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Abstract: A key challenge in developing models for the fusion of surface reflectance data across multiple satellite sensors is ensuring that they apply to both gradual vegetation phenological dynamics and abrupt land surface changes. To better model land cover spatial and temporal changes, we proposed previously a Prediction Smooth Reflectance Fusion Model (PSRFM) that combines a dynamic prediction model based on the linear spectral mixing model with a smoothing filter corresponding to the weighted average of forward and backward temporal predictions. One of the significant advantages of PSRFM is that PSRFM can model abrupt land surface changes either through optimized clusters or the residuals of the predicted gradual changes. In this paper, we expanded our approach and developed more efficient methods for clustering. We applied the new methods for dramatic land surface changes caused by a flood and a forest fire. Comparison of the model outputs showed that the new methods can capture the land surface changes more effectively. We also compared the improved PSRFM to two most popular reflectance fusion algorithms: Spatial and Temporal Adaptive Reflectance Fusion Model (STARFM) and Enhanced version of STARFM (ESTARFM). The results showed that the improved PSRFM is more effective and outperforms STARFM and ESTARFM both visually and quantitatively.
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1. Introduction

The demands for satellite images with higher spatial, temporal and/or spectral resolution from different application developments such as regional land-cover mapping, environmental monitoring, crop mapping and yield estimation, and climate change studies etc. are rapidly growing. The satellite imagery data collected systematically by various sensors such as NASA's Moderate resolution Imaging Spectroradiometer (MODIS), Landsat Operational Land Imagers and Sentinels Multispectral Imagers developed by the European Space Agency (ESA) enable us to produce some images for such demands. A technical challenge is that the usability of fine spatial-resolution images (e.g., Landsat and Sentinel-2 images) are still largely constrained by their low revisit frequency and cloud contamination. Developing advanced methods for fusing satellite images from high-temporal frequency (e.g., MODIS) and fine spatial-resolution sensors (e.g., Landsat Operational Land Imager or Sentinel-2 Multispectral Imager) has become a well-established research field [1–14].

A number of satellite image fusion methods have been developed to predict synthetic Landsat-like images from dense time series of MODIS images and a limited set of fine-resolution Landsat images. Examples include the Spatial and Temporal Adaptive Reflectance Fusion Model (STARFM) [1], the Enhanced version of STARFM (ESTARFM) [2], the Spatial Temporal Adaptive Algorithm for Remote Sens. 2019, 11, 1759; doi:10.3390/rs11151759 www.mdpi.com/journal/remotesensing
Mapping Reflectance Change (STAARCH) [3], the Unmixing-based Spatial-Temporal Reflectance Fusion Model (U-STFM) [4,5], the Flexible Spatiotemporal Data Fusion (FSDAF) model [6], the Spatiotemporal image-fusion model (STI-FM) for enhancing the temporal resolution [7], the Hybrid Color Mapping (HCM) approach [8], the Rigorously-Weighted Spatiotemporal Data Fusion Model (RWSTFM) [9], the Prediction Smooth Reflectance Fusion Model (PSRFM) [10]. These studies have demonstrated that the fusion methods are mostly limited to predicting spectral changes in reflectance due to gradual vegetation phenological changes [6,7]. They still face challenges for predicting abrupt surface changes such as urbanization, deforestation, wildfires, floods, etc. [6]. In summary, there is a clear need for better fusion model to predict both gradual and abrupt land surface changes [10].

To better model both gradual vegetation phenological and abrupt land surface changes, we proposed the Prediction Smooth Reflectance Fusion Model (PSRFM) [10]. PSRFM combines a dynamic prediction model based on a linear spectral mixing algorithm [4–6] with a smoothing filter based on a weighted average of forward and backward temporal predictions. For some special applications, constraints based on the Normalized Difference Snow Index (NDSI) or the Normalized Difference Vegetation Index (NDVI) were also utilized in the smoothing filter. In comparison to some commonly used reflectance fusion models, such as STARFM and ESTARFM, one of PSRFM’s significant advantages is that it can account for abrupt surface changes observed in reflectance either through optimized clusters used for the gradual dynamic change estimations and/or by a model adjustment based on the residuals of the predicted gradual changes. However, this advantage was not explicitly tested in [10]. Here we expand our approach developed in [10] by testing this feature with an improved strategy for cluster optimization and more efficient computational solution.

In the following, we will first briefly review PSRFM and discuss how the improved clustering methods lead to better modelling of abrupt surface changes. Then, we will test and evaluate the improved methods by using two different land surface change cases caused by a flood and a forest fire to show their capabilities. To evaluate their performances, we will also compare the improved PSRFM to two popular reflectance fusion algorithms STARFM and ESTARFM.

2. Methodology

2.1. Overview of PSRFM

The problem to be solved by the image fusion model is to predict a synthetic fine-resolution image on date $t_1$ given two pairs of co-incident clear-sky fine-resolution (e.g., Landsat Operational Land Imager or Sentinel-2 Multispectral Imager) and coarse-resolution (e.g., MODIS) surface reflectance images on a start date $t_0$ and an end date $t_2$ and a coarse-resolution image at $t_1$ within this period.

The basic idea of PSRFM is to take the fine-resolution reflectance image $R_0$ on the start date $t_0$ as an initial estimate with a variance (i.e., its observation uncertainty) and then add two additional terms that represent gradual changes $\Delta R_{01}$ and abrupt changes $\Delta_{01}$ from the start date $t_0$ to a prediction date $t_1$, respectively. That is, the replicated fine-resolution image $R_1$ at $t_1$ is derived as:

$$R_1 = R_0 + \Delta R_{01} + \Delta_{01}$$

where the corrections $\Delta R_{01}$ and $\Delta_{01}$ are to be determined from the coarse-resolution (MODIS) observations at $t_0$ and $t_1$.

The gradual changes $\Delta R_{01}$ are further modelled by a linear surface reflectance change rate or velocity for a classified region or cluster based on the fine-resolution pixels. These rates for all clusters are estimated by solving an equation system built from the spectral linear mixing theory [4–6] and the Least-Squares adjustment method [15,16]. Details about how the reflectance change velocities are determined are described in [10]. To model abrupt changes $\Delta_{01}$, a model adjustment based on the spatial residual analysis and interpolation similar to the thin plate spline (TPS) interpolation [6] is adopted.
Assuming that abrupt surface change, such as the one caused by flooding or a forest fire, at a fine-resolution image pixel is $\delta$, and the reflectance change velocity for a cluster $c$ is $\hat{r}$, the prediction of reflectance $r$ of band $b$ at the pixel $(x, y)$ belonging to cluster $c$ at time $t_1$ is derived as follows:

$$r_t(x, y, c, b) = r_0(x, y, c, b) + (t_1 - t_0)\hat{r}(x, y, c, b) + \delta(x, y, c, b)$$

(2)

where $r_0(x, y, c, b)$ is the fine-resolution surface reflectance observation of band $b$ at the pixel $(x, y)$ belonging to cluster $c$ at time $t_0$.

The term $\delta$ is introduced to model abrupt surface changes within a cluster. It can be seen as a correction to the prediction of the gradual changes of the cluster and can be considered further as follows.

### 2.2. Modelling Abrupt Changes by Residual Adjustment

In Equation (2), we assume that the reflectance change velocity of a cluster will reflect reasonably well the gradual temporal changes if there is no abrupt changes within the clusters between the start date $t_0$ and the prediction date $t_1$. For this reason, most fusion models based on the spectral linear mixing theory such as U-STFM [4], STRUM [13], STDFA [17] and MSTDFA [18] etc. are usually effective and able to predict the gradual vegetation phenological changes if the fine-resolution pixels at $t_0$ are clustered properly. However, if surface property has significantly changed within a cluster, the reflectance change rate of this cluster cannot be estimated accurately because the coarse-resolution (MODIS) observations within the cluster on the start date $t_0$ and the prediction date $t_1$ do not represent a same cluster anymore. Using all the pixel values including those with abrupt changes within the cluster to estimate a common change rate may increase estimation error. The effects of abrupt changes that occur in a relatively small portion of a cluster are similar to that of observation outliers at those MODIS pixels that contain the abrupt changes, which would increase estimation error of $\hat{r}$. and lead to bigger residuals between modelled and observed MODIS reflectance. Based on this fact, the residuals can be used to model the abrupt surface changes. Zhu et al. [6] attempted to adjust the residuals by using the thin plate spline (TPS) interpolation. For simplicity, PSRFM implemented a bilinear interpolation method to adjust the residuals spatially to all of the predicted fine-resolution-like pixels and treated this as modelling abrupt changes by residual adjustment because the residuals mainly come from surface reflectance changes and within-cluster variability.

For individual MODIS pixel, the residue can be calculated from [6]:

$$\delta_M(x_i, y_i, b) = \Delta M(x_i, y_i, b) - \frac{1}{p_i} \left[ \sum_{j=1}^{p_i} \hat{r}_t(x_{ij}, y_{ij}, b) - \sum_{j=1}^{p_i} r_0(x_{ij}, y_{ij}, b) \right]$$

(3)

where $\delta_M(x_i, y_i, b)$ is the residual pixel value of band $b$ at pixel $(x_i, y_i)$, $\Delta M(x_i, y_i, b)$ is the MODIS observation differences between dates $t_0$ and $t_1$; $\hat{r}_t(x_{ij}, y_{ij}, b)$ is the predicted fine-resolution-like pixel value on the prediction date $t_1$, $r_0(x_{ij}, y_{ij}, b)$ is the fine-resolution pixel value on the start date $t_0$, and $p_i$ is the number of fine-resolution pixels within a MODIS pixel $i$.

Equation (3) indicates that the residual at a MODIS pixel represents a bias of the estimated MODIS reflectance based on the predicted fine-resolution-like image in comparison to the observed coarse-resolution MODIS reflectance at pixel $(x_i, y_i)$. If the predicted temporal change reflects well the gradual vegetation phenological change of a cluster of fine-resolution pixels, the corresponding residual should follow a zero mean normal distribution because the MODIS observations are normal without bias caused by any outliers like abrupt changes. Otherwise, either abrupt reflectance changes or observation outliers may have happened at some of the coarse-resolution MODIS pixels within the same cluster. Based on this fact, we can subsequently model the abrupt changes through optimized clusters that can well separate the pixels with the abrupt changes from their original cluster and deal with them as a new cluster.
2.3. Modelling Abrupt Changes by Optimized Clusters

There are two considerations that may affect the effectiveness of the prediction model PSRFM. One is related to the clustering approach used for predicting gradual changes, and the other one is the residual adjustment method for abrupt surface changes. They are interconnected. If we could classify the observations to match the changed surface reflectance accurately, the residual adjustment might not be critical and even unnecessary. Therefore, correct clustering is critical to achieve a good result.

To determine the clusters optimally, PSRFM developed a method based on the rule of Maximizing Correlation but Smaller Residuals (MCSR) [10]. This rule is used to select an optimal cluster number from a set of pre-defined cluster numbers. The optimized cluster number should maximize the correlation between the differences \((\Delta M = M_1 - M_0)\) of the coarse-resolution (MODIS) images but still not increase the sum of the residual squares \((\text{sum} = \sum \delta^2_M)\) of the predicted fine-resolution-like image considerably. This optimization method can result in an optimized cluster number, but the clustering process is only based on the input fine-resolution data. In the previous implementation, the input fine-resolution data are Landsat images on the start date \(t_0\) for forward prediction or on the end date \(t_2\) for backward prediction. The problem is that the input data at \(t_0\) may not contain any surface change information if these changes occur after \(t_0\), and the image data at \(t_2\) may or may not have surface change information. Hence, it is only suitable for image fusion without land surface changes occurred between \(t_0\) and \(t_2\). If some land surface changes happened on the prediction date \(t_1\), the residual adjustment becomes necessary.

To obtain better clusters that could reflect correctly land surface changes, we may use not only the fine-resolution image at \(t_0\) or \(t_2\) but also the coarse-resolution MODIS observations at \(t_1\) as the input data for the classification. Since land surfaces at \(t_0, t_1\) and \(t_2\) may be all different for the changed areas. For example, in the first test case described in Section 3, a flood occurred at \(t_1\) and then it slowly diminished until the date \(t_2\). The inundated areas are dynamic and different at the three times \(t_0, t_1\) and \(t_2\). To consider such situations, we may need to include both the fine-resolution images at \(t_0\) and \(t_2\), and the coarse-resolution MODIS observations at \(t_1\) as the input data for the clustering process. Based on this fact, PSRFM implemented several clustering options with different combinations of the input data:

1. CLUSTER-1—Use the fine-resolution image at \(t_0\) or \(t_2\) as the input data for the classification of forward and backward predictions, respectively;
2. CLUSTER-2—Use the fine-resolution image at \(t_0\) or \(t_2\) and the MODIS image at \(t_1\) (resampled to the fine-resolution) as the input data for the classifications of forward and backward predictions, respectively;
3. CLUSTER-3—Use the fine-resolution image at \(t_0\) and \(t_2\), as well as the resampled MODIS image at \(t_1\) all together as the input data for the classifications for both forward and backward predictions.

If land surface changes occur between \(t_0\) and \(t_1\) or \(t_1\) and \(t_2\), the coarse-resolution MODIS reflectance change ratios between \(t_0\) or \(t_2\) and \(t_1\) are more straightforward to reflect the changes. Therefore, alternatively, we may also use the MODIS reflectance change ratios as the input data for the classification. The reflectance change ratio \(\hat{M}_{01}\) is calculated as:

\[
\hat{M}_{01} = (M_1 - M_0) / M_0 \quad \text{or} \quad \hat{M}_{21} = (M_1 - M_2) / M_2
\]

(4)

where \(M_0, M_1\) and \(M_2\) are the coarse-resolution MODIS reflectance observations at \(t_0\), \(t_1\) and \(t_2\), respectively.

The reflectance change ratios \(\hat{M}_{01}\) and \(\hat{M}_{21}\) contain the information of land surface change at each MODIS pixel if there is any, the clusters based on them would be closer to reality and improve the model output. A shortcoming with the MODIS observations is that its spatial resolution is much lower than typical fine-resolution images used. To match the coarse resolution of MODIS images to the fine resolution of Landsat or Sentinel-2 images, all MODIS observations should be resampled and co-registered accurately.
The clustering method can be the same as used for CLUSTER-i (i = 1, 2, 3), i.e., the ISODATA or K-Means [19]. A question is how to determine the parameters for the classification. A simple and practical method is to cluster the reflectance change ratios into k groups based on their values band by band. Hassan et al. tested an image fusion method by dividing the reflectance change ratios into three groups [7]. Our test results show that the group numbers may vary with different datasets and even different spectral bands. A better way is to optimize the group number k by the same method used for the optimization of the cluster number described in [10]. As this classification algorithm involves only simple data grouping, it is much more efficient than the ISODATA or K-Means methods. For our tests and experiments presented in Sections 3 and 4, we named this classification option as:

(4) CLUSTER-4—Use the reflectance change ratios calculated from coarse-resolution images between \( t_0 \) and \( t_1 \) or between \( t_2 \) and \( t_1 \) as the input data for the classification of forward and backward temporal predictions, respectively; the classification method is to divide the reflectance change ratios into optimized \( k \) clusters based on the values of each spectral band.

2.4. Implementation

We expanded the PSRFM algorithms to include all the options mentioned in Section 2.3. To improve the co-registration between fine-resolution and coarse-resolution images, we designed a new co-registration module. It is based on maximizing correlation between the two images, and then cropping them to cover the same area. For evaluation of the new clustering approaches, the NDVI or NDSI constraints used for smoothing of forward and backward predictions in the previous implementation are omitted in this study.

Figure 1 shows the processing flowchart of the improved PSRFM algorithm. The main processing steps include:

(1) Preprocessing of required input images (e.g., Landsat or Sentinel-2 and MODIS images). This includes data download, cloud mask generation, remapping all input images to a common projection if they are different, resampling coarse-resolution image to fine resolution by bilinear interpolation, co-registering one image to another by maximizing correlation between the coarse and fine images, and then cropping them to cover the same area [11,17]. For co-registering, the input MODIS images should cover a little bigger area than the Landsat or Sentinel-2 images. According to our tests, an extension of 2 km at each side of the fine-resolution images is reasonable.

(2) Performing forward predictions by clustering the input data, estimating reflectance change rates of all clusters for predetermined cluster number range (e.g., from 5 to 20) and determine the final optimized forward prediction [10].

(3) Performing the same processing as step 2 for backward prediction.

(4) Combining the optimized forward and backward predictions as the final prediction of the fine-resolution-like image with weights based on either temporal intervals of the input and the prediction images or uncertainties of the predicted images.
even different spectral bands. A better way is to optimize the group number $k$ by the same method used for the optimization of the cluster number described in [10]. As this classification involves only simple data grouping, it is much more efficient than the ISODATA or K-Means methods. For our tests and experiments presented in Sections 3 and 4, we named this classification option as:

4) CLUSTER-4—Use the reflectance change ratios calculated from coarse-resolution images between $t_0$ and $t_1$ or between $t_2$ and $t_1$ as the input data for the classification of forward and backward temporal predictions, respectively; the classification method is to divide the reflectance change ratios into optimized $k$ clusters based on the values of each spectral band.

2.4. Implementation

We expanded the PSRFM algorithms to include all the options mentioned in Section 2.3. To improve the co-registration between fine-resolution and coarse-resolution images, we designed a new co-registration module. It is based on maximizing correlation between the two images, and then cropping them to cover the same area. For evaluation of the new clustering approaches, the NDVI or NDSI constraints used for smoothing of forward and backward predictions in the previous implementation are omitted in this study.

Figure 1. Processing flowchart of the improved Prediction Smooth Reflectance Fusion Model (PSRFM). The numbers 1 to 4 around the box classification mean the different input data for the methods CLUSTER-$i$ ($i = 1, 2, 3, 4$).

3. Validation Test Cases

To verify the effectiveness of modelling abrupt surface changes by optimized clusters (Section 2.3) and to compare the modified PSFRM with the original method, validation experiments were carried out for predicting images containing a large flood and a forest fire in two different cases. The predicted images are then evaluated against observations, and at the same time, we also compared the outputs with those of two well-studied methods STARFM [1] and ESTARFM [2] to assess performance of PSRFM’s new classification approaches.

The first test case is taken from the preprocessed Landsat-5 TM and MODIS data of the Lower Gwydir Catchment study site (https://data.csiro.au/dap/landingpage?pid=csiro:5847) [20] located in northern New South Wales, Australia (149.2815E, 29.0855S), where 14 cloud–free Landsat-MODIS pairs were available from April 2004 to April 2005. Gwydir is 80 km N–S and 68 km E–W covering 5440 km$^2$ (3200 columns by 2720 lines at 25 m resolution). All Landsat imagery are acquired by Landsat-5 TM. The Landsat imagery was atmospherically corrected using Li et al.’s (2010) algorithm [19]. Geo-referencing was conducted using the Geocentric Datum of Australia 1994 (GDA94). MODIS Collection 5 data were acquired by Terra spacecraft, specifically MOD09GA data files were downloaded from the USGS DAAC (http://e4ftl01.cr.usgs.gov/MOLT/, during Sep 2011). MODIS data were
geometrically transformed from a sinusoidal projection to WGS84 using the MODIS Re-projection Tool (https://lpdaac.usgs.gov/lpdaac/tools/modis_reprojection_tool, accessed on 27 September 2011).

For this study, we cropped a test area of 25 km by 25 km (1000 × 1000 pixels) of the image with three bands Green, Red, and NIR as shown in Figure 2. We used three pairs of MODIS (MOD09GA) and Landsat-5 TM images for the experiment. They were acquired on 26 November 2004, 12 December 2004 and 28 December 2004, respectively. Since the crops were irrigated in October and grown in December, and a large flood occurred around 12 December 2004, this dataset illustrates very well both phenological changes and abrupt surface changes. Figure 3 shows the scenes of the images using Red-Green-NIR as R-G-B false color composite. From the Landsat-5 TM image on December 12, we can see clearly some large inundated areas at the lower right part of the image. They shrank to a few smaller areas but still visible on the image of December 28.

Figure 2. Landsat-5 TM surface reflectance image acquired on 12 December 2004 for the Lower Gwydir Catchment study site (left) located in northern New South Wales, Australia and the test area for this study (right).

For the validation experiment, we used the pair of MODIS and Landsat-5 TM images on 26 November 2004 that were acquired before the flood occurred as input data on the start date \( t_0 \). The pair of MODIS and Landsat-5 TM images acquired after the flood on 28 December 2004 were used as input data for the end date \( t_2 \). The MODIS image on 12 December 2004 that recorded the land surface changes caused by the flood was used to predict a Landsat-like image on the same day from the two pairs of images on the start and end dates. The observed Landsat TM image on the prediction date 12 December 2004 was used for visual and quantitative assessment of the predicted image.

The second test case is located around 55°03′N and 126°35′W in British Columbia, Canada. Three pairs of Sentinel-2 MSI L2A and MODIS BRDF adjusted (MCD43A4) surface reflectance images acquired on 31 July, 15 August and 22 September 2018 were used for the experiment. All the data were downloaded from the USGS Earth Explorer website (https://earthexplorer.usgs.gov/). This dataset was selected specially for testing the capability of the new clustering approaches for detecting land surface changes caused by a forest fire. Around 15 August 2018, the Torkelsen Lake Fire (Fire ID: R32182) occurred and burnt out approximately 1300 hectares in the study area (Figure 4). For this study, we cropped a test area of 20 km by 20 km (1000 × 1000 pixels with a resolution of 20 m) and used three bands of B8A (Near Infrared—NIR), B11 (Shortwave Infrared 1—SWIR1) and B12 (Shortwave Infrared 2—SWIR2) from Sentinel-2 MSI L2A data within the tile T09UXB. The corresponding MODIS bands are 2, 6 and 7, respectively, each with a nominal resolution of 500 m.
Figure 2. Landsat-5 TM surface reflectance image acquired on December 12, 2004 for the Lower Gwydir Catchment study site (left) located in northern New South Wales, Australia and the test area for this study (right).
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Figure 3. A test area cropped from the Lower Gwydir Catchment study site: Red-Green-NIR (R-G-B) composites of MODIS surface reflectance (upper row) and Landsat-5 TM surface reflectance (lower row) images on 26 November 2004, 12 December 2004, and 28 December 2004.

The reason for selecting these bands for this study is to reduce some thick smoke effects caused by the fire to a lower level. After the MODIS data are geometrically transformed from a sinusoidal projection to the same WGS84 UTM zone, we resampled them to the same resolution 20 m as that of the Sentinel-2 MSI image by bilinear interpolation using the USGS MODIS Re-projection Tool. Then, they were co-registered with the Sentinel-2 images by maximizing their correlations. Figure 5 shows the scenes of the images using bands SWIR1-NIR-SWIR2 as R–G–B false color composite.

For the validation experiment, we used the pair of MODIS BRDF adjusted and Sentinel-2 MSI images on 31 July 2018 (before the forest fire occurred) as input data for the start date $t_0$. The pair of MODIS BRDF adjusted and Sentinel-2 MSI images acquired after the fire on 22 September 2018 were used as input data for the end date $t_2$. The MODIS BRDF adjusted image on 15 August 2018 that recorded the land surface changes caused by the fire was used to predict a Sentinel-2-like image on the same day with the two pairs of images on the start and end dates. The observed Sentinel-2 MSI image on the prediction date 15 August 2018 was used for visual and quantitative assessment of the predicted image.

Different from the first test case, some pixel values of the MODIS BFDF adjusted image within the burning areas (two rectangles shown as white in Figure 5) on the prediction date 15 August 2018 are not available for all the bands. Some pixel values (the pixels in red of the same MODIS image in Figure 5) are not available only for SWIR1 band. For purpose of visual comparison, we reproduced a Sentinel-2 MSI image by marking these unavailable pixel values of the MODIS image on the observed Sentinel-2 MSI image on the prediction date 15 August 2018 accordingly. Figure 6 shows the original and marked Sentinel-2 MSI images.
Figure 4. A map of the Torkelsen Lake Fire occurred in British Columbia, Canada, in 2018 (Map source: BC Wild Service, Ministry of Forest, Lands, Natural Resource Operation and Rural Development).
Figure 5. The Torkelsen Lake Fire study site: SWIR1-NIR-SWIR2 (R-G-B) false color composites of MODIS BRDF adjusted surface reflectance (upper row) and Sentinel-2 MSI L2A surface reflectance (lower row) images acquired on 31 July, 15 August and 22 September 2018. The dark purple in the upper center of the two images on 15 August and 22 September 2018 shows the burned area. The image on 15 August 2018 also shows some smoke feathers.

Figure 6. (a) The observed Sentinel-2 MSI image on the prediction date 15 August 2018 and (b) the same image marked with the unavailable pixel values of the MODIS image on the same day for visual comparison. The two black rectangles mean that the pixel values of MODIS BRDF adjusted image are not available for all the bands. The areas with variation of cyan color represent unavailable pixel values of the MODIS image only for the SWIR1 band.

4. Results

Using the two datasets, we compared the performances of PRFRM using CLUSTER-$i$ ($i = 1, 2, 3, 4$) strategies discussed in Section 2.3 for two different approaches. One is image fusion with CLUSTER-$i$ ($i = 1, 2, 3, 4$) without the residual adjustment (RA) for abrupt changes. The other is image fusion using CLUSTER-$i$ ($i = 1, 2, 3, 4$) with RA for abrupt changes. To evaluate performances of these PSRFM algorithms, we also compared the results to STARFM and ESTARFM methods. We selected these two
methods mainly due to their wide acceptance within the remote sensing community, and availability of processing software. In a summary, our experiments include the following 10 algorithms:

1. PSRFM-11—CLUSTER-1 without RA
2. PSRFM-12—CLUSTER-1 with RA
3. PSRFM-21—CLUSTER-2 without RA
4. PSRFM-22—CLUSTER-2 with RA
5. PSRFM-31—CLUSTER-3 without RA
6. PSRFM-32—CLUSTER-3 with RA
7. PSRFM-41—CLUSTER-4 without RA
8. PSRFM-42—CLUSTER-4 with RA
9. STARFM—Spatial and Temporal Adaptive Reflectance Fusion Model
10. ESTARFM—the Enhanced version of STARFM

For both study cases we applied STARFM method with a maximum search distance of 25 pixels and other default values set by the program (available online: https://www.ars.usda.gov/research/software/download/?softwareid=432#downloadForm). For ESTARFM we used half-window size of 25 pixels and other default values set by the program (available online: https://xiaolinzhu.weebly.com/open-source-code.html). The different PSRFM algorithms employed an unsupervised ISODATA classification method and its default parameters implemented in Geomatica 2016 except that the number of clusters is determined by the model optimization algorithm described in [10]. Following the recommendation of Zhong and Zhou [10], the uncertainties of the input images used for all PSRFM processing are 40 for Landsat-5 TM or Sentinel-2 MSI images and 20 for MODIS images with a scale factor of 0.0001, respectively.

To quantify the closeness of the predicted images to the observed Landsat-5 TM or Sentinel-2 MSI images, a number of quality indices such as average differences (AD), average absolute difference (AAD), average absolute relative difference (ARD), correlation coefficient (CC), root mean squared error (RMSE), relative dimensionless global error (ERGAS), and quality index (QI) or the structure similarity index (SSIM), etc. could be used [10, 21–23]. Since the AD, AAD and ARD did not show significant differences among the different methods, only comparison results of the RMSE, CC, ERGAS and QI or SSIM are presented in this study.

4.1. Test Case with Flood

Figure 7 shows visual comparisons of the predicted images against the observed Landsat-5 TM image on December 12, 2004 for the flooding dataset derived from the Landsat-5 TM and MODIS image pairs acquired on November 26, 2004 and December 28, 2004, and the MODIS image on December 12, 2004. Their corresponding evaluation results of the quality indices are presented in Figure 8.
Figure 7. Visual comparisons of the observed Landsat-5 TM image on 12 December 2004 and the predicted images by PSRFM-$ij$ ($i = 1, 2, 3, 4; j = 1, 2$), STARFM and ESTARFM using two pairs of Landsat-5 TM and MODIS images acquired on 26 November 2004 and 28 December 2004, respectively. All images are in Red-Green-NIR (R-G-B) false color composites.

Visual comparisons of the predicted images in Figures 7 and 8 reveal following facts:
(1) All of the methods PSRFM-ij \((i = 1, 2, 3, 4; j = 1, 2)\), STARFM and ESTARFM except the PSRFM-11 can largely maintain the spatial patterns and generate the similar spectral information of the observed Landsat-5 TM image, but some deviations from the reference image are visible.

(2) Without the RA for the abrupt surface changes, an unmixing-based image fusion with the clusters determined only from the fine-resolution (Landsat-5 TM) image on the start date 26 November 2004 or the end date 28 December 2004 such as the PSRFM-11 is unable to predict the abrupt land surface changes (Figure 7a). Its performance is worse than STARFM and ESTARFM. This can be verified from the visual comparison of Figure 7a PSRFM-11 vs. Figure 7e STARFM and ESTARFM and the comparison of the quality indices in Figure 8. However, with introduction of the MODIS observations for the classification, PSRFM-21, PSRFM-31 and PSRFM-41 all produce an improved result to some degree (Figure 7b–d). This verifies that clustering with MODIS input leads to better results.

(3) Comparisons between the algorithms PSRFM-i1 and PSRFM-i2 \((i = 1, 2, 3, 4)\), i.e., the models with and without the RA, show that the RA for abrupt surface changes plays a more important role when only fine resolution images are used for clustering (Figure 7a PSRFM-11 vs. PSRFM-12). Abrupt surface changes such as flooding, may occur quickly, as such the clustering using only the two images cannot reflect the reality on the prediction date. With the improvement of the clusters by introducing the MODIS observations in different ways, the role of the RA becomes less critical and even unnecessary. For example, the output of PSRFM-22 is better than that of PSRFM-21 (Figure 7b PSRFM-21 vs. PARFM-22), while PSRFM-42 shows almost no improvement than PSRFM-41 (Figure 7d PSRFM-41 vs. PSRFM-42) because the clusters determined from the MODIS reflectance change ratios may be closer to the reality. These visual comparison conclusions are also confirmed by the comparison of the quality indices in Figure 8.

(4) If we compare the different approaches PSRFM-ij \((i = 1, 2, 3, 4; j = 1, 2)\), we can conclude that PSRFM-22 and PSRFM-41 or PSRFM-42 are the better options because of their relatively good quality indices and higher computation efficiency with less input data for clustering. The result of PSRFM-32 looks comparable but it is less computationally efficient because it involves all the Landsat-5 and MODIS image bands for the clustering process which slows down the computations.

(5) Comparison of the improved PSRFM algorithms such as PSRFM-22, PSRFM-32, PSRFM-41 and PSRFM-42 with the two published methods STARFM and ESTARFM reveals that all these improved PSRFM methods yield better results, especially the result of NIR band in this test case. The reason for the better result of NIR band might be due to the properties of water body related to NIR spectrum. In general, surface of water reflects a litter Near Infrared spectrum as well as in other infrared bands. As the result, water body has very small value in those bands and exhibits black in false color composite using those bands. However, water body may present some various colors due to different materials contained in the water, such as soils. This may cause difficulty for STARFM and ESTARFM algorithms to find similar pixels around a prediction pixel, or the values of some similar pixels identified from the calibration images were changed on the prediction date. For instance, in this study image, some areas of water body (including flood areas) show yellow instead of black in the false color composite of SWIR1-NIR-SWIR2 in Figure 7. Since the improved PSRFM considered the surface changes caused by the flood by including the MODIS image on the prediction date for the clustering, it may overcome this issue better and therefore achieve a better result. As the flood water effects on NIR band are more significant than that on the green and red bands, the fusion result of NIR band with the improved PSRFM looks also better. Between STARFM and ESTARFM, STARFM looks a little better according to their quality indices in this case (Figure 8).
4.2. Test Case with Forest Fire

In a similar setup, all the produced results were compared to the observed Sentinel-2 MSI image both visually and quantitatively. Figure 9 shows visual comparisons of the predicted images resulted from the different methods against the observed Sentinel-2 images on 15 August 2018 when the forest fire was burning.
Figure 9. Visual comparison of the observed Sentinel-2 MSI image (a) and (b) (same as (a) but marked with the unavailable pixel values of the MODIS image on the prediction date for purpose of comparison) on 15 August 2018 and the predicted images (c–l) by PSRFM-ij \((i = 1, 2, 3, 4, j = 1, 2)\), (c) STARFM and (d) ESTARFM using two pairs of Sentinel-2 MSI and MODIS BRDF adjusted images acquired on 31 July 2018 and 22 September 2018 respectively. All images are in SWIR1-NIR-SWIR2 (R-G-B) false color composites.

From Figure 9, we can see that the images outside of the burning area are all similar without significant differences for all the methods. To highlight the visual comparison for the burning area, we enlarged the marked area in Figure 10 and compared all the results visually in Figure 11. The evaluation scores of the quality indices against the observed Sentinel-2 MSI reflectance are compared in Figure 12. Since the variation of \(QI\) of all the outputs is very similar to that of \(\text{CC}\) as shown in Figure 8, we choose SSIM as one of the quality indices instead of \(QI\) for this test case to show their differences.

Figure 10. The cropped burning area for an enlarged visual comparison in Figure 11.

Figure 11. Cont.
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Figure 11. Area enlarged for visual comparison of the burning area observed by Sentinel-2 MSI image (a) and (b) (same as (a) but marked with the unavailable pixel values of the MODIS image on the prediction date for purpose of comparison) on 15 August 2018 and predicted images (e–I) by PSRFM-ij (i = 1, 2, 3, 4; j = 1, 2), (c) STARFM and (d) ESTARFM using two pairs of Sentinel-2 MSI and MODIS BRDF adjusted images acquired on 31 July 2018 and 22 September 2018, respectively. All images are in SWIR1-NIR-SWIR2 (R-G-B) false color composites. The two small rectangles shown as black indicate that no MODIS data are available for all the bands on the prediction date 5 August 2018, while the areas with variation of cyan color indicate that no MODIS data are available from the SWIR1 band.

Figure 12. The quality indices of predicted reflectance by PSRFM-ij (i = 1, 2, 3, 4; j = 1, 2), STARFM and ESTARFM against the observed Sentinel-2 MSI reflectance on 15 August using two pairs of Sentinel-2 MSI and MODIS BRDF adjusted images acquired on 31 July 2018 and 22 September 2018.
The observed Sentinel-2 MSI reference image on 15 August 2018 shows not only land surface changes from the start date July 31 and the end date September 22 but also some thick smoke plumes. The MODIS BRDF adjusted image on the prediction date of 15 August 2018 presents some unavailable pixels with an indicator value of 32767 within and around the burning area too. With these MODIS pixels excluded, all of the PSRFM-ij ($i = 1, 2, 3, 4; j = 1, 2$) worked well. However, their effectiveness in predicting the surface changes are different. From the visual comparisons in Figures 9 and 11, we can see that the methods PSRFM-11, PSRFM-21 and PSRFM-31 without the RA for the land surface changes are not as good as the other methods although their corresponding evaluation scores of the quality indices in Figure 12 are not very poor. This may be because the surface change area is relatively small in comparison to the entire test area, and part of it is also excluded for the unavailable pixel values of the MODIS image on the prediction date.

However, if we compare the results from the different methods carefully, we can see following facts:

1. STARFM results (Figures 9c and 11c) look not considerably affected by the areas of no MODIS observations because its prediction is based on the similar pixels around the prediction pixel. This can be an advantage for some special cases. For example, when some MODIS pixels of a small area are not available due to cloud contamination but their surrounding pixels have a valid value and a similar land-cover type that does not change between the dates of the calibration and the prediction images, these similar pixels can be used for prediction. In this test case, although pixel values can be predicted for those pixels of no MODIS observations, the predicted pixels bear some bias from the actual value because the land surface of some similar pixels based on the calibration image is changed by the fire on the prediction date. For this reason, its quality indices are the worst among all the methods.

2. The current implementation of ESTARFM excludes predictions for all pixels of no MODIS observations or with an invalid value, even only a single band has no observation or invalid value. Therefore, the predicted result shows a big black area in the predicted image as displayed in Figures 9d and 11d. In comparison to STARFM, ESTARFM has the similar issue in selecting the similar pixels from the calibration image. However it excluded all pixels where the MODIS image does not have valid data. Its corresponding quality indices look better than that of STARFM in this test case.

3. Comparisons between the observed Sentinel-2 MSI image and the images predicted from the different algorithms PSRFM-1 and PSRFM-2 ($i = 1, 2, 3, 4$), with and without the RA show a similar result as the first dataset, i.e., the RA plays a more important role when the clusters are based on the fine-resolution images only. With the improvement of the clusters by introducing MODIS observations on the prediction date in different ways, the results are improved. For example, PSRFM-21 and PSRFM-31 are better than PSRFM11 (Figure 11g,i vs. Figure 11e); and PSRFM-41 is better than PSRFM21 and PSRFM31 (Figure 11k vs. Figure 11g,i). With the RA, PSRFM-22 is much better than PSRFM-21, while PSRFM-42 shows much less and even no improvement than PSRFM-41 because the clusters determined from the MODIS reflectance change ratios with PSRFM-41 is closer to the reality.

4. If we compare the different approaches PSRFM-ij ($i = 1, 2, 3, 4; j = 1, 2$), we can draw the same conclusion as the first test case, i.e., PSRFM-22 and PSRFM-41 or PSRFM-42 are the better options because of their relatively better quality indices (Figure 12) and higher computation efficiency. The result of PSRFM-32 looks comparable but its computation is less efficient because it involves all the fine- and coarse-resolution image bands for the clustering process which slows down the computation.

5. Comparison of the improved PSRFM algorithms such as PSRFM-22, PSRFM-32, PSRFM-41 and PSRFM-42 with the two published methods STARFM and ESTARFM reveals once again that all these improved PSRFM methods yield better results. This can be evidenced obviously from the evaluation scores of the quality indices against the observed Sentinel-2 MSI reflectance in
Figure 12. Different from the first test case, the improved results are equally visible for all three bands NIR, SWIR1 and SWIR2 (Figure 8 vs. Figure 12).

5. Discussion

From the experiment results demonstrated with two different test cases above, we can draw a conclusion: the closer to the reality the clusters used for the estimation of the land surface changes, the better is the output (e.g., PSRFM21 and PSRFM31 vs. PSRFM11, and PSRFM41 vs. PSRFM11, PSRFM21 and PSRFM31) and the residual adjustment for abrupt surface changes becomes less and less critical with the improvement of the clusters (e.g., PSRFM-41 vs. PSRFM-42). Overall, PSRFM-22, PSRFM-41 and PSRFM-42 are recommendable for practical implementation for their relatively better evaluation score of the quality indices and higher computation efficiency. However, based on our experiments with more test cases that include that was used for validation of the STARFM and ESTARFM methods (http://ledaps.nascom.nasa.gov/ledaps/Tools/StarFM.htm) [1] and some test cases without abrupt surface changes, these methods are not always better than others. There are two points which are worth to pay attention to in practice:

1. The method PSRFM-41 might introduce some unexpected side effect for some land-cover types such as water when their reflectance values are small or close to zero. Since their reflectance change ratios cannot be determined accurately due to their small values and minor changes, their predicted values may become negative or an unreasonable value. This is evident from the result of PSRFM-41 in Figure 9k. Some pixels in the river (at the bottom right corner) show different colors from the black color as the results from other methods. Similarly, the Residual Adjustment (RA) may also cause a similar problem for some same land-cover types when their reflectance values are very close to zeros because the RA may adjust these pixel values and result in negative values. To avoid such prediction errors, we kept these pixels from the original fine images unchanged, i.e., ignored the predicted values if they become negative or invalid.

2. If the dataset does not have significant abrupt surface changes, the RA is not necessary and the PSRFM11 and PSRFM41 are relatively simple and can achieve reasonably good results. If the RA is applied, the results may become worse because of the possible RA interpolation errors. To avoid the negative impact of possible RA interpolation errors, the same criteria used for optimizing the clusters, i.e., the rule of Maximizing Correlation but Smaller Residuals (MCSR) [10], was used to determine whether RA process is needed or not. If the result with RA shows an improved correlation between the differences ($\Delta R = \hat{R}_1 - R_0$) of the fine-resolution images and the differences ($\Delta M = M_1 - M_0$) of the coarse-resolution (MODIS) images but still no increase of the sum of the residual squares ($sum = \sum_{M} \delta_M^2$) of the predicted fine-resolution-like image considerably, it is acceptable. Otherwise, the RA is not necessary.

6. Conclusions

Based on the previously proposed Prediction Smooth Reflectance Fusion Model (PSRFM), we have expanded our clustering method to better model abrupt land surface changes. In our earlier study, it was suggested that residual adjustment could be used to model abrupt surface changes. In this paper, we model abrupt surface changes by optimizing clusters using both fine- and coarse-resolution images. We tested various combinations of residual adjustment and cluster optimization using realistic case studies. The test results reveal both methods play a role in improving the solutions, but residual adjustment and its effectiveness depends on image clusters strongly. Therefore, cluster optimization is critical to achieve better solutions. Regarding the improvement of the clustering method for PSRFM, we found that the input data for the classification should include the coarse-resolution observation, such as MODIS image, on the prediction date because it is only observation that contains information of the surface changes on the prediction date. A recommendable method is to classify the reflectance change ratios to optimized clusters.
Using two different satellite datasets with significant surface changes caused by a flood and a forest fire, we tested several different clustering options with varied input data and residual adjustment combinations in PSRFM and compared the outputs among them and with those from two published methods STARFM and ESTARFM. The results show that the new algorithms improve the model output of PSRFM in capturing dynamic land surface changes. For practical implementation, we recommend PSRFM22 (clustering with fine-resolution image, and coarse-resolution image on the prediction date with residual adjustment) and PSRFM42 (clustering with reflectance change ratio of coarse-resolution images with residual adjustment) methods for datasets with significant land surface changes. The significance of land surface changes can be judged by comparing the results before and after the residual adjustment with the same criteria used for the cluster optimization. If no abrupt surface changes are detected, the PSRFM11 (clustering with fine-resolution image and without residual adjustment) and PSRFM41 (clustering with the reflectance change ratios and without residual adjustment) are also acceptable. These recommended methods produced higher quality of outputs and are of higher computation efficiency. From our validation datasets, the improved PSRFM algorithms outperform both STARFM (Spatial and Temporal Adaptive Reflectance Fusion Model) and ESTARFM (Enhanced Spatial and Temporal Adaptive Reflectance Fusion Model), visually and quantitatively.
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