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ABSTRACT

Code review is a practice widely adopted in open source and industrial projects. Given the non-negligible cost of such a process, researchers started investigating the possibility of automating specific code review tasks. We recently proposed Deep Learning (DL) models targeting the automation of two tasks: the first model takes as input a code submitted for review and implements in it changes likely to be recommended by a reviewer; the second takes as input the submitted code and a reviewer comment posted in natural language and automatically implements the change required by the reviewer. While the preliminary results we achieved are encouraging, both models had been tested in rather simple code review scenarios, substantially simplifying the targeted problem. This was also due to the choices we made when designing both the technique and the experiments. In this paper, we build on top of that work by demonstrating that a pre-trained Text-To-Text Transfer Transformer (T5) model can outperform previous DL models for automating code review tasks. Also, we conducted our experiments on a larger and more realistic (and challenging) dataset of code review activities.
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1 INTRODUCTION

The benefits of code reviews have been widely recognized, with several studies providing evidence of the higher quality of reviewed code [15, 29, 31]. Also, code reviews help in preventing bugs and foster knowledge transfer among developers [10, 40]. However, studies on code reviews also highlighted an additional cost that such a process entails: Empirical evidence suggests that large software projects can undergo hundreds of code reviews per month. This applies to both open-source (e.g., ~500 reviews per month in Linux [39]) and industrial (e.g., ~3k reviews per month in Microsoft Bing [38]) projects. As a result, developers can spend many hours per week reviewing code [16].

Given the non-negligible cost of code review, we recently proposed the automation of specific code review tasks: The goal is not to replace developers, but to help them save time in two scenarios. The first is that of a contributor (i.e., the developer submitting the code for review) who wants to receive a rapid feedback about the code they wrote before submitting it for review. The feedback is provided by a Deep Learning (DL) model trained to take as input the code to submit for review $C_s$ and provide as output a revised version $C_r$ (i.e., $C_r$) implementing code changes that are likely to be recommended by a reviewer.

The second scenario concerns the reviewer(s) involved in the process: a DL model is trained to take as input (i) the code $C_s$ submitted for review, and (ii) a comment $R_{nl}$ written by the reviewer in natural language to request a specific change on $C_s$. The output of the model is a revised version of $C_s$ (i.e., $C_r$) implementing the changes recommended in $R_{nl}$. The idea here is that the reviewer can use the model to provide the contributor with a concrete example of the code changes that they would like to see implemented.

In our previous work [46] we trained and experimented with the DL models on a dataset composed of ~17k triplets $(C_s, R_{nl}, C_r)$ extracted from code reviews performed in GitHub [2] and Gerrit [1]. In particular, the model recommending code changes to the contributor is an encoder-decoder model with one encoder taking $C_s$ as input and one decoder generating $C_r$. Our evaluation shows that this model can recommend a change as a reviewer would do in 3% (single prediction) to 16% of the cases (10 different predictions). The model employed in the second scenario (i.e., the automated implementation of a comment recommended by the reviewer), has instead two encoders taking as input $C_s$ and $R_{nl}$, respectively, and one decoder generating $C_r$. This model can successfully implement a change recommended by a reviewer in 12% (single prediction) to 31% (10 different predictions) of the cases.

While these results represent our first step towards automating code review tasks, our approach [46] as well as the conducted empirical study suffers of several limitations we try to overcome in this paper. First, we adopted a code abstraction process to reduce the vocabulary size and simplify the learning of the DL model. This means that the model did not work on the raw source code, but on an abstracted version of it in which, for example, variable identifiers were replaced with a special $\text{VAR}_{10}$ token, where ID is a progressive number (e.g., the second declared variable is represented by $\text{VAR}_{2}$). The possibility to go back to raw source code was guaranteed by keeping a map linking abstracted to raw tokens in $C_s$ (e.g., $\text{VAR}_{1} \rightarrow 1$).
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While such a procedure simplifies the learning of the model, it poses a strong limitation on the variety of code review tasks that can be supported by such a model. Indeed, the abstraction process forces to exclude from the dataset of triplets \( (C_r, R_{nl}, C_s) \) all those in which \( C_s \) introduces identifiers or literals that were not present in \( C_r \). This is necessary because the abstraction map is built on \( C_r \) and, if a new variable \( \text{VAR}_2 \) is introduced in \( C_r \) during the review process, such a variable cannot be mapped back to raw source code, making such an approach unusable in practice. This means that the triplets \( (C_r, R_{nl}, C_s) \) on which we evaluated our approach [46] were relatively simple changes implemented during code review, not requiring the introduction of new identifiers or literals.

Second, to simplify the learning, we only considered triplets \( (C_r, R_{nl}, C_s) \) in which both the code submitted for review \( C_s \) and the revised code \( C_r \) had no more than 100 tokens [46]. Again, this reduced the complexity of the tackled problem.

Basically, the two above choices resulted in training and experimenting the proposed models on quite simple code review instances only representative of a minority of the code transformations actually implemented during code reviews.

In this paper, we build on top of our previous work [46] experimenting with DL models for code review automation in more realistic and challenging scenarios. We start by training the recently proposed Text-To-Text Transfer Transformer (T5) model [35] on a dataset similar to the one used in [46]. However, we adopt a tokenizer (i.e., SentencePiece [26]) that allows us to work with raw source code, without the need for code abstraction. Also, we increase the maximum length of the considered code components from 100 "abstracted" tokens to 512 "SentencePiece" tokens (i.e., \( \sim 390 \) "abstracted" tokens). The absence of an abstraction mechanism and the increased upper bound for input/output length allowed us to build a substantially larger dataset as compared to the one used in [46] (168k instances vs. 17k) and, more importantly, to feature in such a dataset a wider variety of code transformations implemented in the code review process, including quite challenging instances such as those requiring the introduction of new identifiers and literals (accounting for 63% of the new dataset we built). Also, we experimented with the automation of a third task related to the code review process: Given the code submitted for review \( C_s \), generating a natural language comment \( R_{nl} \) requesting to the contributor code changes as a reviewer would do (i.e., simulating a reviewer commenting on the submitted code).

We also compare the T5 model with the encoder-decoder model presented in our previous work on the original dataset used in [46]. Our results show the superior performance of T5, which represents a significant step forward in automating code review tasks.

To summarize, the contributions of this work are:

(i) A novel approach for code review automation overcoming several limitations of the state-of-the-art technique [46];
(ii) A comprehensive empirical evaluation of such an approach, including a comparison with our previous technique [46];
(iii) The automation of a third task: Given the code submitted for review, automatically generating natural language comments requesting changes as reviewers would do;
(iv) A code review dataset to train and test DL models in more realistic scenarios as compared to the one used in [46];
(v) A comprehensive replication package [8].

2 T5 TO AUTOMATE CODE REVIEW

We describe the DL model we adopt, the construction process of the datasets needed for its training, and the procedure used for hyperparameter search, model training, and generation of predictions.

2.1 Text-to-Text Transfer Transformer (T5)

The Text-to-Text Transfer Transformer, or simply T5, is not merely a model. Raffel et al. [35] compare "pre-training objectives, architectures, unlabeled data sets, transfer approaches, and other factors on dozens of language understanding tasks".

The result of this exploration is the best combination of architectures and training techniques, namely T5. T5 is based on the Transformer [48] architecture. The proposed implementation differs only in some details (regarding the normalization layer and the embedding scheme) from its original form. Raffel et al. proposed several versions of T5, differing from each other in their size (e.g., number of layers) and, as a consequence, training complexity. In this work we adopt the small version of T5 consisting of: 8-headed attention, 6 layers in both the encoder and the decoder, each having a dimensionality of 512 and the output dimensionality of 2,048 (~60M parameters).

The model is subjected to a first training (pre-training) whose purpose is to provide it with a general knowledge useful to solve a set of related tasks. Suppose, for example, that we want to train a model able to (i) translate English to German, and (ii) summarize English text. Instead of starting by training the model for these two tasks, T5 can be pre-trained in an unsupervised manner by using the denoising objective (or masked language modeling): The model is fed with sentences having 15% of their tokens (e.g., words in English sentences or code tokens in Java statements) randomly masked and it is asked to predict them. By learning how to predict the masked tokens, the model can acquire general knowledge about the language of interest. In our example, we could pre-train the model on English and German sentences.

Once pre-trained, T5 is fine-tuned on the downstream tasks in a supervised fashion. Each task is formulated in a "text-to-text" format (i.e., both the input and the output of the model are represented as text). For example, for the translation task a dataset composed of pairs of English and German sentences allows to fine-tune the model. Similarly, the summarization task requires the input English text and a corresponding summary. In the next sections we explain how we pre-train and fine-tune T5 to support code review tasks.

2.2 Training Data

We describe the process used to build the datasets needed for the pre-training (Section 2.2.1) and fine-tuning (Section 2.2.2) of T5. Part of the fine-tuning dataset has been used for hyperparameter search (Section 2.3) and for testing the performance of T5 (Section 3).

2.2.1 Pre-training Dataset

Given the goal of the pre-training phase (i.e., providing the model with general knowledge about the languages of the downstream tasks) we built a dataset allowing to train T5 on Java and technical English. Indeed, besides source code, technical English is instrumental in a code review process in which reviewers post natural language comments about code.
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We start from two datasets featuring instances including both source code and technical English: the official Stack Overflow dump (SOD) [7] and CodeSearchNet (CSN) [25]. Stack Overflow is a Q&A website for programmers. The data dump we used collects all the questions and relative answers between 2006 and 2020 for a total of roughly 51M posts (where a post is a single question or answer). A post includes English text (as per the SO guidelines) and/or code snippets. Posts are usually accompanied by tags characterizing their topic (e.g., Java, Android) and can be rated with up-/down-votes and, for what concerns the answers, they can be marked as the “accepted answer” from the question’s author.

We extracted from the SOD all the answers (i) having a Java tag; (ii) containing at least one `<pre>`/`<code>` HTML tag to ensure the presence of at least one code snippet in the answer; and (iii) having at least 5 up-votes and/or being the accepted answer. These filters are justified by the goal of our pre-training. Indeed, we want the model to acquire knowledge about technical English and Java: focusing on answers containing at least one code snippet increases the chances that their natural language text refers to an implementation task, similarly to what happens in code review. Also, the up-votes/accepted answer filter aims at discarding low-quality instances containing, for example, wrong code solutions. This is also the reason why we focused on high-quality answers likely to contain working solutions rather than on questions that, even if up-voted (e.g., because they are relevant for many users) may contain wrong implementations. From this step we obtained 1,018,163 candidate instances from the SOD.

On each selected answer $a$, we performed the following cleaning steps: We remove emojis, non-latin characters, control characters, trailing spaces and multiple white spaces. Some special symbols are replaced using latin characters having the same meaning, e.g., "≥" is replaced with "\geq". Moreover, we replace any embedded link with a special tag `<LINK_i>`, with $i$ being an integer ranging from 0 to $n-1$, where $n$ is the number of links in $a$. Finally, we removed all the instances having less than ten tokens or more than 512 (40,491). This left us with 977,379 valid instances.

The CSN [25] Java dataset features 1.5M unique Java methods, some of which containing their Javadoc. We filtered out all those in which a Javadoc was not available or it did not contain any letter, removing 1,034,755 of them. Unlike the SOD, CSN can contain instances in which the "textual part" (i.e., the method comment) is not in English. To partially address this issue, we exclude pairs in which no Latin characters were found. While this does not exclude all non-English comments, at least identifies and removes those written in specific languages (e.g., Russian, Chinese) (15,229). We decided to accept some level of noise in the pre-training dataset (e.g., comments written in French) since (i) given the size of this dataset, this little amount of noise should not substantially affect the model’s performance, and (ii) the pre-training dataset is not used as test set to assess the performance of the approach. As we will explain later, a more fine-grained cleaning has been performed for the fine-tuning dataset that, instead, is used for performance evaluation. On the 519,905 remaining instances, we performed the same cleaning steps described for the SOD (e.g., remove emojis). Finally, from each pair we obtain a single string concatenating the Javadoc comment and the code, retaining the ones having more than ten and less than 512 tokens (507,947 instances left).

By putting together the instances collected from the SOD and CSN we obtained the pre-training dataset consisting of 1,485,326 instances. To perform the pre-training, we randomly mask in each instance 15% of its tokens. The masked tokens are replaced with sentinel tokens `<extra_id_i>`, where $i$ is an increasing number ranging from 0 up to $n-1$, where $n$ is the number of tokens masked in a given instance. If several contiguous tokens are masked they are replaced by a single sentinel token. These "masked instances" represent the input of the model during the pre-training. The target (i.e., the string the model is expected to generate) is built concatenating the sentinel tokens and the token(s) they are masking. An extra sentinel token is added to indicate the end of the string.

Our pre-training dataset is publicly available [8].

2.2.2 Fine-tuning Datasets. To create the fine-tuning dataset we mined Java open source projects from GitHub using the web application by Dabic et al. [19]. Using the querying interface [5], we selected all Java projects having at least 50 pull requests (PRs), ten contributors, ten stars, and not being forks. The filters aim at (i) ensuring that enough "code review" material is contained in the projects (i.e., at least 50 PRs); (ii) discarding personal/toy projects (at least ten contributors and stars); and (ii) reducing the chance of mining duplicated code. This resulted in a list of 4,901 projects. We also mined the six Gerrit [1] installations used in [46] containing code review data about 6,388 projects.

From both the GitHub and the Gerrit datasets we extract triplets $<m_s, c_{al}, m_r>$, where $m_s$ is a method submitted for the review; $c_{al}$ is a single reviewer’s comment suggesting code changes for $m_s$; and $m_r$ is the revised version of $m_s$, implementing the reviewer’s recommendation $c_{al}$. Note that (i) we only looked for PRs that are accepted at the end of the code review, since we want to learn how to recommend changes that, at the end, can lead to code considered good from a reviewer’s perspective; and (ii) a single PR in GitHub and Gerrit can result in several triplets for our dataset. Indeed, we mine the different review rounds in each PR. For example, a method $m_s$ can be submitted for review, receiving a comment $c_{al}$ asking for changes (first round). The revised version of $m_s$ addressing $c_{al}$ is then resubmitted ($m_r$), resulting in the second review round (possibly leading to additional comments and revisions of the method).

We stop when the code is formally accepted.

Overall, we mined 382,955 valid triplets from GitHub and Gerrit using the pipeline from [46] that we summarize in the following (see [46] for additional details). We target triplets in which a comment $c_{al}$ has been posted by a reviewer on a method $m_s$. We can identify these cases since both GitHub and Gerrit (i) provide information about the developers submitting the code and posting comments in the review process; and (ii) allow to retrieve the specific code line(s) $c_{al}$ refers to (i.e., the code in $m_s$ that has been highlighted by the reviewer when posting the comment).

We exclude all the comments posted by the authors of the code (e.g., to reply to reviewers), since they do not represent a review of the code. Thus, the triplets in our dataset have $c_{al}$ being a single comment posted by a reviewer. Also, we exclude $c_{al}$ linked to inline comments (rather than code lines) in $m_s$, since we target the fixing of code-related issues. To consider a triplet as valid, $c_{al}$ must be the only comment posted by a reviewer on $m_s$ in that specific review round.
We also removed any emoji and non-ascii characters from the comments. From the technical point of view, the parsing of the methods from the patches submitted for review has been done using the lizard library [4]. Note that, the removal of triplets in which $c_{nl}$ include more than one comment has been done later in the processing pipeline (we will get back to this point). Indeed, before we had to clean comments possibly just representing noise.

As done for the pre-training dataset, we performed some cleaning steps. We replaced any link with the number token $<\text{LINK}_{i}>$, with $i$ being an integer ranging from 0 to $n - 1$, where $n$ is the total number of links in $c_{nl}, m_s$ and $m_r$. If the same link appears in different parts (e.g., in $c_{nl}$ and $m_r$), it is replaced with the same token. We also removed any emoji and non-ascii characters from the comments, extra spaces and control characters from both the comments and the methods, and inline comments from the methods (we are not interested in addressing issues related to internal comments).

After the cleaning process we obtained some triplets in which $c_{nl}$ became an empty string or where $m_s$ and $m_r$ became equal (e.g., they only differed for some spaces before the cleaning). We removed these instances (-33,005) as well as those having $c_{nl} + m_s$ or $m_r$ longer than 512 tokens (-61,233). We considered the sum of $c_{nl}$ and $m_s$ in terms of length because, for one of the tasks (i.e., the automated implementation of a comment posted by a reviewer), they will be concatenated to form the input for the model.

Then, we removed from our triplets non-relevant comments (-28,581), i.e., comments not recommending code change suggestions (e.g., “looks good to me”). In [46] we manually crafted a set of natural language patterns to spot non-relevant comments (e.g., single-word comments containing words such as “thanks”, “nice”, etc.). We have extended this set since we noticed that in our richer dataset several non-relevant comments were left by these patterns. Such analysis has been done by one of the authors by manually inspecting all the triplets having $c_{nl}$ consisting of less than six words. The updated heuristics are available in our replication package [8].

We also excluded triplets including non-English $c_{nl}$ comments (-4,815) through a pipeline composed by three language detector tools. A preliminary classification has been performed using the Python libraries langdetect [3] and pyclld [6]. If both of these tools classify the comment as non-English, we relied on the Google language detection API for a final decision. Such a process was needed since we noticed that the Google API was the most accurate in detecting the language, especially when the comments also featured code constructs in them. In this scenario, the Python libraries often generated false negatives (i.e., classifying an English sentence as non-English). However, we had a limited number of requests available for the Google API. Thus, we performed a pre-filtering using the Python libraries and, when they both reported the comment as being not in English, we double checked using the Google API.

After this cleaning process, we excluded all triplets featuring more than one comment in $c_{nl}$ (-86,604). Finally, we removed all the duplicates from the fine-tuning dataset (-918). To be conservative, we identify as duplicates two triplets having the same $m_r$ (thus, even triplets having the same $m_r$ but different $c_{nl}/m_s$ have been removed).

The resulting dataset features 167,799 triplets that have been used to build the three fine-tuning datasets needed for the three tasks we aim at automating. In the first task (code-to-code) the model takes as input $m_s$ with the goal of automatically generating its revised version $m_r$, implementing code changes that may be required in the code review process. Thus, the fine-tuning dataset is represented by pairs $m_s \rightarrow m_r$.

In the second task (code&comment-to-code) the model takes as input both $m_s$ and a comment $c_{nl}$ posted by the reviewer and targets the generation of $m_r$, the revised version of $m_s$ implementing the code changes recommended in $c_{nl}$.

Finally, in the third task (code-to-comment) the model takes as input $m_s$ and aims at generating a natural language comment ($c_{nl}$) suggesting code changes as a reviewer would do. The fine-tuning dataset is represented by pairs $m_s \rightarrow c_{nl}$.

All three fine-tuning datasets have been split into 80% training, 10% evaluation, and 10% test. Table 1 summarizes the number of instances in the datasets.

| Dataset            | train | evaluation | test |
|--------------------|-------|------------|------|
| Pre-training       | 134239| 16780      | 16780|
| Fine-tuning        | 507947| -          | -    |
| CodeSearchNet      | 977379| -          | -    |

2.3 Training and Hyperparameter Search

Raffel et al. [35] showed the major role pre-training plays on the performance of T5 models. The importance of pre-training has also been confirmed (for other Transformer-based models) in the context of code-related tasks such as test case generation [44]. To further study this aspect, we decided to experiment with both a pre-trained and a non-pre-trained model, both of which have been subject to a hyperparameter tuning process.

Since we adopted the small version of T5 presented by Raffel et al. [35], we did not experiment with variations related to its architecture (e.g., changing the number of layers or the number of hidden units). Though, as also done by Mastropalo et al. [28], we experimented with different learning rate configurations: (i) Constant Learning Rate (C-LR), in which the learning rate value is fixed during the training; (ii) Inverse Square Root Learning Rate (ISR-LR), in which the learning rate value decays as the inverse square root of the training step; (iii) Slanted Triangular Learning Rate (ST-LR) in which first the learning rate linearly increases and then it linearly decays returning to the starting value; (iv) Polynomial Decay Learning Rate (PD-LR), in which the learning rate polynomially decays to a fixed value in a given number of steps.
The hyperparameter tuning has been done for the fine-tuning phase only. Indeed, even though we just focus on one hyperparameter, such a process still remains quite expensive, requiring the training of eight different T5 models (i.e., pre-trained and non pre-trained each with four different learning rates).

For pre-training we use the same configuration proposed by Raffel et al.

We pre-trained the model on the pre-training dataset (Table 1) for 200k steps (~34 epochs). Starting from the pre-trained model, we fine-tuned for 75k steps four different models, each using one of the experimented learning rates.

Since the goal of this procedure is to find the best learning rate for the three code review tasks, we fine-tuned each of these models using a mixture of the three tasks: A single model is trained to support all three tasks using the union of their training sets. This is one of the characteristics of T5, the possibility to train a single model for multiple tasks. The same approach has been used for the non pre-trained model: In this case four T5 models (one per learning rate) have been directly fine-tuned.

We assessed the performance of the eight models on the evaluation set of each task in terms of “perfect predictions”, namely cases in which the generated output was identical to the target (expected) string. Table 2 reports the achieved results. As it can be seen, no learning rate achieves the best results in all the tasks. Nevertheless, ST-LR shows better overall performance and, for this reason, is the one we adopt in our experiments.

### Table 2: Hyperparameter tuning results

| Task                  | Learning Rate Strategy | C-LR | IS-LR | ST-LR | PD-LR |
|-----------------------|------------------------|------|-------|-------|-------|
| Pre-Trained           |                        |      |       |       |       |
| code-to-code          |                        | 2.0% | 3.4%  | 4.6%  | 2.3%  |
| code&comment-to-code  |                        | 10.3%| 9.23% | 9.46% | 9.9%  |
| code-to-comment       |                        | 0.15%| 0.32% | 0.60% | 0.15% |
| Non Pre-Trained       |                        |      |       |       |       |
| code-to-code          |                        | 1.23%| 1.71% | 4.16% | 1.22% |
| code&comment-to-code  |                        | 5.05%| 6.41% | 4.24% | 5.18% |
| code-to-comment       |                        | 0.09%| 0.44% | 0.49% | 0.03% |

Given the best configuration for both the pre-trained and the non pre-trained models, we fine-tuned them for a maximum of 300k steps using an early stop strategy. This means that we saved a checkpoint of the model every 10k steps computing its performance in terms of “perfect predictions” on the evaluation set and stopped the training if the performance of the model did not increase for three consecutive checkpoints to avoid overfitting.

### 2.4 Generating Predictions

Once the models are trained, they can be used to generate predictions. As done in previous work, we adopt a beam search strategy [36] to generate multiple predictions given a single input. For example, in the case of the code-to-code task, for a single \( m_s \) method provided as input multiple \( m_t \) candidates can be generated. When we ask the model to generate \( k \) predictions, it generates the \( k \) most probable sequences of tokens given the input sequence; \( k \) is known as the beam size and we experiment with \( k = 1, 3, 5, 10 \).

For each prediction generated by T5, we also exploited its score function to assess the model’s confidence on the provided input. The value returned by this function ranges from minus infinity to 0 and it is the log-likelihood \((\ln)\) of the prediction. Thus, if it is 0, it means that the likelihood of the prediction is 1 (i.e., the maximum confidence, since \( \ln(1) = 0 \)), while when it goes towards minus infinity, the confidence tends to be 0. In our empirical study (Section 3) we assess the reliability of the confidence level as a proxy for the quality of the predictions.

### 3 STUDY DESIGN

The goal of our evaluation is to empirically assess the performance of the T5 model in code review automation tasks. The context consists of (i) the datasets we presented in Section 2; and (ii) the dataset from our previous work [46]. From now on we refer to our previously presented approach as the baseline. The study aims at tackling five research questions (RQs).

**RQ1:** To what extent is T5 able to automatically recommend code changes to developers as reviewers would? We provide as input to T5 a Java method \( m_s \) submitted for review and assess the extent to which the model is able to provide as output a revised version of \( m_s (m_r) \) implementing code changes that will be likely requested during the code review process. The idea here is that such a model could be used before the code is submitted for review as an automated check for the contributor.

**RQ2:** To what extent is T5 able to automatically implement code changes recommended by reviewers? Given a Java method submitted for review \( m_s \) and a natural language comment \( (c_{nl}) \) in which a reviewer asks to implement specific code changes in \( m_s \), we assess the ability of T5 to automatically revise \( m_s \) to address \( c_{nl} \) (thus obtaining a revised method \( m_r \)).

The third RQ focuses on the novel code review-related task we introduce in this paper:

**RQ3:** To what extent is T5 able to automatically recommend changes in natural language as reviewers would? In this RQ T5 is provided as input with a Java method submitted for review \( m_s \) and it is required to generate a natural language comment \( (c_{nl}) \) requesting code changes as reviewers would do.

For RQ1-RQ3, we experiment with different variants of the T5 model. In particular, we assess the quality of T5 predictions for all three tasks when (i) the model is pre-trained or not; and (ii) the predictions have different confidence levels. Thanks to these analyses, we can answer our fourth RQ:

**RQ4:** What is the role played by the model pre-training on the performance of T5? How does the confidence of the predictions affects their quality? As explained in Section 2.3, we perform an ablation study in which T5 is fine-tuned without any pre-training (i.e., by starting from random weights in the neural network). This allows to assess the contribution of the pre-training to the performance of the model. As for the confidence of the predictions, we assess whether it can be used as a reliable proxy for the quality of the predictions (i.e., the higher the confidence, the higher the likelihood the prediction is correct). If this is the case, such a finding would have implications for the usage of the T5 model in practice: A developer using the model could decide to receive recommendations having confidence higher than \( t \), reducing the chances of receiving meaningless predictions.

Table 2: Hyperparameter tuning results

| Task                  | Learning Rate Strategy | C-LR | IS-LR | ST-LR | PD-LR |
|-----------------------|------------------------|------|-------|-------|-------|
| Pre-Trained           |                        |      |       |       |       |
| code-to-code          |                        | 2.0% | 3.4%  | 4.6%  | 2.3%  |
| code&comment-to-code  |                        | 10.3%| 9.23% | 9.46% | 9.9%  |
| code-to-comment       |                        | 0.15%| 0.32% | 0.60% | 0.15% |
| Non Pre-Trained       |                        |      |       |       |       |
| code-to-code          |                        | 1.23%| 1.71% | 4.16% | 1.22% |
| code&comment-to-code  |                        | 5.05%| 6.41% | 4.24% | 5.18% |
| code-to-comment       |                        | 0.09%| 0.44% | 0.49% | 0.03% |
Finally, the last RQ compares the performance of the T5 model with that of the approach we presented in [46]:

**RQ5: What is the performance of T5 as compared to the state-of-the-art technique?** We use the implementation and datasets from our previous work to compare the performance of the T5 model with the baseline [46].

### 3.1 Data Collection and Analysis

To answer the first four research questions, we experiment with the best configuration of both the pre-trained and non-pre-trained T5 model on the test set of the fine-tuning dataset reported in Table 1.

Remember that for each of the three tasks we support (i.e., the ones that map to RQ1, RQ2, and RQ3) the 16,779 test set instances are the same triplets \( < m_s, c_{nl}, m_r > \). The only difference is that: in RQ1 the model has been trained (and is tested) to take as input \( m_s \) and produce \( m_r \); in RQ2 it takes as input \( m_s \) and \( c_{nl} \) and produces \( m_r \); in RQ3 it takes as input \( m_s \) and produces \( c_{nl} \).

By running the models on the test sets, we report for each of the three tasks the percentage of "perfect predictions", namely the cases in which the output of the model is the expected one. For example, in the case of RQ3, this means that the model was able, given \( m_s \) as input, to generate a comment \( c_{nl} \) identical to the one manually written by the reviewer who inspected \( m_s \).

Besides computing the perfect predictions, in RQ3 (i.e., the task in which the model is required to generate natural language text), we also compute the BLEU (Bilingual Evaluation Understudy) score of the predictions [32]. BLEU assesses the quality of the automatically generated text. The BLEU score ranges between 0 and 1, with 1 indicating, in our case, that the natural language comment generated by the model is identical to the one manually written by the reviewer. We use the BLEU-4 variant, that computes the overlap in terms of 4-grams between the generated and the reference text.

In RQ1 and RQ2 (i.e., in the tasks in which the model is required to generate code), we adopt instead the CodeBLEU [37], a recently proposed similarity metric inspired by the BLEU score but tailored to assess the quality of automatically generated code.

Differently from BLEU, CodeBLEU computes not only an "n-gram based similarity" but it also considers how similar the abstract syntax tree and the data-flow of the generated and the reference code are. Ren et al. [37], who proposed the CodeBLEU, showed that their metric better correlates with developers’ perception of code similarity as compared to the BLEU metric.

Concerning RQ1, we compare the results (i.e., perfect predictions, BLEU, CodeBLEU) achieved by the T5 model with and without pre-training. We also statistically compare the two models (i.e., with/without pre-training) using the McNemar’s test [30] and Odds Ratios (ORs) on the perfect predictions they can generate. As for the confidence of the predictions, we take the best performing model (i.e., the one with pre-training) and split its predictions into ten buckets based on their confidence \( c \) going from 0.0 to 1.0 at steps of 0.1 (i.e., the first interval includes all predictions having a confidence \( c \) with 0 < \( c \) ≤ 0.1, the last interval has 0.9 < \( c \) ≤ 1). Then, we report for each interval the percentage of perfect predictions.

Finally, in RQ5, we compare T5 with the baseline [46] on the two tasks automated in our previous work (i.e., the ones related to our RQ1 and RQ2).

As metrics for the comparisons, we used the percentage of perfect predictions and the CodeBLEU of the predictions. We compared the two techniques in several scenarios. First, we used the dataset from [46] featuring 17,194 triplets \( < m_s, c_{nl}, m_r > \). By performing some checks on this dataset, we noticed that a few instances (97) had comments \( c_{nl} \) not written in English or containing invalid unicode characters that did not allow our tokenizer to work. Thus, we excluded those instances from the training and the test sets shared by the authors. The training set has then been used to (i) train the baseline [46]; and (ii) fine-tune the T5 model without any pre-training. In this way, we can compare the performance of the two models on the test set when trained on exactly the same data. Important to notice is that the baseline has been trained and tested on abstracted code (as done in [46]), while T5 worked directly with the raw source code.

On top of this, we also report the performance of the pre-trained T5 model when run on the test set from [46]. This pre-trained model has been fine-tuned using the training dataset in [46]. Clearly, this analysis favors T5 since it has been trained on more data (i.e., the pre-training dataset). However, it provides additional hints into the role played by the pre-training and on the effectiveness of the T5 model in general. Besides reporting descriptive statistics, we statistically compare the two models using the McNemar’s test [30] and Odds Ratios (ORs) on the perfect predictions they can generate. Since multiple comparisons are involved (e.g., comparing the pre-trained and the non pre-trained model to the baseline), we adjust the \( p \)-values using the Holm’s correction [24].

### 4 RESULTS DISCUSSION

We start by answering RQ1-RQ3 (Section 4.1), presenting the performance of T5 in the three tasks we aim at automating. Then, we discuss the impact on the performance of the pre-training and the reliability of the confidence level as a proxy for the quality of the predictions (Section 4.2). Finally, we compare T5 with the baseline [46] (Section 4.3).

#### 4.1 RQ1-RQ3: Performance of T5

Fig. 1 reports two graphs for each task. The line chart on top shows the percentage of perfect predictions (y-axis) achieved by T5 for different beam sizes (x-axis); the continuous line represents the pre-trained version of the model, while the dashed line the non-pretrained one. The boxplots at the bottom report the CodeBLEU for the two code-generation tasks (i.e., code-to-code and code&comment-to-code) and the BLEU score for the code-to-comment task in which text is generated. Lighter blue represents the pre-trained model.

We start by commenting on the perfect predictions (line charts). At a first sight, the performance of the model might seem quite low. For example, in the case of code-to-code at \( k = 1 \) (i.e., a single prediction is proposed by T5), both the pre-trained and the non-pretrained models achieve ~5% of perfect predictions (751 and 863 instances correctly predicted with and without pre-training, respectively). However, such a result should be considered in the context of what was reported by the state-of-the-art technique [46] that, on a much simpler test dataset, achieved for the same task and same beam size 2.91% of perfect predictions.
Similar observations can be made for the code&comment-to-code task, where at $k = 1$ T5 can generate 14.08% (2,363 instances) and 12.06% (2,024) perfect predictions when pre-trained and not, respectively. For this task, in our previous work [46], we achieved on a simpler dataset 12.16% perfect predictions. We directly compare the two approaches in RQ5.

Interestingly, increasing the beam size from 1 to 10 does only result in marginal improvements for all tasks. The largest improvement is obtained for the code&comment-to-code, where we move from 14.08% ($k = 1$) to 18.88% ($k = 10$) of perfect predictions for the pre-trained model. Given our goal of the approach, we believe that the most relevant performance are those achieved at $k = 1$.

Indeed, providing several recommendations to inspect to a developer might be counterproductive, especially considering that the recommendations are entire methods in the case of the two code-generation tasks.

Moving to the code-to-comment task, T5 struggles in formulating natural language comments identical to the ones written by reviewers. The pre-trained model, at $k = 1$, generates 356 correct comments (2.12%) against the 324 (1.93%) of the non pre-trained model. These numbers only slightly increase at $k = 10$, with a maximum of 2.44% perfect predictions achieved with pre-training.

The top part of Fig. 2 shows two examples of perfect predictions generated by the model for each task. A dashed line separates the two examples within each task. For the code-to-code task, the first code in each example represents the input of the model, while the second its output. We highlighted in bold the parts of code changed by the model and replaced irrelevant parts of the methods with [...] to save space. In the first code-to-code example, T5 removes an unneeded instance of check, since FileSystemDataset is a subclass of Dataset. Instead, the second example simplifies the checking for the existence of a cluster, providing a meaningful error message. This second case cannot be supported by the baseline [46], since it requires the introduction of new code tokens that were not present in the input code. Remember that, these being perfect predictions, the implemented changes are identical to those performed by developers during code review.

For the code&comment-to-code task, the input provided by the model includes the comment written by the reviewer and requiring a specific change to the part of code highlighted in orange. In the first example, the reviewer suggests to use a specific object to perform the null check and T5 correctly implements the change.

The second one is interesting because, despite the reviewer highlighting return null as the relevant code for their comment ("else is redundant"), the model correctly understands that the action to take is the removal of the unneeded else statement.

Finally, for the code-to-comment task, we report the code provided as input to the model (first line) with the comment it generated as output (second line). In the first example, T5 suggests (as done by the real reviewer) to add a null check, also showing the code needed for its implementation. This code is not just a template, but it is suitable for the provided input code (it refers to the supplier object). In the second example, T5 suggests to rename an identifier, providing valid recommendations for the renaming.

Looking at the bottom of Fig. 1, the results in terms of CodeBLEU show a median higher than 0.80 for all beam sizes and for both code-generation tasks. However, while we report these values for completeness and for being consistent with what done in similar works [45, 46, 50], they say little about the quality of the predictions and they are mostly useful for future work that wants to compare with our approach (complete distributions are available in our replication package [8]). Indeed, it is difficult to properly interpret these values for two reasons. First, there is no accepted threshold above which good performance can be claimed. Second, as also done in previous works proposing models taking as input a code snippet and providing as output the same code "revised" in some way (e.g., with a fixed bug [45], with a single statement added [50], or with review-related changes implemented [46]), we computed the CodeBLEU between the predicted and the target code (two methods in our case). However, the input provided to the model is already quite similar to the target output, which means that a model taking as input a method and not implementing any change on it, is likely to obtain high values of CodeBLEU. For this reason, we mostly focus our discussion on perfect predictions. Concerning the BLEU score achieved in the code-to-comment task, the median ranges around 0.10 (see Fig. 1). Such a result is expected given the low percentage of perfect predictions achieved for this task.

Going back to the perfect predictions, the results reported in the line charts in Fig. 1 represent a lower bound for the performance of our approach. Indeed, we consider a prediction as "perfect" only if it is identical to the reference one. For example, in the case of the code-to-comment task, the natural language comment generated by T5 is classified as correct only if it is equal to the reference one, including punctuation.
Perfect predictions

code-to-code
public ConfigBuilder readFrom(View<?> view) { if (view instanceof Dataset && view instanceof FileSystemDataset) { FileSystemDataset dataset = (FileSystemDataset) view; [...]} public ConfigBuilder readFrom(View<?> view) { if (view instanceof FileSystemDataset) { FileSystemDataset dataset = (FileSystemDataset) view; [...]} public Response getCustomizedStateAggregationConfig(@PathParam("clusterId") String clusterId) { HelixZkClient zkClient = getHelixZkClient(); if (!ZKUtil.isClusterSetup(clusterId, zkClient)) { return notFound(); } public Response getCustomizedStateAggregationConfig(@PathParam("clusterId") String clusterId) { if (!doesClusterExist(clusterId)) { return notFound(String.format("Cluster %s does not exist", clusterId))); }

code&comment-to-code
private String getBillingFrequencyDescription(Award award) { if (null == null) { award.getBillingFrequency()); } private String getBillingFrequencyDescription(Award award) { if (null == null) { award.getBillingFrequency()); } public T extends IRemoteConnection.Service T getService(...) { if (null == null) { return null; } public T extends IRemoteConnection.Service T getService(...) { if (null == null) { return null; }

code-to-code
public ConfigBuilder readFrom(View<?> view) { if (view instanceof Dataset && view instanceof FileSystemDataset) { FileSystemDataset dataset = (FileSystemDataset) view; [...]} public ConfigBuilder readFrom(View<?> view) { if (view instanceof FileSystemDataset) { FileSystemDataset dataset = (FileSystemDataset) view; [...]} public Response getCustomizedStateAggregationConfig(@PathParam("clusterId") String clusterId) { HelixZkClient zkClient = getHelixZkClient(); if (!ZKUtil.isClusterSetup(clusterId, zkClient)) { return notFound(); } public Response getCustomizedStateAggregationConfig(@PathParam("clusterId") String clusterId) { if (!doesClusterExist(clusterId)) { return notFound(String.format("Cluster %s does not exist", clusterId))); }

code&comment-to-code
private String getBillingFrequencyDescription(Award award) { if (null == null) { award.getBillingFrequency()); } private String getBillingFrequencyDescription(Award award) { if (null == null) { award.getBillingFrequency()); } public T extends IRemoteConnection.Service T getService(...) { if (null == null) { return null; } public T extends IRemoteConnection.Service T getService(...) { if (null == null) { return null; }

Alternative and valid predictions

code&comment-to-code
UserDTO addUser(UserDTO userResource) { [... UserDTO addUser(UserDTO userResource) { [...}

code-to-comment
public void handleSetDeviceLifecycleStatusByChannelResponse(...) { [...]

However, it is possible that a natural language comment generated by T5 is different but semantically equivalent to the one written by the developer (e.g., "variable e should be private" vs "change o visibility to private"). Similar observations hold for the two-code-generation tasks (e.g., a reviewer’s comment could be addressed in different but semantically equivalent ways).

To have an idea on the number of valuable predictions present among those classified as “wrong” (i.e., the non-perfect predictions), three authors manually analyzed a sample of 100 “wrong” predictions for each task (300 in total). The analysis was done in two meetings in which each instance was discussed by all three authors. The goal was to classify each instance into one of three categories: (i) “semantically equivalent” (i.e., the generated code/comment is different but semantically equivalent to the reference one); (ii) “alternative solution” (i.e., the generated code/comment is not semantically equivalent, but valuable); or (iii) “wrong” (i.e., the generated code/comment is not meaningful for the provided input). Since we also computed the confidence for each of the predictions generated by T5, rather than randomly selecting the 300 instances to inspect, we decided to target for each task the top-100 wrong predictions generated by the model in terms of confidence. Indeed, those cases are particularly interesting, since they represent wrong predictions for which, however, the model is quite confident.

Table 3: Manual analysis of 100 “wrong” predictions per task

| Task                  | Semantically Equivalent | Alternative Solution | Wrong |
|-----------------------|------------------------|----------------------|-------|
| code-to-code          | 1                      | 10                   | 89    |
| code&comment-to-code  | 6                      | 56                   | 38    |
| code-to-comment       | 36                     | 10                   | 54    |

Table 3 shows the results of our manual analysis. For the code-to-code we observed that, in most cases (89%) the model actually generates wrong predictions that are not inline with the changes implemented by the developer. There are few exceptions to these cases, mostly related to small changes in which the model made a decision different from that one of the developer but still valid (e.g., extracting a string into a variable and using a different name for the extracted variable). More interesting are the results for the other two tasks.

In the case of code&comment-to-code, we found that 62 out of the 100 “wrong” predictions we inspected were actually valid implementations of the change recommended by the reviewer. One example is presented at the bottom of Fig. 2 (black background), where we show the input provided to the model (i.e., the code in the first line and the reviewer’s comment “Inline this variable”) and the output of the model right below. T5 successfully addressed the reviewer’s comment.
However, the prediction is different from the target implementation, since the latter also includes another change that was not explicitly required in the code review. This case is representative of all 56 instances we classified as “alternative solutions” for this task and, given the goal of the code&comment-to-code, we believe they represent good predictions.

Finally, also for the code-to-comment task, we found a large number of “wrong” predictions that are actually valuable, with 36 of them even being semantically equivalent (i.e., T5 formulated a comment asking the same changes required by the reviewer, but using a different wording). One example is reported at the very bottom of Fig. 2. While the model only received the code as input we also show the original reviewer’s comment (i.e., “Please make this one a variable as well”) to make it easier to assess the relevance of the comment generated by T5 (i.e., “Extract the building ...”).

Overall, our analysis showed that the perfect predictions really represent a lower bound for the performance of T5, especially for the two tasks in which natural language comments are involved.

4.2 RQ4: Pre-training and confidence

In Fig. 1 we observed better performance for the pre-trained model in the code&comment-to-code and in the code-to-comment task, while the non pre-trained model performed better in the code-to-code task. The results of the McNemar’s test on the predictions at $k=1$, confirm such findings: besides the significant difference confirmed for all tasks ($p$-value $< 0.01$), the ORs indicate 85% and 59% higher odds of obtaining a perfect prediction using the pre-trained model in the code&comment-to-code (OR=1.85) and in the code-to-comment task (OR=1.59) task, while odds are 34% lower in the code-to-code task (OR=0.66). Two observations are worth to be made. First, overall, the pre-trained model seems to represent a more valuable solution. Second, the lack of improvement in the code-to-code task can be explained by the pre-training and fine-tuning we performed. Indeed, the code-to-code task only focuses on source code, with no natural language in the input nor in the output. The fine-tuning stage, focused on source code, was probably sufficient to the model to learn about the code syntax and the possible transformations to perform. The additional pre-training, also including technical English, did not benefit the model for the code-to-code task. The other two tasks, instead, either include natural language as input (code&comment-to-code) or require its generation as output (code-to-comment), obtaining a boost of performance from the pre-training.

Fig. 3 depicts the percentage of perfect predictions (y-axis) within each confidence interval (from 0.0-0.1 up to 0.9-1.0, x-axis) when using the pre-trained model and $k=1$. To better interpret the reported results, the gray line represents the overall performance of the model when considering all predictions (e.g., 4.48% of perfect predictions for the code-to-code task).

In all three tasks, we observe a clear trend, with the predictions in the highest confidence bucket (0.9-1.0) ensuring substantially better performance than the overall trend. When only considering the predictions in this bucket, the percentage of perfect predictions increases to: 14.24% for code-to-code (from an overall 4.48%), 28.23% for code&comment-to-code (overall=14.08%), and 22.23% for code-to-comment (overall=2.12%). Considering the complexity of the addressed tasks, the jump in performance is substantial and indicates the usability of the confidence level as a proxy for the prediction quality. Also, while the percentage of perfect predictions is quite limited, with seven out of ten predictions being wrong in the best-case scenario (28.23% for code&comment-to-code), it is worth considering what previously observed in our manual analysis, with “valuable” predictions which are classified as “wrong” in our quantitative analysis.

4.3 RQ5: Comparison with the baseline [46]

Fig. 4 compares the performance achieved by the T5 model with those obtained by the baseline [46].

In the line charts the continuous lines represent the pre-trained T5, the dashed lines non pre-trained T5, and the dotted lines the baseline. Two important points are worth remembering: First, the results in Fig. 4 have been computed on the test set used in [46]. Indeed, the performance in terms of perfect predictions are substantially higher as compared to those in Fig. 1 (see values on the y-axis), due to the simpler instances featured in this dataset. Second, the baseline has been trained and tested on abstracted code (as in the original paper), while T5 worked on raw source code.

When $k=1$, T5 achieves substantially better performance. The results of the statistical test in Table 4 always show a significant difference in favor of T5 (adjusted $p$-value $< 0.01$), with ORs ranging from 1.69 (non pre-trained T5 vs [46] in the code-to-code task) to 11.48 (pre-trained T5 vs [46] in the code&comment-to-code task). The pre-trained T5 in this case performs better than the non pre-trained one for both tasks. This is likely due to the limited size of the fine-tuning dataset used in this comparison. Indeed, to have a fair comparison with [46], we fine-tuned T5 on the training set we used in [46] and composed by ~13.5k instances (vs the ~134k we had in our fine-tuning dataset when answering RQ1-RQ4). This is probably not sufficient to effectively train a large model such as T5, and makes the instances used in the pre-training fundamental to further learn about the language. Still, even without pre-training, T5 outperforms the baseline when $k=1$. For example, in the code&comment-to-code task, the baseline achieves 9.48% perfect predictions, against the 15.46% of the non pre-trained T5, and the 29.74% of the pre-trained T5. The baseline observes a stronger improvement with the increasing of $k$ (i.e., the beam size) as compared to T5 (see Fig. 4). We believe this is due to usage of the abstraction. Indeed, when working with abstracted code the “search space” (i.e., the number of possible solutions that can be generated with the given vocabulary) is much more limited since the model does not deal with identifiers and literals. Attempting ten predictions in a smaller search space is more likely to result in correct predictions. The results of the CodeBLEU confirm the trend observed with the perfect predictions, with the pre-trained T5 being the best model.
work on automating code review tasks [46]. However, our findings manifest, for example, in non-English models experimented in this work). On the code-to-code (code&comment-to-code) task we observed that 15% (24%) of perfect predictions are shared by both approaches (i.e., both succeed), 65% (70%) are perfect predictions only for T5, and 20% (6%) only for the baseline.

Table 4: RQ2: McNemar’s test (adj. p-value and OR)

| Task                  | Test              | p-value | OR   |
|-----------------------|-------------------|---------|------|
| code-to-code          | T5 pre-trained vs | <0.01   | 2.90 |
|                       | T5 non pre-trained vs | <0.01 | 1.69 |
|                       | T5 pre-trained vs T5 non pre-trained | <0.01 | 2.50 |
| code&comment-to-code  | T5 pre-trained vs | <0.01   | 11.48|
|                       | T5 non pre-trained vs | <0.01 | 2.38 |
|                       | T5 pre-trained vs T5 non pre-trained | <0.01 | 5.69 |

5 THREATS TO VALIDITY

Construct validity. As explained in Section 2 we took care of cleaning datasets used in our study by removing duplicates and noisy data points to the extent possible. Still, we are aware that problematic instances may be present, especially in the new (large) dataset we built. This manifests, for example, in non-English comments, or in some wrong “links” between comments and implementation (e.g., we assume that m_i implemented a change described in c_l while, in fact, it implemented another change).

Internal validity. We did not fully explore the role played by the T5 parameters on its performance. Indeed, our hyperparameter tuning was limited to variations in the learning rate, as done in previous work [28]. For the other parameters we relied on the best architecture identified by Raffel et al. [35]. We acknowledge that additional tuning can result in improved performance.

External validity. RQ1-RQ3 have been answered using a dataset being one order of magnitude larger as compared to our previous work on automating code review tasks [46]. However, our findings are limited to Java. Concerning RQ3 in which we compare with the baseline [46], we only used the dataset presented in [46]. This is due to the fact that our previous approach [46] requires code abstraction and, as previously explained, cannot work on instances having new identifiers and literals inserted during the code review process. The new dataset used in this paper has not been built with such a constraint in mind and, thus, it is not suitable for direct comparison.

6 RELATED WORK

Our work relates to three research areas: (i) DL techniques to automate software-related tasks, (ii) empirical studies on code review, and (iii) works providing recommendations on how to optimize the code review process and/or presenting techniques to partially automate it. Here we focus on the third research area, while for the first two we point the reader to the systematic literature reviews by Watson et al. [49] (deep learning in software engineering) and by Davila and Nunes [20] (modern code review).

**Optimizing/automating the code review process.** By studying tools and techniques supporting code review, Tymchuk et al. [47] concluded that popular code review platforms (e.g., Gerrit, Code Flow, Phabricator) mostly offer the same basic functionalities with little support for automating tasks. Such a finding has been confirmed by Pascarella et al. [34]. Also, in a study performed by Lewis et al. [27] at Google, the authors show that while developers are excited by the idea of embracing automated solutions for code review, they find current solutions not to be ready for daily use. Starting from these observations, researchers studied possible optimizations of the review process: Baum et al. [14] investigate the effect of ordering submitted changes in alternative ways rather than in alphabetical order that, as shown by Barnett et al. [12] and Baum and Schneider [13], is sub-optimal. Baum et al. [14] concluded that smarter ordering is needed as the size of the patch increases, and suggest to aggregate changed parts by relatedness.

Di Biase et al. [21] studied the impact of the patch size on the review’s effectiveness, finding that smaller patches, while not increasing the defects found, affect how reviewers approach their task. Spadini et al. [43] compared the effectiveness of a standard code review process with test-driven code review (TDR), i.e., the reviewer inspects the changed test code before the production code. They show that TDR does not boost the code review effectiveness.

Several researchers [23, 33, 51] suggest exploiting defect prediction models during code review. Similarly, Balachandran [11] and Singh et al. [42] suggest the use of static analysis tools to automatically spot coding standard violations and common defects.

Concerning the automation of specific code review tasks, authors proposed techniques to optimize the reviewers’ assignment. For example, Al-Zubaidi et al. [9] in open source and Chouchen et al. [18] in industrial contexts show how a multi-objective search-based approach can simplify the code review triaging process.

Shi et al. [41] and Chouchen et al. [18] look at the automation of code review from a similar perspective. Shi et al. [41] present a DL model taking as input the code submitted for review and the revised code implementing the changes recommended by reviewers and providing as output whether the change can be accepted or not. Note that the change(s) required by the reviewer(s) are not considered by the model. Chouchen et al. [18] use instead a set of quality metrics as features for machine learning algorithms to classify the quality of the code submitted for review. Recently, Hellendoorn et al. [22] focus on the prediction of the location of a possible reviewer’s comment, showing that even this simple task is challenging to automate.

The above discussed techniques [18, 22, 41] are complementary to the approach we presented in [46] (and, as a consequence, to the models experimented in this work).
While Shi et al. [41] and Chouchen et al. [18] assess the code under review through a “boolean answer” (i.e., accepted/rejected or well-written/badly-written), we attempt the automation of code changes implemented in code review. Also, the approach by Helldoorn et al. could be combined with the automation of the code-to-comment task we presented.

7 CONCLUSION AND FUTURE WORK

Our paper starts by discussing limitations in the approach we recently proposed to automate code review tasks [46]. We highlighted that the usage of code abstraction does not allow to support non-trivial code review scenarios requiring code changes resulting in the introduction of new identifiers/literals. Hence, we proposed the usage of a pre-trained T5 model [35] relying on a SentencePiece [26] tokenizer to overcome such a limitation and work directly on raw source code. Our empirical evaluation, performed on a much larger and realistic code review dataset, shows the improvements brought by the T5 model that represents a step forward as compared to the state-of-the-art [46] both in terms of applicability (i.e., scenarios in which it can be applied) and performance. Still, the level of actual performance observed makes these techniques far from being deployable in practice, calling for more research in code review automation.

Our future research agenda will be focused on designing improved solutions to boost the prediction accuracy of these techniques (e.g., by combining different representations of code [17] and/or by exploiting the model’s confidence as a possible filter to select only high-quality recommendations).

The code and data used in our study are publicly available [8].
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