Dual roles of SIRT1 in the BAX switch through the P53 module: A mathematical modeling study
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1. Introduction

The bistable switch is a mathematically well-studied nonlinear dynamic behavior that transforms a continuous input signal into two discrete outputs, leading to a large gap between outcomes [1]. Cells apply the bistable switch to make a reliable decision, avoiding ambiguous situations. An experimental-data-based mathematical modeling case is the E2F switch [2]. This switch is responsible for cell proliferation. Moreover, many other gene network motifs possess a positive feedback loop (PFL) and have the potential to generate a bistable switch from a theoretical point of view [3–5]. In this work, we focused on the BAX switch, a marker of apoptosis, to address the question of how Sirtuin1 protein (SIRT1) regulates the cell fate induction.

BAX is a member of the B-cell lymphoma-2 (BCL-2) family that targets the mitochondrial outer membrane (MOM) to carry out its function [6]. By controlling mitochondrial outer membrane permeabilization (MOMP), BAX can release proapoptotic factors such as cytochrome c from mitochondria to the cytosol [7]. Therefore, BAX (or more generally, BAX-like proteins, e.g., BAK and BOK [8]) plays a key role in the intrinsic programmed cell death pathway.

In resting cells, BAX is mainly located in the cytosol due to loose attachment to the MOM [6]. The pro-survival class of BCL-2 family members (for a simple description, we use BCL-2 hereafter) is the dominant inhibitor of BAX [9]. It is suggested that the BH3-only proteins (PUMA, BAD, etc.), which are other pro-apoptotic members of the BCL-2 family, promote the BAX activation (i.e., translocation to MOM) [10]. As considered in many mathematical modeling studies [4,11–13], BCL-2 blocks the BAX activation by binding the BH3-only proteins. In turn, active BAX also reduces the inhibitory function of BCL-2 by binding, forming a PFL. This is a design principle for the BAX switch [12]. One of the characteristics of cancer cells is resistance to apoptosis; thus, there is no doubt that the BAX switch is an essential target for tumor treatment [14]. Typically, in response to DNA damage stimuli, the P53 module acts as a sensor to transmit proapoptotic signals to the downstream effector, i.e., apoptotic module [12,13,15–17]. Although there are other upstream and downstream proteins on the BAX switch [18], this is beyond the scope of our research and will not be discussed.

P53 is a powerful transcription factor. Its target genes are involved in various cellular events, including DNA damage repair, cell cycle arrest, and apoptosis [19]. As the most famous tumor suppressor, it has been reported that more than 50% of human cancers contain P53 mutations [20]. In addition, many experiments have observed P53 oscillation in vivo and in vitro and across spe-
cies [21–23]. More importantly, cell fate is regulated by P53 dynamics [24]. These facts have driven a number of theoretical studies to identify the potential dynamics of P53 controlled by its key regulator using the bifurcation method [25–30]. The main-stream point of view is that P53 oscillation requires a P53-MDM2 negative feedback loop (NFL) gene network structure. That is, P53 transactivates the Mdm2 gene, but MDM2 reduces P53 levels through the ubiquitin–proteasome pathway [31]. However, unless a time delay is added, a single NFL is not sufficient to generate oscillations [32]. In this regard, the time delay can be derived from the time spent on transcription, translation and transmembrane localization of MDM2 [27]. Alternatively, the time delay can be hidden in ordinary differential equation (ODE) models by dividing the nucleocytoplasmic region or connecting a PFL [33–35]. Clearly, great progress has been made in understanding the kinetics of the pure P53 module. However, in our opinion, building the crosstalk models between the P53 module and the apoptotic module to probe the sophisticated cell fate decision mechanism mediated by the temporal P53 dynamics maximizes the advantages of computing on the one hand and may be more useful for clinical applications on the other.

There are many ways in which P53 affects BCL-2 family proteins. The promoters of BAX and its activator PUMA are both direct targets of P53 [36,37]. In addition, P53 can induce the expression of a class of micro RNA, miR-34, to repress BCL-2 levels [38,39]. These effects of P53 depend on transcription and contribute to the MOMP, namely, the transcription-dependent apoptosis of P53. Cor-respondingly, there is the transcription-independent apoptosis of P53 [40]. P53 in cytoplasm forms a complex with BCL-2 as part of a novel mechanism to induce the MOMP [41]. Subsequently, theoretical studies have considered cooperation between P53 transcription-dependent and transcription-independent apoptotic pathways and pointed out that both nuclear and cytoplasmic P53 activities are important for reliable cell fate decisions [42,43]. However, how SIRT1, a negative regulator of P53, mediates P53 dynamics and further apoptosis is still not fully understood.

As reviewed by Yi and Luo [44], SIRT1 was initially considered a tumor promoter. Later, growing evidence has proven that SIRT1 plays a dual role in tumorigenesis. On the one hand, SIRT1 reduces the transcription ability of P53 through deacetylation [45], which is harmful to transcription-dependent apoptosis. On the other hand, SIRT1–catalyzed deacetylated P53 is more easily stored in the cytoplasm, enhancing transcription-independent apoptosis [46]. Therefore, it is not surprising that SIRT1 is elevated in leukemia and prostate cancer [47,48], but decreased in breast cancer and liver cancer [49]. Nevertheless, theoretical insights still need to be improved.

Motivated by the above considerations, we develop an ODE model of the connection between the P53 module and the BAX switch. This innovation is embodied in theoretically confirming the dual role of SIRT1 in apoptosis. This ODE model is supported by some known biological facts. Consequently, we predict that there is an optimal concentration of SIRT1 at which the cells are most sensitive to genotoxic stress; the BAX switch is difficult to turn on with the low SIRT1 levels; when the SIRT1 level is high, cells may undergo P53-oscillation-mediated cell cycle arrest instead of apoptosis initiation if the DNA damage level is not high enough. These results may provide design ideas for molecular biology experiments and specific anticancer drugs.

2. Materials and methods

2.1. Model overview

There are many existing models to describe the switching behavior underlying the interactions of the BCL-2 family proteins with P53. The authors made use of the PFL of double negative regulation between BAX and BCL-2 to produce a bistable switch [12], as shown in Fig. 1. Initially, DNA damage promotes P53, which is reflected in the enhancement of stability and DNA binding ability of P53 [50]. Then, the increased P53 molecule not only induces the synthesis of pro-apoptotic proteins and/or noncoding RNA but also diffuses into the cytoplasm, thereby turning on the apoptotic switch [42]. We call the former the indirect pathway and the latter the direct pathway in Fig. 1. Obviously, SIRT1 promotes the direct pathway but inhibits the indirect pathway [44]. Moreover, it is assumed that if P53 binds to BCL-2, it cannot cross the nuclear membrane to regain transcription factor activity. Thus, the direct pathway fundamentally suppresses the indirect pathway in our model.

2.2. Model details

The complete protein network model we constructed is shown in Fig. 2. For simplicity, we only consider one branch of the P53-mediated indirect apoptotic pathway, that is, P53 transactivates the BH3-only proteins [labeled as BH3 in Fig. 2] [37]. Furthermore, the P53 module contains only two types of proteins, i.e., P53 and MDM2. Taken together, we want to use fewer network nodes and more streamlined node relationships to explore the issues we care about. Here, P53 is divided into four subcategories: active P53 in the nucleus (P53na) and cytoplasm (P53ca), and inactive P53 in the nucleus (P53nb) and cytoplasm (P53cb). It is assumed that unmodified P53 (P53c) and (P53n) can enter and exit the nucleus freely, unlike activated (phosphorylated and/or acetylated) P53 that is confined to the nucleus [32]. Therefore, P53ca can enter the nucleus, but P53na cannot enter the cytoplasm in our model. Similarly, MDM2 is divided into three subcategories: phosphorylated MDM2 in the nucleus (MDM2npn) and cytoplasm (MDM2tcp) and unmodified MDM2 in the cytoplasm (MDM2c). The reason why there is no unmodified MDM2 in the nucleus is that the prerequisite for MDM2 to shuttle through the nuclear membrane is for it to be phosphorylated [51]. In addition, we assume that the intracellular sublocalization of SIRT1 is not restricted, while the BCL-2 family only exists in the cytoplasm. We use [P] to denote the concentration of protein P. The protein subclasses appearing in the ODEs are listed in Table 1. The ODEs and their meanings are shown below.

For SIRT1, its synthesis site is the cytoplasm, which corresponds to the term $k_{sinc}$ in Eq. 1. The second and last terms on the right side of Eq. 1 represent the degradation and transmembrane diffusion of SIRT1, respectively. Of note, the last terms of Eqs. 1 and 2 have the same meaning. When the protein in the cytoplasm flows into the nucleus, the increased concentration in the nucleus is greater than the decreased concentration in the cytoplasm. Therefore, the ratio of cytoplasm to nucleus $V_r$ needs to be multiplied by the diffusion term of Eq. 2 [32,52].

$$\frac{d[SIRT1c]}{dt} = k_{sinc} - k_{saim}[SIRT1c] - k_{i}(SIRT1c) - [SIRT1n]),$$

$$\frac{d[SIRT1n]}{dt} = -k_{saim}[SIRT1n] + V_r k_i(SIRT1c) - [SIRT1n]).$$

The equation forms of P53 are slightly complicated due to the enzymatic reactions, which follow Michaelis–Menten kinetics [15,16]. The first term on the right side of Eq. 3 is the basal activation of P53n, the second term is P53n activation caused by DNA damage (represented by [Dam]), the third term is P53na inactivation catalyzed by SIRT1, and the fourth term is P53na degradation induced by MDM2. Compared with inactive P53, active P53 is difficult to degrade [53]. Thus, the degradation rate of inactive P53 is relatively large, and there is a basal degradation term in the equa-


Fig. 1. Concise schematic diagram of the model. P53 is similar to a sensor that transmits DNA damage signals to the apoptotic switch through direct (transcription-independent) and indirect (transcription-dependent) pathways. The switch dynamics behavior depends on the mutual inhibition of BAX and BCL-2. The direct pathway weakens the indirect pathway, and SIRT1 increases the signal flow distribution of the direct pathway. The promotion is represented by arrowheaded lines, and the inhibition is denoted by bar headed lines, and the transmission of the apoptotic signals is marked with circle-headed lines.

Table 1

| Protein subclass | Description |
|------------------|-------------|
| P53na            | Active P53 in the nucleus. |
| P53c             | Active P53 in the cytoplasm. |
| P53ca            | Active P53 in the cytoplasm. |
| MDM2c            | Unmodified MDM2 in the cytoplasm. |
| MDM2nc           | Phosphorylated MDM2 in the cytoplasm. |
| SIRT1nc          | SIRT1 in the cytoplasm. |
| SIRT1n           | SIRT1 in the nucleus. |
| BCL-2            | BCL-2 monomer. |
| BAX              | BAX monomer. |
| P53c•BCL-2       | Complex of P53 and BCL-2. |
| BAXm             | BAX monomer inserted on the outer mitochondrial membrane. |
| BAXm•BCL-2       | Complex of BAXm and BCL-2. |
| BAXtotal         | The total amount of BAX. |
| BAX3total        | The total amount of BAX. |

For the BCL-2 family module, some differential equations of slow variables can be simplified into algebraic equations via the quasi steady state approximation [12]. Moreover, it is assumed that the total amount of both BAX and BCL-2 remains unchanged [12].

Fig. 2. Schematic diagram of the protein network. Pn and Pc represent protein P in the nucleus and cytoplasm, respectively. a, p, and m at the end of P53, MDM2, and BAX represent activation, phosphorylation, and insertion into the outer mitochondrial membrane, respectively. A k B represents the complex formed by proteins A and B. The promotion and state transition are represented by arrowheaded lines, and the inhibition is denoted by bar-headed lines.

For the BCL-2 family module, some differential equations of slow variables can be simplified into algebraic equations via the quasi steady state approximation [12]. Moreover, it is assumed that the total amount of both BAX and BCL-2 remains unchanged [12].
In other words, regardless of the production and degradation of these two proteins: it should be noted that by taking the derivative of time, algebraic equations also have differential expressions. For example, the derivative of both sides of Eq. 11 is that the steady-state set of each protein concentration corresponding to the time unit and concentration unit are not introduced. Obviously, after binding to BCL-2, the conversion of BAXm to free BAX and the degradation of BH3 are not affected in their model [12]. For simplicity, we assume that the biochemical reactions of degradation and activation of P53c after forming P53c•BCL-2 do not occur, as in Eq. 13. Another difference from the P53-MDM2 module is that the process of BAX being activated by BH3 is written as a linear function instead of a Michaelis–Menten function, as the first term of Eq. 17. In fact, the Michaelis–Menten function is approximately linear when the independent variable is not very large.

\[
[BCL - 2] = [BCL - 2_{\text{total}}] - [BH3 \cdot BCL - 2] - [P53c \cdot BCL - 2],
\]

(10)

\[
[BH3 \cdot BCL - 2] = [BH3_{\text{total}}] - [BH3],
\]

(11)

\[
[BAXm \cdot BCL - 2] = [BAX_{\text{total}}] - [BAXm],
\]

(12)

\[
\frac{d[P53c \cdot BCL - 2]}{dt} = k_{\text{asp}}[P53c][BCL - 2] - k_{\text{asp}}[P53c \cdot BCL - 2],
\]

(13)

\[
\frac{d[BH3_{\text{total}}]}{dt} = k_{\text{sh}} + k_{\text{sb}}[P53na]\frac{[P53na]^4}{[P53na]^4 + f_{\text{sh3}}} - k_{\text{ds}}[BH3][BCL - 2] + k_{\text{ds}}[BH3 \cdot BCL - 2],
\]

(14)

\[
\frac{d[BAX_{\text{total}}]}{dt} = (k_{11} + k_{12}[BH3])[BAX] - k_{\text{asx2}}[BAXm] + k_{\text{asx2}}[BAXm \cdot BCL - 2] - k_{0}[BAXm].
\]

(17)

Unless otherwise stated, the default parameters for simulation are shown in Table 2. These parameter values are mainly derived from the published models, and a small number of parameter values are estimated to produce reasonable dynamic behavior. Due to the scarcity of quantitative data, it is acceptable to use the hypothetical parameter values to qualitatively explore the dynamics of gene networks, as in [16]. For the sake of simplification, the time unit and concentration unit are not introduced. Because we think that [BAXm] reaching a high steady state is an indicator of apoptosis, the initial conditions in Table 3 select the steady-state set of each protein concentration corresponding to the low steady state of [BAXm] when [Dam] = 0 to depict the unstressed condition.

### 2.3. Methods

All numerical simulations and bifurcation analysis are completed with free software: XPPAUT (http://www.math.pitt.edu/bard/xpp/xpp.html) and OSCILL8 (http://oscill8.sourceforge.net/). See the website above for the installation and usage of these software packages. Notably, the method for numerical simulation in XPPAUT environment uses the stiff. In the attachment, we provide an ODE file that can be directly run with the above two software programs.

### 3. Results

In this section, we carry out numerical experiments in silico to determine the dynamic features of this protein system upon DNA damage. The DNA damage level [Dam] and SIRT1 production parameter k_sirt are the focus of attention so that we can achieve our research purpose.
In the slight DNA damage scenario in Fig. 3A, the concentration of P53 slowly increases and reaches a new equilibrium. Obviously, under the stimulation of DNA damage, the content of P53 is higher than that in the background level not only in the nucleus but also in the cytoplasm. A similar phenomenon has been reported in the U-2 OS cell line treated with etoposide [55]. Moreover, there is mostly inactive P53 in the nucleus, which means that the P53 transcription-dependent apoptotic pathway is not activated. Therefore, the total amount of BAXm increases slightly without full activation. That is, cells survive with low DNA damage. Importantly, this mechanism is needed for cells to adapt to internal DNA damage, such as DNA damage during division.

In the moderate DNA damage scenario in Fig. 3B, active P53 predominates in the nucleus; thus, the direct and indirect pathways by which P53 promotes apoptosis are unblocked. Eventually, cell death occurs when BAX is fully activated. Because this model does not reflect what happens after apoptosis, the time series that occurs after BAXm reaches a high steady state is invalid. Hence, P53 will have two phases of dynamics before apoptosis. In the first phase, P53 increases slowly and monotonically, and in the second phase, P53 bursts. It should be noted that the decrease in P53 after the burst may not exist because apoptosis has already been initiated. Indeed, apoptotic cells accompanied by a sudden burst increase in the concentration of P53 have been experimentally found in the MCF7 cell line treated with doxorubicin [56], which is in line with our model. Furthermore, the two-phase dynamics pattern of P53 has also been widely mentioned in theoretical and experimental studies [15,16,56,57]. In our model, the appearance of the second-phase P53 dynamics depends on the interplay between the P35 module and the BAX switch. That is, a large number of substitution reactions occurred at the instant of the burst increase of BAXm, causing P53 to BCL-2 to become BAXmto BCL-2 and P53c monomers. Thereby, we assert that the burst of the P53 concentration first appears in the cytoplasm and will pass to the nucleus after a time delay before apoptosis. This is worthy of further experimental testing.

In the severe DNA damage scenario in Fig. 3C, the dynamics of each node in the network are qualitatively similar to Fig. 3B. The significant difference is that the apoptosis time is advanced in response to severe DNA damage. Taking into account the heterogeneity of individual cells, the time for BAX complete activation in the population of cells is not uniform. Accordingly, our model indicates that as genotoxic pressure increases, the percentage of apoptotic cells observed within a certain period of time will be increased, which has been proven by the experiments in [58]. To further illustrate the relationship between apoptosis time and the degree of DNA damage, we drew Fig. 4A. Regardless of the rate of SIRT1 generation, [Dam] is negatively correlated with apoptosis time. More specifically, as [Dam] increases, the apoptosis time becomes increasing shorter and eventually approaches a specific shortest time. In contrast, as [Dam] decreases, the apoptosis time will increase unrestricted until it reaches infinity. Biologically, the occurrence of apoptosis at infinite time is equivalent to the fact that apoptosis will never occur.

In Fig. 4A, an interesting phenomenon is that the red and blue lines are both above the black line, which means that apoptosis time will be delayed if the SIRT1 content is too high (Fig. 4A blue line) or too low (Fig. 4A red line). Therefore, we predict that in future experiments, a decrease as well as an increase in SIRT1 levels will both possibly trigger a high rate of apoptosis in the population of cells, depending on the basal SIRT1 expression level. In general, enhanced apoptotic ability can be indicative of antitumor activity [14]. Therefore, our model qualitatively explains the two sides of SIRT1 in cancer development. In the case of SIRT1 overdose, reducing SIRT1 is beneficial to apoptosis and antitumor activity, reflecting the dark side of SIRT1 [48]. In the case of SIRT1 underdose, increasing SIRT1 is conducive to apoptosis and antitumor activity, reflecting the bright side of SIRT1 [49]. A more intuitive display of these viewpoints is shown in Fig. 4B. Regardless of moderate or severe DNA damage (Fig. 4B black or blue line, respectively), the function curve of apoptosis time versus SIRT1 generation rate is U-shaped. This shows that the content of SIRT1 has an optimal value, at which the aim of preventing tumors is the best. In our model, the best SIRT1 production rate was in the interval [0.001, 0.1] in Fig. 4B. Intriguingly, this best value range of k_surt can also be found by bifurcation analysis; see the subsections below for details.

### 3.2. One-dimensional bifurcation analysis

Bifurcation is essential to study the dynamic behavior of bistable switches. In particular, the most common switching behavior is the result of the folding of a one-dimensional bifurcation curve, which is Z-shaped or S-shaped. The folding position of the curve is called the saddle node bifurcation point (SN). Thereby, SN plays an important role in the BAX switch. In addition, another type of bifurcation, the Hopf bifurcation point (HB), is ubiquitous in the P53 module. HB is the critical point for the system to transition from steady state to oscillation. As mentioned in the introduction, the model that distinguishes nucleocytoplasmic localization can bring a delay for the P53-MDM2 NFL [33], giving the system the potential to oscillate. Our model therefore contains the two major oscillation elements, i.e., NFL and time delay, and it is anticipated that HB can appear. More specifically, HB includes supercritical (sup-HB) and subcritical (sub-HB). The oscillations born from sup-HB are stable, while the oscillations born from sub-HB are unstable.

Because DNA damage is the input signal, we first use [Dam] as the bifurcation parameter. Fig. 5A shows an S-shaped bifurcation curve. There are only two stable steady states of BAXmtotal, high or low. The steady state in the middle is unstable. There are also unstable limit cycle oscillations near sub-HB. Such oscillations will occur under only the ideal conditions. Due to the presence of noise in biochemical reactions and inaccuracy in numerical integration, these oscillations will not appear in either biological experiments or computer simulations. Similarly, unstable steady state will not appear in practice. Clearly, the [Dam] threshold required to turn on the BAX switch is reduced from SN2 to sub-HB, which is different from [12]. When the SIRT1 generation rate is extremely small, Fig. 5B shows that SN disappears and the bifurcation curve

| Protein  | Initial | Protein  | Initial | Protein  | Initial | Protein  | Initial |
|----------|---------|----------|---------|----------|---------|----------|---------|
| [P53]a   | 0.015   | [P53]n   | 0.01    | [P53]a   | 0.005   | [P53]c   | 0.08    |
| [MDM2c]  | 0.01    | [MDM2cp] | 0.6     | [MDM2up] | 0.59    | [SIRT1c] | 0.09    |
| [SIRT1n] | 0.08    | [P53 + BCL - 2] | 4.2 | [BAXm]  | 0.12    | [BH3]    | 0.01    |
| [BAXmtotal] | 34.06 | [BH3total] | 35.44 |          |         |          |         |
becomes two parallel horizontal lines. Compared with Fig. 5A, the [Dam] threshold in Fig. 5B is increased (sub-HB moves to the right direction), indicating that only greater DNA damage level can induce apoptosis when SIRT1 is scarce. In the above two cases of Figs. 5A and 5B, the BAX switch is irreversible, i.e., once [BAXmotal] reaches a highly stable steady state driven by DNA damage, it will maintain the high steady state even if the input signal of DNA damage is removed (i.e., [Dam] = 0). However, in the case of SIRT1 overdose in Fig. 5C, the BAX switch becomes reversible. That is, a strong input signal will turn on the switch, and a weak input signal will turn off the switch. Such a switch is unreliable for cell fate decision-making because the cell may abolish the previous apopto-

Fig. 3. Time occurs of [P53n], [P53na], [P53c], [P53ca], [BAXmtotal], and [BAXm●BCL−2] under distinct DNA damage levels: [Dam] = 0.2 (A), 0.5 (B), or 0.8 (C). Increased damage will shorten the time of apoptosis and apoptosis causes all forms of P53 to appear with two-stage kinetics before the BAX switch is turned on.
sis decision and may violate the checkpoint mechanism. In addition, the sub-HB in Fig. 5C is also to the right of the sub-HB in Fig. 5A. Therefore, even if apoptosis can occur when SIRT1 is overexpressed, a large degree of DNA damage is required. In a word, SIRT1 levels that are too high or too low will raise the threshold of the BAX switch, thereby inhibiting apoptosis.

Interestingly, the lower branch of the S-shaped bifurcation curve in Fig. 5C has a pair of sup-HB, and between them, the stable low steady state of [BAXtotal] is replaced by a stable oscillation. We show the corresponding time series in Fig. 6. The total concentration of BAXm fluctuates around the basal level, and the cells do not undergo apoptosis. Correspondingly, oscillations also occur in various forms of P53. In biological experiments, P53 oscillations tend to induce cell cycle arrest rather than apoptosis [24,55,58]. Otherwise, long-lasting oscillations of P53 will not be frequently found. Based on these facts, we regard P53 oscillation as an indica-

Fig. 4. Apoptosis time as a function of [Dam] (A), or \( k_{\text{sirt}} \) (B) in different situations. DNA damage always favors apoptosis, while SIRT1 is sometimes beneficial and sometimes not beneficial to apoptosis.

Fig. 5. The relationship between the equilibrium state of active BAX and the degree of DNA damage. Bifurcation diagram of [BAXtotal] as a function of [Dam] in the case of \( k_{\text{sirt}} = 0.01 \) (A), 0.02 (B), or 0.03 (C). The stable and unstable steady states are indicated by red solid and black dotted lines, respectively (the same below). Overexpressed or underexpressed SIRT1 will increase the threshold for BAX switch opening. The overexpression of SIRT1 makes the BAX switch reversible.
tor of cell cycle arrest, although cells with P53 oscillation dynamics sometimes die a long time afterward [56]. Therefore, high levels of SIRT1 may cause cell cycle arrest. More interestingly, SIRT1 overexpression was found to inhibit cell proliferation in the MCF-7 cell line [59], which is in good agreement with this model. In summary, when SIRT1 is overexpressed, lower DNA damage drives P53 periodic pulsing-regulated cell cycle arrest, and higher DNA damage drives P53 monotonic increase and apoptosis. These results fit the bimodal switch of P53 dynamics and cell outcomes in [55,58] well. We therefore predict that a high content of SIRT1 is beneficial to the emergence of P53 bimodal kinetics, which needs to be verified by biological experiments in the future.

Next, we used the generation rate of SIRT1 as the bifurcation parameter. In the case of mild DNA damage in Fig. 7A, the bifurcation curve is Z-shaped. In the parameter area before SN1, the BAX switch can be opened or closed, depending on the historical state of the system. Accordingly, both cell survival and death are possible. The BAX switch is turned off in the parameter area after SN1, indicating the cancer-promoting effect of SIRT1. In the parameter area after sup-HB, P53 oscillates and induces cell cycle arrest. It is verified again that high levels of SIRT1 are necessary for P53 oscillation and cell cycle arrest. In the case of moderate DNA damage in Fig. 7B, the bifurcation curve is O-shaped and spliced by S-shapes and Z-shapes. The high steady state of [BAXmtotal] is always stable, while the stable low steady state only exists in the area outside the two sub-HBs. In other words, higher or lower SIRT1 levels give cells a chance to survive; thus, the dual role and optimal mechanism of SIRT1 levels in mitochondrial apoptosis are vividly demonstrated. In the case of severe DNA damage in Fig. 7C, the bifurcation curve is S-shaped. When the rate of SIRT1 production exceeds sub-HB, apoptosis will inevitably occur, and the cancer-inhibiting effect of SIRT1 is presented.

Of note, from the perspective of a stable steady state distribution, the bifurcation diagram in Fig. 7C shows that the larger kssirt is, the more advantageous the BAX switch is turned on when [Dam] = 0.8. However, the blue line in Fig. 4B shows that the dual role of SIRT1 still exists from the perspective of apoptosis time. Therefore, we believe that the dual function of SIRT1 in tumor formation is robust and insensitive to the degree of DNA damage.

### 3.3. Two-dimensional bifurcation analysis

Finally, we make a codimension two bifurcation diagram to more comprehensively exhibit the stable dynamics distribution of the system in the ([Dam], kssirt) parameter plane. Fig. 8 is easily obtained by extending the bifurcation points in Fig. 5C. However, if the unstable limit cycle is taken into account, the codimensional two bifurcation graph will be more complicated, and other types of bifurcation points need to be extended, such as the homoclinic bifurcation point. Due to the specificity of the goal of our research, these complex bifurcations are not considered.

The ([Dam], kssirt) parameter plane is divided into six areas by these bifurcation lines:

- **R1**: [BAXmtotal] is in low steady state, cell survival;
- **R2**: [BAXmtotal] oscillates near the low steady state, cell cycle arrest;
- **R3**: [BAXmtotal] is in high steady state or oscillates near the low steady state, cell death or cell cycle arrest;
- **R4**: [BAXmtotal] is in low or high steady state, cell survival or death;
- **R5**: [BAXmtotal] is in high steady state, cell death;
- **R6**: [BAXmtotal] is in high steady state, cell death.

The R5 region and the R6 region have the same recurrent dynamics, but their transient dynamics are different. Strictly
speaking, the $R_5$ region is an excitable parameter region (i.e., one stable steady state coexist with two unstable steady states), where the trajectory of the dynamic system is very different. To our knowledge, excitability may actually exist in the E2F protein network [60], P53 protein network [61], and so on. However, the excitability of the BAX protein network in our model is experimentally unobservable. The excitability in this model means that when $[\text{BAX}_{\text{mtotal}}]$ is in a high steady state, if and only if the cell does not undergo apoptosis, a disturbance will cause $[\text{BAX}_{\text{mtotal}}]$ to return to the basal level briefly.

In addition, the sub-HB line and SN2 line in Fig. 8 clearly show again that the optimal value range of the SIRT1 generation rate for cell apoptosis is [0.001, 0.01], in which the BAX switch is most sensitive to the input signal of DNA damage. This parameter interval is in good agreement with Fig. 4B. Moreover, if $k_{\text{sirt}}$ is lower than the optimal value range, the direct pathway of P53 to promote apoptosis is blocked. Although apoptosis is possible in this condition, it cannot be triggered by DNA damage. Alternatively, if $k_{\text{sirt}}$ is greater than the optimal value range, the BAX switch is changed from one-way to be toggled due to the appearance of the SN1 line, and apoptosis needs DNA damage to be maintained at a sufficiently high level in this case. Fig. 8 also indicates that repeated pulses of P53 may be a sign of SIRT1 overdose, and then the levels of SIRT1 need to be lowered to restore the sensitivity of tumor cells to genotoxic drugs. However, when the cells are extremely resistant to genotoxic drugs, the reason may be that SIRT1 is underdosed, and then the effectiveness of SIRT1 needs to be strengthened to achieve antitumor effects. All in all, if SIRT1 is used as an anticancer target in 

![Bifurcation Diagram](image)

**Fig. 7.** The relationship between the equilibrium state of active BAX and SIRT1 production rate. Bifurcation diagram of $[\text{BAX}_{\text{mtotal}}]$ as a function of $k_{\text{sirt}}$ in the case of $[\text{Dam}] = 0.2$ (A), 0.5 (B), or 0.8 (C). Excessive SIRT1 will destroy the high steady state of active BAX at the low level of DNA damage. Moderate SIRT1 will force active BAX to reach a high steady state at the moderate level of DNA damage. Too little SIRT1 will allow active BAX to reside in a low steady state at a high level of DNA damage.

![Codimension two bifurcation diagram](image)

**Fig. 8.** Codimension two bifurcation diagram showing various types of bifurcation lines in the (DNA damage level, SIRT1 synthesis rate)-plane. The black line is the SN line, the green line is the sup-HB line, and the blue line is the sub-HB line. These bifurcation lines divide the parameter domain into six subdomains $R_1, \ldots, R_6$. The steady states and cellular outcomes in each of these domains are given in main text.
clinical practice, attention should be given to the dual role and optimal concentrations mechanism of SIRT1.

4. Discussion

Traditionally, the BCL-2 family is divided into three subcategories [8]. Among them, the BAX-like protein is the executor of apoptosis, and its conformation and cell sublocalization are changed under stress [6]. Behind the biochemical reactions of BCL-2 family proteins, there is a potential switch dynamic behavior responsible for apoptosis [4,11,12]. P53 is a common upstream protein of the BCL-2 family, which directly or indirectly participates in the biochemical reactions of the BCL-2 family. Essentially, SIRT1 maintains the balance between the direct and indirect participation of P53 in biochemical reactions with the BCL-2 family [44], thereby making the apoptosis mechanism more reliable. The subject of our research is a mathematical model of the cross-talk between P53 and BCL-2 family, and the connection between SIRT1 and apoptosis is the focus of attention.

SIRT1 is well known for binding and deacetylating the C-terminal Lys382 residue of P53. Vaziri et al. revealed that not only is the transcriptional activity of P53 is suppressed by SIRT1 but also P53-dependent apoptosis and radiosensitivity are potentiated in human cells when SIRT1 activity is repressed [45]. However, Han et al. reported that SIRT1 increases the sensitivity of mice cells to reactive oxygen species by blocking P53 nuclear translocation and triggering mitochondral-dependent apoptosis [46]. In our mathematical model, these seemingly contradictory phenomena are reconciled. The model showed that SIRT1 has the optimal content for killing cancer cells by flipping the BAX switch. Furthermore, SIRT1 is higher than, rather than lower than or equal to its optimal content, which may support the oscillation of the P53 module in the model.

In fact, the addition of SIRT1 to the P53-mediated cell fate decision network model has been investigated in the past few years [62]. Findings have emphasized the dark side of SIRT1, that is, inhibiting apoptosis and promoting cancer. In this way, the tumor suppressor function of miR-34 was demonstrated, consistent with experimental observations [63]. In the current work, we highlight the dual role of SIRT1: on the one hand, promoting the direct apoptosis pathway of P53, and on the other hand, inhibiting the indirect apoptosis pathway of P53 [44]. If the miR-34-mediated inhibition of SIRT1 is considered in our model, the scenario in which miR-34 inhibits apoptosis is still appropriate, but this is not always the case: miR-34 will hinder apoptosis and facilitate cancer when $k_{\text{surv}}$ is lower than the optimal value. Even, miR-34 may display more anticancer properties in biomedicine practice. Concretely, miR-34 has various tumor suppressor pathways. As mentioned above, miR-34 blocks the translation of BCL-2 [39]. In addition, miR-34 affects the enzymatic activity of MDM2 by blocking the expression of MDM4 [64]. These anticancer pathways provide multiple options for miR-34 to suppress cancer.

Of course, the phenotypes and genotypes of cancer cells are diverse, and the applicability of our model is limited, like many other modeling studies. Perhaps this research is more suitable for tumor types where the problem lies in the SIRT1-P53 axis. Due to the intricate biochemical reactions and huge regulatory network, mathematical models are indispensable for understanding system dynamics. However, deeper modeling studies need to clarify cell types and even pressure types [65]. In addition, to avoid complexity, this model does many simplifications. There are many points that can be considered in future protein network modeling studies, such as P53 transactivates BAX and P53 inhibit BCL-2, P53 promotes DNA repair, etc. Furthermore, our model portrays the single-cell level. A more macroscopic model can be established at the population cell level [66], and a more microscopic model can be established at the molecular level [67]. We think it will be important to link these different level models to each other.

5. Conclusions

In this article, we developed a new model based partly on the model published in [12] to characterize the dual role of SIRT1 in apoptosis. We trust the switch mechanism in the cell fate decision and choose the BAX switch as a marker for apoptosis. In our model, the P53 module is used as the sensor before the BAX switch, where SIRT1 directly performs its function. To study the dynamic behavior of a switch, time series analysis and bifurcation analysis are necessary. The time series suggested that the abundance or lack of SIRT1 concentration will delay the activation of the BAX switch and reduce the probability of apoptosis. The dual role and optimal concentration mechanism of SIRT1 emerged. In addition, both the codimensional one-dimensional bifurcation graphs and the ’<’-shaped bifurcation lines in the two-dimensional bifurcation analysis verified these viewpoints. We further proposed that the burst of P53 before apoptosis occurs first in the cytoplasm, and a high expression level of SIRT1 is conducive to the bimodal switch of P53 dynamics. These results are of great importance and deserve further research.
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