Dissipative relativistic magnetohydrodynamics of a multicomponent mixture and its application to neutron stars
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We formulate hydrodynamic equations for nonsuperfluid multicomponent magnetized charged relativistic mixtures, taking into account chemical reactions as well as viscosity, diffusion, thermodiffusion, and thermal conductivity effects. The resulting equations have a rather simple form and can be readily applied, e.g., for studying magnetothermal evolution of neutron stars. We also establish a link between our formalism and the results known in the literature and express the phenomenological diffusion coefficients through momentum transfer rates which are calculated from microscopic theory.
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I. INTRODUCTION

Observations of neutron stars (NSs) contain a wealth of potentially important information about the properties of superdense matter in their interiors [1–7]. In order to extract this information, however, one has to build realistic models, allowing the theoretical study of the NS dynamics. Such models should account for various particle species in the core (neutrons, protons, electrons with an admixture of muons, and, possibly, hyperons and/or quarks), magnetic field, baryon superfluidity, and effects of the general theory of relativity. Clearly, the construction of such models is a complex theoretical problem, which is under intensive development now (e.g., Refs. [8–18]).

For example, in studies of magnetothermal evolution, one has to account for the fact that the magnetic field in superconducting NS cores can be confined to Abrikosov vortices. Then the problem of magnetic field evolution reduces to the analysis of motion of vortices under the action of various forces exerted on them by different particle species (neutrons, protons, electrons, muons, etc.), which move with different velocities and interact with one another. Smooth-averaged relativistic magnetohydrodynamic (MHD) equations, suitable for describing the evolution of such a system at finite temperatures, were formulated in Ref. [16], neglecting diffusion of normal (nonsuperfluid and nonsuperconducting) particles (see also a number of related works [8,11,19] in this direction). However, diffusion is known to play an important role, affecting not only dissipation of the magnetic field, but also its nondissipative evolutionary timescales [10,17,20–28].

Therefore, initially, our main goal was to generalize the equations obtained in Ref. [16] to allow for diffusion. During this work, it quickly became clear that even in the absence of baryon superfluidity and superconductivity there are certain gaps in the literature devoted to magnetized relativistic mixtures, which become especially apparent in the NS context. First of all, a majority of works on relativistic dissipative MHD (see, e.g., Refs. [29–32]) postulate a simplified version of Ohm’s law, which includes the electric field but ignores gradients of thermodynamic functions (chemical potentials and temperature). The latter terms are generally present even in the single-fluid MHD, not to mention its multifluid extensions [33,34], and can be important for NS conditions [20,21]. There are only a few papers in which the generalized Ohm’s law for relativistic MHD is derived simultaneously with the basic dynamic equations (see, e.g., Ref. [35] and a recent series of papers by Andersson et al. [12–15]). In our opinion, the main shortcoming of these works (if we talk about applications to neutron stars) is their excessive complexity and lack of transparency of the resulting equations which precludes their practical applications. At least partly, this is because formulations of Refs. [12–15,35] do not make a full use of simplifications arising for a system, for which the hydrodynamic approximation is valid, i.e., when the typical mean-free path $l$ and collision time $\tau$ are much smaller than, respectively, the typical length scale $L$ and timescale $T$ of the problem. Because the hydrodynamic approximation should work very well for typical NS conditions, it seems interesting and useful to formulate MHD where this approximation is fully implemented.

Thus, the aim of the present study is to present a ready-to-use formulation of a dissipative relativistic MHD for multicomponent nonsuperfluid mixtures. To this aim, we also express the phenomenological coefficients appearing in this hydrodynamics through the parameters calculated from the microscopic theory. We follow the textbook phenomenological approach of Landau and Lifshitz [36] and Eckart [37]; namely, we build a first-order dissipative hydrodynamics which includes only the linear terms in the thermodynamic fluxes. Notice that, theoretically speaking,
the standard first-order hydrodynamics has some issues with causality (thermal fluctuations propagate at infinite speed) and stability [38,39]. These issues can be avoided at the cost of using much more complicated hydrodynamic theories, such as various second-order theories [40–42] or hydrodynamics obtained within Carter’s variational approach [12,15,43] (see, e.g., Refs. [44,45] for the reviews). However, the first-order theory is sufficient (and, in fact, follows from the kinetic equation approach; see, e.g., Ref. [49]) as long as the hydrodynamic description is applicable, that is, \( T \gg \tau \) and \( L \gg l \). These conditions ensure that the space-time gradients of the deviations from the equilibrium, e.g., heat flux and viscous stress, are negligible on the scale of mean-free path or mean-free time. Bearing in mind that these conditions hold for almost all situations of practical interest, such as magnetothermal evolution or hydrodynamic oscillations of NSs, we restrict ourselves to the first-order hydrodynamics. Another attractive feature of this hydrodynamics is that it allows one to easily connect all the phenomenological kinetic coefficients with the quantities calculated from the microscopic theory. Finally, the dissipative hydrodynamics presented below, combined with the results of Ref. [16], is readily extendable to the superfluid and superconducting charged mixtures with vortices [51].

This paper is organized as follows. In Sec. II, we formulate general hydrodynamics equations for charged relativistic mixtures in the absence of bound charges and bound currents. In Sec. III, we derive the entropy generation equation, and, in Sec. IV, we use it together with the Onsager relations to derive the most general form of dissipative corrections for particle currents and energy-momentum tensor. In Sec. V, we explicitly write out the MHD equations for a general relativistic nonrotating NS. Section VI contains a number of applications and special cases that highlight the connection between the generalized diffusion coefficients, introduced here, and kinetic coefficients known from the literature: electrical conductivity, thermal conductivity, and momentum transfer rates, as well as nonrelativistic diffusion, thermodiffusion, and thermal conductivity coefficients. Section VII contains the ready-to-use expressions for the momentum transfer rates in npe\( \mu \) matter of NS cores. We compare our results to other works in Sec. VIII and sum up in Sec. IX. Some technical details elucidating derivations in the main text are presented in Appendixes A and B. Finally, Appendix C shows how to express generalized diffusion coefficients through the momentum transfer rates in the low-temperature limit.

Unless otherwise stated, in what follows, the speed of light \( c \) and the Boltzmann constant \( k_B \) are set to unity: \( c = k_B = 1 \).

II. GENERAL EQUATIONS

In this section, we present hydrodynamic equations that describe charged relativistic mixtures in the absence of bound charges and bound currents. For the sake of simplicity, here we assume that the space-time metric is flat: \( g_{\mu\nu} = \text{diag}(-1, 1, 1, 1) \); the straightforward generalization of our results to arbitrary \( g_{\mu\nu} \) is discussed in Sec. V. The hydrodynamic equations include the energy-momentum conservation law

\[ \partial_\mu T^{\mu\nu} = G^\nu \]  

and continuity equations for particle species \( j \)

\[ \partial_\mu j_{(j)}^\mu = \Delta \Gamma_j, \]  

where \( \partial_\mu = \partial/\partial x^\mu \); \( T^{\mu\nu} \) is the energy-momentum tensor (which must be symmetric); \( G^\nu \) is the radiation four-force density; \( j_{(j)}^\mu \) is the particle four-current density for the particle species \( j \); \( \Delta \Gamma_j \) is the reaction rate for species \( j \) due to nonequilibrium processes of particle mutual transformation. Here and below, unless otherwise stated, \( \mu, \nu, \lambda \), and other Greek letters are space-time indices running over 0, 1, 2, and 3; Latin letters \( i, j, k \ldots \) are particle species indices, and summation over repeated space-time and particle indices is assumed. Generally, \( T^{\mu\nu} \) and \( j_{(j)}^\mu \) can be presented as

\[ T^{\mu\nu} = (P + \epsilon)u^\mu u^\nu + P g^{\mu\nu} + \Delta T^{\mu\nu}_{(EM)} + \Delta \tau^{\mu\nu}, \]  

\[ j_{(j)}^\mu = n_j u^\mu + \Delta j_{(j)}^\mu, \]

where \( P \) is the pressure given by Eq. (20) below; \( \epsilon \) is the energy density; \( n_j \) is the number density for species \( j \); \( \Delta T^{\mu\nu}_{(EM)} \) is the electromagnetic contribution to the energy-momentum tensor given by Eq. (22) below; \( \Delta \tau^{\mu\nu} \) and \( \Delta j_{(j)}^\mu \) are dissipative corrections to the energy-momentum tensor and particle currents, respectively. Finally, \( u^\mu \) is the four-velocity vector, normalized by the condition

\[ u_\mu u^\mu = -1. \]
The thermodynamic quantities introduced in Eqs. (3) and (4) do not have any direct physical meaning unless a frame where they are measured (defined) is specified. In what follows, we measure all thermodynamic quantities in the comoving frame given by the condition $u^\mu = (1, 0, 0, 0)$.

By definition, the energy and number densities are the components $T^{00}$ and $f^{\mu}_{(j)}$ in that frame, $T^{00} = \epsilon$ and $f^{\mu}_{(j)} = n_j$, which, in an arbitrary frame, translate into

$$u_\mu u_\nu T^{\mu\nu} = \epsilon, \quad (6)$$

$$u_\mu f^{\mu}_{(j)} = -n_j, \quad (7)$$

These relations in view of the expressions (3), (4), and (22)–(24) impose the following restrictions on the dissipative corrections:

$$u_\mu u_\nu \Delta \tau^{\mu\nu} = 0, \quad (8)$$

$$u_\nu \Delta f^{\mu}_{(j)} = 0. \quad (9)$$

The definition of $u^\mu$ is still somewhat ambiguous. Following Landau and Lifshitz [36], we specify $u^\mu$ by the condition that the total momentum of the fluid vanishes in the comoving frame (the so-called Landau-Lifshitz, or transverse, frame). Then the dissipative correction to the energy-momentum in this frame obeys the additional restriction

$$u_\nu \Delta \tau^{\mu\nu} = 0. \quad (10)$$

In the system without bound charges and currents, the electromagnetic field is described by Maxwell’s equations

$$\partial_\nu F_{\nu \lambda} + \partial_\lambda F_{\nu \rho} + \partial_\rho F_{\nu \mu} = 0, \quad (11)$$

$$\partial_\nu F^{\mu\nu} = 4\pi J^\nu, \quad (12)$$

where $F_{\mu\nu} = -F_{\nu\mu}$ is the electromagnetic tensor and

$$J^\nu \equiv e_j f^{\mu}_{(j)} = e_j n_j u^\mu + e_j \Delta f^{\mu}_{(j)} \quad (13)$$

is the electric current ($e_j$ is the electric charge for particle species $j$). Since $\Delta f^{\mu}_{(j)}$ depends on the electric four-vector $E^\mu$ and various gradients of chemical potentials and temperature [see Eq. (55) below], Eq. (13) is simply the generalization Ohm’s law, whose form is specified in Sec. IV. Note that in the majority of situations the term $ejn_j u^\mu$ in Eq. (13) is very small in comparison to $e_j \Delta f^{\mu}_{(j)}$ due to quasineutrality condition $e_j n_j \approx 0$ and can be neglected [33]. The electric field $E$ and the magnetic induction $B$ are defined, respectively, as

$$E \equiv (F^{01}, F^{02}, F^{03}), \quad (14)$$

$$B \equiv (F^{23}, F^{31}, F^{12}). \quad (15)$$

Eqs. (1)–(3), (6), and (7) are key equations that will be used below. They should be supplemented by the second law of thermodynamics,

$$d\epsilon = \mu_j d\epsilon_j + T dS + d\epsilon_{add}, \quad (16)$$

where $\mu_j$ is the relativistic chemical potential for particle species $j$, $T$ is the temperature, $S$ is the entropy per unit volume, and $d\epsilon_{add}$ is the electromagnetic contribution. In the absence of bound charges and currents, the latter reads

$$d\epsilon_{add} = \frac{1}{4\pi} E_\alpha dE^\alpha + \frac{1}{4\pi} B_\alpha dB^\alpha, \quad (17)$$

where $E^\alpha$ and $B^\alpha$ are the “electric” and “magnetic” four-vectors, respectively [16,29], defined as

$$E^\mu \equiv u_\nu F^{\mu\nu}, \quad (18)$$

$$B^\mu \equiv \frac{1}{2} e^{\alpha \mu \beta} u_\nu F_{\alpha \beta}, \quad (19)$$

and $e^{\alpha \mu \beta}$ is the Levi-Civita tensor, normalized by $e^{0123} = 1$. In the comoving frame, $u^\mu = (1, 0, 0, 0)$, four-vectors $E^\mu$ and $B^\mu$ are expressed through the electric field $E$ and the magnetic induction $B$, respectively: $E^\mu = (0, E)$ and $B^\mu = (0, B)$.

The pressure $P$ is defined as a partial derivative of the full system energy $\epsilon V$ with respect to volume $V$ at a constant total number of particles, total entropy, and electromagnetic scalars $E_\alpha E^\alpha$ and $B_\alpha B^\alpha$:

$$P \equiv -\frac{\partial (\epsilon V)}{\partial V} = -\epsilon + \mu_j n_j + TS. \quad (20)$$

Using Eqs. (16)–(20), one arrives at the following Gibb’s-Duhem equation:

$$dP = n_j d\mu_j + S dT - \frac{1}{4\pi} E_\alpha dE^\alpha - \frac{1}{4\pi} B_\alpha dB^\alpha. \quad (21)$$

The term $\Delta T^{\mu\nu}_{\text{(EM)}}$ in Eq. (3) has the form

$$\Delta T^{\mu\nu}_{\text{(EM)}} = T^{\mu\nu}_{\text{(E)}} + T^{\mu\nu}_{\text{(M)}}, \quad (22)$$

where $T^{\mu\nu}_{\text{(E)}}$ and $T^{\mu\nu}_{\text{(M)}}$ are given, respectively, by [see, e.g., Eqs. (48) and (49) in Ref. [16]]

$$T^{\mu\nu}_{\text{(E)}} = -\frac{1}{4\pi} (E^\mu E^\nu - \perp_{\mu\nu} E_\alpha E^\alpha), \quad (23)$$

$$T^{\mu\nu}_{\text{(M)}} = \frac{1}{4\pi} (\perp_{\alpha\beta} F^{\alpha\nu} F_{\beta\mu} - u^\mu u^\nu u^\alpha E_\alpha F_{\beta\mu}), \quad (24)$$

where $\perp_{\mu\nu} \equiv u^\mu u^\nu$ is the projection tensor.
III. ENTROPY GENERATION RATE

The entropy generation equation follows naturally from the conservation laws and the second law of thermodynamics. Consider the combination $u_\nu \partial_\mu T^\mu - u_\nu G^\nu$, which vanishes in view of Eq. (1). Using Eqs. (2)–(4), (16), and (20), as well as the identities $u_\nu \partial_\mu u^\nu = 0$ and $\partial_\mu u^\mu = 0$, we arrive at

$$
\partial_\mu (S u^\mu) = \frac{\mu_j}{T} \partial_\mu \Delta j^{(j)} - \frac{\mu_j}{T} \Delta \Gamma_j - \frac{\mu_j}{T} \partial_\mu Q_d u^\mu
$$

where $Q \equiv u_\nu G^\nu$. Now let us transform the “electromagnetic” term $u^\mu \partial_\mu Q_d u^\mu / T$ in Eq. (25). Using Eqs. (63) and (68) from Ref. [16], we can write

$$
\partial_\mu (S u^\mu) = u^\mu F_{\mu\nu} J^\nu - \partial_\mu (u^\mu T_{E(\mu)} + u^\mu T_{M(\mu)})
$$

Notice that $u^\mu F_{\mu\nu} J^\nu = e_j E_\nu \Delta j^{(j)}$ due to antisymmetry of the tensor $F_{\mu\nu}$ [remember also the definition (18) for $E^\mu$]. Substituting now relations (22) and (26) into Eq. (25), we obtain

$$
\partial_\mu (S u^\mu) = \frac{\mu_j}{T} \partial_\mu \Delta j^{(j)} - \frac{\mu_j}{T} \Delta \Gamma_j - \frac{e_j E_\nu}{T} \Delta j^{(j)}
$$

or, equivalently,

$$
\partial_\mu \left( S u^\mu - \frac{\mu_j}{T} \Delta j^{(j)} - \frac{u_\nu}{T} \Delta \tau^\nu \right) = -\Delta j^{(j)} \left( \partial_\mu \left( \frac{\mu_j}{T} - \frac{e_j E_\nu}{T} \right) + \Delta \tau^\nu \partial_\mu \left( \frac{u_\nu}{T} \right) \right)
$$

$$
-\frac{\mu_j}{T} \Delta \Gamma_j - \frac{Q}{T}.
$$

The left-hand side of this equation is the four-divergence of the entropy four-current $S^\mu = S u^\mu - \frac{\mu_j}{T} \Delta j^{(j)} - \frac{u_\nu}{T} \Delta \tau^\nu$, while the right-hand side represents the entropy generation due to dissipative processes. Note also that dissipative corrections to the currents $\Delta j^{(j)}$ and the energy-momentum tensor $\Delta \tau^\nu$ must be expressed as linear combinations of gradients of $u^\mu$ and thermodynamic variables [52]. Except for the last term, which can be arbitrary, the right-hand side of Eq. (28) must be non-negative for all possible fluid configurations.

In the Landau-Lifshitz frame defined by Eq. (10), Eq. (28) reduces to

$$
\partial_\mu S^\mu = -\Delta j^{(j)} \left( \partial_\mu \left( \frac{\mu_j}{T} - \frac{e_j E_\nu}{T} \right) - \Delta \tau^\nu \partial_\mu \left( \frac{u_\nu}{T} \right) \right) - \frac{\mu_j}{T} \Delta \Gamma_j - \frac{Q}{T},
$$

Using the conditions (9) and (10), one can rewrite Eq. (29) as

$$
\partial_\mu S^\mu = -\Delta j^{(j)} d_{(j)\mu} - \Delta \tau^\nu \frac{\nabla_\mu u_\nu}{T} - \frac{\mu_j}{T} \Delta \Gamma_j - \frac{Q}{T},
$$

where we introduced the orthogonal part of the four-gradient

$$
\nabla_\mu \equiv \nabla_\mu \partial_\mu
$$

and the vector $d_{(j)\mu}$.

Both the vector $d_{(j)\mu}$ and the tensor $\nabla_\mu u_\nu$ are orthogonal to the four-velocity $u^\mu$.

The term $-\frac{\mu_j}{T} \Delta \Gamma_j$ in Eq. (30) can be rewritten in the form (see Appendix A)

$$
-\frac{\mu_j}{T} \Delta \Gamma_j = \frac{1}{T} \lambda_X (\Delta \mu_X)^2,
$$

where $\Delta \mu_X$ is the chemical potential imbalance for a given reaction $X$ (for example, for the direct or modified Urca processes [53], the chemical potential imbalance equals $\Delta \mu_X \equiv \mu_\nu - \mu_\rho - \mu_v$ and $\lambda_X > 0$ is a corresponding reaction coefficient).

IV. EXPRESSIONS FOR $\Delta j^{(j)}$ AND $\Delta \tau^\nu$

In the linear approximation in small gradients, the quantities $\Delta j^{(j)}$ and $\Delta \tau^\nu$ can generally be presented as

$$
\Delta j^{(j)} = -A_{jk}^{\mu\nu} d_{(k)\nu} - B_j^{\nu\lambda} \frac{\nabla_\lambda u_\nu}{T},
$$

$$
\Delta \tau^\nu = -C_k^{\mu\nu} d_{(k)\lambda} - D_{\mu\nu\lambda\sigma} \frac{\nabla_\lambda u_\nu}{T},
$$

respectively, where the kinetic coefficients $A_{jk}^{\mu\nu}$, $B_j^{\nu\lambda}$, $C_k^{\mu\nu}$, and $D_{\mu\nu\lambda\sigma}$ are discussed in what follows.

A. No magnetic field

Let us first analyze expressions for $\Delta j^{(j)}$ and $\Delta \tau^\nu$ in a homogeneous matter in the absence of a preferred direction.
(e.g., the magnetic field). In this case, the kinetic coefficients $A_{jk}^{\mu\nu}$, $B_{jk}^{\mu\nu}$, $C_{jk}^{\mu\nu}$, and $D_{jk}^{\mu\nu}$ in Eqs. (34) and (35) depend only on $u^\mu$, $g_{\mu\nu}$, and (scalar) equilibrium thermodynamic functions. These coefficients meet a number of conditions. First, application of the Onsager symmetry principle gives

$$A_{jk}^{\mu\nu} = A_{kj}^{\nu\mu},$$

$$D_{jk}^{\mu\nu} = D_{kj}^{\nu\mu},$$

$$C_{jk}^{\mu\nu} = -B_{jk}^{\mu\nu}.$$  

Second, the symmetry of $\Delta \tau^{\mu\nu}$ implies that

$$D_{jk}^{\mu\nu} = D_{kj}^{\nu\mu},$$

$$C_{jk}^{\mu\nu} = C_{kj}^{\nu\mu}.$$  

Third, the conditions (9) and (10) lead to the following constraints:

$$u_\mu A_{jk}^{\mu\nu} d_{(k)\nu} = 0,$$  

$$u_\mu B_{jk}^{\mu\nu} \nabla_\nu u_\mu = 0,$$  

$$u_\mu C_{jk}^{\mu\nu} d_{(k)\nu} = 0,$$  

$$u_\mu D_{jk}^{\mu\nu} \nabla_\nu u_\sigma = 0,$$

which must hold for arbitrary $d_{(k)\nu}$ and $\nabla_\nu u_\mu$. Finally, one should require that the matrices of kinetic coefficients should be such that the entropy production rate would be non-negative.

Unless the isotropic system has no center of inversion, the Curie principle requires that the perturbations of different tensor structure (i.e., viscosity and diffusion) do not interfere and different tensor structure (i.e., viscosity and diffusion) do not interfere. Thus, the perturbations of non-negative. The Curie principle requires that the perturbations of non-negative. Therefore, we have

$$\Delta \tau^{\mu\nu} = -\eta \left[ \Delta \nabla_\mu u^\nu + \Delta \nabla_\nu u^\mu \right] - \left( \zeta - \frac{2}{3} \eta \right) \Delta \tau^{\mu\nu} \Delta \nabla_\mu u^\nu,$$

respectively. Here, the matrix of generalized diffusion coefficients $D_{jk}^{\mu\nu}$ must be positive definite, and the coefficients $\eta$ (shear viscosity) and $\zeta$ (bulk viscosity) [36] must be non-negative.

B. Accounting for the magnetic field

Now let us consider a homogeneous matter, in which the only preferred direction is specified, in the comoving frame, by the magnetic induction vector $B$. In what follows, in addition to the magnetic four-vector $B^\mu$ it will be convenient to use also the tensor $\perp F^{\mu\nu} \equiv \perp F_{\mu\nu}^{abcd}$ (see Ref. [16], Appendix A), which in the comoving frame is given by

$$\perp F^{\mu\nu} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & B_3 & -B_2 \\ 0 & -B_3 & 0 & B_1 \\ 0 & B_2 & -B_1 & 0 \end{pmatrix}$$  

and satisfies the identity

$$u_\nu \perp F^{\mu\nu} = 0.$$  

In the presence of a magnetic field, the Onsager principle (36)–(38) is modified (see, e.g., [56], Sec. 120):

$$A_{jk}^{\mu\nu}(B) = A_{kj}^{\nu\mu}(-B),$$

$$D_{jk}^{\mu\nu}(B) = D_{kj}^{\nu\mu}(-B),$$

$$C_{jk}^{\mu\nu}(B) = -B_{jk}^{\mu\nu}(-B),$$

while Eqs. (34) and (35) and the conditions (39)–(44) remain unaffected. The kinetic coefficients now depend on $u^\mu$, $g_{\mu\nu}$, $B^\mu$, $\perp F^{\mu\nu}$, and (scalar) equilibrium thermodynamic functions.

One can check (see Appendix B) that, as in the system without the magnetic field, $B_{jk}^{\mu\nu} = C_{jk}^{\mu\nu} = 0$; i.e., diffusion and viscosity do not interfere. Thus, $\Delta j_{(j)}^{\mu\nu}$ depends only on the vectors $d_{(k)\nu}$. In the comoving frame $d_{(k)\nu} = (0, d_{(k)\nu})$, $\Delta j_{(j)}^{\mu\nu} = (0, \Delta j_{(j)})$ [see condition (9)]; thus, $\Delta j_{(j)}$ can be generally presented as (see Appendix B)

$$\Delta j_{(j)} = -D_{jk}^{\mu\nu} d_{(k)\nu} - D_{jk}^{\mu\nu} d_{(k)\perp} - D_{jk}^{\mu\nu} d_{(k)\perp} \times \mathbf{b}.$$  

Here $D_{jk}^{\parallel}$, $D_{jk}^{\perp}$, and $D_{jk}^{\perp}$ are the diffusion coefficients; $\mathbf{b} \equiv B/|B|$ is the unit vector in the direction of the magnetic field; and the vectors $d_{(k)\parallel}$ and $d_{(k)\perp}$ are defined, respectively, as

$$d_{(k)\parallel} \equiv (d_{(k)\|}) \mathbf{b},$$

5As in the ordinary MHD (see, e.g., Ref. [54], Sec. 66, and Ref. [55], Sec. 58), the electric field in that frame is assumed to be sufficiently small, of the order of gradients of thermodynamic functions, and does not provide an additional preferred direction in the system.
**d**(k)⊥ ≡ **d**(k) − (**d**(k)b)b = b × [**d**(k) × b].  

(54)

In an arbitrary frame, Eq. (52) can be rewritten as

\[ \Delta f_{(j)}^\mu = -D_j^H b^\mu d_{(k)\nu} - D_j^H (\perp^{\mu\nu} - b^\mu b^\nu) d_{(k)\nu} \]

(55)

where we introduced

\[ b^\mu \equiv \frac{B^\mu}{\sqrt{B_0 B^2}}, \]

(56)

\[ b_{\mu\nu} \equiv \frac{1}{\sqrt{B_0 B^2}} E^\mu E^\nu, \]

(57)

In the absence of viscosity, chemical reactions, and energy losses (Q = 0), the entropy generation equation (30) reduces to

\[ \Delta S^\mu = \frac{1}{3} \eta_0 \left[ \Xi_{\mu\nu} \Xi^{\nu\lambda} - 2 \Xi_{\mu\nu} \Xi^\nu_b b^b - 2 \Xi_{\mu\nu} b^\mu_b b^\nu_b + 4 \Xi^\mu_b b^\nu_b b^a_b \right] \perp \nabla \_a u_a - \eta_1 \left[ \Xi^{\mu\lambda} \Xi_{\nu\sigma} + \Xi_{\mu\sigma} \Xi^{\nu\lambda} - \Xi_{\mu\nu} \Xi_{\sigma\lambda} \right] \perp \nabla \_a u_a 
- \eta_2 \left[ \Xi^\mu_b b^\nu_b b^b + \Xi^\mu_b b^\nu_b b^{\nu\mu} + \Xi^{\nu\mu} b^\mu_b b^\nu_b \right] \perp \nabla \_a u_a - \eta_3 \left[ \Xi^{\mu\lambda} \Xi_{\nu\sigma} + \Xi_{\mu\sigma} \Xi^{\nu\lambda} + \Xi_{\mu\nu} \Xi_{\sigma\lambda} \right] \perp \nabla \_a u_a 
- \eta_4 \left[ \Xi^\mu_b b^\nu_b b^{\nu\mu} + \Xi^\mu_b b^\nu_b b^\sigma_b + 2 \Xi^{\nu\mu} b^\mu_b b^\nu_b + 2 \Xi^{\mu\nu} b^\nu_b \right] \perp \nabla \_a u_a - \zeta \perp^{\mu\nu} \perp \nabla \_a u_a - \zeta_1 \left[ \perp^{\mu\nu} b^\mu_b b^\nu_b + \perp^{\mu\nu} b^\nu_b b^\mu_b \right] \perp \nabla \_a u_a, \]

(60)

where

\[ \Xi_{\mu\nu} \equiv \perp^{\mu\nu} - b^\mu b^\nu. \]

The quantities \( \eta_0 \ldots \eta_4 \) are five shear viscosity coefficients, and \( \zeta \) and \( \zeta_1 \) are two bulk viscosity coefficients [57]. In the case of a vanishing external magnetic field, \( B \to 0, \zeta_1 = 0, \eta_0 = \eta_1 = \eta_2 = \eta_3 = \eta_4 = 0. \]

Equation (60) is a relativistic generalization of the nonrelativistic expression for the stress tensor in the magnetic field, which contains the same number of shear and bulk viscosity coefficients [57]. Phenomenological Eqs. (55) and (60) are also compatible with the results of the relativistic kinetic theory [34,58,59].

**V. ACCOUNTING FOR GENERAL RELATIVITY**

In the previous sections, we assumed that the metric is flat; \( g_{\mu\nu} = \text{diag}(-1,1,1,1) \). Generalization of our results to arbitrary \( g_{\mu\nu} \) is straightforward provided that all relevant length scales in the problem (e.g., particle mean-free paths) are small enough compared with the characteristic gravitational length scale (e.g., NS radius) [60]. In the latter case, the general relativity effects can be easily incorporated into hydrodynamics by replacing ordinary derivatives in all equations with their covariant analogs and by replacing the Levi-Civita tensor \( \epsilon^{\mu\nu\lambda\sigma} \) with \( \eta^{\mu\nu\lambda\sigma} \equiv \sqrt{-\text{det}g} \epsilon^{\mu\nu\lambda\sigma} \).

\[ \text{Note that } d_{(k)\mu} \perp E^\mu = (0, [d_{(k)} \times B]) \text{ in the comoving frame.} \]

\[ \partial_\mu S^\nu = D_j^\mu d_{(j)\mu} d_{(k)\nu} + D_j^\mu d_{(j)\perp \mu} d_{(k)\perp \nu}, \]

(58)

As follows from the Onsager principle (49), matrices \( D_j^\mu, D_j^\perp \mu \), and \( D_j^H \) must be symmetric. In addition, \( D_j^\mu \) and \( D_j^\perp \mu \) must also be positive definite in order to ensure that the entropy of the system does not decrease. In the limit \( B \to 0 \), one has \( D_j^\mu = D_j^\perp \mu = D_j^H \) and \( D_j^\perp = 0 \) [see Eq. (45)].

Since the coefficient \( C_{\mu\nu}^{\mu\nu} \) vanishes, the general expression for \( \Delta S^\mu \) reads [see Eq. (B16)]

\[ \Delta S^\mu = -e^\mu d^2 t + e^\mu d^2 r + r^2 d\theta^2 + r^2 \sin^2 \theta d\phi^2. \]

(61)

We ignore metric perturbations caused by the magnetic field and fluid motions and work in the linear order in dissipative terms and velocities; in particular, we neglect the terms like \( |u|^2, u \Delta f_{(j)}, \) and \( u \times E \). We also ignore effects of viscosity, which can be easily incorporated when needed. For definiteness, we present the hydrodynamic equations for an NS core consisting of neutrons (n), protons (p), electrons (e), and muons (\( \mu \)). We take into account nonequilibrium direct and modified Urca processes [53], as well as energy losses due to isotropic neutrino emission with the emissivity \( Q \).

In what follows, all three-vector components are measured by a static local observer, in a locally flat frame (denoted by a hat)\(^7\)

\[ X = (X^t, X^\theta, X^\phi) = (e^{i/2} X^r, X^\theta, X^\phi), \]

where \( X \) is an arbitrary three-vector and \( (X^r, X^\theta, X^\phi) \) are its components measured by a distant observer.

\[^7\text{In other words, } X = (X^t, X^\theta, X^\phi) = (e^{i/2} X^r, X^\theta, X^\phi), \]
\[ d\vec{x} = (d\vec{t}, d\vec{r}, d\vec{\theta}, d\phi) = (e^{\phi/2} dt, e^{\phi/2} dr, r d\theta, r \sin \theta d\phi). \] (62)

In other words, we introduce an orthonormal tetrad carried by the observer and describe physical quantities by their projections on this tetrad (see, e.g., Refs. [61,62]).

The three-vector \( \vec{u} \) is composed of spatial components of the four-velocity \( \vec{u}^a \), \( \vec{u} = (u^0, u^\theta, \hat{u}^\phi) \). In the linear approximation, it can be expressed through the ordinary three-dimensional velocity \( \vec{v} = (\frac{dr}{dt}, r \frac{d\theta}{dt}, r \sin \theta \frac{d\phi}{dt}) \), measured by a distant observer, as

\[ \vec{u} = (e^{\phi/2} v^0, e^{\phi/2} v^\theta, e^{\phi/2} \hat{v}^\phi). \] (63)

In the following equations, we also introduce time and space derivatives taken by the local observer:

\[ \partial_t \equiv e^{-\phi/2} \frac{\partial}{\partial t}, \]

\[ \hat{\nabla} \equiv \left( e^{-\phi/2} \frac{\partial}{\partial r}, \frac{1}{r} \frac{\partial}{\partial \theta}, \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi} \right). \] (64)

Using the above definitions, Maxwell equations (11) and (12) can be rewritten in terms of the electric field \( \vec{E} \) (14) and the magnetic induction \( \vec{B} \) (15) as follows:

\[ \hat{\nabla} \cdot \vec{B} = 0. \] (66)

\[ \frac{\partial \vec{B}}{\partial t} = -e^{-\phi/2} \hat{\nabla} \times (\vec{E} e^{\phi/2}), \] (67)

\[ \hat{\nabla} \cdot \vec{E} = 4\pi e n_j, \]

\[ e^{-\phi/2} \hat{\nabla} \times (\vec{B} e^{\phi/2}) = 4\pi \vec{J} - \frac{\partial \vec{E}}{\partial t}, \] (68)

where \( \vec{J} \equiv e \vec{j} \) is the electric current.

Continuity equation (2) for particle species \( j \) reads

\[ \frac{\partial n_j}{\partial t} + e_{-\phi/2} \hat{\nabla} \cdot (n_j \vec{u} + \Delta \vec{j}) e^{\phi/2} = \Delta \Gamma_j, \] (70)

where the reaction rates \( \Delta \Gamma_j \) are expressed through chemical potential imbalances \( \Delta \mu_e = \mu_e - \mu_p - \mu_e \) and \( \Delta \mu_p = \mu_n - \mu_p - \mu_p \) as

\[ \Delta \Gamma_n = -\lambda_n \Delta \mu_e - \lambda_p \Delta \mu_p, \]

\[ \Delta \Gamma_p = \lambda_n \Delta \mu_e + \lambda_p \Delta \mu_p, \]

\[ \Delta \Gamma_e = \lambda_n \Delta \mu_e, \]

\[ \Delta \Gamma_p = \lambda_p \Delta \mu_p, \] \quad (71)

and the reaction coefficients \( \lambda_n \) and \( \lambda_p \) for direct and/or modified Urca processes can be found, e.g., in Ref. [53].

Energy and momentum conservation laws (1), with the help of thermodynamic relations (16) and (21), as well as Maxwell equations, can be presented as

\[ \left( \mu_j \frac{\partial n_j}{\partial t} + T \frac{\partial S}{\partial t} \right) - E \vec{J} + e^{-\phi/2} \hat{\nabla} [\epsilon^e (\mu_j n_j + T S) u] = -Q. \] (72)

\[ \frac{\partial}{\partial t} [(\mu_j n_j + T S) u] + n_j e^{-\phi/2} \hat{\nabla} (\mu_j e^{\phi/2}) + S e^{-\phi/2} \hat{\nabla} (T e^{\phi/2}) - e_j n_j E - [\vec{J} \times \vec{B}] = 0. \] (73)

In the case of hydrostatic equilibrium, Eq. (73) reduces to

\[ \hat{\nabla} P + (P + \epsilon) \hat{\nabla} \frac{\rho}{2} = 0. \] (74)

One can also write the energy conservation law (72) in a form of entropy generation equation (30), which, with the help of relations (33) and (52), yields

\[ \frac{\partial}{\partial t} \left[ S \left( \frac{\mu_j}{T} \Delta j \right) e^{\phi/2} \right] = \nabla \cdot \left( \left( D_{jk} \frac{\partial d_{(j)} \cdot d_{(k)}}{\partial t} \right) + \nabla \cdot \left( \frac{\lambda_n (\Delta \mu_e)^2}{T} + \frac{\lambda_p (\Delta \mu_p)^2}{T} - \frac{Q}{T} \right) \right). \] (75)

Diffusion currents are expressed algebraically through the vectors \( d_{(j)} \) [see Eq. (55)]:

\[ \Delta j_{(j)} = -D_{jk} \frac{d_{(j)} \cdot d_{(k)}}{T} - D_{jk} \frac{d_{(j)} \cdot d_{(k)}}{T} - D_{jk} \frac{d_{(j)} \times d_{(k)}}{T} \] \quad (76)

where

\[ d_{(j)} = \hat{\nabla} \left( \frac{\mu_j}{T} \right) - \frac{e_j E + e_j \left[ \vec{u} \times \vec{B} \right]}{T}. \] (77)

To sum up, the MHD equations contain three unknown vector functions \( \vec{u}, \vec{E} \), and five unknown scalars, e.g., \( n_n, n_p, n_e, n_{\mu}, \) and \( S \) (all thermodynamic quantities can be expressed as functions of \( n_n, n_p, n_e, n_{\mu}, S, |\vec{B}|^2, \) and \( |\vec{E}|^2 \), provided the equation of state is specified).

VI. APPLICATIONS AND SPECIAL CASES

In this section, we apply the general hydrodynamic equations presented above to a number of special cases.
and provide relations between our generalized diffusion coefficients $D_{jk}$ and various kinetic coefficients commonly used in the literature, such as electrical conductivity, thermal conductivity, and momentum transfer rates.

A. Electrical conductivity

In this section, we provide relations between the electrical conductivity and generalized diffusion coefficients $D_{jk}$. Let us consider the quasineutral ($n_i,j = 0$) homogeneous ($\nabla_T^2 = 0$) matter. Substituting Eqs. (32) and (52) into Eq. (13), one obtains the following expression for Ohm’s law in the comoving frame:

$$J = e_j \Delta j_{(j)} = \frac{e_j e_k D_{jk}^\parallel}{T} E_\parallel + \frac{e_j e_k D_{jk}^\perp}{T} E_\perp + \frac{e_j e_k D_{jk}^H}{T} [E \times b],$$

(78)

where $E_\parallel \equiv (E b)$ and $E_\perp \equiv E - (E b) b$.

Now, introducing conductivities $\sigma^\parallel$, $\sigma^\perp$, and $\sigma^H$ (describing the conductivity along $B$, conductivity in the direction perpendicular to $B$, and the Hall effect, respectively) as

$$\sigma^\parallel = \frac{e_j e_k D_{jk}^\parallel}{T}, \quad \sigma^\perp = \frac{e_j e_k D_{jk}^\perp}{T}, \quad \sigma^H = \frac{e_j e_k D_{jk}^H}{T},$$

(79)

and choosing a coordinate frame with the $z$ axis along $b$, one can easily rewrite Ohm’s law (78) in the following standard form (e.g., Ref. [64]):

$$
\begin{pmatrix}
J^x \\
J^y \\
J^z
\end{pmatrix} =
\begin{pmatrix}
\sigma^\perp & \sigma^H & 0 \\
-\sigma^H & \sigma^\perp & 0 \\
0 & 0 & \sigma^\parallel
\end{pmatrix}
\begin{pmatrix}
E^x \\
E^y \\
E^z
\end{pmatrix}.
$$

(80)

In the absence of a magnetic field, $\sigma^\perp = \sigma^\parallel = \sigma$ and $\sigma^H = 0$, so that Ohm’s law takes the simple form $J = \sigma E$.

B. Thermal conductivity

Let us consider heat conduction in a one-component neutral liquid without the magnetic field. In this case, the dissipative correction $\Delta j_{(1)}^{\mu\nu}$ (45) takes the form

$$\Delta j_{(1)}^{\mu\nu} = -D_{11} \nabla^\mu \frac{\mu_1}{T}.$$

(81)

Using Eq. (20), the Gibbs-Duhem relation (21) is presented as

$$dP = n_1 T d \frac{\mu_1}{T} + (P + \epsilon) dT.$$

(82)

Using this relation and introducing the thermal conductivity coefficient

$$\kappa \equiv D_{11} \left( \frac{P + \epsilon}{n_1 T} \right)^2,$$

(83)

Eq. (81) yields (see Ref. [36], Sec. 139)

$$\Delta j_{(1)}^{\mu\nu} = \kappa \frac{n_1}{P + \epsilon} \left( \nabla^\mu T - \frac{T}{P + \epsilon} \nabla^\nu P \right).$$

(84)

Now let us define the particle four-velocity $V^\mu$:

$$V^\mu \equiv j_{(1)}^{\mu}/n_1 = u^\mu + \frac{1}{n_1} \Delta j_{(1)}^{\mu\nu}.$$

(85)

normalized by the condition $V_\nu V^\nu = -1$, valid to linear order in small dissipative corrections [see Eq. (9)]. In the “particle frame,” defined by condition $\nu^\mu = (1,0,0,0)$, the energy density four-current reads

$$-V_\mu T^\mu = e V^\mu - \kappa \left( \nabla^\mu T - \frac{T}{P + \epsilon} \nabla^\nu P \right).$$

(86)

The entropy four-current [see Eq. (29)] can be expressed, with the help of Eqs. (84) and (85), as

$$S^\nu = SV^\nu - \frac{\kappa}{T} \left[ \nabla^\nu T - \frac{T}{P + \epsilon} \nabla^\nu P \right].$$

(87)

Note that the same consideration remains valid, e.g., for multicomponent nonsuperfluid $npe\mu$ matter in NS cores, if one assumes that beta processes are frozen and all particles move with the same velocity $V^\mu$, so that the system can be treated as the single-component one. Let us consider thermal evolution of a spherically symmetric NS under this assumption, ignoring particle currents [$V^\mu = (1,0,0,0)$ in the laboratory frame], the magnetic field, and non-equilibrium reactions but taking into account effects of general relativity, described in Sec. V. Using the hydrostatic equilibrium condition (74), one can rewrite the combination $\nabla T - \frac{T}{P + \epsilon} \nabla P$ as

$$\nabla T - \frac{T}{P + \epsilon} \nabla P = e^{-\nu/2} \nabla (T \epsilon^{\nu/2}).$$

(88)

In view of Eqs. (83), (84), (87), and (88), the entropy generation equation (75) reduces to

---

9In the presence of a magnetic field, one can introduce, in analogy with the electrical conductivity, the quantities $\kappa^\parallel \equiv D_{11} \left( \frac{P + \epsilon}{n_1 T} \right)^2$, $\kappa^\perp \equiv D_{11} \left( \frac{P + \epsilon}{n_1 T} \right)^2$, and $\kappa^H \equiv D_{11} \left( \frac{P + \epsilon}{n_1 T} \right)^2$.

10We omit the quadratically small term $-V_\nu T^\mu = \Delta j_{(1)}^{\mu\nu}/n_1$. 

---
\[
\frac{\partial S}{\partial t} - e^{-v/2} \frac{\kappa}{T} \hat{\nabla}(T e^{v/2}) = \kappa \left| \frac{\hat{\nabla}(T e^{v/2})}{T e^{v/2}} \right|^2 - \frac{Q}{T} \tag{89}
\]

or, equivalently,

\[
C_v \frac{\partial T}{\partial t} - e^{-v/2} \hat{\nabla}[\kappa e^{v/2} \hat{\nabla}(T e^{v/2})] = -Q, \tag{90}
\]

where \( C_v \equiv T \partial S/\partial T \) is the heat capacity per unit volume. Using the definitions of \( \frac{\partial}{\partial t} \) (64) and \( \hat{\nabla} \) (65), one finally represents Eq. (90) in the following standard form (see, e.g., Ref. [53]):

\[
e^{-v-\lambda/2} \frac{1}{4\pi r^2} \frac{\partial}{\partial r} (e^\lambda L_r) = -Q - C_v e^{-v/2} \frac{\partial T}{\partial t}, \tag{91}
\]

\[
L_r = -ke^{-v-\lambda/2} \frac{\partial}{\partial r} (T e^{v/2}), \tag{92}
\]

where the “local luminosity” \( L_r \) is the (not related to neutrinos) heat flux transported through a sphere of radius \( r \).

We remind the reader that Eqs. (91) and (92) are valid only in the absence of particle currents and deviations from beta equilibrium; to study thermal evolution under more realistic assumptions, one has to use a more general equation (75).

C. Diffusion, thermodiffusion, and thermal conductivity in the nonrelativistic limit

In this section, we derive a relation between our diffusion coefficients and standard coefficients of diffusion, thermodiffusion, and thermal conductivity, arising in the nonrelativistic hydrodynamics. In the nonrelativistic limit, the relativistic chemical potential \( \mu_j \) for particle species \( j \) approximately coincides with its rest mass energy \( m_j c^2 \), so that generally \( |\nabla \mu_j/T| \ll |\mu_j \nabla/(1/T)| \approx |m_j c^2 \nabla/(1/T)| \), and, thus, at arbitrary \( D_{jk} \) the terms depending on gradients of temperature will be dominant in the expressions (45) and (55) for \( \Delta f^{\mu}_{(j)} \). However, we know that in the nonrelativistic hydrodynamics both “chemical potential” and “temperature” terms can be equally important. To resolve the seeming contradiction, as we show below, one has to impose additional constraints on the coefficients in the nonrelativistic expansion of \( D_{jk} \). For the sake of simplicity, we consider a neutral binary mixture. We also ignore viscosity and chemical reactions, since these effects do not interfere with diffusion. In this section (as well as in Secs. VI D and VII and in Appendix C), we do not set \( c = 1 \) to make the transition to the nonrelativistic limit more transparent.

Let us expand \( \mu_j \) and \( D_{jk} \) in small parameter \( \delta = v^2/c^2 \), where \( v \) is a typical microscopic particle velocity in the mixture:

\[
\mu_j = m_j c^2 + \mu_j^{(1)} \delta + \mu_j^{(2)} \delta^2 + O(\delta^3), \tag{93}
\]

\[
D_{jk} = D_{jk}^{(0)} + D_{jk}^{(1)} \delta + D_{jk}^{(2)} \delta^2 + O(\delta^3). \tag{94}
\]

In view of Eqs. (32), (93), and (94), the dissipative corrections to particle currents [Eq. (45)] can be expanded in the comoving frame \( \Delta f^{\mu}_{(j)} = (0, \Delta f^{\mu}_{(j)}) \) as

\[
\Delta f^{\mu}_{(j)} = -D_{jk}^{(0)} m_k c^2 \nabla \frac{1}{T} - \left( D_{jk}^{(1)} \nabla \mu_k^{(1)} + D_{jk}^{(2)} m_k c^2 \nabla \frac{1}{T} \right) \delta
\]

\[
- \left( D_{jk}^{(0)} \nabla \mu_k^{(2)} + D_{jk}^{(1)} \nabla \mu_k^{(1)} + D_{jk}^{(2)} m_k c^2 \nabla \frac{1}{T} \right) \delta^2
\]

\[
+ O(\delta^3). \tag{95}
\]

In the nonrelativistic theory (see, e.g., Sec. 59 in Ref. [36]), the effects of diffusion, thermodiffusion, and thermal conductivity in a binary mixture are described in terms of the heat current \( q \) and the diffusion current \( i \), which can be expressed in terms of \( \Delta f^{\mu}_{(j)} \), as

\[
i = m_1 n_1 m_2 n_2 \left( \frac{\Delta f^{(1)}_{(1)}}{n_1} - \frac{\Delta f^{(2)}_{(2)}}{n_2} \right), \tag{96}
\]

\[
q = -m_1 c^2 \Delta f^{(1)}_{(1)} - m_2 c^2 \Delta f^{(2)}_{(2)}, \tag{97}
\]

respectively, where we label the components of the mixture by indices 1 and 2.

The currents \( i \) and \( q \) depend on gradients of temperature \( T \) and chemical potential \( \mu_{1L} \equiv \mu_1/m_1 - \mu_2/m_2 = (\mu_1^{(1)}/m_1 - \mu_2^{(1)}/m_2) \delta + O(\delta^2) \) through the nonrelativistic kinetic coefficients \( \alpha, \beta, \) and \( \gamma \) [36]:

\[
i = -\alpha \nabla \mu_{1L} - \beta \nabla T, \tag{98}
\]

\[
q = -\beta T \nabla \mu_{1L} - \gamma \nabla T + \mu_{1L} i. \tag{99}
\]

In order to relate \( \alpha, \beta, \) and \( \gamma \) with the generalized diffusion coefficients \( D_{jk} \), one has to substitute the expansion (95) into relations (96) and (97), retaining the lowest-order terms in \( \delta \). In order to reproduce the nonrelativistic

---

\[\Delta f^{\mu}_{(j)} \] To obtain the expression for \( q \), one should express the components of the energy-momentum tensor \( T^{\mu \nu} \) \((i = 1, 2, 3)\) through \( \Delta f^{\mu}_{(j)} \) and the center-of-mass velocity \( V^\mu = u^\mu + m_j c \Delta f^{\mu}_{(j)}/\rho \) (\( \rho \) is the total mass density measured in the laboratory frame) and compare the result with the nonrelativistic expression for \( T^{\mu \nu} \) [36].
results, where $\nabla T$ and $\nabla \mu_j$ enter the expressions for $i$ and $q$ on an equal footing, we require the first term in Eq. (95) to vanish or, equivalently,
\[ m_k D_{jk}^{(0)} = 0. \]
Using this relation and calculating the heat current $q$ to the first order in $\delta$, we find
\[ q = [m^2 D_{11}^{(0)} + 2m_1 m_2 D_{12}^{(0)} + m_2^2 D_{22}^{(0)}] c^4 \left( \frac{1}{T} \right) \delta + O(\delta^2). \]
This means that $q$ is, generally, independent of gradients of chemical potentials in the limit $\delta \to 0$. Thus, to reproduce the nonrelativistic results, one has to require, additionally,
\[ m_1 D_{11}^{(0)} + 2m_1 m_2 D_{12}^{(0)} + m_2^2 D_{22}^{(0)} = 0. \]
so that $q = O(\delta^2)$ but both $\Delta j_{(j)}$ and $i$ are $O(\delta)$. Excluding $D_{11}^{(0)}$, $D_{22}^{(0)}$, and $D_{12}^{(0)}$ via relations (100) and (102), one finally arrives at the following expressions for the nonrelativistic coefficients:
\[ \alpha = -\frac{m_1 m_2 D_{12}^{(0)}}{T}, \]
\[ \beta = \frac{1}{2T^2} [2m_2 m_1 D_{12}^{(0)} \mu_{LL} - m_1^2 c^2 D_{11}^{(0)} \delta + m_2^2 c^2 D_{22}^{(0)} \delta], \]
\[ \gamma = \frac{1}{T^2} [m_1 m_2 (2c^4 D_{12}^{(2)} \delta^2 - D_{12}^{(0)} \mu_{LL}^2) + m_1^2 c^2 (2c^2 D_{11}^{(2)} \delta^2 + D_{11}^{(1)} \mu_{LL} \delta) + m_2^2 c^2 (2c^2 D_{22}^{(2)} \delta^2 - D_{22}^{(1)} \mu_{LL} \delta)]. \]

To sum up, we expressed the nonrelativistic kinetic coefficients $\alpha$, $\beta$, and $\gamma$, which describe diffusion, thermodiffusion, and thermal conductivity, through coefficients in the nonrelativistic expansion of $D_{jk}$ (94). In addition, we obtained two constraints on these expansion coefficients in the zeroth (100) and first (102) order in the expansion parameter $\delta$.

D. Momentum transfer rates and diffusion in the low-temperature limit

In this section, we compare our approach with the microscopic formalism used, e.g., in Refs. [17,20,25,26,64] in the limit $T \to 0$ and assuming that $\nabla T = 0$. We express our generalized diffusion coefficients $D_{jk}^{\parallel}$, $D_{jk}^{\perp}$, and $D_{jk}^{\bot}$ through the momentum transfer rates $J_{jk}$ introduced in the microscopic theory.

The general multicomponent equations describing non-superfluid liquid are similar to those used in Ref. [20] (see also [64] for analogous equations). Let us assume that the liquid constituents move with the nonrelativistic velocities $u_j$ (the equation of state for the liquid can be nevertheless relativistic). In the hydrodynamic regime investigated throughout the paper, the velocities $u_j$ almost coincide due to frequent collisions (e.g., [33]), and it is always possible to choose the frame where $u_j \ll c$. In this case, the Euler equation for particle species $j$ reads (hereafter in this section no summation over particle indices $j, k, \ldots$ is assumed)
\[ n_j \left[ \frac{\partial}{\partial t} + (U \nabla) \right] \left( \frac{\mu_j}{c^2} u_j \right) = e_j n_j \left( E + \frac{1}{c} |u_j \times B| \right) - n_j \nabla \mu_j - \frac{\mu_j n_j}{c^2} \nabla \phi - \sum_{k \neq j} J_{jk} (u_j - u_k), \]
where $u_j$ is the velocity for particle species $j$; $c$ is the speed of light; $\phi$ is the gravitational potential; and $J_{jk} = J_{kj}$ is the momentum transfer rate between particle species $j$ and $k$ per unit volume, which is related to the effective relaxation time $\tau_{jk}$ by the formula $J_{jk} \approx \mu_j n_j / (c^2 \tau_{jk})$.

In the hydrodynamic regime, when collision timescales are much smaller than the typical hydrodynamic timescale, velocities $u_j$ are very close to one another [33] and one can replace in l.h.s of Eq. (106) $u_j$ with the average mass velocity $U$, defined as \( U = n_j \sum_k \mu_j n_j \mu_j u_j \).

After the replacement, Eq. (106) becomes
\[ n_j \left[ \frac{\partial}{\partial t} + (U \nabla) \right] \left( \frac{\mu_j}{c^2} U \right) = e_j n_j \left( E + \frac{1}{c} |u_j \times B| \right) - n_j \nabla \mu_j - \frac{\mu_j n_j}{c^2} \nabla \phi - \sum_{k \neq j} J_{jk} (u_j - u_k). \]

One needs one more equation to specify the frame in which Eq. (108) is written; as in Ref. [64], we define it by
\[ 13 \text{For example, the term } n_j \partial / \partial t [\mu_j |u_j - U| / c^2] \sim \mu_j n_j (u_j - U) / (T c^2), \text{ where } T \text{ is a typical timescale of the problem, can be neglected in comparison to the term } \sum_{k \neq j} J_{jk} (u_j - u_k) \sim \sum_{k \neq j} \mu_j n_j (u_j - u_k) / (c^2 \tau_{jk}), \text{ because } T \gg \tau_{jk}. \]
the condition $U = 0$ (at a given moment of time) or, equivalently,

$$
\sum_j \mu_j n_j u_j = 0.
$$

(109)

In this frame Eq. (108) reduces to

$$
\frac{\mu_j n_j \partial U}{c^2} = e_j n_j \left( E + \frac{1}{c} [u_j \times B] \right) - n_j \nabla \mu_j - \frac{\mu_j n_j}{c^2} \nabla \phi - \sum_{k \neq j} J_{jk}(u_j - u_k).
$$

(110)

Excluding plasma acceleration from Eq. (110), one obtains, with the aid of Eq. (109), the velocities $u_j$ for each particle species as algebraic functions of thermodynamic forces.

The total energy current density in the microscopic formalism [20,64] reads

$$
q = \sum_j \mu_j n_j u_j + \frac{c}{4\pi} [E \times B].
$$

(111)

In view of Eq. (109), the first term in (111) vanishes in the $U = 0$ frame.

Let us now consider the same situation in our formalism. The total energy current density $q^i$ determined by the components of the energy-momentum tensor as $q^i = c T^{0i}$ ($i = 1, 2, 3$), in the comoving frame reads

$$
q^i = c \Delta T^{0i}_{(EM)} = \frac{c}{4\pi} [E \times B]^i.
$$

(112)

Clearly, comparing Eqs. (112) and (111), one can see that the comoving frame $u^\mu = (1, 0, 0, 0)$ coincides with the frame defined by the condition (109).

Solving the system (109) and (110), one can express velocities $u_j$ or, equivalently, particle currents $\Delta \mu_j = n_j \mu_j / c$ through the vectors $d_j = \frac{\sum_{\mu \neq j} E}{\mu_j - c E}$ [cf. definition (32) with $\nabla T = 0$], magnetic field $B$, momentum transfer rates $J_{jk}$, and the equilibrium thermodynamic quantities. Comparing the result with Eq. (52), one can translate one formalism into another and find diffusion coefficients $D_{jk}^I$, $D_{jk}^L$, and $D_{jk}^{IL}$. The general algorithm is presented in Appendix C. In the simplest case of a binary mixture in the absence of a magnetic field, one obtains

$$
D_{12} = D_{21} = -\frac{n_1^2 n_2^2 T^2 \mu_1 \mu_2}{J_{12}(\mu_1 \mu_2 + \mu_2 \mu_1) c^3 c},
$$

(113)

$$
D_{11} = -\frac{\mu_2}{\mu_1} D_{12}, \quad D_{22} = -\frac{\mu_1}{\mu_2} D_{12}.
$$

(114)

We present the momentum transfer rates $J_{ik}$ for npeμ matter in Sec. VII.

### VII. Momentum Transfer Rates in npeμ Matter

Bearing in mind an application of our results to the problem of magnetic field evolution in an NS core, here we present the practical expressions for the momentum transfer rates $J_{ik}$, introduced in the previous section, for the simplest npeμ composition. Here we do not set $c = k_B = 1$. In most of the present studies, the microscopic calculations under the “free particle model” from Ref. [65] are adopted (see, e.g., Refs. [20,25]). However, there are considerable updates to their results in the past decades; see Ref. [66] for a review.

The collisions in NS matter are divided in two sectors. The first one includes collisions between the leptons and charged baryons, $e\mu$, $e\pi$, and $\mu\pi$ in the present case, and is governed by the electromagnetic interactions. The second sector contains the baryon collisions, $np$ in the present case, which are mediated by the strong interactions. We remind the reader that the like-species collisions do not contribute to the diffusion rates.

The momentum transfer rates for the electromagnetic collisions should be calculated taking into account the correct plasma screening [66]. Appropriate expressions have been derived in Ref. [67]. The momentum transfer rate is a sum of two terms which have different temperature dependences reflecting different characters of screening of “electric” and “magnetic” parts of the interaction:

$$
J_{ik} = J_{ik}^I + J_{ik}^L,
$$

(115)

where $J_{ik}^I \propto T^2$ describe the interaction via the longitudinal plasmon exchange and the dominant term $J_{ik}^L \propto T^{5/3}$ corresponds to the exchange of transverse plasmons. In the leading order [67],

$$
J_{ik}^I = \frac{4}{3\pi} \frac{e_i e_j}{m_{Fi} m_{Fk}} \frac{p_{Fi} p_{Fk}}{\hbar^3 c^3} \left( \frac{k_B T}{\hbar c q_i} \right)^{\frac{5}{3}},
$$

(116)

$$
J_{ik}^L = \frac{4}{9\pi} \frac{e_i^2 e_j^2 m_i^2 m_j^2 c}{\hbar^6} \frac{k_B T^5}{\hbar c q_i} I_{c2}(q_m / q_i),
$$

(117)

where $p_{Fi}$ and $p_{Fk}$ are the colliding particles Fermi momenta; $m_i^2$ and $m_k^2$ are their effective masses on the Fermi surface (related to the density of states); for leptons $m_\nu \equiv \mu_\nu / c^2$, and $\xi_\nu = 1.813$. Notice that in the npeμ matter all charged particles have charges $e_i = \pm e$, where $e$ is the elementary electron charge. The quantities $q_i$ and $q_l$ in Eqs. (116) and (117) are the characteristic screening momenta in the plasma:

$$
q_i^2 = \frac{4}{\pi \hbar^3} \sum_l e_l^2 p_{Fl} m_l^2,
$$

(118)

$$
q_l^2 = \frac{4}{\pi \hbar^3} \sum_i e_i^2 p_{Fi}^2.
$$

(119)
The summation in Eqs. (118) and (119) is carried over all charged components of the plasma; in this sense, the collisions between two particle species are influenced by all charged species via the plasma mean field. Finally, the function $I_{\ell 2}(q_m/q_l)$ in Eq. (117), where $\hbar q_m = 2 \max(p_{F_k}, p_{F_l})$, is [67]

$$I_{\ell 2}(x) = \frac{1}{2} \tan(x) - \frac{1}{2} \frac{x}{1 + x^2}.$$  \hspace{0.9cm} (120)

If $q_l \ll q_m$, it is enough to take $I_{\ell 2} = \pi/4$; then Eq. (117) does not depend on $q_m$. The lepton-neutron coupling is small and usually can be neglected. It arises from magnetic interaction with the neutron magnetic moment. For completeness, retaining only the dominant transverse part of the interaction, one obtains

$$J_{\ell n} = \frac{8 \pi \alpha_f^2 F_n^2 \hbar \ell}{9 \hbar c^2} (k_B T)^2,$$  \hspace{0.9cm} (121)

where $F_n = 1.91$ is the neutron magnetic moment in nuclear units, $\ell'$ stands for a given lepton (electron or muon), and $\alpha_f = 1/137$ is the fine structure constant.

Equations (115)–(121) allow one to calculate the rates of momentum transfer in the electromagnetic sector for any equation of state, provided the effective masses of all charged particles (including baryons) are known. Usually, Eq. (116) is enough when the collisions between light relativistic particles (leptons) are considered, while for the massive baryons (protons in our case) both terms in Eq. (115) need to be preserved due to a large value of baryon mass. For illustration, in Fig. 1 we plot the momentum transfer rates $J_{ik} T_8^2$, where $T_8 \equiv T/(10^8 \text{ K})$, as functions of a baryon density for a beta-stable matter with the BSk21 EOS, which is based on the Brussels-Skyrme nucleon interaction functionals [68]. Solid, dashed, and dotted lines show the momentum transfer rates for electron collisions with protons, muons, and neutrons, respectively. Likewise, dot-dashed and double-dot-dashed lines are for the muon-proton and muon-neutron collisions, respectively. In the expressions which depend on the proton effective mass, the latter is set to $m_p^* = 0.8 m_N$. Because of the dynamical character of plasma screening, for the $e\mu$, $e p$, and $p \mu$ collisions, the combination $J_{ik} T^2$ is not temperature independent. By red, black, and blue lines, we show in Fig. 1 the momentum transfer rates which correspond to $T = 10^7$, $10^8$, and $10^9 \text{ K}$, respectively. One observes that, at high densities, the electron-proton and muon-proton momentum transfer rates are close to each other, while the electron-muon momentum transfer rate is several times smaller. The lepton-neutron rates are, in general, significantly smaller than all other rates. Nevertheless, they can be important in the core of a neutron star under the presence of a strong proton superconductivity (if the neutrons are not in the paired state). Calculations of the neutron-proton momentum transfer rate $J_{np}$ are more involved, since this rate depends on the uncertain properties of the nucleon interactions in the dense asymmetric nuclear matter. Yakovlev and Shalybkov [65] used the approximation of free-space zero-angle $n p$ cross section (thus neglecting its angular dependence). This approximation is rather crude and leads to a significant overestimate of $J_{np}$ even in the free-space model for the neutron-proton scattering. The expression which accurately takes into account the energy and angular dependence of the $n p$ scattering cross section can be constructed based on the results of Ref. [69] for the thermal conductivity of NS cores. One obtains [67]

$$J_{np} = \frac{64 m_n^2 m_p^2 (k_B T)^2}{9 \pi^2 m_n^2 R_b^6} p_{Fn}^2 S_{p2},$$  \hspace{0.9cm} (122)

where $m_N$ is the bare nucleon mass and the function $S_{p2}$, having the dimension of a cross section, is defined in Ref. [69]. In that paper, the function $S_{p2}$ is calculated and fitted employing accurate free-space differential scattering cross section. The resulting expression is

$$S_{p2} = \frac{0.3830 k_{Fp}^5}{k_{Fn}^5} \left[ \frac{1 + 102.0 k_{Fp} + 53.91 k_{Fn}}{1 - 0.7087 k_{Fn} + 0.2537 k_{Fn}^2 + 9.404 k_{Fp}^2 - 1.589 k_{Fn} k_{Fp}} \right] \text{mb},$$  \hspace{0.9cm} (123)
where $k_{Fn}$ and $k_{Fp}$ are neutron and proton Fermi momenta in units of fm$^{-1}$, respectively, and the fit is valid for the momenta ranges $k_{Fn} = 1.1$–2.6 and $k_{Fp} = 0.3$–1.2.

The expressions (122) and (123) have the advantage that they can be used for any EOS of the nuclear matter. However, it is known that the in-medium effects considerably modify both the effective masses and scattering cross sections, which in turn modify the transport coefficients; see, e.g., Ref. [66], Sec. IV.A.3, and references therein. Baiko, Haensel, and Yakovlev [69] included in-medium corrections [their Eq. (30)] employing the results of particular Dirac-Brueckner calculations for symmetric nuclear matter ($n_p = n_n$). It is expected, however, that the influence of medium effects on the $np$ cross sections in the asymmetric matter, which is relevant to NS cores, can be quantitatively different from the symmetric matter case (see, for instance, Ref. [70]). Unfortunately, it is hard to employ the in-medium corrections in a definite way. They depend on the particular model of the nuclear interaction, the asymmetry of matter, and the many-body theory used. Even within a selected many-body approach, for instance, Brueckner-Hartree-Fock, the resulting transport coefficients can differ by an order of magnitude for different models of nuclear interaction [71]. We illustrate this uncertainty in Fig. 2, where the momentum transfer rates $J_{np}T_8^2$ are plotted as a function of the baryon density for the same BSk21 EOS as used in Fig. 1. The dotted line shows the result of Ref. [65], while the dot-dashed line corresponds to Eqs. (122) and (123), where the bare effective masses are used: $m_{n}^* = m_{p}^* = m_N$. Clearly, the simplified approach of an angular-independent cross section in Ref. [65] leads to overestimated $J_{np}$. The solid curves marked 1–5 are calculated in the Brueckner-Hartree-Fock framework employing underestimated $J_{np}$. These potentials include two realistic two-body potentials, Argonne v18 (Av18) and CD-Bonn potential, and two models for the effective three-body forces, Urbana IX (UIX) and the microscopic meson-exchange force (TBFmic); see Refs. [71,72] for details. One indeed observes a strong (up to a factor of 10) difference between the solid curves at higher densities.

In principle, each microscopic potential leads to its own EOS and, as a consequence, a composition of the beta-stable matter. In this sense, the transport properties such as $J_{np}$ need to be computed along with the equation of state. At present, this approach is not practical. In order to be able to calculate $J_{np}$ for an independent EOS, BSk21 in the present case, it was calculated for each on a grid of baryon densities and proton fractions and then interpolated to a desired composition. Notice that, when $J_{np}$ is calculated for a beta-stable matter consistent with the EOS, the discrepancy between the results for different potentials is preserved (see Ref. [71] for thermal conductivity and shear viscosity).

The difference between the results in Fig. 2 is large. This represents the current uncertainty in the microphysical understanding of the properties of the dense NS core matter. Looking at Fig. 2, we can recommend to use Eqs. (122) and (123) with bare nucleon masses (dash-dotted curve) in simulations, bearing in mind at least 1 dex uncertainty in $J_{np}$ at larger densities. Despite these uncertainties, the $J_{np}$ rate is several orders of magnitude larger than the momentum transfer rates governed by the electromagnetic interactions; see Fig. 1.

Finally, we note that curves 1–5 in Fig. 2 are calculated under a single many-body approach. Calculations within a different theoretical framework can potentially increase the uncertainty in the rates. For instance, in the medium-modified pion exchange model of nuclear interactions [73], the pion softening in dense matter can increase the collision cross section by 1–2 orders of magnitude at high densities, which directly translates into the corresponding increase of $J_{np}$. For the shear viscosity, this model is investigated in Ref. [74].

![FIG. 2. Momentum transfer rates $J_{np}$ in the beta-stable matter with the BSk21 EOS. Solid curves correspond to different nucleon potentials following Ref. [71]; number codes are expanded in the legend. The dotted line shows the approximation from Ref. [65]. The dash-dotted line is calculated following Ref. [67], where the fit from Ref. [69] was used. See the text for details.](image-url)

VIII. COMPARISON WITH PREVIOUS WORKS

As the authors believe, the formulation of MHD provided in this paper is simpler than the analogous formulations (e.g., Refs. [12,15,35]) existing in the literature. To explain why it is simpler, one should critically analyze derivations of MHD equations in Refs. [12,15,35]. Below, we provide such an analysis using, as an example, the recent series of papers [12,15], which presents the most...
advanced MHD developed having in mind applications to NSs.

(1) The authors of Refs. [12,15] obtain a set of evolution equations for relativistic magnetized dissipative mixtures, having in mind their application to NSs. The corresponding equations are derived, separately for each particle species, from a variational principle. During the derivation, the authors do not assume that the relative velocities \( \dot{u}_i^\alpha - \dot{u}_j^\alpha \) of different particles species are small. The validity of their equations obtained in this way is not discussed; they are further used to derive MHD in the approximation of small relative velocities.

A question immediately arises: why should the variational principle provide correct equations for a system which is in a highly nonequilibrium kinetic regime? It is not clear (at least, for us) what is meant by the generalized pressure, chemical potentials, and temperature for the system in that case. It is well known that, generally, the correct description of such a system can be obtained by using kinetic equations for each particle species [33,77]. As far as we are aware, nobody has demonstrated that the variational principle used in Refs. [12,15] is equivalent to the kinetic equation approach.

(2) As the second step, the authors analyze the resulting complicated system of equations, assuming that the velocity differences \( \dot{u}_i^\alpha - \dot{u}_j^\alpha \) are small (linear drift approximation). They also assume that the friction force between different particles is proportional to \( \dot{u}_i^\alpha - \dot{u}_j^\alpha \) [see the second term in Eq. (52) in Ref. [15]]. Note that this assumption is not general, since in a strong magnetic field the interaction force between particles \( i \) and \( j \) may depend on the magnetic field orientation (e.g., Ref. [33], Sec. IV). Meanwhile, MHD equations developed in the present paper will have the same form independently of whether the magnetic field is strong or not: effects of a magnetic field on particle collisions lead only to renormalization of diffusion coefficients \( \mathcal{D}_{jk}^\parallel \), \( \mathcal{D}_{jk}^\perp \), and \( \mathcal{D}_{jk}^\mu \).

(3) The linearized system of dynamic equations, obtained by the authors [see, e.g., Eqs. (55) in Ref. [15]] is still rather complex and is not further simplified (in an essential way). We discussed its nonrelativistic analogue in Sec. V ID [see Eq. (106)]. Meanwhile, it is well known (see, e.g., [26,33], and Sec. VI D) that in the hydrodynamic regime \( (T \gg \tau, L \gg l) \) one can significantly simplify these equations by replacing the derivatives \( \partial_\alpha \dot{u}_j^\alpha \) with \( \partial_\alpha \dot{u}_j^\mu \) in all equations (\( \dot{u}_j^\mu \) can be, e.g., the velocity of center of momentum frame [15]). This is exactly the simplification that was made in Sec. VI D; it allowed us to express the velocities \( \dot{u}_j^\alpha \) algebraically through the gradients of thermodynamic variables and establish a connection between our diffusion coefficients \( \mathcal{D}_{jk}^\parallel \), \( \mathcal{D}_{jk}^\perp \), and \( \mathcal{D}_{jk}^\mu \) and the momentum transfer rates \( J_{jk} \).

(4) Additional complexity of MHD from Refs. [12,15] is related to numerous entrainment coefficients, arising naturally in the variational approach. While the entrainment effect between protons and neutrons is well known in the microscopic theory [79], the existence of entrainment between the entropy (treated as a separate fluid) and other particle species is not confirmed by microphysics, to the best of our knowledge. Setting these coefficients to zero will also simplify the equations. It is important to note that, although the entrainment between neutrons and protons could really affect the dynamic equations written for each particle species separately, in our approach, where there is only one velocity field \( \dot{u}_j^\alpha \), the entrainment does not appear explicitly but leads only to renormalization of diffusion coefficients \( \mathcal{D}_{jk}^\parallel \), \( \mathcal{D}_{jk}^\perp \), and \( \mathcal{D}_{jk}^\mu \).

(5) From a theoretical point of view, the MHD of Refs. [12,15] has an advantage that it ensures causality and stability of the resulting equations. But how significant are the corresponding corrections to the first-order MHD equations? Recent work of Lander and Andersson [82] provides a good example illustrating this point. These authors analyzed the heat conduction equation in Carter’s variational framework. They showed that their causal heat equation reduces to the standard heat equation, used, e.g., in modeling of NS cooling, if the following condition is satisfied [see their Eq. (66)]:

\[
\tau_Q \gg \frac{\kappa}{c^2 \hat{s}^2},
\]

where \( \tau_Q \) is the timescale for variation of the heat flux; \( \kappa \) is the thermal conductivity; \( \hat{s} \) is the entropy density; \( c \) is the speed of light; and \( \hat{s} \) is the lapse function (typically, \( \hat{s} \sim 1 \)). Estimating \( \kappa \sim 10^{22} \text{erg cm}^{-1} \text{s}^{-1} \text{K}^{-1} \) (e.g., [66]), \( \hat{s} \sim 10^{19} \text{erg cm}^{-3} \text{K}^{-1} \) (e.g., [83]), one finds that the inequality \( \tau_Q \gg \frac{\kappa c^2 \hat{s}^2}{\kappa} \) will reduce to \( \tau_Q \gg 10^{-18} \text{ s} \) (these estimates are valid in the nondissipative limit, some redundant entrainment coefficients can be set to zero by choosing the appropriate "gauge" for the Lagrangian [78]). In Refs. [80,81], it is argued that entropy entrainment is needed to restore causality of the heat conduction equation.

\[14\text{This approach proves to be successful in deriving correct equations of ordinary and superfluid hydrodynamics [43,44,75,76].}\]

\[15\text{In Refs. [80,81], it is argued that entropy entrainment is needed to restore causality of the heat conduction equation.}\]
made for the temperature $T = 10^8$ K). Since for NS conditions, $\tau \gg 1$ s, it is absolutely safe to use the standard heat equation in all practical situations. Note also that, since the thermal conductivity $\kappa \sim \mu v^2 \tau$ [57], where $v$ is the average microscopic velocity ($v \sim c$ for electrons in NS interiors), the condition (124) reduces to $\tau \gg \tau$ (i.e., the system must be in the hydrodynamic regime, which is an expected result).

To sum up, in light of the above discussion it seems quite clear why the structure of the MHD equations obtained in this paper appears to be simpler than the formulations available in the literature.

**IX. CONCLUSION**

In the present study, we formulated equations of dissipative relativistic MHD for nonsuperfluid mixtures. These equations are rather simple and consist of the energy-momentum conservation law (1), continuity equations for each particle species (2), and Maxwell equations (11) and (12), as well as the second law of thermodynamics (16). Dissipative corrections for the particle current densities $\Delta j_{(j)}^\mu$ and for the energy-momentum tensor $\Delta \tau_{\mu\nu}$ are given by Eqs. (55) and (60), respectively. Ohm’s law (13) follows automatically from these equations. Dissipative coefficients, appearing in the proposed MHD, have a clear physical meaning and can be expressed through the quantities calculated in the microscopic theory (see Sec. VI D).

How can these MHD equations be used in practice? Let us outline some of the possibilities. First of all, one can employ the dissipative MHD for studying magnetothermal evolution in the internal layers of NSs, accounting for diffusion, macroscopic flows, and the effects of general relativity; the corresponding equations for a spherically symmetric NS with $npeH$ core composition were explicitly written out in Sec. V. Diffusion may also play an important role in damping of NS oscillations [84], although this effect has not been studied previously, to the best of our knowledge. As for the development of hydrodynamic theory, the next logical step would be to generalize the dissipative MHD to the superfluid and superconducting mixtures [51], i.e., combine the results of the present paper with the nondissipative superfluid MHD of Ref. [16]. This would open up a possibility for realistic modeling of superfluid and superconducting NS cores at finite temperatures. Finally, let us note that, while in this paper we were mainly interested in the NS-related applications, the obtained MHD equations can, in principle, be applied to any relativistic mixture, as long as it stays in the hydrodynamic regime.
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**APPENDIX A: ENTROPY PRODUCTION DUE TO NONEQUILIBRIUM REACTIONS**

Here we discuss the entropy production due to nonequilibrium chemical reactions, which is given by the term $-\frac{\mu}{T} \Delta \Gamma_j$ in Eqs. (28)–(30).

Assume for a moment that there is only one chemical reaction between particle species $j = A, B, C, D$:

$$A + B \leftrightarrow C + D. \quad (A1)$$

In this case, the source terms $\Delta \Gamma_j$ are constrained by the relations $\Delta \Gamma_A = -\Delta \Gamma_B = -\Delta \Gamma_C = -\Delta \Gamma_D = \Delta \Gamma_0$, where we introduced the quantity $\Delta \Gamma_0$. The reaction is initiated if the chemical potential imbalance $\Delta \mu \equiv \mu_A + \mu_B - \mu_C - \mu_D$ differs from zero; thus, in the linear approximation, one can write

$$\Delta \Gamma = -\lambda \Delta \mu, \quad (A2)$$

where the coefficient $\lambda$ must be positive, so that the reaction drives the system toward chemical equilibrium. In terms of $\lambda$ and $\Delta \mu$, the entropy production rate corresponding to the chemical reaction $A + B \leftrightarrow C + D$ is

$$-\frac{\mu_j}{T} \Delta \Gamma_j = \frac{\lambda}{T} (\mu_A + \mu_B - \mu_C - \mu_D) \Delta \mu = \frac{\lambda}{T} (\Delta \mu)^2. \quad (A3)$$

Now, let us analyze what happens if the reaction takes the form

$$\alpha_1 A_1 + \alpha_2 A_2 + \cdots \leftrightarrow \beta_1 B_1 + \beta_2 B_2 + \cdots, \quad (A4)$$

where $A_j$ and $B_j$ are particle species and $\alpha_j$ and $\beta_j$ are integer stoichiometric coefficients. In this case, one can introduce the reaction rate $\Delta \Gamma$ according to

$$\Delta \Gamma \equiv \Delta \Gamma_{A_1} \frac{\Delta \Gamma_{A_2}}{\alpha_1} = \cdots = -\frac{\Delta \Gamma_{B_1}}{\beta_1} = -\frac{\Delta \Gamma_{B_2}}{\beta_2} = \cdots, \quad (A5)$$

and the corresponding conjugate thermodynamic quantity called chemical affinity [85] as

$$\Delta \mu \equiv \alpha_1 \mu_{A_1} + \alpha_2 \mu_{A_2} + \cdots - \beta_1 \mu_{B_1} - \beta_2 \mu_{B_2} - \cdots. \quad (A6)$$

When all stoichiometric coefficients are equal to $\pm 1$, affinity reduces to the chemical potential imbalance used above. With these definitions, one obtains the same result as in the previous case.
Finally, in the most general case of several chemical reactions, one should proceed by introducing the quantities \( \lambda_X > 0 \), \( \Delta \Gamma_X \), and \( \Delta \Gamma_Y \) for each reaction \( X \) and, summing up the contribution from all these reactions, arrive at the final result

\[
- \frac{\mu_{ij}}{T} \Delta \Gamma_j = \frac{\lambda_X}{T} (\Delta \mu_X)^2. \tag{A7}
\]

In the case of non-\( \mu \) matter with beta processes turned on, Eq. (A7) reduces to

\[
- \frac{\mu_{ij}}{T} \Delta \Gamma_j = \frac{\lambda_e}{T} (\Delta \mu_e)^2 + \frac{\mu_p}{T} (\Delta \mu_p)^2, \tag{A8}
\]

where \( \Delta \mu_e \equiv \mu_e - \mu_p - \mu_e \) and \( \Delta \mu_p \equiv \mu_n - \mu_p - \mu_p \).

**APPENDIX B: GENERAL FORM OF KINETIC COEFFICIENTS**

In this Appendix, we derive the most general form of kinetic coefficients under conditions discussed in Sec. IV B (homogeneous matter, with the only preferred direction in the comoving frame described by the magnetic induction \( B \)). The kinetic coefficients in such matter can be expressed through \( u^\nu, \perp_{\mu
u}, b_\mu = \mp \sqrt{B^\alpha B^\alpha} \), and (scalar) equilibrium thermodynamic quantities.

Let us start with the coefficient \( A_{jk}^{\mu\nu} \). Generally, it has the form

\[
A_{jk}^{\mu\nu} = a_{1jk} \perp_{\mu\nu} + a_{2jk} u^\mu u^\nu + a_{3jk} b_\mu b_\nu + a_{4jk} b_\mu a_\nu. \tag{B1}
\]

Note that the terms containing \( u^\mu b_\nu \) do not appear here, since they vanish identically in view of Eq. (48). One can also omit the term \( a_{2jk} b_\mu u^\nu \), since \( d_{(k)\nu} \) [see Eq. (32)] is orthogonal to \( u^\nu \) and, therefore, this term does not enter the expression (34) for \( \Delta J^{(j)}_\nu \). The expression (B1) satisfies Eq. (41) automatically. The Onsager principle (49) reads

\[
A_{jk}^{\mu\nu} (B) = a_{1jk} \perp_{\mu\nu} + a_{3jk} b_\mu b_\nu + a_{4jk} b_\mu a_\nu
= A_{jk}^{\nu\mu} (B) = a_{1kj} \perp_{\nu\mu} - a_{3kj} b_\mu b_\nu + a_{4kj} b_\mu a_\nu. \tag{B2}
\]

Since this condition must be true for all \( b_\mu \), one can conclude that

\[
a_{1jk} = a_{1kj}, \quad a_{3jk} = a_{3kj}, \quad a_{4jk} = a_{4kj}. \tag{B3}
\]

Using the identity

\[
b_\mu b_\nu b_\alpha \equiv \perp_{\mu\nu} - b_\mu b_\nu \tag{B4}
\]

and introducing the quantities \( D_{jk}^{\mid\mid} \equiv a_{1jk}, \ D_{jk}^{\perp} \equiv a_{1jk} + a_{4jk}, \) and \( D_{jk}^{\parallel} \equiv a_{3jk} \), finally arrive at the following expression:

\[
A_{jk}^{\mu\nu} = D_{jk}^{\parallel} b_\mu b_\nu + D_{jk}^{\perp} (\perp_{\mu\nu} - b_\mu b_\nu) + D_{jk}^{\parallel\parallel} b_\mu b_\nu. \tag{B5}
\]

Similarly, one can show that, in the absence of a magnetic field,

\[
A_{jk}^{\mu\nu} = D_{jk} \perp_{\mu\nu}. \tag{B6}
\]

Now, let us consider the coefficients \( B_{jk}^{\mu\nu} \) and \( C_{jk}^{\mu\nu} \). The general form for \( C_{jk}^{\mu\nu} \), satisfying the constraint (40), is

\[
C_{jk}^{\mu\nu} = c_{1j} u^\mu u^\nu + c_{2j} (u^\mu \perp_{\nu\lambda} + u^\nu \perp_{\mu\lambda}) + c_{3j} \perp_{\mu\nu}
+ c_{4j} (u^\mu b_\lambda + u^\nu b_\lambda) + c_{5j} (u^\mu a_\lambda b_\sigma a_\alpha)
+ u^\mu b_\mu b_\lambda b_\alpha + c_{6j} u^\mu b_\mu b_\nu b_\lambda. \tag{B7}
\]

The first term can be omitted, since it does not enter the expressions for \( \Delta J^{(j)}_\mu \) (34) and for \( \Delta J^{(\mu)}_\nu \) (35) in view of the equalities \( u_\mu d_{(j)\mu} = u^\mu \perp_{\nu\lambda} u_\nu = 0 \). Substituting Eq. (B7) into the condition (43), one obtains

\[
u_\mu c_{4j}^{\mu\nu} d_{(j)\lambda} = -c_{2j} d_{(j)\lambda} - c_{4j} b_\mu b_\lambda d_{(j)\mu} - c_{5j} b_\mu b_\sigma b_\alpha b_\lambda d_{(j)\lambda} = 0, \tag{B8}
\]

which implies

\[
c_{2j} = c_{4j} = c_{5j} = 0. \tag{B9}
\]

Thus, \( C_{jk}^{\mu\nu} \) takes the form

\[
C_{jk}^{\mu\nu} = c_{3j} u^\mu \perp_{\mu\nu} + c_{6j} \perp_{\mu\nu} b_\mu b_\nu b_\lambda. \tag{B10}
\]

Now let us make use of the constraint (42) on \( B_{jk}^{\mu\nu} \). Substituting Eqs. (51) and (B10) into the condition (42), one finds

\[
u_\mu b_\mu b_\lambda \perp_{\nu\lambda} u_\lambda = c_{3j} \perp_{\nu\lambda} u_\lambda + c_{6j} b_\mu a_\sigma b_\alpha \perp_{\nu\lambda} u_\lambda = 0, \tag{B11}
\]

which can be satisfied for arbitrary \( \perp_{\nu\lambda} u_\lambda \) and \( b_\mu \) only if \( c_{3j} = c_{6j} = 0 \). As a result, we proved that

\[
B_{jk}^{\mu\nu} = C_{jk}^{\mu\nu} = 0. \tag{B12}
\]

Finally, let us consider the tensor \( D_{jk}^{\mu\nu} \). Generally, it can be expressed in terms of the following rank-4 tensors:

\[
u_\mu u_\nu u_\rho u_\sigma, \ u^\mu u^\nu u^\rho u^\sigma, \ u^\mu u^\nu \perp_{\rho\sigma}, \ u^\nu \perp_{\mu\rho} b_\sigma, \ g^{\mu\nu} b_\alpha b_\beta, \ g^{\mu\nu} \perp_{\rho\sigma} b_\alpha b_\beta, \ g^{\mu\nu} b_\rho b_\sigma b_\alpha, \ b_\mu b_\nu b_\rho b_\sigma, \ b_\mu b_\nu \perp_{\rho\sigma}, \ b_\mu b_\nu b_\alpha b_\beta, \ b_\mu b_\nu b_\alpha b_\beta. \tag{B4}
\]

For further convenience, we introduce the tensor \( \Xi^{\mu\nu} \equiv b_\mu b_\nu a_\alpha \) and, noting that \( \perp_{\mu\nu} = \Xi^{\mu\nu} + b_\mu b_\nu \) [see Eq. (B4)], express \( D_{jk}^{\mu\nu} \) in terms of \( u^\mu u^\nu u^\rho u_\alpha, \ u^\mu u^\nu \perp_{\rho\sigma}, \ u^\nu \perp_{\mu\rho} b_\sigma, \ g^{\mu\nu} \Xi^{\rho\sigma}, \ g^{\mu\nu} \Xi^{\rho\sigma}, \ g^{\mu\nu} \Xi^{\rho\sigma}, \ g^{\mu\nu} \Xi^{\rho\sigma}, \ b_\mu b_\nu b_\rho b_\sigma, \ b_\mu b_\nu b_\rho b_\sigma, \ b_\mu b_\nu b_\rho b_\sigma, \) and \( b_\mu b_\nu b_\rho b_\sigma \Xi^{\mu\nu} \). The tensors \( u^\mu u^\nu, \ \Xi^{\mu\nu}, \ \Xi^{\mu\nu}, \) and \( b_\mu b_\nu \) in the comoving frame, in which the magnetic field is directed along the \( z \) axis, \( B = B_z \), have the following form:
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\[ u^\mu u^\nu = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \Xi^{\mu} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad b^{\mu \nu} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad b^\mu \bot b^\nu = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \] (B13)

The general form of \( D^{\mu \lambda \nu \sigma} \), satisfying conditions (39) and (50), reads

\[
D^{\mu \lambda \nu \sigma} = d_1 u^\mu u^\nu u^\sigma + d_2 [u^\mu u^\nu \Xi^{\lambda \sigma} + u^\lambda u^\sigma] + d_3 [u^\mu u^\nu \Xi^{\sigma \lambda} + u^\lambda u^\sigma + u^\sigma u^\lambda] + d_4 [u^\mu u^\nu b^\rho b^\sigma + u^\mu u^\nu b^\rho b^\sigma + u^\mu u^\nu b^\rho b^\sigma + u^\mu u^\nu b^\rho b^\sigma + u^\mu u^\nu b^\rho b^\sigma] + d_5 \Xi^{\mu \lambda \nu \sigma} + d_7 [\Xi^{\mu \lambda \nu} + \Xi^{\mu \nu \lambda}] + d_8 \Xi^{\mu \lambda \nu \sigma} b^\rho b^\sigma + \Xi^{\lambda \nu} b^\rho b^\sigma + d_9 [\Xi^{\mu \lambda \nu} b^\rho b^\sigma + \Xi^{\nu \lambda} b^\rho b^\sigma + \Xi^{\nu \lambda} \Xi^{\lambda \nu} b^\rho b^\sigma + \Xi^{\nu \lambda} \Xi^{\lambda \nu} b^\rho b^\sigma] + d_{10} b^\mu b^\nu b^\rho b^\sigma + d_{11} [u^\mu b^\nu b^\rho b^\sigma + u^\mu b^\nu b^\rho b^\sigma + u^\mu b^\nu b^\rho b^\sigma + u^\mu b^\nu b^\rho b^\sigma] + d_{12} [\Xi^{\mu \lambda \nu} b^\rho b^\sigma + \Xi^{\nu \lambda} b^\rho b^\sigma + \Xi^{\nu \lambda} \Xi^{\lambda \nu} b^\rho b^\sigma + \Xi^{\nu \lambda} \Xi^{\lambda \nu} b^\rho b^\sigma] + d_{13} [b^\mu b^\nu b^\rho b^\sigma + b^\mu b^\nu b^\rho b^\sigma + b^\mu b^\nu b^\rho b^\sigma + b^\mu b^\nu b^\rho b^\sigma]. \] (B14)

Here, we do not write the term proportional to \( b_{\mu \nu} b_{\sigma} + b_{\sigma \mu} b_{\nu} \), since it can be expressed through other terms [86].

Now, let us note that we should omit the terms depending on \( u^\lambda \) and \( u^\sigma \) in the expression (B14) [since \( u^\lambda \nabla \nabla u_\sigma = 0 \), they do not enter the expression (35) for \( \Delta \tau^{\mu \nu} \)] and also the terms depending on \( u^\mu \) and \( u^\nu \) [otherwise, the constraint (44) is not satisfied]. As a result, \( D^{\mu \lambda \nu \sigma} \) takes the form

\[
D^{\mu \lambda \nu \sigma} = d_6 \Xi^{\mu \lambda \nu \sigma} + d_7 [\Xi^{\mu \lambda \nu} b^\rho b^\sigma + \Xi^{\lambda \nu} b^\rho b^\sigma + d_9 [\Xi^{\mu \lambda \nu} b^\rho b^\sigma + \Xi^{\nu \lambda} b^\rho b^\sigma + \Xi^{\nu \lambda} \Xi^{\lambda \nu} b^\rho b^\sigma + \Xi^{\nu \lambda} \Xi^{\lambda \nu} b^\rho b^\sigma] + d_{10} b^\mu b^\nu b^\rho b^\sigma + d_{12} [\Xi^{\mu \lambda \nu} b^\rho b^\sigma + \Xi^{\nu \lambda} b^\rho b^\sigma + \Xi^{\nu \lambda} \Xi^{\lambda \nu} b^\rho b^\sigma + \Xi^{\nu \lambda} \Xi^{\lambda \nu} b^\rho b^\sigma] + d_{13} [b^\mu b^\nu b^\rho b^\sigma + b^\mu b^\nu b^\rho b^\sigma + b^\mu b^\nu b^\rho b^\sigma + b^\mu b^\nu b^\rho b^\sigma]. \] (B15)

It has seven independent terms and, hence, seven viscosity coefficients. In terms of viscosity coefficients introduced in Ref. [57], \( D^{\mu \lambda \nu \sigma} \) can be presented as

\[
D^{\mu \lambda \nu \sigma} = \begin{pmatrix} \frac{2}{3} \eta_0 & -\eta_1 & \frac{1}{3} \eta_0 + \zeta + \zeta_1 \end{pmatrix} \Xi^{\mu \lambda \nu \sigma} + \eta_1 [\Xi^{\mu \lambda} \Xi^{\nu \sigma} + \Xi^{\nu \lambda} \Xi^{\mu \sigma}] + \begin{pmatrix} -\frac{2}{3} \eta_0 + \zeta + \zeta_1 \end{pmatrix} \Xi^{\mu \lambda} b^\rho b^\sigma + \Xi^{\nu \lambda} b^\rho b^\sigma \\
\frac{4}{3} \eta_0 + \zeta + 2 \zeta_1 \end{pmatrix} b^\mu b^\nu b^\rho b^\sigma \\
\frac{1}{3} \eta_3 [\Xi^{\mu \lambda} b^\rho b^\sigma + \Xi^{\nu \lambda} b^\rho b^\sigma + \Xi^{\nu \lambda} \Xi^{\lambda \nu} b^\rho b^\sigma + \Xi^{\nu \lambda} \Xi^{\lambda \nu} b^\rho b^\sigma] + \eta_4 [b^\mu b^\nu b^\rho b^\sigma + b^\mu b^\nu b^\rho b^\sigma + b^\mu b^\nu b^\rho b^\sigma + b^\mu b^\nu b^\rho b^\sigma]. \] (B16)

where \( \eta_0, \ldots \eta_4 \) are five shear viscosity coefficients and \( \zeta \) and \( \zeta_1 \) are two bulk viscosity coefficients, determining the trace of the tensor \( \Delta \tau^{\mu \nu} \) (60):

\[
\Delta \tau^{\mu \nu} = -D^{\mu \lambda \nu \sigma} \nabla \nabla u_\sigma = - (3 \zeta + 4 \zeta_1) \Xi^{\lambda \nu} \nabla \nabla u_\sigma - (3 \zeta + 4 \zeta_1) b^\rho b^\sigma \nabla \nabla u_\sigma. \] (B17)

The coefficients \( \eta_0, \eta_1, \eta_2, \zeta \), and \( \zeta_1 \) must be non-negative in order to ensure entropy growth. The terms depending on \( \eta_3 \) and \( \eta_4 \) do not contribute to the entropy production, so these two coefficients can have arbitrary signs. The shear viscosity coefficients \( \eta_0, \ldots \eta_4 \) have not been calculated for magnetized neutron star cores to our knowledge. For a magnetized NS crust, they were calculated in Ref. [87] (note that \( \eta_3 \) and \( \eta_4 \) in that paper have the opposite sign as compared to our definition).

A similar expression for \( D^{\mu \lambda \nu \sigma} \) was derived in Ref. [86], where relativistic dissipative MHD of a one-component liquid was analyzed; note, however, that the authors of Ref. [86] used different definitions of viscosity coefficients.

One can show that, in the absence of a magnetic field, \( D^{\mu \lambda \nu \sigma} \) takes the form [36]

\[
D^{\mu \lambda \nu \sigma} = \eta [\frac{1}{2} \mu \lambda \nabla \nabla + \frac{1}{2} \lambda \nu \nabla \nabla + \left( \frac{2}{3} \eta \right) \nabla \nabla + \frac{1}{3} \nabla \nabla + \frac{1}{3} \nabla \nabla + \frac{1}{3} \nabla \nabla] \] (B18)

in order to satisfy the conditions (37) and (39). Here, \( \eta \) and \( \zeta \) are (non-negative) shear and bulk viscosity coefficients, respectively.
APPENDIX C: DIFFUSION COEFFICIENTS FOR N-COMPONENT PLASMA

In this Appendix, we describe how to express diffusion coefficients $D_{jk}^{||}$, $D_{jk}^\perp$, and $D_{jk}^H$ through the momentum transfer rates $J_{jk}$ for the case of N-component plasma in the low-temperature limit, considered in Sec. VII D. To find these relations, we rewrite the system (109) and (110) in terms of particle current perturbations $\Delta j_{(j)} = n_j\mu_j/c$ and vectors $d_{(j)} = \frac{\nu_{a_j}-cE}{T}$, solve it with respect to $\Delta j_{(j)}$, and compare the result with Eq. (52). Here, as in Sec. VII D, we do not set $c = 1$ and do not assume summation over repeated indices.

Being expressed in terms of $\Delta j_{(j)}$ and $d_{(j)}$, Eqs. (109) and (110) (divided by $\mu_j\mu_n$) read, respectively,

\[
\frac{1}{c^2} \frac{\partial U}{\partial t} = -\frac{T}{\mu_j} d_{(j)} + \frac{e_j}{\mu_j n_j} [\Delta j_{(j)} \times B] - \frac{c}{\mu_j n_j} \sum_{k \neq j} J_{jk} \left( \frac{\Delta j_{(j)}}{n_j} - \frac{\Delta j_{(k)}}{n_k} \right), \tag{C1}
\]

\[
\sum_j \mu_j \Delta j_{(j)} = 0. \tag{C2}
\]

Substituting $\Delta j_{(j)}$ from Eq. (52) into the system (C1) and (C2) and taking into account that vectors $d_{(k)}$ and $d_{(k)}\perp$ are arbitrary, one can express the coefficients $D_{jk}^{||}$, $D_{jk}^\perp$, and $D_{jk}^H$ through the momentum transfer rates $J_{jk}$.

Let us present a step-by-step algorithm for finding the coefficients $D_{jk}^{||}$, $D_{jk}^\perp$, and $D_{jk}^H$ (all other coefficients can be determined in a similar way). It is sufficient to consider the case when $d_{(k)} = 0$ and $d_{(k)}\perp = 0$ for all $k \neq 1$. Then Eq. (C2) reduces to

\[
\sum_j \mu_j J_{j1}^{(1)} = 0, \quad \sum_j \mu_j J_{j1}^{(1)} = 0, \quad \sum_j \mu_j J_{j1}^H = 0. \tag{C4}
\]

Equation (C1), after substituting $\Delta j_{(j)}$ from Eq. (52) and gathering coefficients at $d_{(1)}^{||}$, $d_{(1)}^\perp$, and $[d_{(1)}^\perp \times b]$, yields

\[
\frac{1}{c^2} \frac{\partial U}{\partial t} = \left[ -\frac{T}{\mu_j} \delta_{1j} - \frac{c}{\mu_j n_j} \sum_{k \neq 1} J_{jk} \left( \frac{D_{j1}^{||}}{n_j} + \frac{D_{kl}^{||}}{n_k} \right) \right] d_{(1)}^{||} + \left[ -\frac{T}{\mu_j} \delta_{1j} + \frac{e_j B}{\mu_j n_j} D_{j1}^H - \frac{c}{\mu_j n_j} \sum_{k \neq j} J_{jk} \left( \frac{D_{j1}^\perp}{n_j} + \frac{D_{kl}^\perp}{n_k} \right) \right] d_{(1)}^\perp
\]

\[
+ \left[ -\frac{e_j B}{\mu_j n_j} D_{j1}^H - \frac{c}{\mu_j n_j} \sum_{k \neq j} J_{jk} \left( \frac{D_{j1}^H}{n_j} + \frac{D_{kl}^H}{n_k} \right) \right] [d_{(1)}^\perp \times b]. \tag{C5}
\]

Now let us subtract Eq. (C1) for $j = 2, 3, \ldots, N$ from Eq. (C1) for $j = 1$. Equating coefficients at $d_{(1)}^{||}$, $d_{(1)}^\perp$, and $[d_{(1)}^\perp \times b]$ to zero, we obtain

\[
\left[ -\frac{c}{\mu_j n_j} \sum_{k \neq 1} J_{1k} \left( \frac{D_{11}^{||}}{n_1} + \frac{D_{kl}^{||}}{n_k} \right) \right] - \left[ -\frac{c}{\mu_j n_j} \sum_{k \neq j} J_{jk} \left( \frac{D_{j1}^{||}}{n_j} + \frac{D_{kl}^{||}}{n_k} \right) \right] = \frac{T}{\mu_1}, \quad j = 2 \cdots N, \tag{C6}
\]

\[
\left[ \frac{e_j B}{\mu_1 n_1} D_{11}^H - \frac{c}{\mu_1 n_1} \sum_{k \neq 1} J_{1k} \left( \frac{D_{11}^H}{n_1} + \frac{D_{kl}^H}{n_k} \right) \right] - \left[ \frac{e_j B}{\mu_j n_j} D_{j1}^H - \frac{c}{\mu_j n_j} \sum_{k \neq j} J_{jk} \left( \frac{D_{j1}^H}{n_j} + \frac{D_{kl}^H}{n_k} \right) \right] = \frac{T}{\mu_1}, \quad j = 2 \cdots N, \tag{C7}
\]

\[
\left[ -\frac{e_j B}{\mu_1 n_1} D_{11}^H - \frac{c}{\mu_1 n_1} \sum_{k \neq 1} J_{1k} \left( \frac{D_{11}^H}{n_1} + \frac{D_{kl}^H}{n_k} \right) \right] - \left[ \frac{e_j B}{\mu_j n_j} D_{j1}^H - \frac{c}{\mu_j n_j} \sum_{k \neq j} J_{jk} \left( \frac{D_{j1}^H}{n_j} + \frac{D_{kl}^H}{n_k} \right) \right] = 0, \quad j = 2 \cdots N. \tag{C8}
\]

Equations (C6)–(C8) for $j = 2, \ldots, N$ together with the conditions (C4) can be written, in the matrix form, as

\[
\begin{pmatrix}
M^{(||1)} & 0 & 0 \\
0 & M^{(||1)} & M^{H(1)} \\
M^{H(1)} & 0 & M^{(H1)}
\end{pmatrix}
\begin{pmatrix}
\mathcal{U}^{(||1)} \\
\mathcal{U}^{(||1)} \\
\mathcal{U}^{(H1)}
\end{pmatrix}
= \begin{pmatrix}
\mathcal{Y}^{(1)} \\
\mathcal{Y}^{(1)} \\
\mathcal{Y}^{(1)}
\end{pmatrix}. \tag{C9}
\]
where $X^{(1)}$, $X^{\perp(1)}$, $X^{H(1)}$, and $Y^{(1)}$ are $N$-dimensional vectors:

$$X^{(1)} = (D^{(1)}_{11}, D^{(1)}_{21}, \ldots, D^{(1)}_{N1})^T,$$  \hspace{1cm} (C10)

$$X^{\perp(1)} = (D^{\perp(1)}_{11}, D^{\perp(1)}_{21}, \ldots, D^{\perp(1)}_{N1})^T,$$  \hspace{1cm} (C11)

$$X^{H(1)} = (D^{H(1)}_{11}, D^{H(1)}_{21}, \ldots, D^{H(1)}_{N1})^T,$$  \hspace{1cm} (C12)

$$Y^{(1)} = \left(0, \frac{T}{\mu_1}, \frac{T}{\mu_2}, \ldots, \frac{T}{\mu_1}\right)^T,$$  \hspace{1cm} (C13)

while $M_i^{(1)}$ and $M_j^{H(1)}$ are $N \times N$ matrices, whose elements are determined as ($\delta_{jk}$ is the Kronecker delta):

$$M_{jk}^{(1)} = \mu_k, \quad k = 1 \ldots N,$$  \hspace{1cm} (C14)

$$M_{ji}^{(1)} = \frac{c}{\mu_1 n_1} \sum_{l \neq j} J_{jl} + \frac{c}{\mu_2 n_1} J_{jl}, \quad j = 2 \ldots N,$$  \hspace{1cm} (C15)

$$M_{jk}^{(1)} = -\frac{c}{\mu_1 n_1} J_{jk} - \frac{c}{\mu_2 n_1} J_{jk} - \delta_{jk} \sum_{l \neq j} J_{jl}, \quad j, k = 2 \ldots N,$$  \hspace{1cm} (C16)

$$M_{jk}^{H(1)} = \frac{e_1 B}{\mu_1 n_1} \delta_{ijk} - \frac{e_2 B}{\mu_2 n_1} \delta_{ijk}, \quad j, k = 1 \ldots N.$$  \hspace{1cm} (C17)

Solving Eq. (C9), one can find the coefficients $D^{(1)}_{ji}$, $D^{\perp(1)}_{ji}$, and $D^{H(1)}_{ji}$. Matrices $D^{(1)}_{jk}$, $D^{\perp(1)}_{jk}$, and $D^{H(1)}_{jk}$ with $k \neq 1$ can be obtained in a similar way. One can also directly check that these matrices are symmetric; i.e., the Onsager principle is satisfied (remember that $J_{jk} = J_{kj}$).
