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Abstract

Laser cladding processing can be found in many industrial applications. A lot of different materials processing were studied in the last years. To improve the process, one may evaluate the phenomena behaviour from a theoretical and computational point of view. In our model, we consider that the phase transition to the melted pool is treated using an absorption coefficient which can underline liquid formation. In the present study, we propose a semi-analytical model. It supposes that melted pool is in first approximation a “sphere”, and in consequence, the heat equation is solved in spherical coordinates. Using the Laplace transform, we will solve the heat equation without the assumption that “time” parameter should be interpolated linearly. 3D thermal graphics of the Cu substrate are presented. Our model could be applied also for electron cladding of metals. We make as well a comparison of the cladding method using laser or electron beams. We study the process for different input powers and various beam velocities. The results proved to be in good agreement with data from literature.
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1. Introduction

The laser processing of materials is a continuous subject of study from a practical and theoretical point of view [1–3]. Laser cladding is a very important application in laser processing [4]. Laser cladding started in the 1980s and was widely implemented in industry. Meanwhile, the application of the laser cladding has exploded especially in 3D additive manufacturing at a relatively low production cost. From theoretical point of view, the mentioned application was studied in Refs. [5, 6]. In the present study, we want to generalize the existent theory to laser beams with different transverse multimode intensities. We will use the heat diffusion equation for the melted pool [5, 6]. We note the depth of the melted pool with $H$. It is reasonable to consider that the depth of the melted pool varies between 0.2 and 2.5 mm, for a CO$_2$ incident laser beam of 1 KW. The speed of laser is considered to
vary from 0 to 100 mm/s. The main purpose of engineering technology science is to achieve the best quality of the product with the maximum use of facilities and resources. In these terms, laser cladding is a very delicate process. In consequence, all kinds of modelling are welcome. In general, we find in literature a lot of experiments, but for a laboratory which wants to start to build up a laser cladding set-up for the first time, theoretical and computer modelling are essential for the experimental success.

The powder attenuation is defined as the following ratio:

$$X_p = \frac{P_L - P'_L}{P_L}$$  \hspace{1cm} (1)

where $P_L$ is the laser power and $P'_L$ is the transmitted laser power, which is in interaction with the work piece surface. We will focus to determine the temperature in the melted pool. For this we will choose a more realistic model (regarding the “time” parameter), writing the heat carried into the melted pool by the expression:

$$Q_p = I(X, Y, Z) \cdot (\alpha_p X_p + \alpha_p X_p (1 - \alpha_p) (1 - \alpha_W) (h(t) - h(t - t_0))) = Q_p (r, \theta, \phi)$$  \hspace{1cm} (2)

where $t_0$ is the exposure time, $\alpha_p$ is powder absorption coefficient and $\alpha_W$ is the workpiece absorption coefficient.

2. The analytical model

The novelty of the proposed model is that we consider the melted pool like a sphere with diameter $H$. Using the Laplace transform, we will solve the heat equation avoiding making the assumption that “time” parameter should be interpolated linearly. The heat equation in spherical coordinates is:

$$\frac{\partial^2 T}{\partial r^2} + 2 \frac{\partial T}{\partial r} + \frac{1}{r^2} \left( 1 - \mu^2 \right) \frac{\partial^2 T}{\partial \mu^2} + \frac{1}{r^2} \left( 1 - \mu^2 \right) \frac{\partial^2 T}{\partial \varphi^2} = \frac{1}{\gamma} \frac{\partial T}{\partial t} - \frac{Q_p(r, \theta, \phi, t)}{k}$$  \hspace{1cm} (3)

In Eq. (3), $T$ is temperature variation; $r$, $\theta$ and $\varphi$ are the spherical coordinates; $\gamma$ is thermal diffusivity; and $k$ represents the thermal conductivity. For simplicity, we will note for the rest of the present study $Q = Q_p$.

We have the following relationships:

$$T|_{t=0} = 0 \text{ and } \mu = \cos \theta$$  \hspace{1cm} (4)

The boundary conditions are:

$$k \frac{\partial T}{\partial r} \bigg|_{r=a} + h \cdot T = 0$$  \hspace{1cm} (5)

where $a = H/2$ is the irradiated sphere radius and $h$ is the thermal transfer coefficient.

We have the following relationships that are necessary to eliminate the variable $\varphi$:

$$\frac{\partial^2 F_1}{\partial \varphi^2} + m^2 F_1 = 0 \text{ and } F_1|_{\varphi=0} = F_1|_{\varphi=\pi}$$  \hspace{1cm} (6)
We obtain:

\[ F_1(\phi) = \cos m\phi \text{ for } p = 2m \]  

and

\[ F_2(\phi) = \sin m\phi \text{ for } p = 2m - 1 \]  

Such conditions lead to:

\[ \frac{\partial^2 T}{\partial r^2} + \frac{2}{r} \frac{\partial T}{\partial r} + \frac{1}{r^2} \left( \frac{\partial}{\partial \mu} \left( 1 - \mu^2 \right) \frac{\partial T}{\partial \mu} - \frac{m^2}{1 - \mu^2} T \right) = \frac{1}{\gamma} \frac{\partial T}{\partial t} - \frac{Q(r, \theta, p, t)}{k} \]  

where

\[ T(r, \theta, p, t) = T(r, \theta, m, t) = \int_0^{2\pi} T(r, \theta, \phi, t) F_3(\phi) d\phi; p = \begin{cases} 2m & \text{for } 2m \text{ even} \\ 2m - 1 & \text{for } 2m - 1 \text{ odd} \end{cases} \]  

Now, in order to eliminate the variable \( \theta \), we assume that:

\[ F_3 T = \frac{\partial}{\partial \mu} \left( 1 - \mu^2 \right) \frac{\partial T}{\partial \mu} - \frac{m^2}{1 - \mu^2} T \]  

We have:

\[ \frac{\partial}{\partial \mu} \left( 1 - \mu^2 \right) \frac{\partial F_3}{\partial \mu} + \left( \lambda - \frac{m^2}{1 - \mu^2} \right) F_3 = 0 \]  

where

\[ \lambda = n(n + 1)(n = 0, 1, 2, \ldots) \text{ and } F_3 = P_{nm}(\cos \theta) \]  

where \( P_{nm} \) are the associated Legendre polynomials.

To eliminate the variable \( r \), we have to consider that:

\[ \frac{\partial^2 \tilde{T}}{\partial r^2} + \frac{2}{r} \frac{\partial \tilde{T}}{\partial r} - \frac{n(n + 1)}{r^2} \tilde{T} = \frac{1}{\gamma} \frac{\partial \tilde{T}}{\partial t} - \tilde{Q}(r, \gamma, p, t) \]  

where \( \gamma = \begin{cases} 2m & \text{for } 2m \text{ even} \\ 2m - 1 & \text{for } 2m - 1 \text{ odd} \end{cases} \) and the heat equation is the following:

\[ \tilde{T} = \frac{\tilde{u}}{r^{1/2}} \frac{\partial^2 \tilde{u}}{\partial \mu^2} + \frac{1}{r} \frac{\partial \tilde{u}}{\partial \mu} - \frac{(n + \frac{1}{2})^2}{r^2} \tilde{u} = \frac{1}{\gamma} \frac{\partial \tilde{u}}{\partial t} - \tilde{Q}(r, \gamma, p, t) \]  

We have:

\[ \frac{\partial^2 F_3}{\partial r^2} + \frac{1}{r} \frac{\partial F_3}{\partial r} + \left[ \lambda^2 - \frac{(n + \frac{1}{2})^2}{r} \right] F_3 = 0 \]  

The theory says that:

\[ |F_3|_{r=0} < \infty \text{ si } k \frac{\partial F_3}{\partial r} \bigg|_{r=a} + h F_3 = 0 \]
The obtained result is:

\[ F_z = J_{n+\frac{1}{2}}(\lambda a) \]  

and

\[ k \left( J_{n-\frac{1}{2}}(\lambda a) - J_{n+\frac{1}{2}}(\lambda a) \right) + hJ_{n+\frac{1}{2}}(\lambda a) = 0 \]  

To eliminate the temporal variable, we use the direct and reverse Laplace transform. Thus we obtain [1]:

\[
T(r, \theta, \varphi, t) = \frac{1}{r^2} \sum_{m=0}^{\infty} \sum_{n,s=1}^{\infty} \frac{1}{C_{mn} \cdot C_{ns}} \cdot \frac{1}{J_n^{\prime} \left( \lambda_{ns} \right)} \left[ 1 - e^{-\lambda_{ns} \cdot t} - \left( 1 - e^{-\lambda_{ns} \cdot (t-t_0)} \right) \right] \cdot H(t-t_0) \\
\cdot J_{n+\frac{1}{2}}(\lambda r) \cdot P_{nm}(\cos \theta) \cdot \sin(m \varphi) \cdot \left( \int_{0}^{\theta_{\text{max}}} \int_{0}^{2\pi_r} \frac{E(E_0, r, \cos \theta)}{C} \cdot r^2 \cdot J_{n+\frac{1}{2}}(\lambda r) \cdot P_{nm}(\cos \theta) \cdot \sin(m \varphi) \cdot d\theta \cdot d\varphi \right)
\]

In the above relationship:

\[ C_{mn} = \frac{1}{2} a \left[ J_{n+\frac{1}{2}}'(\lambda a) \right] \]  

and

\[ \delta = \begin{cases} 2 & \text{for } m = 0 \\ 1 & \text{for } m \neq 0 \end{cases} \]  

but also

\[ C_{ns} = \frac{1}{2} a \left[ J_{n+\frac{1}{2}}'(\lambda a) \right] \]  

The laser beam as compared to electron beam may be considered to be a sum of decoupled transverse modes, and one can write using a superposition of different transverse modes:

\[ I = \sum_{i, m, n} p_i I_{mn} \]  

where \( p_i \) are real numbers chosen in such a way to obtain the wanted laser intensity (from spatial distribution and intensity values’ point of view).

3. Simulations and comments

Let us consider the cladding processing on a Cu substrate. The input parameters corresponding to Figures 1–7 are collected in Table 1. We have chosen various
situations, for example, different transverse modes (for laser beam), various velocities, incident powers and values of $H$.

For electron beam processing [7], one may consult the Katz and Penfolds absorption law [8] and also Tabata-Ito-Okabe absorption law [9].

In Figure 1, the thermal field for Gaussian laser beam is presented, when $V = 0$ mm/s, $P = 1$ KW, $H = 2$ mm and the substrate is Cu. In Figure 2 the thermal field for Gaussian laser beam is given when $V = 10$ mm/s, $P = 1$ KW and $H = 2$ mm. In Figure 3 the thermal field for TEM$_{03}$ laser beam is presented, when $V = 0$ mm/s, $P = 2$ KW and $H = 3$ mm. Figure 4 shows the thermal field for TEM$_{03}$ laser beam, when $V = 10$ mm/s, $P = 4$ KW and $H = 4$ mm. Figure 5 represents the thermal field for TEM$_{03}$ laser beam, when $V = 100$ mm/s, $P = 10$ KW and $H = 3$ mm.

If one compares Figures 1 and 2, the differences in the spatial distribution of thermal field for the two cases can be seen. On the other hand, the comparison of Figures 3–5 shows that for TEM$_{03}$ we do not have significant changes in thermal profile but a proportional increase of the incident power with $H$.

In Figures 6 and 7, we have as scanning source an electron beam of power $P = 1$ KW. If in Figure 6 $V = 0$ mm/s, while in Figure 7 the speed is $V = 10$ mm/s. Our simulations show a decrease of thermal field with the increase of scanning velocity.

As observed from Table 2, Cu behaves very similarly with Au, Ag and Al from a thermal point of view [10]. Accordingly, we may consider that Figures 1–7 are also meaningful if we use substrates from Au, Ag or Al.

Figure 1.
The thermal field for a Gaussian laser beam when $V = 0$ mm/s, $P = 1$ KW and $H = 2$ mm. The substrate is supposed to be from Cu.
Figure 2.
The thermal field for a Gaussian laser beam when $V = 10 \text{ mm/s}$, $P = 1 \text{ KW}$ and $H = 2 \text{ mm}$. The substrate is supposed to be from Cu.

Figure 3.
The thermal field for a TEM$_{03}$ laser beam when $V = 0 \text{ mm/s}$, $P = 2 \text{ KW}$ and $H = 3 \text{ mm}$. The substrate is supposed to be from Cu.
Figure 4.
The thermal field for a TEM$_{03}$ laser beam when $V = 10$ mm/s, $P = 4$ KW and $H = 4$ mm. The substrate is supposed to be from Cu.

Figure 5.
The thermal field for a TEM$_{03}$ laser beam, when $V = 100$ mm/s, $P = 10$ KW and $H = 3$ mm. The substrate is supposed to be from Cu.
Figure 6.
The thermal field for a Gaussian electron beam when $V = 0$ mm/s, $P = 1$ KW and $H = 2$ mm. The substrate is supposed to be from Cu.

Figure 7.
The thermal field for a Gaussian electron beam when $V = 10$ mm/s, $P = 1$ KW and $H = 2$ mm. The substrate is supposed to be from Cu.
4. Conclusions

Our major conclusions are as follows: apart from Gaussian case, the increase in velocity of the other transversal modes does not affect too much the thermal profile; and second the large difference between the electron cladding and laser cladding is that in electron cladding an increase of beam velocity affects in an important amount the values of the thermal fields. The higher the velocity of electron beam, the lower the thermal fields at the surface sample. Our major conclusions are in good agreement with experimental data from literature; see, for example, references [11, 12].

On the other hand, it is known that there are some limitations in laser cladding, for example, high initial capital cost, high maintenance cost and presence of heat affected zone. For electron cladding, one can conclude that the cost is reduced as there are no involved mechanical cutting force, work holding and fixturing.
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Table 1.
The input parameters for the Figures 1–7.

| Figure no. | Beam type | Mode type | Velocity [mm/s] | Incident power [kW] | Melted pool depth H [mm] | Thermal diffusivity γ [cm²/s] | Thermal conductivity k [W/cmK] |
|------------|------------|------------|-----------------|----------------------|------------------------|-------------------------------|--------------------------------|
| Figure 1   | Laser      | TEM₀₀     | 0               | 1                    | 2                      | 1.14                          | 3.95                           |
| Figure 2   | Laser      | TEM₀₀     | 10              | 1                    | 2                      | 1.14                          | 3.95                           |
| Figure 3   | Laser      | TEM₀₁     | 0               | 2                    | 3                      | 1.14                          | 3.95                           |
| Figure 4   | Laser      | TEM₀₁     | 10              | 4                    | 4                      | 1.14                          | 3.95                           |
| Figure 5   | Laser      | TEM₀₁     | 100             | 10                   | 3                      | 1.14                          | 3.95                           |
| Figure 6   | Electron   | TEM₀₀     | 0               | 1                    | 2                      | 1.14                          | 3.95                           |
| Figure 7   | Electron   | TEM₀₀     | 10              | 1                    | 2                      | 1.14                          | 3.95                           |

Table 2.
The thermal parameters for: Cu, Au, Ag and Al.

| Element | Thermal diffusivity γ [cm²/s] | Thermal conductivity k [W/cmK] |
|---------|--------------------------------|--------------------------------|
| Cu      | 1.14                           | 3.95                           |
| Au      | 1.22                           | 3.15                           |
| Ag      | 1.72                           | 4.28                           |
| Al      | 1.03                           | 2.4                            |
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