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This study is aimed at improving the utilization efficiency of resources and enhancing the experiments’ effect of various composite membrane research. Firstly, the meaning and preparation process of Metal-Organic Frameworks (MOFs) are discussed. Then, the theoretical knowledge of fusing machine learning and multisensor technology is outlined. Finally, based on the controllable fabrication concept of MOF [UIO- (Universitetet I Oslo-) 66]/ZrAl ceramic composite membranes, a multisensor model incorporating machine learning is designed. The results show that the designed radial sensor backpropagation (RS-BP) fusion multisensor model has the highest error rate of about 0.87. When the number of training is about 100 times, the model’s error rate tends to be stable, and the minimum error rate is about 0.01. Secondly, the maximum adsorption capacity of the composite membrane under the controllable preparation of the model is 800 cm³/g Spanning Tree Protocol (STP). Additionally, the adsorption capacity decreases slowly, and the overall adsorption energy is higher than that of the traditional preparation method. Finally, the catalytic efficiency of membranes prepared by fusing multiple sensors is 90%-97%. The research achieves innovation in technology and improves the feasibility of rational application of MOF (UIO-66)/ZrAl ceramic composite membranes. This study not only provides technical support for the development of machine learning fusion multisensing technology but also contributes to the comprehensive improvement of the resource utilization effect.

1. Introduction

With the development of science and technology, a variety of sensor technologies are widely used in human society, providing a lot of technical support for the development of human society. Additionally, it has developed tremendously on its own and merged with a variety of other technologies to create more technical approaches. As a relatively advanced and widely used science and technology, machine learning and sensor fusion play an important role in the innovation and expansion of the two [1]. MOF (UIO-66) [Metal-Organic Frameworks (Universitetet I Oslo-66)]/ZrAl ceramic composite membrane provides great technical support in human research experiments and social and environmental governance. It is necessary to optimize it by scientific and technological means to improve its comprehensive performance [2].

Zhang et al. pointed out that Metal-Organic Framework (MOF) compounds known as coordination polymers were developed about 20 years ago. MOF compounds have infinite lattices, which are mainly composed of two main components (metal ions or clusters), inorganic lattice, and organic network structure. The two main components are linked to each other by coordination bonds and also react with other indirect molecules to form an infinite topology with pore structures occupied by solvent molecules. In recent years, MOFs have attracted extensive attention as a relatively new porous material in the literature reports in the field of MOFs. In recent decades, the development of multifunctional applications of MOFs has attracted more
scientists’ interest than more excellent new structures and explorations in earlier decades. Since the structure of MOFs is closely related to their potential properties, the design of their structure and the exploration of their properties have become very important topics. Most of the structural properties of MOFs are occupied by their pores. Therefore, the construction of MOFs with suitable pore size, shape, and environment is very attractive and more helpful for their functional applications [3]. Li et al. pointed out that traditional energy consumption has accelerated, and the problem of climate change has become increasingly prominent. Therefore, nuclear energy has become an important choice for energy development in various countries and regions. However, nuclear safety and environmental issues are the bottlenecks restricting the development of nuclear power, especially the removal and enrichment of uranium from radioactive wastewater and the extraction of uranium from seawater which are closely related. Therefore, searching for efficient, fast, and selective uranium separation nanoporous materials is of great significance. MOFs are a new member of the nanoporous material family, which have attracted more and more attention and research due to their porosity, large specific surface area, and structural diversity [4]. Shepelev et al. pointed out that the neural network can self-organize and self-learn and adaptively discover the inherent characteristics and regularities contained in the sample data during the learning process. This self-learning capability is different from the methods employed in traditional pattern recognition. The latter often relies on the programmer’s prior knowledge of the recognition rules. Additionally, the neural network does not need to make any assumptions about the distribution state of the object to be processed in the sample space but directly learns the relationship between samples from the data. Thus, they can also solve recognition problems that cannot be solved because the sample distribution is unknown [5]. At present, metal frameworks have been widely used in social industries, but the research on their preparation technology is not perfect. In the process of its application, the influence of uncontrollable factors is very large, and more research is needed to provide technical support for its controllable preparation and improve the rational application of metal frameworks.

In summary, firstly, the properties and preparation process of MOF (UIO-66)/ZrAl ceramic composite membranes are comprehensively discussed. Then, the theoretical knowledge of multisensor technology fused with machine learning is outlined. Finally, a multisensor model incorporating machine learning is designed based on the controllable fabrication concept of MOF (UIO-66)/ZrAl ceramic composite membranes. The innovation lies in breaking through the traditional preparation method of the MOF (UIO-66)/ZrAl ceramic composite membrane and creating a novel controllable preparation technology. The research not only provides technical support for the development of multisensor technology incorporating machine learning but also contributes to the controllable preparation of composite membranes.

2. Methods

2.1. The Basic Idea of Metal-Organic Frameworks. MOFs and supramolecular coordination complexes (SCCs) are collectively referred to as metal-organic materials (MOMs). MOFs refer to metal ions or metal clusters and organic ligands matching each other through their own bonds to form a one-dimensional or multidimensional infinite network structure. This material has a new type of crystalline complex with three-dimensional pores and has the characteristics of strong ligand-metal interaction, crystallinity, and porosity [6]. MOFs were proposed in 1995 and had many advantages. The more prominent ones are large porosity and surface area, and their powerful functions also have the advantages of size controllability and so on. Therefore, when using MOF materials, their structures can be designed and modified according to the requirements to realize the modification and regulation of their functions, and a new generation of membrane materials can be obtained. However, the preparation of MOF films with better compactness and functional regulation and modification is still less. Due to the size difference between the MOF film and gas molecules and the molecular weight difference between gas molecules, in most cases, it is very difficult to separate gas molecules with similar molecular weight and size well. Therefore, it has become a new method to utilize the interaction between gas molecules and functional groups on the surface of MOF membrane pores to achieve efficient gas separation. This method has also been favored by many researchers [7].

In applying metal framework films, the storage and classification of small molecules is a widely used purpose, such as the storage of H₂, CO₂, and CH₄. In 2003, the phenomenon that metal framework compounds were used to store H₂ was reported, and about 200 kinds of metal framework compounds can store H₂. In terms of natural gas storage, the separation of H₂ from CH₄ is an important process. In the separation process, the impact of CO₂ should be reduced. It includes the blockage of CO₂ on natural gas pipelines and the impact on the natural environment. Therefore, the use of metal framework materials for CO₂ separation has become a current research hotspot [8].

At present, many groups have successfully fabricated metal framework films and have also proposed many fabrication methods to point out the application value of metal framework films. The preparation of the metal skeleton film mainly depends on the secondary growth process of the metal skeleton powder. The film can be directly prepared from the metal skeleton powder, and the film preparation requirements can be met through its growth. However, the degree of controllability is too low, and the preparation results are not ideal. The current relatively advanced preparation method uses functional group-modified metal as a carrier to prepare membranes. A typical example is the preparation process for MOF-5. The main principle is to make the crystal and the carrier tightly combined to form an ideal membrane structure. The main principle of its utilization is the secondary growth method of metal skeleton powder. However, this method improves the controllability of the membrane, and its practicability is relatively high [9]. The basic structure of MOF is shown in Figure 1.
UIO-66 and the structural unit $\text{Zr}_6\text{O}_4(\text{OH})_4$, which also explains its wide application in sewage treatment and heterogeneous catalysis [11]. The schematic diagram of the complex structure of UIO-66 and the building block $\text{Zr}_6\text{O}_4(\text{OH})_4$ stimulation unit and their synthesis.

In Figure 1, the preparation process of MOF films is not only stable but also highly efficient. On metal supports, different concepts are derived from growing metal frameworks to prepare films. First, it is directly grown or deposited in the mother liquor, that is, prepared by deposition in the liquid made of MOF powder. Next, the crystals are individually synthesized and then assembled into films. Then, the MOFs are grown on the support layer by layer to form a film, or the MOFs are electrochemically deposited on the metal support to form a film, that is, a method of growing another MOF film on the MOF film. Finally, the sandwich method deposited MOF films [10].

2.2. UIO-66 Series. UIO-66 is a three-dimensional porous framework formed by the metal ion structural unit $\text{Zr}_6\text{O}_4(\text{OH})_4$ connected with 12 organic ligands, respectively. UIO-66 has super stability. This feature mainly relies on the matching Zr-O bond between terephthalic acid ($\text{H}_2\text{BDC}$) and the structural unit $\text{Zr}_6\text{O}_4(\text{OH})_4$, which also explains its wide application in sewage treatment and heterogeneous catalysis [11]. The schematic diagram of the complex structure of UIO-66 and the structural unit $\text{Zr}_6\text{O}_4(\text{OH})_4$ stimulation unit and their synthesis is shown in Figure 2.

In Figure 2, $\text{Zr}_6\text{O}_4(\text{OH})_4$ is an octahedral structure unit. There are six Zr$^{4+}$ ions in its octahedral structure unit and four oxygen atoms or hydroxyl groups at each small interface center point of its eight interfaces [12]. These metal nodes are individually coordinated to twelve $\text{H}_2\text{BDC}$ ligands, thereby coordinating Zr atoms to eight oxygen atoms in $\text{H}_2\text{BDC}$. Finally, the theoretical pore volume and theoretical surface area of UIO-66 are 0.45 cm$^3$/g and 1018 m$^2$/g, respectively. The actual surface area of UIO-66 is usually between 800 and 1200 m$^2$/g, depending on its preparation method [13]. The main structures of UIO-66 and its secondary components are shown in Figure 3.

Figure 3 shows the spatial structures of $\text{Al}_2\text{O}_3$ and UIO-66 at different scales and the structure of their fusion product $\text{Al}_2\text{O}_3$-$\text{ZrO}_2$. Different structures of UIO-66 have different functions. Therefore, controllable preparation of UIO-66 according to its different functions and properties of different spatial structures is a method to utilize UIO-66 complexes [14] effectively. UIO-66 is generally prepared by accurately weighing 0.053 g of $\text{ZrCl}_4$ (0.227 mmol) into 24.9 g of DMF (340 mmol) solvent and sonicated to dissolve completely. Then, 0.034 g of $\text{C}_8\text{H}_6\text{O}_4$ (0.227 mmol) is added to the solvent, dissolved by ultrasonic vibration, and uniformly mixed. Then, the mixed solution is transferred into a 50 ml autoclave. The reaction kettle is placed in an oven and reacted at 120°C for 24 h. After the reaction, it is naturally cooled to room temperature, and the reaction kettle is taken out and filtered with suction. Then, chloroform and methanol are alternately washed for one day. Finally, the reagent is filtered and vacuum dried, and the white product UIO-66 is obtained [15]. The structure of the UIO-66 complex is relatively subtle, and it is difficult to control it during the preparation process. Therefore, this problem has become the main research project for the preparation of UIO-66 at present.

2.3. Multisensor Controllable Technology Incorporating Machine Learning. Today, with the development of science and technology, sensors have developed rapidly, providing a lot of convenience for the development of human beings. With the expansion of its application range, more and more types of performance have also been greatly improved. Therefore, this greatly promotes the generation of multisensor systems for different application backgrounds. In complex multisensor systems, the diversity of data types, huge data capacity, and the relationship between complex data and information will lead to the traditional data fusion methods that can no longer meet the requirements of complex systems [16] for high-precision and high-speed data fusion. Therefore, how to accurately and quickly fuse multidimensional data from different information systems and multiple sensors, quickly carry out more accurate, efficient, and reasonable fusion, and make an accurate estimation has become an urgent problem to be solved. This multisensor system needs to use new methods to process many multidimensional data. In this application background, a new data processing method, that is, the multisensor data fusion technology method, came into being [17].

As a new science and technology type, machine learning has become a current innovative technology by integrating with sensors. Machine learning is a multidomain interdisciplinary subject involving probability theory, statistics, approximation theory, convex analysis, algorithm complexity theory,
and other disciplines. It specializes in how computers simulate or realize human learning behaviors to acquire new knowledge or skills and reorganize existing knowledge structures to improve their performance continuously. It is the core of artificial intelligence and the fundamental way to make computers intelligent [18]. Machine learning encompasses a variety of techniques. Among them, Backpropagation Neural Network (BPNN) technology, as an advanced machine learning technology, can provide important technical support for the fusion of various sensors. When BPNN is applied to multisensor data fusion, it is necessary to select an appropriate neural network model. The selection criteria are the requirements of the fusion system and the characteristics of the sensors, including network topology, neuron characteristics, and learning rules [19]. Additionally, the connection between input and sensor information, output, and system decision-making is established. Then, the distribution of weights is determined according to the acquired sensor information and the corresponding system decision-making information to complete the training of the network [20]. BPNN has arbitrarily complex pattern classification ability and excellent multidimensional function mapping ability and solves some problems that simple perceptrons cannot solve. Structurally, BPNN has an input layer, a hidden layer, and an output layer. In essence, BPNN takes the square of the network error as the objective function and uses the gradient descent method to calculate the minimum
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**Figure 3:** The main structures of UIO-66 and its secondary components are (a) the two structures of Al₂O₃ and UIO-66 and (b) the structure of Al₂O₃-ZrO₂.
value of the objective function. The basic BPNN includes two processes: signal forward propagation and error backpropagation [21]. Error outputs are calculated in the input-to-output direction, and weights and thresholds are adjusted in the output-to-input direction. During forward propagation, the input signal acts on the output node through the hidden layer, and after nonlinear transformation, the output signal is generated. If the actual output does not match the expected output, it turns to the backpropagation process of the error [22]. Error backpropagation is to backpropagate the output error layer by layer to the input layer through the hidden layer, distribute the error to all units in each layer, and use the error signal obtained from each layer as the basis for adjusting the weights of each unit. By adjusting the connection strength between the input node and the hidden layer node, the connection strength between the hidden layer node and the output node, and the threshold, the error decreases along the gradient direction. After repeated learning and training, the network parameters (weights and thresholds) corresponding to the minimum error are determined. At this time, the trained neural network can automatically process the nonlinearly transformed information with the smallest output error for the input information of similar samples [23]. The principle of neural network technology is shown in Figure 4.

In Figure 4, BPNN technology provides important support for the development of sensor technology. Radial basis function (RBF) neural network models optimize multisensor fusion techniques. Therefore, the designed model is RS-BP (radial sensor backpropagation) multisensor data fusion technology [24]. Among them, RBF neural network technology is the main technology of this model. Its activation function is shown in

\[ R(\text{dist}) = e^{-||\text{dist}||^2} \]  

(1)

\[ ||\text{dist}|| \] represents the distance between the input vector and the weight. There are four radial basis functions of the RBF neural network model, which are thin-plate spline function, multiquadratic function, inverse multiquadratic function, and Gaussian function, as shown in

\[ \phi(x) = x^2 \log(x) \]  

(2)

\[ \phi(x) = (x^2 + c)^{1/2}, \quad c > 0 \]   

(3)

\[ y_k = \sum_{j=1}^{J} w_{jk} h_j(x), \quad k = 1, 2, \cdots K \]  

(4)

\[ \phi(x) = \exp \left( \frac{-(x - c_j)^2}{2\sigma_j^2} \right) \]  

(5)

\( x \) represents the input vector, \( c \) and \( k \) represent the fixed parameters, \( w \) represents the weight, \( j \) represents the input vector sequence, and \( \sigma \) represents the variance of the Gaussian function [25]. The RBF neural network has input, output, and hidden layers. Among them, the node calculation of the hidden layer is shown in

\[ n = \sqrt{m + p + d} \]  

(6)

\( n \) represents the number of nodes in the hidden layer, \( m \) represents the number of nodes in the input layer, \( p \) represents the number of nodes in the output layer, and \( d \) is a fixed constant. The calculation of the output layer result is shown in

\[ h_j(x) = \phi \left( \frac{x - c_j}{\sigma_j} \right), \quad j = 1, 2, \cdots J \]  

(7)

\( j \) represents the position of the calculation element in the output layer, \( \sigma_j \) represents the center of the Gaussian function, \( c_j \) represents the variance of the Gaussian function, and the remaining parameters are the same as the above equations [26]. However, the model still needs to be trained. Therefore, the training results are calculated as

\[ E = \frac{1}{2} e^2 \]  

(8)

\[ \Delta c_j = \eta \frac{w_j}{\delta_j} e \sum_{i=1}^{M} G(X_i - c_j)(X_i - c_j), \]  

(9)

\[ \Delta \delta_j = \eta \frac{w_j}{\delta_j} e \sum_{i=1}^{M} G(X_i - c_j)^2(X_i - c_j), \]  

(10)

\[ \Delta w_j = \eta e \sum_{i=1}^{M} G(X_i - c_j). \]  

(11)

\( G \) is a Gaussian function, and \( c_j, \delta_j, \) and \( w_j \), respectively, represent the weights between the three levels of the RBF
neural network [27]. The activation function of the RBF neural network is shown in

$$R(x_p - c_i) = \exp \left( -\frac{1}{2\sigma^2} x_p - c_i^2 \right). \quad (12)$$

$x_p - c_i$ represents the Euclidean norm and $c_i$ represents the center of the Gaussian function [28]. The output of the network structure is shown in

$$y_j = \sum_{i=1}^{h} w_{ij} \exp \left( -\frac{1}{2\sigma^2} x_p - c_i^2 \right). \quad (13)$$

The variance calculation of the Gaussian function is shown in

$$\sigma = \frac{1}{p} \sum_{j}^{m} d_j - y_j c_i^2. \quad (14)$$

d represents the network sample data [29]. Firstly, the designed RS-BP model is trained, and the model’s performance is evaluated. The datasets selected for training are Canadian Institute for Advanced Research-10 (CIFAR-10) and CIFAR-100 datasets, respectively. Among them, the CIFAR-10 dataset contains a total of 60,000 colors (RGB) images with a size of 32 * 32. Among the 60,000 images, 50,000 are used as training sets and 10,000 are used for testing. There are 100 categories in the CIFAR-100 dataset, and each category has 600 images. The CIFAR-100 dataset contains many samples, which provides a sufficient basis for model evaluation. Among them, the sample conforms to the design connotation of the model. Therefore, it is very reasonable that the CIFAR-100 dataset is chosen as the training dataset. Then, MOF (UIO-66) ZrAl ceramic composite films are prepared by using a model and sensor, and corresponding tests evaluate the products.

3. Results

3.1. Evaluation of Multisensor Technologies Incorporating Machine Learning. The fusion machine learning multisensor technology can not only fuse the performance of multiple sensors but also optimize the performance of the fusion sensor through RBF neural network technology so as to design a fusion sensor device that can comprehensively identify and provide accurate data. This can provide technical support for the controllable preparation of MOF (UIO-66) ZrAl ceramic composite films. The training results of the RBF neural network model and the RS-BP fusion multisensor model are shown in Figure 5.

In Figure 5, in the training results of the RBF neural network model, the highest error rate of the model is around 0.90, and the overall error rate of the training results in the two datasets decreases rapidly. When the number of training times reaches 100, the model’s error rate is basically stable, and the minimum error rate is about 0.09. In the training results of the RS-BP fusion multisensor model, the error rate of the training results of the two datasets is the highest at about 0.87. When the training is about 100 times at this time, the model’s error rate tends to be stable, and the error rate is the lowest at about 0.01.

3.2. Controllable Preparation of MOF (UIO-66) ZrAl Ceramic Composite Membranes. The preparation process of the MOF (UIO-66) ZrAl ceramic composite membrane is complicated, and its structure is difficult to control artificially. Therefore, contemporary science and technology is innovative research on its controllable preparation. The preparation of MOF (UIO-66) ZrAl ceramic composite membranes is studied by the multisensor model technology fused with machine learning. Figure 6 shows the comparison of the performance of the films made by traditional preparation and fusion multisensor preparation methods.

In Figure 6, under the traditional preparation method, a relatively fixed composite membrane preparation method is formulated through the support of theoretical knowledge. This study has a relatively weak ability to control the preparation process, and the membrane performance is relatively
weak. The gas adsorption capacity of the traditional film preparation method increased significantly at about 7 hours, and the maximum is 700 cm$^3$/g STP, and it decreased rapidly after reaching the highest adsorption capacity. Therefore, the overall adsorption capacity is relatively low. The preparation method of the fusion multisensor can control the properties of the membrane according to the properties of the preparation components and the comprehensive changes in the reactor during the preparation process and improve the adsorption capacity of the membrane. Therefore, the adsorption capacity of the fusion multisensor preparation method increased significantly in about 7 hours, and the maximum adsorption capacity is around 800 cm$^3$/g STP. Additionally, the adsorption capacity decreased slowly, and

Figure 6: Comparison of the performance of films made by (a) traditional preparation and (b) fusion multisensor preparation.

Figure 7: Evaluation of the catalytic performance of UIO-66 composite membrane: (a) the traditional preparation method and (b) the preparation method of fusion of multiple sensors.
the overall adsorption energy is higher than that of the traditional preparation method. In order to reflect the advantages of the designed model, the designed model is compared with the traditional preparation method through two groups of studies, which improves the value of the comprehensive performance evaluation of the model. Figure 7 shows the photocatalytic performance evaluation of UIO-66 composite films under different preparation methods.

In Figure 7, under the traditional preparation method, the catalytic efficiency of the membrane is about 80%-88%. The vegetative method that fuses multiple sensors can control the microstructure of the membrane to prepare a membrane with strong comprehensive performance. Therefore, the catalytic efficiency of membranes prepared by fusing multiple sensors is around 90%-97%.

4. Conclusion

This study is aimed at improving the comprehensive properties of MOF (UIO-66)/ZrAl ceramic composite membranes and improving the utilization efficiency of various resources. Firstly, the preparation process and properties of MOF (UIO-66)/ZrAl ceramic composite membranes are discussed. Then, the technical concept of machine learning fusion of multisensors is outlined. Finally, the controllable preparation technology of the MOF (UIO-66)/ZrAl ceramic composite membrane is designed by fusing neural network technology and multisensor. The results show that the error rate of the designed RS-BP fusion multisensor model training results is about 0.87. When the number of training is about 100 times, the model's error rate tends to be stable, and the minimum error rate is about 0.01. Secondly, the maximum adsorption capacity of the composite membrane under the controllable preparation of the model is about 800 cm$^3$/g STP, and the adsorption capacity decreases slowly. Therefore, the overall adsorption energy is higher than that of the traditional preparation method. Finally, the catalytic efficiency of the membrane prepared by fusing multiple sensors is 90%-97%, which significantly improves the comprehensive performance of the composite membrane. Although this study has designed a relatively complete RS-BP multifusion sensor model, the research on its comprehensive application in practice is not perfect. Therefore, in the future, the research in this field and the development and comprehensive application of sensor fusion machine learning technology will be further strengthened.
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