Role of Quantum Confinement in Luminescence Efficiency of Group IV Nanostructures
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Experimental results obtained previously for the photoluminescence efficiency (PL$_{\text{eff}}$) of Ge quantum dots (QDs) are theoretically studied. A log-log plot of PL$_{\text{eff}}$ versus QD diameter ($D$) resulted in an identical slope for each Ge QD sample only when $E_G \sim (D^2 + D)^{-1}$. We identified that above $D \approx 6.2$ nm: $E_G \sim D^{-1}$ due to a changing effective mass (EM), while below $D \approx 4.6$ nm: $E_G \sim D^{-2}$ due to electron/ hole confinement. We propose that as the QD size is initially reduced, the EM is reduced, which increases the Bohr radius and interface scattering until eventually pure quantum confinement effects dominate at small $D$.

I. INTRODUCTION

Early work in optoelectronic and photonic applications focused on binary semiconductor materials, because of their direct band gap.1 Notwithstanding the indirect gap in Si and Ge, ‘fast’ relaxation times (~ps) due to ‘hot’ carriers2, and psuedo-direct gap behaviour have been observed3,4. These observations along with industrial electronic fabrication compatibility have increased interest in Si and Ge applications5,6. Ge has a smaller gap energy ($E_G$), a larger Bohr radius7, and can exhibit stronger quantum confinement (QC) effects compared to Si8. Furthermore, since Ge is compatible with Si one can realize compound structures9. Proper control of the electronic states with nanostructure (NS) dimension is essential for device fabrication. Theoretical studies have suggested $E_G \sim D^{-x}$, where $1 \leq x \leq 2$ and $D$ is the NS diameter3,7,10, which has been demonstrated experimentally3,11,12. In this work, we theoretically elucidate the dimensional dependence (D-dep) for Ge quantum dots (QDs) using experimental results reported previously by Lockwood et al.13. We find that above $D \approx 6$ nm the QDs behave like $E_G \sim D^{-1}$, below which $E_G \sim D^{-2}$. The extra D-dep is ascribed to a change in the effective mass (EM).

II. EXPERIMENT

The Ge QDs were produced on SiO$_2$ or TiO$_2$ substrates using molecular beam epitaxy. The experimental details are in Ref. 13. The average QD diameter, $D$, is correlated with the original thickness of the as-deposited and subsequently annealed Ge layer. We analysed four samples: A, B, C, and D with an average Ge $D$ of 19, 21.8, 21.0, and 20.1 nm, respectively, as specified in Ref. 13. The size distribution with a full width half maximum of $D \approx 10$ nm for each sample was measured using high resolution transmission electron microscopy and atomic force microscopy, and fitted with a Gaussian distribution. For sample A an amorphous Si cap was deposited in-situ atop the Ge QDs to eliminate the formation of surface related oxygen defects states. A clear observation of QC covering the weak confinement regime was noted in the experimental photoluminescence (PL) measurements for each sample.

III. THEORY

We theoretically study the PL efficiency (PL$_{\text{eff}}$), defined as the PL intensity per QD, as a function of $D$. The large near-Gaussian experimental size distribution improves the accuracy of our analysis. The PL$_{\text{eff}}$ is calculated using a range of theoretical models (Fig. 1) and compared between the Ge QD samples. Each theoretical model is used to convert the energy axis of the PL spectrum (shown in Ref. 13) to $D$, then divide the PL intensity by the fitted Gaussian size distribution, which gives the PL$_{\text{eff}}$ versus $D$. First, we consider the tight
binding (TB) model developed by Niquet et al.\textsuperscript{10}:
\[ E_G(D) = E_G(\infty) + \frac{11.8637}{(D^2 + 2.391D + 4.252)} + \frac{15.1438}{(D^2 + 6.465D + 2.546)} \text{eV}; \]
where \( E_G(\infty) = 0.704 \text{ eV} \) is the bulk gap energy corrected for optical phonon (36 meV) assisted recombination\textsuperscript{13}. CB and VB denote the change in the conduction band and valence band energy, respectively. The second model is the effective mass approximation (EMA) developed by the authors\textsuperscript{7}:
\[ E_G(D) = E_G(\infty) + \frac{7.88}{D^2} \text{eV}. \]

Recently, we developed a new QC model under the assumption of a spatially dependent effective mass (SPDEM)\textsuperscript{14}, denoted throughout as the ‘skew’ model. Briefly, we highlight a few essential features of this model. The SPDEM was derived by modifying the translation operator to include a characteristic inverse length scale, \( \gamma \):
\[ m(x) = \frac{m_o^*}{(1 + \gamma x)^2}; \]
where \( x \) is the position of the charge carriers and \( m_o^* \) is the bulk EM. A relation for \( \gamma \) was derived:
\[ \gamma^2 = \frac{2}{D^2}. \]

From Eq. (4), Eq. (3) expresses the EM as a function of \( D \) and \( x \). The net effect of the SPDEM is to reduce the carrier’s EM from the bulk value (see Fig. 5 in Ref. 14).

We found analytic solutions to the skew model, which gives a reduced D-dep (\( E_G \sim D^{-1} \)) compared to the EMA:
\[ E_G(D) = E_G(\infty) + \frac{3h}{\sqrt{2D}} \left[ \sqrt{\frac{V_o,e}{m_{o,e}^*}} + \sqrt{\frac{V_o,h}{m_{o,h}^*}} \right]; \]
where \( V_o \) is the energy difference between the QD and the matrix material at the conduction band minimum (CBM) or the valence band maximum (VBM) for an electron \( (V_{o,e}) \) or hole \( (V_{o,h}) \), respectively. \( V_{o,e} \) and \( V_{o,h} \) are given in Fig. 1.\textsuperscript{1}\textsuperscript{1} Calculated according to the electron affinity rule for an Ge-QD surrounded by amorphous-Si (a-Si). \( m_{o,e}^* = 0.56m_o \) and \( m_{o,h}^* = 0.29m_o \) are the bulk electron and hole EM, respectively, and \( m_o \) is the free electron mass\textsuperscript{7}.

The TB model has a D-dep of \( (D^2 + D)^{-1} \), while the EMA behaves like \( D^{-2} \), and the skew model like \( D^{-1} \). To compare these theories we consider the following modifications.

First, an approximately diagonalizable Hamiltonian is given by the EMA plus the skew model (Eq. (2) plus (5)), denoted ‘skew-EMA,’ which behaves like \( (D^2 + D)^{-1} \). Second, in the EMA, a renormalized mass function replaces the bulk reduced EM, \( \mu_o \), given by:
\[ \mu(D) = \mu_o e \left( 1 + \frac{1}{aD^2 + bD + c} \right); \]
where \( a, b, c, \) and \( e \) are fitted over a range of 0.5 to 200 nm to the TB model, see Table I. We fit with the TB model, because in Ref. 13 it resulted in a universal \( PL_{eff} \) for each Ge QD sample. The fit, denoted ‘EMA-\( \mu(D) \),’ is in agreement with the TB model, see Fig. 1. Eq. (6) also corrects the skew model, denoted ‘skew-\( \mu(D) \),’ through the modification: \( E_G(D) \sim (3h/\sqrt{2D\mu(D)})[\cdot \cdot \cdot] \), see Table I. This fit does not show good agreement with the TB model, see Figs. 1 and 2. However, modifying Eq. (6) to read:
\[ \tilde{\mu}(D) = \mu_o e D \left( 1 + \frac{1}{aD^2 + bD + c} \right); \]
and fitting ‘skew-\( \tilde{\mu}(D) \)’ with the TB model gives agreement, see Fig. 1 and Table I. Furthermore, the fitting parameters between EMA-\( \mu(D) \) and skew-\( \tilde{\mu}(D) \) are in agreement, apart from \( e \). The parameter \( e \) in Eqs. (6) and (7) is mandatory for a good fit and represents a renormalized bulk EM that is different between the TB, EMA-\( \mu(D) \), and skew-\( \tilde{\mu}(D) \) models.

\begin{table}[h]
\centering
\caption{Fitting parameters for Eqs. (6) and (7).}
\begin{tabular}{cccc}
\hline
 & EMA-\( \mu(D) \) & Skew-\( \tilde{\mu}(D) \) & Skew-\( \tilde{\mu}(D) \) \\
\hline
\( a \) & 0.047 \((\text{nm}^{-2}) \) & 0.047 \((\text{nm}^{-2}) \) & 423.463 \((\text{nm}^{-2}) \) \\
\( b \) & 0.160 \((\text{nm}^{-1}) \) & 0.160 \((\text{nm}^{-1}) \) & -448.289 \((\text{nm}^{-1}) \) \\
\( c \) & -0.035 & -0.035 & 122.561 \\
\( e \) & 0.378 & 0.059 \((\text{nm}^{-1}) \) & 0.420 \\
\hline
\end{tabular}
\end{table}
IV. RESULTS

A representative calculation of the $PL_{eff}$ using sample A is shown in Fig. 2. Skew-$\tilde{\mu}(D)$ and EMA-$\mu(D)$ results are not shown for clarity, because they lie directly atop the TB model. The peak in the $PL_{eff}$ represents the most efficient $D$ for carrier absorption and emission. Here we assume that only one electron per QD is excited in the PL experiment, which is reasonable. Whereas, the real peak in $PL_{eff}$ is associated with the volume of QDs. Here there is a sharp decline in the $PL_{eff}$ at small $D$ ($\lesssim 6$ nm) due to a loss of carriers. The EMA and the skew model calculate small QD diameters down to $\approx 3.7$ and 2 nm, respectively, which do not correlate well with experimentally measured values. The opposite behaviour is observed in the skew-$\tilde{\mu}(D)$ model.

In the region $D \gtrsim 6$ nm we observe a power law decay, which is fit to the linear equation: $\log(PL_{eff}) = a + m \log(D)$, where $m$ is the slope and $a$ is the y-intercept, see Table. II. Note that sample B exhibits a slightly larger slope for all theories due to experimental error. Fig. 3(a), 3(b), and 3(c) show the degree of linear dependence in the $\log(PL_{eff})$ versus $\log(D)$ for the TB, EMA, and EMA-$\mu(D)$ models, respectively. The TB, EMA-$\mu(D)$ and skew-$\tilde{\mu}(D)$ models yield a consistent slope ($m \approx -2.8$) for each sample, see Table. II. Similarly, the skew-EMA model (Table. II) finds nearly consistent results with the TB model, because these models share the same D-dep. On the other hand, the EMA (Fig. 3(b)) yields a large gradually increasing slope from sample A to D.

It can be seen from Table II that only theoretical models with a D-dep of $(D^2 + D)^{-1}$ produce a universal slope ($m \approx -2.8$) for each sample, which are the TB, EMA-$\mu(D)$, skew-$\tilde{\mu}(D)$, and skew-EMA models. To understand this behaviour we examine the essential features of each model. The EMA utilizes idealized QC conditions with an infinite confinement potential and the bulk EM values. These strong confinement conditions increase the dispersion of the confined particles where $E_G \sim D^{-2}$ dominates over $E_G \sim D^{-1}$ for small $D$. Therefore, the EMA goes to the bulk $E_G$ faster than $D^{-1}$ thus producing a small range of QD diameters, see Fig. 3(b). The TB model was fitted to a corrected local density approximation calculation of the bulk band structure to reproduce
our assumption about the EM D-dep can be analyzed

\[
F_k \sim \prod_{i=x,y,z} (\sigma_i^2)^{1/4} \exp \left( -k_i^2 \sigma_i^2 / 2 \right); \tag{9}
\]

where \( \sigma \) is the Gaussian width and \( x, y, z \) are the confinement directions. The matrix element \( \langle u_{n_0} | k \cdot p | u_{n'0} \rangle \) is written in the basis of the ground state envelope function:

\[
| \langle n0 | k \cdot p | n'0 \rangle |^2 \sim \sigma^2 \int d^3k \exp \left( -k_i^2 \sigma_i^2 / 2 \right); \tag{10}
\]

where \( |u_{n_0} \rangle = |n' \rangle \) and \( |n'0 \rangle \) denotes the ground state. From Eqs. (8) and (10):

\[
m_o^* \sim \frac{m_o^2}{m_o + D}. \tag{11}
\]

Eq. (11) is in agreement with our discussion above and with the results of our skew model.

VI. CONCLUSION

In conclusion, we analysed the PL obtained from a set of Ge QDs and found a universal PL\(_{eff}\) if and only if the theoretical model behaves like \( E_G \sim (D^2 + D)^{-1} \). The universal behaviour was uncovered by comparing the D-dep between several theoretical models. The change in the D-dep of the carriers indicates that there is a change in the dominant confinement mechanism. A possible physical mechanism was ascribed to a change in the EM (\( D^{-1} \)), thus increasing the Bohr radius until purely QC effects dominate (\( E_G \sim D^{-2} \)). The samples studied here were advantageous, because they cover a large enough diameter range to observe such effects. In the case of Si NSs we have not observed this behaviour, because they typically fabricated over a limited diameter range. Additionally, we found that the peak of the PL intensity did not correspond well with the peak of the Gaussian size-distribution for Si QDs\(^{20–22}\), because of defect states at the Si/SiO\(_2\) interface. Nonetheless, we expect this behaviour to hold for other materials. These results help explain much of the controversy in the literature regarding the correct D-dep of \( E_G \) in Si and Ge NSs and why inverse power law dependences on \( D \) between 1 and 2 have been found experimentally\(^3\). Furthermore, the
results presented here for Ge can be utilized for device fabrication and may influence SiGe structures.
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