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Abstract

There is a clear need to involve patients in medical decisions. However, cognitive psychological research has highlighted the cognitive limitations of humans with respect to (a) probabilistic assessment of the patient's state and of potential outcomes of various decisions, (b) elicitation of the patient's utility function, and (c) integration of the probabilistic knowledge and of patient preferences to determine the optimal strategy.

Therefore, without adequate computational support, current shared-decision models have severe ethical deficiencies. An “informed-consent” model unfairly transfers the responsibility to a patient who does not have the necessary knowledge, nor the integration capability. A “paternalistic” model endows with exaggerated power a physician who might not be aware of the patient’s preferences, is prone to multiple cognitive biases, and whose computational integration capability is bounded.

Recent progress in Artificial Intelligence suggests adding a third agent: a computer, in all deliberative medical decisions: Non-emergency medical decisions in which (a) more than one alternative exists, (b) the patient’s preferences can be elicited, (c) the therapeutic alternatives might be influenced by these preferences, (d) medical knowledge exists regarding the likelihood of the decisions’ outcomes, and (e) there is sufficient decision time.

Ethical physicians should exploit computational decision-support technologies, neither making the decisions solely on their own, nor shirking their duty and shifting the responsibility to patients in the name of “informed consent.” The resulting three-way (patient, care provider, computer) human-machine model that we suggest emphasizes the patient’s preferences, the physician’s knowledge, and the computational integration of both aspects, does not diminish the physician’s role, but rather brings out the best in human and machine.
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Introduction: Classical and modern physician-patient interaction models

Several models had been proposed for the delicate process underlying the physician-patient encounter, leading to multiple worthwhile insights regarding the best way to involve patients in the therapeutic process. Clearly, the paternalistic model in which the physician makes all of the decisions is not sufficient, for multiple functional and ethical reasons.

Thus, significant emphasis has been put on the need for shared decision-making and on its ramifications, such as informed consent. However, informed consent is not a panacea: Braddock et al. analyzed 1057 taped patient encounters with 59 primary care physicians and 65 surgeons; only 9% of the encounters met the authors' criteria for completeness and informed decision making (e.g., a discussion of the nature of the intervention). Nevertheless, the professional, legal, and moral necessity for informed consent, in spite of potential patient-physician communication problems, has been persuasively argued by Doyal, who points out that although certain errors of risk evaluation do plague patients, not all patients make them, and many of them can benefit from information customized to their needs; and that although many patients would leave the decisions in the hands of their physicians, many others do desire information about their choices and can make them coherently and to good effect. Woolf et al. listed three options of offering decision counseling: By clinicians who lack any formal training, by clinicians with informed-choice training, and by impartial decision councilors. None appears ideal, and controlled studies are needed to determine which is best.

Miller has analyzed more abstractly what constitutes an autonomous patient decision by listing four different senses of autonomy: Free action (voluntary and intentional); authentic choice (a choice consistent with previous values and plans of the patient); an effective deliberation process (the patient is aware of the need to decide and of the alternatives offered, and evaluates all options); and moral reflection (the patient consciously and critically examines her values and decides whether to continue to live with them.) Miller argued that if a patient is choosing without authenticity or effective deliberation, her physician has a stronger obligation to question her decisions and enhance her autonomous capacities before making the final decision. Considering the mode of the physician-patient interaction, Emanuel and Emanuel’s influential paper considered four models for that interaction. After rejecting the paternalistic, informative, and interpretive models, the authors focus on a deliberative model, in which patient and physician engage in deliberation about the most worthwhile health-related values, and the best course of action to pursue these values.

However, as we shall now discuss, the current physician-patient interaction models do not seem to sufficiently take into account the developments of the past several decades in cognitive psychology, computer science, and artificial intelligence, and the serious ethical implications of ignoring these findings.
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The problems inherent in the various physician-patient interaction models, in the light of current psychological and computational research

The various interaction models discussed in the medical and philosophical literature represent well the state of the art during much of the mid 20th Century, and in some cases, up to its end. However, it seems that previous authors might not have given sufficient weight to the following four considerations, which have far-reaching implications as to what constitutes a truly autonomous patient decision or a meaningful deliberative process, and as to what agent and/or process would best represent the patient's preferences. Thus, we believe that the current discussion of the binary patient-physician relation might have missed a third agent that, at least in the 21st century, should be added to it; an agent that has already been demonstrated to have a significant potential for enhancing, in an objective manner, the quality and the ethical aspects of the clinical decision-making process.

The four considerations are the following:

1. The past four decades of cognitive-psychology research have rigorously documented the inherent judgmental biases of humans (both patients and physicians). A major example is Tversky and Kahneman’s seminal investigation of three basic categories of heuristics (representativeness, availability, anchoring & adjustment) and the biases that they imply, which are inherent in the way humans estimate probabilities. These biases affect the decisions based on the probability estimates, since most decisions require appropriate consideration of the prior probability of the disease, of the sensitivity and specificity of the multiple diagnostic tests now available, and of the effects of each potential course of action on the patient’s state. Behavioral scientists and economic researchers have repeatedly validated these insights; researchers such as David Eddie have even demonstrated that physicians seem to confuse the sensitivity of the diagnostic test to the disease, with its positive-predictive value, i.e., the probability of the disease given a positive result of the test, providing an estimate for the probability of a malignancy that is a whole order of magnitude larger than the true one. Unfortunately, Poses, Cebul, and Wigton had demonstrated that education is not a sufficient remedy: Teaching physicians how to improve their estimate of disease probabilities in the domain of streptococcal pharyngitis did not effect their treatment decisions.

2. The research into the biases inherent in the process of eliciting the patient’s preferences (i.e., their context-sensitive utility function) has cast serious doubts on whether physicians can, without any training or external human or computational support, correctly elicit these preferences. However, optimal decision making requires both correct assessment of probabilities and effective elicitation of utility functions.

There are in fact two opposing aspects to this consideration:
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a. On one hand, there is an inherent bias during the utility-elicitation process, also investigated by Tversky and Kahneman, in the manner of framing the decisions in which the patient's preferences are to be used. In a classical study, McNeil et al. have highlighted the effect of framing on the choices of patients and physicians, while Meyerowitz and Chaiken have demonstrated the effect of positive and negative framing on persuading women to perform breast self-examination. Knowing the patient's preferences and the relevant probability of success of various potential therapeutic alternatives is crucial for determining a patient-specific optimal therapy. Common clinical thinking often puts the main emphasis on longevity. However, as demonstrated by McNeil et al., by actually asking lung-cancer patients who need to decide whether to undergo risky surgery, versus irradiation, whether 5-year survival is their main goal, it is clear that at least for a subset of the patients, this was not the case. Unfortunately, given the physician-patient power-differential aspect, the patient is often at a serious disadvantage, and, as has previously been pointed out persuasively by Rubin, the “freedom to choose” may well be the “inability to refuse.”

b. On the other hand, fortunately, multiple studies had demonstrated the feasibility of using various techniques, often implemented by computational tools, for elicitation of patient preferences in various domains. Examples range from treatment of mental-health disorders while avoiding the side effects of medications, through prenatal testing and postmenopausal hormone therapy, to the therapy of deep vein thrombosis. In the case of cancer patients, using a self-assessment tool led to greater congruence between the patients' self-reported problems and preferences and those addressed by their health care providers.

3. Medical decisions are, in fact, strategies for maximization of the patient’s (personalized) expected utility, which often need to consider multiple complex factors and future implications, such as complications and benefits, which in turn depend on the probabilistic assessment of the patient’s initial state, as well as on the probabilistic assessment of the future effects of each potential course of action, and require extended reasoning into the future. However, human computational capabilities, whether those of physicians or of their patients, are limited; the human (in)ability to correctly compute the optimal strategy that maximizes the patient’s expected utility is sometimes referred to (following psychologist, economist, and pioneer artificial-intelligence researcher, Herbert Simon) as bounded rationality. In particular, even if physicians could correctly assess all relevant probabilities, and even if they could accurately elicit all of the patient’s multi-faceted utility functions, it is highly doubtful whether they could correctly integrate these preferences and probabilities when determining the best strategy to maximize the patient’s benefit.
The ethics of shared medical decision making without computational support

For example, it is important to consider explicitly the trade-off between longevity and quality of life, as was powerfully highlighted by McNeil et al., in the case of surgery versus irradiation for laryngeal cancer: A significant subset of patients would have preferred irradiation over surgery, even if it leads to a slightly decreased 5-year survival, due to its beneficial effect of retaining their capability for speech. That, however, was not the treatment of choice originally offered to these patients, nor was it compared to the treatment of choice, while considering each patient’s preferences.

4. The potential of computational decision-support systems that partially or fully use decision-theoretic models is being increasingly demonstrated and recognized. These emerging systems are potentially capable of integrating patient data, patient preferences, and (probabilistic) relevant evidence-based medical knowledge, to provide a patient-specific recommendation, or at least a rational for diagnostic information gathering and assessment, in manner that Heckerman et al. had already demonstrated even in the early days of the currently exploding with innovation area of Artificial Intelligence in Medicine. Furthermore, decision-support architectures had been developed that facilitate shared decision making, by providing effective tools for elicitation of the patient’s preferences. In addition, medical decision-support systems are often capable of providing a multi-dimensional sensitivity analysis that explains the factors affecting a recommended strategy and that increases the robustness of the patient’s decision. Other types of computational decision-support systems have been shown to increase the accuracy of assessment of patient state following bone-marrow transplantation from 57% to 92%; to improve the outcome of brain stroke by enhancing compliance to established clinical guidelines, which directly affects the clinical outcomes; and to assist general practitioners, residents, and even specially-trained nurses in the administration of guideline-based care in multiple clinical domains, such as pre-eclampsia/toxemia of pregnancy, and increase the compliance with the guideline’s recommended actions from 49% to 93%. Indeed, although research in the area of automated support to guideline-based care requires additional evaluation, the technology for conversion of most evidence-based textual clinical guidelines into machine-comprehensible representations, which can be applied by computers to assist in the management of patients, already exists. This technology is especially important for chronic-disease patients, whose management requires significant resources for continuous monitoring and therapy. In fact, a 13-partners, 5-countries EU academic-industrial research project, MobiGuide, has integrated many of these evidence-based clinical decision-support tools, to provide continuous management of chronic patients at home, through sensors on the patients and smart phones, providing the patients with continuous alerts and personalized guideline-based recommendations, and, in parallel, the patients’ care providers with evidence-based decision support regarding these patients. Clinical decision-support systems have become an established area, in which successes and failures are objectively discussed.
Finally, modern Artificial Intelligence systems, and in particular, Deep Learning architectures\(^3\), a technology for which a Turing Award was recently bestowed in the Computer Science field, have a significant potential for enhancing the physician’s probabilistic assessment and interpretation of the patient’s state and for reducing human errors, through these systems’ high and consistent diagnostic level. Modern Deep Learning systems often reach an FDA-approved status or expert-physician level, such as for autonomous diagnosis of diabetic retinopathy when provided with relatively low-quality fundus photographs\(^32,33\), classification of various skin lesions, and in particular, skin cancer, at least at the accuracy of a dermatologist, when given simple dermatological images\(^34\), or detection of metastases in breast cancer, at the level of an expert pathologist with unlimited time, when given access to digital-pathology lymph-node slides\(^35\).

The first three considerations strongly suggest that humans, including physicians, let alone seriously ill patients, cannot be expected to correctly perform the difficult computational task of correctly assessing and computing the relevant probabilities of disease states and potential outcomes, eliciting the relevant patient-specific preferences, and, in particular, integrating both into a coherent patient-specific strategy.

The fourth consideration suggests a viable alternative: Assistance by adding to the patient-physician diad a third agent, a computational agent, thus leading to a patient-physician-computer triad. Probabilistic computation necessitates computational assistance; preference elicitation could benefit from it; and overall effective decision making desperately requires it.

Thus, we argue here that a truly authentic patient choice, in Miller's sense, is practically impossible without major computational assistance, which, the fourth consideration suggests, is potentially quite feasible in the new, triad-based architecture. Only a rational computational agent whose recommendations can be explicitly examined (by physician and patient alike) and can be explained or justified by known evidence, estimated prior probabilities, and patient values, can cater for all of our implied desiderata, at least in deliberative domains in which the diagnostic or therapeutic alternatives are not straightforward and might potentially be influenced by patient preferences.

The Ethical Implications of Bounded Human Rationality to the Concept of Shared Medical Decision Making

The serious ethical problems implied by the current situation are now apparent.

First, the older, paternalistic view of the patient, leaving all decisions to the clinician, is not a viable alternative we can go back to: Such an archaic view ignores the patient's preferences altogether, while introducing the physician's own probabilistic, preferential, and computational biases. Given the well-known inherent human psychological framing biases, the potential conflicts of interest involved in any physician-patient relationship, and the inherent probabilistic nature of most of the clinical contexts relevant to a deliberative informed consent, there are serious grounds to doubt that physicians can correctly acquire the patient’s preferences, AND correctly compute the implications of these
The ethics of shared medical decision making without computational support

preferences in the light of probabilistic information, such as the results of certain diagnostic tests and the known accuracy of these tests.

Second, ignoring the psychological and computational aspects of the tasks of assessment and integration of probabilistic clinical knowledge with the patient's preferences, and leaving patients to their own resources in the name of "informed consent", is even worse. It is tantamount, in our opinion, to literally *shirking a part of the physician's responsibility for the patient*. We suspect that such an approach is often motivated more by the legal preferences of the clinicians or of the institutions in which they are employed, than by the clinical preferences of the patient. Thus, the concept of "informed consent" without adequate computational support to the physician and, especially, to the patient, is somewhat of a misnomer; *in reality, the patient is often neither fully informed, nor can she provide a meaningful consent, in the sense of fully recognizing the implications of her choice.*

Thus, a serious ethical concern should be raised as to the validity of *any* model involving *manual* (as opposed to a computationally aided) assessment of probabilities, or computation of optimal [for the patient] strategies, by either patients or care providers. *Such a stance is not unlike refusing to use a stethoscope or a chest X-ray, preferring instead to listen to the patient's heart and lungs through their clothes.*

Of course, this analysis is only relevant to appropriate clinical contexts, which we can refer to as *deliberative medical domains*: non-emergency domains in which more than one alternative exists, it is possible to elicit the patient’s values, the therapeutic alternatives might potentially be influenced by patient preferences, the medical knowledge exists regarding the likelihood of different outcomes given each alternative, and there is sufficient time for deliberative decision making. Fortunately, however, multiple clinical domains, from anti hypertensive therapy to genetic consultation, answer these requirements, and significant experience exists with respect to assessing patient preferences in them to a positive effect.

**The Solution: The Clinical Holy Triad, or: The Computer is the Patient's Best Friend**

In our view, a truly *ethical* physician must strive to provide her patient with the very best advice, customized to the patient’s data and preferences. Provision of such an advice can be significantly assisted by the use of an appropriate computational agent, namely, the modern computer in its various reincarnations, which we believe is the missing element in what should be a clinical *triad*, in addition to the patient-physician diad.

Often, *an objective computational agent* can assist (1) in retrieving, assessing, and interpreting the inherently uncertain patient-specific data, especially in the light of current medical knowledge, (2) in eliciting the patient's preferences, and, in particular, (3) in providing (and critically examining and explaining) the best recommendation based on these patient-specific probabilistic assessments, and on the patient's preferences.
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Thus, given such an objective computational assistant, and an appropriate clinical domain, the physician’s important roles, viewed through our shared decision-making lenses, consist mainly of determining the patient’s overall state and context (e.g., laryngeal cancer at a particular stage), determining the relevant options (e.g., surgery, irradiation), selecting the appropriate clinical decision model (e.g., the “laryngeal cancer” module, which might include the currently up-to-date probabilistic estimates of the effects of each course of action), overseeing a manual or semi-automated elicitation of the patient’s preferences (including the validation of these preferences), providing the computational model with the necessary patient-specific data and elicited preferences, interpreting the results to the patient, and (if needed) assisting in the process of sensitivity analysis, by modifying both relevant clinical information and patient values to see how stable the patient’s decision is, thus adding iteration and feedback to the process. We refer to this model as the elicitation, computation, interpretation, and sensitivity analysis [ECIS] model, or as the computational consultant model.

The ECIS model, whenever it can be effectively applied (a situation that is becoming increasingly feasible, given the current Artificial Intelligence technology) addresses all of our core ethical concerns. Neither patient nor physician is faced with the humanly impossible tasks of correctly computing all of the relevant probabilities, or the optimal decisions based on their integration with the patient's preferences. Support, using the best available computational tools, can also be provided to the difficult task of the very elicitation of relevant preferences. The integration of these preferences with the known clinical probabilistic evidence (including the most up-to-date genetic findings) can provide a rational basis for recommendation of an optimal personalized therapeutic strategy, customized to the patient's genotype, clinical phenotype, and personal preferences. Decision robustness can then be provided through a sensitivity analysis of the effect of modifying the estimated probabilities and/or the patient's preferences21. Thus, the ECIS model includes the important aspects of Emanuel and Emanuel's interpretive and deliberative encounter models, while leaving the computational tasks to an objective, rational agent, who can also assist the provider and/or the patient in the preference-elicitation task.

The ECIS model, which introduces the computer as a third, vital aspect of a patient-physician-computational agent triad, in no way diminishes the physician’s important role[s], but rather brings out the best in human and machine, and, in our view, might often provide the most ethical, truly shared decision-making process, without imposing on either the patient or the physician computational tasks that neither is sufficiently equipped to handle.
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