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Abstract. Given a family of critical points \( u_\varepsilon : M^n \to \mathbb{C} \) for the complex Ginzburg–Landau energies

\[
E_\varepsilon(u) = \int_M \left( \frac{|du|^2}{2} + \frac{(1 - |u|^2)^2}{4\varepsilon^2} \right),
\]
on a manifold \( M \), with natural energy growth \( E_\varepsilon(u_\varepsilon) = O(\log \varepsilon) \), it is known that the vorticity sets \( \{ |u_\varepsilon| \leq \frac{1}{2} \} \) converge subsequentially to the support of a stationary, rectifiable \((n-2)\)-varifold \( V \) in the interior, characterized as the concentrated portion of the limit \( \lim_{\varepsilon \to 0} \varepsilon \frac{e_\varepsilon(u_\varepsilon)}{\pi \log \varepsilon} \) of the normalized energy measures. When \( n = 2 \) or the solutions \( u_\varepsilon \) are energy-minimizing, it is known moreover that this varifold \( V \) is integral; i.e., the \((n-2)\)-density \( \Theta^{n-2}(|V|, x) \) of \( |V| \) takes values in \( \mathbb{N} \) at \( |V| \)-a.e. \( x \in M \). In the present paper, we show that for a general family of critical points with \( E_\varepsilon(u_\varepsilon) = O(\log \varepsilon) \) in dimension \( n \geq 3 \), this energy quantization phenomenon only holds where the density is less than 2: namely, we prove that the density \( \Theta^{n-2}(|V|, x) \) of the limit varifold takes values in \( \{1\} \cup [2, \infty) \) at \( |V| \)-a.e. \( x \in M \), and show that this is sharp, in the sense that for any \( n \geq 3 \) and \( \theta \in \{1\} \cup [2, \infty) \), there exists a family of critical points \( u_\varepsilon \) for \( E_\varepsilon \) in the ball \( B^n_1(0) \) with concentration varifold \( V \) given by an \((n-2)\)-plane with density \( \theta \).
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1. Introduction

1.1. The Ginzburg–Landau equations and the integrality question. A complex valued map \( u : M \to \mathbb{C} \) on a Riemannian manifold (or Euclidean domain) \( M \) is said to satisfy the Ginzburg–Landau equations with parameter \( \varepsilon > 0 \) if

\[
\varepsilon^2 \Delta u = DW(u) = -(1 - |u|^2)u,
\]

where \( \Delta = -d^*d \) and \( W : \mathbb{R}^2 \to \mathbb{R}^2 \) is the nonlinear potential \( W(u) = \frac{1}{4}(1 - |u|^2)^2 \). The system (1.1) arises as the Euler–Lagrange equations for the energy functional

\[
E_\varepsilon(u) = \int_M e_\varepsilon(u) = \int_M \left( \frac{1}{2} |du|^2 + \frac{W(u)}{\varepsilon^2} \right),
\]

which combines the usual Dirichlet energy \( \int \frac{1}{2} |du|^2 \) with a nonlinear term \( \int \frac{(1 - |u|^2)^2}{4\varepsilon^2} \) which penalizes the deviation of the values \( u \) from the unit circle \( S^1 \subset \mathbb{C} \), with increasing severity as \( \varepsilon \to 0 \).

While the study of the system (1.1) can be traced back to Ginzburg and Landau’s work on superconductivity in the 1950s, the subject captured the attention of the geometric analysis community about thirty years ago, with the publication of the influential monograph [5] by Bethuel–Brezis–Hélein. The investigations of [5, 26], and others of this period focused on solutions \( u_\varepsilon : \Omega \to \mathbb{R}^2 \) on simply connected planar domains \( \Omega \subset \mathbb{R}^2 \) obtained by minimizing \( E_\varepsilon \) with prescribed boundary data \( g : \partial \Omega \to S^1 \) of nonzero degree \( \text{deg}(g, \partial \Omega) \neq 0 \), motivated by the search for a canonical ‘energy-minimizing’ extension \( u_* : \Omega \to S^1 \) of \( g \), in a setting where no finite-energy extension exists. It was shown that these maps \( u_\varepsilon \) converge as \( \varepsilon \to 0 \) to a singular harmonic \( S^1 \)-valued extension \( u_* : \Omega \to S^1 \) of \( g \), whose singularities minimize a certain interaction energy between points in the plane. Moreover, these maps have energy \( E_\varepsilon(u_\varepsilon) = \pi |\text{deg}(g)| \log(1/\varepsilon) + O(1) \) as \( \varepsilon \to 0 \), with the normalized energy measures \( \frac{e_\varepsilon(u_\varepsilon)}{\pi \log(1/\varepsilon)} \, dx \) converging to a sum of Dirac masses at the \( |\text{deg}(g)| \) singular points of \( u_* \). Non-minimizing critical points on two-dimensional domains were also studied, e.g., in [4] and [10].

Later, attention turned to solutions of (1.1) in dimension \( n \geq 3 \), with the work of Rivière [21], Lin–Rivièr [17, 18], Jerrard–Soner [16], Bethuel–Brezis–Orlandi [6], and others. For solutions \( u_\varepsilon : \Omega \subset \mathbb{R}^n \to \mathbb{C} \) of (1.1) in higher dimensional domains, satisfying the natural energy growth \( E_\varepsilon(u_\varepsilon) = O(|\log \varepsilon|) \), it was shown that the zero sets \( u_\varepsilon^{-1}(0) \) converge (roughly speaking) to the support of a generalized minimal submanifold of codimension two. In particular, following the analysis of [6] (see also [24]), one arrives at the following asymptotic description of solutions as \( \varepsilon \to 0 \).

Theorem 1.1. Given a manifold \( \mathbb{M}^n \) without boundary, of dimension \( n \geq 3 \), assume that we have a sequence of maps \( u_\varepsilon : M \to \mathbb{C} \) (indexed by a sequence \( \varepsilon \to 0 \)) solving (1.1) with
respect to a smoothly converging sequence of metrics \( g_\varepsilon \to g_0 \), such that
\[
\limsup_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_K \left( \frac{1}{2} |du_\varepsilon|^2_{g_\varepsilon} + \frac{W(u_\varepsilon)}{\varepsilon^2} \right) d\text{vol}_{g_\varepsilon} < \infty
\]
for all compact \( K \subseteq M \). Then, up to a subsequence, the normalized energy densities
\[
\mu_\varepsilon := \frac{e_\varepsilon(u_\varepsilon)}{\pi |\log \varepsilon|} \text{vol}_{g_\varepsilon}, \quad \text{where } e_\varepsilon(u_\varepsilon) := \frac{|du_\varepsilon|^2_{g_\varepsilon}}{2} + \frac{W(u_\varepsilon)}{\varepsilon^2},
\]
converge to a Radon measure \( \mu \) which decomposes as
\[\mu = |V| + f \text{vol}_{g_0},\]
for a suitable smooth nonnegative function \( f : M \to \mathbb{R} \) and a stationary rectifiable \((n-2)\)-varifold with density \( \Theta^{n-2}(|V|, \cdot) \geq c(n) > 0 \) on its support. Also, the measures \( \frac{W(u_\varepsilon)}{\varepsilon^2} \text{vol}_{g_\varepsilon} \)
converge to a limit measure satisfying
\[\lim_{\varepsilon \to 0} \frac{W(u_\varepsilon)}{\varepsilon^2} \text{vol}_{g_\varepsilon} \leq C(K) |V|\]
for all compact \( K \subseteq M \). Finally, \( \text{spt}(|V|) \) is the limit of the sets \(|u_\varepsilon| \leq \beta\) in the local Hausdorff topology, for any \( \beta \in (0, 1) \).

Remark 1.2. Since the variants of Theorem 1.1 appearing in [6, 24] are not quite stated in this form, we later include a sketch of the proof for the reader’s convenience. We note also that the last statement is true even for \( \beta = 0 \); in this case, it follows from some arguments contained in the present paper (see Theorem 4.5 below).

The simple example \( u_\varepsilon(x) = \sqrt{1 - \varepsilon^2 k_\varepsilon^2} e^{ik_\varepsilon x} \) on the circle \( M = \mathbb{R}/2\pi \mathbb{Z} \), with \( k_\varepsilon \in \mathbb{N} \) satisfying \( k_\varepsilon \sim \sqrt{|\log \varepsilon|} \), shows that the limit measure \( \mu \) can be completely diffuse. In [25] (see also [9]), it was shown however that any closed Riemannian manifold \((M, g_0)\) of dimension \( \geq 2 \) admits a family of solutions satisfying the hypotheses of Theorem 1.1 with \( g_\varepsilon = g_0 \) for which the energy concentration varifold \( V \) is nonzero, and it is expected that many such families exist.

While results like Theorem 1.1 reveal a strong link between solutions of (1.1) and minimal varieties of codimension two, the result sheds little light on the structure of the limit varifold. In particular, the weakest notion of minimal variety typically considered in geometric measure theory is not the stationary rectifiable varifold, but the slightly stronger stationary integral varifold, which satisfies the additional condition that the density of its weight \( \Theta^{n-2}(|V|, x) \) takes values in \( \mathbb{N} \) for \(|V|\)-almost every \( x \).

For some formally similar (though qualitatively rather different) families of equations like the Allen–Cahn equations or the self-dual abelian Higgs equations, results analogous to Theorem 1.1 do indeed give energy concentration along stationary integral varifolds of codimension one [14] and codimension two [20], respectively. Moreover, the results of [17] for \( E_\varepsilon \)-minimizing solutions of (1.1) and [10] for general solutions in dimension two reveal that integrality of the limit varifold holds in these cases. All of these observations naturally lead us to the following question.
Question 1.3. When $n \geq 3$, is the stationary varifold $V$ arising from a family of solutions to (1.1) as in Theorem 1.1 necessarily integral? In other words, is the energy of $u_\epsilon$ quantized along the concentration set?

For an equivalent formulation, consider the set $D \subset (0, \infty)$ of positive real numbers $\theta \in (0, \infty)$ for which there exists a family $u_\epsilon : B_n^2(0) \to \mathbb{R}^2$ of solutions to (1.1) in the unit $n$-ball whose energy concentrates along an $(n-2)$-plane $P \subset \mathbb{R}^n$ with (necessarily constant) density $\theta$, in the sense that

$$\mu_\epsilon \rightarrow^* \theta \mathcal{H}^{n-2} \mathbb{1}_P.$$ 

By a straightforward blow-up argument, it is easy to check that Theorem 1.3 has a positive answer if and only if $D = \mathbb{N} \setminus \{0\}$.

In the present paper, we answer Theorem 1.3 in the negative, proving instead that $D = \{1\} \cup [2, \infty) \supset \mathbb{N} \setminus \{0\}$.

In other words, we prove that the density $\Theta^{n-2}(|V|, \cdot)$ of the energy concentration varifold $V$ in Theorem 1.1 takes values in $\{1\} \cup [2, \infty)$ almost everywhere, and give examples to show that this cannot be improved in general.

1.2. Quantization and non-quantization results. The bulk of the paper is devoted the proof of the following theorem, showing that $D \subseteq \{1\} \cup [2, \infty)$, and hence that the density of the limiting energy measure in Theorem 1.1 is indeed quantized where $\Theta^{n-2}(|V|, \cdot) \leq 2$.

**Theorem 1.4.** In the setting of Theorem 1.1 assume moreover that $M = B_2^2(0)$ and $g_0$ is the Euclidean metric. If the energy densities concentrate along the plane $P = \mathbb{R}^{n-2} \times \{0\}$ with constant multiplicity $\theta \in (0, \infty)$, i.e.,

$$\frac{e_\epsilon(u_\epsilon)}{\pi |\log \epsilon|} \frac{\text{vol}_{g_\epsilon}}{\omega_{n-2}} \rightarrow \theta \mathcal{H}^{n-2} \mathbb{1}_P \cap B_2^2(0)$$

in $C^0_c(M)^*$, then $\theta \in \{1\} \cup [2, \infty)$.

In the general setting of Theorem 1.1 by applying Theorem 1.4 to a family of rescaled solutions in balls centered at a point where the varifold $V$ has flat tangent cone, we arrive at the following corollary.

**Corollary 1.5.** Under the hypotheses of Theorem 1.1 the $(n-2)$-varifold $V$ has density

$$\Theta^{n-2}(|V|, x) = \lim_{r \to 0} \frac{|V|(B_r(x))}{\omega_{n-2} r^{n-2}} \in \{1\} \cup [2, \infty)$$

for $|V|$-a.e. $x$.

Previously, the best known lower bound for non-minimizing solutions $u_\epsilon$ in dimension $n \geq 3$ was the non-explicit lower bound $\Theta^{n-2}(|V|, \cdot) \geq c(n) > 0$, a consequence of the following important result, obtained by different methods in [18] when $n = 3$, and in [6] for $n \geq 3$, which is the key ingredient in the proof of Theorem 1.1. In later works it was suggestively called clearing-out for the vorticity. Here, for simplicity, we state it for the flat Euclidean metric.
**Theorem 1.6.** [18, 6] There exists a constant $\eta(n) > 0$ such that, if

$$E_\varepsilon(u_\varepsilon; B_r(x)) \leq \eta r^{n-2} \log(r/\varepsilon),$$

for a ball $B_r(x)$ in the domain with $r \geq \varepsilon$, then $|u_\varepsilon(x)| > \frac{1}{2}$.

By a trivial covering argument, up to changing the constant $\eta(n)$, one then obtains that $|u_\varepsilon| > \frac{1}{2}$ on the entire smaller ball $B_{r/2}(x)$. When $u_\varepsilon$ is a typical two-dimensional vortex centered at $x$, then the energy is $\sim r^{n-2} \log(r/\varepsilon)$. Thus, Theorem 1.6 essentially says that, if the energy is much smaller than the expected one, then indeed there cannot be any vortex on a smaller ball.

While it is possible to obtain explicit lower bounds for the energy threshold $\eta(n)$ using the arguments of [6], the resulting bounds are non-sharp. As a simple consequence of Theorem 1.5, we obtain the following sharp version of Theorem 1.6.

**Corollary 1.7.** For any $\eta < \pi \cdot \omega_{n-2}$ there exists $\delta(\eta, n) > 0$ such that, if

$$E_\varepsilon(u_\varepsilon; B_r(x)) \leq \eta r^{n-2} \log(r/\varepsilon)$$

and $\varepsilon \leq \delta r$, then $|u_\varepsilon(x)| > \frac{1}{2}$.

For otherwise, since by scaling we can assume that $x = 0$ and $r = 1$, there would exist a sequence $u_\varepsilon$ with $\varepsilon \to 0$ and energy at most $\eta|\log\varepsilon|$ on $B_1(0)$, but with $|u_\varepsilon(0)| \leq \frac{1}{2}$. By Theorem 1.1 the point 0 would belong to the support of the energy concentration varifold $V$. Since $V$ is stationary, Theorem 1.5 and upper semicontinuity of density give $O^{n-2}(|V|, 0) \geq 1$, which gives $|V|(B_1(0)) \geq \omega_{n-2}$ by the monotonicity formula. However, this contradicts the fact that

$$|V|(B_1(0)) \leq \mu(B_1(0)) \leq \liminf_{\varepsilon \to 0} \frac{E_\varepsilon(u_\varepsilon; B_1(0))}{\pi|\log\varepsilon|} \leq \frac{\eta}{\pi} < \omega_{n-2}.$$

Note that for any $\beta < 1$ the same argument gives $|u_\varepsilon(x)| > \beta$ provided that we assume $E_\varepsilon(u_\varepsilon; B_r(x)) \leq \eta r^{n-2} \log(r/\varepsilon)$ for $\eta < \pi \omega_{n-2}$ and $\varepsilon \leq \delta(\beta, \eta, n) r$.

**Remark 1.8.** It seems likely that variants of Theorem 1.4 and Corollary 1.7 should hold in the parabolic setting as well, yielding, e.g., a sharp version of [8, Theorem 1].

Building on these observations, one can also easily obtain sharp lower bounds on the energy of nontrivial solutions to the Ginzburg–Landau equations in several settings. For instance, one obtains the following sharp lower bound on the energy of nonconstant entire solutions, which was already shown in [23] when $n = 3$ and $u$ is energy-minimizing.

**Corollary 1.9.** For $n \geq 2$, any entire solution $u : \mathbb{R}^n \to \mathbb{C}$ of

$$\Delta u = -(1 - |u|^2)u$$

for which

$$\limsup_{R \to \infty} \frac{\int_{B_R(0)} \frac{1}{2}|du|^2 + W(u)}{R^{n-2} \log R} < \pi \omega_{n-2}$$

must be a constant map $u \equiv e^{i\alpha}$ for some $\alpha \in [0, 2\pi)$. 
It is well known [13] that there exist nonconstant solutions for which equality holds. The proof is a straightforward consequence of the previous corollary: if the strict inequality (1.5) holds, then the arguments of the preceding paragraph can be employed to show that \( |u| \geq 1 \) everywhere on \( \mathbb{R}^n \). Since we also have \( |u| \leq 1 + CR^{-2} \) on \( B_{R/2} \) (by rescaling the bound (A.2) from the appendix), we obtain \( |u| \equiv 1 \). Hence, \( u \) is harmonic as a map to \( \mathbb{R}^2 \), which together with (1.5) clearly shows that \( u \) must be a constant map to \( S^1 \).

The other main result gives a converse to Theorem 1.4 showing that \( \{1\} \cup \{2, \infty\} \subseteq \mathcal{D} \), the novel observation here being that \([2, \infty) \setminus \mathbb{N} \subseteq \mathcal{D} \).

**Theorem 1.10.** For any \( \theta \in \{1\} \cup \{2, \infty\} \), there exists a family of solutions satisfying the hypotheses of Theorem 1.4 (with \( n \geq 3 \) and \( g_e = g_0 \)), with limit density \( \theta \).

The examples provided by Theorem 1.10 are obtained by scaling down certain entire solutions in \( \mathbb{R}^3 \) with helical symmetry, constructed in [11]. In particular, we see that the conclusion of Theorem 1.4 is sharp in dimension \( \geq 3 \), without additional constraints on the family of solutions.

1.3. **Proof ideas.** Unlike in the asymptotic analysis of the Allen–Cahn or \( U(1) \)-Higgs equations, where most of the energy concentrates at the \( O(\varepsilon) \) scale about the zero sets of solutions, the main contribution to the \( |\log \varepsilon| \) energy blow-up for solutions of the Ginzburg–Landau equations as in [Theorem 1.1] comes from the annular regions of distance \( \varepsilon^{1-\delta} \leq r \leq \varepsilon^{\delta} \) about the zero set of a solution \( u_\varepsilon \) (for \( \delta \in (0, \frac{1}{2}) \) small), where \( u_\varepsilon \) resembles a harmonic \( S^1 \)-valued map. In particular, for any \( \alpha \in (0, 1) \), interactions between distinct components of the zero sets \( u_\varepsilon^{-1}\{0\} \) separated by a distance \( \sim \varepsilon^\alpha \) influence the leading-order behavior of the energy, and the key point in the proofs of Theorem 1.4 and Theorem 1.10 is to understand which kinds of interactions are permissible for solutions of (1.1) in higher dimension.

Given a family of solutions \( u_\varepsilon \) in \( B_1^n(0) \) with energy concentrating on an \((n-2)\)-plane \( P = \mathbb{R}^{n-2} \times \{0\} \) as in Theorem 1.4, we show that the limiting multiplicity \( \theta \in (0, \infty) \) for which

\[
\frac{e_\varepsilon(u_\varepsilon)}{\pi |\log(1/\varepsilon)|} \, \text{vol}_{g_\varepsilon} \to^* \theta \mathcal{H}^{n-2} \big|_P
\]

can be computed via the following preliminary energy identity. After passing to a subsequence, for a generic sequence \( y_\varepsilon \in B_1^n \), the zero set \( \{z \in D_1^2 : u_\varepsilon(y_\varepsilon, z) = 0\} \) of the solutions \( u_\varepsilon \) in the two-dimensional slice \( \{y_\varepsilon\} \times D_1^2 \) is contained in a collection of \( m \) disks \( D_{C_\varepsilon}(z^e_1), \ldots, D_{C_\varepsilon}(z^e_m) \) of radius \( O(\varepsilon) \) with centers \( z^e_1, \ldots, z^e_m \). Denoting by \( \kappa_j^e \in \mathbb{Z} \) the local degree

\[
\kappa_j^e := \deg(u_\varepsilon/|u_\varepsilon|, \partial D_{C_\varepsilon}(z_j^e)) \in \mathbb{Z},
\]

we then find that (after passing to a subsequence)

\[
\theta = \lim_{\varepsilon \to 0} \left( \sum_{j=1}^m (\kappa_j^e)^2 + 2 \sum_{1 \leq i < j \leq m} \kappa_i^e \kappa_j^e \frac{|\log|z_i^e - z_j^e||}{|\log(\varepsilon)|} \right).
\]

(1.6)

Note that if all of these degrees \( \kappa_j^e \) had the same sign, it would follow from (1.6) that \( \theta \geq m \), and the conclusion of Theorem 1.4 would follow easily, since \( \theta < 2 \) would imply
that there is only \( m = 1 \) such disk \( D_{C_\epsilon}(z_i^\epsilon) \), with degree \((\kappa_i^\epsilon)^2 < 2\), and therefore \( \theta = (\kappa_i^\epsilon)^2 = 1 \). The difficulty in proving Theorem 1.4 therefore lies in the case where the degrees \( \kappa_j^\epsilon \) have different signs, so that the interaction terms \( \kappa_i^\epsilon \kappa_j^\epsilon \frac{|\log|z_i^\epsilon - z_j^\epsilon||}{|\log \epsilon|} \) subtract from the limiting density \( \theta \).

After some reductions, in the proof of Theorem 1.4 we may assume that \( |z_i^\epsilon| \leq \epsilon^\delta \) for some fixed \( \delta > 0 \) for all \( 1 \leq i, j \leq m \), and denoting by \( \kappa \) the total degree

\[
\kappa := \sum_{j=1}^m \kappa_j^\epsilon,
\]

we argue that (possibly after precomposing \( u_\epsilon \) with a small translation) the energy density drop of \( u_\epsilon \) between the scales \( 1 \) and \( \epsilon^\delta \) is given by

\[
E_\epsilon(u_\epsilon; B_1(0)) - (\epsilon^\delta)^{2-n} E_\epsilon(u_\epsilon; B_\delta(0)) = \pi \omega_{n-2}|\kappa|^2 \log(1/\epsilon^\delta) + o(|\log \epsilon|).
\]

By the well-known monotonicity formula for solutions of (1.1) it then follows that

\[
\pi \omega_{n-2}|\kappa|^2 \log(1/\epsilon^\delta) + o(|\log \epsilon|) \geq \int_{\epsilon^\delta}^{1} \frac{2}{r^{n-1}} \int_{B_r(0)} \frac{W(u_\epsilon)}{\epsilon^2},
\]

and one easily concludes that there exists a sequence \( r_\epsilon \in [\epsilon^\delta, 1] \) for which \( \epsilon \)

\[
(1.7) \quad \frac{2}{r_\epsilon^{n-2}} \int_{B_{r_\epsilon}(0)} \frac{W(u_\epsilon)}{\epsilon^2} \leq \pi \omega_{n-2}|\kappa|^2 + o(1).
\]

Note that in the two-dimensional setting, a simple argument via a Pohozaev identity upgrades the inequality (1.7) to equality, which forms the basis for the quantization results in [10].

We then introduce new estimates relating the potential energy \( \int_{B_r(0)} \frac{W(u_\epsilon)}{\epsilon^2} \) to the degrees \( \kappa_j^\epsilon \), concluding roughly that

\[
(1.8) \quad \frac{2}{r_\epsilon^{n-2}} \int_{B_{r_\epsilon}(0)} \frac{W(u_\epsilon)}{\epsilon^2} \geq \frac{\pi \omega_{n-2}}{2} \sum_{j=1}^m |\kappa_j^\epsilon|.
\]

Combining this with (1.7), we deduce in particular that

\[
\sum_{j=1}^m |\kappa_j^\epsilon| \leq 2|\kappa|^2 = 2 \sum_{j=1}^m \kappa_j^\epsilon.
\]

On the other hand, if \( \theta < 2 \), then the results of [16] imply that \( \kappa = \pm 1 \) or \( 0 \), and by the preceding inequality, it follows that the only possibility is that, for some \( 1 \leq i \leq m \), \( \kappa_i^\epsilon = \pm 1 \) and \( \kappa_j^\epsilon = 0 \) for all \( j \neq i \); hence, \( \theta = 1 \) by (1.6). This suffices for the proof of Theorem 1.4, showing that \( \theta < 2 \) forces the vortex to occur with multiplicity one.

To prove Theorem 1.10, we observe that the families of entire solutions of (1.1) in \( \mathbb{R}^3 \) constructed in [11], whose zero sets consist of \( m \geq 2 \) degree-one helices separated by a distance \( \sim \frac{1}{\sqrt{|\log \epsilon|}} \) collapsing to the line \( L = \{0\} \times \mathbb{R} \), can be blown down by a factor of \( \epsilon^\tau \) for any fixed \( \tau \in [0, 1] \), to obtain a new family of solutions to (1.1) with parameter \( \tilde{\epsilon} = \epsilon^{1+\tau} \). The zero sets of these blown-down solutions are then separated by a distance \( \sim \epsilon^\tau |\log \epsilon|^{-1/2} = \tilde{\epsilon}^{1+\tau} |\log \epsilon|^{-1/2} \), and we can use (1.6) to deduce that the limiting energy measure on the line.
$L$ has density
\[ \theta(m, \tau) = \sum_{j=1}^{m} 1 + 2 \sum_{1 \leq i < j \leq m} 1 \cdot \frac{\tau}{\tau + 1} = m + (m^2 - m) \frac{\tau}{\tau + 1}. \]

In particular, since
\[ \{ \theta(m, \tau) | \tau \in [0, 1] \} = \{ m, \frac{1}{2}(m^2 + m) \} \]
and
\[ \bigcup_{m=2}^{\infty} \{ m, \frac{1}{2}(m^2 + m) \} = [2, \infty), \]
Theorem 1.10 follows.

Note that the solutions constructed in [11] appear to be quite unstable at large scales; in particular, it should be possible to decrease the energy via a perturbation that spreads the $m$ components of the zero set farther apart. From a variational perspective, it would be very interesting to understand whether an additional assumption of stability or bounded Morse index of solutions allows one to refine the conclusions of Theorem 1.4, perhaps even giving a positive answer to Theorem 1.3 in this case.
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2. Preliminary estimates

In this section we prove Theorem 1.1 and, later, we obtain additional information in the special situation of Theorem 1.4. While the proof of Theorem 1.1 is simply a localization of some arguments from [6, 7, 18] and [9, 25], we summarize it here as a convenient way to fix some notation which will be used in the next sections.

2.1. Proof of Theorem 1.1. Since the statement is local, we can assume that $M = B^n_2(0)$, and prove that the conclusions hold on $B^n_{3/2}(0)$. In the appendix, we recall some fundamental estimates from [7], stating them in the case of a general metric. Thus, we are considering a family of solutions
\[ u_\varepsilon : B^n_2(0) \rightarrow \mathbb{C} \]
to the complex Ginzburg–Landau equation
\[ \varepsilon^2 \Delta_{g_\varepsilon} u_\varepsilon = -(1 - |u_\varepsilon|^2) u_\varepsilon \]  
with
\[ \int_{B^n_2(0)} \left( \frac{|d u_\varepsilon|^2_{g_\varepsilon}}{2} + \frac{W(u_\varepsilon)}{\varepsilon^2} \right) d\text{vol}_{g_\varepsilon} \leq C |\log \varepsilon| \]
for some $C > 0$ independent of $\varepsilon$.

First of all, from the local bounds stated in the appendix, it follows that
\[ |u_\varepsilon| \leq 1 + C\varepsilon^2, \quad |d u_\varepsilon|^2_{g_\varepsilon} \leq \frac{1 - |u_\varepsilon|^2}{\varepsilon^2} + C. \]
on the smaller ball \( B_{7/4} = B_{7/4}^n(0) \), as well as
\[
\int_{B_{7/4}} \left( |d|\mu_c\|^2_{g_{\varepsilon}} + \frac{W(u_c)}{\varepsilon^2} \right) d\text{vol}_{g_{\varepsilon}} \leq C,
\]
where, throughout the paper, \( C \) denotes different constants which do not depend on \( \varepsilon \), but possibly on our sequence of solutions (we will, however, emphasize whether such constants depend on additional parameters introduced later on). Henceforth, we suppress the subscript \( g_{\varepsilon} \) in quantities depending on the metric when the meaning is clear from context, as well as the volume form.

As in the works quoted above, we introduce the one-forms
\[
j u_{\varepsilon} := u_{\varepsilon}^* (r^2 \, d\theta) = u^1 \, du^2 - u^2 \, du^1,
\]
and observe that
\[
|du_{\varepsilon}|^2 = |d\mu_c|^2 + \frac{|ju_{\varepsilon}|^2}{|u_c|^2}
\]
on \( \{u_c \neq 0\} \), and consequently
\[
||du_{\varepsilon}|^2 - |ju_{\varepsilon}|^2| \leq |d\mu_c|^2 + |1 - |u_c||^2||du_{\varepsilon}|^2 \leq |d\mu_c|^2 + \frac{(1 - |u_c||^2)^2}{\varepsilon^2} + C.
\]
Hence, it follows from \( (2.3) \) that
\[
\int_{B_{7/4}} \left| e_{\varepsilon}(u_{\varepsilon}) - \frac{1}{2} |ju_{\varepsilon}|^2 \right| \leq C.
\]

Note moreover that we have
\[
d^* ju_{\varepsilon} = 0,
\]
as an easy consequence of \( (2.1) \).

Now, for each \( u_{\varepsilon} \), we denote by \( V(u_{\varepsilon}) \subseteq B_2 \) the vorticity set
\[
V(u_{\varepsilon}) := \{|u_{\varepsilon}| \leq \frac{1}{2}\},
\]
and define a perturbed map \( v_{\varepsilon} : B_2 \to \mathbb{C} \) by
\[
v_{\varepsilon} := \chi(|u_{\varepsilon}|) u_{\varepsilon},
\]
where \( \chi : \mathbb{R} \to \mathbb{R} \) is smooth and such that \( \chi(t) = 1 \) on \([0, \frac{1}{4}]\) and \( \chi(t) = \frac{1}{t} \) on \([\frac{1}{2}, \infty)\). In particular,
\[
v_{\varepsilon}(x) = \frac{u_{\varepsilon}(x)}{|u_{\varepsilon}(x)|} \in S^1 \quad \text{for} \ x \in B_2 \setminus V(u_{\varepsilon})
\]
and \( |v_{\varepsilon}| \leq C |u_{\varepsilon}| \) on \( V(u_{\varepsilon}) \). As in \([6,7,18]\), a suitable Hodge decomposition of the one-forms
\[
j v_{\varepsilon} = v_{\varepsilon}^* (r^2 \, d\theta) = \chi(|u_{\varepsilon}|)^2 ju_{\varepsilon}
\]
plays a central role in the analysis. To obtain the exact part of the decomposition, first consider a solution \( \psi_{\varepsilon} \in C^\infty(B_{7/4}) \) to the boundary value problem
\[
\begin{cases}
d^* d\psi_{\varepsilon} = d^* (j v_{\varepsilon}) = d^* (j v_{\varepsilon} - j u_{\varepsilon}) & \text{in } B_{7/4}, \\
\psi_{\varepsilon} = 0 & \text{on } \partial B_{7/4}.
\end{cases}
\]
Note then that
\[
\int_{B_{7/4}} |d\psi_\epsilon|^2 \leq \int_{B_{7/4}} |j v_\epsilon - j u_\epsilon|^2 \\
\leq \int_{B_{7/4}} \chi(|u_\epsilon|)^2 - 1 |u_\epsilon|^2 |d u_\epsilon|^2 \\
\leq C \int_{B_{7/4}} |1 - |u_\epsilon||^2 |d u_\epsilon|^2 \\
(\text{by } (2.2)) \leq C \int_{B_{7/4}} \frac{W(u_\epsilon)}{\epsilon^2} + C,
\]
which together with (2.3) gives
\[
(2.9) \| j v_\epsilon - j u_\epsilon \|_{L^2(B_{7/4})} + \|d\psi_\epsilon\|_{L^2(B_{7/4})} \leq C.
\]

Next, let \( \varphi \in C^\infty_c(B_{7/4}) \) be a cutoff function with \( B_{3/2} \subset \subset \{ \varphi = 1 \} \), and consider the two-form
\[
(2.10) \xi_\epsilon := \Delta^{-1}_H (\varphi d j v_\epsilon) = G \ast (\varphi d j v_\epsilon),
\]
given by convolution of \( d j v_\epsilon = 2d v^1_\epsilon \wedge d v^2_\epsilon \) (multiplied by the cutoff \( \varphi \)) where
\[
(G \ast \zeta)(x) := \int_{B_{7/4}} G_i, p \langle \zeta(p), \omega_i(p) \rangle \, \mathrm{d} \text{vol}_{g_\epsilon}
\]
is the local Green’s operator for the Hodge Laplacian \( \Delta_H = d^* d + d d^* \) with respect to the metric \( g_\epsilon \) as described in Theorem A.7 (with \( U := B_2 \) and \( K := B_{7/4} \)), so that
\[
\Delta_H \xi_\epsilon = d^* d \xi_\epsilon + d d^* \xi_\epsilon = \varphi d j v_\epsilon.
\]

It is easy to see that \( \varphi d j v_\epsilon \) is supported in \( \mathcal{V}(u_\epsilon) \cap B_{7/4}(0) \), where
\[
(2.11) |d j v_\epsilon| \leq C |d u_\epsilon|^2 \leq C \frac{W(u_\epsilon)}{\epsilon^2}
\]
(since \( |d u_\epsilon| \leq \frac{C}{\epsilon} \) and \( 1 - |u_\epsilon|^2 \geq \frac{3}{4} \) on \( \mathcal{V}(u_\epsilon) \)). In particular, using Theorem A.7 to bound \( |\nabla G_i, p|(x) \leq C \text{dist}_{g_\epsilon}(x, p)^{1-n} \), we have
\[
(2.12) |\xi_\epsilon|(x) + |\nabla \xi_\epsilon|(x) \leq C \int_{\mathcal{V}(u_\epsilon) \cap B_{7/4}} \text{dist}_{g_\epsilon}(x, y)^{1-n} \frac{W(u_\epsilon(y))}{\epsilon^2} \, \mathrm{d} y,
\]
and as an easy consequence,
\[
(2.13) \|\xi_\epsilon\|_{L^p(B_{7/4})} + \|\nabla \xi_\epsilon\|_{L^p(B_{7/4})} \leq C(p) \int_{B_{7/4}} \frac{W(u_\epsilon)}{\epsilon^2} \leq C(p)
\]
for any \( p \in [1, \frac{n}{n-1}) \).

Finally, letting
\[
(2.14) h_\epsilon := j v_\epsilon - d^* \xi_\epsilon - d\psi_\epsilon,
\]
observe that \( h_\varepsilon \) is harmonic on the interior of \( \{ \varphi = 1 \} \), since here

\[
\Delta_H h_\varepsilon = d^* d ( j \nu_\varepsilon - d^* \xi_\varepsilon ) + d d^* ( j \nu_\varepsilon - d \psi_\varepsilon ) \\
= d^* ( d j \nu_\varepsilon - \Delta_H \xi_\varepsilon ) \\
= d^* ( d j \nu_\varepsilon - \varphi d j \nu_\varepsilon ) \\
= 0.
\]

In particular, elliptic estimates give

\[
\| h_\varepsilon \|_{C^1(B_{3/2})} \leq C \| h_\varepsilon \|_{L^1(B_{7/4})},
\]

and using (2.9) and (2.13), we deduce that

\[
\| h_\varepsilon \|_{C^1(B_{3/2})} \leq \| j \nu_\varepsilon \|_{L^1(B_{7/4})} + C \leq C|\log \varepsilon|^{1/2}.
\]

Using again (2.9), (2.14) and the trivial bound \( \| j u_\varepsilon \|_{L^2(B_2)} \leq C|\log \varepsilon|^{1/2} \), this also implies

\[
\| d^* \xi_\varepsilon \|_{L^2(B_{3/2})} \leq \| j \nu_\varepsilon \|_{L^2(B_{3/2})} + C + C|\log \varepsilon|^{1/2} \leq C|\log \varepsilon|^{1/2}.
\]

Now, let \( S \) be the (subsequential) limit of the sets \( \mathcal{V}(u_\varepsilon) \), in the Hausdorff topology on \( B_2 \). (Note that the metrics \( g_\varepsilon \) in the family are uniformly equivalent to the Euclidean metric \( \delta \), i.e., \( C^{-1} g_\varepsilon \leq \delta \leq C g_\varepsilon \) on the ball \( B_{7/4} \), so Hausdorff convergence can be considered with respect to the Euclidean metric.) This set will be useful in the proof of the following statement.

**Lemma 2.1.** As \( \varepsilon \to 0 \), we have

\[
\lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{B_{3/2}} |d^* \xi_\varepsilon| |h_\varepsilon| = 0.
\]

**Proof.** If \( x \in S \) then we can find \( x_\varepsilon \in \mathcal{V}(u_\varepsilon) \) such that \( x_\varepsilon \to x \), and by Theorem A.3 we then have

\[
\mu(\overline{B_r}, x) \geq \limsup_{\varepsilon \to 0} \mu_\varepsilon(B_{r-|x_\varepsilon-x|}(x_\varepsilon)) \geq c(n) \lim_{\varepsilon \to 0} (r - |x_\varepsilon - x|)^{n-2} = c(n) r^{n-2}
\]

for any \( r < 2 - |x| \). By a simple Vitali covering argument, this implies that

\[
\mathcal{H}^{n-2} \cap S \subseteq C(n) \mu,
\]

and in particular \( S \) is negligible with respect to the Lebesgue measure.

Now, for any \( \delta > 0 \), denoting by \( B_\delta(S) \) the \( \delta \)-neighborhood of \( S \), we can bound

\[
\int_{B_{3/2}} |d^* \xi_\varepsilon| |h_\varepsilon| \leq \int_{B_{3/2} \cap B_\delta(S)} |d^* \xi_\varepsilon| |h_\varepsilon| + \| d^* \xi_\varepsilon \|_{L^\infty(B_{3/2}\setminus B_\delta(S))} \| h_\varepsilon \|_{L^1(B_{3/2})}.
\]

By Cauchy–Schwarz, (2.15) and (2.16), the first term is bounded by

\[
\| d^* \xi_\varepsilon \|_{L^2(B_{3/2})} B_\delta(S) \| h_\varepsilon \|_{L^\infty(B_{3/2})} \leq C|\log \varepsilon| B_\delta(S) \| h_\varepsilon \|_{L^1(B_{3/2})}.
\]

Moreover, recalling the definition of \( S \), (2.12) gives

\[
\limsup_{\varepsilon \to 0} \| d^* \xi_\varepsilon \|_{L^\infty(B_{3/2}\setminus B_\delta(S))} \leq C(\delta) \int_{B_{7/4}} \frac{W(u_\varepsilon)}{\varepsilon^2} \leq C(\delta),
\]
which implies that the second term above is at most \( C(\delta)|\log \epsilon|^{1/2} \), and (2.17) follows by letting \( \epsilon \to 0 \) and then \( \delta \to 0 \).

By (2.5), (2.9) and (2.14) we have
\[
\mu = \lim_{\epsilon \to 0} \frac{|j v_\epsilon|^2}{2\pi |\log \epsilon|} \, dx = \lim_{\epsilon \to 0} \frac{|d\psi_\epsilon + d^* \xi_\epsilon + h_\epsilon|^2}{2\pi |\log \epsilon|} \, dx = \lim_{\epsilon \to 0} \frac{|d^* \xi_\epsilon + h_\epsilon|^2}{2\pi |\log \epsilon|} \, dx.
\]
The previous lemma, together with (2.15) and (2.16) implies that
\[
\mu = \lim_{\epsilon \to 0} \frac{|d^* \xi_\epsilon + h_\epsilon|^2}{2\pi |\log \epsilon|} \, dx = \nu + \frac{1}{2\pi} |h_0|^2 \, dx \quad \text{on } B_{3/2}
\]
up to subsequences, where \( h_0 := \lim_{\epsilon \to 0} \frac{h_\epsilon}{|\log \epsilon|^{1/2}} \) is a harmonic one-form, while
\[
\nu := \lim_{\epsilon \to 0} \frac{|d^* \xi_\epsilon|^2}{2\pi |\log \epsilon|} \, dx.
\]
From (2.20) it follows that \( \text{spt}(\nu) \subseteq S \), while (2.18) and the structure of \( \mu \) imply
\[
\lim_{r \to 0} \frac{\nu(B_r(x))}{r^{n-2}} \geq C(n) > 0,
\]
which forces the reverse inclusion to hold on \( B_{3/2} \). Thus,
\[
S = \text{spt}(\nu) \quad \text{on } B_{3/2}.
\]
Note that the previous argument also shows that \( \lim_{\epsilon \to 0} (|u_\epsilon| \leq \beta) = \text{spt}(\nu) \) on \( B_{3/2} \) for any \( \beta \in (0, 1) \) (without the need of a further subsequence, as any subsequential limit of \( |u_\epsilon| \leq \beta \) equals \( \text{spt}(\nu) \)).

To prove (1.4) define the measure \( \lambda := \lim_{\epsilon \to 0} \frac{W(u_\epsilon)}{\tilde{E}^2} \, dx \), which exists up to subsequences by (2.3). Note that, by the monotonicity formula (A.1), the rescaled maps \( \tilde{u}_\epsilon(x) := u_\epsilon(p + r x) \) (with \( \tilde{\epsilon} = \epsilon / r \)) have energy at most \( C|\log \epsilon| \) on \( B_1(0) \), for \( p \in B_{3/2}(0) \) and \( r < \frac{1}{4} \). Applying Theorem A.5 and scaling back, it follows that \( r^{2-n} \lambda(B_{r/2}(p)) \leq C \). Also, from [7] Theorem 2.1 it easily follows that \( \lambda = 0 \) on \( B_{3/2} \setminus S \) (since \( S \) is the limit of the sets \( |u_\epsilon| \leq \beta \) for any \( \beta \in (0, 1) \)). Hence,
\[
\lambda \leq C \mathcal{H}^{n-2} \setminus S
\]
on \( B_{3/2} \), while (2.19) and the structure of \( \mu \) imply that the right-hand side is bounded above by \( C \mathcal{V} \).

This proves (1.4) and the theorem, provided that we check that \( \nu = \mu \mathcal{L} \cdot S \) coincides with the weight of a stationary \( (n-2) \)-varifold \( V \) for the limit metric \( g_0 = \lim_{\epsilon \to 0} g_\epsilon \). On \( B_{3/2} \) we introduce the stress-energy tensor
\[
T_\epsilon := e_\epsilon(u_\epsilon) I - du_\epsilon \otimes du_\epsilon,
\]
with the implicit scalar product \( du_\epsilon \otimes du_\epsilon = du_\epsilon^1 \otimes du_\epsilon^1 + du_\epsilon^2 \otimes du_\epsilon^2 \), and define the measure
\[
T_0 = \lim_{\epsilon \to 0} \frac{\epsilon}{\pi |\log \epsilon|} \text{vol}_{g_\epsilon},
\]
taking values in symmetric bilinear forms. The fact that \( u_\epsilon \) is critical with respect to inner variations gives \( \text{div}_{g_\epsilon} T_0 = 0 \), which implies that \( T_0 \) is also divergence-free, in the sense that the pairing \( \langle T_0, \nabla g_\epsilon X \rangle \) vanishes for any \( C^1 \) vector field \( X \) supported in \( B_{3/2} \).

A computation similar to (2.4) together with (2.3) shows that

\[
T_0 = \lim_{\epsilon \to 0} \frac{1}{\pi |\log \epsilon|} \left( \frac{|j u_\epsilon|^2}{2} I - j u_\epsilon \otimes j u_\epsilon \right) \text{vol}_{g_\epsilon}.
\]

Also, (2.9) and (2.17) give

\[
T_0 = V + \left( \frac{|h_0|^2}{2} I - h_0 \otimes h_0 \right) \text{vol}_{g_0},
\]

with

\[
V := \lim_{\epsilon \to 0} \frac{1}{\pi |\log \epsilon|} \left[ \frac{|d^* \xi_\epsilon|^2}{2} I - (d^* \xi_\epsilon) \otimes (d^* \xi_\epsilon) \right] \text{vol}_{g_\epsilon}.
\]

Note that \( h_0 \) is strongly harmonic, meaning that \( dh_0 = 0 \) and \( d^* g_0 h_0 = 0 \): indeed, we already have \( d^* g_\epsilon h_\epsilon = d^* g_\epsilon (j v_\epsilon - d \psi_\epsilon) = 0 \) by (2.8) also, (2.13) gives \( \|d \xi_\epsilon\|_{L^1(B_{3/2})} \leq C \), and hence

\[
\lim_{\epsilon \to 0} \frac{dh_\epsilon}{|\log \epsilon|^{1/2}} = \lim_{\epsilon \to 0} \frac{d j v_\epsilon - d d^* \xi_\epsilon}{|\log \epsilon|^{1/2}} = \lim_{\epsilon \to 0} \frac{\Delta_h \xi_\epsilon - d d^* \xi_\epsilon}{|\log \epsilon|^{1/2}} = \lim_{\epsilon \to 0} \frac{d^* d \xi_\epsilon}{|\log \epsilon|^{1/2}} = 0
\]

on \( B_{3/2} \), with the limits understood distributionally (where we used (2.14) in the second equality and (2.10) in the third one). Since \( h_0 \) is strongly harmonic, the term \( \frac{|h_0|^2}{2} I - h_0 \otimes h_0 \) is divergence-free, and thus \( \text{div} V = 0 \), as well.

Since \( \text{tr}(V) \geq (n-2) \nu \) and \( |\langle V w, w \rangle| \leq |w|^2 \nu \) for any \( w \in \mathbb{R}^n \), the measure \( V \) can be identified with a generalized stationary \((n-2)\)-varifold with weight \( \nu \), according to the definition from [25, Section A.2]. Since it has positive density on its support by (2.21), it now follows from the classical result by Ambrosio–Soner [3, Theorem 3.8] that \( V \) is actually a rectifiable varifold.

2.2. Additional bounds in the situation of Theorem 1.4. Suppose now that we are in the setting of Theorem 1.4. Henceforth, we will assume for simplicity of notation that \( g_\epsilon \) is in fact equal to the flat Euclidean metric; it is an easy exercise to extend the arguments to metrics converging smoothly to the Euclidean metric, and we will comment occasionally on the necessary modifications for this case. Thus, we are considering a family of solutions \( u_\epsilon : B_2^0(0) \to \mathbb{C} \) to (2.1) for which the normalized energy measures

\[
\mu_\epsilon := \frac{e_\epsilon(u_\epsilon)}{\pi |\log \epsilon|} \text{dx}
\]

converge weakly in \( C^0_c(B_2)^* \) to a multiple of the \((n-2)\)-plane \( P = \mathbb{R}^{n-2} \times \{0\} \)

\[
\mu_\epsilon \rightharpoonup 0, \mathcal{H}^{n-2} \vert P
\]

as \( \epsilon \to 0 \).

On any domain compactly contained in \( B_2 = B_2(0) \), such as \( B_{7/4} \), the following is a simple consequence of the last assumption.
Lemma 2.2. Writing $|du_\varepsilon(P)|^2 := \sum_{i=1}^{n-2} |du_\varepsilon(e_i)|^2$, we have

\begin{equation}
\lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{B_{7/4}} |du_\varepsilon(P)|^2 = 0.
\end{equation}

Proof. Since the stationary varifold $V$ from Theorem 1.1 coincides with a multiple of $P$, viewing $V$ as a matrix-valued measure we can write

\begin{equation}
V = \theta M \mathcal{H}^{n-2} \ll P,
\end{equation}

where $M \in \mathbb{R}^{n \times n}$ is the orthogonal projection onto $P$. As seen in the proof of Theorem 1.1, the normalized stress-energy tensors $\frac{T_\varepsilon}{\pi |\log \varepsilon|}$ converge to $V$, and by (2.23) this implies that

$$
\lim_{\varepsilon \to 0} \int_{B_2} \frac{\langle T_\varepsilon, w, w \rangle}{\pi |\log \varepsilon|} dx = \int_{B_2} \chi d\langle V w, w \rangle = \int_{B_2} \chi d|V|,
$$

for any $\chi \in C_0^0(B_2)$ and any unit vector $w \in P$. Recalling the definition of $T_\varepsilon$ and the fact that

$$
\lim_{\varepsilon \to 0} \int_{B_2} \frac{e_\varepsilon(u_\varepsilon)}{\pi |\log \varepsilon|} = \int_{B_2} \chi d|V|,
$$

we deduce that $\lim_{\varepsilon \to 0} \int_{B_2} \chi \frac{|du_\varepsilon(w)|^2}{\pi |\log \varepsilon|} = \lim_{\varepsilon \to 0} \int_{B_2} \chi \frac{e_\varepsilon(u_\varepsilon) - \langle T_\varepsilon, w, w \rangle}{\pi |\log \varepsilon|} = 0$, as desired. \qed

Using the preceding bounds, we can prove the following key estimates, showing that the limiting energy density can be computed in terms of the one-form $d^* \xi_\varepsilon$.

Lemma 2.3. As $\varepsilon \to 0$, we have

$$
\lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{B_{3/2}} |j u_\varepsilon - d^* \xi_\varepsilon|^2 = 0.
$$

In particular, combining with (2.5) gives

\begin{equation}
\lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{B_{3/2}} e_\varepsilon(u_\varepsilon) - \frac{1}{2} |d^* \xi_\varepsilon|^2 = 0.
\end{equation}

Proof. In view of (2.9) it suffices to show that

\begin{equation}
\| j u_\varepsilon - d^* \xi_\varepsilon \|^2_{L^2(B_{3/2})} = o(|\log \varepsilon|)
\end{equation}

as $\varepsilon \to 0$. Note that

$$
j u_\varepsilon - d^* \xi_\varepsilon = h_\varepsilon + d \psi_\varepsilon,
$$

and we know from (2.9) that $\|d \psi_\varepsilon\|^2_{L^2(B_{7/4})} \leq C$, so all that remains is to show that

$$
\|h_\varepsilon\|^2_{L^2(B_{3/2})} = o(|\log \varepsilon|).$$
since the energy concentrates along $P$, note that, for any fixed $\delta > 0$,

$$\limsup_{\varepsilon \to 0} \frac{\|d u_\varepsilon\|_{L^1(B_{7/4})}}{\log \varepsilon^{1/2}} = \limsup_{\varepsilon \to 0} \frac{\|d u_\varepsilon\|_{L^1(B_{7/4} \cap B_{\delta}(P))}}{\log \varepsilon^{1/2}} \leq \limsup_{\varepsilon \to 0} \frac{\|d u_\varepsilon\|_{L^2(B_{7/4} \cap B_{\delta}(P))}}{\log \varepsilon} \frac{\|B_{7/4} \cap B_{\delta}(P)\|^{1/2}}{\log \varepsilon^{1/2}} \leq C \delta,$$

so that $\|d u_\varepsilon\|_{L^1(B_{7/4})} = o(\|\log \varepsilon\|)$. Using (2.15), we arrive at

$$\|h_\varepsilon\|_{L^2(B_{3/2})} \leq \|f u_\varepsilon\|_{L^1(B_{7/4})} + C = o(\|\log \varepsilon\|^{1/2}),$$

and the claim follows. \hfill \square

Now, denote by $Q$ the cylinder

$$Q := B_{1}^{n-2}(0) \times D_1^{2}(0) \subset B_{3/2}^{n}(0),$$

and fix a large constant $K > 0$, which will be specified in the final part of the proof. In what follows, we identify a distinguished family of two-dimensional slices perpendicular to the $(n - 2)$-plane $P$ of concentration, such that the energy density $\theta$ can be computed in terms of the behavior of the solutions $u_\varepsilon$ along these slices. (Cf., e.g., [19] or [22] for similar arguments in the harmonic map or Yang–Mills settings.)

**Definition 2.4.** Given $y \in B_{1/2}^{n-2}(0)$, we say that $P_y^{1} := \{y\} \times D_1^{2}(0)$ (or simply $y$) is a $\delta$-good slice for $u_\varepsilon$ if

$$\sup_{0 < r < 1/2} r^{2-n} \int_{B_{r}^{n-2}(y) \times D_1^{2}} \left| e_\varepsilon(u_\varepsilon) - \pi \omega_{n-2} \theta |\log \varepsilon| \right| < \delta |\log \varepsilon|,$$

$$\sup_{0 < r < 1/2} r^{2-n} \int_{B_{r}^{n-2}(y) \times D_1^{2}} \left| d u_\varepsilon(P) \right|^{2} + \left| j v_\varepsilon - d^* \xi_\varepsilon \right|^{2} + \left| e_\varepsilon(u_\varepsilon) - \frac{1}{2} \left| d^* \xi_\varepsilon \right|^{2} \right| < \delta |\log \varepsilon|,$$

and

$$\sup_{0 < r < 1/2} r^{2-n} \int_{B_{r}^{n-2}(y) \times D_1^{2}} \left( \frac{W(u_\varepsilon)}{\varepsilon^2} + |\xi_\varepsilon| \right) < K.$$

The first and second conditions require uniform $L^2$ vanishing of $d u_\varepsilon(P)$ on the cylinders $B_{r}^{n-2}(y) \times D_1^{2}$ centered at $y$ at all small scales $r$, and assert that the density $\theta$ can be computed by integrating any one of $e_\varepsilon(u_\varepsilon)$, $\frac{1}{2} \left| d^* \xi_\varepsilon \right|^{2}$, or $\frac{1}{2} \left| j v_\varepsilon \right|^{2}$ along the cylinders $B_{r}^{n-2}(y) \times D_1^{2}$, or (letting $r \to 0$) along the slice $P_y^{1} = \{y\} \times D_1^{2}$, while the third condition enforces uniform $L^1$ control on the potential $\frac{W(u_\varepsilon)}{\varepsilon^2}$ and $|\xi_\varepsilon|$ over the same cylinders at all scales.

**Lemma 2.5.** Denote by $\mathcal{G}_{\varepsilon, \delta} \subseteq B_{1/2}^{n-2}(0)$ the collection of $\delta$-good slices for $u_\varepsilon$. Then, for any $\delta > 0$, we have

$$\limsup_{\varepsilon \to 0} \left| B_{1/2}^{n-2} \setminus \mathcal{G}_{\varepsilon, \delta} \right| \leq \frac{C}{K}.$$
Proof. Let $F_1^\varepsilon$, $F_2^\varepsilon$, and $F_3^\varepsilon$ be the sets of slices where the first, second, and third requirements fail, respectively. In view of (2.3) and (2.13) we have
\[
\int_{B_n^\varepsilon - 2} \int_{D^2_1} \left( \frac{W(u_\varepsilon)}{\varepsilon^2} + |\xi_\varepsilon| \right) (y, z) \, dz \, dy = \int_Q \left( \frac{W(u_\varepsilon)}{\varepsilon^2} + |\xi_\varepsilon| \right) \leq C,
\]
for some constant $C$ independent of $\varepsilon$. The Hardy–Littlewood weak $(1, 1)$ estimate for the maximal function of
\[
y \mapsto \int_{D^2_1} \left( \frac{W(u_\varepsilon)}{\varepsilon^2} + |\xi_\varepsilon| \right) (y, z) \, dz
\]
then implies that
\[
|F_3^\varepsilon| \leq C K.
\]
Similarly, from (2.22), (2.24), (2.25) and the maximal inequality, it follows that
\[
|F_2^\varepsilon| \leq \frac{C}{\delta \log \varepsilon} \int_Q \left( |d u_\varepsilon(P)|^2 + |j u_\varepsilon - d^* \xi_\varepsilon|^2 + |e_\varepsilon(u_\varepsilon) - \frac{1}{2} |d^* \xi_\varepsilon|^2 | \right) \to 0.
\]
In order to bound the measure of $F_1^\varepsilon$, we observe that $F_1^\varepsilon \subseteq F_1^{1a} \cup F_1^{1b}$, where we denote by $F_1^{1a}$ and $F_1^{1b}$ the sets of slices $y \in B_{1/2}^n$ such that
\[
\sup_{0 < r < 1/2} r^{2-n} \int_{B_n^{r-2}(y) \times \{D^2_1 \setminus D^2_1/2\}} e_\varepsilon(u_\varepsilon) \geq \frac{\delta}{2 \log \varepsilon}
\]
and
\[
\sup_{0 < r < 1/2} \left| r^{2-n} \int_{B_n^{r-2}(y) \times D^2_1} \chi e_\varepsilon(u_\varepsilon) - \pi \omega_{n-2} \theta \log \varepsilon \right| \geq \frac{\delta}{2 \log \varepsilon},
\]
respectively, where $\chi = \chi(z)$ is a cutoff function supported in $D^2_1$, with $\chi \equiv 1$ on $D^2_1/2$ and $0 \leq \chi \leq 1$.

Since the energy concentrates along $P$, we have
\[
\frac{1}{\log \varepsilon} \int_{B_n^{r-2} \times \{D^2_1 \setminus \{D^2_1/2\}\}} e_\varepsilon(u_\varepsilon) \to 0,
\]
which implies that $|F_1^{1a}| \to 0$, again by the Hardy–Littlewood maximal inequality. Finally, for $y \in B_{5/4}^n(0)$, let
\[
f_\varepsilon(y) := \int_{y \times D^2_1} \chi e_\varepsilon(u_\varepsilon) \, dz.
\]
Recall that the stress-energy tensor $T_\varepsilon = e_\varepsilon(u_\varepsilon) - du^*_\varepsilon \otimes du_\varepsilon$ has zero divergence. Hence, testing against the vector field $\psi(y) \chi(z) e_k$ gives
\[
\int_{B_n^\varepsilon} e_\varepsilon(u_\varepsilon) \partial_k (\psi \chi) = \int_{B_2^\varepsilon} \sum_{j=1}^n \partial_j u_\varepsilon \partial_k u_\varepsilon \partial_j (\psi \chi),
\]
for $\psi \in C^1_c(B_{5/4}^{n-2})$. In particular, for $k = 1, \ldots, n-2$, and Cauchy–Schwarz imply that
\[
\left| \int_{B_{5/4}^{n-2}} f_\varepsilon \partial_k \psi \right| \leq C \| d u_\varepsilon \|_{L^2(B_{5/4}^{n-2})} \| \partial_k u_\varepsilon \|_{L^2(B_{5/4}^{n-2})} \| \psi \|_{C^1} \leq o(\log \varepsilon) \| d \psi \|_{C^0}
\]
(as $B_{5/4}^{n-2} \times D_1^2 \subseteq B_{7/4}^n$ and $\| \psi \|_{C^1} \leq C \| d \psi \|_{C^0}$). In particular, applying the Hahn–Banach extension theorem to the functionals
\[
\nabla \psi \mapsto \frac{1}{\log \varepsilon} \int_{B_{5/4}^{n-2}} f_\varepsilon \partial_k \psi
\]
on the subspace
\[
\{ \nabla \psi \mid \psi \in C^1_c(B_{5/4}^{n-2}) \} \subseteq C_0(B_{5/4}^{n-2}, \mathbb{R}^{n-2}),
\]
where $C_0(B_{5/4}^{n-2}, \mathbb{R}^{n-2}) = C^\infty_c(B_{5/4}^{n-2}, \mathbb{R}^{n-2})$, it follows that there exist vector-valued Radon measures $X_\varepsilon^k \in C_0(B_{5/4}^{n-2}, \mathbb{R}^{n-2})^*$ such that
\[
\lim_{\varepsilon \to 0} \| X_\varepsilon^k \| = 0
\]
and
\[
\langle X_\varepsilon^k, \nabla \psi \rangle = \frac{1}{\log \varepsilon} \int_{B_{5/4}^{n-2}} f_\varepsilon \partial_k \psi,
\]
so that $\text{div}(X_\varepsilon^k) = \partial_k \left( \frac{f_\varepsilon}{\log \varepsilon} \right)$ distributionally.

We can then apply Allard’s strong constancy lemma [2, Theorem 1.(4)] and deduce that
\[
\frac{1}{\log \varepsilon} \| f_\varepsilon - \alpha_\varepsilon \|_{L^1(B_{5/4}^{n-2})} \to 0,
\]
for suitable constants $\alpha_\varepsilon$. In fact, since $\frac{1}{\log \varepsilon} \int_{B_{5/4}^{n-2}} f_\varepsilon \to \pi \omega_{n-2} \theta$, the same conclusion must hold with $\alpha_\varepsilon = \pi \theta |\log \varepsilon|$. This implies that $|F_\varepsilon^{1,b}| \to 0$, which completes the proof. \hfill \Box

Next, we record the following lemma about the small-scale behavior of the two-form $d j v_\varepsilon$ near a good slice, which we will use repeatedly in subsequent sections to refine our characterization of the limiting energy measure.

**Lemma 2.6.** For any $\alpha \in (0, 1)$ and $\gamma > 0$, there exists $\delta_1(\alpha, \gamma) \in (0, 1)$ such that if $B_{2r}(x) \subseteq Q$ is a ball with $r \geq \varepsilon^\alpha$ for which
\[
(2.26) \quad r^{2-n} \int_{B_{2r}(x)} |d u_\varepsilon(P)|^2 \leq \delta_1 \| \log \varepsilon \|,
\]
then for $\varepsilon$ small enough (depending on $\alpha$ and $\gamma$)
\[
(2.27) \quad \left| r^{2-n} \int_{B_r(x)} (d j v_\varepsilon(x'))_{ab} \frac{x - x'}{|x - x'|} \, dx' \right| < \gamma \quad \text{for} \ (a, b) \neq (n-1, n).\]

Moreover, if $\mathcal{V}(u_\varepsilon) \cap B_{2r}(x) \cap P_x^1 \subseteq B_{\delta_1 r}(x)$, with $\kappa := \deg(v_\varepsilon, x + \{0\} \times r S^1)$ we have
\[
(2.28) \quad \left| r^{2-n} \int_{B_r(x)} (d j v_\varepsilon(x'))_{n-1,n} - 2\pi \kappa \omega_{n-2} \right| < \gamma.
\]
Proof. We first prove (2.27) via a contradiction argument. If the statement fails, then (passing to a subsequence) there exist balls $B_{2r_\varepsilon}(x_\varepsilon) \subset Q$ with $r_\varepsilon \geq \varepsilon^a$ such that
\[
\lim_{\varepsilon \to 0} r_{\varepsilon}^{-2-n} \frac{1}{|\log \varepsilon|} \int_{B_{2r_\varepsilon}(x_\varepsilon)} |du_\varepsilon(P)|^2 = 0
\]
but
\[
(2.29) \quad |r_{\varepsilon}^{-2-n} \int_{B_{r_\varepsilon}(x_\varepsilon)} (dju_\varepsilon(x'))_{ab} \frac{x_\varepsilon - x'}{|x_\varepsilon - x'|} dx' | \geq \gamma
\]
for some $(a, b) \neq (n - 1, n)$. Rescaling $B_{2r_\varepsilon}(x_\varepsilon)$ to $B_2(0)$, we obtain a sequence of solutions $\tilde{u}_\varepsilon$ of the Ginzburg–Landau equation on $B_2(0)$, with $\tilde{\varepsilon} = \varepsilon / r_\varepsilon$ such that
\[
E_{\tilde{\varepsilon}}(\tilde{u}_\varepsilon) \leq C|\log \varepsilon| \leq \frac{C}{1 - \alpha} |\log \tilde{\varepsilon}|,
\]
as well as
\[
\frac{1}{|\log \tilde{\varepsilon}|} \int_{B_2(0)} |d\tilde{u}_\varepsilon(P)|^2 \to 0
\]
as $\tilde{\varepsilon} \to 0$.

By Theorem 1.1 the limit of the normalized energy densities of $\tilde{u}_\varepsilon$ has a concentrated part $|V|$, for a rectifiable stationary varifold $\tilde{V}$, and by reversing the proof of Theorem 2.2, we know that the tangent plane to $\tilde{V}$ at $x$ coincides with $P$, for $|\tilde{V}|$-a.e. $x$. Together with stationarity, this easily implies (testing stationarity against vector fields of the form $X = \phi \nu$ for fixed vectors $\nu \in P$) that $\tilde{V}$ is invariant under translations by vectors in $P$, and therefore coincides on $B_2(0)$ with a locally finite union of planes $P + x_j$ parallel to $P$ (with multiplicity at least $c(n) > 0$).

Moreover, as in (2.11)
\[
(2.30) \quad |d_j \tilde{v}_\varepsilon| \leq C \frac{W(\tilde{u}_\varepsilon)}{\varepsilon^2},
\]
and by (1.4) we deduce that
\[
(2.31) \quad |d_j \tilde{v}_\varepsilon| \rightharpoonup \sum_j f_j \mathcal{H}^{n-2} \subset (P + x_j)
\]
weakly in $C^0_\varepsilon(B_2)^*$, with $f_j$ locally bounded.

Hence, the rescaled $(n - 2)$-cycles $* d_j \tilde{v}_\varepsilon$ converge weakly as currents in $B_2$ to a cycle supported on $\bigcup_j (P + x_j)$. By the constancy theorem for cycles, it follows that
\[
(2.32) \quad * (d_j \tilde{v}_\varepsilon) \rightharpoonup \sum_j 2\pi \kappa_j (P + x_j) \text{ on } B_2,
\]
for suitable constants $\kappa_j \in \mathbb{R}$ (actually $\kappa_j \in \mathbb{Z}$, by [16, Theorem 5.2], or by a slicing argument similar to the proof of (4.5) below, which reveals that $\kappa_j$ is the degree of $\tilde{v}_\varepsilon$ around $P + x_j$).

If (2.29) holds, then rescaling gives
\[
(2.33) \quad \left| \int_{B_1} (d_j \tilde{v}_\varepsilon(x'))_{ab} \frac{x'}{|x'|} dx' \right| \geq \gamma,
\]
but fixing $\chi \in C_c^\infty(B_1)$, $0 \leq \chi \leq 1$ be some test function supported away from 0 such that
\[ \sum_j \int_{(P+x_j) \cap B_1} (1-\chi) f_j \, d\mathcal{H}^{n-2} < \frac{\gamma}{2}, \]
it follows from the distributional convergence $\text{(2.32)}$ that, for this couple $(a, b) \neq (n-1, n)$, $(d j \tilde{v}_\varepsilon)_{ab}$ vanishes distributionally as $\varepsilon \to 0$, so
\[ \lim_{\varepsilon \to 0} \int_{B_1} (d j \tilde{v}_\varepsilon(x'))_{ab} \chi(x') \frac{x'}{|x'|} \, dx' = 0. \]
On the other hand, it then follows from $\text{(2.31)}$ that
\[ \limsup_{\varepsilon \to 0} \left| \int_{B_1} (d j \tilde{v}_\varepsilon(x'))_{ab} \frac{x'}{|x'|} \, dx' \right| = \limsup_{\varepsilon \to 0} \left| \int_{B_1} (d j \tilde{v}_\varepsilon(x'))_{ab} (1-\chi(x')) \frac{x'}{|x'|} \, dx' \right| \]
\[ \leq \sum_j \int_{(P+x_j) \cap B_1} (1-\chi) f_j \, d\mathcal{H}^{n-2} \]
\[ < \gamma/2, \]
contradicting $\text{(2.33)}$.

The proof of $\text{(2.28)}$ is similar, where in the limiting rescaled picture we have simply $\sum_j 2\pi \kappa f_j(P+x_j) = 2\pi \kappa P$. \(\square\)

In the following section, we will use this together with the following formulas for $\xi_\varepsilon$ and $\nabla \xi_\varepsilon$, which follow simply from $\text{(2.10)}$ and the formula for the Euclidean Green's function $G(x, y)$ in $\mathbb{R}^n$, together with a simple integration by parts (recall that $n \omega_n = 2\pi \omega_{n-2}$).

**Lemma 2.7.** For any pair $(a, b)$ with $1 \leq a < b \leq n$, we have
\begin{align*}
\text{(2.34)} \quad & 2\pi \omega_{n-2} (\xi_\varepsilon)_{ab}(x) = \int_0^\infty \frac{1}{r} \left( r^{2-n} \int_{B_r(x)} \varphi(x') [d j v_\varepsilon(x')]_{ab} \, dx' \right) \, dr, \\
\text{(2.35)} \quad & \nabla (\xi_\varepsilon)_{ab}(x) = \frac{n-1}{2\pi \omega_{n-2}} \int_0^\infty \frac{1}{r^2} \left( r^{2-n} \int_{B_r(x)} \varphi(x') [d j v_\varepsilon(x')]_{ab} \frac{x-x'}{|x-x'|} \, dx' \right) \, dr.
\end{align*}

**Remark 2.8.** For non-Euclidean metrics $g_\varepsilon$ converging smoothly to the Euclidean metric, $\text{Theorem A.7}$ shows that $\text{(2.34)}$ and $\text{(2.35)}$ hold up to errors of size
\[ o(1) \cdot \int_0^\infty r^{2-n} \left( \int_{B_r(x)} |\varphi(x')| \, dx' \right) \, dr, \quad o(1) \cdot \int_0^\infty r^{1-n} \left( \int_{B_r(x)} |\varphi(x')| \, dx' \right) \, dr, \]
both of which can be seen to be $o(|\log \varepsilon|)$ (as in the proof of $\text{(2.36)}$ below).

As in [6], note that combining $\text{(2.34)}$ with $\text{(2.11)}$ gives, for any $x \in B_{3/2}(0)$,
\[ |\xi_\varepsilon(x)| \leq C \int_0^{1/4} \frac{1}{r^{n-1}} \left( \int_{B_r(x)} \frac{W(u_\varepsilon)}{\varepsilon^2} \right) \, dr + C \int_{B_{7/4}(0)} \frac{W(u_\varepsilon)}{\varepsilon^2}, \]
which together with the monotonicity formula $\text{(A.1)}$ (integrated over $s \in (0, \frac{1}{4})$) gives as in [6] the pointwise estimate
\[ \text{(2.36)} \quad |\xi_\varepsilon(x)| \leq CE_\varepsilon(u_\varepsilon; B_{1/4}(x)) + C \int_{B_{7/4}(0)} \frac{W(u_\varepsilon)}{\varepsilon^2} \leq CE_\varepsilon(u_\varepsilon; B_{7/4}(0)). \]
Interpolating with \((2.13)\) we obtain
\[
\|\xi\epsilon\|_{L^{2n}(B_{3/2})} \leq \|\xi\epsilon\|_{L^1(B_{3/2})} \leq \|\xi\epsilon\|_{L^{\infty}(B_{3/2})} \leq C|\log \epsilon|^{1-1/2n},
\]
and using again \((2.13)\) we get
\[
(2.37) \quad \int_{B_{3/2}} |\xi\epsilon|d^*|\xi\epsilon| \leq \|\xi\epsilon\|_{L^{2n}(B_{3/2})} \leq \|\xi\epsilon\|_{L^{2n/(2n-1)}(B_{1/2})} \leq C|\log \epsilon|^{1-1/2n}.
\]

For a given cutoff function \(\chi \in C^\infty_c(B_{3/2}(0))\) with \(\chi \equiv 1\) on \(B_1(0)\), a simple integration by parts yields
\[
\int_{B_{3/2}} \chi^2|d^*\xi\epsilon|^2 = \int_{B_{3/2}} \langle \xi\epsilon, d(\chi^2 d^*\xi\epsilon) \rangle
\]
\[
= \int_{B_{3/2}} \langle \xi\epsilon, 2\chi d\chi \wedge d^*\xi\epsilon \rangle + \int_{B_{3/2}} \langle \chi^2 \xi\epsilon, dd^*\xi\epsilon \rangle
\]
\[
= \int_{B_{3/2}} \langle \xi\epsilon, 2\chi d\chi \wedge d^*\xi\epsilon \rangle - \int_{B_{3/2}} \langle \chi^2 \xi\epsilon, dh\epsilon \rangle + \int_{B_{3/2}} \langle \chi^2 \xi\epsilon, d j v\epsilon \rangle.
\]
It follows from \((2.13)\), \((2.15)\) and \((2.37)\) that the first two terms on the last line are \(o(|\log \epsilon|)\) as \(\epsilon \to 0\), so that
\[
\lim_{\epsilon \to 0} \frac{1}{|\log \epsilon|} \int_{B_{3/2}} \chi^2|d^*\xi\epsilon|^2 = \lim_{\epsilon \to 0} \frac{1}{|\log \epsilon|} \int_{B_{3/2}} \chi^2 \langle \xi\epsilon, d j v\epsilon \rangle
\]
\[
\text{(using } (2.36) \text{)} \leq \liminf_{\epsilon \to 0} \frac{CE\epsilon(u\epsilon; B_{7/4}(0))}{|\log \epsilon|} \int_{B_{3/2}} |d j v\epsilon|
\]
\[
\text{(using } (2.11) \text{)} \leq \liminf_{\epsilon \to 0} \frac{CE\epsilon(u\epsilon; B_{7/4}(0))}{|\log \epsilon|} \int_{B_{3/2}} W(u\epsilon) / \epsilon^2.
\]
In particular, using \(\text{Theorem 2.3}\) and recalling that \(\chi \equiv 1\) on \(B_1\), we deduce that
\[
\lim_{\epsilon \to 0} \frac{E\epsilon(u\epsilon; B_1)}{|\log \epsilon|} \leq \liminf_{\epsilon \to 0} \frac{CE\epsilon(u\epsilon; B_2)}{|\log \epsilon|} \int_{B_{2}} W(u\epsilon) / \epsilon^2.
\]
This computation holds for any sequence of solutions \(u\epsilon : B_2 \to \mathbb{C}\) obeying an energy bound \(E\epsilon(u\epsilon; B_2(0)) \leq \Lambda|\log \epsilon|\).

Combining this observation with \(\text{Theorem A.3}\) and a trivial rescaling, we obtain the following lemma, which will be useful later.

**Lemma 2.9.** There exists \(c(\Lambda, n) > 0\) such that if \(u\epsilon\) solves the Ginzburg–Landau equation on \(B_r(x)\), with \(r \geq \epsilon, B_{r/4}(x) \cap V(u\epsilon) \neq \emptyset\), and
\[
r^{2-n} E\epsilon(u\epsilon; B_r(x)) \leq \Lambda \log (r / \epsilon),
\]
then
\[
(2.38) \quad r^{2-n} \int_{B_r(x)} W(u\epsilon) / \epsilon^2 > c(\Lambda, n).
\]
Moreover, the simpler estimate
\[
(2.39) \quad \epsilon^{2-n} \int_{B_\epsilon(x)} W(u\epsilon) / \epsilon^2 > c(n)
\]
holds for \( x \in V(u_\epsilon) \) without any additional assumptions.

Note that the second conclusion (as well as the first one, when \( r \) is comparable to \( \epsilon \)) follows directly from the bound \( |du_\epsilon| \leq \frac{C(n)}{\epsilon} \), which implies that \( W(u_\epsilon) \geq \frac{1}{10} \) in a \( C(n)\epsilon \)-neighborhood of any point in \( B_{r/4}(x) \cap V(u_\epsilon) \).

3. Preliminary Energy Identity and Related Bounds

In this section we establish two of the key ingredients for the proof of Theorem 1.4, proving the preliminary energy identity (1.6) and the new potential bound (1.8) for arbitrary families satisfying the hypotheses of Theorem 1.4.

Let \( u_\epsilon \) be a family of solutions satisfying the assumptions of Theorem 1.4. Appealing to Lemma 2.5, choose a family \( \delta_\epsilon \rightarrow 0 \) such that

\[
\liminf_{\epsilon \rightarrow 0} |G_{\epsilon, \delta_\epsilon}| \geq \frac{\omega_n-2}{2n-2} - \frac{C}{K} > 0 \quad \text{as} \quad \epsilon \rightarrow 0,
\]

and fix \( y_\epsilon \in G_{\epsilon, \delta_\epsilon} \).

Next, given \( \delta > 0 \), consider the set \( U_{\delta, \epsilon} \subseteq P_{y_\epsilon} \) given by

\[
U_{\delta, \epsilon} := \{ x = (y_\epsilon, z) \in P_{y_\epsilon} : |u_\epsilon(x)| < 1 - \delta \}.
\]

**Proposition 3.1.** There exists \( C = C(\delta) \) independent of \( \epsilon > 0 \) and points \( p_1^\epsilon, \ldots, p_k^\epsilon \in U_{\delta, \epsilon} \) with \( k \leq C \) such that

\[
U_{\delta, \epsilon} \subseteq \bigcup_{j=1}^k B_{C\epsilon}(p_j^\epsilon),
\]

up to a subsequence, for a disjoint family of balls \( B_{C\epsilon}(p_j^\epsilon) \).

**Proof.** By a simple Vitali covering argument applied to the covering \( \{B_\epsilon(p) \mid p \in U_{\delta, \epsilon}\} \), it is clear that there exist \( p_1^\epsilon, \ldots, p_m^\epsilon \in U_{\delta, \epsilon} \) such that

\[
B_\epsilon(p_1^\epsilon) \cap B_\epsilon(p_j^\epsilon) = \emptyset \quad \text{for} \quad i \neq j
\]

and

\[
U_{\delta, \epsilon} \subseteq \bigcup_{j=1}^m B_{5\epsilon}(p_j^\epsilon),
\]

where \( m = m_\epsilon \) depends on \( \epsilon \) a priori. On the other hand, since \( |u_\epsilon(p_j^\epsilon)| < 1 - \delta \) and \( |du_\epsilon| \leq \frac{C}{\epsilon} \), writing \( p_j^\epsilon = (y_\epsilon, z_j^\epsilon) \) it is clear that

\[
\int_{[y_\epsilon] \times D_\epsilon(z_j^\epsilon)} \frac{W(u_\epsilon)}{\epsilon^2} \geq c(\delta)
\]

for some \( c(\delta) > 0 \), and summing over \( 1 \leq j \leq m_\epsilon \) and using (5.2) gives

\[
m_\epsilon c(\delta) \leq \int_{P_{y_\epsilon}} \frac{W(u_\epsilon)}{\epsilon^2} \leq 2\omega_n,
\]

hence

\[
m_\epsilon \leq C(\delta).
\]
In particular, passing to a subsequence, we may assume that \( m_\varepsilon = m \) is fixed independent of \( \varepsilon \), and that the (possibly infinite) limits

\[
\gamma_{ij} := \lim_{\varepsilon \to 0} \frac{|p^\varepsilon_i - p^\varepsilon_j|}{\varepsilon}
\]

exist. It is then easy to see that the desired conclusion holds with

\[
C(\delta) := 10 + \max \ell, \quad \text{where } F := \{\gamma_{ij} | \gamma_{ij} < \infty\}.
\]

Indeed, we can form an equivalence relation on \( \{1, \ldots, m\} \) by declaring that \( i \sim j \) precisely when \( \gamma_{ij} < \infty \), and we can take a set of representatives \( S \subseteq \{1, \ldots, m\} \); with the previous choice of \( C(\delta) \), we have

\[
U_{\delta, \varepsilon} \subseteq \bigcup_{j=1}^m B_{5\varepsilon}(p^\varepsilon_j) \subseteq \bigcup_{i \in S} B_{C(\delta)\varepsilon}(p^\varepsilon_i),
\]

since if \( i \) represents the class of \( j \) then \( |p^\varepsilon_i - p^\varepsilon_j| \leq (\gamma_{ij} + 1)\varepsilon \) for \( \varepsilon \) small enough, and the last union is disjoint since for \( i, i' \in S \) we have

\[
|p^\varepsilon_i - p^\varepsilon_{i'}| \to \gamma_{ii'} = \infty \quad \text{(unless } i = i').
\]

Now, for \( k \leq C(\delta) \) and points \( p^\varepsilon_1, \ldots, p^\varepsilon_k \) as in [Theorem 3.1], denote by \( D_{j, \varepsilon} \) the disks

\[
D_{j, \varepsilon} := B_{C(\delta)\varepsilon}(p^\varepsilon_j) \cap P_{y^\varepsilon}
\]

(note that eventually \( D_{j, \varepsilon} \) is compactly included in \( P_{y^\varepsilon} \), as \( |u^\varepsilon| \to 1 \) on \( B_1^{n-2} \times \partial D_1 \)), and consider the degrees

\[
\kappa^\varepsilon_j := \deg \left( \frac{u^\varepsilon}{|u^\varepsilon|}, \partial D_{j, \varepsilon} \right).
\]

The following proposition gives a very useful (though non-sharp) bound on the degrees \( \kappa^\varepsilon_j \) in terms of the potential \( \frac{W(u^\varepsilon)}{\varepsilon^2} \), which plays a crucial role in ruling out energy-cancellation due to interactions between vortices with degrees of opposite signs in the proof of [Theorem 1.4]

**Proposition 3.2.** For \( \varepsilon \) sufficiently small (depending on \( \delta \)),

\[
\int_{D_{j, \varepsilon}} \frac{2W(u^\varepsilon)}{\varepsilon^2} \geq \frac{\pi}{2} |\kappa^\varepsilon_j|(1 - 5\delta).
\]

**Proof.** By [Theorem 3.1] we know that \( \partial D_{j, \varepsilon} \subseteq \{|u^\varepsilon| \geq 1 - \delta\} \). For each \( 0 < t < 1 - \delta \), consider the set

\[
\Omega_t := \{|u^\varepsilon| < t\} \cap D_{j, \varepsilon},
\]

and if \( t \) is a regular value for \( |u^\varepsilon| \), consider also the boundary

\[
S_t := \partial \Omega_t \subset D_{j, \varepsilon}.
\]

By the coarea formula for \( |u^\varepsilon| \) on \( D_{j, \varepsilon} \), we have

\[
\int_{\Omega_{1-\delta}} \frac{W(u^\varepsilon)}{\varepsilon^2} \geq \int_0^{1-\delta} \frac{(1-r^2)^2}{4\varepsilon^2} \left( \int_{S_r} \frac{1}{|d|u^\varepsilon|}} dr.\]
Next, note that for each regular value \( t \in (0, 1 - \delta) \) of \( |u_\varepsilon| \), a few simple applications of the Cauchy–Schwarz inequality give

\[
|S_t| = \int_{S_t} |d|u_\varepsilon\vert|^{-1/2} |d|u_\varepsilon\vert|^{1/2} \\
\leq \left( \int_{S_t} \frac{1}{|d|u_\varepsilon\vert|} \right)^{1/2} \left( \int_{S_t} |d|u_\varepsilon\vert|^2 \right)^{1/2} \\
\leq \left( \int_{S_t} \frac{1}{|d|u_\varepsilon\vert|} \right)^{1/2} \left( \int_{S_t} |d|u_\varepsilon\vert|^2 \right)^{1/4} |S_t|^{1/4},
\]

which we can write equivalently as

\[
\int_{S_t} \frac{1}{|d|u_\varepsilon\vert|} \geq |S_t|^{3/2} \left( \int_{S_t} |d|u_\varepsilon\vert|^2 \right)^{-1/2},
\]

and applying this in the preceding computation yields

(3.4) \[
\int_{\Omega_{1-\delta}} W(u_\varepsilon) \geq \int_0^{1-\delta} (1 - r^2)^2 \frac{1}{4|\varepsilon|^2} |S_r|^{3/2} \left( \int_{S_r} |d|u_\varepsilon\vert|^2 \right)^{-1/2} dr.
\]

Now, since

\[
|d u_\varepsilon|^2 \leq \frac{1 - |u_\varepsilon|^2}{|\varepsilon|^2} + C
\]
on \( D_{j,\varepsilon} \), we have for any regular value \( t \in (0, 1 - \delta) \) of \( |u_\varepsilon| \) that

(3.5) \[
\int_{S_t} |d u_\varepsilon|^2 \leq \left( \frac{1 - t^2}{|\varepsilon|^2} + C \right) |S_t|.
\]

In particular, writing

\[
|d u_\varepsilon|^2 = |u_\varepsilon|^2 |d(u_\varepsilon/|u_\varepsilon|)|^2 + |d|u_\varepsilon\vert|^2,
\]

it follows that

\[
i^2 \int_{S_t} |d(u_\varepsilon/|u_\varepsilon|)|^2 + \int_{S_t} |d|u_\varepsilon\vert|^2 \leq \left( \frac{1 - t^2}{|\varepsilon|^2} + C \right) |S_t|,
\]

and an application of Young’s inequality on the left-hand side gives

\[
2t \left( \int_{S_t} |d(u_\varepsilon/|u_\varepsilon|)|^2 \right)^{1/2} \left( \int_{S_t} |d|u_\varepsilon\vert|^2 \right)^{1/2} \leq \left( \frac{1 - t^2}{|\varepsilon|^2} + C \right) |S_t|.
\]

Moreover, since

\[
2\pi \kappa_j^\varepsilon = \int_{S_t} (u_\varepsilon/|u_\varepsilon|)^* (d\theta)
\]

for each regular value \( t \in (0, 1 - \delta) \), we have that

\[
2\pi |\kappa_j^\varepsilon| \leq \int_{S_t} |d(u_\varepsilon/|u_\varepsilon|)| \leq |S_t|^{1/2} \left( \int_{S_t} |d(u_\varepsilon/|u_\varepsilon|)|^2 \right)^{1/2},
\]

which we can combine with the preceding computation to see that

\[
4\pi |\kappa_j^\varepsilon| t \cdot \left( \int_{S_t} |d|u_\varepsilon\vert|^2 \right)^{1/2} \leq \left( \frac{1 - t^2}{|\varepsilon|^2} + C \right) |S_t|^{3/2}.
\]
Rearranging, we see that

\begin{equation}
|S_t|^{3/2} \left( \int_{S_t} |d|u_\varepsilon||^2 \right)^{-1/2} \geq \left( \frac{1 - t^2}{\varepsilon^2} + C \right)^{-1} \cdot 4\pi |\kappa_j^\varepsilon|t.
\end{equation}

Applying (3.6) to the integrand on the right-hand side of (3.4), we deduce that

\[\hat{\Omega}_1 - \delta W(u_\varepsilon) \varepsilon^2 \quad \text{and choosing } \varepsilon \text{ small enough so that } C \varepsilon^2 \leq \delta, \text{ we deduce that}
\]

\[\hat{D}_j, \varepsilon^2 W(u_\varepsilon) \varepsilon^2 \quad \text{as claimed.} \]

In particular, summing the estimate from Theorem 3.2 over \(j = 1, \ldots, k\), we deduce that

\[\frac{\pi}{2} (1 - 5\delta) \sum_j \kappa_j^\varepsilon \leq \sum_j \int_{D_{j,\varepsilon}} \frac{2W(u_\varepsilon)}{\varepsilon^2} \leq \int_{D_{j,\varepsilon}} \frac{2W(u_\varepsilon)}{\varepsilon^2}.
\]

Later, in the proof of Theorem 1.4, we will use this together with sharp upper bounds on \(\int_{P_{y_\varepsilon}} \frac{2W(u_\varepsilon)}{\varepsilon^2} \) to show that there can be only one zero of nonzero degree in a good slice when the density \(\theta < 2\).

Now, since \(y_\varepsilon \in \mathcal{G}_{\varepsilon, \delta_\varepsilon}\), we know already that

\begin{equation}
\pi \theta = \lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{P_{y_\varepsilon}} \frac{1}{2} |d^* \xi_\varepsilon|^2.
\end{equation}

On our way to proving (1.6), we show next that the only terms in \(d^* \xi_\varepsilon\) which contribute nontrivially to the limit are those of the form \(\partial_{a}(\xi_\varepsilon)_{ab}\), where \(\{a, b\} = \{n - 1, n\}\).

**Lemma 3.3.** For \(y_\varepsilon \in \mathcal{G}_{\varepsilon, \delta_\varepsilon}\) as above, and for any pair \((a, b) \neq \{n - 1, n\}\), we have

\[
\lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{P_{y_\varepsilon}} |\nabla (\xi_\varepsilon)_{ab}|^2 = 0.
\]

**Proof.** To begin, fix \(\alpha \in (0, 1)\) close to 1, and consider the distance function

\[\rho_\varepsilon(x) := \text{dist}(x, V(u_\varepsilon)).\]

For each \(\varepsilon^\alpha \leq r \leq \frac{1}{4}\), consider the set \(F_r \subset P_{y_\varepsilon}^{1/2} \) given by

\[F_r := \{ x \in \{y_\varepsilon\} \times D_{1/2} : \rho_\varepsilon(x) \leq r \}.
\]

We claim first that, for \(\varepsilon\) sufficiently small (depending on \(\alpha\)) and \(r \geq \varepsilon^\alpha\), we have

\begin{equation}
\mathcal{H}^2(F_r) \leq C(\alpha) r^2
\end{equation}

\[\]
for a constant $C(\alpha)$ independent of $\varepsilon$. To see this, note that for each $x \in F_r$, there exists $x' \in \overline{B}_r(x) \cap \overline{V}(u_\varepsilon)$. In particular, by Theorem A.3, it follows that

$$r^{2-n}E_\varepsilon(u_\varepsilon; B_{2r}(x)) \geq c(n)\log(2r/\varepsilon) \geq c(n)(1 - \alpha)|\log\varepsilon|.$$  

Now, Vitali's covering lemma gives $x_1, \ldots, x_N \in F_r$ such that the balls $B_{2r}(x_1), \ldots, B_{2r}(x_N)$ are disjoint and $F_r \subseteq \bigcup_{j=1}^N B_{10r}(x_j)$. From the disjointness of the balls $B_{2r}(x_j)$ we deduce that

$$N \cdot c(n)(1 - \alpha)|\log\varepsilon| \leq \sum_{j=1}^N r^{2-n}E_\varepsilon(u_\varepsilon; B_{2r}(x_j)) \leq r^{2-n}E_\varepsilon(u_\varepsilon; B^2_{2r}(x_\varepsilon) \times D_1).$$

In particular, since $x_\varepsilon \in G_{\varepsilon, \delta}$, the right-hand side is bounded by $C|\log\varepsilon|$, with $C$ independent of $r$ and $\varepsilon$, and therefore $N \leq C(\alpha)$ for $\varepsilon$ small enough. Since $F_r$ is covered by the $N$ balls $B_{10r}(x_j)$ of radius $10r$, the bound follows.

Next, let $(a, b)$ be a pair of indices with $a < n - 1$, and fix an arbitrary small $\gamma > 0$. Since $y_\varepsilon \in G_{\varepsilon, \delta}$, for $\varepsilon$ sufficiently small, the hypotheses of (the first part of) Theorem 2.6 hold for every ball $B_r(x)$ with $x \in \{y_\varepsilon\} \times D_{1/2}$ and $\varepsilon^a \leq r \leq \frac{1}{4}$, so that

$$r^{2-n} \int_{B_r(x)} (djv_\varepsilon(x'))_{ab} \frac{x - x'}{|x - x'|} dx' < \gamma.$$  

As a consequence, if $x \notin F_{\varepsilon^a}$, it follows from Theorem 2.7 that

$$|\nabla(\xi_\varepsilon)_{ab}(x)| \leq C + C \int_{\rho_\varepsilon(x)}^{1/4} \frac{1}{r^2} r^{2-n} \int_{B_r(x)} |djv_\varepsilon(x')|_{ab} \frac{x - x'}{|x - x'|} dx' \, dr$$

$$\leq C + C \int_{\rho_\varepsilon(x)}^{1/4} \frac{\gamma}{r^2} \, dr$$

$$\leq C[1 + \gamma/\rho_\varepsilon(x)]$$  

(or $|\nabla(\xi_\varepsilon)| \leq C$ if $\rho_\varepsilon(x) \geq \frac{1}{4}$), while clearly $|\nabla(\xi_\varepsilon)_{ab}(x)| \leq C$ if $x \in \{y_\varepsilon\} \times |D_1 \setminus D_{1/2}|$, by Theorem 2.7 and the fact that here $\rho_\varepsilon \geq \frac{1}{2}$ (eventually). Combining this with (3.8) and an application of the coarea formula, since $|d\rho_\varepsilon| = 1$ (a.e.) we then see that

$$\limsup_{\varepsilon \to 0} \frac{1}{|\log\varepsilon|} \int_{\rho_\varepsilon^{-1} \setminus F_{\varepsilon^a}} |\nabla(\xi_\varepsilon)_{ab}|^2 \leq \limsup_{\varepsilon \to 0} \frac{C}{|\log\varepsilon|} \int_{\rho_\varepsilon^{-1} \setminus F_{\varepsilon^a}} \left(1 + \frac{\gamma^2}{\rho_\varepsilon(x)^2}\right)$$

(by the coarea formula)$$\leq \limsup_{\varepsilon \to 0} \frac{C}{|\log\varepsilon|} \int_{\rho_\varepsilon^{-1} \setminus F_{\varepsilon^a}} \frac{\gamma}{r^2} (H^2(F_r)) \, dr$$

(integrating by parts)$$\leq \limsup_{\varepsilon \to 0} \frac{C}{|\log\varepsilon|} \int_{\rho_\varepsilon^{-1} \setminus F_{\varepsilon^a}} \frac{2\gamma}{r^3} (H^2(F_r)) \, dr$$

(by (3.8))$$\leq \limsup_{\varepsilon \to 0} \frac{C(\alpha)\gamma}{|\log\varepsilon|} \int_{\rho_\varepsilon^{-1} \setminus F_{\varepsilon^a}} \frac{1}{r} \, dr = C(\alpha)\gamma.$$  

And since $\gamma > 0$ was arbitrary, it follows that

$$\lim_{\varepsilon \to 0} \frac{1}{|\log\varepsilon|} \int_{\rho_\varepsilon^{-1} \setminus F_{\varepsilon^a}} |\nabla(\xi_\varepsilon)_{ab}|^2 = 0.$$  

(3.10)
To estimate the integral of $|\nabla (\xi \varepsilon)_{ab}|^2$ on $F_{\varepsilon^{a}}$, we first observe that, by definition of $\xi \varepsilon$,

$$|\nabla \xi \varepsilon| \leq \frac{1}{|x|^{n-1}} \cdot |\varphi \, d \, j \, \nu \varepsilon|.$$

We can then invoke Theorem A.6 from the appendix and (2.11) to see that, since $y \varepsilon \in G_{\varepsilon, \delta \varepsilon}$, the gradient $|\nabla \xi \varepsilon|$ satisfies a uniform $L^{2, \infty}$ bound

$$\|\nabla \xi \varepsilon\|_{L^{2, \infty}(P_{\perp} y \varepsilon)} \leq C(K)$$

independent of $\varepsilon$ along the slice $P_{\perp} y \varepsilon$. In other words, we have the uniform estimate

$$(3.11) \quad \mathcal{H}^2(P_{\perp} y \varepsilon \cap |\nabla \xi \varepsilon| > \lambda) \leq \frac{C(K)}{\lambda^2}$$

for every $\lambda \in (0, \infty)$. Moreover, since $|d \, j \, \nu \varepsilon| \leq C \frac{W(u \varepsilon)}{\epsilon^2}$, we see from Theorem 2.7 that

$$|\nabla \xi \varepsilon| \leq \int_{0}^{\epsilon} \frac{C}{\epsilon^2} + \int_{\epsilon}^{1/2} \frac{C}{r^2} \cdot r^{2-n} \int_{B_{r}(x)} \frac{W(u \varepsilon)}{\epsilon^2} \, d \lambda \leq \frac{C(K)}{\epsilon}$$

on $\{y \varepsilon\} \times D_{1/2}$, by definition of $G_{\varepsilon, \delta \varepsilon}$ (which gives $\int_{B_{r}(x)} \frac{W(u \varepsilon)}{\epsilon^2} \leq K r^{n-2}$), while $|\nabla \xi \varepsilon| \leq C$ on the rest of the slice $P_{\perp} y \varepsilon$. Hence, writing

$$A_{\lambda} := \{x \in P_{\perp} y \varepsilon : |\nabla \xi \varepsilon(x)| > \lambda\},$$

we find that

$$\int_{F_{\varepsilon^{a}}} |\nabla \xi \varepsilon|^2 = \int_{0}^{C(K)/\epsilon} 2 \lambda \mathcal{H}^2(F_{\varepsilon^{a}} \cap A_{\lambda}) \, d \lambda \leq \epsilon^{-2\alpha} \mathcal{H}^2(F_{\varepsilon^{a}}) + \int_{\epsilon^{-\alpha}}^{C(K)^{-1}} \frac{C(K)}{\lambda} \, d \lambda \leq C(\alpha) + C(K) \log(C(K)\epsilon^{\alpha-1}),$$

thanks to (3.8) and (3.11). Combining this with (3.10), we deduce that

$$\limsup_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{P_{\perp} y \varepsilon} |\nabla (\xi \varepsilon)_{ab}|^2 \leq C(K)(1 - \alpha).$$

Finally, since $\alpha \in (0, 1)$ was arbitrary, we can take $\alpha \to 1$ to deduce that the limit vanishes, as desired.

With the above preparations in place, we are now ready to prove the identity (1.6).

**Proposition 3.4.** For $u \varepsilon$ satisfying the hypotheses of Theorem 1.4 and a sequence of slices $y \varepsilon \in G_{\varepsilon, \delta \varepsilon}$ with $p \varepsilon \in P_{\perp} y \varepsilon$ and degrees $\kappa \varepsilon$ as above, we have

$$\theta = \lim_{\varepsilon \to 0} \left( \sum_{j} (\kappa \varepsilon)^2 + \sum_{j < \ell} 2\kappa \varepsilon \kappa \varepsilon \frac{|\log |p \varepsilon - p \varepsilon||}{|\log \varepsilon|} \right).$$
Proof. To begin, fix a cutoff function \( \chi(y, z) = \chi(z) \) on \( \mathbb{R}^{n-2} \times \mathbb{R}^2 \) satisfying \( \chi(z) = 1 \) for \( |z| \leq \frac{1}{2}, \chi(z) = 0 \) for \( |z| \geq \frac{3}{4} \), and \( |d\chi| \leq C \). Since \( y_\varepsilon \in G_{\varepsilon, \delta_\varepsilon} \), we have

\[
\int_{P_{y_\varepsilon}^\perp} |jv_\varepsilon - d^* \xi_\varepsilon|^2 = o(|\log \varepsilon|);
\]

together with (3.7), this implies in particular that

\[
\|jv_\varepsilon\|_{L^2(P_{y_\varepsilon}^\perp)} \leq C|\log \varepsilon|^{1/2}.
\]

Moreover, using (2.12) and the fact that \( V(u_\varepsilon) \cap P_{y_\varepsilon}^\perp \subseteq \{y_\varepsilon\} \times D_{1/4} \), it is also easy to check that

\[
(\xi_\varepsilon^2 + |d^* \xi_\varepsilon|^2) \leq C.
\]

As a consequence, using again (3.7), we have

\[
\pi \theta = \lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{P_{y_\varepsilon}^\perp} \frac{1}{2} \chi|d^* \xi_\varepsilon|^2 = \lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{P_{y_\varepsilon}^\perp} \frac{1}{2} \chi\langle d^* \xi_\varepsilon, jv_\varepsilon \rangle.
\]

By Theorem 3.3, we can further refine this to see that

\[
\pi \theta = -\lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{P_{y_\varepsilon}^\perp} \frac{1}{2} \chi|\partial_{n-1}(\xi_\varepsilon)_{n-1,n} jv_\varepsilon(\partial_n) + \partial_n(\xi_\varepsilon)_{n,n-1} jv_\varepsilon(\partial_{n-1})|.
\]

Writing \( \beta_\varepsilon := (\xi_\varepsilon)_{n-1,n} \) and integrating by parts on \( P_{y_\varepsilon} = \{y_\varepsilon\} \times D_1 \), we obtain

\[
\pi \theta = \lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{P_{y_\varepsilon}^\perp} \frac{1}{2} \beta_\varepsilon|d^* jv_\varepsilon + d\chi \wedge jv_\varepsilon|.
\]

Since \( \chi \equiv 1 \) on \( \{y_\varepsilon\} \times D_{1/2} \), using the previous bounds and the fact that \( |\beta_\varepsilon| \leq |\xi_\varepsilon| \), we see that the second term gives no contribution in the limit. Also, \( \chi \equiv 1 \) on \( \text{spt}(d^* jv_\varepsilon) \cap P_{y_\varepsilon}^\perp \). We conclude that

(3.12)
\[
\pi \theta = \lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{P_{y_\varepsilon}^\perp} \frac{1}{2} \beta_\varepsilon|d^* jv_\varepsilon(\partial_{n-1}, \partial_n)|.
\]

Next, note that \( d^* jv_\varepsilon |_{P_{y_\varepsilon}^\perp} \) is supported in the set

\[
U_{\delta, \varepsilon} = \{|u_\varepsilon| < 1 - \delta\} \cap P_{y_\varepsilon}^\perp,
\]

and recall from Theorem 3.1 that there exists a constant \( C = C(\delta) \) and points \( p_1^\varepsilon, \ldots, p_k^\varepsilon \) with \( k \leq C \) such that

(3.13)
\[
V(u_\varepsilon) \cap P_{y_\varepsilon}^\perp \subseteq U_{\delta, \varepsilon} \subseteq B_{C\varepsilon}(p_1^\varepsilon) \cup \cdots \cup B_{C\varepsilon}(p_k^\varepsilon).
\]
Using this in the right-hand side of (3.12) and writing $D_{j,\varepsilon} := B_{\mathrm{C\varepsilon}}(p_j^\varepsilon) \cap P_{j,\varepsilon}$, we see that
\[
\int_{P_{j,\varepsilon}} \frac{1}{2} \beta_\varepsilon d j v_\varepsilon(\partial_{n-1}, \partial_n) = \sum_{j=1}^{k} \int_{D_{j,\varepsilon}} \frac{1}{2} \beta_\varepsilon d j v_\varepsilon(\partial_{n-1}, \partial_n)
\]
\[
= \sum_{j=1}^{k} \beta_\varepsilon(p_j^\varepsilon) \int_{D_{j,\varepsilon}} \frac{1}{2} d j v_\varepsilon(\partial_{n-1}, \partial_n)
\]
\[
+ \sum_{j=1}^{k} \frac{1}{2} \int_{D_{j,\varepsilon}} |\beta_\varepsilon - \beta_\varepsilon(p_j^\varepsilon)| d j v_\varepsilon(\partial_{n-1}, \partial_n).
\]

Now, since $|d \beta_\varepsilon| \leq |\nabla \xi_\varepsilon| \leq C/\varepsilon$ (as observed while proving the previous lemma), we have a pointwise bound of the form $|\beta_\varepsilon - \beta_\varepsilon(p_j^\varepsilon)| \leq C$ on $D_{j,\varepsilon}$. Also, $\int_{P_{j,\varepsilon}} |d j v_\varepsilon| \leq C$ (by the pointwise bound $|d j v_\varepsilon| \leq C \frac{W(u_\varepsilon)}{\varepsilon^2}$), and we deduce that
\[
\pi \theta = \lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \sum_{i=1}^{k} \beta_\varepsilon(p_i^\varepsilon) \int_{D_{j,\varepsilon}} \frac{1}{2} d j v_\varepsilon(\partial_{n-1}, \partial_n).
\]

Moreover, noting that
\[
\int_{D_{j,\varepsilon}} d j v_\varepsilon(\partial_{n-1}, \partial_n) = 2\pi \deg(v_\varepsilon, \partial D_{j,\varepsilon}) = 2\pi \kappa_j^\varepsilon,
\]
it follows that
\[
(3.14) \quad \pi \theta = \lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \sum_{i=1}^{k} \beta_\varepsilon(p_i^\varepsilon) \pi \kappa_j^\varepsilon.
\]

With (3.14) in hand, to complete the proof, it suffices to show that
\[
(3.15) \quad \lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} (\beta_\varepsilon(p_i^\varepsilon) - \kappa_j^\varepsilon |\log \varepsilon| - \sum_{j \neq i} \kappa_j^\varepsilon |\log |p_i^\varepsilon - p_j^\varepsilon|| = 0
\]
for every $i \in \{1, \ldots, k\}$. Up to relabeling the indices, it of course suffices to treat the case $i = 1$, and assume that the distances
\[
r_j^\varepsilon := |p_1^\varepsilon - p_j^\varepsilon|
\]
are in increasing order $0 = r_1^\varepsilon < r_2^\varepsilon \leq r_3^\varepsilon \leq \cdots \leq r_k^\varepsilon$.

Now, fix $\gamma > 0$ small and $\alpha \in (0, 1)$ close to 1, and observe that for $\varepsilon$ sufficiently small (depending on $\alpha$ and $\gamma$), the ball $B_r(p_j^\varepsilon)$ satisfies the full hypotheses of Theorem 2.6, with degree
\[
\kappa_j^\varepsilon(r) := \sum_{r_j^\varepsilon < r} \kappa_j^\varepsilon,
\]
whenever
\[
r \in \left[ e^{a/4}, 1 \right] \setminus \bigcup_{j=2}^{k} \left[ \frac{r_j^\varepsilon - C \varepsilon}{2}, - \frac{r_j^\varepsilon + C \varepsilon}{\delta_1} \right],
\]
where $\delta_1 = \delta_1(\alpha, \gamma) > 0$ is the constant from the hypotheses of Theorem 2.6, since this ensures that, for each $j > 1$, either $B_{2r_j^\varepsilon}(p_j^\varepsilon)$ is disjoint from $B_{\mathrm{C\varepsilon}}(p_j^\varepsilon)$ if $r < r_j^\varepsilon$ or $B_{\mathrm{C\varepsilon}}(p_j^\varepsilon) \subseteq$
$B_{\delta_1 r}(p_1^e)$ if $r \geq r_j^e$. In particular, for every such $r$, we have

$$(3.16) \quad \left| 2\pi \omega_{n-2} \kappa^e(r) - r^{2-n} \int_{B_r(p_j^e)} |d j v_e(x')|_{n-1,n} \, dx' \right| < \gamma.$$ 

Now, it follows from Theorem 2.7 (and the bound $|d j v_e| \leq C \frac{W(u_e)}{\epsilon^2} \leq \frac{C}{\epsilon^2}$) that

$$\left| 2\pi \omega_{n-2} \beta^e(p_1^e) - \int_{\epsilon}^{1/4} \frac{1}{r} \left( r^{2-n} \int_{B_r(p_j^e)} |d j v_e(x')|_{n-1,n} \, dx' \right) \, dr \right| \leq C.$$ 

Combining this with (3.16), we have

$$\left| 2\pi \omega_{n-2} \beta^e(p_1^e) - 2\pi \omega_{n-2} \int_{\epsilon}^{1/4} \frac{\kappa^e(r)}{r} \, dr \right| \leq C + \gamma \log(1/4\epsilon) + \int_{\epsilon}^{1/4} \frac{1}{r} \left( 2\pi \omega_{n-2} \kappa^e(r) - r^{2-n} \int_{B_r(p_j^e)} |d j v_e(x')|_{n-1,n} \, dx' \right),$$

where

$$I := (\epsilon, \epsilon^{\alpha}) \cup \bigcup_{j=2}^{k} \left( \frac{r_j^e - C \epsilon}{\delta_1}, \frac{r_j^e + C \epsilon}{\delta_1} \right).$$

Appealing once more to the uniform bound

$$r^{2-n} \int_{B_r(p_j^e)} |d j v_e| \leq r^{2-n} \int_{B_r(p_j^e)} \frac{W(u_e)}{\epsilon^2} \leq C(K) = C$$

(by definition of $G_{\epsilon, \delta_\epsilon}$) and noting that each $r_j^e \geq 2C \epsilon$ for $j \geq 2$, it therefore follows that

$$\left| \beta^e(p_1^e) - \int_{\epsilon}^{1/4} \frac{\kappa^e(r)}{r} \, dr \right| \leq C + \gamma |\log \epsilon| + \int_{\epsilon}^{1/4} \frac{C}{r} \, dr$$

$$\leq C + \gamma |\log \epsilon| + C \log(\epsilon^{\alpha-1}) + \sum_{j=1}^{k} \log \left( \frac{(r_j^e + C \epsilon)/\delta_1}{(r_j^e - C \epsilon)/2} \right)$$

$$\leq C + \gamma |\log \epsilon| + (1 - \alpha)|\log \epsilon| + C(\alpha, \gamma).$$

Dividing through by $|\log \epsilon|$ and passing to the limit $\epsilon \to 0$, we deduce that

$$\limsup_{\epsilon \to 0} \frac{1}{|\log \epsilon|} \left| \beta^e(p_1^e) - \int_{\epsilon}^{1/4} \frac{\kappa^e(r)}{r} \, dr \right| \leq \gamma + C(1 - \alpha)$$

for any $\gamma > 0$ and $\alpha \in (0, 1)$. In particular, taking $\gamma \to 0$ and $\alpha \to 1$, we deduce that

$$(3.17) \quad \limsup_{\epsilon \to 0} \frac{1}{|\log \epsilon|} \left| \beta^e(p_1^e) - \int_{\epsilon}^{1/4} \frac{\kappa^e(r)}{r} \, dr \right| = 0.$$
But now we need only observe that
\[
\int_{\epsilon}^{1/4} \frac{\kappa^\epsilon(r)}{r} dr = \int_{\epsilon}^{1/4} \frac{1}{r} \sum_{j \in S_\epsilon} \frac{\kappa^\epsilon_j}{r} dr
\]
\[
= \int_{\epsilon}^{1/4} \frac{\kappa^\epsilon_1}{r} dr + \sum_{j=2}^{k} \int_{r^\epsilon_j}^{1/4} \frac{\kappa^\epsilon_j}{r} dr
\]
\[
= \kappa^\epsilon_1 (\log(1/\epsilon) + \log(1/4)) + \sum_{j=2}^{k} \kappa^\epsilon_j (\log(1/r^\epsilon_j) + \log(1/4))
\]
\[
= \kappa^\epsilon_1 |\log \epsilon| + \sum_{j=2}^{k} \kappa^\epsilon_j |\log |p^\epsilon_1 - p^\epsilon_j|| + O(1).
\]
Together with (3.17), this gives the desired identity (3.15), completing the proof. □

4. Solutions of Density < 2

Denote by \( \mathcal{D} \subset \mathbb{R} \) the collection of densities \( \theta \) arising as in the statement of Theorem 1.4, and set
\[
\theta_{\text{min}} := \inf \mathcal{D}.
\]
Note that \( \theta_{\text{min}} > 0 \), by virtue of Theorem 1.1. By a simple diagonal sequence argument, we see that \( \theta_{\text{min}} \in \mathcal{D} \). In terms of the minimum density \( \theta_{\text{min}} \), it is clear that Theorem 1.4 is equivalent to the following proposition.

Proposition 4.1. Under the hypotheses of Theorem 1.4, if \( \theta < 2\theta_{\text{min}} \), then \( \theta = 1 \).

In particular, having established Theorem 4.1 it follows immediately that \( \theta_{\text{min}} = 1 \), and that \( \mathcal{D} \cap [1, 2) = \{1\} \).

To begin the proof of Theorem 4.1, we note that the assumption \( \theta < 2\theta_{\text{min}} \) allows us to make the following reduction, showing roughly that the vorticity set lies close to a single \((n-2)-\)plane at all scales \( \epsilon \tau_0 \) for some fixed \( \tau_0 > 0 \). Recall that \( \mathcal{G}_{\epsilon, \delta} \) is the set of \( \delta \)-good slices for \( u_{\epsilon} \), introduced in the previous section.

Lemma 4.2. Let \( \tau_0 := \frac{2\theta_{\text{min}} - \theta}{4\theta_{\text{min}}} \in (0, \frac{1}{2}) \). Under the assumptions of Theorem 4.1, for any \( \eta \in (0, 1] \) there exists \( c(\eta) > 0 \) independent of \( \epsilon \) such that, for any sequences \( \delta_\epsilon \rightarrow 0 \) and \( y_\epsilon \in \mathcal{G}_{\epsilon, \delta_\epsilon} \), there exists
\[
p_\epsilon = (y_\epsilon, z_\epsilon) \in P_{\epsilon, y_\epsilon}^\perp
\]
such that
\[
B_{\epsilon^{1/2}}(p_\epsilon) \cap V(u_\epsilon) \neq \emptyset
\]
and, for any \( x = (y, z) \in Q \), we have
\[
dist(x, V(u_\epsilon)) \geq c |z - z_\epsilon|,
\]
provided that \( |z - z_\epsilon| \geq \eta \max |\epsilon \tau_0, |y - y_\epsilon|| \) and that \( \epsilon \) is sufficiently small (depending on \( \eta \)).

Proof. Given \( y_\epsilon \in \mathcal{G}_{\epsilon, \delta_\epsilon} \), choose \( z_\epsilon \in D_\epsilon^2 \) such that \( p_\epsilon = (y_\epsilon, z_\epsilon) \) is the closest point in the slice \( P_{\epsilon, y_\epsilon}^\perp \) to the vorticity set \( V(u_\epsilon) \). If (4.1) fails along a subsequence, then setting \( r_\epsilon := \text{dist}(p_\epsilon, V(u_\epsilon)) \geq \epsilon^{1/2} \) we can consider the rescaled solutions
\[
\tilde{u}_\epsilon(x) := u_\epsilon(p_\epsilon + r_\epsilon x),
\]
which solve the $\tilde{\varepsilon}$-Ginzburg–Landau equation on $B_2(0)$ with $\tilde{\varepsilon} := \varepsilon/r_2 \leq \varepsilon^{1/2}$ (note also that $z_\varepsilon \to 0$ and $r_\varepsilon \to 0$, since $V(u_\varepsilon) \to P \cap B_2(0)$ in the Hausdorff sense). By our assumption $y_\varepsilon \in \mathcal{G}_{\varepsilon, \delta_\varepsilon}$, we then see that the rescaled solutions $\tilde{u}_\varepsilon$ satisfy

$$\lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{B_2(0)} |d\tilde{u}_\varepsilon(P)|^2 = 0. \quad (4.3)$$

By Theorem 1.1 the concentrated part of the limiting energy measure

$$\mu = \lim_{\varepsilon \to 0} \frac{\varepsilon \tilde{u}_\varepsilon^0}{\pi |\log \varepsilon|} \cdot dx$$

is a stationary rectifiable varifold $V$, and by reversing the proof of Theorem 2.2 it follows that its tangent planes coincide with $P$, and we deduce that $V$ is given by a locally finite union of $(n - 2)$-planes parallel to $P$, each with multiplicity at least $\theta_{\varepsilon \min}$.

By assumption, $V(\tilde{u}_\varepsilon)$ does not intersect $B_1(0)$, and since $p_\varepsilon$ was chosen to be the closest point in $P_{y_\varepsilon}^\perp$ to the vorticity set, we see that there exists $q_\varepsilon \in \mathbb{R}^{n-2}$ with $|q_\varepsilon| = 1$ such that $(q_\varepsilon, 0) \in V(\tilde{u}_\varepsilon)$. Since the support of $|V|$ is the Hausdorff limit of $V(\tilde{u}_\varepsilon)$, it follows that it is disjoint from $B_1(0)$, but at the same time it contains the whole $(n - 2)$-plane $P + (q_0, 0) = P$ (intersected with $B_2$), for a subsequential limit $q_0$ of $q_\varepsilon$, a contradiction.

Now let us verify (4.2). We proceed by a similar contradiction argument: suppose to the contrary that there exists $x_\varepsilon = (y'_\varepsilon, z'_\varepsilon) \in Q$ such that $|z'_\varepsilon - z_\varepsilon| \geq \eta \max\{\varepsilon^{\tau_0}, |y'_\varepsilon - y_\varepsilon|\}$, but

$$\lim_{\varepsilon \to 0} \frac{\text{dist}(x_\varepsilon, V(u_\varepsilon))}{|z'_\varepsilon - z_\varepsilon|} = 0. \quad (4.4)$$

Evidently, since $\text{dist}(x_\varepsilon, V(u_\varepsilon)) \to 0$, we must have $z'_\varepsilon \to 0$, and hence

$$s_\varepsilon := |z'_\varepsilon - z_\varepsilon| \to 0.$$  

For fixed small $\delta \in (0, 1)$, we can consider the rescaled solutions

$$\tilde{u}_\varepsilon(x) := u_\varepsilon(p_\varepsilon + s_\varepsilon x/\delta),$$

which solve the $\tilde{\varepsilon}$-Ginzburg–Landau equation on $B_2(0)$ with $\tilde{\varepsilon} := \delta \varepsilon/s_\varepsilon \in (\delta \varepsilon, \eta^{-1}\varepsilon^{1-\tau_0})$ (since $s_\varepsilon \geq \eta \varepsilon^{\tau_0}$). Again, the rescaled solutions $\tilde{u}_\varepsilon$ satisfy (4.3). Also, by (4.1) since $\tau_0 < \frac{1}{2}$ we have

$$\lim_{\varepsilon \to 0} \frac{\text{dist}(p_\varepsilon, V(u_\varepsilon))}{s_\varepsilon} \leq \lim_{\varepsilon \to 0} \frac{\varepsilon^{1/2}}{\eta \varepsilon^{\tau_0}} = 0. \quad (4.4)$$

After passing to a subsequence, by the last observation and (4.4) the Hausdorff limit of $V(\tilde{u}_\varepsilon) \cap B_1(0)$ must contain 0 and the point

$$\xi := \lim_{\varepsilon \to 0} \delta \cdot \frac{x_\varepsilon - p_\varepsilon}{s_\varepsilon},$$

which exists thanks to the assumption that $|y'_\varepsilon - y_\varepsilon| \leq \eta^{-1}|z'_\varepsilon - z_\varepsilon| = \eta^{-1}s_\varepsilon$, and satisfies

$$|P^\perp(\xi)| = \lim_{\varepsilon \to 0} \frac{|z'_\varepsilon - z_\varepsilon|}{s_\varepsilon} = \delta.$$
energy measure \( \mu = \lim_{\epsilon \to 0} \frac{e_{\epsilon}(\bar{u}_{\epsilon})}{\pi |\log \epsilon|} \) satisfies
\[
\mu \geq \theta_{\text{min}} \mathcal{H}^{n-2} \subset P + \theta_{\text{min}} \mathcal{H}^{n-2} \subset (P + \xi).
\]

Hence,
\[
\liminf_{\epsilon \to 0} \int_{B_1(0)} \frac{e_{\epsilon}(\bar{u}_{\epsilon})}{\pi |\log \epsilon|} \geq \mu(B_1(0)) \geq \theta_{\text{min}} \omega_{n-2}[1 + (1 - \delta^2) \frac{n-2}{2}].
\]

Now, returning to the original family of solutions \( u_{\epsilon} \), by the monotonicity formula \([A.1]\) we have
\[
\theta = \lim_{\epsilon \to 0} \frac{1}{\omega_{n-2}} \int_{B_1(p_{\epsilon})} \frac{e_{\epsilon}(u_{\epsilon})}{\pi |\log \epsilon|} \geq \liminf_{\epsilon \to 0} \frac{1}{\omega_{n-2}(s(\delta))^{n-2}} \int_{B_{\epsilon/\delta}(p_{\epsilon})} \frac{e_{\epsilon}(u_{\epsilon})}{\pi |\log \epsilon|} = \liminf_{\epsilon \to 0} \frac{|\log \epsilon|}{|\log \epsilon|} \frac{1}{\omega_{n-2}} \int_{B_1(0)} \frac{e_{\epsilon}(\bar{u}_{\epsilon})}{\pi |\log \epsilon|} \geq (1 - \tau_0)\theta_{\text{min}}[1 + (1 - \delta^2) \frac{n-2}{2}],
\]
and since \( \delta > 0 \) was arbitrary, it follows that
\[
\theta \geq 2(1 - \tau_0)\theta_{\text{min}}.
\]

However, this cannot hold since we have chosen \( \tau_0 \) such that \( \tau_0 < \frac{2\theta_{\text{min}} - \theta}{2\theta_{\text{min}}} \). We thus reach a contradiction, concluding the proof. \( \square \)

Next, choosing a radial cutoff function \( \phi \in C^1_c(D_1) \) with \( 0 \leq \phi \leq 1 \) and \( \phi \equiv 1 \) on \( D_{1/2} \), and applying \([16]\) Theorem 2.1, we see that
\[
\limsup_{\epsilon \to 0} \left| \int_{D_1} \phi J_{\epsilon} \right| \leq \lim_{\epsilon \to 0} \int_{P_{\epsilon}^1} \frac{e_{\epsilon}(u_{\epsilon})}{|\log \epsilon|} = \pi \theta,
\]
where \( J_{\epsilon} := \frac{1}{2} dj u_{\epsilon} \) is the Jacobian of \( u_{\epsilon} \) along the slice \( P_{\epsilon}^1 \equiv D_1 \) (in the last equality we used the fact that \( y_{\epsilon} \in \mathcal{G}_{\epsilon,\delta} \), which gives \( |\int_{P_{\epsilon}^1} \frac{e_{\epsilon}(u_{\epsilon})}{|\log \epsilon|} - \pi \theta| \leq \delta_{\epsilon} \)). But, integrating by parts and using polar coordinates, we have
\[
\int_{D_1} \phi J_{\epsilon} = -\frac{1}{2} \int_0^1 \partial_r \phi \left( \int_{[y_{\epsilon}] \times \partial D_r} j u_{\epsilon}(d\theta) \right) dr,
\]
and since \( |u_{\epsilon}| \to 1 \) on \( \text{spt}(d\phi) \subset D_1 \setminus D_{1/2} \), the last expression is the same as
\[
-\frac{1}{2} \int_{1/2}^1 \partial_r \phi \left( \int_{[y_{\epsilon}] \times \partial D_r} j v_{\epsilon}(d\theta) \right) dr = \pi \deg(v_{\epsilon},[0] \times S^1),
\]
up to an infinitesimal error. We deduce that the degree
\[
\kappa_{\epsilon} := \deg(v_{\epsilon},[0] \times S^1) \in \mathbb{Z}
\]
eventually satisfies
\[
|\kappa_{\epsilon}| \leq \theta < 2\theta_{\text{min}} \leq 2.\]
Thus, passing to a subsequence, we may assume that $\kappa_\varepsilon = \kappa$ is constant and
\begin{equation}
|\kappa| \leq 1. \tag{4.5}
\end{equation}
Applying \textbf{Theorem 4.2} (for fixed $\eta$), note also that
\begin{equation}
\kappa = \deg(v_\varepsilon, \{y_\varepsilon\} \times \partial D_r(z_\varepsilon)) \quad \text{for all } r \in [\eta \varepsilon^{-1}, \frac{1}{2}], \tag{4.6}
\end{equation}
since (4.2) implies that $|u_\varepsilon| > \frac{1}{2}$ on the annulus $\{y_\varepsilon\} \times [D_1(0) \setminus D_{\eta \varepsilon^{-1}}(z_\varepsilon)]$.

Ultimately, we wish to show that $|\kappa| = 1 = \theta$. First, we compute the energy contribution from an annular region centered at $p_\varepsilon$.

\textbf{Lemma 4.3.} For any fixed $\eta \in (0, 1)$ and $p_\varepsilon, \tau \in (0, \tau_0]$ as in \textbf{Theorem 4.2}, we have
\begin{equation}
\lim_{\varepsilon \to 0} \frac{1}{\log |\varepsilon| } \int_{\mathcal{A}^n_r(p_\varepsilon)} e_\varepsilon(u_\varepsilon) = \pi \omega_n \kappa^2 \tau, \tag{4.7}
\end{equation}
where we set
\begin{equation*}
\mathcal{A}_r^n(p_\varepsilon) := B_r^n(y_\varepsilon) \times [D_1(0) \setminus D_{\eta r}(z_\varepsilon)].
\end{equation*}

More generally, for any family of radii $r_\varepsilon \in [\varepsilon^{r_0}, 1)$ for which $\lim_{\varepsilon \to 0} \log(1/r_\varepsilon) = \tau$, we have
\begin{equation}
\lim_{\varepsilon \to 0} \frac{1}{\log |\varepsilon| } \int_{\mathcal{A}^n_r(p_\varepsilon)} e_\varepsilon(u_\varepsilon) = \pi \omega_n \kappa^2 \tau. \tag{4.7}
\end{equation}

\textit{Proof.} Let $r_\varepsilon \in [\varepsilon^{r_0}, 1)$ be a family of radii as above. For simplicity, we assume that $p_\varepsilon = 0$, and write simply $\mathcal{A}^n_r = \mathcal{A}^n_r(0)$.

Let $\beta_\varepsilon(x) := (\xi_\varepsilon)_{n-1,n}(x)$. To begin with, we claim that
\begin{equation}
\lim_{\varepsilon \to 0} \frac{1}{\log |\varepsilon| } \int_{\mathcal{A}^n_r} e_\varepsilon(u_\varepsilon) = \lim_{\varepsilon \to 0} \frac{1}{\log |\varepsilon| } \int_{\mathcal{B}^n_{2r}(0)} \beta_\varepsilon d^* \xi_\varepsilon(\partial \theta). \tag{4.8}
\end{equation}
Indeed, since $0 \in \mathcal{G}_{\varepsilon,\delta_\varepsilon}$ for some sequence $\delta_\varepsilon \to 0$ by assumption, it follows from the definition of $\mathcal{G}_{\varepsilon,\delta_\varepsilon}$ that
\begin{equation}
\lim_{\varepsilon \to 0} \frac{1}{\log |\varepsilon| } \int_{\mathcal{A}^n_r} e_\varepsilon(u_\varepsilon) = \lim_{\varepsilon \to 0} \frac{1}{\log |\varepsilon| } \int_{\mathcal{A}^n_r} |d^* \xi_\varepsilon|^2. \tag{4.9}
\end{equation}

Moreover, since $0 \in \mathcal{G}_{\varepsilon,\delta_\varepsilon}$, for any fixed $\delta_1 > 0$, it is easy to see that
\begin{equation}
\varepsilon^{-n} \int_{B_{2r}(x)} |du_\varepsilon(P)|^2 < \delta_1 |\log \varepsilon| \tag{4.10}
\end{equation}
for any $x = (y, z) \in \mathcal{A}_r$, with $|y| \leq \frac{1}{2}$ and $r \geq c \eta r_\varepsilon \geq c \eta r_\varepsilon^0$, where we take $c > 0$ to be the constant from \textbf{Theorem 4.2} for $\varepsilon$ sufficiently small. As a consequence, for any given $\gamma > 0$ we see that the hypotheses of \textbf{Theorem 2.6} hold for every such ball $B_{2r}(x)$. Combining this with \textbf{Theorem 2.7} the fact that $\operatorname{spt}(d^* j v_\varepsilon) \subseteq \mathcal{V}(u_\varepsilon)$, and (2.11) we find that, for $x \in \mathcal{A}_r^n$ and
\( (a, b) \neq (n-1, n) \),
\[
|\nabla (\xi)_{ab} (x)| \leq C \int_{\text{dist}(x, V(u_\varepsilon))}^{1/8} \frac{1}{r^2} \left( n^{-2} \int_{B_r(x)} |d_j v_{\varepsilon}(x')|_{ab} \frac{x-x'}{|x-x'|} \, dx' \right) \, dr + C
\]
\[
\leq C + C \int_{\text{dist}(x, V(u_\varepsilon))}^{1/8} \frac{1}{r^2} \gamma \, dr \leq C + \frac{C \gamma}{\text{dist}(x, V(u_\varepsilon))},
\]
provided \( \varepsilon \) is sufficiently small (if \( \text{dist}(x, V(u_\varepsilon)) \geq \frac{1}{3} \), then actually \( |\nabla \xi_\varepsilon| \leq C \)). In particular, since \( x \in \mathcal{A}_{r_\varepsilon}^n \), by Theorem 4.2 we know that \( \text{dist}(x, V(u_\varepsilon)) \geq c|z| \), and it follows that
\[
\limsup_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|^n} \int_{\mathcal{A}_{r_\varepsilon}^n} |\nabla (\xi)_{ab}|^2 \leq \limsup_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|^n} \int_{\mathcal{A}_{r_\varepsilon}^n} C \gamma^2 \frac{\log(1/|r_\varepsilon - r_\varepsilon|)}{|z|^2}
\]
\[
\leq \limsup_{\varepsilon \to 0} C \gamma^2 \frac{\log(1/\varepsilon)}{|\log(1/\varepsilon)|}
\]
\[
\leq C \gamma^2 \tau_0
\]
for any \( \gamma > 0 \); hence,
\[
(4.11) \quad \lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|^n} \int_{\mathcal{A}_{r_\varepsilon}^n} |\nabla (\xi)_{ab}|^2 = 0 \quad \text{for} \quad (a, b) \neq (n-1, n).
\]
Combining this with (4.9) we then see that
\[
\lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|^n} \int_{\mathcal{A}_{r_\varepsilon}^n} e_\varepsilon(u_\varepsilon) = \lim_{\varepsilon \to 0} \frac{1}{2 |\log \varepsilon|^n} \int_{\mathcal{A}_{r_\varepsilon}^n} [d^* \xi_\varepsilon(\beta_{n-1}) \beta_\varepsilon - d^* \xi_\varepsilon(\beta_n) \beta_{n-1}].
\]
A simple integration by parts shows that
\[
\int_{D_1 \setminus D_{n\varepsilon}} [d^* \xi_\varepsilon(\beta_{n-1}) \beta_\varepsilon - d^* \xi_\varepsilon(\beta_n) \beta_{n-1}]
\]
\[
= \int_{\partial D_{n\varepsilon}} \beta_\varepsilon d^* \xi_\varepsilon(\beta_\varepsilon) - \int_{\partial D_1} \beta_\varepsilon d^* \xi_\varepsilon(\beta_\varepsilon) + \int_{D_1 \setminus D_{n\varepsilon}} \beta_\varepsilon d^* \xi_\varepsilon(\beta_{n-1}, \beta_n)
\]
on any slice \( D_{n\varepsilon}^1 \cong D_1 \). Also, recall that \( d^* \xi_\varepsilon = d_j v_\varepsilon - d_\varepsilon \). Hence, using the fact that \( d_j v_\varepsilon = 0 \) on \( \mathcal{A}_{r_\varepsilon}^n \), as well as \( |\beta_\varepsilon| \leq |\xi_\varepsilon| \), we deduce from the preceding identities that
\[
\lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|^n} \left| \int_{\mathcal{A}_{r_\varepsilon}^n} e_\varepsilon(u_\varepsilon) - \frac{1}{2} \int_{B_{r_\varepsilon}^n} \left( \int_{\partial D_{n\varepsilon}} \beta_\varepsilon d^* \xi_\varepsilon(\beta_\varepsilon) - \int_{\partial D_1} \beta_\varepsilon d^* \xi_\varepsilon(\beta_\varepsilon) \right) \right|
\]
\[
= \lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|^n} \int_{B_{r_\varepsilon}^n} \left| \int_{D_1 \setminus D_{n\varepsilon}} \beta_\varepsilon d^* \xi_\varepsilon(\beta_{n-1}, \beta_n) \right|
\]
\[
\leq \lim_{\varepsilon \to 0} \frac{C}{|\log \varepsilon|^n} \left| \int_{B_{r_\varepsilon}^n \times D_1} |\xi_\varepsilon| \right|
\]
\[
\leq \lim_{\varepsilon \to 0} \frac{C}{|\log \varepsilon|^n} \left| \int_{B_{r_\varepsilon}^n \times D_1} |\xi_\varepsilon| \right|
\]
\[
= 0,
\]
where in the last two lines we used the fact that \(0 \in \mathcal{G}_{\epsilon, \delta \epsilon}\) (giving \(\int_{B_{r_{\epsilon}}^{n-2} \times D_{1}} |\xi_{\epsilon}| \leq K r_{\epsilon}^{n-2}\) and \([2.15]\).

Now, by Theorem A.5 and the monotonicity formula \([A.1]\) together with the pointwise bound \([2.11]\) it is easy to see that

\[
(4.12) \quad r^{2-n} \left| \int_{B_{r}(x)} \varphi(x') |d j v_{\epsilon}(x')|_{n-1,n} d x' \right| \leq C
\]

for all \(r \geq \epsilon^{1/2}\), for some \(C\) independent of \(\epsilon\) (alternatively, a similar bound with \(CK\) in place of \(C\) follows immediately from \([2.11]\) and the fact that \(0 = y_{\epsilon} \in \mathcal{G}_{\epsilon, \delta \epsilon}\)). Combining this observation with Theorem 2.7, writing

\[
\rho_{\epsilon}(x) := \text{dist}(x, \mathcal{V}(u_{\epsilon})),
\]

we see that

\[
(4.13) \quad |\xi_{\epsilon}| \leq C \log(1/\rho_{\epsilon}) + C, \quad |d^{*} \xi_{\epsilon}| \leq C/\rho_{\epsilon},
\]

whenever \(\rho_{\epsilon} \geq \epsilon^{1/2}\). In particular, since \(\rho_{\epsilon} \to 1\) uniformly on \(B_{1}^{n-2}(0) \times \partial D_{1}(0)\) as \(\epsilon \to 0\), it follows that

\[
\frac{1}{2} \left| \log(1/\rho_{\epsilon}) \right|_{n-2} \int_{B_{r}^{n-2} \times \partial D_{1}} |\beta_{\epsilon} d^{*} \xi_{\epsilon}(\partial \theta)| \leq C |\log(1/\rho_{\epsilon})| \to 0
\]

as \(\epsilon \to 0\), which proves \((4.8)\).

In order to estimate the right-hand side of \((4.8)\), we let \(S_{\epsilon} := B_{r_{\epsilon}}^{n-2} \times \partial D_{\eta r_{\epsilon}}\) and, for \(x = (y, z) \in S_{\epsilon}\), we first show for any fixed \(\gamma > 0\) the uniform bound

\[
(4.14) \quad |2\pi \omega_{n-2} \beta_{\epsilon}(x) - 2\pi \kappa \omega_{n-2} \log(1/r_{\epsilon})| \leq C(\gamma, \eta) + \gamma |\log(1/\rho_{\epsilon})|.
\]

Note that by Theorem 4.2 we have

\[
(4.15) \quad 2r_{\epsilon} \geq \rho_{\epsilon}(x) \geq c \eta r_{\epsilon} \quad \text{for all } x \in S_{\epsilon}.
\]

Moreover, again by Theorem 4.2, for any \(x = (y, z) \in S_{\epsilon} \subset \mathcal{A}_{\epsilon}\), we have

\[
\mathcal{V}(u_{\epsilon}) \cap P_{y}^{\perp} \subseteq \{y \times D_{\eta r_{\epsilon}}(0) \subseteq B_{2r_{\epsilon}}(x)\}.
\]

Hence, fixing an arbitrary \(\gamma > 0\), we see that the full hypotheses of Theorem 2.6 hold on \(B_{2r_{\epsilon}}(x)\) for \(\epsilon > 0\) sufficiently small, whenever

\[
\frac{2r_{\epsilon}}{\delta_{1}(\tau_{0}, \gamma)} < r \leq \frac{1}{8}
\]

(note that \([2.26]\) holds by \([4.10]\)). As in \([4.6]\), the degree \(\text{deg}(v_{\epsilon}, [y] \times \partial D_{\tau}(z)) = \kappa\), and from \([2.28]\) we deduce that

\[
(4.16) \quad \left| 2\pi \kappa \omega_{n-2} - r^{2-n} \int_{B_{r}(x)} [d j v_{\epsilon}(x')]_{n-1,n} \right| < \gamma
\]

for \(x \in S_{\epsilon}\) and \(\frac{2r_{\epsilon}}{\delta_{1}(\tau_{0}, \gamma)} < r \leq \frac{1}{8}\).

Next, recall from Theorem 2.7 that

\[
2\pi \omega_{n-2} \beta_{\epsilon}(x) = \int_{0}^{\infty} \frac{1}{r} \left( r^{2-n} \int_{B_{r}(x)} \varphi(x') |d j v_{\epsilon}(x')|_{n-1,n} d x' \right) dr,
\]
and note that $q|_{B_r(x)} \equiv 1$ for $r \leq \frac{1}{8}$, so that
\[
2\pi \omega_{n-2} \beta_{r} \cdot (x) = \int_{B_r(x)} \left( r^{2-n} \int_{B_r(x)} |d j v_{\epsilon}(x')|_{n-1,n} d x' \right) dr \leq C
\]
for a suitable $C$ independent of $\epsilon > 0$. Note also that, by (4.15) and (4.12),
\[
\left| \int_{\rho_r(x)}^{2\rho_r/\delta_1} \frac{1}{r} \left( r^{2-n} \int_{B_r(x)} |d j v_{\epsilon}(x')|_{n-1,n} d x' \right) dr \right| \leq \int_{\rho_r(x)}^{2\rho_r/\delta_1} C \frac{d r}{r} \leq C \log(2/\epsilon \delta_1),
\]
while, by (4.16),
\[
\int_{2\rho_r/\delta_1}^{1/8} \frac{1}{r} 2\pi \omega_{n-2} r^{2-n} \int_{B_r(x)} |d j v_{\epsilon}(x')|_{n-1,n} d x' \right) dr < \gamma \int_{2\rho_r/\delta_1}^{1/8} \frac{d r}{r} < \gamma \log(1/r\epsilon).
\]
Combining these bounds, we arrive at (4.14).

Turning now to the right-hand side of (4.8), it follows that, for any $\gamma > 0$,
\[
\lim_{\epsilon \to 0} \frac{r_{\epsilon}^{2-n}}{2|\log \epsilon|} \left| \int_{S_{\epsilon}} (\beta_{\epsilon} - \kappa |\log r_{\epsilon}|) d^* \xi_{\epsilon}(\partial\theta) \right| \leq \limsup_{\epsilon \to 0} \frac{r_{\epsilon}^{2-n}}{|\log \epsilon|} \int_{S_{\epsilon}} (C(\gamma, \eta) + \gamma |\log \epsilon|) |d^* \xi_{\epsilon}| \\
\leq \limsup_{\epsilon \to 0} \frac{r_{\epsilon}^{2-n}}{|\log \epsilon|} \int_{S_{\epsilon}} C(\gamma, \eta) + \gamma |\log \epsilon| \\
= C(\eta) \gamma,
\]
and since $\gamma > 0$ was arbitrary, it follows that the limit on the left-hand side must vanish. In particular, returning to (4.8), we see that
\[
\lim_{\epsilon \to 0} \frac{1}{|\log \epsilon| r_{\epsilon}^{n-2}} \int_{\partial D_{\epsilon}} e_{\epsilon}(u_{\epsilon}) = \lim_{\epsilon \to 0} \frac{r_{\epsilon}^{2-n}}{2|\log \epsilon|} \int_{\partial D_{\epsilon}} \kappa |\log r_{\epsilon}| d^* \xi_{\epsilon}(\partial\theta) \\
= \lim_{\epsilon \to 0} \frac{r_{\epsilon}^{2-n}}{2|\log \epsilon|} \kappa |\log r_{\epsilon}| \left( \int_{D_{\epsilon}} d^* \xi_{\epsilon} \right) \\
= \lim_{\epsilon \to 0} \frac{r_{\epsilon}^{2-n}}{2|\log \epsilon|} \kappa |\log r_{\epsilon}| \left( \int_{D_{\epsilon}} d j v_{\epsilon} \right) \\
= \lim_{\epsilon \to 0} \frac{r_{\epsilon}^{2-n}}{2|\log \epsilon|} \kappa |\log r_{\epsilon}| \left( \int_{D_{\epsilon}} 2\pi \deg(v_{\epsilon}, \{y\} \times D_{\eta r_{\epsilon}}) d y \right) \\
= \pi \omega_{n-2} \kappa^2 \lim_{\epsilon \to 0} \frac{\log(1/r_{\epsilon})}{\log(1/\epsilon)},
\]
where we used again (4.6) and, in the third equality, the fact that $d j v_{\epsilon} - d d^* \xi_{\epsilon} = dh_{\epsilon}$ is bounded pointwise by $C|\log \epsilon|^{1/2}$. This concludes the proof. \qed
Next, note that for $p_\epsilon$ and $\tau_0$ as in Theorem 4.2 using the fact that $y_\epsilon \in G_{\epsilon, \delta_\epsilon}$ and the inclusion $B^{n-2}_{\epsilon \tau_0} (y_\epsilon) \times D^2_{\eta \epsilon \tau_0} (z_\epsilon) \subset B^n_{(1+\eta)\epsilon \tau_0} (p_\epsilon)$, we have for any given $\eta \in (0, 1]$ that

\[
\lim_{\epsilon \to 0} \frac{E_\epsilon(u_\epsilon; \mathcal{A}^3_{\epsilon \tau_0}(p_\epsilon))}{\log |(\epsilon \tau_0)^{n-2}|} \geq \lim_{\epsilon \to 0} \frac{E_\epsilon(u_\epsilon; B^{n-2}_{\epsilon \tau_0} (y_\epsilon) \times D^2_{1}(0))}{\log |(\epsilon \tau_0)^{n-2}|} = \limsup_{\epsilon \to 0} \frac{E_\epsilon(u_\epsilon; B_{(1+\eta)\epsilon \tau_0} (p_\epsilon))}{\log |(\epsilon \tau_0)^{n-2}|} \\
\geq \liminf_{\epsilon \to 0} \left( \frac{E_\epsilon(u_\epsilon; B_{1}(p_\epsilon))}{\log |(\epsilon \tau_0)^{n-2}|} - \frac{E_\epsilon(u_\epsilon; B_{(1+\eta)\epsilon \tau_0} (p_\epsilon))}{\log |(\epsilon \tau_0)^{n-2}|} \right) \\
= \liminf_{\epsilon \to 0} \left( \frac{E_\epsilon(u_\epsilon; B_{1}(p_\epsilon))}{\log |(\epsilon \tau_0)^{n-2}|} - \frac{E_\epsilon(u_\epsilon; B_{(1+\eta)\epsilon \tau_0} (p_\epsilon))}{\log |(1+\eta)\epsilon \tau_0|^{n-2}} \right) - C_\eta \limsup_{\epsilon \to 0} \frac{E_\epsilon(u_\epsilon; B_{(1+\eta)\epsilon \tau_0} (p_\epsilon))}{\log |(1+\eta)\epsilon \tau_0|^{n-2}},
\]

where the equality comes from the fact that $\lim_{\epsilon \to 0} \frac{E_\epsilon(u_\epsilon; B^{n-2}_{\epsilon \tau_0} (y_\epsilon) \times D^2_{(\eta \epsilon \tau_0)} (z_\epsilon))}{\log |(\epsilon \tau_0)^{n-2}|} = \pi \omega_{n-2} \theta$ (as $y_\epsilon \in G_{\epsilon, \delta_\epsilon}$), which in turn equals $\lim_{\epsilon \to 0} \frac{E_\epsilon(u_\epsilon; B_{1}(p_\epsilon))}{\log |(\epsilon \tau_0)^{n-2}|}$ since energy concentrates on a plane with multiplicity $\theta$. In particular, combining Theorem 4.3 with the monotonicity formula (A.1) (integrated between radii $(1+\eta)\epsilon \tau_0$ and 1), we see that

\[
(4.17) \quad \limsup_{\epsilon \to 0} \frac{1}{\log |(1+\eta)\epsilon \tau_0|^{n-2}} \int_0^1 \frac{1}{\rho^{n-1}} \int_{B_{\rho}(p_\epsilon)} \frac{2W(u_\epsilon)}{\epsilon^2} \leq \pi \omega_{n-2} \kappa^2 + C_\eta.
\]

As an easy consequence, we have the following proposition.

**Proposition 4.4.** For $p_\epsilon$ and $\tau_0$ as in Theorem 4.2, given $\delta \in (0, 1)$, there exists $r_\epsilon \in (\epsilon \tau_0, \epsilon^{\delta \tau_0})$ such that

\[
(4.18) \quad \limsup_{\epsilon \to 0} \frac{1}{(r_\epsilon/2)^{n-2}} \int_{B_{r_\epsilon/2}(p_\epsilon)} \frac{2W(u_\epsilon)}{\epsilon^2} \leq \frac{\pi \omega_{n-2} \kappa^2}{1-\delta}.
\]

In particular, we can conclude that $|\kappa| = 1$, and

\[
(4.19) \quad \limsup_{\epsilon \to 0} \frac{1}{(r_\epsilon/2)^{n-2}} \int_{B_{r_\epsilon/2}(p_\epsilon)} \frac{2W(u_\epsilon)}{\epsilon^2} \leq \frac{\pi \omega_{n-2}}{1-\delta}.
\]

**Proof.** Writing

\[
t_\epsilon := \inf_{r \in (\epsilon \tau_0, \epsilon^{\delta \tau_0}/2)} r^{2-n} \int_{B_r(p_\epsilon)} \frac{2W(u_\epsilon)}{\epsilon^2},
\]

we see that the existence of a sequence $r_\epsilon$ satisfying (4.18) is equivalent to the statement that $\limsup_{\epsilon \to 0} t_\epsilon \leq \frac{\pi \omega_{n-2} \kappa^2}{1-\delta}$. By (4.17) we have, for every $\eta > 0$,

\[
\pi \omega_{n-2} \kappa^2 + C_\eta \geq \limsup_{\epsilon \to 0} \frac{1}{\log |1/\epsilon \tau_0|} \int_{(1+\eta)\epsilon \tau_0}^{\epsilon^{\delta \tau_0}/2} t_\epsilon dr \\
= \limsup_{\epsilon \to 0} \frac{t_\epsilon \log(\epsilon^{\delta \tau_0}/2(1+\eta)\epsilon \tau_0)}{\log |1/\epsilon \tau_0|} \\
= (1-\delta) \limsup_{\epsilon \to 0} t_\epsilon.
\]

Since $\eta > 0$ was arbitrary, (4.18) clearly follows.
As discussed earlier in the section, since \( \theta < 2\theta_{min} \leq 2 \), we know that \( |\kappa| \leq 1 \), so to complete the proof of the proposition, we simply need to demonstrate that \( |\kappa| \neq 0 \). And this is straightforward: in view of the bound (4.18), if \( \kappa = 0 \), it would follow that

\[
\frac{1}{(r_\varepsilon/2)^{n-2}} \int_{B_{r_\varepsilon/2}(p_\varepsilon)} W(u_\varepsilon) \varepsilon^{-2} \to 0
\]
as \( \varepsilon \to 0 \); but since \( p_\varepsilon \in \mathcal{G}_\varepsilon, \delta_\varepsilon \), this would contradict Theorem 2.9 (which applies by (4.1)). Hence, we must have \( \kappa = \pm 1 \), as claimed.

**Remark 4.5.** This bound gives another proof that, in Theorem 1.1, the support of \( |V| \) is characterized as the limit of the zero sets \( u_\varepsilon^{-1}\{0\} \) (which can also be deduced from Proposition 3.4). To check this, it is enough to show that the energy cannot concentrate when \( u_\varepsilon \neq 0 \) everywhere on \( B_2 \). And indeed, if this happened, we could define a minimal density \( \theta_{min} > 0 \), among all densities \( \theta \) arising as in Theorem 1.4 with the additional constraint that \( u_\varepsilon \neq 0 \) on \( B_2 \). Repeating the previous arguments, since now the degree \( \kappa = 0 \), we would reach a contradiction to Theorem 2.9.

In the next section, we show that a sequence of Ginzburg–Landau solutions on \( B_1^n(0) \) with energy concentrating along the \((n-2)\)-plane \( P \) must have energy \( \approx \pi \omega_{n-2} |\log \varepsilon| \) as \( \varepsilon \to 0 \), provided that an additional assumption such as (4.19) holds with \( r_\varepsilon = 1 \). In particular, by combining Theorem 4.4 with Theorem 5.2 of the next section, we can complete the proof of Theorem 4.1 as follows.

**Proof of Theorem 4.1** Let \( p_\varepsilon = (y_\varepsilon, z_\varepsilon) \) and \( \tau_0 \) be as in Theorem 4.2. For a given \( \delta \in (0, 1) \) to be specified below, let \( r_\varepsilon \) be the sequence of scales satisfying \( (4.19) \) whose existence is guaranteed by Theorem 4.4. Passing to a subsequence so that \( \frac{\log(1/r_\varepsilon)}{\log(1/\varepsilon)} \) converges, let

\[
\tau := \lim_{\varepsilon \to 0} \frac{\log(1/r_\varepsilon)}{\log(1/\varepsilon)},
\]
and note that \( \tau \in (0, \tau_0] \) since \( r_\varepsilon \in (\varepsilon^{\tau_0}, \varepsilon^{\delta\tau_0}) \).

Fixing an arbitrary \( \gamma > 0 \) and recalling \( (4.1) \), we then see that \( B_{2r_\varepsilon}(p_\varepsilon) \) satisfies the hypotheses of Theorem 5.2 in the next section for \( \varepsilon \) sufficiently small, provided that we choose \( \delta \) such that \( \frac{\pi \omega_{n-2}}{1 - \delta} < \pi \omega_{n-2}(1 + \delta_2) \) (with \( \delta_2 \) as in Theorem 5.2), and provided that

\[
(4.20) \lim_{\varepsilon \to 0} r_\varepsilon^{2-n} \int_{B_{2r_\varepsilon}(p_\varepsilon) \setminus B_{\delta_2 r_\varepsilon}(P + p_\varepsilon)} \frac{e_\varepsilon(u_\varepsilon)}{|\log \varepsilon|} = 0
\]
holds. To check (4.20), observe that

\[
B_{2r_\varepsilon}(p_\varepsilon) \setminus B_{\delta_2 r_\varepsilon}(P + p_\varepsilon) \subseteq B_{2r_\varepsilon}^n(\varepsilon) \times [D_{2r_\varepsilon}^2(z_\varepsilon) \setminus D_{\delta_2 r_\varepsilon}^2(z_\varepsilon)]
= \mathcal{A}_{2r_\varepsilon}^{\delta_2/2}(p_\varepsilon) \setminus \mathcal{A}_{2r_\varepsilon}^1(p_\varepsilon),
\]
and using Theorem 4.3 it follows that
\[
\lim_{\varepsilon \to 0} r_\varepsilon^{2-n} \int_{B_{2r_\varepsilon}(p_\varepsilon) \setminus B_{2\sqrt{2}r_\varepsilon}(p_\varepsilon)} e_\varepsilon(u_\varepsilon) \leq \lim_{\varepsilon \to 0} \left( \frac{E_\varepsilon(u_\varepsilon; A_{2\sqrt{2}r_\varepsilon}^1(p_\varepsilon))}{\log |\varepsilon| r_\varepsilon^{n-2}} - \frac{E_\varepsilon(u_\varepsilon; A_{2r_\varepsilon}^1(p_\varepsilon))}{\log |\varepsilon| r_\varepsilon^{n-2}} \right) = 2^{n-2} \pi \omega_{n-2} \kappa^2 \tau - 2^{n-2} \pi \omega_{n-2} \kappa^2 \tau = 0,
\]
as desired.

In particular, for \(\varepsilon\) sufficiently small, we can now apply Theorem 5.2 on the ball \(B_{2r_\varepsilon}(p_\varepsilon)\) to conclude that
\[
\left| \frac{r_\varepsilon^{2-n}}{|\log \varepsilon|} \int_{B_{r_\varepsilon}^{n-2}(y_\varepsilon) \times D_{r_\varepsilon}^1(z_\varepsilon)} e_\varepsilon(u_\varepsilon) - \pi \omega_{n-2} \right| < \gamma,
\]
which implies
\[
(4.21) \left| \frac{r_\varepsilon^{2-n}}{|\log \varepsilon|} \int_{B_{r_\varepsilon}^{n-2}(y_\varepsilon) \times D_{r_\varepsilon}^1(z_\varepsilon)} e_\varepsilon(u_\varepsilon) - \pi \omega_{n-2} \left( \frac{\log(r_\varepsilon/\varepsilon)}{|\log \varepsilon|} \right) \right| < \gamma.
\]
On the other hand, it follows from Theorem 4.3 (together with \(|\kappa| = 1\)) that, for \(\varepsilon\) sufficiently small,
\[
\left| \frac{r_\varepsilon^{2-n}}{|\log \varepsilon|} \int_{A_{2r_\varepsilon}^1(p_\varepsilon)} e_\varepsilon(u_\varepsilon) - \pi \omega_{n-2} \left( \frac{\log(1/r_\varepsilon)}{|\log \varepsilon|} \right) \right| < \gamma
\]
as well. Since \(B_{r_\varepsilon}^{n-2}(y_\varepsilon) \times D_1(0) = \mathcal{A}_{r_\varepsilon}^1(p_\varepsilon) \cup [B_{r_\varepsilon}^{n-2}(y_\varepsilon) \times D_{r_\varepsilon}^1(z_\varepsilon)]\) and
\[
\log(r_\varepsilon/\varepsilon) + \log(1/r_\varepsilon) = \log(1/\varepsilon),
\]
we can combine these estimates to conclude that
\[
\lim_{\varepsilon \to 0} \frac{r_\varepsilon^{2-n}}{|\log \varepsilon|} \int_{B_{r_\varepsilon}^{n-2}(y_\varepsilon) \times D_1(0)} e_\varepsilon(u_\varepsilon) = \pi \omega_{n-2}.
\]
Since \(y_\varepsilon \in \mathcal{Q}_{\varepsilon, \delta, \varepsilon}\), it follows that \(\theta = 1\), as desired. \(\square\)

5. FROM BOUNDS ON \(W(u)/\varepsilon^2\) TO UNIT DENSITY

In this section we show that if, in addition to the hypotheses of Theorem 4.1 we have the bound
\[
(5.1) \limsup_{\varepsilon \to 0} \int_{B_{1/2}(0)} \frac{2W(u_\varepsilon)}{\varepsilon^2} \leq \frac{\pi \omega_{n-2}}{2^{n-2}} (1 + \delta),
\]
for some (explicit) \(\delta > 0\) small enough, then the limiting density \(\theta = 1\). In other words, we are going to prove Theorem 4.1 with the additional assumption (5.1). As we saw above, this combines with the analysis of the preceding section to give Theorem 4.1 in full generality, from which Theorem 1.4 follows.

Since the measures \(\frac{W(u_\varepsilon(x))}{\varepsilon^2} \, dx\) converge to an absolutely continuous measure with respect to \(\mathcal{H}^{n-2} \cap P\) (by Theorem 1.1), where the plane \(P = \mathbb{R}^{n-2} \times \{0\}\), the estimate (5.1) also
gives
\[
\limsup_{\varepsilon \to 0} \int_{B_{\varepsilon}^{n/2}(0) \times D_1^2(0)} \frac{2W(u_\varepsilon)}{\varepsilon^2} \leq \frac{\pi \omega_{n-2}}{2^{n-2}} (1 + \delta).
\]
In particular, this implies that
\[
\frac{\pi \omega_{n-2}}{2^{n-2}} (1 + \delta) \geq \limsup_{\varepsilon \to 0} \int_{\bar{G}_\varepsilon, \delta \varepsilon} \frac{2W(u_\varepsilon)}{\varepsilon^2} \geq \limsup_{\varepsilon \to 0} \left( |G_\varepsilon, \delta \varepsilon| \cdot \inf_{y \in G_\varepsilon, \delta \varepsilon} \int_{|y_\varepsilon| \times D_1^2} \frac{2W(u_\varepsilon)}{\varepsilon^2} \right),
\]
which together with (3.1) implies the existence of \( y_\varepsilon \in G_\varepsilon, \delta \varepsilon \) for which
\[
\limsup_{\varepsilon \to 0} \pi \omega_{n-2} \frac{2W(u_\varepsilon)}{\varepsilon^2} \leq \pi (1 + 2\delta).
\]
We now fix \( K \) large enough (e.g., \( K = K(\delta) = \frac{4C}{\delta \omega_{n-2}} \)), in such a way that the previous estimate becomes
\[(5.2) \quad \limsup_{\varepsilon \to 0} \int_{|y_\varepsilon| \times D_1^2} \frac{2W(u_\varepsilon)}{\varepsilon^2} \leq \pi (1 + 2\delta).
\]
Applying Propositions 3.1 and 3.2, we deduce that for these \( y_\varepsilon \) such that (5.2) holds, the set
\[U_{\delta, \varepsilon} = \{ x \in P_{\varepsilon}^+ : |u_\varepsilon(x)| < 1 - \delta \}
\]
is contained in a disjoint collection of disks \( D_{C\varepsilon}(p_1^\varepsilon), \ldots, D_{C\varepsilon}(p_k^\varepsilon) \) such that the degrees \( \kappa_j^\varepsilon \) of \( u_\varepsilon \) around \( \partial D_{C\varepsilon}(p_j^\varepsilon) \) satisfy
\[
\limsup_{\varepsilon \to 0} \frac{\pi}{2} (1 - 5\delta) \sum_{j=1}^k |\kappa_j^\varepsilon| \leq \pi (1 + 2\delta).
\]
In particular, since \( \kappa_j^\varepsilon \in \mathbb{Z} \), taking \( \delta \) small enough it follows that
\[
\sum_{j=1}^k |\kappa_j^\varepsilon| \leq 2
\]
for \( \varepsilon \) sufficiently small.

On the other hand, by Theorem 4.4 we know that
\[
|\kappa| = |\sum_{j=1}^k \kappa_j^\varepsilon| = 1,
\]
so we see by parity that the case \( \sum_{j=1}^k |\kappa_j^\varepsilon| \in \{0, 2\} \) is impossible, so we must have
\[
\sum_{j=1}^k |\kappa_j^\varepsilon| = 1.
\]
In other words, up to relabeling \( p_1^\varepsilon, \ldots, p_k^\varepsilon \) and possibly replacing \( u_\varepsilon \) with the conjugate solution \( \bar{u}_\varepsilon \), for \( \varepsilon \) sufficiently small, we must have
\[(5.3) \quad \kappa_1^\varepsilon = 1, \kappa_2^\varepsilon = \cdots = \kappa_k^\varepsilon = 0.
\]
Finally, combining this with Proposition 3.4 immediately gives the following conclusion.
Lemma 5.1. Suppose that the hypotheses of Theorem 1.4 and the potential bound (5.1) are both satisfied. Then the limiting density \( \theta = 1 \).

By a simple contradiction and scaling argument, we can recast the result in the following ‘quantitative’ form.

Proposition 5.2. For any \( \gamma > 0 \), there exists \( \delta_2(\gamma) > 0 \) such that if \( u_\varepsilon \) solves the Ginzburg–Landau equation on a ball \( B_{2r}(x) \) (where \( x = (y, z) \in \mathbb{R}^{n-2} \times \mathbb{R}^2 \) with \( \varepsilon \leq \delta_2 r \), and satisfies
\[
\frac{2W(u_\varepsilon)}{\varepsilon^2} \leq \pi \omega_{n-2} + \delta_2,
\]
and (to ensure that all energy concentrates along the \((n-2)\)-plane \( P + x \))
\[
r^{2-n} \int_{B_{2r}(x) \setminus B_{2r}(P + x)} e_\varepsilon(u_\varepsilon) \leq \delta_2 \log(r/\varepsilon),
\]
then
\[
\left| \frac{r^{2-n}}{\log(r/\varepsilon)} \int_{B^{n-2}(y) \times D^2_\varepsilon(z)} e_\varepsilon(u_\varepsilon) - \pi \omega_{n-2} \right| < \gamma.
\]

6. Solutions concentrating with prescribed density \( \theta \in \{1\} \cup [2, \infty) \)

In this section, we explain how to use the entire solutions of the Ginzburg–Landau equations constructed in [11] to prove Theorem 1.10. More precisely, we prove the following proposition.

Proposition 6.1. For each integer \( \kappa \geq 2 \) and \( \tau \in [0,1) \), there exists a family of solutions \( (u_\varepsilon)_{\varepsilon \in (0,\varepsilon_0(\kappa,\tau))] \) in the unit 3-ball \( B_1^3(0) \subset \mathbb{R}^3 \) with energy concentrating along the line \( P = \{0\} \times \mathbb{R}, \) degree \( \kappa = \deg(u_\varepsilon, \frac{1}{2} S_1 \times \{0\}) \) and limiting energy measure
\[
\lim_{\varepsilon \to 0} \frac{e_\varepsilon(u_\varepsilon)}{\pi|\log\varepsilon|} = \theta(\kappa, \tau) \mathcal{H}^1 \lfloor P,
\]
where
\[
\theta(\kappa, \tau) := \kappa + \frac{\kappa(\kappa - 1)}{2} \tau \in \left[ \kappa, \frac{\kappa(\kappa + 1)}{2} \right].
\]

It is straightforward to check that Theorem 1.10 follows from Theorem 6.1 since we have
\[
\bigcup_{\kappa \geq 2} \left[ \kappa, \frac{\kappa(\kappa + 1)}{2} \right] = [2, \infty). \]
The solutions described in Theorem 6.1 are obtained by rescaling families of entire solutions with \( \kappa \) helical vortex filaments constructed in [11]. Namely, we rely on the following result. (In what follows, we make the identifications \( \mathbb{R}^2 \cong \mathbb{C} \) and \( S^1 \cong \mathbb{R}/2\pi \mathbb{Z} \).)

Theorem 6.2. [11] Theorem 1] For \( \kappa \in \{2, 3, \ldots\} \) and \( \varepsilon < \varepsilon_0(\kappa) \) sufficiently small, there exists a solution \( v_\varepsilon : \mathbb{R}^2 \times S^1 \to \mathbb{R}^2 \) of the Ginzburg–Landau equations
\[
\varepsilon^2 \Delta v_\varepsilon = DW(v_\varepsilon)
\]
satisfying
\[
\left| v_\varepsilon(z, t) - \prod_{j=1}^\kappa w(\varepsilon^{-1}[z - f_j^\varepsilon(t)]) \right| \leq \frac{C(\kappa)}{|\log\varepsilon|},
\]
where \( w : \mathbb{R}^2 \to \mathbb{R}^2 \) is the radially symmetric degree-one solution constructed in [13], and \( f_j^\varepsilon : S^1 \to \mathbb{R}^2 \) satisfies
\[
\lim_{\varepsilon \to 0} \left| \sqrt{\log \varepsilon} \sqrt{n-1} e^{it} e^{2i(j-1)\pi/\kappa} \right| = 0.
\]
Moreover, these \( \nu_\varepsilon \) have the additional symmetry
\[
(6.2) \quad \nu_\varepsilon(z, t) = e^{\kappa t} \tilde{\nu}_\varepsilon(e^{-i t} z)
\]
for some map \( \tilde{\nu}_\varepsilon : \mathbb{R}^2 \to \mathbb{R}^2 \).

By looking closely at the construction of these solutions and keeping track of a few key estimates in [11], we are able to check that the following estimate holds.

**Lemma 6.3.** For every \( \tau \in [0,1) \), there exists a constant \( C(\kappa) < \infty \) such that the solutions \( \nu_\varepsilon : \mathbb{R}^2 \times S^1 \to \mathbb{R}^2 \) from Theorem 6.2 satisfy
\[
(6.3) \quad \int_{D_{\varepsilon^{-\tau}} \times S^1} e^{\varepsilon} (\nu_\varepsilon) \leq C(\kappa) \log(1/\varepsilon^{\tau+1})
\]
for \( \varepsilon < \varepsilon_0(\kappa, \tau) \), and, for every \( \delta \in (0, 1) \), there exists moreover a constant \( C(\delta, \kappa, \tau) < \infty \) such that
\[
(6.4) \quad \int_{[D_{\varepsilon^{-\tau}} \backslash D_{\varepsilon^{\delta-\tau}}] \times S^1} e^{\varepsilon} (\nu_\varepsilon) \leq C(\delta, \kappa, \tau)
\]
for \( \varepsilon < \varepsilon_1(\delta, \kappa, \tau) \).

We postpone the proof of Theorem 6.3 to the end of the section; next, we show how the results of Theorem 6.2 and Theorem 6.3 can be used to prove Theorem 6.1.

**Proof of Theorem 6.1.** As in [11], we identify the solutions \( \nu_\varepsilon : \mathbb{R}^2 \times S^1 \to \mathbb{R}^2 \) given by Theorem 6.2 with solutions on \( \mathbb{R}^3 \) that are \( 2\pi \)-periodic in the third variable. Under this identification, note that Theorem 6.3 gives
\[
\int_{B^{3}_{\varepsilon^{-\tau}}} e^{\varepsilon} (\nu_\varepsilon) \leq \int_{D_{\varepsilon^{-\tau}} \times [-\varepsilon^{-\tau}, \varepsilon^{-\tau}]} e^{\varepsilon} (\nu_\varepsilon)
\]
\[
\leq C \varepsilon^{-\tau} \int_{D_{\varepsilon^{-\tau}} \times S^1} e^{\varepsilon} (\nu_\varepsilon)
\]
\[
\leq C(\kappa) \varepsilon^{-\tau} \log(\varepsilon^{-\tau-1}),
\]
and similarly
\[
\int_{B^{3}_{\varepsilon^{-\tau}} \backslash B_{\delta\varepsilon^{-\tau}}(P)} e^{\varepsilon} (\nu_\varepsilon) \leq C \varepsilon^{-\tau} \int_{[D_{\varepsilon^{-\tau}} \backslash D_{\delta\varepsilon^{-\tau}}] \times S^1} e^{\varepsilon} (\nu_\varepsilon)
\]
\[
\leq C(\delta, \kappa, \tau) \varepsilon^{-\tau}.
\]
It is then straightforward to see that, for \( \bar{\varepsilon} = \varepsilon^{1+\tau} \), the rescaled maps
\[
u_\varepsilon^\tau : \mathbb{R}^3 \to \mathbb{R}^2, \quad u_\varepsilon^\tau(x) := \nu_\varepsilon(x/\varepsilon^\tau)
\]
solve the $\tilde{\varepsilon}$-Ginzburg–Landau equations
\[ \varepsilon^2 \Delta u_\varepsilon^T = DW(u_\varepsilon^T) \]
on $\mathbb{R}^3$, and satisfy
\[ \int_{B_1^3(0)} e_\varepsilon(u_\varepsilon^T) = \int_{B_3^3(0)} e_\varepsilon(u_\varepsilon) \leq C(\kappa, \tau) \log(1/\tilde{\varepsilon}) \]
and, for any $\delta > 0$,
\[ \int_{B_1^3(0) \setminus B_\delta(P)} e_\varepsilon(u_\varepsilon^T) = \int_{B_3^3(0) \setminus B_{3\delta}(P)} e_\varepsilon(u_\varepsilon) \leq C(\delta, \kappa, \tau). \]

In particular, it follows that the maps
\[ u_\varepsilon^T : B_1^3(0) \to \mathbb{R}^2, \quad \text{for } \varepsilon \in (0, \varepsilon_0(\kappa)^{1+\tau}), \]
give a family of solutions to the Ginzburg–Landau equations on $B_1^3(0)$ (or similarly, any fixed compact subset of $\mathbb{R}^3$) with energy of order $\log(1/\tilde{\varepsilon})$ concentrating along $P$ as $\varepsilon \to 0$; i.e. (up to subsequences),
\[ \lim_{\varepsilon \to 0} e_\varepsilon(u_\varepsilon^T) = 0 \]
for some $\theta > 0$.

To compute $\theta$, we appeal to Theorem 3.4 together with Theorem 6.2. Fixing a small (but arbitrary) $\delta \in (0, 1/2)$, consider $\delta_\varepsilon \to 0$ and $t_\varepsilon(\tilde{\varepsilon})$ a family of $\delta_\varepsilon$-good slices for $u_\varepsilon^T$ as in the preceding sections. By virtue of the symmetry (6.2) of $v_\varepsilon$, note that we can simply take $t_\varepsilon = 0$. Following the analysis of the preceding section, consider the set
\[ U_{\delta, \tilde{\varepsilon}} := \{ z \in \mathbb{R}^2 : |u_\varepsilon^T(z, 0)| < 1 - \delta \}. \]

By Theorem 6.2 we see that if $|v_\varepsilon(z, 0)| < 1 - \delta$, then
\[ \left| \prod_{j=1}^\kappa w(\varepsilon^{-1}[z - f_j^\varepsilon(0)]) \right| \leq \frac{C(\kappa)}{|\log \varepsilon|} + 1 - \delta \leq 1 - \frac{\delta}{2} \]
for $\varepsilon$ sufficiently small, and since the model single-vortex solution $w$ satisfies $|w(z)| \to 1$ as $|z| \to \infty$, it follows that
\[ z \in \bigcup_{j=1}^\kappa B_{C(\delta)e}(f_j^\varepsilon(0)). \]

Moreover, note that for $1 \leq j < l \leq \kappa$, Theorem 6.2 gives
\[ |f_j^\varepsilon(0) - f_l^\varepsilon(0)| \geq \frac{\sqrt{n-1}}{\sqrt{|\log \varepsilon|}} |e^{2i(j-1)\pi / \kappa} - e^{2i(l-1)\pi / \kappa}| + o(|\log \varepsilon|^{-1/2}) \]
\[ \geq \frac{c(\kappa)}{\sqrt{|\log \varepsilon|}} \]
for $\varepsilon$ sufficiently small and $c(\kappa) > 0$, and a similar upper bound also holds. In particular, it follows that the balls $B_{C(\delta)e}(f_j^\varepsilon(0))$ are mutually disjoint for $\varepsilon$ sufficiently small, and it
follows from the $C^0$ closeness
\[
|v_\varepsilon(z,0) - \prod_{j=1}^k w(\varepsilon^{-1}|z - f_j^\varepsilon(t)|)| \leq \frac{C(\kappa)}{|\log \varepsilon|}
\]
that
\[
\deg(v_\varepsilon, \partial D_{C(\delta)\varepsilon}(f_j^\varepsilon(0))) = 1.
\]
In particular, for our rescaled solutions $u_\varepsilon^\tau(z,0) = v_\varepsilon(z/\varepsilon^\tau,0)$, writing
\[
p_j^\varepsilon := \varepsilon^\tau f_j^\varepsilon(0),
\]
it follows that
\[
U_{\delta,\tilde{\varepsilon}} = \{(\varepsilon^\tau z,0) : |v_\varepsilon(z,0)| < 1 - \delta \} \subseteq \bigcup_{j=1}^\kappa B_{C(\delta)\varepsilon^{1+\tau}}(\varepsilon^\tau f_j^\varepsilon(0)) = \bigcup_{j=1}^\kappa B_{C(\delta)\varepsilon}(p_j^\varepsilon),
\]
where the balls $B_{C(\delta)\varepsilon}(p_j^\varepsilon)$ are mutually disjoint, $u_\varepsilon^\tau$ has degree
\[
\kappa_j^\varepsilon := \deg(u_\varepsilon^\tau, \partial D_{C(\delta)\varepsilon}(p_j^\varepsilon)) = 1,
\]
and
\[
\frac{c(\delta, \kappa)\varepsilon^{\tau(1+\tau)}}{|\log \varepsilon|} = \frac{c(\delta, \kappa)\varepsilon^\tau}{|\log \varepsilon|} \leq |p_j^\varepsilon - \tilde{p}_j^\varepsilon| \leq \frac{C(\delta, \kappa)\varepsilon^\tau}{|\log \varepsilon|} = \frac{C(\delta, \kappa)\varepsilon^{\tau(1+\tau)}}{|\log \varepsilon|}
\]
for $1 \leq j < l \leq \kappa$. Thus, applying Theorem 3.4 we deduce that
\[
\theta = \lim_{\varepsilon \to 0} \left( \sum_{j=1}^\kappa 1 + 2\sum_{j<l} 1 \cdot \frac{|\log |p_j^\varepsilon - \tilde{p}_j^\varepsilon||}{|\log \varepsilon|} \right)
\]
\[
= \kappa + \kappa(\kappa - 1) \frac{\tau}{1+\tau},
\]
completing the proof of Theorem 6.1.

It remains now to prove Theorem 6.3, verifying that natural energy growth conditions hold for the solutions constructed in [11].

Proof of Theorem 6.3 For simplicity, we specialize to the case $\kappa = 2$, for which the construction in [11] is carried out in detail. In this case, the solutions $v_\varepsilon : \mathbb{R}^2 \times S^1 \to \mathbb{R}^2$ of Theorem 6.2 have the form
\[
v_\varepsilon(z,t) = e^{2it} V_\varepsilon(e^{-it} z/\varepsilon),
\]
for a map $V_\varepsilon$ of the form
\[
V_\varepsilon(z) := w(z - \tilde{d}_\varepsilon) w(z + \tilde{d}_\varepsilon) |\eta(1 + i\psi_\varepsilon) + (1 - \eta) \cdot e^{i\psi_\varepsilon}|\]
(see [11 eq. (3.2)]), where $w : \mathbb{R}^2 \to \mathbb{R}^2$ is the radially symmetric solution of
\[
\Delta v + (1 - |v|^2) v = 0
\]
with degree one constructed in [13], $\tilde{d}_\varepsilon \in \mathbb{R}^2$ are points in the plane with
\[
|\tilde{d}_\varepsilon| \leq \frac{C}{\varepsilon \sqrt{|\log \varepsilon|}}.
\]
\( \eta \) is a cutoff function of the form
\[
\eta(z) = \eta_1(|z - \tilde{d}_1|) + \eta_1(|z + \tilde{d}_1|),
\]
with \( \eta_1(t) = 1 \) for \( t \leq 1 \) and \( \eta_1(t) = 0 \) for \( t > 2 \), and \( \psi_\varepsilon : \mathbb{R}^2 \to \mathbb{C} \) is an unknown function whose implicit construction (with estimates) is the content of the proof of Theorem 6.2.

It follows from [11, Proposition 6.1] (see also [11, p. 18] for the definition of \( \|\psi\|_* \) that the real part \( \Re(\psi_\varepsilon) \) of \( \psi_\varepsilon \) satisfies
\[
(6.5) \quad |\Re(\psi_\varepsilon)| \leq \frac{C}{|\log \varepsilon|} \quad \text{where } \min\{|z \pm \tilde{d}_1|\} > 2
\]
and, for any fixed \( \sigma \in (0, 1) \), the imaginary part satisfies\[Note that the first occurrence of \( \varepsilon^{\sigma - 2} \) in the definition of \( \|\psi_\varepsilon\|_2 \) from [11, p. 18] should read \( \varepsilon^{2 - \sigma} \).\]
\[
(6.6) \quad |\Im(\psi_\varepsilon)| \leq C(\sigma)(|z - \tilde{d}_1|^{\sigma - 2} + |z + \tilde{d}_1|^{\sigma - 2} + \varepsilon^{2 - \sigma}) \quad \text{where } \min\{|z \pm \tilde{d}_1|\} > 2.
\]
In particular, where \( \min\{|z \pm \tilde{d}_1|\} > 2 \), we have
\[
|1 - |V_\varepsilon(z)|| = |1 - |w(z - \tilde{d}_1)||w(z + \tilde{d}_1)||e^{-\Im(\psi_\varepsilon)}| \\
\leq |1 - |w(z - \tilde{d}_1)||1 - |w(z + \tilde{d}_1)||1 - e^{-\Im(\psi_\varepsilon)}| \\
\leq C(\sigma)(|z - \tilde{d}_1|^{\sigma - 2} + |z + \tilde{d}_1|^{\sigma - 2} + \varepsilon^{2 - \sigma}),
\]
where we used that the model single-vortex solution \( w(z) \) satisfies \( 0 \leq 1 - |w(z)| \leq \frac{C}{|z|^2} \) (cf. [11, Lemma 7.1]). In particular, scaling back down to the solutions \( v_\varepsilon = e^{2it} V_\varepsilon(e^{-it} z/\varepsilon) \), it follows that
\[
|1 - |v_\varepsilon(z, t)|| \leq C(\sigma)\varepsilon^{2 - \sigma}(|z - e^{it} \varepsilon \tilde{d}_1|^{\sigma - 2} + |z + e^{it} \varepsilon \tilde{d}_1|^{\sigma - 2} + 1)
\]
where \( |z \pm e^{it} \varepsilon \tilde{d}_1| > 2\varepsilon \). Also, from the bound \([A.2]\) in the appendix (and a trivial rescaling), we have \( |u(z)| \leq C\varepsilon^2 R^{-2} \) on \( B_{R/2}(0) \), for all \( R \geq 1 \), which implies that \( |v_\varepsilon| \leq 1 \) everywhere.

In particular, by the preceding estimates, setting
\[
\rho_\varepsilon(z, t) := \min\{|z - e^{it} \varepsilon \tilde{d}_1|, |z + e^{it} \varepsilon \tilde{d}_1|\},
\]
we see that for \( \sigma, \tau \in (0, 1) \)
\[
\int_{D_{2\varepsilon^{-2}} \times S^1} \frac{(1 - |v_\varepsilon|^2)^2}{\varepsilon^2} \leq \int_{\{\rho_\varepsilon \leq 2\varepsilon\}} \frac{(1 - |v_\varepsilon|^2)^2}{\varepsilon^2} \\
\quad + \int_{\{4\varepsilon^{-2} \geq \rho_\varepsilon \geq 2\varepsilon\}} \frac{(1 - |v_\varepsilon|^2)^2}{\varepsilon^2} \\
\leq C\varepsilon^2 \cdot \frac{C}{\varepsilon^2} + C(\sigma) \int_{\{4\varepsilon^{-2} \geq \rho_\varepsilon \geq 2\varepsilon\}} \frac{1}{\varepsilon^2} [\varepsilon^{2 - \sigma} (\rho_\varepsilon^{\sigma - 2} + 1)]^2 \\
\leq C + \frac{C(\sigma)}{\varepsilon^2} \cdot \varepsilon^{2(2 - \sigma)} (\varepsilon^{2\sigma - 2} + \varepsilon^{-2\tau}) \\
\leq C(\sigma)(1 + \varepsilon^{2(1 - \sigma - \tau)}),
\]
where we used the coarea formula to bound \( \int_{\{\rho_\varepsilon > \tau\}} \rho_\varepsilon^{2g-2} \leq C(\sigma)\varepsilon^{2\sigma-2} \) (as each level set \( \{\rho_\varepsilon = r\} \) has length at most \( Cr \)); hence, taking \( \sigma = 1 - \tau \) gives

(6.7) \[
\int_{D_{\varepsilon^{-\tau}} \times S^1} \frac{(1 - |v_\varepsilon|^2)^2}{\varepsilon^2} \leq C(\tau)
\]
for all \( \tau \in (0, 1) \), and thus also for all \( \tau \in [0, 1) \).

With the bound (6.7) in place, it follows from Theorem A.4 (after a suitable rescaling) that

(6.8) \[
\int_{D_{\varepsilon^{-\tau}} \times S^1} |d|v_\varepsilon||^2 \leq C(\tau)
\]
as well, so to obtain the desired energy estimates for \( v_\varepsilon \), it remains to estimate the contribution from

\[
|d v_\varepsilon|^2 - |d|v_\varepsilon||^2 = |v_\varepsilon|^{-2} |j v_\varepsilon|^2,
\]
recalling that

\[
v_\varepsilon = v_\varepsilon^*(r^2 d\theta) = v_\varepsilon^1 d v_\varepsilon - v_\varepsilon^2 d v_\varepsilon^1.
\]
To start, observe that on \( \{\rho_\varepsilon \leq 4\varepsilon\} \), we have

(6.9) \[
\int_{\{\rho_\varepsilon \leq 4\varepsilon\}} |d v_\varepsilon|^2 \leq C\varepsilon^2 \cdot \frac{C}{\varepsilon^2} \leq C,
\]
so we only need to estimate the energy contribution from the region

\[
A := [D_{\varepsilon^{-\tau}} \times S^1] \cap \{\rho_\varepsilon \geq 4\varepsilon\}.
\]
To this end, for \( R \in [2\varepsilon, 2\varepsilon^{-1}] \), consider the annular regions

\[
\Omega_R := \{R < \rho_\varepsilon(z, t) < 5R\}
\]
and

\[
\Omega'_R := \{2R \leq \rho_\varepsilon(z, t) \leq 4R\},
\]
so that, for \( \varepsilon \leq \varepsilon_0(\tau) \) sufficiently small (since \( |e^{it}\varepsilon \tilde{a}_\varepsilon| \leq C/|\log\varepsilon| \leq \varepsilon^{-\tau} \)), we have

(6.10) \[
A \subseteq \bigcup_{j=1}^{J_{\varepsilon,\tau}} \Omega'_{2j\varepsilon}
\]
where \( J_{\varepsilon,\tau} := \lfloor \log(e^{-\tau-1})/\log 2 \rfloor \) and, for \( \varepsilon \leq \varepsilon_1(\delta, \tau) \) (since \( |e^{it}\varepsilon \tilde{a}_\varepsilon| \leq C/|\log\varepsilon| \leq \frac{1}{2}\delta\varepsilon^{-\tau} \)),

(6.11) \[
[D_{\varepsilon^{-\tau}} \setminus D_{\delta\varepsilon^{-\tau}}] \times S^1 \subseteq \bigcup_{j=1}^{J_{\varepsilon,\tau}} \Omega'_{2j\varepsilon}
\]
where \( I_{\varepsilon,\tau,\delta} := \lfloor \log(\delta\varepsilon^{-\tau-1})/\log(2) \rfloor - 3 \). Now, given \( R \in [2\varepsilon, 2\varepsilon^{-1}] \), let \( \chi_R \) be a cutoff function such that

\[
0 \leq \chi_R \in C_c^\infty(\Omega_R), \quad \chi_R \equiv 1 \text{ on } \Omega'_R, \quad |d\chi_R| \leq \frac{C}{R}.
\]
Next, observe that where \( \rho_\varepsilon \geq 2\varepsilon \), \( v_\varepsilon \) has the form

\[
v_\varepsilon(z, t) = e^{2it} w(e^{-it} \varepsilon^{-1} z - \tilde{a}_\varepsilon) w(e^{-it} \varepsilon^{-1} z + \tilde{a}_\varepsilon) e^{i\psi_\varepsilon(e^{-it} \varepsilon^{-1} z)},
\]
and since the model single-vortex solution \( w \) satisfies \( \frac{w(z)}{|w(z)|} = \frac{z}{|z|} \), it follows that
\[
\frac{v_e(z,t)}{|v_e|(z,t)} = \frac{z - e^{i\epsilon}e^t \hat{d}_e}{|z - e^{i\epsilon}e^t \hat{d}_e|}, \quad \frac{z + e^{i\epsilon}e^t \hat{d}_e}{|z + e^{i\epsilon}e^t \hat{d}_e|}, \quad e^{i\varphi_e},
\]
where we set
\[
\varphi_e(z,t) := \Re(\psi_e(e^{-i\epsilon} e^{-1} z)).
\]
It is straightforward to check that
\[
\left| \frac{d}{|z \pm e^{i\epsilon}e^t \hat{d}_e|} \right| \leq \frac{\rho}{C},
\]
and as a consequence,
\[
|j(v_e/|v_e|) - d\varphi_e| = |j(e^{-i\epsilon} v_e/|v_e|)| \leq \frac{C}{\rho e},
\]
where \( \rho \geq 2\epsilon \). Moreover, recall that, since \( v_e \) solves the Ginzburg–Landau equations, we have as always \( d^* j v_e = 0 \); as a consequence, for any \( R \in [2\epsilon, 2\epsilon^{-1}] \), we see that
\[
\int \chi_R^2(j v_e, d\varphi_e) = -\int \varphi_e(j v_e, d(\chi_R^2)),
\]
and therefore
\[
\int \chi_R^2 j v_e - 2 j v_e = \int \chi_R^2(j v_e, j(v_e/|v_e|))
\]
\[
= \int \chi_R^2(j v_e, j(v_e/|v_e|) - d\varphi_e) + \int \chi_R^2(j v_e, d\varphi_e)
\]
\[
\leq \int \chi_R^2 j v_e \cdot \frac{C}{\rho e} - \int \varphi_e(j v_e, d(\chi_R^2))
\]
\[
\leq C\|\chi_R j v_e\|_{L^2}^{2} \left( \int \rho e^{-2} \chi_R^2 + \|\varphi_e d\chi_R\|_{L^\infty}^{2} \cdot |\Omega_R| \right)^{1/2}.
\]
Now, since \( \chi_R \) is supported on the set \( \Omega_R = \{ R < \rho e < 5R \} \), whose area is \( \leq CR^2 \), we see that
\[
\int \Omega_R \frac{C}{\rho e} \leq \int \frac{C}{R^2} \leq C.
\]
Moreover, it follows from \( \square[6.5] \) that \( |\varphi_e| \leq \frac{C}{|\log \epsilon|} \) on \( \Omega_R \) for \( R \geq 2\epsilon \), so that
\[
\|\varphi_e d\chi_R\|_{L^\infty}^{2} \cdot |\Omega_R| \leq \frac{C}{|\log \epsilon|^2} \cdot \frac{C}{R^2} \cdot CR^2 \leq \frac{C}{|\log \epsilon|^{2}}.
\]
Finally, since \( |v_e| \leq 1 \), we have
\[
\|\chi_R j v_e\|_{L^2} \leq \|\chi_R j v_e^{-1} j v_e\|_{L^2},
\]
and putting together the preceding computations gives
\[
\|\chi_R j v_e^{-1} j v_e\|_{L^2} \leq C\|\chi_R j v_e^{-1} j v_e\|_{L^2},
\]
and hence
\begin{equation}
(6.12) \quad \int_{\Omega'} |v_\epsilon|^2 |j v_\epsilon|^2 \leq \int_{\Omega'} |v_\epsilon|^2 |j v_\epsilon|^2 \leq C.
\end{equation}

Now, applying [6.10], it follows that
\[
\int_{D_{\epsilon^{-\tau} \times S^1}} |v_\epsilon|^2 |j v_\epsilon|^2 = \int_{\{\rho_\epsilon \leq 4\epsilon\}} |v_\epsilon|^2 |j v_\epsilon|^2 + \int_{A} |v_\epsilon|^2 |j v_\epsilon|^2 \\
\leq C + \sum_{j=1}^{I_{\epsilon,\tau}} \int_{\Omega'_{2j/\epsilon}} |v_\epsilon|^2 |j v_\epsilon|^2 \\
\leq C + C J_{\epsilon,\tau} \\
\leq C \log(1/\epsilon^{\tau+1}),
\]
and since we have already shown (in [6.7] and [6.8]) that
\[
\int_{D_{\epsilon^{-\tau} \times S^1}} (e_\epsilon(u_\epsilon) - |v_\epsilon|^2 |j v_\epsilon|^2) \leq C(\tau),
\]
it follows that
\[
\int_{D_{\epsilon^{-\tau} \times S^1}} e_\epsilon(u_\epsilon) \leq C \log(1/\epsilon^{\tau+1}) + C(\tau) \leq C \log(1/\epsilon^{\tau+1})
\]
for \(\epsilon < \epsilon_0(\tau)\) sufficiently small, as claimed.

Moreover, for any \(\delta \in (0, 1)\) and \(\epsilon < \epsilon_0(\delta)\) sufficiently small, it follows from [6.11] and [6.12] that
\[
\int_{D_{\epsilon^{-\tau} \times D_{\delta \epsilon^{-\tau} \times S^1}}} |v_\epsilon|^2 |j v_\epsilon|^2 \leq \sum_{j=1}^{I_{\epsilon,\tau}} \int_{\Omega'_{2j/\epsilon}} |v_\epsilon|^2 |j v_\epsilon|^2 \\
\leq \sum_{j=1}^{I_{\epsilon,\tau}} C \\
= C(\log(\epsilon^{-\tau-1}/\log 2) - (\log(\delta \epsilon^{-\tau-1})/\log(2) - 3)) \\
\leq C(5 - \log(\delta)),
\]
hence
\[
\int_{D_{\epsilon^{-\tau} \times D_{\delta \epsilon^{-\tau} \times S^1}}} e_\epsilon(u_\epsilon) \leq C(\delta, \tau),
\]
completing the proof of the claim. \(\square\)

**APPENDIX.**

In this appendix we collect some fundamental estimates for maps \(u : B_1^n(0) \to \mathbb{C}\) which are critical for the Ginzburg–Landau energy
\[
E_\epsilon(u) = \int_{B_1} \left( \frac{|du|_{g_\epsilon}^2}{2} + \frac{W(u)}{\epsilon^2} \right) d\text{vol}_g,
\]
with respect to a smooth Riemannian metric $g$, defined on the closure $\overline{B}_1$. Recall that $u$ solves the nonlinear elliptic equation
\[
\varepsilon^2 \Delta_g u + (1 - |u|^2) u = 0.
\]
In the proof of these results a central ingredient, which also appears in our arguments, is the following \textit{monotonicity formula} (see, e.g., [25, Proposition A.1]).

\textbf{Proposition A.1.} For any $x \in B^n_1(0)$, denoting by $\mathcal{B}_s(x)$ the geodesic ball with respect to $g$, we have
\[
\frac{d}{ds} \left( \frac{e^{C(g) s^2} E_\varepsilon(u; \mathcal{B}_s(x))}{s^{n-2}} \right) \geq \frac{1}{s^{n-2}} \int_{\partial \mathcal{B}_s(x)} |\nabla u|^2_g + \frac{1}{s^{n-1}} \int_{\mathcal{B}_s(x)} \frac{2 W(u_\varepsilon)}{\varepsilon^2}
\]
for all $s \in (0, \text{inj}_g(x))$, where we omit the volume element of $g$. In particular,
\[
s \mapsto \frac{e^{C(g) s^2} E_\varepsilon(u; \mathcal{B}_s(x))}{s^{n-2}}
\]
is an increasing function of the radius $s \in (0, \text{inj}_g(x))$.

Note that the constant $C(g) \to 1$, when we let $g$ converge smoothly to the Euclidean metric. We also record some useful pointwise bounds for $u$ and its differential.

\textbf{Proposition A.2.} Assuming $\varepsilon \leq 1$, on the smaller ball $B^n_{1/2}(0)$ we have
\[
|u(x)| \leq 1 + C(g, n) \varepsilon^2, \quad |d u|_g \leq \frac{C(g, n)}{\varepsilon}.
\]
Also, if the energy $E_\varepsilon(u) \leq \Lambda |\log \varepsilon|$, then on $B^n_{1/2}(0)$
\[
|d u|_g^2 \leq \frac{1 - |x|^2}{\varepsilon^2} + C(g, \Lambda, n).
\]

\textbf{Proof.} The function $\rho := |u|$ satisfies
\[
- \Delta_g \rho + \frac{(\rho + 1)(\rho - 1) \rho}{\varepsilon^2} \leq 0,
\]
while it is easy to check that, for any fixed $s \in (\frac{1}{2}, 1)$, $b_{\gamma}(x) := 1 + \gamma e^{2 \frac{s^2}{s^2 - |x|^2}}$ is a supersolution on $B_s = B^n_s(0)$, for $\gamma \geq \overline{\gamma}(g, n) > 0$ large enough.

On $B_s$, we have $\rho \leq b_{\gamma}$ for some least $\gamma \geq 0$. However, we cannot have $\gamma \geq \overline{\gamma}$, since then the supersolution $b_{\gamma}$ would touch the subsolution $\rho$ from above (at an interior point), violating the maximum principle for semilinear equations.

Thus, we must have $\rho \leq b_{\gamma}$ on $B_s$, and letting $s \to 1$ we get
\[
|u(x)| \leq 1 + C(g, n) \frac{\varepsilon^2}{(1 - |x|^2)^2}
\]
on $B_1$, from which the first half of (A.2) follows. Using also the equation, it follows that $|u| \leq C(g, n)$ and $|\Delta_g u| \leq \frac{C(g, n)}{\varepsilon^2}$ on $B_{15/16}$, which easily imply the bound
\[
|d u|_g \leq \frac{C(g, n)}{\varepsilon}.
on $B_{7/8}$. Indeed, the bounds $|\tilde{u}| + |\Delta_g \tilde{u}| \leq C(g, n)$ for $\tilde{u}(x) := u(\varepsilon x)$ on $B_{15/16 \varepsilon}$ (with the rescaled metric $\tilde{g}$) easily give the desired bound $|d \tilde{u}|_{\tilde{g}} \leq C(g, n)$ on any ball $B_{1/8}(x) \subseteq B_{7/8 \varepsilon}(0)$, hence on $B_{7/8 \varepsilon}$ (as $\varepsilon \ll 1$).

It is interesting to observe that, even without assumptions on the energy of $u$ on $B_1$, the previous inequalities give $E_\varepsilon(u; B_{1/2}) \leq C(g, n) \varepsilon$ (which is sharp, for the trivial unstable solution $u \equiv 0$).

In order to improve on the previous pointwise bound for $|du| = |du|_g$, we observe that
\[
\Delta_g \frac{|du|^2}{2} \geq \langle du, d\Delta_g u \rangle + \text{Ric}_g(du, du) \geq -\frac{1 - |u|^2}{\varepsilon^2} |du|^2 - \|\text{Ric}_g\|_{L^\infty} |du|^2
\]
by Bochner’s formula, and
\[
\Delta_g \frac{1 - |u|^2}{2\varepsilon^2} = \frac{|u|^2}{\varepsilon^2} \cdot \frac{1 - |u|^2}{\varepsilon^2} - \frac{|du|^2}{\varepsilon^2}.
\]
As a consequence, the difference
\[
f := \frac{|du|^2}{2} - (1 + \varepsilon^2 \|\text{Ric}_g\|_{L^\infty}) \frac{1 - |u|^2}{2\varepsilon^2}
\]
satisfies
\[
\Delta_g f \geq \frac{2|u|^2}{\varepsilon^2} f.
\]
In particular, the positive part $f^+$ is subharmonic, and it follows that
\[
f \leq C(g, \Lambda, n) |\log \varepsilon|
\]
on $B_{7/8}$. Also, by the bound $|du| \leq \frac{C(g, n)}{\varepsilon}$ and Theorem A.5 below, we have
\[
\int_{B_{3/4} \cap \{|u| \leq \frac{1}{2}\}} f^+ \leq C(g, n) \int_{B_{3/4}} \frac{W(u)}{\varepsilon^2} \leq C(g, \Lambda, n).
\]
On the other hand, the subequation for $f$ easily implies that
\[
\int_{B_{7/8}} \varphi^2 \left(|df|^2 + \frac{|u|^2}{\varepsilon^2} (f^+)^2\right) \leq C \int_{B_{7/8}} (f^+)^2 |d\varphi|^2,
\]
for any $\varphi \in C^\infty_c(B_{7/8}^n)$. In particular, by Cauchy–Schwarz,
\[
\int_{B_{3/4} \cap \{|u| \geq \frac{1}{2}\}} f^+ \leq C(g, n) \left[ \int_{B_{7/8} \cap \{|u| \geq \frac{1}{2}\}} |u|^2 (f^+)^2 \right]^{1/2} \leq C(g, \Lambda, n) \varepsilon |\log \varepsilon|,
\]
where we used the bound $0 \leq f^+ \leq C(g, \Lambda, n) |\log \varepsilon|$ on $B_{7/8}$. Together with the previous bound, using again the subharmonicity of $f^+$, we arrive at
\[
f \leq C(g, n) \int_{B_{3/4}} f^+ \leq C(g, \Lambda, n) (1 + \varepsilon |\log \varepsilon|)
\]
on $B_{1/2}$, which gives [A.3].

In the asymptotic analysis, the most fundamental tool is the clearing-out for the vorticity, which we state here for arbitrary metrics (the proof is a simple localization of the arguments from [24] Section 4.3]).
Theorem A.3. Given $\beta \in (0, 1)$, there exist constants $\eta(\beta, n)$ and $c(\beta, g, n)$ such that, for a geodesic ball $B_r(x) \subseteq B^0_n(0)$ with $\varepsilon \leq r \leq c$, if $E_c(u; B_r(x)) \leq \eta r^{n-2} \log(r / \varepsilon)$, then $|u(x)| > \beta$.

As we saw in [2.5], the logarithmic growth of the energy exhibited by typical solutions $u$ is caused solely by the angular part $\int u^* (r^2 d\theta) = u^1 du^2 - u^2 du^1$ of the differential. This fact relies on two inequalities: first of all, we can bound the radial part $d|u|$ in terms of the potential as follows (see, e.g., the argument from [7, pp. 329–331], which readily generalizes to arbitrary metrics).

Proposition A.4. On the smaller ball $B_{1/2} = B_{1/2}^n(0)$ we have

\[
\int_{B_{1/2}} |d|u||^2 \leq C(g, n) \int_{B_1} \frac{(1 - |u|^2)^2}{4\varepsilon^2} + C(g, n)\varepsilon^2,
\]

provided that $\varepsilon \leq 1$.

Also, we have the following sharp bound, which constitutes one of the main contributions of [7], and allows to deduce the same bound for the previous integral of $|d|u||^2$.

Proposition A.5. On the smaller ball $B_{1/2} = B_{1/2}^n(0)$ we have

\[
\int_{B_{1/2}} \frac{(1 - |u|^2)^2}{4\varepsilon^2} \leq C(g, n) \frac{E_c(u; B_1)}{\log |\varepsilon|} \log \left( 2 + \frac{E_c(u; B_1)}{\log |\varepsilon|} \right),
\]

provided that $\varepsilon \leq c$ and $E_c(u; B_1) \leq \varepsilon^{-\alpha_0}$, for some $c = c(g, n)$ and $\alpha_0 = \alpha_0(n)$. In particular, assuming $E_c(u; B_1) \leq \Lambda |\log |\varepsilon||$, it follows that

\[
\int_{B_{1/2}} \frac{(1 - |u|^2)^2}{4\varepsilon^2} \leq C(g, \Lambda, n)
\]

for $\varepsilon$ small enough.

The proof relies on a covering argument using Theorem A.3 (see [7] pp. 323–328), and adapts to arbitrary metrics with straightforward modifications, using balls with respect to $g$ in the statement of [7] Proposition 2.4] (see [12] Thereom 2.8.14) for a proof of the Besicovitch covering theorem on Riemannian manifolds).

The conclusion then follows from an estimate off the vorticity set $|u| \leq 1 - \sigma_0$, for some $\sigma_0$ small enough (see [7] Theorem 2.1[3].

On an unrelated note, we also record the following useful Lorentz estimate for a Riesz potential, which is used in the proof of Theorem 3.3: Recall that, for a function $f : \mathbb{R}^m \rightarrow \mathbb{R}$,

\[
|u| \leq 1 + \frac{C|\varepsilon|^2}{\text{dist}(x, \delta \Omega)^2} \quad \text{which follows from the bound} \quad (A.2)
\]

in the present paper, by scaling and that the assumption in [7] Proposition 2.2 and Proposition 2.3] should be $\text{dist}(x, \delta \Omega) > \varepsilon$.

We point out the following misprints: in (A.5), $a = \frac{(1 - \theta_1)2\theta_1}{\varepsilon^2}$ (we assume $|u_\varepsilon| \geq \frac{1}{2}$); in equations (A.11)–(A.12) some signs are wrong, but this does not affect the argument; most importantly, in (A.21) the right-hand side is just $C|\varepsilon_\varepsilon(u_\varepsilon)|^{1/2}$ but, assuming (without loss of generality) $\frac{d}{q} \geq 2$, the last estimate on p. 347 still implies (A.23) with $\beta_q = (2 - \alpha_0 \frac{q-2}{q}) \in (0, 1)$, as well as (A.25) with the same $\beta_q$ (by (A.20) with $q = 2$).
its $L^{2,\infty}$-quasinorm is defined as
\[ \|f\|_{L^{2,\infty}(\mathbb{R}^m)} = \sup_{\lambda > 0} \lambda |\{ |f| > \lambda \}|^{1/2}. \]

**Proposition A.6.** If $f, g : \mathbb{R}^n \to \mathbb{R}$ satisfy
\[ |f| \leq \frac{1}{|x|^{n-1}} * |g|, \]
then for any $y \in \mathbb{R}^{n-2}$ we have
\[ \| f(y, \cdot) \|_{L^{2,\infty}(\mathbb{R}^2)} \leq C(n) \sup_{r > 0} \frac{1}{r^{n-2}} \int_{B_r^2(y) \times \mathbb{R}^2} |g|. \] (A.6)

Thus, the exponent $\frac{n}{n-1}$ in the classical Sobolev bound $\|f\|_{L^p(\Omega)} \leq C(n) \|g\|_{L^1}$ can be improved to 2 (the exponent that we have on the plane), on a slice $\{y\} \times \mathbb{R}^2$, provided that we control the maximal function on the right-hand side of (A.6).

The proof is presented in [18, Lemma A.2] when $n = 3$, but it is straightforward to adapt it to the case of general $n$.

Finally, we briefly show how one can obtain precise asymptotics for the (local) Green function of $\Delta_H$, the Hodge Laplacian on $k$-forms, even when the metric is not Euclidean. Let $U \subset \mathbb{R}^n$ be a bounded smooth domain ($n \geq 3$), together with a smooth metric $g$ on $\overline{U}$. Let us fix an orthonormal frame $\{(\omega_i)_{i \in I}\}$ for the bundle of $k$-forms on $\overline{U}$.

**Proposition A.7.** Given a compact subset $K \subset U$, there exists $G_{i,p} \in \Omega^k(U \setminus \{p\})$ for every $p \in K$, satisfying
\[ \Delta_H G_{i,p} = \delta_p \cdot \omega_i(p) \]
on $U$, in the distributional sense, and such that the difference
\[ H_{i,p}(q) := G_{i,p}(q) - \overline{G}(\text{dist}(p, q)) \omega_i(p)(q) \]
obes the bounds
\[ |H_{i,p}(q)| \leq C \text{dist}(p, q)^{3-n}, \quad |\nabla H_{i,p}(q)| \leq C \text{dist}(p, q)^{2-n} \]
for $q \in U$, for some constant $C = C(g, K, U)$, where $\overline{G}(r) := \frac{1}{(n(n-2))^{1/2} r}$ is the standard Green function on $\mathbb{R}^n$ and $\text{dist}(p, q)$ is the geodesic distance induced by $g$ (the constant $C \to 0$ when $g$ converges to the Euclidean metric in the smooth topology).

It is clear from the proof that $G_{i,p}(q)$ and $\nabla G_{i,p}(q)$ depend continuously on the couple $(p, q)$, away from the diagonal $\{p = q\}$. With this proposition in hand, we can then easily invert the Hodge Laplacian (locally): given $\eta \in \Omega^k(\overline{U})$, the convolution
\[ \beta(q) := \sum_{i \in I} \int_K G_{i,p}(q)(\eta(p), \omega_i(p)) \, d\text{vol}_g(p) \]
then satisfies $\Delta_H \beta = \eta$ on the interior of $K$, and the previous bounds for $H_{i,p}$ imply that $\beta$ resembles the usual convolution with the Euclidean Green function (at small scales, or when $g$ is almost flat).

**Proof.** For any (smooth) differential form $\omega \in \Omega^k(\overline{U})$ we can find a unique $\alpha \in \Omega^k(\overline{U})$ such that $\Delta_H \alpha = \omega$, with each component of $\alpha$ vanishing at $\partial U$. Such $\alpha$ can be obtained by
minimizing the energy

\[ \alpha \mapsto \int_U \left( \frac{|d\alpha|^2}{2} + \frac{|d^*\alpha|^2}{2} - \langle \alpha, \omega \rangle \right) \]

in the space \( W^{1,2}_0(U, \Lambda^k \mathbb{R}^n) \) (note that \( \|\alpha\|_{W^{1,2}} \leq C(g, U) \|\alpha\|_{L^2} + \|d^*\alpha\|_{L^2} \) for \( \alpha \) in this space, by [15] Theorem 4.8 and a simple compactness and contradiction argument). We have \( \|\alpha\|_{W^{1,2}(U)} \leq C(g, U)\|\omega\|_{L^2(U)} \) and, by standard elliptic regularity for systems,

\[ (A.7) \quad \|\alpha\|_{L^s(U)} \leq C(g, s, U)\|\omega\|_{L^t(U)} \]

for all \( s, t \in (1, \infty) \) such that \( \frac{1}{s} > \frac{1}{t} - \frac{2}{n} \).

Fix a cutoff function \( \chi \in C^\infty_c(U) \) with \( \chi \equiv 1 \) near \( K \), and let

\[ \tilde{G}_{i, p}(q) := \chi(q) G(p, q) \omega_{i, p}(q) \]

for any fixed \( p \in K \), where \( \omega_{i, p} \in \Omega^k(\overline{U}) \) is such that \( \omega_{i, p}(p) = \omega_i(p) \) and \( \nabla \omega_{i, p}(p) = 0 \). Using normal coordinates centered at \( p \), it is easy to check that

\[ \|\Delta H \tilde{G}_{i, p}\| \leq C(g, K, U) \text{dist}(p, q)^{2-n}; \]

hence, \( \Delta H \tilde{G}_{i, p} \) coincides with a \( k \)-form \( \varphi_{i, p} \in L^1(U) \) on \( U \setminus \{p\} \), where \( t \in (1, \frac{n}{n-2}) \).

On the other hand, an integration by parts shows that

\[ \Delta H \tilde{G}_{i, p} = \delta_p \cdot \omega_{i, p}(p) + \varphi_{i, p} \]

on \( U \), in the distributional sense. As explained above, by approximating \( \varphi_{i, p} \) with smooth \( k \)-forms, we can then find \( \alpha = \alpha_{i, p} \) such that \( \Delta H \alpha_{i, p} = \varphi_{i, p} \) and \( (A.7) \) holds (with \( \omega := \varphi_{i, p} \)). To conclude the proof, we show that \( |\nabla \alpha(q)| \leq C \text{dist}(p, q)^{2-n} \) for some \( C = C(g, K, U) \); the conclusion will follow by taking \( \tilde{G}_{i, p} := \tilde{G}_{i, p} - \alpha_{i, p} \).

But indeed, considering the rescaled \( k \)-form \( \alpha_r(x) := \alpha(p + r x) \), we see that

\[ \|\Delta H \alpha_r\|_{L^s(A)} \leq Cr^2 \|\varphi_{i, p}\|_{L^s(B_1 \setminus B_{1/2})} \leq Cr^4 \]

whenever \( \frac{1}{s} > 1 - \frac{4}{n} \), for the annular region \( A := B_1 \setminus B_{1/2} \), provided that \( r \) is small enough (with \( C \) depending also on \( g, K, U \)). By standard elliptic regularity, we then obtain \( |\nabla \alpha_r| \leq C(s)(r^{4-n} + r^{-n/s}) \) on \( A \), which gives

\[ |\nabla \alpha(q)| \leq C(s)(\text{dist}(p, q)^{3-n} + \text{dist}(p, q)^{-1-n/s}). \]

Taking \( s \) sufficiently close to \( \frac{n}{n-4} \) (if \( n > 4 \), or to \( \infty \) if \( n = 4 \)) gives the claim for \( n \geq 4 \); when \( n = 3 \), from \( \Delta H \alpha = \varphi_{i, p} \) we can immediately conclude that \( |\alpha| \leq C \), and we can take \( s := \infty \) in the previous bound to conclude that \( |\nabla \alpha(q)| \leq C \text{dist}(p, q)^{-1} \).

\[ \square \]
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