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Abstract

Due to data privacy issues, accelerating networks with tiny training sets has become a critical need in practice. Previous methods mainly adopt filter-level pruning to accelerate networks with scarce training samples. In this paper, we reveal that dropping blocks is a fundamentally superior approach in this scenario. It enjoys a higher acceleration ratio and results in a better latency-accuracy performance under the few-shot setting. To choose which blocks to drop, we propose a new concept namely recoverability to measure the difficulty of recovering the compressed network. Our recoverability is efficient and effective for choosing which blocks to drop. Finally, we propose an algorithm named PRACTISE to accelerate networks using only tiny sets of training images. PRACTISE outperforms previous methods by a significant margin. For 22% latency reduction, PRACTISE surpasses previous methods by an average 7% on ImageNet-1k. It also enjoys high generalization ability, working well under data-free or out-of-domain data settings, too. Our code is at https://github.com/DoctorKey/Practise.

1. Introduction

In recent years, convolutional neural networks (CNNs) have achieved remarkable success, but they suffer from high computational costs. To accelerate the networks, many network compression methods have been proposed, such as network pruning [11,18,20,22], network decoupling [6,15] and network quantization [2,7]. However, most previous methods rely on the original training set (i.e., all the training data) to recover the model’s accuracy. But, to preserve data privacy and/or to achieve fast deployment, only scarce training data may be available in many scenarios.

For example, a customer often asks the algorithmic provider to accelerate their CNN models, but due to privacy concerns, the whole training data cannot be available. Only the raw uncompressed model and a few training examples are presented to the algorithmic provider. In some extreme cases, not even a single data point is to be provided. The algorithmic engineers need to synthesize images or collect some out-of-domain training images by themselves. Hence, to learn or tune a deep learning model with only very few samples is emerging as a critical problem to be solved.

In this few-shot compression scenario, most previous works [1,12,30] adopt filter-level pruning. However, it cannot achieve a high acceleration ratio on real-world computing devices (e.g., on GPUs). To make compressed models indeed run faster than the uncompressed models, lots of FLOPs (number of floating point operations) are required to be reduced by filter-level pruning. And without the whole training dataset, it is difficult to recover the compressed model’s accuracy. Hence, previous few-shot compression
methods often exhibit a poor latency (wall-clock timing) vs. accuracy tradeoff.

In this paper, we advocate that we need to focus on latency-accuracy rather than FLOPs-accuracy, and reveal that block-level pruning is fundamentally superior in the few-shot compression scenario. Compared to pruning filters, dropping blocks enjoys a higher acceleration ratio. Therefore it can keep more capacity from the original model and its accuracy is easier to be recovered by a tiny training set under the same latency when compared with filter pruning. Fig. 1 shows dropping blocks dominantly outperforms previous compression schemes for the latency-accuracy tradeoff. Table 1 further reports that an embarrassingly simple dropping block baseline (i.e., finetune without any other processing) has already surpassed existing methods which use complicated techniques. The baseline, 'BP (blocks)', simply removes the first few blocks and finetune the pruned network with the cross-entropy loss.

To further improve block pruning, we study the strategy for choosing which blocks to drop, especially when only scarce training samples are available. Several criteria [21, 31, 34] have been proposed for pruning blocks on the whole dataset. However, some [31, 34] require a large amount of data for choosing, whereas others [21] only evaluate the output difference before/after block removal. In this paper, we notice that although dropping some blocks significantly changes the feature maps, they are easily recovered by end-to-end finetuning even with a tiny training set. So simply measuring the difference between pruned/original networks is not valid. To deal with these problems, a new concept namely recoverability is proposed in this paper for better indicating blocks to drop. And we propose a method to compute it efficiently, with only a few training images. At last, our recoverability is surprisingly consistent with the accuracy of the finetuned network.

Finally, we propose PRACTISE, namely Practical network acceleration with tiny sets of images, to effectively accelerate a network with scarce data. PRACTISE significantly outperforms previous few-shot pruning methods. For 22.1% latency reduction, PRACTISE surpasses the previous state-of-the-art (SOTA) method on average by 7.0% (percentage points, not relative improvement) Top-1 accuracy on ImageNet-1k. It is also robust and enjoys high generalization ability which can be used on synthesized/out-of-domain images. Our contributions are:

- We argue that the FLOPs-accuracy tradeoff is a misleading metric for few-shot compression, and advocate that the latency-accuracy tradeoff (which measures real runtime on devices) is more crucial in practice. For the first time, we find that in terms of latency vs. accuracy, block pruning is an embarrassingly simple but powerful method—dropping blocks with simple finetuning has already surpassed previous methods (cf. Table 1). Note that although dropping blocks is previously known, we are the first to reveal its great potential in few-shot compression, which is both a surprising and an important finding.

- To further boost the latency-accuracy performance of block pruning, we study the optimal strategy to drop blocks. A new concept recoverability is proposed to measure the difficulty of recovering each block, and in determining the priority to drop blocks. Then, we propose PRACTISE, an algorithm for accelerating networks with tiny sets of images.

- Extensive experiments demonstrate the extraordinary performance of our PRACTISE. In both the few-shot and even the extreme data-free scenario, PRACTISE improves results by a significant margin. It is versatile and widely applicable for different network architectures, too.

### 2. Related Works

**Filter-level pruning** accelerates networks by removing filters in convolutional layers. Different criteria for choosing filters have been proposed [9, 11, 18, 21–23], along with different training strategies [4, 13, 16, 19]. However, most these methods rely on the whole training data to train the network. When facing data privacy issues, these filter-level pruning methods suffer from poor latency-accuracy performance with tiny training sets [1, 12]. In this paper, we argue that the main drawback of filter pruning is its low acceleration ratio. It requires pruning lots of parameters and FLOPs to reduce latency. That results in a large capacity gap between the pruned and the original networks. So it is challenging to recover the pruned network accuracy on only a tiny training set. Instead, we advocate block-level pruning for few-shot compression. Dropping blocks enjoys a higher acceleration ratio. We claim that it is a superior way to accelerate networks with only tiny training sets.

**Block-level pruning** removes the whole block (e.g., a residual block) in a network. Some works have been proposed for the whole training data case, but rarely studied in the few-shot scenario. BlockDrop [32] introduces a reinforcement learning approach to derive instance-specific inference paths in ResNets. DBP [31] proposes using linear probing to evaluate the accuracy of each block’s features, and dropping blocks with low accuracy. ϵ-ResNet adds a sparsity-promoting function to discard the block if all re-

| KD [10] | FSKD [12] | CD [1] | MiR [30] | BP (blocks) |
|---------|---------|-------|---------|------------|
| 44.5    | 45.3    | 56.2  | 64.1    | **66.5**   |

Table 1. Top-1 validation accuracy (%) on ImageNet-1k for different compression schemes. ResNet-34 was accelerated by reducing 16% latency with 50 training images. Previous methods prune filters with the ‘normal’ style. For the block-level pruning, we simply remove the first k blocks and finetune the pruned network by back propagation, i.e., ‘BP (blocks)’ in this table.
responses of this block are less than a threshold ε. Both DBP and ε-ResNet require a large dataset for training and testing. CURL [21] uses a proxy dataset to evaluate the KL-divergence change before/after block removal. However, it neglects the finetuning process. Actually, we care more about the accuracy of the pruned network after finetuning. But there are no existing criteria to measure it well.

In this paper, we propose a new concept named recoverability to evaluate if the network pruned by dropping blocks can recover the accuracy well. Our method for computing recoverability is efficient that only requires a few training samples. And it is effective to predict the accuracy of the finetuned network. Based on it, we propose PRACTISE, an algorithm for practical network acceleration with tiny sets. Our PRACTISE outperforms previous few-shot compression methods by a significant margin.

Data Limited Knowledge Distillation aims at training a student network by a pretrained teacher with limited original training data. Few-Shot Knowledge Distillation (FSKD) [12] inserts 1 × 1 conv. after the pruned conv. layer and trains each layer by making the pruned network’s feature maps mimic the original network’s. The layerwisely training can obtain more supervised signals from the teacher, but easily results in error accumulation. CD [1] proposes cross distillation to reduce the layer-wisely accumulated errors. MiR [30] proposes a mimicking then replacing framework to optimize the pruned network holistically. For a more extreme case, not even a single original training sample is available, Data Free Knowledge Distillation (DFKD) was proposed in [33]. The core of DFKD is to synthesize alternatives of the original training data. Due to the promising results, more and more studies try to improve it, such as accelerating the synthesis process [5] and enhancing the performance by multi-teacher [14]. Pruning and quantization [3,17,35] are two main applications of DFKD.

However, most FSKD and DFKD methods adopt filterlevel pruning to compress networks and result in poor latency-accuracy performance. We claim that dropping blocks is a more data-efficient acceleration scheme. Our PRACTISE outperforms previous FSKD works significantly. It is also robust to work on synthesized/out-of-domain images and improves the accuracy in the data-free scenario by a large margin.

3. The Proposed Method

First, we analyze the benefits of dropping blocks (e.g., dropping residual blocks in ResNet). Compared with previous few-shot compression methods, dropping blocks enjoys a high acceleration ratio that achieves superior latency-accuracy performance with the tiny training set. Second, we propose a new concept named recoverability for choosing which blocks to drop. Different from previous criteria, the recoverability measures the hardness of finetuning a pruned network, which is closely and more directly related to the model’s accuracy. The recoverability is also efficient to compute, which suits the few-shot scenario well. Based on the recoverability, we propose PRACTISE, an algorithm for practical network acceleration with tiny training sets. Our PRACTISE does not require the label of the training set, and it is even able to work without using any image from the original training dataset.

3.1. The motivation to drop blocks

For accelerating neural networks in real-world applications, latency and accuracy are the two most important metrics. Lower latency means the model runs faster on devices. To accelerate the model with tiny training sets, many compression schemes have been proposed. Fig. 2 compares the acceleration ratios of different schemes. FSKD [12] prunes filters within residual blocks according to the $L_1$ norm (namely ‘normal’). CD [1] proposes pruning conv. layers only in shallow layers, and keeps deeper conv. layers unchanged (namely ‘CD-style’). MiR [30] trims the residual connection (namely ‘residual’). All these pruning schemes suffer from inefficient acceleration ratios. As shown in Fig. 2, with about 30% FLOPs reduction, compressed models achieve only 16.1% latency reduction (41.7→35 ms). Simply resizing the input image’s resolution (namely ‘Resolution’) achieves better acceleration. At last, dropping blocks outperforms all these methods. To achieve 35 ms latency, it only needs to reduce 12.7% FLOPs, significantly less than 30% in pruning filters.

Obviously, dropping blocks is more effective for model acceleration than pruning filters, but it is neglected in few-shot compression. One possible reason is that pruning filters has achieved extraordinary performance with the whole training dataset [4]. However, when only a tiny training set is available, finetuning the pruned model suffers from over-
fitting and unstable problems, especially for large FLOPs reductions [12, 30]. For the same latency reduction, dropping blocks keeps more parameters and capacity from the original model. Therefore, it requires less data for finetuning and achieves a superior latency-accuracy tradeoff with the tiny training set (cf. Fig. 1). We have demonstrated that even a naive dropping blocks method has already outperformed most existing methods.

3.2. The recoverability of the pruned model

To further improve dropping blocks, we study how to choose blocks to drop. Different from previous works [21, 31, 34] that neglect the finetuning process, we argue that an effective metric should be consistent with the finetuned (i.e., recovered) accuracy. To this end, we propose a new concept namely recoverability. Recoverability measures the ability of a pruned model to recover accuracy. As shown in Fig. 3, we will take the ‘layer1.1’ block as an example. Simply dropping this block results in a 54.3% Top-1 error. Both the KL-divergence (‘CURL’) and ‘L2 distance’ variations before/after block removal are large, which indicates the model’s outputs are indeed changed dramatically. However, the accuracy can be recovered effectively by finetuning with a tiny training set. These existing criteria cannot reveal this trend, which however directly determines compression quality. But ours (‘PRACTISE’) enjoys a high consistency with the Top-1 error of the finetuned model.

Fig. 4 presents our method on how to compute the recoverability. Given the original model $M_O$, the pruned model $M_{P(B_i)}$ is obtained by dropping a block $B_i$. To eliminate the effect of dropping this block with minimum efforts, we insert adaptors in the positions connected to this block. Surprisingly, we empirically find optimizing only adaptors is close to optimizing all parameters under the few-shot setting. Hence, our defined recoverability is calculated as

$$R(B_i) = \min_{\alpha} E_{x \sim p(x)} \|M_O(x; \theta) - M_{P(B_i)}(x; \theta|\theta, \alpha)\|^2_F,$$

where $\theta$ means parameters in the original model, and $\theta|\theta, \alpha$ means excluding the parameters in the dropped block $B_i$, and $\alpha$ denotes parameters in adaptors. All adaptors are conv. layers with kernel size $1 \times 1$ and placed before/after the raw conv. layers according to different positions. For blocks in front of the dropped block, adaptors are inserted before conv. layers. On the contrary, adaptors are inserted after conv. layers. Because convolutions are linear, all adaptors can be fused in the neighbor conv. layers while keeping the outputs unchanged. That means these adaptors will not be overhead to the pruned model. Thanks to the limited computations and parameters in adaptors, calculating the recoverability by Eq. 1 requires only a few training samples and little training time.

Fig. 3 has demonstrated our method is effective to estimate the recoverability of each block. Fig. 5 shows these adaptors can recover most accuracy loss when dropping more blocks. Hence it results in an excellent metric to predict the accuracy of the finetuned model. But there is a principal problem. Because non-linear operations (e.g., ReLU) exist in blocks, in theory the linear adaptors cannot eliminate the dropping effect perfectly. So the empirical phenomena suggest that finetuning the whole network on the tiny set mainly recovers the model’s linearity part, although CNNs are considered highly non-linear models.

Another factor for dropping blocks we should take care of is the latencies of different blocks are different. With the same recoverability, the block with a higher latency should have a higher priority to drop. To this end, we calculate the acceleration ratio of the block $B_i$ by

$$\tau(B_i) = \frac{lat_{M_O} - lat_{M_{P(B_i)}}}{lat_{M_O}},$$

where lat denotes the latency. Finally, we define the pruning score for each block $B_i$ as

$$s(B_i) = \frac{R(B_i)}{\tau(B_i)}.$$

Our pruning score considers both the recoverability and latency of each block. A lower score means the block has a higher priority to drop. We compute the pruning score for each block and drop the top $k$ blocks with minimum scores.
3.3. Recover the accuracy of the pruned model

Once the pruned model’s structure is determined, the last problem is how to recover the accuracy. A naive method is using the tiny training set to finetune with the cross-entropy loss. However, the pruned model easily suffers from overfitting, as previous works pointed out [1, 12]. Knowledge distillation [10], especially feature-level distillation [25, 29], can alleviate the overfitting problem and achieve superior accuracy. MiR [30] proposed to use the features before the global average pooling for the pruned model to mimic and achieved state-of-the-art performance with few training samples. We follow MiR and finetune the pruned model by minimizing

\[ \mathcal{L} = \| \mathcal{M}_O(x; \theta_O) - \mathcal{M}_P(x; \theta_P) \|_F^2, \quad (4) \]

where \( \theta_O \) denotes the frozen parameters of the original model and \( \theta_P \) denotes the trainable parameters of the pruned model.

Overall, the whole algorithm of PRACTISE is presented in Alg. 1. Our PRACTISE enjoys zero extra hyperparameters. With feature mimicking, we accelerate models without using training labels.

Our PRACTISE can even work in data-free scenarios. One choice is treating the synthesized images from DFKD methods [33] as the training images. Most existing works [14, 33] adopt filter pruning, whereas our PRACTISE improves the latency-accuracy performance by a significant margin. That helps a lot in data-free scenarios. Another choice is collecting out-of-domain data. On the other hand, with a large amount of out-of-domain images, the accuracy

\[ \text{Algorithm 1: PRACTISE} \]

\textbf{Input:} The original model \( \mathcal{M}_O \), the number of dropped blocks \( k \), the tiny training data \( \mathcal{D}_T \)

Test the latency of \( \mathcal{M}_O \);

\textbf{for each block} \( \mathcal{B}_i \) \textbf{do}

Drop \( \mathcal{B}_i \) to obtain the pruned model \( \mathcal{M}_{P(\mathcal{B}_i)} \);

Test latency of \( \mathcal{M}_{P(\mathcal{B}_i)} \) and find \( \tau(\mathcal{B}_i) \) (Eq. 2);

Insert adaptors;

Compute \( \mathcal{R}(\mathcal{B}_i) \) with \( \mathcal{D}_T \) (Eq. 1);

Compute the score \( s(\mathcal{B}_i) \) (Eq. 3);

Add \( \mathcal{B}_i \) back and remove all adaptors;

Choose the top \( k \) blocks with the minimum scores;

Drop these \( k \) blocks to obtain \( \mathcal{M}_P \);

Finetune \( \mathcal{M}_P \) with \( \mathcal{D}_T \) by minimizing \( \mathcal{L} \) (Eq. 4);

\textbf{return} The pruned model \( \mathcal{M}_P \)

Figure 4. Illustration of our method for determining which block to drop. One block is dropped, and adaptors are inserted around the dropped position to alleviate the loss from dropping this block. Note that adaptors are not added to blocks before the previous or after the next downsample operation. Then, the L2 distance of pruned/original networks’ features is computed as the recoverability of this dropped block. Finally, we drop several blocks that are easily recovered to obtain the pruned network.

Figure 5. Comparison of training all and only adaptors. ResNet-34 was pruned by dropping different numbers of blocks with only 500 training samples. Top-1 error (%) was evaluated on the ImageNet-1k validation set. Note that the Top-1 error of the original model is 26.98%.
of the pruned network is even close to that of using original training images. That demonstrates the high generalization ability of PRACTISE.

### 4. Experimental Results

In this section, we evaluate the performance of PRACTISE. Following previous works [1, 12, 30], ResNet-34 [8] and MobileNetV2 [27] will be pruned on tiny training sets of ImageNet-1k [26]. Then, to test the generalization ability of PRACTISE, we will prune ResNet-50 with synthesized images and out-of-domain data, respectively. Finally, ablation studies are conducted for further analyzing PRACTISE.

**Implementation details.** As presented in Alg. 1, PRACTISE requires computing the latency and recoverability of each pruned model $M_{P(B_i)}$, then finetuning the pruned model $M_P$. In this paper, we only consider dropping the block with the same input and output dimensionality. For the latency, we tested the model with the $64 \times 3 \times 224 \times 224$ input by 500 times and take the mean as the latency number. Note that all latency numbers in this paper were tested on the same computer with an NVIDIA TITAN Xp GPU. To compute the recoverability in Eq. 1, we used SGD with batch size 64 to optimize adaptors by 1000 iterations. The initial learning rate was 0.02 and decreased by a factor of 10 per 40% iterations. Note that if the size of training data $\mathcal{D}_T$ is less than 64, the batch size will equal this number. After optimizing adaptors, $\mathcal{R}(B_i)$ was computed by Eq. 1 with the training set $\mathcal{D}_T$. For the final finetuning, all parameters in the pruned network were updated by SGD with minimizing $\mathcal{L}$ in Eq. 4. Finetuning ran 2000 iterations by default. The settings of batch size and learning rate schedules were the same as those of optimizing adaptors. For a fair comparison, we used the data argumentation strategy supplied by PyTorch official examples, which is the same as that of previous works [1, 12, 30]. All experiments were conducted with PyTorch [24].

To compare with other few-shot pruning methods, we are mainly concerned about the latency-accuracy tradeoff of the pruned model. We tested the latency of networks pruned by previous methods and directly cite their accuracy number. The results of PRACTISE were run by five times with different sampled tiny training sets. We report the mean accuracy along with standard deviation.

#### 4.1. Different amounts of training data

We compare our PRACTISE with the state-of-the-art few-shot pruning methods. Following the previous setting, we prune ResNet-34 with different amounts of training images on ImageNet-1k. Table 2 summarizes results. All previous methods pruned filters within residual blocks (i.e., ‘normal’ in Fig. 2), whereas our dropping blocks achieves better results. First, we just removed the first few blocks to reach the latency goal and then simply finetuned the network with

| Method | Latency (ms) | 50 | 100 | 500 | 1000 |
|--------|--------------|----|-----|-----|------|
| BP (filter) | 35.1 (15.8%) | 39.0±1.41/69.9±1.17 | 41.0±0.33/70.5±0.66 | 51.8±0.30/78.1±0.38 | 57.8±0.30/81.5±0.18 |
| BP (block) | 34.9 (16.3%) | 66.5±0.81/78.4±0.44 | 66.8±0.23/87.7±0.23 | 68.6±0.18/88.8±0.09 | 69.8±0.12/89.3±0.07 |

**Table 2.** Top-1/Top-5 validation accuracy (%) on ImageNet-1k for pruning ResNet-34. All models were accelerated by reducing about 16% latency with 50, 100, 500, and 1000 training samples (in the top row). Previous methods pruned filters within the residual block (i.e., ‘normal’ in Fig. 2). The Top-1/Top-5 accuracy of the original ResNet-34 are 73.31% / 91.42%.
the cross-entropy loss. This simple baseline for dropping blocks, ‘BP (block)’, has already outperformed previous methods. Note that this is our first contribution that revealing the advantage of dropping blocks in the few-shot scenario. PRACTISE further improves results. With similar latency reduction, it dramatically outperforms previous SOTA by an average of 5.7% Top-1 accuracy on ImageNet-1k. Table 3 compares these methods with a larger latency reduction. PRACTISE surpasses MiR by a significant margin again, on average 7.0% Top-1 accuracy. Note that our model even is faster than previous ones by 1.3 ms. Both Table 2 and 3 demonstrate that dropping blocks is a superior manner for accelerating networks with tiny sets.

4.2. Different acceleration ratios

Table 4 compares PRACTISE with previous methods for different acceleration ratios. For 8.2% latency reduction, PRACTISE outperforms MiR by 1.1% Top-1 accuracy. In further reducing latency by 22.1%, PRACTISE surpasses MiR by 3.6% Top-1 accuracy. That indicates PRACTISE enjoys higher accuracy than others when the acceleration ratio becomes larger. Fig. 1 presents curves for the latency-accuracy tradeoffs of different methods. Our PRACTISE outperforms previous methods dominantly and makes a new milestone in the field of few-shot compression.

4.3. The data-latency-accuracy tradeoff

Previous experiments have demonstrated the advantage of PRACTISE. Next, for a better understanding of the data-latency-accuracy tradeoff in the few-shot compression scenario, we pruned ResNet-34 by PRACTISE with different latency reductions and amounts of training images. Fig. 6 presents the results. With less latency reduction, the accuracies for different amounts of training data are comparable. But for a large latency reduction, it is challenging to recover the accuracy by only a tiny training set. And the accuracy gap becomes large w.r.t. different amounts of training data.

4.4. Results on MobileNetV2

MobileNetV2 [27] is a lightweight model and is popularly applied on mobile devices. It has 10 blocks which can be dropped by our PRACTISE. Table 5 summarizes results. PRACTISE outperforms previous methods by a significant margin. Compared with MiR, PRACTISE obtains pruned models with both lower latency and higher accuracy.

4.5. Train with synthesized/out-of-domain images

In some extreme scenarios, not even a single original training sample is to be provided. Zero-shot pruning is required. Because PRACTISE does not need ground-truth labels, it is able to accelerate networks with the images synthesized by data-free knowledge distillation methods. Table 6 summarizes results. Note that most zero-shot pruning methods adopt filter pruning, which are inferior to pruning

| Latency (ms) | BP (filter) | KD [10] | FSKD [12] | CD [1] | MiR [30] | PRACTISE |
|-------------|-------------|---------|-----------|--------|----------|----------|
| 32.5 (22.1%) | 47.54±0.41  | 49.34±0.25 | 33.19±0.60 | 59.65±0.12 | 68.14±0.04 | 71.75±0.07 |
| 34.9 (16.3%) | 58.94±0.36  | 61.01±0.24 | 62.50±0.13 | 68.17±0.07 | 70.53±0.10 | 72.52±0.04 |
| 38.3 (8.2%)  | 65.02±0.30  | 67.22±0.18 | 69.59±0.09 | 71.12±0.06 | 71.95±0.07 | 73.04±0.06 |

Table 4. Top-1 validation accuracy (%) on ImageNet-1k for pruning ResNet-34. The model was pruned at three different compression ratios with 500 training samples. Previous methods prune filters by CD-style, while we drop blocks. The Top-1 accuracy and the latency of the original ResNet-34 are 73.31% and 41.7 ms, respectively.

Figure 6. Illustration of the data-latency-accuracy tradeoff. ResNet-34 was pruned by PRACTISE on ImageNet-1k. Numbers in the legend mean different amounts of training images.

| Method | Latency (ms) | Top-1/Top-5 |
|--------|--------------|-------------|
| Original | 37.6 | 71.9/90.3 |
| BP (filter) | 31.5 (16.2%) ↓ | 45.0±0.34/71.8±0.38 |
| KD [10] | 31.5 (16.2%) ↓ | 48.4±0.34/73.9±0.32 |
| MiR [30] | 31.5 (16.2%) ↓ | 67.6±0.05/87.9±0.04 |
| PRACTISE | 30.4 (19.1%) ↓ | 69.3±0.05/88.9±0.05 |
| BP (filter) | 34.1 (9.3%) ↓ | 55.5±0.16/80.3±0.26 |
| KD [10] | 34.1 (9.3%) ↓ | 59.1±0.07/82.5±0.15 |
| MiR [30] | 34.1 (9.3%) ↓ | 69.7±0.04/89.2±0.03 |
| PRACTISE | 31.9 (15.2%) ↓ | 70.3±0.03/89.5±0.03 |

Table 5. Comparison of PRACTISE and few-shot pruning methods on ImageNet-1k. MobileNetV2 was pruned with 500 samples.
blocks as we have shown. We adopt synthesized images produced by ADI [33] as the training set. For both ResNet-50 and MobileNetV2, our PRACTISE achieves higher Top-1 accuracy with more latency reductions. And we advocate that we should adopt dropping blocks for DFKD in the future to accelerate networks more effectively.

Another choice of zero-shot pruning is collecting out-of-domain training images. Our PRACTISE is also robust to work with these data. Table 7 presents results. The original ResNet-50 was trained on ImageNet-1k, and we pruned it on other datasets by PRACTISE. ADI consists of images synthesized by DeepInversion [33]. CUB [28] contains images of birds with 200 categories. Place365 [36] consists of scene pictures. Our PRACTISE enjoys a high generalization ability to work with all these datasets. Another benefit of the out-of-domain data is the unlimited number of images. We notice the accuracy is boosted by using more training samples and even close to that of using original training data.

### 4.6. Different criteria for dropping blocks

Finally, we compare PRACTISE with other criteria for dropping blocks. Fig. 3 shows results for removing only one block. Obviously, PRACTISE is better than others, and is very consistent with the finetuned models’ accuracies. Most existing methods mainly measure the gap between the original network and the pruned network without finetuning. They neglect the recoverability of each dropped block, hence resulting in an inferior strategy for dropping blocks. Our PRACTISE pays attention to the recoverability and the acceleration ratio of each block. Therefore the pruned network enjoys higher accuracy and lower latency.

Table 8 compares different criteria for dropping more blocks. As the number of dropped blocks increases, our PRACTISE outperforms others by even larger margins. To sum up, our PRACTISE is able to find inefficient blocks to drop, compared with other methods.

### 5. Conclusions and Future Works

This paper aims at accelerating networks with tiny training sets. For the first time we revealed that dropping blocks is more effective than previous filter-level pruning in this scenario. We believe this finding makes significant progress in the few-shot model compression. To determine which blocks to drop, we proposed a new concept namely recoverability to measure the difficulty of recovering the pruned network’s accuracy with few samples. Compared with previous pruning criteria, our recoverability is more related to the model’s accuracy after finetuning. Our method for computing recoverability reveals that the end-to-end fine-tuning with a tiny set mainly recovers the model’s linear ability. Finally, PRACTISE was proposed. It enjoys high latency-accuracy performance and is robust to deal with synthesized/out-of-domain images. Extensive experiments demonstrated that PRACTISE outperforms previous methods by a significant margin (on average 7% Top-1 accuracy on ImageNet-1k for 22% latency reduction).

PRACTISE has limitations such as it is confined to recognition, which leads to future explorations. It is promising to extend PRACTISE for other models (e.g., Transformer) or other vision tasks (e.g., object detection and segmentation). For network acceleration, how to compute the recoverability of other compression schemes is also an interesting problem. Recently, finetuning and accelerating a large pretrained network on downstream tasks are emerging as critical needs. Applying PRACTISE for tuning a pretrained model on downstream tasks is also promising.
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