Article

Systematic Comparison of Power Corridor Classification Methods from ALS Point Clouds

Shuwen Peng 1,2, Xiaohuan Xi 1,* , Cheng Wang 1,2, Pinliang Dong 3, Pu Wang 1,2 and Sheng Nie 1

1 Key Lab of Digital Earth, Institute of Remote Sensing and Digital Earth, Chinese Academy of Sciences, Beijing 100094, China
2 College of Resources and Environment, University of Chinese Academy of Sciences, Beijing 100049, China
3 Department of Geography and the Environment, University of North Texas, Denton, TX 76203, USA
* Correspondence: xixh@radi.ac.cn

Received: 16 July 2019; Accepted: 16 August 2019; Published: 21 August 2019

Abstract: Power corridor classification using LiDAR (light detection and ranging) point clouds is an important means for power line inspection. Many supervised classification methods have been used for classifying power corridor scenes, such as using random forest (RF) and JointBoost. However, these studies did not systematically analyze all the relevant factors that affect the classification, including the class distribution, feature selection, classifier type and neighborhood radius for classification feature extraction. In this study, we examine these factors using point clouds collected by an airborne laser scanning system (ALS). Random forest shows strong robustness to various pylon types. When classifying complex scenes, the gradient boosting decision tree (GBDT) shows good generalization. Synthetically, considering performance and efficiency, RF is very suitable for power corridor classification. This study shows that balanced learning leads to poor classification performance in the current scene. Data resampling for the original unbalanced dataset may not be necessary. The sensitivity analysis shows that the optimal neighborhood radius for feature extraction of different objects may be different. Scale invariance and automatic scale selection methods should be further studied. Finally, it is suggested that RF, original unbalanced class distribution, and complete feature set should be considered for power corridor classification in most cases.
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1. Introduction

In recent years, there has been rapid progress in the construction of smart grids [1,2]. The requirements for rapid monitoring and maintenance management have been continuously improved. Airborne laser scanning (ALS) is an active remote sensing technology that can directly and efficiently acquire the three-dimensional spatial information of objects. It is widely used in digital city construction [3,4], forestry surveys [5,6], and power line inspection [7–12]. ALS eliminates some of the limitations of traditional inspection, such as high labor intensity, low efficiency, and low accuracy. It gradually has become an important technique for electric power line inspection. Usually the classification of light detection and ranging (LiDAR) datasets is performed for ground classification only, in which several difficulties can be found; later, several approaches also appear for classifying what is over the ground too: For example, classifying the LiDAR dataset of a power corridor into vegetation, power line, pylon, and other objects. Point cloud classification has gradually become the basis for a transmission line security analysis and power scene reconstruction [12].

The current classification methods for power line corridor scenes can be divided into the following two groups: (i) Rule-based classification [10,12–15] and (ii) machine learning classification [7,8,16,17].
In the first group, a series of rules are set up for each object to determine which class the points belong to. It mostly relies on the obvious characteristics of objects for threshold segmentation or the spatial relationships for rough classification. In power corridor scenes, pylons are important objects. Since they are complex and diverse, multiple pylon models using a variety of parameters to describe the shape, need to be considered for this class. Thus, this leads to low adaptability and high complexity of the algorithm [11]. For the power line class, the defined rules mainly depend on the elevation, resulting in poor noise immunity. Although simple classification can be achieved, this method is too absolute and is not suitable for power corridors. The second group consists of currently popular methods in point cloud processing, which comes from image classification. These methods define and extract features according to the characteristics of the target object points and construct feature vectors. Then, the classifier is trained with the features, and the power corridors are classified with the model. In the rule-based classification method, many rules are needed and there are too many rules to apply. In contrast, a machine learning classification method can automatically learn rules from the data and find a suitable space or threshold for classification, so it is robust and highly automated. Thus, a classification method based on machine learning is more commonly used in power scene classification. Therefore, this paper focused on experiments and discussion of this type of method. However, there are several important factors concerning the LiDAR point clouds. In previous work, multiple factors involved in classification were analyzed experimentally.

Data resampling is a preprocessing step for unbalanced LiDAR data. Technically speaking, any dataset with an unequal class distribution can be considered unbalanced [18]. The class with a larger sample size than the other classes is considered as a majority class. By contrast, a class with a comparatively small size is regarded as a minority class. Random oversampling and random undersampling are the two most common resampling techniques [19]. The synthetic minority oversampling technique (SMOTE) and its improved algorithms are techniques for handling minority classes [20,21]. Kim and Sohn used SMOTE to process LiDAR datasets, and the results showed that the accuracy of balanced learning was 1.33% higher than that of unbalanced learning. Lodha et al. and Fitzpatrick et al. rasterized the LiDAR points onto a grid using nearest-neighbor interpolation to match the aerial imagery [22,23]. Beena Kumari and Sreevalsan-Nair downsampled the whole LiDAR dataset for easier storage and analysis [24]. Data resampling is of great significance for unbalanced learning and can significantly improve the classification accuracy. However, in previous work, it was mostly used to downsample the overall point clouds to improve the computational efficiency or match the resolution of the aerial imagery rather than to balance data between the different classes.

In the feature extraction stage, the previous work can be divided into two categories, namely, point-based features and object-based features. Other types of primitivies can be improved by the above two [25]. Point-based features include a laser point’s properties and the properties computed from other points in the neighborhood. Commonly used point-based features are mainly divided into four types: Echo-based features [10], geometric features [7–9,16,26], elevation features [27–29] and intensity-based features [30]. Specifically, the geometric features are mainly used to explore the spatial information in the neighborhood around the point. Such features include the density- [7,8], eigenvalue- [7,9], surface- [7,8,16,26], convex hull- [7,16] and vertical profile-based features [7]. These features can retain the original characteristics of a single point to the greatest extent, but because of the need for point-by-point calculations, the time cost is large. In addition, due to the complexity of the object spatial distribution and surface morphology, these features are highly sensitive to the shape change of objects, and their stability is affected to some extent. Commonly used object-based features include height features [31], average reflection intensity [31], plane-related features [32], line-related features [9], polygon-related features [9], and other features. Compared with point-based features, these features can distinguish the point sets into structured objects (lines, polygon, etc.) or unstructured objects and can fully consider the context attributes among the objects, such as the collinear and coplanar relationships [9]. Unlike the point-based features, the context attributes among the objects are
fully considered. Therefore, the instability of features can be overcome [33]. However, since under segmentation leads to misclassification, it depends greatly on the precision of the segmentation.

Feature selection is a step between feature extraction and classification. It is a technique for either selecting a highly correlated feature subset or transforming the features to form a new feature set. The objective is to reduce the redundant features and speed up the calculations [13,34]. Some studies have experimented with feature selection methods, such as principal component analysis (PCA) and classification- and relevance-based methods [7,8,16]. However, the applicability of these strategies to power corridor classification has rarely been analyzed.

In the classification stage, many classifiers have been used for LiDAR data, such as support vector machine (SVM) [16,22,35], adaptive boosting (AdaBoost) [23,36], RF [8,16,37], and JointBoost approaches [7]. Lodha et al. and Fitzpatrick et al. performed LiDAR data classification with AdaBoost and SVM [22,23], respectively, and concluded that the performance of SVM and AdaBoost are similar. Random forest has recently emerged as a state-of-art supervised learning technique. Wang et al. compared six classifiers and found that RF was the most suitable for power line classification [38]. However, due to various pylon types, point cloud densities and terrains, it is difficult to decide which classifier is suitable for power corridor classification.

The focus of this study is to systematically compare the effects of three factors: Class distribution, classifiers and feature set. We discuss their impact on classification accuracy to determine the optimum choice for each factor. The innovations of this paper are as follows: (1) The effects of different classifiers and feature sets are compared systematically according to the classification parameters used in the previous studies of power corridor classification to find the optimal parameters; (2) the impact of the class distribution is discussed, since an ALS dataset for a power corridor scene is typically an unbalanced dataset.

This paper is organized as follows. In Section 2, we describe the datasets and methodology, which is the classification framework. The methodology consists of a point cloud outliers filtering method, a point cloud resampling method, feature extraction and selection, and the introduction of classifiers. Section 3 presents the experiments, which systematically compare the four important factors. The experimental results are described and discussed in Section 4. Finally, Section 5 concludes the research method.

2. Materials and Methods

2.1. Datasets

The training data and test data used in this paper are airborne laser scanning data from a plain area in Anhui province, China. These laser scanning data are a large number of discrete, non-uniformly distributed three-dimensional points, i.e. point clouds. The original labels of the laser points are manually marked. All the data were acquired by RIEGL VUX-1, a product produced by RIEGL Laser Measurement Systems. When acquiring these datasets, the plane flies back and forth along the power line at a horizontal distance of ~30 m from the power line. The footprint size of the laser beam is determined by the laser beam divergence and flight height. In these datasets, the flight height is 200 m and the laser beam divergence is set to 0.5 mrad, i.e., a footprint diameter of approximately 10 cm. The details about data acquisition are shown in Table 1.

| Sensor     | Flight Height | Swath | Flight Speed | Field of View | Scanning Speed | Laser Pulse Rate | Laser Beam Divergence | Number of Returns |
|------------|---------------|-------|--------------|---------------|----------------|------------------|-----------------------|-------------------|
| RIEGL VUX-1| 200 m         | 400 m | 30 km/h      | 330°          | 200 lines/s    | 550 kHz          | 0.5 mrad              | 4                 |

Table 2 shows the details about the datasets, including the area, density and the class distribution. Figures 1 and 2 show the class information and geographic information of the datasets, respectively.
The areas indicated in red in Figure 2 represent the extent of the dataset. As shown in Figure 1, the color of each point is rendered according to the class. The training set consists of several power corridors with an area of ~907 × 90 m² and contains 6,199,950 points. There are five classes: Ground, vegetation, power line, pylon, and building. The building class accounts for a very small proportion of the data, 0.81%. The power facility classes account for approximately 5.61% of the data. The pylon class data is shown in Figure 3a. Site I is one of the test sets, with 2,819,021 points. It is a single power corridor with 0.7%-5.6% of the total number of point clouds, while the proportion of the power facilities such as power lines and pylons vary from 0.7%-5.6%. Therefore, the power corridor laser scanning dataset is an unbalanced dataset that can cause a typical unbalanced classification problem. Based on the purpose of classification, the main components of the power corridor, including the ground, vegetation, pylon, and building classes, are identified as the target objects for classification.

Table 2. Overview of the Datasets.

| Dataset | Area/m² | Density (pt/m²) | Ground | Vegetation | Pylon | Power Line | Building | SUM |
|---------|---------|----------------|--------|------------|-------|------------|----------|-----|
| Training Set | 907 × 90 | 52 | 3,763,849 | 2,345,327 | 321,306 | 26,877 | 49,912 | 6,199,950 |
| I | 535 × 90 | 44 | 60.71% | 37.83% | 5.18% | 0.43% | 0.81% | 100% |
| II | 397 × 90 | 73 | 1,782,922 | 1,004,471 | 5850 | 15,391 | 10,381 | 2,819,021 |
| III | 937 × 80 | 41 | 63.25% | 35.63% | 0.21% | 0.55% | 0.37% | 100% |

| Test Set | Area/m² | Density (pt/m²) | Ground | Vegetation | Pylon | Power Line | Building | SUM |
|---------|---------|----------------|--------|------------|-------|------------|----------|-----|
| II | 397 × 90 | 73 | 1,586,186 | 1,848,031 | 20,509 | 20,688 | 321,306 | 3,697,447 |
| III | 937 × 80 | 41 | 2,464,418 | 1,246,571 | 62,074 | 162,771 | 43,777 | 3,979,611 |

Figure 1. Airborne laser scanning system (ALS) datasets (the colors are rendered according to the true labels): (a) Training set; (b) site I of the test set; (c) site II of the test set; (d) site III of the test set.
In summary, these datasets have the following characteristics: (1) They all include five classes: Ground, vegetation, power line, pylon, and building; (2) they have diverse pylon types (Figure 3); (3) the classes are unevenly distributed—the vegetation and ground point clouds account for nearly 90% of the total number of point clouds, while the proportion of the power facilities such as power lines and pylons vary from 0.7%-5.6%. Therefore, the power corridor laser scanning dataset is an unbalanced dataset that can cause a typical unbalanced classification problem. Based on the purpose of classification, the main components of the power corridor, including the ground, vegetation, pylon, power line, and building classes, are identified as the target objects for classification.
Figure 2. The location of datasets. (a) Training set; (b) site I of the test set; (c) site II of the test set; (d) site III of the test set. The base map is from Google Earth. The yellow plus sign denotes the pylon location. The polygon with red border indicates the extent of the dataset. The blue line is the center line of the dataset range and is the connection line of the pylon.

Figure 3. The pylon types of datasets: (a) Pylon belongs to the line in Figure 1a; (b) pylon belongs to the line in Figure 1c; (c) pylon belongs to the line in Figure 1d. Three different types of pylon are included.
2.2. Brief Overview of the Method

We conducted a comparative study of the scene classification methods for power corridors using ALS data. In this work, the classification of the power corridor scenes based on a supervised classification method is the basic framework. The effects of the classifier, class distribution, and feature set, and neighborhood radius for feature extraction on the classification accuracy are systemically compared. The aim is to obtain the optimal combination of the parameters to achieve the best classification results. The classification framework in this study is as follows: Firstly, outliers filtering is carried out to remove outliers. Second, a point-based feature vector is constructed according to the characteristics of the target objects. Then, the feature vectors are input into the classifiers to obtain the classification results. Our main experiments include a comparison between classifiers, an analysis of balanced versus unbalanced learning, a comparison between feature sets, and a sensitivity analysis of the neighborhood radius for feature extraction, which are explained in Figure 4 and the following subsections.

![Classification Framework Diagram](image)

**Figure 4.** The complete flowchart of our study. This flowchart has been divided into two parts. The left box is the basic classification framework and the right box lists the main experiments, including comparison among classifiers, balanced versus unbalanced learning, comparison between feature sets, and sensitivity analysis of neighborhood radius. All classifiers, feature sets and class distribution tested are listed in the dotted box.

2.3. Point Cloud Outliers Filtering

In the data acquisition process of an airborne LiDAR system, noise points are inevitably generated due to the influences of the instrument and the environment. Most of the noise points deviate significantly from the elevation of the target scene. The power line is an important class in power corridors. This class is a point set suspended in the air, which is similar to the noise points. Therefore, this characteristic should be considered when designing the denoising algorithm to keep the integrity of the power line.

A method combining the K-means clustering technique [39] and statistical analysis is used to achieve outliers filtering. Based on the preset cluster number, $K$, the point clouds are clustered into $K$ clusters. Then, each cluster is traversed, and the distance between each point and the cluster centroid is calculated. The threshold is set according to the $3\sigma$ principle [40]. A point with a distance is greater than the threshold is regarded as a noise candidate point. However, the candidate points include true
noise points and the edge points of clusters. The difference between the two is that the edge points are denser, while the actual noise points are sparse. The average distance between the nearest \( N \) points of each cluster centroid is taken as the non-noise point spacing. The \( T \)-fold non-noise point spacing is used as the discriminating threshold. When the distance between the noise candidates is larger than \( T \), the candidate is identified as a noise point and removed. The description of the point cloud outliers filtering algorithm ends here.

2.4. Point Cloud Resampling

Point cloud resampling is a common technique to change point density. With undersampling methods, the number of point clouds decreases by some rules; with oversampling methods, the number of point clouds increases according to the algorithm principles. Random undersampling and SMOTE oversampling are combined to create balanced datasets.

In our experiments, cloud resampling is a preprocessing method for balanced learning. A class equilibrium training set is constructed by changing the class distribution with resampling the original training set. It’s worth noting that, the resampling algorithms rely on the ground truth class label, so we do not resample the testing dataset.

- Random undersampling

Since the vegetation and ground objects account for most of the point clouds, we regard them as majority classes. Random sampling is performed on these classes to randomly eliminate these samples from the majority classes to balance the class distribution [41]. This can also reduce the amount of data in the training set to a certain extent and improve the training speed. However, feature information that is potentially important for constructing the classifier may be discarded in the process, and the accuracy is affected as a result.

- SMOTE oversampling

For the relatively small classes, such as the pylon and building classes, the SMOTE algorithm proposed by Chawla is applied to these minority classes [20]. Its basic idea is to create new minority samples by interpolating between the existing samples and adding them to the original dataset. The specific algorithm flow is as follows: Where \( P(c_i) \) represents the points in each minority class, \( \{P_{\text{raw}}\} \) is the raw point set, \( C_{\text{min}} \) is the minority class, \( m \) is the size of \( C_{\text{min}} \), \( k_{\text{neigh}} \) is the number of neighbors, \( N_s \) is the oversampling ratio, \( \{P_{\text{syn}}\} \) is the synthetic point set, \( P_{\text{neigh}} \) is \( n_i \) points of each neighbor, \( p_{\text{new}}^m \) is a point in \( P_{\text{neigh}} \) and \( p_{\text{new}} \) is a synthetic point.

Algorithm. SMOTE

| Input: Raw point set \( \{P_{\text{raw}}\} \), minority class \( C_{\text{min}} \). |
| Parameters: Number of neighbors, \( k_{\text{neigh}} \); oversampling ratio, \( N_s = \{n_1, n_2, \ldots, n_m\} \), \( m \) is the size of \( C_{\text{min}} \). |
| Initial synthetic point set \( \{P_{\text{syn}}\} \leftarrow O \) |
| For each \( c_i \) in minority class \( C_{\text{min}} \) do |
| For each \( p_j \) in \( P(c_i) \) do |
| Find \( k_{\text{neigh}} \) nearest neighbors for \( p_j \) based on the Euclidean distance |
| Randomly choose \( n_i \) samples as \( P_{\text{neigh}} \) from the \( k_{\text{neigh}} \) nearest neighbors |
| For each \( p_k^m \) in \( P_{\text{neigh}} \) do |
| \( p_{\text{new}} = p_j + \text{rand}(0, 1)(p_k^m - p_j) \) |
| Append \( p_{\text{new}} \) to \( \{P_{\text{syn}}\} \) |
| End for |
| End for |
| Output: All laser points \( \{P_{\text{raw}}\} \cup \{P_{\text{syn}}\} \) |
When constructing the balanced training set, random undersampling and SMOTE oversampling resample each class to a certain value. When determining this sampling reference value, three RF models, with classes of approximately 50,000, 100,000, and 150,000 points, are tested. The model selection is performed by k-fold cross validation [42]. This validation method needs the training data to be divided into k folds. Every k-1 folds of the data are used for training, and the remaining fold is used for validation. The average score of the k experiments is taken as the measure of the current model. The accuracy score and time consumption are used as the performance measures to choose a more appropriate sampling reference value.

2.5. Feature Extraction and Selection

2.5.1. Feature Extraction

The definition and calculation of the LiDAR point cloud features is an important support for classification. The accuracy of a point cloud classification algorithm is closely related to the efficiency of the features [43]. Generally, due to the large differences in surface characteristics, such as the laser penetration, surface roughness, and physical size, the point cloud features can be analyzed by a visual interpretation. Therefore, we constructed the point cloud feature vectors by studying the spatial distribution characteristics and surface characteristics of the laser points [8,16,37,44].

Combining the spherical neighborhood S and cylinder neighborhood C with radius r (Figure 5), 21 kinds of features are defined. They mainly include four categories: The eigenvalue-based [37], density-based [10], height-based [16], and vertical profile-based [8]. First, based on the points in S, the covariance matrix of the center point, $C_i$, is calculated, and the eigenvalues are obtained as $\lambda_1, \lambda_2$ and $\lambda_3$, while $\lambda_1 > \lambda_2 > \lambda_3$. Then, the total points of S (denoted by $N_3D$) and the points in the projected circular area of S (denoted by $N_{2D}$) are also calculated. The mean height (denoted by $H_{ave}$) and height of the barycenter (denoted by $H_f$, Equation (1)) in C are also calculated. Finally, the single point feature vector is constructed by performing a comprehensive analysis of each laser point.

\[
H_f = \frac{\sum_{i=1}^{N} N_i H_i}{\sum_{i=1}^{N} N_i}
\]  

where $N$ is the number of segments, $N_i$ is the number of points in the i-th segment, and $H_i$ is the height of the barycenter of the current segmentation, $i = 1, \ldots , N$.

![Figure 5. Neighborhood types used in feature extraction: (a) Cylinder neighborhood C, (b) spherical neighborhood S (hollow point: Center point, r: Neighborhood radius).](image)

Table 3 shows the details about all the features. Listed below are some of the features:

- Planarity [37]: A measurement of plane characteristics of point clouds. This feature of a planar structure object is a high value. This feature is more pronounced in buildings due to the direct reflection from the roof surface.
- Linearity [37]: A measurement of linear characteristics of point clouds. The power lines and the edges of the building are distinctly linear structures, and the feature values of these points are high.
- Anisotropy [37]: measurement of the uniformity of the distribution of points on three arbitrary vertical axes. This feature helps to separate anisotropic structures such as power lines and buildings from vegetation.
- Sphericity [37]: A measurement of how spherical round an object is. This feature of vegetation is more significant due to the relatively uniform distribution of vegetation points in all directions.
- Point density [10]: Spherical neighborhoods \( S \) are used to calculate this feature. Generally speaking, the density of ground and building roof is the highest, and the density of vegetation is higher than that of power line. This feature can be used to classify vegetation.
- Density Ratio [10]: The ratio of the point density in \( S \) and its projection plane. Since the ground point spans the bottom of the entire power corridor, power lines and high ground objects are generally of lower value.
- ContiOffSegment [8]: This feature has a significant effect on extracting power lines because the power line is suspended in the air.
- ContiOnSegment [8]: The pylon has a distinct vertical continuous spatial structure, so this feature can be used for the pylon extraction.

**Table 3.** Feature vector description. The first column represents the basis of feature computing, the second column is the feature name, the third column is the feature abbreviation, the fifth column is the feature computing method, and the last column is the description of the feature meaning.

| Category       | Feature          | Abbreviation | Equation                      | Description                                                   |
|----------------|------------------|--------------|-------------------------------|---------------------------------------------------------------|
| **Eigenvalue** | Sum              | SU           | \( \lambda_1 + \lambda_2 + \lambda_3 \) | The sum of the eigenvalues                                     |
|                | Omnivariance     | OM           | \( (\lambda_1 \cdot \lambda_2 \cdot \lambda_3)^{\frac{1}{3}} \) | -                                                             |
|                | Entropy          | EI           | \( - \sum \frac{\lambda_i}{\ln(\lambda_i)} \) | The entropy of eigen                                          |
|                | Anisotropy       | AN           | \( (\lambda_1 - \lambda_3) / \lambda_1 \) | The homogeneity distribution of points in three directions     |
|                | Planarity        | PL           | \( (\lambda_2 - \lambda_3) / \lambda_1 \) | A measure of planar-likeness                                  |
|                | Linearity        | LI           | \( (\lambda_1 - \lambda_2) / \lambda_1 \) | A measure of linear-likeness                                  |
|                | Surface Variation| SUV          | \( \lambda_3 / (\lambda_1 + \lambda_2 + \lambda_3) \) | A measure of surface roughness                               |
|                | Sphericity       | SP           | \( \lambda_3 / \lambda_1 \) | A measure of spherical-likeness                               |
|                | Verticality      | VE           | \( 1 - \left< [0 0 1], \lambda_3 \right> \) | A measure of vertical-likeness                                |
| **Density**    | Point Density    | PD           | \( \frac{\sum N_{\text{p}}}{\text{np}^2} \) | The density of points within \( S \)                         |
|                | Density Ratio    | DR           | \( \frac{\sum N_{\text{p}}}{\text{np}} \) | The ratio of the point density in \( S \) and in its projection plane |
| **Height**     | Vertical Range   | VR           | \( Z_{\text{max}} - Z_{\text{min}} \) | Height difference in C                                       |
|                | Height Above     | HA           | \( Z - Z_{\text{min}} \) | The height difference between the current point and the lowest point in C |
|                | Height Below     | HB           | \( Z_{\text{max}} - Z \) | The height difference between the current point and the highest point in C |
|                | Sphere Variance  | SPV          | \( \sqrt{\frac{\sum (Z_i - \bar{Z})^2}{n-1}} \) | Standard deviation of height difference in \( S \)          |
|                | Cylinder Variance| CV           | \( \sqrt{\frac{\sum (Z_i - \bar{Z})^2}{n-1}} \) | Standard deviation of height difference in C                  |
| **Vertical Profile** | ContiOffSegment | CFS          | -                             | Maximum number of discrete segments                          |
|                | ContiOnSegment   | COS          | -                             | Maximum number of consecutive segments                       |
|                | MaxHeightDev     | MHD          | \( H_{\text{dev}} = \max [H_i - H_j] \) | Maximum height difference of the barycenter                   |
|                | MaxPtsNumDev     | MPD          | \( \max |N_i - N_{\text{avg}}| \) | Maximum height difference of the mean height                  |
|                | OnSegmentNum     | OS           | -                             | Number of segments containing points                          |
2.5.2. Feature Selection

A 21-dimensional feature vector is constructed from the characteristics of the target objects (shown in Table 2). Different classes have almost no differences in certain features, resulting in relatively less contribution of these features to classification accuracy. Feature selection is based on the most similar features to the target objects and these features are directly selected or linear combinations of them are selected [37,45,46]. This can reduce excessive feature dimensions and enhance the generalization of the model. Moreover, it enhances the understanding of the features and their values [45]. In this section, the following three feature sets are considered:

- Feature set $F_0$ is the complete feature set, which contains all the features and is described in Table 2.
- Feature set $F_{PCA}$ is derived from a PCA. A PCA is a commonly used method of data dimensionality reduction that maps $n$-dimensional features to $k$ dimensions ($k < n$). By calculating the covariance matrix of $F_0$, the eigenvalue and eigenvectors are obtained [47]. The $k$ features with the largest eigenvalues (i.e., the largest variances) are selected. These $k$-dimensional features, called principal components, are completely new orthogonal features and are not related to one another. The principal components are linear combinations of the original features, which can reflect the influence of the original features to a large extent. The first 95% of the principal components are selected to form $F_{PCA}$.
- Feature set $F_{RF}$ is obtained from RF. This feature set construction method was proposed by Díaz-Uriarte for biological applications [39]. In random forest, due to the use of a repeatable random sampling technique called bootstrap, an average of 1/3 of the samples were not included in the collected sample set. These samples are called out of bag data (OOB) [7,48]. The OOB data can be used to estimate the generalization ability of the RF model, which is called the OOB estimation. The smaller the generalization error is, the better the performance of the classifier is, and vice versa. The importance of each feature is calculated from the difference between the error of OOB data and the error after the noise is added [48]. The larger the difference is, the greater the influence of the feature is on the prediction result, which indicates the importance of the feature. Then, the features are sorted by importance, and features are removed based on the rejection ratio, $\eta$ [48]. After repeating the above process, the feature set with the lowest out-of-bag error rate will be selected as the final set, $F_{RF}$. Three features, namely, planarity (PL), height above (HA), and maxptsnumdev (MPD), were removed by the feature selection method based on random forest.

2.6. Classifiers

2.6.1. K-Nearest Neighbor (KNN)

The K-nearest neighbor algorithm (KNN) is a basic algorithm for digital image classification [49], and is widely used as a reference classification method in pattern recognition [50,51]. The KNN algorithm uses the original training data directly without training a separate classifier model. For a new input instance, $p_i$, the distance between $p_i$ and each instance in the training set is obtained, which indicates the similarity degree of the two instances. Then, the $K$ instances closest to $p_i$ are found in the training dataset. Finally, the label that appears the most in the $K$ instances is used as the label for $p_i$ [52]. The distance calculated in this paper is the Minkowski distance [53]. The KNN algorithm is often used because it is simple and easy to understand. This paper uses its classification results as a baseline for the subsequent classifier comparisons.

2.6.2. Logistic Regression (LR)

Logistic regression (LR) is a linear model developed from linear regression [54]. According to the training set, the best fitting parameters can be calculated by an optimization algorithm. The decision boundaries that separate the classes are fitted. Then, the model is used to classify the test set [52]. For a multiclass case, such as scene classification, the logistic regression model uses a one-vs-all strategy to obtain a separate classifier model for each class. When training, the current class, $C_i$, is treated
as a positive class, and all other classes are treated as negative classes. For the classification of \( N \) classes, \( N \) classifiers are obtained. When testing, the test instances are input into all the classifiers, and the probabilities of the positive classes are calculated. The class with the highest probability value is used as the output label. The advantage of the LR classifier is that its computational complexity is low, and its idea and implementation are relatively simple. The disadvantage is that it is affected by the number of input features. When there are fewer features, the model is prone to underfitting, which results in a lower classification accuracy \([52]\). L2 is used as a cost function, and 'liblinear' is set as an optimization algorithm parameter. In the power corridor scene classification algorithm of this paper, 21 features with different meanings are involved. Each feature has approximately the same effect on the final classification result. The easiest and most efficient way to use the features is to linearly weight them, so the LR method was tested as one of the classifiers.

2.6.3. Random Forest (RF)

RF is the most commonly used classifier for power corridor scene classification \([48]\). It is a combined classifier proposed by Breiman. It grows many decision trees, and each of them is independent. Starting from the root node, a certain feature of the instance is tested, and then the instance is assigned to its child node according to the test result. The instances are tested recursively until the leaf nodes are reached and the decision tree is built. When the training set for the current tree is drawn by sampling with replacement, approximately one-third of the cases are left out of the sample \([55]\). Each tree gives a classification and obtains the respective results. These voting results are integrated, and the label with most votes is output as the final judgment \([56]\). The out-of-bag data are used to obtain a running unbiased estimate of the classification error as the trees are added to the forest. The out-of-bag data are also used to obtain estimates of variable importance \([48]\). The Gini coefficient is used for partitioning the node data sets. RF has been used in many laser point cloud classification experiments and has achieved good classification accuracy. Thus, we can think of this classifier as the state of the art.

2.6.4. Gradient Boosting Decision Tree (GBDT)

When GBDT was first proposed, it was considered to be a generalization algorithm. GBDT represents a type of ensemble learning, proposed by Jerome Fredman \([57]\). Its basic unit is the decision tree, which is the same as in RF. Due to high accuracy, short time-consumed and less memory occupation, GBDT is mostly used to solve data mining problems \([58]\). GBDT mainly determines the class by calculating the value of the scalar score function, which is similar to the cost function of logistic regression. The basic principle of GBDT is that each decision tree learns the residuals of all tree conclusions. The purpose of each calculation is to reduce the previous residual, that is, to reduce the model residual to the gradient direction. The mean squared error with Friedman’s improvement score is used for potential splitting. Since the power corridor scene may involve a variety of terrain conditions, different cloud densities, and different pylon types, a classifier with high generalization ability is required. Accordingly, this classifier was tested as one of the classifiers.

3. Experiments

We developed a framework for power corridor classification method using C++ language and Python language. Specifically, point cloud outlier filtering and feature extraction are written in C++, and other parts, including point cloud resampling and classification, are written in Python. Based on the Point Cloud Library (PCL) \([59]\), an open source C++ programming library, a KD (k-dimensional) tree is constructed for point cloud to achieve fast neighborhood search. The classification experiments mainly rely on the Sklearn \([60]\), a machine learning library in python.

The experiments are conducted on a laptop running Microsoft Windows 10 (x64) with 4-Core Intel I5-8250U, 8GB Random Access Memory (RAM) and 256G SSD.

We compared four important factors to obtain the optimal classification solution in the power corridor classification from LiDAR points. Four different classifiers (KNN, LR, RF, and GBDT) were
tested for classification. Two opposite class distributions (original unbalanced distribution and balanced distribution after sampling) were discussed. Three feature sets \( (F_0, F_{PCA}, F_{RF}) \) and the neighborhood size for calculating the point features were also analyzed. Four comparative experiments were carried out:

1. In the comparison experiment for the classifiers, KNN, LR, RF, and GBDT were tested to implement the classification of power corridor scenes. The feature vectors of the training set were fed into the classifier, and then the trained model of each classifier was obtained. After that, the test set features were transmitted to the trained models, and the prediction labels of each point were output. Finally, the classification results were evaluated using the performance measures. The original training set and the feature set \( F_0 \) was used in this experiment. In addition, a 5-fold cross validation was used to evaluate the model and adjust the hyperparameter.

2. In the comparison experiment for the class distribution, the original dataset with an unbalanced class distribution and the dataset with a balanced class distribution after data resampling were used. By analyzing the class distribution of the LiDAR points, the pylon, power line, and building classes were oversampled in this experiment, and the vegetation and ground classes were undersampled. The sampling reference value was determined to be 100,000 by 5-fold cross validation. The optimal classifier in the experiment (1) was selected, and the feature set \( F_0 \) was used in this experiment.

3. In the comparison experiment for the feature set selection, feature sets \( F_0, F_{PCA}, F_{RF} \) were tested. In the construction of feature set \( F_{PCA} \), to retain the near-possible feature information, the first \( F \) features with a cumulative variance contribution rate of 95% were selected. When the feature set \( F_{RF} \) was constructed, the rejection ratio was set to 10%. The original unbalanced class distribution training dataset that performed better in the experiment (2) was used, and the optimal classifier in the experiment (1) was used for classification.

4. In the comparison experiment for the neighborhood size, neighborhood sizes in the range of 1.5–5.5 m with an interval of 1 m were tested separately. The selection of neighborhood radius range is based on the work of Guo et al. [7]. Guo et al. tested the neighborhood radius of 1–6 m for feature extraction and found that 2.5 m was the optimal size [7]. In this experiment, the sensitivity of the neighborhood radius in the same range is analyzed, and 2.5 m is used as one of the test values. All the classifiers mentioned in the experiment (1) were used to study the neighborhood sensitivity of each classifier, and the optimal feature set in the experiment (3) was used in this experiment.

To evaluate the influence of the different factors more scientifically, several common performance measures are introduced as follows:

- **Confusion matrix.** The misclassification results are recorded in a matrix form. Each column represents the number predicted to belong to the class, while each row represents the number that actually belongs to the class. Four types of records are displayed: A positive sample (TP) that has a correct judgment, a positive sample (FN) that has an incorrect judgment, a negative sample (TN) that has a correct judgment, and a negative sample (FP) that has an incorrect judgment [61].

- **Precision rate, PRE.** This measure represents the proportion of all the samples classified into this class that truly belong to this class. This is an important measure in the classification of power corridor scenes. When calculating the rate of a certain class, all its samples are regarded as positive samples, and the other samples are regarded as negative samples. The proportion of correct samples of vegetation, pylon, power line, and other classes can be analyzed [62]. This rate is computed as in Equation (2).

- **Recall rate, REC.** This is the ratio of the correctly classified samples to the total number of samples in the class [62]. This rate is computed as in Equation (3).

- **F1-score, F1.** When the classification requires high PRE and REC values, the F1 score can be introduced as a performance measure [63]. This metric is computed as in Equation (4).
Since there are many classes involved in power corridor classification, macro averaging was used to evaluate the overall classification. This measure is the arithmetic mean of a performance measure in all the classes. Combined with the above performance measures, macro precision $P$ (Equation (2)), macro recall $R$ (Equation (3)) and macro F1 $F$ (Equation (4)) were used as the performance measures of the overall classification results. The equations of macro averaging and basic performance measures are as follows:

\[
\text{PRE} = \frac{TP}{TP + FP} = \frac{1}{n} \sum_{i} \text{PRE}_i \quad (2)
\]

\[
\text{REC} = \frac{TP}{TP + FN} = \frac{1}{n} \sum_{i} \text{REC}_i \quad (3)
\]

\[
F1 = 2 \cdot \frac{\text{PRE} \cdot \text{REC}}{\text{PRE} + \text{REC}} = \frac{1}{n} \sum_{i} F1_i \quad (4)
\]

where $n$ is the number of classes.

4. Results and Discussion

4.1. Comparison among the Classifiers

The misclassifications of KNN, LR, RF, and GBDT appear to be quite similar. The classification results of sites I, II and III are shown in Figures 6–8, respectively. The black boxes are partial areas with obvious misclassifications. The vegetation points are seriously confused with the ground points. A possible explanation for this result may be the features such as elevation, density, and dispersion of the low vegetation points are similar to those of the ground points, which may cause some difficulties in distinguishing them. Some power line points are confused with vegetation and pylon points. Building points are always mixed with high vegetation points, making it easy to be misclassified for vegetation. The above misclassifications exist in the classification results of the four classifiers.

![Figure 6. Cont.](image-url)
Figure 6. The classification results of site I with different classifiers: (a) the point clouds colored by the true labels; (b) the point clouds colored by the KNN prediction results; (c) the point clouds colored by the LR prediction results; (d) the point clouds colored by the RF prediction results; (e) the point clouds colored by the GBDT prediction results. The black box is an area of obvious misclassification.
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Figure 7. The classification results of site II with different classifiers. (a) The point clouds colored by the true labels; (b) the point clouds colored by the KNN prediction results; (c) the point clouds colored by the LR prediction results; (d) the point clouds colored by the RF prediction results; (e) the point clouds colored by the GBDT prediction results. The black box is an area of obvious misclassification.

Figure 8. The classification results of site III with different classifiers: (a) The point clouds colored by the true labels; (b) the point clouds colored by the KNN prediction results; (c) the point clouds colored by the LR prediction results; (d) the point clouds colored by the RF prediction results; (e) the point clouds colored by the GBDT prediction results. The black box is an area of obvious misclassification.
Table 4 shows the classification performance for the different classifiers. For site I, the $R$ value of LR is only 69.93%, while the other $R$ values are more than 80%. The classification accuracy of RF is slightly better than that of GBDT and LR ($P = 82.16\%, \ R = 83.15\%, \ F = 82.33\%$). For site II, the $R$ value of LR is only 65.58%, and the $F$ value is also the lowest. All the measures of RF are approximately 1% higher than those of GBDT. For the site III, the $R$ values of all the classifiers decrease significantly compared with the other test sets. The $P$ value of KNN is the highest among these four classifiers, at 81.90%. Compare with other classifiers, GBDT performs better on the results of this data set ($P = 78.52\%, \ R = 76.35\%, \ F = 76.59\%$). By synthesizing the classification performance of the three test sets, we can conclude that RF and GBDT both perform well in the power corridor classification. RF provides better results in sites I and II while GBDT only in site III. Meantime, GBDT performs slightly better than RF when average accuracy is taken into account ($P = 83.46\%, \ R = 80.76\%, \ F = 81.13\%$). The classification performance of these two classifiers seems to be similarly superior. In addition, the efficiency of power inspection is an important factor to be considered. A random forest consists of multiple decision trees. Because the decision trees are independent of each other, the generation process of the decision tree can be performed in parallel, which greatly improves the time efficiency of the algorithm. GBDT constructs a set of weak learners through boosting iteration, which is an iterative learning method. It is difficult to train data in parallel due to the dependencies between weak learners. The serial process of GBDT results in high computational complexity. For the current training set, training a random forest classifier only takes about 18 minutes, while building a GBDT classifier takes more than 10 hours. Considering both accuracy and time-consuming, RF would be the optimal classifier among these tested classifiers.

### Table 4. Classification performance for the different classifiers (feature set = $F_0$, class distribution = unbalanced, $R = 1.5$ m). Three performance measures are shown in this table. $P$ denotes the macro precision, $R$ denotes the macro recall, and $F$ denotes the macro F1. Bold denotes best results for each performance metric in each test set.

| Dataset | Classifiers | Performance Measures | Macro Precision ($P, \ %$) | Macro Recall ($R, \ %$) | Macro F1 ($F, \ %$) |
|---------|-------------|----------------------|-----------------------------|--------------------------|----------------------|
| Site I  | KNN         | 77.76                | 81.36                       | 78.24                    |
|         | LR          | 80.05                | 69.93                       | 73.71                    |
|         | RF          | 82.16                | 83.15                       | 82.33                    |
|         | GBDT        | 79.99                | 82.80                       | 80.45                    |
|         | KNN         | 86.59                | 78.55                       | 81.00                    |
|         | RF          | 89.87                | 65.58                       | 69.78                    |
| Site II | LR          | 92.70                | 84.60                       | 87.72                    |
|         | RF          | 91.88                | 83.12                       | 86.34                    |
|         | GBDT        | 81.34                | 70.11                       | 73.50                    |
|         | KNN         | 78.29                | 62.52                       | 68.47                    |
|         | RF          | 74.71                | 67.00                       | 66.01                    |
| Site III| LR          | 78.52                | 76.35                       | 76.59                    |
|         | RF          | 81.90                | 76.67                       | 77.58                    |
|         | GBDT        | 83.46                | 80.76                       | 81.13                    |

Specifically, taking random forests as an example, the misclassification of all the classes is analyzed in detail. Tables 5–7 explain the confusion matrix and performance measures of sites I, II and III, respectively. For sites I and II, the $REC$ value of the pylon and building classes is low. The pylon points are mainly confused with vegetation points. The building points are confused with vegetation and ground points. Since there are three pylons in site III, the terrain complexity is higher than that of sites I and II. RF performed well in classifying the ground and vegetation points. In addition, the performance in classifying the pylon and building points is also similar to that achieved for the first two datasets.
Hence, it seems that this algorithm can also adapt to complex terrain scenes. The precision for the power line classification significantly decreased. This may be because, in site III, there is a small region without ground points (in the original data, there is a lake). It seemed that the classifiers are affected by this abnormal region. When defining the features, the power scene defaults to a vertical structure. The power line points are suspended in the air, and the elevation is higher in the vertical profile. The ground points cover the entire scene at the lowest elevation. Therefore, the lack of ground points directly destroys the vertical profile features for the power line and leads to the abnormally high values of the DR (Density Ratio) feature. The serious misclassification of power lines and other classes above this area is due to this anomaly (Figure 8).

**Table 5.** The confusion matrix and performance measures of site I (classifier = RF, feature set = \( F_0 \), class distribution = unbalanced, \( R = 1.5 \) m).

| Class       | Ground | Vegetation | Pylon | Power Line | Building | PRE (%, %) |
|-------------|--------|------------|-------|------------|----------|------------|
| Ground      | 1,685,297 | 165,815 | 151 | 0 | 3098 | 90.88 |
| Vegetation  | 97,524 | 834,939 | 2,005 | 69 | 6,215 | 88.75 |
| Pylon       | 0 | 1 | 3,655 | 30 | 0 | 99.16 |
| Power line  | 0 | 57 | 22 | 15,287 | 0 | 99.49 |
| Building    | 101 | 3,659 | 17 | 11 | 1068 | 21.99 |

Recall rate (REC, %) | 94.52 | 83.12 | 62.48 | 99.29 | 10.29 |

**Table 6.** The confusion matrix and performance measures of site II (classifier = RF, feature set = \( F_0 \), class distribution = unbalanced, \( R = 1.5 \) m).

| Class       | Ground | Vegetation | Pylon | Power Line | Building | PRE (%) |
|-------------|--------|------------|-------|------------|----------|---------|
| Ground      | 1,537,494 | 366,825 | 43 | 1 | 35,103 | 79.27 |
| Vegetation  | 45,978 | 1,474,955 | 3844 | 1 | 31,213 | 94.79 |
| Pylon       | 0 | 3 | 15,813 | 196 | 0 | 98.76 |
| Power line  | 0 | 16 | 809 | 20,490 | 0 | 96.13 |
| Building    | 2,714 | 6232 | 0 | 0 | 155,717 | 94.57 |

REC (%) | 96.93 | 79.81 | 77.1 | 99.04 | 70.13 |

**Table 7.** The confusion matrix and performance measures of site III (classifier = RF, feature set = \( F_0 \), class distribution = unbalanced, \( R = 1.5 \) m).

| Class       | Ground | Vegetation | Pylon | Power Line | Building | PRE (%) |
|-------------|--------|------------|-------|------------|----------|---------|
| Ground      | 2,427,197 | 327,024 | 499 | 0 | 18,829 | 87.51 |
| Vegetation  | 36,798 | 915,267 | 16,302 | 53,945 | 15,713 | 88.02 |
| Pylon       | 411 | 1,192 | 41,800 | 3,601 | 0 | 88.93 |
| Power line  | 0 | 97 | 1,187 | 91,748 | 0 | 98.62 |
| Building    | 12 | 2,991 | 2,286 | 13,477 | 7,435 | 28.38 |

REC (%) | 98.49 | 73.42 | 67.34 | 56.37 | 16.98 |

Different classifiers show differences in pylon classification. Especially, RF performs better when faced with different pylon types. The two types of the pylon are denoted as type-I and type-II (Figure 9b,c). All the pylons are mainly confused with buildings and vegetation, especially the bottom of the pylons (Figures 10 and 11). LR is most sensitive to the pylon types. Both types of pylon have serious misclassifications. The integrity of the shape of the pylon cannot be guaranteed for type-I. These results may be explained by the fact that LR is a linear model with limitations on the adaptability to the data scene. RF shows strong robustness in classifying the pylon types. High accuracy can be guaranteed for the classification of the different pylon types. Since RF and GBDT are integrated classifiers, the final result is determined by multiple tree voting, their generalization ability is stronger than that of LR. In summary, among the four classification algorithms, RF would be the best classifier for the classification of power corridor scenes.
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Figure 9. The pylons are colored by the true labels: (a) Pylon type in the training set; (b) pylon type-I in site II; (c) pylon type-III in site III.

Figure 10. The classification results of pylon type-I with different classifiers (feature set = F0, class distribution = unbalanced, R = 1.5 m): (a) The pylon is colored by the KNN prediction results; (b) the pylon is colored by the LR prediction results; (c) the pylon is colored by the RF prediction results; (d) the pylon is colored by the GBDT prediction results.

Figure 11. The classification results of pylon type-II with different classifiers (feature set = F0, class distribution = unbalanced, R = 1.5 m): (a) The pylon is colored by the KNN prediction results; (b) the pylon is colored by the LR prediction results; (c) the pylon is colored by the RF prediction results; (d) the pylon is colored by the GBDT prediction results.
4.2. Balanced Versus Unbalanced Learning

The classification of power corridor scenes has a typical problem of unbalanced class distribution. Most supervised learning classification methods have limitations when such problems exist. The correct classification of the majority classes tends to be learned, while the classes with fewer samples are possibly neglected. This may result in the reduction of the classification accuracy for the minority classes. Accordingly, this section discusses the impact of class distribution on the classification results, using feature set $F_0$ and considering RF as the optimal classifier in Section 4.1.

Sampling to 100,000 points per class for the training set may lead to better classification performance. Table 8 shows the classification performance for different sampling references. The accuracy score and time consumption are used as performance measures. When all the classes of the training data are sampled to 50,000 points, the classification accuracy is improved by 2.18% compared with that of no resampling data. It only takes 77 s, nearly 40 times shorter than the original time. When the data is sampled to 100,000 points per class, the mean score reaches 97.24% and time increased by 102 s relative to 50,000 points. When the number of sampling points is increased by 50,000 to 150,000, the accuracy is improved very little, only 0.08%, and the time consumption increased by 112 s. This indicates that increasing the number of samples at this time has little effect on accuracy. In contrast, this operation increases the calculation time and reduces efficiency. Therefore, 100,000 was used as the sampling reference value.

Table 8. Classification performance for different sampling references (feature set = $F_0$, classifier = RF, $R = 1.5$ m).

| Sampling Reference Value | Mean Score (%) | Time/s |
|--------------------------|----------------|--------|
| Original training set    | 91.28          | 3284   |
| 50,000                   | 93.46          | 77     |
| 100,000                  | 97.24          | 179    |
| 150,000                  | 97.32          | 291    |

The pylon, power line, and building classes were oversampled according to the reference value sampling reference value. The ground and vegetation classes were under-sampled. The information of the resampled dataset is shown in Table 9. The oversampled results for the building, pylon and power line classes are shown in Figure 12, where the blue points are the original points, and the red points are synthesized by the SMOTE algorithm. The synthesized building points retain the planar characteristics of the original points, while the pylon points retain the original pylon shape and the vertical structure information. The distribution and range of the synthetic points are similar to those of the original points. The SMOTE oversampling method is used to make the pylon, power line and building denser while maintaining the original point cloud structure.

Table 9. The resampled training dataset. Table shows the number of points and proportion per class after resampling.

| Class    | Resampled Dataset | Proportion (%) |
|----------|-------------------|----------------|
| Ground   | 100,000           | 19.26%         |
| Vegetation| 100,000           | 19.26%         |
| Pylon    | 111,880           | 21.55%         |
| Power line| 107,508           | 20.71%         |
| Building | 99,824            | 19.23%         |
| SUM      | 519,212           | 100%           |
Contrary to expectations, balanced learning leads to poor performance. Table 10 shows the classification performance for the different class distributions. The symbol $\Delta$ denotes the difference between the measures obtained by balanced and unbalanced learning. The $P$ values of the three test sets fell by more than 5%, while the $R$ values increased by 10% on average. These results indicate that balanced learning can increase the recall rates. However, this comes at the expense of the precision and finally leads to a drop in the $F$ value. The power corridor scene classification pays more attention to the precision rate. Although balanced learning can partly improve the recall rate, it may not be suitable for the current scene.

Table 10. Classification performance for different class distributions (classifier = RF, feature set = $F_0$, $R = 1.5$ m). Three performance measures are shown in the table. The symbol $\Delta$ denotes the difference between the measures obtained by balanced and unbalanced learning. $P$ denotes macro precision, $R$ denotes macro recall, and $F$ denotes the macro F1.

| Dataset | Class Distribution | Performance Measures |
|---------|--------------------|----------------------|
|         |                    | $P$ (%)  | $R$ (%)  | $F$ (%)  |
| Site I  | Unbalanced         | 82.16   | 83.15   | 82.16   |
|         | Balanced           | 75.81   | 87.34   | 76.95   |
|         | $\Delta$           | −6.35   | +4.19   | −5.21   |
| Site II | Unbalanced         | 89.87   | 65.58   | 89.87   |
|         | Balanced           | 84.59   | 87.38   | 85.58   |
|         | $\Delta$           | −5.28   | +21.80  | −4.29   |
| Site III| Unbalanced         | 74.71   | 67.00   | 74.71   |
|         | Balanced           | 67.81   | 72.68   | 64.10   |
|         | $\Delta$           | −6.9    | +5.68   | −10.61  |

The classification accuracy of all the classes is affected by the class distribution. Table 11 shows the variation of $F1$ values for different classes and class distributions. The $F1$ values of each class in sites I and II have dropped. Among the three data sets, the building class considered as minority class declined the most, averaging 14.2%. The pylon class, another minority class, also shows an obvious variation (site I: −3.75%, site II: −5.74%). The majority classes, namely, the ground and vegetation classes, are less affected by the class distribution. The variation range of the $F1$ values for balanced learning and unbalanced learning is less than 1.5%. A possible explanation for this might be that the algorithm is affected by the density of the points cloud. Resampling the training set artificially changes the density. As a result of this, the training set and the test set do not match, which may lead to a decrease in accuracy. When processing a power corridor dataset with an unbalanced distribution,
data resampling may not be necessary. The point clouds with the original unbalanced distributions are more favorable for power corridor scene classification.

Table 11. Variation of F1 values for different classes and class distributions (classifier = RF, feature set = $F_0$, $R = 1.5$ m). $\Delta$ denotes the difference between the measures obtained by balanced and unbalanced learning.

| Dataset | Class Distribution | $F1$ (%) |
|---------|--------------------|----------|
|         | Ground             | Vegetation | Pylon | Power Line | Building |
| Site I  | Unbalanced         | 93.54     | 87.74 | 97.89      | 99.93    | 32.54    |
|         | Balanced           | 92.38     | 86.71 | 94.14      | 99.91    | 11.6     |
|         | $\Delta$           | −1.16     | −1.03 | −3.75      | −0.02    | −20.94   |
| Site II | Unbalanced         | 87.22     | 86.66 | 86.6       | 97.56    | 80.54    |
|         | Balanced           | 87.81     | 87.04 | 81.13      | 95.82    | 76.09    |
|         | $\Delta$           | +0.59     | +0.38 | −5.47      | −1.74    | −4.45    |
| Site III| Unbalanced         | 93.15     | 82.9  | 49.62      | 51.03    | 53.38    |
|         | Balanced           | 92.67     | 83.22 | 47.99      | 60.53    | 36.07    |
|         | $\Delta$           | −0.48     | +0.32 | −1.63      | +9.50    | −17.31   |

4.3. Comparison Between Feature Sets

This section discusses the impact of the different feature sets on the accuracy of the power corridor scene classification with balanced learning. The eight largest principal components were selected with PCA; that is, the dimension of the feature space was reduced from 21 to 8. Table 12 shows that in terms of all the measures, the complete feature set, $F_0$, performs the best in the current experiment. The $F_{PCA}$ feature set, which is based on the PCA transform, performs poorly (in site I, $P = 77.67\%$, $R = 79.01\%$, $F = 77.62\%$; in site II, $P = 88.24\%$, $R = 81.51\%$, $F = 81.51\%$; in site III, $P = 70.69\%$, $R = 62.92\%$, $F = 65.04\%$). This is mainly because the complete feature set, $F_0$, is designed based on the characteristics of each class. The PCA only reduces the dimension of the features by data variance, which loses the physical meaning of the original features. The feature importance is considered when constructing the $F_{RF}$ feature set. The classification results of $F_0$ are slightly better than those of $F_{RF}$. Therefore, $F_0$ would be the optimal feature set.

Table 12. The classification performance for different feature sets (classifier = RF, class distribution = unbalanced, $R = 1.5$ m). Three performance measures are shown in the table. $P$ denotes the macro precision, $R$ denotes the macro recall, and $F$ denotes the macro F1. Bold denotes best results for each performance metric in each test set.

| Dataset | Feature Set | Performance Measures |
|---------|-------------|----------------------|
|         | $P$ (%)     | $R$ (%)  | $F$ (%)  |
| Site I  | $F_0$       | 82.16     | 83.15    | 82.33    |
|         | $F_{PCA}$   | 77.67     | 79.01    | 77.62    |
|         | $F_{RF}$    | 81.62     | 82.37    | 81.66    |
|         | $F_0$       | 89.87     | 65.58    | 89.87    |
| Site II | $F_{PCA}$   | 88.24     | 77.71    | 81.51    |
|         | $F_{RF}$    | 92.14     | 82.86    | 86.36    |
|         | $F_0$       | 74.71     | 67.00    | 74.71    |
| Site III| $F_{PCA}$   | 70.69     | 62.92    | 65.04    |
|         | $F_{RF}$    | 74.48     | 63.32    | 63.36    |
4.4. Sensitivity Analysis of Neighborhood Radius for Feature Extraction

The sensitivity of each class to the neighborhood radius for feature extraction is discussed in this section to find the optimal neighborhood. Since the cylinder neighborhood, $C$, and the sphere neighborhood, $S$, are used in the calculation of the feature vector. The feature values are related to the neighborhood radius. A large radius may include other class points in the neighborhood, while a small radius may include an insufficient number of class points. Both will affect the accuracy of the scene classification. Therefore, a sensitivity analysis of this parameter is required to find the optimal neighborhood radius.

To show the sensitivity of the classes to the neighborhood radius more intuitively, RF was tested. To balance the assessment of the recall and accuracy, the F1 value was used as a measure of performance (shown in Table 13). All the classes are affected by the neighborhood radius. Specifically, the pylon class is the most sensitive class, with a change range of 22.3%; while the power line class is the least sensitive, with a change range of only 2.05%. It seemed that the F1 value of the vegetation and ground class fluctuates due to its dominance in the neighborhood (shown in Figure 13). As the radius increases, the number of points in other classes increases, resulting in the weakening of the features. When the radius exceeds a certain value, the number of vegetation points accounts for the vast majority, so the accuracy increases. These results are likely related to the object size. Buildings and pylons are regular objects that are relatively fixed in size, unlike vegetation, ground and power lines. The classification performances of them show an obvious upward and then downward trend. Too large or too small a neighborhood radius will show worse classifications due to the proportion of different classes in a neighborhood. The optimal neighborhood radius of different classes is different. The optimal neighborhood radius is 4.5 m for mean F1-score. Generally, the scale problem is important for feature extraction that can affect the final classification performance. Therefore, scale invariance and automatic scale selection methods may contribute to classification improvement.

| Radius/m | 1.5 | 2.5 | 3.5 | 4.5 | 5.5 |
|----------|-----|-----|-----|-----|-----|
| F1(%)    |     |     |     |     |     |
| Ground   | 86.85 | 85.37 | 85.08 | 84.14 | 84.45 |
| Vegetation | 86.22 | 83.86 | 83.40 | 82.30 | 82.86 |
| Pylon    | 80.18 | 81.14 | 85.48 | 89.95 | 67.65 |
| Power line | 96.74 | 97.70 | 96.65 | 96.57 | 95.65 |
| Building | 81.69 | 84.21 | 85.29 | 84.84 | 83.89 |
| Mean     | 86.34 | 86.46 | 87.18 | 87.56 | 82.90 |

Figure 13. The sensitivity analysis of neighborhood radius for different classes based on the RF classifier.
5. Conclusions

Based on the airborne LiDAR data of a power corridor, we systematically compared the important parameters of the scene classification algorithms for power corridors with five kinds of target objects: Ground, vegetation, power line, pylon, and building. We classified the ALS point clouds via a framework with three stages: (i) Point cloud outliers filtering; (ii) feature extraction and selection; and (iii) classification. Specifically, we focused on comparing the results of different classifiers, class distributions, feature sets and neighborhood sizes for feature extraction. Through the comparison analyses, we proposed and validated a simple workflow for power corridor classification. We found that the classification method composed of the RF classifier, the original unbalanced class distribution, and the complete feature sets could be an optimal solution for higher classification accuracy. The sensitivity analyses showed that the optimal neighborhood radius for feature extraction of different objects is different and that the pylon class is the most sensitive to neighborhood changes.

By analyzing the algorithms, we discuss the future direction for improvement of the power corridor scene classification algorithms. For example, the echo characteristics can be considered to improve the classification accuracy of vegetation, and the ground points can be filtered first by using traditional ground extraction methods. The features derived from the radiometric data were also found useful, in other research, for improving the classification accuracy of vegetation and buildings. Therefore, their application seems to be worth testing. In addition, scale invariance and automatic scale selection methods should be further studied for feature extraction. There is a fact that the Power systems usually knows the exact geographic location of each pylon with the geographic information systems. To improve the classification accuracy of the pylon and power line, some post-processing work can be done, such as min-cut algorithms, and important parameters like neighborhood radius can be easily adjusted based on this prior knowledge. Moreover, there has been increasing interest in deep learning for point cloud scene classification. The next step is to consider applying deep learning to the classification of power corridor scenes.
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