A regularization renormalization method (RRM) in quantum field theory (QFT) is discussed with simple rules: Once a divergent integral $I$ is encountered, we first take its derivative with respect to some mass parameter enough times, rendering it just convergent. Then integrate it back into $I$ with some arbitrary constants appeared. Third, the renormalization is nothing but a process of reconfirmation to fix relevant parameters (mass, charge, etc.) by experimental data via suitable choices of these constants. Various QFT problems, including the Lamb shift, the running coupling constants in QED and QCD, the $\lambda\phi^4$ model as well as Higgs mass in the standard model of particle physics, are discussed. Hence the calculation, though still approximate and limited in accuracy, can be performed in an unambiguous way with no explicit divergence, no counter term, no bare parameter and no arbitrarily running mass scale (like the $\mu$ in QCD).
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INTRODUCTION

Since the establishment of quantum mechanics (QM) and the quantization of electromagnetic field, the quantum electrodynamics (QED) in particular and the quantum field theory (QFT) in general have been developed for over 80 years. A common prominent feature of QFT is the emergence of the divergence in calculations beyond the tree level. To handle these divergences, various regularization and renormalization methods (RRMs) have been proposed.

Despite the great success of QFT, the present status of RRM's remains ambiguous to some extent. For example, in the theory of Chromodynamics (QCD) for describing the strong interactions of colored quarks and gluons, a commonly used renormalization scheme (RS) is the modified minimal substraction ($\bar{MS}$) scheme (see a summary in the Review of Particle Physics in 2008, [1], p.157) where an arbitrary renormalization mass scale $\mu$ is introduced (see next section). Physicists believe the fundamental theorem of RS dependence: Physical quantities, such as the cross-section calculated to all orders in perturbation theory, should not depend on the RS. However, it follows that a truncated series does exhibit RS dependence. In practice, QCD cross-section are known to different orders, depending on the choice of RS (and $\mu$) in different sensitive ways. We still don’t know what is the "best" choice for $\mu$ within a given scheme (usually $\bar{MS}$). There is no definite answer to this question yet.

WHAT A DIVERGENCE MEANS?

Physicists often talk about different orders of a divergence, based on its dimension with respect to mass (i.e., momentum, we use natural unit system with $\hbar = c = 1$). For example, if a Feynman diagram integral (FDI) in QFT reads

$$I = \int \frac{d^4K}{(2\pi)^4} \frac{K^n}{(K^2 - M^2)^2}$$

where $K$ corresponds to the (4-dimensional)momentum of virtual particle (say, virtual photon in QED) and $M$ is a mass parameter (maybe in a complex form) characterizing the QFT under consideration. Then

$$n = \begin{cases} 
0, & \text{logarithmic divergence} \\
1, & \text{linear divergence} \\
2, & \text{quadratic divergence}
\end{cases}$$

(2)
However, among these categories, only the first one is really meaningful in mathematics. This is because the definition of a number sequence \( A_i (i = 1, 2, \ldots) \) having a limit being \( \infty \) is as follows: Given arbitrarily a large number \( M \), one can always find such a number \( N \) so that \( A_i > M \), when \( i > N \). Here \( A_i \) and \( M \), let alone \( i \) and \( N \), are all dimensionless numbers. A number \( M \gg 1 \) is called a large number, whereas \( \varepsilon \ll 1 \) a small number.

On the other hand, the space-time coordinates \( x \) and \( t \), mass \( m \) and momentum \( p \) (or \( k \)) are physical quantities and each with certain dimension. If treating them as dimensionless numbers, we will run into trouble inevitably.

Example A: Assume that in QFT, a FDI with linear divergence is approximately expressed as \( I \sim 10^3 M \) with \( M \) being a mass parameter in the unit of mg. If \( M = 1 \) mg, we have \( I \sim 10^3 mg \) with \( 10^3 \gg 1 \) being a large number. But if changing the unit from mg to kg, we will have \( I \sim 10^{-3} \) kg with \( 10^{-3} \ll 1 \) being a small number. A mathematician would ask: "Could you still treat your \( I \) as a divergent quantity?" Who could answer his question?

Example B: In the \( \bar{MS} \) scheme, the renormalization mass scale \( \mu \) is introduced as follows (see p.137 in [2])

\[
\frac{\Gamma(2 - d/2)}{(4\pi)^{d/2}(m^2)^{2-d/2}} = \frac{1}{(4\pi)^2} \left[ \frac{2}{\varepsilon} - \gamma + \ln(4\pi) - \ln(m^2) \right] \rightarrow \frac{1}{(4\pi)^2} \left[ -\ln \left( \frac{m^2}{\mu^2} \right) \right]
\]

where \( m \) is some mass parameter containing in the model. Eq.(3) is derived from the "dimensional regularization" method. The 4-dimensional (Euclidean) space has been analytically continued into \( d \)-dimensional one with \( \varepsilon \sim 4 - d \sim 0 \) and Gamma function \( \Gamma(2 - d/2) = \Gamma(\varepsilon/2) = 2/\varepsilon - \gamma \) (\( \gamma = 0.4772 \ldots \) is the Euler constant). Obviously, the left-handed-side (LHS) has a dimension of \( m^{-\varepsilon} \), whereas in the right-handed-side (RHS), the function \( \ln \left( \frac{m^2}{\mu^2} \right) \) becomes dimensionless after the \( \mu \) is introduced. However, the mathematician would feel quite uncomfortable because \( \varepsilon \neq 0 \). He will focus on the middle of Eq.(3) and ask: "Why the divergent number \( 2/\varepsilon \) disappears at the RHS and becomes finite? Where the term \( \ln(m^2) \) comes from? What is its dimension?"

We physicists accept Eq.(3) since it could be derived from a "mathematical formula" like (see p.57 in [3])

\[
(m^2)^{d/2-2} = \exp \left[ \left( \frac{d}{2} - 2 \right) \ln m^2 \right] \simeq 1 + \left( \frac{d}{2} - 2 \right) \ln m^2
\]

Then the mathematician would say: "No! In the mathematical formula

\[
x^y = \exp[y \ln x]
\]
both $x$ and $y$ must be dimensionless numbers. So in the LHS of Eq. (3), you correctly write down:

$$(4\pi)^{-d/2} = (4\pi)^{2-d/2-2} = \frac{1}{(4\pi)^2} \exp \left( \frac{(2 - \frac{d}{2}) \ln(4\pi)}{2} \right) \simeq \frac{1}{(4\pi)^2} \left[ 1 + \frac{(2 - \frac{d}{2}) \ln(4\pi)}{2} \right]$$

But Eq. (4) is wrong because $x = m^2$ is a physical quantity with dimension. That’s why you got a strange result at the RHS of Eq. (3)’.

Hence if insisting on mathematical rigor, we should admit that the introduction of $\mu$ via Eq. (3) is groundless. Then a question arises: Why the $\mu$ seems necessary in QCD?

To our understanding, the answer lies in the fact that in high energy QCD, the quarks’ masses were often neglected. Therefore, in order to express the running coupling constant (RCC) of strong interaction, $\alpha_s$, as a function of $Q$, the 3-dimensional momentum transfer in collision, one needs $\mu$ as shown by the solution of renormalization-group-equation (RGE) (see p.532 of [2] and Eq. (5) below):

$$\alpha_s(Q) = \frac{\alpha_s(\mu)}{1 + \alpha_s(\mu) \frac{\alpha_s}{2\pi} \ln(Q/\mu)} \tag{6}$$

It is interesting to solve Eq. (6) for $\alpha_s(\mu)$, yielding

$$\alpha_s(\mu) = \frac{\alpha_s(Q)}{1 + \alpha_s(Q) \frac{\alpha_s}{2\pi} \ln(\mu/Q)} \tag{7}$$

[*] We see that Eqs. (6) and (7) are symmetrical with respect to mutual change of $Q \leftrightarrow \mu$. $Q$ and $\mu$ are essentially equivalent. Why we need both of them? The answer is: only $Q/\mu$ is capable of expressing a dimensionless $\alpha_s$. However, as shown in Eq. (3), the existence of $\mu$ is doubtful, even superfluous. Once we take the quarks’ masses into account, there will be no need of $\mu$ at all (see section below).

**SELF-ENERGY CORRECTION OF AN ELECTRON, LAMB SHIFT**

As is well known (see e.g., Refs. [4–6]), the FDI of a free electron’s self-energy at one loop ($L = 1$) level of QED in covariant form reads

$$-i \Sigma(p) = (ie)^2 \int \frac{d^4k}{(2\pi)^4} \frac{g_{\mu\nu}}{ik^2} i \gamma^\mu \gamma^\nu \frac{i}{\not{p} - \not{k} - m} \gamma^\nu \tag{8}$$

where the Bjorken-Drell metric ($\not{p} = \gamma^\mu p_\mu$) and rationalized Gaussian units are adopted with electron charge $-e (e > 0)$ and mass $m = m_e$. In Eq. (8), $p$ and $k$ are momenta of electron
and (virtual) photon. After introducing the Feynman parameter \( x \) and making a shift in momentum integration: \( k \rightarrow K = k - xp \), Eq. (8) is recast into

\[
-i \Sigma(p') = -e^2 \int_0^1 dx [-2(1-x) p' + 4m] I
\]

with

\[
I = \int \frac{d^4K}{(2\pi)^4 (K^2 - M^2)^2}, \quad M^2 = p^2 x^2 + (m^2 - p^2) x
\]

being a logarithmically divergent integral, see Eq. (1).

Note that in Eq. (10) we can change the unit of \( M \) (and \( K \)) at our disposal without any change in the value of \( I \), which is just a "dimensionless", "large" but "uncertain" number. However, in the past, we used to pay too much attention to its feature of being "large", trying to curb the divergence by means of some regularization method, which led to complicated renormalization schemes (RS).

By contrast, now we believe the more important, even essential feature of a divergence is hiding in its "uncertainty". To stress this cognition, we just use a simple trick to regulate the \( I \) in Eq. (10) as follows.

To render it convergent, we perform a differentiation with respect to the mass-square parameter \( M^2 \), yielding

\[
\frac{\partial I}{\partial M^2} = 2 \int \frac{d^4K}{(2\pi)^4 (K^2 - M^2)^2} \frac{1}{(K^2 - M^2)^2} = \frac{-i}{(4\pi)^2} \frac{1}{M^2}
\]

Then we reintegrate Eq. (11) with respect to \( M^2 \) and arrive at

\[
I = \frac{-i}{(4\pi)^2} (\ln M^2 + C_1) = \frac{-i}{(4\pi)^2} \ln \frac{M^2}{\mu_2^2}
\]

where an arbitrary constant \( C_1 = - \ln \mu_2^2 \) (with \( \mu_2 \) a mass scale to be fixed later) is introduced so that the ambiguity of dimension in the \( \ln M^2 \) term can be eliminated.

Further integration of Eq. (9) with respect to \( x \) leads to \( (\alpha = \frac{e^2}{4\pi}) \)

\[
\Sigma(p) = A + B p',
\]

\[
A = \frac{\alpha m}{\pi} \left[ 2 - 2 \ln \frac{m}{\mu_2} + \frac{(m^2 - p^2)}{p^2} \ln \frac{(m^2 - p^2)}{m^2} \right],
\]

\[
B = \frac{\alpha}{4\pi} \left\{ 2 \ln \frac{m}{\mu_2} - 3 - \frac{(m^2 - p^2)}{p^2} \left[ 1 + \frac{(m^2 + p^2)}{p^2} \ln \frac{(m^2 - p^2)}{m^2} \right] \right\}
\]

Using the chain approximation, we can derive the modification on the electron propagator as

\[
\frac{i}{p' - m} \rightarrow \frac{i}{p' - m} \frac{1 - \frac{\Sigma(p)}{p' - m}}{p' - m} = \frac{iZ_2}{p' - m_R}
\]
where
\[ Z_2 = \frac{1}{1 - B} \]  
(15)
is the renormalization factor for electron’s wave function and
\[ m_R = \frac{m + A}{1 - B} \]  
(16)
is the renormalized mass of \( m \). The increment of mass reads
\[ \delta m = m_R - m = \frac{A + mB}{1 - B} \]  
(17)

In the past, many physicists viewed \( \delta m \) as some real contribution of ”radiation correction”. While \( m_R \) should be identified with the observed mass \( m_{\text{obs}} \), or physical mass \( m_e \), the original \( m \) (usually denoted by \( m_0 \) or \( m_B \) in the expression of Lagrangian density) was thought to be a ”bare mass”. Both \( \delta m \) and \( m_0 \) were divergent quantities. (see, e.g., p.220 in [2]).

We don’t think so. Let us read carefully the seminal paper by Bethe in 1947[8]. The theory for the hydrogenlike atom begins with a Hamiltonian in the center-of-mass frame
\[ H_0 = \frac{\mathbf{p}^2}{2m} + \frac{\mathbf{p}^2}{2m_N} - \frac{Z\alpha}{r} = \frac{\mathbf{p}^2}{2\mu} - \frac{Z\alpha}{r} \]  
(18)
Bethe pointed out that the effect of electron’s interaction with the vector potential \( \mathbf{A} \) of radiation field
\[ H_{\text{int}} = \frac{e}{mc} \mathbf{A} \cdot \mathbf{p} \]  
(19)
should properly be regarded as already included in the \( m_{\text{obs}} \), which is denoted by \( m \) in Eqs.(18) and (19).

In our understanding on Bethe’s claim, the ”self-interaction” of electron with radiation field is indivisible from the free electron mass \( m \). In other words, in the covariant form of \( QED \), certain contributions of \( FDIs \) for ”self-energy” (with Eq.(8) being merely that at \( L = 1 \) order) at all orders (up to \( L \to \infty \)) are already contained in the value of \( m \). To show this cognition, we impose the mass-shell condition \( p^2 = m^2 \) in Eq.(17) together with
\[ \delta m\big|_{p^2=m^2} = \frac{\alpha m}{4\pi} (5 - 6 \ln \frac{m}{\mu_2}) = 0 \]  
(20)
which in turn fixes the arbitrary constant \( \mu_2 \) to be
\[ \mu_2 = m e^{-5/6} \]  
(21)
and thus
\[ Z_2\big|_{p^2=m^2} = \frac{1}{1 + \frac{5}{3\pi}} \simeq 1 - \frac{\alpha}{3\pi} \]  
(22)
Note that \( m_R = m = m_{\text{obs}} = m_e \) with no bare mass at all and \( Z_2 \) is fixed and finite, in sharp contrast to that in previous theories.

Our reader may wonder: "In this case, does the calculation on FDI for the self-energy become worthless?" The answer is "No" due to two reasons. First, at the QM level, the parameters \( m \) and \( e \) in Eqs.(18) and (19) can be regarded as well-defined. But they are not so at the level of QED. As discussed before Eq.(20), the new effect of radiative corrections of FDIs for self-energy is inevitably confused with that in the mass, the dividing line between them is blurred. In some sense, the appearance of divergence in the FDI is just a warning: the new effect you want to calculate has become entangled with the mass \( m \), rendering both of them uncertain. Hence the aim of so-called mass renormalization is nothing but a reconfirmation of \( m \) as we did in Eqs.(20)-(22), where the mass \( m \) is renormalized on the mass-shell \( p^2 = m^2 \) with \( m = m_e \) being fixed by the experimental value and thus well-defined. This is one important thing we must do and at most we can do on the mass-shell for a free electron.

Second, the increment of mass, \( \delta m \), ceases to be zero once when the electron is moving off-mass-shell \( (p^2 \neq m^2) \). Then Eq.(17) will provide some information about the new effect of radiation corrections. For example, for a bound electron in a hydrogenlike atom, in Ref.[7], we replace the electron mass \( m = m_e \) by reduced mass \( \mu = \frac{m_em_N}{m_em_N+m_N} \) (not to be confused with the \( \mu \) in QCD) and write (see also [29]):

\[
p^2 = \mu^2 (1 - \zeta) \tag{23}
\]

Here a dimensionless parameter \( \zeta (>0) \) is introduced to show (on average) how large the extent of "off-mass-shell" is. Substitution of Eq.(23) into Eq.(17) yielding

\[
\delta \mu \simeq \frac{\alpha \mu (-\zeta + 2\zeta \ln \zeta)}{4\pi} \frac{1 + \frac{\alpha}{3\pi}}{} \tag{24}
\]

where some terms of the order of \( \zeta^2 \) or \( \zeta^2 \ln \zeta \) are neglected since \( \zeta \ll 1 \).

As a perturbative calculation at \( L = 1 \) order, we may ascribe \( \delta \mu \) to the (minus) binding energy \( B \) of electron in the Bohr theory

\[
\delta \mu = \varepsilon_n = -B = -\frac{Z^2 \alpha^2}{2n^2} \mu \tag{25}
\]

Combination of Eqs.(24) and (25) gives the value of \( \zeta = \zeta^{<S>} \) with the superscript \( <S> \) referring to "self-energy (at \( L = 1 \) order)".

Another "nonperturbative" method to fix the \( \zeta \) in Eq.(23) is to resort to the Virial theorem: For an electron in the Coulomb potential \( V = -\frac{Z\alpha}{r} \), its kinetic energy \( T = \frac{1}{2\mu}p^2 \)
can be evaluated on average as
\[ <p^2> = 2\mu <T> = 2\mu[-B-<V>] = 2\mu B \quad (26) \]
\[ <p^2> = <E^2 - p^2> = <(\mu - B)^2 - p^2> \approx \mu^2(1 - \frac{4B}{\mu}) \quad (27) \]

Comparing Eq.(27) with Eq.(23), we obtain
\[ \zeta <V> = \frac{4B}{\mu} = \frac{2Z^2\alpha^2}{n^2} \quad (28) \]

where the superscript <V> refers to "Virial theorem".

In Ref.[7], for explaining the Lamb shift of energy levels in hydrogenlike atoms, we find the result being expressed in terms of \( \zeta \). Throughout the entire calculation, all ultraviolet divergences are handled like that in Eqs.(9)-(12) while the infrared divergence disappears due to the introduction of \( \zeta \). However, the formulas are still approximate and either one of \( \zeta <S> \) and \( \zeta <V> \) is not reliable. So in the following table I, not only \( \zeta <S> \) and \( \zeta <V> \), but also two kinds of "average", \( \zeta <S+V> = \frac{1}{2}(\zeta <S> + \zeta <V>) \) and \( \zeta <SV> = \sqrt{(\zeta <S>\zeta <V>)} \) are given.

| \( \frac{Z^2}{n^2} \) | \( \frac{\zeta <S>}{10^4} \) | \( \ln \zeta <S> \) | \( \frac{\zeta <V>}{10^6} \) | \( \ln \zeta <V> \) | \( \zeta <S+V> \times 10^5 \) | \( \ln \zeta <S+V> \) | \( \frac{\zeta <SV>}{10^5} \) | \( \ln \zeta <SV> \) |
|----------------|-----------------|----------------|-----------------|----------------|----------------|----------------|----------------|----------------|
| 1/100 | 1.546093458 | 8.77461 | \( \frac{\alpha^2}{\pi} = 6.6564192 \) | 11.9199288 | 8.0632 | 9.425609 | 3.208028 | 10.34727 |
| 1/4 | 7.446539697 | 7.20259 | \( \frac{\alpha^2}{2} = 26.6256771 \) | 10.5336345 | 38.5639 | 7.860609 | 14.0808 | 8.868162 |
| 1 | 37.73719345 | 5.57969 | 2\( \alpha^2 = 106.502 \) | 9.147340142 | 194.011 | 6.2450103 | 63.39626 | 7.3635152 |

There are 8 cases discussed in [7]. The first one is the hydrogen atom’s "classical Lamb shift” measured as:
\[ L_{H}^{exp}(2S - 2P) = E_{H}(2S_{1/2}) - E_{H}(2P_{1/2}) = 1057.845 \text{ MHz} \quad (29) \]
Theoretically, the radiative correction (at \( L = 1 \) order) makes the dominant contribution, yielding:
\[ \Delta E_{H}^{Rad <S>}(2S - 2P) = 1000.657 \text{ MHz} \]
\[ \Delta E_{H}^{Rad <S+V>}(2S - 2P) = 1089.651 \text{ MHz} \]
\[ \Delta E_{H}^{Rad <SV>}(2S - 2P) = 1226.087 \text{ MHz} \]
\[ \Delta E_{H}^{Rad <V>}(2S - 2P) = 1451.791 \text{ MHz} \quad (30) \]
Taking the small contribution from the nuclear size effect into account, we adopt the \( < S + V > \) scheme to obtain
\[ L_{H}^{theor}(2S - 2P) = 1089.794 \text{ MHz} \quad (31) \]
which is larger than the experimental value, Eq. (29), by 3%.

The most interesting case is the $1S-2S$ two-photon transition in hydrogen $H$ or deuterium $D$ because its natural width is so tiny ($1.3\text{Hz}$) and thus allows precision measurement in recent years:\[9\]:

$$\Delta E_{H}^{\text{exp}}(1S-2S) = 2466061413187.34(84)\text{ kHz} \quad (32)$$

The isotope shift of $1S-2S$ transition between $H$ and $D$ had been measured first by Schmidt-Kalar et al.\[10\] and quoted in \[11\] as:

$$\Delta E_{D-H}^{\text{exp}}(2S-1S) = 670994337(22)\text{ kHz} \quad (33)$$

Theoretically, the above accurate data cannot be explained by the original Dirac equation with nucleus having mass $m_N \to \infty$. We propose a reduced Dirac equation (RDE) with electron mass replaced by reduced mass for $H$ and $D$ being respectively

$$\mu_H = \frac{m_e m_p}{m_e + m_p}, \quad \mu_D = \frac{m_e m_d}{m_e + m_d} \quad (34)$$

Then theoretically, the RDE predicts:

$$\Delta E_{H}^{RDE}(2S-1S) = 2.466067984 \times 10^{15} \text{ Hz} \quad (35)$$

$$\Delta E_{D-H}^{RDE}(2S-1S) = 6.7101527879 \times 10^{11} \text{ Hz} \quad (36)$$

which are larger than the experimental values by only $3 \times 10^{-6}$ and $3 \times 10^{-5}$ respectively. Further radiative corrections on Eq. (35) will be sensitive to the choice of schemes in Table 1, the best one is $\Delta E_{H}^{\text{Theor}\langle SV \rangle}(2S-1S)$, deviating from the experimental data, Eq. (32), by $-1 \times 10^{-7}$ only. On the other hand, besides Eq. (36), the $\Delta E_{D-H}^{\text{Theor}}(2S-1S)$ is influenced considerably by the nuclear size effect and so less sensitive to the scheme choice of the smaller radiative correction, bringing the discrepancy between theory and experimental data, Eq. (33), from $3 \times 10^{-5}$ down to $3 \times 10^{-6}$ approximately.

**RENORMALIZATION GROUP EQUATION (RGE) FOR QED AND ITS SOLUTION**

In QED, the FDI for photon self-energy (i.e., vacuum polarization) can also be evaluated, bringing the charge $e$ into its renormalized one:

$$e^2 \to e_R^2 = Z_3 e^2 \quad (37)$$
\[ Z_3 = 1 + \frac{\alpha}{3\pi} \left( \ln \frac{m^2}{\mu^2_3} - \frac{q^2}{5m^2} + \cdots \right) \]  

(38)

Here \( m \) is the fermion (say, electron) mass, \( q \) is the momentum of photon and \( \mu_3 \) is an arbitrary constant emerging from the treatment on the divergence like that in Eqs.(9)-(12). Although Eq.(37) looks like that in previous theories, it is really a new one: \( e \) is the observed (physical) charge, not a "bare charge", and \( Z_3 \) remains finite.

The vertex function between two fermions' momenta \( p \) and \( p' \) with \( p' - p = q \) will give another \( Z_1 \) [4, 7]. Adding all the FDI's, we find the renormalized charge being:

\[ e_R = \frac{Z_2}{Z_1} Z_3^{1/2} e \]  

(39)

But the Ward-Takahashi identity (WTI) implies that [6]

\[ Z_1 = Z_2 \]  

(40)

Hence Eq.(37) remains valid and

\[ e_R(Q) = e \left\{ 1 + \frac{\alpha}{2\pi} \left[ \frac{1}{3} \ln \frac{m^2}{\mu^2_3} + \frac{1}{15} \frac{Q^2}{m^2} + \cdots \right] \right\} \]  

(41)

where \( Q^2 = -q^2 > 0 \), with \( Q \) being the 3-dimensional momentum transfer at fermion collision. The observed charge should be defined at \( Q \to 0 \) (Thomson scattering limit):

\[ e_{\text{obs}} = e_R|_{Q=0} = e \]  

(42)

which dictates that

\[ \mu_3 = m \]  

(43)

As usual, the beta function is defined as

\[ \beta(\alpha, Q) \equiv Q \frac{\partial}{\partial Q} \alpha_R(Q) \]  

(44)

From Eq.(41), it is found in [4] that

\[ \beta(\alpha, Q) = \frac{2\alpha^2}{3\pi} - \frac{4\alpha^2 m^2}{\pi Q^2} \left[ 1 + \frac{2m^2}{\sqrt{Q^4 + 4m^2Q^2}} \ln \frac{\sqrt{Q^4 + 4m^2Q^2} - Q^2}{\sqrt{Q^4 + 4m^2Q^2} + Q^2} \right] \]  

(45)

\[ \beta(\alpha, Q) = \frac{2\alpha^2 Q^2}{15\pi m^2}, \quad \left( \frac{Q^2}{m^2} \ll 1 \right) \]  

(46)

Evidently, the \( e_R(Q) \) will increase with \( Q \), becoming a running coupling constant (RCC). To calculate it, usually a renormalization-group-equation (RGE) was derived for QED by setting \( \alpha \to \alpha_R(Q) \) and \( Q \to \infty \) in \( \beta(\alpha, Q) \) yielding:

\[ Q \frac{d}{dQ} \alpha_R = \frac{2\alpha_R^2}{3\pi} \]  

(47)
with its solution
\[ \alpha_R(Q) = \frac{\alpha}{1 - \frac{2\alpha}{3\pi} \ln \frac{Q}{m}} \]  
(48)

Here, the renormalization was forced to be made at \( Q^2 = m^2 \) so that
\[ \alpha_R|_{Q^2=m^2} = \alpha \]  
(49)

This is inconsistent with the physical condition, Eq.(42), a defect due to ignoring the mass \( m \), which plays a dominant role at low \( Q \) region as shown by the Eq.(46). As an improvement, a more practical RGE is constructed in [4] by changing \( \alpha \) into \( \alpha_R(Q) \) in Eq.(45) for the entire \( Q \) region and adding up contributions from 9 elementary charged fermions (\( e, \mu, \tau, u, d, s, c, b, t \)). Then \( \alpha_R \) can be numerically calculated as a function of \( \ln(Q/m_e) \), starting from
\[ \alpha_R(Q = 0) = \alpha = (137.03599)^{-1} \]  
(50)

and passing through another experimental data point [12]
\[ \alpha_R(Q = M_Z = 91.1880 \text{ GeV}) = (128.89)^{-1} \]  
(51)

In this way, after adopting three heavy quarks’ masses as \( m_c = 1.031 \text{ GeV}, \ m_b = 4.326 \text{ GeV} \) (see section 9.5D in [13]) and \( m_t = 175 \text{ GeV} \), three light quarks masses
\[ m_u = 8 \text{ MeV}, \ m_d = 10 \text{ MeV}, \ m_s = 200 \text{ MeV} \]  
(52)

(or averaged mass for \( u, d, s \) being 92 MeV) can be fitted as shown in Fig.1 of Ref.[4].

**RGE FOR QCD, THRESHOLD ENERGIES OF QUARKS HADRONIZATION**

Different from the RCC in QED, the RCC in QCD, denoted by \( \alpha_s(Q) = \frac{1}{4\pi} g_s^2(Q) \), is much larger and decreases with the increase of \( Q \). Usually, the RGE for QCD reads (see p.551-552 in [2])
\[ Q \frac{d}{dQ} \alpha_s(Q) = \beta(\alpha_s(Q)) = -\frac{\beta_0}{2\pi} \alpha_s^2(Q) \]  
(53)

where
\[ \beta_0 = 11 - \frac{2}{3} n_f \]  
(54)

with \( n_f \) being the number of quarks’ flavor. Eq.(53) looks similar to Eq.(47), but the negative sign in beta function implies the property of asymptotic freedom in the strong interaction. Solution of Eq.(53) is give by Eq.(5), also bears some resemblance to Eq.(48).
Let us make a comparison between Eqs. (6) and (48). Besides the difference in sign ("+" versus "+") in the denominator, there is another one: The mass scale $\mu$ remains arbitrary in $QCD$ whereas $m$ in $QED$ means the mass of an observed charged fermion (usually electron).

As we already see, even for $QED$, one mass ($m_e$) is far from enough, let alone in $QCD$, where quarks’ masses are much heavier. How can we ignore them?

Usually, to remove the arbitrary mass scale $\mu$, a parameter $\Lambda_{QCD}$ is often defined via equation

$$\frac{\beta_0}{2\pi}\alpha_s(\mu) \ln \left( \frac{\mu}{\Lambda_{QCD}} \right) = 1 \quad (55)$$

such that a simpler formula for $\alpha_s(Q)$ can be found as

$$\alpha_s(Q) = \frac{2\pi}{\beta_0 \ln(Q/\Lambda_{QCD})} \quad (56)$$

Then the precision experimental data [1]

$$\alpha_s(M_Z = 91.1876 \, GeV) = 0.1176 \quad (57)$$

serves as a substitute for $\alpha_s(\mu)$ in Eq. (55), yielding

$$\Lambda_{QCD} = M_Z \exp \left[ \frac{-2\pi}{\alpha_s(M_Z) \beta_0} \right] = \begin{cases} 240 \, MeV, \ (n_f = 3) \\ 150 \, MeV, \ (n_f = 4) \\ 85.8 \, MeV, \ (n_f = 5) \\ 44.2 \, MeV, \ (n_f = 6) \end{cases} \quad (58)$$

It is evident from Eq. (56) that

$$\alpha_s(\Lambda_{QCD}) \to \infty \quad (59)$$

which implies the ”infrared confinement” of quarks.

However, the value of $\Lambda_{QCD}$ sensitively depends on the flavor number $n_f$ as shown by Eq. (58) but is independent of the concrete flavor of a quark under consideration. Moreover, the divergence of $\alpha_s$ appears at $\Lambda_{QCD}$. These features seem not so reasonable and are not consistent with the experimental fact that the lighter a quark’s mass is, the lower its "threshold energy for hadronization" will be.

The way out of above difficulties is clear. Just like in Eq. (45) for $QED$, where rather than just the first term, all terms for 9 fermions should be added, now for $RGE$ in $QCD$, all masses of 6 quarks should be preserved. In this way, the $\alpha_{si}(Q)$ are numerically calculated for $i = u, d, s, c, b$ respectively in Ref. [4]. Starting from $\alpha_s(M_Z) = 0.118$ (the common renormalization point), their running curves (as shown by Figs. 2 and 3 in [4]) follow the
trend of experimental data (as shown on p.158 of Ref.[1]) quite well but separate at the low $Q$ region. Each of them rises to a maximum $\alpha_{si}^{max}$ at $Q = \Lambda_i$ and then suddenly drops to zero at $Q = 0$.

For example, for $b$ quark, $\Lambda_b = 7.04 GeV$, $\alpha_{sb}^{max} = 0.161$. If tentatively explain $L_b \sim \hbar/\Lambda_b$ as some critical length scale of $b\bar{b}$ pair, then $L_b \sim 0.02805 fm$. In [4], it is further guessed that $E_{b}^{\text{theor}} \sim \alpha_{sb}^{max}/L_b \sim 1.133 GeV$ being the order of excitation energy for breaking the binding $b\bar{b}$ pair, i.e., the hadronization threshold energy of Upsilon $\Upsilon(b\bar{b})$ against its dissociation into two bosons. It is indeed the case found experimentally[1]:

$$M(\Upsilon(4S)) - M(\Upsilon) = 1.12 GeV, \quad M(\Upsilon(4S)) \rightarrow B^+B \text{ or } B^0\bar{B}^0$$

Similarly, we can estimate from Ref.[4] that $E_{c}^{\text{theor}} \sim 0.398 GeV$ which also corresponds to experiments that [1]

$$M(\psi(3770)) - M(\psi(3097)) = 673 MeV, \quad \psi(3770) \rightarrow D^+D^- \text{ or } D^0\bar{D}^0$$

It seems that $E_{s}^{\text{theor}} \sim 90 MeV$ and $E_{u,d}^{\text{theor}} \sim 0.4 MeV$ are not so reliable but still reasonable.

\textbf{$\lambda\phi^4$ MODEL AND HIGGS MASS IN THE STANDARD MODEL}

The Lagrangian density of $\lambda\phi^4$ ($\phi(x)$ is a real scalar field) model is defined by

$$\mathcal{L} = \frac{1}{2} \partial_{\mu}\phi\partial^{\mu}\phi + \frac{1}{2}\sigma\phi^2 - \frac{\lambda}{4!}\phi^4$$

(62)

The importance of this model lies in the "wrong sign" of mass term ($\sigma = -m^2 > 0$) which leads to the spontaneous symmetry breaking ($SSB$) at the tree level ($L = 0$). The effective potential ($EP$) reads

$$V_0(\phi) = -\frac{1}{2}\sigma\phi^2 + \frac{\lambda}{4!}\phi^4$$

(63)

(The subscript "0" refers to $L = 0$). Obviously, $V_0(\phi)$ has two extremum, one is a maximum:

$$\phi_0 = 0 \quad \text{(symmetric phase)}$$

(64)

while the other one is a minimum:

$$\phi_1^2 = \frac{6\sigma}{\lambda} \quad \text{(SSB phase)}$$

(65)

At the QFT level, the $EP$ evolves into

$$V = V_0 + V_1 + \cdots$$

(66)
The theory for EP had been developed by various authors \cite{14-18}, with \( L = 1 \) contribution to EP being evaluated as:

\[ V_1(\phi) = \frac{1}{2} \int \frac{d^4k_E}{(2\pi)^4} \ln(k_E^2 - \sigma + \frac{1}{2}\lambda\phi^2) \] (67)

This highly divergent integral (in 4-dimensional Euclidean momentum space) is treated in Ref.\cite{19} like that for Eqs.\((10)-(12)\). First, three times of differentiation with respect to \( M^2 = -\sigma + \frac{1}{2}\lambda\phi^2 \) are needed before it becomes just convergent.

\[ \frac{\partial^3 V_1}{\partial (M^2)^3} = \int \frac{d^4k_E}{(2\pi)^4} \frac{1}{(k_E^2 + M^2)^3} = \frac{1}{2(4\pi)^2 M^2} \] (68)

Second, three times integration with respect to \( M^2 \) are performed, yielding

\[ V_1(\phi) = \frac{1}{2(4\pi)^2} \left\{ \frac{M^4}{2}(\ln M^2 - \frac{1}{2}) - \frac{1}{2}M^4 + \frac{1}{2}C_1M^4 + C_2M^2 + C_3 \right\} \] (69)

As expected, three arbitrary constants \( C_1, C_2, C_3 \) appear. The renormalization amounts to fix them at our disposal.

Third, like that in Eq.\((3)\), for eliminating the ambiguity of dimension in the first term involving \( \ln M^2 \), the only possible choice of \( C_1 = -\ln \mu^2 \) is fixed. Then the choice of \( C_2 = \mu^2 = 2\sigma \) and \( C_3 = -\sigma^2 + (4\pi)^2 \frac{2\sigma^2}{\lambda} \) leads to \( V = V_0 + V_1 \) with its derivatives being given at the Table II \cite{19}.

### Table II. Effective potential of \( \lambda\phi^4 \) model with SSB

| \( \phi \) | \( \text{SSB phase} \) | \( \text{symmetric phase} \) |
| --- | --- | --- |
| \( \phi \) | \( \phi_1 = \sqrt{\frac{6\sigma}{\lambda}} \) | \( \phi_0 = 0 \) |
| \( V \) | 0 | \( -\frac{\sigma^2}{2(4\pi)^2} \left[ \frac{15}{4} + \frac{1}{2} \ln 2 - i\pi \right] + \frac{3\sigma^2}{2} \) |
| \( \frac{dV}{d\phi} \) | 0 | 0 |
| \( \frac{d^2V}{d\phi^2} \) | 2\( \sigma \) | \( -\sigma \left[ 1 - \frac{\lambda}{2(4\pi)^2} (3 + \ln 2 - i\pi) \right] \) |
| \( \frac{d^3V}{d\phi^3} \) | \( \lambda \sqrt{\frac{6\sigma}{\lambda}} \left[ 1 + \frac{3\lambda}{2(4\pi)^2} \right] \) | 0 |
| \( \frac{d^4V}{d\phi^4} \) | \( \lambda \left[ 1 + \frac{9\lambda}{2(4\pi)^2} \right] \) | \( \lambda \left[ 1 - \frac{3\lambda}{2(4\pi)^2} (\ln 2 - i\pi) \right] \) |

Note that, with the above assignment of \( C_i \ (i = 1, 2, 3) \), both the position of the SSB phase, \( \phi_1 \), and the mass \( m_\sigma \) excited above it take the same expression as that at the tree
\[ m_\sigma^2 = \frac{d^2V}{d\phi^2} \bigg|_{\phi=\phi_1} = 2\sigma \]  

However, the renormalization coupling constant

\[ \lambda_R = \frac{d^4V}{d\phi^4} \bigg|_{\phi=\phi_1} = \lambda \left[ 1 + \frac{9\lambda}{2(4\pi)^2} \right] \]  

does receive some quantum correction on its classical value \( \lambda \). Hence it is suddenly realized that the invariant meaning of \( \lambda \) in the Lagrangian, Eq. (62), is by no means a "coupling constant", but the ratio of two mass scales [21].

\[ \lambda = \frac{3m_\sigma^2}{\phi_1^2} \]  

Two parameters, \( \sigma \) and \( \lambda \), together with Eqs. (70) and (72), should all be preserved throughout high loop \( L \) evaluations in perturbation theory until \( L \to \infty \), i.e., in any nonperturbative treatment.

On the other hand, the above assignment of \( C_i \) renders the appearance of imaginary part in \( V \) and its derivatives at the symmetric phase \( (\phi_0 = 0) \). It means the instability of symmetric phase at the presence of stable SSB phase.

It is interesting to see that an alternative choice of

\[ C_1 = -\ln(-\sigma), \ C_2 = -\sigma, \ C_3 = -\frac{1}{4}\sigma^2 \]  

would lead to the survival of \( \phi_0 = 0 \) as a semistable state with

\[ V(0) = \frac{dV}{d\phi} \bigg|_{\phi=0} = \frac{d^3V}{d\phi^3} \bigg|_{\phi=0} = 0 \]  

\[ \frac{d^2V}{d\phi^2} \bigg|_{\phi=0} = -\sigma, \ \frac{d^4V}{d\phi^4} \bigg|_{\phi=0} = \lambda \]  

whereas no real SSB solution exists. Hence we see that two different choices of \( C_i \) lead to two separable sectors in the effective potential [19].

In 1989, we had estimated the upper and lower bounds of Higgs mass \( M_H \) in the standard model of particle physics by using a nonperturbative approach in QFT — the Gaussian effective potential (GEP) method, yielding [20]

\[ 76 \text{ GeV} < M_H < 170 \text{ GeV} \]  

Like many authors, we were bothered a lot by divergences. After a deeper understanding on \( \lambda \phi^4 \) model [19], this problem was restudied in 1998 by a combination of GEP with our RRM, yielding

\[ M_H = 138 \text{ GeV} \]
which is based on the following input of experimental data:

\[
M_W = 80.359 \text{ GeV}, \quad M_Z = 91.1884 \text{ GeV},
\]

\[
\alpha^{-1} = \frac{4\pi}{g^2 \sin^2 \theta_W} = 128.89, \quad \sin^2 \theta_W = 0.2317
\]  

(78)

where \(\theta_W\) is the weak mixing (Weinberg) angle. As now the search for Higgs particle becomes so urgent experimentally while the theoretical estimation about its mass still remains uncertain\(^1\), we think our method \(^2\) with its prediction, Eq.(77), deserves to be reconsidered.

**SUMMARY AND DISCUSSION**

Our RRM was first proposed by J. F. Yang in 1994\(^2\), then elaborated in a series of papers since 1998 (\(^4\), \(^7\), \(^19\), \(^21\), \(^23\), \(^24\) etc.). What we have been thinking about is: Why the divergence emerges inevitably in QFT? What is the essential meaning of a regularization and renormalization procedure?

For instance, in a pioneering work to explain the Lamb shift, Welton (\(^25\), see also section 9.6B in Ref.\(^{13}\)) encountered a divergent integral \(I = \int \frac{d\omega}{\omega}\) with \(\omega\) being the (angular) frequency of virtual photon (vacuum fluctuation). He simply set the lower and upper bounds by \(\omega_{\min} \sim mZ\alpha = \frac{Z}{a}\) (\(a\) is Bohr radius) and \(\omega_{\max} \sim m\) respectively, arriving at \(I \sim \ln(\frac{1}{Z\alpha}) = 4.92\) (\(Z = 1\)) which leads to an estimation of Lamb shift \(L_{H,\text{theor}}(2S_{1/2} - 2P_{1/2}) \approx 668 \text{ MHz}\). However, if instead of Bohr radius, the lower cutoff is provided by the electron’s binding energy, one would get \(I \approx \ln(Z\alpha)^{-2}\) and \(L_{H,\text{theor}}(2S_{1/2} - 2P_{1/2}) \approx 1336 \text{ MHz}\) (see Eq.(30) in the Ref.\(^{26}\)). We see the integral \(I\) being a dimensionless number, not very large \((I \leq 10)\), but uncertain indeed. The root cause of uncertainty lies in the fact that a reconfirmation process of electron mass like Eq.(20) was missing.

For further clarity, a study on Lamb shift in the form of noncovariant QED was performed in \(^{24}\) (see also Appendix 9A in \(^{13}\)). Beginning with Eqs.\(^{18}\) and \(^{19}\) (with \(m \rightarrow \mu = \frac{mN}{m+m_N}\)), the perturbative calculation of electron’s self-energy at second order in noncovariant form (corresponding to the one-loop \((L = 1)\) order in covariant form) leads to an energy increase of an electron with momentum \(p\), \(\Delta E_p\), which contains divergence and can be
handled just like that in Eqs. (10) and (67), yielding
\[ \Delta E_p = b_1 p^2 + b_2 p^4 + \cdots \]
\[ b_1 = \frac{\alpha}{\pi \mu} \left( \frac{4}{3} \ln 2 + \frac{4}{3} \ln \mu - \frac{4}{3} C_1 \right) \tag{79} \]
\[ b_2 = \frac{\alpha}{\pi \mu^3} \left( -\frac{2}{15} \right) \]
The only choice of arbitrary constant \( C_1 \) is to make \( b_1 = 0 \) such that the reduced mass \( \mu \) in Eq. (18) can be reconfirmed. However, Eq. (19) must be supplemented by the interaction between electron’s spin and the radiation field
\[ H_{int}' = \frac{g e \hbar}{4 \mu c} \sigma \cdot \nabla \times \mathbf{A} \tag{80} \]
where \( g = 2 \times 1.0011596522 \) is gyromagnetic ratio of electron. Similar treatment leads to
\[ \Delta E_p' = b_0' + b_1' p^2 + b_2' p^4 + \cdots \]
\[ b_0' = \frac{g^2 \alpha \mu}{4 \pi} \left[ 4(\ln 2 + \ln \mu) - 4C_2 - \frac{2C_3}{\mu} - \frac{C_4}{\mu^2} \right] \tag{81} \]
\[ b_1' = \frac{g^2 \alpha}{4 \pi \mu} \left( \frac{4}{3} \ln 2 + 2 + \frac{4}{3} \ln \mu - \frac{4}{3} C_2 \right) \]
\[ b_2' = \frac{g^2 \alpha}{4 \pi \mu^3} \left( -\frac{1}{15} \right) \]
Because \( \mu \) has already been reconfirmed (by \( b_1 = 0 \)), the only choice of arbitrary constant \( C_2 \) is to cancel the ambiguous term with \( \ln \mu \), \( C_2 = \ln \mu \), leaving a nonzero \( b_1' p^2 \) and combining with \( \frac{1}{2 \mu} p^2 \). Hence \( \mu \) really acquires a modification as
\[ \mu \to \mu_{obs} = \frac{\mu}{1 + \beta}, \quad \beta = \frac{g^2 \alpha}{2 \pi} \left( \frac{4}{3} \ln 2 + 2 \right) \tag{82} \]
where \( \mu_{obs} = \frac{m_e m_N}{m_e + m_N} \). Then constants \( C_3 \) and \( C_4 \) must be chosen such that \( b_0' = 0 \).

Notice that, however, the spin induced interaction, Eq. (80), endows electron with relativistic feature, creating a term \( -\frac{1}{8 \mu^2} \) in its kinetic energy. Yet the modification on \( \mu \) shown in Eq. (82) does induce a corresponding change \( -\frac{1}{8} (\frac{1}{\mu_{obs}} - \frac{1}{\mu}) p^4 \), which should be regarded as an invisible ”background” and subtracted from the \( p^4 \) term induced by the radiative corrections. Hence the ”renormalized” \( b_2 \) should be
\[ b_2^R = b_2 + b_2' + \frac{1}{8 \mu^3} (3 \beta + 3 \beta^2 + \beta^3) \approx \frac{\alpha}{\pi \mu_{obs}^3} (1.99808) \tag{83} \]
where only the lowest approximation is kept \((\mu \simeq \mu_{\text{obs}})\). Hence the radiative correction on the energy level of a stationary state \(|Z, n, l\rangle\) in hydrogenlike atom simply reads

\[
\Delta E_{\text{rad}}(Z, n, l) = \langle Z, n, l| b^2 R^2 p^4 |Z, n, l\rangle = [\frac{8n}{3l + 1} - 3] b^2 R^2 Z^4 \alpha^4 \frac{n^3}{n^4} \mu_{\text{obs}}^{\text{obs}}(84)
\]

This contribution, together with that from the vacuum polarization (borrowed from covariant theory) and nuclear size effect, gives a theoretical value for the Lamb shift \([24]\)

\[
L_{H}^{\text{theor}}(2S_{1/2} - 2P_{1/2}) = 1056.52 \text{ MHz}(85)
\]

which is smaller than the experimental value, Eq.(29), by 0.13% only.

Despite the approximation involved, the above method clearly shows that our regularization is by no means a trick to curb the divergence. Rather, it is a natural way to transform a divergence into some arbitrary constants, revealing that the essential meaning of divergence is just the "uncertainty" in the theory. Thus so-called renormalization turn out to be nothing but a process of reconfirmation to fix these constants via experiments. We must reconfirm a mass before it could be modified via radiative corrections. Either "skipping over the first step" or "combining two steps into one" is not allowed.

In deeper understanding, our RRM is based on a "principle of relativity" in epistemology\([27]\): Every thing is moving and becomes recognizable only in relationship with other things. What we can understand is either no mass scale or two mass scales, but never one mass scale. This scenario is clearly displayed in the Gross-Neveu model\([28]\), also in the \(\lambda \phi^4\) model with SSB as shown by Eqs.(65), (70) and (72). The vacuum expectation value of field, \(\phi_1\), just provides a "mass unit" for the mass \(m_\sigma\) excited on the vacuum with SSB.

Similarly, in perturbative QFT, we will be able to calculate various radiative corrections on a particle only when its mass \(m\) can be reconfirmed again and again throughout any high loop \((L)\) order of theory until \(L \rightarrow \infty\). Just like one has to reconfirm his plane ticket before his departure from the airport, he must use the same name throughout his entire journey\([4]\).
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