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**Abstract**—RGB-Infrared (IR) person re-identification aims to retrieve person-of-interest from heterogeneous cameras, easily suffering from large image modality discrepancy caused by different sensing wavelength ranges. Existing work usually minimizes such discrepancy by aligning domain distribution of global features, while neglecting the intra-modality structural relations between semantic parts. This could result in the network overly focusing on local cues, without considering long-range body part dependencies, leading to meaningless region representations. In this paper, we propose a graph-enabled distribution matching solution, dubbed Geometry-Guided Dual-Alignment (G²DA) learning, for RGB-IR ReID. It can jointly encourage the cross-modal consistency between part semantics and structural relations for fine-grained modality alignment by solving a graph matching task within a multi-scale skeleton graph that embeds human topology information. Specifically, we propose to build a semantic-aligned complete graph into which all cross-modality images can be mapped via a pose-adaptive graph construction mechanism. This graph represents extracted whole-part features by nodes and expresses the node-wise similarities with associated edges. To achieve the graph-based dual-alignment learning, an Optimal Transport (OT) based structured metric is further introduced to simultaneously measure point-wise relations and group-wise structural similarities across modalities. By minimizing the cost of an inter-modality transport plan, G²DA can learn a consistent and discriminative feature subspace for cross-modality image retrieval. Furthermore, we advance a Message Fusion Attention (MFA) mechanism to adaptively reweight the information flow of semantic propagation, effectively strengthening the discriminability of extracted semantic features. Extensive experiments on two standard benchmark datasets validate the superiority of G²DA, yielding competitive performance against previous state-of-the-arts.

**Index Terms**—Person re-identification, cross-modality matching, optimal transport, feature alignment, channel exchange.

I. INTRODUCTION

PERSON re-identification (ReID) refers to a large-scale image retrieval task that aims to match specific pedestrians from multiple non-overlapping camera views [1], [2]. It has picked up momentum in recent years for its widespread use in video surveillance and public security [3], [4]. Currently, most ReID researches [5]–[9] dedicate to conventional RGB-based cross-view matching tasks that use images captured by visible cameras in the daytime [10]. However, poor illumination (e.g., at night-time) could degrade the recognition performance of visible cameras [11]. With the widespread use of dual-mode cameras in recent years, infrared (IR) pedestrian images captured by IR imaging sensors, robust enough to illumination variations [12], have provided an effective and inexpensive complement to RGB images taken from visible-light cameras. Therefore, it becomes necessary to match IR person images with their RGB counterparts from disjoint cameras, which we call it the RGB-Infrared cross-modality person ReID (RGB-IR ReID) problem.

Different from the visible spectrum-based re-identification problem, RGB-IR ReID encounters the extra modality discrepancy caused by different imaging mechanisms. RGB images store color information of three channels attained from visible light, whilst IR pictures contain only one channel information from infrared radiation [13], [14]. This intrinsic modality heterogeneity determines that existing single-modality ReID techniques cannot be directly used in cross-modality scenarios [15]. For instance, although playing a critical role in RGB-based re-identification, color information becomes ineffective cues in RGB-IR ReID, since it is unable to find common visual areas with the same color in heterogeneous images [16]. Moreover, fundamental challenges in conventional ReID tasks, such as high inter-class similarity and dramatic intra-class variations caused by different illumination conditions, poses, viewpoints and backgrounds [17], are further exacerbated by...
the modality gap, leading to more difficulties for matching tasks.

A crucial step in eliminating such modality gap is training deep networks to map heterogeneous pedestrian images to well-aligned representations that facilitate similarity-based matching tasks [18]. Currently, there mainly exists two lines of literature: (1) Pixel alignment-based methods [2], [14], [19], [20]. They seek to alleviate the cross-modality variations from pixel level, often tending to adopt Generative Adversarial Network (GAN) to translate input images into their counterpart modality [2], [19]. Nevertheless, adversarial training is unstable and easily suffers from the notorious mode collapse issue [1], [21]. (2) Feature alignment-based methods [22]–[29]. This line of researches aim to mitigate such heterogeneity with cross-modality feature alignment. In general, they first leverage modality-specific convolutional neural network (CNN) branches to map RGB and IR images into a common feature subspace, and then impose various discriminability constraints, such as triplet loss and contrastive loss, on the last layer of shared convolutional blocks, guiding the whole network to learn discriminative representations [1], [23], [28]. However, these point/pair-wise similarity measures only consider the distance between RGB-IR samples rather than RGB-IR distributions, leaving the underlying distribution gap unresolved and thus impair modality-invariance of learned representations [19], [30]. Although recent works employ probability measures such as Maximum Mean Discrepancy (MMD) [31] for modality alignment, they only enforce the alignment of global domain statistics, without considering statistical properties for each category [32]. Samples from different domains but the same class may still be aligned incorrectly [33].

To tackle above limitation, some current work focus their efforts on sample-level modality alignment approaches. They tend to employ global descriptors to minimize the distribution difference (Fig. 1(a)) between cross-modality ReID sample pairs [14]. This helps eliminate modality divergence within class, simultaneously improving the discriminability of learned features. However, some latent semantics and structural information (e.g., hair, face, and skeleton), which are significant clues for cross-modality alignment [34], [35], are ignored in these global-wise approaches. Although several recent studies leverage uniform partition strategy [36], [37] to decompose human body into parts for inter-modality discrepancy reduction, structural relations between body components are still not well exploited. Without the guidance of structural relations, the learned representations may only focus on local visual cues, failing to capture long-range dependencies among different body-parts.

In this paper, we propose a graph-enabled distribution matching solution, named Geometry-Guided Dual-Alignment (G2DA), for RGB-IR ReID. Instead of solely attracting the set-level modality distributions, we present an adaptive skeleton graph to explicitly model high-order topology information of body parts. Thanks to the semantic-aligned nature of skeleton graph, we can jointly encourage semantic and structural modality consistency by matching the probabilistic distribution of global and part embeddings, forming a more robust feature subspace for cross-modal image retrieval. As depicted in Fig. 1(c), we embed topological relations among body components into the skeleton graph, which contains not only person-dependent semantics but structural information, enabling dense correspondences establishment between RGB-IR sample pairs. Based on this formulation, we reframe modality-invariant feature learning as a graph matching problem, in which nodes and edges with the same semantic information are attracted to perform modality distribution matching. To solve this task, we introduce Optimal Transport (OT) [38] as a matching metric to match semantically similar nodes. By minimizing the cost of a inter-modality transport plan, we could learn modality-invariant part representations while preserving their neighboring relations. Furthermore, we advance a Message Fusion Attention (MFA) mechanism to dynamically suppress noisy features caused by heavy occlusion, strengthening the discriminative power of learned representations. Extensive experiments on two public datasets validate the superiority of the proposed method, yielding competitive performance when compared with state-of-the-arts.

Our major contributions are summarized as follows:

- We present a novel dual-alignment learning method for RGB-IR ReID, which jointly utilizes semantics and body topology to achieve precise sample-level modality alignment, effectively improving the performance of cross-modality retrieval.
- We propose a G2DA framework that embeds both semantic-aligned parts and structural relations of each sample into a skeleton graph, and formulates a OT-based graph matching task to jointly achieve semantic- and structural-level alignment, simultaneously enhancing feature invariance and discrimination.
- A novel Message Fusion Attention (MFA) mechanism is advanced to adaptively refine the learned multi-scale features by semantic propagation, serving as an automated feature calibrator for discriminative feature learning.
- Extensive experimental results demonstrate the effectiveness of the proposed method over the state-of-the-arts on benchmark datasets.

II. RELATED WORK

A. RGB-IR Person ReID

RGB-IR person ReID addresses the problem of matching a target person between heterogeneous modalities, which has witnessed remarkable progress [1], [2], [14], [19]–[29], [39]–[44] in recent years. Aside from intra-class variations, RGB-IR ReID has to deal with the additional modality discrepancy resulted from different wavelength ranges of RGB and IR imaging sensors. Wu et al. [39] contribute the first RGB-IR ReID dataset named SYSU-MM01, and present a zero-paddling one-stream network for cross-modality matching. One commonly used deep architecture for cross-modality image matching is two-stream CNN network [43], where shallow layers are independent to learn a common feature space, and deep blocks are shared to mine discriminative cues for matching. In addition, a lot of metric learning techniques [22], [23], [25], [26], [28], [31] are proposed to yield more useful
Fig. 2. Our G²DA framework for RGB-IR person ReID. (a) Multi-Scale Skeleton Graph Construction models the extracted whole-body contexts and local body-parts features into a skeleton graph; (b) OT-based Dual-Alignment leverages both pair-wise semantics (Cross-modality Cost Matrix) and group-wise structural similarities (Intra-modality Cost Matrix) to perform sample-level modality alignment; (c) Message Fusion Attention (MFA) enhances multi-head attention mechanism with a self-adaptive message fusion strategy to further boost feature discriminability.

discriminative feature representations that’s robust to heterogeneous modalities, achieving significantly better performance. Another avenues [2], [14], [19], [20] adopt GAN-based image style transfer to remit pixel-level modality discrepancy. By virtue of this, Wang et al. [14] propose to generate cross-modality paired-images, and then utilize global descriptors to perform instance-level alignments. It greatly alleviates the issue of instance misalignment between modalities and produces better cross-modality matching results. Whereas the adversarial training process is unstable [45], and such fine-grained alignment seems to profit less from global features alone, leaving large room for further performance improvement.

B. Local Feature Representation Learning

To mine as much discriminative cues as possible, most ReID works focus their efforts on local feature learning. Horizontal division approaches [46], [47] usually partition images into equal horizontal strips from top to bottom, while the pre-defined rigid grids are not well adapted to pose variations, imperfect pedestrian detectors and heavy occlusions [18], [48], [49]. Human pose estimation techniques [50], [51] can alleviate the problem, but still suffer from noisy pose detection. More recently, there have emerged a lot of part-based methods in RGB-IR ReID [29], [34], [36], [37], in which most of them adopt horizontal division strategy incorporating attention mechanism to learn fine-grained modality-invariant features. This enables different-modality samples belonging to the same class to be tightly clustered in the learned feature subspace. Nevertheless, such partition strategy cannot guarantee the learned part features are semantically aligned across modalities, which might hinder dense correspondences learning between RGB-IR sample pairs.

C. Optimal Transport

Optimal Transport (OT) distance [52] is a classic metric that provides an effective way to measure the distance between probability distributions. Compared to Kullback-Leibler (KL) divergence or Jensen-Shannon (JS) divergence, OT is capable of measuring non-overlapping distributions, can be better adapted to gradient decent methods [53]. Nowadays, it has been widely applied to various cross-domain tasks, including cross-domain alignment [54]–[56] and unsupervised domain adaptation [35], [57]. Through learning a transport plan (T) [58], the cost [35] of transferring feature distribution from one domain to another is minimized, i.e., the distribution divergence between domains is reduced [54]. Currently, several work also demonstrate that OT is able to preserve the geometry of feature distribution [38], [59], [60], showing promising potential to address identity recognition problems. Our work is the first to introduce OT into cross-modality ReID, which simultaneously measures point-wise distance and group-wise structural relations to achieve precise sample-level dual-alignment.

D. Graph Attention Network

Graph Attention Network (GAT) [61] is an attention-based architecture applied to graph-structured data. Compared with convolutional-based graph learning network (GCN) [62], GAT
can evaluate the influence of different nodes on the target node [63], so as to guide the model focus on the most task-relevant information [64], [65]. It has been successfully adopted in person/vehicle ReID tasks [66]–[68]. Most of them inject task-beneficial relation (e.g., extrinsic structured relation among images and inherent structured relation within an image [66]) into the graph, and then learn node-wise similarities to refine original features. For cross-modality ReID, Ye et al. [29] pioneer a GAT-based feature learning module to reinforce global representations. The introduction of attention mechanism enables network to fully exploit cross-modality nuances for precise matching. In this work, we extend GAT with a self-adaptive message fusion strategy that reweights the information flow of semantic propagation, strengthening intra-modality part features for better dual-alignment.

III. PROPOSED METHOD

This section details the proposed Geometry-Guided Dual-Alignment (G^2DA) framework (Fig. 2). Multi-Scale Skeleton Graph Construction (Sec. III-A) embeds deep semantics and structural relations of each sample into a skeleton graph, forming person-dependent and modality-independent representations for each identity. In OT-based Dual-Alignment (Sec. III-B), we cast cross-modality alignment as a dense graph matching problem, introducing OT as a distribution metric to measure pair-wise distance and group-wise structural similarities between modalities. By learning a transport plan, divergences between RGB-IR graph pairs are as reduced as possible. To further suppress meaningless features caused by heavy occlusion, a Message Fusion Attention (Sec. III-C) mechanism is presented as a feature calibrator for discriminative feature learning.

A. Multi-Scale Skeleton Graph Construction

Unlike previous global-descriptor based approaches [14], we propose a dynamic skeleton graph construction strategy that embeds multi-scale visual cues (i.e., body shape and local body-parts) of each identity into a complete graph. This graph provides hierarchical identifiable information for sample-level modality alignment.

The graph construction is a two-step process consisting of node and edge construction. We first adopt a two-stream CNN network [29] as our baseline model for node representation learning. As shown in Fig. 2 (a), parameters of the first convolutional block are independent to map RGB and IR images into a common subspace, while the deeper four blocks are shared to mine discriminative features from that subspace. The global descriptor \( V^m_g \) (\( m \)) is the modality indicator) is obtained via Global Average Pooling (GAP) and a BNNeck [8], which is optimized by the baseline loss \( \mathcal{L}_b \):

\[
\mathcal{L}_b = \mathcal{L}_{id} + \mathcal{L}_{tri},
\]

where softmax cross-entropy loss \( \mathcal{L}_{id} \) is used for identity classification, and online hard-mining triplet loss \( \mathcal{L}_{tri} \) [69] encourages the distance between positives to get closer while negatives farther. Note that positives (negatives) are sample pairs from different modalities.

To extract body-part features, we introduce a pose estimator [51] to guide the feature learning process. Given an image, we can get its feature map \( F_{cnn} \in \mathbb{R}^{2048 \times H \times W} \) and thirteen key-point heatmap \( F_{kp} \in \mathbb{R}^{13 \times H \times W} \) through the baseline model and pose estimator, respectively. For each \( F_{kp} \), we duplicate it 2048 times and then perform outer product (\( \otimes \)) with \( F_{cnn} \), where GAP operation (\( g_{avg}() \)) is then applied to get a group of key-points features \( V^m_i \):

\[
V^m_i = \{ v^m_k \}_{k=1}^K = g_{avg}(F_{cnn} \otimes F_{kp}),
\]

where \( K \) is the number of key-point, \( v^m_k \in \mathbb{R}^d \) and \( d \) is the feature dimension.

After obtaining these multi-scale features, each image is represented as a set of feature vectors \( (V^m_g \) and \( V^m_i \)). Considering the high-order topology information of body-parts, we then connect any two possible vectors for edge representation learning. In this way, two types of relationships are explicitly modeled by edges. First, each edge between adjacent semantic nodes reflects the local-local relation, i.e., the body topology. Second, every local part is connected with a whole-body embedding. The edges between them reflect the global-local relation where global features offer informative contextual guidance for local cues. Thus, we generate a complete graph, in which nodes refer to extracted whole-part features and edges indicate structural similarities among them.

Discussion. Regarding the extracted pose-guided part features, one question is likely to come up: the pose estimator we present is typically trained with RGB samples, whether it works on IR images? Or could our pose estimator correctly fight against the modality gap? To answer this question, we examine the visualization results of estimated key-points in both RGB and IR images (Fig. 3) and observe that our pose estimator can work effectively in the cross-modal settings. One possible reason is that the prediction process of human landmarks relies more on modality-shared information such as body structure and shape, rather than modality-specific cues like color [70]. But in some cases, the learned features are contaminated by occlusions (Fig. 3 (c)). In Sec. III-C, we present...
a strategy that helps alleviate this limitation via emphasizing identity-related parts while depressing noisy ones.

B. OT-based Dual-Alignment

As discussed in Introduction section, either contrastive loss \(^2\) or triplet loss \(^1\), \(^7\), \(^9\), \(^7\) cannot well eliminate the distribution divergence between RGB-IR modalities \(^7\). To bridge such gap, Ye et al. \(^3\) propose to employ a distribution metric to enforce alignment between the entire RGB and IR sets. Yet the distribution variances within each class are ignored, possibly leading to misalignment within the same class.

Here, we suggest a sample-level dual-alignment method for simultaneously easing set- and sample-level misalignment. Our dual-alignment approach comprehensively considers semantic and structural information: on the one side, we cluster skeleton graph nodes with the same semantics across modalities to attain modality-agnostic information. On the other side, we measure node-wise similarities (i.e., edges of the graph) and encourage these structural relations to be consistent between modalities, further enhancing feature invariance in a relational manner.

Given a RGB-IR skeleton graph pair, \(G_1 = (V_1, E_1)\) and \(G_2 = (V_2, E_2)\) with \(|V_1| = |V_2| = K + 1\) (\(V\) and \(E\) denotes the set of nodes and edges respectively), dual-alignment aims to establish an assignment between \(G_1\) and \(G_2\) by maximizing a graph matching score over corresponding nodes and edges \(^7\). To this end, the optimal assignment \(v^*\) can be formulated as:

\[
v^* = \arg\max_v v^T M v, \text{ s.t. } \|v\|_2 = 1
\]

where \(v \in \mathbb{R}^{(K+1)(K+1) \times 1}\) measures how well every point \(i \in V_1\) matches with \(a \in V_2\), and positive matrix \(M \in \mathbb{R}^{(K+1)(K+1) \times (K+1)(K+1)}\) measures those of every pair \((i, j) \in E_1\) and \((a, b) \in E_2\).

To solve Eq. (3), we need to simultaneously preserve the distribution consistency of semantic-aligned nodes as well as their structural relationships (i.e., edges) between modalities. However, commonly used distribution measures, such as Kullback-Leibler or Jensen-Shannon divergence, are unable to evaluate the underlying geometric properties of the feature subspace, thus easily falling into local optimum \(^3\), \(^5\), \(^7\). Alternatively, as a structured distribution measure, Optimal Transport (OT) is capable of modeling geometric displacements across multi-modal images, exhibiting a great advantage in cross-domain alignment \(^5\), \(^6\). In our work, we use OT to learn a transport plan \(T\) \(^5\) that transfers the unit quality from RGB (IR) to IR (RGB) modality with minimal cost. Specifically, a Graph Optimal Transport (GOT) distance \(^5\) is employed as the matching metric for the transport plan learning. Benefiting from the combination of Wasserstein distance (WD) \(^7\) and Gromov-Wasserstein distance (GWD) \(^7\) in GOT, we can jointly measure pair-wise relations and group-wise structural similarities to facilitate the dual-alignment in shared feature subspace.

**Semantic-level alignment.** We leverage the ability of measuring point-wise distance in WD to match two groups of semantic features across heterogeneous modalities. Let \(\mathbb{S}^R\) and \(\mathbb{S}^I\) be complete metric spaces (e.g., Euclidean space), \(\mu \in P(\mathbb{S}^R)\) and \(\nu \in P(\mathbb{S}^I)\) denote the space of discrete probability distributions. \(P(\mu, \nu)\) denote the space of joint probability distributions with marginals \(\mu\) and \(\nu\). Given two sets of feature vectors \(V^R = V^R_1 \cup V^R_2\) and \(V^I = V^I_1 \cup V^I_2\) associated with a same identity \(y_i\) from \(\mathbb{S}^R\) and \(\mathbb{S}^I\) respectively, we use WD to promote alignment between two sets of embeddings.

The transport plan \(T\) seeks a joint probability distributions \(\gamma \in P(\mu, \nu)\) that yields a minimal displacement cost:

\[
D_w(\mu, \nu) = \inf_{\gamma \in P(\mu, \nu)} E_{(v^R, v^I) \sim \gamma}[c(v^R, v^I)]
\]

\[
= \min_{T \in \mathbb{P}(\{u, v\})} \sum_{i=1}^{K+1} \sum_{j=1}^{K+1} T_{ij} \cdot c(v^R_i, v^I_j),
\]

where \(\mathbb{P}(\{u, v\})\) denotes all possible transport plans, \(c(\cdot, \cdot)\) is a cost function used to calculate the structural similarity between two pairs of features \((v^R_i, v^I_j)\) and \((v^R'_i, v^I'_j)\). To preserve the structural relationships of semantic nodes across heterogeneous modalities, we calculate the cost functions between node embeddings (the Intra-Modality Cost and compare these distances in RGB(IR) graph with their counterparts by GWD \(^7\).

More concretely, in each modality, we calculate the similarity scores between node embeddings (the Intra-Modality Cost Matrix shown in the Fig. 2). The scores can be viewed as the distance between two groups of feature \(V^R\) and \(V^I\), forming a Cross-Modality Cost Matrix as seen in Fig. 2(b).

We further impose contrastive loss \(^7\) over every pair of aligned features, which enforces intra-class feature compactness whereas inter-class separability. Different from previous methods, the contrastive loss is applied to both local body-part features and global features, where every pair-wise features is of different modalities.

\[
L_c = \frac{1}{2N_1(K+1)} \sum_{k=1}^{N_1} (1 - y_n) d_{n,k}^2 + y_n \{\max(\varepsilon - d_{n,k}, 0)\}^2,
\]

where \(N_1\) is the training batch size, \(d_{n,k} = \|v^R_n - v^I_k\|_2\), \(y_n\) is a binary label indicating whether two images belong to the same identity, \(y_n = 0\) means they are paired images and \(y_n = 1\) otherwise. \(\varepsilon\) is a pre-defined margin, which is set to 2.0 in our experiments. Only if \(y_n = 1\) and their distance is smaller than \(\varepsilon\), the latter term will be incurred.

**Structure-level alignment.** To preserve the structural relationships of semantic nodes across heterogeneous modalities, we calculate distances between key-points within each modality and compare these distances in RGB(IR) graph with their counterparts by GWD \(^7\).

In each modality, we calculate the similarity scores between node embeddings (the Intra-Modality Cost Matrix shown in the Fig. 2). The scores can be viewed as the edge between two nodes, and edge alignment encourages both local and global relations across two modalities to be consistent in the common subspace. Following the definition in Eq. (4), we calculate the Gromov-Wasserstein distance as follows:

\[
D_{gw}(\mu, \nu) = \inf_{\gamma \in P(\mu, \nu)} E_{(v^I, v^R) \sim \gamma}[\mathcal{L}(v^R, v^I)] = \min_{T \in \mathbb{P}(\{u, v\})} \sum_{i,j \in \mathbb{I}} T_{ij} \mathcal{L}(v^R_i, v^I_j),
\]

where \(\mathcal{L}(\cdot)\) is the cost function used to calculate the structural similarity between two pairs of features \((v^R_i, v^I_j)\) and \((v^R'_i, v^I'_j)\).
$$(v_i^1, v_i^2),$$ formulated as: $L(v_i^R, v_i^f, v_i^R, v_i^f) = \|c(v_i^R, v_i^R) - c(v_i^f, v_i^f)\|$. Notably, the learned transport plan $T$ for GWD is shared with WD, so that both semantic and structural information can be exploited to achieve more precise cross-modality alignment. The unified learning object is formulated as:

$$D_{att}(\mu, \nu) = \min_{T \in \Pi(u,v)} [\phi D_w(\mu, \nu) + (1 - \phi) D_gw(\mu, \nu)], \quad (7)$$

where $\phi$ is a hyper-parameter to control the importance of two distances. In this way, the distribution discrepancy between cross-modality sample pairs can be further alleviated by enforcing such dual-alignment.

### C. Message Fusion Attention

Although Fig. 3 (a) (b) demonstrates the pose estimator functions well under both RGB and IR modalities, noisy pose detections caused by heavy occlusion still exist (Fig. 3 (c)). To address this issue, we advance a novel Message Fusion Attention (MFA) module, which, in an adaptive manner, emphasizes identity-related part features while suppressing the meaningless ones (i.e., part features of occluded regions), effectively enhancing feature expressiveness. Specifically, for each image, MFA refines the extracted skeleton graph with natural adjacency of different body parts and performs multi-head self-attention among all parts. To fuse knowledge learned from different heads, MFA introduces a parameter-free message fusion strategy, acting as a soft gate to adaptively control what information should be fused.

**Graph Refinement.** We refine the extracted skeleton graph into an undirected version $G = (V, E)$ based on natural body-part adjacency, in which $V$ represents node set $V^m = V^m_R \cup V^m_I$ ($m \in \{R, I\}$) and $E$ is a set of edges that formulates an adjacency matrix $A \in \{0, 1\}^{(K+1) \times (K+1)}$. $A_{i,j} = 1$ means the $i$-th and the $j$-th parts are connected and 0 otherwise. Notably, aside from local-local relations, we also establish global-local relations by connecting global descriptor with all of local components. In this way, global features provide context guidance (e.g., body shape, gender and clothes) to improve local features [79], and local details, in turn, complement the global descriptor with dispersive fine-grained identity information (e.g., hair, face and feet) [79].

**Intra-Graph Attention.** In $G = (V, E)$, each node is allowed to attend over its connected nodes, thus learning a set of parameters (i.e., the attention scores) to aggregate its neighbors for node updating. Rather than a single attention function, we perform multi-head attention on each node [80] to capture richer relevant information within each graph. It allows different body regions (e.g., upper body and lower body) to be parallelly attended by distinct heads, thereby raising the upper bound of feature distinctiveness for better retrieval results.

Given the input node embeddings $V_k = \{v_k \in \mathbb{R}^{d_f} \}_{k=1}^{K+1}$ ($d$ is the feature dimension), we define a learnable attention coefficient between every pair of nodes to evaluate their similarities. Assume that there are $L$ attention heads, for the $l$-th attention head, the attention coefficients between the $i$-th and the $j$-th node $\alpha_{i,j}^l$ can be formulated as:

$$\alpha_{i,j}^l = \frac{\exp(\Gamma(\theta^l|v_i \cdot W^l \cdot v_j))}{\sum_{\forall A_{i,k} = 1} \exp(\Gamma(\theta^l|v_i \cdot W^l \cdot v_k))}, \quad (8)$$

where $\Gamma(\cdot)$ denotes the LeakyReLU activation function, $\theta^l \in \mathbb{R}^{2d}$ is a learnable weight vector of attention mechanism $\alpha^l$, $W^l$ is a weight matrix used for feature dimension transformation, and $\|$ indicates the concatenation operation. For the $i$-th node, we calculate the attention coefficients with all of its neighbors for aggregation, resulting in a partial-representation of the $l$-th head:

$$v_{i,l} = \sigma(\sum_{\forall A_{i,j} = 1} \alpha_{i,j}^l \cdot W^l \cdot v_j), \quad (9)$$

where $\sigma(\cdot)$ is a nonlinear activation function, and $W^l$ is the corresponding input linear transformation’s weight matrix. During the training process, the message passing of semantic nodes is promoted whilst that of meaningless ones is suppressed adaptively.

**Self-Adaptive Message Fusion.** Even with rich knowledge learned from multiple distinct subspaces, there is no guarantee that all attained information is useful. Here, we introduce a parameter-free message fusion strategy, which enables redundant channels to be adaptively replaced by a meaningful one to augment the expressive ability of each partial-representation. Specifically, this process is self-guided by a channel-wise scaling factor, which is calculated by Batch Normalization (BN) operation applied to each head:

$$v'_{i,l,c} = \gamma_{i,l,c} \cdot \frac{v_{i,l,c} - \mu_{i,l,c}}{\sigma_{i,l,c} + \epsilon} + \beta_{i,l,c}, \quad (10)$$

where the subscript $c$ denotes the $c$-th channel; $\mu_{i,l,c}$ and $\sigma_{i,l,c}$ are the mean and standard deviation of the $c$-th channel for all the $L$ attention heads; $\gamma_{i,l,c}$ and $\beta_{i,l,c}$ are the learnable scaling factor and offset, respectively; $\epsilon$ is a small constant that used to avoid zero denominator.

Note that, the scaling factor $\gamma_{i,l,c}$, which evaluates the importance of the $c$-th channel, determines whether $v'_{i,l,c}$ is potentially redundant or not [81]. Guided by this factor, the process of self-adaptive message fusion can be formulated as:

$$v'_{i,l,c} = \left\{ \begin{array}{ll}
\gamma_{i,l,c} \cdot \frac{v_{i,l,c} - \mu_{i,l,c}}{\sigma_{i,l,c} + \epsilon} + \beta_{i,l,c}, & \quad \text{if } \gamma_{i,l,c} > \theta \\
\frac{1}{L - 1} \sum_{l' \neq l} \gamma_{i,l',c} \cdot \frac{v_{i,l',c} - \mu_{i,l',c}}{\sigma_{i,l',c} + \epsilon} + \beta_{i,l',c}, & \quad \text{otherwise}
\end{array} \right. \quad (11)$$

where $\theta$ is a pre-defined threshold. A channel should be replaced by the mean of other channels if its scaling factor $\gamma_{i,l,c}$ is smaller than $\theta$. Once all the enhanced partial-representations $v'_{i,l}$ are obtained, a better output node embedding $\pi_i$ can be returned via a simple concatenation operation.
Aggregation Layer. To obtain a unified embedding, we aggregate the enhanced partial-representations in the following way:

$$V_G = BN(g_{avg}(F_{cnn})) + \sum_{k=1}^{K+1} \omega_k \overline{b}_k,$$

(12)

here, $V_G$ is the output graph representation, which is optimized by cross-entropy $\mathcal{L}_c$ to ensure intra-modality discrimination. $BN(\cdot)$ is the Batch Normalization operation. The first term is utilized to stabilize the training process. And in the second term, we employ a learnable weight vector $\omega_k$ to aggregate node embeddings, where meaningless ones are expected to get small weight.

D. Network Training and Inference

During training, we aim to minimize the following objective functions:

$$\mathcal{L} = \lambda_b \mathcal{L}_b + \lambda_o \mathcal{L}_o(\mu, \nu) + \lambda_c \mathcal{L}_c + \lambda_g \mathcal{L}_g,$$

(13)

where $\lambda_b$, $\lambda_o$, $\lambda_c$ and $\lambda_g$ are trade-off parameters that indicate the weight of each loss function.

In the testing phase, only Multi-Scale Skeleton Graph Construction and Message Fusion Attention are adopted, making the inference pipeline computationally efficient and robust. The final graph embedding $V_G$ is utilized to perform re-identification.

IV. EXPERIMENT

We evaluate the proposed method on two cross-modality ReID datasets (SYSU-MM01 and RegDB), performing fair comparison with state-of-the-art methods. The ablation study also carried out to validate the effects of each component.

A. Experimental Settings

Datasets. SYSU-MM01 [16] is a large-scale RGB-IR dataset containing RGB and IR images of 491 identities captured by four visible and two near-infrared cameras under both indoor and outdoor scenes. We adopt the fixed split that using 395 identities with 22,258 RGB images and 11,909 IR images for training and 96 identities for testing. Following the evaluation protocol [16], there are two search modes, i.e., all-search and indoor-search. The former contains images captured by all four visible cameras and the latter only comprises images captured by two indoor visible cameras. For each mode, we adopt both single-shot and multi-shot settings, which means that the gallery set contains one/ten randomly selected RGB image(s) for each IR query image. It is worth noting that single-shot & all-search is the most challenging test mode.

RegDB [84] is a relatively small-scale dataset collected by a dual-camera system (one visible and one far-infrared). We present some samples from two datasets to illustrate the difference of IR images captured by near-infrared and far-infrared cameras (Fig. 4). RegDB accommodates 8,240 images of 412 identities, where each identity has 10 RGB and 10 IR images, respectively. We randomly divide the dataset into two halves, one for training and the other for testing, and repeated a total of 10 times random splits of the gallery and probe sets [23]. During the test stage, both Visible-to-Thermal and Thermal-to-Visible evaluation modes are adopted.

Evaluation Protocols. To evaluate the performance of our model, Cumulative Matching Characteristic (CMC) curve and mean Average Precision (mAP) are adopted as the evaluation criteria. The CMC at rank-k represents the probability of the correct match occurs in top-k retrieval results, and mAP is a comprehensive evaluation measuring the retrieval performance of multi-matching. Different from the conventional ReID task, during the testing stage, the query set and gallery set are of different modalities in cross-modality tasks.

Implementation details. The proposed method is developed on Pytorch framework with NVIDIA 2080Ti GPU. Following existing RGB-IR ReID works [18], [29], we adopt a two-stream CNN network with ResNet50 backbone for fair comparison [85], and apply the parameters pre-trained on ImageNet [86] for network initialization. Specifically, the parameters are different in the first block, while deep convolutional blocks are shared for each modality. As for the pose estimation model, we adopt the state-of-the-art HR-Net [51] pre-trained on the COCO dataset [87] and get $K = 13$ keypoints including head, shoulders, elbows, wrists, hips, knees, and ankles, following [88]. Multi-head attention mechanism is adopted to optimize the similarity relationships of part features, where the number of attention heads $L$ is set to 4.

Both in training and testing stage, the input images are firstly resized to $288 \times 144$. Random cropping with zero-padding and horizontal flipping are adopted for data augmentation [29]. The batch size $N_t$ is set to 64, and each identity comprises 4 RGB and 4 IR images, for a total of 8 identities. We set the learning rate as 0.1 for both datasets, which is decayed by 0.1 at 30-th epoch and 0.01 at 50-th epoch.
Our model is trained with total 80 epochs and is optimized with stochastic gradient descent (SGD), where momentum parameter is set to 0.9. By default, we set the margin parameter $\rho$ in triplet loss to 0.3, $\varepsilon$ in contrastive loss to 2.0 and $\theta$ in channel exchange to 0.02, the hyper-parameter $\phi$ in Eq. (7) to 0.5. The trade-off parameter $\lambda_c = \lambda_o = \lambda_g = 1$, and $\lambda_e = 0.1$.

B. Comparison With the State-of-the-Arts

In this subsection, we conduct a thorough comparison of the proposed method with both conventional and state-of-the-art methods, including HOG, LOMO, Zero-Padding, TONE+HCML, BDTR, D-HSME, IPVT+MSR, cmGAN, D^2RL, AlignGAN, AGW, Xmodal and DDAG.

### Results on SYSU-MM01 dataset.

We adopt both all-search and indoor-search test modes, and each mode is performed in both single-shot and multi-shot ways. As shown in Table I, our method outperforms state-of-the-art approaches on the most challenging single-shot & all-search test mode, obtaining 57.50% Rank-1 accuracy and 55.91% mAP scores. Through in-depth analysis, we make the observations as follows: (1) Hand-craft features (HOG, LOMO) cannot well be generalized to the cross-modality matching task; (2) Feature learning with instance-level constraints, such as classification loss, triplet loss and ranking loss, shows significant improvement in performance. Whereas, these learning objectives mainly concentrate on optimizing the relationship between RGB-IR samples, the distribution divergence between two modalities has not been properly solved, which can degenerate the re-identification performance; (3) Adversarial learning-based methods (cmGAN, D^2RL, JSIA-ReID, AlignGAN) also achieve high re-identification accuracy. Most of them leverage GAN to generate cross-modality images for the reduction of pixel-level modality discrepancy, but they complicate the inference pipeline by appending a pre-processing module, and the adversarial training is unstable. (4) Recent shared feature learning methods (AGW, DDAG) significantly outperform the state-of-the-art GAN-based method (AlignGAN), which also show considerable efficiency as they are free of adversarial training. Compared to these methods, our work explicitly utilizes the crucial visual properties for each identity, and simultaneously performs semantic- and structural-level matching to achieve precise sample-level modality alignment. The superiority of such fine-grained modality alignment has been validated by the reported experimental results.

### Retrieval Results Visualization

To evaluate the cross-modality retrieval capability of the proposed method, we visualize the top-10 image retrieval results for five randomly selected samples in Thermal-to-Visible and Visible-to-Thermal query settings (Fig. 5). We observe that our ReID model performs well even with the ‘back-view of person’ query conditions (e.g., row a, c, d and f in Fig. 5) in cross-modality settings. This might benefit from the dual-alignment operations performed on each class, where the combination of human body parts and topology ensure these heterogeneous samples of different class can be better recognized. As we also can see from Fig. 5, our model achieves better performance in the Visible-to-Thermal query mode than in the Thermal-to-Visible mode, because visible images contain more visual cues that are conducive to matching than IR images. From row c, e and j in Fig. 5, we surprisingly see that our method is still able to output correct Rank-1 results when coping with the situation that personal belongings (e.g., backpacks) changes. This
Fig. 5. Top-10 retrieval results of 10 randomly selected identities on SYSU-MM01 in Visible-to-Thermal and Thermal-to-Visible query modes. Green and Red boxes denote correct and wrong matching results, respectively. The value on top of each image represents its cosine similarity to the query image.

**TABLE II**

Comparison with the state-of-the-arts on RegDB dataset with two test modes. Accuracy (%) at Rank r and mAP are reported.

| Method          | Visible to Thermal | Thermal to Visible |
|-----------------|--------------------|--------------------|
|                 | r1     | r10    | r20    | mAP   | r1     | r10    | r20    | mAP   |
| Zero-Padding [39]| 17.75  | 34.21  | 44.35  | 18.90 | 16.63  | 34.68  | 44.25  | 17.82 |
| TONE + HCML [23]| 24.44  | 47.53  | 56.78  | 20.88 | 21.70  | 45.02  | 55.58  | 22.24 |
| BDTR [22]        | 33.56  | 58.61  | 67.43  | 32.76 | 32.92  | 58.46  | 68.43  | 31.96 |
| D²RL [19]        | 43.40  | 66.10  | 76.30  | 44.10 | -      | -      | -      | -     |
| DGD+MSR [42]     | 48.43  | 70.32  | 79.95  | 48.67 | -      | -      | -      | -     |
| LSIA-ReID [14]   | 48.10  | -      | 48.90  | 48.50 | -      | -      | -      | 49.30 |
| D-HSME [25]      | 50.85  | 73.36  | 81.66  | 47.00 | 50.15  | 72.40  | 81.07  | 46.16 |
| IPV+MSR [40]     | 58.76  | 85.75  | 90.27  | 47.85 | -      | -      | -      | -     |
| AlignGAN [2]     | 57.90  | -      | -      | 53.60 | 56.30  | -      | -      | 53.40 |
| Xmodal [71]      | 62.21  | 83.13  | 91.72  | 60.18 | -      | -      | -      | -     |
| AGW [18]         | 70.05  | -      | -      | 66.37 | -      | -      | -      | -     |
| DDAG [29]        | 69.34  | 86.19  | 91.49  | 63.46 | 68.06  | 85.15  | 90.31  | 61.80 |
| **Ours**         | **71.72** | **87.13** | **91.92** | **65.90** | **69.50** | **84.87** | **89.85** | **63.88** |

consequence probably profits from the hierarchical skeleton graph mechanism, which enables our model be more focused on human body rather than identity-unrelated cues. On the whole, the Visualized retrieval results in both query modes further prove that our proposed method effectively augments the modality-invariance and discriminability in learned representations, thereby yielding impressive retrieval accuracy.

Results on RegDB dataset. Table II presents the comparison results on RegDB dataset, where both Visible-to-Thermal and Thermal-to-Visible test modes are adopted. It is clear that our method achieves comparable performance to existing approaches, attaining 71.57% and 69.11% in terms of Rank-1 identification rate under two test modes, respectively, which further verifies that our model is robust to heterogeneous query settings. From the perspective of test mode, the performance of Visible-to-Thermal is better than that of Thermal-to-Visible, possibly benefiting from rich visual cues containing in visible images.

**C. In-Depth Model Analysis**

Ablation Study. To verify the contribution of each component to the model, we conduct ablation experiments on standard benchmark SYSU-MM01 dataset with both all-search and indoor-search modes, and both modes are performed in single-shot manner. To be specific, “B” denotes the baseline model, a partially shared two-stream CNN network trained by $L_b$. “O” indicates OT-based dual-alignment. “CL” is the contrastive loss. “G” indicates intra-graph attention and “MF” represents self-adaptive message fusion. The results are reported in Table III.

We adopt a two-stream CNN network following [29] as our baseline model, where the first residual block is independent
TABLE III
Ablation Study on SYSU-MM01 Dataset Under Two Search Modes. Accuracy (%) at Rank r and mAP are Reported.

| Search modes | All-search | Indoor-search |
|--------------|------------|---------------|
| Methods      | r1 r10 r20 mAP | r1 r10 r20 mAP |
| B            | 49.17 84.38 92.16 47.27 | 53.60 89.67 95.63 61.41 |
| B+O         | 53.58 88.26 94.27 52.00 | 57.13 92.23 97.55 64.86 |
| B+O+CL      | 54.56 88.89 95.05 53.52 | 57.74 93.47 98.09 65.69 |
| B+O+CL+G    | 56.65 90.84 96.18 54.83 | 61.80 93.85 97.93 68.77 |
| B+O+CL+G+MF | 57.07 90.99 96.28 55.05 | 63.70 94.06 98.35 69.83 |

for each modality to capture modality-specific feature patterns and the other four blocks are shared to learn modality-shared feature embeddings. The combination of identity loss and triplet loss guides the network to learn cross-modality discriminative feature representations. It achieves 49.17% and 47.27% in terms of Rank-1 accuracy and mAP score, respectively, outperforming a lot of previous methods and proving to be a strong baseline model.

Effectiveness of **O**. Based on **B**, we further employ OT distance to explicitly mitigate the distribution difference between every cross-modality sample pair, which exhibits a clear improvement over the baseline model by 4.41% on Rank-1 accuracy and 4.73% on mAP score under the challenging all-search mode (a larger improvement can be seen in indoor-search mode). It is obvious that the bridge of sample-level distribution gap greatly benefits modality-invariant feature learning, effectively facilitating cross-modality matching.

Effectiveness of **CL**. Based on **B+O**, we study the effectiveness of contrastive loss and observe that the performance get a further improved by 0.98% on Rank-1 identification rate and 1.52% on mAP score. The above phenomenon shows the importance of part-level feature alignment, and simultaneously verifies that contrastive loss is conducive to enhance modality-invariance of learned representations.

Effectiveness of **G**. When we further perform multi-head attention within the graph, the matching performance is advanced with gains of 2.09% and 4.06% in Rank-1 accuracy under all-search and indoor-search modes, respectively. It is evident that richer knowledge captured from distinct subspaces greatly raises the upper bound of feature distinctiveness, effectively facilitating discriminative feature representation learning.

Effectiveness of **MF**. We further introduce a self-adaptive message fusion strategy to refine partial-representations learned from multi-head attention mechanism. As we can see, it acquires 1.9% performance gain of on Rank-1 identification rate and 1.06% improvement on mAP score under indoor-search mode, demonstrating that replacing the redundant channels with a meaningful one is beneficial to learn high-quality representations.

It is obvious that the proposed model reaches the optimal performance when integrating with all components, obtaining 57.07% on Rank-1 accuracy and 55.05% on mAP score, which suggests that all these modules work well together.

Feature Distribution Comparisons with Baseline. To further demonstrate the feature learning effectiveness of our sample-level dual-alignment mechanism, we illustrate the feature distributions learned by G²DA and the baseline in Fig. 6 using t-distributed Stochastic Neighbor Embedding (t-SNE) [89]. Here we show the visualization results of feature embeddings of different-modality images that belong to nine different identities (randomly sampled on SYSU-MM01 and RegDB, respectively), which are extracted by our dual-alignment model and the baseline network.

Comparing the region enclosed by the red dashed ellipse in Fig. 6 (a) with its counterparts in Fig. 6 (b), we see that the dual-alignment approach considerably reduces intra-class variations in cross-modality settings. The phenomenon that inter-class class distance is less than intra-class distance (e.g., comparing the regions enclosed by the blue and green dashed ellipses in Fig. 6 (b)) has also been alleviated by G²DA (see their counterparts in Fig. 6 (a)). Overall, The dual-alignment method outperforms the baseline in improving intra-class compactness and inter-class separation, either on SYSU-
This subsection evaluates the effect of four key parameters in the proposed method, i.e., the margin \( \varepsilon \) of contrastive loss in Eq. (5), the hyper-parameter \( \varphi \) in Eq. (7), the threshold \( \theta \) of channel exchange in Eq. (11) and the trade-off parameter \( \lambda_c \) in Eq. (13). We conduct all the experiments on SYSU-MM01 dataset with the most challenging single-shot & all-search test mode. The results are presented in Fig. 7.

1. The margin \( \varepsilon \) is utilized to define the distance difference between negative sample pairs. We vary \( \varepsilon \) from 0.5 to 3 and evaluate the performance under these settings. It can be observed that either a smaller or a larger \( \varepsilon \) would impair the performance, and \( \varepsilon \in [1.5, 2] \) can achieve better performance.

2. The hyper-parameter \( \varphi \) is used to control the trade-off between WD and GWD. We observe that the re-identification performance could be consistently improved when \( \varphi \in [0.1, 0.8] \), but drops dramatically when only WD works (i.e., \( \varphi = 1 \)). Results in Fig. 7 (b) demonstrate that both WD and GWD are crucial for modality alignment.

3. The threshold \( \theta \) is designed to determine whether a channel should be exchanged. We investigate the trend of performance when \( \theta \) ranges from 0 to 0.04 (\( \theta = 0 \) means that the channel exchange module is removed). It can be seen that both Rank-1 accuracy and mAP score are consistently improved with increasing \( \theta \), and then decrease after \( \theta = 0.02 \).

4. The trade-off parameter \( \lambda_c \) indicates the influence of contrastive loss to the retrieval performance, and a proper selection of \( \lambda_c \) is of critical importance. As depicted in Fig. 7 (d), we vary \( \lambda_c \) from 0.01 to 1, and observe that this term could improve the cross-modality ReID accuracy when \( \lambda_c = 0.1 \). This benefit is brought by the further enhancement of intra-class compactness and inter-class separability.

Empirically, we set \( \varepsilon = 2, \varphi = 0.5, \theta = 0.02 \) and \( \lambda_c = 0.1 \) in all our experiments. Notably, better performance might be achieved by different parameter selection.

In this paper, we present a graph-enabled distribution matching solution, named Geometry-Guided Dual-Alignment (G^2DA), for RGB-IR ReID. Based on a pose-adaptive skeleton graph generator, G^2DA involves a dual-alignment mechanism, i.e., semantic and structure alignments, to jointly strengthen the invariance and discriminability of learned representations. Specifically, we equip the deep network with semantic-aligned prior of body part locations to map heterogeneous images into complete skeleton graphs, in which both high-level semantics and structural information are embedded for representation learning. This novel formulation translates modality alignment into a sample-level graph matching problem, aiming to discover modality correspondence by considering both node features and edge attributes. To this end, we introduce OT distance as a matching metric and learn a modality-invariant feature subspace by minimizing the cost of an inter-modality transport plan. To enhance model robustness against noisy features, we further propose a MFA module to adaptively refine the learned features by promoting semantic message fusion, effectively augmenting the expressiveness of semantic-aligned node embeddings. Extensive experimental results on two standard benchmark datasets validate the effectiveness of G^2DA, with consistent improvement over previous state-of-the-arts.

V. CONCLUSION

PARAMETERS ANALYSIS

This subsection evaluates the effect of four key parameters in the proposed method, i.e., the margin \( \varepsilon \) of contrastive loss in Eq. (5), the hyper-parameter \( \varphi \) in Eq. (7), the threshold \( \theta \) of channel exchange in Eq. (11) and the trade-off parameter \( \lambda_c \) in Eq. (13). We conduct all the experiments on SYSU-MM01 dataset with the most challenging single-shot & all-search test mode. The results are presented in Fig. 7.

1. The margin \( \varepsilon \) is utilized to define the distance difference between negative sample pairs. We vary \( \varepsilon \) from 0.5 to 3 and evaluate the performance under these settings. It can be observed that either a smaller or a larger \( \varepsilon \) would impair the performance, and \( \varepsilon \in [1.5, 2] \) can achieve better performance.

2. The hyper-parameter \( \varphi \) is used to control the trade-off between WD and GWD. We observe that the re-identification performance could be consistently improved when \( \varphi \in [0.1, 0.8] \), but drops dramatically when only WD works (i.e., \( \varphi = 1 \)). Results in Fig. 7 (b) demonstrate that both WD and GWD are crucial for modality alignment.

3. The threshold \( \theta \) is designed to determine whether a channel should be exchanged. We investigate the trend of performance when \( \theta \) ranges from 0 to 0.04 (\( \theta = 0 \) means that the channel exchange module is removed). It can be seen that both Rank-1 accuracy and mAP score are consistently improved with increasing \( \theta \), and then decrease after \( \theta = 0.02 \).

4. The trade-off parameter \( \lambda_c \) indicates the influence of contrastive loss to the retrieval performance, and a proper selection of \( \lambda_c \) is of critical importance. As depicted in Fig. 7 (d), we vary \( \lambda_c \) from 0.01 to 1, and observe that this term could improve the cross-modality ReID accuracy when \( \lambda_c = 0.1 \). This benefit is brought by the further enhancement of intra-class compactness and inter-class separability.

Empirically, we set \( \varepsilon = 2, \varphi = 0.5, \theta = 0.02 \) and \( \lambda_c = 0.1 \) in all our experiments. Notably, better performance might be achieved by different parameter selection.
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