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Abstract

We consider a distributed computing framework where the distributed nodes have different communication capabilities, motivated by the heterogeneous networks in data centers and mobile edge computing systems. Following the structure of MapReduce, this framework consists of Map computation phase, Shuffle phase, and Reduce computation phase. The Shuffle phase allows distributed nodes to exchange intermediate values, in the presence of heterogeneous communication bottlenecks for different nodes (heterogeneous communication load constraints). For this setting, we characterize the minimum total computation load and the minimum worst-case computation load in some cases, under the heterogeneous communication load constraints. While the total computation load depends on the sum of the computation loads of all the nodes, the worst-case computation load depends on the computation load of a node with the heaviest job. We show an interesting insight that, for some cases, there is a tradeoff between the minimum total computation load and the minimum worst-case computation load, in the sense that both cannot be achieved at the same time. The achievability schemes are proposed with careful design on the file assignment and the data shuffling. Beyond the cut-set bound, a novel converse is proposed using the proof by contradiction. For the general case, we identify two extreme regimes in which both the scheme with coding and the scheme without coding are optimal, respectively.

I. INTRODUCTION

In recent years, with the availability of low-cost servers and big data, distributed computing systems have come to prominence within industrial sectors. Distributed computing frameworks such as MapReduce [1], Hadoop [2] and Spark [3] have been used in many applications that require complex computations, e.g., machine learning and distributed virtual reality (VR).

In distributed computing systems, since a complex computational task is split and assigned to distributed nodes (workers), communication is an important step that facilitates the information exchange across distributed nodes. In the MapReduce-based distributed computing framework (cf. [1]), data is first split and processed (called Map) at the distributed nodes, and then the results are shuffled (called Shuffle), and processed again (called Reduce). As the amount of data and the number of nodes grow, heavy communication is required for data shuffling phase, which could lead to a non-negligible delay for the overall performance.

Recently, a significant number of works have focused on improving the performance of distributed computing system with the use of “coding” [4]–[29]. Specifically, the works in [4]–[8] have introduced Coded Distributed Computing (CDC) framework that utilizes the computational power of the distributed nodes with the addition of redundant jobs, which can reduce the communication load in the Shuffle phase. CDC has been developed for homogeneous computing systems. However, distributed computing systems are heterogeneous in nature [30]. In distributed computing systems, different nodes would have different computation capabilities, as well as different communication capabilities. For example, in data centers and mobile edge computing systems, the communication typically takes place over heterogeneous networks,
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in the presence of heterogeneous communication bottlenecks that limit differently on different links of the networks [31]–[34].

In this work, we consider a distributed computing framework with heterogeneous communication constraints, where different nodes have different communication capabilities. Based on the structure of MapReduce, this framework consists of Map computation phase, Shuffle phase, and Reduce computation phase. Specifically, the system seeks to compute $Q$ output functions for $N$ input files over $K$ distributed nodes, for some positive integers $Q, N$ and $K$. At first, the input files are assigned to $K$ distributed nodes by design. The output functions are decomposed into some Map functions and Reduce functions. Each Map function then takes one file, e.g., file $n$, as input and outputs $Q$ intermediate values $\{a_{q,n}\}_{q=1}^Q$, that will be used for the Reduce functions. In the Shuffle phase, some intermediate values are shuffled among the distributed nodes. In this work we consider the scenarios with heterogeneous communication constraints that limit differently on the amounts of data to send (communication loads) for different nodes, captured by the parameters $L_1, L_2, \cdots, L_K$. Given the heterogeneous communication load constraints, we seek to characterize the minimum total computation load (denoted by $M^*_\text{total}$), as well as the minimum worst-case computation load (denoted by $M^*_\text{worst}$) of a distributed computing system. In our setting, the computation load of a node is defined by the number of files computed in the node, and $M^*_\text{total}$ and $M^*_\text{worst}$ are captured by the sum and the maximum one of all $K$ computation loads, respectively. In a distributed computing system, intuitively $M^*_\text{total}$ is connected with the total resource consumption, while $M^*_\text{worst}$ is connected with the overall latency because it is affected by the computation time of a node with the heaviest job.

The main contribution of this work is the information-theoretical characterization of the minimum total computation load $M^*_\text{total}$ and the minimum worst-case computation load $M^*_\text{worst}$ in some cases, for the distributed computing systems with heterogeneous communication load constraints. The results reveal that, in most of the cases, $M^*_\text{total}$ depends on the total communication load constraint parameter, which is defined as $L = \sum_k L_k$, while $M^*_\text{worst}$ depends on the individual communication load constraint parameters $L_1, L_2, \cdots, L_K$. Table I provides a summary of $M^*_\text{total}$ and $M^*_\text{worst}$ for three cases of parameters. One can see that, given a fixed $L$, $M^*_\text{total}$ is fixed for all of these three cases but $M^*_\text{worst}$ is not; $M^*_\text{worst}$ depends on individual $L_1, L_2, L_3$.

We also show an interesting insight that, in a certain region, there is a tradeoff between the minimum total computation load $M^*_\text{total}$ and the minimum worst-case computation load $M^*_\text{worst}$, in the sense that both cannot be achieved at the same time. For one example with $(K = Q = 3, N = 7, L_1 = L_2 = 2, L_3 = 14)$, we have $M^*_\text{total} = 7$ and $M^*_\text{worst} = 4$ (see Table I), but we prove that these two cannot be achieved at the same time.

To prove our results, the achievability schemes are proposed with careful design on the file assignment and data shuffling, under the heterogeneous communication load constraints. For the general case, we identify two extreme regimes in which both the scheme with coding and the scheme without coding are optimal, respectively. Note that for the scheme with coding, the transmitted symbol is usually a function (e.g., XOR function) of some information symbols. In this work, a novel converse is proposed using the proof by contradiction. We show that in some cases, proof by contradiction is a very powerful approach to derive the optimal converse bound, which is strictly better than cut-set bounds and other converse bounds derived from the existing techniques. Let us focus on one example with $(K = Q = 3, N = 7, L_1 = L_2 = 2, L_3 = 14)$. For this example, the minimum worst-case computation load is $M^*_\text{worst} = 4$, which is

### Table I

| Case | $N$ | $L_1$ | $L_2$ | $L_3$ | $L$ | $M^*_\text{total}$ | $M^*_\text{worst}$ |
|------|-----|-------|-------|-------|-----|---------------------|---------------------|
| A    | 7   | 2     | 2     | 14    | 18  | 7                   | 4                   |
| B    | 7   | 2     | 4     | 12    | 18  | 7                   | 3                   |
| C    | 7   | 6     | 6     | 6     | 18  | 7                   | 3                   |
Fig. 1. A scheme for a distributed computing system with \((K = Q = 3, N = 7, L_1 = L_2 = 2, L_3 = 14)\). The scheme is optimal in terms of the minimum worst-case computation load, and the optimality proof is based on proof by contradiction. The intermediate values highlighted in blue, pink and green are the intermediate values required by Node 1, Node 2 and Node 3, respectively, to compute their output functions.

The paper is organized as follows. Section II presents the system model. Section III provides the main results of this work. Section IV presents some examples of our proposed schemes. The proofs are provided in Sections VII-X. Specifically, the achievability schemes are described in Sections VII-VI, and the converse is provided in Section VII. The work is finally concluded in Section XI. Throughout this work, \(| \bullet |\) denotes a cardinality of a set. \((\bullet)^T\) denotes the transpose operation. \([N_1 : N_2]\) denotes a set of integers from \(N_1\) to \(N_2\), for some integers \(N_2 \geq N_1\). If \(N_2 < N_1\), then \([N_1 : N_2] = \emptyset\). \(\mathbb{F}_2^q\) denotes a set of \(q\)-tuples of binary numbers. \((\bullet)^+ = \max\{0, \bullet\}\). \(\mathbb{N}\) denotes the set of natural numbers including 0 and \(\mathbb{N}^+\) denotes the set of positive natural numbers. \(u[i]\) denotes the \(i^{th}\) element of vector \(u\). \([c]\) denotes the least integer that is greater than or equal to \(c\). Similarly, \([c]\) denotes the largest integer that is smaller than or equal to \(c\). \([x \mod y]\) denotes a modulo operation that produces the remainder after division of \(x\) by \(y\) for two positive numbers \(x\) and \(y\). \(\mathbb{H}(x)\) denotes the entropy of a random variable \(x\). \(\oplus\) denotes a bitwise operation (XOR). If the XOR operation is over vectors (or matrices) then, the output is also a vector (or a matrix, respectively).

II. SYSTEM MODEL

We consider a distributed computing system based on a MapReduce framework (cf. [1, 5]), in which \(K\) distributed nodes seek to compute \(Q\) output functions using \(N\) input files, for some \(K, Q, N \in \mathbb{N}^+\), with \(N \geq K\). The process of computing \(Q\) output functions from \(N\) input files can be broken down into three phases, that is, Map, Shuffle and Reduce (see Fig. 2). Next, we will discuss these three phases in detail.

**Map phase:** In this phase, \(N\) input files, denoted by \(\{w_n \in \mathbb{F}_2^F : n \in [1 : N]\}\), are first assigned to \(K\) nodes, for some \(F \in \mathbb{N}^+\). Let \(\mathcal{M}_k \subseteq [1 : N]\) denote a set of indices of the files assigned at Node \(k\), \(k \in [1 : K]\). Let

\[
M_k \triangleq |\mathcal{M}_k|.
\]
In our setting, $M_k$ denotes the computation load of Node $k$. For each input file $w_n, n \in \mathcal{M}_k$, Node $k$ generates $Q$ intermediate values, denoted by $\{a_{q,n} \in \mathbb{F}_2^B : q \in [1 : Q]\}$, for some $B \in \mathbb{N}^+$, where

$$a_{q,n} = g_{q,n}(w_n).$$

In this setting, $g_{q,n}(w_n)$ is a Map function that maps the input file $w_n$ to a length-$B$ value $a_{q,n}$. We assume that all the intermediate values are independent and identically distributed (i.i.d.) random variables uniformly distributed over $\mathbb{F}_2^B$. The realization of $a_{q,n}$ is determined by the input file $w_n$ and the Map function $g_{q,n}$, for $q \in [1 : Q]$ and $n \in [1 : N]$.

**Shuffle phase:** In our setting, each node is responsible for computing a subset of output functions. We use $\mathcal{W}_k$ to denote a set of indices of the output functions computed at Node $k$, $k \in [1 : K]$. In order to complete the whole computation, $K$ distributed nodes need to exchange intermediate values in the Shuffle phase. Specifically, in this phase Node $k$ multicasts to the other nodes a message

$$x_k = f_k(a_{\mathcal{W}_k^c \cdot \mathcal{M}_k}),$$

which is a deterministic function of the intermediate values cached at Node $k$ and intended for the other nodes, where $a_{\mathcal{W}_k^c \cdot \mathcal{M}_k} \triangleq \{a_{q,n} : q \in [1 : Q] \setminus \mathcal{W}_k, n \in \mathcal{M}_k\}$, for $k \in [1 : K]$. At the end of this phase, Node $k$ has all the intermediate values needed for its Reduce functions in the next phase.

**Reduce phase:** In this phase, each node proceeds to compute a set of final output values by using the intermediate values acquired from Shuffle phase and the local intermediate values computed from Map phase. Specifically, for each $q \in \mathcal{W}_k$, Node $k$ computes the final output value

$$b_q = \varphi_q(a_{q,1}, a_{q,2}, \cdots, a_{q,N}),$$

where $\varphi_q$ is a Reduce function that maps the intermediate values $\{a_{q,1}, a_{q,2}, \cdots, a_{q,N}\}$ into an output value $b_q \in \mathbb{F}_2^{B'}$, for some $B' \in \mathbb{N}^+$, $k \in [1 : K]$. We assume a symmetric job assignment, i.e., each node calculates $Q/K$ Reduce functions, for $Q/K \in \mathbb{N}^+$, that is,

$$|\mathcal{W}_1| = |\mathcal{W}_2| = \cdots = |\mathcal{W}_K| = Q/K,$$

and $\mathcal{W}_k \cap \mathcal{W}_j = \emptyset$ for any $k, j \in [1 : K], k \neq j$.

We consider a communication load constraint for Node $k$ such that

$$\mathbb{H}(x_k) \leq L_k \cdot QB/K, \quad k = 1, 2, \cdots, K,$$

or equivalently,

$$K \cdot \mathbb{H}(x_k)/QB \leq L_k, \quad k = 1, 2, \cdots, K,$$

for some $L_k \in \mathbb{N}$, where $\mathbb{H}(x_k)$ denotes the entropy of the message $x_k$ that will be multicast from Node $k$ to the other nodes. The constraint in (3) can be considered as the communication bottleneck of Node $k$, i.e., the maximum number of bits of the information that can be sent. The level of this bottleneck for Node $k$ is reflected by the parameter $L_k$. We also let

$$L \triangleq \sum_{k=1}^K L_k$$

be a parameter of the total communication load constraint of all $K$ nodes.

In our setting, any MapReduce scheme consisting of Map, Shuffle and Reduce phases should be designed under the communication load constraint in (3). For any MapReduce scheme, the total computation load and the worst-case computation load are defined by

$$M_{\text{total}} = \sum_{k=1}^K |\mathcal{M}_k| \quad \text{and} \quad M_{\text{worst}} = \max \left\{|\mathcal{M}_1|, \cdots, |\mathcal{M}_K|\right\},$$

respectively. In this work, we consider the minimum (optimal) total computation load and minimum (optimal) worst-case computation load of the system, which are defined as follows.
Definition 1. Given the communication load constraints with \( L \triangleq \{L_1, L_2, \cdots, L_K\} \), and the number of files \( N \), the minimum total computation load is defined by

\[
M_{\text{total}}^* (N, L) = \min_{\mathcal{M}_i : \mathbb{S}(N, L, \mathcal{M}) \subseteq \mathbb{S}(N, L)} \sum_{k=1}^{K} |\mathcal{M}_k|,
\]

where \( \mathcal{M}_i \triangleq \{\mathcal{M}_1, \mathcal{M}_2, \cdots, \mathcal{M}_K\} \); \( \mathbb{S}(N, L) \) denotes the set of all MapReduce schemes with parameters \((N, L)\); and \( \mathbb{S}(N, L, \mathcal{M}) \) denotes a class of MapReduce schemes whose file assignment is determined by \( \mathcal{M}_i \).

Definition 2. Given the communication load constraints with \( L \triangleq \{L_1, L_2, \cdots, L_K\} \), and the number of files \( N \), the minimum worst-case computation load is defined by

\[
M_{\text{worst}}^* (N, L) = \min_{\mathcal{M}_i : \mathbb{S}(N, L, \mathcal{M}) \subseteq \mathbb{S}(N, L)} \max \{|\mathcal{M}_1|, \cdots, |\mathcal{M}_K|\}.
\]

In a distributed computing system, intuitively \( M_{\text{total}}^* \) is connected with the total resource consumption, while \( M_{\text{worst}}^* \) is connected with the overall latency because it is affected by the computation time of a node with the heaviest job.

For notational convenience, we define \( S_A \) as the indices of the files placed in each of the nodes indexed by \( A \) but not in the other nodes indexed by \( A^c \), that is,

\[
S_A \triangleq \cap_{i \in A} \mathcal{M}_i \cup \bigcup_{j \in A^c} \mathcal{M}_j
\]

for a set \( A \subseteq [1 : K] \) and \( A^c \triangleq [1 : K] \setminus A \). For example, \( S_{\{1, 2\}} = \mathcal{M}_1 \cap \mathcal{M}_2 \setminus \mathcal{M}_3 \cup \mathcal{M}_4 \) for the setting of \( K = 4 \). The cardinality of \( S_A \) is denoted by \( S_A \triangleq |S_A| \). For simplicity we will use notation \( S_{12} \) to represent \( S_{\{1, 2\}} \) and similar notations are used for the other set \( A \).

III. MAIN RESULTS

In this section, we provide the main results of this work. We will begin with the two-node (\( K = 2 \)) and three-node (\( K = 3 \)) distributed computing systems defined in Section II and provide an information-theoretical characterization of the minimum (optimal) total computation load, as well as the minimum (optimal) worst-case computation load. After that, we will focus on the distributed computing system with a general \( K \).
A. The case with $K = 2$

For the two-node distributed computing system, the results are provided in the following theorem.

**Theorem 1** ($K = 2$). For a two-node distributed computing system defined in Section VII the minimum total computation load and the minimum worst-case computation load are characterized by

\[
M^*_{\text{total}} = \max\{N, 2N - L\},
\]

\[
M^*_{\text{worst}} = N - \min\{L_1, L_2, N - \lceil N/2 \rceil\}.
\]

(8)

(9)

The results of Theorem 1 are achieved by the same scheme described in Section VII, which, not only achieves the minimum total computation load, but also achieves the minimum worst-case computation load for the setting with $K = 2$. The converse proof of Theorem 1 is provided in Section VIII-A. Theorem 1 reveals that, in this setting with $K = 2$, $M^*_{\text{total}}$ depends on the total communication load constraint, while $M^*_{\text{worst}}$ depends on the individual communication load constraints.

B. The case with $K = 3$

We proceed to extend the above results to the setting with three nodes ($K = 3$). Note that, when the number of nodes is increased, the problem in our setting becomes more challenging. This is because the optimal solution to our problem (e.g., the optimal achievability scheme) must satisfy $K$ heterogeneous communication load constraints. For the setting with three nodes, the result on the minimum total computation load is given in the following theorem.

**Theorem 2** (Total, $K = 3$). For a three-node distributed computing system, and given $L_k/2 \in \mathbb{N}, \forall k \in \{1, 2, 3\}$, the minimum total computation load is characterized by

\[
M^*_{\text{total}} = \max\{N, \lceil 7N/3 - 2L_3 \rceil, 3N - 2L_3\}.
\]

(10)

The achievability and the converse proofs of this theorem are presented in Section V and Section VIII-B respectively. Next, we will focus on the minimum worst-case computation load of a three-node distributed computing system. We will provide some converse bounds at first and then discuss some optimal cases.

**Lemma 1** (Worst, $K = 3$). For a three-node distributed computing system defined in Section VII the minimum worst-case computation load is lower bounded by

\[
M^*_{\text{worst}} \geq \max \left\{ \left\lfloor \frac{N}{3} \right\rfloor, N - \min_{i \neq j} \{L_i + L_j\}, \left\lfloor \frac{N}{2} - \frac{\min\{L_k\}}{4} \right\rfloor, \left\lceil \frac{7N - 2L_3}{3} \right\rceil \right\}.
\]

The proof is provided in Section VIII-E. In this proof we use the “cut-set” technique and the other existing technique. The following lemma provides a novel bound that is derived from the proof by contradiction.

**Lemma 2** (Proof by Contradiction). For a three-node distributed computing system, the minimum worst-case computation load is lower bounded by

\[
M^*_{\text{worst}} \geq \beta^*,
\]

where $\beta^*$ is defined by the following optimization problem

\[
\beta^* = \max \beta, \quad \text{s.t.} \quad \beta \leq \left\lfloor \left(7N - 2 \cdot \sum_{k=1}^{3} \min\{L_k, 2(\beta - 1)\}\right)/3 \right\rfloor/3, \quad \beta \in \mathbb{N}.
\]
The bound in Lemma 2 is proved in Section IX. In some cases, this bound is strictly better than all the bounds in Lemma 1. Let us focus on one example defined by the parameters \((K = Q = 3, N = 14, L_1 = L_2 = L_3/2)\). For this example, proof by contradiction produces a novel bound \(M_{\text{worst}}^* \geq 4\) (Lemma 2), which is strictly tighter than all the bounds in Lemma 1 \(M_{\text{worst}}^* \geq 3\).

Let us now provide some cases in which we have the optimal characterization of the worst-case computation load. To discuss the optimality of the converse bounds, we define three conditions as follows:

**Condition 1:**
\[
\min_k \{L_k\} \geq 2 \left\lceil \frac{N}{3} \right\rceil,
\]

**Condition 2:**
\[
L \leq \frac{N}{2},
\]

**Condition 3:**
\[
2 \leq \min_k \{L_k\} \leq \frac{2N}{3} \quad \text{and} \quad \frac{3N - \min_{i \neq j} \{L_i + L_j\}}{5} \leq \left\lceil \frac{N}{2} - \frac{\min_k \{L_k\}}{4} \right\rceil \leq \frac{\max_k \{L_k\}}{2}.
\]

The results are shown in the following Proposition 1.

**Proposition 1** (Worst, \(K = 3\)). For a three-node distributed computing system, under each condition in (11), (12) and (13), the minimum worst-case computation load is respectively characterized by

- **for Condition 1:** \(M_{\text{worst}}^* = \left\lceil \frac{N}{3} \right\rceil\),
- **for Condition 2:** \(M_{\text{worst}}^* = N - \min \{L_1 + L_2, L_2 + L_3, L_1 + L_3\}\),
- **for Condition 3:** \(M_{\text{worst}}^* = \left\lceil \frac{N}{2} - \frac{\min_k \{L_k\}}{4} \right\rceil\).

The achievability of Proposition 1 is shown in Section VI and the converse is directly from Lemma 1. Fig. 3 depicts the performance of \(M_{\text{worst}}^*\) vs. \(L_1\) for the case with \((K = Q = 3, N = 14, L_1/2 = L_2/2 = L_3/4 \in \mathbb{N}^+ )\). In this case there is a tradeoff between the minimum worst-case computation load \(M_{\text{worst}}^*\) and the total communication load constraint \(L (L = 4L_1\) in this case). The characterization of \(M_{\text{worst}}^*\) in Fig. 3 stems from the above lemmas and proposition. Specifically, for the point of \((L_1 = L_2 = L_3/2 = 8; M_{\text{worst}}^* = 6)\), the converse follows from the result of Lemma 2 that is derived from the proof by contradiction.
C. The general case with $K \geq 3$

Let us now provide the results of the distributed computing system, for the case with $K \geq 3$. For this general case, we identify two extreme regimes in which both the scheme with coding and the scheme without coding are optimal, respectively.

**Proposition 2** (coding, general $K$). For a $K$-node distributed computing system, if the following condition is satisfied

$$L \leq \frac{N}{K-1},$$

then the minimum total computation load and the minimum worst-case computation load are characterized, respectively, as

$$M_{\text{total}}^* = KN - (K - 1)L,$$
$$M_{\text{worst}}^* = N - L + \max_k \{L_k\}.$$

The results of Proposition 2 are achieved by a scheme with coding (bitwise XOR operation of intermediate values) described in Section V-C. The converse is described in Section VIII.

**Proposition 3** (no coding, general $K$). For a distributed computing system consisting of $K$ nodes, if the following condition is satisfied

$$\min_k \{L_k\} \geq (K - 1) \cdot \left\lceil \frac{N}{K} \right\rceil,$$

then the minimum total computation load and the minimum worst-case computation load are characterized, respectively, as

$$M_{\text{total}}^* = N,$$
$$M_{\text{worst}}^* = \left\lceil \frac{N}{K} \right\rceil.$$

The results of Proposition 3 are achieved by a scheme without coding described in Section V-D. The converse is described in Section VIII.

D. Tradeoff between $M_{\text{total}}^*$ and $M_{\text{worst}}^*$

In a distributed computing system, due to the relation with total resource consumption and overall latency, one might want to minimize both the total computation load and the worst-case computation load as much as possible. At this point, one interesting question is raised: can we achieve $M_{\text{total}}^*$ and $M_{\text{worst}}^*$ at the same time?

For a $K$-node distributed computing system, we propose a scheme that indeed can achieve $M_{\text{total}}^*$ and $M_{\text{worst}}^*$ at the same time (see Section VII). Given the condition in (17) or the condition in (20) for some $K$, $M_{\text{total}}^*$ and $M_{\text{worst}}^*$ can be achieved at the same time (see Propositions 2 and 3). However, for some cases it is not always true — the following theorem reveals an instance in which $M_{\text{total}}^*$ and $M_{\text{worst}}^*$ cannot be achieved at the same time.

**Theorem 3** ($M_{\text{total}}^*$ vs. $M_{\text{worst}}^*$). For the case with a three-node distributed computing system, if the following condition is satisfied

$$M_{\text{total}}^* < 3N - 2M_{\text{worst}}^* - \min_{i \neq j} \{L_i + L_j\},$$

then $M_{\text{total}}^*$ and $M_{\text{worst}}^*$ cannot be achieved at the same time.

We prove in Section X that, when the condition in (23) is satisfied, $M_{\text{total}}^*$ and $M_{\text{worst}}^*$ cannot be achieved at the same time. For one example with $(K = Q = 3, N = 7, L_1 = L_2 = 2, L_3 = 14)$, we have $M_{\text{total}}^* = 7$ and $M_{\text{worst}}^* = 4$, but we prove that these two cannot be achieved at the same time.
This section provides examples on the proposed achievability schemes for the minimum total computation load and the minimum worst-case computation load. The first example consists of two schemes where the first scheme is designed for the minimum total computation load and the second scheme is designed for the minimum worst-case computation load, based on same parameters \((L_k, N, Q, K)\). For this example, we conclude later that both the minimum total computation load and minimum worst-case computation load cannot be achieved using the same scheme. In the other two examples, we look into the achievable schemes for the minimum total computation load under symmetric communication load constraints and under asymmetric communication load constraints, respectively, and we conclude an interesting insight later. In all the examples (with \(Q = K\)) described in this section, we consider the output function \(k\) to be computed at Node \(k\), for \(k \in [1 : K]\) without loss of generality (WLOG).

A. Example with \((L_1 = L_2 = 2, L_3 = 14, N = 7, Q = K = 3)\)

Let us consider the example with \((L_1 = L_2 = 2, L_3 = 14, N = 7, Q = K = 3)\) to explain the two different schemes to achieve the minimum total computation load and the minimum worst-case computation load, respectively. First, we look into the scheme for the minimum total computation load and then, investigate the scheme for the minimum worst-case computation load.

1) **Scheme for the minimum total computation load**: The scheme design can be explained using different phases of MapReduce framework. The details of each phase are described below.

   **File placement**: In our design, file placement is started from the node with the lowest communication load (Node 1), continued to Node 2 and then to Node 3. Note that our focus here is to minimize the computation load that is possible by compensating the communication load which, however is limited for each node. Files are placed exclusively at Node \(k\) if it has enough communication load \(L_k\) to send the intermediate values of the associated files required by the other nodes. Note that only one file is placed at one time and for the next file, next node with enough communication load is chosen. Here, file \(w_1\) is placed at Node 1, then file \(w_2\) is placed at Node 2 and then file \(w_3\) is placed at Node 3. As Nodes 1 and 2 already have their communication load occupied, the remaining files, \(\{w_n\}_{n=4}^7\), are placed at Node 3.

   We design the file placement in this way to avoid placing all the files in one node, i.e., approaching to a centralized system. With this approach, the file placement can be represented as: \(M_1 = \{1\}, M_2 = \{2\}\), and \(M_3 = \{3, 4, 5, 6, 7\}\), with \(M_1 = 1, M_2 = 1\) and \(M_3 = 5\).

   **Map phase**: Based on the above file placement, Node \(k\) computes the intermediate values \(\{a_{q,n} : q \in [1 : Q], n \in M_k\}\) for \(k = 1, 2, 3\). Node \(k\) still needs intermediate values \(\{a_{q,n} : q \in W_k, n \in [1 : N] \setminus M_k\}\) for \(k = 1, 2, 3\) to compute the output function \(W_k\).
Shuffle phase: To fulfill the required intermediate values for the output function, \( \mathcal{W}_k \), each node \( k \) sends out intermediate values to the other nodes utilizing the limited communication load constraints. Here, in this example, Node 1 sends intermediate values \( \{a_{2,1}, a_{3,1}\} \) to Nodes 2 and 3. Since, \( \{a_{2,1}, a_{3,1}\} \) carries at most \( 2B \) bits of information, the communication load of Node 1 satisfies the constraint in (4) for this case with \( L = 2 \), that is,

\[
\frac{K \cdot \mathbb{H}(x_1(a_{2,1}, a_{3,1}))}{QB} \leq \frac{K \cdot \mathbb{H}(a_{2,1}, a_{3,1})}{QB} \leq \frac{2KB}{QB} = L_1 = 2.
\]

The first inequality follows from identity of \( \mathbb{H}(f(e)) \leq \mathbb{H}(e) \) for a deterministic function \( f(e) \). Similarly, Node 2 sends out the message of \( \{a_{1,2}, a_{3,2}\} \) of at most \( 2B \) bits to the other nodes, which satisfies the communication load constraint of Node 2 with \( L_2 = 2 \) while Node 3 sends out the message of \( \{a_{1,n}, a_{2,n}\}_{n=1}^7 \) of at most \( 10B \) bits to the other nodes which is less than the communication load constraint of Node 3, \( L_3 = 14 \).

Reduce phase: Finally, in this phase, Node \( k, k \in [1 : K] \) collects all the intermediate values \( \{a_{q,n} : q \in \mathcal{W}_k, n \in [1 : N]\} \), from the Map phase and the Shuffle phase, as the inputs to compute the Reduce function. For this proposed scheme, the total computation load is

\[
M_{\text{total}} = M_1 + M_2 + M_3 = 7,
\]

which is optimal. This scheme is an example of the general scheme which achieves the minimum total computation load described in Section V.

2) Scheme for the minimum worst-case computation load: It turns out that the above achievable scheme optimal for the total computation load is, however, not optimal for the worst-case computation load. For the above scheme, the worst-case computation load is given by

\[
M_{\text{worst}} = \max\{M_1, M_2, M_3\} = 5.
\]

With the given communication load constraints (\( L_1 = L_2 = 2, L_3 = 14 \)), Node 1 and Node 2 can each send out at most 2 intermediate values while Node 3 is capable of sending out 14 intermediate values. Intuitively, as the communication capability of Node 3 is quite higher than that of other nodes, placing most of the files at Node 3 seems a straightforward option. However, when we focus on the worst-case computation load, and in the presence of limited communication load constraints, the scheme must be designed carefully to minimize the worst-case computation load. The new scheme designed for the minimum worst-case computation load for the given parameters is illustrated in Fig. 1 and the details of the scheme are described as follows.

*File placement:* Since Node 3 is allowed to have higher communication load \( (L_3 = 14) \) compared to the other nodes \( (L_1 = L_2 = 2) \) and as we focus on the worst-case computation load, the scheme is designed to allow more files to be placed at the node that incur the highest communication load, i.e., Node 3 in this case. In this scheme, we design the file placement such that \( \mathcal{M}_1 = \{1, 6, 7\} \), \( \mathcal{M}_2 = \{6, 7\} \) and \( \mathcal{M}_3 = \{2, 3, 4, 5\} \), with \( M_1 = 3, M_2 = 2 \) and \( M_3 = 4 \). Instead of utilizing all the communication load in Node 3, redundant files have been placed at Node 1 and Node 2 to reduce the worst-case computation load. Comparing this scheme to the one for the total computation load (see Section (IV-A1)), one extra computation load has been removed from Node 3. However, in this case, the total computation load \( (M_{\text{total}} = 9) \) is increased as we focus on minimizing the worst-case computation load.

*Map phase:* In this phase, Node \( k \) generates the following intermediate values \( \{a_{q,n} : q \in [1 : Q], n \in \mathcal{M}_k\} \), for \( k = 1, 2, 3 \).

*Shuffle phase:* In the Shuffle phase, Node 1 broadcasts the message of \( \{a_{2,1}, a_{3,1}\} \) to the other nodes. Since \( \{a_{2,1}, a_{3,1}\} \) carries at most \( 2B \) bits of information, the communication load of Node 1 satisfies the constraint in (4) for this case with \( L_1 = 2 \), that is,

\[
\frac{K \cdot \mathbb{H}(x_1(a_{2,1}, a_{3,1}))}{QB} \leq \frac{2KB}{QB} = L_1 = 2.
\]
Similarly, Node 2 broadcasts the message of \( \{a_{3,6}, a_{3,7}\} \). Since it carries at most \( 2B \) bits of information, the communication load of Node 2 satisfies the constraint in (4) for this case with \( L_2 = 2 \). Node 3 broadcasts the message of \( \{a_{1,n}, a_{2,n}\}_{n=2}^5 \). Since this message carries at most \( 8B \) bits of information, the communication load of Node 3 satisfies the constraint in (4) for this case with \( L_3 = 14 \).

**Reduce phase:** In this phase, Node \( k, k \in [1:K]\), has all the intermediate values \( \{a_{q,n} : q \in W_k, n \in [1 : N]\} \) as inputs to compute its Reduce function. For this proposed scheme, the worst-case computation load is

\[
M_{\text{worst}} = \max\{M_1, M_2, M_3\} = 4,
\]

which turns out to be optimal. Note that for this setting, the converse proof is based on proof by contradiction (see Lemma 2).

Compared to the scheme in IV-A1 for the scheme in IV-A2 the computation load of Node 3, the node with the heaviest job, is lower which reduces the worst-case computation load. From the above examples, we can see that either scheme cannot achieve both the minimum total computation load and the minimum worst-case computation load at the same time. Also note that the total computation load depends upon the total communication load constraint parameter, \( L \) and the worst-case computation load depends upon individual communication load constraint parameters, \( L_k, k \in \mathbb{N}^+ \), which is also illustrated in Table I.

One intriguing aspect of the above examples is that the scheme designs don’t include coded intermediate values. This is because the total communication load, \( L \), is sufficient to employ the uncoded intermediate values for the given number of files, \( N \). The above scheme designs are the examples of the achievability schemes which are explained later in Sections V and VI.

**B. Example with \((L_1 = L_2 = L_3 = 4, N = 8, Q = K = 3)\)**

Here, in this example, we look at the minimum total computation load for the homogeneous communication load constraints \((L_1 = L_2 = L_3)\). The scheme design for the example with \((L_1 = L_2 = L_3 = 4, N = 8, Q = K = 3)\) is shown in Fig. 5. Similar to the previous example, the scheme details are described for each phase.

**File placement:** Since all the nodes have the same communication load constraint \((L_1 = L_2 = L_3 = 4)\), the file placement can start from any node. Here, we choose Node 1 at first in our design. We begin the file placement starting from \( w_1 \) and place it at Node 1. Then, we move onto the next nodes, Node 2 and then Node 3. The placement is done in a circular manner such that after the file placement at Node 3, next node chosen is Node 1. Files \( \{w_n\}_{n=1}^5 \) are placed in a circular manner in all the nodes such that Node 1 gets files \( w_1 \) and \( w_4 \), Node 2 gets files \( w_2 \) and \( w_5 \) and Node 3 gets file \( w_5 \). To satisfy the communication
Fig. 6. A scheme for a distributed computing system with asymmetric communication load constraints \((K = Q = 3, N = 8, L_1 = 2, L_2 = 4, L_3 = 6)\). The scheme is optimal in terms of the minimum total computation load.

constraints at all the nodes, files \(\{w_n\}_{n=1}^8\) are redundantly placed at two of the three nodes. For this example, the file placement is designed as follows:

\[
\mathcal{M}_1 = \{1, 4, 6, 8\} \text{ with } M_1 = 4,
\mathcal{M}_2 = \{2, 5, 7\} \text{ with } M_2 = 3,
\mathcal{M}_3 = \{3, 6, 7, 8\} \text{ with } M_3 = 4.
\]

**Map phase:** Node \(k\) generates the following intermediate values \(\{a_{q,n} : q \in \{1 : Q\}, n \in \mathcal{M}_k\}\), for \(k = 1, 2, 3\). Node \(k\) still requires intermediate values \(\{a_{q,n} : q \in \mathcal{W}_k, n \in \{1 : N\} \setminus \mathcal{M}_k\}\) for \(k = 1, 2, 3\) to compute the output function \(\mathcal{W}_k\).

**Shuffle phase:** With the communication load constraints, \(L_1 = L_2 = L_3 = 4\), each node can deliver at most \(4B\) bits of information satisfying the communication constraint in [4]. Specifically, Node 1 sends \(\{a_{2,1}, a_{3,1}, a_{2,4}, a_{3,4}\}\), Node 2 sends \(\{a_{1,2}, a_{3,2}, a_{1,5}, a_{3,5}\}\) and Node 3 sends \(\{a_{1,3}, a_{2,3}, a_{2,8}, a_{1,7} \oplus a_{2,6}\}\). The symbols sent by each node carry at most \(4B\) bits of information. With the coded intermediate value \(a_{1,7} \oplus a_{2,6}\), Nodes 1 and 2 can decode the required information symbols, \(a_{1,7}\) for Node 1 and \(a_{2,6}\) for Node 2 by using the side information, \(a_{2,6}\) from Node 1 and \(a_{1,7}\) from Node 2, generated in the Map phase, respectively. The careful design of the file placement, Map and Shuffle phases ensure that each node will have all the intermediate values required for the Reduce phase. Note that the communication constraint in [4] holds true for all the nodes.

**Reduce phase:** Finally, in this phase, Node \(k, k \in \{1 : K\}\) collects all the intermediate values \(\{a_{q,n} : q \in \mathcal{W}_k, n \in \{1 : N\}\}\), from the Map phase and the Shuffle phase, as the inputs to compute the Reduce function. For this proposed scheme, the total computation load is

\[
M_{\text{total}} = 11,
\]

which is optimal. This scheme is an example of the general scheme in Section V.

C. **Example with** \((L_1 = 2, L_2 = 4, L_3 = 6, N = 8, Q = K = 3)\)

Now, let us consider a distributed system with heterogeneous communication load constraints and observe the minimum total computation load. The scheme design for this example with asymmetric communication load constraints \((L_1 \neq L_2 \neq L_3)\) is shown in Fig. 6.

**File placement:** Similar to the circular file placement procedure in Sections IV-A and IV-B, file placement is started from the node with the lowest communication load which is Node 1 in this case. However, after placing the files \(w_1, w_2\) and \(w_3\) in the Nodes 1, 2 and 3, respectively, as we can see later that the communication load of Node 1 will reach its communication limit \((L_1 = 2)\). So, by bypassing
the Node 1, file \( w_4 \) is placed at Node 2 and file \( w_5 \) is placed at Node 3. Now, due to the communication limit, the system will not place any additional exclusive files at Node 2. Since Node 3 still has enough communication capability, files \( w_6, w_7 \) and \( w_8 \) are placed at Node 3 and each file is also placed at one of the other nodes due to coding pattern that will be shown later. Note that in the Shuffle phase this trick of using redundant files makes coding of intermediate values possible which in turn uses less communication load. The final file placement can be designed as:

\[
\mathcal{M}_1 = \{1, 6, 8\} \text{ with } M_1 = 3, \\
\mathcal{M}_2 = \{2, 4, 7\} \text{ with } M_2 = 3, \\
\mathcal{M}_3 = \{3, 5, 6, 7, 8\} \text{ with } M_3 = 5.
\]

**Map phase:** Node \( k \) generates the following intermediate values \( \{a_{q,n} : q \in [1 : Q], n \in \mathcal{M}_k\} \), for \( k = 1, 2, 3 \).

**Shuffle phase:** Node 1 sends intermediate values \( \{a_{2,1, a_{3,1}}\} \), of at most \( 2B \) bits of information to the other nodes. Similarly, Node 2 sends out the message of \( \{a_{1,2, a_{3,2}, a_{1,4}, a_{3,4}}\} \) carrying at most \( 4B \) bits to the other nodes while Node 3 broadcasts the message of \( \{a_{1,3, a_{2,3}, a_{1,5}, a_{2,5}, a_{2,8}, a_{1,7} \oplus a_{2,6}}\) which carries at most \( 6B \) bits of information. All of the nodes satisfy the communication constraint in (4) for this case with \( L_1 = 2, L_2 = 4, L_3 = 6 \), that is,

\[
\frac{K \cdot H(x_1(a_{2,1}, a_{3,1}))}{QB} \leq \frac{2KB}{QB} = L_1 = 2, \\
\frac{K \cdot H(x_2(a_{1,2}, a_{3,2}, a_{1,4}, a_{3,4}))}{QB} \leq \frac{4KB}{QB} = L_2 = 4, \\
\frac{K \cdot H(x_3(a_{1,3}, a_{2,3}, a_{1,5}, a_{2,5}, a_{2,8}, a_{1,7} \oplus a_{2,6}))}{QB} \leq \frac{6KB}{QB} = L_3 = 6.
\]

**Reduce phase:** Node \( k, k \in [1 : K] \) has all the intermediate values \( \{a_{q,n} : q \in \mathcal{W}_k, n \in [1 : N]\} \) as the inputs to compute the Reduce function. For this proposed scheme, the total computation load is

\[
M_{\text{total}} = 11,
\]

which is optimal. This scheme is also an example of the general scheme in Section V.

From the examples [IV-B] and [IV-C] it can be observed that both the schemes have the same minimum total computation load even though they have different individual communication load constraints. We later see in the general scheme that the minimum total computation load is not affected by individual communication load constraint parameters, \( L_k \in \mathbb{N}, k \in \{1, 2, \ldots, K\} \), as long as the total communication load, \( L \), does not change.

V. Achievability for the \( K \)-Node System: The Total Computation Load

In this section, we will provide a general scheme to achieve the minimum total computation load \( M_{\text{total}}^* \) for a \( K \)-distributed computing system with heterogeneous communication load constraint parameters \( L_k \in \mathbb{N}, k \in \{1, 2, \ldots, K\} \). This section provides the achievability proof for Theorems [I] and [II] and Propositions [I] and [II]. Recall that we consider the symmetric job assignment such that each node computes \( Q/K \) output functions, with \( Q/K \in \mathbb{N} \). WLOG, we consider the following job assignment,

\[
\mathcal{W}_k = [(k - 1)Q/K + 1 : kQ/K], \quad k \in [1 : K].
\]

Intuitively, one might want to reduce the computation load of the distributed system by increasing the communication load. However, simply maximizing the communication load to minimize the computation load is not an option in this setting as the system has constraints of limited communication. For minimizing the total computation load, we explore various strategies of delivering intermediate values among the \( K \) nodes. The complexity of designing the optimal scheme for achieving the minimum total computation
load increases as the total number of nodes, \( K \), increases. For \( K \) number of nodes, each file can be placed exclusively at \( p \) nodes where \( p \in [1 : K] \) and we explore two strategies for sending out the intermediate values of these files during Shuffle phase: the coding strategy and the redundancy strategy. In coding strategy, intermediate values are sent out to the other nodes with \( p \)-order coding. The \( p \)-order coding refers to the bitwise XOR operation of \( p \) intermediate values. In redundancy strategy, the intermediate values are sent out to the other nodes without coding in the Shuffle phase. We can see that with increasing \( K \), there are more choices of placing the files and more strategies available in sending out the intermediate values associated with those files. It’s very challenging to find the optimal scheme to achieve the minimum total computation load for a \( K \)-node distributed computing system when \( K \) increases. With the careful choice of the possible strategies of coding and redundancy, we have designed our achievable scheme for

We introduce parameters \( \gamma_{r,p} \) and \( \gamma_{c,p} \) to design the scheme for the total computation load for \( K \)-node distributed computing system. Parameter \( \gamma_{c,p} \) denotes the number of batches of files placed exclusively at the nodes to ensure coding strategy can be utilized in the Shuffle phase. The intermediate values associated with these files are broadcast with \( p \)-order coding in the Shuffle phase. Note that each batch of files consists of \( \binom{K-1}{p-1} \) files, \( \forall p \in [1 : K] \). This is because, each file from a batch is placed at one node, e.g., Node \( k, k \in [1 : K] \) and at \( p-1 \) nodes from remaining \( K-1 \) nodes. In this coding strategy, for each batch of files one node is responsible for sending out \( \binom{K-1}{p}Q/K \) coded intermediate values to the other nodes. This is because, intermediate values of \( p \)-order should be sent from one node, e.g., Node \( k, k \in [1 : K] \) to \( K-1 \) nodes. Note that for \( p = K \), the files are placed at all the \( K \) nodes, so, communication is not needed in the Shuffle phase. This scheme design will be explained later with exact parameter values via an example. For coding strategy, the total computation load, denoted by \( M_{\text{total}}^c \), is given as,

\[
M_{\text{total}}^c = \sum_{p=1}^{K} p \cdot \gamma_{c,p} \binom{K-1}{p-1},
\]

and a total of

\[
\sum_{p=1}^{K-1} \binom{K-1}{p} \gamma_{c,p} \cdot Q/K
\]

intermediate values need to be delivered among the nodes for coding strategy, with each coded intermediate value carrying at most \( B \) bits of information.

Note that we have two extreme cases for \( p = 1 \) and \( p = K \). Parameter \( p = 1 \) means that files are only placed at one node and the intermediate values associated with these files are sent out with 1-order coding which implies that the broadcasted intermediate values are actually uncoded. Parameter \( p = K \) suggests that the files are placed at all the \( K \) nodes and hence, communication is not needed in the Shuffle phase.

The other parameter, \( \gamma_{r,p} \), represents the number of files placed exclusively at \( p \) nodes and the intermediate values associated with these files are sent out without coding in Shuffle phase, where \( p \in [2 : K-1] \). In this redundancy strategy, for \( \gamma_{r,p} \) number of files, \( (K-p)\gamma_{r,p}Q/K \) intermediate values need to be delivered to the other nodes. This is because for each file exclusively placed at \( p \) nodes, intermediate values associated with these files need to be sent out to the other \( K-p \) nodes. This strategy will be clarified later with specific parameter design for an example. The total computation load occupied by these \( \gamma_{r,p} \) files with redundancy strategy, denoted by \( M_{\text{total}}^r \), is given as,

\[
M_{\text{total}}^r = \sum_{p=2}^{K-1} p \cdot \gamma_{r,p},
\]
and a total of

$$\sum_{p=2}^{K-1} (K-p) \gamma_{r,p} \cdot Q/K$$

(27)

intermediate values need to be delivered among the nodes for redundancy strategy, with each intermediate value carrying at most $B$ bits of information.

Note that for the example with $(L_1 = 2, L_2 = 4, L_3 = 6, N = 8, Q = K = 3)$ in Section [V-C] (also Fig. 6), the values of the above parameters are designed as

$$\gamma_{c,1} = 5, \quad \gamma_{c,2} = 1, \quad \gamma_{c,3} = 0 \quad \text{and} \quad \gamma_{r,2} = 1.$$  

For the coding strategy, for $p = 1$, $\gamma_{c,1}$ batches of files are placed at the nodes and each batch consists of $(\binom{K-1}{p-1}) = 1$ file. The $\gamma_{c,1}$ batches of files are represented by $\{w_1\}, \{w_2\}, \{w_3\}, \{w_4\}, \{w_5\}$. File $w_1$ is placed at Node 1, files $w_3$ and $w_4$ are placed at Node 2 and files $w_3$ and $w_5$ are placed at Node 3. In the Shuffle phase, a total of $(\binom{K-1}{r,p})_c = 10$ intermediate values, $\{a_{2,1}, a_{3,1}, a_{1,2}, a_{3,2}, a_{1,4}, a_{3,4}, a_{1,3}, a_{2,3}, a_{1,5}, a_{2,5}\}$, are sent out by the nodes for these files. For $p = 2$, $\gamma_{c,2}$ batch of files with each batch consisting of $(\binom{K-1}{p-1}) = 2$ files are placed at the nodes. The files for $\gamma_{c,2}$ batch of files are represented by $\{w_6, w_7\}$. File $w_6$ is placed at Nodes 3 and 1 and file $w_7$ is placed at Nodes 2 and 3. In the Shuffle phase, $(\binom{K-1}{p})_c = 1$ coded intermediate value $\{a_{1,7} \oplus a_{2,6}\}$ is broadcast by Node 3 to the other nodes. For the redundancy strategy, $\gamma_{r,2}$ number of file represented by $w_8$ is placed at Nodes 1 and 3. In the Shuffle phase, Node 3 delivers $(K-p) \gamma_{r,2} = 1$ intermediate value $\{a_{2,8}\}$ to Node 2.

We design redundancy and coding strategies with the parameters $\gamma_{r,p}$ and $\gamma_{c,p}$ such that

$$\sum_{p=2}^{K-1} (K-p) \gamma_{r,p} + \sum_{p=1}^{K-1} \binom{K-1}{p} \gamma_{c,p} \leq L, \quad \text{(28)}$$

$$\sum_{p=2}^{K-1} \gamma_{r,p} + \sum_{p=1}^{K} \gamma_{c,p} \binom{K-1}{p-1} = N. \quad \text{(29)}$$

The condition in (29) guarantees that, with our designed parameters $\{\gamma_{r,p}, \gamma_{c,p}\}_p$, all the $N$ input files are placed at the $K$ distributed nodes. The condition in (28) guarantees that our scheme design satisfies the following communication load constraint (see (4) and (5))

$$\frac{K \cdot \sum_{k=1}^K \mathbb{H}(x_k)}{QB} \leq \sum_{p=2}^{K-1} (K-p) \gamma_{r,p} + \sum_{p=1}^{K-1} \binom{K-1}{p} \gamma_{c,p} \leq L.$$  

For the proposed scheme, the file placement, Map, Shuffle, and Reduce phases are explained in Algorithm 2 which takes the designed parameters satisfying conditions (28) and (29) as inputs. Note that Algorithm 1 provides some functions needed for Algorithm 2. In the algorithms that follow, we use the following notations

$$x^\dagger \triangleq [(x - 1) \mod K] + 1, \quad \text{for} \quad x \in \mathbb{N}^+.$$  

The scheme design for the total computation load for a system with $K$ distributed nodes consists of redundancy and coding strategies, and the following total computation load for the proposed scheme is achievable:

$$M_{total} = \min\{M_{\text{r}}^r + M_{\text{c}}^c\}, \quad \text{s.t. \ conditions (28) and (29) are satisfied.} \quad \text{(30)}$$
Algorithm 1 Function definitions for Algorithm 2

1: function NEXTNODECODING($k$, load, $p$, $i$)
2:     while ($L_k < \text{load}$)
3:         $k \leftarrow (k + 1)\uparrow$
4:     return $k$
5: function NEXTNODEREDUNDANCY($k$, $p$, $i$)
6:     while $\exists A : A \subseteq [1 : K], |A| = p, k \in A, \sum_{j \in A} L_j < K - p$
7:         $k \leftarrow (k + 1)\uparrow$
8:     $\bar{A} \leftarrow$ Select one $A$
9:     return $(\bar{A}, k)$
10: function REMOVENODE($\hat{A}$, $k$)
11:     while $L_k = 0$
12:         $\hat{A} \leftarrow \hat{A} \setminus \{k\}$
13:         Choose largest $\hat{k} \in \hat{A}$
14:     return $(\hat{A}, \hat{k})$

From (24) and (26), the total computation load in (30) can be rewritten as,

$$M_{\text{total}} = \min \left\{ \sum_{p=2}^{K-1} p \cdot \gamma_{r,p} + \sum_{p=1}^{K} p \cdot \gamma_{c,p} \left( K - 1 \right) - 1 \right\},$$

subject to conditions (28) and (29) are satisfied.

In the following, we have computed the parameters $\gamma_{r,p}$ and $\gamma_{c,p}$ specifically to achieve the optimal (minimum) total computation load, given in Theorems 1 and 2 and Propositions 2 and 3 for a distributed computing system.

A. Parameter design for Theorem 1

For this setting with $K = 2$, we design the parameters as

$$\gamma_{c,1} = \min \{L, N\},$$

$$\gamma_{c,2} = (N - L)^\uparrow.$$

One can check that the above design of the parameters satisfies the conditions (28) and (29). Then, the total computation load for a distributed computing system with $K = 2$ is given by:

$$M_{\text{total}} = \gamma_{c,1} + 2\gamma_{c,2}$$

$$= \max \{N, 2N - L\},$$

which turns out to be optimal (see Theorem 1).

B. Parameter design for Theorem 2

For a general setting of a three-node system, $K = 3$, we design the parameters of the proposed scheme as

$$\gamma_{c,2} = 3N - \min \{L, 2N\} - \max \left\{N, \left\lfloor \frac{7N - 2L}{3} \right\rfloor, 3N - 2L\right\},$$

$$\gamma_{c,1} = \min \{L, 2N\} + \gamma_{c,2} - \min \{2L, N\},$$

$$\gamma_{r,2} = 2 \min \{2L, N\} - 3\gamma_{c,2} - \min \{L, 2N\},$$

$$\gamma_{c,3} = N - \gamma_{r,2} - \gamma_{c,1} - 2\gamma_{c,2}.$$
Algorithm 2 Achievable Scheme for $M^*_\text{total}$ with $(Q/K \in \mathbb{N}^+, L_k/(K-1) \in \mathbb{N}, k = 1, 2, \ldots, K)$

15: procedure FILE ASSIGNMENT
16: $k \leftarrow 1$; $n \leftarrow 1$; $\hat{L}_\ell \leftarrow L_\ell, \ell = 1, 2, \ldots, K$
17: for $p = 1 : K$
18: for $i = 1 : \gamma_{c,p}$
19: $k \leftarrow \text{NEXTNODEDECODING}(k, (K-1)/p, i); \quad k_{i,p}^c \leftarrow k$
20: for each $A : A \subseteq [1 : K], |A| = p, k \in A$
21: Place file $w_n$ at the Nodes indexed by $A$; $n \leftarrow n + 1$
22: $L_k \leftarrow L_k - (K-1)/p; \quad k \leftarrow (k+1)\dagger$
23: for $p = 2 : K - 1$
24: for $i = 1 : \gamma_{r,p}$
25: $(A, k) \leftarrow \text{NEXTNODEREDUNDANCY}(k, p, i); \quad k^r_{i,p} \leftarrow k; \quad \hat{A}_{i,p} \leftarrow A$
26: Place file $w_n$ at the Nodes indexed by $A$; $\hat{A} \leftarrow A$
27: for $j \in [1 : K] \setminus A$
28: $(\hat{A}, k) \leftarrow \text{REMOVENODE}(\hat{A}, k)$
29: $L_k \leftarrow L_k - 1$
30: $n \leftarrow n + 1; \quad k \leftarrow (k+1)\dagger$
31: procedure MAP PHASE
32: Node $k$ computes Map functions and outputs $\{a_{q,n} : q \in [1 : Q], n \in M_k; \quad k = 1, 2, \ldots, K\}$
33: procedure SHUFFLE PHASE
34: $n \leftarrow 1; \quad L_\ell \leftarrow L_\ell, \ell = 1, 2, \ldots, K$
35: for $p = 1 : K$
36: for $i = 1 : \gamma_{c,p}$
37: $k \leftarrow k_{i,p}^c; \quad B \leftarrow \left[n : n + (K-1)/(p-1) - 1\right]$
38: for each $A : A \subseteq [1 : K], |A| = p, k \notin A$
39: Node $k$ broadcasts intermediate value $\{\bigoplus_{\forall j \in A} a_W, (\bigcap_{\forall i \in (k) \cup A \setminus (\{j\} \cup M_k)} A) \cap B\}$
40: $n \leftarrow n + (K-1)/(p-1); \quad L_k \leftarrow L_k - (K-1)/p$
41: for $p = 2 : K - 1$
42: for $i = 1 : \gamma_{r,p}$
43: $\hat{A} \leftarrow \hat{A}_{i,p}; \quad k \leftarrow k^r_{i,p}$
44: for $j \in [1 : K] \setminus \hat{A}_{i,p}$
45: $(\hat{A}, k) \leftarrow \text{REMOVENODE}(\hat{A}, k)$
46: Node $k$ sends $a_W$ to Node $j$; $L_k \leftarrow L_k - 1$
47: $n \leftarrow n + 1$
48: procedure REDUCE PHASE
49: Node $k$ computes Reduce functions indexed by $W_k; \quad k = 1, 2, \ldots, K$

One can check that the constraints in (28) and (29) are satisfied with this design. With the above parameter design, from (30), the total computation load of the proposed scheme is given by

$$M_{\text{total}} = 2\gamma_{r,2} + \gamma_{c,1} + 4\gamma_{c,2} + 3\gamma_{c,3}$$

$$= \max\left\{N, \left[\frac{7N}{3} - \frac{2L}{3}\right], 3N - 2L\right\}. \quad (34)$$

Note that, for $K = 3$, the total computation load of the proposed scheme turns out to be optimal when $L_k/2 \in \mathbb{N}$. 

$$L_k = \frac{3N - 2L}{2} \quad (35)$$
C. Parameter design for Proposition 2

Let us consider the case when $L$ is very small compared to given $N$. More specifically we look at the case of

$$L \leq \frac{N}{K-1}.$$

In this case, the parameters are set as

$$\gamma_{c,p} = \begin{cases} 
0, & p = 1, 2, \ldots, K-2, \\
L, & p = K-1, \\
N - (K-1)L, & p = K, \\
N - (K-1)L, & p = 2, 3, \ldots, K-1.
\end{cases}$$

$$\gamma_{r,p} = 0,$$

One can easily verify that these parameters satisfy both the constraints (28) and (29). Then, the total computation load from (30) is given by:

$$M_{\text{total}} = (K-1)L \left(\frac{K-1}{K-2}\right) + K[N - (K-1)L] \left(\frac{K-1}{K-1}\right)$$

$$= KN - (K-1)L,$$

which turns out to be optimal (see Proposition 2).

D. Parameter design for Proposition 3

In this case, we consider the case of

$$\min_k \{L_k\} \geq (K-1) \cdot \lfloor N/K \rfloor,$$

and then, we set the parameters as

$$\gamma_{c,p} = \begin{cases} 
N, & p = 1, \\
0, & p = 2, 3, \ldots, K, \\
0, & p = 2, 3, \ldots, K-1.
\end{cases}$$

$$\gamma_{r,p} = 0,$$

These parameters satisfy the constraints (28) and (29) and the total computation load from (30) is given by

$$M_{\text{total}} = N,$$

which turns out to be optimal (see Proposition 3).

VI. Achievability for the three-node system: the worst-case computation load

In this section, we design a general scheme by focusing on the worst-case computation load, for a three-node ($K = 3$) distributed computing system. For some cases, the proposed scheme achieves the optimal (minimum) worst-case computation load (as shown in Proposition 1), by setting the scheme parameters specifically. In the proposed scheme, at first $N$ input files are divided into 16 disjointed groups, whose indices are given by

$$S_{\{1\}}, S_{\{2\}}, S_{\{3\}}, S_{\{1,2\}}, S_{\{1,2\}}, S_{\{1,2\}}, S_{\{1,3\}}, S_{\{1,3\}}, S_{\{1,3\}}, S_{\{1,3\}}, S_{\{1,3\}}, S_{\{1,3\}}, S_{\{1,3\}}, S_{\{2,3\}}, S_{\{2,3\}}, S_{\{2,3\}}, S_{\{2,3\}}, S_{\{1,2\}},$$

where $S_{\mathcal{A}}, \mathcal{A} \subseteq [1:3]$, has been defined in (7), and the other notations are defined as follows. For any $\mathcal{A} \subseteq [1:3]$ with $|\mathcal{A}| = 2$, $S_{\mathcal{A}}^{c}$ and $S_{\mathcal{A}}^{r}$ denote the sets of indices of files placed exclusively at the
nodes indexed by $A$, and Node $j, j \in A$, is responsible for sending out the required intermediate values associated with these files in the Shuffle phase. For the files $w_n, n \in S^{c_j}_A$, we employ the coding strategy, which has been used in the scheme in Section V. Similarly, for the files $w_n, n \in S^{r_j}_A$, we employ the redundancy strategy.

In our scheme we have 16 parameters

$$S_1, S_2, S_3, S^{r_j}_A, S^{c_j}_A, S_{123}, \quad A = \{1, 2\}, \{1, 3\}, \{2, 3\}, \quad j \in A,$$

where $S^{r_j}_A \triangleq |S^{r_j}_A|$, $S^{c_j}_A \triangleq |S^{c_j}_A|$, $S_i \triangleq |S_{\{i\}}|$, $i = 1, 2, 3$, and $S_{123} \triangleq |S_{\{1,2,3\}}|$ (see (7)). For simplicity we use the notation $S^{r_j}_{12}$ to represent $S^{r_j}_{\{1,2\}}$ and similar notations are used later on. For the proposed scheme we design these 16 parameters under the following conditions:

1. $$\sum_{i=1}^{3} S_i + \sum_{A \subset [1:3], |A| = 2} \sum_{j \in A} (S^{r_j}_A + S^{c_j}_A) + S_{123} = N,$$

2. $$S_{12} = S^{c_1}_{13}, \quad S_{12} = S^{c_2}_{23}, \quad S_{13} = S^{c_3}_{23},$$

3. $$2S_1 + S^{r_1}_{12} + S^{c_1}_{13} + \frac{1}{2}(S^{c_2}_{12} + S^{c_1}_{13}) \leq L_1,$$

4. $$2S_2 + S^{r_2}_{12} + S^{c_2}_{23} + \frac{1}{2}(S^{c_1}_{12} + S^{c_2}_{23}) \leq L_2,$$

5. $$2S_3 + S^{r_3}_{13} + S^{c_3}_{23} + \frac{1}{2}(S^{c_1}_{13} + S^{c_2}_{23}) \leq L_3.$$

The condition in (41) guarantees that the 16 disjointed groups in (39) should include all the indices of $N$ input files. The condition in (42) guarantees that the scheme can utilize the coding strategy used in Section V. The conditions in (43)-(45) guarantee that the communication load constraint in (4) is satisfied. Let us focus on Node 1 and consider the Shuffle phase. For each file index in group $S_{\{1\}}$, $2Q/K$ intermediate values need to be delivered; for every two file indices in group $S^{c_1}_{\{1,2\}} \cup S^{c_1}_{\{1,3\}}$, $Q/K$ coded intermediate values need to be delivered; for each file index in $S^{r_1}_{\{1,2\}} \cup S^{c_1}_{\{1,3\}}$, $Q/K$ intermediate values need to be delivered; and for all the file indices in group $S_{\{1,2,3\}}$, no communication is required. Therefore, a total of

$$\frac{2S_1 + S^{r_1}_{12} + S^{c_1}_{13} + \frac{1}{2}(S^{c_1}_{12} + S^{c_1}_{13})}{Q/K}$$

(coded and uncoded) intermediate values need to be delivered from Node 1, each intermediate value carrying at most $B$ bits of information. The condition in (43) guarantees that the scheme design satisfies the communication load constraint for Node 1, that is

$$\frac{K \cdot H(x_1)}{QB} \leq \frac{KB \cdot (2S_1 + S^{r_1}_{12} + S^{c_1}_{13} + \frac{1}{2}(S^{c_1}_{12} + S^{c_1}_{13}))}{QB} = 2S_1 + S^{r_1}_{12} + S^{c_1}_{13} + \frac{1}{2}(S^{c_1}_{12} + S^{c_1}_{13}) \leq L_1.$$

Similarly, the conditions in (44) and (45) guarantee that the scheme design satisfies the communication load constraints for Node 2 and Node 3, respectively. The file placement, Map, Shuffle, and Reduce phases of the proposed scheme are explained in Algorithm 3, which takes any 16 parameters (see (40)) satisfying conditions (41)-(45) as inputs.
Algorithm 3 Achievable Scheme for $M^*_{\text{worst}}$ with $(K = 3, Q/K \in \mathbb{N}^+)$

1: procedure Initialization
2: \[ z \leftarrow 0; \quad \mathbf{u} \leftarrow [S_1, S_2, S_3, S_{12}^1, S_{12}^2, S_{12}^3, S_{13}^3, S_{13}^1, S_{13}^2, S_{23}^1, S_{23}^2, S_{23}^3, S_{123}]^T \]
3: \[ \text{for } i = 1 : 16 \]
4: \[ C_i \leftarrow [z + 1 : z + \mathbf{u}[i]]; \quad z \leftarrow z + \mathbf{u}[i] \]
5: \[ S_1 \leftarrow C_1; \quad S_2 \leftarrow C_2; \quad S_3 \leftarrow C_3; \quad S_{12}^1 \leftarrow C_4; \quad S_{12}^2 \leftarrow C_5; \quad S_{12}^3 \leftarrow C_6; \]
6: \[ S_{13}^1 \leftarrow C_7; \quad S_{13}^2 \leftarrow C_8; \quad S_{13}^3 \leftarrow C_9; \quad S_{3}^1 \leftarrow C_{10}; \quad S_{3}^2 \leftarrow C_{11}; \]
7: \[ S_{23}^1 \leftarrow C_{12}; \quad S_{23}^2 \leftarrow C_{13}; \quad S_{23}^3 \leftarrow C_{14}; \quad S_{123} \leftarrow C_{15}; \quad S_{123} \leftarrow C_{16}; \]
8: procedure File Assignment
9: \[ \mathcal{M}_1 \leftarrow S_1 \cup S_{12}^1 \cup S_{12}^2 \cup S_{12}^3 \cup S_{13}^1 \cup S_{13}^2 \cup S_{13}^3 \cup S_{3}^1 \cup S_{3}^2 \cup S_{3}^3 \cup S_{123} \]
10: \[ \mathcal{M}_2 \leftarrow S_2 \cup S_{12}^1 \cup S_{12}^2 \cup S_{12}^3 \cup S_{13}^1 \cup S_{13}^2 \cup S_{13}^3 \cup S_{3}^1 \cup S_{3}^2 \cup S_{3}^3 \cup S_{123} \]
11: \[ \mathcal{M}_3 \leftarrow S_3 \cup S_{13}^1 \cup S_{13}^2 \cup S_{13}^3 \cup S_{123} \]
12: \[ \text{for } k = 1 : K \]
13: \[ \text{Place all the files indexed by } \mathcal{M}_k \text{ at Node } k \]
14: procedure Map Phase
15: \[ \text{for } k = 1 : K \]
16: \[ \text{Node } k \text{ computes } Map \text{ functions and outputs } a_{q,n}, q \in [1 : Q] \text{ and } n \in \mathcal{M}_k \]
17: procedure Shuffle Phase
18: \[ \text{for } k = 1 : K \]
19: \[ \text{Node } k \text{ sends } a_{W(k+1)^\dagger}; s_k \text{ to Node } (k + 1)^\dagger \text{ and } a_{W(k+2)^\dagger}; s_k \text{ to Node } (k + 2)^\dagger \]
20: \[ \text{Node } k \text{ sends } a_{W(k+2)^\dagger}; s_{k(k+1)^\dagger} \text{ to Node } (k + 2)^\dagger \text{ and } a_{W(k+1)^\dagger}; s_{k(k+2)^\dagger} \text{ to Node } (k + 1)^\dagger \]
21: \[ \text{Node } k \text{ broadcasts } a_{W(k+2)^\dagger}; s_{k(k+1)^\dagger} \oplus a_{W(k+1)^\dagger}; s_{k(k+2)^\dagger} \text{ to the other nodes} \]
22: procedure Reduce Phase
23: \[ \text{for } k = 1 : K \]
24: \[ \text{Node } k \text{ computes } Reduce \text{ functions indexed by } W_k \]

For our proposed scheme, by optimizing over the 16 parameters satisfying conditions (41)-(45), then the following worst-case computation load is achievable

\[
M_{\text{worst}} = \min \max \left\{ S_1 + \sum_{A=\{1,2\}} \sum_{j \in A} (S_A^j + S_A^{c_j}) + S_{123}, \right. \\
\left. S_2 + \sum_{A=\{1,3\}} \sum_{j \in A} (S_A^j + S_A^{c_j}) + S_{123}, \right. \\
\left. S_3 + \sum_{A=\{2,3\}} \sum_{j \in A} (S_A^j + S_A^{c_j}) + S_{123} \right\} \\
\text{s.t. conditions (41)-(45), } S_1, S_2, S_3, S_A^j, S_A^{c_j}, S_{123} \in \mathbb{N}, \forall A \subseteq [1 : 3], |A| = 2, \forall j \in A. \tag{46}
\]

One can follow Algorithm [3] to get the scheme in Fig. [1] for given parameters $(K = Q = 3, N = 7, L_1 = L_2 = 2, L_3 = 14)$ by setting design parameters $S_1 = 1, S_3 = 4, S_{12}^2 = 2$ and the rest of the design parameters as 0. From the algorithm, we get $S_1 = \{1\}, S_3 = \{2, 3, 4, 5\}, S_{12}^2 = \{6, 7\}$. The design parameters satisfy the conditions (41)-(45) and the worst-case computation load from (46) is 4, which turns out to be optimal.

In the following, we will set the 16 parameters specifically to achieve the optimal (minimum) worst-case computation load for some cases (as shown in Proposition [1]).
A. Parameter design for Condition 1 in Proposition 1

Let us consider the case of

\[ \min_k \{ L_k \} \geq 2 \left\lceil \frac{N}{3} \right\rceil. \]

In this case, we set the parameters as

\[ S_1 = \left\lceil \frac{N}{3} \right\rceil, \quad S_2 = \left\lceil \frac{N}{3} \right\rceil, \quad S_3 = N - \left\lceil \frac{N}{3} \right\rceil - \left\lfloor \frac{N}{3} \right\rfloor, \]

\[ S_{A}^{r} = S_{A}^{c} = S_{123} = 0, \quad A = \{1, 2\}, \{1, 3\}, \{2, 3\}, \forall j \in A. \]

With the choices of these parameters, one can easily verify that the conditions (41)-(45) are satisfied. Then, the worst-case computation load is given by

\[
M_{\text{worst}} = \max \left\{ S_1 + \sum_{A=\{1,2\},\{1,3\}} \sum_{j \in A} (S_{A}^{r} + S_{A}^{c}) + S_{123}, \\
S_2 + \sum_{A=\{1,2\},\{2,3\}} \sum_{j \in A} (S_{A}^{r} + S_{A}^{c}) + S_{123}, \\
S_3 + \sum_{A=\{1,3\},\{2,3\}} \sum_{j \in A} (S_{A}^{r} + S_{A}^{c}) + S_{123} \right\}
\]

\[\[= \left\lceil \frac{N}{3} \right\rceil,\]

which turns out to be optimal (see (14) in Proposition 1).

B. Parameter design for Condition 2 in Proposition 1

Now we consider the case of

\[ L \leq N/2, \]

and then we set the parameters as

\[ S_i = 0, \quad \forall i \in [1 : 3], \]

\[ S_{A}^{r} = 0, \quad A = \{1, 2\}, \{1, 3\}, \{2, 3\}, \forall j \in A, \]

\[ S_{12}^{c} = S_{13}^{c} = L_1, \]

\[ S_{12}^{c} = S_{23}^{c} = L_2, \]

\[ S_{13}^{c} = S_{23}^{c} = L_3, \]

\[ S_{123} = N - 2L. \]

One can verify that the conditions (41)-(45) are satisfied with the choices of the parameters. Then, the worst-case computation load (see (47)) is given by

\[ M_{\text{worst}} = N - \min \{L_2 + L_3, L_1 + L_3, L_1 + L_2\}, \]

which turns out to be optimal (see (15) in Proposition 1).
C. Parameter design for Condition 3 in Proposition 1

We then consider the case with the following conditions:

\[
2 \leq \min_k \{L_k\} \leq \frac{2N}{3},
\]

\[
\frac{3N - \min_{i \neq j} \{L_i + L_j\}}{5} \leq \left\lfloor \frac{N}{2} - \frac{\min_k \{L_k\}}{4} \right\rfloor \leq \max_k \{L_k\}.
\]

(48)

(49)

WLOG, we assume that \(L_1 \leq L_2 \leq L_3\). Then, we set the parameters as

\[
S_1 = S_2 = N - 2 \left\lfloor \frac{N}{2} - \frac{L_1}{4} \right\rfloor,
\]

\[
S_3 = \left\lfloor \frac{N}{2} - \frac{L_1}{4} \right\rfloor,
\]

\[
S_{12}^r = L_1 - 2N + 4 \left\lfloor \frac{N}{2} - \frac{L_1}{4} \right\rfloor,
\]

\[
S_{12}^r = N - L_1 - \left\lfloor \frac{N}{2} - \frac{L_1}{4} \right\rfloor,
\]

\[
S_A^j = 0, \ A = \{1, 3\}, \{2, 3\}, \forall j \in A,
\]

\[
S_A^j = 0, \ A = \{1, 2\}, \{1, 3\}, \{2, 3\}, \forall j \in A,
\]

\[
S_{123} = 0.
\]

One can check that conditions (41)-(45) hold true for the choices of the parameters. Finally, the worst-case computation load is given by

\[
M_{\text{worst}} = \left\lfloor \frac{N}{2} - \frac{\min_k \{L_k\}}{4} \right\rfloor,
\]

which turns out to be optimal (see (16) in Proposition 1).

VII. Achievability for the K-node system: Both the total computation load and the worst-case computation load

Here, in this section, we focus on designing the general scheme to achieve both the worst-case computation load and the total computation load for \(K\) distributed nodes, under the heterogeneous communication load constraint parameters, \(L_k, k \in [1:K]\). This proposed scheme can achieve both the minimum total computation load and the minimum worst-case computation load for some cases by setting the parameters specifically which is given later on. First, we divide the \(N\) files into \(\sum_{p=1}^{K-1} p^{(K)} + 1\) disjoint groups whose indices are given by

\[
S_{[1:K]}, \ S_A^j \forall A \subseteq [1:K], |A| = p, p = 1, 2, \ldots, K - 1, j \in A.
\]

In the above, \(S_{[1:K]}\) denotes the indices of files placed at all the \(K\) nodes. \(S_A^j\) denotes the indices of files exclusively placed at the nodes indexed by \(A\) and Node \(j, j \in A\), is responsible for sending out the required intermediate values associated with these files in the Shuffle phase. Coding strategy (See Section [VI]) will be used to send out the intermediate values associated with files \(w_n, n \in S_A^j\). Note that for \(|A| = p = 1\), the files are placed exclusively at one node only, so, the intermediate values associated with these files are sent out with 1-order coding which implies that the broadcasted intermediate values are uncoded. In this scheme, the number of parameters depend upon the total number of nodes, \(K\). Specifically, for given \(K\), we will have \(\sum_{p=1}^{K-1} p^{(K)} + 1\) parameters which are represented as

\[
S_{1:K}, \ S_A^j \forall A \subseteq [1:K], |A| = p, p = 1, 2, \ldots, K - 1, j \in A,
\]

(50)
where, \( S^{c_j}_A \triangleq |S^{c_j}_A|, S_{1...K} \triangleq |S_{\{1...K\}}| \) and, these parameters are designed under the following conditions:

\[
\sum_{p=1}^{K-1} \sum_{j,A:A \subseteq [1:K], |A|=p, j \in A} S^{c_j}_A + S_{1...K} = N, \tag{51}
\]

\[
S^{c_j}_A = S^{c_j}_A', \quad A, A' \subseteq [1:K], |A| = |A'| = p, j \in A \cap A', \quad \text{for} \ j = 1, 2, \ldots, K, \ p = 2, 3, \ldots, K - 1,
\]

\[
\sum_{p=1}^{K-1} \frac{K-p}{p} \sum_{A:A \subseteq [1:K], |A|=p, j \in A} S^{c_j}_A \leq L_j, \quad \text{for} \ j = 1, 2, \ldots, K. \tag{53}
\]

The condition in (51) guarantees that all the indices of the \( N \) input files are included in the \( \sum_{p=1}^{K-1} p(K) + 1 \) disjointed groups. The condition in (52) guarantees that the scheme can utilize the coding strategy mentioned in Section VII (also see Fig. 7) and the condition in (53) guarantees that the communication load constraint in (4) is satisfied.

Let us focus on Node 1 and consider the Shuffle phase. For coding strategy, we consider the Shuffle phase for a group of \( \binom{K-1}{p-1} \) files as specified in constraint (52). For every \( \binom{K-1}{p-1} \) file indices in group \( \cup_{1 \in A, |A|=p, A \subseteq [1:K]} S^{c_j}_A \), \( \binom{K-1}{p-1} Q/K \) coded intermediate values need to be delivered for \( p \in [1:K-1] \). This is because the intermediate values, associated with files \( w_n, n \in S^{c_i}_A \), are sent using \( p \)-order coding from node 1 to the other \( K-1 \) nodes. Note that \( p \)-order coding refers to XOR bitwise operation of \( p \)-intermediate values. Also note that for \( p = 1 \), \( \binom{K-1}{p-1} = K-1 \) uncoded intermediate values are sent from node 1 to the other \( K-1 \) nodes. However, for the file indices in group \( S_{\{1...K\}} \), no communication is required. Therefore, a total of

\[
\sum_{p=1}^{K-1} \binom{K-1}{p-1} \sum_{A:A \subseteq [1:K], |A|=p, 1 \in A} S^{c_j}_A Q/K = \sum_{p=1}^{K-1} \frac{K-p}{p} \sum_{A:A \subseteq [1:K], |A|=p, 1 \in A} S^{c_j}_A Q/K
\]

(coded and uncoded) intermediate values need to be delivered from Node 1 with each intermediate value carrying at most \( B \) bits of information. The condition in (53) guarantees that the scheme design satisfies the communication load constraint for Node 1, that is

\[
\frac{K \cdot H(x_1)}{Q B} = \sum_{p=1}^{K-1} \frac{K-p}{p} \sum_{A:A \subseteq [1:K], |A|=p, 1 \in A} S^{c_j}_A \leq L_1. \tag{54}
\]

Similarly, the condition in (53) guarantees that the scheme design satisfies the communication load constraints for other nodes as well.

The file placement, Map, Shuffle, and Reduce phases of the proposed scheme are explained in Algorithm 4, which takes all the \( \sum_{p=1}^{K-1} p(K) + 1 \) parameters (see (50)) satisfying conditions (51)-(53) as inputs. Then, the following worst-case computation load is achievable

\[
M_{\text{worst}} = \min \left\{ \max_{i \in \{1...K\}} \left\{ S_{1...K} + \sum_{p=1}^{K-1} \sum_{A:A \subseteq [1:K], |A|=p, i \in A, j \in A} S^{c_j}_A \right\} \right\}, \tag{55}
\]

s.t. conditions (51)-(53).

and the following total computation load is achievable

\[
M_{\text{total}} = \min \left\{ \sum_{i=1}^{K} \left( S_{1...K} + \sum_{p=1}^{K-1} \sum_{A:A \subseteq [1:K], |A|=p, i \in A, j \in A} S^{c_j}_A \right) \right\}, \tag{56}
\]

s.t. conditions (51)-(53).

We analyze the scheme for the following three cases. At first we look at the system with \( K = 2 \) nodes in Theorem 1 and then we look into distributed computing system with \( K \) nodes in Propositions 2 and 3.
A. Parameter design for Theorem 1

In this system with \( K = 2 \), the parameters are set as below. Note that for the following parameter design, WLOG, we assume \( L_1 \leq L_2 \).

\[
S_1^{c_1} = \min \left\{ L_1, \left\lceil \frac{N}{2} \right\rceil \right\},
\]
\[
S_2^{c_2} = \min \left\{ L_2, N - \min \left\{ L_1, \left\lceil \frac{N}{2} \right\rceil \right\} \right\},
\]
\[
S_{12} = (N - L)^+. \]

One can easily verify that (51) and (53) hold true for these parameters. Then, the worst-case computation load from (55) is given by

\[
M_{\text{worst}} = N - \min\{L_1, L_2, N - \left\lceil N/2 \right\rceil\}; \tag{57}
\]

and the total computation load from (56) is given by

\[
M_{\text{total}} = \max\{N, 2N - L\}. \tag{58}
\]

Equations in (57) and (58) reveal that both the worst-case computation load and the total computation load can be achieved via the same scheme for a distributed computing system with \( K = 2 \) nodes. Both of them turn out to be optimal (see Theorem 1).
Algorithm 4 General Achievable Scheme for Both $M_{\text{total}}^*$ and $M_{\text{worst}}^*$ with $(Q/K \in \mathbb{N}^+)$

1: procedure \texttt{Initialization}
2: \hspace{1em} $z \leftarrow 0$
3: for $p = 1 : K - 1$
4: \hspace{1em} for each $A : A \subseteq [1 : K], |A| = p$
5: \hspace{2em} for each $j \in A$
6: \hspace{3em} $S_j^A \leftarrow [z + 1 : z + S_j^A]$; \hspace{1em} $z \leftarrow z + S_j^A$
7: \hspace{1em} $S_{\{1 \ldots K\}} \leftarrow [N - S_{\{1 \ldots K\}} + 1 : N]$
8: procedure \texttt{File Assignment}
9: for $k = 1 : K$
10: \hspace{1em} $\mathcal{M}_k \leftarrow (\cup_{p=1}^{K-1} \cup_{A : A \subseteq [1 : K], |A| = p, k \in A} S_j^A) \cup S_{\{1 \ldots K\}}$
11: \hspace{1em} Place all the files indexed by $\mathcal{M}_k$ at Node $k$
12: procedure \texttt{Map Phase}
13: for $k = 1 : K$
14: \hspace{1em} Node $k$ computes Map functions and outputs $a_{q,n}, q \in [1 : Q]$ and $n \in \mathcal{M}_k$
15: procedure \texttt{Shuffle Phase}
16: for $k = 1 : K$
17: \hspace{1em} Node $k$ sends $a_{\mathcal{W}(k+i)^\dagger, S_j^A}$ to Node $(k+i)^\dagger, i = 1, 2, \ldots, K - 1$
18: for $p = 2 : K - 1$
19: \hspace{1em} for each $A' \subseteq [1 : K], |A'| = p, k \notin A'$
20: \hspace{2em} Node $k$ broadcasts $\bigoplus_{A : A \subseteq [1 : K], k \in A, |A| = p, |A' \cap A'| = p - 1} a_{\mathcal{W}(A' \setminus A), S_j^A}$ to the other nodes
21: procedure \texttt{Reduce Phase}
22: for $k = 1 : K$
23: \hspace{1em} Node $k$ computes Reduce functions indexed by $\mathcal{W}_k$

B. Parameter design for Proposition 2

For the case of $L \leq \frac{N}{K - 1}$, we set the parameters as

\begin{align*}
S_j^A &= 0, \quad A \subseteq [1 : K], |A| = p, p = 1, 2, \ldots, K - 2, \forall j \in A, \\
S_j^A &= L_j, \quad A \subseteq [1 : K], |A| = K - 1, \forall j \in A, \\
S_{\{1 \ldots K\}} &= N - (K - 1)L.
\end{align*}

Putting these values in (51), we have

\begin{equation}
\left(\frac{K - 1}{K - 2}\right) \sum_{j=1}^{K} L_j + N - (K - 1)L = N. \quad (59)
\end{equation}

Again, setting the parameters in (53), we get,

\begin{equation}
\frac{1}{K - 1} \left(\frac{K - 1}{K - 2}\right) L_i \leq L_i, \quad \forall i \in [1 : K]. \quad (60)
\end{equation}

From (59) and (60), we prove that the choices of the above parameters satisfy the constraints in (51) and (53). Then, the worst-case computation load from (55) is given by

\begin{equation}
M_{\text{worst}} = N - L + \max_k \{L_k\}, \quad (61)
\end{equation}
and the total computation load from (56) is given by

\[ M_{\text{total}} = KN - (K - 1)L, \]  
both of which turn out to be optimal (see Proposition 2).

C. Parameter design for Proposition 3

Let us consider the case of

\[ \min_k \{L_k\} \geq (K - 1) \cdot \left\lceil \frac{N}{K} \right\rceil. \]

Here, the parameters are set as follows

\[
S_{c_i}^{(i)} = \left\lceil \frac{N}{K} \right\rceil, \quad i = 1, 2, \cdots, [N \mod K], \\
S_{c_i}^{(i)} = \left\lfloor \frac{N}{K} \right\rfloor, \quad i = [N \mod K] + 1, \cdots, K - 1, K, \\
S_{j}^{(j)} = 0, \quad \forall j \in \mathcal{A}, |\mathcal{A}| = p, \quad p = 2, 3, \cdots, K - 1, \\
S_{1 \cdots K} = 0.
\]

With the above choices of parameters, one can easily verify that the conditions (51) and (53) are satisfied. From (55), the worst-case computation load is given by

\[ M_{\text{worst}} = \left\lceil \frac{N}{K} \right\rceil, \]
and from (56), the total computation load is given by

\[ M_{\text{total}} = N, \]
which turn out to be optimal (see Proposition 3).

VIII. CONVERSE

This section provides the converse proofs of Theorems 1 and 2 and also provides the proof of Lemmas 1 and 2. Note that Lemma 2 is derived from the proof by contradiction. We first provide a lemma that will be used in our proofs.

Lemma 3 (Cut-Set Bound). For a distributed computing system defined in Section II and for any set \( S \subseteq [1 : K] \) and \( S^c \triangleq [1 : K] \setminus S \), we have

\[ |S| \cdot \sum_{i \in S} M_i \geq N \cdot |S| - \sum_{k \in S^c} L_k. \] (63)

Proof. Lemma 3 holds for a general setting. We essentially use a “cut-set” technique in the proof of this lemma. For notational convenience, let

\[ a_{q,:} \triangleq \{a_{q,n} : n \in [1 : N]\}, \]
which denotes all the intermediate values required for computing the Reduce function \( q \); let

\[ a_{W_k,:} \triangleq \{a_{q,n} : q \in \mathcal{W}_k, n \in [1 : N]\}, \]
which represents all the intermediate values that are required as inputs for computing all the Reduce functions at Node \( k \); and let

\[ a_{:M_k} \triangleq \{a_{q,n} : q \in [1 : Q], n \in \mathcal{M}_k\}, \]
which denotes all the intermediate values cached at Node $k$ after the Map phase, for any $k \in [1 : K]$. For any set $S \subseteq [1 : K]$, we let
\begin{align}
\mathcal{W}_S & \triangleq \bigcup_{i \in S} \mathcal{W}_i, \quad (64) \\
\mathcal{M}_S & \triangleq \bigcup_{i \in S} \mathcal{M}_i, \quad (65) \\
a_{\mathcal{W}_S, a} & \triangleq \{ a_{q, n} : q \in \mathcal{W}_S, n \in [1 : N] \}, \quad (66) \\
a_{\mathcal{m}, \mathcal{M}_S} & \triangleq \{ a_{q, n} : q \in [1 : Q], n \in \mathcal{M}_S \}, \quad (67) \\
x_S & \triangleq \{ x_i : i \in S \}. \quad (68)
\end{align}

Recall that $x_k$ is the message sent from Node $k$ and is a deterministic function of the intermediate values $a_{\mathcal{W}_S, a_k}$, i.e., $x_k = f_k(a_{\mathcal{W}_S, a_k})$. Also recall that $x_k$ needs to be communicated under the following communication load constraint:
$$\mathbb{H}(x_k) \leq \frac{QBL_k}{K}, \quad k = 1, 2, \cdots, K$$
(see (3)). In this proof we use a “cut-set” technique. Let us consider an arbitrary “cut” to divide $K$ nodes into two groups. Let $S$ and $S^c$ denote the sets of node indices of the first and the second groups, respectively, for $S \subseteq [1 : K]$ and $S^c = [1 : K] \setminus S$.

We first argue that the following equality should hold:
$$\mathbb{H}(a_{\mathcal{W}_S}, a_{\mathcal{W}_S, a} : x_S^c, a_{\mathcal{W}_S^c, a}) = 0,$$
(70) because $a_{\mathcal{W}_S^c}$ can be reconstructed by the knowledge of $a_{\mathcal{W}_S, a}$ and $x_S^c$. Note that the intermediate values $a_{\mathcal{W}_S}$ are used as inputs for computing all the Reduce functions at a group of nodes indexed by set $S$. Also note that $x_S^c$ represents a set of messages (see (68)), which are sent from a group of nodes indexed by set $S^c$. Then, with (70) and the chain rule, we directly get
$$\mathbb{H}(a_{\mathcal{W}_S, \mathcal{M}_S}, x_S^c, a_{\mathcal{W}_S^c}, a_{\mathcal{W}_S^c, a}) = \mathbb{H}(a_{\mathcal{W}_S^c}, a_{\mathcal{W}_S}) \quad (71)$$
For the left-hand expression of (71), we have
$$\mathbb{H}(a_{\mathcal{W}_S, \mathcal{M}_S}, x_S^c, a_{\mathcal{W}_S^c}, a_{\mathcal{W}_S}) = \mathbb{H}(a_{\mathcal{W}_S^c}, a_{\mathcal{W}_S}) \quad (72)$$
$$= QNB \quad (73)$$
where (72) follows from the fact that $(a_{\mathcal{W}_S, \mathcal{M}_S}, x_S^c)$ can be reconstructed from $(a_{\mathcal{W}_S^c, a}, a_{\mathcal{W}_S})$; (73) stems from our definition on the size of each intermediate value. Focusing on the right-hand side of (71), we have
\begin{align}
\mathbb{H}(a_{\mathcal{W}_S, \mathcal{M}_S}, x_S^c, a_{\mathcal{W}_S^c}) & \leq \mathbb{H}(a_{\mathcal{W}_S, \mathcal{M}_S}) + \mathbb{H}(x_S^c) + \mathbb{H}(a_{\mathcal{W}_S^c, a}) \\
& \leq B \cdot |\mathcal{W}_S| \cdot |\mathcal{M}_S| + B \cdot |\mathcal{W}_S^c| \\
& \leq B \cdot |\mathcal{W}_S| \cdot |\mathcal{M}_S| + Q \cdot B \cdot |\mathcal{W}_S^c| \quad (74)
\end{align}
where (74) stems from (69) and our definition on the size of each intermediate value; (75) uses the fact that $|\mathcal{M}_S| \leq \sum_{i \in S} M_i$ (see (65)), that $|\mathcal{W}_S| = Q \cdot |S|/K$ (see (2) and (64)), and that $|\mathcal{W}_S^c| = Q \cdot (K - |S|)/K$. Finally, combining (71), (73) and (75) gives the following bound
$$QNB \leq \frac{Q \cdot B}{K} \left( |S| \cdot \sum_{i \in S} M_i + \sum_{k \in S^c} L_k + N \cdot (K - |S|) \right),$$
which can be easily simplified to bound (63), that is, $N \cdot |S| \leq |S| \cdot \sum_{i \in S} M_i + \sum_{k \in S^c} L_k$. 
\hfill \square
A. Converse proof of Theorem 1

For a two-node \((K = 2)\) distributed computing system, Lemma 3 gives the bounds

\[
M_1 \geq N - L_2, \tag{76}
\]
\[
M_2 \geq N - L_1, \tag{77}
\]
\[
M_2 + M_1 \geq N, \tag{78}
\]

by setting \(S = \{1\}, S = \{2\},\) and \(S = \{1, 2\},\) respectively. Therefore, by combining bounds (76)-(78), we have

\[
M_{\text{total}} \geq \max\{N, 2N - L\}. \tag{79}
\]

From (76) and (77) we have

\[
M_{\text{worst}} \geq N - \min\{L_1, L_2\}. \tag{80}
\]

Furthermore, bound (78) also implies that

\[
M_{\text{worst}} \geq \lceil N/2 \rceil. \tag{81}
\]

Therefore, combining bounds (80) and (81), we have

\[
M_{\text{worst}} \geq N - \min\{L_1, L_2, N - \lceil N/2 \rceil\}. \tag{82}
\]

The bounds (79) and (82) give the converse proof for Theorem 1.

B. Converse proof of Theorem 2

For a distributed computing system with \(K = 3\), Lemma 3 gives the following bounds

\[
M_1 \geq N - (L_2 + L_3), \tag{83}
\]
\[
M_2 \geq N - (L_1 + L_3), \tag{84}
\]
\[
M_3 \geq N - (L_1 + L_2), \tag{85}
\]

by setting \(S = \{1\}, \{2\}\) and \(\{3\},\) respectively. Then, by combining bounds (83)-(85) we have

\[
M_{\text{total}} \geq 3N - 2L. \tag{86}
\]

Furthermore, by setting \(S = \{1, 2, 3\},\) Lemma 1 gives the following bound

\[
M_{\text{total}} \geq N. \tag{87}
\]

Finally, for a distributed computing system with \(K = 3\), the total computation load is bounded by

\[
M_{\text{total}} \geq \left\lceil \frac{7N - 2L}{3} \right\rceil \tag{88}
\]

by following the result in [5, Lemma 1] (also see [30, Theorem 1]). Bound (88) also uses the integer property of \(M_k, \forall k \in [1 : K].\) Therefore, with bounds (86), (87) and (88), we complete the converse proof of Theorem 2.
C. Converse proof of Proposition 2
For a distributed computing system with \( K \) nodes, Lemma 3 gives the following bounds when |\( S \)| = 1
\[
M_i \geq N - L + L_i, \quad i \in [1 : K].
\] (89)
Combining all the bounds for \( S \subseteq [1 : K], |S| = 1 \), we have
\[
M_{\text{total}} = \sum_{i=1}^{K} M_i \geq KN - (K - 1)L.
\] (90)
Furthermore, bound (89) also implies that
\[
M_{\text{worst}} \geq N - \max_k \{L_k\}.
\] (91)
Hence, the bounds (90) and (91) provide the converse for Proposition 2.

D. Converse proof of Proposition 3
For a distributed computing system with \( K \) nodes, Lemma 3 gives the following bounds
\[
M_{\text{total}} = \sum_{i=1}^{K} M_i \geq N,
\] (92)
by setting \( S = [1 : K] \) with |\( S \)| = \( K \). Furthermore, bound (92) also implies that
\[
M_{\text{worst}} \geq \lfloor N/K \rfloor.
\] (93)
The bounds (92) and (93) give the converse proof for Proposition 3.

E. Proof of Lemma 1
For a distributed computing system with \( K = 3 \), Lemma 3 gives the bounds
\[
M_1 + M_2 \geq N - \frac{L_3}{2},
\] (94)
\[
M_2 + M_3 \geq N - \frac{L_1}{2},
\] (95)
\[
M_3 + M_1 \geq N - \frac{L_2}{2},
\] (96)
by setting \( S = \{1, 2\}, \{2, 3\} \) and \( \{3, 1\} \), respectively. Then, the following bound is directly from the combination of bounds (94)-(96):
\[
M_{\text{worst}} \geq \left\lfloor \frac{N}{2} - \frac{\min_k \{L_k\}}{4} \right\rfloor.
\] (97)
The above bound also uses the integer property of \( M_k, \forall k \in [1 : K] \). Furthermore, by combining bounds (83)-(85) it gives
\[
M_{\text{worst}} \geq N - \min \{L_2 + L_3, L_1 + L_3, L_1 + L_2\}.
\] (98)
Finally, bounds (87) and (88) imply the following bounds
\[
M_{\text{worst}} \geq \lfloor N/3 \rfloor,
\] (99)
and
\[
M_{\text{worst}} \geq \left\lceil \frac{7N - 2L}{3} \right\rceil,
\] (100)
respectively. Therefore, with bounds (97)-(100), we complete the proof of Lemma 1.
IX. PROOF OF LEMMA 2 (PROOF BY CONTRADICTION)

In this section we will prove Lemma 2 using the proof by contradiction, for a three-node \((K = 3)\) distributed computing system. Note that for the proof by contradiction, we start by assuming opposite proposition is true and then show that this assumption leads to a contradiction. Specifically, for any nonnegative integer \(\beta \in \mathbb{N}\) satisfying the following condition,

\[
\beta \leq \left\lceil \left( \left\lceil \frac{7N - 2 \cdot \sum_{k=1}^{3} \min\{L_k, 2(\beta - 1)\} }{3} \right\rceil \right) / 3 \right\rceil ,
\]

we will prove that

\[
M_{\text{worst}} \geq \beta. \tag{102}
\]

A. Assume (102) is false

At first, we assume that

\[
M_{\text{worst}} \leq \beta - 1, \tag{103}
\]

where \(\beta\) is a nonnegative integer satisfying the condition in (101).

B. Implication of Assumption IX-A

Based on the assumption in (103), it implies that

\[
\mathbb{H}(x_k) \leq \mathbb{H}(a_{W_{k}^{C}M_{k}}) \leq M_kB \cdot (Q - Q/K) \leq (\beta - 1) \cdot BQ(K - 1)/K \tag{105}
\]

for \(k = 1, 2, 3\), where (104) follows from the definition of \(x_k = a_{W_{k}^{C}}M_{k}\) (see (1)) and the identity of \(\mathbb{H}(f(e)) \leq \mathbb{H}(e)\) for a deterministic function \(f(e)\); (105) uses the assumption in (103). Therefore, by combining (105) and the communication load constraint in (3), we have

\[
\mathbb{H}(x_k) \leq \min \left\{ \frac{L_kQB}{K}, \frac{(\beta - 1) \cdot (K - 1) \cdot QB}{K} \right\}. \tag{106}
\]

By defining a new parameter as

\[
L'_k \equiv \min\{L_k, (\beta - 1) \cdot (K - 1)\}, \tag{107}
\]

then (106) implies that we have the following communication load constraint:

\[
\mathbb{H}(x_k) \leq \frac{L'_kQB}{K} \tag{108}
\]

for \(k = 1, 2, 3\). Based on (108), we have a new parameter on the total communication load constraint:

\[
L' \equiv \sum_{k=1}^{3} L'_k
= \sum_{k=1}^{3} \min\{L_k, 2(\beta - 1)\}
\]

for this setting with \(K = 3\).
C. Using the new parameter $L'$ on the total communication load constraint

At this point, by replacing $L$ with $L'$ and by using the result of bound (100), it gives

$$M_{\text{worst}} \geq \left\lceil \frac{7N - 2 \cdot \sum_{k=1}^{3} \min\{L_k, 2(\beta - 1)\}}{3} \right\rceil / 3.$$  

(109)

D. Contradiction

From (109) and the condition in (101), it then implies that

$$M_{\text{worst}} \geq \left\lceil \frac{7N - 2 \cdot \sum_{k=1}^{3} \min\{L_k, 2(\beta - 1)\}}{3} \right\rceil / 3 \geq \beta,$$

(110)

which contradicts with the assumption in (103).

E. Conclusion

Therefore, the bound of $M_{\text{worst}} \geq \beta$ holds true for any nonnegative integer $\beta \in \mathbb{N}$ satisfying the condition in (101). Finally, for a nonnegative integer $\beta^*$ defined by the following optimization problem

$$\beta^* = \max \beta,$$

s.t. $\beta \leq \left\lceil \left( \frac{7N - 2 \cdot \sum_{k=1}^{3} \min\{L_k, 2(\beta - 1)\}}{3} \right) / 3 \right\rceil$;

$\beta \in \mathbb{N}$

($\beta^*$ is also a nonnegative integer satisfying the condition in (101)), we conclude from the above argument that

$$M_{\text{worst}} \geq \beta^*,$$

which completes the proof of Lemma 2.

X. PROOF OF THE TRADEOFF BETWEEN $M^*_\text{TOTAL}$ AND $M^*_\text{WORST}$

In this section, we provide the proof of Theorem 3. For a distributed computing system with $K$ nodes, we have proposed a general scheme in Section VII that indeed can always achieve $M^*_\text{total}$ and $M^*_\text{worst}$ at the same time. For the setting with $K = 3$ we will prove that, if the following condition

$$M^*_\text{total} < 3N - 2M^*_\text{worst} - \min_{i \neq j}(L_i + L_j)$$

(see also (23)) is satisfied, then $M^*_\text{total}$ and $M^*_\text{worst}$ cannot be achieved at the same time. In this section we will focus on the setting with $K = 3$. First, we provide a lemma that will be used in our proof. The proof of this lemma will be provided in Section X-A later on. Recall that $S_j \triangleq |S_{(j)}| \triangleq |M_j \setminus \bigcup_{i \in [1:K]}M_i|$ for $j \in [1 : K]$ and similar notations are defined in (7).

Lemma 4. For a three-node ($K = 3$) distributed computing system defined in Section VII we have

$$M_k \geq N - \sum_{i=1, i \neq k}^{3} L_i + \sum_{j=1, j \neq k}^{3} S_j,$$

for $k = 1, 2, 3$.

At first, assume that there is a MapReduce scheme that achieves the minimum worst-case computation load, i.e.,

$$M_{\text{worst}} = M^*_\text{worst}.$$  

(111)
From Lemma 4, we have one inequality given as

\[ S_1 + S_2 \leq M_3 + L_1 + L_2 - N. \]  

(112)

Furthermore, we have

\[ S_1 + S_2 + S_{12} + M_3 = N, \]  

(113)

based on the system requirement that each of the \( N \) files should be assigned to at least one node, where \( M_3 = S_3 + S_{13} + S_{23} + S_{123} \) (see the corresponding definition in (7)). Then, combining (112) and (113) gives the following bound on \( S_{12} \):

\[ S_{12} = N - M_3 - (S_1 + S_2) \]
\[ \geq 2N - 2M_3 - (L_1 + L_2) \]
\[ \geq 2N - 2M_{\text{worst}}^* - (L_1 + L_2), \]  

(114)

(115)

where (114) follows from (112); (115) is based on the assumption in (111). At this point, we have the following bounds on the total computation load:

\[ M_{\text{total}} = S_1 + S_{12} + S_{13} + S_{123} + S_2 + S_{12} + S_{23} + S_{123} + M_3 \]  

(116)

\[ = S_1 + S_2 + 2S_{12} + S_{13} + S_{23} + 2S_{123} + M_3 \]
\[ \geq S_1 + S_2 + 2S_{12} + M_3 \]  

(117)

\[ = N + S_{12} \]  

(118)

\[ \geq 3N - 2M_{\text{worst}}^* - (L_1 + L_2), \]  

(119)

where (116) uses the identity of \( M_1 = S_1 + S_{12} + S_{13} + S_{123} \) and \( M_2 = S_2 + S_{12} + S_{23} + S_{123} \); (117) follows from the property of \( S_{13}, S_{23}, S_{123} \geq 0 \); (118) is from (113); and (119) is from (115). Similarly, by following the above steps we also have

\[ M_{\text{total}} \geq 3N - 2M_{\text{worst}}^* - (L_2 + L_3), \]  

(120)

and

\[ M_{\text{total}} \geq 3N - 2M_{\text{worst}}^* - (L_1 + L_3), \]  

(121)

which, together with (119), give the following conclusion

\[ M_{\text{total}} \geq 3N - 2M_{\text{worst}}^* - \min_{i \neq j}(L_i + L_j), \]  

(122)

if the condition in (111) is satisfied. Based on this conclusion, it implies that when \( M_{\text{total}}^* < 3N - 2M_{\text{worst}}^* - \min_{i \neq j}(L_i + L_j) \) is satisfied, \( M_{\text{total}}^* \) and \( M_{\text{worst}}^* \) cannot be achieved at the same time. It then proves Theorem 3.
Lemma 5. For a three-node ($K = 3$) distributed computing system defined in Section II the following inequalities hold true:

\[
\begin{align*}
\mathbb{H}(x_1, x_2 | a_{i:j}, a_{W_i:}) &\geq \frac{(S_1 + S_2) \cdot QB}{K}, \\
\mathbb{H}(x_1, x_3 | a_{i:j}, a_{W_i:}) &\geq \frac{(S_1 + S_3) \cdot QB}{K}, \\
\mathbb{H}(x_2, x_3 | a_{i:j}, a_{W_i:}) &\geq \frac{(S_2 + S_3) \cdot QB}{K}.
\end{align*}
\]

Proof. We will focus on the proof of bound (134), as the proofs of bounds (134), (135), and (136) are similar. We first argue that the following equations are true given the system constraints:

\[
\begin{align*}
\mathbb{H}(a_{W_2:}|x_1, x_2, a_{i:j}, a_{W_i:}, a_{S_i}^1) &= 0, \\
\mathbb{H}(a_{W_1:}|x_2, x_1, a_{i:j}, a_{W_i:}, a_{S_2}^2) &= 0.
\end{align*}
\]

The two equations result from the fact that $a_{W_2:}$ and $a_{W_3:}$ can be recovered from the information of $(x_1, x_2, a_{i:j}, a_{W_i:}, a_{S_i}^1)$ and $(x_1, x_2, a_{i:j}, a_{W_i:}, a_{S_2}^2)$, respectively.
Let us first focus on the equation in (137). With the use of chain rule, (137) implies that
\[ \mathbb{H}(x_1, x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}) = \mathbb{H}(x_1, x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}). \] (139)

The right-hand side of (139) can be rewritten by using the chain rule:
\[ \mathbb{H}(x_1, x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}) = \mathbb{H}(x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}) + \mathbb{H}(x_1, a_{W_{3i}} | x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}). \] (140)

Similarly, the left-hand side of (139) can be rewritten by using the chain rule:
\[ \mathbb{H}(x_1, x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}) = \mathbb{H}(x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}) + \mathbb{H}(x_1 | x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}). \] (141)

Then, by plugging (140) and (141) into (139), we have
\[ \mathbb{H}(x_1 | x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}) = \mathbb{H}(x_1, x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}). \] (142)

From (142) we further have:
\[ \mathbb{H}(x_1 | x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}) = \mathbb{H}(x_1, a_{W_{3i}} | x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}) \geq 0 \] (143)
\[ \geq \mathbb{H}(a_{W_{3i}} | x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}) \] (144)
\[ = \mathbb{H}(a_{W_{3i}} | a_{\cdot S_1^c}, a_{W_{3i}}) \] (145)
\[ = \frac{Q B \cdot (N - |S_1^c|)}{K} \] (146)
\[ = \frac{Q B S_1}{K}, \] (147)

where (143) is from chain rule; (144) stems from the property that entropy is always nonnegative; (145) is due to the fact that both \( x_2 \) and \( a_{\cdot M_3} \) can be recovered by the information of \( a_{\cdot S_1^c} \); (146) is from the fact that \( \mathbb{H}(a_{W_{3i}} | a_{\cdot S_1^c}, a_{W_{3i}}) = |W_{3i}| \cdot N B - |W_{3i}| \cdot |S_1^c| \cdot B = Q B \cdot (N - |S_1^c|) / K \); (147) uses the fact that \( S_1 = N - |S_1^c| \). Similarly, focusing on the equation in (138) and using the above steps, we also have
\[ \mathbb{H}(x_2 | x_1, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}) \geq \frac{Q B S_2}{K}. \] (148)

Finally, by using the results in (147) and (148), we prove bound (134) as
\[ \mathbb{H}(x_1, x_2 | a_{\cdot M_3}, a_{W_{3i}}) = \mathbb{H}(x_1 | x_2, a_{\cdot M_3}, a_{W_{3i}}) + \mathbb{H}(x_2 | a_{\cdot M_3}, a_{W_{3i}}) \] (149)
\[ \geq \mathbb{H}(x_1 | x_2, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}) + \mathbb{H}(x_2 | x_1, a_{\cdot M_3}, a_{W_{3i}}, a_{\cdot S_1^c}) \] (150)
\[ \geq \frac{Q B S_1}{K} + \frac{Q B S_2}{K} \] (151)
\[ \frac{(S_1 + S_2) \cdot QB}{K}, \] (152)

where (149) follows from chain rule; (150) is due to the fact that conditioning reduces entropy; (151) is from (147) and (148). At this point, we complete the proof of bound (134). By using the similar steps and interchanging the roles of nodes, one can also prove bounds (135) and (136) and complete the whole proof.

\[ \Box \]

XI. CONCLUSION

For the distributed computing systems with heterogeneous communication load constraints, we provided the information-theoretical characterization of the minimum total computation load and the minimum worst-case computation load for some cases. In this setting, we showed that for some cases there is a tradeoff between the minimum total computation load and the minimum worst-case computation load, in the sense that both cannot be achieved at the same time. We also showed that in some instances, proof by contradiction is a very powerful approach to derive the optimal converse bound. Finally, we identified two extreme regimes in which the scheme with coding and the scheme without coding are optimal, respectively.
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