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Abstract—We propose a mathematical framework, based on conic geometric programming, to control a susceptible-infected-susceptible viral spreading process taking place in a directed contact network with unknown contact rates. We assume that we have access to time series data describing the evolution of the spreading process observed by a collection of sensor nodes over a finite time interval. We propose a data-driven robust convex optimization framework to find the optimal allocation of protection resources (e.g., vaccines and/or antidotes) to eradicate the viral spread at the fastest possible rate. In contrast to current network identification heuristics, in which a single network is identified to explain the observed data, we use available data to define an uncertainty set containing all networks that are coherent with empirical observations. Our characterization of this uncertainty set of networks is tractable in the context of conic geometric programming, recently proposed by Chandrasekaran and Shah [1], which allows us to efficiently find the optimal allocation of resources to control the worst-case spread that can take place in the uncertainty set of networks. We illustrate our approach in a transportation network from which we collect partial data about the dynamics of a hypothetical epidemic outbreak over a finite period of time.

I. INTRODUCTION

Modeling and analysis of spreading processes in complex networks is a rich and interdisciplinary research field with a wide range of applications. Examples include disease propagation in human populations [2]-[6] or information spreading in social networks [7]-[10]. A classical model of disease spreading is the susceptible-infected-susceptible (SIS) epidemic model [2], [3]. This model was originally proposed in the context of 'unstructured' populations [61]. Due to the current availability of accurate datasets describing complex patterns of network connectivity, the classical SIS model has been extended to model spreading processes in 'networked' populations using a variety of Markov models [4], [5], [7], [11]-[17].

There is a fast-growing body of literature on containing epidemic outbreaks given limited control resources. In the context of epidemiology, these resources can be pharmaceutical (e.g., vaccines and antidotes) as well as non-pharmaceutical actions (e.g., traffic control and quarantines). Since these resources are costly, it is of relevance to develop computational tools to optimize the allocation of resources throughout a population to control an outbreak. This problem has attracted the attention of the network science community, resulting in a variety of vaccination heuristics. For example, Cohen et al. [18] proposed a vaccination strategy, called acquaintance immunization policy, and proved it to be much more efficient than random vaccine allocation. Borgs et al. [19] studied theoretical limits in the control of spreads in undirected network by distributing antidotes. Chung et al. [20] proposed an immunization strategy based on PageRank centrality. Similar problems have also been studied recently in the communication and control community [21]-[33].

We base our work on [34], [35], where Preciado et al. developed a convex optimization framework to find the cost-optimal distribution of vaccines and antidotes in both directed and undirected networks. Although current vaccination strategies assume full knowledge about the network structure and spreading rates, in most practical applications, this information is only partially known. To elaborate on this point, let us consider the following setup. Assume that each node in a network represents subpopulations (e.g., city districts) connected by edges that are determined by commuting patterns between districts. In practice, one can use traffic information and geographical proximity to infer the existence of an edge connecting districts; however, it is very challenging to use this information to estimate the contact rates between subpopulations. Inspired by this practical realization, we consider a networked SIS model taking place in a contact network with unknown contact rates. To extract information about these unknown rates, we assume that we have access to time series data describing the evolution of the spreading process observed by a collection of sensor nodes over a finite time interval. Such time series data can be obtained from web services such as Google Flu Trends [36], or public health agencies such as the Center for Disease Control in the US [37].

A possible approach to recover the spreading rates is the use of network identification techniques [38]-[47]. However, these techniques are designed to find only one of the many networks that are coherent with empirical observations [48]. Furthermore, as illustrated in [49], [50], these techniques can lead to unsuccessful network identification. In contrast to network identification techniques, we propose a data-driven robust convex optimization framework to find the optimal allocation of protection resources (e.g., vaccines and/or antidotes) over a set of control nodes to eradicate the viral spread at the fastest possible rate. In contrast to current network identification heuristics, in which a single network is identified to explain the observed data, we define an uncertainty set containing all networks that are consistent with the observed data. Our
characterization of this uncertainty set of networks is tractable in the context of conic geometric programming, which has recently been proposed by Chandrasekaran and Shah [11]. In this context, we are able to efficiently find the optimal allocation of resources to control the worst-case spread that can take place in the uncertainty set of networks. We illustrate our approach in a transportation network from which we collect partial data about the dynamics of a hypothetical epidemic outbreak over a finite period of time. We discover that incorporating observations into the uncertainty set of networks significantly helps reduce the worst-case bound on the spreading rate. As we increase either the length of time over which observations are taken or the number of sensor nodes, the bound on the spreading rate decreases monotonically and converges after a relatively small number of observations (either in time or in the number of nodes). Furthermore, even though our allocation algorithm does not have access to the true underlying contact network, the resulting allocation performs surprisingly close to the full-knowledge optimal allocation.

The rest of the paper is organized as follows. In Section II, we provide some preliminaries and formulate the problem under consideration. In Section III, we introduce the conic geometric programming framework and provide the details about how to cast our problem into this framework. In Section IV, we illustrate our approach with numerical simulations using data from the air transportation network.

II. PRELIMINARIES & PROBLEM DEFINITION

We begin by introducing the notation and preliminary results needed in our derivations. In the rest of the paper, we denote by $\mathbb{R}^n$ (respectively, $\mathbb{R}^{n \times p}$) the set of $n$-dimensional vectors with nonnegative (respectively, positive) entries. For $d \in \mathbb{N}$, we define $[d]$ as the set of integers $\{1, \ldots, d\}$. We denote vectors using boldface and matrices using capital letters. We denote by $0$ the vector of all zeros. Given two vectors $a$ and $b$ of equal dimension, $a \geq b$ indicates component-wise inequality.

A. Graph-Theoretic Nomenclature

A weighted, directed graph is defined as the triad $G \triangleq (V, E, W)$, where $V \triangleq \{v_1, \ldots, v_n\}$ is a set of $n$ nodes, $E \subseteq V \times V$ is a set of ordered pairs of nodes called directed edges, and the weight function $W : E \rightarrow \mathbb{R}_{++}$ associates positive real weights to the edges in $E$. Throughout the paper, we may use $v_i$ and $i$ interchangeably for all $i \in [n]$. By convention, we say that $(v_j, v_i)$ is an edge from $v_j$ pointing towards $v_i$. We define the in-neighborhood of node $v_i$ as $N_i \triangleq \{j \in [n] : (v_j, v_i) \in E\}$. We define the weighted in-degree of node $v_i$ as $d_i \triangleq \sum_{j \in N_i} W((v_j, v_i))$. A directed path from $v_{i_1}$ to $v_{i_l}$ in $G$ is an ordered set of vertices $(v_{i_1}, v_{i_2}, \ldots, v_{i_{l-1}}, v_{i_l})$ such that $(v_{i_{l-1}}, v_{i_l}) \in E$ for $s = 1, \ldots, l-1$. A directed graph $G$ is strongly connected if, for every pair of nodes $v_i, v_j \in V$, there is a directed path from $v_i$ to $v_j$. The adjacency matrix of a weighted, directed graph $G$, denoted by $A_G$, is an $n \times n$ matrix with entries $a_{ij} = W((v_i, v_j))$ if edge $(v_i, v_j) \in E$, and $a_{ij} = 0$ otherwise. In this paper, we only consider graphs with positively weighted edges; hence, adjacency matrices are always nonnegative. Given an $n \times n$ nonnegative matrix $A$, we can always associate a directed graph $G_A$ such that $A$ is the adjacency matrix of $G_A$. Finally, a nonnegative matrix $A$ is irreducible if and only if its associated graph $G_A$ is strongly connected.

Given an $n \times n$ matrix $M$, we denote by $\lambda_1(M), \ldots, \lambda_n(M)$ the eigenvalues of $M$, where we order them according to their magnitudes, i.e., $|\lambda_1| \geq |\lambda_2| \geq \ldots \geq |\lambda_n|$. We denote the corresponding eigenvectors by $v_1(M), \ldots, v_n(M)$. We call $\lambda_1(M)$ the spectral radius (or dominant eigenvalue) of $M$, which we also denote by $\rho(M)$.

B. SIS Model in Directed Networks

In our work, we model the spread of a disease using an extension of the networked discrete-time SIS model proposed by Wang et al. in [17]. In contrast to Wang’s model, we consider directed networks (instead of undirected) with nonhomogeneous transmission and recovery rates (instead of homogeneous) as described below. In all SIS models, each node can be in one out of two possible states: susceptible or infected. Over time, nodes switch their states according to a stochastic process parameterized by (i) a set of infection rates $\{\beta_{ij} \in (0, 1)\}_{(v_i, v_j) \in E}$ representing the rates at which an infection can be transmitted through the edges in the network, and (ii) a set of recovery rates $\{\delta_i \in (0, 1)\}_{v_i \in V}$ representing the rates at which nodes recover from an infection. We define $p_i(t)$ to be the probability of node $v_i$ being infected at a particular time slot $t \in \mathbb{N}$. In the epidemiological problem considered herein, it is convenient to associate each node not to an individual, but a subpopulation living in a particular district $i$. In this context, the variable $p_i(t)$ represents the fraction of the population being infected at time $t$. In the original model proposed by Wang et al. [17], the infection and recovery rates were assumed to be homogeneous, i.e., $\beta_{ij} = \beta$ and $\delta_i = \delta$, and the evolution of $p_i(t)$ was described by a set of difference equations obtained from a mean-field approximation (see [17], eq. (5)–(6)). In our work, we consider the case of non-homogeneous contact and recovery rates, for which the set of difference equations can be easily derived to be [26]

$$p_i(t + 1) = (1 - p_i(t)) \left\{ 1 - \prod_{j \in N_i} [1 - \beta_{ij} p_j(t)] \right\} + (1 - \delta_i) p_i(t) \quad (1)$$

for $i \in [n]$. This is a system of nonlinear difference equations for which one can derive sufficient conditions for global stability as follows. First, notice the following upper bound of $|\lambda|$ [11]

$$p_i(t + 1) \leq 1 - \sum_{j \in N_i} [1 - \beta_{ij} p_j(t)] + (1 - \delta_i) p_i(t) \leq \sum_{j \in N_i} \beta_{ij} p_j(t) + (1 - \delta_i) p_i(t), \quad (2)$$

1Although in the original networked SIS model [17], nodes represented individuals in a social network, we find the interpretation of nodes as districts better-suited for epidemiological applications.
where the last upper bound is a close approximation of \( \mathbf{I} \) for \( p_i(t) < 1 \) and/or \( \beta_i < 1 \). For convenience, we define the complementary recovery rate of node \( v_i \) as \( \delta_i = 1 - \delta_i \), and the vector \( \mathbf{d}^c \triangleq (\delta_1^c, \ldots, \delta_n^c)^T \). We also define the matrix of infection rates \( B_G \triangleq [\beta_{ij}] \), where we assume \( \beta_{ij} = 0 \) for all pairs \( (i,j) \) such that \( (v_i, v_j) \notin \mathcal{E} \). Notice that \( B_G \) maintains the same sparsity pattern as \( A_G \). Using the upper bound in \( \mathbf{1} \), we define the following linear discrete-time system \( \hat{\mathbf{p}}(t+1) = \sum_{j \in N_i} \beta_{ij} \hat{\mathbf{p}}_j(t) + \delta_i \hat{\mathbf{p}}(t), \forall i \in [n] \), which can be written in matrix-vector form as \( \hat{\mathbf{p}}(t+1) = M(B_G, \mathbf{d}^c)\hat{\mathbf{p}}(t) \), where \( \hat{\mathbf{p}}(t) \triangleq (\hat{p}_1(t), \ldots, \hat{p}_n(t))^T \) and the state matrix is given by \( M(B_G, \mathbf{d}^c) \triangleq B_G + \text{diag}(\mathbf{d}^c) \). Hence, the linear system is asymptotically stable if
\[
\rho(M(B_G, \mathbf{d}^c)) < 1, \tag{3}
\]
where the spectral radius \( \rho \) of the state matrix \( M \) determines the exponential decay rate of the infection probabilities, i.e., \( \|\hat{\mathbf{p}}(t)\| < c \|\hat{\mathbf{p}}(0)\| \rho^t \) for some \( c > 0 \). Since \( \mathbf{2} \) upper bounds \( \mathbf{1} \), we have that \( \hat{p}(t) \geq p(t) \) for all \( t \in \mathbb{N} \) when \( \hat{\mathbf{p}}(0) = \mathbf{p}(0) \). Therefore, the spectral condition in \( \mathbf{3} \) is sufficient for global asymptotic stability of the nonlinear model in \( \mathbf{1} \). Furthermore, the smaller the magnitude of \( \rho(M) \), the faster the disease dies out.

C. Problem Formulation

Our main objective is to find the optimal allocation of control resources to eradicate a disease at the fastest rate possible. In order to formulate our problem, we first need to describe what pieces of information are available and what control actions we are considering. In what follows, we first describe the information available. In most real epidemiological problems, researchers do not have access to the spreading rates associated to each edge, i.e., \( \beta_{ij} \in [\underline{\beta}_{ij}, \overline{\beta}_{ij}] \), for all \( (i,j) \in \mathcal{E} \), which may be inferred from traffic densities and population sizes.

P1. We assume that the sparsity pattern of the contact matrix \( B_G \) is given, although its entries are unknown. This piece of information may be inferred from geographical proximity, commuting patterns, or the presence of transportation links connecting subpopulations.

P2. We assume that we know the upper and lower bounds on the spreading rates associated to each edge, i.e., \( \beta_{ij} \in [\underline{\beta}_{ij}, \overline{\beta}_{ij}] \), for all \( (i,j) \in \mathcal{E} \), which may be inferred from traffic densities and population sizes.

P3. In practice, each district contains a large number of individuals. Therefore, we can use the average recovery rate in the absence of vaccination as an estimation of the nodal recovery rate. We denote this ‘natural’ recovery rate by \( \delta_i^0 \), and assume it to be known.

Apart from these pieces of prior information, we also assume that we have access to partial observations about the evolution of the spread over a finite time interval. In particular, we assume that we observe the dynamics of the disease for \( t \in [0, T] \) from a collection of sensor nodes \( \mathcal{V}_S \subseteq \mathcal{V} \). In other words, we have access to the following data set:
\[
\mathcal{D} \triangleq \{ p_i(t) : \forall i \in \mathcal{V}_S, t \in [T] \}. \tag{4}
\]
We assume that the data are collected before any control action is taken; therefore, the evolution of \( p_i(t) \) follows the dynamics in \( \mathbf{1} \) with \( \delta_i = \delta_i^0 \) (which we assume to be known).

In what follows, we define an uncertainty set that contains all contact matrices \( B_G \) consistent with both empirical observations and prior knowledge. Based on our prior knowledge described in items P1–P3 above, we define the following uncertainty set:
\[
\Delta_{B_G}^D \triangleq \{ B_G \in \mathbb{R}^{n \times n} : \underline{\beta}_{ij} \leq \beta_{ij} \leq \overline{\beta}_{ij}, \forall (i,j) \in \mathcal{E}; \beta_{ij} = 0, \forall (i,j) \notin \mathcal{E} \}.
\]
We also define \( \Delta_{B_G}^D \) to be the set of contact matrices that are coherent with the empirical observations \( \mathcal{D} \):
\[
\Delta_{B_G}^D \triangleq \{ B_G \in \mathbb{R}^{n \times n} : \{ \beta_{ij} \}_{(i,j) \in \mathcal{E}} \text{ satisfy } \mathbf{1} \}
\]
for \( \delta_i = \delta_i^0 \) and \( p_i(t) \in \mathcal{D}, \forall i \in \mathcal{V}_S, t \in [T] \).

The set contains those contact matrices \( B_G \) such that the transmission rates \( \{ \beta_{ij} \} \) are consistent with the ‘natural’ disease dynamics in \( \mathbf{1} \) with \( \delta_i = \delta_i^0 \). Notice that \( \Delta_{B_G}^D \) is defined as a collection of polynomial equality constraints on the contact rates \( \{ \beta_{ij} \} \) given by \( \mathbf{1} \). The uncertainty set that combines information from both prior knowledge and empirical observations is defined as
\[
\Delta_{B_G} \triangleq \Delta_{B_G}^P \cap \Delta_{B_G}^D.
\]
Having introduced the pieces of available information, we now describe the set of control actions under consideration. In order to eradicate the disease at the fastest rate possible, we assume that we can use pharmaceutical resources to tune the recovery rates in a collection of control nodes, i.e., \( \delta_i \) for \( v_i \in \mathcal{V}_C \subseteq \mathcal{V} \). In practice, these resources might be implemented by, for example, distributing vaccines and/or antidotes throughout the subpopulations located at those control districts. We assume that distributing vaccines in a district has an associated cost, which we represent as a node-dependent vaccine cost function. It is convenient to describe the vaccine cost function of a district in terms of its complementary recovery rate \( \delta_i^c \). We denote the vaccine cost function of node \( i \) by \( g_i(\delta_i^c) \). This function represents the cost of tuning the complementary recovery rate of the subpopulation at node \( i \in \mathcal{V}_C \) towards the value \( \delta_i^c \). We assume that we can control the complementary recovery rate \( \delta_i^c \) within a given feasible interval \( [\underline{\delta}_i^c, \overline{\delta}_i^c] \), where \( 0 < \underline{\delta}_i^c < \overline{\delta}_i^c = 1 - \delta_i^0 \). We assume that the cost of achieving \( \overline{\delta}_i^c \) is zero, since it is equivalent to maintaining the natural recovery rate. We also assume that the maximum of \( g_i \) in \( [\underline{\delta}_i^c, \overline{\delta}_i^c] \) is achieved at \( \overline{\delta}_i^c \). Furthermore, we also assume that \( g_i \) is monotonically decreasing in the range \( [\underline{\delta}_i^c, \overline{\delta}_i^c] \). In other words, as we increase the level of investment
to protect a given subpopulation, we also increase the recovery rate of that subpopulation.

We are now in a position to state the control problem under consideration:

**Problem 1.** (Data-driven optimal allocation) Assume we are given the following pieces of information about a viral spread:

(i) prior information about the state matrix (as described in P1–P3);

(ii) a finite (and possibly sparse) data series representing partial evolution of the spread over a set of sensor nodes \( V_S \subseteq V \) during the time interval \( t \in [T] \) (i.e., \( D \) in (4));

(iii) a set of vaccine cost functions \( g_i \) for all \( i \in V_C \), and a range of feasible recovery rates \( [\delta_i^L, \delta_i^U] \) such that \( 1 - \delta_i^0 = \delta_i^L \geq \delta_i^U \geq \delta_i^N > 0 \);

(iv) a fixed budget \( C > 0 \) to be allocated throughout a set of control nodes \( V_C = V \), so that \( \sum_{i \in V_C} g_i(\delta_i) \leq C \).

Find the cost-constrained allocation of control resources to eradicate the disease at the fastest possible exponential rate, measured as \( \rho(M(B_G, d^C)) \), over the uncertainty set \( \Delta_{B_G} \) of contact matrices coherent with prior knowledge and the observations in \( D \).

From the perspective of optimization, Problem 1 is equivalent to finding the optimal allocation of resources to minimize the worst-case (i.e., maximum possible) decay rate \( \rho(M(B_G, d^C)) \) for all \( B_G \in \Delta_{B_G} \). This can be cast as a robust optimization problem in the following:

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 1, \quad i \in [m], \\
& \quad h_j(x) = 1, \quad j \in [p],
\end{align*}
\]

where \( f_i \) are posynomial functions and \( h_j(x) \) is a vector of coefficients contained in an uncertainty set \( \Delta_{B_G} \) such that problem (5) can be written as \( f_i(x) = c_i^T \tilde{m}(x) \), so that the posynomial constraints in (5) can be convexified using the logarithmic change of variables \( y_i = \log x_i \) (see [51] for more details on this transformation). After this transformation, the GP in (6) takes the form

\[
\begin{align*}
\text{minimize} & \quad \tilde{f}_0(y) \\
\text{subject to} & \quad \tilde{f}_i(y) \leq 0, \quad i \in [m], \\
& \quad b_j^Ty + \log d_j = 0, \quad j \in [p],
\end{align*}
\]

where \( \tilde{f}_i(y) = \log f_i(e^y) \) for \( i \in \{0, 1, \ldots, m\} \) and \( b_j = (b_{1,j}, \ldots, b_{n,j})^T \) (i.e., the exponents of the monomial \( h_j \) for \( i \in [m] \)). As a result of this transformation, the optimization problem (7) is convex and can be efficiently solved in polynomial time (see [52] Chapter 4.5) for more details).

In this paper, we shall use conic GP, which is a conic extension of GP, to solve the following *robust GP with coefficient uncertainties*:

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad \sup \ c_i^T \tilde{m}(x) \leq 1, \quad i \in [m], \\
& \quad h_j(x) = 1, \quad j \in [p],
\end{align*}
\]

In this section, we develop a mathematical framework to solve the robust allocation problem described above. Our solution is based on geometric programming [51] and its conic extension recently proposed by Chandrasekar and Shah in [1]. We start our exposition by briefly reviewing some concepts used in our formulation.

**A. Robust Geometric Programming**

Geometric programs (GPs) are a type of quasiconvex optimization problem that can be easily transformed into a convex program and solved in polynomial time. Let \( x_1, \ldots, x_n > 0 \) denote \( n \) decision variables and define \( x \triangleq (x_1, \ldots, x_n) \in \mathbb{R}^n_{++} \). In the context of GP, a monomial \( m(x) \) is defined as a real-valued function of the form \( m(x) \triangleq d_{i_1} x_1^{a_{i_1}} \ldots x_n^{a_n} \) with \( d > 0 \) and \( a_i \in \mathbb{R} \). A posynomial function \( f(x) \) is defined as a sum of monomials, i.e., \( f(x) \triangleq \sum_{k=1}^K c_k x_1^{a_{1,k}} \ldots x_n^{a_{n,k}} \), where \( c_k > 0 \) and \( a_{i,k} \in \mathbb{R} \). It is convenient to write down a posynomial as the product of a vector of nonnegative coefficients \( c \triangleq (c_1, \ldots, c_K) \) and a vector of monomials \( m(x) \triangleq (m_1(x), \ldots, m_K(x))^T \), such that \( f(x) = c^T m(x) \). Notice that \( \{m_k(x)\}_{k=1}^K \) is the set of all \( K \) monomials involved in our posynomial. Posynomials are closed under addition, multiplication, and nonnegative scaling. A posynomial can be divided by a monomial, with the result a posynomial.

A GP is an optimization problem of the form (see [51] for a comprehensive treatment):

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 1, \quad i \in [m], \\
& \quad h_j(x) = 1, \quad j \in [p],
\end{align*}
\]
for some fixed $F_i \in \mathbb{R}^m \times K$ and $g_i \in \mathbb{R}^m$. Based on the representation (10) of $C_i$, we can use duality theory to derive a more numerically favorable representation of the constraint in (9) as follows. Assuming $C_i$ can be represented as (10), we have that for each $i \in [m]$, constraint (9) is equivalent to the optimal value $P_i^*$ of the following optimization problem satisfying $P_i^* \leq 1$:

$$
P_i^* \triangleq \begin{array}{ll}
\text{maximize} & c_i^T m \\
\text{subject to} & F_i c_i + g_i \in K_i, \\
& c_i \succeq 0.
\end{array}
$$

The dual problem of the above is given by

$$
\begin{array}{ll}
\text{minimize} & g_i^T \nu_i \\
\text{subject to} & F_i^T \nu_i + m(x) \leq 0, \\
& g_i^T \nu_i \leq 1,
\end{array}
$$

for each $i \in [m]$. For the uncertainty set used in our robust allocation problem, both $K$ and $K^*$ are the nonnegative orthant. Therefore, we can use the new constraints in (11) to replace those in (9) and rewrite the robust GP in (8) as

$$
\begin{array}{ll}
\text{minimize} & f_0(x) \\
\text{subject to} & \nu_i \succeq 0, \\
& F_i^T \nu_i + m(x) \leq 0, \\
& g_i^T \nu_i \leq 1, \\
& b_j(x) = 1,
\end{array}
$$

for all $i \in [m], j \in [p]$.

By applying the logarithmic transformation $y_i = \log x_i$ to (12) for all $i \in [m]$, we obtain

$$
\begin{array}{ll}
\text{minimize} & \tilde{f}_0(y) \\
\text{subject to} & \nu_i \succeq 0, \\
& F_i^T \nu_i + \tilde{m}(y) \leq 0, \\
& g_i^T \nu_i \leq 1, \\
& b_j^T y + \log d_j = 0,
\end{array}
$$

for all $i \in [m], j \in [p]$,

where $\tilde{f}_0(y) = f_0(\exp\{x\})$ and $\tilde{m}(y) = m(\exp\{x\})$ ($\exp\{x\}$ is component-wise exponential). It can be shown that both $\tilde{f}_0$ and the entries of $\tilde{m}$ are convex in $y$, since they are nonnegative sums of exponentials of affine functions in $y$ [52]. In fact, problem (13) is a convex problem and is a particular instance of a conic geometric program [11]. Problems in the form of (13) can be solved efficiently using off-the-shelf software such as CVX [53].

**B. Robust Optimal Resource Allocation**

In the following, we show how to formulate the optimization problem (5) as a conic GP using the methodology proposed in Section III-A. In our derivations, we use the theory of nonnegative matrices and the Perron-Frobenius lemma [54].

**Lemma 2** (Perron-Frobenius). Suppose $M$ is an irreducible nonnegative matrix. Then, the spectral radius $\rho(M)$ of $M$ satisfies:

- (a) $\rho(M) = \lambda_1(M) > 0$ is a simple eigenvalue of $M$;
- (b) $Mu = \rho(M) u$ for some $u \in \mathbb{R}^n_+$;
- (c) $\rho(M) = \inf\{\lambda \in \mathbb{R} : Mu \preceq \lambda u \text{ for some } u > 0\}$.

**Remark 3.** Note that the state matrix $B_0 + \text{diag}(d^c)$ of the linear system (2) is irreducible if the graph $\mathcal{G}$ is strongly connected. In what follows, we shall assume that the contact network $\mathcal{G}$ is strongly connected. This assumption is reasonable in the context of epidemic control, since the transportation network connecting different districts or subpopulations is strongly connected in most cases. Notice also that, as a consequence of this assumption, all the matrices in the uncertainty set $\Delta_{B_0}$ are irreducible.

Using item (c) in the Perron-Frobenius lemma, the spectral radius $\rho(M)$ can be written as follows:

$$
\rho(M) = \inf\{\lambda : \exists u > 0 \text{ s.t. } Mu \preceq \lambda u\}
$$

$$
= \inf\left\{\lambda : \exists u > 0 \text{ s.t. } \max_{i \in [n]} \left\{ \sum_{j=1}^{n} M_{ij} \frac{u_j}{u_i} \right\} \leq \lambda \right\}
$$

$$
= \inf\left\{\lambda : \inf_{u > 0} \max_{i \in [n]} \left\{ \sum_{j=1}^{n} M_{ij} \frac{u_j}{u_i} \right\} \leq \lambda \right\}
$$

$$
= \inf_{u > 0} \max_{i \in [n]} \left\{ \sum_{j=1}^{n} M_{ij} \frac{u_j}{u_i} \right\},
$$

where in the last equality we use the fact that $\inf\{\lambda : a \leq \lambda \} = a$ for any $a$. Using (14), we rewrite the optimization problem (5) as

$$
\min_{d^c} \sup_{B_0 \in \Delta_{B_0}} \inf_{u > 0} \max_{i \in [n]} \left\{ \sum_{j=1}^{n} M_{ij} (B_0, d^c) \frac{u_j}{u_i} \right\}
$$

s.t. $\sum_{i \in V_C} g_i(\delta_i) \leq C; \quad \delta_i^c \leq \delta_i \leq \delta_i^p, \quad \forall i \in V_C$.

In what follows, we will first cast problem (15) into a robust GP with coefficient uncertainties. The main technical challenge we face is the min-sup-inf-max structure in the objective function of problem (15). As we prove in Appendix B, we can use the Saddle Point Theorem (Proposition 11, Appendix A) to exchange the order of sup and inf, so that problem (15) can be written as

$$
\min_{d^c} \inf_{u > 0} \max_{B_0 \in \Delta_{B_0}} \sup_{i \in [n]} \left\{ \sum_{j=1}^{n} M_{ij} (B_0, d^c) \frac{u_j}{u_i} \right\}
$$

s.t. $\sum_{i \in V_C} g_i(\delta_i) \leq C; \quad \delta_i^c \leq \delta_i \leq \delta_i^p, \quad \forall i \in V_C$.
which is equivalent to:
\[
\min_{\mathbf{d}^c, \mathbf{u}, \lambda} \quad \lambda \\
\text{s.t.} \quad \sum_{i \in \mathcal{V}_C} g_i (\delta^*_i) \leq C; \quad \delta^*_i \leq \delta_i \leq \tilde{\delta}_i, \quad \forall i \in \mathcal{V}_C.
\]

If we introduce a slack variable
\[
\lambda \triangleq \max_{i \in [n]} \quad \sup_{B_G \in \Delta_{B_G}} \left\{ \frac{n}{2} \sum_{j=1}^{n} M_{ij} (B_G, \mathbf{d}^c) \frac{u_j}{u_i} \right\},
\]
we obtain the optimization problem described in the following proposition.

**Proposition 4.** Assume \( G \) is a strongly connected contact graph. The robust allocation problem \( \bigcirc \) achieves the same optimal value as the following optimization problem:

minimize \( \mathbf{d}^c, \mathbf{u}, \lambda \)
\[
\lambda \triangleq \max_{i \in [n]} \quad \sup_{B_G \in \Delta_{B_G}} \left\{ \frac{n}{2} \sum_{j=1}^{n} M_{ij} (B_G, \mathbf{d}^c) \frac{u_j}{u_i} \right\},
\]
subject to \( B_G \in \Delta_{B_G} \)
\[
\sum_{i \in \mathcal{V}_C} g_i (\delta^*_i) \leq C; \quad \delta^*_i \leq \delta_i \leq \tilde{\delta}_i, \quad \forall i \in \mathcal{V}_C,
\]
\[
\mathbf{u} > 0, \quad \prod_{i=1}^{n} u_i = 1.
\]

Moreover, if \( \mathbf{d}^c* \) optimizes problem \( \bigcirc \), then it is an optimal solution of problem \( \bigcirc \).

**Proof:** See Appendix B. \[ \blacksquare \]

Notice that the decision variables \( \mathbf{d}^c, \mathbf{u}, \) and \( \lambda \) of problem \( \bigcirc \) are all strictly positive. If \( g_i \) is a monomial for all \( i \in \mathcal{V}_C \), then problem \( \bigcirc \) is a robust GP with coefficient uncertainties (in \( \beta_{ij} \)). In the next, we will show that the uncertainty set \( \Delta_{B_G} \) can be relaxed into a convex set in the form of \( \bigcirc \), so that problem \( \bigcirc \) can be solved efficiently as a conic GP using the methodology proposed in Section III-A.

### C. Convex Set of Data-Coherent Networks

As we mentioned in Section II-C the uncertainty set \( \Delta_{B_G}^D \) is nonconvex since it is defined by a collection of polynomial equalities. In this subsection, we define a convex superset \( \Delta_{B_G}^D \supset \Delta_{B_G}^D \), so that problem \( \bigcirc \) becomes a conic geometric program after we substitute \( \Delta_{B_G}^D \) by \( \Delta_{B_G}^D \) (which changes the combined uncertainty set \( \Delta_{B_G} \)).

We define the convex superset \( \Delta_{B_G}^D \) as follows:

\[
\Delta_{B_G}^D \triangleq \left\{ B_G \in \mathbb{R}^{n \times n} : \frac{1}{n} \sum_{j \in \mathcal{V}_S} \beta_{ij} p_j(t) \leq 1 \right\} \bigcup \left\{ \frac{1}{n} \sum_{j \in \mathcal{V}_S} \beta_{ij} p_j(t) \leq 1 - \left( 1 - \frac{p_i(t+1) - p_i(t)}{1 - p_i(t)} \right)^{1/n} \right\},
\]

for all \( i \in \mathcal{V}_S, \quad t \in [T] \) s.t. \( p_i(t) < 1 \).

**Lemma 5.** The set \( \Delta_{B_G}^D \) is a superset of \( \Delta_{B_G}^D \).

**Proof:** Consider any \( i \in \mathcal{V}_S \). Recall that it always holds that \( 1 - \beta_{ij} p_j(t) \geq 0 \). Then, from the AM-GM inequality, we have that
\[
\prod_{j=1}^{n} (1 - \beta_{ij} p_j(t))^n \leq \left( \frac{n}{\sum_{j=1}^{n} (1 - \beta_{ij} p_j(t))} \right)^n = \left( 1 - \frac{1}{n} \sum_{j=1}^{n} \beta_{ij} p_j(t) \right)^n.
\]

We can use \( \bigcirc \) to yield a constraint on the transmission rates \( \beta_{ij} \) from the empirical dataset \( D \) defined in \( \bigcirc \). Applying \( \bigcirc \) to the nonlinear dynamics \( \bigcirc \) results in the following inequality:

\[
\frac{p_i(t+1) - p_i(t)}{1 - p_i(t)} \geq 1 - \frac{\prod_{j=1}^{n} (1 - \beta_{ij} p_j(t))^n}{1 - p_i(t)}.
\]

Here we have used the fact that the recovery rate \( \delta_i \) is equal to the natural recovery rate \( \delta_i^0 \) during empirical observations. Since \( p_i(t) < 1 \), we can rearrange the above inequality to obtain

\[
\frac{1}{n} \sum_{j=1}^{n} \beta_{ij} p_j(t) \leq 1 - \left( 1 - \frac{p_i(t+1) - p_i(t)(1 - \delta_i^0)}{1 - p_i(t)} \right)^{1/n},
\]

which is equivalent to

\[
1 - \frac{1}{n} \sum_{j=1}^{n} \beta_{ij} p_j(t) \geq \left( 1 - \frac{p_i(t+1) - p_i(t)(1 - \delta_i^0)}{1 - p_i(t)} \right)^{1/n}.
\]

According to the system dynamics \( \bigcirc \). We can rearrange \( \bigcirc \) to obtain

\[
\frac{1}{n} \sum_{j=1}^{n} \beta_{ij} p_j(t) \leq 1 - \left( 1 - \frac{p_i(t+1) - p_i(t)(1 - \delta_i^0)}{1 - p_i(t)} \right)^{1/n}.
\]

Finally, we use the fact

\[
\frac{1}{n} \sum_{j \in \mathcal{V}_S} \beta_{ij} p_j(t) \leq 1 - \frac{1}{n} \sum_{j=1}^{n} \beta_{ij} p_j(t)
\]

to complete the proof. \[ \blacksquare \]
robust allocation achieves similar performance as the optimal allocation solved under a known contact matrix $B_g$.

IV. SIMULATIONS

In this section, we illustrate the robust data-driven allocation framework developed in Section III. We consider the problem of controlling an epidemic outbreak propagating through the worldwide air transportation network [55]. The nodes in the network represent airports, whereas edges are flight connections for which we know passenger flows. Through our simulations, we demonstrate the following facts about the data-driven allocation framework. First, incorporating observations into the uncertainty set $\Delta_{B_g}$ significantly helps reduce the worst-case spreading rate bound. Second, the robust allocation framework does not need many observations to converge; in particular, the length of the observation period that we need is only a fraction of the number of nodes in the network. Finally, even though the robust allocation algorithm does not have access to the true underlying contact network $B_g$, the resulting allocation achieves very similar performance compared to the optimal allocation solved using the actual $B_g$.

A. Numerical Setup

In our simulations, we consider the problem of controlling an epidemic outbreak propagating through a flight network comprised by the top 100 airports (based on yearly total traffic), so that $n = 100$. To illustrate the robust data-driven approach, we first generate a time series representing the dynamics of a hypothetical outbreak using the nonlinear dynamics [11]. We run our simulation assuming a homogeneous value for the natural recovery rate, $\delta_i = 0.5$ for all $i \in [n]$, and a link-dependent contact rate $\beta_{ij}$ that is proportional to the traffic through that edge. Assuming an initial infection $p_i(0) = 0.5$ for all $i \in [n]$, we generate a time series $\{p(t)\}_{t=1}^T$ representing the evolution of the infection over time.

In our data-driven framework, we assume that we do not have direct access to the matrix of infection rates $B_g$. Instead, the data-driven allocation algorithm only has access to the observations $\{p(t)\}_{t=1}^T$ for some period $t \in [T]$. Using this data, our algorithm generates an uncertainty set $\Delta_{B_g}$ of data-coherent contact matrices. The parameters that define the uncertainty set $\Delta_{B_g}$ are chosen as follows. For all $(i, j) \in E$, we assume an a priori upper bound $\beta_{ij} = 1.5\beta_{ij}$ (i.e., the contact rate of an edge is at most 50% above its nominal contact rate), whereas the lower bound is $\beta_{ij} = 0.5\beta_{ij}$ (i.e., the contact rate is at least half the nominal value). The natural recovery rate is chosen as $\delta_i = 0.5$ for all $i \in [n]$, while the lower bound is chosen to be $\delta_{i} = 0.1$ for all $i \in [n]$ (i.e., the recovery rate $\delta_i$ is at most $1 - \delta_i = 0.9$). We assume that the set of control nodes $\mathcal{V}_C = [n]$ and vary the set of sensing nodes.

To find the optimal allocation of vaccines, we consider the following vaccination cost function $g_i$ given by

$$g_i(\delta_i) = \frac{1/\delta_i - 1/\delta_i}{1/\delta_i - 1/\delta_i},$$

for all $i \in [n]$. It can be seen that $g_i$ is a monomial in $\delta_i$. The function $g_i$ satisfies $g_i(\delta_i) = 0$; namely, there is no cost by keeping $\delta_i$ as the natural complementary recovery rate $\delta_i$. This function also satisfies $g_i(\delta_i) = 1$; namely, the maximum allocation per node is one unit. Furthermore, the cost function is monotonically decreasing and exhibits diminishing returns (see Fig. 1). In this setup, our problem is to find the optimal allocation of vaccines throughout the airports in the air transportation network assuming we have a total budget equal to $C = 0.5n = 50$.

B. Results and Discussions

For any given uncertainty set $\Delta_{B_g}$, we define the worst-case spectral radius $\rho_{wor}(\Delta_{B_g})$ as the optimal value of the robust allocation problem [5]. In other words, $\rho_{wor}(\Delta_{B_g})$ represents the slowest exponential rate of disease eradication that can be achieved for those contact matrices that are coherent with our observations. In our first experiment, we illustrate the dependency of $\rho_{wor}$ with respect to $T$, i.e., the number of observations available. In Fig. 2 we show the...
value of $\rho_{\text{wor}}$ as we increase the observation period in the range $T = 1, \ldots, 100$. Notice how, as $T$ grows, the amount of available information about the contact network increases and, as a result, $\rho_{\text{wor}}$ decreases (i.e., we are able to guarantee a faster disease eradication). Notice also that the value of $\rho_{\text{wor}}$ remains approximately unchanged after $T = 30$ observations. This result may seem surprising at first glance, since from the perspective of system observability, one would normally need as many time steps as the dimension of the system (in this case, $n = 100$) in order to identify the system. This demonstrates one of the benefits of using the robust allocation framework; namely, it allows us to find an allocation without performing a previous system identification.

In a second set of experiments, we numerically verify the performance of our data-driven allocation algorithm in the presence of sparse observations. In particular, we assume that we can only measure the evolution of the disease in a set of sensor nodes $\mathcal{V}_S$, which we choose to be those airports with the highest yearly total traffic. In Fig. 3 we plot the value of $\rho_{\text{wor}}$ as we increase the number of sensor nodes from $|\mathcal{V}_S| = 1, \ldots, 100$. Notice how, as we increase the number of sensor nodes, $\rho_{\text{wor}}$ decreases. Interestingly, for $|\mathcal{V}_S| \leq 20$ sensors, the value of $\rho_{\text{wor}}$ hardly changes. In contrast, we observe a dramatic improvement in the value of $\rho_{\text{wor}}$ for $|\mathcal{V}_S| \geq 40$. In fact, using only 40 sensors (out of 100 nodes), we can find an allocation that guarantees the eradication of the disease (i.e., $\rho_{\text{wor}} < 1$), even for the worst instantiation of $B_G$ in $\Delta B_G$.

In our final simulation, we compare the allocation obtained from the data-driven framework with the allocation obtained assuming we have full access to the actual matrix of infection rates $B_G$. Using the framework proposed in Preciado et al. [35], we can obtain the optimal allocation $d_{\text{opt}}^c$, which is defined as the solution to the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \rho(M(B_G, d^c)) \\
\text{subject to} & \quad \sum_{i \in \mathcal{V}_C} g_i (\delta^c_i) \leq C, \\
& \quad \delta^c_i \leq \delta^c \leq \delta^c, \quad i \in \mathcal{V}_C.
\end{align*}
\]

The optimal value $\rho(M(B_G, d_{\text{opt}}^c))$ of problem (21) represents the fastest exponential rate at which the disease is eradicated when the contact network is completely known. Additionally, we denote by $d_{\text{rob}}^c(T)$ the optimal solution to the robust data-driven allocation problem [5] when $T$ time samples are available. We evaluate the spectral radius $\rho(M(B_G, d_{\text{rob}}^c(T)))$, which represents the exponential rate at which the disease is eradicated when we apply the allocation $d_{\text{rob}}^c(T)$ to the actual contact network $B_G$. In Fig. 4 we compare $\rho(M(B_G, d_{\text{rob}}^c(T)))$ with the optimal value $\rho(M(B_G, d_{\text{opt}}^c))$ for different values of $T$. Since $d_{\text{opt}}^c$ is the optimal solution to problem (21), we always have $\rho(M(B_G, d_{\text{opt}}^c)) \leq \rho(M(B_G, d_{\text{rob}}^c(T)))$. However, Fig. 4 shows that the difference between $\rho(M(B_G, d_{\text{opt}}^c))$ and $\rho(M(B_G, d_{\text{rob}}^c(T)))$ is small for the particular network under investigation.

Finally, it is worth mentioning that the robust data-driven allocation problem does not take significantly more time to solve than the optimal allocation problem. We have solved both allocation problems in MATLAB (R2012b) using CVX (Version 2.1, Build 1079) [53] with the Mosek solver (Version 7.0.0.106). All computations are carried out on a laptop computer equipped with a dual-core 2.5 GHz Intel Core i5 processor and 4 GB of RAM. For $n = 100$, the optimal allocation problem takes approximately 17 seconds to solve, whereas the robust allocation problem with a priori bounds on $\beta_{ij}$ takes approximately 49 seconds for $T = 30$.

V. CONCLUSIONS

We have introduced a novel mathematical framework, based on conic geometric programming, to control a viral spreading process taking place in a contact network with unknown contact rates. We assume that we have access to time series data describing the evolution of the spreading process over a finite time period over a collection of sensor nodes. Using this data, we have developed a data-driven robust convex optimization framework to find the optimal allocation of protection resources over a set of control nodes to eradicate the viral spread at the fastest possible rate.
We have illustrated our approach using data obtained from the worldwide air transport network. We have simulated a hypothetical epidemic outbreak over a finite time period and fed the resulting time series in our data-driven optimization algorithm. From our numerical results, we verify that (i) incorporating observations into the data-driven allocation algorithm significantly reduces the worst-case spreading rate bound; (ii) the robust allocation framework does not need many observations to converge; (iii) even though the robust allocation algorithm does not have access to the true underlying contact network $B_G$, the resulting allocation achieves very similar performance compared to the optimal allocation solved under the actual $B_G$.
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APPENDIX

A. The Saddle Point Theorem

The purpose of this section is to present the Saddle Point Theorem from convex analysis that is used in the proof of Proposition 4. Most of this section is adopted from Chapters 1 and 2 of the book by Bertsekas et al. [50]. To prepare for this, we first introduce some basic concepts in convex analysis.

Definition 6 (Epigraph). Let \( X \) be a subset of \( \mathbb{R}^n \). The epigraph of an extended real-valued function \( f : X \to [-\infty, \infty] \) is defined as the set

\[
epi(f) = \{(x, w) : x \in X, w \in \mathbb{R}, f(x) \leq w\}.
\]

Definition 7 (Closed Function). Let \( X \) be a subset of \( \mathbb{R}^n \). An extended real-valued function \( f : X \to [-\infty, \infty] \) is called closed if its epigraph \( \epi(f) \) is a closed set.

Definition 8 (Convex Function). Let \( C \) be a convex subset of \( \mathbb{R}^n \). An extended real-valued function \( f : C \to [-\infty, \infty] \) is called convex if \( \epi(f) \) is a convex set.

Let \( X \) and \( Z \) be nonempty convex subsets of \( \mathbb{R}^n \) and \( \mathbb{R}^m \), respectively. The Saddle Point Theorem considers a real-valued function \( \phi : X \times Z \to \mathbb{R} \) and provides conditions to ascertain the minimax equality

\[
sup_{z \in Z} \inf_{x \in X} \phi(x, z) = \inf_{x \in X} \sup_{z \in Z} \phi(x, z). \tag{22}
\]

Before introducing the Saddle Point Theorem, for each \( z \in Z \), we define the function \( t_z : \mathbb{R}^n \to (-\infty, \infty] \) as

\[
t_z(x) = \begin{cases} 
\phi(x, z) & x \in X, \\
\infty & x \notin X,
\end{cases}
\]

and, for each \( x \in X \), we define the function \( r_x : \mathbb{R}^m \to (-\infty, \infty] \) as

\[
r_x(z) = \begin{cases} 
-\phi(x, z) & z \in Z, \\
\infty & z \notin Z.
\end{cases}
\]

We also need the following assumption on \( t_z \) and \( r_x \) (or equivalently, \( \phi \)).

Assumption 9. The function \( t_z \) is closed and convex for each \( z \in Z \), and the function \( r_x \) is closed and convex for each \( x \in X \).

Remark 10. One useful sufficient condition for the function \( t_z \) to be closed is that the set \( X \) is closed and the function \( \phi(x, z) \) is lower semicontinuous in \( x \). In addition, the convexity of \( t_z \) is equivalent to the convexity of \( \phi(x, z) \) in \( x \) over \( X \). A similar sufficient condition can also be applied to \( r_x \).

We are now ready to present the Saddle Point Theorem.

Proposition 11 (Saddle Point Theorem). Suppose \( \phi(x, z) \) satisfies Assumption 9 Then \( \phi \) satisfies the minimax equality \( \phi(z, x) \) under any of the following conditions

1) \( X \) and \( Z \) are compact.
2) \( Z \) is compact, and there exists \( \bar{z} \in Z \) and \( \gamma \in \mathbb{R} \) such that the set

\[
\{x \in X : \phi(x, \bar{z}) \leq \gamma\}
\]

is nonempty and compact.
3) \( X \) is compact, and there exists \( \bar{z} \in Z \) and \( \gamma \in \mathbb{R} \) such that the set

\[
\{z \in Z : \phi(\bar{x}, z) \geq \gamma\}
\]

is nonempty and compact.
4) There exist \( \bar{x} \in X \), \( \bar{z} \in Z \), and \( \gamma \in \mathbb{R} \) such that the sets

\[
\{x \in X : \phi(x, \bar{z}) \leq \gamma\}, \quad \{z \in Z : \phi(\bar{x}, z) \geq \gamma\}
\]

are nonempty and compact.

B. Proof of Proposition 11

Without loss of generality, we assume that the vector \( u \) satisfies \( \prod_{i=1}^n u_i = 1 \). Define the set

\[
\mathcal{U} = \left\{ u \in \mathbb{R}^n : u > 0, \prod_{i=1}^n u_i = 1 \right\}.
\]

We wish to show that the following minimax equality holds:

\[
\sup_{B_G \in \Delta_{B_G}} \inf_{u \in \mathcal{U}} \max_{i \in [n]} \left\{ \sum_{j=1}^n M_{ij} (B_G, d^e) u_j / u_i \right\} = \inf_{u \in \mathcal{U}} \sup_{B_G \in \Delta_{B_G}} \max_{i \in [n]} \left\{ \sum_{j=1}^n M_{ij} (B_G, d^e) u_j / u_i \right\}. \tag{23}
\]

Define \( \tilde{u}_i = \log u_i \) for all \( i \in [n] \) and the function

\[
\tilde{\phi}(\tilde{u}, B_G) = \max_{i \in [n]} \left\{ \sum_{j=1}^n M_{ij} (B_G, d^e) \exp(\tilde{u}_j - \tilde{u}_i) \right\}
\]

and, then, \( \tilde{\phi}(\tilde{u}, B_G) \) is upper semicontinuous in \( \tilde{u} \). As a direct result of Remark 10, we verify that \( \tilde{\phi} \) satisfies the assumptions on \( t_z \) and \( r_x \).

Then, the minimax equality \( \tilde{\phi}(\tilde{u}, B_G) \) holds if and only if the following equality holds:

\[
\sup_{B_G \in \Delta_{B_G}} \inf_{u \in \mathcal{U}} \tilde{\phi}(\tilde{u}, B_G) = \inf_{u \in \mathcal{U}} \sup_{B_G \in \Delta_{B_G}} \tilde{\phi}(\tilde{u}, B_G), \tag{24}
\]

where \( \tilde{\mathcal{U}} = \{ \tilde{u} \in \mathbb{R}^n : \sum_{i=1}^n \tilde{u}_i = 0 \} \).

Using the sufficient conditions in Remark 10, it can be verified that \( \tilde{\phi} \) satisfies Assumption 9. To apply the Saddle Point Theorem (Proposition 11), we substitute \( x = \tilde{u} \), \( X = \mathcal{U} \), \( \mathcal{Z} = \tilde{\mathcal{U}} \).
where the constraint (17) is given by the definition of $\Delta_B$ and $\gamma \in \mathbb{R}$ such that the set

$$ S_\alpha \triangleq \left\{ \hat{u} \in \hat{U} : \phi(\hat{u}, \hat{B}_G) \leq \gamma \right\} \quad (25) $$

is nonempty and compact.

Consider any $\hat{B}_G \in \Delta_B$ and choose $\gamma = \phi(0, \hat{B}_G)$. We can observe that $S_\alpha$ is nonempty, since $0 \in \hat{U}$. In order to show that $S_\alpha$ is compact, notice that $S_\alpha$ is a subset of $\mathbb{R}^n$. Then, compactness of $S_\alpha$ is equivalent to that $\hat{S}_\alpha$ is closed and bounded as a result of the Heine–Borel theorem. To show that $\hat{S}_\alpha$ is closed, we use the fact that $\phi$ is continuous in $\hat{u}$, and $\hat{S}_\alpha$ is the preimage of the closed set $\{ y \in \mathbb{R} : y \leq \gamma \}$. To show that $\hat{S}_\alpha$ is bounded, suppose by contradiction that $\hat{S}_\alpha$ is unbounded, which implies that there exists $\hat{u} \in \hat{S}_\alpha$ such that $\hat{u} \neq 0$ and $\alpha \hat{u} \in \hat{S}_\alpha$ for all $\alpha > 0$. Substituting $\alpha \hat{u} \in \hat{S}_\alpha$ into (25), we obtain

$$ \phi(\alpha \hat{u}, \hat{B}_G) = \max_{i \in [n]} \left\{ \sum_{j=1}^{n} \beta_{ij} \exp(\alpha(\hat{u}_j - \hat{u}_i)) + \delta_i^c \right\} \leq \gamma $$

for all $\alpha > 0$. Define $I^* \triangleq \{ i \in [n] : \hat{u}_i = \max_{i \in [n]} \{ \hat{u}_i \} \}$. We know that the set $[n] \setminus I^*$ is nonempty; otherwise we have $\hat{u}_1 = \hat{u}_2 = \cdots = \hat{u}_n$ and hence $\hat{u} = 0$. Then, from the irreducibility of $\hat{B}_G$, we know that there exist $k \in I^*$ and $\ell \in [n] \setminus I^*$ such that $\beta_{k\ell} \neq 0$. Using the definition of $I^*$, we know that $\hat{u}_k - \hat{u}_\ell > 0$. As $\alpha \to \infty$, we have $\beta_{k\ell} \exp(\alpha(\hat{u}_k - \hat{u}_\ell)) \to \infty$ and hence $\phi(\alpha \hat{u}, \hat{B}_G) \to \infty$, which leads to a contradiction.

To summarize, we have shown that $\Delta_B$ is compact and there exists $\gamma \in \mathbb{R}$ such that $S_\alpha$ is nonempty and compact. Then, from the second condition in the Saddle Point Theorem, we know that the minimax equality (24) holds. This allows us to rewrite the objective of problem (15) as

$$ \inf_{u \in \hat{U}} \sup_{B_G \in \Delta_B} \max_{i \in [n]} \left\{ \sum_{j=1}^{n} M_{ij} (B_G, d^c) u_j / u_i \right\} $$

By introducing a slack variable

$$ \lambda \triangleq \max_{i \in [n]} \sup_{B_G \in \Delta_B} \left\{ \sum_{j=1}^{n} M_{ij} (B_G, d^c) u_j / u_i \right\} $$

we obtain the optimization problem described in Proposition 4 where the constraint (17) is given by the definition of $\hat{U}$.