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ABSTRACT
In this paper, a mixed-integer linear programming formulation for the problem of obtaining task-relevant, multi-resolution, graph abstractions for resource-constrained agents is presented. The formulation leverages concepts from information-theoretic signal compression, specifically the information bottleneck (IB) method, to pose a graph abstraction problem as an optimal encoder search over the space of multi-resolution trees. The abstractions emerge in a task-relevant manner as a function of agent information-processing constraints, and are not provided to the system a priori. We detail our formulation and show how the problem can be realized as an integer linear program. A non-trivial numerical example is presented to demonstrate the utility in employing our approach to obtain hierarchical tree abstractions for resource-limited agents.

1 INTRODUCTION
The preservation of task-relevant information is considered central to the formation of abstractions for autonomous systems [17]. The process of obtaining abstractions has traditionally been handled by system designers, and is seldom left for the agents to discover on their own [17, 23]. However, it has long been considered crucial to solving complex problems that autonomous agents themselves have the ability to identify task-relevant structures contained in data [23]. Determining the relevant aspects of data allows agents to form abstractions by ignoring irrelevant details, thereby reducing the computational complexity of problem solving [17, 23].

In the robotics community, a number of studies have leveraged abstractions to reduce the computational complexity of problem solving. For example, the authors of [21] develop a framework for path-planning in dynamic environments that employs abstractions in order to reduce the execution time of graph search algorithms such as A* and Dijkstra. To do so, the framework presented in [21] utilizes wavelets to form environment abstractions, where the relevant region of the world is considered to be the closest to the agent. Consequently, the approach developed in [21] reduces the computational complexity by executing the graph search problem on a reduced graph of the environment, which is formed by aggregating vertices in the original space that are considered distant from the agent. To balance path optimality with computational complexity, the authors of [21] recursively resolve the planning problem as the agent moves through the environment and reasons about the world. Similarly to [21], the authors of [8, 10] leverage environment abstractions in the form of variable-depth hierarchical (quad)tree representations in order to reduce the computational complexity of path-planning. The use of hierarchical tree structures allows the work of [8] to develop an approach utilizing probabilistic trees, thereby enabling the incorporation of inherent sensor uncertainties present when autonomous agents explore unknown maps [9, 12]. Employing probabilistic tools to model environment uncertainty allows the framework of [8] to be used in conjunction with occupancy grid (OGs) representations of the operating space, which can be updated as the agent traverses the world [19]. However, existing works rely on the selection of tuning parameters and do not provide a method to obtain abstractions explicitly in terms of the agent’s potential resource constraints.

The essence of abstraction, that is, the removal of irrelevant information, is not unique to the robotics or autonomous systems communities. Information theorists have considered the abstraction problem when developing frameworks for signal compression in capacity-limited communication systems [2, 20]. For example, the framework of rate-distortion (RD) theory approaches signal compression by formulating an optimization problem so as to maximize compression, measured by mutual information between the compressed and the original signal, subject to constraints on the quality of the reduced representation [2]. The quality of the compressed representation is measured by a predefined distortion function, which implicitly identifies which features in the original signal are important, or relevant, in order for the reduced representation to achieve low distortion. A related approach is that of the information bottleneck (IB) method, which replaces the distortion function with the mutual information between the compressed representation and a relevant auxiliary variable [20]. In this way, the IB method formulates an optimal encoder problem where the goal is to maximize compression while retaining as much information as possible regarding the auxiliary variable. Owing to its general statistical formulation, the IB method has been applied to problems ranging from categorical classification of manuscript data to latent space representation using deep learning [1, 11, 16, 18].

In this paper, we model agent resource constraints as limitations to the system’s information-processing capabilities [4, 15]. Accordingly, we develop an information-theoretic approach towards obtaining multi-resolution environment abstractions that can be tailored to agent resource constraints. Our approach utilizes
the information bottleneck principle to formulate an information-theoretic, task-relevant, graph abstraction problem that maximizes compression while limiting the amount of relevant information contained in the resulting abstraction. The amount of retained relevant information can be adjusted to suit the systems information-processing capabilities. Furthermore, the abstractions are emergent in the form of multi-resolution (quad)trees that are not provided to the system a priori. We show how our problem can be re-cast as a mixed-integer linear program (MILP), and demonstrate the utility of the approach on a non-trivial numerical example.

2 PROBLEM FORMULATION

Let the set of real numbers be denoted \( \mathbb{R} \), and, for any strictly positive integer \( n \), let \( \mathbb{R}^n \) denote the \( n \)-dimensional Euclidean space. For any vector \( x \in \mathbb{R}^n \), \( [x]_i \), \( i \in \{1, \ldots, n\} \), denotes the \( i \)-th element of \( x \). In this paper, we will restrict our attention to environment abstractions in the form of multi-resolution (e.g., pruned) quadtrees. However, the contributions of this paper are valid for other, more general, tree structures. The utility of multi-resolution quadtrees and hierarchical structures to represent environments is evidenced by their ubiquitous employment in robotics and autonomous systems [3, 8–10]. We assume that there exists an integer \( \ell > 0 \) such that the world \( \mathcal{W} \subset \mathbb{R}^2 \) (generalizable to \( \mathbb{R}^n \)), is contained within a square (hypercube) of side length \( 2^\ell \). The environment \( \mathcal{W} \) is assumed to be a two-dimensional grid-world where each element of \( \mathcal{W} \) is a square (hypercube) of unit side length. Furthermore, the quadtree corresponding to the finest resolution of \( \mathcal{W} \) is denoted \( \mathcal{T}_\mathcal{W} \); an example is shown in Figure 1. We will adopt the notation and conventions from [13].

In this paper, we aim to generate information-theoretic graph abstractions, which require the specification of a probability space as well as the introduction of fundamental information-theoretic quantities. To this end, let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability space with finite sample space \( \Omega \), \( \sigma \)-algebra \( \mathcal{F} \) and probability measure \( \mathbb{P} \). We define random variables \( X: \Omega \rightarrow \mathbb{R}, T: \Omega \rightarrow \mathbb{R} \) and \( Y: \Omega \rightarrow \mathbb{R} \), and take \( \Omega_X = \{ x \in \mathbb{R} : \omega(x) = x, \omega \in \Omega \} \) with \( \mathcal{F}_X \) and \( \mathcal{F}_Y \) defined analogously. The probability mass function for the random variable \( X \) is denoted \( p(x) = \mathbb{P}(\omega \in \Omega : X(\omega) = x) \), with the mass functions for \( T \) and \( Y \) defined similarly. The Kullback-Liebler (KL) divergence between two distributions \( p(x) \) and \( v(x) \) is defined as

\[
D_{\text{KL}}(p(x), v(x)) = \sum_x p(x) \log \frac{p(x)}{v(x)}.
\]

The mutual information between two random variables \( X \) and \( T \) is defined in terms of the KL-divergence as

\[
I(T;X) = D_{\text{KL}}(p(t,x), p(t)p(x)).
\]

The mutual information captures the statistical dependence between the random variables \( X \) and \( T \) in that \( I(T;X) = 0 \) if and only if \( p(t,x) = p(t)p(x) \). The mutual information can also be written as

\[
I(T;X) = H(T) - H(T|X) = H(X) - H(X|T),
\]

where \( H(T) \) and \( H(T|X) \) are the Shannon and conditional entropy, respectively. The mutual information plays a vital role in information-theoretic frameworks for data compression.

We consider the Information Bottleneck (IB) method for data compression [20]. The goal of the IB method is to form a compressed representation \( T \) of an original signal \( X \) while retaining as much information as possible regarding a relevant variable \( Y \) [5, 20]. To accomplish this objective, the IB framework formulates and optimization problem where the aim is to maximize the model quality, captured by the maximization of \( I(T;Y) \), subject to constraints on the degree of compression, quantified by \( I(T;X) \). The IB method assumes \( p(t,x,y) = p(t|x)p(x,y) \), which is equivalent to assuming the joint distribution \( p(t,x,y) \) factors according to the Markov Chain \( T \leftrightarrow X \leftrightarrow Y \) and implies \( I(T;Y) \leq I(X;Y) \) according to the data processing inequality [2]. The IB problem seeks an encoder \( p(t|x) \) so as to solve the problem

\[
\max_{p(t|x)} I(T;Y) \quad \text{s.t.} \quad I(T;X) \leq D,
\]

where the minimization is over all conditional distributions \( p(t|x) \) and \( D \geq 0 \) is a given constant [5]. The problem (4) has Lagrangian

\[
\max_{p(t|x)} I(T;Y) - \frac{1}{\beta} I(T;X),
\]

where \( \beta > 0 \) is a parameter that balances the importance of compression and relevant information retention when forming the compressed representation \( T \) [20]. An implicit solution to (5) can be analytically derived as a function of \( \beta \), and an iterative algorithm can be employed to obtain locally optimal solutions for given values of \( \beta \) [20]. As \( \beta \) is varied, the solution to (5) trades the importance of information retention (maximization of \( I(T;Y) \)) and compression (minimization of \( I(T;X) \)). However, not all encoders \( p(t|x) \) correspond to valid tree representations, as the tree structure places constraints on the encoder \( p(t|x) \), presenting a significant challenge.

The connection between optimal encoder problems, the IB method and hierarchical tree structures was recently explored in [13]. However, in contrast to the work presented in this paper, the authors of [13] solve the IB problem over the space of multi-resolution trees as a function of \( \beta \), and do not discuss a method for obtaining \( \beta \) when given a value of \( D \). We argue that for agents with resource constraints, it is more practical to specify a value of \( D \), which is directly representative of the agents resource limitations and is independent of the input distribution \( p(x) \), than it is to specify a value of \( \beta \), which may give rise to different amounts of relevant information \( I(T;Y) \) (i.e., different representations) by simply varying \( p(x) \).

Interestingly, it was observed in [13] that each tree \( T_q \in T^Q \) corresponds to a deterministic encoder \( p_q(t|x) \) that maps leaves \( x \in \mathcal{N}_{\text{leaf}}(T_q) \), to the leaves \( t \in \mathcal{N}_{\text{leaf}}(T_q) \). That is, \( T_q \in T^Q \) specifies an encoder \( p_q(t|x) \) where, for all \( t \in \mathcal{N}_{\text{leaf}}(T_q) \) and \( x \in \mathcal{N}_{\text{leaf}}(T_q) \), \( p_q(t|x) \in \{0,1\} \) and \( p_q(t|x) = 1 \) only if the node \( x \in \mathcal{N}_{\text{leaf}}(T_q) \) is aggregated to the node \( t \in \mathcal{N}_{\text{leaf}}(T_q) \). An example is presented in Figure 1. Thus, by selecting different trees \( T_q \in T^Q \), we alter the set \( \mathcal{N}_{\text{leaf}}(T_q) \), thereby changing the multi-resolution representation of

---

1This implies statistical independence of the two random variables \( X \) and \( T \).

2The Shannon and conditional entropy are given by \( H(T) = -\sum_t p(t) \log p(t) \) and \( H(T|X) = -\sum_{t,x} p(t,x) \log p(t|x) \), respectively.
the world \( \mathcal{W} \). Our goal is to use the IB method to select the multi-resolution tree that is most informative regarding the relevant variable \( Y \).

Given any tree \( T \in \mathcal{T}_Q \), the resulting compressed representation, denoted \( T_q : \Omega \rightarrow N_{\text{leaf}}(T_q) \), is known and the joint distribution is determined according to \( p_q(t,x,y) = p(t|x)p(x,y) \). As a result, the value of \( I(T_q;X) \) and \( I(T_q;Y) \) can be computed. We then define the functions \( I_X : \mathcal{T}_Q \rightarrow [0,\infty) \) and \( I_Y : \mathcal{T}_Q \rightarrow [0,\infty) \) as \( I_X(T_q) = I(T_q;X) \) and \( I_Y(T_q) = I(T_q;Y) \), respectively. We now formally state our problem.

**Problem 1.** Given the joint distribution \( p(x,y) \), a scalar \( D \geq 0 \), and the world \( \mathcal{W} \), consider the problem

\[
\max_{T_q \in \mathcal{T}_Q} I_Y(T_q),
\]

subject to the constraint

\[
I_X(T_q) \leq D.
\]

To the best of our knowledge, no method currently exists for solving Problem 1 for a given value of \( D \). The most closely related work is that of [13], where the authors develop a framework for multi-resolution tree abstractions by solving the problem (5) as a function of \( \beta \). In doing so, the authors of [13] utilize a recursive function, akin to Q-functions in reinforcement learning. In contrast, our contribution in this paper is to develop a method for solving the problem (6) subject to (7) as a function of \( D \geq 0 \) directly, without the need to employ recursive functions or specify trade-off parameters.

### 3 SOLUTION APPROACH

The constrained optimization problem defined by (6) and (7) can be solved by an exhaustive search over the space of multi-resolution tree abstractions. However, for larger environments, the application of an exhaustive search is intractable as the space of feasible multi-resolution trees is vast. Therefore, we aim to develop an alternative approach that does not require the generation of all candidate solutions when searching for a solution to Problem 1.
where the node $t \in \mathcal{N}_{\text{leaf}}(T_t)$ is expanded, adding $C(t) \subseteq \mathcal{N}_{\text{leaf}}(T_{t+1})$ to the tree $T_t$ to create $T_{t+1}$. $H(\Pi)$ is entropy of the distribution $\Pi$, where $\Pi \in \mathbb{R}^4$ is given by

$$\Pi = \left[ \frac{p(t'_1)}{p(t)}, \ldots, \frac{p(t'_k)}{p(t)} \right],$$

(13)

$C(t) = \{t'_1, \ldots, t'_k\}$, and

$$p(t) = \sum_{i=1}^{4} p(t'_i).$$

(14)

In a similar spirit, we define $\Delta I_Y(T_{t+1}, T_t)$ between the trees $T_{t+1}$ and $T_t$, where $N(T_{t+1}) \setminus N(T_t) = C(t)$ for some $t \in \mathcal{N}_{\text{leaf}}(T_t)$, as

$$\Delta I_Y(T_{t+1}, T_t) = I_Y(T_{t+1}) - I_Y(T_t).$$

(15)

One can show that (15) is equivalent to

$$\Delta I_Y(T_{t+1}, T_t) = p(t)J_{\Pi}(p(y|t'_1), \ldots, p(y|t'_k)),$$

(16)

where $J_{\Pi}(p(y|t'_1), \ldots, p(y|t'_k))$ is the Jensen-Shannon (JS) divergence [14] defined as

$$J_{\Pi}(p(y|t'_1), \ldots, p(y|t'_k)) = \sum_{i=1}^{k} \Pi_i D_{KL}(p(y|t'_i), p(y|t)).$$

(17)

It is important to note that the expressions (12) and (16) are functions only of the node expanded in moving from the tree $T_t$ to the tree $T_{t+1}$. This observation is important for two reasons: (i) it allows for the value of $\Delta I_X(T_{t+1}, T_t)$ and $\Delta I_Y(T_{t+1}, T_t)$ to be computed without summing over the sample space of $X$, which may be large, and (ii) the value of $\Delta I_X(T_{t+1}, T_t)$ and $\Delta I_Y(T_{t+1}, T_t)$ depends only on the node $t \in \mathcal{N}_{\text{leaf}}(T_t)$ expanded to create $T_{t+1}$, and not the configuration of the other nodes in the tree $T_t$. As a consequence of (ii), it follows that how one arrives at the tree $T_t$ is irrelevant. Thus, we can write $\Delta I_X(T_{t+1}, T_t) = \Delta I_X(t)$ and $\Delta I_Y(T_{t+1}, T_t) = \Delta I_Y(t)$, where the node $t \in \mathcal{N}_{\text{leaf}}(T_t)$ is expanded in moving from $T_t$ to $T_{t+1}$, and the functions $\Delta I_X : \mathcal{N}_{\text{int}}(T_{W}) \rightarrow [0, \infty)$ and $\Delta I_Y : \mathcal{N}_{\text{int}}(T_{W}) \rightarrow [0, \infty)$ are defined as

$$\Delta I_X(t) = p(t)H(\Pi),$$

(19)

and

$$\Delta I_Y(t) = p(t)J_{\Pi}(p(y|t'_1), \ldots, p(y|t'_k)).$$

(20)

respectively.

What remains is to obtain expressions for $I_X(T_0)$ and $I_Y(T_0)$ in (8) and (9). To this end, notice that $R_{W}$ corresponds to an encoder that aggregates all nodes $x \in \mathcal{N}_{\text{leaf}}(T_{W})$ to the single node $t = \mathcal{N}_{\text{leaf}}(R_{W})$. As a result, the random variable $t_0$ corresponding to the tree $T_0 = R_{W}$ has no entropy ($H(t_0) = 0$) since $t_0$ has a single outcome with probability one. Then, from (3), we see $0 \leq I_X(t_0) \leq H(t_0)$ and $0 \leq I_Y(t_0) \leq H(t_0)$, resulting with $I_X(t_0) = 0$ and $I_Y(t_0) = 0$. Lastly, notice that all sequences $\{T_t\}_{t=0}^{\Delta}$ that lead to $T_{\Delta} \in T^Q$ and satisfying $T_0 = R_{W}$ and $N(T_{t+1}) \setminus N(T_t) = C(t)$ for some $t \in \mathcal{N}_{\text{leaf}}(T_t)$ and all $i \in \{0, \ldots, q-1\}$ must expand all the interior nodes of $T_{\Delta}$. Combining the above observations with relations (12), (16), (19) and (20), we obtain that (8) and (9) are given by

$$I_X(T_\Delta) = \sum_{t \in \mathcal{N}_{\text{int}}(T_\Delta)} \Delta I_X(t),$$

(21)

and

$$I_Y(T_\Delta) = \sum_{t \in \mathcal{N}_{\text{int}}(T_\Delta)} \Delta I_Y(t).$$

(22)

Relations (21) and (22) allow us to evaluate $I_X(T_\Delta)$ and $I_Y(T_\Delta)$ given the interior node set, $\mathcal{N}_{\text{int}}(T_\Delta)$. Furthermore, observe that the interior node set $\mathcal{N}_{\text{int}}(T_\Delta)$ completely characterizes the tree $T_\Delta \in T^Q$. In other words, from only knowledge of the set $\mathcal{N}_{\text{int}}(T_\Delta)$, one can uniquely construct the tree $T_\Delta \in T^Q$. Thus, Problem 1 can be reformulated as a search for interior nodes.

To formalize Problem 1 as a search for interior nodes, we utilize the fact that any tree $T_\Delta \in T^Q$ is specified by its interior node set. With this in mind, notice that any tree $T_\Delta \in T^Q$ can be represented by a vector $z \in \mathbb{R}[\mathcal{N}_{\text{int}}(T_\Delta)]$, where the entries of $z$ indicate whether or not an expandable node $t \in \mathcal{N}_{\text{int}}(T_{W})$ is a member of the set $\mathcal{N}_{\text{int}}(T_\Delta)$. That is, for $T_\Delta \in T^Q$ and $t \in \mathcal{N}_{\text{int}}(T_{W})$, $|z|_t = 1$ implies $t \in \mathcal{N}_{\text{int}}(T_\Delta)$, whereas $|z|_t = 0$ indicates $t \notin \mathcal{N}_{\text{int}}(T_\Delta)$. Next, we define vectors $\Delta X, \Delta Y \in \mathbb{R}[\mathcal{N}_{\text{int}}(T_{W})]$ such that $|\Delta X|_t = |\Delta Y|_t = |\Delta I_X(t)|$ and $|\Delta Y|_t = |\Delta I_Y(t)|$, and see from (21) and (22) that for any $T_\Delta \in T^Q$, $I_X(T_\Delta) = z^\top \Delta X$ and $I_Y(T_\Delta) = z^\top \Delta Y$. The IB problem over the space of multi-resolution trees is then formulated as the MILP

$$\max_z z^\top \Delta Y,$$

(23)

subject to the constraints

$$z^\top \Delta X \leq \bar{D},$$

(24)

$$|z|_{t'} - |z|_t \leq 0, t \in \mathcal{B}, t' \in C(t),$$

(25)

$$|z|_t \in \{0, 1\}, t \in \mathcal{N}_{\text{int}}(T_{W}).$$

(26)

where $D \geq 0$ and $\mathcal{B} = \{t \in \mathcal{N}_{\text{int}}(T_{W}) : C(t) \cap \mathcal{N}_{\text{int}}(T_{W}) \neq \emptyset\}$. The constraint (25) ensures that the vector $z$ correspond to a valid tree representation of $W$ by not allowing the children $t' \in C(t)$ of some $t \in \mathcal{N}_{\text{int}}(T_{W})$ to be expanded unless their parent t is (i.e., if $|z|_t = 0$ then $|z|_{t'} = 0$). Notice that the above discussion pertains only to those nodes $t \in \mathcal{N}_{\text{int}}(T_{W})$ that have expandable children, which are those nodes in the set $\mathcal{B}$.

The constraint (24) has an information-theoretic interpretation in that it bounds the code rate of the compressed representation [2, 5]. Thus, our approach allows us to tailor the multi-resolution representation of $W$ according to the agent’s on-board communication resources.

The problem (23)-(26) can also be formulated as

$$\min_z z^\top \Delta X$$

(27)

subject to

$$z^\top \Delta Y \geq \hat{D},$$

(28)

$$|z|_{t'} - |z|_t \leq 0, t \in \mathcal{B}, t' \in C(t),$$

(29)

$$|z|_t \in \{0, 1\}, t \in \mathcal{N}_{\text{int}}(T_{W}).$$

(30)

where $\hat{D} \geq 0$. The problem (27)-(30) maximizes compression subject to a lower bound on the retained relevant information. The formulations are equivalent and offer two perspectives on the same compression principle [5]. We emphasize that the utility of our
We consider generating multi-resolution abstractions for the environment, resulting in the abstractions shown in Figures 3b-3d. As the variable $D$ increases, more details of the map are revealed, whereas areas of constant $p(y = 1|x)$ remain aggregated (e.g., the lower left portion of the map in Figures 3b-3d).

Shown in Figure 4 are solutions in the information-plane. The information plane characterizes the trade-off between the amount of compression $I(T;X)$ in comparison to the retained information $I(T;Y)$ achieved by a compressed representation. As the value of $D$ is increased, the solutions to (27)-(30) are trees $T \in T^Q$ that retain more relevant information at the cost of less compression. Thus, as $D$ (or $D$) is increased, one moves along the curve to the right. For comparison, we provide the information-plane points obtained by executing the Q-tree search method from [13] as well those obtained by solving a convex relaxation of (27)-(30). The convex relaxation results were obtained by replacing (30) with $[z]_T \in [0, 1]$ for $t \in N_{\text{int}}(T_W)$, and truncating the returned CVX solution by considering those nodes for which $[z]_T \geq 0.5$ as expanded. By applying the same truncation criterion to all nodes $t \in N_{\text{int}}(T_W)$, we ensure via (29) that the result is a feasible tree representation of $W$.

Observe that at lower values of $D$, our framework reveals the more salient details of the map; namely regions where there is a stark contrast in color intensity between neighboring cells. Furthermore, as $D$ increases, more details of the map are revealed, whereas areas of constant $p(y = 1|x)$ remain aggregated (e.g., the lower left portion of the map in Figures 3b-3d).

From Figure 4, we see that the MILP returns solutions that are consistent with the Q-tree search method. In addition, since the MILP formulation does not require guesswork to tune $\beta$, we obtain a wider spectrum of solutions that characterize the trade-off between compression and information retention. Additionally, the convex relaxation approach shows good agreement with both Q-tree search and the MILP formulation. In fact, at the Q-tree search solutions shown, the three approaches provide equivalent solutions, and many times it is observed that the convex relaxation results in solutions that are equal to those obtained by the MILP. Further investigation is needed in order to determine if by constructing a more sophisticated truncation rule the performance of the convex relaxation can be improved.

![Normalized information-plane with solutions from Q-tree search, MILP and convex relaxation.](image)

Figure 4: Normalized information-plane with solutions from Q-tree search, MILP and convex relaxation.
Lastly, note that the information-plane curve shown in Figure 4 is specific to abstractions in the form of multi-resolution quadtree structures. As a result, it is not guaranteed that for a given value of $\Delta$ there exist a solution $T \in T^\Delta$ to (27)-(30) such that $I^Y(T) = \Delta$, as the space of quadtrees is discrete. Consequently, the information-plane curve for encoders restricted to be feasible quadtree representations of $W$ is not a continuous function. This is because, for any tree $T \in T^\Delta$, the process of expanding an allowable node $t \in N_{leaf}(T)$ results in a finite, discrete, change in information, given by $\Delta I^X(t)$ and $\Delta I^Y(t)$ as a function of $p(x, y)$. This can be better understood by considering the visible “kink” in the information-plane curve shown in Figure 4. Specifically, we see that, from a solution of $I^X(T) = I^Y(T) = 0$ (i.e., full abstraction, corresponding to the tree $T = R^T_W$), there is a jump in the information-plane curve to a value of $I^X(T)/I^X(Y) = 0.14$ and $I^Y(T)/I^Y(Y) = 0.04$. This jump occurs because, from the root node/tree $R^T_W \in T^\Delta$, there is only one allowable nodal expansion; namely to expand the root itself. Once $\Delta \geq I^Y(T)$, where $t = R^Y_W$, the root will be expanded, resulting in the jump observed in Figure 4.

5 CONCLUSION

In this paper, we developed an approach to obtain hierarchical abstractions for resource-constrained agents in the form of multi-resolution quadtrees. The abstractions are not provided a priori, but instead emerge as a function of the information-processing capabilities of autonomous agents. Our formulation leverages concepts from information-theoretic signal compression, specifically the information bottleneck method, to pose an optimal encoder problem over the space of multi-resolution tree representations. We showed how our problem can be expressed as a mixed-integer linear program that can be solved using commercially available optimization toolboxes. A non-trivial numerical example was presented to showcase the utility of our framework for generating abstractions for resource-limited agents. To conclude, we presented a discussion detailing the properties of our framework as well as a method for convex relaxation and a brief comparison of our approach to existing methods for abstraction.
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