Application of change-point analysis to the selection of representative data in creep experiments
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Abstract
The high volume of data resulting from a rapidly increasing number of experiments in materials science necessitates an efficient preparing of the data before any analysis. In addition, due to the large datasets in some experiments, it is essential to reduce the data sample to a small number of representative data points. In this study, three statistical methods for the change-point analysis are tested for the automated selection of representative creep data which provides large possibilities to speed up the data preparation for their further analysis. Moreover, this approach aids the practitioner to produce consistent and unique representative data for each experiment more efficiently.

1. Introduction

Due to the spreading of information technologies and the increase in data volumes and complexity, automated methods of data analysis are becoming a topic of much interest [1]. One of the essential steps in data analysis is data cleaning that can strongly improve the quality of the final result [2]. Thus, before any statistical analysis can be performed the so-called 'raw-data' has to be cleaned. Basic operations of data cleaning include removing corrupt and inaccurate data and imputing missing data [3]. Another important step is data reduction in which the number of data points is reduced while the integrity of the whole dataset is preserved. The size of the representative data should be sufficient enough to capture complete behavior during the experiment while excluding the possible data dependencies. This makes the process of data modeling more efficient as it produces a more robust and better result [4]. Therefore, this step is an important part of the scientific process and there is a wide variety of established approaches to perform it. One of the possible solutions for data reduction is based on change-point analysis which is capable of detecting changes on time ordered data like creep experimental data [5, 6]. Creep is defined as time-dependent plastic deformation and failure of material over long times under the influence of mechanical stress below the yield stress and high temperature. Studying the creep behavior at high temperature is an important aspect of many technologies such as nuclear power plants, turbine blades, jet engines [7]. The rate and the value of deformation are mainly dependent on temperature, applied load, exposure duration, and some other factors like microstructure, heat treatment, and orientation [8–11]. The creep experiment is performed in order to verify the mechanical properties of novel alloys and determine the possible ranges of application for the tested materials. The results can guide further experimental or data-driven alloy design [12, 13]. During the experiment, a txt-file with saved measurements is generated by an experimental machine and the next challenging task is the selection of key experimental points which should represent the creep behavior of the studied alloy. These issues can be tackled by the introduction of universal automated procedure for the handling of experimental data. Such an approach should provide better possibilities to speed up the data preparation for their further analysis and reduce the human factor. The process includes creating a dataset, data cleaning, and data reduction. While the data cleaning procedure can be programmed easily [14], the selection of a representative sample is not a trivial task and requires the knowledge of practitioners. As mentioned before, one of the possible solutions for data reduction is based on change-point analysis. Change-
point analysis is one of the statistical approaches that have been widely adopted by researchers to detect so-called change-points which should indicate statistically significant changes in the behavior of studied phenomena in a quasi/non-stationary time series data in several fields such as climate change, image processing, etc [15–19]. A change-point is a point at which the parameters (for instance mean and variance) of an underlying distribution or the parameters of a model used to describe time series changes abruptly [20–23].

In this study, we establish an automated approach for cleaning and reduction of data acquired in creep experiments on Co-base superalloys [24]. In this direction, a method has been developed to treat mini-creep data [6] and then successfully extended to the double shear experiments with constant and variable loading conditions [25]; both for Ni-base superalloys.

2. Material and experiments

The comparably new class of $\gamma'$-strengthened Co-base superalloys is of high research interest since they are considered as a competitor to the conventional Ni-base superalloys. These alloys are utilized as turbine components such as vanes, blades, and disks, in the hottest regions of aero engines [7]. Their creep properties are essential to be known and as important design criterion, because these parts are exposed to very high stresses and temperatures. In this study, the experimentally investigated alloy VF80 is a single crystalline (SX) $\gamma'$-strengthened Co-base superalloy (Co-9Al-10.6W-2.9Ta in at.%). The SX bar was cast using a lab scale Bridgman casting unit and a withdrawal rate of 3mm/min. Subsequently, the bar was solution heat treated at 1350 °C for 24 h and aged at 900 °C for 100 h in vacuum followed by furnace cooling. Afterwards, cylindrical (001)-oriented samples were wire eroded from the bar and finally cut and ground to about 7.5 mm in height and about 5 mm in diameter. The creep tests were performed in a commercially available load cell with a maximum capacity of 100 kN. A linear variable differential transducer (LVDT) was used for the measurement of the change in length. Data points of force and displacement were recorded in different time intervals. The time intervals were given by the experimentalist according to the changing speed of the creep test. In the primary creep regime, where the creep behavior is changing quickly, more data points need to be recorded in a certain time interval in contrast to the secondary creep regime, where less data points per interval are sufficient and useful to reduce the noise. The resulting txt-file including data on force, displacement, and time was the starting point for the evaluation described in the following sections.

3. Methodology

As explained in the introduction, automatic data handling consists of the two main steps: data cleaning and the selection of representative data sample, which is the core part proposed in the automated data treatment procedure. During this step, the initial data are reduced from hundreds/thousands to a small set of approximately 20–60 entries (depending on the size of the whole dataset) without losing the valuable information about the progress of the experiment. In this section, we discuss the procedure of data handling in details.

All algorithms are implemented in R, which is an open-source ‘language and environment for statistical computing and graphics’ [26]. R has been selected for our analysis due to its broad applicability for data mining and a variety of built-in statistical and mathematical methods.

3.1. Data cleaning

Before the data can be used as an input for any statistical algorithm, data cleaning is required to obtain the correct values from the raw-file written by a creep machine. The raw file includes the information about conditions of the experiment and values of applied force $F(N)$, displacement $\delta$(mm), and initial area/length ($A_0$(mm$^2$))/$L_0$(mm)). The displacement $\delta$ reported from creep test has to be corrected due to the influence of machine stiffness and settling effects. The parameters $a$ and $b$ correct the displacement by equation (1).

$$\delta_{corr} = \delta + \frac{a}{b},$$

where $F(\delta) = a + b\delta$ in which $a$ and $b$ are intercept and slope respectively. Here, segmented regression provided by the R-package segmented [27, 28] is used to calculate $a$ and $b$. Moreover, true plastic strain ($\varepsilon_{pl}^{true}$) at each time step needs to be calculated in the following steps. First, we calculate technical strain (2)
Then, the true strain is calculated by

\[ \varepsilon_{\text{true}} = \ln(1 + \varepsilon_{\text{tech}}). \]  

Afterwards, technical stress is calculated by

\[ \sigma_{\text{tech}} = \frac{F}{A_0}. \]  

The dependency between technical stress \( \sigma_{\text{tech}} \) versus technical strain \( \varepsilon_{\text{tech}} \) curve can be derived from the linear regression model of the form

\[ \sigma_{\text{tech}}(\varepsilon_{\text{tech}}) = c + d\varepsilon_{\text{tech}}, \]

where \( c \) and \( d \) are the intercept and slope, respectively, and have to be estimated from creep experiments. Finally, we calculate the true plastic strain using equation

\[ \varepsilon_{\text{true}}^{\text{pl}} = \varepsilon_{\text{true}} - \frac{\sigma_{\text{tech}}}{d}. \]

Thereafter, the incubation period, and the data entries after rupture (if occurring) have to be removed. The incubation interval is characterized by the increase in the applied force measured on the specimen till a constant value is obtained as shown in figure 1. The rupture time is associated with the rapid decrease to zero of the applied force. In this case, machine errors describe the mistakenly measured values due to high sensitivity of the device. In other words, during this step the stationary force interval and the outliers need to be determined.

To prepare the data for change-points selection, assume \( Z = \{ Z_1, \ldots, Z_q \} \) is an initial dataset from the raw-file, where

\[ Z_i = \{ t_i, \delta_i, \ldots, F_i \}, \quad i = 1, 2, \ldots, q \]

and \( q \) is a number of observations. First, remove the negative forces to fulfill the experimental setup requirement:

\[ \bar{Z} = Z_i \subset Z: F_i \geq 0, \quad i = 1, 2, \ldots, q. \]

Then, it is essential to remove outliers and noisy data. Hereby, we assume the middle of the experiment represents its steady-state regime. Therefore, we find the median, which is the most robust statistics to the outliers \[\text{[3]}, \] of applied force in the dataset from the previous step

\[ F_\text{med} = \text{med}(F_i), \quad F_i \subset Z. \]

Then, the outlier and noisy data are removed by selecting the data entries where the applied force differs for less than 5% from the found median \( F_\text{med} \). The range of accepted error can be different depending on the case study

\[ Z_{\text{CUT}} = \bar{Z}_i \subset \bar{Z}: |F_i - F_\text{med}| < 0.05F_\text{med}. \]

Dataset \( Z_{\text{CUT}} \) obtained during this routine is written in the file called CUT. The results of the application of above described procedure are shown in figure 2. Here, the two red dashed lines determine the stationary force range and the blue points are the values stored in CUT file.

---

**Figure 1.** The loading period in the creep experiment for VF80, 950 °C, 400 MPa.
After the removal of noisy data and calculating the true plastic strain $\varepsilon_{\text{true} \text{pl}}$, it is necessary to recalculate time $t$ and strain $\varepsilon$ corresponding to the beginning of actual creep $(t_0, \varepsilon_0)$ using formulas

$$ t_i = t_i - t_0, \quad i \in \mathbb{N}, $$

where $t_i$ denotes the $i^{th}$ time point.

$$ \varepsilon_i^{\text{norm}} = \varepsilon_i^{\text{pl} \text{true}} - \varepsilon_i^{\text{pl} \text{true}}, \quad i \in \mathbb{N}. $$

Additionally, strain rate $\dot{\varepsilon}$ is defined by equation (9)

$$ \dot{\varepsilon} = \frac{1}{2} \frac{\varepsilon_{i+1}^{\text{norm}} - \varepsilon_i^{\text{norm}}}{t_{i+1} - t_i} + \frac{1}{2} \frac{\varepsilon_i^{\text{norm}} - \varepsilon_{i-1}^{\text{norm}}}{t_i - t_{i-1}}, \quad i \in \mathbb{N}. $$

The newly obtained dataset is recorded in the file NORM. The creep strain/time curve recorded in the NORM file has already the correct shape. However, it is necessary to select the representative sample in order to obtain a smooth curve for the strain rate/strain dependency.

### 3.2. Selection of representative data

As can be seen in figure 3(a), the creep strain/time has a non-trivial shape. Therefore, some additional data manipulations are required in order to capture complete creep behavior in time. An interval of the fast increase in creep strain during the first few minutes of the experiment is of concern for the research. However, the experimental data that belong to this interval can be considered as outliers for several methods. This occurs also
due to the small strain change during this stage compared to the whole experiment. Nevertheless, this part of the creep test is very important and has to be captured in the refined data. The idea on how to do it has only mathematical meaning. It is suggested to perform the data split into two subsets defined by the minimum of strain rate in the strain rate/strain curve [6]. Afterward, the algorithm of point selection is called separately on both subsets providing that a certain amount of data from each interval is selected. The obtained results of the data splitting procedure described above are shown in figure 3. The red dashed lines on both graphs display the point of the data split where the strain rate has the minimum value. After this procedure, the representative data points can be detected by change-point analysis.

3.2.1. Basic theory in change-point analysis
This problem is associated with time series analysis [22, 29]. A time series is an ordered sequence of values at equally spaced time intervals [30]. It is called stationary when all statistical properties like mean, variance, functional form, etc are constant over time. When at least one of the parameters of the series is changing with time, it is called non-stationary [30]. Thus the strain-time dependency obtained after data cleaning described earlier spans a non-stationary time series \( Y_{1:n} \), where \( n \) is a number of observation in the cleaned set, \( y_i = \epsilon_i \) is the value of creep strain \( \epsilon_i \) at measured time point \( t_i \). The mathematical interpretation of this problem can be formulated as detection of multiple change-points within non-stationary time series. By the term change-points, we consider those data points, which divide a dataset into distinct stationary segments [20, 22]. In this work, we assume that the number of change points \( m \) is known and fixed, while their positions \( \eta_{1:n} = (\eta_1, ..., \eta_m) \), \( m < n \) are to be estimated. All change-point positions are integer values between 1 and \( n - 1 \). The start and the end indices of the change-points are set as \( \eta_0 = 0 \) and \( \eta_{m+1} = n \). Change-points are ordered such that \( \eta_i < \eta_j \) if and only if \( i < j \). In the theory, multiple change-points detection can be obtained by extension of single change-point detection algorithms. Nevertheless, in practice, with the increasing size of a dataset, the number of possibilities to choose \( m \) change-points is increased rapidly. This makes the problem of multiple change-point estimation very computationally heavy [31, 32]. Taking into account the heterogeneous character of experimental set-ups and their different period of duration, we are interested in the application of such statistical methods which can be employed to both small and large datasets.

3.2.2. Implementation in R
A wide range of R-packages is available on CRAN repository [26] for the problem of multiple change-points analysis [33–36]. We have selected two applicable packages for creep data: wbs [34] and changepoint [33, 37]. Suitable methods from these packages are based on the binary segmentation method, which is considered to be the most widespread algorithm for multiple change-points estimation [32]. Binary segmentation can be used to extend the likelihood-ratio or any other statistic approach for single data point selection to multiple change-points case. It begins with applying the single change-point detection to the whole algorithm for the entire dataset. If no change-point is detected, the algorithm stops, otherwise, it splits the dataset into two segments and applies single point detection algorithm for both segments. The procedure is repeated until no more change-points are found [32]. The schematic of the binary segmentation method is shown in figure 4. In order to detect a single change-point within the method, the hypothesis testing needs to be performed. The null \( H_0 \) and the alternative \( H_1 \) hypotheses are formulated as follows:

\[
H_0 : \text{no change-point is determined,} \\
H_1 : \text{single change-point is determined.}
\]

To test the null hypothesis against the alternative one, a general test statistic \( w(\cdot) \) dependent on data, an estimator of change-point position \( \hat{\eta}(\cdot) \), and a rejection parameter \( \xi \) are required. If \( w( \cdot ) > \xi \), the statistical significance is declared, and the null hypothesis \( H_0 \) is rejected. This means that the change-point is detected and its position is determined by the estimator \( \hat{\eta}(y_{\cdot:}) \). The position of change-point \( \eta_i \) for the original dataset is calculated using \( \hat{\eta}(y_{\cdot:}) \). The binary segmentation method is computationally fast (typically order of \( O(n \log n) \)) and easy to implement. However, it is an approximate method and the results of change-point detection are significantly dependent on the choice of the rejection parameter \( \xi \). The procedure of single change-point detection is performed recursively. Therefore, the method can not be applied to the configuration of the dataset, where the spacing between change points is greater than \( n^{3/4} \). Additionally, each stage of detection is dependent on the previous one which can also be a disadvantage for non-sequential datasets [38]. The difference in results among the selected methods of both packages is explained by the difference in the general test statistic, the estimator for the change-points positions and the threshold parameter are summarized in table 1 [6].

Standard binary segmentation (sbs) method from the R-package wbs and binseg.mean.cusum (mean) method from the R-package changepoint identify changes in mean for the data where there is no assumption about the data distribution is made. Both approaches use the CUSUM (cumulative sum control chart) statistic which is defined by
\[ y_{s,b} = \frac{e - \eta}{\sqrt{n(e - s + 1)}} \sum_{t=s}^{n} y_t = \frac{\eta - s + 1}{\sqrt{n(e - \eta)}} \sum_{t=\eta+1}^{e} y_t, \]

where \( s \leq b < e \) with \( s \) is the first element of set, \( e \) is the last element of set, \( n = e - s + 1 \) and \( \eta \) is a variable of the unknown change-point position to define a test statistic \([20]\). On each step of the binary segmentation method the value of test statistic

\[ w(y_{s,e}) = \max_{\eta:s \leq \eta < e} \hat{y}_{s,e}^\eta, \]

is calculated. When it exceeds the value of threshold parameter \( \xi \), i.e. \( w(y_{s,e}) > \xi \), then the change-point is detected and its position can be determined by

\[ \hat{\eta} = \arg \max_{\eta:s \leq \eta < e} |\hat{y}_{s,e}^\eta|. \]

The \textit{mean} and \textit{sbs} methods are similar to each other, however, due to the difference in the choice of threshold parameter \( \xi \) they provide slightly different results. In method \textit{sbs} the threshold is calculated automatically from the given number of change-points, while the \textit{mean} requires the manually given value. Additionally, these methods could not provide suitable results applied for the whole dataset due to the special interest of researchers in the specific intervals of the data. Therefore, we split the data into two subsets by the local minimum of the derivative of the creep strain and then apply the methods to each subset separately. The selected points for each subset indicate the representative points for the whole dataset. \textbf{Binseg.var.css(var)} method from the package \textbf{changepoint} is used to find multiple changes in the variance for the data where the distribution of the input data is unknown and no assumption about it is made. In this method the test statistic for the binary segmentation algorithm is determined as

\[ w(y_{\hat{\eta},e}) = \max_{\eta:s \leq \eta < e} D_{\eta}, \]

where \( D_{\eta} = \frac{C_{\eta}}{C_{e-s+1}} - \frac{\eta}{e - s + 1}, \)

and \( C_{\eta} = \sum_{t=\eta+1}^{e} y_t^2 \) is a cumulative sum of squares. When it exceeds the value of the threshold parameter, i.e. \( w(y_{\hat{\eta},e}) > \xi \), the change-point location is estimated as

![Figure 4. Schematic demonstration of the binary segmentation method \([39]\).](image-url)
\[ \hat{\eta} = \arg \max_{\eta < \epsilon} |D_\eta|, \]

It requires a manual selection of the threshold like method \textit{mean}. Method \textit{var} is able to provide satisfying results of point selection without splitting the data into physical meaningful subsets. However, the difference in the results between described methods is not significant enough to count any of them unsuitable. Moreover, there is no unified criterion on how to determine the best approach among the suggested algorithms, except the subjective visual inspection. In this study, the criterion for selection of the most appropriate change-point algorithm is based on the evaluation of statistical similarity of two datasets [41].

3.2.3. Comparison of considered methods

For evaluation of selected methods to form the representative datasets, manually treated experimental data have been compared with the results applied by the algorithms described in section 3. To compare manually and automatically selected data, several similarity measures have been calculated. The main idea behind it is based on cluster analysis, which is one of the most common technique in data analysis. It identifies the subgroups (or cluster) in the dataset such that data points in the same subgroup are very similar according to a similarity measure while data points in different clusters are very different [42]. Some of clustering comparison metrics are Adjusted Rand Index (ARI), Fowlkes-Mallows Index (FMI), Jaccard Index (JI), and Variation of Information Index (VII) [43]. The higher the value of ARI, FMI, and JI the more similar are the two datasets, and the reverse is true for VII, where two perfectly matching partitions produce 0 score. For random clustering, ARI returns a value around zero (negative values are possible) and for perfectly matching clustering ARI is 1. FMI and JI values are strictly in [0, 1]. All these indexes show how two datasets are similar to each other. The function \texttt{dsClustCompare} in \texttt{R}-package \texttt{semiArtificial} [44] delivers the values of ARI, FMI, JI, and VII by entering two datasets as an input. In this study, the creep data points selected by practitioners are considered as the correct change points and are compared to the data obtained from each change-point algorithms. The method with the higher similarity index of ARI, FMI, and JI while lower index of VII are considered as the most appropriate method for selection of creep data.

4. Results and discussion

The algorithms \textit{sbs}, \textit{mean} and \textit{var} for change-points detection described in the previous section 3 were sequentially applied to the experiments. The automatically proceeded data were compared to the results of the manual points selection by the practitioner and are shown in figures 5–7. By the visual inspection (figures 5(a), 6(a), and 7(a)), it can be concluded that all three methods have been successful in the reproduction of the correct strain/time behavior. It can be observed that the selected representative data by method \textit{var} are distributed through the interval more uniformly, compared to the other methods, with more points at the beginning of the experiment and fewer points at the end (figure 7). However, for all three methods, the strain rate/strain dependency is represented by a smooth distribution without visible disturbance according to the figures 5(b), 6(b), and 7(b). The selected points correspond well to the results of the manual procedure. All three approaches provide good results in capturing the minimum strain rate \( \dot{\varepsilon}_{\min} \) as well as describing the early times of the creep.
Due to the similarity of the provided results, the most appropriate algorithm for point selection by visual inspection can only be determined subjectively. Therefore, we compared the data using similarity measurement discussed in previous section \textsuperscript{3}. Table \textsuperscript{2} reports the different metrics for all three algorithms. In addition, the corresponding R-package and computational time for each method are summarized. The results imply that overall \textit{var} performs better than \textit{mean} and \textit{sbs}. As can be seen, VII has the lowest value for \textit{var} while FMI and JI are slightly greater than the values for \textit{sbs}. Moreover, ARI for both \textit{var} and \textit{sbs} are equal. Therefore, \textit{sbs} is also a good candidate to be selected as the most appropriate method especially because of its lowest computational time among the other methods. On the other hand, the obtained result from \textit{mean} shows the least similarity with the manual data. In general, all three proposed algorithms for the points selection provide

\begin{table}
\centering
\caption{Calculated statistics for identifying similarity of the manually selected data with each statistical method for VF80, 950 °C, 400 MPa.}
\begin{tabular}{lcccccc}
\hline
Algorithm & VII & FMI & JI & ARI & \text{R-package} & \text{Computational time, s} \\
\hline
\textit{mean} & 0.709 & 0.829 & 0.707 & 0.662 & changepoint & 0.964 \\
\textit{sbs} & 0.445 & 0.910 & 0.835 & 0.822 & wbs & 0.936 \\
\textit{var} & 0.443 & 0.912 & 0.839 & 0.822 & changepoint & 0.983 \\
\hline
\end{tabular}
\end{table}

Figure 6. Comparison of \textit{mean} (blue) and manual (black) change-points selection methods for VF80, 950 °C, 400 MPa: (a) plastic strain versus time and (b) strain rate versus plastic strain.

Figure 7. Comparison of \textit{var} (blue) and manual (black) change-points selection methods for VF80, 950 °C, 400 MPa: (a) plastic strain versus time and (b) strain rate versus plastic strain.
appropriate results and any of these procedures can be used for the data treatment of creep experiments, nevertheless var is selected as the most appropriate model regarding the results in table 2.

5. Conclusion

In this study, the procedure for automated data treatment of Co-base creep experiments is proposed. For selection of representative data, change-point analysis technique based on three different criteria are applied to the experiments and compared to the data that was evaluated manually by the practitioners. This approach has been successfully applied to 40 more experiments performed at the Friedrich-Alexander-Universität Erlangen-Nürnberg within the SFB/Transregio 103 B3 project. It was also applied to Ni-base creep experiments (ca. 30 experiments) performed at Ruhr-Universität Bochum within the SFB/Transregio 103 A1 project and some results were published by Turchenko [6]. So, it means that the proposed procedure has been tested and verified on raw creep data from two different laboratories. This approach helps the practitioner to follow a standard rule and produce consistent and unique representative data for each experiment in a more efficient way.
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