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Abstract—This paper addresses a novel multi-agent deep reinforcement learning (MADRL)-based positioning algorithm for multiple unmanned aerial vehicles (UAVs) collaboration (i.e., UAVs work as mobile base stations). The primary objective of the proposed algorithm is to establish dependable mobile access networks for cellular vehicle-to-everything (C-V2X) communication, thereby facilitating the realization of high-quality intelligent transportation systems (ITS). The reliable mobile access services can be achieved in following two ways, i.e., (i) energy-efficient UAV operation and (ii) reliable wireless communication services. For energy-efficient UAV operation, the reward of our proposed MADRL algorithm contains the features for UAV energy consumption models in order to realize efficient operations. Furthermore, for reliable wireless communication services, the quality of service (QoS) requirements of individual users are considered as a part of rewards and 60 GHz mmWave radio is used for mobile access. This paper considers the 60 GHz mmWave access for utilizing the benefits of ultra-wide-bandwidth for multi-Gbps high-speed communications and high-directional communications for spatial reuse that is obviously good for densely deployed users. Lastly, the comprehensive and data-intensive performance evaluation of the proposed MADRL-based algorithm for multi-UAV positioning is conducted in this paper. The results of these evaluations demonstrate that the proposed algorithm outperforms other existing algorithms.

Index Terms—Aerial cellular access, Smart city, Autonomous vehicle, Non-terrestrial network (NTN), Multi-agent deep reinforcement learning (MADRL), millimeter-wave (mmWave), Partially observable Markov decision process (POMDP)

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) have attracted as a part of ad-hoc and flexible infrastructure for mobile and wireless communications [1]–[3]. In modern wireless network applications in beyond 5G or 6G networks [4]–[7], UAVs are widely considered as airborne wireless access points or relay nodes to improve terrestrial communications for instantaneous connectivity services [7]. The UAV-aided mobile network can establish wireless connections without fixed infrastructure, and thus, the network finally realizes broader wireless coverage, achieves higher transmission rates, and provides services in real-time through content caching [8]–[12]. The deployment of UAV-aided mobile devices can also significantly enhance the functionality of vehicle-to-everything (V2X) communication systems in any transportation setting, including smart cities and harbors [13]–[15] as represented in Fig. 1. By facilitating communication between various traffic-related entities, these networks can provide critical support to autonomous vehicles and intelligent transportation systems (ITS) [16]. Through enabling vehicular communication via mobile cellular access, autonomous vehicles can obtain real-time information about their surroundings, including the location, speed, and direction of other vehicles. This data exchange can aid in danger prediction and collision avoidance, thereby contributing to the prevention of accidents. Moreover, real-time updates on traffic conditions, signal timings, and road work information can enhance traffic flow by reducing congestion and improving overall transportation efficiency [17]. In addition, the benefits of these networks extend beyond road traffic management. The ability for vehicles to receive and transmit information and services in real-time can be leveraged for various connected services. This includes in-vehicle infotainment (IVI) systems, navigation, and remote diagnostics and maintenance, thereby enhancing the overall user experience and vehicle functionality [18]. Indeed, the capabilities of existing 5G standards include the provision of services such as ultra-low latency reliable V2X communications. These components offer a fascinating foundation for the establishment of cellular-based operations involving UAVs in the realm of ITS [19], [20].

Even though the use of UAV-aided mobile networking is beneficial in many applications, the system also has several limitations, e.g., the energy limitation in UAV platforms [4] and service quality degradation due to unexpected and unmanageable UAV mobility control due to wind gauges and atmospheric conditions. Therefore, it is essential to design and implement an algorithm that is for providing energy-efficient and reliable mobile access in multi-UAV wireless networks.

For the purpose, machine learning (ML) and deep learning (DL) approaches have become prevalent solutions in the literature [21]. Especially, deep reinforcement learning (DRL) has shown significant performance in sequential stochastic decision-making problems such as resource management for dynamic networking systems such as UAV-aided mobile networks [22]. Therefore, it is obvious that a novel energy-efficient and reliable algorithm can be designed and implemented using DRL-based methodologies for UAV-aided
mobile access services.

In order to design a cooperative and coordinated DRL algorithm for multiple UAV control, multi-agent DRL (MADRL) based algorithm design is essentially required for inter-UAV information-sharing for cooperation and coordination. Among various MADRL algorithms, this paper proposes a new model inspired by communication neural network (CommNet) which is fundamentally based on centralized training and distributed execution (CTDE). Therefore, this paper proposes a novel CommNet-based MADRL for determining the optimal positions of UAV base stations (i.e., multi-UAV-BSs positioning) in terms of i) cellular network service reliability and ii) UAV energy-efficiency. Therefore, the two criteria are formulated as rewards for MADRL formulation. Furthermore, the proposed algorithm considers individual user equipments (UEs)' requirements and characteristics (e.g., mobility).

Moreover, for the cellular network service reliability, 60 GHz mmWave wireless networks are considered in our proposed reference aerial mobile access network model because they can provide multi-Gbps data rates for i) high-speed communications for a better quality of services (QoS) and ii) spatial reuse realization for improving per-area data rates due to its high-directionality in wireless transmission [22]. Note that it is obvious that the spatial reuse realization is much more beneficial in urban areas because the UEs are densely deployed. Therefore, mmWave wireless communication is widely used in UAV networks in the literature [23], [24].

**Contributions.** The main contributions of the research in this paper can be summarized as follows.

- This paper proposes a new MADRL/CommNet-based cooperative and coordinated multi-UAV-BS positioning algorithm for energy-efficient operations and reliable mobile access services in a distributed manner, under the uncertainty of the environment and the requirements/characteristics of UEs.

- Under the concept of CTDE, our proposed MADRL/CommNet architecture will be trained in a centralized single neural network and the optimization criteria will be based on the reward function of the MADRL formulation. Here, our reward function is formulated based on network service reliability and UAV energy-efficiency. This joint consideration is not previously existing. Furthermore, the reliability can be further improved by utilizing mmWave wireless communications according to ultra-wide bandwidth and high-directionality. This paper is the first MADRL-based UAV research paper which conducts mathematical and fundamental mmWave channel capacity calculation and its practical standard data rate computation with modulation and coding scheme (MCS)-based IEEE 802.11ad standard specification.

- Lastly, this paper conducts data-intensive various performance evaluations for the proposed CommNet-based UAV-BS positioning algorithm; and successfully proves that the proposed algorithm outperforms the existing algorithms in various aspects under different environments and experimental settings.

A. Organization

The remainder of this paper is structured as follows. Sec. II reviews related work in mobile base station access networks and MADRL algorithms. Sec. III explains our considering network and mmWave communication models. Sec. IV presents the proposed autonomous multiple UAV-BS positioning algorithm using CommNet-based MADRL. The novelty of the proposed algorithm is intensively evaluated with various settings in Sec. V. Lastly, Sec. VI concludes this paper.

II. RELATED WORK

A. Mobile Access Networks using Multi-UAV Cooperation

For the reliable aerial cellular network services (via coverage extension and QoS provision) using multiple UAV platforms under the consideration of energy-efficiency operations, it is crucial to deploy the multiple UAV as base stations (i.e., UAV-BSs) into the hotspot area under optimal multi-UAV coordination and cooperation [4]. This research trends can be classified into two categories, i.e., i) ML-based approach (refer to Sec. II-A1) and ii) control and optimization-based approach (refer to Sec. II-A2).
1) ML-based Approach: In [26], [27], predictive multi-UAV deployment methods are proposed using clustering-based unsupervised learning and the UAVs are considered as temporary BSs to complement ground cellular systems to deal with the cases where managing downlink traffic and providing network coverage extension in emergency and public safety situations. For providing wireless connectivity for ground UEs, the proposed algorithm in [28] uses an actor-critic based DRL method to solve a multi-objective control problem where the UAVs tend to minimize their energy consumption and extend their coverage. In addition, the proposed algorithm in [29] characterizes the fairness at UE-level based on proportional fairness scheduling and formulates a weighted-throughput maximization problem via UAV-BSs’ trajectory optimization using DRL methodologies. Furthermore, a centralized orchestration manager is designed and implemented in order to coordinate a cooperative energy sharing mechanism with MADRL under the consideration of fairness, energy efficiency, and cost-effectiveness, in [30]. Similarly, an MADRL-based autonomous UAV management method for reliable surveillance in smart city applications was designed and evaluated, where the core idea is autonomously replenishing the UAV’s deficient network requirements with the cooperation and coordination among multiple UAV agents [31].

2) Control and Optimization-based Approach: In [31], cooperative control techniques for UAVs are reviewed and categorized as consensus control theory, flocking based strategies and formation control. Consensus control involves a collective decision-making process among a group of agents through a sensing or communication network to reach a common decision. In [32], an optimal design for consensus control of agents with double-integrator dynamics with collision avoidance considerations is introduced. Similarly, a consensus protocol for a class of high-order multi-agent systems is proposed in [33]. In addition, a leader-follower approach for flocking control of multiple UAVs with the goal of conducting a sensing task is introduced in [34]. In their strategy, each of the followers is controlled using stochastic optimal control where the cost function takes into account the follower’s heading and distance with respect to the leader. On the other approach, pure pursuit (PP) guidance algorithm is a widely used leader-follower guidance strategy in the formation control which was originally implemented on ground-attack missile systems that aim to hit the target [35].

B. CTDE for MADRL

MADRL algorithms and applications can be complex because all given agents potentially interact among each other and learn concurrently. Those interactions constantly reshape the environment and lead to non-stationarity, affecting the trained policy of other agents. In addition, the agents only get a partial observation, i.e., they do not know complete environment information while interacting. It is, therefore, necessary to establish communications among agents during learning when designing MADRL algorithms [36]. Based on this idea, many MADRL algorithms widely have adopted the concept of CTDE, where it can train a group of agents simultaneously by applying a centralized method via establishing communication channels [36]. For more details, CTDE-based agents are trained offline using centralized neural network; and then the CTDE-based agents are executed online after sharing the trained neural network in a decentralized manner [37]. The MADRL can be classified based on communication methods in [38]. The first group is non-communicative and focuses on stabilizing training with advanced value estimation methods. The multi-agent deep deterministic policy gradient (MADDPG) method based on actor-critic (AC) policy gradient algorithms proposed in [37] features the CTDE paradigm in which the critic uses extra information to ease the training process. At the same time, actors take action based on their local observations. Another multi-agent AC method, i.e., counterfactual multi-agent (COMA) [39], is also based on CTDE computation. However, unlike MADDPG, COMA can handle the multi-agent credit assignment problem [40] where agents struggle to work their contribution to the team’s success from global rewards generated by the joint actions in cooperative settings. Another group proposes learnable communication protocols. Each agent will be connected in this category, and messages are broadcasted, which can be viewed as a fully connected structure, including differentiable inter-agent learning (DIAL) [41], bilateral complementary network (BiCNet) [42], and CommNet. As presented in [43], CommNet-based agents learn continuous communications alongside their policy for fully cooperative tasks. CommNet learns a shared centralized neural network for agents to process local observations. Each agent’s decisions depend on observations and the mean vector of messages from other agents. Notice that recent research contributions have further focused on the open problems of how to communicate more efficiently regarding when, what, and with whom to communicate, based on a predefined or learned communication structure [44].

III. Model

A. ITS-based Mobile Access for Multifaceted Environments

UAVs not only possess fundamental functionalities such as wireless communications and remote surveillance but also offer advanced features including high mobility, agility, broad accessibility, and rapid deployment [45], [46]. These attributes make UAVs a preferred option for diverse purposes within the framework of ITS [47], [48]. By leveraging the characteristics of UAV-BSs, aerial wireless networks can be swiftly established, providing essential support to terrestrial cellular networks across a range of scenarios [24], including those based on ITS [50], [51]. The demand for wireless networks is explosive in densely populated urban areas. However, the cost of establishing terrestrial infrastructures is high. At this time, mmWave wireless network service within 5G provided by mobile base stations is considered a key technology to meet the demand for wireless communication services in dense urban environments and improve network capacity [52]. For example, UAV-BS can quickly establish a wireless connection with UEs in extreme environments where it is not easy to install terrestrial base stations for technical and economic reasons [53]. In addition, UAV-BS can be used in urgent situations such as emergency communications in case of
disasters and military communications in extreme areas [54–56]. However, since UAV-BS has a limited communication range, it is challenging and inefficient to always cover all areas with UAV in a dynamic and uncertain environment [29]. Since UAVs are operated by consuming batteries [57], battery life must be considered to prevent the UAV from being completely discharged. Designing the optimal UAV-BS trajectories can be alternative solutions to cope with the aforementioned issue [58]. This paper, we propose a new MADRL algorithm that allows distributed UAV-BSs to cooperatively provide energy-efficient and reliable mmWave wireless communication services by designing the optimal 3D trajectory of UAV-BSs while considering UE mobility in an uncertain and dynamic environment.

B. 60 GHz Millimeter-Wave Model

This paper considers 60 GHz mmWave radio propagation characteristics for mobile UAV-BS access in order to exploit spatial reuse benefits [59].

1) Interference Analysis: It is important to consider the impact of interference when analyzing the performance of communication systems. To conduct the interference analysis on 60GHz mmWave wireless systems, specific path loss models and antenna radiation patterns are considered.

This paper uses the 60 GHz path loss model defined in the development of the IEEE 802.11ad standard [60], i.e.,

\[ L(d) = A_{dB} + 20 \log_{10}(f_{GHz}) + 10 \cdot n \cdot \log_{10}(d), \]  

where \( A_{dB} = 32.5 \) dB is an antenna and beamforming specific coefficient. In addition, \( f_{GHz} \), \( n \), and \( d \) are carrier frequency in a GHz scale (i.e., \( f_{GHz} = 60 \)), the path loss coefficient (\( n = 2 \)), and the distance between a transmitter (Tx) and a receiver (Rx) in a meter scale, respectively.

The Gaussian reference 60 GHz antenna radiation pattern is modeled in the International Telecommunication Union (ITU) document [61] as follows,

\[ G_{dBi}(\varphi, \theta) = G_{max}^{dBi} - 12 \Delta^2, \quad 0 \leq \Delta < 1 \]

\[ G_{max}^{dBi} = 12 - 15 \ln \Delta, \quad 1 \leq \Delta \]  

where \( G_{max}^{dBi} \) is the maximum antenna gain, \( \varphi \) and \( \theta \) are an azimuth angle and an elevation angle (-180° < \( \varphi \) < 180°, -90° < \( \theta \) < 90°), respectively. Here, the \( \Delta \) can be calculated as \( \Delta \equiv |\Omega^1 - \Omega^1*| \), and where \( \Omega^1 \equiv \cos^{-1}(\cos \varphi \cos \theta) \) and \( \Omega^1* \equiv \sqrt{\left(\cos^{-1}\left(\frac{\tan^{-1}\left(\frac{\tan \varphi}{\tan \theta}\right)}{\varphi^3}\right)\right)^2 + \sin^{-1}\left(\frac{\tan^{-1}\left(\frac{\tan \varphi}{\tan \theta}\right)}{\theta^3}\right)^2} \)  

where \( \varphi \) and \( \theta \) are 3 dB half-power beamwidth in azimuth and elevation planes. This paper assumes \( \varphi_3 = \theta_3 = 10^\circ \) [62].

The interference caused by transmissions on wireless link \( l \) where \( i \neq l \), \( i \in I \) to the wireless link \( l \) between the UE and the UAV-BS can be calculated as follows,

\[ I_{mW}^{l,i} = f_{dBm-mW}(G_{dBi}^{l,Tx}(\phi^l, \theta^l) + G_{dBm}^{l,Rx} - L(d_{i,i})) \]  

where \( G_{dBi}^{l,Tx} \) is the transmit antenna gain between the \( i \)-th transmitter and the \( l \)-th receiver. Moreover, \( G_{dBi}^{l,Tx} \) is an antenna radiation gain between the \( i \)-th transmitter and the \( l \)-th receiver depending on \( \phi^l \) and \( \theta^l \), which are the angular differences between these respective transmitter and receiver, as formulated in [4]. Lastly, \( f_{dBm-mW} \) is a function for unit translation from dBm to milli watt (mW) scale, where \( f_{dBm-mW} \equiv 10^{(x/10)} \).

2) Capacity Calculation With Shannon’s Formula: This paper assumes Shannon’s formula to calculate the theoretical data rates of 60 GHz mmWave wireless systems. The Shannon’s formula gives the channel capacity \( C_l(d) \) at a wireless link \( l \) between a transmitter and a receiver separated by a distance \( d \), as follows,

\[ C_l(d) = W \cdot \log_2 \left( 1 + \frac{P_{mW}^{l,Rx}(d)}{n_{mW} + \sum_{i \in I, i \neq l} I_{mW}^{l,i}} \right), \]

where \( W \) is a 60 GHz channel bandwidth (2.16 GHz in the case of IEEE 802.11ad [62]). Here, \( P_{mW}^{l,Rx}(d) \) is the received signal power in a mW scale at the wireless link of the \( l \)-th receiver, \( I_{mW}^{l,i} \) is the interference in [4], and \( n_{mW} \) is the background noise in a mW scale. Note that \( I \) is the set of all given wireless links.

- \( P_{mW}^{l,Rx}(d) \) is calculated as follows,

\[ P_{mW}^{l,Rx}(d) = G_{dBi}^{l,Tx} + P_{dBm}^{l,Tx} - L(d) + G_{dBi}^{l,Rx} \]  

\[ EIRP \]

where \( G_{dBi}^{l,Tx} \) and \( P_{dBm}^{l,Tx} \) are a transmit antenna gain and a transmit power at the Tx of wireless link \( l \). \( L(d) \) is a path loss when Tx and Rx are separated by distance \( d \). Lastly, \( G_{dBi}^{l,Rx} \) is a receive antenna gain (3 dB in [62]). As defined in [62], the United States limits the maximum value of equivalent isotropic radiated power (EIRP) in the 60 GHz mmWave radio channel to 43 dBm [63]. i.e., the summation of \( G_{dBi}^{l,Tx} \) and \( P_{dBm}^{l,Tx} \) cannot exceed 43 dBm. Under the consideration of the RF hardware and parameter settings for an existing 60 GHz antenna system [62], \( G_{dBi}^{l,Tx} = 19 \) dB (transmit antenna gain in a dBi scale) and \( P_{dBm}^{l,Tx} = 24 \) dBm (transmit power in a dBm scale at \( l \)).

- \( n_{mW} \) is the background noise and calculated as follows,

\[ n_{mW} = f_{dBm-mW}(k_B T_z + 10 \log_{10} W + \sigma), \]

where \( k_B T_z \) is the noise power spectral density (-174dBm/Hz in [62]) and \( \sigma \) is the system-specific additional loss, which is the summation of implementation loss (10 dB in [62]) and noise figure (5 dB in [62]).

3) Actual Data Rate Computation with IEEE 802.11ad MCS: The theoretical data rate by Shannon’s capacity formula served by UAV-BSs is expressed in (4) and this is the fundamental limit of the wireless communications. However, due to hardware and RF implementation limitations, actual data rates will be lower than the theoretical formulation. Therefore, in this paper we calculate the actual data rate using the MCS table defined in IEEE 802.11ad [64]. First of all, the Rx signal strength under the consideration of interference components is calculated. After that, the actual maximum supportable data rate \( A_l \) of the 60 GHz radio link \( l \) served by the UAV-BS is obtained by Table I.
TABLE I
60 GHz IEEE 802.11ad MCS Table [62].

| Rx Sensitivity | Available MCS | Maximum Data Rates | Capacity Estimation with Shannon [4] |
|----------------|---------------|---------------------|--------------------------------------|
| -75 dBm        | MCS0          | 27.5 Mbps           | 1.43 Gbps                            |
| -70 dBm        | MCS1          | 385 Mbps            | 2.04 Gbps                            |
| -65 dBm        | MCS2          | 770 Mbps            | 2.40 Gbps                            |
| -60 dBm        | MCS3          | 962.5 Mbps          | 2.81 Gbps                            |
| -55 dBm        | MCS4          | 1155 Mbps           | 3.25 Gbps                            |
| -50 dBm        | MCS5          | 1540 Mbps           | 3.74 Gbps                            |
| -45 dBm        | MCS6          | 1925 Mbps           | 4.25 Gbps                            |
| -40 dBm        | MCS7          | 2310 Mbps           | 5.38 Gbps                            |
| -35 dBm        | MCS8          | 2502.5 Mbps         | 7.90 Gbps                            |
| -30 dBm        | MCS9          | 3080 Mbps           | 8.57 Gbps                            |
| -25 dBm        | MCS10         | 3850 Mbps           | 9.23 Gbps                            |
| -20 dBm        | MCS11         | 4620 Mbps           | 43.48 Gbps                           |

4) The Use of 60 GHz Wireless Communications for Mobile Access: Our considered mmWave (IEEE 802.11ad based) wireless system has a large channel bandwidth, low-latency transmission, high beam directivity, high diffraction, and high scattering [65]. These characteristics of mmWave wireless systems have the advantage of being less sensitive to interference from nearby mobile access (i.e., spatial reuse) while being very sensitive to blocking [65]. In particular, achieving ultra-low latency in the V2X communication among autonomous vehicles is crucial, as it significantly reduces the driving distance before receiving information [66]–[68]. This is especially important due to the dynamic and time-varying nature of the environments in which autonomous vehicles operate. In an urban environment, for example, blocking by high-rise buildings may affect mmWave wireless systems. However, our proposed algorithm can minimize this problem through the optimal positioning of UAV-BSs cooperatively. In that case, it is possible to provide a higher QoS service to dense UEs using high directivity and low latency compared to the existing generation of mobile networks. In rural and suburban environments, there are fewer problems with blocking, and the advantages of mmWave can be further maximized [23].

IV. CTDE-BASED MADRL FOR AUTONOMOUS MULTIPLE UAV-BS POSITIONING

This section introduces our proposed architecture for autonomous UAV-BS positioning to increase the UAV-BS coverage in order to guarantee a certain level of connectivity and stability. First of all, we explain the proposed system settings and assumptions (refer to Sec. IV-A), and then the details of our proposed algorithm are described (refer to Sec. IV-B).

A. System Settings and Assumptions

Our proposed autonomous UAV-assisted network consists of N UEs, M agent UAV-BSs, and K non-agent UAV-BSs as illustrated in Fig. [1]. There are one leader UAV-BS and M − 1 non-leader agent UAV-BSs among agent UAV-BSs. Due to variations in UE density between densely and sparsely populated areas, the demand for services may vary, making it necessary to develop an aerial mobile access network model that takes the number of UE into account. We denote the sets of UEs, agent UAV-BSs, and non-agent UAV-BSs as \( U = \{ u_1, u_2, \ldots, u_n, u_N \} \), \( B = \{ b_1, b_2, \ldots, b_m, \ldots, b_M \} \), \( H = \{ h_1, h_2, \ldots, h_k, \ldots, h_K \} \), respectively. Hereafter, we use indicator variables \( u_n \) and \( b_m \) denoted as \( n \)-th UE and \( m \)-th agent UAV-BS where \( \forall u_n \in U, n \in [1, N] \), \( \forall b_m \in B, m \in [1, M] \). Note that \( M \)-th UAV-BS is a leader UAV-BS, and it is denoted as \( b_M \).

A leader agent UAV-BS is to handle communications between non-leader agent UAV-BSs. The leader agent UAV-BS receives information for multi-agent cooperation as a role of communication controller at a higher altitude than other non-leader agents, as depicted in Fig. [2]. That is, the leader UAV-BS uses the information from all the UAV-BSs, while non-leader agent partially observes the information. On the other hand, the non-agent UAV-BS has no observations and does not participate in the UAV cooperation. In the uplink transmission of UAV-BSs, the cooperative UAV-BSs transmit their observation information to the controller. This paper assumes that each UE is associated with only one UAV, whereas each UAV-BS can support multiple UEs. The positions of UEs and UAV-BSs are represented by \((x, y, z)\) in the 3D grid. The 3D positions of UEs are randomly distributed, and also time-varying.

As mentioned in Sec. III-B, we assume that all UAV-BSs provide a 60 GHz mmWave spectrum for higher directivity and data rate. Their coverage radius can be calculated as follows,

\[
C(b_m, u_n) = \frac{H(b_m) - H(u_n)}{H(b_m)} \times \tan \left( \frac{\theta_W}{2} \right),
\]

\[
C(h_k, u_n) = \frac{H(h_k) - H(u_n)}{H(h_k)} \times \tan \left( \frac{\theta_W}{2} \right),
\]

where \( C(\cdot) \) and \( H(\cdot) \) return the coverage areas of \( n \)-th agent UAV-BS and \( k \)-th non-agent UAV-BS from the perspective of the \( n \)-th UE and the altitude of the input, respectively, \( \theta_W \) is the UAV-BS’s directional antenna beamwidth, which is set to 80° in Table III. Since the altitude of UEs is different, we must consider each UE’s elevation when calculating the coverage radius. According to (7) and (8), the coverage radius becomes smaller when the UE’s altitude becomes higher or UAV-BS’s altitude becomes lower. We also assume that UEs can request one type of communication service from among HD video streaming, online gaming, web surfing, and voice-over IP. Here, HD video streaming is the service that requires the highest data rate, which is up to 4 Gbps [69]. Once a UE is within the coverage radius of any UAV-BS, the UE can obtain sufficient data rates for HD video streaming thanks to high directivity and data rates of 60 GHz mmWave.

However, the data rate is not an absolute value of the traffic. UEs do not always receive their services with acceptable quality. For example, packet-based networks carry large amounts of traffic. The network must forward the traffic under the consideration of any application’s performance requirements. To achieve the requirements of UEs, the network devices (e.g., router, switch) forward traffic considering QoS. It allows network devices to apply different behaviors to traffic after distinguishing the type of service. This paper define a quality
function that consists of two components of QoS, i.e., i) video streaming and ii) the others [70], where the QoS component increases in a non-linear form using a sigmoid function for video streaming whereas it increases in a logarithmic-like function as the data rate $A_l$ increases for the others. Note that $A_l$ is the actual maximum sustainable data rate calculated by matching capacity estimation with Shannon and MCS Table in III-B3. Finally, the quality function can be as follows,

$$f(A_l) = \begin{cases} \left(1 + \exp^{-v_a(A_l - w_a)}\right)^{-1}, & (video \ traffic), \\ \log(v_b \cdot A_l + w_b), & (otherwise), \end{cases}$$

where the values of weight parameters are $v_a = 0.01$, $w_a = 1024$, $v_b = 1$, and $w_b = 1$, respectively [70].

For the autonomous UAV-BSs’ cooperation, this paper assumes that the link between UAVs and the leader UAV-BS is good enough to deliver UAV-BS information without losing robust and stable MADRL training. It is justifiable because the code rate used in leader UAV-BS and UAV-BSs communications is small enough. However, the link between UAV-BSs is limited. Lastly, each UAV has a maximum battery capacity in the beginning. The proposed autonomous coordination system aims to increase the number of UEs serviced by UAV-BSs under certain amounts of service quality guarantees in an uncertain environment. In order to take care of the uncertainty, we consider the number of UEs which can be varied due to each UAV’s conditions, e.g., the possibility for UAVs drop, malfunction, or energy-exhaust.

B. Coordinated MADRL-based Algorithm Design Details

1) Reinforcement Learning Formulation: Our considering UAV-BS positioning problem is formulated with Markov decision process (MDP). It can be denoted as $(S, A, R, \mathbb{P}, \gamma)$ which are state space, action space, reward space, transition probability, and discount factor, respectively. State. The state space in our problem consists of three parts, i.e., location information, energy information, and service connection information. More details are as follows.

- **Location Information:** Each UAV-BS has to observe its own location information (e.g., position information and distance information with UEs or other UAV-BSs) to identify whether each UE is serviced by a UAV-BS or not, avoiding collisions with other UAV-BSs. The positions of each UAV-BS, UE and non-agent UAV-BS are defined as $p(b_m), \forall m \in [1, M]$, $p(u_n), \forall n \in [1, N]$, and $p(h_k), k \in [1, K]$, respectively. Note that the positions of all UAV-BSs and UEs are represented using their own $x$-, $y$-, and $z$-coordinate values, i.e., 3D geometry. The distances for $b_m$ with $b_m^n$, $u_n$, and $h_k$ are denoted as $d(b_m, b_m^n)$, $d(b_m, u_n)$, and $d(b_m, h_k)$, where $d(b_m, \cdot)$ means a physical distance between $b_m$ and $(\cdot)$. Therefore, the location information of $b_m$ is $p_m \triangleq \{p(b_m), d(b_m, x)\}$, where $x \in \{B \cup U \cup H\}\setminus b_m$.

- **Energy Information:** Each agent UAV-BS has to observe its energy information to prevent full discharging. If any UAV-BS is fully discharged, they cannot provide reliable communication services to their associated UEs. UAV-BSs consume operational energy for aviation and wireless communications. However, this paper considers only energy consumption by aviation because communication-related energy is usually much lower than aviation energy [6]. Notice that communication-related energy consumption is only a few watts, whereas aviation-related energy consumption is a few hundred watts. We denote the amount of energy remaining of $b_m$ as $e_m$. For the initial status of operations, we assume that each agent UAV-BS is fully charged, and we adopt the UAV queue backlog model as an energy discharge model, as shown in (10) [71]. As a result, $e_m$ at $t$ can be represented as following $Q_m(t)$, i.e.,

$$Q_m(t + 1) = \max\{0, Q_m(t) - \mu_m(t)\}.$$  

where $\mu_m(t)$ is the energy expenditure of $b_m$ at $t$. There are two operational modes related to discharging energy at UAV-BS, i.e., hovering and round-trip traveling [71]. The energy expenditure modeling formulation of $m$-th UAV-BS at $t$ for hovering can be expressed as (11) [72],

$$\mu_m(t) = \frac{\delta s \rho A \Omega^3 R^3 + (1 + k) \frac{W^{3/2}}{2 \rho A}}{\text{bladeprofile}, P_o \text{ induced}, P_i}$$

where $\delta$, $\rho$, $s$, $A$, $\Omega$, $R$, $k$, and $W$ are the profile drag coefficient, air density, rotor solidity, rotor disc area, blade angular velocity, rotor radius, an incremental correction factor to induced power, and aircraft weight including battery and propellers, respectively. In addition, the energy expenditure modeling formulation of $m$-th UAV-BS at $t$ for round-trip traveling can be expressed as following (12) [72],

$$\mu_m(t) = P_o \left(1 + \frac{3v^2}{U_{tip}}\right) + P_i \left(1 + \frac{\sqrt{v^4 - 4v_0^2}}{4v_0^2} - \frac{v^2}{2v_0^2}\right) + \frac{4d_0 s A v^3}{\text{parasite}},$$

where $P_o$ and $P_i$ are the blade profile power, and induced power in (11), respectively. $v$, $U_{tip}$, $v_0$, and $d_0$ are the flight speed at time $t$, tip speed of the rotor blade, mean rotor-induced velocity in hovering, and fuselage drag ratio, respectively. The values of these parameters in (11) and (12) are summarized in Table II. As (10), the remaining energy of the UAV-BS at $t$ and energy expenditure $\mu_m(t)$ determines the remaining energy of the UAV at $t + 1$. If the value of $Q_m(t) - \mu_m(t)$ is negative, the UAV has no energy left. Therefore, the UAV-BS has zero residual energy when the time is $t + 1$.

- **Service Information:** This information is needed to be observed by each UAV-BS to identify whether UE obtains wireless communication services or not. This paper defines service information as $c_{nm}$ (service availability from $m$-th agent UAV-BS to its associated $n$-th UE) and $c_{nk}$ (service availability from $k$-th non-agent UAV-BS to its associated $n$-th UE), which are binary, i.e., $c_{nm} \in \{0, 1\}$.
TABLE II  ACTUAL SPECIFICATION OF UAV [73].

| Notation                        | Value              |
|---------------------------------|--------------------|
| Flight speed, \( v \)           | 20 m/s             |
| Average maximum flight time     | 30 min             |
| Capacity of flight battery      | 5,870 mAh          |
| Voltage                         | 15.2 V             |
| Aircraft weight including battery and propellers, \( W \) | 1375 g             |
| Rotor radius, \( R \)           | 0.4 m              |
| Rotor disc area, \( A = \pi R^2 \) | 0.503 m²           |
| Rotor solidity, \( s \)         | 0.0125             |
| Blade angular velocity, \( \Omega \) | 0.05               |
| Tip speed of the rotor blade, \( U_{tip} = \Omega R^2 \) | 120                |
| Fuselage drag ratio, \( d_0 = \frac{0.0125}{\frac{u}{2}} \) | 0.6                |
| Air density, \( \rho \)         | 1.225 kg/m³        |
| Mean rotor-induced velocity in hovering, \( v_0 = \sqrt{\frac{W}{s \rho A}} \) | 4.03               |
| Profile drag coefficient, \( \delta \) | 0.012              |
| Incremental correction factor to induced power, \( k \) | 0.1                |
| Maximum service ceiling         | 6000 m             |

and \( c_{nk} \in \{0, 1\} \). If the \( n \)-th UE obtains service by \( m \)-th or \( k \)-th UAV-BS, the corresponding \( c_{nm} \) or \( c_{nk} \) will be 1 (otherwise, 0). In addition, it is true that each UAV-BS can service at most one UE, i.e., \( c_{nm} \) and \( c_{nk} \) cannot have 1 at the same time. Accordingly, the energy information of \( b_m \) is \( c_m = \{c_{nm}, c_{nk}\} \).

Finally, the set of states can be represented as \( S \triangleq \{s_1, \ldots, s_m, \ldots, s_M\} \) where \( s_m \) represents the state of \( m \)-th UAV-BS, defined as \( s_m \triangleq \{p_m, c_m, c_m\} \). In this paper, we also consider the observation information \( o_m \) for each agent UAV-BS. Note that the observation \( o_m \) is a partial information of \( s_m \). We will elaborate on the observation next.

**Action.** The action space consists of 7 discrete actions to move. At every time step, agent UAV-BSs can move \((v \times t)\) in \( x \) or \( y \) or \( z \) direction or hover in place, where \( v \) and \( t \) denote the speed of the UAV-BS, and unit-time. Each UAV-BS makes action decision from the discrete set of actions, i.e., \( A \triangleq \{\text{hovering}, x_{pos} \pm (v \times t), y_{pos} \pm (v \times t), z_{pos} \pm (v \times t)\} \).

From UAV-BSs’ action decision, the proposed system can achieve wireless communication service as many UEs as possible in high quality. To be specific, agent UAV-BSs have three \( z \)-coordinates, where \( \forall z_{pos} \in [1500 m, 2000 m, 2500 m] \), which is justifiable according to [74]. In [7] and [8], the coverage radius increases is proportional to the altitude. In addition, the path loss (referred to [(1)]) increases as the distance between the UE and the UAV-BS \( d \) decreases. As the path loss increases, the QoS eventually decreases according to [5], [4], [9], and Table[1] There is a trade-off between a UAV’s coverage radius and the UE’s QoS. In summary, the optimal action can maximize the QoS and the number of supporting UEs.

**Reward.** Our proposed method has two types of rewards, i.e., \( i \) individual and \( ii \) common rewards. The individual reward is for preventing agent UAV-BSs from fully discharging and also for providing high-quality services. In addition, the common reward is for conducting agent UAV-BSs cooperation.

- **Individual Reward:** The individual reward is composed of energy reward \( r_m^e \) and quality reward \( r_m^q \). First, energy reward \( r_m^e \) is related to energy information \( e_m \) for stable operation of UAV-BS using the UAV queue backlog model representing discharge of UAV-BS in [10]. Next, the quality reward \( r_m^q \) is defined as the total sum of UEs’ QoS serviced by the agent UAV-BS for reliable service. The energy reward \( r_m^e \) and quality reward \( r_m^q \) are as,

\[
r_m^e = \max \left( 0, e_m \right),
\]

\[
r_m^q = \sum_{k=1}^{N} f(A_k^{y,n}), \forall \chi \in \{m, k\}
\]

where \( f(\cdot) \) returns the quality of the input, which depends on a service type (e.g., video traffic or the others). In addition, \( A_k^{y,n} \) stands for \( n \)-th UE’s achievable data rate of the wireless link between \( m \)-th or \( k \)-th UAV-BS and \( n \)-th UE, \( \forall \chi \in \{m, k\} \), which is calculated in Sec. III-B3. If UEs are located within the coverage of multiple UAV-BSs, they will be served by one UAV-BS which provides the most robust link.

- **Common Reward:** The common reward represents the overall system reliability, and note that all agent UAV-BSs receive the same common reward at the same time. The two equations below represent the components of the common reward.

\[
\tau = \frac{1}{N} \sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{k=1}^{K} (c_{nm} + c_{nk}),
\]

where \( c_{nm} \) and \( c_{nk} \) are binary variables, i.e., \( c_{nm} \in \{0, 1\} \) and \( c_{nk} \in \{0, 1\} \). Note that \( c_{nm} = 1 \) when \( m \)-th agent UAV-BS provide mmWave access services to \( n \)-th UE (and \( c_{nm} = 0 \) for others). Similarly, \( c_{nk} = 1 \) when \( k \)-th non-agent UAV-BS provide service to \( n \)-th UE. Accordingly, the summation of \( c_{nm} \) and \( c_{nk} \) has the number of UEs as the maximum value and zero as the minimum value. By averaging the summation of \( c_{nm} \) and \( c_{nk} \), the UE support rate \( \tau \) can be obtained.

In order to improve the quality of the service provided to users, it is necessary to reduce \( \omega \) to decrease interference from other UAV-BSs in [4], and [3]. Therefore, we define the overlapping degree of the UAV-BS service area as,

\[
\omega = 1 - \frac{\{c_{m=1}^{l} S\left(R_{m}\right)\} \cap \{c_{k=1}^{l} S\left(R_{k}\right)\} \cap \{c_{m=1}^{l} S\left(R_{m}\right)\} \cup \{c_{k=1}^{l} S\left(R_{k}\right)\}}{\{c_{m=1}^{l} S\left(R_{m}\right)\} \cap \{c_{k=1}^{l} S\left(R_{k}\right)\}},
\]

where \( S(\cdot) \) returns the area of the input which corresponds to the coverage area of the \( m \)-th agent UAV-BS or the \( k \)-th agent UAV-BS. For providing reliable mmWave access service to UEs, agent UAV-BSs should increase the support rate \( \tau \), while decreasing the overlapping degree \( \omega \). Thus, the total reward can be finally expressed as follows,

\[
r_m = \frac{\tau}{1 + \omega},
\]

and thus, the common reward increases, as the support rate \( \tau \) increases as well as the degree of overlap \( \omega \) decreases. Finally, the total reward for each agent UAV-BS \( r_m^{\text{total}} \) can be represented follows,
2) Information Sharing via Inter-Agent Communication:

To cooperate with UAV-BSs during MADRL training, we use CommNet architecture that the communication between a leader UAV-BS and UAV-BSs is available.

First of all, the leader UAV-BS collects and distributes other UAV-BSs’ observation information [43]. For mathematical amenability, we set the input state as a set of observation in matrix form, i.e., \( s \equiv \{ o_1, \ldots, o_m, o_{M-1} \} \). As shown in Fig. 2, a leader-UAV BS makes state \( s \) by collecting other agent UAV-BSs’ observations. The state is an input of CommNet. The CommNet architecture follows the process below,

\[
\hat{h}_m^l = \text{Encoder}(o_m), \tag{19}
\]

\[
c^m_l = \frac{1}{M-1} \sum_{m \neq M} \hat{h}_m^l, \tag{20}
\]

\[
\hat{h}_{m+1}^{l+1} = \text{Activ}(f^l_M(\text{Concat}(\hat{h}_m^l, c^m_l))), \tag{21}
\]

\[
\sigma_M = \text{Softmax}(\text{Concat}(\hat{h}_1^{L+1}, \ldots, \hat{h}_M^{L+1})), \tag{22}
\]

where \( \text{Activ}(\cdot) \), \( \text{Concat}(\cdot) \), \( \text{Encoder}(\cdot) \), \( f^l_M \), and \( \text{Softmax}(\cdot) \) stand for an activation function (e.g., ReLU, sigmoid, or tangent-hyperbolic), concatenate function, encoding function, the parametrized non-linear function of layer \( l \), and softmax function, respectively. Note that \( \hat{\cdot} \) is to distinguish whether the hidden/communicate variables and layers are based on CommNet. \( \hat{\cdot} \) describes that every row of state (e.g., observation \( o_m \)) is encoded to hidden variable \( \hat{h}_m^l \). \( c^m_l \) describes that the communication variable \( c^m_l \) is obtained by averaging hidden variable of agents except \( m \)-th UAV-BS’s for every layer \( l \). The information exchange between inter-agents occurs by averaging hidden variables. Next, \( \{ \hat{h}_m^l, c^m_l \} \) are feed-forwarded to the next layer in CommNet. The processes \( \text{Activ}(\cdot) \), \( \text{Concat}(\cdot) \), \( \text{Encoder}(\cdot) \), \( f^l_M \), and \( \text{Softmax}(\cdot) \) are repeatedly conducted for \( l \in [1, L] \). The leader UAV-BS’s action probability \( \pi_M(a|s) \) which are made by the sequential processes of concatenating all hidden variables and taking a softmax function. Second, the agent UAV-BS makes an action decision with DNN-based policy, which can be expressed as,

\[
h_{m}^{l+1} = \text{Activ}(f^l_m(h_m^l)). \tag{23}
\]

The input of first layer is an observation, i.e., \( h_{m}^1 = o_m \). Then, the action distribution \( \pi_m(a_m|o_m) \) is obtained by taking the softmax function to \( h_{m}^L \). Note that the communication between inter-UAV is not related to agent UAV-BSs’s action decision. The CommNet-based leader UAV-BS employs the method of information sharing by transmitting encoded hidden variables instead of directly relaying the observed information. This approach enhances the security and privacy of the communication process similar to federated learning (FL) [75]. Consequently, in sensitive autonomous driving scenarios such as ambulances operating within hospital settings where secure information sharing is crucial, the utilization of CommNet-based mutual communication ensures the secure exchange of sensitive information among agent UAV-BSs while preserving data privacy.

Next, we describe the overall CTDE training procedure in our proposed coordination framework. We utilizes multi-agent actor-critic DRL framework [37]. We denote the agents have actor policy of which parameters are denoted as \( \theta_m^\phi \).

\[\forall m \in [1, M] \]. The centralized critic is used where the critic parameters are denoted as \( \theta^{Q} \).

C. Summary and Algorithm Pseudo-Code

In summary, this entire computational procedure is illustrated in Fig. 2. This illustration is for the training system which is composed of the CommNet-based policy for leader UAV-BS and the \( M − 1 \) deep neural network (DNN)-based policies of non-leader UAV-BSs. The leader UAV-BS is responsible for handling communication among multiple non-leader UAV-BSs and collects and distributes information for
Algorithm 1: Overall training process for instructing multi-UAV to collaboratively operate an autonomous mobile access network with the goal of providing high-performance wireless communication services.

1. Initialize parameters of centralized critic network \( \theta^Q \) and multiple actor networks \( \theta^\mu_m \), \( \forall m \in [1, M] \).
2. Update parameters of target networks as: \( \theta^Q \leftarrow \theta^Q \), \( \theta^\mu_m \leftarrow \theta^\mu_m \), \( \forall m \in [1, M] \).
3. for episode = 1, MaxEpisode do
   4. \( \triangleright \) Initialize Mobile Access Environments
5. for time step = 1, T do
   6. \( \triangleright \) Select the action based on its policy \( \pi_m(a_m|o_m; \theta^\mu_m) \) at time step \( t \)
   7. \( \triangleright \) Get reward \( R_{total} \) and next set of states \( S' \) by executing actions in Simulation Environments
   8. \( \triangleright \) Store the transition pairs \( \xi = (S, A, R_{total}, S') \) in the replay buffer \( \Phi \)
   9. if time step is update period and replay buffer is full enough to train, do followings:
   10. \( \triangleright \) Sample a mini-batch randomly from \( \Phi \)
   11. \( \triangleright \) Set \( y_i = r_i + \gamma \hat{Q}(s_i, \pi(s_i|\theta^\mu_m)) \theta^Q(\theta^\mu_m) \)
   12. \( \triangleright \) Update \( \theta^Q \) by stochastic gradient descent with respect to the gradient of objective function in actor networks:
   13. \( \nabla_{\theta^Q} J(\theta^\mu_m) \approx \mathbb{E}[Q(s, a|\theta^Q) \nabla_{\theta^\mu_m} \pi(s|\theta^\mu_m)] \)
   14. \( \triangleright \) Update \( \theta^\mu_m \) by stochastic gradient ascent with respect to the gradient of objective function in critic networks:
   15. \( \nabla_{\theta^\mu_m} J(\theta^\mu_m) \approx \mathbb{E}[Q(s, a|\theta^Q) \nabla_{\theta^\mu_m} \pi(s|\theta^\mu_m)] \)
   16. if episode reaches at target network update cycle, do followings:
   17. \( \triangleright \) Update parameters of target networks as:
   18. \( \theta^Q \leftarrow \theta^Q \), \( \theta^\mu_m \leftarrow \theta^\mu_m \), \( \forall m \in [1, M] \)
   19. end
20. end
21. end
22. end

cooperation among multiple UAV-BSs. The non-leader UAV-BSs transmit state information to the leader UAV-BS, which averages the received information and uses it as input for the next layer.

Finally, the detailed training procedure can be described in Algorithm 1 as follows.

1. The weight parameters \( \theta^\mu_m \) for actor network and \( \theta^Q \) for critic network are initialized, \( \forall m \in [1, M] \) (line 1. in Algorithm 1). Note that \( \theta^\mu_m \) is parameters of CommNet, and \( \{\theta^\mu_m\}_{m=1}^M \) is originated to DNN.
2. The both target actor and critic networks \( \theta^\mu_m \) and \( \theta^Q \) are initialized (line 2). By using the target network \( \theta^* \), the neural network’s learning process becomes independent of the parameters. This makes the learning process more stable than the case where the agent UAV-BSs do not use the target network.
3. All agent UAV-BSs and leader UAV-BS repeat the following procedures until all episodes are over to learn autonomous UAV-BS coordination policies: i) For every episode, all agent UAV-BSs are doing actions by actor networks \( \pi_m(a_m|o_m; \theta^\mu_m) \), \( \forall m \in [1, M] \). In the leader UAV-BS, actors receives state, i.e., \( \pi_M(a_M|s; \theta^\mu_M) \). At each time step, agent UAV-BSs are making transition pairs \( \xi = (S, A, R_{total}, S') \), where state is recast by \( S := \{o_m\}_{m=1}^M \cup s \). After that, they are stored in experience replay buffer \( \Phi \). The elements of a transition pair mean the set of states, actions, the reward of agent UAV-BSs, and the observed set of next state spaces, respectively (lines 4–9). ii) After \( \Phi \) is full enough to sample, agent UAV-BSs randomly sample a mini-batch from \( \Phi \). That is, the sample size depends on the size of the mini-batch. Note that the training of the neural network proceeds after the buffer is full enough to train the learning from being focused on the initial experience. This strategy can avoid biased training of the agent UAV-BS by reusing too much initial data. iii) The i-th transition pair of the mini-batch, mean squared Bellman error (i.e., loss function) is calculated with target value \( y_i \) and \( Q(s_i, a_i|\theta^Q) \) using Bellman optimality equation (line 9). The function \( Q(\cdot) \) denotes action-value functions. After that, update the critic network via descent optimization to reduce value of loss function (line 10–11). In target value, \( \gamma \) is a discounted factor less than 1, which helps to reach optimal policy faster. The parameters of the actor network \( \theta^\mu_m \), \( \forall m \in [1, M] \) are updated via gradient ascent optimization to increase value of objective function (line 12–13). iv) After updating the parameters of actor and critic networks, the target parameters \( \theta^\mu_m \) and \( \theta^Q \) are updated at specific periods (line 14).
4. The training parameters in the neural network (actor and critic) are shared for agent UAV-BSs. Through this iterative training procedure, agent UAV-BSs have the same parameters for the policy.

V. PERFORMANCE EVALUATION

A. Evaluation Setup

This paper considers the model of UAV-BS as a DJI Phantom4 Pro v2.0 UAV (DJI, Shenzhen, China) [6]. This paper also assumes all UAV-BSs are equipped with 60 GHz mmWave radio and transceivers [62]. UEs are located in a 3D 6,000 m × 6,000 m × 2,500 m grid map depending on exponential distribution and moving at a maximum speed of 3 km/h at every time step. Each non-agent UAV-BS serves wireless communication service to UEs at the fixed position in a 3D 6,000 m × 6,000 m × 2,500 m grid map depending on exponential distribution and moving at a maximum speed of 3 km/h at every time step. Each non-agent UAV-BS serves wireless communication service to UEs at the fixed position in a 3D 6,000 m × 6,000 m × 2,500 m grid map depending on exponential distribution and moving at a maximum speed of 3 km/h at every time step.

In this paper, there are two neural network structures, CommNet and DNN, which consist of six dense layers. The number of nodes in the first to the last layer is 64, and we use the ReLU function in the first to fifth layers. We use a Xavier initializer for initializing weight and an Adam optimizer for minimizing loss. In addition, we use the e-greedy method to make the agent UAV-BSs explore to experience a variety of actions. Additional environment setup parameters are summarized in Table III.
To investigate whether our proposed method achieves a common goal of agent UAV-BSs, we benchmark our proposed method with three comparisons as follows.

- **Proposed Method:** Among $M$ agent UAV-BSs, one agent UAV-BS is a CommNet-based leader UAV-BS. The remaining $M - 1$ agent UAV-BSs are DNN-based agents, providing the leader agent UAV-BS with their own rich experiences. The leader UAV-BS provides its communication variables to other agent UAV-BSs by averaging other agent UAV-BSs’ hidden variables, i.e., experiences.

- **Random Method:** All agent UAV-BSs have random policies that randomly choose their actions, i.e., random walk. Since agent UAV-BSs have random policies, they do not require to observe their state information or communication between agent UAV-BSs.

- **Comp1 Method:** There is no leader UAV-BS. In other words, all agent UAV-BSs try to provide optimal mmWave access to UEs based on DNN. Since no CommNet-based agent UAV-BSs exist, there are no inter-agent UAV-BS communications. Thus, each agent UAV-BS makes an action decision as if it were in a single-agent UAV-BS environment. For training Comp1, independent Q-learning is used [77].

- **Comp2 Method:** All agent UAV-BSs try to provide optimal mmWave access to UEs based on CommNet. All agent UAV-BSs share their experiences at the same time. The redundancy between communication variables is high, i.e., unnecessary computation costs may occur.

### Environmental/Experimental Setup Parameters

| Parameters                          | Value |
|-------------------------------------|-------|
| Time steps per episode, $T$         | 40    |
| The number of agent UAV-BSs, $M$    | 4     |
| The number of UEs, $N$              | 25    |
| The number of non-agent UAV-BSs, $K$| 3     |
| The Number of dense layer, $L$      | 6     |
| Altitude of agent UAV-BSs, $z$      | [1500, 2000, 2500] m |
| UAV’s directional antenna beamwidth, $\theta_W$ | 80° |
| Optimizer                           | Adam  |
| Learning rate                       | 0.001 |
| Target network update cycle         | 20    |
| Training epochs                     | 50k   |

B. Evaluation Results

This section evaluates the performance of the above four methods. We benchmark our proposed method with various metrics, i.e., i) reward convergence, ii) user connectivity, iii) service reliability, iv) computational cost, and v) trained behavior of agent UAV-BSs per episode.

1) **Reward Convergence in POMDP:** In a natural multi-agent UAV-BS environment, each agent UAV-BS observes different information and has a limited scope of observation. We consider both POMDP and FOMDP environments for the generalizability. In this case, CommNet helps multiple agent UAV-BSs to jointly achieve a common goal in a partially observable Markov decision process (POMDP). In a POMDP, each agent UAV-BS can only observe a specific range of environmental information based on its location. On the other hand, in a fully observable Markov decision process (FOMDP), communication between agent UAV-BSs is not required. This is because every agent UAV-BS knows all environment information (e.g., location of other agent UAV-BSs and UEs, coverage of other agent UAV-BSs). Fig. 3 presents the total reward for the proposed, Comp1 and Comp2 methods in each situation of POMDP and FOMDP. Fig. 3(a) connotes three significant results, i.e., reward value, convergence speed, and stability.

#### Reward Value:
The proposed method has the highest reward at about 1,000 in all epochs. The reward of Comp1 follows the next at around 900, and Comp2 converges to the smallest reward value at about 800. Therefore, the proposed method has achieved the near-optimal compared to other comparison methods. Note that the proposed method’s DNN-based agent UAV-BSs provide abundant experiences to the leader UAV-BS, a CommNet-based agent UAV-BS. These help multiple agent UAV-BSs to get optimal policies with high rewards.

#### Convergence Speed and Stability:
In the proposed method, the reward value converges to about 1,000 from about 8,500 epochs to the end of learning, which corresponds to the fastest reward convergence. In the case of the Comp1 method, the reward increases to approximately 1,000 at about 22,000 epochs. For the Comp2 method, the reward value converges to about 800 from around 12,500 epochs to the end. The proposed method and Comp2 method, which have at least one CommNet-based agent UAV-BS, show relatively higher convergence speed and stability than Comp1. CommNet allows multiple agent UAV-BSs to have correlated policies with each other. In other words, all agent UAV-BSs cooperatively try to have optimal policies, reducing the reward fluctuations in learning. As a result, the CommNet-based agent UAV-BS helps itself and other non-leader agent UAV-BSs to learn policies more reliably.

As shown in Fig. 3(b), the total rewards of all methods converges from 900 to 950 in all methods. In other words, communication using CommNet is meaningless in a FOMDP environment. This is because the agent UAV-BS already knows all the environmental information of the FOMDP environment.
The Comp1 method can have a total reward value similar to the proposed method and the Comp2 method without a CommNet-based agent UAV-BS.

Fig. 4 presents the performance of each agent UAV-BS in all methods in a POMDP environment. Except for Fig. 4(b), the reward value of $b_4$ is commonly the highest, from about 400 to 450 among four agent UAV-BSs. In Fig. 4(a) the remaining three DNN-based agent UAV-BSs, which are non-leader agent UAV-BSs, get even reward at around 200. In the Comp1 and Comp2 method, the reward of $b_1$ and $b_2$ follows the next at around 200. However, $b_3$ has a lower reward than $b_1$ and $b_2$ in common. In addition, two methods finally get the second highest total reward value to about 900. While the proposed method shows the fastest convergence speed and stability, the Comp1 shows the more unstable convergence due to the reward fluctuation, and the Comp2 shows the slower convergence speed compared to the proposed method, respectively. Consequently, we validate that the proposed method shows the highest reward value and outstanding reward convergence performance among all methods in the POMDP environment.

2) User Connectivity: This section evaluates user connectivity in terms of support rate in Fig. 5(a), the number of UEs receiving mmWave communications in Fig. 6 and Table IV.

Training Phase. The support rate of the proposed method is the highest in almost all epochs, and its value is about 0.9. In addition, the increasing rate of the proposed method is fastest among comparisons. The support rate increases to about 0.9 at around 7,500 epochs. After that, the support rate is consistently about 0.9 until the end of the learning. In the Comp1 and Comp2 methods, the support rate finally converges to about 0.8. Significantly, the support rate increases to about 0.9 at around 2,300 epochs in the Comp1 method. However, it decreases to 0.8 due to the reward fluctuation of Comp1. The random method shows the worst support rate of all methods, where the value is about 0.6. As a result, the proposed method presents the highest value, the fastest increasing rate, and stability compared to the other methods.

Inference Phase. Fig. 6 shows the results of user connectivity. Note that ‘Remain’ means that the number of supported UEs from non-agent UAV-BSs. As shown in Fig. 6(a)–c, we can see that $b_1$ provides mmWave communication to most UEs. Fig. 6(b) shows that the number of serviced UEs is the smallest. In other words, agent UAV-BSs in the random method show the weakest user connectivity. As shown in Fig. 6 and Table IV all UAVs are malfunctioned at $t \in (25, 30]$, $t \in (30, 35]$, and $t \in (35, 40]$ in the proposed method, Comp1, and Comp2, respectively. Although all non-agent UAVs malfunction at the fastest speed with the proposed scheme, the number of UEs serviced by UAV-BSs is the largest compared to Comp1 and Comp2. Note that the total number of UEs serviced by agent UAV-BSs is equal in the proposed method and Comp1 method despite all non-agent
TABLE IV
THE NUMBER OF UES SERVICED BY UAV-BSs AT EACH TIME STEP AS THE EPISODE PROGRESSES DURING THE INFERENCE PHASE.

| Time Step | Proposed | | | | | Comp1 | | | | | Comp2 | |
|-----------|----------|---|---|---|---|---|---|---|---|---|---|---|---|
|           | Total    | Proposed | Non-Agent | Total | Proposed | Non-Agent | Total | Proposed | Non-Agent |
|           |          |          |           |          |          |           |          |          |           |
| $t = 0$   | 18       | 10       | 8         | 18     | 10       | 8         | 18       | 10       | 8         |
| $t = 5$   | 21       | 15       | 6         | 22     | 17       | 5         | 20       | 13       | 7         |
| $t = 10$  | 23       | 16       | 7         | 22     | 17       | 5         | 21       | 18       | 3         |
| $t = 15$  | 23       | 16       | 7         | 22     | 17       | 5         | 19       | 16       | 3         |
| $t = 20$  | 22       | 17       | 5         | 22     | 17       | 5         | 18       | 15       | 3         |
| $t = 25$  | 22       | 15       | 7         | 18      | 17       | 1         | 21       | 18       | 3         |
| $t = 30$  | 20       | 20       | 0         | 20     | 18       | 2         | 19       | 16       | 3         |
| $t = 35$  | 21       | 21       | 0         | 19      | 19       | 0         | 20       | 17       | 3         |
| $t = 40$  | 22       | 22       | 0         | 20      | 20       | 0         | 18       | 18       | 0         |
| Total     | 192      | 152      | 40        | 183    | 152      | 31        | 174      | 141      | 33        |

UAVs in proposed scheme malfunction earlier than other schemes. Besides, agent UAV-BSs can cover 20–22 UEs after all UAVs malfunction in the proposed method, whereas, in the Comp1 and Comp2 methods, agent UAV-BSs can only cover 19–20 UEs and 18 UEs, respectively. To sum it up, agent UAV-BSs in the proposed method communicate efficiently with each other and have more abundant experience than other methods. Furthermore, agent UAV-BSs in the proposed method show the strongest user connectivity.

3) Service Reliability: This section evaluates wireless communication service reliability through the QoS of UEs and the energy consumption of each agent UAV-BS.

![Fig. 7. Each agent UAV-BS’s serving QoS.](image)

QoS. Fig. 5(b) represents the total QoS of UEs receiving mmWave service of each method in the training phase. Except for the very early stage of training, UEs in the proposed method get the largest QoS from UAV-BSs at all learning times. The proposed method shows the fastest increase rate until 9k epochs, the most stable convergence rate at around 50, and minuscule fluctuations. For all methods in Fig. 7, the aspect of QoS values provided by each agent UAV-BS is similar to Fig. 6. Based on the various experiences of non-leader agent UAV-BSs and the inter-agent UAV-BS communication of the leader agent UAV-BS, agent UAV-BSs of the proposed method provide relatively evenly QoS to UEs compared to the Comp1 and Comp2 methods. In the case of the random method, even if agent UAV-BSs deliver QoS to UEs evenly, the overall QoS of UEs is very small. Thus, the mmWave service provided by agent UAV-BSs in the random method is not good.

Next, we investigate the impact on QoS by reducing overlapping area. In order to provide high QoS to many UEs, UAV-BSs should avoid overlapping as much as possible to reduce interference from other UAV-BSs, according to (3) and (4). Fig. 8 shows the overlapping rate of the entire UAV-BSs during the training phase, as well as the average overlapping rate in units of 10k, also during the training phase. In Fig. 8(a), the overlapping degree in the proposed method is not the greatest in all epochs. Furthermore, the finally converged overlapping degree is the smallest among all the methods except the random method, where UAV-BSs serve the poorest service. For a more intuitive comparison, this paper also suggests Fig. 8(b). The overlapping rate of the proposed method at 0–10k, the starting point of learning, is the second smallest. In this case, the method showing the lowest overlapping rate is Comp2 consisting of CommNet-based agent UAV-BSs. However, in the proposed method, the average value of the overlapping rate for all subsequent epochs is the lowest until training is complete. In addition, the overall overlapping rate of the Comp2 method is lower than the Comp1 method except for 20–30k. Therefore, communication by CommNet-based agent UAV-BSs can reduce interference as it helps agent UAV-BSs reduce overlapping rates without competing for preemption. However, although agent UAV-BSs of the Comp2 method avoid interference more efficiently than agent UAV-BSs of the Comp1 method, it converges to the second lowest QoS in Fig. 5(b) due to the lack of agent UAV-BSs’ experience. Agent UAV-BSs in the Comp2 method cannot find and cover many UEs because they do not have enough discovery. Therefore, they provide mmWave communication to the smallest number of UEs compared to the proposed method and Comp2 method, as shown in Table IV.
Average Overlapping Rate
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Fig. 8. Total and average overlapping rates in each method.

Trained Policy vs Initial Policy
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Fig. 9. Residual energy of all agent UAV-BSs trained with the proposed method. Fig. 9(a) presents the tendency of energy consumption for all agent UAV-BSs, and Fig. 9(b) displays both the final remaining energy of agent UAV-BSs at the end of the episode and the average residual energy throughout the progression of the episode during the inference phase.

**Energy Consumption.** Agent UAV-BSs have limited batteries, thus, this paper also investigates UAV-BSs' battery status to know whether UAV-BSs battery is completely discharged. In the event that the UAV-BS entirely depletes its power and descends abruptly to the ground, it poses a dual risk: physical damage to the UAV-BS's hardware, and a significant safety concern due to the possibility of colliding with and injuring individuals beneath its position. This accident implies a lack of reliability in terms of mobile access service provision. For the evaluation, the energy quantities of untrained (initial) policy and trained policy using the proposed method are compared in the inference phase. This comparison provides validation of the training performance of the suggested approach. The energy capacity of UAV-BS is approximately 89.224 Wh, multiplied by the flight battery’s capacity and voltage as presented in Table III. Since 89.224 W of energy per hour is available, the initial energy of the UAV-BS is 178.448 W in an episode of 30 minutes. If the UAV-BS moves in the x, y, or z direction at every step to cover moving UEs, it will fully discharge and fall to the ground before the end of the episode. As shown in Fig. 9, all agent UAV-BSs initially have maximum battery capacity. The agent UAV-BSs trained with the proposed method provide mmWave services to the most significant number of UEs among all methods while avoiding discharged events. At the end of the episode, the agent UAV-BSs operating with the trained policy have an 231.6 % higher residual energy than agent UAV-BSs functioning with the initial policies. Moreover, it can be observed that agent UAV-BSs trained through the proposed method, maintain a 25.02 % higher average residual energy across the entire episode than agent UAV-BSs with initial policies when constructing mobile access networks.

In summary, agent UAV-BSs trained by the proposed method stably provide the highest QoS to UEs and also make the most efficient use of energy among all methods, achieved through appropriate hovering and placement. Thus, it can be inferred that UAV-BSs employing the proposed method for providing mmWave communication exhibit a high degree of service reliability.

4) Computational Cost: This section compares the computational cost of DNN-based and CommNet-based policies. We also calculate the computational cost of all methods using the computational cost of each policy.

| Metric | Computational Cost [FLOPS] |
|--------|-----------------------------|
| DNN    | 38,457                      |
| CommNet| 422,201                     |

Table V shows the computational cost of the neural network-based on CommNet-based and DNN-based policy in floating point operations per second (FLOPS) units [30]. The CommNet-based policy requires approximately ten times higher computational cost than the DNN-based policy since the agent UAV-BS of the CommNet-based policy additionally performs the communication function with other agent UAV-BSs. Our proposed method consists of one CommNet-based agent UAV-BS that is a leader UAV-BS and three DNN-based agent UAV-BSs that are non-leader UAV-BS. Comp1 method and Comp2 method consist only of DNN-based and CommNet-based agent UAV-BSs, respectively. In a multi-agent UAV-BS environment, the more CommNet-based agent UAV-BSs than DNN-based agent UAV-BSs, the higher the computational cost in FLOPS units. This paper calculates the computational cost of each method by summing the computational costs of agent UAV-BSs present in the environment. The method we propose requires 249.5% more and 214.2% less computational cost, respectively, compared to the Comp1 and Comp2 methods. Note that the proposed method has the most robust user connectivity, highest service reliability, and superior reward convergence, even though the computation cost in FLOPS units is 214.2% lower than the Comp2. Whether the proposed method requires 249.5% more computational cost than the Comp1 method, our proposed method performs reasonably better in all respects. Therefore, our proposed method also shows unrivaled performance in computational cost.
5) Behavior Patterns of UAV-BSs: This section analyzes the optimal position determined by agent UAV-BSs over time after training with the proposed method. Fig. 10(a)–(i) shows the trajectory of a UAV-BS moving in the \( x \) or \( y \) direction on a 2D grid at intervals of 5 from time \( t = 0 \) to \( t = 40 \), illustrating how the agent UAV-BSs cooperatively adapts in unexpected event such as the malfunction of non-agent UAV-BSs. Fig. 11 shows the trajectory of a UAV-BS moving in the \( z \)-coordinate over time to provide high-quality mmWave communication to as many people as possible. In Fig. 10, one non-agent UAV-BS malfunctions at \( t \in (15, 20] \), and the others malfunction at steps \( t \in (25, 30] \). Throughout the episode, agent UAV-BSs avoid competing with non-agent UAV-BSs to work together to achieve a common goal. As shown in Fig. 10(a)–(d), when there is no UAV-BS malfunction, agent UAV-BSs move to areas where any UAV-BS does not provide wireless communication services to the UE. At \( t \in (30, 35] \), one agent UAV-BS moves left to cover the area covered by a non-agent UAV-BS before malfunctioning at \( t \in (25, 30] \). Furthermore, agent UAV-BSs remain stably in their optimal positions until the end of the episode. When the agent UAV-BS locates at a high altitude, it has a broader coverage radius according to (7) and (8). However, it provides a lower quality service due to the path loss in (1). As shown in Fig. 11, as more non-agent UAV-BSs malfunction over time, more agent UAV-BSs move from lower altitudes to higher altitudes over time. These behavior patterns of agent UAV-BSs are reasonable because they can serve as many UEs as possible. Through the experiment, our proposed method proves the ability of agent UAV-BSs that effectively and adaptively operates with the malfunction event of existing non-agent UAV-BSs.

VI. CONCLUDING REMARKS

This paper proposes a novel cooperative positioning algorithm for multiple UAV-BSs in the context of ITS. The proposed algorithm lies in the concepts of MADRL/CommNet. The primary objective is to achieve reliable V2X communication services in ITS, while ensuring dependable operations. For the proposed neural network training, optimization criteria is defined based on the reward functions of MADRL/CommNet formulation, i.e., service reliability with QoS requirements and energy-efficiency. Moreover, 60 GHz mmWave wireless access is also utilized in order to realize the benefits of i) ultra-wide-bandwidth for high-speed communications and ii) high-directional communications for spatial reuse. Lastly, the performance of our proposed MADRL/CommNet-based multi-UAV-BS positioning algorithm is evaluated in various ways with data-intensive simulations; and the superiority of the proposed algorithm over other existing algorithms has been confirmed in terms of service quality and reliability.
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