Abstract—We establish the optimal diversity-multiplexing (DM) tradeoff of coherent time, frequency, and time-frequency selective-fading multiple-input multiple-output (MIMO) channels and provide a code design criterion for DM tradeoff optimality. Our results are based on the new concept of the “Jensen channel” associated to a given selective-fading MIMO channel. While the original problem seems analytically intractable due to the mutual information between channel input and output being a sum of correlated random variables, the Jensen channel is equivalent to the original channel in the sense of the DM tradeoff and lends itself nicely to analytical treatment. We formulate a systematic procedure for designing DM tradeoff optimal codes for general selective-fading MIMO channels by demonstrating that the design problem can be separated into two simpler and independent problems: the design of an inner code, or precoder, adapted to the channel statistics (i.e., the selectivity characteristics) and an outer code independent of the channel statistics. Our results are supported by appealing geometric intuition, first pointed out for the flat-fading case by Zheng and Tse, IEEE Trans. Inf. Theory, 2003.
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I. INTRODUCTION

The diversity-multiplexing (DM) tradeoff framework introduced by Zheng and Tse [1] allows to efficiently characterize the high-SNR rate-reliability tradeoff for communication over multiple-input multiple-output (MIMO) fading channels. The optimal DM tradeoff for flat-fading MIMO channels was characterized in [1]. Sparked by [1] a number of DM tradeoff optimal coding/decoding schemes for the flat-fading case were reported during the past few years. In particular, the non-vanishing determinant criterion [2], [3] on codeword difference matrices has been shown to constitute a sufficient condition for DM tradeoff optimality [3], [4]; this criterion has led to the construction of DM tradeoff optimal space-time codes based on constellation rotation [3], [5] and cyclic division algebras [4], [6]. Lattice-based space-time codes have been shown to be DM tradeoff optimal in [7]. The DM tradeoff optimality of approximately universal space-time codes was established in [8].

Contributions: While the results mentioned above focus on frequency-flat block-fading channels, extensions to frequency-selective channels can be found for the single-antenna case in [9], and for the MIMO case in [10]. However, a general characterization of the optimal DM tradeoff in time, frequency, or time-frequency selective-fading MIMO channels, in the following simply referred to as selective-fading MIMO channels, does not seem to be available to date. The present paper resolves this problem for the coherent case¹, provides a code design criterion guaranteeing DM tradeoff optimality, and introduces a systematic procedure for designing DM tradeoff optimal codes. Our results are based on upper and lower bounds on the mutual information of selective-fading MIMO channels; these bounds are shown to exhibit the same DM tradeoff behavior. In particular, we prove that for a given selective-fading MIMO channel the optimal DM tradeoff curve can be obtained by solving the analytically tractable problem of computing the DM tradeoff curve corresponding to its associated “Jensen channel”. We demonstrate that the problem of designing DM tradeoff optimal codes can be separated into two simpler and independent problems: the design of an inner code, or precoder, adapted to the channel statistics (i.e., selectivity characteristics) and an outer code independent of the channel statistics. The inner code can be obtained in a systematic fashion as a function of the channel statistics. The design criterion for the outer code is satisfied by the split NVD parallel codes introduced in [11].

Notation: $M_T$ and $M_R$ denote the number of transmit and receive antennas, respectively. We set $m = \min(M_T, M_R)$ and $M = \max(M_T, M_R)$. For $x \in \mathbb{R}$, we let $[x]^+ = \max(0, x)$. We denote the nonnegative $m$-dimensional orthant by $\mathbb{R}^m_+$. The superscripts $T$, $H$, and $^*$ stand for transposition, conjugate transposition, and complex conjugation, respectively. $I_n$ is the $n \times n$ identity matrix, $I_{n_k}$ is the $n \times n$ all ones matrix, $A \otimes B$ and $A \circ B$ denote, respectively, the Kronecker and Hadamard products of the matrices $A$ and $B$, and $A \succeq B$ stands for positive semidefinite ordering. Matrix multiplication has priority over the Kronecker product $\otimes$ and the Hadamard product $\circ$, so that we will write, e.g., $A \otimes BC$ for $A \otimes (BC)$. $A^{1/2}$ denotes the (unique) positive semidefinite square root of the positive semidefinite matrix $A$. For the $n \times m$ matrices $A_k$ ($k = 1, \ldots, K$), $\text{diag}(A_k)$ denotes the $nK \times mK$ block-diagonal matrix with the $k$th diagonal entry given by $A_k$. If $S$ is a set, $|S|$ denotes its cardinality. $A(S_1, S_2)$ stands for the (sub)matrix consisting of the rows of $A$ indexed by $S_1$ and the columns of $A$ indexed by $S_2$.

¹Throughout the paper, we assume that the receiver has perfect channel state information (CSI) and the transmitter does not have CSI, but is aware of the channel law.
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A matrix $\mathbf{A}$ indexed by $S_2$. The columns and rows of the $n \times m$ matrix $\mathbf{A}$ are denoted, respectively, by $a_k = [\mathbf{A}(1, k) \ldots \mathbf{A}(n, k)]^T$ $(k = 1, \ldots, m)$ and $a_p = [\mathbf{A}(p, 1) \ldots \mathbf{A}(p, m)]$ $(p = 1, \ldots, n)$; \[ \text{vec}(\mathbf{A}) = [a_1^T \ldots a_n^T]^T. \] For an $n \times 1$ vector $\mathbf{a} = [a_1 \ldots a_n]^T$, $\mathbf{D_a} = \text{diag}\{a_m\}_{m=1}^{n}$, and $\mathbf{a}(m)$ refers to $a_m$. The $n \times n$ FFT matrix $\mathbf{\Psi}$ is given by $\mathbf{\Psi}(k, l) = \frac{1}{\sqrt{n}} e^{-j\frac{2\pi}{n}(k-1)(l-1)}$ $(k, l = 1, \ldots, n)$. The determinant, trace, and rank of $\mathbf{A}$ are denoted as $\text{det}(\mathbf{A})$, $\text{Tr}(\mathbf{A})$, and $\text{rank}(\mathbf{A})$, respectively, and $\|\mathbf{A}\|^2 = \text{Tr}(\mathbf{A}^H\mathbf{A})$. The nonzero eigenvalues of the $n \times n$ Hermitian matrix $\mathbf{A}$, sorted in ascending order, are designated as $\lambda_1(\mathbf{A})$, $\lambda_2(\mathbf{A})$, $\ldots$, $\lambda_n(\mathbf{A})$. The Kronecker delta function is defined as $\delta_{m,n} = 1$ for $m = n$ and zero otherwise. If $X$ and $Y$ are random variables (RVs), $X \sim Y$ denotes equivalence in distribution, and $E_X$ is the expectation operator with respect to (w.r.t.) the RV $X$. The random vector $\mathbf{x} \sim \mathcal{CN}(\mathbf{\mu}, \mathbf{C})$ is jointly proper Gaussian (JPG) with mean $\mathbf{\mu}$ and covariance matrix $\mathbf{C}$. The inner product between two signals $u(t)$ and $v(t)$ is denoted as $\langle u, v \rangle = \int_{-\infty}^{\infty} u(t)v^*(t)dt$. The functions $f(x)$ and $g(x)$ are said to be exponentially equal, denoted by $f(x) \overset{\text{ex}}{=} g(x)$, if $\lim_{x \to \infty} \frac{\log f(x)}{\log g(x)} = \lim_{x \to -\infty} \frac{\log f(x)}{\log g(x)}$. Exponential inequality, denoted by $\overset{\text{ex}}{\geq}$ and $\overset{\text{ex}}{\leq}$, is defined analogously.

II. CHANNEL AND SIGNAL MODEL

A. Channel model

A time-frequency selective single-input single-output (SISO) channel can be modeled as a stochastic linear time-varying (LTV) system [12] with (noise-free) input-output (I/O) relation \[ r(t) = (\mathbb{H}_x)(t) = \int_{t'} k_{\mathbb{H}}(t, t')x(t')dt'. \] where $x(t)$ is the input signal, $r(t)$ is the output signal, and the effect of the channel is described by the linear operator $\mathbb{H}_x$ with random kernel $k_{\mathbb{H}}(t, t')$. The time-varying impulse response defined as $h_{\mathbb{H}}(t, \tau) = k_{\mathbb{H}}(t, t - \tau)$ yields the equivalent (noise-free) I/O-relation

\[ r(t) = \int_{\tau} h_{\mathbb{H}}(t, \tau)x(t - \tau)d\tau. \] (1)

Two additional system functions that will be important in the ensuing developments are the time-varying transfer function

\[ L_{\mathbb{H}}(t, f) = \int_{\tau} h_{\mathbb{H}}(t, \tau)e^{-j2\pi ft}d\tau \] (2)

and the spreading function

\[ S_{\mathbb{H}}(\tau, \nu) = \int_{\tau} h_{\mathbb{H}}(t, \tau)e^{-j2\pi\nu t}dt. \] (3)

As an alternative to (1), we may write the I/O-relation in terms of the spreading function as

\[ r(t) = \int_{\tau} \int_{\nu} S_{\mathbb{H}}(\tau, \nu)x(t - \tau)e^{j2\pi\nu t}d\tau d\nu. \] (4)

The output signal is thus a weighted superposition of time-frequency shifted replica of the input signal $x(t)$, where the shifts are parametrized by delay $\tau$ and Doppler shift $\nu$ and $S_{\mathbb{H}}(\tau, \nu)$ corresponds to the weighting function.

Statistical characterization: The channel impulse response $h_{\mathbb{H}}(t, \tau)$ is a zero-mean JPG process which is wide-sense stationary in time $t$ and uncorrelated in delay $\tau$, i.e., it satisfies the wide-sense stationary uncorrelated-scattering (WSSUS) assumption [12].

\[ \mathbb{E}\{h_{\mathbb{H}}(t, \tau)h_{\mathbb{H}}^*(t', \tau')\} = \gamma_{\mathbb{H}}(t - t', \tau)\delta(\tau - \tau'). \]

Hence, the time-delay correlation function $\gamma_{\mathbb{H}}(t, \tau)$ fully characterizes the channel statistics. The WSSUS property implies that $L_{\mathbb{H}}(t, f)$ is wide-sense stationary in both $t$ and $f$, and $S_{\mathbb{H}}(\tau, \nu)$ is uncorrelated in delay $\tau$ and Doppler $\nu$:

\[ \mathbb{E}\{L_{\mathbb{H}}(t, f)L_{\mathbb{H}}^*(t', f')\} = \mathbb{E}\{R_{\mathbb{H}}(t - t', f - f')\} \]

\[ \mathbb{E}\{S_{\mathbb{H}}(\tau, \nu)S_{\mathbb{H}}^*(\tau', \nu')\} = C_{\mathbb{H}}(\tau, \nu)\delta(\tau - \tau')\delta(\nu - \nu') \]

where the scattering function $C_{\mathbb{H}}(\tau, \nu)$ and the time-frequency correlation function $R_{\mathbb{H}}(t - t', f - f')$ are related through a two-dimensional Fourier transform according to

\[ C_{\mathbb{H}}(\tau, \nu) = \int_{t} \int_{f} R_{\mathbb{H}}(t, f)e^{-j2\pi(\nu t - \tau f)}dt df. \] (5)

Because $R_{\mathbb{H}}(t, f)$ is stationary in $t$ and $f$, $C_{\mathbb{H}}(\tau, \nu)$ is a real-valued and nonnegative function that can be interpreted as the spectrum of the channel process.

The underspread assumption and its consequences: We assume that the channel operator $\mathbb{H}$ is underspread [13] so that the scattering function $C_{\mathbb{H}}(\tau, \nu)$ is compactly supported within the rectangle $[0, \tau_0] \times [0, \nu_0]$, i.e.,

\[ C_{\mathbb{H}}(\tau, \nu) = 0 \quad \text{for} \quad (\tau, \nu) \notin [0, \tau_0] \times [0, \nu_0] \]

with the total channel spread $\Delta_{\mathbb{H}} = \tau_0\nu_0$ satisfying $\Delta_{\mathbb{H}} < 1$. Note that this implies that the spreading function $S_{\mathbb{H}}(\tau, \nu)$ is also supported in this rectangle with probability 1 (w.p.1). The underspread assumption is relevant as most mobile radio channels are (in fact highly) underspread. Moreover, underspread channels have a set of approximate deterministic and structured eigenfunctions which allows to discretize the I/O-relation (4) as described next.

B. Signaling on approximate eigenfunctions of the channel

We build our developments on the fact that underspread channels are approximately diagonalized by orthogonal Weyl-Heisenberg bases [13] that are obtained by time-frequency shifting a prototype pulse $g(t)$ according to

\[ g_{m,k}(t) = g(t - mT)e^{j2\pi kFt} \]

where the grid parameters $T$ and $F$ satisfy $TF \geq 1$ and the basis $\{g_{m,k}(t)\}$ is orthonormal, i.e.,

\[ \langle g_{m,k}, g_{n,p} \rangle = \int_{t} g_{m,k}(t)g^*_{n,p}(t)dt = \delta_{m,n}\delta_{k,p}. \] (6)

Details on the choice of $g(t)$ can be found in [14]. For grid parameters chosen so that $T \leq \frac{1}{\tau_0}$ and $F \leq \frac{1}{\nu_0}$, and hence $TF \leq 1/\Delta_{\mathbb{H}}$, it has been shown in [13], [14] that the impulse response of the underspread fading channel can be well approximated by setting

\[ k_{\mathbb{H}}(t, t') = \sum_{m=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} L_{\mathbb{H}}(mT, kF)g_{m,k}(t)g^*_{m,k}(t') \] (7)

where the samples of the time-varying transfer function $L_{\mathbb{H}}(mT, kF)$ are— as a consequence of the assumption on

A. Channel model

A time-frequency selective single-input single-output (SISO) channel can be modeled as a stochastic linear time-varying (LTV) system [12] with (noise-free) input-output (I/O) relation

\[ r(t) = (\mathbb{H}_x)(t) = \int_{t'} k_{\mathbb{H}}(t, t')x(t')dt'. \]
\( h(t, \tau) \) being a zero-mean JPG process—JPG random variables with zero mean and correlation function
\[
E \left\{ L_{05} (mT, kF) \right\} = R_{05} ((m-n)T, (k-p)F). \tag{8}
\]
The variance of each channel coefficient \( L_{05} (mT, kF) \) follows from (5) as
\[
\sigma_{05}^2 = \int \int C_{05} (\tau, \nu) d\tau d\nu.
\]

**Canonical characterization of signaling schemes:** Based on the developments in the previous paragraph, we construct the transmit signal as a linear combination of the (approximate) eigenfunctions of the channel operator according to
\[
x(t) = \sum_{m=-\infty}^{\infty} \sum_{k=0}^{K-1} \hat{x}_{m,k} g_{m,k}(t) \tag{9}
\]
where the \( \hat{x}_{m,k} \) are the information bearing (complex-valued) data symbols. This modulation scheme corresponds to pulse-shaped orthogonal frequency-division multiplexing (OFDM) with symbol duration \( T \), tone spacing \( F \), and effective signal bandwidth \( W = KF \). The receiver computes the inner products \( y_{m,k} = \langle \eta, g_{m,k} \rangle \), where \( y(t) = r(t) + z(t) \) and \( z(t) \) is additive white Gaussian noise with \( E \{ z(t)z^*(t') \} = \delta (t - t') \). Introducing the normalization \( x_{m,k} = \frac{1}{\sqrt{\text{SNR}}} \hat{x}_{m,k} \), with \( \text{SNR} \) denoting the average signal-to-noise ratio, the overall I/O-relation is given by
\[
y_{m,k} = \sqrt{\text{SNR}} L_{05} (mT, kF) x_{m,k} + z_{m,k} \tag{10}
\]
where, due to the orthonormality of the basis functions \( \{ g_{m,k}(t) \} \), the random variables \( z_{m,k} = \langle z, g_{m,k} \rangle \) are independent and identically distributed (i.i.d.) across \( m \) and \( k \), and satisfy \( z_{m,k} \sim \mathcal{C}\mathcal{N}(0,1) \), for all \( m \) and \( k \). In essence, this scheme corresponds to transmitting and receiving on the channel’s eigenfunctions and, hence, leads to a diagonalization of the channel. For details on the discretization of the I/O-relation (1) described above the interested reader is referred to [14].

**C. Input-output relation with multiple antennas**

We assume that communication takes place over \( M \) time slots and \( K \) frequency slots. For the sake of simplicity of notation, we introduce the bijective mapping \( \mathcal{M} \), defined as
\[
\mathcal{M} : \{0, \ldots, M-1\} \times \{0, \ldots, K-1\} \rightarrow \{0, \ldots, N-1\}
\]
\[
(m, k) \rightarrow n = mK + k \tag{11}
\]
to index the time-frequency slots \( (m, k) \) in (10) according to \( n = \mathcal{M}(m, k) \). We extend the I/O-relation (10) to the MIMO case assuming \( M_T \) transmit and \( M_R \) receive antennas, with the scalar subchannels of the \( M_T \times M_T \) MIMO channel having statistically independent kernels with identical statistics, i.e., with identical scattering functions. Consequently, all subchannels are approximately diagonalized by the same Weyl-Heisenberg basis so that, based on (10) and the mapping in (11), we get
\[
y_n = \sqrt{\frac{\text{SNR}}{M_T}} H_n x_n + z_n, \quad n = 0, \ldots, N-1 \tag{12}
\]
where \( \text{SNR} \) is the average signal-to-noise ratio at each receive antenna, \( y_n, x_n, \) and \( z_n \) denote, respectively, the corresponding \( M_R \times 1 \) receive signal vector, \( M_T \times 1 \) transmit signal vector, and \( M_R \times 1 \) JPG noise vector satisfying \( z_n \sim \mathcal{C}\mathcal{N}(0, I_{M_R}) \), and the channel matrices are given by \( H_n(i, j) = L^{(i,j)}_{05} (mT, kF) \) \( i = 1, \ldots, M_R, j = 1, \ldots, M_T \), where the superscript \( (i, j) \) designates the time-varying transfer function corresponding to the subchannel between transmit antenna \( j \) and receive antenna \( i \). In the sequel, we shall use \( X = [x_0 \cdots x_{N-1}] \) and \( Y = [y_0 \cdots y_{N-1}] \) to denote the transmit codeword matrix and the received signal matrix, respectively.

Because the scalar subchannels are assumed to have statistically independent kernels with identical statistics, the channel matrices are spatially uncorrelated and the correlation across slots is given by the time-frequency correlation function in (8). In particular, for any two time-frequency slots \( n = \mathcal{M}(m, k) \) and \( n' = \mathcal{M}(m', k') \), where \( n, n' \in \{0, \ldots, N-1\} \), we have
\[
E \{ H_n(i, j) H_n'(i', j') \} = R_{05} ((m-m')T, (k-k')F) \tag{13}
\]
for \( i = 1, \ldots, M_R \) and \( j = 1, \ldots, M_T \). For later use, we define the corresponding \( N \times N \) covariance matrix \( R_{05} \) as
\[
R_{05} (n, n') = R_{05} ((m-m')T, (k-k')F) \tag{14}
\]
and the stacked channel matrix \( H = [H_0 \cdots H_{N-1}] \). Note that, with the notation and assumptions in place, we have
\[
E \{ \text{vec}(H) (\text{vec}(H))^H \} = R_{05} \otimes I_{M_T M_R}. \tag{15}
\]

The I/O-relation (12) and the channel correlation function (13) are obtained using a signaling scheme that (approximately) diagonalizes the time-frequency selective channel. We stress, however, that (12) is a general I/O-relation that encompasses other widely used models, as for example those in [15], [16, Ch. 3, Sec. 2] used to characterize linear frequency-invariant (LFI) channels and the cyclic signal model resulting from the use of OFDM modulation over linear time-invariant (LTI) channels [17]. The results developed in this paper therefore apply to these models as well provided one takes into account the corresponding structural differences in the covariance matrix (14). We will particularize the main results in this paper to the most important instances of the models used in [15]–[17].

**III. DIVERSITY-MULTIPLEXING TRADEOFF**

**A. Preliminaries**

When the receiver has perfect CSI, as assumed in this paper, the input distribution that maximizes the mutual information is the Gaussian distribution. Assuming that
\[
E \{ \text{vec}(X) (\text{vec}(X))^H \} = Q
\]
where \( Q \) has dimension \( N M_T \times N M_T \), the maximum mutual information corresponding to the channel in (12) is obtained for \( \text{vec}(X) \sim \mathcal{C}\mathcal{N}(0, Q) \), and is given by
\[
I (Y; X|D_H) = \frac{1}{N} \log \det \left( I + \frac{\text{SNR}}{M_T} D_H Q D_H^H \right) \tag{16}
\]
where \( D_H = \text{diag} \{ H_n \}_{n=0}^{N-1} \). For an average power constraint, specifically \( \text{Tr} (Q) \leq N M_T \), the outage probability at data rate
$R$ follows from (16) by optimizing over the input covariance matrix as

$$P_{\text{out}}(R) = \inf_{Q \geq 0 : \text{Tr}(Q) \leq N M_T} \mathbb{P} \left( \frac{1}{N} \log \det \left( I + \frac{\text{SNR}}{M_T} D_H Q D_H^H \right) < R \right).$$

(17)

The outage probability is of particular importance for the characterization of the rate-reliability tradeoff because it constitutes a fundamental limit on the error probability. Before proceeding with the analysis of (17), we recall a central concept in the DM tradeoff framework.

A family of codes $C_r$ [1] is a sequence of codebooks $C_r(\text{SNR})$ parametrized by SNR and with fixed block length. At a given SNR, the corresponding codebook $C_r(\text{SNR})$ contains $\text{SNR}^N$ codewords, implying that the data rate $R(\text{SNR})$ scales with SNR according to $R(\text{SNR}) = r \log \text{SNR}$. We say that $C_r$ operates at multiplexing rate $r \in [0, m]$. The multiplexing rate $r$ represents the fraction of the ergodic channel capacity that $C_r$ operates at as SNR increases. The DM tradeoff realized by the family of codes $C_r$ is characterized by the function

$$d(C_r) = \lim_{\text{SNR} \to \infty} \frac{\log P_e(C_r)}{\log \text{SNR}},$$

(18)

where $P_e(C_r)$ is the error probability obtained through maximum-likelihood (ML) detection. Moreover, the optimal DM tradeoff curve

$$d^*(r) = \sup_{C_r} d(C_r)$$

(19)

quantifies the maximum achievable diversity gain over all families (w.r.t. SNR) of codes that operate at multiplexing rate $r$.

Following the arguments that lead to [1, Eq. (9)], we shall next show that choosing $Q = I$ is DM tradeoff optimal in the selective-fading case as well. More specifically, we demonstrate that $Q = I$ solves the optimization problem in (17) in the high-SNR limit. First, we note that an upper bound on $P_{\text{out}}(R)$ can be obtained by setting $Q = I$. On the other hand, because $Q$ satisfies the power constraint $\text{Tr}(Q) \leq N M_T$, we necessarily have $Q \leq N M_T I$. Since $\log \det(A)$ is increasing on the cone of positive definite matrices $A$ [18, p. 111], replacing $Q$ by $N M_T I$ in (16) increases the mutual information, and hence yields a lower bound on $P_{\text{out}}(R)$. Combining these arguments, we get

$$\mathbb{P} \left( \frac{1}{N} \sum_{n=0}^{N-1} \log \det \left( I + \frac{\text{SNR}}{M_T} \text{H}_n \text{H}_n^H \right) < R \right) \leq P_{\text{out}}(R) \leq \mathbb{P} \left( \frac{1}{N} \sum_{n=0}^{N-1} \log \det \left( I + \frac{\text{SNR}}{M_T^2} \text{H}_n \text{H}_n^H \right) < R \right).$$

(20)

Noting that the upper and lower bounds in (20) differ only by a constant factor multiplying the SNR, and using the fact that

$$\lim_{\text{SNR} \to \infty} \frac{\log \mathbb{P} \left( \frac{1}{N} \sum_{n=0}^{N-1} \log \det \left( I + \frac{\text{SNR}}{M_T} \text{H}_n \text{H}_n^H \right) < R \right)}{\log \text{SNR}} = \lim_{\text{SNR} \to \infty} \frac{\log \mathbb{P} \left( \frac{1}{N} \sum_{n=0}^{N-1} \log \det \left( I + \frac{\text{SNR}}{M_T^2} \text{H}_n \text{H}_n^H \right) < R \right)}{\log \text{SNR}}$$

(21)

for any $c \in \mathbb{R}_+$ independent of SNR, we get

$$P_{\text{out}}(R) \doteq \mathbb{P}(I(\text{SNR}) < R)$$

(22)

where

$$I(\text{SNR}) = \frac{1}{N} \sum_{n=0}^{N-1} \log \det \left( I + \frac{\text{SNR}}{M_T} \text{H}_n \text{H}_n^H \right).$$

(23)

The outage probability can be characterized in terms of the “singularity levels” of the channel matrices defined as

$$\mu_{n,k} = -\frac{\log \lambda_k(\text{H}_n \text{H}_n^H)}{\log \text{SNR}}, \ n = 0, \ldots, N - 1, \ k = 1, \ldots, m.$$

(24)

Rewriting (23) in terms of the singularity levels and letting the data rate scale with SNR as $R(\text{SNR}) = r \log \text{SNR}$, it can be shown by applying [1, Th. 4] that

$$P_{\text{out}}(r \log \text{SNR}) \doteq \mathbb{P}(O_r)$$

(25)

where

$$O_r = \left\{ \mu_n \in \mathbb{R}_+^m, n = 0, \ldots, N - 1 : \frac{1}{N} \sum_{n=0}^{N-1} \sum_{k=1}^{m} [1 - \mu_{n,k}]^+ < r \right\} $$

(26)

with $\mu_n = [\mu_{n,1} \cdots \mu_{n,m}]^T$. In the high-SNR limit, the outage probability can be characterized through its SNR exponent given by

$$d_C(r) = - \lim_{\text{SNR} \to \infty} \frac{\log P_{\text{out}}(r \log \text{SNR})}{\log \text{SNR}} = - \lim_{\text{SNR} \to \infty} \frac{\log \mathbb{P}(O_r)}{\log \text{SNR}}$$

(27)

where we used (25). Unlike in the frequency-flat fading case treated in [1], computing $d_C(r)$ for the selective-fading case seems analytically intractable with the main difficulty stemming from the fact that one has to deal with the sum of correlated (recall that the $\text{H}_n$ are correlated across $n$) terms in (23), for which the joint distribution of the corresponding singularity levels in (24) is in general unknown. It turns out, however, that one can find lower and upper bounds on $I(\text{SNR})$ in (23) which are exponentially tight in SNR (and, hence, preserve the DM tradeoff behavior) and are, in addition, analytically tractable. The next section formalizes this idea.

Throughout the paper, we shall enforce the peak power constraint

$$||X||_F^2 \leq N M_T, \ \forall X \in C_r(\text{SNR}).$$

(28)

The families of codes $C_r$ that satisfy the power constraint (28) constitute a subset of the families of codes satisfiying the average
power constraint induced by \( \text{Tr}(Q) \leq NM_T \) and based on which the outage probability in (17) was formulated; it will become manifest, however, that in the high-SNR limit one can find families of codes that satisfy the more restrictive power constraint (28) and still exhibit an error probability that is asymptotically equal to the outage probability. The power constraint (28) implies that the vectorized codeword matrices, i.e., \( \text{vec}(X) \), of any (w.r.t. SNR) codebook \( C(\text{SNR}) \) lie inside a sphere of radius \( \sqrt{NM_T} \) in \( \mathbb{C}^{M_TN} \) centered at the origin. As this sphere radius is constant w.r.t. SNR, its interior becomes increasingly packed with codeword matrices as SNR grows (the codebook size increases according to \( |C(\text{SNR})| = \text{SNR}^{N^2} \) to sustain the rate \( R(\text{SNR}) = r \log \text{SNR} \)). The codeword difference matrices \( \mathbf{E} = X - X' \), with \( X, X' \in C(\text{SNR}) \), are, therefore, a function of SNR. For the sake of simplicity of notation, we do not make this dependency explicit. In the case \( N = 1 \) and \( M_T = 1 \), for example, an admissible \( C \) would be the family of quadrature amplitude modulation (QAM) constellations \( \mathcal{A} \) given by

\[
\mathcal{A}(\text{SNR}) = \left\{ \sqrt{\frac{2}{\text{SNR}}} (a + jb), a, b \in \mathbb{Z} : -\frac{\text{SNR}^{r/2}}{2} \leq a, b \leq \frac{\text{SNR}^{r/2}}{2} \right\}.
\]

Note that \( \mathcal{A}(\text{SNR}) \) has \( |\mathcal{A}(\text{SNR})| = \text{SNR}^r \) constellation points \( x \) satisfying the power constraint \( x^2 \leq 1 \). Consequently, the minimum distance in this family of codes scales as \( d_{\text{min}}^2 \propto \text{SNR}^{-r} \), i.e., the area of the unit disk divided by the number of constellation points in \( \mathcal{A}(\text{SNR}) \).

### B. Jensen channel and Jensen outage event

We start by deriving a lower bound on outage probability obtained by upper-bounding the mutual information through Jensen’s inequality applied as

\[
I(\text{SNR}) = \frac{1}{N} \sum_{n=0}^{N-1} \log \det \left( \mathbf{I} + \frac{\text{SNR}}{M_T} \mathbf{H}_n \mathbf{H}_n^H \right) \leq \log \det \left( \mathbf{I} + \frac{\text{SNR}}{M_TN} \mathbf{\mathcal{H}} \mathbf{\mathcal{H}}^H \right) \triangleq J(\text{SNR})
\]

where the “Jensen channel” is an abstract channel characterized by the \( m \times NM \) matrix defined as

\[
\mathbf{\mathcal{H}} = \begin{cases} 
\mathbf{H}_0 & \text{if } M_R \leq M_T, \\
\mathbf{H}_0^H & \text{if } M_R > M_T.
\end{cases}
\]

In the following, we say that a Jensen outage \( J_r \) occurs if the Jensen channel \( \mathbf{\mathcal{H}} \) is in outage w.r.t. the rate \( R = r \log \text{SNR} \), i.e., \( J(\text{SNR}) < R \). The corresponding outage probability, \( P_J(R) = \mathbb{P}(J(\text{SNR}) < R) \), clearly satisfies \( P_J(R) \leq P_{\text{out}}(R) \). The operational significance of the concept of a “Jensen outage” will be established at the end of this section. We shall first focus on characterizing the Jensen outage probability analytically.

Based upon (15), one can show that the Jensen channel can be factored as \( \mathbf{\mathcal{H}} = \mathbf{\mathcal{H}}_w(\mathbf{R}_T^{T/2} \otimes \mathbf{I}_M) \), where \( \mathbf{R} = \mathbf{R}_T^H \), if \( M_R \leq M_T \), and \( \mathbf{R} = \mathbf{R}_w^H \), if \( M_R > M_T \), and \( \mathbf{\mathcal{H}}_w \) is the i.i.d. \( \mathcal{CN}(0, 1) \) matrix with the same dimensions as \( \mathbf{\mathcal{H}} \) and given by

\[
\mathbf{\mathcal{H}}_w = \begin{cases} 
[\mathbf{H}_{w,0} \cdots \mathbf{H}_{w,N-1}], & \text{if } M_R \leq M_T, \\
[\mathbf{H}_{w,0}^T \cdots \mathbf{H}_{w,N-1}^T], & \text{if } M_R > M_T.
\end{cases}
\]

Here, \( \mathbf{H}_{w,n} \) denotes i.i.d. \( \mathcal{CN}(0, 1) \) matrices of dimension \( M_R \times M_T \). Using \( \mathbf{\mathcal{H}}_w \mathbf{U} \sim \mathbf{\mathcal{H}}_w \), for unitary \( \mathbf{U} \), and \( \lambda_n(\mathbf{R}_w^H) = \lambda_n(\mathbf{R}_T^H) \) for all \( n \), we get \( \mathbf{\mathcal{H}}^H \mathbf{\mathcal{H}} \sim \mathbf{\mathcal{H}}_w (\Lambda \otimes \mathbf{I}_M) \mathbf{\mathcal{H}}_w^H \), where \( \Lambda = \text{diag}(\lambda_1(\mathbf{R}_T^H), \ldots, \lambda_M(\mathbf{R}_T^H), 0, \ldots, 0) \) and we have defined \( \rho = \text{rank}(\mathbf{R}_T) \). We therefore have

\[
\mathbb{P}(J(\text{SNR}) < \log \det \left( \mathbf{I} + \frac{\text{SNR}}{M_TN} \mathbf{\mathcal{H}}_w (\Lambda \otimes \mathbf{I}_M) \mathbf{\mathcal{H}}_w^H \right))
\]

Next, observe that the following positive semidefinite ordering holds

\[
\lambda_1(\mathbf{R}_T^H) \text{diag}(\mathbf{I}_M, 0) \preceq \Lambda \otimes \mathbf{I}_M \preceq \lambda_M(\mathbf{R}_T^H) \text{diag}(\mathbf{I}_M, 0).
\]

Since, as already noted, \( \log \det(A) \) is increasing on the cone of positive definite matrices \( A \), we get the following bounds on the Jensen outage probability

\[
\mathbb{P}(\log \det \left( \mathbf{I} + \frac{\text{SNR}}{M_TN} \mathbf{\mathcal{H}}_w (\Lambda \otimes \mathbf{I}_M) \mathbf{\mathcal{H}}_w^H \right) < R) \leq P_J(R)
\]

\[
\leq \mathbb{P}(\log \det \left( \mathbf{I} + \lambda_1(\mathbf{R}_T^H) \text{diag}(\mathbf{I}_M, 0) \right) < R)
\]

where \( \lambda_1(\mathbf{R}_T^H) \text{diag}(\mathbf{I}_M, 0) = \mathbf{\mathcal{H}}_w(1 : m) \), \( \text{diag}(1 : m) = \text{diag}(1, \ldots, 1) \), By the same line of reasoning as in (21), taking the exponential limit (in SNR) in (34) yields

\[
\mathbb{P}(J(\text{SNR}) < \log \det \left( \mathbf{I} + \frac{\text{SNR}}{M_TN} \mathbf{\mathcal{H}}_w (\Lambda \otimes \mathbf{I}_M) \mathbf{\mathcal{H}}_w^H \right))
\]

The high-SNR asymptotics of \( P_J(R) \) can be expressed in terms of the singularity levels of the Jensen channel. Specifically, define \( \alpha = [\alpha_1 \cdots \alpha_m]^T \), where the singularity levels are given by

\[
\alpha_k = -\frac{\log \lambda_k(\mathbf{\mathcal{H}}_w \mathbf{\mathcal{H}}_w^H)}{\log \text{SNR}}, \quad k = 1, \ldots, m
\]

or, equivalently, \( \lambda_k(\mathbf{\mathcal{H}}_w \mathbf{\mathcal{H}}_w^H) = \text{SNR}^{-\alpha_k} \). Letting the data rate scale as \( R(\text{SNR}) = r \log \text{SNR} \), it can be shown [1, Th. 4] that

\[
P_J(r \log \text{SNR}) \simeq \mathbb{P}(J_r)
\]

where

\[
J_r = \left\{ \alpha \in \mathbb{R}_+^m : \alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_m, \sum_{k=1}^m (1 - \alpha_k) > r \right\}.
\]

The corresponding SNR exponent is defined as

\[
d_J(r) = -\lim_{\text{SNR} \to \infty} \frac{\log \mathbb{P}(J_r)}{\log \text{SNR}}.
\]

Based on (35), it follows immediately that \( d_J(r) \) is nothing but the DM tradeoff curve of an effective MIMO channel with \( \rho M \) transmit and \( m \) receive antennas. We can therefore invoke [1, Th. 2] to infer that the Jensen DM tradeoff curve is the
piecewise linear function connecting the points \((r, d_\ast(r))\) for \(r = 0, \ldots, m\), with
\[
d_\ast(r) = (\rho M - r)(m - r).
\]
Since, as already noted, \(P_\text{i}(R) \leq P_\text{out}(R)\), it follows that \(\mathbb{P}(J_r) \leq \mathbb{P}(O_r)\). Moreover, by the outage bound \([1, \text{Lemma 5}]\), we also get \(d_\ast(r) \leq d_\circ(r)\). Hence, in summary, we have
\[
d(C_r) \leq d_\ast(r) \leq d_\circ(r) \leq d_\ast(r), \quad r \in [0, m],
\]
for any family of codes \(C_r\). The optimal DM tradeoff curve \(d_\ast(r)\) will be obtained in the next section by deriving a sufficient condition on \(C_r\) to guarantee that \(d(C_r) = d_\ast(r)\) and hence necessarily \(d_\ast(r) = d_\ast(r)\).

IV. JENSEN-OPTIMAL CODE DESIGN CRITERION

The goal of this section is to provide a sufficient condition on a family of codes \(C_r\) to have \(d(C_r) = d_\ast(r)\). By virtue of (39), this then proves that the optimal DM tradeoff is given by \(d_\ast(r)\) and establishes a design criterion for DM tradeoff optimal codes. Corresponding code constructions are provided in Section V.

A. Code design criterion

In what follows, for any family of codes \(C_r\), we shall refer to the \(N \times N\) matrix \(R^\text{T}_{H} \odot E^H E\), where \(E = X - X'\) and \(X, X' \in C_r(\text{SNR})\), as the effective codeword difference matrix. Because the codeword difference matrix \(E\) depends on SNR (see Sec. III-A), so does \(R^\text{T}_{H} \odot E^H E\) and any function thereof. In particular, we shall make the SNR-dependency of the eigenvalues of \(R^\text{T}_{H} \odot E^H E\) explicit by introducing the notation
\[
\lambda_k(\text{SNR}) = \lambda_k(R^\text{T}_{H} \odot E^H E), \quad k = 1, \ldots, \rho M_T
\]
where \(\lambda_1(\text{SNR}) \leq \lambda_2(\text{SNR}) \leq \cdots \leq \lambda_{\rho M_T}(\text{SNR})\) for all SNR values.

The following two remarks are in order. First, we note that the remaining \(N - \rho M_T\) eigenvalues of \(R^\text{T}_{H} \odot E^H E\) are identically equal to zero for any effective codeword difference matrix arising from \(C_r(\text{SNR})\) and for any SNR. This observation follows from \(\text{rank}(A \odot B) = \text{rank}(A) \cdot \text{rank}(B)\), where \(A\) and \(B\) are positive semidefinite matrices of equal dimensions \([19, \text{p. 458}]\).

Since \(\text{rank}(R_{H}) = \rho\) and \(\text{rank}(E^H E) \leq \min(M_T, N) = M_T\) (recall that \(N \geq \rho M_T\)), we have \(\text{rank}(R^\text{T}_{H} \odot E^H E) \leq \rho M_T\), for all \(E = X - X', X, X' \in C_r(\text{SNR})\) and all SNR values. In the sequel, we shall refer to the eigenvalues that are not identically equal to zero for all SNR values as nonzero eigenvalues.

Second, it is important to note that the eigenvalues \(\lambda_k(\text{SNR})\), \(k = 1, \ldots, \rho M_T\), are bounded above by a constant independent of SNR. To see this, note that
\[
\lambda_{\rho M_T}(\text{SNR}) \leq \text{Tr}(R^\text{T}_{H} \odot E^H E) = \sigma_{H}^2 \text{Tr}(E^H E)
\]
\[
\leq 4\sigma_{H}^2 M_T N
\]
where (41) is a consequence of the fact that the variance of the fading coefficients is \(\sigma_{H}^2\), i.e., the diagonal entries of \(R_{H}\) are all given by \(\sigma_{H}^2\), and (42) follows from (28) and \(E = X - X'\). Now, (42) is exponentially equal to \(\text{SNR}^{\rho - 1}\), which, combined with the ordering imposed on the eigenvalues, shows that
\[
\lambda_k(\text{SNR}) \leq 1, \quad k = 1, \ldots, \rho M_T.
\]

We are now ready to present our first main result.

Theorem 1: Consider a family of codes \(C_r\) with block length \(N \geq \rho M_T\) that operates over the channel (12). For any effective codeword difference matrix, let its eigenvalues be given as in (40), and define
\[
\Xi_{\rho M_T}(\text{SNR}) = \max_{E = X - X', X \neq X'} \prod_{k=1}^{m} \lambda_k(\text{SNR})
\]
where the superscript \(\rho M_T\) in \(\Xi_{\rho M_T}(\text{SNR})\) emphasizes the fact that there are exactly \(\rho M_T\) nonzero eigenvalues. If \(C_r\) is such that
\[
\Xi_{\rho M_T}(\text{SNR}) \geq \text{SNR}^{-\rho M_T - \epsilon}
\]
for some \(\epsilon > 0\) that is constant w.r.t. SNR and \(r\), then the corresponding error probability satisfies
\[
P_e(C_r) \leq \mathbb{P}(O_r),
\]
which essentially says that the “original” channel has the same high-SNR outage behavior as its associated Jensen channel. To complete the picture, it remains to show that families of codes satisfying the design criterion (45) exist. This will be done in Section V by providing systematic DM tradeoff optimal code constructions.

B. Interpretation of the code design criterion

We shall next discuss the relation of the code design criterion (45) to results available in the literature.

Non-vanishing determinant criterion and approximate universality: The non-vanishing determinant criterion \([2, \text{[3]}\], which is well-known for flat-fading MIMO channels, can be recovered from the code design criterion in Theorem 1 as follows. In the flat-fading case, the channel covariance matrix satisfies \(R_{H} = I_N\) with \(\rho = 1\), and hence we have \(R^\text{T}_{H} \odot E^H E = E^H E\) for all possible \(E = X - X'\). It follows that the quantity defined in (44) specializes to
\[
\Xi_{\rho M_T}(\text{SNR}) = \min_{E = X - X', X \neq X'} \prod_{k=1}^{m} \lambda_k(E E^H).
\]
For $M_T \leq M_R$, we have
\[
\Xi_m^{\text{m}}(\text{SNR}) = \min_{E = X - X', X \neq X', X, X' \in C_r(\text{SNR})} \det(EE^H)
\]
and condition (45) simply requires that
\[
\det(EE^H) \geq \text{SNR}^{-(r-\epsilon)}, \quad \epsilon > 0,
\]
for all codeword difference matrices $E$. Letting $\tilde{X} = \sqrt{\text{SNR}}/m X$ and $\tilde{E} = \tilde{X} - \tilde{X}'$, it can be readily seen that condition (45) is equivalent to
\[
\det(\tilde{E}\tilde{E}^H) \geq \text{SNR}^r.
\]
By taking $\epsilon \to 0$, we get that $\det(\tilde{E}\tilde{E}^H)$ must be non-vanishing for increasing SNRs (and hence increasing data rates $R(\text{SNR})$). Examples of code constructions that satisfy the non-vanishing determinant criterion, and which are hence DM tradeoff optimal over i.i.d. Rayleigh flat-fading MIMO channels, can be found in [2]–[6].

The code design criterion of Theorem 1 also encompasses the approximate universality criterion in [8] for flat-fading MIMO channels. This can be seen by specializing (45) to the case $\rho = 1$, i.e.,
\[
\Xi_m^{\text{m}}(\text{SNR}) \geq \text{SNR}^{-(r-\epsilon)}, \quad \epsilon > 0
\]
and comparing (48) to the criterion given in [8, Theorem 3.1]. The coincidence of the approximate universality criterion and (45) (in flat fading) is noteworthy as the criteria are arrived at using completely different assumptions and different corresponding proof techniques: While our result is based on explicit assumptions on the channel fading statistics, the approximate universality condition guarantees DM tradeoff optimal performance for every fading distribution, over any channel that is not in outage.

Relation to classical space-time code design criteria: Next, we specialize our code design criterion to multiplexing rate $r = 0$, i.e., the data rate is fixed and does not increase with SNR, in which case the same codebook can be used for all SNR values. Note that this implies that the eigenvalues in (40) are no longer functions of SNR. From Theorem 1, it follows that the codebook is DM tradeoff optimal if it satisfies $\Xi_m^{\text{m}}(\text{SNR}) \geq \text{SNR}^r$, $\epsilon > 0$, or, equivalently, if every effective codeword difference matrix $R_{\mathcal{H}}^T \odot E^H E$ has $\rho M_T$ nonzero eigenvalues. This is to say that the sufficient condition for DM tradeoff optimality at $r = 0$ can be stated as
\[
\text{rank}(R_{\mathcal{H}}^T \odot E^H E) = \rho M_T, \quad \forall E
\]
\[
= X - X', \quad X \neq X', \quad X, X' \in C_r.
\]
This is precisely the code design criterion found in the SISO case in [20] using the same channel model as here and in [21] in the context of MIMO-OFDM modulation.

C. Geometric interpretation of the optimal DM tradeoff

In the following, we provide a geometric interpretation of the optimal DM tradeoff. The discussion follows closely the corresponding analysis for the flat-fading case reported in [1].

To simplify the exposition, we consider the case of OFDM modulation over ISI channels and start by noting that in an OFDM system with $N$ tones the I/O-relation (after discarding the cyclic prefix at the receiver) is given by (12) with
\[
H_n = \sum_{l=0}^{L-1} H(l) e^{-j \frac{2\pi}{N} ln}
\]
where $H(l)$, $l = 0, \ldots, L - 1$, denotes the i.i.d. matrix-valued channel taps with $CN(0,1)$ entries. The corresponding mutual information (23) can thus be written as
\[
I(\text{SNR}) = \frac{1}{N} \log \det \left( I + \frac{\text{SNR}}{M_T} D_H D_H^H \right)
\]
where we recall that $D_H = \text{diag}\{H_n\}_{n=0}^{N-1}$. Following the geometric argument in the flat-fading case [1], we wish to relate the outage probability at multiplexing rate $r$ to the rank of the matrix $D_H$. Unfortunately, $\text{rank}(D_H)$ is difficult to characterize, in general, because the corresponding diagonal blocks are correlated due to (50). In an OFDM system, the matrix $D_H D_H^H$ can, however, readily be shown to be unitarily equivalent to $C_H C_H^H$, where $C_H$ is the following $NM_R \times NM_T$ block-circulant matrix
\[
C_H = \begin{pmatrix}
H(0) & 0 & \cdots & \cdots & 0 & H(L-1) & \cdots & H(1) \\
H(1) & H(0) & \cdots & \cdots & 0 & \cdots & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \ddots & \vdots \\
H(L-1) & \cdots & \cdots & H(0) & 0 & \cdots & \cdots & 0 \\
0 & H(L-1) & \cdots & H(0) & 0 & \cdots & \cdots & 0 \\
\vdots & \vdots & \ddots & H(1) & \cdots & \cdots & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & 0 & H(L-1) & \cdots & H(1) & H(0)
\end{pmatrix}
\]
For $N > L$ (which is satisfied in any OFDM system), the structure of $C_H$ implies that its rank is completely determined by the rank of its first $M_T$ columns in the case $M_T \leq M_R$ and by the rank of its last $M_R$ rows in the case $M_R < M_T$. More specifically, $\text{rank}(C_H)$ satisfies (for every channel realization)
\[
\text{rank}(C_H) = N \text{rank}(C_w)
\]
where
\[
C_w = \begin{cases}
C_H([1:M_R],[1:M_T]^T), & \text{if } M_T \leq M_R \\
C_H(([N-1]M_R+1:N,M_T],\left([N-L]M_T+1:N\right)\text{T}), & \text{if } M_T > M_R.
\end{cases}
\]
Note that $C_w$ is an $m \times LM$ matrix with i.i.d. $CN(0,1)$ entries and that it is equal in distribution to $\mathbf{Z}_w$ (cf. (102) and (105)) obtained from the Jensen channel. In order to characterize $\text{rank}(C_H)$, it follows from (51) that it suffices to characterize $\text{rank}(C_w)$. In particular, following [1], we shall be interested in determining the number of parameters required to specify a matrix $C_H$ of rank $N_r$, or, equivalently, a matrix $C_w$ of rank $r$. This number is obtained as follows: $LM_T$ parameters are required to specify $r$ linearly independent rows in $C_w$. The remaining $m - r$ rows are then given by linear combinations of these $r$ linearly independent rows. Specifying these linearly dependent rows requires $r$ parameters per row (i.e., the coefficients in the linear combinations of the $r$ linearly independent rows) and hence $(m-r)r$ parameters overall. The total number of parameters specifying a matrix $C_H$ of rank $N_r$ is therefore obtained as
\[
LM_T + (m-r)r = LM_m - (LM - r)(m-r).
\]
Now, following the reasoning in [1, Sec. 3.2], we can conclude that an outage at multiplexing rate $r$ occurs when $C_w$ is close to the manifold of all rank-$r$ matrices. This requires a collapse in the components of $C_w$ in all the dimensions\(^1\) orthogonal to that subspace; the number of such dimensions is given by $(LM - r)(m - r)$, which is precisely the SNR exponent given in (38) and hence concludes the argument.

D. Particularizing the design criterion (49) to ISI channels

Condition (49) can be stated in a form that yields geometric insight into the code design problem and nicely reveals the code design criterion reported in [21] for frequency-selective MIMO channels as a special case. We start by stating the following result in full generality and will then specialize it to the case of ISI channels.

Proposition 1: Let $R_{HI} = \sum_{n=0}^{\rho-1} \lambda_n u_n u_n^H$ be the eigenvalue decomposition of the channel covariance matrix. Then, (49) holds if and only if

$$\Delta = \left[ \sqrt{\lambda_0} D_{u_0} E^H \cdots \sqrt{\lambda_{\rho-1}} D_{u_{\rho-1}} E^H \right]^H$$

(53)

has full rank.

Proof: Based on the eigenvalue decomposition of $R_{HI}$, we get

$$R_{HI}^T \odot E^H E = \left( \sum_{n=0}^{\rho-1} \lambda_n u_n u_n^T \right) \odot E^H E$$

$$= \sum_{n=0}^{\rho-1} \lambda_n D_{u_n} E^H E D_{u_n}$$

$$= \Delta^H \Delta$$

(54)

(55)

where (54) follows from the fact that $a b^T \odot C = D_C CD_B$, for any $n \times 1$ vectors $a, b$ and any $n \times n$ matrix $C$. The proof is concluded upon noting that $\text{rank} (\Delta) = \text{rank} (\Delta^H \Delta)$. \(\square\)

We note that a decomposition of the effective codeword difference matrix similar to that in (53) has also been reported for the SISO case in [20].

Specialization to the ISI channel case: We shall next specialize Proposition 1 to the ISI channel case, and recover the code design criterion reported in [21] for MIMO ISI channels. In an OFDM system, as considered in [21], the channel's covariance matrix is given by

$$R_{HI} = \Psi \text{diag} \left\{ \sigma_0^2, \ldots, \sigma_{L-1}^2, 0, \ldots, 0 \right\} \Psi^H$$

(56)

where the $\{ \sigma_l^2 \}$ correspond to the power-delay profile that, for the sake of simplicity of exposition, we assume to be given by $\sigma_l^2 = 1$, for all $l$, throughout this section. Since $R_{HI}$ is diagonalized by the FFT matrix $\Psi$, we have $D_{u_n} = D_n^e$, where $D = \frac{1}{\sqrt{N}} \text{diag} \{ e^{j 2\pi k/N} \}_{k=0}^{N-1}$. Hence, based on (56), (53) specializes to [21]

$$\Delta = \left[ D_0^e E^H \cdots D_{L-1}^e E^H \right]^H.$$

Since the rank of a matrix is unaltered by left multiplication by a full-rank matrix, we can equivalently consider the matrix $\Psi^T \Delta$. In particular, we note that $\Psi^T D^e E^H = \Pi^e E^H$, where $\Pi = [\pi_1 \cdots \pi_{N-1} \pi_0]$, with $\pi_k(n) = 1$ for $k = n$ and $\pi_k(n) = 0$ otherwise, is the basic circulant permutation matrix and $E_r = E \Psi^*$ is a time-domain representation of the codeword difference matrix. The code design criterion for $r = 0$ in the ISI case therefore amounts to ensuring that the matrix

$$\left[ \Pi^0 E_0^H \cdots \Pi^{L-1} E_{L-1}^H \right]^H$$

(57)

has full rank for all codeword difference matrices, which is precisely the code design criterion reported in [21], [22]. Requiring the matrix in (57) to have full rank for all $E_r$ essentially amounts to saying that the code should be designed such that the receiver can separate the shifted versions of the transmit signal.

Prior results on the DM tradeoff for ISI channels: We shall next specialize our results to frequency-selective fading MIMO channels, recovering the results reported previously in [9], [10]. Assuming a frequency-selective fading channel with $L$ taps that are i.i.d. $CN(0, 1)$ and a cyclic I/O-relation (as in an OFDM system), the covariance matrix is again given by (56) with $\rho = \text{rank} (R_{HI}) = L$. Inserting $\rho = L$ into (38) and using (46) yields the optimal DM tradeoff curve as the piecewise linear function connecting the points $(r, d^*(r))$ for $r = 0, \ldots, m$, with

$$d^*(r) = (LM - r)(m - r).$$

(58)

This is the optimal DM tradeoff curve for frequency-selective fading MIMO channels reported previously in [10]. Specializing (58) to the single-antenna case $M_T = M_R = 1$ and noting that $d^*(r) = (L - r)(1 - r) = L(1 - r)$ for $r = 0, 1$, recovers the result reported in [9]. We note that the proof techniques employed in [9], [10] are different from the approach taken in this paper and seem to be tailored to the frequency-selective case. In addition, since Theorem 1 only requires $N \geq LM_T$, our result is not limited to large block lengths as required in [9], [10].

The case of linear convolution: For linear convolution, as encountered in single-carrier modulation, the code design criterion for $r = 0$ is obtained by replacing $\Pi$ in (57) by the forward shift matrix $[19]$ and ensuring that the resulting matrix has full rank for all codeword difference matrices. To see this, consider the following I/O-relation

$$y[n] = \sqrt{\frac{\text{SNR}}{M_T}} \sum_{l=0}^{L-1} H(l) x[n - l] + z[n]$$

(59)

where $y[n], x[n]$, and $z[n]$ denote the received, transmitted, and noise vector sequences, respectively. We assume that $x[n] = 0$ for $n < 0$ and $n > N - L$, and consider the time interval $n = 0, \ldots, N - 1$. Stacking the received signal vectors according to $Y = [y[0] \cdots y[N-1]]$ and the channel taps as $H = [H(0) \cdots H(L-1)]$, the resulting I/O-relation can be written as

$$Y = \sqrt{\frac{\text{SNR}}{M_T}} H X + Z$$

(60)

\(^1\)We refer to [16, note on p. 397] for an argument on why it is meaningful to talk about orthogonal dimensions even though the manifold of all rank-$r$ matrices is not a linear subspace.
where $\mathbf{Z} = [\mathbf{z}[0] \cdots \mathbf{z}[N-1]]$ and the $LM_T \times N$ transmit signal matrix is given by

$$\mathbf{X} = \begin{bmatrix} \mathbf{x}[0] & \mathbf{x}[1] & \cdots & \mathbf{x}[N-L] & 0 & \cdots & 0 \\ 0 & \mathbf{x}[0] & \mathbf{x}[1] & \cdots & \mathbf{x}[N-L] & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & \mathbf{x}[0] & \mathbf{x}[1] & \cdots & \mathbf{x}[N-L] \end{bmatrix}.$$ Consequently, any codeword difference matrix $\mathcal{E} = \mathbf{X} - \mathbf{X}'$ has the structure

$$\mathcal{E} = \left[ \mathbf{S}^0 \mathbf{E}^H \cdots \mathbf{S}^{L-1} \mathbf{E}^H \right]^H$$

where $\mathbf{S}$ denotes the forward shift matrix and, here, $\mathbf{E} = [\epsilon[0] \cdots \epsilon[N-L+1] 0 \cdots 0]$ with $\epsilon[n] = x[n] - x'[n]$. Comparing (61) with (57) shows that the code design criterion follows from (57) by replacing the cyclic shifts by linear shifts, and ensuring full-rank of the resulting codeword difference matrices [21].

### E. Block-fading channels

In the block-fading channel model, the channel remains unchanged during a block of say $L$ time slots and changes in a statistically independent fashion across blocks. We consider $B$ such independent blocks for which the I/O-relation (12) holds with $N = BL$ and

$$\mathbf{H}_n = \mathbf{H} \left( \frac{n}{T} + 1 \right), \quad n = 0, \ldots, N-1$$

where $\mathbf{H}(b), b = 1, \ldots, B$, denotes the channel matrix with i.i.d. $\mathcal{CN}(0,1)$ entries corresponding to the $b$th block. The $BL \times BL$ channel covariance matrix $\mathbf{R}_{BF}$ is therefore given by

$$\mathbf{R}_{BF} = \mathbf{I}_B \otimes \mathbf{I}_L$$

with $\text{rank}(\mathbf{R}_{BF}) = B$. The corresponding Jensen DM tradeoff curve is the piecewise linear function connecting the points $(r, d_{\gamma}(r))$ for $r = 0, \ldots, m$, where $d_{\gamma}(r) = (BM-r)(m-r)$.

Theorem 1 provides a sufficient condition for a family of codes $\mathcal{C}_r$ with block length $N \geq BM_T$ to achieve the optimal DM tradeoff curve. In the block-fading case, every codeword $\mathbf{X} \in \mathcal{C}_r(\text{SNR})$ can be partitioned into $B$ blocks of size $BM_T \times L$ according to $\mathbf{X} = [\mathbf{X}_1 \cdots \mathbf{X}_B]$ and, similarly, any codeword difference matrix $\mathcal{E} = \mathbf{X} - \mathbf{X}'$ can be represented as $\mathcal{E} = [\mathbf{E}_1 \cdots \mathbf{E}_B]$, where $\mathbf{E}_b = \mathbf{X}_b - \mathbf{X}_b'$, for $b = 1, \ldots, B$, has dimension $BM_T \times L$. Consequently, the effective codeword difference matrices have the following structure:

$$\mathbf{R}_{BF}^T \mathbf{E}^H + \mathbf{E}_b^H \mathbf{E}_b = \text{diag} \{ \mathbf{E}_b^H \mathbf{E}_b \}_{b=1}^B$$

and the corresponding code design criterion follows from (45) as

$$\prod_{k=1}^m \lambda_k(\mathbf{R}_{BF}^T \mathbf{E}^H) \geq \text{SNR}^{-(r-\epsilon)}$$

for all possible codeword difference matrices $\mathcal{E}$ arising from $\mathcal{C}_r(\text{SNR})$, and some $\epsilon > 0$ constant w.r.t. SNR and $r$. We note that the block diagonal structure of the effective codeword difference matrices implies that

$$\lambda_1(\mathbf{R}_{BF}^T \mathbf{E}^H) \cup \cdots \cup \lambda_m(\mathbf{R}_{BF}^T \mathbf{E}^H) \geq \text{SNR}^{-(r-\epsilon)}$$

In the absence of coding across individual blocks, that is, if the codewords are designed so that they satisfy the following per-block criteria obtained from (45)

$$\prod_{b=1}^B \lambda_b(\mathbf{E}_b^H \mathbf{E}_b) \geq \text{SNR}^{-(r-\epsilon)}, \quad \epsilon > 0,$$

the design criterion (62) is not guaranteed to be satisfied because the $m$ smallest nonzero eigenvalues of $\mathbf{R}_{BF}^T \mathbf{E}^H$ are, in general, not equal to the $m$ smallest nonzero eigenvalues of $\mathbf{E}_b^H \mathbf{E}_b$ for some $b' = 1, \ldots, B$. We can therefore conclude that having the individual blocks $\mathbf{E}_b$ satisfy (64) is, in general, not sufficient to ensure DM tradeoff optimality and coding across blocks is required. Appealing geometric intuition on why $d_{\gamma}(r) = (BM-r)(m-r)$ is achievable in the block-fading case is provided in [11].

Interestingly, the situation is different for $M_T = 1$. In this case, we have $m = 1$ so that (62) is given by

$$\lambda_1(\mathbf{R}_{BF}^T \mathbf{E}^H) \geq \text{SNR}^{-(r-\epsilon)}, \quad \epsilon > 0.$$ We also note that there is only one nonzero eigenvalue per block, and the per-block design criterion in (64) now reads

$$\lambda_1(\mathbf{E}_b^H \mathbf{E}_b) \geq \text{SNR}^{-(r-\epsilon)}, \quad \epsilon > 0,$$ Since $\lambda_1(\mathbf{R}_{BF}^T \mathbf{E}^H) = \lambda_1(\mathbf{E}_b^H \mathbf{E}_b)$ for some $b' = 1, \ldots, B$, we can conclude that satisfying (66) for all blocks guarantees that (65) is also satisfied.

### V. Code design for optimal DM tradeoff

We established the optimal DM tradeoff for the general class of selective-fading channels and provided a code design criterion for achieving DM tradeoff optimality. The goal of this section is to demonstrate the existence of codes satisfying this design criterion and to provide corresponding systematic design procedures. In addition, we want to ensure that the proposed DM tradeoff optimal code designs are practicable in the sense of being independent of the channel covariance matrix (i.e., of the selectivity characteristics). We shall see that in the single transmit antenna case this is rather straightforward to accomplish. In the case of multiple transmit antennas, we propose a procedure that decouples the problem into the design of a precoder (which can be obtained systematically for a given $\mathbf{R}_{st}$) and an outer code which has to satisfy a design criterion that is independent of $\mathbf{R}_{st}$.

*Recall that “nonzero eigenvalue” refers to an eigenvalue that is not identically equal to zero for all SNR values.*
A. The single transmit antenna case

Consider the case $M_T = 1$ and $M_R$ general with a corresponding family of codes $C_r$ of block length $N$. The codewords in $C_r$ are $1 \times N$ vectors of the form $x = [x_0, \cdots, x_{N-1}]$ with the corresponding effective codeword difference matrices given by

$$R_H^e \circ e^H e = D_e^H R^{e}_{\Xi} D_e$$  \hspace{1cm} (67)$$

so that $\Xi_e^H(SNR)$ defined in (44) specializes to

$$\Xi_e^H(SNR) = \min_{e = x - x', x \neq x', x', x \in C_r(SNR)} \lambda_1(D_e^H R^{e}_{\Xi} D_e).$$  \hspace{1cm} (68)$$

The dependency of (68) on $R^{e}_{\Xi}$ leads to different code design criteria depending on the channel selectivity characteristics. For example, in a flat-fading channel, where $R^{e}_{\Xi} = I_N$, $\rho = 1$, and $R^{e}_{H} \circ e^H e = e^H e$, we have $\Xi_e^H(SNR) = \min_{e \in 0} |e|^2$. On the other hand, in the fast-fading case where $R^{e}_{\Xi} = I$ and hence $\rho = N$, it follows from (68) that

$$\Xi_e^H(SNR) = \min_{n_e = 0, \ldots, N-1} |e_n|^2.$$  \hspace{1cm} (69)$$

We shall next provide a code design criterion which guarantees DM tradeoff optimality irrespectively of $R^{e}_{\Xi}$.

**Proposition 2:** The family of codes $C_r$ is DM tradeoff optimal for $M_T = 1$ if it satisfies

$$\min_{e = x - x', x \neq x', x', x \in C_r(SNR)} \min_n |e_n|^2 \geq \text{SNR}^{-(r-\epsilon)}$$  \hspace{1cm} (70)$$

for some $\epsilon > 0$ constant w.r.t. SNR and $r$.

**Proof:** Applying Ostrowski’s Theorem [19, Theorem 4.5.9] to the effective codeword difference matrix (67) and using $\lambda_k(R^{e}_{\Xi}) = \lambda_k(R^{e}_{\Xi})$ yields $\lambda_k(D_e^H R^{e}_{\Xi} D_e) = 0$, where $\theta_{e} \in [\min_n |e_n|^2, \max_n |e_n|^2]$. Hence, by (69), we have

$$\lambda_k(D_e^H R^{e}_{\Xi} D_e) \geq \text{SNR}^{-(r-\epsilon)} \lambda_k(R^{e}_{\Xi}), \hspace{1cm} (k = 0, \ldots, \rho - 1)$$  \hspace{1cm} (71)$$

for all $e \neq 0$. Since the eigenvalues of $R^{e}_{\Xi}$ are constant w.r.t. SNR, we conclude from (70) that $\Xi_e^H(SNR) \geq \text{SNR}^{-(r-\epsilon)}$, implying by (45) that $C_r$ is DM tradeoff optimal. Hence, by (69), we have

$$\lambda_k(D_e^H R^{e}_{\Xi} D_e) \geq \text{SNR}^{-(r-\epsilon)} \lambda_k(R^{e}_{\Xi}), \hspace{1cm} (k = 0, \ldots, \rho - 1)$$  \hspace{1cm} (72)$$

for all $e \neq 0$. Since the eigenvalues of $R^{e}_{\Xi}$ are constant w.r.t. SNR, we conclude from (70) that $\Xi_e^H(SNR) \geq \text{SNR}^{-(r-\epsilon)}$, implying by (45) that $C_r$ is DM tradeoff optimal. Hence, by (69), we have

$$\lambda_k(D_e^H R^{e}_{\Xi} D_e) \geq \text{SNR}^{-(r-\epsilon)} \lambda_k(R^{e}_{\Xi}), \hspace{1cm} (k = 0, \ldots, \rho - 1)$$  \hspace{1cm} (73)$$

for all $e \neq 0$. Since the eigenvalues of $R^{e}_{\Xi}$ are constant w.r.t. SNR, we conclude from (70) that $\Xi_e^H(SNR) \geq \text{SNR}^{-(r-\epsilon)}$, implying by (45) that $C_r$ is DM tradeoff optimal.

Since the minimum distance in a QAM constellation scales as $d_{\min}^2 \propto \text{SNR}^{2(1/2)}$ [16, Sec. 9.1.2], using uncoded QAM constellations with SNR$^r$ points in each slot $n = 0, \ldots, N - 1$ satisfies (69) for $\epsilon \to 0$. We can therefore conclude from Proposition 2 in the single transmit antenna case uncoded QAM is DM tradeoff optimal irrespectively of $R^{e}_{\Xi}$.

B. Multiple transmit antennas

For multiple transmit antennas, the situation is more complicated. We next describe a procedure that decouples the problem of designing DM tradeoff optimal codes for multiple transmit antennas into the design of a precoder depending on $R^{e}_{\Xi}$ and an outer code which has to satisfy a design criterion that is independent of $R^{e}_{\Xi}$. Specifically, we shall see that the precoder can be chosen such that the criterion to be satisfied by the outer code boils down to a criterion that can be satisfied by the split NVD parallel codes introduced in [11].

We consider families (w.r.t. SNR) of codes of block length $N$ for which the $M_T \times N$ codeword matrices are given by

$$\tilde{X} = P \circ X.$$  \hspace{1cm} (74)$$

The matrix $P$ can be thought of as an inner code, or precoder, and $X$ can be interpreted as a codeword matrix belonging to an outer family of codes $C_r$. In what follows, we shall refer to $C_r$ simply as a family of codes.

If $X, X' \in C_r(SNR)$, the corresponding precoded codeword difference matrix is given by $\tilde{E} = P \circ E$, where $E = X - X'$. With the rows of $E$ and $P$ denoted as $e_{i(l)}$ and $p_{i(l)}$, respectively, we have

$$\tilde{E}^H \tilde{E} = \sum_{l=1}^{M_T} p_{i(l)}^H e_{i(l)}^H e_{i(l)}.$$  \hspace{1cm} (75)$$

Defining

$$R_l = D_{p_{i(l)}} H R_{p_{i(l)}}^e D_{p_{i(l)}}, \hspace{1cm} l = 1, \ldots, M_T$$  \hspace{1cm} (76)$$

and using $R_l \circ e_{i(l)}^H e_{i(l)} = D_{e_{i(l)}}^H R_l D_{e_{i(l)}} (l = 1, \ldots, M_T)$, the effective codeword difference matrix is given by

$$R_l \circ \tilde{E}^H \tilde{E} = \sum_{l=1}^{M_T} D_{e_{i(l)}}^H R_l D_{e_{i(l)}},$$  \hspace{1cm} (77)$$

Consequently, the code design criterion in Theorem 1 specializes to

$$\Xi_{\mu M_T}^H(SNR) = \min_{X, X' \in C_r(SNR)} \prod_{l=1}^{M_T} \lambda_k \left( \sum_{l=1}^{M_T} D_{e_{i(l)}}^H R_l D_{e_{i(l)}} \right) \geq \text{SNR}^{-(r-\epsilon)}$$  \hspace{1cm} (78)$$

for some $\epsilon > 0$ constant w.r.t. SNR and $r$. We shall next formalize our main result in the context of code design for selective-fading MIMO channels.

**Theorem 2:** Consider a family of codes $C_r$, $r \in [0, m]$, of block length $N \geq \rho M_T$. Let the transmit signal corresponding to antenna $l$, for $l = 1, \ldots, M_T$, be given by $\tilde{x} = p_{i(l)} \circ x$, where $x = [x_0, \cdots, x_{N-1}]$ is a codeword in $C_r(SNR)$ and $p_{i(l)}$ is the $l$th row of the preceding matrix $P$ $(M_T \times N)$. If, for some $\epsilon > 0$ constant w.r.t. SNR and $r$, $C_r$ satisfies

$$\min_{e=x-x', x \neq x', x, x' \in C_r(SNR)} \prod_{n=0}^{m-1} |e(\pi(n))|^2 \geq \text{SNR}^{-(r-\epsilon)}$$  \hspace{1cm} (79)$$

where $\pi$ is the (SNR-dependent) permutation that sorts the entries of $e$ in ascending order for every SNR level$^3$, and $P$ is such that

$$\text{rank}(R^{e}_{\Xi} \circ P^H P) = \rho M_T$$  \hspace{1cm} (80)$$

then the pair of inner and outer codes $(P, C_r)$ satisfies the code design criterion (45) in Theorem 1.

**Proof:** We start by noting that since the same $1 \times N$ codeword $x$ is transmitted over all antennas, we have $e_{i(l)} = e$, for all $l = 1, \ldots, M_T$, which, upon inserting into (73), yields

$$R_l \circ \tilde{E}^H \tilde{E} = \sum_{l=1}^{M_T} D_{e_{i(l)}}^H R_l D_{e_{i(l)}} = D_e^H (R_l \circ P^H P) D_e.$$  \hspace{1cm} (81)$$

$^3$Recall that the entries of $e$ depend on SNR.
Condition (76) implies that exactly $\rho M_T$ eigenvalues of $R_{\text{H}}^T \odot P^H \Phi$ are nonzero (recall that $N \geq \rho M_T$ so that $\text{rank}(R_{\text{H}}^T \odot P^H \Phi) \leq \min(N, \rho M_T) = \rho M_T$ is not limited by the block length $N$). With the eigenvalue decomposition $R_{\text{H}}^T \odot P^H \Phi = V \Sigma V^H$, where $\Sigma = \text{diag}\{\xi_1, 0, \ldots, 0\}$ and $\xi_1 \geq \ldots \geq \xi_{M_T}$ are the nonzero eigenvalues of $\Sigma$ sorted in ascending order, we get $R_{\text{H}}^T \odot \hat{E}^H \bar{E} = D_e^H V \Sigma V^H D_e$. Using the fact that $\lambda_n(M \Sigma^H) = \lambda_n(M^H \Sigma)$, for a square matrix $M$, we obtain

$$\lambda_n(R_{\text{H}}^T \odot \hat{E}^H \bar{E}) = \lambda_n(\Sigma^{1/2} V D_e D_e^H V \Sigma^{1/2}) = \lambda_n(\Sigma^{1/2} \bar{B} \Sigma^{1/2}) \geq \sigma_0 \lambda_n(\bar{B})$$

(78) for the nonzero eigenvalues of $R_{\text{H}}^T \odot \hat{E}^H \bar{E}$, i.e., for $n = 0, \ldots, \rho M_T - 1$. Here, $\bar{B} = B\{[1: \rho M_T] \ominus [1: \rho M_T]\}$ and (79) follows by applying Ostrowski’s Theorem [19, Theorem 4.5.9]. Since $B$ is Hermitian and $\bar{B}$ is its principal submatrix obtained by deleting the $N - \rho M_T$ last rows and the corresponding columns in $B$, we can invoke [19, Theorem 4.3.15] to conclude that

$$\lambda_k(\bar{B}) \geq \lambda_k(B) = |\xi_\pi(k)|^2, \quad k = 0, \ldots, \rho M_T - 1 \quad (80)$$

where $\pi$ is the (SNR-dependent) permutation that sorts the entries of $\xi$ in ascending order for every SNR value. Next, combining (79) with (80), we find that the nonzero eigenvalues of $R_{\text{H}}^T \odot \hat{E}^H \bar{E}$ satisfy

$$\lambda_k(R_{\text{H}}^T \odot \hat{E}^H \bar{E}) \geq \sigma_0 |\xi_\pi(k)|^2, \quad k = 0, \ldots, \rho M_T - 1. \quad (81)$$

By (75), we can therefore conclude that

$$\Xi_{\rho M_T}^{\text{SNR}} = \min_{e = x - x', x \neq x', x, x' \in C_r(\text{SNR})} \prod_{k=0}^{m-1} \lambda_k(R_{\text{H}}^T \odot \hat{E}^H \bar{E}) \geq (\sigma_0)^m \prod_{n=0}^{m-1} |\xi_\pi(n)|^2 \geq \text{SNR}^{-\rho - \epsilon}. \quad (82)$$

The precoder $P$ effectively decorrelates the channel into its independent diversity branches: the resulting design criterion for the outer family of codes (75) is satisfied by the split NVD parallel codes proposed in [11]. Specifically, we refer to the last equation in Sec. IV of [11], which is equivalent to (75).

VI. PRECODER DESIGN

It remains to show that, given $R_{\text{H}}$, we can find a precoder $P$ such that

$$\text{rank}(R_{\text{H}}^T \odot P^H \Phi) = \rho M_T. \quad (82)$$

Recall that “nonzero eigenvalue” refers to an eigenvalue that is not identically equal to zero for all SNR values. Using the eigenvalue decomposition $R_{\text{H}}^T \odot P^H \Phi = \sum_{n=0}^{\rho-1} \lambda_n u_n u_n^H$, we note that

$$R_{\text{H}}^T \odot P^H \Phi = \left( \sum_{n=0}^{\rho-1} \lambda_n u_n u_n^T \right) \odot \left( \sum_{l=1}^{M_T} p_{(l)} p_{(l)}^T \right) \quad (83)$$

The task of designing a precoder that satisfies (82) amounts to finding $p_{(l)}$, $l = 1, \ldots, M_T$, such that the corresponding $\alpha_{n,l}$ are linearly independent. Enforcing structure in $R_{\text{H}}$ allows to get more specific about how to design the precoder. This can be illustrated as follows.

**Example:** Consider the case of cyclic ISI channels (e.g., OFDM modulation) with $M_T = 2$, $L = 2$, and $N = 4$. Using (56) the corresponding covariance matrix is obtained as $R_{\text{H}} = \lambda_0 \psi_0 \psi_0^T + 2 \lambda_1 \psi_0^T \psi_1$, where the eigenvectors of $R_{\text{H}}$ are simply columns of the FFT matrix $\Psi = \{\psi_0, \psi_1, \psi_2, \psi_3\}$, i.e., $u_n = \psi_n$, $n = 0, \ldots, 3$. One possibility to obtain a set of linearly independent vectors $\alpha_{n,l}$ in (83) is to set

$$p_{(l)} = \psi_{(l-1)L}^T, \quad l = 1, 2. \quad (84)$$

More concretely, invoking

$$D_{\psi_n} \psi_n^* = \psi_n^{*(n+m)\text{mod}N}$$

the precoder defined through (84) results in

$$R_{\text{H}}^T \odot P^H \Phi = D_{\psi_0} (\lambda_0 \psi_0 \psi_0^T + \lambda_1 \psi_0^T \psi_1) D_{\psi_0} + D_{\psi_2} (\lambda_0 \psi_2 \psi_2^T + \lambda_1 \psi_2^T \psi_3) D_{\psi_2}$$

$$= \lambda_0 \psi_0 \psi_0^T + \lambda_1 \psi_0^T \psi_1 + \lambda_0 \psi_2 \psi_2^T + \lambda_1 \psi_2^T \psi_3$$

$$= \Psi^* \text{diag}\{\lambda_0, \lambda_1, \lambda_0, \lambda_1\} \Psi^T$$

which is clearly a full-rank matrix. Note that this precoder simply amounts to performing (cyclic) delay diversity.

We next consider general time-frequency selective channels where the corresponding covariance matrix $R_{\text{H}}$—as a consequence of the stationarity of $L_{\text{H}}(t, f)$ in $t$ and $f$—is two-level Toeplitz$^7$. In this case, it seems difficult to devise a general analytic procedure for constructing $P$ for a given $R_{\text{H}}$ such that (82) is satisfied. We can, however, exploit the asymptotic equivalence of two-level Toeplitz and two-level circulant matrices to satisfy (82) asymptotically in the block length $N$. In particular, we will need the following result.

**Theorem 3 (Asymptotic Eigenvalue Distribution [23]–[25]):** The distribution of the eigenvalues of $R_{\text{H}}$ for $M, K \to \infty$, where $M$ and $K$ are related to the block length $N$ by the mapping (11), is given by

$$S(\xi, \mu) = \sum_{m=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} R_{\text{H}}(mT, kF) e^{-2\pi j m (\mu m - \xi)}$$

$$= \frac{1}{TF} \sum_{l=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} C_{\text{H}} \left( \frac{\xi + j}{F}, \frac{\mu + j}{T} \right), \quad 0 \leq \mu, \xi < 1. \quad (85)$$

$^7$A two-level Toeplitz matrix is a block Toeplitz matrix with Toeplitz blocks. Similarly, a two-level circulant matrix is a block circulant matrix with circulant blocks.
In what follows, we design the precoder $\mathbf{P}$ based on a (two-
level) circulant approximation $\mathbf{C}_\mathbb{H}$ of the (two-level) Toeplitz
covariance matrix $\mathbf{R}_\mathbb{H}$. Specifically, we take the matrix $\mathbf{C}_\mathbb{H}$
such that its eigenvalues are uniformly-spaced samples of the
asymptotic eigenvalue distribution of $\mathbf{R}_\mathbb{H}$ given by $S(\xi, \mu)$. This
implies that $\mathbf{C}_\mathbb{H}$ and $\mathbf{R}_\mathbb{H}$ are asymptotically (in block length $N$)
equivalent [23, Lemma 11], [24, Lemma 1] and that their eigenvalues are
asymptotically equally distributed$^8$ [23, Theorem 9], [24, Theorem 1]. In cases
where the signal model is (two-level) circulant [15], [17], this approach gives
exact results for any block length $N$ because $\mathbf{R}_\mathbb{H}$ is (two-level) circulant
for any $K$ and $M$. For general (two-level) Toeplitz covariance matrices
$\mathbf{R}_\mathbb{H}$, this approach is meaningful because the asymptotic
equivalence of $\mathbf{C}_\mathbb{H}$ and $\mathbf{R}_\mathbb{H}$ implies asymptotic equivalence of
$\mathbf{C}_\mathbb{H}^T \odot \mathbf{P}^H \mathbf{P}$ and $\mathbf{R}_\mathbb{H}^T \odot \mathbf{P}^H \mathbf{P}$.

We start by defining the (two-level) circulant matrix

$$
\mathbf{C}_\mathbb{H} = \mathbf{F} \mathbf{A} \mathbf{F}^H
$$

where $\mathbf{F} = \Psi \otimes \Phi$, with $\Psi$ and $\Phi$ denoting the $M \times M$ and $K \times K$
FFT matrices, respectively, and $\Lambda = \text{diag}(\lambda_n(\mathbf{C}_\mathbb{H}))_{n=0}^{N-1}$, with

$$
\lambda_n(\mathbf{C}_\mathbb{H}) \triangleq S\left(\frac{k}{K}, \frac{m}{M}\right), \ m = 0, \ldots, M-1, \ k = 0, \ldots, K-1
$$

where we used the mapping $n = \mathcal{M}(m,k)$ defined in (11).

Because the scattering function is assumed to be compactly supported
in the rectangle $[0, \tau_0] \times [0, \nu_0]$, $S(\xi, \mu)$ is also compactly supported, and hence the nonzero eigenvalues of $\mathbf{R}_\mathbb{H}$ in (85) are indexed by

$$
(m,k) \in \{0, \ldots, v-1\} \times \{0, \ldots, t-1\}
$$

where $v \triangleq |\nu_0TM|$ and $t \triangleq |\tau_0FK|$.

Next, we propose a precoder tailored to $\mathbf{C}_\mathbb{H}$ that achieves
$\text{rank}(\mathbf{C}_\mathbb{H}^T \odot \mathbf{P}^H \mathbf{P}) = \rho M_T$. The main idea underlying this
construction is to design $\mathbf{P}$ such that the precoder effectively
induces time-frequency shifts with the shifts chosen appropriately.

**Proposition 3:** Consider the $N \times N$ matrix $\mathbf{C}_\mathbb{H} = \mathbf{F} \mathbf{A} \mathbf{F}^H$, where $\mathbf{F} = \Psi \otimes \Phi$ ($\Psi$, $\Phi$ are the $M \times M$ and $K \times K$ FFT
matrices, respectively) and $\Lambda$ has $\rho$ nonzero diagonal
elements. If $N \geq \rho M_T$ and $\mathbf{P}$ satisfies

$$
\mathbf{p}_l^T = \psi_{p_l} \otimes \phi_{q_l}, \quad \text{for } l = 1, \ldots, M_T
$$

where $\psi_{p_l}$ and $\phi_{q_l}$ are, respectively, the $m$th and $k$th columns of $\Psi$ and $\Phi$, and

$$
(p_l, q_l) \in \left\{0, \ldots, \left\lfloor \frac{1}{\nu_0 T} \right\rfloor - 1\right\} \times \left\{0, \ldots, \left\lfloor \frac{1}{\tau_0 F} \right\rfloor - 1\right\}
$$

$$(p_l, q_l) \neq (p_{l'}, q_{l'}) \quad \text{for } l \neq l'
$$

then $\text{rank}(\mathbf{C}_\mathbb{H}^T \odot \mathbf{P}^H \mathbf{P}) = \rho M_T$.

$^8$The interested reader is referred to [23, Theorem 4] (respectively, [24, Theorem 2]) for a formal definition of the concept of asymptotically equally distributed one-dimensional (or two-dimensional) sequences.

**Proof:** We start by noting that $\mathbf{C}_\mathbb{H}^T \odot \mathbf{P}^H \mathbf{P}$ can be written as

$$
\mathbf{C}_\mathbb{H}^T \odot \mathbf{P}^H \mathbf{P} = \sum_{i=1}^{M_T} \mathbf{D}_i^T \mathbf{C}_\mathbb{H} \mathbf{D}_i \mathbf{P}^T \mathbf{P}
$$

Next, consider the following similarity transformation

$$
\mathbf{F}^T \mathbf{C}_\mathbb{H} \mathbf{F}^* = \mathbf{F}^T \mathbf{D}_i^T \mathbf{F}^* \mathbf{A} \mathbf{F}^T \mathbf{D}_i \mathbf{F}^*
$$

where we used $\mathbf{C}_\mathbb{H} = \mathbf{F} \mathbf{A} \mathbf{F}^H$. With (88) and $\mathbf{F} = \Psi \otimes \Phi$, we get

$$
\mathbf{F}^T \mathbf{D}_i^T \mathbf{F}^* = \left(\Psi^T \mathbf{D}_i \Psi^* \otimes \Phi^T \mathbf{D}_i \Phi^* \right)
$$

$$
= \mathbf{P}^{\nu_l} \otimes \mathbf{P}^{\tau_k}
$$

where $\mathbf{P} = [\pi_1 \cdots \pi_{N-1} \pi_0]$, with $\pi_n = [0 \cdots 0 1 0 \cdots 0]^T$ containing a 1 in its $n$th position, is the circulant permutation matrix. Using (92) in (91), we obtain

$$
\mathbf{F}^T \mathbf{C}_\mathbb{H} \mathbf{F}^* = (\mathbf{P}^{\nu_l} \otimes \mathbf{P}^{\tau_k}) \mathbf{A} (\mathbf{P}^{\nu_l} \otimes \mathbf{P}^{\tau_k})^T
$$

and consequently

$$
\mathbf{F}^T \left(\mathbf{C}_\mathbb{H}^T \odot \mathbf{P}^H \mathbf{P}\right) \mathbf{F}^* = \sum_{i=1}^{M_T} (\mathbf{P}^{\nu_l} \otimes \mathbf{P}^{\tau_k}) \mathbf{A} (\mathbf{P}^{\nu_l} \otimes \mathbf{P}^{\tau_k})^T.
$$

Since $(\mathbf{P}^{\nu_l} \otimes \mathbf{P}^{\tau_k}) \mathbf{A} (\mathbf{P}^{\nu_l} \otimes \mathbf{P}^{\tau_k})^T$ simply permutes the entries of $\mathbf{A}$ along the main diagonal, the rank of $\mathbf{C}_\mathbb{H}^T \odot \mathbf{P}^H \mathbf{P}$ is trivially bounded above by $\rho M_T$. To achieve this maximum rank, we need to ensure that the different shifts in (94) distribute the $\rho$ eigenvalues of $\mathbf{C}_\mathbb{H}$ into mutually orthogonal subspaces. This can be accomplished as follows. With (86) and (93), we find that the indices $(m,k)$ corresponding to the nonzero eigenvalues of $\mathbf{C}_l$ are given by the set

$$
\mathcal{I}_T = \{p_l v, \ldots, (p_l + 1) v - 1\} \times \{q_l t, \ldots, (q_l + 1) t - 1\}
$$

that is, the nonzero eigenvalues of $\mathbf{C}_l$ are obtained by cyclically shifting the eigenvalues of $\mathbf{C}_\mathbb{H}$ by $p_l v$ positions along index $m$ and $q_l t$ positions along index $k$. The condition in (89) guarantees that $\mathcal{I}_T \cap \mathcal{I}_{T'} = \emptyset$ for $l \neq l'$, which together with $\rho = vt$ in turn ensures that $\text{rank}(\mathbf{C}_\mathbb{H}^T \odot \mathbf{P}^H \mathbf{P}) = \rho M_T$.

We finally note that the precoder described in Proposition 3 is a generalization of well-known transmit diversity techniques that convert spatial diversity into time or frequency diversity [26]–[28]. This can be seen as follows. From (88), we note that the precoder $\mathbf{P}$ amounts to multiplexing the signal transmitted from the 4th antenna by

$$
\mathbf{p}_{(4)}(n) = \exp \left(-j 2\pi \left(\frac{p_4 m}{M} + q_4 t \frac{k}{K} \right)\right), \quad \text{for } n = 0, \ldots, N-1
$$

where the pair $(m,k)$ is related to the slot index $n$ by $M(m,k) = n$. For $K = 1$ (and hence $k = 0$, and $N = M$ in (95)), the index $n = m$ runs over time, resulting in

$$
\mathbf{p}_{(l)}(n) = \exp \left(-j 2\pi n \frac{m}{M p_l v}\right), \quad \text{for } n = 0, \ldots, M-1
$$
which shows that the precoder simply introduces a frequency offset across transmit antennas—a technique known as phase rolling [28]–[33]. On the other hand, for $M = 1$ (and hence $m = 0$, and $N = K$ in (95)), the index $n = k$ runs over

$$p_{(l)}(n) = \exp \left(-j \frac{2\pi n}{K} q_l t \right), \quad \text{for } n = 0, \ldots, K - 1 \quad (97)$$

which shows that the precoder induces a time offset, i.e., a delay, across transmit antennas and hence corresponds to delay diversity as proposed in [26], [27], [32], [33]. In the case of general $M$ and $K$, the precoder in (95) induces time and frequency shifts. While delay diversity and phase rolling are well-known and easy-to-implement transmit diversity techniques for MISO systems that have been shown to have the potential of realizing full diversity gain for $r = 0$, it is surprising to see that they result in DM tradeoff optimality (when combined with proper outer codes) for multiplexing rates greater than zero.

VII. CONCLUSION

Analyzing the high-SNR outage behavior of the Jensen channel instead of the original channel was found to be an effective tool for establishing the optimal DM tradeoff in general selective-fading MIMO channels. Our achievability proof reveals a code design criterion for DM tradeoff optimality based on which it is shown that the code design problem can be solved in a systematic fashion by combining a precoder adapted to the channel statistics with an outer code that is DM tradeoff optimal for parallel fading channels. The main result of the paper is supported by an appealing geometric argument, first provided in the flat-fading case in [1]. Finally, we note that the concepts introduced in this paper can be extended to multi-access selective-fading MIMO channels [34] and to the analysis of the DM tradeoff properties of relay channels [35].
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APPENDIX A

PROOF OF THEOREM 1

We start by deriving an upper bound on the average (w.r.t. the random channel) pairwise error probability (PEP). Assuming that $X = [x_0 \cdots x_{N-1}]$ was transmitted, the probability of the ML decoder mistakenly deciding in favor of codeword $X' = [x'_0 \cdots x'_{N-1}]$ can be upper-bounded in terms of the codeword difference matrix $E = [e_0 \cdots e_{N-1}]$ with $e_n = x_n - x'_n$ as

$$P(X \rightarrow X') \leq E_H \left\{ \exp \left( -\frac{\text{SNR}}{4MT} \sum_{n=0}^{N-1} \|H_n e_n\|^2 \right) \right\} \quad (98)$$

where (98) is the Chernoff bound on the PEP. $H_w$ denotes an $M \times M_N$ i.i.d. $CN(0,1)$ matrix, and we have introduced the matrix

$$\Upsilon = \left( H_{L}^{T/2} \otimes I_{MT} \right) \text{diag} \{ e_n \}^{N-1} \quad (99)$$

Noting that

$$\Upsilon^H \Upsilon = R_{\text{H}}^T \otimes E^H \E \quad (100)$$

and using the fact that the nonzero eigenvalues of $\Upsilon^H \Upsilon$ equal the non-zero eigenvalues of $\Upsilon \Upsilon^H$ for every SNR, it follows, by assumption, that $\Upsilon \Upsilon^H$ has an eigenvalue denoted as $\lambda_{\text{SNR}}(\text{SNR}) \leq \lambda_{2}(\text{SNR}) \leq \cdots \leq \lambda_{\rho_M}(\text{SNR})$ (see Sec. IV-A). Then, performing an eigenvalue decomposition according to $\Upsilon \Upsilon^H = \mathbf{U} \Lambda \mathbf{U}^H$, where the $NM_T \times NM_T$ matrix $\mathbf{U}$ is unitary and $\Lambda = \text{diag} \{ \Lambda, 0 \}$ with $\Lambda = \text{diag} \{ \lambda_k(\text{SNR}) \}_{k=1}^{\rho_M}$, we have $\text{Tr} \left( H_w \Upsilon \Upsilon^H H_w^H \right) \sim \text{Tr} \left( H_w \Lambda H_w^H \right)$. Hence, setting $\bar{H}_w = H_w([1:M_R],[1:1:1:1])$, it follows that

$$P(X \rightarrow X') \leq E_{H_w} \left\{ \exp \left( -\frac{\text{SNR}}{4MT} \text{Tr} \left( \bar{H}_w \Lambda \bar{H}_w^H \right) \right) \right\} \quad (101)$$

Next, we express the RHS of (101) in terms of the Jensen channel $\mathcal{H} = \mathcal{H}_w(R^{T/2} \otimes I_{M})$, where $R = R_{\text{H}}$, if $M_R \leq M_T$, and $R = R_{\text{H}}^T$, if $M_R > M_T$, and $\mathcal{H}_w$ is defined in (32). For $M_R \leq M_T$, we note that $\bar{H}_w = H_w([1:1:1:1])$. Invoking Theorem 4 in Appendix B, we get

$$\text{Tr} \left( \bar{H}_w \Lambda \bar{H}_w^H \right) \geq \sum_{k=1}^{M_R} \Lambda_k \text{Tr} \left( H_w \Upsilon \Upsilon^H H_w^H \right) \geq \sum_{k=1}^{M_R} \Lambda_k \text{Tr} \left( H_w \Lambda \bar{H}_w^H \right) \lambda_{M_R+1-k}(\text{SNR})$$

$$= \sum_{k=1}^{M_R} \Lambda_k \text{Tr} \left( H_w \bar{H}_w^H \right) \lambda_{M_R+1-k}(\text{SNR}). \quad (102)$$

For $M_R > M_T$, we set $\Lambda = \text{diag} \{ \Lambda, 0 \}$ with $\Lambda = \text{diag} \{ \lambda_k \}_{k=1}^{M_R}$, to get

$$\text{Tr} \left( \bar{H}_w \Lambda \bar{H}_w^H \right) = \sum_{n=0}^{\rho_M-1} \text{Tr} \left( H_{n,w} \Lambda_0 H_{w,n}^H \right) \quad (103)$$

where $\bar{H}_w = [H_{w,0} \cdots H_{w,\rho_M-1}]$. Because the eigenvalue ordering implies $\Lambda_0 \leq \Lambda_n$ for all $n \neq 0$, we can invoke [19, Observation 7.7.2, Corollary 7.7.4(b)] to write

$$\text{Tr} \left( H_{n,w} \Lambda_0 H_{w,n}^H \right) \geq \text{Tr} \left( H_{n,w} \Lambda_0 H_{w,n}^H \right) \quad \text{for all } n \neq 0. \text{ Now (103) can be rewritten as}$$

$$\sum_{n=0}^{\rho_M-1} \text{Tr} \left( H_{n,w} \Lambda_0 H_{w,n}^H \right) \geq \sum_{n=0}^{\rho_M-1} \text{Tr} \left( H_{n,w} \Lambda_0 H_{w,n}^H \right)$$

$$= \sum_{n=0}^{\rho_M-1} \text{Tr} \left( \Lambda_0 \frac{1}{2} H_{w,n} H_{w,n}^H \Lambda_0 \right)$$

$$\geq \sum_{k=1}^{M_T} \sum_{n=0}^{\rho_M-1} \text{Tr} \left( \Lambda_0 \frac{1}{2} H_{w,n} H_{w,n}^H \Lambda_0 \right)$$

$$= \text{Tr} \left( \Lambda_0 \frac{1}{2} \bar{H}_w \bar{H}_w^H \Lambda_0 \right) \quad (104)$$

$$\geq \sum_{k=1}^{M_T} \sum_{n=0}^{\rho_M-1} \lambda_k \left( \bar{H}_w \bar{H}_w^H \right) \lambda_{M_T+1-k}(\text{SNR}) \quad (105)$$

$^9$We recall that “nonzero eigenvalue” refers to an eigenvalue that is not identically equal to zero for all SNR values.
where we set $\mathcal{H}_k = \mathcal{H}_0 ([1 : M_T], [1 : \rho M_R])$ with $\mathcal{H}_0$ given by (32) to get (104), and (105) follows immediately upon applying Theorem 4 in Appendix B to (104). Combining (102) and (105), we have, for general $M_T$ and $M_R$, that

$$\text{Tr} \left( \mathcal{H}_k^H \mathcal{H}_0^H \right) \geq \sum_{k=1}^{m} \lambda_k (\mathcal{H}_k^H \mathcal{H}_0^H) \lambda_{m+1-k} (\text{SNR})$$

$$= \sum_{k=1}^{m} \text{SNR}^{-\alpha_k} \lambda_{m+1-k} (\text{SNR})$$

(106)

where (106) follows from the definition in (36). Using (106) in (101), we obtain a PEP upper bound in terms of the singularity levels $\alpha_k (k = 1, \ldots, m)$ characterizing the Jensen outage event

$$\mathbb{P} (X \to X') \leq e^{- \frac{1}{4M_T} \sum_{k=1}^{m} \text{SNR}^{1-\alpha_k} \lambda_{m+1-k} (\text{SNR})}$$

$$\exp \left( \sum_{k=1}^{m} (1 - \alpha_k) \lambda_{m+1-k} (\text{SNR}) \right)$$

(107)

Next, consider a realization of the random vector $\alpha$ and let $S_\alpha = \{ k : \alpha_k \leq 1 \}$. We have

$$\sum_{k=1}^{m} \text{SNR}^{1-\alpha_k} \lambda_{m+1-k} (\text{SNR}) \geq \sum_{k\in S_\alpha} \text{SNR}^{1-\alpha_k} \lambda_{m+1-k} (\text{SNR})$$

$$\geq |S_\alpha| \left( \text{SNR}^{\sum_{k=1}^{m} (1-\alpha_k)^+} \prod_{k\in S_\alpha} \lambda_{m+1-k} (\text{SNR}) \right)^{-\frac{1}{|S_\alpha|}}$$

(108)

where we used the arithmetic-geometric mean inequality and

$$\sum_{k=1}^{m} (1 - \alpha_k) = \sum_{k=1}^{m} [1 - \alpha_k]^+$$

is an immediate consequence of the definition of $S_\alpha$. Using (108) in (107), we obtain

$$\mathbb{P} (X \to X') \leq$$

$$\exp \left( -\frac{|S_\alpha|}{4M_T} \left( \text{SNR}^{\sum_{k=1}^{m} (1-\alpha_k)^+} \prod_{k\in S_\alpha} \lambda_{m+1-k} (\text{SNR}) \right)^{-\frac{1}{|S_\alpha|}} \right)$$

(109)

The dependency of the PEP upper bound (109) on the singularity levels characterizing the Jensen outage event suggests to split up the error probability according to

$$P_e (C_r) = \mathbb{P} (\text{error}, \alpha \in J_r) + \mathbb{P} (\text{error}, \alpha \notin J_r)$$

$$= \mathbb{P} (J_r) \mathbb{P} (\text{error} | \alpha \in J_r) + \mathbb{P} (\bar{J}_r) \mathbb{P} (\text{error} | \alpha \notin J_r)$$

$$\leq \mathbb{P} (J_r) + \mathbb{P} (\bar{J}_r) \mathbb{P} (\text{error} | \alpha \notin J_r).$$

(110)

For any $\alpha \notin J_r$ with $r > 0$, we have, by definition, $\sum_{k=1}^{m} [1 - \alpha_k]^+ \geq r$ and consequently $|S_\alpha| \geq 1$, which upon noting that $|S_r (\text{SNR})| = \text{SNR}^{N_r}$, yields the following union bound based on the PEP in (109)

$$\mathbb{P} (\text{error} | \alpha \notin J_r) \leq$$

$$\text{SNR}^{N_r} \exp \left( -\frac{1}{4M_T} \left( \text{SNR}^r \prod_{k\in S_\alpha} \lambda_{m+1-k} (\text{SNR}) \right)^{\frac{1}{|S_\alpha|}} \right)$$

(111)

where we used $|S_\alpha| \leq m$. Next, we note that the code design criterion in (45) implies that $\prod_{k=1}^{m} \lambda_k (\text{SNR}) \geq \text{SNR}^{-(r-\epsilon)}$ for some $\epsilon > 0$ that is constant w.r.t. SNR and $r$. Recalling from (43) that $\lambda_k (\text{SNR}) \leq 1$ for all $k$, we necessarily have

$$\prod_{k\in S_\alpha} \lambda_{m+1-k} (\text{SNR}) \geq \text{SNR}^{-(r-\epsilon)}$$

(112)

for any $S_\alpha \subseteq \{ 1, \ldots, m \}$. Using (112) in (111), we get

$$\mathbb{P} (\text{error} | \alpha \notin J_r) \leq \text{SNR}^{N_r} \exp \left( -\frac{\text{SNR}^{(r-\epsilon)/m}}{4M_T} \right).$$

(113)

In contrast to the Jensen outage probability which satisfies $\mathbb{P} (J_r) \leq \text{SNR}^{-d_j (r)}$, the quantity on the RHS of (113) decays exponentially in SNR for any $r > 0$. Hence, upon inserting (113) in (110), we obtain

$$P_e (C_r) \leq \mathbb{P} (J_r)$$

(114)

for $r > 0$. Since $\mathbb{P} (J_r) \leq \mathbb{P} (O_r)$, it follows trivially that $\mathbb{P} (J_r) \leq \mathbb{P} (O_r)$. In addition, for a specific family of codes $C_r$, we have $\mathbb{P} (O_r) \leq P_e (C_r)$ and hence $\mathbb{P} (O_r) \leq P_e (C_r)$. Putting the pieces together, thanks to (114), we obtain that for any $r > 0$

$$\mathbb{P} (O_r) \leq P_e (C_r) \leq \mathbb{P} (J_r) \leq \mathbb{P} (O_r)$$

which implies that

$$P_e (C_r) \leq \mathbb{P} (J_r) \leq \mathbb{P} (O_r)$$

and hence, by definition of $d_j (r)$, we get

$$P_e (C_r) \leq \text{SNR}^{-d_j (r)}.$$
where $\mathbf{D}$ with $D(i,j) = |Q(i,j)|^2$ is doubly stochastic whenever $Q$ is unitary. The inequality in (116) is a consequence of enlarging the set of admissible matrices, i.e., $\mathcal{U}_n \subset \mathcal{D}_n$. Since the set of doubly stochastic matrices is a compact convex set, a linear function, such as the one in (116), attains its minimum at an extreme point of this set [19, Appendix B]. By Birkhoff’s Theorem [19, Theorem 8.7.1], the extreme points of the set of doubly stochastic matrices are the permutation matrices. Hence,

$$\min_{D \in \mathcal{D}_n} \sum_{k=1}^m \lambda_k \sum_{l=1}^n \theta_l D(k, l) \geq \min_{\mathbf{P} \in \mathcal{P}_n} \sum_{k=1}^m \lambda_k \sum_{l=1}^n \theta_l \mathbf{P}(k, l) = \sum_{k=1}^m \lambda_k \theta_{m+1-k}. \quad (117)$$

The proof is concluded by noting that permutation matrices also belong to the set of unitary matrices, i.e., $\mathcal{P}_n \subset \mathcal{U}_n$, so that the minimum in (117) is attained with equality.
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