A SPECTRAL PALM ALGORITHM FOR MATRIX AND TENSOR-TRAIN BASED DICTIONARY LEARNING *
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Abstract. Dictionary Learning (DL) is one of the leading sparsity promoting techniques in the context of image classification, where the “dictionary” matrix $D$ of images and the sparse matrix $X$ are determined so as to represent a redundant image dataset. The resulting constrained optimization problem is nonconvex and non-smooth, providing several computational challenges for its solution. To preserve multidimensional data features, various tensor DL formulations have been introduced, adding to the problem complexity. We develop a new alternating algorithm for the solution of the DL problem both in the matrix and tensor frameworks; in the latter case a new formulation based on Tensor-Train decompositions is also proposed. The new method belongs to the Proximal Alternating Linearized Minimization (PALM) algorithmic family, with the inclusion of second order information to enhance efficiency. We discuss a rigorous convergence analysis, and report on the new method performance on the image classification of several benchmark datasets.
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1. Introduction. Sparse representation of data has become an important tool in a variety of contexts such as image classification and compression, observation denoising and equation solving. In the context of image classification, Dictionary Learning (DL) is among the leading sparsity promoting techniques, and we refer to [20] and [34] for an overview of all applications of dictionary learning in image processing in general.

Given an array of data $Y$, DL aims to find a matrix $D$ called dictionary and a sparse matrix $X$ to represent $Y$ as $Y \approx DX$, under certain constraints on $D$ and $X$. Each column of the dictionary $D$ can be seen as a compressed representation of the redundant information contained in $Y$. A distinctive feature of this approximate factorization is that the number of columns of the dictionary $D$, called atoms, is greater than the number of rows. A rich number of atoms may have advantages in terms of invariance of the dictionary under specific geometric transformations, such as translations or rotations, so called “shiftability” [42, 45].

While originally the problem was formulated so that only $X$ was an unknown data, the seminal works [1, 38] introduced a different perspective, where both $D$ and $X$ are to be determined. From a computational viewpoint, this nonlinearity creates big challenges, especially when constraints are included. To cope with nonlinearity, most DL algorithms rely on alternating optimization: the minimization in $X$ is known as sparse coding and it is often performed via the so called Orthogonal Matching Pursuit (OMP), while the minimization in $D$ is known as dictionary update and various approaches have been proposed. The Method of Optimal Directions ([21]) computes the dictionary by setting to zero the partial gradient in $D$ of the objective function.
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The K-SVD ([11]) updates each dictionary atom separately by using the Singular Value Decomposition to sequentially obtain a series of best rank-one approximations in each mode. To avoid the computation of several singular value decompositions, the Approximate K-SVD (AK-SVD) was proposed in [43]. An exhaustive overview of the matrix DL algorithms can be found in [20].

Due to the increased need to analyze multidimensional data, various tensor formulations of the DL problem have been introduced with the aim of preserving data structure and feature heterogeneity. For instance, Tensor SVD (tSVD), the Canonical Polyadic Decomposition (CPD) and the High Order SVD have been used, see, e.g., [19, 41, 49]. Each atom of the dictionary is updated separately using the corresponding tensor decomposition. In [51] the tensor data $\mathcal{Y}$ is modeled using a sparse Tucker Decomposition, the sparsity is imposed on the core tensor $\mathcal{X}$, while the dictionary is replaced by the factor matrices in the Tucker decomposition. The decomposition is determined by an alternating iteration using a gradient descent method, where the sparse tensor $\mathcal{X}$ is obtained using a greedy algorithm, named Tensor Orthogonal Matching Pursuit (TOMP). Another interesting and more recent tensor formulation can be found in [16] where the dictionary is represented as a sum of Kronecker products of smaller subdictionaries. This is equivalent to imposing a CP structure on the corresponding dictionary tensor. An analogous Kronecker structure was considered in [25, 44] where the authors show that, given a sufficient number of noisy training columns in $\mathcal{Y}$, and under certain conditions on the problem parameters, the structured dictionary is locally identifiable with high probability.

When nonconvex and non-smooth models for the DL problem are considered, the tensor-based minimization procedures available in the literature are not usually supported by a theoretical analysis providing global convergence guarantees, thus limiting this methodology to a purely exploratory setting.

We advance the algorithmic developments by proposing a new nonconvex and non-smooth theoretically founded alternating algorithm for the matrix and tensor formulations of the DL problem. In the tensor case, we propose a novel application of the Tensor-Train (TT) decomposition leading to a multi-dimensional dictionary, called TT-DL. The new algorithm belongs to the class of proximal alternating linearized minimization (PALM) algorithms and is named spectral PALM (sPALM). The original PALM algorithm was presented in [10] and several variants were later proposed [17, 23, 28, 40] and applied to various problems, including standard matrix based DL problem formulations as shown in [3, 33, 50]. These methods, called PALM-type algorithms, perform a gradient step in each variable and take into account the constraints using proximal maps. Remarkably, convergence to critical points is ensured for these algorithms for a large class of nonconvex non-smooth problems where the variable vector is split into several blocks of variables. PALM-type algorithms are generally based on the use of Lipschitz constants that may be unavailable or hard to estimate, possibly leading to low performance. Our new method sPALM differs in the choice of the stepsize as it implicitly embeds second order information of the objective function, so as to take longer steps than using the more conservative Lipschitz-based stepsizes. As a consequence, sPALM is a PALM-type algorithm with the same convergence properties but with an expected better practical performance. The use of enriched proximal steps for solving composite optimization problems, that is problems where the objective is the sum of a smooth and a non-smooth function, is not new, see, e.g., [47] and the more recent advances using inexact variable metric in [12] and Newton-like steps in [30]. The novelty of our approach consists in constructing...
spectral stepsizes that use information from the previous iteration of the alternating algorithm allowing to relate them with local second order information of the smooth part of the objective function. In particular, when sPALM is applied to DL, we provide new explicit bounds for the spectral stepsizes that generalize known results for strictly convex quadratic problems [18].

In this work we show that PALM-type algorithms (including sPALM) can be naturally applied to the proposed Tensor-Train DL formulation, yielding convergent schemes. Moreover, in the matrix and tensor setting, the proposed spectral variant yields better performance in the solution of DL image classification problems. To the best of our knowledge, these are the first globally convergent tensor-based algorithms in the DL literature.

This paper is organized as follows. In section 2 we describe the matrix DL problem and its use in image classification, and provide new formulations based of the TT decomposition of the dictionary. Then we illustrate the main algorithmic framework of this work, i.e. the PALM methods, in Section 3 and propose sPALM in Section 4 where the theoretical analysis is carried-out. The application of PALM algorithms to the proposed DL formulation is described in Section 5 where their convergence is also proved. Section 6 is devoted to numerical tests and conclusions are drawn in Section 7.

Notation. Vectors and scalars are denoted by lowercase letters \((a, b, \ldots)\), matrices are denoted by capital letters \((A, B, \ldots)\) and higher-order tensors by calligraphic letters \((\mathcal{A}, \mathcal{B}, \ldots)\). Capital Greek letters (e.g., \(\Omega, \Gamma, \Theta\)) indicate specific sets of real matrices. In the following, \(\|\cdot\|_F\) indicates the matrix Frobenius norm, \(\|A\|_2\) denotes the matrix norm induced by the Euclidean vector norm, while \(\|x\|_0\) denotes the zero-norm of a vector or tensor, defined as the number of its nonzero entries.

2. The DL problem and a new tensor formulation. For a training set of data, Dictionary Learning consists of solving a two variable optimization problem. We are interested in the following formulation: Given the array \(Y = [y_1, \ldots, y_p] \in \mathbb{R}^{n \times p}\) and a sparsity threshold \(\tau > 0\), solve

\[
\min_{D, X} \|Y - DX\|_F^2 \quad s.t. \quad D \in \Omega_{n,k}, \quad X \in \Gamma_{k,p}^{(\tau)},
\]

where \(k > n\) and

\[
\Omega_{n,k} = \{D = [d_1, \ldots, d_k] \in \mathbb{R}^{n \times k} : \|d_i\|_2 = 1, i = 1, \ldots, k\},
\]

\[
\Gamma_{k,p}^{(\tau)} = \{X = [x_1, \ldots, x_p] \in \mathbb{R}^{k \times p} : \|x_i\|_0 \leq \tau, i = 1, \ldots, p\}.
\]

Other formulations, not necessarily equivalent, are possible [3, 22, 34]. This minimization problem is NP-hard, see e.g. [20, 54], and nonconvex. Nonconvexity comes from two sources: the sparsity promoting functional \(l_0\)-norm and the bi-linearity between the dictionary \(D\) and the sparse representation \(X\). In addition, the \(l_0\)-norm makes the problem non-smooth.

To preserve the multidimensional structure of the data, a more general tensor form of the DL problem can also be used. More precisely, consider for instance a fourth-dimensional array \(Y \in \mathbb{R}^{n_1 \times n_2 \times n_e \times n_p}\) consisting of \(n_1 \times n_2\) images of \(n_p\) persons in \(n_e\) expressions. Using the \(\left(^{m}_{n}\right)\)-mode product (see this and related definitions in Appendix B) and the constraint sets defined in (2.2) and (2.3), the tensor DL problem can be formulated as

\[
\min_{D, X} \|Y - D \times_3 X\|_F^2 \quad s.t. \quad D[2] \in \Omega_{n_1n_2,k}, \quad X[1] \in \Gamma_{k,n_e,n_p}^{(\tau)},
\]
where $\mathbf{D} \in \mathbb{R}^{n_1 \times n_2 \times k}$ is a third-order tensor with unit norm frontal slices, and $\mathbf{X} \in \mathbb{R}^{k \times n_3 \times n_p}$ is a sparse tensor with at most $\tau$ nonzero elements per column fiber, and $k > n_1 n_2$. All the constraints proper of the matrix setting can be reformulated on the tensors themselves or on their matricizations. The formulation (2.4) is equivalent to (2.1) since $\| Y - \mathbf{D} \times_3 \mathbf{X} \|_F = \| (Y - \mathbf{D} \times_3 \mathbf{X})_{[2]} \|_F = \| Y_{[2]} - \mathbf{D}_{[2]} \mathbf{X}_{[1]} \|_F$. To reduce memory requirements, instead of considering the whole tensor $\mathbf{D}$, we propose its Tensor-Train (TT) Decomposition (see Definition 1.3). For third order tensors the TT decomposition can be written using either the $[m]$-mode product or the $n$-mode product (2.2) as $\mathbf{D} = \mathbf{G}_1 \times_1 \mathbf{G}_2 \times_3 \mathbf{G}_3 = \mathbf{G}_2 \times_1 \mathbf{G}_1 \times_3 \mathbf{G}_2^{T}$, where $\mathbf{G}_1 \in \mathbb{R}^{n_1 \times r_1}$, $\mathbf{G}_2 \in \mathbb{R}^{r_1 \times n_2 \times r_2}$, $\mathbf{G}_3 \in \mathbb{R}^{r_2 \times k}$ are the TT-cores and $r_1$, $r_2$ are the TT-ranks. Following the original TT-SVD algorithm, we require the columns of $\mathbf{G}_1$ and of $(\mathbf{G}_2^{T})_{[2]}$ to be orthonormal. This orthogonality property makes the computation of the Lipschitz constants more convenient (see Proposition 5.2), and the constraint on $\mathbf{D}$ easier to handle. To properly define the Tensor-Train formulation of the DL problem the following additional constraint set of matrices with orthonormal columns is introduced,

$$\Theta_{m,n} = \{ \mathbf{G} \in \mathbb{R}^{m \times n} : \mathbf{G}^T \mathbf{G} = \mathbf{I}_n \}. \quad (2.5)$$

Then, the TT formulation of the DL problem takes the form

$$\min_{\mathbf{G}_1,\mathbf{G}_2,\mathbf{G}_3,\mathbf{X}} \| \mathbf{Y} - (\mathbf{G}_1 \mathbf{G}_2) \times_3 \mathbf{G}_3 \|_F^2 \quad \text{s.t.} \quad \mathbf{X}_{[1]} \in \mathcal{G}_{k,n_3,n_p} \quad \mathbf{G}_1 \in \Theta_{n_1,r_1}$$

$$\quad (\mathbf{G}_2^{T})_{[2]} \in \Theta_{r_1,n_2,r_2} \quad \mathbf{G}_3 \in \Omega_{r_2,k}. \quad (2.6)$$

By tensor unfolding $\| \mathbf{Y} - (\mathbf{G}_1 \mathbf{G}_2 \mathbf{G}_3) \|_F^2 = \| \mathbf{Y}_{[2]} - (I_{n_2} \otimes \mathbf{G}_1) (\mathbf{G}_2^{T})_{[2]} \mathbf{G}_3 \mathbf{X}_{[1]} \|_F^2$. The constraints on $\mathbf{G}_3$ and $\mathbf{X}_{[1]}$ are inherited from the DL formulation. In particular, using the TT formulation, the constraint on the columns of $\mathbf{D}_{[2]}$ in (2.4) becomes a constraint on the columns of $\mathbf{G}_3$. This can be easily proved using the orthogonality of $\mathbf{G}_1$ and $(\mathbf{G}_2^{T})_{[2]}$.

The TT formulation described above can be extended to a multiway tensor $\mathbf{Y} \in \mathbb{R}^{n_1 \times \cdots \times n_q \times \cdots \times n_s}$ with $q < s$, as

$$\min_{\mathbf{G}_1,\ldots,\mathbf{G}_{q+1},\mathbf{X}} \| \mathbf{Y} - (\mathbf{G}_1 \mathbf{G}_2 \cdots \mathbf{G}_{q+1}) \times_3 \mathbf{X} \|_F^2 \quad \text{s.t.} \quad \mathbf{X}_{[1]} \in \mathcal{G}_{k,n_q+1,n_q} \quad \mathbf{G}_1 \in \Theta_{n_1,r_1} \quad G_{q+1} \in \Omega_{r_q,k}$$

$$\quad (\mathbf{G}_j^{T})_{[2]} \in \Theta_{r_{j-1},n_j,r_{j+1}} \quad \text{for} \quad j = 2, \ldots, q. \quad (2.7)$$

This formulation can be used when either the dimensionality of the database or the dimensionality of the single data is higher than 2; see, e.g., Section 6.6.

2.1. The DL classification problem. Classification is one of the major tasks within data mining; we refer the reader to [20, Chapter 8] for an overview of different DL classification algorithms. Among them, two approaches seem to be highly rated in the DL literature. In the first, the dictionary $\mathbf{D}$ and the sparse matrix $\mathbf{X}$ are learnt from data by solving (2.4) and a classifier matrix $\mathbf{W} \in \mathbb{R}^{n_p \times k}$ is computed a posteriori as the solution of the following problem:

$$\min_{\mathbf{W}} \| \mathbf{C} - \mathbf{W} \mathbf{X} \|_F^2 + \beta \| \mathbf{W} \|_F^2, \quad (2.8)$$

where $\beta$ is a positive small constant, and the matrix $\mathbf{C} \in \mathbb{R}^{n_p \times n_e n_p}$ contains the labels of the images stored in $\mathbf{Y}$. In particular, if the column $i$ of $\mathbf{Y}$ contains the person
ℓ, then the \( i \)th column of \( C \) is equal to \( e_\ell \), the \( \ell \)th canonical basis vector. Different values of \( \beta \) were investigated in our computational experiments. Since this stage of the computation is not our main algorithmic concern, we will report numerical results only for \( \beta = 0 \).

In the second category of classification algorithms the classifier \( W \) is learnt from the data together with \( X \) and \( D \):

\[
\min_{D,X,W} \|Y - DX\|_F^2 + \gamma \|C - WX\|_F^2 \quad \text{s.t.} \quad D \in \Omega_{n,k}, \quad X \in \Gamma_{k,p}^{(\tau)},
\]

where \( \gamma \) is a positive constant. This formulation aims to enforce a representative strength together with a discriminative action. For this reason this classification algorithm has been named “discriminative DL”; see, e.g., [20, sec.8.5.2] and references therein. To maintain the presentation sufficiently concise, we will not further discuss this second formulation, although all results can be adapted to this setting. We refer to [13] for a more detailed presentation.

Once the classifier has been computed, the classification task proceeds as follows: Given a new image \( y \in \mathbb{R}^n \) to be classified, its sparse representation \( x \in \mathbb{R}^k \) is computed, e.g., by an OMP-type algorithm\(^1\), so that \( y \) is assigned to class \( \ell = \arg\max_i |Wx|_i \).

Preserving the multidimensional structure of the data can be extremely useful also in classification contexts. As in the previous section, the optimization problem (2.9) involving the classifier matrix can be generalized to the (multi-order) tensor setting.

3. The general PALM framework. We first review the main properties of the original PALM algorithm as a general platform for DL oriented PALM-type algorithms. Then we introduce the new spectral PALM method (hereafter sPALM) and its convergence properties. To this end, we also need to recall certain general aspects of non-smooth nonconvex optimization and to fix our assumptions.

The Proximal Alternating Linearized Minimization (PALM) algorithm [10] provides a general setting for solving non-smooth nonconvex optimization problems of the form

\[
\min_{x,y} \Psi(x,y) \quad \text{with} \quad \Psi(x,y) := H(x,y) + f_1(x) + f_2(y),
\]

where the functions \( f_1 \) and \( f_2 \) are extended valued (i.e., allowing the inclusion of constraints) and \( H \) is a smooth coupling function, only required to have partial Lipschitz continuous gradients \( \nabla_x H \) and \( \nabla_y H \) (see more precise definitions later on). This optimization problem has become a reference tool in many machine learning and image processing methodologies, see, e.g., the examples mentioned in [40]. For each block of coordinates in (3.1), PALM performs one gradient step on the smooth part, followed by a proximal step on the non-smooth part. The method belongs to the class of Gauss-Seidel proximal schemes, also known as alternating minimization schemes, and generalizes to the nonconvex non-smooth case well-known and widely used alternating algorithms [5, 6, 11, 26, 40].

\(^1\)See, e.g., http://www.cs.technion.ac.il/~ronrubin/software.html. In the tensor case, we derived a new tensor-train version of OMP named OMP-TT where the sparse solution is computed using the TT-cores of the dictionary without explicitly creating \( D \). For further details see [13], Chapter 7.
An important contribution to the success of PALM was the convergence proof strategy obtained in [2, 10]. This allowed the design of new convergent alternating minimization algorithms, consisting of a sequence converging to critical points of (3.1).

The PALM algorithm relies on the knowledge of the partial Lipschitz moduli of $\nabla_x H$ and $\nabla_y H$ or of some upper estimates, and was applied to sparse non-negative matrix factorizations in [10], for which partial Lipschitz moduli are explicitly available, though its practical behavior was not investigated. Inertial variants of PALM have been later proposed with the aim of accelerating the convergence of the original algorithm [23, 28, 40]. All these variants enjoy the convergence properties of the original PALM, and are based on the Lipschitz constants explicitly available for all the addressed applications. When these constants are not explicitly known, then a backtracking scheme can be employed to approximate their action [6, 7], so that convergence results still hold. Our nonconvex-nonsmooth setting provides significant challenges. We consider problems of the form (3.1), for which we assume that the functions $H, f_1$ and $f_2$ satisfy the following minimal assumptions set.

**Assumption A**

(A1) $f_1 : \mathbb{R}^n \to (-\infty, +\infty]$ and $f_2 : \mathbb{R}^m \to (-\infty, +\infty]$ are proper and lower semicontinuous functions such that $\inf_{\mathbb{R}^n} f_1 > -\infty$ and $\inf_{\mathbb{R}^m} f_2 > -\infty$.

(A2) $H : \mathbb{R}^{n \times m} \to \mathbb{R}$ is continuously differentiable and $\inf_{\mathbb{R}^{n \times m}} \Psi > -\infty$.

(A3) $\nabla H$ is Lipschitz continuous on bounded subsets of $\mathbb{R}^{n \times m}$.

(A4) The partial gradients $\nabla_x H(x, y)$ and $\nabla_y H(x, y)$ are globally Lipschitz continuous, i.e. there exist nonnegative $L_1(y)$ and $L_2(x)$ such that

$$\text{fixed } y, \quad \| \nabla_x H(u, y) - \nabla_x H(v, y) \|_2 \leq L_1(y) \| u - v \|_2, \quad \forall u, v \in \mathbb{R}^n,$$

$$\text{fixed } x, \quad \| \nabla_y H(x, u) - \nabla_y H(x, v) \|_2 \leq L_2(x) \| u - v \|_2, \quad \forall u, v \in \mathbb{R}^m.$$

(A5) There exist $\lambda_i^+ > 0, i = 1, 2$ such that

$$\sup\{L_1(y^k); k \in \mathbb{N}\} \leq \lambda_1^+, \quad \sup\{L_2(x^k); k \in \mathbb{N}\} \leq \lambda_2^+.$$  \hspace{1cm} (3.2)

We call partial smoothness parameters the constants $L_1(y)$ and $L_2(x)$ in Assumption A4. From the definition of Lipschitz continuity it follows that if a function is Lipschitz continuous with smoothness parameter $L$ then it is also Lipschitz continuous with any $\hat{L} \geq L$. As usual, we will call Lipschitz constant the smallest possible smoothness parameter of a given function; for the partial gradients of the function $H$ it will be denoted as $L_1(y)$ and $L_2(x)$.

**Remark 1.** In [10] a further assumption is made to ensure that the constants $L_1(y)$ and $L_2(x)$ are uniformly bounded away from zero, i.e. that there exist $\lambda_i^- > 0, i = 1, 2$ such that

$$\inf\{L_1(y^k); k \in \mathbb{N}\} \geq \lambda_1^-, \quad \inf\{L_2(x^k); k \in \mathbb{N}\} \geq \lambda_2^-.$$  \hspace{1cm} (3.3)

In our description we avoid this assumption by choosing the partial smoothness parameters $L_1(y)$ and $L_2(x)$ safely bounded away from zero, as suggested in [10, Remark 3].

The PALM algorithm with constant stepsize is reported in Algorithm 1. In there, the standard Moreau proximal mapping is employed (6): Given a lower and semicontinuous function $\sigma : \mathbb{R}^m \to (-\infty, \infty]$ and a scalar $t > 0$, the proximal map is defined as follows

$$\text{prox}_t^\sigma(x) = \arg\min_{w \in \mathbb{R}^m} \left\{ \sigma(w) + \frac{t}{2} \| w - x \|_2^2 \right\}.$$  \hspace{1cm} (3.4)
**Algorithm 1 PALM (with constant stepsize)**

1. **Input:** \((x_0, y_0) \in \mathbb{R}^n \times \mathbb{R}^m, \eta_1, \eta_2 > 1, \mu_1, \mu_2 > 0\)
2. **for** \(k = 0, 1, \ldots, \) **do**
3. **Update** \(x\): Set \(L_1'(y_k) = \max\{\eta_1 L_1'(y_k), \mu_1\}\) and \(\bar{\alpha}_{k,1} = 1/L_1''(y_k)\) and compute
   \[ x_{k+1} = \text{prox}_{\bar{\alpha}_{k,1}}^{f_1} (x_k - \bar{\alpha}_{k,1} \nabla H(x, y_k)) \]  
   (3.5)
4. **Update** \(y\): Set \(L_2'(x_{k+1}) = \max\{\eta_2 L_2'(x_{k+1}), \mu_2\}\) and \(\bar{\alpha}_{k,2} = 1/L_2''(x_{k+1})\) and compute
   \[ y_{k+1} = \text{prox}_{\bar{\alpha}_{k,2}}^{f_2} (y_k - \bar{\alpha}_{k,2} \nabla y H(x_{k+1}, y_k)) \]  
   (3.6)
5. **end for**

PALM alternates the minimization on the two blocks \((x, y)\) and makes explicit use of the smoothness parameters \(L_1'(y_k)\) and \(L_2'(x_k)\). When these parameters are not available, they can be approximated by using a backtracking strategy. Indeed, setting \(\Psi_1(x, y) := H(x, y) + f_1(x)\) and \(L_{0,1} = 1\), at each iteration \(k > 1\), the procedure starts with \(L_{k,1} = L_{k-1,1}\) and then \(L_{k,1}\) is increased by a constant factor, typically doubled, until the following sufficient decrease condition is met

\[ \Psi_1(x_{k+1}, y_k) \leq \Psi_1(x_k, y_k) + \langle \nabla_x H(x_k, y_k), x_{k+1} - x_k \rangle + \frac{L_{k,1}}{2} \|x_{k+1} - x_k\|^2. \]  
(3.7)

Then, the stepsize \(\bar{\alpha}_{k,1}\) is taken as the reciprocal of the found value (analogously for \(\bar{\alpha}_{k,2}\), where we set \(\Psi_2(x, y) := H(x, y) + f_2(y)\)). The following theorem reports the main convergence result proved for the original PALM algorithm and successively extended to all PALM-type algorithms.

**Theorem 3.1.** Suppose that \(\Psi\) is semi-algebraic such that Assumptions A hold. Let \(\{z_k\} = \{(x_k, y_k)\}\) be a bounded sequence generated by PALM in Algorithm 1. Then the sequence \(\{z_k\}\) has finite length, that is \(\sum_{k=1}^{\infty} \|z_{k+1} - z_k\| < \infty\), and converges to a critical point \(z^*\) of \(\Psi\).

### 4. The spectral PALM algorithm (sPALM)

Starting from the PALM framework, we propose sPALM that, for each coordinate block, employs a spectral gradient step in the smooth part of the operator, while maintaining a proximal step for the non-smooth part. More precisely, sPALM uses a spectral stepsize in each variable block in combination with an Armijo-type backtracking strategy ensuring the overall convergence. Spectral gradient methods are well-known optimization strategies for the solution of large scale unconstrained and constrained optimization problems. These algorithms are rather appealing for their simplicity, low-cost per iteration (gradient-type algorithms) and good practical performance due to a clever choice of the step length. The key to the success of these approaches, also known as Barzilai-Borwein methods from the pioneering work, lies in the explicit use of first-order information of the cost function on the one hand and, on the other hand,
in the implicit use of second-order information embedded in the step length through a rough approximation of the cost function Hessian. While spectral gradient methods were first proposed for convex quadratic problems, they have been widely used in a large variety of more general contexts [13, 35, 36].

Spectral stepsizes have also been used in [11] in the context of convex constrained optimization problems. Indeed the proposed Cyclic Block Coordinate Gradient Projection algorithm in [11] makes use of spectral stepsizes when applied to non-negative matrix factorizations. However, these steps are used to determine an approximate solution of the minimization problem for each variable block, and they do not use information from the previous iteration of the alternating algorithm. To the best of our knowledge, the use of spectral stepsizes embedded in an alternating algorithm for non-convex non-smooth problems of the form (3.1) has remained so far unexplored. We contribute to fill this gap.

Classical spectral stepsizes, also known as BB stepsizes from the initials of Barzilai and Borwein, are motivated by the quasi-Newton approach, where the inverse of the Hessian matrix is replaced by a multiple of the identity matrix [4]. Consider the case of the partial Hessian \( \nabla_{xx} H \) (the case of \( \nabla_{yy} H \) is analogous). For a given iteration \( k \), let \( s_k = x_{k+1} - x_k \) and \( g_k = \nabla_x H(x_{k+1}, y_k) - \nabla_x H(x_k, y_k) \) be the difference between two consecutive iterates and corresponding gradient values. Then \( \nabla_{xx} H(x_{k+1}, y_k) \) is approximated by \( \alpha_{k+1}^{-1} I \) where the positive scalar \( \alpha_{k+1} \) is defined by either of the following BB values

\[
\alpha_{k+1}^{BB1} = \arg\min_{\alpha} \| \alpha^{-1} s_k - g_k \| \quad \text{or} \quad \alpha_{k+1}^{BB2} = \arg\min_{\alpha} \| s_k - \alpha g_k \|
\]

that is,

\[
\alpha_{k+1}^{BB1} = \frac{s_k \cdot s_k}{s_k \cdot g_k} \quad \text{or} \quad \alpha_{k+1}^{BB2} = \frac{s_k \cdot g_k}{g_k \cdot g_k}. \tag{4.1}
\]

A variety of different rules based on suitable adaptive combinations of \( \alpha_{k+1}^{BB1} \) and \( \alpha_{k+1}^{BB2} \) have been proposed in the literature in the solution of “single block variable” nonlinear optimization problems and it was observed experimentally that alternating the two stepsizes along iterations is beneficial for the performance, see [13, 35] and references therein. We report in Algorithm 2 a simple alternating rule based on [27] that gives the best results in our numerical experiments (see Section 6). Other rules can be equally adapted within sPALM. The inclusion of threshold values in Algorithm 2 ensures that the \( \alpha \)'s remain bounded. The overall sPALM scheme is reported in Algorithm 2.

**Remark 2.** Under Assumption A, conditions (4.3) and (4.5) in Algorithm 3 are satisfied in a finite number of backtracking steps. For instance, from the descent lemma, see e.g. [10, Lemma 1], for any \( x \) defined by \( x = \text{prox}_1^{f_1} \alpha (x_k - \alpha \nabla_x H(x_k, y_k)) \) we have that

\[
\Psi_1(x, y_k) \leq \Psi_1(x_k, y_k) - \frac{1}{2} \left( \frac{1}{\alpha} - L_1(y_k) \right) \| x - x_k \|_2^2,
\]

and condition (4.3) is satisfied for \( \alpha \leq \frac{1- \delta_1}{L_1(y_k)} \). Therefore, backtracking terminates with \( \bar{\alpha}_{k,1} \geq \min \left\{ \alpha_{k,1}, \frac{\rho_1 (1- \delta_1)}{L_1(y_k)} \right\} \geq \min \left\{ \alpha_{\min}, \frac{\rho_1 (1- \delta_1)}{\lambda_1} \right\} \). Similarly for condition (4.5).

In the following we set up the theoretical tools for proving a convergence result analogous to that of Theorem 5.1 by exploiting the proof of methodology introduced
Algorithm 2 Computation of the spectral stepsize $\alpha_{k+1,i}$, $i = 1$ or $i = 2$

1: **Input:** $s_{k,i}, g_{k,i}, 0 < \alpha_{\min} \leq \alpha_{\max}$.
2: if $(s_{k,i}, g_{k,i}) > 0$ then
3: if $k$ is odd then
4: $\alpha_{k+1,i} = \max \{\alpha_{\min}, \min \{\alpha_{BB1}, \alpha_{\max}\}\}$ with $\alpha_{BB1} = \frac{\langle s_{k,i}, s_{k+1,i} \rangle}{\|s_{k,i}\|^2}$
5: else
6: $\alpha_{k+1,i} = \max \{\alpha_{\min}, \min \{\alpha_{BB2}, \alpha_{\max}\}\}$ with $\alpha_{BB2} = \frac{\langle s_{k,i}, g_{k,i} \rangle}{\|g_{k,i}\|^2}$
7: end if
8: else
9: $\alpha_{k+1,i} = 1$
10: end if

Algorithm 3 sPALM

1: **Input:** $(x_0, y_0) \in \mathbb{R}^n \times \mathbb{R}^m$, $\rho_1, \rho_2, \rho_3, \rho_4 \in (0, 1)$, $0 < \alpha_{\min} \leq \alpha_{\max}$, $\alpha_{0,1}, \alpha_{0,2} \in [\alpha_{\min}, \alpha_{\max}]$.
2: for $k = 0, 1, \ldots$ do
3: **Update** $x$: Set

$$x_{k+1} = \text{prox}_{\frac{f_1}{2\bar{\alpha}_{k,1}}} (x_k - \bar{\alpha}_{k,1} \nabla_x H(x_k, y_k))$$ (4.2)

where $\bar{\alpha}_{k,1} = \rho_1^k \alpha_{k,1}$ and $\bar{k}$ is the smallest nonnegative integer for which the following condition is satisfied,

$$\Psi_1(x_{k+1}, y_k) \leq \Psi_1(x_k, y_k) - \frac{\delta_1}{2\bar{\alpha}_{k,1}} \|x_{k+1} - x_k\|^2_2$$ (4.3)

4: Compute $\alpha_{k+1,1} \in [\alpha_{\min}, \alpha_{\max}]$ using Algorithm 2 with $s_{k,1} = x_{k+1} - x_k$ and $g_{k,1} = \nabla_x H(x_{k+1}, y_k) - \nabla_x H(x_k, y_k)$.
5: **Update** $y$: Set

$$y_{k+1} = \text{prox}_{\frac{f_2}{2\bar{\alpha}_{k,2}}} (y_k - \bar{\alpha}_{k,2} \nabla_y H(x_{k+1}, y_k))$$ (4.4)

where $\bar{\alpha}_{k,2} = \rho_2^k \alpha_{k,2}$ and $\bar{j}$ is the smallest nonnegative integer for which the following condition is satisfied,

$$\Psi_2(x_{k+1}, y_{k+1}) \leq \Psi_2(x_{k+1}, y_k) - \frac{\delta_2}{2\bar{\alpha}_{k,2}} \|y_{k+1} - y_k\|^2_2$$ (4.5)

6: Compute $\alpha_{k+1,2} \in [\alpha_{\min}, \alpha_{\max}]$ using Algorithm 2 with $s_{k,2} = y_{k+1} - y_k$ and $g_{k,2} = \nabla_y H(x_{k+1}, y_{k+1}) - \nabla_y H(x_{k+1}, y_k)$.
7: end for

in [10] (see also [10], Section 3]). Standard notation and definitions of non-smooth analysis will be used, see, e.g., [39]. The convergence of sPALM is then a consequence of the convergence analysis carried out in [10] and relies on the following lemma.

**Lemma 4.1.** Suppose Assumption $A$ holds. Let $\{z_k\} = \{(x_k, y_k)\}$ be a bounded sequence generated by sPALM from a starting point $z_0$ and let $\omega(z_0)$ be the set of all
limit points of \( \{ z_k \} \). Then the following conditions hold.

**C1)** There exists a positive scalar \( \gamma_1 \) such that
\[
\gamma_1 \| z_{k+1} - z_k \|_2^2 \leq \Psi(z_k) - \Psi(z_{k+1});
\]

**C2)** There exists a positive scalar \( \gamma_2 \) such that for some \( w_k \in \partial \Psi(z_k) \) we have
\[
\| w_k \|_2 \leq \gamma_2 \| z_k - z_{k-1} \|,
\]
for \( k = 0, 1, \ldots \);

**C3)** Each limit point in the set \( \omega(z_0) \) is a critical point for \( \Psi \).

Proof. We first observe that the stepsizes \( \alpha_{k,1} \) and \( \bar{\alpha}_{k,2} \) remain bounded for all \( k \). Indeed, since \( \alpha_{k,1} \in [\alpha_{\min}, \alpha_{\max}] \) we have that \( \bar{\alpha}_{k,1} = \rho_1^k \alpha_{k,1} \leq \alpha_{\max} \) as \( \rho_1 \in (0,1) \) and \( i_k \geq 0 \). Moreover, \( \bar{\alpha}_{k,1} \) and \( \bar{\alpha}_{k,2} \) are uniformly bounded from below, see Remark 2.

Item C1) can be proved as follows. Fix \( k \geq 0 \) and sum the inequalities (4.3) and (4.5), so as to obtain
\[
\Psi_1(x_{k+1}, y_k) + \Psi_2(x_{k+1}, y_{k+1}) \leq \Psi_1(x_k, y_k) + \Psi_2(x_{k+1}, y_k)
- \frac{\delta_1}{2 \bar{\alpha}_{k,1}} \| z_{k+1} - z_k \|_2^2 - \frac{\delta_2}{2 \bar{\alpha}_{k,2}} \| y_{k+1} - y_k \|_2^2.
\]

Recalling the definition of \( \Psi_1 \) and \( \Psi_2 \) around (3.7) we obtain
\[
\Psi(x_{k+1}, y_{k+1}) \leq \Psi(x_k, y_k) - \frac{\delta_1}{2 \bar{\alpha}_{k,1}} \| z_{k+1} - z_k \|_2^2 - \frac{\delta_2}{2 \bar{\alpha}_{k,2}} \| y_{k+1} - y_k \|_2^2
\]
\[
\leq \Psi(x_k, y_k) - \frac{\delta_1}{2 \alpha_{\max}} \| z_{k+1} - z_k \|_2^2 - \frac{\delta_2}{2 \alpha_{\max}} \| y_{k+1} - y_k \|_2^2,
\]
from which Item C1) follows, with \( \gamma_1 = \frac{1}{\alpha_{\max}} \min \{ \delta_1, \delta_2 \} \).

The proofs of items C2) and C3) follow the lines of the proofs of [10, Lemmas 4 and 5]. Indeed, from the definition of the proximal map and the iterative steps (4.2) and (4.3), we have that
\[
x_k = \arg\min_{x \in \mathbb{R}^n} \left\{ \langle \nabla_x H(x_{k-1}, y_{k-1}), x - x_{k-1} \rangle + \frac{1}{2 \alpha_{k,1}} \| x - x_{k-1} \|_2^2 + f_1(x) \right\}
\]
and
\[
y_k = \arg\min_{y \in \mathbb{R}^m} \left\{ \langle \nabla_y H(x_k, y_{k-1}), y - y_{k-1} \rangle + \frac{1}{2 \alpha_{k,2}} \| y - y_{k-1} \|_2^2 + f_2(y) \right\}.
\]
Using the fact that \( \bar{\alpha}_{k,1} \) and \( \bar{\alpha}_{k,2} \) are bounded for all \( k \) the results follow.

We can now state a convergence result for sPALM.

**THEOREM 4.2.** Suppose that \( \Psi \) is semi-algebraic such that Assumption A holds. Let \( \{ z_k \} = \{(x_k, y_k)\} \) be a bounded sequence generated by sPALM. Then the sequence \( \{ z_k \} \) has finite length and converges to a critical point \( z^* \) of \( \Psi \).

Proof. The proof follows by using Lemma 4.1 and applying the proof methodology proposed in [10].

**REMARK 3.** Algorithm 1 and Algorithms 2-3 can be extended to the general setting involving \( p > 2 \) blocks, that is, problems of the form
\[
\min_{x_i \in \mathbb{R}^n} \Psi(x_1, \ldots, x_p) := H(x_1, \ldots, x_p) + \sum_{i=1}^p f_i(x_i), \quad (4.6)
\]
for which Theorems 3.1 and 4.2 hold. When variable blocks are matrices, all PALM-type algorithms can be extended to the matrix optimization setting by using the trace matrix scalar product and the Frobenius norm in place of the vector scalar product and the vector 2-norm, respectively.
5. Application of the PALM framework to DL. The PALM methodology can be applied to the DL problem in the matrix setting; see, e.g., [33][34]. We provide a general framework for DL leading to convergent schemes, that can also be employed in the case of the tensor formulation.

In the matrix case, problem (2.1) can be equivalently formulated as

$$\min_{D,X} \|Y - DX\|^2_F + \delta_{\Omega_{n,k}}(D) + \delta_{\Gamma^{(\tau)}}(X), \quad (5.1)$$

where $\delta_{\Omega_{n,k}}$ and $\delta_{\Gamma^{(\tau)}}$ are indicator functions over the sets $\Omega_{n,k}$ and $\Gamma^{(\tau)}$ defined in (2.2) and (2.3), respectively. Given a non-empty and closed set $\Omega \subseteq \mathbb{R}^{m \times n}$, we recall that the indicator function $\delta_{\Omega} : \mathbb{R}^{m \times n} \to (-\infty, +\infty]$ is given by

$$\delta_{\Omega}(A) = \begin{cases} 0 & \text{if } A \in \Omega \\ +\infty & \text{otherwise}. \end{cases} \quad (5.2)$$

The formulation (5.1) has clearly the form (5.1) with $H(D, X) = \|Y - DX\|^2_F$, $f_1(D) = \delta_{\Omega_{n,k}}(D)$ and $f_2(X) = \delta_{\Gamma^{(\tau)}}(X)$. For these functions, it has been proved in [33][34] that Assumptions A1-A4 hold and that the Lipschitz moduli for the partial gradients $\nabla_X H$ and $\nabla_D H$ are given, respectively, by

$$L_X = 2\|DT\|_2 \quad \text{and} \quad L_D = 2\|XX^T\|_2. \quad (5.3)$$

The overall objective function is semi-algebraic: $H$ is a real polynomial function, while $f_1$ and $f_2$ are indicator functions of semi-algebraic sets, and thus semi-algebraic as well. Assuming that the sequence of iterates generated by PALM is bounded and being $H$ twice continuously differentiable, PALM is thus guaranteed to converge to a critical point of problem (5.1), see Theorem 3.1. The same argument can be applied to sPALM invoking Theorem 4.2 and to the other PALM variants. We next give the explicit form of the BB stepsizes, where $(X_k, D_k)$ play the role of $(x_k, y_k)$ in Algorithms 2.3 and show some key bounds.

**Proposition 5.1.** Let $S_k = X_{k+1} - X_k$ and $T_k = D_{k+1} - D_k$ be computed at the $k$th iteration of sPALM applied to problem (5.1). Assume that $(S_k, (D^T_k D_k)S_k) \neq 0$ and $(T_k, T_k(X_{k+1}X^T_{k+1})) \neq 0$. Then the BB stepsizes take the form

$$\alpha_{X_{k+1}}^{BB1} = \frac{1}{2} \frac{\langle S_k, S_k \rangle}{\langle S_k, (D^T_k D_k)S_k \rangle} \quad \text{and} \quad \alpha_{X_{k+1}}^{BB2} = \frac{1}{2} \frac{\langle S_k, (D^T_k D_k)S_k \rangle}{\langle (D^T_k D_k)S_k, (D^T_k D_k)S_k \rangle}$$

$$\alpha_{D_{k+1}}^{BB1} = \frac{1}{2} \frac{\langle T_k, T_k \rangle}{\langle T_k, T_k(X_{k+1}X^T_{k+1}) \rangle} \quad \text{and} \quad \alpha_{D_{k+1}}^{BB2} = \frac{1}{2} \frac{\langle T_k, T_k(X_{k+1}X^T_{k+1}) \rangle}{\langle T_k(X_{k+1}X^T_{k+1}), T_k(X_{k+1}X^T_{k+1}) \rangle},$$

and the following bounds hold

$$\frac{1}{L_{X_k}} \leq \alpha_{X_{k+1}}^{BB2} \leq \min \left\{ \alpha_{X_{k+1}}^{BB1}, \frac{1}{2\sigma_{min}(D_k)} \right\}$$

and

$$\frac{1}{L_{D_{k+1}}} \leq \alpha_{D_{k+1}}^{BB2} \leq \min \left\{ \alpha_{D_{k+1}}^{BB1}, \frac{1}{2\sigma_{min}(X_{k+1})} \right\} \quad (5.4)$$
where \( \sigma_{\min}(D_k) \) and \( \sigma_{\min}(X_{k+1}) \) are the smallest nonzero singular values of \( D_k \) and \( X_{k+1} \), respectively, and \( L_D \) and \( L_X \) are given in (5.3).

Proof. From the definitions of \( \alpha_{k+1}^{BB1} \) and \( \alpha_{k+1}^{BB2} \) in (4.1) and from observing that \( \nabla_X H = -2D^T(Y - DX) \) and \( \nabla_D H = -2(Y - DX)X^T \), we get the form of the BB stepsizes \( \alpha_{k+1}^{BB1}, \alpha_{k+1}^{BB2}, \alpha_{k+1}^{BB1} \) and \( \alpha_{k+1}^{BB2} \). Moreover, the partial Hessians of \( H \) have the form \( \nabla_X X H = I \otimes 2(D^T D), \nabla_D D H = 2(XX^T) \otimes I \) and are positive semidefinite. Therefore the 2-norm Lipschitz constants are \( L_X = \lambda_{\max}(\nabla_X X H) \) and \( L_D = \lambda_{\max}(\nabla_D D H) \).

Let us consider the stepsizes \( \alpha_{k+1}^{BB1} \) and \( \alpha_{k+1}^{BB2} \). We observe that they are the reciprocal of Rayleigh quotients for \( 2(D_k^T D_k) \) and \( 2(D_k D_k^T) \), using \( S_k \) and \( D_k S_k \), respectively, as \( \alpha_{k+1}^{BB2} = \frac{1}{2} \|D_k S_k\|^2_F / \langle D_k S_k, (D_k D_k^T)(D_k S_k) \rangle \). Moreover,

\[
\alpha_{k+1}^{BB2} = \frac{1}{2} \frac{\langle S_k, S_k \rangle}{\|S_k\|^2_F} \frac{\langle S_k, (D_k^T D_k) S_k \rangle^2}{\langle (D_k^T D_k) S_k, (D_k^T D_k) S_k \rangle} = \alpha_{k+1}^{BB1} \frac{\|S_k\|^2_F}{\|S_k\|^2_F} \frac{\|D_k^T D_k S_k\|^2_F}{\|D_k^T D_k S_k\|^2_F} = \alpha_{k+1}^{BB1} \cos^2 \phi_k
\]

where \( \phi_k \) is the angle between the vectorization \( s_k \) of \( S_k \) and \( (I \otimes (D_k^T D_k)) s_k \). Therefore,

\[
\alpha_{k+1}^{BB1} \geq \alpha_{k+1}^{BB2} \geq \frac{1}{\lambda_{\max}(2(D_k^T D_k))} = \frac{1}{L_X k}.
\]

Finally, let \( D_k = D_k^T D_k \geq 0 \). Then \( \alpha_{k+1}^{BB2} = \frac{1}{2} \|D_k S_k\|^2_F / \|D_k S_k\|^2_F \leq 1/(2\sigma_{\min}(D_k)) \), where the last inequality follows from the fact that \( D_k^T S_k \) belongs to the range of \( D_k \).

The inequalities for \( \alpha_{k+1}^{BB1} \) and \( \alpha_{k+1}^{BB2} \) in (5.4) can be derived analogously. \( \square \)

Proposition 5.3 gives bounds on the BB stepsizes for the case of semidefinite Hessians and shows that longer steps are made than with the reciprocal of the Lipschitz constants. These bounds generalize to the singular case known bounds for strictly quadratic functions, see, e.g., [18]. In the strictly convex quadratic case the BB stepsizes are able to sweep the spectrum of the Hessian matrix yielding faster convergence than using a standard steepest-descent method. An analogous faster convergence is expected in practice in the (only) convex case.

Similarly, this approach can be applied to the classification problem (2.9), see [13].

We next illustrate the main contribution of this section by showing the application of the PALM framework to the tensor formulation (2.6), which can be rewritten as

\[
\min_{G_1,G_2,G_3,X} H(G_1,G_2,G_3,X) + \delta_{k(n_e)}(X_{[1]} + \delta_{n_1,n_2}(G_1) + \delta_{n_1,n_2}(G_2) + \delta_{n_1}(G_3), (5.5)
\]

where \( H(G_1,G_2,G_3,X) = \|Y - (G_1 \times G_2 \times G_3) \times X\|^2_F \). We determine explicit values for the Lipschitz constants of the partial gradient of \( H \) in (5.5), where \( L_S \) is the Lipschitz constant of \( H \) corresponding to the variable \( S \) in the \( \| \cdot \|_2 \) norm.

**Proposition 5.2.** Set \( G_2 = (G_2)_{[2]}, X = X_{[1]}, Y = Y_{[2]} \) and consider

\[
H(G_1,G_2,G_3,X) = \|Y - (I_{n_2} \otimes G_1) G_2 G_3 X\|^2_F.
\]

If \( G_1, G_2 \) did not have orthonormal columns, upper bounds for the Lipschitz constants could still be obtained.
Then the partial gradients of $H$ are globally Lipschitz. For $G_1, G_2$ having orthonormal columns, the Lipschitz constants satisfy

$$L_X = 2\|G_3\|_2^2, \quad L_G = 2\|G_3X\|_2^2, \quad L_G = 2\|X\|_2^2,$$

and $L_G = 2\|\sum_{i=1}^p (A_i A_i^T)\|_2$, where $A_i \in \mathbb{R}^{n_1 \times n_2}$ is the matricization of the $i$th column of $A = G_2G_3X$.

Proof. By direct computation the following expressions for the partial gradients of $H$ hold:

$$\nabla_X H = 2 ((I_{n_2} \otimes G_1) G_2G_3)^T (Y + (I_{n_2} \otimes G_1) G_2G_3X)$$

$$\nabla_G H = 2 \sum_{i=1}^p (Y_i + G_1 A_i) A_i^T$$

$$\nabla_G X = 2 (I_{n_2} \otimes G_1)^T (Y + (I_{n_2} \otimes G_1) G_2G_3X) (G_3X)^T$$

$$\nabla_G X = 2G_2^T (I_{n_2} \otimes G_1)^T (Y + (I_{n_2} \otimes G_1) G_2G_3X) X^T$$

where $A_i \in \mathbb{R}^{n_1 \times n_2}$ and $Y_i \in \mathbb{R}^{n_1 \times n_2}$ are the matricization of the $i$th column of $A = G_2G_3X$ and $Y$, respectively.

Using these expressions we show that each partial gradient is globally Lipschitz. In doing so, we derive Lipschitz constants by exploiting the orthonormality of the columns of $G_1$ and $G_2$. For any $\tilde{X}$ and $X$ we get

$$\|\nabla_X H(G_1, G_2, G_3, \tilde{X}) - \nabla_X H(G_1, G_2, G_3, X)\|_2$$

$$= 2\|G_3^T G_2^T (I_{n_2} \otimes G_1)^T (I_{n_2} \otimes G_1) G_2G_3 (\tilde{X} - X)\|_2$$

$$= 2\|G_3^T G_2^T G_3 (\tilde{X} - X)\|_2 \leq L_X \|\tilde{X} - X\|_2,$$

with $L_X = 2\|G_3^T G_2^T\|_2 = 2\|G_3\|_2^2$. In a similar manner we obtain the following inequalities for $\nabla_G H, i = 1, 2, 3$.

In particular, for any $G_1$ and $\hat{G}_1$ we get

$$\|\nabla_{G_1} H(\hat{G}_1, G_2, G_3, X) - \nabla_{G_1} H(G_1, G_2, G_3, X)\|_2$$

$$= 2\|\sum_{i=1}^p (\hat{G}_1 - G_1) A_i A_i^T\| \leq L_{G_1} \|(\hat{G}_1 - G_1)\|,$$

with $L_{G_1} = 2\|\sum_{i=1}^p A_i A_i^T\|_2$. Moreover, for any $G_2$ and $\hat{G}_2$, we have

$$\|\nabla_{G_2} H(G_1, G_2, G_3, \hat{X}) - \nabla_{G_2} H(G_1, \hat{G}_2, G_3, X)\|_2$$

$$= 2\|(I_{n_2} \otimes G_1)^T (I_{n_2} \otimes G_1)(\hat{G}_2 - \hat{G}_2)G_3X(G_3X)^T\|_2$$

$$= 2\|(\hat{G}_2 - \hat{G}_2)G_3X(G_3X)^T\|_2 \leq L_{G_2} \|(\hat{G}_2 - \hat{G}_2)\|_2,$$

where $L_{G_2} = 2\|G_3X(X^T G_2^T)\|_2 = 2\|G_3X\|_2^2$. Finally, for any $G_3$ and $\hat{G}_3$ we have

$$\|\nabla_{G_3} H(G_1, G_2, G_3, X) - \nabla_{G_3} H(G_1, G_2, \hat{G}_3, X)\|_2$$

$$= 2\|G_3^T (I_{n_2} \otimes G_1)^T (I_{n_2} \otimes G_1) G_2(\hat{G}_3 - \hat{G}_3)XX^T\|_2$$

$$= 2\|(\hat{G}_3 - \hat{G}_3)XX^T\|_2 \leq L_{G_3} \|(\hat{G}_3 - \hat{G}_3)\|_2,$$

where $L_{G_3} = 2\|XX^T\|_2 = 2\|X\|_2^2$. □
As an implementation remark, we observe that the computation of the partial gradients can avoid the explicit calculation of the Kronecker product $I \otimes G_\ell$. Indeed, using the orthogonality of $I \otimes G_\ell$ and the properties of the Kronecker product, the partial gradient $\nabla_X H$ in Proposition 5.2 above can be computed as $\nabla_X H = G^{\ell T}G^{\ell T}(-G^{\ell T} + G_\ell G_\ell X)$, where $G = \text{reshape}(G_\ell, \text{reshape}(Y, [n_1, n_2, \ell]), [\ell, n_2, \ell])$. The same applies to all the partial gradients in Proposition 5.2.

Since PALM-type algorithms at each iteration require the computation of a proximal step in each variable block, we now give the formal expression of proximal operators for the three indicator functions in (5.5). We recall that the proximal map of an indicator function $\Theta$ is the hard-thresholding function that selects the $\tau$ largest elements (in absolute value) of each column of $A$ and zeroes all the others. We define

$$\text{hard}_\tau(A) = \begin{cases} a, & \text{if } |a| > \tau \text{ for some } a \in A \\
0, & \text{otherwise} \end{cases}$$

(i) Let $\Theta_{m,n} \subseteq \mathbb{R}^{m \times n}$ be defined in (2.2). Then $P_{\Theta_{m,n}}(A) = U\Sigma V^T$, where $U$ and $V$ are respectively the left and right singular matrices of $A$.

(ii) Let $\Omega_{m,n} \subseteq \mathbb{R}^{m \times n}$ be defined in (2.2). Then $P_{\Omega_{m,n}}(A) = AS^{-1}$, where $S \in \mathbb{R}^{n \times n}$ is a diagonal matrix whose diagonal elements are the norm of the columns of $A$.

(iii) Let $\Gamma_{m,n} \subseteq \mathbb{R}^{m \times n}$ be defined in (2.3). Then $P_{\Gamma_{m,n}}(A) = \text{hard}_\tau(A)$, where $\text{hard}_\tau$ is the hard-thresholding function that selects the $\tau$ largest elements (in absolute value) of each column of $A$ and zeroes all the others.

**Proof.** For $B \in \Omega \subseteq \mathbb{R}^{m \times n}$ having unit norm columns, we have that $\|A - B\|_F^2 = \text{trace}(A^T A) - 2\text{trace}(B^T A) + n$ and thus solving (5.8) is equivalent to finding $B = \text{argmax}_B \text{trace}(A^T B)$.

(i) For $\Omega = \Theta_{m,n}$, let $A = U\Sigma V^T$ be the SVD of $A$, and let $\tilde{n} = \min\{m, n\}$. Then

$$\text{trace}(B^T A) = \text{trace}(B^T U\Sigma V^T) = \text{trace}(V^T B^T U\Sigma) = \sum_{i=1}^{\tilde{n}} z_{ii} \sigma_i \leq \sum_{i=1}^{\tilde{n}} \sigma_i,$$

where $z_{ii}$ is the $i$th diagonal element of $Z = V^T B^T U$ and $\sigma_i$ are the singular values of $A$. In particular, note that $z_{ii} \leq 1$ as $\epsilon_i^2 V^T B^T U e_j \leq \|V e_i\| \|B\| \|U e_j\| = 1$. The upper bound is reached for $Z$ equal to the identity matrix, which is obtained for $B = UV^T$.

(ii) For $\Omega = \Omega_{m,n}$ and $A = [a_1, \ldots, a_n], B = [b_1, \ldots, b_n]$ with $\|b_j\| = 1, j = 1, \ldots, n$, it holds that

$$\text{trace}(B^T A) = \sum_{j=1}^n b_j^T a_j = \sum_{j=1}^n \cos(\theta_j) \|a_j\|_2 \leq \sum_{j=1}^n \|a_j\|_2,$$

where $\theta_j \in [0, \frac{\pi}{2}]$, and the upper bound is reached for $b_j = a_j / \|a_j\|_2$.

(iii) The statement follows from [10] Section 4.

Algorithm 4 describes the general PALM scheme with constant stepsize applied to the tensor formulation (5.5), that is therefore named PALM-DL-TT. The Lipschitz moduli $L_X, L_G, i = 1, 2, 3$ are as introduced in Proposition 5.2. This algorithm will be a reference competitor for our new method in the reported numerical experiments.
Algorithm 4 PALM-DL-TT

1: Input: Data matrix $\mathcal{Y} \in \mathbb{R}^{n_1 \times n_2 \times n_3 \times n_4 \times n_p}$, initial values for $G_1 \in \mathbb{R}^{n_1 \times r_1}$, $G_2 \in \mathbb{R}^{r_1 \times n_2 \times k}$, $G_3 \in \mathbb{R}^{r_2 \times k}$ and $\mathbf{X} \in \mathbb{R}^{k \times n_3 \times n_4 \times n_p}$, maximum number $\tau$ of non-zero elements of each fiber of $\mathbf{X}$, $\eta_1, \eta_2, \eta_3, \eta_4 > 1$, $\mu_1, \mu_2, \mu_3, \mu_4 > 0$.
2: Set $G_2 \leftarrow (G_2)_{[2]}$ and $X \leftarrow (X)_{[1]}$.
3: Compute $G_1 = P_{\theta_{\eta_1 \cdot r_1}}(G_1)$, $G_2 = P_{\theta_{\eta_2 \cdot n_2 \cdot r_2}}(G_2)$, $G_3 = P_{\theta_{\eta_3 \cdot r_2 \cdot k}}(G_3)$, $X = P_{\Gamma_{k,n \cdot n_p}}(X)$.
4: repeat
5: $\mathbf{Update} G_1$: Set $L_{G_1}' = \max\{\eta_1 L_{G_1}, \mu_1\}$ and $\bar{\alpha}_1 = 1/L_{G_1}'$ and compute $G_1 = P_{\theta_{\eta_1 \cdot r_1}}(G_1 - \bar{\alpha}_1 \nabla G_1 H)$;
6: $\mathbf{Update} G_2$: Set $L_{G_2}' = \max\{\eta_2 L_{G_2}, \mu_2\}$ and $\bar{\alpha}_2 = 1/L_{G_2}'$ and compute $G_2 = P_{\theta_{\eta_2 \cdot n_2 \cdot r_2}}(G_2 - \bar{\alpha}_2 \nabla G_2 H)$;
7: $\mathbf{Update} G_3$: Set $L_{G_3}' = \max\{\eta_3 L_{G_3}, \mu_3\}$ and $\bar{\alpha}_3 = 1/L_{G_3}'$ and compute $G_3 = P_{\theta_{\eta_3 \cdot r_2 \cdot k}}(G_3 - \bar{\alpha}_3 \nabla G_3 H)$;
8: $\mathbf{Update} X$: Set $L_{X}' = \max\{\eta_4 L_{X}, \mu_4\}$ and $\bar{\alpha}_X = 1/L_{X}'$ and compute $X = P_{\Gamma_{k,n \cdot n_p}}(X - \bar{\alpha}_X \nabla X H)$;
9: until convergence

The TT algorithmic version of sPALM can be easily obtained following Algorithms 3 and 2 and replacing the stepsizes $\bar{\alpha}_1, \bar{\alpha}_2, \bar{\alpha}_3$ and $\bar{\alpha}_X$ with the spectral stepsizes based on Algorithm 2 and imposing the Armijo sufficient decrease condition.

Remark 4. The same considerations of Proposition 5.1 carry over to the BB stepsizes and the Lipschitz constants for the TT-DL problem (5.5).

The next theorem contains our main convergence result for PALM-DL-TT described in Algorithm 4. This result can be generalized to any PALM-type algorithm applied to the TT DL formulation (5.5).

Theorem 5.4. If the sequence generated by PALM-DL-TT in Algorithm 4 is bounded, then it converges to a critical point of the TT formulation of the DL problem (5.5) and it has finite length property.

Proof. The result is proved by observing that the function $H$ in (5.5) is twice continuously differentiable, the functions in the objective of problem (5.5) are semi-algebraic and satisfy Assumption A. Indeed, all indicator functions are proper, lower semi-continuous and semi-algebraic: the sets $\Omega_{k,n}$ and $\Gamma_{k,n \cdot n_p}$ are semi-algebraic (see [3] [33]) and $\Theta_{n,m}$ is a closed semi-algebraic set for any $n$ and $m$. Also, Proposition 5.2 ensures that Assumptions A3-A5 hold (see [10] Remark 3).

6. Numerical experiments. We numerically explore the advantages of using the spectral variant of PALM and the possible benefits of using a TT based algorithm in the solution of the image classification problem. We report experiments using the first classification strategy described in Section 2.1, that is the DL problem is first solved and then the classification matrix $W$ is determined by solving (2.8) The considered algorithms are compared in terms of efficiency and classification performance both in the matrix and tensor settings. A truncated approach for the TT formulation is also tested. Section 6.6 is devoted to the treatment of 5th order tensors, leading to a 4D implementation of our algorithms; numerical experiments on a suitable database are reported, illustrating the effectiveness of the TT approach.
6.1. Description of the databases. We consider four different databases composed of grayscale images with \( n = n_1 n_2 \) pixels of \( n_p \) persons or objects in \( n_e \) expressions, where by expression in most cases we mean different illuminations, view angles, etc. Each database can thus be naturally represented as a 4th order tensor \( Y \in \mathbb{R}^{n_1 \times n_2 \times n_e \times n_p} \). The characteristics of all databases are summarized in Table 6.1.

1. MIT-CBCL \(^5\) \cite{46} is composed by 3240 grayscale images of 10 persons in 324 different expressions. Each image is reduced \(^6\) to 15 × 15 pixels.
2. Extended Yale \(^24\) consists of more than 16,000 images of 28 subjects in 585 expressions. Each image is reduced to 20 × 15 pixels.
3. MNIST \(^32\) contains 28 × 28 size images of ten handwritten digits (from 0 to 9) split in a training set composed by 60,000 images and a test set composed by 10,000 images. The number of “expressions” for each digit varies. In Table 6.1 the minimum and maximum number of expressions is reported. For our experiments we use 2676 expressions for the training set and 892 for the test set. Notice that the variable expression is not well-defined, i.e., there is no correspondence with two different digits in the \( j \)th expression.
4. Fashion-MNIST \(^48\) contains 70,000 images of 10 different kinds of Zalando’s articles; 3,000 images per item for the training set and 1,000 for the test set were used. As for MNIST, the variable “expression” is not well-defined.

Each database of \( n_p \) persons in \( n_e \) expressions is split into 75% training and 25% test sets, so that \( n_e = 0.75 n_e \) is the total number of expressions used for training.

| Database         | pixel size (original) | pixel size (resized) | \( n_e \) | \( n_p \) |
|------------------|-----------------------|----------------------|-----------|----------|
| MIT-CBCL         | 200 × 200             | 15 × 15              | 324       | 10       |
| Ext’d Yale shrunk| 640 × 480             | 20 × 15              | 585       | 28       |
| MNIST            | 28 × 28               | 28 × 28              | [892, 6742]| 10       |
| Fashion MNIST    | 28 × 28               | 28 × 28              | 7000      | 10       |

Table 6.1: Pixel size, number of expressions and persons of all databases.

6.2. Experimental setting. We consider different PALM-type algorithms for the solution of the matrix and tensor DL problems in (2.1) and (2.6), respectively. All the numerical experiments were conducted on one node HPE ProLiant DL560 Gen10 with 4 Intel(R) Xeon(R) Gold 6140 CPU @ 2.30GHz and 100 of the 512 Gb of RAM using Matlab R2019a. We consider the classification rate as performance measure, that is, the percentage of correctly classified persons or objects over the total number of test images.

As starting approximations for the tested algorithms, a random dictionary \( D \in \mathbb{R}^{n_1 \times n_2 \times k} \) with unit norm frontal slices and a sparse random tensor \( X \in \mathbb{R}^{k \times n_e \times n_p} \) with at most \( \tau \) non-zero elements per column fiber were used. Then, for the matrix formulation we set \( Y = Y^{[2]}, D = D^{[2]} \) and \( X = X^{[1]} \). A similar choice is made also for the Tensor-Train setting where \( G_1, G_2 \) and \( G_3 \) are initialized as the TT-cores of \( D \). The parameter \( k \) is set such that \( n < k < n_e n_p \) as is common in dictionary learning. More precisely, we set \( k = 441 \) for the face databases, \( k = 1225 \) for the...
Table 6.2: All methods employed in our experiments.

| Method          | Description                                           |
|-----------------|-------------------------------------------------------|
| PALM-DL         | PALM using computation of the exact Lipschitz constant |
| iPALM-DL       | iPALM using computation of the exact Lipschitz constant |
| iPALMbt-DL     | iPALM using backtracking to estimate the Lipschitz constant |
| sPALM-DL       | sPALM based on Algorithms 2-3                        |
| PALM-DL-TT     | PALM using computation of the exact Lipschitz constant as in Algorithm 4 |
| sPALM-DL-TT    | sPALM based on Algorithms 2-3                        |

Fashion MNIST and $k = 1600$ for the MNIST. The sparsity parameter $\tau$ depends on the number of classes, $n_p$, of the database and is set to $4n_p$ for all the databases except MNIST for which $\tau = 2n_p$. Other choices of these parameters have been explored. However, we just report the results for these values of $k$ and $\tau$ which seem to exhibit higher classification rate.

We consider the PALM-type algorithms described in Table 6.2. The iPalm algorithm is a variant of PALM, where inertial steps are computed to accelerate convergence [10]. More precisely, given some positive scalars $\xi_1^k$ and $\xi_2^k$, the iterate updates in (3.5) and (3.6) in Algorithm 1 are modified as

$$\tilde{x}_k = x_k + \xi_1^k (x_k - x_{k-1}),$$

$$x_{k+1} = \text{prox}_{f_1/\bar{\alpha}_k,1} \left( \tilde{x}_k - \tilde{\alpha}_k,1 \nabla H(\tilde{x}_k, y_k) \right),$$

and analogously for the update of the $y$ block using $\xi_2^k$. The choice of $\xi_1^k$ and $\xi_2^k$ is crucial both for the convergence and the acceleration speed of iPalm; setting $\xi_1^k = \xi_2^k = 0$ corresponds to the original PALM. Following the analysis in [10] for the nonconvex case, also the value of $\eta_1$ and $\eta_2$ should suitably depend on $\xi_1^k$ and $\xi_2^k$, but we found that in practice the choice $\eta_1 = \eta_2 = 1$ yields much better performance. These values have also been adopted for PALM-DL and PALM-DL-TT based on Algorithm 4 while the $\mu$’s are set equal to $10^{-10}$. Different values for the $\xi_k$’s have been tested based on the experience in [10] and we report here results for the best performing ones, that is $\xi_1^k = \xi_2^k = 0.2$. The iPALMbt-DL implementation is a variant of iPalm where the Lipschitz constants are approximated using the backtracking strategy (doubling the attempted values) and decreasing the approximated value if a step yielded sufficient decrease (see also [11]).

Regarding implementations based on the spectral variant in Algorithms 2-3 we set: $\alpha_{\text{min}} = 10^{-10}$, $\alpha_{\text{max}} = 10^{10}$, the initial stepsizes $\alpha_0$’s are set equal to 1, $\rho$’s are set equal to 0.5 and $\delta$’s equal to $10^{-4}$.

Deriving a reliable criterion for terminating the iteration is a crucial step towards the development of a robust method. Most DL implementations in the literature rely on the number of iterations as stopping criterion. We have also implemented this choice by setting the maximum number of iterations equal to 50 in the forthcoming experiments, where the focus is on discussing the ability of the algorithms in...
classifying images. Nonetheless, we have further investigated the use of a problem-driven stopping criterion in the analysis of the convergence history of the PALM-type algorithms and report the obtained results in Appendix A.

6.3. Preliminary tests on the matrix DL classification problem. In this section we want to explore the potential of the spectral gradient step compared to that based on the Lipschitz constants in the solution of the matrix DL classification problem. To this end we compare sPALM-DL with the original PALM-DL and the inertial variants iPALM-DL and iPALMbt-DL on the four datasets described in Table 6.1.

For the considered methods and all datasets, we report in Table 6.3 the classification performance after 50 iterations and we plot in Figure 6.1 the value of $H(D, X) = \|Y - DX\|_F$ as the CPU time proceeds.

Focusing on the existing PALM variants, we observe that PALM-DL, iPALM-DL and iPALMbt-DL reached similar classification performance but iPALMbt-DL is more time consuming. The only exception is in the classification of the MNIST data set for which iPALMbt-DL gains roughly the 10% of classification rate but still at the cost of a higher CPU time (see Figure 6.1). On the other hand sPALM obtains similar percentages for MIT-CBCL and Extended Yale but higher classification performance for the largest data sets, i.e. MNIST and Fashion MNIST, and being in fact the fastest PALM variant.

| Dataset     | PALM-DL | iPALM-DL | iPALMbt-DL | sPALM-DL |
|-------------|---------|----------|------------|----------|
| MIT-CBCL    | 100%    | 100%     | 100%       | 100%     |
| Ext’d Yale shrunk | 93.7%  | 93.8%    | 94.2%      | 93.4%    |
| MNIST       | 64.6%   | 65.3%    | 76.6%      | 80.4%    |
| Fashion MNIST | 70.0%  | 70.7%    | 71.6%      | 74.3%    |

Table 6.3: Successful classification rates of PALM-DL, iPALM-DL, iPALMbt-DL, sPALM-DL on four different databases.

For the sake of completeness we also report in Table 6.4 a comparison between the classical K-SVD method \[1\] and the sPALM-DL algorithm in terms of CPU time needed to obtain a comparable value of the objective function. For this experiment, sPALM was run until the objective function value was smaller than that of the objective function obtained with two iterations of K-SVD. Notice that for all the databases, except MNIST, sPALM-DL takes less CPU time than K-SVD, although K-SVD uses optimized MEX functions written in C. Focusing on MNIST, we observe that sPALM takes 84.7 seconds to reach the value of the residual obtained by K-SVD within the 5%.

6.4. Matrix vs tensor DL classification problem. Given the training set $\mathcal{Y} \in \mathbb{R}^{n_1 \times n_2 \times n_e \times n_p}$, we now solve the DL classification problem using either a matrix or a tensor formulation. The matrix DL problem (5.1) is solved using PALM-DL and sPALM-DL. The tensor problem (5.5) is solved by PALM-DL-TT and sPALM-DL-TT. In all cases, the classification matrix $W$ is then computed by solving (2.8).

Figure 6.2 displays the classification success rate of all algorithms as the iterations proceed. The use of a spectral step results in higher classification performance for all

\[\text{We used the Matlab implementation KSVD-Box v13 of K-SVD available at http://www.cs.technion.ac.il/~ronrubin/software.html}\]
examined data. For the MIT-CBCL, sPALM based algorithms achieve the maximum classification rate after 20 iterations while PALM-DL and PALM-DL-TT need more iterations to reach the same rate. When processing MNIST the classification performance of PALM-DL and PALM-DL-TT decreases as iterations progress, suggesting overfitting, whereas a slight improvement occurs with sPALM-DL and sPALM-DL-TT. On these datasets, the Tensor-Train formulation does not seem to be beneficial for classification purposes. Computer memory limitations however may favour the tensor approach, as we will discuss in the next section.

6.5. Memory saving truncated approach. One of the challenges in dealing with huge databases is to reduce memory requirements. For a database $\mathcal{Y} \in \mathbb{R}^{n \times m \times k}$...
Fig. 6.2: Classification performance of PALM-DL, sPALM-DL, PALM-DL-TT and sPALM-DL-TT with respect to the number of iterations for four different datasets, using the formulations of Section 2.

\[ \mathbb{R}^{n_1 \times n_2 \times n_e \times n_p} \], PALM-DL and sPALM-DL store \( D \in \mathbb{R}^{n_1 \times n_2 \times k} \) and (sparse) \( X \in \mathbb{R}^{k \times n_e \times n_p} \), requiring \( m_P := n_1 n_2 k + \tau n_e n_p \) memory allocations. This quantity can be quite large in real image applications. We next investigate the possibility of truncating the tensor decomposition, possibly without interfering with the classification performance. In the Tensor-Train based algorithms PALM-DL-TT and sPALM-DL-TT storage for the arrays \( G_1 \in \mathbb{R}^{n_1 \times r_1} \), \( G_2 \in \mathbb{R}^{r_1 \times n_2 \times r_2} \), \( G_3 \in \mathbb{R}^{r_2 \times k} \) and \( X \in \mathbb{R}^{k \times n_e \times n_p} \) is required, yielding \( m_{TT} := n_1 r_1 + r_1 n_2 r_2 + r_2 k + \tau n_e n_p \) allocations. The value of \( r_2 \) determines whether the (truncated) TT approach is more memory efficient than the full scheme by comparing \( m_{TT} \) and \( m_P \). In Figure 6.3 we show the classification rates for all TT based methods on two of the datasets after 50 iterations, as \( r_2 \) varies up to the maximum value obtainable for that dataset (\( r_2 \leq 225 \) and \( r \leq 300 \) for MIT-CBCL and Extended Yale, resp.). We note that the TT variants are able to achieve good classification performance also with small values of \( r_2 \). In particular, for the MIT-CBCL and sPALM-DL-TT choosing a value of \( r_2 \) greater than 40 has no benefit on the classification performance, suggesting the use of \( r_2 = 40 \), thus reducing the overall memory costs with respect to PALM (\( m_P = 108,945 \) vs \( m_{TT} = 36,585 \)). Similarly, for Extended Yale the value \( r_2 = 150 \) can be chosen without dramatically spoiling the classification performance. In other words the Tensor-Train Decomposition enables us to store the information for classification purposes in a more compact...
manner.
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**Fig. 6.3:** Classification performance of the Tensor-Train based algorithms for different values of the TT-rank $r_2$.

### 6.6. A classification example in 4D setting

The Tensor-Train decomposition allows us to readily extend the 3D formulation, explored in the previous sections, to higher-order tensors. In the following we analyze the classification performance of PALM-DL-TT and sPALM-DL-TT for a 5th order tensor $Y \in \mathbb{R}^{n_1 \times n_2 \times n_3 \times n_4 \times n_5}$ and we compare them with their matrix versions PALM-DL and sPALM-DL. First of all, we write the TT dictionary learning problem as in [2] with $q = 3$ and $s = 5$. Furthermore, we notice that

$$\|Y - (G_1 \times G_2 \times G_3) \times X\|_F = \|Y_3 - (I_{n_2 n_3} \otimes G_1) (I_{n_3} \otimes G_2) G_3 X \|_F$$

where $G_1, G_2, G_3$ are matrices with orthonormal columns, and more precisely, $G_1 \in \Theta_{n_1, r_1}$, $(G_2)_{[2]} \in \Theta_{r_1, n_2, r_2}$, $(G_3)_{[3]} \in \Theta_{r_2 n_3, r_3}$ while $G_4 \in \Omega_{r_4, k}$ has unit norm columns. The following proposition provides an expression for the gradient of $H$ and corresponding Lipschitz constants using the orthogonality of the first three TT-cores.

**Proposition 6.1.** Let $G_2 = (G_2)_{[2]}$, $G_3 = (G_3)_{[3]}$, $X = X_{[1]}$, $Y = Y_{[3]}$ and

$$H(G_1, G_2, G_3, G_4, X) = \|Y - (I_{n_2 n_3} \otimes G_1) (I_{n_3} \otimes G_2) G_3 X\|_F^2.$$

Then the partial gradients of $H$ satisfy Assumption A3. Moreover, the following upper bounds for the Lipschitz constants hold: $L_X = 2\|G_4\|_2^2$, $L_{G_3} = 2\|G_4 X\|_2^2$, $L_{G_4} = 2\|X\|_2^2$, $L_{G_1} = 2\|\sum_{i=1}^n A_i A_i^T\|_2$, $L_{G_2} = 2\|\sum_{i=1}^n B_i B_i^T\|_2$, where $A_i \in \mathbb{R}^{r_1 \times n_2}$ is the matricization of the $i$th column of $A = (I_{n_3} \otimes G_2) G_3 X$ and $B_i \in \mathbb{R}^{r_1 \times n_2}$ is the matricization of the $i$th column of $B = G_3 X$.

**Proof.** By direct computation we obtain the following expressions for the partial gradients of $H$:

$$\nabla_X H = -2 (I_{n_2 n_3} \otimes G_1) (I_{n_3} \otimes G_2) G_3 G_4 Y + 2 (G_3 G_4)^T G_3 G_4 X$$

and $\nabla_{G_i} H = 2 \sum_{i=1}^n (-Y_i + G_1 A_i A_i^T) G_3 G_4$, where $Y_i$ denotes the matricization of the $i$th column of $Y$, $\nabla_{G_1} H = 2 \sum_{i=1}^n (-Y_i + G_1 A_i B_i B_i^T)$,

$$\nabla_{G_3} H = 2 ((I_{n_2 n_3} \otimes G_1) (I_{n_3} \otimes G_2))^T (-Y + (I_{n_2 n_3} \otimes G_1) (I_{n_3} \otimes G_2)) G_3 G_4 X (G_4 X)^T.$$
For $\nabla G_4$, we have $\nabla G_4 H = 2C^T(-Y + CG_4X)X^T$, where $C = (I_{n_2n_3} \otimes G_1)(I_{n_3} \otimes G_2)G_3$. Using these expressions we follow the proof of Proposition 5.2 to obtain the required Lipschitz moduli.

To test this formulation we consider the COIL-100 database \[37\], containing RGB images of $n_p = 100$ different objects in $n_e = 72$ view angles. For this experiment the size of each image is reduced to $16 \times 16 \times 3$ to preserve the relation among the number of pixels $n = n_1n_2n_3$, the atoms of the dictionary $k$ and the total number of images $n_e n_p$ (i.e., $n < k < n_e n_p$). The training set $\mathcal{Y}$ is composed by all the objects in $\tilde{n}_e = 54$ different view angles, corresponding to 75% of the total number of images. We set the number of atoms to $k = 1400$ and the sparsity parameter to $\tau = 4 n_p$. The reported results correspond to the classification success along the iterations for a maximum of 50 iterations. From Figure 6.4 we can notice that the spectral step enhances the classification rate significantly for the TT formulation. In particular at the 50th iteration the classification rate of sPALM-DL-TT is equal to 77.11% while the other methods do not reach 70%. Furthermore we observe that using a number of iterations greater than 30 has almost no impact on the classification rate.

7. Conclusions. Exploiting data multidimensionality is crucial in dictionary learning and, in particular, when DL is applied to image classification. To address this challenge, we have devised the new method sPALM in the class of PALM-type convergent algorithms, and proposed both a matrix and tensor-train formulation for its implementation. The new approach implicitly includes second order information by using spectral stepsizes that exploit the alternating iteration history. The resulting algorithm is competitive with respect to different recent variants of PALM, as illustrated by our numerical experiments. Moreover, since sPALM is described for general nonconvex non-smooth problems, it may serve as a basis for further algorithmic acceleration techniques [12, 28, 40]. Finally, we have experimentally shown that the TT formulation may bring advantages in terms of memory requirements and rate of successful classification, especially when applied to 4D databases.
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Appendix A. Analysis of the convergence history of the PALM variants in solving the DL problem. In this section we compare the matrix based methods in Table A.2 for the solution of the matrix DL problem (2.1). To this purpose, in addition to a safeguard strategy on a maximum (loose) number of iterations, we consider the following stopping criterion based on iterate variation, that takes into account possible different scalings in the block variables. The criterion is given by $\| \bar{D} - D \|_F \leq \text{tol}_D$, $\| \bar{X} - X \|_F \leq \text{tol}_X$. Here the upper bar denotes the approximate solution from the previous iteration and $\text{tol}_D$ and $\text{tol}_X$ are tolerances set equal to $\text{tol}_D = 10^{-3} \sqrt{n_1 n_2 k}$ and $\text{tol}_X = 10^{-3} \sqrt{k n_e n_p}$.

The plots in Figure A.1 show the values of $H(D, X) = \| Y - DX \|_F$ as the CPU time proceeds, for the datasets in Table A.1. As expected, the use of a backtracking rule (iPALMbt-DL) to estimate the Lipschitz constants yields a much faster decrease in the residual value than using the constant stepsize (PALM-DL and iPALM-DL) but each iteration of iPALMbt-DL is more expensive, see the steeper slope in Figure A.2. Moreover, for all the databases, sPALM-DL converges in far fewer iterations than iPALMbt-DL, resulting in a significantly lower overall CPU time than for the other methods. These results illustrate the advantage of using higher order information.

![Graph showing convergence history](image)

Fig. A.1: Residual norm history for PALM-DL, iPALM-DL, iPALMbt-DL, sPALM-DL.

Appendix B. Tools for Tensor-Train Decomposition. In this section we
introduce some tensor notation and useful tools. The fibers of a tensor are obtained by fixing every index but one. In particular for third order tensors we can define column fibers (last two indices fixed), row fibers (first and third indices fixed) and tube fibers (first two indices fixed). The slices of a tensor are defined by fixing only one index. For third order tensors, we can define the horizontal slices (first index fixed), the lateral slices (second index fixed) and the frontal slices (third index fixed).

**Definition B.1.** [31, p. 458] Given two tensors $A \in \mathbb{R}^{I_1 \times \cdots \times I_N}$ and $B \in \mathbb{R}^{J_1 \times \cdots \times J_M}$, the scalar product between $A$ and $B$ is defined as

$$\langle A, B \rangle = \sum_{i_N=1}^{I_N} \cdots \sum_{i_1=1}^{I_1} a_{i_1,\ldots,i_N} b_{i_1,\ldots,i_N}. \quad (B.1)$$

The Frobenius norm of a tensor is given by $\|A\|_F^2 = \langle A, A \rangle$. If $A$ and $B$ are matrices, i.e. second order tensors, (B.1) reduces to the standard definition of matrix scalar product. We next define a tensor-matrix multiplication (i.e. $(n)$ mode product) and a tensor-tensor multiplication (i.e. $\binom{m}{n}$ mode product).

**Definition B.2.** [31, p. 460] Let $A \in \mathbb{R}^{I_1 \times \cdots \times I_N}$ and $U \in \mathbb{R}^{I_1 \times J_1 \times \cdots \times I_N \times J_1 \times \cdots \times I_N}$. The $n$-mode product $A \times_n U \in \mathbb{R}^{I_1 \times \cdots \times I_{n-1} \times J \times I_{n+1} \times \cdots \times I_N \times J \times \cdots \times J_N}$ is given by

$$(A \times_n U)_{i_1,\ldots,i_{n-1},j,i_{n+1},\ldots,i_N} = \sum_{i_n=1}^{I_n} a_{i_1,\ldots,i_{n-1},i_n,i_{n+1},\ldots,i_N} u_{j,i_n}$$

The $n$-mode product satisfies the commutative property when the multiplications are performed along different modes.

**Definition B.3.** [15] The $\binom{m}{n}$-product of a tensor $A \in \mathbb{R}^{I_1 \times \cdots \times I_N}$ with a tensor $B \in \mathbb{R}^{J_1 \times J_2 \times \cdots \times J_M}$, such that $I_n = J_m$, is defined as $C = A \times_n^m B$, where $C \in \mathbb{R}^{I_1 \times \cdots \times I_{n-1} \times I_{n+1} \times \cdots \times I_N \times J_1 \times \cdots \times J_{m-1} \times J_{m+1} \times \cdots \times J_M}$. Its entries are given by

$$C(i_1,\ldots,i_{n-1},i_n+1,\ldots,i_N,j_1,\ldots,j_{m-1},j_{m+1},\ldots,j_M) = \sum_{i_n=1}^{I_n} A(i_1,\ldots,i_{n-1},i_n+1,\ldots,i_N)B(j_1,\ldots,j_{m-1},i_n+1,\ldots,j_M).$$
Finally, we define the *unfolding* or matricization, i.e. the process of flattening a tensor into a matrix. There are several ways to define it, and we consider the one used by Oseledets in [39]. Let $\mathbf{A} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$, then the $k$th unfolding of $\mathbf{A}$ is the matrix $A_{[k]} \in \mathbb{R}^{(I_1 I_2 \cdots I_k) \times (I_{k+1} I_{k+2} \cdots I_N)}$, with elements

$$A_{[k]}(i_1, \ldots, i_k, i_{k+1}, \ldots, i_N) = A(i_1, \ldots, i_k, i_{k+1}, \ldots, i_N), \quad (B.2)$$

where $i_1, \ldots, i_N = i_1 + (i_2 - 1)I_1 + \ldots + (i_N - 1)I_N - 1$.

We can thus define the *Tensor-Train* decomposition of an $N$-way array into a product of third order tensors, called TT-cores.

**Definition B.4.** Given an $N$th order tensor tensor $\mathbf{A}$, its Tensor-Train Decomposition is given by the following

$$\mathbf{A}(i_1, \ldots, i_N) = G_1(i_1, :)G_2(, i_2, :)G_3(, , i_3, :)\cdots G_N(i_N, :)$$

$$= G_1(i_1)G_2(i_2)G_3(i_3)\cdots G_N(i_N) \quad (B.3)$$

Using Definition [3.3] for the \(\binom{m}{n}\)-mode product, (B.3) can be written as

$$\mathbf{A} = G_1 \times_2 G_2 \times_3 G_3 \times_3 \cdots \times_3 G_N. \quad (B.4)$$

If $\mathbf{A}$ is a third-order tensor then the Tensor-Train Decomposition reduces to the Tucker decomposition, $\mathbf{A} = G_2 \times_1 G_3 G_1^T$. Finally, for general $N$th order tensor, the Tensor-Train algorithm requires that the matrices $(\mathcal{G}_i)_{[2]}$, $i = 1, \ldots, N - 1$ have orthonormal columns.