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Abstract

This review introduces one-way analysis of variance, which is a method of testing differences between more than two groups or treatments. Multiple comparison procedures and orthogonal contrasts are described as methods for identifying specific differences between pairs of treatments.
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Introduction

Analysis of variance (often referred to as ANOVA) is a technique for analyzing the way in which the mean of a variable is affected by different types and combinations of factors. One-way analysis of variance is the simplest form. It is an extension of the independent samples t-test (see statistics review 5 [1]) and can be used to compare any number of groups or treatments. This method could be used, for example, in the analysis of the effect of three different diets on total serum cholesterol or in the investigation into the extent to which severity of illness is related to the occurrence of infection.

Analysis of variance gives a single overall test of whether there are differences between groups or treatments. Why is it not appropriate to use independent sample t-tests to test all possible pairs of treatments and to identify differences between treatments? To answer this it is necessary to look more closely at the meaning of a $P$ value.

When interpreting a $P$ value, it can be concluded that there is a significant difference between groups if the $P$ value is small enough, and less than 0.05 (5%) is a commonly used cutoff value. In this case 5% is the significance level, or the probability of a type I error. This is the chance of incorrectly rejecting the null hypothesis (i.e. incorrectly concluding that an observed difference did not occur just by chance [2]), or more simply the chance of wrongly concluding that there is a difference between two groups when in reality there is no such difference.

If multiple t-tests are carried out, then the type I error rate will increase with the number of comparisons made. For example, in a study involving four treatments, there are six possible pairwise comparisons. (The number of pairwise comparisons is given by $\binom{4}{2}$ and is equal to $4!(2!)/2!$, where $4! = 4 \times 3 \times 2 \times 1$.) If the chance of a type I error in one such comparison is 0.05, then the chance of not committing a type I error is $1 - 0.05 = 0.95$. If the six comparisons can be assumed to be independent (can we make a comment or reference about when this assumption cannot be made?), then the chance of not committing a type I error in any one of them is $0.95^6 = 0.74$. Hence, the chance of committing a type I error in at least one of the comparisons is $1 - 0.74 = 0.26$, which is the overall type I error rate for the analysis. Therefore, there is a 26% overall type I error rate, even though for each individual test the type I error rate is 5%. Analysis of variance is used to avoid this problem.

One-way analysis of variance

In an independent samples t-test, the test statistic is computed by dividing the difference between the sample means by the standard error of the difference. The standard error of the difference is an estimate of the variability within each group (assumed to be the same). In other words, the difference (or variability) between the samples is compared with the variability within the samples.

In one-way analysis of variance, the same principle is used, with variances rather than standard deviations being used to
Available online http://ccforum.com/content/8/2/130

measure variability. The variance of a set of n values \((x_1, x_2 \ldots x_n)\) is given by the following (i.e. sum of squares divided by the degrees of freedom):

\[
\frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{n-1}
\]

Where the sum of squares \(= \sum_{i=1}^{n} (x_i - \bar{x})^2\) and the degrees of freedom \(= n - 1\).

Analysis of variance would almost always be carried out using a statistical package, but an example using the simple data set shown in Table 1 will be used to illustrate the principles involved.

The grand mean of the total set of observations is the sum of all observations divided by the total number of observations. For the data given in Table 1, the grand mean is 16. For a particular observation \(x\), the difference between \(x\) and the grand mean can be split into two parts as follows:

\[
x - \text{grand mean} = (\text{treatment mean} - \text{grand mean}) + (x - \text{treatment mean})
\]

Total deviation = deviation explained by treatment + unexplained deviation (residual)

This is analogous to the regression situation (see statistics review 7 [3]) with the treatment mean forming the fitted value. This is shown in Table 2.

The total sum of squares for the data is similarly partitioned into a ‘between treatments’ sum of squares and a ‘within treatments’ sum of squares. The within treatments sum of squares is also referred to as the error or residual sum of squares.

The degrees of freedom (df) for these sums of squares are as follows:

Total df = \(n - 1\) (where \(n\) is the total number of observations)
\[
= 9 - 1 = 8
\]

Between treatments df = number of treatments – 1
\[
= 3 - 1 = 2
\]

Within treatments df = total df – between treatments df
\[
= 8 - 2 = 6
\]

This partitioning of the total sum of squares is presented in an analysis of variance table (Table 3). The mean squares (MS), which correspond to variance estimates, are obtained by dividing the sums of squares (SS) by their degrees of freedom.

The test statistic \(F\) is equal to the ‘between treatments’ mean square divided by the error mean square. The \(P\) value may be

### Table 1

| Illustrative data set | Treatment 1 | Treatment 2 | Treatment 3 |
|-----------------------|-------------|-------------|-------------|
|                       | 10          | 19          | 14          |
|                       | 12          | 20          | 16          |
|                       | 14          | 21          | 18          |
| Mean                  | 12          | 20          | 16          |
| Standard deviation    | 2           | 1           | 2           |

### Table 2

| Sum of squares calculations for illustrative data |
|--------------------------------------------------|
| Treatment | Observation \((x)\) | Treatment mean (fitted value) | Treatment mean – grand mean (explained deviation) | \(x – \text{treatment mean}\) (residual) | \(x – \text{grand mean}\) (total deviation) |
|-----------|---------------------|-------------------------------|------------------------------------------|---------------------------------|-------------------------------------------|
| 1         | 10                  | 12                            | -4                                       | -2                              | -6                                        |
| 1         | 12                  | 12                            | -4                                       | 0                               | -4                                        |
| 1         | 14                  | 12                            | -4                                       | 2                               | -2                                        |
| 2         | 19                  | 20                            | 4                                        | -1                              | 3                                         |
| 2         | 20                  | 20                            | 4                                        | 0                               | 4                                         |
| 2         | 21                  | 20                            | 4                                        | 1                               | 5                                         |
| 3         | 14                  | 16                            | 0                                        | -2                              | -2                                        |
| 3         | 16                  | 16                            | 0                                        | 0                               | 0                                         |
| 3         | 18                  | 16                            | 0                                        | 2                               | 2                                         |

**Sum of squares**

96 18 114
obtained by comparison of the test statistic with the F distribution with 2 and 6 degrees of freedom (where 2 is the number of degrees of freedom for the numerator and 6 for the denominator). In this case it was obtained from a statistical package. The $P$ value of 0.0039 indicates that at least two of the treatments are different.

As a published example we shall use the results of an observational study into the prevalence of infection among intensive care unit (ICU) patients. One aspect of the study was to investigate the extent to which severity of illness was related to the occurrence of infection. Patients were categorized according to the presence of infection. The categories used were no infection, infection on admission, ICU-acquired infection, and both infection on admission and ICU-acquired infection. (These are referred to as infection states 1–4.) To assess the severity of illness, the Simplified Acute Physiology Score (SAPS) II system was used [4]. Findings in 400 patients (100 in each category) were analyzed. (It is not necessary to have equal sample sizes.) Table 4 shows some of the scores together with the sample means and standard deviations for each category of infection. The whole data set is illustrated in Fig. 1 using box plots.

The analysis of variance output using a statistical package is shown in Table 5.

### Multiple comparison procedures

When a significant effect has been found using analysis of variance, we still do not know which means differ significantly. It is therefore necessary to conduct post hoc comparisons.

### Table 3

**Analysis of variance table for illustrative example**

| Source of variation       | df | SS  | MS  | F    | $P$  |
|----------------------------|----|-----|-----|------|------|
| Between treatments         | 2  | 96  | 48  | 16   | 0.0039|
| Error (within treatments)  | 6  | 18  | 3   |      |      |
| Total                      | 8  | 114 |     |      |      |

df, degrees of freedom; F, test statistic; MS, mean squares; SS, sums of squares.

### Table 4

**An abridged table of the Simplified Acute Physiology Scores for ICU patients according to presence of infection on ICU admission and/or ICU-acquired infection**

| Infection state                              | Patient no. |
|----------------------------------------------|-------------|
| Noninfection (group 1)                       | 1           |
| Infection on admission (group 2)             | 2           |
| ICU-acquired infection (group 3)             | 3           |
| On admission and ICU-acquired infection (group 4) | 4           |
| On admission and ICU-acquired infection (group 4) | 5           |
| On admission and ICU-acquired infection (group 4) | ↓           |
| On admission and ICU-acquired infection (group 4) | 100         |
| Sample mean                                  | 1           |
| Sample standard deviation                    | 1           |

ICU, intensive care unit.
between pairs of treatments. As explained above, when repeated t-tests are used, the overall type I error rate increases with the number of pairwise comparisons. One method of keeping the overall type I error rate to 0.05 would be to use a much lower pairwise type I error rate. To calculate the pairwise type I error rate $\alpha$ needed to maintain a 0.05 overall type I error rate in our four observational group example, we use $1 - (1 - \alpha)^N = 0.05$, where $N$ is the number of possible pairwise comparisons. In this example there were four means, giving rise to six possible comparisons. Rearranging this gives $\alpha = 1 - (0.95)^{1/6} = 0.0085$. A method of approximating this calculated value is attributed to Bonferroni. In this method the overall type I error rate is divided by the number of comparisons made, to give a type I error rate for the pairwise comparison. In our four treatment example, this would be $0.05/6 = 0.0083$, indicating that a difference would only be considered significant if the $P$ value were below 0.0083. The Bonferroni method is often regarded as too conservative (i.e. it fails to detect real differences).

There are a number of specialist multiple comparison tests that maintain a low overall type I error. Tukey’s test and Duncan’s multiple-range test are two of the procedures that can be used and are found in most statistical packages.

**Duncan’s multiple-range test**

We use the data given in Table 4 to illustrate Duncan’s multiple-range test. This procedure is based on the comparison of the range of a subset of the sample means with a calculated least significant range. This least significant range increases with the number of sample means in the subset. If the range of the subset exceeds the least significant range, then the population means can be considered significantly different. It is a sequential test and so the subset with the largest range is compared first, followed by smaller subsets. Once a range is found not to be significant, no further subsets of this group are tested.

The least significant range, $R_p$, for subsets of $p$ sample means is given by:

$$R_p = r_p \sqrt{\frac{s^2}{n}}$$

Where $r_p$ is called the least significant studentized range and depends upon the error degrees of freedom and the numbers of means in the subset. Tables of these values can be found in many statistics books [5]; $s^2$ is the error mean square from the analysis of variance table, and $n$ is the sample size for each treatment. For the data in Table 4, $s^2 = 208.9$, $n = 100$ (if the sample sizes are not equal, then $n$ is replaced with the harmonic mean of the sample sizes [5]) and the error degrees of freedom = 396. So, from the table of studentized ranges [5], $r_2 = 2.77$, $r_3 = 2.92$ and $r_4 = 3.02$. The least significant range ($R_p$) for subsets of 2, 3 and 4 means are therefore calculated as $R_2 = 4.00$, $R_3 = 4.22$ and $R_4 = 4.37$.

To conduct pairwise comparisons, the sample means must be ordered by size:

$$\bar{x}_1 = 35.2, \bar{x}_3 = 39.4, \bar{x}_2 = 39.5 \text{ and } \bar{x}_4 = 40.9$$

The subset with the largest range includes all four infections, and this will compare infection 4 with infection 1. The range of that subset is the difference between the sample means $\bar{x}_4 - \bar{x}_1 = 5.7$. This is greater than the least significant range $R_4 = 4.37$, and therefore it can be concluded that infection state 4 is associated with significantly higher SAPS II scores than infection state 1.

Sequentially, we now need to compare subsets of three groups (i.e. infection state 2 with infection state 1, and infection state 4 with infection state 3); $\bar{x}_2 - \bar{x}_1 = 4.3$ and $\bar{x}_4 - \bar{x}_3 = 1.5$. The difference of 4.3 is greater than $R_3 = 4.22$, showing that infection state 2 is associated with a significantly higher SAPS II score than is infection state 1. The difference of 1.5, being less than 4.33, indicates that there is no significant difference between infection states 4 and 3.

As the range of infection states 4 to 3 was not significant, no smaller subsets within that range can be compared. This leaves a single two-group subset to be compared, namely that of infection 3 with infection 1: $\bar{x}_3 - \bar{x}_1 = 4.2$. This difference is greater than $R_2 = 4.00$, and therefore it can be concluded that there is a significant difference between infection states 3 and 1. In conclusion, it appears that infection state 1 (no infection) is associated with significantly

---

**Table 5**

| Source of variation       | df | SS        | MS  | F     | P     |
|---------------------------|----|-----------|-----|-------|-------|
| Between infections        | 3  | 1780.2    | 593.4 | 2.84  | 0.038 |
| Error (within infections) | 396| 82,730.7  | 208.9|       |       |
| Total                     | 399| 84,509.9  |       |       |       |

The $P$ value of 0.038 indicates a significant difference between at least two of the infection means. df, degrees of freedom; F, test statistic; ICU, intensive care unit; MS, mean squares; SAPS, Simplified Acute Physiology Score; SS, sums of squares.
higher SAPS II scores than the other three infection states, which are not significantly different from each other.

Table 6 gives the output from a statistical package showing the results of Duncan’s multiple-range test on the data from Table 4.

### Contrasts

In some investigations, specific comparisons between sets of means may be suggested before the data are collected. These are called planned or *a priori* comparisons. Orthogonal contrasts may be used to partition the treatment sum of squares into separate components according to the number of degrees of freedom. The analysis of variance for the SAPS II data shown in Table 5 gives a between infection state, sum of squares of 1780.2 with three degrees of freedom.

Suppose that, in advance of carrying out the study, it was required to compare the SAPS II scores of patients with no infection with the other three infection categories collectively. We denote the true population mean SAPS II scores for the four infection categories by \( \mu_1, \mu_2, \mu_3 \) and \( \mu_4 \), with \( \mu_1 \) being the mean for the no infection group. The null hypothesis states that the mean for the no infection group is equal to the average of the other three means. This can be written as follows:

\[
\mu_1 = (\mu_2 + \mu_3 + \mu_4)/3 \quad \text{(i.e. 3\( \mu_1 - \mu_2 - \mu_3 - \mu_4 = 0 \))}
\]

The coefficients of \( \mu_1, \mu_2, \mu_3 \) and \( \mu_4 \) (3, \(-1, -1 \) and \(-1 \)) are called the contrast coefficients and must be specified in a statistical package in order to conduct the hypothesis test. Each contrast of this type (where differences between means are being tested) has one degree of freedom. For the SAPS II data, two further contrasts, which are orthogonal (i.e. independent), are therefore possible. These could be, for example, a contrast between infection states 3 and 4, and a contrast between infection state 2 and infection states 3 and 4 combined. The coefficients for these three contrasts are given in Table 7.

The calculation of the contrast sum of squares has been conducted using a statistical package and the results are shown in Table 8. The sums of squares for the contrasts add up to the infection sum of squares. Contrast 1 has a \( P \) value of 0.006, indicating a significant difference between the no infection group and the other three infection groups collectively. The other two contrasts are not significant.

### Polynomial contrasts

Where the treatment levels have a natural order and are equally spaced, it may be of interest to test for a trend in the treatment means. Again, this can be carried out using appropriate orthogonal contrasts. For example, in an investigation to determine whether the plasma colloid osmotic pressure (COP) of healthy infants was related to age, the plasma COP of 10 infants from each of three age groups, 1–4 months, 5–8 months and 9–12 months, was measured. The data are given in Table 9 and illustrated in Fig. 2.

With three age groups we can test for a linear and a quadratic trend. The orthogonal contrasts for these trends are

---

### Table 6

Duncan’s multiple range test for the data from Table 4

| \( \alpha \) | 0.05 |
|---|---|
| Error degrees of freedom | 396 |
| Error mean square | 208.9133 |

| Number of means | 2 | 3 | 4 |
|---|---|---|---|
| Critical range | 4.019 | 4.231 | 4.372 |

### Table 7

Contrast coefficients for the three planned comparisons

| Infection | Contrast 1 | Contrast 2 | Contrast 3 |
|---|---|---|---|
| 1 (no infection) | 3 | 0 | 0 |
| 2 | \(-1\) | 0 | 2 |
| 3 | \(-1\) | 1 | \(-1\) |
| 4 | \(-1\) | \(-1\) | \(-1\) |

### Table 8

Analysis of variance for the three planned comparisons

| Source | df | SS  | MS  | F     | \( P \) |
|---|---|-----|-----|-------|-------|
| Infection | 3 | 1780.2 | 593.4 | 2.84 | 0.038 |
| Contrast 1 | 1 | 1639.6 | 1639.6 | 7.85 | 0.006 |
| Contrast 2 | 1 | 112.1 | 112.1 | 0.54 | 0.464 |
| Contrast 3 | 1 | 28.5 | 28.5 | 0.14 | 0.712 |
| Error | 396 | 82,729.7 | 208.9 | | |
| Total | 399 | 84,509.9 | | | |

df, degrees of freedom; F, test statistic; MS, mean squares; SS, sums of squares.
set up as shown in Table 10. The linear contrast compares the lowest with the highest age group, and the quadratic contrast compares the middle age group with the lowest and highest age groups together.

The analysis of variance with the tests for the trends is given in Table 11. The \( P \) value of 0.138 indicates that there is no overall difference between the mean plasma COP levels at each age group. However, the linear contrast with a \( P \) value of 0.049 indicates that there is a significant linear trend, suggesting that plasma COP does increase with age in infants. The quadratic contrast is not significant.

### Assumptions and limitations

The underlying assumptions for one-way analysis of variance are that the observations are independent and randomly selected from Normal populations with equal variances. It is not necessary to have equal sample sizes.

The assumptions can be assessed by looking at plots of the residuals. The residuals are the differences between the observed and fitted values, where the fitted values are the treatment means. Commonly, a plot of the residuals against the fitted values and a Normal plot of residuals are produced. If the variances are equal then the residuals should be evenly scattered around zero along the range of fitted values, and if the residuals are Normally distributed then the Normal plot will show a straight line. The same methods of assessing the assumptions are used in regression and are discussed in statistics review 7 [3].

If the assumptions are not met then it may be possible to transform the data. Alternatively the Kruskal–Wallis nonparametric test could be used. This test will be covered in a future review.

Figs 3 and 4 show the residual plots for the data given in Table 4. The plot of fitted values against residuals suggests that the assumption of equal variance is reasonable. The Normal plot suggests that the distribution of the residuals is approximately Normal.
Figure 3

Plot of residuals versus fits for the data in Table 4. Response is Simplified Acute Physiology Score.

Figure 4

Normal probability plot of residuals for the data in Table 4. Response is Simplified Acute Physiology Score.

Conclusion

One-way analysis of variance is used to test for differences between more than two groups or treatments. Further investigation of the differences can be carried out using multiple comparison procedures or orthogonal contrasts.

Data from studies with more complex designs can also be analyzed using analysis of variance (e.g. see Armitage and coworkers [6] or Montgomery [5]).
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