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Abstract. The neural network is an approach of machine learning by training the connected nodes of a model to predict the results of specific problems. The prediction model is trained by using previously collected training data. In training neural network models, overfitting problems can occur from the excessively dependent training of data and the structural problems of the models. In this paper, we analyze the effect of DropConnect for controlling overfitting in neural networks. It is analyzed according to the DropConnect rates and the number of nodes in designing neural networks. The analysis results of this study help to understand the effect of DropConnect in neural networks. To design an effective neural network model, the DropConnect can be applied with appropriate parameters from the understanding of the effect of the DropConnect in neural network models.
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1. Introduction

As information technology advances, the software is becoming an important factor in solving various types of problems. Machine learning [1-3] is a way to solve problems through training models with data using software technology. This is a way to solve problems using data models trained with previous data. As machine learning has been used in various areas, the design of the machine learning model for solving problems is important in improving the accuracy of the model. Therefore, it is necessary to understand the features of the machine learning model to design it well.

In training neural network models, the accuracy of results should be increased from the information on the training data. The overfitting problem [4-6] may occur when the trained models are excessively customized for the training data, which can lead to poor performance in general data. Therefore, it is needed to reduce such overfitting in training neural network models [5]. The DropConnect [7, 8] is an approach to reducing overfitting temporarily excluding connected links in the process of training. Such simplification of the link structures of neural networks can reduce the model's over-customization of training data.

In this paper, the effects of DropConnect according to various factors in a deep neural network are analyzed so that the effects of DropConnect can be understood to be
effectively applied in designing neural networks. The experimental results presented in this paper can be considered to apply DropConnect with several factors to reduce overfitting in designing deep neural networks.

2. The Concept of DropConnect in Deep Neural Networks

To create a neural network model, a training process is carried out on training data. At this training process, too dependent customization on the training data results in poor performance in applying in real data. This problem is mainly caused by the dependence of the model on noise data that may be included in the training data. This excessive dependence of the neural network model on the training data is called overfitting. To overcome this problem, it is needed to consider an effective method to reduce overfitting in designing neural networks.

The DropConnect is a way of temporarily excluding several links connected between nodes in the original neural network based on the DropConnect rate at a training phase. The temporary removal of links in training can reduce excessive dependence of the model on the training data. So, an active application of DropConnect can reduce the overfitting in training neural network models. In applying DropConnect to neural network models, several factors should be considered to achieve good performance, such as DropConnect rate and the number of nodes in neural network models.

Figure 1 shows the structure of applying DropConnect to the hidden layer of a deep neural network. Figure 1(a) shows an example of a general deep neural network model that is fully connected to the nodes on each layer. By applying DropConnect to the neural network, several links are temporarily removed from the training of the network according to the DropConnect rate at the training phase of the model. Therefore, several dashed links in Figure 1(b) are temporarily excluded according to the DropConnect rate, and only connected links participate in the training of the neural network model. Such simplification of the structure of a fully connected neural network model can reduce the overfitting of the network by reducing excessive customization of the model to the
training data. In applying DropConnect to neural network models, the effects of applying DropConnect should be reflected to determine several factors for designing neural networks, such as the DropConnect rate, and the structure of each layer. For example, how many nodes should be placed in the original neural network models or how many links to be excluded in training the neural network models by DropConnect to achieve good performance.

3. The Effect of Applying DropConnect according to the DropConnect Rate

In this experiment, the effect of applying DropConnect according to the DropConnect rate was analyzed in a neural network model. This experiment was performed in a neural network for recognizing the handwritten digits of the MNIST [9]. The MNIST database is popularly used in designing and evaluating machine learning models for image recognition [10-12]. The neural network was designed with one input layer for input data and two hidden layers of 128 and 512 nodes, respectively. The output layer was designed with the softmax function to classify handwritten digits into the corresponding number. The neural network model was implemented in Python with Keras. To analyze the effect of DropConnect in the neural network model, the accuracy and loss values were measured with the varying DropConnect rates between 0% and 80% for the second hidden layer.

Figure 2 shows the experimental results on the effect of applying DropConnect to the neural network model according to DropConnect rates. The DropConnect rate means the ratio of temporarily excluded links at each training epoch, and it should be determined in the design of neural network models. The graphs show how the loss and accuracy change as the training epoch progresses. In the graphs, as the training epoch progressed, training losses decreased and accuracies increased in common. In the training loss and accuracy graphs, the results show that the higher the DropConnect rate, the lower the training loss and the higher the accuracy. The high DropConnect rate means that more connected links will be excluded at each training phase. Therefore, the remaining links can be highly adjusted to the training data because only the weights of links participating in the training are adjusted. Thus, the loss and accuracy improve as the training epoch progresses, and the overall training accuracy of the model is expected to be improved.

Validation loss and accuracy were somewhat different from the training loss and accuracy. The validation loss and accuracy no longer improve at a certain point, even if the training epoch progresses. The high DropConnect rate results in lower loss and higher accuracy, but repeated training does not improve the loss and accuracy. In this experimental result, it can be confirmed that the validation loss and accuracy of the model do not improve after the fifth epoch of training. These results indicate that repeated training no longer affects the improvement of results for the validation data because the model is highly overfitted to the training data. The results show the lowest loss and highest accuracy when the DropConnect rate is around 60%. If the DropConnect rate is determined above the appropriate threshold, it can be confirmed that too many links are excluded to train the neural network model, so the training of the model cannot be performed sufficiently.

In summary, losses show better results when DropConnect is applied to the neural network. It is because the loss reduces the overfitting of the model. However, the excessive DropConnect rate can decrease accuracy because too many links between nodes are excluded in training the model.
4. The Effect of the Number of Nodes in Applying DropConnect

In this experiment, the effect of applying DropConnect was analyzed in a neural network model according to the number of nodes. This experiment was performed with a model for recognizing the handwritten digits of the MNIST as in the previous section. The number of nodes of neural network models is an essential design factor to achieve a good training model. So, it should be considered together with the effect of DropConnect to complete the structure of neural network models. In this experiment, the DropConnect was applied with the rate of 60% and the number of nodes was experimented with from 32 to 1024 at the second hidden layer of the neural network.

Figure 3 shows the experimental results of analyzing the effects of the number of nodes of hidden layers in applying DropConnect. In the early epoch of training, the training loss for the neural network model with many nodes was lower than that with the fewer nodes, so the larger number of nodes could reduce training loss. However, as the training epoch progressed, the training loss remained almost alike, regardless of the number of nodes. The training accuracy showed slightly high for the neural network models with large numbers of nodes.
The validation loss for the model with the largest number of nodes (1024) showed the smallest value in the early epochs of training. As training progressed, the validation loss increased rather than the other models with less number of nodes. Unlike the training loss, high validation loss implies the possibility of overfitting in the trained model. Therefore, a complex model with a larger number of nodes than necessary can be more likely to be overfitted. In the early epoch of the training, the training accuracy was different in terms of the number of nodes. However, as the training epochs progressed, validation accuracy maintained similar regardless of the number of nodes. Therefore, it can be seen that the number of nodes does not have a significant impact on models with well-applied DropConnect rates.

Figure 3. The experiments on the effect of applying DropConnect (the number of nodes).

In the experimental results, in the early epochs of training, the training loss of the model with the largest number of nodes showed the best result. However, as training progressed, the training loss maintained similarly regardless of the number of nodes. In the result of validation loss, the model with many nodes was overfitted, and its validation loss was increased as compared to the other models with less number of nodes. So, it can be seen that too many nodes do not help to train the neural network model.

In applying the DropConnect in designing neural networks, the effect of applying DropConnect should be understood, and the proper application of DropConnect can help
to achieve stable results of neural network models. In future work, we plan to analyze the effect of DropConnect in reducing overfitting for applications in various areas together with the other design factors of neural network models, such as the structure of nodes, links, and layers of neural networks.

5. Conclusion

In this paper, the effect of applying DropConnect according to the DropConnect rates and the number of nodes in a neural network model has been analyzed. In the experimental results, it is confirmed that applying DropConnect is helpful to improve the accuracy of the trained model by temporarily excluding several links of the model to reduce overfitting. To apply the DropConnect to neural network models, the effect should be understood and the DropConnect rate should be applied properly to achieve stable results because the inconsiderate application of DropConnect may reduce the accuracy. The proper application of DropConnect is expected to help to design neural network models for controlling overfitting and improving the accuracy of the models.
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