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There is a long history of scholarship on how communication contributes to satisfying conversations and relationships (e.g., Fincham, Rogge, & Beach, 2018; Hecht, 1978; Roberts, 2000). Even as the role of communication in satisfying relationships has endured, communication technologies have become integral to most contemporary close relationships (Parks, 2017). According to a Pew Research Center (2019) report, 96% of adults in the United States own a cell phone and 81% of adults own a smartphone. The use of new technologies in relational communication has become so prevalent that some scholars (e.g., Sbarra, Briskin, & Slatcher, 2019) and popular authors (e.g., Passy, 2019) have suggested that how people use mobile technologies is transforming and potentially interfering with fundamental relational communication processes. Certainly, people attending to smartphones can be disruptive; about half of adults in committed, cohabiting, or married relationships report that their partner is distracted by their smartphone during conversations (Vogels & Anderson, 2020). Turkle (2008) argues that the expectation for responding to others via mobile phones has become so prevalent that people experience being “always-on/always-on-you” (p. 122), which she contends can interfere with attention to face-to-face interactions. The potential distraction from mobile phones is salient enough that some studies have suggested that even the “mere presence” of a smartphone can disrupt productive communication and potentially undermine relational quality (e.g., Misra, Cheng, Genevie, & Yuan, 2016; Przybylski & Weinstein, 2013).

Given the prevalence of claims concerning the deleterious effects of using mobile technologies on relational processes, it is important for scholars to examine such claims. Yet, given that recent theorizing on technology and relationships has emphasized how people in close relationships incorporate multiple media into their relational communication (e.g., High, 2019; Parks, 2017; Taylor & Bazarova, 2018), it is important not to consider the presence of mobile devices in isolation of larger relational communication processes. The communication interdependence perspective (e.g., Caughlin & Sharabi, 2013; Pusateri, Roaché, & Wang, 2015), for instance, begins with the assumption that relationships exist in “several media at once” (Walther & Parks, 2002, p. 531). The emphasis on relational communication...
occurring across multiple modes highlights the need to study face-to-face communication processes along with technologies to understand contemporary close relationships.

Most work on communication interdependence to date has focused on how modes of communication are related to each other, even when they are not used simultaneously; for example, difficulty transitioning between face-to-face communication and mediated communication is inversely related to relational closeness and satisfaction (Caughlin & Sharabi, 2013; Pusateri et al., 2015; Wang, Roaché, & Pusateri, 2019). Yet, the communication interdependence perspective also suggests that it is important to examine the presence of mobile technologies while relational partners are simultaneously engaging in face-to-face communication. As Sharabi and Dorrance Hall (2020), recently noted, the communication interdependence perspective is aimed at understanding the ways that “technologies are interwoven with face-to-face relationships” (p. 1). Even an idle device is an interdependent component of in-person conversations given that the presence of mobile phones may “crowd out face-to-face interactions” (Przybylski & Weinstein, 2013, p. 244). Certainly, partners using their mobile devices during face-to-face encounters is another example of how technologies are integrated into interactions (e.g., using a phone to help distract from a topic one wishes to avoid discussing).

The current study examines both the presence of mobile devices and face-to-face processes within relational conflicts, a context with potentially important relational implications. Exploratory data from college students, for example, indicate that college students reported that the presence of mobile phones and other communication technology during face-to-face conflict conversations with their romantic partners made such interactions more challenging (Caughlin, Basinger, & Sharabi, 2017). Thus, there is reason to probe further what impact, if any, the presence of mobile phones has on face-to-face conflict interactions.

The current study is distinct from nearly all previous scholarship on communication technologies and relationships because it examines both mobile technologies and the nature of the face-to-face communication processes within the same study. To our knowledge, this is the first study examining the potential effects of the presence of mobile phones that also directly examines the nature of the interaction between relational partners. Doing so is essential because it can provide direct evidence regarding questions about whether mobile technologies are fundamentally interfering with relational communication processes, such as conflict interactions. Suggestions that mobile phones interfere with relational communication (e.g., Passy, 2019; Sbarra et al., 2019) could potentially call into question much of what is known about the association between communication and relational well-being. In contrast, the communication interdependence perspective suggests that mobile technologies simply have become another means by which partners enact their relationships (Caughlin & Sharabi, 2013). Accordingly, the basic conflict processes should endure and operate similarly irrespectively of the presence of mobile technologies. Yet the possibility that conflict processes may be different when people have access to their mobile phones is something that must be examined empirically.
The Presence of Technology in Relational Communication

The presence of technology certainly can adversely impact face-to-face interaction (for review, see Caplan, 2018). Some people in families and relationships report a more generalized “technoference” from mobile technologies, referring to the frequent intrusions that technologies have during our interactions—and the constant possibility of further interruptions so long as the technology is present (McDaniel & Coyne, 2016). The presence of mobile devices in face-to-face interactions may invite partner phubbing, which occurs when a partner’s phone use interrupts a conversation (Roberts & David, 2016). Among college student dyads, partner phubbing is associated with less conversational intimacy (Vanden Abeele, Hendrickson, Pollman, & Ling, 2019). Clearly, technological intrusions through the use or mere presence of mobile devices have at least the potential to diminish conversation quality.

The notion of technoference suggests that just the presence of mobile technologies may generally interfere with relational processes. Indeed, some studies suggest that the mere presence of technology (i.e., even without active use) diminishes conversational enjoyment and relational quality. For instance, one such study showed that the presence of a mobile phone that did not belong to either person in zero-history dyads was associated with decreased levels of empathic concern, closeness, and relationship quality (Przybylski & Weinstein, 2013). Other studies have shown that when a mobile phone is present, individuals feel less connected to their interaction partner (Misra et al., 2016) and are more distracted (Thornton, Faires, Robbins, & Rollins, 2014). Additionally, Misra et al. (2016) found that not only was empathic concern lower in the presence of a smartphone, this effect was heightened by the closeness of the preexisting relationship between dyad members.

Although such research suggests that smartphone presence may substantially alter the dynamics of face-to-face interactions, more recent evidence is less supportive of this possibility. Two studies (Allred & Crowley, 2017; Crowley et al., 2018) using designs similar to the Przybylski and Weinstein (2013) study failed to reproduce the effect that the presence of technology alone diminishes conversation quality. The Allred and Crowley (2017) study did find that mobile phone presence had an adverse effect on conversation quality when participants recalled the device being present, but there was no general effect of phones being present. Crowley et al. (2018) found no evidence for such an effect. A lack of consensus with respect to the presence of a mobile phone in interpersonal interactions is noteworthy, and of course, mixed evidence is grounds for further investigation.

One reasonable way to proceed is to examine the presence of mobile phones in a context that is particularly likely to show effects if there are any. We nominate relational conflict as such a context. Successful conflict management involves complex cognitive processes and the need for behavioral control (Canary & Sillars, 2013; Roloff & Wright, 2013), and there is evidence that the presence of a mobile device can interfere with the complex cognitive processes. Simply having one’s smartphone nearby impacts individuals’ abilities to perform certain cognitive tasks, making it harder for people to pay attention to the task at hand, which is a phenomenon labeled “smartphone induced brain drain” (Ward, Duke, Gneezy, & Bos, 2017, p. 140). Even if individuals can handle a routine daily interaction when
somewhat distracted by technology, the distraction would be more problematic when thoughtful attention is required. Moreover, there is some evidence that the most likely conditions for observing an impact of the presence of communication technology are those involving complex tasks or conversation topics; for example, Przybylski and Weinstein (2013) found that the effects of a smartphone on conversation quality were more salient during meaningful conversations rather than casual ones. Thornton et al. (2014) also found that the presence of a smartphone affected scores on complex cognitive tests but not simple ones. In short, because productive conflict management requires attention to a complex situation, conflict interactions are well suited for examining the first hypothesis:

**H1:** The presence of technology will negatively influence the quality of conflict interactions (as indexed by conversation satisfaction, perceived resolvability, and perceived communication effectiveness).

### Sex Differences and Technology Presence

Another potential reason for mixed results with respect to the presence of mobile technologies is the fact that previous work generally has not taken into account how individuals may differ with respect to how they react to technologies, which can obscure potential effects. Gender is a potentially important factor. On average, men and women have different attitudes regarding the use of mobile devices. Women are more likely than men to state that mobile phones harm interpersonal interaction (Rainie, 2015), and women report being more irritated by their partner’s mobile phone use than men do (Vogels & Anderson, 2020). Similarly, Forgays, Hyman, and Schreiber (2014) found that across various social contexts, men were more likely than women to report that it is appropriate to take mobile calls and to text, even in intimate encounters like a date.

Such findings suggest that men are generally more tolerant than women regarding intrusions of mobile devices into in-person interpersonal interactions, but it is unclear precisely how differing attitudes about appropriateness might shape the connection between the presence of phones and evaluations of relational communication. Indeed, there is some indirect evidence that despite their overall views on mobile phones during interactions, women may have positive evaluations associated with some mobile phone usage. In a study of married couples, Davies et al. (2012) found that the extent to which husbands used their phones for self-reactive reasons (e.g., using media to relieve boredom, feeling less lonely) was positively related to wives’ satisfaction, whereas the wives using their phones for self-reactive reasons was associated with less satisfaction with their husbands. Noting the relational context is important because romantic couples may develop norms around phone use (Miller-Ott & Kelly, 2016), which implies that overall gender differences in the population (e.g., Rainie, 2015) may not be applicable to differences in dating relationships. Although previous studies did not find gender differences with respect to the effects of presence (e.g., Misra et al., 2016; Przybylski & Weinstein, 2013), this would not necessarily extend to conflict interactions among dating partners. In sum, there is evidence that men and women in hetero-
sexual romantic relationships may view mobile phone usage differently in ways that shape their satisfaction with conversations and relationships. Because women are in general less tolerant about technology use during face-to-face conversations, there is reason to believe that having a smartphone present while managing conflict may impact women more significantly. However, because the exact association is unclear, we pose the following question:

**RQ1:** Will biological sex moderate the effect of the presence of technology on the quality of conflict interactions (as indexed by conversation satisfaction, perceived resolvability, and perceived communication effectiveness)?

### Communication Behaviors during Relational Conflict

There is a robust literature showing that how individuals manage conflict “prior to, during, and after a conflict” (Roloff & Chiles, 2011, p. 430) is critical for relationship functioning and well-being. Obviously, there are myriad behaviors that people can enact during conflict, but a number of studies and conceptual schemas emphasize a crucial distinction between engaging a conflict using positive versus negative strategies or affect (e.g., Caughlin, Vangelisti, & Mikucki-Enyart, 2013; Sillars & Canary, 2013).

The distinction based on the valence of conflict engagement has various labels, such as integrative versus distributive strategies (Bevan, Cummings, Engert, & Sparks, 2017; Sillars, 1986), face honoring versus face threatening strategies (Sillars & Canary, 2013), and positivity versus negativity (Caughlin et al., 2013). Although there are important distinctions in the labels and within the general categories (e.g., Sillars, 1986), the broad distinction between positivity and negativity during conflict is widely recognized as meaningful for understanding the outcomes of conflicts and the implications of conflict for relationships. Negativity during conflict typically is associated with poor resolution, sustained or increasing hostility between partners, and poor individual and relational outcomes (Roloff & Wright, 2013). Although the evidence for the benefits of positive strategies during conflict is less consistent than the evidence for the harmful impact of negative strategies (Roloff & Chiles, 2011), learning to manage conflict with constructive positivity can help couples foster satisfying relationships (Cupach, 2015; Whitton, James-Kangal, Rhoades, & Markman, 2018). In addition, the ability to verbally and nonverbally communicate during conflict is essential for rewarding and satisfying close relationships (Caughlin et al., 2013; Cupach, 2015). Although it is possible that the presence of technology could disrupt the well-established associations between conflict behaviors and outcomes, the long history of findings pointing to the importance of these behavioral dimensions led us to pose:

**H2:** Positivity will be positively, and negativity will be negatively, related to the quality of conflict interactions (as indexed by conversation satisfaction, perceived resolvability, and perceived communication effectiveness).
Face-to-Face Relational Conflict and the Presence of Mobile Phones

Finally, it is important to consider conflict behaviors and technologies together. If the presence of technology significantly alters the dynamics of how conflict usually functions, it could affect how conflict behaviors are related to outcomes. According to the communication interdependence perspective, communication modes may interfere with or facilitate relational communication (Pusateri et al., 2015). College students’ accounts of their own relational conflict suggest that mobile phones and other communication technologies during FtF conflicts can make some conversations more challenging (Caughlin et al., 2017). Some individuals, for instance, reported that the presence of technology during conflict created opportunities for their partner to distance themselves from the conversation, such as being distracted by or staring at their device.

From a communication interdependence perspective, it is important to not only examine the potential effects of such distractions and interruptions but also consider how the behaviors involved in attending to or oriented toward a communication technology might shape the meaning or impact of other behaviors in the system. The potential to be distracted by one’s devices, for instance, could shape how one views their partner’s conflict behaviors. A person distracted by a phone may not fully notice or appreciate attempts to constructively resolve issues, which could reduce or eliminate any benefits of otherwise constructive behaviors. Thus, mobile phones could alter established findings pertaining to communication behaviors during conflict, which would have major implications for our understanding of communication and conflict. On the other hand, if there is evidence that the usual associations between conflict behaviors and outcomes hold regardless of whether a phone is present, it would suggest that the primary factor impacting the quality of conflict interactions is the communication behaviors between partners, even as technology has become more frequently implicated in relational encounters. In short, it is important to test the interaction between the presence of communication technology and communication behaviors during the conflict episode:

RQ2: Will the presence of technology moderate the associations of positivity and negativity with the quality of conflict interactions (as indexed by conversation satisfaction, perceived resolvability, and perceived communication effectiveness)?

Method

Participants

Undergraduate students from a large public Midwestern university who were at least 18 years of age and currently in a romantic relationship were invited to participate in this study in exchange for a chance to win a $75 Amazon eGift card. The sample included 58 heterosexual dating couples (N = 116 individuals). Participants were approximately 21 years old (M = 20.53, SD = 1.96; range 18 – 29 years old), and they self-reported as either European American (39.80%), Asian or Asian American (31.40%), African American (15.30%), Latino/a (11.00%) or other
(2.50%). The dating couples had been in a romantic relationship for approximately 15 months ($M = 14.78$ months; $SD = 12.21$ months; range: 1 to 60 months).

**Procedure**

Participating couples had two 10-minute video recorded interactions about two different current topics of conflict in their romantic relationship. After completing informed consent procedures, participants completed a short questionnaire about their relationship. Next, they nominated two serial argument topics with the following written instructions: “Please think of two topics/issues about which (1) you and your current partner had multiple arguments, and (2) it is likely you and your partner will argue about these topics in the future.” A serial argument is an ideal type of conflict for this investigation because these are repeated topics of disagreement (Johnson & Roloff, 1998), and they are likely to occur again outside of the laboratory setting. The first topic identified by each dyad member was chosen for discussion, and the order of discussion was determined by a coin toss. If both members identified the same first topic, then that topic was discussed first, and the second topic for discussion was selected from the participant whose topic had been assigned to be discussed second based on the results of the coin toss. After each interaction, participants completed a short questionnaire about each serial argument conversation.

Dyads were randomly placed into one of three conditions. In the control condition (i.e., the “technology free” condition; $n = 17$ dyads), dyads were instructed to leave their communication devices in the laboratory waiting room. There were two conditions involving technology, and in both cases, participants were instructed to be in possession of their smartphones or other technologies during the interactions. Whereas some studies use a smartphone that does not belong to participants (Przybylski & Weinstein, 2013), we explicitly asked participants to bring their own devices into the interaction space to ensure that they would be aware of the technology. Given the evidence that such awareness may be key to any effects of the presence of technology (Allred & Crowley, 2017), making all participants aware of the technology should maximize the potential for the presence of the technology to have effects.

The first condition with technology was the “technology on” condition, and dyads were instructed to bring their belongings into the research laboratory. Participants ($n = 22$ dyads) in this condition were given the instructions that they could use their technologies during the interaction, and they should keep their devices on and at a normal volume, if that is what they would normally do when having a conflict interaction. The third condition was the “technology in hands” condition. Participants ($n = 19$ dyads) received the same instructions as the “technology on” condition, with the additional instructions that they should keep their devices in their hands during the interactions. Although the broad term “technology” was used throughout the instructions to participants and a few participants had their laptops out, the only technology participants held in their hands for the study were smartphones; thus, we frequently refer to the technology as smartphones throughout this manuscript.
Measures

**Conversation satisfaction.** Immediately following each interaction, participants reported their level of conversation satisfaction (adapted from Scott and Caughlin, 2014). Participants reported their agreement with five statements (e.g., “the conversation went well”) on a seven-point Likert scale (1 = strongly disagree, 7 = strongly agree). The measure achieved good internal consistency (α = .88). Male participants (M = 5.08, SD = 1.38) reported marginally higher conversation satisfaction than their female partners (M = 4.98, SD = 1.46).

**Perceived resolvability.** After each interaction, participants responded to Johnson and Roloff’s (1998) perceived resolvability scale with a seven-point Likert scale (1 = not at all, 7 = to a great extent). The four-item scale measured the extent to which participants believed the serial argument will be reconciled in the future (e.g., “I believe that it will be resolved in the future”). The measure reached acceptable internal consistency (α = .73). Males (M = 4.24, SD = 1.21) reported greater confidence the arguments would be resolved than did their female partners (M = 4.17, SD = 1.20).

**Conversation effectiveness.** Participants also responded to the extent to which each conversation was effective toward resolving or improving the serial argument topic. Four items assessed conversation effectiveness: “How much of a difference did the conversation you just had make towards resolving your conflict?”; “How much better did the conversation you just had make the conflict?”; “How helpful was this conversation in solving your conflict?”; and “To what extent did you resolve the issue during this conversation?” The four-item measure utilized a 5-point Likert scale with higher scores reflecting greater perceived effectiveness and was internally consistent (α = .95). Male participants (M = 2.84, SD = 0.95) reported slightly greater effectiveness scores compared to their female partners (M = 2.66, SD = 1.03).

Communication Behavior Ratings

Six trained graduate student raters who were blind to the purpose of the study completed ratings on the audio for each participant’s verbal communication during the two serial argument conversations. Although video recordings were available, we used audio alone to prevent the raters from discerning that there were different conditions involving mobile devices. The codebook was adapted from existing research on conflict interactions (Papp, Kouros, & Cummings, 2009; Sillars, 1986). The raters were instructed to consider both frequency and intensity of behaviors when assigning values, and they had an opportunity to discuss and come to consensus about the meaning of the dimensions, but all coding was done independently. The raters evaluated participants’ negativity using assessments of the amount of (a) blame (i.e., blaming, accusing, or criticizing the partner), (b) pressure for change (i.e., demanding, nagging, or pressing for change in partner), and (c) defensiveness (i.e., avoiding blame or responsibility by using justifications, excuses, defending his/her own position, interrupting rather than listening, or protecting his/her own point of view). Coders also evaluated participants’ positive communication behaviors by rating the (a) amount of conciliation (i.e., expressing supportiveness and a willingness to reconcile disagreements) and (b) positive
affect toward partner (i.e., expressing care, concern or appreciation toward his/her partner). The ratings were completed using a seven-point scale (1 = very little, 7 = very much) with one item measuring each dimension. Additionally, the raters assessed avoidance, withdrawal, expressing critical feelings, and analytical discussion, but these dimensions were discarded due to low incidence, variation, and reliability.

Composite measures for positive and negative communication behaviors were computed in two steps. First, intercoder reliability was established by calculating the intraclass correlation coefficient (ICC) estimates with 95% confidence intervals based on a 2-way mixed effects model for consistency (Shrout & Fleiss, 1979). Intraclass correlation coefficients were acceptable for blame, ICC(3,6) = .90, pressure for change, ICC(3,6) = .79, and defensiveness, ICC(3,6) = .81. The intraclass correlation coefficients were moderately reliable for conciliation, ICC(3,6) = .65, and positive affect toward partner, ICC(3,6) = .64, respectively. The relatively low reliability estimates may be a product of low variability in the ratings (e.g., Koo & Li, 2016). Second, reliability analysis was performed on the data. The three-item index for negative communication behaviors achieved good reliability (α = .87), and the two-item index for positive communication behaviors achieved moderate reliability (α = .61). The indices were summed and averaged for positive communication and negative communication behaviors (see Table 2 for descriptive statistics by biological sex).

**Results**

**Preliminary Analyses**

Three sets of preliminary tests were performed on the data. First, because there were no significant differences between the two technology conditions on any of the key variables, we collapsed the two technology conditions to increase statistical power to detect the impact of having smartphones present. Second, correlation analyses for females, males, and within dyads were conducted. Results showed that 7 of the 10 correlations were significant for males, and all 10 correlation coefficients were significant for females. Within dyad correlations were positive and significant for all variables except for perceived resolvability (see Table 1). Third, the data were evaluated for differences by biological sex. There were no significant differences between males and females on the self-report data. However, raters scored females’ communication as significantly less positive and more negative than males’ communication (see Table 2).

**Main Analyses**

Multilevel modeling with two level models was performed on the data using the linear and nonlinear mixed-effects model (nlme) package in R (Pinheiro, Bates, Deboy, Sarkar, & R Development Core Team, 2018) with maximum likelihood (ML) estimation. Following Kenny, Kashy, and Cook’s (2006) recommendations, these data were analyzed at two levels because both conversation (i.e., time) and person are nested within dyads. All continuous predictor variables were grand-
Table 1

**Bivariate Correlations Among Study Variables for Females, Males, and within Dyads**

| Variable                      | V1      | V2      | V3      | V4      | V5      |
|-------------------------------|---------|---------|---------|---------|---------|
| V1: Conversation Satisfaction | .50***  | .32**   | .64***  | .27**   | -.23*   |
| V2: Perceived Resolvability   | .22*    | .13     | .19*    | .19*    | -.12    |
| V3: Conversation Effectiveness| .72***  | .27**   | .49***  | .49***  | -.38*** |
| V4: Positive Communication   | .41***  | .26**   | .38***  | .49***  | -.38*** |
| V5: Negative Communication   | -.31**  | -.38*** | -.25**  | -.50*** | .55***  |

*Note: Correlations for males are displayed above the diagonal, correlations for females are displayed below the diagonal, and the within dyads correlations (intraclass correlations) are underlined and bolded at the diagonal. N = 116 individuals.*

* p < .05, ** p < .01, *** p < .001

Table 2

**Descriptive Statistics and T-test Results for Men and Women**

|                        | Females |     | Males |     |     |     | t    |
|------------------------|---------|-----|-------|-----|-----|-----|------|
| Conversation Satisfaction | 4.98    | 1.46| 5.08  | 1.38|     |     | -.48 |
| Perceived Resolvability | 4.17    | 1.20| 4.24  | 1.21|     |     | -.45 |
| Conversation Effectiveness| 2.66    | 1.03| 2.84  | 0.95|     |     | 1.70 |
| Positive Communication  | 2.45    | 0.84| 2.63  | 0.84|     |     | -.20*|
| Negative Communication  | 3.06    | 1.15| 2.85  | 1.04|     |     | 2.16*|

*Note: Values for conversation one and conversation two were pooled into a composite measure. Positive Communication and Negative Communication scores reflect ratings by a team of coders. N = 116 individuals. Degrees of freedom (df) for paired t-tests are 115 for all variables except conversation effectiveness (df = 111).*

* p < .05
mean centered to minimize collinearity issues (Aiken & West, 1991; Kreft & de Leeuw, 1998), to account for the predictor variables not having a true zero point (Field, Miles, & Field, 2012), and to demonstrate the effect size for a fixed effect in multilevel models (Lorah, 2018). Nakagawa and Schielzeth’s (2013) marginal coefficient of determination ($R^2$) statistic with 95% confidence intervals was calculated to show the amount of variance explained by the fixed effects in the models. The marginal $R^2$ statistic is a single goodness-of-fit measure for all fixed effects in a multilevel model (Lahuis, Hartman, Hakoyama, & Clark, 2014).

Four variables were entered as level-1 covariates in the multilevel models: age, biological sex, conversation number (i.e., first or second serial argument conversation), and relationship satisfaction. Controlling for relationship satisfaction accounts for sentiment override, which happens when individuals’ general assessments of their relationships influence their assessments of specific interactions (e.g., Waldinger & Schulz, 2006). All categorical predictor variables (e.g., biological sex, experimental condition, conversation) were entered as effect-coded variables. Power was calculated using the $t$-method (Muryama, Usami, & Sakaki, 2020) to determine what a future study with a sample of this size ($n = 58$ dyads) would be to detect moderate and large effects, respectively. Results showed that power to detect a moderate effect ($r = .3$, as defined by Cohen, 1992) was .63, and the power to detect a large effect ($r = .5$) was .98.

**Smartphone presence and conversation quality.** The first hypothesis predicted that the presence of technology would negatively influence the quality of conflict interactions. A trio of identical multilevel models were evaluated to assess the impact of technology presence on conversation quality (see Table 3). The presence of technology during the interactions was not significantly associated with conversation satisfaction ($b = -0.07, p = 0.65, R^2 = .002, 95\% \text{ CI} [>.00, .03]$), perceived resolvability ($b = -0.04, p = 0.74, R^2 = .001, 95\% \text{ CI} [>.00, .03]$), or conversation effectiveness ($b = -0.02, p = .84, R^2 = .002, 95\% \text{ CI} [>.00, .03]$).

**Smartphone presence, biological sex, and conversation quality.** The first research question concerned whether biological sex would moderate the impact of the presence of technology on conversation quality. A second trio of multilevel models were evaluated to assess whether biological sex interacted with the presence of technology on conversation quality (see Table 4). Results showed that biological sex significantly moderated the impact of technology presence on conversation satisfaction ($b = 0.19, p = 0.039, R^2 = .02, 95\% \text{ CI} [>.00, .07]$) and conversation effectiveness ($b = 0.16, p = .007, R^2 = .03, 95\% \text{ CI} [>.00, .08]$), but not perceived resolvability ($b = 0.03, p = .73, R^2 = .00, 95\% \text{ CI} [>.00, .03]$).

The significant interaction between biological sex and technology presence on conversation satisfaction was evaluated by estimating simple slopes (Preacher, Curran, & Bauer, 2004). Further probing of the simple slopes for significant cross-level interaction effects showed no significant interaction effects. However, the presence of technology had a negative slope for females, $b = -0.26, t(152) = -1.53, p = .13$, and a positive slope for males, $b = 0.11, t(152) = 0.70, p = .48$ (see Figure 1).

Likewise, the simple slopes for the interaction between biological sex and technology presence on conversation effectiveness were evaluated (see Figure 2). The cross-level interaction effect revealed that the presence of technology had a
### Table 3

**Multilevel Models with Mobile Phone Presence Predicting Conversation Quality (H1)**

|                     | Conversation Satisfaction | Perceived Resolvability | Conversation Effectiveness |
|---------------------|---------------------------|-------------------------|---------------------------|
|                     | b (SE)                    | 95% CI                  | t                         | b (SE)          | 95% CI                  | t            |
| Intercept           | 5.04 (0.14)               | 4.76, 5.31              | 35.76***                  | 4.23 (0.11)     | 4.01, 4.45              | 37.58***     |
| Slopes for Covariates |                           |                         |                           |                |                         |              |
| Age                 | 0.03 (0.06)               | -0.08, .14              | 1.46                      | -0.02 (0.05)   | -0.11, .08              | -0.40        |
| Biological Sex      | 0.03 (0.09)               | -0.14, .20              | 0.49                      | 0.01 (0.08)    | -0.16, .15              | -0.08        |
| Conversation        | -0.00 (0.08)              | -0.16, .16              | -0.01                     | -0.06 (0.07)   | -0.20, .09              | -0.79        |
| Relationship Satisfaction | 0.13 (0.10)       | -0.06, .33              | 1.30                      | 0.17 (0.08)    | .01, .34                | 2.08*        |
| Slopes for Main Effects |                           |                         |                           |                |                         |              |
| Technology Presence | -0.07 (0.14)              | -0.35, .22              | -0.46                     | -0.04 (0.12)   | -0.27, .19              | -0.33        |

*Note:* Each fixed effect had 153 degrees of freedom except for Technology Presence, which had 51 degrees of freedom. Conversation = Conversation Number.

* p < .05, *** p < .001

### Table 4

**Multilevel Models with Interaction Effect for Biological Sex and Mobile Phone Presence Predicting Conversation Quality (RQ1)**

|                     | Conversation Satisfaction | Perceived Resolvability | Conversation Effectiveness |
|---------------------|---------------------------|-------------------------|---------------------------|
|                     | b (SE)                    | 95% CI                  | t                         | b (SE)          | 95% CI                  | t            |
| Intercept           | 3.04 (0.12)               | 2.80, 3.27              | 35.86***                  | 4.23 (0.11)     | 4.01, 4.45              | 37.52***     |
| Slopes for Covariates |                           |                         |                           |                |                         |              |
| Age                 | 0.04 (0.06)               | -0.07, .15              | 0.64                      | -0.02 (0.05)   | -0.11, .08              | -0.37        |
| Biological Sex      | -0.04 (0.09)              | -0.23, .14              | -0.45                     | -0.02 (0.09)   | -0.18, .15              | -0.20        |
| Conversation        | -0.00 (0.08)              | -0.16, .16              | -0.01                     | -0.06 (0.07)   | -0.20, .09              | -0.79        |
| Relationship Satisfaction | 0.15 (0.10)      | -0.05, .34              | 1.43                      | 0.18 (0.08)    | .01, .34                | 2.09*        |
| Slopes for Main Effects |                           |                         |                           |                |                         |              |
| Technology Presence | -0.07 (0.14)              | -0.35, .22              | -0.49                     | -0.04 (0.12)   | -0.27, .19              | -0.34        |
| Slopes for Interaction Effects |             |                         |                           |                |                         |              |
| Technology Presence x Biological Sex | 0.19 (0.09) | 0.01, .36              | 2.08*                     | 0.03 (0.08)    | -0.13, .19              | 0.35         |

*Note:* Each fixed effect had 152 degrees of freedom except for Technology Presence, which had 51 degrees of freedom. Conversation = Conversation Number.

* p < .05, ** p < .01, *** p < .001
negative slope for females, \( b = -0.19, t(152) = -1.64, p = 0.10 \). Conversely, the slope for males was positive, \( b = 0.14, t(152) = 1.26, p = 0.21 \).

**Smartphone presence, communication behaviors, and conversation quality.** Hypothesis 2 predicted that positive communication would be positively associated with conversation quality and that negative communication would be negatively associated with conversation quality (even in the presence of technology). The presence of technology and either positive communication or negative communication behaviors were entered in three models for conversation quality (see Table 5 and Table 6). Technology presence did not significantly predict conversation quality when included in models with communication behaviors. However, the index of positive communication behaviors was associated with greater conversation satisfaction (\( b = 0.48, p < .001, R^2 = .09, 95\% \text{ CI} [.03, .17] \)), perceived resolvability (\( b = 0.24, p = .019, R^2 = .03, 95\% \text{ CI} [.01, .09] \)), and conversation effectiveness (\( b = 0.26, p = .002, R^2 = .05, 95\% \text{ CI} [.01, .13] \)). Negative communication behaviors were inversely associated with conversation satisfaction (\( b = -0.38, p < .001, R^2 = .06, 95\% \text{ CI} [.01, .13] \)), perceived resolvability (\( b = -0.20, p = .012, R^2 = .05, 95\% \text{ CI} [.01, .10] \)), and conversation effectiveness (\( b = -0.16, p = .013, R^2 = .04, 95\% \text{ CI} [.02, .15] \)).

Finally, RQ2 queried whether the presence of communication technology would moderate the associations between the communication behaviors and the ratings of the quality of their relational conflicts. The results for RQ2 showed no significant interactions between positive communication and the presence of technology nor negative communication and technology in the models for conversation quality. See Table 7 and Table 8 for model summaries.

**Discussion**

The current study was designed to study both the presence of smartphones and the nature of the face-to-face communication within the same study. This approach is a departure from most past work, which typically preferences one or the
Table 5

Multilevel Models with Experimental Conditions and Positive Communication Predicting Conversation Quality (H2)

|                        | Conversation Satisfaction |                   | Perceived Resolvability |                   | Conversation Effectiveness |                   |
|------------------------|---------------------------|-------------------|--------------------------|-------------------|---------------------------|-------------------|
|                        | b (SE)                    | 95% CI            | t                        | b (SE)            | 95% CI                    | t                |
| Intercept              | 5.05 (0.12)               | 4.81, 5.28        | 41.67***                 | 4.24 (0.10)       | 4.03, 4.44                | 40.21***         |

Slopes for Covariates

|                        | b (SE)                    | 95% CI            | t                        | b (SE)            | 95% CI                    | t                |
|------------------------|---------------------------|-------------------|--------------------------|-------------------|---------------------------|-------------------|
| Age                    | 0.04 (0.05)               | -0.6, 0.14        | 0.77                     | -0.02 (0.05)      | -1.1, 0.07                | -0.40             |
| Biological Sex         | 0.00 (0.09)               | -0.17, 0.17       | 0.01                     | -0.02 (0.08)      | -1.8, 0.13                | -0.26             |
| Conversation           | 0.04 (0.08)               | -0.13, 0.20       | 0.46                     | -0.04 (0.08)      | -1.9, 0.11                | -0.52             |
| Relationship Satisfaction | 0.10 (0.09)          | -0.07, 0.28       | 1.15                     | 0.15 (0.08)       | -0.0, 0.31                | 1.90              |

Slopes for Main Effects

|                        | b (SE)                    | 95% CI            | t                        | b (SE)            | 95% CI                    | t                |
|------------------------|---------------------------|-------------------|--------------------------|-------------------|---------------------------|-------------------|
| Technology Presence    | -0.11 (0.13)              | -0.36, 0.13       | -0.91                    | -0.06 (0.11)      | -2.7, 0.15                | -0.56             |
| Positive Communication | 0.48 (0.12)               | 0.25, 0.70        | 4.15***                  | 0.24 (0.10)       | 0.04, 0.44                | 2.35*             |

Note: Each fixed effect had 152 degrees of freedom except for Technology Presence, which had 51 degrees of freedom. Conversation = Conversation Number. * p < .05, ** p < .01, *** p < .001

Table 6

Multilevel Models with Experimental Conditions and Negative Communication Predicting Conversation Quality (H2)

|                        | Conversation Satisfaction |                   | Perceived Resolvability |                   | Conversation Effectiveness |                   |
|------------------------|---------------------------|-------------------|--------------------------|-------------------|---------------------------|-------------------|
|                        | b (SE)                    | 95% CI            | t                        | b (SE)            | 95% CI                    | t                |
| Intercept              | 5.05 (0.13)               | 4.81, 5.29        | 40.64***                 | 4.24 (0.10)       | 4.04, 4.43                | 41.82***         |

Slopes for Covariates

|                        | b (SE)                    | 95% CI            | t                        | b (SE)            | 95% CI                    | t                |
|------------------------|---------------------------|-------------------|--------------------------|-------------------|---------------------------|-------------------|
| Age                    | 0.03 (0.05)               | -0.08, 0.13       | 0.44                     | -0.02 (0.05)      | -1.1, 0.07                | -0.50             |
| Biological Sex         | 0.01 (0.09)               | -0.16, 0.18       | 0.15                     | -0.01 (0.08)      | -1.8, 0.13                | -0.31             |
| Conversation           | -0.04 (0.08)              | -0.21, 0.11       | -0.57                    | -0.09 (0.08)      | -2.3, 0.07                | -1.07             |
| Relationship Satisfaction | 0.08 (0.09)          | -0.10, 0.26       | 0.81                     | 0.13 (0.08)       | -0.1, 0.29                | 1.77              |

Slopes for Main Effects

|                        | b (SE)                    | 95% CI            | t                        | b (SE)            | 95% CI                    | t                |
|------------------------|---------------------------|-------------------|--------------------------|-------------------|---------------------------|-------------------|
| Technology Presence    | -0.11 (0.13)              | -0.37, 0.14       | -0.82                    | -0.07 (0.10)      | -2.7, 0.15                | -0.62             |
| Negative Communication | -0.38 (0.09)              | -0.54, -0.21      | -4.33***                 | -0.23 (0.08)      | -3.6, -0.05               | -2.55*            |

Note: Each fixed effect had 152 degrees of freedom except for Technology Presence, which had 51 degrees of freedom. Conversation = Conversation Number. * p < .05, *** p < .001
Table 7

Multilevel Models with Interaction Effect for Positive Communication and Mobile Phone Presence Predicting Conversation Quality (RQ2)

|                        | Conversation Satisfaction |                  | Perceived Resolvability |                  | Conversation Effectiveness |                  |
|------------------------|---------------------------|------------------|-------------------------|------------------|---------------------------|------------------|
|                        | \( b (SE) \) | 95% CI      | \( t \) | \( b (SE) \) | 95% CI      | \( t \) | \( b (SE) \) | 95% CI      | \( t \) |
| Intercept              | 5.04 (0.12) | 4.80, 5.27 | 41.04*** | 4.24 (0.11) | 4.04, 4.45 | 39.89*** | 2.70 (0.09) | 2.53, 2.88 | 30.06*** |
| Slopes for Covariates |             |             |         |             |             |         |             |             |         |
| Age                    | 0.04 (0.05) | -.06, .15 | 0.81    | -0.02 (0.05) | -11.07 | -0.41   | 0.04 (0.04) | -0.14, .11 | 1.00    |
| Biological Sex         | 0.01 (0.09) | -.17, .18 | 0.07    | -0.02 (0.08) | -18.13 | -0.29   | -0.03 (0.06) | -1.40, -0.43 | 0.43    |
| Conversation           | 0.04 (0.08) | -.12, .21 | 0.49    | -0.04 (0.08) | -19.11 | -0.53   | -0.05 (0.06) | -1.60, -0.80 | 0.80    |
| Relationship Satisfaction | 0.10 (0.09) | -.07, .28 | 1.15    | 0.15 (0.08)  | .00, .31 | 1.90    | -0.02 (0.07) | -1.51, -0.27 | 0.27    |
| Slopes for Main Effects|             |             |         |             |             |         |             |             |         |
| Technology Presence    | -0.10 (0.13) | -.35, .14 | -.82    | -0.07 (0.11) | -.28, .15 | -.60    | -0.04 (0.09) | -.23, .14 | -.47    |
| Positive Communication | 0.43 (.14)  | -.16, .69  | 3.15*** | 0.26 (0.12)  | .03, .50  | 2.19*   | 0.24 (0.09)  | .06, .42  | 2.57*   |
| Slopes for Interaction Effects |         |             |         |             |             |         |             |             |         |
| Technology Presence x Positive Communication | 0.10 (.13) | -.16, .35 | 0.72    | -0.04 (0.12) | -.27, .19 | -.34    | 0.03 (0.09)  | -.14, .21 | 0.34    |

Note: Each fixed effect had 151 degrees of freedom except for Technology Presence, which had 51 degrees of freedom.

* \( p < .05 \), ** \( p < .01 \), *** \( p < .001 \)

Table 8

Multilevel Models with Interaction Effect for Negative Communication and Mobile Phone Presence Predicting Conversation Quality (RQ2)

|                        | Conversation Satisfaction |                  | Perceived Resolvability |                  | Conversation Effectiveness |                  |
|------------------------|---------------------------|------------------|-------------------------|------------------|---------------------------|------------------|
|                        | \( b (SE) \) | 95% CI      | \( t \) | \( b (SE) \) | 95% CI      | \( t \) | \( b (SE) \) | 95% CI      | \( t \) |
| Intercept              | 5.04 (0.13) | 4.79, 5.29 | 40.11*** | 4.25 (0.10) | 4.06, 4.44 | 41.40*** | 2.69 (0.09) | 2.50, 2.87 | 28.60*** |
| Slopes for Covariates |             |             |         |             |             |         |             |             |         |
| Age                    | 0.03 (0.05) | -.08, .13  | 0.53    | -0.02 (0.05) | -11.06 | -0.53   | 0.03 (0.04)  | -.04, 1.1 | 0.87    |
| Biological Sex         | 0.02 (0.09) | -.17, .18  | 0.18    | -0.03 (0.08) | -.17, .14 | -.03    | -0.02 (0.06) | -.14, .10 | -.31    |
| Conversation           | -0.04 (0.08) | -.20, .13  | -.57    | -0.08 (0.08) | -.23, .06 | -.103   | -0.09 (0.06) | -.20, .02 | -.153   |
| Relationship Satisfaction | 0.07 (0.09) | -.10, .27  | 0.78    | 0.14 (0.08)  | .01, .29  | 1.80    | -0.03 (0.07) | -.17, .10 | -.44    |
| Slopes for Main Effects|             |             |         |             |             |         |             |             |         |
| Technology Presence    | -0.11 (0.13) | -.36, .16  | -.86    | -0.07 (0.10) | -.28, .12 | -.66    | -0.02 (0.10) | -.21, .17 | -.25    |
| Negative Communication | -0.36 (0.10) | -.48, -.09 | -.378*** | -0.22 (0.08) | -.41, -.10 | -.257*  | -0.09 (0.07) | -.23, -.04 | 1.31    |
| Slopes for Interaction Effects |         |             |         |             |             |         |             |             |         |
| Technology Presence x Negative Communication | -0.03 (0.09) | -.25, .13  | -.31    | 0.04 (0.08)  | -.08, .23 | 0.46    | -0.09 (0.07) | -.23, .04 | 1.39    |

Note: Each fixed effect had 151 degrees of freedom except for Technology Presence, which had 51 degrees of freedom.

* \( p < .05 \), *** \( p < .001 \)
other. Based on the precepts of the communication interdependence model, we argue that by studying both technologies and face-to-face processes together, one can glean more information about relational communication than is possible by looking at either alone.

Overall, our results suggested that the communication behaviors previously known to shape the course of relational conflicts are much more strongly related to the outcomes of relational conflicts than is the mere presence of mobile technologies. Specifically, our results did not provide any evidence that the presence of mobile phones impacted conversation quality overall (H1), but biological sex moderated the impact of the presence of mobile technology such that the association between the presence of technology and satisfaction was more negative for women than it was for men (RQ1). The most salient findings were related to conflict behaviors. The amount of positive communication predicted greater conversation quality across each outcome variable, whereas the amount of negative communication predicted lower conversation quality (H2). There was no evidence that the presence of technology moderated the associations of positive or negative communication with conversation quality (RQ2).

This study is the first we are aware of to examine the impact of the presence of mobile phones on interpersonal interaction that also examines the nature of the interpersonal communication behaviors. The findings provide evidence that the established understanding of how relational conflict functions still applies when smartphones are present, even though many of the findings in the conflict literature predate widespread use of mobile technologies. Indeed, the findings pertaining to behaviors during the conflict were very consistent with what would be expected based on past literature (e.g., Canary & Sillars, 2013; Roloff & Wright, 2013). There also was no evidence that outcomes usually associated with positive and negative conversational behaviors were moderated by the presence of mobile devices. This is important because claims about how mobile technologies are fundamentally transforming relationships have become common (e.g., Passy, 2019; Sbarra et al., 2019). Sbarra and colleagues even go so far as to suggest that “smartphones and their affordances” have created evolution-linked pulls away from the physically present to the technological networks, with “the potential to undermine immediate interpersonal interaction” (p. 596). The current results do not preclude the possibility that mobile technologies can interfere with conversations, but they demonstrate that the immediate interpersonal interaction still functions as it has. Our fundamental understanding of how to engage in conflict successfully is still applicable, even in contemporary circumstances with smartphones present. These findings are consistent with arguments that even as scholars focus on understanding the role of technology in relational interactions, they also need to consider the nature of interaction if they wish to understand conversational and relational outcomes (e.g., Ruppel, 2019). Although it is possible that our findings would not extend to other domains of relational communication, they do suggest that the substance of how people talk to each other is still an important determinant of the quality of interactions between relationship partners, regardless of whether their mobile phones are present or not.

Our findings with respect to the presence of mobile phones were more equivocal, with no overall main effect of technology but some evidence that the pres-
ence of mobile phones may interact with sex differences. The overall null finding regarding the role of mobile phones on interaction quality is consistent with some recent work that has failed to find an effect of the presence of phones (Allred & Crowley, 2016; Crowley et al., 2018), but the current findings are noteworthy because of the aforementioned reasons to expect that conflict is a context in which effects of mobile devices are particularly likely to be evident.

This investigation strengthens recent evidence suggesting that the effects of the presence of mobile phones are weaker than suggested by early work in this area. One plausible explanation is that findings from the initial studies conducted in this area may have observed a historical artifact when smartphones were new and novel and, therefore, particularly distracting for people (Crowley et al., 2018). Smartphone ownership has increased by 46% since 2011 (Pew Research, 2019), and therefore people may have become more accustomed to their presence during everyday interactions.

It is also important to note that even as the evidence mounts that the presence of a smartphone by itself has a limited impact on relational communication, this should not be interpreted as a reason to reduce the focus on understanding the role of mobile technologies in relationships. The paradigm that examines the mere presence of technologies is a fairly simplistic view of how technologies matter to communication. Such studies do not, strictly speaking, espouse a technological determinism perspective because the presumed mechanisms for any effects involve the meanings and understandings people have of the devices, such as the notion that “people associate phones with wide-ranging social networks” (Przybylski & Weinstein, 2013, p. 238). Still, the notion that the presence of a smartphone has a direct and enduring effect on conversation quality is analogous to technological determinism that is not tenable given the rich ways in which people use communication technologies in their relationships (e.g., Baym, 2015). Given the scholarly and popular press assumptions that the mere presence of mobile technologies has large effects, it has been important to test those assumptions, but our findings (and a growing body of work) suggest that if there is a general effect of the presence of technology itself, it might be too small to be detected on a consistent basis.

Although the overall effects of smartphones being present may be small, that does not mean they are unimportant. First, small overall effects can mask more prominent effects for some people. The current findings showed an indication of sex differences, such that the presence of technology might matter more to women for conversation satisfaction and conversation effectiveness. This finding suggests that even if the overall effects are not large, there still may be an important impact of technologies for some people (at least in some contexts). The sex differences in the current study are only one example of potential variations. Another potentially important variation may lie in how dyads and families negotiate rules for smartphone presence during conversations (Miller-Ott & Kelly, 2016).

Limitations and Future Directions

The current study has a few noteworthy limitations. First, the participants were young adults in college. It is possible that the results of phone presence on conversation quality was not as strong for the current sample because younger
adults “may be less sensitive to environmental cues” (Allred & Crowley, 2016, p. 12). Although young adults ages 18-29 are the most likely to own a smartphone in the United States, midlife and older adults are seeing moderate growth in smartphone ownership (Anderson & Perrin, 2017; Taylor & Silver, 2019). Future research should consider examining whether parallel effects exist in samples other than young adults in college who may have always owned a smartphone (i.e., digital natives). Despite this limitation, young adults ages 18-49 report being more bothered by smartphone behavior than do adults age 50 and above (Vogels & Anderson, 2020). This indicates that examining the effects of mobile technology for digital natives may be particularly relevant.

Second, our sample size has implications for the main and interaction effects detected in the results. The sample was not large enough to rule out small effects, which means that it would be inappropriate to interpret our findings as suggesting that there are no effects of smartphones being present. Likewise, this study had only modest power to detect medium sized effects. A larger sample would provide more definitive results. In addition, the detected biological sex interaction effects were small. However, despite the small sample size and power considerations, the size of the $R^2$ confidence intervals for the presence of technology indicates that we can rule out large effects. This limitation should be understood in context. The current study was consistent with norms for this type of research. For example, the Przybylski and Weinstein (2013) paper described studies with 37 and 34 dyads (compared to our 58 dyads), and it is more difficult to recruit bona fide relational dyads than matching zero history groups. The replication effort by Crowley et al. (2017) yielded effect sizes that are within the confidence intervals of the effects in the current study. Our sample was also large enough to evince strong evidence of the importance of communication behaviors.

Third, we used broad ratings of communication behaviors rather than specific behaviors or characteristics. These broad dimensions certainly obscure meaningful variations within the larger categories of positivity and negativity (Sillars, 1986). It is likely that taking such a broad approach underestimates the complete association between conflict management behaviors and the conversational outcomes. Thus, even though this study demonstrated that traditional conflict management behaviors are more closely related to outcomes than is the presence of mobile phones, this study may have underestimated the relative importance of communication behaviors during conflicts. Hence, future investigations of technology presence during face-to-face interactions should take extra care to explore the myriad of verbal and nonverbal communication behaviors that impact conversation quality.

Fourth, the current study should be augmented with more naturalistic studies because “relational communication is situated and only fully understandable when examined in context” (Sillars & Vangelisti, 2018, p. 252). Like all laboratory studies of relational conflict, it is possible that the design of the study influenced participants’ conflict behaviors. In particular, studies that ask couples to discuss a topic often diminish the prevalence of conflict avoidance (Kluwer, Heesink, & Van de Vliert, 1997; Roberts, 2000). Additionally, although the current design examined the presence of smartphones, the results cannot be extrapolated to how people use smartphones in everyday circumstances. For example, some college
students report using their smartphones to avoid conflicts in their everyday interactions, such as by using their phones to avoid looking at their partner (Caughlin et al., 2017). The use of a phone during an interaction may also be associated with decreased conversation quality, especially if the use is perceived as phubbing (Roberts & David, 2016). Likewise, phone use evokes more negative reactions than does the presence of the smartphone by itself (Caplan & Courtright, 2019). Smartphone use during conflict interactions may also undermine conversation quality more than the presence of the devices alone (Roaché, 2019). The current design did not allow us to examine whether the way people use their smartphones affects conflict management and the outcomes of conflict, but this is clearly an important issue for future research.

As scholars begin to focus more on the ways smartphones are used than whether they are merely present, the communication interdependence perspective used in the current study would suggest that the impact of the technologies may depend on how relational partners use them as part of their larger pattern of communicating. The communication interdependence perspective also provides a theoretical basis for conceptualizing the connections between smartphone use and other relational communication behaviors; specifically, it is “important to recognize the potential for the different modes of interaction to function well together or to interfere with each other” (Caughlin & Sharabi, 2013, p. 887). As Sharabi and Dorrance Hall (2020) found, dating partners sometimes use mobile technologies in destructive ways (e.g., saving a text as evidence to try to win an anticipated conflict), but they can also use them in constructive ways to facilitate togetherness (e.g., talking with each other about something interesting on one’s phone). We are only beginning to understand the complexities of how mobile technologies are utilized in relationships and to what effects. A true understanding of mobile technologies and relational communication will require us to have richer descriptions of the ways communication technologies can interconnect with face-to-face discourse. Additionally, future work should consider how the larger relational context that may shape the meaning and effects of using technologies; for instance, looking at one’s phone for five seconds while talking to a partner in an affectionate relationship with few conflicts may seem unremarkable, but the exact same behavior in a relationship with salient unresolved conflicts may be viewed as phubbing.

**Conclusion**

This study contributes to our understanding of the impact that technology has on face-to-face interactions. The findings strongly suggest that mobile phones do not fundamentally alter the importance of interpersonal conflict behaviors—what we know about constructive conflict appears to apply to a world in which smartphones are nearly always present. Additionally, despite being a context in which the presence of smartphones could be particularly problematic, the results showed no evidence that the presence of mobile phones had an impact on serial argument conversation quality. The sex differences in the current study, however, suggest that some individuals may be more reactive to the presence of technology than others; thus, further examination of this possibility is warranted. Notwithstanding these potential avenues for future research, the most prominent findings of the
current study imply that the established literature on what breeds dissatisfaction in conflict interactions continues to be important, suggesting that the fundamental principles of constructive conflict endure, even as communication technologies become more widespread and important.
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