Identification of influencers in online social networks: measuring influence considering multidimensional factors exploration
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ABSTRACT

Online Social networks exhibit heterogeneous nature with nodes playing far different roles in structure and function. To identify influencers is thus very significant, allowing us to control the outbreak of public negative opinion, to conduct advertisements for e-commercial products, to predict popular scientific publications, and so on. The identification of influencers attracts increasing attentions from both computer science and communication science, with multiple dimensional metrics ranging from structure-based to information-based and action-based. However, most work simply rely on one dimensional metrics. Therefore, in this paper, we analyze three dimensional characteristics (structure-based, information-based, and action-based factors) to develop the multidimensional social influence (MSI) measurement approach. With topic distillation and conditional expectation, the MSI approach can not only measure users topic-level influence, but also measure users global-level influence. Based on data collected from SinaWeibo.com, the experimental results show that the proposed framework outperforms two traditional methods (LeaderRank and FBI) both on the topic-level and the global-level. The proposed framework can be effectively applied to promote word-of-mouth marketing, and to steer public opinion in certain directions, even to support decisions during a negotiation process.

1. Introduction

With the integration and development of technologies and social networking services, Online Social Networks (OSNs) is becoming the decisive dissemination platform of information, knowledge, technology and other resources [1]. However, due to the scale-free property of social networks [2], the diffusion in OSNs hinges on a specific set of users, called influencers, which allows us to better control the outbreak of rumors conduct successful advertisements for e-commercial products, optimize the use of limited resources to facilitate information propagation [3]. Therefore, identifying influencers is becoming one of the most significant issues in both computer science and communication science.

Much effort has been put to detect influencers. However, there still lack of a universal criteria of influence. Since literature on influencer detection is highly diverse with many different methods and variations on the methods proposed by different authors. According to [3, 4], the current influencer detection approaches can be divided into "influence maximization approaches" or "influence measurement approaches". The target of influence maximization is identifying a subset of influential nodes under a given diffusion model [5] to achieve global optimization. While the influence measurement is a microcosmic problem, which target on developing an influence measurement method to detect influencers individually. However, most influence measurement methods were essentially based on single dimension factors, while influence in OSNs is a complex force, which is determined by multiple attributes from multidimensions [3].

Our study contributes to the literature by developing a multidimensional social influence (MSI) measurement approach, which can detect influencers more accurately comparing to most existing approaches. Firstly, We analyze the characteristics of online social network from three dimension (structure-based, information-based, and action-based), and explore the crucial factors of users’ influence. Secondly, with selection of appropriate metrics, calculation of weights, and acquisition of topic distribution, a topic-level multidimensional social influence measurement (TMSI) model and a global-level social influence measurement (GMSI) model are developed. Based on dataset retrieved from SinaWeibo.com, the experimental studies demonstrate the proposed MSI approach outperforms other...
The literature on network theory describes individual in network sciences [8]. And the conventional methods for identifying influencers can be divided into centrality based methods, node operation methods, diffusion-based methods and machine learning methods [3, 9].

2. Related work

Influencer detection has been raising research issues and receiving lots of attention in various domains, ranging from social psychology to network sciences [8]. And the conventional methods for identifying individual influencers can be divided into centrality based methods, node operation methods, diffusion-based methods and machine learning methods [3, 9].

2.1. Centrality based approaches

Centrality based approaches devoted to detect influencer only based on structural information [3]. The literature on network theory describes a large number of such centralities, ranging from neighborhood-based centralities (Such as, k-Shell decomposition method [10, 11], H-index method [12], cycle-based method [13], path length-based centralities (Such as, Information Entropy method [14], gravity-based model [15]), and iterative centrality methods (Such as, PageRank [16], LeaderRank [6], HITS [17]).

Table 1. Representative methods for identifying individual influencers.

| Classification     | Study              | Structure | Action | Information |
|--------------------|--------------------|-----------|--------|-------------|
| Centrality         | Degree centrality  | ✓         | ✓      | ✓           |
|                    | Closeness centrality | ✓      | ✓      | ✓           |
|                    | Betweenness centrality | ✓ | ✓      | ✓           |
|                    | PageRank [16]      | ✓         | ✓      | ✓           |
|                    | HITS [17]          | ✓         | ✓      | ✓           |
|                    | LeaderRank [6]     | ✓         | ✓      | ✓           |
| Node operation     | Node contraction method [34] | ✓ | ✓      | ✓           |
|                    | Connectivity-sensitive [3] | ✓ | ✓      | ✓           |
|                    | Stability-sensitive [3] | ✓ | ✓      | ✓           |
| Machine learning   | [35]               | ✓         | ✓      | ✓           |
|                    | [27]               | ✓         | ✓      | ✓           |
|                    | [24]               | ✓         | ✓      | ✓           |
|                    | [36]               | ✓         | ✓      | ✓           |
| Diffusion-based    | [38]               | ✓         | ✓      | ✓           |

However, Centrality methods have one obvious limitation, that is a centrality which is optimal for one application is often sub-optimal for a different application [3, 18]. Therefore, one centrality based method maybe sub-optimal for another different type network. Since different online social network have different topological structure, centrality based approaches cannot maintain their effectiveness and accuracy when used on OSNs [19].

2.2. Node operation approaches

Node operation approaches are proposed to find influential user by node removal and contraction [21, 22]. In detail, Linyuan Lü et al. summarized those methods into connectivity-sensitive methods, stability-sensitive methods and node contraction methods [23].

Similar to centrality based methods, the node operation approaches also have limitation on OSNs. Since the accuracy of node operation methods depend on the global input of the topological structure. Therefore, node operation methods are lack of efficiency to be adapted onto large-scale OSNs.

2.3. Machine learning approaches

With the opening of the online data platform, automated classification methods have gained considerable importance for influencers identification [24, 25, 26]. For instance, Pajo et al. developed a Fast Lead User Identification (FLUID) approach with features extracted from activity measures, centrality measures and sentiment [27]. Fan et al. introduced a deep reinforcement learning framework FINDER for key players finding in complex networks [25]. However, although machine learning methods can realize fast detection of influencers, their effectiveness depends on the size of the data and the quality of learning set, thus will have the limitation of “light data start”.

2.4. Diffusion based approaches

Another common approach to the influencer detection problem is to simulate influence cascades through the network based on the existence of links in the network using diffusion models, where the influence spread of a node on given diffusion processes are treated as criteria for influence [28]. For example, for an arbitrary node, setting this node as the infected seed and then the total number of ever infected nodes in a
"susceptible-infected-recovered (SIR)" process is widely used as a metric quantifying the importance of this node [3, 29].

However, based on extensive simulations, Šikić et al. [31] showed that for a given SIR process with two parameters (i.e., the spreading rate and recovering rate), the rank of nodes’ influences largely depends on the parameters.

Table 1 reclassifies the existing literature according to the dimensions of metrics in each paper. As illustrated in Table 1, centrality based methods are solely focusing on the topological structure, and do not take into account information about properties of the vertices/edges or edge weights [3, 29]. This may be one of the reasons why centrality based and node operation methods have limitations on OSNs [39], since the most difference between social network and other physical networks, is social network is connected by human behavior and information, therefore, as in [3, 30], a good influencer detection method has to integrate topological features and dynamical properties dynamical parameters into account.

Unlike centrality based methods and node operation methods, most machine learning methods and diffusion based methods consider users’ behavior and information factors, which greatly improve the efficiency and accuracy on large scale network. However machine learning methods have the limitation of ‘light data start’ and the performance of 4 diffusion based methods largely depends on the parameters.

Together, these studies provide important insights into the identification of influencers in complex systems, however, the influencer detection on large scale network still lack an accurate and efficient approach. In this paper, we are supposed to design a better-performed influencer detection method. The accuracy is improved compared to centrality based methods by taking into account 12 features from structure dimension, information dimension and action dimension. The efficiency is improved compared to node operation methods and machine learning methods by the entropy weighted modeling of the three dimensional metrics.

### 3. Multidimensional social influence measurement

In this section, we present a detailed multidimensional user influence measurement approach, with a Topic-level Multidimensional Social Influence (TMSI) measurement model and a Global-level Multidimensional Social Influence (GMSI) measurement model. Following the definition of Granovetter, Section 3.1 introduces factors relating to user influence measurement, and integrates these factors to model each dimensional social influence. Section 3.2 proposes the TMSI model of a given topic-level network, with a corresponding algorithm. Subsequently, Section 3.3 presents the GMSI model with information of the topic distribution. The Figure 1 shows the framework of MSI. With MSI approach, each user v in topic-level network $G_z = (V_z, E_z)$ is assigned a topic-level social influence $UI_z(v)$ ($z \in T$) and a global-level social influence $UI(v)$.

#### Table 2. Notations of OSNs.

| Symbol | Description |
|--------|-------------|
| $G = (V, E)$ | Online social network |
| $N$ | Number of nodes in V |
| $n_v$ | Index of nodes in V |
| $(u, v)$ | Index of edge in E |
| $z$ | Index of topics |
| $G_z = (V_z, E_z)$ | The $z_{th}$ topic-level network of G |
| $g$ | The group node, which is double-directional with each node in each topic-level network |
| $G^g = (V^g, E^g)$ | The $z_{th}$ topic-level network with the added group node |
| $v_2)(d \leq 3)$ | Set of node v's d-layer friends ($d \leq 3$) |
| $v_{nl}$ | Set of nodes that points to node v |
| $U II(v)$ | The global-level social influence score of v |
| $U I_z(v)$ | The $z_{th}$ topic-level social influence score of v |
| $v.kw$ | The keywords of node v's text content |
| $t_x.kw$ | The keywords of topic x |
| $n_v$ | Number of messages of node v |
| $n_v.media$ | Number of messages of node v that contains multimedia |
| $n_v.URLs$ | Number of messages of node v that contains URLs |
| $n_v.hot$ | Number of messages of node v that contains hot topics |
| $(v.action)$ | Set of v's actions |
| $(u, v).action$ | Set of (u,v)'s interactions |
| $v.IP$ | The registered address of user v |
| $(u,v).action.@$ | Set of (u,v)'s interactions that contain "@"
Table 2 below describes the notations used in this paper. All variables in the table are normalized in the range of [0, 1].

3.1. Factors exploration and measurement

Whether information will be spread depend on the connection influence between users [40, 41]. As argued by Granovetter [42], the strength of social relation is a function of “duration, emotional intensity, intimacy, and reciprocal services between people [43]”. In detail, “duration” is a measurement of the amount of time of a tie between two nodes; “emotional intensity” is the degree, amount of strength or force that something has; “intimacy” is the state of being in a very personal or private relationship; and “reciprocal services between people” indicates actions carried out in common between two nodes in an OSN [40].

With this seminal work as a baseline, prior works started to consider the factors in a social-relation-based dimension to measure the connection influence between users. Structural factors, reciprocity, similarity, interaction activity (type, frequency, context), or social distance (socio-economic status, education level or political affiliation), etc. are respectively taken as predictors in [40, 44].

As illustrated by Figure 2, similar to [40, 44], to measure the connection influence between users, we use interaction frequency, reciprocity and other indicators as predictors of “duration, emotional intensity, intimacy, and reciprocal services between people”. Then classify them into three dimensions, and correspondingly define the combined strength of these factors in each dimension as “information influence”, “action influence” and “structure influence”. The following section 3.1.1-3.1.3 in this section will exhaustively show the measurement of each factor and each dimensional influence.

3.1.1. Information factors measurement

As illustrated by Figure 2, information-based factors are used to estimate the contribution of users’ posts, which includes the following four factors related to the text content [45]: the “popularity of the information”, the “type of information”, the “relevance of the message with respect to the topic”, and “users’ similarities”. The following Eqs. (1), (2), (3), and (4) show the measurement of these factors.

3.1.1.1. Popularity of information. According to [46], some users may be more likely to rebroadcast popular content, therefore messages related to hot topics are more likely to be spread. To measure this effect, we define the “popularity of the information” factor, Pop(v), by the frequency of messages that contain keywords related to hot topics.

$$\text{Pop}(v) = \frac{|n_u, \text{hot}|}{|n_u|} \quad (1)$$

3.1.1.2. Information type. Studies in [43, 47] conceive that the strength of influence between users partially depending on the type of the information. And Chen et al. further show, people tend to pay more attention to and spread specific messages that contain multimedia or URLs. To measure this effect, we define “information type” factor, Typ(v), as Eq. (2) by the frequency of messages that contain multimedia (videos, photos or sounds) or URLs.

$$\text{Typ}(v) = \frac{|n_u, \text{media}| + |n_u, \text{URLs}|}{|n_u|} \quad (2)$$

3.1.1.3. Relevance between user’s messages and a topic. This work aims to derive users’ topic-level social influence, that is the social influence on a given topic. Therefore, we define a factor indicating the relevance of a user’s messages with respect to the topic, Relv(v), which can be measured by a Jaccard coefficient as Eq. (3).

$$\text{Rel}_v(v) = \frac{|v, \text{kw} \cap v, \text{kw}|}{|v, \text{kw} \cup v, \text{kw}|} \quad (3)$$

where $t, kw$ and $v, kw$ refer to the keywords of topic $t$ and user $v$’s messages, respectively. Text word segmentation is conducted on the data set to derive keywords.

3.1.1.4. Users’ similarity. According to the social identity theory [48] and homogeneity theory [49], McPherson et al. believes that users with similarity are more likely to connect and interact with each other [50]. The similarity can be reflected in many ways, such as age, hobbies, interested topics, etc. To capture the effect of “similarity”, we define Sim(u, v) as Eq. (4).

$$\text{Sim}(u, v) = \frac{|v, \text{kw} \cap u, \text{kw}|}{|v, \text{kw} \cup u, \text{kw}|} \quad (4)$$

3.1.2. Action factors measurement

As shown in Figure 2, to determine the effect of users’ actions (viewing, mentioning, tweeting, etc.) on their connection strength, we define the following action factors according to users’ interaction records:

3.1.2.1. Interactive frequency. On OSNs, users frequently interact (post, review, comment) with others, always have better reputations and
influence than other users [51]. Therefore, we denote interactive frequency as Inte(u, v) (Eq. (5)), to measure the effect of users’ interactions.

\[
\text{Inte}(u, v) = \frac{|\{(u, v)\cdot\text{action}\} \cup \{(v, u)\cdot\text{action}\}|}{|u\cdot\text{action}| + |v\cdot\text{action}|}
\]

(5)

3.1.2.2. Correlation of neighbors. The correlation of users’ friends is a key indicator of similarity. Richard Alba and Charles Kadushin support this observation and further verify the overlapping or similar friends among users will affect their intensity of connection [52]. In this paper, Cor (u, v) is defined by the correlation of users’ first-layer neighbours’ ID list, to measure the similarity of users’ friends.

\[
\text{Cor}(u, v) = \frac{|\{u\} \cap |v\}|}{|u\} \cup |v\}
\]

(6)

3.1.2.3. Affection strength. Affection strength refers to the degree of affection that arises between users who share the same relationships, such as consanguinity relationships, friend relation-ships, colleague relationships or location-based relationships. Thus, we use the frequency of “@” action to quantify affection strength based on consanguinity, friends and colleague relationships, and denote this strength as \(\text{AffIP}(u, v)\):

\[
\text{AffIP}(u, v) = \frac{|(u, v)\cdot\text{action}@|}{|(u, v)\cdot\text{action}|}
\]

(7)

where the \(|(u, v)\cdot\text{action}@|\) simplifies the number of actions that contain the signal “@”, as “@” is usually used between familiar users (friends, relatives or colleagues).

In addition, we use the correlation of two users’ registered address to represent their affection strength based on location, \(\text{AffIP}(u, v)\):

\[
\text{AffIP}(u, v) = \text{correl}(u.IP, v.IP)
\]

(8)

Then, the affection strength of \((u, v)\), \(\text{Aff}(u, v)\), can be quantified by the following formula:

\[
\text{Aff}(u, v) = \alpha_1 \text{AffIP}(u, v) + \alpha_2 \text{AffIP}(u, v)
\]

(9)

where \(\alpha_1\) and \(\alpha_2\) are two weight coefficients that can be obtained using many evaluation methods, such as the entropy weight method, the analytic hierarchy process (AHP), or the gray correlation analysis.

3.1.2.4. Reciprocity. According to network exchange theory [53], people are more easier to interact with those who grant them rewards, these rewards can be emotional (such as affection) or behavioral (such as reciprocity). In this work, we define reciprocity strength, \(\text{Rec}(u, v)\), as the bi-directional interaction frequency of two users:

\[
\text{Rec}(u, v) = \frac{|(u, v)\cdot\text{action} \cap -(v, u)\cdot\text{action}|}{|(u, v)\cdot\text{action}| \cup |-(v, u)\cdot\text{action}|}
\]

(10)

3.1.3. Structure factors measurement

According to the Social Capital Theory [42], an individual’s structural position in the network, significantly affect users’ information exchange behavior and users’ status. Specifically, a node with high centrality score is usually considered more highly influential than other nodes in the network [3, 36]. To capture this effect, the following Eqs. (11), (12), (13), and (14) are defined:

3.1.3.1. Betweenness centrality. Betweenness centrality, \(\text{Bet}(v)\), measures the average degree to which a given node lies in the shortest paths of other nodes, and can be defined by the following Eq. (11) [32].

\[
\text{Bet}(v) = \sum_{r \neq v \neq w \in V} \frac{|g_{r\cdot w}(v)|}{|g_{r\cdot w}|}
\]

(11)

influence than other users [51]. Therefore, we denote interactive frequency as Inte(u, v) (Eq. (5)), to measure the effect of users’ interactions.
The “-” is the inner product operator, which is used to incorporate factors’ effect on social influence measurement.

**Definition 3.2 (Action influence).** Similar to the measurement of “information influence”, the action influence $Act(u,v)$ of $(u,v)$ can be measured by the product of the four action-based factors as follows:

$$Act(u,v) = Inte(u,v) \cdot \text{Int}(u,v) \cdot \text{Aff}(u,v) \cdot \text{Rec}(u,v)$$ \hspace{1cm} (16)

**Definition 3.3 (Structure influence).** The structure influence $Str(u,v)$ is defined as the structure importance of $(u,v)$ in the network topological structure.

$$Str(u,v) = \text{Bet}(v) \cdot \text{Col}(v) \cdot \text{Deg}(v) \cdot \text{Isp}(u,v)$$ \hspace{1cm} (17)

where $\text{Bet}(v)$, $\text{Col}(v)$, $\text{Deg}(v)$ and $\text{Isp}(u,v)$ are defined by Eqs. (11), (12), (13), and (14). Therefore, we can derive $I = (\text{Inte}(u,v))_{n \times n}$, $A = (Act(u,v))_{n \times n}$, $S = (Str(u,v))_{n \times n}$ as the $n \times n$ information, action and structure dimensional influence matrix, respectively.

### 3.2.3 Path influence measurement

**Definition 3.4 (Path influence).** Path influence, $pi(u,v)$, is defined to measure the influential strength of users’ (direct or indirect) connection, which is the social influence on a path from user $u$ to user $v$ in the network:

$$pi(u,v) = \beta_1 \text{Inte}(u,v) + \beta_2 Act(u,v) + \beta_3 Str(u,v)$$ \hspace{1cm} (18)

where $\beta_1$, $\beta_2$, $\beta_3$ are the weights that can be used to adjust the contribution of information, action dimensional, and structure dimensional influence value, which can be derived by “information entropy weighted method”, and satisfying $\sum_{i=1}^{3} \beta_i = 1$.

Basically speaking, there are 3 steps to obtain the weights. Firstly, data standardization; Secondly, computing each factor’s entropy based on information entropy definition; Thirdly, determining each factor’s weight according to the information entropy it has. In this paper we utilize the Shannon’s information entropy [56] $H_i = -\frac{1}{|v|} \sum_{j \in v} \log(q_{ij})$, $q_{ij} = \text{I}(i,j)$, $\text{OR}(i,j)$ in this study) to calculate factors’ entropy and employ the classic weight calculate formula “$\beta_i = \frac{1-q_i}{\sum_{i=1}^{3} (1-q_i)}$” to determine the weights.

Therefore, the initial social influence can be measured as the summation of the path influence between users and their neighbors. For each $v$ in $G_z = (V_z, E_z)$ the group node [6], $G_z = (V_z, E_z)$ is the $z_{th}$ topic-level network with the added group node $g_z$, the initial TMSI value can be derived as Eq. (19).

$$UI_z = \frac{1}{|V_z|} \sum_{u \in V_z} pi(u,v)$$ \hspace{1cm} (19)

### 3.2.4 Model adjustment

In Eq. (19), each friend’s contribution is assigned evenly with the same weight $\frac{1}{|V_z|}$. However, in fact, these contributions should be different, the stronger connection, the more contribution. Similar to LeaderRank, we argue that the contribution from $u$ to $v$ should be determined by their path influence (in [6], the edge importance) and can be measured as $p_{ui,v}$ by the following equation:

$$pi(u,v) = \frac{p_{ui,v}}{\sum_{w \in V} p_{ui,w}}$$ \hspace{1cm} (20)

with $p_{ui,v}$ as the contribution proportion, the initial TMSI value (Eq. (19)) should be adjusted as follows.

$$UI_z^{t+1}(v) = \sum_{w \in V} p_{ui,v} \cdot UI_z^t(v)$$ \hspace{1cm} (21)

when $t = 0$, $UI_z^0(v)$ is the initial social influence obtained by Eq. (19).

Repeat Eq. (21), when the steady state is attained at time $t$, we have

$$UI_z(v) = UI_z^t(v) + \frac{UI_z^t(v)}{N}$$ \hspace{1cm} (22)

Symbolizing the spread of information on OSNs as a finite Markov chain, and using $p_{ui,v}$ as the transfer probability. Thus, the transfer matrix of each topic network $G_z = (V_z, E_z)$:

$$P = \begin{pmatrix}
0 & p(1,2) & \ldots & p(1,N+1) \\
p(2,1) & 0 & \ldots & p(2,N+1) \\
\vdots & \vdots & \ddots & \vdots \\
p(N+1,1) & p(N+1,2) & \ldots & 0
\end{pmatrix}$$ \hspace{1cm} (23)

We can define a $N+1$ dimension vector $UI_z^t = (UI_z(1), UI_z(2), \ldots, UI_z(N+1))(v \in V_z, N \equiv |V_z|)$, where each dimension refers to the social influence score of its corresponding node at the $t_{th}$ iteration. In addition, $UI_z^0 = (UI_z(1), UI_z(2), \ldots, UI_z(N+1))(v \in V_z, N \equiv |V_z|)$, $UI_z^1 = UI_z^0 \cdot P$.

After the c-step iteration, $UI_z^c = UI_z^{c-1} \cdot P = UI_z^{c-2} \cdot P^2 = \ldots = \text{TMSE}^c \cdot P^c$ and the final topic-level social influence is at the steady time $t_c$ is

$$UI_z^c = UI_z^{c-1} \cdot P + UI_z^{c-2} \cdot P^2 + \ldots + UI_z^0 \cdot P^c$$

where, $UI_z^c = \frac{UI_z^c}{N} \cdot \text{T}$, $\text{T}$ is a unit column vector.

### 3.3 Global-level social influence evaluation

Assume topics are independent, with the topic-level social influence $UI_z(v)$, the topic set $T = \{z\}$ and the topic distribution $\Theta$, the global-level social influence of node $v$ can be calculated by the conditional expectation of his topic-level social influence.

$$UI(v) = E(UI_z(v)) = \sum_{z \in \Theta} p(z|v) \cdot UI_z(v)$$

where $p(z|v)$ is the probability of topic $z$ disseminated by user $v$, and can be calculated as $p(z|v) = \frac{p(v|z)}{p(v)}$, $p(v|z)$ is the probability of user $v$ in topic-level network $G_z$ and $p(z)$ is the probability of topic $z$. Besides, for calculation convenience, we assume users (in the same topic-level network) and the topics are independently distributed to $U(0, 1)$, then $p(v|z) = p(v|z, u) = p(u|z) \cdot p(v|u) = p(v|z) = \frac{1}{N} (v, u \in V_z)$ and $p(z) = p(z|x) = \frac{1}{N} (z \in T)$.

Therefore, with the total probability formula, global-level social influence can be calculated with the following Eq. (24):

\begin{align*}
1 & \text{In general, the topic set can be obtained by many different ways. For example, the predefined categories or the user-assigned tags on OSNs might be used.} \\
2 & \text{To derive the topic distribution, topic modelling methods in [47, 57] can be utilized.}
\end{align*}
\[ UI(v) = E(UI_z(v)) \]
\[ = \sum_{z \in T} p(z|v) \cdot UI_z(v) \]
\[ = \sum_{z \in T} p(v|z) \cdot p(z) \cdot UI_z(v) \]
\[ = \sum_{z \in T} \frac{p(v|z) \cdot p(z)}{p(v)} \cdot UI_z(v) \]
\[ = \sum_{z \in T} \frac{1}{|T|} \cdot UI_z(v) \]  \hspace{1cm} (24)

4. Empirical study

In this section, experiments are presented to evaluate the effectiveness and accuracy of MSI approach, with dataset crawled from Sina Weibo. Firstly, we analyze the correlation of different dimensional factors. Second, we quantitatively evaluate the performance of the topic-level TMSI by two evaluation metrics—“Duplication percentage” and “Influence spread”. Thirdly, we verify the effectiveness and accuracy of the global-level GMSI model by three evaluation metrics—“Duplication percentage”, “Influence spread” and “Ranking accuracy”\(^3\). The results show that both the topic-level TMSI model and the global-level GMSI model can achieve better influence detection, in comparing with the FBI and LeaderRank approaches.

Algorithm 1. The calculation of users’ social influence.

The Algorithm 1 displays the complete process of the MSI construction for all users in both the topic-level networks and the global-level network. As shown by Algorithm 1, the optimization objective constructed is a unimodal optimization problem, which can be solved by iterative algorithm in a finite number of iterations, and can always reach a steady state. Besides, the time complexity of Algorithm 1 is \( a^2 m N \), where \( a \) is the maximum degree of nodes, \( m \) is the number of topics, and \( N \) is the number of nodes, which demonstrates that our method is an efficient approach.

\(^3\) Actually, among the above three evaluating metrics, the “influence spread” is the most important metric. According to [28, 58], the nodes which maximize the influence spread have the most probability to be the best influential users, since marketers are far more interested in this metric. Therefore, in this paper, we focus more on the approach performance on the “influence spread” metric.
### 4.1. Experiment Design

To validate the proposed MSI approach, we compare its performance with the commonly used LeaderRank approach [6] and the FBI approach [7]. The Equation (25) and Equation (26) below show the main equations in LeaderRank and FBI, respectively.

Where Inf\(i\) is the iterative iteration of user \(v\) and \(t\) is the group node. \(\rho_{uv}\) is the edge weight of \((u, v)\). Inf\(i\) is the number of users which followed by user \(u\), and \(t\) is the iterative end time of LeaderRank; Inf\(I\) is the initial FBI influence value of user \(v\). \(A_{uv}^{in}\) and \(A_{uv}^{out}\) are the direct affinity and indirect affinity between user \(u\) and \(v\), and \(\lambda_{i}\) is the iteration percentage of user \(v\).

\[
\text{Inf}(v, t) = \sum_{u|v=\text{In}(u)} \frac{\rho_{uv}}{|\text{In}(u)|} \text{Inf}(u, t)
\]

\[
\begin{align*}
FBI^{in}(v) &= q \cdot A_{uv}^{in} + (1 - q) \cdot A_{uv}^{out} \\
FBI^{out}(v) &= \frac{\sum_{i=1}^{\lambda_{i}} \theta_{ij}}{5} \\
FBI^{final}(v) &= p \cdot FBI^{in}(v) + (1 - p) \cdot \sum_{i|\text{path}=(u, v)} \text{Inf}(u, t)
\end{align*}
\]

1) Duplication percentage. A suitable detection approach should distinguish all users’ influences to the greatest extent, in other words, less duplication means greater effectiveness [7]. Suppose \(\xi\) is the number of nodes with the same influence values, then the “duplication percentage”, \(\eta\), is defined as follows:

\[
\eta = \frac{\xi}{N} \cdot 100\% \quad \text{ELSE}
\]

2) Influence spread. This metric measures how many users can be influenced by \(k\) seed users. A larger influence spread means a higher level effectiveness [7, 54, 58]. To evaluate the performance of MSI, leaderRank, and FBI, ranked top \(100\) users are chosen as seed nodes under the independent cascade (IC) model.

3) Ranking accuracy. A higher ranking accuracy indicates a more accurate approach. In this paper, we define rank accuracy as similarity to the official ranking:

\[
\lambda = 1 - \frac{1}{\sum_{c_{i}|r_{i}} \frac{\sum_{r_{i}} \text{rank}(c_{i}) - \text{rank}(c_{i})}{\sum_{r_{i}} \text{rank}(c_{i}) \cdot \text{rank}(c_{i})!}}
\]

where \(c_{i}\) refers to rank of \(v\) under the approach needed to be
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**Table 3. Maximum-likelihood fitting and K-S test on topic-level network.**

| Topic-level network | Alpha | \(X_{max}\) | L | p value of KS test | gof |
|--------------------|-------|-------------|---|------------------|-----|
| My classmates | 1.68 | 14 | -60 | 0 | 0.5698 |
| Mi PHONE | 3.5 | 3 | -2.6162e+03 | 0 | 0.5570 |
| Smog | 3.25 | 3 | -3.2203e+03 | 0 | 0.5378 |
| House Prices | 2.49 | 9 | -1.814e+3 | 0 | 0.6342 |
| Corrupts network | 3.5 | 3 | -2.669e+3 | 0 | 0.5575 |

'My Old Classmate' is a 2014 Chinese drama-romance film.
'Mi' is a kind of smartphone produced by Xiaomi company.
compared, and \( v \) represents the rank of \( v \) under the official ranking approach.

4.2. Data source

Due to Sina Weibo, the most popular microblogs in China, we successfully collected a dataset during the period from May 3rd, 2014 to May 11th, 2014. As described in Table 4, the data set contains 63,641 users, 1,391,718 follower relationships, 12 topics and 84,168 messages.

Table 4. Description of data set.

| Topics           | Number of nodes | Number of edges | Number of messages |
|------------------|-----------------|-----------------|--------------------|
| My Old Classmate| 54808           | 38973           | 10887              |
| Mi               | 57828           | 475560          | 11576              |
| House Price      | 54465           | 440250          | 8936               |
| Corrupt officials| 58567           | 432249          | 6829               |
| Smog             | 57918           | 454584          | 5946               |
| Global-level     | 62444           | 1615111         | 40651              |

Without loss of generality, five topics—“My Old Classmate Film”, “MI Phone”, “House Prices”, “Corrupt officials” and “Smog” are chosen as examples among the 12 topics, which represent for “Entertainment”, “Technology”, “Economy”, “Politics” and “Environment”, respectively.

Figure 3 manifests users’ degree distributed to the power-law distribution with good fitness in log-log graphs. Besides, Table 3 reports the output of maximum-likelihood fitting (where suppose the degree of the network follows the distribution of power law: \( p(x = k) = x^{-\alpha} \) for \( x \geq x_{\text{min}} \)) and the goodness-of-fit test based on the Kolmogorov-Smirnov test (K–S test) [59], all the p value (p < 0.05) of K–S test all verify the power-law distribution of the five topic-level networks in our paper, which imply these topic-level networks are scale-free.

Te preprocessing of the data set includes three steps. Firstly, each of the five topic-level networks is retrieved from the global-level network.

Table 5. The total variance explained of factors analysis for the 12 different dimensional factors.

| Component | Initial Eigenvalues | Extraction Sums of Squared Loadings |
|-----------|---------------------|-------------------------------------|
| Total     | Variance            | Cumulated                           |
| 1         | 4.361               | 36.338                              |
| 2         | 3.064               | 25.534                              |
| 3         | 1.832               | 15.265                              |
| 4         | 1.279               | 10.655                              |
| 5         | 0.810               | 6.751                               |
| 6         | 0.462               | 3.847                               |
| 7         | 0.148               | 1.230                               |
| 8         | 0.026               | 0.216                               |
| 9         | 0.019               | 0.157                               |
| 10        | 0.001               | 0.006                               |
| 11        | 0.000               | 0.000                               |
| 12        | 0.000               | 0.000                               |

Figure 4. Factors correlation analysis (“Pop, Typ, Rel, Sim, Inte, Cor, Aff, Rec, Bet, Col, Deg and Ispl” are average values of corresponding factors in the global-level network.).

4. Actually, in this paper we apply the ranking in “weiboreach.com” as the official ranking. Similar to “Klout”, “http://www.weiboreach.com/” is an official social influence measurement website.
with the topic distribution of the global-level network, based on the topic context contained (this extraction includes node, edge, messages and the attributes they contained). Secondly, irrelevant or abnormal data is excluded, normal data is standardized. Finally, for each topic-level network, factor set is obtained according to Section 3.1. Take information-based dimensional factors as an example, we first perform word segmentation for each user’s messages using NLPIR (ICT-CLAS2015)\(^5\), and then establish a keyword matrix and calculate information-based dimensional factors with the keyword matrix.

### 4.3. Evaluation results

In this section, factors correlation analysis is first presented. Then, the experimental results of the TMSI model and GMSI model are reported.

#### 4.3.1. The correlation analysis of factors

In Section 3, factors are classified into three dimensions—“Information”, “Action” and “Structure”. In order to support this classification, the results of “factor analysis” is first proposed in Table 4, in which, the cumulated variance can be explained 77.137% of the total 12 factors by three components. Besides, the variance explained decreases monotonically with the number of components (as shown by the third column in Table 5). Therefore, it’s relative reasonable to divide the 12 factors into three categories. Next, in order to support the definition of the three components (Information Influence, Action Influence, and Structure Influence). The results of “Multidimensional Scaling(MDS)” analysis is shown by Figure 4. Figure 4.a clearly show “Pop, Typ, Rel, Sim”, “Inte, Cor, Aff, Rec, and “Bet, Col, Deg and Ispl” belong to dimension 3, dimension 1 and dimension 2, respectively. Therefore, we can define the dimension 1,2,3 as “Action dimension”, “Structure dimension”, and “Information dimension”, respectively. Furthermore, the relation among the three dimensional influence is shown by the Figure 4.b. It clearly reveal the orthogonal relation among the three dimensional influence.

In summary, through the analysis of Figure 4, the 12 factors can be divided into “Information factors”, “Action factors” and “Structure factors”. Besides, The three dimensional influence are orthogonal and can not be replaced or explained by each other. Therefore, to construct a more reasonable influence measurement model, all of the three dimensional influence must be considered simultaneously. This conclusion can support the modelling of path influence in Section 3.2.2.

#### 4.3.2. Comparison on topic-level networks

(1) Compared with FBI and LeaderRank approaches, the topic-level TMSI model performs better than LeaderRank on “duplication percentage” (Table 6), and slightly inferior to FBI’s performance. Table 6 shows the duplication percentage of TMSI, FBI and LeaderRank for the five topic-level networks. As shown in this table, the “duplication percentage” value of TMSI is approximate to that of FBI and is much lower than that of LeaderRank. Besides, the “duplication percentage” of LeaderRank changes a lot on

---

\(^5\) A classic Chinese word segmentation system at [http://ictclas.nlpir.org/](http://ictclas.nlpir.org/).
different topic-level networks. Therefore, among the three approaches, TMSI and FBI approach are also the most stable two approaches on “duplication percentage”, in comparison with LeaderRank approach.

(2) Compared with FBI and LeaderRank, the top k (k = 1, 2,···, 100) influencers of TMSI achieve the greatest influence spread for each topic-level network.

As Section 4.1 noted, we apply an IC model to propagate influence. To conduct the experiment, the activation probabilities of each edge should first be determined. In this paper, we utilize $p_{i}(u, v)$, the path between node $u$ and $v$, as the activation probability of TMSI (for FBI and LeaderRank approaches, we utilize the path$[u, v]$ in Eq. (30) and $\sum_{v \in N} \frac{v_{i}(v, rand)}{N}$, respectively as the activation probability). To obtain the performance of each approach on the influence spreading metric, we select the top k influencers as the seeds, and progressively compared the accumulated and individual influence spread of each approach as shown by Figures 5 and 6.

As shown in Figure 5, the top k TMSI influencers’ accumulated influence spread is much larger than that of the other two approaches, on each of the five topic-level networks. Therefore, the TMSI approach demonstrates the best and most stable performance on the accumulated influence spread of the top k influencers.

Besides, intuitively, the individual influence spread of an effective user influence measurement approach should approximately be a decreasing function of the influencer’s rank. As Figure 6 illustrates, for each topic-level network, the individual influence spread of TMSI is decreasing with the decreasing of the rank, from the overall trend. While the top k influencers’ individual influence spread of LeaderRank and FBI approaches are similar to a constant function. Hence, TMSI is more effective and robust than the other two approaches with respect to influence spread. In summary, in terms of the most important metric, “influence spread”, TMSI model achieved the most strong and stable validation in measuring topic-level social influence compared with the FBI and LeaderRank. And in terms of the “duplication percentage”, the proposed TMSI performs better than LeaderRank and similar to the FBI on most topic-level networks.

### 4.3.3. Comparison on the global-level network

To validate the effectiveness and accuracy of global-level MSI measurement approach, we compare it with the FBI and LeaderRank approaches based on the three metrics in this section. The results are as follows:

(1) With respect to the “duplication percentage”, MSI performs better than LeaderRank, while slightly inferior to the FBI. However, this inferior is not significant, since the zombie users 7 are count for almost 17%.

Next, we compared the “duplication percentage” performance of MSI, LeaderRank and FBI on the global-level. As the table indicates, on the global-level network, the duplication percentage under the MSI is 44.91%, which is much less than the ratios of LeaderRank (62.37%), but inferior to the FBI (32.06%).

In order to dig out the reason of MSI’s inferior performance on “duplication percentage” metric, we randomly choose 500 users as examples, manually view their homepage on Sinaweibo, and find out there are almost 17% zombie users, who barely have any action after their signing-up and following [60]. These zombie users only contribute on structure-based factors, and barely contribute on information-based factors or action-based factors. Since MSI approach is based on the combination of structure-based factors, information-based factors and action-based factors, while FBI approach is merely based on structure-based factors, these zombie users’ FBI values are different, and their TMSI values are almost the same. Therefore, there is no significant difference between the MSI’s performance and FBI’s performance on the “duplication percentage”, with the existence of zombie users.

(2) In a comparison of the “influence spread”, the MSI outperforms the other two approaches (FBI and LeaderRank).

Figure 7.a displays the top k (k = 1, 2,···, 100) influencers’ accumulated and individual “influence spread” under the MSI, FBI and leader-Rank, respectively. As shown by Figure 7, the top k influencers’ “accumulated influence spread” of MSI is much more than the other two
approaches on the global-level network. Besides, as the Figure 7.b shown, the top k influencers’ “individual influence spread” of MSI manifests a decline trend, while the top k influencers’ “individual influence spread” of other two approaches manifests a constant trend. The results illustrate that the global-level MSI model can identify the most influential top k influencers. Therefore, in comparison with FBI, and LeaderRank, MSI is the most effective on the global-level network based on the “influence spread” metric.

(3) MSI performs the best in “ranking accuracy”, comparing to FBI and LeaderRank.

In order to manifest the measurement accuracy of the proposed MSI on the global-level network, the ranking accuracy is computed according to Eq. (4.1). The results imply that our MSI model (71.89%) outperforms FBI (66.17%), LeaderRank (67.61%).

In summary, synthesizes the analyses of Section 4.3.2, we can draw the following conclusions: 1) in terms of the most important metric, “influence spread”, the proposed MSI achieved the most strong and stable validation than the FBI and LeaderRank, both in the topic-level networks and the global-level network; 2) in terms of the “duplication percentage”, the proposed TMSI performs better than LeaderRank and similar to the FBI on most topic-level networks; 3) in terms of the “ranking accuracy”, the global-level TMSI model achieved the greatest accuracy on the extended global-level network. Therefore, MSI is the most effective and accurate approach, in contrast with LeaderRank and FBI, both on the topic-level networks and the global-level network, combining their performance on the “influence spread”, the “duplication percentage” and the “ranking accuracy” metrics.

5. Conclusion and discussion

Information-based, action-based and structure-based metrics are common predictors for identifying influencers. However, a single dimensional method might not accurate. Besides, prior studies [3, 61, 62, 63, 64] have noted the importance of multidimensional factors (attributes) analysis in influencer detection of online social networks, however, very little was found in the literature on the modeling of multidimensional influence. This study set out with the aim of assessing the influence of users in online social networks by multidimensional factors analysis and multidimensional influence modeling. In detail, we construct a comprehensive approach in which three dimensions of factors, information-based, action-based and structure-based, are considered to measure users’ social influence and identify influences in OSNs. Capturing the effect of topics on OSNs, MSI is developed to measure both users’ topic-level and global-level social influence, based on the knowledge of topic distillation and distribution. The experimental results utilizing a real network data set collected from Sina Weibo (Section 4), demonstrate that in terms of “influence spread”, “duplication percentage” and “ranking accuracy”, our proposed methods achieved a better performance compared to LeaderRank and FBI, both on the topic-level networks and the global-level network.

LeaderRank is a improved structural method based on PageRank, and similar to our method FBI approach is based on factor analysis and modeling, what’s different in FBI is the feature they extracted are solely structural. Therefore, a potential advantage of our method in terms of accuracy is that our method integrating 12 factors from three different dimension. Besides, by the entropy weighted modeling of the three dimensional metrics, the computation time complexity of MSI is close to the other two method, which is less than most node operation methods and machine learning methods. Therefore, MSI can stably find influential nodes with an acceptable computational complexity and effectiveness in large scale online social networks.

From a practical perspective, by identifying influencers, marketers could take them as the marketing nodes and launch marketing strategies to enhance the effectiveness and availability of viral marketing. Besides, influencers can be particularly influential in encouraging the trial and adoption of novel products and services. Therefore, the proposed MSI approach can be applied to improve word-of-mouth marketing, to steer public opinion in certain directions, even to support decisions during a negotiation process. Besides, by factors exploration, this study allows us to understand better the social activities taking place in OSNs, and providing an effective strategy to improve the reputation/influence of OSN users.

However, several avenues remain to be explored in future research. First, the TMSI model and GMSI model we presented are only static descriptive models rather than dynamic predictive models. Predicting social influence at a given time will require further examination. Second, it would be interesting to investigate how negative or positive attitudes affect users’ social influence. Third, trust between users also plays a significant role in social influence diffusion. For example, if thousands of spammers are spreading spam information on OSNs, normal information diffusion will be disturbed, and user’s social influence will undoubtedly be affected. Finally, the proposed MSI can only be utilized in online social networks, where “visiting, commenting, tweeting, mentioning” is their basic characteristics, and not appropriate for offline networks (such as bank network). Therefore how to extend it to explore influencers in large scale social networks, like bank network, is still a great challenge.
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