RECENT DEVELOPMENTS OF THE UNIFORM MORDELL–LANG CONJECTURE

ZIYANG GAO

ABSTRACT. This expository survey is based on my online talk at the ICCM 2020. It aims to sketch key steps of the recent proof of the uniform Mordell–Lang conjecture for curves embedded into Jacobians (a question of Mazur). The full version of this conjecture is proved by combining Dimitrov–Gao–Habegger [DGH21] and Kühne [Küh21a]. We include in this survey a detailed proof on how to combine these two results, which was implicitly done in [DGH20] but not explicitly written in existing literature. At the end of the survey we state some future aspects.
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1. Introduction

Let $F$ be a field of characteristic 0. A smooth curve $C$ defined over $F$ is a geometrically irreducible, smooth, projective curve defined over $F$. Let $\text{Jac}(C)$ be the Jacobian of $C$.

The goal of this survey is to report the recent development of the following theorem, known as the Uniform Mordell–Lang Conjecture for curves embedded into Jacobians. It is a question posed by Mazur [Maz86, top of pp.234].

**Theorem 1.1** (Dimitrov–Gao–Habegger + Kühne). Let $g \geq 2$ be an integer. Then there exists a constant $c(g) \geq 1$ with the following property. Let $C$ be a smooth curve of genus $g$ defined over $F$, let $P_0 \in C(F)$, and let $\Gamma$ be a subgroup of $\text{Jac}(C)(F)$ of finite rank $\rho$. Then

$$\#(C(F) - P_0) \cap \Gamma \leq c(g)^{1+\rho}$$

where $C - P_0$ is viewed as a curve in $\text{Jac}(C)$ via the Abel–Jacobi map based at $P_0$.

A specialization argument using Masser’s result [Mas89] reduces this theorem to $F = \mathbb{Q}$; see [DGH20, Lem.3.1]. Then Theorem 1.1 is proved by a combination of the recent works of Dimitrov–Gao–Habegger [DGH21] and Kühne [Küh21a]. More precisely, Dimitrov–Gao–Habegger’s [DGH21, Thm.1.2] proves Theorem 1.1 for curves $C$ whose modular height is larger
than a number \( \delta = \delta(g) \) depending only on the genus \( g \), and it can be complemented by Kühne’s [Küh21a Thm.3] because [Küh21a Thm.3] can handle curves with small modular height.

The way to combine these results to obtain Theorem 1.1 is not immediate; it was implicitly done in [DGH20 §2.3 and 2.4] but did not appear explicitly in literature. In this survey, we include this argument in §9.

There are already some excellent surveys on the topic of the Mordell–Lang Conjecture, for example [Hin98] and [Maz00], where aspects on function fields can also be found. The current survey focuses on the uniformity aspect.

Here is a first digest on the conclusion of Theorem 1.1 and its consequences, including two particularly interesting cases (rational points and algebraic torsion points). In what follows \( g \geq 2 \).

(1) **Rational points.** A particularly important case of Theorem 1.1 is when \( F \) is a number field and \( \Gamma = \text{Jac}(C)(F) \). In this case, the Mordell–Weil Theorem says that \( \text{Jac}(C)(F) \) is a finitely generated abelian group. Thus (1.1) becomes a bound on the number of rational points \( \# C(F) \leq c(g)^{1+r_\text{Jac}(C)(F)} \). This improves [DGH21 Thm.1.1], which proves \( \# C(F) \leq c(g, [F : \mathbb{Q}])^{1+r_\text{Jac}(C)(F)} \). However, \( \# C(F) \) must depend on \([F : \mathbb{Q}]\) in some way; in the stronger bound this dependence is encoded in \( r_\text{Jac}(C)(F) \).

In the case of rational points, the most ambitious bound is that \( \# C(F) \) is bounded above solely in terms of \( g \) and \([F : \mathbb{Q}]\). Caporaso–Harris–Mazur and Pacelli [CHM97, Pac97] proved this bound assuming a widely open conjecture of Lang [1]. Techniques developed by Abramovich in [Abr95] were used in Pacelli’s work.

(2) **Arbitrary finite rank subgroup.** If we pass from rational points to an arbitrary \( \Gamma \) and proceed with quasi-orthogonality (Vojta’s method), then the bound (1.1) is optimal. Indeed, \( \# (C(F) - P_0) \cap \Gamma \) must depend on \( g \) and \( \rho = r_\Gamma \). Moreover, the exponent \( 1 + \rho \) is optimal: While it is clear that the exponent should be at least \( \rho = r_\Gamma \) for a general \( \Gamma \), we need the extra value 1 to handle torsion points; see the next case.

(3) **Algebraic torsion points.** Another particularly interesting case of Theorem 1.1 is when \( F = \mathbb{C} \) and \( \Gamma = \text{Jac}(C)_{\text{tor}} \). In this case (1.1) becomes \( \# (C(C) - P_0) \cap \text{Jac}(C)_{\text{tor}} \leq c(g) \), the Uniform Manin–Mumford Conjecture for curves in their Jacobians. In this case, [Küh21a Thm.3] suffices to conclude.

[Küh21a Thm.3] is sometimes known as the Uniform Bogomolov Conjecture for curves embedded into Jacobians and is of independent interest. It can be deduced from the Relative Bogomolov Conjecture [DGH20 Conj.1.1] which is still open. We will have a discussion on this in §10.1. In this survey, the Uniform Bogomolov Conjecture is merged to be part of the New Gap Principle, Theorem 1.1 the latter is the major new input which, based on Vojta’s proof of the Mordell Conjecture and classical results of many others, leads to Theorem 1.1 see §1.2 and §1.3.

Let us step back and give a historical point of view. The problem is divided into several grades.

- **Finiteness.** Faltings [Fal83] proved the celebrated Mordell conjecture, which claims that a smooth curve of genus \( g \geq 2 \) defined over a number field has only finitely many rational points. This is precisely the finiteness of \( C(F) \), the rational point problem mentioned in (1) above. A new proof was later on given by Vojta [Voj91], which was simplified by Faltings [Fal91] and further simplified by Bombieri [Bomb90]. Notice that [1]When the number field \( F \) is fixed, [CHM97, CHM21] proved more: Assuming the widely open Strong Lang Conjecture, the cardinality \( \# C(F) \) is bounded above solely in terms of \( g \) except for finitely many \( F \)-isomorphic classes of curves \( C \) of genus \( g \geq 2 \).
up to replacing $F$ by a finite extension, this implies the finiteness of $(C(\bar{\mathbb{Q}}) - P_0) \cap \Gamma$ for $\Gamma$ an arbitrary finitely generated subgroup. Raynaud [Ray83a] explained how to pass from finitely generated subgroups to finite rank subgroups.

As for algebraic torsion points as mentioned in (3) above, Raynaud [Ray83b] proved the Manin–Mumford conjecture, claiming the finiteness of $(C(\bar{\mathbb{Q}}) - P_0) \cap \text{Jac}(C)_{\text{tor}}$.

Faltings [Fal91] also further generalized Vojta’s proof to allow high dimensional subvarieties of an abelian variety, and Hindry [Hin88] proved how to pass from finitely generated subgroups to finite rank subgroups in this more general situation. Thus the Mordell–Lang Conjecture for abelian varieties was proved by [Fal91] and [Hin88].

- Bounds. Bombieri’s proof was the first to give effective bounds for the number of rational points. Silverman [Sil93] proved a bound on the number of rational points when $C$ ranges over twists of a given smooth curve. The Bogomolov conjecture, proved by Ullmo [Ull98] and S. Zhang [Zha98a], allows to bound $\#(C(\bar{\mathbb{Q}}) - P_0) \cap \Gamma$ for arbitrary $\Gamma$. The bound thus obtained depends on $C$ and is not explicit.

An explicit upper bound of $\#(C(\bar{\mathbb{Q}}) - P_0) \cap \Gamma$ was later on proved by Rémond [Rém00a]. Apart from $g$ and $\text{rk}(\Gamma)$, Rémond’s bound depends also on a suitable height of $\text{Jac}(C)$ and the degree of the definition field of $C$. Setting $P_0 \in C(F)$ and $\Gamma = \text{Jac}(C)(F)$ then leads to a bound of the number for the rational point problem mentioned in (1) above. Based on this result, a more explicit bound for the number of rational points was obtained for a particular kind of curves [Rem10]. Rémond’s bound holds true for high dimensional subvarieties of abelian varieties.

- Uniform bounds. Let us turn to previous results towards Theorem 1.1. In the direction of rational points, $i.e.$ the bound $\#C(F) \leq c(g, [F : \mathbb{Q}])^{1+\text{rk}(\text{Jac}(C)(F))}$ for $F$ a number field mentioned in (1) above. Based on the method of Vojta, David–Philippon [DP07] proved this bound if $\text{Jac}(C)$ is contained in a power of an elliptic curve, and David–Nakamaye–Philippon proved this bound for some families of curves [DN07]. More recently, Alpoge [Alp18, Alp20, Chap.5] proved that the average number of rational points on a curve of genus 2 with a marked Weierstrass point is bounded. Based on this result, a more explicit bound for the number of rational points was obtained for a particular kind of curves [Paz15, Cor.1.10]. The Chabauty–Coleman approach [Cha41, Col85] yields estimates under an additional hypothesis on the rank of Mordell–Weil group. For example, if $\text{Jac}(C)(F)$ has rank at most $g - 3$, Stoll [Sto19] showed that $\#C(F)$ is bounded solely in terms of $[F : \mathbb{Q}]$ and $g$ if $C$ is hyperelliptic; Katz–Rabinoff–Zureick-Brown [KRZ16] later, under the same rank hypothesis, removed the hyperelliptic hypothesis.

In the direction of torsion points, $i.e.$ $F = \mathbb{C}$ and $\Gamma = \text{Jac}(C)_{\text{tor}}$ mentioned in (3), the desired bound $\#(C(\mathbb{C}) - P_0) \cap \text{Jac}(C)_{\text{tor}} \leq c(g)$ was proved by DeMarco–Krieger–Ye [DKY20] for any genus 2 curve admitting a degree-two map to an elliptic curve when the Abel–Jacobi map is based at a Weierstrass point. Katz–Rabinoff–Zureick-Brown [KRZ16] proved a weaker bound (in the form of [DGH21, Thm.1.4]) assuming that $C$ has good reduction at a small prime. Over function fields [2] and if $C$ is not isotrivial,Looper–Silverman–Wilms [LSW21] proved an explicit bound $c(g) = 112g^2 + 240g + 380$; Wilms’s result remains true over positive characteristic.

Stoll [Sto19] showed that a far-reaching conjecture of Pink [Pin03] on unlikely intersections implies Theorem 1.1.

- Effective Mordell. This is not directly related to the topic of the current survey. As a question it is fundamental but currently out of reach.

\[\text{[2]}\text{Namely, } F \text{ is an algebraic closure of } k(B), \text{ where } k \text{ is an algebraically closed field and } B \text{ is a smooth curve defined over } k.\]
For the rational point problem as mentioned in (1), the effective Mordell conjecture is to find an explicit bound for the height of \( P \in C(F) \) which is linear in terms of a suitable height of \( C \); see [HS00, Conj.F.4.3.2]. Little is known for this conjecture. In spirit of the Manin-Demjanenko method [Ser13 §5.2], Checcoli, Veneziano, and Viada [CVV17, CVV19, NV20] have some results on this. There are also \( p \)-adic approaches (Chabauty–Coleman–Kim, Lawrence–Venkatesh) to this question, for which we refer to the survey [BBB+21].

1.1. Key new ingredients. The proof of Theorem 1.1 is based on Vojta’s approach to prove the Mordell conjecture [Voj91]. A key new notion to prove Theorem 1.1 is the non-degenerate subvarieties of any given abelian scheme over \( \mathbb{Q} \); see [6]. This notion was introduced by Habegger in [Hab13], and played an important role in the proof of the Geometric Bogomolov Conjecture over characteristic 0 by Gao–Habegger and Cantat–Gao–Habegger–Xie [GH19, CGHX21].

In the course of the proof, the following aspects on non-degenerate subvarieties have been developed.

(i) The geometric criterion of non-degenerate subvarieties and some related constructions.

(ii) A height inequality on any given non-degenerate subvariety.

(iii) An equidistribution result on any given non-degenerate subvariety.

Part (i) was done by Gao in [Gao20a], part (ii) was done by Dimitrov–Gao–Habegger in [DGH21], and part (iii) was done by Kühne in [Küh21a]. For 1-parameter families of abelian varieties, (i) and (ii) were proved in [Hab13] for fibered power of elliptic surfaces and in [GH19] in its full generality.

Dimitrov–Gao–Habegger’s [DGH21, Thm.1.2] uses (i) and (ii). The blueprint was laid down in [DGH19], where we used [GH19] to prove [DGH21, Thm.1.2] for 1-parameter families.

Kühne’s [Küh21a, Thm.3] uses (i) and (iii), and implicitly part (ii) as it was used in Kühne’s proof of the equidistribution result.

More recently, Yuan–Zhang extended the definition of non-degenerate subvarieties to polarized dynamical systems [YZ21 §6.2.2]. They proved a more general height inequality and a more general equidistribution theorem [YZ21, Thm.6.5 and Thm.6.7]. Their proof uses deep theory of adelic line bundles, arithmetic intersection theory and arithmetic volumes. Notice that in the case of abelian schemes, this leads to new proofs of (ii) and (iii) above.

1.2. Quick summary of Vojta’s method. Before moving on, let us take a step back to briefly recall Vojta’s method. Let \( \tilde{A}_{g,1} \) be the coarse moduli space of principally polarized abelian varieties of dimension \( g \). Fix an immersion \( \iota : \tilde{A}_{g,1} \to \mathbb{P}^{m}_{\mathbb{Q}} \). Let \( h : \mathbb{P}^{m}_{\mathbb{Q}} \to \mathbb{R} \) be the absolute logarithmic Weil height. In what follows, we will identify \( \tilde{A}_{g,1} \) with its image under \( \iota \).

Let \( \hat{h} : \text{Jac}(C)(\mathbb{Q}) \to [0, \infty) \) denote the Néron–Tate height attached to a symmetric and ample line bundle on \( \text{Jac}(C) \). We divide \( C(\mathbb{Q}) \cap \Gamma \) into two parts:

- Small points \( \{ P \in C(\mathbb{Q}) \cap \Gamma : \hat{h}(P) \leq B(C) \} \);  
- Large points \( \{ P \in C(\mathbb{Q}) \cap \Gamma : \hat{h}(P) > B(C) \} \)

where \( B(C) \) is allowed to depend on a suitable height of \( C \). Denote by \( [\text{Jac}(C)] \) the point in \( \mathbb{P}^{m}_{\mathbb{Q}} \) induced by \( \text{Jac}(C) \) and \( \iota \). It turns out that we can take \( B(C) = c_{0} \max\{1, h([\text{Jac}(C)])\} \) for some \( c_{0} = c_{0}(g) > 0 \). The constant \( c_{0} \) is chosen in a way that accommodates both the Mumford inequality and the Vojta inequality. Combining these two inequalities yields an upper bound on the number of large points by \( c_{1}(g)^{1+\rho} \), see for example Vojta’s [Voj91, Thm.6.1] in the important case where \( \Gamma \) is the group of points of \( \text{Jac}(C) \) rational over a number field or more generally in the work of David–Philippon [DP02, DP07] and Rémond [Rémond00a]. Moreover, in the case for rational points, de Diego [dD97] proved that the number of large points is at most \( c(g)7^{g} \), where \( c(g) > 0 \) depends only on \( g \); the value 7 had already appeared in Bombieri’s
work [Bom90]. Recently, Alpoge [Alp18, Alp20, Thm.6.1.1] improved 7 to 1.872 and, for $g$ large enough, even to 1.311.

David–Philippon [DP02,DP07] also showed that an appropriate lower bound on the essential minimum of subvarieties of Jac($C$) yields a bound on the number of small points.

1.3. A New Gap Principle. As said above, the combination of [DGH21] and [K¨uh21a] to imply Theorem 1.1 is not immediate. This is done via proving the following New Gap Principle. We refer to Theorem 1.1 for the precise statement.

Roughly speaking, we find positive constants $c_1$ and $c_2$ that depend only on $g$ such that each $P \in C(\mathbb{Q})$ satisfies

$$\# \left\{ Q \in C(\mathbb{Q}) : \hat{h}(Q - P) \leq c_1 \max\{1, h([\text{Jac}(C)])\} \right\} < c_2.$$  

(1.2)

Up to some finite set of uniformly bounded cardinality, this New Gap Principle is precisely [DGH21, Prop.7.1] provided that $h([\text{Jac}(C)]) \geq \delta$ for some $\delta = \delta(g)$. It was explained in [DGH20, Prop.2.3 and Prop.2.5] how this extra condition on $h([\text{Jac}(C)])$ can be removed by assuming the Relative Bogomolov Conjecture. Following a similar proof, we show in §9 that this extra condition on $h([\text{Jac}(C)])$ can also be removed by using [K¨uh21a, Thm.3], which itself can be deduced from the Relative Bogomolov Conjecture.

Here is a sketch. The proof of [DGH21, Prop.7.1] shows that the bound above holds true (for any curve) with $c_1 \max\{1, h([\text{Jac}(C)])\}$ replaced by $c_1 \max\{1, h([\text{Jac}(C)])\} - c_3$, for some $c_3 = c_3(g)$. Hence what remains to be done is to remove this constant term $c_3$. This is exactly what [K¨uh21a, Thm.3] ($\#\{Q \in C(\mathbb{Q}) : \hat{h}(Q - P) \leq c_3\} < c_2$ up to adjusting $c_3$ and $c_2$ appropriately) accounts for.

1.4. Structure of the survey. In §2 we give a quick recall to the Height Machine. In §3 we briefly go through the key ingredients of Vojta’s approach to prove the Mordell conjecture. In particular, we will summarize the classical results on bounding the number of large points, by Mumford’s and Vojta’s inequality; in the end we state the classical results in the relative setting.

In §4, we give our setup involving several universal families, and state the New Gap Principle. In §5, we recall the Betti map and Betti form, which are fundamental tools to study non-degeneracy.

In §6–8, we explain the three key new ingredients listed in §1.1, each occupying a section. We will state the main results and focus on presenting how they are applied. In §6 we give the definition of non-degenerate subvarieties in two equivalent ways and explain how to construct non-degenerate subvarieties from given varieties; this construction is important in applications. In §7 we state the height inequality and give an example on how it is used in Diophantine Geometry. This example is in line with [DGH21, Prop.7.1]: a minor improvement is that it provides more explicit constants. In §8 we state the equidistribution result, and give a detailed proof on how it is used to prove [K¨uh21a, Thm.3].

We will give a detailed proof of the New Gap Principle in §9 using the height inequality and the equidistribution result from the previous section. The proof is in line with [DGH20, Prop.2.3]. Then we shortly explain how to conclude for Theorem 1.1.

We will discuss some related open problems in §10, In §10.1 we state the Relative Bogomolov Conjecture and explain how it implies [K¨uh21a, Thm.3]. In §10.2 we discuss briefly the Uniform Mordell–Lang Conjecture for high dimensional subvarieties of abelian varieties. We give several equivalent formulations of this conjecture and prove their equivalence. We also formulate (without proof) the generalized New Gap Principle.
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2. The Height Machine

In this section, we recollect some basic facts on the Height Machine and the canonical height functions on an abelian variety. There are many standard textbooks on this, for example [BG06] and [HS00].

All varieties, line bundles and morphisms in this section are assumed to be defined over \( \overline{\mathbb{Q}} \).

2.1. Naive height function on projective spaces. We refer to [BG06, Chap.1] and [HS00, B.1 and B.2].

We start with the simplest case. Let \( x \in \mathbb{P}^1(\mathbb{Q}) \). There is a unique way to write \( x \) as \([a : b]\) with \( a, b \in \mathbb{Z} \) such that we are in one of the following two cases:

- \( a = 0, b = 1 \) or \( a = 1, b = 0 \);
- \( a > 0 \) and \( b \neq 0 \) are coprime.

Then the height of \( x \) is defined to be 0 in the first case and \( \log \max\{|a|, |b|\} \) in the second case, with \(| \cdot |\) being the standard absolute value.

Now let us generalize this definition to \( \mathbb{P}^n(K) \) for any integer \( n \geq 1 \) and any number field \( K \).

A place of a number field \( K \) is an absolute value \( | \cdot |_v : K \to [0, \infty) \) whose restriction to \( \mathbb{Q} \) is either the standard absolute value or a \( p \)-adic absolute value for some prime \( p \) with \( |p| = p^{-1} \).

Let \( K_v \) be the completion of \( K \) at \( v \) with respect to \( | \cdot |_v \). Set \( d_v = [K_v : \mathbb{Q}_p] \) in the former and \( d_v = [K_v : \mathbb{Q}_p] \) in the latter case. The absolute logarithmic Weil height, or just height, of a point \( x = [x_0 : \ldots : x_n] \in \mathbb{P}^n(K) \) with \( x_0, \ldots, x_n \in K \) is

\[
(2.1) \quad h(x) = \frac{1}{[K : \mathbb{Q}]} \sum_v d_v \log \max\{|x_0|_v, \ldots, |x_n|_v\}
\]

where the sum runs over all places \( v \) of \( K \). The value \( h(x) \) is independent of the choice of projective coordinates by the Product Formula, and for \( x \in \mathbb{P}^1(\mathbb{Q}) \) this \( h(x) \) coincides with the height defined in the previous paragraph. Moreover, the height does not change when replacing \( K \) by another number field that contains the coordinates of \( x \). Therefore, \( h(\cdot) \) is a well-defined function

\[
(2.2) \quad h : \mathbb{P}^n(\overline{\mathbb{Q}}) \to [0, \infty).
\]

We call this function the naive height function on \( \mathbb{P}^n(\overline{\mathbb{Q}}) \).

2.2. Height Machine. We refer to [BG06, Chap.2] and [HS00, B.3].

Let \( X \) be an irreducible projective variety defined over \( \overline{\mathbb{Q}} \). Denote by \( \mathbb{R}^X(\overline{\mathbb{Q}}) \) the set of functions \( X(\overline{\mathbb{Q}}) \to \mathbb{R} \), and by \( O(1) \) the subset of bounded functions.

The Height Machine associates to each line bundle \( L \in \text{Pic}(X) \) a unique class of functions \( \mathbb{R}^X(\overline{\mathbb{Q}})/O(1) \), i.e., a map

\[
(2.3) \quad h_X : \text{Pic}(X) \to \mathbb{R}^X(\overline{\mathbb{Q}})/O(1), \quad L \mapsto h_{X,L}.
\]
Let $h_{X,L}: X(\overline{\mathbb{Q}}) \to \mathbb{R}$ be a representative of the class $h_{X,L}$; it is called a **height function associated with** $(X, L)$.

One can construct $h_{X,L}$ as follows. In each case below, $h_{X,L}$ depends on some extra data and hence is not unique. However, it can be shown that any two choices differ by a bounded functions on $X(\overline{\mathbb{Q}})$, and thus the class of $h_{X,L}$ is well-defined.

(i) If $L$ is very ample, then the global sections of $L$ give rise to a closed immersion $\iota: X \to \mathbb{P}^n$ for some $n$. Set $h_{X,L} = h \circ \iota$, with $h$ the naive height function on $\mathbb{P}^n$ from (2.2).

(ii) If $L$ is ample, then $L^{\otimes m}$ is very ample for some $m \gg 1$. Set $h_{X,L} = (1/m)h_{X,L^{\otimes m}}$.

(iii) For an arbitrary $L$, there exist ample line bundles $L_1$ and $L_2$ on $X$ such that $L \simeq L_1 \otimes L_2^{-1}$. Set $h_{X,L} = h_{X,L_1} - h_{X,L_2}$.

Here are some basic properties of the Height Machine. These properties, or more precisely properties (i)-(iii), also uniquely determine (2.3).

**Proposition 2.1.** We have

(i) (Normalization) Let $h$ be the naive height function from (2.2). Then for all $x \in \mathbb{P}^n(\overline{\mathbb{Q}})$, we have

$$h_{\mathbb{P}^n, \mathcal{O}(1)}(x) = h(x) + O(1).$$

(ii) (Functoriality) Let $\phi: X \to Y$ be a morphism of irreducible projective varieties and let $L$ be a line bundle on $Y$. Then for all $x \in X(\overline{\mathbb{Q}})$, we have

$$h_{X,\phi^*L}(x) = h_{Y,L}(\phi(x)) + O(1).$$

(iii) (Additivity) Let $L$ and $M$ be two line bundles on $X$. Then for all $x \in X(\overline{\mathbb{Q}})$, we have

$$h_{X,L\otimes M}(x) = h_{X,L}(x) + h_{X,M}(x) + O(1).$$

(iv) (Positivity) If $s \in H^0(X, L)$ is a global section, then for all $x \in (X \setminus \text{div}(s))(\overline{\mathbb{Q}})$ we have

$$h_{X,L}(x) \geq O(1).$$

(v) (Northcott property) Assume $L$ is ample. Let $K_0$ be a number field on which $X$ is defined. Then for any $d \geq 1$ and any constant $B$, the set

$$\{ x \in X(K) : [K : K_0] \leq d, h_{X,L}(x) \leq B \}$$

is a finite set.

The $O(1)$’s that appear in the proposition depend on the varieties, line bundles, morphisms, and the choices of the representatives in the classes of height functions. But they are independent of the points on the varieties.

In applications, we often do not have projective varieties, but only quasi-projective varieties. For example, $f: X \to Y$ a morphism between quasi-projective varieties. Then $f$ can be viewed as a rational map $X \dasharrow Y$. In this case, we have the following result of Silverman.

**Theorem 2.2.** Let $f: X \dasharrow Y$ be a generically finite rational map between projective varieties. Let $L$ be an ample line bundle on $X$ and $M$ be an ample line bundle on $Y$. Then

(i) there exist constants $c_1 > 0$ and $c_2$ such that $h_{Y,M}(f(x)) \leq c_1 h_{X,L}(x) + c_2$ for all $x \in X(\overline{\mathbb{Q}})$ such that $f(x)$ is well-defined;

(ii) there exist constants $c_1' > 0$, $c_2'$ and a Zariski open dense subset $U \subseteq X$ such that $h_{Y,M}(f(x)) \geq c_1' h_{X,L}(x) - c_2'$ for all $x \in U(\overline{\mathbb{Q}})$.

While part (i) [Sil11, Lem.4] is an easy application of the triangular inequality, part (ii) [Sil11, Thm.1] is highly non-trivial.
2.3. Néron–Tate height function on abelian varieties. We refer to [BG06, Chap.9] and [HS00, B.5].

In this subsection, we turn to abelian varieties. Let $A$ be an abelian variety and $L$ be a line bundle on $A$. Assume furthermore that $L$ is symmetric, i.e. $L \simeq [-1]^* L$.

The Tate Limit Process provides a distinguished representative in the class of height functions associated with $(A, L)$ provided by the Height Machine (2.3). Indeed, let $h_{A,L}$ be a representative of this class, and set

$$
(2.4) \quad \hat{h}_{A,L}(x) := \lim_{N \to \infty} \frac{h_{A,L}(x)}{N}.
$$

The function $\hat{h}_{A,L}$ is called the canonical height or Néron–Tate height on $A$ with respect to $L$. It satisfies, and is uniquely determined by, the following properties.$^3$

**Proposition 2.3.** We have, for all $x \in A(\overline{\mathbb{Q}})$,

(i) $\hat{h}_{A,L}(x) = h_{A,L}(x) + O(1)$;

(ii) $\hat{h}_{A,L}([N]x) = N^2 h_{A,L}(x)$ for all $N \in \mathbb{Z}$.

Note that (i) implies that $\hat{h}_{A,L}$ is in the same class of height functions as $h_{A,L}$. The bounded function $O(1)$ in (i) depends on $A$, $L$ and the choice of the representative $h_{A,L}$ in the class of height functions.

In practice, we often work with symmetric ample line bundles. We have the following theorem.

**Theorem 2.4.** Assume $L$ is ample. Then

(i) $\hat{h}_{A,L}(x) \geq 0$ for all $x \in A(\overline{\mathbb{Q}})$;

(ii) $\hat{h}_{A,L}(x) = 0$ if and only if $x \in A(\overline{\mathbb{Q}})_{\text{tor}}$;

(iii) $\hat{h}_{A,L}$ extends $\mathbb{R}$-linearly to a positive definite quadratic form $A(\overline{\mathbb{Q}}) \otimes \mathbb{Q} \to \mathbb{R}$, which by abuse of notation is still denoted by $\hat{h}_{A,L}$.

In the context where the abelian variety is clear, we often abbreviate $\hat{h}_{A,L}$ by $\hat{h}_L$.

We close this section by discussing the relative setting. Let $S$ be an irreducible variety and let $\pi: A \to S$ be an abelian scheme of relative dimension $g \geq 1$. Let $\mathcal{L}$ be a relatively ample line bundle on $A/S$ such that $[-1]^* \mathcal{L} \simeq \mathcal{L}$. In particular over each $s \in S(\overline{\mathbb{Q}})$, the line bundle $\mathcal{L}_s := \mathcal{L}|_{A_s}$, on $A_s := \pi^{-1}(s)$ is ample and symmetric. The fiberwise Néron–Tate height with respect to $\mathcal{L}$ is defined to be

$$
(2.5) \quad \hat{h}_{A,\mathcal{L}} : A(\overline{\mathbb{Q}}) \to [0, \infty), \quad x \mapsto \hat{h}_{A_{\pi(x)}, \mathcal{L}_{\pi(x)}}(x).
$$

In the rest of the paper, we often abbreviate it as $\hat{h}_\mathcal{L}$.

We close this section with the following theorem of Silverman–Tate; see [Si83, Thm.A] and [DGH21, Thm.A.1]. Let $\mathcal{M}$ be an ample line bundle on $\overline{S}$, a compactification of $S$. Then the Height Machine provides a height function $h_{\overline{S}, \mathcal{M}}: S(\overline{\mathbb{Q}}) \to \mathbb{R}$.

**Theorem 2.5.** There exists a constant $c = c(A/S, \mathcal{L}, \mathcal{M}) > 0$ such that

$$
|\hat{h}_\mathcal{L}(x) - h_{A,\mathcal{L}}(x)| \leq c \max\{1, h_{\overline{S}, \mathcal{M}}(\pi(x))\} \quad \text{for all } x \in A(\overline{\mathbb{Q}}).
$$

3. Vojta’s method

In this section we give an overview of Vojta’s approach to prove the Mordell Conjecture. Let $A$ be an abelian variety defined over $\overline{\mathbb{Q}}$ equipped with a very ample and symmetrical line bundle $L$. Then $L$ gives rise to a normalized height function $\hat{h}_L : A(\overline{\mathbb{Q}}) \to [0, \infty)$ as constructed in (2.4).

$^3$In particular, $\hat{h}_{A,L}$ does not depend on the choice of the representative $h_{A,L}$ in (2.3).
For \( P, Q \in A(\overline{\mathbb{Q}}) \) we set \( \langle P, Q \rangle = (\hat{h}_L(P + Q) - \hat{h}_L(P) - \hat{h}_L(Q))/2 \) and often abbreviate \( |P| = (\hat{h}_L(P))^{1/2} \). The notation \( |P| \) is justified by the fact that it induces a norm after tensoring with the reals.

### 3.1. Mordell conjecture.

The following fundamental inequalities are the keys to prove the finiteness of rational points on curves of genus at least 2. They are called the Mumford inequality (or Mumford’s Gap Principle) and the Vojta inequality. We state them together.

**Theorem 3.1.** Let \( g \geq 2 \) and \( C \) be a smooth curve of genus at least 2 defined over \( \overline{\mathbb{Q}} \). Let \( P_0 \in C(\overline{\mathbb{Q}}) \), and \( j: C \to \text{Jac}(C) \) be the Abel–Jacobi embedding via \( P_0 \).

There exists a constant \( R = R(C, P_0) > 0 \) such that the following properties hold true. Consider all distinct points \( P, Q \in C(\overline{\mathbb{Q}}) \) such that \( |j(Q)| \geq |j(P)| \geq R \) and

\[
\langle j(P), j(Q) \rangle = \frac{3}{4} |j(P)||j(Q)|,
\]

then we have

(i) (Mumford Inequality) \( |j(Q)| \geq 2|j(P)| \).

(ii) (Vojta Inequality) there exists a constant \( \kappa = \kappa(g) > 0 \) such that \( |j(Q)| \leq \kappa|j(P)| \).

Notice that these two inequalities hold true for all algebraic points, not only rational points, on the curve \( C \).

Let us have a digest of the inequalities.

We start with the assumptions of the properties. The hypothesis \( |j(Q)| \geq |j(P)| \) can be assumed to hold true up to exchanging \( P \) and \( Q \). The assumption \([3.1]\) should be understood to be saying that the angle between \( j(P) \) and \( j(Q) \) is bounded above by a constant \( \cos^{-1}(3/4) \).

More precisely, if we fix a subgroup \( \Gamma \) of \( \text{Jac}(C)(\overline{\mathbb{Q}}) \) of finite rank and consider only \( P, Q \in \Gamma \), then \( j(P), j(Q) \in \Gamma \otimes_{\mathbb{Q}} \mathbb{R} \) and \( (\Gamma \otimes_{\mathbb{Q}} \mathbb{R}, |\cdot|) \) is a normed Euclidean space of finite dimension, and \( \langle j(P), j(Q) \rangle / |j(P)||j(Q)| \) is precisely the angle between \( j(P) \) and \( j(Q) \). Observe that it is possible to divide \( \Gamma \otimes_{\mathbb{Q}} \mathbb{R} \) into \( 7^{\kappa \Gamma} \) cones \( \Lambda \) such that each two points in the same cone satisfies \([3.1]\).

Now we turn to the conclusions. Part (i) says that each two distinct points in a same cone \( \Lambda \) are “far” from each other, while part (ii) says that they cannot be “too far” either, unless at least one of these two points has small norm. Now if there is a sequence of distinct points \( P_0, P_1, \ldots, P_m \) in \( \Lambda \) such that \( |j(P_m)| \geq \cdots \geq |j(P_i)| \geq |j(P_0)| \geq R \), then \( |j(P_m)| \geq 2 |j(P_{m-1})| \cdots \geq 2^m |j(P_0)| \) by (i) and \( |j(P_m)| \leq \kappa |j(P_0)| \) by (ii). Thus \( m \leq \log \kappa / \log 2 \). As there are \( 7^{\kappa \Gamma} \) cones, we obtain

\[
\#\{P \in \Gamma : |j(P)| \geq R\} \leq (\log \kappa / \log 2 + 1) 7^{\kappa \Gamma}.
\]

Notice that \([3.2]\) suffices to prove the Mordell conjecture. Assume \( C \) is defined over a number field \( K \). Take \( P_0 \in C(K) \) and the Abel–Jacobi embedding \( j: C \to \text{Jac}(C) \) via \( P_0 \). By the Mordell–Weil theorem, \( \Gamma := \text{Jac}(C)(K) \) is a finitely generated group. Thus the set \( \Gamma_{\text{tor}} \) of torsion points in \( \Gamma \) is a finite set. So to prove the finiteness of \( C(K) \simeq \Gamma \cap j(C)(\overline{\mathbb{Q}}) \) we may identify \( \Gamma \) with its image in \( \Gamma \otimes_{\mathbb{Z}} \mathbb{R} \). Consider the Euclidean space \( (\Gamma \otimes_{\mathbb{Z}} \mathbb{R}, |\cdot|) \). By \([3.2]\), to prove \( \#C(K) < \infty \) it suffices to prove the finiteness of \( C(K)_{\text{small}} := \{P \in C(K) : |j(P)| < R\} \), or equivalently the finiteness of \( j(C(K)_{\text{small}}) \). But after modulo the finite set \( \Gamma_{\text{tor}} \), \( j(C(K)_{\text{small}}) \) is a subset of \( \{z \in \Gamma : |z| < R\} \) which consists of lattice points of bounded norm and hence is immediately a finite set. Hence we are done.

### 3.2. Relative setting.

Mumford’s and Vojta’s inequality (Theorem 3.1) can be realized in families. The first explicitly written result in this direction is de Diego [D97, Thm.2 and below]. The version we state here can be obtained as a consequence of Rémond’s quantitative versions of the Mumford and the Vojta inequalities, [Rém00a, Thm.3.2] and [Rém00b, Thm.1.2].

All varieties and morphisms below are assumed to be defined over \( \overline{\mathbb{Q}} \).
Let \( S \) be an irreducible variety and let \( \pi: A \to S \) be an abelian scheme of relative dimension \( g \geq 1 \). Let \( \mathcal{L} \) be a relatively ample line bundle on \( A/S \) such that \([-1]^* \mathcal{L} \simeq \mathcal{L} \). We write \( \hat{h}_L: A(\overline{\mathbb{Q}}) \to [0, \infty) \) for the fiberwise Néron–Tate height (2.5).

Moreover, let \( \mathcal{M} \) be an ample line bundle over a compactification \( \overline{S} \) of \( S \). Then we obtain a function \( h_{\mathcal{M}}: \mathcal{M}(\overline{\mathbb{Q}}) \to \mathbb{R} \) which is a representative of the height provided by the Height Machine (2.3).

If \( \mathcal{C} \) is an irreducible closed subvariety of \( A \) and \( s \in S(\overline{\mathbb{Q}}) \), then we write \( \mathcal{C}_s \) for \( \pi|_{\mathcal{C}}^{-1}(s) \).

**Theorem 3.2.** Let \( \mathcal{C} \subset A \) be an irreducible closed subvariety that dominates \( S \) and such that \( \mathcal{C} \to S \) is a flat family of curves of genus at least 2. Then there exists a constant \( c = c(\pi, \mathcal{L}, \mathcal{M}; \mathcal{C}) \geq 1 \) with the following property. Suppose \( s \in S(\overline{\mathbb{Q}}) \) and \( \Gamma \) is a subgroup of \( A_s(\overline{\mathbb{Q}}) \) of finite rank \( \rho \geq 0 \), then

\[
\begin{align*}
\# \left\{ P \in \mathcal{C}_s(\overline{\mathbb{Q}}) : h_L(P) > c \max \{1, h_{\mathcal{M}}(s)\} \right\} &\leq c^\rho.
\end{align*}
\]

(3.3)

It is possible to prove Theorem 3.2 by adapting appropriately the arguments in [1D97]. Alternatively, Theorem 3.2 can be proved more directly and with more explicit constants as a consequence of Rémond’s quantitative versions of the Mumford and the Vojta inequalities, [Rem00a, Thm.3.2] and [Rem00b, Thm.1.2], with the (Arithmetic) Bézout Theorem; see [DGH21] proof of Prop.8.1 for more details.

4. Basic setup and Statement of the New Gap Principle

Fix an integer \( g \geq 2 \) and an integer \( \ell \geq 3 \). By level-\( \ell \)-structure we mean symplectic level-\( \ell \)-structure.

4.1. Universal families. It is natural to work with families to prove uniform bounds. In this subsection we introduce the various universal families which will be used.

(i) The universal curve \( \mathcal{C}_g \to M_g \). Here \( M_g \) is the fine moduli space of smooth projective curves of genus \( g \) with level-\( \ell \)-structure, and each fiber over \( s \in M_g(\mathbb{C}) \) is isomorphic to the curve parametrized by \( s \). It is known that \( M_g \) is an irreducible regular quasi-projective variety of dimension \( 3g - 3 \). It is an irreducible variety defined over \( \mathbb{Q} \). We refer to [DM69] (5.14), or [OS80] Thm.1.8).

(ii) The universal abelian variety \( \pi: A_g \to M_g \). Here \( A_g \) is the fine moduli space of principally polarized abelian varieties of dimension \( g \) with level-\( \ell \)-structure, and each fiber over \( s \in A_g(\mathbb{C}) \) is isomorphic to the abelian variety parametrized by \( s \). It is known that \( A_g \) is an irreducible regular quasi-projective variety of dimension \( g(g+1)/2 \). It is an irreducible variety defined over \( \mathbb{Q} \). We refer to [MF94] Thm.7.9 and below or [OS80] Thm.1.9).

The two universal families can be related in the following way. Let \( \text{Jac}(\mathcal{C}_g/M_g) \) be the relative Jacobian of \( \mathcal{C}_g \to M_g \). It is an abelian scheme equipped with a natural principal polarization and with level-\( \ell \)-structure; see [MF94] Prop.6.9. Attaching the Jacobian to a smooth curve induces the Torelli morphism \( \tau: M_g \to A_g \). The famous Torelli theorem states that, absent level structure, the Torelli morphism is injective on \( \mathbb{C} \)-points. In our setting, \( \tau \) is a quasi-finite morphism cf. [OSS0] Lem.1.11. As \( A_g \) is a fine moduli space we have the following Cartesian diagram

\[
\begin{array}{ccc}
\text{Jac}(\mathcal{C}_g/M_g) & \longrightarrow & A_g \\
\downarrow & & \downarrow \pi \\
M_g & \longrightarrow & A_g
\end{array}
\]

(4.1)
4.2. The Faltings–Zhang map. The New Gap Principle from [13] concerns the differences of the points on each curve \( C \) taken in its Jacobian \( \text{Jac}(C) \). This operation can be made precise by setting the subvariety \( C - C \) of \( \text{Jac}(C) \) to be the image of \( C \times C \to \text{Jac}(C) = \text{Pic}^0(C) \), \((P,Q) \mapsto [Q-P] \). By abuse of notation we denote by \((P,Q) \mapsto Q-P\)\(^4\).

We need to realize this difference in families. Let \( \text{Pic}(\mathcal{C}_g/\mathcal{M}_g) \) be the relative Picard scheme; it is a group scheme over \( \mathcal{M}_g \) and can be decomposed as the union of open and closed subschemes \( \text{Pic}^0(\mathcal{C}_g/\mathcal{M}_g) \) for all \( p \in \mathbb{Z} \), where \( p \) indicates the degree of a line bundle. The difference group law \( \text{Pic}(\mathcal{C}_g/\mathcal{M}_g) \times_{\mathcal{M}_g} \text{Pic}(\mathcal{C}_g/\mathcal{M}_g) \to \text{Pic}(\mathcal{C}_g/\mathcal{M}_g) \), when restricted to \( \text{Pic}^1(\mathcal{C}_g/\mathcal{M}_g) \times_{\mathcal{M}_g} \text{Pic}^1(\mathcal{C}_g/\mathcal{M}_g) \), induces a \( \mathcal{M}_g \)-morphism

\[
\text{Pic}^1(\mathcal{C}_g/\mathcal{M}_g) \times_{\mathcal{M}_g} \text{Pic}^1(\mathcal{C}_g/\mathcal{M}_g) \to \text{Pic}^0(\mathcal{C}_g/\mathcal{M}_g) = \text{Jac}(\mathcal{C}_g/\mathcal{M}_g).
\]

From [MFK94], proof of Prop.6.9 we get a \( \mathcal{M}_g \)-morphism \( \mathcal{C}_g \to \text{Pic}^1(\mathcal{C}_g/\mathcal{M}_g) \). This implies the \( \mathcal{M}_g \)-morphism above induces an \( \mathcal{M}_g \)-morphism

\[
\mathcal{D}_1: \mathcal{C}_g \times_{\mathcal{M}_g} \mathcal{C}_g \to \text{Jac}(\mathcal{C}_g/\mathcal{M}_g).
\]

The restriction of \( \mathcal{D}_1 \) to each fiber is precisely \((P,Q) \mapsto Q-P\). We thus denote by \( \mathcal{C}_g - \mathcal{C}_g \) the image of \( \mathcal{D}_1 \).

This construction can be generalized to more factors. Let \( M \geq 1 \) be an integer. Let \( \mathcal{C}_g^{[M]} \) and \( \text{Jac}(\mathcal{C}_g/\mathcal{M}_g)^{[M]} \) denote the respective \( M \)-th fibered powers over \( \mathcal{M}_g \). Then we get an \( \mathcal{M}_g \)-morphism

\[
\mathcal{D}_M: \mathcal{C}_g^{[M+1]} \to \text{Jac}(\mathcal{C}_g/\mathcal{M}_g)^{[M]},
\]

such that over each fiber it is \((P_0,P_1,\ldots,P_M) \mapsto (P_1 - P_0,\ldots,P_M - P_0)\).

4.3. Height functions. To give a precise statement of the New Gap Principle, we need to fix the height functions. All line bundles below are assumed to be defined over \( \overline{\mathbb{Q}} \).

Let \( \mathfrak{L} \) be a line bundle on \( \text{Jac}(\mathcal{C}_g/\mathcal{M}_g) \) ample over \( \mathcal{M}_g \) such that \([-1]^*\mathfrak{L} \simeq \mathfrak{L} \); see [Ray70, Thm.XI 1.4]. This defines a fiberwise Néron–Tate height \((\mathfrak{L},\mathfrak{p})\)

\[
\hat{h}_{\mathfrak{L}}: \text{Jac}(\mathcal{C}_g/\mathcal{M}_g)(\overline{\mathbb{Q}}) \to [0,\infty).
\]

We also fix an ample line bundle \( \mathfrak{M} \) on \( \mathcal{M}_g \), where \( \mathcal{M}_g \) is a compactification of \( \mathcal{M}_g \). The Height Machine \((\mathfrak{L},\mathfrak{p})\) provides an equivalence class of height function of which we fix a representative

\[
h_{\mathcal{M}_g,\mathfrak{M}}: \mathcal{M}_g(\overline{\mathbb{Q}}) \to \mathbb{R}.
\]

4.4. The New Gap Principle. We are now ready to give the precise statement of the new Gap Principle. By definition of the moduli space and the universal curve, each smooth curve \( C \) of genus \( g \geq 2 \) defined over \( \overline{\mathbb{Q}} \) is isomorphic to \( \mathcal{C}_s \), the fiber of \( \mathcal{C}_g \to \mathcal{M}_g \) over \( s \), for some \( s \in \mathcal{M}_g(\overline{\mathbb{Q}}) \). Use the height functions from \([13]\).

Theorem 4.1 (Dimitrov–Gao–Habegger + Kühne). There exist positive constants \( c_1,c_2 \) depending only on \( g \) (apart from \( \mathfrak{L} \) and \( \mathfrak{M} \)) with the following property. For each \( s \in \mathcal{M}_g(\overline{\mathbb{Q}}) \) and each \( P \in \mathcal{C}_s(\overline{\mathbb{Q}}) \), we have

\[
\# \left\{ Q \in \mathcal{C}_s(\overline{\mathbb{Q}}) : \hat{h}_{\mathfrak{L}}(Q-P) \leq c_1 \max\{1,h_{\mathcal{M}_g,\mathfrak{M}}(s)\} \right\} < c_2.
\]

In the statement \([16]\), the height \( h_{\mathcal{M}_g,\mathfrak{M}}(s) \) can be replaced by any modular height of \( \text{Jac}(C) \) \( \in \mathbb{A}_{g,1}(\overline{\mathbb{Q}}) \); see [DGH21, proof of Thm.1.2 and above]. Here \( \mathbb{A}_{g,1} \) is the coarse moduli space of principally polarized abelian varieties of dimension \( g \). The key point is that the Torelli map \( \tau: \mathcal{M}_g \to \mathbb{A}_g \) is quasi-finite and the triangular inequality Theorem 2.2. By a fundamental

\[\text{[Notice that for any Abelian–Jacobi embedding } j: C \to \text{Jac}(C), \text{ we have } C - C = j(C) - j(C), \text{ where the difference on the right hand side is taken as the group operation on the abelian variety. This is because doing the difference cancels out the base point of the Abelian–Jacobi embedding.}\]

\[\text{[4]}\]
work of Faltings [Fal83, §3 including the proof of Lemma 3] to compare the modular height with the Faltings height of any given abelian variety, $h_{\text{Fal},g}(s)$ can furthermore be replaced by the Faltings height $h_{\text{Fal}}(\text{Jac}(C))$.

The proof of Theorem 4.4 is a combination of [DGH21, Prop. 7.1 (and its proof)] and [Kuh21a, Thm. 3]. Roughly speaking, the former result handles curves of large height, and the latter result handles curves of small height. More precisely, an adjustment of the proof of [DGH21, Prop. 7.1] proves (4.6) with $c_3$, and hence what remains to be done is to remove the constant term $c_3$. Then [Kuh21a, Thm. 3] proves (4.6) with $c_4$ replaced by $c_3 > 0$, which is exactly what is needed to remove the $c_3$.

4.5. Polarization type. Let $d_1 | \cdots | d_g$ be positive integers, and set $D := \text{diag}(d_1, \ldots, d_g)$.

In this subsection, we introduce a new moduli space and the universal family, cf. [GN09, §1.2 and 1.3]. Let $\mathcal{A}_{g,\ell,D}$ be the moduli space of abelian varieties polarized of type $D$ (so of dimension $g$) with level-$\ell$-structure. If $\ell \geq 3$, then $\mathcal{A}_{g,\ell,D}$ is a fine moduli space, and hence admits a universal family $\mathcal{A}_{g,\ell,D} \to \mathcal{A}_{g,\ell,D}$.

The universal covering in the category of complex spaces for $\mathcal{A}_{g,\ell,D}$ is given by $\mathcal{A}_g \to \mathcal{A}_{g,\ell,D}$, where $\mathcal{A}_g = \{ Z \in \text{Mat}_{g \times g}(\mathbb{C}) : Z = Z^\top, \text{Im}(Z) > 0 \}$ is the Siegel upper half space. Let $\text{Sp}_{2g,D}$ be the $\mathbb{Q}$-group defined by

$$\text{Sp}_{2g,D}(\mathbb{Q}) = \left\{ g \in \text{SL}_{2g}(\mathbb{Q}) : g \begin{bmatrix} 0 & D \\ -D & 0 \end{bmatrix} g^\top = \begin{bmatrix} 0 & D \\ -D & 0 \end{bmatrix} \right\}.$$  

Then $\text{Sp}_{2g,D}(\mathbb{R})$ acts transitively on $\mathcal{A}_g$ as described in [GN09, §1.2], and the uniformization above induces $\mathcal{A}_{g,\ell,D} \cong \text{Sp}_{2g,D}(1 + \ell \mathbb{Z})/\mathcal{A}_g$ with $\text{Sp}_{2g,D}(1 + \ell \mathbb{Z}) = \text{Ker}(\text{Sp}_{2g,D}(\mathbb{Z}) \to \text{Sp}_{2g,D}(\mathbb{Z}/\ell \mathbb{Z}))$.

In the context, we often abbreviate $\mathcal{A}_{g,\ell,D}$ by $\mathcal{A}_{g,D}$, and $\mathcal{A}_{g,\ell,D}$ by $\mathcal{A}_{g,D}$.

Now let $S$ be an irreducible variety over $\mathbb{C}$ and $\pi : A \to S$ be an abelian scheme of relative dimension $g \geq 1$. By [GN09, §2.1], $A \to S$ is polarizable of type $D$ for some diagonal matrix $D$ as above. Then up to taking a finite cover of $S$ and taking the appropriate base change of $A \to S$, there exists a Cartesian diagram

$$\begin{array}{ccc}
A & \xrightarrow{i} & \mathcal{A}_{g,D} \\
\pi \downarrow & & \downarrow \\
S & \xrightarrow{i_s} & \mathcal{A}_{g,D}.
\end{array}$$

The morphism $i$ is called the modular map.

5. BETTI MAP AND BETTI FORM

This section introduces two fundamental tools in the course of proving Theorem 1.1, the Betti map and the Betti form.

In this section, let $S$ be an irreducible variety over $\mathbb{C}$ and $\pi : A \to S$ be an abelian scheme of relative dimension $g \geq 1$. By [GN09, §2.1], there exist positive integers $d_1 | \cdots | d_g$ such that $A \to S$ is polarizable of type $D := \text{diag}(d_1, \ldots, d_g)$.

5.1. Betti map. The Betti map is a useful tool in Diophantine Geometry. It was already used in early works of Corvaja, Masser and Zannier on the Relative Manin–Mumford Conjecture; see [10.1] The name “Betti map” was proposed by Bertrand.

The idea to define the Betti map is simple: one identifies each closed fiber $A_s$ with the real torus $\mathbb{T}^{2g}$ under the period matrices. Here is a brief construction. For any $s \in S(\mathbb{C})$, there exists an open neighborhood $\Delta \subseteq S^{an}$ of $s$ which we may assume is simply-connected. Then one can define the Betti map

$$b_\Delta : A_\Delta = \pi^{-1}(\Delta) \to \mathbb{T}^{2g},$$

where $\pi^{-1}(\Delta)$ is the fiber of $A$ over $\Delta$.
as follows. As $\Delta$ is simply-connected, one defines a basis $\omega_1(s), \ldots, \omega_{2g}(s)$ of the period lattice of each fiber $s \in \Delta$ as holomorphic functions of $s$. Now each fiber $A_s = \pi^{-1}(s)$ can be identified with the complex torus $\mathbb{C}^g/\mathbb{Z}\omega_1(s) \oplus \cdots \oplus \mathbb{Z}\omega_{2g}(s)$, and each point $x \in A_s(C)$ can be expressed as the class of $\sum_{i=1}^{2g} b_i(x)\omega_i(s)$ for real numbers $b_1(x), \ldots, b_{2g}(x)$. Then $b_\Delta(x)$ is defined to be the class of the $2g$-tuple $(b_1(x), \ldots, b_{2g}(x)) \in \mathbb{R}^{2g}$ modulo $\mathbb{Z}^{2g}$. We thus obtain (5.1). The map $b_\Delta$ is not unique, but it is unique up to $\text{GL}_{2g}(\mathbb{Z}) \cong \text{Aut}(\mathbb{T}^{2g})$. In fact, later on we will see that $b_\Delta$ is in fact unique up to $\text{Sp}_{2g,D}(\mathbb{Z})$ with the group $\text{Sp}_{2g,D}$ defined in [177] if the basis is well-chosen.

The following Betti rank is of particular importance; see [ACZ20].

**Definition 5.1.** Let $X$ be an irreducible subvariety of $A$ and let $x \in X^{\text{an}}(\mathbb{C})$. The Betti rank of $X$ at $x$ is defined to be

$$\text{rank}_{\text{Betti}}(X, x) := \text{rank}_{\mathbb{R}}(db_\Delta|_{X^{\text{an}}})_x$$

where $\Delta$ is an open neighborhood of $\pi(x)$ in $S^{\text{an}}$ and $b_\Delta$ is the Betti map.

The right hand side of (5.2) does not depend on the choice of $\Delta$ or $b_\Delta$.

More concrete constructions of the Betti map can be found in [ACZ20] via $1$-motives, in [CGHX21] by means of Arithmetic Dynamics, and in [Gao20a] using the universal abelian varieties. An ad hoc construction when $\dim S = 1$ can be found in [GH19]. In the course of the constructions, the following proposition can be proved.

**Proposition 5.2.** The Betti map $b_\Delta$ satisfies the following properties.

1. For each $t \in \mathbb{T}^{2g}$, we have that $b_\Delta^{-1}(t)$ is complex analytic.
2. For each $s \in \Delta$, the restriction $b_\Delta|_{A_s}$ is a group isomorphism.
3. The map $(b_\Delta, \pi): A \to \mathbb{T}^{2g} \times \Delta$ is a real analytic isomorphism.

We hereby take the construction from [Gao20a, §3 and 4], and briefly sketch for the case $A_{g,D} \to \mathbb{A}_{g,D}$. The general case follows easily from it by composing with the modular map $\iota$ from [LS].

The universal covering $\tilde{\Omega}_g \to \mathbb{A}^{\text{an}}_{g,D}$, where $\tilde{\Omega}_g = \{ Z \in \text{Mat}_{g \times g}(\mathbb{C}) : Z = Z^t, \text{Im}(Z) > 0 \}$ is the Siegel upper half space, gives a polarized family of abelian varieties $A_{\Omega_g} \to \tilde{\Omega}_g$ fitting into the diagram

$$\begin{array}{cccccc}
\mathbb{A}_{\Omega_g} := \mathbb{A}^{\text{an}}_{g,D} \times \mathbb{A}^{\text{an}}_{\Omega_g} & \xrightarrow{\text{univ}} & \mathbb{A}^{\text{an}}_{\Omega_g} \times \mathbb{A}^{\text{an}}_{g,D} & \xrightarrow{\text{univ}} & \mathbb{A}^{\text{an}}_{\Omega_g} \\
\downarrow & & \downarrow \text{univ} & & \downarrow \\
\mathbb{A}_{\Omega_g} & & \mathbb{A}_{\Omega_g} \times \mathbb{A}_{g,D} & & \mathbb{A}_{\Omega_g}
\end{array}$$

For the universal covering $u: \mathbb{C}^g \times \tilde{\Omega}_g \to \mathbb{A}_{\Omega_g}$ and for each $Z \in \tilde{\Omega}_g$, the kernel of $u|_{\mathbb{C}^g \times \{Z\}}$ is $D\mathbb{Z}^g + \mathbb{Z}Z^g$. Thus the map $\mathbb{C}^g \times \tilde{\Omega}_g \to \mathbb{R}^g \times \mathbb{R}^g \times \tilde{\Omega}_g \to \mathbb{R}^{2g}$, where the first map is the inverse of $(a,b,Z) \mapsto (Da + Zb,Z)$ and the second map is the natural projection, descends to a real analytic map

$$b^{\text{univ}}: \mathbb{A}_{\Omega_g} \to \mathbb{T}^{2g}.$$ 

Now for each $s_0 \in A_{g,D}(\mathbb{C})$, there exists a contractible, relatively compact, open neighborhood $\Delta$ of $s_0$ in $\mathbb{A}^{\text{an}}_{g,D}$ such that $A_{\Omega_g,\Delta} := (\pi^{\text{univ}})^{-1}(\Delta)$ can be identified with $A_{\Omega_g,\Delta'}$ for some open subset $\Delta'$ of $\tilde{\Omega}_g$. The composite $b_\Delta: A_{g,D,\Delta} \cong A_{\Omega_g,\Delta'} \to \mathbb{T}^{2g}$ is real analytic and satisfies the three properties for the Betti map. Thus $b_\Delta$ is the desired Betti map in this case. Note that for a fixed (small enough) $\Delta$, there are infinitely choices of $\Delta'$; but for $\Delta$ small enough, if $\Delta_1'$ and $\Delta_2'$ are two such choices, then $\Delta_2' = \alpha \cdot \Delta_1'$ for some $\alpha \in \text{Sp}_{2g,D}(\mathbb{Z}) \subset \text{SL}_{2g}(\mathbb{Z})$.

The last sentence of the previous paragraph implies the following property. Fix a Betti map $b_\Delta: A_{g,D,\Delta} \to \mathbb{T}^{2g}$, then any other Betti map $A_{g,D,\Delta} \to \mathbb{T}^{2g}$ is $\alpha \cdot b_\Delta$ for some $\alpha \in \text{Sp}_{2g,D}(\mathbb{Z})$. 
5.2. Betti form. The Betti form is a closed semi-positive smooth \((1,1)\)-form \(\omega\) on \(A_{\text{an}}\) with the property \([N]^*\omega = N^2\omega\) such that the following property holds true: For any subvariety \(X\) of \(A\) and any \(x \in X_{\text{an}}(\mathbb{C})\), we have

\[
\text{rank}_{\text{Betti}}(X, x) = 2 \dim X \Leftrightarrow (\omega|_{x}^{\wedge \dim X})_{x} \neq 0.
\]

There are several ways to construct the Betti form \(\omega\). In [DGH21, §2.2 and 2.3] by using a formula given by Mok [Mok91, pp.374], and in [CGHX21, §2] by means of Arithmetic Dynamics. We hereby state a third construction via the Betti map. It is closely related to the construction in [DGH21].

**Construction 5.3.** Use \((a, b) = (a_1, b_1; \ldots; a_g, b_g)\) to denote the coordinates of \(T^{2g}\). Let \(\Delta\) be a simply-connected open subset of \(S_{\text{an}}\) and \(b_\Delta: A_\Delta \to T^{2g}\) be the Betti map from \([5.1]\). Define the \(2\)-form on \(A_\Delta\)

\[
\omega_\Delta = b_\Delta^{-1} \left( 2(Dda)^{\top} \wedge db \right) = b_\Delta^{-1} \left( 2 \sum_{j=1}^{g} d_j da_j \wedge db_j \right).
\]

Observe that \(\omega_\Delta\) is well-defined, because two different choices of \(b_\Delta\) differ from an element in \(\text{Sp}_{2g,D}(\mathbb{Z})\) (see above [5.2] and \(2(Dda)^{\top} \wedge db\) is preserved by \(\text{Sp}_{2g,D}(\mathbb{R})\)). Moreover, it is not hard to check that these \(\omega_\Delta\) glue together to a \(2\)-form \(\omega\) on \(A_{\text{an}}\).

This \(\omega\) is the desired Betti form.

For the \(\omega\) constructed above, the facts that \(\omega\) is smooth and \([N]^*\omega = N^2\omega\) are not hard to check. To check that \(\omega\) is a \((1,1)\)-form and is semi-positive, one can do an explicit computation by the change of coordinates \((b_\Delta, \pi): A_\Delta \to T^{2g} \times \Delta\) from Proposition 5.2.(iii). In fact, by a similar computation executed in [DGH21, §2.2], one can prove the following statement. For the uniformization \(u: C^g \times H_g \to \mathfrak{A}^\text{an}_{g,D}\) and the Betti form \(\omega\) on \(\mathfrak{A}^\text{an}_{g,D}\), we have

\[
u^*\omega = \sqrt{-1} \partial \overline{\partial} \left( 2(\text{Im}w)^{\top} \text{(Im}Z)^{-1} (\text{Im}w) \right)
\]

where we use \((w, Z)\) to denote the coordinates on \(C^g \times H_g\). The symmetric real matrix representing \(\nu^*\omega\) is

\[
\begin{bmatrix}
1 & -(\text{Im}w)^{\top} \text{(Im}Z)^{-1} \\
-(\text{Im}Z)^{-1} (\text{Im}w) & (\text{Im}Z)^{-1} (\text{Im}w)(\text{Im}w)^{\top} (\text{Im}Z)^{-1}
\end{bmatrix} \otimes (\text{Im}Z)^{-1}.
\]

Now (5.3) a consequence of (5.4); see [Küh21a, Lem.10].

**Remark 5.4.** For each integer \(M \geq 1\), set \(A^{[M]} = A \times_S \ldots \times_S A\) (\(M\)-copies). Then \(p_1^*\omega + \cdots + p_M^*\omega\) is a choice of the Betti form on \((A^{[M]})_{\text{an}}\), with each \(p_i : A^{[M]} \to A\) the projection to the \(i\)-th factor.

We close this section by pointing out a more geometric property of the Betti form, which is a geometric motivation behind [DGH21] and [Küh21a].

Assume \(\ell \geq 3\) is even. There exists a tautological relatively ample line bundle \(\mathcal{L}_{g,D}\) on \(\mathfrak{A}_{g,D}/\mathfrak{A}_{g,D}\), namely for each \(s \in \mathfrak{A}_{g,D}(\mathbb{C}), (\mathfrak{A}_{g,D})_s, (\mathfrak{A}_{g,D})_s\) is the polarized abelian variety parametrized by \(s\). Moreover \([-1]^*\mathcal{L}_{g,D} = \mathcal{L}_{g,D}\). We refer to [Pin89] Prop.10.8 and 10.9.

**Proposition 5.5.** The cohomology class of the Betti form \(\omega\) on \(\mathfrak{A}^\text{an}_{g,D}\) coincides with the first Chern class \(c_1(\mathcal{L}_{g,D})\) of \(\mathcal{L}_{g,D}\).

This proposition can be deduced from [Mok91 pp.374] or [CGHX21, Lem.2.4].
6. Non-degenerate subvarieties

This section is based on Gao20a. In this section, let \( S \) be an irreducible variety over \( \mathbb{C} \) and \( \pi : \mathcal{A} \to S \) be an abelian scheme of relative dimension \( g \geq 1 \). Let \( \omega \) be the Betti form on \( \mathcal{A} \) from Construction 5.3.

**Definition 6.1.** An irreducible subvariety \( X \) of \( \mathcal{A} \) is said to be non-degenerate if one of the following equivalent conditions holds true:

(i) \( \text{rank}_{\text{Betti}}(X, x) = 2 \dim X \) for some \( x \in X_{\text{sm}}(\mathbb{C}) \);

(ii) \( (\omega|_{\Delta^{\dim X}})_x \neq 0 \) for some \( x \in X_{\text{sm}}(\mathbb{C}) \).

The conditions (i) and (ii) are equivalent by (5.3). By (ii) and Proposition 5.5, non-degeneracy should be understood to be some *bigness* condition of an appropriate line bundle.

6.1. A first discussion. In this section, we abbreviate \( \mathfrak{A}_{g,D} \to \mathbb{A}_{g,D} \) by \( \mathfrak{A}_g \to \mathbb{A}_g \), with the polarization type \( D \) clear according to the context.

Consider the Cartesian diagram from (6.1), with the modular map \( \iota \).

\[
\begin{array}{ccc}
\mathcal{A} & \xrightarrow{\iota} & \mathbb{A}_g \\
\pi \downarrow & & \downarrow \\
S & \xrightarrow{\iota_S} & \mathbb{A}_g.
\end{array}
\]

The Betti map \( b_\Delta \) from (5.1) factors through \( \iota \). Thus \( \text{rank}_{\text{Betti}}(X, x) \leq 2 \dim \iota(X) \) trivially holds true. So from (i) of Definition 6.1, \( \iota(X) \) must be generically finite if \( X \) is non-degenerate. On the other hand, the target of \( b_\Delta \) is \( \mathbb{T}^{2g} \). So \( \text{rank}_{\text{Betti}}(X, x) \leq 2g \) trivially holds true. So from (i) of Definition 6.1, \( \dim X \leq g \) if \( X \) is non-degenerate. To sum it up, the trivial bounds yield

\[
X \text{ non-degenerate } \Rightarrow \iota(X) \text{ is generically finite and } \dim X \leq g.
\]

Thus, \( \mathfrak{C}_g - \mathfrak{C}_g \) defined below (4.2) is a degenerate subvariety of \( \text{Jac}(\mathfrak{C}_g/M_g) \), because its dimension is greater than \( g \).

The converse of (6.2) is in general false; see Gao20a, Thm.1.4(ii)] for an example. But the converse of (6.2) is true if the geometric generic fiber of \( \mathcal{A} \to S \) is a simple abelian variety; see Gao20a, Thm.1.4(i)(a)].

Another useful observation is the following lemma.

**Lemma 6.2.** Let \( X \) and \( Y \) be irreducible subvarieties of \( \mathcal{A} \) such that \( \pi|_X \) and \( \pi|_Y \) are both dominant. Assume that \( X \) is non-degenerate. Then \( X \times_S Y \) is a non-degenerate subvariety of \( \mathcal{A} \times_S \mathcal{A} \).

**Proof.** By generic smoothness, we may assume that \( S \) is smooth, and both \( X_{\text{sm}} \to S \) and \( Y_{\text{sm}} \to S \) are smooth morphisms.

We have \( \dim X \times_S Y = \dim X + \dim Y - \dim S \). Since \( X \) is non-degenerate, there exists \( x \in X_{\text{sm}}(\mathbb{C}) \) such that \( \text{rank}_{\text{Betti}}(X, x) = 2 \dim X \). Let \( s = \pi(x) \in S(\mathbb{C}) \).

As the Betti map is a group isomorphism when restricted to \( \mathbb{A}_s = \mathbb{T}^{1 + \dim Y} \) (Proposition 5.2(ii)), we have that \( \text{rank}_{\text{Betti}}(Y, y) \geq 2 \dim Y_s = 2(\dim Y - \dim S) \) for a generic \( y \in Y_{\text{sm}}(\mathbb{C}) \). Thus \( y \in Y_{\text{sm}}(\mathbb{C}) \) as \( S \) is smooth and \( Y_{\text{sm}} \to S \) is a smooth morphism.

Now \( (x, y) \in (X \times_S Y)_{\text{sm}}(\mathbb{C}) \) and \( \text{rank}_{\text{Betti}}(X \times_S Y, (x, y)) = 2(\dim X + \dim Y - \dim S) \). Hence we are done. \( \square \)

The proof of the lemma above also has the following consequence. Let \( M \geq 1 \) be an integer.

For notation, let \( X^{[M]} = X \times_S \cdots \times_S X \) (\( M \)-copies) for any subvariety \( X \) of \( \mathcal{A} \), and \( \omega_M \) be the Betti form on \( \mathcal{A}^{[M]} : = \mathbb{A} \times_S \cdots \times_S \mathbb{A} \) (\( M \)-copies).

\[ ^{[5]} \text{In the particular case where } X \text{ is a projective subvariety of } \mathfrak{A}_{g,D}, X \text{ is non-degenerate if and only if } \mathfrak{L}_{g,D}|_X \text{ is a big line bundle.} \]
Lemma 6.3. Assume $\pi|_{X^{\text{sm}}}$ is smooth and $x \in X^{\text{sm}}(\mathbb{C})$ satisfies $(\omega|^X_{\dim X})_x \neq 0$. Then we have $(\omega|_{X|^{\dim X}M})_{(x, \ldots, x)} \neq 0$.

Proof. We have $\text{rank}_{\text{Betti}}(X, x) = 2 \dim X$ by (5.3). Let $s = \pi(x)$. By assumption, $(x, \ldots, x) \in (X^{[m]})^{\text{sm}}(\mathbb{C})$. Thus $\text{rank}_{\text{Betti}}(X^{[m]}, (x, \ldots, x)) = 2 \dim X + 2(m-1) \dim X_s = 2 \dim X^{[m]}$. Hence we are done by (5.3). □

6.2. A construction of non-degenerate subvarieties. In applications, especially [DGH21] and [Kih21a], it is necessary to have some reasonable non-degenerate subvariety to start with. The following result [Gao20a, Thm.1.2'], and more generally [Gao20a, Thm.1.3], play a crucial role.

Theorem 6.4. Let $S \to \mathbb{M}_g$ be a generically finite morphism. Let $\mathcal{D}_M$ be as from (4.3). Then $\mathcal{D}_M(\mathcal{C}_g^{[M+1]}) \times_{\mathbb{M}_g} S$ is a non-degenerate subvariety of $\text{Jac}(\mathcal{C}_g/\mathbb{M}_g)^{[M]} \times_{\mathbb{M}_g} S$ for $M \geq \dim S + 1$.

Theorem 6.4 is a particular case of the more general [Gao20a, Thm.10.1], which we state here. Assume furthermore $\mathcal{D}_M(\mathcal{C}_g^{[M+1]}) \times_{\mathbb{M}_g} S$ is non-degenerate if $M \geq \dim S + 1$.

For each $M \geq 1$, let $\iota^{[M]} : \mathcal{A}^{[M]} \to \mathfrak{A}_g$ be the modular map. As the formulation of [Gao20a, Thm.4.4.4], we state the result under the assumption (c) replaces by (a) here to emphasize that this construction does not work if $X \to S$ is a multi-section.

Theorem 6.5. Let $X$ be an irreducible subvariety of $\mathcal{A}$ such that $\pi|_X$ is dominant to $S$. Assume that $X_{\tau}$ (the geometric generic fiber of $X \to S$) is irreducible.[6]

Assume furthermore

(a) $\dim X \geq \dim S$

(b) $X_s$ is generically finite for each $s \in S(\mathbb{C})$.

(c) On the geometric generic fiber $\mathcal{A}_{\tau}$ of $\mathcal{A} \to S$, the stabilizer of $X_{\tau}$, which we denote by $\text{Stab}_{\mathcal{A}_{\tau}}(X_{\tau})$, is finite.

Then as subvarieties of $\mathcal{A}^{[M]}$, we have that

(i) $X^{[M]}$ is non-degenerate if $M \geq \dim S$ and $\iota^{[M]}|_{X^{[M]}}$ is generically finite.

(ii) $\mathcal{D}^{[M]}(X^{[M+1]})$ is non-degenerate if $M \geq \dim X$ and $\iota^{[M]}|_{\mathcal{A}^{[M+1]}}$ is generically finite.

Here $X^{[M]} = X \times S \cdots \times S X$ (M-copies) for each integer $M \geq 1$.

In practice, to verify the extra generic finiteness required in (i) and (ii), one can sometimes use the following observations. For (i), $\iota^{[M]}|_{X^{[M]}}$ is generically finite if $\iota|_X$ is generically finite. For (ii), $\iota^{[M]}|_{\mathcal{A}^{[M+1]}}$ is generically finite if $\iota$ (and not $\iota|_X$) is quasi-finite.

Although hypothesis (b) implies hypothesis (a), but we still list hypothesis (a) here to emphasize that this construction does not work if $X \to S$ is a multi-section.

In fact, [Gao20a, Thm.10.1] is stronger than Theorem 6.5. It says that Theorem 6.5 still holds true with hypothesis (c) replaced by the weaker hypothesis

[6] This assumption is harmless because it can always be achieved in the following way. There exists a quasi-finite étale morphism $S' \to S$ such that some component $X'$ of $X \times SS'$ satisfies that $X'_{\tau}$ is irreducible. But $X'$ dominates $X$ under the natural projection $X \times SS' \to X$. In applications, we apply this theorem to $X' \subseteq A \times S S' \to S'$. 
(c’) On the geometric generic fiber $A_{\eta}$ of $A \to S$, the neutral component of $\text{Stab}_{A_{\eta}}(X_{\eta})$ is contained in the $\mathbb{C}(\eta)/\mathbb{C}$-trace of $A_{\eta}$, where $\mathbb{C}(\eta)$ is an algebraic closure of the function field of $S$.

For the general criterion of non-degeneracy, we refer to \cite[Thm.1.1]{Gao20a} and \cite[Thm.4.3.1]{Gao21}. In some particular cases, the criterion can be simplified; see e.g. \cite[(1.4)]{Gao20a}.

6.3. The degeneracy locus. In this subsection we state another fundamental result about non-degeneracy. It claims that being non-degenerate is in fact an algebraic property.

**Theorem 6.6.** To each $X$, one can associate an intrinsically defined Zariski closed subset $X_{\text{deg}}$ of $X$ such that the following property holds true: $X$ is non-degenerate if and only if $X \neq X_{\text{deg}}$.

Moreover if $X$ is defined over an algebraically closed field $F$, so is $X_{\text{deg}}$.

This formulation of Theorem 6.6 is taken from \cite[Thm.4.3.1 and Prop.4.2.4]{Gao21}. The result follows essentially from \cite[Thm.1.7 and Thm.1.8]{Gao20a} and their proofs.

To be able to compute the constant $c(g)$ from Theorem 1.1, one needs a better understanding of $X_{\text{deg}}$. We refer to \cite[§1.2]{Gao20a} and \cite[§4.2]{Gao21} for the definition and some further discussions on $X_{\text{deg}}$.

We close the main part of this section by outlining the main steps of to study the non-degeneracy in \cite[Gao20a]{Gao20a}. Both Theorem 6.5 and Theorem 6.6 are proved following this guideline, where functional transcendence and the unlikely intersection theory are heavily used. The major step is to establish a criterion, in simple geometric terms, for an irreducible subvariety $X$ of the universal abelian variety $A_g$ to be degenerate. Roughly speaking, the proof of the desired criterion is divided into two steps. Step 1 transfers the degeneracy property to an unlikely intersection problem in $A_g$ by invoking the mixed Ax–Schanuel theorem for $A_g$ \cite[Thm.1.1]{Gao20b}. More precisely we show that $X$ is degenerate if and only if $X$ is the union of subvarieties satisfying an appropriate unlikely intersection property. Step 2 solves this unlikely intersection problem, and the key point is to use \cite[Thm.1.4]{Gao20b} to prove that the union mentioned above is a finite union. In this step the notion of weakly optimal subvarieties introduced by Habegger–Pila \cite{HP16} is involved.

6.4. 1-parameter case. When $\dim S = 1$, the criterion of non-degeneracy and the degeneracy locus are easier to describe.

**Definition 6.7.** An irreducible closed subvariety $Y$ of $A$ is called a generically special subvariety of $A$, or just generically special, if it dominates $S$ and if its geometric generic fiber $Y \times_{S} \text{Spec} \mathbb{C}(S)$ is a finite union of $(Z \otimes_{\mathbb{C}} \mathbb{C}(S)) + B$, where $Z$ is a closed irreducible subvariety of $A_{\mathbb{C}(S)}/\mathbb{C}$ (the $\mathbb{C}(S)/\mathbb{C}$-trace of $A$) and $B$ is a torsion coset in $A_{\mathbb{C}(S)}$. The union is a finite union.

We then have the following results from \cite[5.1, Prop.1.3]{GH19}.

**Theorem 6.8.** Assume $\dim S = 1$. Let $X$ be an irreducible closed subvariety of $A$ which is dominant to $S$. Then

(i) $X$ is degenerate if and only if $X$ is generically special; 
(ii) we have $X_{\text{deg}} = \bigcup_{\text{Y is a generically special subvariety of } A} Y.$ The union is a finite union.

7. The height inequality and its application

This section is based on \cite{DGH21}. Let $S$ be a quasi-projective irreducible variety and let $\pi : A \to S$ be an abelian scheme of relative dimension $g$, both over $\overline{\mathbb{C}}$. 
Let \( L \) be a relatively ample line bundle on \( A/S \) with \( [-1]^*L \simeq L \), and let \( M \) be a line bundle over a compactification \( \overline{S} \) of \( S \). All these data are assumed to be defined over \( \overline{Q} \). Then we have a fiberwise Néron–Tate height function \( \hat{h}_L : A(\overline{Q}) \to [0, \infty) \) as in \((2.5)\), and a height function \( h_{\overline{S},M} : S(\overline{Q}) \to \mathbb{R} \) provided by the Height Machine \((2.3)\).

### 7.1. Statement of the height inequality.

For any irreducible subvariety \( X \) of \( A \), set \( X^* = X \setminus X^{\deg} \) with \( X^{\deg} \) the Zariski closed subset of \( X \) from Theorem \( 6.6 \). Then \( X^* \neq \emptyset \) if and only if \( X \) is non-degenerate.

Here is the height inequality of Dimitrov–Gao–Habegger from \([DGH21]\). When \( \dim S = 1 \) it is proved in \([GH19]\).

**Theorem 7.1.** Let \( X \) be an irreducible subvariety of \( A \) defined over \( \overline{Q} \). Let \( X^* = X \setminus X^{\deg} \) be the Zariski open subset of \( X \) as defined above; it is defined over \( \overline{Q} \).

There exist constants \( c > 0 \) and \( c' \), depending only on \( X \) and the data of the height functions, such that

\[
\hat{h}_L(P) \geq ch_{\overline{S},M}(\pi(P)) - c' \quad \text{for all } P \in X^*(\overline{Q}).
\]  

(7.1)

This theorem is non-trivial only if \( X \) is non-degenerate (otherwise \( X^* = \emptyset \)). The version stated here is a minor improvement of \([DGH21]\ Thm.1.6 and Thm.B.1\). It follows from a simple Noetherian induction from \([DGH21]\ Thm.B.1\), the Zariski closedness of \( X^{\deg} \) and the geometric description of \( X^{\deg} \); cf. \([Gao21]\ Thm.4.4.2\). Another minor improvement is that \( M \) is not required to be ample on \( \overline{S} \) as in \([DGH21]\), as this extra requirement can easily be dropped by the Height Machine.

In practice, to apply Theorem \( 7.1 \) one needs to have some non-degenerate subvarieties to start with. For this purpose, apart from directly applying the criterion of non-degeneracy \([Gao20a] Thm.1.1\), the construction in Theorem \( 6.5 \) is a useful tool.

We point out that the constants in \((7.1)\) are effective; see \([DGH21] Rmk.5.1\) for comments on \( c \) (which is denoted by \( c'_1 \) in loc.cit.).

### 7.2. Application to the New Gap Principle.

In this subsection, we use Theorem \( 7.1 \) and Theorem \( 6.5 \) to prove a proposition in the flavor of the New Gap Principle \( 4.1 \). In fact, applying the proposition to an appropriate family yields \([DGH21]\ Prop.7.1\), which is a weaker version of the New Gap Principle; see the end of \( [9.2] \).

This proof, in line with \([DGH21]\ Prop.7.1\), is a good example for how the height inequality is applied to Diophantine problems. Moreover, the framework of the proof will also be used in Proposition \( 8.3 \) (Step 4) and Lemma \( 10.2 \).

We also render the constants from \([DGH21]\ Prop.7.1\) more explicit, by applying the refined height inequality and by making Lemma \( 7.3 \) (which is \([DGH21]\ Lem.6.3\)) explicit.

Let \( A/S, L \) and \( M \) be as the beginning of this section. Write \( \iota : A \to \mathfrak{A}_g \) for the modular map \( (6.1) \).

**Proposition 7.2.** Let \( \mathcal{C} \subseteq A \) be an irreducible subvariety satisfying the following properties.

Each fiber \( \mathcal{C}_s \) of \( \mathcal{C} \to S \) is an irreducible curve which generates \( A_s \) and is not a translate of an elliptic curve, and \( \iota|_{\mathcal{C}_S} \) is generically finite for all subvarieties \( S' \subseteq S \).

Then there exist constants \( c'_1, c'_2 \) and \( c'_3 \) such that for each \( s \in S(\overline{Q}) \), we have

\[
\# \left\{ x \in \mathcal{C}_s(\overline{Q}) : \hat{h}_L(x) \leq c'_1 \max\{1, h_{\overline{S},M}(s)\} - c'_3 \right\} < c'_2.
\]  

(7.2)

**Proof.** We prove this proposition by induction on \( \dim S \). The proof for the base step \( \dim S = 0 \) is contained in the induction step.

Fix \( M \geq \dim S \). The properties of \( \mathcal{C} \) allows us to apply Theorem \( 6.5(1) \) applied to \( \mathcal{C} \subseteq A \to S \). So \( \mathcal{C}^{[M]} \) is a non-degenerate subvariety of \( A^{[M]} \). Set \( X := \mathcal{C}^{[M]} \). Let \( X^{\deg} \) be the degeneracy
locus of $X$ from Theorem 6.6 it is Zariski closed in $X$ and is defined over $\overline{\mathbb{Q}}$. Moreover $X^{\text{deg}} \neq X$ as $X$ is non-degenerate.

Let $X^* = X \setminus X^{\text{deg}}$; it is Zariski open dense in $X$. Applying the height inequality, Theorem 7.1 to $X$ and $A \to S$, we get

$$h_L(x_1) + \ldots + h_L(x_M) \geq c h_{\Sigma^M}(s) - c'$$

for all $s \in S(\overline{\mathbb{Q}})$ and $(x_1, \ldots, x_M) \in X^*(\overline{\mathbb{Q}})$ in the fiber above $s$.

As $X^*$ is Zariski open dense in $X$, each irreducible component of $S \setminus \pi(X^*)$ has dimension $\leq \dim S - 1$. By induction hypothesis, it suffices to prove the proposition with $S$ replaced by $S \setminus \pi(X^*)$. Therefore we may and do assume $\pi(X^*) = S$. Thus for each $s \in S(\overline{\mathbb{Q}})$, the fiber of $X^*$ over $s$ is non-empty.

Use $X_s$, $X_s^*$ and $X_s^{\text{deg}}$ to denote the corresponding fibers over $s$. Then the last sentence of the previous paragraph says $X_s^* \neq \emptyset$ for each $s \in S(\overline{\mathbb{Q}})$. Equivalently,

$$X_s^{\text{deg}} \neq X_s = C_s^M.$$

This allows us to apply Lemma 7.3 to $V = A_s$, $L = L_s$, $C = C_s$ and $Z = X_s^{\text{deg}}$. Thus setting

$$c_2 := \max_{s \in S(\overline{\mathbb{Q}})} \deg_{L_s}(C_s)^M(M+1)/2 \deg_{L_s}(A_s)^M(M-1)/2 \deg_{L^M}(X_s^{\text{deg}}) + 1,$$

the following holds true. If a subset $\Sigma \subseteq C_s(\overline{\mathbb{Q}})$ has cardinality $\geq c_2'$, then $\Sigma^M \not\subseteq X_s^{\text{deg}}$.

We work with $\Sigma = \{ x \in C_s(\overline{\mathbb{Q}}) : h_L(x) \leq c_1' \max\{1, h_{\Sigma^M}(s)\} - c_3' \}$, with

$$c_1' = c/2M \quad \text{and} \quad c_3' = (c + c')/M,$$

where $c$ and $c'$ come from the height inequality (7.3).

We claim that $\# \Sigma < c_2'$. Assume otherwise, then $\Sigma^M \not\subseteq X_s^{\text{deg}}$, and thus there exist $x_1, \ldots, x_M \in \Sigma$ such that $(x_1, \ldots, x_M) \notin X_s^{\text{deg}}$. Hence (7.3) holds true, and we thus obtain

$$ch_{\Sigma^M}(s) - c' \leq M c_1' \max\{1, h_{\Sigma^M}(s)\} - M c_3' = \frac{1}{2} c \max\{1, h_{\Sigma^M}(s)\} - (c + c').$$

As $\max\{1, h_{\Sigma^M}(s)\} \leq c (1 + h_{\Sigma^M}(s))$, the inequality above implies

$$c \max\{1, h_{\Sigma^M}(s)\} - c - c' \leq \frac{1}{2} c \max\{1, h_{\Sigma^M}(s)\} - (c + c').$$

But this last inequality cannot hold true. So we get a contradiction, and hence $\# \Sigma < c_2'$. This is precisely the desired bound, and hence we are done. \hfill \Box

The following lemma as well as the proof presented here is nothing but [DGH21, Lem.6.3], with the bound written explicitly. Let $k$ be an algebraically closed field and all varieties are assumed to be defined over $k$. Let $M \geq 1$ be an integer.

**Lemma 7.3.** Let $V$ be a projective irreducible variety with an ample line bundle $L$. Let $C$ be an irreducible curve in $V$ and let $Z$ be a Zariski closed subset of $V^M$. Assume $C^M \not\subseteq Z$. Then if $\Sigma \subseteq C(k)$ has cardinality $> \deg_{L}(C)^M(M+1)/2 \deg_{L}(V)^M(M-1)/2 \deg_{L^M}(Z)$, then $\Sigma^M \not\subseteq Z(k)$.

**Proof.** We prove this lemma by induction on $M$. The base step $M = 1$ follows immediately from Bézout’s Theorem.

Assume the lemma is proved for $1, \ldots, M - 1 \geq 1$. Let $q : V^M \to V$ be the projection to the first factor.

Bézout’s Theorem implies $\sum_Y \deg_{L^M}(Y) \leq \deg_{L}(C)^M \deg_{L^M}(Z)$ with $Y$ running over all irreducible components of $C^M \cap Z$. Let $Z'$ be the union of such $Y$’s with $\dim q(Y) \geq 1$, and $Z''$ be the union of the other components. Then $\deg_{L^M}(Z')$, $\deg_{L^M}(Z'') \leq \sum_Y \deg_{L^M}(Y)$ and hence

$$\deg_{L^M}(Z') \leq \deg_{L}(C)^M \deg_{L^M}(Z), \quad \deg_{L^M}(Z'') \leq \deg_{L}(C)^M \deg_{L^M}(Z)$$

[7] In a flat family, all fibers have the same degree. Thus $c_2'$ exists, possibly by a Noetherian induction.
Note that \( q(Z') \subseteq q(C^M \cap Z) \subseteq C \). For all \( P \in C(k) \), the fiber \( q^{-1}_Z(P) = Z' \cap ((P) \times V^{M-1}) \) has dimension at most \( \dim Z' - 1 \leq M - 2 \). So \( \{ P \} \times C^{M-1} \not\subseteq Z' \cap ((P) \times V^{M-1}) \). Write \( \{ P \} \times V^{M-1} \simeq V^{M-1} \) for the natural isomorphism. Then we can apply the induction hypothesis and conclude: if \( \Sigma \subseteq C(k) \) has cardinality \( \# \Sigma > \deg_L(C)^{M(M-1)/2} \deg_L(V)^{(M-1)(M-2)/2} \deg_L\Omega_{\Sigma} \), then \( \Sigma^{M-1} \not\subseteq (Z' \cap ((P) \times V^{M-1}))(k) \).

But \( \deg_{L\Omega_{\Sigma}}(Z') = \deg_{L\Omega}(Z') \) (since \( \deg_L(P) = 1 \)) and \( \deg_{L\Omega}(Z') \leq \deg_{L\Omega}(Z') \deg_L(V)^{M-1} \) by Bézout’s Theorem. So we can replace \( \deg_{L\Omega_{\Sigma}}(Z') \) in the conclusion of last paragraph by \( \deg_{L\Omega}(Z') \). Thus by \( \mathfrak{L} \) we get: if \( \Sigma \subseteq C(k) \) satisfies

\[
\# \Sigma > \deg_L(C)^{M(M-1)/2} \deg_L(V)^{(M-1)(M-2)/2} \deg_L(C)^M \deg_{L\Omega}(Z) \deg_L(V)^{M-1},
\]

then \( \{ P \} \times \Sigma^{M-1} \not\subseteq Z'(k) \) for all \( P \in C(k) \) (and hence \( \Sigma^M \not\subseteq Z'(k) \)). Notice that the right hand side is precisely \( \deg_L(C)^{M(M+1)/2} \deg_L(V)^{M(1-M)/2} \deg_L\Omega(Z) \).

Now \( \dim q(Z'') = 0 \), so \( q(Z'') \) is a finite set of cardinality at most the number of irreducible components of \( Z'' \), which is at most \( \# \Sigma^M \). Thus the lemma holds true since \( Z = Z' \cup Z'' \). \( \square \)

8. Equidistribution on non-degenerate subvarieties and its application

This section is based on [Küh21a]. Let \( S \) be a quasi-projective irreducible variety and let \( \pi: A \to S \) be an abelian scheme of relative dimension \( g \), both over \( \overline{\mathbb{Q}} \).

Let \( \mathcal{L} \) be a relatively ample line bundle on \( A/S \) defined over \( \overline{\mathbb{Q}} \) such that \( -1^* \mathcal{L} \simeq \mathcal{L} \). Then we have a fiberwise Néron–Tate height function \( h_{\mathcal{L}}: A(\overline{\mathbb{Q}}) \to [0, \infty) \) as in (2.6).

8.1. The equidistribution result. Let \( \omega \) be the Betti form on \( A \) as provided by Construction [5.3].

The following equidistribution result is proved by Kühne [Küh21a Thm.1].

**Theorem 8.1.** Let \( X \) be a non-degenerate subvariety of \( A \) defined over \( \overline{\mathbb{Q}} \). There exists a constant \( k = k(X, \omega) > 0 \) such that the following property holds true. For any generic sequence \( \{ x_n \}_{n \in \mathbb{N}} \) in \( X \) (namely \( x_n \) converges to the generic point of \( X \)) satisfying \( h_{\mathcal{L}}(x_n) \to 0 \), we have

\[
\frac{1}{\#O(x_n)} \sum_{y \in O(x_n)} f(y) \to k \int_{X^{an}} f(\omega | x)^{\wedge \dim X}
\]

for all \( f \in C^0_c(X^{an}) \) (continuous compactly supported in \( X(\mathbb{C}) \)). Here \( O(x_n) \) means the Galois orbit of \( x_n \).

The sequence \( \{ x_n \} \) in Theorem [S.1] will be called a generic small sequence in \( X \).

This equidistribution result was proved by DeMarco–Mavraki [DM20 Cor.1.2] when \( A \to S \) is a fiber product of elliptic surfaces and \( S \) is a section.

The first step to use equidistribution to study Bogomolov type problems is through the following corollary, which is a minor improvement of [Küh21a Lem.22]. The idea already showed up in the work of Ullmo [Ull98] and S. Zhang [Zha98a]. We include the proof in this survey as it is not complicated and because of the importance of the corollary. This proof is almost a literal copy of [Küh21a Lem.22].

**Corollary 8.2.** Let \( X \) be a non-degenerate subvariety of \( A \) defined over \( \overline{\mathbb{Q}} \). Set \( \mu = k(\omega | x)^{\wedge \dim X} \) to be the measure on \( X(\mathbb{C}) \) with \( k = k(X, \omega) > 0 \) the constant from Theorem [8.1].

For each function \( f \in C^0_c(X^{an}) \) and every \( \epsilon > 0 \), there exist a proper subvariety \( Z_{f, \epsilon} \) of \( X \) and a constant \( \delta_\epsilon > 0 \) such that each \( x \in (X \setminus Z_{f, \epsilon})(\overline{\mathbb{Q}}) \) satisfies the following alternative:

(i) Either \( h_{\mathcal{L}}(x) \geq \delta_\epsilon \);  
(ii) or \( \left| \frac{1}{\#O(x)} \sum_{y \in O(x)} f(y) - \int_{X^{an}} f \mu \right| < \epsilon. \)
Proof. To invoke Theorem 8.1 we need a generic small sequence in \( X \). Let us first explain why we can assume this.

Consider, for each \( n \in \mathbb{N} \), the set \( X_n := \{ x \in X(\overline{\mathbb{Q}}) : \hat{h}_C(x) < 1/n \} \). Then we have a descending chain 
\[ \cdots \supseteq X_n \supseteq X_{n+1} \supseteq \cdots \]
Assume that \( X_n \) is not Zariski dense in \( X \) for some \( n \). Then for any \( f \) and \( \epsilon \), one can take \( \delta_\epsilon = 1/n \) and \( Z_{f,\epsilon} = \overline{X_n} \). Notice that in this case, part (i) always holds true.

So from now on, we assume that \( X_n \) is Zariski dense in \( X \) for all \( n \gg 1 \). There are only countably many proper closed subvarieties of \( X \) defined over \( \overline{\mathbb{Q}} \), say \( \{ Z_n \}_{n \in \mathbb{N}} \). For each \( n \in \mathbb{N} \), take \( x_n \in X_n \setminus Z_n(\overline{\mathbb{Q}}) \). Such an \( x_n \) exists because \( X_n \) is Zariski dense in \( X \) and \( X \setminus Z_n \) is Zariski open dense in \( X \). Then \( \hat{h}_C(x_n) \to 0 \), and \( x_n \) converges to the generic point of \( X \). Hence \( \{ x_n \}_{n \in \mathbb{N}} \) is a generic small sequence in \( X \). Therefore we are in the situation of Theorem 8.1.

Suppose that the conclusion is false. Then there exist some \( f \in \mathcal{C}_C(X^m) \) and some \( \epsilon > 0 \) with the following property. For any \( \delta > 0 \), the set
\[
\mathcal{B}_\delta := \left\{ x \in X(\overline{\mathbb{Q}}) : \hat{h}_C(x) < \delta \text{ and } \left| \frac{1}{\#O(x)} \sum_{y \in O(x)} f(y) - \int_{X^m} f \mu \right| \geq \epsilon \right\}
\]
is Zariski dense in \( X \). Then as in the previous paragraph, we can find a generic small sequence \( \{ x_n \}_{n \in \mathbb{N}} \) in \( X \), with each \( x_n \in \mathcal{B}_1/n \), such that
\[
\left| \frac{1}{\#O(x_n)} \sum_{y \in O(x_n)} f(y) - \int_{X^m} f \mu \right| \geq \epsilon
\]
for all \( n \). This contradicts the equidistribution (8.1). Hence we are done.

8.2. Application to uniform Bogomolov. Ullmo [Ull98] and S. Zhang [Zha98a] used equidistribution results to prove the Bogomolov conjecture on a single abelian variety over \( \overline{\mathbb{Q}} \). A key idea in this approach is to apply the equidistribution result twice and compare the measures on two varieties linked by the Faltings–Zhang map. The upshot is that we are not in case (ii) of the alternative in the single-abelian-variety version of Corollary 8.2.

It is natural to expect that the equidistribution result in families (Theorem 8.1) can be applied to solve some family-version Bogomolov type problems, provided that there are some non-degenerate subvarieties to start with.

A useful tool to construct non-degenerate subvarieties is Theorem 6.5. Starting from this construction, Kühne ran a modified version of Ullmo–Zhang’s approach on families of curves in abelian schemes using his family version of the equidistribution (more precisely, Corollary 8.2). In the end, with a fiberwise consideration as in the proof of Proposition 7.2, he proved the following result [Küh21a, Prop.21]. We include this beautiful proof in this survey.

Let \( \iota : \mathcal{A} \to \mathcal{A}_y \) be the modular map from (6.1).

Proposition 8.3. Let \( \mathcal{C} \subseteq \mathcal{A} \) be an irreducible subvariety satisfying the following properties. Each fiber \( \mathcal{C}_s \) of \( \mathcal{C} \to \mathcal{S} \) is an irreducible curve which generates \( \mathcal{A}_s \) and is not a translate of an elliptic curve, and \( \iota_{|X \times S'} \) is generically finite for all subvarieties \( S' \subseteq S \).

Then there exist constants \( d''_3 \) and \( d'_3 \) such that for each \( s \in S(\overline{\mathbb{Q}}) \), we have
\[
\# \{ x \in \mathcal{C}_s(\overline{\mathbb{Q}}) : \hat{h}_C(x) \leq d''_3 \} < d'_3.
\]

Before moving on to the proof, we point out that Proposition 8.3 applied to a suitable family yields [Küh21a, Thm.3] immediately. See the end of § 9.2.

Proof of Proposition 8.3. We prove this proposition by induction on \( \dim S \). The proof for the base step \( \dim S = 0 \) is contained in the induction step.

For readers’ convenience, we divide the proof into several steps.

Step 1. Construct non-degenerate subvarieties.

Fix \( m \geq \dim S \). Consider \( \mathcal{C}^{[m]} := \mathcal{C} \times_S \cdots \times_S \mathcal{C} \) (\( m \)-copies) and \( \mathcal{A}^{[m]} \to S \). By generic smoothness, there exists a Zariski open dense subset \( S^0 \) of \( S \) such that \( (\mathcal{C}^{[m]})^{an} \times_S S^0 \to S^0 \)
is a smooth morphism. Moreover up to replacing $S^0$ by a Zariski open dense subset, we may and do assume $S^0$ is smooth. Now that each irreducible component of $S^1$ has dimension $\leq \dim S - 1$, by induction hypothesis it suffices to prove the proposition with $S$ replaced by $S^0$. Hence we may and do assume:

(8.3) 

$S$ is smooth and $(\mathcal{C}^{[m]})^{\text{an}} \to S$ is a smooth morphism.

By Theorem [6.5(i)] applied to $\mathcal{C} \subseteq A \to S$, we have that $\mathcal{C}^{[m]} := \mathcal{C} \times_S \cdots \times_S \mathcal{C}$ ($m$-copies) is a non-degenerate subvariety of $A^{[m]}$. By Definition 6.1 for the Betti form $\omega_m$ of $A^{[m]}$, there exists a point $x \in (\mathcal{C}^{[m]})^{\text{an}}(\mathbb{C})$ such that

(8.4) 

$$(\omega_m|_{\dim \mathcal{C}^{[m]}})_x \neq 0.$$ 

For each $M \gg 1$, recall the proper $S$-morphism (for $A^{[m]}$ instead of $A$) from (6.3)

(8.5) 

$$\mathcal{D}_M^{[m]} : (A^{[m]})^{[M+1]} \to (A^{[m]})^{|M|}$$

fiberwise defined by $(a_0, a_1, \ldots, a_M) \mapsto (a_1 - a_0, \ldots, a_M - a_0)$, with each $a_i \in A^{[m]}(\mathbb{C})$.

By assumption on $\mathcal{C}$ (no fiber is a translate of an elliptic curve), it is known that $\mathcal{D}_M^{[m]}|_{(\mathcal{C}^{[m]})^{[M+1]}}$ is generically finite for $M \gg 1$.

A key point of the classical Ullmo-Zhang approach is to use $\mathcal{D}_M^{[m]}$. A novelty in Kühne’s proof is to consider an extra factor

(8.6) 

$$\mathcal{D} := (\text{id}, \mathcal{D}_M^{[m]}) : A^{[m]} \times_S (A^{[m]})^{[M+1]} \to A^{[m]} \times_S (A^{[m]})^{|M|},$$

which is generically injective. In $A^{[m]} \times_S (A^{[m]})^{[M+1]}$, we have a non-degenerate subvariety $\mathcal{C}^{[m]} \times_S (\mathcal{C}^{[m]})^{[M+1]}$.

Let us show that $\mathcal{D}(\mathcal{C}^{[m]} \times (\mathcal{C}^{[m]})^{[M+1]})$ is non-degenerate in $A^{[m]} \times_S (A^{[m]})^{|M|}$. Indeed,

$$\mathcal{D}(\mathcal{C}^{[m]} \times_S (\mathcal{C}^{[m]})^{[M+1]}) = \mathcal{C}^{[m]} \times_S \mathcal{D}_M^{[m]}((\mathcal{C}^{[m]})^{[M+1]}),$$

and hence is non-degenerate because $\mathcal{C}^{[m]}$ is non-degenerate; see Lemma 6.2.

Now we have obtained the two desired non-degenerate subvarieties $\mathcal{C}^{[m]} \times_S (\mathcal{C}^{[m]})^{[M+1]}$ and $\mathcal{D}(\mathcal{C}^{[m]} \times (\mathcal{C}^{[m]})^{[M+1]})$. In particular, we are in the situation of Corollary 8.2 for both.

**Step 2** Choose suitable functions $f_1, f_2$ and constant $\epsilon > 0$ for later applications of Corollary 8.2.

Let $\mu_1$ be the measure on $\mathcal{C}^{[m]} \times_S (\mathcal{C}^{[m]})^{[M+1]}(\mathbb{C}) = \mathcal{C}^{[m(M+2)]}(\mathbb{C})$ as in Corollary 8.2 and let $\mu_2$ be the measure on $\mathcal{D}(\mathcal{C}^{[m]} \times (\mathcal{C}^{[m]})^{[M+1]})(\mathbb{C}) = \mathcal{D}(\mathcal{C}^{[m(M+2)]})(\mathbb{C})$ as in Corollary 8.2. We will prove $\mu_1 \neq \mathcal{D}^*|_{\mathcal{C}^{[m(M+2)]}\mu_2}$. Assuming this, then there exist a constant $\epsilon > 0$ and a function $f_1 \in \mathcal{C}^{[0]}(\mathcal{C}^{[m(M+2)]},\mathbb{R})$ such that

(8.7) 

$$\left| \int_{\mathcal{C}^{[m(M+2)]},\text{an}} f_1 \mu_1 - \int_{\mathcal{C}^{[m(M+2)]},\text{an}} f_1 \mathcal{D}^*|_{\mathcal{C}^{[m(M+2)]}\mu_2} \right| > 2\epsilon.$$ 

Moreover, since $\mathcal{D}|_{\mathcal{C}^{[m(M+2)]}}$ is generically finite, it is not hard to show that one can choose an $f_1$ satisfying the following property: There exists a unique $f_2 \in \mathcal{C}^{[0]}(\mathcal{D}(\mathcal{C}^{[m(M+2)]}),\mathbb{R})$ such that $f_1 = f_2 \circ \mathcal{D}$.

Now let us prove $\mu_1 \neq \mathcal{D}^*|_{\mathcal{C}^{[m(M+2)]}\mu_2}$. 

For the point $x \in (\mathcal{C}^{[m]})^{\text{an}}(\mathbb{C})$ from (8.3), denote by $\Delta_x$ the point $(x, \ldots, x)$ in $(\mathcal{C}^{[m]})^{[M+1]}(\mathbb{C})$. Then $(x, \Delta_x) \in (\mathcal{C}^{[m]} \times_S (\mathcal{C}^{[m]})^{[M+1]}(\mathbb{C})$, which is furthermore a smooth point by (8.3). We have $(\mu_1)(x,\Delta_x) \neq 0$ by Lemma 6.3.

---

[8] It is for this purpose that we need the $\mathcal{C}^{[m]}$ before constructing the two desired non-degenerate subvarieties linked by the Faltings–Zhang map.
On the other hand, $\mathcal{D}_M^{[m]}(\Delta_x)$ is the origin of fiber of $(\mathcal{A}^{[m]}_M)^{[M]} \to S$ in question (which we call $(\mathcal{A}^{[m]}_M)^{[M]}$), so $\mathcal{D}_M^{[m]}|_{\mathcal{C}^{[m]}_M}^{-1}(\mathcal{D}_M^{[m]}(\Delta_x))$ contains the diagonal of $\mathcal{C}^{[m]}_M \subseteq \mathcal{A}^{[m]}_M$ in $(\mathcal{A}^{[m]}_M)^{[M]}$ (which for the moment we denote by $\Delta_{\mathcal{C}^{[m]}_M}$).

Therefore for the morphism $\mathbb{D} := (\text{id}, \mathcal{D}_M^{[m]})$ from $(\mathcal{S}, \mathcal{D})$, $\mathcal{D}_M^{[m]}|_{\mathcal{C}^{[m]}_M \times_S \mathcal{C}^{[m]}_M}^{-1}(\mathbb{x}, \mathcal{D}_M^{[m]}(\Delta_x))$ contains $(\mathbb{x}, \Delta_{\mathcal{C}^{[m]}_M})$. In particular Thus $\dim \mathcal{D}_M^{[m]}_{\mathcal{C}^{[m]}_M \times_S \mathcal{C}^{[m]}_M}^{-1}(\mathbb{x}, \mathcal{D}_M^{[m]}(\Delta_x)) > 0$, and so the linear map

$$d\mathcal{D}_M^{[m]}_{\mathcal{C}^{[m]}_M \times_S \mathcal{C}^{[m]}_M} : T_{(\mathbb{x}, \Delta_x)}(\mathcal{C}^{[m]}_M \times_S \mathcal{C}^{[m]}_M) \to T_{(\mathbb{x}, \Delta_{\mathcal{C}^{[m]}_M})}(\mathcal{D}_M^{[m]}(\Delta_x)) \mathcal{D}(\mathcal{C}^{[m]}_M \times_S \mathcal{C}^{[m]}_M)$$

has non-trivial kernel. Thus $(\mathcal{D}_M^{[m]}_{\mathcal{C}^{[m]}_M \times_S \mathcal{C}^{[m]}_M} \mu_2)(\mathbb{x}, \Delta_x) = 0$.

Thus we get $\mu_1 \neq \mathcal{D}_M^{[m]}_{\mathcal{C}^{[m]}_M \times_S \mathcal{C}^{[m]}_M} \mu_2$ by looking at their evaluations at $(\mathbb{x}, \Delta_x)$. Hence we are done for this step.

**Step 3** Prove some height lower bounds on $\mathcal{C}^{[m]}_M$ or $\mathcal{D}(\mathcal{C}^{[m]}_M^{[M+2]})$.

We apply the equidistribution result, or more precisely Corollary 8.2 twice.

Apply Corollary 8.2 to $\mathcal{C}^{[m]}_M \times_S (\mathcal{C}^{[m]}_M)^{[M+1]}$, $f_1$ and $\epsilon$. We thus obtain a constant $\delta_{\epsilon, 1} > 0$ and a Zariski closed proper subset $Z_1 := Z_{f_1, \epsilon}$ of $\mathcal{C}^{[m]}_M \times_S (\mathcal{C}^{[m]}_M)^{[M+1]}$. Apply Corollary 8.2 to $\mathcal{D}(\mathcal{C}^{[m]}_M \times_S \mathcal{C}^{[m]}_M)^{[M+1]}$, $f_2$ and $\epsilon$. We thus obtain a constant $\delta_{\epsilon, 2} > 0$ and a Zariski closed proper subset $Z_2 := Z_{f_2, \epsilon}$ of $\mathcal{D}(\mathcal{C}^{[m]}_M \times_S \mathcal{C}^{[m]}_M)^{[M+1]}$.

Let $\delta := \min\{\delta_{\epsilon, 1}, \delta_{\epsilon, 2}\} > 0$, and let $Z = Z_1 \cup \mathcal{D}^{-1}(\mathcal{C}^{[m]}_M \times S(\mathcal{C}^{[m]}_M)^{[M+1]})(Z_2) \cup Z_3$, where $Z_3$ is the largest Zariski closed subset of $\mathcal{C}^{[m]}_M \times S(\mathcal{C}^{[m]}_M)^{[M+1]}$ on which $\mathcal{D}$ is not injective. Then $Z$ is Zariski closed in $X := \mathcal{C}^{[m]}_M \times S(\mathcal{C}^{[m]}_M)^{[M+1]} = (\mathcal{C}^{[m]}_M)^{[M+2]}$, and is proper because $\mathcal{D}(\mathcal{C}^{[m]}_M \times_S \mathcal{C}^{[m]}_M)^{[M+1]}$ is generically injective. If a point $\mathbb{x} \in (\mathcal{C}^{[m]}_M^{[M+2]} \setminus Z)(\mathbb{Q})$ is such that $\hat{h}_{\mathcal{C}^{[m]}_M^{[M+2]}}(\mathbb{x}) < \delta$ and $\hat{h}_{\mathcal{C}^{[m]}_M^{[M+2]}}(\mathcal{D}(\mathbb{x})) < \delta$, then case (ii) of Corollary 8.2 holds true for both $\mathbb{x}$, $f_1$, $\mu_1$ and $\mathcal{D}(\mathbb{x})$, $f_2$, $\mu_2$.

Thus

$$\left| \int_{\mathcal{C}^{[m]}_M^{[M+2]} \setminus Z} f_1 \mu_1 - \frac{1}{\#(\mathcal{O}(\mathbb{x}))} \sum_{y \in \mathcal{O}(\mathbb{x})} f_1(y) \right| < \epsilon$$

and

$$\left| \int_{\mathcal{D}(\mathcal{C}^{[m]}_M^{[M+2]} \setminus Z)} f_2 \mu_2 - \frac{1}{\#(\mathcal{O}(\mathcal{D}(\mathbb{x})))} \sum_{y \in \mathcal{O}(\mathcal{D}(\mathbb{x}))} f_2(y) \right| < \epsilon$$

where $\mathcal{O}(\cdot)$ is the Galois orbit. But

$$\frac{1}{\#(\mathcal{O}(\mathbb{x}))} \sum_{y \in \mathcal{O}(\mathbb{x})} f_1(y) = \frac{1}{\#(\mathcal{O}(\mathcal{D}(\mathbb{x})))} \sum_{y \in \mathcal{O}(\mathcal{D}(\mathbb{x}))} f_2(y)$$

because $f_1 = f_2 \circ \mathcal{D}$ and $\mathcal{D}$ is injective on $\mathcal{C}^{[m]}_M^{[M+2]} \setminus Z$. So we have

$$\left| \int_{\mathcal{C}^{[m]}_M^{[M+2]} \setminus Z} f_1 \mu_1 - \int_{\mathcal{D}(\mathcal{C}^{[m]}_M^{[M+2]} \setminus Z)} f_2 \mu_2 \right| \leq 2\epsilon.$$
Then the degree of $C$, and the degree of $Z_s$. Hence $c''_M$ can be chosen to be independent of $s$.

Let $c''_M = \delta / 4m(M + 2)$. Set $\Sigma := \{ x \in C(\overline{\mathbb{Q}}) : \hat{h}_L(x) \leq c''_M \}$. It suffices to prove $\# \Sigma < c''_M$. Suppose not. Then there exist $x_1, \ldots, x_m(M + 2) \in \Sigma$ such that $x := (x_1, \ldots, x_m(M + 2)) \notin Z_s$. Then $\hat{h}_L^{m(M + 2)}(x) = \sum_{i=1}^{m(M + 2)} \hat{h}_L(x_i) \leq m(M + 2)c''_M < \delta$. On the other hand, each component of $\mathcal{P}(x)$ is of the form $z_k$ or of the form $x_j - x_i$ for some $i$ and $j$. Thus we have reached a contradiction to the height bounds at the end of Step 3. Hence we are done. □

9. Proof of the New Gap Principle and Proof of Uniform Mordell–Lang for Curves

9.1. Parametrizing space of Abel–Jacobi embeddings. Let $\pi : \mathcal{C}_g \to M_g$ be the universal curve of genus $g$.

Each closed point in $\mathcal{C}_g(\overline{\mathbb{Q}})$ parametrizes a pair $(C, P)$ with $C$ a smooth curve of genus $g$ defined over $\overline{\mathbb{Q}}$ and $P \in C(\overline{\mathbb{Q}})$. Each such pair determines an Abel–Jacobi embedding from a curve to its Jacobian $j_P : C \to \text{Jac}(C)$, and all Abel–Jacobi embeddings arise in this way. Thus $\mathcal{C}_g$ is the parametrizing space of Abel–Jacobi embeddings.

Let us take a closer look at this. Consider the pullback of the relative Jacobian $\text{Jac}(\mathcal{C}_g/M_g) \to \mathcal{M}_g$ along the universal curve $\pi : \mathcal{C}_g \to \mathcal{M}_g$:

(9.1) $\mathcal{J}_{\mathcal{C}_g} := \text{Jac}(\mathcal{C}_g/M_g) \times_{\mathcal{M}_g} \mathcal{C}_g \to \mathcal{C}_g$.

This is an abelian scheme of relative dimension $g$.

**Proposition 9.1.** There is a tautological family $\mathcal{C} \to \mathcal{C}_g$, with $\mathcal{C} \subseteq \mathcal{J}_{\mathcal{C}_g}$, a closed $\mathcal{C}_g$-immersion, satisfying the following property. For each $P \in \mathcal{C}_g(\overline{\mathbb{Q}})$,

(9.2) the fiber $\mathcal{C}_P$ (of $\mathcal{C} \to \mathcal{C}_g$ over $P$) is precisely $\mathcal{C}_{\pi(P)} - P$,

with $\mathcal{C}_{\pi(P)}$ being the fiber of $\pi : \mathcal{C}_g \to \mathcal{M}_g$ in which $P$ lies.

Moreover, $(X \subseteq \mathcal{A} \to S) := (\mathcal{C} \subseteq \mathcal{J}_{\mathcal{C}_g} \to \mathcal{C}_g)$ satisfies all the hypotheses of Theorem 6.3 and $\iota|_{X \times_S S'}$ is generically finite for the modular map $\iota : \mathcal{J}_{\mathcal{C}_g} \to \mathcal{A}_g$ and for each irreducible subvariety $S' \subseteq S$.

Before proving Proposition 9.1 let us summarize the morphisms and families in the following diagram.

(9.3) $\begin{array}{ccc} \mathcal{C} & \xrightarrow{\mathcal{J}_{\mathcal{C}_g}} & \mathcal{C}_g \times_{\mathcal{M}_g} \mathcal{C}_g = \mathcal{J}_{\mathcal{C}_g} = \mathcal{J}_{\mathcal{C}_{\pi(P)}} \\ \downarrow & & \downarrow \pi \\ \mathcal{C}_g & \xrightarrow{\mathcal{J}_{\mathcal{C}_g}} & \mathcal{M}_g. \end{array}$

**Proof of Proposition 9.1.** The projection to the first factor $\mathcal{C}_g \times_{\mathcal{M}_g} \mathcal{C}_g \to \mathcal{C}_g$ and the morphism $\lambda : \mathcal{C}_g \times_{\mathcal{M}_g} \mathcal{C}_g \to \mathcal{J}_{\mathcal{C}_g/\mathcal{M}_g}$ from (9.2) induce an $\mathcal{M}_g$-morphism

(9.4) $\lambda : \mathcal{C}_g \times_{\mathcal{M}_g} \mathcal{C}_g \to \mathcal{J}_{\mathcal{C}_g/\mathcal{M}_g} \times_{\mathcal{M}_g} \mathcal{C}_g = \mathcal{J}_{\mathcal{C}_g}$

which over each point in $\mathcal{M}_g(\overline{\mathbb{Q}})$ becomes $(P, Q) \mapsto (Q - P, P)$. Set

$\mathcal{C} := \lambda(\mathcal{C}_g \times_{\mathcal{M}_g} \mathcal{C}_g) \subseteq \mathcal{J}_{\mathcal{C}_g}$.

Then $\mathcal{C}$ is a subvariety of $\mathcal{J}_{\mathcal{C}_g}$ which dominates $\mathcal{C}_g$. The claim (9.2) is not hard to check by definition of $\mathcal{C}$. In particular, $\dim \mathcal{C} = \dim \mathcal{C}_g + 1 = 3g + 1$, and the geometric generic fiber of $\mathcal{C} \to \mathcal{C}_g$ is irreducible. Hypotheses (a)-(c) of Theorem 6.3 are easy to check for $\mathcal{C} \subseteq \mathcal{J}_{\mathcal{C}_g} \to \mathcal{C}_g$. Thus it remains to check that $\iota|_{X \times_X S'}$ is generically finite for the modular $\iota : \mathcal{J}_{\mathcal{C}_g} \to \mathcal{A}_g$ and for each irreducible subvariety $S' \subseteq \mathcal{C}_g$. But in this case, $\iota$ is the composite of the natural
projection $p_1: \mathcal{E}_g \to \text{Jac}(\mathcal{E}_g/\mathbb{M}_g)$ in (9.3) and the quasi-finite morphism $\text{Jac}(\mathcal{E}_g/\mathbb{M}_g) \to \mathfrak{A}_g$ from (4.1). Thus it suffices to check that $p_1|_{\mathcal{E}_g \times \mathcal{E}_g'}$ is generically finite. This is true, because $\dim \mathcal{E}_g \times \mathcal{E}_g' = \dim S' + 1$, and $p_1(\mathcal{E}_g \times \mathcal{E}_g') = \mathcal{O}_1(\mathcal{E}_g \times \mathbb{M}_g S')$ which has dimension $1 + \dim S'$. \hfill $\Box$

9.2. **Proof of the New Gap Principle.** We are ready to prove the New Gap Principle, Theorem 1.1.

The proof is by applying the following Proposition 9.2 to the $\mathcal{C} \subseteq \mathcal{E}_g \to \mathcal{E}_g$ constructed in (9.1) Proposition 9.2 is proved, following the same line of [DGH20, Prop.2.3], by a combination of Proposition 7.2 and Proposition 8.3.[9]

We retain the notations from the beginning of §7. In particular, $S$ is a quasi-projective irreducible variety and $\pi: \mathcal{A} \to S$ is an abelian scheme of relative dimension $g$; $L$ is a relatively ample line bundle on $\mathcal{A}/S$ with $|-1| \cdot L \cong L$, and $M$ is a line bundle over a compactification $\mathcal{S}$ of $S$. Assume all data are defined over $\overline{\mathbb{Q}}$, and thus we have two height functions $\hat{h}_L: \mathcal{A}((\mathbb{Q})) \to [0, \infty)$ from (2.6) and $\hat{h}_{\mathcal{S}, M}: S(\mathbb{Q}) \to \mathbb{R}$ given by the Height Machine (2.3).

Let $\iota: \mathcal{A} \to \mathfrak{A}_g$ be the modular map from (6.1).

**Proposition 9.2.** Let $\mathcal{C} \subseteq \mathcal{A}$ be an irreducible subvariety satisfying the following properties. Each fiber $\mathcal{C}_s$ of $\mathcal{C} \to S$ is an irreducible curve which generates $\mathcal{A}_s$ and is not a translate of an elliptic curve, and $\iota|_{\mathcal{C}_s \times S'}$ is quasi-finite for all subvarieties $S'$ of $S$.

Then there exist constants $c_1$ and $c_2$ such that for each $s \in S(\overline{\mathbb{Q}})$, we have

\[
\# \left\{ x \in \mathcal{C}_s(\overline{\mathbb{Q}}) : \hat{h}_L(x) \leq c_1 \max\{1, h_{\mathcal{S}, M}(s)\} \right\} < c_2.
\]

**Proof.** By Proposition 7.2 there exist constants $c_1', c_2'$ and $c_3'$ such that for each $s \in S(\overline{\mathbb{Q}})$, we have

\[
\{ x \in \mathcal{C}_s(\overline{\mathbb{Q}}) : \hat{h}_L(x) \leq c_1' \max\{1, h_{\mathcal{S}, M}(s)\} - c_3' \}
\]

has cardinality $< c_2'$.

By Proposition 8.3 there exist constants $c_2''$ and $c_3''$ such that for each $s \in S(\overline{\mathbb{Q}})$, we have

\[
\{ x \in \mathcal{C}_s(\overline{\mathbb{Q}}) : \hat{h}_L(x) \leq c_3'' \}
\]

has cardinality $< c_2''$.

Now set

\[
c_1 := \min \left\{ \frac{c_1''}{\max\{1, 2c_3'/c_1'\}}, \frac{c_1'}{2} \right\} \quad \text{and} \quad c_2 := \max\{c_2', c_2''\}.
\]

We will prove that these are the desired constants.

To prove this, it suffices to prove the following claim.

**Claim:** If $x \in \mathcal{C}_s(\overline{\mathbb{Q}})$ satisfies $\hat{h}_L(x) \leq c_1 \max\{1, h_{\mathcal{S}, M}(s)\}$, then $x$ is in either the set (9.6) or the set (9.7).

Let us prove this claim. Suppose $x \in \mathcal{C}_s(\overline{\mathbb{Q}})$ is not in (9.6) or (9.7), i.e., $\hat{h}_L(x) > c_1' \max\{1, h_{\mathcal{S}, M}(s)\} - c_3'$ and $\hat{h}_L(x) > c_3'$. We wish to prove $\hat{h}_L(x) > c_1 \max\{1, h_{\mathcal{S}, M}(s)\}$.

We split up to two cases on whether $\max\{1, h_{\mathcal{S}, M}(s)\} \leq \max\{1, 2c_3'/c_1'\}$.

In the first case, i.e., $\max\{1, h_{\mathcal{S}, M}(s)\} \leq \max\{1, 2c_3'/c_1'\}$, we have

\[
\hat{h}_L(x) > c_3' \geq \frac{\max\{1, h_{\mathcal{S}, M}(s)\}}{\max\{1, 2c_3'/c_1'\}} \geq \frac{c_3'}{\max\{1, 2c_3'/c_1'\}} \max\{1, h_{\mathcal{S}, M}(s)\} \geq c_1 \max\{1, h_{\mathcal{S}, M}(s)\}.
\]

[9] Alternatively one can also prove Theorem 1.1 up to some finite set of uniformly bounded cardinality, by combining (a slight change of) [DGH21, Prop.7.1] and [Kim21, Thm.3] in the same way. Having this extra finite set does not matter for Theorem 1.1. We take the current approach to have a “cleaner” statement for the New Gap Principle.
In the second case, i.e., max \{1, h_{\overline{\mathcal{M}}}(s)\} > max \{1, 2c'_3/c'_1\}, we have \(c'_1 \max \{1, h_{\overline{\mathcal{M}}}(s)\} - c'_3 \geq (c'_1/2) \max \{1, h_{\overline{\mathcal{M}}}(s)\}\) and hence

\[
\hat{h}_L(x) > \frac{c'_1}{2} \max \{1, h_{\overline{\mathcal{M}}}(s)\} \geq c_1 \max \{1, h_{\overline{\mathcal{M}}}(s)\}.
\]

Hence we are done.

Now we are ready to prove the New Gap Principle by applying Proposition 9.2 to the family constructed in §9.1.

**Proof of the New Gap Principle (Theorem 4.4).** Let \(\mathcal{C} \subseteq \mathcal{I}_{s_0} \to \mathcal{C}_g\) be as in Proposition 9.1. Then we are in the situation of Proposition 9.2 with \((A \to S) = (\mathcal{I}_{s_0} \to \mathcal{C}_g)\). Let us now explain how the line bundles are chosen.

Recall from §4.3 that we have fixed a line bundle \(\mathcal{L}\) on \(\text{Jac}(\mathcal{C}_g/M_g)\) ample over \(M_g\) such that \([-1]^* \mathcal{L} \simeq \mathcal{L}\), and an ample line bundle \(\mathcal{M}\) over \(\overline{M}_g\), a compactification of \(M_g\). Both line bundles are defined over \(\overline{\mathbb{Q}}\).

Use the notations in the diagram (4.3).

Set \(L := p_1^* \mathcal{L}\) for the natural projection \(p_1: \mathcal{I}_{s_0} \to \text{Jac}(\mathcal{C}_g/M_g)\) from (4.3). Then \(L\) is a relatively ample line bundle on \(A/S\) such that \([-1]^* \mathcal{L} \simeq \mathcal{L}\).

The morphism \(\pi: \mathcal{C}_g \to M_g\) extends to a morphism \(\overline{\pi}: \mathcal{C}_g \to \overline{M}_g\) defined over \(\overline{\mathbb{Q}}\), with \(\mathcal{C}_g\) a suitable compactification of \(\mathcal{C}_g\). Set \(\mathcal{M} := \overline{\pi}^* \mathcal{M}\).

Now we are ready to invoke Proposition 9.2 and get the following conclusion. For each \(P \in \mathcal{C}_g(\overline{\mathbb{Q}})\), we have

\[
\# \left\{ x \in \mathcal{C}_P(\overline{\mathbb{Q}}) : \hat{h}_L(x) \leq c_1 \max \{1, h_{\overline{\mathcal{M}}}(P)\} \right\} < c_2.
\]

Moreover the fiber of \(\mathcal{I}_{s_0} \to \mathcal{C}_g\) over \(P \in \mathcal{C}_g(\overline{\mathbb{Q}})\), denoted by \((\mathcal{I}_{s_0})_P\), satisfies that \(p_1((\mathcal{I}_{s_0})_P) = \text{Jac}(\mathcal{C}_g/M_g)_{\pi(P)}\) (the fiber of \(\text{Jac}(\mathcal{C}_g/M_g) \to M_g\) over \(\pi(P)\)). As \(\text{Jac}(\mathcal{C}_g/M_g)_{\pi(P)} = \text{Jac}(\mathcal{C}_{\pi(P)})\) for \(\mathcal{C}_{\pi(P)}\) defined below (9.2), we then have \(\hat{h}_{\mathcal{L}}((\mathcal{I}_{s_0})_P) = \hat{h}_{\mathcal{L}}(\mathcal{I}_{s_0})_P = \hat{h}_{\mathcal{L}}(\mathcal{I}_{\mathcal{C}_{\pi(P)}})\).

For each \(s \in M_g(\overline{\mathbb{Q}})\) and each \(P \in \mathcal{C}_s(\overline{\mathbb{Q}})\), we have \(P \in \mathcal{C}_g(\overline{\mathbb{Q}})\) with \(\pi(P) = s\). By (9.2), we have \(\mathcal{C}_P = \mathcal{C}_s - P\). So each \(x \in \mathcal{C}_P(\overline{\mathbb{Q}})\) is \(Q - P\) with some \(Q \in \mathcal{C}_s(\overline{\mathbb{Q}})\). We have seen \(\hat{h}_{\mathcal{L}}((\mathcal{I}_{s_0})_P) = \hat{h}_{\mathcal{L}}(\mathcal{I}_{\mathcal{C}_s})\) from the last paragraph. Moreover \(h_{\overline{\mathcal{M}}}(P) = h_{\overline{\mathcal{M}}}(\mathcal{C}_s,\mathcal{M})(s)\).

Thus (9.9) becomes \(\# \left\{Q - P \in \mathcal{C}_s(\overline{\mathbb{Q}}) - P : \hat{h}_L(Q - P) \leq c_1 \max \{1, h_{\overline{\mathcal{M}}}(s)\} \right\} < c_2\).

which is precisely the desired cardinality bound.

One can recover the weaker statements [DGH21, Prop.7.1] and [Kilt21a, Thm.3] using the same argument: instead of Proposition 9.2 it suffices to apply the weaker Proposition 7.2 (resp. Proposition 8.3) to the family constructed in §9.1 in order to get [DGH21, Prop.7.1] (resp. [Kilt21a, Thm.3]).

### 9.3. Proof of Uniform Mordell–Lang

We are now ready to prove Theorem 4.4 by a packing argument using Theorem 8.3 and Theorem 4.4.

A specialization argument using Masser’s result [Mas89] reduces this theorem to \(F = \overline{\mathbb{Q}}\); see [DGH20, Lem.3.1]. From now on, we may and do assume \(F = \overline{\mathbb{Q}}\).

Let \(C\) be a smooth curve of genus \(g\) defined over \(\overline{\mathbb{Q}}\), \(P_0 \in C(\overline{\mathbb{Q}})\) and \(\Gamma\) a subgroup of \(\text{Jac}(C)(\overline{\mathbb{Q}})\) of rank \(\rho\). Then there exists \(s \in M_g(\overline{\mathbb{Q}})\) which parametrizes the curve \(C\). Thus the fiber of \(\pi: \mathcal{C}_g \to M_g\) over \(s\), \(\mathcal{C}_s\), is isomorphic to \(C\) over \(\overline{\mathbb{Q}}\). We thus view \(P_0 \in \mathcal{C}_s(\overline{\mathbb{Q}}) \subseteq \mathcal{C}_g(\overline{\mathbb{Q}})\), and \(\Gamma\) a subgroup of \(\text{Jac}(\mathcal{C}_s)(\overline{\mathbb{Q}})\) of rank \(\rho\). Notice that \(\pi(P_0) = s\).
There exists a surjective quasi-finite étale morphism \( S \to \mathbb{M}_g \) such that \( \mathcal{E}_g \times_{\mathbb{M}_g} S \to S \) admits a section. This induces a morphism \( \sigma : S \to \mathcal{E}_g \). Thus we can construct the following morphism, which should be seen as the Abel–Jacobi embedding in family, \( \mathcal{E}_g \times_{\mathbb{M}_g} S \xrightarrow{(1, \sigma)} \mathcal{E}_g \times_{\mathbb{M}_g} \mathcal{E}_g \xrightarrow{\rho} \text{Jac}(\mathcal{E}_g / \mathbb{M}_g) \). For each \( s \in \mathbb{M}_g(\overline{\mathbb{Q}}) \), an irreducible component of the image (which we call \( \mathcal{C} \)) is \( \mathcal{E}_g - P_s \) for some \( P_s \in \mathcal{E}_g(\overline{\mathbb{Q}}) \).

Apply Theorem 3.2 to \((A \to S) = (\text{Jac}(\mathcal{E}_g / \mathbb{M}_g) \to \mathbb{M}_g), \mathcal{E}, \mathcal{L} \) and \( \mathfrak{M} \). Then we have

\[
\# \left\{ P - P_s \in (\mathcal{E}_s - P_s)(\overline{\mathbb{Q}}) \cap \Gamma : \hat{h}_\mathcal{L}(P - P_s) > c \max\{1, h_{\text{reg}, \mathfrak{M}}(s)\} \right\} \leq c^\rho
\]

for some constant \( c \) depending only on the family and the line bundles.

Set \( R := (c \max\{1, h_{\text{reg}, \mathfrak{M}}(s)\})^{1/2} \).

We start by the case where \( P_0 = P_s \). Then it remains to prove

\[
(9.10) \quad \# \left\{ P - P_s \in (\mathcal{E}_s - P_s)(\overline{\mathbb{Q}}) \cap \Gamma : \hat{h}_\mathcal{L}(P - P_s) \leq c \max\{1, h_{\text{reg}, \mathfrak{M}}(s)\} \right\} \leq c^{1+\rho}
\]

up to increasing \( c \).

Let \( c_1 \) and \( c_2 \) be as in Theorem 4.1. Set \( r = (c_1 \max\{1, h_{\text{reg}, \mathfrak{M}}(s)\})^{1/2} \). Consider the real vector space \( \Gamma \otimes \mathbb{R} \) endowed with the Euclidean norm \(|\cdot| = \hat{h}_\mathcal{L}^{1/2} \). By an elementary ball packing argument, any subset of \( \Gamma \otimes \mathbb{R} \) contained in a closed ball of radius \( R \) centered at \( 0 \) is covered by at most \((1 + 2R/r)^\rho \) closed balls of radius \( r \) centered at the elements \( P - P_s \) of the given subset \((9.10) \); see [Rem00a, Lem.6.1]. Thus the number of balls in the covering is at most \((1 + 4\sqrt{cc_1^{-1}})^\rho \). But each closed ball of radius \( r \) centered at some \( P - P_s \) in \((9.10) \) contains at most \( c_2 \) elements by Theorem 4.1. So \((9.10) \) contains at most \( c_2(1 + 4\sqrt{cc_1^{-1}})^\rho \leq c^{1+\rho} \) elements for a suitable \( c \). So we are done for this case.

For arbitrary \( P_0 \), let \( \Gamma' \) be the subgroup of \( \text{Jac}(\mathcal{E}_s)(\overline{\mathbb{Q}}) \) generated by \( \Gamma \) and \( P_0 - P_s \). Then \( \text{rk} \Gamma' \leq \rho + 1 \). For any \( P \in C(\overline{\mathbb{Q}}) - P_0 \), we have \( P + P_0 - P_s \in \mathcal{E}_s(\overline{\mathbb{Q}}) - P_s \). So \( \#(\mathcal{E}_s - P_0)(\overline{\mathbb{Q}}) \cap \Gamma' \leq \#(\mathcal{E}_s - P_0)(\overline{\mathbb{Q}}) \cap \Gamma \), which is \( \leq c^{2+\rho} \leq (c^2)^{1+\rho} \) by the previous case. So we are done by replacing \( c \) with \( c^2 \).

10. Further aspects

10.1. Relative Bogomolov Conjecture. In this subsection, we state the Relative Bogomolov Conjecture and explain how it induces [Küh21a, Thm.3], known as the Uniform Bogomolov Conjecture for curves embedded into Jacobians.

The Relative Bogomolov Conjecture is a folklore conjecture. The formulation we state here is taken from [DGH20, Conj.1.1].

Let \( S \) be an irreducible quasi-projective variety. Let \( \pi : A \to S \) be an abelian scheme of relative dimension \( g \geq 1 \). Let \( \mathcal{L} \) be a relatively ample line bundle on \( A/S \) such that \([-1]^* \mathcal{L} \simeq \mathcal{L} \). Assume that \( S, \pi \) and \( \mathcal{L} \) are all defined over \( \overline{\mathbb{Q}} \). We thus have a fiberwise Néron–Tate height \( \hat{h}_\mathcal{L} : A(\overline{\mathbb{Q}}) \to [0, \infty) \) as defined in (2.32).

We will use the following notation. For any subvariety \( X \) of \( A \) that dominates \( S \), denote by \( X_\overline{\mathbb{Q}} \) the geometric generic fiber of \( X \). In particular, \( A_\overline{\mathbb{Q}} \) is an abelian variety over an algebraically closed field.

**Conjecture 10.1** (Relative Bogomolov Conjecture). Let \( X \) be a subvariety of \( A \) defined over \( \overline{\mathbb{Q}} \) that dominates \( S \). Assume that \( X_\overline{\mathbb{Q}} \) is irreducible and not contained in any proper algebraic subgroup of \( A_\overline{\mathbb{Q}} \). If \( \text{codim}_A X > \dim S \), then there exists \( \epsilon > 0 \) such that

\[
X(\epsilon; \mathcal{L}) := \{ x \in X(\overline{\mathbb{Q}}) : \hat{h}_\mathcal{L}(x) \leq \epsilon \}
\]

is not Zariski dense in \( X \).
The name *Relative Bogomolov Conjecture* is reasonable: the same statement with $\epsilon = 0$ is precisely the relative Manin–Mumford conjecture proposed by Pink [Pîn05, Conj.6.2] and Zannier [Zan12], which is proved when $\dim X = 1$ in a series of papers [MZ12, MZ13, CMZ18, MZ20]. The Betti map is heavily used in these works.

The classical Bogomolov conjecture, proved by Ullmo [Ull98] and S. Zhang [Zha98a], is precisely Conjecture [10.1] for $\dim S = 0$. When $\dim S = 1$ and $X$ is the image of a section, Conjecture [10.1] is equivalent to S. Zhang’s conjecture in his 1998 ICM note [Zha98b, §4] if $A_\mathbb{R}$ is simple and is proved by DeMarco–Mavraki [DM20, Thm.1.4] if $A \to S$ is isogenous to a fiber product of elliptic surfaces. The latter proof was simplified and strengthened by DeMarco–Mavraki in [DM21]; in [DM20] the authors reduced their Theorem 1.4 to the case of torsion points treated by [MZ14], whereas in [DM21] the authors proved this result (among other generalizations [DM21, Thm.1.5]) directly.

Kühne [Küh21b] recently proved Conjecture [10.1] if $A \to S$ is isogenous to a fiber product of elliptic surfaces. In general Conjecture [10.1] is still open. Notice that the proof of Proposition 8.3 can be adapted to show that Conjecture 10.1 holds true for $\mathfrak{c}^{[m]}$ for some suitable $m \gg 1$; see the conclusion of Step 3.

Using the proof pattern of Proposition 9.2, it is not hard to show that the Relative Bogomolov Conjecture implies the Uniform Bogomolov Conjecture for curves embedded into Jacobians [Küh21a, Thm.3].

**Proposition 10.2.** Conjecture [10.1] implies Proposition 8.3 and hence [Küh21a, Thm.3] [10].

**Proof.** We prove this proposition by induction on $\dim S$. The proof of the base step $\dim S = 0$ is contained in the induction step.

Let $\mathfrak{c} \subseteq A \to S$ and $L$ be from Proposition 8.3. Consider the fibered powers $\mathfrak{c}^{[M]}$, $A^{[M]}$ and $L^{\Sigma M}$ over $S$. As $\mathfrak{c} \not\subseteq A$, we have

$$\text{codim}_{A^{[M]}} \mathfrak{c}^{[M]} = M(g - 1) > \dim S$$

for some $M \gg 1$. Thus we can apply Conjecture [10.1] to $\mathfrak{c}^{[M]} \subseteq A^{[M]} \to S$ and $L^{\Sigma M}$ to conclude that

$$\mathfrak{c}^{[M]}(e; L^{\Sigma M}) := \{x \in \mathfrak{c}^{[M]}(\overline{\mathbb{Q}}) : h_{L^{\Sigma M}}(x) \leq \epsilon\}$$

is not Zariski dense in $\mathfrak{c}^{[M]}$, for some $\epsilon > 0$.

Set $Z$ to be the Zariski closure of $\mathfrak{c}^{[M]}(e; L^{\Sigma M})$. Then each irreducible component of $S \setminus \pi(\mathfrak{c}^{[M]} \setminus Z)$ has dimension $\leq \dim S - 1$. Thus by induction hypothesis, it suffices to prove the lemma with $S$ replaced by $S \setminus \pi(\mathfrak{c}^{[M]} \setminus Z)$. Thus we may and do assume the following:

(10.1) For each $s \in S(\overline{\mathbb{Q}})$, we have $Z_s \neq \mathfrak{c}_s^{[M]}$.

By (10.1) and Lemma 7.3 there exists a constant $c_2''$ such that the following property holds. If a subset $\Sigma \subseteq \mathfrak{c}_s(\overline{\mathbb{Q}})$ has cardinality $\geq c_2''$, then $\Sigma^M \not\subseteq Z_s$. This number $c_2''$ depends only on $M$, the degree of $\mathfrak{c}_s$, and the degree of $Z_s$. Hence $c_2''$ can be chosen to be independent of $s$.

Let $c_2'' := \epsilon/M$, and $\Sigma = \{x \in \mathfrak{c}_s(\overline{\mathbb{Q}}) : h_L(x) \leq c_2''\}$. It suffices to prove $\# \Sigma < c_2''$. Suppose not. Then there exist $x_1, \ldots, x_M \in \Sigma$ such that $x := (x_1, \ldots, x_M) \not\in Z_s$. Then $h_{L^{\Sigma M}}(x) = \sum h_L(x_i) \leq M c_2'' = \epsilon$. This contradicts the definition of $Z$. Hence we are done.

**10.2. High dimensional subvarieties.** Let $F$ be a field of characteristic 0 with $F = \overline{F}$. In this subsection, all varieties and line bundles are assumed to be defined over $F$.

Let $A$ be an abelian variety of dimension $g$, and let $L$ be an ample line bundle on $A$. By a *coset* in $A$ we mean the translate of an abelian subvariety of $A$ by a point in $A(F)$.

Let $X$ be a closed irreducible subvariety. Faltings [Fal91] and Hindry [Hin88, Prop.2] proved the following *Mordell–Lang Conjecture*. If $\Gamma$ is a finite rank subgroup of $A(F)$, then there exist

---

[10]See the end of [9.2].
finitely many \( x_1, \ldots, x_n \in X(F) \cap \Gamma \) and \( B_1, \ldots, B_n \) abelian subvarieties of \( A \), with \( x_i + B_i \subseteq X \) and \((x_i + B_i)(F) \cap \Gamma \) not a finite set for each \( i \), such that

\[
X(F) \cap \Gamma = \bigcup_{i=1}^{n} (x_i + B_i)(F) \cap \Gamma \bigcup S
\]

for a finite set \( S \). In particular, each \( B_i \) satisfies \( \text{dim } B_i > 0 \).

**Conjecture 10.3.** \( \#S \leq c(g, \deg_L X, \deg_L A)^{\text{rk}\Gamma + 1} \).

This conjecture is a natural generalization of Theorem 1.1. Indeed, let \( C \) be a curve of genus \( g \geq 2 \) and \( P_0 \in C(F) \) as in Theorem 1.1. Let \( \text{Jac}(C) \) be the Jacobian of \( C \) and view \( C - P_0 \) as a curve in \( \text{Jac}(C) \) via the Abel–Jacobi embedding based at \( P_0 \). As \( g \geq 2 \), \( C - P_0 \) does not contain any positive dimensional coset in \( \text{Jac}(C) \). Thus for \( X = C - P_0, A = \text{Jac}(C) \), (10.2) becomes \((C - P_0)(F) \cap \Gamma = S \). It is a classical result that there exists a line bundle \( L \) on \( \text{Jac}(C) \) with \( \deg_L \text{Jac}(C) = g! \) and \( \deg_L (C - P_0) = \deg_L C = g \). Hence Conjecture 10.3 implies Theorem 1.1.

We will see that Conjecture 10.3 self improves to the following stronger conjecture proposed by David–Philippon [DP07, Conj.1.8].

**Conjecture 10.3’.** There exists a partition \((10.2)\) such that \( n + \#S \leq c(g, \deg_L X, \deg_L A)^{\text{rk}\Gamma + 1} \).

Let us show that Conjecture 10.3 self improves to Conjecture 10.3’. To do this, we recall the Ueno locus or the Kawamata locus defined as follows. Consider the union \( \bigcup_{x + B \subseteq X} (x + B) \), where \( x \) runs over \( A(F) \) and \( B \) runs over abelian subvarieties of \( A \) with \( \text{dim } B > 0 \). Bogomolov [Bog81, Thm.1] proved that this union is a closed subset of \( X \). Denote by \( X^{\circ} \) its complement in \( X \). It is not hard to check that the \( S \) from (10.2) is \( X^{\circ}(F) \cap \Gamma \).

Set \( \Sigma(X; A) \) to be the set of abelian subvarieties \( B \subseteq A \) with \( \text{dim } B > 0 \) satisfying: \( x + B \subseteq X \) for some \( x \in A(F) \), and \( B \) is maximal for this property. Then Bogomolov [Bog81, Thm.1] says that \( \Sigma(X; A) \) is a finite set.

**Lemma 10.4.** If Conjecture 10.3 holds true for all \( X \) (in addition to \( \Gamma \), \( A \) and \( L \)), then Conjecture 10.3’ also holds true.

**Proof.** For arbitrary \( X \). By Bogomolov [Bog81, Thm.1], each \( B \in \Sigma(X; A) \) satisfies \( \deg_L B \leq c_3 \) for some constant \( c_3 = c_3(g, \deg_L X) > 0 \). Thus \( \#\Sigma(X; A) \leq c_4 = c_4(g, \deg_L X, \deg_L A) \) by [Rém00a, Prop.4.1].

The Ueno locus of \( X \) defined above is a finite union \( \bigcup_{B \in \Sigma(X; A)} (X_B + B) \), with \( X_B \) constructed as follows. Let \( B^\perp \) be a complement of \( B \), i.e. \( B \cap B^\perp = A \). It is possible to choose such a \( B^\perp \) with \( \deg_L B^\perp \leq c_5(g, \deg_L A, \deg_L B) \); see [MW93]. Set \( X_B := \bigcap_{b \in B(F)} (X - b) \bigcap B^\perp \). This intersection must be a finite intersection (of at most \( \text{dim } X \leq g \) members) by dimension reasons. Recall that \( \deg_L B \leq c_3(g, \deg_L X) \). So \( \deg_L X_B \leq c_5(g, \deg_L A, \deg_L X) \) by Bézout’s Theorem. In particular \( X_B \) has \( \leq c_5 \) irreducible components \( X_{B,1}, \ldots, X_{B,m_B} \).

As the \( B_i \)'s in (10.2) satisfies \( x_i + B_i \subseteq X \) and \( \text{dim } B_i > 0 \), we may and do assume \( B_i \in \Sigma(X; A) \) by definition of the Ueno locus. It is not hard to check that the finite set \( S \) from (10.2) is \( X^{\circ}(F) \cap \Gamma \). So (10.2) becomes

\[
X(F) \cap \Gamma = \bigcup_{B \in \Sigma(X; A)} \bigcup_{j=1}^{n_B} (x_{B,j} + B)(F) \cap \Gamma \bigcup S.
\]

\[\text{[11]}\text{In fact, here we do not need the explicit functions in } g. \text{ So it suffices to use the existence of the universal curve } C_g \rightarrow M_g \text{ to conclude that both } \deg_L \text{Jac}(C) \text{ and } \deg_L C \text{ can be assumed to depend only on } g.\]
Moreover, each $x_{B,j}$ can be chosen to be in $X^o_B(F) \cap \Gamma$, where $X^o_B = \bigcup_{k=1}^{m_B} X^o_{B,k}$. See [Rém00a, Lem.4.6]; notice that $p|_{X_B}$ is finite for the quotient $p: A \to A/B$. In particular, $n_B \leq \#X^o_B(F) \cap \Gamma$.

We need to take a closer look at the union in (10.3). First, we have seen $\#\Sigma(X; A) \leq c(g, \deg_L X, \deg_L A)$ above.

Next we bound $n_B$ for each $B \in \Sigma(X; A)$. Let $B \in \Sigma(X; A)$. Conjecture 10.3 applied to each irreducible component $X_{B,k}$ of $X_B$ says that $\#X^o_{B,k}(F) \cap \Gamma \leq c\ell^{k\Gamma+1}$ for some $c = c(g, \deg_L X, \deg_L A) > 0$. But we have seen that $X_B$ has $\leq c_5(g, \deg_L A, \deg_L X)$ components and that $\deg_L X_{B,k} \leq \deg_L X \leq c_5(g, \deg_L X)$ before. So $\#X^o_B(F) \cap \Gamma \leq c_5(g, \deg_L X, \deg_L A)^{\ell\Gamma+1}$. In particular, $n_B \leq c_6(g, \deg_L X, \deg_L A)^{\ell\Gamma+1}$ for each $B \in \Sigma(X; A)$.

By (10.4), Conjecture 10.3 is equivalent to

$$\sum_{B \in \Sigma(X; A)} n_B + \#S \leq c(g, \deg_L X, \deg_L A)^{\ell\Gamma+1}.$$ 

We have bounded $\#\Sigma(X; A)$ and $n_B$ in terms of $g, \deg_L X, \deg_L A$ and $\ell\Gamma$ as desired. It remains to bound $\#S$. But this is exactly what Conjecture 10.3 claims. Hence we are done. \hfill \Box

A natural question is whether the left hand side of Conjecture 10.3 can be replaced by $\deg_L(X(F) \cap \Gamma)_{zar}$, which is $\sum n_i \deg_B_i + \#S$ in view of (10.2) for some well-chosen $B_i$. Unfortunately this is not possible in general, because in the proof of Lemma 10.3 (B(F) \cap \Gamma)_{zar}$ could be any abelian subvariety of $B$ and hence we cannot expect a bound for its degree. For example, let $X = A^2$ be the square of an elliptic curve defined over $\mathbb{Q}$. The graph $E_N \subseteq E^2$ of $[N]: E \to E$ then has degree $N^2$. Take a subgroup $\Gamma$ of $E_N(\mathbb{Q})$ of rank $1$, then $\deg(X(\mathbb{Q}) \cap \Gamma)_{zar} = \deg E_N = N^2$. This provides a counterexample.

However, the proof of Lemma 10.4 suggests that this is the only obstacle. In fact, as $\deg_L B \leq c_5(g, \deg_L X)$ for each $B \in \Sigma(X; A)$, in the proof of (10.4) can be improved to $\sum_{B \in \Sigma(X; A)} n_B \deg_L B + \#S \leq c(g, \deg_L X, \deg_L A)^{\ell\Gamma+1}$. Thus if Conjecture 10.3 holds true for all $X$ and $\Gamma$ (in addition to $A$ and $L$), then the following conjecture holds true.[12]

**Conjecture 10.3”. If $\Gamma$ is saturate for each $B \in \Sigma(X; A)$, i.e. $(B(F) \cap \Gamma)_{zar} = B$ for each $B \in \Sigma(X; A)$, then $\deg_L(X(F) \cap \Gamma)_{zar} \leq c(g, \deg_L X, \deg_L A)^{\ell\Gamma+1}$.**

On the other hand, Conjecture 10.3” implies both Conjecture 10.3 and Conjecture 10.3”. Indeed by dimension reasons and the assumption $F = \mathbb{Q}$, for any finite rank subgroup $\Gamma$ of $A(F)$ and any abelian subvariety $B$ of $A$, there exists a subgroup $\Gamma_B \supseteq \Gamma$ of rank $\leq \ell \Gamma + \dim B \leq \ell \Gamma + g$ such that $\Gamma_B$ is saturate for $B$. Applying this successively to each $B \in \Sigma(X; A)$, we get a subgroup $\Gamma_X \supseteq \Gamma$ of rank $\leq \ell \Gamma + g + \#\Sigma(X; A) \leq \ell \Gamma + g + c_5(g, \deg_L X, \deg_L A)$ which is saturate for all $B \in \Sigma(X; A)$. Assume Conjecture 10.3”. Then $\sum_{B \in \Sigma(X; A)} n_B \deg_L B + \#S \leq c(g, \deg_L X, \deg_L A)^{\ell\Gamma+1} \leq c^{\ell\Gamma+g+1} \leq (c^{g+1})^{\ell\Gamma+1}$. Thus $n + \#S = \sum_{B \in \Sigma(X; A)} n_B + \#S \leq (c^{g+1})^{\ell\Gamma+1}$. Hence Conjecture 10.3” and Conjecture 10.3 both hold true with $c$ replaced by $c^{g+1}$.

As in the case of curves, to prove Conjecture 10.3” it suffices to work with $F = \mathbb{Q}$ by a standard specialization argument using Masser’s result [Mas89]. So from now on we assume $F = \mathbb{Q}$. We also assume that $L$ is symmetric; this can be achieved by replacing $L$ by $L \otimes [-1]^*L$ (and $\deg_L \otimes [-1]^*L(X) = 2\dim X \deg_L(X)$).

Rémond proved the generalized Vojta’s Inequality [Rém00b, Thm.1.2] for points in $X^o(\mathbb{Q})$ and the generalized Mumford’s Inequality [Rém00a, Thm.3.2] for points in $X^o(\mathbb{Q}) \cap \Gamma$. As in the case for curves, these two generalized inequalities also yield the desired bound (the one in Conjecture 10.3” for the number of large points in $X^o(\mathbb{Q}) \cap \Gamma$. A modified version of these results then reduces Conjecture 10.3 to studying the small points, i.e. to prove a bound in the form of

$$\left\{ P \in X^o(\mathbb{Q}) \cap \Gamma : \hat{h}_L(P) \leq c \max\{1, h_F(\Gamma)\} \right\} \leq c^{\ell\Gamma+1}$$

[12] Conjecture 10.3” is suggested to me by Dan Abramovich.
for some \( c = c(g, \deg L X, \deg L A) > 0 \). We refer to [DP07 Thm.6.8] for this reduction.\[13\]

But one can and should do one more step. Let \( A' \) be the abelian subvariety of \( A \) generated by \( X - X \). Then \( X \subseteq A' + Q \) for some \( Q \in A(\mathbb{Q}) \). The subgroup \( \Gamma' \) of \( A(\mathbb{Q}) \) generated by \( \Gamma \) and \( Q \) has rank \( \leq \rk \Gamma + 1 \). We have \((X - Q)^o = X^o - Q\) by definition of the Ueno locus, \((X^o(\mathbb{Q}) - Q) \cap \Gamma \subseteq (X^o(\mathbb{Q}) - Q) \cap \Gamma' = X^o(\mathbb{Q}) \cap \Gamma' \) and \( \deg L(X - Q) = \deg L X \). So we may replace \( X \) by \( X - Q, A \) by \( A' \) and \( \Gamma \) by \( \Gamma' \cap A(\mathbb{Q}) \) and the constant \( c \) in the conclusion by \( c^2 \).

Thus Conjecture 10.3 is reduced to the following bound: Assume \( X \) generates \( A \), then
\[
\tag{10.6}
\left\{ P \in X^o(\mathbb{Q}) : \hat{h}_L(P) \leq c \max\{1, h_{\text{Fal}}(A)\} \right\} \leq c^2 \rk + 1
\]
for some \( c = c(g, \deg L X, \deg L A) > 0 \).

The following conjecture is a natural generalization of the New Gap Principle to high dimensional cases. Recall \( X^o \) defined above Lemma 10.4.

**Conjecture 10.5.** Assume that \( X \) generates \( A \). There exist constants \( c_1 = c_1(g, \deg L X, \deg L A) > 0 \) and \( c_2 = c_2(g, \deg L X, \deg L A) > 0 \) satisfying the following property. For each \( P_0 \in X^o(\mathbb{Q}) \), the set
\[
\tag{10.7}
\left\{ P \in X^o(\mathbb{Q}) : \hat{h}_L(P - P_0) \leq c_1 \max\{1, h_{\text{Fal}}(A)\} \right\}
\]
is contained in a proper Zariski closed subset \( X' \subset X \) with \( \deg L X' < c_2 \).

This conjecture is equivalent to the following conjecture, because \((X - P_0)^o = X^o - P_0 \) and \( \deg L(X - P_0) = \deg L X \).

**Conjecture 10.5'.** Assume that \( X \) generates \( A \). There exist constants \( c_1 = c_1(g, \deg L X, \deg L A) > 0 \) and \( c_2 = c_2(g, \deg L X, \deg L A) > 0 \) satisfying the following property. The set
\[
\tag{10.8}
\left\{ P \in X^o(\mathbb{Q}) : \hat{h}_L(P) \leq c_1 \max\{1, h_{\text{Fal}}(A)\} \right\}
\]
is contained in a proper Zariski closed subset \( X' \subset X \) with \( \deg L X' < c_2 \).

If Conjecture 10.5 holds true for all \( A, X \) and \( L \), then one can also handle points on the Ueno locus by induction.

It is not hard to prove that Conjecture 10.8 implies (10.6) by induction on \( \dim X \) and the standard packing argument as presented in [9.8]. Thus we have

**Proposition 10.6.** If Conjecture 10.5 (or Conjecture 10.5') holds true, then Conjecture 10.3 holds true.

Let us briefly explain why the assumption “\( X \) generates \( A \)” is added in Conjecture 10.5 and Conjecture 10.5'. Suppose \( X \) is contained in a proper abelian subvariety \( A' \) of \( A \), and \( A = A' \times A'' \). Then \( h_{\text{Fal}}(A) = h_{\text{Fal}}(A') + h_{\text{Fal}}(A'') \). We are free to create examples with \( h_{\text{Fal}}(A'') \) arbitrarily large, and (10.8) ultimately says that all points in \( X^o(\mathbb{Q}) \) are actually contained in a proper Zariski closed subset of \( X \). This is impossible.

Next let us briefly explain why we do not directly conjecture the set (10.8) to have cardinality \( < c_2 \). Suppose \( A = B \times J \) a product of two abelian varieties and \( X = Y \times C \), with \( Y \subseteq B \) and \( C \subseteq J \) the Abel–Jacobi embedding of a curve of genus \( \geq 2 \) via some point; in particular \( 0_J \in C(\mathbb{Q}) \). It is possible to choose an appropriate ample line bundle \( L := L_B \boxtimes L_J \) such that \( \deg L_J, J = g' \) and \( \deg L_J, C = g \). Then for each \( y \in Y^o(\mathbb{Q}) \), we have \((y, 0_J) \in X^o(\mathbb{Q}) \). It is possible to choose \( C \) and \( J \) with \( h_{\text{Fal}}(J) \) arbitrarily large. If the set (10.8) has cardinality \( < c_2 \), then this yields \#\( Y^o(\mathbb{Q}) \) \( < \infty \), and this is not true in general. Notice that in this example, the

\[13\] The constants \( c_{\text{NT}} \) and \( h_1 \) in [DP07] are bounded by \( \max\{1, h_{\text{Fal}}(A)\} \) by an argument similar to [DGH21 (8.4) and (8.7)].
statement of Conjecture 10.5′ can be related to the New Gap Principle for curves embedded into Jacobians (Theorem 4.1).

Finally, we remark that the problems revealed by both examples above do not occur if we only consider the setup for Uniform Bogomolov, i.e. replace $c_1 \max \{1, h_{Fal}(A)\}$ from (10.8) by a constant $c_3$. Indeed, in both examples above, eventually what prevents us to get a more general statement for Conjecture 10.5′ is the fact $h_{Fal}(A)$ can be arbitrarily large.
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