Parameter optimization of phase space reconstruction based on differential entropy
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Abstract. This paper presents a differential entropy optimization method for phase space reconstruction parameters. The degree of differential entropy can be used to describe the complexity of the system. By establishing the relationship between the differential entropy and the embedded dimension and the delay time, the objective function is obtained. The constraints of embedding dimension and delay time is established by describing the global features of the system through autocorrelation function. By using the improved particle swarm algorithm to solve the model, the minimum differential entropy is obtained and the best embedded dimension and delay time is obtained. Therefore, the reconstructed phase space not only maintains its independence but also maintains its dynamic characteristics. Finally, through the prediction of the annual data of sunspots and the simulation data from Lorenz system and, it is verified that the method can determine the appropriate embedding dimension and delay time.

1. Introduction
The generation of chaos can be considered to be a complex system in which the high-dimensional dynamic system is projected onto a two-dimensional space. If the "reduction" of the chaotic system to the high-dimensional space can reduce the complexity of the system theoretically, the original simple dynamic system can be obtained. This restoration process can be completed by way of phase space reconstruction. According to Takens’ theorem [1], the reconstruction of phase space mainly involves the determination of two parameters of embedding dimension and delay time. At present, the determination of two parameters can be roughly divided into two categories [2]: One class considers that there is no relationship between the two parameters and can be solved separately. The delay time is solved by the autocorrelation method and the mutual information method, and the embedding dimension is obtained by the G.P (Grassberger P) method, etc. One class considers the two parameters to be related to each other and can be solved jointly by C-C method and time window method [3, 4].

From the perspective of system theory, the elements that make up the system are related to each other [5]. If we neglect the links between elements, we will ignore certain important attributes of the system, and even make it difficult to form the system. This article believes that the joint solution of two parameters is more in line with the actual situation. Currently, in the process of joint solution of parameters, the description of the global features of the system is not yet sufficient. On the one hand, the constraints between two parameters are mainly established between adjacent coordinates, without considering the overall effect, and on the other hand, they are not used. Describe the global quantity to construct the objective function. Even if the relevant research involves the above two aspects, the two
are not considered together. In this paper, we try to construct a functional relationship between the quantity describing the complexity of the system and the two parameters of embedding dimension and delay time, and find the embedding corresponding to the minimum complexity within the acceptable range by finding the constraints describing the characteristics of the global system. The dimension and delay time are the best parameters [4].

Differential entropy can be used to describe the degree of system uncertainty by describing the degree of uncertainty of the system. The relationship between differential entropy and embedding dimension, delay time is used as an objective function, and the global feature of the system is described by an autocorrelation function to establish the constraints of the embedding dimension and the delay time, using the relevant optimization theory to obtain the minimum differential entropy, and getting the best embedding dimension and delay time. The solution of this optimal problem, due to the complex relationship of functions, is difficult to solve in the conventional way. In this paper, we consider the optimal particle swarm optimization algorithm to obtain the optimal value. Finally, the predictive simulation of the annual variation data of Lorenz system and sunspots is used to verify the rationality of this method [5, 6].

2. Differential entropy model

According to Takens' theorem [1], one-dimensional chaotic systems can establish the following phase space by embedding dimension \( m \) and delay time \( \tau \):

\[
X(t) = [x(t), x(x + \tau), \cdots, x(t + (m-1)\tau)]
\]

(1)

2.1. Establish objective function

The estimation of differential entropy is based on the description of the topological features of the system. In this paper, the Euclidean distance is used to describe the relationship with \( X(j) \) and its nearest neighbor \( X^{NN}(j) \):

\[
\rho(j)^2 = \|X(j) - X^{NN}(j)\|^2
\]

(2)

Based on the topological description of the above formula, the estimation of the differential entropy can be calculated by the following relationship:

\[
H(x) = \sum_{j=1}^{N} \ln[N \rho(j)] + \ln 2 + C_E
\]

(3)

Where, \( N \) represents the number of data, \( C_E \) represents Euler's constant.

The calculation of differential entropy has higher requirements on the robustness of data, but many original data are less robust to differential entropy calculation. In order to solve this problem, it is necessary to perform certain processing on the original data to obtain a series of alternative data for calculation. The alternative data generation methods are mainly divided into two types: traditional implementation methods and modern implementation methods. Traditional implementations [4, 5] mainly include: FT (Fourier Transform surrogate data) alternative data algorithm, AAFT (Amplitude Adjusted Fourier Transformed surrogate data) alternative data algorithm, IAAFT (Iterative Amplitude Adjusted Fourier Transformed surrogate data) alternative data algorithm, etc. However, the alternative data generated by the traditional method lacks randomness while taking less consideration of the dynamic characteristics of the original data. In order to overcome the limitations of traditional methods, the generation of alternative data in this paper is based on modern implementation [6]. This method is based on a regression graph and produces data that is consistent with the original data's probability distribution and nonlinear dynamic characteristics, with a high degree of matching on the waveform.
The original data \( x \) generated the replacement data \( x_{i,j} \) through the modern implementation method, and the corresponding differential entropy is denoted as \( H(x_{i,j}, m, \tau) \), thus, we can define the differential entropy rate as [6]:

\[
I(m, \tau) = \frac{H(x, m, \tau)}{\langle H(x_{i,j}, m, \tau) \rangle}
\]  

(4)

Where, \( \langle \cdot \rangle \) represents the average of the number of calculations, generally taking 5 or 10.

In the process of differential entropy calculation, the embedding dimension is more likely to be interfered with the delay time, affecting the subsequent results, and in the specific application, it is hoped that the embedding dimension will be as small as possible on the basis of ensuring the reconstruction effect [7]. Therefore, the penalty factor of embedding dimension is introduced in the differential entropy method. The final objective function can be expressed as:

\[
R_{ent}(m, \tau) = I(m, \tau)(1 + \frac{m\ln N}{N})
\]  

(5)

2.2. Establish constraints

This article establishes the model based on the system point of view and finds the corresponding relationship of phase space reconstruction related parameters through the overall description. Although the differential entropy can derive the objective function of the model from the overall uncertainty of the system, the delay time in the process of the specific study only considers the phase space reconstruction from the perspective of two adjacent coordinates, ignoring the overall effect. If the delay time \( \Gamma \) considered from the overall point of view may not be equal to the delay time \( \tau \) obtained only from the local consideration, the former is better than the latter because it considers more influence factors. From the overall point of view, relevant scholars have conducted corresponding research and proposed the concept of the embedded window length. Although this concept is still somewhat controversial, the following studies have found that this beneficial attempt is effective in solving the problem. In the following, we draw on this idea to propose constraints that need to be satisfied for the embedding dimension and delay time.

According to relevant literature analysis, from the perspective of the correlation between delay time and embedding dimension, the following relation between the embedded window length, delay time, and embedding dimension can be obtained [8]:

\[
\Gamma = (m-1)\tau
\]  

(6)

There are many methods to solve the selection of embedded time and delay time. Among them, an autocorrelation function has been proposed from a global perspective. The autocorrelation function of time series \( x_i = x(t + i\Gamma) \) (\( i = 1, 2, \ldots, N \)) can be obtained by referring to the relevant ideas of autocorrelation function as follows:

\[
c(\Gamma) = \frac{\sum_{k=0}^{N-1} [x(t + (k+1)\Gamma) - x_u][x(t + k\Gamma) - x_u]}{\sum_{k=0}^{N-1} [x(t + k\Gamma) - x_u]^2}
\]  

(7)

\[
x_u = \frac{1}{N-1} \sum_{k=0}^{N-1} x(t + k\Gamma)
\]

Where, \( x_u \) is the average of the time series.

The above functions describe the correlation of adjacent time series. For the reconstructed phase space, it is necessary to maintain the independence of each dimension as far as possible, and at the same time ensure that there is a certain connection. When \( |c(\Gamma)| = 0 \), there is no correlation between adjacent time series, indicating that the time delay between the time series exceeds the actual situation, in this case will lead to the loss of many information, the problem of the original sample size will
make heavy The phase space of the structure gets the wrong result. When \(|c(\Gamma)| = 1\), the correlation between adjacent time series is linear, indicating that the time delay between time series is too small, and overlapping in the reconstructed phase space leads to information redundancy, which adds unnecessary calculations. At the same time, it easily leads to wrong conclusions. Therefore, adjacent time series should maintain appropriate correlation, relative studies found that the value of the relationship should be guaranteed to meet \(0.5 < c(\Gamma) < 0.8\), in this interval can ensure that the adjacent time sequence is kept as independent as possible, but also there is a certain contact. To sum up, a differential entropy model with embedded dimension and delay time can be obtained as follows [9]:

\[
\min R_{ae}(m, \tau) = l(m, \tau)(1 + \frac{\ln N}{N}) \geq 0.5
\]

\[
\frac{\sum_{i=0}^{N-1} [x(t + (k + 1)(m - 1)\tau) - x_i] [x(t + k(m - 1)\tau) - x_i]}{\sum_{i=0}^{N-1} [x(t + k(m - 1)\tau) - x_i]^2} \leq 0.8
\]

\[
m, \tau \in \mathbb{R}^n
\]

3. Model solving

The differential entropy model established in the previous section has a large amount of computation when using the traditional method. Considering that the particle swarm algorithm [10] is simple and easy to use and has a fast convergence rate, the particle swarm algorithm is used to improve the above model. The particle swarm algorithm regards the solution of the objective function as a particle, and tracks the individual extreme value \(p_{best}(t)\) and the global extreme value \(g_{best}(t)\) in iterative iterations to update the state of the particle itself until it reaches the state that meets the condition, thereby obtaining the optimal solution of the objective function. The state of a particle includes both a velocity change and a position change, and the change can be defined by the following relational expression.

\[
v_i(t + 1) = w \times v_i(t) + c_1 \times r_1 \times [p_{best}(t) - x_i(t)] + c_2 \times r_2 \times [g_{best}(t) - x_i(t)]
\]

\[
x_i(t + 1) = x_i(t) + v_i(t)
\]

Where, \(c_1\) and \(c_2\) are learning factors, which are used to adjust the maximum step size of particle flight to individual extremes and global extremes; \(r_1\) and \(r_2\) are random numbers used to adjust the search range; \(w\) is the inertia weight, which is used to balance the global and local search capabilities.

According to the actual situation of the problem in this paper, we will improve the basic particle swarm algorithm to solve the problem in this paper. The adjustment of the inertia weight is essentially a change in the flight speed of the particle, and the change in the flight speed determines the change in the position of the particle. When the inertia weight is large, the individual particle has a larger flight speed, which can perform a global search better, but it is easy to fly over the optimal position; when the inertia weight is small, the individual particle has a smaller flying speed, and the particles are more inclined to local search, but the calculation speed is slow and easy to fall into local optimum. Therefore, the choice of inertia weight is very important for the global search and local search of particle balance. This article considers many documents based on the consideration that particles need to have a relatively large flight speed in order to achieve a better global search capability. From the global search to the later stages of the iteration, the particles need to have a relatively small flying speed in order to achieve a better local search capability. This article proposes the following design scheme:
\[ W = W_{\text{max}} - \frac{W_{\text{min}}}{1 + e^{11 \times ((w_{\text{max}} - w_{\text{min}}) - \frac{t}{t_{\text{max}}})}} \]  

(10)

Where, \( W_{\text{max}} \) represents the maximum value of inertia weight; \( W_{\text{min}} \) represents the minimum value of inertia weight.

The adjustment of the random number is essentially the adjustment of the global search ability. The randomness of the random number guarantees the global search ability of the algorithm. Therefore, the random number generation method has a greater impact on the improvement of the algorithm. Taking into account the good randomness of chaos, we can achieve the effect of traversing the whole number domain. We refer to the Logistics system to improve the corresponding algorithm.

\[ x_{k+1} = \mu x_k (1 - x_k) \]  

(11)

In this chaotic system, the chaotic domain is \((0,1)\), \(x_k \in (0,1)\). When \(3.6 \leq \mu \leq 4\), the system is in a chaotic state. Referring to this idea, we can get the random number generation algorithm as shown below.

\[
\begin{cases}
    r_i(t+1) = 3.8 \times r_i(t)(1-r_i(t)) \\
    r_i(t) \in (0,1) \quad i = 1,2
\end{cases}
\]  

(12)

The random number obtained by the above method can have a better global search capability and further optimize the particle swarm algorithm.

In order to ensure that the algorithm does not converge prematurely, the steady state of the algorithm needs to be broken during the specific calculation process. This article refers to the idea of crossover operator and mutation operator in the genetic algorithm to update the position and velocity of the particle to achieve further search effect.

In the calculation of the crossover operator, the corresponding selection probability is \( P_a \). Before the crossover operator selects the population, the population must be sorted according to the degree of fitness, and corresponding operations are performed on the sorted populations. The first \( N \times P_a \) sorted particles are regarded as parent \( i \), and they are recombined with their different parent \( j \). The position and velocity of the updated particles can be expressed as follows.

\[
x'_i(t) = P_a \times x_i(t) + (1 - P_a) \times x_j(t)
\]

\[
v'_i(t) = \frac{[v_i(t) + v_j(t)] \times |v_i(t)|}{\sqrt{v_i^2(t) + v_j^2(t)}}
\]  

(13)

In the calculation of the mutation operator, the corresponding mutation probability is \( P_c \). In the mutation operation, only the position of the particle is changed, and the flying speed of the particle is not changed. Treating \( N \times P_c \) particles as a parent, the position of the calculated child particles is:

\[ x'_i(t) = x_i(t) \times (1 + P_c) \]  

(14)

4. Example

The input vector required by the network prediction model is \( X(N \times m) \), and the output value is \( Y \), \( N \) is the total length of the time series. To guarantee the accuracy of network training, the network sample data must be normalized and preprocessed [11].

\[ X = \frac{(a-b) \times (x-x_{\text{min}}) + b}{x_{\text{max}} - x_{\text{min}}} \]  

(15)
Where: \( a, b \) are the upper and lower lines of the normalized interval, respectively, in this paper are \( 1, -1 \), that is, the normalized interval is \([-1, 1]\).

The method proposed in this paper uses MATLAB2012a to simulate the chaotic time series and obtain corresponding results for different situations. In order to compare the various prediction results uniformly, this paper uses two methods of calculating the error, namely the normalized variance and prediction accuracy. Their definitions are as follows [12]:

\[
E_{PA} = \frac{\sum_{i=1}^{T} (\hat{h}(t) - \hat{h}_m)(h(t) - h_m)}{(T - 1)\hat{\sigma}_h \sigma_h}
\]

(16)

Where: \( T \) denotes the number of predictions, \( \hat{h}(t) \) represents the actual value at the time (i.e., the predicted target value), \( h(t) \) represents the predicted value of the model at the time, \( \hat{h}_m \) represents the average of the true values, \( h_m \) represents the average of the model predicted values, and \( \hat{\sigma}_h \) represents the standard deviation of the true values \( \sigma_h \) represents the standard deviation of the model predictions [13, 14].

\[
\varepsilon^2(m,d) = \frac{\sum_{n=M+1}^{N} [\hat{x}_n - x_n]^2}{\sum_{n=M+1}^{N} [x_n - \bar{x}_n]^2}
\]

(17)

Where: \( x_n (n=1, 2, \ldots, L) \) represents the actual value and \( \hat{x}_n (n=1, 2, \ldots, L) \) represents the predicted value obtained from the predictive model [15].

In the ideal case, that is, all predicted values are equal to the true value, the above-mentioned various measurement error methods should be \( \varepsilon^2 = 0, E_{PA} = 1 \).

The Lorenz chaotic time series and sunspots are predicted separately. First, consider the Lorenz equation.

\[
\begin{align*}
\dot{x} &= \sigma(y - x), \\
\dot{y} &= rx - y - xz, \\
\dot{z} &= -bz + xy,
\end{align*}
\]

(18)

Figure 1. Chaotic attractors.

Where, \( \sigma = 16, b = 4, r = 45.92 \), this paper uses Runge-Kutta method to solve the equation, the step length is \( h = 0.01 \). The transient process was removed, Lorenz chaotic time series was obtained, 3000 pairs of input and output data after delay coordinate transformation were extracted, the former 2500 pairs of data were taken as experimental data, and the last 500 pairs of data were verification data, and
20 sets of substitute data were generated using the modern implementation method. According to the calculation of differential entropy, when the embedding dimension is \( m = 3 \) and the delay time is \( \tau = 10 \), the minimum value of differential entropy is \( R_{\text{ent}}(m, \tau) = 0.9238 \). The following figure 1-5 show the original attractors of the Lorenz system, the reconstructed attractors in the reconstructed phase space, and the prediction of the corresponding data. It can be seen from the graph that the attractor constructed in this way better maintains the corresponding dynamic characteristics.

\[ R_{\text{ent}}(m, \tau) = 0.9238 \]

Sunspot is a low-dimensional chaotic system. The data used in this paper comes from the SIRC (solar influences data analysis center), which mainly uses the annual average data of sunspots from 1700 to 1997. Among them, a total of 263 points were used as training samples from 1700 to 1962 and 20 points from 1963 to 1982 were used as independent test samples. In this paper \( R_{\text{ent}}(m, \tau) = 0.0892 \), the delay time is \( \tau = 1 \) and the embedding dimension is \( m = 5 \), and the model is predicted. The following shows the annual changes in sunspots and their corresponding predictions.

\[ R_{\text{ent}}(m, \tau) = 0.0892 \]
5. Conclusions
This paper establishes the relationship between differential entropy and embedding dimension and delay time as the objective function, describes the global features of the system by autocorrelation function, establishes the constraints of embedding dimension and delay time, and uses relevant optimization theories to obtain the minimum differential entropy. The best embedding dimension and delay time can be obtained. The solution of this optimal problem, due to the complex relationship of functions, is difficult to solve in the conventional way. In this paper, we consider the optimization of particle swarm optimization algorithm to obtain the optimal value.
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