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This thesis is concerned with heterotic $E_8 \times E_8$ string models that can produce quasi-realistic $N = 1$ supersymmetric extensions of the Standard Model in the low-energy limit. We start rather generally by deriving the four-dimensional spectrum and Lagrangian terms from the ten-dimensional theory, through a process of compactification over six-dimensional Calabi-Yau manifolds, upon which holomorphic poly-stable vector bundles are defined. We then specialise to a class of heterotic string models for which the vector bundle is split into a sum of line bundles and the Calabi-Yau manifold is defined as a complete intersection in projective ambient spaces.

We develop a method for calculating holomorphic Yukawa couplings for such models, by relating bundle-valued forms on the Calabi-Yau manifold to their ambient space counterparts, so that the relevant integrals can be evaluated over projective spaces. The method is applicable for any of the 7890 CICY manifolds known in the literature, and we show that it can be related to earlier algebraic techniques to compute holomorphic Yukawa couplings. We provide explicit calculations of the holomorphic Yukawa couplings for models compactified on the tetra-quadric and on a co-dimension two CICY. A vanishing theorem is formulated, showing that in some cases, topology rather than symmetry is responsible for the absence of certain trilinear couplings. In addition, some Yukawa matrices are found to be dependent on the complex structure moduli and their rank is reduced in certain regions of the moduli space.

In the final part, we focus on a method to evaluate the matter field Kähler potential without knowing the Ricci-flat Calabi-Yau metric. This is possible for large internal gauge fluxes, for which the normalisation integral localises around a point on the compactification manifold. We illustrate the procedure on CICYs embedded in the ambient space $\mathbb{P}^1 \times \mathbb{P}^3$, and express our result in terms of globally defined moduli.
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Introduction

The search for a fundamental theory beyond the Standard Model of elementary particles has produced an impressive number of predictions and hypotheses. Perhaps the most important ones are supersymmetry, a symmetry which relates bosons and fermions, and grand unification, which implies the convergence of the three gauge couplings of the Standard Model into a single value at high energies, $M_{\text{GUT}} \sim 10^{16}$ GeV.

The next step towards creating a Theory of Everything is to incorporate gravity in a quantum framework that is free of ultraviolet divergences and to propose a unified description of the four fundamental interactions. To date, string theory is the most successful attempt towards realising these goals.

In superstring theory, point-like particles are superseded by vibrating strings and the space-time is predicted to be ten-dimensional, with the six extra spatial dimensions remaining unobserved, given the scales currently probed. Furthermore, the cancellation of ten-dimensional gauge and gravitational anomalies is possible only for two select gauge groups – $SO(32)$ and $E_8 \times E_8$ – as it was originally demonstrated by Michael Green and John H. Schwarz in 1984 [1]. Their discovery led to the development, in the following year, by David Gross, Jeffrey Harvey, Emil Martinec and Ryan Rohm [2–4] of the heterotic $E_8 \times E_8$ string theory, which is phenomenologically one of the most promising superstring theories. In the low energy limit, this theory can give rise to $N = 1$ supersymmetric models of chiral particles, for which the gauge group is embedded into one $E_8$ factor, while the other $E_8$ is interpreted as the “hidden sector”, where supersymmetry can be spontaneously broken. The goal of string
phenomenology is to investigate under which circumstances the precise configuration of the Standard Model is obtained, so that string theory can be connected to measurable physics and the realm of falsifiable predictions. This could solve many problems that the Standard Model itself seems to present. For example, seemingly arbitrary features such as the number of particle families and the hierarchy of particle masses may arise from the underlying structure of the ten-dimensional theory.

In this thesis, we will pursue $E_8 \times E_8$ heterotic string model building by compactifying on Calabi-Yau manifolds $\mathbb{C}^5 - \mathbb{C}^8$. The motivation for compactifying on such spaces is that we want to preserve $N = 1$ supersymmetry at low energies, so that the Higgs mass can be stabilised\textsuperscript{1}. To be precise, we only want $N = 1$ and not extended $N \geq 2$ supersymmetry in 4d, because those extended theories cannot produce chiral fermions. In the simplest case where the NS flux is set to zero, the Calabi-Yau manifolds turn out to be the only class of compact manifolds that satisfy the Killing spinor equations in the low energy limit, thus ensuring $N = 1$ supersymmetry. Heterotic Calabi-Yau compactification models are well-known in the literature and have been shown to produce the spectrum of the Minimal Supersymmetric Standard Model (MSSM) [14–24]. In recent years, a sizeable database of phenomenologically viable models has been produced through an algorithmic scan over large classes of compactifications [25–27]. Given that compactifications with the correct spectrum can now be readily engineered, one of the most pressing problems is the calculation of Yukawa couplings for such models.

As known from the Standard Model, Yukawa couplings describe interactions between fermions and the Higgs field, thus generating quark and lepton masses when the electroweak symmetry is spontaneously broken. Understanding these couplings as structurally connected to the geometry of the extra dimensions could prove that the masses we encounter in particle physics are not arbitrary, but rather reflect the inner geometry of the Universe. Unfortunately, the calculation of Yukawa couplings for geometric compactifications of the heterotic string is not straightforward, even at the perturbative level, and relatively few techniques and results are known [28–36]. The task of computing the physical Yukawa couplings for such models can be split up into two steps: the calculation of the holomorphic Yukawa couplings, that is, the couplings in the superpotential, and the calculation of the matter field Kähler potential. The former relates to a holomorphic quantity and can, therefore, to some extent

\textsuperscript{1}Even though supersymmetry has not been detected at LHC scales, so that the supersymmetric solution to the hierarchy problem is not completely natural anymore, it still helps bridging much of the hierarchy between the Planck and the electroweak scale.
be carried out algebraically, as explained in Refs. [29, 35]. However, the matter field Kähler potential is non-holomorphic and its algebraic calculation does not seem to be possible – rather, it is likely that methods of differential geometry have to be used.\footnote{See Refs. [85–87] for recent progress in this direction.}

At present the matter field Kähler potential has not been worked out explicitly for any case other than the standard embedding model (where it can be expressed in terms of the Kähler and complex structure moduli space metrics).

The purpose of this thesis is to expand the knowledge that we have about holomorphic Yukawa couplings in heterotic string theory, by proposing a method to compute these couplings for a specific class of string models, namely for line bundle models on Complete Intersection Calabi-Yau (CICY) manifolds. The method is presented in Chapters 3 and 4 in a generalised form and then applied to specific examples. As a secondary objective, we also develop in Chapter 5 a method for calculating the matter field Kähler potential in a very restricted scenario, where sufficiently large flux can lead to localisation of the matter field wave function. It still remains to be seen whether such an approach can meet all the phenomenological requirements. Nevertheless, we hope that our techniques will eventually lead to a framework where physical Yukawa couplings are reliably extracted from various geometrical models.

The structure of the thesis is as follows. In Chapter 2, we lay down the background material, starting with some relevant concepts from the Standard Model and the physics that is expected beyond it (supersymmetry, grand unification). Later on, we present the $E_8 \times E_8$ heterotic string theory and the mathematical apparatus that is used for compactification. The chapter then explains how to recover the four-dimensional spectrum and Lagrangian terms from the ten-dimensional theory, in order to enable a comparison with the observable physics.

In Chapter 3, we develop techniques, based on differential geometry, to compute holomorphic Yukawa couplings for heterotic line bundle models on Calabi-Yau manifolds defined as hypersurfaces in products of projective spaces. Our methods are based on constructing the required bundle-valued forms explicitly and evaluating the relevant integrals over the projective ambient space. It is shown that the rank of the Yukawa matrix can decrease at specific loci in complex structure moduli space. In particular, we compute the up Yukawa coupling and the singlet-Higgs-lepton trilinear coupling in the heterotic standard model described in Ref. [40].

In Chapter 4, we generalise the results of Chapter 3, by applying similar techniques to higher co-dimension Complete Intersection Calabi-Yau manifolds. A vanishing
theorem, which we prove, implies that certain Yukawa couplings allowed by low-energy symmetries are zero due to topological reasons. To illustrate our methods, we calculate Yukawa couplings for $SU(5)$-based standard models on a co-dimension two complete intersection manifold.

In Chapter 5, we propose an analytic method to calculate the matter field Kähler metric for line bundles models with large internal gauge flux. In this case, the integrals involved in the calculation localise around certain points on the compactification manifold and, hence, can be evaluated approximately without precise knowledge of the Ricci-flat Calabi-Yau metric. In a final step, we show how this local result can be expressed in terms of the global moduli of the Calabi-Yau manifold. The method is illustrated for the family of Calabi-Yau hypersurfaces embedded in $\mathbb{P}^1 \times \mathbb{P}^3$ and we obtain an explicit result for the matter field Kähler metric in this case.

The work presented in this thesis is drawn from three research papers. More precisely, Chapter 3 is based on

- S. Blesneag, E. I. Buchbinder, P. Candelas and A. Lukas, *Holomorphic Yukawa Couplings in Heterotic String Theory*, JHEP 1601 (2016) 152. [120]

Chapter 4 is based on

- S. Blesneag, E. I. Buchbinder and A. Lukas, *Holomorphic Yukawa Couplings for Complete Intersection Calabi-Yau Manifolds*, JHEP 1701 (2017) 119. [121]

Chapter 5 is based on

- S. Blesneag, E. I. Buchbinder, A. Constantin, A. Lukas, E. Palti, *Matter Field Kähler Metric in Heterotic String Theory from Localisation*, JHEP 1804 (2018) 139. [122]

The Appendices A, B, C, D are also based on materials from the above-mentioned research papers and contain more technical background to support the calculations.
The purpose of this chapter is to provide an overview of the background that is required for computing Yukawa couplings in heterotic string theory. We start with the Standard Model and what motivated physicists to search for a theory beyond it, then we continue with a review of supersymmetry and grand unification, culminating in the $E_8 \times E_8$ heterotic string theory and its ten-dimensional $N = 1$ supergravity limit. At that stage, it will become evident that several tools from topology and complex geometry are needed. Therefore, we will provide a summary of the mathematics that is used throughout the thesis. Finally, the last part of the chapter is dedicated to the process of compactification, in an attempt to reconnect the high-energy ten-dimensional theory back to the four-dimensional physics from which we started. However, the search for the correct model is not free of phenomenological problems, the most obvious one being the presence of gauge-neutral moduli scalars in the spectrum of compactification. Such fields cause vacuum degeneracy, so they need to be stabilised (see, for example, Refs. [47, 48]). Moreover, correlating physical parameters to quantities from the 10d theory is particularly difficult, given that the latter depend on the unknown geometry of the extra dimensions. As it turns out, information about the spectrum and the holomorphic Yukawa couplings can be extracted from less specific, quasi-topological properties of the internal manifold, while still leaving field normalisation unresolved. Proving this will become our main goal by the end of the chapter.
Formulated in the early 1970s as a quantum field theory with symmetry group $G_{SM} = SU(3) \times SU(2)_L \times U(1)_Y$, the Standard Model has proven to be extremely successful for describing particle physics at energies up to the TeV scale. Its remarkable performance, demonstrated through decades of experimental testing, lies in its ability to accurately predict the interactions of all known elementary particles under three of the four fundamental forces – strong, weak and electromagnetic. More precisely, the $SU(3)$ part of the gauge group describes Quantum Chromodynamics, or the theory of the strong interaction, while the $SU(2)_L \times U(1)_Y$ part is responsible for the electroweak theory. In the Standard Model, these interactions are realised through the exchange of 12 vector bosons (8 gluons and 4 electroweak gauge bosons), which are in the adjoint representation of their corresponding gauge groups

$$G^{1,...,8} = (8, 1)_0, \quad W^{1,2,3} = (1, 3)_0, \quad B = (1, 1)_0,$$

where the notation $(a, b)_c$ corresponds to $(SU(3), SU(2)_L)$ representations with subscript for the $U(1)$ charge. Matter is described by three generations of Weyl fermions (quarks and leptons), each carrying a representation of $G_{SM}$

$$Q^i = \left( \begin{array}{c} u^i_L \\ d^i_L \end{array} \right) = (3, 2)_{1/6}, \quad u^i = (u^i_R)^c = (\bar{3}, 1)_{-2/3}, \quad d^i = (d^i_R)^c = (\bar{3}, 1)_{1/3},$$

$$L^i = \left( \begin{array}{c} \nu^i_L \\ e^i_L \end{array} \right) = (1, 2)_{-1/2}, \quad e^i = (e^i_R)^c = (1, 1)_1,$$

where generation number is labeled by $i = 1, 2, 3$ and, by convention, charge conjugation is applied on right-hand components in order to represent everything as left-handed. From these expressions one can see that the left- and right-hand Weyl fermions transform differently under the electroweak gauge group, which means that the Standard Model is a chiral theory. The Lagrangian used to encode all the information about the dynamics of the particles contains the following kinetic terms

$$\mathcal{L}_{SM}^{\text{kin}} = -\frac{1}{2} \text{Tr} [G_{\mu\nu} G^{\mu\nu}] - \frac{1}{2} \text{Tr} [W_{\mu\nu} W^{\mu\nu}] - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} +$$

$$+ i \sum_{i=1}^{3} \left[ \bar{Q}^i \not{D} Q^i + \bar{u}^i \not{D} u^i + \bar{d}^i \not{D} d^i + \bar{L}^i \not{D} L^i + \bar{e}^i \not{D} e^i \right],$$

where $G_{\mu\nu}$, $W_{\mu\nu}$ and $F_{\mu\nu}$ are the field strengths of the three gauge fields and $\not{D} = \sigma^{\mu} D_{\mu}$ is the Dirac operator. As a consequence of gauge invariance, no explicit mass terms
such as $m_\psi \bar{\psi}_L \psi_R$ or $m_\mu W^\mu W_\mu$ are permitted, so the only way fermions and gauge bosons can acquire mass is through the spontaneous breaking of the electroweak symmetry. This is realised through the Higgs mechanism, with the introduction of a scalar Higgs field $H = (H^0, H^-)^T$, which is a $(1, 2)_{-1/2}$ representation of $G_{SM}$ and has the potential energy

$$V(H) = -\mu^2 H^\dagger H + \lambda (H^\dagger H)^2.$$  \hspace{1cm} (2.4)

Because of its non-vanishing vacuum expectation value $\langle H \rangle = (v/\sqrt{2}, 0)^T$, the Higgs field breaks $SU(2)_L \times U(1)_Y \rightarrow U(1)_{em}$ at a scale of around $v = \mu/\sqrt{\lambda} = 246$ GeV, such that the well-known electric charge is given by the combination $Q_{em} = T_3 + Y$, where $T_3 = \pm 1/2$ is the weak isospin of $SU(2)_L$ and $Y$ is the weak hypercharge. The kinetic term of the Higgs, $D^\mu H^\dagger D_\mu H$, is responsible for electroweak boson mass terms in the effective Lagrangian (three massive bosons $W^\pm, Z$ and one massless photon).

More explicitly, the three would-be Goldstone bosons of the spontaneously broken $SU(2)_L \times U(1)_Y$ symmetry are “eaten up” or absorbed to become the longitudinal components of the three massive gauge bosons. On the other hand, fermions acquire mass from interactions with the Higgs, described by the Yukawa terms

$$L_{Yuk}^{SM} = Y_u^i Q^a_i u_j \bar{H}_a + Y_d^i Q^a_i d_j \epsilon_{ab} H^b + Y^i_e L^a_i e_j \epsilon_{ab} H^b + \text{h.c.}$$  \hspace{1cm} (2.5)

where “h.c.” stands for “Hermitian conjugate”, $a, b = 1, 2$ label the $SU(2)_L$ components and $\epsilon_{ab}$ is the Levi-Civita tensor (see also Ref. [49]). As one can see from this formula, the Yukawa couplings $Y_{u,d,e}$ dictate the structure of fermionic mass matrices $m_{ij}^{ij} = Y_{ij} v/\sqrt{2}$ in the low energy limit. These matrices are expected to be non-diagonal, since weak interaction eigenstates act as a mixture of mass eigenstates both in the quark and lepton sector. For quarks, the mixing is realised through the unitary CKM (Cabibbo – Kobayashi – Maskawa) matrix, which is parametrised by three angles and one CP violation phase. In the case of the leptons, a similar PMNS (Pontecorvo–Maki–Nakagawa–Sakata) matrix is introduced, however it is important to note that in this case, the Standard Model has to be extended to include mechanisms that explain neutrino mass, usually by assuming the existence of heavy sterile right-handed neutrinos, $N^i$. In the Minimally Extended Standard Model for example, the $N^i$ generate effective 5-dimensional Weinberg operators $y^2 L \bar{H} \bar{H} L / M_{N}$, due to neutrino Yukawa interactions $y_{ij} L_i N_j \bar{H}$, thus inducing small Majorana neutrino masses $m_{\nu} \sim y^2 v^2 / M_{N}$, where $M_{N} \gg v$ is the mass scale of the $N^i$. This is just one of the many possible realisations of the so-called “seesaw mechanism”. 
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Finally, one remarkable feature of the Standard Model is the automatic cancellation of gauge anomalies. These anomalies, which are violations of gauge symmetries under quantum corrections, could in principle arise from triangle loops of chiral fermions contributing to triple gauge-boson vertices. For example, for the $[U(1)_Y]^3$ coupling, the anomaly is proportional to $\text{Tr}(Y^3)$, while for the non-abelian $[SU(n)]^3$ coupling it is proportional to $\text{Tr}(T_a\{T_b, T_c\})$, where the $T_a$ are the generators of $SU(n)$. Further anomalies arising from $U(1)_Y[SU(n)]^2$ triangles are written as summations $\text{Tr}(Y)$ over the left-hand fermions ($n = 2$) and $\text{Tr}(Y)$ over the quarks ($n = 3$), while mixed anomalies, which involve both gauge and gravitational interactions, have a total factor of $\text{Tr}(Y)$. It can be shown that the structure of the Standard Model, as described by (2.2), ensures that all these anomalies are canceled.

2.2 Beyond the Standard Model

Despite its experimental success, the Standard Model cannot be the complete description of our Universe because of various compelling reasons. First of all, it neglects gravity, thus acting as an effective theory at energies much lower than the Planck scale. The established theory of gravity, General Relativity, is in fact incompatible with the quantum framework of the Standard Model and is proven to be non-renormalisable. Moreover, the Standard Model fails to provide an explanation for the existence of dark matter and dark energy, which constitute about 22% and 74% of the Universe. It fails to explain why the cosmological constant is so small ($\Lambda \sim 10^{-12}\text{eV}^4$) compared to the quantum field theory estimation which is 120 orders of magnitude higher.

Another factor that makes the Standard Model seem incomplete is the fact that its dynamics depends on 19 free parameters (the three gauge couplings, the nine quark and lepton masses, not including neutrinos, the three CKM mixing angles, the CKM CP-violating phase $\delta$, the CP-violating strong-interaction parameter $\theta_{\text{QCD}}$, the Higgs vev $v$ and the Higgs self-coupling $\lambda$), all of which have to be derived from experiment, without any theoretical insight into their origin. If one were to accommodate neutrino oscillations, the resulting model would require nine additional parameters (masses, mixing angles and CP-violating phases), thus complicating the problem even further [50]. Overall, one does not know why the $U(1)_Y$ charges take the values that they do, or why there are precisely three generations of quarks and leptons.

Further problems come from what is called “naturalness” or the idea that physical parameters should naturally be of the same order, otherwise a reasonable explanation has to be given for their hierarchy. For example, the large discrepancy between the
weak force and gravity constitutes the principal hierarchy problem of the SM. It is unknown why the electroweak scale $M_W \sim 10^2 \text{ GeV}$ is so many orders of magnitude smaller than the Planck scale $M_P \sim 10^{19} \text{ GeV}$. Given the fact that the Higgs mass can receive quantum loop corrections which are proportional to the cut-off scale, so that $\Delta m^2_H = \mathcal{O}(\Lambda^2_{\text{cutoff}})$, one would expect $m_H$ to be much closer to $M_P$, unless an underlying mechanism ensures that the sum of all these corrections vanishes. It is also unclear why the strong CP-violating angle $\theta_{\text{QCD}}$ is so small compared to the CKM CP-violating phase. Experimental limits of the neutron electric dipole moment set $|\theta_{\text{QCD}}| < 10^{-10}$, which constitutes the strong CP problem. Last but not least, it is a mystery why the SM particles seem to obey a hierarchical pattern, with masses varying from around 1 eV for the neutrinos and 0.5 MeV for the electron to 173 GeV for the top quark.

As a consequence of these unanswered questions, physicists are searching for extensions of the Standard Model at higher, yet unexplored energies.

### 2.2.1 Supersymmetry and the MSSM

Supersymmetry (SUSY) is the only possible non-trivial extension of the Poincaré algebra of special relativity, as it is inferred from the Haag-Łopuszański-Sohnius generalisation [51] of the Coleman-Mandula no-go theorem [52]. As such, supersymmetry looks promising as a possible symmetry of nature. Being a graded-Lie algebra, it is realised through the introduction of $N$ spinorial generators $Q^A_\alpha$, $A = 1, ..., N$, and their Hermitian conjugates $\overline{Q}^A_\dot{\alpha}$, which satisfy certain anti-commutation relations. However, in all future discussions, we will only consider the simple case, $N = 1$, for which the algebra is given by

\[
\{Q_\alpha, \overline{Q}_{\dot{\alpha}}\} = 2\sigma^\mu_{\alpha\dot{\alpha}} P_\mu, \quad \{Q_\alpha, Q_\beta\} = 0, \quad \{\overline{Q}_{\dot{\alpha}}, \overline{Q}_{\dot{\beta}}\} = 0, \quad (2.6)
\]

where $P_\mu$ is the generator of spacetime translations and $\alpha$, $\dot{\alpha} = 1, 2$ are spinor indices.

In the framework of supersymmetry, every particle has a superpartner whose spin differs by half an integer, so that a fermion is transformed into a boson and vice versa, through the action of the supersymmetric generator. Schematically,

\[
\delta \phi \sim \overline{\epsilon} \psi, \quad \delta \psi \sim \epsilon \partial \phi, \quad (2.7)
\]

for a boson field $\phi$ and a fermion field $\psi$, where $\epsilon^\alpha$ is an infinitesimal, anticommuting, constant spinor, parametrising the transformation. Particles which are superpartners

\footnote{By non-trivial we mean an extension that is not simply a direct product between the Poincaré group and an internal group.}
of each other are grouped together into supermultiplets (irreducible representations of the SUSY algebra) and have the same mass, although after supersymmetry is broken, some of them can become significantly heavier, thus explaining why they are not observed. There are different types of supermultiplets: those with spin (1/2, 0) are called chiral multiplets, because they contain chiral fermions and their superpartners, while those with spin (1, 1/2) are called vector multiplets, containing vector bosons and their superpartners. Any given supermultiplet can be written as a superfield, i.e. a function of the spacetime coordinates $x^\mu$ and some fermionic dimensions $\{\theta^\alpha, \bar{\theta}^{\dot{\alpha}}\}_{\alpha, \dot{\alpha}=1,2}$ called Grassmann numbers. Together, the coordinates $(x^\mu, \theta^\alpha, \bar{\theta}^{\dot{\alpha}})$ parametrise the eight-dimensional superspace. With these notations, the action governing the dynamics of $n$ chiral superfields $\Phi^I = (\phi^I, \psi^I)$, $I = 1, ..., n$, in a 4d $N=1$ SUSY theory, is generally expressed as
\[
S = \int d^4x \int d^2\theta d^2\bar{\theta} K(\Phi^I, \Phi^{I\dagger}) + \left( \int d^4x \int d^2\theta W(\Phi^I) + \text{h.c.} \right),
\]
where $W$ is the superpotential – a holomorphic function providing Yukawa and mass terms
\[
W = \lambda_{IJK} \Phi^I \Phi^J \Phi^K + M_{IJ} \Phi^I \Phi^J,
\]
while $K$ is the Kähler potential, a general real function, which gives rise to kinetic terms of the form $G_{IJ} \partial^\mu \phi^I \partial_\mu \phi^J$ and $iG_{IJ} \bar{\psi}^I \gamma^\mu \psi^J$, where $G_{IJ} = \frac{\partial^2 K}{\partial \Phi^I \partial \Phi^J}$. It is important to note here that the Yukawa couplings $\lambda_{IJK}$ of the superpotential and the physical Yukawa couplings $Y_{IJK}$ of Eq. (2.5) can be identified only if the kinetic terms are brought to a canonical form, through an appropriate field redefinition, $\Phi^I \rightarrow \tilde{\Phi}^I = U^I_J \Phi^J$, where $U^I_J$ is a unitary matrix. Otherwise, if for example lack of knowledge about $G_{IJ}$ prevents such a redefinition to be applied, $\lambda_{IJK}$ are to be referred to as holomorphic Yukawa couplings, to distinguish them from $Y_{IJK}$. Returning to the supersymmetric action, the term corresponding to vector supermultiplets reads
\[
S = \int d^4x \int d^2\theta f_{ab}(\Phi^I) W^a W^b + \text{h.c.},
\]
where $W^a$ is the “field strength” chiral superfield and $f_{ab}$ is the holomorphic gauge kinetic function, with indices $a, b$ running over the adjoint representations of gauge groups in the theory.

One of the main benefits of supersymmetry is that it solves the fine-tuning problem of the Higgs mass, by canceling UV divergences pair by pair, since bosonic and
fermionic superpartners contribute with opposite signs. It is for this reason that the study of supersymmetry is so relevant for the Standard Model. Naturally preserving the electroweak scale at $10^2$ GeV means that SUSY has to be encountered at energies of several TeV \cite{53}. The simplest extension, involving the smallest field content, is called the Minimal Supersymmetric Standard Model (MSSM). In this model, every SM particle is interpreted to be an element of an $N = 1$ supermultiplet along with its yet undiscovered partner, so that $Q^i, u^i, d^i$ are redefined to represent quark-squark pairs, $L^i$ and $e^i$ denote lepton-slepton pairs, while $G, W$ and $B$ are the gauge boson-gaugino pairs. The fermionic partner of the Higgs, the higgsino, would upset the anomaly cancellation conditions $\text{Tr}(Y), \text{Tr}(Y^3) \neq 0$ and it is for this reason that supersymmetry has not one, but two Higgs supermultiplets $H_u = (H_u^+, H_u^0)$ and $H_d = (H_d^0, H_d^−)$, with opposite hypercharges that cancel the anomalies. The MSSM superpotential containing the Yukawa couplings and the Higgs mass term reads

$$W = Y^{ij}_u Q_i u_j H_u + Y^{ij}_d Q_i d_j H_d + Y^{ij}_e L_i e_j H_d + \mu H_u H_d.$$ \hspace{1cm} (2.11)

It can be shown that the holomorphicity prevents the superpotential from being renormalised at any order in perturbation theory \cite{54, 55}. This is because all perturbative corrections are real (non-holomorphic), therefore they cannot modify a holomorphic quantity such as $W$. Another consequence of the holomorphicity of $W$ is that Yukawa terms involving the conjugate of the Higgs field are no longer permitted, as they were in Eq. (2.5), therefore the introduction of two Higgs superfields $H_u$ and $H_d$ is necessary to ensure all matter fields receive a mass \cite{56}. As for the mass parameter $\mu$ responsible for electroweak symmetry breaking, it leads to a naturalness problem (the “$\mu$-problem”), when one tries to understand why $\mu \ll M_P$. In principle, the MSSM superpotential could also include other renormalisable terms of the form

$$W_{RV} = \beta^{ijk} L_i L_j e_k + \beta'^{ijk} L_i Q_j d_k + \beta''^{ijk} u_i d_j d_k + \alpha^i L_i H_u,$$ \hspace{1cm} (2.12)

where $\alpha, \beta, \beta'$ and $\beta''$ are the couplings of the interactions, however these terms would violate lepton and baryon number, thus allowing fast proton decay, so they should be ruled out. One way of doing this is by imposing a discrete global symmetry $R = (-1)^{3(B−L)+2s}$, which is known as R-parity, where $s$ is the spin of the particle and $B$ and $L$ are baryon and lepton numbers. For SM particles $R = 1$, while for their superpartners $R = −1$. As R-parity is conserved, this would mean that the lightest superpartner (LSP) is a stable particle and in fact it is considered a candidate for dark matter. Typically the LSP is deemed to be the neutralino, a linear combination of the neutral electroweak gauginos and the neutral higgsinos.
On a final note, if supersymmetry is indeed a symmetry of nature it is clear that it must be broken at a certain energy scale $M_{\text{SUSY}}$, given that none of the predicted superpartners have been observed. In general, SUSY breaking translates into the requirement that certain auxiliary fields $F_i = -\partial W/\partial \phi^i$ and $D^a$, associated to chiral and vector supermultiplets respectively, acquire non-zero vacuum expectation values $\langle F_i \rangle, \langle D^a \rangle \neq 0$. This is equivalent to saying that the potential energy

$$V = |F_i|^2 + \frac{1}{2}(D^a)^2$$

(2.13)

is non-zero. In the MSSM however, supersymmetry cannot be broken spontaneously, otherwise the cancellation of quadratic divergences would not occur. Instead, one has to break supersymmetry “softly”, by introducing explicit SUSY-breaking terms in the Lagrangian. Such terms, like the scalar mass term $m_\phi^2 \phi^* \phi$, the gaugino mass term $M_{\lambda \lambda}$ and the bilinear and trilinear scalar couplings $b^{ij} \phi_i \phi_j$ and $a^{ijk} \phi_i \phi_j \phi_k$ are believed to be the effective result of an underlying SUSY breaking mechanism that occurs in a hidden sector and is communicated to the MSSM via some messenger fields. One can think of the hidden sector as a collection of singlets under $G_{\text{SM}}$ which interact with the SM particles very weakly, for example through gravity. In string theory, a common interpretation is that the hidden and visible sectors are geometrically separated – they live on different branes separated by extra dimensions and the messenger fields propagate between them, in the bulk [57]. In any case, the great inconvenience of the soft SUSY breaking is that it introduces 105 new free parameters (masses, phases, mixing angles) in addition to those already found in the Standard Model. This degree of arbitrariness in the Lagrangian makes the MSSM seem like an incomplete description of particle physics.

### 2.2.2 Grand Unified Theories

Another natural way to extend the Standard Model is to presume that the non-semisimple gauge group $G_{\text{SM}}$ is embedded into a larger simple group $G_{\text{GUT}}$, so that the three gauge couplings $g_1, g_2$ and $g_3$, corresponding to $U(1)_Y, SU(2)_L$ and $SU(3)$ respectively, must equate a single coupling $g_{\text{GUT}}$ of a Grand Unified Theory (GUT). This unification is motivated by the observation that gauge couplings evolve with respect to energy scale, according to a set of equations called “the renormalisation group”. For example, $g_3$ is shown to decrease as the energy scale increases, while $g_1$ gets significantly larger. At around $10^{15} - 10^{16}$ GeV, the three gauge couplings reach very similar values, although they are not precisely equal. Equality is however
acquired in the MSSM, which is one of the reasons why we will consider only supersymmetric versions of Grand Unified Theories, despite the fact that originally they were not built with supersymmetry in mind. Another reason why SUSY GUTs are favoured is because they can be embedded in superstring theories, thus paving the way for higher energy exploration. The phenomenological interpretation of a Grand Unified Theory is that $G_{\text{GUT}}$ is the underlying symmetry of nature, while the Standard Model is the effective theory resulting after $G_{\text{GUT}}$ has been broken at a certain high-energy scale. As such, all GUTs provide an explanation for the values of the $U(1)$ charges, by embedding the hypercharge in a simple group. For example, the well-known condition $Q_{\text{proton}} + Q_{\text{electron}} = 0$ follows from the fact that quarks and leptons are combined in the same GUT multiplets, and the GUT group generators are traceless [59].

Since the maximum number of commuting generators (i.e. the rank) of $G_{\text{SM}}$ is 4, it is required that $\text{rank}(G_{\text{GUT}}) \geq 4$. For $SU(n)$, the rank is $n - 1$, therefore the smallest simple group that can contain $G_{\text{SM}}$ is $SU(5)$. In this GUT model, discovered by Georgi and Glashow [58], each generation of SM particles fits into a $\mathbf{5} \oplus \mathbf{10}$ representation of $SU(5)$, in the following way

$$
\mathbf{5} \rightarrow (\mathbf{3}, 1)_{1/3} \oplus (\mathbf{1}, 2)_{-1/2}, \quad \mathbf{10} \rightarrow (\mathbf{3}, 2)_{1/6} \oplus (\mathbf{3}, 1)_{-2/3} \oplus (\mathbf{1}, 1)_{1},
$$

(2.14)

where $\mathbf{5}$ is the anti-fundamental representation of $SU(5)$ and $\mathbf{10}$ is the antisymmetric component of the $\mathbf{5} \otimes \mathbf{5}$ matrix. Comparing this to Eq. (2.2) shows that $\mathbf{5}$ contains $\{d^i, L^i\}$ and $\mathbf{10}^i$ contains $\{Q^i, u^i, e^i\}$, for $i = 1, 2, 3$. The interaction of these matter fields is mediated by $n^2 - 1 = 24$ gauge fields, transforming in the adjoint representation of $SU(5)$, for which the SM decomposition reads

$$
\mathbf{24} \rightarrow (\mathbf{8}, 1)_0 \oplus (\mathbf{1}, 3)_0 \oplus (\mathbf{1}, 1)_0 \oplus (\mathbf{3}, 2)_{-5/6} \oplus (\mathbf{3}, 2)_{5/6},
$$

(2.15)

where the first three terms are recognisable as the 12 SM gauge fields in Eq. (2.1), and the last two terms are 12 new bosons denoted by $\{X^\pm, Y^\pm\}_{1,2,3}$. These new bosons can mediate transitions between quarks and leptons, thus violating lepton and baryon number as well as enabling proton decay modes such as $p \rightarrow \pi^0 e^+$ [60]. Consequently, when $SU(5)$ is broken, the $X$ and $Y$ bosons must acquire a mass of at least $10^{15}$ GeV according to current experimental limits, a condition which is met by the SUSY version of the $SU(5)$ GUT, but not by the minimal non-supersymmetric model [61]. The symmetry breaking mechanism is achieved by a GUT-Higgs scalar field $H_{\mathbf{24}}$ in the adjoint representation $\mathbf{24}$, having a non-vanishing vev $\langle H_{\mathbf{24}} \rangle = v_{24} \text{diag}(2, 2, 2, -3, -3)$, which is proportional to the hypercharge generator and commutes with $G_{\text{SM}}$. The
masses of the $X$ and $Y$ bosons are then given by $M_{X,Y}^2 \sim g_{GUT}^2 v_{24}^2$. On the other hand, the SM Higgs doublet belongs to a \( \mathbf{5}_H \) representation of \( SU(5) \), along with three other states which form the colour-triplet Higgs $T$. Since the triplet can also mediate proton decay, this time through the mode $p \to \bar{\nu}K^+$, it must receive a heavy mass of at least $10^{15}$ GeV \cite{62}. The manner in which $H$ and $T$ acquire masses so different in orders of magnitude ($m_H/m_T \sim O(10^{-13})$) is referred to as the double-triplet splitting problem. In the supersymmetric GUT, two Higgs doublets $H_d$ and $H_u$ are needed, which can sit in $\mathbf{5}_H$ and $\mathbf{5}_H$ respectively, giving rise to the following types of Yukawa couplings

$$ W^{SU(5)}_{Yuk} = Y_u^{i,j} \Phi_{10}^{i} \Phi_{10}^{j} H^u_{5} + Y_d^{i,j} \Phi_{10}^{i} \Phi_{\bar{5}}^{j} H^d_{\bar{5}}. \quad (2.16) $$

Here, each term is to be interpreted as a singlet, through an appropriate contraction of $SU(5)$ indices: $\epsilon_{abcd} \Phi_{10}^{ab} \Phi_{10}^{cd} H^u_5$ and $\Phi_{10}^{ab} \Phi_{5_a} H_{\bar{5}}$. Also, note that in the $SU(5)$ theory, $Y_d$ and $Y_l$ are equal at the GUT scale, thus exemplifying Yukawa coupling unification.

Looking further, one can seek GUT groups with rank larger than 4. For rank = 5, the only simple groups in which $G_{SM}$ can be embedded are $SU(6)$ and $SO(10)$, while for rank = 6, they are $SU(7)$ and $E_6$. We will only discuss the $SO(10)$ and $E_6$ GUT models, since the $SU(6)$ and $SU(7)$ cases are simply extensions of the $SU(5)$ theory and they add no interesting new features. The relevant chain of embeddings reads

$$ G_{SM} \subset SU(5) \subset SO(10) \subset E_6, \quad (2.17) $$

but in later chapters we will see that $E_6$ can be embedded further in larger groups such as $E_7$ and $E_8$, the latter being particularly significant because of the $E_8 \times E_8$ heterotic string theory. One must stress however that $E_7$ and $E_8$ do not qualify as 4d GUT groups, because they have no complex representations and therefore the theories would not be chiral.

In the $SO(10)$ GUT, one spinor representation $\mathbf{16}$ of $SO(10)$ contains all the fifteen particles of an SM family and an additional unknown particle, interpreted to be the right-handed neutrino. More explicitly, if we decompose $\mathbf{16} = \mathbf{5} \oplus \mathbf{10} \oplus \mathbf{1}$ under the $SU(5)$ subgroup, we recognise the previously discussed $\mathbf{5} \oplus \mathbf{10}$ representation in $SU(5)$ plus the extra singlet $\mathbf{1}$. The adjoint representation $\mathbf{45}$ contains the 12 SM gauge bosons and 33 extra gauge bosons with weak and colour charges. Unlike $SU(5)$, the $SO(10)$ group can be broken down to $G_{SM}$ either directly or through various intermediate steps, for example via the maximal subgroup decomposition: $SO(10) \to SU(5) \times U(1) \to G_{SM}$, or via the Pati-Salam model \cite{63}: $SO(10) \to SU(4) \times SU(2)_L \times SU(2)_R \to G_{SM}$. Through their non-vanishing vevs,
the scalar fields of the Higgs sector are the ones dictating which symmetry-breaking scenario occurs. For a direct decomposition, a $144_H$ scalar multiplet is needed; for intermediate routes, combinations of scalars such as $45_H/54_H/210_H$ (rank-preserving) and $16_H/126_H$ (rank-reducing) are introduced instead. The sheer complexity of the Higgs sector is often regarded as a problem of GUTs that have large unification groups. As for the MSSM Higgs doublets $H_u$ and $H_d$, they are contained in one fundamental representation $10_H$ of $SO(10)$, which decomposes as $5_H \oplus \overline{5}_H$ under $SU(5)$. The only permitted Yukawa term reads

$$W_{Yuk}^{SO(10)} = Y^{i,j} \Phi^i_{16} \Phi^j_{16} H_{10},$$

(2.18)

such that all Yukawa coupling constants are unified at the $SO(10)$ GUT scale.

Finally, in the $E_6$ GUT, the $15 + 1$ matter fields of one SM generation are fitted inside the fundamental representation $27$. The remaining 11 states correspond to unknown heavy particles (non-chiral quarks and leptons), thus making the $E_6$ theory very cumbersome from a phenomenological perspective. Usually, the MSSM Higgs doublets also descend from one family $27$ multiplet, while the other two $27$s contain pairs of Higgs which are inert and do not get a vev \[65\]. Well-known breaking patterns are $E_6 \rightarrow SO(10) \times U(1)$ with branching $27 \rightarrow 16_1 \oplus 10_{-2} \oplus 1_4$ and $E_6 \rightarrow SU(3)_c \times SU(3)_L \times SU(3)_R$ (trinification model) with branching $27 \rightarrow (3,3,1) \oplus (\overline{3},1,\overline{3}) \oplus (1,\overline{3},3)$. Again, the symmetry breaking is realised by scalar fields which must be added to the theory. The Yukawa coupling is of the form

$$W_{Yuk}^{E_6} = Y^{i,j} \Phi^i_{27} \Phi^j_{27} H_{27},$$

(2.19)

Overall, Grand Unified Theories have an equal share of strengths and weaknesses. On the one hand, gauge coupling unification and the explanation for the values of hypercharges are extremely valuable features. On the other hand, no reason is given for the existence of three generations and many new Higgs particles have to be introduced by hand in order to explain symmetry breaking. Moreover, the double-triplet splitting problem has to be solved through mechanisms which avoid severe fine-tuning, but add new representations to the model. Examples of such mechanisms are the Dimopoulos–Wilczek (missing vev) mechanism in $SO(10)$ and the missing partner model in $SU(5)$ \[66, 67\]. Last but not least, important predictions of GUTs such as proton decay and magnetic monopoles have not yet been confirmed by experiment.
2.2.3 Supergravity

Supergravity is an extension of supersymmetry, designed to include the principles of General Relativity. In order to make this possible, supersymmetry has to become local, with a spacetime-dependent spinor $\epsilon(x)$ parametrising the infinitesimal SUSY transformation. The key ingredient of supergravity is the graviton $h_{\mu\nu}$, a massless spin-2 elementary particle which couples to the stress-energy tensor, thus mediating gravitational interactions. Its fermionic, spin-3/2 partner, the gravitino $\psi^\alpha_\mu$, equipped both with a spinor index $\alpha$ and a spacetime index $\mu$, is the gauge field of local supersymmetry and becomes massive when SUSY is broken, by absorbing the emerging goldstino in the so-called super-Higgs mechanism. There are two ways in which the graviton can be related to the metric $g_{\mu\nu}$, either through an infinitesimal expansion $g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}$ around the flat metric $\eta_{\mu\nu}$, or through the vielbein formalism. As is well-known from General Relativity, the metric (and implicitly the graviton) has to satisfy the Einstein’s field equations, which, in a vacuum, correspond to minimising the Einstein-Hilbert action

$$S_{EH} = \frac{1}{16\pi G_N} \int d^4x \sqrt{-g} R,$$

(2.20)

where $G_N$ is Newton’s constant.

As for the chiral and vector multiplets of the theory, they are taken into account when the superpotential $W$, the Kähler potential $K$ and the field strength superfield $W$ are included in the total action, so that, for example, Eq. (2.11) is reinterpreted in the context of supergravity. Of particular interest is the scalar potential

$$V = e^K \left( K^{IJ} D_I W D_J \overline{W} - 3|W|^2 \right) + \frac{1}{2} D^2,$$

(2.21)

where $D_I W = \frac{\partial W}{\partial \Phi^I} + \frac{\partial K}{\partial \Phi^I} W$, which is expressed in terms of the auxiliary fields $F_I = e^{K/2} D_I W$ and $D^a$. As in the global SUSY case, supersymmetry is spontaneously broken when at least one auxiliary field has a non-zero vev, however this time $V$ is no longer positive semidefinite, therefore solutions with $V = 0$ that approximate our Universe can in principle be consistent with broken supersymmetry.

Another feature of supergravity is that it can be formulated in more than four dimensions, in a way that mimics the Kaluza-Klein theory, the primary motivation being the unification of gravity with the other three forces of nature. Being non-renormalisable however, supergravity has to be interpreted as the low-energy limit of
a higher structure. In particular, superstring theories lead to effective supergravity theories in 10d, as we will see in later chapters. For this reason, it is useful to establish a specific string model before returning to supergravity and its implications to the phenomenology of particle physics.

2.3 String Theory

String Theory is the leading candidate for a quantum theory that unifies all interactions of nature, including gravity. In the framework of string theory, elementary particles are interpreted to be one-dimensional objects called strings, which appear to be point-like only at energies much lower than the string scale $M_s$. These objects can be either open or closed and sweep a two-dimensional surface, called worldsheet, that is parametrised by a space coordinate $\sigma$ and a time coordinate $\tau$. As strings vibrate, each vibrational mode is identified with a fundamental particle, whose mass and quantum numbers are determined by the equations of the string. Overall, the infinite number of oscillation modes gives rise to an infinite tower of particles, but only the zero modes, i.e. the massless particles are observable at energies way below $M_s$. In particular, the zero-mode spectrum of a closed string always includes the graviton, which means that gravity is automatically incorporated. Unlike supergravity however, string theory is UV-complete, since there is a UV/IR correspondence between strings at high and low energies, thus allowing all UV divergences to be reinterpreted as IR divergences. Moreover, the Lagrangian of string theory only contains one free parameter $\alpha'$ (historically called Regge slope), which defines the string length $l_s = \sqrt{\alpha'}$ and the string scale $M_s = 1/\sqrt{\alpha'}$.

The first attempt to build a string model was the bosonic string theory, only consistent in $D = 26$ dimensions, the reason being conformal anomaly cancellation. Because its spectrum only contains bosons and because of the presence of tachyons (particles with negative mass squared), it was clear from the start that this theory could not represent a description of our Universe. Further development led to the appearance of superstring theory, where both bosons and fermions are present and where the dimension of the spacetime is restricted to $D = 10$. No tachyons are present in superstring theory and the spectrum of excitations is governed by supersymmetry. Phenomenologically, this makes superstring theory a possible extension of physics at higher energies. After the first string revolution in 1984, five different superstring theories were developed, namely Type I, Type IIA, Type IIB, heterotic $SO(32)$ and heterotic $E_8 \times E_8$. Type I is based on both open and closed strings, while the other
four only contain closed strings. During the second string revolution (1994), it was proved that these theories may be the lower limits of an underlying 11-dimensional theory, called the M-theory (see Figure 2.1). Moreover, the five superstring theories are connected by dualities: for example, Type IIA and Type IIB are T-dual, and so are heterotic $SO(32)$ and heterotic $E_8 \times E_8$. There is also an S-duality between heterotic $SO(32)$ and Type I. We will further discuss in more detail what a heterotic string theory is, since they are the class of string models on which this thesis is based. The reason why they are so important in this context is because they connect with particle physics naturally. One $E_8$ factor of the gauge group $E_8 \times E_8$ contains all the GUT groups in (2.17). By comparison, IIB has no gauge symmetry and IIA has only $U(1)$ gauge symmetry, thus making them more problematic from a phenomenological perspective, unless D-branes are introduced.

![Figure 2.1: The various types of superstring theories arising as lower limits of the M-theory.](image)

2.3.1 Heterotic string theory

The heterotic string theory is one of the most promising candidates for a unified theory of physics. It was first introduced in 1985 as a theory of closed strings with decoupled left- and right-moving modes, where the left sector is defined in 26 dimensions as a bosonic string theory with spacetime coordinates $\{X_L^i(\sigma + \tau)\}_{i=0,\ldots,25}$, while the right sector is defined in 10 dimensions as a superstring theory, with bosonic and fermionic coordinates denoted as $\{X_R^i(\sigma - \tau)\}_{i=0,\ldots,9}$ and $\{\psi_R^i(\sigma - \tau)\}_{i=0,\ldots,9}$ respectively, where $\tau$ and $\sigma$ are worldsheet coordinates of the string. The extra 16 degrees of freedom in the left sector are regarded as dimensions of an internal compact space, namely
a maximal 16d torus \( T^{16} \) with critical radius \( R = \sqrt{\alpha'} \). It is useful to re-label these parameters as \( \{X^I(\sigma + \tau)\}_{I=10,...,25} \), and separate them from the rest of the bosonic left-movers \( \{X^I_L(\sigma + \tau)\}_{I=0,...,9} \), which are to be combined with their right-moving counterparts in order to form the physical spacetime coordinates of the string in 10 dimensions

\[
X^i(\sigma, \tau) = X^i_L(\sigma + \tau) + X^i_R(\sigma - \tau).
\] (2.22)

In conformity with Ref. [2], the worldsheet action which characterises the dynamics of the heterotic string can be written as

\[
S = -\int d\tau \int_0^\pi d\sigma \frac{1}{4\pi\alpha'} \left[ \partial_\alpha X^i X^\alpha + \partial_\alpha X^I \partial^\alpha X^I + \bar{\psi}_R^i \Gamma^\alpha \partial_\alpha \psi_R^i \right],
\] (2.23)

where \( \Gamma^\alpha \) are the two-dimensional Dirac matrices satisfying \( \{\Gamma^\alpha, \Gamma^\beta\} = 2\eta^{\alpha\beta} \).

Under the light-cone quantisation, which is introduced to remove all negative-norm states, the coordinates \( X^\pm = (X^0 \pm X^9)/\sqrt{2} \) and \( \psi_\pm^R = (\psi_0^R \pm \psi_9^R)/\sqrt{2} \) are gauge-fixed. This has the apparent effect of breaking manifest \( SO(1,9) \) Lorentz symmetry down to the rotational subgroup \( SO(8) \) of the transverse coordinates \( \{X^i\}_{i=1,...,8} \) and \( \{\psi^i_\pm\}_{i=1,...,8} \). Furthermore, under an alternative formulation of heterotic string theory, known as the fermionic construction, the extra 16 degrees of freedom \( \{X^I\}_{I=10,...,25} \) are redefined as 32 left-moving spin-1/2 Majorana fermions \( \{\lambda^A\}_{A=1,...,32} \), whose action according to Ref. [70] is of the form

\[
S \sim \int d^2\sigma \bar{\lambda}^A \Gamma^\alpha \partial_\alpha \lambda^A.
\] (2.24)

Through this formulation, the entire action of the string acquires a global \( SO(32) \) symmetry: fermions \( \lambda^A \) transform in the fundamental representation, while coordinates \( X^i, \psi_R^i \) are singlets. For this reason, left-movers can be specified as \( SO(8) \times SO(32) \) multiplets, while right movers, which are only affected by the \( SO(8) \) rotation, are labeled by their \( SO(8) \) quantum numbers. It is intuitive to assume that the global \( SO(32) \) symmetry descends locally to a gauge symmetry. In fact, it can be shown that heterotic string theories possess either gauge group \( SO(32) \) or \( E_8 \times E_8 \), depending on the choice of GSO projection. The GSO projection is essential for realising space-time supersymmetry, because it truncates the spectrum on every mass level, so that the bosonic and fermionic degrees of freedom become equal. In particular, the tachyonic ground state of the bosonic sector is completely eliminated. Since we will solely focus on the \( E_8 \times E_8 \) theory, the GSO projection involves splitting the fermions
\( \lambda^A \) into two groups and imposing a separate projection condition on each set, so that bosonic states \( \lambda^A \lambda^B \) form the adjoint representation \((248, 1) \oplus (1, 248)\) of \( E_8 \times E_8 \). As for the other heterotic string theory, it is often disregarded by phenomenology, because the adjoint of \( SO(32) \) does not contain the spinor representation of \( SO(10) \), therefore the connection to SUSY GUTs is harder to realise.

Now, in order to build the massless spectrum of the \( E_8 \times E_8 \) theory, the left-moving and right-moving modes of zero mass have to be paired, so that their tensor product is interpreted as a physical state. The massless states of the right-moving sector are the vector \( 8_V \) and the spinor \( 8 \) representations of \( SO(8) \), while in the left-moving sector, we encounter a vector \( (8_V, 1) \) and a tensor \( (1, \text{Adj}_{E_8 \times E_8}) \) representation of \( SO(8) \times (E_8 \times E_8) \). The combination of the two sectors gives the following spectrum of particles

\[
(8_V, 1) \times (8_V + 8) = (1, 1) + (28, 1) + (35, 1) + (56, 1) + (8', 1),
\]

\[
(1, \text{Adj}_{E_8 \times E_8}) \times (8_V + 8) = (8_V, \text{Adj}_{E_8 \times E_8}) + (8, \text{Adj}_{E_8 \times E_8}),
\]

which are to be interpreted in the next section as the gravity multiplet \( \{ \phi, B, g, \psi, \lambda \} \) and the \( E_8 \times E_8 \) gauge multiplet \( \{ A^a, \chi^a \} \) of an effective \( N = 1 \) supergravity theory.

### 2.4 The 10d Heterotic \( N = 1 \) Supergravity

In the low energy limit, where string excitations are much smaller than \( M_s \), the heterotic string theory is described by a 10-dimensional \( N = 1 \) supergravity, which is coupled to a 10-dimensional \( E_8 \times E_8 \) super-Yang-Mills theory. The field content of this theory is given by a gravity multiplet, which contains the metric \( g_{MN} \), the NS two-form \( B_{MN} \), and the dilaton \( \phi \), as well as their fermionic superpartners, the gravitino \( \psi_M \) and the dilatino \( \lambda \), and an \( E_8 \times E_8 \) gauge multiplet, consisting of the vector potential \( A^a_M \) and its superpartner, the gaugino \( \chi^a \). The field strength associated to the gauge field is defined as \( F = dA + A \wedge A \), while the spin connection \( \omega \) gives rise to the curvature tensor \( R = d\omega + \omega \wedge \omega \). With these notations, using Refs. [9], [70] and [84], the bosonic part of the 10d supergravity action is written up to first order in \( \alpha' \) as

\[
S = \frac{1}{2\kappa^2} \int d^{10}x \sqrt{-g} e^{-2\phi} \left( R + 4(\partial \phi)^2 - \frac{1}{2} H^2 - \frac{\alpha'}{4} \text{Tr} F^2 \right),
\]

with \( H = dB - \frac{\alpha'}{4} (\omega_{YM} - \omega_L) \),

\[20\]
where $\kappa$ is the ten-dimensional gravitational coupling constant, while $\omega_{YM}$ and $\omega_L$ are the gauge and gravitational Chern-Simons forms, respectively. In a similar way, the fermionic terms of the action are given by Eq. (2.93), however due to supersymmetry, they can be omitted.

Before moving on with our discussion, a close examination of anomalies is in order. Since heterotic string theories are chiral, gauge and gravitational anomalies are expected to arise from hexagon loops of chiral fermions. These anomalies are analogous to the triangle diagrams in the Standard Model and their external fields are combinations of gauge bosons and gravitons. Mathematically, the 10d anomaly is represented by a 12-form polynomial, which factorises into a 4-form and an 8-form term for specific gauge groups such as $E_8 \times E_8$ and $SO(32)$. In fact, those two groups are the only viable gauge groups for a consistent 10d super-Yang-Mills and supergravity theory primarily because of this factorisation, since anomalies of this form are reducible and can be canceled out completely [71]. This is realised through the famous Green-Schwarz mechanism, by introducing counter-terms corresponding to tree-level exchanges of a two-form $B$ between external fields (see Fig. 2.2). Here, $B$ is known to be the anti-symmetric component of the gravity multiplet, and $H$ is its field strength. It is important to note that the Chern-Simons forms $\omega_{YM}$ and $\omega_L$ are added to the expression of $H$ in order for the Green-Schwarz mechanism to take place. By definition, the Chern-Simons forms are expressed as

$$
\omega_{YM} = \text{Tr} \left( A \wedge dA + \frac{2}{3} A \wedge A \wedge A \right), \quad \omega_L = \text{Tr} \left( \omega \wedge d\omega + \frac{2}{3} \omega \wedge \omega \wedge \omega \right) \quad \text{(2.28)}
$$

and satisfy $d\omega_{YM} = \text{Tr}(F \wedge F)$ and $d\omega_L = \text{Tr}(R \wedge R)$. Because of this, the field strength $H$ must obey the modified Bianchi identity

$$
dH = \frac{\alpha'}{4} \left( \text{Tr}(R \wedge R) - \text{Tr}(F \wedge F) \right). \quad \text{(2.29)}
$$

With this setup, one can finally build an anomaly-free particle model.

In order for supersymmetry to be realised, it is required that the variation of all fields under the SUSY transformation is zero. More exactly, suppose $\epsilon(x^M)$, a spinor of $SO(1,9)$, is the parameter of local $N = 1$ supersymmetry with corresponding supercharge $Q$. Then the operator $Q$ must annihilate the vacuum state $|0\rangle$, so that $\langle \delta \Phi \rangle = \langle 0 \mid [\bar{\epsilon} Q, \Phi] \mid 0 \rangle \neq 0$ for any field $\Phi$. If, $\Phi$ is bosonic, the equation is trivial, because the supersymmetric variation of a bosonic field is equal to a sum of fermionic fields, whose vevs always vanish, otherwise they would violate Lorentz invariance. Therefore, one only needs to ensure that the variation $\langle \delta \Phi \rangle$ vanishes in the case
where $\Phi$ is fermionic. Following [9], the supersymmetry variations of the fermionic fields (the gravitino, the dilatino and the gaugino) are given by

$$\delta \psi_M = \frac{1}{\kappa} D_M \epsilon + \frac{1}{8\sqrt{3}\kappa} e^{-\phi} \left( \Gamma_M^{NPQ} - 9\delta_M^N \Gamma^{PQ} \right) \epsilon H_{NPQ} + \text{(Fermi)}^2,$$

$$\delta \chi^a = -\frac{\sqrt{\alpha'}}{4\sqrt{2}\kappa} e^{-\phi/2} \Gamma^{MN} F^a_{MN} \epsilon + \text{(Fermi)}^2,$$

$$\delta \lambda = -\frac{1}{\sqrt{2}} (\Gamma \cdot \partial \phi) \epsilon + \frac{1}{4\sqrt{6}\kappa} e^{-\phi} \Gamma^{MNP} H_{MNP} + \text{(Fermi)}^2.$$

(2.30)

Therefore, the Killing spinor equations are obtained by imposing $\langle \delta \psi_M \rangle, \langle \delta \chi^a \rangle, \langle \delta \lambda \rangle \not= 0$.

### 2.4.1 The compactification ansatz

In the remainder of this section, we discuss, in a somewhat informal manner, the preliminary mathematical conditions for a realistic heterotic string model. More technical details regarding the mathematics used here are provided in Section 2.5.

The goal of constructing 10d heterotic string theories is to connect them to observable 4d physics and, in particular, to $N = 1$ SUSY extensions of the Standard Model. This is done by compactifying the six extra dimensions at a compactification scale $M_c = 1/l_c$, large enough to escape detection (with $l_c$ being the typical length of the curled up dimensions). The simplest ansatz is to assume that the 10d background is a direct product $M_4 \times X$, where $M_4$ is a 4d maximally symmetric space (Minkowski, de Sitter or anti-de Sitter), as suggested by current cosmological models\(^2\), and $X$ is

\(^2\)Experimental evidence indicates that the Universe is de Sitter, however the cosmological constant is so small, compared to the string scale $M_s$, that string compactifications with Minkowski space are a good approximation. In addition, string models with AdS vacuum are also compatible with observation, provided that the vacuum is uplifted via the KKLT mechanism.
a 6d compact manifold with tangent bundle $TX$. To avoid confusion, the 10d coordinates will be labeled as $\{x^M\}_{M=0,\ldots,9}$, the 4d external coordinates as $\{x^\mu\}_{\mu=0,\ldots,3}$ and the 6d internal coordinates as $\{y^m\}_{m=4,\ldots,9}$. With these notations, every field can be decomposed explicitly into external and internal components. For example, the background metric (i.e. the vev of $g_{MN}$) becomes block diagonal

$$ ds^2 = g_{\mu\nu}dx^\mu dx^\nu + g^{(6)}_{mn}dy^m dy^n, $$

(2.31)
as the Lorentz group $SO(1,9)$ breaks down to $SO(1,3) \times SO(6)$. Any non-diagonal perturbation $\delta g_{\mu n}$ is forbidden to acquire a vev, since it transforms as a vector under $SO(1,3)$ and would therefore violate Lorentz invariance. In more general cases, warp factors $A(y^m)$ are introduced by fluxes to modify the 4d metric to $e^{2A(y)}g_{\mu\nu}$. Although useful in the context of moduli-stabilisation, such factors will not be considered here.

In addition to specifying a spacetime ansatz, one needs to break the gauge group $E_8 \times E_8$ down to the gauge group $H_{4d}$ of a 4d theory. This is achieved by turning on background values for the internal components of gauge fields $A^a_m$, which are interpreted as connections of a vector bundle $V \to X$, with structure group $G \subset E_8$. The effect is that one $E_8$ factor splits as $G \times H_{4d}$, provided that $H_{4d}$ is the commutant of $G$ in $E_8$. The other $E_8$ is considered to be in the “hidden sector”, which couples only gravitationally to the physical theory and therefore its effects are negligible. If $\tilde{V} \to X$ is the hidden sector vector bundle, with structure group in $E_8$, then the complete $E_8 \times E_8$ bundle over $X$ is given by $V \oplus \tilde{V}$. In most calculations however, we will assume $\tilde{V}$ to be trivial.

The choice of internal manifold $X$ and vector bundle $V$ is not arbitrary. As argued in Section 2.2.1, preserving $N = 1$ SUSY in 4d is important for phenomenology and therefore certain restrictions have to be imposed. Supersymmetry is needed at low energies in order to stabilise the Higgs mass and we only want $N = 1$, rather than $N \geq 2$ supersymmetry, because the theory has to contain chiral fermions.

### 2.4.2 Conditions for 4d $N = 1$ supersymmetry

Finding the conditions for 4d $N = 1$ SUSY amounts to applying the compactification ansatz $M_4 \times X$ to the Killing spinor equations in (2.30). One looks for a solution which preserves precisely 1/4 of the original 16 supercharges. In order to simplify the discussion, we will assume that the vev of the dilaton $\phi$ is a constant and the vev of the field strength $H$ vanishes. Under these assumptions, the equation for the dilatino is automatically satisfied. However, the equations corresponding to the other
two fermionic fields, the gravitino and the gaugino, are non-trivial and can be recast in the following form

\[ \langle \delta \psi_M \rangle = \nabla_M \epsilon = 0 \]  
\[ \langle \delta \chi^a \rangle = \Gamma^{mn} F_{mn}^a \epsilon = 0. \]  

Here, the SUSY parameter \( \epsilon \) is a 16 Majorana-Weyl spinor of \( SO(1, 9) \), which breaks into \((2, 4) \oplus (2', 4')\) under \( SO(1, 3) \times SO(6) \). It is convenient to express \( \epsilon \) as \( \eta \otimes \xi \), where \( \eta \) is the external spinor 2 and \( \xi \) is the internal spinor 4. The requirement of (2.32) that \( \epsilon \) is covariantly constant means that both \( \nabla_\mu \eta \) and \( \nabla_m \xi \) must vanish. Using the relation

\[ [\nabla_\mu, \nabla_\nu] \eta = \frac{1}{4} R_{\mu\rho\sigma\tau} \Gamma^{\rho\sigma} \eta, \]  
\[ R_{\mu\rho\sigma\tau} = \frac{R}{12} (g_{\mu\rho} g_{\nu\sigma} - g_{\mu\sigma} g_{\nu\rho}), \]  

one can see that the only way for \( \nabla_\mu \eta \) to be zero is when the 4d manifold \( M_4 \) is flat (Minkowski).3

In a similar way, the condition \( \nabla_m \xi = 0 \) implies that \( R_{\mu\rho\sigma\tau} \Gamma^{\rho\sigma} \xi \) must vanish, but without a maximally symmetric restriction, the internal manifold \( X \) is not required to be flat, only Ricci-flat, i.e. \( R_{mn} = 0 \). In addition to that, the holonomy group of \( X \) has to ensure that the spinor \( \xi \) stays invariant under parallel transport. The most general holonomy of a 6d manifold is \( SO(6) \simeq SU(4) \), however in our case it has to be a subgroup \( \text{Hol}(X) \subset SU(4) \) such that every element \( U \in \text{Hol}(X) \) satisfies \( U \xi = \xi \). One can easily see that the largest subgroup with this property is \( SU(3) \), as \( \xi \) can be rotated to take the form \((0, 0, 0, \xi_0)^T\), so that \( SU(3) \) transformations acting on the first three components leave \( \xi \) as a singlet. In fact, \( SU(3) \) and discrete subgroups of \( SU(3) \), which will not be considered here4, are the only viable picks, because smaller subgroups of \( SU(4) \) would allow too many supercharges in the 4d theory. Therefore, in addition to being Ricci-flat, \( X \) must have precisely \( SU(3) \) holonomy. Finding manifolds with such properties is in principle not an easy task. Luckily, a conjecture by Eugenio Calabi [73, 74], followed by a proof by Shing-Tung Yau [75] led to the following theorem

---

3To our knowledge, no dS vacuum was ever achieved in heterotic models. On the other hand, up-lifting to dS is claimed to be done in KKLT IIB models using anti-D3-branes. [72]

4For simplicity of the model, we assume the holonomy group of \( X \) is \( SU(3) \), however in orbifold constructions, a discrete subgroup of \( SU(3) \) can be considered.
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Theorem 1 (Yau’s theorem). A compact, 2n-dimensional Kähler manifold with vanishing first Chern class admits a unique Ricci-flat Kähler metric, for each given Kähler class.

Here, Kähler means complex manifold with holonomy $U(n)$ and the first Chern class $c_1(TX)$ is a topological invariant given by the cohomology class $[R]$ of the Ricci form

$$c_1(TX) \equiv \frac{1}{2\pi} [R] \overset{!}{=} 0. \quad (2.36)$$

Such a manifold is called Calabi-Yau (CY) and its holonomy group is proven to be contained in $SU(n)$. This is because Kähler manifolds already have reduced anomaly $U(n) \simeq SU(n) \times U(1)$. The $U(1)$ factor, generated by the Ricci tensor, then vanishes if the Ricci-flat condition is imposed. In Section 2.5.3, we will study the properties of Calabi-Yau manifolds in more detail, in particular the Calabi-Yau threefolds, which have $SU(3)$ holonomy and are therefore suitable for compactification.

The other condition for unbroken supersymmetry, $(2.33)$, can be recast in complex coordinates in the form of the Hermitian Yang-Mills equations

$$g^{\alpha\beta} F_{\alpha\beta} = 0, \quad F_{ab} = F_{a\overline{b}} = 0. \quad (2.37)$$

The second equation, $F_{ab} = F_{a\overline{b}} \overset{!}{=} 0$, can be satisfied for a suitable connection $A$, if the vector bundle $V$ is holomorphic (i.e. the transition functions are holomorphic maps). According to the Donaldson-Uhlenbeck-Yau (DUY) theorem $[76, 77]$, there exists a connection for which $g^{\alpha\beta} F_{\alpha\beta} \overset{!}{=} 0$ also holds true, if $V$ is poly-stable and has vanishing slope. Mathematically, the notion of stability is introduced by defining the slope of a bundle $V$ as

$$\mu(V) \equiv \frac{1}{\text{rk}(V)} \int_X c_1(V) \wedge J \wedge J, \quad (2.38)$$

where $J$ is the Kähler form on $X$ and $c_1(V)$ and $\text{rk}(V)$ are the first Chern class and the rank of the bundle. Then $V$ is called stable if the slope satisfies $\mu(F) < \mu(V)$, for all sub-sheafs $F \subset V$ with rank $0 < \text{rk}(F) < \text{rk}(V)$, and poly-stable if it is decomposable as a direct sum of stable bundles $V = \bigoplus_{i=1}^{n} U_i$, with slopes $\mu(U_i) = \mu(V)$.

As for the zero-slope condition, it is automatically satisfied if we assume that

$$c_1(V) \equiv \frac{i}{2\pi} [\text{Tr} F] = 0, \quad (2.39)$$

which is equivalent to saying that the structure group of $V$ is special unitary. This is needed to ensure that the structure group of $V$ embeds into $E_8$, and in addition to
that, special unitary groups such as $SU(5)$, $SU(4)$ and $SU(3)$ give rise to the GUT groups $SU(5)$, $SO(10)$ and $E_6$ respectively, in the 4d theory. In general however, $U(n)$ vector bundles with $c_1(V) \neq 0$ can also lead to phenomenologically interesting compactifications [78], although they will not be the subject of this thesis.

In conclusion, in order for $N = 1$ supersymmetry to be preserved at lower energies, the 4d space must be flat, the internal manifold must be Calabi-Yau and the vector bundle must be holomorphic and poly-stable.

### 2.4.3 Conditions for anomaly cancellation

The background geometry is further constrained by the anomaly cancellation condition. Since the left-hand side of (2.29) is exact, $\text{Tr}(R \wedge R)$ and $\text{Tr}(F \wedge F)$ must be in the same cohomology class, thus leading to a topological identity

$$
\text{ch}_2(TX) = \text{ch}_2(V) + \text{ch}_2(\tilde{V})
$$

between the tangent bundle of $X$ and the $E_8 \times E_8$ gauge bundle (here $\text{ch}_2$ denotes the second Chern character). In certain theories, the vacuum is altered by the presence of 5-branes, so the anomaly condition becomes

$$
\text{ch}_2(TX) - \text{ch}_2(V) - \text{ch}_2(\tilde{V}) = W,
$$

with $W$ being the homology class of the two-cycles (curves) in $X$, around which the 5-branes wrap. Preservation of supersymmetry requires these cycles to be holomorphic, and consequently $W$ to be effective, i.e. an element of the Mori cone $\{\sum a_i [C_i], \text{where } C_i \subset X \text{ are holomorphic curve representatives, and } a_i \in \mathbb{R}^+\}$. Provided that the left-hand side of (2.41) is effective, one can construct anomaly-free models by wrapping 5-branes on the relevant cycles. If we assume $\tilde{V}$ is trivial and use $c_1(TX) = c_1(V) = 0$, we obtain

$$
c_2(TX) - c_2(V) = W,
$$

for $W \in H_2(X, \mathbb{Z})$, an effective class.

### 2.5 Mathematical Ingredients for Compactification

In order to have a proper understanding of Calabi-Yau manifolds and holomorphic vector bundles (the main ingredients of compactification), one needs to be familiarised with concepts from complex geometry and Hodge theory. In this section we will briefly
discuss these topics and then proceed to describe a particular class of CY manifolds that is used in this thesis, namely the Complete Intersection Calabi Yau manifolds (CICYs).

2.5.1 Complex manifolds

**Definition 2.5.1.** An \( n \)-dimensional complex manifold \( M \) is a \( 2n \)-dimensional real manifold that resembles the complex flat space \( \mathbb{C}^n \) locally. In order to satisfy this, \( M \) must be equipped with an atlas of charts \( (U_\alpha, \phi_\alpha) \), where \( \{U_\alpha\} \) are open subsets that cover \( M \), and every map \( \phi_\alpha : U_\alpha \to \mathbb{C}^n \) must be a homeomorphism. Moreover, for any two given subsets \( U_\alpha \) and \( U_\beta \) that satisfy \( U_\alpha \cap U_\beta \neq \emptyset \), the associated transition map \( \psi_{\beta\alpha} \equiv \phi_\beta \circ \phi_\alpha^{-1} \), \( \psi_{\beta\alpha} : \phi_\alpha(U_\alpha \cap U_\beta) \to \phi_\beta(U_\alpha \cap U_\beta) \) must be holomorphic. This is to ensure that the tangent space can be complexified with respect to some projection operators, such that \( T_pM = T_pM^+ \oplus T_pM^- \) and every vector field is decomposable into a holomorphic and an anti-holomorphic component. It has been shown that

**Theorem 2.** An even-dimensional real manifold is complex if and only if it is endowed with a globally defined almost complex structure \( I^a_b \), satisfying \( I^a_b I^b_c = -\delta^c_a \), and the Niejenhuis tensor \( N_{abc} \equiv I^{[ac} I^b_d \delta^{de]} - I^{[ad} I^c_b \delta^{de]} \) vanishes.

This makes it possible for local complex coordinates \( z^a \) and \( \bar{z}^\bar{a} \) to be introduced, so that on every patch, one has \( I^a_b = i \delta^a_b \), \( I^a_{\bar{b}} = -i \delta^a_{\bar{b}} \) and \( I^a_{\bar{b}} = I^a_{\bar{b}} = 0 \). Any complex manifold admits a metric of the form \( ds^2 = g_{a\bar{b}} dz^a d\bar{z}^{\bar{b}} \), which is called hermitian. It can be used to define the fundamental 2-form

\[
J = ig_{a\bar{b}} dz^a \wedge d\bar{z}^{\bar{b}}, \quad (2.43)
\]

by lowering one index of the complex structure, i.e. \( J_{a\bar{b}} = I^c_{a\bar{b}} g_{\bar{c}b} \).

**Definition 2.5.2.** A Kähler manifold is a complex manifold with hermitian metric, for which the form \( J \) is closed.

In this case, \( J \) is called a Kähler form. The restriction \( dJ = 0 \) ensures that the only non-zero coefficients of the Levi-Civita connection are \( \Gamma^a_{ab} \) and \( \Gamma^a_{\bar{b}b} \), thus preserving holomorphicity under parallel transport, so the holonomy group is \( U(n) \). Another important feature of Kähler geometry is that on every patch \( U_\alpha \), we can define a real-valued function \( K_\alpha \), known as the Kähler potential, which specifies the metric

\[
g_{a\bar{b}} = \partial_a \partial_{\bar{b}} K_\alpha. \quad (2.44)
\]
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The Kähler potential is not unique and, on the intersection of patches, two Kähler potentials are related by $K_\alpha(z,\bar{z}) = K_\beta(z,\bar{z}) + f_{\alpha\beta}(z) + \bar{T}_{\alpha\beta}(\bar{z})$, where $f$ and $\bar{T}$ are a holomorphic and an anti-holomorphic function. Further properties stem from the computation of curvature tensors and, in particular, the Ricci form $R \equiv iR_{\alpha\overline{\beta}}dz^\alpha \wedge d\overline{z}^\beta = i\partial \overline{\partial} \log(g^{1/2})$, which is closed, globally defined and determines the first Chern class. We conclude our discussion of Kähler manifolds with a short look on complex projective spaces.

Example 2.5.1. As a subclass of compact Kähler manifolds, complex projective spaces $\mathbb{C}P^n$ or, shortly, $\mathbb{P}^n$ will be the building blocks for our Calabi-Yau manifolds. These spaces are obtained by identifying points in $\mathbb{C}^{n+1} \setminus \{0\}$ according to the equivalence relation $(x_0, ..., x_n) \sim \lambda(x_0, ..., x_n)$, for $\lambda \in \mathbb{C}^*$, so that every element $(x_0 : ... : x_n) \in \mathbb{P}^n$ corresponds to a line through the origin. The numbers $x_\alpha$ are called homogeneous coordinates on $\mathbb{P}^n$. On each open patch $U_\alpha = \{(x_0 : ... : x_n) | x_\alpha \neq 0\}$, we can define new parameters $\xi_\alpha^\mu \equiv x_\mu / x_\alpha$ ($\mu \neq \alpha$), which map $U_\alpha$ to $\mathbb{C}^n$ and are called inhomogeneous coordinates. The transition functions on $U_\alpha \cap U_\beta$ overlaps are simply multiplications by $x_\alpha / x_\beta$ so they are holomorphic. In line with (2.44), the Fubini-Study Kähler potential is introduced on every patch $U_\alpha$

$$K_\alpha = \frac{i}{2\pi} \ln \kappa_\alpha,$$

where $\kappa_\alpha \equiv \sum_{\mu=0}^n|\xi_\mu^\alpha|^2$, (2.45)

which allows one to calculate the metric and the Kähler form $J = i\partial \overline{\partial} K_\alpha$. In particular, the Ricci tensor $R = -(n + 1)J$ shows that projective spaces are not Calabi-Yau, even though many well-known Calabi-Yau manifolds are submanifolds of projective spaces.

2.5.2 Hodge theory

Hodge theory is an area of algebraic geometry that studies cohomology groups. The reason why it is important to compactification is that there is a correlation between the topology of the internal manifold and the low-energy spectrum of particles. In this chapter we will analyse the most basic types of cohomologies: de Rham and Dolbeault. Section 2.5.5 will introduce vector bundle cohomologies, which are more elaborate. We start by defining $\Omega^p(M)$, as the set of all $p$-forms that live on a Riemannian $n$-dimensional manifold $M$, and we assume that $M$ is compact and without a boundary. The exterior derivative is an operator $d : \Omega^p(M) \rightarrow \Omega^{p+1}(M)$, so that

$$d\omega_p = \frac{1}{p!} \partial_i \omega_{i_1 ... i_p} dx^{i_1} \wedge ... \wedge dx^{i_p}, \quad \omega_p \in \Omega^p(M).$$
A $p$-form $\omega_p$ is called closed if $d\omega_p = 0$ and exact if $\omega_p = d\nu_{p-1}$, for some $\nu_{p-1} \in \Omega^{p-1}(M)$. Since $d^2 = 0$, all exact forms are also closed, while closed forms are not necessarily exact (although on local patches, they can be expressed as $\omega_p = d\nu_{p-1}$).

**Definition 2.5.3.** Let $Z^p$ be the set of closed $p$-forms on $M$, and $B^p$ the set of exact $p$-forms on $M$. Then the quotient $H^p(M) = Z^p / B^p$ is called the $p$th de Rham cohomology group.

The elements of $H^p(M)$ are cohomology classes $[\omega_p]$, obtained through setting the equivalence relation $\omega_p \sim \omega_p + d\nu_{p-1}$, and $\omega_p$ is called the representative of the class. The dimension of $H^p(M)$ is a topological invariant, referred to as the Betti number $b_p$. It is useful to define the Hodge star operator $\ast : \Omega^p(M) \to \Omega^{n-p}(M)$

$$\ast(dx^{i_1} \wedge ... \wedge dx^{i_p}) = \frac{\sqrt{|g|}}{(n-p)!} e^{1\ldots i_p} dx^{i_{p+1}} \wedge ... \wedge dx^{n}, \tag{2.47}$$

in order to introduce the inner product on $p$-forms

$$(\alpha, \beta) = \int_M \alpha \wedge \ast \beta, \quad \text{where } \alpha, \beta \in \Omega^p(M), \tag{2.48}$$

as well as the adjoint exterior derivative $d^* : \Omega^p(M) \to \Omega^{p-1}(M)$, $d^* = (-1)^{np+n+1} d \ast$, for which $(\alpha_p, d\beta_{p-1}) = (d^* \alpha_p, \beta_{p-1})$, and the Laplace operator $\Delta = dd^* + d^*d$.

**Definition 2.5.4.** A form $\gamma_p$ is said to be harmonic if $\Delta \gamma_p = 0$.

Using the inner product, one can prove that on a compact manifold without a boundary, $\gamma_p$ is harmonic if and only if $d\gamma_p = d^* \gamma_p = 0$. Moreover, the Hodge decomposition theorem states that for any $p$-form $\omega_p$, there is a unique decomposition $\omega_p = \gamma_p + d\alpha_{p-1} + d^* \beta_{p+1}$, where $\gamma_p$ is the corresponding harmonic $p$-form. The consequence of this is that every cohomology class contains precisely one harmonic representative. The Betti number $b_p$ is therefore identical with the number of linearly independent harmonic $p$-forms on $M$. In particular, if $\gamma_p$ is harmonic, then $\ast \gamma_p$ is also harmonic, which means that $H^p(M)$ and $H^{n-p}(M)$ are isomorphic and $b_p = b_{n-p}$ (the Poincaré duality).

Moving on to complex manifolds, we define $M$ as an $n$-dimensional compact complex manifold and $\Omega^{p,q}(M)$ as the space of $(p, q)$-forms on $M$. The exterior derivative can be split into $d = \partial + \bar{\partial}$, where $\partial$ and $\bar{\partial}$ are called Dolbeaut operators, acting separately as $\partial : \Omega^{p,q}(M) \to \Omega^{p+1,q}(M)$ and $\bar{\partial} : \Omega^{p,q}(M) \to \Omega^{p,q+1}(M)$. They satisfy $\partial^2 = \bar{\partial}^2 = 0$. As before, a $(p, q)$-form $\omega_{p,q}$ is $\bar{\partial}$-closed if $\bar{\partial} \omega_{p,q} = 0$ and $\bar{\partial}$-exact if $\omega_{p,q} = \bar{\partial} \nu_{p,q-1}$ for some $\nu_{p,q-1} \in \Omega^{p,q-1}(M)$.
Definition 2.5.5. The \((p,q)\)th Dolbeault cohomology is defined as the quotient 
\[ H^{p,q}_{\bar{\partial}}(M) = Z^{p,q}_{\bar{\partial}}(M)/B^{p,q}_{\bar{\partial}}(M), \]
where \(Z^{p,q}_{\bar{\partial}}(M)\) and \(B^{p,q}_{\bar{\partial}}(M)\) are the sets of \(\bar{\partial}\)-closed and \(\bar{\partial}\)-exact \((p,q)\)-forms, respectively.

The dimension of \(H^{p,q}_{\bar{\partial}}(M)\) is called the Hodge number \(h^{p,q}\). On complex manifolds with hermitian metric, an inner product between \((p,q)\)-forms is introduced
\[ (\alpha, \beta) = \int_M \alpha \wedge \bar{\beta}, \quad \text{where } \alpha, \beta \in \Omega^{p,q}(M) \quad \text{and} \quad \bar{\beta} \equiv *\bar{\beta}, \quad (2.49) \]
which allows one to define adjoint operators \(\partial^\dagger\), \(\bar{\partial}^\dagger\) and Laplace operators
\[ \Delta_{\partial} = \partial \partial^\dagger + \partial^\dagger \partial, \quad \Delta_{\bar{\partial}} = \bar{\partial} \bar{\partial}^\dagger + \bar{\partial}^\dagger \bar{\partial}. \quad (2.50) \]
A \((p,q)\)-form \(\gamma_{p,q}\) is said to be \(\bar{\partial}\)-harmonic, if it is annihilated by the Laplacian \(\Delta_{\bar{\partial}}\). One can prove that this is equivalent to \(\bar{\partial}\gamma_{p,q} = 0\) and \(\bar{\partial}^\dagger\gamma_{p,q} = 0\). Moreover, \(\bar{\partial}\)-harmonic forms are in one-to-one correspondence with the cohomology classes of \(H^{p,q}_{\bar{\partial}}(M)\), due to the unique Dolbeault decomposition \(\omega_{p,q} = \gamma_{p,q} + \bar{\partial} \alpha_{p,q-1} + \bar{\partial}^\dagger \beta_{p,q+1}\) for any form \(\omega_{p,q}\), where \(\gamma_{p,q}\) is \(\bar{\partial}\)-harmonic. This is in analogy with the de Rham case, although in general the de Rham and Dolbeault cohomologies are not related: de Rham is purely topological, while Dolbeault depends on the specific choice of complex structure. Only on compact Kähler manifolds is there an explicit relation, namely through the identity \(\Delta = 2\Delta_{\bar{\partial}}\), which ensures that
\[ H^r(M) = \bigoplus_{p+q=r} H^{p,q}_{\bar{\partial}}(M), \quad b_r = \sum_{p+q=r} h^{p,q}. \quad (2.51) \]
In this case, the Dolbeault cohomology is considered quasi-topological, because it only depends on complex structure and not on the choice of Kähler metric [9] [79]. The corresponding Hodge numbers are constrained to satisfy
\[ h^{p,q} = h^{q,p} \quad \text{(Hodge symmetry)}, \quad h^{p,q} = h^{n-p,n-q} \quad \text{(Serre duality)}. \quad (2.52) \]
Now, on a compact Kähler manifold, the Kähler form (2.43) is not just closed, but can be chosen to be co-closed (and therefore harmonic), so it can be expanded in a basis of harmonic \((1,1)\)-forms \(\{\omega_i\}\) as
\[ J = \sum_{i=1}^{h^{1,1}} t^i \omega_i, \quad (2.53) \]
where the parameters \(t^i\) give the Kähler cone, i.e. the set of possible Kähler forms on \(M\). Such parameters are constrained by the requirement that \(\int_M J^n > 0\), since \(J^n\)
is proportional to the volume element, and also by \( \int_{C_i} J > 0 \), \( \ldots \), \( \int_{C_{n-1}} J^{n-1} > 0 \), where \( C_i \) is an \( i \)-cycle. It is often possible and convenient to choose a basis \( \{ \omega_i \} \), such that the Kähler cone is \( t^i > 0 \). On a final note, the Ricci form is also closed, but not necessarily harmonic, and it defines the cohomology class \( c_1(TM) \in H^1_{\partial}(M) \). If \( c_1(TM) \) is trivial (i.e. \( R \) is exact), the compact Kähler manifold is called Calabi-Yau.

### 2.5.3 Calabi-Yau manifolds

As mentioned before, a Calabi-Yau \( n \)-fold is an \( n \)-dimensional compact Kähler manifold with vanishing first Chern class (2.36). On such a manifold, Theorem 1 (Yau’s Theorem) guarantees the existence of a unique Ricci-flat metric. Moreover, the metric has special holonomy group \( SU(n) \), which means that the manifold admits covariantly constant spinors \( \xi, \overline{\xi} \) of opposite chirality. Simple examples of Calabi-Yau \( n \)-folds include the complex elliptic curve, i.e. the two-torus \( T^2 \) \((n = 1)\) and the K3 surfaces \((n = 2)\). However, in conformity with our compactification ansatz in Section 2.4.2, we require that \( X \) is a Calabi-Yau threefold. Moreover, \( X \) must have precisely \( SU(3) \) holonomy and not a subgroup thereof, so trivial cases such as \( T^6 \) or \( T^2 \times K3 \) are excluded.

**Theorem 3.** A compact Kähler threefold is Calabi-Yau if and only if it admits a nowhere vanishing holomorphic \((3,0)\)-form \( \Omega \).

More explicitly, a holomorphic \((3,0)\)-form can be written as \( \Omega_{mnr} = f(z)\epsilon_{mnr} \) on every patch, where \( \epsilon_{mnr} \) is the Levi-Civita symbol and \( f(z) \) is a nowhere vanishing holomorphic function. This ensures that the Ricci form is exact, so the first Chern class vanishes. Conversely, for any Calabi-Yau manifold, one can construct a nowhere vanishing \((3,0)\)-form \( \Omega \), using the covariantly constant spinor \( \xi \) and the \( \gamma \)-matrices

\[
\Omega_{mnr} = \xi^T \gamma_{mnr} \xi.
\]  

(2.54)

It can be proven that \( \Omega \) is harmonic and (up to a constant) unique. The corresponding cohomology class \([\Omega]\) is therefore the only element in \( H^{3,0}(X) \), so \( h^{3,0} = 1 \). In addition to that, the uniqueness of \( \Omega \) sets a duality

\[
h^{0,q} = h^{0,3-q}, \quad h^{p,0} = h^{3-p,0},
\]  

(2.55)

because for any given class \([\alpha] \in H^{0,q}(X)\), there exists a unique class \([\beta] \in H^{0,3-q}(X)\), such that \( \int_X \Omega \wedge \alpha \wedge \beta = 1 \). The rules listed in (2.52), together with the fact that
\( h^{0,0} = 1 \) for a connected manifold, and \( h^{0,1} = 0 \) for strictly \( SU(3) \) holonomy,\(^5\) show that the only unconstrained Hodge numbers remain \( h^{1,1} \) and \( h^{2,1} \). This information is best encoded by the Hodge diamond diagram

\[
\begin{array}{ccccccc}
  & & h^{0,0} & & 1 & & \\
  & h^{1,0} & & h^{0,1} & & & \\
 h^{2,0} & & h^{1,1} & & h^{0,2} & & 0 & h^{1,1} & 0 \\
 h^{3,0} & h^{2,1} & h^{1,2} & h^{0,3} & = 1 & h^{2,1} & h^{1,2} & 1 & . \\
 h^{3,1} & h^{2,2} & h^{1,3} & & 0 & h^{1,1} & 0 & & \\
 h^{3,2} & h^{2,3} & & 0 & 0 \\
 h^{3,3} & & & & & 1 \\
\end{array}
\]

(2.56)

Additionally, one can introduce the Euler number, which simplifies to

\[
\chi \equiv \sum_{p=0}^{6} (-1)^p b_p = 2 \left( h^{1,1} - h^{2,1} \right).
\]

(2.57)

Being Kähler, Calabi-Yau manifolds admit a metric \( ds^2 = g_{n\overline{m}} dz^n d\overline{z}^m \) with a corresponding Kähler form \( J = ig_{n\overline{m}} dz^n \wedge d\overline{z}^m \) that is closed and expanded in a basis of harmonic (1, 1)-forms \( \{\omega_i\} \) as in (2.53). Integrating \( J \wedge J \wedge J \) over \( X \) gives the volume \( \mathcal{V} \) of the manifold

\[
\int_X J \wedge J \wedge J = d_{ijk} t^i t^j t^k = 6\mathcal{V},
\]

(2.58)

where \( d_{ijk} \) are the intersection numbers

\[
d_{ijk} = \int_X \omega_i \wedge \omega_j \wedge \omega_k.
\]

(2.59)

It is obvious from (2.53) that the choice of Kähler form is determined by \( h^{1,1} \) real parameters \( t^i \). In a similar way, the complex structure is specified by \( h^{2,1} \) complex parameters \( z^a \), as seen by expanding the (2, 1)-form \( I_{mn\overline{r}} = \Omega_{mn\overline{r}} I_s^s \) in a basis of harmonic forms. Consequently, the Hodge numbers \( h^{1,1} \) and \( h^{2,1} \) describe the topology of the manifold in two separate ways: \( h^{1,1} \) counts the independent size deformations that keep the complex structure invariant, while \( h^{2,1} \) counts deformations of shape. An important observation, which led to the concept of mirror symmetry, was that Calabi-Yau manifolds come in pairs \( (X, \tilde{X}) \), satisfying \( H^{1,1}(X) \simeq H^{2,1}(\tilde{X}) \) and \( H^{2,1}(X) \simeq \)

\(^5\)The reason behind this is that spinors on a CY manifold correspond to \( (0, k) \)-forms, for \( k = 0, ..., 3 \), due to Dirac matrices acting like creation and annihilation operators: \( \{\gamma^m, \gamma^n\} = \{\gamma^m, \gamma^n\} = 0 \) and \( \{\gamma^m, \gamma^n\} = 2g^{mn} \). In particular, the states \( \gamma^m \xi \) and \( \gamma^m \gamma^n \xi \) get multiplied to \( (0, 1) \) and \( (0, 2) \)-forms respectively, and as they are not allowed to transform trivially under \( SU(3) \), the restriction \( h^{0,1} = h^{0,2} = 0 \) has to be imposed.
$H^{1,1}(\hat{X})$. The type IIA string theory compactified on $X$ was proven to be dual to the type IIB string theory compactified on $\hat{X}$. In the case of heterotic string theory however, mirror symmetry is not so well understood.

2.5.4 Complete Intersection Calabi-Yau manifolds

One reliable method of constructing Calabi-Yau Manifolds is by embedding them in a product of projective spaces $A = \mathbb{P}^{n_1} \times \ldots \times \mathbb{P}^{n_m}$, referred to as the ambient space. The reason why complex projective spaces are used instead of $\mathbb{C}^n$ is because none of the Kähler submanifolds of $\mathbb{C}^n$ are compact, while all analytic submanifolds of $\mathbb{P}^n$ are guaranteed to be Kähler and compact \[10\]. A Complete Intersection Calabi-Yau Manifold (CICY) $X$ is defined as the intersection of $K$ hypersurfaces \( \{M_j\}_{j=1,\ldots,K} \)

\[X = M_1 \cap \ldots \cap M_K, \tag{2.60}\]

where each $M_j$ is the zero locus of a polynomial $p_j$, with variables in the ambient space $A$. In order for the intersection to be called complete, it is necessary that the $K$-form

\[\Psi = dp_1 \wedge \ldots \wedge dp_K, \tag{2.61}\]

is nowhere vanishing on $X$, to ensure that $X$ does not possess any singularities. Additionally, this imposes that the dimension of the CICY is equal to the dimension of the ambient space minus the number of polynomials. In the case where $X$ is a threefold, this means

\[\sum_{i=1}^{m} n_i - K = 3. \tag{2.62}\]

Now, suppose the homogenous coordinates of each projective space $\mathbb{P}^{n_i}$ are written as $x^{(i)} = (x_0^{(i)} : x_1^{(i)} : \ldots : x_{n_i}^{(i)})$, so that $A$ has projective coordinates $(x^{(1)}, \ldots, x^{(m)})$. Every polynomial $p_j$ defined on $A$ is characterised by a multi-degree vector $q_j = (q_j^1, \ldots, q_j^m)$, where $q_j^i$ specifies the degree in the $x^{(i)}$ coordinate. It is useful to represent the corresponding CICY through the following configuration matrix

\[
\begin{bmatrix}
\mathbb{P}^{n_1} & q_1^1 & q_2^1 & \ldots & q_K^1 \\
\mathbb{P}^{n_2} & q_1^2 & q_2^2 & \ldots & q_K^2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbb{P}^{n_m} & q_1^m & q_2^m & \ldots & q_K^m
\end{bmatrix}
\]
where the condition \( \sum_{j=1}^{K} q_j = n_i + 1 \) needs to be imposed for every \( i = 1, \ldots, m \), in order for \( c_1(TX) \) to vanish. There is a finite number (7890, to be precise) of possible CICY configurations, as originally established in Refs. [10] and [12]. Out of those, we are only interested in the favourable configurations, for which the Kähler form \( J \) descends directly from the Kähler forms \( J_i \) of the projective spaces \( \mathbb{P}^{n_i} \), for \( i = 1, \ldots, m \). These CICYs have \( h^{1,1} = m \) and their Kähler cone (2.53) and intersection numbers (2.59) are simply obtained by setting the basis of \((1,1)\)-forms \( \{\omega_i\} \) to be \( \omega_i = J_i|_X \). It is for this reason that favourable CICYs are preferred. Well-known examples include

\[
\begin{align*}
\text{the quintic} & \quad \text{the bicubic} & \quad \text{the tetraquadric} \\
[\mathbb{P}^4|5]_{1,101}^{1,101} & , & \left[ \begin{array}{c} \mathbb{P}^2 \\ \mathbb{P}^2 \end{array} \right]^{2,83} & , & \left[ \begin{array}{c} \mathbb{P}^1 \\ \mathbb{P}^1 \\ \mathbb{P}^1 \\ \mathbb{P}^1 \end{array} \right]^{4,68} \\
& \quad \quad \quad \quad \left[ \begin{array}{c} \mathbb{P}^2 \\ \mathbb{P}^2 \\ \mathbb{P}^2 \end{array} \right]^{1,-162} & , & \left[ \begin{array}{c} \mathbb{P}^1 \\ \mathbb{P}^1 \\ \mathbb{P}^1 \end{array} \right]^{-128} \\
& \quad \quad \quad \quad \quad \quad \quad \left[ \begin{array}{c} \mathbb{P}^1 \\ \mathbb{P}^1 \end{array} \right]^{-162} & & & (2.64)
\end{align*}
\]

In particular, the tetraquadric manifold will constitute the focus of Chapter 3.

### 2.5.5 Holomorphic vector bundles and their cohomologies

We conclude our review of mathematical concepts with a short discussion of holomorphic vector bundles. More useful information can be found in Appendix A.

**Definition 2.5.6.** A vector bundle \( E \) over an \( n \)-dimensional complex manifold \( M \) is called holomorphic if it is endowed with a holomorphic projection \( \pi : E \to M \) and the local trivialisation maps \( \phi_\alpha : \pi^{-1}(U_\alpha) \to U_\alpha \times \mathbb{C}^r \) are biholomorphic.

An equivalent statement is that on every overlap \( U_\alpha \cap U_\beta \neq \emptyset \), the transition function \( t_{\alpha\beta} \equiv \phi_\alpha \circ \phi_\beta^{-1} \), \( t_{\alpha\beta} : U_\alpha \cap U_\beta \to GL(r, \mathbb{C}) \) is holomorphic. At every point \( p \in M \), the fiber \( E_p \equiv \pi^{-1}(p) \) is an \( r \)-dimensional complex vector space, thus giving the rank \( r \) of the vector bundle. In particular, a vector bundle of rank 1 is called a line bundle.

Moreover, for each vector bundle \( E \), one can define the dual bundle \( E^* \) over \( M \), whose fiber \( E_p^* \) is the set of linear maps \( f : E_p \to \mathbb{C} \).

A local section is a map \( \sigma : U_\alpha \to E \) that satisfies \( \pi \circ \sigma = \text{id}_M \). It can be expanded as \( \sigma = \sum_{i=1}^{r} \sigma^i s_i \) with respect to a local frame of \( r \) linearly independent sections \( \{s_1, \ldots, s_r\} \) that span the fiber \( E_p \) at every point \( p \in U_\alpha \). In a similar way, bundle-valued \((p,q)\)-forms are written as \( \alpha = \sum_{i=1}^{r} \alpha^i \otimes s_i \), where \( \alpha^i \in \Omega^{p,q}(M) \). The space of these \((p,q)\)-forms is denoted \( \mathcal{A}^{p,q}(E) \).
Example 2.5.2. Obvious examples of holomorphic vector bundles are the holomorphic tangent bundle $T^{1,0}M$ and its dual, the holomorphic cotangent bundle $T^{*}_{1,0}M$, whose sections are expanded by $\{\partial_i\}$ and $\{dz_i\}$ respectively, for $i = 1, \ldots, n$. Since their relation to the anti-holomorphic bundles $T^{0,1}M$ and $T^{*}_{0,1}M$ is isomorphic, through charge conjugation, it is customary to work only with $T^{1,0}M$ and $T^{*}_{1,0}M$ and simply refer to them as $TM$ and $T^{*}M$. In general, the set of $(p,q)$-forms $\Omega^{p,q}(M)$ represents the space of sections of the bundle $\wedge^p T^{*}_{1,0}M \otimes \wedge^q T^{*}_{0,1}M$.

In analogy to Section 2.5.2, the operator $\overline{\partial}_E : \Omega^{p,q}(M) \to \Omega^{p,q+1}(M)$ can be generalised to act on $E$-valued forms as $\overline{\partial}_E : \mathcal{A}^{p,q}(E) \to \mathcal{A}^{p,q+1}(E)$, such that locally $\overline{\partial}_E \alpha = \sum_{i=1}^r \overline{\partial} \alpha^i \otimes s_i$. Essentially, the procedures of Hodge theory are repeated to reveal that $\overline{\partial}_E$-harmonic forms are in one-to-one correspondence with cohomology classes of

$$H^{p,q}(M, E) = \frac{\text{Ker}(\overline{\partial}_E : \mathcal{A}^{p,q}(E) \to \mathcal{A}^{p,q+1}(E))}{\text{Im}(\overline{\partial}_E : \mathcal{A}^{p,q-1}(E) \to \mathcal{A}^{p,q}(E))}, \quad (2.65)$$

where $H^{p,q}(M, E) \simeq H^q(M, E \otimes \wedge^p T^{*}_{1,0}M)$.

On a Calabi-Yau threefold $X$ with poly-stable vector bundle $V$, several simplifications occur. Firstly, the fact that $TX \simeq \wedge^2 T^{*}X$ (due to the uniqueness of $\Omega$), implies that $H^1(X, TX) \simeq H^{2,1}(X)$ and $H^1(X, T^{*}X) \simeq H^{1,1}(X)$. Secondly, because the canonical bundle $K_X = \wedge^3 T^{*}_{1,0}X$ is trivial, the following version of the Serre duality holds

$$H^q(X, V) \simeq H^{3-q}(X, V^*). \quad (2.66)$$

Finally, the index of $V$ is given by the Hirzebruch–Riemann–Roch theorem

$$\text{ind}(V) \equiv \sum_{q=0}^3 (-1)^q h^q(X, V) = \int_X \text{Td}(X) \wedge \text{ch}(V) = \frac{1}{2} \int_X c_3(V), \quad (2.67)$$

where $\text{Td}(X)$ and $\text{ch}(V)$ are topological invariants of $V$ and $X$, known as the Todd class and the Chern character respectively, while $c_3(V)$ is the third Chern class of $V$. In particular, for a stable $SU(r)$ bundle, $h^0(X, V) = h^3(X, V) = 0$, so $\text{ind}(V) = -h^1(X, V) + h^1(X, V^*)$.

Definition 2.5.7. Let us assume $X$ is a Complete Intersection Calabi-Yau manifold embedded in an ambient space $\mathcal{A}$. Then the normal bundle $\mathcal{N}$ on $\mathcal{A}$ is the quotient

$$\mathcal{N}_{\mathcal{A}|X} = T\mathcal{A}|_X / TX, \quad (2.68)$$

where $T\mathcal{A}|_X$ is the restriction of the tangent bundle $T\mathcal{A}$ on $X$. 35
The rank of $\mathcal{N}$ is precisely $K$, the co-dimension of $X$. If we denote by $i$ the natural injection of $TX$ into $T\mathcal{A}|_X$, one can construct a short exact sequence

$$0 \rightarrow TX \xrightarrow{i} T\mathcal{A}|_X \xrightarrow{\nabla p} \mathcal{N}_A|_X \rightarrow 0,$$

(2.69)

where $p = (p_1, ..., p_K)$ is the $K$-tuple of defining polynomials. In general, it is convenient to build short exact sequences of vector bundles, because they induce long exact sequences in cohomology, from which the cohomology groups can be calculated. More precisely, if $A$, $B$, $C$ are three vector bundles on an $n$-dimensional base space $M$, satisfying

$$0 \rightarrow A \xrightarrow{f} B \xrightarrow{g} C \rightarrow 0,$$

(2.70)

then the corresponding relation between cohomology groups is

$$0 \rightarrow H^0(M, A) \xrightarrow{f} H^0(M, B) \xrightarrow{g} H^0(M, C) \xrightarrow{\delta_0}$$

$$\rightarrow H^1(M, A) \xrightarrow{f} H^1(M, B) \xrightarrow{g} H^1(M, C) \xrightarrow{\delta_1}$$

$$\vdots \qquad \vdots \qquad \vdots$$

$$\rightarrow H^n(M, A) \xrightarrow{f} H^n(M, B) \xrightarrow{g} H^n(M, C) \rightarrow 0,$$

(2.71)

where $\delta_i$ are the coboundary maps. Of particular importance is the Koszul sequence, which relates a vector bundle $\mathcal{V}$ on the ambient space $\mathcal{A}$ to its restriction $\mathcal{V}|_X$ on the Calabi-Yau manifold, using the dual to the normal bundle $\mathcal{N}^*$,

$$0 \rightarrow \wedge^K \mathcal{N}^* \otimes \mathcal{V} \rightarrow ... \rightarrow \wedge^2 \mathcal{N}^* \otimes \mathcal{V} \rightarrow \mathcal{N}_* \otimes \mathcal{V} \rightarrow \mathcal{V} \rightarrow V \rightarrow 0.$$  

(2.72)

This sequence is short exact only if $K = 1$, but even for higher co-dimensions we can split (2.72) into short exact pieces in order to express cohomology groups $H^q(X, V)$ in terms of ambient space cohomologies.

In this thesis we will make a major simplification, by assuming models in which the vector bundle on $X$ is a Whitney sum of line bundles, i.e. $V = \bigoplus_{i=1}^r L_i$. Such vector bundles have structure group $S(U(1)^*)$, rather than $SU(r)$, and are motivated by the fact that cohomologies of line bundles are much easier to calculate. Moreover, line bundles are automatically stable, so $V$ is poly-stable, provided that the slope of each line bundle is $\mu(L_i) = \mu(V) = 0$. For these reasons, it is proper to discuss here the line bundles that will serve as building blocks for our model.

---

6 More information about the coboundary map can be found in Appendix B.

7 By the definition of stability in Section 2.4.2, all line bundles are trivially stable because they have no proper subsheaf.
Example 2.5.3. The tautological (or universal) line bundle on $\mathbb{P}^n$ is defined as a sub-bundle of $\mathbb{P}^n \times \mathbb{C}^{n+1}$ for which the fiber at every point $(x_0 : \ldots : x_n) \in \mathbb{P}^n$ is the line through the origin $\{(\lambda x_0, \ldots, \lambda x_n), \lambda \in \mathbb{C}^*\}$ or, more formally written,

$$\mathcal{O}_{\mathbb{P}^n}(-1) = \{(l, v) \in \mathbb{P}^n \times \mathbb{C}^{n+1} | v \in l\}. \quad (2.73)$$

Its dual, the hyperplane line bundle $\mathcal{O}_{\mathbb{P}^n}(1)$ is a sub-bundle of $\mathbb{P}^n \times (\mathbb{C}^{n+1})^*$, whose fiber at every point is the space of linear functionals $\sum_{i=0}^n \lambda_i x^i \in \mathbb{C}$ (hence it is a bundle of hyperplanes). More line bundles can be defined on $\mathbb{P}^n$ as tensor products $\mathcal{O}_{\mathbb{P}^n}(k) = \mathcal{O}_{\mathbb{P}^n}(1)^{\otimes k}$ and $\mathcal{O}_{\mathbb{P}^n}(-k) = \mathcal{O}_{\mathbb{P}^n}(-1)^{\otimes k}$, for $k \in \mathbb{Z}$. They are used to build line bundles on the ambient space $\mathcal{O}_A(k) = \mathcal{O}_{\mathbb{P}^n}(k_1) \otimes \ldots \otimes \mathcal{O}_{\mathbb{P}^m}(k_m)$, where $k = (k_1, \ldots, k_m)$, and through restriction, line bundles on the Calabi-Yau manifold $\mathcal{O}_X(k) = \mathcal{O}_A(k)|_X$.

In particular, the cohomology groups of line bundles on $A$ are related via the K"unneth formula to cohomology groups of line bundles on individual projective spaces

$$H^q(A, \mathcal{O}_A(k)) = \bigoplus_{q_1 + \ldots + q_m = q} H^{q_1}(\mathbb{P}^{n_1}, \mathcal{O}(k_1)) \times \ldots \times H^{q_m}(\mathbb{P}^{n_m}, \mathcal{O}(k_m)). \quad (2.74)$$

In future chapters we will learn how exactly to calculate these cohomologies and how to use the Koszul sequence $(2.72)$ in order to determine $H^q(X, \mathcal{O}_X(k))$.

### 2.6 Dimensional Reduction of the 10d Theory

Now that we have the mathematical tools to proceed with the compactification, our goal is to dimensionally reduce the heterotic 10d theory down to 4d. There are several steps that need to be taken. The first is the dimensional reduction of the gravitational sector, namely the dilaton, $B$-field and Einstein-Hilbert terms of the bosonic action $(2.27)$. Next in line is the dimensional reduction of the matter sector, or the $\alpha'$-dependent part, with the emergence of 4d matter multiplets in the resulting GUT group representations. In passing, we will also discuss what happens with the fermionic action and how to obtain holomorphic Yukawa couplings from the 10d theory. In the last part of this section, we will specify how to further break the GUT group down to the SM group via Wilson lines, as this is the final stage through which the heterotic string theory is connected to particle physics.

Most of the results in this chapter are well-known in the literature ([9],[13],[70],[114]), however some of them, such as Eqs. (2.89)–(2.92), are based on original work. A more detailed description of these original formulae will be provided later, in Section 5.1.
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2.6.1 Dimensional reduction of the bosonic gravity sector

At the first stage of compactification, we can neglect all $O(\alpha')$ contributions to the 10d bosonic action, in order to focus on the gravity sector. We start by expanding the bosonic fields of the gravity multiplet according to the compactification ansatz.

Expanding the dilaton  Under the assumption that 10d fields are perturbations around the $M_4 \times X$ vacuum, any scalar field $\phi(x^M)$ can be expanded in terms of the external and the internal coordinates as $\phi(x, y) \simeq \phi(x)\phi(y)$, where $x$ and $y$ are short-hand notations for $x^\mu$ and $y^m$. The solution to the equation of motion $\Delta \phi = 0$ implies that $\phi(y)$ is a constant, which can be taken to be 1, therefore the 10d dilaton is trivially expanded as $\phi(x, y) = \phi(x)$. Of particular significance is the background value of the dilaton, which determines the string coupling constant via $g_s = e^{\langle \phi \rangle}$.

Expanding the $B$ field  For the case of the $B$ field, it is again necessary to analyse the equations of motion. In order for $B$ to be physical, it must be invariant under a gauge transformation $\delta B = d\Lambda$ which decouples the time-like modes of $B$ (these modes are responsible for negative norm states). The usual gauge choice, $d^*B = 0$, together with the equation $d^*dB = 0$, derived from the minimisation of action, show that $\Delta B = 0$, i.e. $B$ is harmonic. Now, on a vacuum space $M_4 \times X$, the Laplacian splits into $\Delta = \Delta_4 + \Delta_X$, which means that massless fields of the 4d theory correspond to zero modes of the Laplace operator $\Delta_X$, and therefore to harmonic forms representing classes in $H^{p,q}(X)$. Applying what we learned about cohomology groups of Calabi-Yau manifolds, the expansion of $B$ reads

$$B(x, y) = B(x) + \sum_{i=1}^{h^{1,1}} \tau^i(x)\omega_i(y),$$  \hspace{1cm} (2.75)

where $B(x)$ is the rank-2 tensor field in the 4d theory, $\{\tau^i\}$ is a set of $h^{1,1}$ scalar fields, known as moduli, and $\{\omega_i\}$ is a basis of harmonic $(1,1)$-forms. In particular, $B(x)$ has a single degree of freedom and is a pseudoscalar, so it can be dualised to a 4d real scalar field $\gamma(x)$

$$dB = *_4d\gamma.$$  \hspace{1cm} (2.76)
Expanding the metric Following [13], the internal manifold remains Ricci-flat upon $\delta g$ deformations of the metric, provided that the Lichnerowicz equation is satisfied

$$\nabla^F \nabla_F \delta g_{AB} + 2 R_A^C B^D \delta g_{CD} = 0. \quad (2.77)$$

Hence the solution is of the form $\delta g = \delta g_{m\overline{m}} dy^m dy^{\overline{m}} + \delta g_{m\overline{m}} dy^m dy^{\overline{m}} + \text{c.c.}$, where

$$\delta g_{m\overline{m}} = -i \sum_{i=1}^{h^{1,1}} t^i(x) \omega_i m\overline{m}(y), \quad (2.78)$$
$$\delta g_{m\overline{m}} = -\frac{1}{\|\Omega\|^2} \sum_{a=1}^{h^{2,1}} \frac{1}{2} \tilde{p} \rho^a \rho^a \sum_{\alpha=1}^{h^{2,1}} z^a(x) \rho_{\alpha \rho \beta} \Omega(\rho \beta), \quad (2.79)$$

are expansions in bases of harmonic $(1,1)$-forms $\{\omega_i\}$ and harmonic $(2,1)$-forms $\{\rho_a\}$, respectively. The 4d real scalar fields $t^i$ are called Kähler moduli and parametrise size deformations, while the 4d complex scalar fields $z^a$ are the complex structure moduli parametrising deformations of shape.

It is now possible to apply the field expansions (2.75), (2.78) and (2.79) to the 10d action (2.27), but while doing so, we want to remove the exponential prefactor $e^{-2\phi}$ from the Ricci scalar term. This involves moving from the string frame of tree-level string interactions to the Einstein frame through a Weyl rescaling of the external metric

$$g_{\mu\nu} \rightarrow e^{2\phi} g_{\mu\nu}. \quad (2.80)$$

Under this transformation, the 4d bosonic action at zeroth order ($\alpha' \approx 0$) reads

$$S_0 = \frac{1}{2\kappa_4^2} \int d^4x \sqrt{-g} \left( R - \frac{2}{(S+S)'^2} \partial^\mu S \partial_\mu \overline{S} - 2 G_{ij} \partial^\mu T_i \partial_\mu \overline{T}_j - 2 G_{\alpha\overline{\beta}} \partial^\mu z^a \partial_\mu \overline{z}^a \right), \quad (2.81)$$

where

$$G_{ij} = \frac{1}{4V} \int_X \omega_i \wedge_X \omega_j, \quad G_{\alpha\overline{\beta}} = \frac{\int_X \rho^\alpha \wedge \overline{\rho} \wedge \overline{\rho}}{\int_X \Omega \wedge \overline{\Omega}}, \quad (2.82)$$

are the Kähler and complex structure moduli space metrics respectively, and

$$S = e^{-2\phi} + i\gamma, \quad T^i = t^i + i\tau^i \quad (2.83)$$

are defined as 4d complex moduli fields, together with $z^a$. In total, the gravity sector contains $h^{1,1} + h^{2,1} + 1$ such fields, sitting in $N = 1$ chiral supermultiplets. It is also useful to introduce Kähler potentials

$$K^{(J)} = -\ln \left( \frac{4}{3} \int_X J \wedge J \wedge J \right), \quad K^{(CS)} = -\ln \left( i \int_X \Omega \wedge \overline{\Omega} \right), \quad (2.84)$$

39
from which the moduli space metrics can be derived, using $G_{ij} = \partial_i \partial_j K^{(J)}$ and $G_{\alpha \beta} = \partial_\alpha \partial_\beta K^{(CS)}$. Finally, note that in the expression (2.81), $\kappa_4$ is assumed to be the 4d gravitational coupling, so that $\kappa_4^2 = 8\pi G_N$, where $G_N$ is Newton’s constant. The relation between $\kappa_4^2$ and its 10d counterpart $\kappa^2 \sim g_s^{2\ell_s^4}$ is given by $\kappa^2 = \kappa_4^2 \mathcal{V}$, where $\mathcal{V}$ is the volume of the compact manifold. Interestingly, this also relates the string length and the Planck length via $l_P \sim g_s^{\ell_s^4}/\sqrt{\mathcal{V}}$, showing that $l_P < l_s$ for adequate values of $g_s$ and $\mathcal{V}$. With these observations, we conclude our discussion of the gravity sector.

### 2.6.2 Dimensional reduction of the bosonic matter sector

Compactifying the $\alpha'$-dependent part of the bosonic action (2.27) involves expanding the gauge field as $A = A^{(0)} + A^{(1)}$, where $A^{(0)}$ is the non-zero vacuum expectation value on $X$ and $A^{(1)}$ is an infinitesimal fluctuation. Being in the adjoint representation $248$ of $E_8$, $A^{(1)}$ must split as

$$248 \rightarrow \left[ \text{Adj}_G, 1 \right) \oplus \left( 1, \text{Adj}_H \right) \oplus \bigoplus \left( \mathcal{R}_G, \mathcal{R}_H \right) \big]_{G \times H} \tag{2.85}$$

under the symmetry breaking $E_8 \rightarrow G \times H$, where $G$ is the group structure of the holomorphic vector bundle $V$ and $H$ is the effective 4d GUT group. In particular, the piece transforming in the adjoint of $H$ is interpreted to be the 4d gauge boson $A(x) = A_\mu(x) dx^\mu$, while for the other components the ansatz is

$$A^{(1)}(\mathcal{R}_G, \mathcal{R}_H) = C^I(x) \nu_{\underline{m}}(y) dy^{\underline{m}} + \bar{D}^P(x) \bar{\sigma}_P(y) dy^m, \tag{2.86}$$

where $C^I$ and $D^P$ are matter fields in the representations $\mathcal{R}_H$ and $\overline{\mathcal{R}}_H$ respectively, while $\nu_I \in H^1(X, V_{\mathcal{R}_G})$ and $\sigma_P \in H^1(X, V_{\overline{\mathcal{R}}_G})$ are harmonic $(0,1)$-forms on the bundles $V_{\mathcal{R}_G}$ and $V_{\overline{\mathcal{R}}_G}$, associated to representation $\mathcal{R}_G$ of $G$. This is in line with the requirement that $A^{(1)}$ is harmonic, which comes from the Yang-Mills condition $d_A \ast F = 0$ and the gauge choice $d_A \ast A^{(1)} = 0$, with $d_A$ being the covariant derivative on the bundle. With the ansatz (2.86) and redefining $F$ as the 4d field strength of $A(x)$, the Yang-Mills action becomes\(^{10}\)

$$S_{\text{YM}} = -\frac{\alpha'}{2\kappa_4^2} \int d^4x \sqrt{-g} \left( \frac{1}{4} \text{Re}(f) \text{Tr}F^2 + 2G_{IJ}D_\mu \bar{C}^J D_\mu C^I + \ldots \right), \tag{2.87}$$

where $f = S$ is the gauge kinetic function, $G_{IJ}$ is the matter field Kähler metric

$$G_{IJ} = \frac{1}{2V} \int_X d^6y \sqrt{|g|} g^{(6)\underline{m}\underline{n}} \nu_{\underline{m}} \bar{\nu}_{\underline{n}} = \frac{1}{2V} \int_X \nu_I \wedge \bar{\pi}_V \nu_J, \tag{2.88}$$

\(^{10}\)One notices that representations $(\mathcal{R}_G, \mathcal{R}_H)$ and $(\overline{\mathcal{R}}_G, \overline{\mathcal{R}}_H)$ are both present in the decomposition of $248$ and the relation $A^{(1)}(\mathcal{R}_G, \mathcal{R}_H) = A^{(1)*}(\overline{\mathcal{R}}_G, \overline{\mathcal{R}}_H)$ is implied by complex conjugation.
and by the ellipsis we indicate that further kinetic terms must be added, one for each type of $\mathcal{R}_H$-multiplets in the decomposition \((2.85)\). The number of families in a representation $\mathcal{R}_H$ is given by $n_{\mathcal{R}_H} = h^1(X, V_{\mathcal{R}_G})$, while the number of anti-families is $n_{\overline{\mathcal{R}_H}} = h^1(X, V_{\mathcal{R}_G}^*)$. This means that the net number $n_{\mathcal{R}_H} - n_{\overline{\mathcal{R}_H}}$ of $\mathcal{R}_H$-multiplets is a topological invariant of the bundle, namely the index $\text{ind}(V_{\mathcal{R}_G})$, as defined in \((2.67)\).

In the particular case of the representation $(\text{Adj}_G, 1)_{G \times H}$, the resulting 4d scalars are uncharged under the GUT group $H$, so they are called vector bundle moduli. As the corresponding bundle for $\text{Adj}_G$ is $V \otimes V^*$, the number of bundle moduli is $n_1 = h^1(X, V \otimes V^*)$. For the other representations of $G$, $V_{\mathcal{R}_G}$ descends from the principal bundle $V$, either as $V$ itself, if $\mathcal{R}_G$ is the fundamental representation, or as the dual $V^*$ or the wedge products $\wedge^2 V$, $\wedge^2 V^*$. Quoting [35], the main results for vector bundles with structure groups $G = SU(3)$, $SU(4)$ and $SU(5)$ are presented in Table 2.1. All three cases lead to a corresponding GUT that was discussed in Section 2.2.2. Finally, the coefficient in front of the Yang-Mills action \((2.87)\) can be identified with the GUT coupling $1/g^2_{\text{GUT}}$, thus giving a proportionality of the form $g_{\text{GUT}} \sim g_s \sqrt{V}$ between $g_{\text{GUT}}$ and the parameters of the 10d theory.

| $E_8 \rightarrow G \times H$ | Decomposition of 248 | Spectrum |
|-----------------------------|----------------------|----------|
| $SU(3) \times E_6$         | $(\mathbf{8}, 1) \oplus (1, \mathbf{78}) \oplus (\mathbf{3}, 27) \oplus (\overline{\mathbf{3}}, \overline{27})$ | $n_{27} = h^1(V)$ \newline $n_{2\overline{7}} = h^1(V^*)$ \newline $n_1 = h^1(V \otimes V^*)$ |
| $SU(4) \times SO(10)$     | $(\mathbf{15}, 1) \oplus (1, \mathbf{45}) \oplus (4, 16) \oplus (\overline{\mathbf{16}}, \overline{\mathbf{10}}) \oplus (\mathbf{6}, \mathbf{10})$ | $n_{16} = h^1(V)$ \newline $n_{2\overline{16}} = h^1(V^*)$ \newline $n_{10} = h^1(\wedge^2 V)$ \newline $n_1 = h^1(V \otimes V^*)$ |
| $SU(5) \times SU(5)$      | $(\mathbf{24}, 1) \oplus (1, 24) \oplus (5, \mathbf{10}) \oplus (\overline{5}, \overline{10}) \oplus (\mathbf{10}, 5) \oplus (\overline{10}, \overline{5})$ | $n_{10} = h^1(V^*)$ \newline $n_{2\overline{10}} = h^1(V)$ \newline $n_{5} = h^1(\wedge^2 V^*)$ \newline $n_{5\overline{5}} = h^1(\wedge^2 V)$ \newline $n_1 = h^1(V \otimes V^*)$ |

Table 2.1: Different symmetry breaking scenarios for the $E_8$ gauge group, as dictated by the choice of a vector bundle $V$ with structure group $G = SU(3)$, $SU(4)$ or $SU(5)$. The resulting spectrum of particles (matter fields and bundle moduli) is determined by the cohomology groups of the bundle.

As a side note, one of the original methods of heterotic compactification was the standard embedding, through which the vector bundle $V$ is chosen to be identical with the holomorphic tangent bundle $TX$, so that the anomaly cancellation condition \((2.42)\) is automatically satisfied. Since the holonomy of $X$ is $SU(3)$, the spin
connection is embedded in the gauge group $E_8$ as the gauge connection of an $SU(3)$ subgroup. Thus, the standard embedding is a case of $SU(3) \times E_6$ compactification and has a net number of families $|n_{27} - n_{27}^r| = |h^{2,1}(X) - h^{1,1}(X)| = |\chi|/2$. Despite its computational triumphs (4d physical Yukawa couplings, in particular), the model is too restrictive, therefore we look for models with a more general embedding.

To conclude this section, the compactification of the $\alpha'$-dependent part of the bosonic action does not only give rise to matter field kinetic terms. There are also several cross-terms arising from the $|H|^2$ action. This is seen by expanding $B$ in terms of the moduli $\tau^i$ as in (2.75) and the Chern-Simons form $\omega_{YM}$ in terms of the matter fields $C^I$ to obtain

$$ S_{\text{cross terms}} = \frac{\alpha'}{2\kappa^2} \int d^4x \sqrt{-g} \left( \frac{1}{2} \Lambda_{IJ} \partial^\mu \tau^I \overline{\tau}^J D_\mu C^J + \text{c.c.} \right), $$

where $\Lambda_{IJ}$ is a coupling

$$ \Lambda_{IJ} = \frac{1}{2V} \int_X \left( * \chi \omega_i \right) \wedge \nu_I \wedge (H^J), $$

and $H$ is the Hermitian structure on the bundle. It is important to note that in the presence of matter fields, the moduli fields in Eq. (2.83) get modified to an expression of the form

$$ T^i = t^i + i \tau^i + \alpha' \Gamma^i_{IJ} C^I \overline{C}^J, $$

for certain coefficients $\Gamma^i_{IJ}$. Using this and the Kähler potential to compute the terms $K_{T^i \overline{C}^J} \partial^\mu T^i D_\mu \overline{C}^J$, one identifies

$$ \Lambda_{IJ} = -i \frac{\partial G_{IJ}}{\partial t^i}, \quad \Gamma^i_{IJ} = -\frac{1}{4} G^{ij} \frac{\partial G_{IJ}}{\partial t^j}. $$

where $G^{ij}$ is the inverse Kähler moduli metric and $G_{IJ}$ is the matter field metric.\footnote{It is easy to see that $G_{IJ}$ is indeed $t$-moduli dependent, by expressing it as

$$ G_{IJ} = -\frac{i}{4V} \int_X J \wedge J \wedge \nu_I \wedge (H^J), \quad \text{where} \quad J = t^r \omega_i, \quad V = \frac{1}{6} d_{ijk} t^i t^j t^k. $$

2.6.3 Dimensional reduction of the fermionic sector

Due to supersymmetry, all the fermionic fields in the 4d theory are expected to be the superpartners of the bosonic fields derived in Sections 2.6.1 and 2.6.2. For this reason, compactifying the fermionic sector may seem redundant and is mainly useful...}
as a consistency check. As a reminder, the 10d fermions are the spin-3/2 gravitino \( \psi_M \), the spin-1/2 dilatino \( \lambda \) and the spin-1/2 gaugino \( \chi \), which transforms in the adjoint representation of \( E_8 \). They have the following kinetic terms

\[
S_f = -\frac{1}{2\kappa^2} \int d^{10}x \sqrt{-g} e^{-2\phi} \left[ \bar{\psi}_M \Gamma^{MNP} D_N \psi_P + \frac{1}{2} \bar{\lambda} \Gamma^M D_M \lambda + \frac{\alpha'}{2} \mathrm{Tr}(\bar{\chi} \Gamma^M D_M \chi) \right],
\]

(2.93)

where all \( \Gamma^N \)'s are 10d \( \Gamma \)-matrices and their antisymmetrised product is given by

\[
\Gamma^{N_1 N_2 \ldots N_n} = \frac{1}{n!} [\Gamma^{N_1} \Gamma^{N_2} \ldots \Gamma^{N_n}].
\]

(2.94)

Constructing the Clifford algebra in various dimensions is thoroughly discussed in sources like Ref. [84] (Appendix B). For our particular case,

\[
\Gamma^\mu = \gamma^\mu \otimes 1,
\]

\[
\Gamma^m = \gamma^5 \otimes \gamma^m,
\]

\[
\Gamma^\overline{m} = \gamma^5 \otimes \gamma^\overline{m},
\]

(2.95)

where \( \gamma^\mu \) are the standard Dirac matrices in 4d, \( \gamma^5 \) is their corresponding chirality operator, and \( \gamma^m, \gamma^\overline{m} \) are internal manifold gamma-matrices satisfying

\[
\{\gamma^m, \gamma^n\} = 2g^{m\overline{n}}, \quad \{\gamma^m, \gamma^\overline{n}\} = \{\gamma^\overline{m}, \gamma^\overline{n}\} = 0.
\]

(2.96)

Spinors are defined in \( D \) dimensions as \( 2^{[D/2]} \)-dimensional representations of the Lorentz group \( SO(1, D-1) \), by taking generators \( \sigma^{MN} = \frac{1}{4} [\Gamma^M, \Gamma^N] \). If \( D \) is even, a Dirac spinor can be split into two irreducible Weyl representations and if a constraint \( \Psi^\dagger = \Psi^T C \) can be applied, where \( C \) is the charge conjugation matrix, then the spinor \( \Psi \) is said to be Majorana. In 10d, the Majorana-Weyl spinor \( 16 \) of \( SO(1,9) \) decomposes under \( SO(1,9) \to SO(1,3) \times SO(6) \) as

\[
16 \to (2, 4) \oplus (2', \overline{4}),
\]

(2.97)

from which one can see that the compactification ansatz \( M_4 \times X \) renders \( \Psi(x,y) = \Psi^{4d}(x) \otimes \Psi^X(y) + \overline{\Psi}^{4d}(x) \otimes \overline{\Psi}^X(y) \) for any spinor field \( \Psi \). The representation \( 4 \) of \( SO(6) \) is further split into \( 1 \oplus 3 \) under the reduced \( SU(3) \) holonomy, so in general \( \Psi^X \) can be expanded as

\[
\Psi^X(y) = a(y) \xi + b(y) \overline{\xi},
\]

(2.98)

where \( a \) is a smooth function and \( b \) is a \((0,1)\)-form, both being defined on \( X \) or a bundle thereof, depending on the gauge representation of \( \Psi^X \), while \( \gamma^\overline{m} \) and \( \gamma^m \) act as raising and lowering operators, and \( \xi, \overline{\xi} \) are the covariantly constant spinors of opposite chirality, satisfying \( \gamma^m \xi = 0 \) and \( \gamma^\overline{m} \overline{\xi} = 0 \) (see Ref. [44]).
In terms of the equations of motion, the gravitino, being a vector-spinor field, respects the Rarita-Schwinger equation \( \Gamma^{MNP} D_N \psi_P = 0 \), while the dilatino and the gaugino satisfy Dirac equations \( \not{D} \lambda = 0 \) and \( \not{D} \chi = 0 \) respectively, where the 10d Dirac operator \( \not{D} \) is \( \Gamma^M D_M \) and the covariant derivative \( D_M \) is defined with respect to the spin connection and (in the case of the gaugino) the background gauge fields. Now, the Dirac operator splits as \( \not{D} = \not{D}_4 + \not{D}_X \), when acting on the \((2,4)\) component of 16, and as \( \not{D}^\dagger = \not{D}^\dagger_4 + \not{D}^\dagger_X \), when acting on \((\bar{2},\bar{4})\). Therefore, 4d massless left-handed fermions correspond to zero modes of \( \not{D}_X \), while 4d massless right-handed fermions correspond to zero modes of \( \not{D}^\dagger_X \). The net chirality is given by the index \( \text{ind}(\not{D}_X, V) = \dim \ker \not{D}_X - \dim \ker \not{D}^\dagger_X \), which was shown to be a topological invariant of the manifold via the Atiyah-Singer index theorem,

\[
\text{ind}(\not{D}_X, V) = \int_X \hat{A}(X) \wedge \text{ch}(V), \quad (2.99)
\]

where \( \hat{A}(X) \) is the \( A \)-roof genus, a topological quantity of \( X \) isomorphically related to the Todd class \( \text{Td}(X) \), so that on an almost complex manifold \( \text{Td}(X) = e^{c_1(X)/2} \hat{A}(X) \) [81]. This identifies \( \text{ind}(\not{D}_X, V) \) with the index of the Hirzebruch–Riemann–Roch theorem (2.67) that was used to describe the bosonic spectrum, thus equating the number of bosonic and fermionic degrees of freedom. For example, 4d matter fermions \( \tilde{C}^I \) (the superpartners of bosonic matter fields \( C^I \)) arise from the dimensional reduction of 10d gauginos, having a number of \( \mathcal{R}_H \)-multiplets that is equal to \( \text{ind}(\not{D}_X, V_{\mathcal{R}_G}) \), where representations \( \mathcal{R}_G \) and \( \mathcal{R}_H \) are defined as in (2.85). The \( \text{Adj}_H \) component of \( \chi(x) \) corresponds to the 4d gaugino and together with the gauge field \( A_\mu(x) \), it forms the vector supermultiplet. On the other hand, the 10d dilatino only gives rise to a 4d Weyl spinor (the 4d dilatino), which is the superpartner of the modulus field \( S \).

Altogether, the explicit decompositions for the gaugino and the dilatino read\(^{13}\)

\[
\chi(\mathcal{R}_G, \mathcal{R}_H) = \tilde{C}^I(x) \otimes \nu_{\mathcal{R}_G}(y) \gamma^m \xi + \overline{D}^P(x) \otimes \sigma_{P_m}(y) \gamma^m \xi, \quad (2.100)
\]

\[
\lambda(x, y) = \lambda(x) \otimes \overline{\xi} + \overline{\lambda}(x) \otimes \xi, \quad (2.101)
\]

where we used the same notations as in (2.86).

The compactification of the gravitino is roughly similar, although more elaborate. The components \( \psi_\mu \), with an external index, transform as a vector-spinor of \( SO(1,3) \)

\(^{12}\)Note that unlike spinors, vector-spinor fields have \( 2^{[D/2]-1}(D-3) \) components in \( D \) dimensions, if they are massless.

\(^{13}\)Note that the Majorana condition \( \chi^I(\mathcal{R}_G, \mathcal{R}_H) = \chi^I(\mathcal{R}_G, \mathcal{R}_H) C \) is satisfied if \( \chi(\mathcal{R}_G, \mathcal{R}_H) \) is similarly expanded in terms of \( \overline{D}^P \) and \( \overline{C}^I \).
and a spinor of $SO(6)$, but only $\psi^d_\mu \otimes \xi$ is massless, where $\psi_\mu^d$ is interpreted as the massless 4d gravitino. The internal component $\psi_m = \psi^d_\mu \otimes \psi^X_m$ however transforms as a spinor of $SO(1,3)$ and a vector-spinor of $SO(6)$, and its 4d massless fields correspond to solutions of the Dirac equation $\bar{\nabla}_X \psi^X_m = 0$, thus giving (see for example Ref. [82])

$$\psi_m = \tilde{T}^i \otimes (\omega_i)_{m\overline{m}} \gamma^\mu \xi + \frac{1}{\|\Omega\|^2} \tilde{z}^a \otimes (\overline{\rho}_a)_{m\overline{m}} \gamma^\mu \gamma^a \xi, \quad (2.102)$$

where $\tilde{T}^i(x)$ and $\tilde{z}^a(x)$ are Weyl fermions that carry no gauge charges, while $\omega_i \in H^{1,1}(X)$ and $\rho_a \in H^{2,1}(X)$ are the same bases of harmonic forms that we used in Eqs. (2.78)–(2.79). Thus, $\tilde{T}^i$ and $\tilde{z}^a$ are indeed the superpartners of moduli fields $T^i$ and $z^a$, with which they form chiral multiplets. All in all, the $N=1$ spectrum in the low-energy theory is summarised in Table 2.2

| Multiplet                 | $H_{\text{GUT}}$ rep. | Field content | Number |
|--------------------------|-----------------------|---------------|--------|
| gravitational            | $\mathbf{1}$          | $(g_{\mu\nu}, \psi_\mu)$ | 1      |
| vector                   | $\mathbf{Adj}_H$      | $(A_\mu, \chi)$ | 1      |
| linear                   | $\mathbf{1}$          | $(S, \lambda)$ | 1      |
| Kähler moduli            | $\mathbf{1}$          | $(T^i, \tilde{T}^i)$ | $h^{1,1}(X)$ |
| complex structure moduli | $\mathbf{1}$          | $(z^a, \tilde{z}^a)$ | $h^{2,1}(X)$ |
| matter chiral            | $\mathcal{R}_H$       | $(C^I, \tilde{C}^J)$ | $\text{ind}(V_{\mathcal{R}_G})$ |

Table 2.2: The 4d $N=1$ supermultiplets obtained in heterotic compactification.

Using the ansätze (2.100)–(2.102) and after performing a Weyl rescaling of the 4d metric, as well as other rescalings such as $\lambda \rightarrow e^{2\phi} \lambda$ and $\chi \rightarrow e^{-\phi} \chi$, the 4d fermionic action is brought to the form

$$S_f = -\frac{i}{\kappa^4} \int d^4x \sqrt{-g} \left[ i e^{\mu\nu\lambda\sigma} \overline{\psi}_\mu \sigma_\lambda D_\mu \psi_\nu + \frac{g'}{2} \text{Re}(f) \text{Tr}(\overline{\chi} \sigma^\mu D_\mu \chi) + \frac{1}{(S+S')^2} \overline{\chi} \sigma^\mu D_\mu \lambda + G_{ij} \overline{T}_i \sigma^\mu D_\mu \tilde{T}_j + G_{a\overline{b}} \overline{z}^a \overline{\sigma}^\mu D_\mu \tilde{z}^b + \alpha' G_{I\overline{J}} \overline{C}^I \sigma^\mu D_\mu \tilde{C}_J \right], \quad (2.103)$$

with the metrics $G_{ij}$, $G_{a\overline{b}}$ and $G_{I\overline{J}}$ defined as in (2.82) and (2.88).\footnote{In the last stage of compactification, we assumed $\xi$ is normalised and we used the identities $\xi^\dagger \gamma^m \gamma^\mu \xi = 2g^{m\overline{m}}$ and $\xi^\dagger \gamma^m \gamma^\mu \gamma^\rho \gamma^\sigma \xi = 4g^{m\overline{m}}g^{\rho\overline{\rho}}g^{\sigma\overline{\sigma}}}.

### 2.6.4 Holomorphic Yukawa couplings and other interaction terms

As we saw in Section 2.1, Yukawa interactions occur when two fermions are coupled to a scalar field, or in our notation, when $\overline{C}^I \tilde{C}_J C^K$ terms are present in the 4d
action. Such terms are obtained from the 10d gaugino kinetic term $\text{Tr}(\overline{\chi} \Gamma^M D_M \chi)$, namely from its $\overline{\chi} \gamma^m A_m \chi$ part, by expressing the covariant derivative as $D_M \chi^a = \partial_M \chi^a + f^{abc} A^b_M \chi^c$ (where $f^{abc}$ are the structure constants of $E_8$), and extracting the fields $\tilde{C}^I$ and $C^I$ as low-energy massless modes of $\chi$ and $A_m$, respectively. Now, the manner in which $\chi$ and $A_m$ are decomposed is described by representations $(\mathcal{R}_G^i, \mathcal{R}_H^i)$ of $G \times H$, where the index $i = 1, 2, 3$ refers to each of the three fields involved in the coupling and $\mathcal{R}_G^i \otimes \mathcal{R}_G^j \otimes \mathcal{R}_G^k$ forms a singlet under $G$. With the expansion of $\chi$ and $A_m$ into bases of harmonic $(0, 1)$-forms $\nu_{i,I} \in H^1(X, V_{\mathcal{R}_G^i})$, as in (2.86) and (2.100), and using the definition (2.54) of $\Omega$, one obtains the compactified formula

$$S_{\text{Yuk}} \sim \int_{M_4} \lambda_{IJK} \tilde{C}_1^I \tilde{C}_2^J \tilde{C}_3^K,$$

where $\lambda_{IJK} = \int_X \Omega \wedge \nu_{1,I} \wedge \nu_{2,J} \wedge \nu_{3,K} f_{abc}$, (2.104)

with bundle indices $a, b, c$ running over the dimension of each representation $\mathcal{R}_G^i$. Overall, the structure constants $f_{abc}$ ensure that $\lambda_{IJK}$ is invariant under $G$. The implications of Eq. (2.104) are profound. Since $\lambda_{IJK}$ is a quasi-topological quantity, it can be evaluated without knowledge of the internal metric $g_{m\overline{m}}$ or the connections on the bundle. However, one has to know the specific values of harmonic forms $\nu_{i,I}$, which is in general not easily achievable. By contrast, the matter field Kähler metric $G_{IJ}$ depends on $g_{m\overline{m}}$, as seen from Eq. (2.88), so without a precise geometrical description of $X$, the fields cannot be canonically normalised. In the next chapter, we will continue the discussion on holomorphic Yukawa couplings in more depth, as they are the main focus of this thesis.

Having established the holomorphic Yukawa couplings, the superpotential and the matter field Kähler potential are given by $W = \lambda_{IJK}^{(ij)} C_i^I C_j^J C_k^K$ and $K^{(m)} = G_{IJK}^{(i)} C_i^I C_j^J$, respectively (where by $C_i^I$ we now refer to chiral superfields), and one can see that $W$ is in agreement with the Gukov-Vafa-Witten expression

$$W = \int_X \Omega \wedge H.$$  

Finally, the heterotic compactification is not complete without dimensional reduction of the 10d interaction terms

$$S_{\text{int}} = -\frac{1}{2\kappa^2} \int d^{10}x \sqrt{-g} e^{-2\phi} \left[ \frac{1}{12} \left( \overline{\psi}_M \Gamma^{MNPQR} \psi_R + 6 \overline{\psi}^N \Gamma^P \psi^Q - \sqrt{2} \overline{\psi}_M \Gamma^{NPQ} \Gamma^M \lambda \right) H_{NPQ} + \frac{1}{\sqrt{2}} \overline{\psi}_M \Gamma^N \Gamma^M \lambda \partial_N \phi - \frac{\alpha'}{8} \text{Tr}(\overline{\chi} \Gamma^{MNP} \chi) H_{MNP} - \frac{\alpha'}{2} \text{Tr}(\overline{\chi} \Gamma^M \Gamma^{NP} (\psi_M + \frac{\sqrt{2}}{12} \Gamma_M \lambda) F_{NP}) \right],$$  

(2.106)
wherein the first component is responsible for the 4d gravitino mass term
\[
S \sim \int_{M_4} \overline{\psi}_\mu \sigma^{\mu\nu} \psi_\nu e^{K/2} W ,
\tag{2.107}
\]
while other components of the action give gravitino-fermion interactions and D-terms.

\subsection{2.6.5 Moduli stabilisation}

As stated at the beginning of this chapter, the presence of moduli fields in the low-energy spectrum is one of the most pressing problems of string compactification. From a phenomenological standpoint, the moduli affect the predictivity of the theory, because they have no potential, so their vevs can vary continuously and arbitrarily, as time-dependent parameters. Moreover, moduli fields can mediate certain long-range forces, for which there is no experimental evidence. For these reasons, moduli must be lifted from the low-energy spectrum.

In the context of heterotic compactification, solutions to the moduli problem have been given in Refs. \cite{47, 48}, where all geometrical moduli are stabilised, with the exception of one linear combination. The guiding idea is that the Hermitian Yang-Mills equations (2.37) constrain the moduli space by requiring certain F- and D-terms in the effective 4d potential to vanish. Such terms explicitly descend from the 10d action, namely from a component of it that reads\footnote{\cite{47}}

\[
S_{\text{part.}} = -\frac{1}{2\kappa^2} \frac{\alpha'}{4} \int d^{10} x \sqrt{-g} \left( \frac{1}{2} \text{Tr}(g^{\mu\nu} F_{\mu\nu})^2 + \text{Tr}(g^{\mu\nu} g^{\rho\sigma} F_{\mu\nu} F_{\rho\sigma}) \right) .
\tag{2.108}
\]

Whenever a deformation of complex structure fails to preserve \( F_{mn} = F_{\overline{m}n} = 0 \), at least one F-term becomes non-zero, thus signaling that the modulus of the deformation should not belong to the low-energy theory. Similarly, the failure of metric deformations to satisfy \( g^{m\overline{m}} F_{m\overline{m}} = 0 \) is correlated to non-vanishing D-terms, which stabilise Kähler moduli. In general, supersymmetric and non-supersymmetric regions of the Kähler cone are separated by “walls of stability”, on which the bundle \( V \) must split into direct sums of smaller components, in order to preserve supersymmetry. These regions in particular provide important applications for model building and moduli stabilisation. Other stabilisation techniques involve non-perturbative effects such as gaugino condensation and membrane instantons. In the end, a viable theory would have to ensure stabilisation of all moduli, including the remaining linear combination and the \( h^1(V \otimes V^*) \) bundle moduli.
As a work on string phenomenology, this thesis is concerned to some extent with the problem of moduli stabilisation, however instead of addressing the problem explicitly, we focus on the dependence of Yukawa couplings to moduli. In certain cases, the Yukawa couplings vanish and this behavior is independent of moduli. When they do not vanish, the Yukawa couplings are expressed as functions of moduli, which can be combined with results from moduli stabilisation. It is also possible to reverse the logic. One might figure out for which moduli values reasonable Yukawa couplings are obtained, and these are the values at which the moduli need to be stabilised. For example, light Higgs usually only occurs for special complex structure choices, which can be inferred from our results.

2.6.6 Wilson lines

The problem of descending from a GUT group $H_{\text{GUT}}$ down to the Standard Model is resolved in heterotic string theory by turning on Wilson lines. By definition, Wilson lines are configurations of internal gauge fields with vanishing field strength, but non-vanishing parallel transport around non-contractible loops. For example, if $\gamma$ is a homotopically non-trivial loop in the fundamental group $\pi_1(X)$, then the Wilson line induces a homomorphism $\varphi : \pi_1(X) \to H_{\text{GUT}}$ through the path-ordered exponential

$$U_\gamma = P \exp \left( \oint_\gamma A_m dy^m \right), \quad (2.109)$$

thus embedding gauge-invariant observables into the GUT group. At low energies, $H_{\text{GUT}}$ is broken by the vevs $\langle A_m \rangle$ down to the subgroup commuting with the image of $\varphi$. The advantage of using Wilson lines compared to conventional symmetry breaking is that no additional Higgs bosons are introduced, instead the necessary ingredients are already found in the topology of the internal manifold.

The issue however is that the CICYs we defined so far in Section 2.5.4 are simply connected, i.e. they have a vanishing fundamental group. Nevertheless, given a simply-connected manifold $X$, it is possible to construct a non-simply connected space by dividing $X$ by a freely acting\textsuperscript{16} discrete symmetry $\Gamma$. In this case, the fundamental group of $X/\Gamma$ is $\Gamma$ and the application of the Lefschetz fixed point theorem ensures that $X/\Gamma$ is indeed a Calabi-Yau manifold.\textsuperscript{17} If $|\Gamma|$ is the order of the discrete group, then the Euler number of $X/\Gamma$ is $\chi(X)/|\Gamma|$, and similarly, the index of the bundle

\textsuperscript{16}The action of $\Gamma$ is called free if it has no fixed points in $X$.

\textsuperscript{17}More precisely, for any element $g \in \Gamma$, the induced map $g^*$ on cohomology preserves the holomorphic $(3,0)$-form $\Omega$, due to the Lefschetz fixed point theorem $\sum_{q=0}^3 (-1)^q \text{Tr} (g^* | H^{3-q}(X)) = 0$. 
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\( \tilde{V} \to X/\Gamma \) descending from \( V \) is given by \( \text{ind}(V)/|\Gamma| \). This means that for a realistic GUT model with three generations of particles, the requirement is that

\[
|\text{ind}(V)| = 3|\Gamma|, \tag{2.110}
\]

where we employ here the data from Table 2.1 and use the fact that for an \( SU(5) \) bundle, \( \text{ind}(\wedge^2 V) = \text{ind}(V) \). Altogether, the topological constraints for the vector bundle \( V \) are summarised in Table 2.3. In the next chapter we will show how these conditions are implemented if \( V \) is a direct sum of line bundles. By concluding this review, we can now proceed to the main topic of the thesis.

| Physical requirement | Topological constraint                  |
|----------------------|----------------------------------------|
| GUT group            | \( c_1(V) = 0 \)                        |
| Anomaly cancellation  | \( c_2(TX) - c_2(V) \geq 0 \)          |
| Supersymmetry        | \( V \) is poly-stable                 |
| Three generations    | \( |\text{ind}(V)| = 3|\Gamma| \)       |

Table 2.3: *Phenomenological constraints for a holomorphic vector bundle \( V \) on a Calabi-Yau threefold \( X \), in the context of heterotic compactification.*
In the last sections of Chapter 2, we checked that heterotic Calabi-Yau compactifications can indeed produce terms which are identifiable with the standard $N = 1$ supergravity action in four dimensions [56]. This was mainly provided by Eqs. (2.81), (2.87) and (2.103), with the proviso that moduli fields describing the size and shape of extra dimensions have to be stabilised. The natural step forward would be to search for realistic models with the correct spectrum of particles and physical Yukawa couplings matching experimental observation.

Over the past two decades, string model building based on heterotic Calabi-Yau compactifications has seen considerable progress [14–24] and large classes of models with the MSSM spectrum can now be constructed using algorithmic approaches [25–27]. The other problem however, involving the calculation of Yukawa couplings for such models, has remained largely unaddressed, both in terms of general techniques and actual specific results. In this chapter, we will attempt to make some progress in this direction and develop new methods, mainly based on differential geometry, to calculate holomorphic Yukawa couplings for heterotic line bundle models.

Calculating the physical Yukawa couplings of a supersymmetric string compactification comes in two parts: the calculation of the holomorphic Yukawa couplings, that is, the couplings in the superpotential, and the calculation of the matter field Kähler metric, in order to work out the field normalisation. The holomorphic Yukawa
couplings are quasi-topological – they do not depend on the Calabi-Yau metric or the Hermitian Yang-Mills connection on the bundle – and they can, therefore, in principle, be calculated with algebraic methods. The situation is very different for the Kähler metric which does depend on the metric and the bundle connection. It is unlikely that an algebraic method for its calculation can be found and, hence, methods of differential geometry will be required.

At present, a full calculation of the physical (perturbative) Yukawa couplings is only understood for heterotic Calabi-Yau models with standard embedding. In this case, the holomorphic Yukawa couplings for the (1,1) matter fields are given by the Calabi-Yau triple intersection numbers \([28]\), while the holomorphic (2,1) Yukawa couplings have been worked out in Ref. \([29]\). The matter field Kähler metrics are identified with the corresponding moduli space metrics \((2.82)\), as explained in Ref. \([13]\). Further, in Ref. \([29]\), the relation between the analytic calculation of \((2,1)\) holomorphic Yukawa couplings and the algebraic approach has been worked out in detail.

Much less is known for heterotic Calabi-Yau models with general vector bundles. An algebraic approach for the calculation of holomorphic Yukawa couplings for such “non-standard embedding” models has been outlined and applied to examples in Ref. \([35]\). However, the matter field Kähler metric has not been computed for any non-standard embedding model on a Calabi-Yau manifold and no clear method for its computation has been formulated.

The purpose of this chapter is two-fold. First, we would like to develop explicit methods based on differential geometry to compute the holomorphic Yukawa couplings for heterotic models with non-standard embedding. Secondly, we would like to understand how these methods relate to the algebraic ones pioneered in Ref. \([29]\) and further developed in Ref. \([35]\). Apart from occasional remarks, we will not be concerned with the matter field Kähler metric until Chapter 5. For ease of terminology, the term “Yukawa couplings” will refer to the holomorphic Yukawa couplings in the remainder of the thesis.

The present work will be carried out within the context of heterotic line bundle models \([25-27]\), perhaps the simplest class of heterotic Calabi-Yau models with non-standard embedding. For those models, the gauge bundle has an Abelian structure group \(G = S(U(1)^r)\) and is realised by a sum of line bundles, a feature which makes explicit calculations of bundle properties significantly more accessible. Furthermore, we will work within perhaps the simplest class of Calabi-Yau manifolds, namely complete intersections in products of projective spaces \([10, 37, 38]\) (CICYs). More specifically, we focus on hyper-surfaces in products of projective spaces and the
tetra-quadric in the ambient space $\mathcal{A} = \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1$ in particular. On the one hand, the simplicity of the set-up facilitates developing new and explicit methods to calculate Yukawa couplings. On the other hand, it is known [25, 26] that this class contains interesting models with a low-energy MSSM spectrum, so that we will be able to apply our methods to quasi-realistic examples.

Picking a vector bundle with Abelian structure group means that the low energy theory is governed by the gauge group $H = H_{GUT} \times S(U(1)^r)$, commuting with $G$. One could naively ask whether such a model is anomaly-free, given that the extra $U(1)$ bosons could in principle contribute to anomalous triangle loops. The answer however is that such anomalies are canceled by the 4d version of the Green-Schwarz mechanism, which ensures that the extra $U(1)$ bosons acquire St"uckelberg masses close in magnitude to the compactification scale. Thus, in the 4d theory, the additional $U(1)$ symmetries are to be interpreted as global and, in fact, their presence may be rather beneficial for phenomenology. In conjunction with topology, these global symmetries could potentially explain the structure of Yukawa matrices and why certain terms, such as (2.12), that trigger fast proton decay, are forbidden.

The plan of this chapter is as follows. In the next section, we will lay the ground by reviewing some of the basics, including the general structure of heterotic Yukawa couplings, heterotic line bundle models and complete intersection Calabi-Yau manifolds. Since our main focus will be on the tetra-quadric Calabi-Yau manifold, we need to understand in some detail the differential geometry of $\mathbb{P}^1$ and line bundles thereon. This will be developed in Section 3.2. General results for Yukawa couplings on the tetra-quadric and some toy examples are given in Section 3.3. Section 3.4 presents a complete calculation of the Yukawa couplings for a quasi-realistic model [25, 26, 39–42] with MSSM spectrum on the tetra-quadric. We conclude in Section 3.5.

Some related matters and technical issues have been deferred to the Appendices.

### 3.1 Yukawa couplings in line bundle models

#### 3.1.1 General properties of Yukawa couplings in heterotic Calabi–Yau compactifications

We start with an overview of holomorphic Yukawa couplings in the context of the $E_8 \times E_8$ heterotic string theory on a Calabi–Yau manifold (see, for example, Ref. [9]). As seen in Section 2.6, the matter fields originate from the $E_8 \times E_8$ gauge fields $A$ and the associated gauginos. Here we focus on one $E_8$ factor (“the visible sector”) and assume that the Calabi-Yau manifold $X$ carries a principal bundle with structure
group $G$ embedded into $E_8$. The (visible) low-energy gauge group $H$ is then the commutant of $G$ within $E_8$ and the types of matter multiplets can be read off from the branching

$$248 \rightarrow \left[ (\text{Adj}_G, 1) \oplus (1, \text{Adj}_H) \oplus \bigoplus (\mathcal{R}_G, \mathcal{R}_H) \right]_{G \times H} \quad (3.1)$$

of the $248$ adjoint representation of $E_8$ under $G \times H$. Specifically, for the above branching, the low-energy theory can contain matter multiplets transforming as representations $\mathcal{R}_H$ under $H$. These multiplets descend from harmonic bundle valued $(0,1)$-forms $\nu \in H^1(X, V)$, where $V$ is a vector bundle associated to the principal bundle via the $G$ representations $\mathcal{R}_G$. Consider three representations $(\mathcal{R}^i_G, \mathcal{R}^i_H)$, where $i = 1, 2, 3$, which appear in the decomposition (3.1), such that $\mathcal{R}^i_G \otimes \mathcal{R}^j_G \otimes \mathcal{R}^k_G$ contains a singlet. The three associated vector bundles are denoted as $V_i$ with harmonic bundle-valued $(0,1)$-forms $\nu_i \in H^1(X, V_i)$. Then, the associated holomorphic Yukawa couplings can be computed from

$$\lambda(\nu_1, \nu_2, \nu_3) = \int_X \Omega \wedge \nu_1 \wedge \nu_2 \wedge \nu_3 \quad , \quad (3.2)$$

where $\Omega$ is the holomorphic $(3,0)$ form on $X$ and an appropriate contraction over the bundle indices in $\nu_i$ onto the singlet direction is implied. Let us introduce sets of basis forms, $\nu_{i,I}$, where $I = 1, \ldots, h^1(X, V_i)$, for the cohomologies $H^1(X, V_i)$ and define $\lambda_{IJK} = \lambda(\nu_{1,I}, \nu_{2,J}, \nu_{3,K})$. The four-dimensional $N = 1$ chiral superfields associated to $\nu_{i,I}$ are denoted $C^i_I$ and these fields transform as $\mathcal{R}^i_H$ under the gauge group $H$. The superpotential for these fields can be written as

$$W = \lambda_{IJK} C^i_I C^j_J C^K_3 \quad . \quad (3.3)$$

Here, we are mainly interested in the phenomenologically promising structure groups $G = SU(3)$, $SU(4)$, $SU(5)$ (and their maximal rank sub-groups), which lead to the low-energy gauge groups $H = E_6$, $SO(10)$, $SU(5)$ (times possible $U(1)$ factors), respectively. For these three groups, the decomposition (3.1) takes the form

$$248 \rightarrow \left[ (8, 1) \oplus (1, 78) \oplus (3, 27) \oplus (\overline{3}, \overline{27}) \right]_{SU(3) \times E_6} \quad (3.4)$$

$$248 \rightarrow \left[ (15, 1) \oplus (1, 45) \oplus (4, 16) \oplus (\overline{4}, \overline{16}) \oplus (6, 10) \right]_{SU(4) \times SO(10)} \quad (3.5)$$

$$248 \rightarrow \left[ (24, 1) \oplus (1, 24) \oplus (5, 10) \oplus (\overline{5}, \overline{10}) \oplus (10, 5) \oplus (\overline{10}, \overline{5}) \right]_{SU(5) \times SU(5)} \quad (3.6)$$

For $G = SU(3)$ we have matter multiplets in representations $27$, $\overline{27}$ and $1$ of the low-energy gauge group $H = E_6$ and possible Yukawa couplings of type $27^3$, $\overline{27}^3$, $1 \cdot 27^2$ and $1 \cdot \overline{27}^2$. 
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For $G = SU(4)$, the families come in $16$ representations and the anti-families in $\overline{16}$ representations of $H = SO(10)$. Higgs multiplets reside in $10$ representations and bundle moduli in singlets, $1$. Possible Yukawa couplings are of type $10 \overline{16}^2$, $10 16 \overline{2}$, $1 16 16$ and $1 10 10$.

Finally, for $G = SU(5)$ and low-energy gauge group $H = SU(5)$ we have families in $5 \oplus \overline{10}$, anti-families in $5 \oplus \overline{10}$ and bundle moduli singlets, $1$. Allowed Yukawa couplings include the up-type Yukawa couplings $5 10 \overline{2}$, the down-type Yukawa couplings $5 5 10$ as well as the singlet couplings $1 5 5$, $1 10 10$.

While Eq. (3.2) has been, initially, written down in terms of the harmonic representatives $\nu_i$ of the cohomologies $H^1(X, V_i)$, it is important to note that the expression is, in fact, independent of the choice of representatives. To see this, perform the transformation $\nu_i \rightarrow \nu_i + \bar{\partial} \xi_i$ on Eq. (3.2), where $\xi_i$ are sections of $V_i$. Then, integrating by parts and using $\bar{\partial} \nu_i = 0$, $\bar{\partial} \Omega = 0$ and $\bar{\partial}^2 = 0$, it follows immediately that

$$
\lambda(\nu_1 + \bar{\partial} \xi_1, \nu_2 + \bar{\partial} \xi_2, \nu_3 + \bar{\partial} \xi_3) = \lambda(\nu_1, \nu_2, \nu_3).
$$

This quasi-topological property of the holomorphic Yukawa couplings means that they can, in principle, be computed purely algebraically, as has been noted in Refs. [29, 35]. To recall how this works we focus on the case $G = SU(3)$ and low-energy gauge group $H = E_6$. The families in $27$ descend from bundle-valued $(0,1)$-forms $\nu, \mu, \rho \in H^1(X, V)$, where $V$ is the associated vector bundle in the fundamental representation, $3$, of $SU(3)$. Since $c_1(V) = 0$ it follows that $\wedge^3 V \cong \mathcal{O}_X$ and we have a map

$$
H^1(X, V) \times H^1(X, V) \times H^1(X, V) \rightarrow H^3(X, \wedge^3 V) \cong H^3(X, \mathcal{O}_X) \cong \mathbb{C}.
$$

More explicitly, this can be expressed by the cup product

$$
\nu \wedge \mu \wedge \rho = \tau(\nu, \mu, \rho) \overline{\Omega},
$$

where $\tau(\nu, \mu, \rho)$ is a complex number and $\overline{\Omega}$ is the unique harmonic representative of the cohomology group $H^3(X, \mathcal{O}_X)$. Inserting into Eq. (3.2), it follows that the complex number $\tau(\nu, \mu, \rho)$ is proportional to the Yukawa couplings via

$$
\lambda(\mu, \nu, \rho) = \tau(\nu, \mu, \rho) \int_X \Omega \wedge \overline{\Omega}.
$$

This means that the $27^3$ Yukawa couplings, up to an overall constant, can be computed algebraically, by performing a (cup) product between three cohomology representatives. Similar arguments can be made for the other Yukawa couplings in the $SU(3)$ case and indeed for other bundle structure groups $G$.

---

1Here and in the following, we will often denote the derivative $\bar{\partial}_E$ on differential forms taking values in the vector bundle $E$ simply by $\bar{\partial}$ to avoid cluttering the notation.
Such an algebraic calculation has been carried out for certain examples in Refs. [29, 35]. While it is elegant and avoids the evaluation of integrals, it also has a number of drawbacks. As a practical matter, the relevant cohomologies are not always directly known, but are merely represented by certain isomorphic cohomologies. In this case, it is not always obvious how the cup product should be carried out. Perhaps more significantly, computing the physical (rather than just the holomorphic) Yukawa couplings also requires knowledge of the matter field Kähler metric (2.88) which is proportional to the inner product

\[ (\nu, \omega) = \int_X \nu \wedge \bar{\omega}_E \omega \]  

(3.11)

between two harmonic \((0,1)\)-forms \(\nu, \omega\) representing cohomologies in \(H^1(X,V)\). Unlike the holomorphic Yukawa couplings, this expression is not independent of the choice of representatives due to the presence of the complex conjugation, as can be seen by performing a transformation \(\nu \rightarrow \nu + \bar{\partial} \alpha, \omega \rightarrow \omega + \bar{\partial} \beta\). It needs to be computed with the harmonic \((0,1)\)-forms and requires knowledge of the Ricci-flat Calabi-Yau metric. Consequently, a full calculation of the physical Yukawa couplings will have to rely on differential geometry. One purpose of this thesis is to develop such differential geometry methods, for the immediate purpose of calculating the holomorphic Yukawa couplings, but in view of a full calculation of the physical couplings in the future.

### 3.1.2 A review of line bundle models

Perhaps the simplest heterotic compactifications for which to calculate Yukawa couplings, apart from models with standard embedding, are line bundle models. In the remainder of the thesis, we will focus on calculating holomorphic Yukawa couplings for such line bundle models and, in the present sub-section, we begin by reviewing their general structure, following Refs. [25, 26].

Heterotic line bundle models rely on a gauge bundle with (visible) Abelian structure group \(G = S(U(1)^n)\), which can be described by a line bundle sum

\[ V = \bigoplus_{a=1}^n L_a \quad \text{with} \quad c_1(V) = 0 , \]  

(3.12)

where \(L_a \rightarrow X\) are line bundles over the Calabi-Yau manifold \(X\). Here, the condition \(c_1(V) = 0\) ensures that the structure group of \(V\) is indeed special unitary, rather than merely unitary.
As every heterotic model, line bundle models need to satisfy two basic consistency conditions. Firstly, the bundle $V$ needs to be supersymmetric, which is equivalent to requiring vanishing slopes

$$\mu(L_a) \equiv \int_X c_1(L_a) \wedge J \wedge J^1 = 0 \quad (3.13)$$

for all line bundles $L_a$, where $J$ is the Kähler form of the Calabi-Yau manifold $X$. The slope-zero conditions are constraints in Kähler moduli space which have to be solved simultaneously for all line bundles in order for the bundle $V$ to preserve supersymmetry. Secondly, we need to be able to satisfy the heterotic anomaly condition which is guaranteed if we require that

$$c_2(TX) - c_2(V) \geq 0 \quad , \quad (3.14)$$

or, equivalently, that $c_2(TX) - c_2(V)$ is in the Mori cone of $X$. In this case, the anomaly condition can always be satisfied by adding five-branes to the model (although other completions involving a non-trivial hidden bundle or a combination of hidden bundle and five-branes are usually possible).

Of particular interest are line bundle sums with rank $n = 3, 4, 5$ for which the associated (visible) low-energy gauge groups are $H = E_6 \times S(U(1)^3)$, $H = SO(10) \times S(U(1)^4)$ and $SU(5) \times S(U(1)^5)$, respectively. For the non-Abelian part of these gauge groups, the multiplet structure of the low-energy theory can be read off from Eqs. (3.4)–(3.6). In addition, multiplets carry charges under the Abelian part, $S(U(1)^n)$, of the gauge group. It is convenient to describe these charges by an integer vector $q = (q_1, q_2, \ldots, q_n)$. Since we would like to label representations of $S(U(1)^n)$, rather than of $U(1)^n$, two such vectors $q$ and $\tilde{q}$ have to be identified if $q - \tilde{q} = Z(1,1,\ldots,1)$. This charge vector will be attached as a subscript to the representation of the non-Abelian part. The number of each type of multiplet equals the dimension of the cohomology $H^1(X, K)$ for a certain line bundle $K$, which is either one of the line bundles $L_a$ or a tensor product thereof. The precise list of multiplets for the three cases $n = 3, 4, 5$, together with the associated line bundles $K$ is provided in Tables 3.1, 3.2 and 3.3. As is clear from the tables, all relevant $S(U(1)^n)$ charges can be expressed easily in terms of the $n$-dimensional standard unit vectors $e_a$. Frequently, in order to simplify the notation for multiplets, we will replace the subscripts $e_a$ simply by $a$. For example, in the $SO(10) \times S(U(1)^4)$ case, the multiplet $16_{e_a}$ becomes $16_a$ or the multiplet $10_{e_{a} + e_b}$ becomes $10_{a,b}$.

For all three cases, the low-energy spectrum contains fields $1_{a,b}$ which are singlets under the non-Abelian part of the gauge group, but are charged under $S(U(1)^n)$.
These fields should be interpreted as bundle moduli which parametrise deformations away from a line bundle sum to bundles with non-Abelian structure group. For many models of interest these bundle moduli are present in the low-energy spectrum and, in such cases, the Abelian bundle is embedded in a moduli space of generically non-Abelian bundles. Much can be learned about non-Abelian bundles by such deformations away from the Abelian locus. This is one of the reasons why studying Yukawa couplings for line bundle models can yield insights into the structure of Yukawa couplings for non-Abelian bundles. Another reason is more technical. In practice, non-Abelian bundles are often constructed from line bundles, for example via extension or monad sequences, and, hence, some of the methods developed for line bundles will be useful to tackle the non-Abelian case.

So far, we have considered the “upstairs” theory with a GUT-type gauge group. In order to break this theory to the standard-model group we require a freely-acting symmetry $\Gamma$ on the Calabi-Yau manifold $X$. The line bundle sum $V$ should descend to the quotient Calabi-Yau $X/\Gamma$, that is, it should have a $\Gamma$-equivariant structure. Downstairs, on the manifold $X/\Gamma$, we should include a Wilson line, defined by a representation $W$ of $\Gamma$ into the (hypercharge direction of the) GUT group. As a result, each downstairs multiplet, $\psi$, acquires an induced $\Gamma$-representation denoted $\chi_\psi$. Luckily, the resulting downstairs spectrum can be computed in a simple group-

| multiplet | indices | line bundle $K$ | interpretation |
|-----------|---------|----------------|----------------|
| $27_{e_a}$ | $a = 1, 2, 3$ | $L_a$ | families/Higgs |
| $\overline{27}_{-e_a}$ | $a = 1, 2, 3$ | $L_a^*$ | mirror-families/Higgs |
| $1_{e_{a-b}}$ | $a, b = 1, 2, 3, a \neq b$ | $L_a \otimes L_b^*$ | bundle moduli |

Table 3.1: Multiplets and associated line bundles for bundle structure group $G = S(U(1)^3)$ and low-energy gauge group $H = E_6 \times S(U(1)^3)$. 

| multiplet | indices | line bundle $K$ | interpretation |
|-----------|---------|----------------|----------------|
| $16_{e_a}$ | $a = 1, 2, 3, 4$ | $L_a$ | families |
| $\overline{16}_{-e_a}$ | $a = 1, 2, 3, 4$ | $L_a^*$ | mirror-families |
| $10_{e_{a+b}}$ | $a = 1, 2, 3, 4, a < b$ | $L_a \otimes L_b$ | Higgs |
| $1_{e_{a-b}}$ | $a, b = 1, 2, 3, 4, a \neq b$ | $L_a \otimes L_b^*$ | bundle moduli |

Table 3.2: Multiplets and associated line bundles for bundle structure group $G = S(U(1)^4)$ and low-energy gauge group $H = SO(10) \times S(U(1)^4)$.
To compute the spectrum of a certain type, $\psi$, of downstairs multiplet contained in $H^1(X, K)$, we should determine the $\Gamma$-singlet part of $H^1(X, K) \otimes \chi_\psi$.

Fortunately, the computation of Yukawa couplings relates to this Wilson line breaking mechanism in a straightforward way. We can obtain the downstairs (holomorphic) Yukawa couplings by basically extracting the relevant $\Gamma$-singlet directions of the upstairs Yukawa couplings.

In our later examples, we will consider Wilson line breaking for the gauge group $SU(5)$. In this case, the Wilson line can be conveniently described in terms of two one-dimensional $\Gamma$-representations $\chi_2, \chi_3$, satisfying $\chi_2^2 \otimes \chi_3^3 = 1$ and with at least one of them non-trivial. Such a Wilson line, embedded into the hypercharge direction, breaks $SU(5)$ to the standard model group. The $\Gamma$-representations $\chi_\psi$ of the various standard model multiplets, which enter Eq. (3.15), are then explicitly given by

$$\chi_Q = \chi_2 \otimes \chi_3, \quad \chi_u = \chi_3^2, \quad \chi_e = \chi_2^2, \quad \chi_d = \chi_3^s, \quad \chi_l = \chi_2^s, \quad \chi_H = \chi_2^s, \quad \chi_R = \chi_2.$$

### 3.1.3 Holomorphic Yukawa couplings for line bundle models

For heterotic line bundle models, the $(0,1)$-forms $\nu_1, \nu_2$ and $\nu_3$, contained in the general expression (3.2) for the Yukawa couplings, represent the first cohomologies.

---

Table 3.3: Multiplets and associated line bundles for bundle structure group $G = S(U(1)^5)$ and low-energy gauge group $H = SU(5) \times S(U(1)^5)$.

| multiplet | indices | line bundle $K$ | interpretation |
|-----------|---------|-----------------|----------------|
| $10_{e_a}$ | $a = 1, 2, 3, 4, 5$ | $L_a$ | $(Q, u, e)$ families |
| $\overline{10}_{-e_a}$ | $a = 1, 2, 3, 4, 5$ | $L_a^*$ | $(\overline{Q}, \overline{u}, \overline{e})$ mirror-families |
| $3_{e_a+e_b}$ | $a, b = 1, 2, 3, 4, 5, a < b$ | $L_a \otimes L_b$ | $(L, d)$ families |
| $5_{-e_a-e_b}$ | $a, b = 1, 2, 3, 4, 5, a < b$ | $L_a^* \otimes L_b^*$ | $(\overline{L}, d)$ mirror-families |
| $1_{e_a-e_b}$ | $a, b = 1, 2, 3, 4, 5, a \neq b$ | $L_a \otimes L_b^*$ | bundle moduli |

---

2 In more complicated cases, line bundles might not be equivariant individually, but several line bundles may form an equivariant block. However, the computation of downstairs cohomology for such cases proceeds in a similar group-theoretical fashion.
of certain line bundles, denoted by \( K_1, K_2 \) and \( K_3 \), so that \( \nu_i \in H^1(X, K_i) \). The structure of the integral (3.2) (or, equivalently, four-dimensional gauge symmetry) means that such a line bundle Yukawa coupling can be non-zero only if

\[
K_1 \otimes K_2 \otimes K_3 = \mathcal{O}_X .
\]  

(3.17)

Provided this is the case, the Yukawa coupling is given by

\[
\lambda(\nu_1, \nu_2, \nu_3) = \int_X \Omega \wedge \nu_1 \wedge \nu_2 \wedge \nu_3 ,
\]

(3.18)

an expression similar to Eq. (3.2), but with the \((0,1)\)-forms \( \nu_i \) now taking values in

| Gauge group               | Yukawa coupling | \( K_1 \) | \( K_2 \) | \( K_3 \) | index constraint |
|---------------------------|----------------|----------|----------|----------|-----------------|
| \( E_6 \times SU(1)^3 \)  | 27, 27, 27, 27 | \( L_a \) | \( L_b \) | \( L_c \) | \( a, b, c \) all different |
| \( 27a, 27b, 27c \)      | \( L'_a \) | \( L'_b \) | \( L'_c \) | \( a, b, c \) all different |
| \( 1a, b, 27a, 27b \)    | \( L_a \otimes L_b \) | \( L_c \) | \( L_d \) | \( a \neq b \) |
| \( SU(10) \times SU(1)^4 \) | 10a, b, 16c, 16d | \( L_a \otimes L_b \) | \( L_c \) | \( L_d \) | \( a, b, c, d \) all different |
| \( 10a, b, 16c, 16d \)   | \( L_a \otimes L_b \) | \( L_c \) | \( L_d \) | \( a \neq b \) |
| \( 1a, b, 16c, 16d \)    | \( L_a \otimes L_b \) | \( L_c \) | \( L_d \) | \( a \neq b \) |
| \( SU(5) \times SU(1)^5 \) | 5a, b, 5c, d, 5e, 5f | \( L_a \otimes L_b \) | \( L_c \otimes L_d \) | \( L_e \) | \( a, b, c, d, e \) all different |
| \( 5a, b, 10c, 10d \)    | \( L_a \otimes L_b \) | \( L_c \otimes L_d \) | \( L_e \) | \( a \neq b \) |
| \( 5a, b, 5c, d, 5e, 5f | \( L_a \otimes L_b \) | \( L_c \otimes L_d \) | \( L_e \otimes L_f \) | \( a, b, c, d, e \) all different |
| \( 1a, b, 5c, d, 5e, 5f | \( L_a \otimes L_b \) | \( L_c \otimes L_d \) | \( L_e \otimes L_f \) | \( a \neq b, a \neq c, b \neq c \) |
| \( 1a, b, 10c, 10d \)    | \( L_a \otimes L_b \) | \( L_c \otimes L_d \) | \( L_e \otimes L_f \) | \( a \neq b \) |

Table 3.4: Relation between the line bundles \( K_i \) which enter the expression (3.18) for the Yukawa couplings and the line bundles \( L_a \) which define the vector bundle \( V \) in Eq. (3.12). Note that \( K_1 \otimes K_2 \otimes K_3 = \mathcal{O}_X \) always follows, in some cases due to \( c_1(V) = 0 \), which implies \( L_1 \otimes \cdots \otimes L_n = \mathcal{O}_X \).

the line bundles \( K_i \). The precise relation between the line bundles \( K_i \) and the line bundles \( L_a \) in Eq. (3.12) which define the vector bundle \( V \) depends on the low-energy gauge group and the type of Yukawa coupling under consideration. For the three gauge groups of interest and the relevant types of Yukawa couplings these relations are summarised in Table 3.4. From Eq. (3.18) it is clear that the Yukawa couplings can depend on the complex structure moduli of the Calabi-Yau manifold \( X \). Later, we will see examples with and without explicit complex structure dependence. Given that individual line bundles have no moduli, line bundle Yukawa couplings do not depend on bundle moduli. However, as discussed earlier, line bundle models often reside in a larger moduli space of non-Abelian bundles and Yukawa couplings on this larger
moduli space will, in general, display bundle moduli dependence. In this context, our results for line bundle models can be interpreted as a leading-order expressions which are exact at the line bundle locus and provide a good approximation for small deformations away from the line bundle locus.

3.1.4 Projective ambient spaces

So far, our discussion applies to line bundle models on any Calabi-Yau manifold. In this sub-section and from now on we will specialise to what is perhaps the simplest class of Calabi-Yau manifolds, namely Calabi-Yau hyper-surfaces in products of projective spaces. Restricting to this class allows us to take the first steps towards evaluating the Yukawa integral (3.18) and, later on, to explicitly construct the relevant cohomology representatives and compute the integral.

Concretely, we will consider ambient spaces of the form

$$\mathcal{A} = \mathbb{P}^{n_1} \times \mathbb{P}^{n_2} \times \cdots \times \mathbb{P}^{n_m},$$

(3.19)

where $n_1 + n_2 + \ldots + n_m = 4$. The Calabi-Yau hyper-surface $X$ in $\mathcal{A}$ is defined as the zero-locus of a homogeneous polynomial $p$ with multi-degree $(n_1+1, n_2+1, \ldots, n_m+1)$, which can be thought of as a section of the normal bundle $\mathcal{N} = \mathcal{O}_\mathcal{A}(n_1+1, n_2+1, \ldots, n_m+1)$. Examples in this class include the quintic in $\mathbb{P}^4$, the bicubic in $\mathbb{P}^2 \times \mathbb{P}^2$ and the tetra-quadric in $\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1$.

To evaluate the Yukawa couplings for such Calabi-Yau hyper-surfaces, we first assume that the relevant $(0,1)$-forms $\nu_i$ and the $(3,0)$-form $\Omega$ on $X$ can be obtained as restrictions of ambient space counterparts $\hat{\nu}_i$ and $\hat{\Omega}$. Under this assumption and by inserting an appropriate delta-function current $\delta^2(p)$, we can re-write Eq. (3.18) as the ambient space integral

$$\lambda(\nu_1, \nu_2, \nu_3) = -\frac{1}{2i} \int_\mathcal{A} \hat{\Omega} \wedge \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\nu}_3 \wedge \delta^2(p) dp \wedge d\bar{p}.$$  

(3.20)

Note that this expression contains the imaginary prefactor $i$, which is completely acceptable for holomorphic Yukawa couplings. One expects the Yukawa couplings to become real (except for the small CP violating phase in the CKM matrix) only after field normalisation is performed. The construction of $\Omega$ and $\hat{\Omega}$ for Calabi–Yau hyper-surfaces in products of projective spaces is well known [6, 7, 10, 29] and we will simply present the result. To this end, we introduce the forms

$$\mu_i = \frac{1}{n_i!} \varepsilon_{\alpha_1 \ldots \alpha_n} x_i^{\alpha_1} dx_i^{\alpha_1} \wedge \cdots \wedge dx_i^{\alpha_n}, \quad \mu = \mu_1 \wedge \mu_2 \wedge \cdots \wedge \mu_m.$$  

(3.21)
where \( x_0^n \) are the homogeneous coordinates on \( \mathbb{P}^n \). With these definitions, the form \( \hat{\Omega} \) satisfies
\[
\hat{\Omega} \wedge dp = \mu .
\] (3.22)

Combining this relation with the current identity
\[
\delta^2(p)d\bar{p} = \frac{1}{\pi} \partial \left( \frac{1}{p} \right)
\] (3.23)
leads to the following expression
\[
\lambda(\nu_1, \nu_2, \nu_3) = -\frac{1}{2\pi i} \int_A \mu \wedge \left[ \tilde{\partial} \nu_1 \wedge \tilde{\nu}_2 \wedge \tilde{\nu}_3 - \tilde{\nu}_1 \wedge \tilde{\partial} \nu_2 \wedge \tilde{\nu}_3 + \tilde{\nu}_1 \wedge \tilde{\nu}_2 \wedge \tilde{\partial} \nu_3 \right].
\] (3.24)
for the Yukawa couplings. In deriving this expression, we have performed an integration by parts and ignored the boundary term. This boundary term will be more closely examined in Appendix D and we will show that it vanishes in all cases of interest.

To understand the implications of this result we need to analyse the relation between the ambient space forms \( \hat{\nu}_i \) and their restrictions, \( \nu_i \), to the Calabi-Yau manifold \( X \). Let \( K \) be any of the line bundles \( K_1, K_2, K_3 \) and \( K \) its ambient space counterpart, so that \( K = K|_X \). For a given cohomology representative \( \nu \in H^1(X, K) \), we would like to construct an ambient space form \( \hat{\nu} \) with \( \nu = \hat{\nu}|_X \). The line bundles \( K \) and \( K \) are related by the Koszul sequence
\[
0 \to N^* \otimes K \overset{p}{\to} K \overset{r}{\to} K \to 0 ,
\] (3.25)
a short exact sequence with \( p \), the defining polynomial of the Calabi-Yau manifold, and \( r \), the restriction map. This short exact sequence leads to an associated long exact sequence in cohomology, whose relevant part is given by
\[
\cdots \to H^1(A, N^* \otimes K) \overset{p}{\to} H^1(A, K) \overset{r}{\to} H^1(X, K) \overset{\delta}{\to} H^2(A, N^* \otimes K) \overset{p}{\to} H^2(A, K) \overset{r}{\to} H^2(X, K) \to \cdots ,
\] (3.26)
where \( \delta \) is the co-boundary map. This sequence allows us to relate the cohomology \( H^1(X, K) \) to ambient space cohomologies, namely
\[
H^1(X, K) = r \left( \text{Coker} \left( H^1(A, N^* \otimes K) \overset{p}{\to} H^1(A, K) \right) \right) \oplus \delta^{-1} \left( \text{Ker} \left( H^2(A, N^* \otimes K) \overset{p}{\to} H^2(A, K) \right) \right). \] (3.27)
Evidently, \( H^1(X, K) \) can receive two contributions, one from \( H^1(A, K) \) (modulo identifications) and the other from (the kernel in) \( H^2(A, N^* \otimes K) \). Let us discuss these
two contributions separately, keeping in mind that the general case is a sum of these.

**Type 1:** If \( \nu \) descends from \( H^1(\mathcal{A}, \mathcal{K}) \), we refer to it as “type 1”. In this case, we have a \((0, 1)\)-form \( \hat{\nu} \in H^1(\mathcal{A}, \mathcal{K}) \) which, under the map \( r \), restricts to \( \nu \in H^1(X, K) \). What is more, since \( \hat{\nu} \) represents an ambient space cohomology it is closed, so

\[
\bar{\partial} \hat{\nu} = 0 . \quad (3.28)
\]

**Type 2:** The situation is somewhat more involved if \( \nu \) descends from \( H^2(\mathcal{A}, \mathcal{N}^* \otimes \mathcal{K}) \), a situation we refer to as “type 2”. In this case, we can start with an ambient space \((0, 2)\)-form \( \hat{\omega} = \delta(\nu) \in H^2(\mathcal{A}, \mathcal{N}^* \otimes \mathcal{K}) \), which is the image of \( \nu \) under the co-boundary map. The definition of the co-boundary map from Appendix B tells us that, in this case, \( \nu \) can be obtained as the restriction to \( X \) of an ambient space \((0, 1)\)-form \( \hat{\nu} \) which is related to \( \hat{\omega} \) by

\[
\bar{\partial} \hat{\nu} = p \hat{\omega} . \quad (3.29)
\]

Unlike in the previous case, the form \( \hat{\nu} \) is no longer closed.

The Yukawa coupling (3.24) involves three \((0, 1)\)-forms, \( \hat{\nu}_1, \hat{\nu}_2 \) and \( \hat{\nu}_3 \), each of which can be either of type 1 or type 2 (or a combination of both types), so that a variety of possibilities ensues. Perhaps the simplest possibility arises when all three forms are of type 1, so that \( \bar{\partial} \hat{\nu}_i = 0 \) for \( i = 1, 2, 3 \). Then, Eq. (3.24) shows that the Yukawa coupling vanishes,

\[
\lambda(\nu_1, \nu_2, \nu_3) = 0 . \quad (3.30)
\]

This vanishing is quasi-topological and related to the cohomology structure for \( K_1, K_2 \) and \( K_3 \) in the sequence (3.26) – there is no expectation that it can be explained in terms of a symmetry in the four-dimensional theory. An explicit example of this case will be presented later.

The next simplest possibility is for two of the forms, say \( \hat{\nu}_1 \) and \( \hat{\nu}_2 \), to be of type 1, so that \( \bar{\partial} \hat{\nu}_1 = \bar{\partial} \hat{\nu}_2 = 0 \), while \( \hat{\nu}_3 \) is of type 2, so that \( \bar{\partial} \hat{\nu}_3 = p \hat{\omega}_3 \) for some \((0, 2)\)-form \( \hat{\omega}_3 \). Inserting into Eq. (3.24), the Yukawa coupling now reduces to the simple expression

\[
\lambda(\nu_1, \nu_2, \nu_3) = -\frac{1}{2\pi i} \int_A \mu \wedge \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\omega}_3 . \quad (3.31)
\]

As we will see, this formula is very useful since it is expressed in terms of ambient space forms, which can often be readily written down. When more than one of the forms is of type 2, the general formula (3.24) needs to be used and working out all the required forms becomes more complicated. We will study examples for all these cases later on.
3.2 Line bundle valued harmonic forms

From hereon we will focus on tetra-quadric Calabi-Yau manifolds in the ambient space \( \mathcal{A} = \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \). Besides the general usefulness of working with a concrete example, the tetra-quadric offers a number of additional advantages. Firstly, the ambient space consists of \( \mathbb{P}^1 \) factors only and is, therefore, particularly simple to handle. Moreover, it is known [25, 26] that quasi-realistic line bundle standard models exist on the tetra-quadric, so we will be able to apply our methods for calculating Yukawa couplings to physically relevant models. However, the methods we develop in the context of the tetra-quadric can be generalised to other Calabi-Yau hypersurfaces in products of projective spaces and even to higher co-dimension CICYs, as will be seen in Chapter 4.

The main purpose of this section is to set out the relevant differential geometry for \( \mathbb{P}^1 \), find the harmonic bundle-valued forms for all line bundles on \( \mathbb{P}^1 \) and apply the results to the full ambient space \( \mathcal{A} \). In particular, we will work out a multiplication rule for bundle-valued harmonic forms which will be crucial in order to establish the relation between the algebraic and analytic methods for calculating holomorphic Yukawa couplings. Since Yukawa couplings depend only on the cohomology classes of the corresponding forms, we are free to use any non-trivial representatives. For our calculation, we will rely on forms which are harmonic relative to the Fubini-Study metric on \( \mathcal{A} \). As we will see, these can be explicitly constructed. For easier accessibility, this chapter is kept somewhat informal. A review of some relevant mathematical background, mostly following Ref. [43], can be found in Appendix A. The proof of the multiplication rule for harmonic forms on projective space is contained in Appendix C.

3.2.1 Construction of line bundle valued harmonic forms on \( \mathbb{P}^1 \)

We begin by collecting some well-known properties of \( \mathbb{P}^1 \). Homogeneous coordinates on \( \mathbb{P}^1 \) are denoted by \( x^\alpha \), where \( \alpha = 0, 1 \), and we introduce the standard open patches \( U_{(\alpha)} = \{ [x^0 : x^1] | x^\alpha \neq 0 \} \) with affine coordinates \( z = x^1/x^0 \) on \( U_{(0)} \) and \( w = x^0/x^1 \) on \( U_{(1)} \). The transition function on the overlap is given by \( w = 1/z \). For convenience, subsequent formulae will usually be written on the patch \( U_{(0)} \) and in terms of the coordinate \( z \).

The Kähler potential for the Fubini-Study metric on \( \mathbb{P}^1 \) reads

\[
\mathcal{K} = \frac{i}{2\pi} \log \kappa, \quad \kappa = 1 + |z|^2, \quad (3.32)
\]
with associated Kähler form and Kähler metric given by
\[
J = \partial \bar{\partial} \mathcal{R} = \frac{i}{2\pi \kappa^2} dz \wedge d\bar{z}, \quad g_{zz} = -iJ_{zz} = \frac{1}{2\pi \kappa^2}.
\]
(3.33)

Note that the normalisation of \( \mathcal{R} \) has been chosen such that \( \int_{\mathbb{P}^1} J = 1 \).

Line bundles on \( \mathbb{P}^1 \) are classified by an integer \( k \) and are denoted by \( \mathcal{O}_{\mathbb{P}^1}(k) \). They can be explicitly constructed by dualising and taking tensor powers of the universal bundle \( \mathcal{O}_{\mathbb{P}^1}(-1) \). With the above covering of \( \mathbb{P}^1 \) and the fiber coordinate \( v \), the transition function of \( \mathcal{O}_{\mathbb{P}^1}(k) \) can be written as
\[
\phi_{01}(z,v) = (1/z, z^k v).
\]
(3.34)

This means that a section of \( \mathcal{O}_{\mathbb{P}^1}(k) \) given by \( s_{(0)} \) on \( U_{(0)} \) and \( s_{(1)} \) on \( U_{(1)} \) transforms as \( s_{(0)}(z) = z^k s_{(1)}(1/z) \).

A hermitian structure \( H \) on \( L = \mathcal{O}_{\mathbb{P}^1}(k) \) can be introduced by
\[
H = \kappa^{-k},
\]
(3.35)
and the associated Chern connection, \( \nabla^{0,1} = \bar{\partial} \) and \( \nabla^{1,0} = \partial + A \), with gauge potential \( A = \bar{\partial}^{-1} \partial \bar{H} = \partial \log \bar{H} \) and curvature \( F = dA = \bar{\partial} \partial \log \bar{H} \) is explicitly specified by
\[
A = -\frac{k \bar{z}}{\kappa} dz, \quad F = -2\pi i k J.
\]
(3.36)

The last result for the field strength allows the calculation of the first Chern class of \( L \), which is given by
\[
c_1(L) = \frac{i}{2\pi} F = kJ, \quad \int_{\mathbb{P}^1} c_1(L) = k.
\]
(3.37)

Having introduced a hermitian structure and a connection on the line bundles \( L \), we can now turn to a discussion of their cohomology and their associated harmonic bundle-valued forms. As explained in Appendix A, a \( L \)-valued harmonic form \( \alpha \) is characterised by the equations
\[
\bar{\partial} \alpha = 0, \quad \partial(\bar{H} \star \alpha) = 0,
\]
(3.38)
where \( \star \) is the Hodge star on \( \mathbb{P}^1 \) with respect to the Fubini-Study metric. The first of these equations simply asserts the \( \bar{\partial} \)-closure of \( \alpha \), which is already sufficient to obtain representatives for cohomology. However, \( \bar{\partial} \)-closed forms which differ by a \( \bar{\partial} \)-exact form describe the same cohomology class and such a redundant description of cohomology is not convenient for our purposes. For this reason, we will solve both
equations (3.38) and work with the resulting harmonic representatives, which are in one-to-one correspondence with the relevant cohomology.

The cohomology of $L = O_{\mathbb{P}^1}(k)$ is obtained from the Bott formula and we should distinguish three qualitatively different cases. For $k \geq 0$ only the zeroth cohomology is non-vanishing, while for $k \leq -2$ only the first cohomology is non-vanishing. For $k = -1$ the cohomology is entirely trivial. We will now discuss these three cases in turn and explicitly compute the bundle-valued harmonic forms by solving Eqs. (3.38).

Case 1) $k \geq 0$: In this case, the Bott formula implies that $h^0(\mathbb{P}^1, L) = k + 1$ and $h^1(\mathbb{P}^1, L) = 0$. Hence, we are looking for sections or bundle-valued $(0,0)$-forms of $L$. In this case, the second equation (3.38) is automatically satisfied, while the first one implies that the section is holomorphic, so $\alpha = \alpha(z)$. For a monomial $\alpha = z^l$, a transformation to the other patch gives $z^l = w^{-l} = z^k w^{k-l}$, with the $z^k$ factor being the desired transition function. This means that the section is holomorphic in both patches, only if $l = 0, \ldots, k$. This leads to the well-known result that the sections are given by degree $k$ polynomials, that is,

$$\alpha = P_k(z).$$

(3.39)

Note that the space of these polynomials is indeed $k + 1$-dimensional, as required.

Case 2) $k = -1$: In this case, all cohomologies of $L$ vanish and there are no forms to be determined.

Case 3) $k \leq -2$: Now, $h^1(\mathbb{P}^1, L) = -k - 1$ and $h^0(\mathbb{P}^1, L) = 0$. Hence, we are looking for harmonic $(0,1)$-forms $\alpha = f(z, \bar{z})d\bar{z}$. Clearly, the first equation (3.38) is automatically satisfied for such $\alpha$. Using $\star d\bar{z} = -id\bar{z}$ and $\star \alpha = -i\alpha$, the second equation can be written as $\partial(\bar{H}\alpha) = 0$, which leads to the general solution $\alpha = \kappa^k g(\bar{z})d\bar{z}$, with a general anti-holomorphic function $g(\bar{z})$. For a monomial $g(\bar{z}) = \bar{z}^l$, this transforms to the other patch as

$$\alpha = (1 + |z|^2)^k z^l d\bar{z} = -z^k (1 + |w|^2)^k \bar{w}^{-k-1-2} d\bar{w}.$$  

(3.40)

For holomorphy in both patches, we should therefore have $l = 0, \ldots, -k - 2$, so $g(\bar{z})$ is a general polynomial of degree $-k - 2$ in $\bar{z}$. It will be convenient to denote such a polynomial of degree $-k - 2$ by $P_k$, with the understanding that the negative degree subscript implies a dependence on $\bar{z}$, rather than $z$. With this notation, the full solution takes the form

$$\alpha = \kappa^k P_k(\bar{z}) d\bar{z}.$$  

(3.41)
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Note that the space of degree $-k - 2$ polynomials has indeed dimension $-k - 1$, as required.

3.2.2 Maps between line bundle cohomology on $\mathbb{P}^1$

Calculating Yukawa couplings requires performing a wedge product of bundle-valued forms. It is therefore natural to study how the harmonic forms on $\mathbb{P}^1$ found in the previous sub-section multiply. Recall that we have harmonic $(0,0)$-forms taking values in $\mathcal{O}_{\mathbb{P}^1}(k)$ for $k \geq 0$ and harmonic $(0,1)$-forms taking values in $\mathcal{O}_{\mathbb{P}^1}(k)$ for $k \leq -2$.

Multiplying two harmonic $(0,0)$-forms, representing classes in $H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(k))$ and $H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(l))$ respectively, is straightforward and it leads to another harmonic $(0,0)$-form which represents a class in $H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(k+l))$.

The only other non-trivial case – the multiplication of a harmonic $(0,0)$-form with a harmonic $(0,1)$-form – is less straightforward. To be concrete, for $k \leq -2$ and $\delta > 0$, we consider a harmonic $(0,1)$-form $\alpha(k-\delta) \in H^1(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(k-\delta))$ and a degree $\delta$ polynomial $p(\delta)$, representing a class in $H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(\delta))$. The product $p(\delta)\alpha(k-\delta)$ is a $(0,1)$-form which represents a class in $H^1(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(k))$, but is not of the form (3.40) and, hence, is not harmonic. We would, therefore, like to work out the harmonic representative, denoted $\alpha(k) \in H^1(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(k))$, which is equivalent in cohomology to this product $p(\delta)\alpha(k-\delta)$. This means we should solve the equation

$$p(\delta)\alpha(k-\delta) + \bar{\partial}s = \alpha(k), \quad (3.42)$$

where $s$ is a suitable section of $\mathcal{O}_{\mathbb{P}^1}(k)$. In general, the section $s$ can be cast into the form

$$s = \sum_{m \geq -k} S_{(k+m,-m-2)}(z, \bar{z})\kappa^{-m}, \quad (3.43)$$

where $S_{(k+m,-m-2)}(z, \bar{z})$ is a polynomial of degree $k + m$ in $z$ and of degree $m$ in $\bar{z}$. This can be seen by demanding the correct transformation under the transition function (3.34). It turns out that in order to solve Eq. (3.42), we only require the single term with $m = -k + \delta - 1$ in this sum for $s$. Using this observation and the general formula (3.41) for harmonic $(0,1)$-forms, we insert the following expressions

$$\alpha(k-\delta) = \kappa^{k-\delta}P_{(k-\delta)}(\bar{z})d\bar{z}, \quad \alpha(k) = \kappa^kQ_{(k)}(\bar{z})d\bar{z}, \quad s = \kappa^{k-\delta+1}S_{(\delta-1,k-\delta+1)}(z, \bar{z}). \quad (3.44)$$

into Eq. (3.42) to cast it into the more explicit form

$$pP + \kappa\partial\bar{z}S - (-k + \delta - 1)zS = \kappa^{\delta}Q. \quad (3.45)$$
Here, for simplicity of notation, we have dropped the subscripts indicating degrees. Eq. (3.45) determines the polynomials $Q$ and $S$ for given $p$ and $P$ and can be solved by comparing monomial coefficients. This is relatively easy to do for low degrees and we will discuss a few explicit examples below. For arbitrary degrees, Eq. (3.45) seems surprisingly complicated and it is, therefore, remarkable that a closed solution for $Q$ can be written down. To formulate this solution, we introduce the homogeneous counterparts of the polynomials $p$, $P$, $Q$ and $S$, which we denote as $\tilde{p}$, $\tilde{P}$, $\tilde{Q}$ and $\tilde{S}$. They depend on the homogeneous coordinates $x^0$, $x^1$ and are obtained from the original polynomials by replacing $z = x^1/x^0$ and multiplying with the appropriate powers of $x^0$ and $\bar{x}^0$. Then, the polynomial $\tilde{Q}$ which solves Eq. (3.45) can be written as

$$\tilde{Q}(x^0, \bar{x}^1) = c_{k-\delta,\delta} \tilde{p}(\partial x^0, \partial x^1) \tilde{P}(x^0, \bar{x}^1), \quad c_{k-\delta,\delta} = \frac{(-k-1)!}{(\delta-k-1)!}.$$  

Here $\tilde{p}(\partial x^0, \partial x^1)$ denotes the polynomial $\tilde{p}$ with the coordinates replaced by the corresponding partial derivatives. These derivatives act on the polynomial $\tilde{P}$ in the usual way and thereby lower the degree to the one expected for $\tilde{Q}$. The proof of Eq. (3.46) is given in Appendix C. Unfortunately, we are not aware at present of a similar closed solution for the polynomial $S$.

While this discussion may have been somewhat technical, the final result is relatively simple and can be summarised as follows. For $k \geq 0$, the harmonic $(0,0)$-forms representing the cohomology $H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(k))$ are given by degree $k$ polynomials $P(k)(z)$, which depend on the coordinate $z$. For $k \leq -2$, the harmonic $(0,1)$-forms representing the cohomology $H^1(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(k))$ can be identified with degree $-k-2$ polynomials, denoted as $P(k)(\bar{z})$, which depend on $\bar{z}$. The product of two $(0,0)$-forms is simply given by polynomial multiplication, while the product of a $(0,0)$-form and a $(0,1)$-form is performed by using the homogeneous versions of these polynomials and converting the coordinates in the former to partial derivatives which act on the latter. Let us finish this subsection by illustrating the above discussion with two explicit examples.

**Example 1:** Consider the case $k = -3$ and $\delta = 1$, so that the relevant forms and associated polynomials are explicitly given by

$$\alpha_{(-4)} = \kappa^{-3} P_{(-4)}(\bar{z}) d\bar{z}, \quad P_{(-4)} = a_0 + a_1 \bar{z} + a_2 \bar{z}^2,$$
$$\alpha_{(-3)} = \kappa^{-3} Q_{(-3)} d\bar{z}, \quad Q_{(-3)} = b_0 + b_1 \bar{z},$$
$$s = \kappa^{-3} S_{(0,-5)}, \quad S_{(0,-5)} = c_{0,0} + c_{0,1} \bar{z} + c_{0,2} \bar{z}^2 + c_{0,3} \bar{z}^3,$$
$$p^{(1)} = f_0 + f_1 \bar{z},$$

(3.47)
where \( a_i, b_i, f_i \) and \( c_{i,j} \) are constants. Inserting these polynomials into Eq. (3.45), comparing coefficients for same monomials and solving for the \( b_i \) and \( c_{i,j} \) in terms of the \( a_i \) and \( f_i \) results in

\[
Q_{(-3)} = \frac{1}{3}(2a_0f_0 + a_1f_1 + (a_1f_0 + 2a_2f_1) \bar{z}) , \quad (3.48)
\]

\[
S_{(0,-5)} = \frac{1}{3}(-a_2f_0 \bar{z}^3 + (a_2f_1 - a_1f_0) \bar{z}^2 + (a_1f_0 - a_0f_0) \bar{z} + a_0f_1) . \quad (3.49)
\]

For the algebraic calculation based on Eq. (3.46), we start with the homogeneous polynomials

\[
\tilde{p} = f_0x_0 + f_1x_1 , \quad \tilde{P} = a_0x_0^2 + a_1x_0^2 + a_2x_1^2 , \quad \tilde{S} = c_{0,0}x_0^3 + c_{0,1}x_0^2x_1 + c_{0,2}x_0x_1^2 + c_{0,3}x_1^3 . \quad (3.50)
\]

Inserting these into Eq. (3.46) gives

\[
\tilde{Q} = \frac{1}{3}((2a_0f_0 + a_1f_1)x_0 + (a_1f_0 + 2a_2f_1)x_1) , \quad (3.51)
\]

which is indeed the homogeneous version of the polynomial \( Q_{(-3)} \) in Eq. (3.48).

**Example 2:** Let us choose \( k = -1 \) and \( \delta = 2 \). Since there are no harmonic forms for \( k = -1 \), we have \( Q = 0 \), while the other forms and polynomials are given by

\[
\alpha_{(-3)} = \kappa^{-3}P_{(-3)}(\bar{z})d\bar{z} , \quad P_{(-3)} = a_0 + a_1 \bar{z} ,
\]

\[
s = \kappa^{-2}S_{(2,-4)} , \quad S_{(2,-4)} = c_{0,0} + c_{0,1} \bar{z} + c_{0,2} \bar{z}^2 + c_{1,0}z + c_{1,1}|z|^2 + c_{1,2} \bar{z}|z|^2 ,
\]

\[
p_{(2)} = p_0 + p_1z + p_2z^2 . \quad (3.52)
\]

We note that, from (3.42), we now need to solve the equation \( p_{(2)}\alpha_{(-3)} = -\bar{\partial}s \), which is similar in structure to Eq. (3.29) that determines the co-boundary map. Indeed, we will later find the present example useful to explicitly work out a co-boundary map. Inserting the above polynomials into Eq. (3.45) and comparing coefficients as before leads to

\[
S_{(2,-4)} = \frac{1}{2}(p_1a_0 + p_2a_1) - p_0a_0 \bar{z} - \frac{1}{2}p_0a_1 \bar{z}^2 + \frac{1}{2}p_2a_0z + p_2a_1|z|^2 - \frac{1}{2}(p_0a_0 + p_1a_1) \bar{z}|z|^2 . \quad (3.53)
\]

### 3.2.3 Line bundle valued harmonic forms on \( \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \)

In this sub-section, we generalise the above results for \( \mathbb{P}^1 \) to the ambient space \( \mathcal{A} = \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \). On each \( \mathbb{P}^1 \), we introduce homogeneous coordinates \( (a_i^0, x_i^1) \), where \( i = 1, \ldots, 4 \) and cover each \( \mathbb{P}^1 \) with two standard open sets \( U_{(i,\alpha)} = \{[x_i^0 : x_i^1] \mid x_i^\alpha \neq 0\} \).
Further, we introduce affine coordinates \( z_i = x_i^1/x_i^0 \) on \( U_{(i,0)} \) and \( w_i = x_i^0/x_i^1 \) on \( U_{(i,1)} \). On the intersection of \( U_{(i,0)} \) and \( U_{(i,1)} \) we have \( z_i = 1/w_i \). An open cover for the entire space \( \mathcal{A} \) is given by the 16 sets \( U_{(1,\alpha_1)} \times \cdots \times U_{(4,\alpha_4)} \). For practical purposes, we will usually work on the set \( U_{(1,0)} \times \cdots \times U_{(4,0)} \) with coordinates \( z_1, \ldots, z_4 \).

For each \( \mathbb{P}^1 \), we have a Fubini–Stud\-y Kähler potential and Kähler form given by

\[
K_i = i \log \kappa_i, \quad \kappa_i = 1 + |z_i|^2, \quad J_i = \frac{i}{2\pi \kappa_i^2} dz_i \wedge d\bar{z}_i
\]

and the Kähler cone of \( \mathcal{A} \) is parametrised by \( J = \sum_{i=1}^{4} t_i J_i \), with all \( t_i > 0 \).

The line bundles on \( \mathcal{A} \) are obtained as the tensor products

\[
\mathcal{O}_A(k) = \mathcal{O}_{\mathbb{P}^1}(k^1) \otimes \cdots \otimes \mathcal{O}_{\mathbb{P}^1}(k^4)
\]

and are, hence, labeled by a four-dimensional integer vector \( k = (k^1, k^2, k^3, k^4) \).

Straightforwardly generalising Eq. (3.35), we can introduce a Hermitian structure

\[
H = \prod_{i=1}^{4} \kappa_i^{-k^i}.
\]

on these line bundles. The gauge field and gauge field strength for the associated Chern connection

\[
A = \bar{H}^{-1} \partial \bar{H} = -\sum_{i=1}^{4} k^i \partial \log \kappa_i, \quad F = \bar{\partial} A = -2\pi i \sum_{i=1}^{4} k^i J_i
\]

lead to the first Chern class

\[
c_1(\mathcal{O}_A(k)) = \frac{i}{2\pi} F = \sum_{i=1}^{4} k^i J_i.
\]

The cohomology for \( \mathcal{K} = \mathcal{O}_A(k) \) can be obtained by combining the Bott formula for cohomology on \( \mathbb{P}^1 \) with the Künneth formula (2.74). If any of the integers \( k^i \) equals \(-1\) all cohomologies of \( \mathcal{K} \) vanish. In all other cases, precisely one cohomology, \( H^q(\mathcal{A}, \mathcal{K}) \), is non-zero, and \( q \) equals the number of negative integers \( k^i \). The dimension of this non-vanishing cohomology is given by

\[
h^q(\mathcal{A}, \mathcal{K}) = \prod_{i: k^i \geq 0} (k^i + 1) \prod_{i: k^i \leq -2} (-k^i - 1).
\]

Generalising our results for \( \mathbb{P}^1 \), the harmonic \((0,q)\)-forms representing this cohomology can be written as

\[
\alpha_{(k)} = P_{(k)} \prod_{i: k^i \leq -2} \kappa_i^{k^i} d\bar{z}_i,
\]
where \( P(k) \) is a polynomial of degree \( k^i \) in \( z_i \), provided \( k^i \geq 0 \), and of degree \(-k^i - 2\) in \( \bar{z}_i \), if \( k^i \leq -2 \). It is also useful to write down a homogeneous version of these forms, which is given by

\[
\alpha(k) = \hat{P}(k) \prod_{i:k^i \leq -2} \sigma_i^{k^i} \mu_i ,
\]

(3.61)

where

\[
\sigma_i = |x_0^i|^2 + |x_1^i|^2 , \quad \mu_i = \epsilon_{\alpha \beta} x_\alpha^i x_\beta^i ,
\]

(3.62)

and \( \hat{P}(k) \) denotes the homogeneous counterpart of \( P(k) \).

We would now like to generalise our rule for the multiplication of forms obtained on \( \mathbb{P}^1 \). In general, we have a map

\[
H^q(\mathcal{A}, \mathcal{O}_\mathcal{A}(k)) \times H^p(\mathcal{A}, \mathcal{O}_\mathcal{A}(l)) \to H^{q+p}(\mathcal{A}, \mathcal{O}_\mathcal{A}(k + l))
\]

(3.63)

between cohomologies induced by the wedge product and we would like to work out this map for the above harmonic representatives. For a harmonic \((0,q)\)-form \( \alpha(k) \in H^q(\mathcal{A}, \mathcal{O}_\mathcal{A}(k)) \) with associated polynomial \( P(k) \) and a harmonic \((0,p)\)-form \( \beta(l) \) with associated polynomial \( R(l) \), the wedge product \( \alpha(k) \wedge \beta(l) \) is equivalent in cohomology to a harmonic \((0,q + p)\)-form, which we denote by \( \gamma(k+l) \in H^{q+p}(\mathcal{A}, \mathcal{O}_\mathcal{A}(k + l)) \) with associated polynomial \( Q(k+l) \). In general, the relation between those forms can be written as

\[
\alpha(k) \wedge \beta(l) + \bar{\partial}s = \gamma(k+l) ,
\]

(3.64)

for a suitable \((0,p + q - 1)\)-form \( s \) taking values in \( \mathcal{O}_\mathcal{A}(k + l) \). Our earlier results for \( \mathbb{P}^1 \) show that the polynomial \( Q(k+l) \) which determines \( \gamma(k+l) \) can be directly obtained from \( P(k) \) and \( R(l) \) by the formula

\[
\hat{Q} = c_{k,l} \hat{P} \hat{R} ,
\]

(3.65)

where, as before, \( \hat{P}, \hat{R}, \hat{Q} \) are the homogeneous counterparts of \( P, R, Q \) and \( c_{k,l} \) is the appropriate product of numerical factors in Eq. (3.46). The understanding is that positive degrees in a particular \( \mathbb{P}^1 \), represented by powers of \( x_\alpha^i \) should be converted into derivatives \( \partial_{\bar{z}_i} \) whenever they act on negative degrees in the same \( \mathbb{P}^1 \), represented by \( \bar{x}_\alpha^i \). When both degrees in \( \hat{P} \) and \( \hat{R} \) are positive for a given \( \mathbb{P}^1 \), a simple polynomial multiplication should be carried out. Finally, for two negative degrees in the same \( \mathbb{P}^1 \), the resulting \( \hat{Q} \) vanishes (since there will be a term \( d\bar{z}^j \wedge d\bar{z}^l \) in the corresponding wedge product of the forms).
3.2.4 Line bundles and cohomology on the tetra-quadric

As the final step in our discussion of line bundles and harmonic forms, we need to consider line bundles on the tetra-quadric $X$. Recall that a tetra-quadric resides in the ambient space $\mathcal{A} = \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1$ and is defined as the zero locus of a polynomial $p$ of multi-degree $(2, 2, 2, 2)$, which can be seen as a section of the normal bundle

$$ N = \mathcal{O}_\mathcal{A}(q), \quad q = (2, 2, 2). \quad (3.66) $$

The tetra-quadric has Hodge numbers $h^{1,1}(X) = 4$ and $h^{2,1}(X) = 68$. Later, we will use the freely-acting $\Gamma = \mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry of the tetra-quadric, whose generators are given by

$$ g_1 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad g_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \quad (3.67) $$

These matrices act simultaneously on all four pairs of homogeneous coordinates. The quotient $\tilde{X} = X/\Gamma$ is a Calabi-Yau manifold with Hodge numbers $h^{1,1}(\tilde{X}) = 4$ (since all four Kähler forms $J_i$ are $\Gamma$-invariant) and $h^{2,1}(\tilde{X}) = 20$ (using divisibility of the Euler number).

All line bundles on the tetra-quadric can be obtained as restrictions of line bundles on $\mathcal{A}$, that is

$$ \mathcal{O}_X(k) = \mathcal{O}_\mathcal{A}(k)|_X. \quad (3.68) $$

As discussed in Section 3.1.4, the Koszul sequence and its associated long exact sequence provide a close relationship between line bundle cohomology on $\mathcal{A}$ and $X$, which is summarised by Eq. (3.27). This equation shows that the cohomology of a line bundle $K = \mathcal{O}_X(k)$ depends on the first and second cohomologies of the ambient space line bundles $\mathcal{K} = \mathcal{O}_\mathcal{A}(k)$ and $N^* \otimes \mathcal{K} = \mathcal{O}_\mathcal{A}(k - q)$. As discussed earlier, line bundles on $\mathcal{A}$ have at most one non-vanishing cohomology and, hence, $\mathcal{K}$ and $N^* \otimes \mathcal{K}$ have at most one non-zero cohomology each. This leads to the following four cases:

1) $H^2(\mathcal{A}, N^* \otimes \mathcal{K}) = 0$ and $H^2(\mathcal{A}, \mathcal{K}) = 0$

In this case, $H^1(X, K)$ is given by $(0, 1)$-forms $\alpha(k)$, as in Eq. (3.60), with associated polynomials $P_{(k)}$ and, in the terminology of Section 3.1.4, the cohomology representatives are of type 1. If $H^1(\mathcal{A}, N^* \otimes \mathcal{K})$ is non-trivial we have to compute the co-kernel in Eq. (3.27), which amounts to imposing the identification $\tilde{P}_{(k)} \sim \tilde{P}_{(k)} + \tilde{p}\tilde{Q}_{(k-q)}$ for arbitrary polynomials $\tilde{Q}_{(k-q)}$ of multi-degree $k - q$. Recall that the tilde denotes the homogeneous version of the polynomials and that coordinates appearing with positive degree have to be converted into derivatives.
whenever they act on negative degree coordinates, as discussed at the end of the last sub-section. Since the coefficients of $p$ depend on the complex structure, this identification leads to complex structure dependence of the representatives.

2) $H^1(A, N^* \otimes K) = 0$ and $H^1(A, K) = 0$

In this case, $H^1(X, K)$ is represented by $(0, 2)$-forms $\alpha_{(k-q)}$, with associated polynomials $P_{(k-q)}$, satisfying $p\alpha_{(k-q)} = \bar{\partial}\beta_{(k)}$ for a suitable $(0, 1)$-form $\beta_{(k)}$. Using the terminology of Section 3.1.4, this corresponds to type 2 representatives. If $H^2(A, K) \neq 0$, we have to work out the kernel in Eq. (3.27), which amounts to imposing the condition $\tilde{p}\tilde{P}_{(k-q)} = 0$. This leads to explicit complex structure dependence of the representatives.

3) $H^1(A, N^* \otimes K) = 0$ and $H^2(A, K) = 0$

This is a combination of the previous two cases, where $H^1(X, K)$ is a direct sum of type 1 and type 2 contributions.

4) $H^2(A, N^* \otimes K) = 0$ and $H^1(A, K) = 0$

In this case, $H^1(X, K) = 0$.

3.3 Yukawa couplings on the tetra-quadric and some toy examples

We have now collected all relevant technical details on line bundles and harmonic bundle-valued forms on the tetra-quadric and are ready to apply these to concrete calculations of Yukawa couplings. To begin, we collect some general statements on Yukawa couplings on the tetra-quadric – including the precise relation between an explicit analytic calculation of the integral and a corresponding algebraic calculation – and then move on to work out Yukawa couplings for a number of toy examples. In the next section, we compute the Yukawa couplings for a quasi-realistic standard model on the tetra-quadric.

3.3.1 General properties of Yukawa couplings

As we have discussed earlier, we can distinguish two types of harmonic bundle-valued $(0, 1)$-forms on the tetra-quadric: forms of type 1, which descend from harmonic $(0, 1)$-forms on the ambient space, and forms of type 2, which descend from harmonic $(0, 2)$-forms on the ambient space. The Yukawa couplings involve three harmonic
(0, 1)-forms and, as shown in Section 3.1.4, their structure depends on the types of these (0, 1)-forms.

Let us consider a line bundle model on the tetra-quadric, specified by line bundles $L_a$, where $a = 1, \ldots, n$, and a Yukawa coupling with three associated line bundles $K_1 = \mathcal{O}_X(k_1)$, $K_2 = \mathcal{O}_X(k_2)$ and $K_3 = \mathcal{O}_X(k_3)$, which are related to $L_a$ as in Table 3.4. Consider three harmonic (0, 1)-forms $\nu_i \in H^1(X, K_i)$. We have seen that the Yukawa coupling vanishes if these three forms are of type 1. The next simplest case, when two of the forms, say $\nu_1$ and $\nu_2$, are of type 1 and descend from ambient space harmonic (0, 1)-forms $\hat{\nu}_1 \in H^1(A, \mathcal{O}_A(k_1))$ and $\hat{\nu}_2 \in H^1(A, \mathcal{O}_A(k_2))$, while $\nu_3$ is of type 2 and descends from a harmonic ambient space (0, 2)-form $\hat{\omega}_3 \in H^2(A, \mathcal{O}_A(k_3 - q))$, leads to the particularly simple formula

$$\lambda(\nu_1, \nu_2, \nu_3) = -\frac{1}{2\pi i} \int_{\mathbb{C}^4} d^4z \wedge \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\omega}_3,$$  \hspace{1cm} (3.69)

for the Yukawa coupling. This follows from Eq. (3.31), together with Eqs. (3.21), which show that the form $\mu$ is given by

$$\mu = dz_1 \wedge dz_2 \wedge dz_3 \wedge dz_4 = d^4z.$$  \hspace{1cm} (3.70)

The integral over $A$ can then be thought of as the integral over $\mathbb{C}^4$, provided the forms $\hat{\nu}_1, \hat{\nu}_2, \hat{\omega}_3$ transform to the other patches as sections of the appropriate line bundles. Since $\hat{\nu}_1$ and $\hat{\nu}_2$ are (0, 1)-forms, the vectors $k_1$ and $k_2$ should contain precisely one entry $\leq -2$ each, while the vector $k_3$ contains precisely two entries $\leq 0$, in line with $\hat{\omega}_3$ being a (0, 2)-form. Further, recall from Table 3.4 that $K_1 \otimes K_2 \otimes K_3 = \mathcal{O}_A$ and, hence, $k_1 + k_2 + k_3 = 0$. This means that the four non-positive entries in these vectors must all arise in different $\mathbb{P}^1$ directions. Hence, we can assume, possibly after re-ordering, that $k_1^1 \leq -2$, $k_2^2 \leq -2$ and $k_3^3, k_4^4 \leq 0$, while all other entries are positive. With these conventions, we can apply Eq. (3.60) to write down the relevant forms as

$$\hat{\nu}_1 = \kappa^1_1 P_{(k_1)}d\bar{z}_1, \hspace{1cm} \hat{\nu}_2 = \kappa^2_2 R_{(k_2)}d\bar{z}_2, \hspace{1cm} \hat{\omega}_3 = \kappa^3_3 \kappa^4_4 - T_{(k_3-q)}d\bar{z}_3 \wedge d\bar{z}_4.$$  \hspace{1cm} (3.71)

Inserting these forms into Eq. (3.69) leads to the integral

$$\lambda(\nu_1, \nu_2, \nu_3) = -\frac{1}{2\pi i} \int_{\mathbb{C}^4} d^4z \ d^4\bar{z} \ \kappa^1_1 \kappa^2_2 \kappa^3_3 \kappa^4_4 - P_{(k_1)} R_{(k_2)} T_{(k_3-q)}.$$  \hspace{1cm} (3.72)

There are two ways of evaluating this integral. Firstly, we can explicitly insert the factors $\kappa_i = 1 + |z_i|^2$ and the polynomials and simply integrate, using polar coordinates.
in each $\mathbb{C}$ plane. All terms with non-matching powers of $z_i$ and $\bar{z}_i$ vanish due to the angular integration. The remaining terms all reduce to the standard integrals

$$\int_{C} |z|^{2q} \kappa^p dz \, d\bar{z} = 2\pi i I_{p,q}, \quad I_{p,q} = 2 \int_{0}^{\infty} dr \frac{r^{2q+1}}{(1 + r^2)^p} = \frac{q!}{(p - 1) \cdots (p - q - 1)},$$

where $p \geq q + 2$ is a requirement satisfied for all the cases in use. Alternatively, we can work out the integral (3.72) “algebraically”. To do this, we first note that the integrand $\hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\omega}_3$ represents an element of the one-dimensional cohomology $H^4(\mathcal{A}, \mathcal{N}^*)$. It can, therefore, be written as $\mu(P, R, T) \kappa_1^{-2} \kappa_2^{-2} \kappa_3^{-2} \kappa_4^{-2} d^4 \bar{z}$, where

$$\mu(P, R, T) = \hat{P} \hat{R} \hat{T}$$

is the product of the three associated polynomials (carried out as discussed in Section 3.2.3) and simply a complex number. Inserting this into Eq. (3.69) shows that

$$\lambda(\nu_1, \nu_2, \nu_3) = 8i\pi^3 c \mu(P, R, T),$$

where the numerical factor $c$ follows from Eq. (3.46) and is explicitly given by

$$c = c_{k_1}^{-1} c_{k_2}^{-1} c_{k_3}^{-1} c_{k_4}^{-1} c_{k_3}^{-2} c_{k_4}^{-2} c_{k_4}^{-2}.$$ 

In conclusion, up to an overall numerical (and explicitly computed) factor, the Yukawa couplings are simply given by Eq. (3.74) and can, hence, be obtained by a multiplication of the associated polynomials.

In the general case, the Yukawa couplings are given by the integral (3.24) which can be written as

$$\lambda(\nu_1, \nu_2, \nu_3) = -\frac{1}{2\pi i} \int_{C^4} d^4 z \wedge [\hat{\omega}_1 \wedge \hat{\nu}_2 \wedge \hat{\nu}_3 - \hat{\nu}_1 \wedge \hat{\omega}_2 \wedge \hat{\nu}_3 + \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\omega}_3],$$

with the $(0,1)$-forms $\hat{\nu}_i$ and the $(0,2)$-forms $\hat{\omega}_i$ in this expression related by

$$\bar{\partial} \hat{\nu}_i = p \hat{\omega}_i.$$  

If the Yukawa coupling depends on more than one form of type 2, we have to solve this last equation for some of the $\hat{\nu}_i$ in terms of $\hat{\omega}_i$. This can be done explicitly for specific examples, as we will demonstrate later, but as discussed in Section 3.2.2, we are currently not aware of a general solution.
A few lines of a page from a document, with some text extracted as follows:

**3.3.2 An example with vanishing Yukawa couplings**

We would like to consider a rank four line bundle sum on the tetra-quadric specified by the line bundles

\[ L_1 = \mathcal{O}_X(-1, 0, 0, 1), \quad L_2 = \mathcal{O}_X(0, -2, 1, 3), \]
\[ L_3 = \mathcal{O}_X(0, 0, 1, -3), \quad L_4 = \mathcal{O}_X(1, 2, -2, -1). \]  

(3.79)

This bundle leads to a four-dimensional theory with gauge group \( SO(10) \times S(U(1)^4) \). Table 3.2 contains the basic information required to determine the multiplet content of such a theory, and together with the cohomology results

\[
\begin{align*}
\lambda^*(X, L_2) &= (0, 8, 0, 0), & \lambda^*(X, L_3) &= (0, 4, 0, 0), \\
\lambda^*(X, L_1 \otimes L_4) &= (0, 3, 3, 0), & \lambda^*(X, L_2 \otimes L_3) &= (0, 3, 3, 0), \\
\lambda^*(X, L_1 \otimes L_2^*_3) &= (0, 0, 12, 0), & \lambda^*(X, L_1 \otimes L_3^*_3) &= (0, 0, 12, 0), \\
\lambda^*(X, L_2 \otimes L_3^*_3) &= (0, 7, 15, 0), & \lambda^*(X, L_2 \otimes L_4^*_3) &= (0, 60, 0, 0), \\
\lambda^*(X, L_3 \otimes L_4^*_3) &= (0, 0, 36, 0),
\end{align*}
\]

we find the upstairs spectrum

\[
\begin{align*}
8 \ 16_2, & \quad 4 \ 16_3, \quad 3 \ 10_{1,4}, \quad 3 \ 10_{2,3}, \quad 12 \ 1_{2,-1}, \quad 12 \ 1_{3,-1}, \quad 7 \ 1_{2,-3}, \quad 15 \ 1_{3,-2}, \quad 60 \ 1_{2,-4}, \quad 36 \ 1_{4,-3}.
\end{align*}
\]

(3.81)

This spectrum is designed to produce a standard-model with three families upon dividing by a freely-acting symmetry of order four. Such symmetries are indeed available for the tetra-quadric however, unfortunately, for group-theoretical reasons these symmetries cannot break the \( SO(10) \) gauge group to the standard model group. For this reason, the above model should be considered a toy example.

Nevertheless, it is useful to calculate the Yukawa couplings for this model, in order to gain some experience with our formalism. Specifically, we are interested in couplings of the type

\[
\lambda_{ijk} 10^{(j)}_{i,4} 16^{(j)}_2 16^{(K)}_3.
\]

(3.82)

which are allowed by the \( SO(10) \times S(U(1)^4) \) gauge symmetry. Following Table 3.4, the required harmonic forms are contained in the first cohomologies of the line bundles

\[
K_1 = L_1 \otimes L_4 = \mathcal{O}_X(0, 2, -2, 0), \quad K_2 = L_2 = \mathcal{O}_X(0, -2, 1, 3), \quad K_3 = L_3 = \mathcal{O}_X(0, 0, 1, -3).
\]

(3.83)

These line bundles satisfy \( H^1(X, K_i) \cong H^1(A, K_i) \) and \( H^2(A, \mathcal{N}^* \otimes K_i) = 0 \), where \( K_i \) are the corresponding ambient space line bundles with \( K_i = K_i|_X \). This shows (see Section 3.1.4) that all three harmonic forms which enter the Yukawa integral are of
type 1. From our general arguments, this means that the Yukawa couplings vanish, so
\[ \lambda_{IJK} = 0 \, . \] (3.84)

Note that this vanishing is, apparently, not caused by a symmetry in the low-energy theory, but happens due to quasi-topological reasons related to the cohomology of the line bundles involved. (However, we do not rule out that a symmetry which explains this vanishing result may be found.)

### 3.3.3 An \( \mathrm{E}_6 \) example

For a simple example with gauge group \( \mathrm{E}_6 \times S(U(1)^3) \), consider the following choice of line bundles
\[ L_1 = K_1 = \mathcal{O}_X(-2,0,1,0), \quad L_2 = K_2 = \mathcal{O}_X(0,-2,0,1), \quad L_3 = K_3 = \mathcal{O}_X(2,2,-1,-1) \, . \] (3.85)

The above line bundles \( K_i \) may also arise as appropriate tensor products for other gauge groups, see Table 3.4, and the subsequent calculation also applies to these cases. However, for definiteness, we will focus on \( \mathrm{E}_6 \times S(U(1)^3) \) and the corresponding multiplets, as summarised in Table 3.1. The cohomology results
\[ h^*(K_1) = (0,2,0,0), \quad h^*(K_2) = (0,2,0,0), \quad h^*(K_3) = (0,4,0,0) \] (3.86)
show that we have a spectrum
\[
2 \, 27_1, \ 2 \, 27_2, \ 4 \, 27_3
\] (3.87)
plus \( \mathrm{E}_6 \) singlets which are irrelevant to the present discussion. We are interested in the Yukawa couplings
\[ \lambda_{IJK} 27^{(I)}_1 27^{(J)}_2 27^{(K)}_3 \, . \] (3.88)

Clearly, the first two line bundles are of type 1 with the corresponding harmonic \((0,1)\)-forms contained in \( H^1(\mathcal{A}, \mathcal{K}_1) \) and \( H^1(\mathcal{A}, \mathcal{K}_2) \). However, \( K_3 \) is of type 2 and the associated harmonic \((0,2)\)-forms represent the cohomology \( H^2(\mathcal{A}, \mathcal{N}^* \otimes \mathcal{K}_2) \). Altogether, using Eq. (3.60), this means the relevant harmonic forms and polynomials are
\[
\hat{\nu}_1 = \kappa_1^{-2} P_{(-2,0,1,0)} d\bar{z}_1, \quad \hat{\nu}_2 = \kappa_2^{-2} Q_{(0,-2,0,1)} d\bar{z}_2, \quad \hat{\omega}_3 = \kappa_3^{-3} R_{(0,0,-3,-3)} d\bar{z}_3 \wedge d\bar{z}_4, \quad P_{(-2,0,1,0)} = p_0 + p_1 \bar{z}_3, \quad Q_{(0,-2,0,1)} = q_0 + q_1 \bar{z}_4, \quad R_{(0,0,-3,-3)} = r_0 + r_1 \bar{z}_3 + r_2 \bar{z}_4 + r_3 \bar{z}_3 \bar{z}_4 \, .
\] (3.89)
where $p_I$, $q_I$ and $r_I$ are complex coefficients parametrising the various 27 multiplets. Multiplying the three polynomials and discarding terms with different powers of $z_i$ and $\bar{z}_i$ gives

$$PQR = p_0 q_0 r_0 + p_0 q_1 r_2 |z_4|^2 + p_1 q_0 r_1 |z_3|^2 + p_1 q_1 r_3 |z_3|^2 |z_4|^2 + \text{ non-matching terms}. $$

(3.90)

This can be directly inserted into the integral (3.72) and, together with the standard integrals (3.73) (specifically, $I_{2,0} = 1$, $I_{3,0} = 1/2$, $I_{3,1} = 1/2$), we find

$$\lambda(P,Q,R) = 2i\pi^3 (p_0 q_0 r_0 + p_0 q_1 r_2 + p_1 q_0 r_1 + p_1 q_1 r_3).$$

(3.91)

Alternatively, we can use the algebraic calculation method based on Eq. (3.74). For simplicity of notation, we denote the four sets of homogeneous ambient space coordinates by $(z^a) = ((x_0, x_1), (y_0, y_1), (u_0, u_1), (v_0, v_1))$ from hereon. Then, the homogeneous versions of the three polynomials read explicitly

$$\tilde{P} = p_0 u_0 + p_1 u_1, \quad \tilde{Q} = q_0 v_0 + q_1 v_1, \quad \tilde{R} = r_0 \bar{u}_0 \bar{v}_0 + r_1 \bar{u}_0 \bar{u}_1 + r_2 \bar{u}_0 \bar{v}_1 + r_3 \bar{u}_1 \bar{v}_1.$$  

(3.92)

Their product is given by

$$\mu(P,Q,R) = (p_0 \partial_{u_0} + p_1 \partial_{u_1})(q_0 \partial_{v_0} + q_1 \partial_{v_1})(r_0 \bar{u}_0 \bar{v}_0 + r_1 \bar{u}_0 \bar{u}_1 + r_2 \bar{u}_0 \bar{v}_1 + r_3 \bar{u}_1 \bar{v}_1)$$

$$= p_0 q_0 r_0 + p_0 q_1 r_2 + p_1 q_0 r_1 + p_1 q_1 r_3,$$

(3.93)

where we have converted the coordinates in $\tilde{P}$ and $\tilde{Q}$ into derivatives, as required by our general rules. Inserting the correct numerical coefficient from Eqs. (3.75) and (3.76), this indeed coincides with the result (3.91) from direct evaluation of the integral. If we choose a standard basis where each of the coefficients $p_I$, $q_I$ and $r_I$ equals one while all others vanish, we can write down the explicit Yukawa matrices

$$\lambda_{1JK} = 2i\pi^3 \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad \lambda_{2JK} = 2i\pi^3 \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. $$

(3.94)

Both matrices have maximal rank and are independent of complex structure.

### 3.3.4 An example with complex structure dependence

We would like to discuss the Yukawa couplings related to the three line bundles

$$K_1 = \mathcal{O}_X(0, -2, 1, 1), \quad K_2 = \mathcal{O}_X(-4, 0, 1, 1), \quad K_3 = \mathcal{O}_X(4, 2, -2, -2), $$

(3.95)

with cohomologies

$$h^*(K_1) = (0, 4, 0, 0), \quad h^*(K_2) = (0, 12, 0, 0), \quad h^*(K_3) = (0, 12, 0, 0).$$

(3.96)
It will be convenient to think about this situation as arising from an $SU(5) \times S(U(1)^5)$ model, defined by five line bundles $L_a$, with $K_1 = L_1 \otimes L_2$ and $K_2 = L_3 \otimes L_4$ and $K_3 = L_5$. Then, using the correspondence from Table 3.4, the $SU(5) \times S(U(1)^5)$ spectrum related to $K_1$, $K_2$ and $K_3$ is

$$4 \mathbf{5}_{1,2}, \quad 12 \mathbf{5}_{3,4}, \quad 12 \mathbf{10}_5. \quad (3.97)$$

We will later introduce a $\mathbb{Z}_2 \times \mathbb{Z}_2$ Wilson line to break to the standard model group, in which case, as we will see, the above spectrum reduces to

$$H_{1,2}, \quad 3 d_{3,4}, \quad 3 Q_5. \quad (3.98)$$

We are interested in computing the d-quark Yukawa couplings

$$\lambda^{(d)}_{jk} H_{1,2} d_{3,4}^I Q_5^K. \quad (3.99)$$

However, for now, we construct the relevant bundle-valued forms in the upstairs theory, and restrict to the $\mathbb{Z}_2 \times \mathbb{Z}_2$-quotient later. The line bundles $K_1$ and $K_2$ are both of type 1, with $H^1(X, K_1) \cong H^1(X, K_1)$ and $H^1(X, K_2) \cong H^1(X, K_2)$, while $K_3$ is of type 2 and

$$H^1(X, K_3) \cong \text{Ker}(H^2(\mathcal{A}, \mathcal{N}^* \otimes K_3) \to H^2(\mathcal{A}, K_3)). \quad (3.100)$$

Hence, following Eq. (3.61), the relevant ambient space forms and polynomials can be written in terms of homogeneous coordinates as

$$4 \mathbf{5}_{1,2} \to \hat{\nu}_1 = \sigma_2^{-2} \tilde{Q}_{(0, -2, 1, 1)} \hat{\mu}_2, \quad \tilde{Q} \in \text{Span}(u_0 v_0, u_0 v_1, u_1 v_0, u_1 v_1),$$

$$12 \mathbf{5}_{3,4} \to \hat{\nu}_2 = \sigma_4^{-1} \tilde{R}_{(-4, 0, 1, 1)} \hat{\mu}_1, \quad \tilde{R} \in \text{Span}(x_0^2, x_0 x_1, x_1^2) \text{Span}(u_0, u_1) \text{Span}(v_0, v_1),$$

$$12 \mathbf{10}_5 \to \hat{\omega}_3 = \sigma_3^{-2} \sigma_4^{-2} \tilde{S}_{(2, 0, -4, -4)} \hat{\mu}_3 \wedge \hat{\mu}_4, \quad \tilde{S} \in \text{Span}(x_0^3, x_0 x_1, x_1^2) \text{Span}(u_0^2, u_0 u_1, \bar{u}^2),$$

$$\text{Span}(\bar{v}_0^2, \bar{v}_0 \bar{v}_1, \bar{v}_1^2), \quad (3.101)$$

where by Span() we mean the ideal generated by polynomials, with complex number coefficients. The polynomial $\tilde{S}$ lies in a 27-dimensional space which, in line with Eq. (3.100), is mapped into the 15-dimensional space

$$\text{Span}(x_0^4, x_0^3 x_1, x_0^2 x_1^2, x_0 x_1^3, x_1^4) \text{Span}(y_0^2, y_0 y_1, y_1^2). \quad (3.102)$$

We have to ensure that $\tilde{S}$ resides in the kernel of this map, which amounts to imposing the condition

$$\tilde{p} \tilde{S} = 0. \quad (3.103)$$

This leads to a 12-dimensional space, as expected.
These results are quite complicated due to the large number of multiplets. To simplify matters, it is useful to quotient by the freely-acting \( \Gamma = \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetry with generators \((3.67)\). Representations of this symmetry are denoted by a pair of charges, \((q_1, q_2)\), where \( q_i \in \{0, 1\} \). We choose a trivial equivariant structure for all line bundles and, following the discussion around Eq. \((3.16)\), a Wilson line specified by \( \chi_2 = (1, 1), \chi_3 = (0, 0) \) with associated multiplet charges

\[
\chi_H = \chi_2 = (1, 1) , \quad \chi_d = \chi_3^+ = (0, 0) , \quad \chi_Q = \chi_2 \otimes \chi_3 = (1, 1) .
\]

Taking into account that the differentials \( \mu_i \) carry charge \((1, 1)\) under the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetry, this choice means we should project onto the \((0, 0)\) states for \( \hat{Q} \), and the \((1, 1)\) states for \( \hat{R} \) and \( \hat{S} \). This leads to the explicit \( \mathbb{Z}_2 \times \mathbb{Z}_2 \)-equivariant polynomials

\[
\begin{align*}
\hat{Q} &= u_0 v_0 + u_1 v_1 , \\
\hat{R} &= a_3 (u_0 v_0 \bar{x}_0 \bar{x}_1 - u_1 v_1 \bar{x}_0 \bar{x}_1) + a_1 (u_0 v_1 \bar{x}_0^2 - u_1 v_0 \bar{x}_1^2) + a_2 (u_1 v_0 \bar{x}_0^2 - u_0 v_1 \bar{x}_1^2) , \\
\hat{S} &= b_4 (x_0^2 \bar{u}_0^2 \bar{v}_0 \bar{v}_1 - x_1^2 \bar{u}_0^2 \bar{v}_0 \bar{v}_1) + b_1 (x_0^2 \bar{u}_0^2 \bar{v}_0 \bar{v}_1 - x_1^2 \bar{u}_1^2 \bar{v}_0 \bar{v}_1) + b_6 (x_0 x_1 \bar{u}_0^4 \bar{v}_0^2 - x_0 x_1 \bar{u}_1^4 \bar{v}_0^2) + \\
&\quad b_3 (x_0^2 \bar{u}_0 \bar{u}_1 \bar{v}_0^2 - x_1^2 \bar{u}_0 \bar{u}_1 \bar{v}_1^2) + b_2 (x_0^2 \bar{u}_0 \bar{u}_1 \bar{v}_0^2 - x_1^2 \bar{u}_0 \bar{u}_1 \bar{v}_1^2) + b_5 (x_0 x_1 \bar{u}_0^2 \bar{v}_0 \bar{v}_1) .
\end{align*}
\]

Hence, we are left with a single Higgs multiplet, \( H_{1,2} \), three \( d \)-quarks, \( d^{I}_{3,4} \), with parameters \( a = (a_I) \) and six left-handed quarks \( Q^I_5 \) with parameters \( b = (b_I) \). In terms of these parameters, the Yukawa couplings are given by

\[
\mu(Q, R, S) = \hat{Q} \hat{R} \hat{S} = 8 (a_1 (b_1 + b_3) + a_2 (b_2 + b_4) + a_3 b_5) .
\]

However, for the “physical” result we still have to find the kernel \((3.100)\), that is, compute the vectors \( b \) which satisfy Eq. \((3.103)\). To this end, we write down the
most general tetra-quadric polynomial consistent with the $\Gamma = \mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry.

\[ \hat{p} = C_1 u_0 u_1 v_0 v_1 x_1 y_1 + C_2 (u_0^2 x_0 y_0 v_0^2 + u_0^2 v_0^2 x_0 y_0) + \\
C_3 (u_0^2 x_0 y_0 v_0^2 + u_1^2 v_1^2 x_0 y_0) + C_{14} (u_0 u_1 v_0^2 y_0^2 + u_0 u_1 v_0^2 x_0 y_0) + \\
C_{15} (u_0^2 v_0 v_1 x_0 y_0^2 + u_0^2 v_0 v_1 x_0^2 y_0) + C_{16} (u_0^2 v_0 v_1 x_0 y_1^2 + u_0^2 v_0 v_1 x_0^2 y_1) + \\
C_{17} (u_0^2 v_0 v_1 x_1 y_0^2 + u_0^2 v_0 v_1 x_1^2 y_0) + C_{18} (u_0^2 v_0 v_1 x_1 y_1^2 + u_0^2 v_0 v_1 x_1^2 y_1) + \\
C_{19} (u_0^2 v_0^2 x_0 y_0^2 + u_0^2 v_0^2 x_0 y_1^2) + C_{20} (u_0^2 v_0^2 x_1 y_0^2 + u_0^2 v_0^2 x_1 y_1^2) + \\
C_{21} (u_0^2 v_0^2 x_0 y_0^2 + u_1^2 v_1^2 x_1^2 y_1^2). \]  

(3.107)

The dimension of the complex structure moduli space for $\tilde{X} = X/(\mathbb{Z}_2 \times \mathbb{Z}_2)$ is given by $h^{2,1}(\tilde{X}) = 20$. The 21 coefficients $C_i$ in the above polynomial provide projective (local) coordinates on this moduli space. Using this polynomial, Eq. (3.103) is solved by vectors $b$ satisfying

\[ Mb = 0, \quad M = \begin{pmatrix}
  \frac{C_{16}}{2} & \frac{C_{15}}{2} & \frac{C_{14}}{2} & \frac{C_{13}}{2} & 0 & 0 \\
  \frac{C_{21}}{2} & \frac{C_{17}}{2} & \frac{C_{18}}{2} & \frac{C_{19}}{2} & C_{21} - C_{17} & C_{20} - C_{18} \\
  \frac{C_{14}}{2} & \frac{C_{18}}{2} & \frac{C_{17}}{2} & \frac{C_{21}}{2} & C_{12} - C_{18} & C_{11} - C_{9} \\
\end{pmatrix}. \]  

(3.108)

The matrix $M$ has indeed a (generically) three-dimensional kernel, but its basis vectors $v_I$, where $I = 1, 2, 3$, are very complicated functions of the complex structure moduli. In principle, this basis can be computed, and $b$ can then be written as

\[ b = \sum_I \beta_I v_I, \]  

(3.109)

where the three $\beta_I$ now parametrise the three left-handed quark families. Inserting this result into Eq. (3.106) gives the desired result for the Yukawa couplings, and it can be shown that the rank of the Yukawa matrix $\lambda^{(d)}_{IJ}$ is three at generic loci in the complex structure moduli space.

In order to obtain a more explicit result, we restrict to a five-dimensional sub-locus of our 20-dimensional complex structure moduli space, described by polynomials of
the form

\[ \tilde{\mu}_s = c_1 u_0 v_0 v_1 v_2 x_0 y_0 \]

as a sub-group. The equation \( \tilde{\mu}_s \phi \tilde{S} = 0 \) for the kernel now reads

\[ M \mathbf{b} = 0, \quad M = \begin{pmatrix} c_2 & 0 & 0 & 0 & 0 \\ 0 & c_2 & 0 & 0 & 2c_5 - 2c_3 \\ 0 & c_2 & c_2 & 0 & 2c_3 - 2c_5 \end{pmatrix}. \]  

(3.111)

Generically, the dimension of this kernel is three and a basis can be readily found as

\[ \mathbf{v}_1 = \frac{1}{8} (0, 2(c_3 - c_5), 0, 0, -c_2, c_2)^T, \quad \mathbf{v}_2 = \frac{1}{8} (-c_2, 0, 0, c_2, 0, 0)^T, \quad \mathbf{v}_3 = \frac{1}{8} (0, -c_2, c_2, 0, 0, 0)^T. \]

(3.112)

Inserting these vectors into Eq. (3.109) and (3.106) and choosing a standard basis for the coefficients \( \mathbf{a} \) and \( \mathbf{b} \) then gives the Yukawa couplings

\[ \lambda^{(d)} = i\pi^3 c \begin{pmatrix} 0 & -c_2 & c_2 \\ 2c_3 - 2c_5 & c_2 & -c_2 \\ -c_2 & 0 & 0 \end{pmatrix}, \]

(3.113)

where \( c \) is the numerical factor from Eq. (3.75). Evidently, the generic rank of this matrix is two. This shows that the rank of the Yukawa matrix can vary in complex structure moduli space and can reduce at specific loci. In the present case, it is generically of rank three in the 20-dimensional complex structure moduli space described by the polynomials (3.107). On the five-dimensional sub-locus, described by the polynomials (3.110), the rank reduces to two.

If we specialise further to the four-dimensional locus where \( c_2 = 0 \), the rank of (3.113) reduces to one. It turns out that the tetra-quadratic (3.110) remains generically
smooth on this sub-locus. However, we have to be careful since the rank of the matrix $M$ in Eq. (3.111) also depends on the complex structure. In fact, for $c_2 = 0$ the rank of $M$ reduces to two so that the dimension of the kernel increases from three to four. Hence, on this sub-locus the spectrum in the low-energy theory enhances from three left-handed quark multiplets to four (plus one mirror left-handed quark multiplet, since the index remains unchanged). A basis of the kernel is then given by $v_I = e_I/8$, where $I = 1, \ldots, 4$, and $e_I$ are the six-dimensional standard unit vectors. From Eq. (3.109) and (3.106), this leads to the Yukawa couplings

$$\lambda^{(d)} = i\pi^3 c \begin{pmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$  (3.114)

Hence, after properly including the additional multiplet, the rank of the Yukawa matrix remains two.

### 3.4 Yukawa couplings in a quasi-realistic model on the tetra-quadric

In the previous section, we have applied our methods to a number of toy examples and we have seen cases with vanishing and non-vanishing Yukawa couplings, both with and without complex-structure dependence. We would now like to calculate Yukawa couplings in a quasi-realistic model on the tetra-quadric, that is, a model with gauge group $SU(3) \times SU(2) \times U(1)$ (plus additional $U(1)$ symmetries which are Green-Schwarz anomalous or can be spontaneously broken) and the exact MSSM spectrum (plus moduli fields uncharged under the standard model group, including bundle moduli singlets). This model appears in the standard model database [25, 26] and has been further analysed in Refs. [39–42]. We begin by reviewing the basic structure of this model and then calculate the two types of non-vanishing Yukawa couplings which arise, that is, the standard up-quark Yukawa couplings and the singlet Yukawa couplings of the form $SL\overline{\Pi}$, with bundle moduli singlets $S$.

#### 3.4.1 The model

The upstairs model is based on a rank five line bundle sum, $V = \bigoplus_{a=1}^5 L_a$, on the tetra-quadric, with the five line bundles explicitly given by

$$L_1 = \mathcal{O}_X(-1, 0, 0, 1), \quad L_2 = \mathcal{O}_X(-1, -3, 2, 2), \quad L_3 = \mathcal{O}_X(0, 1, -1, 0),$$
$$L_4 = \mathcal{O}_X(1, 1, -1, -1), \quad L_5 = \mathcal{O}_X(1, 1, 0, -2).$$  (3.115)
Hence, the low-energy GUT group is $SU(5) \times S(U(1)^5)$. The non-zero cohomologies of line bundles appearing in $V$, $\wedge^2 V$ and $V \otimes V^*$ are

\[
\begin{align*}
&h^*(X, L_2) = (0, 8, 0, 0), \quad h^*(X, L_5) = (0, 4, 0, 0), \\
&h^*(X, L_2 \otimes L_4) = (0, 4, 0, 0), \quad h^*(X, L_2 \otimes L_5) = (0, 3, 3, 0), \\
&h^*(X, L_4 \otimes L_5) = (0, 8, 0, 0), \quad h^*(X, L_1 \otimes L_2^*) = (0, 0, 12, 0), \\
&h^*(X, L_1 \otimes L_5) = (0, 0, 12, 0), \quad h^*(X, L_2 \otimes L_3) = (0, 20, 0, 0), \\
&h^*(X, L_2 \otimes L_4) = (0, 12, 0, 0), \quad h^*(X, L_3 \otimes L_5^*) = (0, 0, 4, 0).
\end{align*}
\]

Following Table 3.3, these cohomologies give rise to the GUT spectrum

\[
8 \, 10_2, \ 4 \, 10_5, \ 4 \, \overline{5}_{2,4}, \ 3 \, \overline{5}_2^{H}, \ 8 \, \overline{5}_{4,5}, \ 35^{H}_{2,5}, \ 12 \, 1_{2,1}, \ 12 \, 1_{5,1}, \ 20 \, 1_{2,3}, \ 12 \, 1_{2,4}, \ 4 \, 1_{5,3}.
\]  

(3.117)

At the GUT level, the only superpotential terms allowed by the gauge symmetry are

\[
W = \lambda_{IJK} 5_{2,5}^{(I)} 10_{2}^{(J)} 10_{5}^{(K)} + \rho_{IJK} 1_{2,4}^{(I)} \overline{5}_{4,5}^{(J)} 5_{2,5}^{(K)},
\]  

(3.118)

where the indices $I, J, K \ldots$ run over various ranges, as indicated by the multiplicities in the spectrum (3.117), and $\lambda_{IJK}$ and $\rho_{IJK}$ are the couplings we would like to calculate.

Evidently, the above GUT model has 12 families of quarks and leptons, three vector-like $\overline{5}^{H} - 5^{H}$ pairs, which can account for the Higgs multiplets, and a spectrum of bundle moduli singlets. This is a promising upstairs spectrum which may lead to a downstairs standard model upon dividing by a freely-acting symmetry of order four. Indeed, this can be accomplished using the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry with generators (3.67), a choice of Wilson line specified by $\chi_2 = (0, 1)$ and $\chi_3 = (0, 0)$ and a trivial equivariant structure for all line bundles. The relevant GUT multiplets branch as $10 \rightarrow (Q, u, e)$, $\overline{5} \rightarrow (d, L)$, $\overline{5}^{H} \rightarrow (T, H)$ and $5^{H} \rightarrow (\overline{T}, \overline{H})$ (where $T$ and $\overline{T}$ are the Higgs triplets, to be projected out). From Eq. (3.16), these standard model multiplets carry the Wilson line charges

\[
\begin{align*}
\chi_Q = \chi_2 \otimes \chi_3 &= (0, 1), & \chi_u = \chi_2^3 &= (0, 0), & \chi_e = \chi_2^5 &= (0, 0), \\
\chi_d = \chi_3^* &= (0, 0), & \chi_L = \chi_2^* &= (0, 1), & \chi_H = \chi_2^* &= (0, 1), \\
\chi_T = \chi_2 &= (0, 1), & \chi_T = \chi_3^* &= (0, 0), & \chi_T = \chi_3 &= (0, 0).
\end{align*}
\]

(3.119)

Applying the rule (3.15) for this choice of charges then leads to the downstairs spectrum

\[
2 \ (Q, u, e)_2, \ (Q, u, e)_5, \ (d, L)_{2,4}, \ 2 \ (d, L)_{4,5}, \ H_{2,5}, \ \overline{5}_{2,5}^{H}, \ 3 \, 1_{2,1}, \ 3 \, 1_{5,1}, \ 5 \, 1_{2,3}, \ 3 \, 1_{2,4}, \ 1_{5,3}.
\]  

(3.120)
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a perfect MSSM spectrum plus additional bundle moduli singlets. Ordering the
quarks as \((Q^{(I)}) = (Q_1^1, Q_2^2, Q_3^3)\) and \((u^{(I)}) = (u_1^1, u_2^2, u_3^3)\), the downstairs analogue
of the superpotential (3.118) can be written as
\[
W = \lambda^{(u)}_{IJ} \overline{H}_{2,5} u^{(I)} Q^{(J)} + \rho_{IJ} 1_{2,4}^{(I)} L_{4,5}^{(J)} \overline{H}_{2,5} .
\] (3.121)
The up-Yukawa matrix \(\lambda^{(u)}\) is further constrained by the
\(S(U(1)^5)\) symmetry and must be of the form
\[
\lambda^{(u)} = \begin{pmatrix}
0 & 0 & a \\
0 & 0 & b \\
a' & b' & 0
\end{pmatrix}.
\] (3.122)
However, it is not yet clear that the entries \(a, b, a', b'\) of this matrix are non-zero
and that the rank of the up-Yukawa matrix is indeed two, as the pattern of (3.122)
suggests. This is the question we will answer in the next sub-section. The \(3 \times 2\)
singlet coupling matrix \(\rho\) is unconstrained by gauge symmetry and evidently plays an
important role for the existence of a massless Higgs doublet pair, away from the line
bundle locus. More precisely, if
\[
\langle \rho_{IJ} 1_{2,4}^{(I)} \rangle \neq 0
\] (3.123)
is non-zero, then the Higgs pair (where a combination of the lepton multiplets plays
the role of the down Higgs) receives a large mass and disappears from the spectrum.
At the line bundle locus, we have \(\langle 1_{2,4}^{(I)} \rangle = 0\), and the Higgs pair is massless, consistent
with the result of our cohomology calculation. However, once we move away from
the line bundle locus such that \(\langle 1_{2,4}^{(I)} \rangle \neq 0\), the Higgs pair may become massive,
depending on the structure of the couplings \(\rho_{IJ}\). In fact, in Ref. [40] we have verified
– by performing a cohomology calculation for the associated non-Abelian bundles –
that the Higgs pair does indeed become massive for generic complex structure, once
\(\langle 1_{2,4}^{(I)} \rangle \neq 0\). This suggests that at least some of the singlet couplings \(\rho_{IJ}\) are non-
zero, generically. Below, we will confirm this expectation by explicitly calculating the
couplings \(\rho_{IJ}\).

### 3.4.2 Up Yukawa coupling

To calculate the up Yukawa couplings, we begin with the upstairs GUT model and
focus on the first term in the superpotential (3.118). The line bundles and ambient

---

3Note that we can turn on all the available singlets except \(1_{2,4}^{(I)}\) and keep the Higgs pair massless.
As was shown in Ref. [40], this deformation leads to a standard model with global \(B - L\) symmetry.
space harmonic forms (see Eq. (3.61)) for these multiplets are

\[
\begin{align*}
3 \, 5_{2,5}^H & \rightarrow K_1 = L_2^2 \otimes L_5^7, \quad \hat{v}_1 = \sigma_3^2 \tilde{Q}_{(0,2,-2,0)} \tilde{\mu}_3, \\
4 \, 10_2 & \rightarrow K_2 = L_5, \quad \hat{v}_2 = \sigma_4^2 \tilde{R}_{(1,1,0,-2)} \tilde{\mu}_4, \\
8 \, 10_3 & \rightarrow K_3 = L_2, \quad \hat{w} = \sigma_1^{-3} \sigma_2^{-5} \tilde{S}_{(-3,-5,0,0)} \tilde{\mu}_1 \wedge \tilde{\mu}_2, 
\end{align*}
\]

with associated polynomials

\[
\begin{align*}
\tilde{Q} &= q_0 y_0^2 + q_1 y_0 y_1 + q_2 y_1^2, \\
\tilde{R} &= r_0 x_0 y_0 + r_1 x_1 y_0 + r_2 x_0 y_1 + r_3 x_1 y_1, \\
\tilde{S} &= s_0 \tilde{x}_0 \tilde{y}_0^3 + s_1 \tilde{x}_0 \tilde{y}_0^2 \tilde{y}_1 + s_2 \tilde{x}_0 \tilde{y}_0 \tilde{y}_1^2 + s_3 \tilde{x}_1 \tilde{y}_0^3 + s_4 \tilde{x}_1 \tilde{y}_0^2 \tilde{y}_1 + s_5 \tilde{x}_1 \tilde{y}_0 \tilde{y}_1^2 + s_6 \tilde{x}_1 \tilde{y}_0^2 \tilde{y}_1^2 + s_7 \tilde{x}_1 \tilde{y}_1^3,
\end{align*}
\]

and coefficients \( q_I, r_I \) and \( s_I \) parametrising the multiplets. Evidently, \( K_1 \) and \( K_2 \) are of type 1, while \( K_3 \) is of type 2, so we can proceed with the algebraic calculation explained in Section 3.3.1. Converting everything to holomorphic coordinates for simplicity of notation, we have

\[
\mu(Q, R, S) = \left( q_0 y_0^2 + q_1 \partial_{y_0} \partial_{x_1} + q_2 \partial_{y_1}^2 \right) \left( r_0 \partial_{x_0} \partial_{y_0} + r_1 \partial_{x_1} \partial_{y_0} + r_2 \partial_{x_0} \partial_{y_1} + r_3 \partial_{x_1} \partial_{y_1} \right) \\
\left( s_0 x_0 y_0^3 + s_1 x_0 y_0^2 y_1 + s_2 x_0 y_0 y_1^2 + s_3 x_0 y_1^3 + s_4 x_1 y_0^3 + s_5 x_1 y_0^2 y_1 + s_6 x_1 y_0 y_1^2 + s_7 x_1 y_1^3 \right)
= 2 \left( 3q_0 r_0 s_0 + 3q_0 r_1 s_4 + q_0 r_2 s_1 + q_0 r_3 s_5 + q_1 r_0 s_1 + q_1 r_1 s_5 + q_1 r_2 s_2 + q_1 r_3 s_6 + q_2 r_0 s_2 + q_2 r_1 s_6 + 3q_2 r_2 s_3 + 3q_2 r_3 s_7 \right).
\]

Inserting standard choices for the coefficients then leads to the couplings \( \lambda_{IJK} \) in the superpotential (3.118). In particular, we see that these couplings are just numbers, that is, they are independent of complex structure.

For a simpler and physically more meaningful result, we should consider the downstairs theory. This means we have to extract, from the above polynomials \( \tilde{Q}, \tilde{R} \) and \( \tilde{S} \), the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) equivariant parts. Remembering that the differentials \( \mu_i \) carry charge \( (1,1) \) under \( \mathbb{Z}_2 \times \mathbb{Z}_2 \), while the \( \sigma_i \) are invariant, this leads to

\[
\begin{align*}
H &= \tilde{Q}_{R} = y_0 y_1, \\
Q_5 &= \tilde{R}_{Q_5} = y_0 x_1 + y_1 x_0, \\
u_5 &= \tilde{R}_{u_5} = y_0 x_1 - y_1 x_0, \\
Q_2^\alpha &= \tilde{S}_{Q_2} = -x_0 y_0^2 + x_1 y_1^2, -x_0 y_0 y_1^2 + x_1 y_1 y_0^2, \\
u_2^\alpha &= \tilde{S}_{u_2} = x_0 y_0^3 + x_1 y_1^3, x_0 y_0 y_1^2 + x_1 y_1 y_0^2.
\end{align*}
\]
To carry out the algebraic calculation, we first note that
\[ \lambda(Q, R, S) = \frac{i\pi^3}{24}\mu(Q, R, S), \] (3.134)

where the additional factor of 1/4 relative to Eq. (3.75) accounts for the fact that we are integrating over the upstairs manifold \(X\), while the actual calculation should be carried out on the quotient \(X/\Gamma\). We find
\[ \mu(\bar{H}, u_5, Q_2^\alpha) = \left( \frac{\partial y_0}{\partial y_1} \right) \left( \frac{\partial y_0}{\partial x_1} - \frac{\partial y_1}{\partial x_0} \right) \begin{pmatrix} -x_0y_0^3 + x_1y_1^3 \\ -x_0y_0y_1^2 + x_1y_1y_0^2 \end{pmatrix} = \begin{pmatrix} 0 \\ 4 \end{pmatrix} \] (3.135)

and
\[ \mu(\bar{H}, u_2^\alpha, Q_5) = \left( \frac{\partial y_0}{\partial y_1} \right) \left( \frac{\partial y_0}{\partial x_1} + \frac{\partial y_1}{\partial x_0} \right) \begin{pmatrix} x_0y_0^3 + x_1y_1^3 \\ x_0y_0y_1^2 + x_1y_1y_0^2 \end{pmatrix} = \begin{pmatrix} 0 \\ 4 \end{pmatrix}. \] (3.136)

Combining these results leads to the up Yukawa matrix
\[ \lambda(u) = \frac{i\pi^3}{6} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}. \] (3.137)

We have, therefore, shown that the up Yukawa matrix has indeed rank 2, as suggested by the general structure (3.122). In addition, we see that these Yukawa couplings are independent of complex structure. This happens because the cohomologies of the above line bundles \(K_i\) have a simple representation in terms of ambient space cohomologies, without any kernel or co-kernel operations required.

It is interesting to point out that the Yukawa matrix obtained in Eq. (3.137) does not match its counterpart from particle physics very accurately (for example, in Eq. (3.137), the charm- and top-quarks seem to have the same mass.) This is not necessarily an indication that the model has failed as, first of all, the fields are not normalised, and also non-perturbative effects were not yet taken into account. Such effects are generated by instantonic strings wrapped around curves and they are proportional to \(\exp(-n_i T^i)\), where \(T^i\) are Kähler moduli and \(n_i\) are positive integers parametrising the curve. The very small but non-zero mass of the up-quark could be obtained from such non-perturbative effects. Similarly, these effects could explain the great disparity between the masses of the charm-quark and top-quark.
3.4.3 Singlet-Higgs-lepton coupling

To calculate the singlet Yukawa coupling, we start with the upstairs theory as before and focus on the second term in the superpotential (3.118). The relevant line bundles and forms are

\[
\begin{align*}
12 & \to K_1 = L_2 \otimes L_4^*, & \hat{\omega}_1 = \kappa_1^{-4}\kappa_2^{-6}Q_{(-4,-6,1,1)}d\bar{z}_1 \wedge d\bar{z}_2, \\
8 \ 5_{4,5} & \to K_2 = L_4 \otimes L_5, & \hat{\omega}_2 = \kappa_3^{-3}\kappa_4^{-6}R_{(0,0,-3,-5)}d\bar{z}_3 \wedge d\bar{z}_4, \\
4 \ 5_{2,5} & \to K_3 = L_2^* \otimes L_5^*, & \hat{\nu}_3 = \kappa_3^{-2}S_{(0,2,-2,0)}d\bar{z}_3.
\end{align*}
\]  

(3.138)

There are two additional complications, compared to the previous calculation, evident from this list of forms. First of all, the singlet space is defined as the kernel

\[
\text{Ker} \left( H^2(\mathcal{A}, N^* \otimes K_1) \to H^2(\mathcal{A}, K_1) \right)
\]  

(3.139)

of a map between a 60 and a 48-dimensional space. These dimensions are quite large, but we will improve on this shortly by taking the \(\mathbb{Z}_2 \times \mathbb{Z}_2\) quotient. At any rate, we should impose the constraint \(\bar{p}\hat{Q} = 0\) on the polynomials \(Q\) in order to work out this kernel, and this will lead to complex structure dependence.

Secondly, two line bundles, \(K_1\) and \(K_2\), are of type 2, which means that we will have to work with the more general Eq. (3.77) for the Yukawa couplings. Given the differentials \(d\bar{z}_i\) which appear in (3.138), only the term proportional to \(\hat{\omega}_1 \wedge \hat{\nu}_2 \wedge \hat{\nu}_3\) can contribute to the integral (3.77). This means we need to determine the \((0,1)\)-forms \(\hat{\nu}_2\) satisfying

\[
\bar{\partial}\hat{\nu}_2 = p\hat{\omega}_2.
\]  

(3.140)

To do this, we write down the two relevant polynomials

\[
R_{(0,0,-3,-5)} = r_0 + r_1\bar{z}_3, \quad p = p_0 + p_1z_3 + p_2z_3^2,
\]  

(3.141)

with the \(z_3\)-dependence made explicit and apply the result (3.53), which reads

\[
\mathcal{R} = -\frac{1}{2}(p_1r_0 + p_2r_1) + p_0r_1\bar{z}_3 + \frac{1}{2}p_0r_1^2 - \frac{1}{2}p_2r_0\bar{z}_3 - p_2r_1|\bar{z}_3|^2 + \frac{1}{2}(p_0r_0 + p_1r_1)|\bar{z}_3|z_3|^2 .
\]  

(3.142)

Then, the desired \((0,1)\)-form \(\hat{\nu}_2\) can be written as

\[
\hat{\nu}_2 = \kappa_3^{-2}\kappa_4^{-5}\mathcal{R}d\bar{z}_4.
\]  

(3.143)

Using these results for the forms in the basic formula (3.77) for the Yukawa couplings, we find

\[
\lambda(\nu_1, \nu_2, \nu_3) = -\frac{1}{2\pi i} \int_{\mathbb{C}^4} \frac{Q\mathcal{R}S}{\kappa_1^5\kappa_2^5\kappa_3^5\kappa_4^5}d^4z \wedge d^4\bar{z}.
\]  

(3.144)
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To simplify the calculation, we descend to the downstairs theory and divide by the $\mathbb{Z}_2 \times \mathbb{Z}_2$ with generators (3.67). The polynomials $Q$, $R$ and $S$ then simplify to

$$
Q = a_{14} \left( z_3 \bar{z}_1 \bar{z}_2^2 + z_4 \bar{z}_1 \bar{z}_2^2 \right) + a_5 \left( \bar{z}_1^2 \bar{z}_2^2 + z_3 \bar{z}_4 \bar{z}_2^2 \right) + a_4 \left( z_3 \bar{z}_4 \bar{z}_1 \bar{z}_2^2 + \bar{z}_2^2 \right) + a_7 \left( z_3 \bar{z}_2^2 + z_4 \bar{z}_1 \bar{z}_2 \right) + a_6 \left( z_4 \bar{z}_1 \bar{z}_2^2 + z_3 \bar{z}_4 \bar{z}_2 \right) + a_{13} \left( \bar{z}_1 \bar{z}_2^2 + z_3 \bar{z}_4 \bar{z}_1 \bar{z}_2 \right) + a_{12} \left( z_3 \bar{z}_4 \bar{z}_1 \bar{z}_2^2 + \bar{z}_1 \bar{z}_2 \right) + a_2 \left( z_4 \bar{z}_1 \bar{z}_2^2 + z_3 \bar{z}_2 \right) + a_3 \left( z_4 \bar{z}_2 \bar{z}_1 \bar{z}_2^2 + z_3 \bar{z}_2 \right) + a_8 \left( \bar{z}_1^2 + z_3 \bar{z}_4 \bar{z}_1 \bar{z}_2 \right) + a_9 \left( z_4 \bar{z}_1 \bar{z}_2^2 + \bar{z}_1 \bar{z}_2 \right) + a_{10} \left( z_3 \bar{z}_1 \bar{z}_2^2 + z_4 \bar{z}_1 \bar{z}_2 \right) + a_{11} \left( \bar{z}_1 \bar{z}_2^2 + z_3 \bar{z}_1 \bar{z}_2 \right) + a_1 \left( \bar{z}_1^2 \bar{z}_2^2 + z_3 \bar{z}_4 \bar{z}_1 \bar{z}_2 \right) + a_0 \left( z_3 \bar{z}_4 \bar{z}_1 \bar{z}_2^2 + 1 \right),
$$

(3.145)

$$
R = b_1 \left( \bar{z}_1^2 + \bar{z}_3 \bar{z}_4 \right) + b_0 \left( 1 - \bar{z}_3 \bar{z}_4 \right),
$$

(3.146)

$$
S = z_2.
$$

(3.147)

We still have to impose the condition $\vec{p} \vec{Q} = 0$, which reduces the 15 parameters $\mathbf{a} = (a_I)$ down to a generic number of three, corresponding to the three singlets $\mathbf{1}_{2,4}$. The two coefficients $\mathbf{b} = (b_0, b_1)$ parametrize the leptons $L_{4,5}$, while $S = z_2$ represents the Higgs $\overline{H}_{2,5}$. From Eq. (3.142) and using the five-parameters $Z_4 \times Z_4$-invariant family of tetra-quadrics (3.110), in order to make the calculation manageable, we can explicitly work out the polynomial $\mathcal{R}$. Then, inserting into Eq. (3.144), gives

$$
\lambda(\mathbf{a}, \mathbf{b}) = \frac{i \pi^3}{6480} \left( 2a_{14}b_1c_1 + 9a_{12}b_0c_2 + 9a_{13}b_0c_2 - 8a_4b_1c_2 - 8a_3b_1c_2 + 3a_{12}b_1c_2 + 3a_{13}b_1c_2 - 36a_7b_0c_3 - 12a_2b_1c_3 - 12a_{14}b_0c_4 + 6a_2b_1c_4 + 6a_3b_1c_4 - 6a_6b_1c_4 - 6a_7b_1c_4 + 4a_{14}b_1c_4 - 36a_6b_0c_5 - 12a_3b_1c_5 - 36a_6b_0c_6 - 36a_3b_0c_6 - 12a_6b_1c_6 - 12a_7b_1c_6 \right).
$$

(3.148)

We still have to impose the kernel condition on the vector $\mathbf{a}$, and as before, we use the five-parameter family of tetra-quadrics (3.110). This condition can then be written as $M \mathbf{a} = 0$, where

$$
M = \begin{pmatrix}
24c_6 & 0 & 0 & 0 & 4c_3 & 4c_5 & 0 & 0 & 0 & 24c_5 & 0 & 0 & 3c_4 & 0 & 0 \\
24c_5 & 0 & 6c_2 & 0 & 4c_6 & 4c_3 & 0 & 6c_2 & 0 & 24c_6 & 0 & 0 & 0 & 0 & 0 \\
24c_4 & 24c_6 & 0 & 6c_2 & 0 & 4c_6 & 4c_3 & 0 & 6c_2 & 0 & 24c_6 & 0 & 0 & 0 & 0 \\
0 & 24c_5 & 0 & 0 & 4c_3 & 4c_6 & 0 & 0 & 24c_6 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 24c_3 & 0 & 0 & 0 & 4c_6 & 4c_5 & 0 & 0 & 0 & 24c_6 & 0 & 0 & 0 & 2c_2 \\
24c_6 & 24c_4 & 0 & 0 & 4c_6 & 4c_3 & 0 & 0 & 0 & 24c_6 & 0 & 0 & 0 & 2c_2 & 0 \\
0 & 24c_3 & 0 & 0 & 0 & 4c_6 & 4c_5 & 0 & 0 & 0 & 24c_6 & 0 & 0 & 0 & 2c_2 \\
0 & 24c_5 & 0 & 0 & 0 & 4c_6 & 4c_5 & 0 & 0 & 0 & 24c_6 & 0 & 0 & 0 & 0 \\
0 & 0 & 12c_6 & 12c_6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 12c_5 & 12c_3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 12c_6 & 12c_6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 12c_6 & 12c_6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 12c_5 & 12c_3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 12c_6 & 12c_6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 12c_5+12c_4 & 12c_5+12c_5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
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\end{pmatrix}
$$
This matrix has generic rank 12 and, hence, a three-dimensional kernel, spanned by vector \( \mathbf{v}_I \). We can write
\[
\mathbf{a} = \sum_I \alpha_I \mathbf{v}_I ,
\] (3.150)
with the three coefficients \( \alpha_I \) describing the three singlets \( S^I \). Unfortunately, even for our 5-parameter family (3.110) of tetra-quadrics, the \( \mathbf{v}_I \) contain very complicated functions of the complex structure moduli, which make an analytic calculation impractical. Instead, we choose random numerical values for the complex structure moduli \( c_1, \ldots, c_6 \), calculate a basis of Ker(\( M \)) for this choice and then work out the Yukawa matrix by inserting into Eqs. (3.150) and (3.148). In this way, we obtain an explicit numerical 3 \( \times \) 2 Yukawa matrix \( \rho \), valid at this specific point in complex structure moduli space. This calculation leads to a Yukawa matrix \( \rho \) with rank two, and this should be considered the generic result in complex structure moduli space.

An analytic calculation can be carried out by restricting to the 4-parameter sub-family with \( c_2 = 0 \). In this case, the kernel basis vectors are
\[
\begin{align*}
\mathbf{v}_1 &= (0,0,-c_1 (c_3^2 + c_5 c_3 - 2 c_6^2) - c_4 (-c_3^3 + (3 c_4 - 2 c_6) c_3 + c_5 (c_5 + 2 c_6) + c_4 (c_5 + 4 c_6)),
\end{align*}
\begin{align*}
&\quad c_4 c_3^3 + (c_4^2 + 2 c_6 c_4 + c_1 c_4) c_3 - c_4 c_5 (c_5 + 2 c_6) + c_1 (c_5^2 - 2 c_6^2), 0, 0, \\
&\quad - (c_3 - c_5) (c_4^2 + c_3 c_4 + (c_5 + 2 c_6) c_4 - c_1 c_6), - (c_3 - c_5) (c_4^2 + c_3 c_4 + (c_5 + 2 c_6) c_4 - c_1 c_6), \\
&\quad 0, 0, 0, 0, 0, 0, 3 (c_3 - c_5) (c_3 + c_4 + c_5 - 2 c_6) (c_3 + c_5 + 2 c_6))^T,
\end{align*}
\begin{align*}
\mathbf{v}_2 &= (0,0,0,0,0,0,0,0,0,0,0,0,0,0,3 (c_3 - c_5) (c_3 + c_4 + c_5 - 2 c_6) (c_3 + c_5 + 2 c_6), 0, 0, 0)^T, \\
\mathbf{v}_3 &= (0,0,0,0,0,0,0,0,0,0,0,0,0,0,3 (c_3 - c_5) (c_3 + c_4 + c_5 - 2 c_6) (c_3 + c_5 + 2 c_6), 0, 0, 0)^T.
\end{align*}
\] (3.151)

Inserting these vectors into Eq. (3.150) and then into the general form (3.148) of the Yukawa couplings leads to
\[
\lambda(\mathbf{a}, \mathbf{b}) = \frac{i \pi^3}{360} a_1 b_1 (c_3 - c_5) \left( 4 c_4^2 + c_1 (c_3 + c_5 - 2 c_6) \right) (c_3 + c_5 + 2 c_6). 
\] (3.152)

For the Yukawa matrix \( \rho \) in the superpotential (3.121), this means
\[
\rho = \frac{i \pi^3}{360} \begin{pmatrix}
0 & (c_3 - c_5) (4 c_4^2 + c_1 (c_3 + c_5 - 2 c_6)) (c_3 + c_5 + 2 c_6) \\
0 & 0 \\
0 & 0
\end{pmatrix}. 
\] (3.153)

The matrix has rank one, which is reduced from the generic value two that we have found for the five-dimensional family (3.110). Hence, we have found another example of a Yukawa coupling with rank varying as a function of complex structure. In addition, our results show that, for generic complex structure, the Higgs pair receives a mass whenever \( \langle 1_{2,4} \rangle \neq 0 \), in agreement with the results in Ref. [40].
For special sub-loci of our four-parameter family of tetra-quadrics, characterised by the vanishing of one of the factors in Eq. (3.153), the Yukawa matrix vanishes entirely. However, as before, we have to be careful, since the kernel of the matrix $M$ might also change in these cases. Let us begin by imposing $c_3 = c_5$, in addition to $c_2 = 0$, on the family of polynomials (3.110). In this case, the dimension of $\text{Ker}(M)$ turns out to be six and a basis is given by

$$v_1 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0)^T, \quad v_2 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)^T,$$

$$v_3 = (0, 1, 0, 0, -6, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)^T, \quad v_4 = (1, 0, 0, 0, 0, -6, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)^T,$$

$$v_5 = (0, 0, 0, 0, 0, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)^T, \quad v_6 = (0, 0, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)^T.$$

(3.154)

Using these six vectors in Eqs. (3.150) and (3.148) leads to a $6 \times 2$ Yukawa matrix which vanishes entirely. Similar results are obtained for other sub-loci of interest. If $4c_4^2 + c_1(c_3 + c_5 - 2c_6) = 0$, in addition to $c_2 = 0$, the dimension of the kernel becomes four and the $4 \times 2$ Yukawa matrix vanishes entirely. The same statements hold for $c_3 + c_5 + 2c_6 = 0$. This shows that there are specific loci in complex structure moduli space where the Higgs pair remains massless, even in the presence of generic bundle moduli VEVs.

### 3.5 Final remarks

In this chapter, we have developed methods to calculate holomorphic Yukawa couplings for heterotic line bundle models, focusing on Calabi-Yau manifolds defined as hypersurfaces in products of projective spaces and the tetra-quadric in $\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1$ in particular. While our approach is based on differential geometry, we also make contact with the algebraic methods in Refs. [29, 35].

We provide explicit rules for writing down the relevant bundle-valued harmonic forms which enter the Yukawa couplings. These forms can be identified with polynomials of certain multi-degrees which are the key players in the algebraic calculation. It turns out that these forms can be of different topological types, which we have referred to as type 1 and type 2 (as well as mixed type). If all three forms involved in a Yukawa coupling are of type 1, it turns out that the Yukawa coupling vanishes. This vanishing is topological in nature and is not, apparently, due to a symmetry in the low-energy theory. Our most explicit results, see for example Eq. (3.69), are for Yukawa couplings which involve two forms of type 1 and one form of type 2. We also show how to compute Yukawa couplings which involve more than one form of type 2, by explicitly working out co-boundary maps.
The various cases are illustrated with explicit toy examples on the tetra-quadric. In Section 3.3.2, we have provided an example, based on the gauge group $SO(10)$, of a $10 \times 16 \times 16$ Yukawa coupling with topological vanishing, due to all three relevant forms being of type 1. An example of a complex structure independent $27^3$ Yukawa coupling for gauge group $E_6$ and a standard pattern of two forms of type 1 and one form of type 2 has been provided in Section 3.3.3. Finally, Section 3.3.4 contains an example with gauge group $SU(5)$ which leads to a complex structure dependent d-quark Yukawa coupling.

In Section 3.4 we have computed all Yukawa couplings allowed by the gauge symmetry for a line bundle standard model on the tetra-quadric. The up-quark Yukawa matrix turns out to be complex structure independent and of rank two, while the singlet coupling to $\mathbf{LH}$ is complex structure dependent. The latter involves two forms of type 2 and requires an explicit calculation of a co-boundary map as well as a kernel of a map in cohomology.

For two of our examples, we have explicitly calculated the complex structure dependence of the Yukawa matrix, only for a sub-locus in complex structure moduli space. To our knowledge, this is the first such calculation for heterotic Calabi-Yau models with non-standard embedding. The detailed complex structure dependence of these Yukawa matrices is not necessarily physical since the matter field Kähler metric will also typically depend on complex structure. However, the rank of the Yukawa matrices is not affected by the field normalisation and has to be considered a physical quantity. We have shown that this rank can vary in complex structure moduli space.

Our calculations were applied only to one quasi-realistic tetraquadric model in the database [25]. An interesting direction for future research would be to calculate the holomorphic Yukawa couplings for all the other MSSM models, in order to see how the results vary from model to model. Extending our calculation methods to all the known models on the tetraquadric would be useful to see a distribution of the Yukawa couplings among the models.

The results of this chapter are limited to a relatively narrow class of Calabi-Yau manifolds and bundles with Abelian structure group. However, the methods we have developed point to and facilitate a number of generalisations. We expect that suitable generalisations of our approach can be used to calculate Yukawa couplings for more general classes of Calabi-Yau manifolds, notably higher co-dimension CICYs (as will be seen in Chapter 4) and hypersurfaces in toric varieties. Non-Abelian bundles are frequently constructed from line bundles, for example via monad or extension.
sequences. The results for line bundles obtained in this chapter could be useful to calculate Yukawa couplings for such non-Abelian bundles.

The most pressing problem remains the calculation of the matter field Kähler metric which is essential in order to determine the physical Yukawa couplings. While we have not addressed this problem yet, it is clear that it requires an approach based on differential geometry. Our hope is that the methods developed in this chapter will eventually lead to a framework for such a calculation.
Holomorphic Yukawa Couplings for Co-dimension $k \geq 2$ Complete Intersection Calabi-Yau Manifolds

In Chapter 3, we have presented a new approach to calculating the holomorphic Yukawa couplings, based entirely on methods of differential geometry. This approach was developed in the context of the simplest class of Calabi-Yau manifolds – hypersurfaces in products of projective spaces and the tetraquadric manifold in a product of four $\mathbb{P}^1$’s in particular – and for bundles with Abelian structure groups. In its original form, as presented in Chapter 3, this method is only applicable to a handful of Calabi-Yau manifolds. The purpose of this chapter is to present a significant generalisation to all complete intersection Calabi-Yau manifolds. Hence, we will show that our approach is not restricted to specific manifolds but can in fact be applied to large classes, in this case to the almost 8000 CICY manifolds classified in Refs. [10, 11], as well as to their quotients [88]. We would also like to relate our method to the earlier algebraic ones [29, 35] and demonstrate that the two approaches are equivalent. Although, in the present chapter, we will only discuss the holomorphic Yukawa couplings, we hope that the insight gained in this context will ultimately also be of use for the calculation of the matter field Kähler potential and the physical Yukawa couplings.

As in the co-dimension one case, we start from the general expression of holomor-
phic Yukawa couplings for a line bundle model on a Calabi-Yau manifold $X$

$$\lambda(\nu_1, \nu_2, \nu_3) = \int_X \Omega \wedge \nu_1 \wedge \nu_2 \wedge \nu_3. \quad (4.1)$$

Here, $\Omega$ is the holomorphic $(3,0)$–form on $X$ and $\nu_i \in H^1(X, K_i)$ are closed $(0,1)$-forms, taking values in certain line bundles $K_i$ on $X$, which represent the three types of matter multiplets involved in the corresponding superpotential term. Consistency of Eq. (4.1) requires that $K_1 \otimes K_2 \otimes K_3 = O_X$, where $O_X$ is the trivial bundle on $X$. The ambient space on which the CICY is defined is generally expressed as $\mathcal{A} = \mathbb{P}^{n_1} \times \ldots \times \mathbb{P}^{n_m}$, as explained in Section 2.5.4. Provided that the line bundles $K_i$ are obtained as restrictions of ambient space line bundles $K_i \to \mathcal{A}$ to $X$, we will show that the $(0,1)$-forms $\nu_i$ can be obtained from certain forms on the ambient space $\mathcal{A}$ and that the integral (4.1) can be evaluated explicitly by converting it to an integral over the ambient space.

More precisely, we find that a closed $(0,1)$-form $\nu_i$ is, in general, related to an entire chain of ambient space $(0,a)$-forms, $\hat{\nu}_{i,a}$, where $a = 1, \ldots, k + 1$ and $k$ is the co-dimension of $X$ in $\mathcal{A}$. The integral (4.1) can then be re-written as an integral over $\mathcal{A}$ which, in general, involves all forms $\hat{\nu}_{i,a}$. For a given $\nu_i$, the associated chain may terminate early, in the sense that, for a certain $\tau_i$, we have $\hat{\nu}_{i,\tau_i} \neq 0$ and $\hat{\nu}_{i,a} = 0$ for all $a > \tau_i$. In this case we say that $\nu_i$ is of type $\tau_i$. One of our most important results is the vanishing theorem

$$\tau_1 + \tau_2 + \tau_3 < \dim(\mathcal{A}) \implies \lambda(\nu_1, \nu_2, \nu_3) = 0. \quad (4.2)$$

Particularly for high co-dimension and corresponding large ambient space dimension $\dim(\mathcal{A})$, this statement implies the vanishing of many Yukawa couplings, since cases with large types $\tau_i$ are relatively rare. The vanishing due to this theorem can not be explained by an obvious symmetry of the effective four-dimensional theory and is topological in nature.

The outline of the chapter is as follows. In Section 4.1, we generalise to co-dimension two CICYs and in Section 4.2, we deal with the general case of arbitrary co-dimension. In Section 4.3, our method is illustrated with several explicit examples and we conclude in Section 4.4. A number of technical issues have been moved to the appendices. Of particular importance is Appendix C, which explains the multiplication of harmonic forms on $\mathbb{P}^n$, the key ingredient required to relate our approach to the earlier algebraic methods [29, 35] for calculating holomorphic Yukawa couplings.
4.1 Yukawa couplings for co-dimension two CICYs

We start by discussing the case of co-dimension two manifolds. This consists of two main steps: first, showing how $(0,1)$-forms on the CICY can be obtained from ambient space forms and secondly, expressing the Yukawa couplings as integrals over the ambient space.

4.1.1 Lifting forms to the ambient space

As before, the ambient space $\mathcal{A}$ is given by a product of projective spaces

$$\mathcal{A} = \mathbb{P}^{n_1} \times \mathbb{P}^{n_2} \times \ldots \times \mathbb{P}^{n_m},$$

but now we require that $n_1 + \ldots + n_m = 5$. The Calabi-Yau manifold $X$ is given by the common zero locus of two polynomials $p = (p_1, p_2)$ with multi-degrees $q_1 = (q_1^1, \ldots, q_1^m)$ and $q_2 = (q_2^1, \ldots, q_2^m)$, respectively. The Calabi-Yau condition, $c_1(TX) = 0$, translates into

$$q_1^r + q_2^r = n_r + 1,$$

for all $r = 1, \ldots, m$. We can also view $p$ as a global, holomorphic section of the normal bundle of $X$,

$$\mathcal{N} = \mathcal{O}_\mathcal{A}(q_1) \oplus \mathcal{O}_\mathcal{A}(q_2),$$

which is now a rank-2 vector bundle in $\mathcal{A}$. Naturally, the wedge product $\Lambda^2 \mathcal{N} = \mathcal{O}_\mathcal{A}(q_1 + q_2)$ is a line bundle.

As in the previous chapter, we would like to understand the relation between closed line-bundle valued $(0,1)$-forms on $X$ and certain forms on the ambient space $\mathcal{A}$. We start with a line bundle $K \to X$, its ambient space counterpart $\mathcal{K} \to \mathcal{A}$ such that $K = \mathcal{K}|_X$ and a closed $\mathcal{K}$-valued $(0,1)$-form $\nu \in H^1(X, K)$, which represents any of the three forms $\nu_i$ entering the integral (4.1) for the holomorphic Yukawa couplings. The relation between $K$ and $\mathcal{K}$ is still described by the Koszul sequence which, due to $X$ being defined at co-dimension two, is no longer short-exact but given by the four-term sequence

$$0 \longrightarrow \Lambda^2 \mathcal{N}^* \otimes \mathcal{K} \overset{q}{\longrightarrow} \mathcal{N}^* \otimes \mathcal{K} \overset{p}{\longrightarrow} \mathcal{K} \overset{r}{\longrightarrow} K \longrightarrow 0.$$  

As before, the map $p = (p_1, p_2)$ acts by multiplication and $r$ is the restriction map. The map $q$ is fixed by exactness of the sequence, that is $p \circ q = 0$, and by matching
polynomial degrees. As a result, it is given, up to an overall, irrelevant constant, by

\[ q = \begin{pmatrix} -p_2 \\ p_1 \end{pmatrix}. \]  

(4.7)

In practice, the four-term sequence (4.6) is best dealt with by splitting it up into the two short exact sequences

\[ 0 \rightarrow \Lambda^2N^* \otimes K \overset{\eta}{\rightarrow} N^* \otimes K \overset{g_1}{\rightarrow} C \rightarrow 0, \]
\[ 0 \rightarrow C \overset{g_2}{\rightarrow} K \overset{r}{\rightarrow} K \rightarrow 0 \]  

(4.8)

where \( C \) is a suitable co-kernel and \( g_1, g_2 \) are maps satisfying \( g_2 \circ g_1 = p \). These quantities are determined by exactness of the above two sequences but will, fortunately, not be required explicitly. The relevant parts of the two long exact sequences associated to the short exact sequences (4.8) read

\[ \ldots \rightarrow H^1(A, C) \overset{g_2}{\rightarrow} H^1(A, K) \overset{r}{\rightarrow} H^1(X, K) \overset{\delta_1}{\rightarrow} H^2(A, C) \overset{g_2}{\rightarrow} H^2(A, K) \rightarrow \ldots, \]  

(4.9)

and

\[ \ldots \rightarrow H^1(A, \Lambda^2N^* \otimes K) \overset{\eta}{\rightarrow} H^1(A, N^* \otimes K) \overset{g_1}{\rightarrow} H^1(A, C) \overset{\delta_2}{\rightarrow} H^2(A, \Lambda^2N^* \otimes K) \overset{\eta}{\rightarrow} H^2(A, N^* \otimes K) \overset{g_1}{\rightarrow} H^2(A, C) \overset{\delta_3}{\rightarrow} H^3(A, \Lambda^2N^* \otimes K) \overset{\eta}{\rightarrow} H^3(A, N^* \otimes K) \rightarrow \ldots. \]  

(4.10)

Our goal is to obtain an expression for \( H^1(X, K) \) in terms of ambient space cohomologies and from (4.9) we find that

\[ H^1(X, K) = r\left( \text{Coker}\left( H^1(A, C) \overset{g_2}{\rightarrow} H^1(A, K) \right) \right) \oplus \delta_1^{-1}\left( \text{Ker}\left( H^2(A, C) \overset{g_2}{\rightarrow} H^2(A, K) \right) \right). \]  

(4.11)

This expression is analogous to Eq. (3.27) obtained in the co-dimension one case, but here we still have to work out \( H^1(A, C) \) and \( H^2(A, C) \), which are obtained from the sequence (4.10)

\[ H^1(A, C) = g_1\left( \text{Coker}\left( H^1(A, \Lambda^2N^* \otimes K) \overset{\eta}{\rightarrow} H^1(A, N^* \otimes K) \right) \right) \oplus \delta_2^{-1}\left( \text{Ker}\left( H^2(A, \Lambda^2N^* \otimes K) \overset{\eta}{\rightarrow} H^2(A, N^* \otimes K) \right) \right), \]  

(4.12)

\[ H^2(A, C) = g_1\left( \text{Coker}\left( H^2(A, \Lambda^2N^* \otimes K) \overset{\eta}{\rightarrow} H^2(A, N^* \otimes K) \right) \right) \oplus \delta_3^{-1}\left( \text{Ker}\left( H^3(A, \Lambda^2N^* \otimes K) \overset{\eta}{\rightarrow} H^3(A, N^* \otimes K) \right) \right). \]  

(4.13)
Substituting Eqs. (4.12) and (4.13) into Eq. (4.11) gives the desired formula for $H^1(X, K)$ in terms of ambient space cohomology. Despite its apparent complexity, we will see that it is possible to get to a simple generalisation of the structure derived in the co-dimension one case.

We begin by observing that $H^1(X, K)$ receives contributions from three ambient space cohomologies, namely from $H^1(A, K)$, $H^2(A, N^* \otimes K)$ and $H^3(A, \Lambda^2 N^* \otimes K)$ (or, more accurately, from kernels or quotients within these cohomologies). This means that a given closed $(0, 1)$-form $\nu \in H^1(X, K)$ descends, in general, from three ambient space forms, a $(0, 1)$-form $\hat{\nu}$, a $(0, 2)$-form $\hat{\omega}$ and a $(0, 3)$-form $\hat{\rho}$. However, a specific $\nu \in H^1(X, K)$ might not receive all three contributions. We call a $\nu \in H^1(X, K)$ “type 1” if the associated $\hat{\omega}$ and $\hat{\rho}$ vanish and, hence, if it is determined by the $(0, 1)$-form $\hat{\nu}$ only. Likewise, $\nu \in H^1(X, K)$ is called “type 2” if the associated $\hat{\rho}$ vanishes and it is determined by the $(0, 2)$-form $\hat{\omega}$. If $\nu \in H^1(X, K)$ is determined by $\hat{\rho}$, it is called “type 3”. In general, a $\nu \in H^1(X, K)$ is a linear combination of these three types, but the discussion is much simplified if we focus on each type separately. In fact, it is always possible to choose a basis of $H^1(X, K)$, such that every basis element has a definite type. Let us now be more precise and discuss each of these three types in turn.

**Type 1**: We will refer to $\nu \in H^1(X, K)$ as “type 1” if it descends from $H^1(A, K)$, that is, if there is a $(0, 1)$-form $\hat{\nu} \in H^1(A, K)$ on the ambient space with

$$\nu = \hat{\nu}|_X, \quad \nu \in H^1(X, K), \quad \bar{\partial} \hat{\nu} = 0, \quad \hat{\nu} \in H^1(A, K). \quad (4.14)$$

**Type 2**: We will refer to $\nu \in H^1(X, K)$ as “type 2” if it descends from a closed $(0, 2)$-form $\hat{\omega} \in H^2(A, N^* \otimes K)$. To understand the relation between $\nu$ and $\hat{\omega}$, we need to chase through Eqs. (4.11) and (4.13). Starting with Eq. (4.11) and setting $\hat{\gamma} = \delta_1(\nu) \in H^2(A, C)$, we know from the definition of the co-boundary map $\delta_1$ (see Appendix B for a review) that there is a $(0, 1)$-form $\hat{\nu} \in \Omega^1(A, K)$, such that

$$\bar{\partial} \hat{\nu} = g_2 \hat{\gamma}, \quad \nu = \hat{\nu}|_X. \quad (4.15)$$

Further, from Eq. (4.13), there is a $\hat{\omega} \in H^2(A, N^* \otimes K)$ with

$$\hat{\gamma} = g_1 \hat{\omega}. \quad (4.16)$$

Combining these last two equations, together with $g_2 \circ g_1 = p$ then leads to

$$\bar{\partial} \hat{\nu} = (g_2 \circ g_1) \hat{\omega} = p \hat{\omega}. \quad (4.17)$$
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To summarise this discussion, we can write down the following chain of equations

\[
\begin{align*}
\nu &= \hat{\nu}|_X, & \nu &\in H^1(X, K), \\
\bar{\partial} \hat{\nu} &= p\hat{\omega}, & \hat{\nu} &\in \Omega^1(\mathcal{A}, \mathcal{K}), \\
\bar{\partial} \hat{\omega} &= 0, & \hat{\omega} &\in H^2(\mathcal{A}, \mathcal{N}^* \otimes \mathcal{K}),
\end{align*}
\] (4.18)

which describes the relation between \(\nu\) and the \((0,2)\)-form \(\hat{\omega}\) from which it descends.

**Type 3:** We will refer to \(\nu\) as “type 3” if it descends from a closed \((0,3)\)-form \(\hat{\rho} \in H^3(\mathcal{A}, \Lambda^2 \mathcal{N}^* \otimes \mathcal{K})\) and we need to understand the relation between \(\nu\) and \(\hat{\rho}\). As in the case of type 2, we start with Eq. (4.11) and define \(\hat{\gamma} = \delta_1(\nu) \in H^2(\mathcal{A}, \mathcal{C})\) and a \((0,1)\)-form \(\hat{\nu} \in \Omega^1(\mathcal{A}, \mathcal{K})\), such that

\[
\bar{\partial} \hat{\nu} = g_2\hat{\gamma}, \quad \nu = \hat{\nu}|_X. \tag{4.19}
\]

From surjectivity of \(g_1\) in the first sequence (4.8), we can write \(\hat{\gamma} = g_1\hat{\omega}\) for an \(\hat{\omega} \in \Omega^2(\mathcal{A}, \mathcal{N}^* \otimes \mathcal{K})\) and combining this with the previous equation leads to

\[
\bar{\partial} \hat{\nu} = p\hat{\omega}, \tag{4.20}
\]
as in the type 2 case. However, unlike for the type 2 case, \(\hat{\omega}\) is no longer closed and we need to carry out one more step. To this end, we consider Eq. (4.13) and define the closed \((0,3)\)-form \(\hat{\rho} = \delta_3(\hat{\gamma}) \in H^3(\mathcal{A}, \Lambda^2 \mathcal{N}^* \otimes \mathcal{K})\). Writing out the co-boundary map \(\delta_3\) (see Appendix B) now leads to

\[
\bar{\partial} \hat{\omega} = q\hat{\rho}, \quad \bar{\partial} \hat{\rho} = 0. \tag{4.21}
\]

Altogether, this gives the following chain of equations

\[
\begin{align*}
\nu &= \hat{\nu}|_X, & \nu &\in H^1(X, K), \\
\bar{\partial} \hat{\nu} &= p\hat{\omega}, & \hat{\nu} &\in \Omega^1(\mathcal{A}, \mathcal{K}), \\
\bar{\partial} \hat{\omega} &= q\hat{\rho}, & \hat{\omega} &\in \Omega^2(\mathcal{A}, \mathcal{N}^* \otimes \mathcal{K}), \\
\bar{\partial} \hat{\rho} &= 0, & \hat{\rho} &\in H^3(\mathcal{A}, \Lambda^2 \mathcal{N}^* \otimes \mathcal{K}),
\end{align*}
\] (4.22)

which describes the relation between \(\nu\) and the \((0,3)\)-form \(\hat{\rho}\) from which it descends.

In fact, the system of equations (4.22) describes the general relationship between \(\nu\) and the three ambient space forms \(\hat{\nu}, \hat{\omega}\) and \(\hat{\rho}\). For a given \(\nu\), solving the equations (4.22) gives the associated ambient space forms which, in general, are all non-zero. The three types discussed above arise from Eq. (4.22) as special cases. If \(\hat{\omega} = \hat{\rho} = 0\) for a given \(\nu\), then \(\hat{\nu}\) is closed and \(\nu\) is of type 1. If \(\hat{\omega} \neq 0\) but \(\hat{\rho} = 0\) (and \(\hat{\nu}\) does not have a closed part which would correspond to a type 1 component) then \(\hat{\omega}\) is closed.
and $\nu$ is of type 2. Finally, if $\hat{\rho} \neq 0$ (and $\hat{\nu}$, $\hat{\omega}$ do not have closed parts which would correspond to type 1 and type 2 components, respectively) then $\nu$ is of type 3.

Let us point out that, in general, the set of all forms $\hat{\nu}$, $\hat{\omega}$, $\hat{\rho}$ is not always identified with the entire spaces in the second column of (4.22) but, rather, with kernels and co-kernels of the maps $p$ and $q$ within those spaces. In each particular case, these kernels and co-kernels can be found from Eqs. (4.11), (4.12) and (4.13).

Our goal now is to express the Yukawa couplings (4.1) in terms of the ambient space forms $\hat{\nu}$, $\hat{\omega}$, $\hat{\rho}$. If $\nu$ is of a specific type, the highest non-vanishing form which appears in the Eqs. (4.22) represents an ambient space cohomology and can be written down explicitly, following the rules explained in Appendix C. The lower-degree forms then have to be obtained by solving the Eqs. (4.22). In this way, all relevant ambient space forms can be calculated explicitly.

### 4.1.2 A derivation of Yukawa couplings

We will now derive the formula for the Yukawa couplings (4.1) in terms of ambient space forms. For each $(0,1)$-form $\nu_i \in H^1(X, K)$ involved, we have an associated chain of ambient space forms $\hat{\nu}_i$, $\hat{\omega}_i$, $\hat{\rho}_i$, in line with the Eqs. (4.22). The forms $\hat{\omega}_i$ take values in the rank-2 line bundle sum $N^* \otimes K = \mathcal{O}_A(-q_1) \otimes K_i \oplus \mathcal{O}_A(-q_2) \otimes K_i$ and we denote the two corresponding components by $\hat{\omega}_i^a$, where $a = 1, 2$. Starting with Eq. (4.1), we insert two delta-function currents $\lambda(\nu_1, \nu_2, \nu_3) = \left(\frac{2\pi}{i}\right)^2 \int \hat{\Omega} \wedge \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\nu}_3 \wedge dp_1 \wedge \bar{\partial}\left(\frac{1}{p_1}\right) \wedge dp_2 \wedge \bar{\partial}\left(\frac{1}{p_2}\right)$, (4.23)

which converts the integral to one over the ambient space. Using the standard formula (see [6, 7, 10, 29])

$$\hat{\Omega} \wedge dp_1 \wedge dp_2 = \mu,$$ (4.24)

where $\mu$ has been defined in Eq. (3.21), we obtain

$$\lambda(\nu_1, \nu_2, \nu_3) = \frac{1}{(2\pi)^2} \int \mu \wedge \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\nu}_3 \wedge \bar{\partial}\left(\frac{1}{p_1}\right) \wedge \bar{\partial}\left(\frac{1}{p_2}\right).$$ (4.25)

Now we have to integrate by parts twice, ignoring the boundary integrals, which do not contribute (see Appendix D). After the first integration, we obtain

$$\lambda(\nu_1, \nu_2, \nu_3) = \frac{1}{(2\pi)^2} \int \mu \wedge \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\nu}_3 - \hat{\nu}_1 \wedge \bar{\partial}\hat{\nu}_2 \wedge \hat{\nu}_3 + \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \bar{\partial}\hat{\nu}_3 \wedge \bar{\partial}\left(\frac{1}{p_2}\right).$$ (4.26)

The derivatives of $\hat{\nu}_i$ can be evaluated using (4.22). This leads to

$$\bar{\partial}\hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\nu}_3 - \hat{\nu}_1 \wedge \bar{\partial}\hat{\nu}_2 \wedge \hat{\nu}_3 + \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \bar{\partial}\hat{\nu}_3 := p\hat{\beta} = p_1\hat{\beta}^1 + p_2\hat{\beta}^2,$$ (4.27)
where \( \hat{\beta} \) is a vector with components given by
\[
\hat{\beta}^1 = \hat{\omega}_1^1 \wedge \hat{\nu}_2 \wedge \hat{\nu}_3 - \hat{\nu}_1 \wedge \hat{\omega}_2^1 \wedge \hat{\nu}_3 + \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\omega}_3^1 ,
\]
\[
\hat{\beta}^2 = \hat{\omega}_2^2 \wedge \hat{\nu}_2 \wedge \hat{\nu}_3 - \hat{\nu}_1 \wedge \hat{\omega}_2^2 \wedge \hat{\nu}_3 + \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\omega}_3^2 .
\]
(4.28)

Substituting these expressions back into the integral (4.26), we note that the term
\( p_2\hat{\beta}^2 \) does not contribute, since \( p_2 \hat{\omega}(\frac{1}{p_2}) \sim p_2 \hat{\omega}^2(p_2) d\bar{p}_2 = 0 \) and that we are, hence, left with
\[
\lambda(\nu_1, \nu_2, \nu_3) = \frac{1}{(2\pi)^2} \int_A \mu \wedge \hat{\beta}^1 \wedge \hat{\omega}(\frac{1}{p_2}) = - \frac{1}{(2\pi)^2} \int_A \mu \wedge \hat{\beta}^1 .
\]
(4.29)

Using Eqs. (4.22), we obtain that \( \hat{\omega} \hat{\beta}^1 = -p_2 \hat{\eta} \), where \( \hat{\eta} \) is given by
\[
\hat{\eta} = \hat{\rho}_1 \wedge \hat{\nu}_2 \wedge \hat{\nu}_3 + \hat{\nu}_1 \wedge \hat{\rho}_2 \wedge \hat{\nu}_3 + \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\rho}_3
+ \hat{\nu}_1 \wedge \hat{\omega}_2^2 \wedge \hat{\omega}_3^1 - \hat{\nu}_1 \wedge \hat{\omega}_2^1 \wedge \hat{\omega}_3^2
+ \hat{\omega}_1^2 \wedge \hat{\nu}_2 \wedge \hat{\omega}_3^2 - \hat{\omega}_1^2 \wedge \hat{\nu}_2 \wedge \hat{\omega}_3^1
+ \hat{\omega}_2^2 \wedge \hat{\omega}_3^2 - \hat{\omega}_1^1 \wedge \hat{\omega}_2^2 \wedge \hat{\nu}_3 .
\]
(4.30)

Hence, the final expression for the Yukawa coupling is
\[
\lambda(\nu_1, \nu_2, \nu_3) = \frac{1}{(2\pi)^2} \int_A \mu \wedge \hat{\eta},
\]
(4.31)

with \( \hat{\eta} \) given in (4.30). Eq. (4.31) together with Eq. (4.30) is our main general result for the co-dimension two case. As we will see in Section 4.3, this result, together with the expressions for ambient space harmonic forms in Appendix C and Eq. (4.22), allows for an explicit calculation of the holomorphic Yukawa couplings.

It is worth discussing a number of special cases. If all three forms \( \nu_i \) are of type
1, then \( \hat{\omega}_i = \hat{\rho}_i = 0 \), for \( i = 1, 2, 3 \) and as a result \( \hat{\eta} \) in Eq. (4.30) is zero and, hence, the Yukawa coupling vanishes. Now suppose two of the forms \( \nu_i \), say \( \nu_1 \) and \( \nu_2 \), are of type 1, while \( \nu_3 \) is of type 2. In this case we have \( \hat{\omega}_i = \hat{\rho}_i = 0 \) for \( i = 1, 2 \) and \( \hat{\rho}_3 = 0 \), so that \( \hat{\eta} = 0 \) in Eq. (4.30) and the Yukawa coupling still vanishes. These observations can be summarised by the following

**Theorem:** Assume that the forms \( \nu_i \) which enter the integral (4.1) for the Yukawa couplings are of type \( \tau_i \), where \( i = 1, 2, 3 \). Then
\[
\tau_1 + \tau_2 + \tau_3 < \text{dim}(A) = 5 \quad \Rightarrow \quad \lambda(\nu_1, \nu_2, \nu_3) = 0 .
\]
(4.32)

For co-dimension one we have observed that the Yukawa coupling vanishes if all three forms \( \nu_i \) are of type 1. The above vanishing theorem generalises this statement to the case of co-dimension two.
There are two special cases for which the expression (4.31) simplifies considerably. Firstly, assume that the types of the \((0, 1)\)-forms \(\nu_i\) are given by \((\tau_1, \tau_2, \tau_3) = (1, 1, 3)\). Then we have from Eqs. (4.31) and (4.30)

\[
\lambda(\nu_1, \nu_2, \nu_3) = \frac{1}{(2\pi)^2} \int_{\mathcal{A}} \mu \wedge \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\nu}_3,
\]

and all three bundle-valued forms in the integrand represent ambient space cohomologies. The other simple case arises for types \((\tau_1, \tau_2, \tau_3) = (1, 2, 2)\), where Eq. (4.31) becomes

\[
\lambda(\nu_1, \nu_2, \nu_3) = \frac{1}{(2\pi)^2} \int_{\mathcal{A}} \mu \wedge \hat{\nu}_1 \wedge \hat{\omega}_2 \wedge \hat{\omega}_3,
\]

with an anti-symmetric contraction of the bundle indices for \(\hat{\omega}_i\) understood. Again, all three forms in the integrand represent ambient space cohomologies.

We will now proceed to arbitrary co-dimension and show that analogous statements can be obtained in the general case.

### 4.2 Generalisations to higher co-dimensions

#### 4.2.1 Lifting forms to the ambient space

We will now tackle the case of arbitrary co-dimension starting, as before, with the problem of writing closed line bundle-valued \((0, 1)\)-forms on the Calabi-Yau manifold in terms of ambient space forms. Our ambient space remains the product of projective spaces

\[
\mathcal{A} = \mathbb{P}^{n_1} \times \mathbb{P}^{n_2} \times \ldots \times \mathbb{P}^{n_m},
\]

where now \(n_1 + \ldots + n_m = 3 + k\), and \(k\) is the co-dimension. The CICY manifold \(X \subset \mathcal{A}\) is defined as the common zero locus of \(k\) homogeneous polynomials \(p_a\) with multi-degrees \(q_a = (q_a^1, \ldots, q_a^m)\), where \(a = 1, \ldots, k\). The Calabi-Yau condition, \(c_1(TX) = 0\) now reads

\[
\sum_{a=1}^k q_a^r = n_r + 1,
\]

for all \(r = 1, \ldots, m\). As before, we combine these polynomials into the row vector \(p = (p_1, \ldots, p_k)\), which can be viewed as a section of the line bundle sum

\[
\mathcal{N} = \mathcal{O}_\mathcal{A}(q_1) \oplus \ldots \oplus \mathcal{O}_\mathcal{A}(q_k).
\]
The relation between a line bundle \( K \rightarrow X \) and its ambient space counterpart \( K \rightarrow A \) (such that \( K = K|_X \) ) is again governed by the Koszul sequence
\[
0 \rightarrow \Lambda^k N^* \otimes K \xrightarrow{q_k} \Lambda^{k-1} N^* \otimes K \xrightarrow{q_{k-1}} \ldots \xrightarrow{q_2} N^* \otimes K \xrightarrow{q_1} K \xrightarrow{q_0} K \rightarrow 0 ,
\]
which now consists of \( k + 2 \) terms and contains maps \( q_a \) satisfying \( q_a \circ q_{a+1} = 0 \) for all \( a = 0, \ldots, k - 1 \). As previously, \( q_0 = r \) is the restriction map, \( q_1 = p \) is the map acting by multiplication with the polynomial vector \( p \) and the higher maps \( q_a \) for \( a > 1 \) are the obvious tensor maps induced by \( a > 1 \).

\[
\text{A closed } \nu \in H^1(X, K) \text{ is therefore governed by the Koszul sequence (4.18) up into } k \text{ short exact sequences and chasing through the associated long exact sequences shows that } H^1(X, K) \text{ can now receive contributions from the } k+1 \text{ ambient space cohomologies } H^1(A, K), H^2(A, N^* \otimes K), \ldots, H^k(A, \Lambda^{k-1} N^* \otimes K), H^{k+1}(A, \Lambda^k N^* \otimes K). \text{ A closed } K \text{-valued } (0,1)\text{-form } \tilde{\nu} \text{ taking values in } \Lambda^a N^* \otimes K \text{ has components } \tilde{\nu}^{b_1 \ldots b_a} \text{ with completely anti-symmetrised upper indices}, \text{ and the action of } q_a \text{ on this form can be explicitly written as}
\]
\[
(q_a \tilde{\nu})^{b_1 \ldots b_a-1} = p_b \tilde{\nu}^{b_1 \ldots b_a-1 b} .
\]

Splitting (4.38) up into \( k \) short exact sequences and chasing through the associated long exact sequences shows that \( H^1(X, K) \) can now receive contributions from the \( k+1 \) ambient space cohomologies \( H^1(A, K), H^2(A, N^* \otimes K), \ldots, H^k(A, \Lambda^{k-1} N^* \otimes K), H^{k+1}(A, \Lambda^k N^* \otimes K) \). A closed \( K \)-valued \((0,1)\)-form \( \nu \in H^1(X, K) \) is, therefore, related to a chain of \( k+1 \) ambient space \((0,a)\)-forms \( \tilde{\nu}_a \), where \( a = 1, \ldots, k+1 \). The precise relationship between \( \nu \) and \( \tilde{\nu}_a \) can be derived by a straightforward generalisation of the co-dimension two case discussed in the previous section. The result is
\[
\begin{align*}
\nu & = \tilde{\nu}_1|_X , \quad \nu \in H^1(X, K) , \\
\overline{\partial} \tilde{\nu}_1 & = q_1 \tilde{\nu}_2 , \quad \tilde{\nu}_1 \in \Omega^1(A, K) , \\
\overline{\partial} \tilde{\nu}_2 & = q_2 \tilde{\nu}_3 , \quad \tilde{\nu}_2 \in \Omega^2(A, N^* \otimes K) , \\
& \quad \vdots \\
\overline{\partial} \tilde{\nu}_k & = q_k \tilde{\nu}_{k+1} , \quad \tilde{\nu}_k \in \Omega^k(A, \Lambda^{k-1} N^* \otimes K) , \\
\overline{\partial} \tilde{\nu}_{k+1} & = 0 , \quad \tilde{\nu}_{k+1} \in H^{k+1}(A, \Lambda^k N^* \otimes K) .
\end{align*}
\]

Note that, just like in the co-dimension two case, the forms \( \tilde{\nu}_a \) should be thought of as elements of certain kernels and co-kernels of the maps \( q_a \) within the spaces on the right-hand side of Eq. (4.40). For a given \( \nu \in H^1(X, K) \), the associated chain of ambient space forms is obtained by solving the above equations and, in general, this leads to \( k+1 \) non-trivial forms \( \tilde{\nu}_a \). However, as before, it is useful to introduce the type \( \tau \) of \( \nu \), which can now take the values \( \tau \in \{ 1, \ldots, k+1 \} \). We say that \( \nu \) is of type \( \tau \) if \( \tilde{\nu}_\tau \neq 0 \) and \( \tilde{\nu}_a = 0 \) for all \( a \neq \tau \), and all \( \tilde{\nu}_a \) for \( a < \tau \) do not contain any \( \overline{\partial} \)-closed parts. In this case, \( \nu \) descends, via the Eqs. (4.40), from the \( \overline{\partial} \)-closed \((0,\tau)\)-form \( \tilde{\nu}_\tau \), which defines an element of \( H^\tau(A, \Lambda^{\tau-1} N^* \otimes K) \).
4.2.2 The structure of Yukawa couplings and a vanishing theorem

Each of the three forms $\nu_i \in H^1(X, K_i)$ involved in the Yukawa coupling has, from Eq. (4.40) an associated chain of ambient space forms which we denote by $\hat{\nu}_{i,a}$, where $a = 1, \ldots, k + 1$. To derive the general expression for the Yukawa couplings we start with (4.1), insert $k$ delta-function currents and use the standard formula (see [6, 7, 10, 29])

$$\hat{\Omega} \wedge dp_1 \wedge \ldots \wedge dp_k = \mu, \quad (4.41)$$

where $\mu$ has been defined in Eq. (3.21). This leads to

$$\lambda(\nu_1, \nu_2, \nu_3) = \left( -\frac{1}{2\pi i} \right)^k \int_A \hat{\Omega} \wedge \hat{\nu}_{1,1} \wedge \hat{\nu}_{2,1} \wedge \hat{\nu}_{3,1} \wedge dp_1 \wedge \bar{\partial} \left( \frac{1}{p_1} \right) \wedge \ldots \wedge dp_k \wedge \bar{\partial} \left( \frac{1}{p_k} \right)$$

where $\bar{C}_k = (-1)^{k(k+1)/2} k!$ is a phase factor. Integrating the first $\bar{\partial}$ operator by parts (ignoring the boundary terms, whose vanishing can be shown in the same way as in Appendix D) and using Eqs. (4.39), (4.40), this turns into

$$\lambda(\nu_1, \nu_2, \nu_3) = \frac{\bar{C}_k}{(2\pi)^k k!} \int_{\nu_b^{i-1} b_k} \mu \wedge \left( \hat{\nu}_{1,2}^{b_1} \wedge \hat{\nu}_{2,1} \wedge \hat{\nu}_{3,1} - \hat{\nu}_{1,1} \wedge \hat{\nu}_{2,2}^{b_1} \wedge \hat{\nu}_{3,1}^{b_2} \wedge \bar{\partial} \left( \frac{1}{p_{b_2}} \right) \wedge \ldots \wedge \bar{\partial} \left( \frac{1}{p_{b_k}} \right) \right). \quad (4.42)$$

Here, the relation

$$p_b \bar{\partial} \left( \frac{1}{p_b} \right) = 0 \quad (4.44)$$

has led to the insertion of $\hat{\nu}_{b_i}^{b_1}$ from Eq. (4.39), so that we remain with a sum over $b_1$, as indicated above (while the resulting factor $p_b$ from Eq. (4.39) cancels against $1/p_b$). We can now continue integrating by parts until all factors of the form $\bar{\partial}(1/p_b)$ are used up. Each of these factors leads to a partial differentiation of all forms $\hat{\nu}_{1,a}^{b_1 \ldots b_a-1}$ which appear in the integral, effectively replacing them by the forms $\hat{\nu}_{1,a+1}^{b_1 \ldots b_a-1}$, which are found one step lower down in the chain (4.40). Since there are $k$ such partial integrations to be performed, starting with three $(0,1)$-forms, the end result is a sum which contains all products of three forms whose degree sums up to $\text{dim}(A) = 3 + k$. This leads to

$$\lambda(\nu_1, \nu_2, \nu_3) = \frac{C_k}{(2\pi)^k} \sum_{a_1, a_2, a_3 = 1}^{k+1} \frac{(-1)^{a_1 + a_2 + a_3}}{a_1 + a_2 + a_3 = \text{dim}(A)} \int_A \mu \wedge \hat{\nu}_{1,a_1} \wedge \hat{\nu}_{2,a_2} \wedge \hat{\nu}_{3,a_3}, \quad (4.45)$$
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where \( s(a_1, a_2, a_3) = (a_1 + 1)a_2 + a_1a_3 + a_2a_3 \) determines the relative signs of the terms and \( C_k = (-1)^{k(k+1)/2}(-1)^{(k+1)/2}j^k \) is another phase. In this formula, the bundle indices have been suppressed so the wedge product should be understood as including an appropriate tensoring of the bundle directions to form a singlet, via anti-symmetrisation by \( \epsilon_{b_1...b_k} \). The anti-symmetrisation is achieved by summing in every case as many terms with permuted indices as required for complete anti-symmetry, each with a factor 1 or \(-1\) and no additional overall normalisation. This means that, for example, 
\[
\hat{\nu}_{1,2} \wedge \hat{\nu}_{2,1} \wedge \hat{\nu}_{3,1} = \epsilon_{b_1b_2}\hat{\nu}_{1,2}^{b_1} \wedge \hat{\nu}_{2,2}^{b_2} \wedge \hat{\nu}_{3,1}, \text{ while } \hat{\nu}_{1,3} \wedge \hat{\nu}_{2,1} \wedge \hat{\nu}_{3,1} = \frac{1}{2}\epsilon_{b_1b_2}\hat{\nu}_{1,3}^{b_1b_2} \wedge \hat{\nu}_{2,1} \wedge \hat{\nu}_{3,1}.
\]

Eq. (4.45) is our main general result for the holomorphic Yukawa couplings. All the ambient space forms \( \hat{\nu}_{i,a} \) can be constructed explicitly, starting with Appendix C in order to write down (harmonic) representatives for ambient space cohomology for the highest degree non-trivial forms in the chain (4.40) and then solving these equations to find all associated lower-degree forms. With these forms inserted, the integral (4.45) can be carried out explicitly, as we will demonstrate for the examples in Section 4.3.

As before, it is useful to discuss some special cases. First assume, that the \((0,1)\)-forms \( \nu_i \) are of type \( \tau_i \), so that \( \hat{\nu}_{i,a} = 0 \) for all \( a > \tau_i \). If the \( \tau_i \) sum up to less than the ambient space dimension \( \dim(\mathcal{A}) \), then all terms in Eq. (4.45) vanish due to the summation constraint. As a result, the Yukawa coupling vanishes. Let us formulate this concisely:

**Theorem:** Assume that the forms \( \nu_i \) which enter the integral (4.1) for the Yukawa couplings are of type \( \tau_i \), where \( i = 1, 2, 3 \). Then
\[
\tau_1 + \tau_2 + \tau_3 < \dim(\mathcal{A}) \quad \Rightarrow \quad \lambda(\nu_1, \nu_2, \nu_3) = 0. \tag{4.46}
\]

This is the general version of the vanishing theorem we have already seen for co-dimensions one and two in previous sections. As we have discussed, the type \( \tau \) of a form \( \nu \in H^1(X, K) \) is determined by the cohomology \( H^\tau(\mathcal{A}, \Lambda\tau^{-1}N^\ast \otimes K) \), from which it descends via successive co-boundary maps. As a rule of thumb, large \( \tau \)'s are relatively rare since they require many non-trivial co-boundary maps and cohomologies. Consequently, for a large ambient space dimension \( \dim(\mathcal{A}) \), the condition in (4.46) is frequently satisfied and many Yukawa couplings vanish. We stress again that vanishing due to (4.46) appears to be topological in nature, that is, these couplings vanish despite being allowed by the obvious symmetries of the four-dimensional effective theory.
Another special case of interest is for types $\tau_i$ satisfying $\tau_1 + \tau_2 + \tau_3 = \dim(A)$. In this case, only one term in (4.45) contributes and the integral simplifies to

$$\lambda(\nu_1, \nu_2, \nu_3) \sim \frac{1}{(2\pi)^k} \int_A \mu \wedge \hat{\nu}_{1, \tau_1} \wedge \hat{\nu}_{2, \tau_2} \wedge \hat{\nu}_{3, \tau_3},$$

where we have dropped an overall phase factor. Note that, unlike in the general case (4.45), all three forms $\hat{\nu}_{i, \tau_i}$ in the integrand are closed and represent ambient space cohomologies in $H^n(A, \Lambda^{n-i}N^* \otimes K)$. They can, therefore, be directly constructed from the rules given in Appendix C, without any need to solve Eqs. (4.40).

### 4.3 Examples

In this section, we will illustrate our general statements for models on a certain co-dimension two CICY and show that the relevant ambient space integrals can, in fact, be carried out explicitly. We begin by introducing the specific CICY and its properties, then move on to describing line bundles and line bundle-valued forms before we derive two more specific formulae for the Yukawa couplings for types $(\tau_1, \tau_2, \tau_3) = (1, 1, 3)$ and $(\tau_1, \tau_2, \tau_3) = (1, 2, 2)$, respectively. These results are then applied to three examples, each defined by a certain line bundle sum on the relevant CICY.

#### 4.3.1 A co-dimension two CICY and its properties

Our chosen CICY is a co-dimensional two manifold in the ambient space $A = \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1$, whose homogeneous coordinates we either denote by $x = (x_i^\alpha)$, where $i = 1, \ldots, 5$ and $\alpha = 0, 1$ or, more explicitly, by $x = ((x_0, x_1), (y_0, y_1), (u_0, u_1), (v_0, v_1), (w_0, w_1))$. We also introduce affine coordinates $z_i = x_i^1/x_i^0$ on the coordinate patch of $A$ where all $x_i^0 \neq 0$. The CICY is defined as the common zero locus in $A$ of two homogeneous polynomials $p = (p_1, p_2)$ with multi-degrees $q_1 = (0, 1, 1, 1, 1)$ and $q_2 = (2, 1, 1, 1, 1)$, respectively. This information is often summarised by the configuration matrix

$$X = \begin{pmatrix}
\mathbb{P}^1 & 0 & 2 \\
\mathbb{P}^1 & 1 & 1 \\
\mathbb{P}^1 & 1 & 1 \\
\mathbb{P}^1 & 1 & 1 \\
\mathbb{P}^1 & 1 & 1 \\
\end{pmatrix}^{5,45,80}$$

whose columns are given by $q_1$ and $q_2$. Attached as a superscript are the Hodge numbers $h^{1,1}(X), h^{2,1}(X)$ and as a subscript the Euler number, $\eta(X)$. In the standard
list of Refs. [10, 11], this manifold carries the number 7487.\footnote{The reason why CICY 7487 was chosen is the large number of line bundle GUT models that can be built on this manifold. Twenty-four of those models, which are listed in Ref. [25], were investigated during the development of this chapter. They all have a $SU(5) \times S(U(1)^5)$ gauge group and produce the Standard Model with three families upon dividing by the freely acting symmetry $\Gamma$.} The defining polynomials $p = (p_1, p_2)$ can also be viewed as a section of the line bundle sum

$$
\mathcal{N} = \mathcal{O}_A(q_1) \oplus \mathcal{O}_A(q_2).
$$

For later reference, we also define $q = q_1 + q_2 = (2, 2, 2, 2, 2)$ and note that

$$
\Lambda^2 \mathcal{N} = \mathcal{O}_A(q).
$$

In order to reduce the size of the problem, it will frequently be useful to work on a discrete quotient of the above manifold. In fact, $X$ has a freely-acting symmetry $\Gamma = \mathbb{Z}_2 \times \mathbb{Z}_2$ whose generators act on the homogeneous coordinates as

$$
\gamma(g_1) = \mathds{1}_5 \times \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \gamma(g_2) = \mathds{1}_5 \times \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},
$$

while the action on the defining polynomials is

$$
\rho(g_1) = \text{diag}(1, -1), \quad \rho(g_2) = \text{diag}(1, -1).
$$

The quotient $\hat{X} = X/\Gamma$ is a Calabi-Yau manifold with Euler number $\eta(\hat{X}) = \eta(X)/|\Gamma| = -20$ and Hodge numbers $h^{1,1}(\hat{X}) = 5$, $h^{2,1}(\hat{X}) = 15$.

### 4.3.2 Line bundles and line bundle-valued harmonic forms

The CICY defined by (4.48) is favourable, by which we mean that the entire second cohomology of $X$ descends from the ambient space. This implies that every line bundle $L \rightarrow X$ can be obtained as a restriction $L = \mathcal{L}|_X$ of an ambient space line bundle $\mathcal{L} = \mathcal{O}_A(l)$, where $l = (l^1, ..., l^5)$. In order to compute Yukawa integrals, we need to understand the cohomology of such ambient space line bundles and write down explicit differential forms representing these cohomologies. Since we are dealing with products of $\mathbb{P}^1$ factors, results from Chapter 3 can be imported, however a generalisation to arbitrary $\mathbb{P}^n$ factors is found in Appendix C.

As before, the cohomology dimensions for a line bundle $\mathcal{L} = \mathcal{O}_A(l)$ is obtained by combining Bott’s formula for line bundle cohomology on $\mathbb{P}^1$ and the K"unneth formula. Firstly, all cohomologies of $\mathcal{L}$ vanish if at least one of the integers $l^i$ equals

$$
\ldots
$$
−1. If all $l^i \neq −1$, then there is precisely one non-vanishing cohomology $H^q(\mathcal{A}, \mathcal{L})$, and $q$ equals the number of integers $l^i$ with $l^i \leq −2$. The dimension of this one non-vanishing cohomology is given by

$$h^q(\mathcal{A}, \mathcal{L}) = \prod_{i: l^i \geq 0} (l^i + 1) \prod_{i: l^i \leq −2} (−l^i − 1).$$  \hspace{1cm} (4.53)

The $\mathcal{L}$-valued $(0, q)$-forms representing $H^q(\mathcal{A}, \mathcal{L})$ can be written down as

$$\alpha_{(l)} = P_{(l)} \prod_{i: l^i \leq −2} \kappa_i^l \, dz_i,$$ \hspace{1cm} (4.54)

where $\kappa_i = 1 + |z_i|^2$ and $P_{(l)}$ is a polynomial of degree $l^i$ in $z_i$, if $l^i \geq 0$, and of degree $−l^i − 2$ in $z_i$, if $l^i \leq −2$. In fact, the above forms are harmonic (relative to the Fubini-Study metric) and are, hence, in one-to-one correspondence with the elements of $H^q(\mathcal{A}, \mathcal{L})$. In particular, note that the number of arbitrary coefficients in the polynomial $P_{(l)}$ equals the dimension (4.53) of the cohomology group.

The above differential forms have been written down in affine coordinates $z_i$. A useful equivalent version in terms of homogeneous coordinates is given by

$$\alpha_{(l)} = \tilde{P}_{(l)} \prod_{i: l^i \leq −2} \sigma_i \, \mu_i,$$ \hspace{1cm} (4.55)

where $\tilde{P}_{(l)}$ is the homogeneous counterpart of $P_{(l)}$ and

$$\sigma_i = |x_i^0|^2 + |x_i^1|^2, \quad \mu_i = \epsilon_{\alpha\beta} x_i^\alpha x_i^\beta.$$ \hspace{1cm} (4.56)

The Yukawa couplings involve wedge products of differential forms and we should, therefore, understand what happens if we form wedge products of the above forms. To be specific, let us consider a form $\alpha_{(l)}$ with associated polynomial $\tilde{P}_{(l)}$, representing the cohomology $H^p(\mathcal{A}, \mathcal{O}_A(l))$ and a form $\beta_{(m)}$ with associated polynomial $\tilde{Q}_{(m)}$, representing the cohomology $H^q(\mathcal{A}, \mathcal{O}_A(m))$. It is clear that $\alpha_{(l)} \wedge \beta_{(m)}$ is $\overline{\partial}$-closed and represents an element of $H^{p+q}(\mathcal{A}, \mathcal{O}_A(l + m))$, however, this will, in general not be the harmonic representative. We can ask how this harmonic representative, which we denote by $\gamma_{(l+m)}$ with associated polynomial $\tilde{R}_{(l+m)}$, can be obtained from $\alpha_{(l)}$ and $\beta_{(m)}$. Fortunately, there is a simple answer which can be expressed in terms of the associated polynomials $\tilde{P}_{(l)}, \tilde{Q}_{(m)}$ and $\tilde{R}_{(l+m)}$. For a product of $\mathbb{P}^1$ spaces this has been derived in Chapter 3. In Appendix C, we explain how harmonic forms on a single $\mathbb{P}^n$ are multiplied. These results can be easily applied to a product of projective spaces with arbitrary dimensions and lead to

$$\tilde{R}_{(l+m)} = c_{l,m} \tilde{P}_{(l)} \tilde{Q}_{(m)} ,$$ \hspace{1cm} (4.57)
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where \( c_{l,m} \) is a numerical coefficient explicitly given by

\[
c_{l,m} = \prod_{i,l^i \leq -2} c_{l^i,m^i} \prod_{j,m^j \leq -2} c_{m^j,l^j}, \quad c_{l,m} = \frac{(-l - m - 1)!}{(-l - 1)!}.
\]

(4.58)

The polynomial multiplication on the RHS of Eq. (4.57) is understood with a replacement of coordinates by associated partial derivatives whenever positive degrees meet negative degrees. More specifically, whenever coordinates \( x_{i}^{\alpha} \) in \( \tilde{P}(l) \) act on coordinates \( x_{i}^{\alpha} \) in \( \tilde{Q}(m) \), the former should be replaced by \( \partial/\partial x_{i}^{\alpha} \).

In the following, we would like to further evaluate the Yukawa couplings for our example manifold and certain specific types. We will work within our familiar setting, that is, we have three line bundles \( K_i = \mathcal{O}_X(k_i) \) on \( X \) underlying the expression for the Yukawa couplings. These line bundles descend from their ambient space counterparts \( K_i = \mathcal{O}_A(k_i) \) and have to satisfy the condition

\[
K_1 \otimes K_2 \otimes K_3 = \mathcal{O}_X \quad \implies \quad k_1 + k_2 + k_3 = 0.
\]

(4.59)

We would like to calculate the Yukawa couplings for three \( K_i \)-valued \((0,1)\)-forms \( \nu_i \in H^1(X,K_i) \). From the Eqs. (4.22) each of these comes with a chain of ambient space forms, namely the \((0,1)\)-forms \( \hat{\nu}_i \), the \((0,2)\)-forms \( \hat{\omega}_i \) and the \((0,3)\)-forms \( \hat{\rho}_i \) which enter the general formula (4.31) for the Yukawa couplings. In the following, we focus on certain cases where the \( \nu_i \) have specific types \( \tau_i \).

### 4.3.3 Yukawa couplings of type \((1,1,3)\)

We now assume that two of the forms \( \nu_i \), say \( \nu_1 \) and \( \nu_2 \) for definiteness, are of type \( 1 \), while \( \nu_3 \) is of type \( 3 \). Note that this saturates the bound in Eq. (4.32) and constitutes one of the two simplest cases for co-dimension two to which the vanishing theorem does not apply (the other one being discussed in the next sub-section). In this case, the Yukawa couplings are given by Eq. (4.33), which only involves the ambient space forms \( \hat{\nu}_1 \in H^1(A,K_1) \), \( \hat{\nu}_2 \in H^1(A,K_2) \) and \( \hat{\rho}_3 \in H^3(A,\Lambda^2\mathcal{N}^* \otimes K_3) \).

Following the rules for cohomology explained in the last sub-section, in order for \( H^1(A,K_1) \) and \( H^1(A,K_2) \) to be non-trivial, we require that \( k_1 \) and \( k_2 \) each have precisely one entry less than or equal to \(-2\) and all other entries positive. Further, for \( H^3(A,\Lambda^2\mathcal{N}^* \otimes K_3) = H^3(A,\mathcal{O}_A(k_3 - q)) \) to be non-trivial, the vector \( k_3 \) is required to have precisely three entries less than or equal to \( 0 \) and the others greater than or equal to \( 2 \). Due to Eq. (4.59), these non-positive entries must arise in different components of the three vectors. Without restricting generality, we can, therefore, assume that \( k_1^1 \leq -2 \), with all other components of \( k_1 \) being greater than or equal to...
\[ 0, k_2^2 \leq -2 \text{ with all other components of } k_2 \text{ greater than or equal to } 0, k_3^3 \leq 0, k_4^4 \leq 0, \text{ while } k_1^1 \geq 2, k_2^2 \geq 2. \] Using these conventions, we can specialise Eq. (4.54) to find the following explicit expressions for the relevant ambient space forms

\[ \hat{\nu}_1 = k_1^1 P(\kappa_1) d\zeta_1, \quad \hat{\nu}_2 = k_2^2 Q(\kappa_2) d\zeta_2, \quad \hat{\rho}_3 = k_3^3 - 2 k_4^4 - 2 k_5^5 - 2 R(\kappa_3 - q) d\zeta_3 \wedge d\zeta_4 \wedge d\zeta_5. \] (4.60)

Inserting the forms into Eq. 4.33 leads to

\[ \lambda(\nu_1, \nu_2, \nu_3) = \frac{1}{(2\pi)^2} \int_{C^5} d^5 z \, d^5 \zeta \, \kappa_1^1 \kappa_2^2 \kappa_3^3 \kappa_4^4 \kappa_5^5 P(\kappa_1) Q(\kappa_2) R(\kappa_3 - q). \] (4.61)

By inserting expressions for the polynomials, this integral splits up into products of integrals over \( \mathbb{P}^1 \) and can be worked explicitly. Alternatively, we can proceed by noticing that the integrand \( \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\rho}_3 \) represents a cohomology class in \( H^5(\mathcal{A}, \mathcal{O}_A(-q)) \), which is one-dimensional. Its harmonic representative has the form

\[ c\mu(P, Q, R) \kappa_1^{-2} \kappa_2^{-2} \kappa_3^{-2} \kappa_4^{-2} \kappa_5^{-2} d\zeta, \] (4.62)

where

\[ \mu(P, Q, R) = \tilde{P} \tilde{Q} \tilde{R}. \] (4.63)

This number must be a number, since \( h^5(\mathcal{A}, \mathcal{O}_A(-q)) = 1 \). This number is obtained from polynomial multiplication as discussed in the previous sub-section and \( c \) is a constant obtained from (4.58),

\[ c = c_{k_1, k_1 - 1} c_{k_2, k_2 - 2} c_{k_3, k_3 - 2} c_{k_4, k_4 - 2} c_{k_5, k_5 - 2} \]

\[ = \frac{1}{(-k_1 - 1)! (-k_2 - 1)! (-k_3 + 1)! (-k_4 + 1)! (-k_5 + 1)!}. \] (4.64)

Together with the basic identity

\[ \int_C \zeta^\zeta dz \wedge d\zeta = 2\pi i, \] (4.65)

this leads to the final expression

\[ \lambda(\nu_1, \nu_2, \nu_3) = 8i\pi^3 c \mu(P, Q, R), \quad \mu(P, Q, R) = \tilde{P} \tilde{Q} \tilde{R}. \] (4.66)

This equation represents our final result for the Yukawa couplings in this case and it allows for an “algebraic” calculation by multiplying together the polynomials \( \tilde{P}, \tilde{Q} \) and \( \tilde{R} \). Note that, given the rules for converting coordinates into partial derivatives in these polynomials, as discussed in the last sub-section, this must always result in a number, that is, the partial derivatives remove all remaining coordinates.
4.3.4 Yukawa couplings of type $(1, 2, 2)$

The other simple case which avoids the vanishing theorem (4.32) arises if one of the forms, say $\nu_1$, is of type 1, while $\nu_2$ and $\nu_3$ are of type 2. This case can be dealt with in complete analogy with the $(1, 1, 3)$ case in the previous sub-section. The relevant formula for the Yukawa couplings in this case is Eq. (4.34), which only involves the ambient space forms $\tilde{\nu}_1 \in H^1(A, K_1)$, $\tilde{\omega}_2 \in H^2(A, N^* \otimes K_2)$ and $\tilde{\omega}_3 \in H^2(A, N^* \otimes K_3)$.

In order to construct these forms, it is again useful to fix our conventions. Since we require that $H^1(A, K_1)$ be non-trivial, we need precisely one component in $k_1$ less than or equal to $-2$ (and all others non-negative) and we choose $k_1^1 \leq -2$. The two $(0, 2)$-forms $\tilde{\omega}_2$, $\tilde{\omega}_3$ need to originate from different line bundles in the rank two bundle $N^*$ tensorized with $K_2$ and $K_3$, or else the Yukawa coupling would vanish, so we assume that $\tilde{\omega}_2 \in H^2(A, O_A(-q_1) \otimes K_2)$ and $\tilde{\omega}_3 \in H^2(A, O_A(-q_2) \otimes K_3)$. Hence we need precisely two entries in $k_2 - q_1$ and in $k_3 - q_2$ to be less than or equal to $-2$ (with all other entries non-negative). Due to Eq. (4.59), all negative entries have to arise in different components. Hence, we can choose $k_2^3 - q_1^2 \leq -2$, $k_2^3 - q_1^3 \leq -2$, $k_3^3 - q_2^3 \leq -2$ and $k_3^3 - q_2^2 \leq -2$, with all the other entries non-negative. Applying these conventions to Eq. (4.54) results in

\[
\begin{align*}
\tilde{\nu}_1 &= k_1^1 P_{(k_1)}d\tilde{z}_1, \\
\tilde{\omega}_2 &= k_2^2 - q_1^2, k_3^2 - q_1^3 Q_{(k_2 - q_1)}d\tilde{z}_2 \wedge d\tilde{z}_3, \\
\tilde{\omega}_3 &= k_4^3 - q_2^3, k_5^3 - q_2^2 R_{(k_3 - q_2)}d\tilde{z}_4 \wedge d\tilde{z}_5.
\end{align*}
\]

Inserting these forms into Eq. (4.34), the integral can be carried out as in the previous subsection and results in the same formula

\[
\lambda(\nu_1, \nu_2, \nu_3) = 8i\pi^3 c \mu(P, Q, R), \quad \mu(P, Q, R) = \tilde{P}\tilde{Q}\tilde{R},
\]

but with the constant $c$ now given by

\[
c = \frac{1}{(-k_1^1 - 1)^! (-k_2^2 + q_1^2 - 1)^! (-k_3^2 + q_1^3 - 1)^! (-k_4^3 + q_2^3 - 1)^! (-k_5^3 + q_2^2 - 1)^!}.
\]

4.3.5 An example with vanishing Yukawa couplings

We consider a rank five line bundle sum on the CICY (4.48) specified by the following line bundles:

\[
\begin{align*}
L_1 &= O_X(1, 0, -2, 0, 1), & L_2 &= O_X(1, -2, 0, 1, 0), & L_3 &= O_X(0, 1, 0, 0, -1), \\
L_4 &= O_X(0, 0, 1, -1, 0), & L_5 &= O_X(-2, 1, 1, 0, 0).
\end{align*}
\]
This model leads to a four-dimensional theory with gauge group $SU(5) \times S(U(1)^5)$. The non-vanishing cohomologies of these line bundles and their tensor products are

\[ h^\bullet(X, L_1) = (0, 4, 0, 0), \quad h^\bullet(X, L_2) = (0, 4, 0, 0), \]
\[ h^\bullet(X, L_3) = (0, 4, 0, 0), \quad h^\bullet(X, L_1 \otimes L_2) = (0, 4, 0, 0), \]
\[ h^\bullet(X, L_1 \otimes L_3) = (0, 4, 0, 0), \quad h^\bullet(X, L_2 \otimes L_4) = (0, 4, 0, 0), \]
\[ h^\bullet(X, L_3 \otimes L_4) = (0, 1, 1, 0), \quad h^\bullet(X, L_1 \otimes L_2^2) = (0, 4, 0, 0), \]
\[ h^\bullet(X, L_1 \otimes L_4^*) = (0, 16, 0, 0), \quad h^\bullet(X, L_2 \otimes L_3^*) = (0, 16, 0, 0), \]
\[ h^\bullet(X, L_3 \otimes L_4^*) = (0, 1, 1, 0), \quad h^\bullet(X, L_5 \otimes L_3^*) = (0, 4, 0, 0), \]
\[ h^\bullet(X, L_5 \otimes L_4^*) = (0, 4, 0, 0). \]

These results imply the following upstairs spectrum

\[ 4 \cdot 10_1, \ 4 \cdot 10_2, \ 4 \cdot 10_5, \]
\[ 4 \cdot \overline{5}_{1,2}, \ 4 \cdot \overline{5}_{1,3}, \ 4 \cdot \overline{5}_{2,4}, \ 5_{3,4}^U, \ 5_{3,4}^D, \]
\[ 4 \cdot 1_{1,2}, \ 4 \cdot 1_{2,1}, \ 4 \cdot 1_{1,3}, \ 12 \cdot 1_{1,4}, \ 12 \cdot 1_{2,3}, \ 4 \cdot 1_{2,4}, \ 1_{3,4}, \ 4 \cdot 1_{4,3}, \ 4 \cdot 1_{5,3}, \ 4 \cdot 1_{5,4}. \]

Here, the bold-face numbers denote $SU(5)$ representations and the subscripts indicate under which of the five $U(1)$ symmetries a multiplet is charged. This spectrum consists of 12 families in $\overline{5} \oplus 10$, one $5-\overline{5}$ pair of Higgs multiplets and a number of $SU(5)$ singlets. Upon dividing by the freely-acting symmetry $\Gamma = \mathbb{Z}_2 \times \mathbb{Z}_2$ in Eq. (4.51), one obtains the standard model spectrum with three families. It is important to remember, however, that only couplings which respect the $S(U(1)^5)$ symmetry are allowed in the four-dimensional theory. One such allowed coupling is described by the following superpotential term

\[ W = \lambda_{ijk} \overline{5}_{1,3} \overline{5}_{2,4} \cdot 10_5^{(k)}. \]  

In order to compute this coupling, we write down the relevant line bundles and bundle-valued forms which are given by

\[ 4 \cdot \overline{5}_{1,3} \rightarrow K_1 = L_1 \otimes L_3 = \mathcal{O}_X(1, 1, -2, 0, 0), \quad \hat{\nu}_1 = \sigma_3^{-2} \tilde{P}_{(1,1,-2,0,0)} d\tilde{\mu}_3 \in H^1(A, K_1), \]
\[ 4 \cdot \overline{5}_{2,4} \rightarrow K_2 = L_2 \otimes L_4 = \mathcal{O}_X(1, -2, 1, 0, 0), \quad \hat{\nu}_2 = \sigma_2^{-2} \tilde{Q}_{(1,-2,1,0,0)} d\tilde{\mu}_2 \in H^1(A, K_2), \]
\[ 4 \cdot 10_5 \rightarrow K_3 = L_5 = \mathcal{O}_X(-2, 1, 1, 0, 0), \quad \hat{\nu}_3 = \sigma_1^{-2} \tilde{R}_{(-2,1,1,0,0)} d\tilde{\mu}_1 \in H^1(A, K_3), \]

with explicit polynomials

\[ \tilde{P} = p_0 x_0 y_0 + p_1 x_0 y_1 + p_2 x_1 y_0 + p_3 x_1 y_1, \]
\[ \tilde{Q} = q_0 x_0 u_0 + q_1 x_0 u_1 + q_2 x_1 u_0 + q_3 x_1 u_1, \]
\[ \tilde{R} = r_0 y_0 u_0 + r_1 y_0 u_1 + r_2 y_1 u_0 + r_3 y_1 u_1. \]
Evidently, from Eq. (4.74), all three forms \( \nu_i \) are of type \( \tau_i = 1 \) and, hence, the Yukawa couplings \( \lambda_{IJK} \) in Eq. (4.73) are all zero as a consequence of the vanishing theorem (4.32).

### 4.3.6 An example with Yukawa couplings of type \((1,1,3)\)

A line bundle model on the CICY (4.48) which realises Yukawa couplings of type \((\tau_1, \tau_2, \tau_3) = (1,1,3)\) is defined by the five line bundles

\[
L_1 = \mathcal{O}_X(1, -2, 0, 0, 1), \quad L_2 = \mathcal{O}_X(0, 1, 0, 1, -2), \quad L_3 = \mathcal{O}_X(0, 0, 1, -2, 1), \\
L_4 = \mathcal{O}_X(0, 0, -1, 0, 1), \quad L_5 = \mathcal{O}_X(-1, 1, 0, 1, -1).
\]

As before, the four-dimensional gauge group is \( SU(5) \times SU(1)^5 \) and the non-trivial cohomologies of the above line bundles and their tensor product

\[
\begin{align*}
\text{h}^\ast(X, L_1) &= (0, 4, 0, 0), \quad \text{h}^\ast(X, L_2) = (0, 4, 0, 0), \\
\text{h}^\ast(X, L_3) &= (0, 4, 0, 0), \quad \text{h}^\ast(X, L_1 \otimes L_3) = (0, 4, 0, 0), \\
\text{h}^\ast(X, L_2 \otimes L_3) &= (0, 1, 1, 0), \quad \text{h}^\ast(X, L_2 \otimes L_4) = (0, 1, 1, 0), \\
\text{h}^\ast(X, L_2 \otimes L_5) &= (0, 8, 0, 0), \quad \text{h}^\ast(X, L_3 \otimes L_4) = (0, 3, 3, 0), \\
\text{h}^\ast(X, L_1 \otimes L_5^\ast) &= (0, 4, 0, 0), \quad \text{h}^\ast(X, L_1 \otimes L_5^\ast) = (0, 8, 0, 0), \\
\text{h}^\ast(X, L_2 \otimes L_5^\ast) &= (0, 9, 9, 0), \quad \text{h}^\ast(X, L_2 \otimes L_4^\ast) = (0, 16, 0, 0), \\
\text{h}^\ast(X, L_3 \otimes L_4^\ast) &= (0, 3, 3, 0), \quad \text{h}^\ast(X, L_3 \otimes L_5^\ast) = (0, 12, 0, 0), \\
\text{h}^\ast(X, L_5 \otimes L_4^\ast) &= (0, 4, 0, 0)
\end{align*}
\]

lead to the following spectrum:

\[
\begin{align*}
4 &\ 10_1, \ 4 \ 10_2, \ 4 \ 10_3, \\
4 &\ \mathbf{\bar{5}}_{1,3}, \ \mathbf{\bar{5}}^{	ext{H}}_{2,3}, \ \mathbf{5}_{2,3}, \ \mathbf{\bar{5}}^{	ext{H}}_{2,4}, \ \mathbf{5}_{2,4}^{	ext{H}}, \ 8 \ \mathbf{\bar{5}}_{2,5}, \ 3 \ \mathbf{\bar{5}}^{	ext{H}}_{3,4}, \ 3 \ \mathbf{5}^{	ext{H}}_{3,4,}
\end{align*}
\]

\[
4 \ 1_{1,4}, \ 8 \ 1_{1,5}, \ 9 \ 1_{2,3}, \ 9 \ 1_{3,2}, \ 16 \ 1_{2,4}, \ 3 \ 1_{3,4}, \ 3 \ 1_{4,3}, \ 12 \ 1_{3,5}, \ 4 \ 1_{5,4}.
\]

This spectrum contains 12 families \( \mathbf{5} \oplus \mathbf{10} \), five \( \mathbf{5} \oplus \mathbf{\bar{5}} \) Higgs pairs and \( SU(5) \)-singlet multiplets and gives rise to a three-family standard model after a suitable quotient with the symmetry (4.51). We are interested in the superpotential terms

\[
W = \lambda_{IJK} \mathbf{\bar{5}}_{3,4}^{I} \mathbf{5}_{2,5}^{J} \mathbf{\bar{5}}_{2,5}^{K},
\]

which are allowed by all gauge symmetries of the model. The relevant harmonic forms are given by

\[
\begin{align*}
3 \ \mathbf{\bar{5}}_{3,4}^{I} &\rightarrow K_1 = L_3 \otimes L_4 = \mathcal{O}_X(0, 0, 0, -2, 2), \quad \hat{\nu}_1 = \sigma_4^{-2} \hat{P}_{(0,0,0,-2,2)} d \mu_4, \\
4 \ \mathbf{10}_1 &\rightarrow K_2 = L_1 = \mathcal{O}_X(1, -2, 0, 0, 1), \quad \hat{\nu}_2 = \sigma_2^{-2} \hat{Q}_{(1,-2,0,0,1)} d \mu_2, \\
8 \ \mathbf{\bar{5}}_{2,5}^{I} &\rightarrow K_3 = L_2 \otimes L_5 = \mathcal{O}_X(-1, 2, 0, 2, -3), \quad \hat{\rho}_3 = \sigma_1^{-3} \sigma_3^{-2} \sigma_5^{-5} \hat{R}_{(-3,0,-2,0,-5)} d \mu_1 \land \hat{d} \mu_3 \land \hat{d} \bar{\mu}_5,
\end{align*}
\]

(4.80)
where \( \tilde{v}_1 \in H^1(A, K_1) \), \( \tilde{v}_2 \in H^1(A, K_2) \) and \( \tilde{p}_3 \in H^3(A, \Lambda^2 N^* \otimes K_3) \). The polynomials \( \tilde{P}, \tilde{Q}, \tilde{R} \) can be explicitly written as

\[
\tilde{P} = p_0 w_0^2 + p_1 w_0 w_1 + p_2 w_1^2, \\
\tilde{Q} = q_0 x_0 w_0 + q_1 x_1 w_0 + q_2 x_0 w_1 + q_3 x_1 w_1, \\
\tilde{R} = r_0 \overline{x}_0 \overline{w}_0^2 + r_1 \overline{x}_0 \overline{w}_0 \overline{w}_1 + r_2 \overline{x}_0 \overline{w}_1^2 + r_3 \overline{x}_1 \overline{w}_1^3 + r_4 \overline{x}_1 \overline{w}_0^2 + r_5 \overline{x}_1 \overline{w}_0 \overline{w}_1 + r_6 \overline{x}_1 \overline{w}_1^2 + r_7 \overline{x}_1 \overline{w}_1,
\]

(4.81)

Note that the coefficients \( p_I, q_J, r_K \) in these polynomials parametrise the various families. Using these polynomials we can compute the upstairs Yukawa couplings from Eq. (4.66), which leads to

\[
\mu(\tilde{P}, \tilde{Q}, \tilde{R}) = 6p_0 q_0 r_0 + 6p_0 q_1 r_4 + 2p_0 q_3 r_7 + 2p_0 q_3 r_5 + 2p_1 q_0 r_1 + 2p_1 q_1 r_5 + 2p_1 q_2 r_2 + 2p_1 q_3 r_6 + 2p_2 q_0 r_2 + 2p_2 q_1 r_6 + 6p_2 q_2 r_3 + 6p_2 q_3 r_7.
\]

(4.82)

The Yukawa couplings \( \lambda_{IJK} \) in Eq. (4.79) can be easily obtained from this expression by choosing a basis for the coefficients, for example by setting each of the coefficients \( p_I, q_J, r_K \) to one and the others to zero. It is however more interesting to see what happens in the downstairs theory, obtained from the present SU(5) GUT theory by a quotient with the \( \Gamma = \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetry (4.51). The GUT multiplets branch as \( 10 \rightarrow (Q, u, e), \overline{5} \rightarrow (d, L), \overline{5}^H \rightarrow (T, H) \) into standard model multiplets, where \( T \) is the Higgs triplet which has to be projected out. On the quotient manifold \( \tilde{X} \), we introduce a Wilson line in the standard hypercharge direction in order to break SU(5) to the standard model group. Such a Wilson line can be described by two \( \Gamma \)-representations \( \chi_2, \chi_3 \) which we choose as \( \chi_2 = (1, 1) \) and \( \chi_3 = (0, 0) \). This induces the multiplet charges

\[
\chi_d = \chi_3^* = (0, 0), \quad \chi_H = \chi_2^* = (1, 1), \quad \chi_Q = \chi_2 \otimes \chi_3 = (1, 1).
\]

(4.83)

In order to determine the polynomials corresponding to the downstairs spectrum, one has to keep in mind that every differential \( d\overline{\mu}_i \) has charge \( (1, 1) \) under \( \Gamma \). Moreover, for the \( (0, 3) \)-form \( \tilde{p}_3 \), there is an additional \( (1, 1) \) charge flip due to the fact that the bundle \( \Lambda^2 N^* \otimes K_3 \) transforms non-trivially under \( \Gamma \) from Eq.(4.52). Matching these charges up with the Wilson line charges (4.83), the representatives of the downstairs spectrum become

\[
H_{3,4} : \tilde{P} \in \text{Span}(w_0^2 + w_1^2), \\
Q_1 : \tilde{Q} \in \text{Span}(x_0 w_0 + x_1 w_1), \\
d_{2,5} : \tilde{R} \in \text{Span}(x_0 \overline{w}_0 \overline{w}_1 + \overline{x}_1 \overline{w}_0^2, x_0 \overline{w}_1^2 + \overline{x}_1 \overline{w}_1^3).
\]

(4.84)
Using Eq. (4.66) the Yukawa couplings in $\lambda_K H_{3,4} Q_1 d_{2,5}^{(K)}$ become proportional to

$$\mu(H_{3,4}, Q_1, d_{2,5}) = \frac{1}{4} \left( \partial_{\omega_0}^2 + \partial_{\omega_1}^2 \right)(\partial_{\omega_0} \partial_{\omega_0} + \partial_{\omega_1} \partial_{\omega_1}) \left( \frac{w_0 \omega_0 w_1^2 + w_1 \omega_1 w_0^2}{w_0 \omega_0^3 + \omega_1 \omega_1^3} \right) = \left( \frac{1}{3} \right), \quad (4.85)$$

where we have converted the homogeneous coordinates into derivatives and introduced an additional factor $1/4$, to account for the fact that the integral is carried out on the quotient manifold. The numerical coefficient $c$ in Eq. (4.64) is given by

$$c = c_{(-2,0)} c_{(-2,0)} c_{(-5,3)} c_{(-4,2)} c_{(-7,5)} = 1 \cdot 1 \cdot \frac{1}{3!} \cdot \frac{1}{6!}. \quad (4.86)$$

### 4.3.7 An example with Yukawa couplings of type $(1,2,2)$

This example on the CICY (4.48) is defined by the five line bundles

$$L_1 = \mathcal{O}_X(1, -2, 0, 0, 1), \quad L_2 = \mathcal{O}_X(0, 1, -2, 0, 1), \quad L_3 = \mathcal{O}_X(0, 0, 1, 1, -2),$$

$$L_4 = \mathcal{O}_X(0, 0, 1, -1, 0), \quad L_5 = \mathcal{O}_X(-1, 1, 0, 0), \quad (4.87)$$

The non-vanishing cohomologies of these line bundles and their tensor products

- $h^*(X, L_1) = (0, 4, 0, 0)$
- $h^*(X, L_2) = (0, 4, 0, 0)$
- $h^*(X, L_3) = (0, 4, 0, 0)$
- $h^*(X, L_4) = (0, 4, 0, 0)$
- $h^*(X, L_5) = (0, 4, 0, 0)$
- $h^*(X, L_1 \otimes L_3) = (0, 4, 0, 0)$
- $h^*(X, L_2 \otimes L_3) = (0, 4, 0, 0)$
- $h^*(X, L_3 \otimes L_4) = (0, 4, 0, 0)$
- $h^*(X, L_4 \otimes L_5) = (0, 4, 0, 0)$
- $h^*(X, L_5 \otimes L_2) = (0, 4, 0, 0)$
- $h^*(X, L_1 \otimes L_2 \otimes L_3) = (0, 4, 0, 0)$

lead to the upstairs spectrum

$$4 \ 10_1, \ 4 \ 10_2, \ 4 \ 10_3,$$

$$4 \ 5_{1,3}, \ 4 \ 5_{1,4}, \ 5_{2,3}^H, \ 5_{2,3}^V, \ 5_{2,4}^H, \ 5_{2,4}^V, \ 3 \ 5_{3,4}^H, \ 3 \ 5_{3,4}^V, \ 4 \ 5_{3,5}^V,$$

$$12 \ 1_{1,2}, \ 12 \ 1_{3,1}, \ 4 \ 1_{1,4}, \ 12 \ 1_{3,5}, \ 9 \ 1_{2,3}, \ 9 \ 1_{3,2}, \ 16 \ 1_{2,4}, \ 4 \ 1_{2,5}, \ 3 \ 1_{3,4}, \ 3 \ 1_{4,3}, \ 4 \ 1_{3,5}. \quad (4.89)$$

As before, this spectrum with 12 families in $\mathbf{5} \oplus \mathbf{10}$, five $5 - \mathbf{5}$ Higgs pairs and $SU(5)$-singlets leads to a three-family standard model after the quotient by $\Gamma = \mathbb{Z}_2 \times \mathbb{Z}_2$.

We are interested in the following superpotential term:

$$W = \lambda_{IJK} 10_2^{(I)} 5_{1,4}^{(J)} 5_{3,5}^{(K)}. \quad (4.90)$$
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The associated harmonic forms

\[
4 \, 10_2 \rightarrow K_1 = L_2 = \mathcal{O}_X(0, 1, -2, 0, 1), \quad \tilde{\nu}_1 = \sigma_1^{-2} P_{(0,1,-2,0,1)} d\bar{\mu}_3,
\]

\[
4 \, 5_{1,4} \rightarrow K_2 = L_1 \otimes L_4 = \mathcal{O}_X(1, -2, 1, -1, 1), \quad \tilde{\omega}_2 = \sigma_2^{-2} \sigma_4^{-2} Q_{(1,-3,0,-2,0)} d\bar{\mu}_2 \wedge d\bar{\mu}_4, \quad (4.91)
\]

\[
4 \, 5_{3,5} \rightarrow K_3 = L_3 \otimes L_5 = \mathcal{O}_X(-1, 1, 1, 1, -2), \quad \tilde{\omega}_3 = \sigma_1^{-3} \sigma_5^{-3} R_{(-3,0,0,0,-3)} d\bar{\mu}_1 \wedge d\bar{\mu}_5,
\]

where \( \tilde{\nu}_1 \in H^1(\mathcal{A}, \mathcal{K}_1) \), \( \tilde{\omega}_2 \in H^2(\mathcal{A}, \mathcal{N}^* \otimes \mathcal{K}_2) \) and \( \tilde{\omega}_3 \in H^2(\mathcal{A}, \mathcal{N}^* \otimes \mathcal{K}_3) \) contain the polynomials

\[
\begin{align*}
\tilde{P} &= p_0 y_0 w_0 + p_1 y_1 w_0 + p_2 y_0 w_1 + p_3 y_1 w_1, \\
\tilde{Q} &= q_0 x_0 \bar{y}_0 + q_1 x_1 \bar{y}_0 + q_2 x_0 \bar{y}_1 + q_3 x_1 \bar{y}_1, \\
\tilde{R} &= r_0 \bar{x}_0 \bar{w}_0 + r_1 \bar{x}_1 \bar{w}_0 + r_2 \bar{x}_0 \bar{w}_1 + r_3 \bar{x}_1 \bar{w}_1.
\end{align*}
\]

From Eq. (4.68), this leads to upstairs Yukawa couplings

\[
\mu(\tilde{P}, \tilde{Q}, \tilde{R}) = p_0 q_0 r_0 + p_0 q_1 r_1 + p_1 q_2 r_0 + p_1 q_3 r_1 + p_2 q_0 r_2 + p_2 q_1 r_3 + p_3 q_2 r_2 + p_3 q_3 r_3.
\]

Under the standard model group, the relevant part of the upstairs spectrum branches as \( 10_2 \rightarrow (Q, u, e)_2, \, 5_{1,4} \rightarrow (d, L)_{1,4}, \, 5_{3,5} \rightarrow (T, H)_{3,5} \). We choose the same Wilson line, \( \chi_2 = (1,1) \) and \( \chi_3 = (0,0) \), as in Section 4.3.6, which then leads to the same multiplet charges as in Eq. (4.83). Once again, we have to keep in mind that the differentials \( d\bar{\mu}_i \) carry charge \((1,1)\) under \( \Gamma \). Moreover, we have to remember from Eq. (4.52) that forms which arise from \( \mathcal{O}_A(-\mathbf{q}_2) \otimes \mathcal{K}_i \) transform with an additional overall \( \Gamma \)-charge \((1,1)\), while forms from \( \mathcal{O}_A(-\mathbf{q}_1) \otimes \mathcal{K}_i \) do not. With these rules, the polynomials corresponding to the downstairs spectrum turn out to be

\[
\begin{align*}
Q_2 & : \tilde{P} \in \text{Span}(y_0 w_0 + y_1 w_1), \\
d_{1,4} & : \tilde{Q} \in \text{Span}(x_0 \bar{y}_0 + x_1 \bar{y}_1), \\
H_{3,5} & : \tilde{R} \in \text{Span}(\bar{x}_0 \bar{w}_0 + \bar{x}_1 \bar{w}_1).
\end{align*}
\]

Then, from Eq. (4.68), the downstairs Yukawa coupling for \( Q_2 \, d_{1,4} \, H_{3,5} \) is proportional to

\[
\mu(Q_2, d_{1,4}, H_{3,5}) = \frac{1}{4} \left( \partial_{y_0} \partial_{\bar{y}_0} + \partial_{y_1} \partial_{\bar{y}_1} \right) \left( \bar{y}_0 \partial_{\bar{x}_0} + \bar{y}_1 \partial_{\bar{x}_1} \right) \left( \bar{x}_0 \bar{w}_0 + \bar{x}_1 \bar{w}_1 \right) = \frac{1}{2},
\]

with the constant \( c \) given by

\[
c = c_{(-2,0)} c_{(-4,2)} c_{(-3,1)} c_{(-4,2)} c_{(-5,3)} = 1 \cdot \frac{1}{3!} \cdot \frac{1}{2!} \cdot \frac{1}{3!} \cdot \frac{1}{4!}.
\]
4.4 Final remarks

In the previous chapter, methods to calculate the holomorphic Yukawa couplings have been developed for line bundle models on certain special Calabi-Yau manifolds, with a focus on the tetra-quadric Calabi-Yau manifolds defined in the ambient space \( \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \). This chapter generalises these methods to all CICY manifolds, and, hence, demonstrates that they are applicable to large classes of Calabi-Yau manifolds.

Our methods rely on the presence of an ambient space \( \mathcal{A} \), presently a product of projective spaces, although generalisations are likely possible, into which the Calabi-Yau manifold \( X \) is embedded at co-dimension \( k \). Likewise, the three line bundles \( K_i \to X \) associated to a Yukawa coupling should be restrictions of ambient space line bundles \( \mathcal{K}_i \to \mathcal{A} \). We have shown that, in this situation, the three \( K_i \)-valued \((0,1)\)-forms \( \nu_1 \in H^1(X,K_i) \) which enter the expression for the holomorphic Yukawa couplings can each be related to a chains \( \hat{\nu}_{i,a} \) of \((0,a)\) ambient space forms, where \( a = 1, \ldots, k + 1 \). Moreover, from Eq. (4.45), the Yukawa couplings can be written in terms of these ambient space forms \( \hat{\nu}_{i,a} \).

We say that a form \( \nu_i \) is of type \( \tau_i \in \{1, \ldots, k+1\} \), if it originates from the ambient space \((0,\tau_i)\)-form \( \hat{\nu}_{i,\tau_i} \in H^{\tau_i}(\mathcal{A}, \Lambda^{\tau_i-1}N^* \otimes \mathcal{K}_i) \). This means that the associated chain of ambient space forms breaks down at \( a = \tau_i \), that is, if \( \hat{\nu}_{i,a} = 0 \) for \( a > \tau_i \). One of our main results is a vanishing theorem which states that the Yukawa coupling between three forms \( \nu_i \) vanishes if their associated types satisfy \( \tau_1 + \tau_2 + \tau_3 < \dim(\mathcal{A}) \). Especially for large ambient space dimension \( \dim(\mathcal{A}) \), this implies the vanishing of many Yukawa couplings, since large types \( \tau_i \) tend to be rare. This vanishing is not explained by one of the obvious four-dimensional symmetries and, therefore, appears to be topological in nature.

The nature of this vanishing statement is somewhat puzzling in that it relates a physical property – the vanishing of Yukawa couplings – to conditions on unphysical quantities, essentially properties of the ambient space \( \mathcal{A} \), which is auxiliary and carries no physical relevance. We do not currently know if the vanishing statement is restricted to Calabi-Yau manifolds which can be embedded into an ambient space in this way or if it extends to all Calabi-Yau manifolds. In the latter case, there should be an “intrinsic” formulation of this statement which only refers to properties of the Calabi-Yau manifold.

We have illustrated our methods by computing certain holomorphic Yukawa couplings for three different line bundle standard models on a co-dimension two CICY.
The most pressing issue is, of course, the calculation of the matter field Kähler potential and, hence, of the physical Yukawa couplings.
Matter Field Kähler Metric from Localisation

The computation of physical Yukawa couplings from string theory is notoriously difficult, mainly because methods to compute the matter field Kähler metric are lacking. In this chapter we report some progress in this direction. We outline a method to calculate the matter field Kähler metric in the context of Calabi-Yau compactifications of the heterotic string with Abelian internal gauge fluxes.

So far, the only class of heterotic Calabi-Yau models where an analytic expression for the matter field Kähler metric is known is for models with standard embedding of the spin connection into the gauge connection. In this case, the matter field Kähler metrics for the $(1, 1)$ and $(2, 1)$ matter fields are essentially given by the metrics on the corresponding moduli spaces [13, 29]. Recently, Candelas, de la Ossa and McOrist [86] (see also Ref. [87]) have proposed an $\alpha'$-correction of the heterotic moduli space metric, which includes bundle moduli. This information may be used to infer the Kähler metric of matter fields that arise from bundle moduli. However, we will not pursue this method here, since our main interest is not in bundle moduli but in the gauge matter fields which can account for the physical particles.

There are two other avenues for calculating the matter field Kähler metric, suggested by results in the literature. The first one relies on Donaldson’s numerical algorithm to determine the Ricci-flat Calabi-Yau metric [96–98] and subsequent work applying this algorithm to various explicit examples and to the numerical calculation
of the Hermitian Yang-Mills connection on vector bundles [99–106]. At present, this approach has not been pushed as far as numerically calculating physical Yukawa couplings. However, it appears that this is possible in principle and, while constituting a very significant computational challenge, would be very worthwhile carrying out. A disadvantage of this method is that it will only provide the Yukawa couplings at specific points in moduli space and that extracting information about their moduli dependence will be quite difficult.

In this chapter, we will focus on a different approach, based on localisation due to flux, which can lead to analytic results for the matter field Kähler metric. This method is motivated by work in F-theory [107–110], where the localisation of matter fields on the intersection curves of D7-branes and Yukawa couplings on intersections of such curves facilitates local computations of the Yukawa couplings which do not require knowledge of the Ricci-flat Calabi-Yau metric. It is not immediately obvious whether and how this approach might transfer to the heterotic case, since heterotic compactifications lack the intuitive local picture, related to intersecting D-brane models, which is available in F-theory. In this chapter, we will show, using methods from differential geometry developed in previous chapters (see also [95]), that localisation of wave functions can nevertheless arise in heterotic models. The underlying mechanism is, in fact, similar to the one employed in F-theory. Sufficiently large flux – in the heterotic case, $E_8 \times E_8$ gauge flux – leads to a localisation of wave functions which allows calculating their normalisation locally, without recourse to the Ricci-flat Calabi-Yau metric.

To carry this out explicitly we will proceed in three steps. First, we derive the general formula for the matter field Kähler metric for heterotic Calabi-Yau compactifications, as hinted in Section 2.6.2. This formula, which provides the matter field Kähler metric in terms of an integral over harmonic bundle valued forms is not, in itself, new (see, for example, Ref. [112]). Our rederivation serves two purposes. First, we would like to fix conventions and factors as this will be required for an accurate calculation of the physical Yukawa couplings and, secondly, we will show explicitly how this formula for the matter field Kähler metric is consistent with four-dimensional $N = 1$ supergravity. We observe that this consistency already determines the dependence of the matter field Kähler metric on the T-moduli, a result which, to our knowledge, has not been pointed out in the literature so far.

The second step is to show how (Abelian) $E_8 \times E_8$ gauge flux can lead to a localisation of the matter field wave functions around certain points of the Calabi-Yau manifold. We will first demonstrate this for toy examples based on line bundles on $\mathbb{P}^1$, ...
as well as on products of projective spaces and then show that the effect generalises to Calabi-Yau manifolds. As a result, we obtain local matter field wave functions on Calabi-Yau manifolds and explicit results for their normalisation integrals.

The final step is to express these results in terms of the global moduli of the Calabi-Yau manifold. We show that this can indeed be accomplished by relating global to local quantities on the Calabi-Yau manifold and by using information from four-dimensional $N = 1$ supersymmetry. In this way, we can obtain explicit results for the matter field Kähler metric as a function of the Calabi-Yau moduli and this is carried out for the Calabi-Yau hyper-surface in $\mathbb{P}^1 \times \mathbb{P}^3$. We believe this is the first time such a result for the matter field Kähler metric as a function of the properly defined moduli has been obtained in any geometrical string compactification, including F-theory.

The plan of the chapter is as follows. In the next section, we sketch the supergravity calculation which leads to the general formula for the matter field Kähler metric and we discuss the implications from four-dimensional $N = 1$ supersymmetry. In Section 5.2, we show how gauge flux leads to the localisation of matter field wave functions, starting with toy examples on $\mathbb{P}^1$ and then generalising to products of projective spaces. Section 5.3 contains the local calculation of the wave function normalisation on a patch of the Calabi-Yau manifold. In Section 5.4, we express this result in terms of the properly defined moduli by relating global and local quantities and we obtain an explicit result for the matter field Kähler metric on Calabi-Yau hyper-surfaces in $\mathbb{P}^1 \times \mathbb{P}^3$. We conclude in Section 5.5.

5.1 The matter field Kähler metric in heterotic compactifications

Our first step is to derive a general formula for the matter field Kähler metric, in terms of the underlying geometrical data of the Calabi-Yau manifold and the gauge bundle. The basic structure of this formula is well-known for some time, see, for example Ref. [112], and our re-derivation here serves two purposes. Firstly, we would like to fix notations and conventions so that our result is accurate, as is required for a detailed calculation of Yukawa couplings. Secondly, we would like to explore the constraints on the matter field Kähler metric which arise from four-dimensional $N = 1$ supergravity.

The starting point is the ten-dimensional $N = 1$ supergravity coupled to a ten-dimensional $E_8 \times E_8$ super Yang-Mills theory. To first order in $\alpha'$ and at the two-derivative level, the bosonic part of the action is given by Eq. (2.27). As in Section 2.4,
we consider the reduction of this action on a Calabi-Yau three-folds \( X \), with Ricci-flat metric \( g^{(6)} \) and a holomorphic bundle \( V \rightarrow X \) with a connection \( A^{(6)} \) that satisfies the Hermitian Yang-Mills equations (2.37). Let us introduce the Kähler form \( J \) on \( X \), related to the Ricci-flat metric \( g^{(6)} \) on \( X \) by \( g^{(6)}_{m\bar{n}} = -iJ_{m\bar{n}} \), and a basis \( \{ J_i \} \) of harmonic \((1, 1)\)-forms, where \( i = 1, ..., h^{1,1}(X) \). The reader is reminded that \( J \) and the NS two-form \( B \) can be expanded as

\[
J = t^i J_i , \quad B = B^{(4)} + \tau^i J_i ,
\]

where \( t^i \) are the Kähler moduli, \( \tau^i \) are their axionic partners and \( B^{(4)} \) is the four-dimensional two-form, dual to a scalar \( \sigma \). In addition, we have the zero mode \( \phi^{(4)} \) of the ten-dimensional dilaton \( \phi \), as well as the complex structure moduli \( z^a \), where \( a = 1, ..., h^{2,1}(X) \). In the absence of matter fields, these bosonic fields fit into four-dimensional \( N = 1 \) chiral multiplets as

\[
S = e^{-2\phi^{(4)}} + i\sigma , \quad T^i = t^i + i\tau^i , \quad Z^a = z^a .
\]

Also, it is important to notice that the Calabi-Yau volume is given by

\[
V = \int_X d^6x \sqrt{g^{(6)}} = \frac{1}{6} K , \quad K = d_{ijk} t^i t^j t^k , \quad d_{ijk} = \int_X J_i \wedge J_j \wedge J_k ,
\]

where \( d_{ijk} \) are the triple intersection numbers of \( X \), thus giving the following expression for the Kähler moduli space metric

\[
G_{ij} = -\frac{1}{4} \frac{\partial^2}{\partial t^i \partial t^j} \ln K = -\frac{3}{2} \left( \frac{K_{ij}}{K} - \frac{3}{2} \frac{K_i K_j}{K^2} \right) ,
\]

where \( K_i = d_{ijk} t^j t^k \) and \( K_{ij} = d_{ijk} t^k \).

Next, we obtain matter fields \( C^I \) by expanding the gauge field around the vacuum. The result is imported from Eq. (2.86) in a simplified form

\[
A = A^{(6)} + C^I \nu_I ,
\]

where \( \nu_I \) are harmonic one-forms which take values in the bundle \( V \). It is important to emphasise that the correct matter field metric has to be computed relative to harmonic forms \( \nu_I \) and this is, in fact, how the dependence on the Ricci-flat metric and the Hermitian Yang-Mills connection comes about. The fields \( C^I \) each form the bosonic part of an \( N = 1 \) chiral supermultiplet. It is known that the definition of the \( T^i \) superfields in Eq. (5.2) has to be adjusted in the presence of these matter fields. In the universal case with only one T-modulus and one matter field \( C \), the required
correction to Eq. (5.2) has been found to be proportional to $|C|$ (see, for example, Ref. [83]). For our general case, we therefore start by modifying the definition of the $T$-moduli in Eq. (5.2) by writing

$$T^i = t^i + i\tau^i + \alpha' \Gamma^i_{IJ} C^I C^J,$$  (5.6)

where $\Gamma^i_{IJ}$ is a set of (potentially moduli-dependent) coefficients to be determined.\(^1\) To our knowledge, no general expression for $\Gamma^i_{IJ}$ has been obtained in the literature so far.

The kinetic terms of the above superfields derive from a Kähler potential of the general form

$$K = -\ln (S + \bar{S}) + K_{cs} - \ln (d_{ijk}(T^i + \bar{T}^i)(T^j + \bar{T}^j)(T^k + \bar{T}^k)) + \alpha' G_{IJ} C^I C^J, \quad (5.7)$$

where $K_{cs}$ is the Kähler potential for the complex structure moduli $Z^a$ whose explicit form is well-known but is not relevant to our present discussion and $G_{IJ}$ is the (moduli-dependent) matter field Kähler metric we would like to determine. The general task is now to compute the kinetic terms which result from this Kähler potential, insert the definitions of $S$ in Eq. (5.2) and of $T^i$ in Eq. (5.6) and compare the result with what has been obtained from the reduction of the ten-dimensional action (2.27). This comparison should lead to explicit expressions for $G_{IJ}$ and $\Gamma^i_{IJ}$.

A quick look at the Kähler potential (5.7) shows that achieving this match is by no means a trivial matter. The matter field Kähler metric $G_{IJ}$ depends on the $T$-moduli and, hence, the kinetic terms from (5.7) can be expected to include cross-terms of the form $\partial^\mu t^i \partial^\mu C^I$. However, such cross-terms can clearly not arise from the dimensional reduction of the 10-dimensional action (2.27) and, hence, there must be non-trivial cancellations which involve the derivatives of $G_{IJ}$ and $\Gamma^i_{IJ}$. We find that this issue can be resolved and indeed a complete match between the reduced ten-dimensional action (2.27) and the four-dimensional Kähler potential (5.7) can be achieved provided the following three requirements are satisfied.

- The coefficients $\Gamma^i_{IJ}$ which appear in the definition (5.6) of the $T^i$ superfields are given by

$$\Gamma^i_{IJ} = -\frac{1}{2} G^{ij} \frac{\partial G_{IJ}}{\partial T^j}, \quad (5.8)$$

where $G^{ij}$ is the inverse of the Kähler moduli space metric $G_{ij}$.

\(^1\)The dilaton superfield $S$ receives a similar correction in the presence of matter fields [83], but this arises at one-loop level and will not be of relevance here.
• The matter field Kähler metric is given by

\[ G_{IJ} = \frac{1}{2V} \int_X \nu_I \wedge \tilde{\nu}_V(\nu_J), \]  

(5.9)

where \( \tilde{\nu}_V \) refers to a Hodge dual combined with a complex conjugation and an action of the hermitian bundle metric on \( V \).

• Since the Hodge dual on a Calabi-Yau manifold acting on a \((1,0)\)-form \( \rho \) can be carried out as \( *\rho = -\frac{i}{2} J \wedge J \wedge \rho \), the result (5.9) for the matter field Kähler metric can be re-written as

\[ G_{IJ} = -\frac{3}{2K} \Lambda_{ijIJ}, \quad \Lambda_{ijIJ} = \int_X J_i \wedge J_j \wedge \nu_I \wedge (H \nu_J), \]  

(5.10)

where \( H \) is the hermitian bundle metric on \( V \). The final requirement for a match between the dimensionally reduced ten-dimensional and the four-dimensional theory (5.7) can then be stated by saying that the above integrals \( \Lambda_{ijIJ} \) do not explicitly depend on the Kähler moduli \( t^i \).

The above result means that the Kähler moduli dependence of the matter field metric is completely determined as indicated in the first equation (5.10), while the remaining integrals \( \Lambda_{ijIJ} \) are \( t^i \)-independent but can still be functions of the complex structure moduli. To our knowledge this is a new result which is of considerable relevance for the structure of the matter field Kähler metric and the physical Yukawa couplings. Note that the \( t^i \) dependence of \( G_{IJ} \) in Eq. (5.10) is homogeneous of degree \(-1\), as expected on general grounds.

It is worth noting that the Kähler potential (5.7) with the matter field Kähler metric as given in Eq. (5.10) can, alternatively, also be written in the form

\[ K = -\ln (S + \overline{S}) + K_{cs} - \ln \left( d_{ijk}(T^i + \overline{T}^i - \gamma^i)(T^j + \overline{T}^j - \gamma^j)(T^k + \overline{T}^k - \gamma^k) \right) \]

\[ \gamma^i = 2\alpha' \Gamma^i_I J C^I C^J, \]  

(5.11)

provided that terms of higher than quadratic order in the matter field \( C^I \) are neglected. This can be seen by expanding the logarithm in Eq. (5.11) to leading order in \( \gamma^i \) and by using \( \frac{3K}{\kappa} \Gamma^i_J = G_{IJ} \). (The latter identity follows from \( G_{ij} \frac{3K}{4\kappa} = t^i \), the fact that \( G_{IJ} \) is homogeneous of degree \(-1\) in \( t^i \) and the result (5.8) for \( \Gamma^i_J \)). This form of the Kähler potential, together with the definition (5.6) of the fields \( T^i \), means that, in terms of the underlying geometrical Kähler moduli \( t^i \), the dependence on the matter fields \( C^I \) cancels. Indeed, inserting the definition (5.6) of the \( T^i \) moduli into Eq. (5.11) turns the last logarithm into \(-\ln (8\kappa)\). That this part of the Kähler potential can be written as the negative logarithm of the Calabi-Yau volume is in fact expected and provides a check of our calculation.
5.2 Localisation of matter field wave functions on projective spaces

As a warm-up, we first discuss wave function normalisation on $\mathbb{P}^n$ and products of projective spaces, beginning with the simplest case of $\mathbb{P}^1$. (For a related discussion, in the context of F-theory, see Ref. [111].) In doing so we have two basic motivations in mind. First, considering projective space and $\mathbb{P}^1$ in particular provides us with a toy model for the actual Calabi-Yau case which we will tackle later. From this point of view, the following discussion will provide some intuition as to when wave function localisation occurs and when it leads to a good approximation for the normalisation integrals. On the other hand, projective spaces and their products provide the ambient spaces for the Calabi-Yau manifolds of interest and, hence, this chapter will be setting up some of the requisite notation and results we will be using later.

5.2.1 Wave functions on $\mathbb{P}^1$

Homogeneous coordinates on $\mathbb{P}^1$ are denoted by $x_0, x_1$, the affine coordinates on the patch $\{x_0 \neq 0\}$ by $z = x_1/x_0$ and we also define $\kappa = 1 + |z|^2$. For simplicity, we will write all quantities in terms of the affine coordinate $z$ and we will ensure they are globally well-defined by demanding the correct transformation property under the transition $z \to 1/z$. In terms of $z$, the standard Fubini-Study Kähler potential and Kähler form can be written as

$$K = \frac{i}{2\pi} \ln \kappa, \quad J = \partial \bar{\partial} K = \frac{i}{2\pi \kappa^2} dz \wedge d\bar{z}. \quad (5.12)$$

Here, $J$ has the standard normalisation, that is, $\int_{\mathbb{P}^1} J = 1$. The associated Fubini-Study metric is Kähler-Einstein and, hence, the closest analogue of a Ricci-flat Calabi-Yau metric we can hope for on $\mathbb{P}^1$.

We are interested in line bundles $L = \mathcal{O}_{\mathbb{P}^1}(k)$ on $\mathbb{P}^1$ with first Chern class $c_1(L) = kJ$ on which we introduce a hermitian structure with the bundle metric and the associated (Chern) connection and field strength given by

$$H = \kappa^{-k}, \quad A = \partial \ln \bar{H} = -\frac{k\bar{z}}{\kappa} dz, \quad F = dA = \bar{\partial} \partial \ln \bar{H} = -2\pi i k J. \quad (5.13)$$

The analogue of the harmonic forms $\nu_I$ in Eq. (5.5) associated to matter fields are harmonic $L$-valued $\alpha$, that is, forms satisfying the equations

$$\bar{\partial} \alpha = 0, \quad \partial (\bar{H} \ast \alpha) = 0, \quad (5.14)$$
where the Hodge star is taken with respect to the Fubini-Study metric. We would like to compute their normalisation integrals

$$\langle \alpha, \beta \rangle = \int_{\mathbb{P}^1} \alpha \wedge \star(H^\beta),$$

the analogue of the matter field Kähler metric (5.9). These harmonic forms are in one-to-one correspondence with the bundle cohomologies $H^p(\mathbb{P}^1, L)$ and, depending on the value of $k$, we should distinguish three cases.

- $k \geq 0$: In this case, the only non-vanishing cohomology of $L$ is $h^0(\mathbb{P}^1, L) = k + 1$, so that the relevant harmonic forms $\alpha$ are $L$-valued zero forms. The relevant solutions to Eqs. (5.14) are explicitly given by the degree $k$ polynomials in $z$.

- $k = -1$: In this case, all cohomologies of $L$ vanish so there are no harmonic forms.

- $k \leq -2$: In this case, the only non-vanishing cohomology of $L$ is $h^1(\mathbb{P}^1, L) = -k - 1$ and the corresponding $L$-valued $(0, 1)$-forms which solve Eqs. (5.14) can be written as $\alpha = \kappa^k h(z) dz$, where $h$ is a polynomial of degree $-k - 2$ in $\overline{z}$. In the following, it is useful to work with the monomial basis

$$\alpha_q = \kappa^k \overline{z}^q dz, \quad q = 0, ..., -k - 2 \quad (5.16)$$

for these forms.

Given that the forms $\nu_I$ which appear in the actual reduction (5.5) are $(0,1)$-forms the most relevant case is the last one for $k \leq -2$. In this case, inserting the forms (5.16) into the the normalisation integral (5.15) leads to

$$\langle \alpha_q, \alpha_p \rangle = -i \int_{\mathbb{C}} z^q \overline{z}^p \kappa^k dz \wedge d\overline{z} = \frac{2\pi q!}{(-k - 1)\cdots(-k - 1 - q)} \delta_{qp}. \quad (5.17)$$

In physical terminology, the integer $k$ quantifies the flux and the integer $q$ labels the families of matter fields. It is clear that the above integrals receive their main contribution from a patch near the affine origin $z \simeq 0$, provided that the flux $|k|$ is sufficiently large and the family number $q$ is sufficiently small. In this case, it seems that the above integrals can be approximately evaluated locally near $z \simeq 0$, by using the flat metric instead of the Fubini-Study metric as well as the corresponding flat counterparts of the bundle metric and the harmonic forms. Formally, these flat space quantities can be obtained from the exact ones by setting $\kappa$ to one in the expression
(5.12) for the Kähler form and by the replacement $\kappa^k \to e^{|z|^2}$ in the other quantities. That is, we use the replacements
\[
J = \frac{i}{2\pi \kappa^2} dz \wedge d\overline{z} \to \frac{i}{2\pi} dz \wedge d\overline{z}, \quad H = \kappa^{-k} \to e^{-|z|^2},
\]
and
\[
\alpha_q = \kappa^k \overline{z}^q dz \to e^{|z|^2} \overline{z}^q dz,
\]
to work out the local version of the normalisation integrals, which leads to
\[
\langle \alpha_q, \alpha_p \rangle_{\text{loc}} = -i \int \overline{z}^q \overline{z}^p e^{|z|^2} dz \wedge d\overline{z} = \frac{2\pi q!}{(-k - 1)^{q+1}} \delta_{qp}.
\]
(5.19)

For the ratio of local to exact normalisation this implies
\[
\frac{\langle \alpha_q, \alpha_q \rangle_{\text{loc}}}{\langle \alpha_q, \alpha_q \rangle} = \frac{(-k - 1)\cdots(-k - 1 - q)}{(-k - 1)^{q+1}} \approx 1 - \mathcal{O}\left(\frac{q^2}{-k - 1}\right).
\]
(5.20)

Hence, as long as the flux $|k|$ is sufficiently large and the family number satisfies $q^2 \ll |k|$, the local versions of these integrals do indeed provide a good approximation. The above ratio expressing the accuracy of the local correction can be roughly evaluated by computing the coefficient of the $\mathcal{O}\left(\frac{q^2}{-k - 1}\right)$ term. For example, if $|k| = 11$ and $q = 1$, then the ratio is 0.9 and the error is 10%. If $|k| = 101$ and $q = 2$, then the ratio is close to 0.96 and the error is approximately 4%.

It is worth noting that a transformation $z \to 1/z$ to the other standard coordinate patch of $\mathbb{P}^1$ transforms the monomial basis forms $\alpha_q$ into forms of the same type but with the family number changing as $q \to (-k - 1) - q$. This means that families with a large family number $q$ close to $-k - 1$ in the patch $\{x_0 \neq 0\}$ acquire a small family number when transformed to the patch $\{x_1 \neq 0\}$ and, hence, localise at the affine origin of this patch, that is near $z = \infty$. From this point of view it is not surprising that families with large $q$ in the patch $\{x_0 \neq 0\}$ cannot be dealt with by a local calculation near $z \approx 0$. Instead, for such modes, we can carry out a local calculation analogous to the above one but near the affine origin of the patch $\{x_1 \neq 0\}$.

In summary, the harmonic bundle valued $(0,1)$-forms for $L = \mathcal{O}_{\mathbb{P}^1}(k)$, where $k \leq -2$, are given by $\alpha_q$ as in Eq. (5.16). For sufficiently large flux $|k|$, the modes with small family number $q$ localise near the affine origin of the patch $\{x_0 \neq 0\}$, that is at $z \approx 0$ and their normalisation can be obtained from a local calculation near this point. The modes with large family number $q$ localise near the affine origin of the other patch $\{x_1 \neq 0\}$, that is, near $z = \infty$ and their normalisation can be obtained by a similar local calculation around this point.
5.2.2 Wave functions on products of projective spaces

The previous discussion for line bundles on $\mathbb{P}^1$ can be straightforwardly generalised to line bundles on arbitrary products of projective spaces. For the sake of keeping notation simple, we will now illustrate this for the case of $\mathcal{A} = \mathbb{P}^1 \times \mathbb{P}^3$ which is, in fact, the ambient space of the Calabi-Yau manifold on which we focus later. The situation for general products of projective spaces is easily inferred from this discussion.

Homogeneous coordinates on $\mathcal{A} = \mathbb{P}^1 \times \mathbb{P}^3$ are denoted by $x_0$, $x_1$ for the $\mathbb{P}^1$ factor and by $y_0$, $y_1$, $y_2$, $y_3$ for $\mathbb{P}^3$. The associated affine coordinates on the patch $\{x_0 \neq 0, y_0 \neq 0\}$ are $z_1 = x_1/x_0$ and $z_{\alpha+1} = y_\alpha/y_0$ for $\alpha = 1, 2, 3$, and we define $\kappa_1 = 1 + |z_1|^2$ and $\kappa_2 = 1 + \sum_{\alpha=2}^{4} |z_\alpha|^2$. The Fubini-Study Kähler forms for the two projective factors are

\[
\hat{J}_1 = \frac{i}{2\pi} \partial \bar{\partial} \ln \kappa_1 = \frac{i}{2\pi \kappa_1^2} dz_1 \wedge d\bar{z}_1, \\
\hat{J}_2 = \frac{i}{2\pi} \partial \bar{\partial} \ln \kappa_2 = \frac{i}{2\pi \kappa_2^2} \sum_{\alpha,\beta=2}^4 (\kappa_2 \delta_{\alpha\beta} - \bar{z}_\alpha z_\beta) dz_\alpha \wedge d\bar{z}_\beta,
\]

and, more generally, we can introduce the Kähler forms

\[
\hat{J} = t_1 \hat{J}_1 + t_2 \hat{J}_2,
\]

with Kähler parameters $t_1 > 0$, $t_2 > 0$ on $\mathcal{A}$. Line bundles $\hat{L} = \mathcal{O}_A(k_1, k_2)$ with first Chern class $c_1(\hat{L}) = k_1 \hat{J}_1 + k_2 \hat{J}_2$ can be equipped with the hermitian bundle metric

\[
\hat{H} = \kappa_1^{-k_1} \kappa_2^{-k_2} \Rightarrow \hat{F} = \partial \bar{\partial} \ln \hat{H} = -2\pi i (k_1 \hat{J}_1 + k_2 \hat{J}_2).
\]

Specifically, we are interested in those line bundles $\hat{L}$ with a non-vanishing first cohomology which are precisely those with $k_1 \leq -2$ and $k_2 \geq 0$. In these cases (see also Eq. (C.8)),

\[
h^1(\mathcal{A}, \mathcal{O}_A(k_1, k_2)) = (-k_1 - 1)(k_2 + 3)(k_2 + 2)(k_2 + 1)/6,
\]

and a basis for the associated harmonic $\hat{L}$-valued $(0, 1)$-forms is provided by

\[
\hat{\nu}_\mathbf{q} = \kappa_1^{-k_1} \kappa_2^{-k_2} z_1^{q_1} z_2^{q_2} z_3^{q_3} z_4^{q_4} d\bar{z}_1,
\]

where $\mathbf{q} = (q_1, q_2, q_3, q_4)$ is a positive integer vector which labels the families and whose entries are constrained by $q_1 = 0, ..., -k_1 - 2$ and $q_2 + q_3 + q_4 \leq k_2$. Given these quantities, the integrand of the normalisation integral is proportional to

\[
\hat{\nu}_\mathbf{q} \wedge \star(\hat{H} \hat{\nu}_\mathbf{q}) \sim \kappa_1^{k_1} \kappa_2^{-k_2} \prod_{\alpha=1}^4 |z_\alpha|^{2q_\alpha}.
\]

\[\text{As in Chapters 3 and 4, we will denote quantities defined on the “ambient space” } \mathcal{A} \text{ by a hat, in order to distinguish them from their Calabi-Yau counterparts to be introduced later.}\]
Hence, provided the fluxes $|k_1|$ and $k_2$ are sufficiently large and the family numbers $\hat{q}_a$ sufficiently small, we expect localisation on a patch $\hat{U}$ around the affine origin $z_a \simeq 0$. In this case, we can again work with the flat limit where the above quantities turn into

$$
\hat{j}_1 \rightarrow i \frac{dz_1}{2\pi} \wedge d\bar{z}_1 ,
\hat{j}_2 \rightarrow i \frac{dz_\alpha}{2\pi} \sum_{\alpha = 2}^4 d\bar{z}_\alpha ,
\hat{H} \rightarrow e^{-k_1|z_1|^2 - k_2 \sum_{\alpha = 2}^4 |z_\alpha|^2} ,
\hat{\nu}_{q} \rightarrow e^{k_1|z_1|^2} \bar{z}_1^{\hat{q}_1} \bar{z}_2^{\hat{q}_2} \bar{z}_3^{\hat{q}_3} \bar{z}_4^{\hat{q}_4} dz_1 .
$$

A few general conclusions can be drawn from this. First, localisation near a point in $\mathcal{A}$ does require all fluxes $|k_i|$ to be large. If one of the fluxes is not large then localisation will happen near a higher-dimensional variety in $\mathcal{A}$. For example, if $|k_1|$ is not large then the wave function will localise near $\mathbb{P}^1$ times a point in $\mathbb{P}^3$. We note that such a partial localisation may actually be sufficient when we come to discuss Calabi-Yau manifolds embedded in $\mathcal{A}$. For example, localisation near a curve in $\mathcal{A}$ will typically lead to localisation near a point on a Calabi-Yau hyper-surface embedded in $\mathcal{A}$. Secondly, provided all $|k_i|$ are indeed large, localisation on $\hat{U}$ near the affine origin $z_a \simeq 0$, for $\alpha = 1, 2, 3, 4$, requires all $\hat{q}_a$ to be sufficiently small. If a certain $\hat{q}_a$ is large, localisation may still arise near another point in $\mathcal{A}$. For example, if $\hat{q}_1$ is large while the other $\hat{q}_a$ are small, then localisation occurs near $z_1 = \infty$, $z_2 = z_3 = z_4 = 0$.

### 5.3 A local Calabi-Yau calculation

So far, we have approached the problem of computing wave function normalisations on Calabi-Yau manifolds from the viewpoint of the prospective ambient embedding spaces. In this section, we will take the complementary point of view and carry out a local calculation on a Calabi-Yau manifold. In the next section, we will show how to connect this local Calabi-Yau calculation with the ambient space point of view in order to obtain results as functions of globally defined moduli.

We start with a Calabi-Yau three-fold $X$ and a line bundle $L \rightarrow X$ with a non-vanishing first cohomology and associated $L$-valued harmonic $(0,1)$-forms. Our goal is to determine the normalisation of these harmonic forms by a local calculation, assuming, at this stage, that localisation indeed occurs. To do this, we focus on a patch $U \subset X$ with local complex coordinates $Z_a$, where $a = 1, 2, 3$, chosen such that the Kähler form $J$, associated to the Ricci-flat Calabi-Yau metric, is locally on $U$ well
approximated by\(^3\)

\[
J = \frac{i}{2\pi} \sum_{a=1}^{3} \beta_a dZ_a \wedge d\bar{Z}_a ,
\]

(5.28)

where the \(\beta_a\) are positive constants. (It is, of course, possible to set \(\beta_a\) equal to one by further coordinate re-definitions but, for later purposes, we find it useful to keep these explicitly.) On \(U\), we can approximate the hermitian bundle metric \(H\) and the associated field strength \(F\) of \(L\) by

\[
H = e^{-\sum_{a=1}^{3} K_a |Z_a|^2} \Rightarrow F = \overline{\partial} \ln \bar{H} = \sum_{a=1}^{3} K_a dZ_a \wedge d\bar{Z}_a ,
\]

(5.29)

where \(K_a\) are constants which will ultimately become functions of the Calabi-Yau moduli. The Hermitian Yang-Mills equation, \(J \wedge J \wedge F = 0\), should be satisfied locally which leads to

\[
J \wedge J \wedge F \iff \beta_1 \beta_2 K_3 + \beta_1 \beta_3 K_2 + \beta_2 \beta_3 K_1 = 0 .
\]

(5.30)

The resulting equation for the \(K_a\) will translate into a constraint on the Calabi-Yau moduli in a way that will become more explicit later. For now we should note that it implies not all \(K_a\) can have the same sign (given that the \(\beta_a\) need to be positive). Consider harmonic \((0,1)\)-forms \(v \in H^1(X,L)\). On \(U\), they are approximated by \((0,1)\)-forms \(\nu\), which must satisfy the local version of the harmonic equations

\[
\overline{\partial} \nu = 0 , \quad J \wedge J \wedge \partial(H \nu) = 0 .
\]

(5.31)

In analogy with the projective case, specifically Eq. (5.27), we assume that \(K_1 < 0\) and \(K_2, K_3 > 0\). Whether these sign choices are actually realised cannot be checked locally but requires making contact with the global picture – we will come back to this later. If they are, potentially localising solutions to these equations are of the form \(\nu = e^{K_1 |Z_1|^2} P(\bar{Z}_1, Z_2, Z_3) d\bar{Z}_1\), where \(P\) is an arbitrary function of the variables indicated. Localisation of these solution still depends on the precise form of the function \(P\), which cannot be determined from a local calculation. We will return to this issue in the next section when we discuss the relation to the global picture. For now, we take a practical approach and work with a monomial basis of solutions given by

\[
\nu_q = e^{K_1 |Z_1|^2} \frac{Z_1^q Z_2^{q_2} Z_3^{q_3}}{Z_1} d\bar{Z}_1 ,
\]

(5.32)

\(^3\)We will denote local quantities, defined on the patch \(U\), by script symbols.
where \( \mathbf{q} = (q_1, q_2, q_3) \) is a vector with non-negative integers. The normalisation of these monomial solutions can be explicitly computed and is given by

\[
M_{\mathbf{q}, \mathbf{p}} := \langle \nu_{\mathbf{q}}, \nu_{\mathbf{p}} \rangle_{\text{loc}} = \int_U \nu_{\mathbf{q}} \wedge \ast (\mathcal{H} \nu_{\mathbf{p}}) = \frac{i}{2} \delta_{\mathbf{q}, \mathbf{p}} \int_U \mathcal{J} \wedge \mathcal{J} \wedge \nu_{\mathbf{q}} \wedge (\mathcal{H} \nu_{\mathbf{q}})
\]

\[
\simeq \frac{i}{4\pi^2 \beta_2 \beta_3 \delta_{\mathbf{q}, \mathbf{p}}} \prod_{a=1}^3 \int_{\mathbb{C}} dZ_a \wedge d\bar{Z}_a |Z_a|^{2q_a} e^{-|K_a||Z_a|^2}.
\]

(5.33)

After performing the integration, we find for the locally-computed normalisation

\[
M_{\mathbf{q}, \mathbf{p}} = \langle \nu_{\mathbf{q}}, \nu_{\mathbf{p}} \rangle_{\text{loc}} = 2\pi \beta_2 \beta_3 \delta_{\mathbf{q}, \mathbf{p}} \prod_{a=1}^3 q_a! |K_a|^{-q_a-1}.
\]

(5.34)

The appearance of the exponential in each of the integrals in the second line indicates that there is indeed a chance for localisation to occur. However, the validity and practical usefulness of this result depends on a number of factors which are impossible to determine in the local picture. First of all, we should indeed have \( K_1 < 0 \) and \( K_2, K_3 > 0 \) for localisation to happen, but these conditions can only be verified by relating to the global picture. Secondly, families are defined as cohomology classes in \( H^1(X, L) \) and at this stage it is not clear precisely how these relate to the monomial basis forms (5.32). The above calculation shows that the smaller the integers in \( \mathbf{q} = (q_1, q_2, q_3) \) the better the localisation and this ties in with the result on projective spaces in the previous section. Finding the relation between the elements of \( H^1(X, L) \) and the local basis forms \( \nu_{\mathbf{q}} \) is, therefore, crucial in deciding the validity and accuracy of the approximation for the physical families. Finally, we would like to express the local result (5.34) in terms of the properly defined global Calabi-Yau moduli. We will now address these issues by relating the above local calculation to the full Calabi-Yau manifold.

### 5.4 Relating local and global quantities

We will start by relating the local quantities which have entered the previous calculation to global quantities on the Calabi-Yau manifold, starting with the Kähler form and the connection on the bundle and then proceeding to bundle-valued forms. This will allows us to express the result (5.34) for the wave function normalisation in terms of properly defined moduli.
5.4.1 Kähler form and connection

We begin, somewhat generally, with a Calabi-Yau three-fold $X$, a basis $\{J_i\}$ of its second cohomology, where $i = 1, ..., h^{1,1}(X)$, and Kähler forms

$$J = \sum_i t^i J_i ,$$  \hspace{1cm} (5.35)

with the Kähler moduli $t = (t^i)$ restricted to the Kähler cone. Further, we assume that all the forms $J_i$, and, hence, $J$ are chosen to be harmonic relative to the Ricci-flat metric on $X$ specified by the Kähler class $[J]$. Note that, despite what Eq. (5.35) might seem to suggest, the harmonic forms $J_i$ are typically $t^i$-dependent – all we know is that their cohomology classes $[J_i]$ do not change with the Kähler class, so they are allowed to vary by exact forms.

On a small patch $U \subset X$, we would like to introduce the forms $J_i$, where $i = 1, ..., h^{1,1}(X)$, and

$$\mathcal{J} = \sum_i t^i \mathcal{J}_i ,$$  \hspace{1cm} (5.36)

which are local $(1,1)$-forms with constant coefficients which approximate their global counterparts $J_i$ and $J$ on $U$. How are these global and local forms related? We first note that the top forms $J \wedge J \wedge J$ and $J_i \wedge J \wedge J$ are harmonic and must therefore be proportional

$$J_i \wedge J \wedge J = c_i(t) J \wedge J \wedge J ,$$  \hspace{1cm} (5.37)

where $c_i(t)$ are functions of the Kähler moduli but independent of the coordinates of $X$. By inserting Eq. (5.35) and integrating over $X$ we can easily compute these constants as

$$c_i(t) = \frac{\mathcal{K}_i}{\mathcal{K}} ,$$  \hspace{1cm} (5.38)

where the quantities $\mathcal{K}$ and $\mathcal{K}_i$ were defined in and around Eq. (5.3). On the other hand, the relation (5.37) holds point-wise and, hence, has a local counterpart

$$\mathcal{J}_i \wedge \mathcal{J} \wedge \mathcal{J} = c_i(t) \mathcal{J} \wedge \mathcal{J} \wedge \mathcal{J} ,$$  \hspace{1cm} (5.39)

which must involve the same constants $c_i(t)$. Inserting flat forms into Eq. (5.39) then allows us to determine the $c_i(t)$ in terms of the parameters in these forms and equating these expressions to the global result (5.38) leads to constraints on the local forms $\mathcal{J}_i$. 
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This global-local correspondence has an immediate implication for bundles on $X$ and their local counterparts on $U$. Consider a line bundle $L \rightarrow X$ with first Chern class $c_1(L) = \sum_i k^i k^i$ and field strength $F = -2\pi i \sum_i k^i J_i$. Then, for the local version $\mathcal{F} = -2\pi i \sum_i k^i \mathcal{J}_i$ of the field strength we find, using Eqs. (5.38) and (5.39), that
\[
\mathcal{F} \wedge \mathcal{J} \wedge \mathcal{J} = -2\pi i \frac{k^i \mathcal{K}_i}{\mathcal{K}} \mathcal{J} \wedge \mathcal{J} \wedge \mathcal{J}
\tag{5.40}
\]
and, hence, that the local version of the Hermitian Yang-Mills equation is satisfied as long as the slope $\mu(L) = k^i \mathcal{K}_i$ of $L$ vanishes.

To work out the above global-local correspondence more explicitly, we consider a case with two Kähler moduli, so $h^{1,1}(X) = 2$. In this case, we can choose complex coordinates $z_a$, where $a = 1, 2, 3$, on the patch $U \subset X$ such that
\[
\begin{align*}
\mathcal{J}_1 &= \frac{i}{2\pi} \sum_{a=1}^3 \lambda_a dz_a \wedge d\bar{z}_a, \quad &\mathcal{J}_2 &= \frac{i}{2\pi} \sum_{a=1}^3 dz_a \wedge d\bar{z}_a, \\
\mathcal{J} &= \frac{i}{2\pi} \sum_{a=1}^3 (\lambda_a t_1 + t_2) dz_a \wedge d\bar{z}_a,
\end{align*}
\tag{5.41}
\]
where the $\lambda_a$ are constants. (More specifically, starting with two arbitrary $(1, 1)$-forms $\mathcal{J}_1$ and $\mathcal{J}_2$ with constant coefficients, by standard linear algebra, we can always diagonalise $\mathcal{J}_2$ into “unit matrix form” and then further diagonalise $\mathcal{J}_1$ without affecting $\mathcal{J}_2$.) Inserting the above forms into Eq. (5.39) gives
\[
\begin{align*}
c_1(t) &= \frac{\sum_a \lambda_a \prod_{b \neq a} (\lambda_b t_1 + t_2)}{3 \prod_c (\lambda_c t_1 + t_2)}, \quad &c_2(t) &= \frac{\sum_a \prod_{b \neq a} (\lambda_b t_1 + t_2)}{3 \prod_c (\lambda_c t_1 + t_2)},
\end{align*}
\tag{5.42}
\]
and equating these results to the global ones in Eq. (5.38) imposes constraints on the unknown local coefficients $\lambda_a$. However, it is not obvious that the $\lambda_a$ are Kähler moduli independent, particularly since the forms $J_i$ do, in general, depend on Kähler moduli. In the following, we will assume that this is indeed the case, although we do not, at present, have a clear-cut proof. There are two pieces of evidence which support this assumption. First, it is not obvious that equating (5.42) with (5.38) allows for a solution with constant $\lambda_a$ (valid for all $t$) but we find that, in all cases which we have checked, that it does. Secondly, it is hard to see how a local calculation of the integrals in Eq. (5.10) can lead to Kähler moduli independent results for $\Lambda_{ij} J^i$, as four-dimensional supersymmetry demands, if the $\lambda_a$ are $t$-dependent. In the following, we will proceed on the assumption that the $\lambda_a$ are indeed $t$-independent.
5.4.2 An example

To complete the above calculation we should consider a specific Calabi-Yau manifold. As before, we focus on the ambient space $\mathcal{A} = \mathbb{P}^1 \times \mathbb{P}^3$, discussed in Section 5.2.2, and use the same notation for coordinates, Kähler forms and Kähler potentials as introduced there. The Calabi-Yau hyper-surfaces $X \subset \mathcal{A}$ we would like to consider are then defined as the zero loci of bi-degree $(2, 4)$ polynomials $p$, that is sections of the bundle $\hat{N} = \mathcal{O}_\mathcal{A}(2, 4)$. This manifold has Hodge numbers $h^{1,1}(X) = 2$, $h^{2,1}(X) = 86$ and Euler number $\eta(X) = -168$. Its second cohomology is spanned by the restrictions $\hat{J}_i|_X$, where $i = 1, 2$, of the two ambient space Kähler forms and, relative to this basis, the second Chern class of the tangent bundle is $c_2(TX) = (24, 44)$. The Kähler class on $X$ can be parametrised by the restricted ambient space Kähler forms

\[ \hat{J} |_X = t_1 \hat{J}_1 |_X + t_2 \hat{J}_2 |_X, \]  

(5.43)

where $t_1, t_2 > 0$ are the two Kähler parameters. Of course neither of these forms is harmonic relative to the Ricci-flat metric on $X$ associated to the class $[\hat{J} |_X]$ (as they are obtained by restricting the ambient space Fubini-Study Kähler forms) but there exist forms $J_i$ and $J$ in the same cohomology classes which are. In other words, $J$ and $\hat{J}_i$ are the harmonic forms introduced in Eq. (5.35) and we demand that their cohomology classes satisfy $[J] = [\hat{J} |_X]$, $[J_i] = [\hat{J}_i |_X]$.

The non-vanishing triple intersection numbers of this manifold are given by

\[ d_{122} = 4, \quad d_{222} = 2 \quad \Rightarrow \quad \mathcal{K} = d_{ijk} t^i t^j t^k = 2t_2^2(6t_1 + t_2). \]  

(5.44)

Inserting these results into Eq. (5.38) we find

\[ c_1(t) = \frac{2}{6t_1 + t_2}, \quad c_2(t) = \frac{4t_1 + t_2}{t_2(6t_1 + t_2)}, \]  

(5.45)

and equating these expressions to the local results (5.42) leads to the solution

\[ \lambda_1 = 6, \quad \lambda_2 = \lambda_3 = 0, \]  

(5.46)

which is unique, up to permutations of the coordinates $z_a$. This means, from Eqs. (5.41), the local forms $\mathcal{J}_i$ and $\mathcal{J}$ can (after another coordinate re-scaling $z_1 \to z_1/\sqrt{6}$) be written as

\[ \mathcal{J}_1 = \frac{i}{2\pi} dz_1 \wedge d\bar{z}_1, \]  

(5.47)

\[ \mathcal{J}_2 = \frac{i}{2\pi} \left( \frac{1}{6} dz_1 \wedge d\bar{z}_1 + dz_2 \wedge d\bar{z}_2 + dz_3 \wedge d\bar{z}_3 \right), \]  

(5.48)

\[ \mathcal{J} = \frac{i}{2\pi} \left( t_1 dz_1 \wedge d\bar{z}_1 + t_2 \left( \frac{1}{6} dz_1 \wedge d\bar{z}_1 + dz_2 \wedge d\bar{z}_2 + dz_3 \wedge d\bar{z}_3 \right) \right). \]  

(5.49)
We note that $\mathcal{J}$ is of the form (5.28) used in our local calculation and we can match expressions by setting $z_a = Z_a$ and

$$\beta_1 = t_1 + \frac{1}{6} t_2, \quad \beta_2 = \beta_3 = t_2. \quad (5.50)$$

Another interesting observation is that these forms satisfy

$$\mathcal{J}_i \wedge \mathcal{J}_j \wedge \mathcal{J}_k = -\frac{1}{16\pi^3} d_{ijk} \bigwedge_{a=1}^3 dz_a \wedge d\bar{z}_a, \quad (5.51)$$

where $d_{ijk}$ are the intersection numbers (5.44) of the manifold in question, that is, our local forms “intersect” on the global intersection numbers. They also relate in an interesting way to the ambient space Kähler forms $\hat{\mathcal{J}}_i$. So far, we have considered an arbitrary patch $U$ on $X$, but from now on let us focus on a specific choice, starting with the ambient space patch $\hat{U} \subset \mathcal{A}$ near the affine origin $z_\alpha \simeq 0$. This patch is of obvious interest since we know from the ambient space discussion in Section 5.2.2 that some wave functions localise on it. If it is sufficiently small, the defining equation of the Calabi-Yau manifold on $\hat{U}$ can be approximated by

$$p = p_0 + \sum_{\alpha=1}^4 p_\alpha z_\alpha + \mathcal{O}(z^2), \quad (5.52)$$

where $p_0$ and $p_\alpha$ are some of the parameters in $p$. It is possible, by linear transformations of the homogeneous coordinates on $\mathbb{P}^1$ and $\mathbb{P}^3$, to eliminate the $p_0$ term and, in the following, we assume that this has been done. Then, the Calabi-Yau manifold $X = \{p = 0\}$ intersects the patch $\hat{U}$ at the affine origin and near it $X$ is approximately given by the hyper-plane equation $\sum_{\alpha=1}^4 p_\alpha z_\alpha = 0$. By a further linear re-definition of coordinates on the $\mathbb{P}^3$ factor of the ambient space, this equation can be brought into the simpler form

$$z_4 = az_1, \quad (5.53)$$

where $a$ is a constant. If we restrict the flat versions of the ambient space Kähler forms, as given in Eq. (5.27), to $U$ using Eq. (5.53), we find that

$$\hat{J}_i|_U = J_i, \quad (5.54)$$

provided we set $a = 1/\sqrt{6}$. This means on the patch $U$ we understand the relation between ambient space Kähler forms $\hat{J}_i$, local Kähler forms $J_i$ and their global counterparts $J_i$ on $X$. 
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We can now extend this correspondence to (line) bundles and their connections. As in Section 5.2.2, we consider line bundles \( \hat{L} = \mathcal{O}_A(k_1, k_2) \) and we restrict these to line bundles \( L = \mathcal{O}_X(k_1, k_2) := \hat{L}|_X \) on the Calabi-Yau manifold \( X \). (Of course, the line bundle \( L \) should be thought of as merely part of the full vector bundle of the compactification in question.) The hermitian bundle metric \( \hat{H} \) for \( \hat{L} \) was given in Eq. (5.23) and its local approximation on \( \hat{U} \) in Eq. (5.27). If we restrict this local bundle metric on \( \hat{U} \) to \( U \), using the defining equation (5.53) with \( a = 1/\sqrt{6} \), we find

\[
\mathcal{H} = \hat{H}|_U = \exp \left( -\left( k_1 + \frac{k_2}{6}\right)|z_1|^2 - k_2|z_2|^2 - k_2|z_3|^2 \right)
\]

\[
\mathcal{F} = \overline{\partial} \partial \ln \mathcal{H} = -2\pi i(k_1 J_1 + k_2 J_2).
\]

We note that this expression of \( \mathcal{H} \) is of the general form (5.29) used in the local calculation, provided we set \( z_a = Z_a \) and identify

\[
K_1 = k_1 + \frac{1}{6} k_2, \quad K_2 = K_3 = k_2.
\]

From the discussion around Eq. (5.40) we also conclude that the Hermitian Yang-Mills equation is locally satisfied for \( \mathcal{F} \), provided that the slope \( \mu(L) = d_{ijk} k^i t^j t^k = 2t_2(2k_1 t_2 + k_2(4t_1 + t_2)) \) vanishes. As usual, this is the case on a certain sub-locus of Kähler moduli space, provided that \( k_1 \) and \( k_2 \) have opposite signs.

### 5.4.3 Wave functions and the matter field Kähler metric

As the last step, we should work out the global-local correspondence for wave functions. As in Section 5.2.2, we consider line bundles \( \hat{L} = \mathcal{O}_A(k_1, k_2) \) with \( k_1 \leq -2 \) and \( k_2 > 0 \) with a non-zero first cohomology \( H^1(A, \hat{L}) \), whose dimension is given in Eq. (5.24) and with harmonic basis forms \( \hat{\nu}_q \) introduced in Eq. (5.25). These line bundles restrict to line bundle \( L = \mathcal{O}_X(k_1, k_2) := \hat{L}|_X \) on the Calabi-Yau manifold \( X \) with a non-vanishing first cohomology (see, for example, Ref. [95])

\[
H^1(X, L) \cong \frac{H^1(A, \hat{L})}{p(H^1(A, N^* \otimes \hat{L}))}.
\]

Explicit representatives for this cohomology can be obtained by restrictions \( \hat{\nu}_q|_X \), although these forms are not necessarily harmonic with respect to any particular metric. (Also, they have to be suitably identified due to the quotient in Eq. (5.57). As long as \( k_2 < 4 \), the cohomology in the denominator of Eq. (5.57) vanishes, so that the quotient is trivial and the restrictions \( \hat{\nu}_q|_X \) form a basis of \( H^1(X, L) \) as stands.) Finally, we have the monomial basis \( \nu_q \) of locally harmonic forms defined in
Eq. (5.32). In summary, we are dealing with three sets of basis forms and their linear combinations, namely

\[
\hat{\nu}_q = e^{k_1|z_1|^2} \bar{z}_1 z_2 z_3 \hat{q}_1 d\bar{z}_1, \quad \hat{\nu}(\hat{a}) = \sum \hat{a}_q \hat{\nu}_q, \quad \nu_\psi = e^{K_1|z_1|^2} \bar{z}_1 z_2 z_3 \nu_q, \quad \nu(a) = \sum a_q \nu_q.
\]

(5.58)

To be clear, hatted wave functions \(\hat{\nu}_q\) are defined on the ambient space \(\mathcal{A}\), wave functions \(\tilde{\nu}_q\) refer to their restrictions to the Calabi-Yau patch \(U\) and the \(\nu_q\) are the harmonic wave functions on the patch \(U\).

Recall that we need \(K_1 < 0\) as a necessary condition for the harmonic solutions \(\nu_q\) to have a finite norm and, by virtue of the identification (5.56), this translates into

\[K_1 < 0 \iff -k_1 > \frac{k_2}{6}.\]

(5.59)

Hence, for this particular example, the condition \(K_1 < 0\) is not moduli-dependent and can be satisfied by a suitable choice of line bundle.

We would like to determine the relation between the above three types of forms, or, equivalently, the relation between the coefficients \(\hat{a}, \tilde{a}\) and \(a\), given that \(\tilde{\nu}(\tilde{a}) = \hat{\nu}(\hat{a})|_U\) are related by restriction and that \(\tilde{\nu}(\tilde{a})\) and \(\nu(a)\) are in the same cohomology class, so must differ by a \(\mathcal{D}\)-exact \(L\)-valued \((0, 1)\)-form.

The first of these correspondences, between \(\hat{a}\) and \(\tilde{a}\), is easy to establish. Given the relation is by restriction, there is a matrix \(S\) such that \(\tilde{a} = S\hat{a}\), and using the approximate defining equation (5.53), we find that

\[S_{q, \tilde{p}} = \delta_{q, 1} \hat{q}_{1/2}.\]

(5.60)

To establish the correspondence between \(a\) and \(\tilde{a}\), we first define the matrix \(T\) by

\[\langle \nu_q, \tilde{\nu}_{\tilde{p}} \rangle = (MT)_{q, \tilde{p}},\]

(5.61)

where \(M\) is the local normalisation matrix computed in Eq. (5.34). Since \(\nu(a)\) and \(\tilde{\nu}(\tilde{a})\) differ by an exact form, we know that \(\langle \nu(a), \nu(b) \rangle = a^\dagger M b\) and \(\langle \nu(a), \tilde{\nu}(\tilde{b}) \rangle = a^\dagger M \tilde{T} \tilde{b}\) must be equal to each other and, since this holds for all \(a\), it follows that

\[b = \tilde{T} \tilde{b}.\]

(5.62)

The explicit form of the matrix \(T\), from its definition (5.61), is

\[T_{q, \tilde{p}} = \delta_{q, \tilde{p}_1 - \tilde{p}_1} \delta_{q_2, \tilde{p}_2} \delta_{q_3, \tilde{p}_3} \frac{\tilde{p}_1!}{{|K_1|^{-\tilde{p}_1 - 1}}} \frac{1}{|q_1|^{-q_1 - 1}}.\]

(5.63)
As discussed earlier, the families correspond to cohomology classes in $H^1(X, L)$ and, in view of Eq. (5.57) and subject to possible identifications, it makes sense to label families by the hatted basis $\hat{\nu}_q$ on the ambient space. For simplicity of notation, we write the hatted indices as $I = \hat{q}$ from now on. We also recall from Section 5.2.2 that these indices are non-negative and further constrained by $I_1 = 0, \ldots, -k_1 - 2$ and $I_2 + I_3 + I_4 \leq k_2$. With this notation, the matter field Kähler metric is given by the general expression

$$G_{I,J} := \frac{1}{2\mathcal{V}} (S^\dagger T^\dagger MTS)_{I,J}. \quad (5.64)$$

Inserting the above results for $S$ and $T$ as well as the local normalisation matrix (5.34), we find explicitly

$$G_{I,J} = \frac{N_{I,J}}{6t_1 + t_2}, \quad (5.65)$$

where the constants $N_{I,J}$ are given by

$$N_{I,J} = \frac{\pi J_1! J_2! J_3! k_1 + k_2/6} {2(I_1 - I_4)! k_1^{I_1 + I_2 + I_3 + 1} \theta(I_1 - I_4) \delta_{I_1 - I_4, I_2 - I_3, I_3 - I_2}}. \quad (5.66)$$

For the lowest mode, $I = 0$, this number specialises to

$$N_{0,0} = 3\pi \frac{|k_1 + k_2/6|}{|k_1|^2 k_2^2}. \quad (5.67)$$

A few remarks about this result are in order. First, we note that the Kähler moduli dependence in Eq. (5.65) is in line with the result (5.10) from dimensional reduction, as homogeneity of degree $-1$ is expected. What is surprising however is that Eq. (5.64), involving $\mathcal{V}$, a cubic function of Kähler moduli, reduces to Eq. (5.65), an inverse linear function of Kähler moduli. This cancellation may just be a property of our particular example, stemming from the fact that the parameters $\beta_i$ in Eq. (5.50) are proportional to the factors in $K$ in Eq. (5.44), which comes out of the global-local matching. Typically, one would expect quadratic over cubic functions of the Kähler moduli.

In general, the matter field Kähler metric is also a function of complex structure moduli. For our example, this dependence has dropped out completely, that is, the quantities $N_{I,J}$ are constants. This feature results from our linearised local approximation (5.53) of the Calabi-Yau manifold, where all remaining complex structure parameters can be absorbed into coordinate re-definitions. We do expect complex structure dependence to appear at the next order, that is, if we approximate the
defining equation locally by a quadric in affine coordinates. Also, our result (5.65) has an implicit complex structure dependence, in that its validity depends on the choice of complex structure. Whether neglecting the quadratic and higher terms in \( z \) in Eq. (5.52) does indeed provide a good approximation depends, among other things, on the choice of coefficient in the defining equation \( p \), that is, on the choice of complex structure. Another feature of our result (5.65) is that it is diagonal in family space and, formally, this happens because the matrices \( M, S \) and \( T \) are all diagonal. We have seen in Section 5.3 that this is a general feature of the matrix \( M \). However, \( S \) and \( T \) do not need to be diagonal in general. In our example, this happens due to the simple form (5.53) of the local Calabi-Yau defining equation and the resulting diagonal form of the local Kähler form \( J \) in Eq. (5.49). Finally, we remind the reader that the result (5.65) can only be trusted if the line bundle \( L = \mathcal{O}_X(k_1, k_2) \) satisfies the condition (5.59), if the flux parameters \( |k_i| \) are sufficiently large and if the family numbers \( I \) are sufficiently small, in line with our discussion in Section 5.2.

5.5 Final remarks

In this chapter, we have reported progress on computing the matter field Kähler metric in heterotic Calabi-Yau compactifications. Three main results have been obtained. First, by dimensional reduction we have derived a general formula (5.10) for the matter field Kähler metric and we have argued that constraints from four-dimensional supersymmetry already fully determine the Kähler moduli dependence of this metric.

Secondly, provided large flux leads to localisation of the matter field wave function, we have shown how the matter field Kähler metric can be obtained from a local computation on the Calabi-Yau manifold, leading to the general result (5.34). This result, while quite general, is unfortunately of limited use, mainly since it is not expressed in terms of the global moduli of the Calabi-Yau manifold. This makes it difficult to identify the conditions for its validity and it falls short of the ultimate goal of obtaining the matter field Kähler metric as a function of the properly defined moduli superfields.

We have attempted to address these problems by working out a global-local relationship and by expressing the local result in terms of global quantities. This has been explicitly carried out for the example of Calabi-Yau hyper-surfaces \( X \) in the ambient space \( \mathbb{P}^1 \times \mathbb{P}^3 \), but the method can be applied to other Calabi-Yau hyper-surfaces (and, possibly complete intersections) as well. Our main result in this context is the Kähler metric for matter fields from line bundles \( L = \mathcal{O}_X(k_1, k_2) \) on \( X \) given...
in Eqs. (5.65), (5.66), and is expressed as a function of the proper four-dimensional moduli fields. We have also stated the conditions for this result to be trustworthy, namely the constraint (5.59) on the line bundle $L$ as well as large fluxes $|k_i|$ and small family numbers.

The global-local relationship established in this way points to two problems of localised calculations both of which are intuitively plausible. First, the large flux values demanded by localisation typically also lead to large numbers of families. For this reason, there is a tension between localisation and the phenomenological requirement of three families. Secondly, large flux typically leads to a “large” second Chern class $c_2(V)$ of the vector bundle, which might violate the anomaly constraint $c_2(V) \leq c_2(TX)$. Hence, there is also a tension between localisation and consistency of the models. It remains to be seen and is a matter of ongoing research whether consistent three-family models with localisation of all relevant matter fields can be constructed. It is likely that some of our methods can be applied to F-theory and be used to express local F-theory results in terms of global moduli of the underlying four-fold. It would be interesting to carry this out explicitly and check if the tension between localisation on the one hand and the phenomenological requirement of three families and cancelation of anomalies on the other hand persists in the F-theory context.
The purpose of this thesis was to expand the area of string phenomenology by proposing methods to calculate holomorphic Yukawa couplings for a specific class of $E_8 \times E_8$ heterotic models, namely for line bundle models on Complete Intersection Calabi-Yau manifolds. In addition, we identified a method to evaluate the matter field Kähler metric for models where sufficiently large gauge fluxes permit the localisation of matter fields around certain points. Both the holomorphic Yukawa couplings and the matter field Kähler metric are required to compute the physical Yukawa couplings of a given heterotic model, so that it can be eventually compared to measurable physics.

The line bundle models that we considered give rise to the correct MSSM spectrum, with some additional gauge-neutral bundle moduli. They were borrowed from a rich database of quasi-realistic models, that was generated several years before this thesis, through an automated scan \cite{25–27}. At various energy levels, we wanted the Standard Model, the MSSM and a SUSY GUT to be naturally embedded in the string model, and similarly, General Relativity and $N = 1$ supergravity to be low-energy limits of the gravity sector. For this reason, we compactified the $E_8 \times E_8$ string theory over a Calabi-Yau manifold $X$ with holomorphic poly-stable vector bundle $V$, and we ensured that the resulting 4d action matched the standard $N = 1$ supergravity action in Ref. \cite{56} (plus some kinetic terms for the moduli).

From this point forward, we evaluated the holomorphic Yukawa coupling, using the simplifications that our class of models provided. We started with the well-known integral $\int_X \Omega \wedge \nu_1 \wedge \nu_2 \wedge \nu_3$ and expressed line bundle-valued $(0,1)$-forms $\nu_i$ in terms
of projective ambient space $(0,a)$-forms $\hat{\nu}_{i,a}$, where $a = 1, \ldots, k + 1$ and $k$ is the co-
dimension of $X$. By defining the type of a form $\nu_i$ as the number $\tau_i$ for which $\hat{\nu}_{i,\tau_i} \neq 0$
and $\hat{\nu}_{i,a} = 0$, for all $a > \tau_i$, we were able to formulate a vanishing theorem, Eq. (4.46),
according to which the holomorphic Yukawa couplings are zero if $\tau_1 + \tau_2 + \tau_3$ is smaller
than the ambient space dimension. In the non-vanishing case, the Yukawa couplings
are calculated as ambient space integrals over products of forms $\hat{\nu}_{i,a}$ and we have showed
that the result can also be obtained algebraically, in a way that relates our
method to Refs. [29, 35]. Explicit results were obtained for line-bundle models on the
tetra-quadric (Chapter 3) and on a co-dimension two CICY (Chapter 4), although
the method is general enough to be applied to any CICY in the database.

Altogether, our computational techniques have revealed some interesting phe-
nomenological features. For example, topological constraints such as theorem (4.46)
give a condition for the vanishing of Yukawa couplings that is not based on symmetry
(only topological reasoning is involved). This has been expected since the early days
of heterotic model building (see, for example, Ref. [9]), and can provide an expla-
nation for the relatively light masses of the electron and first-generation quarks. In
some examples discussed in Chapter 3, it was found that the holomorphic Yukawa
couplings depend explicitly on the complex structure moduli and their rank is reduced
for certain regions of the moduli space. Such a dependence can be used to fine-tune
the model according to observation. In addition, global $U(1)$ symmetries arising from
the line bundle sum construction can motivate why certain proton decay operators are
forbidden in the MSSM or various Grand Unified models. The same symmetry crite-
rion can also be applied perturbatively to models with non-Abelian bundle structure
group that are obtained through smooth deformations from the Abelian locus.

In Chapter 5, our computation of the matter field Kähler metric was supported
by the observation that for large gauge flux, the integral $\int_X \nu_I \wedge \bar{\nu}_J$ is localised
on a patch $U$, so that precise knowledge of the Calabi-Yau metric is not needed.
The computation was performed locally and then re-expressed in terms of the global
moduli of the Calabi-Yau manifold, via a global-local relationship. It has to be noted
however that the requirement of a large gauge flux may often be in conflict with the
anomaly cancellation condition $c_2(V) \leq c_2(TX)$ or the phenomenological requirement
for three families. It constitutes an object of future research to establish whether a
consistent and realistic model can be built using the localisation method.

Finally, despite the progress reported in this thesis, a lot of problems in string
phenomenology still remain unresolved. Ideally, we would have liked to construct a
method to evaluate the matter field Kähler metric for general line bundle models,
and not only for models with large flux. It is uncertain however whether this goal is achievable, given that the knowledge of the specific Calabi-Yau metric is lacking. An alternative research avenue would be to compactify on other classes of Calabi-Yau manifolds, such as hypersurfaces in toric varieties, for which similar methods for calculating Yukawa couplings could be constructed. In addition, one could investigate how to apply these methods to vector bundles with non-Abelian structure group, and in particular to monad bundles, which are built from sums of line bundles [21, 22]. In the end, a complete string model has to also contain mechanisms for moduli stabilisation and soft supersymmetry breaking. It is only when these problems are solved that the model can be proposed as “realistic”.

Bundles on Kähler manifolds

In this appendix, we review some standard mathematics for Kähler manifolds and holomorphic vector bundles thereon, which we rely on in the main part of the text. The exposition mainly follows Refs. [43], and more details can also be found in Refs. [44, 45].

Let $M$ be a Kähler manifold of dimension $n$ and $E 	o M$ be a rank $r$ holomorphic vector bundle over $M$ with fibres $E_x$, where $x \in M$. The space of $E$-valued $(p, q)$ forms on $M$ is denoted by $\mathcal{A}^{p,q}(E)$. The usual operator $\bar{\partial} : \mathcal{A}^{p,q} \to \mathcal{A}^{p,q+1}$ for differential forms can be generalised to $E$-valued forms

\[ \bar{\partial}_E : \mathcal{A}^{p,q}(E) \to \mathcal{A}^{p,q+1}(E) \] (A.1)

mapping bundle-valued $(p, q)$-forms to bundle-valued $(p, q+1)$-forms. Explicitly, this operator is defined as follows. For a local holomorphic trivialisation $s = (s_1, s_2, \ldots, s_r)$ of $E$ we can write a vector bundle-valued $(p, q)$-form $\alpha \in \mathcal{A}^{p,q}(E)$ as $\alpha = \sum_{i=1}^{r} \alpha^i \otimes s_i$, where $\alpha^i \in \mathcal{A}^{p,q}$ are regular $(p, q)$-forms. Then $\bar{\partial}_E$ acts as

\[ \bar{\partial}_E \alpha = \sum_{i=1}^{r} \bar{\partial}\alpha^i \otimes s_i . \] (A.2)

Since the transition functions are holomorphic, this definition is independent of the chosen trivialisation, as it should be. It is straightforward to show from this definition that $\bar{\partial}_E^2 = 0$ and that the Leibniz rule

\[ \bar{\partial}_E(f \alpha) = \bar{\partial}(f) \wedge \alpha + f \bar{\partial}_E(\alpha) \] (A.3)
holds (here, $f$ is a differentiable function on $M$).

A Hermitian structure on $E$ (which can also be defined more generally over complex vector bundles) is defined by providing a Hermitian scalar product $h_x$ on each fibre $E_x$. Let $\sigma$ and $\rho$ be two sections of $E$ which, for the aforementioned trivialisation of $E$, are expanded as $\sigma = \sum_{i=1}^r s_i$ and $\rho = \sum_{i=1}^r \rho_i s_i$. Then, the Hermitian structure, acting on $\sigma$ and $\rho$, can be written out as

$$h(\sigma, \rho) = H_{ij} \sigma^i \bar{\rho}^j = \sigma^T \bar{H} \rho, \quad H_{ij} = h(s_i, s_j). \quad (A.4)$$

In other words, locally, we can think of the Hermitian structure as being described by Hermitian $r \times r$ matrices $H$. For a different local trivialisation $s' = (s'_1, s'_2, \ldots, s'_r)$ related to the original one by $s'_i = \phi j^i s_j$, it follows that $H$ transforms as

$$H' = \phi^T H \bar{\phi}. \quad (A.5)$$

The Hermitian structure $h$ can also be viewed as an isomorphism between the vector bundle $E$ and its dual $E^*$, so $h : E \xrightarrow{\sim} E^*$. This isomorphism can be written more explicitly by introducing a “dual” trivialisation $s_* = (s^1_* , \ldots , s^r_*)$ of the dual bundle $E^*$, defined by the relations $s^i_*(s_j) = \delta^i_j$. If we further denote the inverse map of $h$ by $h^* : E^* \xrightarrow{\sim} E$ then we have

$$h(s_i) = H_{ji} s^i_*, \quad h^*(s^i_*) = \bar{H}^{ji} s_j, \quad H^{ij} H_{jk} = \delta^i_k. \quad (A.6)$$

A Hermitian structure allows one to define a generalisation of the Hodge dual operation $\bar{\star}_E : \mathcal{A}^{p,q}(E) \to \mathcal{A}^{n-p,n-q}(E^*)$ to vector bundle-valued forms by setting

$$\bar{\star}_E(\alpha \otimes s) = \star(\bar{s}) \otimes h(s), \quad (A.7)$$

where $\star$ is the regular Hodge star operation on forms. It follows that $\bar{\star}_E \circ \star_E = (-1)^{p+q}$, in analogy with corresponding rule for the regular Hodge star. Using this generalised Hodge dual, one can define the scalar product

$$(\alpha, \beta) = \int_M \alpha \wedge \bar{\star}_E(\beta) \quad (A.8)$$

on $\mathcal{A}^{p,q}(E)$. The adjoint operator $\bar{\partial}_E : \mathcal{A}^{p,q}(E) \to \mathcal{A}^{p,q-1}(E)$ of $\bar{\partial}_E$ relative to this scalar product satisfies

$$(\bar{\partial}_E \alpha, \beta) = (\alpha, \bar{\partial}_E^* \beta), \quad (A.9)$$

and takes the form

$$\bar{\partial}_E^* = -\bar{\star}_E \circ \bar{\partial}_E \circ \bar{\star}_E, \quad (A.10)$$
as can be seen explicitly from Eqs. (A.7), (A.8) and (A.9). Furthermore, one can define the generalised Laplacian

$$\Delta_E = \bar{\partial}_E^\dagger \bar{\partial}_E + \bar{\partial}_E \partial_E^\dagger,$$

(A.11)

which is self-adjoint under the above scalar product. Bundle-valued forms $\alpha \in \mathcal{A}^{p,q}(E)$ satisfying $\Delta_E \alpha = 0$ are called harmonic with respect to the Hermitian structure $h$. For a compact manifold, the harmonic forms $\alpha$ are precisely the closed and co-closed forms, so the forms satisfying

$$\bar{\partial}_E \alpha = 0, \quad \bar{\partial}_E^\dagger \alpha = 0.$$

(A.12)

These forms are in one-to-one correspondence with the cohomology groups $H^{p,q}(M, E) \cong H^q(M, E \otimes \Lambda^p \Omega_M)$. Finally, there is a generalisation of the Hodge decomposition which states that every form $\alpha \in \mathcal{A}^{p,q}(E)$ can be written as a unique sum

$$\alpha = \eta + \bar{\partial}_E \beta + \bar{\partial}_E^\dagger \gamma,$$

where $\eta$ is harmonic.

A connection, $\nabla$, on $E$ is a map $\nabla : \mathcal{A}^0(E) \to \mathcal{A}^1(E)$ which satisfies the Leibniz rule

$$\nabla(f \sigma) = d(f) \otimes \sigma + f \nabla(\sigma)$$

(A.13)

for local sections $\sigma$ and local functions $f$. Writing $\sigma = \sum_{i=1}^r \sigma^i s_i$ in terms of a local trivialisation $s = (s_1, \ldots, s_r)$ we have

$$\nabla(\sigma) = (d\sigma^i + A^i_{\ j} \sigma^j) \otimes s_i, \quad \nabla(s_j) = A^i_{\ j} s_i,$$

(A.14)

where $A$ is the gauge field. In short, locally, the connection can be written as $\nabla = d + A$, with the gauge field transforming as

$$A' = \phi^{-1} A \phi + \phi^{-1} d\phi$$

(A.15)

under a change of trivialisation, $s'_j = \phi_{\ j}^i s_i$. The curvature $F_\nabla \in \mathcal{A}^2(\text{End}(E))$ is defined by $F_\nabla = \nabla \circ \nabla$. For a given trivialisation, its local form is

$$F_\nabla = dA + A \wedge A.$$

(A.16)

A connection is called compatible with the holomorphic structure if $\nabla^{0,1} = \bar{\partial}$ and it is called Hermitian if it satisfies $d(h(\sigma, \rho)) = h(\nabla(\sigma), \rho) + h(\sigma, \nabla(\rho))$ for any two sections $\sigma$ and $\rho$. For a holomorphic vector bundle, there exists a unique Hermitian connection compatible with the holomorphic structure which is called the Chern connection. In a local frame, the gauge field associated to the Chern connection is given by

$$A = \bar{H}^{-1} \partial \bar{H}.$$

(A.17)
For a holomorphic change of the trivialisation, \( s'_i = \phi^j_i s_j \), it is straightforward to verify that Eq. (A.17) is consistent with the transformation laws (A.5) and (A.15). It can be shown, using Eq. (A.16), that the curvature of the Chern connection is a (1, 1)-form and, locally, is explicitly given by

\[
F_{\nabla} = \partial(H^{-1}\partial H).
\]  

(A.18)

In the main part of the thesis, we are calculating certain bundle-valued harmonic forms and it is, therefore, important to re-write the defining Eqs. (A.12) for such forms in a simple and explicit way. As before, we introduce local trivialisations \( s_s = (s_1, \ldots, s_r) \) and \( s_s^* = (s_1^*, \ldots, s_r^*) \) on \( E \) and \( E^* \), satisfying \( s_s^j(s_j) = \delta^j_j \). We start with two \((p, q)\)-forms \( \alpha = \alpha_i s_i \) and \( \beta = \beta_i s_i^* \), taking values in \( E \) and \( E^* \), respectively. Then from the definition (A.2) of \( \partial E \), we have

\[
\partial E(\alpha) = (\partial\alpha^i) \otimes s_i, \quad \partial E^*(\beta) = (\partial\beta_i) \otimes s_i^*.
\]  

(A.19)

For the generalised Hodge star operation (A.7), we get

\[
\ast_E(\alpha) = (\ast\alpha^i) \otimes h(s_i) = H_{ji}(\ast\alpha^i) \otimes s_j^*, \quad \ast_E^*(\beta) = (\ast\beta_i) \otimes h^*(s_j^*) = \bar{H}^{ji}(\ast\beta_i) \otimes s_j.
\]  

Combining these equations, we obtain

\[
\partial E^\dagger(\alpha) = -\ast(\delta^k_i \partial + \bar{H}^{kj} \partial H_{ji}) \ast \alpha^i \otimes s_k = -\ast(\delta^k_i \partial + A^k_i) \ast \alpha^i \otimes s_k,
\]  

(A.21)

where \( A \) is the Chern connection (A.17). Hence, \( \partial E^\dagger \) corresponds to the dual of the \( \nabla^{1,0} \) part of the Chern connection. From the above argument, we conclude that a harmonic bundle-valued form \( \alpha \), written as \( \alpha = (\alpha^1, \ldots, \alpha^r)^T \) relative to a local frame, is characterised by

\[
\partial\alpha = 0, \quad (\partial + A) \ast \alpha = 0,
\]  

(A.22)

where \( A \) is the gauge field associated to the Chern connection on the bundle. Using the explicit expression (A.17) for the Chern connection, these equations can be cast into the somewhat more convenient form

\[
\partial\alpha = 0, \quad \partial(\bar{H} \ast \alpha) = 0,
\]  

(A.23)

with the Hermitian structure \( H \) on the bundle.
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The coboundary map

It is well-known that for every short exact sequence of sheaves there is an associated long exact sequence in sheaf cohomology. A crucial ingredient in this correspondence is the co-boundary map whose construction can be found in standard textbooks, see for example [45], page 40. Since the co-boundary map plays an important role for our discussion in the main part of the thesis, we now briefly review its construction.

We start with the short exact sequence

\[ 0 \rightarrow A \xrightarrow{g} B \xrightarrow{f} C \rightarrow 0 \]  

(B.1)

of sheaves \( A, B, C \) and sheave morphisms \( f, g \), satisfying \( f \circ g = 0 \). The associated long exact sequence in cohomology has the form

\[
\cdots \rightarrow H^i(A) \xrightarrow{g} H^i(B) \xrightarrow{f} H^i(C) \\
\delta \rightarrow H^{i+1}(A) \xrightarrow{g} H^{i+1}(B) \xrightarrow{f} H^{i+1}(C) \rightarrow \cdots,
\]  

(B.2)

where \( f \) and \( g \) are the induced maps in cohomology and \( \delta \) is the co-boundary map which needs to be constructed. To be in line with the main part of the thesis, we will use the language appropriate for vector bundles, rather than more general sheaves, from now on.

To derive \( \delta \), we start with a differential \((0, i)\)-form \( \nu \in H^i(C) \) taking values in \( C \). Since the map \( f : B \rightarrow C \) in (B.1) is surjective it follows that \( \nu \) can always be written as \( \nu = f(\hat{\nu}) \) for some form \( \hat{\nu} \in \Omega^i(B) \). However, if \( H^{i+1}(A) \neq 0 \), the induced map
$f : H^i(B) \to H^i(C)$ is not surjective, which implies that the form $\hat{\nu}$ is not necessarily closed. Now we consider $\bar{\partial}\hat{\nu} \in \Omega^{i+1}(B)$. We get

$$f(\bar{\partial}\hat{\nu}) = \bar{\partial}(f(\hat{\nu})) = \bar{\partial}\nu = 0,$$

where we have used the fact that the map $f$ is holomorphic. This implies that $\bar{\partial}\hat{\nu}$ is in the kernel of $f$ and, by the exactness of the sequence (B.2), it is in the image of $g$. That is, there exists an element $\hat{\omega} \in \Omega^{i+1}(A)$ such that $g\hat{\omega} = \bar{\partial}\hat{\nu}$. Moreover, since $g\bar{\partial}\hat{\omega} = \bar{\partial}g\hat{\omega} = \bar{\partial}^2\hat{\nu} = 0$ and $g$ is injective, we have $\bar{\partial}\hat{\omega} = 0$. Hence, $\hat{\omega}$ represents an element of $H^{i+1}(A)$ and we can define the co-boundary map by

$$\delta(\nu) = \hat{\omega}.$$  \hfill (B.4)

In summary, the main features of the short exact sequence (B.1) and its long exact counterpart (B.2) that we will require are as follows. For a $(0, i)$-form $\nu \in H^i(C)$ and its image $\hat{\omega} = \delta(\nu) \in H^{i+1}(A)$ under the co-boundary map, there exists a $(0, i)$-form $\hat{\nu} \in \Omega^i(B)$ such that

$$\nu = f(\hat{\nu}), \quad \bar{\partial}\hat{\nu} = g\hat{\omega}.$$  \hfill (B.5)
Harmonic line bundle-valued forms on \( \mathbb{P}^n \)

One of the main ingredients of our calculation of Yukawa couplings is the explicit construction of bundle-valued forms, representing line bundle cohomologies on the ambient space. Since the ambient spaces under consideration are products of projective spaces, it is sufficient to discuss a single projective space \( \mathbb{P}^n \).

We begin by setting up and reviewing standard facts about projective space including the Fubini-Study metric. One way to obtain a one-to-one correspondence between cohomology and forms is to focus on harmonic forms and we will do this relative to the Fubini-Study metric. Line bundles, their Chern connections and cohomology are the subject of the next two parts of the appendix. Most of this material can be found in standard textbooks, such as Refs. [43, 45, 46]. Finally, we explain how harmonic line-bundle valued forms are related under multiplication.

### C.1 Basics of projective space

As explained in Section 2.5.1, the complex projective space \( \mathbb{P}^n \) is the set of complex lines through the origin in \( \mathbb{C}^{n+1} \). We denote coordinates on \( \mathbb{C}^{n+1} \) by \( x_\alpha \), where \( \alpha = 0, 1, ..., n \). The element of \( \mathbb{P}^n \) given by the line through the origin and a point \((x_0, x_1, ..., x_n)\) (with at least one \( x_\alpha \neq 0 \)) is denoted by \((x_0 : x_1 : ... : x_n) \in \mathbb{P}^n\). The standard open patches on \( \mathbb{P}^n \) are \( U_\alpha = \{(x_0 : x_1 : ... : x_n)|x_\alpha \neq 0\} \), where \( \alpha = 0, ..., n + 1 \), with associated charts \((U_\alpha, \phi_\alpha)\) and maps \( \phi_\alpha : U_\alpha \rightarrow \mathbb{C}^n \) defined by \( \phi_\alpha(x_0 : x_1 : ... : x_n) = (\xi_0^\alpha, \xi_1^\alpha, ..., \xi_\alpha^\alpha, ..., \xi_n^\alpha) \). Here, \( \xi_\mu^\alpha = x_\mu/x_\alpha \) are the coordinates on
\[ C^n \text{ and it is understood that } \xi^\alpha_0 = 1 \text{ is discarded. For an overlap } U_\alpha \cap U_\beta \neq \emptyset, \text{ the transition functions } \phi_{\beta \alpha} = \phi_{\beta} \circ \phi^{-1}_{\alpha} : C^n \to C^n \text{ takes the form } \xi^\alpha_\mu \mapsto \xi^\beta_\mu = \frac{x_\alpha}{x_\beta} \xi^\alpha_\mu. \]

On each patch \( U_\alpha \), the Fubini-Study Kähler potential can be written as

\[ K_\alpha = \frac{i}{2\pi} \ln(\kappa_\alpha), \quad \kappa_\alpha = \sum_{\mu=0}^{n} |\xi^\alpha_\mu|^2. \]  

(C.1)

The associated Fubini-Study Kähler form is given by

\[ J = \overline{\partial} \partial K_\alpha \]  

(C.2)

as usual and it is easy to check that this definition is independent of \( \alpha \) on the overlaps and, hence, gives a globally defined form on \( \mathbb{P}^n \). The above Kähler form is normalised such that

\[ \int_{\mathbb{P}^n} J^n = 1. \]  

(C.3)

It will frequently be convenient to work on the patch \( U_0 = C^n \) whose coordinates we also denoted by \( z_\mu = x_\mu/x_0 \), where \( \mu = 1, \ldots, n \), and we write \( \kappa = \kappa_0 = 1 + \sum_{\mu=1}^{n} |z_\mu|^2. \)

### C.2 Line bundles on projective space

The \( k \)th power of the hyperplane bundle on \( \mathbb{P}^n \) is denoted by \( L = \mathcal{O}_{\mathbb{P}^n}(k) \). For each patch \( U_\alpha \), a hermitian bundle metric on \( L \) is given by

\[ H_\alpha = \kappa_\alpha^{-k}. \]  

(C.4)

On the patch \( U_0 \), we also write \( H = H_0 = \kappa^{-k} \). The associated Chern connection \( \nabla^{0,1} = \overline{\partial} \) and \( \nabla^{1,0} = \partial + A_\alpha \) is specified by the gauge field

\[ A_\alpha = \partial \ln H_\alpha = -k \partial \ln \kappa_\alpha = 2\pi i k \partial K_\alpha, \]  

(C.5)

whose curvature \( F_\alpha = dA_\alpha = -\overline{\partial} \partial \ln H_\alpha \) is explicitly given by

\[ F_\alpha = k \partial \overline{\partial} \ln \kappa_\alpha = -2\pi i k \partial \overline{\partial} K_\alpha = -2\pi i k J. \]  

(C.6)

For the first Chern class of \( L = \mathcal{O}_{\mathbb{P}^n}(k) \), this implies

\[ c_1(\mathcal{O}_{\mathbb{P}^n}(k)) = \frac{i}{2\pi} F = k J, \]  

(C.7)

as expected.
### C.3 Line bundle cohomology

The dimension of line bundle cohomology for a line bundle $K = \mathcal{O}_{\mathbb{P}^n}(k)$ is described by Bott’s formula

$$h^q(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}(k)) = \begin{cases} 
\frac{(n+k)!}{n!k!}, & \text{for } q = 0, \ k \geq 0, \\
\frac{(-k-1)!}{n!(-k-n-1)!}, & \text{for } q = n, \ k \leq -(n+1), \\
0, & \text{otherwise}.
\end{cases} \quad (C.8)$$

This means that line bundles $\mathcal{O}_{\mathbb{P}^n}(k)$ in the “gap” $-n+1 < k < 0$ only have trivial cohomologies, while all other line bundles have precisely one non-trivial cohomology. For $k \geq 0$, this non-trivial cohomology is the zeroth cohomology with dimension given in the first row of Eq. (C.8). For $k \leq -(n+1)$, on the other hand, only the highest, $n^{th}$ cohomology is non-trivial with dimension given in the second row of Eq. (C.8).

We would like to represent these cohomologies by line bundle valued $(0,q)$–forms which are harmonic relative to the Fubini-Study metric. Such forms $\nu_\alpha$ should, on each patch $U_\alpha$, satisfy the equations (see Appendix A for details)

$$\bar{\partial} \nu_\alpha = 0, \quad \partial(\bar{H}_\alpha \ast \nu_\alpha) = 0, \quad (C.9)$$

where $H_\alpha$ is the hermitian bundle metric (C.4). To solve these equations, we should distinguish the different cases displayed in the Bott formula (C.8).

1. $K = \mathcal{O}_{\mathbb{P}^n}(k)$ with $k \geq 0$:
   
   In this case, $H^0(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}(k))$ is the only non-zero cohomology, so we are looking for sections, that is harmonic $(0,0)$–forms. On the patch $U_0$ they are given by

$$\nu(k) = P(k)(z_1, \ldots, z_n), \quad (C.10)$$

where $P(k)$ are polynomials of degree $k$ in $z_\mu$. It is straightforward to check that these have the correct transition functions upon transformation to another patch. Note that the dimension of the space of degree $k$ polynomials in $n$ variables is indeed given by the first line in the Bott formula (C.8), as required.

2. $K = \mathcal{O}_{\mathbb{P}^n}(k)$ with $-(n+1) < k < 0$:
   
   In this case, all cohomologies vanish and there are no harmonic forms to construct.
3. \( \mathcal{K} = \mathcal{O}_{\mathbb{P}^n}(k) \) with \( k \leq -(n + 1) \):

In this case, \( H^n(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}(k)) \) is the only non-vanishing cohomology, so we are looking for harmonic \((0, n)\)-forms. It is straightforward to verify that, on the patch \( U_0 \), these can be written as

\[
\nu_{(k)} = \kappa^k P_{(k)}(\bar{z}_1, \ldots, \bar{z}_n) d\bar{z}_1 \wedge \ldots \wedge d\bar{z}_n ,
\]

where \( P_{(k)} \) are polynomials of degree \(-k - n - 1\) in the \( n \) variables \( \bar{z}_\mu \). Note that the dimension of this polynomial space equals the value in the second row of the Bott formula \((C.8)\), as it should.

For uniformity of notation, in the following \( P_{(k)} \) for \( k \geq 0 \) denotes a polynomial of degree \( k \) in \( z_\mu \), while \( P_{(k)} \) for \( k \leq -n - 1 \) denotes a polynomial of degree \(-k - n - 1\) in \( \bar{z}_\mu \).

### C.4 Multiplication of harmonic forms

Calculating Yukawa couplings requires performing wedge products of harmonic bundle-valued forms on \( \mathbb{P}^n \) (or on products of projective spaces) and we would like to understand in detail how this works. As we have seen, on \( \mathbb{P}^n \), we have harmonic bundle-valued \((0, 0)\)-forms \( \nu_{(k)} = P_{(k)} \), which represent the cohomology \( H^0(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}(k)) \) for \( k \geq 0 \) and harmonic bundle-valued \((0, n)\)-forms \( \nu_{(k)} = \kappa^k P_{(k)} \bar{z}_1 \wedge \ldots \wedge d\bar{z}_n \), which represent the cohomology \( H^n(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}(k)) \) for \( k \leq -n - 1 \). Performing a wedge product between any two of those forms clearly produces a \( \partial \)-closed form which is a representative of the appropriate cohomology. If this wedge product is between two harmonic \((0, 0)\)-forms the result is clearly again a harmonic \((0, 0)\)-form. However, the situation is more complicated for a product of a harmonic \((0, 0)\)-form and a harmonic \((0, n)\)-form. The result is a \( \partial \)-closed \((0, n)\)-form which, however, is generally not harmonic. An obvious problem is to find the harmonic \((0, n)\)-form in the same cohomology class as this product.

To discuss this in detail, we start with a harmonic \((0, 0)\)-form \( p_{(\delta)} \) representing a class in \( H^0(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}(\delta)) \) and a harmonic \((0, n)\)-form

\[
\nu_{(k-\delta)} = \kappa^{k-\delta} P_{(k-\delta)} \bar{z}_1 \wedge \ldots \wedge d\bar{z}_n \tag{C.12}
\]

representing a class in \( H^n(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}(k - \delta)) \), where \( k \leq -n - 1 \). The product \( p_{(\delta)} \nu_{(k-\delta)} \) is \( \partial \)-closed, but not generally harmonic, and defines a class in \( H^n(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}(k)) \), whose harmonic representative we denote by

\[
\nu_{(k)} = \kappa^k Q_{(k)} \bar{z}_1 \wedge \ldots \wedge d\bar{z}_n . \tag{C.13}
\]
This harmonic representative differs from the original product by an exact piece, so we have an equation of the form

\[ p(\delta) \nu(k-\delta) + \overline{\partial}s = \nu(k), \tag{C.14} \]

where \( s \) is a section of \( \mathcal{O}_{\mathbb{P}^n}(k) \). It turns out, and will be shown below, that the correct ansatz for \( s \) is

\[ s = \kappa^{k-\delta+1}(S^{(1)} dz_2 \wedge \ldots \wedge dz_n - S^{(2)} dz_1 \wedge \ldots \wedge dz_n + \ldots + (-1)^{n-1} S^{(n)} dz_1 \wedge \ldots \wedge dz_{n-1}), \tag{C.15} \]

where the \( S^{(i)} \) are multivariate polynomials of degree \( \delta - 1 \) in \( z_i \) and of degree \( -k + \delta - n \) in \( \bar{z}_i \). Eq. (C.14) can be solved by inserting the various differential forms including the most general polynomials of the appropriate degrees and then matching polynomials coefficients. In this way, given \( p(\delta) \) and \( \nu(k-\delta) \), both \( s \) and \( \nu(k) \) can be determined as we will see below. While this is straightforward in principle, the details are complicated. However, the main result can be stated in a simple way and we would like to do this upfront. It turns out that the polynomial \( \tilde{Q}(k) \) which determines \( \nu(k) \) is given by

\[ \tilde{Q}(k) = c \tilde{p}(\delta) \tilde{P}(k-\delta), \quad \text{where} \quad c = \frac{(-k - 1)!}{(-k + \delta - 1)!}. \tag{C.16} \]

We recall that the tilde denotes the homogenous counterparts of the various polynomials, so all polynomials in the above equation depend on the homogeneous coordinates \( x_\mu \), where \( \mu = 0, 1, \ldots, n \). The polynomial “multiplication” on the RHS of this equation should be carried out by converting the coordinates \( x_\mu \) in \( \tilde{p}(\delta) \) into the partial derivatives \( \partial/\partial \bar{x}_\mu \) which then, in turn, act on \( \tilde{P}(k-\delta) \) which depends on \( \bar{z}_\mu \). Note that this leads to the correct degree required for the polynomial \( \tilde{Q}(k) \). This remarkably simple solution to Eq. (C.14) is the key to converting the calculation of Yukawa couplings into an “algebraic” calculation. From this result, the wedge products of harmonic forms which appears in the Yukawa integral can simple be converted into polynomial multiplication, with the appropriate conversion of coordinates into partial derivatives, as discussed. Although \( s \) is determined by Eq. (C.14), we are unfortunately not aware of a formula for \( s \) as simple as Eq. (C.16).

In order to prove Eq. (C.16), we first note the derivative

\[ \overline{\partial}s = \kappa^{k-\delta+1} \left( \partial_{\bar{z}_1} S^{(1)} + \partial_{\bar{z}_2} S^{(2)} + \ldots + \partial_{\bar{z}_n} S^{(n)} \right) d\bar{z}_1 \wedge \ldots \wedge d\bar{z}_n + \]

\[ (k - \delta + 1)\kappa^{k-\delta} \left( z_1 S^{(1)} + \ldots + z_n S^{(n)} \right) d\bar{z}_1 \wedge \ldots \wedge d\bar{z}_n. \tag{C.17} \]
Inserting this together with Eqs. (C.12) and (C.13) into Eq. (C.14) leads to

\[ pP + \kappa \sum_{i=1}^{n} \partial z_i S^{(i)} - (-k + \delta - 1) \sum_{i=1}^{n} z_i S^{(i)} = \kappa^\delta Q. \]  

(C.18)

Next, we should write out each of the polynomials explicitly. For each \( S^{(i)} \) we have

\[ S^{(i)} = \sum_{\{0 \leq i_1 + \ldots + i_n \leq \delta - 1\}} \sum_{\{0 \leq j_1 + \ldots + j_n \leq -k + \delta - n\}} c_{i_1, \ldots, i_n; j_1, \ldots, j_n}^{(i)} z_1^{i_1} \ldots z_n^{i_n}, \]  

(C.19)

with coefficients \( c_{i_1, \ldots, i_n; j_1, \ldots, j_n}^{(i)} \) such that \( (i_1, \ldots, i_n; j_1, \ldots, j_n) \) represents any index combination satisfying \( 0 \leq i_1 + \ldots + i_n \leq \delta - 1 \) and \( 0 \leq j_1 + \ldots + j_n \leq -k + \delta - n \). Similarly, we can expand the other polynomials

\[ p(\delta) = \sum_{0 \leq i_1 + \ldots + i_n \leq \delta} a_{i_1, \ldots, i_n} z_1^{i_1} \ldots z_n^{i_n}, \]  

(C.20)

\[ P(\delta-k) = \sum_{0 \leq j_1 + \ldots + j_n \leq -k + \delta - n - 1} b_{j_1, \ldots, j_n} z_1^{j_1} \ldots z_n^{j_n}, \]  

(C.21)

\[ Q(k) = \sum_{0 \leq j_1 + \ldots + j_n \leq -k + \delta - n - 1} q_{j_1, \ldots, j_n} z_1^{j_1} \ldots z_n^{j_n}. \]  

(C.22)

A useful polynomial expansion of \( \kappa = 1 + z_1 \bar{z}_1 + \ldots + z_n \bar{z}_n \) is given by

\[ \kappa^\delta = \sum_{0 \leq i_1 + \ldots + i_n \leq \delta} \frac{\delta!}{i_1! \ldots i_n!} (\delta - i_1 - \ldots - i_n)! z_1^{i_1} \ldots z_n^{i_n}. \]  

(C.23)

Now substituting the polynomials from Eq. (C.19)-(C.23) into Eq. (C.18), one can derive the following identity, by extracting the coefficient of the \( z_1^{i_1} \ldots z_n^{i_n} \bar{z}_1^{j_1} \ldots \bar{z}_n^{j_n} \) term

\[ \frac{\delta!}{i_1! \ldots i_n! (\delta - i_1 - \ldots - i_n)!} q_{j_1, \ldots, j_n} = a_{i_1, \ldots, i_n} b_{j_1, \ldots, j_n} + \sum_{s=1}^{n} (l_s + 1) c_{i_1, \ldots, i_s; j_1, \ldots, j_s + 1, \ldots, j_n}^{(s)} + \sum_{s=1}^{n} (k - \delta + 1) l_s c_{i_1, \ldots, i_s - 1, \ldots, i_s; j_1, \ldots, j_n}^{(s)} + \sum_{s=1}^{n} \sum_{r \neq s} (l_s + 1) c_{i_1, \ldots, i_r - 1, \ldots, i_r; j_1, \ldots, j_r - 1, \ldots, j_s + 1, \ldots, j_n}^{(s)} + \sum_{s=1}^{n} \sum_{r \neq s} (l_r + 1) c_{i_1, \ldots, i_s - 1, \ldots, i_s; j_1, \ldots, j_r - 1, \ldots, j_r + 1, \ldots, j_n}^{(s)} \]  

(C.24)

where we have denoted \( l_s = i_s + j_s \), for all \( s = 1, \ldots, n \). Note, however, that Eq. (C.24) is true only if all \( i_s \) are strictly positive and strictly smaller than \( \delta - \sum_{r \neq s} i_r \). For \( i_s = 0 \) the \( c_{i_1, \ldots, i_s-1, \ldots, i_r; j_1, \ldots, j_n}^{(s)} \) term is not present, because the polynomial expansion of \( S^{(s)} \) contains only positive exponents. For \( i_s = \delta - \sum_{r \neq s} i_r \), the term \( c_{i_1, \ldots, i_s; j_1, \ldots, j_r, \ldots, j_n}^{(s)} \)
is missing, because it does not respect the summation rule of Eq. (C.19). However, we can conventionally define all these unwanted $c^{(s)}$ coefficients to be zero, so that Eq. (C.24) is valid for any $i_s \geq 0$.

In order to solve the above set of equations for $q_{j_1...j_n}$, it is useful to define the quantities

$$\beta_{i_1...i_n} = \frac{(-k + \delta - n - 1 - (i_1 + ... + i_n) - (j_1 + ... + j_n))! (i_1 + j_1)! (i_n + j_n)!}{(-k - n - 1 - (j_1 + ... + j_n))! j_1! ... j_n!},$$

which satisfy the following combinatorial identity

$$\sum_{0 \leq i_1 + ... + i_n \leq \delta} \beta_{i_1...i_n} \frac{\delta!}{i_1!...i_n!(\delta - i_1 - ... - i_n)!} = \frac{(-k + \delta - 1)!}{(-k - 1)!}. \quad \text{(C.26)}$$

A proof of this identity can be found at the end of this appendix. Next, we multiply both sides of Eq. (C.24) by $\beta_{i_1...i_n}$ and then sum over all indices $\{i_1,...,i_n\}$ with $0 \leq i_1 + ... + i_n \leq \delta$. This trick removes all coefficients $c^{(s)}$ from our equation, as a result of the identity

$$\sum_{0 \leq i_1 + ... + i_n \leq \delta} \beta_{i_1...i_n} \left( \sum_{s=1}^{n} (l_s + 1)c^{(s)}_{i_1...i_n,l_1,...,l_s+1...l_n} + \sum_{s=1}^{n} (k - \delta + 1 + l_s)c^{(s)}_{i_1...i_s-1...i_n,l_1,...,l_n} \right) = 0. \quad \text{(C.27)}$$

To see this, consider the weight $w$ of an arbitrary coefficient $c^{(n)}_{i_1...i_n,l_1,...,l_s+1...l_n}$ in the above sum, defined as

$$w = (k - \delta + 2 + l_s)\beta_{i_1...i_s+1...i_n} + (l_s + 1)\beta_{i_1...i_n} + (l_s + 1)\sum_{r=1}^{n} \beta_{i_1...i_r+1...i_n}. \quad \text{(C.28)}$$

Starting from the definition of $\beta$ in Eq. (C.25), we notice that

$$(l_s + 1)\beta_{i_1...i_s+1...i_n} = (l_r + 1)\beta_{i_1...i_s+1...i_n}, \quad \forall r \neq s. \quad \text{(C.29)}$$

Therefore, the weight of $c^{(n)}_{i_1...i_n,l_1,...,l_s+1...l_n}$ becomes

$$w = (k - \delta + \sum_{r=1}^{n} l_r + n + 1)\beta_{i_1...i_s+1...i_n} + (l_s + 1)\beta_{i_1...i_n}, \quad \text{(C.30)}$$

which vanishes. Coming back to Eq. (C.24), we multiply with $\beta_{i_1...i_n}$ and sum over all $\{i_1,...,i_n\}$ with $0 \leq i_1 + ... + i_n \leq \delta$. This removes $c^{(i)}$ and leads to an equation
for the coefficients of $Q$, namely

$$q_{j_1...j_n} = \frac{(-k - 1)!}{(-k + \delta - 1)!} \sum_{0 \leq i_1 + ... + i_n \leq \delta} \beta_{i_1...i_n} a_{i_1...i_n} b_{i_1,...,i_n}.$$  \hspace{1cm} (C.31)

We should now compare this result for $Q$, obtained by solving Eq. (C.14), with the proposed solution (C.16). To this end, we convert all relevant polynomials into their homogeneous counterparts and also convert the coordinates in $\tilde{p}(\delta)$ into derivatives. This leads to

$$\tilde{p}(\delta) = \sum_{i_0 + ... + i_n = \delta} a_{i_1...i_n} \left( \frac{\partial}{\partial x_0} \right)^{i_0} \left( \frac{\partial}{\partial x_1} \right)^{i_1} \cdots \left( \frac{\partial}{\partial x_n} \right)^{i_n},$$  \hspace{1cm} (C.32)

$$\tilde{P}(k-\delta) = \sum_{j_0 + ... + j_n = -k + \delta - n - 1} b_{j_1...j_n} x_0^{j_0} x_1^{j_1} \cdots x_n^{j_n},$$  \hspace{1cm} (C.33)

$$\tilde{Q}(k) = \sum_{j_0 + ... + j_n = -k - n - 1} q_{j_1...j_n} x_0^{j_0} x_1^{j_1} \cdots x_n^{j_n}.$$  \hspace{1cm} (C.34)

Inserting this into the RHS of Eq. (C.16) gives

$$\tilde{p}(\delta) \tilde{P}(k-\delta) = \sum_{\{i_0 + ... + i_n = \delta\}} \sum_{\{j_0 + ... + j_n = -k - n - 1\}} \frac{(i_0 + j_0)! (i_1 + j_1)! \cdots (i_n + j_n)!}{j_0! \cdots j_n!} a_{i_1...i_n} b_{(i_1+j_1)...(i_n+j_n)} x_0^{i_0+j_0} x_1^{i_1+j_1} \cdots x_n^{i_n+j_n},$$

\hspace{1cm} (C.35)

and inserting the result (C.31) for the coefficients of $Q$ proves Eq. (C.16).

**Proof of Eq. (C.26):** We start from the $n = 1$ equation

$$\sum_{i=0}^{\delta} \frac{(-k + \delta - 2 - i - j)!(i + j)!}{(-k - j - 2)!j!} \frac{\delta!}{i!(\delta - i)!} = \frac{(-k + \delta - 1)!}{(-k - 1)!},$$  \hspace{1cm} (C.36)

which can be proven by explicit calculation. It is then useful to write the sum for $n > 1$ as

$$\sum_{i_1=0}^{\delta} \sum_{i_2=0}^{\delta-i_1} \sum_{i_3=0}^{\delta-i_1-...-i_n-1} \cdots \sum_{i_n=0}^{\delta-i_1-...-i_{n-1}} \frac{(-k + \delta - n - 1 - \sum_{s=1}^{n} l_s)! l_1! \cdots l_n!}{(-k - n - 1 - \sum_{s=1}^{n} j_s)! j_1! \cdots j_n!} \frac{\delta!}{i_1! \cdots i_n!(\delta - i_1 - \cdots - i_n)!},$$

\hspace{1cm} (C.37)

and to perform the summation step by step, starting from $i_n$ and ending with $i_1$, while using Eq. (C.36) every time. For $i_n$, we use Eq. (C.36) with $\delta_n = \delta - \sum_{s=1}^{n-1} i_s$ instead of $\delta$ and $k_n = k + n - 1 + \sum_{s=1}^{n-1} j_s$ instead of $k$, which leads to
\[
\sum_{i_n=0}^{\delta-i_1-\cdots-i_{n-1}} \frac{(-k + \delta - n - 1 - \sum_{s=1}^{n} l_s)! l_n! \delta!}{(-k - n - 1 - \sum_{s=1}^{n} j_s)! j_n! i_n! (\delta - i_1 - \cdots - i_n)!} = \]
\[
\frac{(-k + \delta - n - \sum_{s=1}^{n-1} l_s)! \delta!}{(-k - n - \sum_{s=1}^{n-1} j_s)! (\delta - \sum_{s=1}^{n-1} j_s)!} \frac{(-k_{n-1} + \delta_{n-1} - 2 - j_{n-1})! \delta!}{(-k_{n-1} - 2 - j_{n-1})! (\delta_{n-1} - i_{n-1})!}. \tag{C.38}
\]

After performing all the sums, we obtain the required result, \(\text{(C.26)}\).
When deriving the Yukawa coupling in the main text, in particular converting Eq. (3.20) into Eq. (3.24) in Chapter 3 and Eq. (4.25) into Eq. (4.26) in Chapter 4, we have neglected the boundary term which arises from the partial integration. In this appendix, we show that this boundary term does indeed vanish for the cases discussed.

Before we get to Yukawa couplings, it might be useful to note that this boundary term can indeed be important for certain integrals of interest. Consider the tetra-quadric in the ambient space $A = \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1$, with the four ambient space Kähler forms $\hat{J}_i$, where $i = 1, 2, 3, 4$, normalised as $\int_{\mathbb{P}^1} \hat{J}_i = 1$ and their restrictions $J_i = \hat{J}_i|_X$ to the tetra-quadric. An object of interest are the triple-intersection numbers of the tetra-quadric, for example

$$d_{123} = \int_X J_1 \wedge J_2 \wedge J_3.$$  \hspace{1cm} (D.1)

It is well-known [38] how to compute these intersection numbers by introducing the two-form $\mu = 2 \sum_{i=1}^4 \hat{J}_i$ and re-writing the above expression as an ambient space integral. This leads to

$$d_{123} = \int_A \hat{J}_1 \wedge \hat{J}_2 \wedge \hat{J}_3 \wedge \mu = 2.$$ \hspace{1cm} (D.2)

This method is applicable since the ambient space version $\hat{J}_1 \wedge \hat{J}_2 \wedge \hat{J}_3$ of the integrand is a closed form. However, alternatively, we may proceed to evaluate the integral (D.1)
by inserting a $\delta$-function, as we did for Eq. (3.20) and, subsequently, using the current identity (3.23). This leads to

$$d_{123} = \frac{1}{2\pi i} \int_A \hat{J}_1 \wedge \hat{J}_2 \wedge \hat{J}_3 \wedge \hat{\partial} \left( \frac{1}{p} \right) \wedge dp = \frac{1}{2\pi i} \int_A \hat{J}_1 \wedge \hat{J}_2 \wedge \hat{J}_3 \wedge \left( \hat{\partial}_{z_4} \left( \frac{1}{p} \right) \right) d\bar{z}_4 \wedge dp .$$

(D.3)

Since the Kähler forms $\hat{J}_i$ are $\bar{\partial}$-closed, integration by parts and neglecting the boundary term leads to $d_{123} = 0$, in contradiction with (D.2). Hence, in this case, the result comes entirely from the boundary term

$$d_{123} = \frac{1}{2\pi i} \int_{\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{C}^4} \hat{J}_1 \wedge \hat{J}_2 \wedge \hat{J}_3 \wedge \frac{dp}{p} .$$

(D.4)

where $\gamma_4$ is a contour with $|z_4| \to \infty$. In this limit, $p \sim z_4^2$ and $p^{-1}dp \sim 2z_4^{-1}dz_4$, which leads to the correct answer $d_{123} = 2$.

For Yukawa integrals, the integrand is typically not a closed form, so the $\delta$-function current should be used to re-write them as ambient space integrals. As the above example indicates, we should be careful about the boundary term.

**D.1 The co-dimension one case**

We start with the ambient space

$$\mathcal{A} = \mathbb{P}^{n_1} \times \mathbb{P}^{n_2} \times \cdots \times \mathbb{P}^{n_m} , \quad \sum_{i=1}^{m} n_i = 4$$

(D.5)

and a Calabi-Yau hypersurface $X \subset \mathcal{A}$ defined as the zero locus of a polynomial $p$ of multi-degree $(n_1 + 1, ..., n_m + 1)$. The relevant integral for the Yukawa couplings, before the integration by parts, reads

$$\lambda(\nu_1, \nu_2, \nu_3) = \int_X \Omega \wedge \nu_1 \wedge \nu_2 \wedge \nu_3 \sim \int_{\mathbb{C}^4} d^4z \wedge \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\nu}_3 \wedge \hat{\partial} \left( \frac{1}{p} \right) ,$$

(D.6)

where $z_1, ..., z_4$ are affine coordinates on a patch $\mathbb{C}^4$ of $\mathcal{A}$. Let us introduce the $(0,3)$-form

$$\hat{\alpha} = \hat{\nu}_1 \wedge \hat{\nu}_2 \wedge \hat{\nu}_3 \in \Omega^3(\mathcal{A}, \mathcal{O}_\mathcal{A}) ,$$

(D.7)

which takes values in the trivial bundle. Further, we define the form $\hat{\beta}$ by

$$\hat{\partial} \hat{\alpha} = p \hat{\beta} .$$

(D.8)

1In this Appendix we ignore various numeric prefactors since they do not matter for our discussion.
Note that $\hat{\beta} \in H^4(\mathcal{A}, \mathcal{O}_\mathcal{A}(-n_1, ..., -n_m - 1)) \cong \mathbb{C}$ and, hence, that $\hat{\beta}$ is uniquely fixed up to an overall constant and an exact form, both of which are irrelevant for the present purposes. A harmonic representative for $\hat{\beta}$ can be written down following the rules in Appendix C (see also Section 3.2.3 for the case $\mathcal{A} = \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1$) and this leads to

$$\hat{\beta} \sim \frac{d^4 \bar{z}}{\kappa_1^{n_1+1} \cdots \kappa_m^{n_m+1}}.$$  \tag{D.9}$$

In order to understand the boundary integral, we need to study the limit when the modulus of one of the coordinates, say $z_1$, goes to infinity. Let us assume that $z_1$ is an affine coordinate of the first projective factor $\mathbb{P}^{n_1}$. Then, for large $|z_1|$, we have

$$\hat{\beta} \sim \frac{d^4 \bar{z}}{z_1^{n_1+1} \bar{z}_1^{n_1+1}}, \quad p\hat{\beta} \sim \frac{d^4 \bar{z}}{\bar{z}_1^{n_1+1}}.$$  \tag{D.10}$$

Let us solve Eq. (D.8) for $\hat{\alpha}$ in this limit. The general solution for $\hat{\alpha}$ is given by $\hat{\alpha} = \hat{\alpha}_0 + \hat{\alpha}_1$, where $\hat{\alpha}_0$ is the general solution to the homogeneous equation $\delta \hat{\alpha} = 0$ and $\hat{\alpha}_1$ is a partial solution to the inhomogeneous equation (D.8). For a four-dimensional ambient space of the form (D.5), we have $H^3(\mathcal{A}, \mathcal{O}_\mathcal{A}) = 0$, and, hence, $\hat{\alpha}_0$ is exact and, therefore, irrelevant for the integral. From Eq. (D.10) we conclude that

$$\hat{\alpha} = \hat{\alpha}_1 = \frac{1}{\bar{z}_1} \hat{\alpha}',$$  \tag{D.11}$$

where $\hat{\alpha}'$ is a $(0, 3)$-form independent of $z_1, \bar{z}_1$ and $d\bar{z}_1$. Note that $\hat{\alpha} \to 0$ for large $|z_1|$. From Eq. (D.6) we find that the boundary term in the limit $|z_1| \to \infty$ behaves as

$$\int_{\mathbb{C}^3 \times \gamma_1} d^4 z \wedge \hat{\alpha} \bigg|_{p \to \infty},$$  \tag{D.12}$$

where $\gamma_1$ is the circle at infinity in the complex plane parameterised by $z_1$. This contour integral is zero since, generically, $p \sim z_1^{n_1+1}$ and $\hat{\alpha} \to 0$ for large $|z_1|$.

### D.2 The co-dimension two case

We will now repeat this discussion for a co-dimension two CICY with ambient space

$$\mathcal{A} = \mathbb{P}^{n_1} \times \mathbb{P}^{n_2} \times \cdots \times \mathbb{P}^{n_m}, \quad \sum_{i=1}^m n_i = 5.$$  \tag{D.13}$$

The CICY $X \subset \mathcal{A}$ is defined as the common zero locus of a pair of polynomials $p = (p_1, p_2)$ with multidegrees $\mathbf{q}_1 = (q_1^1, ..., q_1^{n_1})$ and $\mathbf{q}_2 = (q_2^1, ..., q_2^{n_2})$, satisfying the
Calabi-Yau condition \( q_i + q_2 = n_i + 1 \), for all \( i = 1, ..., m \). Introducing affine coordinates \((z_1, ..., z_5)\) on a patch in \( A \), the formula for the Yukawa coupling can be written as
\[
\lambda \sim \int d^5z \wedge \hat{\alpha} \wedge \bar{\partial}\left(\frac{1}{p_1}\right) \wedge \bar{\partial}\left(\frac{1}{p_2}\right), \tag{D.14}
\]
where \( \hat{\alpha} \) is given by (D.7). Using the results from Section 4.1.2, we obtain
\[
\bar{\partial}\hat{\alpha} = p_1\hat{\beta} = p_1\hat{\beta}^1 + p_2\hat{\beta}^2, \\
\bar{\partial}\hat{\beta}^1 = -p_2\hat{\eta}, \quad \bar{\partial}\hat{\beta}^2 = p_1\hat{\eta}, \tag{D.15}
\]
From Eqs. (D.7), (D.15) it follows that
\[
\hat{\beta}^a \in \Omega^4(A, \mathcal{O}_A(-q_a)), \quad \hat{\eta} \in H^5(A, \mathcal{O}_A(-q_1 - q_2)) = H^5(A, \Lambda^2 N^*) \cong \mathbb{C}. \tag{D.16}
\]
This means that the form \( \hat{\eta} \) is unique up to a multiplicative coefficient and an exact form, both irrelevant in the present context. As in the previous subsection, we can use the results from Appendix C to write down the harmonic representative
\[
\hat{\eta} \sim \frac{d^5z}{\kappa_1^{n_1+1} \cdots \kappa_m^{n_m+1}}. \tag{D.17}
\]
To compute the boundary integrals we need to study the behaviour in the limit when the modulus of one of the affine coordinates, say \( z_1 \), goes to infinity. Let us assume that \( z_1 \) is an affine coordinate of the first projective factor \( \mathbb{P}^{n_1} \). In the large \( |z_1| \) limit we obtain
\[
\hat{\eta} \sim \frac{d^5z}{z_1^{n_1+1} z_1^{n_1+1}}, \quad p_1\hat{\eta} \sim \frac{d^5z}{z_1^{q_1+1} z_1^{n_1+1}}, \quad p_2\hat{\eta} \sim \frac{d^5z}{z_1^{q_1+1} z_1^{n_1+1}}. \tag{D.18}
\]
Using Eq. (D.15), we can now obtain the behaviour of \( \hat{\beta}^a \) and \( \hat{\alpha} \) in the limit of large \( |z_1| \). Their general solution is given by
\[
\hat{\beta}^a = \hat{\beta}^a_0 + \hat{\beta}^a_1, \quad \hat{\alpha} = \hat{\alpha}_0 + \hat{\alpha}_1, \tag{D.19}
\]
where \( \hat{\beta}^a_0, \hat{\alpha}_0 \) are the general solutions to the corresponding homogeneous equations and \( \hat{\beta}^a_1, \hat{\alpha}_1 \) are partial solutions to the inhomogeneous equations. For a 5-dimensional ambient space of the form (D.13), we have \( H^3(A, \mathcal{O}_A) = 0 \) and \( H^4(A, \mathcal{O}_A(-q_0)) = 0 \), so that \( \hat{\alpha}_0 \) and \( \hat{\beta}^a_0 \) are both exact and can be discarded. Solving for \( \hat{\beta}^a_1 \) and \( \hat{\alpha}_1 \) yields
\[
\hat{\beta}^1 = \hat{\beta}^1_1 \sim \frac{d\bar{z}_2 \wedge \cdots \wedge d\bar{z}_5}{\bar{z}_1^{q_1+1}}, \quad \hat{\beta}^2 = \hat{\beta}^2_1 \sim \frac{d\bar{z}_2 \wedge \cdots \wedge d\bar{z}_5}{\bar{z}_1^{q_1+1}}, \\
\hat{\alpha} = \hat{\alpha}_1 = \frac{1}{\bar{z}_1^{n_1}} \hat{\alpha}', \tag{D.20}
\]
where $\hat{\alpha}'$ is a $(0,3)$-form independent of $z_1, \bar{z}_1$ and $d\bar{z}_1$.

Now we have all the ingredients to integrate by parts in (D.14). Doing this once leads to
\[
\lambda \sim \int_{C^5} d^5 z \wedge \hat{\beta}^1 \wedge \partial\left(\frac{1}{p_2}\right) + \text{boundary terms} .
\] (D.21)

We focus on the boundary terms in this expression for $|z_1| \to \infty$ and first note that
\[
\frac{\partial}{\partial z_1} \left(\frac{1}{p_1}\right) d\bar{z}_1 \wedge \partial\left(\frac{1}{p_2}\right) = \frac{\partial}{\partial z_1} \left(\frac{1}{p_1}\right) d\bar{z}_1 \wedge \tilde{\partial}_1\left(\frac{1}{p_2}\right),
\] (D.22)

where $\tilde{\partial}_1$ is the Dolbeault operator with the derivative over $\bar{z}_1$ omitted. Then the boundary term for $|z_1| \to \infty$ turns into
\[
\int_{C^4 \times \gamma_1} d^5 z \wedge \frac{\hat{\alpha}}{p_1} \wedge \tilde{\partial}_1\left(\frac{1}{p_2}\right)_{|z_1| \to \infty} .
\] (D.23)

In the limit of large $|z_1|$, we generically have $p_1 \sim z_1^{q_1} p'_1$, $p_2 \sim z_1^{q_2} p'_2$, where $p'_1, p'_2$ are holomorphic polynomials independent of $z_1$. Inserting this into Eq. (D.23) gives
\[
\int_{C^4 \times \gamma_1} d^5 z \wedge \frac{\hat{\alpha}}{z_1^{n_1+1}} p'_1 \wedge \tilde{\partial}_1\left(\frac{1}{p'_2}\right)_{|z_1| \to \infty} = 0 .
\] (D.24)

This integral is indeed zero, because $n_1 > 0$ and $\hat{\alpha} \to 0$ at infinity.

Finally, we need to perform the second integration by parts in the first term in Eq. (D.21). As before, we focus on the boundary term for $|z_1| \to \infty$, which is given by
\[
\int_{C^4 \times \gamma_1} d^5 z \wedge \frac{\hat{\beta}^1}{p_2} \bigg|_{|z_1| \to \infty} \sim \int_{C^4 \times \gamma_1} d^5 z \wedge \frac{d\bar{z}_2 \wedge \cdots \wedge d\bar{z}_5}{z_1^{n_1+1} \bar{z}_1^{n_1} p'_2} \bigg|_{|z_1| \to \infty} = 0 .
\] (D.25)
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