Giant thermoelectric effects in a proximity-coupled superconductor–ferromagnet device

P Machon¹, M Eschrig² and W Belzig¹

¹ Department of Physics, University of Konstanz, D-78457 Konstanz, Germany
² SEPnet and Hubbard Theory Consortium, Department of Physics, Royal Holloway, University of London, Egham, Surrey TW20 0EX, UK
E-mail: peter.machon@uni-konstanz.de

Received 21 March 2014, revised 6 May 2014
Accepted for publication 21 May 2014
Published 2 July 2014

New Journal of Physics 16 (2014) 073002
doi:10.1088/1367-2630/16/7/073002

Abstract
The usually negligibly small thermoelectric effects in superconducting heterostructures can be boosted dramatically due to the simultaneous effect of spin splitting and spin filtering. Building on an idea of our earlier work (Machon et al 2013 Phys. Rev. Lett. 110 047002), we propose realistic mesoscopic setups to observe thermoelectric effects in superconductor heterostructures with ferromagnetic interfaces or terminals. We focus on the Seebeck effect being a direct measure of the local thermoelectric response and find that a thermopower of the order of ∼250 μV K⁻¹ can be achieved in a transistor-like structure. A measurement of the thermopower can furthermore be used to determine quantitatively the spin-dependent interface parameters that induce the spin splitting. For applications in nanoscale cooling we discuss the figure of merit for which we find values exceeding 1.5 for temperatures ≲1 K.
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Since their discovery at the beginning of the 19th century [1–4], thermoelectric effects have attracted continued attention in physics, as they provide the basis for a large variety of devices used in a multitude of fields in physics and engineering connected with energy management and harvesting. The coupling of thermal and electric transport equations is also a basic concept in
non-equilibrium statistical physics, reflected e.g. in Onsager’s famous reciprocity relations [5]. In the field of quantum transport, a large number of experiments have investigated the thermopower in quantum dots [6–8], Andreev interferometers [9, 10], and single atomic and molecular junctions [11–13]. Thermoelectric effects in mesoscopic systems can often be understood by considering the density of states (DOS). Roughly speaking a thermoelectric response is found if the DOS \( N(e) \) is asymmetric in energy, viz. \( N(e) - N(-e) \neq 0 \) in a range \( k_B T \) (\( k_B \) is the Boltzmann constant and \( T \) the temperature) around the chemical potential.

As consequence, in standard metals, described by Fermi-liquid theory, thermoelectric effects are strongly suppressed at temperatures well below the Fermi temperature, since the single-particle DOS and the scattering rates vary on a much larger energy scale than \( k_B T \). We note that, in contrast, in nanoscale conductors even in the simple Landauer picture of free electrons the transmission function may depend considerably on energy, e.g. in quantum dots or due to interaction effects, and can lead to a sizable thermoelectric effect [14–16]. The same holds for strongly correlated metals with a strong variation of the DOS at the Fermi level and for semiconductors with a Fermi level near the bottom or top of an energy band.

However, with regard to thermoelectric effects in superconductors the situation is less favorable. The most widely used Bardeen–Cooper–Schrieffer (BCS) theory of superconductivity [17] is essentially build on top of a deeply degenerate Fermi gas. This is reflected in the almost perfect electron–hole symmetry in the standard version of the theory, appropriate for conventional low-temperature superconductors, suppressing thermoelectric effects [18, 19]. On the other hand, supercurrents can interfere with thermal currents and generate a thermoelectric voltage in interferometer geometries [18]. Here the effect is essentially related to the temperature dependence of the supercurrent. Later this effect was considered further in mesoscopic Andreev interferometers [20–24] and used to explain partially the experimental findings [9].

During the last decade superconductor–ferromagnet heterostructures have attracted a considerable interest. Driven by the prospect to create, among other perspectives, unconventional triplet pairing [25–30], superconducting spin-valves [31, 32] or to study spin-polarized Andreev reflection [33–37], many aspects of superconductor–ferromagnet heterostructures have been investigated theoretically [38–44] and experimentally [45–61]. However, the field of thermoelectricity has remained largely unexplored.

Recently, we have pointed out the possibility to generate large local and non-local thermoelectric effects [62] in heterostructures of ferromagnets and superconductors by the combined effect of induced spin splitting and spin-polarized transport. The microscopic origin can be traced back to spin-split bands due to an induced exchange field or an external magnetic field. This effect is well known [63] and has first been exploited in [32] to predict an absolute spin-valve in a heterostructure. The broken electron–hole symmetry in each spin channel leads to thermoelectric effects of equal magnitude but opposite sign for each spin direction, resulting in a vanishing effect. The new ingredient [62] is to address the spin-split DOS by spin-polarized contacts, which lift the electron–hole symmetry for the transport coefficients. Hence, according to the symmetry argument, the combined action of a spin-splitting effect and a spin-polarization of the contact creates the possibility to obtain thermoelectric effects in superconductor–ferromagnet heterostructures. We note in passing that the effect of such spin-asymmetries has been seen experimentally [64], but the aspect of thermal currents was not discussed at that time. Further works studied the bulk thermoelectric effect in heavy-fermion superconductors [65] or
related to impurities in superconductors [66–68]. In tunnel junctions a magnetic field or interface-induced spin splitting also results in a thermoelectric effect [69, 70]. Note that the last case requires comparatively large spin splittings, for which the Clogston–Chandrasekhar limit [71, 72] or inhomogenous phases [73, 74] might play an important role.

In the present paper we develop the idea to combine a spin-split DOS in the superconductor with spin-polarized contacts further and study the local thermoelectric effect in experimentally realizable devices of superconductors, ferromagnetic insulators (FI), and normal metals. We consider two cases. First we study a simple two-terminal setup where the thermopower is expected to be rather small, since energy currents into the superconductor are only carried by the mostly unpolarized quasiparticles above the gap. Second we discuss an effective two-terminal device, where the energy current is dissipated through a second normal metal terminal and the superconductor is only used to change the spectral properties in the contact region via the proximity effect. To quantify the thermoelectric response we study the Seebeck coefficient $S$ and find values up to $250 \mu V K^{-1}$ for realistic parameters, which is about two orders of magnitude higher compared with typical values predicted in this field [81].

In the context of thermoelectric effects, another interesting point to discuss is the thermoelectric figure of merit (or ‘$ZT$’) [82], giving a measure of the efficiency of refrigerating devices and generators based on thermoelectric effects. As we show below we achieve values of 1.8, which might be interesting for low temperature nano refrigeration, while typical values found in this temperature range so far are below 0.25 [81].

1. The model

The circuit diagram and a sketch of the experimental realization we propose is depicted in figure 1. The two-terminal case consists of a node (the yellow circle in the center of figure 1(c) denoted ‘c’, and the yellow layer in contact with the superconductor in each of the figures 1(a) and (b)) tunnel-coupled to a superconductor (boundary conductance $G_S$) and to a normal metal via a spin-polarized interface (boundary conductance $G_I$), e.g. a thin layer of a FI, or, alternatively, via a tunnel contact with a ferromagnetic metal. The role of the node is to harbor the non-equilibrium distribution of quasiparticles as well as the proximity induced superconducting correlations. Its distribution functions and spectral functions will be determined self-consistently by the procedure described below. It is also the place where the spin-polarization of the pair amplitudes takes place via the spin-dependent reflection phases at the ferromagnetic interfaces.

In the effective two-terminal case two normal (or ferromagnetic) conductors are coupled to the node ‘c’ in addition to the superconductor. We call this the ‘effective two-terminal case’ since only the two normal leads need to be electrically contacted and the superconductor is only used to induce superconducting correlations in the middle normal node. Hence, the setup is similar to a transistor with the normal leads being the source and the drain electrodes. The basis is formed by the superconductor, which induces a proximity pair amplitude into the node modifying the spectral properties in a way to generate a thermoelectric effect. The leakage of coherence in the node is described by an inherent dwell time related to the inverse of the contact’s Thouless energy $\varepsilon_{\text{Th}}$. 
The spin-polarized contacts are quantified by a conductance parameter $G_{\uparrow \downarrow} = (1/2)(G_{\uparrow} - G_{\downarrow})$, where $G_{\uparrow (\downarrow)}$ is the conductance for spin-up (spin-down) particles (the quantization axis in the contact is given by its interface magnetic moment), and $G = G_{\uparrow} + G_{\downarrow}$. The spin-polarized interfaces are described by complex transmission and reflection amplitudes, which are spin-dependent. This necessarily leads to the appearance of spin-dependent scattering phases, also called spin-mixing angles [25]. The importance of these spin-mixing phases for singlet–triplet conversion in superconductor–ferromagnet heterostructures gives rise to a mechanism for transport through ferromagnets with strong exchange splitting of their bands [29]. The necessity to include these effects into quasiclassical theory led to recent formulations of new sets of boundary conditions for the Eilenberger equation [75] and the Usadel equation [62, 76]. An alternative way to arrive at analogous boundary conditions is to introduce a ferromagnetic layer close to the boundary [77]. The spin-dependent phase shifts are the crucial input for obtaining the new type of thermoelectric effects discussed in [62].

The spin-dependent scattering phases at the interface give rise to an induced exchange field in the node which is proximity coupled to the superconductor. This effect is quantified by a conductance parameter $G^\phi$, arising from spin-dependent phase shifts in the reflection amplitudes at the ferromagnetic contacts of the node. For a relation of the conductance

![Figure 1](https://www.newjournals.org/newjphys/16/073002/f1.png)

Figure 1. (a), (b) show sketches of possible devices to measure the mesoscopic thermopower we predict. The yellow layers are normal metals (N) and the green substrate is the superconductor with gap $\Delta$. The spin-dependent effects are induced by a thin ferromagnetic insulator (FI) film shown in blue. The contact between the superconductor and the central normal layer (c) is shown in gray and assumed to be spin inactive. To measure the two-terminal effects, the simple layered structure (a) suffices and only the upper normal layer and the superconducting substrate have to be contacted. In (b) an effective two-terminal setup is suggested, where the two normal layers have to be contacted and the superconductor only induces the superconducting correlations but does not need to carry electric current. (c) shows the circuit diagram used to model the setups (a) and (b). The colors are chosen in correspondence to (a) and (b). The normal layer between the superconductor and the ferromagnetic insulating layers is denoted by $c$ and will be called ‘node’ in the main text. The normal N-terminals with FI interfaces could be replaced by ferromagnetic terminals as well, since we choose all energy scales to be small enough, that solely interface effects contribute to the resulting currents. The two-terminal situation is achieved for e.g. $G_2 = G^\phi_2 = G^p_2 = 0$. 
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parameters to the microscopic interface properties, see [62]. Note that the description in terms of
the quantum circuit theory [78, 79] is very general as only the topology of the circuit enters. For
example the magnetic exchange field can be induced on the superconducting side in the form of
a thin magnetic insulator, a homogeneous (but weak) exchange field in the node or in the
terminal, or it can be an externally applied field which does not exceed the critical field of the
superconductor (the latter statement was explicitly confirmed in a recent publication [70]).
Furthermore, it is easily possible to study more general contacts using generalized boundary
conditions for Usadel equations [62], or to exploit similar effects for the case of ballistic hybrid
structures [62, 80]. Hence, the suggested experimental setup is only one possible realization.

2. Spin-dependent quasiclassical theory in the dirty limit

Here we will give a more detailed description of our calculations. In the stationary case the non-
equilibrium Keldysh Green function in Fourier presentation \( \tilde{G}(\vec{r}, \vec{r}', \epsilon) = \int dt/\hbar \tilde{G}(\vec{r}, \vec{r}', t - t') \)
\( \exp(i\epsilon(t - t')/\hbar) \) reads:

\[
\tilde{G}(\vec{r}, \vec{r}', \epsilon) = \begin{pmatrix}
\tilde{G}^R(\vec{r}, \vec{r}', \epsilon) & \tilde{G}^K(\vec{r}, \vec{r}', \epsilon) \\
0 & \tilde{G}^A(\vec{r}, \vec{r}', \epsilon)
\end{pmatrix},
\]

(1)

with

\[
\tilde{G}^{R/A}(\vec{r}, \vec{r}', t - t') = \mp i\theta \left( \pm (t - t') \right) \left\{ \tilde{\Psi}(t, \vec{r}), \tilde{\Psi}^d(t', \vec{r}') \right\}
\]

(2)

\[
\tilde{G}^K(\vec{r}, \vec{r}', t - t') = - i \left\{ \tilde{\Psi}(t, \vec{r}), \tilde{\Psi}^d(t', \vec{r}') \right\}.
\]

(3)

Here R/A/K labels the retarded, advanced, and Keldysh part respectively. We choose the spinor
basis

\[
\tilde{\Psi}^d(t, \vec{r}) = \begin{pmatrix} \tilde{\Psi}^d_1(t, \vec{r}) \\
\tilde{\Psi}^d_2(t, \vec{r}) \end{pmatrix},
\]

(4)

In the following, \( \vec{\sigma} \) and \( \tilde{\sigma}_0 \) denote the vector of Pauli matrices and the unit matrix
in spin space, respectively, and \( \tilde{\sigma}_z \) denotes the third Pauli matrix in Nambu space. In this basis the
quasiclassical isotropic Green functions [83] of a bulk BCS superconductor (S), and a
ferromagnet/normal metal (F/N) are given by (\( \delta > 0, \delta \to 0 \))

\[
\tilde{G}^{R/A}_S(\epsilon) = \pm \text{sign}(\epsilon) \frac{1}{\sqrt{\epsilon^2 - \delta^2}} \begin{pmatrix} \epsilon + i\delta & \Delta \\
\Delta^* & -(\epsilon + i\delta) \end{pmatrix} \otimes \tilde{\sigma}_0,
\]

(5)

\[
\tilde{G}^{R/A}_N(\epsilon) = \tilde{G}^{R/A}_F(\epsilon) = \pm \tilde{\sigma}_z \otimes \tilde{\sigma}_0.
\]

(6)

Here, \( \Delta \) is the superconducting order parameter. Note that the retarded and advanced
quasiclassical Green functions for ferromagnets and normal metals are equal. The exchange
splitting enters in the former case via spin-dependent DOS and diffusion constants, and it enters
the boundary condition via spin-dependent phase shifts and interface polarization effects.
Following, e.g. [84], the Keldysh component can be written as
\[ \tilde{G}_K^\epsilon (\epsilon) = \tilde{G}_R^\epsilon (\epsilon) \tilde{h} (\epsilon) - \tilde{h} (\epsilon) \tilde{G}_A^\epsilon (\epsilon), \]  \tag{7}

with the distribution matrix (the electrochemical potential of each terminal is measured from the electrochemical potential of the superconductor, with the difference defining the voltage \( V \))

\[ \tilde{h} (\epsilon) = \begin{pmatrix} \tanh \frac{\epsilon - eV}{2T} & 0 \\ 0 & \tanh \frac{\epsilon + eV}{2T} \end{pmatrix} \otimes \delta_0. \]  \tag{8}

Here we have set \( k_B = \hbar = 1 \) and the electric charge to \( e = -|e| \).

We describe the systems shown in figure 1 in the discretized version of a quantum circuit theory \([78, 85]\). The system is divided into terminals, nodes, and connectors. Within a node the Green function \( \tilde{G}_c \) obeys the normalization condition \( \tilde{G}_c^2 = 1 \) and is determined by the boundary conditions in the form of a matrix current conservation, where the form of the matrix current depends on the type of connector. We use the boundary conditions derived in \([62]\), which are valid for arbitrary spin polarizations \( \mathcal{P}_n \) for each channel \( n \) with the average transmission probability \( \mathcal{T}_n \). The boundary condition depends on the magnetization direction unit vector \( \vec{m} \) of the interface, the ferromagnet, or of an external field. It enters the equations below via the matrix \( \kappa = \tilde{\kappa} \otimes (\vec{m} \vec{\sigma}) \). In linear order in \( \mathcal{T}_n \) the matrix current between terminals and/or nodes, labeled \( j \) and \( k \), on the side \( k \) of the contact is written explicitly as

\[ \tilde{I}_{j,k} (\epsilon) = \frac{1}{2} \left[ G^0 \tilde{G}_j (\epsilon) + G^p \{ \tilde{\kappa}, \tilde{G}_j (\epsilon) \} + G^i \tilde{\kappa} \tilde{G}_j (\epsilon) \tilde{\kappa} - i G^\phi \tilde{\kappa}, \tilde{G}_k (\epsilon) \right], \]  \tag{9}

with \( \tilde{G}_j (\epsilon) \) denoting the Green functions on either side of the connector. We introduced the conductance parameters

\[ G^0 = \frac{e^2}{\hbar} \sum_n \mathcal{T}_n \left( 1 + \sqrt{1 - \mathcal{P}_n^2} \right), \]  \tag{10}

\[ G^i = \frac{e^2}{\hbar} \sum_n \mathcal{T}_n \left( 1 - \sqrt{1 - \mathcal{P}_n^2} \right), \]  \tag{11}

\[ G^p = \frac{e^2}{\hbar} \sum_n \mathcal{T}_n \mathcal{P}_n, \]  \tag{12}

\[ G^\phi = \frac{2e^2}{\hbar} \sum_n \delta \phi_n^k. \]  \tag{13}

Here the spin mixing angles \( \delta \phi_n^k \) originate from the reflection amplitudes on the \( k \)-side of the interface. For the setup in figure 1(c) the indices \( j \) and \( k \) are replaced by a terminal \( j \in \{ S, 1, 2 \} \) and the node \( c \), respectively.

For the connector between the superconductor and the node, \( G^i = G^p = G^\phi = 0 \) and \( G^0 = 2 \left( e^2/\hbar \right) \sum \mathcal{T}_n \) (the sum is over the number of channels between the superconductor and the node). Thus, the corresponding boundary condition reads...
\[ \tilde{I}_{s,c}(\epsilon) = \frac{G_s}{2} \left[ \tilde{G}_s(\epsilon), \tilde{G}_c(\epsilon) \right]. \]  

(14)

with \( G_s = G_s^0 \) is just the standard conductance of the contact to the superconductor. Here, and in the following we assign to the boundary conductance parameters for the connector between terminal \( j \) and the node \( c \) for simplicity the index \( j \) (remembering that it is always the interface with the node that is considered).

For the ferromagnetic contacts we have \( \left[ \tilde{G}_j, \tilde{k}_j \right] = 0 \). Thus the terms with \( G^0 \) and \( G^1 \) can be combined into one term with the usual conductance \( G = G^0 + G^1 = 2 \left( e^2/h \right) \sum_n \mathcal{T}_n \). The simplified boundary condition reads for \( j = 1, 2 \):

\[ \tilde{I}_{j,c}(\epsilon) = \frac{1}{2} \left[ G_j \tilde{G}_j(\epsilon) + 2 G_j^p \tilde{k}_j(\epsilon) - i G_j^p \tilde{k}_j(\epsilon), \tilde{G}_c(\epsilon) \right]. \]  

(15)

In the following we will drop for notational simplicity the subscript ‘\( c \)’ in \( \phi_c \), remembering that this spin-mixing parameter refers to the node side of the connector (\( j, c \)). Interestingly, the \( G_j^p \) term can be large compared to \( G_j^0 \) and \( G_j^i \) since channels with \( \mathcal{T}_n = 0 \) contribute due to spin-dependent reflection phases. On the other hand the \( G_j^0 \) term is limited, since \( G_j^p = (1/2) \left( G_{j_1} - G_{j_1} \right) = P_j G_j/2 \) with the polarization \( P_j = \left( G_{j_1} - G_{j_1} \right) \left( G_{j_1} + G_{j_1} \right) \), and thus \( P_j \in [-1, 1] \).

The loss of superconducting correlations in the node region is described by a virtual leakage terminal,

\[ \tilde{I}_{\text{Leak}}(\epsilon) = - G_s \frac{i e}{2 \epsilon_{\text{Th}}} \left[ \tilde{\xi} \otimes \sigma_{\text{np}}, \tilde{G}_c(\epsilon) \right]. \]  

(16)

with the Thouless energy \( \epsilon_{\text{Th}} \). The Thouless energy for our geometry (thin layer, \( G_s \gg G_{1,2} \)) is defined as \( \epsilon_{\text{Th}} = d \ G_s \ h/e^2 \), where \( d \) is the average energy level spacing in the node, and \( G_s \) the conductance of the interface between the node and the superconductor.

The Greens function of the contact region, \( \tilde{G}_c \), is determined by the matrix current conservation \[79\]

\[ \tilde{I}_{\text{Leak}}(\epsilon) + \sum_{j \in \{1,2\}} \tilde{I}_{j,c}(\epsilon) = 0, \]  

(17)

which can be written in the form \[ \tilde{M}, \tilde{G} \] = 0. We solve this equation by diagonalizing \( \tilde{M} \) via \( \tilde{M} = \tilde{U} \text{diag} \left( \tilde{M} \right) \tilde{U}^{-1} \) and then calculate \( \tilde{G}_c = \tilde{U} \text{ sign} \left[ \text{Re diag} \left( \tilde{M} \right) \right] \tilde{U}^{-1} \). This ensures that \( \tilde{G}_c^2 = \tilde{1} \), and that the eigenvalues \( \pm 1 \) of \( \tilde{G}_c \) are continuously connected to those of the normal state solution (equations (6) and (7)).

Knowing \( \tilde{G}_c \) we calculate all matrix currents \( \tilde{I}_{j,c} \). The charge (\( I^q \)) and energy currents (\( I^e \)) are now obtained from the Keldysh component of the matrix current \[86\]:
\[
\int \tau \sigma \epsilon \epsilon = \gamma \otimes \gamma \gamma
\]
\[
\begin{bmatrix}
\end{bmatrix}
\]

\[
I_i = \frac{1}{8e} \int \text{Tr} \left[ (\tilde{\epsilon} \otimes \tilde{\sigma}_0) \tilde{I}_{j,c}^{K} (\epsilon) \right] d\epsilon,
\]  \hspace{1cm} (18)

\[
I_j = \frac{1}{8e^2} \int \epsilon \text{Tr} \left[ \tilde{I}_{j,c}^{K} (\epsilon) \right] d\epsilon.
\]  \hspace{1cm} (19)

The DOS in the contact region is obtained from the retarded Green function \( \tilde{G}_c^R \) like

\[
N(\epsilon) = \frac{1}{4} \Re \text{Tr} \left[ (\tilde{\epsilon} \otimes \tilde{\sigma}_0) \tilde{G}_c^R (\epsilon) \right].
\]  \hspace{1cm} (20)

### 3. Thermopower

To keep things simple, in the following we will consider the linear response coefficients only. With Einstein summation convention the corresponding currents are \( (i, j \in [1, n]) \), with the number of normal terminals \( n = 1, 2 \)

\[
\begin{pmatrix}
I_i^a \\
I_j^a
\end{pmatrix} = \begin{pmatrix}
L_{ij}^{qV} & L_{ij}^{qT} \\
L_{ij}^{eV} & L_{ij}^{eT}
\end{pmatrix} \begin{pmatrix}
eV_j \\
\Delta T_j/T
\end{pmatrix}.
\]  \hspace{1cm} (21)

Here \( \Delta T_j = T_j - T \) and \( eV_j \) are the temperature and the electrochemical potential differences measured relative to the temperature \( T \) and the electrochemical potential of the superconductor, respectively. Note that the Onsager relation [5] is satisfied since the conduction matrix is fully symmetric [62].
The thermoelectric effects in our setups can be qualitatively understood from the spin-dependent density of states (SDOS). In figure 2(a) we plot the SDOS in the node, for the two-terminal case. The plot shows the total DOS with colors encoding the spin polarization from red (100% spin down) to green (100% spin up). Without spin active interface ($G^\phi = 0$) we observe a peak at the superconducting gap $\Delta = \Delta(T)$ and another, broader peak defining the so-called minigap, which is at $\sim 0.5\Delta$ for $\varepsilon_{\text{th}} \ll \Delta$. This is also shown in the lowest panel of figure 2(b). Here all curves are normalized to the normal state DOS. Note that the position of the minigap matches the Thouless energy for $\varepsilon_{\text{th}} \ll \Delta$ and equals $\Delta$ for $\varepsilon_{\text{th}} \gg \Delta$.

The effect of the spin-active interface parameter $G^\phi$ is to spin-split the subgap states similarly as in the presence of a Zeeman interaction or an exchange field. As can be seen in figure 2(a) for increasing $G^\phi$ the spin-dependent minigaps shift in opposite directions in energy for the two spin species. Thus, with increasing spin mixing the minigap in the total DOS shrinks, resulting in two bands of almost fully spin-polarized states (the green and red regions in figure 2(a)). These plateaus are formed by the continuum of one spin species inside the minigap of the other one. As we can see they are bound by one (and above the critical value $G^\phi$ where the minigap closes by two) peak(s) with opposite spin-polarization. At $G^\phi = \Delta/\varepsilon_{\text{th}}$ the peaks beyond the plateau cross the $\Delta$ peak as can be seen also in the middle panel of figure 2(b). For higher values of $G^\phi$ the spin-polarized bands shrink as the peaks enclosing the minigap within the superconducting gap asymptotically approach the peak at $\Delta$. A similar picture of the DOS and of the SDOS for the case with three terminals has been discussed in [62]. Thus, $G^\phi \neq 0$ leaves the total DOS symmetric but breaks electron–hole symmetry for each spin direction. As we show below combining this with spin-dependent tunneling (i.e $G^P \neq 0$) results in a finite thermoelectric effect, i.e. a non-zero $L^qT$.

In the case of a pure two-terminal device, equation (21) describes the total current through the junction. Therefore we define the thermopower in this case as $S = -V/\Delta T = (1/\varepsilon_{\text{th}}) L^q_{11}/L^q_{11}^V$ using the usual open circuit boundary condition $I^q = 0$. In the effective two-terminal case we assume that only the two normal leads (see figure 1) are contacted and the superconductor is used to induce proximity amplitudes in the normal conducting node. This already results in the condition $I^q_{11} = -I^q_{22}$ for the charge current.

Motivated by recent experiments [87] we will assume a temperature difference ($\Delta T_i$ where $i \in \{1, 2\}$ labels the side) on one side of the junction. The resulting thermopower over the whole structure can be divided in two contribution, defined as ($V = V_1 - V_2$):

$$S_i = (-1)^i \frac{V}{\Delta T_i} \bigg|_{q^V = 0} = (-1)^i \frac{1}{T} \frac{L^q_{11} (L^q_{11} + L^q_{12})}{L^q_{11} L^q_{22} - (L^q_{12})^2}.$$

Here we have again used the open circuit boundary conditions $I^q_{11} = I^q_{22} = 0$. The two contributions $S_1$ and $S_2$ are generally not equal since they depend on the magnetization strength and directions as well as on the tunneling conductance of both interfaces. We assume here for simplicity that both contacts to terminal 1 and 2 are characterized by the same parameters ($G^P = G^P = G^P$, $G^\phi = G^\phi = G^\phi$, $\tilde{\kappa}_1 = \tilde{\kappa}_2$, and $G_1 = G_2$). For this choice the Onsager matrix in equation (21) has more symmetries than dictated by the Onsager symmetry alone (e.g. $L^q_{21} = L^q_{12}$ and $L^q_{21} = L^q_{12}$). As consequence we obtain $S = S_1 = S_2$. 

New J. Phys. 16 (2014) 073002 P Machon et al
In Figure 3 we show the dependence of the thermopower on the polarization of the interface $G_P$ and the spin-mixing effect $\phi_G$. In (a) we choose $G_1 = 0.1 G_s$ and in (b) both contacts are chosen to be equal at the ratio $G_{1/2} = 0.01 G_s$. The other parameters are $\epsilon_{th} = 2\Delta_0$ and $T = 0.5 T_c$ in panel (a) and $\epsilon_{th} = \Delta_0$ and $T = 0.2 T_c$ in panel (b).

In figure 3 we show the dependence of the thermopower on the polarization of the interface $G_P$ and the spin-mixing effect $\phi_G$ for both considered setups. We have chosen slightly different parameters in both plots to obtain the maximal Seebeck coefficient in each case. For the two-terminal case (figure 3(a)) we observe a strong increase of the thermopower for large polarizations, while the thermopower in the effective two-terminal (figure 3(b)) case depends linear on $G_P$. This is expected since in the two-terminal case only quasiparticles above the superconducting gap can contribute to an energy current into the superconductor. Hence, for low temperatures the non-zero coefficients $L^{\text{tr}} = L^{\text{tr}}$ in the two terminal case are solely due to the small fraction of excitations above the superconducting gap. On the other hand $L^{\text{tr}}$ is mainly the Andreev conductance, which is predominantly due to transport at energies below the superconducting gap. For a large interface polarization Andreev processes are strongly suppressed, leading to an increase of the thermopower. The maximal Seebeck coefficient is reached roughly at $G^{\phi}/G_s = \Delta/\epsilon_{th}$ as can be seen even better in figure 4(a). This is understood from figure 2, since this corresponds to the point when the outer subgap peak (dispersing from the peaks defining the minigap at $G^{\phi} = 0$ towards the superconducting gap edges) in the DOS crosses the peak at the superconducting gap $\Delta$ and hence contributes to thermal transport into the superconductor. In the limit of large Thouless energies $\epsilon_{th} \gg \Delta$ the unpolarized minigap at $G^{\phi} = 0$ merges with the superconducting gap and thus also results in a vanishing Seebeck coefficient.

The Seebeck coefficients in figures 3(b) and 4(b) are generally larger than in the pure two-terminal case. The reason is another mechanism that creates the thermoelectric response. In the pure two-terminal case only quasiparticles above the superconducting gap contributed to the thermopower. In the effective two-terminal case, when both leads are normal, also subgap states can contribute to the thermal transport. The main contribution comes from the strong energy asymmetry in the almost fully spin-polarized bands (red and green regions in figure 2).
the thermopower is carried by a rather broad spin-polarized energy band, which is driven by the quasiparticles in the most important energy range $k_B T$. This is one of our main results and justifies to study the more complicated lateral structure which has to be used for the effective two-terminal geometry.

Now the different signs of the dominating peak in the Seebeck coefficient between the two-terminal and the effective two-terminal cases becomes clear. If one e.g. considers only the upper half (positive $\phi_G$) in figure 2, the main asymmetry in spin is created from the plateaus which are formed by spin-up particles (green) for positive energies and spin-down particles (red) for negative energies. But in the pure two terminal case only quasiparticles contribute with $|\epsilon| > |\Delta|$. Their spin is the opposite (down for positive and up for negative energies) compared to the once forming the plateau. Hence, for equal polarization the thermoelectric coefficients have a different sign in the two cases. In the same way the sign of the second small peak in the $\phi_G$ dependence of figure 3(b) is understood: in the DOS in figure 2 at $\epsilon = 0.2 \Delta$ (which roughly matches the relevant energy range at $0.2 T_c$) one sees for increasing $G^\phi$ that the DOS first is unpolarized, reaches a rather broad spin-up plateau, then a small spin-down peak, and finally for $\epsilon \gg \Delta$ both spin directions become equal again. This exactly matches the first large peak and a second very small peak with opposite sign. In figure 4(b) the thermopower for a fixed polarization is shown. The maximum is found roughly at $\epsilon_{Th} = 0.5 \Delta$ and $G^\phi = 0.25 G_s$. Here the plateau in the SDOS becomes maximal. We considered $T = 0.2 T_c$ since higher temperatures lead to an increasing contribution of the quasiparticles above the minigap which produce a thermoelectric effect with opposite sign with respect to the contribution from the plateau, and hence reduce the total effect. Note that only in the two-terminal case the thermopower vanishes for $\epsilon_{Th} \to \infty$, whereas the spin-polarized plateaus in the effective two-terminal case remain. This is in agreement with the statement of a vanishing local thermopower for two terminals in the clean limit [62].
4. Figure of merit

The commonly used definition of the figure of merit is $ZT = GS^2T/\kappa$ with the conductance $G$ and the thermal conductance for zero electric current, viz. $\kappa = \kappa_0 - GS^2T$ (that includes the thermoelectric part $GS^2T$). Formally $\kappa$ can be defined from $I^e = \kappa \Delta T|_{I=0}$, whereas $\kappa_0$ is defined through $I^e = \kappa_0 \Delta T|_{I=0}$. Here, the thermal conductance refers to the electronic contribution only (the phononic contribution is unimportant for our discussions).

In the two terminal case we have $G = eL_{q1}^V$, $\kappa_0 = L_{q1}^{\epsilon T}$ and the definition of $S$ given in the previous section. Then we can express the figure of merit through the linear response coefficients as

$$ZT = \frac{\left(L_{q1}^{\epsilon T}\right)^2}{L_{q1}^V L_{q1}^{\epsilon T} - \left(L_{q1}^{\epsilon V}\right)^2}.$$  

Due to the second law of thermodynamics, the conduction matrix in equation (21) is positive definite [5, 88]. Accordingly, the figure of merit takes values between zero and infinity where infinity corresponds to Carnot efficiency.

In the effective two-terminal system we use the same conditions as in the previous section. From the condition that the superconductor is electrically isolated we obtain the conductance for the whole junction as

$$G = \frac{I^q_1}{V} = \frac{L_{q1}^V L_{22}^V - \left(L_{12}^{\epsilon V}\right)^2}{L_{11}^V + 2L_{12}^V + L_{22}^V}.$$  

Now we assume a temperature difference $\Delta T \neq 0$ and hence use the definition $S_i$ for the thermopower. Since the leakage of heat current to the superconductor and the substrate cannot be controlled easily (even though the superconductor is a good thermal insulator at low temperatures) we would like to avoid definition requiring a control of thermal currents. Therefore the choice of the thermal conductance is not unique. The energy currents at zero charge current in the normal terminals can be expressed in terms of the previously defined thermopowers like

$$I^e = \kappa_i \Delta T_i = (-1)^i \left(GS_i S_i T - \kappa_0\right) \Delta T_i.$$  

Here we defined

$$\kappa_0 = \frac{(-1)^i}{T} \left\{ \frac{\left(L_{21}^{\epsilon T} + L_{22}^{\epsilon T}\right) \left(L_{11}^{\epsilon T} + L_{21}^{\epsilon T}\right)}{L_{11}^V + 2L_{12}^V + L_{22}^V} - L_{11}^{\epsilon T} \right\}.$$  

One possible choice is to define $\kappa$ via $I^e = I^e_1 = \kappa \Delta T_i$, which is very much in the sense of the mentioned experiment [87]. This results in the figure of merit

$$ZT = \frac{GS_i^2 T}{\kappa_0 - GS_i S_i T}.$$  

Another reasonable choice is $I^e = (I^e_1 - I^e_2)/2 = \kappa \Delta T_i$ which accounts for the energy current which is flowing from terminal 1 to terminal 2. In this case the figure of merit is given by
Since we have symmetric contacts, in our case $\kappa_0$ and $\kappa_2$ differ only in the parameter $\epsilon_{\text{Li}}$. In the following we choose the first definition (27) for all plots. Figure 5 shows the figure of merit of both setups depending on the strength of the spin-mixing parameter and the Thouless energy. Not surprisingly, the figure of merit reaches its maximum for roughly the same parameters as the thermopower (compare to figure 4). In the two terminal case the maximum appears in figure 5 for relatively large Thouless energies (i.e. $\epsilon_{\text{th}} \sim \Delta$). The reason is that the peaks defining the minigap for this case are shifted close to the superconducting gap $\Delta$ and therefore small values of $G^\phi$ can already shift a considerable part of the spin-polarized peak to energies larger than the superconducting gap (see figure 2). Consequently for lowering the Thouless energy the peaks defining the minigap are shifted towards zero energy and correspondingly larger spin splitting is required to maximize $ZT$.

Overall, we note that the maximal $ZT$ in our two terminal setup is $\lesssim 0.05$ and therefore comparatively low.

In the view of thermoelectric figure of merit, the effective two-terminal case is much more interesting. Here a peak in $ZT$ appears with its height reaching and even exceeding 1.5 (see figure 5(b)). This maximum is achieved at the same parameters for which the thermopower is also maximal. An important parameter to optimize $ZT$ is the coupling strength $G_{1/2}/G_S$, since weaker coupling of the normal metals leads to sharper peaks and more pronounced gaps in the DOS. It is generally known [89] that the combination of a narrow distribution functions and a high amount of charge and energy carriers in the peaked region of the DOS leads to high efficiencies. Therefore we have chosen rather weakly coupled normal leads. We can achieve much higher values of $ZT$ than in the two terminal case since all the highly polarized subgap

$$ZT = \frac{GS^2_i T}{(\kappa_{01} + \kappa_{02})/2 - GS_i T(S_1 + S_2)/2}.$$  

(28)
DOS contributes to the current. The optimal values of Thouless energy and spin mixing are explained by the fact that they on one hand maximize the width of the spin polarized energy bands in the DOS of the node and on the other hand shift them into the optimal energy window $k_{\text{TB}}$. It is interesting to note that even for very small nodes, i.e. large Thouless energy a sizable figure of merit remains. In this limit the relevant energy for the spin splitting is given by the superconducting gap $\Delta$.

5. Temperature dependence

Following the argumentation of section 3 we expect a strong temperature dependence of the response parameters. In figure 6 we plot the temperature dependence of the independent conductances ($G$, $\kappa_0$), the local thermopower, and the figure of merit in the two terminal case. Figures 6(a) and (d) show the usual electrical and thermal conductances. Both decrease with
lowering the temperature, but due to the Andreev contribution the electrical conductance
\( G = L_{11}^{\text{eff}} \) remains finite at very low temperatures. With increasing the coupling \( G_1 \) to the normal leads the Andreev conductance increases. The thermopower \( (S) \) and the figure of merit \( (ZT) \) have a non-monotonic temperature dependence, as shown in figures 6(b) and (c), respectively. They obviously vanish in the low temperature limit as well as above the critical temperature \( T_c \). To increase the maximal thermopower it is favorable to choose a small coupling \( G_1 \) to the normal terminal. Physically this can be understood, since a stronger coupling \( G_1 \) leads to a smearing of the sharp features in the spin-resolved densities of states and, hence, to a reduction of the effective spin-polarization, which is responsible for the thermoelectric effect in our device. The maximum of \( L_{11}^{\text{eff}} \) (not shown) is roughly at a temperature when \( \Delta \sim T \) matches the minigap. For our parameter set this is achieved at \( T \sim 0.7 T_c \). But the maximum of \( S \) is reached below since the conductance is rising for higher temperatures.

In figure 7 we plot the temperature dependent thermoelectric response coefficients, the effective conductance parameters \( (G, \kappa_{02}) \) and the thermoelectric figure of merit in the effective two terminal geometry. We observe that the conductance is much less suppressed than in the

\[ G_{1/2}/G_S = \begin{cases} 0.01 & \text{blue} \\ 0.1 & \text{red} \\ 1 & \text{black} \end{cases} \]

\[ \begin{array}{c}
G \\frac{G}{G(T_c)} \\
0.2 & 0.4 & 0.6 & 0.8 & 1
\end{array} \]

\[ S = \frac{\mu V}{K} \]

\[ ZT \]

\[ T/T_c \]

\[ \begin{array}{c}
ZT \\
0.2 & 0.4 & 0.6 & 0.8 & 1
\end{array} \]

\[ \begin{array}{c}
\frac{\kappa_{02}}{\kappa_{02}(T_c)} \\
0.2 & 0.4 & 0.6 & 0.8 & 1
\end{array} \]

**Figure 7.** Temperature dependence \((T/T_c\) with \( T \equiv T_c \)) of the effective transport coefficients, the thermopower and the figure of merit in the effective two terminal case for \( \varepsilon_{\text{fs}} = 0.3 \) and \( G_0 = 0.3 G_{\text{fs}} \). (a) and (d) show the effective electrical and thermal conductances. (b) shows the thermopower, and (c) the figure of merit. The conductances are normalized to their normal state values. The thermopower is shown in units \( \mu V \ K^{-1} \). The color code labels different couplings \( G_{1/2}/G_S \).
two terminal case. The reason is that charge transport for subgap energies here also is due to quasiparticles, which can propagate between the two normal terminals. A pronounced thermopower and large figure of merit is achieved for comparatively low temperatures around $0.1–0.2 T_c$. At the same time, a large peak appears in the heat conductance below $T_c$ for small values of $G_{1/2}/G_0$.

As pointed out before, we expect different temperature dependences of the thermoelectric response in the two setups shown in figures 1(a) and (b), since in the effective two terminal case two contributions are competing. The main one is coming from the almost fully spin-polarized plateaus seen in the DOS (figure 2, green and red bands), and the second one comes from the minigap peaks and has the opposite sign due to the opposite spin polarization. Since the second contribution becomes stronger for higher temperatures and at the same time the conductance increases, the maximal thermopower is achieved at lower temperatures, compared to the pure two terminal case. Another factor reducing the figure of merit $ZT$ for temperatures $\sim 0.5 T_c$ (especially for $G_{1/2}/G_0 = 0.01$) is the high value of the thermal conductance, that is due to the strongly peaked DOS around energies of the order of $k_B T$. Still, for $T \sim 0.15 T_c$, $ZT$ reaches values $\sim 1.8$.

6. Conclusions

We have shown that large thermoelectric effects can be achieved in mesoscopic superconductor–ferromagnet heterojunctions. We have studied two realistic setups. One is a two terminal device where the thermoelectric effects are solely due to quasiparticle excitations above the superconducting gap. The second setup is an effective two terminal device with normal leads allowing for subgap energy currents. Interestingly, in both cases we found large values of the Seebeck coefficient for strong interface spin polarizations. With a view on possible applications we calculated the figure of merit. For the effective two terminal setup we find large efficiencies for reasonable interface parameters. In the pure two terminal case such high efficiencies cannot be achieved since only weakly spin-polarized quasiparticles above the superconducting gap contribute. We believe our suggested setups can be readily realized combining FI heterostructures [61] and local caloric techniques [87].

Acknowledgments

WB and PM acknowledge financial support from the DFG through SFB 767 Controlled Nanosystems and BE 3803/03 and from the Baden-Württemberg-Stiftung through the Network of Competence Functional Nanostructures. ME acknowledges support from the EPSRC under grant reference EP/J010618/1. ME and WB were supported from the Excellence Initiative program ‘Freiräume für Kreativität’ at the University of Konstanz.

References

[1] Seebeck T J 1822 Abh. Akad. Wiss. Berlin 1820-21 289–346
[2] Oersted H C 1820 Experimenta Circa Effectum Confictus Electrici in Acum Magneticam, (Hafniae, Copenhagen: Typis Schultzianis)
[3] Peltier J C 1834 Ann. Phys. Chim. 56 371–86
[4] Thomson W 1851 On a mechanical theory of thermoelectric currents Proc. R. Soc. Edinburgh 3 91–98
[5] Onsager L 1931 Phys. Rev. 35 276
[6] Staring A A M, Molenkamp L W, Alphenaa B W, Houten H V, Buyk O J A, Mabesoone M A A, Beenakker C W J and Foxon C T 1993 Europhys. Lett. 22 57
[7] Möller S, Buhmann H, Godijn S F and Molenkamp L W 1999 Phys. Rev. Lett. 81 5197
[8] Scheinberg R, Buhmann H, Reuter D, Kiselev M and Molenkamp L 2005 Phys. Rev. Lett. 95 176602
[9] Eom J, Chien C-J and Chandrasekhar V 1998 Phys. Rev. Lett. 81 437
[10] Jiang Z and Chandrasekhar V 2005 Phys. Rev. Lett. 94 147002
[11] Ludoph B and Van Ruitenbeek J M 1999 Phys. Rev. B 59 12290
[12] Reddy P, Jang S Y, Segalman R A and Majumdar A 2007 Science 315 1568
[13] Galperin I, Gurevich V L and Kozub V I 1974 Zh. Eksp. Teor. Fiz. 66 1387
[14] Sivan U and Imry Y 1986 Phys. Rev. B 33 551
[15] Beenakker C and Staring A 1992 Phys. Rev. B 46 9667
[16] Bardeen J, Cooper L N and Schrieffer J R 1957 Phys. Rev. 108 5
[17] Claughton N and Lambert C 1996 Phys. Rev. B 53 6605
[18] Seviour R and Volkov A F 2000 Phys. Rev. B 62 R6116
[19] Kogan V R, Pavlovskii V V and Volkov A F 2002 Europhys. Lett. 59 875
[20] Virtanen P and Heikkilä T T 2004 Phys. Rev. Lett. 92 177004
[21] Tagirov G L 1999 Phys. Rev. Lett. 83 2058
[22] Huertas-Hernando D, Yu Nazarov V and Belzig W 2002 Phys. Rev. Lett. 88 047003
[23] De Jong M J M and Beenakker C W J 1995 Phys. Rev. Lett. 74 1657
[24] Kashiwaya S, Tanaka Y, Yoshida N and Beasley M R 1999 Phys. Rev. B 60 3572
[25] Žutic I and Valls O T 2000 Phys. Rev. B 61 1555
[26] Mazin I I, Golubov A A and Nadgorny B 2001 Rev. Mod. Phys. 73 1321
[27] Löffander T, Grein R and Eschrig M 2010 Phys. Rev. Lett. 105 207001
[28] Eschrig M, Kopu J, Cuevas J C and Schön G 2003 Phys. Rev. Lett. 90 137003
[29] Linder J, Cuoco M and Sudbø A 2010 Phys. Rev. B 81 174526
[30] Tagirov G L 1999 Phys. Rev. Lett. 83 2058
[31] Tokuyasu T, Sauls J A and Rainer D 1988 Phys. Rev. B 38 8823–33
[32] Bergeret S F, Volkov A F and Efetov K B 2001 Phys. Rev. Lett. 86 4096
[33] Kashiwaya S, Tanaka Y, Yoshida N and Beasley M R 1999 Phys. Rev. B 60 3572
[34] Žutic I and Valls O T 2000 Phys. Rev. B 61 1555
[35] Mazin I I, Golubov A A and Nadgorny B 2001 J. Appl. Phys. 89 7576
[36] Löffander T, Grein R and Eschrig M 2010 Phys. Rev. Lett. 105 207001
[37] Eschrig M, Kopu J, Konstandin A, Cuevas J C, Fogleström M and Schön G 2004 Adv. Solid State Phys. 44 533
[38] Eschrig M, Kopu J, Konstandin A, Cuevas J C, Fogleström M and Schön G 2004 Adv. Solid State Phys. 44 533
[45] Petrashov V T, Antonov V N, Maksimov S V and Shaikhaidarov R S 1994 *Pis’ma Zh. Eksp. Teor. Fiz.* **59** 523–6
Petrashov V T, Antonov V N, Maksimov S V and Shaikhaidarov R S 1994 *JETP Lett.* **59** 551–55
Petrashov V T, Sosnin I A, Cox I, Parsons A and Troade C 1999 *Phys. Rev. Lett.* **83** 3281
Sosnin I, Cho H, Petrashov V T and Volkov A F 2006 *Phys. Rev. Lett.* **96** 157002
[46] Lawrence M D and Giordano N 1996 *J. Phys.: Condens. Matter* **8** 563–8
Lawrence M D and Giordano N 1999 *J. Phys.: Condens. Matter* **11** 1089
[47] Giroud M, Courtois H, Hasselbach K, Mailly D and Pannetier B 1998 *Phys. Rev. B* **58** R11872
[48] Aumentado J and Chandrasekhar V 2001 *Phys. Rev. Lett.* **83** 3281
Dikin D A, Mehta M, Bark C W, Folkman C M, Eom C B and Chandrasekhar V 2011 *Phys. Rev. Lett.* **107** 056802
[49] Ryazanov V V, Oboznov V A, Yu Rusanov A, Veretennikov A V, Golubov A A and Aarts J 2001 *Phys. Rev. Lett.* **86** 2427
Oboznov V A, Bol’ginov V V, Feofanov A K, Ryazanov V V and Buzdin A I 2006 *Phys. Rev. Lett.* **96** 197003
Frolov S M, van Harlingen D J, Oboznov V A, Bolginov V V and Ryazanov V V 2004 *Phys. Rev. B* **70** 144505
[50] Kontos T, Aprili M, Lesueur J, Genêt G, Stephanidis B and Boursier R 2002 *Phys. Rev. Lett.* **89** 137007
Guichard W, Aprili M, Bourgeois O, Kontos T, Lesueur J and Gandit P 2003 *Phys. Rev. Lett.* **90** 167001
Della Rocca M L, Aprili M, Kontos T, Gomez A and Spathis P 2005 *Phys. Rev. Lett.* **94** 197003
[51] Blum Y, Tsukernik A, Karpovski M and Palevski A 2002 *Phys. Rev. Lett.* **89** 187004
Shelukhin V *et al* 2006 *Phys. Rev. B* **73** 174506
[52] Sellier H, Baraduc C, Lefloch F and Calemczuk R 2003 *Phys. Rev. B* **68** 054531
[53] Bauer A, Bentner J, Aprili M, Della Rocca M L, Reinwald M, Wegscheider W and Strunk C 2004 *Phys. Rev. Lett.* **92** 217001
[54] Weides M, Kemmler M, Goldobin E, Koelle D, Kleiner R, Kohlstedt H and Buzdin A 2006 *Appl. Phys. Lett.* **89** 122511
Sickinger H, Lipman A, Weides M, Mints R G, Kohlstedt H, Koelle D, Kleiner R and Goldobin E 2012 *Phys. Rev. Lett.* **109** 107002
[55] Robinson J W A, Piano S, Burnell G, Bell C and Blamire M G 2006 *Phys. Rev. Lett.* **97** 177003
Robinson J W A, Witt J D S and Blamire M G 2010 *Science* **329** 59
[56] Bell C, Milikisyants S, Huber M and Aarts J 2008 *Phys. Rev. Lett.* **100** 047002
Anwar M S, Czeschka F, Hesselberth M, Porcu M and Aarts J 2010 *Phys. Rev. B* **82** 060505(R)
[57] Sprungmann D, Westerholt K, Zabel H, Weides M and Kohlstedt H 2010 *Phys. Rev. B* **82** 060505(R)
[58] Khaire T S, Khasawneh M A, Pratt W P and Birge N O 2006 *Phys. Rev. Lett.* **96** 037004
Khaire T S, Khasawneh M A, Pratt W P and Birge N O 2010 *Phys. Rev. Lett.* **104** 137002
[59] Keizer R S, Goennenwein S T B, Klapwijk T M, Miao G, Xiao G and Gupta A 2006 *Nature* **439** 825
[60] Leksin P V, Garif’yanov N N, Garifullin I A, Schumann J, Kataev V, Schmidt O G and Büchner B 2011 *Phys. Rev. Lett.* **106** 106705
[61] Hübler F, Wolf M J, Beckmann D and v Löhneysen H 2012 *Phys. Rev. Lett.* **109** 207001
Hübler F, Wolf M J, Scherer T, Wang D, Beckmann D and Löhneysen v H 2012 *Phys. Rev. Lett.* **109** 087004
[62] Machon P, Eschrig M and Belzig W 2013 *Phys. Rev. Lett.* **110** 047002
[63] Fazio R and Lucheroni C 1999 *Europhys. Lett.* **45** 707
[64] Tedrow P M and Meservey R 1971 *Phys. Rev. Lett.* **26** 192
[65] Hirschfeld P J 1988 *Phys. Rev. B* **37** 9331
[66] Arfi B, Bahlouli H, Pethick C J and Pines D 1988 *Phys. Rev. Lett.* **60** 2206
[67] Löfwander T and Fogelström M 2004 *Phys. Rev. B* **70** 024515
[68] Kalenkov M S, Zaikin A D and Kuzmin L S 2012 Phys. Rev. Lett. 109 147004
[69] Meservey R and Tedrow P 1994 Phys. Rep. 238 173
[70] Ozaeta A, Virtanen P, Bergeret F S and Heikkilä T T 2014 Phys. Rev. Lett. 112 057001
[71] Clogston A M 1962 Phys. Rev. Lett. 9 266
[72] Chandrasekhar B S 1962 Appl. Phys. Lett. 1 7
[73] Fulde P and Ferrell R A 1964 Phys. Rev. 135 A550
[74] Larkin A I and Ovchinnikov Y N 1965 Sov. Phys. J. Exp. Theor. Phys. 20 762
[75] Kopu J, Eschrig M, Cuevas J C and Fogelström M 2004 Phys. Rev. B 69 094501
    Eschrig M 2009 Phys. Rev. B 80 134511
[76] Cottet A, Huertas-Hernando D, Belzig W and Nazarov Y V 2009 Phys. Rev. B 80 184511
    Cottet A, Huertas-Hernando D, Belzig W and Nazarov Y V 2011 Phys. Rev. B 83 139901 (erratum)
[77] Bergeret F S, Verso A and Volkov A F 2012 Phys. Rev. B 86 214516
[78] Nazarov Y V 1999 Superlattices Microstruct. 25 1221
[79] Nazarov Y V 2005 Handbook of Theoretical and Computational Nanotechnology chapter 95 (Valencia, CA: American Scientific Publishers)
[80] Grein R, Löfwander T, Metalidis G and Eschrig M 2010 Phys. Rev. B 81 094508
    Piano S, Grein R, Mellor C J, Výborný K, Campion R, Wang M, Eschrig M and Gallagher B L 2011 Phys. Rev. B 83 081305
    Yates K A, Anwar M S, Aarts J, Conde O, Eschrig M, Löfwander T and Cohen L F 2013 Europhys. Lett. 103 67005
[81] Giazotto F, Heikkila T T, Luukanen A, Savin A and Pekola J 2006 Rev. Mod. Phys. 78 217
[82] Goldsmid H J and Douglas R W 1954 Br. J. Appl. Phys. 5 386
    Goldsmid H J and Douglas R W 1954 Br. J. Appl. Phys. 5 458
[83] Smith H and Rammer J 1986 Rev. Mod. Phys. 58 323–59
[84] Belzig W, Wilhelm F K, Bruder C, Schön G and Zaikin A D 1999 Superlattices Microstruct. 25 1251
[85] Nazarov Y V 1994 Phys. Rev. Lett. 73 1420
[86] Morten J P, Brataas A and Belzig W 2006 Phys. Rev. B 74 214510
[87] Giazotto F and Martínez-Pérez M J 2012 Nature 492 401
[88] Bergman D J and Levy O 1991 J. Appl. Phys. 70 6821
[89] Mahan G D and Sofo J O 1996 Proc. Natl. Acad. Sci. 93 7436