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Abstract In this paper, we study Newton’s method for finding a singularity of a differentiable vector field defined on a Riemannian manifold. Under the assumption of invertibility of the covariant derivative of the vector field at its singularity, we show that Newton’s method is well defined in a suitable neighborhood of this singularity. Moreover, we show that the sequence generated by Newton’s method converges to the solution with superlinear rate.
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1 Introduction

Applications of the concepts of Riemannian geometry in optimization arise when optimization problems are formulated as problems of finding minimizers of real-valued functions defined on smooth nonlinear manifolds. Indeed, many optimization problems are naturally posed on Riemannian manifolds, which have specific underlying geometric and algebraic structures that can be exploited to significantly reduce the computational cost of obtaining the minimizer. For instance, to exploit the Riemannian geometric structure, it is preferable to treat certain constrained optimization problems as problems of finding singularities of gradient vector fields on Riemannian manifolds rather than using Lagrange multipliers or projection methods; see [1, 2]. Accordingly, constrained optimization problems are regarded as unconstrained ones from the viewpoint of Riemannian geometry. Early studies on this issue include [3–6]. Recent years have witnessed a growing interest in the development of geometric optimization algorithms that exploit the differential structure of nonlinear manifolds. Papers published on this topic include [7–14]. In the present paper, instead of focusing on finding singularities of gradient vector fields on Riemannian manifolds, which includes finding local minimizers, we consider the more general problem of finding singularities of vector fields.

It is well known that Newton’s method is a powerful tool for finding zeros of nonlinear functions in Banach spaces. Moreover, Newton’s method serves as a powerful theoretical tool with a wide range of applications in pure and applied mathematics; see, for example, [15–17]. These factors have motivated several studies to investigate the issue of generalizing Newton’s method from the linear to the Riemannian setting; see [2, 18–24], among others. It is worth noting that, in all these previous papers, the analysis of the Riemannian version of Newton’s method involves Lipschitz or Lipschitz-like conditions on the covariant derivative of the vector field. In fact, all these papers are concerned with the establishment of the quadratic rate of convergence of the method. It seems that some type of control on the covariant derivative of the vector field, in a suitable neighborhood of its singularity, is required for obtaining the quadratic convergence rate of the sequence generated by Newton’s method. Hence, the convergence analysis of Newton’s method for finding a singularity of a vector field in Riemannian manifolds under Lipschitz or Lipschitz-like conditions is well known. However, we also know that in the linear context, whenever the derivative of the function that defines the equation is nonsingular at the solution, Newton’s method shows local convergence with superlinear rate, [25, chapter 8, Theorem 8.1.10, p. 148]. To the best of our knowledge, the local superlinear convergence analysis of Newton’s method under a mild assumption, namely only invertibility of the covariant derivative of the vector field at its singularity, is a novel contribution of this paper.

The remainder of this paper is organized as follows. Section 2 presents the notations and basic results used in the paper. Section 3 describes the local superlinear convergence analysis of Newton’s method. Section 4 presents two concrete examples to support the main result. Finally, Sect. 5 concludes the paper.
2 Basic Definition and Auxiliary Results

In this section, we recall some notations, definitions, and basic properties of Riemannian manifolds used throughout the paper, which can be found in many introductory books on Riemannian geometry, for example [27] and [28].

For a smooth manifold \( M \), denote the tangent space of \( M \) at \( p \) by \( T_pM \) and the tangent bundle of \( M \) by \( TM = \bigcup_{p \in M} T_pM \). The corresponding norm associated with the Riemannian metric \( \langle \cdot, \cdot \rangle \) is denoted by \( \| \cdot \| \). The Riemannian distance between \( p \) and \( q \) in a finite-dimensional Riemannian manifold \( M \) is denoted by \( d(p,q) \), and it induces the original topology on \( M \). An open ball of radius \( r > 0 \) centered at \( p \) is defined as \( B_r(p) := \{ q \in M : d(p,q) < r \} \). Let \( \Omega \subset M \) be an open set, and let \( \mathcal{X}(\Omega) \) denote the space of \( C^1 \) vector fields on \( \Omega \). Let \( \nabla \) be the Levi-Civita connection associated with \( (M, \langle \cdot, \cdot \rangle) \). The covariant derivative of \( X \in \mathcal{X}(\Omega) \) determined by \( \nabla \) defines at each \( p \in \Omega \) a linear map \( \nabla X(p) : T_pM \to T_pM \) given by \( \nabla X(p) v := \nabla_Y X(p) \), where \( Y \) is a vector field such that \( Y(p) = v \). For \( f : M \to \mathbb{R} \), a twice-differentiable function the Riemannian metric induces the mappings \( f \mapsto \nabla f \) and \( f \mapsto \text{Hessian} f \), which associate its gradient and Hessian via the rules

\[
\langle \nabla f, X \rangle := df(X), \quad \langle \text{Hessian} f, X, X \rangle := d^2f(X,X), \quad \forall X \in \mathcal{X}(\Omega),
\]

respectively. Therefore, the last equalities imply that

\[
\text{Hessian} f X = \nabla_X \nabla f, \quad \forall X \in \mathcal{X}(\Omega).
\]

The norm of a linear map \( A : T_pM \to T_pM \) is defined by \( \| A \| := \sup \{ \| Av \| : v \in T_pM, \| v \| = 1 \} \). A vector field \( V \) along a differentiable curve \( \gamma \) in \( M \) is said to be parallel iff \( \nabla_{\gamma'} V = 0 \). If \( \gamma' \) itself is parallel, we say that \( \gamma \) is a geodesic. The restriction of a geodesic to a closed, bounded interval is called a geodesic segment. A geodesic segment joining \( p \) to \( q \) in \( M \) is said to be minimal iff its length is equal to \( d(p,q) \). If there exists a unique geodesic segment joining \( p \) to \( q \), then we denote it by \( \gamma_{pq} \). For each \( t \in [a, b] \), \( \nabla \) induces an isometry relative to \( \langle \cdot, \cdot \rangle \), \( P_{\gamma,a,t} : T_{\gamma(a)}M \to T_{\gamma(t)}M \), defined by \( P_{\gamma,a,t} v = V(t) \), where \( V \) is the unique vector field on \( \gamma \) such that

\[
\nabla_{\gamma'(t)} V(t) = 0, \quad V(a) = v,
\]

the so-called parallel transport along the geodesic segment \( \gamma \) joining the points \( \gamma(a) \) and \( \gamma(t) \). Further, note that \( P_{\gamma,b_1,b_2} \circ P_{\gamma,a,b_1} = P_{\gamma,a,b_2} \) and \( P_{\gamma,b,a} = P_{\gamma,a,b}^{-1} \). As long as there is no confusion, we will consider the notation \( P_{pq} \) instead of \( P_{\gamma,a,b} \) when \( \gamma \) is the unique geodesic segment joining \( p \) and \( q \). A Riemannian manifold is complete iff the geodesics are defined for all values of \( t \in \mathbb{R} \). The Hopf-Rinow’s theorem asserts that any pair of points in a complete Riemannian manifold \( M \) can be joined by a (not necessarily unique) minimal geodesic segment. Owing to the completeness of the Riemannian manifold \( M \), the exponential map \( \exp_p : T_pM \to M \) can be given by \( \exp_p v = \gamma(1) \) for each \( p \in M \), where \( \gamma \) is the geodesic defined by its starting point \( p \) and velocity \( v \) at \( p \). For \( p \in M \), the injectivity radius of \( M \) at \( p \) is defined by...
where $0_p$ denotes the origin of $T_p\mathbb{M}$ and $B_r(0_p) := \{ v \in T_p\mathbb{M} : \| v - 0_p \| < r \}$, is called neighborhood of injectivity of $p$.

**Remark 2.1** Let $\bar{p} \in \mathbb{M}$. The above definition implies that if $0 < \delta < i_{\bar{p}}$, then $\exp_{\bar{p}} B_\delta(0_{\bar{p}}) = B_\delta(\bar{p})$. Moreover, for all $p \in B_\delta(\bar{p})$, there exists a unique geodesic segment $\gamma$ joining $p$ to $\bar{p}$, which is given by $\gamma_{p\bar{p}}(t) = \exp_p(t \exp_{\bar{p}}^{-1} \bar{p})$, for all $t \in [0, 1]$.

Next, we present the number $K_p$, introduced in [26], which measures how fast the geodesics spread apart in $\mathbb{M}$. Let $i_p$, $p \in \mathbb{M}$, be the radius of injectivity of $\mathbb{M}$ at $p$ and define the quantity

$$\delta_p := \min\{1, i_p\}.$$  

Consider the quantity given by

$$K_p := \sup \left\{ \frac{d(\exp_q u, \exp_q v)}{\| u - v \|} : q \in B_{\delta_p}(p), u, v \in T_q\mathbb{M}, u \neq v, \| v \| \leq \delta_p, \| u - v \| \leq \delta_p \right\}. \quad (1)$$

**Remark 2.2** In particular, when $u = 0$, or, more generally, when $u$ and $v$ are on the same line passing through $0$, $d(\exp_q u, \exp_q v) = \| u - v \|$. Hence, $K_p \geq 1$ for all $p \in \mathbb{M}$. Moreover, when $\mathbb{M}$ has nonnegative sectional curvature, the geodesics spread apart less than the rays [27, chapter 5], i.e., $d(\exp_p u, \exp_p v) \leq \| u - v \|$, and, in this case, $K_p = 1$ for all $p \in \mathbb{M}$.

Let $X \in \mathcal{X}(\Omega)$ and $\bar{p} \in \Omega$. Assume that $0 < \delta < \delta_{\bar{p}}$. Since $\exp_{\bar{p}} B_\delta(0_{\bar{p}}) = B_\delta(\bar{p})$, there exists a unique geodesic joining each $p \in B_\delta(\bar{p})$ to $\bar{p}$. Moreover, using [23, equality 2.3], we obtain

$$X(p) = P_{\bar{p}p} X(\bar{p}) + P_{\bar{p}p} \nabla X(\bar{p}) \exp_{\bar{p}}^{-1} p + d(p, \bar{p}) r(p), \quad \lim_{p \to \bar{p}} r(p) = 0, \quad (2)$$

for each $p \in B_\delta(\bar{p})$. We end this section with the well-known Banach’s Lemma.

**Lemma 2.1** Let $B$ be a linear operator, and let $I_p$ be the identity operator in $T_p\mathbb{M}$. If $\| B - I_p \| < 1$, then $B$ is invertible and $\| B^{-1} \| \leq \frac{1}{1 - \| B - I_p \|}$.

Throughout the paper, $\mathbb{M}$ is a complete Riemannian manifold of finite dimension.
3 Superlinear Convergence of Newton’s Method

In this section, we study Newton’s method to find a point \( p \in \Omega \) satisfying the equation

\[
X(p) = 0, \quad (3)
\]

where \( X : \Omega \to TM \) is a differentiable vector field and \( \Omega \subset M \) is an open set. To solve (3), Newton’s method formally generates a sequence with an initial point \( p_0 \in \Omega \) as follows:

\[
p_{k+1} = \exp_{p_k} \left( -\nabla X (p_k)^{-1} X (p_k) \right), \quad k = 0, 1, \ldots \quad (4)
\]

Hereinafter, we assume that \( p_* \in \Omega \) is a solution of (3). Our aim is to prove that, under the assumption of nonsingularity of the covariant derivative at the solution \( p_* \), the iteration (4) starting in a suitable neighborhood of \( p_* \) is well defined and converges superlinearly to \( p_* \). To obtain this result, we begin by stating an important property of the parallel transport in our context. It is worth noting that, to ensure this property, we use the same ideas as those presented in the proof of [9, Lemma 2.4, item (iv)] for Hadamard manifolds, with some minor necessary technical adjustments to fit any Riemannian manifold.

Lemma 3.1 Let \( \bar{p} \in \bar{M}, 0 < \delta < \delta_{\bar{p}} \) and \( u \in T_{\bar{p}}\bar{M} \). Then, the vector field \( F : B_{\delta}(\bar{p}) \to T\bar{M} \) defined by \( F(p) := P_{\bar{p}p}u \) is continuous.

Proof Assume that \( \bar{M} \) is \( n \)-dimensional. Let \( p \in B_{\delta}(\bar{p}) \) and \( \gamma_p \) be the unique geodesic segment joining \( \bar{p} \) to \( p \) (according to Remark 2.1). Let \( u \in T_{\bar{p}}\bar{M} \). From the definition of the parallel transport, there is a unique continuously differentiable vector field \( Y_p \) along \( \gamma_p \) such that \( Y_p (\gamma_p(0)) = u, \ Y_p (\gamma_p(1)) = P_{\bar{p}p}u \) and

\[
\nabla_{\gamma_p'(t)} Y_p (\gamma_p(t)) = 0, \quad \forall \ t \in [0, 1]; \quad (5)
\]

see [28, pag. 29]. The definition of \( \delta_{\bar{p}} \) implies that \( \varphi := \exp_{\bar{p}}^{-1} : B_{\delta}(\bar{p}) \to B_{\bar{p}}(0) \) is a diffeomorphism; hence, \( (B_{\delta}(\bar{p}), \varphi) \) is a local chart at \( \bar{p} \). For each \( j = 1, 2, \ldots, n \), define \( y^j : B_{\delta}(\bar{p}) \to \mathbb{R} \) by \( y^j = \pi^j \circ \varphi \), where \( \pi^j : T_{\bar{p}}\bar{M} \to \mathbb{R} \) is the projection defined by \( \pi^j(a_1, \ldots, a_j, \ldots, a_n) = a_j \) for all \( (a_1, \ldots, a_j, \ldots, a_n) \in T_{\bar{p}}\bar{M} \). Then, \( (B_{\delta}(\bar{p}), \varphi, y^j) \) is a local coordinate system at \( \bar{p} \). Let \( \{\partial/\partial y^j\} \) be the associated correspondent natural basis to \( (B_{\delta}(\bar{p}), \varphi, y^j) \). Since \( \gamma_p(t) \in B_{\delta}(\bar{p}) \) for all \( t \in [0, 1] \) and \( Y_p (\gamma_p(t)) \in T_{\gamma_p(t)}\bar{M} \), we can write

\[
Y_p (\gamma_p(t)) = \sum_j Y_p^j(t) \frac{\partial}{\partial y^j} |_{\gamma_p(t)} \quad \forall \ t \in [0, 1],
\]

where each coordinate function \( Y_p^j : [0, 1] \to \mathbb{R} \) is continuously differentiable for all \( j = 1, 2, \ldots, n \). For simplicity, we set \( y_p^j := y^j \circ \gamma_p(\cdot) \) for each \( j = 1, 2, \ldots, n \). Thus, (5) is equivalent to the ordinary differential equation:
\[
\frac{dY^k_p}{dt} + \sum_{i,j} \Gamma^k_{i,j}(\gamma_p) \frac{dy^i_p}{dt} Y^j_p = 0, \quad k = 1, 2, \ldots, n,
\]

where \( \Gamma^k_{i,j} \) are the Christoffel symbols of the connection \( \nabla \); see [28, pag. 29]. Hence, the last equality implies that \( \{Y^k_p : k = 1, 2, \ldots, n\} \) is the unique solution of the following system of \( p \)-parameter linear differential equations

\[
\frac{dY^k_p}{dt} = -\sum_j a^j_{k,j} Y^j_p, \quad k = 1, 2, \ldots, n,
\]

\[
\sum_j Y^j_p(0) \frac{\partial}{\partial y^j} |_{y^j(0)} = u,
\]

where, for \((k, j), k, j = 1, \ldots, n\), the continuous function \( a^j_{k,j} : [0, 1] \times B_\delta(\bar{p}) \to \mathbb{R} \) is given by

\[
a^j_{k,j}(t, p) = \sum_{i=1}^n \Gamma^k_{i,j}(\gamma_p(t)) \frac{dy^i_p(t)}{dt}.
\]

Thus, from the continuity on parameters for differential equations (see, e.g., [29, Theorem 10.7.1, pag. 353]), the solution \( \{Y^k(\cdot)\} \) is continuous on \([0, 1] \times B_\delta(\bar{p})\), and, equivalently, \( Y(\gamma(\cdot)) \) is continuous on \([0, 1] \times B_\delta(\bar{p})\). Furthermore, we have \( F(p) = P_{\bar{p}p} u = Y_p(\gamma_p(1)) \), for any \( p \in B_\delta(\bar{p}) \). Therefore, \( F \) is continuous on \( B_\delta(\bar{p}) \), and the proof is completed. \( \Box \)

Next, we present an immediate consequence of Lemma 3.1.

**Corollary 3.1** Let \( \bar{p} \in M, 0 < \delta < \delta_{\bar{p}} \) and \( u \in T_{\bar{p}}M \). If the vector field \( Z : B_\delta(\bar{p}) \to T_{\bar{p}}M \) is continuous at \( \bar{p} \), then the mapping \( G : B_\delta(\bar{p}) \to T_{\bar{p}}M \) defined by \( G(p) := P_{\bar{p}p} Z(p) \) is also continuous at \( \bar{p} \).

**Proof** Since the parallel transport is an isometry, it follows from the definition of the vector field \( G \) that

\[
\|G(p) - G(\bar{p})\| = \|Z(p) - P_{\bar{p}p}Z(\bar{p})\|.
\]

Considering that \( Z \) is continuous at \( \bar{p} \) and \( P_{\bar{p}p} = I_{\bar{p}} = P_{\bar{p}\bar{p}} P_{\bar{p}p} \), we conclude from Lemma 3.1 that

\[
\lim_{p \to \bar{p}} \|Z(p) - P_{\bar{p}p}Z(\bar{p})\| = 0.
\]

Therefore, the desired result follows by simple combination of the two last equalities. \( \Box \)
The next result ensures that if $\nabla X(p_*)$ is nonsingular, then there exists a neighborhood of $p_*$ where $\nabla X$ is also nonsingular. Moreover, in this neighborhood, $\nabla X^{-1}$ is bounded.

**Lemma 3.2** Assume that $\nabla X$ is continuous at $p_*$. Then,

$$\lim_{p \to p_*} \left\| P_{pp_*} \nabla X(p) P_{p_*p} - \nabla X(p_*) \right\| = 0. \quad (6)$$

Moreover, if $\nabla X(p_*)$ is nonsingular, then there exists $0 < \delta < \delta_{p_*}$ such that $B_\delta(p_*) \subset \Omega$, and for each $p \in B_\delta(p_*)$, the following hold:

(i) $\nabla X(p)$ is nonsingular;
(ii) $\left\| \nabla X(p)^{-1} \right\| \leq 2 \left\| \nabla X(p_*)^{-1} \right\|$.

**Proof** Let $0 < \delta < \delta_{p_*}$ such that $B_\delta(p_*) \subset \Omega$. For each $u \in T_{p_*}M$, define $Z : B_\delta(p_*) \to T^* M$ by

$$Z(p) = \nabla X(p) P_{p_*p} u.$$ 

By applying Lemma 3.1, we conclude that $P_{p_*p}u$ is continuous on $B_\delta(p_*)$. Thus, because $\nabla X$ is continuous, $Z$ is also continuous on $B_\delta(p_*)$. Hence, using Corollary 3.1, we conclude that the mapping $F : B_\delta(p_*) \to T_{p_*}M$ defined by

$$F(p) = P_{pp_*} Z(p)$$

is also continuous at $p_*$. Considering that $P_{p_*p} = I_{p_*}$ as well as the definitions of the mappings $F$ and $Z$, we conclude that $\lim_{p \to p_*} F(p) = \nabla X(p_*) u$. Now, define the mapping

$$B_\delta(p_*) \ni p \mapsto \left[ P_{pp_*} \nabla X(p) P_{p_*p} - \nabla X(p_*) \right] \in \mathcal{L}(T_{p_*}M, T_{p_*}M),$$

where $\mathcal{L}(T_{p_*}M, T_{p_*}M)$ denotes the space consisting of all linear operator from $T_{p_*}M$ to $T_{p_*}M$. Since $\lim_{p \to p_*} F(p) = \nabla X(p_*)u$, for each $u \in T_{p_*}M$, the definition of $F$ implies that

$$\lim_{p \to p_*} \left[ P_{pp_*} \nabla X(p) P_{p_*p} - \nabla X(p_*) \right] u = 0, \quad u \in T_{p_*}M.$$ 

Owing to the fact that $T_{p_*}M$ is finite-dimensional and $\left[ P_{pp_*} \nabla X(p) P_{p_*p} - \nabla X(p_*) \right] \in \mathcal{L}(T_{p_*}M, T_{p_*}M)$, for each $p \in B_\delta(p_*)$, the latter equality implies that the equality $(6)$ holds. Now, we proceed with the proof of item (i). The equality $(6)$ implies that there exists $0 < \tilde{\delta} < \delta$ such that

$$\left\| P_{pp_*} \nabla X(p) P_{p_*p} - \nabla X(p_*) \right\| \leq \frac{1}{2 \left\| \nabla X(p_*)^{-1} \right\|}, \quad \forall p \in B_{\tilde{\delta}}(p_*).$$
Thus, from the last inequality and the property of the operator norm defined in \( \mathcal{L}(T_p\mathbb{M}, T_p\mathbb{M}) \), for all \( p \in B_\delta(p_*) \), we obtain

\[
\begin{align*}
\left\| \nabla X(p_*)^{-1} P_{p*} \nabla X(p) P_{p,p} - I_{p*} \right\| & \leq \left\| \nabla X(p_*)^{-1} \right\| \left\| P_{p*} \nabla X(p) P_{p,p} - \nabla X(p) \right\| \leq \frac{1}{2}. \\
(7)
\end{align*}
\]

Hence, from Lemma 2.1, we conclude that \( \nabla X(p_*)^{-1} P_{p*} \nabla X(p) P_{p,p} \) is a nonsingular operator for each \( p \in B_\delta(p_*) \). Owing to the fact that \( \nabla X(p_*) \) and the parallel transport are nonsingular, \( \nabla X(p) \) is also nonsingular for each \( p \in B_\delta(p_*) \), and the proof of the first item is completed. To prove item (ii), we first note that, from (7) and Lemma 2.1, it follows that for all \( p \in B_\delta(p_*) \),

\[
\left\| \left[ \nabla X(p_*)^{-1} P_{p*} \nabla X(p) P_{p,p} \right]^{-1} \right\| \leq \frac{1}{1 - \left\| \nabla X(p_*)^{-1} P_{p*} \nabla X(p) P_{p,p} - I_{p*} \right\|}.
\]

Since the parallel transport is an isometry, by combining (7) with the latter inequality, we obtain

\[
\left\| \nabla X(p) \right\| \leq 2.
\]

Thus, using the properties of the norm and since the parallel transport is an isometry, the last inequality implies that, for all \( p \in B_\delta(p_*) \), we have

\[
\left\| \nabla X(p)^{-1} \right\| \leq \left\| \nabla X(p)^{-1} P_{p,p} \nabla X(p_*) \right\| \left\| \nabla X(p_*)^{-1} \right\| \leq 2 \left\| \nabla X(p_*)^{-1} \right\|,
\]

which is the desired inequality in the second item. Thus, the proof of the lemma is completed. \( \square \)

Lemma 3.2 establishes the nonsingularity of \( \nabla X \) in a neighborhood of \( p_* \). It ensures that there exists a neighborhood of \( p_* \) where Newton’s iterate (4) is well defined, but it does not guarantee that it belongs to this neighborhood. In the next lemma, we will establish this fact. For stating the next result, we first define Newton’s iterate mapping \( N_X : B_\delta(p_*) \to \mathbb{M} \) by

\[
N_X(p) := \exp_p(-\nabla X(p)^{-1} X(p)),
\]

where \( \delta \) is given by Lemma 3.2.

**Lemma 3.3** Assume that \( \nabla X \) is continuous at \( p_* \) and \( \nabla X(p_*) \) is nonsingular. Then,

\[
\lim_{p \to p_*} \frac{d(N_X(p), p_*)}{d(p, p_*)} = 0.
\]

\( \square \) Springer
Proof Let $\bar{\delta}$ be given by Lemma 3.2 and $p \in B_{\bar{\delta}}(p_{*})$. Some algebraic manipulations show that

$$\nabla X(p)^{-1} X(p) + \exp^{-1}_{p} p^* = \nabla X(p)^{-1} \left[ X(p) - P_{p_{*}p} X(p_{*}) - P_{p_{*}p} \nabla X(p_{*}) \exp^{-1}_{p_{*}p} p + \left[ P_{p_{*}p} \nabla X(p_{*}) - \nabla X(p) P_{p_{*}p} \right] \exp^{-1}_{p} p \right].$$

Define $r(p) := \left[ X(p) - P_{p_{*}p} X(p_{*}) - P_{p_{*}p} \nabla X(p_{*}) \exp^{-1}_{p_{*}p} p \right] / d(p, p_{*})$ for $p \in B_{\bar{\delta}}(p_{*})$. From (2), we have $\lim_{p \to p_{*}} r(p) = 0$. Thus, using the above equality, the definition of $r$, $d(p, p_{*}) = \| \exp^{-1}_{p} p \|$, and some properties of the norm, we conclude that

$$\left\| \nabla X(p)^{-1} X(p) + \exp^{-1}_{p} p^* \right\| \leq \left\| \nabla X(p)^{-1} \left[ \|r(p)\| + \| P_{p_{*}p} \nabla X(p_{*}) - \nabla X(p) P_{p_{*}p} \| \right] d(p, p_{*}) \right\|. \quad (9)$$

Owing to (6) and $\lim_{p \to p_{*}} r(p) = 0$, the right-hand side of the last inequality tends to zero, as $p$ goes to $p_{*}$. Recalling that $\delta_{p_{*}} = \min\{1, i_{p_{*}}\}$, we can shrink $\bar{\delta}$, if necessary, to obtain

$$\left\| \nabla X(p)^{-1} X(p) + \exp^{-1}_{p} p^* \right\| \leq \delta_{p_{*}}, \quad \forall p \in B_{\bar{\delta}}(p_{*}).$$

Hence, from the definition of Newton’s iterate mapping $N_{X}$ in (8) and the definition of $K_{p_{*}}$ in (1), we have

$$d(N_{X}(p), p_{*}) \leq K_{p_{*}} \left\| -\nabla X(p)^{-1} X(p) - \exp^{-1}_{p} p^* \right\|, \quad \forall p \in B_{\bar{\delta}}(p_{*}).$$

Therefore, by combining (9) with the last inequality, we conclude that for all $p \in B_{\bar{\delta}}(p_{*})$,

$$\frac{d(N_{X}(p), p_{*})}{d(p, p_{*})} \leq 2K_{p_{*}} \left\| \nabla X(p_{*})^{-1} \left[ \|r(p)\| + \| P_{p_{*}p_{*}} \nabla X(p_{*}) P_{p_{*}p_{*}} - \nabla X(p_{*}) \| \right] \right\|. \quad \Box$$

By letting $p$ tend to $p_{*}$ in the last inequality, and by considering (6) and that $\lim_{p \to p_{*}} r(p) = 0$, the desired result follows.

Now, we are ready to establish our main result, whose proof is a combination of the two previous lemmas.
Theorem 3.1 Let $\Omega \subset \mathbb{M}$ be an open set, $X : \Omega \to T\mathbb{M}$ a differentiable vector field and $p_* \in \Omega$. Suppose that $p_*$ is a singularity of $X$, $\nabla X$ is continuous at $p_*$, and $\nabla X(p_*)$ is nonsingular. Then, there exists $\delta > 0$ such that, for all $p_0 \in B_\delta(p_*)$, the Newton sequence

$$p_{k+1} = \exp_{p_k} \left(-\nabla X(p_k)^{-1} X(p_k)\right), \quad k = 0, 1, \ldots$$

is well defined, contained in $B_\delta(p_*)$, and it converges superlinearly to $p_*$. 

Proof Let $\tilde{\delta}$ be given by Lemma 3.2. From Lemma 3.3, we can shrink $\tilde{\delta}$, if necessary, to conclude that

$$d(N_X(p), p_*) < \frac{1}{2} d(p, p_*), \quad \forall \ p \in B_{\tilde{\delta}}(p_*).$$

Thus, $N_X(p) \in B_{\tilde{\delta}}(p_*)$, for all $p \in B_{\tilde{\delta}}(p_*)$. Note that (8) and (10) imply that $\{p_k\}$ satisfies

$$p_{k+1} = N_X(p_k), \quad k = 0, 1, \ldots,$$

which is indeed an equivalent definition of this sequence. Since $N_X(p) \in B_{\tilde{\delta}}(p_*)$ for all $p \in B_{\tilde{\delta}}(p_*)$, it follows from (12) and Lemma 3.2 item (i) that, for all $p_0 \in B_{\tilde{\delta}}(p_*)$, the Newton sequence $\{p_k\}$ is well defined and contained in $B_{\tilde{\delta}}(p_*)$. Moreover, using (11) and (12), we obtain

$$d(p_{k+1}, p_*) < \frac{1}{2} d(p_k, p_*), \quad k = 0, 1, \ldots$$

The latter inequality implies that $\{p_k\}$ converges to $p_*$. Thus, by combining (12) with Lemma 3.3, we conclude that

$$\lim_{k \to +\infty} \frac{d(p_{k+1}, p_*)}{d(p_k, p_*)} = 0.$$ 

Therefore, $\{p_k\}$ converges superlinearly to $p_*$, and the proof is completed.

Next, we present an application of Theorem 3.1 for finding the critical points of a twice-differentiable function defined on a Riemannian manifold.

Corollary 3.2 Let $\Omega \subset \mathbb{M}$ be an open set, $f : \Omega \to \mathbb{R}$ a twice-differentiable function and $p_* \in \Omega$. Suppose that $p_*$ is a critical point of $f$, Hess $f$ is continuous at $p_*$ and Hess $f(p_*)$ is nonsingular. Then, there exists $\tilde{\delta} > 0$ such that, for all $p_0 \in B_{\tilde{\delta}}(p_*)$, the Newton sequence

$$p_{k+1} = \exp_{p_k} \left(-\text{Hess } f(p_k)^{-1} \text{ grad } f(p_k)\right), \quad k = 0, 1, \ldots,$$

is well defined, contained in $B_{\tilde{\delta}}(p_*)$, and it converges superlinearly to $p_*$. 

Proof By letting $X = \text{ grad } f$, the result follows by applying Theorem 3.1.
Before concluding this section, we present an important property of the parallel transport. When \( M \) is a complete and finite-dimensional Riemannian manifold, Lemma 3.1 enable us to obtain the continuity of the vector field \( B_\delta(\bar{p}) \ni p \mapsto P_\delta Z(p) \), where \( \delta \leq \delta_\bar{p} \); see Corollary 3.1. On the other hand, when \( M \) is a Hadamard manifold, i.e., a complete simply connected Riemannian manifold of nonpositive sectional curvature, we know that \( i_\bar{p} = +\infty \), \( \phi := \exp_{\bar{p}}^{-1} : M \to T_{\bar{p}}M \) is a diffeomorphism, and \( (M, \phi) \) is a global chart for \( M \). Therefore, by following the same idea as that of the proof of Corollary 3.1, we can prove the following generalization of [9, Lemma 2.4, item (iv)]:

**Corollary 3.3** Let \( M \) be a Hadamard manifold. If \( Z : M \to TM \) is a continuous vector field, then the mapping \( M \ni (p, q) \mapsto P_{p,q} Z(p) \) is continuous.

**Proof** First, from [9, Lemma 2.4, item (iv)], we have \( \lim_{q \to \bar{q}} P_{\bar{p}q} Z(\bar{p}) = P_{\bar{p}\bar{q}} Z(\bar{p}) \). Then, to prove the result, it is sufficient to show that the following equality holds:

\[
\lim_{(p, q) \to (\bar{p}, \bar{q})} \left\| P_{pq} Z(p) - P_{\bar{p}q} Z(\bar{p}) \right\| = 0. \quad (13)
\]

Indeed, after some algebraic manipulations, and considering that \( P_{\bar{p}q} = P_{\bar{q}q} P_{\bar{p}\bar{q}} \), \( P_{\bar{q}q} P_{\bar{q}q} = I_{\bar{q}} \), \( P_{\bar{p}q} P_{\bar{p}p} = I_{\bar{q}} \), and the parallel transport is a isometry, we have

\[
\left\| P_{pq} Z(p) - P_{\bar{p}q} Z(\bar{p}) \right\| = \left\| Z(p) - P_{\bar{p}p} Z(\bar{p}) \right\|.
\]

Since [9, Lemma 2.4, item (iv)] implies that \( \lim_{p \to \bar{p}} \left\| Z(p) - P_{\bar{p}p} Z(\bar{p}) \right\| = 0 \), from the last equality, (13) holds and the proof is completed. \( \square \)

### 4 Examples

In this section, we present two concrete examples. We show that the main result can be applied to find the singularity of differentiable vector fields defined on a sphere and on a cone of symmetric positive definite matrices.

**Example 4.1** Let \( (\cdot, \cdot) \) be the Euclidian inner product, with the corresponding norm denoted by \( \| \cdot \| \). The \( n \)-dimensional Euclidean sphere and its tangent hyperplane at a point \( p \) are, respectively, denoted by

\[
S^n := \left\{ p = (p_1, \ldots, p_{n+1}) \in \mathbb{R}^{n+1} : \| p \| = 1 \right\},
\]

\[
T_p S^n := \left\{ v \in \mathbb{R}^{n+1} : (p, v) = 0 \right\}.
\]

Let \( M := (S^n, (\cdot, \cdot)) \). For \( p \in \mathbb{M} \), the unique segment of the geodesic connecting \( p \) to \(-p\), starting at \( p \) with velocity \( v \) at \( p \), is given by \( \gamma(t) = \cos(t)p + \sin(t)v \) for all \( t \in [0, \pi] \). Thus, for \( p \in \mathbb{M} \), \( \exp_p : T_p \mathbb{M} \to \mathbb{M} \) is given by

\[
\exp_p v = \begin{cases} 
\cos(\|v\|) p + \sin(\|v\|) \frac{v}{\|v\|}, & v \neq 0 \in T_p \mathbb{M} / \{0\}; \\
0, & v = 0.
\end{cases}
\]
Let $X$ and $Y$ be vector fields in $\mathbb{M}$. Then, using [30], we can prove that the Levi-Civita connection of $\mathbb{M}$ is given by

$$\nabla_Y X(p) = \left[ I - pp^T \right] X'(p) Y,$$

(15)

where $X'(p)$ is the usual derivative of $X$ at $p$ and $I$ denotes the $(n + 1) \times (n + 1)$ identity matrix. Hence, for $f : \mathbb{M} \to \mathbb{R}$ a twice-differentiable function, by using the Euclidian inner product and (15), the gradient and Hessian of $f$ at $p$ are, respectively, given by

$$\text{grad } f(p) = f'(p) - \langle f'(p), p \rangle p,$$
$$\text{Hess } f(p) = \left[ I - pp^T \right] \left[ f''(p) - \langle f'(p), p \rangle I \right],$$

(16)

where $f'(p)$ and $f''(p)$ are the Euclidean gradient and Hessian of $f$ at $p$, respectively. Hence, it follows from (14) and (15) that Newton’s method for finding $p \in \mathbb{M}$ such that $X(p) = 0$ where $X : \mathbb{M} \to T\mathbb{M}$ is a differentiable vector field is given by

$$p_{k+1} = \cos (\|v_k\|) p_k + \sin (\|v_k\|) \frac{v_k}{\|v_k\|}, \quad k = 0, 1, \ldots,$$

where $v_k \neq 0$ is the unique solution of the linear equation

$$\left[ I - pp_k^T \right] X'(p_k) v_k = -X(p_k).$$

Moreover, for $f : \mathbb{M} \to \mathbb{R}$ a twice-differentiable function, by using (16), Newton’s method for finding $p \in \mathbb{M}$ such that $\text{grad } f(p) = 0$ is given by

$$p_{k+1} = \cos (\|v_k\|) p_k + \sin (\|v_k\|) \frac{v_k}{\|v_k\|}, \quad k = 0, 1, \ldots,$$

(17)

where $v_k \neq 0$ is the unique solution of the linear equation

$$\left[ I - pp_k^T \right] \left[ f''(p_k) - \langle f'(p_k), p_k \rangle I \right] v_k = -f'(p_k) + \langle f'(p_k), p_k \rangle p_k.$$  

(18)

In particular, letting $A$ be a $n \times n$ positive definite symmetric matrix and $f : \mathbb{S}^n \to \mathbb{R}$ be the Rayleigh quotient function, i.e., $f(p) = p^T Ap$. Then, after some calculations, (18) becomes

$$\left[ \left( I - pp_k^T \right) B_k \right] v_k = -B_k p_k,$$

(19)

where $B_k = 2 \left[ A - p_k^T A p_k I \right]$. Therefore, from Corollary 3.2, we conclude that there exists a neighborhood of a global minimizer $p^*$ of the Rayleigh quotient function, such that the sequence defined by (17) and (19) converges superlinearly to $p^*$. We remark that the minimum value of the Rayleigh quotient function is the minimum eigenvalue of $A$. 

Springer
Example 4.2 Let $\mathbb{P}^n$ be the set of symmetric matrices, and let $\mathbb{P}^n_{++}$ be the cone of symmetric positive definite matrices of order $n \times n$. Following Rothaus [31], let $\mathbb{M} := (\mathbb{P}^n_{++}, (,))$ be the Riemannian manifold endowed with the Riemannian metric induced by the Euclidean Hessian of $\psi(A) = -\ln \det A$, namely

$$
\langle U, V \rangle = \text{tr}(V \psi''(A) U) = \text{tr}(V A^{-1} U A^{-1}), \quad A \in \mathbb{M}, \quad U, V \in T_A \mathbb{M}, \tag{20}
$$

where $\text{tr}(A)$ denotes the trace of matrix $A \in \mathbb{P}^n$ and $T_A \mathbb{M} \approx \mathbb{P}^n$. In this case, the unique geodesic segment connecting any $A, B \in \mathbb{M}$ is given by $\gamma(t) = A^{1/2} (A^{-1/2} B A^{-1/2})^t A^{1/2}$, for all $t \in [0, 1]$; see [32]. More precisely, $\mathbb{M}$ is a Hadamard manifold; see, for example, [33, Theorem 1.2, p. 325]. From this equality, we have $\gamma'(0) = A^{1/2} \ln (A^{-1/2} B A^{-1/2}) A^{1/2}$. Thus, for $A \in \mathbb{M}$, $\exp_A : T_A \mathbb{M} \to \mathbb{M}$ is given by

$$
\exp_A V = A^{1/2} e^{(A^{-1/2} V A^{-1/2})} A^{1/2}, \quad \tag{21}
$$

Let $X$ and $Y$ be vector fields in $\mathbb{M}$. Then, by using [28, Theorem 1.2, page 28], we can prove that the Levi-Civita connection of $\mathbb{M}$ is given by

$$
\nabla_Y X (A) = X' Y - \frac{1}{2} \left[ Y A^{-1} X + X A^{-1} Y \right], \tag{22}
$$

where $X'$ denotes the Euclidean derivative of $X$ and $A \in \mathbb{M}$. Therefore, from (20) and (22), the gradient and hessian are, respectively, given by:

$$
\text{grad} f(A) = Af’(A) A, \quad \text{Hess} f(A) V = Af''(A) VA + \frac{1}{2} \left[ V f'(A) A + AF'(A) V \right], \quad V \in T_A \mathbb{M}, \tag{23}
$$

where $f'(A)$ and $f''(A)$ are the Euclidean gradient and Hessian of $f$ at $A$, respectively. In this case, by using (21) and (22), Newton’s method for finding $A \in \mathbb{M}$ such that $X(A) = 0$, where $X : \mathbb{M} \to T \mathbb{M}$ is a differentiable vector field, is given by

$$
A_{k+1} = A_k^{1/2} e^{\left( A_k^{-1/2} V_k A_k^{-1/2} \right)} A_k^{1/2}, \quad k = 0, 1, \ldots ,
$$

where $V_k$ is the unique solution of the linear equation

$$
X'(A_k) V_k - \frac{1}{2} \left[ V_k A_k^{-1} X(A_k) + X(A_k) A_k^{-1} V_k \right] = -X(A_k).
$$

Moreover, for $f : \mathbb{M} \to \mathbb{R}$, a twice-differentiable function, by using (23), Newton’s method for finding $A \in \mathbb{M}$ such that $\text{grad} f(A) = 0$ is given by

$$
A_{k+1} = A_k^{1/2} e^{\left( A_k^{-1/2} V_k A_k^{-1/2} \right)} A_k^{1/2}, \quad k = 0, 1, \ldots , \tag{24}
$$
where $V_k$ is the unique solution of the linear equation

$$A_k f''(A_k) V_k A_k + \frac{1}{2} \left[ V_k f'(A_k) A_k + A_k f'(A_k) V_k \right] = -A_k f'(A_k) A_k. \tag{25}$$

In particular, letting $f : \mathbb{P}_{++}^n \rightarrow \mathbb{R}$ be defined by $f(A) = \ln \det A + \text{tr} A^{-1}$, where $\det A$ and $\text{tr} A$ denote the determinant and the trace of the matrix $A$, respectively. Then, the Euclidean gradient and Hessian are given, respectively, by

$$f'(A_k) = A_k^{-1} - A_k^{-2} \quad \text{and} \quad f''(A_k) V_k = -A_k^{-1} V_k A_k^{-1} + A_k^{-1} V_k A_k^{-2} + A_k^{-2} V_k A_k^{-1}.$$  

Therefore, substituting the last equalities into (25), we obtain

$$A_k V_k + V_k A_k = 2(A_k^2 - A_k^3), \tag{26}$$

We remark that $\text{grad } f(A) = A - \hat{I}$, where $\hat{I}$ is the $n \times n$ identity matrix, and the global minimizer of $f$ is $\hat{I}$. Hence, from Corollary 3.2 we conclude that there exists a neighborhood of the $\hat{I}$ such that the sequence defined by (24) and (26) converges superlinearly to $\hat{I}$.

5 Conclusions

In this paper, under nonsingularity of the covariant derivative of the vector field at its zero and without any additional conditions on this derivative, we established the superlinear local convergence of Newton’s method on a finite-dimensional Riemannian manifold. It is worth noting that we assumed that the Riemannian manifold is finite-dimensional in order to establish this result, at least two times, namely in Lemma 3.1 and Lemma 3.2. On the other hand, we know that Newton’s method converges superlinearly on infinite-dimensional Banach spaces under nonsingularity of the derivative of the operator at its zero. Since many important problems arise in infinite-dimensional Riemannian manifold as problems of finding singularities of vector fields, e.g., see [34,35], it would be interesting to extend the above results to such manifolds.
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