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Abstract—Agile synthetic aperture radar (SAR) platforms such as car-borne and UAV-borne SAR systems require combined inertial navigation systems (INS) and global navigation satellite systems (GNSS) to measure the radar sensor trajectories used for focusing and interferometric processing. Measurement inaccuracies from INS/GNSS systems lead to residual phase errors in the SAR products whose minimization is crucial to derive accurate topographic and deformation information. In this work, we analyze the impact of residual positioning errors on car-borne repeat-pass SAR interferometry at L-band for different INS/GNSS measurement configurations and for the typical car-borne acquisition geometry. The positioning errors are evaluated both during single SAR acquisitions with long integration times and between different acquisitions as a function of the distance of the radar platform from the GNSS reference stations. We show the reduction of interferometric phase errors achievable by additionally using a GNSS receiver mounted in the vicinity of the SAR platform as compared to remote reference stations of the national network of permanent GNSS receivers. Test results obtained in a controlled setup with a rail-based SAR system equipped with a navigation-grade INS/GNSS system show maximum repeat-pass trajectory errors on the order of 1–2 cm using a local GNSS reference station and up to 10–15 cm using the remote reference stations, leading to azimuth and range phase trends in the interferometric products.
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I. INTRODUCTION

Accurate knowledge of the trajectory and the orientation of the radar antenna during the SAR data acquisition is a critical requirement for SAR image focusing and interferometric processing [1]–[4]. Especially for agile platforms such as small aircraft, unmanned aerial vehicles (UAV), or road vehicles, which can have highly nonlinear sensor trajectories [5]–[7], accurate positioning data along with topographic information of the mapped area is needed to build the spatially varying matched filter for azimuth focusing and to produce well-focused and motion-compensated SAR and InSAR data based on the 3-D geometry of the mapped scene [5], [8]–[11].

Commonly, position and attitude of the radar platform are measured with positioning measurement systems mounted on board, such as integrated inertial navigation systems and global navigation satellite systems (INS/GNSS) [12]–[14]. The finite accuracy of the positioning measurement system causes a mismatch between the actual sensor trajectory and the measured one, often referred in the literature as residual motion error, that leads to residual phase errors in the focusing and in the interferometric products [9]–[11], [15]–[18]. Since positioning errors are subject to temporal variations, they are especially critical in repeat-pass (differential) interferometric applications.

For agile SAR platforms, factors such as nonlinear sensor trajectories, long integration time, large variation of look angles and range distances [19], [20], and strong topographic variations, further increase the impact of positioning errors on the interferometric phase and derived products [4], [10], [18], [21]. Moreover, in case of strong topographic variations, DEM height errors lead to different range shifts of the target location as a function of the look angle [22].

In a combined INS/GNSS system, the changing GNSS satellite visibility and the atmospheric variations influence the positioning performance. Therefore, the longer the integration time, the higher the probability of experiencing relative positioning errors along the synthetic aperture as a consequence of the time-varying performance of the INS/GNSS system.

To assess the positioning errors in a real acquisition scenario, multiple positioning measurements should be performed while the radar platform repeats exactly the same trajectory over multiple passes [23], [24]. Since a sufficiently accurate repetition of the sensor trajectory is unfeasible with a car-borne, UAV-borne, or airborne system, we performed a controlled repeat-pass experiment with the L-band SAR mounted on a rail
and additionally equipped with a navigation-grade INS/GNSS system [25].

In an INS/GNSS system, the INS measures accelerations with three orthogonal accelerometers and angular velocities with three orthogonal gyroscopes at a high update rate (e.g., 300 Hz). The accelerations and angular velocities have to be mathematically integrated to obtain relative positioning and attitude information, which leads to substantial drifts over time due to accelerometer and gyroscope biases. The role of the GNSS system is to compensate the INS drifts over time (in the order of seconds and longer) via fusion of the INS and the GNSS data, generally performed using a Kalman filter [14], [26]. Therefore, keeping the errors of the GNSS positioning setup as small as possible is key to minimize time-varying positioning errors. In general, error sources of GNSS-based positioning include satellite clock errors, orbit errors, ionospheric and tropospheric path delays, and multipath effects [27]–[30]. Real-time kinematic (RTK) or post-processed kinematic (PPK) GNSS positioning with respect to a reference GNSS station allows to compensate for the first two error sources and using dual-frequency (e.g., L1/L2) GNSS systems a ionosphere-free solution can be obtained.

RTK/PPK also allows to exploit the spatial correlation of the tropospheric path delay in the GNSS signal and to reduce its impact as a function of the distance between the GNSS rover and the reference station (the closer, the better) [31], [32].

Networks of permanent and continuously operating GNSS ground reference stations are available in many countries worldwide, like CORS (continuously operating reference station) in America, EPN (EUREF permanent network) in Europe, and AGNES (automated GNSS network for Switzerland) in Switzerland [33]–[35] but their mean distance from the SAR platform is fixed once the measurement target area is established. Portable GNSS reference stations can be deployed in the vicinity of the SAR platform in an effort to further reduce the tropospheric disturbance, although such option adds additional burden in terms of measurement setup and processing.

In view of operational repeat-pass DInSAR measurements from agile platforms, it is relevant to understand whether using one or more reference stations of the available network of permanent GNSS receivers is sufficient or the local GNSS reference station is required to guarantee high positioning accuracy and, hence, low residual phase errors. Although residual motion compensation [15], [20], [36]–[40] and autofocus techniques [8], [41]–[48] can, to some extent, reduce the impact of positioning errors, achieving accurate trajectory estimates in the first instance is desirable to minimize aperture- and topography-dependent phase trends.

The aim of this work is to quantify the trajectory errors measured with a high-performance (navigation-grade) INS/GNSS system for different GNSS reference station setups and to analyze their impact on the interferometric phase in a real acquisition scenario relevant to the acquisition geometry of a car-borne SAR system [49]–[53]. In particular, we investigate the effect of the trajectory errors on repeat-pass SAR acquisitions as a function of the distance of the radar platform from different GNSS reference stations. We set up a rail-based SAR and INS/GNSS measurement system [25] to guarantee an almost exact repeatability of the platform trajectories over multiple passes and, thus, to quantify the time-varying positioning errors with respect to the actual platform trajectory. We compare the positioning solutions obtained with the closest reference stations of the AGNES network and with a local nonpermanent GNSS receiver deployed few meters away from the SAR platform, and analyze the PPK-only and the integrated INS/PPK positioning solutions.

The residual positioning errors are evaluated during the timeframe of single SAR acquisitions with long integration times and between different passes relevant to InSAR/DInSAR acquisitions. The rail-based setup allows to quantify the effect of positioning errors on the DInSAR data by isolating the residual phase errors from the troposphere-induced interferometric phase (also known as atmospheric phase screen).

Additionally, we report a sensitivity analysis of the interferometric phase to baseline errors to provide a theoretical indication of the interferometric phase errors observable in the typical car-borne acquisition geometry.

The article is organized as follows. Section II presents the experimental measurement setup, the processing scheme adopted for GNSS and INS data integration, the sensitivity analysis to baseline errors, and the strategy employed for the evaluation of the residual interferometric phase errors. Section III reports the results of the analyses of the positioning and the DInSAR measurements. A discussion of the results is provided in Section IV. The conclusions are drawn in Section V.

II. METHODS

A. Experimental Measurement Setup

To collect high-quality repeat-pass positioning and attitude data and guarantee an almost perfect repeatability of the platform trajectory in a controlled setup, we performed repeat-pass SAR data acquisitions along a fixed 10-m-long rail additionally equipped with a navigation-grade INS/GNSS system (see Fig. 1). The constrained position of the sensor trajectory along the rail allows to evaluate the accuracy (trueness and precision [23]) of the estimated trajectory with respect to the nominal path of the platform.
Gyro and accelerometer biases are responsible for the inertial drift and define the performance of the system in absence of external aids (e.g., during a GNSS outage).

\[ g \approx 9.81 \text{ m/s}^2 \]

Table I summarizes the specifications of the INS/GNSS system.

The measurement setup includes the following elements (see Fig. 1).

1) A platform moving along a 10-m-long rail at a speed of about 40 cm/s controlled by a motor synchronized with the radar transmissions. Start and end positions of the platform are the same for every pass.

2) A linearly frequency modulated continuous wave (FMCW) radar system operating at L-band with a bandwidth of 100 MHz and a chirp length of 2 ms (PRF 500 MHz) [52].

3) Two radar antennas (one transmitting and one receiving) rigidly mounted to the moving platform, with 3 dB beamwidth of 40° in azimuth and 20° in elevation.

4) A INS/GNSS system and a GNSS antenna fixed to the platform moving along the rail (strapdown configuration [14]).

5) A nonpermanent stationary GNSS receiver (see Fig. 1) steadily mounted few meters away from the rail (in the following indicated as “local reference station”) used as reference station for differential GNSS processing.

6) Two permanent, continuously operating, stationary GNSS reference stations of the AGNES network [35], located at different heights at a distance of about 20 km from the rail (see Table II), used for GNSS differential processing.

The moving GNSS receiver—called “rover” in the GNSS jargon—and the reference stations are dual-frequency and multiconstellation (GPS and GLONASS).

The radar acquisitions were performed at every pass during the forward movement of the platform. Position, velocity, and attitude measurements were performed for the entire duration of the campaign at a data acquisition rate of 1 Hz for the GNSS and 300 Hz for the INS.

Table II

| Station name | OALP | HABG | Local |
|--------------|------|------|-------|
| Description  | Permanent station of the AGNES network: Oberalppass | Permanent station of the AGNES network: Hasliberg | Stationary non-permanent (portable) receiver. |
| Antenna type | TRM598000.00 | TRM598000.00 | TRM779710.00 |
| Baseline     | ~20 km | ~20 km | < 10 m |
| Height       | 2139.53 m | 1147.97 m | 2000.37 m |

The measurement campaign took place in July 2018 in the Bernese Alps, where radar acquisitions of the Steingletscher (Stein glacier) were performed from a distance of about 3200 m from the target area (see Figs. 2 and 3). The height difference between the radar position and the top part of the mapped area...
is about 1200 m, corresponding to a variation of look angles between near range and far range of 20°.

B. Trajectory Estimation via GNSS and INS Data Processing

To retrieve the trajectory information required to focus the SAR data, inertial and GNSS data were integrated in postprocessing to reduce the accumulation error affecting accelerometers and gyroscopes of the INS. First, for each reference station, the GNSS measurements were processed using the carrier-phase differential GNSS technique known as postprocessed kinematic (PPK) [30], [54], which provides the time-series of platform positions for the entire duration of the measurement campaign. The PPK solutions were then integrated with the inertial data via a loosely coupled extended Kalman filter followed by a Rauch–Tung–Striebel (RTS) smoother [26], [55], [56]. In the following, we refer to the integrated and smoothed INS/PPK positioning solutions, which were then used for SAR focusing, as RTS solutions.\(^1\)

The PPK positioning solutions and, hence, the related RTS ones were independently calculated for each reference station indicated in Table II:

1) Two solutions are based on the local reference station located less than 10 m away from the rover using single-frequency and dual-frequency processing, respectively. The coordinates of the local reference station were calculated via static carrier-phase differential processing using one of the AGNES stations as reference, specifically the one with the lower altitude difference with respect to the rover (the OALP station of Table II).

2) One solution is based on the “OALP” AGNES reference station (dual-frequency).

3) One solution is based on the “HABG” AGNES reference station (dual-frequency).

4) One solution is based on both the OALP and the HABG AGNES stations used at the same time (dual-frequency).

In the case of the AGNES reference stations, dual-frequency processing proved necessary to reduce the ionospheric effect on the received data and obtain integer carrier-phase ambiguity solutions[30], [57]. A processing elevation mask of 15° was used to exclude highly attenuated signals transmitted from satellites visible at low-elevation angles and to reduce multipath.

To calculate the nominal radar trajectory, we retrieved each trajectory relevant to the radar acquisitions from the single-frequency local RTS solution (local_L1), for a total of 58 trajectories that were then averaged together. The average trajectory is at least one order of magnitude lower than the individual trajectories.

The PPK processing performed with the commercial software Novatel GrafNA 8.70, Kalman filter and RTS smoother used for INS/PPK integration provided by iMAR Navigation GmbH.

The column “legend entry” indicates the name used in the plots for the PPK and the related RTS positioning solutions.

C. Radar Processing and “Self-Interferograms”

Together with a digital elevation model (DEM) of the mapped area, the integrated RTS trajectories were used for SAR focusing via time-domain back-projection (TDBP). The TDBP focusing algorithm [6], [60]–[64] can be used for any nonlinear trajectory and produces motion-compensated, coregistered, and geocoded SLCs. Since in TDBP, the topographic phase is removed by means of the DEM and the trajectory information, the interferometric combination of two focused images automatically produces a differential interferogram [18], [65].

Nevertheless, as for other focusing algorithms, the correctness of the focusing is limited by the accuracy of the positioning system (INS/GNSS) [22]. Due to trajectory estimation errors, different from pass to pass, the interferometric phase contains residual phase components originating from the presence of a baseline error that varies with range and azimuth. The trajectory errors, and hence the residual phase, depend on the distance to the reference station used for the differential GNSS processing.

To show the effect of trajectory errors on the differential interferometric phase for different GNSS setups, we exploited the inherent zero spatial baseline of the rail-based system. Specifically, first we performed TDBP focusing of the raw radar data, acquired from the rail-based system, using the nominal sensor trajectory and the different RTS trajectories, namely the trajectories based on the local reference station and the ones based on the vertically closer AGNES reference station (indicated as local_L1 and OALP in Table III, respectively). Then, we created a set of differential interferograms using the data focused with the nominal trajectory as primary and the data focused with each RTS trajectory as secondary. We refer to this nonstandard interferometric product as “self-interferograms.”

A simple model for the self-interferograms can be derived from the repeat-pass DInSAR phase:

\[
\varphi_{\text{DInSAR}} = \varphi_{\text{def}} + \varphi_{\text{pos}} + \varphi_{\text{tropo}} + \varphi_{\text{DEM}} + \varphi_{\text{noise}},
\]  

where $$\varphi_{\text{def}}$$ is the deformation signal of interest, $$\varphi_{\text{pos}}$$ is the residual phase due to positioning errors, $$\varphi_{\text{tropo}}$$ is the tropospheric path delay (also known as atmospheric phase screen), $$\varphi_{\text{DEM}}$$ is the residual phase due to DEM errors, and $$\varphi_{\text{noise}}$$ includes thermal noise and other unmodeled noise sources.
Since the self-interferograms are generated from image pairs relevant to the same raw data, the temporal baseline is zero and both the deformation and the tropospheric phase components cancel out in the interferogram ($\varphi_{\text{def}} = \varphi_{\text{tropo}} = 0$). Therefore, only the effect of baseline and DEM errors affect the phase of the self-interferogram $\varphi_{\text{self}}$.

$$
\varphi_{\text{self}} = \varphi_{\text{pos}} + \varphi_{\text{DEM}} + \varphi_{\text{noise}}.
$$

(2)

Note that such experiment involving the creation of self-interferograms is only possible with systems physically constrained in two dimensions, such as the rail-based one, equipped with a positioning system, which is usually not necessary for rail-based systems [66]–[68]. The same radar and INS/GNSS systems are employed on the car-borne SAR.

In addition to the self-interferograms, canonical repeat-pass differential interferograms were also created using the nominal trajectory, the RTS local L1 trajectories, and the RTS OALP trajectories, respectively.

Regarding the resolution of the rail-based interferograms, the slant-range resolution is defined by the radar bandwidth while the azimuth resolution depends on the range and the rail length, that is:

$$
\Delta r_B = \frac{c}{2B_W} \quad \text{(3)}
$$

$$
\Delta a_z = \frac{\lambda}{2L} r, \quad \text{(4)}
$$

where $L$ is the length of the synthetic aperture that can be obtained on the rail, $\lambda$ is the radar wavelength, $r$ is the slant range, and $B_W$ is the chirp bandwidth. As it is typical for a rail-based SAR system [66]–[68], whose length is usually smaller than the azimuth extension of the radar footprint on the scene, the resolution is not constant with the range. With $L = 10 \text{ m}$, $\lambda = 22.6 \text{ cm}$, and $r$ between 400 m and 3.2 km, the azimuth resolution varies between 4.5 and 35 m from near-range to far-range, while the range resolution is 1.5 m for a bandwidth of $B_W = 100 \text{ MHz}$. The DEM posting is 1 m and a multilooking windows of $35 \times 35$ pixels were applied.

### D. Sensitivity Analysis

In this section, a sensitivity analysis of the interferometric phase to baseline errors is reported. For a generic target, the interferometric phase $\varphi$ is related to the range difference $\delta r$ measured between two SAR acquisitions [69], [70]

$$
\varphi = \frac{4\pi}{\lambda} \delta r. \quad \text{(5)}
$$

In this case, only the geometric component of the interferometric phase is taken into account. From the geometry depicted in Fig. 4, the following equation is obtained using the law of cosines:

$$
(r + \delta r)^2 = r^2 + B^2 - 2 r B \sin(\theta - \alpha_B), \quad \text{(6)}
$$

where $r$ is the slant range, $\theta$ is the target look angle, $B$ is the baseline length, and $\alpha_B$ is the baseline tilt angle.

Substituting (6) in (5), it follows:

$$
\varphi = \frac{4\pi}{\lambda} \left( \sqrt{r^2 + B^2 - 2rB \sin(\theta - \alpha_B)} - r \right). \quad \text{(7)}
$$

Using the error propagation formula truncated to the first order [71], the phase error due to baseline and roll errors is given by:

$$
\sigma_\varphi^2 \simeq \left( \frac{\partial \varphi}{\partial B} \right)^2 \sigma_B^2 + \left( \frac{\partial \varphi}{\partial \alpha_B} \right)^2 \sigma_{\alpha B}^2, \quad \text{(8)}
$$

where $\sigma_\varphi^2$, $\sigma_B^2$, and $\sigma_{\alpha B}^2$ are the variance of the phase, the baseline length, and the baseline tilt angle, respectively.

From (7), the first derivatives of the phase with respect to the baseline length and the tilt angle are

$$
\frac{\partial \varphi}{\partial B} = \frac{4\pi}{\lambda} \frac{B - r \sin(\theta - \alpha_B)}{\sqrt{r^2 + B^2 - 2rB \sin(\theta - \alpha_B)}},
$$

$$
\frac{\partial \varphi}{\partial \alpha_B} = \frac{4\pi}{\lambda} \frac{Br \cos(\theta - \alpha_B)}{\sqrt{r^2 + B^2 - 2rB \sin(\theta - \alpha_B)}}. \quad \text{(9)}
$$

Substituting (9) in (8), and considering alternatively the baseline length error and the baseline tilt angle error, it follows:

$$
\sigma_{\varphi|\alpha_B=0} \simeq \frac{4\pi}{\lambda} \left| \frac{B - r \sin(\theta - \alpha_B)}{\sqrt{r^2 + B^2 - 2rB \sin(\theta - \alpha_B)}} \right| \sigma_B, \quad \text{(10)}
$$

$$
\sigma_{\varphi|B=0} \simeq \frac{4\pi}{\lambda} \left| \frac{Br \cos(\theta - \alpha_B)}{\sqrt{r^2 + B^2 - 2rB \sin(\theta - \alpha_B)}} \right| \sigma_{\alpha B}. \quad \text{(10)}
$$

Equations (10) are plotted in Fig. 5 as a function of the look angle for different baseline errors and tilt angle errors. The nominal baseline is $B = 0.5 \text{ m}$, while the nominal tilt angle $\alpha_B$ is either $0^\circ$ or $90^\circ$ to simulate horizontal baseline and vertical baselines, respectively. Note that the tilt angle error $\sigma_{\alpha B}$ is zero if the nominal baseline is zero but can lead to very large phase errors even for small baselines, depending on the look angle.

In practice, especially in DInSAR applications, the interferometric phase is always calculated with respect to a (stable) reference point located in the imaged area and therefore
only the relative phase error is of interest. The latter is zero on the reference point and increases for points located away from the reference as the look angle and the baseline error vary, leading to potential errors up to 50°–100°. Note that, in practice, the baseline error may vary along azimuth as a consequence of the time-varying nature of the positioning errors, which is particularly relevant in the case of long integration times, causing differing phase trends [72].

Although the plots in Fig. 5 are reported for a fixed range distance (r = 2000 m), due to the small nominal baseline, which is typical for car-borne SAR acquisitions, the variation of the phase error with the slant range is minimal and mostly occurs in close range. This can be shown by using the plane wave (or parallel waves) approximation [69], valid for \( \delta r \ll r \) and \( B \ll r \), for which (7) becomes

\[
\varphi_{\text{pwa}} \simeq - \frac{4\pi}{\lambda} B \sin (\theta - \alpha_B).
\]  

(11)

Using (11), the phase derivatives in (9) become:

\[
\frac{\partial \varphi_{\text{pwa}}}{\partial B} = - \frac{4\pi}{\lambda} \sin (\theta - \alpha_B)
\]

\[
\frac{\partial \varphi_{\text{pwa}}}{\partial \alpha_B} = \frac{4\pi}{\lambda} B \cos (\theta - \alpha_B),
\]  

(12)

showing that there is no direct dependence from the range distance of the phase sensitivity to baseline errors. Note, however, that the look angle \( \theta \) varies with range due to the topographic height changes and to the side-looking geometry of the SAR [73]. In the presence of strong topographic changes, large variations of look angles can occur, especially in close range, resulting in significant relative phase errors in function of the baseline errors.

To verify in which range of values (relevant for a car-borne acquisition scenario) the plane wave approximation holds, let us consider the approximation error \( \epsilon_\varphi \) [69]:

\[
\epsilon_\varphi = \varphi - \varphi_{\text{pwa}} = \frac{4\pi}{\lambda} \sqrt{r^2 + B^2 - 2rB \sin(\theta - \alpha_B)} - r + B \sin(\theta - \alpha_B).
\]  

(13)

Equation (13) is plotted in Fig. 6 for a nominal baseline \( B \) of 0.5 m and shows that the approximation error \( \epsilon_\varphi \) is below few degrees for range distances of 100 m and rapidly decreases for larger distances, thus indicating the validity of the plane wave approximation in most range values of interest due to the small nominal baseline length.
III. RESULTS

In this section, we present the results of the rail-based INS/GNSS and InSAR test measurements, highlighting the positioning errors within the time-span of the synthetic aperture and between repeated SAR acquisitions assessed for different configurations: AGNES and local reference stations, PPK-only, and integrated INS/PPK data. Table III reports the nomenclature used in the plots for the different cases.

Fig. 7(a) shows the number of GPS and GLONASS satellites simultaneously visible from the rover moving along the rail and each reference station. For all solutions, the number of satellites is well above the minimum number required to perform differential GNSS processing (5 satellites for dual-constellation GNSS). Fig. 7(b) reports the positional dilution of precision (PDOP), which is an indication of the relative geometrical configuration between ground receivers and satellites. The PDOP value is below 2.4 for each reference station indicating good satellites visibility [30], [54].

The estimated position standard deviation is shown in Fig. 8 for the dual-frequency PPK solutions obtained with the local reference station (local_L1L2) and the closest AGNES reference station (OALP), respectively, and is roughly two times larger for the latter as compared to the former. The standard deviation of the vertical component is worse compared to the horizontal components, as it is usually the case for GNSS data [31].

Fig. 9 shows the time-series of the rover altitude of the PPK-only and the RTS positioning solutions obtained with the different GNSS reference stations, during a time interval of almost 3 h. Standstill epochs are visible at the beginning and at the end of the measurements. The repeated passes of the platform along the rail are indicated by the 30 cm altitude variations with respect to the standstill position (located at an altitude of about 2000.53 m). The solutions obtained with the local reference station (both single-frequency and dual-frequency ones) show a better repeatability of the altitude over the multiple passes and during the standstill periods. On the other hand, decimeter-level time-varying undulations are visible in the positioning solutions obtained with the remote AGNES reference stations.

Fig. 10 shows the boxplots of each PPK-only and the related RTS positioning solutions computed during the static epochs at the beginning and at the end of the campaign for a total time of 30 min (from relative time 0 s to 800 s and from about 9000 s...
The plots in Fig. 11 show the temporal variability of the altitude errors for the RTS local_L1 and the RTS OALP trajectories relevant to the repeat-pass radar acquisitions (i.e., during the forward movement of the platform). The lines are chronologically ordered and color-coded based on their acquisition time to highlight time-related error trends. In the case of the local reference station, the pass-to-pass altitude error is mostly contained within a 1 cm interval with a maximum of 2.2 cm [see Fig. 11(a)] while, in the case of the OALP AGNES reference station, the error spreads over a range of 12 cm [see Fig. 11(b)]. During the 27 s of synthetic aperture time, the variation of the altitude error between the beginning and the end of the acquisitions is mostly subcentimeter in the case of the local_L1 trajectory and around 1–1.5 cm in the case of the OALP trajectory, corresponding to a virtual inclination of the rail of less than 0.1°.

The residual interferometric phase errors due to positioning errors are highlighted in Fig. 13 showing repeat-pass differential interferograms generated from acquisition pairs focused with the nominal quasi-linear trajectory and with the integrated INS/PPK trajectories obtained with the local reference station and with the OALP reference station (RTS local_L1 and RTS OALP, respectively). Three different temporal baselines are reported. The interferometric reference point is set on an exposed rock at a distance of about 2370 m from the rail midpoint (see Fig. 3). The color map is limited to ±0.5 radians to enhance the visibility of the phase errors (out-of-range values are wrapped). In the case of the RTS local_L1 trajectories, the interferometric phase patterns are almost identical to the case of the nominal trajectory while different time-varying phase trends are visible in the case of the RTS OALP trajectories [see Figs. 13(g), 13(h), and 13(i)].

The geocoded self-interferograms are reported in Fig. 14 and show the (differential) phase error caused by positioning errors, without the additional phase components related to the glacier flow and to the tropospheric phase gradient thanks to the zero temporal baseline (as explained in Section II-C). The positioning errors of the RTS local_L1 trajectories mostly cause small scale phase noise [see Figs. 14(a), (c), (e)] or a mild azimuth phase trend of less than 5°–10°. Conversely, the RTS OALP trajectories cause large phase trends affecting the entire mapped area, with phase errors up to 60°–90° with respect to the reference point, predominantly in azimuth [see Figs. (b), (d), and (f)].

IV. DISCUSSION

The strong correlation between the long-term behavior of the integrated INS/PPK positioning solutions and the long-term behavior of the PPK-only solutions (see Figs. 9 and 12) highlights the importance of accurate differential GNSS processing also when a high-performance INS is employed (as in the present test): the navigation-grade INS provides measurements of relative position and attitude through integration of accelerations and angular velocities, which are available with high accuracy on a short term interval and at a high update rate (300 Hz), but the INS-based positioning and attitude solution drifts with time. Through fusion with the GNSS PPK-based positioning solution, the drift of the INS-navigation is compensated. Therefore, the (smoothed) GNSS PPK-based positioning solution dominates...
Fig. 9. Altitude time-series (WGS84) of the repeated passes of the platform along the rail for a time span of about 3 h, including standstill periods at the beginning and at the end. Positioning solutions obtained with the local and the AGNES reference stations (see Table III) as well as PPK-only (a) and the integrated RTS (b) solutions are shown. The repeated passes of the platform along the rail are indicated by the altitude variation of about 30 cm with respect to the standstill position.

Fig. 10. Accuracy of the geodetic altitude (WGS84) of all the PPK and RTS solutions (see Table III) during initial and final standstill for a total of 30 min of static acquisitions. The standstill position is at an altitude of 2000.53 m. The boxes indicate 50% of the values, the whiskers indicate 5% and 95% percentiles. The solutions obtained with the local reference station outperform the ones obtained with the AGNES reference stations.

the long-term positioning accuracy relative to the GNSS reference station and any uncompensated tropospheric path delay affecting the post-processed GNSS positions plays a major role on the long-term positioning accuracy of the integrated solution, ultimately affecting the repeat-pass spatial baseline error.

The trajectories obtained with the remote (AGNES) reference stations show large altitude undulations due to the uncompensated tropospheric path delays (see Fig. 9), resulting in altitude offsets over repeated passes, as visible in Fig. 11(b), which, in presence of a perpendicular baseline between the SAR acquisitions as in a car-borne or UAV-borne acquisition scenario, would lead to residual topographic errors. The correlation of the tropospheric effect on GNSS signals over short time intervals may lead to comparable errors affecting consecutive passes, as the partial concentration of lines with similar colors in Fig. 11(b) suggests. The worse performance of the solutions involving the HABG reference station as compared to the OALP one is consistent with larger uncompensated tropospheric errors due to the considerable height difference of the HABG station from the rover (see Table II). On the other hand, positioning offsets and error trends are substantially reduced by using the local reference station, since the tropospheric path delays cancel out thanks to the proximity of the rover and the reference station. Consequently, a more consistent repeatability of the estimated platform trajectories over multiple passes can be achieved by using a local reference station, which is of considerable importance in the context of repeat-pass DInSAR applications.

Residual interferometric phase errors are visible in the differential interferograms as a consequence of the baseline errors caused by the uncertainty of the integrated INS/PPK trajectories. In the case of trajectories calculated with respect to the local reference station, the positioning errors account only for a fraction of the radar wavelength (about $\lambda/10$), consistent with the small-scale phase noise visible in the related self-interferograms [see Fig. 14(a), (c), and (e)].

Conversely, errors up to half wavelength are obtained with the remote reference station, causing the phase error trends visible in both the differential interferograms and in the self-interferograms. The phase trends are comparable to the ones resulting from a misalignment of the rail between different acquisitions, for example, due to repositioning errors of the rail during different campaigns in discontinuous measurements mode [72], [74]–[76]. Larger phase errors are visible on the left flank of the valley where stronger look angle variations occur and where the distance from the interferometric reference point is larger.

In the rail-based configuration, the actual spatial baseline between the acquisitions is practically zero (besides small potential vibrations of the radar antennas) due to the constrained movement of the platform. Therefore, only negligible residual topographic phase variations are left in the differential interferograms as a consequence of baseline and DEM errors. This is consistent with the predominance of azimuth phase trends in the self-interferograms as compared to phase errors in range. On the other hand, in a car-borne repeat-pass acquisition scenario, DEM
Fig. 11. Deviation from the nominal trajectory (altitude only) of each individual repeat-pass trajectory (RTS solutions) obtained with the local reference station (local_L1) and the AGNES reference station (OALP). The trajectories are chronologically ordered according to their acquisition time and the error lines are sequentially color-coded (see colorbar). Note the different scale of the y-axis in the plots. (a) local_L1. (b) OALP.

Fig. 12. Accuracy of the PPK-only and the RTS (integrated INS/PPK) radar trajectories during the movement of the platform obtained with the local and the AGNES reference stations. The accuracy is indicated as the variation around the nominal trajectory. The boxes indicate 50% of the values, the whiskers indicate 5% and 95% percentiles. The coordinate system is the Cartesian East, North, Up with origin on the local reference GNSS receiver. Note that the range of values of the ordinate axis is 5 cm in Fig. 12(a) and 12(b) and 25 cm in Fig. 12(c) and 12(d). (a) local_L1. (b) local_L1L2. (c) OALP. (d) HABG.
errors should be taken into account. DEM offsets have a similar effect as constant positioning offsets and do not pose major problems in the interpretation of the interferograms due to the relative nature of the interferometric measurements [22], [72]. On the other hand, relative height errors between the resolution cells or lateral translations of the DEM occur in addition to positioning errors and can lead to varying phase errors along azimuth and range.

Finally, especially in the case of long temporal baselines, the tropospheric phase error also affect the differential
Fig. 14. Phase of the self-interferograms (both SLCs focused from the same raw data) for three different acquisitions. For each self-interferogram, the primary SLC is focused using the nominal trajectory and the secondary SLC is focused using the estimated radar trajectory obtained with the local reference station (RTS local_L1 trajectories) or with the OALP AGNES reference station (RTS OALP trajectories). The color map is limited to ±0.5 radians to enhance the visibility of the phase errors (out-of-range values are wrapped). The dotted yellow line indicates the direction of the rail. The filled yellow line is the average SAR trajectory along the rail (length of 10 m). The red cross is the position of the interferometric reference point. Swisstopo geodata. (a) Trajectory: RTS local_L1. Acquisition time: 12:40:39. (b) Trajectory: RTS OALP. Acquisition time: 12:40:39. (c) Trajectory: RTS local_L1. Acquisition time: 12:58:42. (d) Trajectory: RTS OALP. Acquisition time: 12:58:42. (e) Trajectory: RTS local_L1. Acquisition time: 13:37:42. (f) Trajectory: RTS OALP. Acquisition time: 13:37:42.

 interferograms and cannot be easily distinguished from uncompensated positioning-related phase errors. Tropospheric phase error are caused by local gradients of the refractive index, which is height dependent and is a function of temperature, pressure, and humidity content of the air and therefore particularly relevant in the case of steep slopes [69]. As a rough estimate, the differential tropospheric path delays affecting ground-based radar measurements can be in the order of mm/km or cm/km in range [77], [78] which, at L-band, correspond to phase variations between $3^\circ$/km and $30^\circ$/km or
more, and therefore of comparable order of magnitude with respect to phase trends caused by positioning errors.

V. CONCLUSION

In this work, trajectory errors experienced between repeated SAR acquisitions and within the time-span of a synthetic aperture with long integration time measured with a navigation-grade INS/GNSS system were analyzed. The analyses, carried out in a controlled rail-based setup with different INS/GNSS configurations, highlighted the positioning performance and the related differential interferometric performance arising from the use of GNSS reference stations at different distances from the radar platform. The controlled rail-based experiment mimics the acquisition scenario of a car-borne DInSAR-based mobile mapping system.

The results showed that the residual positioning errors obtained by relying on the (remote) reference stations of a permanent GNSS network, which are situated at 20 km distance and at a different altitude by several hundred meters compared to the measurement site, can be substantial, thus causing nonnegligible residual phase error trends. A significant reduction of the phase errors can be achieved by using a reference station located close to the radar platform, which allows to effectively remove most of the tropospheric disturbance affecting the GNSS signals and to achieve an excellent postprocessed positioning accuracy for repeated passes. This last aspect is particularly relevant in the context of repeat-pass DInSAR acquisitions from agile platforms to avoid as much as possible any disturbing phase trends caused by inaccurate knowledge of the interferometric baseline due to positioning errors, which would otherwise need to be corrected in postprocessing to retrieve the deformation signal with high accuracy.
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