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Abstract—Learning-based methods could provide solutions to many of the long-standing challenges in control. However, the neural networks (NNs) commonly used in modern learning approaches present substantial challenges for analyzing the resulting control systems’ safety properties. Fortunately, a new body of literature could provide tractable methods for analysis and verification of these high dimensional, highly nonlinear representations. This tutorial first introduces and unifies recent techniques (many of which originated in the computer vision and machine learning communities) for verifying robustness properties of NNs. The techniques are then extended to provide formal guarantees of neural feedback loops (e.g., closed-loop system with NN control policy). The provided tools are shown to enable closed-loop reachability analysis and robust deep reinforcement learning.

Software—https://github.com/mit-acl/nn_robustness_analysis

I. INTRODUCTION

Data-driven (or learning-based) methods offer many compelling advantages for addressing long-standing issues in the field of controls. For instance, real environments are often highly dynamic, nonlinear, uncertain, and high-dimensional, each of which present major challenges for the design, verification and deployment of control systems. [1] identifies opportunities to reduce the costs of modeling complicated systems and improve the control of large-scale networked systems through learning: “In order to maintain verifiable high performance, future engineering systems will need to be equipped with on-line capabilities for active model learning and adaptation, and for model accuracy assessment.”

Despite the potential advantages of learning-based control, this tutorial focuses on a fundamental open question: how can we certify the safety, performance, and robustness properties of learning machines? Autonomous vehicles, passenger aircraft, and surgical robots are examples of control systems that need safety guarantees, while robots that explore oceans or other planets require assurances that an expensive, one-time experiment will succeed. There are many challenges with solving these NN verification problems.

For instance, real-world uncertainties (e.g., from sensor noise, imperfect state estimates, unknown initial conditions, adversarial attacks [2]) often appear at the NN input and must be mapped through the NN to make a formal statement about the set of possible NN outputs. The high dimensionality and nonlinear nature of NNs introduces technical challenges for quickly and accurately propagating uncertainty sets through the NN. Fortunately, there is a growing body of literature on this topic, much of which began in the computer vision and machine learning communities. Section III introduces and unifies the literature into a framework that can be tailored for specific applications.

While NNs are difficult to analyze in isolation, the analysis is even more challenging for neural feedback loops (NFLs) – closed-loop systems with NN components, depicted in Fig. 1. A fundamental challenge in NFLs is that NN outputs can influence the NN inputs at the next step. Thus, conservatism about NN outputs compounds as time advances, which must be handled to verify meaningful properties. Section IV introduces the literature and describes a linear programming-based approach to estimate an NFL’s forward reachable sets – the set of all states the closed-loop system could enter in some time interval. The reachable sets could then be used to guarantee the control system will avoid undesirable states and terminate in a goal set.

In addition to verifying properties, NN analysis tools can be leveraged to address the so-called “sim-to-real gap” that plagues learning methods, and reinforcement learning in particular. [3]–[12] provide examples where the performance of learned control policies can be degraded substantially by introducing a small uncertainties that were not present during training. To address this issue with analysis tools, Section VI introduces a method for robust reinforcement learning that considers the worst-case outcomes of its actions, with respect to known-to-be-imperfect state observations.

This tutorial is based on material in [13]–[16] and provides further exposition and connections between the key problems.

II. LITERATURE REVIEW

A. Neural Networks in Control

Early work on NNs in control systems dates back to the 1960s [17], [18], with substantial interest in the 1980s and
1990s, especially for the control of nonlinear systems [19]–[21]. Many of the NN architectures used today were developed in this era, including the convolutional neural network (CNN) [22] and long short-term memory (LSTM) [23].

So why are NNs a big deal again? What has changed? One massive improvement is the ecosystem of tools: new computer hardware categories for faster training/inference (e.g., GPUs [24], TPUs [25]), open-source software packages (e.g., Caffe [26], TensorFlow [27], PyTorch [28]), massive curated datasets (e.g., ImageNet [29]), and well-established benchmark simulation tasks (e.g., Atari [30], [31], Gym [32]). In parallel, substantial algorithmic advances (e.g., dropout [33]), novel architectures (generative adversarial networks [34], autoencoders [35]), and latency reductions (e.g., MobileNet [36]) expand what can be learned from data.

Another paradigm shift is the idea of deep NNs (NNs with many hidden layers), as they unlock the ability to deal with high-dimensional inputs from modern perception systems (e.g., cameras). Going far beyond the classical notions of state estimates from 1D sensors, DNNs provide a way to extract semantic knowledge and context clues in real-time from on-board sensing. A body of work on end-to-end learning takes this idea to an extreme by learning a mapping from raw sensor data to control.

Building on these advances, recent work demonstrates that NNs are a powerful representation for various control problems, including:

- learning a control policy [37]–[39]
- learning the system’s model from data [40], possibly using physical constraints [41]–[44]
- online estimation of states or parameters [45], [46]
- learning a representation for verification [47]–[50]

Despite this progress, NNs still present many challenges for control systems. For example, deep learning algorithms typically require massive amounts of training data, which can be expensive or dangerous to acquire and annotate. NNs’ lack of interpretability and possible over-confidence in unsupported predictions are common concerns, as well. The combination of physics-based models with data is a promising approach, but there is not yet a consensus in the community on what should be modeled versus learned. This tutorial focuses on the challenges of verifying systems that employ NNs.

B. Verification in Controls

Control design is primarily concerned with stability, performance, and robustness. While there are many mathematical tools to aid the design of controllers and proof of these properties, there is usually still a gap between the models used for control design and the real, deployed systems. Thus, formal verification techniques provide assurances that the real system will meet specifications. [51] provides a recent surveys on the topic in the context of robotics. [52] and [53] provide further depth in verifying the software and hybrid nature of real control system implementations, respectively. [54] provides a survey on practitioners’ perception of the state-of-the-art for these methods.

A main focus of this tutorial is reachability analysis, which is a standard component of safety verification. Informally, these methods compute the set of all states the system could ever reach, which can be used to provide guarantees that the system will, for example, reach the desired state and avoid dangerous regions of the state space. Modern methods include Hamilton-Jacobi Reachability methods [40], [55], SpaceEx [56], Flow* [57], CORA [58], and C2E2 [59], [60]. Orthogonal approaches that do not explicitly estimate the system’s forward reachable set, but provide other notions of safety that assist in verification, include Lyapunov function search [61] and control barrier functions (CBFs) [62]. Several recent methods learn a representation that aids in verification [47]–[50].

Some of the key open issues include scalability to high-dimensional systems, computation time required for verification, and over-conservatism that can lead to arbitrarily loose performance bounds. Moreover, a relatively small subset of the literature focuses on NN control policies, which present additional challenges as described next.

C. Verification of Neural Feedback Loops

Despite the importance of analyzing closed-loop behavior, much of the recent work on formal NN analysis has focused on NNs in isolation (e.g., for image classification) [63]–[68], with an emphasis on efficiently relaxing NN nonlinearity [69]–[75]. [76] provides an excellent software repository for general computation graphs. When NNs are embedded in feedback loops, a new set of challenges arise for verification, surveyed in [77], [78]. To verify stability properties, [79] uses linear differential inclusions (LDI), and [80] uses interval constraint programming (ICP).

A handful of recent works [81]–[86] propose methods that compute forward reachable sets of closed-loop systems with NN controllers. A key challenge is in maintaining computational efficiency while still providing tight bounds on the reachable sets. [81]–[83] use polynomial approximations of NNs to make the analysis tractable. Most works consider NNs with ReLU approximations, whereas [84] considers sigmoidal activations. [85], [87] introduce conservatism by assuming the NN controller could output its extreme values at every state. [88] developed a method for ReLU NNs that also computes backward reachable sets, and [86] recently approached the problem with semidefinite programming (SDP).

Key open issues include the analysis of NFLs with high-dimensional, nonlinear, or stochastic plants and accounting for realistic perception systems (e.g., camera, lidar data). Additionally, verification methods are rarely embedded in the learning process, which could be a path toward synthesizing known-to-be-safe NFLs, building on ideas from work on isolated NNs [89].

III. ANALYZING NNs IN ISOLATION

This tutorial begins by introducing tools for formally analyzing NNs (in isolation). While empirical performance statistics can indicate that a NN has learned a useful input-output mapping, there are still concerns about how much
confidence to associate with decisions resulting from a learned system. One direction toward providing a confidence measure is to consider how the various sources of uncertainty in training/execution processes map to uncertainty in outputs of trained NNs. Many of these uncertainties appear at the NN input (e.g., from noisy/adversarially attacked sensing, unknown initial conditions), thus this work focuses on the problem of propagating input uncertainties through NNs to bound the set of possible NN outputs online.

### A. NN Notation & Analysis Problems

For a feedforward neural network with \( L \) hidden layers (plus one input and one output layer), the number of neurons in each layer is \( n_l \in [L + 1] \), where \([i]\) denotes the set \( \{0, 1, \ldots, i\} \). We denote the \( l \)-th layer weight matrix \( \mathbf{W}(l) \in \mathbb{R}^{n_{l+1} \times n_l} \), bias vector \( \mathbf{b}(l) \in \mathbb{R}^{n_{l+1}} \), and coordinate-wise activation function \( \sigma(l) : \mathbb{R}^{n_{l+1}} \rightarrow \mathbb{R}^{n_{l+1}} \), including ReLU (i.e., \( \sigma(z) = \max(0, z) \)), tanh, sigmoid, and many others. For input \( \mathbf{x} \in \mathbb{R}^{n_0} \), the NN output \( f(\mathbf{x}) \) is:

\[
\begin{align*}
\mathbf{x}^{(0)} &= \mathbf{x} \\
\mathbf{z}^{(l)} &= \mathbf{W}^{(l)}\mathbf{x}^{(l)} + \mathbf{b}^{(l)}, \forall l \in [L] \\
\mathbf{x}^{(l+1)} &= \sigma(l)(\mathbf{z}^{(l)}), \forall l \in [L-1] \\
f(\mathbf{x}) &= \mathbf{z}^{(L)}.
\end{align*}
\]

Many NN analysis problems aim to say something about the network output given a set of possible network inputs. These problems can be generalized with the following optimization problem [90]:

\[
\min_{\mathbf{x}^{(0)} \in S_{\text{in}}(\mathbf{x}^{\text{nom}})} c(\mathbf{z}^{(L)})
\]

s.t.

\[
\begin{align*}
\mathbf{z}^{(l)} &= \mathbf{W}^{(l)}\mathbf{x}^{(l)} + \mathbf{b}^{(l)}, \forall l \in [L] \\
\mathbf{x}^{(l+1)} &= \sigma(l)(\mathbf{z}^{(l)}), \forall l \in [L-1]
\end{align*}
\]

which minimizes a property of the NN output, \( c(\mathbf{z}^{(L)}) \), subject to the constraints that the input must lie within some set \( S_{\text{in}}(\mathbf{x}^{\text{nom}}) \) around a nominal input \( \mathbf{x}^{\text{nom}} \). The specification function: \( c : \mathbb{R}^{n_0} \rightarrow \mathbb{R} \) defines which property of the NN output is analyzed.

Three examples, reachability, verification, and minimal adversarial example problems, are visualized and briefly summarized in Table I. Note that each of these problems solves (2), or a slightly modified version.

### B. NN Analysis Methods

Analysis of how a set of possible inputs propagates through a NN has an inherent tradeoff between computation time and conservatism. This tradeoff is a result of two main issues in the optimization problem (2): the nonlinear activations \( \sigma \) and the sets \( S_{\text{in}}(\mathbf{x}^{\text{nom}}) \). First, the nonlinear activations \( \sigma \) make the problem non-convex, which greatly reduces the set of problems that can be solved exactly. In the special case of ReLU activations (which are piecewise linear), the (2) can be solved exactly with mixed integer programming, but the problem is still NP-Complete [91], [92] and the solve times are often prohibitively slow for reasonably sized NNs. Thus, most of the literature focuses on how to relax the nonlinearities in the last constraint of (2), such that bounds on (2) can be computed with efficient convex optimization techniques (e.g., linear, quadratic, semidefinite programming). These relaxations lead to the second issue, namely that convex relaxations of a nonlinearity become less and less tight as the size of \( S_{\text{in}}(\mathbf{x}^{\text{nom}}) \) increases.

To address these two challenges, there are two separate paradigms in the literature. Propagators estimate how the full input set moves through the network, and they primarily differ in approximation strategies of the nonlinear activation functions. At one extreme, Interval Bound Propagation (IBP) [69] approximates the output of each layer with an \( \ell_{\infty} \) ball, leading to conservative but fast-to-compute bounds of the final layer. Linear relaxation-based techniques [76], [90] often achieve tighter bounds with more computation by approximating nonlinear activations with linear bounds — some of these can be solved in closed form [70], [72]. Other propagators provide tighter analysis at the cost of...
The two paradigms of Propagators and Partitioners have been developed separately toward a similar objective (tightly analyzing NNs). For instance, SG used IBP to compute output sets. In this tutorial, we describe how the two paradigms can be unified. In [13], we show that improvements in robustness analysis lead to reduced conservatism in control tasks.

C. Approach

Fig. 3 shows a schematic of the proposed framework with its three nested modules: Analyzer, Partitioner and Propagator. The Analyzer is aware of the desired output shape (e.g., lower bounds, \( \ell_\infty \)-ball, convex hull) and termination condition (e.g., computation time, number of Propagator calls, improvement per step). The Analyzer specifies a Propagator (e.g., CROWN [72], IBP [69], SDP [75], Fast-Lin [70]) and a Partitioner (e.g., Uniform [98], Sim-Guided [85] or the algorithms proposed in this section). The Partitioner decides how to split the input set into cells, and the Propagator is used by the Partitioner to estimate the output set corresponding to an input set cell.

As illustrated in Fig. 2, the SG [85] partitioning algorithm tightens IBP’s approximated boundary with the following key steps: (1) acquire \( N \) Monte Carlo samples of the NN outputs to under-approximate the reachable set as the interval \([u_{\text{sim}}]\) (where \([\cdot]\) denotes a closed \( n \)-dimensional interval), (2) using IBP, compute the reachable set of the full input set and add this set to a stack \( M \), and (3) (iteratively) pop an element from \( M \), and either stop refining that cell if its computed reachable set is within \([u_{\text{sim}}]\), or bisect the cell, compute each bisection’s reachable set, and add both to the stack. The SG algorithm terminates when one of the cell’s dimensions reaches some threshold, and the returned reachable set estimate is the weighted \( \ell_\infty \)-ball that surrounds the union of all of the cells remaining on the stack and \([u_{\text{sim}}]\).
[13] proposes a partitioning algorithm with better bound tightness for the same amount of computation, called Greedy-Sim-Guided (GSG), by modifying the choice of which cell in $M$ to refine at each step. Rather than popping the first element from the stack (LIFO) as in SG, GSG refines the input cell with corresponding output range that is furthest outside the output boundary of the $N$ samples. Whereas SG might choose a cell that is not pushing the overall boundary outward at a given iteration, GSG will always choose to refine an input cell that is pushing the boundary. This heuristic gives the opportunity to reduce the boundary estimate at each iteration. While the core SG algorithm remains the same, the greedy strategy can greatly improve the algorithm’s performance.

GSG also optimizes for the desired output shape. For example, if the goal is to find a convex hull over-approximation, GSG pops the input set from the stack with the output set that is furthest from the convex hull boundary (instead of the $\ell_{\infty}$-ball, as in SG [85]).

Because the number of partitions can scale exponentially with the input dimension in the worst case (e.g., to split each input dimension in half, $n_{\text{partitions}} = 2^m$), partition-based refinement is most effective for problems where either the NN’s input vector is small or the input uncertainty is only non-zero on a handful of the input dimensions. In the context of control systems, this could correspond to a NN controller for a system with either a small state/observation space, or a large state space with uncertainty only on some states. This open challenge motivates future work to project high-dimensional NN inputs onto lower-dimensional spaces, or on new types of refinement methods designed for high-dimensional inputs. Note that propagators generally scale well with input dimension, as many approaches have been demonstrated on image classification NNs.

D. Results

Fig. 4 shows how a Partitioner can tighten the bounds provided by a Propagator. Using the CROWN Propagator [72], (a) shows the relatively conservative bounds for a small NN from [85]. Moving to the right (b)-(f), the input set is refined according to the GSG Partitioner [13], and the output set bounds become tighter.

Fig. 5 shows the ability to partition efficiently for different output shapes for a randomly initialized NN with 2 inputs, 2 outputs, and 50 nodes in hidden layer, i.e., (2, 50, 2), with ReLU activations, and input set $[0, 1] \times [0, 1]$. Each of (a-c) uses GSG with CROWN for 2 seconds. Recall that SG [98] would only return one output set for (a-c).

For further experiments to quantify the computation-accuracy tradeoff, compare different choices of Partitioners and Propagators, and show how the methods scale to various NN sizes and architectures, interested readers are referred to [13].

IV. ANALYZING A NEURAL FEEDBACK LOOP

This section of the tutorial develops a framework to guarantee that a system with a NN controller will reach the goal states while avoiding undesirable regions of the state space, as in Fig. 6.

As noted in Section II, recent work provides bounds on these reachable sets, but the computationally tractable approaches yield overly conservative bounds (thus cannot be used to verify useful properties), and the methods that yield tighter bounds are too intensive for online computation. This section bridges the gap by formulating a convex optimization problem for the reachability analysis of closed-loop systems with NN controllers. While the solutions are less tight than previous (semidefinite program-based) methods, they are substantially faster to compute, and some of those computational time savings can be used to refine the bounds using new input set partitioning techniques, which is shown to dramatically reduce the tightness gap. The new framework is developed for systems with uncertainty (e.g., measurement and process noise) and nonlinearities (e.g., polynomial dynamics), and thus is shown to be applicable to real-world systems.

A. Preliminaries

Consider a discrete-time linear time-varying system,

$$x(t+1) = A_x x(t) + B_x u(t) + c_t + \omega_t = f(x(t); \pi)$$

$$y_t = C^T_x x_t + \nu_t$$  \hspace{1cm} (5)

where $x_t \in \mathbb{R}^{n_x}$, $u_t \in \mathbb{R}^{n_u}$, $y_t \in \mathbb{R}^{n_y}$ are state, control, and output vectors, $A_x, B_x, C_x$ are known system matrices, $c_t \in \mathbb{R}^{n_x}$ is a known exogenous input, and $\omega_t \sim \Omega$ and $\nu_t \sim N$ are process and measurement noise sampled at each timestep from unknown distributions with known, finite support (i.e., $\omega_t \in [\bar{\omega}_t, \hat{\omega}_t], \nu_t \in [\bar{\nu}_t, \hat{\nu}_t]$ element-wise), and output-feedback controller $\pi$ is parameterized by a feed-forward NN with $L$ hidden layers (defined formally in Section III-A), optionally subject to control constraints, $u_t \in U_t$. If the noise distribution has infinite support (e.g., Gaussian), a confidence interval could be chosen or methods from [101] could be extended to the NFL setting.

This NFL is visualized in Fig. 7. At each timestep, the state $x$ enters the perception block and is perturbed by sensor noise $\nu$ to create observation $y$. The observation is fed into the learned policy, which is a NN that selects the control input $u$. The control input enters the plant, which is defined by $A, B, c$ and subject to process noise $\omega$. The output of the plant is the state vector at the next timestep.

We denote $\mathcal{R}_t(x_0)$ the forward reachable set at time $t$ from a given set of initial conditions $x_0 \subseteq \mathbb{R}^{n_x}$, which is defined by the recursion, $\mathcal{R}_{t+1}(x_0) = f(\mathcal{R}_t(x_0), \pi), \mathcal{R}_0(x_0) = x_0$.

The finite-time reach-avoid properties verification is defined as follows: Given a goal set $\mathcal{G} \subseteq \mathbb{R}^{n_x}$, a sequence of avoid sets $\mathcal{A}_t \subseteq \mathbb{R}^{n_x}$, and a sequence of reachable set estimates $\mathcal{R}_t \subseteq \mathbb{R}^{n_x}$, determining that every state in the final estimated reachable set will be in the goal set and all states in the estimated reachable sets will not enter an avoid set requires computing set intersections, $\text{VERIFIED}(\mathcal{G}, \mathcal{A}_{0:N}, \mathcal{R}_{0:N}) \equiv \mathcal{R}_N \subseteq \mathcal{G} \land \mathcal{R}_t \cap \mathcal{A}_t = \emptyset, \forall t \in \{0, \ldots, N\}$. 
In the case of our nonlinear closed-loop system (5), where computing the reachable sets exactly is computationally intractable, we can instead compute outer-approximations of the reachable sets, $\bar{R}(X_0) \supseteq R_t(X_0)$. This is useful if the finite-time reach-avoid properties of the system as described by outer-approximations of the reachable sets are verified, because that implies the finite-time reach-avoid properties of the exact closed loop system are verified as well. Furthermore, tight outer-approximations of the reachable sets enable verification of tight goal and avoid set specifications about the exact system, and they reduce the chances of verification being unsuccessful even if the exact system meets the specifications.

**B. Relationship with Neural Network Robustness Verification**

A key step in computing reachable sets of the closed-loop system (5) with a NN control policy in a reasonable amount of time is to relax nonlinear constraints induced by the NN’s nonlinear activation functions, as described in Section III.

In a closed-loop system, Theorem 3.1 provides a bound on the control output for a particular measurement $y$. Moreover, if all that is known is $y \in B_p(y_0, \epsilon)$, Theorem 3.1 provides affine relationships between $y$ and $u$ (i.e., bounds valid within the known set of possible $y$). These relationships enable efficient calculation of bounds on the NN output, using Corollary 3.3 of [72].

We could leverage [72] to compute reachable sets by first bounding the possible controls, then bounding the next state set by applying the extreme controls from each state. This is roughly the approach in [85], [87], for example. However, this introduces excessive conservatism, because
both extremes of control would not be applied at every state (barring pathological examples). To produce tight bounds on the reachable sets, we leverage the relationship between measured output and control in Section IV-C.

C. Approach

Recall that our goal is to find the set of all possible next states, $x_{t+1} \in X_{t+1}$, given that the current state lies within a known set, $x_t \in X_t$. This will allow us to compute reachable sets recursively starting from an initial set $X_0 = \emptyset$.

The approach follows the architecture in Fig. 8. After relaxing the NN controller using Theorem 3.1, we associate linearized control bounds with extreme next states (details in Lemma 4.1 of [16]). Using the linearized extreme controller, we optimize over all states in the input set to find extreme next states in Section IV-E. For more detail on how to convert the solutions of the optimization problems into reachable set expressions, readers are referred to [16].

D. Assumptions

This work assumes that $X_t$ is described by either:

- an $\ell_p$-ball for some norm $p \in [1, \infty]$, radius $\epsilon$, and centroid $\bar{x}$, s.t. $X_t = B_p(\bar{x}, \epsilon)$; or
- a polytope, for some $A^{in} \in \mathbb{R}^{m_n \times n_x}$, $b^{in} \in \mathbb{R}^{m_n}$, s.t. $X_t = \{x_t | A^{in}x_t \leq b^{in}\}$,

and shows how to compute $X_{t+1}$ as described by either:

- an $\ell_\infty$-ball with radius $\epsilon$ and centroid $\bar{x}$, s.t. $X_{t+1} = B_\infty(\bar{x}, \epsilon)$; or
- a polytope for a specified $A^{out} \in \mathbb{R}^{m_out \times n_x}$, meaning we will compute $b^{out} \in \mathbb{R}^{m_out}$ s.t. $X_{t+1} = \{x_t \in \mathbb{R}^{n_x} | A^{out}x_t \leq b^{out}\}$.

We assume that either $A^{out}$ is provided (in the case of polytope output bounds), or that $A^{out} = I_{n_x}$ (in the case of $\ell_\infty$ output bounds). Note that we use $i$ to index polytope facets, $j$ to index the control vectors, and $k$ to index the state vectors. We assume that $U_i = \mathbb{R}^{n_u}$ (no control input constraints) for cleaner notation, but this assumption is straightforward to relax.

E. Bounds on $x_{t+1}$ from any $x_t \in X_t$

To compute $t$-step reachable sets recursively, we form bounds on the next state polytope facet given a set of possible current states. The exact 1-step closed-loop reachability problem is as follows. For each row $i$ in $A^{out}$, solve the following optimization problem,

$$
(b_i^{out})^* = \max_{x_t \in X_t} A^{out}_i x_{t+1}
$$

subject to $x_{t+1} = f(x_t; \pi)$,

where $(b_i^{out})^*$ defines the tightest description of $X_{t+1}$ associated with $A^{out}$. However, the nonlinearities in $\pi$ make solving this problem intractable in practice. Instead, the following relaxation provides bounds on (6) (i.e., we compute $\gamma_{t+1,i}$ s.t. $A^{out}_i x_{t+1} \leq (b_i^{out})^* \leq \gamma_{t+1,i}$ $\forall x_t \in X_t$).

Lemma 4.1: Given a NN control policy $\pi : \mathbb{R}^{n_y} \to \mathbb{R}^{n_u}$, with $m$ hidden layers, closed-loop dynamics $f : \mathbb{R}^{n_x} \times \Pi \to \mathbb{R}^{n_x}$ as in (5), and specification matrix $A^{out} \in \mathbb{R}^{m_out \times n_x}$, for each $i \in \{m_{out} - 1\}$, there exists a fixed value $\gamma_{t+1,i}$ such that $\forall x_t \in X_t$, the inequality $A^{out}_i f(x_t; \pi) \leq \gamma_{t+1,i}$ holds true, where

$$
\gamma_{t+1,i} = \max_{x_t \in X_t} M^{U}_i x_t + n_i^{U},
$$

with $M^{U} \in \mathbb{R}^{n_x \times n_x}$, $n^{U} \in \mathbb{R}^{n_x}$ defined as

$$
M^{U}_i = (A^{out}_i \cdot (A_i + B_i \tilde{Y}_{i,:} C_i^T))
$$

and

$$
n^{U}_i = A^{out}_i \cdot (B_i \tilde{Y}_{i,:} s(A_i^o B_i \tilde{Y}_{i,:} C_i, \nu_i, \omega_i) + \Gamma_{i,:}) + c_i + s(A^{out}_i B_i \tilde{w}_{i,:})
$$

with each term defined in detail in [16], all based on NN weights and dynamics or noise parameters. Briefly, $\tilde{Y}_{i,:}$ is composed of terms from either $\Psi$ or $\Phi$ (from Theorem 3.1) based on the sign of $A^{out}_i B_i$ (and $\Gamma_{i,:}$ is similarly composed of either $\alpha$ or $\beta$) and $s$ is a selector function similar to torch.where. Furthermore, lower bounds on the minimization of (6), $\gamma_{t+1,i}^{L}$, can be obtained similarly.

The optimization problem in (7) is a linear program that we solved with cvxpy [102]. Note that control limits are straightforward to add to the analysis by adding two ReLUs to the end of the NN [86]. Further detail is provided in [16] about converting the state constraints from (7) into reachable sets and computing tighter reachable sets via partitioning the input set.

Rather than employing an LP solver, the optimization problem in (7) can be solved in closed-form when $X_{in}$ is described by an $\ell_\infty$-ball.

Lemma 4.2: In the special case of Lemma 4.1 where $X_t = B_p(\bar{x}_t, \epsilon)$ for some $p \in [1, \infty)$, the following closed-form expressions are equivalent to (7),

$$
\gamma_{t+1,k}^{U} = ||\epsilon \odot M_i^{U}||_q + M_i^{U} x_t + n_i^{U}
$$

where $1/p + 1/q = 1$ (e.g., $p = \infty, q = 1$). The proof follows from [14] and [70].
Fig. 8: Approach Overview for simple 1D system. Theorem 3.1 relaxes the NN to compute the control boundaries $\pi^U, \pi^L$, given the observation $y_t$. After using the system dynamics to associate $\pi^U, \pi^L$ with the next state set, Lemma 4.1 computes bounds on the next state, $\gamma^U_{t+1}, \gamma^L_{t+1}$.

Fig. 9: System Architecture. A closed-loop propagator uses the trained NN control policy and dynamics to estimate reachable sets, and a closed-loop partitioner decides how to split the initial state set into pieces. This is the closed-loop extension of the architecture from our prior work [13].

V. Tighter Reachable Sets by Partitioning the Initial State Set

Recall that Section III introduced an architecture composed of a partitioner and propagator for analyzing NNs in isolation. Here, we extend that framework to closed-loop systems, as visualized in Fig. 9. In particular, CL-CROWN and Reach-SDP represent closed-loop propagators (given an initial state set, they compute reachable sets for a trained NN control policy and closed-loop dynamics), and in this section we extend partitioners discussed in [13] to be closed-loop partitioners. Altogether, we call the nested architecture a closed-loop analyzer.

A. Closed-Loop Partitioners

The simplest closed-loop partitioner splits the input set into a uniform grid. After splitting $X_0$ into $\Pi_{x=0}^T r_k$ cells, each cell of $X_0$ is passed through a closed-loop propagator, CLProp (e.g., CL-CROWN [16] or Reach-SDP [86]). For each timestep, the returned estimate of the reachable set for all of $X_0$ is thus the union of all reachable sets for cells of the $X_0$ partition. A closed-loop variant of the greedy simulation-guided partitioner from Section III is described in [16].

B. Numerical Experiments

Consider a LTI double integrator system from [86] with a NN controller with [5,5] neurons and ReLU activations. In Table II, 6 algorithms’ runtime and error are compared.

| Algorithm            | Runtime [s] | Error  |
|----------------------|-------------|--------|
| CL-CROWN [16]        | 0.023 ± 0.000 | 654556 |
| CL-SG-BP [85]        | 0.888 ± 0.011 | 70218  |
| Reach-SDP [86]       | 42.57 ± 0.54  | 207    |
| Reach-SDP-Partition  | 670.26 ± 2.91 | 12     |
| Reach-LP [16]        | 0.017 ± 0.000 | 1590   |
| Reach-LP-Partition   | 0.263 ± 0.001 | 34     |

TABLE II: Reachable Sets for Double Integrator. The first two methods analyze the NN and dynamics separately, leading to high error accumulation, while the next 4 methods analyze the NN and dynamics together. Reach-LP is $4,000 \times$ faster to compute but $7 \times$ looser than Reach-SDP [86]. Reach-LP-Partition refines the Reach-LP bounds by splitting the input set into 16 subsets, giving $150 \times$ faster computation time and $5 \times$ tighter bounds than Reach-SDP [86].

Above the solid line, two algorithms are evaluated that separately analyze the NN for control bounds and propagate those bounds through the dynamics, at each timestep. Below the line, four algorithms are compared, all of which analyze the NN controller and dynamics together, leading to much tighter reachable sets (smaller error). These algorithms include Reach-SDP [86], Reach-LP, and those two algorithms after partitioning the input set into 16 cells. Reach-LP-Partition provides a $7 \times$ improvement in reachable set tightness over the prior state-of-the-art, Reach-SDP [86], while requiring $4,000 \times$ less the computation time. Fig. 10a shows sampled trajectories, where each colored cluster of
points represents sampled reachable states at a particular timestep (blue→orange→green, etc.). This figure also visualizes reachable set bounds for various algorithms. Recall that sampling trajectories could miss possible reachable states, whereas these algorithms are guaranteed to over-approximate the reachable sets, however they provide various degrees of tightness to the sampled points. We quantitatively compare the rectangle sizes in Fig. 10a by defining the tightness as the ratio of areas between the smallest axis-aligned bounding box on the sampled points and the provided reachable set (minus 1). Fig. 10b shows as the system progresses forward in time, all algorithms’ tightness get worse, but Reach-LP-Partition and Reach-SDP-Partition perform the best and similarly. Additional results in [16] include ablation, runtime analysis, and experiments on nonlinear and high-dimensional systems.

VI. ROBUSTIFYING THE IMPLEMENTATION OF A LEARNED POLICY

So far, this tutorial has focused on the analysis of a learned policy. In this section, we describe how the same analysis tools can be used to improve the robustness of a learned policy. In particular, this section focuses on policies that are trained with deep RL.

While there are many techniques for synthesis of empirically robust deep RL policies [6]–[10], it remains difficult to synthesize a provably robust neural network. Instead, we leverage ideas from Section III that provide a guarantee on how sensitive a trained network’s output is to input perturbations for each nominal input [63]–[68]. These relaxed methods were previously applied on computer vision or other Supervised Learning (SL) tasks. This section extends the tools for efficient formal neural network robustness analysis (e.g., [70], [71], [73]) to deep RL tasks. In RL, techniques designed for SL robustness analysis would simply allow a nominal action to be flagged as non-robust if the minimum input perturbation exceeds a robustness threshold (e.g., the system’s known level of uncertainty) — these techniques would not reason about alternative actions.

Instead, this section focuses on the robust decision-making problem: given a known bound on the input perturbation, what is the best action to take? This aligns with the requirement that an agent must select an action at each step of an RL problem. The approach uses robust optimization to consider worst-case observational uncertainties and provides certificates on solution quality, making it certifiably robust. The proposed algorithm is called Certified Adversarial Robustness for Deep RL (CARRL).

A. Preliminaries

In RL problems\(^1\), the state-action value (or, “Q-value”)

\[
Q(s, a) = \mathbb{E}_{s' \sim P}
\left[ \sum_{t=0}^{T} \gamma^t r(t) | s(t=0) = s, a(t=0) = a \right],
\]

expresses the expected accumulation of future reward, \( r \), discounted by \( \gamma \), received by starting in state \( s \in \mathbb{R}^n \) and taking one of \( d \) discrete actions, \( a \in \{a_0, a_1, \ldots, a_{d-1}\} = \mathcal{A} \), with each next state \( s' \) sampled from the (unknown) transition model, \( P \). Furthermore, when we refer to Q-values in this work, we really mean a DNN approximation of the Q-values.

Let \( \epsilon \in \mathbb{R}_{\geq 0}^n \) be the maximum element-wise deviation of the state vector, and let \( 1 \leq p \leq \infty \) parameterize the \( \ell_p \)-norm. We define the set of states within this deviation as the \( \epsilon \)-Ball,

\[
B_p(s_0, \epsilon) = \{ s : \lim_{\epsilon' \to \epsilon^+} \| (s - s_0) \odot \epsilon' \|_p \leq 1 \},
\]

where \( \odot \) denotes element-wise division, and the limit is only needed to handle the case where \( \exists i \epsilon_i = 0 \) (e.g., when the adversary is not allowed to perturb some component of the state, or the agent knows some component of the state vector with zero uncertainty). The \( \ell_p \)-norm is defined as \( \| x \|_p = (|x_1|^p + \ldots + |x_n|^p)^{1/p} \) for \( x \in \mathbb{R}^n, 1 \leq p \leq \infty \).

B. Certified Robustness in RL vs. SL

The formal robustness analysis approaches can be visualized in Fig. 11 in terms of a 2-state, 2-action deep RL problem. Deep Q-Network (DQN) [103] is the example deep RL algorithm used throughout this section, but similar ideas apply to other value- and policy-based algorithms. For a given state uncertainty set (red, left), exact analysis methods reason over the exact adversarial polytope (red, right), i.e., the image of the state uncertainty set through the network. The lower bounds (w.r.t. all states near \( s_{adv} \)) of the Q-value for each action are shown as the dashed lines labeled \( Q_l(s_{adv}, \cdot) \). By relaxing the problem as described in Section III, bounds on the DQN’s reachable set can be obtained, shown as \( Q_l((s_{adv}, \cdot)) \).

The analysis techniques in Section III are often formulated to solve the robustness verification problem: determine whether the calculated set of possible network outputs crosses a decision hyperplane (a line of slope 1 through the origin, in this example) — if it does cross, the classifier is deemed “not robust” to the input uncertainty. Our approach instead solves the robust decision-making problem: determine the best action considering worst-case outcomes, \( Q_l((s_{adv}, a_1), Q_l((s_{adv}, a_2)) \), denoted by the dashed lines in Fig. 11.

The inference phase of reinforcement learning (RL) and supervised learning (SL) are similar in that the policy chooses an action/class given some current input. However, there are at least three key differences between the proposed certified robustness for RL and existing certification methods for SL:

1. Existing methods for SL certification do not actually change the decision, they simply provide an additional piece of information (“is this decision sensitive to the set of possible inputs? yes/no/unsure”) alongside the nominal decision. Most SL certification papers do not discuss what to do if the decision is sensitive, which we identify as a key technical gap since in RL it is not obvious what to do with a sensitivity flag, as an action...
still needs to be taken. Thus, instead of just returning the nominal decision plus a sensitivity flag, the method in our paper makes a robust decision that considers the full set of inputs.

2) In SL, there is a “correct” output for each input (the true class label). In RL, the correct action is less clear because the actions need to be compared/evaluated in terms of their impact on the system. Furthermore, in RL, some actions could be much worse than others, whereas in SL typically all “wrong” outputs are penalized the same. Our method proposes using the Q-value encoded in a DNN as a way of comparing actions under state uncertainty.

3) In SL, a wrong decision incurs an immediate cost, but that decision does not impact the future inputs/costs. In RL, actions affect the system state, which does influence future inputs/rewards. This paper uses the value function to encode that information about the future, which we believe is an important first step towards considering feedback loops in the certification process.

To summarize, despite SL and RL inference appearing similarly, there are several key differences in the problem contexts that motivate a fundamentally different certification framework for RL. For a longer discussion of the literature on attacks, defenses, and robustness in RL, see [14], [104].

C. Robustness Analysis

This section aims to find the action that maximizes state-action value under a worst-case perturbation of the observation by sensor noise or an adversary. The adversary perturbs the true state, $s_0$, to another state, $s_{adv} \in B_{\rho_{adv}}(s_0, \epsilon_{adv})$, within the $\epsilon_{adv}$-ball. The ego agent only observes the perturbed state, $s_{adv}$. As displayed in Fig. 11, let the worst-case state-action value, $Q_L$, for a given action, $a_j$, be

$$Q_L(s_{adv}, a_j) = \min_{s \in B_{\rho_{adv}}(s_{adv}, \epsilon_{adv})} Q(s, a_j),$$  

for all states $s$ inside the $\epsilon_{adv}$-Ball around the observation, $s_{adv}$.

As introduced in Section III, the goal of the analysis is to compute a guaranteed lower bound, $Q_L(s, a_j)$, on the minimum state-action value, that is, $Q(s, a_j) \leq Q_L(s, a_j)$. The key idea is to pass interval bounds $[s(0), a(0)] = [s_{adv} - \epsilon_{adv}, s_{adv} + \epsilon_{adv}]$ from the DNN’s input layer to the output layer.

D. Problem Setup

In an offline training phase, an agent uses a deep RL algorithm, here DQN [103], to train a DNN that maps non-corrupted state observations, $s_0$, to state-action values, $Q(s_0, a)$. Action selection during training uses the nominal cost function, $a^\text{nom}_0 = \arg\max_{a_j} Q(s_0, a_j)$.

During online execution, the agent only receives corrupted state observations from the environment. The robustness analysis node uses the DNN architecture, DNN weights, and robustness hyperparameters, $\epsilon_{rob}, p_{rob}$, to compute lower bounds on possible Q-values for robust action selection.

E. Optimal cost function under worst-case perturbation

We assume that the training process causes the network to converge to the optimal value function, $Q^*(s_0, a)$ and focus on the challenge of handling perturbed observations during execution. Thus, we consider robustness to an adversary that perturbs the true state, $s_0$, within a small perturbation, $\epsilon_{adv}$, into the worst-possible state observation, $s_{adv}$. The adversary assumes that the RL agent follows a nominal policy (as in, e.g., DQN) of selecting the action with highest Q-value at the current observation. A worst possible state observation,
Fig. 12: Adversary & Defense in Atari Pong. At each timestep, given the true state (the past 4 210 × 160 grayscale image frames), the adversary finds the pixels corresponding to the ball and moves them downward by ϵ pixels. The CARRL algorithm enumerates the possible un-perturbed states, according to ϵ frames), the adversary finds the pixels corresponding to the ball and moves them downward by ϵ pixels. The resulting robust-optimal action is implemented, which moves the environment to a new true state, and the cycle repeats.

s_adv, is therefore any one which causes the RL agent to take the action with lowest Q-value in the true state, s₀:

\[ s_{adv} \in \{ s : s \in B_{p_{adv}}(s₀, \epsilon_{adv}) \} \text{ and } \arg \max_a Q(s, a_j) = \arg \min_a Q(s₀, a_j) \]  

This set could be computationally intensive to compute and/or empty – an approximation is described in [14].

After the agent receives the state observation picked by the adversary, the agent selects an action. Instead of trusting the observed state, the agent could leverage the fact that the true state, s₀, must be somewhere inside an ϵ-Ball around s_adv (i.e., s₀ ∈ B_{p_{adv}}(s_{adv}, ϵ_{adv})).

For the sake of the tutorial, assume that the adversary and robust agent’s parameters are the same (i.e., ϵ_{rob} = ϵ_{adv} and p_{rob} = p_{adv} to ensure B_{p_{rob}}(s_{adv}, ϵ_{rob}) = B_{p_{adv}}(s_{adv}, ϵ_{adv})). Empirical effects of tuning ϵ_{rob} to other values are explored in [14].

The agent evaluates each action by calculating the worst-case Q-value under all possible true states.

**Definition 6.1:** In accordance with the robust decision making problem, the robust-optimal action, \( a^* \), is defined here as one with the highest Q-value under the worst-case perturbation,

\[ a^* = \arg \max_{a_j} \min_{s \in B_{p_{rob}}(s_{adv}, \epsilon_{rob})} Q_L(s, a_j) \]  

Conditions for optimality (\( a^* = a_{CARRL} \)), a certificate of sub-optimality, and a closed-form solution for (15) with a vector-ϵ-ball are provided in [14].

**F. Other Directions**

[14] describes other uses of the robustness analysis tools from Section III, including

- for policy-based RL algorithms (e.g., SAC [105], [106])
- probabilistic robustness by appropriate choice of ϵ_{rob} (e.g., for a Gaussian sensor model with known standard deviation of measurement error, \( \sigma_{sensor} \), one could set \( \epsilon_{rob} = 2 \sigma_{sensor} \) to yield actions that account for the worst-case outcome with 95% confidence.)
- a different robustness paradigm, which prefers actions with low sensitivity to changes in the input while potentially sacrificing performance

**G. Results**

In [14], CARRL is deployed for Pong (Fig. 12), multi-agent collision avoidance, and the cartpole task. For each task, the algorithm is shown to provide improvements in performance compared to vanilla DQN for various noise or adversary strengths. In addition, bringing partitioning ideas from Section III into robust RL can provide tighter bounds, \( Q_l \), which can lead to better closed-loop performance. Fig. 13 shows an example of this for multiagent collision avoidance under uncertainty.

**VII. DISCUSSION & OPEN CHALLENGES**

This tutorial provides an introduction to a collection of tools for analyzing and robustifying NNs for control systems. After summarizing some of the relevant literature, the tutorial described a suite of methods for analyzing NNs in isolation. Then, these methods were extended for closed-loop reachability analysis. Finally, the analysis ideas were brought to deep RL to improve a learned policy’s robustness to noise or adversarial attacks.
Each of the methods comes with its own limitations that could be the basis for future research. For NN analysis, partitioning the input set provides a way of handling large uncertainties in a few dimensions, but does not scale particularly well to input sets with uncertainty in many dimensions. It is likely that fundamentally different techniques are necessary in those cases.

For NFL analysis, reachable sets are one axis of safety verification, but other properties, such as stability and performance remain less studied. The computational and conservatism challenges remain, and it is unclear how well existing methods extend to high-dimensional, nonlinear, and highly uncertain systems. In addition, a perfect dynamics model may not be available, which presents another challenge for practical use of the method described in Section IV.

For robust RL, can the robustness analysis be extended to continuous action spaces? When $\varepsilon_{\text{adv}}$ is unknown, as in our real systems, how could $\varepsilon_{\text{rob}}$ be tuned efficiently online while maintaining robustness guarantees? How can the online robustness estimates account for other uncertainties (e.g., states that were not sufficiently explored in the training process) in a guaranteed manner?

More broadly, the topic of synthesizing known-to-be-safe and known-to-be-robust control policies using learning-based methods is a rich area for future study. Toward that goal, this tutorial aims to provide an introduction to techniques for neural network verification in control.
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