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ABSTRACT

Frequency-domain wavefield solutions corresponding to the anisotropic acoustic wave equations can be used to describe the anisotropic nature of the earth. To solve a frequency-domain wave equation, we often need to invert the impedance matrix. This results in a dramatic increase in computational cost as the model size increases. It is even a bigger challenge for anisotropic media, where the impedance matrix is far more complex. To address this issue, we use the emerging paradigm of physics-informed neural networks (PINNs) to obtain wavefield solutions for an acoustic wave equation for transversely isotropic (TI) media with a vertical axis of symmetry (VTI). PINNs utilize the concept of automatic differentiation to calculate its partial derivatives. Thus, we use the wave equation as a loss function to train a neural network to provide functional solutions to form of the acoustic VTI wave equation. Instead of predicting the pressure wavefields directly, we solve for the scattered pressure wavefields to avoid dealing with the point source singularity. We use the spatial coordinates as input data to the network, which outputs the real and imaginary parts of the scattered wavefields and auxiliary function. After training a deep neural network (NN), we can evaluate the wavefield at any point in space instantly using this trained NN. We demonstrate these features on a simple anomaly model and a layered model. Additional tests on a modified 3D Overthrust model and a model with irregular topography also show the effectiveness of the proposed method.
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1 Introduction

Frequency-domain wave equation modeling is an important topic in seismic exploration. By inverting a potentially large impedance matrix of the wave equation, which is also referred to as the Helmholtz equation, the resulting Green’s function can be used to illuminate the structures of the subsurface using many techniques, like reverse time migration (RTM) or full-waveform inversion (FWI). A simple acoustic isotropic assumption of the Earth often causes poor results in many areas that have strong anisotropy. [1] derived an acoustic wave equation in transversely isotropic media with a vertical symmetry axis (VTI media) using an acoustic dispersion relation obtained by setting the vertical shear wave velocity to zero [2]. To simplify the original fourth-order differential equation, [3] proposed a set of second-order wave equations for VTI media. These new acoustic VTI wave equations introduce auxiliary functions to form two second-order differential equations, and these two equations are easier to solve than the original fourth order formula [4].

However, solving this new acoustic VTI wave equation in the frequency domain requires inverting a large impedance matrix to include the pressure wavefield and auxiliary parameter. This will result in a tremendous burden on our
computing resources, and makes it challenging to obtain wavefield solutions for large models, especially for 3D cases. The acoustic wave equation for anisotropic media suffers severely from the shear wave artifacts, especially for cases in which the sources are located in the anisotropic region $[1]$. These artifacts can be reduced by placing the sources in the isotropic layer, like in the case of marine survies. However, these artifacts are inevitable for some applications, such as microseismic event estimation $[5]$ and reflection-waveform inversion (RWI) $[6]$, when the sources (or secondary sources) are in the subsurface. In addition, there is another challenge for the commonly used finite-difference methods. It is difficult to deal well with models having irregular topography. Thus, it is important to seek an alternative way to obtain wavefield solutions, especially for anisotropic media.

Machine learning (ML) is quickly gaining a lot of attention due to its ability to deal with large data. The support vector machine (SVM) is an effective approach widely used in pattern recognition and classification $[7]$, and it has been applied to AVO classification $[8]$, seismic facies recognition $[9]$, source type classification $[10]$, and image artifacts suppressing $[11][12]$. With the rapid developments in computing capabilities and the rampant growth of available data, neural networks (NN) and different forms of it (e.g., deep/convolutional/recurrent NN) are gaining more attention. By taking advantage of abilities of the convolutional NN in image processing, it has shown effectiveness in detecting salt bodies $[13]$, horizons, and faults $[14]$. Besides classification applications, convolutional NN can be used to predict low-frequency data to better enable FWI to converge $[15]$ and monitor the time-lapse velocity change $[16]$. Deep NN has also been utilized to pick seismic arrival time $[17]$, improve the resolution of the migrated images $[18]$ and FWI inverted velocity models $[19][20]$. Seismic wave simulations $[21][22]$ and direct velocity inversions can be solved by deep NN $[23][24]$. Most of the previous work rely on building the connections between the input and output data. This kind of supervised learning often requires a large amount of data and the corresponding manual labelling in the training process. It is also very dependent on the training set.

Recently, a framework referred to as physics-informed neural networks (PINNs) has been proposed to solve partial differential equations (PDEs) $[25]$. PINNs use physical laws in the loss function instead of pure data-mapping objectives. Using the concept of automatic differentiation, we are able to calculate the partial derivatives with respect to spatial and temporal coordinates within the networks. PINNs demonstrated successful applications in the cardiac activation mapping $[26]$ and qualitative flow fields characterizing $[27]$. In geophysics, researchers have successfully applied PINNs in solving the time- and frequency-domain wave equations $[22][28]$ and isotropic P-wave eikonal equation $[29]$. In solving the Helmholtz equation using PINNs, they propose to solve for the scattered wavefield instead of solving the wave equation directly to avoid the point source singularity. The isotropic acoustic wavefields cannot accurately describe the wave propagation due to the anisotropic nature of the Earth. Solving an anisotropic wave equation requires additional computational cost. Analogous to previous work on solving the Helmholtz equation using PINNs, we can further use PINNs to predict the pressure wavefields for acoustic VTI media by using an acoustic VTI wave equation as a loss function.

In this paper, we propose a novel method to solve the scattered wavefield corresponding to the acoustic VTI wave equation using PINNs. The background wavefield solutions used in the scattered acoustic VTI wave equation can be obtained by analytical solutions with little computational cost. We use spatial coordinate values as input data to the network, and consider the velocity and anisotropic parameters as the complementary variables in the loss function. We build a fully connected deep neural network to train the network. After training the network, we can predict the real and imaginary parts of the scattered wavefields for each location in space. Applications on an anomaly as well as a layered model show that the proposed method is able to generate acoustic wavefield solutions free of shear wave artifacts. An application on a 3D Overthrust model also demonstrates the effectiveness of the proposed method.

## 2 Theory

### 2.1 The acoustic VTI wave equation

Considering the anisotropic nature of the earth, anisotropic acoustic wave equations are used to simulate wave propagation that approximately represents (at least kinematically) the behavior of P-waves inside the Earth. In acoustic VTI media, we can solve a coupled system of second-order differential equations to get the frequency-domain wavefields. The 3D frequency-domain acoustic VTI wave equation with constant density parameterized using the normal moveout (NMO) velocity $v_n$ and the anisotropic parameters $\delta$ and $\eta$, is stated as follows $[3]$:

$$\omega^2 m_n \frac{\partial^2 (p + q)}{\partial x^2} + \frac{\partial^2 (p + q)}{\partial y^2} + \frac{1}{(1 + 2\delta)} \frac{\partial^2 p}{\partial z^2} = s,$$

$$\omega^2 m_n \frac{2\eta \frac{\partial^2 (p + q)}{\partial x^2} - \frac{\partial^2 (p + q)}{\partial y^2}}{s} = 0,$$

(1)
where \( p \) is the pressure wavefield, and \( q \) is an auxiliary perturbation wavefields. \( s \) denotes the source function. \( \omega \) represents the angular frequency. We use \( m_n = \frac{1}{v_n^2} \) to represent the squared slowness. As we mentioned in the introduction section, our objective is to solve for the scattered pressure wavefield \( \delta p \), which is defined as:

\[
\delta p = p - p_0,
\]

where \( p_0 \) is the background wavefield satisfying the isotropic wave equation, which is given by,

\[
\omega^2 m_n p_0 + \frac{\partial^2 p_0}{\partial x^2} + \frac{\partial^2 p_0}{\partial y^2} + \frac{\partial^2 p_0}{\partial z^2} = s,
\]

where \( m_n = \frac{1}{v_n^2} \) represents the squared slowness corresponding to the background model, which we set to be homogeneous for simplicity. The background anisotropic parameters \( \eta_0 \) and \( \delta_0 \) are zero. In an isotropic acoustic medium, the auxiliary function \( q \) equals zero. The 3D isotropic acoustic wave equation in equation 3 allows an analytical solution for a constant velocity and a point source located at \( x_s \), which is given by:

\[
p_0(x) = \frac{e^{i \omega \sqrt{m_n} |x - x_s|}}{|x - x_s|},
\]

where \( x = \{x, y, z\} \) defines the spatial coordinates in the Euclidean space. For the 2D case, the analytical solution for the isotropic acoustic wave equation is expressed as:

\[
p_0(x) = i H_0^{(1)}(\omega \sqrt{m_n} |x - x_s|),
\]

where \( H_0^{(1)} \) is the Hankel function of the first kind and order 0. If we insert \( p = p_0 + \delta p \) into equation 1, we obtain a relation between \( p_0, \delta p \) and \( q \), as shown:

\[
\omega^2 m_n (p_0 + \delta p) + \frac{\partial^2 (p_0 + \delta p + q)}{\partial x^2} + \frac{\partial^2 (p_0 + \delta p + q)}{\partial y^2} + \frac{\partial^2 (p_0 + \delta p + q)}{\partial z^2} = s,
\]

\[
\omega^2 m_n q + 2 \eta \frac{\partial^2 (p_0 + \delta p + q)}{\partial x^2} = \frac{\partial^2 (p_0 + \delta p + q)}{\partial y^2}.
\]

We define the squared slowness perturbation as \( \delta m_n = \frac{1}{v_n^2} - \frac{1}{v_n^0} \). We subtract equation 3 from equation 6 and the scattered wavefield \( \delta p \) in acoustic VTI media then satisfies

\[
\omega^2 m_n \delta p + \frac{\partial^2 (\delta p + q)}{\partial x^2} + \frac{\partial^2 (\delta p + q)}{\partial y^2} + \frac{1}{1 + 2 \delta} \frac{\partial^2 \delta p}{\partial z^2} = 0,
\]

\[
-\omega^2 \delta m_n p_0 - \left( \frac{1}{1 + 2 \delta} - 1 \right) \frac{\partial^2 p_0}{\partial z^2},
\]

\[
\omega^2 m_n q + 2 \eta \left( \frac{\partial^2 (\delta p + q)}{\partial x^2} - \frac{\partial^2 (\delta p + q)}{\partial y^2} \right) = 0,
\]

\[
-2 \eta \frac{\partial^2 p_0}{\partial x^2} + \frac{\partial^2 p_0}{\partial y^2}.
\]

In this case, the right-hand side source functions are not given by the original source function, which is often a point source. On the contrary, it is related to the model perturbation and the background wavefield, which act as a secondary source possibly expanding the full space domain.

### 2.2 The physics-informed neural networks

We use a fully connected deep neural network (NN), and the input data to the NN are spatial coordinate values. The target output parameters of the network are the real and imaginary parts of the complex scattered wavefield \( \delta p \) and auxiliary wavefield \( q \) corresponding to equation 6. The activation function between layers in the neural network is an inverse tangent function, whereas the last layer is linear. With the help of the concept of automatic differentiation, the second-order derivatives with respect to spatial coordinates can be easily calculated. Thus, to train the network, we
use the following loss function:

\[
    f = \frac{1}{N} \sum_{i=1}^{N} \left[ \omega^2 m_n(i) \delta p(i) + \frac{\partial^2 (\delta p(i) + q(i))}{\partial x^2} + \frac{\partial^2 (\delta p(i) + q(i))}{\partial y^2} + \frac{1}{1 + 2\delta(i)} \frac{\partial^2 p_0(i)}{\partial x^2} + \omega^2 m_n(i) p_0(i) + \omega^2 m_n(i) q(i) + \frac{2\eta(i)}{1 + 2\delta(i)} \frac{\partial^2 (\delta p(i) + q(i))}{\partial z^2} \right]^2,
\]

which aims at minimizing the physics-constrained mean squared error. \(N\) is the number of training points. The background wavefield \(p_0\), true \((m_n)\) and background \((m_n0)\) NMO squared slowness, and anisotropic parameters \(\eta\) and \(\delta\) are complementary variables used in the loss function. We chose to optimize the loss function using an Adam optimizer and a follow-up L-BFGS optimization, a quasi-Newton approach, full-batch gradient-based optimization algorithm [32].

3 Numerical Tests

We now share the results from implementing this approach on an anomaly model and a layered model. We compare PINN predicted results with the numerical wavefield solutions from a 9-point finite-difference wave equation operator. Finally, we test the proposed method on a modified 3D Overthrust model. The source function we use for all the examples in this paper is a delta function.

3.1 A VTI anomaly model

We first test the proposed method on parameter anomalies in the model. We show the true velocity, \(\delta\), and \(\eta\) models in Figs. 1a-1c. The anomalies are located at different locations laterally in a homogeneous isotropic background model. The background of \(\delta\) and \(\eta\) models is zero. The size of the models is \(100 \times 100\) with a grid interval of 20 m in both vertical and horizontal directions.

We consider a point source on the surface of the model located at 1 km along the horizontal axis. The real and imaginary parts of the pressure wavefield at 6 Hz using a finite-difference method are shown in Figs. 2a and 2b, respectively. Using the same frequency and source function, the real and imaginary parts of the background wavefields solved analytically corresponding to the background velocity are shown in Figs. 3a and 3b, respectively. We subtract the two wavefields in Fig. 2 and Fig. 3 to obtain the reference scattered wavefield, as shown in Figs. 4a and 4b, for the real and imaginary parts, respectively. As the anomalies are smooth, most of the perturbed (scattered) wavefield correspond to transmission. For transmission, considering this parameter set to represent the VTI acoustic model, [33] showed that \(\eta\) perturbations admits practically no transmission energy in the vertical direction, while the other parameters do. The strong \(\delta\) perturbation based energy is caused from the angular deviated location with respect to the source and the
relative size of the perturbation, compared to the velocity (effectively $> 20\%$ compared to $10\%$). So the numerical results are consistent with the analytical expectations, so let us observe whether PINNs can be trained to do so.

For this example, we use a fully connected 8-layer deep neural network, and each layer has 40 neurons, as shown in Fig. 5a. Half of the regular grid points are randomly fed to the network. After 20,000 epochs of Adam optimizer training and 30,000 LBFGS updates, we show the loss function curve in Fig. 5b. By inputting all the regular grid points into the trained network, the real and imaginary parts of the predicted scattered wavefields are shown in Figs. 6a and 6b.
Figure 5: The PINN architecture with the input data being spatial coordinates and outputs being the real and imaginary parts of the scattered wavefield $\delta p$ and the auxiliary function $q$ (a), and the corresponding loss function curve for the training of the NN using Adam and LBFGS optimizers (b).

Figure 6: The real (a), and imaginary (b) parts of a 6 Hz scattered wavefield corresponding to the anomalies model using PINN.

Figure 7: The real (a), and imaginary (b) parts of scattered wavefield differences between the numerical solutions and PINN predicted solutions.
3.2 A layered VTI model

Next, we consider a simple layered model, which is extracted from the left side of the anisotropic Marmousi model and slightly smoothed. We set a shallow water layer on the top of the model. The true velocity is shown in Fig. 8a. We use the same model for \( \delta \) and \( \eta \), given in Fig. 8b. The model has 100 samples in both the horizontal and vertical directions with a grid interval of 25 m.

We again place the source on the surface at location 1.25 km, which corresponds to an isotropic water layer. The real part of the numerical wavefield solution for 5 Hz is shown in Fig. 9a. We solve the background wavefield analytically with a homogeneous velocity of 1.5 km/s and show the real part in Fig. 9b. The difference between the numerical and background wavefields is considered as the reference solution for the scattered wavefield, which is shown in Fig. 9c.

We use the same PINN architecture as in the previous example. In this case, we only use 2000 random training points to train the network. We use 100,000 epochs of Adam optimizer and 15,000 iterations of LBFGS to update the parameters in the network and show the loss function curve in Fig. 10a. By inputting the spatial coordinate values of the regular grid points, used in the numerical solutions, to the network, the real part of the predicted scattered wavefield is shown in Fig. 10b. We observe that the general shape of the scattered wavefield from numerical and the PINNs predicted solutions are very close. Again, we show the difference between the numerical and PINNs predicted scattered wavefields in Fig. 10c. Note that in most of the areas, the scattered wavefield differences between the two methods are quite small.

Next, we place the source in the center of the model, where strong anisotropy exists. It was shown that the wavefield solution from acoustic anisotropic wave equation suffers from shear wave artifacts using a finite-difference solver, and this issue will be more severe when the source is located in the anisotropic region \[1, 6\]. In this case, the background wavefield solved analytically uses a homogeneous velocity of 1.9 km/s. The real part of the resulting scattered wavefield is shown in Fig. 11a. It is obvious that there are strong high-wavenumber artifacts in the low-velocity areas. This effect can be explained by the dispersion relation \( \omega = v(x, k) \) with \( k \) denoting the wavenumber. As shear wave artifacts are given by waves with relatively low velocity, the artifacts tend to be given by high wavenumber components \[6\]. Using the same training setup in this model, we train the network and output the predicted wavefield, as shown in Fig. 11b. We observe that the PINNs predicted wavefield is free of the shear wave artifacts. The difference between scattered
Figure 10: The loss function curve for the training of the NN using Adam and LBFGS optimizers (a), the scattered wavefield using PINN method, and the scattered wavefield difference between Fig. 9c and Fig. 10b (c).

Figure 11: The real part of the scattered wavefield using a numerical method (a), the scattered wavefield using PINN (b), and their difference (c) when the source is in the center.

wavefields using numerical and PINN methods is shown Fig. 11c. We observe that the difference in the background is small, mainly due to the amplitude difference, and the high-wavenumber artifacts are isolated from the numerical solutions.

To further verify the accuracy of the PINNs predicted wavefield, we predict the velocity and δ using the predicted scattered wavefields using another independent network [34]. In this new network, we still use spatial coordinates as the input data. We use the first equation in equation 7 as the loss function. As the scattered and perturbation wavefields are known parameters, the target output parameters are NMO squared slowness and δ. This new network is rather small, which has only five hidden layers and 20 neurons in each layer. Only 1000 epochs of Adam optimizer is used to train the network. The results are shown in Fig. 12a and 12b, respectively. We observe that the predicted velocity and δ models using the predicted wavefields are close to the true models, only slightly smoothed, which demonstrates the accuracy of the predicted scattered wavefields.

Figure 12: The predicted velocity (a), and δ (b) corresponding to the PINN predicted scattered wavefield.
3.3 A modified Overthrust model

We further test the proposed method on a 3D modified anisotropic Overthrust model. The velocity model is shown in Fig. 13. To highlight the details of the model, three inner slices are shown in Fig. 13b. We show the $\eta$ and $\delta$ models with the same plot configuration in Figs. 14 and 15, respectively. This model has 61 samples in the $x$, $y$, and $z$ directions with a 25 m sampling interval. The source is in the center of the model, and the resulting real part of the 10 Hz background wavefield calculated analytically for a homogeneous velocity of 3.2 km/s is shown in Fig. 16.

The network used in this example has eight layers with \{64, 64, 32, 32, 16, 16, 8, 8\} neurons from shallow to deep, as shown in Fig. 17a. We choose 50,000 randomly sampled points from the regular grid in the training process. Adam optimizer with 150,000 epochs and a follow-up LBFGS with 40,000 updates are used to train this network. The corresponding loss function curve is shown in Fig. 17b. The real part of the predicted scattered wavefield is shown in Fig. 18. We predict the velocity and $\delta$ models using the predicted scattered wavefields with the same model prediction network as the last example. The resulting velocity and $\delta$ models are shown in Figs. 19a and 19b, respectively. They are close to the true models, which confirms the accuracy of the predicted scattered wavefields.

3.4 Topography model

Finally, we apply the proposed method on a velocity model with irregular topography, which is extracted from the SEAM foothills model [16]. We build the anisotropic models, $\eta$ and $\delta$, by dividing the velocity model by a constant value. The velocity and anisotropic models are shown in Figs. 20a and 20b, respectively. We consider a source located at (1.28 km, 3.13 km) and use 2.0 km/s as the homogeneous isotropic background velocity. The corresponding real and imaginary parts of the 3 Hz background wavefield are shown in Figs. 21a and 21b, respectively.
Figure 15: The $\delta$ model (a) and three corresponding slices (b) of the modified Overthrust model.

Figure 16: The real part of the 10 Hz background wavefield (a), and three slices corresponding to it (b).

Figure 17: The PINN architecture (a), and the corresponding loss function curve for the training of the NN using Adam and LBFGS optimizers (b) used for the modified Overthrust model.
Figure 18: The real part of the scattered wavefield using PINN (a), and three slices corresponding to it (b).

Figure 19: The predicted velocity (a), and \( \delta \) (b) corresponding to the PINN predicted scattered wavefield in Figs. 18a and 18b.

Figure 20: The true velocity (a), \( \delta \) and \( \eta \) (b) of a model with irregular topography.
Figure 21: The real (a) and imaginary (b) parts of the 3 Hz background wavefield.

Figure 22: The PINN architecture (a), and the corresponding loss function curve for the training of the NN using Adam and LBFGS optimizers (b) used for the model with irregular topography.

We feed 10,000 random points to a 12-layer network with \{256, 256, 128, 128, 64, 64, 32, 32, 16, 16, 8, 8\} neurons from shallow to deep, as shown in Fig. 22a. We train this network using the Adam optimizer with 200,000 epochs and a follow-up LBFGS with 10,000 updates and show the corresponding loss function curve in Fig. 22b. After the network is trained, it acts as a function to produce the real and imaginary parts of the scattered wavefield, which are shown in Figs. 23a and 23b, respectively. Again, we use the same model prediction network to predict the velocity and \(\delta\). The results are shown in Figs. 24a and 24b, respectively. Compared to the true models in Fig. 20, the accurate predicted models demonstrate the accuracy of the predicted scattered wavefields.

Figure 23: The real (a) and imaginary (b) parts of the 3 Hz predicted scattered wavefield using PINN.
4 Discussion

Instead of using the acoustic VTI wave equation directly as the loss function, we use a variation of it to solve for the scattered pressure wavefield. The source function used in the frequency-domain wave equation modeling is highly sparse, and non-zero values only exist at the source location. This sparse feature of the source function will require more training samples at the source area to properly capture the large curvature of the wavefield there, which will hamper the training convergence. We use a background homogeneous and isotropic velocity to analytically obtain the background wavefield. We recommend using a velocity given by the source location velocity so the background wavefield would absorb the majority of the source singularity effect. If the source is located in the water layer, like in a marine survey, we can just use the water velocity to generate the background wavefields. In this case, the target scattered wavefields do not have specially large values near the source location.

With the increase in the velocity complexity, we need to use a bigger network or a larger number of epochs to train the network. Otherwise, we will end up with smoother wavefield solutions. However, smoother wavefields may be beneficial for velocity inversion like FWI, as FWI favors smooth gradient updates in the early stages [35]. The loss function used to train the network can easily include the data fitting term, and this feature provides the potential for solving an augmented wave equation and performing a wavefield reconstruction inversion [36]. As we aim at solving an acoustic VTI wave equation, we may provide an alternative way of implementing a multiparameter inversion for acoustic VTI media.

We use the predicted scattered wavefields to reconstruct the velocity and δ models by building another neural network when the numerical solutions of the predicted scattered wavefields are difficult to obtain. This new network is small and easy to train, as all the wavefields and their derivatives are calculated before training. We observe that the predicted models are slightly smoothed. This is because the limitations of the network size and training points number result in smoother predicted wavefields than the true ones.

5 Conclusion

We developed a novel approach to solve the frequency-domain acoustic VTI wave equation using physics-informed neural networks (PINNs). We design a fully connected neural network, which accepts spatial coordinates as input data. The target output parameters of the network are the real and imaginary parts of the scattered pressure and auxiliary wavefields. By using PINNs to obtain the scattered wavefield solutions, we avoid calculating the inverse of the impedance matrix, which is computationally expensive for large models. The proposed method is also immune to the shear wave artifacts. The trained network acts as a function of spatial coordinate values, so it allows for models in any shapes. Applications on 2D and 3D models show that the proposed method can generate the scattered wavefield solutions with reasonable accuracy.
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