Anatomical Landmarks Localization for 3D Foot Point Clouds

Sheldon Fung*, Xuequan Lu*, Mantas Mykolaitis, Gediminas Kostkevičius, Domantas Ozerenskis

*Deakin University, Geelong, Australia

Abstract

3D anatomical landmarks play an important role in health research. Their automated prediction/localization thus becomes a vital task. In this paper, we introduce a deformation method for 3D anatomical landmarks prediction. It utilizes a source model with anatomical landmarks which are annotated by clinicians, and deforms this model non-rigidly to match the target model. Two constraints are introduced in the optimization, which are responsible for alignment and smoothness, respectively. Experiments are performed on our dataset and the results demonstrate the robustness of our method, and show that it yields better performance than the state-of-the-art techniques in most cases.

Keywords: Anatomical landmarks prediction, Point cloud

1. Introduction

As imaging technology becoming more advanced, 3D Volume data is a commonly used format for a variety of fields, especially in the medical and manufacturing industry. Naturally, 3D anatomical landmarks are also becoming significant and prerequisites for those fields. Identifying landmarks is essential for body deformities diagnosis/treatment planning and professional sports equipment (e.g., sneakers) design. However, anatomical landmarks detection via visual assessment of the 3D model requires experienced specialists or clinicians and thus remains a difficult and costly task.

To tackle this problem, a variety of 3D anatomical landmarks detection techniques has been proposed in the previous studies. Some researchers took the advantage of deep learning techniques. For example, Alison et al. utilized an efficient deep learning method for locating the landmarks in CT scan...
image data which involves regular pixels. Similar technique is also seen in other papers [10][1][2]. However, these methods are vulnerable to irregular 3D point cloud models. Some other methods resort to template model deformation strategy. For example, Fang et al. [6] introduced a technique utilizing volume morphing for 3D biological point landmark predictions. Whereas such methods often neglect the role of non-rigid deformation which will lead to fewer local errors when matching the source and the target model.

Given the above motivations, we introduce a novel 3D anatomical landmarks prediction approach in this paper. The core mind of our method is to deform a source model with known landmarks (manually annotated) to match the target model, then we can predict the target landmarks according to the transformed known landmarks. We achieve this by resorting to the deformation graph [5]. Concretely, inspired by the technique proposed in [5], we first randomly select vertices in a mesh model as nodes and build a deformation graph. Two constraints play the role of the optimization energy function: aligning two models non-rigidly while keeping the smoothness of the template surface. Then, following Lu et al. [20], we can apply Singular Value Decomposition to obtain the rotation matrices and transformation vectors for the deformation equation. Finally, landmarks predictions can be made via deforming the known landmarks.

Extensive experiments on our private dataset which contains 211 3D foot models with 21 manually annotated anatomical landmarks by professional clinicians to validate our method. We also compare it with ICP (rigid alignment) and two other state-of-the-art non-rigid deformation approaches. Experimental results show that our method is robust and outperforms other methods in most cases, in terms of the root square error metric. Our main contributions are as follows:

- We propose a non-rigid deformation method to predict 3D anatomical landmarks on point clouds or meshes.
- We conduct experiments on a dataset which contains various shapes of foot models and compare the proposed method with other techniques.

The rest of the paper is organized as follows. Section 2 reviews previous research work on 3D landmarks prediction and non-rigid point registration methods. Section 3 illustrates our proposed approach. Detailed experimental results and analysis will be cover in 4. And section 5 summarize this work.
2. Related Work

In this section, we are first going to review some previous works on 3D landmark prediction. Second, we will cover some state-of-the-art works on non-rigid registration which were developed to align 3D scans of rigid objects which are distorted due to various factors.

3D landmark prediction methods. Most current 3D anatomical landmark prediction methods rely on two categories of data: computed tomography (CT) scan and magnetic resonance imaging (MRI) data. The prediction techniques are various. Some methods are based on deep learning techniques. Zheng et al. [10] proposed a two-step approach using a shallow network and a deep network. Similar techniques are also seen in other works. Alison et al. [8] presented an efficient deep learning method for predicting anatomical landmarks’ location in CT scan data, which meets the variability across all landmarks classes. A slightly different approach was introduced by Amir et al. [9] which evaluates reinforcement learning (RL) strategies and use RL agent to identify the landmarks by interacting with an environment. With the similar idea, Florin et al. [11] also proposed a deep reinforcement learning (DRL) method to detect anatomical landmarks. More intriguingly, Ebner et al. [3] proposed a landmark localization algorithm towards MRI using multiple random regression forests. Creatively, Subburaj et al. [7] presented an anatomical landmark prediction method by segmenting the model surface into different regions based on surface curvature. Some other methods resort to identify the landmarks by deforming the existed annotated model. Fang et al. [6] introduced a technique using volume morphing for 3D biological point landmark predictions. Baek et al. [4] developed an anatomically deformable model of the femur based on CT images in order to predict the bone landmarks.

Non-rigid registration. As a widely studied and utilized technique, the solutions for non-rigid registration are diverse. We can roughly categorize them into two groups: optimization-based and statistics-based. For the former one, Sumner et al. [5] presented an algorithm that generates natural deformation according to the constraints provided by users. With a similar approach, Li et al. [12] developed a robust framework for reconstruction of complex deforming shapes. It uses a smooth template provides as a coarse approximation of the scanned object which serves as a geometric and topological prior for the reconstruction process. Lu et al. [20, 21] introduced an Expectation-Maximization (EM) algorithm for the non-rigid registration
of human bodies (point cloud data). Yao et al. [13] proposed a non-rigid registration algorithm using Welsch’s function [14] for both alignment error and regularization, addressing the drawback of slow convergence due to the high-accuracy solution in other methods [15]. From the statistics perspective, Myronenko et al. [17] presented Coherent Point Drift (CPD), a robust probabilistic multidimensional point set registration algorithm for both rigid and non-rigid transformation using Gaussian Mixture Model (GMM). The core mind of this method is to force the GMM to move coherently as a group to the target data points by maximizing the likelihood. As an extension of CPD, Dai et al. [18] proposed a fully automated pipeline to synthesize shape-and-texture 3D morphable model. Unlike other methods, Wand et al. [19] introduced a novel topology-aware adaptive subspace deformation technique which no longer requires model template.

3. Method

In this section, we will introduce our approach in detail. As illustrated in Figure 1, we first take both the annotated source model and the target model as input and align the former to the latter with rigid-CPD. Then we deform the source model with a deformation graph to match the target model. Finally, we can predict the landmarks on the target model based on the known landmarks on the source model.

3.1. Deformation Formulation

The goal of our method is to realize landmark prediction on the surface of 3D models (e.g. meshes or point clouds) using an existing 3D model with known ground-truth landmarks via non-rigid registration. Let \( V_t = \{ v_{t1}, v_{t2}, \ldots, v_{tn} \in \mathbb{R}^3 \} \) be the target model and let \( V_{sr} = \{ V_s, R_i \} \) be the point set consisting of source model \( V_s = \{ v_1, v_2, \ldots, v_n \in \mathbb{R}^3 \} \) with manually annotated landmarks \( R_i = \{ r_1, r_2, \ldots, r_n \in \mathbb{R}^3 \} \). Note that here \( R_i \) is not necessary to be a subset of \( V_s \). To ensure these two models are well aligned to avoid misleading results of closest point search in the following steps, we initialize \( V_{sr} \) and \( V_t \) with the global rigid point set registration in CPD [17]. To deform the source model \( V_s \) to match the target model \( V_t \), we adopt the deformation graph following Sumner et al. [5]. Concretely, we randomly sample the source model \( V_s \) to construct the nodes \( N = \{ n_1, n_2, \ldots, n_j \in \mathbb{R}^3 \} \). For each node \( n_j \in N \), the affine transformation is specified by a rotation matrix \( R \in \mathbb{R}^{3\times3} \) and a translation vector \( T \in \mathbb{R}^{3\times1} \). Each vertex
$v_n \in V_s$ is induced by the combined influence of the neighbouring $k$ nearest nodes, as shown in Eq. (1).

$$v'_n = \sum_{n_j \in k(v_n)} \omega_j(v_n)[R_j(v_n - n_j) + n_j + T_j],$$

(1)

where $v'_n$ is the transformed position of $v_n$, and $k(v_n)$ denotes the $k$ nearest nodes of $v_n$. Notice that there are different approaches for searching the close nodes, such as Euclidean distance and Breadth-first search (BFS). In our experiments, we adopt the former strategy.

The weight between $n_j$ and $v_n$ is defined as follows:

$$\omega_j(v_n) = \frac{D_{nj}^{-1}}{d}$$

(2)

where $D_{nj}$ and $d$ are defined in Eq. (3) and (4), respectively.

$$d = \sum_{n_j \in k(v_n)} \frac{1}{|v_n - n_j|}$$

(3)

$$D_{nj} = \begin{cases} |v_n - n_j|, & (v_n \neq n_j) \\ \sum_{n_j \in k(v_n)} |v_n - n_j|, & (v_n = n_j) \end{cases}$$

(4)
3.2. Optimization

We now introduce the optimization strategy for the involved parameters \( \mathbf{R}_j \) and \( \mathbf{T}_j \) in the deformation equation. We adopt two constraints for the energy function: data term and smooth term.

**Data Term.** To non-rigidly align the template model to the target model, we design a non-rigid Iterative Closest Point (ICP) method. For each vertex \( v_n \in V_s \), we look for the closest vertex \( c_k \in V_t \). And the alignment term minimizes the deviation between the corresponding transformed vertex \( v'_n \) and the closest vertex \( c_k \). Following previous works [5, 22], we solve it as a \( \ell_2 \) minimization problem with the following objective equation:

\[
E_{\text{align}} = \sum_{(v_n, c_k) \in C} \| v'_n - c_k \|_2^2
\]

(5)

where \( C \) is the correspondences (closest pairs) between \( V_s \) and \( V_t \). Note that using \( \ell_2 - \text{norm} \) for minimizing the point-wise distance brings about a noisy surface on the transformed model due to the noisy data or incomplete structure induced by the camera scans. However, our goal is to force the template model to non-rigidly approach the target model, via which we make the landmark predictions. Therefore, the smoothness of the model surface is not considered to be a top priority in practice.

**Smooth term.** Each node serves as a localized leader point, influencing all other vertices in the local sense. Therefore, nodes should be resistant to the overlapping influence of each other. Specifically, consider a specific node \( n_j \in N \) and its one nearby node \( n_k \). The influence \( I_j \) and \( I_k \) which are respectively induced by \( n_j \) itself and \( n_k \) can be computed as follows:

\[
I_j = \mathbf{R}_k (n_j - n_j) + n_j + \mathbf{T}_k = (n_j + \mathbf{T}_k)
\]

(6)

\[
I_k = \mathbf{R}_k (n_j - n_k) + n_k + \mathbf{T}_k
\]

(7)

the transformation of \( n_k \) should be the weighted sum of each influence, which is computed as:

\[
n'_j = \omega_j (n_k) I_k + \omega_j (n_k) I_j
\]

(8)

We hope that the transformation of \( n_j \) to be resistant to the influence of \( n_k \) without eliminating its affect by forcing \( I_k \) to agree with \( I_j \). Consequently, \( n'_j \) can thus be theoretically equivalent to \( W(n_k + \mathbf{T}_k) \), where \( W = w_k(n_k) + w_j(n_k) \), which is derived from Eq. (1). This is achieved by minimizing the \( \ell_2 \) distance for \( I_k \) of node and \( I_j \). In practice, the regularization term should
account for each node in the deformation graph with all their neighboring nodes:

\[ E_{\text{smooth}} = \sum_{n_j} \sum_{n_k \in \mathcal{N}(n_j)} \| I_j - I_k \|^2_2, \]  

(9)

Finally, we define the total energy function \( E_{\text{total}} \) by combining the alignment function and the regularization function with a coefficient \( \alpha \). Note that \( R_j \) should be restricted to be in \( \text{SO}(3) \) with the orthogonal constraint \( R_j^T R_j = I, \forall j \).

\[ E_{\text{total}} = E_{\text{smooth}} + \alpha E_{\text{align}} \]  

(10)

3.3. Minimization

To efficiently solve the rotation matrix \( R \) as well as the translation vector \( T \) for each node transformation, we minimize \( E_{\text{total}} \) following Lu et al. [23] and take the advantage of the following scheme: with the fixing remaining nodes in the deformation graph, we can update an individual node instead at each time, through which not only the computational complexity can be enormously reduced, but also the non-positive growing trend of the energy function can be guaranteed.

We can obtain the following equation by taking the derivative of Eq. (10) with respect to the translation vector \( T_j \) of a specific node \( j \) and equate it to zero:

\[ T_j = \mu_v - R_j \mu_y, \]  

(11)

where \( \mu_v, \mu_y \in \mathbb{R}^{3 \times 1} \) represent the rest parts of the equation which can be calculated. Next, we substitute (11) to (10), then organize it to obtain: \( E = -tr(HR_j) + Z_j, H \in \mathbb{R}^{3 \times 3} \), where \( tr(\cdot) \) and \( Z_j \) are the trace operator and a scalar, respectively. Following the work [24], we resort to Lemma 1 for achieving the closed-form solution of \( R_j \) which will maximize \( -E \) (equivalent to minimizing \( E \)):

\[ R_j = U_j C_j V_j^T, \]  

(12)

where \( C_j = \text{diag}(1, 1, \det(U_j V_j^T)) \). We apply Singular Value Decomposition (SVD) on \( H^T \) to obtain \( U_j S_j V_j^T = \text{svd}(H_j^T) \). Finally, the translation vector \( T_j \) of node \( j \) can be easily calculated from Eq. (11).
4. Experimental Results

In this section, we will first illustrate the details of the implementation used in our experiments. Then we will introduce the test data and error metric we use in our experiments. In the end, we will show our experimental results and compare them with the results using state-of-the-art methods.

4.1. Implementation Details

The implementation of our method is written in C++ with the functionality provided by libigl [25] and Eigen [26]. All the experiments are conducted on a computer equipped with a Quad-Core Intel Core i5 CPU (2.3 GHz) and 8GB memory. For the parameters in the experiments, we set the node number to be 500 and each vertex is set to be influenced by 10 nearest nodes. The $\alpha$ in the objective function (see Eq. (10)) is set to 2000.

4.2. Database and Data Preprocessing

The database contains 1,511 real-world 3D-scan foot mesh models with 21 ground-truth landmarks which are marked by medical specialists. Figure 2 displays the foot models sampled from the database. Notice the huge diversity of the foot shapes: Figure 2(b) is a foot model wearing socks during scanning; the foot model of Figure 2(c) consists of an additional leg area which is not the region of interest; due to human error during the scanning, the model in Figure 2(d) only contains the bottom part of the foot. Fortunately, cases like Figure 2(c) and 2(d) take up only a negligible proportion in the database.

![Foot mesh model examples with various shapes from the database.](image)

Figure 2: Foot mesh model examples with various shapes from the database.

We randomly select approximately 20% of the database forming a test dataset for our experiments, which contains 211 foot models. The original
foot model contains approximately 50,000 vertices including duplicated elements. For efficiency reasons, we decimate the meshes with Meshlab [27] to 5,000 vertices per model.

Figure 3: four different views of a foot model after data preprocessing along with the anatomical landmarks annotated by medical specialists.

Figure 3 displays different views of a single foot model after data preprocessing (contains 5,000 vertices) with manually annotated anatomical landmarks. Notice that, this specific foot model which originally contains 34,395 vertices does not belong to the test dataset and is chosen to be the source model throughout the experiments, as its shape is visually more universal.

4.3. Error Metric

To measure the performance of the landmark predictions, we use the average of the square norm between the target landmarks and the predicted landmarks, shown as follows:

\[
Err_{avg} = \frac{1}{n} \sum_{i} \|Lp_i - Lt_i\|_2,
\]

where \(Lp_i\) and \(Lt_i\) are the \(i\)-th predicted landmark and the target landmark, respectively.

4.4. Comparison With State-of-the-art Methods

Source model. The source foot model (see Section 4.2) is processed to different resolutions with Meshlab [27]. To be specific, four resolutions containing different amount of vertices (2k, 5k, 10k, original) are selected to perform the experiments.
Other methods. In the experiments, three high-performing point set registration methods are chosen to be the competitors to our method. Note that experiments with some source model resolutions are skipped while using the original source codes of non-rigid CPD [17] and Fast-RNRR [13], in order to avoid the occurrence of certain issues of their codes (i.e. prompting errors).

Table 1: Comparisons.

| Resolution | 2k       | 5k       | 10k      | original (34k) |
|------------|----------|----------|----------|----------------|
| Method     | Avg.     | Mid.     | Avg.     | Mid.           | Avg. | Mid. |
| ICP        | 17.81    | 15.88    | 17.76    | 15.90          | 17.76| 15.83 |
| non-rigid CPD | 15.72   | 15.17    | 15.73    | 15.21          | -    | -    |
| Fast-RNRR  | -        | -        | -        | 17.92          | 15.11|
| our method | 15.03    | 14.39    | 14.90    | 14.15          | 15.05| 14.22 |
|            |          |          |          |                | 14.73| 13.98 |

In Table 1, we report the average (Avg.) and the median (Mid.) of the error results using the metric mentioned in 4.3. We can observe that our method overall outperforms other methods by a noticeable margin. Our method reaches the best performance when using the original source data, which outweighs the ICP and Fast-RNRR by 3.03 and 3.19 for average errors, respectively. Our method also outperforms other method when using different resolutions. The errors for ICP are 2.78, 2.86 and 2.71 higher than our method when tested on 2k, 5k and 10k, respectively. Despite that Fast-RNRR saw a strong performance for 2k and 5k resolution, reaching 15.72 and 15.17, respectively. The errors of our method are still 0.69 and 0.83 lower, respectively. Another phenomenon we observed from the results of different resolutions is that the errors are negatively correlated with the resolutions of the target models.

4.5. Case Study

We randomly select three target models from the test set and compare the synthesized mesh models using Fast-RNRR, CPD, and our method in Figure 4. CPD and Fast-RNRR have a common characteristic that they tend to preserve the original shape of the source model, which will probably lead to larger errors. We can observe that the model synthesized with our method can better fit the target model. Concretely, regarding the foot model with ID 43, we can notice the narrow footbridge and the small heel are
reflected on the model synthesized with our method. In the other two cases, we can also observe how our method outperforms the other two methods in such detailed aspects (e.g., the narrow ankle area for the model with ID 711 and the forward-bending ankle for the model with ID 716). One minor drawback of our method is the high surface roughness of the generated models. Nevertheless, the goal of our method focuses on accurate landmarks prediction, therefore this weakness is negligible.

Figure 4: (a), (f) and (k) are the source models. (e), (j) and (o) are the target models with ID 43, 711 and 716, respectively, which are randomly selected from the test set. (b), (g) and (l) are the models synthesize with Fast-RNRR. (c), (h), and (m) are the models synthesize with non-rigid CPD. (d), (i), and (n) are the models synthesize with our method.

Statistically, the effectiveness of our method is also demonstrated by the errors displayed in Table 2. The errors show that our method achieves top results for models with ID 43 and 711, reaching 8.90 and 8.97, respectively. Even though for the model with ID 716 where CPD outperforms our method
Table 2: Corresponding errors of figure 4

| model ID | 43  | 711 | 716 |
|----------|-----|-----|-----|
| CPD      | 10.95 | 9.35 | 10.47 |
| Fast-RNRR| 9.25  | 11.71 | 31.28 |
| ours     | **8.90** | **8.97** | 10.82 |

by 0.35, our approach still outperforms Fast-RNRR by a large margin (20.81), which illustrates the robustness of our method. Further, we also notice that the similarity between the source model and the target model is negatively correlated with the resulting error. Therefore, one limitation is, to minimize the prediction errors, we can choose the template model with a more similar shape to the target model to predict the landmarks.

5. Discussion & Conclusion

We have presented a robust 3D anatomical landmark detection method for 3D foot models. It realizes the prediction of anatomical landmarks by deforming a given source model with annotated landmarks to a target model. After non-rigid deformation, the updated landmarks of the source model are naturally viewed as the landmarks of the target model. Experiments demonstrate that compared to the state-of-the-art point registration techniques, our method can predict landmarks on target models with fewer errors. As future work, it will be interesting to extend our framework to other landmark prediction tasks such as the human face and human body.
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