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Abstract

In this paper, we propose a deterministic variational inference approach and generate low-discrepancy points by minimizing the kernel discrepancy, also known as the Maximum Mean Discrepancy or MMD. Based on the general energetic variational inference framework (Wang et al., 2021), minimizing the kernel discrepancy is transformed to solving a dynamic ODE system via the explicit Euler scheme. We name the resulting algorithm EVI-MMD and demonstrate it through examples in which the target distribution is fully specified, partially specified up to the normalizing constant, and empirically known in the form of training data. Its performances are satisfactory compared to alternative methods in the applications of distribution approximation, numerical integration, and generative learning. The EVI-MMD algorithm overcomes the bottleneck of the existing MMD-descent algorithms, which are mostly applicable to two-sample problems. Algorithms with more sophisticated structures and potential advantages can be developed under the EVI framework.
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1 Introduction

Many methods in statistics, machine learning, and applied mathematics require the generation of samples from a certain target distribution. For example, in Bayesian statistics, the most crucial step is to sample from the posterior distribution of the unknown parameters. In this case, the target distribution is often partially known without the scaling constant. Numerical integration is another important tool used in many computational solutions in finance, engineering, science, etc. It approximates the multidimensional integration \( I = \mathbb{E}_{x \sim \mu}[f(X)] = \int_{\Omega} f(x) \mu(dx) \) by the sample mean \( \hat{I}_n = \frac{1}{N} \sum_{i=1}^{N} f(x_i) \), where the \( f(x) \) is the integral function, \( \mu \) is the probability measure with the support region \( \Omega \), and \( x_i \)'s are the i.i.d. samples following the distribution of \( \mu \). For numerical integration, the target distribution is fully specified. Statistical design of experiments is also related to this area. One such instance is the uniform space-filling design (Fang et al., 2000), in which the design points should approximate the uniform distribution. Broadly speaking, many supervised and unsupervised learning tasks involve the problem of generating samples from a distribution. Only in this case, the target distribution is an empirical distribution from the observation data. Among these tasks, generative learning models (Harshvardhan et al., 2020) have gained a lot of attention and popularity due to the wide application of generative adversarial networks (or GANs) (Creswell et al., 2018; Goodfellow et al., 2014) and variational autoencoders (or VAE) (Kingma
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and Welling, 2013). The essential task of generative learning is to generate new samples from the empirical distribution of training data in a parametric or nonparametric fashion.

In recent decades, variational inference (VI) has become an important and popular tool in machine learning, statistics, applied mathematics (Jordan et al., 1999; Wibisono et al., 2016a; Blei et al., 2017; Mnih and Rezende, 2016; Gorbach et al., 2018), etc. In short, the main goal of a VI method is to generate samples to approximate a target distribution. Naturally, VI is strongly tied to these aforementioned research areas. First and foremost, variational Bayesian inference (Fox and Roberts, 2012; Blei et al., 2017) is an alternative to the classic MCMC approach to approximate a posterior distribution. Compared with classic MCMC, VI methods are less computationally intensive and thus more suitable to analyze large datasets and can be used whenever there is a need to explore many models (Blei et al., 2006). The core idea of a VI approach is to convert the inference problem into an optimization problem by minimizing a certain dissimilarity functional that measures the difference between any distribution and the posterior distribution. Its drawback, compared to MCMC, is that the minimal solution is not guaranteed to converge to the posterior distribution, which depends on many aspects including the distribution family, i.e., the feasible region of the minimization. Despite so, its computational advantage has propelled the development of many VI-based supervised and unsupervised learning methods, such as Bayesian neural networks (Graves, 2011; Louizos and Welling, 2017; Wu et al., 2019; Shridhar et al., 2019), Gaussian process model (King and Lawrence, 2006; Nguyen and Bonilla, 2013, 2014; Shetha et al., 2015; Damianou et al., 2016; Cheng and Boots, 2017), and generative learning models (Kingma et al., 2014; Hu et al., 2018).

In this paper, we propose a new variational inference approach by minimizing the kernel discrepancy via the energetic variational approach (Wang et al., 2021). Essentially, we generate samples, or particles using the more conventional wording in VI, to approximate various target distributions that are fully specified, partially specified up to the normalizing constant, or empirically available from data. In Quasi-Monte Carlo (QMC), the low-discrepancy sequence is the sequence that leads to a small kernel discrepancy value so as to approximate the uniform distribution, such as Sobol sequences (Sobol, 1976). Usually, such sequences are computed sequentially following an explicit formula (Caflisch, 1998). Inspired by the low-discrepancy sequence, we name the particles generated by the proposed variational approach low-discrepancy points. We use the word “points” instead of “sequence” to imply that the points are not generated sequentially and are not just for uniform distribution.

1.1 Related Works

As mentioned above, the core idea of VI is to minimize a user-specified dissimilarity functional that measures the difference between two distributions. Many dissimilarity functionals, such as Kullback–Leibler (KL)-divergence and the more general \( f \)-divergence (Csiszár et al., 2004; Zhang et al., 2019), Wasserstein distance (Villani, 2021), kernel stein discrepancy (KSD) (Liu et al., 2016; Chen et al., 2018b), and the more general kernel discrepancy, have been used in the literature.

If the target distribution is known up to the intractable normalizing constant, KL-divergence is commonly used (Liu and Wang, 2016; Blei et al., 2017; Ma et al., 2019; Heng et al., 2021). For example, the Langevin Monte Carlo (LMC) (Welling and Teh, 2011; Cheng et al., 2018; Bernton, 2018) and the Stein Variational Gradient Descent (SVGD) (Liu and Wang, 2016) can be considered as a discretization of the Wasserstein gradient flow (Jordan et al., 1998) of the KL-divergence. However, KL-divergence is only suitable for the target distribution whose density function takes the form \( \frac{1}{Z} \exp(-V(x)) \). Moreover, the KL-divergence based algorithms require repeated evaluation of the gradient of the target distribution, which can be computationally costly if the target distribution
is complicated to compute.

Kernel discrepancy is another popular dissimilarity functional. In machine learning, kernel discrepancy is better known as *Maximum Mean Discrepancy* or *MMD*. It is suitable to the cases where the target distribution is compactly supported or the target is only known in the form of training data (Li et al., 2015, 2017). Besides, minimizing MMD does not require the repeated evaluation of the density of the target distribution. For these reasons, we choose the kernel discrepancy or MMD as the objective functional. We defer the detailed review of kernel discrepancy/MMD and its related literature in Section 2.

Another important aspect of a VI approach is the minimization method. As reviewed by Blei et al. (2017), the complexity of the minimization is largely decided by the distribution family $Q$, i.e., the set of feasible distributions to approximate the target distribution. It can be a family of parametric distributions. If independence assumption is properly imposed, mean-field approach and coordinate descent can be used (Blei et al., 2017) for minimization. Sometimes, the parametric distribution is too restrictive, and thus flow-based VI methods have been created, in which $Q$ consists of distributions obtained by a series of smooth transformations from a tractable initial reference distribution. Examples include normalizing flow VI methods (Rezende and Mohamed, 2015; Kingma et al., 2016; Salman et al., 2018) and particle-based VI methods (ParVIs) (Liu and Wang, 2016; Liu, 2017; Liu and Zhu, 2017; Chen et al., 2018a; Liu et al., 2019; Chen et al., 2019; Wang et al., 2021). The proposed approach belongs to the ParVIs category. Among all the ParVIs, SVGD (Liu, 2017) is one of the most popular early works and we also choose it for comparison.

### 1.2 Our Contributions

In this paper, we propose a deterministic method of generating a set of low-discrepancy points that minimizes the kernel discrepancy via the general energetic variational inference (EVI) framework (Wang et al., 2021). Compared to some existing works that also minimize MMD, the proposed approach applies to many scenarios, including the cases when the target distribution is fully known, partially known up to the normalizing constant, or empirically given by the data, whereas most existing MMD methods (Gretton et al., 2012; Li et al., 2015; Liu et al., 2016; Li et al., 2017; Mak and Joseph, 2018; Cheng and Xie, 2021; Hofert et al., 2021) focus on the two-sample problem, in which the target distribution is not given but only training data are available. It can explain why most of the referred methods are applied to generative learning models.

Another contribution is the combination of the EVI framework with the MMD functional. As shown in Section 3 and discussed in Section 5, EVI transforms the minimization problem into a dynamic system, which can be solved by many different numerical schemes. Due to limited space, we only choose the simplest explicit Euler scheme for illustration.

The rest of the paper is organized as follows. Section 2 gives the necessary background on the kernel discrepancy and the EVI framework. In Section 3, we apply the general EVI framework to minimize the kernel discrepancy and obtain a dynamic ODE system to update the particles iteratively. Using the explicit Euler numerical scheme to solve this ODE system, we introduce the EVI-MMD algorithm. In Section 4, three numerical examples are used to compare the proposed approach with some competitors. We conclude the paper with a discussion on the extension of the proposed approach in Section 5.

### 2 Background

We first review the concept of kernel discrepancy, which is better known as MMD in machine learning literature, and then explain the EVI framework. The two combined are the foundation of
the proposed low-discrepancy points generation method.

2.1 Kernel Discrepancy or MMD

Before its wide recognition in machine learning as MMD, kernel discrepancy has been an important concept in QMC literature and was promoted as a goodness-of-fit statistic and a quality measure for statistical experimental design by many works in the ’90s and early 2000, such as Hickernell (1998, 1999); Fang et al. (2000); Fang and Mukerjee (2000); Fang et al. (2002); Hickernell and Liu (2002). One of the main reasons that kernel discrepancy is so influential in so many different areas is that it can be interpreted in different ways. Hickernell (2016) and Li et al. (2020) explained three identities of kernel discrepancy. First, it can be considered as a norm on a Hilbert space of functions (RKHS) of functions $f \in \mathcal{F}$, is the kernel discrepancy whose square is equal to $\|f\|^2_{\mathcal{H}}$. Let $\mathcal{H}$ be the reproducing kernel Hilbert space (RKHS) of functions $f : \Omega \to \mathbb{R}$. By definition, the reproducing kernel, $K$, is the unique function defined on $\Omega \times \Omega$ with the properties that $K(\cdot, x) \in \mathcal{H}$ for any $x \in \Omega$ and $f(x) = \langle K(\cdot, x), f \rangle_{\mathcal{H}}$. The second property implies that $K$ reproduces function values via the inner product. It can be verified that $K$ is symmetric in its arguments and positive definite.

A cubature method approximates the integral $I = \int_{\Omega} f(x) \rho(x) \, dx = \mathbb{E}_{x \sim \mu}[f(X)]$ of an $f \in \mathcal{H}$ by the sample mean

$$\hat{I}_N = \frac{1}{N} \sum_{i=1}^{N} f(x_i), \quad \text{where } x_i \sim \text{iid } F(x).$$

Let $\mathcal{X} = \{x_i\}_{i=1}^{N}$ be the set of the i.i.d. samples following $F(x)$ distribution. To measure the quality of the approximation, define the cubature error as

$$\text{err}(f, \mathcal{X}) = I - \hat{I}_N = \int_{\Omega} f(x) \rho(x) \, dx - \frac{1}{N} \sum_{i=1}^{N} f(x_i) = \int_{\Omega} f(x) \, d[F(x) - F_{\mathcal{X}}(x)],$$

where $F_{\mathcal{X}}$ is the empirical CDF based on the sample $\mathcal{X}$. Under modest assumptions of the reproducing kernel, based on Cauchy-Schwarz inequality, the tight, worst-case cubature error bound is

$$|\text{err}(f, \mathcal{X})| \leq \|f\|_{\mathcal{H}} D(\mathcal{X}, F, K),$$

where $\|f\|_{\mathcal{H}}$ is the norm of the function $f$ based on the inner product of the RKHS $\mathcal{H}$ and $D(\mathcal{X}, F, K)$ is the kernel discrepancy whose square is equal to

$$D^2(\mathcal{X}, F, K) = \int_{\Omega \times \Omega} K(x, y) \, d[F(x) - F_{\mathcal{X}}(x)] \, d[F(y) - F_{\mathcal{X}}(y)]$$

$$= \int_{\Omega \times \Omega} K(x, y) \, dF(x) \, dF(y) - \frac{2}{N} \sum_{i=1}^{N} \int_{\Omega} K(x_i, y) \, dF(y) + \frac{1}{N^2} \sum_{i,j=1}^{N} K(x_i, x_j). \quad (1)$$

Recall that the kernel discrepancy is also the norm on a Hilbert space of measures, i.e., the first identity mentioned earlier. More specifically, this Hilbert space of measures, denoted by $\mathcal{M}$, is the
closure of the pre-Hilbert space and its inner product is defined as

\[ (\nu_1, \nu_2)_M = \int_{\Omega \times \Omega} K(x, y) \nu_1(dx) \nu_2(dy). \]

For the given kernel \( K \), the Hilbert space contains all measures such that \( \|\nu\|_M \) is bounded. Please see Hickernell (2016) or Li et al. (2020) for the detailed definitions of the RKHS \( \mathcal{H} \), \( M \), and the derivation of (1).

To make sure the cubature error is small for any function \( f \in \mathcal{H} \), \( X \) should minimize the discrepancy \( D^2(X, F, K) \), i.e., have a low discrepancy. Based on the above definitions, we formally introduce low-discrepancy points.

**Definition 1** (Low-discrepancy points). For any given measure \( \mu \in \mathcal{M} \), the set of low-discrepancy points with respect to \( \mu \) is defined as

\[ X^* = \{x_i^*\}_{i=1}^N = \arg \min_{X \subseteq \Omega} D^2(X, F, K), \]

where \( F \) is the CDF corresponding to \( \mu \).

The kernel discrepancy can be more generally defined by

\[ D^2(\nu_1, \nu_2, K) = \int_{\Omega \times \Omega} K(x, y) [\nu_1(dx) - \nu_2(dx)][\nu_1(dy) - \nu_2(dy)], \]

measuring the difference between any \( \nu_1, \nu_2 \in \mathcal{M} \). Gretton et al. (2012) defined the maximum mean discrepancy (MMD) as

\[ \text{MMD}(\mathcal{H}, \nu_1, \nu_2) = \sup_{f \in \mathcal{H}} (\mathbb{E}_{x \sim \nu_1}[f(x)] - \mathbb{E}_{y \sim \nu_2}[f(y)]), \]

and under the same definition of \( \mathcal{H} \) and \( \mathcal{M} \), the square of MMD is

\[ \text{MMD}^2(\mathcal{H}, \nu_1, \nu_2) = \mathbb{E}_{x, x' \sim \nu_1}[K(x, x')] - 2\mathbb{E}_{x \sim \nu_1, y \sim \nu_2}[K(x, y)] + \mathbb{E}_{y \sim \nu_2, y' \sim \nu_2}[K(y, y')], \]

which is equivalent to \( D^2(\nu_1, \nu_2, K) \) in (3). Therefore, in the rest of the paper, we use kernel discrepancy and MMD interchangeably.

Kernel discrepancy has many desirable properties, one of which is on the convergence of distributions. In fact, \( \text{MMD}(\mathcal{H}, \nu_1, \nu_2) = 0 \) if and only if \( \nu_1 = \nu_2 \), provided that \( \Omega \) is a compact metric space and more importantly, \( K \) is a universal kernel and thus \( \mathcal{H} \) is a universal RKHS (Gretton et al., 2012). Simply put, universal kernel (Micchelli et al., 2006) means that \( K \) has to be complex enough such that \( \mathcal{H} \) and \( \mathcal{M} \) are sufficiently big. Lower-order polynomial kernels, such as linear and second-order polynomials are not universal. MMD induced by the second-order polynomial kernel can distinguish two distributions in terms of mean and variance, and the linear kernel can only do so in terms of the mean. On the other hand, the Gaussian kernel is universal and thus the MMD based on it can be used as a metric for measures (Micchelli et al., 2006; Fukumizu et al., 2007). Therefore, with a proper kernel, if \( D^2(X_N, F, K) \to 0 \) as \( N \to \infty \), then \( F_{X_N} \to F \). For fixed \( N \), if \( D^2(X, F, K) \to 0 \) as \( n \to \infty \) (\( n \) is the notation for iteration of algorithm), then \( F_X \to F \). Kernel discrepancy is also related to energy statistics (Székely and Rizzo, 2013) and support points (Mak and Joseph, 2018). If let \( K(x, y) = ||x - y||^2 \), then the kernel discrepancy becomes energy statistics and thus low-discrepancy points become support points.
2.2 Energetic Variational Inference

Motivated by the energetic variational approaches for modeling the dynamics of non-equilibrium thermodynamical systems (Giga et al., 2017), the energetic variational inference (EVI) framework uses a continuous energy-dissipation law to specify the dynamics of minimizing the objective function in machine learning problems. Under the EVI framework, a practical algorithm can be obtained by introducing a suitable discretization to the continuous energy-dissipation law. This idea was introduced and applied to variational inference by Wang et al. (2021). It can also be applied to other machine learning problems similarly to Trillos and Sanz-Alonso (2020) and E et al. (2020).

We first introduce the EVI using the continuous formulation. Let $\phi_t : \mathbb{R}^d \rightarrow \mathbb{R}^d$ be the dynamic flow map that continuously transforms the $d$-dimensional distribution from an initial distribution toward the target one and we require the map $\phi_t$ to be smooth and one-to-one. The functional $F(\phi_t)$ is a user-specified divergence or other machine learning objective functional, such as the KL-divergence in Wang et al. (2021). Taking analogy of a thermodynamics system, $F(\phi_t)$ is the Helmholtz free energy. Following the First and Second Law of thermodynamics (Giga et al., 2017) (kinetic energy is set to be zero)

$$\frac{d}{dt} F(\phi_t) = -\triangle(\phi_t, \dot{\phi}_t), \quad (4)$$

where $\triangle(\phi_t, \dot{\phi}_t)$ is a user-specified functional representing the rate of energy dissipation, and $\dot{\phi}_t$ is the derivative of $\phi_t$ with time $t$. So $\dot{\phi}_t$ can be interpreted as the “velocity” of the transformation. Each variational formulation gives a natural path of decreasing the objective functional $F(\phi_t)$ toward an equilibrium.

The dissipation functional should satisfy $\triangle(\phi_t, \dot{\phi}_t) \geq 0$ so that $F(\phi_t)$ decreases with time. As discussed in Wang et al. (2021), there are many ways to specify $\triangle(\phi_t, \dot{\phi}_t)$ and the simplest among them is a quadratic functional in terms of $\dot{\phi}_t$,

$$\triangle(\phi_t, \dot{\phi}_t) = \int_{\Omega_t} \rho_{[\phi_t]} \| \dot{\phi}_t \|^2_2 \, dx,$$

where $\rho_{[\phi_t]}$ denotes the pdf of the current distribution which is the initial distribution transformed by $\phi_t$, $\Omega_t$ is the current support, and $\|a\|_2 = a^\top a$ for $\forall a \in \mathbb{R}^d$. This simple quadratic functional is appealing since it has a simple functional derivative, i.e.,

$$\frac{\delta \triangle(\phi_t, \dot{\phi}_t)}{\delta \dot{\phi}_t} = 2\rho_{[\phi_t]} \dot{\phi}_t,$$

where $\delta$ is the variation operator, i.e., functional derivative.

With the specified energy-dissipation law (4), the energy variational approach derives the dynamics of the systems through two variational procedures, the Least Action Principle (LAP) and the Maximum Dissipation Principle (MDP), which leads to

$$\frac{\delta}{\delta \phi_t} \frac{1}{2} \triangle = -\frac{\delta F}{\delta \phi_t}.$$

The approach is motivated by the seminal works of Raleigh (Rayleigh, 1873) and Onsager (Onsager, 1931a,b). Using the quadratic $\mathcal{D}(\phi_t, \dot{\phi}_t)$, the dynamics of decreasing $F$ is

$$\rho_{[\phi_t]} \dot{\phi}_t = -\frac{\delta F}{\delta \phi_t}. \quad (5)$$
In general, this continuous formulation is difficult to solve, since the manifold of $\phi_t$ is of infinite dimension. Naturally, there are different approaches to approximate an infinite-dimensional manifold by a finite-dimensional manifold. One such approach, as used in Wang et al. (2021), is to use particles (or samples) to approximate the continuous distribution $\rho[\phi_t]$ with kernel regularization. If this approximation applies to (5), after the LAP and MDP variational steps, we call it the “variation-then-approximation” approach. If this approximation is applied to (4) directly, before any variational steps, we call it the “approximation-then-variation” approach. The latter leads to a discrete version of the energy-dissipation law, i.e.,

$$
\frac{d}{dt}F_h(\{x_i(t)\}_{i=1}^N) = -\nabla_h(\{x_i(t)\}_{i=1}^N, \{\dot{x}_i(t)\}_{i=1}^N).
$$

(6)

Here $\{x(t)\}_{i=1}^N$ is the locations of $N$ particles at time $t$ and $\dot{x}_i(t)$ is the derivative of $x_i$ with $t$, and thus is the velocity of the $i$th particle as it moves toward the target distribution. The subscript $h$ of $F$ and $\nabla$ denotes the bandwidth parameter of the kernel function used in the kernelization operation. Applying the variational steps to (6), we obtain the dynamics of decreasing $F$ at the particle level,

$$
\frac{\delta F_h}{\delta \dot{x}_i(t)} = -\frac{\delta F_h}{\delta x_i}, \quad \text{for } i = 1, \ldots, N.
$$

(7)

This leads to an ODE system of $\{x_i(t)\}_{i=1}^N$ and can be solved by different numerical schemes. The solution is the particles approximating the target distribution.

Due to limited space, we can only briefly review the EVI framework and explain it intuitively. Readers can find the rigorous and concrete explanation in Wang et al. (2021). It also suggested many different ways to specify the energy-dissipation, the ways to approximate the continuous formulation and different ways to solve the ODE system.

### 3 Low-Discrepancy Points via EVI

In this section, we first apply the EVI framework to minimize the kernel discrepancy and derive the ODE system of the particles and then introduce the EVI-MMD algorithm which uses the explicit Euler method to discretize the ODEs in time and the AdaGrad algorithm to decide the step size. The EVI-MMD algorithm solves the ODE system and generates the low-discrepancy points. We also discuss the choice of the kernel function and how to adjust outliers from the initial distribution.

#### 3.1 EVI-MMD

Given the target probability measure $\mu$ whose CDF is $F$, and the proper reproducing kernel, we choose the squared kernel discrepancy $D^2(\mathcal{X}_N, F, K)$ defined in (1) as the Helmholtz free energy and the quadratic dissipation functional to set up the energy-dissipation law. Specifically,

$$
F_h(\{x_i(t)\}_{i=1}^N) = D^2(\{x_i(t)\}_{i=1}^N, F, K), \quad \nabla h(\{x_i(t)\}_{i=1}^N, \{\dot{x}_i(t)\}_{i=1}^N) = \frac{1}{N} \sum_{i=1}^N \|\dot{x}_i(t)\|^2_2.
$$

(8)

For the kernel discrepancy defined in (1), which directly compares the empirical distribution of $\mathcal{X}_N$ and $F$, using the approximation-then-variation makes more sense since the free energy is already approximated by $N$ particles. Based on these setup, the discrete energy-dissipation law for the low-discrepancy points is

$$
\frac{d}{dt} D^2(\{x_i(t)\}_{i=1}^N, F, K) = -\frac{1}{N} \sum_{i=1}^N \|\dot{x}_i(t)\|^2_2.
$$

(9)
Next, we need to derive the variation of $D^2(\{x_i(t)\}_{i=1}^N, F, K)$ and $\frac{1}{N} \sum_{i=1}^N \|\dot{x}_i(t)\|_2^2$ with respect to $x_i$ and $\dot{x}_i$, respectively.

\[
\frac{\delta^2 \triangle_h}{\delta \dot{x}_i} = \frac{1}{N} \dot{x}_i(t),
\]

\[
\frac{\delta F_h}{\delta x_i} = \frac{2}{N^2} \sum_{k \neq i} \nabla_x K(x_i, x_k) - \frac{2}{N} \int_\Omega [\nabla_x K(x_i, y)] dF(y).
\]

The derivation of the two variations are included in Appendix A1. Following (7), we obtain the ODE system (12) that provides the dynamics of minimizing $D^2(\{x_i(t)\}_{i=1}^N, F, K)$.

\[
\dot{x}_i(t) = 2 \int_\Omega [\nabla_x K(x_i, y)] dF(y) - \frac{2}{N} \sum_{k \neq i} [\nabla_x K(x_i, x_k)], \quad \text{for } i = 1, \ldots, N.
\]

Note that the gradient $\nabla_x K(x, y)$ is applied to $x$ of the kernel. We choose a symmetric kernel function as in most machine learning methods, i.e., $K(x, y) = K(y, x)$. Particularly, if $K(x, y)$ takes the radial basis function $K(x, y) = r(\|x - y\|_2)$ with a certain positive function $r(\cdot)$, then $\nabla_x K(x, y) = -\nabla_y K(x, y)$.

There are two terms on the right side of (12). Intuitively, the first term $\int_\Omega [\nabla_x K(x_i, y)] dF(y)$ can be interpreted as a driving force that guides particles towards the target distribution, and the second term $\frac{1}{N} \sum_{k \neq i} [\nabla_x K(x_i, x_k)]$ is a repulsive force to stop particles from collapsing. We have borrowed this interpretation from Ba et al. (2019) and the authors interpreted the stein variational gradient descent (SVGD) and MMD-descent in the same way. The SVGD and MMD-descent share some similar structures with (12). We will remark the difference between the proposed EVI-MMD and MMD-descent in Section 3.2. Also, in Section 3.2, we will discuss how to easily compute the integration in the driving force term.

A practical algorithm can be obtained by solving the ODE system numerically. Indeed, most optimization algorithms can be viewed as an approximation of a continuous ODE or SDE, which in turn provides a theoretical foundation of these optimization methods (Cheng et al., 2018; Wibisono et al., 2016b). In this paper, we adopt the simplest explicit Euler discretization to the ODE (12), which leads to

\[
x_i^{n+1} = x_i^n - \tau_n v_i^n, \quad i = 1, 2, \ldots, N,
\]

where $\tau_n$ is the step size of the $n$th iteration, and

\[
v_i^n = \left( \frac{2}{N} \sum_{k \neq i} [\nabla_x K(x_i^n, x_k^n)] - 2 \int_\Omega [\nabla_x K(x_i^n, y)] dF(y) \right).
\]

Interestingly, the explicit Euler discretization turns out to be the standard gradient descent of the kernel discrepancy.

A drawback of the explicit Euler approach is that the step size has to be small so that the algorithm converges to the true solution with stability as long as some modest conditions on convergence are satisfied. On the other hand, small step size can lead to long iteration until convergence and thus make the algorithm less efficient. To overcome this dilemma between stability and efficiency, we use the AdaGrad (Adaptive Gradient) algorithm (Duchi et al., 2011) to determine the step size. The AdaGrad updates each particle $x_i$ as follows,

\[
x_i^{n+1} = x_i^n - \eta_n v_i^n,
\]

\[
\eta_n = \eta_0 \text{diag}[G_i^n + \epsilon_0 I_d]^{-\frac{1}{2}}.
\]
Here $\eta_i$ is commonly called learning rate in machine learning. It is a diagonal matrix that updates the step size in the direction of $v^n_i$ elementwise, which is an improvement to the constant step size $\tau_n$ for all elements of $v^n_i$ in the explicit Euler. The scalar $\eta_0$ is the initial learning rate, a user-specified tuning parameter. The matrix $G^n_i$ is $G^n_i = \sum_{j=1}^{n} v^n_j (v^n_j)^\top$ and $I_d$ is the identity matrix of the same size. Adding $\epsilon_0 I_2$ to $G_i$ is to regularize $G^n_i$ to avoid singularity. Note that updating the learning rate via (16) only needs the diagonal entry of $G^n_i$. So a less computational way to update $\eta_k$ is

$$
\eta_k = \eta_0 \text{diag} \left[ \left( \sum_{j=1}^{n} (v^n_j)^2 + \epsilon_0 \right)^{-1/2}, \ldots, \left( \sum_{j=1}^{n} (v^n_j)^2 + \epsilon_0 \right)^{-1/2} \right],
$$

where the operation diag makes the $d$ elements into a diagonal matrix. Applying other numerical schemes to solve the ODE system, such as the implicit Euler (Wang et al., 2021), will lead to different optimization algorithms. We will explore this in the future.

### 3.2 Kernel Function

The remaining question is how to compute the integration contained in the driving force term. If the target distribution $F(y)$ is given by the training data $\{y_k\}_{k=1}^{M}$ as in the two-sample problem, the driving force term can be computed directly by

$$
E_{y \sim F}[\nabla x K(x_i, y)] = \int \nabla x K(x_i, y) dF(y) = \frac{1}{M} \sum_{k=1}^{M} \nabla x K(x_i, y_k) \tag{18}
$$

for $i = 1, \ldots, N$. In this case, many different types of symmetric and positive definite kernels can be used. In practice, if $M$ is too large, we can randomly sample a subset of training data to estimate each $E_{y \sim F}[\nabla x K(x_i, y)]$.

We discuss the case when the target distribution is given analytically. It becomes a trivial problem if the target distribution is a known distribution and easy to sample from. Otherwise, it is a challenging problem to estimate the driving force term efficiently. To solve this problem, we look into the term $E_{y \sim F}[\nabla x K(x, y)]$ more closely for any $x$. Let $\rho(y)$ be the pdf of $F(y)$. If $K(x, y)$ is the Gaussian kernel, $K(x, y) = \exp \left( -\frac{\|x-y\|^2}{2\sigma^2} \right)$, then its gradient is

$$
\nabla x K(x, y) = -\frac{x-y}{\sigma^2} \exp \left( -\frac{\|x-y\|^2}{2\sigma^2} \right). \tag{19}
$$

Then the integration of the gradient of the kernel is

$$
\int_{\Omega} \nabla x K(x, y) \rho(y) dy = \int_{\Omega} -\frac{x-y}{\sigma^2} \exp \left( -\frac{\|x-y\|^2}{2\sigma^2} \right) \rho(y) dy. \tag{20}
$$

If $\Omega = \mathbb{R}^d$, the integration becomes the following

$$
\int_{\mathbb{R}^d} \nabla x K(x, y) \rho(y) dy = (\sqrt{2\pi} \sigma)^d \mathbb{E}_y \left[ -\frac{x-y}{\sigma^2} \rho(y) \right], \tag{21}
$$

where the expectation is with respect to $y$ following the normal distribution $\mathcal{N}(x, \sigma^2 I_d)$. If $\Omega \subseteq \mathbb{R}^d$, we can still use (21) to approximate $\int_{\Omega} \nabla x K(x, y) \rho(y) dy$ because the bandwidth parameter $\sigma$ is typically much smaller compared to the scale of $\Omega$ (to be discussed next) and the probability mass
outside of $\Omega$ is negligible. To sum up, if we choose Gaussian kernel, we can estimate the driving
force term by the following cubature,

$$E_{y \sim F(y)}[\nabla_x K(x_i, y)] \approx -(\sqrt{2\pi}h)^d \frac{1}{L} \sum_{l=1}^{L} \frac{x_i - y_l}{h^2} \rho(y_l),$$

(22)

where $y_l$ for $l = 1, \ldots, L$ are iid samples following $\mathcal{N}(x_i, h^2 I_d)$. In practice, we can first generate
$L \times d$ samples $y_{l,k}$ from the univariate $\mathcal{N}(0, h^2)$ for $k = 1, \ldots, d$ and shift the mean of $y_l$ to $x_i$
to reduce the computational costs. Alternatively, to reduce the bias of the samples from a single
batch, we can generate $L$ samples in each iteration for each $x_i$. Considering both accuracy and
efficiency, we choose the latter approach and set $L = 200$ in the numerical examples.

One can see that this idea applies to other universal kernel functions as long as its gradient
$\nabla_x K(x, y)$ is proportional to a known pdf and is also easy to sample from. Other than the Gaussian
kernel, exponential kernel (or Laplacian kernel) also meets these conditions. Since the Gaussian
kernel is one of the most widely used kernel functions in machine learning, we choose the Gaussian
kernel in the numerical examples. To facilitate the description of the algorithm, we define the terms
representing the driving and repulsive force for each of the particle in the $n$th iteration as follows.

$$\text{driving}_i^n = -\frac{2(\sqrt{2\pi}h)^d}{L} \sum_{l=1}^{L} \frac{x_i^n - y_l}{h^2} \rho(y_l),$$

(23)

$$\text{repulsive}_i^n = -\frac{2}{N} \sum_{k \neq i}^{N} \frac{x_i^n - x_k^n}{h^2} \exp \left( -\frac{\|x_i^n - x_k^n\|^2}{2h^2} \right).$$

(24)

Then the gradient $v_i^n$ in (14) and (15) is $\mathbf{v}_i^n = \text{repulsive}_i^n - \text{driving}_i^n$.

As in most ParVI methods, the performance of the EVI-MMD algorithm is affected by the
tuning parameter $h$. So far, there has not been a clear guideline in the literature on how to choose
$h$ to minimize MMD. For SVGD, Liu and Wang (2016) suggested using the median trick, i.e., set
$h^2 = \text{med}^2 / \log N$, where med is the median of the pairwise distance between the particles in the
current iteration. Therefore, the median trick updates $h$ in each iteration. However, the median
trick only works for SVGD. Some more sophisticated methods have been introduced to select $h$
(Liu et al., 2019; Wang et al., 2019) for SVGD. Despite these guidelines, choosing $h$ still largely
depends on the application. Most existing works select all the tuning parameters, including $h$, in a
trial-and-error fashion.

In this paper, we set $h$ to be a constant throughout the algorithm. First, $h$ has to be sufficiently
small. If $h$ is too large, the driving force in (23) would be too small in size to have any “attraction”
to move the particles toward the target distribution, and the repulsive force in (24) would be too
small in size as well and cause the particles to collapse. The typical range of $h$ should match
the range of the pairwise distance between particles as suggested in Peyré et al. (2019). We can
estimate this range from the initial distribution of the particles, then adjust its value based on
multiple trials and choose the $h$ value with the best result. Although ad hoc, this way of selecting
$h$ often performs better and more efficiently than the adaptive methods such as median trick in
numerical experiments. This practice of fixing $h$ is not rare in the VI literature. For example, Li
et al. (2015) used a constant bandwidth parameter in the kernel function to train a deep generative
model by minimizing MMD. The EVI-Im algorithm proposed in Wang et al. (2021) also sets $h$ in
this way. We choose other tuning parameters of the EVI-MMD algorithm in the trial-and-error
fashion as well. These settings have performed reasonably well in many numerical studies we have
conducted.
Remark 1. We want to compare the EVI-MMD with the existing MMD-descent approach. MMD-descent denotes the approach of applying gradient descent directly to MMD, which leads to

\[
\frac{x_{i}^{n+1} - x_{i}^{n}}{\tau} = \Delta(x_{i}^{n}) = -\mathbb{E}_{y \sim F}[\nabla y K(x_{i}^{n}, y)] + \frac{1}{N} \sum_{j=1}^{N} \nabla K_{x_{j}}(x_{i}^{n}, x_{j}^{n}),
\]

using the notation of this paper. One recent review on MMD-descent can be found in Ba et al. (2019). Ignoring the constant, this updating scheme is the same as the ODE system of EVI-MMD in (12). But EVI-MMD is fundamentally different from MMD-descent. First, EVI-MMD is originated from the EVI framework. Only using the combinations of these settings, simple quadratic dissipation law \( \Delta(\phi, \dot{\phi}) = \int_{\Omega} \rho(\phi) \|\dot{\phi}\|^{2} \, d\mathbf{x} \), the “approximation-then-variation” order, and the explicit Euler scheme, the EVI-MMD would turn out to have the same updating formula as the MMD-descent. As suggested in Wang et al. (2021), other versions of EVI-MMD algorithms can be developed by choosing different dissipation functionals, switching the order of approximation and variation, and using implicit Euler or second-order numerical schemes to solve the ODE system. It is a future research direction we plan to pursue. Second, both EVI-MMD and MMD-descent face the same bottleneck, computing the driving force term. Our answer is estimating it by taking advantage of the Gaussian kernel. On the other hand, many MMD-descent methods bypass this problem via two options. The first option is only using MMD to solve a two-sample problem, in which the target distribution is given by the training data. So the driving force can be easily calculated using (18). This explains why MMD is mostly applied to the generative learning model, which is a two-sample problem. The second option is to use the Stein kernel based on the target distribution, then the driving force becomes

\[
-\mathbb{E}_{y \sim F}[\nabla y \log \rho(y) K(x, y)].
\]

Without the context of the application, it is not possible to comment on which kernel is better, the Gaussian kernel or Stein kernel. Theoretically, this depends on which RKHS based on either kernel suits the application better. In terms of computational efficiency, this also depends on how easy it is to compute \( \mathbb{E}_{y \sim F}[\nabla y \log \rho(y) K(x, y)] \), which circles back to the same bottleneck problem if \( \rho(y) \) or \( F \) is not a known distribution.

### 3.3 Initial Outlier Detection and Adjustment

A drawback of using Gaussian kernels is that it can only capture the interaction between particles in a relatively small neighborhood, due to the fast decay of exponential function and small \( h \) value. During the early iterations of the algorithm, if a particle sits in a region where the density of the target distribution is small, in other words, the particle is an outlier to the target distribution, then the driving force \( \mathbb{E}_{y \sim F}[\nabla x K(x_{i}, y)] \) of this particle would be small in size. As a result, it would take more iterations to move this particle to the high-density region of the target distribution, or worse, the driving force is too small to make any significant movement and thus the particle remains an outlier when the algorithm terminates. In Appendix A2, we give a more rigorous explanation of the driving force term. To overcome the outlier issue, we propose a heuristic way to identify the outliers and then adjust them. This stage (denoted as Stage 1) is included the EVI-MMD algorithm and is done before the Adagrad optimization stage (denoted as Stage 2).

In Stage 1, given the initial particles, we first detect the outliers based on the driving force value. As discussed above, an outlier has a small driving force, so we detect the outlier according to the \( l_{2} \) norm, \( \|\text{driving}_{i}^{n}\|_{2} \). With a pre-specified tolerance \( \text{tol} \), we label a particle to be an outlier as long as \( \|\text{driving}_{i}^{n}\|_{2} \leq \text{tol} \). Once an outlier is detected, we adjust it by enlarging the size of the
driving force. Specifically, we force the driving force to have a pre-specified size $a$ while keeping the direction of the driving force, i.e.,

$$\text{driving}_i^n \leftarrow a \frac{\text{driving}_i^n}{\|\text{driving}_i^n\|}.$$ 

Then, we update all particles using the explicit Euler scheme, $x_i^{n+1} = x_i^n - \tau v_i^n$. So far we have set the two tuning parameters $\text{tol}$ and $a$ based on experience and trial-and-error. Generally, the $\text{tol}$ should be around the same scale of the smallest norm of driving force and $a$ should be around the median of the norms of the driving force of all particles. We fix the step size $\tau$ throughout Stage 1 and it should be slightly larger than the initial learning rate $\eta_0$ for the Adagrad optimization.

The number of iterations of Stage 1 is denoted $B$ and it is relatively small compared to the total number of iterations of both stages, denoted as $\text{maxIter}$. Since the purpose of the first stage is to quickly move the outliers to the high-density region, the way we choose $\tau$ and $B$ is reasonable intuitively and effective in practice.

**Remark 2.** The convergence issue caused by outliers, or more generally the initial distribution, has been identified in the literature before. Arbel et al. (2019) studied the convergence of the continuous MMD gradient flow using the forward Euler discretization. Using the continuous formulation, the authors proved that if $\|\rho_t(x) - \rho(x)\|_{H^{-1}(\rho)} \leq C$ for all $t > 0$, then $\mathcal{F}(\rho_t) \leq C/(C\mathcal{F}(\rho_0)^{-1} + 4t)$. Here $\|\cdot\|_{H^{-1}(\rho)}$ is the weighted homogeneous $H^{-1}$ norm. The details can be found in Arbel et al. (2019). Intuitively, this result implies that the convergence rate of the MMD depends on the “distance” between $\rho_t$, the current density function, and the target distribution $\rho$. However, as pointed out in Arbel et al. (2019), the condition for the convergence rate is difficult to guarantee even if the “distance” between the empirical distribution of the current particles and the target distribution is large. Therefore, the outliers can lead to slow convergence or even fail to converge to the target distribution. In Arbel et al. (2019), the author proposed to inject noise to improve the robustness of the algorithm to outliers, whereas we propose the remedy of manually pushing the particles to a region of the higher probability density of the target distribution.

We present the EVI-MMD approach with outlier detection and adjustment in Algorithm 1. The algorithm requires a list of tuning parameters. As we have explained, we set the tuning parameters mostly based on intuition, experience, and experimentation, which is a common practice in nearly all VI methods. How to set the tuning parameters is worthy of further investigation in the future. An important detail in Algorithm 1 is regarding the second for-loop (indexed by $i$) through the particles in both Stage 1 and 2. Although written into a for-loop, all the particles can be updated simultaneously by array operation or parallel computing, and we have used array operation in our codes. The most computational costly step is in estimating the driving force for each particle in every iteration, which depends on the sample size $L$ or $M$.

### 4 Numerical Examples

We demonstrate the performance of the proposed EVI-MMD algorithm through three examples. They cover three scenarios in which the target distribution is fully specified, partially specified up to the normalizing constant, and empirically specified through training data. The last scenario is shown by a generative learning model using EVI-MMD. We also compare the EVI-MMD with the Monte Carlo cubature for a numerical integration problem. Through three toy examples, we
Algorithm 1 The EVI-MMD Algorithm with Adjustment to Outliers

Require:
1: \(N\): total number of particles;
   \(B\): number of iterations of Stage 1;
   \(h\): bandwidth parameter of the Gaussian kernel function;
   \(L\): the size of samples generated from \(\mathcal{N}(x_i, h^2 I_d)\);
   \textbf{maxIter}: the total number of iterations of both Stage 1 and 2;
   \textbf{tol}: tolerance for outlier detection;
   \(a\): adjustment parameter of the driving force of outlier;
   \(\tau\): step size of explicit Euler in Stage 1;
   \(\eta_0\): initial learning rate of Adagrad in Stage 2;
   \textbf{\(\rho_0\)}: an initial distribution with support \(\Omega\) to generate initial particles.

2: Generate initial particles \(\{x_i^0\}_{i=1}^N\) from distribution \(\rho_0\).

\textbf{Stage 1: Initial Outlier Detection and Adjustment.}

3: \textbf{for} \(n = 1 : B\) \textbf{do}
4:    \textbf{for} \(i = 1 : N\) \textbf{do}
5:        Calculate the terms representing driving and repulsive force in (23) and (24).
6:         \textbf{if} \(\|\text{driving}_i^n\| \leq \text{tol}\) \textbf{then}
7:            \(\text{driving}_i^n \leftarrow a \frac{\text{driving}_i^n}{\|\text{driving}_i^n\|}\).
8:         \textbf{end if}
9:         \(\boldsymbol{v}_i^n = \text{repulsive}_i^n - \text{driving}_i^n\)
10:        \(x_i^{n+1} = x_i^n - \tau \boldsymbol{v}_i^n\)
11:    \textbf{end for}
12: \textbf{end for}

\textbf{Stage 2: Adaptive Gradient Euler.}

13: \textbf{for} \(n = 1 : (\text{maxIter} - B)\) \textbf{do}
14:    Reset the learning rate to \(\eta_0\).
15: \textbf{for} \(i = 1 : N\) \textbf{do}
16:        Calculate the terms representing driving and repulsive force in (23) and (24).
17:        \(\boldsymbol{v}_i^n = \text{repulsive}_i^n - \text{driving}_i^n\)
18:        Compute \(\eta_t\) using (17).
19:        \(x_i^{n+1} = x_i^n - \eta_t \boldsymbol{v}_i^n\).
20:    \textbf{end for}
21: \textbf{end for}
compare EVI-MMD to three alternatives, the EVI-Im, SVGD, and the stochastic Langevin Monte Carlo (LMC) by Welling and Teh (2011).

4.1 Toy Examples
We specify the following three target distributions of $d = 2$ dimensions.

1. Star-shaped five-component Gaussian mixture distribution:

$$
\rho(x) = \frac{1}{5} \sum_{i=1}^{5} N(x|\mu_i, \Sigma_i),
$$

where

$$
\mu_i = \begin{bmatrix}
\cos\left(\frac{2\pi}{5}\right), & -\sin\left(\frac{2\pi}{5}\right) \\
\sin\left(\frac{2\pi}{5}\right), & \cos\left(\frac{2\pi}{5}\right)
\end{bmatrix}^{i-1} \begin{bmatrix}
1.5 \\
0
\end{bmatrix}, \quad \Sigma_i = \begin{bmatrix}
\cos\left(\frac{2\pi}{5}\right), & -\sin\left(\frac{2\pi}{5}\right) \\
\sin\left(\frac{2\pi}{5}\right), & \cos\left(\frac{2\pi}{5}\right)
\end{bmatrix}^{i-1} \begin{bmatrix}
1, & 0 \\
0, & 0.01
\end{bmatrix}.
$$

2. Eight-component Gaussian mixture distribution:

$$
\rho(x) = \frac{1}{8} \sum_{i=1}^{8} N(x|\mu_i, \Sigma),
$$

where $\mu_1 = (0, 4), \mu_2 = (2.8, 2.8), \mu_3 = (4, 0), \mu_4 = (-2.8, 2.8), \mu_5 = (-4, 0), \mu_6 = (-2.8, -2.8), \mu_7 = (0, -4), \mu_8 = (2.8, -2.8),$ and $\Sigma = \begin{bmatrix}
0.2, & 0 \\
0, & 0.2
\end{bmatrix}$.

3. Wave-shaped distribution:

$$
\rho(x) = C^{-1} \exp\left(-0.1 x_1^2 - (x_2 - \sin(\pi x_1))^2\right).
$$

Although the first two distributions are both Gaussian mixture distributions, the second distribution is more challenging since the effective support region for each Gaussian component is separated, unlike the star-shaped distribution. The wave-shaped distribution contains an unknown normalizing constant $C$. Different from the approaches using KL-divergence, the EVI-MMD does require the normalizing constant to calculate the driving force term (23). So we estimate $C$ using the Newton-Cotes quadrature implemented in Mathematica by Wolfram Research, Inc. (2021), and the result is $C \approx 9.93$.

For all three toy examples, we set the size of the particles $N = 200$. The initial distribution is a standard 2-dimensional Gaussian distribution. All the algorithms under comparison are terminated at $\text{maxIter}=1000$ when we are sure they all have reached convergence. For the EVI-MMD algorithm, we set $\tau = 1, \eta_0 = 0.1, h = 0.2, B = 20, \text{tol} = 0.002, L = 200,$ and $a = 1$ by default. For the eight-component Gaussian mixture distribution, due to the separated effective support region, there are more outliers among the initial particles, so we set the $a = 2$ to accelerate the adjustment step. For the star-shaped distribution, we discover $\tau = 0.5$ leads to a more stable decrease of the MMD. The tuning parameters of the other algorithms are specified as their respective optimal ones based on our experimentation and/or previous publications. For the EVI-Im and SVGD methods, we set $\eta_0 = 0.1$ and $h = 0.2$. The tuning parameters of LMC are $a = 0.1, b = 1$ and $c = 0.55$.

The three rows of sub-figures in Figure 1 illustrate how the particles are moved by the EVI-MMD algorithm from the $n = 5$ iteration, the $n = 100$ iteration, and the last iteration when the algorithm is terminated. We can see that most of the particles have been aligned to the high-density
region (highlighted by the yellow color) around the 100th iteration. To compare the performance
of EVI-MMD with EVI-Im, SVGD, and LMC algorithms, we compute the MMD$^2$ or $D^2(\mathcal{X}, F, K)$
in each iteration for all of the four methods. Note that the EVI-MMD algorithm does not need
to compute the MMD$^2$ if not for this comparison. Figure 2 shows the decay of the MMD$^2$ within
the first five seconds of all four algorithms. The LMC and EVI-MMD have the fastest decay of the
MMD$^2$ and perform equally well for the star-shaped and wave-shaped distributions. But LMC is
less stable than EVI-MMD as the MMD$^2$ of LMC fluctuates around zero in later iterations. For the
most challenging case, the eight-component Gaussian mixture distribution, LMC is slightly better
than EVI-MMD. The SVGD has the worst performance as its corresponding MMD$^2$ of does not
converge to zero. SVGD was shown to be less effective when the target distribution has separated
support regions as in Wang et al. (2021). In this example, the SVGD has missed several of the
eight components of the Gaussian mixture.

![Figure 1: The particles generated by the EVI-MMD algorithm at $n = 5$, $n = 100$, and $n = 1000$
iterations in the three rows of the sub-figures, respectively, for the three target distributions.](image-url)
4.2 Numerical Integration

As reviewed in Section 2.1, kernel discrepancy can be interpreted as part of the upper bound of the numerical integration error. So we demonstrate the performance of EVI-MMD through a numerical integration for Keister’s example given as follows.

\[ I = \int_{\mathbb{R}^d} \cos(\|x\|_2) \exp(-\|x\|^2_2) dx. \]

The exact integration can be calculated using the formula given in Jagadeeswaran and Hickernell (2019). Rounding up to four decimal digits, the integration values are \( I_{d=2} = 1.8082 \) and \( I_{d=5} = 1.1353 \) for \( d = 2 \) and \( d = 5 \) respectively. If using numerical integration, Keister’s integration can be easily computed using the classic Monte Carlo cubature. Rewrite the integration as follows

\[ I = \int_{\mathbb{R}^d} \cos(\|x\|_2) \exp(-\|x\|^2_2) dx = \int_{\mathbb{R}^d} \pi^{d/2} \cos \|x/\sqrt{2}\|^2_2 \rho(x) dx, \]

where \( \rho(x) \) is the pdf of a standard multivariate Gaussian distribution of \( d \) dimension. Then \( \hat{I}_N = \frac{1}{N} \sum_{i=1}^{N} \pi^{d/2} \cos \|x_i/\sqrt{2}\|^2_2 \) where \( \{x_i\}_{i=1}^{N} \) are iid samples following \( \mathcal{MN}(\mathbf{0}, I_d) \). The absolute relative error of the cubature is

\[ \text{err}_r(f, \mathcal{X}) = \left| \frac{I - \hat{I}_N}{I} \right|, \quad \text{where } f(x) = \pi^{d/2} \cos \|x/\sqrt{2}\|^2_2. \]

We compare two approaches of generating random samples for the cubature. One is the classic Monte Carlo sampling that directly generates \( N \) samples from the Gaussian distribution. The other is the low-discrepancy points generated by the EVI-MMD method. The initial distribution of the EVI-MMD is a uniform distribution in \([-1, 1]^d\). The number of samples \( N \) is set the same for both approaches. For \( d = 2 \), we vary \( N \) from 50 to 250, and 100 to 500 for \( d = 5 \). The tuning parameters of EVI-MMD are set to be \( L = 200, \tau = 0.05, \eta_0 = 0.05, B = 5, \text{tol} = 0.001, \) and \( a = 1 \) for both dimensions. But \( h = 0.5 \) for \( d = 2 \) and \( h = 1.2 \) for \( d = 5 \). Figure 3 compares the two methods with different sample sizes for \( d = 2 \) and \( d = 5 \). For each \( N \), we use a box plot to show the distribution of absolute relative errors of 20 replications of cubatures computed from 20 sets of samples. The EVI-MMD significantly outperforms the classic Monte Carlo for the cubature and has must less bias. Since it is essentially an optimization approach, the variance is very small as well.
Figure 3: The absolute relative error of 20 replications of cubatures of the Keister’s example for \(d = 2\) (left) and \(d = 5\) (right) case.

4.3 Generative Learning Model

Generative learning models have been widely used in various machine learning applications. They can solve both supervised and unsupervised learning problems. Simply put, the generative learning model generates new samples based on the training data. More advanced generative learning models are combined with deep neural networks (Jabbar et al., 2021), Naive Bayes, Gaussian mixture model, hidden Markov model, etc. (Harshvardhan et al., 2020). In this example, we use the simplest nonparametric generative learning setup and apply the EVI-MMD to the famous benchmark MNIST dataset (LeCun et al., 1998).

Each data point in the MNIST dataset is a \(28 \times 28\) pixel image of a handwritten digit from 0 to 9 and a pixel value is in \([0, 1]\). For a simple demonstration, we randomly choose 1000 images from the entire MNIST dataset as the training data. Then we generate \(N = 100\) new images using the EVI-MMD approach. Essentially, this is a two-sample problem. In a certain sense, it is simpler than the previous examples as the driving force can be directly estimated from the training data using (18). On the other hand, this is not an easy problem because the dimension \(d = 28^2 = 784\) is extremely high considering the training data only has 1000 entries.

We specify the EVI-MMD as follows. The initial \(N = 100\) particles are sampled from a uniform distribution in \([0, 1]^{784}\). The other tuning parameters are set to \(\tau = 0.1\), \(\eta_0 = 0.05\), \(B = 20\), \(\text{tol} = 0.1\), \(a = 10\), and \(h = 1.1\). We terminate the algorithm at \(\text{maxIter} = 30\) and the Adagrad converges in 10 iterations. The EVI-MMD does not need many iterations to decrease the \(\text{MMD}^2\) to nearly zero because each image is highly sparse. Figure 4 compares side-by-side the original 100 out of the 1000 training data and \(N = 100\) low-discrepancy points generated by EVI-MMD. Both the training and the low-discrepancy points are put into a \(10 \times 10\) panel. We can see that the digits generated by the EVI-MMD are similar to the training data. Note that the EVI-MMD is by no means the best approach for the MNIST benchmark example. Readers can find many more sophisticated generative learning approaches that return better results. However, the EVI-MMD is probably the simplest by comparison and its results are adequate.
5 Conclusion

In this paper, we develop a variational inference approach to generate low-discrepancy points to approximate a target distribution by minimizing the kernel discrepancy, alternatively known as maximum mean discrepancy (MMD). The minimization of MMD is solved by the general energetic variational inference (EVI) framework firstly introduced by Wang et al. (2021). Specifically, we use the quadratic dissipation functional of the EVI, apply the particle approximation to the continuous energy-dissipation law, which is then followed by the variation procedure. This leads to a dynamic system that moves the particles from their initial positions to the target distribution. Using the explicit Euler scheme to solve this dynamic system, we obtain a special algorithm based on the EVI framework to minimize MMD, which we call EVI-MMD algorithm.

Compared to the existing MMD-descent approaches, the EVI-MMD algorithm can be applied to different target distributions other than the two-sample problem. More importantly, if we change some settings of the EVI framework, new algorithms can be developed. For example, another possible dissipation functional is

$$\Delta_h = X^T A \dot{X}, \quad X \in \mathbb{R}^{Nd}$$

where $A \in \mathbb{R}^{Nd \times Nd}$ is some positive-definite matrix. A simple case of $A$ is the circular convolution matrix

$$A = \begin{bmatrix}
1 + 2\sigma & -\sigma & 0 & \ldots & -\sigma \\
-\sigma & 1 + 2\sigma & -\sigma & \ldots & 0 \\
0 & -\sigma & 1 + 2\sigma & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
-\sigma & 0 & 0 & \ldots & 1 + 2\sigma
\end{bmatrix},$$

which corresponds to the Laplacian smoothing approach proposed in Osher et al. (2018). Potentially, this dissipation function can prevent the solution from being trapped at saddle points and local minimal. Some other dissipation functionals and numerical schemes for the EVI framework
are suggested in Liu and Wang (2020) and Wang et al. (2021). We will explore which EVI algorithm
works most efficiently to minimize the MMD next.

A remaining issue for the EVI-MMD approach is how to specify the list of tuning parameters.
Similar to many machine learning methods, we select the tuning parameters based on intuition and
experimentation. A more systematic approach is called for and we plan to investigate this topic in
the future.
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Appendix: Derivations and Extra Discussion

A1 Derivations of (10) and (11)

Let \( x_i = x_i + \epsilon s_i \) for any direction \( s_i \). We need to obtain the first order variation \( \frac{\delta F}{\delta x_i} \). First we need to calculate

\[
\frac{dF}{d\epsilon} \bigg|_{\epsilon=0} = -\frac{2}{N} \int_{\Omega} \frac{d}{d\epsilon} K(x_i^\epsilon, y) dF(y) + \frac{2}{N^2} \sum_{k \neq i} \frac{dK(x_i^\epsilon, x_k)}{d\epsilon} \bigg|_{\epsilon=0}
\]

\[
= -\frac{2}{N} \int_{\Omega} \left[ \nabla_x K(x_i, y) \right]^\top s_i dF(y) + \frac{2}{N^2} \sum_{k \neq i} \left[ \nabla_x K(x_i, x_k) \right]^\top s_i
\]

\[
= -\frac{2}{N} \left[ \int_{\Omega} \left( \nabla_x K(x_i, y) dF(y) \right) \right]^\top s_i + \frac{2}{N^2} \sum_{k \neq i} \left[ \nabla_x K(x_i, x_k) \right]^\top s_i.
\]

Therefore,

\[
\frac{\delta F}{\delta x_i} = -\frac{2}{N} \int_{\Omega} \left[ \nabla_x K(x_i, y) \right] dF(y) + \frac{2}{N^2} \sum_{k \neq i} \nabla_x K(x_i, x_k).
\]

Similarly, for any direction \( s_i \)

\[
\frac{d \frac{1}{2} \Delta h}{d\epsilon} \bigg|_{\epsilon=0} = \frac{1}{2N} \frac{d}{d\epsilon} (\dot{x}_i + \epsilon s_i) \big( \dot{x}_i + \epsilon s_i \big) \bigg|_{\epsilon=0} = \frac{1}{N} (\dot{x}_i + \epsilon s_i) \big( \dot{x}_i + \epsilon s_i \big) \bigg|_{\epsilon=0} = \frac{1}{N} \dot{x}_i \big( \dot{x}_i + s_i \big).
\]

and

\[
\frac{\delta \frac{1}{2} \Delta h}{\delta \dot{x}_i} = \frac{1}{N} \dot{x}_i.
\]

A2 Discussion of the driving force term

We show that if a particle is an outlier, its corresponding driving force term would be small and
thus make the algorithm stagnate. First, we give a rigorous definition of an outlier. Recall the
driving force term is defined as (ignore the – sign)

\[
\text{driving}_i = \int_{\Omega} - \left[ \frac{x_i - y}{h^2} \exp(-\frac{||x_i - y||^2}{2h^2}) \rho(y) \right] d\gamma.
\]
Given $\epsilon > 0$, define

$$S_1 := \{y \mid \rho(y) > \epsilon\}, \quad S_2 := \left\{ y \mid \frac{\|x_i - y\|_\infty}{h^2} \exp\left(-\frac{\|x_i - y\|_2^2}{2h^2}\right) > \epsilon \right\}.$$ 

We introduce the following definition of $\epsilon$-outlier

**Definition A1.** A particle $x_i$ is an $\epsilon$-outlier if there exist a constant $\epsilon$ such that $S_1 \cap S_2 = \emptyset$.

The support region $\Omega$ can be split into three parts, $S_1$, $S_2$, and $S_3 = (S_1 \cup S_2)^c$. If $x_i$ is an $\epsilon$-outlier, we have $S_3 = S_1^c \cap S_2^c$. Accordingly, we can split the driving force term into integrals in these three regions and denote them as $l_{S_1}, l_{S_2}$ and $l_{S_3}$.

**Proposition A1.** If a particle $x_i$ is an $\epsilon$-outlier, then the $l_2$-norm of the cross term satisfies,

$$\|\text{driving}_{\epsilon}\|_\infty \leq (C + 2)\epsilon \quad \text{and} \quad \|\text{driving}_{\epsilon}\|_2 \leq \sqrt{d}(C + 2)\epsilon,$$

where $C = 2\pi^{d/2}/\Gamma(d/2)$ with $\Gamma$ being the Gamma-function.

**Proof.** Apply the triangle inequality, we have

$$\|\text{driving}_{\epsilon}\|_\infty \leq \|l_{S_1}\|_\infty + \|l_{S_2}\|_\infty + \|l_{S_3}\|_\infty.$$ 

Since the integration of $l_{S_1}$ is in $S_1$ and $S_1 \cap S_2 = \emptyset$, $S_1 \subseteq S_2^c$

$$\|l_{S_1}\|_\infty \leq \int_{S_1} \frac{\|x_i - y\|_\infty}{h^2} \exp\left(-\frac{\|x_i - y\|_2^2}{2h^2}\right)\rho(y)dy \leq \epsilon \int_{S_1} \rho(y)dy \leq \epsilon$$

Similarly, we can prove using the fact that $S_2 \subseteq S_1^c$ and $S_3 \subseteq S_2^c$.

$$\|l_{S_2}\|_\infty \leq \epsilon \int_{S_2} \frac{\|y - x_i\|_\infty}{h^2} \exp\left(-\frac{\|y - x_i\|_2^2}{2h^2}\right)dy \leq \epsilon \int_{S_2} \frac{\|y - x_i\|_2}{h^2} \exp\left(-\frac{\|y - x_i\|_2^2}{2h^2}\right)dy \leq C\epsilon$$

$$\|l_{S_3}\|_\infty \leq \epsilon \int_{S_3} \frac{\|y_j - x_i\|_\infty}{h^2} \exp\left(-\frac{\|y_j - x_i\|_2^2}{2h^2}\right)\rho(y)dy \leq \epsilon,$$

where $C = 2\pi^{d/2}/\Gamma(d/2)$ with $\Gamma$ being the Gamma-function. Following this result, if a particle is an $\epsilon$-outlier, then $\|\text{driving}_{\epsilon}\|_\infty \leq (2 + C)\epsilon$. Since $\|x\|_2 \leq \sqrt{d}\|x\|_\infty$ for any $x \in \mathbb{R}^d$, we have the upper bound for $\|\text{driving}_{\epsilon}\|_2$.
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