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Abstract—In this paper, a robot navigating an environment shared with humans is considered, and a cost function that can be exploited in RRT\textsuperscript{X}, a randomized sampling-based replanning algorithm that guarantees asymptotic optimality, to allow for a safe motion is proposed. The cost function is a path length weighted by a danger index based on a prediction of human motion performed using either a linear stochastic model, assuming constant longitudinal velocity and varying lateral velocity, and a GMM/GMR-based model, computed on an experimental dataset of human trajectories. The proposed approach is validated using a dataset of human trajectories collected in a real world setting.

I. INTRODUCTION

Autonomous mobile robots have been increasingly sharing environments with humans in many different applications, ranging from service and goods delivery, to care-giving. This trend brings in the additional burden of being accepted by humans, forcing robot navigation system to guarantee human safety and comfort, as well. Safety requires that collisions with humans or other obstacles are avoided, while comfort forces robots to limit velocity close-by humans and to keep an appropriate distance respecting human private space. In conventional motion-planning problems, obstacles are usually assumed as static, i.e., they do not move while robot follows the planned trajectory, or they move slowly with respect to the robot, or their motion can be measured and predicted. Humans, instead, are expected to move at a velocity that is comparable with robot speed, and their motion, though measurable, is highly unpredictable. Therefore, a motion-planning algorithm for such dynamic environments should be able to efficiently replan, so as to ensure that the computed trajectory is collision-free for the entire robot motion. A viable solution, allowing to cope with human motion unpredictability and replanning complexity, can be devised using RRT\textsuperscript{X} [1], allowing to repair graph unfeasible parts, and introducing a prediction of human motion that, under mild assumptions, holds for short time windows.

In this work, the problem of motion-planning for an autonomous mobile robot in environments shared with humans, focusing on human-avoidance, is addressed. RRT\textsuperscript{X} is adopted as the core motion-planning algorithm, and a human-aware cost function that encodes the path-length (a standard optimization metric for motion-planning) and the danger of colliding with a human is introduced. Assuming that human position and orientation are known to the robot at each time instance, two models to predict human motion within a short period of time, hence to assess the potential danger, are introduced. Whereas the first one is a linear stochastic model that derives from [2], the second model follows a learning-by-demonstration approach [3]. The proposed approach is validated on a dataset of pedestrians moving along a sidewalk.

Most replanning algorithms for mobile robots, like D* [4], LPA* [5], and D*-Lite [6], incrementally build a graph whose nodes lie on a 2D grid, while repairing parts of it affected by potential collisions with unknown or dynamic obstacles through heuristics. Sampling-based algorithms, that randomly sample the continuous robot configuration space, are used for replanning too. These algorithms (consider e.g., [7], [8]) are based on RRT and repair tree affected parts similarly to D*. RRT\textsuperscript{X} [1] was the first asymptotically optimal replanning algorithm, that combines graph rewiring property of RRT\textsuperscript{*} for optimality and repairing property of D* for replanning. Other works based on RRT\textsuperscript{*} rely on heuristic-based sampling to compensate for nodes that fall in obstacles, and rewire the tree locally [9], [10].

When the environment is known with uncertainty, a standard approach is to constrain the path to have a pre-defined clearance [11], [12], or to ensure that it is as far from obstacles as possible [13]. An exact method to compute all paths that minimize length and maximize clearance is reported in [14]. For disc obstacles with bounded speed, [15] proposes an exact algorithm to compute the shortest path through cones. Finally, considering probabilistic uncertainties, chance-constrained formulations were used [16]. Despite being powerful, these methods cannot generalize to scenarios where new obstacles appears during robot motion, which is expected in the case considered in this paper.

All of the previously mentioned replanning algorithms can be used in environments shared with humans. Without any knowledge of potential changes in the environment, nodes and edges can be added to graph corresponding to robot configurations that are currently collision-free but become invalid once the environment changes. This issue causes the algorithm to continuously replan, which is a computationally intensive procedure. On the other hand, human motion is not completely unpredictable (interested readers can refer to [17] for a recent survey on human motion prediction), and short-term motion can be estimated using simple techniques [17]. Therefore, this work combines a replanning algorithm with human motion prediction deriving from previous works [2], [3] to introduce a danger index penalizing nodes and
edges that can potentially result in collisions, not only considering the present but also the future, reducing the need for replanning operations. A sampling-based algorithm, that can tackle higher dimensions with relative ease, is selected to search the robot configuration space augmented with a time-dimension, so that only the parts of the graph falling into areas that can be occupied by a person at compatible times are penalized.

II. PROBLEM FORMULATION

This work concerns a holonomic mobile robot moving in a 2D planar environment, whose configuration is represented by \( q = (q_x, q_y) \in Q \subset \mathbb{R}^2 \), \( Q \), assumed to be a compact set, being the robot configuration space. Let \( T \subset \mathbb{R} \) be an interval of time over which the problem is defined. Without loss of generality, the robot starts its motion at \( t = 0 \in T \). Assuming the problem does not impose any restrictions on time to reach the goal, \( T = [0, \infty) \) can be selected.

The environment is characterised by static and moving obstacles, i.e., humans, that are represented as open subsets of \( \mathbb{R}^2 \). Obstacles belonging to different classes are assumed to be distinguishable to the robot, and the robot has partial knowledge of the environment, i.e., positions of certain static obstacles are known a priori, whereas other static obstacles and humans are discovered through robot sensors as the robot moves. Therefore, the obstacle space (the union of all obstacles) \( Q_{obs}(t) \) can be defined as the set of configurations that are forbidden to the robot at time \( t \in T \) due to collisions. Since \( Q_{obs} \) varies with time, the robot state space \( X \) is defined as the Cartesian product \( X = Q \times T \), and the set of states \( X_{obs} \) that are not reachable by the robot due to collisions are defined as \( X_{obs}(t) = \{(q, t) \in X \mid q \in Q_{obs}(t)\} \). Consequently, the set of states that the robot is not in collision with obstacles is denoted by \( X_{free} = X \setminus X_{obs} \).

Furthermore, \( \Delta X_{obs} \) is used to denote a change in the environment as a function of time and robot state.

A trajectory connecting \( x_0 \) to \( x_1 \) is described as \( \pi : [0, 1] \to X \) such that \( 0 \mapsto x_0 \) and \( 1 \mapsto x_1 \), and denoted by \( \pi(x_0, x_1) \). \( \pi(x_0, x_1) \) is collision-free iff \( \pi(x_0, x_1) \cap X_{obs} = \emptyset \). The length of \( \pi(x_0, x_1) \) is denoted by \( d_{\pi}(x_0, x_1) \). A cost function \( cost_{\pi} \) attributes a cost to each trajectory \( \pi(x_0, x_1) \), denoted by \( cost_{\pi}(x_0, x_1) \).

Let \( x_{start} \) be the start state of the robot corresponding to \( t = 0 \) and \( q_{goal} \times T \), in which \( q_{goal} \) is the goal position, be a goal region (considering no bounds on the arrival time). Let \( \Pi(x_{curr}) \) be the set of all collision-free paths starting at \( x_{curr} \), the current robot state, and ending in the goal region. Given \( X, X_{obs}(0), x_{goal}, \) and \( x_{start} \), with \( \Delta X_{obs} \) unknown, the minimum-cost replanning problem is defined as simultaneously updating the robot state along \( \pi^*(x_{curr}, x_{goal}) \) while recalculating \( \pi^*(x_{curr}, x_{goal}) \) when \( \Delta X_{obs} \neq \emptyset \), in which

\[
\pi^*(x_{curr}, x_{goal}) = \arg \min_{\pi \in \Pi(t)} \text{cost}_{\pi}(x_{curr}, x_{goal})
\]

is the optimal trajectory.

III. HUMAN MOTION MODELS

This section introduces the two motion models that are used to predict the human motion.

A. Model based on [2]

The first model is a linear stochastic model (SM for short) that is based on [2]. It is defined as follows

\[
\begin{align*}
p_{ln}(k + 1) &= p_{ln}(k) + \delta t \cdot v_{ln}(k) \\
v_{ln}(k + 1) &= v_{ln}(k) \\
p_{lt}(k + 1) &= p_{lt}(k) + \delta t \cdot v_{lt}(k) \\
v_{lt}(k + 1) &= v_{lt}(k) + \delta t \cdot w_{lt}(k),
\end{align*}
\]

in which \( p_{ln}, p_{lt} \) and \( v_{ln}, v_{lt} \) are longitudinal and lateral positions and velocities, \( \delta t = 0.1 \text{ s} \), and \( w_{lt} \) is a white Gaussian noise with zero mean and variance \( \sigma^2_{lt} = 0.5 \). Differently from [2], a constant deterministic velocity in the longitudinal direction, \( v_{ln}(k) = 1.2 \text{ m/s} \) for all \( k \), is assumed. The lateral dynamics can be represented as

\[
x_{lt}(k + 1) = Ax_{lt}(k) + Gw_{lt}(k)
\]

in which \( x_{lt} = [p_{lt}, v_{lt}]^T \), and

\[
A = \begin{bmatrix} 0 & \delta t \\ 0 & 1 \end{bmatrix}, \quad G = \begin{bmatrix} 0 \\ \delta t \end{bmatrix}.
\]

The covariance matrix corresponding to \( Gw_{lt}(k) \) is

\[
\Sigma_w = \begin{bmatrix} 0 & 0 \\ 0 & \delta^2 t \sigma^2_{lt} \end{bmatrix}.
\]

Suppose that \( x_{lt}(0) = [0, 0]^T \), and that there is no uncertainty in the initial lateral position and velocity, i.e., \( \Sigma_{lt}(0) = 0_{4 \times 4} \).

Then, the covariance matrix can be iteratively computed as

\[
\Sigma_{lt}(k + 1) = A \Sigma_{lt}(k) A^T + \Sigma_w.
\]

The covariance matrix at stage \( k \) is

\[
\Sigma_{lt}(k) = \begin{bmatrix} \sigma^2_{lt}(k) & * \\ * & * \end{bmatrix},
\]

in which \( \sigma^2_{lt}(k) \) is the variance of the lateral position at stage \( k \). Note that the mean is always zero.

Since a constant longitudinal speed is adopted, \( \sigma^2_{lt}(k) \) can be rewritten as a function of \( p_{ln} \), such that \( \sigma^2_{lt}(p_{ln}(k)) = \sigma^2_{lt}(k) \), and we have a distribution of lateral positions for each \( p_{ln} \). Due to the normality assumption on the noise, the probability density function (pdf) corresponding to \( p_{lt} \) for each longitudinal position \( p_{ln} \) is

\[
f_{SM}(p_{lt} \mid p_{ln}) = f_N(p_{lt}; 0, \sigma^2_{lt}(p_{ln})),
\]

in which \( f_N(\cdot; \mu, \sigma^2) \) denotes the pdf of a normal distribution with mean \( \mu \) and variance \( \sigma^2 \).

Fig. 1 shows 80 paths simulated for 13 s using the model introduced in (1) together with paths executed by pedestrians exiting a building, taken from [18].
B. Models based on GMM and GMR

Since only the spatial properties of human trajectories are of interest, an observation corresponds to longitudinal and lateral coordinates. A dataset of \(N\) observations is represented as \(\{\xi_j\}_{j=1}^N\) in which \(\xi_j = (p_{tn}, p_{lt}) \in \mathbb{R}^2\) corresponds to longitudinal and the lateral coordinates.

A Gaussian Mixture Model (GMM) pdf constituted by \(K\) components is defined as \(f_{GMM}(\xi_j) = \sum_{k=1}^K \gamma_k f_{GMM}(\xi_j \mid k)\) in which \(\gamma_k\) is the prior and \(f_{GMM}(\xi_j \mid k)\) is the conditional pdf satisfying \(f_{GMM}(\xi_j \mid k) = f_N(\xi_j; \mu_k, \Sigma_k)\). The parameters \(\{\gamma_k, \mu_k, \Sigma_k\}\) of the (bivariate) Gaussian component \(k\) correspond to the prior, mean, and covariance, respectively. The priors \(\gamma_k \in [0, 1]\) satisfy \(\sum_{k=1}^K \gamma_k = 1\). Given a set of observations and the total number of components \(K\), the parameters of a GMM, that are \(\{\gamma_k, \mu_k, \Sigma_k\}_{k=1}^K\), are learned using the standard Expectation Maximization (EM) algorithm. EM requires an initial guess to be provided, which is derived from the clusters found by a \(k\)-means clustering technique, as recommended in [3].

Gaussian Mixture Regression (GMR) is used to reconstruct a general form for the data. Longitudinal coordinates are used as query points and corresponding lateral coordinates are estimated through regression. For each GMM, the parameters corresponding to the lateral and longitudinal coordinates are

\[
\mu_k = (\mu_{ln,k}, \mu_{lt,k}) \quad \Sigma_k = \begin{bmatrix} \sigma^2_{ln,k} & \sigma_{lnlt,k} \\ \sigma_{lnlt,k} & \sigma^2_{lt,k} \end{bmatrix}.
\]

Given \(p_{tn}\), for each component \(k\), the conditional expectation of \(\bar{p}_{lt,k}\) and the estimated conditional variance are \(\bar{p}_{lt,k} = \mu_{lt,k} + \frac{\sigma^2_{lt,k}}{\sigma^2_{lt,k}} (p_{ln} - \mu_{ln})\) and \(\hat{\sigma}^2_{lt,k} = \sigma^2_{lt,k} - \frac{\sigma^2_{lnlt,k}}{\sigma^2_{lt,k}}\). To consider all the GMM components, \(K\) mixing coefficients, interpreted as the relative responsibility of each component, are defined as a function of the longitudinal position. Each mixing coefficient \(\beta_k\), \(k = 1, \ldots, K\) corresponds to

\[
\beta_k = \frac{\gamma_k f_N(p_{ln}; \mu_{ln,k}, \sigma^2_{ln,k})}{\sum_{i=1}^K \gamma_i f_N(p_{ln}; \mu_{ln,i}, \sigma^2_{ln,i})}.
\]

Using mixing coefficients, given \(p_{ln}\), the conditional expectation and the conditional variance can be computed as

\[
\bar{p}_{lt} = \sum_{k=1}^K \beta_k \bar{p}_{lt,k} \quad \hat{\sigma}^2_{lt} = \sum_{k=1}^K \beta_k^2 \hat{\sigma}^2_{lt,k}.
\]

By computing \(\{\bar{p}_{lt}, \hat{\sigma}^2_{lt}\}\) at different longitudinal coordinates the expected lateral coordinate and the associated variance can be obtained. The complete conditional distribution is

\[
f_{GMR}(p_{lt} \mid p_{tn}) = \sum_{k=1}^K \beta_k f_N(p_{lt}; \bar{p}_{lt,k}, \hat{\sigma}^2_{lt,k}).
\]

To determine the parameters of the GMM/GMR model, the BIWI Walking Pedestrians dataset [18] has been used. In particular, paths executed by pedestrians near a university building are used to generate the GMM (see Fig. 2a). Among all trajectories, only the ones compatible in duration have been considered, and the time information has been removed. Since a human-fixed reference frame is considered, the respective paths were all translated and rotated such that they start from the origin with initial orientation aligned with the positive direction along the longitudinal axis. Furthermore, analysing the dataset one can notice that the paths follow three main trends: straight, rightward, and leftward. Thus, in order to make more coherent human motion models, based on GMM and GMR methods, the dataset was divided in three parts (see Fig. 2b), and the paths that do not follow one of the three main trends have been removed, i.e., the trajectories which take negative position values along the longitudinal axis. Finally, Fig. 3 shows the normal distributions composing GMMs computed for each of the path classes, and the respective general path computed using GMRs.

To generate a single model that captures all trends, all components have been combined in a single GMM in which the relative weights (priors) are scaled based on the normalized number of trajectories used to generate that model. Let \(S, R, L\) be the labels for the GMMs corresponding to the straight, rightward, and leftward motions, respectively. Let \(F = F_S \cup F_R \cup F_L\) be the set of all components used for all three models such that each element has a unique label \(i, i = 1, \ldots, K_T\) and \(K_T = |F_S| + |F_R| + |F_L|\) is the total number of components used for all three models. Let \(\ell(i) \in \{S, R, L\}\) be the class label of the \(i^{th}\) element of \(F\), and \(\eta(i) \in [0, 1]\) be the prior of the component in the respective GMM corresponding to one of the three models. The GMM corresponding to all three models is expressed as

\[
f_{GMM}(\xi_j) = \sum_{i=1}^{K_T} \gamma_i f_i
\]

in which \(f_i \in F_{\ell(i)}\) is the corresponding conditional pdf. The respective normalized prior is computed as \(\gamma_i = \eta(i) n_{\ell(i)}/n\),
in which \( n_{\ell(i)} \) is the number of paths used for generating the GMM corresponding to class \( \ell(i) \), and \( n = n_S + n_R + n_L \) is the total number of considered paths. In our case, all three sets have approximately the same cardinality meaning that there is no clear tendency towards one model. This is indeed expected. One could also dynamically change the relative contribution of each model, equivalent to estimating the motion trend. We leave this as a future work. Moreover, considering all the GMR parameters together, the relative likelihood of a position where the pedestrian could be in the future can be defined as follows

\[
    f_{\text{GMR}}(p_{lt} \mid p_{ln}) = \sum_{i=1}^{K_f} \gamma_i f_{\text{GMR},\ell(i)}(p_{lt} \mid p_{long}),
\]

in which \( f_{\text{GMR},\ell(i)} \) is the conditional distribution computed as in (3), considering trajectories that belong to class \( \ell(i) \).

To estimate the likelihood of colliding with a person, two models have been considered, one based on a GMM/GMR model, named \textit{Bivariate GMM}, and one on a \textit{Univariate GMR} model. The first model is based on (4), capturing all three trends and assuming there is uncertainty affecting also the longitudinal position, the second model derives from (5) and considers the variance only in the lateral position.

C. Danger Index

Using the previously introduced human motion models, a danger index can be assigned to a robot position, capturing the likelihood of colliding with a human. Let \( q = (q_x, q_y) \) be the robot position with respect to the absolute reference frame, and let \( (q_{\text{long}}, q_{lt}) \) be the robot position expressed in the coordinate frame of the human.

The danger index \( DI(q_{ln}, q_{lt}) \) of a position \( (q_{ln}, q_{lt}) \) corresponds to the probability of being in the \( \varepsilon \)-vicinity of a human, in which \( \varepsilon \) is a small number, and is computed as

\[
    DI_{SM}(q_{long}, q_{lt}) = \int_{q_{lt}-\varepsilon}^{q_{lt}+\varepsilon} f_{SM}(p_{lt} \mid q_{ln}) dp_{lt}
\]

for the linear stochastic motion model, in which \( f_{SM} \) is defined in (2), or similarly as

\[
    DI_{GMM}(q_{ln}, q_{lt}) = \int_{q_{lt}-\varepsilon}^{q_{lt}+\varepsilon} f_{GMM}(p_{lt} \mid q_{ln}) dp_{lt}
\]

using (4). Finally, the danger index attributed to a position with respect to the model based on GMR is defined as

\[
    DI_{GMR}(q_{ln}, q_{lt}) = \int_{q_{lt}-\varepsilon}^{q_{lt}+\varepsilon} f_{GMR}(p_{lt} \mid q_{ln}) dp_{lt},
\]

in which \( f_{GMR}(p_{lt} \mid q_{ln}) \) is given in (5). Relations (6) and (7) can be now used to compute the danger index of a path. Let \( \pi(x_s, x_e) \) be the path connecting states \( x_s \) and \( x_e \), and let \( \Delta \pi(x_s, x_e) = (x_1, x_2, \ldots, x_N) \) denote a uniform discretization of the path \( \pi(x_s, x_e) \) such that \( x^1 = x_s \) and \( x^N = x_e \). Let \( \text{proj} : X \rightarrow Q \) be a function that maps the robot state to the robot configuration. Then, \( (q_{ln,i}, q_{lt,i}) \) can be defined as the coordinates corresponding to the \( i \)-th element of \( \Delta \pi(x_s, x_e) \), i.e., \( (q_{ln,i}, q_{lt,i}) = \text{proj}(x_i) \) expressed in the coordinate frame of the human. The path danger index corresponding to \( \pi(x_s, x_e) \) is computed considering linear stochastic model as

\[
    PDI_{SM}(\pi(x_s, x_e)) = \sum_{i=1}^{N} DI_{SM}(q_{ln,i}, q_{lt,i}),
\]

in which \( DI_{SM} \) is given in (6), and considering the model based on GMR as

\[
    PDI_{GMR}(\pi(x_s, x_e)) = \sum_{i=1}^{N} DI_{GMR}(q_{ln,i}, q_{lt,i}),
\]

in which \( DI_{GMR} \) is defined in (7). Suppose the projection of the trajectory \( \pi(x_s, x_e) \) on the configuration space results in a line segment, written in the coordinate frame of the pedestrian as

\[
    r(x_s, x_e) = (1 - s) \begin{bmatrix} q_{ln,s} \\ q_{lt,s} \end{bmatrix} + s \begin{bmatrix} q_{ln,e} \\ q_{lt,e} \end{bmatrix} = \begin{bmatrix} r_{ln}(s) \\ r_{lt}(s) \end{bmatrix}
\]
in which \(0 < s < 1\), and \((q_{t_n,s}, q_{t,s})\) and \((q_{t_n,e}, q_{t,e})\) are the robot positions corresponding to \(x_s\) and \(x_e\), respectively, whose coordinates are expressed in the human-fixed reference frame. Then, the pdf \(f_{GMM}\), given in (4) along the line segment, can be evaluated, which corresponds to the danger index of the path given by

\[
PDI_{GMM}(\pi(x_s, x_e)) = \int_0^1 f_{GMM}(r_{tu}(s), r_{tv}(s)) \|\zeta(s)\| \, ds
\]

in which \(\|\zeta(s)\| = \sqrt{\frac{dr_x^2(s)}{ds} + \frac{dr_y^2(s)}{ds}}\).

IV. HUMAN-AWARE PATH PLANNING

This section describes the proposed approach to human-aware path planning.

RRT\(\text{X}\), a sampling-based algorithm introduced in [1], with asymptotic guarantees on optimality and which allows iterative replanning for time-varying obstacle regions, is adopted. To account for humans, danger indices, computed based on the models described in Section III, are added to the cost function, which attributes a cost to each edge of the tree built by RRT\(\text{X}\). First, RRT\(\text{X}\) is briefly described, and then the proposed cost function is introduced.

RRT\(\text{X}\) builds a graph \(G = (V, E)\) embedded in \(X\), whose nodes \(x \in V \subseteq X\) are the states, and directed edges \((v, u) \in E\) correspond to paths that connect a pair of nodes such that \(u, v \in V\). The robot starts at \(v_{\text{start}}\) and goes to \(v_{\text{goal}}\), if possible. \(G\) is built by drawing i.i.d. samples from a uniform distribution over \(X\). The algorithm also keeps an optimal-path subtree of \(G\), denoted as \(T = (V_T, E_T)\) rooted at \(v_{\text{goal}}\). Each edge \((v, u)\) is associated with a positive cost denoted by \(\text{cost}_x(v, u)\) that captures the path length and the danger of colliding with a human, and is defined as

\[
\text{cost}_x(v, u) = d_x(u, v)(1 + PDI(\pi(v, u)))\tag{9}
\]

in which \(PDI(\pi(v, u))\) is the danger index of a path \(\pi(v, u)\) computed as described in Section III-C. Each node \(v \in V_T\) is attributed a cost \(g(v)\), that is the \((\epsilon\text{-consistent})\) cost to reach the goal through \(T\). The estimate of the cost-to-go, that is, \(\text{lmc}(v)\), is also stored. It is updated, when appropriate conditions are met, as

\[
\text{lmc}(v) = \min_{u \in N^+(v)} \text{cost}(v, u) + \text{lmc}(u),
\]

in which \(N^+(v)\) is the set of neighbors of \(v\) corresponding to outgoing edges. \(v\) is \(\epsilon\)-consistent iff \(g(v) - \text{lmc}(v) < \epsilon\).

At each iteration, a node \(v\) is sampled and is attempted to be connected to \(G\) and \(T\), if possible. If \(v\) is connected to the graph, the graph is rewired in the neighborhood of \(v\), similar to RRT\(\text{X}\) [19]. Unlike RRT\(\text{X}\), rewiring one node triggers a cascade of rewiring operations to ensure that the nodes are \(\epsilon\text{-consistent}\). A priority queue based on the cost-to-go and \(\text{lmc}\) is used for rewiring cascades.

Each human is associated with a future position region that captures the area containing the majority of the paths that can be executed by the human within a short time window and denoted by \(R(q_h, \theta_h)\), in which \(q_h\) and \(\theta_h\) are the position and the orientation of the human, respectively, with respect to a global reference frame. This area is computed using the model given in Section III-A, and it corresponds to the convex-hull of the positions whose lateral coordinate is within three standard deviations to either side of the mean. The path danger index of an edge, that is, \(PDI(\pi(v, u))\), is computed only if \(\pi(v, u)\) intersects with the future position region. Thus, \(\text{cost}(v, u) = d(u, v)\) if \(\pi(v, u) \cap R(q_h, \theta_h) = \emptyset\). In case there are multiple humans within the sensing range, a normalized PDI is used.

![Fig. 4. One person crossing scenario: (a) initial shortest path, goal is a green diamond, robot is a red dot; (b) human-robot distance, considering danger index as cost (blue line) and minimizing path length only (red line).](image)

V. SIMULATION RESULTS

This section presents simulation results to show the effectiveness of the proposed approach, and compare the different models used for predicting human motion.

Simulations are performed on an Intel Core i5-8250U@1.60GHz-1.80GHz CPU personal computer with 8GB RAM. Algorithms are implemented in MATLAB without code optimization.

The environment used for simulations correspond to a sidewalk in front of a hotel with fixed obstacles, and pedestrians as dynamic obstacles, obtained from BIWI dataset [18]. This dataset is different than the one used for training. The size of the environment is \(7\ m \times 14\ m\). Pedestrians are modeled as a rectangle with side lengths equal to 0.5 m and 0.3 m, which correspond to the shoulder length and width of an average person, respectively. To avoid inconsistent sampling rates, pedestrian trajectories in the dataset are interpolated using splines and then resampled.

The robot is equipped with a sensor that can detect pedestrians inside a circular region with radius 4 m, that is centered at the current robot position. The robot is assumed to travel at constant speed in between two nodes, and the maximum allowed speed is 2 m/s, any edge that violates this condition is considered unfeasible. The robot position and the obstacle set are updated at every 0.1 s.

The effectiveness of the approach has been tested using different pairs of initial and goal positions, for all three motion models. No significant differences in the performance of the algorithm employing different prediction models have been observed. This is due to the computed danger indices being very similar. Two versions of the algorithm, one that employs the cost function defined in (9) with PDI defined in (8), and the other one using only the path length, have been also compared. In all the conditions, our method ensured a continuous movement whereas optimizing solely the path-length without considering the potential human motion re-
sulted in stopping the robot to avoid collisions or jittery motion when the path switches between two homotopy classes, in certain scenarios. Furthermore, cost function employing the danger index often results in keeping a larger distance between the robot and the humans. An example is shown in Fig. 4a, in which the robot needs to cross a pedestrian between the robot and the humans. An example is shown the danger index often results in keeping a larger distance in certain scenarios. Furthermore, cost function employing the edge cost is modified to capture the danger of colliding with a pedestrian as a function of time is presented in Fig. 4b. Instances from a simulation example corresponding to cost function with PDI defined in (8) is given in Fig. 5.

VI. CONCLUSION

In this paper a method for safe navigation of a mobile robot in dynamic environments shared with humans is proposed. The method builds upon RRTX, for which the edge cost is modified to capture the danger of colliding with a human. To estimate this index, two methods are introduced, one based on a linear stochastic model, and another one on a GMM/GMR model. The approach has been validated in simulation, using trajectories recorded from a real-world scenario. Future work includes extending this method to take into account proxemics [20] and other social rules.
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