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I. INTRODUCTION

The mean-squared displacement (MSD) of a hard sphere and of a dumbbell molecule consisting of two fused hard spheres immersed in a dense hard-sphere system is calculated within the mode-coupling theory for ideal liquid-glass transitions. It is proven that the velocity correlator, which is the second time derivative of the MSD, is the negative of a completely monotone function for times within the structural-relaxation regime. The MSD is found to exhibit a large time interval for structural relaxation prior to the onset of the α-process which cannot be described by the asymptotic formulas for the mode-coupling-theory-bifurcation dynamics. The α-process for molecules with a large elongation is shown to exhibit an anomalously wide cross-over interval between the end of the von-Schweidler decay and the beginning of normal diffusion. The diffusivity of the molecule is predicted to vary non-monotonically as function of its elongation.

PACS numbers: 64.70.Pf, 61.25.Em, 61.20.Lc

II. BASIC FORMULAS

The basic version of MCT is built on approximately derived closed equations of motion for the auto-correlation functions of density fluctuations. The essential input informations are the equilibrium structure factors which are anticipated to vary smoothly with the system’s control parameters. At certain critical values for the latter, there occur bifurcations from solutions for an ergodic liquid to ones for an amorphous non-ergodic solid. Thus, MCT deals with a model for ideal liquid-glass transitions. The transition implies a novel dynamical scenario. Its features have been worked out by asymptotic solution of the equations. The leading-order asymptotic formulas establish universal results for the MCT transition like scaling laws, power-law divergencys for the time scales, and anomalous exponents for the spectra [12,13]. Many tests of the relevance of the MCT results for the explanation of the dynamics of glass-forming liquids have been performed, which are reviewed to some extent in Ref. [14].

Let us only mention here the recent analysis of data measured for propylene carbonate [15], studies by means of the optical Kerr effect [16,17], and the analysis of simulation data for a binary Lennard-Jones liquid [18] and for silica [19]. The outcome of these tests qualifies MCT as a candidate for a theory of glassy dynamics and it seems justified to continue the preceding studies by unfolding some of its implications for the MSD.

The intention of this paper is to identify further MCT results for future tests of this theory. The previous work on the hard-sphere system (HSS) [20,21] shall be continued by analyzing in detail the MSD for a tagged particle. The work on the MCT for molecular systems [22] will be extended by evaluating the MSD for the interaction sites of a symmetric dumbbell consisting of two fused hard spheres as well as for the molecule’s center. The paper is structured as follows. In Sec. I, the equations to be solved are listed and the concepts to be used to discuss the results are described. Section II presents the results for the MSD and the analysis of its properties. In Sec. III, the findings are summarized.
A. Description of the system

In this section, the systems to be studied and the functions to be used for a description of their dynamics shall be defined. A system of \( N \) atoms of mass \( m \) distributed with density \( \rho \) is considered as solvent. The points in configuration space are specified by the particle positions \( \mathbf{r}_\kappa, \kappa = 1,2,\cdots, N \). The basic variables for the description of the structure are the density fluctuations with wave vector \( \mathbf{q} \), \( \rho_\mathbf{q} = \sum_\mathbf{r} \exp(\mathbf{i}\mathbf{q}\cdot\mathbf{r}_\mathbf{r}) \). If \( (\cdots) \) denotes canonical averaging for temperature \( T \), the structure factor is \( S_\mathbf{q} = \langle |\rho_\mathbf{q}|^2 \rangle/N \), where \( q = |\mathbf{q}| \) is the wave number. As simplest example for a solute, a tagged atom of mass \( m_2 \) and position \( \mathbf{r}_S \) shall be considered. The distribution of the atom is described by the density fluctuation \( \rho_\mathbf{q}^S_\mathbf{q} = \exp(\mathbf{i}\mathbf{q}\cdot\mathbf{r}_S) \). The solute-solvent interaction shall be characterized by the direct correlation function \( c_\mathbf{q}^S = \langle \rho_\mathbf{q}^S \rho_\mathbf{q} \rangle/(\rho S_\mathbf{q}) \). As a more complicated solute, a symmetric rigid diatomic molecule shall be chosen. Its position is specified by two interaction sites \( (\mathbf{r}_A,\mathbf{r}_B) \), which have the same mass \( m_A \). The position of the molecule can also be described by its center \( \mathbf{r}_C = (\mathbf{r}_A + \mathbf{r}_B)/2 \) and the unit vector \( \mathbf{e} = (\mathbf{r}_A - \mathbf{r}_B)/L \), where \( L = |\mathbf{r}_A - \mathbf{r}_B| \). The configuration variables for the molecule can be built with the two density fluctuations \( \rho_\mathbf{q}^A = \exp(\mathbf{i}\mathbf{q}\cdot\mathbf{r}_A) \); \( a = A, B \). Equivalently, one can use the number fluctuations \( \rho_\mathbf{q}^N = (\rho_\mathbf{q}^A + \rho_\mathbf{q}^B)/\sqrt{2} \) and the “charge” fluctuations \( \rho_\mathbf{q}^Z = (\rho_\mathbf{q}^A - \rho_\mathbf{q}^B)/\sqrt{2} \). The solute-solvent interaction can be characterized by the direct interaction-site-solvent correlations \( c_\mathbf{q}^A = c_\mathbf{q}^B = \langle \rho_\mathbf{q}^A \rho_\mathbf{q}^S \rangle/[\rho S_\mathbf{q} w^N_\mathbf{q}] \). Here \( w^N_\mathbf{q} = 1 \pm \sin(qL)/qL \) denote the intra-molecular structure factors.

Three kinds of mean-squared displacement functions of time \( t \) shall be discussed, \( \delta \mathbf{r}_x^2(t) = \langle [\mathbf{r}_x(t) - \mathbf{r}_x(0)]^2 \rangle \). Here and in the following, the label \( x = S, C, A \) refers to the position of a tagged particle, of the center of the molecule, and of the atomic center in the molecule, respectively. It will be more convenient to use the following abbreviation

\[
\Delta_x(t) = \frac{1}{2} \delta \mathbf{r}_x^2(t), \quad x = S, C, A.
\] (1)

The MSD of the molecule’s constituents can be decomposed into one contribution due to translation of the center and one due to reorientation of the axis

\[
\Delta_A(t) = \Delta C(t) + \Delta S(t) = \frac{1}{2} L^2 [1 - C_1(t)],
\] (2)

where

\[
C_1(t) = \langle \mathbf{e}(t) \cdot \mathbf{e} \rangle
\] (3)

is the dipole correlator. The time derivatives of the MSD provide the velocity-auto-correlation function \( \mathcal{F}_q \). Let us consider the one for the velocity \( \mathbf{v}_S(t) \) of the tagged particle only, \( K_S(t) = \langle \mathbf{v}_S(t) \cdot \mathbf{v}_S \rangle \), where

\[
\partial_t^2 \Delta_S(t) = \frac{1}{4} K_S(t).
\] (4)

The non-trivial time dependence of \( \Delta_c(t) = \Delta_c(0) = 0 \) comes about since the forces on the solute fluctuate in time; and this is caused by the density fluctuations of the solvent and by the fluctuations of the probability density of the solute constituents. These quantities are described by the density correlator \( \phi_\mathbf{q}(t) = \langle \rho_\mathbf{q}(t) \rho_\mathbf{q}^* \rangle/|\rho_\mathbf{q}|^2 \) of the solvent, by the tagged-particle-density correlator \( \phi_\mathbf{q}^S(t) = \langle \rho_\mathbf{q}^S(t) \rho_\mathbf{q}^S \rangle/|\rho_\mathbf{q}^S|^2 \), and by the molecule’s correlators \( \phi_\mathbf{q}^N(t) = \langle \rho_\mathbf{q}^N(t) \rho_\mathbf{q}^N \rangle/|\rho_\mathbf{q}^N|^2 \). These correlators also determine the desired functions, since (2):

\[
\phi_\mathbf{q}^S(t) = 1 - q^2 \Delta_S(t) + O(q^4),
\] (5a)

\[
\phi_\mathbf{q}^N(t) = 1 - q^2 \Delta_C(t) + O(q^4),
\] (5b)

\[
\phi_\mathbf{q}(t) = C_1(t) + O(q^2).
\] (5c)

B. MCT approximations

In this section, those equations shall be listed which have to be solved numerically. Within the Zwanzig-Mori theory, an exact equation of motion can be formulated for the density correlator: \( \partial_t^2 \phi_\mathbf{q}(t) + \Omega_\mathbf{q}^2 \phi_\mathbf{q}(t) + \int_0^t dt' M_q(t-t') \partial_t \phi_\mathbf{q}(t') = 0 \). Here \( \Omega_\mathbf{q}^2 = q^2 S_q \) with \( v \) denoting the thermal velocity specifies a characteristic frequency \( \Omega_\mathbf{q} \), and \( \mathbf{M}_q(t) \) denotes a fluctuating-force correlator called the relaxation kernel \( \mathcal{R}_q \). Within MCT, the kernel is split into a regular part \( \mathbf{M}_q^{\text{reg}} \) dealing with normal-liquid effects and a mode-coupling kernel \( \mathbf{M}_q^{\text{mc}}m_q(t) \) describing the cage effect. If one introduces an operator \( \mathcal{R}_q \) for the regular dynamics by \( \mathcal{R}_q \phi_\mathbf{q}(t) = [\partial_t^2 \phi_\mathbf{q}(t) + \int_0^t dt' \mathbf{M}_q^{\text{reg}}(t-t') \partial_t \phi_\mathbf{q}(t')]/\Omega_\mathbf{q}^2 \), one can write

\[
\mathcal{R}_q \phi_\mathbf{q}(t) + \phi_\mathbf{q}(t) + \int_0^t dt' m_q(t-t') \partial_t \phi_\mathbf{q}(t') = 0. \] (6)

The crucial step in the derivation is the application of Kawasaki’s factorization approximations to express the kernel \( m_q(t) \) as mode-coupling functional \( \mathcal{F}_q \) of the correlators

\[
m_q(t) = \mathcal{F}_q[\phi_q(t)],
\] (7a)

\[
\mathcal{F}_q[\tilde{f}_k] = \frac{1}{2(2\pi)^3} \int d\mathbf{q} V(\mathbf{q}; \tilde{k}, \tilde{p}) \tilde{f}_k \tilde{f}_p. \] (7b)

Here \( \tilde{p} \) abbreviates \( \mathbf{p} - \mathbf{k} \). The coefficients \( V(\mathbf{q}; \tilde{k}, \tilde{p}) \) are given in terms of the structure factor \( \mathcal{F}_q \).

None of the MCT results for structural relaxations, in particular none of the universal results to be cited in the following Sec. depend on the model for \( \mathbf{M}_q^{\text{reg}} \). This holds up to the choice of some time scale to be denoted below as \( t_0 \). But, the kernel \( \mathbf{M}_q^{\text{mc}}m_q(t) \) shall be specified in order to have controllable quantitative results for all times. Specifically, a model with \( \mathbf{M}_q^{\text{mc}}m_q(t) \equiv 0 \) shall be chosen. The operator \( \mathcal{R} \) shall be complemented by
an index \( H \) indicating that a Hamiltonian dynamics is considered for the short-time motion

\[
R^H \phi_q(t) = \partial_t^2 \phi_q(t) / \Omega_q^2. \tag{8a}
\]

This model overemphasizes oscillation features. A more realistic model would include at least some friction term as it is caused for low frequency phenomena by binary collision events. But, no detailed proposals for a treatment of such effects have been made so far within MCT. Some results also will be presented for a simplified colloid model. Here, the inertia term from Eq. (8a) is neglected and the regular term is chosen as a \( q \)-independent white noise kernel. It is explained in more detail in Appendix A that this model corresponds to the conventional treatment of colloids by coarse-graining the time over intervals of the duration of collisions of the solvent molecules with the mesoscopic colloid particles. As a result, the short-time motion is treated by a Brownian dynamics

\[
R^B \phi_q(t) = \tau_q \partial_t \phi_q(t). \tag{8b}
\]

Here \( \tau_q = S_q/(D_0 q^2) \) with \( D_0 \) denoting the single-particle-diffusion constant.

Equations (1) and (3) hold analogously for the sole correlators \( \phi_q(t) \), \( x = S, N \) and \( Z \). One gets \( \Omega_q^{S2} = v_S^2 q^2 \) with \( v_S \) denoting the tagged particle thermal velocity. The relaxation time for the Brownian motion is \( \tau_q = 1/(D_0 q^2) \) with \( D_0 \) denoting the tagged particle short-time diffusivity. The more involved expressions for the characteristic frequencies \( \Omega_q^{N,Z} \) can be found in Ref. [25]. Brownian dynamics shall not be considered for the dumbbell molecule. The fluctuating-force kernels are functionals of the correlators \( \phi_q(t) \) and \( \phi_q(t) \):

\[
m_{q}(t) = \mathcal{F}_q^{x}[\phi_q(t), \phi_p(t)], \tag{9a}
\]

\[
\mathcal{F}_q^{x}[\hat{f}_q, \hat{f}_p] = \frac{1}{(2\pi \hbar)^3} \int d\vec{k} V^x(\vec{q}, \vec{k}, \vec{p}) \hat{f}_q \hat{f}_p, \tag{9b}
\]

for \( x = S, N, Z \). Again, \( \vec{p} \) abbreviates \( \vec{q} - \vec{k} \) and the coefficients \( V^x(\vec{q}, \vec{k}, \vec{p}) \) are given by \( S_q \) and the direct correlation functions \([24,27]\). It is cumbersome to calculate the required \( q \to 0 \) limits in Eqs. (1) numerically from numerical solutions for \( \phi_q(t) \). It is more adequate to carry out the limit analytically in the equations of motion for \( \phi_q(t) \) so that one gets equations of motion for the desired functions. The non-trivial parts of these equations are convolution integrals defined with the \( q \to 0 \) limits of the kernels \( m_q(t) \). One gets for the dipole correlator

\[
\partial_t^2 C_1(t) + 2 v_R^2 C_1(t) + 2 v_R^2 \int_0^t dt' m_Z(t-t') \partial_t C_1(t') = 0, \tag{10}
\]

where \( v_R \) is the thermal angular velocity of the molecule \([24]\). From the equation for \( \phi_q(t) \) one gets a Zwanzig-Mori equation for the velocity correlator \([12]\)

\[
\partial_t K_S(t) + v_S^2 \int_0^t dt' m_S(t-t') K_S(t') = 0. \tag{11}
\]

Integrating twice over \( t \) one gets with the aid of Eq. (1) and the initial conditions \( \Delta_S(0) = 0 \) and \( \partial_t \Delta_S(0) = 0 \),

H: \( \partial_t \Delta_S(t) - v_S^2 t + v_S^2 \int_0^t dt' m_S(t-t') \Delta_S(t') = 0 \).

\[
\text{B: } \Delta_S(t) - D_0^S t + D_0^S \int_0^t dt' m_S(t-t') \Delta_S(t') = 0. \tag{12a}
\]

The corresponding equation for Brownian short-time dynamics \([23]\) is derived in Appendix A.

H: \( \partial_t \Delta_C(t) - v_T^2 t + v_T^2 \int_0^t dt' m_N(t-t') \Delta_C(t') = 0 \).

\[
\text{B: } \Delta_C(t) - D_0^C t + D_0^C \int_0^t dt' m_N(t-t') \Delta_C(t') = 0. \tag{12b}
\]

The same procedure leads to the equation of motion for the MSD of the center

\[
\text{H: } \partial_t \Delta(t) - v_T^2 t + v_T^2 \int_0^t dt' m_N(t-t') \Delta(t') = 0, \tag{13}
\]

where the kernel is denoted by \( m_N(t) \) and \( v_T \) is the thermal velocity for the molecule’s translation \([25]\). The problem of the molecule’s dynamics reduces to that of a tagged atom with \( m_S = 2m_A \), if the limit \( L \to 0 \) is considered.

The kernels in the preceding Eqs. (10)–(13) are given by mode-coupling functionals

\[
m_x(t) = \mathcal{F}_x[\phi_k(t), \phi_p(t)], \tag{14a}
\]

\[
\mathcal{F}_x[\hat{f}_k, \hat{f}_p] = \frac{1}{6\pi^2} \int_0^\infty dk k^4 \rho_{Sx} v^x(k) \hat{f}_k \hat{f}_k, \tag{14b}
\]

for \( x = S, N, Z \). Here \( v_s^x(k) = c_k^{S2} \), \( v^N(k) = 2c_k^{A2}w_k^N \) and \( v^Z(k) = (L^2/6)c_k^{A2}w_k^Z \). A fluctuating force with vanishing wave vector can couple to density fluctuations of the solvent for all wave vectors \( k \) provided the atom or molecule can absorb the recoil with wave vector \( -k \). Therefore, one needs the superposition of density correlators \( \phi_k(t) \) and \( \phi_k(t) \) for all wave numbers \( k \) for the calculation of the kernels \( m_x(t) \).

C. Universal results

Universal properties of the MCT-glass-transition scenario are formulated by the leading-order asymptotic expressions for the long-time dynamics for states near the transition points. This paper focuses on features beyond the universal ones, but the universal formulas shall be used as reference. In this section, those formulas \([12]\) shall be compiled which are needed in the following Secs. \([11]\) for the description of the results.
The equilibrium structure of the system may depend on, say \( n \), control parameters which can be combined to a control-parameter vector \( V \). A separation parameter \( \sigma(V) \), a smooth function of \( V \), can be defined with the aid of the mode-coupling functional \( F_q \). For states with control parameters \( V \) such that \( \sigma < 0 \), correlation functions decay to zero: \( \phi_q(t \to \infty) = 0 \). But for states with \( \sigma > 0 \), density fluctuations exhibit spontaneous arrest: \( \phi_q(t \to \infty) = f_q > 0 \). The Debye-Waller factor \( f_q \) is to be evaluated from the mode-coupling functional \( F_q \) in Eqs. (3) via the equation \( f_q/(1 - f_q) = F_q[f_q] \) [27]. The set of critical points \( V^c \), defined by \( \sigma(V^c) = 0 \), separates liquid states from glass states. This result holds for all set of critical points \( V \) pertaining to density fluctuations. While \( \phi(t) \) is given by smooth variation of some parameters \( V \) such that \( \sigma \to 0 \), the anomalous exponent \( b \), \( 0 < b \leq 1 \), which is called the von Schweidler exponent, is to be calculated from the equation \( \Gamma(1+b)/\Gamma(1+2b) = \lambda \). The constant \( B \) is of order unity. Substituting this result into Eqs. (17) one gets von Schweidler’s law for the decay of the liquid correlator below the plateau \( f_A^c \)

\[
\phi_A(t) = f_A^c - h_A (t/t_\sigma)^b, \quad t_\sigma \ll t, \quad \sigma \to -0. \quad (18a)
\]

The control-parameter dependence is described by the second critical time scale

\[
t'_\sigma = t_0 B^{-1/b} / |\sigma|^{\gamma}, \quad \gamma = (1/2a) + (1/2b). \quad (18b)
\]

Following the terminology of the glass-transition literature, the decay of \( \phi_A(t) \) below the plateau \( f_A^c \) is called the \( \alpha \)-process. For this process, there holds the second scaling law of MCT in leading order for \( \sigma \to -0 \):

\[
\phi_A(t) = \tilde{\phi}_A(t), \quad t_\sigma \ll t. \quad (19)
\]

The control-parameter-independent shape function \( \tilde{\phi}_A(t) \) is to be evaluated from the mode-coupling functionals at the critical points \( V^c \). The differences of the dynamics as they are caused by different models for the short-time dynamics merely enter via differences in the scale \( t_0 \). For short rescaled times \( \tilde{t} \), one gets \( \tilde{\phi}_A(\tilde{t}) = f_A^c - h_A^c t_0^b + h_A^c t_0^{2b} + \cdots \), so that Eq. (18a) is reproduced. The ranges of applicability of the first and the second scaling laws overlap; both scaling laws imply von Schweidler’s law for \( t_\sigma \ll t \ll t'_\sigma \).

Suppose, the system is driven through the transition point \( V^c \) by smooth variation of some parameters \( \theta \) like the temperature, the density or, for a colloid, the salt concentration of the solvent. Let \( \theta^c \) denote the value where \( V(\theta^c) = V^c \). Then one can write for \( \sigma \), in leading order for small \( \theta - \theta^c \), the expression \( \sigma = C_\theta (\theta - \theta^c)/\theta^c \). The constant \( C_\theta \) depends on the choice of \( \theta \) and connects the distance parameter \( \epsilon = (\theta - \theta^c)/\theta^c \) with the relevant separation parameter \( \sigma \).

### D. The model

Hard spheres of diameter \( d \) shall be used as model for the solvent atoms. For this case, all equilibrium quantities are specified by the packing fraction \( \varphi = \pi d^3/6 \). The MCT model for the hard-sphere system (HSS) shall be defined by two further technical assumptions. First, the structure factor \( S_q \) and the direct correlation function \( C_q \) are evaluated within the Percus-Yevick theory [1].
Second, the wave numbers are discretized to 100 equally spaced values \( qd = 0.2, 0.6, 1.0, \ldots, 39.8 \). The details of the transformation of the functional in Eq. (11) to a polynomial in the 100 variables \( \phi_q(t) \) can be found in Ref. [22]. Representative solutions are shown in Refs. [24] and [25] for the Hamiltonian dynamics and in Ref. [24] for the Brownian dynamics. There is a liquid-glass transition at the critical packing fraction \( \varphi_c \approx 0.516 \) [24,25]. The exponent parameter one gets \( \lambda = 0.735 \), and this implies

\[ a = 0.312, \ b = 0.583, \ B = 0.836, \ \delta = 1.60, \ \gamma = 2.46. \]  

\( \text{(20a)} \)

For the separation parameter \( \sigma \) one gets in leading order

\[ \sigma = 1.54 \epsilon, \ \epsilon = (\varphi - \varphi_c)/\varphi_c. \]  

\( \text{(20b)} \)

The microscopic time scales \( t_0 \) for Hamiltonian dynamics [28] and Brownian dynamics [23], respectively, are

\[ t_0^H = 0.0236 (d/v), \ \ t_0^B = 0.00265 d^2/D_0. \]  

\( \text{(21)} \)

As atomic solute, a tagged particle of the solvent shall be considered, i.e., \( m_S = m \) and \( c_S^2 \) is identical with the direct correlation function \( c_\ell(q) \) of the HSS. As molecular solute, a symmetric dumbbell of two fused hard spheres of diameter \( d \) and mass \( m_A = m \) shall be chosen. The elongation \( \zeta = L/d \) shall be used as control parameter of the solute. The wave numbers are chosen discrete as above. The direct correlation function \( c_\ell(q) \) is expressed as series of contributions \( c_\ell(q), \ell = 0, 1, \ldots \), obtained by expanding the molecule-solvent correlations in spherical harmonics [24]. The sum over \( \ell \) is truncated at \( \ell = 8 \). The \( c_\ell(q) \) are evaluated with the Percus-Yeovick theory [24]. Representative results for molecule’s correlators \( \phi_q^S(t), \phi_q^N(t) \), and \( \phi_q^C(t) \) are shown in Ref. [24], and for \( \phi_q^H(t) \) for the Brownian dynamics in Ref. [23].

The figures to be discussed below and the numbers to be mentioned are evaluated for the above-specified model as follows. First, for a representative set of packing fractions, Eqs. (4) and (5) are solved for the density correlators \( \phi_q(t) \), and this for Hamiltonian as well as for Brownian dynamics. These correlators are used to define the kernels in Eqs. (9), so that, as second step, the tagged particle correlators \( \phi_q^S(t) \) could be evaluated, also for both examples for the short-time dynamics. Furthermore, for every \( \varphi \), the equations for molecule’s correlators \( \phi_q^N(t) \) are solved for 10 values for the elongation \( \zeta \). These results are substituted into Eqs. (14) for the kernels \( m_n(t) \) so that, as last step, Eqs. (10)–(13) for the desired functions \( \Delta_n(t), C_1(t) \) and \( K_S(t) \) can be solved.

III. RESULTS

A. The diffusion-localization transition

If a tagged particle would experience a mere Newtonian friction force, the velocity correlations would decay exponentially, \( K_S(t) \propto \exp[-(t/\tau)] \). The cage effect in dense liquids manifests itself by a qualitatively different behavior, namely by oscillatory variations with a decay of \( K_S(t) \) to negative values [1]. Figure 3 demonstrates this phenomenon. With increasing density, the crossover time to negative values shortens and the damping of the oscillations increases. A Green-Kubo formula relates the particle diffusivity \( D_S \) to the zero-frequency spectrum: \( D_S = (1/3) \int_0^\infty dt K_S(t) \). Negative contributions to \( K_S(t) \) reduce the diffusivity with increasing \( \varphi \). From Eq. (11), one gets \( D_S \) as inverse of the zero-frequency spectrum of the relaxation kernel [12]: \( D_S = 1/\int_0^\infty dt m_S(t) \). From Eqs. (3a), one obtains for the long-time asymptote of the MSD: \( \lim_{t \to \infty} \Delta_S(t)/t = D_S \).

For glass states, density fluctuations arrest for long times: \( \phi_q^S(t \to \infty) = f_q^S > 0 \). The Lamb-Mössbauer factor \( f_q^S \) is to be evaluated from the mode-coupling functional \( F_q^S \) in Eqs. (3) via the equation \( f_q^S/(1 - f_q^S) = \int_0^\infty [f_k^S, f_p^S] \). It approaches unity for \( q \) tending to zero. A localization length \( r_S \) can be introduced to characterize the width of the \( f_q^S \)-versus-\( q \) curve: \( f_q^S = 1 - (qr_S)^2 + O(q^4) \). From Eq. (1a), one gets for the MSD: \( \lim_{t \to \infty} \Delta_S(t) = r_S^2 \). Using Eqs. (3), one can express \( r_S^2 \) as inverse of the long-time limit of the relaxation kernel [12]: \( r_S^2 = 1/m_S(t \to \infty) = 1/F_S^S \). If the density increases, the localization length \( r_S \) decreases. As a result, the frequency of the oscillations of the particles in their frozen cages increases, as is shown in Fig. 3(b). But, in contrast to what is found for liquid states, the damping of the oscillations decreases upon compression. This reflects the formation of anomalous oscillation peaks in the density-fluctuation spectra, which have properties of the so-called boson peaks of liquids and glasses [24].

The ideal liquid-glass transition implies a transition from a regime with particle diffusion for \( \varphi < \varphi_c \) to one with particle localization for \( \varphi \geq \varphi_c \). The former is characterized by \( D_S > 0 \) and \( 1/r_S = 0 \) and the latter by \( D_S = 0 \) and \( 1/r_S > 0 \). The subtleties of the glass-transition dynamics occur outside the transient regime. They can be discussed best on logarithmic scales as in Fig. 3. For very short times, say \( t \leq t_0 \), interaction effects are unimportant and \( \lim_{t \to 0} \Delta_S(t)/t^2 = r_S^2/2 \) reflects ballistic motion. For times larger than \( t_0 \), the cage effect leads to a suppression of \( \Delta_S(t) \) below the short-time asymptote. For such large times that \( t \delta r_S^2(t)/d^2 \) reaches unity, the MSD approaches the diffusion asymptote, \( \Delta_S(t) \approx D_S t \), as is shown by the dotted straight lines drawn for the curves with labels \( n = 1 \) and \( n = 9 \). Upon increasing \( \varphi \) towards \( \varphi_c \), the diffusivity decreases towards zero. Figure 3 shows that there holds the power law \( D_S^{1/\gamma} \propto |\epsilon| \) for \( |\epsilon| < 0.1 \).

The lowest line in Fig. 2 deals with the same glass state \( \varphi = 1.1 \varphi_c \), which was considered in Fig. 1(b) for the label \( n = 3 \). For this density, there is no obvious glassy dynamics. Rather, \( \Delta_S(t) \) has approached its long-time limit \( r_S^2 \) after the oscillations have disappeared for \( t \approx 1 \). Decreasing \( \varphi \) towards \( \varphi_c \), the softening of the glass...
manifests itself by an increase of the localization length \( r_S \). At the transition point \( \varphi = \varphi_c \), the critical value \( r_S^c = 0.0746 d \) is reached. This upper limit for \( r_S \) is consistent with Lindemann’s melting criterion \([27]\). Using Eq. (15) for \( f_q \) and \( f^c_q \) and substituting these formulas into \( S^2[f_k^c, f_p] \), it follows that the glass instability at \( \varphi_c \) causes a \( \sqrt{\sigma} \)-anomaly for the localization length,

\[
r^2_S = r^2_S - h_S \sqrt{\sigma}/\sqrt{1 - \lambda + O(\sigma)}, \tag{22}
\]

where \( r^2_S = 0.00557 d^2 \) and \( h_S = 0.0116 d^2 \). Figure 3 demonstrates that the leading asymptotic formula accounts for the \( r^2_S \)-versus-\( \varphi \) dependence for \( \epsilon \leq 0.01 \). But the data for \( n \leq 4 \), i.e., for \( \epsilon \geq 0.05 \), are not anymore described by the \( \sqrt{\sigma} \)-law. The range of applicability for the asymptotic description of \( r^2_S \) is remarkably smaller than the one for the corresponding description of \( f_q \) for intermediate wave numbers \([22]\).

The glass curve for \( \epsilon = 0.01 \), shown in Fig. 6 with label \( n = 6 \), exhibits a delay between the end of the transient oscillations and the arrest at \( r^2_S \) which is stretched over a time interval of about two orders of magnitude. A similar two-decade interval is needed for the liquid curve with label \( n = 6 \) to reach the critical value \( r^2_S \). After crossing \( r^2_S \), two further decades of an upward bent \( \log_{10} \Delta_S(t) \)-versus-\( \log_{10} t \) variation is exhibited before the diffusion asymptote is reached. The indicated slow and stretched time variation is referred to as glassy dynamics.

**B. The structural-relaxation regime**

For times outside the transient regime, say \( t \geq C^* t_0 \), the density correlators can be written in the form \( \phi_q(t) = \phi^*_q(t/t_0) \). Here \( t_0 \) is the scale introduced in Eq. (16). The functions \( \phi^*_q \) are determined uniquely by the mode-coupling functional \( F_q \), i.e., they are given by the equilibrium structure. This holds for all choices of the regular kernels in Eq. (6), in particular for the two models defined by Eqs. (20) and (24). Two further decades of an upward bent \( \log_{10} \Delta_S(t) \)-versus-\( \log_{10} t \) variation is exhibited before the diffusion asymptote is reached. The indicated slow and stretched time variation is referred to as glassy dynamics.

\[
\begin{align*}
\frac{-\partial}{\partial t} f^\alpha(t) &\geq 0, \quad n = 0, 1, \ldots. \tag{23a}
\end{align*}
\]

According to Bernstein’s theorem \([33]\), this property is equivalent to the existence of a distribution \( \rho(\gamma) \geq 0 \) so that

\[
F(t) = \int_0^\infty e^{-\gamma t} \rho(\gamma) d\gamma. \tag{23b}
\]

Thus, one can write for \( t \geq C^* t_0 \): \( \phi_q(t) = \int_0^\infty e^{-\gamma(t/t_0)} \rho_q(\gamma) d\gamma \) with \( \rho_q(\gamma) \geq 0 \), i.e., the functions \( \phi^*_q \) deal with relaxation. Corresponding formulas hold for the solute correlators \( \phi^*_p(t) \). Representative examples for \( \rho_q(\gamma) \) are discussed in Ref. [31].

From Eqs. (20), one gets \( C_1(t) = C^*_1(t/t_0) \) for \( t \geq C^* t_0 \), where \( C^*_1 \) is completely monotone, and also

\[
\Delta_2(t) = \Delta^*_2(t/t_0), \quad t \geq C^* t_0, \quad x = S, C, A. \tag{24}
\]

Here, the functions \( C^*_1 \) and \( \Delta^*_2 \) are determined by the equilibrium structure. With Eq. (1) one can express the velocity correlator in terms of the structure function \( F(\tau) = -\partial^2_\tau \Delta^*_1(\tau) \):

\[
K_S(t) = -3 F(t/t_0) / t_0^2, \quad t \geq C^* t_0. \tag{25}
\]

It can be shown that the function \( F \) is completely monotone. The proof does not provide further insight and is delegated to Appendix A.

In Ref. [28], the curves for \( \phi_q(t) \) have been compared with the ones for \( \phi^*_q(t/t_0) \). The interval for structural relaxation was larger for the colloid model than that for the model with the underlying Hamiltonian dynamics. Thus, the structural relaxation interval can be identified as the one, where the specified curves for the two models collapse. Figure 4 exhibits such comparison for the MSD. For \( |\epsilon| \leq 0.01 \), the curves agree within the accuracy of the drawing. This holds, provided \( t \geq 20 t_0 \), i.e., \( C^* \approx 20 \). The result is nearly valid also for distance parameters as large as \( |\epsilon| = 0.1 \). But there is a small offset between the full and the dashed liquid curves for \( x = 1 \). This means, that there is a smooth drift of \( t_0 \) with changes of \( \varphi \), which is different for the hard-sphere colloid and for the conventional HSS.

In Fig. 6, the rescaled velocity correlator \( t_0^2 K_S(t/3) \) for the critical packing fraction is shown as full line. This diagram is an extension and magnification of the dotted lines from Fig. 6 for \( t \geq 0.2 \). The dashed line is the analogous result \( t_0^2 \partial^2_\tau \Delta^*_{SCD}(t) \) calculated for the colloid model. The latter function is \( (t_0^2 D^*_{SCD})^2 F_{SCD}(t) \), where the completely monotone function \( F_{SCD}(t) \) was introduced in Appendix A in connection with Eqs. (As.1), and (A.3). According to Eq. (23), the two curves should collapse on the function \( F(t/t_0) \). This is the case for \( t \geq 20 t_0 \) within small error margins. The curves demonstrate stretched relaxation to zero, which cannot be adequately represented on linear scales. It is shown also that oscillatory motion tends to mask glassy relaxation. From now on, the discussion will focus on the structural-relaxation regime \( t \geq 20 t_0 \).

**C. Scaling-law descriptions**

In this section, it shall be examined how well the leading-order asymptotic results from Sec. II.C account quantitatively for the MSD. Let us start with \( \Delta_S(t) \) for \( \varphi = \varphi_c \). This result for the critical dynamics, i.e., the dotted line in Fig. 6, is reproduced as full line in the semi-logarithmic presentation in Fig. 8. The transient...
dynamics for $t \leq 20t_0$ accounts for about 45% of the total increase of $\Delta_S(t)$ from zero to the long-time asymptote $r_S^2$. The structural relaxation needed to approach $r_S^2$ up to 5%, i.e. 50% of the total increase, is stretched over a large interval of about four orders of magnitude time variation. The leading-order formula for the MSD at the transition point is in analogy to Eq. (26): \[
\Delta_S(t) = r_S^2 + h_S (t_0/t)^\alpha, \quad \varphi = \varphi_c, \quad t \gg t_0. \tag{26}
\]
The dashed line demonstrates that Eq. (26) describes – within a 5% error margin – about 25% of the total increase of $\Delta_S(t)$. There remains the large part of the structural-relaxation interval between $20t_0$ and $t^*$ = 792$t_0$ which is not adequately accounted for. About half of the structural-relaxation increase of $\Delta_S(t)$ is outside the range of applicability of the leading-order asymptotic formula. Extending Eq. (26) by inclusion of the leading correction, one gets a description of the MSD up to errors of order $(t_0/t)^{2\alpha}$: \[
\Delta_S(t) = r_S^2 - h_S (t_0/t)^\alpha + k_S (t_0/t)^{2\alpha}.
\]
From Ref. [23] one deduces $k_S = 0.0143$ d$^2$. The dashed-dotted line shows how inclusion of the correction term expands the range of the analytic description.

The first scaling law for the MCT-bifurcation dynamics, Eqs. (17), implies with Eq. (26) \[
\Delta_S(t) = r_S^2 - h_S (t_0/t)^\alpha \sqrt{|\sigma| g(\varphi_c)}, \quad \sigma \geq 0, \quad |\sigma| \ll 1, \quad t \gg t_0. \tag{27}
\]
For the liquid states with $\sigma < 0$, it describes how the $\Delta_S(t)$–versus–$t$ curve crosses the plateau $r_S^2$. For the glass states with $\sigma > 0$, it describes the approach towards the arrest at $r_S^2 = \Delta_S(t \to \infty)$. The control-parameter independent functions $g_\pm(\hat{t})$ for the HSS value of $\lambda$ are discussed in Fig. 10 of Ref. [22]. The dashed lines in Fig. 3 exhibit Eq. (27) for three liquid states. They agree with the MCT solutions within a 5% error margin within the intervals marked by diamonds. Within these intervals, $\Delta_S(t)$ increases from about 0.0043 d$^2$ to about 0.0086 d$^2$. Formulas like Eqs. (14) and (24) are the basis for the derivation of the MCT-scaling laws. Therefore, it follows from Fig. 3 that the part of the structural relaxation regime between $20t_0$ and $t^*$ remains outside the range of validity of Eq. (27).

For small rescaled times $\hat{t} = t/t_\sigma$, Eq. (27) reproduces Eq. (20) for $\sigma \to 0$. The r.h.s. of Eq. (27) becomes independent of $\sigma$ and agrees with Eq. (26). This explains, why the dashed lines in Fig. 3 for $x = 3$ and 4 collapse for $t \leq 10$ and why the corresponding diamonds are located near $t^*$. For $x = 2$, the separation parameter $\sigma$ is already so large, that $g_\pm(t^*/t_\sigma)$ differs remarkably from $(t_\sigma/t^*)^\alpha$. Therefore, $\Delta_S(t)$ does not reach the $t^{-\alpha}$ asymptote for $t \approx t^*$, and the corresponding diamond shifts away from $t^*$. The $x = 3$ curve follows the critical asymptote from Eq. (21) for a time interval of less than two decades. Such an interval would not be large enough for a compelling experimental confirmation of the $t^{-\alpha}$ law. To identify the $t^{-\alpha}$ law in its pure form for the model under study, $|\epsilon| \ll 1$ and $t_\alpha \ll t \ll t^*$.

For large rescaled times $\hat{t}$, the master function for the glass approaches $g_-(\hat{t} \to \infty) = 1/\sqrt{1-\lambda}$, and Eq. (27) reproduces Eq. (22). According to the preceding paragraphs, this explains the solutions for the glass provided the long-time limit $r_S^2$ is located in the shaded interval of Fig. 3, and this is demonstrated in Fig. 3.

Function $g_-(\hat{t})$ for the liquid is zero for $\hat{t} = 0.704$. Thus, $\Delta_S(t-t_\sigma) = r_S^2$ and the interval for the increase of $\Delta_S(t)$ to the plateau value $r_S^2$ expands proportional to $t_\sigma$ if $\varphi$ increases towards $\varphi_c$. For large $\hat{t}$, one gets von-Schweidler’s law \[
\Delta_S(t) = r_S^2 + h_S (t/t_\sigma)^\beta, \quad \sigma = -0, \quad t_\sigma \ll t \ll t^*. \tag{28}
\]
Therefore, the long-time end of the range of applicability of Eq. (27) expands proportional to $t^*$, as is indicated by the filled squares in Fig. 3. Formula (24) is exhibited by the crosses. These approach the plateau $r_S^2$ for $t \ll t_\sigma$ and the dashed scaling-law lines for $t \gg t_\sigma$. Since $t^*_\sigma/t_\sigma \to \infty$ for $|\epsilon| \to 0$, the time interval for the von-Schweidler-law description expands with decreasing $|\epsilon|$. Equation (17a) formulates the factorization theorem for $\delta_A(t) = \phi_A(t)$ of $f^0_A$, in a leading-order expansion for small $\delta \tilde{\phi}_A$, the deviation $\delta \tilde{\phi}_A(t)$ of the correlator from the plateau value $f^0_A$ factorizes in a control-parameter-independent amplitude $h_A$ and a function $G(t)$. The function $G(t)$ is the same for all variables $A$ and describes the time-and-control-parameter dependence of $\phi_A(t)$ by a scaling law, Eq. (17b). This theorem can be tested by identifying the time interval and the range of distance parameters $\epsilon$ for which the diagrams for $\phi_A(t) = \delta \tilde{\phi}_A(t)/h_A$ collapse with $G(t)$. Figure 4 demonstrates such a test for the dipole correlators $C_1(t)$ for three values of the elongation parameter $\zeta$. The markers for $20t_0, t^*, t_\sigma$ and $t^*_\sigma$ have been added to ease a comparison with Fig. 3. Obviously, the scenario for the plateau crossing is the same for $C_1(t)$ as discussed above for $\Delta_S(t)$. To corroborate this conclusion, the rescaled result for the MSD, $\Delta_S(t) = [r_S^2 - \Delta_S(t)/h_S]$ for $\epsilon = -0.001$, has been added to the figure. The $x = 2$ results show that for negative $C_1(t)$ the full lines follow the sequence $\zeta = 0.6, 0.8$ and 1.0 from top to bottom, where the latter two curves are very close to each other. The same behavior is observed for positive $C_1(t)$. This observation exemplifies a general implication of the leading corrections to the factorization theorem (22).

A possibility for the definition of a characteristic time scale $\tau_A$ for the $\alpha$-process of variable $A$ is given by the time needed to complete 95% of the total decay from the plateau $f^0_A$ to the equilibrium value zero, i.e., $\phi_A(\tau_A) = f^0_A/20$. Within the range of validity of the second scaling law, Eq. (19), the $A$-dependent scales are coupled in the sense that $\tau_A = \tilde{\tau}_A t^*_\sigma$. Here $\tilde{\tau}_A$ is an $A$-specific control-parameter-independent factor determined by $\tilde{\phi}_A(\tilde{\tau}_A) = f^0_A/20$. Applying these results to the dipole correlator, one gets $C_1(t) = \tilde{C}_1(t)$ for $|\sigma| \ll 1$ and $t_\sigma \ll t \ll t^*$. For the $\alpha$-scale factors one finds $\tilde{\tau}_1 = 18.8 (8.73,$
2.66) for \(\zeta = 1.0\) (0.8, 0.6). The description of the \(\alpha\)-process for elongation parameter \(\zeta = 0.8\) is demonstrated in Fig. 8 of Ref. [23].

Using the second scaling law for the tagged-particle-density correlator, one gets from Eq. [29] the second scaling law for the \(\alpha\)-process of the MSD:

\[
\Delta_S(t) = \tilde{\Delta}_S(\tilde{t}), \quad \tilde{t} = t/t_\sigma, \quad |\sigma| \ll 1, \quad t_\sigma \ll t. \tag{29}
\]

An \(\alpha\)-relaxation time \(\tau_\alpha\) shall be defined by that time, where the diffusion asymptote \(D_S t\) is reached within 5\%, i.e., \(\Delta_S(\tau_\alpha) = 1.05 D_S \tau_\alpha\). One gets \(D_S = \tilde{D}_S/t_\sigma\) and \(\tau_\alpha = \tilde{\tau}_\alpha t_\sigma\), where \(\tilde{D}_S\) and \(\tilde{\tau}_\alpha\) are to be determined from \(\lim_{t \to \infty} \tilde{\Delta}_S(\tilde{t})/\tilde{t} = \tilde{D}_S\) and \(\Delta_S(\tau_\alpha)/\tau_\alpha = 1.05 \tilde{D}_S\). One finds \(\tilde{D}_S = 0.0171\) and \(\tilde{\tau}_\alpha = 11.6\). One gets in particular \(D_S \propto 1/t_\sigma^\alpha \propto (\varphi_0 - \varphi)\), and Fig. 8 demonstrates how the diffusivity approaches this power-law asymptote for \(\varphi\) increasing to \(\varphi_\alpha\). The asymptotic description of \(\Delta_S(t)\) by Eq. [29] is demonstrated in Fig. 9 of Ref. [23].

For times of order \(t_\sigma\), the relative corrections to the first scaling law are of order \(\sqrt{|\sigma|}\). For times of order \(t_\sigma\), the corrections to the second scaling law are of order \(|\sigma|\). Therefore, the second scaling law holds for larger separations \(|\sigma|\) than the first one [23]. For example, even for the large value \(\epsilon = -0.1\), \(D_S^C/t_\sigma^4\) differs from the linear asymptote by only 15\%, as is demonstrated by the \(n = 3\) result in Fig. 3. The corrections to Eq. [29] increase if \(t\) decreases towards \(t_\sigma\). But for \(t \approx t_\sigma\), the description by the first scaling law becomes valid, which provides the leading corrections to Eq. [29]. The descriptions by the two scaling laws overlap. Together, they provide a complete description of the dynamics for \(t \geq t_\sigma\). This holds provided \(\epsilon\) is small enough, as is demonstrated in Fig. 3 for \(\epsilon = -10^{-3}\) for \(\Delta_S(t)\) and \(\Delta_C(t)\) for \(\zeta = 0.8\), and for \(\Delta_A(t)\) for 4 values of \(\zeta\). From the analogous figure for \(\epsilon = -10^{-2}\) one concludes that the scaling-law description accounts for the MSD quantitatively for \(t \geq t_\sigma\) and \(|\epsilon| \leq 0.01\). For larger distance parameters, corrections to scaling become visible.

### D. Rotation-translation-coupling effects

It might be adequate to start the discussion of rotation-translation-coupling effects by two side remarks. Firstly, it was shown that the correlators for the dipole and the quadrupole dynamics for \(\zeta \approx 0.8\) are in semi-quantitative agreement with the experimental data for propylene carbonate [34]. Thus, the results to be discussed for \(\zeta \geq 0.6\) can be considered as relevant for the interpretation of glass-forming van-der-Waals liquids. Secondly, the system under study exhibits two glass phases for \(\varphi \geq \varphi_c\). There is a critical elongation \(\zeta_c\) so that for \(\zeta > \zeta_c\) correlations of the molecule’s axis arrest for long times as do all other correlations of variables characterizing the structure. In particular \(C_1(t \to \infty) = f_1 > 0\). But for \(\zeta \leq \zeta_c\), dipole correlations exhibit ergodic behavior, i.e. \(C_1(t \to \infty) = 0\). Precursor effects of this glass-glass transition at \(\zeta_c\) disturb the standard transition scenario [23]. This is the reason why \(\Delta_A(t)\) for \(\zeta = 0.4\) is remarkably different from \(\Delta_A(t)\) for the other \(\zeta\) shown in Fig. 4 for \(\zeta = 0.4\), the elongation is too close to \(\zeta_c = 0.380\). For example, for \(\zeta = 0.4\), the corrections to von Schweidler’s law, which shift the dashed lines on to the full ones for \(t_\sigma < t < t'_\sigma\), are negative, while they are positive for the other cases.

The glass-transition of the HSS is driven by density fluctuations with wave numbers near the first-peak position of the structure factor \(S_q\) close to \(q = 7.0/d\). For the scale factor for the \(\alpha\)-process of these fluctuations, defined by \(\phi_q(\tilde{\tau}_q) = f_q/20\), one gets \(\tilde{\tau}_{7,0} = 6.0\). For the \(\alpha\)-relaxation of the tagged-particle-density correlations for the same wave vector, one gets a similar number \(\tilde{\tau}_{S,0} = 5.0\). One concludes that the \(\alpha\)-scale factor \(\tilde{\tau}_S = \tau_\sigma/t'_\sigma = 11.6\) for the approach of \(\Delta_S(t)\) to the diffusion limit is in the range within which relevant density fluctuations decay to zero. The corresponding interval for the crossover from the end of the von-Schweidler decay to the begining of diffusion is 2.2 decades. This is shown by the lowest curve in Fig. 8 and should be considered as the normal behavior for the density-fluctuation dynamics in simple systems. The MSD for the molecule’s center behaves quite similarly; \(\Delta_C(t)\) for \(\zeta = 0.8\) is nearly indistinguishable from \(\Delta_S(t)\). However, Fig. 9 demonstrates also that \(\Delta_A(t)\) behaves differently. For \(\zeta = 1.0\) (0.8, 0.6), the above specified crossover intervals are 3.3 (3.1, 2.8) decades wide. This means, the crossover intervals of \(\Delta_A(t)\) are larger than those of \(\Delta_S(t)\) or \(\Delta_C(t)\) by factors of about 13 (7, 4), and so are the \(\alpha\)-scales \(\tau_A\) compared to \(\tau_S\) or \(\tau_C\). The reason is the reorientational contribution to the MSD of the constituent atom, i.e., the second term on the r.h.s. of Eq. [4]. There are two effects. First, for \(t/t'_\sigma \gg \tilde{\tau}_1\), the dipole correlations are decayed to zero, i.e., the molecule’s axis is distributed on the unit sphere with a constant probability density. Therefore, there is the positive offset \(X = (\zeta d)^2/12\) between the two functions referring to the atom and the center. \(\Delta_A(t) - \Delta_C(t) = X\) for \(t = t/t'_\sigma \geq \tilde{\tau}_1\) as is demonstrated in the linear representation of the \(\alpha\)-process master functions in Fig. 10. The slow decay of the relative offset \(X/D_C t\) explains that the ratio \(\tilde{\tau}_A/\tilde{\tau}_C\) is larger than unity and this the more the larger \(\zeta\) is. Second, steric hindrance for reorientations increases with \(\zeta\). For \(\zeta > 0.8\), the \(\alpha\)-scale \(\tilde{\tau}_1\) for dipole relaxations becomes comparable to or larger than \(\tilde{\tau}_C\). Therefore, there appears a interval \(1 < t/t'_\sigma < \tilde{\tau}_1\), after the end of the von-Schweidler-law regime and before the beginning of the diffusion regime, where the \(\Delta_A(t)\) versus-\(t\) diagram, in contrast to the \(\Delta_C(t)\) versus-\(t\) one, exhibits a curvature. This is shown for \(\zeta = 0.8\) and 1.0 in Fig. 11.

If a hard sphere gets expanded to a dumbbell with a small elongation, the molecule’s center gets restricted more tightly in its cage. Therefore, provided \(\zeta\) is small, the localization length \(r'_\sigma\) is smaller than \(r''_\sigma\) and it decreases with increasing \(\zeta\). For \(\zeta \approx 1.0\), the localization of
one constituent atom of the molecule restricts the motion of its partner. Therefore, \( r_{\gamma}^2 \) is smaller than \( r_{S}^2 \) also for large elongations. Counter intuitively, the theory does not lead to a monotonic interpolation between the specified limits. The \( r_{C}^2 \)-versus-\( \zeta \) diagram in Fig. 11 exhibits an oscillation and \( r_{C}^2 \) exceeds \( r_{S}^2 \) by about 10% for \( \zeta \) near 0.6.

For \( \zeta \leq \zeta_c \), one gets \( C_1(t \to \infty) = 0 \). If one neglects the variation of the \( r_{C}^2 \)-versus-\( \zeta \) curve, Eq. (4) leads to \( r_{A}^2 = r_{S}^2 + (\zeta d)^2/12 \). The dotted line in Fig. 11 shows that this formula explains the increase of \( r_{A}^2 \) for \( \zeta \) increasing up to \( \zeta_c \). For \( \zeta \) increasing above \( \zeta_c \), the decrease of \( 1 - f_1 \) and of \( r_{C}^2 \) explains the decrease of \( r_{A}^2 \).

It seems plausible that the number of paths for the molecule through the system’s configuration space decreases with increasing elongation. Therefore, one might expect that the diffusivity \( D_A = D_C \) is smaller than \( D_S \) and decreases with increasing \( \zeta \). Figure 1 confirms this expectation for small and for large elongations. But, strangely, the calculated diffusivity is not a monotone function of \( \zeta \); and for \( \zeta \approx 0.6 \), \( D_C \) exceeds \( D_S \) by about 30%.

IV. CONCLUSIONS

MCT predicts that the long-time parts of the density-correlation functions \( \phi_{q}(t) \) of the solvent and \( \phi_{q}^S(t) \) of the solute deal with relaxation in the sense that they are superpositions of Debye-relaxation processes \( \exp(-\gamma(t/t_0)) \). They deal with structural dynamics in the sense that the weight functions \( \rho_q(\gamma) \) and \( \rho_q^S(\gamma) \) for these superpositions are uniquely determined by the equilibrium structure. The corresponding dynamics is therefore referred to as structural relaxation. Within the structural-relaxation regime, the subtleties of the normal-fluid dynamics merely enter via the value for an over-all time scale \( t_0 \), which is defined with the aid of the critical decay law, Eq. (16). The structural-relaxation interval was estimated for the hard-sphere system (HSS) under study as \( t > 20t_0 \) (Sec. IIIB, Fig. 4). The specified properties of the MCT dynamics are asymptotic ones, valid for large times near the transition point. The estimation of the range of validity depends on the accuracy level required and also on the particular function under discussion. Differentiation with respect to time, as is considered in Eq. (11) for the velocity correlator \( K_S(t) \), enhances oscillation features, i.e. deviations from relaxation behavior. Figure 4 demonstrates indeed, that one would estimate the structural relaxation interval for \( K_S(t) \) as \( t > 40t_0 \), i.e. somewhat more restrictive than for the MSD.

For a normal liquid, the velocity correlator is positive for short times. It is also positive for times exceeding a cross-over time \( t_0 \), where it exhibits a hydrodynamic long-time tail proportional to \( t^{-3/2} \). But, upon approaching the glass-transition point, the regime for hydrodynamics shrinks to lower frequencies. Therefore, the time \( t_0 \) diverges if the packing fraction \( \varphi \) approaches the critical value \( \varphi_c \). The cage effect causes \( K_S(t) \) to be negative for \( t > 20t_0 \). Even more, the correlation of the particle velocity at time \( t \) with the opposite of its initial value, \( \Psi(t) = \langle \bar{v}_S(t) | -\bar{v}_S(t = 0) \rangle \), is proportional to a completely monotone function \( F(t/t_0) \), Eq. (23). The function \( F \) represents a relaxation process in the sense of Eq. (24), where the weight function \( \rho(\gamma) \) is given by the structural function. These results for the velocity correlator for \( t > 20t_0 \) express concisely the essence of glassy dynamics, namely the relaxation caused by the cage effect and determined by the Boltzmann factors for the equilibrium structure.

The MSD increases with time according to the characteristic two-step pattern of the MCT-transition scenario. There is a stretched approach towards a plateau value \( r_{C}^2 \) followed by arrest at the square of the localization length \( r_{S}^2 < r_{C}^2 \) within the glass or by the stretched start of the \( \alpha \)-process within the liquid, Fig. 2. The sensitivity density dependence of the MSD near the plateau is described by the universal formulas for the first scaling law, as is demonstrated in Fig. 6. The same holds for the dipole correlator \( C_1(t) \). This is shown in Fig. 5 by scaling \( C_1(t) \) for three values of the molecule’s elongation on the same functions \( \sqrt{|\sigma| g_{\gamma}(t/t_\alpha)} \). However, there is a large time interval at the beginning of the structural-relaxation regime, \( 20t_0 < t < t_\alpha \approx 800t_0 \), where the universal leading-order-asymptotic formulas do not describe the MSD, as is shown in Figs. 2 and 3. The theory predicts similar results for all systems with a structure similar to that of the HSS, i.e. for all van-der-Waals liquids. Obviously, it would be worthwhile to test by experiment or molecular-dynamics simulation whether the specified prediction is correct, in particular, whether MCT can reproduce properly the structural relaxation of the MSD outside the scaling-law regime.

The beginning of the \( \alpha \)-process of the MSD, i.e. the increase of \( \Delta_\alpha(t) \) above the plateau \( r_{C}^2 \), is described by von Schweidler’s law, Eq. (25). It is exhibited in Fig. 2 for \( t > t_\alpha \) by the dashed lines. The \( \alpha \)-process terminates in the diffusion law for long times, exhibited in Fig. 3 by the straight dashed-dotted lines. The \( \alpha \)-process follows well the second scaling law, Eq. (29), which is presented by the dotted lines. The cross-over interval from the end of the von-Schweidler-law description (indicated by the open diamonds) to the beginning of the diffusion process (indicated by the filled diamonds) for the MSD of an atom is about 2 decades wide, as shown by the lowest curve in Fig. 3. The same is true for the MSD of the molecule’s center. But, the cross-over interval for the MSD of the constituent atom of the molecule is much larger due to the rotation-translation coupling. The expansion is more than an order of magnitude for \( \zeta = 1.0 \). It would be valuable for an assessment of the MCT for molecular systems if this prediction could be tested by molecular-dynamics simulation.
Bennemann et al. [36] have determined by molecular-dynamics simulation the MSD for the monomer and for the center of a polymer for a model of a glassy polymer melt. They identified for their data the $\alpha$-process in the sense of MCT and interpreted it consistently with the universal asymptotic formulas. They observed the expansion of the crossover interval for the monomer MSD relative to that for the center similar to what is shown in Fig. 3 for $\zeta = 1.0$, and they attribute this expansion to the glassy dynamics of the Rouse modes. These modes for the polymer's internal degrees of freedom are thus identified as part of the $\alpha$-process [36]. Figures 8 and 10 corroborate their conclusions; albeit for the simplest polymer model only, namely a rigid hard-sphere dimer.

Let us consider a one-dimensional model, where two hard spheres are restricted to move in a finite interval. One calculates easily the localization length $r_C$ of one of the spheres, assuming the other sphere to move freely between the wall and its partner. Similarly, one can calculate the localization length $r_C$ for the center of a dumbbell built by the two spheres. One finds $r_C > r_S$, i.e., the freely moving partner provides a stronger hindrance for the motion in the cage than the bonded one. Positively, the result $r_C > r_S^2$ is shown in Fig. 11 for $\zeta \simeq 0.6$.

The above discussed depletion effect means, that the dumbbell is surrounded by a liquid of lower averaged density than specified by the packing fraction. Hence, the dumbbell moves in a complex, which effectively has a larger distance from the glass-transition point than is specified by $(\varphi_c - \varphi)/\varphi_c$. Such lubrication phenomenon for the dumbbell in the complex might explain the increase of the diffusivity exhibited in Fig. 11 for $\zeta \simeq 0.6$. Diffusion in a dense liquid is a collective phenomenon. A particle can move over a distance comparable to its diameter only, if one of its neighbors moves. This neighbor can move only if its neighbor moves and so on. On the average, a flow pattern will be built like one knows it for the motion of a sphere in an incompressible ideal liquid. It was one of the original motivations for the formulation of the MCT-equation of motion to approximately treat the indicated back-flow phenomenon. Molecular-dynamics simulation has given evidence that a typical event underlying the mentioned averaged back-flow pattern might consist of quasi-one-dimensional motions of clusters of particles [37]. It seems possible, that the bonding of two atoms to a molecule stabilizes the cluster, provided the elongation $\zeta d$ is smaller than the diameter of the ring formed by the moving cluster. If this was the case, the diffusivity for the molecule should be larger than that for a tagged atom. Hence, it is not obvious that the non-monotone variation of the diffusivity with changes of $\zeta$, which is shown in Fig. 11, is a mere artifact of the approximations underlying the presented theory.
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**APPENDIX A: MODE-COUPLING-THEORY MODELS FOR COLLOIDS**

In this appendix, it will be shown how the MCT formulas for simple systems can be specialized to models for the dynamics of colloids. Within this frame, a representation of the velocity correlator in terms of a completely monotone function $F^{col}(t)$ shall be derived. To begin, let us remember the definition of Laplace transforms of functions of time, say $F(t)$, to functions of the complex frequency $s$: $F(s) = \int_0^\infty dt \exp(-st) F(t)$. Applying this transformation to $\phi_q(t)$, $M^{\text{col}}_q(t)$ and $m_q(t)$, one can rewrite Eq. (1)
together with the initial conditions \( \phi_q(t = 0) = 1 \) and \( \partial_t \phi_q(t = 0) = 0 \) as a double-fraction for \( \phi_q(s) \):

\[
\phi_q(s) = \frac{1}{\{s + \Omega_q^2 / [s + M_{q}^{\text{reg}}(s) + \Omega_q^2 m_q(s)]\}}. \quad \text{(A1)}
\]

The analogous result can be obtained for the tagged-particle correlator

\[
\phi_q^S(s) = \frac{1}{\{s + (qs)^2 / [s + M_{q}^{\text{S,reg}}(s) + (qs)^2 m_q^S(s)]\}}. \quad \text{(A2)}
\]

Equation (A4) can be rewritten as a relation between the Laplace transforms \( \Delta_S(s) \) and \( K_S(t) \) of \( \Delta_S(t) \) and \( K_S(t) \), respectively:

\[
K_S(s) = 3s^2 \Delta_S(s). \quad \text{(A3)}
\]

The small-\( q \)-expansion of Eq. (A2) leads to

\[
K_S(s) = \frac{3v_2}{s + M_{q}^{\text{reg}}(s) + v_2^2 m_S(s)} \quad \text{(A4)}
\]

Here \( M_{q}^{\text{S,reg}}(s) = \lim_{q \to 0} M_{q}^{\text{S,reg}}(s) \), and \( m_S(s) = \lim_{q \to 0} m_S^q \) is the transform of \( m_S(t) \) from Eq. (A4) [2].

In a colloid, there is a contribution to the fluctuating torque due to the interaction of the particles with the suspending liquid. This leads to contributions to the rates \( M_q^{\text{reg}}(s) \) and \( M_q^{\text{S,reg}}(s) \), which are large compared to the scale for the frequency \( s \) one wants to consider. Therefore, it is the conventional first approximation step of a theory for colloid dynamics to coarse grain correlation functions on time scales of the order of \( 1/M_q^{\text{reg}}(s) \) and \( 1/M_q^{\text{S,reg}}(s) \). For the correlators considered here, this means that \( s + M_q^{\text{reg}}(s) \) in Eq. (A1), \( s + M_q^{\text{S,reg}}(s) \) in Eq. (A2), and \( s + M_0^{\text{S,reg}}(s) \) in Eq. (A4) are replaced by \( \nu_2 = M_q^{\text{reg}}(s = 0) \), \( \nu_2^S = M_q^{\text{S,reg}}(s = 0) \), and \( \nu_0^S = M_0^{\text{S,reg}}(s = 0) \), respectively. Let us indicate the various functions, obtained by this specialization of MCT, by superscripts “col”. The equations of motion, obtained by the back transformation of the so modified Eqs. (A1) and (A2), are [2, A3]:

\[
\tau_q \partial_t \phi_q^\text{col}(t) + \phi_q^\text{col}(t)
\]

\[
+ \int_{0}^{t} dt' m_q^\text{col}(t - t') \partial_t \phi_q^\text{col}(t') = 0, \quad \text{(A5)}
\]

\[
\tau_q \partial_t \phi_q^\text{S, col}(t) + \phi_q^\text{S, col}(t)
\]

\[
+ \int_{0}^{t} dt' m_q^\text{S, col}(t - t') \partial_t \phi_q^\text{S, col}(t') = 0. \quad \text{(A6)}
\]

Here \( \tau_q = \nu_2 / \Omega_q^2 \) and \( \tau_q^S = \nu_2^S / (qs)^2 \) are times characterizing conventional colloid dynamics. The interaction potentials between the particles, which cause the cage effect, are not altered by the introduction of the solvent. Therefore, the expressions for the mode-coupling contributions to the kernels, Eqs. (7) and (8), keep their functional form

\[
m_q^\text{col}(t) = F_q[\phi_q^\text{col}(t)], \quad m_q^\text{S, col}(t) = F_q^S[\phi_q^\text{S, col}(t), \phi_{p}^\text{col}(t)]. \quad \text{(A7)}
\]

Equations (A3)–(A7), together with the initial conditions \( \phi_q^\text{col}(t = 0) = 1 \) and \( \phi_q^\text{S, col}(t = 0) = 1 \) define a unique solution with all the general properties of correlation functions [22]. Since the coarse graining has altered the \( s \to \infty \) asymptote of the correlator transforms relative to that exhibited by Eqs. (A1) and (A2), the short-time behavior is altered, namely \( \phi_q^\text{col}(t \to 0) = 1 - \frac{1}{|t|} + \cdots \), \( \phi_q^\text{S, col}(t \to 0) = 1 - \frac{1}{|t|} + \cdots + \frac{1}{n} \). Since \( s \) was dropped in the denominator of Eq. (A3), the velocity-correlator Laplace transform for the colloid dynamics does not tend to zero for large \( s \); rather \( K_S^\text{col}(s \to \infty) = 3D_S^0 \), with the abbreviation \( D_S^0 = \nu_2^S / \nu_2 \). This suggests to rewrite the coarse-grained velocity correlator as

\[
K_S^\text{col}(s) = \frac{3}{s - s_0^2} D_S^0 F(s), \quad \text{(A8a)}
\]

\[
F(s) = m_S^\text{col}(s) / [1 + D_S^0 m_S^\text{col}(s)], \quad \text{(A8b)}
\]

\[
m_S^\text{col}(t) = F_S^0[\phi_K^\text{col}(t), \phi_p^\text{col}(t)]. \quad \text{(A8c)}
\]

The solutions of Eqs. (A3)–(A7) are completely monotone [24]. Kernel \( m_S^\text{col}(t) \) is a combination of positive coefficients of products of completely monotone functions because of Eqs. (A8) and (A1), and therefore it is completely monotone as well [25]. Because of Bernstein’s theorem, one can write \( m_S^\text{col}(s) = \int_0^\infty [s + \gamma]^{-1} \rho(\gamma)' \gamma \) with a non-negative distribution \( \rho(\gamma) \). Therefore, there hold the following four properties [33] for \( m_S^\text{col}(s) \); (i) it is holomorphic for all complex \( s \), except for negative real numbers, (ii) \( m_S^\text{col}(s^*) = m_S^\text{col}(s^*) \), (iii) \( m_S^\text{col}(s) \to 0 \) for \( \text{Re} \ s \to \infty \), and (iv) \( \text{Im} m_S^\text{col}(s) < 0 \) for \( \text{Im} s > 0 \). One concludes furthermore that \( 1 + D_S^0 m_S^\text{col}(s) \neq 0 \) for all \( s \) except, possibly, negative real values. From Eq. (A8a) one concludes that also \( F(s) \) exhibits the properties (i)–(iv). Hence, \( F(s) \) is the Laplace transform of a completely monotone function \( F(t) \) (Ref. [25], chapter 5, theorem 2.6). The back transformation of Eq. (A8a) leads to the desired representation

\[
K_S^\text{col}(t) / 3 = D_S^0 (\delta(t) - D_S^0 F(t), \quad \text{(A9)}
\]

where \( F(t) \) obeys Eqs. (23).

Let us add, that the back transformation of Eq. (A8b) leads to an equation of motion determining \( F(t) \) from the kernel \( m_S^\text{col}(t) \):

\[
F(t) = m_S^\text{col}(t) - D_S^0 \int_0^t dt' m_S^\text{col}(t - t') F(t'), \quad \text{(A10)}
\]

Integrating Eq. (A3) twice with respect to the time and using Eq. (A10), one gets an equation of motion for the MSD of the colloid

\[
\Delta_S^\text{col}(t) = D_S^0 \left[ t - \int_0^t dt' m_S^\text{col}(t - t') \Delta_S^\text{col}(t') \right]. \quad \text{(A11)}
\]
This result was derived originally along a different route [23]. It implies \( \lim_{t \to 0} \Delta_{\text{col}}^0(t)/t = D_{0}^S \).
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Normalized velocity-correlation functions $K_S(t)/(3v_S^2)$ for a tagged particle of the hard-sphere system (HSS). The dotted lines with label $c$ refer to the critical packing fraction $\phi_c \approx 0.516$. The full lines with labels $n = 2$ and 3 are calculated for distance parameters $\epsilon = (\phi - \phi_c)/\phi_c = \mp 10^{-n/3}$ for the liquid ($\epsilon < 0$) and for the glass ($\epsilon > 0$), respectively. Here and in some of the following figures an arrow marks the time $20t_0$, where $t_0 = t_0^H = 0.0236(d/v)$ is the time scale from Eqs. (16) and (21) for the critical decay. The units of length and of time are chosen here and in the following figures so that the particle diameter $d$ and the thermal velocities $v = v_S$ are unity.

FIG. 2. Double logarithmic presentation of $\Delta_S(t) = \delta r_S^2(t)/6$ for the mean-squared displacement (MSD) $\delta r_S^2(t)$ for a tagged particle of the HSS. The dotted line with label $c$ refers to the critical packing fraction $\phi_c$ and the full ones to $\epsilon = \pm 10^{-n/3}$. The straight dashed line with slope 2 exhibits the ballistic asymptote $(v_S t)^2/2$. The straight dotted lines with slope 1 exhibit the long-time asymptotes $D_S t$ of the two liquid curves for $n = 1$ and 9. The horizontal line marks the square of the localization length at $\phi = \phi_c$: $r_{cS}^2 = 0.00557 d^2$. 

FIG. 1.
FIG. 3. The diamonds are the values for $D_{S}^{1/\gamma}$ with the HSS exponent $\gamma = 2.46$ for the tagged particle diffusivities $D_{S}$ determined for the liquid curves in Fig. 2. The straight line is the function $\Gamma(\phi_{c} - \phi)$, $\phi \leq \phi_{c}$, with $\Gamma$ chosen so that the line goes through the data point for $n = 9$. The crosses exhibit the square of the localization length, $r_{S}^{2}$, determined for the glass curves in Fig. 2. The full line exhibits the leading asymptotic law $r_{S}^{2} = H_{S} \sqrt{\sigma} / \sqrt{1 - \lambda}$, Eq. (22).

FIG. 4. Double logarithmic presentation of the MSD for a tagged particle of the HSS as function of the reduced time $t / t_{0}$ for distance parameters $\epsilon = \pm 10^{-x}$; $x = 1, 2, 3$. The full lines reproduce the results from Fig. 2 with labels $n = 3, 6, 9$ and $t_{0} = t_{0}^{H}$ from Eq. (21). The dashed lines are the corresponding results for the colloid model specified in the text [23] with $t_{0} = t_{0}^{B}$ from Eq. (23). The curves for $x = 2$ and 3 are shifted by two and four decades, respectively, to the right to avoid overcrowding. The full dots and squares mark the time scales $t_{\sigma}$ and $t_{\sigma}^{*}$, respectively, defined in Eqs. (17c) and (18b).
FIG. 5. Rescaled velocity correlators $-F(t) = t_0^2 K_S(t)/3 = t_0^2 \partial_t^2 \Delta_S(t)$ as function of the rescaled time $t/t_0$ for a tagged particle of the HSS at the critical packing fraction $\varphi = \varphi_c$. The full line refers to the model for a Hamiltonian dynamics with $t_0 = t_0^H$ from Eq. (21) and the dashed one to the colloid model defined in the text with $t_0 = t_0^B$ from Eq. (21). The full line is a rescaling of the dotted curves in Fig. 1 where values for $t \leq 0.2$, i.e. $t/t_0 < 8.5$, are not reproduced.

FIG. 6. $\Delta_S(t)$ for a tagged particle of the HSS at the transition point $\varphi = \varphi_c$ (full line), the leading-asymptotic expansion, Eq. (26) (dashed line), and the leading-plus-next-to-leading-asymptotic expansion $\Delta_S(t) = r_S^2 - h_S(t_0/t)^a + k_S(t_0/t)^{2a}$ (dashed-dotted line). The diamond and circle mark the times $t^* = 18.7 = 792t_0$ and $t^{**} = 1.55 = 65.7t_0$ where the full line differs by 5% from the dashed and dashed-dotted line, respectively. The horizontal line marks the long-time asymptote $r_S^2$. The dotted line exhibits the ballistic asymptote $1/2(v_S t)^2$. 
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FIG. 7. The full lines show $\Delta S(t)$ for packing fractions $\varphi$ given by $\epsilon = (\varphi - \varphi_c)/\varphi_c = -10^{-x}$, $x = 2, 3, 4$. The dashed lines are the first-scaling-law descriptions by Eq. (27). The diamonds mark the points where the dashed lines differ from the full ones by 5%. Within these intervals, $\Delta S(t)$ varies between about 0.0043 and 0.0086 as is indicated by the shaded bar. The crosses exhibit the von Schweidler law, Eq. (28). The filled circles and squares mark the times $t_\sigma$ and $t'_\sigma$, respectively, defined in Eqs. (17c) and (18b).

FIG. 8. The full lines are dipole correlators $C_1(t)$ rescaled to $\hat{C}_1(t) = [C_1(t) - f_1]\%/h_1$ for the elongation parameters $\zeta = 0.6, 0.8$ and 1.0 (from top to bottom) where $f_1 = 0.769$, 0.905, 0.955 and $h_1 = 0.46, 0.19, 0.09$, respectively. The distance parameters are $\epsilon = -10^{-x}$, $x = 2, 3, 4$ (compare text). The filled circles and squares mark the times $t_\sigma$ and $t'_\sigma$, respectively, for the three packing fractions. The dashed lines exhibit the first-scaling-law asymptotes $\sqrt{\sigma g_-(t/t_\sigma)}$. The dotted line is the MSD for a tagged particle for $x = 3$ rescaled to $\hat{\Delta}S(t) = [r_{c2}^2 - \Delta S(t)]%/h_S$. 
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FIG. 9. $\Delta_S(t)$ and $\Delta_C(t)$ for $\zeta = 0.8$, and $\Delta_A(t)$ for $\zeta = 0.4, 0.6, 0.8, 1.0$ (full lines, from bottom to top). Successive curves are shifted upwards by two decades to avoid overcrowding. The distance parameter is $\epsilon = -10^{-3}$ and the corresponding times $t_\sigma$ and $t'_\sigma$ are marked by filled circles and squares, respectively. The dashed lines are the first-scaling-law asymptotes, Eq. (27). The open diamonds mark the points where the dashed lines differ from the full ones by 5%. The straight dashed-dotted lines exhibit the diffusion asymptotes $D_S t$, $D_C t$ and $D_A t$, and the filled diamonds mark the position where these differ from the full lines by 5%. The dotted lines, which coincide with the full ones for $t \geq 10^4$, exhibit the second-scaling-law asymptotes, Eq. (29).

FIG. 10. $\alpha$-relaxation master functions $\tilde{\Delta}$ as function of the rescaled time $\tilde{t} = t/t'_\sigma$ for $\zeta = 1.0, 0.8$ and 0.6 (from top to bottom). The curves for $\zeta = 0.8 (1.0)$ are shifted upward by 0.4 (0.8) in order to avoid overcrowding. Curves with labels $C$ and $A$ refer to the MSD for the molecule's center and for the constituent atom, respectively. The filled diamonds mark the time $\tilde{\tau}_C$, where the diffusion asymptote is reached within 5%: $\Delta_C(\tilde{\tau}_C) = 1.05 \tilde{D}_C \tilde{\tau}_C$. The corresponding time $\tilde{\tau}_A$ for the constituent atom for $\zeta = 1.0 (0.8, 0.6)$ is $\tilde{\tau}_A = 140 (72, 39)$. The triangles mark the time $\tilde{\tau}_1$, where the dipole correlator has completed 95% of its $\alpha$-decay: $\tilde{C}_1(\tilde{\tau}_1)/f_1 = 0.05$. 

FIG. 10. $\alpha$-relaxation master functions $\tilde{\Delta}$ as function of the rescaled time $\tilde{t} = t/t'_\sigma$ for $\zeta = 1.0, 0.8$ and 0.6 (from top to bottom). The curves for $\zeta = 0.8 (1.0)$ are shifted upward by 0.4 (0.8) in order to avoid overcrowding. Curves with labels $C$ and $A$ refer to the MSD for the molecule’s center and for the constituent atom, respectively. The filled diamonds mark the time $\tilde{\tau}_C$, where the diffusion asymptote is reached within 5%: $\Delta_C(\tilde{\tau}_C) = 1.05 \tilde{D}_C \tilde{\tau}_C$. The corresponding time $\tilde{\tau}_A$ for the constituent atom for $\zeta = 1.0 (0.8, 0.6)$ is $\tilde{\tau}_A = 140 (72, 39)$. The triangles mark the time $\tilde{\tau}_1$, where the dipole correlator has completed 95% of its $\alpha$-decay: $\tilde{C}_1(\tilde{\tau}_1)/f_1 = 0.05$. 

FIG. 9. $\Delta_S(t)$ and $\Delta_C(t)$ for $\zeta = 0.8$, and $\Delta_A(t)$ for $\zeta = 0.4, 0.6, 0.8, 1.0$ (full lines, from bottom to top). Successive curves are shifted upwards by two decades to avoid overcrowding. The distance parameter is $\epsilon = -10^{-3}$ and the corresponding times $t_\sigma$ and $t'_\sigma$ are marked by filled circles and squares, respectively. The dashed lines are the first-scaling-law asymptotes, Eq. (27). The open diamonds mark the points where the dashed lines differ from the full ones by 5%. The straight dashed-dotted lines exhibit the diffusion asymptotes $D_S t$, $D_C t$ and $D_A t$, and the filled diamonds mark the position where these differ from the full lines by 5%. The dotted lines, which coincide with the full ones for $t \geq 10^4$, exhibit the second-scaling-law asymptotes, Eq. (29).
FIG. 11. Squares and triangles are the localization lengths squared at the transition point $\varphi = \varphi_c$ as function of the molecule’s elongation $\zeta$ for the constituent atom ($r_{A^2}^{c2}$) and the center ($r_{C^2}^{c2}$), respectively. The circles are the diffusivity $D_A = D_C$ of the molecule calculated for $\epsilon = -0.01$. The lines connecting the symbols are guides to the eye. The horizontal dashed line is a common one indicating both the values of the square of the localization length $r_S^{c2}$ (on the right scale) and of the diffusivity $D_S$ (on the left scale) for a tagged particle of the HSS. The dotted line is the function $r_S^{c2} + (\zeta d)^2/12$ discussed in the text. The inset exhibits $1 - f_1$ as function of $\zeta$, where $f_1 = C_1(t \to \infty)$ is the long-time limit of the dipole correlator $C_1(t)$. The arrow indicates the critical elongation $\zeta_c = 0.380$ for a glass-glass transition.

FIG. 12. Pair distribution $g^S(r)$ as function of the distance $r$ between solvent particles and the center of the solute (upper panel) and the corresponding solute-solvent structure factor $S^S(q)$ (lower panel) calculated within the Percus-Yevick theory for the critical packing fraction $\varphi_c = 0.516$. The dotted lines refer to a tagged sphere of the same diameter, $d_S = d$, as the one of the solvent particles. The dashed lines refer to a spherical solute of diameter $d_{eff} = 1.215 d$ (see the text). The full lines exhibit the isotropic part of the distribution $g_0^S(r)$ and the structure factor $S_0^S(q)$ for a dumbbell consisting of two fused hard spheres of diameter $d$ with the elongation $\zeta = 0.6$ [29].