Quantum Heisenberg model on a sawtooth-chain lattice: Rotation-invariant Green’s function method
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We apply the rotation-invariant Green’s function method (RGM) to study the spin $S = 1/2$ Heisenberg model on a one-dimensional sawtooth lattice, which has two nonequivalent sites in the unit cell. We check the RGM predictions for observable quantities by comparison with the exact-diagonalization and finite-temperature-Lanczos calculations. We discuss the thermodynamic and dynamic properties of this model in relation to the mineral atacamite Cu$_2$Cl(OH)$_3$ complementing the RGM outcomes by results of other approaches.
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I. INTRODUCTION

The finite-temperature properties of frustrated quantum spin systems are interesting for a broad community of solid-state researchers. On the other hand, the theoretical description of these quantum many-body systems is challenging. Moreover, the powerful quantum Monte Carlo approach suffers from the infamous sign problem and exact solutions are notoriously rare.

Among the methods used to study interacting quantum spin systems the double-time Green’s function method [1–4] is a well-established approach, see, e.g., [5–25]. There are some attractive features of this method. It is a universal and straightforward way to investigate quantum lattice spin systems which yields on an equal footing both the thermodynamic and dynamic properties at zero and nonzero temperatures. Since the Green’s functions are obtained after some decoupling procedure in the equations of motion, the approximation is not well-controlled and a direct comparison with the results of other approximate methods is desirable, see, e.g., Refs. [12, 14, 16, 19, 22, 23].

A prominent feature of many frustrated quantum spin systems is the absence of magnetic long-range order. Within the double-time Green’s function method, this can be accounted by adopting the so-called Kondo-Yamaji decoupling in equations of motion [5]. Such a double-time Green’s function approach is known as the rotation-invariant Green’s function method (RGM): It preserves the rotational symmetry in the spin space. There are quite a lot studies of the frustrated quantum spin systems within the RGM approach, see, e.g., Refs. [6, 8, 10, 14, 16, 17, 20] and references therein. The studied systems include in particular the quantum spin-$S$ Heisenberg antiferromagnet on the paradigmatic kagome and pyrochlore lattices [9, 11, 19, 22, 23]. However, as far as we know, the RGM approach has never been applied to the quantum Heisenberg model on the lattices with nonequivalent sites in the unit cell, such as, for example, the sawtooth chain in one dimension [26–33] or the square-kagome lattice in two dimensions [34–44]. Both quantum spin models, on the sawtooth-chain lattice and on the square-kagome lattice, are widely used as a playground to study frustrated quantum magnetism. On the other hand, there are several solid-state realizations of these models, see Refs. [33, 45–51] (see also [52]) and Refs. [53–55].

In the present paper we focus on the quantum $S = 1/2$ Heisenberg model on the sawtooth-chain lattice bearing in mind a three-fold aim. First, to elaborate the RGM approach for a lattice with nonequivalent sites in the unit cell. Less lattice symmetry has some important consequences, e.g., the moment and frequency matrices become complex, the frequency matrix loses Hermiticity, and more vertex parameters which improve the Kondo-Yamaji approximation may be introduced. We intend to test the RGM approach by comparison with other techniques in one dimension. Second, such a study paves the way to the square-kagome $S = 1/2$ Heisenberg antiferromagnet which becomes of renewed interest now because of recent experimental studies [53]. The square-kagome lattice has two sets of nonequivalent sites in the unit cell too. And third, there is real compound for which the sawtooth-chain $S = 1/2$ Heisenberg antiferromagnet is of relevance, that is, the natural mineral atacamite Cu$_2$Cl(OH)$_3$ for which some measurements are available [47, 50].

The rest of the paper is organized as follows. In Sec. II we introduce the spin model and illustrate that various thermodynamic and dynamic quantities can be expressed in terms of the double-time Green’s functions (2.9) constructed on the spin operators (2.5). In Sec. III we adopt the Kondo-Yamaji approximation (3.6) to obtain the set of equations for the Green’s functions (3.9) with the solution given in Eq. (3.10). We derive a set of self-consistent equations for determining correlators and vertex parameters, Eqs. (3.14) – (3.16). In Sec. IV and Appendix we show how to solve numerically the obtained equations for correlators and vertex parameters (4.1). We compare the RGM predictions for correlators with exact diagonalizations, Fig. 2. In Sec. V we report a set of observable thermodynamic and dynamic quantities as they fol-
low from the RGM approach and compare these results with exact diagonalization (ED) data (thermodynamics and static correlations) and finite-temperature Lanczos method (FTLM) data (thermodynamics). Here, we consider the set of Hamiltonian parameters which is relevant for atacamite Cu$_2$Cl(OH)$_3$. Finally, we summarize our study and present an outlook for future researches in Sec. VI.

II. MODEL AND QUANTITIES OF INTEREST

We consider a quantum $S = 1/2$ Heisenberg model on a sawtooth-chain lattice of $N = 2\mathcal{N}$ sites or of $\mathcal{N}$ two-site cells, see Fig. 1. The lattice sites are unambiguously given by two integer numbers $j = 1, \ldots, \mathcal{N}$ and $\alpha = 1, 2$: The first one determines the unit cell whereas the second one specifies the site in the cell. The Hamiltonian of the model reads

$$H = \sum_{j=1}^{\mathcal{N}} [J_1 S_{j,1} \cdot S_{j+1,1} + J_2 (S_{j,1} \cdot S_{j,2} + S_{j,2} \cdot S_{j+1,1})].$$

see Fig. 1, and periodic boundary conditions are imposed for convenience. Here the spin-1/2 operators satisfy the relations ($\hbar = 1$): $S^+ S^z = -S^+ / 2$, $S^+ S^- = S^- / 2$, $S^- S^+ = -S^- / 2$, $S^z S^z = 1/2 + S^z$, etc., if they are attached to the same site, but they commute if they are attached to different sites.

![FIG. 1: The sawtooth-chain lattice, see Eq. (2.1). We also illustrate by white lines the correlators $c_{10}$, $c_{01}$, $c_{20}$, $c_{11}$, and $c_{02}$ (from left to right) to be introduced within the RGM calculations, see Eqs. (2.2) and (3.7).](image)

The introduced sawtooth-chain Heisenberg model (2.1) has the continuous SU(2) symmetry which cannot be spontaneously broken at any temperature $T \geq 0$ and the methods exploited to calculate its properties should respect this feature. However, for a special relation between exchange couplings, $J_1 = J_2$, a discrete symmetry may emerge which can be broken in the ground state only [56, 57]. It is worth noting that our model with $J_1 \approx 3.294$, $J_2 = 1$ is appropriate for atacamite Cu$_2$Cl(OH)$_3$ for temperatures above $T_N/J_2 \approx 0.087$ (for atacamite $J_1 = 336$ K, $J_2 = 102$ K and a three-dimensional ordering shows up below a magnetic transition at $T_N = 8.9$ K [56]).

Let us briefly discuss the physical quantities of interest. The internal energy (per cell) of the model follows immediately from Eq. (2.1):

$$e(T) = \frac{3}{2} J_1 c_{10} + 3 J_2 c_{01},$$

$$c_{10} = \langle S_{j,1}^- S_{j+1,1}^+ \rangle , \quad c_{01} = \langle S_{j,2}^- S_{j+1,1}^+ \rangle$$

we have used the lattice symmetry and the relations $\langle S_A S_B^\pm \rangle = \langle S_A^\pm S_B \rangle$, and $2 \langle S_A S_B S_C \rangle = (\langle S_A S_B^+ \rangle + \langle S_A S_B^- \rangle)/2 = (\langle S_A S_B^- \rangle + \langle S_A S_B^+ \rangle)$. Here the angle brackets denote the thermodynamic average $\langle \ldots \rangle = \text{Tr}[\exp(-H/T)[\ldots]]/\text{Tr}(\exp(-H/T))$ ($k_B = 1$) and the thermodynamic limit $N \to \infty$ is implied. By differentiating Eq. (2.2) we get the specific heat $c(T) = \partial e(T)/\partial T$,

$$c(T) = \frac{3}{2} J_1 \frac{\partial c_{10}}{\partial T} + 3 J_2 \frac{\partial c_{01}}{\partial T},$$

which in turn yields the entropy $s(T) = \int_0^T dT c(T)/T$,

$$s(T) = s(\infty) + \frac{e(T)}{T} - \int_0^T \frac{e(T)}{T^2}$$

with $e(T)$ given in Eq. (2.2). The corresponding equations for the uniform susceptibility will be given below.

Let us turn to dynamic quantities. The dynamic spin susceptibility $\chi_q^{zz}(\omega) = \chi^{zz}_{q0}(\omega)/2$ describes the magnetic linear response to an infinitesimally small space- and time-varying magnetic field with the wave vector $q$ and the frequency $\omega$. Assuming that $q$ is directed along the chain and setting the distance between the sites $j, 1$ and $j + 1, 1$ to unity, see Fig. 1, we arrive at

$$\chi_q^{zz}(\omega) = \frac{\chi^{zz}_{q11}(\omega) + \chi^{zz}_{q12}(\omega) + e^{-i q} \chi^{zz}_{q21}(\omega) + e^{i q} \chi^{zz}_{q22}(\omega)}{4}$$

where $\theta(t)$ is the Heaviside step function and $O(t) = \exp(iHt)O\exp(-iHt)$ stands for the operator $O$ in the Heisenberg representation. It is worth noting the spatial phase shifts in the formula for $\chi_q^{zz}(\omega)$ which arise owing to the position of the site 2 with respect to the site 1 in the unit cell of the sawtooth-chain lattice, see Fig. 1.

Similarly, the dynamic spin structure factor $S^{zz}_{q}(\omega) = S^{zz}_{q0}(\omega)/2$, which can be measured in scattering experiments, for the wave vector transfer $q$ and the energy transfer $\omega$, for $q$ directed along the chain becomes

$$S^{zz}_{q}(\omega) = \frac{S^{zz}_{q11}(\omega) + e^{i q} S^{zz}_{q12}(\omega) + e^{-i q} S^{zz}_{q21}(\omega) + S^{zz}_{q22}(\omega)}{4}$$

$$S^{zz}_{q0}(\omega) = \int_{-\infty}^{\infty} dt e^{i q t} \langle S^{zz}_{q0}(t) S^{zz}_{q0} \rangle$$

[56, 57].

It is worth noting that our model with $J_1 \approx 3.294$, $J_2 = 1$ is appropriate for atacamite Cu$_2$Cl(OH)$_3$ for temperatures above $T_N/J_2 \approx 0.087$ (for atacamite $J_1 = 336$ K, $J_2 = 102$ K and a three-dimensional ordering shows up below a magnetic transition at $T_N = 8.9$ K [56]).

Let us briefly discuss the physical quantities of interest. The internal energy (per cell) of the model follows
with $S^\pm_{q\alpha}$ defined in Eq. (2.5). Moreover, the dynamic structure factor $S^{zz}_{q\alpha}(\omega)$ yields the static structure factor $S_q$ via the formula
\begin{equation}
\frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega S^{zz}_{q\alpha}(\omega) = S^{zz}_q = \frac{1}{3} S_q.
\end{equation}
(2.7)

Obviously, Eqs. (2.7), (2.6), (2.5) agree with the definition of the static structure factor
\begin{equation}
S_q = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} e^{-i\mathbf{q} \cdot (\mathbf{R}_i - \mathbf{R}_j)} \langle S_i \cdot S_j \rangle,
\end{equation}
(2.8)
if $\mathbf{q}$ is directed along the chain and the component of $\mathbf{R}_i$ along the chain is either $i$ for the site with $\alpha = 1$ or $i + 1/2$ for the site with $\alpha = 2$, see Fig. 1. $S_q$ is also accessible in scattering experiments. Moreover, $S_{q=0}$ gives the (initial) uniform susceptibility $\chi_0 = \beta S_{q=0}/3$.

These formulas illustrate why it is important to find the Green’s functions [2]
\begin{equation}
G_{q\alpha\beta}(\omega) \equiv G^{+\leftarrow-}_{q\alpha\beta}(\omega) = -\chi^{+\leftarrow-}_{q\alpha\beta}(\omega)
\end{equation}
(2.9)
constructed with the operators $S^{\pm}_{q\alpha}$, see Eq. (2.5). On the one hand, the Green’s functions give straightforwardly the dynamic susceptibility $\chi^{\pm}_{q\alpha}(\omega)$ (2.5). On the other hand, they give the time-dependent correlation functions after applying the spectral theorem [2]
\begin{equation}
\langle S^\pm_{q\alpha}(t) S^\mp_{q\alpha}(t) \rangle = \frac{1}{2\pi} \lim_{\epsilon \rightarrow +0} \int_{-\infty}^{\infty} d\omega \frac{e^{-i\omega t}}{\epsilon\tau - 1} \times (G_{q\alpha\beta}(\omega + i\epsilon) - G_{q\alpha\beta}(\omega - i\epsilon)).
\end{equation}
(2.10)
Inserting $\langle S^\pm_{q\alpha}(t) S^\mp_{q\alpha}(t) \rangle$ (see Ref. [2]) into (2.6) gives
\begin{equation}
S^{+\leftarrow-}_{q\alpha}(\omega) = i \lim_{\epsilon \rightarrow +0} \frac{G_{q\alpha\beta}(\omega + i\epsilon) - G_{q\alpha\beta}(\omega - i\epsilon)}{1 - e^{-\epsilon\tau}}
\end{equation}
(2.11)
yielding the dynamic structure factor $S^{zz}_{q\alpha}(\omega)$ (2.6) and the static structure factor $S_q$ (2.7). Setting $t = 0$ in Eq. (2.10) we get the equal-time correlation functions $\langle S^\pm_{q\alpha}(t) S^\mp_{q\alpha}(t) \rangle$, which according to Eq. (2.5) can be written as
\begin{equation}
\langle S^\pm_{q\alpha}(t) S^\mp_{q\alpha}(t) \rangle = \frac{N-1}{N} \sum_{l=0}^{N-1} e^{-iql} \langle S^\pm_{j,\beta}(t) S^\mp_{j+l,\alpha} \rangle,
\end{equation}
(2.12)
and therefore
\begin{equation}
\langle S^\pm_{j,\beta}(t) S^\mp_{j+l,\alpha} \rangle = \frac{N}{\sum_q} \sum_{q} e^{iql} \langle S^\pm_{q\alpha}(t) S^\mp_{q\alpha} \rangle.
\end{equation}
(2.13)

Here we have to replace $\sum_q (\ldots)/N \rightarrow \sum_q (\ldots)/(2\pi)$ in the thermodynamic limit. In particular, setting $\alpha = \beta = 1$ and $l = 1$ we get $c_{10}$ and setting $\alpha = 1$, $\beta = 2$, and $l = 1$ we get $c_{01}$ which enter Eq. (2.2) for the internal energy.

These are generally known relations from the double-time Green’s function tool-box fitted to the model at hand; more details can be found in Refs. [1–3]. Our next task is to find the introduced Green’s functions $G_{q\alpha\beta}(\omega)$, see Eqs. (2.9) and (2.5).

### III. RGM EQUATIONS

To determine the Green’s functions we write down the equations of motion for them. Differentiating the definition of $G_{q\alpha\beta}(t)$ gives
\begin{equation}
\frac{dG_{q\alpha\beta}(t)}{dt} = -2i\delta(t)\delta(\omega) \langle S^2 \rangle - i\theta(t) \left[ \frac{dS^2_{q\alpha}(t)}{dt}, S^2_{q\alpha} \right].
\end{equation}
(3.1)

Since we seek for rotation-invariant Green’s functions (i.e., $\langle S^2 \rangle = 0$), the first term in Eq. (3.1) drops out. We need to take the derivative with respect to time $t$ once more arriving at
\begin{equation}
\frac{d^2G_{q\alpha\beta}(t)}{dt^2} = -i\delta(t) \left[ \frac{dS^2_{q\alpha}(t)}{dt}, S^2_{q\alpha} \right] - i\theta(t) \left[ \frac{d^2S^2_{q\alpha}(t)}{dt^2}(t), S^2_{q\alpha} \right].
\end{equation}
(3.2)

Let us introduce the moment matrix:
\begin{equation}
M_{q\alpha\beta} = i \left[ \frac{dS^2_{q\alpha}(t)}{dt}, S^2_{q\alpha} \right],
\end{equation}
(3.3)

By straightforward calculations in the second line of Eq. (3.3) we immediately obtain
\begin{equation}
M_{q11} = -4J_1 c_{10} (1 - \cos q) = -4J_2 c_{01},
\end{equation}
\begin{equation}
M_{q12} = M_{q21} (1 + e^{-iq}) = (M_{q21})^*,
\end{equation}
\begin{equation}
M_{q22} = -4J_2 c_{01}
\end{equation}
(3.4)
with $c_{10}$ and $c_{01}$ defined in Eq. (2.2).

The second term in the right-hand side of Eq. (3.2) can be rewritten as follows:
\begin{equation}
\delta(t) \left[ \frac{d^2S^2_{q\alpha}(t)}{dt^2}, S^2_{q\alpha} \right] = -i\theta(t) \frac{1}{\sqrt{N}} \sum_{j=1}^{N} e^{-iqj} \left[ \left[ \left[ S^2_{j,\alpha}, H \right], S^2_{j,\alpha} \right] \right] \langle S^2_{q\alpha} \rangle.
\end{equation}

Kondo-Yamaji decoupling
\begin{equation}
\sum_{\gamma=1}^{2} \sum_{\beta=1}^{2} F_{q\alpha\gamma} G_{q\gamma\beta}(t).
\end{equation}
(3.5)

Here $F_{q\alpha\beta}$ are the elements of the frequency matrix. To arrive at the last line of Eq. (3.5) we follow the strategy of J. Kondo and K. Yamaji [5] and utilize the Kondo-Yamaji decoupling:
\begin{equation}
S^\pm_{A} S^\pm_{B} S_{C} \rightarrow \bar{\alpha}_{AB} S^\pm_{A} + \bar{\alpha}_{AC} S^\pm_{B},
\end{equation}
\begin{equation}
S^\pm_{A} S^\pm_{B} S_{C} \rightarrow \frac{1}{2} \bar{\alpha}_{AB} S^\pm_{C},
\end{equation}
(3.6)
where $A$, $B$, and $C$ denote different lattice sites, $\bar{\alpha}_{AB} = \alpha_{AB} c_{AB}$, $c_{AB} = \langle S^\pm_{A} S^\pm_{B} \rangle = \langle S^\pm_{A} S^\pm_{B} \rangle = 2\langle S^\pm_{A} S^\pm_{B} \rangle$, and
\( \alpha_{AB} \) are the vertex parameters introduced to improve the decoupling of higher-order correlators. After all, \( c_{AB} \) and \( \alpha_{AB} \) must be determined self-consistently. Besides the first-neighbor correlations \( c_{10} \) and \( c_{01} \), we introduce the second-neighbor correlations

\[
c_{20} = \langle S_{i,1}^- S_{i+2,1}^+ \rangle, \quad c_{11} = \langle S_{i,2}^- S_{i+2,1}^+ \rangle, \quad c_{02} = \langle S_{i,2}^- S_{i+1,2}^+ \rangle, \tag{3.7}
\]

see Fig. 1. After tedious but straightforward calculations in the second line of Eq. (3.5) with accounting Eq. (3.6) we find the elements of the frequency matrix \( F_{q \alpha \beta} \),

\[
F_{q11} = J_2^2 \left( l + 2\tilde{\alpha}_{10} + 2\tilde{\alpha}_{20} \right) + J_2^2 \left( l + 2\tilde{\alpha}_{01} + \tilde{\alpha}_{11} \right) + 4J_2J_2 \left( \delta_{01} + \tilde{\alpha}_{11} \right) \cos q + 4J_2^2 \tilde{\alpha}_{10} \cos^2 q, \\
F_{q12} = F_{q12} \left( 1 + e^{-iq} \right),
\]

\[
F_{q12} = -J_2^2 \left( l + \tilde{\alpha}_{10} + \tilde{\alpha}_{01} \right) - 2J_2J_2 \tilde{\alpha}_{10} + 2J_2J_2 \tilde{\alpha}_{01} \cos q, \\
F_{q21} = F_{q21} \left( 1 + e^{iq} \right),
\]

\[
F_{q21} = -J_2^2 \left( l + \tilde{\alpha}_{01} + \tilde{\alpha}_{20} \right) - J_2J_2 \left( \delta_{01} + \tilde{\alpha}_{11} \right) + 2J_2J_2 \tilde{\alpha}_{10} \cos q,
\]

\[
F_{q22} = J_2^2 \left( 1 + 2\tilde{\alpha}_{10} + 2\tilde{\alpha}_{01} \cos q \right). \tag{3.8}
\]

As a result, Eq. (3.2) becomes a closed set of equations for the Green’s functions and after utilizing the representation for the \( \delta \)-function \( 2\pi \delta(t) = \int_{-\infty}^{\infty} d\omega e^{-i\omega t} \), we arrive at the 2 x 2 set of equations:

\[
\sum_{\gamma=1}^{2} \left( \omega^2 \delta_{\alpha \gamma} - F_{q \alpha \gamma} \right) G_{q \gamma \beta}(\omega) = M_{q \alpha \beta}. \tag{3.9}
\]

Importantly, in all previous RGM studies the moment matrix and the frequency matrix were real and symmetric \([19, 22]\). Both matrices (3.4) and (3.8) are complex. Moreover, while the moment matrix is Hermitian, the frequency matrix is not. This is a direct result of the two nonequivalent sites in the unit cell.

Inverting the matrix \( \omega^2 I - F_q \) one gets \( G_q(\omega) \). The final result reads:

\[
G_{q \alpha \beta}(\omega) = \frac{A_{q \alpha \beta}(f_+)}{\omega^2 - f_+} - \frac{A_{q \alpha \beta}(f_-)}{\omega^2 - f_-}, \\
A_{q11}(\omega^2) = \frac{\left( \omega^2 - F_{q22} \right) M_{q11} + F_{q12} M_{q21}}{f_+ - f_-}, \\
A_{q12}(\omega^2) = \frac{\left( \omega^2 - F_{q22} \right) M_{q12} + F_{q12} M_{q22}}{f_+ - f_-}, \\
A_{q21}(\omega^2) = \frac{F_{q21} M_{q11} + \left( \omega^2 - F_{q11} \right) M_{q21}}{f_+ - f_-}, \\
A_{q22}(\omega^2) = \frac{F_{q21} M_{q12} + \left( \omega^2 - F_{q11} \right) M_{q22}}{f_+ - f_-}, \\
f_\pm = \frac{F_{q11} + F_{q22}}{2} \pm \sqrt{\left( \frac{F_{q11} - F_{q22}}{2} \right)^2 + F_{q12} F_{q21}}. \tag{3.10}
\]

Here \( f_\pm \) stand for the eigenvalues of the frequency matrix \( F_q \). We search for non-negative eigenvalues \( f_\pm \geq 0 \) for all \( -\pi \leq q < \pi \). The solution (3.10) of the set of equations (3.9) for the Green’s functions is not the final result yet, since \( G_{q \alpha \beta}(\omega) \) (3.10) contain five unknown correlation functions and vertex parameters which must be determined self-consistently.

To proceed further, we calculate the correlation function \( \langle S_{q \beta}^- S_{q \alpha}^+ \rangle \) (2.10) doing standard manipulations. Namely, we rewrite the Green’s function (3.10) in the form

\[
G_{q \alpha \beta}(\omega) = \frac{A_{q \alpha \beta}(f_+)}{2\sqrt{f_+}} \left( \frac{1}{\omega - \sqrt{f_+}} - \frac{1}{\omega + \sqrt{f_+}} \right), \\
- \frac{A_{q \alpha \beta}(f_-)}{2\sqrt{f_-}} \left( \frac{1}{\omega - \sqrt{f_-}} - \frac{1}{\omega + \sqrt{f_-}} \right), \tag{3.11}
\]

use the Sokhotsky-Plemelj theorem to calculate

\[
\lim_{\epsilon \to +0} \left( G_{q \alpha \beta}(\omega + i\epsilon) - G_{q \alpha \beta}(\omega - i\epsilon) \right) = \frac{i\pi A_{q \alpha \beta}(f_+)}{\sqrt{f_+}} \left( \delta(\omega - \sqrt{f_+}) - \delta(\omega + \sqrt{f_+}) \right), \\
+ \frac{i\pi A_{q \alpha \beta}(f_-)}{\sqrt{f_-}} \left( \delta(\omega - \sqrt{f_-}) - \delta(\omega + \sqrt{f_-}) \right), \tag{3.12}
\]

and finally obtain

\[
\langle S_{q \beta}^- S_{q \alpha}^+ \rangle = \frac{A_{q \alpha \beta}(f_+)}{2\sqrt{f_+}} \coth \frac{\sqrt{f_+}}{2T} - \frac{A_{q \alpha \beta}(f_-)}{2\sqrt{f_-}} \coth \frac{\sqrt{f_-}}{2T}. \tag{3.13}
\]

Thus, we are in position to calculate correlation functions, see Eq. (2.13), and in particular the ones that were introduced while deriving the closed-set of equations of motion (3.9). That is,

\[
c_{10} = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq} \langle S_{q1}^- S_{q1}^+ \rangle, \\
c_{01} = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq} \langle S_{q2}^- S_{q1}^+ \rangle, \\
c_{20} = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq} \langle S_{q1}^- S_{q2}^+ \rangle, \\
c_{11} = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq} \langle S_{q2}^- S_{q1}^+ \rangle, \\
c_{02} = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq} \langle S_{q2}^- S_{q2}^+ \rangle. \tag{3.14}
\]

Moreover, we have two more equations \( \langle S_{j,1}^- \rangle = 0 \) and
\[ \langle S_{j_2}^+ \rangle = 0 \text{ (sum rules)}, \]

which read:

\[ \begin{align*}
\langle S_{j_2}^- S_{j_1}^+ \rangle &= \frac{1}{2\pi} \int_{-\pi}^{\pi} dq \langle S_{q_1}^- S_{q_2}^+ \rangle = \frac{1}{2}, \\
\langle S_{j_2}^- S_{j_2}^+ \rangle &= \frac{1}{2\pi} \int_{-\pi}^{\pi} dq \langle S_{q_2}^- S_{q_2}^+ \rangle = \frac{1}{2}. \tag{3.15}
\end{align*} \]

Note that we have two sum rules (3.15) since there are two nonequivalent sites in the unit cell, whereas in previous RGM studies with one site in the unit cell only one sum rule could be exploited.

We adopt a generalization of the minimal RGM scheme setting

\[ \begin{align*}
\hat{\alpha}_{10} &= \alpha_1 c_{10}, & \hat{\alpha}_{20} &= \alpha_1 c_{20}, \\
\hat{\alpha}_{01} &= \alpha_2 c_{01}, & \hat{\alpha}_{11} &= \alpha_2 c_{11}, & \hat{\alpha}_{02} &= \alpha_2 c_{02}, \tag{3.16}
\end{align*} \]

i.e., the correlators which contain only the site 1 are improved by the vertex parameter \( \alpha_1 \), whereas the correlators which contain the site 2 are improved by the vertex parameter \( \alpha_2 \), see Fig. 1. Two vertex parameters go hand in hand with two sum rules for two nonequivalent sites in the unit cell (3.15). We note in passing that the described scheme reproduces the results of the Kondo-Yamaji paper \([5]\) in the limit \( J_1/J_2 \to \infty \), i.e., for the \( S = 1/2 \) Heisenberg chain.

To summarize this section, we face a set of seven coupled equations (3.14), (3.15), and (3.16) for the determination of the correlators \( c_{10}, c_{01}, c_{20}, c_{11}, c_{02} \) and two vertex parameters \( \alpha_1, \alpha_2 \). In the next section (and in the Appendix) we discuss how to solve these self-consistent nonlinear equations numerically. It is worth reminding that in the previous RGM studies of frustrated quantum spin systems there was a smaller number of unknown quantities and equations to determine them. For instance, for the \( S = 1/2 \) pyrochlore-lattice Heisenberg antiferromagnet one deals with three correlation functions and one vertex parameter to be found from a set of four equations \([23]\). This means that now we are facing a more challenging computational task.

**IV. SOLUTION OF THE SELF-CONSISTENT EQUATIONS**

Let us multiply Eqs. (3.14), (3.15) by \( \alpha_2 \) and introduce \( \rho = \alpha_2/\alpha_1 \) to rewrite the self-consistent equations in the following form:

\[ \begin{align*}
\rho \tilde{\alpha}_{10} &= \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq} \langle S_{q_1}^- S_{q_2}^+ \rangle, \\
\tilde{\alpha}_{01} &= \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq} \langle S_{q_2}^- S_{q_1}^+ \rangle, \\
\rho \tilde{\alpha}_{20} &= \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{2iq} \langle S_{q_1}^- S_{q_1}^+ \rangle, \\
\tilde{\alpha}_{11} &= \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{2iq} \langle S_{q_2}^- S_{q_2}^+ \rangle, \\
\tilde{\alpha}_{02} &= \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq} \langle S_{q_1}^- S_{q_2}^+ \rangle, \\
\frac{\alpha_2}{2} &= \frac{1}{2\pi} \int_{-\pi}^{\pi} dq \langle S_{q_2}^- S_{q_2}^+ \rangle. \tag{4.1}
\end{align*} \]

Here \( \langle S_{q_2}^- S_{q_2}^+ \rangle \) are given in Eqs. (3.13), (3.10), (3.4), and (3.8), however, with \( \tilde{M}_{gq} = \alpha_2 M_{gq} \) instead of \( M_{gq} \). In turn, \( \tilde{M}_{gq} \) is given by Eq. (3.4) in which \( c_{10} \) and \( c_{01} \) are replaced by \( \rho \tilde{\alpha}_{10} \) and \( \tilde{\alpha}_{01} \), respectively. We may set for convenience \( J_2 = 1 \).

After solving the first five equations in Eq. (4.1) and the sixth equation

\[ \frac{1}{2\pi} \int_{-\pi}^{\pi} dq \langle S_{q_1}^- S_{q_1}^+ \rangle = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq \langle S_{q_2}^- S_{q_2}^+ \rangle \tag{4.2} \]

we get \( \tilde{\alpha}_{10}, \tilde{\alpha}_{01}, \tilde{\alpha}_{20}, \tilde{\alpha}_{11}, \tilde{\alpha}_{02}, \) and \( \rho \). Then we use one of the last two equations in Eq. (4.1) to calculate \( \alpha_2 \) and determine \( \alpha_1 = \alpha_2/\rho \). After determining the five correlation functions \( c_{10}, c_{01}, c_{20}, c_{11}, c_{02} \) and the two vertex parameters \( \alpha_1 \) and \( \alpha_2 \) we will have the Green’s functions \( G_{gq} \) \((2.9), (2.5)\) within the Kondo-Yamaji approximation, see Eqs. (3.10), (3.4), and (3.8).

The crucial point in the numerical solution of the set of self-consistent equations is to figure out among its solutions the relevant one. Our strategy is to solve Eq. (4.1) starting from the high-temperature limit \( T \to \infty \) and gradually decrease the temperature \( T \) to zero, see, e.g., Refs. \([19, 23]\). In the high-temperature limit, the first non-vanishing terms in the high-temperature series can be easily obtained (see, e.g., Ref. [58]):

\[ \begin{align*}
c_{10} &= \frac{J_1}{8T} + \frac{-J_1^2 + J_2^2}{32T^2} + \ldots, & c_{01} &= \frac{J_2}{8T} + \frac{J_1 J_2 - J_2^2}{32T^2} + \ldots, \\
c_{20} &= \frac{J_2}{32T^2} + \ldots, & c_{11} &= \frac{J_1 J_2}{32T^2} + \ldots, & c_{02} &= \frac{J_2^2}{32T^2} + \ldots. \tag{4.3}
\end{align*} \]
In this limit, i.e., up to order $\beta^2$, we have $c_{20} = 2c_{10}^2$, $c_{11} = 2c_{10}c_{01}$, $c_{02} = 2c_{01}^2$. We may complement these first non-vanishing terms in the high-temperature series for correlators by the obvious high-temperature series for the vertex parameters, $\alpha_1 = 1 + \ldots$ and $\alpha_2 = 1 + \ldots$. In contrast to simpler cases like in Refs. [5, 16, 59], we were not able to derive the high-temperature asymptotes from the self-consistent equations. However, we have numerical evidence that solutions of the equations (4.1) coincide with the high-temperature asymptotes given in Eq. (4.3). Further details on the numerical solution of the self-consistent equations (4.1) can be found in the Appendix.

FIG. 2: RGM solutions for correlators $c_{10}(T)$, $c_{01}(T)$, $c_{20}(T)$, $c_{11}(T)$, $c_{02}(T)$ versus ED data for $J_1 = 3.294$ and $J_2 = 1$. Gray curves correspond to high-temperature asymptotes (4.3). Dotted, dash-dotted, and dashed lines correspond to ED data for $N = 12$, 16, and 20, respectively.

Temperature dependences of $\hat{\alpha}_{10}$, $\hat{\alpha}_{01}$, $\hat{\alpha}_{20}$, $\hat{\alpha}_{11}$, $\hat{\alpha}_{02}$ and of $\rho$, $\alpha_1$, $\alpha_2$ as well as an illustration of the accuracy of the performed calculations for the specific set of parameters $J_1 = 3.294$, $J_2 = 1$ relevant for atacamite are reported in Appendix (Fig. 8). In Fig. 2 we report the RGM predictions for correlators $c_{10}$, $c_{01}$, $c_{20}$, $c_{11}$, and $c_{02}$ and compare them to ED data for finite chains of $N = 12$, 16, 20 sites (for the same set of parameters). While for high temperatures both data coincide and agree with asymptotes (4.3), some discrepancy between the $N \to \infty$ RGM and finite-$N$ ED data is seen at low temperatures. Note, that the low-temperature ED data move towards the RGM data as $N$ increases (cf. $N = 12$, $N = 16$ and $N = 20$ data).

The results for $c_{10}$, $c_{01}$, $c_{20}$, $c_{11}$, $c_{02}$, $\alpha_1$, and $\alpha_2$ illustrate the temperature dependences of the moment matrix (3.4) and the frequency matrix (3.8), and therefore the temperature dependence of the Green’s functions (3.10) and of the dynamic susceptibility (2.9), (2.5). While the moment matrix vanishes at high temperatures, the frequency matrix remains finite having the following eigenvalues:

$$f_{\pm} = J_1^2 \sin^2 \frac{q}{2} + J_2^2 \pm \sqrt{J_1^4 \sin^4 \frac{q}{2} + J_2^4 \cos^2 \frac{q}{2}} \quad (4.4)$$

(These are the eigenvalues for $T = \infty$). Evidently, $\sqrt{f_-}$ corresponds to acoustic excitations having the velocity $\sqrt{J_1^2 + J_2^2}/2$ whereas $\sqrt{f_+}$ corresponds to optical excitations having the lowest energy $\sqrt{2J_2}$ at $q = 0$. As the temperature decreases, $c_{10}$, $\ldots$, $c_{02}$ and $\alpha_{10}$, $\ldots$, $\alpha_{02}$ become nonzero controlling temperature dependencies of the moment and frequency matrices. Although both vertex parameters $\alpha_1$ and $\alpha_2$ are not far from unity, their ratio has a nonmonotonous temperature dependence, see the middle panel of Fig. 5 in the Appendix.

In summary, we have completed the finding of the Green’s functions $G_{\alpha \beta}(\omega)$ (2.9), (2.5). Their form is fixed in Eq. (3.10) and all parameters in the moment matrix (3.4) and the frequency matrix (3.8) are determined now (Fig. 2 and the upper panel of Fig. 8 in Appendix).

We are now in the position to discuss thermodynamics as well as the static and dynamic correlations of the spin model at hand.

V. THERMODYNAMIC AND DYNAMIC PROPERTIES

In this section we discuss the thermodynamic and dynamic quantities of a $S = 1/2$ antiferromagnetic Heisenberg sawtooth-chain model as they follow from the RGM calculations and compare them to the outcomes of other approaches, see Figs. 3, 4, 5, and 6.

First we note that the system at hand with $J_1 = 3.294$, $J_2 = 1$ may be viewed as a simple $S = 1/2$ antiferromagnetic Heisenberg chain with $J_1 = 3.294$ perturbed by an extra coupling with the strength $J_2 \approx 0.3J_1$ running along the zig-zag path, see Fig. 1. Let us check how many traces of the $S = 1/2$ antiferromagnetic Heisenberg chain with $J_1 = 3.294$ ($J_2 = 0$), which is amenable to a rigorous study via the famous Bethe ansatz, can be seen in the obtained data for the set $J_1 = 3.294$, $J_2 = 1$. The famous ground-state energy value $\epsilon_0/J = 1/4 - \ln 2$ [61, 62] corresponds to $\epsilon_0 \approx -0.730$ and it is shown by the orange triangle in the upper panel of Fig. 3. For $J_2 = 1$, the RGM result is $\epsilon_0 \approx -0.673$ whereas $\epsilon_0$ from finite-system numerics lies in the region $-0.776 \ldots -0.759$, see the inset in the upper panel of Fig. 3. Moreover, for the $S = 1/2$ antiferromagnetic Heisenberg chain, the most important two-spinon excitations form a continuum with the following lower and upper boundaries: $\epsilon_l(q) = (\pi J/2) \sin q$ and $\epsilon_u(q) = \pi J \sin(q/2)|$ [62, 63]. Thus, the two-spinon excitations account for about 73% of the total intensity in $S_q^{zz}(\omega)$ in the ground state [64]. Moreover, $S_q^{zz}(\omega)$ diverges at the lower boundary $\epsilon_l(q)$ [64], see Fig. 2 of Ref. [65]. The two-spinon excitation lower boundary for the $S = 1/2$ antiferromagnetic Heisenberg chain with $J_1 = 3.294$ is shown by the orange line in the upper panel of Fig. 5 which corresponds
FIG. 3: RGM results for thermodynamic quantities per site: (upper panel) the internal energy $e(T)$, (middle panel) the specific heat $c(T)$, and (lower panel) the entropy $s(T)$; $J_1 = 3.294$, $J_2 = 1$. We also show ED data ($N = 16, 20$) and FTLM data ($N = 24, 28, 32, R = 50$ and $N = 36, R = 20$) [60].

The ground-state energy for the $S = 1/2$ antiferromagnetic Heisenberg chain ($J_1 = 3.294$, $J_2 = 0$) is shown in the upper panel by the orange triangle whereas the specific heat for the case $J_1 = 3.294$, $J_2 = 0$ is shown in the middle panel by the orange line.

FIG. 4: RGM results for $\chi_q^{zz}(0)$ at various temperatures; $J_1 = 3.294$, $J_2 = 1$.

branch $\sqrt{J_+}$, which manifests itself in the RGM result for $S_g^{zz}(\omega)$ at $T = 0.01$, is close to the two-spinon excitation lower boundary $\approx 5.174\sin q$ (orange line) and, in addition, the low-energy branch $\sqrt{J_0}$ shows up. Furthermore, the specific heat of the $S = 1/2$ antiferromagnetic Heisenberg chain with $J_1 = 3.294$ (see Ref. [66]) corresponds to the orange line in the middle panel of Fig. 3: Its high-temperature features are hardly changed when $J_2 = 1$ but the low-temperature features are obviously completely different. Finally, the entropy in the case $J_1 = 3.294$, $J_2 = 0$ consists of the entropy of the $S = 1/2$ antiferromagnetic Heisenberg chain with $J_1 = 3.294$ and the entropy $-(N/2) \ln 2$ of $N/2 = N$ spins $S = 1/2$ sitting in sites $j_1, j_2, j_1, \ldots, N$ and not entering the Hamiltonian, see Fig. 1. That implies the residual ground-state entropy $s(T = 0) = \ln N/2 \approx 0.347$. A remnant of this is a plateau-like behavior of $s(T)$ in the region $0.1 \ldots 0.5$ seen in all reported data for $J_2 = 1$ in the lower panel of Fig. 3. Similar arguments are applicable to the uniform susceptibility: In the limit $J_2 = 0$, the uniform susceptibility is a sum of the $\propto 1/T$ contribution from the $S = 1/2$ spins at sites $j_1, 2$ and the uniform susceptibility of the antiferromagnetic Heisenberg chain with $J_1 = 3.294$ consisting of the $S = 1/2$ spins at sites $j_1, 1$. If $J_2 = 1$, such a picture remains valid for high enough temperatures but fails as the temperature becomes sufficiently low.

Now let us comment further on the thermodynamics of the $S = 1/2$ antiferromagnetic Heisenberg sawtooth-chain model with $J_1 = 3.294$ and $J_2 = 1$. The existence of a double-peak structure in $c(T)$ indicating two energy scales is obvious, see the middle panel of Fig. 3, where the position and the height of the additional low-temperature maximum is noticeably affected by the system size (see the ED and FTLM data for different $N$). Moreover, the RGM data obviously deviate from the ED and FTLM data at low temperatures. However, the RGM predicts correctly the very existence of the ad-
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FIG. 5: RGM results for
the upper panel \((T = 0)\) we also show the lower boundary
of the two-spinon continuum for the \(J = 0\) antiferromagnetic
Heisenberg chain \((J_1 = 3.294, J_2 = 1, \text{ orange line}), \) see
discussion in the text.

That is in accordance with previous RGM studies,
see Refs. [12, 16]. Thus we may conclude, that the RGM
scheme has some predictive power also at low tempera-
tures which is important in cases where no reliable data
from alternative approaches are available.

The RGM results for the entropy \(s(T)\) obtained from
the internal energy according to Eq. (2.4) does not van-
ish as the temperature decreases but approaches a finite
value about \(\approx 0.408,\) see the lower panel in Fig. 3. In
other words, the RGM loses about 60% of entropy in the
case at hand. Clearly, the sum rule like \(\int_0^\infty \text{d}T \epsilon(T)/T =
\epsilon(\infty)\) implies some restriction for correlators which can
be hardly satisfied within the RGM approach. Another
sum rule, \(\int_0^\infty \text{d}T \epsilon(T) = -\epsilon(0),\) is also beyond control
within the RGM calculations. Again, the RGM pre-
dicts only qualitatively a plateau-like shape of \(s(T)\) at
\(T = 0.1 . . . .2.\)

In Fig. 4 we report \(\chi^z_q\) for several temperatures
\(T = 0.01 . . . .5, \) \(\chi^z_q(0)\) is finite and small for all
\(-\pi \leq q < \pi\) even at very low temperatures in accordance with the
absence of a phase transition in the system at hand.

Let us comment on the dynamic structure factor \((2.6).\)
To obtain the data reported in Fig. 5 we replaced the
\(\delta\)-functions \(\delta(x)\) in Eq. (3.12) by the Lorentzian func-
tions \(\epsilon/\pi(x^2 + \epsilon^2)\) with the half width at half maximum
\(\epsilon = 0.01. \) \(\chi^z_q(\omega)\) shows two excitation branches in
accordance with two sites in the unit cell. The higher-
frequency one is related to the two-spinon continuum
lower boundary of the \(S = 1/2\) antiferromagnetic Heisen-
berg chain with \(J_1 = 3.294,\) see the discussion above,
and the lower-frequency one is controlled by the smaller
energy scale \(J_2 = 1.\) These excitation branches should
be detectable in inelastic neutron scattering experiments
on atacamite above the magnetic transition temperature
\(T_N/J_2 \approx 0.87.\)

In Fig. 6 we report the static structure factor \(S_q,\)
for several temperatures \(T = 0.01 . . . .5, \) \(S_q\) approaches \(3/4\) in the high-temperature
limit, see the red curve for \(T = 5\) in Fig. 6 (and also
the results for \(T = 10\) and \(T = 100\) in Fig. 11 in Ap-
we show besides the experimental data (symbols) one can notice a slow dependence of the experimental data for atacamite: temperature dependence of the uniform susceptibility $\chi_0^{zz}$ (lower panel). Thus, the RGM underestimates the experimental value of $\chi_0^{zz}$ at $T = 0.1$ by about 39%, whereas the ED (Padé approximant [5, 5]) overestimates it by about 100% (45%). It should be underlined that from the theoretical side we deal with a pure one-dimensional-system susceptibility whereas in experiments three-dimensional interactions may be relevant [67, 68].

**V. SUMMARY**

In conclusion, we have used the RGM approach to investigate the properties of a $S = 1/2$ antiferromagnetic Heisenberg sawtooth-chain model. Exact statements are rather scarce for frustrated quantum spin models and the analytical or numerical methods available to study these systems involve approximations. Therefore, it is valuable to obtain results by different techniques. Although various aspects of the $S = 1/2$ antiferromagnetic Heisenberg sawtooth chain have been studied by many authors using various approximate techniques, a consistent analysis of the thermodynamic and dynamic properties still remains an interesting issue.

The sawtooth-chain lattice geometry corresponds to two nonequivalent sites in the unit cell. We have elaborated the RGM approach for the calculation of the thermodynamic and dynamic quantities of the $S = 1/2$ Heisenberg model on such a lattice. A unit cell with nonequivalent sites has less symmetry. The frequency matrix is complex and non-Hermitian. Nevertheless, its eigenvalues are real (but not necessarily nonnegative) and the application of a minimal RGM scheme (i.e., with the number of vertex parameters equals to the number of nonequivalent sites in the unit cell) gives reasonable results. Although the basic RGM equations (3.14) – (3.16) are valid for any set of parameters, we discuss in detail how to derive relevant solutions for $J_2 = 1$ and $J_1$ slightly larger than $J_2$ and illustrate that the RGM approach gives reasonable results up to very low temperatures. In particular, the RGM is applicable for atacamite Cu$_2$Cl(OH)$_3$ with $J_2 = 1$, $J_1 = 3.294$ [47, 50]. As it was mentioned in Sec. V, the RGM results violate three sum rules: Two for the specific heat $c(T)$ and one for the static structure factor $S_q$. It might be interesting to check whether these sum rules (with $c_0$ as an extra input parameter) may be used to introduce more vertex parameters this way improving the minimal RGM scheme results. We hope the gained experience would be useful for other RGM studies in the case of nonequivalent sites in the unit cell, in particular, for the square-kagome $S = 1/2$ Heisenberg antiferromagnet compounds [53–55].
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Appendix: Numerical solution of the self-consistent equations

In this appendix, we discuss how to solve numerically the self-consistent equations reported in Sec. IV. To this end, we consider a six-dimensional space of values \( \xi_1 \equiv \tilde{\alpha}_1, \xi_2 \equiv \tilde{\alpha}_2, \xi_3 \equiv \tilde{\alpha}_3, \xi_4 \equiv \tilde{\alpha}_4, \xi_5 \equiv \tilde{\alpha}_5, \) and \( \xi_6 \equiv \rho, \) see Eq. (4.1). We introduce the (nonnegative) objective function [59]

\[
\mathcal{F}(\xi_1, \ldots, \xi_6) = \Xi_1(\xi_1, \ldots, \xi_6) = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq(\langle S_{q1}^{-}S_{q1}^{+}\rangle)_{\tilde{\alpha},\rho}},
\]

\[
\Xi_2(\xi_1, \ldots, \xi_6) = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq(\langle S_{q2}^{-}S_{q2}^{+}\rangle)_{\tilde{\alpha},\rho}},
\]

\[
\Xi_3(\xi_1, \ldots, \xi_6) = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq(\langle S_{q3}^{-}S_{q3}^{+}\rangle)_{\tilde{\alpha},\rho}},
\]

\[\Xi_4(\xi_1, \ldots, \xi_6) = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq(\langle S_{q4}^{-}S_{q4}^{+}\rangle)_{\tilde{\alpha},\rho}},\]

\[\Xi_5(\xi_1, \ldots, \xi_6) = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq(\langle S_{q5}^{-}S_{q5}^{+}\rangle)_{\tilde{\alpha},\rho}},\]

\[\Xi_6(\xi_1, \ldots, \xi_6) = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq e^{iq(\langle S_{q6}^{-}S_{q6}^{+}\rangle)_{\tilde{\alpha},\rho}}\]

see Eqs. (4.1), (4.2). The objective function \( \mathcal{F}(\xi_1, \ldots, \xi_6) \) can be evaluated according to Eqs. (A.1) and (A.2) for any point in the six-dimensional space \( (\xi_1, \ldots, \xi_6) \) presuming that \( \Xi_i(\xi_1, \ldots, \xi_6), i = 1, \ldots, 6 \) exist. Obviously, \( \mathcal{F} \) defined in Eq. (A.1) vanishes at the point \( (\xi_1^*, \ldots, \xi_6^*) \) which corresponds to the solution of Eq. (4.1), i.e., \( \mathcal{F}(\xi_1^*, \ldots, \xi_6^*) = 0 \). Importantly, the set of equations at hand [Eq. (4.1)] does not have a unique solution, i.e., we are interested in the physical one only, which should be discriminated from irrelevant ones.

We begin with a sufficiently high temperature \( T \) (e.g., \( T = 50 \) or \( T = 100 \)), when the correlation functions can be calculated using the asymptotic high-temperature values \( c_0 = -J_1/(8T), \ c_0 = -J_2/(8T), \ c_0 = J_2/(32T^2), \ c_0 = J_1J_2/(32T^2), \ c_2 = J_2^2/(32T^2) \) and \( \rho = 1 \); these initial values are denoted as \( \alpha_1, \ldots, \alpha_6 \) and \( \mathcal{F}(\xi_1^0, \ldots, \xi_6^0) \neq 0 \). However, if \( \mathcal{F}(\xi_1^0, \ldots, \xi_6^0) \) is quite close to \( (\xi_1^*, \ldots, \xi_6^*) \) the objective function \( \mathcal{F}(\xi_1, \ldots, \xi_6) \) has (approximately) the form of a paraboloid in the seven-dimensional space around \( (\xi_1^0, \ldots, \xi_6^0) \), i.e.,

\[
\mathcal{F}(\xi_1, \ldots, \xi_6) \approx \mathcal{F}(\xi_1^0, \ldots, \xi_6^0);
\]

\[
\mathcal{F}(\xi_1, \ldots, \xi_6) = \sum_{i=1}^{6} \sum_{j=i}^{6} C_{ij} (\xi_i - \xi_i^*) (\xi_j - \xi_j^*).\]
Considering close points with \( \xi_1^\pm = \xi_1^{(0)} \pm \delta \xi_1/p, \ldots, \xi_6^\pm = \xi_6^{(0)} \pm \delta \xi_6/p \), where \( \delta \xi_1, \ldots, \delta \xi_5 \) are (small) differences of the asymptotic high-temperature values at \( T \) and, e.g., at 1.01\( T \), \( \delta \xi_6 \) is, e.g., 0.001, whereas \( p \) is, e.g., 600, and using \( F(\xi_1, \ldots, \xi_6) \approx \mathfrak{F}(\xi_1, \ldots, \xi_6) \), we determine the coefficients \( C_{ij} \) in Eq. (A.3). Furthermore, we obtain the prediction for \( \xi_1^*, \ldots, \xi_6^* \) from Eq. (A.3). The objective function \( \mathfrak{F} \), in general, does not vanish at the determined point \( (\xi_1^*, \ldots, \xi_6^*) \) (since \( \mathfrak{F} \) and \( F \), in general, are only approximately equal). We declare this point as the initial one, i.e., \( \xi_1^* \rightarrow \xi_1^{(0)}, \ldots, \xi_6^* \rightarrow \xi_6^{(0)} \), and repeat calculations. While seeking for the new coefficients \( C_{ij} \) and the new prediction for \( \xi_1^*, \ldots, \xi_6^* \) we decrease \( \delta \xi_1/p, \ldots, \delta \xi_6/p \) by factor 2. We repeat calculations (e.g., 10 times), evaluating the value of the objective function \( \mathfrak{F} \) at this temperature \( T \), see the solid line in the lower panel of Fig. 8, and its small values allow us to conclude that we have found the solution of Eq. (4.1) at the temperature \( T \).

Next step is to decrease the temperature: \( T \rightarrow T - \Delta T \); \( \Delta T \) varies from 0.01 to 0.000001, see below. We do not use the asymptotic high-temperature values any more. Instead, we use the determined values \( \xi_1^*, \ldots, \xi_6^* \) at the temperature \( T \) as the initial values \( \xi_1^{(0)}, \ldots, \xi_6^{(0)} \) for the lower temperature \( T - \Delta T \). Furthermore, \( \delta \xi_1 \) now are the differences of \( \xi_1^{(0)} \) at \( T - \Delta T \) and \( \xi_1^{(0)} \) at \( T \). This way we proceed approaching extremely low temperatures; simultaneously we observe the objective function \( \mathfrak{F} \) which should be small enough. As can be seen in the lower panel of Fig. 8, \( \mathfrak{F} \) is as small as \( 10^{-40} \ldots 10^{-50} \) (solid curve) and thus evidences that we have found the solution of Eq. (4.1).

Few comments on the explained scheme of numerical solution of the self-consistent equations are in order here. First, the described procedure, which is based on the assumption about a paraboloid for the objective function (A.3), requires a reasonable amount of time on personal computer that is obviously an advantage in comparison with the numerical solution described in Ref. [59] (seeking for the minimum of the objective function within a cuboid).

Second, at certain low temperature the described scheme may fail. What is the reason for that? We ob-
served that it may occur because \( f_\pm \) [see Eq. (3.10)] becomes negative at the points of the six-dimensional space which are used to determine the coefficients \( C_{ij} \) in Eq. (A.3). Sometimes, this obstacle can be overcome by a change of the specific parameter values employed in the described scheme. Here we have arrived at the third comment, which regards a jump behavior of the solid curve in the lower panel of Fig. 8. The jumps are related to a change of the step \( \Delta T \): If the described scheme fails at some temperature, one may decrease \( \Delta T \) or increase \( p \) etc. and this may allow to proceed further decreasing the temperature. For example, we set \( \Delta T = 0.01 \) at high temperatures, but \( \Delta T = 0.001 \) while approaching \( T = 1 \), \( \Delta T = 0.0001 \) for \( T = 1 \ldots 0.1 \) and \( \Delta T = 0.00001 \) below \( T = 0.1 \).

Fourth, it is worth noting that the second and the fourth equations (4.1) may be replaced by the physically equivalent ones

\[
\tilde{\alpha}_{01} = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq \langle S_{q1}^- S_{q2}^+ \rangle \alpha, \rho, \quad (A.4)
\]

\[
\tilde{\alpha}_{11} = \frac{1}{2\pi} \int_{-\pi}^{\pi} dq \langle S_{q1}^- S_{q2}^+ \rangle \alpha, \rho, \quad (A.4)
\]

respectively. This simply corresponds to another possible choice of \( c_{01} = \langle S_{j1}^- S_{j2}^+ \rangle \) and \( c_{11} = \langle S_{j1}^- S_{j1+1,2}^+ \rangle \), see Fig. 1 and Eqs. (2.2) and (3.7). In these cases, however, the explained numerical scheme for the resulting set of self-consistent equations fails at higher temperatures and therefore they were discarded.

Finally, for the set \( J_1 = 3.294, J_2 = 1 \) we have detected the following problem. At high temperatures \( \tilde{\alpha}_{02} \) is the smallest quantity and can be hardly controlled by the objective function (A.1). Therefore \( c_{02} \) does not follow (4.3) in the temperature range where other four correlators, \( c_{10}, c_{01}, c_{20}, \) and \( c_{11} \), are quite close their high-temperature asymptotes (4.3). However, the correct high-temperature behavior of all correlators is inherent in the self-consistent equations (4.1): Fixing \( c_{02} \) by the relation \( c_{02} = 2 \tilde{\alpha}_{01}^2 \) which holds at high temperatures and utilizing the described numerical scheme now in a five-dimensional space we achieve the values of the objective function as small as \( 10^{-20} \ldots 10^{-30} \).

Yet another comment is worth mentioning. In the beginning of appendix we introduce a six-dimensional space defining \( \xi_1, \ldots, \xi_6 \) and then apply the explained numerical scheme. However, another choice of the coordinates which describe the points of a six-dimensional space is also possible. More specifically, we may consider another six-dimensional space of values, \( \xi_1 \equiv \rho \tilde{\alpha}_{10}, \xi_2 \equiv \tilde{\alpha}_{01}, \xi_3 \equiv \rho \tilde{\alpha}_{20}, \xi_4 \equiv \tilde{\alpha}_{11}, \xi_5 \equiv \tilde{\alpha}_{02}, \) and \( \xi_6 \equiv \rho, \) and use the following objective functions:

\[
\mathfrak{F}(\xi_1, \ldots, \xi_6) = \sum_{i=1}^{5}[\xi_i - \Xi_i(\xi_1, \ldots, \xi_6)]^2 + [\Xi_6(\xi_1, \ldots, \xi_6)]^2, \quad (A.5)
\]

where \( \Xi_i(\xi_1, \ldots, \xi_6), i = 1, \ldots, 6 \) are defined in Eq. (A.2), see Eqs. (4.1), (4.2). As can be seen in Figs. 8 and 9, dashed curves, in such a case the high-temperature asymptote for \( c_{02} \) is reproduced better and this correlator has smaller values. However, the values of the objective function are much larger (dashed curve in the lower panel of Fig. 8). Thermodynamic quantities along with the static structure factor as they follow by numerical solution of Eq. (4.1) using (A.1) and (A.5) are compared in Figs. 10 and 11 (solid versus dashed curves). Although the results are different in detail (and correspond to a big difference of the objective function values) they look qualitatively quite similar.

Summarizing this appendix, we emphasize that a numerical solution of the self-consistent equations emerging after the Kondo-Yamaji approximation is an important ingredient of the RGM approach. While in the previous studies this issue has not been discussed in great detail, in the case of nonequivalent sites in the unit cell, when the number of equations increases, a controlled solving of this set of equations is vitally necessary to make possible a successful application of the RGM approach.
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