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Abstract. We consider ideals $I$ in a Stanley-Reisner ring $k[\Delta]$ over the simplical complex $\Delta$, such that the tight closure of $I$, $I^*$, is equal to $m$, the standard graded maximal ideal of $k[\Delta]$. We determine the minimal number of generators of $I$ to be the dim $\Delta + 1$ and note the important role this value plays in bounding the intersection of all such ideals $I$. We make mention of this intersection in special cases of Stanley-Reisner rings. We conclude with a description of how this work relates to integral closure.

1. Introduction

All rings in this paper are commutative, with identity, and Noetherian. Further all rings also contain an infinite field of characteristic $p$ or characteristic 0, though making a distinction between the two has no bearing on the results of this paper, largely due to the work in [HH99].

In section 2 we outline the basics of the relatively well known concept of a Stanley-Reisner ring, which were studied in depth by Hochster [Hoc77], Reisner [Rei76], and Stanley [Sta75] in the 1970’s. Specifically we discuss how a Stanley-Reisner ring relates to a simplicial complex, paying special attention to the dimension and minimal primes of a Stanley-Reisner ring.

We must also know a few key details, definitions, and theorems regarding tight closure. These are covered in Section 3. Tight closure was introduced in the 1980’s for characteristic $p$ by Hochster and Huneke [HH88, HH90] and later expanded to characteristic 0 [HH99], and has since become a major topic of focus in commutative algebra. The most useful theorems in the section are Theorems 3.1 and 3.2 which enable us to use what we know about Stanley-Reisner rings from Section 2 and say a great deal about ideals that tightly close to the standard graded maximal ideal $m$ in a Stanley-Reisner ring.

For section 4 we pick a target ideal for the tight closure of an ideal $I$, namely the graded maximal ideal $m$ of a $k[\Delta]$, and describe the criteria required for $I$ to tightly close to that ideal. Special mention is made of the number of generators and overall structure required of $I$. 
In section 5, we fix the number of generators of \( I \) to its minimally required number and define \(*\)-core to be the intersection of these minimally generated ideals. We make mention of a known lower bound for \(*\)-core \( m \), namely \( \tau \cdot m \) where \( \tau = \sum \ann P \) for all minimal primes \( P \) of \( k[\Delta] \) and associated pitfalls. We also introduce an upper bound that is consistent for all Stanley-Reisner rings and a lower bound that depends only on the dimension of the ring (and the dimension of the complex).

We then proceed with a discussion of \(*\)-core \( m \) in special cases with an eye toward determining \(*\)-core \( m \) when \( \Delta \) is a simple graph and reduce all future work to the question of what \(-\)-core \( m \) is in the case where \( \Delta \) is connected.

Finally, in section 7 we discuss the broader implications of the work in the paper to integral closure. Specifically we notice that everything proven about tight closure in this paper is also true for integral closure, and the paper may therefore be viewed in the context of integral closure if it is more relevant to the reader.

2. Stanley-Reisner rings

Let \( V = \{v_1, \ldots, v_n\} \) be a finite set. A simplicial complex \( \Delta \) on \( V \) is a collection of elements from \( 2^V \), the power set of \( V \), such that if \( F \in \Delta \) and \( G \subset F \), then \( G \in \Delta \), and such that \( \{v_i\} \in \Delta \) for \( i = 1, \ldots, n \). The elements of \( \Delta \) are called faces and the maximal faces (under inclusion) are called facets. The dimension of a face \( F \) of \( \Delta \) is \( \dim F = |F| - 1 \), and the dimension of a simplicial complex is

\[
\dim \Delta = \max \{ \dim F : F \in \Delta \}.
\]

We define a simplicial complex \( \Delta \) to be proper if \( \Delta \neq 2^V \), otherwise \( \Delta \) is a simplex. Further for \( d < n \), we define \( \Delta_{d,n} \) be the \( d-1 \) dimensional proper simplicial complex on \( n \) vertices such that every facet of \( \Delta \) is a set of size \( d \) and all size \( d \) subsets of \( V \) are facets. The distinction that \( d \) is strictly less than \( n \) is important because if \( d = n \), \( \Delta_{d,n} \) is a simplex and \( d > n \) is impossible.

If \( \Delta \) is a simplicial complex over vertex set \( V = \{v_1, \ldots, v_n\} \), define \( I_\Delta \) to be the ideal of \( k[x_1, \ldots, x_n] \), the polynomial ring over an infinite field \( k \) of characteristic \( p \) or 0, generated by all monomials \( x_{i_1}x_{i_2}\cdots x_{i_s} \) such that \( \{v_{i_1}, v_{i_2}, \ldots, v_{i_s}\} \notin \Delta \). We define the Stanley-Reisner ring \( k[\Delta] \) to be the quotient ring \( k[x_1, \ldots, x_n]/I_\Delta \). The ring \( k[\Delta] \) is a polynomial ring if and only if \( \Delta \) is a simplex. There exists a natural one-to-one correspondence between all simplicial complexes on \( n \) vertices and all square free monomial ideals of \( k[x_1, \ldots, x_n] \) with generators of degree greater than 1.
Stanley-Reisner rings have a few useful and interesting properties. The first of these can be found in [BH97], among other sources, and provides a characterization of all the minimal primes of the ring $k[\Delta]$ as well as the dimension of the ring:

**Theorem 2.1** ([BH97], Theorem 5.1.4). Let $\Delta$ be a simplicial complex and $k$ a field then

$$I_\Delta = \bigcap_F \mathfrak{B}_F$$

where the intersection is taken over all facets $F$ of $\Delta$, and $\mathfrak{B}_F$ denotes the prime ideal generated by all $x_i$ such that $v_i \notin F$. In particular,

$$\dim k[\Delta] = \dim \Delta + 1.$$ 

For example, the ring $k[\Delta]$ with $I_\Delta = (x_1x_4, x_2x_4)$ corresponds to the simplicial complex $\Delta$ in the following figure with facets $\{v_1, v_2, v_3\}$ and $\{v_3, v_4\}$.

![Simplicial Complex Diagram](image)

The minimal primes of $k[\Delta]$ corresponding to each of these facets are, respectively, $P = (x_4)$ and $Q = (x_1, x_2)$. The dimension of this ring is three because $\dim \Delta = 2$ and $P \cap Q = (x_1x_4, x_2x_4) = I_\Delta$.

### 3. Tight Closure

Let $I \subset R$ be an ideal, where $R$ is a ring of prime characteristic $p > 0$. The **tight closure** $I^*$ of $I$ is the set of all elements $x \in R$ for which there exists $c \in R^o$ with $cx^{p^e} \in I^{[p^e]}$ for $p^e \gg 0$, where $R^o$ is the set of elements of $R$ not contained in any minimal prime of $R$. One says $I$ is **tightly closed** if $I = I^*$. When $R$ is a finitely generated algebra over a field $k$ of characteristic 0, one passes to characteristic $p$ models of $R$ and $x \in I^*$ if true for almost all characteristic $p$ models. For details see [HH99].

Since for a minimal prime $P$ in a Stanley-Reisner ring $k[\Delta], k[\Delta]/P$ is a polynomial ring, the following result from [HH90, Theorem 4.4] in characteristic $p$ and [HH99, Theorem 4.1.1] for characteristic 0 will be useful.

**Theorem 3.1.** If $R$ is a polynomial ring over a field $k$ and $I$ is an ideal of $R$, then $I^* = I$. 
If we pair Theorem 3.1 with Theorem 3.2, we can compute the tight closure of ideals in Stanley-Reisner rings relatively easily. Theorem 3.2 is found as \[ \text{[AHH93, Lemma 2.10(c)(1)] for characteristic } p \] and \[ \text{[HH99, Theorem 2.5.5(n)] for characteristic 0.} \]

**Theorem 3.2.** Let \( R \) be a Noetherian ring, \( I \) an ideal of \( R \), and \( x \in R \). Then \( x \in I^* \) if and only if for all minimal primes \( P \) of \( R \), the image of \( x \) is in \((IR/P)^*\) as an ideal of \( R/P \).

As an example of how Theorems 3.1 and 3.2 can work together, let \( k[\Delta] \) be the Stanley-Reisner ring corresponding to the simplicial complex consisting of only two vertices:

\[
\begin{array}{c}
\ast \\
\ast \\
\ast
\end{array}
\]

\[
k[\Delta] = k[x, y]/(xy).
\]

The set of minimal primes is \( \{(x), (y)\} \). Let \( I = (x + y) \) be an ideal of \( R \). Then,

\[
Ik[\Delta]/(x) = yk[y] = (yk[y])^* \\
Ik[\Delta]/(y) = xk[x] = (xk[x])^*
\]

by Theorem 3.1. In \( Ik[\Delta]/(x) \), \( x = 0 \) and in \( Ik[\Delta]/(y) \), \( x = x + y \), so by Theorem 3.2, \( x \in (x + y)^* \). Similarly, \( y \in (x + y)^* \). Thus,

\[
(x, y) \subseteq (x + y)^* \subseteq (x, y)^* = (x, y)
\]

and the tight closure of \( (x + y) \) is \( (x, y) \).

Because if \( \Delta \subseteq \Delta' \) are simplicial complexes, there exists a natural surjection \( f : k[\Delta'] \rightarrow k[\Delta] \). It will be important to know how the tight closure of an ideal is affected by such a map. For this we turn to \[ \text{[HH94, Theorem 6.24] if the base field } k \text{ is characteristic } p \] and to \[ \text{[HH99, Theorem 2.5.5(k)] if } k \text{ is characteristic 0.} \]

**Theorem 3.3.** If \( f : R \rightarrow S \) is a map of finitely generated algebras over a field, \( I \) an ideal of \( R \), and \( x \in I^* \), then \( f(x) \in (f(I)S)^* \). In particular \( f(I^*) \subseteq f(I)^* \).

As a corollary to Theorem 3.3, we get the following result which will be useful in Section 5:

**Corollary 3.4.** When \( R \) is finitely generated over a field \( k \), \( f : R \rightarrow S \) a ring isomorphism, and \( I \) an ideal of \( R \), then \( f(I^*) = f(I)^* \).
Proof. By Theorem 3.3, \( f(I^*) \subseteq f(I)^* \). Let \( g : S \to R \) be the inverse of \( f \). But since \( S \) is also finally generated over a field, by Theorem 3.3 again, we get \( g(f(I^*)) \subseteq g(f(I))^* = I^* \). Apply \( f \) to both sides to get \( f(g(f(I^*))) \subseteq f(I^*) \). Thus \( f(I)^* \subseteq f(I^*) \) which gives \( f(I^*) = f(I)^* \). \( \square \)

We also need the following simple observation:

**Observation 3.5.** Let \( P \) be a prime ideal of \( R \). Then

\[
P^* = P.
\]

Proof. The tight closure of an ideal \( I \) is contained in integral closure of \( I \) [HH90]. All prime ideals are integrally closed by [HS06, Remark 1.1.3 (4)]. If \( P \) represents the integral closure of a prime ideal \( P \), then

\[
P \subseteq P^* \subseteq P^{-} = P.
\]

Thus \( P^* = P \). \( \square \)

4. \(*\)-reductions and \(*\)-spread of \( m \)

Given ideals \( J \subseteq I \), we say \( J \) is a \(*\)-reduction of \( I \) if \( I \subseteq J^* \) (equivalently \( I^* = J^* \)). A \(*\)-reduction \( J \) is minimal if for all ideals \( K \subseteq J \), \( I \not\subset K^* \). We define the \(*\)-spread of an ideal \( I \) to be fewest number of generators of a minimal \(*\)-reduction of \( I \).

If we let \( m = (x_1, \ldots, x_n) \) in the Stanley-Reisner ring \( k[\Delta] = k[x_1, \ldots, x_n]/I_\Delta \) we can find effective descriptions of the minimal \(*\)-reductions of \( m \) as well as state exactly the \(*\)-spread of \( m \).

When determining what a \(*\)-reduction of \( m \) must look like, we can build the ideal by examining what conditions the ideal must meet. It must be true that for a prime \( P \) of \( k[\Delta] \) and a \(*\)-reduction \( I \) with \( s \) of \( m \) with \( s \) generators that \( I + P/P = m \). So whatever the generators of \( I \), we know the linear parts of the generators remaining in \( I + P/P \) must form a system of linear equations in the variables of \( k[\Delta] \) that are outside of \( P \). When considering all minimal primes of a Stanley-Reisner ring in \( n \) variables, the coefficients of the linear terms form an \( s \times n \) matrix of values representing a linear system such that for each specific minimal prime \( P \), the columns of the matrix that represent a variable outside of \( P \) must on their own form a matrix that can be converted to reduced row echelon form with a leading entry in each column.

For an example consider the ring \( \mathbb{R}[x, y, z]/(xz) \) and the ideal \( I = (x+y+2z, x+2y+z) \). It is not to hard to check that \( I \) is a \(*\)-reduction
of \( \mathfrak{m} \). The minimal primes of this ring are \( P = (x) \) and \( Q = (z) \). If we focus on \( P \) we get a matrix that reduces as follows:

\[
\begin{pmatrix}
1 & 2 \\
2 & 1
\end{pmatrix} 
\rightarrow 
\begin{pmatrix}
1 & 2 \\
0 & -3
\end{pmatrix} 
\rightarrow 
\begin{pmatrix}
1 & 2 \\
0 & 1
\end{pmatrix} 
\rightarrow 
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\]

where the first column is for the variable \( x \) and the second column is for \( z \). Similarly, for \( Q \) the matrix reduces as such

\[
\begin{pmatrix}
1 & 1 \\
1 & 2
\end{pmatrix} 
\rightarrow 
\begin{pmatrix}
1 & 1 \\
0 & 1
\end{pmatrix} 
\rightarrow 
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\]

for \( x \) in the first column and \( y \) in the second column.

One of the things we will do often is to apply these same row reductions to the matrix of coefficients of the linear terms without reducing the number of columns. This will provide alternate generating sets for the same ideal \( I \). If we continue with the previous example, for the ideal \( P \),

\[
\begin{pmatrix}
1 & 1 & 2 \\
1 & 2 & 1
\end{pmatrix} 
\rightarrow 
\begin{pmatrix}
1 & 1 & 2 \\
-1 & 0 & -3
\end{pmatrix} 
\rightarrow 
\begin{pmatrix}
1 & 1 & 2 \\
\frac{1}{3} & 0 & 1
\end{pmatrix} 
\rightarrow 
\begin{pmatrix}
\frac{1}{3} & 1 & 0 \\
\frac{1}{3} & 0 & 1
\end{pmatrix}
\]

and for \( Q \)

\[
\begin{pmatrix}
1 & 1 & 2 \\
1 & 2 & 1
\end{pmatrix} 
\rightarrow 
\begin{pmatrix}
1 & 1 & 2 \\
0 & 1 & -1
\end{pmatrix} 
\rightarrow 
\begin{pmatrix}
1 & 0 & 3 \\
0 & 1 & -1
\end{pmatrix}
\]

which provides two alternate ways to generated \( I \), specifically \((x + y, \frac{2}{3} + z)\) and \((x + 3z, y - z)\) respectively.

For the reasons outlined in the example, we will often choose to generate a \(*\)-reduction \( I = (f_1, \ldots, f_s) \) of \( \mathfrak{m} \) with respect to a chosen prime \( P \), by the set of polynomials \( \{x_1 + g_1, \ldots, x_r + g_r, g_{r+1}, \ldots, g_s\} \) where (after relabeling) \( x_1, \ldots, x_r \) are the variables outside of \( P \) and \( g_i \) for \( 1 \leq i \leq s \) are polynomials that exist in \( P \). We will refer to this process as diagonalization.

Before we examine the generators of the \(*\)-reductions of \( \mathfrak{m} \) any farther, let us first determine the number of generators a minimally generated \(*\)-reduction must have.

**Observation 4.1.** The \(*\)-spread of \( \mathfrak{m} \) is at least \( d = \dim k[\Delta] \).

**Proof.** Let \( I \) be a \(*\)-reduction of \( \mathfrak{m} \) in \( k[\Delta] \) and let \( d = \dim k[\Delta] \). Suppose \( P \) is a prime of \( k[\Delta] \) such that \( I \subseteq P \). Then \( \mathfrak{m} = I^* \subseteq P^* = P \). Since \( \mathfrak{m} \) is maximal, \( \mathfrak{m} = P \). Thus \( \mathfrak{m} \) is the only prime containing \( I \). The height of \( I \) is therefore \( d \). By Krull’s height theorem [BH97, Theorem A.2.], \( I \) has at least \( d \) generators. \( \square \)

**Theorem 4.2.** The \(*\)-spread of \( \mathfrak{m} \) in \( k[\Delta_{d,n}] \) is \( d \).
Proof. For almost every choice of coefficients $a_{(i,j)} \in k$, we want to show that $I = (f_1, \ldots, f_d)$ with
\[
\begin{align*}
f_1 &= a_{(1,1)}x_1 + \cdots + a_{(1,n)}x_n \\
f_2 &= a_{(2,1)}x_1 + \cdots + a_{(2,n)}x_n \\
&\vdots \\
f_d &= a_{(d,1)}x_1 + \cdots + a_{(d,n)}x_n
\end{align*}
\]
satisfies $I^* = m$. Let $X$ be the set of variables of $k[\Delta_{d,n}]$. The ideal $I$ is a $*$-reduction of $m$ if $IR/P \cong (x_{i_1}, \ldots, x_{i_d})$ in the ring $k[x_{i_1}, \ldots, x_{i_d}]$ for any minimal prime $P = (X - \{x_{i_1}, \ldots, x_{i_d}\})$ of $R$. Therefore if we have $d$ generators of $I$, for any choice of $d$ of the variables, we get a square matrix with the first column corresponding to the coefficients on $x_{i_1}$ across the $d$ linear polynomial generators of $I$. Due to our discussion of diagonalization, the desired condition is equivalent to all such matrices being nonsingular.

Let $\gamma_{j_1,\ldots,j_d}$ be the determinant of the matrix of coefficients for columns $j_1, \ldots, j_d$. These are all nonzero if and only if
\[
\gamma = \prod \gamma_{j_1,\ldots,j_d} \neq 0.
\]
The product $\gamma$ is a polynomial in $n \cdot d$ variables and its solution cuts out a hypersurface in affine $n \times d$ space. Therefore by [Kun85, Proposition 1.3.], almost any choice of values for $a_{(i,j)}$ will give us the desired ideal $I$, so that in particular, such $I$ do exist.

Interestingly, we can use the ideals constructed in Theorem 4.2 to find the $*$-spread of $m$ in an arbitrary Stanley-Reisner ring:

**Theorem 4.3.** Let $\Delta$ be a proper $d-1$ dimensional simplicial complex on $n$ vertices. Then $*$-spread of $m$ in $k[\Delta]$ is $d$. That is,
\[
\text{*$*$-spread of } m = \dim k[\Delta] = \dim \Delta + 1.
\]

**Proof.** Note that $\Delta \subset \Delta_{d,n}$. Thus there exists a natural surjection
\[
\varphi : k[\Delta_{d,n}] \twoheadrightarrow k[\Delta].
\]
If we define $I$ to be as in Theorem 4.2 then $\varphi(I)$ is an ideal of $k[\Delta]$. If $n$ is the maximal ideal of $k[\Delta_{d,n}]$ generated by the images of the variables, then
\[
m = \varphi(n) = \varphi(I^*) \subseteq \varphi(I)^* \subseteq m,
\]
where the first inclusion follows from Theorem 3.3. Hence $\varphi(I)^* = m$ which means $m$ has a $*$-reduction with $d$ generators. Thus $*$-spread $m \leq d$. But by Observation 4.1 $*$-spread $m \geq d$ as well. Hence $*$-spread $m = d$. \qed
In the previous theorems, the ∗-reductions of \( m \) used in the proofs were generated by linear polynomials. It is important to note that a ∗-reduction of \( m \), even a minimal one, may be generated by polynomials that are not linear. For example, the ideal \( J = (x + y + xz, y + z) \) in \( k[x, y, z]/(xyz) \) is a ∗-reduction of \( m \) and is not generated by linear polynomials. If we let \( I \) be an ideal in the same ring generated by the linear parts of the generators of \( I \), i.e. \( I = (x + y, y + z) \), we see that \( I \) is also a ∗-reduction of \( m \). This indicates the following result.

**Theorem 4.4.** Let \( J = (f_1, \ldots, f_s) \) be a ∗-reduction of \( m \) in \( k[\Delta] \) for \( s \geq d = \dim k[\Delta] \). Let \( f_i = g_i + h_i \) for \( 1 \leq i \leq s \) where \( g_i \) is the polynomial of linear summands of \( f_i \) and \( h_i \) is the polynomial of nonlinear summands of \( f_i \). If \( I = (g_1, \ldots, g_s) \), then \( I^* = m \).

**Proof.** Let \( P \) be a minimal prime of \( k[\Delta] \). Then \( J + P/P = m/P \). Let \( \overline{f}_i \) be the image of \( f_i \) in \( J + P/P \) and let \( \overline{x}_j \) be the image of \( x_j \) in \( m/P \). Then there exist polynomials \( a_1, \ldots, a_s \) in \( k[\Delta]/P \) such that

\[
\overline{x}_j = a_1 \overline{f}_1 + \cdots + a_s \overline{f}_s
\]

in \( J + P/P \). Let each \( a_i = c_i + b_i \) where \( c_i \) is the constant term of \( a_i \) and \( b_i \) is the sum of every other term. Then

\[
x_j = \sum c_i \overline{g}_i + \sum b_i \overline{g}_i + \sum a_i \overline{h}_i
\]

and since all the terms of \( \sum b_i \overline{g}_i + \sum a_i \overline{h}_i \) are of degree greater than one, it must be true that \( \sum b_i \overline{g}_i + \sum a_i \overline{h}_i = 0 \). Thus for all minimal primes \( P \) of \( k[\Delta] \),

\[
I + P/P = J + P/P = m/P
\]

and \( I^* = m \). \( \square \)

Even though the ∗-spread of \( m \) is \( d \), there do exist ∗-reductions with more than \( d \) generators. Such a reduction, however, is never minimal. Using iterations of the following theorem we can show that given a ∗-reduction \( J \) of \( m \) with more than \( d \) generators, we can find an ideal \( I \subset J \) that is a ∗-reduction of \( m \) with \( d \) generators. The following result is analogous to a result of Epstein [Eps05, Theorem 5.1], though his result his result is for excellent analytically irreducible local domains of characteristic \( p > 0 \) and the method of proof is different.

**Theorem 4.5.** Let \( d = \dim k[\Delta] \) and let \( J = (f_1, \ldots, f_c) \) with \( c \geq d + 1 \). If \( J^* = m \), then there exists \( I = (g_1, \ldots, g_{c-1}) \) such that \( I \subset J \) and \( I^* = m \).
Proof. Let \( P_1, \ldots, P_r \) be the minimal primes of \( k[\Delta] \) ordered such that for \( r \leq s \), if \( P_i \in \{ P_1, \ldots, P_r \} \) and \( J \) as defined above,
\[
(f_1, \ldots, f_{c-1})k[\Delta]/P_i \equiv Jk[\Delta]/P_i \equiv mk[\Delta]/P_i
\]
and if \( P_i \in \{ P_{r+1}, \ldots, P_s \} \), the above is not true. Let \( Q = (x_{t+1}, \ldots, x_n) \in \{ P_{r+1}, \ldots, P_s \} \). Then there exists \( f'_1, \ldots, f'_c \in k[\Delta] \) such that the linear part of each of these polynomials only include variables from \( \{ x_{t+1}, \ldots, x_n \} \) such that
\[
J = (x_1 + a_1x_t + f'_1, \ldots, x_{t-1} + a_{t-1}x_t + f'_{t-1}, f'_t, \ldots, f'_{c-1}, x_t + f'_c)
\]
and
\[
(f_1, \ldots, f_{c-1}) = (x_1 + a_1x_t + f'_1, \ldots, x_{t-1} + a_{t-1}x_t + f'_{t-1}, f'_t, \ldots, f'_{c-1})
\]
for \( a_1, \ldots, a_t \in k \). Then setting \( g_i = a_ix_t + f'_i, 1 \leq i \leq t - 1 \), we have
\[
(x_1 + g_1, \ldots, x_{t-1} + g_{t-1}, \alpha(x_t + f'_c) + f'_t, \ldots, f'_{c-1})k[\Delta]/Q \equiv mk[\Delta]/Q
\]
for any nonzero \( \alpha \in k \).

We want to show that we can choose the above \( \alpha \) in such a way that with \( J' = (x_1 + g_1, \ldots, x_{t-1} + g_{t-1}, \alpha(x_t + f'_c) + f'_t, \ldots, f'_{c-1}) \),
\[
J'k[\Delta]/P_i \cong mk[\Delta]/P_i
\]
for all \( P_i \in \{ P_1, \ldots, P_r \} \).

For each \( P_i \in \{ P_1, \ldots, P_r \} \) attempt to diagonalize the generators of \( J' \) as in the beginning of the section except for \( \alpha(x_t + f'_c) + f'_t \), leave that generator untouched. The diagonalization of the other \( c - 2 \) generators will include a leading term in the column for each variable outside of \( P_i \) with the exception of at most one of the variables. If every necessary column has a leading term after the diagonalization process, then
\[
J'k[\Delta]/P_i \cong mk[\Delta]/P_i
\]
no matter the choice of \( \alpha \). Otherwise, the diagonalization misses exactly one column. In this case we need the generator \( \alpha(x_t + f'_c) + f'_t \) to accommodate this column. This depends on the choice of \( \alpha \).

Assume that the column this generator is needed to accommodate is the one for the variable \( y \) and that \( \beta \) is the coefficient on \( y \) and that \( \alpha_j \) is the coefficient on \( x_j \) in \( \alpha(x_t + f'_c) + f'_t \). Part of the diagonalization process includes performing a row operation to remove \( \alpha_jx_j \) as part of this sum, which potentially alters the coefficients on the terms of \( \alpha(x_t + f'_c) + f'_t \), including \( \beta \). It is therefore necessary for \( \beta \) to not be both equal in magnitude and opposite in sign to the cumulative effect of these row operations i.e. for each \( \gamma_j \), the coefficient on \( y \) in the generator with leading term in the \( x_j \) column, \( 0 \neq \beta - \sum \alpha_j \gamma_j \). Since \( \alpha \) only appears once in this equation as part of the construction of \( \beta \),
only at most one value of $\alpha$ will not work for each $P_i$. Therefore since there are $r$ minimal primes $P_i$ that we need to check, there are at most $r$ values of $\alpha$ that will not work.

Repeat this process from the beginning of the proof until $r = s$ and let final resulting $J' = I$. Thus there exists an ideal $I \subset J$ with one less generator than $J$ such that $I^* = m$. \hfill $\square$

**Corollary 4.6.** If $I$ is a $*$-reduction of $m$ in $k[\Delta]$ with more than $d = \dim k[\Delta]$ generators, then there exists an ideal $J \subset I$ of $k[\Delta]$ with $d$ generators such that $J^* = m$.

**Proof.** This follows naturally by reverse induction on $c$. \hfill $\square$

5. **Bounds for $*$-core $m$**

When considering integral closure ideal, there is a notion of the core of an ideal $I$, which is the intersection of all minimal reductions $I$. We can define an analogous notion for tight closure. We define the $*$-core of an ideal $I$ to be the intersection of all minimal $*$-reductions of $I$. If we return to the ring $k[\Delta] = k[x, y]/(xy)$, we saw that $(x + y)$ was a (minimal) $*$-reduction of $m$. In fact, all minimal $*$-reductions of $m$ in this ring are of the form $(x + \lambda y)$, where $\lambda$ is any nonzero element of $k$. Then,

$$*\text{-core } m = \bigcap_{\lambda}(x + \lambda y) = (x^2, y^2).$$

The importance of using an infinite field $k$ in the above example cannot be overstated. For example, if $R = k[\Delta_{1,2}] = k[x, y]/(xy)$ where $k = \mathbb{F}_2$, then the only minimal $*$-reduction of $m$ is $(x + y)$, which means that the intersection of all minimal $*$-reductions of $m$ is $(x + y)$. The upper and lower bound we introduce in this section are given with the intention that $k$ is infinite. For this example, we notice $*\text{-core } m$ is generated by a pair of monomials. In general, we can observe the following:

**Observation 5.1.** Suppose $I \subseteq k[\Delta]$ is an ideal generated by monomials and that $I = I^*$. Then $*\text{-core } I$ is generated by monomials.

**Proof.** Let $S = k[x_1, \ldots, x_n]$, a polynomial ring in $n$ variables over an infinite field $k$ and let $I_\Delta$ be the defining ideal of a simplicial complex such that $k[\Delta] = S/I_\Delta$. There exists a group action of $G = (k^*)^n$ on $S$ defined by

$$(\lambda_1, \ldots, \lambda_n) \cdot f(x_1, \ldots, x_n) := f(\lambda_1 x_1, \ldots, \lambda_n x_n).$$

The fixed ideals of $S$ under $G$ are the monomial ideals. The action of $G$ on $S$ induces an action on $k[\Delta]$. Let $J$ be an ideal of $k[\Delta]$ such that
$J^* = I$. Then for any $g \in G$, $g \cdot J = \{ g \cdot a \mid a \in J \}$ is an ideal and $(g \cdot J)^* = I$ by Corollary 3.4. Thus

$$
* \text{-core } I = \bigcap_{J | J^* = I} J = \bigcap_{J | J^* = I} g \cdot J = g : \bigcap_{J | J^* = I} J = g \cdot * \text{-core } I.
$$

Since the group action fixes $* \text{-core } I$, $* \text{-core } I$ must be generated by monomials.

Calculating the $* \text{-core}$ of any ideal can be difficult, so we want to have a better idea of where we should look for the monomials that generate the $* \text{-core}$. The first place we look is to the test ideal $\tau$ of the ring $R$. The test ideal $\tau$ is defined the following way:

$$
\tau := \bigcap_{I \text{ ideal of } R} (I : I^*).
$$

which by Vassilev [Vas98, Theorem 3.7] can also be defined to be the sum of the annihilating ideals of the minimal primes in a Stanley-Reisner ring $k[\Delta]$. The test ideal is not hard to find in the setting of Stanley-Reisner rings, especially since the minimal primes of a Stanley-Reisner ring $k[\Delta]$ are easy to describe. In our example of $k[\Delta] = k[x, y]/(xy)$, the annihilator of $(x)$ is $(y)$ and the annihilator of $(y)$ is $(x)$, therefore $\tau = (x, y)$.

The following observation about the test ideal $\tau$ from [FVV11, Observation 3.1] provides a computationally based lower bound for the $* \text{-core}$ of an ideal.

**Observation 5.2.** Let $R$ be a ring of any characteristic with test ideal $\tau$. Let $I$ be an ideal of $R$. Then $\tau I \subseteq * \text{-core } I$.

In simple cases, $\tau I$ is exactly the $* \text{-core } I$. For example, in $k[x, y]/(xy)$, $\tau m = (x, y)^2 = (x^2, y^2) = * \text{-core } m$. As the dimension of Stanley-Reisner rings increases, this lower bound does not capture all the information about $* \text{-core } I$. The ring $k[x, y, z]/(xy)$ has test ideal $\tau = (x, y)$ and

$$
\tau m = (x, y) \cdot (x, y, z) = (x^2, xz, y^2, yz),
$$

but the monomial $z^2$ is also easily computed to be in $* \text{-core } m$. The difficulty of computation also tends to increase as simplicial complexes get more complicated. Because of this, we provide a simpler lower bound for $* \text{-core } m$, namely $m^{d+1} \subseteq * \text{-core } m$. Often, this lower bound is exactly $* \text{-core } m$. To show this we need the following lemma.

**Lemma 5.3.** Let $\Delta_{d,n}$ be the complete $d - 1$ dimensional simplicial complex on $n$ vertices. Let $\alpha_1, \alpha_2, \ldots, \alpha_s$, $s \leq d$, be a partition of the
positive integer \( d + 1 \) with
\[
\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_s \geq 1; \alpha_1 \geq 2
\]
Then all monomials of the form \( x_{i_1}^{\alpha_1} x_{i_2}^{\alpha_2} \cdots x_{i_s}^{\alpha_s} \) (with \( i_1, \ldots, i_s \) distinct) are in the \( \ast \)-core \( \mathfrak{m} \) if all monomials of the form \( x_{j_1}^{\alpha_1-1} x_{j_2}^{\alpha_2} \cdots x_{j_s}^{\alpha_s} x_{j_{s+1}} \) (with \( j_1, \ldots, j_{s+1} \) distinct) are in \( \ast \)-core \( \mathfrak{m} \).

Proof. Since all simplicial complexes of the form \( \Delta_{d,n} \) are uniform, without loss of generality, if we can show that a single monomial of the form \( x_{i_1}^{\alpha_1} x_{i_2}^{\alpha_2} \cdots x_{i_s}^{\alpha_s} \) is in \( \ast \)-core \( \mathfrak{m} \), then we have shown they all are in \( \ast \)-core \( \mathfrak{m} \). We therefore will let \( i_1 = 1, i_2 = 2, \ldots, i_s = s \). For any minimal \( \ast \)-reduction of \( I = (f_1, \ldots, f_d) \) of \( \mathfrak{m} \), we know by Theorem 4.2 and Corollary 4.6 that \( I = (x_1 + g_1, \ldots, x_d + g_d) \) where each \( g_t, 1 \leq t \leq d \) is a polynomial with no linear terms in the variables \( x_1, \ldots, x_d \). Multiply \( x_1 + g_1 \) by \( x_1^{\alpha_1-1} x_2^{\alpha_2} \cdots x_s^{\alpha_s} \). Then since \( d + 1 > s \), \( x_1^{\alpha_1-1} x_2^{\alpha_2} \cdots x_s^{\alpha_s} \cdot g_1 \) is a polynomial in which all the terms are divisible by a monomial of the form \( x_1^{\alpha_1-1} x_2^{\alpha_2} \cdots x_s^{\alpha_s} x_{j_{s+1}} \) for \( d + 1 \leq j_{s+1} \leq n \). Since \( x_1 + g_1 \in I \) and each term of \( x_1^{\alpha_1-1} x_2^{\alpha_2} \cdots x_s^{\alpha_s} \cdot g_1 \) is in \( \ast \)-core \( \mathfrak{m} \) \( I \), \( x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_s^{\alpha_s} \) must also be in \( I \). Since \( I \) was arbitrary, \( x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_s^{\alpha_s} \) is in every minimal \( \ast \)-reduction of \( \mathfrak{m} \) and is therefore in \( \ast \)-core \( \mathfrak{m} \).

\[ \square \]

Theorem 5.4. Let \( \Delta_{d,n} \) be the complete \( d - 1 \) dimensional simplicial complex on \( n \) vertices, and \( \mathfrak{m} \) the maximal ideal of \( k[\Delta_{d,n}] \). Then
\[ \mathfrak{m}^{d+1} \subseteq \ast \text{-core} \mathfrak{m}. \]

Proof. The ideal \( \mathfrak{m}^{d+1} \) is generated by all monomials of degree \( d + 1 \) over the variables \( x_1, \ldots, x_n \). If we can show all such monomials of are in \( \ast \text{-core} \mathfrak{m} \), then \( \ast \text{-core} \mathfrak{m} \) is bounded below by \( \mathfrak{m}^{d+1} \). The degree distribution on any monomial corresponds to a partition of \( d + 1 \). The length of a partition, \( s \), is \( 1 \leq s \leq d + 1 \). In \( k[\Delta_{d,n}] \), any product of \( d + 1 \) distinct variables is 0. Therefore, all products of \( d + 1 \) distinct variables are in \( \ast \text{-core} \mathfrak{m} \). These correspond to the only partition of length \( d + 1 \).

Suppose that all monomials corresponding to partitions of \( d + 1 \) of length \( s \) are in \( \ast \text{-core} \mathfrak{m}, s > 1 \). Let \( x_{i_1}^{\alpha_1} \cdots x_{i_{s-1}}^{\alpha_{s-1}} \) be a monomial corresponding to a partition of length \( s - 1 \) with \( \alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_s \geq 1 \). The exponent \( \alpha_1 \geq 2 \) by the pigeonhole principle. Then by Lemma 5.3 \( x_{i_1}^{\alpha_1} \cdots x_{i_{s-1}}^{\alpha_{s-1}} \in \ast \text{-core} \mathfrak{m} \) because all monomials of the form \( x_{j_1}^{\alpha_1-1} \cdots x_{j_{s-1}}^{\alpha_{s-1}} x_{j_s} \in \ast \text{-core} \mathfrak{m} \). Thus by induction, \( \mathfrak{m}^{d+1} \subseteq \ast \text{-core} \mathfrak{m} \).

\[ \square \]

Theorem 5.5. Let \( \Delta_{d,n} \) be the complete \( d - 1 \) dimensional simplicial complex on \( n \) vertices, and \( \mathfrak{m} \) the maximal ideal of \( k[\Delta_{d,n}] \) generated by
the variables. Then

\[ \ast\text{-core } m \subseteq m^2. \]

**Proof.** Since a simplicial complex of the form \( \Delta_{d,n} \) is symmetric in the sense that all vertices are exactly identical except for their name, if one variable \( x_i \) is in \( \ast\text{-core } m \), all variables are in \( \ast\text{-core } m \), which forces every minimal \( \ast \)-reduction of \( m \) to be exactly equal to \( m \). Since \( d < n \), this is an impossibility. Thus \( \ast\text{-core } m \) contains no degree one monomials. But \( \ast\text{-core } m \) is generated by monomials and the smallest possible remaining monomial members of \( \ast\text{-core } m \) are the degree two monomials. Thus \( \ast\text{-core } m \subseteq m^2 \). \( \square \)

**Theorem 5.6.** If \( \Delta \) is a simplicial complex of dimension \( d - 1 \) on \( n \) vertices, then for \( m \) of \( k[\Delta] \),

\[ m^{d+1} \subseteq \ast\text{-core } m \subseteq m^2. \]

**Proof.** Let \( I \) represent an arbitrary minimal \( \ast \)-reduction of \( m \) in \( k[\Delta_{d,n}] \). Then \( \ast\text{-core } m = \cap I \). If \( f : k[\Delta_{d,n}] \rightarrow k[\Delta] \) is the natural surjection between the Stanley-Reisner ring associated to \( \Delta_{d,n} \) and the Stanley-Reisner ring associated to \( \Delta \), a proper sub simplicial complex of the same dimension as \( \Delta_{d,n} \), then \( f(I) \) is a \( \ast \)-reduction of \( f(m) = n \), the maximal ideal generated by the variables of \( k[\Delta] \). If \( J \) is an arbitrary minimal \( \ast \)-reduction of \( n \),

\[ \ast\text{-core } n = \cap J \subseteq \cap f(I) \subseteq f(m^2) = n^2. \]

Preserving the lower bound only requires a relaxing of conditions in Lemma 5.3 indeed the lemma is true for all \( \Delta \). All monomials corresponding to the length \( d + 1 \) partition of \( d + 1 \) are zero in \( k[\Delta] \), so they are, by default, in every ideal of \( k[\Delta] \), including \( \ast\text{-core } n \). If we want to show the monomial \( x_1^{\alpha_1} \cdots x_s^{\alpha_s} \) such that \( \alpha_1 + \cdots + \alpha_t = d + 1 \) and \( \alpha_i \geq \alpha_{i+1} \) is in \( \ast\text{-core } n \), choose a minimal prime \( P = (y_1, \ldots, y_t) \) of \( k[\Delta] \) such that \( \{x_1, \ldots, x_s\} \cap \{y_1, \ldots, y_t\} = \emptyset. \) If no such ideal exists, \( x_1^{\alpha_1} \cdots x_s^{\alpha_s} = 0. \) Diagonalize and reduce the linear variables of the generators of an arbitrary minimal \( \ast \)-reduction \( J \) and then manipulate the generators so that the nonlinear terms are all divisible by a variable in \( P \). One of the generators of \( J \) will be of the form \( x_1 + g \) where \( g \) is the linear terms in the prime \( P \) plus non linear terms divisible by variables in this prime. Then if all the terms of \( x_1^{\alpha_1-1} \cdots x_s^{\alpha_s} \cdot g \) are in \( \ast\text{-core } n \), then so is \( x_1^{\alpha_1} \cdots x_s^{\alpha_s} \). All these terms are in \( \ast\text{-core } n \) by the same induction as in Theorem 5.4. \( \square \)
6. Special Cases

Using the techniques and machinery built in previous sections, we can calculate \( \ast\)-core \( \mathfrak{m} \) for many classes of Stanley-Reisner rings without intersecting every minimal \( \ast\)-reduction of \( \mathfrak{m} \). What these calculations suggest is that the structure of the simplicial complex plays a significant role in determining the \( \ast\)-core of \( \mathfrak{m} \). We will first look at what happens when the simplicial complex consists of disjoint components. In the simplest form the disjoint components are all independently simplices, such as the example \( k[x, y]/(xy) \).

**Proposition 6.1.** If \( \Delta \) is a disjoint union of two or more simplices, then \( \ast\)-core \( \mathfrak{m} = \mathfrak{m}^2 \).

**Proof.** For simplices \( \Delta_i \) with \( 1 \leq i \leq r \), let
\[
\Delta = \bigcup_{i=1}^{r} \Delta_i
\]
such that \( \Delta_i \cap \Delta_j = \emptyset \) for any choice of \( i \) and \( j, i \neq j \). Let the largest element of \( \Delta_i \) be the set \( \{ v_{i,1}, \ldots, v_{i,n_i} \} \). Then
\[
k[\Delta] = k[x_{1,1}, \ldots, x_{1,n_1}, x_{2,1}, \ldots, x_{2,n_2}, \ldots, x_{r,1}, \ldots, x_{r,n_r}] / I_{\Delta}
\]
where \( I_{\Delta} \) is generated by all degree two monomials \( x_{i,s}x_{j,t} \), with \( i \neq j \), \( 1 \leq s \leq n_i \), and \( 1 \leq t \leq n_j \).

Let \( X \) be the set of all variables. The ring \( k[\Delta] \) has \( r \) minimal primes \( P_1, \ldots, P_r \) such that \( P_i = (X - \{ x_{i,1}, \ldots, x_{i,n_i} \}) \). The annihilator of \( P_i \) is the ideal \( (x_{i,1}, \ldots, x_{i,n_i}) \). Therefore the test ideal \( \tau = \mathfrak{m} \) and
\[
\tau \cdot \mathfrak{m} = \mathfrak{m}^2 \subseteq \ast\)-core \( \mathfrak{m} \).

Since we have shown in Theorem 5.6 that an upper bound for \( \ast\)-core \( \mathfrak{m} \) is always \( \mathfrak{m}^2 \), \( \ast\)-core \( \mathfrak{m} = \mathfrak{m}^2 \). \( \square \)

As a corollary to this theorem, the \( \ast\)-core \( \mathfrak{m} \) in \( k[\Delta] \) when \( \dim \Delta = 0 \) is \( \mathfrak{m}^2 \). This fact can also be inferred from the previously established bounds for the \( \ast\)-core \( \mathfrak{m} \) because in any one dimensional ring, \( \mathfrak{m}^{d+1} = \mathfrak{m}^2 \).

We will now relax the condition that the disjointed pieces of the simplicial complex are simplices. We will first look at rings where the complex is a disjoint union between a proper simplicial complex and a simplex such as the ring \( k[w, x, y, z]/(xy, wz, xz, yz) \). We will immediately follow with what happens to the \( \ast\)-core \( \mathfrak{m} \) when the two disjoint pieces are both proper.

**Proposition 6.2.** Let \( \Delta = \Delta_1 \cup \Delta_2 \) where \( \Delta_1 \) is a proper simplicial complex on the variable set \( \{ x_1, \ldots, x_n \} \) and \( \Delta_2 \) is a simplex on the
variable set \( \{y_1, \ldots, y_m\} \) that is disjoint from \( \Delta_1 \). Let \( \mathfrak{m} \) be an ideal of 
\[ k[\Delta] \]. Then
\[ \ast\text{-core } \mathfrak{m} = \varphi^{-1}(\ast\text{-core } \mathfrak{m}_1) + (y_1, \ldots, y_m)^2, \]
where \( \varphi \) is the natural surjection from \( k[\Delta] \) to \( k[\Delta_1] \) and \( \mathfrak{m}_1 \) is the maximal ideal generated by the images of the variables in \( k[\Delta_1] \).

Proof. Let \( P_1, \ldots, P_s \) be the minimal primes of the ring \( k[\Delta] \). Then the ideals \( Q_i = P_i k[\Delta] + (y_1, \ldots, y_m) \) are minimal primes of \( k[\Delta] \) for \( 1 \leq i \leq s \). In addition to the ideals \( Q_i \), the ideal \((x_1, \ldots, x_n)\) is the only other minimal prime of \( k[\Delta] \). If we compute the test ideal \( \tau \), we see
\[ \text{ann } (Q_i) = \text{ann } (P_i) \cdot k[\Delta] \cap (x_1, \ldots, x_n) = \text{ann } (P_i) \cdot k[\Delta] \]
and
\[ \text{ann } (x_1, \ldots, x_n) = (y_1, \ldots, y_m) \]
so
\[ \tau = \sum_{i=1}^{s} \text{ann } (P_i) \cdot k[\Delta] + (y_1, \ldots, y_m). \]

The lower bound we get for the \( \ast\text{-core } \mathfrak{m} \) by computing \( \tau \cdot \mathfrak{m} \) is
\[ \tau \cdot \mathfrak{m} = \sum_{i=1}^{s} \text{ann } (P_i) \cdot k[\Delta] \cdot (x_1, \ldots, x_n) + (y_1, \ldots, y_m)^2 \]
which shows that inclusion of \( \Delta_2 \) in the simplicial complex \( \Delta \) results in the inclusion of the degree two monomials in the variables \( y_1, \ldots, y_m \) as generators of \( \ast\text{-core } \mathfrak{m} \). Since any product \( x_i y_j \) is in \( I_\Delta \), we need only determine which monomials in the variables \( x_1, \ldots, x_n \) are generators of the \( \ast\text{-core } \mathfrak{m} \).

For \( d = \dim k[\Delta] \), let \( J = (f_1, \ldots, f_d) \) be a linearly generated minimal \( \ast\text{-reduction of } \mathfrak{m} \) in \( k[\Delta] \). Each generator \( f_i \) of \( J \) can be written \( f_i = g_i + h_i \) where \( g_i \) is a linear polynomial in the variables \( x_1, \ldots, x_n \) and \( h_i \) is a linear polynomial in the variables \( y_1, \ldots, y_m \). Let \( \varphi \) be the natural surjection from \( k[\Delta] \) to \( k[\Delta_1] \) and let \( \mathfrak{m}_1 \) be the maximal ideal of \( k[\Delta_1] \) generated by the images of the variables. As we have seen previously,
\[ \mathfrak{m}_1 = \varphi(\mathfrak{m}) = \varphi(J^*) \subseteq \varphi(J)^* \subseteq \mathfrak{m}_1, \]
so the ideal \( \varphi(J) = (g_1, \ldots, g_d) \) is a \( \ast\text{-reduction of } \mathfrak{m}_1 \). Let \( \alpha \) be a monomial in \( \ast\text{-core } \mathfrak{m}_1 \), then for some \( \beta_1, \ldots, \beta_d \) in \( k[\Delta_1] \), \( \alpha = \beta_1 g_1 + \cdots + \beta_d g_d \). If \( \overline{\beta}_i \) represents the element in the inverse image of \( \beta_i \) in only the variables \( x_1, \ldots, x_n \), then in the ideal \( J \),
\[ \overline{\beta}_1 f_1 + \cdots + \overline{\beta}_d f_d = \overline{\beta}_1 g_1 + \cdots + \overline{\beta}_d g_d \]
is equal to the element of the preimage of $\alpha$ that has no terms in the variables $y_1, \ldots, y_m$. The only such element that exists is the monomial $\alpha$ itself in $k[\Delta]$. Thus every monomial in $\star$-core $m_1$ is in $\star$-core $m$.

The last thing we must show is that if $\alpha$ is a monomial in the variables $x_1, \ldots, x_n$ and $\alpha \in \star$-core $m$, then $\alpha$ is also in $\star$-core $m_1$. Let $d_1 = \dim k[\Delta_1]$ and let $J = (g_1, \ldots, g_{d_1})$ be a minimal $\star$-reduction of $m_1$. One of the following two things is true about $d_1$: $d_1 < d = m$ or $d_1 = d$. To extend $J$ to a minimal $\star$-reduction of $m$, it is important to note that $J \cdot k[\Delta]$ is such that $J \cdot k[\Delta]/Q_j = m_j/Q_j$ for all $j$. So $J \cdot k[\Delta]$ meets all the criteria to be a $\star$-reduction of $m$ except for the requirement that $J \cdot k[\Delta]/(x_1, \ldots, x_n) = (y_1, \ldots, y_m)$. In both cases, we can extend $J$ to a minimal $\star$-reduction $J' = (f_1, \ldots, f_d)$ of $m$ by adding $y_i$, for $1 \leq i \leq m$, to the $i$th generator of $J$, and using 0 as for all possible generators $g_{d_1+1}, \ldots, g_d = m$ if $d_1 < d$. Let $\alpha$ be a monomial in $\star$-core $m$ consisting of only variables $x_1, \ldots, x_n$, then there exist $\beta_1, \ldots, \beta_d$ in $k[\Delta]$ such that $\alpha = \beta_1 f_1 \cdots + \beta_d f_d$. Each $\beta_i$ can be written $\beta_i = b_i + b'_i$ such that the $b_i$ are the terms of $\beta_i$ in the variables $x_1, \ldots, x_n$ and the $b'_i$ are the terms in variables $y_1, \ldots, y_m$. Then

$$\alpha = \beta_1 f_1 + \cdots + \beta_d f_d = b_1 g_1 + \cdots + b_d g_d \in J.$$ 

Thus $\alpha$ is in all minimal $\star$-reductions of $m_1$ and therefore, is in $\star$-core $m_1$.

\[ \square \]

**Proposition 6.3.** Let $\Delta = \Delta_1 \cup \Delta_2$ be the disjoint union of two proper simplicial complexes $\Delta_1$ and $\Delta_2$. Let $m_1$ be the maximal ideal generated by the images of the variables in $k[\Delta_1]$ and let $m_2$ be defined analogously for $k[\Delta_2]$. Then

$$\star$$-core $m = (\star$-core $m_1) \cdot k[\Delta] + (\star$-core $m_2) \cdot k[\Delta].$

**Proof.** Let $k[\Delta_1] = k[x_1, \ldots, x_n]/I_{\Delta_1}$ and $k[\Delta_2] = k[y_1, \ldots, y_m]/I_{\Delta_2}$ and let $d_1 = \dim k[\Delta_1]$ and $d_2 = \dim k[\Delta_2]$. Without loss of generality suppose $d = d_1 \geq d_2$. Let $P_1, \ldots, P_s$ be the minimal primes of $k[\Delta_1]$ and $Q_1, \ldots, Q_t$ be the minimal primes of $k[\Delta_2]$. The minimal primes of $k[\Delta]$ are therefore $P_i k[\Delta] + (y_1, \ldots, y_m)$ for $1 \leq i \leq s$ and $Q_j k[\Delta] + (x_1, \ldots, x_n)$ for $1 \leq j \leq t$. If $I_1 = (g_1, \ldots, g_d)$ is a minimal $\star$-reduction of $m_1$ in $k[\Delta_1]$ and $I_2 = (h_1, \ldots, h_{d_2})$ is a minimal $\star$-reduction of $m_2$ in $k[\Delta_2]$, we can make a minimal $\star$-reduction in $k[\Delta]$ the following way: let $\overline{g_i}$ be the preimage of $g_i$ in the natural surjection $\varphi_1: k[\Delta] \twoheadrightarrow k[\Delta_1]$ that has no additional monomials as terms and let $\overline{h_j}$ be defined analogously for $h_j$ across the surjection $\varphi_2: k[\Delta] \twoheadrightarrow k[\Delta_2]$. Define polynomials
Then $I = (f_1, \ldots, f_d)$ is a minimal $*$-reduction of $m$ in $k[\Delta]$.

Let $\alpha$ be a nonzero monomial in $*\text{-core } m$ and let $I$ be a minimal $*$-reduction of $m$ of the type defined above. Either $\alpha$ is a product of the $x_i$ variables or it is a product of the $y_j$ variables. Suppose the former. Then for the ideal $I = (f_1, \ldots, f_d)$ of $k[\Delta]$, there exist $a_1, \ldots, a_d$ in $k[\Delta]$ such that

$$\alpha = a_1 f_1 + \cdots + a_d f_d.$$ 

Since any product of an $x$ and a $y$ is 0, we can assume the individual monomials of all the $f$ and $g$ polynomials are of one of the two types of variables. Since $\alpha$ is all $x$ variables, the sum of the $y$ variables in $a_1 f_1 + \cdots a_d f_d$ is 0. Specifically if $\overline{f_i}$ is the part of $f_i$ with $x$ variables and $b_i$ is the part of $a_i$ with $x$ variables,

$$\alpha = b_1 \overline{f_1} \cdots + b_d \overline{f_d}$$ 

which shows $\alpha$ to be in the ideal $I' = (\overline{g_1}, \ldots, \overline{g_d})$ of $k[\Delta]$ and the image of $\alpha$ in $k[\Delta_1]$ is in the minimal $*$-reduction $I_1 = (g_1, \ldots, g_d)$ of $k[\Delta_1]$. Since this works for all such $I_1$, $\alpha$ is a monomial in $*\text{-core } m_1$. Similarly, if $\beta \in *\text{-core } m$ is a monomial in only the $y$ variables, the image of $\varphi_2(\beta) \in *\text{-core } m_2$. Thus

$$*\text{-core } m \subseteq (*\text{-core } m_1) \cdot k[\Delta] + (*\text{-core } m_2) \cdot k[\Delta].$$

Let $I = (f_1, \ldots, f_d)$ be a minimal $*$-reduction of $m$ in $k[\Delta]$. Then $\varphi_1(I)$ is a minimal $*$-reduction of $m_1$ in $k[\Delta_1]$ and $\varphi_2(I)$ is a $*$-reduction of $m_2$ in $k[\Delta_2]$. Let $\varphi_1(f_i) = g_i$ and $\varphi_2(f_i) = h_i$ and let $\alpha$ be a monomial in $*\text{-core } m_1$. Then there exist polynomial $a_1, \ldots, a_d$ in $k[\Delta_1]$ such that $\alpha = a_1 g_1 + \cdots + a_d g_d$. Let $\overline{a_i}$ be the preimage of $a_i$ in $k[\Delta]$ with no additional monomial terms. Then $\overline{a_1} f_1 + \cdots + \overline{a_d} f_d$ is the monomial preimage of $\alpha$ in $k[\Delta]$. Thus $(*\text{-core } m_1) \cdot k[\Delta] \subseteq *\text{-core } m$. Similarly, $(*\text{-core } m_2) \cdot k[\Delta] \subseteq *\text{-core } m$. Hence

$$(*\text{-core } m_1) \cdot k[\Delta] + (*\text{-core } m_2) \cdot k[\Delta] \subseteq *\text{-core } m,$$

which means

$$*\text{-core } m = (*\text{-core } m_1) \cdot k[\Delta] + (*\text{-core } m_2) \cdot k[\Delta].$$

We can infer from propositions 6.1, 6.2, and 6.3 that we need only explicitly calculate the $*\text{-core } m$ in when a simplicial complex connected.
For the rest of this paper, we will assume that no simplicial complexes contain disjoint elements unless otherwise stated.

**Proposition 6.4.** Let $\Delta$ be a simplicial complex with exactly two distinct facets. Then $\ast$-core $m = m^2$.

**Proof.** Let $\Delta = \Delta_1 \cup \Delta_2$ with the vertices of $\Delta_1$ associated to the variable set $\{x_1, \ldots, x_n, z_1, \ldots, z_r\}$ and the vertices of $\Delta_2$ associated to the variable set $\{y_1, \ldots, y_m, z_1, \ldots, z_r\}$ where $\{z_1, \ldots, z_r\}$ is the set of variables associated to the face $\Delta_1 \cap \Delta_2$. The defining ideal of the simplicial complex is $I_\Delta = \langle \{x_iy_j : 1 \leq i \leq n \text{ and } 1 \leq j \leq m\}\rangle$. The ring $k[\Delta]$ has two minimal primes: $P = (y_1, \ldots, y_m)$ and $Q = (x_1, \ldots, x_n)$. Therefore, the annihilator of $P$ is $Q$ and the annihilator of $Q$ is $P$.

The test ideal $\tau$ is generated by the generators of the two annihilators of the minimal primes, i.e. $\tau = (x_1, \ldots, x_n, y_1, \ldots, y_m)$. Thus $\tau \cdot m = (P + Q) \cdot m = P^2 + P \cdot Q + Q^2 + P \cdot (z_1, \ldots, z_r) + Q \cdot (z_1, \ldots, z_r)$ is contained in $\ast$-core $m$. To show that $m^2 \subseteq \ast$-core $m$, we need only show that $(z_1, \ldots, z_r)^2 \subseteq \ast$-core $m$.

Without loss of generality, suppose that $\dim \Delta_1 \geq \dim \Delta_2$. Then the dimension of $\Delta$ is $n + r - 1$. Then for any minimal $\ast$-reduction $I$ of $m$,

$$I = (x_1 + g_1, \ldots, x_n + g_n, z_1 + h_1, \ldots, z_r + h_r)$$

where each $g$ and each $h$ are polynomials with linear terms in $y_1, \ldots, y_m$ and non linear terms divisible by at least one $y_i$. Since $P \cdot (z_1, \ldots, z_r) \subseteq \ast$-core $m$, for any choice of $i, j$ between 1 and $r$, $z_ih_j \in I$, so

$$z_iz_j = z_iz_j + z_ih_j - z_ih_j = z_i(z_j + h_j) - z_ih_j \in I.$$

Thus $(z_1, \ldots, z_r)^2 \subseteq \ast$-core $m$ and $\ast$-core $m = m^2$. $\square$

At this point we must introduce a new notion which we will call a linear $\ast$-core of an ideal which we will abbreviate $l \ast$-core. We define the linear $\ast$-core of $I$ to be the intersection of all linear minimal $\ast$-reductions of $I$. The reason we are introducing this notion is that the non linear parts of the generators of a $\ast$-reduction and a level of complexity that we can avoid using only linear generators. What should be immediately clear is that $\ast$-core $I \subseteq l \ast$-core $I$. If in any case the reverse containment is true, we can discard the non linearly generated reductions when calculating $\ast$-core $I$.

For this discussion, let $R = k[\Delta]$ be a Stanley-Reisner ring of dimension $d$. Let $J = (f_1, \ldots, f_d)$ be linearly generated and $I = (f_1 + g_1, \ldots, f_d + g_d)$ where $g_i$ has no linear terms such that $I^* = J^* = m$.

It is important to note here, that the linear parts of the generators of
a minimal ∗-reduction themselves generate a minimal ∗-reduction. For any minimal prime $P = (x_{m + 1}, \ldots, x_n)$, we can rewrite the generators of $J$ and $I$ to be

$$J = (x_1 + f'_1, x_2 + f'_2, \ldots, x_m + f'_m, \ldots, f'_d)$$

$$I = (x_1 + f'_1 + g'_1, x_2 + f'_2 + g'_2, \ldots, x_m + f'_m + g'_m, \ldots, f'_d + g'_d)$$

and we will rename $x_i + f'_i$ for $1 \leq i \leq m$ and $f'_i$ for $m + 1 \leq j \leq d$ to be $h_i$. If $a$ is a monomial of degree $q$ in $l ∗$-core $m$ then $a = b_1 + \cdots + b_d h_d$ for $b_1, \ldots, b_d$ which are individually either 0 or homogenous of degree $q - 1$. If we carry the same $b_i$ over to $I$, we get that

$$b_1 (h_1 + g'_1) + \cdots + b_d (h_d + g'_d) = a + b_1 g'_1 + \cdots + b_d g'_d$$

where each $b_i g'_i$ is a polynomial with terms of degree $q + 1$ or larger. With out knowing much specifically about the $b_i g'_i$ we get the following lemma and two corollaries:

**Lemma 6.5.** If $I$ contains all monomials of degree $q + 1$, then $I$ also contains all monomials of degree $q$ that are in $J$.

**Corollary 6.6.** All monomials of degree $d$ that are in $I$ are also in $J$.

*Proof.* This is a direct consequence of $∗$-core $m$ being bound below by $m_d^{d+1}$ and the lemma. $\square$

**Corollary 6.7.** If $\dim k[\Delta] \leq 2$, then $∗$-core $m = l ∗$-core $m$.

*Proof.* We know the case for $\dim k[\Delta] = 1$ already, and when $\dim k[\Delta] = 2$, we have all the degree 3 monomials and we get the degree 2 monomials we need from Corollary 6.6. $\square$

What Corollary 6.7 is saying is that we can compute the $∗$-core $m$ of any simple graph by intersecting only the linearly generated minimal $∗$-reductions of $m$.

**Proposition 6.8.** Let the simplicial complex $\Delta$ be a cycle graph. Then $∗$-core $m = m^3$.

*Proof.* Let $V = \{v_1, \ldots, v_n\}$ for $n \geq 3$ be the vertex set of the one dimensional simplicial complex

$$\Delta = \{\{v_i\} : 1 \leq i \leq n\} \cup \{\{v_i, v_{i+1}\} : 1 \leq i \leq n - 1\} \cup \{\{v_1, v_n\}\}$$

and let $k[\Delta] = k[x_1, \ldots, x_n]/I_\Delta$ be the Stanley-Reisner ring associated to $\Delta$ and $I_\Delta$ contains all square free degree two monomials not in $\Delta$. In all cases, we know that $m^3 \subseteq ∗$-core $m$ by Theorem 5.6. We will show that $∗$-core $m$ contains no degree two monomials. To do this, we rely on the obvious symmetry of a cycle graph and the contrapositive to Lemma 5.3.
Case 1: $n$ is odd. Let $I \subset k[\Delta]$ be the ideal generated by the linear polynomials $f_1$ and $f_2$ such that
\[ f_1 = x_1 + x_3 + \cdots + x_{n-2} + x_n \]
\[ f_2 = x_2 + x_4 + \cdots + x_{n-1} + x_n \]
i.e. $f_1$ is the sum of the odd number variables and $f_2$ is the sum of the even number variables plus $x_n$. By Theorem 3.2, $I^* = m$. Then by definition, $*\text{-core} \ m \subseteq I$. We will show $x_1^2 \not\in I$ and is therefore not in $*\text{-core} \ m$.

Suppose there exist polynomials $g_1$ and $g_2$ in $k[\Delta]$ such that $x_1^2 = g_1 f_1 + g_2 f_2$. We can suppose $g_1$ and $g_2$ are linear because all homogeneous degree two polynomials in $I$ will come from products of linear polynomials. Therefore, let
\[ g_1 = a_1 x_1 + \cdots + a_n x_n \]
\[ g_2 = b_1 x_1 + \cdots + b_n x_n \]
and we will find values for the coefficients in these two polynomials. In the product $f_1 g_1 + f_2 g_2$, we get the following set of linear equations to help find the coefficients of $g_1$ and $g_2$:
\[ x_1^2 : a_1 = 1 \]
\[ x_i^2 : \begin{cases} a_i = 0 & \text{i is odd and } i \neq 1, n \\ b_i = 0 & \text{i is even} \end{cases} \]
\[ x_i^2 : a_n + b_n = 0 \]
\[ x_{i+1} x_{i+1} : \begin{cases} a_i + b_{i-1} = 0 & \text{i is even} \\ a_i - b_i = 0 & \text{i is odd, } 1 < i < n \end{cases} \]
\[ x_{n-1} x_n : a_{n-1} + b_{n-1} + b_n = 0 \Rightarrow a_{n-1} + b_n = 0 \]
\[ x_1 x_n : a_1 + a_n + b_1 = 0 \Rightarrow a_n + b_1 = -1 \]
The last two equations we change because we know $a_1 = 1$ and $b_{n-1} = 0$. The last $n + 1$ equations listed represent a linear system in $n + 1$ variables. The system of equations is inconsistent, which implies that no such coefficients exist. Thus, $x_1^2 \not\in I$ and therefore $x_1^2 \not\in *\text{-core} \ m$. Because of symmetry of the graph, $x_i^2 \not\in *\text{-core} \ m$ for $1 \leq i \leq n$. By the contrapositive of Lemma 5.3, this implies that not all monomials of the form $x_i x_j$, $i \neq j$ are in $*\text{-core} \ m$. This can only mean the nonzero monomials, and by symmetry, we can say that the nonzero monomials of the form $x_i x_j$, $i \neq j$ are not in $*\text{-core} \ m$. Thus as ideals of $k[\Delta]$, $*\text{-core} \ m \subseteq m^3$. 
Case 2: \( n \) is even. The proof of this similar to the case when \( n \) is odd. Number the variables of the ring in order around the cycle. Let \( I \) be the ideal generated by \( f_1 \) and \( f_2 \) such that
\[
\begin{align*}
  f_1 &= x_1 + x_3 + \cdots + x_{n-1} + x_n \\
  f_2 &= x_2 + x_4 + \cdots + x_{n-2} + x_n.
\end{align*}
\]
Similar to before, \( f_1 \) is the sum of the odd numbered variables plus \( x_n \) and \( f_2 \) is the sum of the even numbered variables. This ideal is a minimal \(*\)-reduction of \( m \). It can be shown that \( x_1^2 \) is not in this ideal, and consequently, there are no nonzero degree two monomials in \(*\)-core\( m \) and \(*\)-core\( m \subseteq m^3 \) in both cases. \( \square \)

7. Integral Closure

The ideas of \(*\)-reductions, \(*\)-spread, and \(*\)-core are studied in part because analogous notions exist in relation to integral closure. For integral closure, we study reductions, analytic spread and core. In fact, any \(*\)-reduction of an ideal \( I \) is also a reduction \([\text{Eps05}]\), and consequently, \( \text{core}(I) \subset \text{*}-\text{core}(I) \). In general, the two cores are not equal. For example, let \( R = k[x, y] \) and let \( I = (x^2, xy, y^2) \) be an ideal of \( R \). Since \( R \) is a polynomial ring over a field, all ideals are tightly closed. But \( xy \in (x^2, y^2)^- \), the integral closure of \((x^2, y^2)\). Thus \( xy \in \text{*}-\text{core} I \), but not in \( \text{core} I \). In \([\text{FV10}]\), the authors show that \( \text{core} \) and \(*\)-core agree if analytic spread is equal to \(*\)-spread for normal local domains of characteristic \( p > 0 \) with infinite perfect residue fields. For any Stanley-Reisner ring \( k[\Delta] \), an analogous result is true for the core and \(*\)-core of \( m \) in \( k[\Delta] \). We define an ideal to be \( \text{basic} \) if it has no reductions other than itself. The following important lemma is from Hays \([\text{Hay73}]\) Example 2.8] and helps us show the core and \(*\)-core of \( m \) are equivalent in Stanley-Reisner rings.

**Lemma 7.1.** Let \( k[x_1, \ldots, x_n] \) with \( n \geq 2 \) be a polynomial ring over a field. Then the maximal ideal \((x_1, \ldots, x_n)\) is basic.

**Theorem 7.2.** Let \( k[\Delta] \) be a Stanley-Reisner ring and \( m \) the maximal ideal of \( k[\Delta] \) generated by the images of the variables. Then every reduction of \( m \) is a \(*\)-reduction of \( m \).

**Proof.** Let \( I \) be a reduction of \( m \). Then for all minimal primes \( P \) in \( k[\Delta] \), \( I + P/P \) is a reduction of \( m/P \). Since \( k[\Delta]/P \) is a polynomial ring, \( m/P \) is basic and therefore \( I + P/P = m/P \). Thus \( I \) is also a \(*\)-reduction of \( m \). \( \square \)
From this theorem, there are analogous core results for the specific examples in Propositions 6.1-6.4 and 6.8. For all Stanley-Reisner rings, we get the following two corollaries:

**Corollary 7.3.** The analytic spread of $m$ is equal to $\ast$-spread $m$ i.e. the analytic spread of $m$ is 
\[ d = \dim k[\Delta] = \dim \Delta + 1. \]
In particular, all minimal reductions of $m$ have $d$ generators.

by Theorems 4.3 and 4.6 and

**Corollary 7.4.** For the maximal ideal $m$ of $k[\Delta]$,
\[ \text{core } m = \ast\text{-core } m. \]
In particular,
\[ m^{d+1} + \tau m \subseteq \text{core } m \subseteq m^2. \]

by [FV10] and Theorem 5.6
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