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1 Introduction

The least squares problem with equality constrains (LSE) has the following form:

\[
\text{LSE} : \min_{x \in \mathbb{R}^n} \|Ax - b\|_2 \text{ subject to } Cx = d, \tag{1.1}
\]

where \(A \in \mathbb{R}^{m \times n}, C \in \mathbb{R}^{p \times n}, b \in \mathbb{R}^m \) and \(d \in \mathbb{R}^p\). The rank conditions \([5]\)

\[
\text{rank}(C) = p \text{ and } \text{rank} \left( \frac{A}{C} \right) = n \tag{1.2}
\]

guarantee the existence of the unique solution of LSE \([5,8]\)

\[
x = Kb + C^Td,
\]
where
\[ \mathcal{K} = (AP)^\dagger, \quad \mathcal{P} = I_n - C^\dagger C, \quad C^\dagger_A = (I_n - K_A) C^\dagger, \]
and \( B^\dagger \) is the Moore-Penrose inverse of \( B \) [5]. Under the rank condition \( \text{rank}(C) = p \) the equality constrains \( Cx = d \) in (1.1) are consistent, thus LSE (1.1) has solutions. The second rank condition of (1.2) guarantees the uniqueness of the solution to (1.1). On the other hand, the augmented system also defines the unique solution \( x \) as follows
\[
\mathcal{A}x := \begin{bmatrix}
0 & 0 & C^\top \\
0 & I_m & A^\top \\
C^\top A^\top & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\lambda \\
x \\
0
\end{bmatrix}
= \begin{bmatrix}
d \\
r \\
0
\end{bmatrix} := b,
\]
where \( A^\top \) is the transpose of \( A \), \( I_m \) denotes the \( m \times m \) identity matrix, \( 0 \) is the zeros matrix with conformal dimension, \( \lambda \in \mathbb{R}^p \) is a vector of Lagrange multipliers, and \( r \) is the residual vector \( r = b - Ax \). As stated in [8, 17], when the rank condition (1.2) is satisfied, \( \mathcal{A} \) is nonsingular and its inverse has the following expression
\[
\mathcal{A}^{-1} = \begin{bmatrix}
(AC_A^\dagger)^\top AC_A^\dagger - (AC_A^\dagger)^\top & (C_A^\dagger)^\top \\
-AC_A^\dagger & I_m - (AP)\mathcal{K}
\end{bmatrix}
+ \begin{bmatrix}
\mathcal{K}^\top \\
-((AP)^\top (AP))\dagger
\end{bmatrix}.
\]

The LSE problem has many applications such as in the analysis of large scale structures [4], and the solution of the inequality constrained least square problem [26] etc. The algorithms and perturbation analysis of LSE can be found in several papers [4, 5, 8, 17, 21, 26, 31, 32, 38] and references therein.

In numerical analysis, condition number is an important research topic, which measures the worst-case sensitivity of an input data with respect to small perturbations on it; see a recent monograph [6] and references therein. A problem with large condition number is called ill-posed problem [11]. Also Demmel pointed that the distance of a problem to ill-posed sets is the reciprocal of its condition number. To the best of our knowledge a general theory of condition numbers was first given by Rice in [33]. Let \( \phi : \mathbb{R}^s \to \mathbb{R}^t \) be a mapping, where \( \mathbb{R}^s \) and \( \mathbb{R}^t \) are the usual \( s \)- and \( t \)-dimensional Euclidean spaces equipped with some norms, respectively. If \( \phi \) is continuous and Fréchet differentiable in the neighborhood of \( a_0 \in \mathbb{R}^s \) then, according to [33], the relative normwise condition number of \( a_0 \) is given by
\[
\text{cond}^\phi(a_0) := \lim_{\varepsilon \to 0} \sup_{\|\Delta a\| \leq \varepsilon} \left( \frac{\|\phi(a_0 + \Delta a) - \phi(a_0)\|}{\|\Delta a\|} \right) \frac{\|\Delta a\|}{\|\phi(a_0)\|} = \frac{\|\phi'(a_0)\|}{\|\phi(a_0)\|},
\]
where \( \phi'(a_0) \) is the Fréchet derivative of \( \phi \) at \( a_0 \). Condition number can tell us the loss of the precision in finite precision computation of a problem. With the backward error of a problem, we have the following rule of thumb [25]
\[
\text{forward error} \lesssim \text{condition number} \times \text{backward error},
\]
which can bound the relative error of the computed solution.

In scientific computing, we usually encounter sparse or badly-scaled input data. So the normwise condition number defined in (1.5) may overestimate the true conditioning of the problem since it does not take account of the structure of both input and output data with respect to scaling and/or sparsity. In practice, due to rounding errors and data storage limitation, it is reasonable
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to measure the input errors componentwise instead of normwise. The forward error based on the normwise condition number may be overestimated. Since 1980’s, componentwise analysis \([34, 35]\), which often gives sharper error bounds, has been used. In fact, most error bounds in LAPACK \([1]\) are based on componentwise perturbation analysis. There are two kinds of condition numbers in componentwise analysis: the mixed condition numbers and componentwise condition numbers \([18]\). The mixed condition numbers use the componentwise error analysis for the input data, while the normwise error analysis for the output data. On the other hand, the componentwise condition numbers use the componentwise error analysis for both input and output data. Consequently, the perturbation bounds based on the mixed and componentwise condition numbers are more effective and sharper than those based on the normwise condition number when the data is sparse or badly scaled. An early survey for mixed and componentwise analysis in numerical linear algebra can be found in \([24]\]. Mixed and componentwise condition numbers had been studied extensively in linear least squares problem \([9, 10, 13]\), total least squares problems \([16, 27, 39]\), indefinite least squares problem \([29]\), generalized spectral projections and matrix sign functions \([37]\), Tikhonov regularization problems \([7, 15]\), matrix equations \([12, 14, 36]\) and etc.

In this paper, we study the sensitivity of a linear function of the LSE solution \(x\) to perturbations on the date \(A, C, b\) and \(d\), which is defined as

\[
\Psi : \mathbb{R}^{m \times n} \times \mathbb{R}^{p \times n} \times \mathbb{R}^m \times \mathbb{R}^p \rightarrow \mathbb{R}^k
\]

\[
\Psi(A, C, b, d) := L(Kb + C_A^t d),
\]

where \(L\) is an \(k\)-by-\(n\), \(k \leq n\), matrix introduced for the selection of the solution components. For example, when \(L = I_n\) \((k = n)\), all the \(n\) components of the solution \(x\) are equally selected. When \(L = e_i\) \((k = 1)\), the \(i\)th unit vector in \(\mathbb{R}^n\), then only the \(i\)th component of the solution is selected. In the remainder of this paper, we always suppose that \(L\) is not numerically perturbed.

This paper is devoted to obtain the explicit expressions for mixed and componentwise condition numbers of the linear function of the solution when perturbations on data are measured componentwise and the perturbations on the solution are measured either componentwise or normwise by means of the dual techniques \([3]\). In particular, as also mentioned in \([3]\), the dual techniques enable us to derive condition numbers by maximizing a linear function over a space of smaller dimension than the data space. And sharp upper bounds also are obtained, which can be estimated efficiently via the classical Hager-Higham algorithm \([20, 22, 23]\) during using the generalized QR factorization method \([8, 21, 32]\) for solving LSE by means of utilizing the already computed matrix decompositions to reduce the computational complexity of condition estimations. Numerical examples in Section 3 tell us, under some situations, the mixed and componentwise condition numbers of the linear function for LSE can be much smaller than the normwise condition numbers given in \([8, 28]\). The first order perturbation bounds based on the normwise condition numbers \([8, 28]\) are pessimistic, while the first order perturbation bounds given by the proposed mixed and componentwise condition numbers can give sharp perturbation bounds.

The paper is organized as follows. In Section 2, the dual techniques for deriving condition number \([3]\) is reviewed and applied to LSE, then we propose the Hager-Higham algorithm \([20, 22, 23]\) to estimate the upper bounds for the mixed and componentwise condition numbers for the linear function of the solution of LSE by taking account of the already computed matrix decompositions during solving LSE by means of the generalized QR factorization method \([8, 21, 32]\). We do some numerical examples to show the effectiveness of the proposed condition numbers in Section 3. At end, in Section 4 concluding remarks are drawn.
2 Mixed and componentwise condition numbers for LSE

In this section we will derive the explicit condition numbers expressions for a linear function of the solution of LSE by means of the dual techniques under componentwise perturbations, which is introduced in [3]. Also sharp upper bounds for the mixed and componentwise condition numbers are obtained. Through using the already computed decomposition of the generalized QR factorization method [8,21,32] for solving LSE, we can estimated upper bounds efficiently via the Hager-Higham algorithm [20,22,23].

2.1 Dual techniques

For the Euclidean spaces \(X\) and \(Y\) equipped scalar products \(\langle \cdot, \cdot \rangle_X\) and \(\langle \cdot, \cdot \rangle_Y\) respectively, let a linear operator \(L : X \to Y\) be well defined. We denote the corresponding norm norms \(\| \cdot \|_X\) and \(\| \cdot \|_Y\) respectively. The well-known adjoint operator and dual norm are defined as follows.

**Definition 2.1** The adjoint operator of \(L, L^* : Y \to X\) is defined by

\[
\langle v, Lu \rangle_Y = \langle L^* v, u \rangle_X
\]

where \(u \in X\) and \(v \in Y\). The dual norm \(\| \cdot \|_X^*\) of \(\| \cdot \|_X\) is defined by

\[
\| u \|_{X^*} = \max_{w \neq 0} \frac{\langle u, w \rangle_X}{\| w \|_X}
\]

and the dual norm \(\| \cdot \|_Y^*\) can be defined similarly.

For the common vector norms with respect to the canonical scalar product in \(\mathbb{R}^n\), their dual norms are given by:

\[
\| \cdot \|_1^* = \| \cdot \|_\infty, \quad \| \cdot \|_\infty^* = \| \cdot \|_1 \quad \text{and} \quad \| \cdot \|_2^* = \| \cdot \|_2.
\]

For the matrix norms in \(\mathbb{R}^{m \times n}\) with respect to the scalar product \(\langle A, B \rangle = \text{trace}(A^T B)\), where \(\text{trace}(A)\) is the trace of \(A\), we have \(\| A \|_{F^*} = \| A \|_F\) since \(\text{trace}(A^T A) = \| A \|_F^2\), where \(\| \cdot \|_F\) is Frobenius norm.

For the linear operator from \(X\) to \(Y\), let \(\| \cdot \|_{X,Y}\) be the operator norm induced by the norms \(\| \cdot \|_X\) and \(\| \cdot \|_Y\). Consequently, for linear operators from \(Y\) to \(X\), the norm induced from the dual norms \(\| \cdot \|_{X^*,Y}^*\) and \(\| \cdot \|_{Y^*,X^*}\) is denoted by \(\| \cdot \|_{Y^*,X^*}\).

We have the following result for the adjoint operators and dual norms [3].

**Lemma 2.1**

\[
\| L \|_{X,Y} = \| L^* \|_{Y^*,X^*}.
\]

As mentioned in [3], it may be more desirable to compute \(\| L^* \|_{Y^*,X^*}\) instead of \(\| L \|_{X,Y}\) when the dimension of the Euclidean space \(Y^*\) is lower than \(X\) because it implies a maximization over a space of smaller dimension.

Let \(\mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_s\) be a product space, where each Euclidean space \(\mathcal{X}_i\) is equipped with the scalar product \(\langle \cdot, \cdot \rangle_{\mathcal{X}_i}\) and the corresponding norm \(\| \cdot \|_{\mathcal{X}_i}\). The following scalar product

\[
\langle (u_1, \cdots, u_s), (v_1, \cdots, v_s) \rangle = \langle u_1, v_1 \rangle_{\mathcal{X}_1} + \cdots + \langle u_s, v_s \rangle_{\mathcal{X}_s},
\]

where \(u_i, v_i \in \mathcal{X}_i\) for \(i = 1, \cdots, s\).
and the corresponding product norm
\[ \|(u_1, \ldots, u_s)\|_v = v(\|u_1\|_{X_1}, \ldots, \|u_s\|_{X_s}), \]
are defined in \( \mathcal{X} \), where \( v \) is an absolute norm \([25]\) on \( \mathbb{R}^s \), that is \( v(\|u\|) = v(u) \), for any \( u \in \mathbb{R}^s \). We denote \( v^* \) is the dual norm of \( v \) with respect to the canonical inner-product of \( \mathbb{R}^s \) and we are interested in determining the dual \( \| \cdot \|_{v^*} \) of the product norm \( \| \cdot \|_v \) with respect to the scalar product of \( \mathcal{X} \). The following result can be found in \([3]\).

**Lemma 2.2** The dual of the product norm can be expressed by
\[ \|(u_1, \ldots, u_s)\|_{v^*} = v(\|u_1\|_{X_1}, \ldots, \|u_s\|_{X_s}). \]

In the next subsection, the explicit expressions for the condition numbers of LSE can be derived via the adjoint operators and dual norms. Firstly, the Euclidean space \( \mathcal{X} \) with norm \( \| \cdot \|_{\mathcal{X}} \) can be regarded as the space of the input data in LSE. Secondly, \( \mathcal{Y} \) with norm \( \| \cdot \|_{\mathcal{Y}} \) can be viewed as the space of the solution in LSE. Then the function \( \Psi \) in \((1.6)\) is an operator from \( \mathcal{X} \) to \( \mathcal{Y} \) and the condition number is the measurement of the sensitivity of \( \Psi \) to the perturbation in its input data.

Assuming that \( \Psi \) is Fréchet differentiable in neighborhood of \( u \in \mathcal{X} \), from \([33]\) the absolute condition number of \( \Psi \) at \( u \in \mathcal{X} \) is given by
\[ \kappa(u) = \|d\Psi(u)\|_{\mathcal{X}, \mathcal{Y}} = \max_{\|z\|_{\mathcal{X}} = 1} \|d\Psi(u) \cdot z\|_{\mathcal{Y}}, \]
where \( \| \cdot \|_{\mathcal{X}, \mathcal{Y}} \) is the operator norm induced by the norms \( \| \cdot \|_{\mathcal{X}} \) and \( \| \cdot \|_{\mathcal{Y}} \) and \( d\Psi(u) \) is the Fréchet derivative of \( \Psi \) at \( u \). If the output \( \Psi(u) \) is nonzero, the relative condition number of \( u \) at \( u \in \mathcal{X} \) is defined as
\[ \kappa_{\text{rel}}(u) = \kappa(u) \frac{\|u\|_{\mathcal{X}}}{\|\Psi(u)\|_{\mathcal{Y}}}. \]

The expression of \( \kappa(u) \) is related to the operator norm of the linear operator \( d\Psi(u) \). In view of Lemma \(2.1\), the following expression of \( \kappa(u) \)
\[ \kappa(u) = \max_{\|du\|_{x} = 1} \|d\Psi(u) \cdot du\|_{\mathcal{Y}} = \max_{\|z\|_{\mathcal{Y}} = 1} \|d\Psi(z)^* \cdot z\|_{\mathcal{X}^*}, \tag{2.1} \]
can be deduced in terms of adjoint operator and dual norm.

For a data space \( \mathcal{X} = \mathbb{R}^n \), the following componentwise metric will be defined. For any input data \( u \in \mathcal{X} \), the subset \( \mathcal{X}_u \subset \mathcal{X} \) is given by
\[ \mathcal{X}_u = \{ du \in \mathcal{X} \mid du_i = 0 \text{ whenever } u_i = 0, 1 \leq i \leq n \}. \]
Thus in the situation of a componentwise perturbation analysis, the perturbation \( du \in \mathcal{X}_u \) of \( u \) is measured by using the following componentwise norm
\[ \|du\|_c = \min\{\omega, \|du_i\| \leq \omega|u_i|, i = 1, \ldots, n\}, \tag{2.2} \]
with respect to \( u \). Equivalently, it is not difficult to check that the componentwise relative norm has the following property
\[ \|du\|_c = \max \left\{ \frac{|du_i|}{|u_i|}, u_i \neq 0 \right\} = \left\| \left( \frac{|du_i|}{|u_i|} \right) \right\|_\infty, \tag{2.3} \]
where $\mathbf{du} \in X_u$.

In the next step, the explicit expression of the dual norm $\| \cdot \|_{c^*}$ of the componentwise norm $\| \cdot \|_c$ is given for the special choice of $X$, $X_u$, the absolute norm $v$ and the norm on $X_u$. We fix that the product space $X = \mathbb{R}^n$, $X_u = \mathbb{R}$, and the absolute norm $v = \| \cdot \|_\infty$. Setting the norm $\|\mathbf{du}\|_{X_u}$ in $X_u$ to $|\mathbf{du}|/|\mathbf{u}|$ when $\mathbf{u} \neq 0$, from Definition 2.1, we have the dual norm

$$\|\mathbf{du}\|_{X_u} = \max_{\mathbf{z} \neq 0} \frac{|\mathbf{du} \cdot \mathbf{z}|}{\|\mathbf{z}\|_{X_u}} = \max_{\mathbf{z} \neq 0} \frac{|\mathbf{du} \cdot \mathbf{z}|}{|\mathbf{z}|/|\mathbf{u}|} = |\mathbf{du}|/|\mathbf{u}|.$$  

From Lemma 2.2 and (2.3) and the property $\| \cdot \|_{\infty^*} = \| \cdot \|_1$, the explicit expression of the dual norm

$$\|\mathbf{du}\|_{c^*} = \|((\|\mathbf{du}\|_{X_u}, ..., \|\mathbf{du}\|_{X_u})\|_{\infty^*} = \|((\|\mathbf{du}\|_{1}, ..., \|\mathbf{du}\|_{n})\|_1$$

is derived.

When we consider the componentwise perturbation $\mathbf{du}$ of the input data $\mathbf{u}$, we always assume that $\mathbf{du} \in X_u$ and use $\|\mathbf{du}\|_c$ defined in (2.2) to measure it. Following (2.1), we have the following lemma on the explicit expression of the condition number in terms of adjoint operator and dual norm.

**Lemma 2.3** Using the above notations and the componentwise norm defined in (2.3), the condition number $\kappa(\mathbf{u})$ can be expressed by

$$\kappa(\mathbf{u}) = \max_{\|\mathbf{z}\|_{X_u} = 1} \|(d\Psi(\mathbf{u}))^* \cdot \mathbf{z}\|_{c^*},$$

where $\| \cdot \|_{c^*}$ is given by (2.4).

In the next subsection, we derive the explicit expressions for condition numbers based on Lemma 2.3. We always measure the errors for the solution under componentwise perturbation analysis, while for the input data, the error can be measured either componentwisely or normwisely.

2.2 Deriving condition number expressions via dual techniques

In this subsection we will derive the explicit expressions of condition numbers for LSE through dual techniques stated in the previous subsection. Firstly, we prove the linear function $\Psi$ defined by (1.6) is Fréchet differentiable and its Fréchet derivative is obtained by means of matrix differential calculus [30] in Lemma 2.5. Before that, we need the following lemma.

**Lemma 2.4** [30, Page 171, Theorem 3] Let $T$ be the set of non-singular real $m \times m$ matrices, and $S$ be an open subset of $\mathbb{R}^{n \times n}$. If the matrix function $F : S \rightarrow T$ is $k$ times (continuously) differentiable on $S$, then so is the matrix function $F^{-1} : S \rightarrow T$ defined by $F^{-1}(X) = (F(X))^{-1}$, and

$$dF^{-1} = -F^{-1}(dF)F^{-1}.$$  

**Lemma 2.5** The function $\Psi$ is a continuous mapping on $\mathbb{R}^{m \times n} \times \mathbb{R}^{p \times n} \times \mathbb{R}^m \times \mathbb{R}^p$. In addition, $\Psi$ is Fréchet differentiable at $(A, C, b, d)$ and its Fréchet derivative is given by

$$J := d\Psi(A, C, b, d) \cdot (dA, dC, db, dd) = -LdA_x + LK_C^T(dA)^T r$$

$$- LC_A dC - LKX^T(dC)^T (AC_A^T)^T r + LK db + LC_A^T dd$$

$$:= J_1(dA) + J_2(dC) + J_3(db) + J_4(dd),$$

where $dA \in \mathbb{R}^{m \times n}$, $dC \in \mathbb{R}^{p \times n}$, $db \in \mathbb{R}^m$ and $dd \in \mathbb{R}^p$. 

Proof From (1.3), we know that $x = A^{-1}b$. Since $A$ is invertible, the linear operator $Ψ$ defined in (1.6) is continuously Fréchet differentiable in a neighborhood of the data $(A, C, b, d)$ from the theory of the matrix differential calculus [30]. With Lemma 2.4, we can deduce that

$$dx = (dA^{-1})b + A^{-1}db = -A^{-1}(dA)x + A^{-1}db.$$  

Noting that

$$dx = \begin{bmatrix} d\lambda \\ dr \\ dx \end{bmatrix}, \quad db = \begin{bmatrix} dd \\ db \\ 0 \end{bmatrix}, \quad dA = \begin{bmatrix} 0 & 0 & dC \\ 0 & 0 & dA \\ dA^T & dA^T & 0 \end{bmatrix},$$

recalling (1.4), and after some algebraic operations we deduce that

$$dx = Kdb + C^1_A dd - C^2_A dCx - KdAx + ((AP)^T (AP))^\dagger (dA)^T r$$

$$+ ((AP)^T (AP))^\dagger (dC)^T \lambda.$$  

Thus $dΨ = Ldx$ since $Ψ$ is linear. From (1.3), it can verified that $C^T λ + A^T r = 0$, since $C$ has full row rank $(CC^\dagger = I_p)$, it is easy to see that $λ = -(AC^\dagger)^T r$. Substituting the above expression in (2.6), using the equality $(AC^\dagger)^T r = (AC^\dagger)^T r$ from Lemma 4.2 in [8], and noting $(AP)^T (AP))^\dagger = KK^\dagger$, we can complete the proof of this lemma. $\square$

Using the definition of the adjoint operator and the classical definition of the scalar product in the data space $\mathbb{R}^{m×n} × \mathbb{R}^{p×n} × \mathbb{R}^m × \mathbb{R}^p$, an explicit expression of the adjoint operator of the above $J(dA, dC, db, dd)$ is given in the following lemma.

**Lemma 2.6** The adjoint of operator of the Fréchet derivative $J(dA, dC, db, dd)$ in (2.5) is given by

$$J^*: \mathbb{R}^k \rightarrow \mathbb{R}^{m×n} × \mathbb{R}^{p×n} × \mathbb{R}^m × \mathbb{R}^p$$

$$u \mapsto \left( ru^T LKK^\dagger - K^\dagger L^T ux^T, -xu^T LC^1_A - KK^\dagger L^T ur^T AC^1_A, K^\dagger L^T u, (C^1_A)^T L^T u \right).$$

**Proof** Using (2.5) and the definition of the scalar product in the matrix space, for any $u \in \mathbb{R}^k$, we have

$$\langle u, J_1(dA) \rangle = u^T (LKK^\dagger (dA)^T r - LKdAx)$$

$$= \text{trace}(ru^T LKK^\dagger (dA)^T ) - \text{trace}(xu^T LKdA)$$

$$= \langle ru^T LKK^\dagger - K^\dagger L^T ux^T, dA \rangle.$$  

For the second part of the adjoint of the derivative $J$, we have

$$\langle u, J_2(dC) \rangle = -u^T (LC^1_A dCx + LKK^\dagger (dC)^T (AC^1_A)^T r)$$

$$= -\text{trace}(xu^T LC^1_A dC) - \text{trace}((AC^1_A)^T ru^T LKK^\dagger (dC)^T )$$

$$= -\langle xu^T LC^1_A + KK^\dagger L^T ur^T AC^1_A, dC \rangle.$$
For the third part of the adjoint of the derivative $J$, we have

$$\langle u, J_3(db) \rangle = u^T LKdb = \langle K^T L^T u, db \rangle.$$  

Similarly, for the fourth part of the adjoint of the derivative $J$, we have

$$\langle u, J_4(dd) \rangle = u^T LC_A^d dd = \langle (C_A^d)^T L^T u, dd \rangle.$$  

Let

$$J_1^*(u) = ru^T LKK^T - K^T L^T xu^T, \quad J_2^*(u) = -\left( xu^T LC_A^d + KK^T L^T ur^T AC_A^d \right),$$

$$J_3^*(u) = K^T L^T u, \quad J_4^*(u) = (C_A^d)^T L^T u,$$

then

$$\langle J^*(u), (dA, dC, db, dd) \rangle = \langle (J_1^*(u), J_2^*(u), J_3^*(u), J_4^*(u)), (dA, dC, db, dd) \rangle = \langle u, J(dA, dC, db, dd) \rangle,$$

which completes the proof.  

After obtaining an explicit expression of the adjoint operator of the Fréchet derivative, we now give an explicit expression of the condition number $\kappa$ (2.1) in terms of the dual norm in the solution space in the following theorem. In the following, if $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{p \times q}$, then the Kronecker product $A \otimes B \in \mathbb{R}^{mp \times nq}$ is defined by $A \otimes B = [a_{ij}B] \in \mathbb{R}^{mp \times nq}$ [19]. We denote $\text{vec}(A)$ as the vector obtained by stacking the columns of a matrix $A$ [19] and $D_A$ denotes the diagonal matrix $\text{diag}(\text{vec}(A))$.

**Theorem 2.1** The condition number for the LSE problem can be expressed by

$$\kappa = \max_{\|u\|_{Y^*} = 1} \left\| \begin{bmatrix} MD_A & ND_C & KDb & C_A^d D_d \end{bmatrix}^T L^T \right\|_{Y^*,1},$$

where

$$M = (KK^T) \otimes r^T - x^T \otimes K, \quad N = x^T \otimes C_A^d + (KK^T) \otimes (r^T AC_A^d).$$

**Proof** Let $da_{ij}$, $dc_{ij}$, $db_i$ and $dd_i$ be the entries of $dA$, $dC$, $db$ and $dd$ respectively, using (2.4), we have

$$\|(dA, dC, db, dd)\|_{c^*} = \sum_{i,j} |da_{ij}| |a_{ij}| + \sum_{i,j} |dc_{ij}| |c_{ij}| + \sum_i |db_i| |b_i| + \sum_i |dd_i| |d_i|.$$
Applying Lemma 2.6, we derive that
\[
\| J^*(u) \|_{cs} = \sum_{j=1}^{n} \sum_{i=1}^{m} |a_{ij}| \left( |ru^T LKK^T - K^T L^T ux^T| \right)_{ij} + \sum_{i=1}^{m} |b_{i1}| \left( |(K^T L^T u)|_{i1} \right) \\
+ \sum_{j=1}^{n} \sum_{i=1}^{p} |c_{ij}| \left( |xu^T LC_A^T + KK^T L^T ur^T AC_A^T| \right)_{ij} + \sum_{i=1}^{p} |d_{i1}| \left( |(C_A^T u)|_{i1} \right)
\]
\[
= \sum_{j=1}^{n} \sum_{i=1}^{m} |a_{ij}| \left( |r_i(KK^T e_j)^T - x_j(KKe_i)^T| \right)_{11} + \sum_{i=1}^{m} |b_{i1}| \left( |(KC_i)^T L^T u| \right)_{11} \\
+ \sum_{j=1}^{n} \sum_{i=1}^{p} |c_{ij}| \left( |x_i(C_A^T e_j)^T + (r^T AC_A^T)_{ij}(KC_i)^T| \right)_{11} + \sum_{i=1}^{p} |d_{i1}| \left( |(C_A e_i)^T L^T u| \right)
\]
where \( r_i \) is the \( i \)-th component of \( r \). Then it can be verified that \( r_i(KK^T e_j)^T - x_j(KKe_i)^T \) is the \( (m (j-1) + i) \)-th column of the \( n \times (mn) \) matrix \( M \) and \( x_i(C_A^T e_j)^T + (r^T AC_A^T)_{ij}(KC_i)^T \) is the \( (p (i-1) + j) \)-th column of the \( n \times (np) \) matrix \( N \) in (2.7), implying that the above expression equals
\[
\left| \begin{array}{c}
D_A M^T L u \\
D_C N^T L u \\
D_b K^T L u \\
D_d (C_A^T)^T L u
\end{array} \right| = \left| \begin{array}{c}
MD_A \\
ND_C D_b \\
KB \\
DC_d
\end{array} \right| L^T u.
\]
The theorem then follows from Lemma 2.3.

The following case study discusses some commonly used norms for the norm in the solution space to obtain some specific expressions of the condition number \( \kappa \). It is not difficult to prove the following corollary and its proof is omitted.

Corollary 2.1 Using the above notations, when the infinity norm is chosen as the norm in the solution space \( \mathcal{Y} \), we get
\[
\kappa_\infty = \left| |LM| \vec(|A|) + |LN| \vec(|C|) + |LC||b| + |LC_A^T||d| \right|_{\infty},
\]
(2.8)
where \( |B| = (|b_{ij}|) \), \( b_{ij} \) is the \((i,j)\)th entry of \( B \).

When the infinity norm is chosen as the norm in the solution space \( \mathbb{R}^n \), the corresponding relative mixed condition number is given by
\[
\kappa_{\infty}^{rel} = \frac{\left| |LM| \vec(|A|) + |LN| \vec(|C|) + |LC||b| + |LC_A^T||d| \right|_{\infty}}{\| Lx \|_{\infty}},
\]
(2.9)

In the following, we consider the 2-norm on the solution space and derive an upper bound for the corresponding condition number respect to the 2-norm on the solution space.
Corollary 2.2 When the 2-norm is used in the solution space, we have
\[ \kappa_2 \leq \sqrt{k} \kappa_\infty. \] (2.10)

Proof When \( \| \cdot \|_Y = \| \cdot \|_2 \), then \( \| \cdot \|_Y^* = \| \cdot \|_2 \). From Theorem 2.1,
\[ \kappa_2 = \left\| [MD_A \quad ND_C \quad KD_b \quad C_d^T D_d^T]^T L^T \right\|_{2,1}. \]
It follows from [25] that for any matrix \( B \), \( \| B \|_{2,1} = \max_{\| u \|_2 = 1} \| Bu \|_1 = \| B \hat{u} \|_1 \), where \( \hat{u} \in \mathbb{R}^k \) is a unit 2-norm vector. Applying \( \| \hat{u} \|_1 \leq \sqrt{k} \| \hat{u} \|_2 \), we get
\[ \| B \|_{2,1} = \| B \hat{u} \|_1 \leq \| Bu \|_1 \leq \sqrt{k} \| B \|_1. \]
Substituting the above \( B \) with \([VD_A \quad WD_b]^T L\), we have
\[ \kappa_2 \leq \sqrt{k} \left\| [MD_A \quad ND_C \quad KD_b \quad C_d^T D_d^T]^T L^T \right\|_1, \]
which implies (2.10). \( \square \)

By now, we have considered the various mixed condition numbers, that is, componentwise norm in the data space and the infinity norm or 2-norm in the solution space. In the rest of the subsection, we study the case of componentwise condition number, that is, componentwise norm in the solution space as well.

Corollary 2.3 Considering the componentwise norm defined by
\[ \| u \|_c = \min \{ \omega, \ |u_i| \leq \omega \| (Lx)_i \|, \ i = 1, \ldots, k \} = \max \{ |u_i| / \| (Lx)_i \|, \ i = 1, \ldots, k \}, \] (2.11)
in the solution space, we have the following three expressions for the componentwise condition number
\[ \kappa_c = \| D_{Lx}^{-1} L [MD_A \quad ND_C \quad KD_b \quad C_d^T D_d] \|_\infty \]
\[ = \| D_{Lx}^{-1} (LM) \text{vec}(A) + |LN| \text{vec}(C) + |LK| b + |LC_A^T d| \|_\infty. \]

Proof The expressions immediately follow from Theorem 2.1 and Corollary 2.1. \( \square \)

2.3 Condition estimations

In this subsection, we will derive the sharp upper bounds for \( \kappa_c^\infty \) and \( \kappa_c \), which can be estimated efficiently by the Hager-Higham algorithm [20, 22, 23] during using the generalized QR factorization method (GQR) [2, 8, 21, 32] to solve LSE.
We first review the generalized QR factorization method for solving LSE. Let \( A \in \mathbb{R}^{m \times n} \) and \( C \in \mathbb{R}^{p \times n} \) with \( m+p \geq n \geq p \). the generalized QR factorization was introduced by Hammarling [21] and Paige [32], which further was analyzed by Anderson et al. [2]. There are orthogonal matrices \( Q \in \mathbb{R}^{n \times n} \) and \( U \in \mathbb{R}^{m \times m} \) such that
\[ U^T AQ = \begin{pmatrix} L_{11} & 0 \\ L_{21} & L_{22} \end{pmatrix}, \]
\[ CQ = \begin{pmatrix} p & n-p \\ S & 0 \end{pmatrix}, \] (2.12)
where $L_{22} \in \mathbb{R}^{(n-p) \times (n-p)}$ and $S \in \mathbb{R}^{p \times p}$ are lower triangular. If rank condition (1.2) holds, then $L_{22}$, $S$ are nonsingular [8, Theorem 2.1]. The generalized QR factorization method for solving LSE can be summarized as follows. Let $y_1 \in \mathbb{R}^p$ be the solution of the triangular system $Sy_1 = d$ and $y_2$ be the solution to the triangular system $L_{22}y_2 = c_2 - L_{21}y_1$, where

$$c = U^T b = \frac{m-n+p}{n-p} \begin{pmatrix} c_1 \\ c_2 \end{pmatrix}.$$ 

Then the solution $x$ to LSE can be computed by $x = Qy$, where $y = [y_1^T y_2^T]^T$. The flops of the generalized QR factorization method are $2mn^2 + 4mp + 2np^2 - 2m - 3 - 2p^3/3$ [8, Table 2.1]. Thus during GQR method, the decomposition (2.12) has already been computed, which can be utilized to devise the method based on the Hager-Higham algorithm to estimate the upper bounds $\kappa$ for $\kappa_{\infty}$ and $\kappa_c$, which can be estimated efficiently by the Hager-Higham algorithm [20, 22, 23]. Firstly, note that for any matrix $B \in \mathbb{R}^{p \times q}$ and diagonal matrix $D_v \in \mathbb{R}^{p \times q}$,

$$\|BD_v\|_{\infty} = \|BD_v\|_{\infty} = \|BD_v\|_{\infty} = \|BD_v\|_{\infty} = \|BD_v\|_{\infty} = \|BD_v\|_{\infty} = \|BD_v\|_{\infty}.$$ 

where $e = [1, \ldots, 1]^T \in \mathbb{R}^p$. With the above property and triangle inequality, we can prove the following theorem and its proof is omitted.

**Corollary 2.4** With the notations above, denoting

$$\kappa_{\infty} = \frac{\|LKKD_sA||x||_{\infty} + \|LKK^T D_sA^T||r||_{\infty} + \|LC_A^T D_sC||x||_{\infty}}{\|Lx||_{\infty}}$$

$$+ \frac{\|LKK^T D_sC^T||(AC_A)^T r\||_{\infty} + \|LkD_S||_{\infty} + \|LC_A^T D_s||_{\infty}}{\|Lx||_{\infty}},$$

$$\kappa_c = \frac{\|DL_x^{-1} LKKD_sA||x||_{\infty} + \|DL_x^{-1} LKK^T D_sA^T||r||_{\infty} + \|DL_x^{-1} LC_A^T D_sC||x||_{\infty}}{\|Lx||_{\infty}}$$

$$+ \frac{\|DL_x^{-1} LKK^T D_sC^T||(AC_A)^T r\||_{\infty} + \|DL_x^{-1} LKKD_S||_{\infty} + \|DL_x^{-1} LC_A^T D_s||_{\infty}}{\|Lx||_{\infty}},$$

we have

$$\kappa_{\infty}^{rel} \leq \kappa_{\infty}^U, \quad \kappa_c \leq \kappa_c^U.$$ 

**Remark 2.1** From the constructed example in Section 3, the upper bounds $\kappa_{\infty}^U$ and $\kappa_c^U$ are attainable, thus they are sharp.

If the factorization (2.12) is computed, the following expressions can be verified:

$$\mathcal{K} = Q \begin{bmatrix} 0 & 0 \\ 0 & L_{22}^{-1} \end{bmatrix} U^T, \quad \mathcal{K}^T = Q \begin{bmatrix} 0 & 0 \\ 0 & L_{22}^{-1} \end{bmatrix} L_{22}^T Q^T,$$

$$C_A^T = Q \begin{bmatrix} I_p \\ -L_{22}^{-1} L_{21} \end{bmatrix} S^{-1}, \quad (AC_A)^T r = S^{-1} L_{11}^T (c_1 - L_{11} y_1).$$

(2.13)
For the each terms in \( \kappa_U^\infty \) and \( \kappa_U^c \), we can use the classical condition estimation method \([20,22,23]\) to estimate them. This method is an efficient method for estimate one-norm of a matrix \( B \), which involves a sequences of matrix multiplications \( Bv \) and \( B^Tv \). By taking account of the decompositions \((2.13)\), these matrix multiplications can be computed through solving some triangular linear system with different right hands. Thus the computational complexity of the algorithms to estimate \( \kappa_U^\infty \) and \( \kappa_U^c \) can be reduced significatively compared the GQR method. The detailed descriptions of the Hager-Higham algorithm \([20,22,23]\) to estimate \( \kappa_U^\infty \) and \( \kappa_U^c \) are omitted.

3 Numerical examples

In this section we test some numerical examples to validate the previous derived results. All the computations are carried out using MATLAB 8.1 with the machine precision \( \mu = 2.2 \times 10^{-16} \).

Let \( v \) be a \( 4 \times 1 \) vector with \( v_4 = 1/\eta \) where \( \eta \) is a small positive number, and other components are set to 1. We construct the data \( A, C, b \) and \( d \) as follows

\[
A = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \delta & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} \in \mathbb{R}^{9 \times 4},
C = \begin{bmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix} \in \mathbb{R}^{2 \times 4},
b = A \cdot v + 10^{-5} \cdot b_2, d = \begin{bmatrix}1 \\ 1 \end{bmatrix},
\]

where \( b_2 \) is an unitary vector satisfying \( A^T b_2 = 0 \) and \( \delta \) is a small positive number to control the conditioning of the augmented matrix \( A \) defined in \((1.3)\). Obviously, the matrix \( A \) has many zero components and is bad scaled because of the appearance of \( \delta \). Thus, it is reasonable to measure the error on the input data by using componentwise perturbation analysis instead of the normwise perturbation analysis. Also it can be verified that the rank conditions \((1.2)\) are satisfied. For the perturbations, we generate them as

\[
\Delta A = 10^{-8} \cdot \Delta A_1 \odot A, \quad \Delta C = 10^{-8} \cdot \Delta C_1 \odot C, \quad \Delta b = 10^{-8} \cdot \Delta b_1 \odot b, \quad \Delta d = 10^{-8} \cdot \Delta d_1 \odot d,
\]

where each components of \( \Delta A_1 \in \mathbb{R}^{9 \times 4}, \Delta C_1 \in \mathbb{R}^{2 \times 4}, \Delta b_1 \in \mathbb{R}^9 \) and \( \Delta d_1 \in \mathbb{R}^2 \) are uniformly distributed in the interval \((-1, 1)\), and \( \odot \) denotes the componentwise multiplication of two conformal dimensional matrices. When the perturbations are small enough, we denote the unique solution by \( \hat{x} \) of the following perturbed LSE problem:

\[
\min_{\bar{x} \in \mathbb{R}^n} \|(A + \Delta A)\hat{x} - (b + \Delta b)\|_2 \text{ subject to } (C + \Delta C)\hat{x} = d + \Delta d.
\]

We use the GQR method \([8]\) to compute the solution \( x \) and the perturbed solution \( \hat{x} \) separately. Usually the solution \( x \) have badly scaled components, for example, the last component of \( x \) is order of \( 1/\eta \) while other components of \( x \) are equal to 1.
For the $L$ matrix in our condition numbers, we choose
\[ L_0 = I_4, \quad L_1 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \in \mathbb{R}^{3 \times 4}, \quad L_2 = [0 \ 0 \ 0 \ 1] \in \mathbb{R}^{1 \times 4}. \]

Thus, corresponding to the above three matrices, the whole $x$, the subvector $[x_1, x_2, x_3]^{\top}$, and the component $x_n$ are selected respectively.

We measure the normwise, mixed and componentwise relative errors in $Lx$ defined by
\[ r_{rel}^{2} = \frac{\|L\tilde{x} - Lx\|_2}{\|Lx\|_2}, \quad r_{rel}^{\infty} = \frac{\|L\tilde{x} - Lx\|_{\infty}}{\|Lx\|_{\infty}}, \quad r_{rel}^{c} = \frac{\|L\tilde{x} - Lx\|_{c}}{\|Lx\|_{c}}, \]

where $\| \cdot \|_{c}$ is the componentwise norm defined in (2.11). And we measure the normwise and componentwise perturbation magnitudes as follows
\[ \epsilon_1 := \min \{ \epsilon : \|\Delta A\|_F \leq \epsilon \|A\|_F, \|\Delta b\|_2 \leq \epsilon \|b\|_2, \|\Delta C\|_F \leq \epsilon \|C\|_F, \|\Delta d\|_2 \leq \epsilon \|d\|_2 \}, \]
\[ \epsilon_0 := \min \{ \epsilon : |\Delta A| \leq \epsilon |A|, |\Delta b| \leq \epsilon |b|, |\Delta C| \leq \epsilon |C|, |\Delta d| \leq \epsilon |d| \}, \]

where $|\Delta A| \leq \epsilon |A|$ should be understood componentwisely.

Cox and Higham [8] defined the normwise condition number for LSE as follows
\[ \text{cond}(A, C, b, d) := \lim_{\epsilon_1 \to 0} \sup_{\epsilon_1} \frac{\|\tilde{x} - x\|_2}{\epsilon_1 \|x\|_2}, \]

and proved that
\[ \frac{\|\tilde{x} - x\|_2}{\|x\|_2} \leq \kappa_1 \epsilon_1 + O(\epsilon_1^2), \]

where
\[ \kappa_1 = \left( \|C_A^T\|_2 \|d\|_2 + \|K\|_2 \|b\|_2 + \|x^T \otimes C_A^T + \left[r^T A C_A^T \otimes (K K^T)\right] \Pi \|_2 \|C\|_F \right) / \|x\|_2, \]

with $\Pi \in \mathbb{R}^{mn \times mn}$ being the vec-permutation matrix [19], and
\[ \text{cond}(A, C, b, d) \leq \kappa_1 \leq 4 \text{cond}(A, C, b, d). \]

Li and Wang [28] defined the absolute normwise condition number for a linear function of the solution $x$ to LSE as follows
\[ \kappa_{abs}^{2} := \lim_{\epsilon_2 \to 0} \sup_{\epsilon_2} \frac{\|L(\tilde{x} - x)\|_2}{\epsilon_2}, \]

where
\[ \epsilon_2 := \sqrt{\alpha_A^2 \|\Delta A\|_F^2 + \alpha_C^2 \|\Delta C\|_F^2 + \alpha_b^2 \|\Delta b\|_2^2 + \alpha_d^2 \|\Delta d\|_2^2} \]
with \( \alpha_A > 0, \alpha_C > 0, \alpha_b > 0 \) and \( \alpha_d > 0 \). So the explicit expression for the relative normwise condition number for a linear function of the solution \( x \) to LSE was given by

\[
\kappa_2 := \lim_{\epsilon_2 \to 0} \frac{\|K(x-x_0)\|}{\epsilon_2 \|Lx\|} \cdot \sqrt{\alpha_A^2 \|A\|_F^2 + \alpha_C^2 \|C\|_F^2 + \alpha_b^2 \|b\|_2^2 + \alpha_d^2 \|d\|_2^2}
\]

\[
= \frac{\|K\|_2^{1/2}}{\|Lx\|_2} \cdot \sqrt{\alpha_A^2 \|A\|_F^2 + \alpha_C^2 \|C\|_F^2 + \alpha_b^2 \|b\|_2^2 + \alpha_d^2 \|d\|_2^2},
\]

where

\[
K = \left( \frac{\|r\|_2^2}{\alpha_A^2} + \frac{r^\top A C_A^\top \|b\|_2^2}{\alpha_C^2} \right) L \left( ((AP)^\top AP)^\top \right)^2 L^\top + \frac{\|r\|_2^2}{\alpha_A^2} + \frac{1}{\alpha_2^2} \right) L \left( ((AP)^\top AP)^\top \right) L^\top + \frac{\|r\|_2^2}{\alpha_C^2} + \frac{1}{\alpha_d^2} \right) LC_A^\top (C_A^\top)^\top L^\top + \frac{1}{\alpha_C^2} \right) LC_A^\top (C_A^\top)^\top A^\top x r^\top ((AP)^\top AP)^\top L^\top,
\]

and in the rest of this section we always set \( \alpha_A = \alpha_C = \alpha_b = \alpha_d = 1 \). From the definition of condition numbers, the following quantities

\[
\epsilon_1 \kappa_1, \epsilon_2 \kappa_2, \epsilon_0 \kappa^\text{rel}_{o}, \epsilon_0 \kappa^\text{c},
\]

are the linear normwise, mixed and componentwise asymptotic perturbation bounds, respectively.

In Table 3.1, we do numerical experiments for different choices of \( \eta \) and \( \delta \). It can be observed that when \( \delta \) decreases from \( 10^{-3} \) to \( 10^{-6} \), \( \text{cond}(A) \) increases from \( O(10^6) \) to \( O(10^{12}) \) which means that LSE tends to be more ill-conditioned with respect to the decreasing of \( \delta \), while the changes of \( \eta \) have little effects on the conditioning of \( A \) because only the right hand side \( b \) verifies when \( \eta \) changes. In general, the perturbation magnitudes \( \epsilon_0, \epsilon_1 \) and \( \epsilon_2 \) are \( O(10^{-6}) \) since the perturbations are generated via (3.1). Thus, the linear normwise, mixed and componentwise asymptotic perturbation bounds can bound the exact relative perturbation bounds for the solution, respectively. However, the linear normwise asymptotic perturbation bounds given by \( \epsilon_1 \kappa_1 \) and \( \epsilon_2 \kappa_2 \) can severely overestimate the relative normwise perturbation bounds \( r^\text{rel}_2 \). For example, when \( \eta = 10^{-6}, \delta = 10^{-6} \) and \( L = L_1, \epsilon_2 \kappa_2 \approx 1.7321 \cdot 10^4 \) while \( r^\text{rel}_2 = 4.9302 \cdot 10^9 \). Also for \( \kappa_1 \), when \( \eta = 10^{-6}, \delta = 10^{-6} \) and \( L = L_1, \epsilon_1 \kappa_1 \approx 1.4142 \cdot 10^{-2} \) while \( r^\text{rel}_1 = 4.1157 \cdot 10^{-9} \). Thus the normwise condition number \( \kappa_2 \) for a linear function of \( x \) proposed by Li and Wang [28] is not effective, and cannot be used to measure the conditioning of the solution to LSE in this situation. On the other hand, from the values of \( r^\text{rel}_1, r^\text{rel}_m \) and \( r^\text{rel}_c \), one can see that different components of \( x \) have different relative errors, which means that we should measure the conditioning of components of \( x \) through defining a linear function for \( x \) given by (1.6) to select the interested component. This validates the motivations of this paper. For all \( \eta, \delta \) and \( L \), the mixed and componentwise condition numbers are equal to 2, which tell us that these special constructed LSE problems are well-conditioned under componentwise perturbation analysis. Moreover, the linear mixed and componentwise asymptotic perturbation bounds coincide with the relative mixed and componentwise errors for all choices of \( L \). The derived upper bounds \( \kappa^\text{U}_{o} \) and \( \kappa^\text{U}_{c} \) can be equal to the exact mixed and componentwise condition numbers for most cases. Thus the proposed upper bounds are sharp. In a word, numerical examples validate the effectiveness of theatrical results on the mixed and componentwise condition numbers and their upper bounds.
Table 3.1 Comparison of condition numbers with the corresponding relative errors and the MATLAB $\text{cond}(A)$.

| $\eta$ | $\delta$ | $L$   | $\text{cond}(A)$ | $\eta_L^\text{rel}$ | $\kappa_1^\text{rel}$ | $\kappa_2^\text{rel}$ | $r_1^\text{rel}$ | $\kappa_U^\text{rel}$ | $\kappa_c^\text{rel}$ | $r_c^\text{rel}$ |
|-------|--------|-------|-----------------|-----------------|-----------------|-----------------|----------------|-----------------|-----------------|----------------|
| $10^{-3}$ | $10^{-3}$ | $I$   | $1.8019e+06$ | $1.0131e-09$ | $1.4174e+03$ | $3.0000e+03$ | $1.0131e-09$ | $2$ | $0.002$ | $1.5796e-09$ | $2$ | $4$ |
|       |       | $L_1$ | $9.9040e-10$ | $1.7321e+06$ | $1.5796e-09$ | $2$ | $4$ | $1.5796e-09$ | $2$ | $4$ |
|       |       | $L_2$ | $1.0131e-09$ | $3.0000e+03$ | $1.0131e-09$ | $2$ | $2$ | $1.5796e-09$ | $2$ | $2$ |
| $10^{-3}$ | $10^{-6}$ | $I$   | $1.8019e+12$ | $2.3251e-09$ | $1.4157e+06$ | $2.8286e+06$ | $2.3251e-09$ | $2$ | $2.002$ | $5.0255e-09$ | $2$ | $4$ |
|       |       | $L_1$ | $3.0982e-09$ | $1.6331e+09$ | $5.0255e-09$ | $2$ | $4$ | $5.0255e-09$ | $2$ | $4$ |
|       |       | $L_2$ | $2.3251e-09$ | $2.8286e+06$ | $2.3251e-09$ | $2$ | $2$ | $5.0255e-09$ | $2$ | $2$ |
| $10^{-6}$ | $10^{-3}$ | $I$   | $1.8019e+06$ | $4.6600e-09$ | $1.4166e+03$ | $1.0000e+06$ | $4.6600e-09$ | $2$ | $2$ | $7.3082e-09$ | $2$ | $4$ |
|       |       | $L_1$ | $4.5676e-09$ | $5.7375e+11$ | $7.3082e-09$ | $2$ | $4$ | $7.3082e-09$ | $2$ | $4$ |
|       |       | $L_2$ | $4.6600e-09$ | $1.0000e+06$ | $4.6600e-09$ | $2$ | $2$ | $7.3082e-09$ | $2$ | $2$ |
| $10^{-6}$ | $10^{-6}$ | $I$   | $1.8019e+12$ | $4.1157e-09$ | $1.4142e+06$ | $3.0000e+06$ | $4.1157e-09$ | $2$ | $2$ | $8.2246e-09$ | $2$ | $4$ |
|       |       | $L_1$ | $4.9302e-09$ | $1.7321e+12$ | $8.2246e-09$ | $2$ | $4$ | $8.2246e-09$ | $2$ | $4$ |
|       |       | $L_2$ | $4.1157e-09$ | $3.0000e+06$ | $4.1157e-09$ | $2$ | $2$ | $8.2246e-09$ | $2$ | $2$ |
4 Concluding Remarks

In this paper we studied the perturbation analysis for the least squares problem with equality constraints. Condition number expressions for the linear function of the LSE solution were derived through the dual techniques under componentwise perturbations for the input data. Moreover, sharp upper bounds for mixed and componentwise condition numbers could be estimated efficiently by the Hager-Higham algorithm \[20,22,23\] when solving LSE using the generalized QR factorization method \[2,8,21,32\]. Numerical examples validated the effectiveness of the proposed condition numbers.
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