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Abstract: Mobile cloud computing (MCC) is a domain that stemmed from advances in mobile technology and cloud computing. Although debate continues about the best strategies to preserve privacy and personal data protection in MCC, it is essential to explore the effects of applying privacy by design (PbD) to preserve privacy and personal data protection in MCC. PbD is a general philosophy that demonstrates privacy should not be overviewed as an afterthought, but rather as a first-class requirement in the design of IT systems. This study explores the effects of applying PbD to preserve privacy and personal data protection in MCC, and is focused on the privacy of personal data. In this exploration, a framework using PbD has been demonstrated, and seven hypotheses were formulated. Moreover, a survey was implemented where 386 responses were used to test the formulated hypotheses. The results of this study supported the perceived benefits, cues to action of PbD, and perceived threat are positively and directly related to privacy and personal data protection behavior in MCC. Moreover, the results supported that the perceived barriers are negatively and directly related to privacy and personal data protection behavior in MCC. Overall, the results support the utilization of PbD to preserve privacy and personal data protection in MCC and encourage the practitioners to utilize PbD to preserve privacy and personal data protection in MCC.
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1. Introduction

Today, the resources provided by mobile devices are among the most widely used media for saving and manipulating data in the current era [1,2]. However, the resources provided by mobile devices are considered to be limited. Therefore, recent developments in mobile devices have heightened the need to look for more spaces to save sensitive data and information. As a result, mobile users have utilized an available internet facility called cloud computing to keep their data. Hence, this situation leads to a new domain known as mobile cloud computing (MCC) [1].

Recently, there is an increasing demand for security, due to data breach cases worldwide [1]. For example, an organization faces a fine for the theft of data from its website in 2019 [3]. More importantly, it has been reported that people’s personal data is just that personal; when an organization fails to protect it from loss, damage or theft, it is more than an inconvenience [3]. Another concern is when a firm’s digitalization practices are deemed improper distribution and use of customer data [4]. Moreover, bankruptcy happened, due to a data breach [4,5].

More recently, the privacy and protection of MCC data are increasingly recognized as one of the key data issues [6,7]. For instance, in big data, research reported that relying on the number
of downloads of mobile device applications, the volume of big data has a negative effect on firm performance [4]. Additionally, a recent investigation in big data reported that it would be necessary to monitor the evolution of the issues related to legal implications associated with terms of privacy and ownership of data [8].

In spite of the seemingly convenient nature of MCC, it demonstrates various challenges for users concerning the privacy and security of their information [2]. The research reported four categories of privacy: Privacy of the person, privacy of personal data, privacy of personal behavior, and privacy of personal communication [9]. This study is focused on the privacy of personal data that refers to data protection issues [9].

Moreover, recent attention towards privacy issues by many stakeholders, including users, policymakers and companies and which are demonstrating risks for them, includes but not limited to the data breach, blackmailing, social engineering, and collection of private information [10]. Furthermore, in an attempt to address the privacy issues, for example, in Europe, laws and regulations of data exposure and location transparency is demonstrated through the general data protection regulation (GDPR) [11–13].

More recent attention has focused on providing privacy by design (PbD) to ensure that any activities conducted on an individual’s data are accompanied by the provision of privacy and security of the data [14]. PbD is a procedure recommended to be followed by companies, such as cloud computing services providers. Respectfully, the study presented in this paper aims to explore the effects of applying PbD to preserve privacy and personal data protection in MCC.

In this exploration, a framework using PbD has been demonstrated adopting the health belief model (HBM) to explore the effects of applying PbD to preserve privacy and personal data protection in MCC. The HBM is used to explore the perceived benefits, perceived barriers, perceived severity, perceived susceptibility, cues to action, and perceived threat [15–18]. Moreover, a survey has been implemented where a questionnaire has been circulated, and a pilot study has been applied with 100 responses. Furthermore, a total of 386 responses were used for the current analysis. Moreover, the SmartPLS 3.2.8 [15–21] has been utilized for the data analysis. The SmartPLS 3.2.8 is a well-known tool for statistical analysis and extensively employed in the research domain [19,20].

This study’s results supported that the perceived benefits, cues to action of PbD, and the perceived threat are positively and directly related to privacy and personal data protection behavior in MCC. The results also supported that the perceived barriers are negatively and directly related to privacy and personal data protection behavior in MCC.

Generally, this study has three contributions, including introducing a new framework using PbD to preserve privacy and personal data protection in MCC. This study also adopted the HBM to explore preserve privacy and personal data protection in MCC and Evaluated applying PbD in preserving privacy and personal data protection in MCC. Overall, this study’s results will help researchers and practitioners, including managers and policymakers, with the necessary perception when utilizing PbD to preserve privacy and personal data protection in MCC.

The remainder of this paper is structured as follows. Section 2 presents the research background and motivation. Section 3 describes the exploratory study. Section 4 shows the results and discussion. Section 5 clarifies the threat to validity. Section 6 presents a comparison with related work. Finally, Section 7 demonstrates the conclusion.

2. Background and Motivation

This section presents a general background of MCC, PbD, and the need for an exploratory study.

2.1. Mobile Cloud Computing

Today, the resources provided by mobile devices are among the most widely used media for saving and manipulating data. In general, the resources provided by mobile devices are considered to be limited, such as memory size, disk capacity, and computational resources [22]. Currently, mobile users
have utilized an available internet facility called cloud computing to save their data [22,23]. Hence, this situation leads to a new domain known as MCC [24]. As shown in Figure 1, the MCC user utilized cloud service for processing and storing personal data.

As shown in Figure 1, a scenario of privacy in MCC is illustrated. An MCC user (U) has the demand to utilize the cloud service to process and store his personal data that require privacy. In the same case, the cloud service is located in different countries, for instance, country (A) and country (B). Country (A) that hosted the cloud service provider is applied GDPR, or it is equivalent laws and regulations. On the other hand, Country (B) hosted the cloud service provider does not apply GDPR or equivalent laws and regulations.

The research reported that the cloud service located in a country that does not apply laws and regulations regarding privacy and personal data protection in MCC is subject to privacy violation (data exposure, misuse) by a third-party [25–29]. In turn, the main issue demonstrated in Figure 1 is the processing of the user’s personal data (U) in the country (B) hosted the cloud service provider and did not apply GDPR, or it is equivalent laws and regulations.

It interesting to note that MCC preserves the mobile resource, including the data and applications on external providers to the mobile device [24]. For example, it can store personal data, private family information, and private personal life stories. In general, the user can access the data regardless of his current location. MCC is a domain that has resulted from advances in mobile technology and cloud computing [24].

As demonstrated in Figure 2, MCC’s architecture offers a model combining the benefits of both mobile technology and cloud computing. The figure shows that the corresponding mobile users can
utilize mobile devices, such as tablets, PDAs, and smartphones attached to the networks via the base transceiver station (BTS) or satellite.

![Figure 2. Architecture of MCC [30].](image)

As presented in Figure 2, mobile users’ requirements are broadcasted to the servers that offer mobile services, then, the subscribers’ requests are distributed to the cloud service using the Internet, and finally, the controllers in the cloud send the users the requested medical cloud services.

2.2. Privacy by Design

Several studies investigating personal have shown that personal data is associated with the collection, use, disclosure, storage, and destruction of personal data (or personally identifiable information, PII). Previous research has reported that the identification of private information depends on the specific application scenario, law and regulation is the key task of personal data protection [31].

More recent attention has focused on providing PbD to ensure that any activities conducted on an individual’s data are accompanied by the provision of privacy and security of the data [14]. PbD is a procedure recommended to be followed by cloud computing services providers [32].

Previous research has indicated that PbD is founded upon seven key principles, as defined by Cavoukian [14]. The principles are proactive, not Reactive, preventive, not Remedial, privacy by default, privacy embedded into the design, privacy by positive-sum, not zero-sum, an end-to-end security-full life cycle protection, visibility, and transparency, and finally, respect for user privacy [14,33]. For this study, we focus on visibility and transparency represented by location transparency. The location transparency will help the MCC users to choose the country that applies laws and regulations for cloud storage to protect their data.

2.3. The Need for an Exploratory Study

Several researchers have determined using cloud computing for saving mobile data [1]. As a result, privacy and personal data protection in MCC are currently one of the main hurdles in privacy defense issues [12]. For example, an investigation state that data on the cloud might be stored at multiple locations across different states and countries that might be secure in one country and may not be protected in another [34]. Besides, the nature of cloud computing has important implications for the privacy of personal information, including questions about how secure the location is and who has access to it [34,35], which affects the MCC user’s decision to use cloud storage [35].
Moreover, questions have been raised about threats and attacks of personal data privacy; research reported that improper security policies and practices in some locations are one of the issues of privacy and personal data protection in MCC \[2,34,36,37\]. However, the issue of privacy and personal data protection in MCC may cause laws and regulations noncompliance and also threats and attacks, such as leakage of user privacy, data misuse, disclosing information or data, and identity theft \[2\], and may even jeopardize personal data privacy where the MCC users might be exposed to, for instance, a spy, steal the user information, spam messages, social trolling and shaming, and internet viruses \[38,39\]. Appendix B displays examples of privacy issues presented in the literature.

Although the debate continues about the best strategies for dealing with the various issues for privacy and personal data protection in MCC, the benefits of utilizing PbD for privacy and personal data protection in MCC are not explored. Specifically, no single study exists which explored the effects of applying PbD for privacy and personal data protection in MCC \[2,40\]. PbD is a general philosophy that demonstrates privacy should not be overviewed as an afterthought, but rather as a first-class requirement in the design of IT systems \[41\]. Consequently, this study aims to explore the effects of applying PbD to preserve privacy and personal data protection in MCC.

3. Exploratory Study

This section presents our exploratory study in four subsections. Section 3.1 highlights the purpose of this study. Section 3.2 presents a proposed framework. Section 3.3 illuminates the research model. Section 3.4 demonstrates the development of the survey instrument and data collection and analyses.

3.1. Purpose of the Study

This research aims to explore the effects of applying PbD to preserve privacy and personal data protection in MCC. Table 1 shows the research questions (RQs) and research objectives (Ros) of this study.

| # | Research Question                                                                 | Research Objective                                                                 |
|---|----------------------------------------------------------------------------------|-----------------------------------------------------------------------------------|
| 1 | How to preserve privacy and personal data protection in mobile cloud computing using privacy by design framework? | To illustrate applying privacy by design framework to preserve privacy and personal data protection in MCC. |
| 2 | How does the privacy by design framework effects preserving privacy and personal data protection in MCC? | To evaluate the privacy by design framework in preserving privacy and personal data protection in MCC. |

In the following Subsections, Section 3.2 demonstrates our proposed framework to answer RQ 1, and Subsection C illustrates our research model to replay RQ 2.

3.2. Proposed Framework

Notably, MCC is the combination of cloud computing and mobile computing to bring rich computational resources to mobile users, network operators, as well as cloud computing service providers \[42\]. Currently, MCC provides business opportunities for mobile network operators, as well as cloud providers \[43\]. Conspicuously, research defined MCC as “a rich mobile computing technology that leverages unified elastic resources of varied clouds and network technologies toward unrestricted functionality, storage, and mobility to serve a multitude of mobile devices anywhere, anytime through the channel of Ethernet or Internet regardless of heterogeneous environments and platforms based on the pay-as-you-use principle” \[42\].

This study proposes the utilization of PbD to preserve privacy and personal data protection in MCC using visibility and transparency, considering location transparency, laws, and regulations.
To help with selecting the cloud storage, which hosted in countries applied laws and regulations for privacy and personal data protection in MCC.

This study proposed to include allowing the MCC user to select a storage location, including the country, cloud storage, and laws and regulations applied. By doing this, visibility of location transparency and laws and regulations were considered to be implemented. As shown in Figure 3, the proposed framework has two phases, including registration and synchronization. The proposed framework phases are highlighted as follows:

A. Registration phase: In this phase, the MCC user must register for using the MCC storage service. In addition to providing the basic data, the MCC user must select the storage location classified based on applying laws and regulations in the MCC storage service locations.

B. Synchronization phase: In this phase, the MCC storage service provides synchronization in the existing storage services [44]. In synchronization, personal data on a mobile device are synced to a server that leads to an MCC storage service location. The added, modified, or deleted data will automatically reflect in the selected storage location using upload and download processes [45]. The proposed framework utilizes the existing synchronization process, adding the location, including the ability to know the location of the storage that the user is synchronized with.

![Figure 3. The high-level architecture of the proposed framework.](image)

3.3. Research Model

For this research, the objective of the study presented in this paper is to explore the effects of applying PbD to preserve privacy and personal data protection in MCC. For this exploration, we have borrowed the HBM [46,47] to explore the effects of applying PbD to preserve privacy and personal data protection in MCC.

The HBM is a conceptual framework currently utilized in empirical preventive health care studies by asking respondents what behaviors they engage in particular issues [46,47]. Appendix A shows the health belief model.

In general, the HBM is utilized in the research domain to highlight how programs need to consider individual beliefs in the issue being addressed. Furthermore, the HBM is useful for measuring
behavioral intention or likelihood of behavior as the dependent variable [15]. Moreover, the HBM is helpful in recognizing violations and threats in the examination issues [48].

Generally, the HBM was utilized in information systems’ security domain [15,19,20,49–51]. In addition, the current study adopts the HBM for the following reasons:

- The HBM tackles personal human issues towards assessing and modeling the impacts of the diseases [15,19,20,49–51]. Information systems security experts have adopted the HBM for modeling and assessing personal issues, such as personal data protection and privacy. Obviously, there are many privacy and personal data protection factors that have causes and impacts, which can be assessed by the HBM.

- The HBM can enrich the PbD in MCC through providing cues to action (refers to experiences and applying location transparency for MCC storage location), where cues to action is distinguishing the HBM from other theories, such as Technology Acceptance Model (TAM) [52], Theory of Reasoned Action (TRA) [53], and Theory of Planned Behavior (TPB) [54].

- The HBM can be used to measure the effects of applying PbD to preserve privacy and personal data protection in MCC, since the perceived threat and its underlying relationship to privacy and personal data protection behavior for MCC can be investigated by the HBM.

For this exploration, to assess the proposed solution, the HBM is utilized for evaluating preserve privacy and personal data protection in MCC by questioning the users regarding the perceived benefits, perceived barriers, cues to action, and perceived threat when the visibility of location transparency, laws, and regulations are implemented.

As shown in Figure 4, the HBM is demonstrated in a conceptual framework that utilized the predictive value of the original constructs of the HBM. Figure 4 shows the predictive value of the HBM original constructs, including the perceived benefits, perceived barriers, Cues to Action of PbD, and perceived threat, which combined perceived severity and perceived susceptibility [15–18].

In this study, Privacy and data protection behavior in MCC refer to the actions of a country that hosted the actual cloud storage and their behaviors against malicious behavior and violation regarding MCC. Perceived benefits refer to altering a person’s behavior if there will be some perceived benefits in adopting new behavior [18]. In this context, it indicates the perceived effectiveness of location transparency of cloud storage. The following hypothesis is formulated:

**Hypothesis 1 (H1).** Perceived benefits are positively related to privacy and personal data protection behavior in MCC.

Perceived barriers could act as restrictions considering a person acting according to recommended behavior. Even though a person might feel that a certain action is powerful in reducing the threat, the action in question might cause him unnecessary pain or other inconvenience [55]. In this context, MCC users perceived the unavailability of location transparency and unsatisfactory data protection laws and regulation. The following hypothesis is formulated:

**Hypothesis 2 (H2).** Perceived barriers are negatively related to privacy and personal data protection behavior in MCC.

Cues to action of PbD in the HBM are occurrences that encourage people to alter their behavior [16]. As confirmed in Dodel et al. and Vatka [55,56], if a person has previously been afflicted, he might detect upcoming concerns easier [55,56]. The cues to action in this study pointing directly to the perceived threat, and also directly to privacy and personal data protection behavior in MCC to demonstrate if the cues to action have an impact on individual threat perception. The following hypotheses are formulated:

**Hypothesis 3 (H3).** Cues to action of PbD considering visibility location transparency, laws, and regulations are positively related to the perceived threat.
**Hypothesis 4 (H4).** Cues to action of PbD considering visibility location transparency, laws, and regulations are positively related to privacy and personal data protection behavior in MCC.

Perceived threat, in the HBM, the perceived threat is affecting the individual’s intent to implement health-related behavior [16]. According to Edwards and Glanze et al. [16, 57], the perceived threat is a combination of perceived severity and perceived susceptibility to the disease or condition. The following hypothesis is formulated:

**Hypothesis 5 (H5).** The perceived threat is positively related to privacy and personal data protection behavior in MCC.

Perceived severity is related to a person’s perception of how serious a health problem is [55]. In this study, the perceived severity or seriousness is related to risks associated with some given cloud storage locations, such as the laws and regulations related to privacy and personal data protection in MCC. The following hypothesis is formulated:

**Hypothesis 6 (H6).** Perceived severity is positively related to privacy and personal data protection behavior in MCC through perceived threat.

Perceived susceptibility covers beliefs or subjective risks of disease progression. The person may be more cautious, and therefore, feel threatened by the disease. On the other hand, the person may deny the possibility of contracting the disease—although both are provided with the same information and facts about the disease [15]. In this study, if an MCC user sees the outstanding vulnerability to violation and threat, one is more likely to take further countermeasures according to their privacy and data protection behavior in MCC. The following hypothesis is formulated:
**Hypothesis 7 (H7).** Perceived susceptibility is positively related to privacy and personal data protection behavior in MCC through perceived threat.

As shown in Figure 5, the integration of formulated hypotheses has six constructs based on the HBM [18]. Moreover, in this study, the second-order construct is utilized to measure the perceived threat modeled as a second-order formative construct [58]. The perceived threat includes perceived severity and perceived susceptibility as two underlying dimensions [57]. The perceived threat is suitably modeled as a second-order formative construct following Williams et al. [20] recommendation. The constructs defined and their related hypotheses are as follows:

![Figure 5. Integration of formulated hypotheses based on the HBM.](image)

3.4. Development of Survey Instrument, and Data Collection and Analyses

For this analysis, the instruments, validity, and reliability of this investigation, and data collection and analysis were implemented as follows:

3.4.1. Instruments

In this study, the questionnaire is divided into two parts, as follows:

1. The first part consists of the demographical data of the respondents, such as Age, Gender, Marital status, Level of education, and Cloud storage.
2. The second part contains the constructs, which were ordered as follows:

   - **Perceived threat:** It contains two sub-dimensions, including the perceived susceptibility to violation and threat and perceived severity of risks associated with some given cloud storage locations that do not apply laws and regulations for privacy and personal data protection in MCC. In summary, perceived susceptibility and perceived severity were measured by 4 and 5 items, respectively, adopted from the Al Khater study and self-developed [59].
   - **Perceived benefits** were assessed by the six items developed by Al Khater study and self-developed [59].
   - **Perceived barriers** were assessed by the four items developed by Al Khater study and self-developed [59].
Accordingly, the first draft of the questionnaire was received by a panel of experts, made up of two Symmetry 2020 Squares (PLS) in SmartPLS 3.2.8 [21] was used to analyze the collected data. In particular, PLS is well applying PbD to preserve privacy and personal data protection in MCC. In this study, Partial Least Squares (PLS) in SmartPLS 3.2.8 [21] was used to analyze the collected data. In particular, PLS is well

For all of the defined constructs, the measurement was followed is the 5-point Likert-type scale [60], including 1 = strongly agree, 2 = agree, 3 = undecided, 4 = disagree, and 5 = strongly disagree.

3.4.2. Validity and Reliability

For this research, the objective of the study presented in this paper is to explore the effects of applying PbD to preserve privacy and personal data protection in MCC. In this study, a questionnaire is implemented through a web-based survey tool named Google forms [61]. To ensure validity and reliability, the questionnaire was sent to experts in the domain to test the validity [62,63]. To be specific, sending a questionnaire for validation to experts is consistently utilized in the research domain [64]. Accordingly, the first draft of the questionnaire was received by a panel of experts, made up of two tenure track faculty members at the University of Malaya and one of MCC security experts to guarantee the validity of the questionnaire.

Moreover, the questionnaire was distributed to 100 respondents as a pilot study. A pilot test is considered an essential phase to identify potential problem areas and shortcomings in the research instrument [65]. Based on the results of the pilot study, the questionnaire was improved and sent again to experts to test the validity after the pilot study.

3.4.3. Data Collection and Analysis

In this study, a questionnaire was distributed with a cover letter to explain the purpose of the research via online platforms, including Facebook and LinkedIn. The purposive sampling was used [66,67] in this study; therefore, the participants comprised the users who used cloud platforms in MCC to store their data. The questionnaire link was shared with over 600 possible respondents on LinkedIn and over 550 contacts through Facebook.

As a result, a total of 386 responses were received. Since all the questions in the questionnaire are mandatory, the incomplete survey is automatically not allowed to continue; therefore, all of the sample 386 responses have completed the answers to all the questions.

As presented in Hair et al., the sample size of the main study is recommended to be 100–150 is the model contains seven or fewer constructs [68]. Moreover, the minimum sample size is recommended to be ten times the highest number of structural paths to a latent variable [69]. Furthermore, Creswell (2012) suggested that the minimum sample size is 350 responses for a survey [70]. So, the sample size of this study is 386, which is considered to be sufficient [68–70].

It is interesting to note that a study reported comparisons of response rates for online surveys and paper-based surveys, the results revealed that in paper-based surveys, the overall response rate is amounting to 56% [71]. On the other hand, the overall response rate for online surveys is 33% [71]. Moreover, research points out that online surveys’ response rate is 30%, on average [72]. For this study, the response rate is equal to 33.56%, which is considered average [71,72]. Simply, for this study, the response rate is the number of responses (386) divided by the number of people we invited to respond (1150) multiply by 100 [71,72].

As shown in Table 2, 195 of 386 respondents (50.52%) were in the 30 to 39 age group, 306 of 386 participants (79.27%) were male in gender group, 234 of 386 (60.62%) were married, 192 of 386 (49.74%) reported that they had a Bachelor’s degree, and 177 of 386 participants (45.85%) reported that they used Google Drive as cloud storage.

For this research, the objective of the study presented in this paper is to explore the effects of applying PbD to preserve privacy and personal data protection in MCC. In this study, Partial Least Squares (PLS) in SmartPLS 3.2.8 [21] was used to analyze the collected data. In particular, PLS is well
appropriate to expound complex relationships by averting unacceptable solutions problems and not identifying factors [73].

### Table 2. Descriptive statistics of demographic characteristics of participants.

| Demographic Category | Percentage | Number of Participate |
|----------------------|------------|-----------------------|
| Age                  |            |                       |
| 19 or younger        | 0.78%      | 3                     |
| 20 to 29             | 29.53%     | 114                   |
| 30 to 39             | 50.52%     | 195                   |
| 40 or older          | 19.17%     | 74                    |
| Gender               |            |                       |
| Male                 | 79.27%     | 306                   |
| Female               | 20.73%     | 80                    |
| Marital status       |            |                       |
| Single               | 34.97%     | 135                   |
| Married              | 60.62%     | 234                   |
| Divorced             | 4.40%      | 17                    |
| Education level      |            |                       |
| Elementary/Primary education | 0.52%  | 2                     |
| High school diploma  | 3.63%      | 14                    |
| Bachelor’s degree    | 49.74%     | 192                   |
| Master’s degree      | 39.38%     | 152                   |
| Ph.D./Doctorate      | 6.74%      | 26                    |
| Cloud storage        |            |                       |
| Google Drive         | 45.85%     | 177                   |
| Dropbox              | 16.32%     | 63                    |
| One Drive (formerly Sky Drive) | 8.03%  | 31                     |
| iCloud               | 21.24%     | 82                    |
| Others               | 8.55%      | 33                    |

The data was transferred to SmartPLS software by uploading the Comma Separated Values File (.csv). The data was transferred through intermediary software (Microsoft Excel) to clean the data, which transmits the original data documents to a computer database. The excel sheet file was saved as a Comma Separated Values File (.csv) to allow the SmartPLS software to read the file.

In general, the SmartPLS is utilized to generate two main models [64] as follows.

#### A. Measurement model:

The measurement model comprises relationships among the latent variables and their indicators (items) [20]. In SmartPLS, to measure the items loading, to check the significance of each question, within each construct in the form of t-values, bootstrapping can be found under the calculate list [64,74]. Moreover, convergent validity, reliability, and discriminant validity [20] are measured using the SmartPLS [20,73,75].

According to Hair et al. [69], the convergent validity is known as the internal consistency scale; according to Fornell et al. [73], the discriminant validity is the degree to which the measures of different constructs are distinct from one another. Moreover, the variance inflation factor (VIF) is used to evaluate multicollinearity [20]. In general, convergent validity is measured by the average variance extracted (AVE) [75]. The reliability is assessed by composite reliability (CR) [75] and Cronbach's Alpha (CA) [75]. On the other hand, discriminant validity is evaluated by cross-loadings of the key measurement items in the model [75] and the Fornell-Larcker criterion [75].

#### B. Structural model:

The structural model is used to check out the hypothesis and in which by SmartPLS can be calculated the Coefficient of determination (R-squared) and path coefficient for each hypothesis [64].

In broad, the path coefficient includes the latent variables and T-test values [64]. R-squared ($R^2$) value of the endogenous variables is utilized to assess the predictive power of a specific model or construct and determining the standard path coefficient of each relevant exogenous and endogenous variable [76].
4. Results and Discussion

In this section, we present and discuss the results of this study. Section 4.1 shows the results, while Section 4.2 illustrates a discussion of the obtained results.

4.1. Results

This Subsection presents the results of this study, including the results of the measurement model, structure model.

4.1.1. Results of Measurement Model

For this research, the objective of the study presented in this paper is to explore the effects of applying PbD to preserve privacy and personal data protection in MCC. For this study, convergent validity, reliability, and discriminant validity [20] results, as follows:

A. Convergent validity and reliability

As shown in Table 3, all scales show adequate values with an average variance extracted (AVE) exceeding 0.50, composite reliability (CR) scores exceeding 0.70, and Cronbach’s Alpha (CA) scores greater than 0.70 [75]. Based on the obtained results in Table 3, we have noted that our AVE results are satisfactory according to the demonstration of Chin et al. [77], Fornell et al. [73], and Nunnally et al. [78], the AVE should be exceeding 0.5 to be at a satisfactory level [73,77,78]. The CR results in Table 3 are satisfactory based on the presentation of Chin et al. [77], Fornell et al. [73], and Nunnally et al. [78] if the CR scores exceeding 0.70 is satisfactory [73,77,78]. Moreover, the CA outcomes are acceptable according to the presentation of Hair et al. [79], the CA with the range starts from 0.713 to 0.917 is acceptable [79]. Furthermore, According to Petter et al. [80] and Williams [20], the VIF values ranged a threshold of 3.3 is recommended. For this study, the VIF values ranged from 1.293 to 2.741. Thus, the result in Table 3 provided evidence that multicollinearity is not a threat to the validity of the measures [20].

Table 3. Convergent validity.

| Constructs          | Items  | Loading | VIF | AVE  | CR   | CA   |
|---------------------|--------|---------|-----|------|------|------|
| Perceived Severity  | PSEV1  | 0.805   | 1.696 | 0.504 | 0.835 | 0.752 |
|                     | PSEV2  | 0.753   | 1.514 |       |      |      |
|                     | PSEV3  | 0.653   | 1.297 | 0.504 | 0.835 | 0.752 |
|                     | PSEV4  | 0.666   | 1.309 |       |      |      |
|                     | PSEV5  | 0.661   | 1.293 |       |      |      |
| Perceived Susceptibility | PSUS1 | 0.787   | 1.631 | 0.504 | 0.835 | 0.752 |
|                     | PSUS2  | 0.844   | 1.877 |       |      |      |
|                     | PSUS3  | 0.711   | 1.351 |       |      |      |
|                     | PSUS4  | 0.711   | 1.359 |       |      |      |
| Perceived Benefits  | PBEN1  | 0.716   | 1.913 | 0.504 | 0.835 | 0.752 |
|                     | PBEN2  | 0.742   | 1.977 |       |      |      |
|                     | PBEN3  | 0.822   | 2.314 |       |      |      |
|                     | PBEN4  | 0.834   | 2.466 |       |      |      |
|                     | PBEN5  | 0.740   | 1.711 |       |      |      |
|                     | PBEN6  | 0.817   | 2.024 |       |      |      |
| Perceived Barriers  | P.BAR1 | 0.721   | 1.304 | 0.504 | 0.835 | 0.752 |
|                     | P.BAR2 | 0.817   | 1.516 |       |      |      |
|                     | P.BAR3 | 0.792   | 1.696 |       |      |      |
|                     | P.BAR4 | 0.716   | 1.584 |       |      |      |
Table 3. Cont.

| Constructs | Items | Loading | VIF  | AVE  | CR  | CA  |
|------------|-------|---------|------|------|-----|-----|
| Cues to Action of Privacy by design | CAPD1 | 0.699 | 1.561 |      |     |     |
|           | CAPD2 | 0.787 | 2.033 |      |     |     |
|           | CAPD3 | 0.804 | 2.065 | 0.597 | 0.898 | 0.864 |
|           | CAPD4 | 0.706 | 1.500 |      |     |     |
|           | CAPD5 | 0.826 | 2.494 |      |     |     |
|           | CAPD6 | 0.804 | 2.298 |      |     |     |
| Privacy and personal data protection behavior in MCC | PDBPMCC1 | 0.728 | 1.610 |      |     |     |
|           | PDBPMCC2 | 0.819 | 2.048 |      |     |     |
|           | PDBPMCC3 | 0.868 | 2.557 | 0.671 | 0.910 | 0.876 |
|           | PDBPMCC4 | 0.830 | 2.626 |      |     |     |
|           | PDBPMCC5 | 0.844 | 2.741 |      |     |     |

Note: Average variance extracted (AVE) 0.50. Composite reliability (CR) scores should exceed 0.70. Cronbach’s Alpha (CA) scores greater than 0.70.

As presented in Table 3, the loadings of all reflective indicators exceeded the required cut-off level of 0.60, as recommended by Bagozzi et al. [81]. Moreover, the items of loading from the minimum value of 0.50 are valid, as suggested by Hair et al. [68].

B. Discriminant validity

As shown in Table 4, the cross-loadings resulted in adequate values (with yellow highlights). Hair et al. (2011) suggest that each measurement item should have higher loading on its own key construct than any other key construct [69]. In this study, cross-loadings measures show adequate discriminant validity and are satisfied as suggested in Gefen et al. [82,83] that the measures should load more on their construct than others to evaluate the discriminant validity of the reflective measures [82,83].

Table 4. Cross-loadings.

|            | CAPD  | P. BAR | P. BEN | P. SEV | P. SUS | PDPBMCC |
|------------|-------|--------|--------|--------|-------|---------|
| CAPD1      | 0.699 | 0.369  | 0.414  | 0.223  | 0.242 | 0.440   |
| CAPD2      | 0.787 | 0.348  | 0.570  | 0.183  | 0.203 | 0.598   |
| CAPD3      | 0.804 | 0.420  | 0.602  | 0.295  | 0.279 | 0.626   |
| CAPD4      | 0.706 | 0.378  | 0.444  | 0.311  | 0.267 | 0.524   |
| CAPD5      | 0.826 | 0.378  | 0.558  | 0.239  | 0.225 | 0.596   |
| CAPD6      | 0.804 | 0.464  | 0.519  | 0.288  | 0.299 | 0.598   |
| P.BAR1     | 0.357 | 0.721  | 0.255  | 0.359  | 0.390 | 0.255   |
| P.BAR2     | 0.458 | 0.817  | 0.342  | 0.439  | 0.428 | 0.304   |
| P.BAR3     | 0.391 | 0.792  | 0.258  | 0.562  | 0.567 | 0.249   |
| P.BAR4     | 0.324 | 0.716  | 0.198  | 0.500  | 0.561 | 0.167   |
| P.BEN1     | 0.558 | 0.350  | 0.716  | 0.227  | 0.209 | 0.454   |
| P.BEN2     | 0.525 | 0.292  | 0.742  | 0.192  | 0.181 | 0.431   |
| P.BEN3     | 0.547 | 0.291  | 0.822  | 0.173  | 0.178 | 0.536   |
| P.BEN4     | 0.539 | 0.259  | 0.834  | 0.120  | 0.122 | 0.552   |
| P.BEN5     | 0.497 | 0.185  | 0.740  | 0.106  | 0.070 | 0.524   |
| P.BEN6     | 0.511 | 0.301  | 0.817  | 0.272  | 0.212 | 0.594   |
| P.SEV1     | 0.257 | 0.452  | 0.200  | 0.805  | 0.511 | 0.220   |
| P.SEV2     | 0.199 | 0.443  | 0.100  | 0.753  | 0.494 | 0.149   |
| P.SEV3     | 0.167 | 0.348  | 0.129  | 0.653  | 0.375 | 0.138   |
| P.SEV4     | 0.351 | 0.532  | 0.264  | 0.666  | 0.486 | 0.295   |
| P.SEV5     | 0.203 | 0.337  | 0.128  | 0.661  | 0.418 | 0.180   |
| P.SUS1     | 0.349 | 0.499  | 0.227  | 0.530  | 0.787 | 0.248   |
| P.SUS2     | 0.220 | 0.493  | 0.127  | 0.538  | 0.844 | 0.167   |
| P.SUS3     | 0.274 | 0.436  | 0.128  | 0.422  | 0.711 | 0.255   |
| P.SUS4     | 0.157 | 0.469  | 0.146  | 0.483  | 0.711 | 0.104   |
Table 4. Cont.

|                | CAPD | P. BAR | P. BEN | P. SEV | P. SUS | PDPBMCC |
|----------------|------|--------|--------|--------|--------|---------|
| PDPBMCC1       | 0.575| 0.334  | 0.456  | 0.326  | 0.293  | 0.728   |
| PDPBMCC2       | 0.637| 0.297  | 0.526  | 0.251  | 0.188  | 0.819   |
| PDPBMCC3       | 0.644| 0.268  | 0.545  | 0.203  | 0.211  | 0.868   |
| PDPBMCC4       | 0.563| 0.226  | 0.558  | 0.192  | 0.168  | 0.830   |
| PDPBMCC5       | 0.584| 0.225  | 0.637  | 0.167  | 0.174  | 0.844   |

Note: P. BAR = Perceived Barriers; CAPD = Cue to Action of privacy by design; P. BEN = Perceived Benefits; P. SEV = Perceived Severity; P. SUS = Perceived Susceptibility; PDPBMCC = Privacy and data protection behavior in MCC.

As shown in Table 5, based on the Fornell-Larcker criterion, the discriminant validity is assessed by comparing the correlations between constructs with the square root of the AVE for the construct [73,75]. Fornell-Larcker criterion resulted in adequate values (with yellow highlights) with values of the key constructs higher on themselves than with other constructs [73,75] and that are satisfied based on Fornell and Larcker [73,75].

Table 5. Discriminant Validity (Fornell-Larcker criterion).

|        | CAPD | P. BAR | P. BEN | P. SEV | P. SUS | PDPBMCC |
|--------|------|--------|--------|--------|--------|---------|
| PDPBMCC | 0.772| 0.763  | 0.780  | 0.710  | 0.765  | 0.819   |
| P. BAR  | 0.510| 0.355  | 0.232  | 0.647  |        |         |
| P. BEN  | 0.676| 0.330  | 0.666  | 0.278  | 0.252  |         |
| P. SEV  | 0.333| 0.598  | 0.206  | 0.647  | 0.765  |         |
| P. SUS  | 0.328| 0.620  | 0.206  | 0.647  | 0.765  |         |

C. Second-order

As shown in Figure 6, the paths of the underlying perceived threat dimensions are significant (SEV: $b = 0.571, p < 0.001$; SUS: $b = 0.529, p < 0.001$). Moreover, the path weights of all individual indicators on the second-order construct are significant at $p < 0.001$, according to Wetzel et al. [58], guidelines.

Figure 6. SmartPLS results.

4.1.2. Results of Structural Model

For this research, the objective of the study presented in this paper is to explore the effects of applying PbD to preserve privacy and personal data protection in MCC. After evaluating the
measurement model, the structural model was then analyzed. The structural model includes the assumed hypothesized relationship between exogenous and endogenous variables in the model. The results of the structural model are shown in Table 6.

**Table 6.** The results of the structural model.

| Hypo  | Relationship                  | Std. Beta | Std. Error | T-value | p-Value | R²    | Decision      |
|-------|------------------------------|-----------|------------|---------|---------|-------|---------------|
| H1    | P. BEN ↑ PDPBMCC              | 0.315     | 0.056      | 5.660   | 0.000   | 0.602 | Supported **  |
| H2    | P. BAR ↑ PDPBMCC              | −0.134    | 0.052      | 2.581   | 0.005   | 0.591 | Supported **  |
| H3    | CAPD ↑ P. Threats             | 0.003     | 0.001      | 2.158   | 0.015   | 0.602 | Supported *   |
| H4    | CAPD ↑ PDPBMCC                | 0.352     | 0.056      | 9.884   | 0.000   | 0.602 | Supported **  |
| H5    | P. Threats ↑ PDPBMCC          | 0.106     | 0.043      | 2.438   | 0.007   | 0.602 | Supported *   |
| H6    | P. SEV ↑ PDPBMCC              | 0.060     | 0.025      | 2.435   | 0.007   | 0.602 | Supported *   |
| H7    | P. SUS ↑ PDPBMCC              | 0.056     | 0.023      | 2.438   | 0.007   | 0.602 | Supported *   |

Note: Significant at * p < 0.05, ** p = <0.01.

The illustrative power of the estimated model can be evaluated by monitoring R² of the endogenous constructs. Chin [74] suggests that the R-squared values above 0.67 are considered high, while values ranging from 0.33 to 0.67 are moderate, whereas values from 0.19 to 0.33 are weak, and any R² values less than 0.19 are unacceptable. Falk et al. [84] propose an R-squared value of 0.10 as a minimum acceptable level. The value of R² obtained from our analysis was 0.602, indicating that 60.2% of the variance can be demonstrated by all the exogenous variables in the model.

### 4.2. Discussion

This Subsection illustrates a discussion of this study’s results, including an analysis of the hypotheses testing.

As illustrated in Figure 6 and Table 6, the hypothesis test result of privacy and data protection behavior in MCC were analyzed using the path analysis model [85]. The results analysis and hypotheses testing are discussed as follows:

For Hypothesis 1 (H1), as illustrated in Table 6 and Figure 6, the result of this study is highly supported the perceived benefits are positively related to privacy and personal data protection behavior in MCC (b = 0.315, SE = 0.56, p = 0.000). The current result is now lead to the same findings of the previous work by Ng et al. [15], Claar et al. [49], Humaidi et al. [19,50], Williams et al. [20], and Koloseni et al. [51] that the perceived benefits are positively related to behavior [15,19,20,49–51].

For Hypothesis 2 (H2), as shown in Table 6 and Figure 6, the result of this study is highly supported perceived barriers are negatively related to privacy and personal data protection behavior in MCC (b = −0.134, SE = 0.52, p = 0.005). Indeed, the perceived barriers are negatively related as founded in previous work by Ng et al. [15], Claar et al. [49], Humaidi et al. [19,50], Williams et al. [20], and Koloseni et al. [51].

For Hypothesis 3 (H3), As illustrated in Figure 6 and Table 6, the result of this study is supported that cues to action of PbD considering visibility location transparency, laws, and regulations are positively related to the perceived threat (b = 0.003, SE = 0.001, p = 0.015). The outcome of this study is committed to the same conclusion highlighted by Edwards [16], where the cues to action are positively related to a person’s perception of an event being a security threat [16].

For Hypothesis 4 (H4), as shown in Table 6 and Figure 6, the result of this study is highly supported that cues to action of PbD considering visibility location transparency, laws, and regulations are positively related to privacy and personal data protection behavior in MCC (b = 0.552, SE = 0.056, p = 0.000). Indeed, the current outcome highly supported that the location transparency with laws and regulations will help users avoid privacy violations. Furthermore, the current finding is consistent with the findings of Claar et al. [49] that cues to action is positively related to behavior [49].

For Hypothesis 5 (H5), as shown in Table 6 and Figure 6, the result of this study is supported that the perceived threat is positively related to privacy and personal data protection behavior in MCC.
(b = 0.106, SE = 0.043, p = 0.007). The most exciting finding was that this examination draws the same proceeding of previous work by Edwards [16] that the perceived threat is positively related to security behavior [16].

For Hypothesis 6 (H6), as demonstrated in a group of previous studies by Ng et al. [15], Humaidi et al. [19], and Koloseni et al. [51], and Williams et al. [20], the perceived severity is positively related to behavior [15,19,20,51]. The outcome of this study, as shown in Table 6, supported that perceived severity related to privacy and personal data protection behavior in MCC through perceived threat (b = 0.60, SE = 0.025, p = 0.007).

For Hypothesis 7 (H7), as presented in Table 6, the result of this investigation supported that the perceived susceptibility is positively related to privacy and personal data protection behavior in MCC through perceived threat (b = 0.56, SE = 0.023, p = 0.007). It is interesting to point out that the current finding is consistent with the findings of many studies in the literature that focused on protecting the users of the technologies from security attacks and threats [15,19,20,49–51]. In other words, it’s interesting to note that the current outcome is signaling that when vulnerabilities, violations, and threats to privacy and personal data protection are investigated by MCC users, the users will be more likely to take further countermeasures according to their privacy and personal data protection behaviors.

In general, this study’s results supported that the perceived benefits, cues to action of PbD, and the perceived threat are positively and directly related to privacy and personal data protection behavior in MCC. Moreover, the results supported that the perceived barriers are negatively and directly related to privacy and personal data protection behavior in MCC. More importantly, the results of this exploration will be beneficial to scholars, managers, and policymakers in helping them for more understanding of the effects of applying PbD to preserve privacy and personal data protection in MCC.

5. Threat to Validity

In this section, we describe and relieve the risks to the validity of this exploratory study. The threat includes internal validity, external validity, and construct validity [86].

5.1. Internal Validity

Internal validity refers specifically to whether an experimental treatment/condition makes a difference or not, and whether there is sufficient evidence to support the claim [87]. For this study, the internal validity is about utilizing the HBM model, the self-reported approach bias, the pilot study, and the sample size.

To mitigate those threats, we utilized the HBM model investigation according to similarly conducted studies [15,19,20,49–51] where those studies and the current research concerning the security issues. Moreover, a self-reported approach is a common approach for gathering the data, since it reduces the possibility of respondents reporting their intention according to what they deem as socially desirable [15]. Moreover, a pilot study was performed in which the questionnaire was distributed to 100 responds who used MCC and who did not participate again in the main study.

Besides, as presented in Hair et al. [69], the sample size of the main study is recommended to be ten times the highest number of structural paths to a latent variable. Accordingly, we validated our model by using survey data based on a sample of 386 responds who used cloud storage in MCC to make sure that our study has strong validity. Our sample is more than related studies in the domain, including the Ng et al. [15] and Williams et al. [20], which are 134 and 237, respectively.

5.2. External Validity

External validity refers to the generalizability of the treatment/condition outcomes [38]. For this study, external validity is about utilizing the visibility and transparency principle out of the seven principles of PbD is a threat to the external validity of the study. This threat is migrated, since investigating one principle in PbD and generalized the results is a common practice in the
research domain [40,88–90]. Moreover, a recent systemic mapping study has revealed that many studies in PbD have studied at least one PbD principle and generalized the results [40].

5.3. Construct Validity

This validity is associated between the theory and the observation in a relationship. If the cause-and-effect relationship is causal, it must ensure the treatment reflects well the cause construct, and the result reflects the effect construct [91].

In this study, the construct validity is about utilizing the HBM to assess preserving privacy and personal data protection in MCC. To mitigate this threat, the HBM is being used in the information systems’ security to explain why some people do not perceive a threat sufficient to prompt the adoption of computer security software [49] to assess the influence of security awareness and security technology on users’ behavior with regards to health information systems’ security [50], to investigate the moderating effect of working experience of health professionals on the relationship between management support and user’s ISP compliance behavior [19], and to contribute to a better understanding of the security behavior of computer users in organizations, so that the security environment of an organization can be improved, by identifying and understanding the determinants of computer security behavior [15]. Following that, this study utilized the HBM.

6. Comparison with Related Work

This part presents and related works of this study and demonstrates a comparison of this study with the related works.

Several studies investigated data issues [15,19,20,49–51,56,92,93] related to this study have been carried out in the literature. Ng et al. [15] used the Health Belief Model to study user’s computer security behavior. Ng et al. [15] gathered survey data from 134 employees. The results of Ne et al. [15] showed that perceived benefits and perceived susceptibility are determinants of email-related security behavior. Claar et al. [49] proposed a conceptual framework that used the Health Belief Model to explain why some people are not aware of a threat sufficient to induce the adoption of computer security software.

Moreover, Humaidi et al. [50] utilized interviews, questionnaires, and surveys to assess the effect of security technology and security awareness on users’ behavior in relation to health information systems’ security based on the HBM and Protection Motivation Theory. Humaidi et al. [19] explored the moderate effect of the health professional’s working experience on the relationship between factors of the Health Information System Security Policies Compliance Behavior (HISSPC) model. The model [19] was tested by using the partial least squares (PLS) approach with outcomes pointing to the coefficient of determination (i.e., $R^2$).

Besides, Williams et al. [20] developed a model named the security belief model, which is built from existing models of health behavior is established to explain information security behavior intentions. Williams et al. [20] empirically tested the model based on a sample of 237 professionals. The results [20] point to the general support for their model, especially susceptibility, severity, benefits, and a cue to action as antecedents to the intention to perform preventive information security behaviors [20].

In addition, Dodel et al. [56] presented a cyber-victimization preventive behavior utilizing the HBM. Dodel et al. [56] demonstrated a conceptual model on the determinants of non-digital preventive actions. Dodel et al. [56] investigated the determinants of cyber-safety activities, especially the factors linked with the use of anti-virus software on the Internet with the users. The results of Dodel et al. [56] demonstrated the role of attitudes and values in the reduction of online threats.

Moreover, Koloseni et al. [51] utilized the HBM to investigate employees’ security behaviors, especially both automatic or habitual security behaviors and conscious security behaviors of Tanzanian government employees. The results of the research [51] supported that perceived barriers, perceived severity, perceived susceptibility, and cues to the action and security habits affected the intentions of government employees to practice information security behavior [51].
Additionally, Schymik et al. [92] seek to determine the email security behaviors of undergraduate students. A survey was utilized, and a questionnaire was developed based on the HBM [92]. The study [92] supported that the perceived benefits are affecting students’ security behavior. Furthermore, Ameme et al. [93] attempt to explain the reasons behind security breaches and developed a model using the HBM for predicting the behaviors of internet banking customers. Ameme et al. [93] reported a relationship between internet banking security breaches and customer behaviors. The authors [93] mentioned that their outcome has significant policy implications for banks, which help to understand the behavior of customers on internet banking platforms.

In summary, Table 7 presents a comparison between this study and related works of this study. Table 7 shows the reference number of each study, year, research type, contribution type, whether the study used the HBM or not, and whether it used PbD. The contribution type facet is referred to as the type of intervention being studied [94].

| Reference Number | Year | Main Issue                                           | Contribution Type Facet | HBM Used. | PbD Used |
|------------------|------|------------------------------------------------------|-------------------------|-----------|----------|
| [15]             | 2009 | User’s computer security behaviors.                  | Model                   | Yes       | No       |
| [49]             | 2010 | Computer security software.                          | Model                   | Yes       | No       |
| [50]             | 2012 | Health information systems’ security.                | Framework               | Yes       | No       |
| [20]             | 2014 | Information security behavior intentions.            | Model                   | Yes       | No       |
| [19]             | 2015 | Health Information System Security.                  | Model                   | Yes       | No       |
| [93]             | 2016 | The reasons behind security breaches.                | Model                   | Yes       | No       |
| [56]             | 2017 | Cyber-safety activities.                             | Model                   | Yes       | No       |
| [92]             | 2017 | Email security behaviors.                            | Model                   | Yes       | No       |
| [51]             | 2019 | Security behaviors of employees.                     | Model                   | Yes       | No       |
| This study       | 2020 | Privacy and Personal Data Protection in MCC          | Framework               | Yes       | Yes      |

As presented in Table 7, 9 studies are related to this study; the studies were conducted in the years from 2009 to 2019. Table 7 revealed that most related works were undertaken in security, such as security behaviors, behavior intentions, security breaches, and Cyber-safety activities. Moreover, in the contribution type facets, most of the studies are producing models, except in 2012, research had a framework. Furthermore, all related studies utilized the HBM, and none of them are using the PbD.

7. Conclusions

Mobile technology is widespread media of data storage, including sensitive information. Due to the limitation in mobile devices, users migrate their data to cloud storage. MCC is a domain resulted from advances in mobile technology and cloud computing [22]. Privacy and protection of MCC data are increasingly recognized as one of the key data issues to protect MCC users [11,12,95]. This study explored the effects of applying PbD to preserve privacy and personal data protection in MCC.

In this study, a framework using PbD has been demonstrated, and seven hypotheses were formulated by adopting the HBM. To test the hypotheses, a survey has been implemented where a questionnaire has been circulated, and a pilot study has been conducted with 100 responses. Moreover, a total of 386 responses were used for the current analysis.

The results of this study supported that the perceived benefits, cues to action of PbD, and the perceived threat is positively and directly affected privacy and personal data protection behavior in MCC. Moreover, the results supported that the perceived barriers are negatively and directly affected privacy and personal data protection behavior in MCC.

More broadly, not only the privacy issues affecting individuals, but also organizations, and when dealing with organizations, there is also a matter of security [96]. Therefore, in conclusion, we believe that applying PbD for MCC is crucial for both users, private organizations, and public organizations. To conclude, this study’s results will help researchers and practitioners, including managers and policymakers, with the necessary perception when utilizing PbD to preserve privacy and personal data
protection in MCC Moreover, the results of this exploration supported and encouraged the utilization of PbD to preserve privacy and personal data protection in MCC.
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Appendix A

The Health Belief Model Adapted from Rosenstock, 1974 [18].

Appendix B

Examples of privacy issues presented in the literature.

| # | Threat         | Explanation                                                                 |
|---|----------------|-----------------------------------------------------------------------------|
| 1 | Phishing Attacks| “is a type of fraudulent attack in which the intruder acquires the user’s personal information by masquerading as a trustworthy third party through either a fake or stolen identity.” [97]. |
| 2 | Spam Attacks   | Spam messages are unwanted messages.                                        |
| 3 | Information Leakage| “Social media are all about openly sharing and exchanging information with friends. Some users willingly share their personal information such as health-related data.” [97]. |
| 4 | Location Leakage threat| is a type of data leakage [97].                                               |
| 5 | Cyberstalking  | “is to harass an individual or group through the Internet or social networking.” [97]. |
| #   | Threat                           | Explanation                                                                                                                                 |
|-----|---------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| 6   | User Profiling                  | “is one of the common activities in almost all online services, where OSN servers analyze routine user activities in their space through various machine-learning techniques.” [97] |
| 7   | Surveillance                    | “is a new type of monitoring that is different from the sociability and social roles of a person in politics, the economy, and civil society.” [97] |
| 8   | User identification             | “is defined as a feature that helps individuals recognize each other.” [98]                                                                  |
| 9   | Privacy of user’s personal space| “The visibility of a social profile has a different type of presence on different social networks.” [98]                                    |
| 10  | Users’ communication             | The information that a user shares with other online social network users, for example, there is some default information that a user shares with the online social network provider such as visited profiles, IP address, the time of connection, and the messages sent. [98] |
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