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Abstract

Self-supervised pre-training of large-scale transformer models on text corpora followed by fine-tuning has achieved state-of-the-art on a number of natural language processing tasks. Recently, Lu et al. (2021) claimed that frozen pretrained transformers (FPTs) match or outperform training from scratch as well as unfrozen (fine-tuned) pretrained transformers in a set of transfer tasks to other modalities. In our work, we find that this result is, in fact, an artefact of not tuning the learning rates. After carefully redesigning the empirical setup, we find that when tuning learning rates properly, pretrained transformers do outperform or match training from scratch in all of our tasks, but only as long as the entire model is fine-tuned. Thus, while transfer from pre-trained language models to other modalities does indeed provide gains and hints at exciting possibilities for future work, properly tuning hyperparameters is important for arriving at robust findings.

1. Introduction

Transformer-based pretrained language models (LMs) have led to a revolution in the area of natural language processing (NLP) in recent years (Vaswani et al., 2017), a progress fueled by larger training data sets, bigger models and increasing computational demand. Finetuning such pretrained LMs has led to state-of-the-art performance across a variety of NLP benchmarks (Petroni et al., 2021; Wang et al., 2018; 2019). In these settings, the LM is pretrained on a large collection of natural language texts such as the Google Book Corpus (Zhu et al., 2015) or the 1B Word Benchmark (Chelba et al., 2014). Subsequently, the model is fine-tuned on a given task of interest, e.g. sentiment analysis (Maas et al., 2011) or text classification (Zhang et al., 2015).

While the ability to transfer language representations, e.g. word representations (Mikolov et al., 2013; Pennington et al., 2014) or contextual representations (Devlin et al., 2019; Radford et al., 2019), between different language tasks has been well studied and revealed few-shot (Brown et al., 2020) and zero-shot (Petroni et al., 2019) abilities, recent work has focused on the exciting possibility of transfer between different modalities (Lu et al., 2021). Successful transfer between different modalities (e.g. natural language to images) can be interpreted as less of a pretraining of transferable representations but instead transfer of the general computational structure inherent in language to other tasks (Lu et al., 2021). Indeed, Lu et al. find that finetuning only the input and output layers of a fully trained NLP transformer model, frozen pretrained transformers (FPTs), matches or outperforms training from scratch of the same model, across a variety of tasks in different modalities.

In this paper, we report that the performance gains of FPTs disappear under fair tuning of the learning rate and one of the main claims of the paper no longer holds. FPTs perform better than random frozen models but are significantly worse than training from scratch on all four tasks studied. Concretely, with a lower learning rate, the ordering of the performance between the unfrozen and frozen variants is
inverted for all tasks (see Figure 1). The impact of hyperparamters on the empirical results in ML papers has been the subject of intense debates. It is not uncommon for careful finetuning to change the outcome of a paper or even undo years of “progress” in the field. For example, Melis et al. (2018) found that when fairly optimizing for hyperparamters, vanilla LSTM match more sophisticated recently introduced RNN variants across a variety of NLP tasks.

That said, interestingly, we find that when not frozen, Transformers do provide gains through transfer from text to other modalities. In particular in the challenging CIFAR10-LRA task (Tay et al., 2021), which consists of sequentialized CIFAR images, finetuning the entire pretrained model outperforms training from scratch by a large margin. On MNIST (LeCun & Cortes, 2010), the gap is small but significant and on the other two tasks finetuning the pretrained model matches the performance of training from scratch. This opens up exciting avenues for future research and we hope that our work will help the community avoid some potential pitfalls around hyperparemter tuning in the pursuit of this work, ensuring that the findings will stand the test of time.

2. Problem Setting and Background

The recent work from Lu et al. (2021) investigates the capability of transformers, pretrained on natural language, to generalize to other modalities with minimal finetuning. They limit the finetuning by freezing the majority of the weights in the residual layers, and report that this Frozen Pretrained Transformer (FPT) architecture achieves comparable or better results than transformers trained from scratch across their chosen tasks.

Lu et al. consider classification tasks across a range of modalities, including bit manipulation (Miconi et al., 2018), image classification (Krizhevsky, 2012) and protein classification (Rao et al., 2019; Fox et al., 2013; Hou et al., 2018). The input is chunked into tokens for processing with the GPT2 architecture, with the tokens for the vision tasks being a flattened representation of a 4 by 4 pixel patch. The authors also include a more challenging version of the CIFAR10 task, CIFAR-LRA (Tay et al., 2021) where the patches are a single pixel, resulting in longer sequences.

FPTs as proposed by Lu et al. have the feedforward and multi-head attention frozen in each of the residual blocks. Only the input and output layers, layer norm parameters, and positional embeddings are finetuned. The authors compare this performance with a Frozen Random transformer and an Unfrozen variant. For the Unfrozen variant they report numbers from different architectures for each task we consider. For CIFAR10-LRA and ListOps they report numbers from a vanilla Transformer with tuned hyperparameters as provided in Tay et al. (2021). For MNIST and CIFAR10 they report results from GPT2, with CIFAR10 using a 3 layer model due to instability in training the full sized version.

The authors report training on a single learning rate (1 × 10⁻³) for all tasks except Homology, and appear to report the results from a single seed per variation. The released code¹ along with the paper does not use a validation set and they report the test accuracies from a held-out test set.

3. Methods

Training of deep neural networks can be highly sensitive to the learning rates used for optimizing the network (Choi et al., 2020). Therefore, a natural question is to ask whether the results reported in Lu et al. (2021) have been impacted by the choice of using a fixed learning rate. To investigate

¹https://github.com/kzl/universal-computation
this, we rerun the experiments of Lu et al. while broadly sweeping the learning rate. As we will see later, any given fixed learning rate greatly changes the results.

To investigate the effects of pretraining and freezing across tasks from different modalities, we evaluate on four of the tasks explored by Lu et al.: ListOps, MNIST, CIFAR10 and CIFAR10-LRA. We do not replicate the Bit tasks because the transformers were able to perfectly solve them in the original work. The Homology task is not supported in the released codebase so it would be more difficult to ensure an accurate reproduction of their experimental setting. We evaluate the performance on the base GPT-2 model, at 12 layers. As in their work, we experiment with using transformer models pretrained on natural language, and with freezing the self-attention and feedforward layers finetuning only the input and output layers, the layer norm and the positional embeddings. Specifically, we consider:

**Frozen Pretrained**: The Frozen Pretrained Transformer introduced by Lu et al.

**Frozen Random**: The transformer is randomly initialized and the self-attention and feedforward layers are frozen before finetuning.

**Unfrozen Pretrained**: The transformer is initialized with a pretrained language model and finetuned without freezing any layers.

**Unfrozen Random**: The transformer is randomly initialized and finetuned without freezing any layers.

For each of these settings and tasks, we train using the Adam optimizer (Kingma & Ba, 2015) and sweep the learning rate logarithmically from $1 \times 10^{-6}$ to 0.01. We use a batch size of eight and train up to a predefined maximum number of gradient steps (see Appendix 5 for details). We determine the training step for early stopping based on the performance on the validation set to obtain the best model from each run and to identify the best learning rate across the sweep. For each setting, we repeat the experiments with three seeds and report the mean test accuracy along with the standard error of the mean as measured on the held-out test set.

For the ListOps task the validation split is provided as part of the dataset released with the Long Range Arena (Tay et al., 2021), but for the CIFAR10 and MNIST datasets we create our own validation set. The 50K image train split in the CIFAR10 dataset is further subdivided into 5 training batches of 10K images, each containing a balanced number of samples from each class. We select one of these batches to be the validation set and train on the other 40K images. For MNIST, we split the 60K image training set into a 50K image training split and a 10K image validation set by randomly selecting 1000 images from each class.

For the ListOps task we note that the codebase released by Lu et al. is affected by issues only recently fixed in the Long Range Arena codebase. Specifically, the ListOps dataset includes sequences ranging from 500 to 2000 tokens, but the dataset tokenization utility truncated all sequences to 512 tokens. In addition, the “close” parenthesis for the list of operations was not tokenized due to not being an alphanumeric character. Between these two issues it was impossible to solve the long sequences of operations provided by the dataset. We resolved these issues in the dataset tokenization utility and adapted the architecture choices accordingly, by increasing the context length and the number of positions used by the transformer architecture to 2000. This change is possible because in all settings we fine-tune the positional embeddings. The additional tokenized character increased the token dimension for the ListOps task to 16.

Lu et al. report that the model capacity impacts the performance of each of the settings, with increased model capacity hurting the performance of the Unfrozen variants and helping the performance of the Frozen variants, resulting in some of the Unfrozen results being reported for models with 3 layers instead of the full 12 layer GPT2. To evaluate the impact of model capacity and to provide a datapoint between the two model sizes, we also test using a pretrained DistilGPT2 which is a 6 layer transformer distilled from the full sized pretrained GPT2 model.

### 4. Results and Discussion

While at a high level, our work confirms the finding from Lu et al. that transfer from NLP tasks to other modalities is indeed possible through finetuning, our results contradict theirs regarding which parts of the model should be fine-tuned. Our main finding is that while the Unfrozen Pretrained variant matches or outperforms all other settings across all tasks explored, the Frozen variants often greatly lag in performance comparatively, in direct contradiction to their findings. Table 1 compares between the different settings for each of the tasks across 3 seeds. For each task, the Frozen Pretrained setting outperforms the Frozen Random setting. However, in contrast to their results, the Unfrozen variants always outperform the Frozen variants and by a large margin for all the tasks except for MNIST.

The differences between these results and the ones obtained and reported by Lu et al. in their Section 3.1, 3.2 and 3.11 can be explained by investigating the test accuracy across the learning rate sweep, shown in Figure 1 for the CIFAR10-LRA task. Notably, the learning rate impacts not only the absolute performance but also the ordering between the settings. The learning rate reported by Lu et al., $1 \times 10^{-3}$, is marked with a vertical dashed red line. Since $1 \times 10^{-3}$ is just before a precipitous drop in the performance of the unfrozen...
When repeating this analysis for the ListOps task, in Figure 2, we see an even greater dependence on the learning rate. Each of the LRs evaluated between $1 \times 10^{-5}$ and $1 \times 10^{-3}$ results in different orderings and, hence, conclusions about the optimal architecture variant. See Appendix A for plots for MNIST and CIFAR10 tasks which uphold these findings.

The key shared finding between Lu et al. and our work is the benefit of finetuning from a model pretrained on natural language, even for tasks of different modalities. In their Section 3.2, Lu et al. find that the Frozen Pretrained transformer is superior to a Frozen Random variant. We verify that pretraining improves performance across all tasks for the Frozen transformers, and in addition find that for some tasks pretraining provides benefits for finetuning the Unfrozen variants. For the CIFAR10-LRA task, the Unfrozen Pretrained variant outperforms all other variants by 4.8%, and on MNIST the Unfrozen Pretrained variant outperforms the rest by a small margin. This benefit from pretraining on some tasks, paired with matched performance on the rest, suggests that it may be expedient to run initial experiments in new settings by finetuning from a natural language pretrained model. However the varying success of pretraining across tasks raises an open question, for future work, about which qualities of a task lead to benefits from pretraining.

In their Section 3.4, Lu et al. compare the computation efficiency between the Frozen Random and Frozen Pretrained variants by reporting the number of gradient steps to convergence. When sweeping the learning rate, we see that the final performance of the Frozen variants is much lower than the Unfrozen variants. Thus, we instead compare computational efficiency by reporting the number of gradient steps to match the performance of the Frozen Pretrained variant in Appendix B. The Frozen Random variant does not match performance in any of the tasks, verifying the authors’ assertion that pretraining improves the computational efficiency of the Frozen variants. However, for all tasks the Unfrozen variants require fewer gradient steps. For all but ListOps the Unfrozen Pretrained variant requires the least gradient steps, demonstrating that in some tasks pretraining helps not only final performance but also computational efficiency.

In their Section 3.6, Lu et al. report that the Frozen Pretrained models underfit the CIFAR10 task. We validate these findings (in Appendix C) but argue that underfitting is likely what leads to the poor comparative performance of the Frozen variants in our experiments. In addition, while the Frozen variants underfit on the MNIST and CIFAR10 tasks, the Frozen Pretrained variant has the largest train/test gap of all settings on ListOps, invalidating the hypothesis that the Frozen variants always underfit the data.

In their Section 3.7, Lu et al. report that increasing the model capacity of the Frozen Pretrained setting improved the performance on the CIFAR10 task, suggesting an easy way to achieve performance gains. We report results from similar experiments, with the addition of the learning rate sweep, in Appendix D, confirming their finding of performance gains from increased capacity for the Frozen Pretrained variant on CIFAR10. Our results also verify that these claims hold for the CIFAR10-LRA task and but show that increasing model capacity also benefits the Unfrozen Pretrained variant. Interestingly, the increase in model capacity improves the Unfrozen Pretrained setting across all tasks whereas it only improves the Unfrozen Random setting on CIFAR10-LRA.

In their Section 3.11, Lu et al. describe the impact of unfreezing part or all of the pretrained model. They report that unfreezing both the feedforward layers and the attention heads is detrimental to performance. This experiment corresponds to our Unfrozen Pretrained variant which we find outperforms all other variants when the learning rate is properly swept, contrary to their findings.

5. Conclusion

Transformer architectures pretrained on natural language texts are some of the most successful models in NLP in recent years. Therefore, investigating how they can best be used as a starting point for solving tasks in other modalities is an important research direction. In our work, we show that, across a variety of tasks, the best results are obtained when finetuning all of the weights of a pretrained model. These results directly contradict prior work which concluded that freezing most of the model leads to superior performance. We demonstrate that these prior conclusions were an artefact of using a specific, fixed learning rate, and hope that our work will help pave the way for robust investigations into cross-modal transfer in the future.
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A. Learning Rate Sweeps

We report the impact of the learning rate on the test accuracy for all tasks, MNIST, ListOps and CIFAR10 and CIFAR10-LRA. In all cases, the learning rate reported by Lu et al. (2021) is marked with a dashed red line and it is clear that reducing the reported learning rate would invert the findings.
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Figure 3. Test accuracy of all tasks across the learning rate sweep, error bars across 3 seeds.

B. Computational Efficiency

We investigate the impact of pretraining and freezing on the computational efficiency of the architectures. Because the final performance varies dramatically between variants we compare the number of gradient steps necessary to reach the best test accuracy of the Frozen Pretrained variant. We find that the Frozen Random variant is never able to match this performance. The Unfrozen settings require fewer gradient steps to match performance across all tasks, with pretraining generally improving computational efficiency in three out of four tasks.
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Table 2. The impact of pretraining on compute efficiency, comparing the number of gradient steps, per variant, to match the reported best mean test accuracy of the Frozen Pretrained variant.

- Frozen Pretrained
- Unfrozen Random
- Unfrozen Pretrained
- Frozen Random
- Unfrozen
- MNIST
- CIFAR10
- CIFAR10-LRA

|                | ListOps | MNIST   | CIFAR10 | CIFAR10-LRA |
|----------------|---------|---------|---------|-------------|
| Unfrozen Random| $1.0 \times 10^5$ | $1.1 \times 10^5$ | $7.0 \times 10^4$ | $1.8 \times 10^5$ |
| Frozen Random  | -       | -       | -       | -           |
| Unfrozen Pretrained | $1.9 \times 10^5$ | $4.6 \times 10^4$ | $4.3 \times 10^4$ | $5.3 \times 10^4$ |
| Frozen Pretrained | $1.9 \times 10^5$ | $2.4 \times 10^5$ | $3.8 \times 10^5$ | $2.4 \times 10^5$ |
C. Underfitting versus Overfitting

We investigate the extent to which each of the variants is able to fit the data by reporting the train and test accuracy at the threshold where we ended training, specified in Table 5 for each task. We find that across the MNIST and CIFAR10 tasks the Frozen variants underfit the data. However, this trend does not hold for the ListOps task where the Frozen Pretrained setting has the largest train/test gap.

Table 3. Train versus Test accuracy at the maximum number of gradient steps taken for each task as listed in Table 5.

| Variant               | ListOps | MNIST  | CIFAR10 | CIFAR10-LRA |
|-----------------------|---------|--------|---------|-------------|
| Unfrozen Random       | Train   | 58.1   | 99.9    | 96.4        | 74.1        |
|                       | Test    | 57.5   | 98.6    | 77.7        | 61.7        |
|                       | Diff    | 0.6    | 1.3     | 18.7        | 12.4        |
| Frozen Random         | Train   | 39.7   | 98.8    | 62.9        | 44.9        |
|                       | Test    | 39.2   | 98.0    | 61.1        | 43.8        |
|                       | Diff    | 0.5    | 0.8     | 1.9         | 1.1         |
| Unfrozen Pretrained   | Train   | 57.8   | 100.0   | 98.7        | 91.0        |
|                       | Test    | 55.7   | 99.0    | 77.1        | 67.0        |
|                       | Diff    | 2.1    | 1.0     | 21.7        | 24.0        |
| Frozen Pretrained     | Train   | 52.2   | 99.3    | 67.8        | 55.6        |
|                       | Test    | 46.4   | 98.5    | 65.5        | 53.4        |
|                       | Diff    | 5.8    | 0.8     | 2.3         | 2.2         |

D. Scaling Model Capacity

We investigate the impact of scaling the model capacity across three of the tasks, MNIST, CIFAR10 and CIFAR10-LRA. We compare the DistilGPT2 model at 6 layers against the GPT2 base model at 12 layers, both provided by the HuggingFace Transformers library (Wolf et al., 2020). Scaling has little or no impact on MNIST and the only variant to show improvement across all tasks with increased model capacity is the Unfrozen Pretrained setting. The Frozen Pretrained setting also improves with model capacity on both CIFAR10 tasks.

Table 4. The impact of scaling the size of the transformers across three of the tasks, comparing the performance of the DistilGPT2 architecture with that of the GPT2 architecture.

| Variant               | Architecture   | MNIST       | CIFAR10     | CIFAR10-LRA  |
|-----------------------|----------------|-------------|-------------|--------------|
| Frozen Random         | DistilGPT2     | 98.0 ± 0.1  | 60.1 ± 0.1  | 45.0 ± 0.1   |
|                       | GPT2           | 98.0 ± 0.0  | 61.8 ± 0.2  | 44.2 ± 0.3   |
| Frozen Pretrained     | DistilGPT2     | 98.5 ± 0.1  | 65.2 ± 0.5  | 51.1 ± 0.4   |
|                       | GPT2           | 98.5 ± 0.1  | 66.3 ± 0.0  | 54.7 ± 1.4   |
| Unfrozen Random       | DistilGPT2     | 98.6 ± 0.1  | 77.5 ± 0.1  | 59.7 ± 0.2   |
|                       | GPT2           | 98.7 ± 0.0  | 77.8 ± 0.2  | 62.0 ± 0.7   |
| Unfrozen Pretrained   | DistilGPT2     | 98.9 ± 0.0  | 76.8 ± 0.1  | 65.5 ± 0.5   |
|                       | GPT2           | 99.0 ± 0.0  | 77.7 ± 0.1  | 67.8 ± 0.3   |

E. Evaluation Setup

We trained each of the tasks for a logarithmic sweep of learning rates, from $1 \times 10^{-6}$ to $1 \times 10^{-2}$. Each task was run for a fixed number of gradient steps, specified in Table 5. The validation accuracy was used to perform early stopping and to identify the model in each run to evaluate and the test accuracy from that model is reported.
Table 5. Threshold number of gradient steps used to report test accuracy results, per task and model type.

| TASK     | MODEL TYPE | NUMBER GRADIENT STEPS |
|----------|------------|------------------------|
| LISTOps  | GPT2       | $3 \times 10^5$        |
| MNIST    | GPT2       | $4 \times 10^5$        |
| CIFAR10  | GPT2       | $4 \times 10^5$        |
| CIFAR10 LRA | GPT2   | $3 \times 10^5$        |