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Abstract

Automatic sign language processing is gaining popularity in Natural Language Processing (NLP) research (Yin et al., 2021). In machine translation (MT) in particular, sign language translation based on glosses is a prominent approach. In this paper, we review recent works on neural gloss translation. We find that limitations of glosses in general and limitations of specific datasets are not discussed in a transparent manner and that there is no common standard for evaluation.

To address these issues, we put forward concrete recommendations for future research on gloss translation. Our suggestions advocate awareness of the inherent limitations of gloss-based approaches, realistic datasets, stronger baselines and convincing evaluation.

1 Introduction

Automatic sign language processing is becoming more popular in NLP research (Yin et al., 2021). In machine translation (MT) in particular, many recent publications have proposed sign language translation (SLT) based on glosses. Glosses provide semantic labels for individual signs. They typically consist of the base form of a word in the surrounding spoken language written in capital letters (see Table 1). Even though glosses are not a complete representation of signs (see e.g. Pizzuto et al. 2006), they are often adopted in MT because, by virtue of being textual, they fit seamlessly into existing MT pipelines and existing methods seemingly require the least modification.

In this paper, we review recent works on neural gloss translation. We find that limitations of gloss-based approaches in general and limitations of specific datasets are not transparently discussed as inherent shortcomings. Furthermore, among gloss translation papers there is no common standard for evaluation, especially regarding the exact method to compute BLEU scores.

Experiments in SLT should be informed by sign language expertise and should be performed according to the best practices already established in the MT community.

To alleviate these problems going forward, we make practical recommendations for future research on gloss translation.

Our paper makes the following contributions:

• We provide a review of recent works on gloss translation (§2).

• We outline recommendations for future work which promote awareness of the inherent limitations of gloss-based approaches, realistic datasets, stronger baselines and convincing evaluation (§3).

2 Related work

For a general, interdisciplinary introduction to sign language processing see Bragg et al. (2019). For an overview in the context of NLP see Yin et al. (2021); Moryossef and Goldberg (2021) and De Coster et al. (2022) for a comprehensive survey.
Table 2: Review of recent works on gloss translation. L=whether a paper discusses limitations of gloss approaches, P=RWTH-PHOENIX-Weather 2014T introduced by Camgöz et al. (2018), O=other, (✔)=exact shell commands are listed in the appendix of the paper, B=BLEU, R=ROUGE, B1-4=four variants of BLEU, varying the maximum ngram order from 1 to 4, SacreBLEU=version 1.4.14, COMET=wmt-large-da-estimator-1719, DGS=German Sign Language, DE=German, ASL=American Sign Language, EN=English. In the code column, checkmark symbols (✔) are clickable links.

Table 2: Review of recent works on gloss translation. L=whether a paper discusses limitations of gloss approaches, P=RWTH-PHOENIX-Weather 2014T introduced by Camgöz et al. (2018), O=other, (✔)=exact shell commands are listed in the appendix of the paper, B=BLEU, R=ROUGE, B1-4=four variants of BLEU, varying the maximum ngram order from 1 to 4, SacreBLEU=version 1.4.14, COMET=wmt-large-da-estimator-1719, DGS=German Sign Language, DE=German, ASL=American Sign Language, EN=English. In the code column, checkmark symbols (✔) are clickable links.

| L | datasets | translation directions | code | evaluation metrics | BLEU tool |
|---|----------|------------------------|------|-------------------|-----------|
| Camgöz et al. (2018) | - | ✔ | - | ✔ | ✔ | ✔ | - | Tensorflow |
| Stoll et al. (2018) | - | ✔ | - | - | - | ✔ | ✔ | (unclear) |
| Camgöz et al. (2020a) | ✔ | ✔ | - | ✔ | ✔ | ✔ | ✔ | (unclear) |
| Camgöz et al. (2020b) | ✔ | ✔ | - | - | ✔ | ✔ | ✔ | WER (unclear) |
| Camgöz et al. (2020a) | ✔ | ✔ | - | ✔ | ✔ | ✔ | ✔ | WER (unclear) |
| Saunders et al. (2020) | ✔ | ✔ | - | - | ✔ | ✔ | ✔ | NLTK |
| Stoll et al. (2020) | ✔ | ✔ | - | - | ✔ | ✔ | ✔ | (unclear) |
| Obay and Akanm (2020) | - | ✔ | - | - | ✔ | ✔ | ✔ | (unclear) |
| Maryooses et al. (2021) | ✔ | ✔ | - | - | ✔ | ✔ | ✔ | COMET SacreBLEU |
| Zhang and Duh (2021) | ✔ | ✔ | ASL-PC12 |  ✔ | - | ASL→EN | ✔ | ✔ | ✔ | METEOR |
| Egera Gomez et al. (2021) | ✔ | ✔ | - | - | ✔ | ✔ | ✔ | WER (unclear) |
| Saunders et al. (2022) | ✔ | ✔ | DGS Corpus | - | ✔ | - | - | ✔ | ✔ | ✔ | SacreBLEU |
| Angelova et al. (2022) | ✔ | ✔ | DGS Corpus | - | ✔ | - | - | ✔ | ✔ | ✔ | (unclear) |
| Walsh et al. (2022) | ✔ | ✔ | DGS Corpus | - | ✔ | - | - | ✔ | ✔ | ✔ | (unclear) |

of sign language machine translation (including, but not limited to, gloss-based approaches).

We conduct a more narrow literature review of 14 recent publications on gloss translation. We report characteristics such as the datasets used, translation directions, and evaluation details (Table 2). Our informal procedure of selecting papers is detailed in Appendix A.

2.1 Awareness of limitations of gloss approach

We find that 8 out of 14 reviewed works do not include an adequate discussion of the limitations of gloss approaches, inadvertently overstating the potential usefulness of their experiments.

In the context of sign languages, glosses are unique identifiers for individual signs. However, a linear sequence of glosses is not an adequate representation of a signed utterance, where different channels (manual and non-manual) are engaged simultaneously. Linguistically relevant cues such as non-manual movement or use of three-dimensional space may be missing (Yin et al., 2021).

The gloss transcription conventions of different corpora vary greatly, as does the level of detail (see Kopf et al. (2022) for an overview of differences and commonalities between corpora). Therefore, glosses in different corpora or across languages are not comparable. Gloss transcription is an enormously laborious process done by expert linguists. Besides, glosses are a linguistic tool, not a writing system established in Deaf communities. Sign language users generally do not read or write glosses in their everyday lives.

Taken together, this means that gloss translation suffers from an inherent and irrecoverable information loss, that creating an abundance of translations transcribed as glosses is unrealistic, and that gloss translation systems are not immediately useful to end users.

2.2 Choice of dataset

All reviewed works use the RWTH-PHOENIX Weather 2014T (hereafter abbreviated as PHOENIX) dataset (Forster et al., 2014; Camgöz et al., 2018) while other datasets are used far less frequently. Besides, we note a distinct paucity of languages and translation directions: 12 out of 14 works are concerned only with translation between German Sign Language (DGS) and German (DE), the language pair of the PHOENIX dataset.

While PHOENIX was a breakthrough when it was published, it is of limited use for current research. The dataset is small (8k sentence pairs) and contains only weather reports, covering a very narrow linguistic domain. It is important to discuss the exact nature of glosses, how the corpus was created and how it is distributed.
PHOENIX is based on German weather reports interpreted into DGS and broadcast on the TV station Phoenix. The broadcast videos served as input for the DGS side of the parallel corpus. Compared to the glossing conventions of other well-known corpora, PHOENIX glosses are simplistic and capture mostly manual features (with mouthings as the only non-manual activity), which is not sufficient to represent meaning (§2.1).

Live interpretation and translationese effects
The fact that PHOENIX data comes from interpretation in a live setting has two implications: Firstly, since information was conveyed at high speed, the sign language interpreters omitted pieces of information from time to time. This leads to an information mismatch between some German sentences and their DGS counterparts. Secondly, due to the high speed of transmission, the (hearing) interpreters sometimes followed the grammar of German more closely than that of DGS, amounting to a translationese effect.

Preprocessing of spoken language
The German side of the PHOENIX corpus is available only already tokenized, lowercased and with punctuation symbols removed. From an MT perspective this is unexpected since corpora are usually distributed without such preprocessing.

PHOENIX is popular because it is freely available and is a benchmark with clearly defined data splits introduced by Camgöz et al. (2018). SLT as a field is experiencing a shortage of free and open datasets and, with the exception of PHOENIX, there are no agreed-upon data splits.

Essentially, from a scientific point of view achieving higher gloss translation quality on the PHOENIX dataset is near meaningless. The apparent overuse of PHOENIX is reminiscent of the overuse of MNIST (LeCun et al., 2010) in machine learning, or the overuse of the WMT 14 English-German benchmark in the MT community, popularized by Vaswani et al. (2017).

Alternative corpora
In Table 3 we list several alternatives to PHOENIX, to exemplify how other corpora are preferable in different ways. For example, in PHOENIX the sign language data is produced by hearing interpreters in a live interpretation setting. In contrast, the Public DGS Corpus and FocusNews contain original (non-translated) signing material produced by deaf signers. PHOENIX is limited to weather reports, while all other corpora listed in Table 3 feature much broader domains. The number of different signs found in PHOENIX is also small compared to alternative corpora. For instance, the sign vocabulary of BOBSL is twice as large as for PHOENIX, which corroborates that the language data in BOBSL indeed is more varied. Besides, BOBSL also is vastly bigger than PHOENIX and features more individual signers.

2.3 Evaluation
As evaluation metrics, all works use some variant of BLEU (Papineni et al., 2002), and ten out of 14 use some variant of ROUGE (Lin, 2004). All but four papers do not contain enough information about how exactly BLEU was computed. Different BLEU implementations, settings (e.g. ngram orders, tokenization schemes) and versions are used.
Non-standard metrics  ROUGE is a metric common in automatic summarization but not in MT, and was never correlated with human judgement in a large study. In eight out of 14 papers, BLEU is used with a non-standard maximum ngram order, producing variants such as BLEU-1, BLEU-2, etc. Similar to ROUGE, these variants of BLEU have never been validated as metrics of translation quality, and their use is scientifically unmotivated.

Tokenization  BLEU requires tokenized machine translations and references. Modern tools therefore apply a tokenization procedure internally and implicitly (independently of the MT system’s preprocessing). Computing BLEU with tokenization on glosses leads to seemingly better scores but is misleading since tokenization creates trivial matches. For instance, in corpora that make use of the character $ in glosses (e.g. the DGS Corpus (Konrad et al., 2022)), $ is split off as a single character, inflating the ngram sub-scores. For an illustration see Table 4 (and Appendix B for a complete code listing) where we demonstrate that using or omitting tokenization leads to a difference of 15 BLEU.

Spurious gains  Different implementations of BLEU or different tokenizations lead to differences in BLEU bigger than what many papers describe as an “improvement” over previous work (Post, 2018). Incorrectly attributing such improvements to, for instance, changes to the model architecture amounts to a “failure to identify the sources of empirical gains” (Lipton and Steinhardt, 2019). In a similar vein, we observe that papers on gloss translation tend to copy scores from previous papers without knowing whether the evaluation procedures are in fact the same. This constitutes a general trend in recent MT literature (Marie et al., 2021).

In summary, some previous works on gloss translation have used 1) automatic metrics that are not suitable for MT or 2) well-established MT metrics in ways that are not recommended. BLEU with standard settings and tools is inappropriate for gloss outputs.

The recommended way to compute BLEU on gloss output is to use the tool SacreBLEU (Post, 2018) and to disable internal tokenization. Nevertheless, even with these precautions, it is important to note that BLEU was never validated empirically as an evaluation metric for gloss output. Some aspects of BLEU may not be adequate for a sequence of glosses, such as its emphasis on whitespaces to mark the boundaries of meaningful units that are the basis of the final score.

Other string-based metrics such as CHRF (Popović, 2016) may be viable alternatives for gloss evaluation. CHRF is a character-based metric and its correlation with human judgement is at least as good as BLEU’s (Kocmi et al., 2021).

On a broader note, we do not advocate BLEU in particular, but advocate that any evaluation metric is used according to best practices in MT. Some of the best practices (such as reporting the metric signature) equally apply to all metrics. A key limitation regarding choosing a metric is that many metrics that are indeed advocated today, such as COMET (Rei et al., 2020), cannot be used for gloss outputs because this “language” is not supported by COMET. There are also hardly any human judgement scores to train new versions of neural metrics.

2.4 Further observations

More informally (beyond what we show in Table 2), we observe that most papers do not process glosses in any corpus-specific way, and that particular modeling and training decisions may not be ideal for low-resource gloss translation.

Preprocessing glosses  Glosses are created for linguistic purposes (§2.1), not necessarily with machine translation in mind. Particular gloss parts are not relevant for translation and, if kept, make the problem harder unnecessarily. For instance, a corpus transcription and annotation scheme might prescribe that meaning-equivalent, minor form variants of signs are transcribed as different glosses.

As the particular nature of glosses is specific to
each corpus, it is necessary to preprocess glosses in a corpus-specific way. We illustrate corpus-specific gloss processing in Appendix C, using the Public DGS Corpus (Hanke et al., 2020) as an example.

### 3 Recommendations for gloss translation

Based on our review of recent works on gloss translation, we make the following recommendations for future research:

- Demonstrate awareness of limitations of gloss approaches (§2.1) and explicitly discuss them.
- Focus on datasets beyond PHOENIX. Openly discuss the limited size and linguistic domain of PHOENIX (§2.2).
- Use metrics that are well-established in MT. If BLEU is used, compute it with SacreBLEU, report metric signatures and disable internal tokenization for gloss outputs. Do not compare to scores produced with a different or unknown evaluation procedure (§2.3).
- Given that glossing is corpus-specific (§2.1), process glosses in a corpus-specific way, informed by transcription conventions (§2.4).
- Optimize gloss translation baselines with methods shown to be effective for low-resource MT (§2.4).

We also believe that publishing reproducible code makes works on gloss translation more valuable to the scientific community.

### Justification for recommendations

There is an apparent tension between making recommendations for future work on gloss translation and at the same time claiming that the paradigm of gloss translation is inadequate to begin with (§2.1). But importantly, further works on gloss translation are likely because MT researchers have a preference for text-based translation problems and little awareness of sign linguistics. If further research is conducted, it should be based on sound scientific methodology.

### 4 Alternatives to gloss translation

In previous sections we have established that glosses are a lossy representation of sign language. We also argued that the most prominent benchmark corpus for gloss translation (PHOENIX) is inadequate, but other, preferable corpora do not contain glosses. This begs the question: if not gloss translation, what other approach should be pursued?

### Representing sign language

Alternatives include translation models that extract features directly from video, generate video directly or use pose estimation data as a sign language representation (Tarrés et al., 2023; Müller et al., 2022). A distinct advantage of such systems is that they produce a sign language output that is immediately useful to a user, whereas glosses are only an intermediate output that are not intelligible by themselves.

If a system generates a continuous output such as a video, then evaluating translation quality with an automatic metric is largely an unsolved problem. Even though there are recent proposals for metrics (e.g. Arkushin et al., 2023), more fundamental research in this direction is still required.

### 5 Conclusion

In this paper we have shown that some recent works on gloss translation lack awareness of the inherent limitations of glosses and common datasets, as well as a standardized evaluation method (§2). In order to make future research on gloss translation more meaningful, we make practical recommendations for the field (§3).

We urge researchers to spell out limitations of gloss translation approaches, e.g. in the now mandatory limitation sections of *ACL papers, and to strengthen their findings by implementing existing best practices in MT.

Finally, we also caution that researchers should consider whether gloss translation is worthwhile, and if time and effort would be better spent on basic linguistic tools (such as segmentation, alignment or coreference resolution), creating training corpora or translation methods that do not rely on glosses.
Limitations

Our approach to surveying the research literature has limitations. Firstly, some characterizations of the published works we survey are subjective. For example, it is somewhat subjective whether a paper “includes an adequate discussion of the limitations of glosses” and somewhat subjective whether the evaluation procedure is explained in enough detail.

Furthermore, it is likely that our survey missed some existing publications, especially if published in other contexts than NLP and machine learning conferences and journals. This may have skewed our findings.

Finally, the statements and recommendations in this paper are valid only as long as automatic glossing from video is not feasible. If a scientific breakthrough is achieved in the future, the relevance of glosses for sign language translation may need to be re-evaluated.

Data licensing

The license of the Public DGS Corpus¹ (which we use only as examples in Table 4 and Appendix C) does not allow any computational research except if express permission is given by the University of Hamburg.
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A Informal procedure of selecting papers for review

Since our paper is first and foremost a position paper we did not follow a rigorous process when selecting papers to review. Our informal criteria are as follows:

- Discover papers indexed by the ACL anthology, published at a more general machine learning conference or published in a computational linguistics journal.
- Limit our search to papers on gloss translation (as opposed to other MT papers on sign language).
- Only consider neural approaches to gloss translation, excluding statistical or rule-based works.
- Limit to recent works published in the last five years.

B Impact of internal tokenization when computing BLEU on gloss sequences

```python
# ! pip install sacrebleu==2.2.0

>>> from sacrebleu.metrics import BLEU

# English translation: Many young families like living in the city of Hamburg.
# German translation: Viele junge Familien leben gerne in Hamburg in der Stadt.

>>> ref = "VIEL1A FAMILIE1* JUNGI FAMILIE1 GERN1* IN1* HAMBURG1* STADT2* WOHNUNG2B* FAMILIE1"

>>> hyp = "VIEL1B JUNGI LEBEN1 GERN1* HAMBURG1* STADT2* $INDEX1"

# computing BLEU on gloss output with tokenization (not recommended):

>>> bleu = BLEU() # default: BLEU(tokenizer="13a")
>>> bleu.corpus_score([hyp], [[ref]])
BLEU = 25.61 63.6/50.0/33.3/25.0 (BP = 0.635 ratio = 0.688 hyp_len = 11 ref_len = 16)

# computing BLEU on gloss output without tokenization (recommended):

>>> bleu = BLEU(tokenize="none")
>>> bleu.corpus_score([hyp], [[ref]])
BLEU = 10.18 57.1/16.7/10.0/6.2 (BP = 0.651 ratio = 0.700 hyp_len = 7 ref_len = 10)
```

Listing 1: Impact of enabling or disabling internal tokenization (mtv13a) when computing BLEU on gloss outputs.

C Example for corpus-specific gloss preprocessing

For this example, we recommend downloading and processing release 3.0 of the corpus. To DGS glosses we suggest to apply the following modifications derived from the DGS Corpus transcription conventions (Konrad et al., 2022):

- Removing entirely two specific gloss types that cannot possibly help the translation: $GEST-OFF$ and $EXTRA-LING-MAN$.
- Removing ad-hoc deviations from citation forms, marked by *. Example: ANDERS1* → ANDERS1.
- Removing the distinction between type glosses and subtype glosses, marked by `. Example: WISSEN2B` → WISSEN2B.
- Collapsing phonological variations of the same type that are meaning-equivalent. Such variants are marked with uppercase letter suffixes. Example: WISSEN2B → WISSEN2.
• Deliberately keep numerals ($NUM), list glosses ($LIST) and finger alphabet ($ALPHA) intact, except for removing handshape variants.

See Table 5 for examples for this preprocessing step. Overall these simplifications should reduce the number of observed forms while not affecting the machine translation task. For other purposes such as linguistic analysis our preprocessing would of course be detrimental.

| before       | after       |
|--------------|-------------|
| $INDEX1 ENDE1* ANDERS1* SEHEN1 MÜNCHEN1B* BEREICH1A* | $INDEX1 ENDE1 ANDERS1 SEHEN1 MÜNCHEN1 BEREICH1 |

| before       | after       |
|--------------|-------------|
| ICH1 ETWAS-PLANEN-UND-UMSETZEN1 SELBST1A* Klappt1* $GEST-OFFˆ BIS-JETZT1 GEWOHNHEIT1* $GEST-OFFˆ* | ICH1 ETWAS-PLANEN-UND-UMSETZEN1 SELBST1 Klappt1 BIS-JETZT1 GEWOHNHEIT1 |

Table 5: Examples for preprocessing of DGS glosses.

While this preprocessing method provides a good baseline, it can certainly be refined further. For instance, the treatment of two-handed signs could be improved. If a gloss occurs simultaneously on both hands, we either keep both glosses or remove one occurrence. In both cases, information about the simultaneity of signs is lost during preprocessing and preserving it could potentially improve translation.
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