Constraining the Physical Properties of Stellar Coronal Mass Ejections with Coronal Dimming: Application to Far Ultraviolet Data of ϵ Eridani
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ABSTRACT

Coronal mass ejections (CMEs) are a prominent contributor to solar system space weather and might have impacted the Sun’s early angular momentum evolution. A signal diagnostic of CMEs on the Sun is coronal dimming: a drop in coronal emission, tied to the mass of the CME, that is the direct result of removing emitting plasma from the corona. We present the results of a coronal dimming analysis of Fe XII 1349 Å and Fe XXI 1354 Å emission from ϵ Eri, a young K2 dwarf, with archival far-ultraviolet observations by the Hubble Space Telescope’s Cosmic Origins Spectrograph. Following a flare in February 2015, ϵ Eri’s Fe XXI emission declined by 81 ± 5%. Although enticing, a scant 3.8 min of preflare observations allows for the possibility that the Fe XXI decline was the decay of an earlier, unseen flare. Dimming nondetections following each of three prominent flares constrain the possible mass of ejected Fe XII-emitting (1 MK) plasma to less than a few \times 10^{15} g. This implies that CMEs ejecting this much or more 1 MK plasma occur less than a few times per day on ϵ Eri. On the Sun, 10^{15} g CMEs occur once every few days. For ϵ Eri, the mass loss rate due to CME-ejected 1 MK plasma could be < 0.6 \dot{M}_\odot, well below the star’s estimated 30 \dot{M}_\odot mass loss rate (wind + CMEs). The order-of-magnitude formalism we developed for these mass estimates can be broadly applied to coronal dimming observations of any star.

1. INTRODUCTION

Coronal mass ejections (CMEs) are a prominent feature of the dynamic space environment of the Sun. When CMEs and associated particle showers impact planets, they disturb atmospheric chemistry, trigger magnetic storms, and strip atmospheric mass (Howard 2014; Jakosky et al. 2015).

Stars with Sun-like magnetic dynamos likely also produce CMEs. CMEs are products of magnetic reconnection, and magnetic reconnection events that produce stellar flares are ubiquitous among FGKM stars (e.g., Davenport 2016). On the Sun, more energetic X-ray flares correlate with more massive CMEs (Aarnio et al. 2011). Applying solar relationships between CME mass and flare energy to the more frequent flares of active stars yields large rates of mass, energy, and angular momentum loss (Aarnio et al. 2012; Drake et al. 2013; Osten & Wolk 2015). Predicted energy loss can reach an implausible fraction of the stellar luminosity and predicted CME masses can exceed a reasonable estimate for a star’s total coronal mass, suggesting that such scalings break down in the regime of high stellar activity (Drake et al. 2013). Predicted CME mass loss exceeds an obser-
vational estimate of the stellar wind for the young solar analog π1 UMa by over two orders of magnitude (Wood et al. 2014; Drake et al. 2016). Nonetheless, these scalings hint that the CME activity of young, active stars could be important to the evolution of the star, its disk, and its planets.

Finding unambiguous evidence of stellar CMEs has proven challenging. Searches for Type II radio bursts (emission from plasma oscillations that declines in frequency as the CME expands) have come up empty handed (e.g., Villadsen & Hallinan 2019). Doppler shifts in emission lines (namely Hα) due to ejected plasma or drops in broadband X-ray emission attributed to absorption from a CME ejected into the line of sight have yielded some evidence of CMEs. However, such events can be explained as chromospheric evaporation and brightening and changes in the coronal emission measure distribution (Argiroffi et al. 2019). Recently, Namekata et al. (2021) identified a prominence eruption and its planets.

A CME is a volume of coronal plasma carrying its own entrained magnetic field that has been expelled from a star. This phenomenon occurs nearly daily on the Sun, even during solar minimum (Yashiro et al. 2004). CMEs often accompany solar flares, but both can occur in isolation. All solar flares of GOES class > X3.1 (> 3.1 × 10^−4 W m^−2 peak 1–8 Å flux at 1 AU) have been accompanied by a CME (Yashiro et al. 2005; Harra et al. 2016).

A direct, measurable outcome of solar CMEs is coronal dimming. Ejected coronal material expands as it leaves the sun, rapidly quenching its emission and leaving behind evacuated regions that appear dark against their surroundings (Hudson et al. 1996; Shiota et al. 2005). These are likely responsible for features identified as “coronal depletions,” “transient coronal holes,” and “coronal dimmings” throughout the history of observations of the solar corona (Hansen et al. 1974; Rust 1983; Hudson et al. 1996). Coronal dimmings were observed for some time as darkened areas in spatially-resolved coronal observations before Woods et al. (2011) recognized that they produced a measurable decrease in disk-integrated emission as well (i.e., solar irradiance or Sun-as-a-star observations). Figure 1 illustrates this concept with spatially-resolved and disk-integrated solar data from an example event on the Sun. Dimming is most pronounced in isolated emission lines at approximately ambient coronal temperatures (Woods et al. 2011; Mason et al. 2014), with a gradual return to a new quiescent state over the course of 3–12 hours (Reinard & Biesecker 2008).

Coronal dimming is diagnostic of solar CMEs, suggesting it could be applied to stars. In a comparison of disk-integrated observables, Harra et al. (2016) found that only coronal dimming was a reliable indicator that a CME accompanied a stellar flare. Other observables tested, including flare duration, active region size, size of flare ribbons, thermal/non-thermal radiation ratios, and properties of chromospheric evaporation were not predictive of CMEs.

Veronig et al. (2021) applied the coronal dimming method to stars for the first time by analyzing a large set of archival EUV and X-ray observations. They found 21 candidate CME events where coronal emission in at least one band dimmed by > 2σ following a flare, with depths ranging from 5–56% and durations of 1–10 h. This maximum depth is larger than the largest dimmings that have been observed on the Sun (≈ 10%; Mason et al. 2019), consistent with the expectation that more active stars could produce more massive CMEs. The range of durations was similar between the Sun and stars, though stellar dimmings skewed toward shorter durations.

In this paper, we present our work to further develop the coronal dimming technique for use with stellar observations. We provide analytical tools to estimate event masses and accelerations/velocities, highlighting a key strength of the dimming technique: the ability to place limits on the mass of a flare-associated CME in the absence of a dimming detection. These tools can be used with any disk-integrated, emission-line-resolved data (Sun or star). Further, we show how coronal dimming can be applied to spectroscopic observations of stellar far ultraviolet (FUV) emission, with results from

1 Observations were from the Extreme Ultraviolet Explorer, XMM-Newton, and Chandra X-ray Observatory.
Figure 1. Example of coronal dimming from a solar CME. The upper panels show images from the Solar Dynamics Observatory (SDO; Pesnell et al. 2012) Atmospheric Imaging Assembly (AIA; Lemen et al. 2012) in the 171 Å band, dominated by coronal emission from Fe IX. The second two panels in the series are differenced from the first to highlight changes in flux. Below the images is a disk-integrated (“Sun-as-a-star”) lightcurve from the SDO Extreme ultraviolet Variability Experiment (EVE; Woods et al. 2012), also of emission from the Fe IX line at 171 Å, from Mason et al. (2014). In this example, a flare-associated CME produces transient coronal dimmings that show up in the disk-integrated lightcurve as a drop in coronal emission, indicating that a CME occurred.

2. ANALYTICAL FRAMEWORK FOR ESTIMATING CME MASS AND VELOCITY

This section explains the rationale behind simple analytical formulae for making order of magnitude estimates of CME properties from dimming observations. The derivations below generalize those of Mason et al. (2016) for estimating masses of solar CMEs from disk-integrated (irradiance) dimming, yielding expressions that can be used for any arbitrary star. Our derivation deviates in a key point, predicting that $m \propto \delta_{\text{max}}$ in contrast with the $m_{\text{CME}} \propto \delta_{\text{max}}^{1/2}$ prediction of (Mason et al. 2016). Similar derivations have also been carried out for use in estimating masses of solar CMEs from spatially resolved coronal dimming, where the volume of the dimming can be directly constrained from imagery (Harrison & Lyons 2000; Harrison et al. 2003; Zhukov & Auchère 2004; Aschwanden et al. 2009).

2.1. Mass

When a body of emitting plasma is ejected from the star, the fractional decline in the emission from the star (the maximum “dimming depth”), $\delta_{\text{max}}$, is

$$\delta_{\text{max}} = \frac{F_{\text{CME}}}{F_{\text{pre}}},$$

where $F_{\text{CME}}$ is the flux from the plasma evacuated by the CME and $F_{\text{pre}}$ is the disk-integrated flux of the star before any ejection occurred. Assuming the coronal material is optically thin at the wavelength of observation, its flux is

$$F = \int_V G(T,n_e)n_{eH}dV,$$

where $V$ represents the volume of emitting material, $n_e$ and $n_{eH}$ are the number densities of electrons and hydrogen, and $G(T,n_e)$ is a (known) function expressing the emissivity of the plasma, which varies with temperature and density. Assuming a constant temperature and a constant density throughout the emitting volume and setting $n_e \approx n_{eH} \equiv n$ simplifies this to

$$F = G(T,n)n^2V.$$

The expression $n^2V$ is related to the mass of the emitting plasma, $m$, since $m \approx \mu nV$, where $\mu$ is the mean mass of the ions. Using this to recast the numerator of Eqn. 1 in terms of the emitting mass yields

$$\delta_{\text{max}} = \frac{nG(T,n)m}{\mu F_{\text{pre}}},$$

Every component of the above equation except $m$ can be either measured or estimated. The pre-CME flux and dimming depth (or limit on depth) are direct observables. Density can be estimated using a density-sensitive line ratio, ideally one that includes the dimming line, but alternatively using a ratio of lines likely to be formed cospatially as indicated by their peak formation temperatures. The mean atomic weight can be taken to be
that of the Sun, as variations in $\mu$ due to stellar metallicity differences contribute negligibly to the overall error budget. Emissivity can be retrieved from a database such as CHIANTI (Dere et al. 1997). The sharp peak in emissivity functions (Figure 2) means that, barring extreme slopes of the stellar emission measure distribution (EMD), the source of the line emission will be dominated by plasma with a temperature near the line’s peak formation temperature. This is the case for ε Eri, where two disparate reconstructions of its EMD yield contribution functions for the Fe XXI and Fe XII lines that peak very near the peak of their emissivity functions (Figure 2).

That each line only traces plasma within a narrow range of temperatures is a critical point. A mass estimate from line-dimming will only include plasma near the line’s peak formation temperature. The estimate is blind to the ejection of plasma that was too cold or too hot to produce significant emission in the analyzed line. To make this limitation clear, we refer to the mass in Eqn. 4 as the “ejected emitting mass” (EE mass). We discuss the implications of this limitation further in Section 7.2.

Solving Eqn. 4 for mass gives

$$m = \frac{\mu \delta_{\text{max}} F_{\text{pre}}}{nG(T,n)}. \tag{5}$$

The inverse relationship with density might seem counterintuitive. A resolution comes from noting that varying only $n$ means the dimming depth and hence the flux from the would-be CME, $F_{\text{CME}}$, are held fixed. Maintaining a constant $F_{\text{CME}}$ while increasing $n$ necessarily requires decreasing the mass, since the collisional excitations that produce radiation occur more frequently as $n$ increases (up to the point that collisions are so rapid that they de-excite the ions before a radiative transition can occur).

Some readers might find it useful to recast the mass equation in terms of emission measure, $EM = n^2 V$, giving

$$m = \frac{\mu \delta_{\text{max}} EM_{\text{pre}}}{n}. \tag{6}$$

However, we prefer Eqn. 5 because it makes the dependency on the assumed value of $G(T, n)$ explicit.

Whereas our derivation yields $m \propto \delta_{\text{max}}$, that of Mason et al. (2016) yields $m \propto \delta_{\text{max}}^{3/2}$. The Mason et al. (2016) derivation was meant only for use with the Sun and assumes a fixed volume in which dimming occurs. Variations in dimming depth stem primarily from how effectively plasma is removed from that volume. Our assumptions are nearly the reverse and intended to be more general for use with other stars. We assume the dimming volume can vary, but the CME evacuates all plasma from that volume. Under this framework, variations in dimming depth stem primarily from the total volume that the CME evacuates.

The assumption that the CME plasma is fully evacuated does not strongly affect the estimated CME mass. Introducing an efficiency factor, $f$, into the above formalism, where $f = 1$ indicates full evacuation of the plasma, yields

$$m = \frac{1}{2 - f} \frac{\mu \delta_{\text{max}} F_{\text{pre}}}{nG(T,n)}. \tag{7}$$

This lack of sensitivity to $f$ results from a degeneracy between the volume of the evacuated plasma and the drop in density that, together, produce the observed dimming depth. If plasma is evacuated less efficiently (lower $f$), it must be evacuated from a larger volume to explain the observed drop in emission. Because the evacuated mass is the product of the drop in density and the volume, these factors nearly cancel. For a fixed dimming depth, as $f \to 0$, the evacuated volume blows up, $V \to \infty$, and $m$ asymptotes to 1/2 of its maximum value.

For the Sun, the question of which scaling is more accurate can be addressed by empirically fitting measurements of dimming depth for a population of CMEs with estimates of their masses made independent of dimming. Doing so for the dataset from Mason et al. (2016), we found the empirical relationship to have an exponent of $0.84 \pm 0.09$, falling between the exponents derived here and by Mason et al. (2016). In MHD simulations of 7 CMEs and corresponding dimmings, Jin et al. (2022) recovered a relationship with an exponent of $1.35 \pm 0.25$ between dimming depth and CME mass. A larger dataset will help to resolve whether either or neither scaling is correct. This could be accomplished by future work using the automatically-extracted events in Mason et al. (2019), vetted to include only bona-fide dimmings and cross-matched with the SOHO/LASCO CME catalog (Gopalswamy et al. 2009).

2.2. Acceleration, Velocity, and Dimming vs. Time

Dimming from a CME is not instantaneous. As the material being ejected moves away from the stellar surface into regions of lower plasma and magnetic pressure, it expands. The drop in density and any associated adiabatic cooling from the expansion reduce the rate of emission. This ties the rate of expansion to the rate of dimming, and it means that any functional form for dimming versus time will, implicitly or explicitly, make some assumptions about how the CME moves and expands with time. A CME does not expand into a vacuum, but rather into the ambient environment of the
stellar wind. This affects its movement and expansion, hence the dimming signature. The global fields and wind properties of active stars differ from the sun (e.g., Jeffers et al. 2017; Wood et al. 2021) and will affect CME dynamics (Alvarado-Gómez et al. 2018, 2019, 2020).

As an order-of-magnitude approach, we assume a self-similar CME expansion into circumstellar space, akin to Howard et al. (1982). The CME grows in volume as \(V \propto (r/R_*)^3\), where \(r\) is distance from the center of the star to the CME front. We treat the CME as a self-contained plasma such that the mass, \(m_{\text{CME}} = \rho V\), is constant, and the density drops as \(n \propto (r/R_*)^{-3}\) as the CME expands outward. True solar CMEs are comprised of material in, around, and above the erupting stellar wind. This affects its movement and expansion, hence the dimming signature. The global fields and wind properties of active stars differ from the sun (e.g., Jeffers et al. 2017; Wood et al. 2021) and will affect CME dynamics (Alvarado-Gómez et al. 2018, 2019, 2020).

The fit takes 3 free parameters: the pre-dimming, pre-flare flux, \(F_{\text{pre}}\); the maximum dimming depth, \(\delta_{\text{max}}\); and the CME acceleration, \(a\).

In the LASCO Solar CME catalog, the constant-acceleration \(r(t)\) fits are used to extrapolate a uniform velocity at 20 \(R_\odot\), \(v_{20}\). We suggest this same convention be used to assign a CME velocity from a constant-acceleration dimming fit, and that it be fixed to 20 \(R_\odot\) (rather than 20 \(R_\ast\)) to ensure consistent comparisons. Hence,

\[
v_{20} = \sqrt{2a(20R_\odot - R_\ast)} \approx 6\sqrt{aR_\odot}. \tag{12}\]

For a CME undergoing a constant acceleration starting from near the surface of the Sun, the acceleration required to reach typical CME velocities at 20 \(R_\odot\) are modest relative to surface gravity. Roughly speaking, \(a = 3 \text{ m s}^{-2}\) yields \(v_{20} \approx 300 \text{ km s}^{-1}\) and \(a = 30 \text{ m s}^{-2}\) yields \(v_{20} \approx 1000 \text{ km s}^{-1}\).

It is important to note the limitation of assuming a constant acceleration when inferring \(v_{20}\). The true acceleration of a CME will vary with time as the forces ejecting it subside and it moves out of the stellar gravitational potential. The expansion of the CME as it leaves the star will be controlled by the pressure of the stellar wind plasma and magnetic field (e.g., Alvarado-Gómez et al. 2018), an environment that varies spatially and temporally. For active stars, ambient conditions will include stronger global fields and denser stellar winds (Wood et al. 2021; Reiners et al. 2022). The reader should treat \(v_{20}\) as an indication of the magnitude of the velocity a CME could reach, rather than an accurate prediction of the velocity a CME will reach.

A useful metric for visual estimates is the time to half-depth, \(t_{1/2}\). Under Eqn. 10, this is

\[
t_{1/2} = \sqrt{\frac{1}{R_\ast a}}, \tag{13}\]

where we have made the approximation \(2^{1/3} - 1 \approx 1/4\). This makes it possible to quickly gauge what range of accelerations could produce a dimming that reaches most of its depth within an observational visit. A visit lasting \(\sim 10\) h would accommodate CMEs from a solar-radius star with \(a \gtrsim 0.3 \text{ m s}^{-2}\), \(v_{20} \gtrsim 90 \text{ km s}^{-1}\), very modest values for a solar CME.

This formalism yields a direct relationship between the CME speed at a given distance and the ratio of the dimming slope to the dimming depth, just as in the constant-speed formulation of Mason et al. (2016). Our formulation gives

\[
\delta'(t_{1/2}) \approx \delta_{\text{max}} \sqrt{a/R_\ast} \approx \frac{\delta_{\text{max}} v_{20}}{7\sqrt{R_\ast R_\odot}}. \tag{14}\]

A typical value from Mason et al. (2016) for \(\delta'/\delta_{\text{max}}\) is 0.0003. Our equation predicts a corresponding \(v_{20} = 1500 \text{ km s}^{-1}\). This is near the upper range of the observed velocities (estimated by position tracking) of solar CMEs analyzed in that work and about a factor of 2 above the median. Although satisfactory for an order-of-magnitude approach, we believe this offset is an indication that CME accelerations typically decline as the CME leaves the star.
Our derivation deviates in some important respects from the related derivations of Aschwanden et al. (2009) and Mason et al. (2016). Whereas Aschwanden et al. (2009) assume a functional form for the time-dependent dimming of a spatially resolved region in the solar corona (a semi-Gaussian), we derive a functional form for the disk integrated dimming based on the assumptions of constant-acceleration and self-similar expansion. Eqn. 10 produces a functional form that resembles a logistic function as well as the semi-Gaussian dimming fits prescribed by Aschwanden et al. (2009). Mason et al. (2016) assume a constant velocity rather than a constant acceleration. Although little is known about the early acceleration of CMEs (Mason et al. 2016), the critical importance of the early dynamics of the CME motivate us to choose a constant acceleration rather than an instantaneous acceleration to a constant velocity. Both formulations yield a dependence of the CME speed on the ratio of dimming slope to depth. Assuming a constant speed CME results in more rapid dimming, requiring unrealistically low velocities to produce the dimming slopes observed by Mason et al. (2016). This is not an issue for the Mason et al. (2016) work because the velocity – dimming slope relationship is empirically calibrated.

The takeaway result of this section is that one can use Eqns. 10 and 11 to fit a dimming lightcurve. This yields a dimming depth and CME acceleration. The acceleration can be used to estimate the CME speed at a given distance. The dimming depth, in conjunction with Eqn 5 and estimates of plasma density (from an appropriate line ratio) and emission measure, yields an order-of-magnitude estimate of the mass of the emitting material that was ejected.

3. \( \epsilon \) Eri

\( \epsilon \) Eri is a K2 dwarf with an age of 200-800 Myr (Janson et al. 2008) known to host a debris disk (Greaves et al. 1998; MacGregor et al. 2015) and a gas giant planet (Hatzes et al. 2000; Mawet et al. 2019). It is often labeled a solar-type star in the literature (e.g., Ó Fionnagáin et al. 2022). Table 1 provides basic properties of the star.

The EMD of \( \epsilon \) Eri’s corona has been reconstructed from X-ray and extreme ultraviolet (EUV) observations at a number of epochs (Drake et al. 2000; Sanz-Francisco et al. 2003, 2004; Coffaro et al. 2020). \( \epsilon \) Eri’s EMD peaks in the range of \( 10^{6.4} - 10^{6.8} \) K versus the Sun’s peak at \( 10^{6.8} - 10^{6.2} \) K, and at times exhibits a plateau out to \( 10^7 \) K. Above \( 10^{6.2} \) K, the emission measure of \( \epsilon \) Eri’s corona consistently exceeds the Sun’s. Figure 2 shows two disparate EMD reconstructions for \( \epsilon \) Eri (Drake et al. 2000; Coffaro et al. 2020). The EMD by Coffaro et al. (2020) is based on a February 2015 XMM-Newton X-ray observation of \( \epsilon \) Eri that occurred simultaneously with the HST data we analyzed. Coffaro et al. (2020) found that \( \epsilon \) Eri displays an X-ray activity cycle in sync with its known 2.92 ± 0.02 yr chromospheric activity cycle. In chromospheric emission, there is evidence for a \( \approx 13 \) yr cycle as well (Metcalfe et al. 2013; Jeffers et al. 2022). The observations described in Section 4 coincide with minima in the activity cycle of \( \epsilon \) Eri.

4. \( \epsilon \) Eri OBSERVATIONS & REDUCTION

We retrieved data from three separate HST visits of \( \epsilon \) Eri that took place in February 2015, March 2017, and August 2017. The February 2015 visit was part of the MUSCLES Treasury Survey, program 13650 (France et al. 2016, PI Kevin France). The 2017 visits, programs 14909 (PI Thomas Ake) and 15365 (PI Rachel Plesha) were conducted for instrument calibration, specifically to obtain dispersion solutions using the high SNR emission lines from \( \epsilon \) Eri. We verified that the reduced data from these visits have an accurate dispersion solution (line centers match during quiescence to within the stated 7.5 km s\(^{-1}\) wavelength accuracy of COS; Plesha et al. 2019). We did not incorporate exposures that used the 1222 and 1223 central wavelength (CENWAVE) set-
Figure 3. Simultaneous fit to C I and Fe XXI lines for deblending. We constrained the blended C I profile to have the same broadening as the unblended C I lines. The thickness of the model curves (blue) represents uncertainty.

Table 1. Properties of £ Eri.

| Parameter      | Value                     | Reference                      |
|----------------|---------------------------|--------------------------------|
| Mass           | 0.81 ± 0.02 $M_\odot$     | Rosenthal et al. (2021)        |
| Radius         | 0.76 ± 0.01 $R_\odot$     | Rosenthal et al. (2021)        |
| $T_{\text{eff}}$ | 5020 ± 58 K               | Rosenthal et al. (2021)        |
| [Fe/H]         | −0.04 ± 0.06              | Rosenthal et al. (2021)        |
| Distance       | 3.203 ± 0.005 pc          | GC18$^b$                       |
| Gaia G Mag     | 3.477 ± 0.006             | GC16$^b$                       |
| log($T$) at EMD Peak | 6.5 log(K)               | Coffaro et al. (2020)          |
| Age            | 200-800 Myr               | Janson et al. (2008)           |
| $P_{\text{rot}}$ | 11.68 ± 0.6 d             | Donahue et al. (1996)          |

$^a$Period agrees with photometry from the Transiting Exoplanet Survey Satellite (Ricker et al. 2015).

$^b$Gaia Collaboration et al. (2016, 2018)

Table 2. Analyzed Observations of £ Eri.

| PI     | Date        | Start   | Duration | CENWAVE$^a$ |
|--------|-------------|---------|----------|-------------|
| France | 2015-02-02  | 08:18:30| 2275     | 1291        |
|        |             | 09:40:39| 2712     | 1291        |
|        |             | 11:16:11| 2712     | 1318        |
|        |             | 12:54:58| 2712     | 1318        |
|        |             | 14:32:00| 2712     | 1318        |
| Ake    | 2017-03-07  | 06:33:08| 928      | 1300        |
|        |             | 06:51:47| 929      | 1318        |
|        |             | 07:57:19| 2722     | 1291        |
|        |             | 09:33:10| 2722     | 1309        |
|        |             | 11:12:00| 2722     | 1327        |
| Plesha | 2017-08-11  | 11:59:19| 2073     | 1300        |
|        |             | 13:20:32| 2748     | 1291        |
|        |             | 14:55:54| 2748     | 1309        |
|        |             | 16:31:16| 2748     | 1327        |
|        | 2017-08-12  | 11:50:03| 2067     | 1318        |
|        |             | 14:46:28| 2748     | 1223        |

$^a$Central wavelength setting (Å, approximate).

NOTE—All observations are from the Cosmic Origins Spectrograph with the G130M grating.

We began the data analysis by constructing lightcurves of the emission from the bright, flare-sensitive emission lines of C II (1335 Å) and Si IV (1393, 1402 Å) following the methodology of Loyd et al. (2018). This revealed a single prominent flare in each visit, along with a smattering of smaller flares. Each flare is generated by magnetic reconnection that could also have produced a CME, potentially causing the coronal emission lines of Fe XII and Fe XXI to dim.

ings during the August 2017 visit into the search for dimming signals. These were brief observations with rarely used modes and we found indications that the flux calibration of the 1222 data were inaccurate. However, we did use the 1223 observation to constrain the density of Fe XII emitting plasma as described in Section 5. Aside from these exposures, the data analyzed include everything obtained with the G130M grating prior to 2021. The data are available at MAST with DOI 10.17909/3sy1-zm28. Table 2 provides a summary of the analyzed observations.
Fe XII (1242 and 1349 Å) and Fe XXI (1354 Å) are weak iron lines resulting from forbidden magnetic dipole transitions. Ayres et al. (2003) identified these lines in the FUV spectra of several active stars. Their peak formation temperatures are 1.6 MK (Fe XII) and 11 MK (Fe XXI) (Landi et al. 2012). In the spectrum of ε Eri, their integrated flux is 10-50× less than that of bright emission lines like the aforementioned Si IV. Fe XII 1242 Å could not be analyzed for dimming because the portion of the detector capturing that line was powered off in the exposures we analyzed to avoid count rate limit violations from the star’s bright Lyα line. Ta-

---

**Figure 4.** Demonstration of the three methods used to integrate the Fe XXI line. The profiles here correspond to the fifth set of points in Figure 6. The C I line shown in the bottom panel is meant only to represent the subtracted flux, no line fit was actually made. Curve thickness represents uncertainty in the top panel.

Fe XII (1242 and 1349 Å) and Fe XXI (1354 Å) are weak iron lines resulting from forbidden magnetic dipole transitions. Ayres et al. (2003) identified these lines in the FUV spectra of several active stars. Their peak formation temperatures are 1.6 MK (Fe XII) and 11 MK (Fe XXI) (Landi et al. 2012). In the spectrum of ε Eri, their integrated flux is 10-50× less than that of bright emission lines like the aforementioned Si IV. Fe XII 1242 Å could not be analyzed for dimming because the portion of the detector capturing that line was powered off in the exposures we analyzed to avoid count rate limit violations from the star’s bright Lyα line.

---

**Figure 5.** Demonstration of the two methods used to integrate Fe XII. The profiles here correspond to the fifth set of points in Figure 6. Curve thickness represents uncertainty in the top panel.

Because the Fe lines are weak, we hand-selected sub-exposure intervals over which to measure their flux. The intervals provide at least a few points (of unequal duration) before and during each flare, with greater sampling after each flare. These intervals were then fed to the calCOS pipeline (version 3.2.1) using the latest reference files from the Calibration Reference Data System (CRDS; version 10.3.0) as of 2021 September. This yielded pipeline-extracted spectra for each sub-exposure interval.

Fe XXI 1354 Å is blended with a C I line (Ayres et al. 2003), complicating measurements of its flux, especially during flares. The crux of the data analysis was obtaining accurate measurements of relative changes in the Fe XXI line flux at sub-exposure intervals, particularly given that the ratio of the line and its blend will vary. We employed three separate methods to measure the Fe XXI line flux so that we could check for agreement between different data reduction methods and pick the method that yields the least scatter.

Our first method of measuring the Fe XXI flux was through simultaneous fitting of the line and blend profiles. This was the most sophisticated and computation-
Table 3. Emission lines used in this work.

| Ion   | $\lambda_{\text{rest}}$ | $A_{ij}$ | Transition | Flux$^b$ | FWHM | log$(T_{\text{peak}})^c$ | log$(n_{\text{quench}})$ | $G(T, n)_{\text{max}}$ | Used For                  |
|-------|--------------------------|---------|------------|----------|------|--------------------------|--------------------------|------------------------|--------------------------|
| Fe XII| 1242.00                  | $3.17 \times 10^2$ | M1         | 6.6 x $10^{-15}$ | 50 | 6.2 | 10.9 | $7.2 \times 10^{-27}$ | Density                  |
|       | 1349.40                  | $1.73 \times 10^2$ | M1         | 3.0 x $10^{-15}$ | 50 | 6.2 | 10.5 | $3.5 \times 10^{-27}$ | Dimming & Density        |
| Fe XXI| 1354.08                  | $6.49 \times 10^3$ | M1         | 1.5 x $10^{-15}$ | 130 | 7.1 | 12.6 | $3.9 \times 10^{-27}$ | Dimming                  |
| C I   | 1354.28                  | $3.0 \times 10^7$ | E1         | 4.5 x $10^{-15}$ | 17 |       |       |                      | Deblend 1354 Å           |
|       | 1357.13                  | $1.4 \times 10^7$ | E1         | 2.6 x $10^{-15}$ | 17 |       |       |                      | Deblend 1354 Å           |
|       | 1357.67                  | $1.1 \times 10^6$ | E1i        | 1.3 x $10^{-15}$ | 17 |       |       |                      | Deblend 1354 Å           |
|       | 1359.28                  | $2.2 \times 10^6$ | E1i        | 2.9 x $10^{-15}$ | 17 |       |       |                      | Deblend 1354 Å           |
|       | 1359.44                  | $9.7 \times 10^5$ | E1i        | 8.4 x $10^{-16}$ | 17 |       |       |                      | Deblend 1354 Å           |
|       | 1364.16                  | $1.6 \times 10^7$ | E1         | 4.5 x $10^{-15}$ | 17 |       |       |                      | Deblend 1354 Å           |
| N V   | 1238.82                  | $3.40 \times 10^8$ | E1         | 1.1 x $10^{-13}$ | 48 | 5.3 |       |                      | Deblend 1242 Å           |
|       | 1242.80                  | $3.37 \times 10^8$ | E1         | 6.3 x $10^{-14}$ | 48 | 5.3 |       |                      | Deblend 1242 Å           |
| C II  | 1334.53                  | $2.41 \times 10^8$ | E1         | 1.9 x $10^{-13}$ | … | 4.6 |       |                      | Flare Identification     |
|       | 1335.71                  | $2.88 \times 10^8$ | E1         | 4.9 x $10^{-13}$ | … | 4.6 |       |                      | Flare Identification     |
| Si IV | 1393.76                  | $8.80 \times 10^8$ | E1         | 2.4 x $10^{-13}$ | … | 4.9 |       |                      | Flare Identification     |
|       | 1402.77                  | $8.63 \times 10^8$ | E1         | 1.3 x $10^{-13}$ | … | 4.9 |       |                      | Flare Identification     |

$^a$E1: electric dipole, i: intercombination, M1: magnetic dipole

$^b$Computed using coadded spectrum including flares.

$^c$Error bars give the range where the emissivity drops an order of magnitude from the peak value, providing a gauge for the range of plasma temperatures the line could plausibly trace.

$^d$Out-of-flare average from the 2017 epochs.

$^e$Affected by absorption from the interstellar medium.

$^f$We did not fit profiles to these lines.
ally intensive method. We included 4 nearby C I lines in the fits to help converge on the correct line profile of the blended C I line. The broadening of the C I lines was held fixed between components (i.e., it could only vary globally). Meanwhile, the flux of each component could vary independently. We used a double Gaussian profile for the C I lines because this provided a markedly better fit to the wings of these and other strong emission lines in tests on full exposures. The Fe lines were adequately fit by a single Gaussian profile. We broadened all modeled lines with the COS line spread function. The model also included a constant for continuum flux, allowed to take a different value in each band of wavelengths used in the fits. Figure 3 displays a fit to an example exposure over the full range of the bands used. To estimate uncertainties, we used emcee3 (Foreman-Mackey et al. 2013) to explore the posterior of the fits, sampling to a minimum chain length of 100× the maximum sample autocorrelation length among the walkers. The top panel of Figure 4 zooms in on the Fe XXI autocorrelation length among the walkers. The bottom panel of Figure 4 illustrates this method, representing the subtracted C I flux as a Gaussian profile, although in reality we made no assumption about the line profile other than in the fit to the coadded data.

The Fe XII 1349 Å line exhibits no significant blends. Hence, we measured the flux of this line using only two methods: by fitting the line profile or by direct integration. Figure 5 illustrates these two methods.

We used the line flux measurements to generate lightcurves of Fe XXI and Fe XII emission. Figure 6 shows the resulting lightcurves for the 2015 visit. The three flux estimates generally agree within uncertainties. For Fe XXI, we favor the measurements where we estimated the C I blend assuming a constant line ratio, and, for Fe XII, we favor the measurements made by direct integration. These methods exhibit lower scatter than the line profile fits. The resulting lightcurves form the basis for our subsequent dimming analysis.

5. ANALYSIS

With Fe XII and Fe XXI fluxes in hand, we fit the time evolution of these fluxes during each of the three observing visits with the form given in Eqns. 10 and 11. We added a Gaussian scatter hyperparameter to accommodate astrophysical white noise in the lightcurves. The fit to the 2015 visit is shown in Figure 6. As with the fits to line profiles, we used emcee to explore the posterior of the fit and establish uncertainties or limits on fit parameters. We sampled fits until the number of steps reached 100× the maximum sample autocorrelation length among the walkers.

Constraints on the fits are as follows. We fixed the start time of the dimming to be the start of the C II + Si IV flares in the 2015 and 2017 March visits and the start of the first (smaller) of the two adjacent flares in the 2017 August visit. This choice prevented the sampler from exploring solutions the data could not reasonably constrain (e.g., a dimming that begins before the first exposure), enabled faster sampling, and facilitated the interpretation of resulting constraints. Points in the exposure following the flare and any exposure thereafter where the C II + Si IV flux was elevated were masked from the fit. The acceleration, $a$, was restricted to a uniform prior with a ceiling of 1000 m s$^{-2}$ and a floor that ensured the dimming (if present) would reach half depth prior to the end of the observing visit.

---

3 https://emcee.readthedocs.io
the context of solar events, this was an unrestricted acceleration prior. Preventing arithmetic overflow errors motivated us to impose a uniform prior between 0 and 10 on the relative value of the white noise hyperparameter. We used a uniform prior between 0 and 1 for fractional dimming depth, \( \delta_{\text{max}} \).

To derive constraints on the Fe XXI and Fe XII EE masses and velocities of the CMEs, we applied Equs. 5 and 12, as described in Section 2, to the MCMC chains of fit parameters. We assumed the plasma temperature was that of peak emission for the line considered and that the mean atomic weight was that of the Sun.

Our approach to estimating the plasma density differed between Fe XXI and Fe XII. For Fe XXI, we used a plasma density of \( \log(n_e) = 11.02 \pm 1.15 \) cm\(^{-3} \) measured by Ness et al. (2002) from Chandra observations of the Ne IX line, which has a formation temperature of 10 MK, very near the 11 MK formation temperature of Fe XXI. To account for uncertainty in this value, we sampled random values from a log-normal distribution representing the measured value and its uncertainty.

For Fe XII, we directly constrained the plasma density using the 2017 August observations made with the 1223 CENWAVE setting. This mode placed the Ly\( \alpha \) line in a detector gap, enabling both the 1242 Å and 1349 Å components of the Fe XII line to be measured. The ratio of these lines is sensitive to plasma density between the values of \( 10^{9.5} - 10^{11.5} \) cm\(^{-3} \). We fit the spectrum from the 1223 observation using Gaussian line profiles for the two Fe XII components present and two-component Gaussian profiles for the N V 1238,1242 Å doublet that is marginally blended with the Fe XII 1242 Å line, following the same methodology as with the Fe XXI deblending fits described in Section 4. We then used fluxes sampled from the MCMC fits to compute the density consistent with the flux ratio with the CHIANTIpy package\(^4\) (Dere et al. 1997; Del Zanna et al. 2021). This yielded a density of \( \log n_e = 10.5 \pm 0.2 \). We sampled directly from the resulting MC chain of densities when constraining the EE mass associated with possible Fe XII dimmings.

We show results from each step of this process for the 2015 epoch. The lightcurves with model fits overplotted are shown in Figure 6. Posteriors on the model fit parameters are shown as corner plots in Figure 7 (Fe XXI) and Figure 8 (Fe XII). The Fe XXI emission clearly declines following the flare, with a Bayes factor \( \gg 30 \) relative to no decline (\( \delta = 0 \)). There is no clear dimming in the Fe XII data. Although a 15\% dimming produces the best fit, the Bayes Factor relative to no dimming is 0.4, favoring the null hypothesis of no dimming.

Figure 9 shows the resulting posteriors on EE mass for the 2015 event using the Fe XXI and Fe XII lightcurves. The Fe XXI posterior on EE mass shows a low-mass edge, the cause of which is discussed in Section 7.2. Figure 10 shows the corresponding posterior on the 20\( R_\odot \) velocity of the CME based on the Fe XXI lightcurve. For the Fe XII lightcurve, the fit essentially returns the uniform prior on acceleration, so we do not show the corresponding posterior for \( v_{20} \). The same is true for all fits to the 2017 epochs.

For the March 2017 epoch, lightcurves with fits are shown in Figure 11 and the posteriors on EE mass are shown in Figure 12. For the August 2017 epoch, lightcurves with fits are shown in Figure 13 and the posteriors on EE mass are shown in Figure 14. Corner plots of fit parameters for these epochs are available in Appendix C. Nonzero dimming depths produce better fits in 3 of 4 cases, but the Bayes Factors for nonzero versus zero depth range from 0.2-0.8, favoring the null hypothesis of no dimming.

7. DISCUSSION

7.1. The February 2015 Event

Following the February 2015 flare, flux from the Fe XXI line nearly disappears, dropping to roughly 20\% of its pre-flare level (Figure 6). Could a CME be responsible? An 80\% dimming is unheard of on the Sun, where the largest dimmings rarely exceed 10\% in magnitude (Mason et al. 2019). Solar coronal dimmings also typically occur in cooler lines, near the \( \sim 1 \) MK peak of the solar EMD, such as Fe XII (Mason et al. 2014). However, \( \epsilon \) Eri’s EMD peaks at hotter temperatures, and in 2015 exhibited a plateau out to 10 MK (Figure 3), suggesting that coronal dimming could be expected in hotter, higher ionization iron lines in comparison to the Sun, perhaps even Fe XXI. Simulations by Jin et al. (2020) indicate that dimming on more active stars could be shifted to higher-temperature lines relative to the Sun.

The 2015 flare on \( \epsilon \) Eri began only 3.8 min after the start of the observations. This proximity to the start of the exposure suggests an alternate explanation for the Fe XXI dimming: that the initial “pre-flare” Fe XXI flux

\(^4\) https://chiantipy.readthedocs.io
Figure 6. February 2015 epoch, lightcurves of the HST observations from program 13650. Point colors indicate the different methods used to measure the Fe line fluxes as demonstrated in Figures 4 and 5. The black lines are reference lightcurves from summing the flux of two of the brightest FUV lines. Possible dimming profiles explored by the MCMC sampler are shown as the translucent regions matched to the color of the points fit, with the best fit for Fe XXI shown as the solid green line.

Figure 7. February 2015 epoch, MCMC chains from the fit to the Fe XXI data in Figure 6. Symbols are the pre-flare flux, $F_{\text{pre}}$ ($10^{-15}$ erg s$^{-1}$ cm$^{-2}$); CME acceleration, $a$ (m s$^{-2}$); dimming depth, $\delta_{\text{max}}$ (relative units); and the white noise hyperparameter, $\sigma$ (relative units).

Figure 8. February 2015 epoch, MCMC chains from the fit to the Fe XII data in Figure 6. Symbols are the pre-flare flux, $F_{\text{pre}}$ ($10^{-15}$ erg s$^{-1}$ cm$^{-2}$); CME acceleration, $a$ (m s$^{-2}$); dimming depth, $\delta_{\text{max}}$ (relative units); and the white noise hyperparameter, $\sigma$ (relative units).

is elevated and its subsequent decay is simply a return to its original quiescent value rather than a dimming. An elevated flux could be due to an early response to the observed flare, preceding that of Si IV and C II, or due to a larger, unseen flare that occurred prior to the start of the observing visit. To help evaluate the 2015 event, Figure 15 provides a closer look at each of the observed flares.
Points challenging the CME explanation are that the peak of the flare in Fe XXI is subdued and its pre-flare value is significantly higher than in the 2017 epochs. Fe XXI flux increases 1.2-1.5× during the 2015 flare versus 2-4× in the 2017 flares. The onset of dimming offsets this peak, but only mildly. Accounting for it only boosts the flare increase to 1.7 ± 0.4.

Before the flare, the Fe XXI flux of the 2015 observations is elevated by about 3× relative to 2017 (Figure 15). This elevated flux is probably not an early increase due to the observed flare. The rise in C II + Si IV flux clearly begins later in the exposure, and Fe XXI flux does not lead increases in this emission in later epochs. Further, on other stars transition region lines appear to brighten nearly simultaneous with the particle acceleration and heating from a flare (e.g., MacGregor et al. 2021). What is instead possible, and cannot be ruled out by the brief 3.8 min baseline, is that a larger flare occurred prior to the start of the 2015 observations. In this scenario, the elevated Fe XXI emission and subsequent dimming are just the ongoing decay of the unseen flare. Although the C II + Si IV emission does not appear elevated at the start of the observations, this is consistent with their more rapid decay following flares, clearly visible in the 2017 observations.

A hidden flare is statistically plausible. The probability of a hidden flare is roughly \( \mu \tau / \alpha \), where \( \mu \) is the rate of flares producing peak fluxes at or above the observed level, \( \tau \) is the flare decay timescale, and \( \alpha \) is the power-law index of the (cumulative) flare frequency distribution (see Appendix A for a derivation). We estimated \( \mu \) using the two largest flares in the other epochs of observation. Their Fe XXI flux peaks near the starting level of the 2015 epoch, meaning that flares exceeding this threshold occur at an approximate rate of 0.1 ks\(^{-1}\). We estimated \( \tau \) by fitting an exponential decay to the 2015 event (i.e., assuming the dimming is a flare decay), obtaining a value near 7 ks. We assumed \( \alpha \) is similar to estimates made using solar and stellar events, which generally yield values between 0.5 and 1.5 (Aschwanden & Güdel 2021). The resulting probability that the observed decay is actually due to an unseen flare is greater than 10%.

What is odd is that, by the end of the 2015 observations, the Fe XXI flux has settled to a value well below the pre- or post-flare flux of the 2017 observing epochs, by about a factor of 3. This means that neither the pre- nor post-flare Fe XXI flux in 2015 is consistent with that of the later epochs. The dimming hypothesis requires that the baseline flux was 3× higher than in later epochs, whereas the hidden flare hypothesis requires that the baseline flux was 3× lower.

All observing epochs occur near minima in \( \epsilon \) Eri’s 2.92 yr activity cycle (Coffaro et al. 2020). X-ray observations by XMM-Newton simultaneous with the 2015 visit measured a broadband flux of \( 1.1 \times 10^{-11} \text{ erg s}^{-1} \text{ cm}^{-2} \), lower than measurements of \( 1.5 \times 10^{-11} \) and \( 1.4 \times 10^{-11} \text{ erg s}^{-1} \text{ cm}^{-2} \) that occurred -50 and +8 days from the March 2017 and August 2017 HST visits. The average Fe XII emission varied little across all three visits (Figure 15). On the Sun, activity cycles affect emission from hotter lines more, as indicated by an increasing variability in the solar EMD with increasing temperature. However, this does not seem to be the case on \( \epsilon \) Eri (e.g., Coffaro et al. 2020).

The 2015 X-ray data begin just after the peak of the observed flare and mimic the decline of Fe XXI. The ratio between the peak and final values is ≈1.5, much less than the drop in Fe XXI emission (Loyd et al. 2018,
Figure 11. March 2017 epoch, lightcurves of the HST observations from calibration program 14909. Point colors indicate the different methods used to measure the Fe line fluxes as demonstrated in Figures 4 and 5. The black line are reference lightcurves from summing the flux of two of the brightest FUV lines. Possible dimming profiles explored by the MCMC sampler are shown as the translucent regions, matched to the color of the points fit.

Figure 12. Derived ejected emitting masses that could explain the data in Figure 6 if a CME occurred. The left distribution is heavy-tailed and the 95% limit is beyond the plot range. Vertical gray lines are the 18th, 50th, and 84th percentiles.

Figure 9). Like Fe XXI, this drop in X-ray flux could also result from either a flare decay or coronal dimming. If the CME explanation is correct, it could indicate that the 2015 event resulted from the ejection of plasma from a single dominant active region, emitting, outside of flares, $3 \times$ the flux of active regions at other epochs. In this picture, the magnetic reconnection that produced the flare in Si IV and C II ejected the bulk of the Fe XXI-emitting plasma in that region, producing the deep Fe XXI dimming. Meanwhile, either the Fe XII-emitting plasma in that region was preserved, or what plasma was ejected made up a much smaller fraction of the star’s disk-integrated Fe XII emission.

A third possibility for the dramatic drop in Fe XXI emission is that a dominant active region rotated out of sight over the stellar limb during the observation. However, the 11 d rotation period of ϵ Eri makes this unlikely, as the duration of the visit occupies only about 2.5% of this period. A bright region receding across the limb would have a redshift below 2.5 km s$^{-1}$ (Valenti & Fischer 2005), too low to test this theory given the instrument accuracy of 7.5 km s$^{-1}$ (Plesha et al. 2019).

That a single emission line could dim by as much as 80% following a CME is made more plausible by the recent work of Veronig et al. (2021). That work discovered dimmings as high as 56% in broadband X-ray emission from several stars and attributed those dimmings to CMEs. A 56% dimming in the bands they analyzed, which blend lines and continuum, could be deeper in an isolated line.

Like so many past CME candidates, the real cause of the 2015 dimming is simply inconclusive. However, this event hints at the potential power of searching for coronal dimming with FUV observations. Dedicated observations of this or other bright, active stars could capture many more flares with better pre-flare baselines and firmly establish whether near total dimmings of the Fe XXI line do indeed occur, or if the 2015 event was more likely to be the result of an unseen flare.

The enticing Fe XXI signal should not overshadow what we consider the most valuable result of this analysis: actual constraints (in this case, upper limits) on the masses of emitting material that could have been...
Figure 13. August 2017 epoch, lightcurves of the HST observations from calibration program 15365. Point colors indicate the different methods used to measure the Fe line fluxes as demonstrated in Figures 4 and 5. The black lines are reference lightcurves from summing the flux of two of the brightest FUV lines. Possible dimming profiles explored by the MCMC sampler are shown as the translucent regions, matched to the color of the points fit.

Figure 14. Derived ejected emitting masses that could explain the data in Figure 6 if a CME occurred. The left distribution is heavy-tailed and the 95% limit is beyond the plot range. Vertical gray lines are the 18th, 50th, and 84th percentiles.

7.2. Mass Estimates: Context and Limitations

On the Sun, the strongest flares in the 3 epochs of observation would likely each have been accompanied by a CME. The threshold above which flares on the Sun are always accompanied by CMEs is a peak soft X-ray flux exceeding roughly $3 \times 10^{-4}$ W m$^{-2}$ (Harra et al. 2016). The peak soft X-ray fluxes of the 3 $\epsilon$ Eri flares were in the range of $10^{-4}$ - $10^{-2}$ W m$^{-2}$ (GOES class X to X100) according to the empirical relationship between peak Si IV 1393,1402 Å and soft X-ray flux established by Youngblood et al. (2017). This range is driven by uncertainty in the empirical relationships for predicting the soft X-ray flux from peak Si IV flux at 1 AU. The peak Si IV fluxes at 1 AU of the 3 observed flares were 0.39, 0.25, and 0.44 erg s$^{-1}$ cm$^{-2}$. The solar flare-CME scaling of Aarnio et al. (2012) indicates that flares of this magnitude on the Sun could be associated with CMEs ranging from $10^{15}$ - $10^{18}$ g. This mass range would correspond to dimming depths ranging from undetectable to physically impossible (i.e., > 100%, assuming a single emission line probed the full CME mass).

If the February 2015 event was caused by a CME, we estimate an EE mass of $10^{15.2\pm1.2}$ g for the Fe XXI dimming and $10^{15.3\pm0.3}$ g for the Fe XII dimming (though the Fe XII dimming is statistically insignificant; see Section 5). The kinetic energy of this event, estimated by summing the Fe XXI and Fe XII masses and taking the velocity to be the $v_{20}$ values from the Fe XXI dimming, is $10^{30.8\pm0.3}$ erg. Figure 16 plots the confidence interval of these estimates from the MCMC samples in the context of the population of solar CMEs from the SOHO/LASCO catalog (Gopalswamy et al. 2009) through January 2021 (excluding those with data quality flags). In that plot, the second mode of MCMC samples above the main mode correspond to the sampler exploring fits near the upper limit of the prior on CME acceleration that effectively amount to a step function in dimming.
Figure 15. Zoom in on the flares from each observing epoch plotted in absolute flux on the same scale to enable a comparison between epochs. The solid gray lines mark the average flux outside of flare. The dashed gray lines in the Fe XXI plots mark the average flux from the last exposure of the February 2015 visit (i.e., following the candidate dimming). Fe XXI fluxes were computed using the “line ratio” method (green points in Figure 6) and Fe XII fluxes are from direct integration (orange points in Figure 6). Note in the top row that the Fe XXI flux at the start of the February 2015 visit is elevated well above other visits (gray lines), yet declines to a value (dashed line) well below the out-of-flare average for the other visits.

Figure 16. Solar context for the February 2015 event if interpreted as a CME. Black contours give the 1-σ and 2-σ bounds of solar CMEs. Blue contours give the 1-σ and 2-σ bounds of the MCMC samples for the Fe XXI+Fe XII mass and kinetic energy of the February 2015 event on ϵ Eri. The February 2015 event is consistent with solar CMEs, albeit on the high end of mass and energy.

The dimming nondetections related to the 2017 flares yield Fe XII EE masses of < 10^{15.5} g. The Fe XXI EE masses are less constraining, at < 10^{16.3} g.

In the context of solar CMEs, 10^{15}-10^{16} g CMEs are unremarkable events (1-2 orders of magnitude below the largest observed) and occur once every few days to every few months (Figure 16 and Section 7.3). One might expect the EE masses to be well above the upper limit of solar CME masses given that ϵ Eri has a larger peak emission measure (Figure 2), the Fe XXI dimming is extreme, and the Fe XII dimming large in comparison to solar events. The relatively low EE masses in this context likely result from a combination of factors: plasma densities that are 2-3 orders of magnitude above the solar corona (Fludra et al. 1999), the exclusion of plasma beyond the range of plasma temperatures and densities probed by the lines, and the fact that solar CME masses grow as they leave the Sun prior to reaching the mass recorded in the SOHO/LASCO catalog (Gopalswamy et al. 2009).

The mass posterior in Figure 9 exhibits a cliff at its low-mass end. This is due to a near-linear decline in the emissivity, G(T, n), above n = 10^{13} cm^{-3} as collisional quenching of the (forbidden) Fe XXI 1354 Å radiative
transition sets in. Because \( m \propto (nG(T, n))^{-1} \) (Eqn. 5), an increase in \( n \) in this regime is effectively cancelled by a drop in \( G(T, n) \), yielding a constant mass and producing the apparent lower limit in the mass posterior of Figure 9.

Dimming analyses of the sort we present might be the only means to probe the allowable masses of events associated with any prominent stellar flare. However, it is important that we, as a community, recognize the assumptions and limitations of the method as we have presented it. We list those of which we are aware below. Many of these can likely be improved upon as the analysis techniques and observing strategies mature.

- The method is blind to plasma beyond the narrow range of formation temperatures of the analyzed line(s). The mass of plasma with temperatures in the gaps will be missing from the estimated total.
- The method is also blind to low-density, poorly-emitting plasma (Appendix B). As a result, it likely probes mass in and around the erupting filament, but not mass above that is swept into the CME.
- The method assumes that emission from the non-ejected plasma remains at the pre-ejection level. Changes in this baseline will affect the inferred dimming depth.
- The method equates the density of the ejected plasma to a “disk-averaged” density inferred from disk-integrated observations. If the ejected plasma is overdense relative to the disk-average, the retrieved EE mass will overestimate the true EE mass.
- Density estimates from observations simultaneous with the dimming observations are not always possible. Changes in density between these epochs will affect the EE mass.
- The method assumes the emission in an analyzed line is dominated by plasma at a temperature that maximizes that line’s emissivity. If the plasma contributing most of this emission has a non-peak temperature, the retrieved EE mass will be an underestimate.
- The method assumes no plasma remains within the dimming region. If only a portion of the plasma is ejected, then the dimming region must be fractionally larger to account for the observed drop in emission. The net effect is that the ejected mass could drop to no less than half the original estimate (Section 2.1).
- The method assumes the CME has a constant mass. The mass of several solar CMEs has been observed to grow with time due both to mass added from behind and accumulated from ahead of the CME (e.g., DeForest et al. 2013; Veronig et al. 2019). For reference, Veronig et al. (2019) reported a \( 5 \times \) increase in the mass of a solar CME observed on 2012 September 27.

EE mass estimates are subject to statistical uncertainties as well. In the analysis of the \( \epsilon \) Eri observations, the Fe XXI EE mass estimate has a range of 2 orders of magnitude because the density measurement we adopted from the literature has an equivalent range. In contrast, uncertainty in both density and dimming depth contribute to the uncertainty on the Fe XII EE mass for that event.

The assumed emissivity also introduces an error, though it is negligible in the \( \epsilon \) Eri analysis. Figure 2 shows that the peak of the contribution functions is about 0.1 dex in temperature off from the peak of the line emissivities. Adopting the peak of the contribution function to estimate \( G(T, n) \) would increase the EE mass by about 30%.

The most important point when it comes to temperature is the hidden mass. For \( \epsilon \) Eri, plasma from \( \log(T) \) of 6.4 to 6.8 is effectively hidden (Figure 2): plasma within this range will emit less than 10% of the observed Fe XXI and Fe XII flux. An ejection of plasma at these temperatures would have little affect on the observed Fe XII and Fe XXI emission.

MHD simulations of CMEs from active stars will help to determine how well observables like coronal dimming and Type-II radio bursts on \( \epsilon \) Eri and other active stars can be expected to constrain CME properties. Ó Fionnagáin et al. (2022) simulated Type-II radio burst signals from simulated CMEs on \( \epsilon \) Eri and found that signals would remain in the LOFAR band for 20-30 min following an event. This could make \( \epsilon \) Eri a great candidate for joint radio and FUV observations to cross validate CME signals. We are currently adapting the Alfvén Wave Solar Model (AWSoM) for simulations of CMEs and dimming signals on \( \epsilon \) Eri and will describe the results in a follow-on publication. This will add additional context to the 2015 and 2017 HST observations.

### 7.3. CME Mass Loss Rate

The three observed flares and upper limits on the ejected emitting mass provide a basis to explore mass and angular momentum loss from \( \epsilon \) Eri due to CMEs. A challenge to estimating CME-driven mass loss is that events spanning orders of magnitude in mass and occurrence rate could contribute. This is certainly true...
on the Sun. Figure 17 plots the distribution of observed CME masses from the SOHO LASCO catalog. Summing the masses of all events with mass estimates (including those with quality flags) yields a CME mass loss rate of $6 \times 10^{-16} \ M_\odot \text{yr}^{-1}$. Small events contribute the most to CME mass loss on the Sun. Events with masses less than 3% of the largest observed (i.e. $< 5 \times 10^{15} \ g$) contribute more than 50% of the summed mass of all events in the LASCO catalog.

Assuming a power-law distribution of CME masses can enable an estimate of cumulative CME mass loss incorporating events over a range of masses. More sophisticated treatments are also possible (Odert et al. 2017). Portions of the observed solar CME mass distribution follow a power law reasonably well (Figure 17).

For a power law of the form

$$
\nu(m) = \mu(m/m_{\text{ref}})^\alpha,
$$

(15)

where $\nu$ gives the rate of events with mass $> m$ and $\mu$ is the rate of events with mass $> m_{\text{ref}}$. Events within the range $m_{\text{min}}$ and $m_{\text{max}}$ account for a cumulative mass loss of

$$
\dot{M} = \frac{\alpha \mu m_{\text{ref}}}{\alpha + 1} \left[ \left( \frac{m_{\text{max}}}{m_{\text{ref}}} \right)^{\alpha+1} - \left( \frac{m_{\text{min}}}{m_{\text{ref}}} \right)^{\alpha+1} \right].
$$

(16)

For $\alpha \approx -2$, as on the Sun, small events dominate and $\dot{M}$ is not sensitive to $m_{\text{max}}$. Integrating the power law from where it begins to deviate significantly at $m_{\text{min}} = 2 \times 10^{15} \ g$ to $m_{\text{max}} \rightarrow \infty$ yields a mass loss rate within a factor of a few of the sum of the cataloged solar CMEs.

For $\epsilon$ Eri, taking $m_{\text{ref}} < 3 \times 10^{15} \ g$ based on dimming fits to the 3 prominent flares within the 10.6 h of observations ($\mu \approx 7 \text{ d}^{-1}$), and adopting solar values for the remaining parameters, implies $\dot{M} < 10^{-14} \ M_\odot \text{yr}^{-1}$, or $\dot{M} < 0.6 \ M_\odot$ (where we take $M_\odot$ to be $2 \times 10^{-14} \ M_\odot \text{yr}^{-1}$ for consistency with Wood et al. 2005). We emphasize that this estimate is confined only to Fe XII-emitting plasma and only to flare-associated CMEs. The total mass loss rate of $\epsilon$ Eri, incorporating CMEs and the stellar wind, has been estimated from the astrospheric absorption method to be $\dot{M} = 30 \ M_\odot$ (Wood et al. 2005). Our results suggest that CMEs contribute only negligibly to $\epsilon$ Eri’s total mass loss, similar to the present-day Sun. This conflicts with the MHD simulations of Ó Fionnagáin et al. (2022) that, coupled with flare statistics, indicate CMEs could shed mass from $\epsilon$ Eri at up to half the rate of the stellar wind. For any statement about $\epsilon$ Eri’s mass loss rate to progress beyond conjecture, constraints across a wide range of CME rates and masses are needed.

Observationally calibrated scalings between CME mass and flare energy provide another path to constraining the CME mass loss rate (Odert et al. 2017). For the Sun, Aarnio et al. (2013) measured $m_{\text{CME}} \propto E_{\text{flare}}^{0.63}$. The sub-linear relationship is consistent with solar CME masses following a steeper distribution ($\alpha \approx -2$) than solar flare energies ($\alpha \approx -1$; Aschwanden et al. 2016). Empirical flare-CME scalings for stars could allow future work to fold long-baseline observations of a star’s flares from missions like TESS into determining the cumulative effects of stellar CMEs. Calibrating such a scaling for $\epsilon$ Eri or other stars will require measured
CME masses across a range of flare energies, so is not possible with the present data.

### 7.4. Confined CMEs

Alvarado-Gómez et al. (2018, 2019) modeled CMEs triggered beneath global dipolar magnetic fields ranging from 75-1400 G representative of active stars (Donati & Landstreet 2009; Reiners et al. 2022) and found such global fields could prevent incipient CMEs from escaping. Strong magnetic fields are typical of low mass stars in particular. The relationship between average field strength and Rossby numbers implies that, for M stars, even those that have spun down with age to rotation periods of 100 d ($Ro \approx 1$; Wright et al. 2018) will exhibit average field strengths of 100 G and above (Reiners et al. 2022).

Magnetic confinement could explain why it has proven difficult to detect the exceptional CMEs one might expect around stars with exceptionally energetic flares (Drake et al. 2013). Evidence of strong fields confining incipient CMEs has been observed on the Sun (Thalmann et al. 2015), and a reanalysis of purported stellar CME detections in the literature suggests these events, though they ultimately escaped, spent much of their kinetic energy breaking free of an overlying field. The February 2015 event, if a CME, had a kinetic energy consistent with the distribution of kinetic energies of solar CMEs for events of similar mass (Figure 16), in contrast with the more extreme events analyzed by (Moschou et al. 2019). Note, however, that the $v_{20}$ value we used to estimate the 2015 CME candidate’s kinetic energy might not be sensitive to confinement, since this could slow the CME after the initial acceleration probed by dimming and used to estimate $v_{20}$.

### 7.5. Considerations for Future Coronal Dimming Observations

The ideal coronal dimming observations would incorporate emission lines tracing a broad range of formation temperatures, with emphasis on those near the peak of the stellar EMD. The benefit of this coverage would be minimizing the potential for ejected mass to be hidden from a dimming analysis. CME mass constraints for ε Eri in particular would benefit from observations of lines formed between log $T$ of 6.4 to 6.8.

With sufficient coverage of coronal emission lines and sufficient SNR, it would be possible to construct EMDs for dimming events themselves. Coupled with measurements of plasma density from lines tracing a similar range of temperatures, one could construct a distribution of mass versus temperature, $dm/dT$, and integrate this distribution to obtain a total mass. Future work could test such an approach on observations of solar CMEs.

Observations of coronal (irradiance) dimming on the Sun rely on EUV emission lines, particularly those near 200 Å, such as observed by SDO/EVE (Mason et al. 2016). From 100-350 Å, the EUV band contains many bright Fe lines spanning a range of ionization states and formation temperatures. No astrophysical observatories currently operate that can access 100-350 Å emission. The former Extreme Ultraviolet Explorer (EUV), which operated from 1992 to 2001, could observe this range. Veronig et al. (2021) included these archival data in their comprehensive search for coronal dimmings,
identifying a single candidate dimming from the EUVE data on AB Dor.

X-ray observations are dominated by coronal emission. Effective areas are 1-3 orders of magnitude below those of HST/COS, but because the emission is dominantly coronal, wide bands can be integrated to achieve higher SNR. For the star EK Dra, which has a nearly identical flux in Fe XXI 1354 Å emission as ε Eri (Ayres & France 2010), the analysis by Veronig et al. (2021) yielded an SNR of $\approx 130/\sqrt{\text{hr}}$ in a 0.2-12 keV band and $\approx 60/\sqrt{\text{hr}}$ in a narrower 1-2 keV band. In comparison, median SNRs were 17/\sqrt{\text{hr}} in Fe XXI and 40/\sqrt{\text{hr}} in Fe XII for the 2017 HST COS observations of ε Eri. The higher SNR of broadband X-ray searches comes at the cost of being able to isolate emission lines in order to enable mass estimates through the process outlined in Section 2. FUV spectroscopy with HST also offers simultaneous measurements of 10-100x brighter chromospheric (e.g., C I) and transition region (e.g., Si IV) lines that can be used to closely trace flares.

For dimming observations seeking mass constraints, an important consideration is how to estimate plasma densities. In the FUV, observing both the 1242 Å and 1349 Å components of Fe XII enables a simultaneous density measurement of the Fe XII-emitting plasma. Unfortunately, no additional bright components of Fe XXI are available in the FUV that could enable a direct measurement of its source plasma density. Coupling HST observations with contemporaneous X-ray observations of a density-sensitive doublet like Ne IX (Ness et al. 2002) will be important to obtain mass estimates of ejected Fe XXI-emitting plasma.

When using HST for FUV measurements of coronal emission, COS provides the best combination of sensitivity and wavelength coverage. However, for many active stars, especially M dwarfs, the potential for flares to violate detector count rate limits is a concern. Using the Space Telescope Imaging Spectrograph (STIS) enables the observation of brighter targets in exchange for lower sensitivity. The STIS G140M mode provides a throughput of 1.7% at 1350 Å (Branton & Riley 2021) versus COS G130M’s 4.0% (Hirschauer 2021).

8. SUMMARY

We have adapted the technique of using coronal dimming to estimate the mass and velocity of solar CMEs to stellar observations, providing generalized formulae for order-of-magnitude estimates. A strength of this method is that it can be applied to nondetections, providing limits on the maximum mass of emitting material that was ejected.

FUV spectroscopy enables dimming measurements using the Fe XII 1242 and 1349 Å lines that trace ~1 MK plasma as well as the Fe XXI 1354 Å line that traces ~10 MK plasma. We conducted a dimming analysis of these lines in archival observations of the young (200-800 Myr) solar-type star ε Eri. Each of three separate epochs of these observations contained a prominent flare with a peak Si IV 1393,1402 Å flux that, on the Sun, would correspond to strong flares always accompanied by CMEs.

Following a flare in February 2015, Fe XXI emission dropped 81±5% below its pre-flare level and Fe XII emission dropped by 16±8%. If caused by a CME, the dimmings imply that $10^{15.2^{+1.2}_{-1.0}}$ g of 10 MK plasma was ejected, possibly accompanied by $10^{15.3^{+0.3}_{-0.2}}$ g of 1 MK plasma. However, a viable alternate explanation for this event is that it is the continued decay of a flare that occurred prior to the start of the observations. The initial baseline is too short to distinguish these scenarios, and ε Eri’s high flare rate makes a hidden flare statistically plausible.

Two other flares at later observing epochs did not exhibit significant Fe XII or Fe XXI dimming. For these events, we found upper limits of a few $\times 10^{15}$ g in ejected 1 MK (Fe XII-emitting) plasma and a few $\times 10^{16}$ g in ejected 10 MK (Fe XXI-emitting) plasma. Ejections of this or greater magnitude must occur less than a few times a day on ε Eri. On the Sun, CMEs with total masses of $10^{15}$ g happen once every few days. With some assumptions, we suggest the mass loss rate of 1 MK plasma due to flare-associated CMEs is < 0.6 $M_\odot$ yr$^{-1}$, in comparison to the star’s measured mass loss rate (CMEs + wind) of 30 $M_\odot$ yr$^{-1}$ (Wood et al. 2005).

This work establishes the viability of coronal dimming as a method to detect stellar CMEs and constrain their masses even if not detected. Combining dimming with other methods, such as Type-II radio bursts or Doppler shifts in line emission, could yield particularly strong evidence of stellar CMEs. Identifying and maturing reliable methods to constrain stellar CMEs is essential if we wish to accurately assess the role of CMEs in stellar and planetary evolution.
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**APPENDIX**

A. DERIVATION OF THE PROBABILITY OF AN UNSEEN FLARE

We provide here a derivation for estimating the probability that an unseen flare is responsible for an elevated flux at the beginning of an observation. We consider only single flares because the probability of two or more flares all contributing in roughly equal proportion to the flux is small (Loyd et al. 2018). Even in cases where flares overlap, one flare usually dominates.

We take the number of flares, \( d^2N \), occurring over time \( dt \) and that have a peak flux within \( dF_p \) of \( F_p \) to follow a power law of the form

\[
d^2N = \frac{\alpha \mu}{F_p} (F_p/F_{ref})^{-(\alpha+1)} dF_p dt
\]

The grouping of constants will yield a cleaner final product from this derivation. It also yields a simple form for the cumulative distribution, giving the number of flares with peak flux \( > F_p \) as

\[
dN(> F) = \mu (F_p/F_{ref})^{-\alpha} dt.
\]

The normalization constant \( \mu \) indicates the rate of flares with \( F_p > F_{ref} \). The use of \( F_{ref} \) and \( dt \) is uncommon when working with flare frequency distributions, but we include them for clarity. The \( dt \) indicates that the number of flares expected depends on the amount of time considered and the \( F_{ref} \) mitigates confusion regarding units raised to arbitrary powers of \( \alpha \). Note that peak flux could be replaced with any value that quantifies the strength of a flare, such as energy.

As a second key assumption, we take flares to have a consistent time profile defined for any time following the peak of the flare as

\[
F(t) = F_p e^{-t'/\tau}.
\]

For convenience, we will set \( t' \) such that the peak of the flare occurs at \( t' = 0 \) and the observation at \( t' = t \). This implies that to produce the flux observed, \( F_0 \), a flare that peaked at an (unobserved) time \( t \) before the start of the observations must have had a peak flux of

\[
F_p = F_0 e^{t'/\tau}.
\]

In words, the farther back the flare occurred, the larger it must have been in order to explain the observed flux.

Combining these relationships, the expected number of a flares peaking within \( dt \) of time \( t \) prior to the observation is

\[
d^2N = \frac{\alpha \mu}{F_p} e^{\alpha t'/\tau} (F_0/F_{ref})^{-(\alpha+1)} dt dF_0,
\]

where we have made the change of variables from \( dF_p \) to \( dF_0 \) noting that \( dF_p/dF_0 = e^{t'/\tau} \). Integrating over all possible times an unseen flare could have occurred \((-\infty < t \leq 0)\), gives

\[
dN = \frac{\tau \mu}{F_p} (F_0/F_{ref})^{-(\alpha+1)} dF_0,
\]

The expected number of flares that could have produced a flux \( > F_0 \) at the time of observation is then

\[
N = \frac{\tau \mu}{\alpha} (F_0/F_{ref})^{-\alpha}.
\]
Taking flares to follow Poisson statistics with respect to their occurrence over time, the likelihood that one or more events occurred is \( p = 1 - e^{-N} \). For small \( N \), \( p \approx N \). Monte-Carlo experiments confirm the validity of Eqn. A7.

B. EFFECTS OF DENSITY VARIATIONS

One of the key assumptions of this work is that the plasma is homogeneous in density. A true plasma will vary in density due to gravity, magnetic topology, and other factors. Here we explore the effect of this when estimating masses using the framework of Section 2.1. Recall the mass estimate is based on an observed flux decrement and density estimated from a line ratio.

The integral given in Eqn. 3 can be rewritten

\[
F = \int_{n_a}^{n_b} n^2 G \frac{dV}{dn} dn,
\]

where \( n_a \) and \( n_b \) give the lower and upper limits of the densities spanned by the overall volume of emitting mass. We have set \( n \equiv n_e = n_H \) and abbreviate \( G(T, n_e) \) as \( G \). The mass of the plasma is

\[
m = \mu \int_{n_a}^{n_b} n \frac{dV}{dn} dn,
\]

where \( \mu \) is the mean particle mass.

The quantity \( dV/dn \) represents the distribution of mass across different densities, i.e., the volume of mass associated with an infinitesimal interval of density. We will refer to \( dV/dn \) as “clumpiness.”

We explored power law clumpiness distributions to determine the effect on mass, i.e.,

\[
\frac{dV}{dn} = Cn^\alpha,
\]

where \( C \) is a scaling factor that sets the total volume (hence mass and emitted flux) of the plasma. Both a hydrostatic volume (with constant scale height) and a Parker Wind (with constant outflow velocity) fall in the category of power-law clumpiness, with \( \alpha = -1 \) and -2.5 respectively. An ideal hydrostatic atmosphere or Parker Wind would be better described as “stratified” than clumpy, but the \( dV/dn \) distribution makes no assumptions about how the mass is organized, i.e., whether its density has smooth, monotonic spatial variations or it is truly clumpy. Any \( \alpha \leq -2 \), including a Parker Wind, will yield a diverging (infinite) mass as \( n_a \to 0 \), whereas for \( \alpha > -2 \) the total mass is bounded. Note the clumpiness could be any arbitrary function or measured distribution; we chose to investigate power laws simply because hydrostatic and Parker wind solutions are within the power law family.

Using this framework, we estimated the mass of heterogeneous-density volumes yielding the same flux ratios as the density-sensitive lines used in this work (Ne IX and Fe XII). To do this, we chose several values for \( \alpha \) and, for each, explored a grid of lower limits on density, \( n_a \), down to several orders of magnitude below \( n_{ref} \), the constant-density value. For each \( n_a \), we numerically solved for the density upper limit, \( n_b \), that would yield the appropriate flux ratio when Eqn. B8 was integrated for the density-sensitive lines. With \( n_b \) determined, we compared the mass, \( m \), estimated from Eqn. B9 to the mass assuming a constant density,

\[
m_{ref} = \frac{\mu F}{n_{ref} G},
\]

setting \( F \) to be equal between the two estimates.

Figure 18 shows the resulting “correction factors,” \( m/m_{ref} \). The hydrostatic case (\( \alpha = -1 \)) yields small corrections of \(< 33\%\) for our Fe XXI and Fe XII probes. However, for \( \alpha \leq -2 \), including a Parker Wind (\( \alpha = -2.5 \)), corrections can be well over an order of magnitude if the volume includes densities several orders of magnitude below the reference density.

This analysis demonstrates that mass well beyond the density suggested by the line flux ratio is essentially hidden. In order to match the observed flux ratio, most of the flux must come from mass near the density implied by that ratio. For example, for the \( \alpha = -2.5 \) case, even if we integrated the density to a lower limit of 0 when computing fluxes, the upper limit needed to be extend only an extra 0.5 dex above \( n_{ref} \) to compensate for the emission of the lower-density plasma and preserve the observed line flux ratio. This is in spite of the fact that the mass of the lower-density plasma in that case diverges to infinity as \( n_a \to 0 \). Hence, similar to treating mass much beyond the peak formation temperature of the analyzed line as hidden, mass much beyond the density inferred from the associated line pair should be considered hidden as well.
Figure 18. Mass increase when considering a heterogeneous-density distribution of the form \(dV/dn \propto n^\alpha\) versus the homogeneous-density estimate adopted in the main body of this work. Each curve adopts a different value for \(\alpha\) and shows the additional mass as the volume is integrated to increasingly low densities while preserving the observed line ratio. Large \(y\)-values mean significant mass could be present that is not accounted for if assuming a homogeneous density of \(n_{\text{ref}}\). For \(\alpha \leq -2\), significant low-density mass could be hidden from a dimming mass estimate.

C. CORNER PLOTS OF THE FIT PARAMETERS TO THE 2017 LIGHTCURVES

Figures 19 (Fe XXI) and 20 (Fe XII) show the posteriors of the fit parameters for the March 2017 observations and Figures 21 (Fe XXI) and 22 (Fe XII) show the same for the August 2017 observations.

Figure 19. March 2017 epoch, MCMC chains from the fit to the Fe XXI data in Figure 11. Symbols are the pre-flare flux, \(F_{\text{pre}} (10^{-15} \text{ erg s}^{-1} \text{ cm}^{-2})\); CME acceleration, \(a \text{ (m s}^{-2}\); dimming depth, \(\delta_{\text{max}}\) (relative units); and the white noise hyperparameter, \(\sigma\) (relative units).
Figure 20. March 2017 epoch, MCMC chains from the fit to the Fe XII data in Figure 11. Symbols are the pre-flare flux, $F_{\text{pre}}$ ($10^{-15}$ erg s$^{-1}$ cm$^{-2}$); CME acceleration, $a$ (m s$^{-2}$); dimming depth, $\delta_{\text{max}}$(relative units); and the white noise hyperparameter, $\sigma$ (relative units).

Figure 21. August 2017 epoch, MCMC chains from the fit to the Fe XXI data in Figure 13. Symbols are the pre-flare flux, $F_{\text{pre}}$ ($10^{-15}$ erg s$^{-1}$ cm$^{-2}$); CME acceleration, $a$ (m s$^{-2}$); dimming depth, $\delta_{\text{max}}$(relative units); and the white noise hyperparameter, $\sigma$ (relative units).
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