Article abstract

The purpose of medical licensing examinations is to protect the public from practitioners who do not have adequate knowledge, skills, and abilities to provide acceptable patient care, and therefore evaluating the validity of these examinations is a matter of accountability. Our objective was to discuss the Medical Council of Canada’s Qualifying Examinations (MCCQEs) Part I (QE1) and Part II (QE2) in terms of how well they reflect future performance in practice.

We examined the supposition that satisfactory performance on the MCCQEs are important determinants of practice performance and, ultimately, patient outcomes. We examined the literature before the implementation of the QE2 (pre-1992), post QE2 but prior to the implementation of the new Blueprint (1992-2018), and post Blueprint (2018-present).

The literature suggests that MCCQE performance is predictive of future physician behaviours, that the relationship between examination performance and outcomes did not attenuate with practice experience, and that associations between examination performance and outcomes made sense clinically. While the evidence suggests the MCC qualifying examinations measure the intended constructs and are predictive of future performance, the validity argument is never complete. As new competency requirements emerge, we will need to develop valid and reliable mechanisms for determining practice readiness in these areas.
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Introduction

In medicine and the other health professions, we assume that if we pick good learners and educate them well, this will lead to better patient care. We presuppose that licensure and certification processes identify those individuals who are ready for the next level of training or responsibility. Additionally, we need to be sure that such high stakes decisions are determined, from scores and pass/fail outcomes on reliable and valid assessments. With this in mind, evaluating our educational processes and associated assumptions is a requirement and thus is a matter of accountability to the public. We continually need to gauge how well our assumptions reflect reality.

Licensing examinations have been employed in many countries and in most, if not all, health professions. In combination with program accreditation mandates, they help ensure that individuals who provide care are adequately prepared to do so. In medicine, there has been considerable debate as to the value of licensure examinations. These examinations can be quite costly and force students to spend a great deal of time preparing, potentially contributing to excess stress and unwellness. Moreover, as assessments drive learning, licensure examination requirements can drive educational institutions to modify their curriculum, including the content and timing of coursework, to help increase their students’ likelihood of passing. It has been argued that these curricular changes often impede student learning and can encourage educational institutions to deviate from their missions. Nevertheless, many countries and jurisdictions embrace licensure examinations, claiming that they help protect the public from practitioners who do not have adequate knowledge, skills, and abilities to provide acceptable patient care. Longitudinal approaches to assessment in medical education and certification show promise but a periodic and longitudinal approach to licensure examinations has yet to be explored.

In the United States and Canada, the successful completion of examinations, amongst other credentialing requirements, is needed to obtain an unrestricted license to practice medicine. As noted above, there are several arguments against the licensure process, or parts thereof, many directly related to the validity of the examinations. More specifically, there are claims that evidence linking examination performance to external criterion measures (e.g., practice as a physician) are lacking. Finally, studies of patient outcomes in countries with and without medical licensure examinations have yielded few differences. Nevertheless, a host of investigations have linked licensure examination performance to later outcomes, including residency success, specialty board certification, patient outcomes, and physician disciplinary actions. In spite of the fact that failing performance on a licensure examination restricts the individual from practicing medicine, it remains difficult to link individual practitioners to patient outcomes, and it is not possible or advisable to conduct randomized controlled trials (i.e., let those who fail a licensure examination obtain a licence so as to study their future practice outcomes). Nevertheless, the body of evidence supporting licensure and the validity of licensure examinations is reasonably strong, especially in Canada. In this position paper, we provide an overview of the evidence of the relationships found between examination performance and practice performance and patient outcomes.

This position paper was written to help the Assessment Innovation Task Force (AITF) develop recommendations for the future path of Medical Council of Canada (MCC) assessments. The purpose of this manuscript is to discuss the Medical Council of Canada's Qualifying Examinations (MCCQEs) Part I (QE1) and Part II (QE2) in terms of what they were designed/intended to measure and what they tell us about future practice. It is neither intended to be a systematic review of the literature nor a meta analysis of the existing evidence. Given that the QE1 and QE2 are part of Canada’s medical licensure process, we provide a synthesis, based on the available literature, of how well these assessments identify individuals with the knowledge, skills, and abilities needed to provide quality patient care. This review of MCCQEs can both help inform potential future changes to the examination content and structure, and guide research efforts aimed at improving the medical licensure process.

Examination background

Until recently, the MCC administered two qualifying examinations: the MCC QE1 and QE2. From 1979 to 2018, the MCC Evaluating Examination (MCCQEE) was also offered to international medical graduates (IMGs). A passing score on this examination was required for IMGs to be eligible to attempt the QE1. As of 2019, all medical graduates, regardless of where they obtained their medical degree, were eligible to sit for the QE1.

The QE1 assesses the critical medical knowledge and clinical decision-making ability of a candidate at a level
expected of medical student who is completing their medical degree in Canada. It is currently a 1-day, computer-based, examination consisting of multiple-choice questions and a series of clinical decision making cases.\textsuperscript{22} The QE1 is a criterion-referenced examination. Those who meet or exceed the standard will pass the exam regardless of how well other candidates perform on it.

The purpose of the QE2 (no longer offered) was to assess the competence of candidates, specifically the knowledge, skills and attitudes essential for medical licensure in Canada, prior to entry into independent clinical practice. It was a 13-station (12 scored stations and 1 pilot) objective structured clinical examination (OSCE) that focused on the assessment of data acquisition skills, patient/physician interaction, problem solving and decision-making, and considerations for cultural communication. Qualified physician examiners in each station provided scores on the assessed dimensions using both checklists (i.e., physical examination) and rating scales (i.e., physician-patient interaction).\textsuperscript{23} The MCC provides comprehensive examiner training comprised of both online education modules and compulsory day-of-exam orientation.

In 2018, the MCC launched a new comprehensive Blueprint that governed how content was distributed on the qualifying examinations.\textsuperscript{24} Prior to this, content for QE1 was based on equal sections in Medicine, Surgery, Ob/Gyn, Pediatrics, Psychiatry and PHELO (Public Health, Ethics, Legal and Organizational aspects of medicine). This was true for both the multiple-choice question (MCQ) and clinical decision-making (CDM) parts of QE1. For QE2, prior to 2018, the content was specified by discipline (Medicine, Ob/Gyn, Pediatrics, Psychiatry, Surgery) and domain (Counseling/Education, History, Management, Physical Exam, Patient Interaction). With the implementation of the Blueprint, content is now focused on a combination of dimensions of care reflecting patient encounters (Health Promotion and Illness Prevention, Acute, Chronic, Psychosocial Aspects) and physician activities (Assessment/Diagnosis, Management, Communication and Professional Behaviours). The QE1 places emphasis on the physician activities of assessment/diagnosis and communication with the QE2 placing more emphasis on management followed by assessment/diagnosis.\textsuperscript{24}

**Conceptual framework**

Several validity frameworks can be used to categorize and synthesize evidence to support the psychometric adequacy of assessment scores or any decisions based on the scores.\textsuperscript{25-29} All of these frameworks rely on evidence from numerous sources, including, amongst others, the specification of appropriate content domains(s), the accurate collection of examination scores, adherence to standardization protocols, adequate sampling of items (or cases) and, for high-stakes assessments, the use of defensible performance standards.\textsuperscript{30} Of great importance, at least for medical licensure examinations, is the provision of evidence that performance on the examinations is related to performance in practice.

The MCC has been diligent in developing meaningful examination blueprints, allowing for the sampling of relevant content and providing some evidence to support content and construct validity. From a scoring perspective, regardless of the examination type, there are established quality assurance measures that ensure the accuracy of the scores. Finally, for both QE1 and QE2, defensible criterion-referenced standard-setting procedures are employed.\textsuperscript{22,23} Although the eligibility requirements, examination blueprints, and administration models (e.g., computer-based delivery of MCQs and CDMs) for the qualifying examinations have changed over time, the knowledge, skills, and abilities that are/were being measured (i.e., knowledge, application of knowledge, clinical reasoning, physical examination, history taking, communication) have remained fairly stable. As such, criterion-related evidence to support the validity of the qualifying examinations will not be confounded by small changes in the constructs being measured or exam administration modes.

While all of these strategies help ensure that the scores reflect the candidates' true abilities, they do not speak to the relationship between examination performance and performance as a practitioner. This relationship, a fundamental component of Kane's "extrapolation argument",\textsuperscript{31} is difficult to establish but is often considered the key validity criterion.

With the extrapolation argument in mind, we structure our discussion around the conceptual model presented in Tamblyn\textsuperscript{32} (derived from Kane\textsuperscript{28}), which describes the assumptions upon which qualifying examinations are based (Figure 1 - Original). We deviate slightly from her framework for ease of illustration. We suggest that prerequisites of competence (A) are those elements tested in the QE1 (i.e., knowledge as indicated through MCQs and clinical decision-making questions). Clinical competence (B) represents the endpoint of training programs or the result of the QE2.\textsuperscript{22} The results of both A and B are required to make a decision regarding licensure and practice
readiness. We examine the assumption that satisfactory performance at A and/or B are important determinants of practice performance (C) and ultimately patient outcomes (D). For the purposes of our discussion, practice performance (C) reflects activities related to physician practice behaviours associated with processes of care where the unit of analysis is the physician (e.g., communication skills, professionalism); patient outcomes (D) refer to clinical measures at the patient level (Figure 2 - Modified). Additionally, we overlay elements of the MCC Blueprint to determine if the examinations designed to determine competence in specified physician activities and patient encounters are reflected in practice performance and patient outcomes (Figure 2 – Modified).

In building an argument to support the validity of the MCCQE exam scores (and decisions based on the exam scores), it should be noted that the qualifying examinations are/were intended to identify a minimum standard for safe practice, not necessarily to differentiate levels of good performance. Moreover, individuals who do not receive the Licentiate of the Medical Council of Canada (LMCC) are not eligible to practice medicine in Canada. It can also be difficult to attribute outcomes to specific physicians because they often work in teams. Finally, as Tamblyn et al. 2011 noted, associations between examination scores and patient outcomes often exist even though the reliability of the exam scores varies and propose that the magnitudes of these associations would increase if the reliability of exam scores improved. With these issues in mind, establishing relationships between examination scores (or decisions) and future performance as a physician, which can be attenuated because lower ability candidates may never receive licenses to practice, is difficult. However, when such relationships are found, they provide strong evidence that the examinations measure the knowledge, skills, and abilities needed to provide quality patient care.

Figure 1. Interpretation of Licensing Examination scores: the assumptions (as found in Tamblyn 2011)

Figure 2. Conceptual Framework for Examining the Relationship between MCCQE1 and MMCQE2 Scores and Practice Performance and Patient Outcomes with Overlay of the MCC Blueprint (Modified from Tamblyn 2011)
Results

We limit our interpretation of the literature to studies specifically focusing on MCC examinations. A broader overview of evidence to support the validity of medical licensing examinations was provided in the introduction. We divide the literature concerning the MCC QEs into three periods in time (i) before the implementation of the QE2 (pre-1992), (ii) post QE2 but prior to the implementation of the new Blueprint (1992-2018) and (iii) post Blueprint (2018-present). The majority of the QE1 and QE2 outcome studies were completed through a large-scale research program by Dr. Robyn Tamblyn and colleagues in period two and focused on the results of the first three years of examinations post QE2 implementation (1993-1996) with a follow-up period to 2007.\textsuperscript{34-39} Preliminary findings from this research program were summarized and presented with recommendations to the MCC.\textsuperscript{33} Several other studies round out the evidence available for this period.\textsuperscript{40,41} Very few published studies focused on data prior to 1992\textsuperscript{42,43} or after the implementation of the new Blueprint.\textsuperscript{44}

The majority of studies quantified the relationship between examination scores and patient outcomes (Figure 2 - D), with fewer studies focusing on practice performance (Figure 2 - C). Patient outcome (Figure 2 - D) indicators focused on mammography screening rates,\textsuperscript{39,42} continuity of care indices,\textsuperscript{42} management of hypertension\textsuperscript{36} and asthma,\textsuperscript{37} and appropriate prescribing (i.e., appropriate prescribing of antibiotics,\textsuperscript{38,43} opioids,\textsuperscript{44} disease-specific vs symptom relief prescribing\textsuperscript{42} and contraindicated prescribing rates).\textsuperscript{42} Outcome studies focused on primary care physicians as well as patient outcomes of physicians across specialty areas. Practice performance indicators (Figure 2 - C) focused on public complaints to regulatory authorities\textsuperscript{34,44} and performance on in-practice physician assessments.\textsuperscript{35} Two studies focused on the relationship with qualifying examinations before entry to independent practice evaluating QE predictive association between success on certification examinations in IMGs\textsuperscript{41} and diagnostic accuracy and reaction time on case-based exercise.\textsuperscript{40} Practice performance indicator studies focused on physicians across all specialty areas.

The evidence across indicators points in the same direction; those examinees who perform better on qualifying examinations are more likely to perform better based on practice performance and patient outcome indicators. No studies indicated a negative relationship. Only one study found no significant relationship between examination scores (QE1) and patient outcomes (antibiotic prescribing for viral respiratory infections).\textsuperscript{43} Regardless of whether examination performance was evaluated by the number of pass attempts,\textsuperscript{44} increases in score per standard deviation\textsuperscript{34,42} or quartile range,\textsuperscript{34,35} better examination performance was associated with improved outcomes. All studies attempted to correct for other determinants of practice performance (Figure 2 – BC) and patient outcomes (Figure 2 – CD). In some studies,\textsuperscript{44} these covariates were more strongly associated with the indicator of interest than were examination outcomes. Nonetheless, both QE1 and QE2 were consistently independently predictive of practice performance and patient outcomes.

Although there are positive predictive relationships between exam performance and relevant criterion measures, they do not tell us if individuals who pass the qualifying examinations are 'safe to practice.' There are two reasons for this: first, individuals who fail the examinations do not obtain licensure and thus have no practice or patient outcomes; second, none of the practice performance or patient outcomes evaluated to date reflect 'safe' vs. 'not safe.' Thus, we can only look at gradations in scores or examine those who take more than one attempt to pass and see how these measures relate to various outcomes. There is some evidence that practice and patient outcomes of individuals who required multiple attempts to pass are poorer than those who pass on their first attempt.\textsuperscript{41,44}

Although associations were found between outcome indicators and examination scores in every study save one, the associations were not necessarily found with every examination component evaluated. Nonetheless, both significantly positive and statistically insignificant associations were “sensible” based on the clinical competencies needed for good practice per specific indicator. By sensible we mean that the competencies measured by the examination were congruent with those required for a good patient outcome or practice performance. For example, the QE2 communication subscore was associated with indicators that required or were related to communication skills. Tamblyn et al. 2007 found that examinees who scored in the lowest quartile on QE1 and QE2 overall were more likely to have higher rates of complaints made to regulatory authorities that required investigations.\textsuperscript{34} The strongest relationship existed between the performance on the communications portion of the QE2 and rates of communication-based complaints, whereas no significant relationship existed between
communication complaint rates and score on the data acquisition or problem-solving score on the QE2. Given that communication issues are often at the core of complaints, including those associated with clinical quality, this is a logical and expected association. De Champlain et al. 2020 found a similar association between examination scores and complaints but only with QE1 and not QE2.44 However, their focus was on all complaints regardless of their nature or seriousness or those requiring further investigation. Another example of this logical association is found in Meguerditchian et al. 2012, where physicians whose patients had better mammography screening rates performed better on the communication aspect of the QE2.39 However, no association was found for this indicator with QE1 score overall, QE2 score overall, or QE2 data acquisition score. It makes sense that physicians with better communication skills can engage their patients in preventive screening more effectively than those who cannot. Sherbino et al. 2012 evaluated examinees immediately after completing the QE2 for diagnostic accuracy during a computer-based case review.40 They found that accuracy was higher for those with higher overall scores on the problem-solving portion of the QE1, but there was no association with the communication portion, data acquisition sub-score, or QE2 score overall.

Clinically sensible relationships crosscut the study evidence. Practice or outcome indicators that require strong communication skills are associated with communication sub-scores on the QE2 but associated with the QE1 or other aspects of the QE2 to lesser degrees. Those indicators requiring a solid knowledge base and decision-making skills are more strongly associated with the QE1 but less so with the communication portion of the QE2, and so forth, suggesting that the different components of these exams are evaluating different competencies as designed. Further supporting this conclusion, the correlations between QE2 sub-scores and the correlations between QE1 and QE2 results were not strong.34,36 Likewise, there was no relationship found between the QE1 examination and the Quebec family medicine certification examination (QLEX)42 and the performance component on the CFPC certification examination completed,2,41,45 which is as expected given that the QE1 evaluates cognitive competencies (i.e., knowledge) rather than communication or clinical skills. Lastly, an important finding that crosscuts studies that evaluated interactions between time in-practice and examination scores indicated that the relationship between examination performance and outcomes did not attenuate with practice experience.36,38,39,42

Discussion

The validity and utility of health professions licensing examination scores have been studied by many organizations, sometimes with mixed results.2,4,14,46 Ideally, the associated examinations would screen out those candidates with inadequate knowledge, skills, and abilities. The accuracy of these decisions, which depends on the scores’ reliability and validity, is difficult to establish. However, for those making it through the licensure examination process, one would expect that the examination scores, if measuring the appropriate constructs, would be related to future practice metrics, including patient outcomes and disciplinary actions (or complaints). To the extent that these associations exist and care has been taken to set criterion-referenced standards, the validity of the examination(s) is supported.

Returning to the conceptual framework, our review of the literature supports that the QE1, representing a measure of prerequisites of competence (Figure 2 - A) and the QE2, representing a measure of clinical competence (Figure 2 - B), are positively associated with practice performance (Figure 2 - C) and patient outcomes (Figure 2 - D). Given that the purpose of qualifying examinations is to establish the minimum standard for a physician entering independent practice rather than predicting future practice,47 the finding that examination scores are still predictive of outcomes seven to ten years later36,38,39,42 provides further support for the validity of the examinations.

It is worth noting that much of the literature did not look at the various component sub-component scores of the QE1 or QE2, but rather focused on overall examination performance. In particular, the QE2 data acquisition sub-scores and problem-solving sub-scores were often not evaluated, and were generally less predictive than the overall QE2 scores or QE2 communication sub-scores. However, the associations found (and those not found) made clinical sense given the indicators. So, although the current evidence makes it difficult to say what the data acquisition sub-scores and problem-solving sub-scores on the QE2 indicate for practice, we can say that they contribute to the overall picture, and in a clinically logical way. While more work needs to be done looking at these sub-scores, the QE2 is no longer administered. As such, and without a replacement of this examination, it would be
informative to contrast future outcomes (e.g., residency performance, complaints) for those who did and did not take the QE2. With the QE1, many studies focused on overall scores did not specifically look at MCQ or clinical decision-making sub-scores; future work in this area, at least from a validity standpoint, would be informative.

From the current evidence, we cannot comment on whether examination performance in the areas reflecting the subtle aspects of the physician activities outlined in the MCC Blueprint4 is related to practicing physician performance in these areas. In particular, we refer to performance on intrinsic competencies associated with professional behaviour, including ethics, empathy, self-awareness, leadership, etc. With the exception of regulatory complaints,34,44 which could be considered an indicator of professionalism, at least to some degree, studies rarely concentrate on non-clinical competencies that are deemed essential for entry to practice. Interestingly, the only study which specified professionalism as an outcome was Tamblyn et al. 2007,34 who did not find an association between professionalism-based complaints and QE1 or QE2 scores. This is an important area for future study as practicing physicians often identify practice challenges associated with these intrinsic competencies, yet very few recognize them as learning needs.48 Evaluating how to most effectively determine practice readiness in these essential intrinsic competencies is imperative for safe, respectful patient-centred care. Lastly, with the cancellation of the QE2 with no current replacement, it is possible that physicians entering practice may have diminished communication skills which could result in increased complaints to regulatory authorities. It will be important to monitor this the future until a replacement for the QE2 is found. Alternatively, residency programs may need to increase emphasis on communication competency.

### Summary

While primarily focused on the extrapolation component of Kane’s validity argument, the review of the available literature suggests that performance on the MCCQEs is predictive of future physician behaviours. While evidence suggests that MCCQEs are measuring the intended constructs and are predictive of future performance, the validity argument is never complete. The predictive relationships that have been established to date may become irrelevant as medicine evolves. Although there is evidence to suggest that the association between QE performance and practice has existed over an extended timeframe, which is an important aspect of validity, this cannot tell us if we are focusing on the right aspects of competence and performance to determine practice readiness in the twenty-first century. For example, the recent pandemic has highlighted the importance of performance in virtual care as an essential competency; thus, we must now consider how to determine practice readiness with this and other emerging competency areas (e.g., use point of care ultrasound). As the practice of medicine changes, forcing changes to the knowledge, skills, and abilities measured as part of the licensure process, additional validation work is necessary.
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