On the experimental verification of the uncertainty principle of position and momentum
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Historically, Kennard was the first to choose the standard deviation as a quantitative measure of uncertainty, and neither he nor Heisenberg explicitly explained why this choice should be appropriate from the experimental physical point of view. If a particle is prepared by a single slit of spatial width $\Delta x$, it has been shown that a finite standard deviation $\sigma_p < \infty$ can only be ensured if the wave-function is zero at the edge of $\Delta x$, otherwise it does not exist. Under these circumstances the corresponding sharp inequality is $\sigma_p \Delta x \geq \pi \hbar$. This bound will be reconsidered from the mathematical point of view in terms of a variational problem in Hilbert space and will furthermore be tested in a 4f-single slit diffraction experiment of a laser beam. Our results will be compared with a laser-experiment recently given by Fernández-Guasti (2022).

1. INTRODUCTION

The diffraction of particles by a single slit has often been discussed as an illustration of Heisenberg’s uncertainty relations and their role in the process of measurement. In the case of particles passing through a slit of width $\Delta x$ in a diaphragm of some experimental arrangement, the diffraction by the slit of the wave implies a spread in the momentum of the particles, which is greater the narrower the slit. This phenomenon is an example of the famous Heisenberg principle. The most familiar formalization of the uncertainty principle is in terms of standard deviations $\sigma$:

$$\sigma_x \sigma_p \geq \hbar / 2$$

(1)

with the reduced Planck constant $\hbar = \hbar / 2\pi$.

However, for particles passing through a slit of width $\Delta x$, the diffraction of the incoming wave function $\psi$ has to be considered as a preparation corresponding to the ordinary von Neumann-Lüders projection. This approach is often applied in the actual experimental design of the uncertainty relation. The advantage is that the localization of the particles is simply given by the width $\Delta x$ of the slit. Unfortunately this approach cannot be considered as a rigorous experimental test of Kennard’s expression because $\Delta x$ and $\sigma_x$ are quite different measures of localization. An obvious interrelation between $\Delta x$ and $\sigma_x$ is given by the Popoviciu inequality for variances:

$$\sigma_x \leq \frac{\Delta x}{2}$$

(2)

while equality holds precisely when half of the probability is concentrated at each of the two boundary points of $\Delta x$. From (1) and (2), the following inequality is immediately implied

$$\sigma_p \Delta x \geq \pi \hbar$$

(3)

However, the bound $\hbar$ on the right-hand side can never be reached. This is because a finite value of $\sigma_p < \infty$ can only be ensured if the wave-function is zero at the edge of $\Delta x$, otherwise it does not exist. According to this condition the following sharp inequality has been introduced:

$$\sigma_p \Delta x \geq \pi \hbar.$$  (4)

Since the standard deviation $\sigma_p$ is (by definition) corresponding only to the "one-sided" deviation of the probability density it is sometimes obvious to measure the momentum uncertainty $\Delta p$ according to the definition

$$\Delta p = 2\sigma_p.$$  (5)

With this definition, the inequalities (3) and (4) can equivalently be rewritten as

$$\Delta x \Delta p > 2\hbar.$$  (6)

and

$$\Delta x \Delta p \geq 2\pi \hbar.$$  (7)

Actually, the sharp inequality (7) can be considered as a mathematically rigorous version of the heuristic expression $\Delta x \Delta p \geq \hbar$ originally introduced by the measurement process of Heisenberg in [1][2], before Kennard came with the alternative measurement approach corresponding to inequality (1).

Recently it has been mentioned that there is a quantum optical realization of the position and momentum uncertainty relation in the quantum limit. Interference of two non-collinear photon modes with different frequencies are space and time resolved and the detection is performed in the same space-time region. It is argued that evaluation of the photon momentum from the position versus time interferograms makes this procedure similar to the mechanical momentum construct.
The measured uncertainty $\Delta p_x$ in [9] is applied to approximate twice as much of the standard deviation $\sigma_p$ in order to verify the inequalities (6) and (7). The experimental factors corresponding to the right-hand side of (6) and (7) are given by $1.128\hbar$, $2.464\hbar$ and $2.723\hbar$. That is, inequality (7) is experimentally falsified for the first measurement and expression (7) for all three cases. This conclusion seems at least questionable, such that a closer look at the measurement in [9] seems appropriate at this point. To do so, let us consider the experimental determination of $\Delta p_x$ given in [9] by

$$\Delta p_x = \hbar \frac{\delta \omega}{2} \frac{x_{\text{max}} - x_{\text{min}}}{x_{\text{max}} x_{\text{min}}}.$$  \hspace{1cm} (8)

The notation $\dot{x} = dx/dt$ is the velocity by which the fringes of the interferograms are displaced in time and $\delta \omega$ the frequency shift of the incoming modes expressed in Figs. 3, 4 and 5 of [9]. In the experimental approach $\Delta p_x$ is considered to be proportional to the difference of nearby maximum and minimum slopes. Actually, the slopes extrema were drawn by hand prior to any calculation to avoid statistical bias. An arbitrary dark fringe was chosen and parallel slopes to the median were drawn (the distance between them was roughly half the distance between fringe maxima). The slopes extrema have been obtained from the diagonals of the corresponding parallelogram.

As far as can be seen it is neither obvious nor proven in [9] that expression (8) is an appropriate approximation of (13). The importance of this aspect is because the momentum uncertainties relevant in this context are exclusively based on the notion of statistical standard deviations (or twice of them). Actually, there is no remark in [9] why the difference of nearby maximum and minimum slopes justifies a proper approximation of $2\sigma_p$. Only proportionality of (8) and $\sigma_p$ has been mentioned, but this cannot be sufficient for the conclusion given in [9].

In order to classify the measure of momentum uncertainty (8) and the corresponding measurement results, let us first refer to a corollary of the measurement in Fernández-Guasti’s work (p. 5):

"[...] The outcome of our experiments rule out this possibility $[\Delta x \Delta p_x \geq \pi \hbar]$, provided that our uncertainty estimates are equal or larger than the effective (overall) width of the distribution functions [14], since all reported values in units of $\hbar$ are smaller than $\pi.$"

The position uncertainty $\Delta x$ satisfies the ”overall” width criterion mentioned in this corollary (for $N \to 1$ in [10], Eq.(13)).

However, according to the above corollary one also has to check if the momentum uncertainty estimate $\Delta p_x$ of the measurement in Ref. [9] is such that the probability

$$P(\Delta p_x) = \int_{-\Delta p_x/2}^{\Delta p_x/2} |\varphi(p)|^2 dp$$  \hspace{1cm} (9)

of the corresponding momentum density $|\varphi(p)|^2$ is sufficient close to 1 (for instance $\geq 70\%$). Otherwise, according to the criteria in Ref. [11], the momentum uncertainty can not be considered to be well-defined.

In order to check this criterion (which has not been discussed for the momentum uncertainty in Ref. [9]), we refer to a general least upper bound $\lambda_0$ of the probability expression (10), which is given by

$$P(\Delta p_x) \leq \lambda_0.$$  \hspace{1cm} (10)

This bound follows from the work of Landau and Pollak (11, Theorem 2), Lenard (12, Proposition 11) or more recently in the context of quantum physics from Lathi (13) and Busch et al. (14). The bound is a continuous and monotonically increasing function, $\lambda_0(\xi)$, of a single parameter given by

$$\xi = \frac{\Delta x \Delta p_x}{\hbar},$$  \hspace{1cm} (11)

with $\lambda_0(0) = 0$ and $\lambda_0(\xi) \to 1$, for $\xi \to \infty$ (for details, see Fig. 2 in 11, or Theorem 1 in 13).

Now, all measurement results given in Ref. [9], (p. 5), can be summarized as

$$\Delta x \Delta p_x = a_i \hbar$$  \hspace{1cm} (12)

for $i = 1, 2, 3$ and

$$a_1 = 1.128,$$  \hspace{1cm} (13)

$$a_2 = 2.464,$$  \hspace{1cm} (14)

$$a_3 = 2.723.$$  \hspace{1cm} (15)

After equating expression (11) and (12), the $\xi$-values in (11) are given by $\xi_i = a_i/2\pi$, that is

$$\xi_1 = 0.179,$$  \hspace{1cm} (16)

$$\xi_2 = 0.392,$$  \hspace{1cm} (17)

$$\xi_3 = 0.433.$$  \hspace{1cm} (18)

The numerical values of the corresponding upper bounds are given by

$$\lambda_0(\xi_1) = 0.178,$$  \hspace{1cm} (19)

$$\lambda_0(\xi_2) = 0.376,$$  \hspace{1cm} (20)

$$\lambda_0(\xi_3) = 0.412.$$  \hspace{1cm} (21)

In all cases, the probability weight of the momentum density [9] is far below 50% and therefore $\Delta p_x$ in Ref. [9]
cannot be considered as a reasonable measure of uncertainty with respect to criteria in [10]. It follows that the conditions for the applicability of the measurement corollary are not satisfied.

In contrast, a reasonable upper bound $\lambda_0(\xi) = 78\%$ is obtained for $\xi = 1$ or equivalently $a = 2\pi$, such that instead of the expression "$\Delta x \Delta p_x \sim 2\hbar$" mentioned in the abstract of Ref. [3], equation (12) implies

$$\Delta x \Delta p_x = 2\pi \hbar.$$

(22)

This expression is corresponding to our inequality [5] mentioned above. Finally, a correction on the right-hand side in the definition [5] by a prefactor of $\pi$ might be appropriate.

In the following section a mathematical proof of our main inequality [1] is given in terms of a variational problem in Hilbert space and the state of minimum uncertainty is derived. In Sec. 3 an experimental setup for the verification of inequality (4) is presented. An approximated state of minimal uncertainty is prepared in a 4f-laser experiment with the help of a Lanczos-window to cut off higher spatial frequencies. From the data of the interference pattern, the momentum distribution and the corresponding momentum standard deviation $\sigma_p$ is determined. A discussion and conclusion is given in Sec. 4.

2. VARIATION PROBLEM IN HILBERT SPACE

Let us consider particles in one spatial dimension described by a wave function $\psi$ which is an element of the Hilbert space $\mathcal{H} = L^2(\mathbb{R})$, the space of square integrable functions on $\mathbb{R}$. The scalar product in Hilbert space will be denoted by angular brackets, that is to write $\langle \phi | \psi \rangle$ for the scalar product of two state vectors $\phi, \psi \in \mathcal{H}$. Accordingly, the norm of $\psi$ is given by $|| \psi || = \sqrt{\langle \psi | \psi \rangle}$. The point-spectrum of the momentum eigenvalue equation

$$\hat{p} \varphi_n = p_n \varphi_n$$

(23)
on the interval $[-\Delta x, \Delta x]$ of length $\Delta x$ is given by

$$\varphi_n(x) = \frac{1}{\sqrt{\Delta x}} e^{i p_n x}$$

(24)

$$p_n = \frac{\hbar k_n}{\Delta x}$$

(25)

$$k_n = \frac{2 \pi n}{\Delta x}$$

(26)

for $n = 0, \pm 1, \pm 2, \ldots$. This complete set of solutions satisfies the orthonormality relations

$$\langle \varphi_n | \varphi_m \rangle = \delta_{nm}.$$

(27)

Thus, the decomposition

$$| \psi \rangle = \sum_{n=-\infty}^{\infty} c_n | \varphi_n \rangle$$

(28)

with Fourier coefficients

$$c_n = \langle \varphi_n | \psi \rangle \in \mathbb{C}$$

(29)

satisfies Parseval’s theorem $|| \psi ||^2 = \sum_n |c_n|^2$. Accordingly, the first and second moments of the momentum can be expressed by

$$\langle \hat{p} \rangle = \frac{2 \pi \hbar}{\Delta x} \sum_n n |c_n|^2$$

(30)

$$\langle \hat{p}^2 \rangle = \frac{(2 \pi \hbar)^2}{\Delta x} \sum_n n^2 |c_n|^2$$

(31)

such that $\sigma_p^2 = \langle \hat{p}^2 \rangle - \langle \hat{p} \rangle^2$ can be written as

$$\sigma_p^2 = \left( \frac{2 \pi \hbar}{\Delta x} \right)^2 \left[ \sum_n n^2 |c_n|^2 - \left( \sum_n n |c_n|^2 \right)^2 \right].$$

(32)

The associated variational problem with $|| \psi || = 1$ and the necessary condition $\psi(\pm \frac{\Delta x}{2}) = 0$ is given by

$$\sigma_p^2 \rightarrow \min$$

(33)

$$\sum_n |c_n|^2 = 1$$

(34)

$$\sum_n (-1)^n c_n^* = 0.$$ (35)

This can be solved by the definition of a Lagrange function with two integrating factors $\alpha$ and $\beta$ of the following form

$$L = \sigma_p^2 - \beta \sum_n |c_n|^2 - \alpha \sum_n (-1)^n c_n^*.$$ (36)

The variation of $c_n$ and $c_n^*$ is independent of each other and the condition $dL = 0$ is performed with respect to $c_n^*$. After a few algebraic steps the resulting condition is given by

$$\left[ \left( \frac{2 \pi \hbar}{\Delta x} \right)^2 n^2 - 4 \pi \hbar \frac{\langle \hat{p} \rangle n - \beta}{\Delta x} \right] c_n = (-1)^n \alpha$$

(37)

for $n = 0, \pm 1, \pm 2, \ldots$. This infinite set of conditions for the determination of $c_n$ is non-linear because of the contribution of $\langle \hat{p} \rangle$ in the second term of the left-hand side. Up to a constant phase, the solution of this equation is given by

$$c_n = \frac{\sqrt{\pi}}{\sqrt{1 - 4 n^2}} \cdot (-1)^n.$$ (38)

By substitution it can be verified that the restrictions [33] and [35] are satisfied. Moreover, the symmetry $c_n = c_{-n}$ of the solution implies that $\langle \hat{p} \rangle = 0$. This confirms the assumption made by the authors in [8].
momentum distribution $|c_n|^2$ of (38) corresponds to the equal sign in (11) and (12). The associated position representation of the wave-function is obtained by Fourier transformation (28) and given by

$$\psi(x) = \sqrt{\frac{2}{\Delta x}} \cos \left( \frac{\pi x}{\Delta x} \right)$$  

for all $x \in [-\Delta x, \Delta x]$. From the coefficients in (38) the corresponding continuous function is given by substitution of $k_n = 2\pi n/\Delta x$. In this limit the normalized $k$-state function is

$$\tilde{\psi}(k) = 2\sqrt{\frac{\pi \Delta x}{\pi^2 - \Delta x^2 k^2}} \cos \left( \frac{\Delta x}{\Delta x} k \right)$$  

for every $k \in \mathbb{R}$. The standard deviation $\sigma_k$ of the wave-numbers $k$ can be obtained by ordinary integration and is given by $\sigma_k = \pi/\Delta x$. After multiplication with $\hbar$ this reproduces the equal sign of the main relation given in (4). Both (39) and (40) are the state of minimum uncertainty corresponding to $\sigma_p \Delta x = \pi \hbar$.

### 3. EXPERIMENTAL VERIFICATION

For an experimental verification of the lower bound in inequality (1), a preparation of the state of minimal uncertainty (39) would be necessary. Since a cosine-shaped wave function on a finite domain is a superposition of infinitely many partial waves, it is not obvious how this can experimentally be realized. However, an approximated state of minimal uncertainty can be prepared by apodization techniques in terms of a Lanczos-window to cut off higher spatial frequencies. The corresponding normalized sinc-function is given by

$$\phi(x) = \sqrt{\frac{\pi}{\text{Si}(2\pi)\Delta x}} \sin \left( \frac{2\pi}{\Delta x} x \right)$$  

with $\text{sinc}(x) = \frac{\sin(x)}{x}$ and $\text{Si}(x) = \int_0^x \sin(t)/t \, dt$. This function can be straightforwardly prepared by plane-wave diffraction, see Fig. 1. The exact value of the corresponding momentum standard deviation $\sigma_p$ is given by

$$\sigma_p \Delta x = \gamma \pi \hbar$$  

where the constant $\gamma$ is

$$\gamma = \frac{2}{\sqrt{3}} \sqrt{1 - \frac{1}{\pi \text{Si}(2\pi)}}$$  

$$= 1.0168880...$$  

From the experimental point of view this numeric value is sufficiently close to 1, such that (11) can be considered as an appropriate approximation of the true state of minimum uncertainty in (39). The corresponding normalized $k$-state function can be computed by Fourier integration and its density is given by

$$|\tilde{\phi}(k)|^2 = \frac{\Delta x}{8\pi^2 \text{Si}(2\pi)} \left[ \text{Si} \left( \frac{\Delta x}{2} k + \pi \right) - \text{Si} \left( \frac{\Delta x}{2} k - \pi \right) \right]^2$$  

The corresponding diffraction pattern $I(y)$ at the screen of focal distance $f$ can be obtained in the ordinary Fresnel approach with $y/f = k/k_0$, where $y$ is the position on the screen. With (15), the intensity can be written as

$$I(y) = \frac{k_0}{f} \left| \frac{y}{k_0} \right|$$  

where $k_0 = 2\pi/\lambda_0$.

In order to measure this intensity pattern, we use a HeNe monochromatic laser beam of wavelength $\lambda_0 = 632.82$ nm (power: 0.5 mW). The intensity of the beam is controlled by a polarization filter and subsequently collimated by the first beam expander seen in Fig. 4. After diffraction of the resulting plane-wave by the slit 1 of fixed width $\Delta x_0$ the sinc-function amplitude is obtained immediately afterwards the beam has passed the beam expander 2 at focal distance $f$, where a variable slit 2 is used to select the correct width $\Delta x$ of the Lanczos-window. Here, a careful adjustment of the slit width $\Delta x$ is made to ensure that the main peak is truncated precisely at the first two zeros. This truncation is the crucial preparation of the beam (not the measurement). The intensity of the final diffraction pattern behind the beam expansion 3 is measured by a CCD-Linear-Sensor (Eureca TCD1304 16 Bit A/D). The measurement range and its resolution is given by $N = 3648$ pixels with pixel-size $\delta y = 8$ µm. The measurement was taken over the...
entire range of the detector \((N \times \delta y = 29.184 \text{ mm})\), Fig. 2 shows the relevant domain of the interference pattern. Due to the extremely fast decay of the momentum density \((45)\), the signal-to-noise ratio outside the range of \(y_c = \pm 1 \text{ mm}\) is expected to be almost zero, such that the tails are only of very limited usefulness for the determination of the relevant quantities. However, the situation is not as simple as it seems, because the very fast decrease of the density corresponds on the other hand with zeros which show up symmetrically near the origin. To get an impression for the convergence of the relevant quantity, the numerical expectation value of \(\gamma\) was determined step-by-step starting from the center of the CCD accumulatively according to

\[
\hat{\gamma}_n = \frac{2 \Delta x}{\lambda_0 f} \left[ \sum_{i=n}^{N} \delta y y_i^2 \hat{I}_i \right]^{\frac{1}{2}}
\]

for \(n = 1, 2, ..., N/2\), and \(\hat{I}_i\) is the measured (normalized) intensity contribution given by the data at position \(y_i\) of the screen. The convergence of the estimator \(\hat{\gamma}_n\) is shown in Fig. 3. The slight overestimation of the theoretical prediction in the range of 0.7 mm to 2.5 mm is due to the zeros in the true density, which cannot be adequately represented by the finite resolvability of the CCD. Above 2.5 mm, the non-zero signals are so rare that this overestimation is no longer important. Therefore, we assume that beyond 2.5 mm only symmetrical noise plays a role which should not fundamentally question the results achieved up to that point. Nevertheless, no statistical significance test seems to be needed to confirm the hypothesis that \(\gamma\) is greater than 1. An extension of the integration range would only lead to a summation of symmetric Gaussian noise, which, as expected, would not lead to any additional improvement.

4. SUMMARY AND CONCLUSION

In this work, the importance of carefully choosing observables in experimentally testing Heisenberg’s uncertainty principle has been emphasized. It has been discussed that a careless or often pragmatic approximation of standard deviations can lead to misinterpretations of experimental measurements and their implications. Since the popular uncertainty relations are mostly based on the notion of standard deviations, a closer look at their experimental determination is inevitable. The exact determination of a standard deviation requires in most cases the integration over an infinite domain of a density function. In our 4f-setup, an experimental preparation in terms of a Lanczos-window has been proposed such that the associated momentum density is sufficiently narrow to allow a reasonable experimental verification of our main inequality \((4)\). Actually, this conclusion is not very surprising if one considers that the rigorous mathematical derivation of inequality \((4)\) in Sec. 2. or in \([8]\) is based on the quantum mechanical foundations in Hilbert space and is by no means only a heuristic argument. Finally, it should be mentioned that the concept leading to the derivation of inequality \((4)\) has been generalized to 3-dimensional manifolds with constant (nonzero) curvature in \([16, 17]\).
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FIG. 4: Schematic diagram of the experimental 4f-preparation. The expanded beam beyond the first lens (plane-wave) is modulated by two slits that single out the main-peak of a sinc-function by $\Delta x = 477 \mu m$ (preparation). The intensity pattern corresponding to the minimum-uncertainty momentum density is detected by the CCD (measurement).