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ABSTRACT. This paper introduces a novel approach for the construction of bulk–surface splitting schemes for semi-linear parabolic partial differential equations with dynamic boundary conditions. The proposed construction is based on a reformulation of the system as a partial differential–algebraic equation and the inclusion of certain delay terms for the decoupling. To obtain a fully discrete scheme, the splitting approach is combined with finite elements in space and a BDF discretization in time. Within this paper, we focus on the second-order case, resulting in a 3-step scheme. We prove second-order convergence under the assumption of a weak CFL-type condition and confirm the theoretical findings by numerical experiments. Moreover, we illustrate the potential for higher-order splitting schemes numerically.
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1. Introduction

In recent years, so-called dynamic boundary conditions have attracted rising attention as they enable the reflection of effective properties on the surface of the domain [Esc93, Gol06]. For this, the energy balance and the constitutive laws on the boundary need to be taken into account rather than being neglected as for standard boundary conditions. In the here considered parabolic setting, they particularly provide a proper way to model a heat source or a heat transfer on the boundary [Gol06]. Further applications are short range wall–mixture interactions in the phase separation of multi-component alloy systems as well as the modeling of boundary layers when the thickness goes to zero [Lie13].

From a mathematical point of view, dynamic boundary conditions define a differential equation on the boundary such that the overall system may be interpreted as a coupled system; see [Las02, Ch. 5.3] or [EF05]. We follow this paradigm and consider the formulation introduced in [Alt19] as partial differential–algebraic equation (PDAE). Since such a formulation allows different discretizations in the bulk and on the surface, it permits significant computational savings in cases where the solution on the boundary oscillates rapidly, e.g., due to nonlinearities or heterogeneities [AV21]. In this paper, we are interested in bulk–surface splitting schemes, which decouple and hence further facilitate the numerical approximation. Quite recently, splitting approaches of first order were introduced in [AKZ23, CFK23]. To the best of our knowledge, these two papers feature the...
first bulk–surface splitting schemes with a rigorous convergence analysis, using variational and semigroup techniques, respectively. On the other hand, two different Strang splitting schemes were proposed in [KL17]. These schemes, however, show sub-optimal convergence rates and may even converge to a perturbed (and hence wrong) solution; see the numerical experiments in [AKZ23].

The aim of this paper is to remedy the lack of a second-order bulk–surface splitting scheme in the parabolic setting. For the here presented construction of higher-order schemes, we follow the seminal idea of including delay terms as proposed in [AMU21, AMU22] in the context of coupled elliptic–parabolic problems. Here, delay terms are used to approximate the constraints, which couple bulk and surface dynamics. Depending on the desired order, a certain number of delay terms is necessary and the corresponding delay times are multiples of the intended step size of the splitting. Hence, the proposed splitting approach results in multistep methods. Within this paper, we focus on a 3-step splitting scheme, which is of order two. To obtain a fully discrete scheme, the two subflows are discretized by finite elements in space and BDF-2 in time. To prove second-order convergence, we compare the fully discrete solution with the semi-discrete solution resulting from the spatial discretization alone. We first analyze an auxiliary scheme and rewrite it in form of a perturbed BDF-2 discretization of the original system. In order to guarantee convergence, we require a weak CFL-type condition of the form $\tau \leq C h$ with $\tau$ denoting the temporal step size and $h$ the spatial mesh width. Note that this is not the typical CFL condition for parabolic problems, where $\tau$ is restricted by $h^2$. Based on the convergence result for the auxiliary scheme, we finally conclude second-order convergence for the proposed bulk–surface splitting. Moreover, numerical experiments indicate that no CFL condition is necessary in practice.

The paper is outlined as follows. In Section 2 we introduce the model problem, its formulation as PDAE as well as its spatial discretization. The splitting into a bulk and a surface problem is then discussed in Section 3. In order to allow a decoupling, we modify the coupling conditions by certain delay terms, leading to a bulk–surface splitting scheme. The proof of convergence is then subject of Section 4. Finally, we complete the paper with a numerical validation of the theoretical results including an outlook to higher-order splitting schemes in Section 5 and some concluding remarks in Section 6.

2. Abstract Formulation and Spatial Discretization

Given a bounded Lipschitz domain $\Omega \subseteq \mathbb{R}^d$, $d \in \{2, 3\}$, we consider the following semi-linear parabolic model problem with dynamic boundary conditions: seek $u: [0, T] \times \Omega \to \mathbb{R}$ such that

\begin{align}
(2.1a) \quad & \dot{u} - \nabla \cdot (\alpha \nabla u) = f(u) \quad \text{in } \Omega \\
(2.1b) \quad & \dot{u} - \nabla_{\Gamma} \cdot (\kappa \nabla_{\Gamma} u) + \partial_{\alpha, \nu} u = g(u) \quad \text{on } \Gamma := \partial \Omega.
\end{align}

with initial condition $u(0) = u^0$ and normal derivative $\partial_{\alpha, \nu} u = \nu \cdot (\alpha \nabla u)$, where $\nu$ denotes the unit normal vector. Moreover, $\nabla_{\Gamma}$ denotes the gradient in tangential direction of the boundary $\Gamma$; cf. [GT01, Ch. 16.1]. Throughout this paper, we assume the diffusion coefficients $\alpha \in L^{\infty}(\Omega)$ and $\kappa \in L^{\infty}(\Gamma)$ to be uniformly positive and the right-hand sides $f$, $g$ to be sufficiently smooth.

2.1. PDAE formulation. For the numerical approximation, we pass to a weak formulation of (2.1). One possible way is presented in [KL17], showing that these problems
can be understood in the functional analytic framework of standard parabolic systems. For the design of splitting methods, however, it has been observed in [AKZ23] that the formulation as PDAE as proposed in [Alt19] is more eligible. For this, we introduce the function spaces

\[ \mathcal{V} := H^1(\Omega), \quad \mathcal{Q} := H^1(\Gamma), \quad \mathcal{M} := H^{-1/2}(\Gamma). \]

Moreover, we extend the system by an auxiliary variable \( p := \text{trace} \ u \) (with the standard trace operator) and a Lagrange multiplier \( \lambda \) enforcing this connection of \( u \) and \( p \) on the boundary. In total, this leads to the following weak formulation: find \( u: [0, T] \rightarrow \mathcal{V}, \ p: [0, T] \rightarrow \mathcal{Q}, \) and \( \lambda: [0, T] \rightarrow \mathcal{M} \) such that

\[
\begin{align*}
(2.2a) & \quad \begin{bmatrix} u \\ p \end{bmatrix} + \begin{bmatrix} \mathcal{K}_u \\ \mathcal{K}_p \end{bmatrix} \begin{bmatrix} u \\ p \end{bmatrix} + \begin{bmatrix} -\mathcal{B}_u^* \\ \mathcal{B}_p^* \end{bmatrix} \lambda = \begin{bmatrix} f(u) \\ g(p) \end{bmatrix} & \quad \text{in } (\mathcal{V} \times \mathcal{Q})^*, \\
(2.2b) & \quad \mathcal{B}_u u - \mathcal{B}_pp = 0 & \quad \text{in } \mathcal{M}^*. 
\end{align*}
\]

Therein, the differential operators \( \mathcal{K}_u: \mathcal{V} \rightarrow \mathcal{V}^* \) and \( \mathcal{K}_p: \mathcal{Q} \rightarrow \mathcal{Q}^* \) are given by

\[ \langle \mathcal{K}_u u, v \rangle := \int_\Omega \alpha \nabla u \cdot \nabla v \, dx, \quad \langle \mathcal{K}_p p, q \rangle := \int_\Gamma \kappa \nabla_{\Gamma} p \cdot \nabla_{\Gamma} q \, dx, \]

whereas \( \mathcal{B}_u: \mathcal{V} \rightarrow \mathcal{M}^* \) denotes the trace operator \( \mathcal{B}_u u := \text{trace} \ u \) and \( \mathcal{B}_p: \mathcal{Q} \rightarrow \mathcal{M}^* \) the canonical embedding from \( H^1(\Gamma) \) to \( H^{1/2}(\Gamma) \).

Due to the extension of the system, the PDAE (2.2) calls for initial data for \( u \) and \( p \). Hence, we assume given \( u(0) = u^0 \) and \( p(0) = p^0 \) and refer to the data as consistent if they coincide on the boundary, i.e., if \( \mathcal{B}_u u^0 = \mathcal{B}_p p^0 \).

2.2. Spatial discretization. First error estimates for finite elements applied to parabolic problems with dynamic boundary conditions such as (2.1) were already introduced in [Fai79]. Corresponding bulk–surface finite elements were then analyzed in [KL17]. In the present PDAE setting, the spatial discretization calls for three discrete spaces, namely \( \mathcal{V}_h \subset \mathcal{V}, \mathcal{Q}_h \subset \mathcal{Q}, \) and \( \mathcal{M}_h \subset \mathcal{M} \). Note that we restrict ourselves to conforming finite elements, where the discrete spaces are indeed subspaces. Due to the saddle point structure of the PDAE (2.2), these spaces need to be compatible in the sense of an inf–sup condition, which reads

\[
(2.3) \quad \inf_{\lambda_h \in \mathcal{M}_h \setminus \{0\}} \sup_{(u_h, p_h) \in \mathcal{V}_h \times \mathcal{Q}_h \setminus \{0\}} \frac{\langle \mathcal{B}_u u_h - \mathcal{B}_p p_h, \lambda_h \rangle_{\mathcal{M}^*, \mathcal{M}}}{\| \lambda_h \|_{\mathcal{M}} (\| u_h \|^2_{\mathcal{V}} + \| p_h \|^2_{\mathcal{Q}})^{1/2}} \geq \beta > 0.
\]

Stable schemes were analyzed in [AV21, AZ23] and include, e.g., triples of the form

\[
(2.4) \quad \mathcal{V}_h := \mathcal{P}_h(\mathcal{T}_\Omega) \subset \mathcal{V}, \quad \mathcal{Q}_h \subset \mathcal{Q}, \quad \mathcal{M}_h := \mathcal{P}_h(\mathcal{T}_\Omega|_{\Gamma}) \subset \mathcal{M};
\]

see [AZ23, Lem. 2.5]. Here, \( \mathcal{T}_\Omega \) denotes a quasi-uniform triangulation of the spatial domain \( \Omega \) with maximal mesh width \( h \). This triangulation (and its restriction to the boundary, which is denoted by \( \mathcal{T}_{\Omega|\Gamma} \)) defines the discrete spaces for \( u \) and \( \lambda \). For \( p \), on the other hand, we may choose any conforming finite element space without losing stability of the discretization. For the choice of \( \mathcal{Q}_h \), we can hence focus on approximation properties and introduce a second mesh on the boundary denoted by \( \mathcal{T}_\Gamma \). Based on the applications in mind, we assume that \( \mathcal{T}_\Gamma \) is a refinement of \( \mathcal{T}_{\Omega|\Gamma} \), which then results in \( \mathcal{N}_h := |\mathcal{M}_h| \leq |\mathcal{Q}_h| =: N_p \)
Remark 2.1. If we use the same meshes on the boundary, i.e., $\mathcal{T}_\Gamma = \mathcal{T}_\Gamma|_\Gamma$, and the same polynomial degree, then we have $Q_h = \mathbb{M}_h = \bigvee_h|_\Gamma$ and $N_p = N_\lambda$. This special case is inf-sup stable and corresponds to the discretization proposed in [KL17].

The application of a stable finite element scheme to (2.2) results in a differential–algebraic equation (DAE) with unknowns $u : [0, T] \rightarrow \mathbb{R}^{N_u}$, $p : [0, T] \rightarrow \mathbb{R}^{N_p}$, and $\lambda : [0, T] \rightarrow \mathbb{R}^{N_\lambda}$. For the sake of readability, we use the same notion for the semi-discrete variables as for the exact solution. The resulting system has the form

\begin{equation}
(M_u, M_p) [\dot{u}] + (K_u, K_p) [u] + \begin{bmatrix} -B_u^T \\ B_p^T \end{bmatrix} \lambda = \begin{bmatrix} f(u) \\ g(p) \end{bmatrix},
\end{equation}

\begin{equation}
B_u u - B_p p = 0
\end{equation}

with symmetric and positive definite mass matrices $M_u \in \mathbb{R}^{N_u \times N_u}$, $M_p \in \mathbb{R}^{N_p \times N_p}$ as well as symmetric and positive semi-definite stiffness matrices $K_u \in \mathbb{R}^{N_u \times N_u}$, $K_p \in \mathbb{R}^{N_p \times N_p}$. Moreover, we have rectangular matrices $B_u \in \mathbb{R}^{N_\lambda \times N_u}$ and $B_p \in \mathbb{R}^{N_\lambda \times N_p}$. By the inf-sup condition (2.3), matrix $B_u$ is of full row-rank, see [AZ23, Th. 2.3] and [BF91, Prop. II.3.1]. This property implies the invertibility of the matrix $B_u^{-1}B_u^T$ and, hence, shows that the DAE (2.5) has (differentiation) index 2, cf. [HW96, Ch. VII.1].

3. Bulk–surface Splitting Schemes

For the introduction of competitive bulk–surface splitting schemes, we first need to segregate bulk and surface dynamics. This means that we need to identify appropriate subflows acting in the bulk and on the surface, separately. Afterwards, we include delay terms such that a temporal discretization yields a decoupled scheme.

Throughout this paper, we consider an equidistant partition of the time interval $[0, T]$ with constant step size $\tau$. This step size corresponds to the splitting as well as the temporal discretization later on.

3.1. Bulk and surface subproblems. For the definition of the bulk problem, the idea is to interpret $p$ as prescribed boundary data. Moreover, we apply an index reduction technique known from DAE theory in order to include additional boundary information into the subproblem, see, e.g., [HW96, KM06].

For the sake of clarity, we consider the finite element spaces introduced in (2.4), for which the boundary nodes of $u$ coincide with the degrees of freedom for the Lagrange multiplier $\lambda$. Assuming a corresponding ordering of the nodes, we conclude that $B_u$ has the form $B_u = \begin{bmatrix} 0 & M_\lambda \end{bmatrix} \in \mathbb{R}^{N_\lambda \times N_u}$, where $M_\lambda \in \mathbb{R}^{N_\lambda \times N_\lambda}$ is the standard (symmetric) mass matrix corresponding to the space $\mathbb{M}_h$. This ordering also implies a decomposition of the bulk variable, namely

\begin{equation}
u = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} \quad \text{with } u_1(t) \in \mathbb{R}^{N_u-N_\lambda}, \; u_2(t) \in \mathbb{R}^{N_\lambda}.
\end{equation}

In the same manner, the right-hand side $f$ is decomposed into $f_1$ and $f_2$ and the matrices $M_u, K_u$ are decomposed into blocks $M_{ij}, K_{ij}, i, j = 1, 2$.

Remark 3.1. For different choices of the spatial discretization, $B_u$ may not have this special structure. Nevertheless, by its full row-rank property, there exists an ordering of the nodes
(and a corresponding decomposition of \( u, f, M_u, \) and \( K_u \)) such that the last \( N_\lambda \) columns of \( B_u \) form an invertible block, which is sufficient for the following construction.

We first introduce the *bulk problem*, which is obtained from (2.5) by removing the equation for \( p \) and considering \( p \) as input in the constraint equation. This leads to the DAE

\[
\begin{align*}
(3.2a) & \quad M_u \dot{u} + K_u u - B_u^T \lambda = f(u), \\
(3.2b) & \quad B_u u = B_p p.
\end{align*}
\]

It was shown in [AKZ23] that the direct use of this formulation within a splitting scheme does not yield satisfactory results. This is probably due to the fact that the simple inclusion of \( p \) as boundary data does not reflect enough information. Because of this, we consider a mathematically equivalent formulation of the subsystem (3.2), given by an approach called *minimal extension*; see [MS93, KM06]. Introducing another auxiliary variable \( w \) in place of \( \dot{u}_2 \), we obtain as bulk problem

\[
\begin{align*}
(3.3a) & \quad \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} \begin{bmatrix} \dot{u}_1 \\ w \end{bmatrix} + \begin{bmatrix} K_{11} & K_{12} \\ K_{21} & K_{22} \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} - \begin{bmatrix} 0 \\ M_\lambda \end{bmatrix} \lambda = \begin{bmatrix} f_1(u) \\ f_2(u) \end{bmatrix}, \\
(3.3b) & \quad M_\lambda u_2 = B_p p, \\
(3.3c) & \quad M_\lambda w = B_p \dot{p}.
\end{align*}
\]

Note that we use here the introduced block structure of the matrices \( M_u, K_u \) and the right-hand side \( f \). Moreover, the equation \( w = \dot{u}_2 \) only appears implicitly through the two constraints (3.3b) and (3.3c). As a result, the computation of \( u \) now contains information on \( p \) as well as its derivative.

The second subsystem, the so-called *boundary problem*, is obtained by the second line of (2.5a), in which we replace the Lagrange multiplier by means of the first part of the equation. More precisely, we insert the equation

\[-M_\lambda \lambda = f_2(u) - M_{22} \dot{u}_2 - K_{22} u_2 - M_{21} \dot{u}_1 - K_{21} u_1\]

into the second line of (2.5a), which leads to

\[
(3.4) \quad M_p \dot{p} + K_p p = g(p) + B_p^T M_\lambda^{-1} (f_2(u) - M_{22} \dot{u}_2 - K_{22} u_2 - M_{21} \dot{u}_1 - K_{21} u_1).
\]

For practical computations, one may also calculate the Lagrange multiplier first and include this as an input. In summary, we have constructed a bulk problem (3.3) and a boundary problem (3.4), which need to be combined in an appropriate way.

### 3.2. Inclusion of delay terms

Since the bulk problem (3.3) still contains the boundary variable \( p \), a direct application of an implicit time discretization such as a general multi-step method will not decouple bulk and surface dynamics as desired. Following the ideas of [AMU21, AMU22], we motivate the construction of a decoupled scheme by the implementation of certain delay terms. In this way, the bulk problem will only depend on previous values of \( p \). To make this more precise, we consider one particular possibility and replace the constraints (3.3b) and (3.3c) by

\[
(3.5) \quad M_\lambda u_2 = B_p (2p_\tau - p_{2\tau}), \quad M_\lambda w = B_p (2\dot{p}_\tau - \dot{p}_{2\tau}),
\]

respectively, with the delay terms defined by \( p_\tau : t \mapsto p(t - \tau) \). Note that this calls for a given history function for \( p \) on \([-2\tau, 0]\) rather than only initial data at time \( t = 0 \). Further note that the delay time coincides with the intended step size (and twice the step size) of
the splitting scheme. The following lemma shows that such a modification only causes a
perturbation of the solution by a term of order $\tau^2$ and motivates the splitting schemes of
the subsequent section.

**Lemma 3.2.** Let $(u, p, \lambda)$ denote the solution of (2.5) – or equivalently (3.3) and (3.4).
Further, let $(\tilde{u}, \tilde{p}, \tilde{\lambda})$ denote the solution of (3.3a) and (3.4) with constraints (3.5). Then,
under the assumption of a sufficiently smooth solution $\tilde{p}$, namely $\tilde{p} \in W^{3,1}(-2\tau, T; \mathbb{R}^{N_p})$,
it holds that

$$
\|u(t) - \tilde{u}(t)\|_{M_u}^2 + \frac{1}{2} \|p(t) - \tilde{p}(t)\|_{M_p}^2 + \int_0^t 2 \|u(s) - \tilde{u}(s)\|_{K_u}^2 + \|p(s) - \tilde{p}(s)\|_{K_p}^2 ds
\leq \left( 2\|\eta(t)\|_{M_u}^2 + \int_0^t \|\eta(s)\|_{K_p}^2 ds \right)^{1/2} + \sqrt{8} \int_0^t \|\dot{\eta}(s)\|_{M_p} ds
\leq 4\tau^4 \max_{s \in (-2\tau, t)} \|\tilde{p}^{(2)}(s)\|_{M_p}^2 + 4\tau^4 \int_{-2\tau}^t \|\tilde{p}^{(2)}(s)\|_{K_p}^2 ds + 12\tau^4 \left( \int_{-2\tau}^t \|\tilde{p}^{(3)}(s)\|_{M_p} ds \right)^2.
$$

Moreover, under the additional regularity assumption $\tilde{p} \in H^3(-2\tau, T; \mathbb{R}^{N_p})$, we obtain

$$
\|u(t) - \tilde{u}(t)\|_{K_p}^2 + \|p(t) - \tilde{p}(t)\|_{K_p}^2 + \int_0^t 2 \|\dot{u}(s) - \dot{\tilde{u}}(s)\|_{M_u}^2 + \|\dot{p}(s) - \dot{\tilde{p}}(s)\|_{M_p}^2 ds
\leq \left( \int_0^t \|\dot{\eta}(s)\|_{M_p}^2 ds \right)^{1/2} + \sqrt{8} \int_0^t \|\dot{\eta}(s)\|_{K_p} ds
\leq \frac{10}{3} \tau^4 \int_{-2\tau}^t \|\tilde{p}^{(3)}(s)\|_{M_p}^2 ds + \frac{10}{3} \tau^4 \left( \int_{-2\tau}^t \|\tilde{p}^{(3)}(s)\|_{K_p} ds \right)^2.
$$

**Proof.** Let the function $\eta$ be defined as $\eta := \tilde{p} - 2\tilde{p}_r + \tilde{p}_{2r}$. Then, one considers the
differential equation for $(u - \tilde{u}, p - \tilde{p}, \lambda - \tilde{\lambda})$ with test functions $(u - \tilde{u}, p - \tilde{p} + \eta)$ and their
derivatives, respectively. Integration by parts, Young’s inequality, and a Gronwall-type
inequality as in [Zim21, Th. 4.22] yields the upper bound

$$
\left( 2\|\eta(t)\|_{M_u}^2 + \int_0^t \|\eta(s)\|_{K_p}^2 ds \right)^{1/2} + \sqrt{8} \int_0^t \|\dot{\eta}(s)\|_{M_p} ds
\leq \left( \int_0^t \|\dot{\eta}(s)\|_{M_p}^2 ds \right)^{1/2} + \sqrt{8} \int_0^t \|\dot{\eta}(s)\|_{K_p} ds
\leq \frac{10}{3} \tau^4 \int_{-2\tau}^t \|\tilde{p}^{(3)}(s)\|_{M_p}^2 ds + \frac{10}{3} \tau^4 \left( \int_{-2\tau}^t \|\tilde{p}^{(3)}(s)\|_{K_p} ds \right)^2.
$$

The stated bound then follows by Taylor’s theorem.

**Remark 3.3.** The estimates of Lemma 3.2 remain valid in the fully continuous setting
(i.e., without a spatial discretization) with the associated inner products. For this, the first error estimate calls for $\tilde{p} \in W^{3,1}(-2\tau, T; L^2(\Gamma)) \cap H^2(-2\tau, T; H^1(\Gamma))$, whereas the second estimate needs $\tilde{p} \in H^3(-2\tau, T; L^2(\Gamma)) \cap W^{3,1}(-2\tau, T; H^1(\Gamma))$.

With the previous lemma, we have shown that constraints including a delay provide a
promising basis for the construction of second-order splitting schemes. We present three
possibilities how to implement different approximations of the derivative in (3.3c): A
simple first-order approximation of the form $\dot{\tilde{p}} \approx \dot{p}_r \approx \frac{1}{\tau} (p_r - p_{2r})$ yields the constraints

\begin{equation}
M_\lambda u_2 = B_p(2p_r - p_{2r}), \quad M_\lambda w = \frac{1}{\tau} B_p(p_r - p_{2r}).
\end{equation}

A second-order approximation of the derivatives is obtained as follows. First, we note
that $\dot{\tilde{p}} \approx 2\dot{p}_r - \dot{p}_{2r}$. Then, we apply the well-known BDF-2 formula, leading to

\begin{equation}
M_\lambda u_2 = B_p(2p_r - p_{2r}), \quad M_\lambda w = \frac{1}{2\tau} B_p(6p_r - 11p_{2r} + 6p_{3r} - p_{4r}).
\end{equation}
Note that the improvement in accuracy comes at the price of additional delay terms, i.e., the bulk problem now needs information of \( p \) at times \( t - \tau, t - 2\tau, t - 3\tau, \) and \( t - 4\tau \).

Finally, we introduce a second-order approximation with only three delay terms. Starting point is again \( \dot{p} \approx 2\dot{p}_r - \dot{p}_{2r} \). But now, \( \dot{p}_{2r} \) is approximated by a central difference, i.e., \( \dot{p}_{2r} \approx \frac{1}{2\tau}(p_{r} - p_{3r}) \). This then leads to the constraints

\[
(3.8) \quad M_\lambda u_2 = B_p(2p_r - p_{2r}), \quad M_\lambda w = \frac{1}{2\tau} B_p(5p_r - 8p_{2r} + 3p_{3r}).
\]

In order to obtain a fully discrete splitting scheme, a temporal discretization of the bulk and boundary problem is necessary. In this paper, we focus on the approach given in (3.8), which will be analyzed in Section 4. The schemes resulting from the constraints (3.6) and (3.7) are considered numerically in Section 5.

### 3.3. A bulk–surface splitting scheme of second order.

We close this section with the presentation of an actual numerical scheme separating bulk and surface dynamics. For this, we consider (3.3a) with constraints (3.8) as bulk problem and (3.4) as boundary problem. We discretize both subproblems in time by the well-known BDF-2 formula. Introducing the short notion

\[
D_{\tau}^{BDF} x^{n+3} := \frac{1}{2\tau} (3x^{n+3} - 4x^{n+2} + x^{n+1}),
\]
\[
D_{\tau}^{lt} x^{n+2} := \frac{1}{2\tau} (5x^{n+2} - 8x^{n+1} + 3x^n),
\]

we obtain the following bulk–surface splitting scheme: Given previous approximations \( u^{n+1}, u^{n+2}, p^n, p^{n+1}, \) and \( p^{n+2} \), first seek \( (u_1^{n+3}, u_2^{n+3}, \lambda^{n+3}, w^{n+3}) \) by

\[
(3.9a) \quad M_{11} D_{\tau}^{BDF} u_1^{n+3} + K_{11} u_1^{n+3} = f_1^{n+3} - M_{12} w^{n+3} - K_{12} u_2^{n+3},
\]
\[
(3.9b) \quad M_{21} D_{\tau}^{BDF} u_1^{n+3} + K_{21} u_1^{n+3} - M_\lambda \lambda^{n+3} = f_2^{n+3} - M_{22} w^{n+3} - K_{22} u_2^{n+3},
\]
\[
(3.9c) \quad M_\lambda u_2^{n+3} = B_p(2p^{n+2} - p^{n+1}),
\]
\[
(3.9d) \quad M_\lambda w^{n+3} = B_p D_{\tau}^{alt} p^{n+2}
\]

and then \( p^{n+3} \) by

\[
(3.9e) \quad M_p D_{\tau}^{BDF} p^{n+3} + K_p p^{n+3} + B_p^T \lambda^{n+3} = g^{n+3}.
\]

Here, the right-hand sides are given by

\[
f^{n+3} = f(t^{n+3}, u^{n+3}), \quad g^{n+3} = g(t^{n+3}, p^{n+3}).
\]

We would like to emphasize that this scheme not only decouples bulk and surface dynamics but allows the following sequence of solution steps: First compute \( u_2^{n+3} \) and \( w^{n+3} \) by the constraints (3.9c) and (3.9d). Second, derive \( u_1^{n+3} \) by (3.9a) and \( \lambda^{n+3} \) by (3.9b). Then, finally, use (3.9e) for the update of the boundary variable \( p^{n+3} \).

### 4. Convergence Analysis

This section is devoted to the analysis of the 3-step bulk–surface splitting method (3.9), which is based on the constraints given in (3.8). Since we consider a multi-step method, we need to assume given data for the first two time points. In practice, these have to be computed by another time integration scheme of appropriate order. To prove second-order convergence, we will first introduce an auxiliary method and prove stability and convergence of this scheme. Afterwards, we translate this result to the proposed splitting
method. Within this section, we concentrate on the linear case and comment on needed adjustments for the semi-linear case later on.

For the upcoming analysis, we make the following assumption on the spatial discretization.

**Assumption 4.1 (Spatial discretization).**

a) The triangulation $\mathcal{T}_h$ is quasi-uniform.

b) $\mathcal{V}_h|\Gamma = M_h$, i.e., every discrete function $u|\Gamma \in \mathcal{V}_h|\Gamma$ is an element of the finite element space $M_h$ and vice versa.

**Remark 4.2.** Recall that the proposed finite element scheme (2.4) satisfies the second bullet of Assumption 4.1. The main purpose of this point is to simplify the implementation as it implies the special structure $B_u = [0 \; M_\lambda]$. Theoretically, it is sufficient to assume an inf–sup condition of the form

$$\inf_{\lambda \in M_h \setminus \{0\}} \sup_{u \in \mathcal{V}_h, u|\Gamma \neq 0} \frac{\int_{\Gamma} u \lambda \, dx}{\|u|\Gamma\|_{L^2(\Gamma)} \|\lambda\|_{L^2(\Gamma)}} \geq \beta > 0.$$  

### 4.1. Convergence of an auxiliary splitting scheme.

As indicated in the end of Section 3, the variables $u_2$ and $w$ are thoroughly determined by values of $p$ at previous time points. Hence, the proposed method (3.9) can be reduced to a time stepping scheme for $u_1$, $p$, and $\lambda$. For this, we insert $M_\lambda^{-1} B_2(2p^{n+2} - p^{n+1})$ for $u_2^{n+3}$ and $M_\lambda^{-1} B_p D^{alt}_\tau p^{n+2}$ for $w_i^{n+3}$ in the first two equations of (3.9). In preparation for the convergence analysis, we further modify the splitting scheme by replacing equation (3.9c) by $M_\lambda u_2^{n+3} = B_p p^{n+3}$. This then defines a closely related numerical scheme, which only differs from (3.9) in the variable $u_2$. In the following, we will indicate this modified solution by $\hat{u}_2^n$ (and $\hat{u}^n$ correspondingly, although $u^n_1$ does not change). To summarize, the tuple $(u_1^{n+3}, \hat{u}_2^{n+3}, p^{n+3}, \lambda^{n+3})$ satisfies

\begin{align}
(4.1a) \quad M_{11} D^{\text{BDF}}_{\tau} u_1^{n+3} + K_{11} u_1^{n+3} &= f_1^{n+3} - M_{12} M_\lambda^{-1} B_p D^{alt}_{\tau} p^{n+2} \\
&- K_{12} M_\lambda^{-1} B_p (2p^{n+2} - p^{n+1}),
\end{align}

\begin{align}
(4.1b) \quad M_{21} D^{\text{BDF}}_{\tau} u_1^{n+3} + K_{21} u_1^{n+3} - M_\lambda \lambda^{n+3} &= f_2^{n+3} - M_{22} M_\lambda^{-1} B_p D^{alt}_{\tau} p^{n+2} \\
&- K_{22} M_\lambda^{-1} B_p (2p^{n+2} - p^{n+1}),
\end{align}

\begin{align}
(4.1c) \quad M_p D^{\text{BDF}}_{\tau} p^{n+3} + K_p p^{n+3} + B_p^{T} \lambda^{n+3} &= g^{n+3},
\end{align}

\begin{align}
(4.1d) \quad M_\lambda \hat{u}_2^{n+3} &= B_p p^{n+3}.
\end{align}

The main advantage of the auxiliary scheme (4.1) is that the Lagrange multiplier $\lambda^{n+3}$ vanishes if we test the equations (4.1a)-(4.1c) with $[(\hat{u}^{n+3})^T, (p^{n+3})^T]^T$. This will be exploited in the upcoming analysis.

In order to show convergence of the auxiliary integration scheme (4.1), we first prove stability of the scheme. For this, we introduce the notation

$$M_{\bullet 2} := \begin{bmatrix} M_{12} \\ M_{22} \end{bmatrix}, \quad K_{\bullet 2} := \begin{bmatrix} K_{12} \\ K_{22} \end{bmatrix}.$$  

#### 4.1.1. Stability.

The key ingredient to show stability is an estimate, which connects the $L^2$-norms of the bulk and of the surface variable.

**Lemma 4.3.** Consider polynomial finite element spaces $\mathcal{V}_h, M_h, Q_h$ satisfying Assumption 4.1 and discrete functions $u \in \mathcal{V}_h$, $p \in Q_h$ satisfying $B_u u = B_p p$. Then there exist
constants $c_M, c_K > 0$, only depending on the uniformity parameter of the underlying mesh $T_\Omega$ but not on $h$, such that
\[
\|u_2\|^2_{M_22} \leq c_M h \|p\|^2_{M_p} \quad \text{and} \quad \|u_2\|^2_{K_22} \leq c_K h^{-1} \|p\|^2_{M_p}.
\]

**Proof.** Due to $M_\Omega u_2 = B_u u = B_p p$, the function $u_2|_\Gamma$ is the $L^2(\Gamma)$-best approximation of $p$ in $\mathcal{V}_h|_\Gamma = M_h$. This implies
\[
\|u_2\|^2_{M_22} \leq c_M h \|u_2|_\Gamma\|^2_{L^2(\Gamma)} \leq c_M h \|p\|^2_{M_p}.
\]
The first inequality is proven in [AKZ23, Lem. 3.1] for $P_1$-elements and can be generalized to polynomials of arbitrary degree in the same manner. The second bound follows by the inverse estimate for finite elements [Bra07, Ch. II.6.8]. \qed

Besides $D_{\tau}^{\text{BDF}}$ and $D_{\tau}^{\text{alt}}$ introduced in Section 3.3, we denote the difference of two consecutive iterates by
\[
E x^{n+1} := x^{n+1} - x^n.
\]
With this, we can express the difference of the two discrete derivatives as
\[
2\tau \left( D_{\tau}^{\text{BDF}} x^{n+3} - D_{\tau}^{\text{alt}} x^{n+3} \right) = 3x^{n+3} - 9x^{n+2} + 9x^{n+1} - 3x^n = 3 E^3 x^{n+3}.
\]
Moreover, we obtain the following lemma.

**Lemma 4.4.** Given a sequence $\{x^n\}_{n \in \mathbb{N}}$ and a symmetric and positive definite matrix $M$, we have
\[
2\tau \left( E x^{n+3} \right) \cdot (M D_{\tau}^{\text{BDF}} x^{n+3}) = \frac{\tau}{2} \| E x^{n+3} \|^2_M - \frac{1}{2} \| E x^{n+2} \|^2_M + \frac{1}{2} \| E^2 x^{n+3} \|^2_M.
\]

**Proof.** The stated equality follows by
\[
(a-b)(3a-4b+c) = 2(a-b)^2 + (a-b)((a-b)-(b-c))
\]
\[
= 2(a-b)^2 + \frac{1}{2}((a-b)^2-(b-c)^2+(a-2b+c)^2),
\]
where we assign $a = M^{1/2} x^{n+3}$, $b = M^{1/2} x^{n+2}$, and $c = M^{1/2} x^{n+1}$. \qed

We can now prove the stability of the auxiliary splitting scheme.

**Proposition 4.5** (Stability of scheme (4.1)). Let $u^1, u^2 \in \mathcal{V}_h$, $p^0, p^1, p^2 \in \mathcal{Q}_h$ be given initial data with consistent $u^2, p^2$, i.e., $B_u u^2 = B_p p^2$, and $\{u^n, p^n, \lambda^n\}_{n \in \mathbb{N} \geq 1} \subset \mathcal{V}_h \times \mathcal{Q}_h \times \mathcal{M}_h$ the sequence determined by (4.1). Then, it holds that
\[
\|\dot{u}^{n+3}\|^2_{K_u} + \|p^{n+3}\|^2_{K_p} + \tau \sum_{k=3}^{n+3} \|\frac{1}{\tau} \ E \dot{u}^k\|^2_{M_u} + \|\frac{1}{\tau} \ E p^k\|^2_{M_p} + \frac{1}{2} \|\frac{1}{\tau} \ E^2 \dot{u}^k\|^2_{M_u}
\]
\[
+ \tau \sum_{k=3}^{n+3} \left( (\frac{1}{\tau} - 18 c_M h - c_K \tau h^{-1}) \|\frac{1}{\tau} \ E^2 p^k\|^2_{M_p} + \sum_{k=3}^{n+3} \|E p^k\|^2_{K_p} \right)
\]
\[
\leq \|u^2\|^2_{K_u} + \|p^2\|^2_{K_p} + \frac{\tau}{\tau} \|\frac{1}{\tau} \ E u^2\|^2_{M_u} + \frac{\tau}{\tau} \|\frac{1}{\tau} \ E p^2\|^2_{M_p} + 9 c_M h \frac{1}{\tau} \ E^2 p^2\|^2_{M_p}
\]
\[
+ 2\tau \sum_{k=3}^{n+3} \|\dot{f}^k\|^2_{M_u - 1} + \|\dot{g}^k\|^2_{M_p - 1}
\]
for all $n \geq 0$. Therein, $c_M$ and $c_K$ denote the constants from Lemma 4.3.
Proof. With the identity (4.2) it follows that the scheme (4.1) can be rewritten as a perturbed BDF method, namely

\[
\begin{pmatrix}
M_u & 0 \\
0 & M_p
\end{pmatrix}
\begin{pmatrix}
\frac{D_{\text{BDF}}^u \hat{u}^{n+3}}{\tau} \\
\frac{D^p_{\tau} p^{n+3}}{	au}
\end{pmatrix} +
\begin{pmatrix}
K_u & 0 \\
0 & K_p
\end{pmatrix}
\begin{pmatrix}
\hat{u}^{n+3} \\
p^{n+3}
\end{pmatrix} +
\begin{pmatrix}
-K_p^T \\
B_p^T
\end{pmatrix}
\lambda^{n+3}
- \begin{pmatrix}
M_{\bullet 2} \\
0
\end{pmatrix}
\frac{3}{2 \tau} E^3 \hat{u}_{n+3}^2 - \begin{pmatrix}
K_{\bullet 2} \\
0
\end{pmatrix}
E^2 \hat{u}_{n+3}^2 = \begin{pmatrix}
f^{n+3} \\
g^{n+3}
\end{pmatrix}
\]

together with the constraint (4.1d), i.e., \( M_{\lambda} \hat{u}_{n+3} = B_u \hat{u}_{n+3} = B_p p^{n+3} \). Testing equation (4.4) with \( [(E\hat{u}^{n+3})^T, (E p^{n+3})^T]^T \) and using the identity (4.3), we obtain the estimate

\[
\begin{align*}
\frac{1}{2} & \| E \hat{u}^{n+3} \|^2_{M_u} + \frac{1}{2} \| E p^{n+3} \|^2_{M_p} + \frac{1}{\tau^2} \| E^2 \hat{u}^{n+3} \|^2_{M_u} + \frac{1}{\tau^2} \| E^2 p^{n+3} \|^2_{M_p} \\
& + \frac{1}{4 \tau} \left( \| E \hat{u}^{n+3} \|^2_{M_u} - \| E \hat{u}^{n+2} \|^2_{M_u} \right) + \frac{1}{4 \tau} \left( \| E p^{n+3} \|^2_{M_p} - \| E p^{n+2} \|^2_{M_p} \right) \\
& + \frac{1}{2} \left( \| E \hat{u}^{n+3} \|^2_{K_u} - \| E \hat{u}^{n+2} \|^2_{K_u} \right) + \| E \hat{u}^{n+3} \|^2_{K_u} + \frac{1}{2} \left( \| E p^{n+3} \|^2_{K_p} - \| E p^{n+2} \|^2_{K_p} \right) + \| E p^{n+3} \|^2_{K_p}) \\
= & \left( E \hat{u}^{n+3}, \left( \frac{3}{2 \tau} M_{\bullet 2} E + K_{\bullet 2} \right) E^2 \hat{u}_{n+3}^2 \right) + \left( f^{n+3}, E \hat{u}^{n+3} \right) + \left( g^{n+3}, E p^{n+3} \right).
\end{align*}
\]

Note that the terms involving \( \lambda^{n+3} \) vanish due to equation (4.1d). Using Young’s inequality, we can bound the first term of the right-hand side by

\[
\begin{align*}
\left( E \hat{u}^{n+3}, \left( \frac{3}{2 \tau} M_{\bullet 2} E + K_{\bullet 2} \right) E^2 \hat{u}_{n+3}^2 \right) & \leq \frac{1}{17} \| E \hat{u}^{n+3} \|^2_{M_u} + c_M h^2 \left( \| E^2 p^{n+2} \|^2_{M_p} + \| E^2 p^{n+3} \|^2_{M_p} \right), \\
\left( E \hat{u}^{n+3}, K_{\bullet 2} E^2 \hat{u}_{n+3}^2 \right) & \leq \frac{1}{2} \| E \hat{u}^{n+3} \|^2_{K_u} + \frac{1}{2} c_K h^{-1} \| E^2 p^{n+3} \|^2_{M_p}.
\end{align*}
\]

Finally, the stated bound follows by summing up the resulting inequality from 0 to \( n \). \( \Box \)

We would like to emphasize that Proposition 4.5 guarantees stability of scheme (4.1) as long as

\[
\frac{1}{2} - 18 c_M h - c_K \tau h^{-1} \geq 0.
\]

This motivates the following assumption on the time step size.

Assumption 4.6 (Weak CFL condition). The mesh width \( h \) is sufficiently small and the time step size \( \tau \) satisfies the CFL-type condition \( \tau \lesssim h \), i.e., there exists a generic constant \( C \), independent of \( \tau \) and \( h \), such that \( \tau \leq C h \).

Remark 4.7. The requirement of Assumption 4.6 is weak in the sense that classical CFL conditions for parabolic problems read \( \tau \lesssim h^2 \), see, e.g., [KA03, p. 318].

4.1.2. Second-order convergence. In this subsection, we prove that the auxiliary scheme (4.1) is convergent of order two. For this, we will apply the following residual estimates, which directly result from Taylor’s theorem.

Lemma 4.8. Let the scalar function \( r \) be sufficiently regular. Then, it holds that

\[
\begin{align*}
\| D_{\tau}^BDF^u (t^{n+2}) - \hat{r} (t^{n+2}) \|^2 & \leq \frac{\tau^3}{2} \int_{t^n}^{t^{n+2}} |\hat{r}(s)|^2 \mathrm{d}s, \\
\| E^2 r (t^{n+2}) \|^2 & \leq \frac{2}{3} \int_{t^n}^{t^{n+2}} |\hat{r}(s)|^2 \mathrm{d}s, \\
\| E^3 r (t^{n+3}) \|^2 & \leq \frac{9}{8} \int_{t^n}^{t^{n+3}} |\hat{r}(s)|^2 \mathrm{d}s.
\end{align*}
\]
To prove convergence, we first consider the discrete norms corresponding to the spaces \( L^\infty(0,T; H^1(\Omega) \times H^1(\Gamma)) \). Note that these norms are stronger than the usual ones corresponding to \( L^\infty(0,T; L^2(\Omega) \times L^2(\Gamma)) \) and \( L^2(0,T; H^1(\Omega) \times H^1(\Gamma)) \), respectively. The errors in these norms will be studied afterwards.

**Theorem 4.9.** Suppose Assumptions 4.1 and 4.6 are satisfied and let the solution \( (u,p,\lambda) \) of the semi-discrete problem (2.5) be sufficiently regular. If the initial data satisfies
\[
\| u^k - u(t^k) \|_{M_u}^2 + \tau \| u^k - u(t^k) \|_{K_u}^2 + \| p^k - p(t^k) \|_{M_p}^2 + \tau \| p^k - p(t^k) \|_{K_p}^2 \lesssim \tau^4
\]
for \( k = 0, 1, 2 \) with consistent \( u^2, p^2 \), then
\[
\| \hat{u}^n - u(t^n) \|_{K_u}^2 + \| p^n - p(t^n) \|_{K_p}^2 \lesssim \tau^3
\]
holds for every \( n \geq 0 \).

**Proof.** Recall that \( (u,p,\lambda) \) denotes the exact solution and \( (\hat{u}^n, p^n, \lambda^n) \) the approximation determined by (4.1). To shorten notation, we introduce the differences \( e_u^n := u(t^n) - \hat{u}^n \), \( e_p^k := p(t^k) - \hat{p}^k \), and \( e_\lambda^k := \lambda(t^k) - \lambda^k \). Then, \( (e_u^n, e_p^n, e_\lambda^n) \) satisfies the perturbed BDF system (4.4), where the right-hand side is replaced by
\[
- \left[ \frac{3}{\tau^2} M_{**} E + K_{**} \right] E^2 u_2(t^{n+3}) + \left[ \begin{array}{cc} M_u & 0 \\ 0 & M_p \end{array} \right] \left[ \begin{array}{c} D_{\tau}^{BDF} u(t^{n+3}) - \hat{u}(t^{n+3}) \\ D_{\tau}^{BDF} p(t^{n+3}) - \hat{p}(t^{n+3}) \end{array} \right].
\]

Now, follow the steps of the proof of Proposition 4.5 and apply the test function \([E e_u^{n+3}]^T, (E e_p^{n+3})^T]^T\). In combination with Lemma 4.8, this yields
\[
\| e_u^{n+3} \|_{K_u}^2 + \| e_p^{n+3} \|_{K_p}^2 + \tau \sum_{k=3}^{n+3} \| \frac{1}{\tau} E e_u^k \|_{M_u}^2 + \| \frac{1}{\tau} E e_p^k \|_{M_p}^2 + (\frac{1}{\tau} - 18 c_M h - c_K \tau h^{-1}) \| \frac{1}{\tau} E^2 e_p^k \|_{M_p}^2 \lesssim \| e_u^2 \|_{K_u}^2 + \| e_p^2 \|_{K_p}^2 + \tau \| \frac{1}{\tau} E e_u^2 \|_{M_u}^2 + \tau \| \frac{1}{\tau} E e_p^2 \|_{M_p}^2 + h \| E^2 e_p \|_{M_p}^2
\]
\[
+ \| \hat{p} \|_{M_p}^2 ds + \tau^3 \int_{t_1}^{t_{n+3}} \| \hat{u} \|_{K_u}^2 + \tau \| \hat{p} \|_{M_p}^2 ds.
\]
The stated estimate then follows by the assumption on the initial data. \( \square \)

**Remark 4.10.** Following the lines of the proof of Theorem 4.9, one can show that the error in the derivatives measured in the discrete \( L^2(0,T; L^2(\Omega) \times L^2(\Gamma)) \)-norm is of order 1.5. Here, one uses the identity
\[
2 \tau (E x^{n+3}) \cdot (M D_{\tau}^{BDF} x^{n+3}) = 2 \| E x^{n+3} \|_M^2 - \frac{1}{3} \| E x^{n+2} \|_M^2 + \frac{1}{4} \| E^2 x^{n+3} \|_M^2 + \frac{1}{3} \| D_{\tau}^{BDF} x^{n+3} \|_M^2
\]
This then implies \( \tau \sum_{k=1}^{n+3} \| \lambda^k - \lambda(\tau)^k \|_{H^{1/2}(\Gamma)}^2 \lesssim \tau^3 \).

Next, we prove the second-order rate in weaker norms. For this, we use the well-known identity, see e.g., [Emm04, p. 203],
\[
4 \tau x^{n+3} \cdot (M D_{\tau}^{BDF} x^{n+3}) = \| x^{n+3} \|_M^2 - \| x^{n+2} \|_M^2
\]
\[
+ \| 2 x^{n+3} - x^{n+2} \|_M^2 - \| 2 x^{n+2} - x^{n+1} \|_M^2 + \| x^{n+3} - 2 x^{n+2} + x^{n+1} \|_M^2.
\]
Theorem 4.11. Suppose the assumptions of Theorem 4.9 are satisfied. Moreover, let the consistent initial data satisfy
\[
\|u^k - u(t^k)\|^2_{M_u} + \tau \|u^k - u(t^k)\|^2_{K_u} + \|p^k - p(t^k)\|^2_{M_p} + \tau \|p^k - p(t^k)\|^2_{K_p} \lesssim \tau^5
\]
for \(k = 0, 1, 2\) with consistent \(u^2, p^2\). Then the error estimate
\[
\|\hat{u}^n - u(t^n)\|^2_{M_u} + \|p^n - p(t^n)\|^2_{M_p} + \tau \sum_{k=1}^n \left(\|\hat{u}^k - u(t^k)\|^2_{K_u} + \|p^k - p(t^k)\|^2_{K_p}\right) \lesssim \tau^4
\]
holds for every \(n \geq 0\).

Proof. In contrast to the proof of Theorem 4.9, we now consider \(4\tau [((e^{n+3}_u)^T, (e^{n+3}_p)^T]^T\) as test function in (4.4). This then yields the bound
\[
\|e^{n+3}_u\|^2_{M_u} - \|e^{n+2}_u\|^2_{M_u} + \|E^2 e^{n+3}_u\|^2_{M_u} + \|2e^{n+3}_u - e^{n+2}_u\|^2_{M_u} - \|2e^{n+2}_u - e^{n+1}_u\|^2_{M_u} + \|e^{n+3}_p\|^2_{M_p} - \|e^{n+2}_p\|^2_{M_p} + \|E^2 e^{n+3}_p\|^2_{M_p} + \|2e^{n+3}_p - e^{n+2}_p\|^2_{M_p} - \|2e^{n+2}_p - e^{n+1}_p\|^2_{M_p} + 4\tau \|e^{n+3}_u\|^2_{K_u} + 4\tau \|e^{n+3}_p\|^2_{K_p} = 4\tau\left((e^{n+3}_u, (M_u e^{n+3})^2 + (E^2)^2 u(t^{n+3} - e^{n+3}_u)) + 4\tau \left(D_{\tau}^BDF u(t^{n+3}) - \hat{u}(t^{n+3})\right) M_u e^{n+3} + 4\tau \left(D_{\tau}^BDF p(t^{n+3}) - \hat{p}(t^{n+3})\right) M_p e^{n+3}\right) \leq \|e^{n+3}_u\|^2_{M_u} \left(6\sqrt{hM} \left(\|E^3 e^{n+3}_u\|^2_{M_u} + \|E^3 p(t^{n+3})\|^2_{M_p} + \|D_{\tau}^BDF u(t^{n+3} - \hat{u}(t^{n+3})\right) M_u + \|D_{\tau}^BDF p(t^{n+3} - \hat{p}(t^{n+3})\right) M_p + 8\tau \|E^2 u_2(t^{n+3})\|^2_{K_2} + 4\tau \|e^{n+3}_u\|^2_{K_u} + 4\tau \|e^{n+3}_p\|^2_{K_p} + 4\tau \|\hat{u}^n - u(t^n)\|^2_{K_2} + \tau \|e^{n+3}_u\|^2_{K_u} + 4\tau \|e^{n+3}_p\|^2_{K_p} + \tau \|e^{n+3}_u\|^2_{K_u} + 4\tau \|e^{n+3}_p\|^2_{K_p}
\]
Summing up from 0 to \(n\) and using [Zim21, Lem. 8.13] as well as \(\sqrt{a} + \sqrt{b} \leq \sqrt{2(a + b)}\), we derive the estimate
\[
\|e^{n+3}_u\|^2_{M_u} + \|e^{n+3}_p\|^2_{M_p} + \tau \sum_{k=1}^{n+3} \|e^k_u\|^2_{K_u} + \|e^k_p\|^2_{K_p} \lesssim \left(\|e^{2}_u\|^2_{M_u} + \|2e^{1}_u - e^{0}_u\|^2_{M_u} + \|e^2_p - e^{1}_p\|^2_{M_p} + \|2e^{1}_p - e^{0}_p\|^2_{M_p} + \tau \sum_{k=3}^{n+3} \|E^2 u_2(t^k)\|^2_{K_2} + \tau \sum_{k=3}^{n+3} \|E^3 p(t^k)\|^2_{M_p} + \|E^3 e^k_p\|^2_{M_p} \right)^{1/2}
\]
\[
\lesssim \|e^{2}_u\|^2_{M_u} + \|2e^{1}_u - e^{0}_u\|^2_{M_u} + \|e^2_p - e^{1}_p\|^2_{M_p} + \|2e^{1}_p - e^{0}_p\|^2_{M_p} + \tau \sum_{k=3}^{n+3} \|E^2 u_2(s)\|^2_{K_2} ds + \tau \sum_{k=3}^{n+3} \|E^3 e^k_p\|^2_{M_p} \lesssim \tau^4 \int_{t^1}^{t^{n+3}} \|\hat{u}(s)\|^2_{K_2} ds + (1 + h) \int_{t^1}^{t^{n+3}} \|\hat{p}(s)\|^2_{M_p} ds + h \sum_{k=3}^{n+3} \tau^{-5} \|E^3 e^k_p\|^2_{M_p} \lesssim \tau^4.
\]
Since the error of the initial data is of order \(\tau^5\) by assumption, it remains to show that also the last term \(\sum_{k=3}^{n+3} \tau^{-5} \|E^3 e^k_p\|^2_{M_p}\) is bounded or, equivalently, \(\tau \sum_{k=3}^{n+3} \|E^3 e^k_p\|^2_{M_p} \lesssim \tau^4\).

For the sake of readability, we move this part to Appendix A. □
4.2. **Convergence of the splitting scheme** (3.9). After dealing with the auxiliary scheme (4.1) in the previous subsection, we now turn to the original splitting scheme (3.9).

As we have already discussed in the beginning of this section, the two schemes only differ in the approximations of \( u \) (more precisely \( u_2 \)). For this, we observe that

\[
\| u(t^n) - u^n \|_M^2 \lesssim \| e^n \|_M^2 + \| E^2 \tilde{u}^n \|_{M_{\infty}}^2 + \| E^2 p(t^n) \|_{M_p}^2 + h \| E^2 e^n \|_{M_p}^2
\]

\[
\lesssim \| e^n \|_M^2 + h \| E^2 p(t^n) \|_{M_p}^2 + h \| E^2 e^n \|_{M_p}^2
\]

\[
\leq \| e^n \|_M^2 + h \| E^2 p(t^n) \|_{M_p}^2 + \tau h \sum_{k=1}^n \| \frac{1}{\tau} E^2 e^k \|_{M_p}^2.
\]

By Theorem 4.11, Lemma 4.8, and estimate (4.5), the right-hand side is of order \( \tau^4 \).

Similarly, one shows that

\[
\tau \sum_{k=1}^n \| u(t^k) - u^k \|_{K_u}^2 \lesssim \tau^4.
\]

These two estimates prove the second-order convergence of the splitting scheme (3.9). We summarize this observation in the following theorem.

**Theorem 4.12** (Second-order convergence). Let Assumptions 4.1 and 4.6 be satisfied. Further assume that the solution \((u_1, u_2, p, \lambda)\) of the semi-discrete problem (2.5) is sufficiently regular, namely \( u \in H^3(0, T; \mathbb{R}^{Nu}) \) and \( p \in H^3(0, T; \mathbb{R}^{Np}) \). Then, initial data of the form

\[
\| u^k - u(t^k) \|_{M_u} + \tau \| u^k - u(t^k) \|_{K_u} + \| p^k - p(t^k) \|_{M_p} + \tau \| p^k - p(t^k) \|_{K_p} \lesssim \tau^5
\]

for \( k = 0, 1, 2 \) with consistent \( u^2, p^2 \) implies the error estimate

\[
\| u^n - u(t^n) \|_{M_u} + \| p^n - p(t^n) \|_{M_p} + \tau \sum_{k=1}^n \left( \| u^k - u(t^k) \|_{K_u} + \| p^k - p(t^k) \|_{K_p} \right) \lesssim \tau^4
\]

for every \( n \).

**Remark 4.13.** Although we have used \( \tau \lesssim h \) in the convergence proof, e.g., to guarantee the stability of the scheme in Prop. 4.5, such a condition never occurred numerically for the proposed splitting scheme (3.9); see Section 5. For the auxiliary scheme (4.1), however, which is the centerpiece of the convergence analysis, this condition is indeed necessary; see Figure 5.2 below.

**Remark 4.14.** Theorems 4.11 and 4.12 can be extended to systems with locally Lipschitz continuous right-hand sides \( f \) and \( g \). This means that for every \((t, u)\) there exist constants \( L_1, L_2, L_3 \geq 0 \) and a radius \( r_f > 0 \) such that

\[
\| f(\tilde{t}, \tilde{u}) - f(\tilde{t}, \tilde{u}) \|_{M_u}^2 \leq L_1 |\tilde{t} - \tilde{t}|^2 + L_2 \| \tilde{u} - \tilde{u} \|_{M_u}^2 + L_3 \| \tilde{u} - \tilde{u} \|_{K_u}^2
\]

for all \((\tilde{t}, \tilde{u}), (\tilde{t}, \tilde{u})\) in a ball of radius \( r_f \) around \((t, u)\) with norm \( (\cdot)^2 + \| \cdot \|_{M_u + K_u}^2 \)^{1/2}. An analogous condition should be satisfied for the right-hand side \( g \), where \( g \) is allowed to depend not only on \( t \) and \( p \) but also on \( u \). The associated convergence proof is given by a combination of the steps of Theorems 4.11, 4.12 and [AKZ23, App. A].
5. Numerical Experiments

This section is devoted to the numerical study of the proposed bulk–surface splitting scheme. The computations are performed on an Intel® Core™ i7-8565U CPU@1.80 GHz×4 with 48 GB memory using MATLAB (version R2021b).

All tests are carried out on the unit disc, i.e., \( \Omega = \{ x \in \mathbb{R}^2 \mid x_1^2 + x_2^2 \leq 1 \} \), and on the time interval \([0, 1]\), i.e., \( T = 1 \). The spatial meshes are generated by DistMesh; cf. [PS04]. The number of degrees of freedom for the bulk problem are given by \( N_u = 159, 320, 640, 1290, 2590, 5161 \) and correspond to mesh widths \( h_k \approx h_{k-1}/\sqrt{2} \). Moreover, we consider the special case \( \mathcal{T}_\Omega|\Gamma = \mathcal{T}_\Gamma \). Based on these meshes, the discrete spaces \( \mathbb{V}_h, \mathbb{Q}_h \), and \( \mathbb{M}_h \) equal the appropriate spaces of globally continuous and piecewise linear functions.

In particular, \( B_p \) equals the mass matrix \( M_\lambda \) of \( \mathcal{P}_1(\mathcal{T}_\Gamma) \) and \( B_u = [0 \ M_\lambda] \) \( P \) holds for some permutation matrix \( P \) such that the last \( N_\lambda \) entries of its image are associated to the boundary nodes of \( \mathcal{T}_\Omega \). As error measure, we consider the difference between the exact solution (without any discretization) and the fully discrete solution in the discrete versions of the norms of the spaces

\[
L^\infty(L^2) := L^\infty(0, 1; L^2(\Omega) \times L^2(\Gamma)), \quad L^2(H^1) := L^2(0, 1; H^1(\Omega) \times H^1(\Gamma)).
\]

In the first experiment, we consider a linear heat equation with an additional heat equation on the boundary. For the second experiment, we add the nonlinearity \( p^3 - p \) to the right-hand side of the boundary equation. Finally, we give an outlook how to construct splitting schemes of higher order.

5.1. Linear heat equation. In this first part, we consider the linear model problem introduced in [AKZ23, Sec. 5.1.2], i.e., the heat equation with dynamic boundary conditions

\[
\begin{align*}
\dot{u} - \Delta u &= f & \text{in } \Omega, \\
\dot{u} - \Delta \Gamma u + \partial_\nu u &= g & \text{on } \Gamma.
\end{align*}
\]

The right-hand sides \( f \) and \( g \) are chosen such that \( u(t, x, y) = \exp(-t)xy \) equals the exact solution.

Figure 5.1 illustrates the errors of the proposed splitting scheme (3.9) for different spatial mesh widths \( h \) and temporal step sizes \( \tau \). For the initial data at the time points \( t = 0, \tau, 2\tau \), we use the exact solution.

As predicted in Theorem 4.12, we detect second-order convergence for both error measures, i.e., in the \( L^\infty(L^2) \) as well as in the \( L^2(H^1) \)-norm. The same holds for the auxiliary method (4.1), which was used in the convergence proof; cf. Theorem 4.11. The corresponding convergence history is illustrated in Figure 5.2. Surprisingly, the error curves of the auxiliary method slightly move upwards with every spatial refinement, which means that convergence in \( \tau \) cannot hold independent of the spatial parameter \( h \). In other words, the convergence of method (4.1) is \( h \)-dependent and indeed requires a condition of the form \( \tau \lesssim h \). The original scheme, on the other hand, does not show this effect. Hence, the bulk–surface splitting scheme (3.9) is independent of \( h \). This indicates that the requirement of the weak CFL condition \( \tau \lesssim h \) in Theorem 4.12 is a byproduct of our proof technique rather than a necessary requirement.

In view of an optimal scaling of the second-order splitting scheme in combination with piecewise linear finite elements, a simple calculation shows that the \( L^\infty(L^2) \)-error is bounded by \( c_1 h^2 + c_2 \tau^2 \). Hence, the optimal error rate is obtained for \( \tau \propto h \). With the same argumentation, one shows that the relation \( \tau \propto \sqrt{h} \) is optimal for the \( L^2(H^1) \)-error,
Figure 5.1. Convergence history for the bulk–surface splitting scheme (3.9) for different mesh widths. The dashed line indicates order 2.

Figure 5.2. Convergence history for the auxiliary method (4.1) showing up-moving error curves for refinements of the spatial mesh. The dashed line indicates order 2.
since it is bounded by $c_1 h + c_2 \tau^2$. The corresponding numerical experiment is shown in Figure 5.3. Within the plot, we consider different mesh sizes $h$ and set the time step size such that $\tau \propto h$ and $\tau \propto \sqrt{h}$, respectively.

We have also implemented the alternative splitting schemes, which result from the different approximations of $w$ mentioned in Section 3.2. This means that $w$ is approximated by (3.6) and (3.7), respectively. As before, both approaches are combined with the BDF-2 method for the temporal discretization. The errors for both schemes are non-distinguishable with the naked eye from the one in Figure 5.1. Hence, we omit the corresponding plots here. In summary, all three methods mentioned in Section 3.3 show convergence of order two, independent of $h$. This is especially remarkable for the scheme based on (3.6), since the approximation of $w$ is only of first order.

**Remark 5.1.** Alternatively to the BDF discretization, one may also apply the midpoint rule. However, since equation (3.3a) is approximated at time $t^n + \frac{\tau}{2}$, also $u_2$ and $w$ have to be approximated at this intermediate time point. Therefore, we consider $M_\lambda u_2(\cdot - \frac{\tau}{2}) \approx B_p(\frac{3}{2}p \tau - \frac{1}{2}p_2 \tau)$. As before, we have some freedom how to treat the constraint (3.3c). We made numerical tests with the choices $M_\lambda w(\cdot - \frac{\tau}{2}) = \frac{1}{2}B_p(p \tau - p_2 \tau)$ as well as $M_\lambda w(\cdot - \frac{\tau}{2}) = \frac{1}{2}B_p(2p \tau - 3p_2 \tau + p_3 \tau)$. Both schemes show second-order convergence but with a strong $h$-dependency. This means that the error curves move upwards for refinements of the spatial mesh; see Figure 5.4 for the first choice.

5.2. **A semi-linear problem.** As second numerical example, we consider a heat equation with nonlinear dynamic boundary conditions including a double-well potential, i.e.,

\[
\begin{align*}
\dot{u} - \Delta u &= f &\text{ in } \Omega, \\
\dot{u} - \Delta u + \partial_\nu u &= g - u^3 + u &\text{ on } \Gamma.
\end{align*}
\]
As exact solution we set $u(t, x, y) = (x^2+y^2)^2 \cos(\pi t/2)$ and construct the state-independent right-hand sides $f$ and $g$ accordingly. Moreover, we use a Newton solver for the nonlinear root-finding problem. Figure 5.5 validates Remark 4.14 that scheme (3.9) is still of second order if the right-hand sides $f$ and $g$ are locally Lipschitz continuous in $u$ and $p$, respectively. Furthermore, the errors are again $h$-independent.

We would like to emphasize that the nonlinearity only appears on the boundary. A positive implication is that the bulk problem, which needs to be solved as part of the splitting scheme, is linear. Without the splitting, one needs to solve a larger nonlinear system in each time step. This difference is crucial, since (for a uniform refinement) $N_u$ grows quadratically, whereas $N_p$ only grows linearly. The resulting numerical gain is summarized in Table 5.1. Therein, we compare the computation times of the proposed splitting scheme (3.9) and a standard BDF-2 discretization of the original system without any splitting, i.e., the approximations of $u_2$ and $w$ are related to $p$ via $M_\lambda u_2^n = B_p p^n$ and $M_\lambda w^n = B_p D^{BDF}_\tau p^n$. For both schemes, we use a Newton solver with a tolerance of $10^{-12}$. One can observe that the splitting approach is between three to eight times faster. In the simulations, we need for both schemes (in average) two Newton steps for the three smaller step sizes and three steps for the larger ones. Hence, by $V_h |_{\Gamma} = Q_h$, the proposed splitting scheme solves in average one linear system of size $(N_u - N_p) \times (N_u - N_p)$ and two (respectively three) systems of size $N_p \times N_p$ per time step. In contrast, the fully coupled BDF scheme deals with two (respectively three) systems of size $N_u \times N_u$. Further note that $N_p$ is neglectable for greater $N_u$ and the speed-up is around the number of steps of the nonlinear solver. On the other hand, we have to mention that the BDF method is A-stable [HW96, p. 246 f.]. Therefore, the temporal step size can be choose independently of the spatial mesh width. Moreover, it is a 2-step rather than a 3-step scheme.
5.3. A bulk–surface splitting scheme of third order. Following the ideas presented in Section 3, we can easily construct bulk–surface splitting schemes of higher order. For this, we decouple bulk and surface dynamics by approximating \( p \) and \( \dot{p} \) in the constraints (3.3b) and (3.3c) with appropriate order by a linear combination of previous iterates. To obtain a third-order splitting scheme, we can replace the constraints by the approximations

\[
M_\lambda u_2(t^{n+4}) = B_p p(t^{n+4}) \approx B_p \left( 3p(t^{n+3}) - 3p(t^{n+2}) + p(t^{n+1}) \right),
\]

\[
M_\lambda w(t^{n+4}) = B_p \dot{p}(t^{n+4}) \approx \frac{1}{10} B_p \left( 26p(t^{n+3}) - 57p(t^{n+2}) + 42p(t^{n+1}) - 11p(t^n) \right).
\]
Note that both approximations are of order three with the least amount of needed data points from the past. For the temporal discretization of the resulting system, we apply the standard BDF-3 method, i.e., we use

\[ D_{\tau}^{\text{BDF}} x^{n+4} := \frac{1}{6\tau} (11x^{n+4} - 18x^{n+3} + 9x^{n+2} - 2x^{n+1}). \]

In the end, we obtain a 4-step method, which decouples the dynamics of \( u \) and \( p \). The application of the resulting scheme to the linear problem introduced in Section 5.1 indeed shows third-order convergence. Furthermore, the error plots show no dependence on the spatial mesh width \( h \). The corresponding convergence history is illustrated Figure 5.6, where finer meshes with \( N_u = 10373, 20232, 41488 \) are included in order to depict the actual rate.

**Remark 5.2.** Similarly to the discussion in Section 5.1, one can compute the optimal scaling of the parameters \( \tau \) and \( h \). In the here considered third-order case combined with piecewise linear finite elements, this leads to \( \tau \propto h^{2/3} \) for the \( L^\infty(L^2) \)-error and \( \tau \propto h^{1/3} \) for the \( L^2(H^1) \)-error.

### 6. Conclusion

In this paper, we have introduced a bulk–surface splitting scheme of second order for semi-linear parabolic partial differential equations with dynamic boundary conditions. For this, we have formulated the system as PDAE and approximated the boundary values in the appearing constraints by a linear combination of previous boundary values. To obtain a fully discrete scheme, the resulting system is discretized with a BDF method of corresponding order.

For the second-order case, we have proven convergence of the resulting 3-step scheme, assuming a weak CFL-type condition and an appropriate initialization of the method by
some other (high-order) time integration method. The proposed construction can also be used to obtain higher-order splitting schemes as illustrated numerically.
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APPENDIX A. ESTIMATE OF $\tau \sum_{k=3}^{n+3} \frac{1}{\tau} E^3 e_p^k \| M_p$.

In this appendix, we provide an upper bound of the term $\tau \sum_{k=3}^{n+3} \frac{1}{\tau} E^3 e_p^k \| M_p$, which completes the proof of Theorem 4.11. As the first step, we notice that the difference of two consecutive approximations, i.e., $E \hat{u}_k$, $E p_k$, and $E \lambda_k$, satisfy (4.1) for $k \geq 4$ with right-hand sides $E f^k$, $E g^k$. With estimate (4.5) we conclude that

$$\begin{align*}
\tau \sum_{k=4}^{n+3} \left\| \frac{1}{\tau} E^3 e_p^k \right\| M_p &\leq \left\| E e_p^3 \right\| K_u + \left\| E e_p^3 \right\| K_p + \tau \left\| \frac{1}{\tau} E^2 e_p^3 \right\| M_u + \tau \left\| \frac{1}{\tau} E^2 e_p^3 \right\| M_p + h \tau \left\| E^3 e_p^3 \right\| M_p \\
+ r^6 h \int_{t_p}^{t_{n+3}} \left\| p^{(4)} \right\| M_p^2 ds + &\tau \int_{-\tau}^{t_{n+3}} \left\| u_2^{(3)} \right\| K_{22}^2 + \tau \left( \left\| u^{(4)} \right\| M_u^2 + \left\| p^{(4)} \right\| M_p^2 \right) ds.
\end{align*}$$

To derive the integrals in (A.1), we have used that

$$\int_t^s |r(s) - r(s - \tau)|^2 ds = \int_t^s \int_{s-\tau}^s \dot{r}(\xi)^2 d\xi \leq \tau \int_{0}^{\tau} \int_{0}^{t+\xi} |\dot{r}(s)|^2 ds d\xi \leq \tau^2 \int_0^t |\dot{r}(s)|^2 ds$$

for a sufficiently regular function $r$.

As the second step, we bound the terms in the first line of (A.1). For this, we consider

$$\begin{align*}
\left[ M_u 0 \right] \left[ D_{\tau}^{BDF} E e_p^3 \right] + \left[ K_u 0 \right] \left[ E e_p^3 \right] + \left[ -B_T^a \right] + \left[ B_T^p \right] \lambda^3
= \left[ M_u 0 \right] \left[ D_{\tau}^{BDF} u(t^3) - \hat{u}(t^3) \right] + \left[ \frac{2}{\tau} M_2 E + K_2 \right] \left( E^2 e_{u_2}^3 - E^2 \hat{u}_2(t^3) \right)
- \left[ M_u 0 \right] \left[ D_{\tau}^{BDF} e_p^3 \right] - \left[ K_u 0 \right] \left[ e_p^3 \right]
\end{align*}$$

with test function $4 \left( \left\| E e_p^3 \right\| T \left( E e_p^3 \right) \right)$. Combining equation (4.6) and $E \left\| 2x^{n+3} - x^{n+2} \right\| M_u^2 = 2 \left\| x^{n+3} \right\| M_u^2 - 2 \left\| x^{n+2} \right\| M_u + 2 \left\| x^{n+3} \right\| M_u^2 - 3 \left\| x^{n+2} \right\| M_u + \left\| x^{n+1} \right\| M_u$, see also [AMU2, Lm. 4.1], we derive the estimate

$$\begin{align*}
\tau \left( 3 \left\| \frac{1}{\tau} E e_p^3 \right\| M_u^2 \right) + 4 \left\| \frac{1}{\tau} E e_p^3 \right\| M_u + \left\| \frac{1}{\tau} E e_p^3 \right\| M_u + 2 \left\| E^2 e_p^3 \right\| M_u + \left\| \frac{1}{\tau} E^3 e_p^3 \right\| M_u^2 \\
+ \tau \left( 3 \left\| \frac{1}{\tau} E e_p^3 \right\| M_u^2 \right) + 4 \left\| \frac{1}{\tau} E e_p^3 \right\| M_u^2 + \left\| \frac{1}{\tau} E e_p^3 \right\| M_u + 2 \left\| E^2 e_p^3 \right\| M_u + \left\| \frac{1}{\tau} E^3 e_p^3 \right\| M_u^2 \\
+ \left\| E^3 e_p^3 \right\| K_u^2 + \left\| E e_p^3 \right\| K_p^2
\leq 4 \tau \left\| \frac{1}{\tau} E e_p^3 \right\| M_u \left( \left\| D_{\tau}^{BDF} u(t^3) - \hat{u}(t^3) \right\| M_u + \sqrt{c_M h \left( \left\| \frac{1}{\tau} E^3 e_p^3 \right\| M_u + \left\| \frac{1}{\tau} E^3 p(t^3) \right\| M_u \right)} \\
+ \left\| D_{\tau}^{BDF} e_p^3 \right\| M_u^2 \right) + 3 \left\| E e_p^3 \right\| K_u^2 + 4 \left\| E^2 e_p^3 \right\| K_{22}^2 + 4 \left\| E^2 \hat{u}_2(t^3) \right\| K_{22}^2 + 4 \left\| e_p^3 \right\| K_u^2 \\
+ 4 \tau \left\| \frac{1}{\tau} E e_p^3 \right\| M_u \left( \left\| D_{\tau}^{BDF} p(t^3) - \hat{p}(t^3) \right\| M_u + \left\| D_{\tau}^{BDF} e_p^3 \right\| M_u + 3 \left\| E e_p^3 \right\| K_u^2 + \frac{4}{\tau} \left\| e_p^3 \right\| K_p^2 \right)
\end{align*}$$

By Young’s inequality and Lemma 4.8, we then get

$$\begin{align*}
\left\| E e_p^3 \right\| K_u^2 + \left\| E e_p^3 \right\| K_p^2 + \tau \left\| \frac{1}{\tau} E e_p^3 \right\| M_u + \tau \left\| \frac{1}{\tau} E e_p^3 \right\| M_u + \left( 1 + h \right) \tau \left\| \frac{1}{\tau} E^3 e_p^3 \right\| M_u^2 \\
\leq (1 + h) \left( \left\| E e_p^3 \right\| K_u^2 + \left\| E e_p^3 \right\| K_p^2 + \tau \left\| \frac{1}{\tau} E e_p^3 \right\| M_u + \tau \left\| \frac{1}{\tau} E e_p^3 \right\| M_u \right)
\end{align*}$$
\[ + \tau \| D^{\text{BDF}}_\tau e^2_u \|_{M_u} + \tau \| D^{\text{BDF}}_\tau e^2_p \|_{M_p} + h\tau \| 1/\tau E^2 e^2_p \|_{M_p} \\
+ \tau^4 \max_{s \in [t^1, t^3]} \| \ddot{u}(s) \|_{K_{22}}^2 + \tau^4 \int_{t^1}^{t^3} \| \ddot{u} \|_{M_u}^2 + \| \ddot{p} \|_{M_p}^2 \, ds + h\tau^4 \int_{t^0}^{t^3} \| \dddot{p} \|_{M_p}^2 \, ds \]

by partially shifting the \( c_M h \) and \( c_K \tau h^{-1} \) terms from the norm of \( \tau^{-1} E^3 e^3_p \) to \( \tau^{-1} E^2 e^3_p \).

By the assumption on the initial values in Theorem 4.11, the right-hand side is bounded by \( C(1 + h)^2 \tau^4 \). Together with the first step, this finally shows the desired estimate

\[ \tau \sum_{k=3}^{n+3} \| 1/\tau E^3 p^k \|_{M_p}^2 \lesssim (1 + h)^2 \tau^4. \]