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ABSTRACT
Few-Shot Event Classification (FSEC) aims at developing a model for event prediction, which can generalize to new event types with a limited number of annotated data. Existing FSEC studies have achieved high accuracy on different benchmarks. However, we find they suffer from trigger biases that signify the statistical homogeneity between some trigger words and target event types, which we summarize as trigger overlapping and trigger separability. The biases can result in context-bypassing problem, i.e., correct classifications can be gained by looking at only the trigger words while ignoring the entire context. Therefore, existing models can be weak in generalizing to unseen data in real scenarios. To further uncover the trigger biases and assess the generalization ability of the models, we propose two new sampling methods, Trigger-Uniform Sampling (TUS) and COnfusion Sampling (COS), for the meta tasks construction during evaluation. Besides, to cope with the context-bypassing problem in FSEC models, we introduce adversarial training and trigger reconstruction techniques. Experiments show these techniques help not only improve the performance, but also enhance the generalization ability of models. Our data and code is available at: https://github.com/Wangpeiyi9979/Behind-the-Sцenes.
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1 INTRODUCTION
Event Classification (EC) is an important task in Information Extraction (IE). It aims at identifying specific types of events expressed in the text, and the event is usually signaled by a trigger, i.e., the word that evokes the event. Most traditional studies follow the supervised learning paradigm, which requires large-scale annotated data and is also limited to predefined event types. To ease the burden of data annotation and develop event classification models that can generalize to new event types, few-shot learning has been introduced to event classification, i.e., Few-Shot Event Classification (FSEC). FSEC usually adopts the meta-learning framework, which consists of a series of meta tasks. For each meta task, given event types with their instances in the support set, we need to predict which event type the query instance belongs to. Figure 1 illustrates a 3-way-2-shot meta task, i.e., 3 event types with 2 instances for each type, containing Attack, Arriving, and Death events with their triggers colored in red. The query instance is predicted as an Attack event.

Most existing FSEC studies are based on Prototypical Network [30] and achieve promising performance. Prototypical Network makes predictions according to the semantic distance between prototype vectors for event types and query instance embeddings. [15] and [16] further propose auxiliary losses, and [4] introduces a dynamic memory module into the prototypical network. These models all perform well on different datasets like MAVEN [33], FewEvent [4], and ACE05 [32]. For example, [15] can already achieve up to 87.2 accuracy on ACE05 under 5-way-10-shot setting.

However, are existing FSEC models really generalize well to unseen data in real scenarios? In this paper, we investigate this
issue in depth. As we noticed, there exist unbalanced distributions in current datasets, and existing studies construct meta tasks by uniform sampling from all instances in such datasets. We find it would bring about severe trigger biases, which we summarize as trigger overlapping and trigger separability. These trigger biases can further lead to context-bypassing problem in FSEC models, i.e., the model only relies on triggers to make predictions and totally ignores the context. Context-bypassing problem would make the model overly rely on spurious trigger-event alignment pattern in the dataset, and thus unable to generalize to the unseen data. Take the following 2-way-1-shot task as an example:

\[
S: \text{In 2011, Steve Jobs left this world}. \quad [\text{Death}] \\
\quad \begin{array}{l}
q_1: \text{The flight left Washington last night.} \quad [\text{Move}] \\
q_2: \text{Grandpa went to heaven.} \quad [\text{Death}]
\end{array}
\]

where \(S\) is support set, \(q_1, q_2\) are two queries, and \([-\cdot]\) denotes event type. Over-relying on the trigger overlapping pattern would mistakenly cause the model to choose the wrong event type. Furthermore, \textit{left} and \textit{went} are semantically similar, hence the model can only make correct choices if context is effectively modeled.

To further uncover the trigger biases in the data and better assess the generalization ability, we design two new sampling methods for meta tasks construction, Trigger-Uniform Sampling (TUS) and COnfusing Sampling (COS), to intentionally remove the bias in the data. Our experiments show that the accuracy of existing methods dramatically decreases by 20% ~ 35% on data generated by TUS and COS sampling methods.

To cope with the context-bypassing problem caused by the trigger biases, we introduce two techniques, adversarial training and trigger reconstruction. Experiments show they not only help improve the performance of the event classification model, but also enhance its generalization ability towards unseen data.

In summary, our contributions are three-fold. 1) To our best knowledge, we are the first to point out the trigger biases on Few-Shot Event Classification (FSEC), which may hurt the generalization ability of the classification models. 2) We propose two new sampling methods for meta tasks construction to assess the generalization ability of FSEC models. 3) We introduce two simple yet effective techniques, adversarial training and trigger reconstruction, to cope with the context-bypassing problem.

\section{BACKGROUND}

In this section, we introduce the task formulation of Few-Shot Event Classification (FSEC) and the sampling method for meta tasks construction. We also introduce Prototypical Network widely adopted by previous works in FSEC.

\subsection{Task Formulation}

Following [15], a meta task \(T\) in FSEC is formulated as follows. Under \(N\)-way-\(K\)-shot setting, the model is given a support set \(S\) with \(N\) event types, and there are \(K\) instances for each event type,

\[
S = \{(s^1_1, p^1_1, e_1), \ldots, (s^K_1, p^K_1, e_1), \ldots, (s^1_N, p^1_N, e_N), \ldots, (s^K_N, p^K_N, e_N)\}
\]

where \((s^i_j, p^i_j, e_i)\) denotes that event type \(e_i\) is expressed by sentence \(s^i_j\) and the \(p^i_j\)-th word in \(s^i_j\) is the trigger. Based on the support set \(S\), the goal is to predict the event type of the query \(q = (s_q, p_q)\), where \(s_q\) is the query sentence and \(p_q\) indicates the trigger position. Thus, we denote a meta task as \(T = (S, q)\). Both the training and test dataset consist of a series of meta tasks constructed by sampling from the datasets, \(D_{\text{train}} = \{T(i)\}_{i=1}^{D_{\text{train}}}, D_{\text{test}} = \{T(i)\}_{i=1}^{D_{\text{test}}}\), and their label space are guaranteed to be disjoint with each other.

\subsection{Instance-Uniform Sampling}

Previous studies construct FSEC meta tasks (i.e., support set and query) by Instance-Uniform Sampling (IUS) from event classification datasets. In detail, under \(N\)-way-\(K\)-shot settings, IUS firstly uniformly sample \(N\) different event types. Then, for each event type, IUS uniformly sample \(K\) instances from all instances of this event type to form the support set. The query construction is similar, i.e., randomly choose one of the \(N\) event types and then uniformly sample from all according instances.

\subsection{Prototypical Network}

Most previous methods [3, 4, 15, 16] are based on Prototypical Network [30]. Prototypical Network calculates a prototype vector, \(c_k \in \mathbb{R}^{d_m}\) for each event type through a neural network \(f_\theta\) with trainable parameters \(\theta\):

\[
c_k = \frac{1}{|S_k|} \sum_{(s^i_j, p^i_j, e_i) \in S_k} f_\theta(s^i_j, p^i_j)
\]

where \(S_k\) denotes the set of instances labeled with event type \(e_k\), and \(s^i_j, p^i_j\) are the corresponding sentence and trigger position. Given a distance function \(D: \mathbb{R}^{d_m} \times \mathbb{R}^{d_m} \rightarrow \mathbb{R}\), we predict the query instance \(q = (s_q, p_q)\) as the \(e_k\) event type in the support set with probability:

\[
P(y = e_k | s_q, p_q) = \frac{\exp(-D(f_\theta(s_q, p_q), c_k))}{\sum_{k'} \exp(-D(f_\theta(s_q, p_q), c_{k'}))}
\]

\section{TRIGGER BIASES PROBLEM}

In this section, we discuss the unbalanced distribution on current benchmarks (Sec. 3.1). We then demonstrate that the unbalanced distribution, along with instance-uniform sampling for meta tasks construction, results in trigger overlapping and trigger separability biases (Sec. 3.2). Finally, we introduce the context-bypassing problem caused by these trigger biases (Sec. 3.3).

\subsection{Unbalanced Distribution of Datasets}

Currently, meta-learning usually construct meta tasks by sampling data from annotated datasets. For event classification, there are three popular datasets, MAVEN [33], FewEvent [4], and ACE05 [32]. FewEvent is the extension version of ACE05, with more event types
and instances. We dive into these datasets and find that there are two noticeable distribution patterns.

Firstly, the long-tail distribution of triggers for an event. Figure 2 shows an example of the Building event type in MAVEN. A majority of instances contain top-frequent triggers, such as established. Statistically, as shown in Table 1, there are more than 60% instances involved with the top-5 frequent triggers of an event type on average, although an event type usually contains far more than 5 triggers, e.g., 66 triggers on average in MAVEN. Therefore, most instances of an event type are triggered by a small number of frequent triggers, while there are still some instances with many other triggers.

Secondly, the skewed event type distribution of top-frequent triggers. Figure 3 demonstrates an example of the top-frequent trigger of Arriving event type, enter. Most instances with trigger enter belongs to the Arriving event type, and there is only 12.4% of them belonging to other event types. Table 2 shows instances with top-5 triggers of different event types usually belong to only 1 ~ 3 event types. Besides, for a top-frequent trigger, more than 95% instances with it belong to the top-2 dominant event types of this trigger on average. It suggests that top-frequent triggers are usually strongly tied with their belonging dominant event types.

### 3.2 Trigger Biases: Trigger Overlapping and Trigger Separability

In this section, we introduce trigger overlapping and trigger separability biases, which are caused by the unbalanced distribution in datasets and the IUS method for meta tasks construction.

**Trigger Overlapping** Since instances with top-frequent triggers are more likely to be sampled by IUS, triggers in the meta task are limited to top-frequent triggers with high probability. Hence, the trigger of the query is very likely to be identical to triggers of some instances in the support set, which we call trigger overlapping bias. As shown in Figure 1, the trigger of both the query and instances

| Dataset   | #Event Types | #Triggers | Top-5 Ins% |
|-----------|--------------|-----------|------------|
| MAVEN     | 168          | 66        | 63%        |
| FewEvent  | 100          | 42        | 68%        |
| ACE05     | 33           | 50        | 60%        |

| Dataset   | #Avg Events | Top-1 Ins% | Top-2 Ins% |
|-----------|-------------|------------|------------|
| MAVEN     | 3.10        | 78%        | 95%        |
| FewEvent  | 2.38        | 75%        | 96%        |
| ACE05     | 1.48        | 90%        | 99%        |

Figure 4: GloVe embeddings of triggers of 5 event types in MAVEN dataset using t-SNE [31]. Triggers can be easily separated if only top-5 frequent triggers are considered, while it becomes chaotic with all triggers considered.

of Attack event type are attack. Hence, the model can correctly predict through this bias without considering the context. For further
Table 3: Accuracy under 4 different N-way-K-shot settings. We report the average accuracy of 5 random trials, along with the standard deviation. Results above the double line do not use GloVe embedding. Though ignoring all the context, String Match and GloVe Match still achieve comparable performance in comparison with other neural contextualized model.

(a) Results in FewEvent Dataset.

| Model                | 5-way-5-shot | 5-way-10-shot | 10-way-5-shot | 10-way-10-shot |
|----------------------|--------------|---------------|---------------|---------------|
| String Match         | 68.51 ± 0.13 | 77.29 ± 0.12  | 64.47 ± 0.05  | 74.37 ± 0.14  |
| Proto-CNN w/o GloVe Emb | 61.21 ± 1.15 | 69.86 ± 1.15  | 50.31 ± 2.00  | 57.13 ± 2.50  |
| Proto-BiLSTM w/o GloVe Emb | 63.12 ± 0.38 | 70.49 ± 0.47  | 57.39 ± 0.36  | 64.94 ± 0.71  |
| GloVe Match          | 84.90 ± 0.14 | 87.57 ± 0.13  | 79.10 ± 0.01  | 83.02 ± 0.05  |
| Proto-CNN            | 81.09 ± 1.52 | 84.21 ± 0.39  | 71.95 ± 0.65  | 77.80 ± 0.62  |
| Proto-BiLSTM         | 86.86 ± 0.18 | 89.06 ± 0.15  | 80.06 ± 0.33  | 84.09 ± 0.27  |

(b) Results in MAVEN Dataset.

| Model                | 5-way-5-shot | 5-way-10-shot | 10-way-5-shot | 10-way-10-shot |
|----------------------|--------------|---------------|---------------|---------------|
| String Match         | 61.06 ± 0.19 | 60.94 ± 0.11  | 32.42 ± 0.14  | 67.19 ± 0.12  |
| Proto-CNN w/o GloVe Emb | 41.88 ± 0.39 | 49.64 ± 1.40  | 31.18 ± 1.03  | 38.34 ± 1.93  |
| Proto-BiLSTM w/o GloVe Emb | 47.37 ± 0.66 | 57.02 ± 0.70  | 39.86 ± 0.41  | 49.54 ± 0.53  |
| GloVe Match          | 84.96 ± 0.09 | 88.62 ± 0.14  | 78.22 ± 0.13  | 82.67 ± 0.09  |
| Proto-CNN            | 82.44 ± 0.86 | 86.49 ± 0.55  | 74.92 ± 0.74  | 78.87 ± 0.32  |
| Proto-BiLSTM         | 85.61 ± 0.89 | 88.65 ± 0.80  | 78.95 ± 0.41  | 82.80 ± 0.43  |

3.3 Context-Bypassing Problem

Trigger overlapping and trigger separability biases bring the serious context-bypassing problem, i.e., the over-dependency on triggers in the sentence and the ignorance of useful information in the context. Previous FSEC models suffer from the context-bypassing problem. Besides, previous evaluation methods also have difficulty reflecting the generalization ability of models, and therefore the performance in previous studies may be overestimated.

We hypothesize that a model can still achieve high accuracy even if it only considers the trigger. To verify our hypothesis, we propose two extremely simple methods, i.e., String Match and GloVe Match, which totally abandon the contextual information of the instance. For String Match, we choose the event type containing the overlapped triggers with the query as our prediction, if the trigger overlapping occurs. Otherwise, we just randomly select an event type as our prediction. For Glove Match, we adopt the Prototypical Network, but only utilize the GloVe embedding of the triggers as the instance representations, without any neural architecture or surrounding contextual information. We compare them with CNN/BiLSTM-based Prototypical Network [4], which use CNN/BiLSTM as the encoder to encode the whole sentence to obtain instance representation, whose experimental settings are introduced in Section 6.2.

We conduct experiments on FewEvent and MAVEN dataset. As shown in Table 3(a) and Table 3(b), String Match outperforms CNN/BiLSTM-based model without GloVe embedding in most cases. For example, String Match achieves 11.53 and 15.14 accuracy improvement on average in FewEvent and MAVEN dataset, in comparison with CNN-based model. In addition, GloVe Match surprisingly achieves comparable performance with the BiLSTM-based
model, and even beat the CNN-based model with 4.89 average accuracy improvement in FewEvent dataset, and 2.94 in MAVEN dataset. These results support our claims that current evaluation methods cannot distinguish whether the model truly comprehends the semantic information and can well generalize to unseen data, or they just simply utilize the trigger biases without any comprehension.

4 TUS AND COS SAMPLING METHODS

To further uncover the trigger biases and assess the generalization ability of models, we propose two sampling methods, trigger-uniform sampling and confusion sampling to construct meta task. Similar to IUS, we uniformly sample N event types, but the following procedures are different.

4.1 Trigger-Uniform Sampling

Trigger-Uniform Sampling (TUS) is proposed to ease the trigger overlapping bias. When constructing meta tasks, for event type $e$ in support set $S$, we uniformly sample $K$ triggers from all triggers of $e$, regardless of their occurring frequency. Then we uniformly sample an instance from all instances of $e$ with the corresponding trigger. For query $q$, we randomly choose one of the $N$ event types, and the other operations are the same.

Treating each trigger equally, TUS ensures the triggers between query and support set are usually not overlapped, and the less frequent triggers are also considered. We expect that the evaluation can prevent the models from taking advantage of trigger overlapping bias to achieve high accuracy.

4.2 Confusion Sampling

CONfusion Sampling (COS) is proposed to ease the trigger separability bias, which pays more attention to confusing triggers. In detail, COS consists of two steps: trigger partition and trigger sampling.

**Trigger partition** Considering a meta task $\mathcal{T}$, for each event type $e$, we split all of its triggers $T_e$ into confusing $S_{con}$ and non-confusing sets $S$. Intuitively, a trigger $t$ is confusing for an event type $e$, if $t$ is relatively different from other triggers in the same event type $T_e$, and relatively similar to triggers in other event types $T_{\bar{e}}$ in $\mathcal{T}$. For example, some triggers may be shared across different events, and they can be confusing for their belonging events, such as trigger offer for event type Financing and Employment. The detailed partition process is shown in Algorithm 1, where we use L2 distance of GloVe embedding to measure the similarity of triggers, and pick up confusing triggers according to the comprehensive distance $d_{com}$ we define in Line 6. Note that the confusion set $S_{con}$ for an event type $e$ would vary in different meta tasks, as the other event types $e_0$ would change.

**Trigger sampling** We sample trigger $t$ for each event type $e$ from confusion set $S_{con}$ with a controlling probability $p$, otherwise from non-confusion set $S$. Then we uniformly sample an instance from all instances with trigger $t$ of the corresponding event type. The operation for query is similar.

In general, instances with confusing triggers can be correctly predicted only if the context is utilized, because the superficial features of triggers may be misleading. Therefore, confusing sampling can avoid the models to make use of trigger separability bias to gain high accuracy during evaluation.

Note that when we change IUS to TUS or COS to construct meta tasks during evaluation, we find the accuracy of existing models dramatically decreases by 17.09 - 29.17 (Sec. 6.4), which suggests that the trigger biases do exist and they bring about serious context-bypassing problem.

5 STRATEGIES TO HANDLE CONTEXT-BYPASSING PROBLEM

In this section, we introduce adversarial training and trigger reconstruction strategies to handle the context-bypassing problem in FESC models. Both of them try to mitigate the over-reliance on the trigger to improve the generalization ability of models.

5.1 Adversarial Training

The adversarial training method is introduced by [11]. Specifically, given sample $X$ and its label $y$, adversarial training tries to add some noise $\delta$, where $\|\delta\| \leq \epsilon$ and $\epsilon$ is a constant, such that the loss function $L(\cdot, y)$ is maximized by $\delta$. Therefore, the final loss function of adversarial training to optimize model parameters $\theta$ is the following min-max objective:

$$\min_{\theta} \max_{\|\delta\| \leq \epsilon} L(f_{\theta}(X + \delta), y)$$

(1)

In our paper, we add such noise to the trigger embedding, which tries to cut off the statistical homogeneity between triggers and event types and hence enforce the model to consider the context. Specifically, we train the model in the following way. Firstly, we calculate the cross entropy loss $L_{ce}$ and derive the gradients as normal. Secondly, according to [25], we add $\delta = \frac{\epsilon \text{tri}}{\|\text{tri}\|^2_{\infty}}$ to the trigger embedding, where $\text{tri}$ denotes the gradients of trigger embedding. The motivation is that the gradient is the direction of the steepest ascent for the loss function, and therefore we add noise in this direction for
the adversarial attack. Thirdly, we calculate the loss $L_{adv}$ another time with this new noisy trigger embedding. Finally, we sum up the two losses with weight $\alpha$ as follows:

$$L = L_{cc} + \alpha L_{adv}$$  \hspace{1cm} (2)

and update the parameters of the models, where $\alpha$ is a controlling hyperparameter. In this way, the model is forced to also consider the context, and therefore enhance the generalization ability.

5.2 Trigger Reconstruction

We propose to reconstruct the trigger word through the context to enhance the ability of the model to comprehend the context, and therefore mitigate the context-bypassing problem. In detail, we mask the trigger, i.e., replace the trigger with a special token like [MASK], and reconstruct the trigger token based on all the other tokens, i.e., the context around. In the implementation, we use the contextualized hidden state in the trigger position after encoding to predict the trigger token. This is similar to the masked language modeling task [5], while there are still some important differences. a) We only reconstruct the trigger token rather than random tokens. b) We mask the token with 100% probability. We denote the reconstruction loss as $L_{rec}$ and derive the loss as follows with weight $\beta$:

$$L = L_{cc} + \beta L_{rec}$$  \hspace{1cm} (3)

6 EXPERIMENTS

6.1 Dataset

We conduct the experiments on two popular event classification dataset, MAVEN [33] and FewEvent [4]. As FewEvent is the extension of ACE05 [32], we omit the experiments on ACE05. MAVEN contains 51,173 instances for 168 event types. We filter out event types containing less than 100 instances, with 134 event types remained. FewEvent contains 67,841 instances for 100 event types. We also filter event types containing less than 40 instances and obtain the remaining 48 event types. We randomly choose 109/12/13 and 27/10/11 event types for train/dev/test set for MAVEN and FewEvent respectively, which involves 33,993/4,329/12,851 and 49,269/7,171/11,401 instances respectively.

6.2 Experimental Setting

Our experiments settings are as follows, for CNN-based models, we set the window size and filter number to 3 and 300, and use max-pooling to obtain instance representation. For BiLSTM-based models, we set the hidden size to 300 with a single layer. We use 300d GloVe [27] embedding, and 50d position embedding which indicates the distance between current token to trigger token following [15]. For BERT [5], we use the BERT-base-uncased version provided by Huggingface\(^1\). We use the final hidden states in trigger position as instance representations for BiLSTM/BERT-based model. We set $\epsilon = 0.5$ for adversarial training, $\alpha = 1.0$ and $\beta = 0.1$ for trigger reconstruction. Adam [14] is used as optimizer, and the learning rate is set to $3e-5$ and $1e-4$ for BERT and non-BERT modules. Besides, we set a patience number to 3, so that we could stop the learning early if there is no further performance improvement on validation set, and choose the best checkpoint in validation set to evaluate on the test set. We set $U = 6$ and $p = 1.0$ for COS. We construct 10,000 meta tasks for each evaluation, and report the average accuracy of 5 different random seeds. We use a single GeForce RTX 3090 GPU to run our experiments.

6.3 Baselines

We use the following models as baselines. 1) Proto-CNN/Proto-BERT: [30] proposes Prototypical Network as introduced in Section. 2.3 and they use L2 distance. In our paper, we use CNN, BiLSTM, and BERT as the encoder for Prototypical Network respectively. 2) HATT/HATT-BERT: [9] proposes HATT based on Prototypical Network, which uses hybrid attention, i.e., instance-level attention to focus on query-related instances, and feature-level attention to pay more attention to discriminative feature dimensions. We use both CNN encoder (HATT) and BERT encoder (HATT-BERT). 3) HATT+LoLoss: On top of HATT, [15] introduces an auxiliary loss, LoLOSS, which is calculated by taking some instances of support set as queries to construct extra meta tasks. It can also be viewed as a method of data augmentation. We use CNN as encoder. 4) HATT+Loss\(_{\text{intra}}\): [16] proposes two auxiliary loss, Loss\(_{\text{intra}}\) to minimize the distance between instances in the same class, and Loss\(_{\text{inter}}\) to maximize distance between pairs of prototypes. We use Loss\(_{\text{intra}}\) to refer to both, and CNN as encoder.

6.4 Results Under New Sampling Methods

We have proposed TUS and COS for meta tasks construction (Section. 4). In this section, we reveal the experimental results of different models when using these two new sampling methods, which aims to: 1) prove the trigger biases and context-bypass problems do exist, 2) and illustrate the strength of our proposed sampling methods to assess the generalization ability of models.

As Table 4(a) shown, for the FewEvent dataset, although all the methods achieve promising results under IUS, their performance dramatically decrease if the sampling methods are changed to TUS and COS. Specifically, since the trigger biases are eased by TUS and COS, methods that ignore the context, e.g., String Match, drops 56.86 accuracy under TUS in comparison with IUS, and even drops 56.99 accuracy under COS (indicated by Mean $\Delta$). Besides, non-BERT models also have a decline of accuracy ranging from 21.31 to 26.43 and 23.18 to 29.17 under TUS and COS, suggesting that these models may over-rely on trigger biases and the generalization ability is damaged. The degree of accuracy decline is relatively small for models with powerful contextualized encoder BERT, while it is still up to 19.87 accuracy decrease. The experimental results in MAVEN dataset is similar, which is shown in Table 4(b). Adopting TUS method leads to 23.13 to 29.32 accuracy decrease for different models, and it is even worse when we adopt COS method to construct meta tasks, with up to 30.75 to 39.29 accuracy decrease.

In summary, changing traditional IUS method into TUS or COS to construct meta tasks leads to significant performance decrease. It suggests that the event classification models are overestimated since they take advantage of the trigger biases, and using TUS and COS can help assess the generalization ability of these models.

\(^1\)https://huggingface.co/bert-base-uncased/tree/main
Table 4: Accuracy under different sampling methods for meta tasks construction. We report the average accuracy of 5 random trials. Mean Δ denotes the mean accuracy difference under TUS/COS in comparison with IUS across 4 N-way-K-shot settings. The accuracy of all models dramatically decreases when changing the sampling methods from IUS to TUS/COS.

(a) Results on FewEvent Dataset.

| Model          | 5-way-5-shot | 5-way-10-shot | 10-way-5-shot | 10-way-10-shot | Mean Δ |
|----------------|--------------|---------------|---------------|---------------|--------|
| IUS            |              |               |               |               |        |
| String Match   | 68.51        | 19.51         | 19.36         | 77.29         | -56.86 |
| GloVe Match    | 84.90        | 57.88         | 54.54         | 87.57         | -31.97 |
| Proto-CNN      | 81.09        | 61.84         | 60.50         | 84.21         | -49.14 |
| Proto-BiLSTM   | 86.86        | 63.43         | 59.70         | 89.06         | -37.48 |
| HATT           | 82.95        | 64.30         | 59.76         | 85.24         | -37.82 |
| HATT+LoLoss    | 83.40        | 64.50         | 62.54         | 87.35         | -39.29 |
| Proto-BERT     | 84.96        | 78.89         | 78.22         | 95.24         | -40.52 |
| HATT-BERT      | 94.01        | 80.01         | 77.75         | 95.44         | -41.78 |
| HATT+LoLoss    | 94.98        | 80.11         | 77.75         | 95.44         | -42.05 |

(b) Results on MAVEN Dataset.

| Model          | 5-way-5-shot | 5-way-10-shot | 10-way-5-shot | 10-way-10-shot | Mean Δ |
|----------------|--------------|---------------|---------------|---------------|--------|
| IUS            |              |               |               |               |        |
| String Match   | 61.06        | 19.82         | 19.59         | 71.85         | -57.04 |
| GloVe Match    | 84.96        | 59.71         | 54.57         | 88.62         | -27.38 |
| Proto-CNN      | 82.44        | 57.15         | 46.19         | 86.49         | -41.96 |
| Proto-BiLSTM   | 85.61        | 60.95         | 49.04         | 88.65         | -30.07 |
| HATT           | 84.08        | 57.60         | 45.90         | 87.77         | -31.13 |
| HATT+LoLoss    | 84.98        | 57.65         | 46.51         | 88.82         | -31.42 |
| HATT+Loss_int  | 83.75        | 57.02         | 46.47         | 87.93         | -31.78 |
| Proto-BERT     | 90.48        | 69.31         | 60.46         | 92.37         | -45.18 |
| HATT-BERT      | 90.07        | 65.01         | 55.56         | 92.94         | -46.86 |

Table 5: Accuracy on FewEvent. We report the average accuracy of 5 random trials. Using adversarial training (+adv) and trigger reconstruction (+rec) leads to improvements under different sampling methods for evaluation.

| Model          | 5-way-5-shot | 5-way-10-shot | 10-way-5-shot | 10-way-10-shot | Mean Δ |
|----------------|--------------|---------------|---------------|---------------|--------|
| IUS            |              |               |               |               |        |
| Proto-CNN      | 81.09        | 61.84         | 60.50         | 84.21         | -49.14 |
| Proto-BiLSTM   | 86.86        | 63.43         | 59.70         | 89.06         | -37.54 |
| HATT           | 82.95        | 64.30         | 59.76         | 85.24         | -37.82 |
| HATT+LoLoss    | 83.40        | 64.50         | 62.54         | 87.35         | -39.29 |
| HATT+Loss_int  | 83.75        | 57.02         | 46.47         | 87.93         | -31.78 |
| Proto-BERT     | 90.48        | 69.31         | 60.46         | 92.37         | -45.18 |
| HATT-BERT      | 90.07        | 65.01         | 55.56         | 92.94         | -46.86 |

6.5 Results with Proposed Strategies
As shown in Table 5 and Table 6, using adversarial training (+adv) and trigger reconstruction (+rec) yield significant improvements across different N-way-K-shot settings on both two datasets. Take 10-way-5-shot for example. When we use traditional IUS method to construct meta tasks, adversarial training (+adv) and trigger reconstruction (+rec) lead to 1.24 and 0.76 score improvement for Proto-CNN on FewEvent, while combing both of them can further achieve 1.58 score improvement. More importantly, when we
Table 6: Accuracy on MAVEN. We report the average accuracy of 5 random trials. Using adversarial training (+adv) and trigger reconstruction (+rec) leads to improvements under different sampling methods for evaluation.

| Model      | 5-way-5-shot | 5-way-10-shot | 10-way-5-shot | 10-way-10-shot |
|------------|--------------|---------------|---------------|---------------|
|            | IUS          | TUS           | COS           | IUS           | TUS           | COS           | IUS           | TUS           | COS           |
| Proto-CNN  | 82.44        | 57.15         | 46.19         | 86.49         | 62.60         | 53.21         | 74.92         | 42.73         | 34.67         |
| +adv       | 83.39        | 58.54         | 48.05         | 87.63         | 64.44         | 55.44         | 76.22         | 44.09         | 35.55         |
| +rec       | 83.35        | 56.94         | 47.19         | 87.03         | 63.37         | 53.63         | 75.36         | 43.41         | 35.23         |
| +adv+rec   | 83.90        | 58.93         | 48.26         | 87.58         | 64.96         | 55.21         | 76.27         | 44.34         | 36.12         |
| Proto-BERT | 90.48        | 69.31         | 60.46         | 92.37         | 75.30         | 68.06         | 84.89         | 55.91         | 47.81         |
| +adv       | 90.67        | 69.89         | 60.68         | 92.74         | 75.43         | 69.71         | 85.93         | 56.89         | 49.07         |
| +rec       | 90.59        | 69.70         | 60.51         | 92.24         | 75.43         | 68.59         | 85.32         | 56.84         | 48.71         |
| +adv+rec   | 90.80        | 70.70         | 61.30         | 92.82         | 76.03         | 70.06         | 86.00         | 57.18         | 49.44         |

Figure 5: Comparison of triggers of two meta tasks constructed by Instance Uniform Sampling (IUS) and Trigger Uniform Sampling (TUS). The task constructed by IUS has serious trigger overlapping bias (supported is the trigger of both query and support set instances), while TUS eases this bias. QT: Query Trigger.

Figure 6: Comparison of trigger GloVe embeddings of meta tasks constructed by (a) Instance Uniform Sampling (IUS) method and (b) COnfusion Sampling (COS) method, using t-SNE. The circulars represent triggers in the support set, and the pentacle represents trigger of the query. Different colors represent different event types.
method encourages the triggers not to cluster, and hence eases the trigger separability bias.

7.2 Effect of Training Strategies
In order to achieve more robust model for FSEC, we design two training strategies, adversarial training and trigger reconstruction. As shown in Figure 7, the query instance with trigger 
\textit{bought} belongs to \textit{Supply} event type. However, vanilla Proto-BERT model has difficulty dealing with such meta task, because the trigger \textit{bought} is often used in commerce scenarios, and it is semantically closer to triggers of event \textit{Commerce_Pay}. Instead, training with adversarial training and trigger reconstruction techniques encourages the model to pay attention to the context, and therefore the model succeed to mitigate the context-bypassing problem and correctly predict.

8 RELATED WORK

Event Detection Event detection is an important task in Information Extraction [34, 35], which consists of Trigger Identification and Event Classification. Trigger Identification aims at extracting all the event triggers from the sentence and Event Classification needs to classify them into the corresponding event type. The previous event detection methods can be broadly divided into two categories. One is the two-stage model, which first performs Trigger Identification, then does Event Classification. For example, in the first stage, [10] identifies triggers through string matching with training corpus and database. [8] utilizes a bi-directional LSTM to extract triggers. [18] proposes a Trigger Nugget Generator to generate event triggers. Then, they propose different neural networks to do event classification with triggers and sentence as inputs. The other is the one-stage model, which regards all the tokens in the sentence as trigger candidates, and performs event classification with an extra event type \textit{MA}, which means the corresponding token is not a trigger. For example, [20] proposes a neural network with supervised attention mechanisms. [26] utilizes dependency tree and Graph Convolutional Network. [19] designs a teacher-student framework. In this paper, we focus on Event Classification task, since Trigger Identification can be solved by the pre-stage model.

Few-Shot Event Classification To mitigate the data-hungry problem and generalize to new event types, Few-Shot Event Classification (FSEC) is proposed. Most methods of FSEC adopt the meta-learning framework formulating FSEC as a sequence of tasks containing support sets and query instance. On top of Prototypical Network [30], [15] propose an auxiliary loss from the viewpoint of data augmentation. [16] also introduce two new auxiliary losses for intra-event and inter-event regularization. [4] further use dynamic memory module to extract richer semantic features. [3] formulate the this problem as a sequence-tagging task instead and introduces amortized conditional random field. All these methods achieve high accuracy, however, we find that they are overestimated due to some trigger biases.

Biases in NLP [29] propose a unified framework to analyze biases in NLP, and define four potential origins of biases: label bias, selection bias, model overamplification bias, and semantic bias. The trigger bias proposed in our paper belongs to \textit{selection bias} and \textit{model overamplification bias}. Bias has also been investigated in natural language inference [1, 6, 7, 13, 21–23], question answering [24], ROC story cloze [2, 28], lexical inference [17], visual question answering [12], etc. To our best knowledge, we are the first to present the biases in FSEC, i.e., trigger overlapping and trigger separability.

9 CONCLUSION
Despite the promising performance, previous Few-Shot Event Classification (FSEC) models may be overestimated due to trigger biases. We analyze the causes of the trigger biases, and show that it can lead to the serious context-bypassing problem, i.e., correct predictions can be gained by only the trigger without any context. To further uncover the trigger biases problem and better assess the generalization ability of models, we propose two new sampling methods for more challenging meta tasks construction. Besides, we introduce adversarial training and trigger reconstruction techniques to handle the context-bypassing problem in FSEC models.

Our analysis can also extend to other few-shot learning tasks that construct meta tasks by simple uniform sampling from unbalanced data, which we leave as future work.
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