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Abstract

If \( g \) is a contragredient Lie superalgebra and \( \gamma \) is a root of \( g \), we prove the existence and uniqueness of Šapovalov elements for \( \gamma \) and give upper bounds on the degrees of their coefficients. Then we use Šapovalov elements to define some new highest weight modules.

If \( X \) is a set of orthogonal isotropic roots and \( \lambda \in h^\ast \) is such that \( \lambda + \rho \) is orthogonal to all roots in \( X \), we construct a highest weight module \( M^X(\lambda) \) with character \( e^{\lambda}p_X \). Here \( p_X \) is a partition function that counts partitions not involving roots in \( X \). Examples of such modules can be constructed via parabolic induction provided \( X \) is contained in the set of simple roots of some Borel subalgebra. However our construction works without this condition and provides a highest weight module for the distinguished Borel subalgebra. The main results are analogs of the Šapovalov determinant and the Jantzen sum formula for \( M^X(\lambda) \) when \( g \) has type \( A \).

We also explore the behavior of Šapovalov elements when the Borel subalgebra is changed, relations between Šapovalov elements for different roots, and the survival of Šapovalov elements in factor modules of Verma modules. In type \( A \) we give a closed formula for Šapovalov elements and give a new approach to results of Carter and Lusztig [CL74].

For the proof of the main results it is enough to study the behavior for certain “relatively general” highest weights. Using an equivalence of categories due to Cheng, Mazorchuk and Wang [CMW13], the information we require is deduced from the behavior of the modules \( M^X(\lambda) \) when \( g = \mathfrak{gl}(2,1) \) or \( \mathfrak{gl}(2,2) \). These low dimensional cases are studied in detail in an appendix.
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1 Introduction.

Throughout this paper we work over an algebraically closed field $k$ of characteristic zero. If $\mathfrak{g}$ is a simple Lie algebra necessary and sufficient conditions for the existence of a non-zero homomorphism from $M(\mu)$ to $M(\lambda)$ can be obtained by combining work of Verma [Ver68] with work of Bernstein, Gelfand and Gelfand [BGG71], [BGG75]. Such maps can be described explicitly in terms of certain elements introduced by N.N. Šapovalov in [Šap72]. Verma modules are fundamental objects in the study of category $O$, a study that has blossomed into an extremely rich theory in the years since these early papers appeared. We refer to the book by Humphreys [Hum08] for a survey.

Significant advances have been made in the study of finite dimensional modules, and more generally modules in the category $O$ for classical simple Lie superalgebras using a variety of techniques. After the early work of Kac [Kac77a], [Kac77b] the first major advance was made by Serganova who used geometric techniques to obtain a character formula for finite dimensional simple modules over $\mathfrak{gl}(m,n)$, [Ser96]. The next development was Brundan’s approach to the same problem using a combination of algebraic and combinatorial techniques [Bru03]. For more recent developments concerning the category $O$ for Lie superalgebras, see the survey article [Bru14] by Brundan and the book [CW12] by Cheng and Wang.

The Šapovalov determinant, also introduced in [Šap72] has been developed in a variety of contexts, such as Kac-Moody algebras [KK79], quantum groups [Jos95], generalized Verma modules [KM99], and Lie superalgebras [Gor02], [Gor04], [Gor06]. The factorization of the Šapovalov determinant is the key ingredient in the proof of the original Jantzen sum formula, [Jan79] Satz 5.3, see also [KK79], [MP95] Corollary to Theorem 6.6.1 for the Kac-Moody case.

Šapovalov elements have also appeared in a number of situations in representation theory. Though not given this name, they appear in the work of Carter and Lusztig [CL74]. Indeed determinants similar to those in our Theorem 9.4 were introduced in [CL74] Equation (5), and our Corollary 9.6 may be viewed as a version of [CL74] Theorem 2.7. Carter and Lusztig use their result to study tensor powers of the defining representation of $GL(V)$, and homomorphisms between Weyl modules in positive characteristic, see also [CP80] and [Fra88]. Later Carter [Car87] used
Šapovalov elements to construct raising and lowering operators for $\mathfrak{sl}(n, \mathbb{C})$, see also [Bru98], [Car95]. In [Car87], these operators are used to construct orthogonal bases for non-integral Verma modules, and all finite dimensional modules for $\mathfrak{sl}(n, \mathbb{C})$.

More recently Kumar and Letzter gave degrees on the coefficients of Šapovalov elements. In the Lie algebra case, our Theorem 1.2 is roughly equivalent to [KL97] Propositions 5.2 and 5.6. Kumar and Letzter use their result to obtain a new proof of the irreducibility of the Steinberg module for restricted enveloping algebras and their quantized cousins. They also apply their results in these cases to derive versions of the Jantzen sum formula originally obtained by Andersen, Jantzen and Soergel, [AJS94] Proposition 6.6. The Strong Linkage Principle may be deduced from this sum formula.

The purpose of this paper is to initiate the study of these closely related topics in the super case. New phenomena arise due to the presence of isotropic roots. We note that in order to pass to positive characteristic, the results in [CL74] and [KL97] are formulated using the Kostant $\mathbb{Z}$-form of $U(g)$. It is easily seen that our main results can be so formulated. However we do not go in that direction.

I would like to thank Jon Brundan for suggesting the use of noncommutative determinants to write Šapovalov elements for $\mathfrak{gl}(m,n)$ in Section 9, and raising the possibility of using Theorem 9.1 to prove Theorem 10.4. I also thank Kevin Coulembier, Volodymyr Mazorchuk and Vera Serganova for some helpful correspondence.

1.1 Preliminaries.

Before we state the main results, we introduce some notation. Throughout the paper $[n]$ denotes the set of integers $\{1, 2, \ldots, n\}$. Let $\mathfrak{g} = \mathfrak{g}(A, \tau)$ be a finite dimensional contragredient Lie superalgebra with Cartan subalgebra $\mathfrak{h}$, and set of simple roots $\Pi$. The superalgebras $\mathfrak{g}(A, \tau)$ coincide with the basic classical simple Lie superalgebras, except that instead of $\mathfrak{psl}(n,n)$ we obtain $\mathfrak{gl}(n,n)$. Let $\Delta^+$ and

$$\Delta = \mathfrak{n}^- \oplus \mathfrak{h} \oplus \mathfrak{n}^+ \quad (1.1)$$

be the set of positive roots containing $\Pi$, and the corresponding triangular decomposition of $\mathfrak{g}$ respectively. We use the Borel subalgebras $\mathfrak{b} = \mathfrak{h} \oplus \mathfrak{n}^+$ and $\mathfrak{b}^- = \mathfrak{n}^- \oplus \mathfrak{h}$. The Verma module $M(\lambda)$ with highest weight $\lambda \in \mathfrak{h}^*$, and highest weight vector $v_\lambda$ is induced from $\mathfrak{b}$. Denote the unique simple factor of $M(\lambda)$ by $L(\lambda)$.

We use the definition of partitions from [Mus12] Remark 8.4.3. Set $Q^+ = \sum_{\alpha \in \Pi} \mathbb{N} \alpha$. If $\eta \in Q^+$, a partition of $\eta$ is a map $\pi : \Delta^+ \to \mathbb{N}$ such that $\pi(\alpha) = 0$ or 1 for all isotropic roots $\alpha$, $\pi(\alpha) = 0$ for all even roots $\alpha$ such that $\alpha/2$ is a root, and

$$\sum_{\alpha \in \Delta^+} \pi(\alpha) \alpha = \eta. \quad (1.2)$$

For $\eta \in Q^+$, we denote by $\mathbf{P}(\eta)$ the set of partitions of $\eta$. (Unlike the Lie algebra case, there can be $\eta \in Q^+$ for which $\mathbf{P}(\eta)$ is empty). If $\pi \in \mathbf{P}(\eta)$ the degree of
\( \pi \) is defined to be \( |\pi| = \sum_{\alpha \in \Delta^+} \pi(\alpha) \). If \( \sigma, \pi \) are partitions we say that \( \sigma + \pi \) is a partition if \( \sigma(\alpha) + \pi(\alpha) \leq 1 \) for all isotropic roots \( \alpha \). In this case \( \sigma + \pi \) is defined by \((\sigma + \pi)(\gamma) = \sigma(\gamma) + \pi(\gamma)\) for all positive roots \( \gamma \).

Next we introduce generating functions for certain kinds of partitions. If \( X \) is any set of positive roots and \( \eta \in \Delta^+ \), set

\[
P_{\pi_X}(\eta) = \{ \pi \in P(\eta) | \pi(\alpha) = 0 \text{ for all } \alpha \in X \}.
\]

and \( p_{\pi_X}(\eta) = |P_{\pi_X}(\eta)| \). Usually \( X \) will be a set of pairwise orthogonal isotropic roots, but in the Jantzen sum formula \( X \) will sometimes include even roots, see (11.14).

Let \( \pi_X = \{ \gamma \} \) be the set of even roots contained in \( X \), and set \( p_X = \sum p_{\pi_X}(\eta) e^{-\eta} \). Then

\[
p_X = \prod_{\alpha \in \Delta^+ \setminus X_1} (1 + e^{-\alpha}) \prod_{\alpha \in \Delta^+ \setminus X_0} (1 - e^{-\alpha}). \tag{1.3}
\]

If \( X \) is empty, set \( p = p_X \), and if \( X = \{ \gamma \} \) is a singleton write

\[
\mathcal{P}_{\gamma}(\eta), \quad p_{\gamma}(\eta), \quad \text{and } p_{\gamma} \tag{1.4}
\]

instead of \( \mathcal{P}_{\pi_X}(\eta), p_{\pi_X}(\eta), \) and \( p_X \). In Section 6 we also use the usual definition of a partition. Thus for \( \eta \in Q^+ \), let \( P_X(\eta) \) denote the set of all functions \( \pi : \Delta^+ \to \mathbb{N} \) such that (1.2) holds, \( \pi(\alpha) = 0 \) or \( 1 \) for \( \alpha \) an odd root and \( \pi(\alpha) = 0 \) for \( \alpha \in X \). The main difference between the two notations arises in the definition of the elements \( e^{-\pi} \) in (1.6) below, see [Mus12] Example 8.4.5 for the case where \( g = \mathfrak{osp}(1,2) \).

We denote the usual BGG category \( \scr{O} \) of \( g_0 \) modules here by \( \scr{O}_0 \) and reserve \( \scr{O} \) for the category of \( \mathbb{Z}_2 \)-graded \( g \)-modules which are objects of \( \scr{O}_0 \) when regarded as \( g_0 \)-modules. Morphisms in \( \scr{O} \) preserve the grading. For a module \( M \) in the category \( \scr{O}_0 \), the character of \( M \) is defined by \( \text{ch}(M) = \sum_{\eta \in \mathfrak{h}^*} \dim_k M^\eta e^{\eta} \). Recall that the Verma module \( M(\lambda) \) has character \( e^\lambda p \).

Fix a non-degenerate invariant symmetric bilinear form \((\ , \ )\) on \( \mathfrak{h}^* \), and for all \( \alpha \in \mathfrak{h}^* \), let \( h_\alpha \in \mathfrak{h} \) be the unique element such that \((\alpha, \beta) = \beta(h_\alpha) \) for all \( \beta \in \mathfrak{h}^* \). Then for all \( \alpha \in \Delta^+ \), choose elements \( e_{\pm \alpha} \in \mathfrak{g}^{\pm \alpha} \) such that

\[
[e_{\alpha}, e_{-\alpha}] = h_\alpha.
\]

It follows that if \( v_\mu \) is a highest weight vector of weight \( \mu \) then

\[
e_{\alpha} e_{-\alpha} v_\mu = h_\alpha v_\mu = (\mu, \alpha) v_\mu. \tag{1.5}
\]

Fix an order on the set \( \Delta^+ \), and for \( \pi \) a partition, set

\[
e_{-\pi} = \prod_{\alpha \in \Delta^+} e_{-\alpha}^{\pi(\alpha)}. \tag{1.6}
\]
the product being taken with respect to this order. In addition set
\[ e_\pi = \prod_{\alpha \in \Delta^+} e^{\pi(\alpha)}, \tag{1.7} \]
where the product is taken in the opposite order. The elements \( e_{-\pi} \), with \( \pi \in \mathcal{P}(\eta) \) form a basis of \( U(n^-)^{-\eta} \), [Mus12] Lemma 8.4.1.

For a non-isotropic root \( \alpha \), we set \( \alpha^\vee = 2\alpha/(\alpha,\alpha) \), and denote the reflection corresponding to \( \alpha \) by \( s_\alpha \). As usual the Weyl group \( W \) is the subgroup of \( GL(h^*) \) generated by all reflections. For \( u \in W \) set
\[ N(u) = \{ \alpha \in \Delta^+_0 | u\alpha < 0 \}, \quad \ell(u) = |N(u)|. \tag{1.8} \]
We use the following well-known fact several times.

**Lemma 1.1.** If \( w = s_\alpha u \) with \( \ell(w) > \ell(u) \) and \( \alpha \) is an isotropic root which is simple for \( g_0 \), then we have a disjoint union
\[ N(w^{-1}) = s_\alpha N(u^{-1}) \cup \{\alpha\}. \tag{1.9} \]

**Proof.** See for example [Hum90] Chapter 1. \( \square \)

Set
\[ \rho_0 = \frac{1}{2} \sum_{\alpha \in \Delta^+_0} \alpha, \quad \rho_1 = \frac{1}{2} \sum_{\alpha \in \Delta^+_1} \alpha, \quad \rho = \rho_0 - \rho_1. \tag{1.10} \]

Usually we work with a fixed Borel subalgebra \( b \) which we take to be either the distinguished Borel from [Kac77a] Table VI, or an anti-distinguished Borel, defined in Appendix A. If necessary to emphasize the role played by the Borel subalgebra, we write \( \rho_1 = \rho_1(b) \) and \( \rho = \rho(b) \). Note that \( b_0 \) is fixed throughout. A finite dimensional contragredient Lie superalgebra \( g \) has, in general several conjugacy classes of Borel subalgebras, and this both complicates and enriches the representation theory of \( g \). The complications are partially resolved by at first fixing a Borel subalgebra (or equivalently a basis of simple roots for \( g \)) with special properties. Then in Section 4 we study the effect of changing the Borel subalgebra.

### 1.2 Main Themes.

**A. Coefficients of Šapovalov elements.**

Fix a positive root \( \gamma \) and a positive integer \( m \). If \( \gamma \) is isotropic, assume \( m = 1 \), and if \( \gamma \) is odd non-isotropic, assume that \( m \) is odd. There are two special partitions of \( m\gamma \). Let \( \pi^0 \in \mathcal{P}(m\gamma) \) be the unique partition of \( m\gamma \) such that \( \pi^0(\alpha) = 0 \) if \( \alpha \in \Delta^+ \setminus \Pi \). The partition \( m\pi^0 \gamma \) of \( m\gamma \) is given by \( m\pi^0(\gamma) = m \), and \( m\pi^0(\alpha) = 0 \) for all positive roots \( \alpha \) different from \( \gamma \). We say that \( \theta = \theta_{\gamma,m} \in U(b^-)^{-m\gamma} \) is a Šapovalov element for the pair \( (\gamma,m) \) if it has the form has the form
\[ \theta = \sum_{\pi \in \mathcal{P}(m\gamma)} e_{-\pi} H_\pi, \tag{1.11} \]
Theorem 1.2. Suppose $H_\pi \in U(\mathfrak{g})$, $H_{\pi^0} = 1$, and
\[ e_\alpha \theta \in U(\mathfrak{g})(h_\gamma + \rho(h_\gamma) - m(\gamma, \gamma)/2) + U(\mathfrak{g})\mathfrak{n}^+, \] for all $\alpha \in \Delta^+$. (1.12)

We call the $H_\pi$ in (1.11) the coefficients of $\theta$. For a semisimple Lie algebra, the existence of such elements was shown by Šapovalov, [Šap72] Lemma 1. The Šapovalov element $\theta_{\gamma, m}$ has the important property that if $\lambda$ lies on a certain hyperplane then $\theta_{\gamma, m} v_\lambda$ is a highest weight vector in $M(\lambda)$. Indeed set
\[ \mathcal{H}_{\gamma,m} = \{ \lambda \in \mathfrak{h}^* | (\lambda + \rho, \gamma) = m(\gamma, \gamma)/2 \}. \] (1.13)

Then $\theta_{\gamma, m} v_\lambda$ is a highest weight vector of weight $\lambda - m \gamma$ in $M(\lambda)$ for all $\lambda \in \mathcal{H}_{\gamma,m}$. The normalization condition $H_{\pi^0} = 1$ guarantees that $\theta_{\gamma, m} v_\lambda$ is never zero. If $\gamma$ is isotropic, to simplify notation we set $\mathcal{H}_\gamma = \mathcal{H}_{\gamma,1}$, and denote a Šapovalov element for the pair $(\gamma, 1)$ by $\theta_\gamma$. When $X$ is an orthogonal set of isotropic roots, we set $\mathcal{H}_X = \bigcap_{\gamma \in X} \mathcal{H}_\gamma$.

We give bounds on the degrees of the coefficients $H_\pi$ in (1.11). There is always a unique coefficient of highest degree, and we determine the leading term of this coefficient up to a scalar multiple. These results appear to be new even for simple Lie algebras. The exact form of the coefficients depends on the way the positive roots are ordered. Suppose $\Pi_{\text{nonisotropic}}$, (resp. $\Pi_{\text{even}}$) is the set of nonisotropic (resp. even) simple roots, and let $W_{\text{nonisotropic}}$ (resp. $W_{\text{even}}$) be the subgroup of $W$ generated by the reflections $s_\alpha$, where $\alpha \in \Pi_{\text{nonisotropic}}$ (resp. $\alpha \in \Pi_{\text{even}}$). \(^1\) Consider the following hypotheses.

The set of simple roots of $\Pi$ is either distinguished or anti-distinguished. (1.15)
\[ \gamma = w\beta \text{ for a simple root } \beta \text{ and } w \in W_{\text{even}}. \] (1.16)
\[ \gamma = w\beta \text{ for a simple root } \beta \text{ and } w \in W_{\text{nonisotropic}}. \] (1.17)

When (1.15) and either of (1.16) or (1.17) holds we always assume that $\ell(w)$ is minimal, and for $\alpha \in N(w^{-1})$, we define $q(w, \alpha) = (w\beta, \alpha^\vee)$. If $\Pi = \{ \alpha_i | i = 1, \ldots, t \}$ is the set of simple roots, and $\gamma = \sum_{i=1}^t a_i \alpha_i$, then the height $\text{ht}_\gamma$ of $\gamma$ is defined to be $\text{ht}_\gamma = \sum_{i=1}^t a_i$. Let $I(\mathcal{H}_{\gamma,m})$ be the ideal of $S(\mathfrak{h})$ consisting of functions vanishing on $\mathcal{H}_{\gamma,m}$, and $O(\mathcal{H}_{\gamma,m}) = S(\mathfrak{h})/I(\mathcal{H}_{\gamma,m})$.

Theorem 1.2. Suppose $\mathfrak{g}$ is semisimple or a contragredient Lie superalgebra and

(a) $\gamma$ is a positive root such that (1.15) and (1.16) hold.

(b) If $\gamma$ is isotropic assume that $m = 1$.

(c) If $\mathfrak{g} = G_2$ or $G(3)$ assume that $\gamma$ is not the highest short root of $\mathfrak{g}_0$.

\(^1\) In general we have \[ W_{\text{even}} \subseteq W_{\text{nonisotropic}} \subseteq W. \] (1.14)

Suppose we use the distinguished set of simple roots. Then $W_{\text{even}} = W_{\text{nonisotropic}}$ if and only if $\mathfrak{g} \neq \mathfrak{osp}(1,2m)$, and $W_{\text{nonisotropic}} = W$ if and only if $\mathfrak{g}$ has type $A, C$ or $B(0,n)$. 
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Then there exists a Šapovalov element \( \theta_{\gamma,m} \in U(b^-)^{-m\gamma} \), which is unique modulo the left ideal \( U(b^-)I(H_{\gamma,m}) \). The coefficients of \( \theta_{\gamma,m} \) satisfy

\[
|\pi| + \deg H_\pi \leq m\mathfrak{ht}_\gamma,
\]

and

\[
H_{m\pi^\gamma} \text{ has leading term } \prod_{\alpha \in N(w^{-1})} h_{muq(w,\alpha)}^{\alpha}.
\]

If \( \mathfrak{g} \) is a semisimple Lie algebra this result is due to Kumar and Letzter, see [KL97] where the case \( \mathfrak{g} = G_2 \) is also covered.

We show that the exponents in (1.2) are always positive.

**Lemma 1.3.** If \( \gamma = w\beta \) with \( \ell(w) \) minimal, then \( q(w,\alpha) \) is a positive integer.

**Proof.** By considering sub-expressions of \( w \), it is enough to show this when \( w = s_\alpha u \) with \( \ell(w) > \ell(u) \) and \( \alpha \) is a simple non-isotropic root. Here \( \alpha_1 = -w^{-1}\alpha \) is a positive root, so \( (w\beta,\alpha^\vee) = -(\beta,\alpha_1) \) is a non-negative integer since \( \beta \) is a simple root. If \( (w\beta,\alpha^\vee) = 0 \), then \( w\beta = u\beta \) so \( w \) does not have minimal length. \( \square \)

If we assume hypothesis (1.17) instead of (1.16), it seems difficult to obtain the same estimates on Šapovalov elements as in Theorem 1.2. However it is still possible to obtain a reasonable estimate using a different definition of the degree of a partition, at least if \( m = 1 \). Information on \( \theta_{\gamma,m} \) in general can then be deduced using Theorem 5.8. In the Theorem below we assume that \( \Pi \) contains an odd non-isotropic root, since otherwise (1.16) holds and the situation is covered by Theorem 1.2. This assumption is essential for Lemma 3.10. Likewise if \( \gamma \) is odd and non-isotropic, then again (1.16) holds, so we assume that \( \gamma = w\beta \) with \( w \in W_{\text{nonisotropic}} \) and \( \beta \in \overline{\Delta}_0^+ \cup \overline{\Delta}_1^+ \), where

\[
\overline{\Delta}_0^+ = \{ \alpha \in \Delta_0^+ | \alpha/2 \notin \Delta_1^+ \}, \quad \overline{\Delta}_1^+ = \{ \alpha \in \Delta_1^+ | 2\alpha \notin \Delta_0^+ \}.
\]

For \( \alpha \) a positive root, and then for \( \pi \) a partition, we define the *Clifford degree* of \( \alpha, \pi \) by

\[
\text{Cdeg}(\alpha) = 2 - i, \quad \text{Cdeg}(\pi) = \sum_{\alpha \in \Delta_i^+} \pi(\alpha)\text{Cdeg}(\alpha).
\]

The reason for this terminology is that if we set \( U_n = \text{span} \{ e_{-\pi} | \text{Cdeg}(\pi) \leq n \} \), then \( \{ U_n \}_{n \geq 0} \) is the *Clifford filtration* on \( U(n^-) \) as in [Mus12] Section 6.5. The associated graded algebra is a Clifford algebra over \( S(n_0^-) \).

**Theorem 1.4.** Suppose that \( \mathfrak{g} \) is finite dimensional contragredient, and that \( \Pi \) contains an odd non-isotropic root. Assume \( \gamma \) is a positive root such that (1.15) and (1.17) hold. If \( \gamma \) is isotropic assume that \( m = 1 \), and if \( \mathfrak{g} = G_2 \) or \( G(3) \) assume that \( \gamma \) is not the highest short root of \( \mathfrak{g}_0 \). Then

(a) there exists a Šapovalov element \( \theta_{\gamma,m} \in U(b^-)^{-m\gamma} \), which is unique modulo the left ideal \( U(b^-)I(H_{\gamma,m}) \).
If \( m = 1 \), the coefficients of \( \theta_\gamma \) satisfy
\[
C\text{deg}(\pi) + 2 \deg H_\pi \leq 2\ell(w) + \text{Cdeg}(\gamma),
\tag{1.19}
\]
and
\[
H_\pi\gamma \text{ has leading term } \prod_{\alpha \in N(w^{-1})} h_\alpha.
\]

Remarks 1.5. (a) By induction using (1.9), we have
\[
ht_\gamma = 1 + \sum_{\alpha \in N(w^{-1})} q(w, \alpha).
\tag{1.20}
\]
It is interesting to compare the inequalities (1.2) and (1.19). If \( \Pi \) does not contain an odd non-isotropic root, then \( \text{Cdeg}(\pi) = 2|\pi| \) for all \( \pi \in \mathbf{P}(\gamma) \), compare Lemma 3.12 (a). Moreover from (1.2) with \( m = 1 \) and (1.20), we have
\[
C\text{deg}(\pi) + 2 \deg H_\pi \leq 2 + 2 \sum_{\alpha \in N(w^{-1})} q(w, \alpha).
\]
Thus if \( q(w, \alpha) = 1 \) for all \( \alpha \in N(w^{-1}) \) we have
\[
C\text{deg}(\pi) + 2 \deg H_\pi \leq 2 + 2\ell(w),
\]
and if \( \gamma \) is even this equals the right side of (1.19). For example all the above assumptions hold if \( \mathfrak{g} \) is a simply laced semisimple Lie algebra. However if \( \mathfrak{g} = \mathfrak{osp}(3, 2) \) with (odd) simple roots \( \beta = \epsilon - \delta, \alpha = \delta \), where \( \alpha \) is non-isotropic and \( \gamma = w(\beta) \) with \( w = s_\alpha \), then \( q(w, \alpha) = 2 \) and the upper bound for \( \deg H_\pi\gamma \) given by (1.19) is sharper than (1.2). If instead we take \( \beta = \delta - \epsilon, \alpha = \epsilon \) as simple roots, and \( \gamma = w(\beta) \) with \( w = s_\alpha \), then again \( q(w, \alpha) = 2 \), but (1.19) does not hold. Note in this case \( \Pi \) does not contain an odd non-isotropic root.

(b) It is often the case that equality holds in Equation (1.2) for all \( \pi \in \mathbf{P}(\gamma) \), for example this is the case in Type A, and in the case \( \mathfrak{g} = \mathfrak{osp}(2, 4) \) when \( \gamma \) is isotropic, see Sections 9 and 8 respectively. Furthermore in these cases, it is possible to order the positive roots so that all coefficients are products of linear factors. Equality also holds for all \( \pi \) in (1.19) when \( \mathfrak{g} = \mathfrak{osp}(3, 2) \). However if \( \mathfrak{g} = \mathfrak{osp}(1, 4) \) with simple roots \( \alpha, \beta \) where \( \beta \) is odd, then using (3.3), it follows that the coefficient of \( e_{-\alpha - \beta} e_{-\beta} \) in \( \theta_{\alpha + 2\beta} \) is constant. This means that the inequality in (1.19) can be strict. These matters deserve further investigation.

Next we mention some important consequences of Theorems 1.2 and 1.4.

Corollary 1.6. In Theorems 1.2 and 1.4 (b), \( H_{m\pi\gamma} \) is the unique coefficient of highest degree in \( \theta_{\gamma,m} \).

Proof. This follows easily from the given degree estimates, and the statements about the leading terms.
Suppose that \( \{U(n^-)_j\} \) is either the standard or the Clifford filtration on \( U(n^-) \). Then if \( U = U(n^-) \otimes k[T] \) we define a filtration \( \{U_m\} \) on \( U \) by setting

\[
U_m = \sum_{i+j \leq m} T^i U(n^-)_j.
\]

For \( u \in U \), set \( \deg_U u = N \) if \( N \) is minimal such that \( u \in U_N \). Choose \( \xi \in h^* \) such that \( (\xi, \gamma) = 0 \) and \( (\xi, \alpha) \neq 0 \) for all roots \( \alpha \in N(w^{-1}) \). Then for \( \lambda \in H_m^\gamma \), \( \tilde{\lambda} = \lambda + T\xi \) satisfies \( (\tilde{\lambda} + \rho, \gamma) = m(\gamma, \gamma)/2 \). Let \( \theta = \theta_{\gamma,m} \) be as in Theorem 1.2 or 1.4 (b). We obtain the following result for the evaluation of \( \theta \) at \( \tilde{\lambda} \).

**Corollary 1.7.** If \( N = mht\gamma \), we have \( \theta_{\gamma,m}(\tilde{\lambda}) = \sum_{\pi \in \mathcal{P}(m\gamma)} c_{\pi} e^{-\pi} \in U_N \) with \( c_{\pi} \in k[T] \), and if \( \pi = m\pi^\gamma \) or \( \pi^0 \) we have \( \deg_U c_{\pi} e^{-\pi} = N \).

**Proof.** This follows easily from (1.20). \( \square \)

1.2.1 The case where \( \gamma \) is isotropic.

We show that positive isotropic roots satisfy Hypothesis (1.17).

**Lemma 1.8.** Suppose that \( \Pi \) is either distinguished or anti-distinguished and that \( \gamma \) is a positive isotropic root which is not simple. If \( \mathfrak{g} = G(3) \) suppose that \( \Pi \) is distinguished. Then for some non-isotropic root \( \alpha \) we have \( (\gamma, \alpha^\vee) > 0 \), and \( s_{\alpha\gamma} \) is a positive odd root.

**Proof.** This can be shown by carrying out a case-by-case check. For types A-D, see the proof of Lemma (5.4). The Lie superalgebra \( D(2, 1; \alpha) \) is treated in the same way as \( D(2, 1) = \mathfrak{osp}(4, 2) \). For the other exceptional Lie superalgebras it is convenient to use the quiver \( Q \) defined as follows. Set \( Q_0 = \Delta^1 \), the set of odd positive roots of \( \mathfrak{g} \). There is an arrow \( \gamma' \rightarrow \gamma \) whenever some non-isotropic root \( \alpha \) we have \( (\gamma, \alpha^\vee) > 0 \), and \( \gamma' = s_{\alpha\gamma} \). Then \( Q \) is a sub-quiver of the Borel quiver defined in [Mus12] Section 3.6. When \( \mathfrak{g} = G(3) \) this quiver appears in Exercise 4.7.10 of [Mus12]; the first and last diagrams at the bottom of page 92 correspond to the distinguished and anti-distinguished Borel subalgebra respectively. For the case of \( \mathfrak{g} = F(4) \) see Exercise 4.7.12. Examination of these quivers easily gives the result. \( \square \)

**Corollary 1.9.** If \( \gamma \) is as in the statement of Lemma 1.8, then \( \gamma \) satisfies Hypothesis (1.17).

Šapovalov elements corresponding to non-isotropic roots for a basic classical simple Lie superalgebra were constructed in [Mus12] Chapter 9. This closely parallels the semisimple case. Properties of the coefficients of these elements were announced in [Mus12] Theorem 9.2.10. However the bounds on the degrees of the coefficients claimed in [Mus12] are incorrect if \( \Pi \) contains a non-isotropic odd root. They are corrected by Theorem 1.4.

B. Modules with prescribed characters.
The existence of a unique coefficient of highest degree in the Šapovalov element $\theta_\gamma$, when $\gamma$ is isotropic, is useful in the construction of some new highest weight modules $M^X(\lambda)$, as in the next result. We assume that $\Pi$ is a basis of simple roots satisfying hypothesis (1.15). Let $X$ be an isotropic set of roots and set $\mathcal{H}_X = \bigcap_{\gamma \in X} \mathcal{H}_\gamma$. Since $\mathcal{H}_\gamma = \mathcal{H}_{-\gamma}$ for $\gamma \in X$, we may assume that all roots in $X$ are positive with respect to the basis $\Pi$. If $\Pi$ contains (resp. does not contain) an odd non-isotropic root, we may assume that each $\gamma \in X$ satisfies (1.17) (resp. (1.16)) and then apply Theorem 1.4 (resp. Theorem 1.2) to each Šapovalov element $\theta_\gamma$. These assumptions will remain in place for the remainder of this introduction, and then from Section 6 onwards.

**Theorem 1.10.** Suppose that $X$ is an isotropic set of positive roots and $\lambda \in \mathcal{H}_X$. Then there exists a factor module $M^X(\lambda)$ of $M(\lambda)$ such that

$$
\text{ch } M^X(\lambda) = e^\lambda p_X.
$$

If $X$ is contained in the set of simple roots of some Borel subalgebra $\mathfrak{b}$, it is possible to construct a module with character as in the Theorem by parabolic induction. If $p = \mathfrak{b} \oplus \bigoplus_{\gamma \in X} \mathfrak{g}^{-\gamma}$, then provided $(\lambda + \rho_\mathfrak{b}, \gamma) = 0$ for all $\gamma \in X$, the module $\text{Ind}_p^\mathfrak{g} \mathfrak{k}_\lambda$ induced from the one dimensional $p$-module $\mathfrak{k}_\lambda$ with weight $\lambda$ will have character $e^\lambda p_X$. Our construction has however two features lacking in the approach via parabolic induction. First we do not need the condition that $X$ is contained in the set of simple roots for a Borel subalgebra. Secondly we provide a uniform construction of a highest weight module for the distinguished or anti-distinguished Borel subalgebra. This allows us to compare $M^X(\lambda)$ to $M^Y(\lambda)$ when, for example $Y \subset X$, or $Y = s_\alpha(X)$ for a reflection $s_\alpha$.

The construction of the modules in Theorem 1.10 involves a process of deformation and specialization. First we extend scalars to $A = \mathfrak{k}[T]$ and $B = \mathfrak{k}(T)$. If $R$ is either of these algebras we set $U(g)_R = U(g) \otimes R$. Let $\mathfrak{h}^*_\mathbb{Q}$ be the rational span of the roots of $\mathfrak{g}$. Since $\mathbb{Q}X$ is an isotropic subspace of $\mathfrak{h}^*_\mathbb{Q}$, it cannot contain any non-isotropic root. Thus we can choose $\xi \in \mathfrak{h}^*$ such that $(\xi, \gamma) = 0$ for all $\gamma \in X$, and $(\xi, \alpha) \neq 0$ for all even roots $\alpha$. Then for $\lambda \in \mathcal{H}_X$,

$$
\tilde{\lambda} = \lambda + T\xi
$$

satisfies $(\tilde{\lambda} + \rho, \gamma) = 0$ for all $\gamma \in X$.

\footnote{Replacing $T$ by $c \in \mathfrak{k}$ in $\tilde{\lambda}$ gives the point $\lambda = \lambda + c\xi$ on the line $\lambda + \mathfrak{k}\xi$ and we think of $\lambda = \lambda + T\xi$ as a generic point on this line.}

Consider the $U(g)_B$-module $M(\tilde{\lambda})_B$ with highest weight $\tilde{\lambda}$.

\footnote{Some general remarks on base change for Lie superalgebras and their modules can be found in [Mus12] subsection 8.2.6.}

The next step is to consider the factor module $M^X(\tilde{\lambda})_B$ of $M(\tilde{\lambda})_B$ obtained by setting $\theta_\gamma v_\lambda^\gamma$ equal to zero for $\gamma \in X$. Then we take the $U(g)_A$-submodule of this factor module generated by the highest weight vector $v_\lambda^\lambda$ and reduce mod $T$ to obtain the module $M^X(\lambda)$.
We explain the idea behind the proof that $M^X(\lambda)$ has the character asserted in the Theorem. If $X = \{\gamma\}$ we write $M^X(\lambda)$ in place of $M^X(\lambda)$ throughout the paper. Set $\theta = \theta_\gamma$. Let $L = U(g)_Bv$ a module with highest weight $\lambda$ and highest weight vector $v$, such that $\theta v = 0$. Evaluation of Sapovalov elements at elements of $\mathfrak{h}^* \otimes B$ is defined at the start of Section 3. Based on the fact that $\theta(\lambda)$ has a unique coefficient in $A$ of highest degree we obtain an upper bound on the dimension over $B$ of the weight space $L^{\lambda - \eta}$, see Corollary 6.5. Now $\theta^2 v_\lambda = 0$ by Theorem 5.1, so the upper bound holds for the first and third terms in the short exact sequence

$$0 \longrightarrow N_B = U(g)_B\theta v_\lambda \longrightarrow M(\lambda)_B \longrightarrow M_B = M(\lambda)_B / U(g)_B\theta v_\lambda \longrightarrow 0. \quad (1.23)$$

This easily implies that the $U(g)_B$-modules $N_B$ and $M_B$ have characters $e^{\lambda - \gamma_p}$ and $e^{\lambda_p}$ respectively. Now let $M_A = U(g)_Av_\lambda$ be the $U(g)_A$-submodule of $M_B$ generated by $v_\lambda$. It follows easily that $M_A/ TM_A$ is a highest weight module with weight $\lambda$ that has character $e^{\lambda_p}$.

The construction of $M^X(\lambda)$ in the general case is similar, but we need an extra ingredient which we illustrate in the case $X = \{\gamma, \gamma'\}$. Here we write $\theta, \theta', U_B$ in place of $\theta_\gamma, \theta_{\gamma'}$ and $U(g)_B$ respectively. We want to apply Corollary 6.5 to the four factor modules arising from the series

$$U_B\theta\theta'v_\lambda \subset U_B\theta v_\lambda \subset U_B\theta'v_\lambda \subset M(\lambda)_B,$$

but to do this we need to know that $\theta\theta' v_\lambda \in U_B\theta v_\lambda$, $\theta'\theta v_\lambda \in U_B\theta\theta' v_\lambda$ and $\theta\theta' v_\lambda = 0$. All this will follow if we know that if $\mu \in \mathcal{H}_\gamma \cap \mathcal{H}_{\gamma'}$, and $v_\mu$ is the highest weight vector in the $U(g)_B$ Verma module $M(\mu)_B$, then $\theta'\theta v_\mu$ and $\theta\theta' v_\mu$ are equal up to a scalar multiple.

We give two proofs of this fact. The first, Theorem 5.17 shows that

$$\theta_{\gamma'}(\mu - \gamma)\theta_\gamma(\mu) = a(\mu)\theta_{\gamma'}(\mu - \gamma')\theta_\gamma(\mu), \quad (1.24)$$

for a rational function $a(\mu)$, which is a ratio of linear polynomials that are equal except for their constant terms. The computation relies on the fact that any orthogonal set of isotropic roots is $W$-conjugate to a set of simple roots in some Borel subalgebra, see [DS].

Before turning to the second proof, we need some notation which will also be important for other results. For $\lambda \in \mathfrak{h}^*$ define

$$
\begin{align*}
A(\lambda)_0 &= \{ \alpha \in \Sigma_0^+ | (\lambda + \rho, \alpha^\vee) \in \mathbb{N} \setminus \{0\} \} \\
A(\lambda)_1 &= \{ \alpha \in \Delta^+_1 \setminus \Sigma_0^+ | (\lambda + \rho, \alpha^\vee) \in 2\mathbb{N} + 1 \} \\
A(\lambda) &= A(\lambda)_0 \cup A(\lambda)_1 \\
B(\lambda) &= \{ \alpha \in \Sigma_1^+ | (\lambda + \rho, \alpha) = 0 \}.
\end{align*}
$$

Throughout the paper we say that a property holds for general $\mu$ in a closed subset $X$ of $\mathfrak{h}^*$, if it holds for all $\mu$ in a Zariski dense subset of $X$. (Such $\mu$ are the...
relatively general highest weights referred to in the abstract.) The second proof, which is representation theoretic, is based on the fact that for general \( \mu \) such that \( B(\mu) = \{ \gamma, \gamma' \} \) (that is for general \( \mu \in \mathcal{H}_\gamma \cap \mathcal{H}_{\gamma'} \)), the space of highest weight vectors with weight \( \mu - \gamma - \gamma' \) in the Verma module \( M(\mu) \) has dimension one, see Corollary 7.12. This implies (1.24) without however the explicit computation of \( a(\mu) \).

C. The Šapovalov determinant and the Jantzen Sum Formula.

First we recall the Jantzen sum formula for Verma modules given in [Mus12] Theorem 10.3.1. The Jantzen filtration \( \{ M_i(\lambda) \}_{i \geq 1} \) on \( M(\lambda) \) satisfies

\[
\sum_{i > 0} \text{ch} \ M_i(\lambda) = \sum_{\alpha \in A(\lambda)} \text{ch} \ M(s_\alpha \cdot \lambda) + \sum_{\alpha \in B(\lambda)} e^{\lambda - \alpha} p_\alpha.
\]

We use the modules \( M^{\gamma}(\lambda) \) to obtain an improvement to (1.26). At the same time, rather than using characters, it will be useful to rewrite the result using the Grothendieck group \( K(O) \) of the category \( O \). We define \( K(O) \) to be the free abelian group generated by the symbols \( [L(\lambda)] \) for \( \lambda \in h^* \). If \( M \in O \), the class of \( M \) in \( K(O) \) is defined as \( [M] = \sum_{\lambda \in h^*} [M : L(\lambda)][L(\lambda)] \), where \( [M : L(\lambda)] \) is the multiplicity of the composition factor \( L(\lambda) \) in \( M \).

**Theorem 1.11.** For all \( \lambda \in h^* \)

\[
\sum_{i > 0} [M_i(\lambda)] = \sum_{\alpha \in A(\lambda)} [M(s_\alpha \cdot \lambda)] + \sum_{\gamma \in B(\lambda)} [M^{\gamma}(\lambda - \gamma)].
\]

**Proof.** Combine Theorem 1.10 with (1.26). \( \square \)

The advantage of using this version of the formula is that \( K(O) \) has a natural partial order. For \( A, B \in O \) we write \( A \geq B \) if \( [A] - [B] \) is a linear combination of classes of simple modules with non-negative integer coefficients. Clearly if \( B \) is a subquotient of \( A \) we have \( A \geq B \).  

This raises the question of whether there is a similar sum formula for the modules \( M^{\gamma}(\lambda) \) and more generally for the modules \( M^X(\lambda) \). In Theorem 11.36 we obtain such a formula for Lie superalgebras of Type A. As in the classical case the sum formula follows from the calculation of the Šapovalov determinant \( \det F^X_\eta \) for the modules \( M^X(\lambda) \), see Theorem 11.1. These results depend on most of the other results in the paper. As usual \( \det F^X_\eta \) factors into a product linear polynomials, each of which has an interpretation in terms of representation theory. However there is a rather subtle point about the computation of the leading term of \( \det F^X_\eta \), see Subsection 11.2. The issue is that there need not be a natural basis for \( M^X(\lambda) \), indexed by partitions and independent of \( \lambda \) as there is in the Verma module case. To remedy

---

4 This improvement is mentioned by Brundan at the end of section 2 of [Bru14].

5 In order not to lengthen this introduction, we postpone a discussion of the merits of working with characters until the start of Section 7.
this we introduce another determinant \( \det G^X_\eta \) whose leading term is more readily computed and then using Šapovalov elements we compare the two determinants.

There are also three conditions on the highest weight which result in behavior that has no analog for semisimple Lie algebras.

- The first should be expected based on Theorem 1.11. The set \( X \) could be contained in a larger isotropic set of simple roots \( Y = X \cup \{ \gamma \} \), where \( \gamma \notin X \). Here we show that for general \( \lambda \in \mathcal{H}_Y \), there is a non-split exact sequence
  \[
  0 \rightarrow M^Y_\lambda (\lambda - \gamma) \rightarrow M^X_\lambda (\lambda) \rightarrow M^Y_\lambda (\lambda) \rightarrow 0,
  \]
  where the two end terms are simple, compare (1.23).

- Secondly there could be distinct non-isotropic roots \( \alpha_1, \alpha_2 \) such that \( \alpha_1^\vee \equiv \alpha_2^\vee \mod \mathbb{Q}X \). Then for general \( \lambda \in \mathcal{H}_X \) such that \( \lambda \) is dominant integral, the module \( M^X_\lambda (\lambda) \) has length four, except in one exceptional case, where it has length five, see Theorems 11.30 and 11.31.

- Thirdly suppose there is no pair of non-isotropic roots \( \alpha_1, \alpha_2 \) as in second case. There could be a non-isotropic root \( \alpha \), such that there is a unique isotropic root \( \gamma \in X \) with \( \langle \gamma, \alpha^\vee \rangle \neq 0 \). Then set \( \gamma' = s_\alpha \gamma \). We show that if \( \langle \gamma, \alpha^\vee \rangle > 0 \), \( \langle \lambda + \rho, \gamma' \rangle = 0 \) and \( Y = s_\alpha X \), then for general \( \lambda \in \mathcal{H}_X \cap \mathcal{H}_Y \), there is an onto map \( M^X_\lambda (\lambda) \rightarrow M^Y_\lambda (\lambda) \) having a simple kernel, Theorem 11.34.

The Jantzen sum formula (Theorem 11.36) follows easily once the Šapovalov determinant is known. We note that, like Theorem 1.11, the sum of characters \( \sum_{i>0} \text{ch} M^X_i (\lambda) \) is expressed as a sum of other modules with positive coefficients. In the case of semisimple Lie algebras there are other modules which have Jantzen sum formulas, see [AL03], [AJS94] Proposition 6.6 and [Jan79] Satz 5.14. However these sum formulas involve terms with negative coefficients.

D. Low Dimensional Examples and Twisting Functors.

In an appendix to this paper we study the modules \( M^X_\lambda (\lambda) \) in detail for the cases of \( \mathfrak{gl}(2,1) \) and \( \mathfrak{gl}(2,2) \). This serves two purposes. First it illustrates many of the phenomena that arise elsewhere in the paper. For example the behavior described after the second (resp. third) bullet above occurs already in the case of \( \mathfrak{gl}(2,2) \) (resp. \( \mathfrak{gl}(2,1) \)). Secondly the results of the appendix play an important role in the evaluation of the Šapovalov determinant and the proof of the Jantzen sum formula for the modules \( M^X_\lambda (\lambda) \) in Type A in general. Namely the representation theory needed for these results can be reduced to the case of \( \mathfrak{gl}(2,1) \) and \( \mathfrak{gl}(2,2) \) using an equivalence of categories due to Cheng, Mazorchuk and Wang [CMW13]. A similar study of low dimensional cases will presumably be necessary to extend these results to the orthosymplectic case.

The equivalence in [CMW13] is obtained using twisting functors, parabolic induction and odd reflections. In Subsection 11.5, we adapt this result to our needs, and
present some other results on twisting functors which may be of independent interest.

Finally our study of $\mathfrak{gl}(2,1)$ and $\mathfrak{gl}(2,2)$ leads us to make the following conjecture.

**Conjecture 1.12.** *For any orthogonal set of isotropic roots $X$ for $\mathfrak{gl}(m,n)$, and any dominant weight $\lambda \in \mathcal{H}_X$, the maximal finite dimensional quotient of $M^X(\lambda)$ is simple.*

**Organization of the paper.**

In the next Section we discuss the uniqueness of Šapovalov elements. Theorems 1.2 and 1.4 are proved in subsections 3.2 and 3.3 respectively. The proofs depend on a rather subtle cancellation property which is illustrated in Section 8 in the cases of $\mathfrak{sp}(6)$ and $\mathfrak{osp}(2,4)$. Changing the Borel subalgebra and relations between Šapovalov elements form the subject of Sections 4 and 5 respectively. The modules $M^X(\lambda)$ are constructed and Theorem 1.10 is proved in Section 6. Applications to the submodule structure of Verma modules follow in Section 7. In Section 9 we give a closed formula for Šapovalov elements in Type A. By definition Šapovalov elements give rise to highest weight vectors in Verma modules. The question of when the images of these highest weight vectors in various factor modules is non-zero is studied in Section 10. The Šapovalov determinant and the Jantzen sum formula are treated in Section 11.

The material on the coefficients of Šapovalov elements has appeared in preliminary form in the unpublished preprint [Mus13]. There is a survey of some of the results from Sections 3-8 in [Mus15].

## 2 Uniqueness of Šapovalov elements.

If $\mathfrak{g}$ is a simple Lie algebra with Cartan subalgebra $\mathfrak{h}$ and $\mu, \lambda \in \mathfrak{h}^*$ we have, for $\mathfrak{g}$ Verma modules

$$\dim \text{Hom}_\mathfrak{g}(M(\mu), M(\lambda)) \leq 1, \quad (2.1)$$

by [Dix96] Theorem 7.6.6, and it follows that the Šapovalov element $\theta_{\gamma,m}$ for the pair $(\gamma, m)$ is unique modulo the left ideal $U(\mathfrak{b}^-)\mathcal{I}(\mathcal{H}_{\gamma,m})$.

We do not know whether (2.1) holds in general for Lie superalgebras, but we note that the analog of (2.1) fails for parabolic Verma modules over simple Lie algebras, [IS88a], [IS88b]. Here we use an alternative argument to show the uniqueness of Šapovalov elements.

**Theorem 2.1.** *Suppose $\theta_1, \theta_2$ are Šapovalov elements for the pair $(\gamma, m)$. Set $\mathcal{H} = \mathcal{H}_{\gamma,m}$. Then*

(a) *for all $\lambda \in \mathcal{H}$ we have $\theta_1v_\lambda = \theta_2v_\lambda$*

(b) *$\theta_1 - \theta_2 \in U(\mathfrak{g})\mathfrak{n}^+ + U(\mathfrak{g})\mathcal{I}(\mathcal{H})$.***
Proof. Set
$$\Lambda = \{ \lambda \in \mathcal{H} | A(\lambda) = \{ \gamma \}, B(\lambda) = \emptyset \},$$
if $\gamma$ is non-isotropic, and
$$\Lambda = \{ \lambda \in \mathcal{H} | B(\lambda) = \{ \gamma \}, A(\lambda) = \emptyset \},$$
if $\gamma$ is isotropic. If $\lambda \in \Lambda$ it follows from the sum formula (1.26) that $M_1(\lambda)^{\lambda - m\gamma}$ is one-dimensional. Because $M_1(\lambda)$ is the unique maximal submodule of $M(\lambda)$, $\theta_1v_\lambda$ and $\theta_2v_\lambda$ are proportional. Then from the requirement that $e_{-\pi}^\circ$ occurs with coefficient 1 in a Sapovalov element we have $\theta_1v_\lambda = \theta_2v_\lambda$. Since $\Lambda$ is Zariski dense in $\mathcal{H}$, (a) holds and (b) follows from (a) because by [Mus12] Lemma 9.4.1 we have
$$\bigcap_{\lambda \in \Lambda} \text{ann}_{U(g)}v_\lambda = U(g)n^+ + U(g)I(\mathcal{H}).$$
(2.2)

3 Proof of Theorems 1.2 and 1.4.

3.1 Outline of the Proof and Preliminary Lemmas.

Theorems 1.2 and 1.4 are proved by looking at the proofs given in [Hum08] or [Mus12] and keeping track of the coefficients. Given $\lambda \in \mathfrak{h}^*$ we define evaluation at $\lambda$ to be the map
$$\varepsilon^\lambda : U(b^-) = U(n^-) \otimes S(\mathfrak{h}) \rightarrow M(\lambda), \quad \sum a_i \otimes b_i \rightarrow \sum a_i b_i(\lambda)v_\lambda.$$If $B$ is a $k$-algebra, then evaluation at elements of $\mathfrak{h}^* \otimes B$ is defined similarly. Let $(\gamma, m)$ be as in the statement of the Theorems and set $\mathcal{H} = \mathcal{H}_{\gamma, m}$. If $\theta = \theta_{\gamma, m}$ is as in the conclusion of the Theorem, then for any $\lambda \in \mathcal{H}$, $\theta(\lambda)v_\lambda$ is a highest weight vector in $M(\lambda)^{\lambda - m\gamma}$. Conversely suppose that $\Lambda$ is a dense subset of $\mathcal{H}$ and that for all $\lambda \in \Lambda$ we have constructed $\theta_{\lambda} \in U(n)^{\lambda - m\gamma}$ such that $\theta_{\lambda}v_\lambda$ is a highest weight vector in $M(\lambda)^{\lambda - m\gamma}$ and that
$$\theta^\lambda = \sum_{\pi \in P(m\gamma)} a_{\pi, \lambda} e_{-\pi}.$$where $a_{\pi, \lambda}$ is a polynomial function of $\lambda \in \Lambda$ satisfying suitable conditions. For $\pi \in \overline{P}(m\gamma)$, the assignment $\lambda \rightarrow a_{\pi, \lambda}$ for $\lambda \in \Lambda$ determines a polynomial map from $\mathcal{H}$ to $U(n^-)^{\lambda - \gamma}$, so there exists an element $H_{\pi} \in U(\mathfrak{h})$ uniquely determined modulo $I(\mathcal{H})$ such that $H_{\pi}(\lambda) = a_{\pi, \lambda}$ for all $\lambda \in \Lambda$. We define the element $\theta \in U(b^-)$ by setting
$$\theta = \sum_{\pi \in \overline{P}(m\gamma)} e_{-\pi} H_{\pi}.$$Note that $\theta$ is uniquely determined modulo the left ideal $U(b^-)I(\mathcal{H})$, and that $\theta(\lambda) = \theta^\lambda$. Also, for $\alpha \in \Delta^+$ and $\lambda \in \Lambda$ we have $e_{\alpha} \theta v_\lambda = e_{\alpha} \theta^\lambda v_\lambda = 0$, because
\( \theta^\lambda v_\lambda = 0 \) is a highest weight vector, so \( e_\alpha \theta \in \bigcap_{\lambda \in \Lambda} \text{ann}_{U(g)} v_\lambda \). Thus (1.12) follows from (2.2).

We need to examine the polynomial nature of the coefficients of \( \theta_{\gamma,m} \). The following easy observation (see [Dix96] Lemma 7.6.9), is the key to doing this. For any associative algebra and \( e, a \in A \) and all \( r \in \mathbb{N} \) we have,

\[
e^r a = \sum_{i=0}^{r} \binom{r}{i} ((\text{ad } e)^i a) e^{r-i}.
\]

(3.1)

Here we should interpret \( (\text{ad } e)a \) as \( ea - ae \). The following consequence is well-known, [BR75] Satz 1.4, [Mat00] Lemma 4.2. We give the short proof for completeness.

**Corollary 3.1.** Suppose that \( S \) is a multiplicatively closed subset of \( A \), consisting of non-zero divisors, which is generated by locally ad-nilpotent elements. Then \( S \) is an Ore set in \( A \).

We write \( A_S \) for the resulting Ore localization, or \( A_e \) in the case \( S = \{ e^n | n \in \mathbb{N} \} \).

**Proof.** It suffices to show that for a locally ad-nilpotent generator \( e \in S \), the set \( \{ e^n | n \in \mathbb{N} \} \) satisfies the Ore condition. Given \( a \in A \) and \( n \in \mathbb{N} \), suppose that \( (\text{ad } e)^{k+1} a = 0 \). Then \( e^{k+n} a = a' e^n \), where

\[
a' = \sum_{i=0}^{k} \binom{n+k}{i} ((\text{ad } e)^i a) e^{k-i}.
\]

Now suppose \( \alpha \in \Pi_\text{nonisotropic} \), and set \( e = e_{-\alpha} \). Then \( e \) is a nonzero divisor in \( U = U(n^-) \), and the set \( \{ e^n | n \in \mathbb{N} \} \) is an Ore set in \( U \) (and in \( U(g) \)) by Corollary 3.1. Given \( a \in U^{-n} \), and \( \pi \) a partition, the coefficient of \( e^{-\pi} \) in (5.2) depends polynomially on \( r \in \mathbb{k} \), and hence this coefficient is determined by its values on \( r \in \mathbb{N} \). Also, the adjoint action of \( h \) on \( U \) extends to \( U_e \), and in the next result we give a basis for the weight spaces of \( U_e \).

Let \( \hat{\Pi}(\eta) \) be the set of pairs \( (k, \pi) \) such that \( k \in \mathbb{Z}, \pi \in \hat{\Pi}(\eta - k\alpha) \) and \( \pi(\alpha) = 0 \). Then we have

**Lemma 3.2.**

(a) The set \( \{ e^{-\pi} e^k | (k, \pi) \in \hat{\Pi}(\eta) \} \) forms a \( \mathbb{k} \)-basis for the weight space \( U_{e^{-\eta}} \).

(b) If \( u = \sum_{(k,\pi) \in \hat{\Pi}(\eta)} c_{(k,\pi)} e^{-\pi} e^k \in U_{e^{-\eta}} \) with \( c_{(k,\pi)} \in \mathbb{k} \), then \( u \in U_e \) if and only if \( c_{(k,\pi)} \neq 0 \) implies \( k \geq 0 \).

**Proof.** Throughout the proof we order the set \( \Delta^+ \) so that for any partition \( \sigma \) we have \( e_{-\sigma} = e_{-\pi} e^k \) where \( \pi(\alpha) = 0 \).

(a) Suppose \( u \in U_{e^{-\eta}} \). We need to show that \( u \) is uniquely expressible in the form

\[
u = \sum_{(k,\pi) \in \hat{\Pi}(\eta)} c_{(k,\pi)} e^{-\pi} e^k
\]

(3.2)
We have \(ue^N \in U^{-(N\alpha + \eta)}\) for some \(N\). Hence by the PBW Theorem for \(U\) we have a unique expression

\[
ue^N = \sum_{\sigma \in \mathbf{P}(\eta + N\alpha)} a_{\sigma} e_{-\sigma}.
\]

Now if \(a_{\sigma} \neq 0\), then \(e_{-\sigma} = e_{-\pi} e^\ell\) where \(\sigma(\alpha) = \ell\) and where \(\pi \in \mathbf{P}(\eta + N\alpha - \ell\alpha)\) satisfies \(\pi(\alpha) = 0\). Then \(\pi\) and \(k = \ell - N\) are uniquely determined by \(\sigma\), so we set \(c(k, \pi) = a_{\sigma}\). Then clearly (3.2) holds. Given (a), (b) follows from the PBW Theorem.

We remark that if \(\alpha\) is a non-isotropic odd root, then we can use \(e^2\) in place of \(e = e_{-\alpha}\) in the above Corollary and Lemma. However we will need a version of Equation (3.1) when \(e\) is replaced by an odd element \(x\) of a \(\mathbb{Z}_2\)-graded algebra \(A\).

Suppose that \(z\) is homogeneous, and define \(z[i] = (\text{ad} x)^i z\). Set \(e = x^2\) and apply (3.1) to \(a = xz = [x, z] + (-1)^{\tau} zx\), to obtain

\[
x^{2\ell+1}z = \sum_{i=0}^{\ell} \binom{\ell}{i} z[i+1]x^{2\ell-2i} + (-1)^{\tau} \sum_{i=0}^{\ell} \binom{\ell}{i} z[i]x^{2\ell-2i+1}.
\]

(3.3)

The Šapovalov elements in Theorems 1.2 and 1.4 are constructed inductively using the next Lemma.

**Lemma 3.3.** Suppose that \(\mu \in H_{\gamma', m}, \alpha \in \Pi \cap A(\mu)\) and set

\[
\lambda = s_\alpha \cdot \mu, \quad \gamma = s_\alpha \gamma', \quad p = (\mu + \rho, \alpha^\vee), \quad q = (\gamma, \alpha^\vee).
\]

Assume that \(q, m \in \mathbb{N} \setminus \{0\}\), and

(a) \(\theta' \in U(n^-)^{-m\gamma'}\) is such that \(v = \theta' v_\mu \in M(\mu)\) is a highest weight vector.

(b) If \(\alpha \in \Delta_1^+ \setminus \Delta_1^\perp\), then \(q = 2\).

Then there is a unique \(\theta \in U(n^-)^{-m\gamma}\) such that

\[
e_{-\alpha}^{p+mq} \theta' = \theta e_{-\alpha}^p.
\]

(3.5)

**Proof.** This is well-known, see for example [Hum08] Section 4.13 or [Mus12] Theorem 9.4.3.

Equation (3.5) is the basis for the proof of many properties of Šapovalov elements. We note the following variations. First under the hypothesis of the Lemma the Šapovalov elements \(\theta_{\gamma', m}\) and \(\theta_{\gamma, m}\) are related by

\[
e_{-\alpha}^{p+mq} \theta_{\gamma', m}(\mu) = \theta_{\gamma, m}(\lambda) e_{-\alpha}^p.
\]

(3.6)

Now suppose that instead of the hypothesis \(\alpha \in \Pi \cap A(\mu)\), we have \(\alpha \in \Pi \cap A(\lambda - m\gamma)\), and set \(r = (\lambda + \rho - m\gamma, \alpha^\vee)\). Then

\[
\theta_{\gamma', m}(\mu) e_{-\alpha}^{r+mq} = e_{-\alpha}^r \theta_{\gamma, m}(\lambda).
\]

(3.7)
Note that (3.7) becomes formally equivalent to (3.6) when we set \( r = -(p + mq) \).

In the proofs of Theorems 1.2 and 1.4 we write \( \gamma = w\beta \) for \( \beta \in \Pi \) and \( w \in W \). We use the Zariski dense subset \( \Lambda \) of \( \mathcal{H}_{\beta, m} \) defined by (see (1.25) for the notation)

\[
\Lambda = \{ \nu \in \mathcal{H}_{\beta, m} | \Pi_{\text{nonisotropic}} \subseteq A(\nu) \}. \tag{3.8}
\]

**Remark 3.4.** Before giving the proofs we remark that it is also possible to construct Sapovalov elements directly in \( U(b^-) \) instead of their evaluations in \( U(n^-) \). To do this note that if \( e = e_{-\alpha}, h \in \mathfrak{h} \) and \( f(h) \) is a polynomial in \( \mathfrak{h} \), then \( ef(h) = f(h + \alpha(h))e \). It follows that \( \{ e^n | n \in \mathbb{N} \} \) is an Ore set in \( U(b^-) \), and we have \( U(b^-)_e = U(n^-)_e \otimes S(\mathfrak{h}) \).

### 3.2 Proof of Theorem 1.2.

In this section we assume \( \mathfrak{g} \) is contragredient and hypotheses (1.15) and (1.16) hold. In particular \( \gamma = w\beta \) where \( \beta \) is a simple root, and \( w \in W \). Since the statement of Theorem 1.2 involves precise but somewhat lengthy conditions on the coefficients, we introduce the following definition as a shorthand.

**Definition 3.5.** We say that a family of elements \( \theta_{\gamma, m}^\lambda \in U(n^-)^{-m\gamma} \) is in good position for \( w \) if for all \( \lambda \in w \cdot \Lambda \) we have

\[
\theta_{\gamma, m}^\lambda = \sum_{\pi \in \mathcal{P}(m\gamma)} a_{\pi, \lambda} e_{-\pi}, \tag{3.9}
\]

where the coefficients \( a_{\pi, \lambda} \in \mathbb{k} \) depend polynomially on \( \lambda \in w \cdot \Lambda \), and

(a) \( \deg a_{\pi, \lambda} \leq mht\gamma - |\pi| \)

(b) \( a_{m\pi, \lambda} \) is a polynomial function of \( \lambda \) of degree \( m(ht\gamma - 1) \) with highest term equal to \( c \prod_{\alpha \in \mathcal{N}(w^{-1})}(\lambda, \alpha)^{mq(w, \alpha)} \) for a nonzero constant \( c \).

We show that the conditions on the coefficients in this definition are independent of the order on the positive roots \( \Delta^+ \) used to define the \( e_{-\pi} \). Consider two orders on \( \Delta^+ \), and for \( \pi \in \mathcal{P}(m\gamma) \), set \( e_{-\pi} = \prod_{\alpha \in \Delta^+} e_{-\alpha}^\pi(\alpha) \) and \( \overline{e}_{-\pi} = \prod_{\alpha \in \Delta^+} e_{-\alpha}^\pi(\alpha) \), the product being taken with respect to the given orders.

**Lemma 3.6.** Fix a total order on the set \( \mathcal{P}(m\gamma) \) such that if \( \pi, \sigma \in \mathcal{P}(m\gamma) \) and \( |\pi| > |\sigma| \) then \( \pi \) precedes \( \sigma \), and use this order on partitions to induce orders on the bases \( B_1 = \{ e_{-\pi} | \pi \in \mathcal{P}(m\gamma) \} \) and \( B_2 = \{ \overline{e}_{-\pi} | \pi \in \mathcal{P}(m\gamma) \} \) for \( U(n^-)^{-m\gamma} \). Then the change of basis matrix from the basis \( B_1 \) to \( B_2 \) is upper triangular with all diagonal entries equal to \( \pm 1 \).

**Proof.** Let \( \{ U_n = U_n(n^-) \} \) be the standard filtration on \( U = U(n^-) \). Note that if \( \pi \in \mathcal{P}(m\gamma) \), then \( e_{-\pi}, \overline{e}_{-\pi} \in U_{|\pi|}(n^-)^{-m\gamma} \). Also the factors of \( e_{-\pi} \) supercommute modulo lower degree terms, so for all \( \pi \in \mathcal{P}(m\gamma) \), \( e_{-\pi} \pm \overline{e}_{-\pi} \in U_{|\pi|-1}(n^-)^{-m\gamma} \). The result follows easily. \( \Box \)
Lemma 3.7. For $x \in U(n^-)^{-m\gamma} \otimes S(h)$, write
\[ x = \sum_{\pi \in \mathcal{P}(m\gamma)} e_{-\pi} f_\pi = \sum_{\pi \in \mathcal{P}(m\gamma)} \bar{e}_{-\pi} g_\pi. \] (3.10)

Suppose that $f_{m\pi\gamma}$ has degree $m(ht\gamma - 1)$, and that for all $\pi \in \mathcal{P}(m\gamma)$, we have $\deg f_\pi \leq mh\gamma - |\pi|$. Then $g_{m\pi\gamma}$ has the same degree and leading term as $f_{m\pi\gamma}$ and for all $\pi \in \mathcal{P}(m\gamma)$, we have $\deg g_\pi \leq mh\gamma - |\pi|$.

Proof. By Lemma 3.6 we can write
\[ e_{-\pi} = \sum_{\zeta \in \mathcal{P}(m\gamma)} c_{\pi,\zeta} \bar{e}_{-\zeta}, \]
where $c_{\pi,\zeta} \in \mathbb{k}, c_{\pi,\pi} = \pm 1$ and if $c_{\pi,\zeta} \neq 0$ with $\zeta \neq \pi$, then $|\zeta| < |\pi|$. Thus (3.10) holds with $g_\zeta = \sum_{\pi \in \mathcal{P}(m\gamma)} c_{\pi,\zeta} f_\pi$.

It follows that $g_\zeta$ is a linear combination of polynomials of degree less than or equal to $mh\gamma - |\zeta|$. Also $|m\pi\gamma| = m$, and for $\zeta \in \mathcal{P}(m\gamma), \zeta \neq m\pi\gamma$, we have $|\zeta| > m$. Therefore
\[ g_{m\pi\gamma} = f_{m\pi\gamma} + \text{a linear combination of polynomials of smaller degree.} \]

The result follows easily from this. \qed

If $\gamma$ is a simple root, then $\theta_{\gamma,m} = e_{m\gamma}$ satisfies the conditions of Theorem 1.2. Otherwise we have $\gamma = w\beta$ for some $w \in W_{\text{even}}, w \neq 1$. Write
\[ w = s_\alpha u, \quad \gamma' = u\beta, \quad \gamma = w\beta = s_\alpha \gamma', \] (3.11)
with $\alpha \in \Pi_{\text{even}}$ and $\ell(w) = \ell(u) + 1$. Suppose $\nu \in \Lambda$ and set
\[ \mu = u \cdot \nu, \quad \lambda = w \cdot \nu = s_\alpha \cdot \mu. \] (3.12)

For the remainder of this subsection we assume that the positive roots are ordered so that for any partition $\pi$ we have $e_{-\pi} = e_{-\sigma} e_k^{-\alpha}$ for a non-negative integer $k$ and a partition $\sigma$ with $\sigma(\alpha) = 0$. The next Lemma is the key step in establishing the degree estimates in the proof of Theorem 1.2. The idea is to use Equation (3.5) and the fact that $\theta \in U(n^-)$, rather than a localization of $U(n^-)$, to show that certain coefficients cancel. Then using induction and (3.5) we obtain the required degree estimates. Since the proof of the Lemma is rather long we break it into a number of steps.

Lemma 3.8. Suppose that $p, m, q$ are as in Lemma 3.3, $\alpha \in \Pi_{\text{even}}$ and
\[ e_{-\alpha}^{p+mq} \theta^\mu_{\gamma',m} = \theta^\lambda_{\gamma,m} e^{-\alpha}. \] (3.13)

Then the family $\theta^\lambda_{\gamma,m}$ is in good position for $w$ if the family $\theta^\mu_{\gamma',m}$ is in good position for $u$. 19
Proof. Step 1. Setting the stage.

Suppose that
\[ \theta^\mu_{\gamma', m} = \sum_{\pi' \in \Phi(m \gamma')} a'_{\pi', \mu} e_{-\pi'}, \quad (3.14) \]
and let
\[ e^{(j)}_{-\pi'} = (\text{ad } e_{-\alpha})^j e_{-\pi'} \in U_{|\pi'|} (n^-)^{-(m \gamma' + j \alpha)}, \quad (3.15) \]
for all \( j \geq 0 \), and \( \pi' \in \Phi(m \gamma') \). Then by Equation (3.1)
\[ e^{p+mq}_{-\alpha} e_{-\pi'} = \sum_{j \geq 0} \binom{p+mq}{j} e^{(j)}_{-\pi'} e^{p+mq_{-\pi'}}, \quad (3.16) \]
Choose \( N \) so that \( e^{(N+1)}_{-\pi'} = 0 \), for all \( \pi' \in \Phi(m \gamma') \). Then for all such \( \pi' \) and \( j = 0, \ldots, N \) we can write
\[ e^{(j)}_{-\pi'} e^{N-j}_{-\alpha} = \sum_{\zeta \in \Phi(m \gamma' + N \alpha)} b^{\pi'}_{j, \zeta} e_{-\zeta}, \quad (3.17) \]
with \( b^{\pi'}_{j, \zeta} \in k \). Furthermore if \( b^{\pi'}_{j, \zeta} \neq 0 \), then since \( e^{(j)}_{-\pi'} e^{N-j}_{-\alpha} \in U_{|\pi'|+N-j} \), (3.15) gives
\[ |\zeta| \leq |\pi'| + N - j. \quad (3.18) \]

Step 2. The cancellation step.

By Equations (3.14) and (3.16)
\[ e^{p+mq}_{-\alpha} \theta^\mu_{\gamma', m} = \sum_{\pi' \in \Phi(m \gamma')} a'_{\pi', \mu} e^{p+mq}_{-\pi'} e_{-\pi'}, \quad (3.19) \]
Now collecting coefficients, set
\[ c_{\zeta, \lambda} = \sum_{\pi' \in \Phi(m \gamma')} \binom{p+mq}{j} a'_{\pi', \mu} b^{\pi'}_{j, \zeta}. \quad (3.20) \]
Then using Equations (3.17) and (3.19), we have in \( U_e \), where \( e = e_{-\alpha} \),
\[ e^{p+mq}_{-\alpha} \theta^\mu_{\gamma', m} = \sum_{\zeta \in \Phi(m \gamma' + N \alpha)} c_{\zeta, \lambda} e_{-\zeta} e^{p+mq-N}_{-\alpha}. \quad (3.21) \]
By (3.13) and Lemma 3.2, \( c_{\zeta, \lambda} = 0 \) unless \( \zeta(\alpha) \geq N - mq \).

Step 3. The coefficients \( a_{\pi, \lambda} \).
It remains to deal with the nonzero terms $c_{\zeta,\lambda}$. There is a bijection
\[
f : \overline{P}(m\gamma) \rightarrow \{ \zeta \in \overline{P}(m\gamma' + N\alpha) \mid \zeta(\alpha) \geq N - mq \},
\]
defined by
\[
(f\pi)(\sigma) = \begin{cases} 
\pi(\sigma) & \text{if } \sigma \neq \alpha, \\
\pi(\alpha) + N - mq & \text{if } \sigma = \alpha.
\end{cases} \tag{3.22}
\]
Moreover if $f\pi = \zeta$, then
\[
|\zeta| = |\pi| + N - mq \tag{3.23}
\]
and $e_{-\pi} = e_{-\zeta}e^{-mq-N}$. Thus in Equation (3.13) the coefficients $a_{\pi,\lambda}$ of $\theta_{\tau,m}$ (see (3.9)) are given by
\[
a_{\pi,\lambda} = cf(\pi,\lambda). \tag{3.24}
\]

**Step 4. Completion of the proof.**

We now show that the family $\theta_{\gamma,m}$ is in good position for $w$. For this we use Equations (3.20) and (3.24), noting that $p = -(\lambda + \rho, \alpha)$ depends linearly on $\lambda$. It is clear that the coefficients $a_{\pi,\lambda}$ are polynomials in $\lambda$. By induction $a_{\pi',\mu}' \leq mht\gamma' - |\pi'|$. Thus using (3.20),
\[
\deg a_{\pi,\lambda} = \deg c_{\zeta,\lambda} \leq \max\{j + \deg a_{\pi',\mu}' \mid b_{j,\zeta}' \neq 0\}. \tag{3.25}
\]
Now if $b_{j,\zeta}' \neq 0$ then Equation (3.18) holds. Therefore by Equation (3.23)
\[
\deg a_{\pi,\lambda} \leq \deg a_{\pi',\mu}' + |\pi'| + N - \zeta
\]
\[= \deg a_{\pi',\mu}' + |\pi'| - |\pi| + mq
\]
Finally since $\gamma = \gamma' + q\alpha$, induction gives (a) in Definition 3.5.

Also, modulo terms of lower degree
\[
a_{m\pi\gamma,\lambda} \equiv \left( \frac{p + mq}{mq} \right) a_{m\pi\gamma',\mu}'. \tag{3.26}
\]
Note that the above binomial coefficient is a polynomial of degree $mq$ in $p$. By induction $a_{m\pi\gamma',\mu}'$ has highest term $c' \prod_{\tau \in N(u^{-1})} (\mu, \tau)^{mq(u,\tau)}$ as a polynomial in $\mu$, for a nonzero constant $c'$. Now $(\mu + \rho, \tau) = (\lambda + \rho, s_\alpha \tau)$, and $(\mu + \rho, \tau) - (\mu, \tau)$, $(\lambda + \rho, s_\alpha \tau) - (\lambda, s_\alpha \tau)$ are independent of $\mu, \lambda$. Therefore as a polynomial in $\lambda$, $a_{m\pi\gamma',\mu}'$ has highest term
\[
c' \prod_{\tau \in N(u^{-1})} (\lambda, s_\alpha \tau)^{mq(u,\tau)} = c' \prod_{\tau \in N(u^{-1})} (\lambda, s_\alpha \tau)^{mq(\mu,\tau)}.
\]
Since we assume that $\gamma$ is not the highest short root of $g_0$ if $g = G_2$ or $G(3)$, it follows from [Mus12] Table 3.4.1, that the $\alpha$-string through $\gamma'$ has length $q + 1$, and
$\gamma' - \alpha$ is not a root. Thus from the representation theory of $\mathfrak{sl}(2)$, it follows that $(\text{ad} e_{-\alpha})^q (g^{-\gamma'}) = g^{-\gamma}$. Hence, as $e_{-\gamma}$ is not used in the construction of $\theta_{\gamma',m}$, we can choose the notation so that $e_{-m\gamma'}^{mq} = e_{-m\gamma}$. Then $e_{-m\gamma'}^{mq+1} = 0$. Now $q(w,\alpha) = (\gamma, \alpha^\vee) = q$, and the degree of the binomial coefficient in (3.26) as a polynomial in $p$ is $mq$, so the claim about the leading term of $a_{m\pi\gamma,\lambda}$ in Definition 3.5 (b) follows from Equations (3.26) and (1.9).

**Theorem 3.9.** Suppose $\gamma = w\beta$ with $w \in W_{\text{even}}$ and $\beta$ simple. Define $\Lambda$ as in (3.8).

Then there exists a family of elements $\theta_{\gamma,m}^\lambda \in U(n^-)^{-m\gamma}$ for all $\lambda \in w \cdot \Lambda$ which is in good position for $w$, such that

$\theta_{\gamma,m}^\lambda v_\lambda$ is a highest weight vector in $M(\lambda)^{\lambda-m\gamma}$.

**Proof.** We use induction on the length of $w$. If $w = 1$, we take $\theta_{\gamma,m}^\lambda = e^{m\beta}$ for all $\lambda$. Now assume that $w \neq 1$, and use the notation of Equations (3.11) and (3.12). Suppose $\lambda = s_\alpha \cdot \mu = w \cdot \nu \in w \cdot \Lambda$, and set

$$p = (\mu + \rho, \alpha^\vee) = (\nu + \rho, u^{-1}\alpha^\vee), \quad (\gamma, \alpha^\vee) = q.$$ 

Then $p$ and $q$ are positive integers, and $\lambda = \mu - p\alpha$ and $\gamma = \gamma' + q\alpha$. Now $U(n^-)e_{-\alpha}v_\mu$ is a submodule of $M(\mu)$ which is isomorphic to $M(\lambda)$. Also $M(\lambda)$ is uniquely embedded in $M(\mu)$, by [Mus12] Theorem 9.3.2, so we set $M(\lambda) = U(n^-)e_{-\alpha}v_\mu$.

Induction gives elements $\theta_{\gamma',m}^\mu \in U(n^-)^{-\gamma'}$ which are in good position for $u$, such that

$$v = \theta_{\gamma',m}^\mu v_\mu \in M(\mu)^{\mu-m\gamma'}$$

is a highest weight vector.

By Lemma 3.3 there exists a unique element $\theta_{\gamma,m}^\lambda \in U(n^-)^{-m\gamma}$ such that (3.13) holds and therefore

$$e_{-\alpha}^{m+mq} v = \theta_{\gamma,m}^\lambda e_{-\alpha}^p v_\mu \in U(n^-)e_{-\alpha}^p v_\mu = M(\lambda).$$

It follows from Lemma 3.8 that the family $\theta_{\gamma,m}^\lambda$ is in good position for $w$. 

**Proof of Theorem 1.2.** Let $\theta_{\gamma,m}^\lambda$ be the family of elements from Theorem 3.9. The existence of the elements

$$\theta_{\gamma,m} = \sum_{\pi \in \mathcal{F}(m\gamma)} e_{-\pi}H_{\pi} \in U(b^-),$$

with $\theta_{\gamma,m}(\lambda) = \theta_{\gamma,m}^\lambda$ for all $\lambda \in w \cdot \Lambda$ follows since $w \cdot \Lambda$ is Zariski dense in $H_{\gamma,m}$. The claims about the coefficients $H_{\pi}$ hold since the family $\theta_{\gamma,m}^\lambda$ is in good position for $w$. 
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3.3 Proof of Theorem 1.4.

Now suppose that $\mathfrak{g}$ is contragredient, with $\Pi$ as in (1.15). We assume that $\Pi$ contains an odd non-isotropic root and $\gamma = w\beta$ with $w \in W_{\text{nonisotropic}}, \beta \in \Delta_0^+ \cup \Delta_1^+$. Let $\{U_n = U_n(n^-)\}$ be the Clifford filtration on $U = U(n^-)$. Our assumptions have the following consequence.

**Lemma 3.10.** Let $\gamma$ be as above and $\alpha \in \Pi_{\text{nonisotropic}}$ is such that $(\gamma, \alpha) \neq 0$. Then

(a) If $\alpha$ is even then $(\gamma, \alpha^\vee) = \pm 1$

(b) If $\alpha$ is odd then $(\gamma, \alpha^\vee) = \pm 2$.

**Proof.** Left to the reader. The assumption that $\Pi$ contains an odd non-isotropic root is crucial to (a). Without this $\mathfrak{osp}(3,2)$ would be a counterexample. \hfill $\square$

**Lemma 3.11.** The Clifford filtration on $U(n^-)$ is stable under the adjoint action of $n_0^-$, and satisfies $\text{ad} n_0^- (U_n) \subseteq U_{n+1}$.

**Proof.** Left to the reader. \hfill $\square$

Fix a total order on the set $P(\gamma)$ such that if $\pi, \sigma \in P(\gamma)$ and $|\pi| > |\sigma|$, or if $|\pi| = |\sigma|$ and $\text{Cdeg}(\pi) > \text{Cdeg}(\sigma)$ then $\pi$ precedes $\sigma$.

Next we prove a Lemma relating $\text{Cdeg}(\pi)$ to $|\pi|$ and the order defined above.

**Lemma 3.12.** Set $\Xi = \Delta_0^+ \setminus \Delta_0^+$, and suppose $\pi, \sigma \in P(\gamma)$. Let $a(\pi) = \sum_{\delta \in \Xi} \pi(\delta)$.

(a) We have $2|\pi| - \text{Cdeg}(\pi) = a(\pi)$.

(b) $a(\pi) \leq 2$.

(c) If $\sigma$ precedes $\pi$, then $\text{Cdeg}(\pi) \leq \text{Cdeg}(\sigma)$.

**Proof.** (a) follows since

$$|\pi| = a(\pi) + \sum_{\alpha \in \Delta_0^+} \pi(\alpha) + \sum_{\alpha \in \Delta_0^+} \pi(\alpha),$$

and

$$\text{Cdeg}(\pi) = a(\pi) + 2 \sum_{\alpha \in \Delta_0^+} \pi(\alpha) + \sum_{\alpha \in \Delta_0^+} \pi(\alpha).$$

For (b) we note that the Lie superalgebras that have an odd non-isotropic root $\delta$ are $G(3)$ and the family $\mathfrak{osp}(2m + 1, 2n)$. Define a group homomorphism $f : \bigoplus_{\alpha \in \Pi} \mathbb{Z}\alpha \rightarrow \mathbb{Z}$ by setting $f(\delta) = 1$ and $f(\alpha) = 0$ for any $\alpha \in \Pi, \alpha \neq \delta$. It can be checked on a case-by-case basis that if $\delta \in \Pi$, then $\delta$ occurs with coefficient at most two when a positive root $\gamma$ is written as a linear combination of simple roots. Since $a(\pi) = f(\gamma)$ for $\pi \in P(\gamma)$, (b) follows. If (c) is false, then by definition of the order, we must have $|\pi| < |\sigma|$ and $\text{Cdeg}(\pi) > \text{Cdeg}(\sigma)$. But then by (a) this implies that

$$a(\sigma) = 2|\sigma| - \text{Cdeg}(\sigma) \geq 2|\pi| - \text{Cdeg}(\pi) + 3 = a(\pi) + 3 \geq 3$$

which contradicts (b). \hfill $\square$
Remark 3.13. We remark that if \( g = G(3) \) and we work with the anti-distinguished system of simple roots, then \( W' = W_{\text{nonisotropic}} \) has order 4 and is generated by the commuting reflections \( s_\delta \) and \( s_{-3\alpha_1-2\alpha_2} \) (notation as in [Mus12] section 4.4). Thus in particular if \( \beta \) is the simple isotropic root, then \( |W'\beta| = 4 \). We leave it to the reader to check the assertions in Theorem 1.4 in this case, using Equation (3.3) and Lemma 3.3. 6 For the rest of this section we assume that \( g \neq G(3) \). Thus since we assume that \( \Pi \) contains an odd non-isotropic root, \( g = \mathfrak{osp}(2m + 1, 2n) \) for some \( m, n \). In the proof of Lemma 3.15 we use the explicit description of the roots of \( g \) given in, for example [Mus12] Section 2.3.

Definition 3.14. We say that a family of elements \( \theta^\lambda = \sum_{\pi \in \mathfrak{P}(\gamma)} a_{\pi,\lambda} e_{-\pi} \) is in good position for \( w \) if for all \( \lambda \in w \cdot \Lambda \) we have

\[
\theta^\lambda = \sum_{\pi \in \mathfrak{P}(\gamma)} a_{\pi,\lambda} e_{-\pi},
\]

where the coefficients \( a_{\pi,\lambda} \in \mathbb{k} \) depend polynomially on \( \lambda \), and

(a) \( 2 \deg a_{\pi,\lambda} \leq 2\ell(w) + \deg(\gamma) - \deg(\pi) \)

(b) \( a_{\pi,\lambda} \) is a polynomial function of \( \lambda \) of degree \( \ell(w) \) with highest term equal to \( c\prod_{\alpha \in N(w^{-1})} h_\alpha \) for a nonzero constant \( c \).

Consider two orders on \( \Delta^+ \), and for \( \pi \in \mathfrak{P}(\gamma) \), set \( e_{-\pi} = \prod_{\alpha \in \Delta^+} e_{\pi(\alpha)} \) and \( \overline{e}_{-\pi} = \prod_{\alpha \in \Delta^+} e_{-\pi(\alpha)} \), the product being taken with respect to the given orders.

Lemma 3.15. Use the order on \( \overline{\mathfrak{P}(\gamma)} \) defined just before Lemma 3.12 to induce orders on two bases \( B_1 = \{ e_{-\pi} | \pi \in \overline{\mathfrak{P}(\gamma)} \} \) and \( B_2 = \{ \overline{e}_{-\pi} | \pi \in \overline{\mathfrak{P}(\gamma)} \} \) for \( U(n^-)^{-\gamma} \). Write \( x \in U(n^-)^{-\gamma} \otimes S(h) \) as

\[
x = \sum_{\pi \in \overline{\mathfrak{P}(\gamma)}} e_{-\pi} f_\pi = \sum_{\pi \in \overline{\mathfrak{P}(\gamma)}} \overline{e}_{-\pi} g_\pi.
\]

as in Equation (3.10). If the coefficients \( f_\pi \) satisfy

(a) \( 2 \deg f_\pi \leq 2\ell(w) + \deg(\gamma) - \deg(\pi) \)

(b) \( f_\pi \) is a polynomial of degree \( \ell(w) \) with highest term equal to \( c\prod_{\alpha \in N(w^{-1})} h_\alpha \) for a nonzero constant \( c \).

then the coefficients \( g_\pi \) satisfy the same conditions.

Proof. First we claim that the analog of Lemma 3.6 holds, that is changing the order on \( \Delta^+ \) in the definition of the \( e_{-\pi} \) requires only the introduction of terms \( e_{-\sigma} \) where \( \pi \) precedes \( \sigma \). It is enough to check this when the two orders differ only in that two neighboring roots are switched. By definition of the Clifford filtration any even

---

6If \( \beta \) is simple non-isotropic, then \( W'\beta \cap \Delta^+ = \{\beta\} \). If \( g = G(3) \) it is more interesting to use the distinguished system of simple roots.
root vector is central modulo lower degree terms. Also for the distinguished or anti-
distinguished Borel subalgebra the commutator of two root vectors corresponding
to roots in \( \Delta^+_1 \) is zero. So it is enough to check the case where the two roots are \( \delta_i \) and \( \delta_j \) with \( i \neq j \). Because an even power of \( e_{-\delta_i} \) or \( e_{-\delta_j} \) is central modulo lower
dergree terms it is enough to check the case where \( \pi(\delta_i) = \pi(\delta_j) = 1 \). Here we have 
\[
[e_{-\delta_i}, e_{-\delta_j}] = e_{-\delta_i - \delta_j} \quad \text{up to a non-zero scalar multiple.}
\]

\[
\begin{align*}
e_{-\pi} &= -\pi_{-\pi} \pm \pi_{-\sigma} \quad \text{modulo terms of lower degree in the Clifford filtration,}
\end{align*}
\]

where \( \sigma \) is defined by
\[
\sigma(\alpha) = \begin{cases} 
\pi(\alpha) - 1 & \text{if } \alpha = \delta_i \text{ or } \delta_j, \\
\pi(\alpha) + 1 & \text{if } \alpha = \delta_i + \delta_j, \\
\pi(\alpha) & \text{otherwise.}
\end{cases}
\]

Now the claim follows since \( Cdeg(\pi) = Cdeg(\sigma) \), but \(|\pi| > |\sigma|\). The rest of the proof
is the same as the proof of Lemma 3.7.

If \( \gamma \) is a simple root, then \( \theta_\gamma = e_{-\gamma} \) satisfies the conditions of Theorem 1.4. We
recall for convenience Equations (3.11) and (3.12) with minor modifications. Write 
\( \gamma = w\beta \) for some \( w \in W_{\text{nonisotropic}}, w \neq 1 \). Assume that
\[
w = s_\alpha u, \quad \gamma' = u\beta, \quad \gamma = w\beta = s_\alpha \gamma',
\]

with \( \alpha \in \Pi_{\text{nonisotropic}} \) and \( \ell(w) = \ell(u) + 1 \). Suppose \( \nu \in \Lambda \) and set
\[
\mu = u \cdot \nu, \quad \lambda = w \cdot \nu = s_\alpha \cdot \mu.
\]

As before we assume that the positive roots are ordered so that for any partition \( \pi \) we have 
\( e_{-\pi} = e_{-\sigma} e^{k}_{-\alpha} \) for a non-negative integer \( k \) and a partition \( \sigma \) with \( |\sigma(\alpha)| = 0 \).

**Lemma 3.16.** Suppose that \( p, q \) and \( \alpha \) are as in Lemma 3.3 and
\[
e^{p+q}_{-\alpha} \theta^\mu_{\gamma'} = \theta^\lambda_{\gamma} e^{p}_{-\alpha}.
\]  

Then the family \( \theta^\lambda_{\gamma} \) is in good position for \( w \) if the family \( \theta^\mu_{\gamma'} \) is in good position for \( u \).

**Proof.** If \( \alpha \) is odd, then \( p = 2\ell - 1 \) is odd, and by Lemma 3.10, \( q = 2 \). Write \( \theta^\mu_{\gamma'} \) as
in (3.14) and then define the \( e^{(j)}_{-\pi'} \) as in (3.15). Set \( \varepsilon(\gamma') = 1 \) if \( \gamma' \) is an even root
and \( \varepsilon(\gamma') = -1 \) if \( \gamma' \) is odd. Then instead of (3.16) we have, by (3.3)
\[
e^{2\ell+1}_{-\alpha} e_{-\pi'} = \sum_{i=0}^{\ell} \binom{\ell}{i} e^{[2i+1]}_{-\pi'} e^{2(\ell-i)}_{-\alpha} + \varepsilon(\gamma') \sum_{i=0}^{\ell} \binom{\ell}{i} e^{[2i]}_{-\pi'} e^{2\ell-2i+1}_{-\alpha}.
\]  

Parallel to the definition of the \( b^{\pi}_{j,\xi} \) in (3.17), we set for sufficiently large \( N \)
\[
e^{[j]}_{-\pi'} e^{N-j}_{-\alpha} = \sum_{\xi \in \mathbb{P}(\gamma'+N\alpha)} b^{\pi}_{j,\xi} e_{-\xi}.
\]
For $x \in \mathbb{R}$ we denote the largest integer not greater than $x$ by $\lfloor x \rfloor$. Then if $b_{j, \zeta}^{\pi'} \neq 0$, we have

$$\text{Cdeg}(\zeta) \leq \text{Cdeg}(\pi') + N - 2 \left\lfloor \frac{j}{2} \right\rfloor. \tag{3.30}$$

Indeed this holds because by Lemma 3.11, we have for such $j$

$$e_{-\pi'}^j e_{-\alpha}^{N-j} \in U_{\text{Cdeg}(\pi')+N-2\left\lfloor \frac{j}{2} \right\rfloor}. \tag{3.31}$$

Define coefficients $a'_{\pi', \mu}$ by

$$\theta_{\gamma', m}^\mu = \sum_{\pi' \in \mathcal{P}(m \gamma')} a'_{\pi', \mu} e_{-\pi'}, \tag{3.32}$$

as in (3.14). Then replacing (3.20) we set,

$$c_{\zeta, \lambda} = \sum_{\pi' \in \mathcal{P}((\gamma') \cup \{\zeta\})} \binom{\ell}{i} a'_{\pi', \mu} b_{2i+1, \zeta}^{\pi'} + \varepsilon(\gamma') \sum_{\pi' \in \mathcal{P}(\gamma') \cup \{\zeta\}} \binom{\ell}{i} a'_{\pi', \mu} b_{2i, \zeta}^{\pi'}. \tag{3.33}$$

Then we obtain the following variant of Equation (3.21)

$$e_{-\alpha}^{2\ell+1} \theta_{\gamma'}^\mu = \sum_{\zeta \in \mathcal{P}(\gamma' + N \alpha)} c_{\zeta, \lambda} e_{-\zeta} e^{2\ell+1-N}. \tag{3.34}$$

In the cancellation step we find that $c_{\zeta, \lambda} = 0$ unless $\zeta(\alpha) \geq N - 2$, and the bijection

$$f : \mathcal{P}(\gamma) \rightarrow \{\zeta \in \mathcal{P}(\gamma' + N \alpha) \mid \zeta(\alpha) \geq N - 2\},$$

is defined as in Equation (3.22) with $m = 1$ and $q = 2$. Then the coefficients $a_{\pi, \lambda}$ are defined as in (3.24). Instead of Equations (3.23) and (3.25) we have, when $f \pi = \zeta$,

$$\text{Cdeg}(\zeta) = \text{Cdeg}(\pi') + N - 2, \tag{3.35}$$

and

$$\deg a_{\pi, \lambda} \leq \max\{\lfloor j/2 \rfloor + \deg a'_{\pi', \mu} \mid b_{j, \zeta}^{\pi'} \neq 0\}. \tag{3.36}$$

Hence using (3.30) in place of (3.18), and then (3.35) we obtain,

$$2\deg a_{\pi, \lambda} \leq 2\deg a'_{\pi', \mu} + \text{Cdeg}(\pi') + N - \text{Cdeg}(\zeta) \tag{3.37}$$

$$= 2\deg a'_{\pi', \mu} + \text{Cdeg}(\pi') - \text{Cdeg}(\pi) + 2.$$

Therefore by induction, and since $\text{Cdeg}(\gamma') = \text{Cdeg}(\gamma)$,

$$2\deg a_{\pi, \lambda} \leq 2\ell(u) + \text{Cdeg}(\gamma') - \text{Cdeg}(\pi) + 2$$

$$= 2\ell(w) + \text{Cdeg}(\gamma) - \text{Cdeg}(\pi).$$

giving condition (a) in Definition 3.14.
The proof in the case where $\alpha$ is an even root is the same as in Section 3 apart from the inequalities. If $b^j, \zeta \neq 0$, then instead of (3.18), we have

$$C\deg(\zeta) \leq C\deg(\pi') + 2(N - j). \tag{3.38}$$

Define a bijection

$$f: \mathbf{F}(\gamma) \rightarrow \{\zeta \in \mathbf{F}(\gamma' + N\alpha) \mid \zeta(\alpha) \geq N - 1\},$$

as in (3.22) with $m = q = 1$. Then condition (a) follows since in place of (3.23) we have, if $f\pi = \zeta$

$$C\deg(\zeta) = C\deg(\pi) + 2(N - 1). \tag{3.39}$$

We leave the proof that (b) holds in Definition 3.14 to the reader. \hfill \Box

Theorem 1.4 follows from Lemma 3.15 in the same way that Theorem 1.2 follows from Lemma 3.8.

**Remark 3.17.** Šapovalov elements and their evaluations can also be constructed inside a Kostant $\mathbb{Z}$–form of the algebras $U(b^-)$ and $U(n^-)$. This is done for Lie algebras in [KL97]. We briefly indicate how to do it for Lie superalgebras using the $\mathbb{Z}$–form given by Fioresi and Gavarini [FG12]. 7 For $e \in \mathfrak{n}_0^-, h \in \mathfrak{h} \oplus k$ and $b, c \in \mathbb{N}$, define

$$e^{(b)} = \frac{e^b}{b!} \in U(n^-) \text{ and } \left( \frac{h}{c} \right) = \frac{h(h-1)\ldots(h-c+1)}{c!} \in U(h).$$

Let $\{x_1, \ldots, x_p\}, \{e_1, \ldots, e_q\}$ and $\{h_1, \ldots, h_n\}$ be bases for $\mathfrak{n}_0^-, \mathfrak{n}_0^-$ and $\mathfrak{h}$ respectively. Then for $A \in \mathbb{Z}_2^n, B \in \mathbb{N}^q$ and $C \in \mathbb{N}^n$, consider the elements $x_A, e_B, h_C$ of $U(b^-)$ given by

$$x_A = x_1^{a_1} \ldots x_p^{a_p}, \quad e_B = \frac{e_1}{b_1!} \ldots \frac{e_q}{b_q!}, \quad h_C = \left( \begin{array}{c} h_1 \\ c_1 \end{array} \right) \ldots \left( \begin{array}{c} h_n \\ c_n \end{array} \right).$$

By [FG12] Theorem 4.7, the products $x_A e_B h_C$ (resp. $x_A e_B, h_C$) form a $k$-basis of $U(b^-)$ (resp. $U(n^-), S(\mathfrak{h})$) and the $\mathbb{Z}$-span of the set of all such products form a $\mathbb{Z}$-algebra $U_\mathbb{Z}(b^-)$ (resp. $U_\mathbb{Z}(n^-), S_\mathbb{Z}(\mathfrak{h})$). If $(ad e)^{(b)} = (ad e)^b$, then by the proof of [Hum72] Proposition 25.5, the operator $(ad e)^{(b)}$ leaves $U_\mathbb{Z}(n^-)$ and $U_\mathbb{Z}(b^-)$ invariant.

Now (3.1) may be written in the form

$$e^{(r)} a = \sum_{i=0}^r ((ad e)^{(i)} a) e^{(r-i)}.$$

and (3.5) is equivalent to

---

7The point of doing this is to allow for a change in the base ring, and in particular to enable passage to positive characteristic.
Turning to (3.3) and using the notation introduced immediately before that equation, we define
\[
x^{(2i)} = e^{(i)} = e^i / i! = x^{2i+1} / i! \quad x^{(2i+1)} = x^{(2i+1)} / i!
\]
\[
z^{(2i)} = (\text{ad } x)^{2i} z / i! \quad z^{(2i+1)} = (\text{ad } x)^{2i+1} z / i!
\]
Then (3.3) can be written in the form
\[
x^{(2\ell+1)} z = \sum_{i=0}^\ell z^{(2i+1)} x^{(2\ell-2i)} + (-1)^{\ell} \sum_{i=0}^\ell z^{(2i)} x^{(2\ell-2i+1)}.
\]
Finally we note that if \( e = e_{-\alpha} \) is a root vector and \( h \in \mathfrak{h} \), we have
\[
e \begin{pmatrix} h \\ c \end{pmatrix} = \begin{pmatrix} h + \alpha(h) \\ c \end{pmatrix} e,
\]
and by [Hum72] Lemma 26.1, \( \begin{pmatrix} h + \alpha(h) \\ c \end{pmatrix} \in S_Z(\mathfrak{h}) \). Using these equations and the inductive construction, compare (3.5) and (3.28), it is easy to construct a Šapovalov element \( \theta_{\gamma,m} \) inside \( U_Z(b^-) \).

4 Changing the Borel subalgebra.

4.1 Adjacent Borel subalgebras.

We consider the behavior of Šapovalov elements when the Borel subalgebra is changed. Let \( b', b'' \) be arbitrary adjacent Borel subalgebras, and suppose
\[
\mathfrak{g}^\alpha \subset b', \quad \mathfrak{g}^{-\alpha} \subset b'' \tag{4.1}
\]
for some isotropic root \( \alpha \). Let \( S \) be the intersection of the sets of roots of \( b' \) and \( b'' \), \( p = b' + b'' \) and \( \mathfrak{r} = \bigoplus_{\beta \in S} \mathfrak{k} e_{-\beta} \). Then \( \mathfrak{r}, \mathfrak{p} \) are subalgebras of \( \mathfrak{g} \) with \( \mathfrak{g} = \mathfrak{p} \oplus \mathfrak{r} \). Furthermore \( \mathfrak{r} \) is stable under \( \text{ad } e_{\pm \alpha} \), and consequently, so is \( U(\mathfrak{r}) \). Note that
\[
\rho(b'') = \rho(b') + \alpha. \tag{4.2}
\]
Suppose \( v_\mu \) is a highest weight vector for \( b' \) with weight \( \mu = \mu(b') \), and let \( N \) be the module generated by \( v_\mu \). Then
\[
e_{\alpha}e_{-\alpha} v_\mu = h_\alpha v_\mu = (\mu, \alpha)v_\mu. \tag{4.3}
\]
As is well known (see for example Corollary 8.6.3 in [Mus12]), if \( (\mu + \rho(b'), \alpha) \neq 0 \), then
\[
\mu(b'') + \rho(b'') = \mu(b') + \rho(b'). \tag{4.4}
\]
In this situation we call the change of Borel subalgebras from \( \mathfrak{b}' \) to \( \mathfrak{b}'' \) (or vice-versa) a \textit{typical change of Borels for} \( \mathfrak{g} \). Suppose that \( \gamma \) is a positive root of both \( \mathfrak{b}' \) and \( \mathfrak{b}'' \), and that \( \theta_{\gamma,m} \) is a Sapovalov element corresponding to the pair \((\gamma, m)\) using the negatives of the roots of \( \mathfrak{b}'' \). Consider the Zariski dense subset \( \Lambda_{\gamma,m} \) of \( \mathcal{H}_{\gamma,m} \) given by

\[
\Lambda_{\gamma,m} = \{ \mu \in \mathcal{H}_{\gamma,m} | (\mu + \rho, \alpha) \notin \mathbb{Z} \text{ for all positive roots } \alpha \neq \gamma \}.
\]

Since the coefficients of \( \theta_{\gamma,m} \) are polynomials, \( \theta_{\gamma,m} \) is determined (as usual modulo a left ideal) by the values of \( \theta_{\gamma,m}v_\mu \) for \( \mu \in \Lambda_{\gamma,m} \).

Assume \( \mu \in \Lambda_{\gamma,m} \), and for brevity set \( \theta = \theta_{\gamma,m}(\mu) \). Let \( v_\mu' \) be a highest weight vector in a Verma module \( M_{\mathfrak{g}'}(\mu') \) for \( \mathfrak{b}' \) with highest weight \( \mu' \in \Lambda_{\gamma,m} \). Then \( v_\mu' = e_\alpha v_\mu \) is a highest weight vector for \( \mathfrak{b}'' \) which also generates \( M_{\mathfrak{g}''}(\mu') \). Thus we can write

\[
M_{\mathfrak{g}'}(\mu') = M_{\mathfrak{g}''}(\mu).
\]

Next note that \( u = \theta e_\alpha v_\mu \) is a highest weight vector for \( \mathfrak{b}'' \), and \( e_\alpha \theta e_\alpha v_\mu \) is a highest weight vector for \( \mathfrak{b}' \) of weight \( \mu' - m\gamma \) that generates the same submodule of \( M_{\mathfrak{g}'}(\mu') \) as \( u \). We can write \( \theta \) in a unique way as \( \theta = e_\alpha \theta_1 + \theta_2 \) with \( \theta_i \in U(\mathfrak{q}) \). Then

\[
e_\alpha \theta e_\alpha v_\mu' = e_\alpha \theta_2 e_\alpha v_\mu' = \theta_1' e_\alpha v_\mu' \pm \theta_2' v_\mu'\
\]

where \( \theta_1' = [e_\alpha, \theta_2], \theta_2' = (\mu', \alpha)\theta_2 \in U(\mathfrak{q}) \). Note that the term \( e_{-m\pi\gamma} \) cannot occur in \( e_\alpha \theta_1 \) or \( \theta_2' e_\alpha \). Allowing for possible re-order of positive roots used to define the \( e_{-\pi} \) (compare Lemma 3.7) we conclude that modulo terms of lower degree, the coefficient of \( e_{-m\pi\gamma} \) in \( e_\alpha \theta e_\alpha v_\mu' \) is equal to \( \pm (\mu', \alpha) \) times the coefficient of \( e_{-m\pi\gamma} \) in \( \theta_2 e_\alpha v_\mu' \).

### 4.2 Chains of Borel subalgebras.

Using adjacent Borel subalgebras it is possible to give an alternative construction of Sapovalov elements corresponding to an isotropic root \( \gamma \) which is a simple root for some Borel subalgebra. This condition always holds in type A, but for other types, it is quite restrictive: if \( \mathfrak{g} = \mathfrak{osp}(2m, 2n + 1) \) the assumption only holds for roots of the form \( \pm (\epsilon_i - \delta_j) \), while if \( \mathfrak{g} = \mathfrak{osp}(2m, 2n) \) it holds only for these roots and the root \( \epsilon_m + \delta_n \). (Theorems 1.2 and 1.4 on the other hand apply to any positive isotropic root, provided we choose the appropriate Borel subalgebra satisfying Hypothesis (1.15).)

Suppose that \( \mathfrak{b} \) is a distinguished or anti-distinguished Borel subalgebra, and let \( \mathfrak{b}' \in \mathcal{B} \). Consider a sequence

\[
\mathfrak{b} = \mathfrak{b}^{(0)}, \mathfrak{b}^{(1)}, \ldots, \mathfrak{b}^{(r)} = \mathfrak{b}'
\]

of Borel subalgebras such that \( \mathfrak{b}^{(i-1)} \) and \( \mathfrak{b}^{(i)} \) are adjacent for \( 1 \leq i \leq r \). It follows from [Mus12] Theorem 3.1.3, that such a chain always exists. If there is no chain of
adjacent Borel subalgebras connecting $\mathfrak{b}$ and $\mathfrak{b}'$ of shorter length than (4.5), we set $d(\mathfrak{b}, \mathfrak{b}') = r$. In this case there are isotropic roots $\beta_i$ such that

$$g^{\beta_i} \subset b^{(i-1)}, \quad g^{-\beta_i} \subset b^{(i)}$$

(4.6)

for $i \in [r]$, and $\beta_1, \ldots, \beta_r$ are distinct positive roots of $\mathfrak{b}$. Now suppose that $\gamma$ is a positive isotropic root for $\mathfrak{b}$ and a simple root in some Borel subalgebra. Then define

$$d(\gamma) = \min \left\{ r \middle| \text{for some chain as in (4.5), } \gamma \text{ is a simple root in } b^{(r)} \right\}.$$  

(4.7)

Suppose that $\gamma$ is a simple isotropic root of $b^{(r)}$, where $d(\gamma) = r$, and suppose that $\lambda$ is a general element of $H_{\gamma}$. Specifically we take this to mean that each change of Borels in the chain (4.5) is typical for the Verma modules $M(\lambda), M(\lambda - \gamma)$, induced from $\mathfrak{b}$. The set of all such $\lambda$ is Zariski dense in $H_{\gamma}$. Then set

$$v_0 = v_\lambda, \quad \lambda_0 = \lambda, \quad v_i = e_{-\beta_i}v_{i-1} - \lambda_i = \lambda_{i-1} - \beta_i \text{ for } i \in [r],$$

(4.8)

and

$$u_r = e_{-\gamma}v_r, \quad u_i = e_{\beta_{i+1}} \cdots e_{\beta_r}u_r \text{ for } 0 \leq i \leq r - 1.$$  

(4.9)

Then $u_i$ and $v_i$ are highest weight vectors for the Borel subalgebra $b^{(i)}$ with weights $\lambda_i$ and $\lambda_i - \gamma$ respectively. Since each change of Borels is typical, it follows that $(\lambda_i + \rho_i, \gamma) = 0$ for all $i$, where $\rho_i$ is the analog of $\rho$ for $b^{(i)}$. The observations of the previous Subsection give the following.

**Lemma 4.1.** The leading term of the coefficient of $e_{-\gamma}v_\lambda$ in

$$e_{\beta_1} \cdots e_{\beta_r}e_{-\gamma}e_{-\beta_r} \cdots e_{-\beta_1}v_\lambda$$

is, up to a constant multiple, equal to $\prod_{i=1}^{r}(\lambda, \beta_i)$.

### 4.3 Relation to the Weyl group.

When $\gamma$ is a simple root of some Borel subalgebra, we relate the approach to Šapovalov elements by change of Borel to the approach using the Weyl group. The analysis reveals a set of roots $N(\gamma)$ which has properties analogous to those of the set $N(w^{-1})$ from (1.8).

Suppose that $\mathfrak{b}$ is the distinguished or anti-distinguished Borel subalgebra, and let $\mathfrak{b}' \in \mathcal{B}$. Consider the chain of Borels from (4.5) and the roots $\beta_1, \ldots, \beta_r$ from (4.6). Recall the definition of $q(w, \alpha)$ before Theorem 1.2. The main result of this Subsection is the following.

**Proposition 4.2.** Suppose $\gamma = w\beta$ with $w \in W_{\text{nonisotropic}}$ and $\beta$ a simple isotropic root, and that $\gamma$ is a simple root of the Borel subalgebra $b^{(r)}$, where $d(\gamma) = r$. Then

$$\{ \gamma - \beta_i | i = 1, \ldots, r, (\gamma, \beta_i) \neq 0 \} = N(w^{-1}).$$

Moreover $q(w, \alpha) = 1$ for all $\alpha \in N(w^{-1})$. 
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A corollary will be used in the next Subsection. Before proving the Proposition we need several preparatory results. The first is familiar from the Lie algebra case.

**Lemma 4.3.** If \(\gamma, \alpha\) are roots with \(\alpha\) non-isotropic, and the \(\alpha\)-string through \(\gamma\) is 
\[\gamma - p\alpha, \ldots, \gamma, \ldots, \gamma + q\alpha\]
then \((\gamma, \alpha') = p - q\).

**Proof.** Let \(s\) be the subalgebra of \(g\) generated by the root vectors \(e_\alpha\) and \(e_{-\alpha}\). Then \(s\) is isomorphic to \(\mathfrak{sl}(2)\) or \(\mathfrak{osp}(1, 2)\). In the first case this is proved as in the Lie algebra case, [Hum72] Prop. 8.4 (e) using the representation theory of \(\mathfrak{sl}(2)\). Essentially the same proof also works when \(s \cong \mathfrak{osp}(1, 2)\).

**Lemma 4.4.** Suppose \(d(\gamma) = r\) and \(\gamma\) is a simple root of the Borel subalgebra \(b^{(r)}\). Then \(\alpha := \gamma - \beta_r\) is a simple even root of \(b^{(r-1)}\) and \(\gamma' := s_\alpha \gamma = \gamma - \alpha = \beta_r\).

**Proof.** We show that the diagram below on the left (resp. right) is part of the Dynkin-Kac diagram for \(b^{(r-1)}\) (resp. \(b^{(r)}\)).

\[
\begin{array}{ccc}
\alpha & \otimes & \beta_r \\
\otimes & & \otimes \\
\gamma & & -\beta_r
\end{array}
\]

Since \(d(\gamma) = r\), \(\gamma\) is not a simple root of \(b^{(r-1)}\) and thus \(\gamma\) is connected to \(-\beta_r\) as in the second diagram. By comparing the diagrams to those in Table 3.4.1 and the first row of Table 3.5.1 in [Mus12], we see that the first diagram is the only possibility, and the \(\alpha\)-string through \(\beta_r\) consists of \(\beta_r\) and \(\gamma\). Therefore by Lemma 4.3 \((\gamma, \alpha') = 1\), and the assertions about \(\gamma'\) follow easily.

Now suppose \(b\) is any Borel in \(B\) and set

\[Q(b) = \{\alpha | \alpha \in \Delta^+_1(b^{\text{dist}}) \cap -\Delta^+_1(b)\}\]  \hspace{1cm} (4.10)

and \(Q(\gamma) = Q(b)\) where \(d(\gamma) = d(b^{\text{dist}}, b)\). Next define

\[N(\gamma) = \{\alpha \in Q(\gamma) | (\gamma, \alpha) \neq 0\}\]  \hspace{1cm} (4.11)

This set is analogous to the set \(N(w^{-1})\) from (1.8).

**Lemma 4.5.** In the situation of Lemma 4.4, we have a disjoint union

\[N(\gamma) = s_\alpha N(\gamma') \cup \{\gamma'\}\]

**Proof.** Without loss of generality, we can assume that \(g\) has type A, \(\alpha = \epsilon_i - \epsilon_{i+1}\), \(\gamma' = \epsilon_{i+1} - \delta_{j'}\), and \(\gamma = \epsilon_i - \delta_{j'}\). Set

\[R(\gamma) = \{(k, \ell') | \epsilon_k - \delta_{\ell'} \in N(\gamma)\}\]

Then we need to show

\[R(\gamma) = \tau_{i,i+1} R(\gamma') \cup \{(i + 1, j')\}\]  \hspace{1cm} (4.12)
where $\tau_{i,i+1}$ is the transposition switching $i$ and $i+1$. We can write the shuffles corresponding to $\gamma$ and $\gamma'$ as the concatenations of

$$A, A', i, j', i+1, B, B' \quad \text{and} \quad A, i, A', i+1, j', B, B'$$

(4.13) respectively, where

$$A = (1, \ldots, i-1), \quad B = (i+2, \ldots, m),$$

$$A' = (1', \ldots, j'-1), \quad B' = (j'+1, \ldots, n').$$

Thus

$$R(\gamma) = \{i\} \times A' \bigcup (\{i+1\} \cup B) \times \{j'\},$$

$$R(\gamma') = \{i+1\} \times A' \bigcup B \times \{j'\},$$

and this clearly gives (4.12).

Proof of Proposition 4.2. Suppose $\gamma = w\beta$ with $w \in W_{\text{nonisotropic}}$ and $\beta$ simple isotropic. The first statement is clearly true for $\gamma$ simple. As in Lemma 4.4 we assume that $\gamma' = s_\alpha \gamma = \gamma - \alpha = \beta_r$. Set $A_w = \{\gamma - \beta_i | i = 1, \ldots, r, (\gamma, \beta_i) \neq 0\}$ and $u = s_\alpha w$. We show by induction on $|A_w|$ that $A_w = s_\alpha A_u \cup \{\alpha\}$, a disjoint union. The first equality below comes from the definition of $A_w$, the second from Lemma 4.5, the third is a simple rearrangement, and the fourth holds by induction.

$$A_w = \{\gamma - \sigma | \sigma \in N(\gamma)\} = \{\gamma - \sigma | \sigma \in s_\alpha N(\gamma')\} \cup \{\gamma - \gamma'\} = s_\alpha \{\gamma' - \tau | \tau \in N(\gamma')\} \cup \{\alpha\} = s_\alpha A_u \cup \{\alpha\}.$$  

(4.14)

This shows that $A_w$ satisfies the same recurrence as $N(w^{-1})$ from Equation (1.9), and this gives the first statement. (Note also that since the union in (4.14) is disjoint, we have $\ell(w) = \ell(u) + 1$.) By induction $q(u, \sigma) = 1$ for all $\alpha \in N(w^{-1})$. Thus $q(w, s_\alpha \sigma) = 1$ for all such $\sigma$. Since $q(w, \alpha) = (w\beta, \alpha^\vee) = (\gamma, \alpha^\vee) = 1$ by Lemma 4.4, the second statement holds.

Corollary 4.6. The leading term of the coefficient of $e^{-\gamma} v_\lambda$ in $\theta_\gamma v_\lambda$ is given by

$$\prod_{\beta \in N(w^{-1})} (\lambda, \beta)$$

up to a scalar multiple, independently of $\lambda \in \mathcal{H}_\gamma$.

Proof. We work always up to a scalar multiple. Under the hypothesis of Theorem 1.4 the leading term equals $\prod_{\beta \in N(w^{-1})} (\lambda, \beta)$. If instead we have the hypothesis of Theorem 1.2, then since $q(w, \alpha) = 1$ for all $\alpha \in N(w^{-1})$ by Proposition 4.2, we obtain the same leading term. Furthermore

$$\prod_{\beta \in N(w^{-1})} (\lambda, \beta) = \prod_{i: (\gamma, \beta_i) \neq 0} (\lambda, \gamma - \beta_i).$$

Since $(\lambda + \rho, \gamma) = 0$ this gives the result.

□
4.4 Šapovalov elements and change of Borel.

There exists a unique (modulo a suitable left ideal in \( U(\mathfrak{g}) \)) Šapovalov element \( \theta^{(i)}_{\gamma} \) for the Borel subalgebra \( \mathfrak{b}^{(i)} \) and polynomials \( g_i(\lambda), h_i(\lambda) \) such that

\[
e^{-\beta_i} \theta^{(i-1)}_{\gamma} e_{\beta_i} v_i = g_i(\lambda) \theta^{(i)}_{\gamma} v_i,
\]

and

\[
e_{\beta_i} \theta^{(i)}_{\gamma} e_{-\beta_i} v_{i-1} = h_i(\lambda) \theta^{(i-1)}_{\gamma} v_{i-1}.
\]

Lemma 4.7. For general \( \lambda \in \mathcal{H}_\gamma \),

\[
g_i(\lambda) h_i(\lambda) = (\lambda + \rho, \beta_i)(\lambda + \rho - \gamma, \beta_i).
\]

Proof. We have using first (4.3) and the definition of \( v_i \), then (4.15) and (4.16),

\[
(\lambda_{i-1}, \beta_i)(\lambda_{i-1} - \gamma, \beta_i) \theta^{(i-1)}_{\gamma} v_{i-1} = e_{\beta_i} e_{-\beta_i} \theta^{(i-1)}_{\gamma} e_{\beta_i} e_{-\beta_i} v_{i-1} = e_{\beta_i} e_{-\beta_i} \theta^{(i-1)}_{\gamma} e_{\beta_i} v_i = g_i(\lambda) e_{\beta_i} \theta^{(i)}_{\gamma} e_{-\beta_i} v_{i-1} = g_i(\lambda) h_i(\lambda) \theta^{(i-1)}_{\gamma} v_{i-1}.
\]

Now each change of Borels is typical and \( \beta_i \) is simple isotropic for \( \mathfrak{b}^{(i-1)} \), so we have \((\lambda_{i-1}, \beta_i) = (\lambda + \rho, \beta_i)\). The result follows.

Theorem 4.8. Set \( F(\gamma) = \{ i \in [r] | (\gamma, \beta_i) = 0 \} \). There is a nonzero \( c \in k \) such that for all \( \lambda \in \mathcal{H}_\gamma \),

\[
e_{\beta_1} \ldots e_{\beta_r} e_{-\gamma} e_{-\beta_r} \ldots e_{-\beta_1} v_\lambda = c \prod_{i \in F(\gamma)} (\lambda + \rho, \beta_i) \theta_{\gamma} v_\lambda.
\]

Proof. It is enough to show this for all \( \lambda \) in a Zariski dense subset of \( \mathcal{H}_\gamma \). Thus we may assume that each change of Borels in (4.5) is typical for \( M(\lambda) \). Since \( v_i = e_{-\beta_i} v_{i-1} \), and \( u_{i-1} = e_{\beta_i} u_i \), Equation (4.16) and reverse induction on \( i \) yield

\[
u_{i-1} = \prod_{j=i}^r h_j(\lambda) \theta^{(i-1)}_{\gamma} v_{i-1}.
\]

Hence

\[
u_0 = \prod_{j=1}^r h_j(\lambda) \theta_{\gamma} v_0.
\]

Therefore by comparing the coefficient of \( e_{-\gamma} v_\lambda \) on both sides of (4.19), and using Lemma 4.1 and Corollary 4.6, we have modulo terms of lower degree, that

\[
\prod_{j=1}^r h_j(\lambda) = \prod_{i \in F(\gamma)} (\lambda, \beta_i).
\]

Now none of the functions \( \lambda \rightarrow (\lambda, \beta_i) \), for \( i \in [r] \), on \( \mathcal{H}_\gamma \) is a multiple of another. It follows that, up to a constant multiple, \( h_j(\lambda) = (\lambda, \beta_j) + \) a constant if \( j \in F(\gamma) \), and \( h_j(\lambda) \) is constant if \( j \notin F(\gamma) \). However we know from Lemma 4.7 that if \( (\lambda, \beta_j) = 0 \) then \( h_j(\lambda) \) divides \( (\lambda + \rho, \beta_j) \). Thus the result follows.
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Next suppose that $b''$, $b'$ are adjacent Borel subalgebras as in Equation (4.1), and that $d(b, b'') = d(b, b') + 1$. We can find a sequence of Borel subalgebras as in (4.5) such that $b' = b^{(i-1)}$ and $b'' = b^{(i)}$. Adopting the notation of Equations (4.15) and (4.16), we can now clarify the relationship between the Šapovalov elements $\theta_{\gamma}^{(i-1)}$ and $\theta_{\gamma}^{(i)}$.

**Corollary 4.9.** With the above notation, we have up to constant multiples,

(a) If $(\gamma, \beta_i) = 0$, then $h_i(\lambda) = g_i(\lambda) = (\lambda + \rho, \beta_i)$.

(b) If $(\gamma, \beta_i) \neq 0$, then $h_i(\lambda) = 1$ and $g_i(\lambda) = (\lambda + \rho, \beta_i)(\lambda + \rho - \gamma, \beta_i)$.

**Proof.** From the last paragraph of the proof it follows that, up to a constant multiple, $h_j(\lambda) = (\lambda + \rho, \beta_j)$ if $j \in F(\gamma)$. We obtain the result by looking at the degrees of both sides in (4.20). □

5 Relations between Šapovalov elements.

5.1 Powers of Šapovalov elements.

5.1.1 Isotropic Roots.

First we record an elementary but important property of the Šapovalov element $\theta_{\gamma}$ corresponding to an isotropic root $\gamma$.

**Theorem 5.1.** If $\lambda \in H_\gamma$, then $\theta_{\gamma}^2 v_\lambda = 0$. Equivalently, $\theta_{\gamma}(\lambda - \gamma)\theta_{\gamma}(\lambda) = 0$.

**Proof.** It is enough to show this for all $\lambda$ in a Zariski dense subset of $H_\gamma$. We assume $\gamma = w\beta$ for $\beta \in \Pi$ where $\beta$ is isotropic, and $w \in W_{\text{nonisotropic}}$. Let $\Lambda$ be the subset of $H_\beta$ defined by Equation (3.8), and suppose $\lambda \in w \cdot \Lambda$. The proof is by induction on the length of $w$. We can assume that $w \neq 1$. Replace $\mu$ with $\mu - \gamma'$ and $\lambda = s_{\alpha} \cdot \mu$ with $s_{\alpha} \cdot (\mu - \gamma') = \lambda - \gamma$ in Equation (3.13) or (3.28). Then $p$ is replaced by $p + q$ and we obtain

$$e_{-\alpha}^{p+2q} \theta_{\gamma}^{\mu - \gamma'} = \theta_{\gamma}^{\lambda - \gamma} e_{-\alpha}^p.$$ Combining this with Equation (3.13) and using induction we have

$$0 = e_{-\alpha}^{p+2q} \theta_{\gamma}^{\mu - \gamma'} \theta_{\gamma}^{\mu} = \theta_{\gamma}^{\lambda - \gamma} \theta_{\gamma}^{\lambda} e_{-\alpha}. $$

The result follows since $e_{-\alpha}$ is not a zero divisor in $U(n^-)$. □

**Remark 5.2.** From the Theorem, if $\lambda \in H_\gamma$, there is a sequence of maps

$$\ldots M(\lambda - \gamma) \xrightarrow{\psi_{\lambda,\gamma}} M(\lambda) \xrightarrow{\psi_{\lambda+\gamma,\gamma}} M(\lambda + \gamma) \ldots$$

such that the composite of two successive maps is zero. The map $\psi_{\lambda,\gamma}$ in (5.1) is defined by $\psi_{\lambda,\gamma}(xv_{\lambda - \gamma}) = x\theta_{\gamma} v_\lambda$. The complex (5.1) can have non-zero homology see Remark B.5 (d).
5.1.2 Evaluation of Šapovalov elements.

Up to this point we have only evaluated Šapovalov element $\theta_{\gamma,m}$ at points $\lambda \in H_{m,\gamma}$. However to study the behavior of powers of Šapovalov elements for non-isotropic roots, we need to evaluate at arbitrary points, $\lambda \in h^\ast$. Another situation where it is useful to do this is in the work of Carter [Car87] on the construction of orthogonal bases for non-integral Verma modules and simple modules in type A. However some care must be taken since the Šapovalov element $\theta_{\gamma,m}$ is only defined modulo the ideal $U(b^-)I(H_{\gamma,m})$.

Suppose $e$ is locally ad-nilpotent. Equation (3.1) leads to a formula for conjugation by $e^r$ which extends to the 1-parameter family of automorphism $\Theta_r$, $r \in k$ of $A_S$, given by

$$\Theta_r(a) = \sum_{i \geq 0} \binom{r}{i} ((\text{ad } e)^i a)e^{-i}. \quad (5.2)$$

For a generalization, see [Mat00] Lemma 4.3.

Fix a non-isotropic root $\alpha$ and let $S$ be the multiplicative subset $S = \{e^{n_\alpha}\}$ in $U = U(n^-)$, and let $U_S$ be the corresponding Ore localization. We use the generalized conjugation automorphisms $\Theta_x$ (for $x \in k$) of $U_S$ defined in (5.2) with $e = e_{-\alpha}$. For $x \in \mathbb{N}$ we have $\Theta_x(a) = e^{x_\alpha} a e^{-x_\alpha}$. Thus $\Theta_x(e_{-\alpha}) = e_{-\alpha}$, and

$$\Theta_x(e_{-\alpha} a e_{-\alpha}^{-1}) = \Theta_{x+1}(u). \quad (5.3)$$

As noted earlier, the value of $\Theta_x(u)$ for $x \in k$ is determined by its values for $x \in \mathbb{N}$. To stress the dependence of $\Theta_x(u)$ on the root $\alpha$ we sometimes denote it by $\Theta^\alpha_x(u)$.

**Lemma 5.3.** Suppose that $\mu \in H_{\gamma'}$, $\lambda = s_\alpha \cdot \mu$, $\gamma = s_\alpha \gamma'$, $q = (\gamma, \alpha^\vee)$. Assume that $q \notin \mathbb{N}\{0\}$, and if $\alpha \in \Delta_1^+ \setminus \Delta_1^+$, that $q = 2$. If $x = (\mu + \rho, \alpha^\vee)$ we have

$$\theta_{\gamma}(\lambda) = \Theta_x(e^{q_\alpha} \theta_{\gamma'}(\mu)). \quad (5.4)$$

**Proof.** If $\alpha \in \Pi \cap A(\mu)$ this follows from Lemma 3.3.

The issue is that we need to show that using this definition, we need to show that for arbitrary points, $\lambda \in h^\ast$, we have $\theta_{\gamma,m}(\lambda) \in U_S$ and not just that $\theta_{\gamma,m}(\lambda) \in U_S$, see Corollary 5.6. Fortunately there is an easy way to ensure this in all non-exceptional cases.

For $\beta \in \Pi$, let $W_\beta$ be the subgroup of $W$ generated by all simple reflections $s_\alpha$ where $\alpha$ is non-isotropic and $\alpha \neq \beta$. We consider a stronger version of hypotheses (1.16) and (1.17).

The root $\gamma \in \Delta^+$ is such that for some

$$\beta \in \Pi, \text{ and } w \in W_\beta \text{ we have } \gamma = w\beta. \quad (5.5)$$

**Lemma 5.4.** Hypothesis (5.5) holds provided
(a) \( g \) is a simple Lie algebra of type A-D, and \( \gamma \) is a positive root.

(b) \( g \) is a contragredient Lie superalgebra, the basis \( \Pi \) of positive roots satisfies (1.15) and \( \gamma \) is a positive isotropic root such that (1.17) holds.

(c) \( g \) is a contragredient Lie superalgebra of type A-D, the basis \( \Pi \) of positive roots satisfies (1.15) and \( \gamma \) is a positive root such that (1.16) or (1.17) holds.

Proof. To prove (a), it suffices to exhibit a chain of roots of the form
\[
\gamma = \gamma_0, \gamma_1, \ldots, \gamma_m = \beta
\]
such that \( \beta \) is simple, and that for \( i \in [m] \), we have \( \gamma_i = s_{\beta_i} \gamma_{i-1} \) for some \( \beta_i \in \Pi \setminus \{ \beta \} \) with \( (\gamma_i, \beta_i^\vee) > 0 \). We use the same notation as Bourbaki [Bou02] Chapter 6. We treat the case where \( g \) has type \( B_n \) or \( C_n \) first. Here there are two root lengths and all but one of the simple roots has the same length, the exception being the rightmost root \( \alpha_n \) of the Dynkin diagram. If \( \gamma \) and \( \alpha_n \) have the same length, then by [Hum72] Lemma 10.2, the result holds with \( \beta = \alpha_n \). If this is not the case we have \( \gamma = \epsilon_i \pm \epsilon_j \) for some \( i, j \in [n] \) with \( i < j \). By induction we can assume that \( i = 1 \). If \( \gamma = \epsilon_1 + \epsilon_j \), the sequence of roots is
\[
\gamma = \epsilon_1 + \epsilon_j, \epsilon_1 + \epsilon_{j+1}, \ldots, \epsilon_1 + \epsilon_n, \\
\epsilon_1 - \epsilon_n, \epsilon_1 - \epsilon_{n-1}, \ldots, \epsilon_1 - \epsilon_2 = \beta.
\]
It is easy to see that each term in the above sequence is obtained from its predecessor by a simple reflection, and that none of these reflections fixes the hyperplane orthogonal to \( \beta \). If \( \gamma = \epsilon_1 - \epsilon_j \) we need only a terminal subsequence of the roots in the second row. The same applies if \( g \) has type \( A_n \). If \( g \) has type \( D_n \), one such sequence is
\[
\gamma = \epsilon_1 + \epsilon_j, \epsilon_1 + \epsilon_{j+1}, \ldots, \epsilon_1 + \epsilon_{n-1}, \epsilon_1 + \epsilon_n, \\
\epsilon_1 - \epsilon_{n-1}, \epsilon_1 - \epsilon_{n-2}, \ldots, \epsilon_1 - \epsilon_2 = \beta.
\]
Next note that (b) follows immediately since for \( \beta \) isotropic we have \( W_\beta = W_{\text{nonisotropic}} \). Finally to prove (c) we can assume that \( \gamma \) is non-isotropic, and then under the additional assumptions in (c) we reduce to the statement in (a).

Now suppose that \( \gamma = w/\beta \) is non-isotropic and satisfies (1.16) or (1.17). Suppose also that (5.5) holds. We observe that in the inductive construction of the Šapovalov element \( \theta_{\gamma,m} \), the assumption that \( \lambda \in \mathcal{H}_{m,\gamma} \) is only used for the base case of the induction. It follows that

Lemma 5.5. If \( \Pi_{\text{nonisotropic}} \setminus \{ \alpha \} = \{ \alpha_1, \ldots, \alpha_r \} \), and \( \lambda, \bar{\lambda} \in \mathfrak{h}^* \) satisfy
\[
(\lambda + \rho, \alpha_i) = (\bar{\lambda} + \rho, \alpha_i) \text{ for } i \in [r],
\]
then \( \theta_{\gamma,m}(\lambda) = \theta_{\gamma,m}(\bar{\lambda}) \).

Corollary 5.6. For all \( \lambda \in \mathfrak{h}^* \), and \( j > 0 \), we have \( \theta_{\gamma,j}(\lambda) \in U \).
Proof. Suppose $\bar{\lambda}_j \in \mathcal{H}_{\gamma,j}$ satisfies (5.8) and note that $\theta_{\gamma,j}(\bar{\lambda}) \in U$ by the cancellation step in the proof of Theorem 1.2. \hfill \Box

Remark 5.7. We end this Subsection with a discussion of the uniqueness of the evaluations of Šapovalov elements constructed above. We first observe that even if $g = sl(3)$, and $\gamma$ is the non-simple positive root, then unless $\lambda \in \mathcal{H}_{\gamma,m}$ the construction depends on which of the simple roots we call $\beta$. We adopt the notation of [Mus12] Exercise 9.5.2. Thus the simple positive roots are $\alpha, \beta$ and $\gamma = \alpha + \beta$. Choose negative root vectors $e_{-\alpha} = e_{32}$, $e_{-\beta} = e_{21}$ and $e_{-\gamma} = e_{31}$. Suppose that $\mu = s_\alpha \cdot \lambda$, $\nu = s_\beta \cdot \lambda$ and that $p = (\mu + \rho, \alpha^\vee) = -(\lambda + \rho, \alpha^\vee)$, $q = (\nu + \rho, \beta^\vee) = -(\mu + \rho, \beta^\vee)$. Then using $\beta$, (resp. $\alpha$) as the simple root in question, we obtain evaluations $\theta^{(\beta)}_{\gamma,1}(\lambda)$ (resp. $\theta^{(\alpha)}_{\gamma,1}(\lambda)$)

$$\theta^{(\beta)}_{\gamma,1}(\lambda) = e_{-\beta}e_{-\alpha} + (p + 1)e_{-\gamma}$$

$$\theta^{(\alpha)}_{\gamma,1}(\lambda) = e_{-\alpha}e_{-\beta} - (q + 1)e_{-\gamma}.$$ 

These are equal iff $p + q + 1 = 0$, that is iff $\lambda \in \mathcal{H}_{\gamma,1}$. Coming back to the general case, we now fix the simple root $\beta$. If $g$ does not have type $A, B$ or $C$, then the sequence of roots in (5.6) is uniquely determined by $\gamma$. For $g = D_n$ the sequence is unique except that the subsequence

$$\gamma_1 = \epsilon_1 + \epsilon_{n-1}, \quad \gamma_2 = \epsilon_1 + \epsilon_n, \quad \gamma_3 = \epsilon_1 - \epsilon_{n-1}$$

of (5.7) can be replaced by

$$\gamma_1 = \epsilon_1 + \epsilon_{n-1}, \quad \gamma_2' = \epsilon_1 - \epsilon_n, \quad \gamma_3 = \epsilon_1 - \epsilon_{n-1}.$$ 

This is related to the fact that for $g = D_n$, the natural module is not uniserial as a module for a Borel subalgebra of $g$, [Mus12] Exercise 3.7.6. Let $\alpha' = \epsilon_{n-1} - \epsilon_n$ and $\alpha = \epsilon_{n-1} + \epsilon_n$, be the simple roots corresponding to the two rightmost nodes of the Dynkin diagram. We have

$$\gamma_1 = \gamma_2 + \alpha', \quad \gamma_2 = \gamma_3 + \alpha,$$

$$\gamma_1 = \gamma_2' + \alpha, \quad \gamma_2' = \gamma_3 + \alpha'.$$

Suppose that $\nu = s_\alpha s_{\alpha'} \cdot \mu$. The construction of $\theta_{\gamma_{1,m}}(\nu)$ from $\theta_{\gamma_{3,m}}(\mu)$ in 2 steps can be carried out in 2 different ways. We claim each way gives the same result. Suppose that $\lambda = s_\alpha \mu$, $\lambda' = s_{\alpha'} \mu$, $x = (\mu + \rho, \alpha^\vee)$ and $y = (\mu + \rho, (\alpha')^\vee)$. Then we need to show that

$$\Theta^{\alpha}_{x}(e_{-\alpha}^m \Theta^{\alpha'}_{y}(e_{-\alpha}^m \theta_{\gamma_{3,m}}(\mu))) = \Theta^{\alpha'}_{y}(e_{-\alpha}^m \Theta^{\alpha}_{x}(e_{-\alpha}^m \theta_{\gamma_{3,m}}(\mu))). \quad (5.9)$$

To show this set $\Theta^{\alpha,\alpha'}_{x,y} = \Theta^{\alpha}_{x} \circ \Theta^{\alpha'}_{y}$. Since the roots $\alpha$ and $\alpha'$ are orthogonal, we have $\Theta^{\alpha,\alpha'}_{x,y} = \Theta^{\alpha'}_{y,x} \circ \alpha$. Also $\Theta^{\alpha}_{x}(e_{-\alpha}) = e_{-\alpha'}$ and $\Theta^{\alpha'}_{y}(e_{-\alpha}) = e_{-\alpha}$. Therefore both sides of (5.9) are equal to

$$\Theta^{\alpha,\alpha'}_{x,y}(e_{-\alpha}^m e_{-\alpha}^m \theta_{\gamma_{3,m}}(\mu)).$$
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5.1.3 Non-Isotropic Roots.

Theorem 5.8. If \( \lambda \in \mathcal{H}_{\gamma,m} \), then
\[
\theta_{\gamma,m}(\lambda) = \theta_{\gamma,1}(\lambda - (m-1)\gamma) \cdots \theta_{\gamma,1}(\lambda - \gamma) \theta_{\gamma,1}(\lambda). \tag{5.10}
\]
Equivalently if \( v_{\lambda} \) is a highest weight vector of weight \( \lambda \) in the Verma module \( M(\lambda) \) we have \( \theta_{\gamma,m}v_{\lambda} = \theta_{\gamma,1}^m v_{\lambda} \). If \( \lambda \in \mathcal{H}_{\gamma,m} \) this is a highest weight vector which is independent of the choice of \( \beta \) in the inductive construction.

Proof. Clearly (5.10) holds if \( \gamma \) is a simple root. Suppose that (3.4) holds, and assume that \( \lambda \in w \cdot \Lambda \) where \( \Lambda \) is defined in (3.8). For \( i = 0, \ldots, m-1 \) we have
\[
(\mu + \rho - i\gamma', \alpha^\vee) = p + iq,
\]
so by the inductive definition (5.3) and (5.4),
\[
\theta_{\gamma,1}(\lambda - i\gamma) = \Theta_{p+iq}(e_\alpha^q \theta_{\gamma',1}(\mu - i\gamma')) = \Theta_{p}(e_{\alpha}^{(i+1)q} \theta_{\gamma',1}(\mu - i\gamma')e_{-\alpha}^{-iq}). \tag{5.11}
\]
Now using the corresponding result for \( \theta_{\gamma',m}(\mu) \) we have
\[
e_{\alpha}^{md} \theta_{\gamma',m}(\mu) = e_{\alpha}^{md} \theta_{\gamma',1}(\mu - (m-1)\gamma') \cdots \theta_{\gamma,1}(\mu - \gamma') \theta_{\gamma',1}(\mu) = e_{\alpha}^{(m-1)q}(e_{\alpha}^{q} \theta_{\gamma',1}(\mu - (m-1)\gamma'))e_{-\alpha}^{-(m-1)q} \cdot e_{\alpha}^{(m-2)q}(e_{\alpha}^{q} \theta_{\gamma',1}(\mu - (m-2)\gamma'))e_{-\alpha}^{-(m-2)q} \cdot \cdots \cdot e_{\alpha}^{kq}(e_{\alpha}^{q} \theta_{\gamma',1}(\mu - k\gamma'))e_{-\alpha}^{-kq} \cdot \cdots \\
\cdot e_{\alpha}^{q}(e_{\alpha}^{q} \theta_{\gamma',1}(\mu - \gamma'))e_{-\alpha}^{-q} \cdot e_{\alpha}^{q} \theta_{\gamma',1}(\mu).
\]
The result follows by applying the automorphism \( \Theta_{p} \) to both sides and using (5.4) and (5.11). \( \square \)

5.2 Pairs of Roots.

Next we consider relations between Šapovalov elements coming from different isotropic roots \( \gamma \) and \( \gamma' \). There are two cases depending on whether or not \( (\gamma, \gamma') = 0 \).

5.2.1 The non-orthogonal case.

Let \( \Pi_{\text{nonisotropic}} \) be the set of nonisotropic simple roots, and \( Q^+_0 = \sum_{\alpha \in \Pi_{\text{nonisotropic}}} N_\alpha \). If \( \gamma, \gamma' \) are positive non-orthogonal isotropic roots, then \( \gamma' = s_\alpha \gamma \) for some nonisotropic \( \alpha \in Q^+_0 \). In this situation the next result relates Šapovalov elements for \( \gamma, \gamma' \) and \( \alpha \). We set \( \theta_{\alpha,0} = 1 \).

Theorem 5.9. Let \( \gamma \) be a positive isotropic root and \( \alpha \) a non-isotropic root contained in \( Q^+_0 \). Let \( v_{\lambda} \) be a highest weight vector in a Verma module with highest weight \( \lambda \), and set \( \gamma' = s_\alpha \gamma \). Let \( p = (\lambda + \rho, \alpha^\vee) \), and assume \( q = (\gamma, \alpha^\vee) \in \mathbb{N} \setminus \{0\} \). Suppose \( \alpha \in A(\lambda) \) and \( p = (\lambda + \rho, \alpha^\vee) \). Then
(a) If \((\lambda + \rho, \gamma') = 0\) we have
\[ \theta, \theta_{\alpha,p}v_\lambda = \theta_{\alpha,p+q}\theta_{\gamma'}v_\lambda. \] (5.12)

(b) If \((\lambda + \rho, \gamma) = 0, \) and \(p - q \geq 0\), we have
\[ \theta_{\gamma'}\theta_{\alpha,p}v_\lambda = \theta_{\alpha,p-q}\theta_{\gamma}v_\lambda. \] (5.13)

**Proof.** It suffices to prove (a) for all \(\lambda\) in the Zariski dense subset \(\Lambda\) of \(\mathcal{H}_{\gamma'} \cap \mathcal{H}_{\alpha,p}\) given by
\[ \Lambda = \{ \lambda \in \mathcal{H}_{\gamma'} \cap \mathcal{H}_{\alpha,p} | A(\lambda) = \{\alpha\}, B(\lambda) = \{\gamma'\} \}. \]

However for \(\lambda \in \Lambda\), \(M(\lambda)\) contains a unique highest weight vector of weight \(s_\alpha \cdot \lambda - \gamma\). Therefore, \(\theta_{\gamma}\theta_{\alpha,p}v_\lambda\) and \(\theta_{\alpha,p+q}\theta_{\gamma'}v_\lambda\) are equal up to a scalar multiple. Now if \(\pi^0\) is the partition of \(\gamma + p\alpha\) with \(\pi^0(\sigma) = 0\) for all non-simple roots \(\sigma\), then it follows easily from the definition of Šapovalov elements, that \(e^{-\pi^0}v_\lambda\) occurs with coefficient equal to one in both \(\theta_{\gamma}\theta_{\alpha,p}v_\lambda\) and \(\theta_{\alpha,p+q}\theta_{\gamma'}v_\lambda\), and from this we obtain the desired conclusion. The proof of (b) is similar.

**Remarks 5.10.** (i) Perhaps the most interesting case of Equation (5.12) arises when \(p = 0\), since then we have an inclusion between submodules of a Verma module obtained by multiplying the highest weight vector \(v_\lambda\) by \(\theta_{\gamma}\) and \(\theta_{\gamma'}\). Similarly the most interesting case of Equation (5.13) is when \(p = q\).

(ii) In the case that \(\alpha\) is a simple root, (5.12) reduces to Equation (3.13).

**5.2.2 The orthogonal case for special pairs.**

Now we consider two isotropic roots \(\gamma_1, \gamma_2\) such that \((\gamma_1, \gamma_2) = 0\). In Subsection 5.2.4 we show that for \(\lambda \in \mathcal{H}_{\gamma_1, \gamma_2} := \mathcal{H}_{\gamma_1} \cap \mathcal{H}_{\gamma_2}\) the highest weight vectors \(\theta_{\gamma_1}\theta_{\gamma_2}v_\lambda\) and \(\theta_{\gamma_1}\theta_{\gamma_2}v_\lambda\) are equal up to a constant multiple, the constant being a ratio of linear polynomials in \(\lambda\) differing only in their constant terms, see Equation (5.34) for the exact statement. Here we consider some properties of such pairs of roots.

If \(\mathfrak{g}\) has two orthogonal isotropic roots then \(\mathfrak{g}\) has defect at least two, see [KW94]. In particular \(\mathfrak{g}\) cannot be exceptional. So we assume that \(\mathfrak{g} = \mathfrak{gl}(m,n), \mathfrak{osp}(2m,2n)\) or \(\mathfrak{osp}(2m+1,2n)\) with \(m,n \geq 2\). As has become quite standard we express the roots of \(\mathfrak{g}\) in terms of linear forms \(\epsilon_i, \delta_i \in \mathfrak{h}^*\), see [Kac77a] 2.5.4 or [Mus12] Chapter 2. The odd isotropic roots have the form
\[ \Delta_1 = \{ \pm (\epsilon_i - \delta_j) | i \in [m], j \in [n] \}, \] (5.14)
if \(\mathfrak{g} = \mathfrak{gl}(m,n)\) or
\[ \Delta_1 = \{ \pm \epsilon_i \pm \delta_j | i \in [m], j \in [n] \}, \] (5.15)
if \(\mathfrak{g}\) is orthosymplectic. We assume the bilinear form \((, )\) on \(\mathfrak{h}^*\) satisfies
\[ (\epsilon_i, \epsilon_j) = \delta_{i,j} = - (\delta_i, \delta_j). \] (5.16)
We say that $\Pi$ has $\mathfrak{osp}$ type ($\mathfrak{spo}$ type) if it contains the simple root $\epsilon_m - \delta_1$ (resp. $\delta_n - \epsilon_1$). We also say that an isotropic root is of type $\mathfrak{spo}$ if it does not have the form $\epsilon_i - \delta_j$, and type $\mathfrak{osp}$ if it does not have the form $\delta_i - \epsilon_j$. Roots of the form $\epsilon_i + \delta_j$ are of both $\mathfrak{osp}$ and $\mathfrak{spo}$ type. The following remarks and Lemma can easily be checked using [Kac77a] Table VI, see also [Mus12] Table 3.4.3. The distinguished set of simple roots for types $B(m,n)$ with $m \geq 1$ and $D(m,n)$ have type $\mathfrak{spo}$, and those of type $A(m,n)$ and $C(n)$ have type $\mathfrak{osp}$. The anti-distinguished set of simple roots, when it exists, has the opposite type. Note that the Lie superalgebra $C(n)$ has no anti-distinguished set of simple roots. We have

**Lemma 5.11.** If $\Pi$ is either distinguished or anti-distinguished and $X$ is an orthogonal set of positive isotropic roots, then all roots in $X$ have the same type.

We say that an orthogonal pair of isotropic roots $\gamma_1, \gamma_2$ is special if both roots are simple for the same Borel subalgebra. If this is the case, we can if necessary perform an odd reflection (see [PS89], [Ser11], Section 3) and replace one of the roots by its negative, to assume that both $\gamma_1$ and $\gamma_2$ have the same type. From (5.14) or (5.15), there are positive even roots $\alpha_1, \alpha_2$ such that

$$\iota_1 := \gamma_1 + \alpha_1 = \gamma_2 + \alpha_2$$

(5.17)

is a root. It follows that

$$\iota_2 := \gamma_1 - \alpha_2 = \gamma_2 - \alpha_1$$

(5.18)

is also a root, and that $\iota_1, \iota_2$ are positive orthogonal isotropic roots. Note that

$$\gamma_1 + \gamma_2 = \iota_1 + \iota_2.$$ 

Thus $0 = (\iota_2, \iota_1 + \iota_2) = (\iota_2, \gamma_1 + \gamma_2),$ and we assume that

$$\langle \gamma_2, \iota_2 \rangle = 1 = -\langle \gamma_1, \iota_2 \rangle.$$ 

(5.19)

Now we can state the main result on Šapovalov elements for special pairs of isotropic roots. If the functions $a(\lambda)$ and $b(\lambda)$ are proportional we write $a(\lambda) \doteq b(\lambda)$.

**Theorem 5.12.** If $\gamma_1, \gamma_2$ is a special pair, and $\iota = \iota_2$ is as in (5.18), then for all $\lambda \in \mathcal{H}_{\gamma_1, \gamma_2}$ we have

$$[(\lambda + \rho, \iota) - 1] \theta_{\gamma_2} (\lambda - \gamma_1) \theta_{\gamma_1} (\lambda) \doteq [(\lambda + \rho, \iota) + 1] \theta_{\gamma_1} (\lambda - \gamma_2) \theta_{\gamma_2} (\lambda).$$

(5.20)

We introduce some notation that is needed for the proof. For the remainder of Section 5, we assume that $b$ is either the distinguished or anti-distinguished Borel subalgebra. Consider a graph with vertices the set of Borel subalgebras having the same even part as $b$, with an edge connecting two Borels if they are connected by an odd reflection. If $\gamma$ is an isotropic root, set $d(\gamma) = r$ if $r$ is the shortest length of a path connecting $b$ to a Borel containing $\gamma$. Such a path will be called a path leading to $\gamma$. Thus if $d(\gamma_1) = r, d(\gamma_2) = s$, there are chains of adjacent Borel subalgebras, compare (4.5)

$$b = b^{(0)}, b^{(1)}, \ldots, b^{(r)},$$

(5.21)

and

$$b = b^{[0]}, b^{[1]}, \ldots, b^{[s]}$$

(5.22)
such that $\gamma_1$ and $\gamma_2$ are simple roots of $b^r$ and $b^s$ respectively. There are odd roots $\beta_i$, for $i \in [r]$ and $\beta[i]$, for $i \in [s]$, such that for all $i$,

$$g^{\beta_i} \subset b^{(i-1)}, \quad g^{-\beta_i} \subset b^{(i)}, \quad g^{\beta[i]} \subset b^{[i-1]}, \quad g^{-\beta[i]} \subset b^{[i]}.$$ 

Set

$$F(1) = \{i \in [r] | (\gamma_1, \beta_i) = 0\}, \quad F(2) = \{i \in [s] | (\gamma_2, \beta[i]) = 0\}.$$ 

We can arrange that the paths leading to $\gamma_1$ and $\gamma_2$ share an initial segment which is as long as possible. This means that for some $t$, we will have $\beta_t = \beta[i]$, for $i \in [t+1]$.

**Proof of Theorem 5.12.** Consider the Zariski dense subset $\Lambda_{\gamma_1, \gamma_2}$ of $H_{\gamma_1, \gamma_2}$ given by

$$\Lambda_{\gamma_1, \gamma_2} = \{\mu \in H_{\gamma_1, \gamma_2} | (\mu + \rho, \alpha) \notin \mathbb{Z} \text{ for all positive isotropic roots } \alpha \neq \gamma_1, \gamma_2\}.$$ 

It is enough to prove the result for $\lambda \in \Lambda_{\gamma_1, \gamma_2}$. This ensures that each change of Borels in what follows is typical for $M(\lambda)$, except where one of the roots $\gamma_1, \gamma_2$ is replaced by its negative. Next we define the following products of root vectors

$$e_T = e_{\beta_1} \cdots e_{\beta_{t+1}}, \quad e_{-T} = e_{-\beta_{t+1}} \cdots e_{-\beta_1},$$

$$e_R = e_{\beta_{t+2}} \cdots e_{\beta_r}, \quad e_{-R} = e_{-\beta_r} \cdots e_{-\beta_{t+2}},$$

$$e_S = e_{\beta[i+2]} \cdots e_{\beta[i]}, \quad e_{-S} = e_{-\beta[i]} \cdots e_{-\beta[t+2]}.$$ 

The root $\iota := \beta_{t+1}$ is a simple root for the Borel subalgebra $b^{(t)}$, and so $\iota$ corresponds to a node of the Dynkin-Kac diagram for $b^{(t)}$. Let $\mathfrak{k}$ (resp. $\mathfrak{l}$) be the subalgebra of $g$ generated by root vectors (positive and negative) corresponding to the nodes to the left (resp. right) of this node. We have $[\mathfrak{k}, \mathfrak{l}] = 0$, and hence

$$[e_{\pm S}, e_{\pm R}] = [e_{\pm S}, e_{-\gamma_1}] = [e_{\pm R}, e_{-\gamma_2}] = 0. \quad (5.23)$$

Set

$$\Phi_S = e_S e_{-\gamma_2} e_{-S}, \quad \Phi_R = e_R e_{-\gamma_1} e_{-R}.$$ 

We claim that

$$\Phi_S \Phi_R = \pm \Phi_R \Phi_S. \quad (5.24)$$

Indeed by (5.23),

$$\Phi_R \Phi_S = \pm e_R e_{-\gamma_1} e_{-R} e_S e_{-\gamma_2} e_{-S}$$

$$= \pm e_R e_{-\gamma_1} e_S e_{-R} e_{-\gamma_2} e_{-S}$$

$$= \pm e_R e_S e_{-\gamma_1} e_{-\gamma_2} e_{-R} e_{-S}$$

$$= \pm e_R e_S e_{-\gamma_2} e_{-\gamma_1} e_{-R} e_{-S}$$

$$= \pm e_S e_{-\gamma_2} e_R e_S e_{-\gamma_1} e_{-R}$$

$$= \pm \Phi_S \Phi_R.$$
From Theorem 4.8 we obtain
\[ e_T \Phi R e_{-T} v_\lambda \doteq \prod_{i \in F(1)} (\lambda + \rho, \beta_i) \theta_{\gamma_i} v_\lambda. \] (5.25)

Similarly using the fact that the expression in (5.25) is a highest weight vector of weight \( \lambda - \gamma_1 \), we have
\[ e_T \Phi S e_{-T} e_T \Phi R e_{-T} v_\lambda \doteq a_{\gamma_1} \theta_{\gamma_2} \theta_{\gamma_1} v_\lambda, \] (5.26)

where
\[ a_{\gamma_1} = \prod_{i \in F(1)} (\lambda + \rho, \beta_i) \prod_{i \in F(2)} (\lambda + \rho - \gamma_1, \beta_i), \]

Next set
\[ b_{\gamma_1} = [(\lambda + \rho, \iota) + 1] \prod_{i=1}^t (\lambda + \rho - \gamma_1, \beta_i), \] (5.27)

and \( c_{\gamma_1} = a_{\gamma_1} / b_{\gamma_1} \). Switching the roles of \( \gamma_1 \) and \( \gamma_2 \), define similarly,
\[ a_{\gamma_2} = \prod_{i \in F(2)} (\lambda + \rho, \beta_i) \prod_{i \in F(1)} (\lambda + \rho - \gamma_2, \beta_i), \quad b_{\gamma_2} = [(\lambda + \rho, \iota) - 1] \prod_{i=1}^t (\lambda + \rho - \gamma_2, \beta_i), \]

and \( c_{\gamma_2} = a_{\gamma_2} / b_{\gamma_2} \). Since the leftmost factor in \( e_T \) is \( e_{\beta_1} \), we can write \( e_T \Phi R e_{-T} v_\lambda = e_{\beta_1} w \) for some \( w \) which is a highest weight vector for \( b^{(1)} \) of weight \( \lambda - \gamma_1 - \beta_1 \). On the other hand, the rightmost factor of \( e_{-T} \) is \( e_{-\beta_1} \), and from (1.5) we have 
\[ e_{-\beta_1} e_{\beta_1} w = (\lambda + \rho - \gamma_1, \beta_1) w. \]
Continuing like this with the other factors of \( e_T \) and using (5.19), gives \( e_{-T} e_T \Phi R e_{-T} v_\lambda \doteq b_{\gamma_1} \Phi R e_{-T} v_\lambda. \) Therefore
\[ e_T \Phi S e_{-T} e_T \Phi R e_{-T} v_\lambda \doteq b_{\gamma_1} e_T \Phi S \Phi R e_{-T} v_\lambda. \] (5.28)

Combining this with Equation (5.26) we have
\[ e_T \Phi S \Phi R e_{-T} v_\lambda \doteq c_{\gamma_1} \theta_{\gamma_2} \theta_{\gamma_1} v_\lambda. \] (5.29)

Similarly
\[ e_T \Phi R \Phi S e_{-T} v_\lambda \doteq c_{\gamma_2} \theta_{\gamma_1} \theta_{\gamma_2} v_\lambda. \] (5.30)

Together with Equation (5.24) this gives
\[ c_{\gamma_1} \theta_{\gamma_2} \theta_{\gamma_1} v_\lambda \doteq c_{\gamma_2} \theta_{\gamma_1} \theta_{\gamma_2} v_\lambda. \] (5.31)

The proof of Theorem 5.12 is completed by the Lemma below. Since the proof is rather technical, it is followed by an example illustrating some of the notation. □

---

8 The factor \((\lambda + \rho, \iota) + 1\) in \( b_{\gamma_1} \), which plays a crucial role in (5.20), arises at this point using (5.19), since \( e_{\beta_{i+1}} = e_i \) is a factor of \( e_T \). The differences between the first factors in the definitions of \( b_{\gamma_1} \) and \( b_{\gamma_2} \) are due to (5.19).
Lemma 5.13. We have \([(\lambda + \rho, i) + 1]c_{\gamma_1} = [(\lambda + \rho, i) - 1]c_{\gamma_2}.

Set \(G(j) = F(j) \cap [t + 1]\) and \(H(j) = F(j) \setminus G(j)\) for \(j = 1, 2\). First we show

Sublemma 5.14. If \(k \in H(1)\), then \((\gamma_2, \beta_k) = 0\) and similarly if \(k \in H(2)\), then \((\gamma_1, \beta_{[k]}) = 0\).

Proof. To show this, we assume that \(\gamma_1 = \epsilon_i - \delta_{i'}\) and \(\gamma_2 = \epsilon_j - \delta_{j'}\) with \(i < j\) and \(i' < j'\), compare also the first bullet in Theorem 5.16. (Note that (5.17)-(5.19) hold with \(\beta_1 = \delta_{i'} - \delta_{j'}, \beta_2 = \epsilon_i - \epsilon_j, \nu_1 = \epsilon_i - \delta_{j'}\) and \(\nu_2 = \epsilon_j - \delta_{i'}\).) Set \(\iota = \nu_2\).

In [Mus12] 3.3, the Borel subalgebras with the same even part as \(b_{\text{dist}}\) are described in terms of shuffles. Here the notation is slightly different. We write a permutation \(\sigma\) of the set \(\{1, 2, \ldots, m, 1', 2', \ldots, n'\}\) in one-line notation as

\[
\sigma = (\sigma(1), \sigma(2), \ldots, \sigma(m), \sigma(1'), \sigma(2'), \ldots, \sigma(n')).
\]

Then we say that \(\sigma\) is a shuffle if \(1, 2, \ldots, m\) and \(1', 2', \ldots, n'\) are subsequences of \(\sigma\). We can write the shuffles corresponding to \(b^{(t+1)}\) and \(b^{(r)}\) as the concatenations of

\[A, i, B, A', i', j, C, B'\] and \[A, A', i, i', B, j, C, B', i, i', \ldots, n', \ldots, n'\]

respectively, where

\[A = (1, \ldots, i - 1), \ B = (i + 1, \ldots, j - 1), \ C = (j + 1, \ldots, m), \]

\[A' = (1', \ldots, i' - 1), \ B' = (i' + 1, \ldots, n').\]

Then \(\{\beta_k | k \in H(1)\}\) consists of all odd roots \(\alpha\) which are roots of \(b^{(r)}\) but not roots of \(b^{(i)}\), such that \((\gamma_1, \alpha) = 0\). Looking at pairs of entries which occur in opposite orders in the two shuffles, it follows that any such root \(\alpha\) is contained in the set of roots

\[\{\epsilon_i - \delta_{i'}, \epsilon_b - \delta_{n'}, \epsilon_b - \delta_{n'} | a' \in A', b \in B\},\]

and clearly all roots in this set are orthogonal to \(\gamma_2\).

\(\Box\)

Proof of Lemma 5.13. By the Sublemma, if

\[z = \prod_{i \in H(1)} (\lambda + \rho, \beta_i) \prod_{i \in H(2)} (\lambda + \rho, \beta_{[i]}),\]

then

\[a_{\gamma_1} = z \prod_{i \in G(1)} (\lambda + \rho, \beta_i) \prod_{i \in G(2)} (\lambda + \rho - \gamma_1, \beta_{[i]})\]

and

\[a_{\gamma_2} = z \prod_{i \in G(2)} (\lambda + \rho, \beta_{[i]}) \prod_{i \in G(1)} (\lambda + \rho - \gamma_2, \beta_i).\]

Now denote the complements of \(G(1), G(2)\) in \([1 \ldots t + 1]\) by \(\overline{G(1)}, \overline{G(2)}\) respectively, and set
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\[ I_1 = G(1) \cap G(2), \ I_2 = G(1) \cap \overline{G(2)}, \ I_3 = \overline{G(1)} \cap G(2). \]

Note also that \( \overline{G(1)} \cap G(2) = \{ t + 1 \} \), but since \( \alpha_{t+1} = \iota \) is not orthogonal to \( \gamma_1 \) it does not contribute to the product defining \( a_{\gamma_1} \). Hence

\[
a_{\gamma_1} = z \prod_{i \in I_1} (\lambda + \rho, \beta_i)^2 \prod_{i \in I_2} (\lambda + \rho, \beta_i) \prod_{i \in I_3} (\lambda + \rho - \gamma_1, \beta_i).
\]

and \( b_{\gamma_1} = [(\lambda + \rho, \iota) + 1] \prod_{j=1}^{3} b_{\gamma_1}^{(j)} \), where for \( 1 \leq j \leq 3 \),

\[
b_{\gamma_1}^{(j)} = \prod_{i \in I_j} (\lambda + \rho - \gamma_1, \beta_i).
\]  \hspace{1cm} (5.32)

Canceling common factors of \( a_{\gamma_1} \) and \( b_{\gamma_1} \), it follows that

\[
[(\lambda + \rho, \iota) + 1] c_{\gamma_1} = z \prod_{i \in I_1} (\lambda + \rho, \beta_i),
\]

and similarly this is equal to \( [(\lambda + \rho, \iota) - 1] c_{\gamma_2} \). \hspace{1cm} \square

This concludes the proof of Theorem 5.12.

**Example 5.15.** Let \( \mathfrak{g} = \mathfrak{gl}(4, 4), \gamma_1 = \epsilon_1 - \delta_1, \gamma_2 = \epsilon_3 - \delta_3 \). Then \( \iota = \epsilon_3 - \delta_1 \).

Below we give four Dynkin-Kac diagrams for \( \mathfrak{g} \). The first is the anti-distinguished diagram, and the single grey node corresponds to the simple root \( \epsilon_4 - \delta_1 \). In the notation of Theorem 5.12 the second, third and fourth diagrams correspond to the Borel subalgebras \( b^{(t)}, b^{(r)}, b^{[s]} \), and so \( \iota, \gamma, \gamma' \) are simple roots of these subalgebras respectively. The node corresponding to the root \( \iota \) is indicated by a square. If \( \lambda \in \Lambda \), and \( v_\lambda \) is a highest weight vector in a Verma module with highest weight \( \lambda \), then \( e^{-T} v_\lambda, e^{-R} e^{-T} v_\lambda \) and \( e^{-S} e^{-T} v_\lambda \) are highest weight vectors for the Borel subalgebras \( b^{(t)}, b^{(r)}, b^{[s]} \) respectively.

We have \( t = 1, r = 3, s = 5 \),

\[
\beta_1 = \epsilon_4 - \delta_1, \quad \beta_2 = \epsilon_3 - \delta_1, \quad \beta_3 = \epsilon_2 - \delta_1,
\]
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\[ \beta_{[3]} = \epsilon_4 - \delta_2, \quad \beta_{[4]} = \epsilon_4 - \delta_3, \quad \beta_{[5]} = \epsilon_3 - \delta_2, \]
\[ F(1) = \emptyset, \quad G(2) = \{1\}, \quad H(2) = \{3\} \]

and
\[ e_T = e_{45}e_{35}, \quad e_{-T} = e_{53}e_{54}, \]
\[ e_R = e_{25}, \quad e_{-R} = e_{52}, \]
\[ e_S = e_{46}e_{47}e_{36}, \quad e_{-S} = e_{63}e_{74}e_{64}. \]

### 5.2.3 On a result of Duflo and Serganova.

To extend Theorem 5.12, we need a variant of a result of Duflo and Serganova, [DS] Lemma 4.4 (2). First some definitions. Suppose that \( \Pi \) is a basis of simple roots for \( g \) satisfying (1.15) and recall the group \( W_{\text{nonisotropic}} \) from Equation (1.17), defined using \( \Pi \). Let \( W_1 \) (resp. \( W_2 \)) be the Weyl group of \( \mathfrak{sl}(\ell) \) with \( \ell = 2m \) or \( 2m + 1 \) (resp. the Weyl group of \( \mathfrak{sp}(2n) \)). Then we have \( W_{\text{nonisotropic}} = W_1 \times S_n \) or \( S_m \times W_2 \) if \( \Pi \) has type \( \mathfrak{spo} \) or \( \mathfrak{osp} \) respectively.

**Theorem 5.16.** Suppose \( X \) is a set of orthogonal isotropic roots all having the same type as \( \Pi \). Then there exists \( w \in W_{\text{nonisotropic}} \), such that \( wX \) is contained in the set of simple roots for some Borel subalgebra. In fact if \( X = \{k\} \), there exists \( w \in W \) such that \( wX \) has one if the following forms.

- \( \{\epsilon_i - \delta_i\}_{i=1}^k \) if \( g \) is of type \( A \), or \( \Pi \) is of \( \mathfrak{osp} \) type
- \( \{\delta_i - \epsilon_i\}_{i=1}^k \) if \( \Pi \) is of \( \mathfrak{spo} \) type, and either \( g = \mathfrak{osp}(2m,2n) \) with \( k < m \) or \( g = \mathfrak{osp}(2m + 1,2n) \)
- \( \{\delta_{n-k+i} - \epsilon_i, \delta_n \pm \epsilon_m\}_{i=1}^{k-1} \) if \( \Pi \) is of \( \mathfrak{spo} \) type and \( g = \mathfrak{osp}(2k,2n) \).

**Proof.** First suppose
\[ X = \{\epsilon_f(i) - a_i\delta_h(i)\}_{i=1}^k \] (5.33)
where \( a_i = \pm 1 \) and \( f : [k] \rightarrow [m] \), and \( h : [k] \rightarrow [n] \). Since \( X \) is orthogonal, \( f \) and \( h \) are injective, so reordering \( X \), we may assume that \( f \) is increasing. Then using the \( W \)-action we can assume \( f(i) = h(i) = i \) for all \( i \in [k] \). If \( g \) has type \( A \), then \( a_i = 1 \) for all \( i \), and we have shown \( X \) is conjugate to \( \{\epsilon_i - \delta_i\}_{i=1}^k \). By changing the signs of the \( \delta_i \) we also have the result for \( g \) is orthosymplectic, and \( \Pi \) of \( \mathfrak{osp} \) type. If \( \Pi \) is of \( \mathfrak{spo} \) type, we start instead with \( X = \{\delta_{h(i)} - a_i\epsilon_{f(i)}\}_{i=1}^k \) and argue similarly unless \( g = \mathfrak{osp}(2m,2n) \), where we are only allowed to change an even number of signs of the \( \epsilon_i \). If \( k < m \) there is still enough room for the argument to go through. Otherwise \( n \geq m = k \) and we see that \( X \) is conjugate to
\[ \{\delta_{n-k+1} - \epsilon_1, \ldots, \delta_{n-1} - \epsilon_{m-1}, \delta_n + (-1)^b \epsilon_m\}, \]
where \( b \) is the number of \( a_i \) that are negative. \(\square\)
5.2.4 The orthogonal case in general.

Let \( X = \{\kappa_1, \kappa_2\} \) be a set of two orthogonal isotropic roots both having the same type as \( \Pi \), and let \( w \) be as in Theorem 5.16. Then set \( \gamma_1 = w\kappa_1, \gamma_2 = w\gamma_2 \) and let \( \iota = \iota_2 \) be as in (5.18). We obtain (1.24) in a more precise form.

**Theorem 5.17.** For \( \lambda \in \mathcal{H}_{\kappa_1, \kappa_2} \) we have

\[
[(\lambda + \rho, w^{-1}\iota) - 1] \theta_{\kappa_2}(\lambda - \kappa_1) \theta_{\kappa_1}(\lambda) = [(\lambda + \rho, w^{-1}\iota) + 1] \theta_{\kappa_1}(\lambda - \kappa_2) \theta_{\kappa_2}(\lambda). \tag{5.34}
\]

**Proof.** We use induction on the length \( \ell(w) \) of \( w \in W_{\text{nonisotropic}} \). Theorem 5.12 giving the result when \( w = 1 \). Write \( w = us_{\alpha} \) where \( \ell(u) = \ell(w) - 1 \) and \( \alpha \) is a simple root. Assume that \( (\kappa_1, \alpha^\vee) = q, (\kappa_2, \alpha^\vee) = q' \), and define \( s_{\alpha}\kappa_1 = \tau_1 = \kappa_1 - q\alpha, s_{\alpha}\kappa_2 = \tau_2 = \kappa_2 - q'\alpha \). If \( (\mu + \rho, \alpha^\vee) = p \), we assume that \( p, q \) and \( q' \) are non-negative integers. Then set \( \lambda = s_{\alpha} : \mu = \mu - p\alpha, v_{\lambda} = e^{p\alpha}v_{\mu} \). By induction

\[
[(\mu + \rho, u^{-1}\iota) - 1] \theta_{\tau_2}(\mu - \tau_1) \theta_{\tau_1}(\mu) = [(\mu + \rho, u^{-1}\iota) + 1] \theta_{\tau_1}(\mu - \tau_2) \theta_{\tau_2}(\mu). \tag{5.35}
\]

Then by Equation (3.13)

\[
\theta_{\kappa_1} e^p_{-\alpha} v_{\mu} = e^{p+q}_{-\alpha} \theta_{\tau_1} v_{\mu}, \tag{5.36}
\]

and

\[
\theta_{\kappa_2} e^{p+q}_{-\alpha} \theta_{\tau_1} v_{\mu} = e^{p+q+q'}_{-\alpha} \theta_{\tau_2} \theta_{\tau_1} v_{\mu}. \tag{5.37}
\]

Hence

\[
\theta_{\kappa_2} \theta_{\kappa_1} v_{\lambda} = \theta_{\kappa_2} \theta_{\kappa_1} e^p_{-\alpha} v_{\mu} = \theta_{\kappa_2} e^{p+q}_{-\alpha} \theta_{\tau_1} v_{\mu} \text{ by (5.36)} = e^{p+q+q'}_{-\alpha} \theta_{\tau_2} \theta_{\tau_1} v_{\mu} \text{ by (5.37)}. \tag{5.38}
\]

Similarly by first interchanging the pairs \( (\tau_1, \kappa_1) \) and \( (\tau_2, \kappa_2) \) in Equations (5.37) and (5.36) we obtain

\[
\theta_{\kappa_1} \theta_{\kappa_2} v_{\lambda} = e^{p+q+q'}_{-\alpha} \theta_{\tau_1} \theta_{\tau_2} v_{\mu}. \tag{5.39}
\]

Since \( (\lambda + \rho, w^{-1}\iota) = (\mu + \rho, u^{-1}\iota) \), we obtain the result from Equations (5.35), (5.38) and (5.39). \( \square \)

6 Highest weight modules with prescribed characters.

In this Subsection we assume that \( \mathfrak{g} \) is a basic classical simple Lie superalgebra and \( \Pi \) is a basis of simple roots satisfying hypothesis (1.15) and either of (1.16) or (1.17). Our goal is to prove Theorem 1.10. Let \( X \) be an orthogonal set of positive isotropic roots. When \( (\lambda + \rho, \gamma) = 0 \) for all \( \gamma \in X \), we construct some highest weight modules \( M^X(\lambda) \) with highest weight \( \lambda \) and character \( e^{\lambda}p_X \).

We begin with a sketch of the construction. Define \( \xi \) and \( \bar{\lambda} \) as in (1.22). The
main step in the proof of Theorem 1.10 is the proof that the module $M^X(\tilde{\lambda})_B$ defined below in (6.11) has character $e^{\tilde{\lambda}p_X}$. First we show in Corollary 6.5 that the weight spaces of $M^X(\tilde{\lambda})$ satisfy $\dim_B M^X(\tilde{\lambda})^{\lambda-\eta} \leq p_X(\eta)$ for all $\eta \in Q^+$. Then if $X = Y \cup \{\gamma\}$ where $\gamma \notin Y$, we show that there is an exact sequence

$$0 \to L \to M^Y(\tilde{\lambda})_B \to N \to 0,$$

where $L, N$ are homomorphic images of $M^X(\tilde{\lambda} - \gamma)_B$ and $M^X(\tilde{\lambda})_B$ respectively, see Equations (6.13) and (6.14). The claim about the character of $M^X(\tilde{\lambda})_B$ then follows by induction on $|X|$. Now let $M^X(\tilde{\lambda})_A$ be the submodule of $M^X(\tilde{\lambda})_B$ generated by the highest weight vector. We show that Theorem 1.10 holds with

$$M^X(\lambda) = M^X(\tilde{\lambda})_A/TM^X(\tilde{\lambda})_A. \quad (6.2)$$

### 6.1 An upper bound for the dimension of certain weight spaces.

Let $X$ be an orthogonal set of isotropic roots. In this Subsection, $M = U(g)_{B^v}$ is a module with highest weight $\lambda$ and highest weight vector $v$. We assume $b_\gamma v = 0$ for all $\gamma \in X$. In this Subsection we use the usual notation for partitions, see Subsection 1.1. Let $L$ be the subspace of $M^{\lambda-\eta}$ generated by all products $e_{-\pi}v$ with $\pi \in P_X(\eta)$.

We fix an order on the positive roots such that for any partition $\pi$ the factors of the form $e_{-\gamma}$, with $\gamma \in \Delta^+_1$ occur to the right of the other factors in Equation (1.6) and among these factors, those with $\gamma \in X$ occur farthest to the right.

**Proposition 6.1.** For all $\pi \in P(\eta)$ we have $e_{-\pi}v \in L$.

For $S \subseteq \Delta^+_1$ we set $e_{-S} = \prod_{\gamma \in S} e_{-\gamma}$, and $||S|| = \sum_{\gamma \in S} \gamma$. For any partition $\pi \in P(\eta)$ we have a unique decomposition

$$e_{-\pi} = e_{-\sigma} e_{-S}, \quad (6.3)$$

where $S \subseteq X$ and $\sigma \in P_X(\eta - ||S||)$. Because of the way we have ordered root vectors, $e_{-S}v \in L$ implies $e_{-\pi}v \in L$. So it is enough to prove the result when $\eta = ||S||$, equivalently $e_{-\sigma} = 1$. If this is the case and (6.3) holds, we set $S_\pi = S$.

Suppose $a_1, \ldots, a_r \in n_1$ and $x_1, \ldots, x_s \in n_0$. If $J = \{j_1 < \ldots < j_t\}$ is a subset of $[s]$, we set

$$x_J = x_{j_1} \cdots x_{j_t}, \quad [a_i, x]_J = [[\ldots [a_i, x_{j_1}] \ldots] x_{j_t}].$$

**Lemma 6.2.** We have

$$a_1 \cdots a_r x_1 \ldots x_s = \sum x_J(0) [a_1, x]_{J(1)} \cdots [a_r, x]_{J(r)} \quad (6.4)$$

where the sum is over all partitions $[s] = J(0) \cup J(1) \cup \ldots \cup J(r)$ of $[s]$. \footnote{We admit the possibility that some of the $J(i)$ are empty.}

**Proof.** An easy induction. \qed
Lemma 6.3. If \( R \) and \( S \) are subsets of \( X \), and \( \|R\| = \|S\| \) then \( R = S \).

Proof. This is clear if \( |X| = 1 \). Otherwise we can assume that \( g \) is not exceptional, and then the result follows using an explicit description of the roots, compare (5.33).

It is crucial that \( X \) is an orthogonal set of roots.

Proof of Proposition 6.1. By (6.3) and induction on \( \eta \), it suffices to prove the result when \( \eta = \|S_\pi\| \). We use induction on \( s_\pi = |S_\pi| \). If \( s_\pi = 0 \), then \( \pi \in P_X(\eta) \) and the result holds by the definition of \( L \). Assume the result holds whenever \( s_\sigma < s_\pi = s \). Suppose \( S_\pi = \{ \gamma_1, \ldots, \gamma_s \} \). Then

\[
0 = \theta_{\gamma_1} \cdots \theta_{\gamma_s} v = \sum_{\langle \sigma \rangle} p_{\langle \sigma \rangle} e_{-\sigma(1)} \cdots e_{-\sigma(s)} v, \tag{6.5}
\]

where the sum is over all \( s \)-tuples \( \langle \sigma \rangle = \langle \sigma(1), \ldots, \sigma(s) \rangle \) with \( \sigma(i) \in P(\gamma_i) \) for \( i \in [s] \), and \( p_{\langle \sigma \rangle} = p_{\langle \sigma \rangle}(T) \in A \). We write the term corresponding to \( \langle \sigma \rangle \) as

\[
e_{\langle \sigma \rangle} v = e_{-\sigma(1)} \cdots e_{-\sigma(s)} v. \tag{6.6}
\]

Now one term in (6.5) is \( e_{-\pi} v = e_{-\gamma_1} \cdots e_{-\gamma_s} v \). We write this term \( e_{-\pi} v \) also as \( e_{\langle \pi \rangle} v \). If \( \langle \sigma \rangle \neq \langle \pi \rangle \) we show that \( e_{\langle \sigma \rangle} v \) is, modulo terms that can be treated by induction, a \( k \)-multiple of \( e_{\langle \pi \rangle} v \), see (6.9). Since \( \deg p_{\langle \sigma \rangle} < \deg p_{\langle \pi \rangle} \) by Theorem 1.2 or Theorem 1.4, this will give the result.

We have \( \sigma(i)(\beta_i) \neq 0 \) for a unique odd root \( \beta_i \), and \( \beta_i \leq \gamma_i \). Also \( e_{-\sigma(i)} = e_{-\kappa_i} e_{-\beta_i} \) for some partition \( \kappa_i \) of \( \gamma_i - \beta_i \). Thus

\[
e_{\langle \sigma \rangle} v = e_{-\kappa_1} e_{-\beta_1} \cdots e_{-\kappa_s} e_{-\beta_s} v, \tag{6.7}
\]

and by repeated use of Lemma 6.2, we move all odd root vectors \( e_{-\beta_i} \) to the right in (6.7). We do not however need a formula as explicit as (6.4). Instead consider the multiset

\[
A = \bigcup_{i=1}^s \{ \alpha^{\kappa_i(\alpha)} | \alpha \in \Delta_0^+ \}.
\]

(The notation means that the root \( \alpha \) appears \( \kappa_i(\alpha) \) times.) Then we see that modulo terms already known to satisfy the conclusion of the Proposition, \( e_{\langle \sigma \rangle} v \) is a \( k \)-linear combination of products of the form

\[
e_{-\omega_1} \cdots e_{-\omega_s} v, \tag{6.8}
\]

where the \( e_{-\omega_i} \in (\text{ad} \ U(n_0))e_{-\beta_i} \) are odd root vectors. Thus there is a multiset partition \( \bigcup_{i=1}^s A_i \) of \( A \) such that \( \omega_i = \beta_i + \sum_{\alpha \in A_i} \alpha \). Note that since the bracket of two odd root vectors is even, and \([n_0^{-1}, n_0^{-1}] \subseteq n_0^+\), we can assume by induction on \( \eta \), that any terms \( x_{J(0)} \) arising from (6.4) are in fact constant. We can further require that there is a partition \( \omega \) of \( \eta \) such that the expression in (6.8) is equal to \( e_{-\omega} \) up to a permutation of the factors. Then by induction on \( s_\pi \), we can assume that the
\( \Omega = \{ \omega_1, \ldots, \omega_s \} \) is a subset of \( X \), and so by Lemma 6.3, \( \Omega = \{ \gamma_1, \ldots, \gamma_s \} \). Now if \( i \neq j \), then \( [e_{-\gamma_i}, e_{-\gamma_j}] = 0 \), so it follows that after all the rewriting we have

\[
e_{(\sigma)} v = a_\sigma e_{-\pi} v + b_\sigma \quad (6.9)
\]

with \( a_\sigma \in k \) and \( b_\sigma \in L \). By (6.5), \( p(T)e_{(\pi)} \in L \) for some polynomial \( p \) with \( \deg p = p_{(\pi)} \). The result follows.

\[\square\]

**Example 6.4.** We examine the proof in the case \( g = g(2, 2) \) using the notation for roots and root vectors from Section B.2. Let \( X = \{ \beta, \alpha + \beta + \gamma \}, \eta = \alpha + 2\beta + \gamma \) and \( M = M^X(\lambda)_B^\eta \). Then Proposition 6.1 claims that \( M \) is spanned over \( B \) by all \( e_{-\pi} v \) with \( \pi \in P_X(\eta) \). The most interesting stage of the proof arises when in the notation of Equation (6.3) we have \( e_{-\pi} = e_{-S} \) with \( S \subseteq X \) and we have already shown by induction that the result holds when \( |S| = 1 \). Then we consider the product \( 0 = e_{-\beta} e_{-\alpha} e_{-\beta} v \). By Theorem 1.2 the coefficient of \( e_{-\beta} e_{-\alpha} e_{-\beta} v \) in \( \theta_{\alpha + \beta + \gamma} v \) is quadratic in \( T \). However the above product also contains the term \( e_{-\beta} e_{-\alpha} e_{-\gamma} e_{-\beta} v \) with constant coefficient. Reordering creates the term \( e_{-\beta} e_{-\alpha} e_{-\gamma} e_{-\beta} v \), and adding this term does not change the quadratic nature of the coefficient of \( e_{-\beta} e_{-\alpha} e_{-\gamma} e_{-\beta} v \). The product also contains the terms \( e_{-\beta} e_{-\alpha} e_{-\beta} e_{-\gamma} v \) and \( e_{-\beta} e_{-\gamma} e_{-\alpha} e_{-\beta} v \) both with linear coefficient in \( T \). Reordering these terms creates the new terms \( e_{-\beta} e_{-\gamma} e_{-\alpha} e_{-\beta} v \), \( e_{-\alpha} e_{-\beta} e_{-\beta} e_{-\gamma} v \) and \( e_{-\gamma} e_{-\beta} e_{-\alpha} e_{-\beta} v \). The first of these has the form \( e_{-\pi} v \) with \( \pi \in P_X(\eta) \) while the other two are contained in \( M \) by induction. It follows that \( e_{-\beta} e_{-\alpha} e_{-\beta} e_{-\gamma} v \in M \).

**Corollary 6.5.** With the same notation as the Proposition.

(a) The weight space \( M^X_B^\eta \) is spanned over \( B \) by all \( e_{-\pi} v \) with \( \pi \in P_X(\eta) \).

(b) \( \dim_B M^X_B^\eta \leq p_X(\eta) \).

**Proof.** Immediate. \( \square \)

We can in fact deduce more from the proof of the Proposition. Let \( L_A \) be the subspace of \( M_A \) spanned over \( A \) by all products \( e_{-\pi} v \) where \( \pi \in P_X = \cup_{\eta \in Q^+} P_X(\eta) \). We are interested in situations with \( L_A = M_A \). This equality does not always hold, see Theorem B.4 (f). However we show that the condition holds if \( \lambda \) is replaced by \( \lambda + c\xi \) for all but finitely many values of \( c \).

**Corollary 6.6.** Given \( \lambda, \xi \) as in Proposition 6.1, set \( \lambda_c = \lambda + c\xi \). Then for all but finitely many \( c \in k \), the weight space \( M^X_A^\eta \) is spanned over \( A \) by all \( e_{-\pi} v \) with \( \pi \in P_X(\eta) \), for all \( \eta \in Q^+ \).

**Proof.** For simplicity we assume the hypotheses of Theorem 1.4 hold. By the choice of \( \xi \) we have \( (\alpha^\vee, \xi) = a_\alpha \neq 0 \) for all \( \alpha \in \Delta_0^+ \). The leading term of \( \theta_\gamma \) evaluated at \( \lambda_c \) is up to a non-zero scalar multiple equal to

\[
H_{\pi,\gamma}(\lambda_c) = \prod_{\alpha \in N(w^{-1})} ((\alpha^\vee, \lambda) + ca_\alpha), \quad (6.10)
\]
and each term in the product is zero for exactly one value of \( c \). For any other coefficient of \( H_\pi \) of \( \theta_\gamma H_\pi(\lambda_c) \) is a polynomial in \( c \) which has degree strictly lower than the polynomial in (6.10). With these remarks the proof is essentially the same as the proof of Theorem 6.1. The role of the indeterminate \( T \) is played by \( c \). \( \square \)

### 6.2 The Modules \( M^X(\lambda) \)

Suppose \( \lambda \in H_X \), and with \( \tilde{\lambda} \) as in (1.22) define

\[
M^X(\tilde{\lambda})_B = M(\tilde{\lambda})_B / \sum_{\gamma \in X} U(g)_B \theta_\gamma v_{\tilde{\lambda}}. \tag{6.11}
\]

Then \( M^X(\tilde{\lambda})_B \) is a \( U(g)_B \)-module generated by a highest weight vector \( v^X_{\tilde{\lambda}} \) (the image of \( v_{\tilde{\lambda}} \)) with weight \( \tilde{\lambda} \). Set \( M^X(\tilde{\lambda})_A = U(g)_A v^X_{\tilde{\lambda}} \subset M^X(\tilde{\lambda})_B \). Then

\[
M^X(\tilde{\lambda})_A \otimes_A B = M^X(\tilde{\lambda})_B.
\]

**Theorem 6.7.** The set

\[
\{ e_{-\pi} v^X_{\lambda} | \pi \in \mathfrak{P}_X(\eta) \}, \tag{6.12}
\]

is a \( B \)-basis for the weight space \( M^X(\tilde{\lambda})_{B^{\tilde{\lambda}-\eta}} \).

**Proof.** By Proposition 6.1 the listed elements span \( M^X(\tilde{\lambda})_{B^{\tilde{\lambda}-\eta}} \), so it suffices to show \( \dim_B M^X(\tilde{\lambda})_{B^{\tilde{\lambda}-\eta}} = p_X(\eta) \). Suppose that \( X = Y \cup \{ \gamma \} \) where \( \gamma \notin Y \). We show there is an exact sequence of \( U(g)_B \)-modules

\[
0 \rightarrow L \rightarrow M^Y(\tilde{\lambda})_B \rightarrow N \rightarrow 0 \tag{6.13}
\]

and surjective maps

\[
M^X(\tilde{\lambda} - \gamma)_B \rightarrow L, \quad M^X(\tilde{\lambda})_B \rightarrow N \tag{6.14}
\]

Indeed if \( L = U(g)_B w \) where \( w = \theta_\gamma v^Y_{\lambda} \), then \( L \) is a highest weight module of weight \( \tilde{\lambda} - \gamma \). From Theorem 5.17, and Theorem 5.1 we have \( \theta_\gamma w = 0 \) for all \( \gamma' \in X \). Thus \( L \) is an image of \( M^X(\tilde{\lambda} - \gamma)_B \). On the other hand, if \( N \) is the cokernel of the inclusion of \( L \) into \( M^Y(\tilde{\lambda})_B \), it is clear that \( N \) is an image of \( M^X(\tilde{\lambda})_B \). Hence using induction on \( |X| \) for the first equality below, and then Equations (6.13), (6.14) and Proposition 6.1 we obtain

\[
p_Y(\eta) = \dim_B M^Y(\tilde{\lambda})_{B^{\tilde{\lambda}-\eta}} = \dim_B L^{\tilde{\lambda}-\eta} + \dim_B N^{\tilde{\lambda}-\eta}
\leq \dim_B M^X(\tilde{\lambda} - \gamma)_B^{\tilde{\lambda}-\eta} + \dim_B M^X(\tilde{\lambda})_{B^{\tilde{\lambda}-\eta}}
\leq p_X(\eta - \gamma) + p_X(\eta) = p_Y(\eta).
\]

It follows that equality holds throughout, and that the maps in (6.14) are isomorphisms. Thus the dimension of \( M^X(\tilde{\lambda})_{B^{\tilde{\lambda}-\eta}} \) is as claimed. \( \square \)
Proof of Theorem 1.10. The module $M^X(\lambda)$ defined in (6.2) is generated by the image of $v^X_\lambda$ which is a highest weight vector of weight $\lambda$. Finally the claim about the character of $M^X(\lambda)$ follows from Theorem 6.7 and the following considerations applied to the weight spaces $K,L$ of the modules $M^X(\lambda)_R$ for $R=A,B$ respectively. If $K$ is an $A$-submodule of a finite dimensional $B$-module $L$ such that $K \otimes_A B = L$, then $\dim_k K/TK = \dim_B L$. □

Corollary 6.8. Suppose that $\gamma$ is an odd isotropic root and $\lambda \in \mathcal{H}_\gamma$. Then the kernel of the natural map $M(\lambda) \rightarrow M^\gamma(\lambda)$ contains $U(\mathfrak{g})\theta_\gamma v^X_\lambda$.

Proof. This follows from (6.11) since $\theta_\gamma v^X_\lambda \in U(\mathfrak{g})B\theta_\gamma v^X_\lambda \cap U(\mathfrak{g})A v^X_\lambda$. □

Remark 6.9. We note some variations on (5.1). Suppose $\lambda \in \mathcal{H}_\gamma$ for $\gamma$ an isotropic root. By (6.13) and (6.14) with $Y = \emptyset$, we have an exact sequence

$$0 \rightarrow M^\gamma(\lambda - \gamma)_B \rightarrow M(\lambda)_B \rightarrow M^\gamma(\lambda)_B \rightarrow 0 \quad (6.15)$$

where the first map sends $xv_{\lambda-\gamma}$ to $x\theta_\gamma v^X_\lambda$.

The first map in (6.15) also induces a map $M^\gamma(\lambda - \gamma)_A \rightarrow M(\lambda)_A$. Clearly the kernel $N \cap TM(\lambda)_A$ of the combined map

$$N = M^\gamma(\lambda - \gamma)_A \rightarrow M(\lambda)_A \rightarrow M(\lambda)_A/TM(\lambda)_A \cong M(\lambda) \quad (6.16)$$

contains $TN$, but the containment can be strict, see Theorem B.2 (c). If this is the case the highest weight module $M^\gamma(\lambda - \gamma) = N/TN$ will not embed in the Verma module $M(\lambda)$.

6.3 Behavior in the most general cases.

In the most general case, for $\lambda \in \mathcal{H}_X$ the modules $M^X(\lambda)$ are simple. Beyond this case we are interested in the behavior of $M^X(\lambda)$ when $\lambda$ lies on certain hyperplanes in $\mathcal{H}_X$. For example in Proposition 6.11, we describe the general behavior when $\lambda \in \mathcal{H}_Y$ for an orthogonal set of roots $Y$ containing $X$ such that $|Y| = |X| + 1$.

Lemma 6.10. (a) Any orthogonal set of isotropic roots is linearly independent.

(b) If $Y$ is an orthogonal set of isotropic roots and $\beta \in \Delta^+ \setminus Y$, then $\beta \notin \mathfrak{k}Y$.

Proof. Part (a) is left to the reader. It is similar to the proof of (b). Suppose $\beta \in \mathfrak{k}Y$. Then $\beta$ is isotropic since $\mathfrak{k}Y$ is an isotropic subspace of $\mathfrak{h}^*$. Also $(\beta,Y) \neq 0$ by (a).

The result is clear if $|Y| = 1$, so we assume that $|Y| > 1$. This implies that $\mathfrak{g}$ is not exceptional. Thus we have $Y = \{(\epsilon_{p_j} + a_j\delta_{q_j})\}_{j=1}^k$, $\beta = (\epsilon_{p_j} \pm \delta_{q_j})$ where $a_j = \pm 1$, and $p,p_j \in [m],q,q_j \in [n]$ for some $m,n$. Suppose we have a relation

$$(\epsilon_{p_j} \pm \delta_{q_j}) + \sum_{j=1}^k b_j (\epsilon_{p_j} + a_j\delta_{q_j}) = 0.$$ 

Since $\epsilon_1, \ldots, \epsilon_m$ are linearly independent we have $p = p_j$ for some $j$, and $b_j = -1$, $b_\ell = 0$ for $\ell \neq j$. Thus the relation is equivalent to $\epsilon_{p_j} \pm \delta_{q_j} = \epsilon_{p_j} + a_j\delta_{q_j}$. But this implies $q = q_j$ and $\beta \in Y$, a contradiction. □
Suppose that $Y$ is an orthogonal set of (positive) isotropic roots. We introduce a suitable Zariski dense subset $\Lambda_Y$ of $\mathcal{H}_Y$. For $S \subseteq \mathcal{Y} = \Delta^+_Y \setminus Y$, we have, for any highest weight vector $v_\lambda$, that $e_S e_{-S} v_\lambda = p_S(\lambda)v_\lambda$ for some $p_S \in S(h)$ with leading term $\prod_{\beta \in S} h_\beta$. It follows from Lemma 6.10 that if $V(p_S)$ is the zero locus of $p_S$, then $V(p_S) \cap \mathcal{H}_Y$ is a proper closed subset of $\mathcal{H}_Y$. (We remark that if $R$ is a subset of $S$ it need not be the case that $p_R$ divides $p_S$.)

Thus

$$\Lambda_Y = \mathcal{H}_Y \setminus \bigcup_{S \subseteq \mathcal{Y}} V(p_S)$$

is a non-empty open subset of $\mathcal{H}_Y$. Now set

$$\Lambda_Y = \{ \lambda \in \Lambda_Y \vert (\lambda + \rho_0, \alpha^\vee) \notin \mathbb{Z} \text{ for all non-isotropic roots } \alpha \}.$$ 

Since $\Lambda_Y$ is obtained from $\Lambda_Y'$ by deleting a discrete countable union of hyperplanes, $\Lambda_Y$ is Zariski dense in $\mathcal{H}_Y$.

If $M$ is a $U(\mathfrak{g})$-module, a $\mathfrak{g}_0$-Verma flag on $M$ is a filtration by $\mathfrak{g}_0$-submodules

$$0 = M_0 \subset M_1 \subset \ldots \subset M_k = M$$

such that for $i = 1, \ldots, k$, $M_i/M_{i-1}$ is a Verma module $M^0(\mu_i)$ for $U(\mathfrak{g}_0)$ with highest weight $\mu_i$.

**Proposition 6.11.** Suppose $Y$ is an isotropic and $Y = X \cup \{ \gamma \}$, where $\gamma \notin X$.

(a) If $\lambda \in \Lambda_Y$, then $M^Y(\lambda)$ is simple.

(b) If $\lambda, \lambda - \gamma \in \Lambda_Y$, there is a non-split exact sequence

$$0 \rightarrow M^Y(\lambda - \gamma) \rightarrow M^X(\lambda) \rightarrow M^Y(\lambda) \rightarrow 0$$

**Proof.** By [Mus12] Theorem 10.4.5, $M(\lambda)$ has a $\mathfrak{g}_0$-Verma flag. The assumption on $\lambda$ implies that if $\mu$ is the highest weight of any factor in this series, then $(\mu + \rho_0, \alpha^\vee)$ is not an integer for any non-isotropic root $\alpha$. Thus the $U(\mathfrak{g}_0)$-Verma module $M^0(\mu)$ is simple. It follows that all $U(\mathfrak{g}_0)$-module composition factors of $M^Y(\lambda)$ are Verma modules. In addition we can order the subsets $S$ of $\mathcal{Y}$ so that the $U(\mathfrak{g}_0)$-submodules $N_R(\lambda) = \sum_{R \subseteq S} U(\mathfrak{g}_0)e_{-S} v_\lambda$ form a Verma flag in $M^Y(\lambda)$. If $L$ is a non-zero submodule of $M^Y(\lambda)$ we can choose $R$ so that $L \cap N_R(\lambda) \neq 0$, but $L \cap N_S(\lambda) = 0$ for any $S$ which properly contains $R$. This implies that $e_{-R} v_\lambda^X$ is a $\mathfrak{g}_0$-highest weight vector in $L$. Hence (a) holds because $e_{R} e_{-R} v_\lambda^X$ is a non-zero multiple of $v_\lambda^X$.

To prove (b), note first that $\theta_\gamma v_\lambda^X$ is a highest weight vector in $M^X(\lambda)$ so $U(\mathfrak{g})\theta_\gamma v_\lambda^X$ has a factor module which is isomorphic to $L(\lambda - \gamma)$. However $M^Y(\lambda - \gamma)$ is a highest weight module with highest weight $\lambda - \gamma$. Hence $M^Y(\lambda - \gamma) \cong U(\mathfrak{g})\theta_\gamma v_\lambda^X$. A similar argument shows that $M^X(\lambda)/U(\mathfrak{g})\theta_\gamma v_\lambda^X \cong L(\lambda)$. This gives the sequence in (b). It does not split since $M^X(\lambda)$ has a unique maximal submodule. \qed
7 The submodule structure of Verma modules.

In this section we apply Theorem 1.11 to determine the structure of Verma modules in the simplest cases. First however we make some remarks concerning the Grothendieck group $K(O)$ and characters. For $\lambda \in \mathfrak{h}^*$, set $D(\lambda) = \lambda - Q^+$ and let $\mathcal{E}$ be the set of functions on $\mathfrak{h}^*$ which are zero outside of a finite union of sets of the form $D(\lambda)$. Elements of $\mathcal{E}$ can be written as formal linear combinations $\sum_{\lambda \in \mathfrak{h}^*} c_{\lambda} e^\lambda$ where $e^\lambda(\mu) = \delta_{\lambda\mu}$. We can make $\mathcal{E}$ into an algebra using the convolution product, see [Mus12] Section 8.4 for details. Let $C(O)$ be the additive subgroup of $\mathcal{E}$ generated by the characters $\chi L(\lambda)$ for $\lambda \in \mathfrak{h}^*$. It well known that there is an isomorphism from the group $K(O)$ to $C(O)$ sending $[M]$ to $\operatorname{ch} M$ for all modules $M \in \mathcal{O}$, see [Jan79] Satz 1.11, [Mus12] Theorem 8.4.6. Hence we can work either in $K(O)$ or in $C(O)$ as it suits us. A reason for doing the former was mentioned in Section C of the introduction. However if we wish to carry out computations involving partition functions for example, then it is natural and easier to work with characters.

Lemma 7.1. Suppose $\lambda \in \mathfrak{h}^*$.

(a) If $A(\lambda) = \{\alpha\}$ and $B(\lambda) = \emptyset$, then $M_1(\lambda) = M(s_\alpha \cdot \lambda)$ and $M_2(\lambda) = 0$.

(b) If $B(\lambda) = \{\gamma\}$ and $A(\lambda) = \emptyset$, then $M_1(\lambda) \cong M(\lambda - \gamma)$ and $M_2(\lambda) = 0$.

In both cases the submodule $M_1(\lambda)$ is simple.

Proof. Parts (a) and (b) follow easily from (1.27). The last statement holds because $M_1(\lambda)$ is a self dual highest weight module. \qed

If $M$ is a finitely generated $U(\mathfrak{g})$-module, then $M$ is finitely generated as a $U(\mathfrak{g}_0)$-module. We can give $M$ a good filtration and then define the Gelfand-Kirillov dimension $d(M)$ and Bernstein number $e(M)$ of $M$ using the Hilbert polynomial of the associated graded $S(\mathfrak{g}_0)$-module. For a Verma module $M = M(\lambda)$, we set $d = d(M)$, and $e = e(M)$. Then $d = |\Delta_0^+|$, and $e = 2^{\Delta^+_1}$. For a more general result on induced modules, see [Mus12] Lemma 7.3.12. Also if the module $N$ has character $e^{\mu}p_\gamma$, we have $d(N) = d$ and $e(N) = e/2$.

Lemma 7.2. If $0 = N_0 \subset N_1 \subset \ldots \subset N_k = M(\lambda)$ is a series of submodules of $M$, then $\sum_i e(N_i/N_{i-1}) = e$ where the sum is over all factors $N_i/N_{i-1}$ with $d(N_i/N_{i-1}) = d$.

Proof. See [KL00] Theorem 7.7. \qed

We say that a $U(\mathfrak{g})$-module $M$ is homogeneous if $d(N) = d(M)$ for any non-zero submodule $N$ of $M$. Any $\mathfrak{g}_0$ Verma module contains a unique minimal submodule, which is itself a Verma module, it follows that a $\mathfrak{g}_0$ Verma module is homogeneous.

Lemma 7.3. If the $U(\mathfrak{g})$-module $M$ has a $\mathfrak{g}_0$-Verma flag, then $M$ is homogeneous.
Proof. The argument is well-known, but we outline the proof for convenience. Consider a filtration as in (6.17). Let $N$ be a nonzero submodule of $M$ and choose $i$ minimal such that $N \cap M_i \neq 0$. Then $N \cap M_i$ is isomorphic to a nonzero submodule of $M^0(\mu_i)$ which is a homogeneous $U(\mathfrak{g}_0)$-module as observed above. Hence

$$d(M^0(\mu_i)) = d(N \cap M_i) \leq d(N) \leq d(M).$$

The result follows since $d(M^0(\mu_i)) = d(M) = d$.

**Corollary 7.4.** Any Verma module $M = M(\lambda)$ for $U(\mathfrak{g})$ is homogeneous.

**Proof.** By [Mus12] Theorem 10.4.5, $M$ has a $\mathfrak{g}_0$-Verma flag.

**Lemma 7.5.** Suppose $A(\lambda) = \{\alpha\}$ and $B(\lambda) = \{\kappa\}$, and set $\mu = s_\alpha \cdot \lambda$. Then

(a) $A(\mu) = \emptyset$ and $B(\mu) = \{s_\alpha \kappa\}$.

(b) The unique maximal submodule of $M(\mu)$ is simple and isomorphic to $M^s_\alpha \kappa(s_\alpha \cdot (\lambda - \kappa))$.

(c) If $N$ is a submodule of $M(\lambda)$ whose character is equal to $\text{ch} M^s_\alpha (\lambda - \kappa)$ then $M(\mu) \cap N$ is the unique proper submodule of $M(\mu)$.

**Proof.** First $B(\mu) = \{s_\alpha \kappa\}$ since the bilinear form $(\ , \ )$, is $W$-invariant. We prove $A(\mu) = \emptyset$, in the case that $\Delta$ does not contain a non-isotropic odd root. Let $\Delta_\lambda = \{\gamma \in \Delta_0(\lambda + \rho, \gamma^\vee) \in \mathbb{Z}\}$ be the integral subroot system determined by $\lambda$. Then $\Delta_\lambda = \Delta_\mu$, and to show $A(\mu) = \emptyset$ we may assume that $\Delta_\lambda = \Delta_0$. Let $P$ be the set of indecomposable roots in $\Delta_0^+$. Then $P = \{\omega_1, \omega_2, \ldots, \omega_r\}$ is a basis for the root system $\Delta_0$. Since $A(\lambda) = \{\alpha\}$ it follows that $(\lambda + \rho, \omega_i^\vee) > 0$ for some $i$ and then $\alpha = \omega_i$. But then $s_\alpha$ permutes the positive roots other than $\alpha$ and $A(\mu) = \emptyset$ follows. Part (b) follows from Lemma 7.1 (b) applied to $M(\mu)$. To prove (c) use the sum formula (1.27) in the form

$$\sum_{i > 0} [M_i(\lambda)] = [M(\mu)] + [M^s_\alpha (\lambda - \kappa)], \quad (7.1)$$

Set $N' = M(\mu) \cap N$. If $N' = 0$, then $M_1$ contains $M(\mu) \oplus N$. Combined with (7.1) and the hypothesis on $\text{ch} N$ this implies that $M_2 = 0$ and $M(\mu) \oplus N = M_1$. However $M_1/M_2$ is self-dual, which is impossible since it has $M(\mu)$ as a direct summand, and by (b) $M(\mu)$ is a non-simple highest weight module. Now $e(N) = e/2$, so $N$ cannot contain a Verma submodule. Since $M(\mu)$ has length two by (b) the result follows.

Next for $q = (\gamma, \alpha^\vee) \in \mathbb{N} \backslash \{0\}$ where $\gamma$ is isotropic, set $\gamma' = s_\alpha \gamma = \gamma - q \alpha$. We consider Verma modules $M(\lambda)$ such that

$$A(\lambda) = \emptyset, \quad B(\lambda) = \{\gamma, \gamma'\}. \quad (7.2)$$
Note that $B(\lambda) = \{\gamma, \gamma'\}$ implies that $(\lambda + \rho, \alpha^\vee) = 0$. Now consider the set

$\Lambda = \{\lambda | (7.2) \text{ holds and } A(\lambda - \gamma) = 0, B(\lambda - \gamma) = \{\gamma\}, A(\lambda + \gamma') = 0, B(\lambda + \gamma') = \{\gamma'\}\}$.  

(7.3)

Since $(\lambda + \rho - \gamma, \alpha^\vee) = (\lambda + \rho + \gamma', \alpha^\vee) = -q$, $\Lambda$ is a Zariski dense subset in $H_\gamma \cap H_{\gamma'}$.

**Lemma 7.6.** Suppose $\lambda \in \Lambda$, and that $K$ is the kernel of the map $M(\lambda) \to M^{\gamma'}(\lambda)$. Let $L$ be the socle of $M(\lambda)$. Then the Jantzen filtration on $M(\lambda)$ satisfies

$$M_3(\lambda) = 0 \subset L = M_2(\lambda) \subset K = M_1(\lambda) \subset M(\lambda).$$

This is the unique composition series for $M(\lambda)$. Furthermore $K = U(\mathfrak{g})\theta_{\gamma'}\nu_\lambda$, $L = U(\mathfrak{g})\theta_{\gamma}\nu_\lambda \cong M^{\gamma}(\lambda - \gamma) \cong L(\lambda - \gamma)$, $K/L \cong L(\lambda - \gamma')$ and $d(K/L) < d$.

**Proof.** The hypotheses and Lemma 7.1 imply that $M(\lambda - \gamma)$ has length two with simple top $M^{\gamma}(\lambda - \gamma)$ and $M(\lambda + \gamma')$ has length two with simple socle $M^{\gamma'}(\lambda)$. Thus $M^{\gamma}(\lambda)$ is the unique simple image of $M(\lambda)$, so $M_1(\lambda) = K$. Note $K$ has the same character as $M^{\gamma'}(\lambda - \gamma')$. Thus $d(K) = d$ and $e(K) = e/2$. Now the socle of $M(\lambda)$ contains a copy of $M^{\gamma}(\lambda - \gamma)$, and we have $d(M^{\gamma}(\lambda - \gamma)) = d$ and $e(M^{\gamma}(\lambda - \gamma)) = e/2$. From Lemma 7.3 we see that $L$ is isomorphic to $M^{\gamma}(\lambda - \gamma) \cong L(\lambda - \gamma)$. Since $\theta_{\gamma}\nu_\lambda$ is a highest weight vector with weight $\lambda - \gamma$ we have $L = U(\mathfrak{g})\theta_{\gamma}\nu_\lambda$. It follows from this and (1.27) that in the Grothendieck group $K(\mathcal{O})$

$$\sum_{i \geq 0} [M_i(\lambda)] = [M^{\gamma}(\lambda - \gamma)] + [M^{\gamma'}(\lambda - \gamma')]$$

$$= [K] + [L].$$

Therefore $\sum_{i \geq 1} [M_i(\lambda)] = [L]$, and this gives the statements about $M_2(\lambda)$ and $M_3(\lambda)$. Finally $d(K/L) < d$ by Lemma 7.2. \hfill $\square$

**Proposition 7.7.** Suppose that $A(\nu) = \{\alpha\}$, $B(\nu) = \{\gamma\}$ with $p = (\nu + \rho, \alpha^\vee) \in \mathbb{N}\setminus\{0\}$, and that $\lambda = \nu - \gamma \in \Lambda$, as defined in (7.3). Set $\mu = s_\alpha \cdot \nu$. If $p = (\gamma, \alpha^\vee)$, then the lattice of submodules of $M = M(\nu)$ is as in Figure B.1, where

$$V_1 = U(\mathfrak{g})\theta_{\alpha,p}v_\nu \cong M(\mu), \quad V_2 = \text{Ker } M(\nu) \to M^{\gamma}(\nu), \quad V_3 = U(\mathfrak{g})\theta_{s_\alpha \gamma} \theta_{\alpha,p}v_\nu.$$  

(7.4)

The unique maximal submodule of $V_1$ is $L_1$ where

$$L_1 = L(\mu) \cong M^{s_\alpha \gamma}(\mu), \quad L_2 = L(\lambda - \gamma'), \quad L_3 = L(\lambda) \cong M^{s_\alpha \gamma}(\lambda).$$

(7.5)

The Jantzen filtration is given by

$$M_3(\nu) = 0, \quad M_2(\nu) = V_3 = V_1 \cap V_2, \quad M_1(\nu) = V_1 + V_2.$$  

(7.6)

**Proof.** Define the $V_i$ and $L_i$ by (7.4) and (7.5). Note that $(\lambda + \rho, \alpha^\vee) = 0$, so $s_\alpha \cdot \lambda = \lambda$. Since $(\nu + \rho, \alpha^\vee) \in \mathbb{N}\setminus\{0\}$, $M(s_\alpha \cdot \nu)$ embeds in $M(\nu)$, and by Lemma 7.1, $V_1 = M(\mu)$ has length two with socle $V_3$. Now $e(V_3) = e(M(\nu)/V_3) = e/2$,
so the same argument as in Lemma 7.6 yields that $V_3$ is the socle of $M(\nu)$. Hence since $V_2$ has length two, $V_3 \subseteq V_1 \cap V_2 \subseteq V_1$ and $V_2$ cannot contain $V_1$, by looking at characters. Thus $V_3 = V_1 \cap V_2$. Now by (1.27) we have in the Grothendieck group $K(\mathcal{O})$

$$\sum_{i>0}[M_i(\nu)] = [M^\gamma(\nu - \gamma)] + [M(\mu)].$$

(7.7)

Since $d(L_3) = d(L_1) = d$, and $e(L_3) = e(L_1) = e/2$, we have

$$e \geq e(M_1(\nu)) \geq |M_1(\nu) : L_3| + |M_1(\nu) : L_1| \geq e.$$  

(7.8)

Thus $|M_1(\nu) : L_3| \leq 1$, but by (7.7), $\sum_{i>0} |M_i(\nu) : L_3| = 2$, so $V_3 \subseteq M_2(\nu)$. Hence

$$[M_1(\nu)] + [V_3] + \sum_{i \geq 3} [M_i(\nu)] \leq \sum_{i>0} [M_i(\nu)] = [M(\mu)] + [V_2]$$

$$= [M(\mu) + V_2] + [M(\mu) \cap V_2]$$

$$\leq [M_1(\nu)] + [V_3].$$  

(7.9)

Therefore $M_3(\nu) = 0$, $M_2(\nu) = V_3$ and $M_1(\nu) = V_2 + V_1$. The only thing left to show is that $V_2/V_3 = L(\lambda - \gamma')$. However we have $\text{ch} V_2 = e^{\nu - \gamma}p_{\gamma}$, and by Lemma 7.6 with $\lambda = \nu - \gamma$, this is also the character of the length two module $M(\lambda)/M_2(\lambda)$. Thus $V_2$ has length two and $V_2/V_3$ is simple. We have $\text{ch} V_2/V_3 = \text{ch} V_2 - \text{ch} V_3$ and this can easily be calculated, compare Lemma 11.14, and this gives the correct highest weight.

\[ \Box \]

**Remarks 7.8.**

(a) In the situation of Proposition 7.7, the modules $V_2$ and $M(\lambda - \gamma)/M_2(\lambda - \gamma)$ need not be isomorphic, see Theorem B.2 with $n = 1$. The same example shows that $V_2$ need not be a highest weight module.

(b) The hypothesis in Lemma 7.6 holds in Theorem B.4 when $n = 0$, with $\gamma' = \beta$.

In the Theorem below, both cases arise when $g = \mathfrak{sl}(2,1)$, (or $\mathfrak{gl}(2,1)$) using the anti-distinguished Borel subalgebra. In the notation of Subsection B.1, take $\kappa = \gamma$ if $q = 1$, and $\kappa = \beta$ if $q = -1$.

**Theorem 7.9.** Suppose $q = (\kappa, \alpha^\vee) = \pm 1$ and $p = (\lambda + \rho, \alpha^\vee) \in \mathbb{N}\{0\}$ where $\kappa, \alpha$ are isotropic and non-isotropic respectively. Then for general $\lambda$ such that $A(\lambda) = \{\alpha\}$, $B(\lambda) = \{\kappa\}$, the lattice of submodules of $M = M(\lambda)$ is as in Figure B.1 with the submodules $V_i$ as in (7.4). Moreover the Jantzen filtration is given by (7.6) and if $p > q = 1$ or $q = -1$, then $V_2 = U(g)\theta_\kappa v_\lambda$.

**Proof.** Define $V_1, V_2, V_3$ by Equation (7.4) with $\nu$ replaced by $\lambda$, and $\gamma$ by $\kappa$. Set $\mu = s_{\alpha} \cdot \lambda$. Then by Lemma 7.5 $V_1 = M(\mu)$ has length 2 with socle $V_3$. We use induction on $p$. If $\nu = \lambda - q\kappa$, then $(\nu + p, \alpha^\vee) = p - 1$. Different proof strategies are necessary depending on the sign of $q$. If $q = 1$ we use the map from $M(\nu)$ to $M(\lambda)$.
sending $v_\nu$ to $\theta_\kappa v_\lambda$, and if $q = -1$, we use the map from $M(\lambda)$ to $M(\nu)$ sending $v_\lambda$ to $\theta_\kappa v_\nu$.

Suppose that $q = 1$. If $p = 1$, then all the assertions hold by Proposition 7.7, so assume $p \geq 2$. By Proposition 7.7 if $p = 2$, or induction if $p > 2$, $M(\nu)$ has a length two factor module with character $e^\nu p_\kappa = \text{ch} V_2$. Hence $V_2$ has length two with socle isomorphic to $V_3$. Also $U(\mathfrak{g})\theta_\kappa v_\lambda \subseteq V_2$ by Corollary 6.8. Since $\theta_\kappa v_\lambda$ is a highest weight vector with weight $\lambda - \kappa$, and the only highest weight of $V_3$ is $s_\alpha \cdot (\lambda - \kappa) \neq \lambda - \kappa$, it follows that $U(\mathfrak{g})\theta_\kappa v_\lambda = V_2$. Because $e(M(s_\alpha \cdot \lambda)) = e$, $L(s_\alpha \cdot (\lambda - \kappa)) = e/2$ and $M(s_\alpha \cdot \lambda)$ contains $L(s_\alpha \cdot (\lambda - \kappa))$ with multiplicity one, we have $|M(\lambda) : L(s_\alpha \cdot (\lambda - \kappa))| = |M_2(\lambda) : L(s_\alpha \cdot (\lambda - \kappa))| = 1$. Now the sum formula (1.27) takes the form

$$\sum_{i \geq 1} [M_i(\lambda)] = [V_1] + [V_2] = [L(s_\alpha \cdot \lambda)] + [L(\lambda - \kappa)] + 2[L(s_\alpha \cdot (\lambda - \kappa))].$$

This easily gives $M_1(\lambda) = V_1 + V_2$, $M_2(\lambda) = V_1 \cap V_2 = V_3$ and $M_3(\lambda) = 0$.

Now suppose $q = -1$. If $p = 1$, the conditions of Lemma 7.6 hold in the general case with $\nu, \kappa' = s_\alpha \cdot \kappa$ and $\kappa$ in place of $\lambda$ and $\gamma$ and $\gamma'$ respectively. Thus $\theta_\kappa' v_\nu$ generates $M_2(\nu)$, and the map $x v_\lambda \rightarrow x \theta_\kappa' v_\nu$ induces an isomorphism $M(\lambda)/V_2 \rightarrow M_1(\nu) = U(\mathfrak{g})\theta_\kappa' v_\nu \cong M^\kappa(\nu - \kappa)$. Therefore

$$\text{ch} (M(\lambda)/V_2) = \text{ch} M^\kappa(\nu - \kappa) = e^\lambda p_\kappa.$$  (7.10)

If $p > 1$ then (7.10) holds by induction and a similar argument. Now as in the proof of Proposition 7.7, (see Equation (7.8)) we see that $|M_1(\lambda) : V_3| \leq 1$ and (7.9) holds.

Also from (7.10) $M(\lambda)/V_2$ has length two. We know $M_1(\lambda)/M_2(\lambda) = V_1/V_3 \oplus V_2/V_3$ where $V_1/V_3 \cong L(s_\alpha \cdot \lambda)$ and $V_2/V_3$ is a highest weight module with highest weight $\lambda - \kappa$ such that $|V_2/V_3 : L(s_\alpha \cdot \lambda)| = 0$. Hence $V_2/V_3$ is a self-dual highest weight module and so is simple.

Next we consider the structure of $M(\lambda)$ when $B(\lambda) = \{\gamma, \gamma'\}$ for orthogonal roots $\gamma$ and $\gamma'$.

**Lemma 7.10.** If $\lambda \in \mathcal{H}_\gamma \cap \mathcal{H}_{\gamma'}$, then for all but only finitely many $c \in \mathfrak{k}$ we have

$$\theta_\gamma(\lambda + c\xi - \gamma)\theta_{\gamma'}(\lambda + c\xi) \neq 0$$  (7.11)

and

$$\theta_{\gamma'}(\lambda + c\xi - \gamma)\theta_\gamma(\lambda + c\xi) \neq 0.$$  (7.12)

**Proof.** Set $\bar{\lambda} = \lambda + T\xi$. It follows from Corollary 1.5 that when $\theta_{\gamma'}(\bar{\lambda} - \gamma)\theta_\gamma(\bar{\lambda})v_{\bar{\lambda}}$ is written as a $\mathfrak{a}$-linear combination of terms $e_{-\pi} v_{\bar{\lambda}}$, the coefficient of $e_{-\pi} v_{\bar{\lambda}}$ is a polynomial in $T$ of degree $d_\gamma + d_{\gamma'}$. Hence (7.11) holds for all but finitely many $c$, and a similar argument applies to (7.12).
Lemma 7.11. For general $\lambda \in \mathcal{H}_\gamma \cap \mathcal{H}_{\gamma'}$ we have

$$[M(\lambda) : L(\lambda - \gamma - \gamma')] = 1.$$ 

Proof. We require $\theta_\gamma(\lambda - \gamma)\theta_{\gamma'}(\lambda) \neq 0$ or $\theta_{\gamma'}(\lambda - \gamma)\theta_\gamma(\lambda) \neq 0$, as well as some further conditions that arise in the proof. This implies $[M(\lambda) : L(\lambda - \gamma - \gamma')] \geq 1$. By [Mus12], Theorem 10.4.5 $M(\lambda)$ has a series with factors which are Verma modules $M^0(\mu)$ for $\mathfrak{g}_0$, and $M^0(\lambda - 2\rho_1)$ occurs exactly once as a factor in this series. Furthermore $M^0(\lambda - 2\rho_1) = L^0(\lambda - 2\rho_1)$ for general $\lambda$, so as a $\mathfrak{g}_0$-module

$$[M(\lambda) : L^0(\lambda - 2\rho_1)] = 1.$$ 

So it is enough to show that

$$[L(\lambda - \gamma - \gamma') : L^0(\lambda - 2\rho_1)] \geq 1. \quad (7.13)$$

or equivalently $[L(\lambda - \gamma - \gamma') : L^0(\lambda - 2\rho_1)] \geq 1$ where $\lambda = \lambda - \gamma - \gamma'$, and $-\eta = \gamma + \gamma' - 2\rho_1$. Let $X$ be the set of all positive isotropic roots $\sigma$ different from $\gamma$ and $\gamma'$, and $e_{-X}$ be the ordered product of all root vectors $e_{-\sigma}$ where $\sigma \in X$. The weight space $M(\lambda)\overline{\lambda - \eta}$ has a basis consisting of vectors of the form $e_{-\pi}v_{\lambda}$, with $\pi$ a partition of $\eta$, and $e_{-X}v_{\lambda}$ is one such basis element. We claim that for general $\lambda$,

$$e_{-X}v_{\lambda} \notin n_0^0M(\lambda) + I_{\lambda} \quad (7.14)$$

where $I_{\lambda}$ is the maximal submodule of $M(\lambda)$. Let $(, )$ be a contravariant form on $M(\lambda)\overline{\lambda - \eta}$ with radical equal to $I(\lambda)\overline{\lambda - \eta}$. By the proof of [Mus12] Lemma 10.1.2, we see that as a polynomial in $\lambda$, the degree of $g(\lambda) = (e_{-X}v_{\lambda}, e_{-X}v_{\lambda})$ is greater than the degree of $(wv_{\lambda}, e_{-X}v_{\lambda})$ for any $w \in (n_0^0U(n^-)v_{\lambda})\overline{\lambda - \eta}$. Moreover the leading term of $g(\lambda)$ is $\prod_{\sigma \in X} (\lambda, \sigma)$ which is non-zero at general elements of $\mathcal{H}_\gamma \cap \mathcal{H}_{\gamma'}$. This implies $(7.14)$. We deduce from that the image of $e_{-X}v_{\lambda}$ in $H_0(n_0^0, L(\lambda))\overline{\lambda - \eta}$ is non-zero. This says that $L(\lambda)$ contains a $\mathfrak{g}_0$ highest weight vector of weight $\lambda - \eta$, and (7.13) follows.

This gives a representation theoretic proof of (1.24).

Corollary 7.12. There is a rational function $a$ of $\lambda \in \mathcal{H}_\gamma \cap \mathcal{H}_{\gamma'}$ such that

$$\theta_{\gamma'}(\lambda - \gamma)\theta_\gamma(\lambda) = a(\lambda)\theta_\gamma(\lambda - \gamma')\theta_{\gamma'}(\lambda). \quad (7.15)$$

Proof. Up to a scalar multiple, $M(\lambda)$ can contain at most one highest weight vector with weight $\lambda - \gamma - \gamma'$. However both $\theta_{\gamma'}(\lambda - \gamma)\theta_\gamma(\lambda)v_\lambda$ and $\theta_\gamma(\lambda - \gamma')\theta_{\gamma'}(\lambda)v_\lambda$ are both highest weight vectors with this weight, so (7.15) holds. 

\[\text{This proof is due to Vera Serganova.}\]
8 An (ortho) symplectic example.

Example 8.1. A crucial step in the construction of Sapovalov elements was the observation in the proofs of Lemmas 3.8 and 3.16 that the term $c_{\zeta,\lambda}$ defined in Equation (3.20) are zero unless $\zeta(\alpha) \geq N-mq$, (using the notation of the Lemmas). We give an example where the individual terms on the right of Equation (3.20) are not identically zero, and verify directly that the sum itself is zero. This cannot happen in Type A. The key difference in the examples below seems to be that it is necessary to apply Equation (3.5) more than once with the same simple root $\alpha$. Consider the Dynkin-Kac diagram below for the Lie superalgebra $\mathfrak{g} = \mathfrak{osp}(2, 4)$.

\[
\begin{array}{c}
\epsilon - \delta_1 \\
\delta_1 - \delta_2 \\
\delta_2 - 2\delta_2
\end{array}
\]

Let $\beta = \epsilon - \delta_1, \alpha_1 = \delta_1 - \delta_2, \alpha_2 = 2\delta_2$, be the corresponding simple roots. If we change the grey node to a white node we obtain the Dynkin diagram for $\mathfrak{sp}(6)$. In this case the simple roots are $\beta = \delta_0 - \delta_1, \alpha_1 = \delta_1 - \delta_2$ and $\alpha_2 = 2\delta_2$. Let $e_{-\beta}, e_{-\alpha_1}, e_{-\alpha_2}$ be the negative simple root vectors. The computation of the Sapovalov elements $\theta_1, \theta_2, \theta_3$ for the roots $\beta + \alpha_1, \beta + \alpha_1 + \alpha_2$ and $\beta + 2\alpha_1 + \alpha_2$ respectively, is the same for $\mathfrak{osp}(2, 4)$ and for $\mathfrak{sp}(6)$. Then define the other negative root vectors by

\[
e_{-\alpha_1 - \alpha_2} = [e_{-\alpha_1}, e_{-\alpha_2}], \quad e_{-2\alpha_1 - \alpha_2} = [e_{-\alpha_1}, e_{-\alpha_1 - \alpha_2}],
\]

\[
e_{-\beta - \alpha_1} = [e_{-\alpha_1}, e_{-\beta}], \quad e_{-\beta - \alpha_1 - \alpha_2} = [e_{-\alpha_2}, e_{-\beta - \alpha_1}], \quad e_{-\beta - 2\alpha_1 - \alpha_2} = [e_{-\alpha_1}, e_{-\beta - \alpha_1 - \alpha_2}].
\]

It follows from the Jacobi identity that

\[
[e_{-\beta}, e_{-\alpha_1 - \alpha_2}] = e_{-\beta - \alpha_1 - \alpha_2}, \quad [e_{-\alpha_1 - \alpha_2}, e_{-\beta - \alpha_1}] = e_{-\beta - 2\alpha_1 - \alpha_2},
\]

and

\[
[e_{-\beta}, e_{-2\alpha_1 - \alpha_2}] = 2e_{-\beta - 2\alpha_1 - \alpha_2}.
\]

We order the set of positive roots so that for any partition $\pi$, $e_{-\alpha_1}$ occurs first if at all in $e_{-\pi}$, and any root vector $e_{-\sigma}$ with $\sigma$ an odd root occurs last.

Let $s_1, s_2$ be the reflections corresponding to the simple roots $\alpha_1, \alpha_2$. Then for $\lambda \in \mathfrak{h}^*$ define $\lambda_1 = s_1 \cdot \lambda, \lambda_2 = s_2 \cdot \lambda, \mu = s_1 \cdot \lambda_2$. Let

\[
(\lambda + \rho, \alpha_1^\vee) = p = -(\mu + \rho, (\alpha_1 + \alpha_2)^\vee)
\]

and

\[
(\lambda_1 + \rho, \alpha_2^\vee) = (\lambda + \rho, (2\alpha_1 + \alpha_2)^\vee) = q = -(\mu + \rho, (2\alpha_1 + \alpha_2)^\vee),
\]

\[
(\lambda_2 + \rho, \alpha_1^\vee) = (\lambda + \rho, (\alpha_1 + \alpha_2)^\vee) = r = -(\mu + \rho, \alpha_1^\vee).
\]

Then $r = 2q - p$. Let $\gamma$ be any positive root that involves $\beta$ with non-zero coefficient when expressed as a linear combination of simple roots. We compute the Sapovalov
elements $\theta_{\gamma,1}$ for $\mathfrak{sp}(6)$ and $\theta_\gamma$ for $\mathfrak{osp}(2,4)$. To do this we use Equation (3.5). We can assume $\gamma \neq \beta$. Suppose that $p, q, r$ are nonnegative integers. Then

\begin{align*}
e^{-1}_{-\alpha_1}e_{-\beta} &= \theta_1 e_{-\alpha_1}^p \\
e^{q+1}_{-\alpha_2} \theta_1 &= \theta_2 e^{q}_{-\alpha_2} \\
e^{r+1}_{-\alpha_1} \theta_2 &= \theta_3 e^{r}_{-\alpha_1}.
\end{align*}

In the computations below we write $e_{-\pi}$, for $\pi$ a partition (resp. $\theta_i$ for $i = 1, 2, 3$) in place of $e_{-\pi}v_\lambda$ (resp. $\theta_i v_\lambda$). First note that

\begin{align*}
[e^{p+1}_{-\alpha_1}, e_{-\beta}] &= (p + 1)e_{-\beta - \alpha_1} e_{-\alpha_1}^p \\
[e^{q+1}_{-\alpha_2}, e_{-\beta - \alpha_1}] &= (q + 1)e_{-\beta - \alpha_1 - \alpha_2} e^{q}_{-\alpha_2} \\
[e^{q+1}_{-\alpha_2}, e_{-\alpha_1}] &= -(q + 1)e_{-\alpha_1 - \alpha_2} e^{q}_{-\alpha_2}.
\end{align*}

This easily gives

$$\theta_1 = (p + 1)e_{-\beta - \alpha_1} + e_{-\beta - \alpha_1} e_{-\alpha_1} = pe_{-\beta - \alpha_1} + e_{-\alpha_1} e_{-\beta}.$$ 

We order the set of positive roots so that for any partition $\pi$, $e_{-\alpha_2}$ occurs last if at all in $e_{-\pi}$, and any root vector $e_{-\sigma}$ with $\sigma$ an odd root occurs first.

$$\theta_2 = (p + 1)\lfloor(q + 1)e_{-\beta - \alpha_1 - \alpha_2} + e_{-\beta - \alpha_1} e_{-\alpha_2}\rfloor + e_{-\beta}\lfloor e_{-\alpha_1} e_{-\alpha_2} - (q + 1)e_{-\alpha_1 - \alpha_2}\rfloor.$$ 

Next order the set of positive roots so that for any partition $\pi$, $e_{-\alpha_1}$ occurs last if at all in $e_{-\pi}$, and any root vector $e_{-\sigma}$ with $\sigma$ an odd root occurs first. To find $\theta_3$ we use

\begin{align*}
[e^{r+1}_{-\alpha_1}, e_{-\beta - \alpha_1 - \alpha_2}] &= (r + 1)e_{-\beta - 2\alpha_1 - \alpha_2} e^{r}_{-\alpha_1}, \\
[e^{r+1}_{-\alpha_1}, e_{-\beta - \alpha_1} e_{-\alpha_2}] &= (r + 1)e_{-\beta - \alpha_1} e_{-\alpha_1 - \alpha_2} e^{r}_{-\alpha_1} + \binom{r+1}{2} e_{-\beta - \alpha_1 - \alpha_2} e^{r-1}_{-\alpha_1}, \\
[e^{r+1}_{-\alpha_1}, e_{-\beta} e_{-\alpha_1 - \alpha_2}] &= (r + 1) \lfloor e_{-\beta} e_{-2\alpha_1 - \alpha_2} e^{r}_{-\alpha_1} + e_{-\beta - \alpha_1} e_{-\alpha_1 - \alpha_2} e^{r}_{-\alpha_1} + r e_{-\beta - \alpha_1} e_{-2\alpha_1 - \alpha_2} e^{r-1}_{-\alpha_1}\rfloor, \\
e^{r+1}_{-\alpha_1} e_{-\beta} e_{-\alpha_2} e_{-\alpha_1} &= e_{-\beta} e_{-\alpha_3} e_{-\alpha_1}^2 + (r + 1) e_{-\alpha_1 - \alpha_2} e_{-\alpha_1} + \binom{r+1}{2} e_{-2\alpha_1 - \alpha_2} e^{r}_{-\alpha_1} \\
+ (r + 1) e_{-\beta - \alpha_1} e_{-\alpha_2} e_{-\alpha_1} + r e_{-\beta - \alpha_1} e_{-\alpha_1 - \alpha_2} e^{r}_{-\alpha_1} &+ (r - 1) \binom{r+1}{2} e_{-\beta} e_{-2\alpha_1 - \alpha_2} e^{r-1}_{-\alpha_1}.
\end{align*}

The above equations allow us to write $e^{r+1}_{-\alpha_1} \theta_2$ in terms of elements $e_{-\pi}$ with $\pi$ a partition of $\beta + (r + 2)\alpha_1 + \alpha_2$. We see that the term $e_{-\beta - \alpha_1} e_{-2\alpha_1 - \alpha_2} e^{r-1}_{-\alpha_1}$ occurs in $e^{r+1}_{-\alpha_1} \theta_2$ with coefficient

$$\binom{r+1}{2} [(p + 1) - 2q + (r - 1)] = 0.$$
Similarly if these coefficients to zero. Vanishing of these coefficients gives rise to factorizations (9.6) and (9.7). A partial explanation of this phenomenon is given by specializing Remark 8.2. It seems remarkable that all the coefficients of $\theta_3$ in (8.1) and (8.2) are products of linear factors. This is also true in the Type A case, see Equations (9.6) and (9.7). A partial explanation of this phenomenon is given by specializing these coefficients to zero. Vanishing of these coefficients gives rise to factorizations of $\theta_3$ as in the examples below.

(a) If $p = (\lambda + \rho, \alpha_1^\vee) = 0$, then $r = 2q$ and we have

\[
\theta_3 = 2q^2 e_{-\alpha_1 - \alpha_2} e_{-\beta - \alpha_1} - q e_{-2\alpha_1 - \alpha_2} e_{-\beta} \\
+ 2qe_{-\alpha_1} e_{-\alpha_2} e_{-\beta - \alpha_1} + (q - 1)e_{-\alpha_1} e_{-\alpha_1 - \alpha_2} e_{-\beta} + e_{-\alpha_1}^2 e_{-\alpha_2} e_{-\beta} \\
= \theta_{\alpha_1 + \alpha_2} \theta_{\beta + \alpha_1}.
\]

(b) If $q = (\lambda + \rho, (2\alpha_1 + \alpha_2)^\vee) = 0$ then $p = -r$, $\theta_2 = \theta_{\beta + \alpha_1 + \alpha_2} = \theta_{\alpha_2} \theta_{\beta + \alpha_1}$, and we have

\[
\theta_3 = [(p/2)(p + 1)e_{-2\alpha_1 - \alpha_2} - (p + 1)e_{-\alpha_1} e_{-\alpha_1 - \alpha_2} + e_{-\alpha_1}^2 e_{-\alpha_2} e_{-\beta} \\
= \theta_{2\alpha_1 + \alpha_2} \theta_{\beta}.
\]

(c) If $r = (\lambda + \rho, (\alpha_1 + \alpha_2)^\vee) = 0$, then $p = 2q$, and we have

\[
\theta_3 = 2q^2 e_{-\alpha_1} e_{-\beta - \alpha_1} - (q + 1)e_{-\alpha_1} e_{-\alpha_1 - \alpha_2} e_{-\beta} + e_{-\alpha_1}^2 e_{-\alpha_2} e_{-\beta} \\
= \theta_{\alpha_1} \theta_{\beta + \alpha_1 + \alpha_2}.
\]

Similarly if $p = -1$, (resp. $q = -1$, $r = -1$) then (8.2) yields the factorizations $\theta_3 = \theta_{\beta + \alpha_1} \theta_{\alpha_1 + \alpha_2}$, (resp. $\theta_2 = \theta_{\beta + \alpha_1} \theta_{\alpha_2}$, $\theta_3 = \theta_{\beta} \theta_{2\alpha_1 + \alpha_2}$, and $\theta_3 = \theta_{\beta + \alpha_1 + \alpha_2} \theta_{\alpha_1}$). On the
other hand we see that $p$ divides the coefficients of $e_{-\beta-2\alpha_1-\alpha_2}$ and $e_{-\alpha_1}e_{-\beta-\alpha_1-\alpha_2}$ in (8.2) since when $p = 0$, $\theta_3 = \theta_{\alpha_1+\alpha_2}\theta_{\beta+\alpha_1}$ can be written as a linear combination of different $e_{-\pi}$. In this way we obtain explanations for all the linear factors in (8.1) and (8.2) with the exception of the coefficients $r - q \pm 1$ of $e_{-\beta}e_{-\alpha_1-\alpha_2}e_{-\alpha_1}$ and $e_{-\alpha_1}e_{-\alpha_1-\alpha_2}e_{-\beta}$. At this point it may be worthwhile mentioning that $r - q = (\lambda + \rho, \alpha_2')$. In addition equality holds in the upper bounds given in Theorem 1.2 for the degrees of all the coefficients in (8.1) and (8.2).

9 The Type A Case.

9.1 Lie Superalgebras.

We construct the elements $\theta_\gamma$ in Theorem 1.2 explicitly when $\mathfrak{g} = \mathfrak{gl}(m,n)$. Suppose that $\gamma = \epsilon_r - \delta_s$. For $1 \leq i < j \leq m$ and $1 \leq k < \ell \leq n$ define roots $\sigma_{i,j}, \tau_{k,\ell}$ by

$$\sigma_{i,j} = \epsilon_i - \epsilon_j, \quad \tau_{k,\ell} = \delta_k - \delta_\ell.$$ 

Suppose $B = (b_{i,j})$ is a $k \times \ell$ matrix with entries in $U(n^-)$, $I \subseteq \{1, \ldots, k\} = [k]$ and $J \subseteq \{1, \ldots, \ell\}$. We denote the submatrix of $B$ obtained by deleting the $i$th row for $i \in I$, and the $j$th column for $j \in J$ by $iB_j$. If either set is empty, we omit the corresponding subscript. When $I = \{i\}$, we write $iB$ in place of $iB_1$ and likewise when $|J| = 1$. If $I$ or $J$ equals $[p]$ we write $[p]B$ or $B[p]$. If $k = \ell$ we define two noncommutative determinants of $B$, the first working from left to right, and the second working from right to left.

$$\text{det} (B) = \sum_{w \in S_k} \text{sign}(w)b_{w(1),1} \cdots b_{w(k),k}, \quad (9.1)$$

$$\text{det} (B) = \sum_{w \in S_k} \text{sign}(w)b_{w(k),k} \cdots b_{w(1),1}. \quad (9.2)$$

If $k = 0$ we make the convention that $\text{det} (B) = \text{det} (B) = 1$. We call $\text{det} (B)$ and $\text{det} (B)$ the LR and RL determinants of $B$ respectively. We note the following cofactor expansions down the first and last columns

$$\text{det} B = \sum_{j=1}^k (-1)^{j+1}b_{j1}\text{det}(jB_1)$$

$$= \sum_{j=1}^k (-1)^{k+j+1}\text{det}(jB_k)b_{jk}.$$ 

These are easily derived from (9.1) by grouping terms. There is a similar formula for cofactor expansion down the last column.
Consider the following matrices with entries in $U(n^-)$

$$A^+(\lambda, r) = \begin{bmatrix}
e_{r+1,r} & e_{r+2,r} & \cdots & e_{m,r} \\
a_1 & e_{r+2,r+1} & \cdots & e_{m,r+1} \\
0 & a_2 & \cdots & e_{m,r+2} \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & e_{m,m-1} \\
0 & \cdots & 0 & -a_{m-r}
\end{bmatrix}, \quad (9.3)$$

$$A^-(\lambda, s) = \begin{bmatrix}
e_{m+s,m+s-1} & e_{m+s,m+s-2} & \cdots & e_{m+s,m+1} \\
b_{s-1} & e_{m+s-1,m+s-2} & \cdots & e_{m+s-1,m+1} \\
0 & b_{s-2} & \cdots & e_{m+s-2,m+1} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & b_2 \\
0 & 0 & \cdots & 0 \\
\end{bmatrix}, \quad (9.4)$$

where for $\lambda \in \mathcal{H}^{\gamma}$ we set

$$a_i = (\lambda + \rho, \sigma_{r,r+i}^{\gamma})$$

and

$$b_i = (\lambda + \rho, \tau_{i,s}^{\gamma}). \quad (9.5)$$

Also let $B^+(\lambda, r)$ (resp. $B^-(\lambda, s)$) be the matrices obtained from $A^+(\lambda, r)$ (resp. $A^-(\lambda, s)$) by replacing each $a_i$ by $a_i + 1$ (resp. replacing each $b_i$ by $b_i + 1$).

Observe that in $A^+(\lambda, r)$ and $A^-(\lambda, s)$ the number of rows exceeds the number of columns by one. We also consider two degenerate cases. In general $A^+(\lambda, r)$ and $B^+(\lambda, r)$ are $m - r + 1 \times m - r$ matrices, so if $r = m$ then $A^+(\lambda, r)$ and $B^+(\lambda, r)$ are “matrices with zero columns” In this case we ignore the summation over $j$ in the following formulas, replacing $\det(j, A^+(\lambda, r))$ by 1, $e_{m+i,j+r-1}$ by $e_{m+i,m}$ and $i + j + r + m$ by $i + 1 + r + m$. Similar remarks apply to the case where $s = 1$.

Below we present two determinantal formulas for the Šapovalov element $\theta_{\gamma}$ evaluated at $\lambda \in \mathcal{H}_c$. The key differences are the placement of the odd root vectors $e_{m+i,j+r-1}$ and the types of the determinants used.

**Theorem 9.1.** For $\lambda \in \mathcal{H}_c$, we have

$$\theta_{\gamma}(\lambda) = \sum_{j=1}^{m-r+1} \sum_{i=1}^{s} (-1)^{i+1} \det(j, A^+(\lambda, r)) \, \det(s+1-i, A^-(\lambda, s)) e_{m+i,j+r-1}. \quad (9.6)$$

$$= \sum_{j=1}^{m-r+1} \sum_{i=1}^{s} e_{m+i,j+r-1} (-1)^{i+1} \det(j, B^+(\lambda, r)) \, \det(s+1-i, B^-(\lambda, s)). \quad (9.7)$$
Proof. We prove (9.6). The proof of (9.7) is similar. For the isotropic simple root \( \beta = e_m - \delta_1 \). (9.6) reduces to \( \theta_\beta(\lambda) = e_{m+1,m} \). Note that the overall sign in (9.6) is determined by the condition that the coefficient of \( e_{-s\alpha} \) in \( \theta_\gamma(\lambda) \) is equal to 1, and that this term arises when the last rows of \( A^- (\lambda, s) \) and \( A^+ (\lambda, r) \) are deleted before taking determinants. Suppose that \( \alpha = \delta_s - \delta_{s+1}, \gamma = e_r - \delta_s \) and \( \gamma' = e_r - \delta_{s+1} = s_\alpha \gamma \).

Assuming the result for \( \gamma \) we prove it for \( \gamma' \). The result for \( e_{r-1\delta_s} \) can be deduced in a similar way. Set \( e_{-\alpha} = e_{m+s+1,m+s} \). For \( 1 \leq i \leq s-1 \) we have

\[
\tau_{i,s+1} = \delta_i - \delta_{s+1} = s_\alpha \tau_{i,s}.
\]

Consider the matrix \( A^- (\lambda', s + 1) \) below, which replaces the matrix \( A^- (\lambda, s) \) in Equation (9.6) in the analogous expression for \( \theta_\gamma (\lambda') \).

\[
\begin{pmatrix}
 e_{m+s+1,m+s} & e_{m+s+1,m+s-1} & \cdots & e_{m+s+1,m+2} & e_{m+s+1,m+1} \\
(\lambda' + \rho, \tau_{s,s+1}) & e_{m+s+1,m+s-1} & \cdots & e_{m+s,m+2} & e_{m+s,m+1} \\
0 & (\lambda' + \rho, \tau_{s-1,s+1}) & \cdots & e_{m+s-1,m+2} & e_{m+s-1,m+1} \\
& \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & (\lambda' + \rho, \tau_{i,s+1}) & e_{m+i,m+2} \\
0 & 0 & \cdots & 0 & (\lambda' + \rho, \tau_{i,s+1})
\end{pmatrix}
\]

Suppose that \( (\lambda + \rho, \alpha') = p \) and let \( \lambda' = s_\alpha \cdot \lambda \). Then

\[(\lambda' + \rho, \tau_{i,s+1}) = (\lambda + \rho, \tau_{i,s}) \]

for \( 1 \leq i \leq s-1 \), and this means that the last \( s-1 \) subdiagonal entries of \( A^- (\lambda', s + 1) \) and \( A^- (\lambda, s) \) are equal. Also the entry in second row first column of \( A^- (\lambda', s + 1) \) is equal to \(-p\). If we remove the first row from \( A^- (\lambda', s + 1) \) the first column of the resulting matrix will have only one non-zero entry \(-p\). If in addition we remove this column, we obtain the matrix \( A^- (\lambda, s) \). Therefore

\[
-p \overrightarrow{\det(1A^- (\lambda, s))} = \overrightarrow{\det(1A^- (\lambda', s + 1))}.
\]  

(9.8)

Similarly by removing the second row from \( A^- (\lambda', s + 1) \) and noting that \( e_{m+s+1,m+s} \) commutes with all entries in \( A^- (\lambda, s) \), we see that

\[
e_{m+s+1,m+s} \overrightarrow{\det(1A^- (\lambda, s))} = \det(1A^- (\lambda, s))e_{m+s+1,m+s} = \overrightarrow{\det(2A^- (\lambda', s + 1))}.
\]

(9.9)

Equation (3.6) in this situation takes the form

\[
e_{-\alpha}^{p+1} \theta_\gamma (\lambda) = \theta_\gamma (\lambda')e_{-\alpha}^p.
\]

(9.10)

If \( r \leq k \leq m + s - 1 \) we have

\[
e_{-\alpha}^{p+1} e_{m+s,k} = (pe_{m+s+1,k} + e_{m+s+1,m+s}e_{m+s,k})e_{-\alpha}^p.
\]

(9.11)

We now consider two cases: in the first entries in \( \overrightarrow{\det((s+1-i)A^- (\lambda, s))} \) are replaced by entries in \( \overrightarrow{\det((s+2-i)A^- (\lambda', s + 1))} \). Suppose \( 1 \leq i \leq s-1 \), and \( r \leq k \leq m + s - 1 \).
Theorem 9.2. Suppose that $\gamma = \epsilon_r - \delta_s$ and $\lambda \in \mathcal{H}_\gamma$. Then we have
\[
\theta_\gamma(\lambda) = \sum_{i=1}^{s} (-1)^{i+1} \det(s+1-i) \det(C_{(i)}(\lambda, r)) \det(C_{(i)}(\lambda, r)).
\] (9.15)

Proof. This follows by cofactor expansion of $\det(C_{(i)}(\lambda, r))$ down the last column. If $r = m$, $\det(C_{(i)}(\lambda, r))$ should be interpreted as $e_{m+i,m}$.

Remark 9.3. For convenience we record the facts.
(a) If \( A'' \) is the matrix obtained from \( A^-(\lambda, s) \) by deleting the row and column containing \( b_k \), then there are no entries in \( A'' \) of the form \( e_{m+k,s} \) or \( e_{s,m+k} \).

(b) If \( C''_{(i)} \) is the matrix obtained from \( C_{(i)}(\lambda, r) \) by deleting the row and column containing \( a_\ell \), then there are no entries in \( C''_{(i)} \) of the form \( e_{\ell,s} \) or \( e_{s,\ell} \).

9.2 Lie Algebras.

Let \( \mathfrak{g} = \mathfrak{gl}(m) \), and \( \alpha = \epsilon_r - \epsilon_\ell \). We give a determinantal formula for the Šapovalov element \( \theta_{\alpha,1} \). Set \( \sigma_{i,j} = \epsilon_i - \epsilon_j \). Consider the following matrices with entries in \( U(n^-) \).

\[
C_\lambda = \begin{bmatrix}
e_{r+1,r} & e_{r+2,r} & \cdots & e_{\ell,r} \\
-a_1 & e_{r+2,r+1} & \cdots & e_{\ell,r+1} \\
0 & -a_2 & \cdots & e_{\ell,r+2} \\
& & \ddots & \vdots \\
0 & \cdots & -a_{j-1} & e_{\ell,\ell-1}
\end{bmatrix}, \quad D_\lambda = \begin{bmatrix}
e_{\ell,\ell-1} & e_{\ell,\ell-2} & \cdots & e_{\ell,r} \\
1 - a_1 & e_{\ell-1,\ell-2} & \cdots & e_{\ell-1,r} \\
0 & 1 - a_2 & \cdots & e_{\ell-2,r} \\
& & \ddots & \vdots \\
0 & \cdots & 0 & 1 - a_{j-1} & e_{r+1,r}
\end{bmatrix},
\]

where \( j = \ell - r \) and \( a_k = (\lambda + \rho, \sigma_{r,\ell}^\vee) \) for \( k \in [j-1] \).

**Theorem 9.4.** The Šapovalov element \( \theta_{\alpha,1} \) is given by

\[
\theta_{\alpha,1}(\lambda) = \det C_\lambda = \det D_\lambda,
\]

for \( \lambda \) such that \((\lambda + \rho, \sigma_{r,\ell}^\vee) = 1\).

**Proof.** Similar to the proof of Theorem 9.1. □

Note that if \((\lambda + \rho, \sigma_{r,\ell}^\vee) = 1\) and \((\lambda + \rho, \sigma_{r,s}^\vee) = 0\), then \((\lambda + \rho, \sigma_{s,\ell}^\vee) = 1\) and \((\lambda + \rho - \sigma_{s,\ell}, \sigma_{r,s}^\vee) = 1\).

**Corollary 9.5.** In the above situation, for any highest weight vector \( v_\lambda \) of weight \( \lambda \), we have \( \theta_{\epsilon_{r,1}-\epsilon_{\ell,1}} v_\lambda = \theta_{\epsilon_{r,1}-\epsilon_{s,1}} \theta_{\epsilon_{s,1}-\epsilon_{\ell,1}} v_\lambda \).

**Proof.** Under the given hypothesis the matrix \( C_\lambda \) in Theorem 9.4 is block upper triangular. □

**Corollary 9.6.** For \( p \geq 1 \) and \( \lambda \in \mathcal{H}_{\alpha,p} \), we have

\[
\theta_{\alpha,p}(\lambda) = \det C_{\lambda-(p-1)\alpha} \cdots \det C_{\lambda-\alpha} \det C_{\lambda}.
\]

**Proof.** Combine Theorems 5.8 and 9.4. □

The above result may be viewed as a version of [CL74] Theorem 2.7.
9.3 Expansions of the Determinantal Formulas.

Returning to \( g = \mathfrak{gl}(m, n) \), we obtain two expansions of the determinantal formula from (9.15). In the first case we assume that \( \gamma, \gamma' \in B(\lambda) \), where \( \gamma' = s_\alpha \gamma = \gamma - \alpha \).

This means that \( (\lambda + \rho, \alpha^\vee) = 0 \) and by Equation (5.12) we have, in this situation \( \theta_{\gamma} v_\lambda = \theta_{\alpha, 1} \theta_{\gamma'} v_\lambda \). Theorem 9.11 below could be considered as a refinement of this equation when \( \lambda \) is replaced by \( \widetilde{\lambda} = \lambda + T \xi \). It will be used to study the modules \( M^X(\lambda) \) in Subsection 11.2.2. The idea is to express the extra term that arises as a Šapovalov element for a proper subalgebra of \( g \). There is a second case, which will be used in a similar way in Subsection 11.2.3.

9.3.1 Hessenberg Matrices.

A matrix \( B = (b_{ij}) \) is (upper) Hessenberg if \( b_{ij} = 0 \) unless \( i \leq j + 1 \). If \( B \) is \( n \times n \) Hessenberg, we say that \( B = (b_{ij}) \) is Hessenberg of order \( n \). The determinant of such a matrix is a signed sum of \( 2^{n-1} \) (suitably ordered) terms \( \prod_{i=1}^{n} b_{\nu(i),i} \) for certain permutations \( \nu \).

**Lemma 9.7.** Suppose that \( B \) is Hessenberg of order \( n \).

(a) For a fixed \( q \in [n-1] \), let \( T = b_{q+1,q} \). Then

\[
\overrightarrow{\det} B = -T \overrightarrow{\det} B'' + \overrightarrow{\det} B',
\]

where \( B' \) and \( B'' \) are obtained from \( B \) by setting \( T = 0 \), and by deleting the row and column containing \( T \) respectively.

(b) The matrix \( B' \) is block upper triangular, with two diagonal blocks which are upper Hessenberg of order \( q \) and \( n - q \).

(c) The matrix \( B'' \) is upper Hessenberg of order \( n - 1 \). Also any term in the expression (9.1) for \( \overrightarrow{\det}(B) \) which contains a factor of the form \( b_{iq} \) or \( b_{q+1,j} \) cannot occur in \( \overrightarrow{\det}B'' \).

(d) If \( B \) is \( (n+1) \times n \) Hessenberg with \( b_{q+1,q} = 0 \), and \( i \in [q] \), then the submatrix obtained from \( B \) by deleting row \( i \) is singular (both determinants are zero).

**Proof.** Part (a) follows by separating the products in (9.1) that contain \( T \) from those that do not. Note that \( T \) commutes with all entries in \( B \), and that the order of all other factors of the products is unchanged. The rest is easy. \( \square \)

9.3.2 Two Factorizations.

At first we do not make any assumptions on \( \lambda \in \mathfrak{h}^* \). However as in Subsection 5.1.2, we need to evaluate Šapovalov elements at arbitrary points, \( \lambda \in \mathfrak{h}^* \). To do this we take Equation (9.15) as the definition. We write \( C'_{(i)} \) and \( C''_{(i)} \) for the matrices obtained from \( C_{(i)}(\lambda, r) \) by setting \( T = 0 \), and by deleting the row and column...
Lemma 9.8.

(a) \( \alpha_j \) first subdiagonal of \( B \). We apply Lemma 9.7 in the case that \( \theta \) upper triangular, and using Theorem 9.4, the upper triangular block has determinant \( \det C^\prime(\alpha) \). This gives (b) and the proof of (c) is similar.

Proof. Part (a) follows from Lemma 9.7 (d). By Lemma 9.7 (b) \( s+1-i \) is block upper triangular, and using Theorem 9.4, the upper triangular block has determinant equal to \( \theta^\prime \). This gives (b) and the proof of (c) is similar.

We apply Lemma 9.7 in the case that \( B = s+1-i \).

Lemma 9.9.

(a) If \( k+1 \leq i \leq s \), then \( s+1-i \) is singular.

(b) If \( i \in [k] \), the matrix \( s+1-i A' \) is block upper triangular with upper triangular block having LR determinant \( \theta^\prime \) and lower triangular block \( k+1-i F \). Hence

\[
\det_{s+1-i} A' = \theta^\prime \times \det_{k+1-i} F.
\]

(c) For all \( i \in [s] \), the matrix \( C^\prime(\alpha) \) is block upper triangular with with upper triangular block having LR determinant \( \theta^\prime \) and lower triangular block \( E(\alpha) \). Hence

\[
\det C^\prime(\alpha) = \theta^\prime \times \det E(\alpha).
\]

Proof. Note that if \( p \neq q \), then row \( q \) of \( A \) is row \( q-1 \) of \( p \). If \( i \leq k-1 \) it follows that \( s+1-i \) is obtained from \( s+1-i \) by deleting the row and column containing \( S \), that is \( s+1-i \) is singular if \( i \geq k+1 \). The different signs in (9.20) and (9.21) arise since \( S \) is on the subdiagonal of \( s+1-i \) in case (a), and on the diagonal of \( s+1-i \) in case (b).
9.3.3 Some General Linear Subalgebras.

To state the results, we require a bit more notation. For the rest of this Subsection, the element $\rho$ defined for $\mathfrak{gl}(m, n)$ in Equation (1.10) will be denoted by $\rho_{m,n}$. In addition let $(\cdot, \cdot)_{m,n}$ be the bilinear form on $\mathfrak{h}^*$ defined by

$$(\epsilon_i, \epsilon_j)_{m,n} = -(\delta_i, \delta_j)_{m,n} = \delta_{i,j}$$

for all relevant indices $i, j$. Set $(\lambda + \rho, \alpha^\vee) = T$. The extra term in (9.35) below comes from a element for a subalgebra of $\mathfrak{g}$ isomorphic to $\mathfrak{gl}(m - 1, n)$. Suppose that $V = \mathfrak{k}^{m|n}$ is a super vector space of dimension $(m|n)$ and identify $\mathfrak{gl}(m, n)$ and $\mathfrak{gl}(V)$ by means of the standard basis $e_1, \ldots, e_{m+n}$. Do the same for $\mathfrak{gl}(m - 1, n) = \mathfrak{gl}(\mathfrak{k}^{m-1|n})$ using the standard basis $\tau_1, \ldots, \tau_{m+n-1}$ for $\mathfrak{k}^{m-1|n}$. Fix $k, \ell$ with $1 \leq \ell \leq m$, and $1 \leq k \leq n$. Then let $\psi^\ell : \mathfrak{g} = \mathfrak{gl}(m - 1, n) \rightarrow \mathfrak{g} = \mathfrak{gl}(m, n)$ be the embedding induced by the map $V = \mathfrak{k}^{m-1|n} \rightarrow \mathfrak{k}^{m|n}$ sending $\tau_i$ to $e_i$ for $i < \ell$ and $\tau_i$ to $e_{i+1}$ for $i \geq \ell$ (so that $e_\ell$ is not in the image of this map).

The embeddings of general linear subalgebras defined in the above paragraph are all we need for Theorem 9.11, but for Theorem 9.12 we need two variations. Define maps $\mathfrak{k}^{m|n-1} \rightarrow \mathfrak{k}^{m|n}$, (resp. $\mathfrak{k}^{m-1|n-1} \rightarrow \mathfrak{k}^{m|n}$) of superspaces using basis elements in a similar way, with $e_{m+k}$ not in the image (resp. $e_\ell$ and $e_{m+k}$ not in the image). Then let $\psi^\ell_k : \mathfrak{g} = \mathfrak{gl}(m, n-1) \rightarrow \mathfrak{g}$ and $\psi^\ell_k : \mathfrak{g} = \mathfrak{gl}(m - 1, n - 1) \rightarrow \mathfrak{g}$ be the embeddings of Lie superalgebras induced by these maps. Finally, let $\mathfrak{h}, \mathfrak{h}'$ and $\mathfrak{h}^*$ be the diagonal Cartan subalgebras of $\mathfrak{g}, \mathfrak{g}'$ and $\mathfrak{h}$, and let

$$\overline{\phi}^\ell : \mathfrak{h}^* \rightarrow \mathfrak{h}'^*,$$ $$\phi : \mathfrak{h} \rightarrow \mathfrak{h}'$$

be the maps dual to the restriction of $\psi^\ell, \psi^\ell_k$ to $\mathfrak{h}, \mathfrak{h}'$ and $\mathfrak{h}$ respectively.

We fix $\ell \in [m]$ and $k \in [n]$, and then use the shorthand

$$\overline{\psi} = \overline{\psi}^\ell, \quad \psi = \psi^\ell_k, \quad \overline{\psi}^\ell = \overline{\psi}^\ell_k, \quad \overline{\phi} = \overline{\phi}^\ell, \quad \phi = \phi^\ell_k, \quad \overline{\phi}^\ell = \overline{\phi}^\ell_k.$$

For $\alpha \in \mathfrak{h}^*$ we define

$$\overline{\alpha} = \overline{\phi}(\alpha), \quad \alpha = \phi(\alpha), \quad \overline{\alpha} = \overline{\phi}(\alpha).$$

Observe that $\overline{\phi}(\epsilon_\ell) = 0$ and the restriction of $\overline{\phi}$ to $\mathfrak{h}' = \text{span}\{\epsilon_p, \delta_q | p \neq \ell\}$ is an isomorphism onto $\mathfrak{h}'^*$. Given $\lambda \in \mathfrak{h}^*$, we define $\lambda_1 \in \mathfrak{h}'$, by

$$\lambda_1 + \rho_{m-1,n}, \beta)_{m-1,n} = (\lambda + \rho_{m,n}, \beta)_{m,n}$$

for $\beta \in \mathfrak{h}'$. Similarly we define $\lambda_2 \in \mathfrak{h}^*$, $\lambda_3 \in \mathfrak{h}'$ by

$$\lambda_2 + \rho_{m-1,n}, \beta)_{m-1,n} = (\lambda + \rho_{m,n}, \beta)_{m,n}, \quad (9.24)$$

$$\lambda_3 + \rho_{m-1,n}, \beta)_{m-1,n} = (\lambda + \rho_{m,n}, \beta)_{m,n}. \quad (9.25)$$

In (9.24) and (9.25) we assume that

$$\beta \in \text{span}\{\epsilon_p, \delta_q | q \neq k\}$$

respectively.
9.3.4 Pullbacks.

From now on \( A = A^-(\lambda, s) \). Let \( A'' = s_{+1-k}A_{s-k} \). This is the matrix obtained from \( A \) by deleting the row and column containing \( S \). By Remark 9.3, all entries from \( g \) in \( A'' \) are in the image of the map \( \psi_k : g = \mathfrak{gl}(m,n-1) \rightarrow g = \mathfrak{gl}(m,n) \). This allows us to define a matrix \( A[k] \) with entries in \( U(g) \) called the pullback of \( A'' \) under \( \psi_k \) in the following way.

(i) The matrix \( A[k] \) is Hessenberg of the same size as \( A'' \).

(ii) All subdiagonal entries of \( A[k] \) and \( A'' \) are equal.

(iii) If \( j \geq i \), then the entry in row \( i \) and column \( j \) of \( A[k] \) is the element of \( g \) which is mapped by \( \psi \) to the entry in row \( i \) and column \( j \) of \( A'' \).

We sometimes write \( \psi(A[k]) = A'' \) in this situation. We have \( \psi(s_i A[k]) = s_i A'' \).

Note that this is consistent with (9.24). In fact the latter just says that (ii) holds. The point of Equations (9.23)-(9.25) is that they make it clear that \( \gamma \in B(\lambda) \) implies \( \gamma \in B(\lambda_1) \) etc, which we need for the applications.

Next we list the other pullbacks we require. Then we explain why these pullbacks are defined. Let \( f(i) = \begin{cases} i & \text{if } i \leq k-1 \\ i+1 & \text{if } i \geq k. \end{cases} \) \hspace{1cm} (9.26)

We define

\[ C_{(i)}[k] \text{ (resp. } E_{(i)}[k] \text{) to be the pullback of } C_{(f(i))} \text{ (resp. } E_{(f(i))} \text{) under } \psi, \] \hspace{1cm} (9.27)

\[ F[\ell] \text{ (resp. } C_{(i)}[\ell] \text{) to be the pullback of } F \text{ (resp. } C''_{(i)} \text{) under } \psi, \] \hspace{1cm} (9.28)

\[ A''[k,\ell] \text{ (resp. } C_{(i)}[k,\ell] \text{) to be the pullback of } A'' \text{ (resp. } C''_{(f(i))} \text{) under } \psi. \] \hspace{1cm} (9.29)

The pullbacks of \( C''_{(i)} \) and both matrices in (9.29) exist by Remark 9.3. For (9.27) note that all entries in \( A_+^{\pm}(\lambda, r) \) are elements of \( \mathfrak{gl}(m) \oplus 0 \subseteq g_0 \). Also if \( i \neq k \), the vector in (9.14) contains no element of the form \( e_{m+k,\ast} \) or \( e_{\ast,m+k} \), so the same is true for \( C_{(i)} \), and \( E_{(i)} \), \( i \neq k \). Note that \( C'_{(k)} \) is not considered in (9.27). The argument for \( F \) is similar but easier, all entries in \( F = [s-k]A^-_{(\lambda, s)_[s-k]} \) are elements of \( 0 \oplus \mathfrak{gl}(n) \subseteq g_0 \). Thus \( F \) contains no entries of the form \( e_{\ell,\ast} \) or \( e_{\ast,\ell} \).

9.3.5 Šapovalov elements.

We can use Theorem 9.2 to express the Šapovalov elements for

\[ \gamma_1, \hspace{1cm} \beta_1 = \gamma_1 + \alpha_2, \hspace{1cm} \beta_2 = \alpha_1 + \gamma_1, \hspace{1cm} \gamma = \overline{\phi}(\gamma). \] \hspace{1cm} (9.30)

in terms of the matrices introduced above. Note that these are roots for different Lie superalgebras.
Lemma 9.10. Given $\lambda \in \mathfrak{h}^*$, define $\lambda_1 - \lambda_3$ by (9.23)-(9.25). Then the Šapovalov elements for the roots $\gamma_1, \beta_1, \beta_2$ and $\overline{\gamma}$ are given by

$$
\theta_{\gamma_1}(\lambda) = \sum_{i=1}^{k} (-1)^{i+1} \det_{k+1-i} F \times \det E_{(i)}, \quad (9.31)
$$

$$
\theta_{\beta_1}(\lambda_1) = \sum_{i=1}^{s-1} (-1)^{i} \det_{s-i} A[k] \times \det E_{(i)}[k], \quad (9.32)
$$

$$
\theta_{\beta_2}(\lambda_2) = \sum_{i=1}^{k} (-1)^{i+1} \det_{k+1-i} F[\ell] \times \det C''[\ell], \quad (9.33)
$$

$$
\theta_{\overline{\gamma}}(\lambda_3) = \sum_{i=1}^{s-1} (-1)^{i+1} \det_{s-i} A''[k, \ell] \times \det C''[i][k, \ell]. \quad (9.34)
$$

Proof. This follows from Theorem 9.2 with $F$ (resp. $A[k], F[\ell], A''[k, \ell]$) playing the role of $A^-(\lambda, s)$, and $E_{(i)}$, (resp. $E_{(i)}[k], C''_{(i)}[\ell], C''_{(i)}[k, \ell]$) playing the role of $C_{(i)}(\lambda, r)$. \qed

9.3.6 Determinantal Expansions: Main Results.

Assume that $\gamma = \epsilon_r - \delta_s$, $\alpha = \epsilon_{r'} - \epsilon_{\ell'}$ and $\gamma' = s_{\alpha} \gamma = \epsilon_{\ell'} - \delta_s$, where $r < \ell = r' + \ell' \leq m$. \footnote{The case were $\alpha$ is a root of $\mathfrak{gl}(n)$ can be handled similarly.} Note that $\overline{\varphi}(\epsilon_{\ell'}) = 0$ and the restriction of $\varphi$ to $\mathfrak{h}' = \text{span}\{\epsilon_i, \delta_j | i \neq \ell\}$ is an isomorphism onto $\overline{\mathfrak{h}}$. Define $a_i, b_i$ as in (9.5).

Theorem 9.11. With the above notation, set $T = (\lambda + \rho, \alpha') = a_j$. Then if $\overline{\varphi} = \overline{\varphi}(\gamma)$, we have

$$
\theta_{\gamma} v_{\lambda} = \overline{\psi}(\overline{\varphi}(\lambda_1)) T + \theta_{\alpha_1} \theta_{\gamma'} v_{\lambda}. \quad (9.35)
$$

We remark that in the definition of $A^+ (\lambda, r)$, and hence also in $C_{(i)}(\lambda, r)$ we have

We give the proof after proving Theorem 9.12.

Next we suppose $\alpha_1, \alpha_2$ (resp. $\gamma_1, \gamma_2$) are distinct positive even (resp. odd) roots such that $\alpha_1 + \gamma_1 + \alpha_2 = \gamma_2$. Then set $\gamma = \gamma_2$. Without loss of generality we may assume that $\alpha_1 = \epsilon_r - \epsilon_{\ell}, \alpha_2 = \delta_{k} - \delta_{s}, \gamma_1 = \epsilon_{\ell'} - \delta_{k}$, where $r < \ell = r' + j \leq m$. In the result below, we treat $T = a_j$, and $S = b_k$ as indeterminates, and obtain expansions of Equation (9.15).

Theorem 9.12. We have

$$
\theta_{\gamma_2} v_{\lambda} = [\theta_{\alpha_2} \theta_{\alpha_1} \theta_{\gamma_1} - \theta_{\alpha_1} \overline{\psi}(\overline{\varphi}(:\lambda_1:)) S + \theta_{\alpha_2} \overline{\psi}(\overline{\varphi}(:\lambda_2:)) T - \overline{\psi}(\overline{\varphi}(:\lambda_3:)) S T] v_{\lambda}. \quad (9.36)
$$

Remark 9.13. We need to know that certain products in $U(n^-)$ commute, and this can be shown based on a consideration of the weights of their factors. Write $\epsilon_{m+i} = \delta_i$ for $i \in [n]$. Then we say that a product $u = u_1 \ldots u_t$ has top weight
\( \epsilon_p - \epsilon_q \), where \( 1 \leq p < q \leq m + n \), if for \( i \in [t] \), \( u_i \) has weight \( \epsilon_{p_i} - \epsilon_{q_i} \) (with \( p_i < q_i \)) and \( \sum_{i=1}^t \epsilon_{p_i} - \epsilon_{q_i} = \epsilon_p - \epsilon_q \). Clearly \( v, w \) commute if they are respectively linear combinations of elements having top weights \( \epsilon_p - \epsilon_q \) and \( \epsilon_a - \epsilon_b \) with \( q < a \).

**Proof of Theorem 9.12.** We substitute (9.17) and the expressions for \( s_{i+1-i} A^{-}(\lambda, s) \) from Lemma 9.9 into (9.15) to obtain

\[
\theta_\gamma(\lambda) = \sum_{i=1}^{k-1} (-1)^{i+1} \left( -s_{\text{det}_{s-i} A''} + s_{\text{det}_{s+1-i} A'} \right) \times (T \text{ det} C''_{(i)} + \text{ det} C'_{(i)})
+ \sum_{i=k+1}^s (-1)^{i+1} s_{\text{det}_{s+1-i} A''} \times (T \text{ det} C''_{(i)} + \text{ det} C'_{(i)})
+ (-1)^{k+1} s_{\text{det}_{s+1-k} A'} \times (T \text{ det} C''_{(k)} + \text{ det} C'_{(k)}).
\]

(9.37)

To complete the proof we compute the coefficients of \( ST, S, T \) and the constant term in (9.37).

(i) The constant coefficient in (9.37) is the first expression below. We use Lemma 9.8 (a), then (9.18), (9.19) and then the fact that \( \theta_{\alpha_1} \) commutes with all entries in \( \text{ det}_{k+1-i} F \) (Remark 9.13). The final equality holds by (9.31)

\[
\sum_{i=1}^s (-1)^{i+1} s_{\text{det}_{s+1-i} A'} \times \text{ det} C_{(i)} = \sum_{i=1}^k (-1)^{i+1} s_{\text{det}_{s+1-i} A'} \times \text{ det} C'_{(i)}
= \sum_{i=1}^k (-1)^{i+1} \theta_{\alpha_2} \times \text{ det}_{k+1-i} F \times \theta_{\alpha_1} \times \text{ det} E_{(i)}
= \sum_{i=1}^k (-1)^{i+1} \theta_{\alpha_2} \theta_{\alpha_1} \times \text{ det}_{k+1-i} F \times \text{ det} E_{(i)}
= \theta_{\alpha_2} \theta_{\alpha_1} \theta_{\beta_1} v_\lambda.
\]

(9.38)

(ii) Using first (a pullback of) (9.19), then the fact that \( \theta_{\alpha_1} \) commutes with all entries in \( A[k] \), and then (9.32) we have

\[
\sum_{i=1}^{s-1} (-1)^i s_{\text{det}_{s-i} A[k]} \times \text{ det} C'_{(i)}[k] = \sum_{i=1}^{s-1} (-1)^i s_{\text{det}_{s-i} A[k]} \times \theta_{\alpha_1} \times \text{ det} E_{(i)}[k]
= \sum_{i=1}^{s-1} (-1)^i \theta_{\alpha_1} \times s_{\text{det}_{s-i} A[k]} \times \text{ det} E_{(i)}[k]
= -\theta_{\alpha_1} \theta_{\beta_1} (\lambda_1).
\]

(9.39)

By (9.27) and the fact that \( \psi \) maps \( s_{-i} A[k] \) to \( s_{-i} A'' \), \( \psi \) maps (9.39) to

\[
\sum_{i=1}^{k-1} (-1)^i \text{ det}_{s-i} A'' \times \text{ det} C'_{(i)} + \sum_{i=k}^{s-1} (-1)^i \text{ det}_{s-i} A'' \times \text{ det} C'_{(i+1)}
\]
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and this shows that the coefficient of $S$ as stated in (9.37).

(iii) Next, by (9.18) and (9.33) we have

$$\sum_{i=1}^{k} (-1)^{i+1} \det_{s+1-i} A'[\ell] \times \det C''(i)[\ell] = \sum_{i=1}^{k} (-1)^{i+1} \theta_{\alpha_2} \det_{k+1-i} F[\ell] \times \det C''(i)[\ell] = \theta_{\alpha_2} \theta_{\beta_2}(\lambda_2),$$

and $\psi$ maps this to

$$\sum_{i=1}^{k} (-1)^{i+1} \det_{s+1-i} A' \times \det C''(i),$$

which is the coefficient of $T$ in (9.37).

(iv) Finally, let

$$A'' = s+1-k A_{s-k} = \psi(A[k, \ell]).$$

By (9.34),

$$-\theta_{\alpha}(\lambda_3) = \sum_{i=1}^{s-1} (-1)^{i} \det_{s-i} A''[k, \ell] \times \det C''(i)[k, \ell],$$

and $\psi$ maps this to

$$\sum_{i=1}^{k-1} (-1)^{i} \det_{s-i} A'' \times \det C''(i) + \sum_{i=k}^{s-1} (-1)^{i} \det_{s-i} A'' \times \det C''(i+1),$$

which is the coefficient of $ST$ in (9.37).

**Proof of Theorem 9.11** The proof is similar to the proof of Theorem 9.12, but easier. Instead of (9.37) we have

$$\theta_\gamma(\tilde\lambda) = \sum_{i=1}^{s} (-1)^{i+1} \det_{s+1-i} A^-(\tilde\lambda, s) \times (-T \det C''(i) + \det C'_i).$$

The proof is completed by computing coefficients as before. □

**Remark 9.14.** Suppose that $(\lambda + \rho, \alpha\gamma') = (\lambda + \rho, \alpha\gamma') = 1$ and assume that $(\xi, \gamma_1) = (\xi, \gamma_2) = 0$, and $(\xi, \alpha_1\gamma') = (\xi, \alpha_2\gamma') = 1$. Then set $\tilde\lambda = \lambda + T \xi$. Suppose that $\alpha_1 = \epsilon_r - \epsilon_{\ell}$, $\alpha_2 = \delta_k - \delta_s$, $\gamma_1 = \epsilon_{\ell} - \delta_k$, where $r < \ell = r + j \leq m$. Then $(\tilde\lambda + \rho, \alpha\gamma') = (\tilde\lambda + \rho, \alpha\gamma') = T + 1$. Hence in the notation of Theorem 9.12 we have $S = T = T + 1$. Thus if $\theta_{\gamma_1} v_\lambda = \theta_{\gamma_2} v_\lambda = 0$, then (9.36) yields, over $B$

$$0 = \psi(\theta_{\alpha_1}(\tilde\lambda_3))(T + 1) + \theta_{\alpha_1} \psi(\theta_{\beta_1}(\tilde\lambda_2)) - \theta_{\alpha_2} \psi(\theta_{\beta_2}(\tilde\lambda_1)) | v_\lambda. \quad (9.40)$$

This gives a generalization of (B.18).
10 Survival of Šapovalov elements in factor modules.

Let \( v_\lambda \) be a highest weight vector in a Verma module \( M(\lambda) \) with highest weight \( \lambda \), and suppose \( \gamma \) is an odd root with \( (\lambda + \rho, \gamma) = 0 \). We are interested in the condition that the image of \( \theta_\gamma v_\lambda \) is non-zero in various factor modules of \( M(\lambda) \).

10.1 Independence of Šapovalov elements.

Given \( \lambda \in h^* \) recall the set \( B(\lambda) \) defined in Section 2, and define a “Bruhat order” \( \leq \) on \( B(\lambda) \) by \( \gamma' \leq \gamma \) if \( \gamma - \gamma' \) is a sum of positive even roots. Then introduce a relation \( \Downarrow \) on \( B(\lambda) \) by \( \gamma' \Downarrow \gamma \) if \( \gamma' \leq \gamma \) and \( (\gamma, \gamma') \neq 0 \). If \( \gamma \in B(\lambda) \), we say that \( \gamma \) is \( \lambda \)-minimal if \( \gamma' \Downarrow \gamma \) with \( \gamma' \in B(\lambda) \) implies that \( \gamma' = \gamma \). For \( \gamma \in B(\lambda) \) set \( B(\lambda)^{-\gamma} = B(\lambda) \setminus \{\gamma\} \).

We say \( \gamma \) is independent at \( \lambda \) if

\[
\theta_\gamma v_\lambda \notin \sum_{\gamma' \in B(\lambda)^{-\gamma}} U(\mathfrak{g}) \theta_{\gamma'} v_\lambda.
\]

Proposition 10.1. If \( \gamma' \Downarrow \gamma \) with \( \gamma' \in B(\lambda) \) and \( \gamma' < \gamma \), then \( \theta_\gamma v_\lambda \in U(\mathfrak{g}) \theta_{\gamma'} v_\lambda \).

Proof. The hypothesis implies that \((\gamma, \alpha') > 0 \) and \( \gamma = s_\alpha \gamma' \). Thus the result follows from Theorem 5.9. \( \square \)

By the Proposition, if we are interested in the independence of the Šapovalov elements \( \theta_\gamma \) for distinct isotropic roots, it suffices to study only \( \lambda \)-minimal roots \( \gamma \).

For the rest of this section we assume that \( \mathfrak{g} = \mathfrak{gl}(m, n) \). We use Equation (9.6), and order the positive roots of \( \mathfrak{g} \) so that each summand in this equation is a constant multiple of \( e_{-\pi} \) for some \( \pi \in \overline{\mathcal{P}(\gamma)} \). For such \( \pi \) the odd root vector is the rightmost factor of \( e_{-\pi} \), that is we have \( e_{-\pi} \in U(n_0^-) n_1^- \).

Lemma 10.2. If \( \gamma \) is \( \lambda \)-minimal, then \( e_{-\pi} v_\lambda \) occurs with non-zero coefficient in \( \theta_\gamma v_\lambda \).

Proof. Assume \( \gamma = \epsilon_r - \epsilon_s \). Then if \( \alpha = \epsilon_r - \epsilon_i \) with \( r < i \), or \( \alpha = \delta_j - \delta_s \) with \( j < s \) we have \((\lambda + \rho, \alpha') \neq 0 \), since \( \gamma \) is \( \lambda \)-minimal. Thus the entries on the superdiagonals of \( A^+(\lambda, r) \) and \( A^-(\lambda, s) \) are non-zero. Thus the result follows from Theorem 9.1. \( \square \)

Theorem 10.3. The isotropic root \( \gamma \) is independent at \( \lambda \) if and only if \( \gamma \) is \( \lambda \)-minimal.

Proof. Set \( B = B(\lambda)^{-\gamma} \). If \( \gamma \) is not \( \lambda \)-minimal then \( \gamma \) is not independent at \( \lambda \) by Proposition 10.1. Suppose that \( \gamma \) is \( \lambda \)-minimal and

\[
\theta_\gamma v_\lambda = \sum_{\gamma' \in B} U(\mathfrak{g}) \theta_{\gamma'} v_\lambda = \sum_{\gamma' \in B} U(\mathfrak{n}^-) \theta_{\gamma'} v_\lambda,
\]

then by comparing weights

\[
\theta_\gamma v_\lambda = \sum_{\gamma' \in B} U(n_0^-) e_{-\gamma'} v_\lambda, \tag{10.1}
\]
But Lemma 10.2 implies that
\[ \theta_\gamma v_\lambda \equiv ce_{-\gamma}v_\lambda \mod \sum_{\gamma' \in B} U(n_0^-) e_{-\gamma'}v_\lambda \]
for some non-zero constant \( c \). By (10.1) this contradicts the PBW Theorem. \( \square \)

### 10.2 Survival of Šapovalov elements in Kac modules.

For \( g = \mathfrak{g}(m, n) \) we have \( g_1 = \mathfrak{g}_1^+ \oplus \mathfrak{g}_1^- \), where \( \mathfrak{g}_1^+ \) (resp. \( \mathfrak{g}_1^- \)) is the set of block upper (resp. lower) triangular matrices. Let \( \mathfrak{h} \) be the Cartan subalgebra of \( \mathfrak{g} \) consisting of diagonal matrices, and set \( \mathfrak{p} = \mathfrak{g}_0 \oplus \mathfrak{g}_1^+ \). Next let
\[ P^+ = \{ \lambda \in \mathfrak{h}^* | (\lambda, \alpha^\vee) \in \mathbb{Z}, (\lambda, \alpha^\vee) \geq 0 \text{ for all } \alpha \in \Delta_0^+ \} \]
For \( \lambda \in P^+ \), let \( L_0^0(\lambda) \) be the (finite dimensional) simple \( \mathfrak{g}_0 \)-module with highest weight \( \lambda \). Then \( L_0^0(\lambda) \) is naturally a \( \mathfrak{p} \)-module and we define the Kac module \( K(\lambda) \) by
\[ K(\lambda) = U(\mathfrak{g}) \otimes_{U(\mathfrak{p})} L_0^0(\lambda). \]
Note that as a \( \mathfrak{g}_0 \)-module
\[ K(\lambda) = \Lambda(\mathfrak{g}_1^-) \otimes L_0^0(\lambda). \]

The next result is well-known. Indeed two methods of proof are given in Theorem 4.37 of [Bru03]. The second of these is based on Theorem 5.5 in [Ser96]. We give a short proof using Theorem 9.1. We now assume that the roots are ordered as in Equation (9.7), that is with the odd root vector first.

**Theorem 10.4.** If \( \lambda \) and \( \lambda - \epsilon_r + \delta_s \) belong to \( P^+ \) and \( (\lambda + \rho, \epsilon_r - \delta_s) = 0 \), then
\[ [K(\lambda) : L(\lambda - \epsilon_r + \delta_s)] \neq 0. \]

**Proof.** Set \( \gamma = \epsilon_r - \delta_s \). Let \( \theta_\gamma(\lambda) \) be as in Theorem 9.1. Then \( w = \theta_\gamma(\lambda)v_\lambda \) is a highest weight vector in the Verma module \( M(\lambda) \) with weight \( \lambda - \gamma \). It suffices to show that the image of \( w \) in the Kac module \( K(\lambda) \) is nonzero. We have an embedding of \( \mathfrak{g}_0 \)-modules
\[ \mathfrak{g}_1^- \otimes L_0^0(\lambda) \subseteq \Lambda \mathfrak{g}_1^- \otimes L_0^0(\lambda). \]
The elements \( e_{m+j,i+r-1} \) in Equation (9.7) form part of a basis for \( \mathfrak{g}_1^- \). Furthermore the coefficient of \( e_{m+j,i+r-1} \) belong to \( U(n^-_0) \). Therefore it suffices to show that the coefficient of \( e_{m+s,r} \) in this equation is nonzero. This coefficient is found by deleting the first column of the matrix \( B^+(\lambda, r) \) and the last row of \( B^-(\lambda, s) \) and taking determinants of the resulting matrices, which have only zero entries above the main diagonal. We find that the coefficient of \( e_{m+s,r} \) is
\[ \pm \prod_{k=1}^{m-r} (1 - (\lambda + \rho, \sigma_{r,r+k}^\vee)) \prod_{k=1}^{s-1} (1 - (\lambda + \rho, \tau_{k,s}^\vee)). \]
Since \( \lambda \in P^+, (\lambda + \rho, \sigma_{r,r+k}^\vee) \geq 1 \) with equality if and only if \( k = 1 \) and \( (\lambda, \epsilon_r - \epsilon_{r+1}) = 0 \). This cannot happen if \( \lambda - \gamma \in P^+ \), so the first product above is nonzero, and similarly so is the second. \( \square \)
# The Sum Formula.

## 11.1 An analog of the Šapovalov determinant.

Throughout this Section we assume that \( g = \mathfrak{gl}(m, n) \). Although \( \mathbb{P}_X(\eta) = \mathbb{P}_X(\eta) \) for all \( \eta \), we continue to use the former notation because some arguments hold outside of Type A. The goal is to give a Jantzen sum formula for the modules \( M^X(\lambda) \) introduced in Section 6. This is done by first computing a Šapovalov determinant for these modules. We define an \( A \)-valued bilinear form on \( M^X(\tilde{\lambda}) \) as in [Mus12] Corollary 8.2.11 and Equation (8.2.14). Let \( F^X_\eta(\tilde{\lambda}) \) be the restriction of this form to the weight space \( M^X(\tilde{\lambda})_A^{\lambda-\eta} \). (Equation (11.20) below can be taken as the definition of \( F^X_\eta(\tilde{\lambda}) \)). The determinant of this form has the important property, see [Jan79] Lemma 5.1 or [Mus12] Lemma 10.2.1,

\[
\nu_T(\det F^X_\eta(\tilde{\lambda})) = \sum_{i>0} \dim M^X_i(\lambda)^{\lambda-\eta},
\]

where \( \{\dim M^X_i(\lambda)\} \) is the Jantzen filtration. However there is a related determinant \( \det G^X_\eta(\tilde{\lambda}) \) whose leading term is easier to compute. The elements \( e_{-\pi} v^X_\lambda \) with \( \pi \in \mathbb{P}_X(\eta) \) belong to \( M^X(\tilde{\lambda})_A^{\lambda-\eta} \), and form a \( B \)-basis for \( M^X(\tilde{\lambda})_A^{\lambda-\eta} \otimes A B \), but they do not in general form a basis for \( M^X(\tilde{\lambda})_A^{\lambda-\eta} \) as an \( A \)-module. We define \( G^X_\eta(\tilde{\lambda}) \) to be the \( A \)-bilinear form on \( M^X(\tilde{\lambda})_A^{\lambda-\eta} \) such that for \( \pi, \sigma \in \mathbb{P}_X(\eta) \),

\[
G^X_\eta(\tilde{\lambda})(e_{-\sigma} v^X_\lambda, e_{-\pi} v^X_\lambda) = [\zeta_A(e_{\sigma} e_{-\pi})(\tilde{\lambda})],
\]

where \( \zeta_A : U(g)_A \longrightarrow S(h)_A \) is the Harish-Chandra projection, [Mus12] (8.2.13). We note that \( \det G^X_\eta \) depends on the ordering of the basis, as can be seen already in the case of \( \mathfrak{gl}(2,1) \). However its leading term, which we denote by \( \text{LT} \det G^X_\eta \) is well-defined up to a scalar multiple.

Our goal in this section is to compute the determinants \( \det F^X_\eta \) and \( \text{LT} \det G^X_\eta \). We point out at the outset some complications that arise which are not present in the classical case [Hum08] Theorem 5.8, [Mus12] Theorem 10.2.5. The first is a rather minor point: these determinants should really be considered as elements of \( \mathcal{O}(H_X) = S(h)/I(H_X) \), but we shall express them as elements of \( S(h) \) which map to the corresponding elements of \( \mathcal{O}(H_X) \). Remarkably the determinant \( F^X_\eta \) factors a product of linear terms with leading terms of the form \( h_\alpha \) with \( \alpha \) a root, see Theorem 11.1. Apart from having to deal with two determinants, the first real complication arises since it is possible to have distinct non-isotropic positive roots \( \alpha_1, \alpha_2 \) such that \( h_{\alpha_1} \) and \( h_{\alpha_2} \) are proportional mod \( I(H_X) \). Indeed suppose that there are distinct orthogonal isotropic roots \( \gamma_1, \gamma_2 \in X \) and consider the hypotheses

\[
\alpha_1^\vee \equiv -\alpha_2^\vee \mod \mathbb{Q}\gamma_1 + \mathbb{Q}\gamma_2.
\]

or

\[
\alpha_1^\vee \equiv \alpha_2^\vee \mod \mathbb{Q}\gamma_1 + \mathbb{Q}\gamma_2
\]
If either (11.4) or (11.3) holds, no third non-isotropic positive root \( \alpha_3 \) satisfies \( \alpha_1^\vee \equiv \pm \alpha_3^\vee \mod \mathbb{Q}X \).

For example in type A, suppose that \( i < j, k < \ell \),

\[
\alpha_1 = \epsilon_i - \epsilon_j, \quad \alpha_2 = \delta_k - \delta_\ell
\]  

(11.5)

and either

\[
\gamma_1 = \epsilon_j - \delta_k, \quad \gamma_2 = \epsilon_i - \delta_\ell
\]  

(11.6)

or

\[
\gamma_1 = \epsilon_j - \delta_\ell, \quad \gamma_2 = \epsilon_i - \delta_k.
\]  

(11.7)

If we have (11.6), then \( \alpha_1 + \gamma_1 + \alpha_2 = \gamma_2 \) so (11.3) holds. If we have (11.7) instead, then \( \alpha_1 + \gamma_1 = \alpha_2 + \gamma_2 \), so (11.4) holds. Note that for \( \lambda \in H_X \) we have, \( (\lambda + \rho, \alpha_1^\vee) = -(\lambda + \rho, \alpha_2^\vee) \) if (11.3) holds, and \( (\lambda + \rho, \alpha_1^\vee) = (\lambda + \rho, \alpha_2^\vee) \) if (11.4) holds. The former case is easily dealt with. To deal with the latter, let \( E_X \) be the set of pairs \( (\alpha_1, \alpha_2) \) such that (11.4) holds. In this case we assume \( \alpha_1 + \gamma_1 + \alpha_2 = \gamma_2 \), and we frequently let \( \alpha \) denote \( \alpha_1 \), especially to avoid double subscripts. Similarly for compactness we write \( [\alpha] = (\alpha_1, \alpha_2) \). A subalgebra of \( gl \) which is a direct sum of root spaces and is isomorphic to \( gl(2,2) \) will be called a \( gl(2,2) \)-subalgebra. When (11.4) holds we let \( \mathfrak{f}[\alpha] \) denote the \( gl(2,2) \)-subalgebra whose positive part is generated by the root vectors for the roots \( \alpha_1, \alpha_2 \) and \( \gamma_1 \). Let \( W'(\alpha) \) (resp. \( V'(\alpha) \)) be the set of all (resp. all odd) positive roots of this subalgebra, and set \( W(\alpha) = W'(\alpha) \cup X, V(\alpha) = V'(\alpha) \cup X \). For \( \lambda \in H_X \) define

\[
E_X(\lambda) = \{(\alpha_1, \alpha_2) \in E_X | (\lambda + \rho, \alpha_1^\vee) = 1\}.
\]  

(11.8)

There are two more situations to deal with. First set

\[
B_X = \{\gamma \in (\Delta_+ \setminus X) | \gamma \text{ is isotropic and } (\gamma, X) = 0\}.
\]

Finally let \( C_X \) be the set of positive non-isotropic roots \( \alpha \), such that there is a unique isotropic root \( \gamma \in X \) with \( (\gamma, \alpha^\vee) \neq 0 \), and set \( \gamma = \Gamma(\alpha) \). In this circumstance, since \( X \) is an orthogonal set of roots, it follows that \( s_\alpha \gamma \notin X \). Note that if \( \alpha \in C_X \) and \( \gamma = \Gamma(\alpha) \) we have \( h_{s_\alpha \gamma} \equiv \pm h_\alpha \mod I(H_X) \). Let \( C_X^+ \) be the subset of \( C_X \) consisting of those \( \alpha \) for which \( (\Gamma(\alpha), \alpha^\vee) > 0 \). Thus for \( \alpha \in C_X^+ \), we have \( s_\alpha \gamma = \gamma - \alpha \). For \( \alpha \in C_X^+ \), set \( Z(\alpha) = X \cup s_\alpha X = X \cup \{s_\alpha \gamma\} \). Then for \( \lambda \in \mathfrak{h}^* \), define

\[
C_X(\lambda) = \{\alpha \in C_X^+ | Z(\alpha) \subseteq B(\lambda)\}.
\]

Note that if \( \alpha \in C_X(\lambda) \) we have \( (\lambda + \rho, \alpha) = 0 \).
Next fix $\eta$ and consider the following products

$$D'_0 = \prod_{\alpha \in C_X^+, \gamma = \Gamma(\alpha)} 2^{p_{\nu(\alpha)}(\eta - \gamma)} h_\alpha^{p_{\nu(\alpha)}(\eta - \gamma)} \quad (11.9)$$

$$D''_0 = \prod_{[\alpha] \in E_X} 2^{p_{\nu(\alpha)}(\eta - \gamma_2) + p_{\nu(\alpha)}(\eta - \gamma_1 - \gamma_2) - p_{\nu(\alpha)}(\eta - \gamma_1 - \gamma_3)} h_\alpha, \quad (11.10)$$

$$D_1 = \prod_{\alpha \in \Delta^+_0} \prod_{r=1}^{\infty} (h_\alpha + (\rho, \alpha) - r(\alpha, \alpha)/2)^{p_{\nu(\alpha)}(\eta - r\alpha)}, \quad (11.11)$$

$$D_2 = \prod_{\gamma \in B_X} (h_\gamma + (\rho, \gamma))^{p_{\nu(\gamma)}(\eta - \gamma)}, \quad (11.12)$$

$$D_3 = \prod_{\alpha \in C_X^+, \gamma = \Gamma(\alpha)} (h_\alpha + (\rho, \alpha))^{p_{\nu(\eta)} - p_{\nu(\alpha)}(\eta)}, \quad (11.13)$$

$$D_4 = \prod_{[\alpha] \in E_X} (h_\alpha + (\rho, \alpha_1) - (\alpha_1, \alpha_1)/2)^{2p_{\nu(\alpha)(\eta - \gamma_1 - \gamma_2)}}, \quad (11.14)$$

Then set $D_0 = D'_0 D''_0$ and $D^X_\eta = D_1 D_2 D_3 D_4$. Our main result on the Šapovalov determinant is as follows.

**Theorem 11.1.** (a) Modulo the ideal defining $H_X$, and up to a nonzero constant factor

$$\det F^X_\eta = D^X_\eta. \quad (11.15)$$

(b) Up to a nonzero constant factor, $\det G^X_\eta$ has the same leading term as $D_0 \det F^X_\eta$.

**Remarks 11.2.** (a) The factors in $D_0$ come from comparing the bilinear forms, see Theorems 11.4 and 11.8, also (B.3) (resp. (B.19)-(B.21)) for the case of $gl(2,1)$ (resp. $gl(2,2)$). The other factors come from representation theory. The factors in $D_1$ are analogs of the classical ones, those in $D_2$ come from isotropic roots orthogonal to $X$ and those in $D_3$ come from Lemma 11.34. For $D_4$ see Theorem 11.31.

(b) We note that the contributions from $D''_0$ and $D_4$ to the leading term simplify when combined, since $W(\alpha)$ is eliminated. We obtain

$$\text{LT } D''_0 D_4 = \prod_{[\alpha] \in E_X} h_\alpha^{2(p_{\nu(\alpha)}(\eta - \gamma_2) + p_{\nu(\alpha)}(\eta - \gamma_1 - \gamma_2))}. \quad (11.16)$$

(c) To compare the factors in the leading term of $\det G^X_\eta$ and $D_0 D^X_\eta$, we use some shorthand. Thus if $H \in S(\mathfrak{h})$ and $h \in \mathfrak{h}$, let $|H : h|$ denote the multiplicity of $h$ in the leading term of $H$. Similarly $|H : H'|$ means $|H : h| - |H' : h|$. Note that if $\alpha \in \Delta^+$, then $\alpha$ can belong to at most one of the sets $B_X, C_X, E_X$. Hence to find $|D^X_\eta : h_\alpha|$, it is enough to find $|D_1 D_i : h_\alpha|$ for $i = 2, 3, 4$, see also Remark 11.16.
Example 11.3. Suppose $g = gl(3, 2)$ and set $\gamma_1 = \epsilon_2 - \delta_1, \gamma_2 = \epsilon_1 - \epsilon_2$, and $\alpha_2 = \delta_1 - \delta_2$. Then $\alpha_1 + \gamma_1 + \alpha_2 = \gamma_2$. There are three $W$-orbits on the set of sets of orthogonal isotropic roots of size two and we consider a representative from each orbit. If $X = \{\gamma_1, \gamma_2\}$, then $E_X = \{(\alpha_1, \alpha_2)\}$ and $s_{\alpha_1}X = s_{\alpha_2}X = \{\epsilon_1 - \delta_1, \epsilon_2 - \delta_2\}$. We have

$$C_X = \{\epsilon_1 - \epsilon_3, \epsilon_2 - \epsilon_3\} = C_X^+, \Gamma(\epsilon_1 - \epsilon_3) = \epsilon_1 - \delta_1, \text{ and } \Gamma(\epsilon_2 - \epsilon_3) = \epsilon_2 - \delta_2.$$ 

If $X' = \{\epsilon_1 - \delta_1, \epsilon_3 - \delta_2\}$ and $X'' = \{\epsilon_2 - \delta_1, \epsilon_3 - \delta_2\}$, then $C_X^+ = \{\epsilon_1 - \epsilon_2\}$ and $C_X^{+\prime\prime}$ is empty. We have $|C_{X'}| = |C_{X''}| = 2$ and $E_{X'}, E_{X''}$ are singletons.

11.2 Comparison of the Bilinear Forms.

Our aim is to compare the $T$-adic valuation of the determinants of the bilinear forms $F_\eta^X(\lambda)$ and $G_\eta^X(\lambda)$ from Subsection 11.1. The main results, Theorems 11.4 and 11.8 explain the presence of the terms $D'_0$ and $D''_0$ respectively in Theorem 11.1. Theorem 11.4 generalizes the behavior in the case of $gl(2, 1)$, see (B.3) with $n = 0$, while Theorem 11.8 generalizes the behavior in the case of $gl(2, 2)$, see (B.19). The proof of both results follows the same pattern, which we outline first. In this subsection we denote the highest weight vector $v_\lambda^X$ in $M^X(\lambda)_B$ simply by $v_\lambda$.

11.2.1 Strategy of the Proofs.

As before, $A = k[T]$ and $B = k(T)$. Let $C$ be the local ring $C = A[T]$ with maximal ideal $(T) = TC$. As far as the $T$-adic valuation is concerned, we may work over $C$ rather than over $A$. If $\eta \in Q^+$, then by Theorem 6.7, a non-zero $p \in M^X(\lambda)_B^{\lambda - \eta}$ can be written uniquely in the form

$$p = \sum_{\tau \in P_X(\eta)} a_\tau e_{-\tau}v_\lambda^X \in M^X(\lambda)_B^{\lambda - \eta},$$

with $a_\tau \in B$, and we set $\text{Supp } p = \{\tau \in P_X(\eta) \mid a_\tau \neq 0\}$.

Also if $\alpha \in \Delta_0^+$, an $\alpha$-principal part of $p$ is a partition $\sigma \in \text{Supp } p$ such that $\sigma(\alpha) > \tau(\alpha)$ for all $\tau \in \text{Supp } p, \tau \neq \sigma$. Clearly the $\alpha$-principal part of $p$ is unique if it exists.

Fix $\lambda \in \mathcal{H}_X, \eta \in Q^+$, and set $M_C = M^X(\lambda)_C^{\lambda - \eta}$. Let $N_C$ the $C$-submodule of $M_C$ spanned by the set $\{e_{-\tau}v_\lambda^X \mid \tau \in P_X(\eta)\}$. By the elementary divisor theorem, there is a $C$-basis $v_1, \ldots, v_k$ of $M_C$ and integers $0 \leq z_1 \leq \ldots \leq z_k$ such that

$$w_1 = T^{z_1}v_1, \ldots, w_k = T^{z_k}v_k$$

is a $C$-basis for $N_C$. Let $z_{\lambda, \eta} = 2\sum_{i=1}^k z_i$. Suppose we use these bases to find $\det G_\eta^X(\lambda)$ and $\det F_\eta^X(\lambda)$. Then if we factor $T^{\sum_{i=1}^k z_i}$ from both the rows and the columns of the Gram matrix of $G_\eta^X(\lambda)$ we obtain the Gram matrix of $F_\eta^X(\lambda)$. Therefore
\[ z_{\lambda, \eta} = v_T(\det G_X^{\lambda} (\tilde{\lambda})) - v_T(\det F_X^{\lambda} (\tilde{\lambda})). \]  \quad (11.19)

We need to consider more general bilinear forms. Suppose that \( V \) is a basis for \( M_B = M_C \otimes B \) contained in \( M_C \), and define

\[ G_{\eta, V}^X (\tilde{\lambda}) = \det((\zeta(b'b'))_{b,b \in V}). \]

Thus if \( W \) is a \( C \)-basis for \( N_C \), then \( v_T(\det G_{\eta, W}^X (\tilde{\lambda})) = v_T(\det G_{\eta}^X (\tilde{\lambda})). \) At the other extreme, suppose that \( U \) is a basis of \( M_C \) as a \( C \)-module, then

\[ v_T(\det G_{\eta, U}^X (\tilde{\lambda})) = v_T(\det F_X^{\lambda} (\tilde{\lambda})). \]  \quad (11.20)

Consider bases \( W = \{w_1, \ldots, w_k\} \) and \( V = \{v_1, \ldots, v_k\} \) such that (11.18) holds and

\[ N_C = \text{C-span } W \subseteq \text{C-span } V \subseteq \text{C-span } U. \]  \quad (11.21)

Then we have

\[ z_{\lambda, \eta} \geq v_T(\det G_{\eta}^X (\tilde{\lambda})) - v_T(\det G_{\eta, V}^X (\tilde{\lambda})), \]  \quad (11.22)

and we show that when the hypothesis of Theorem 11.4 (resp. Theorem 11.8) hold for an even root \( \alpha \), the right side of (11.8) is bounded below by \(| LT D'_0 : h_\alpha |\) (resp. \(| LT D''_0 : h_\alpha |\)).

At this point the proofs of the two results begin to diverge. For Theorem 11.4, to construct \( V, W \) we use the explicit expressions for \( \theta, v_\tilde{\lambda} \) given in Theorem 9.11. This yields non-zero elements \( p, q \in M_X^C (\tilde{\lambda}) \) such that \( p + qT = \theta v_\tilde{\lambda} = 0 \). Then for certain partitions \( \sigma \) we set \( p_\sigma = e_{-\sigma} p \) and \( q_\sigma = e_{-\sigma} q \). The basis \( W \) contains all of the \( p_\sigma \), and \( V \) is obtained from \( W \) by replacing each \( p_\sigma \) by \( q_\sigma \). Then to prove Theorem 11.4, we simply have to count the number of partitions affected. The situation for Theorem 11.8 is a bit more complicated. We begin with Theorem 9.12, but then there are two different cases involved and certain partitions need to be excluded.

11.2.2 The Factor \( D'_0 \).

We start with the factor \( D'_0 \) from Equation (11.9). Suppose that \( \alpha \in C^X_\lambda \), \( \gamma = \Gamma(\alpha) \) and set \( Z = Z(\alpha) = X \cup s_\alpha X \). We adopt the notation of Theorem 9.11, with \( T = T \). Thus \( \gamma = \epsilon_r - \delta_s \), \( \alpha = \epsilon_r - \epsilon_\ell \) and \( \gamma' = s_\alpha \gamma = \epsilon_\ell - \delta_s \). Set \( j = \ell - r \).

**Theorem 11.4.** For general \( \lambda \in \mathcal{H} \cap \mathcal{H}_{\alpha, 0} \), we have

\[ z_{\lambda, \eta} \geq 2 |P_{Z(\alpha)}(\eta - \gamma)| = |LT D'_0 : h_\alpha |. \]  \quad (11.23)

The equality in (11.23) holds by the definition of \( D'_0 \), see (11.9). To prove the inequality, we need some preparation. The hypothesis in the Theorem implies that \( \gamma, \gamma' = s_\alpha \gamma = \gamma - \alpha \in B(\lambda) \) for some odd root \( \gamma \). If \( p = \theta_{\alpha, 1} \theta_v v_\tilde{\lambda} \) and \( q = \)
\( \overline{\psi}(\theta_{\gamma}(\overline{\phi}(\lambda)))v_{\lambda} \), then by (9.35) \( \theta_\gamma v_{\lambda} = p + qT \). Suppose \( \sigma \in \overline{\mathbb{P}}_Z(\eta - \gamma) \), define \( p_\sigma, q_\sigma \) as in the previous subsection and set \( \sigma' = \sigma + \pi^\alpha + \pi^{\gamma'} \). Thus

\[
\sigma'(|\xi|) = \begin{cases} 
\sigma(\alpha) + 1 & \text{if } \xi = \alpha \\
1 & \text{if } \xi = \gamma' \\
\sigma(\xi) & \text{otherwise.}
\end{cases}
\]

Note that \( \sigma' \in \overline{\mathbb{P}}_X(\eta) \), since \( \gamma = \gamma' + \alpha \), \( Z = X \cup \{\gamma'\} \) and \( \sigma \in \overline{\mathbb{P}}_Z(\eta - \gamma) \).

**Lemma 11.5.** For general \( \lambda \in \mathcal{H}_X \cap \mathcal{H}_{\alpha,0} \)

(a) The coefficient of \( e_{-\sigma'}v_{\lambda}^{-} \) in \( \theta_{\alpha,1}\gamma_\gamma'v_{\lambda}^{-} \) is invertible in \( C \).

(b) The \( \alpha \)-principal part of \( p_\sigma \) is \( \sigma' \).

**Proof.** Define \( a_i \) and \( b_j \) as in (9.5). Then

\[
\tilde{a}_i = (\tilde{\lambda} + \rho, \sigma_{\rho,r+i}^\vee) = a_i + T(\xi, \sigma_{\rho,r+i}^\vee) \quad \text{(11.24)}
\]

\[
\tilde{b}_i = (\tilde{\lambda} + \rho, \tau_{\rho,s}^\vee) = b_i + T(\xi, \tau_{\rho,s}^\vee).
\]

To find the coefficients of \( p \) and \( q \) we evaluate the determinants appearing in the determinants (9.3) and (9.4) with \( \lambda \) replaced by \( \tilde{\lambda} \), that is with \( a_i, b_i \) replaced by \( \tilde{a}_i, \tilde{b}_i \) respectively. Thus if the \( b_i \) and the \( a_i \) are non-zero, then the \( \tilde{b}_i \), and the \( \tilde{a}_i \) (with \( i \neq j \)) are units in \( C \). Thus for general \( \lambda \) the coefficients of \( p \) and \( q \) are units in \( C \).

Now to prove (b), observe first that \( \pi^\alpha + \pi^\gamma' \in \text{Supp } \theta_{\alpha,1}\gamma_\gamma'v_{\lambda}^{-} \), and for general \( \lambda \), \( e_{-\sigma}e_{-\gamma'}v_{\lambda}^{-} \) occurs in \( e_{-\sigma}\theta_{\alpha,1}\gamma_\gamma'v_{\lambda}^{-} \) with a coefficient that is a unit in \( C \). Recall that odd root vectors occur last in the product \( e_{-\sigma} \), and that the root vectors for odd positive roots anti-commute since we are working in type \( A \). Thus the only factor in \( e_{-\sigma}e_{-\gamma'}v_{\lambda}^{-} \) that could be out of order is the middle root vector \( e_{-\alpha} \). Also for any term \( e_{-\omega} \) that arises by taking commutators of \( e_{-\alpha} \) with root vectors for roots that are involved in \( \sigma \), the partition \( \omega \) satisfies \( \omega(\alpha) < \sigma'(\alpha) \).

We consider in more detail the odd root vectors \( e_{-\omega} \) that arise in the way described in the above paragraph, using commutators with \( e_{-\alpha} \). We need to check that for such \( \omega \) we have \( \omega(\kappa) = 0 \) for all \( \kappa \in X \). (Clearly this also holds if \( e_{-\omega} \) arises from commutators of \( e_{-\alpha} \) with other even roots.) Since \( \alpha \in C_X^+ \), we have \( (\gamma, \alpha^\vee) = 1 \). Thus without loss of generality, we can assume that \( \alpha = \epsilon_j - \epsilon_k, \gamma' = \epsilon_k - \delta_r \) and \( \gamma = \gamma' + \alpha = \epsilon_j - \delta_r \). Then set

\[
I(\sigma) = \{ s \in [n] \mid \sigma(\epsilon_k - \delta_s) = 1, \sigma(\epsilon_j - \delta_s) = 0, s \neq r \}
\]

and for \( \sigma \in \overline{\mathbb{P}}_Z(\eta - \gamma) \) and \( s \in I(\sigma) \), define a partition \( \sigma^{(s)} \) of \( \eta \) by

\[
\sigma^{(s)}(\xi) = \begin{cases} 
0 & \text{if } \xi = \epsilon_k - \delta_s \\
1 & \text{if } \xi = \epsilon_j - \delta_s \\
1 & \text{if } \xi = \gamma' \\
\sigma(\xi) & \text{otherwise.}
\end{cases}
\]
Note that $\epsilon_j - \delta_s \notin X$ because $(\epsilon_j - \delta_s, \gamma) \neq 0$ and $X$ is an orthogonal set of roots containing $\gamma$. Since $\sigma \in P_Z(\eta - \gamma)$ it follows that $\sigma^{(s)} \in P_X(\eta)$. Now we have, modulo the span of terms obtained from commutators of $e_{-\alpha}$ with even root vectors,

$$e_{-\sigma}e_{-\alpha}e_{-\gamma'} \equiv e_{-\sigma'} + \sum_{s \in I(\sigma)} c_{\sigma}e_{-\sigma(s)},$$

with non-zero $c_{\sigma} \in k$, and $\sigma^{(s)}(\alpha) = \sigma(\alpha) = \sigma'(\alpha) - 1$ for all $s \in I(\sigma)$. Thus $\sigma'$ is the $\alpha$-principal part of $p_{\sigma}$. \hfill $\Box$

**Example 11.6.** Suppose that $g = gl(3,3)$, $\alpha = \epsilon_1 - \epsilon_3$, $\gamma' = \epsilon_3 - \epsilon_2$, $\gamma = \epsilon_3 - \epsilon_2$, $e_{-\sigma} = e_{63}e_{43}$ and $X = \{\gamma\}$.

Suppose we want to collect all odd root vectors on the right. (Note that all root vectors for positive odd roots commute.) Then $e_{-\alpha}e_{-\gamma'}v_\lambda$ occurs with non-zero coefficient in $\theta_{\alpha,1}\theta_{\gamma',v_\lambda}$. However, since the root vectors $e_{63}$ and $e_{43}$ are odd, $e_{-\alpha}$ is out of order in $e_{-\sigma}e_{-\alpha}e_{-\gamma'}v_\lambda = e_{63}e_{43}e_{31}e_{53}v_\lambda$. In the notation of the Lemma, $j = 1, k = 3, r = 2$ and $I(\sigma) = \{1,3\}$, and we have

$$e_{-\sigma}e_{-\alpha}e_{-\gamma'} = e_{31}e_{63}e_{43}e_{53}$$

$$+ e_{61}e_{43}e_{53}$$

$$+ e_{63}e_{41}e_{53}. $$

Now all terms are in the correct order, and $e_{-\alpha}$ occurs only in the first term.

Next recall that $N_C = C$-span $\{e_{-\pi}v_\lambda|\pi \in P_X(\eta)\}$, and set

$$W_1 = \{e_{-\pi}v_\lambda|\pi \in P_X(\eta), \pi \neq \sigma' \text{ for any } \sigma \in P_Z(\eta - \gamma)\}.$$ 

**Lemma 11.7.** For general $\lambda \in H_X \cap H_{a,0}$ the set

$$W = \{p_{\sigma}v_\lambda|\sigma \in P_Z(\eta - \gamma)\} \cup W_1$$

is a $B$-basis for $M_X(\lambda)_{\eta}^\lambda$ and $C$-span $W = N_C$.

**Proof.** Since $|W| = \dim_B M_X(\lambda)_{\eta}^\lambda = \text{rank}_C N_C$, it suffices to prove the last statement. Obviously $L = C$-span $W \subseteq N_C$. If $\pi \in P_X(\eta)$ we show by induction on $\pi(\alpha)$ that $e_{-\pi}v_\lambda \in L$. By definition of $W$ we only have to show this when $\pi = \sigma'$ for some $\sigma \in P_Z(\eta - \gamma)$. Write

$$p_{\sigma} = u_{\sigma}e_{-\sigma}e_{-\alpha}e_{-\gamma'}v_\lambda + \sum_{\omega \in P_X(\eta); \omega \neq \sigma'} a_{\sigma,\omega} e_{-\omega}v_\lambda$$

$$= u_{\sigma}e_{-\sigma'}v_\lambda + \sum_{\omega \in P_X(\eta); \omega \neq \sigma'} b_{\sigma,\omega} e_{-\omega}v_\lambda,$$

where $a_{\sigma,\omega}, b_{\sigma,\omega} \in C$, and $u_{\sigma}$ is a unit in $C$. Each term $e_{-\omega}v_\lambda$ in the sum (11.26) is obtained by expanding $e_{-\sigma} \theta_{\alpha,1}\theta_{\gamma',v_\lambda}$ and re-ordering (as in the proof of the previous lemma). Observe that when this is done, any $\omega$ arising from a commutator of $e_{-\alpha}$
with another root vector satisfies $\omega(\alpha) < \pi(\alpha)$. Note that for general $\lambda$, $e_{-\gamma'}v_\lambda$ occurs in $\theta_\gamma v_\lambda$ with a coefficient which is a unit in $C$. Since $\sigma(\gamma') = 0$, any term $e_{-\omega}v_\lambda$ in the expansion with $\omega = \tau'$ (where $\tau \in \overline{F}_Z(\eta - \gamma)$) must be a multiple of $e_{-\gamma'}v_\lambda$. Using Lemma 11.5, it follows that for all $\omega$ such that $b_\sigma, \omega \neq 0$ in (11.26) we have either $\omega \neq \tau'$ or $\omega(\alpha) < \pi(\alpha)$. In either case $e_{-\omega}v_\lambda \in L$, so since $u_\sigma$ is a unit in $C$, we obtain the result from (11.26).

**Proof of Theorem 11.4.** We claim first that the set $\{p_\sigma v_\lambda | \sigma \in \overline{F}_Z(\eta - \gamma)\}$ is $B$-linearly independent. Suppose that

$$\sum_{\sigma \in \overline{F}_Z(\eta - \gamma)} a_\sigma p_\sigma = 0,$$

and set $k = \max\{\sigma(\alpha) | a_\sigma \neq 0\}$. Then from (11.26) we have

$$\sum_{\sigma \in \overline{F}_Z(\eta - \gamma) : \sigma(\alpha) = k} c_\sigma e_{-\sigma'} = 0,$$

where $c_\sigma = a_\sigma u_\sigma$, for $u_\sigma$ as in (11.26). But by Theorem 6.7 the elements $e_{-\omega}v_\lambda$ with $\pi \in \overline{F}_X(\eta)$ are $B$-linearly independent, and $\sigma' \in \overline{F}_X(\eta)$ by Lemma 11.5. Thus all $c_\sigma$ are zero, a contradiction which proves the claim.

Next set

$$V = \{q_\sigma | \sigma \in \overline{F}_Z(\eta - \gamma)\} \cup W_1.$$

Since $p_\sigma + q_\sigma T = 0$, it follows from Lemma 11.7 that there are bases $w_1, \ldots, w_k$ and $v_1, \ldots, v_k$ for $N_C$ and $C$-span $V$ respectively, and integers $0 \leq z_1 \leq \ldots \leq z_k$ such that (11.18) holds and at least $p_\sigma Z(\eta - \gamma)$ of the $z_i$ are positive. Hence

$$v_T(\det G^X(\lambda)) - v_T(\det G^X(\lambda)) \geq 2p_Z(\eta - \gamma)$$

and combined with (11.22), this yields (11.23).

**11.2.3 The Factor $D''_0$.**

We now turn our attention to the factor $D''_0$ from Equation (11.10). If $(\alpha_1, \alpha_2) \in E_X$ there are roots $\gamma_1, \gamma_2 \in X$ such that $\alpha_1 + \gamma_1 + \alpha_2 = \gamma_2$. Set $\alpha = \alpha_1$. The main result is as follows.

**Theorem 11.8.** If $\eta \geq \gamma$ then for general $\lambda \in H_X \cap H_{\alpha,1}$ we have

$$z_{\lambda, \eta} \geq 2(p_{V(\alpha)}(\eta - \gamma_2) + p_{V(\alpha)}(\eta - \gamma_1 - \gamma_2) - p_{W(\alpha)}(\eta - \gamma_1 - \gamma_2)) = |LT D''_0 : h_\alpha|.$$

Again the equality follows from the definition of $D''_0$, see (11.10). For the rest we first introduce some notation. The proof is similar to the proof of Theorem 11.4, so we omit some of the details. First define

$$\Theta^{(1)}_\eta = \{\pi \in \overline{F}_{V(\alpha)}(\eta - \gamma_1 - \gamma_2) | \pi \notin \overline{F}_{W(\alpha)}(\eta - \gamma_1 - \gamma_2)\}, \quad \Theta^{(2)}_\eta = \overline{F}_{V(\alpha)}(\eta - \gamma_2),$$
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and set $\Theta_\eta = \Theta_\eta^{(1)} \cup \Theta_\eta^{(2)}$.

Since $(\lambda + \rho, \alpha^\vee) = 1$, we have $(\tilde{\lambda} + \rho, \alpha^\vee) = T + 1$. Adopting the notation of Subsection 9.3.6 we define $\lambda_1, \lambda_2$, and $\lambda_3$ as in (9.23), (9.24) and (9.25). Then from Equation (9.36) we see that if $\theta_{\gamma_2} v_{\lambda} = \theta_{\gamma_1} v_{\lambda} = 0$ we have, (compare (B.19) for the case $\mathfrak{g}l(2,2)$)

$$\overline{\psi}(\lambda_1)(T + 1) + \theta_{\alpha_1} \overline{\psi}(\lambda_2) - \theta_{\alpha_2} \overline{\psi}(\lambda_1))v_{\lambda} = 0. \quad (11.27)$$

Let

$$p_1 = \theta_{\alpha_1} \overline{\psi}(\lambda_2)v_{\lambda}, \quad p_2 = \theta_{\alpha_2} \overline{\psi}(\lambda_1))v_{\lambda}, \quad q = \overline{\psi}(\lambda_3)v_{\lambda}$$

and $p = p_1 - p_2 + q$. Then in $U(n^-)^{-\gamma_2}v_{\lambda}$ we can write (11.27) as $p + qT = 0$.

**Lemma 11.9.** (a) $|\Theta_\eta^\vee| = p_{V(\alpha)}(\eta - \gamma_1 - \gamma_2) - p_{W(\alpha)}(\eta - \gamma_1 - \gamma_2)$.

(b) If $\sigma \in \Theta_\eta^{(1)}$, then either $\sigma(\alpha_1) > 0$ or $\sigma(\alpha_2) > 0$.

(c) If $\sigma \in \Phi_{V(\alpha)}(\eta - \gamma_1 - \gamma_2)$, then $e_{-\sigma}p \neq 0$.

**Proof.** The first two parts follow easily from the definitions, so we turn to (c). If $\pi_1 = \pi^{(1)} + \pi^{(1+\alpha_2)}$ and $\pi_2 = \pi^{(02)} + \pi^{(01)}$, then we have by Lemma 9.7 (c)

$$\pi_1 \in \text{Supp} p_1, \quad \pi_1 \notin \text{Supp} p_2, \quad \pi_1 \notin \text{Supp} q, \quad (11.28)$$

and

$$\pi_2 \in \text{Supp} p_2, \quad \pi_2 \notin \text{Supp} p_1, \quad \pi_2 \notin \text{Supp} q. \quad (11.29)$$

Next suppose $\sigma \in \Phi_{V(\alpha)}(\eta - \gamma_1 - \gamma_2)$. Then $\sigma(\alpha_1 + \gamma_1) = \sigma(\gamma_1 + \alpha_2) = 0$. Combined with (11.28) and (11.29), this shows that $e_{-\sigma}p \neq 0$. $\square$

**Lemma 11.10.** Suppose $\sigma \in \Phi_{V(\alpha)}(\eta - \gamma_1 - \gamma_2) - \Phi_{W(\alpha)}(\eta - \gamma_1 - \gamma_2)$, and define

$$\sigma' = \sigma + \pi^{(1)} + \pi^{(1+\alpha_2)} \in \Phi_{X}(\eta).$$

Then for general $\lambda$ and for $i = 1, 2, \sigma'$ is the $\alpha_1$ (resp. $\alpha_2$) principal part of $e_{-\sigma}e_{-(\gamma_1 + \alpha_2)}e_{-(\alpha_1 + \gamma_1)}v_{\lambda}$.

**Proof.** By Lemma 11.9 we have either $\sigma(\alpha_1) > 0$, or $\sigma(\alpha_2) > 0$, and we assume the former. Define the partition $\hat{\sigma}$ by

$$\hat{\sigma}(\xi) = \begin{cases} \sigma(\alpha_1) - 1 & \text{if } \xi = \alpha_1 \\ \sigma(\xi) & \text{otherwise} \end{cases}$$

Then set $p_{\sigma} = e_{-\hat{\sigma}}e_{-(\alpha_1 + \gamma_1)}p$ and $q_{\sigma} = e_{-\hat{\sigma}}e_{-(\alpha_1 + \gamma_1)}q$.

We have, up to re-ordering terms

$$e_{-\hat{\sigma}}e_{-(\gamma_1 + \alpha_2)}e_{-(\alpha_1 + \gamma_1)}v_{\lambda} = e_{-\hat{\sigma}}e_{-(\gamma_1 + \alpha_2)}e_{-(\alpha_1 + \gamma_1)}v_{\lambda} \quad (11.30)$$

We can assume $\alpha_1 = \epsilon - \delta, \alpha_2 = \delta - \delta, \gamma_1 = \epsilon - \delta$ and $\gamma_2 = \epsilon - \delta$. Then putting odd root vectors last, we have $e_{-\pi_1} = e_{\alpha_1}e_{m+k,l}$ and $e_{-\pi_2} = e_{m+k,m+k}e_{m+k,r}$. 
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Up to re-ordering these elements are in Supp $p_\sigma$ and for a general $\lambda \in \mathcal{H}_X \cap \mathcal{H}_{\alpha_i,1}$, they occur in $p_\sigma$ with coefficient that is a unit in $C$. The result follows. (Compare (B.20) and (B.21) for the case of $\mathfrak{gl}(2,2)$.)

We need to consider additional relations arising in the following way. For $\sigma \in \Theta_X^{(2)} = \mathbf{F}_V(\alpha) (\eta - \gamma_2)$ we have the relation $e_{-\sigma} (p + qT) = 0$. Set $p_\sigma = e_{-\sigma} p$ and $q_\sigma = e_{-\sigma} q$. Set $\sigma' = \sigma + \pi \alpha_1 + \pi (\gamma_1 + \alpha_2) \in \mathbf{F}_X (\eta)$. As in Lemma 11.10 it can be shown that for general $\lambda$, $\sigma'$ is the $\alpha_1$ principal part of $p_\sigma$.

Lemma 11.11. Set

$$ W_1 = \{ e_{-\pi} v_{\lambda} | \pi \in \mathbf{F}_X (\eta), \pi \neq \sigma' \ for \ any \ \sigma \in \Theta_\eta \}. $$

Then Equation (11.21) holds with $W = \{ p_\sigma | \sigma \in \Theta_\eta \} \cup W_1$, $V = \{ q_\sigma | \sigma \in \Theta_\eta \} \cup W_1$.

Furthermore $W$ and $V$ are $B$-bases for $M^X (\tilde{\lambda}) B^{-1}$.

Proof. Similar to the proof of Lemma 11.7.

Proof of Theorem 11.8. First we use Theorem 6.7 to show the elements of $W$ are linearly independent and $N_C = C$-span $W$. Suppose that

$$ \sum_{\sigma \in \Theta_\eta^{(1)}} a_\sigma p_\sigma + \sum_{\sigma \in \Theta_\eta^{(2)}} b_\sigma p_\sigma = 0, $$

with coefficients $a_\sigma, b_\sigma \in B$. Then both sums must be zero because for $\sigma$ in the first sum we have

$$ \sigma' (\alpha_1 + \gamma_1) = \sigma' (\gamma_1 + \alpha_2) = 1, $$

but for $\sigma$ in the second sum we have

$$ \text{either } \sigma' (\alpha_1 + \gamma_1) = 0 \text{ or } \sigma' (\gamma_1 + \alpha_2) = 0. $$

Arguing as in the proof of Theorem 11.4, it follows that all coefficients $a_\sigma, b_\sigma$ are zero. Hence (11.18) holds for the bases $W$ and $V$, and at least

$$ p_V (\eta - \gamma_2) + p_V (\eta - \gamma_1 - \gamma_2) - p_W (\eta - \gamma_1 - \gamma_2) $$

of the $z_i$ are positive. The proof is concluded as before.

Corollary 11.12. For all $\alpha \in \Delta_0^+$,

$$ | \text{LT det } G^X_\eta : h_\alpha | \geq | \text{LT } D_0 : h_\alpha | + | \text{LT det } F^X_\eta : h_\alpha |. $$

(11.31)

Proof. Combine Theorems 11.4 and 11.8.

Remark 11.13. In this Subsection we have been concerned with situations where $z_{\lambda,\eta}$ is as large as possible. However for general $\lambda \in \mathcal{H}_X$, we have $z_{\lambda,\eta} = 0$. Indeed if set $\lambda_c = \lambda + c \xi$ for $c \in k$, it follows from Corollary 6.6 that for all but finitely many $c$, $z_{\lambda_c,\eta} = 0$ for all $\eta$, that is

$$ u \det G^X_\eta (\tilde{\lambda}_c) = \det F^X_\eta (\tilde{\lambda}_c), $$

(11.32)

for some unit $u$ in $C$. 85
11.3 Partition Identities.

We refer to \(p, p_X\) and \(p_{\alpha}\) as defined by (1.3) as partition functions. They are functions in the following sense. Suppose \(\nu, \mu \in Q^+\). If the \(\mathbb{Z}\)-linear function \(e^\nu\) from \(\mathbb{Z}Q\) to \(\mathbb{Z}\) is defined by \(e^\nu(\mu) = \delta_{\nu, \mu}\), then \(p_X(-\mu) = \sum_\eta p_X(\eta)e^{-\eta}(\mu) = p_X(\mu)\). Note that \(e^{-\alpha}p_X(-\mu) = p_X(\mu - \alpha)\). We have the following relations between partition functions.

**Lemma 11.14.** Suppose \(\alpha \in C_X, \gamma = \Gamma(\alpha) \in X\) with \(\gamma' = s_\alpha \gamma \notin X\). Set \(Y = s_\alpha X, Z = X \cup Y,\) and \(\mu_0 = \mu - \gamma\). Then

(a) If \(\gamma' = \gamma - \alpha\), then

\[
(p_X - p_{s_\alpha X}) = e^{-\gamma'}(1 - e^{-\alpha})p_Z,
\]

and

\[
p_X(\mu) - p_{s_\alpha X}(\mu) = p_Z(\mu_0 + \alpha) - p_Z(\mu_0).
\]

(b) If \(\gamma' = \gamma + \alpha\), then

\[
p_X(\mu) - p_{s_\alpha X}(\mu) = p_Z(\mu_0 - \alpha) - p_Z(\mu_0).
\]

Now suppose \((\alpha_1, \alpha_2) \in E_X\) and \(Y = s_{\alpha_1} X = s_{\alpha_2} X\). Write \(\alpha_1 + \gamma_1 + \alpha_2 = \gamma_2\). Then if \(V = X \cup Y\),

(c) \(p_Y - p_X = [(1 + e^{-\gamma_1})(1 + e^{-\gamma_2}) - (1 + e^{-\gamma_1 - \alpha})(1 + e^{-\gamma_1 - \alpha_2})]p_V\).

(d) \(p_Y(\mu) - p_X(\mu) = p_V(\mu - \gamma_1) + p_V(\mu - \gamma_2) - p_V(\mu - \alpha_1 - \gamma_1) - p_V(\mu - \alpha_2 - \gamma_1)\).

**Proof.** The first statement in (a) follows since

\[
p_X - p_{s_\alpha X} = [(1 + e^{-\gamma'}) - (1 + e^{-\gamma})]p_Z
= e^{-\gamma'}(1 - e^{-\alpha})p_Z.
\]

The second follows by evaluation at \(-\mu\). The proofs of the other parts are similar.

\[\square\]

11.4 The Leading Term.

We make a direct computation of the leading term of \(\det G^X_\eta\) by adapting the proof of [Mus12] Lemma 10.1.3, and show the result is consistent with Theorem 11.1. We prove Theorem 11.1 by showing that for each factor of \(D_\eta\) we have

\[
|D_\eta : h_\alpha| \geq |G_\eta : h_\alpha|.
\] (11.33)

Since \(D_\eta\) and \(G_\eta\) have the same leading term, it follows that there can be no factors of \(D_\eta\) other than those listed. We need to consider the cases where \(\lambda\) lies on
a hyperplane inside $\mathcal{H}_X$, and among such $\lambda$ it suffices to look at the most general behavior. In such cases we will have equality in (11.33).

In the next result we use the notation $B_X, C_X, E_X, V(\alpha)$ as in the statement of Theorem 11.1.

**Lemma 11.15.** The leading term of $\det G^X_\eta$ has the form $\text{LT} \det G^X_\eta = G_1 G_2 G_3 G_4$ where

$$
G_1 = \prod_{\alpha \in \Delta^+} \prod_{r=1}^{\infty} h^\alpha_{p_X(\eta - r\alpha)}, \quad G_3 = \prod_{\alpha \in C_X, \gamma = \Gamma(\alpha)} \prod_{\pi \in P_X(\eta)} h^{\pi(s\alpha\gamma)}_{\alpha},
$$

$$
G_2 = \prod_{\gamma \in B_X} h^{p_X(\gamma)(\eta - \gamma)}_{\gamma}, \quad G_4 = \prod_{[\alpha] \in E_X} \prod_{\pi \in \bar{P}_X(\eta)} h^{\pi(\alpha_1 + \gamma_1) + \pi(\alpha_2 + \gamma_2)}_{\alpha}.
$$

**Remark 11.16.** Note that

$$
G_3 = \prod_{\alpha \in C_X} h^{p_X(\eta)}_{\alpha} \cdot P_{s\alpha X}(\eta),
$$

and

$$
G_4 = \prod_{[\alpha] \in E_X} h^{\bar{P}_{V(\alpha)(\eta - \alpha_1 - \gamma_1)} + \bar{P}_{V(\alpha)(\eta - \alpha_2 - \gamma_2)} + \bar{P}_{V(\alpha)(\eta - \gamma_1 - \gamma_2)}}_{\alpha}.
$$

The exponent on $G_3$ here is the same as the exponent on $D_3$ in (11.13), however the product is over $C_X$ in the former and $C^+_X$ in the latter. It is worth noting that $D_2$ and $G_2$ are the only terms in Theorem 11.1 and Lemma 11.15 that involve odd roots. Also the sets $C_X$ and $E_X$ are disjoint. This means that in checking the multiplicities of the factors of the product in Theorem 11.1 (as well as Lemmas 11.15 and 11.17), we can study 3 cases separately. Note that we need to consider $D_1$ and $G_1$ in both Cases 2 and 3.

- Case 1. Factors of $D_2$ and $G_2$.
- Case 2. Factors of $D_0', D_1, D_4, G_1$ and $G_4$.
- Case 3. Factors of $D_3', D_1, D_3, G_1$ and $G_3$.

**Proof of Lemma 11.15.** We adapt the proof of [Mus12] Lemma 10.1.3. The leading term of $\det G^X_\eta$ is the same as the leading term of the product of the diagonal entries, and this equals

$$
\prod_{\alpha \in (\Delta^+ \setminus X)} \prod_{\pi \in P_X(\eta)} h^{\pi(\alpha)}_{\alpha}.
$$

We have to consider various possibilities for roots $\alpha \in \Delta^+ \setminus X$. Suppose first that $\alpha \in \Delta^+_X$. If $\alpha \notin C_X$ and neither (11.4) or (11.3) hold, then the multiplicity of $h_{\alpha}$ is $\sum_{r=1}^{\infty} p_X(\eta - r\alpha)$ exactly as in [Mus12] Lemma 10.1.3, while if (11.3) holds the multiplicity is

$$
\sum_{r=1}^{\infty} p_X(\eta - r\alpha_1) + \sum_{r=1}^{\infty} p_X(\eta - r\alpha_2).
$$
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This accounts for the exponent in the inner product in (11.36), and gives the term $G_1$. However if $\alpha \in C_X$ and $\gamma = \Gamma(\alpha)$, then since $h_\alpha \equiv \pm h_{s_\alpha \gamma}$ we get the additional contribution coming from $G_3$. This deals with Case 3, and we turn to Case 2. If $(\alpha_1, \alpha_2) \in E_X$ we need to add
\[
P_{V(\alpha)}(\eta - \alpha_1 - \gamma_1) + P_{V(\alpha)}(\eta - \alpha_2 - \gamma_1) + 2P_{V(\alpha)}(\eta - \gamma_1 - \gamma_2)
\]
to (11.37) to get the multiplicity of $h_\alpha$, whence the term $G_4$. Finally Case 1 is straightforward: if $\alpha \in B_X$ as in $G_2$, the multiplicity of $h_\alpha$ in the leading term of $\det G_\eta^X$ is
\[
\sum_{\pi \in \mathcal{P}_X(\eta)} \pi(\alpha) = \mathcal{P}_{X \cup \{\alpha\}}(\eta - \alpha).
\]
\[\square\]

\textbf{Lemma 11.17.} Modulo the ideal defining $\mathcal{H}_X$, we have $|\det G_\eta^X : h| = |D_0 D_\eta^X : h|$ for all $h \in \mathfrak{h}$.

\textit{Proof.} If $\alpha \in \Delta_0^+$ and $s_\alpha X = X$, it is easily checked that $h_\alpha$ has the same multiplicity in $G_\eta$ and $D_\eta$. Next if $\alpha \in B_X$, that is $\alpha$ is an isotropic root which is orthogonal to $X$, then $h_\alpha$ has the same multiplicity in the leading terms of $G_2$ and $D_2$. Indeed $G_2$ is the leading term of $D_2$. The multiplicity of $h_\alpha$ in other terms is zero.

Next consider the case where $\alpha \in C_X$, that is Case 3 in Remark 11.16. Suppose that $\gamma = \Gamma(\alpha) \in X$, but $\gamma' = s_\alpha \gamma \notin X$. Set $Z = X \cup \{\gamma'\}$ and $\eta_0 = \eta - \gamma$. Then using Lemma 11.14 we obtain telescoping sums
\[
|G_1 : h_\alpha| - |D_1 : h_\alpha| = \sum_{r \geq 1} p_X(\eta - r\alpha) - p_{s_\alpha X}(\eta - r\alpha)
\]
\[
= \begin{cases} 
    p_Z(\eta_0) & \text{if } \alpha \in C_X^+, \\
    -p_Z(\eta_0 - \alpha) & \text{otherwise.}
\end{cases}
\]
(11.38)

Next note that if $\gamma \in X$, and $s_\alpha \gamma \notin X$ then
\[
|G_3 : h_\alpha| = \sum_{\pi \in \mathcal{P}_X(\eta)} \pi(s_\alpha \gamma)
\]
\[
= |\pi \in \mathcal{P}_X(\eta)| \pi(s_\alpha \gamma) = 1| = p_Z(\eta - s_\alpha \gamma)
\]
\[
= \begin{cases} 
    p_Z(\eta_0 + \alpha) & \text{if } \alpha \in C_X^+, \gamma = \Gamma(\alpha) \\
    p_Z(\eta_0 - \alpha) & \text{otherwise.}
\end{cases}
\]
(11.39)

Also if $\alpha \in C_X^+$ and $\gamma = \Gamma(\alpha)$ then by Lemma 11.14 and (11.9),
\[
|D_3 : h_\alpha| = p_Z(\eta_0 + \alpha) - p_Z(\eta_0) \quad \text{and} \quad |D_0^\prime : h_\alpha| = 2p_Z(\eta_0).
\]
(11.40)

Therefore using (11.38), (11.39) and (11.40) we have
\[
|G_1 : h_\alpha| - |D_1 : h_\alpha| + |G_3 : h_\alpha| - |D_0^\prime : h_\alpha| - |D_3 : h_\alpha|
\]
\[
= p_Z(\eta_0) + p_Z(\eta_0 + \alpha) - 2p_Z(\eta_0) + p_Z(\eta_0) - p_Z(\eta_0 + \alpha) = 0.
\]
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showing that $|D_\eta : h_\alpha| = |G_\eta : h_\alpha|$. The case where $\alpha \in C_X \setminus C_X^+ \setminus C_X^+$ is similar, but easier since the multiplicity of $h_\alpha$ in $D_0'$ and $D_3$ is zero.

Now consider the case of a pair $(\alpha_1, \alpha_2) \in E_X$, that is Case 2 in Remark 11.16. Set $\alpha = \alpha_1$, $Y = s_\alpha X$ and $V = X \cup Y$. We claim that

$$|D_1/G_1 : h_\alpha| = -2p_V(\eta - \gamma_2) + \sum_{i=1}^{2} p_V(\eta - \alpha_i - \gamma_1).$$

(11.41)

Indeed by (11.11) and the expression for $G_1$ in Lemma 11.15,

$$|D_1/G_1 : h_\alpha| = \sum_{r=1}^{\infty} \sum_{i=1}^{2} p_V(\eta - r\alpha_i) - p_X(\eta - r\alpha_i)$$

Next using Lemma 11.14,

$$|D_1/G_1 : h_\alpha| = \sum_{r=1}^{\infty} \sum_{i=1}^{2} p_V(\eta - r\alpha_i - \alpha_1 - \gamma_1) - \sum_{r=1}^{\infty} \sum_{i=1}^{2} p_V(\eta - r\alpha_i - \alpha_2 - \gamma_1).$$

Introducing $\gamma_2 = \alpha_1 + \gamma_1 + \alpha_2$ into the second line above, we obtain the following, which evidently collapses to the right side of (11.41)

$$|D_1/G_1 : h_\alpha| = \sum_{r=1}^{\infty} \sum_{i=1}^{2} p_V(\eta - r\alpha_i - \gamma_1) + \sum_{r=1}^{\infty} \sum_{i=1}^{2} p_V(\eta - r\alpha_i - \gamma_2) - \sum_{r=1}^{\infty} \sum_{i=1}^{2} p_V(\eta - (r+1)\alpha_i - \gamma_1) - \sum_{r=1}^{\infty} \sum_{i=1}^{2} p_V(\eta - (r-1)\alpha_i - \gamma_2).$$

Taking into account the contributions given by $D_0''D_4$ from (11.16), and $G_4$ from Lemma 11.15 we obtain

$$|D_1/G_1 : h_\alpha| + |D_0''D_4 : h_\alpha| - |G_4 : h_\alpha| = 0$$

(11.42)

Corollary 11.18. To complete the proof of Theorem 11.1, it suffices to show that $\det F_\eta^X$ is divisible by each of the factors $D_1, \ldots, D_4$ defined in Equations (11.11)-(11.14).

Proof. Immediate. Since the leading terms match there can be no more factors.

Corollary 11.19. For all roots $\alpha$, $|D_\eta^X : h_\alpha| \geq |\det F_\eta^X : h_\alpha|$.

Proof. Combine Lemma 11.17 with (11.31).
11.5 Parabolic Induction and Twisting Functors.

11.5.1 Introduction.

Let $X$ be an orthogonal set of isotropic roots. The aim of this Subsection is to construct certain modules that appear in Jantzen sum formula Theorem 11.36. In the next Subsection we consider a special case where the modules can be constructed by parabolic induction. In Subsection 11.5.3 the general result will be deduced using twisting functors.

Our next goal is to show that if $[\alpha] = (\alpha_1, \alpha_2) \in E_X(\lambda)$ there is a module in the category $\mathcal{O}$ with character $e^\lambda p_{W(\alpha)}$. \(^{13}\) These modules play an important role in the Jantzen sum formula for $M^X(\lambda)$. We briefly recall what this means. The hypothesis $[\alpha] \in E_X$ means that there exist odd roots $\gamma_1, \gamma_2 \in X$ and even roots $\alpha_1, \alpha_2$, such that $\alpha_1^\gamma \equiv \alpha_2^\gamma \mod \mathbb{Q} \gamma_1 + \mathbb{Q} \gamma_2$. This happens when $\gamma_2 = \alpha_1 + \gamma_1 + \alpha_2$.

Using the fact that $X$ is orthogonal, it is easy to see that if $\alpha_3$ is any other positive even root such that $\alpha_3^\gamma \equiv \alpha_2^\gamma \mod \mathbb{Q} X$, then $\alpha_3 = \alpha_2$, that is either $\alpha_1$ or $\alpha_2$ in $[\alpha] = (\alpha_1, \alpha_2) \in E_X(\lambda)$ determines the other. The additional hypothesis on $\lambda$ is that $(\lambda + \rho, \alpha_1^\gamma) = 1$. Let $\mathfrak{t}[\alpha]$ be the $\mathfrak{sl}(2,2)$ subalgebra associated to $[\alpha]$, and $W'(\alpha)$ (resp. $V'(\alpha)$) be the set of all (resp. all odd) positive roots of $\mathfrak{t}[\alpha]$. We assume that $X'$ is an orthogonal set of isotropic roots which is orthogonal to $W'(\alpha)$ and there are disjoint unions $X = V'(\alpha) \cup X'$ and $W(\alpha) = W'(\alpha) \cup X'$.

In the special case where $[\alpha] = \mathfrak{t}$ is the subalgebra $\mathfrak{t}$ from (11.43) with $(k, \ell) = (2,2)$, and $X' = \{e_{k+i} - \delta_{\ell+i}\}_{i=1}^r$ the result follows from Proposition 11.24. In general we need to prove the result when $[\alpha]$ and $\lambda$ are replaced by $v[\alpha] = (v\alpha_1, v\alpha_2) \in E_{vX}(v \cdot \lambda)$ for $v \in W$. \(^{15}\) For this we use twisting functors. The result is as follows.

**Theorem 11.20.** Suppose $\mathfrak{t}[\alpha]$ is as above, $[\alpha] \in E_X(\lambda)$, and $v \in W$ is such that $N(v)$ is disjoint from $\Delta^+(\mathfrak{t})$. Then the module $T_v \text{Ind}_{\mathfrak{t}}^{\mathfrak{g}} k_\lambda$ has character $e^v \lambda p_{W(\alpha)}$.

**Proof.** This follows from the more general Theorem 11.27 below. \(\Box\)

11.5.2 Parabolic Induction.

In the next Subsection, we use twisting functors to construct some new modules that we need for the Jantzen sum formula. The underlying reason for the existence of these modules is the fact that $\mathfrak{gl}(1,1)$ has many one dimensional modules. Here we study a special case where the modules can be constructed by parabolic induction. Suppose that $\mathfrak{t}, \mathfrak{f}$ are subalgebras of $\mathfrak{g}$, such that $\mathfrak{t}$ is isomorphic to $\mathfrak{gl}(k, \ell)$ and for some $r, t_1, t_2$

$$I = \mathfrak{t} \oplus \mathfrak{gl}(1,1)^r \oplus \mathfrak{gl}(1|0)^{t_1} \oplus \mathfrak{gl}(0|1)^{t_2}. \quad (11.43)$$

---

\(^{13}\)See (11.8) for notation.

\(^{14}\)This is the first and only time in this paper that we consider modules with a prescribed character of the form $e^\rho Y$ where $Y$ contains even roots.

\(^{15}\)Note that in Type A, $v \rho_1 = \rho_1$ and hence $v \cdot \lambda = v \circ \lambda$. 
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First we explain how $I$ is embedded in $\mathfrak{g} = \mathfrak{gl}(m, n)$. To do this it is convenient to introduce a certain partial flag in $k^{m|n}$. This will also allow us to define some important subalgebras of $\mathfrak{g}$. Let $e_1, \ldots, e_m, e_{1'}, \ldots, e_{n'}$ be the standard basis for $k^{m|n}$ and consider the diagram below. The $i$th set of numbers (for $i \geq 0$) separated by a pair of vertical line is used as the index set for a $\mathbb{Z}_2$-graded subspace $\mathbb{W}^{(i)}$ of $k^{m|n}$.

$$
\begin{array}{c|c|c}
1, 2, \ldots, k & k + 1 & k + r \\
1', 2', \ldots, \ell' & (\ell + 1)' & k + r + 1 \\
\end{array}
\begin{array}{c|c|c|c|c|c}
\cdots & \cdots & \cdots & m & (\ell + r + 1)' & \cdots & n' \\
\end{array}
$$

We assume that $I$ contains $\mathfrak{h}$ (equivalently $m = k + r + t_1$ and $n = \ell + r + t_2$). This gives $t + 1$ subspaces (where $t := m - k + t_2$), which we number as

$$
\mathbb{W}^{(0)} = \text{span}\{e_1, \ldots, e_k, e_{1'}, \ldots, e_{r'}\}, \quad \mathbb{W}^{(1)} = \text{span}\{e_{k+1}, e_{(\ell+1)'}\}, \ldots, \mathbb{W}^{(t)} = k e_{n'}.
$$

Now set $\mathbb{V}^{-1} = 0$, and $\mathbb{V}^{(i)} = \mathbb{W}^{(0)} \oplus \ldots \oplus \mathbb{W}^{(i)}$ for $0 \leq i \leq t$. In this notation, let

$$
\begin{align*}
\mathfrak{z} &= \{x \in \mathfrak{g}| x \mathbb{W}^{(0)} \subseteq \mathbb{W}^{(0)}, \ x \mathbb{W}^{(i)} = 0 \text{ for } i > 0\}, \\
\mathfrak{p} &= \{x \in \mathfrak{g}| x \mathbb{V}^{(i)} \subseteq \mathbb{V}^{(i)} \text{ for all } i\}, \\
I &= \{x \in \mathfrak{g}| x \mathbb{V}^{(i)} \subseteq \mathbb{W}^{(i)} \text{ for all } i\}.
\end{align*}
$$

Next define

$$
\begin{align*}
\mathfrak{v}_0 &= \{x \in \mathfrak{g}| x \mathbb{W}_j^{(i)} \subseteq \mathbb{V}_j^{(i-1)} \text{ for all } i \text{ and } j = 1, 2\}, \\
\mathfrak{v}_1^+ &= \{x \in \mathfrak{g}| x \mathbb{W}_1^{(i)} \subseteq \mathbb{V}_0^{(i-1)}, \ x \mathbb{W}_0^{(i)} = 0 \text{ for all } i\}, \\
\mathfrak{v}_1^- &= \{x \in \mathfrak{g}| x \mathbb{W}_0^{(i)} \subseteq \mathbb{V}_1^{(i-1)}, \ x \mathbb{W}_1^{(i)} = 0 \text{ for all } i\},
\end{align*}
$$

and then set $\mathfrak{v}_1 = \mathfrak{v}_1^+ \oplus \mathfrak{v}_1^-$, $\mathfrak{v} = \mathfrak{v}_0 \oplus \mathfrak{v}_1$. Note that $\mathfrak{p}$ is the subalgebra of $\mathfrak{g}$ stabilizing the partial flag

$$
0 \subseteq \mathbb{V}^{(0)} \subseteq \mathbb{V}^{(1)} \subseteq \ldots \subseteq \mathbb{V}^{(t)},
$$

and $\mathfrak{v}$ is the ideal in $\mathfrak{p}$ consisting of all elements that act nilpotently on the flag. We have $\mathfrak{p} = I \oplus \mathfrak{v}$. Also $\mathfrak{z} \cong \mathfrak{gl}(k, l)$. If $c$ is an ad-$\mathfrak{h}$ stable subspace of $\mathfrak{g}$, let $\Delta(c)$ be the set of roots of $c$. The set of even and odd roots in $\Delta(c)$ is denoted by $\Delta_0(c)$ and $\Delta_1(c)$ respectively. Let $\mathfrak{w}$ be the ad-$\mathfrak{h}$ stable subspace of $\mathfrak{g}$ with $\Delta(\mathfrak{w}) = -\Delta(\mathfrak{v})$. Then $\mathfrak{g} = \mathfrak{w} \oplus \mathfrak{p}$.

**Example 11.21.** The first diagram yields a flag in $k^{5|4}$ The second diagram then shows the resulting subspaces of $\mathfrak{g} = \mathfrak{gl}(5, 4)$, constructed using the above recipes.

$$
\begin{array}{c|c|c|c|c|c}
1, 2 & 3 & 4 & 5 & 4' \\
1' & 2' & 3' & & \\
\end{array}
$$
Non-zero entries in the second diagram correspond to the non-zero matrix entries in \( p \). Superscripts are used to distinguish the two copies of \( \mathfrak{gl}(1,1) \).

Now set \( W = W^{(0)} \oplus W^{(r+1)} \oplus \ldots \oplus W^{(t)} \), and

\[
\begin{align*}
    u^+ &= \{ x \in \mathfrak{g} | x W^{(i)}_1 \subseteq W^{(i)}_0, \ x W^{(i)}_0 = 0 \text{ for } i \in [r], \ x \mathbb{W} = 0 \}, \\
    u^- &= \{ x \in \mathfrak{g} | x W^{(i)}_0 \subseteq W^{(i)}_1, \ x W^{(i)}_1 = 0 \text{ for } i \in [r], \ x \mathbb{W} = 0 \}.
\end{align*}
\]

If \( u = u^+ \oplus u^- \), we have \( \mathfrak{l} = \mathfrak{t} \oplus u + \mathfrak{h} \). Note that the entries in \( u^+ \) (resp. \( u^- \)) occur in the copies of \( \mathfrak{gl}(1,1) \) above (resp. below) the main diagonal. The set of weights of \( u^+ \) is

\[
\{ \epsilon_k + j - \delta((l+j)^{r}) | j \in [r] \}. \tag{11.44}
\]

Next define

\[
Z_0 = \Delta^+(v_0), \quad Z_1^+ = \Delta(v_1^+), \quad Z_1 = Z_1^+ \cup Z_1^-, \quad \hat{Z}_1 = Z_1^+ \cup -Z_1^-.
\]

**Lemma 11.22.**

(a) If \( L_0 = \prod_{\alpha \in \Delta_0^+} (1 - e^{-\alpha}) \), we have

\[
\prod_{\alpha \in \Delta_0^+} (1 - e^{-\alpha}) \prod_{\alpha \in Z_0} (1 - e^{-\alpha}) = L_0. \tag{11.45}
\]

(b) Set \( \sigma = \sum_{\alpha \in Z_1^-} \alpha \). Then

\[
\prod_{\alpha \in Z_1} (1 + e^{-\alpha}) = e^{-\sigma} \prod_{\alpha \in Z_1} (1 + e^{-\alpha}). \tag{11.46}
\]

(c) If \( \rho(b') \) is the analog of \( \rho \) for \( b' \), we have \( \rho(b') = \rho + \sigma \).

(d) There is a unique Borel subalgebra \( b'' \) contained in \( p \) such that

\[
d(b, b') = \min\{d(b, b'') | b'' \text{ is a Borel subalgebras contained in } p \}\]
We have \( \Delta^+(\mathfrak{b}') = Z_1 \cup \{ \epsilon_{k+j} - \delta_{(l+j)'}, j \in [r] \}. \)

**Proof.** For (a) note we have a disjoint union \( \Delta^+_0 = \Delta(t^+_0) \cup Z_0 \), from which (11.45) follows. Similarly (b) holds since \( Z^+_1 \) is common to \( Z_1 \) and \( \hat{Z}_1 \). For (c) note that \( Z^+_1 = \Delta(\mathfrak{v}_1) \) is precisely the set of odd roots of \( \mathfrak{b}' \) which are not roots of \( \mathfrak{b}_{\text{dist}} \). We leave (d), (e) to the reader. □

Note that

\[
(\lambda + \rho(\mathfrak{b}_{\text{dist}}), X) = (\lambda' + \rho(\mathfrak{b}'), X) = 0. 
\] (11.47)

The following lemma is straightforward.

**Lemma 11.23.** If \( \lambda \in \mathfrak{h}^* \), then \( \lambda \) defines a one dimensional representation of \( \mathfrak{l} \) if and only if \( (\lambda + \rho, \gamma) = 0 \) for all odd \( \gamma \in X \), and \( (\lambda, \alpha) = 0 \) for each even simple root \( \alpha \) of \( \mathfrak{l} \).

**Proposition 11.24.** Assume that \( \lambda \in \mathfrak{h}^* \) defines a one dimensional representation \( k_\lambda \) of \( \mathfrak{l} \), and regard \( k_\lambda \) as a \( \mathfrak{p} \)-module by allowing \( \mathfrak{v} \) to act trivially. Let \( X = \Delta^+(\mathfrak{l}) \).

Then

(a) The module \( \text{Ind}^\mathfrak{h}_\mathfrak{p} k_\lambda \) has character

\[
\text{ch } \text{Ind}^\mathfrak{h}_\mathfrak{p} k_\lambda = \prod_{\alpha \in Z_1} (1 + e^{-\alpha}) \prod_{\alpha \in Z_0} (1 - e^{-\alpha}) e^\lambda = \prod_{\alpha \in Z_0} (1 - e^{-\alpha}) e^{\lambda - \sigma} = e^\lambda p_X. 
\] (11.48)

(b) The module \( \text{Ind}^\mathfrak{h}_\mathfrak{p} k_\lambda \) has character

\[
\text{ch } \text{Ind}^\mathfrak{h}_\mathfrak{p} k_\lambda = \prod_{\alpha \in Z_0} (1 - e^{-\alpha})^{-1} e^\lambda = \prod_{\alpha \in \Delta(t^+_0)} (1 - e^{-\alpha}) e^\lambda / L_0. 
\] (11.49)

**Proof.** (a) Let \( \mathfrak{w} \) be the ad \( \mathfrak{h} \)-stable subalgebra of \( \mathfrak{g} \) such that \( \Delta(\mathfrak{w}) = -\Delta(\mathfrak{v}) \) and \( \mathfrak{g} = \mathfrak{w} \oplus \mathfrak{p} \). By [Mus12] Corollary 6.1.5, if \( S(\mathfrak{w}) \) is the supersymmetric algebra on \( \mathfrak{w} \), we can write \( U(\mathfrak{g}) = S(\mathfrak{w}) \otimes U(\mathfrak{p}) \) as right \( U(\mathfrak{p}) \)-modules. Now \( \Delta(\mathfrak{w}) = Z_0 \cup Z_1 \), Hence the first equality in (a) since \( S(\mathfrak{w}) \) is the tensor product of the exterior algebra on \( \mathfrak{w}_1 \) with the symmetric algebra on \( \mathfrak{w}_0 \). The second equality comes from (11.46), and the third is an easy consequence. The proof of the first equality in (b) is similar, and the second follows from (11.45). □

Let \( X = \Delta^+(\mathfrak{l}) \). We note the following general behavior of \( \text{Ind}^\mathfrak{h}_\mathfrak{p} k_\lambda \).

**Lemma 11.25.** If \( B(\lambda) = X \), then \( M = \text{Ind}^\mathfrak{h}_\mathfrak{p} k_\lambda \) is a highest weight module for the distinguished Borel subalgebra of \( \mathfrak{g} \) with highest weight \( \lambda' = \lambda - \sigma \).

**Proof.** Consider the Borel subalgebra \( \mathfrak{b} \) with the same even part as the distinguished Borel subalgebra \( \mathfrak{b}_{\text{dist}} \) of \( \mathfrak{g} \), and with

\[
\mathfrak{b}^\text{dist} \cap \mathfrak{b} = (\mathfrak{b}^\text{dist}_1)_{\mathfrak{l}} \oplus \mathfrak{u}^+ \oplus \mathfrak{v}_1,
\]
where \( \mathfrak{b}_{\text{dist}} \) is the distinguished Borel subalgebra of \( \mathfrak{g} \). Then \( \mathfrak{b} \subseteq \mathfrak{p} \), so \( M \) is a highest weight module for \( \mathfrak{b} \) with highest weight \( \lambda \). Also there is a sequence
\[
\mathfrak{b} = b^{(0)}, b^{(1)}, \ldots, b^{(u)}.
\]
of Borel subalgebras of \( \mathfrak{g} \), such that \( b^{(i-1)} \) and \( b^{(i)} \) are adjacent for \( 1 \leq i \leq u \), and \( b^{(u)} = \mathfrak{b}_{\text{dist}} \). The assumption \( B(\lambda) = X \) ensures that each change of Borels from \( \mathfrak{b} \) to \( \mathfrak{b}_{\text{dist}} \) is typical for \( M \), see (4.4). Now \( M \) is generated by a highest weight vector \( v_\lambda \) with respect to \( \mathfrak{b} \), and there are odd root vectors \( e_{-\alpha_1}, \ldots, e_{-\alpha_u} \) such that \( m = e_{-\alpha_u} \ldots e_{-\alpha_1} v_\lambda \) is a highest weight vector for \( \mathfrak{b}_{\text{dist}} \). The assumption \( B(\lambda) = X \) also implies that \( m \) generates \( M \) and the result follows. \( \square \)

### 11.5.3 New Modules via Twisting Functors.

Now consider any \( \mathfrak{h} \)-stable subalgebra \( \mathfrak{l}' \) of \( \mathfrak{g} = \mathfrak{gl}(m, n) \) such that \( \mathfrak{l}' \cong \mathfrak{f} \oplus \mathfrak{gl}(1, 1)^r \), with \( \mathfrak{f} \) a \( \mathfrak{gl}(k, \ell)- \)subalgebra of \( \mathfrak{f} \). By abuse of notation we write \( \mathfrak{gl}(1, 1)^r \) for the isomorphic copy of this subalgebra inside \( \mathfrak{l}' \). We denote the set of even (resp. odd) simple roots of \( \mathfrak{f} \) by \( \Pi_0(\mathfrak{f}) \), (resp. \( \Pi_1(\mathfrak{f}) \)) and do likewise for \( \mathfrak{l}' \).

**Lemma 11.26.** We have

(a) \[
\Pi_0(\mathfrak{f}) = \{ \epsilon_{s_1} - \epsilon_{s_{i+1}} \}_{i=1}^{k-1} \cup \{ \delta_{t_1} - \delta_{t_{i+1}} \}_{i=1}^{\ell-1},
\]
\[
\Pi_1(\mathfrak{f}) = \{ \epsilon_{s_k} - \delta_{t_1} \}, \quad \Pi_0(\mathfrak{l}') = \Pi_0(\mathfrak{f}), \quad \text{and} \quad \Pi_1(\mathfrak{l}') = \Pi_1(\mathfrak{f}) \cup \{ \epsilon_{c_i} - \delta_{d_i} \}_{i=1}^{r},
\]
where \( 1 \leq s_1 < s_2 < \ldots < s_k \leq m \), \( 1 \leq t_1 < t_2 < \ldots < t_\ell \leq n \) and \( c_i \notin \{ s_i \}_{i=1}^{k}, d_i \notin \{ t_i \}_{i=1}^{\ell} \).

(b) Let \( i' = n + i \) for \( i \in [\ell] \). Suppose \( w \in W = S_m \times S_n \) satisfies \( w(k + i) = c_i \) for \( i \in [r] \), \( w(\ell + i') = d_i' \) for \( i \in [\ell] \), \( w(i') = s_i \), for \( i \in [k] \), \( w(\ell) = t_i \), \( i \in [\ell] \). Then \( w\Delta^+(\mathfrak{i}) = \Delta^+(\mathfrak{l}') \) and \( N(w) \cap \Delta^+_0(\mathfrak{l}) = \emptyset \).

**Proof.** Left to the reader. \( \square \)

**Theorem 11.27.** If \( \lambda \) defines a one-dimensional representation of \( \mathfrak{p} \), then the module \( T_\mathfrak{u} \text{Ind}_{\mathfrak{p}}^\mathfrak{g} \mathfrak{k}_\lambda \) has character \( e^{w \cdot \lambda} p_{\Delta^+(\mathfrak{l}')} \).

**Proof.** See [Mus17]. \( \square \)

### 11.6 An Equivalence of Categories and Generic Cases.

#### 11.6.1 The Equivalence of Categories.

In [CMW13], twisting functors are used to show that every block of the category \( \mathcal{O} \) for a Lie superalgebra in Type A is equivalent to an integral block of some (possibly smaller) Lie superalgebra of Type A. We show how this result can be used to reduce the study of the modules \( M^X(\lambda) \) in the most general cases to the study of \( \mathfrak{gl}(2, 1) \) and \( \mathfrak{gl}(2, 2) \). The main result of [CMW13] states that
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Theorem 11.28. Every block \( O_\lambda, \lambda \in \mathfrak{h}^* \), is equivalent to an integral block of the category \( \mathcal{O} \) for some direct sum of general linear Lie superalgebras.

The weight \( \lambda \) determines a subroot system \( \Delta_\lambda \) of \( \Delta \) with Weyl group \( W_\lambda \) which is the subgroup of the Weyl group \( W \) generated by \( s_\alpha \) with \( \alpha \) an even root of \( \Delta_\lambda \). The proof in [CMW13] shows that there is a Lie superalgebra \( \mathfrak{gl}_{\lambda \lambda} \) and an integral weight \( \lambda \) for \( \mathfrak{gl}_{\lambda \lambda} \) such that \( O_\lambda \) is equivalent to a block \( O_\lambda^I \) of the category of \( O^I \) for \( I = \mathfrak{gl}_{\lambda \lambda} \).

The block \( O_\lambda^I \) is the Serre subcategory of \( O^I \) generated by simple objects of the form \( L_I(\mu) \) with \( \mu = w \cdot (\lambda - \sum_j k_j \alpha_j) \), for \( w \in W_\lambda \) and \( \{\alpha_j\} \) a set of mutually orthogonal odd isotropic roots satisfying \( (\lambda + \rho, \alpha_j) = 0 \) and \( k_j \in \mathbb{Z} \). Under this equivalence, the Verma module \( M(w \cdot \lambda) \) corresponds to the Verma module \( M_I(w \cdot \lambda) \) for \( I \) with highest weight \( w \cdot \lambda \), and the simple module \( L(w \cdot \lambda) \) to \( L_I(w \cdot \lambda) \) for all \( w \in W_\lambda \). In this set-up \( I \) is a Levi subalgebra of \( \mathfrak{g} \) containing a Cartan subalgebra \( \mathfrak{h} \) of \( \mathfrak{g} \).

Proposition 11.29. Suppose that \( B(\lambda) = X \) and \( I = \mathfrak{gl}_{\lambda \lambda} \) as is in (11.43).

(a) There is an equivalence of categories between the block \( O_\lambda^I \) and the block \( O_\lambda^{l+h} \).

(b) There is an equivalence of categories \( O_\lambda^{l+h} \rightarrow O_\lambda \) obtained by combining (a) with Theorem 11.28. This equivalence sends \( N \) to \( \text{Ind}_{\mathfrak{h}}^\mathfrak{g} N \).

Proof. The key points are as follows: any simple \( I \)-module is the tensor product of a simple \( \mathfrak{sl} \)-module and simple modules for the copies of \( \mathfrak{gl}(1,1), \mathfrak{gl}(1,0) \) and \( \mathfrak{gl}(0,1) \) in (11.43). From the definition of \( O_\lambda^I \) as a Serre subcategory and the fact that \( X'' \subseteq B(\lambda) \) we see that the only simple \( \mathfrak{gl}(1,1) \)-modules that can appear are one dimensional, and are annihilated by \( u \). Such modules arise canonically from simple modules in \( O_\lambda^{l+h} \). This proves (a) and (b) holds by construction.

11.6.2 Lessons learned from the \( \mathfrak{gl}(2,2) \) case: Roots in \( E_X \).

Now suppose that \( X \) is an orthogonal set of isotropic roots and \( (\alpha_1, \alpha_2) \in E_X \). Suppose that \( \alpha_1 + \gamma_1 + \alpha_2 = \gamma_2 \) where \( \gamma_1, \gamma_2 \in X \). Combining the equivalence of categories from Theorem 11.28, with Proposition 11.24 we deduce most of the following results from the \( \mathfrak{gl}(2,2) \) case, see Theorems B.25, B.31 and B.32. However, the fact that Sapovalov elements give highest weight vectors is of course true in general. Also the statements about the Jantzen filtration hold because the modules in question are multiplicity free, and each quotient \( M_i^X(\lambda)/M_{i+1}^X(\lambda) \) is contragredient with composition factors of multiplicity one, and therefore semisimple. The phrase “for general \( \lambda \)” means that, up to \( W \)-conjugacy, \( I = \mathfrak{gl}_{\lambda \lambda} \) is as in (11.43) with \( \mathfrak{k} = \mathfrak{gl}(2,2) \), and we assume (without any loss of generality) that

\[
\Delta_0^+(\mathfrak{k}) = \{\alpha_1, \alpha_2\}, \quad B(\lambda) = X \quad \text{and} \quad \{\gamma_1, \gamma_2\} \subseteq \Delta^+_0(\mathfrak{k}) \cap X.
\]

Note that the number of \( \mathfrak{gl}(1,1) \) terms in (11.43) is \( r = |X| - 2 \).

Theorem 11.30. Let \( n \) be an integer greater than 1. For general \( \lambda \in \mathcal{H}_X \cap \mathcal{H}_{\alpha_1,n} \) where \( (\alpha_1, \alpha_2) \in E_X \),
(a) The socle $S$ of $M^X(\lambda)$ is $M^X(s_1 s_2 \cdot \lambda) \cong L(s_1 s_2 \cdot \lambda)$.

(b) We have

$$U(g)\theta_{\alpha_1,n} v_\lambda \cong M^Y(s_1 \cdot \lambda), \quad U(g)\theta_{\alpha_2,n} v_\lambda \cong M^Y(s_2 \cdot \lambda)$$

and

$$M^X_1(\lambda) = U(g)\theta_{\alpha_1,n} v_\lambda + U(g)\theta_{\alpha_2,n} v_\lambda$$

and

$$S = U(g)\theta_{\alpha_1,n} \theta_{\alpha_2,n} v_\lambda = U(g)\theta_{\alpha_1,n} v_\lambda \cap U(g)\theta_{\alpha_2,n} v_\lambda \subseteq M^X_2(\lambda). \quad (11.51)$$

The lattice of submodules of $M^X(\lambda)$ is as in Figure B.1 with $V_1 = U(g)\theta_{\alpha_1,n} v_\lambda$ and $V_2 = U(g)\theta_{\alpha_2,n} v_\lambda$.

**Theorem 11.31.** For general $\lambda \in \mathcal{H}_X \cap \mathcal{H}_{\alpha_1}$ where $(\alpha_1, \alpha_2) \in E_X$,

(a) the socle $S$ of $M^X(\lambda)$ satisfies

$$S = L(\lambda - \gamma_1 - \gamma_2) \oplus L(s_1 s_2 \cdot \lambda) = U(g)\theta_{\alpha_1,1} v_\lambda \cap U(g)\theta_{\alpha_2,1} v_\lambda, \quad (11.52)$$

and

$$S \subseteq M^X_2(\lambda). \quad (11.53)$$

(b) We have

$$U(g)\theta_{\alpha_1,1} v_\lambda / L(\lambda - \gamma_1 - \gamma_2) \cong M^Y(s_1 \cdot \lambda), \quad U(g)\theta_{\alpha_2,1} v_\lambda / L(\lambda - \gamma_1 - \gamma_2) \cong M^Y(s_2 \cdot \lambda),$$

and

$$L(s_1 s_2 \cdot \lambda) = M^X(s_1 s_2 \cdot \lambda),$$

and

$$U(g)\theta_{\alpha_1,1} v_\lambda + U(g)\theta_{\alpha_2,1} v_\lambda = M^X_1(\lambda).$$

**Remark 11.32.** It follows from the sum formula, Theorem 11.36, that equality holds in (11.51) and (11.53), that is $S = M^X_2(\lambda)$ in both cases. In addition we have $M^X_3(\lambda) = 0$.

**Theorem 11.33.** Suppose that (11.3) holds, and that $m = (\lambda + \rho, \alpha^{-1}_1) \in \mathbb{Z}$. Set $Y = s_{\alpha_1} X$. Then for general $\lambda$ in $\mathcal{H}_X \cap \mathcal{H}_{\alpha_1,m}$

(a) if $m > 0$ then $M^X(\lambda)$ has a unique proper submodule $M^Y(s_{\alpha_1} \cdot \lambda) = M^X_1(\lambda)$.

(b) If $m < 0$, then $M^X(\lambda)$ has a unique proper submodule $M^Y(s_{\alpha_2} \cdot \lambda) = M^X_1(\lambda)$. 
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11.6.3 Lessons learned from the \( \mathfrak{gl}(2,1) \) case: Roots in \( C_X \).

Next we consider the case where \( \alpha \in C_X \). Most of the following result can be deduced using twisting functors from the \( \mathfrak{gl}(2,1) \) case, but since parts of it seem to work outside type A, we give a direct proof. The highest weight vectors of \( M^X(\lambda) \) and \( M^Y(\lambda) \) are denoted by \( v^X_\lambda \) and \( v^Y_\lambda \) respectively.

**Theorem 11.34.** Suppose \( \alpha \in C_X, \gamma = \Gamma(\alpha) \) and set \( \gamma' = s_\alpha \gamma, Y = s_\alpha X, Z(\alpha) = X \cup Y \).

(a) If \( \alpha \in C_X \setminus C^+_X \), then for general \( \lambda \) with \( B(\lambda) = X \cup Y \), \( M^X(\lambda) \) is simple.

(b) If \( \alpha \in C_X(\lambda) \), we have an onto map \( M^X(\lambda) \rightarrow M^Y(\lambda) \) sending \( v^X_\lambda \) to \( v^Y_\lambda \).

(c) Let \( K^{X,\alpha}(\lambda) \) be the kernel of the map \( M^X(\lambda) \rightarrow M^{s_\alpha X}(\lambda) \). Then

\[
\text{ch } K^{X,\alpha}(\lambda) = \epsilon^\lambda(p_X - p_{s_\alpha X}) = \epsilon^{\lambda - \gamma'}(1 - \epsilon^{-\alpha})p_{Z(\alpha)}.
\]  

(11.54)

Equivalently

\[
\dim K^{X,\alpha}(\lambda)^{\lambda - \eta} = p_{Z(\alpha)}(\eta - \gamma') - p_{Z(\alpha)}(\eta - \gamma).
\]

(d) For general \( \lambda \) such that \( \alpha \in C_X(\lambda) \), \( K^{X,\alpha}(\lambda) = M^X_1(\lambda) \), and this submodule is simple.

**Proof.** We deduce (a) from the \( \mathfrak{gl}(2,1) \) case. Let \( \mathfrak{k} = \mathfrak{gl}(2,1) \) in (11.43), and denote highest weight modules for \( \mathfrak{k} \) by \( M_\mathfrak{k} \). Then switching to the notation of the Appendix, what has to be checked is that the \( \mathfrak{k} \)-module \( M^\beta_\mathfrak{k}(-\rho) \) is simple. However from Theorem B.4 (e), \( M^\beta_\mathfrak{k}(-\rho) \cong M_\mathfrak{k}(-\rho)/V_1 \) where \( V_1 \) is the maximal submodule of \( M_\mathfrak{k}(-\rho) \). It is clear that the map in (b) is surjective if it is well-defined. The domain and target of the proposed map are both obtained as factors of \( M(\lambda) \) by imposing certain relations. To show that it is well-defined we need to show that the relations satisfied by \( M^X(\lambda) \) are also satisfied by \( M^{s_\alpha X}(\lambda) \). The relations needed to define \( M^X(\lambda)_B \) and \( M^{s_\alpha X}(\lambda)_B \) are the same except that we require \( \theta_\gamma v^X_\lambda = 0 \) in \( M^X(\lambda)_B \) and \( \theta_\gamma v^X_\lambda = 0 \) in \( M^{s_\alpha X}(\lambda)_B \). Now in any module in which \( \theta_\gamma v^X_\lambda = 0 \) we have \( \theta_{\alpha_1} \theta_\gamma v^X_\lambda = 0 \), and hence by Theorem 9.11, \( \theta_\gamma v^X_\lambda \in TU(\mathfrak{g})_A v^X_\lambda \). Reducing mod \( T \) we obtain the statement in (b).

The first equality in (11.54) follows from (b), the second from Lemma 11.14. For (d), note that by (a) \( M^Y(\lambda) \) is simple for general \( \lambda \), hence \( K^{X,\alpha}(\lambda) = M^X_1(\lambda) \). Again we compare to the \( \mathfrak{gl}(2,1) \) case. Then in the notation of Theorem B.4, the map \( M^X(\lambda) \rightarrow M^Y(\lambda) \) is the map \( M_\mathfrak{k}(\lambda)/V_2 \rightarrow M_\mathfrak{k}(\lambda)/V_1 \) and the kernel of this map is simple.

\[\square\]

11.7 Proof of Theorem 11.1.

We use Corollary 11.18 and consider the factors \( D_1, \ldots, D_4 \) defined in Equations (11.11)-(11.14). We show that the multiplicity \( m(\alpha, k, \eta)^X \) of \( h_\alpha - k \) in \( \det F^X_\eta \)
is exactly that predicted in the Theorem for each relevant root \( \alpha \). To do this it is enough to show that the multiplicity of \( h_\alpha \) in the leading term of \( \det F_\eta^X \) is as predicted. First an easy Lemma, see [KK79].

**Lemma 11.35.** Suppose \( M_1^X(\lambda) \) is simple and isomorphic to \( M^Y(\lambda - \mu) \) for some \( \mu \in Q^+ \). Then

(a) the Jantzen filtration on \( M^X(\lambda) \) takes the form

\[
M_1^X(\lambda) = M_2^X(\lambda) \ldots = M_{c_1}^X(\lambda) \neq 0 = M_{c+1}^X(\lambda).
\]

(b) the multiplicity of \( h_\alpha - k \) in \( \det F_\eta^X \) is \( \gamma_k \Phi_Y(\eta - \mu) \).

**Proof.** Obviously (a) holds, and then (b) follows from (11.1).

**Proof of Theorem 11.1.** We consider 3 cases.

**Case 1.** First consider the factors of \( D_2 \). Suppose that \( \gamma \) is isotropic \((\gamma, X) = 0\). Suppose that \( \lambda \) satisfies the conditions of Lemma 6.11 (b), and use the notation of the Lemma. Then \( M_0^X(\lambda) = M^Y(\lambda - \gamma) \) is simple. Hence by (11.1) and (11.55), the multiplicity of \( h_\alpha + (\rho, \gamma) \) in \( \det F_\eta^X \) is \( v_\gamma(\det F_\eta^X(\lambda)) = \gamma_k \Phi_X(\eta - \gamma) \). The computation of the leading term in Lemma 11.15 implies \( a_1 = 1 \) as claimed.

**Case 2.** Now consider the case where (11.4) holds. Without loss we can assume that \( \alpha_1 + \gamma_1 + \alpha_2 = \gamma_2 \). Suppose that \( \lambda_0 \) is a general point in \( H_X \cap \mathcal{H}_{\alpha_1, 0} \). Then if \( \lambda_k = \lambda_0 - k\gamma_1 \), for \( k \geq 1 \) we have \( (\lambda_k + \rho, \alpha_1^\vee) = k \). We use Theorems 11.30 and 11.31. The socle \( S_\eta \) of \( M^X(\lambda) \) satisfies \( S_\eta \subseteq M_2^X(\lambda) \). If \( k > 1 \), then the lattice of submodules of \( M^X(\lambda) \) is as in Figure B.1 with

\[
V_1(\lambda_k) = M^Y(s_1 \cdot \lambda_k), \quad V_2(\lambda_k) = M^Y(s_2 \cdot \lambda_k), \quad \text{and} \quad V_3(\lambda_k) = M^X(s_1 s_2 \cdot \lambda_k), \quad (11.56)
\]

where \( Y = s_1 X = s_2 X \). Thus the composition factors of \( M_1^X(\lambda_k) \) are

\[
L_1(\lambda_k) = L(s_1 \cdot \lambda_k), \quad L_2(\lambda_k) = L(s_2 \cdot \lambda_k) \quad \text{and} \quad L_3(\lambda_k) = L(s_1 s_2 \cdot \lambda_k),
\]

Also \( [L_1(\lambda_k)], [L_2(\lambda_k)], \) and \( [L_3(\lambda_k)] \) generate the same subgroup of the Grothendieck group \( K(O) \) as \( [V_1(\lambda_k)], [V_2(\lambda_k)], \) and \( [V_3(\lambda_k)] \). If \( k = 1 \), then the subgroup of the Grothendieck group \( K(O) \) generated by the composition factors of \( M_1^X(\lambda) \) is the same as that generated by \( \mathcal{H}(\lambda_1 - \gamma_1 - \gamma_2) \) and \( [V_1(\lambda_1)], [V_2(\lambda_1)], [V_3(\lambda_1)] \) (as in (11.56)). Thus the composition factors of \( M_1^X(\lambda_k) \) are

\[
L_1(\lambda_k) = L(s_1 \cdot \lambda_k), \quad L_2(\lambda_k) = L(s_2 \cdot \lambda_k) \quad \text{and} \quad L_3(\lambda_k) = L(s_1 s_2 \cdot \lambda_k),
\]

Also \( [L_1(\lambda_k)], [L_2(\lambda_k)], \) and \( [L_3(\lambda_k)] \). Note that \( [M^X(s_1 s_2 \cdot \lambda_k)] = [L_3(\lambda_k)] \).

In the classical case, the next step is to use the linear independence of certain partition functions [KK79], [Mus12] Theorem 10.2.5. Here we use a generalization of this argument. We have

\[
\sum_{i>0} [M_i(\lambda_k)] = a_k [V_1(\lambda_k)] + b_k [V_2(\lambda_k)] + c_k [V_3(\lambda_k)] + \delta_{k, 1} d [L(\lambda - \gamma_1 - \gamma_2)], \quad (11.57)
\]
for integers $a_k, b_k, c_k, d$. Since $S_1 \subseteq M^X(\lambda_1)$ we have $d \geq 2$. Thus the multiplicity \( m(\alpha_1, k, \eta)^X \) of \( h_{\alpha_1} - k \) in \( \det F^X_\eta \) is

\[
a_k p_Y(\eta - k\alpha_1) + b_k p_Y(\eta - k\alpha_2) + c_k p_X(\eta - k\alpha_1 - k\alpha_2) + \delta_{k,1} d p_{W(\alpha)}(\eta - \gamma_1 - \gamma_2).
\]

Now the multiplicity of \( h_\alpha \) in \( \text{LT} \det F^X_\eta \) is at least \( \sum_{k \geq 1} m(\alpha_1, k, \eta)^X \). We claim that

\[
\sum_{k \geq 1} p_Y(\eta - k\alpha_1) + p_Y(\eta - k\alpha_2) + 2p_{W(\alpha)}(\eta - \gamma_1 - \gamma_2) \geq \sum_{k \geq 1} m(\alpha_1, k, \eta)^X. \quad (11.58)
\]

By (11.11) and (11.14), the multiplicity of \( h_{\alpha_1} \) in the leading term of \( D^X_\eta \) equals the left side of (11.58). Thus the claim follows from Corollary 11.19.

Now if \( \eta = i\alpha_1 \) for \( i \geq 1 \), then \( p_Y(\eta - k\alpha_2) = p_{W(\alpha)}(\eta - \gamma_1 - \gamma_2) = 0 \) for all \( k \geq 1 \). Thus we obtain a system of inequalities

\[
\sum_{k \geq 1} p_Y((i - k)\alpha_1) \geq \sum_{k \geq 1} a_k p_Y((i - k)\alpha_1).
\]

Taking \( i = 1, 2, \ldots \) we have

\[
p_Y(0) \geq a_1 p_Y(0), \quad p_Y(0) + p_Y(\alpha_1) \geq a_2 p_Y(0) + a_1 p_Y(\alpha_1) \text{ etc.}
\]

Since \( |M^X_1(\lambda_k) : L_j(\lambda_k)| > 0 \) for \( j = 1, 2 \), it follows that \( a_k \) and \( b_k \) are positive. We conclude that \( a_k = 1 \) and similarly \( b_k = 1 \) for all \( k \geq 1 \). Since \( |M^X_1(\lambda_k) : L_j(\lambda_k)| = 1 \) and \( S_k \subseteq M^X_2(\lambda_k) \) for all \( k \), we have from (11.57) that \( c_k \geq 0 \) and

\[
2p_{W(\alpha)}(\eta - \gamma_1 - \gamma_2) \geq d p_{W(\alpha)}(\eta - \gamma_1 - \gamma_2) + \sum_{k \geq 1} c_k p_X(\eta - k\alpha_1 - k\alpha_2).
\]

Hence arguing as before, using \( \eta = i(\alpha_1 + \alpha_2) \) for \( i \geq 1 \), we find \( c_k = 0 \) for all \( k \), and \( d = 2 \).

**Case 3.** Suppose next that \( \alpha = \alpha_1 \in \Delta^+_0 \) and (11.4) *does not* hold. We can handle several cases simultaneously by introducing some more notation. First we define the index set \( I \) by

\[
I = \begin{cases} 
\mathbb{Z} & \text{if there is a root } \alpha_2 \text{ such that } \alpha_1^\vee \equiv -\alpha_2^\vee \mod \mathbb{Q}X, \\
\mathbb{N} & \text{if } \alpha \in C^+_X \\
\mathbb{N}\setminus\{0\} & \text{otherwise.}
\end{cases}
\]

Next for \( r \in I \), define \( q_Y(\eta - r\alpha) \) by

\[
q_Y(\eta - r\alpha) = \begin{cases} 
p_Y(\eta - r\alpha_1) & \text{if } r > 0, \\
p_Y(\eta + r\alpha_2) & \text{if } I = \mathbb{Z} \text{ and } r < 0 \\
0 & \text{otherwise.}
\end{cases}
\]

Suppose \( r \in I, r \neq 0 \) and choose a general \( \lambda \in \mathcal{H}_X \) such that \( r = (\lambda + \rho, \alpha_1^\vee) \). Then \( M^X_1(\lambda) \) is simple by Theorem 11.33. Hence by Lemma 11.35, the Jantzen filtration
has the form (11.55) and the multiplicity of \( h_\alpha + \rho(h_\alpha) - r(\alpha, \alpha)/2 \) in \( \det F^X_\eta \) is equal to \( c_r q_Y(\eta - r\alpha) \), for some positive integer \( c_r \). If \( r = 0 \), and \( \alpha \in C_X^+ \), set \( \gamma = \Gamma(\alpha) \) and \( \gamma' = s_\alpha \gamma \). Then by Theorem 11.34, \( M^X_1(\lambda) = K^{X, \alpha}(\lambda) \), is simple, and for some positive integer \( c_0 \), the multiplicity of \( h_\alpha + \rho(h_\alpha) \) in \( \det F^X_\eta \) is equal to
\[
c_0(p_{Z(\alpha)}(\eta - \gamma') - p_{Z(\alpha)}(\eta - \gamma)).
\]

Thus using Corollary 11.19, the multiplicity of \( h_\alpha \) in the leading term of \( \det F^X_\eta \) is at least
\[
c_0(p_{Z(\alpha)}(\eta - \gamma') - p_{Z(\alpha)}(\eta - \gamma)) + \sum_{r \in I, r \neq 0} c_r q_Y(\eta - r\alpha) = |\text{LT } \det F^X_\eta : h_\alpha| \leq |D^X_\eta : h_\alpha|.
\]

On the other hand the multiplicity of \( h_\alpha \) in the leading term of \( D^X_\eta \) is
\[
|D_1 D_3 : h_\alpha| = p_{Z(\alpha)}(\eta - \gamma') - p_{Z(\alpha)}(\eta - \gamma) + \sum_{r \in Z, r \neq 0} q_Y(\eta - r\alpha).
\]

Reasoning as in Case 2, we deduce that \( c_r = 1 \) for all \( r \in I \), \( c_r = 0 \) otherwise. So the multiplicity of \( (h_\alpha + (\rho, \alpha) - r(\alpha, \alpha)/2) \) is as claimed. Taken together, Cases 1-3 show that \( D^X_\eta \) divides \( \det F^X_\eta \). Therefore the result follows from Corollary 11.19. \( \square \)

### 11.8 The Jantzen sum formula.

We have the following analog of the Jantzen sum formula.

**Theorem 11.36.** For all \( \lambda \in \mathcal{H}_X \), we have

\[
\sum_{i > 0} \text{ch } M^X_{i}(\lambda) = \sum_{\alpha \in A(\lambda)} \text{ch } M^{s_\alpha X}(s_\alpha \cdot \lambda) + \sum_{\gamma \in B_X(\lambda)} \text{ch } M^{X, \cup(\gamma)}(\lambda - \gamma) \quad (11.59)
\]

\[
+ \sum_{\alpha \in C_X(\lambda)} \text{ch } K^{X, \alpha}(\lambda) + \sum_{[\alpha] \in E_X(\lambda)} \text{ch } M^{W(\alpha)}(\lambda - \gamma_1 - \gamma_2).
\]

**Proof.** We have

\[
\sum_{i > 0} \text{ch } M^X_{i}(\lambda) = \sum_{i > 0} \sum_{\eta} \dim M^X_{i}(\lambda)^{\lambda - \eta} e^{\lambda - \eta},
\]

and by (11.1),

\[
\sum_{i > 0} \dim M^X_{i}(\lambda)^{\lambda - \eta} = \nu_T(\det F^X_{\eta}(\lambda)).
\]

Now use the factorization of \( \det F^X_{\eta} \) given by Theorem 11.1. For \( \alpha \in \Delta^+_0 \)

\[
\nu_T((h_\alpha + \rho(h_\alpha) - r(\alpha, \alpha)/2)(\lambda)) = \begin{cases} 1 & \text{if } (\lambda + \rho, \alpha^\vee) = r \\ 0 & \text{otherwise.} \end{cases}
\]

and for \( \gamma \in B_X \)
\[ v_T((h_\gamma + \rho(h_\gamma))(\tilde{\lambda})) = \begin{cases} 1 & \text{if } (\lambda + \rho, \gamma) = 0 \\ 0 & \text{otherwise.} \end{cases} \]

We have similar expressions if \( \alpha \in C^+_X \) and \((\alpha_1, \alpha_2) \in E_X\). From this we obtain

\[
v_T(\det F^X_\eta(\tilde{\lambda})) = \sum_{\alpha \in A(\lambda)} p_{s_a X}(\eta - (\lambda + \rho, \alpha^\vee) \alpha) + \sum_{\gamma \in B_X(\lambda)} p_{X \cup \{\gamma\}}(\eta - \gamma).
\]

\[
+ \sum_{\alpha \in C_X(\lambda)} \sum_{\eta}(p_{Z(\alpha)}(\eta - \gamma') - p_{Z(\alpha)}(\eta - \gamma)) \quad (11.62)
\]

\[
+ \sum_{[\alpha] \in E_X(\lambda)} p_{W(\alpha)}(\eta - \gamma_1 - \gamma_2).
\]

We combine Equations (11.60) - (11.62) to conclude

\[
\sum_{i > 0} \text{ch } M_i^X(\lambda) = \sum_{\alpha \in A(\lambda)} \sum_{\nu} p_{s_a X}(\nu) e^{s_a - \lambda - \nu} + \sum_{\alpha \in C_X(\lambda)} \sum_{\eta} (p_X(\eta) - p_{s_a X}(\eta)) e^{\lambda - \eta}
\]

\[
+ \sum_{\gamma \in B_X(\lambda)} \sum_{\nu} p_{X \cup \{\gamma\}}(\nu) e^{\lambda - \gamma - \nu} + \sum_{[\alpha] \in E_X(\lambda)} p_{W(\alpha)}(\eta - \gamma_1 - \gamma_2) e^{\lambda - \eta}
\]

and this easily yields (11.59). \(\square\)
Appendices

A Anti-distinguished Borel subalgebras.

In [Kac77a] Table VI, Kac gave a particular diagram for each contragredient Lie superalgebra that we will call distinguished. The distinguished diagram contains at most one grey node, attached to a simple isotropic root vector. Unless $\mathfrak{g} = \mathfrak{osp}(1,2n)$, $\mathfrak{osp}(2,2n)$, $D(2,1,\alpha)$ or $F(4)$ there is exactly one other diagram with this property. This diagram will be called anti-distinguished. The anti-distinguished diagram for $\mathfrak{gl}(m,n)$ is the same as the distinguished diagram for $\mathfrak{gl}(n,m)$. If $\mathfrak{g} = \mathfrak{osp}(1,2n)$ there is only diagram, and it contains no grey node, while if $\mathfrak{g} = \mathfrak{osp}(2,2n)$ the anti-distinguished diagram contains exactly two grey nodes. If $\mathfrak{g} = F(4)$, then apart from the distinguished diagram, there are two other diagrams with a unique grey node. We call all these diagrams anti-distinguished.

Except in type A, the anti-distinguished diagrams are given in the table below. For $\mathfrak{g} = F(4)$ or $G(3)$ we follow the notation of [FSS00]. In the first two rows, the symbol $\bullet$ represents a node which is either grey or white. Each diagram in these rows has a unique grey vertex. Each anti-distinguished diagram corresponds to one or more Borel subalgebras, which we also call anti-distinguished. The number of such Borels is indicated in the table. For $\mathfrak{g}$ of type A, the grey node in the distinguished (resp. anti-distinguished diagram) corresponds to the simple root $\epsilon_m - \delta_1$ (resp. $\delta_n - \epsilon_1$). The corresponding Borel subalgebras consist of the upper (resp. lower) triangular matrices. If $\mathfrak{g} = D(2,1,\alpha)$ there are three Borel subalgebras that share the same diagram as the distinguished diagram for $\mathfrak{osp}(4,2)$. We arbitrarily declare one of these to be distinguished and another anti-distinguished. Without doing this, some results would not apply to the Lie superalgebra $D(2,1,\alpha)$.

---

16The term distinguished Borel subalgebra was later introduced by Kac to refer to the Borel subalgebras corresponding to these diagrams, [Kac78] Proposition 1.5.

17We remark that there are some omissions in this table. Corrections appear in [FSS00] (and elsewhere).
| algebra          | # Borels | anti-distinguished diagram |
|------------------|----------|---------------------------|
| \( B(m, n) \) \( m > 0 \) | 1        | ![Diagram](image1)       |
| \( C(n) \)      | 1        | ![Diagram](image2)       |
| \( D(m, 1) \)   | 2        | ![Diagram](image3)       |
| \( D(m, n) \) \( m, n > 1 \) | 2        | ![Diagram](image4)       |
| \( F(4) \)      | 1        | ![Diagram](image5)       |
| \( F(4) \)      | 1        | ![Diagram](image6)       |
| \( G(3) \)      | 1        | ![Diagram](image7)       |

**B  Low Dimensional Cases**

This appendix serves two purposes. First it illustrates the general theory developed in the rest of the paper. Secondly and more fundamentally, for the factorization of the Šapovalov determinant for \( gl(m, n) \) we need to know the structure of the modules \( M^X(\lambda) \) in certain generic cases. This is done by a reduction to the cases of \( gl(2, 1) \) and \( gl(2, 2) \).
B.1 The Cases \( \mathfrak{sl}(2,1) \) and \( \mathfrak{gl}(2,1) \).

We suppose that \( \mathfrak{g} = \mathfrak{sl}(2,1) \), though everything we say works with minor modifications for \( \mathfrak{gl}(2,1) \). Let
\[
h = e_{1,1} - e_{2,2}, \quad z = e_{1,1} + e_{2,2} + 2e_{3,3} \quad \text{and} \quad \mathfrak{h} = \text{span} \{h, z\}.
\]

The notation used here is the same as [Mus12] Exercises 10.5.3 and 10.5.4. We use the distinguished set of positive roots \( \Delta^+ = \{\alpha, \beta, \gamma = \alpha + \beta\} \), with \( \alpha \) even and \( \beta \) odd simple roots. We define negative root vectors
\[
e^{-\alpha} = e_{2,1}, \quad e^{-\beta} = e_{3,2}, \quad e^{-\gamma} = e_{3,1}.
\]

The Sapovalov element \( \theta_{\gamma} \) is given by
\[
\theta_{\gamma} = e^{-\beta} e^{-\alpha} + e^{-\gamma} h.
\]

Note that \( \mathfrak{g} \) has three Borel subalgebras whose even part is the standard upper triangular Borel subalgebra of \( \mathfrak{g}_0 \). We label these as \( \mathfrak{b}^{(1)} - \mathfrak{b}^{(3)} \) where \( \mathfrak{b}^{(1)}, \mathfrak{b}^{(2)}, \mathfrak{b}^{(3)} \) respectively have set of simple roots
\[
\{\alpha, \beta\}, \quad \{\gamma, -\beta\}, \quad \{-\gamma, \alpha\}.
\]

We also consider the parabolic subalgebras
\[
\mathfrak{p} = \mathfrak{b}^{(1)} + \mathfrak{b}^{(2)}, \quad \mathfrak{q} = \mathfrak{b}^{(2)} + \mathfrak{b}^{(3)}.
\]

Note that \( \mathfrak{g} = \mathfrak{p} \oplus \mathfrak{m} = \mathfrak{q} \oplus \mathfrak{n} \) where \( \mathfrak{m} \) and \( \mathfrak{n} \) are abelian subalgebras with roots \(-\alpha, -\gamma\) and \(-\alpha, \beta\) respectively. Thus \( U(\mathfrak{m}) = \mathbb{k}[e^{-\alpha}, e^{-\gamma}] \) and \( U(\mathfrak{n}) = \mathbb{k}[e^{-\alpha}, e_{\beta}] \).

If \( \mu \in \mathfrak{h}^* \) defines a one-dimensional \( \mathfrak{p} \)-module, we write \( \text{Ind}_{\mathfrak{n}}^{\mathfrak{p}} \, \mathbb{k}_\mu \) for the induced \( \mathfrak{g} \)-module. Similar notation is used for one-dimensional modules induced from \( \mathfrak{q} \).

The figure below will be used repeatedly when we study the submodule structure of Verma modules and the modules \( M^X(\lambda) \) in certain cases.

\[
\begin{array}{ccc}
M & \downarrow & \\
V_1 + V_2 & \swarrow & \searrow \\
V_1 & & V_2 \\
V_1 \cap V_2 & = & V_3 \\
0 & \uparrow & \\
\end{array}
\]

Figure B.1.
Note that using the notation of the figure, we have in $K(O)$ that

$$[V_1 + V_2] + [V_3] = [V_1] + [V_2]. \quad (B.1)$$

Suppose that $\lambda = \beta + n\gamma$ where $n$ is a non-negative integer. This is the most interesting case, because $\lambda + \rho = n\gamma$ a multiple of the non-simple odd positive root $\gamma$.

**Theorem B.2.** If $\lambda = \beta + n\gamma$ with $n \geq 1$, we have

(a) The lattice submodules of $M = M(\lambda)$ is as in Figure B.1, where $V_i = U(g)v_i$ for

$$v_1 = e^{n}_\alpha v_\lambda, \quad v_2 = e_\gamma e_\beta v_\lambda, \quad \text{and} \quad v_3 = e_\beta v_1 = e^{n-1}_\alpha e_\beta v_2. \quad (B.2)$$

(b) The module $M/V_2$ has character $e^{\lambda+\gamma}p_\gamma$. Thus $M(\gamma)(\lambda) = M/V_2$ is the factor module of $M$ obtained from the specialization process described in Theorem 1.10.

(c) The following are equivalent

(i) $n > 1$
(ii) $V_2 = U(g)\theta_\gamma v_\lambda$.
(iii) $V_2$ is a highest weight module.
(iv) The kernel $N \cap TM(\tilde{\lambda})_B$ of the map from $N = M(\lambda)$ to $M(\lambda)$ in (6.16) equals $TN$.

**Proof.** For the statement about the lattice of submodules see [Mus93] or [Mus12] Exercise 10.5.4. We consider highest weight modules obtained by specialization. Let $\tilde{\lambda} = \lambda + T\gamma$ and consider the $U(g)_B$-module $M(\tilde{\lambda})_B$. We have

$$u := \theta_\gamma v_\tilde{\lambda} = (e_\beta e_\gamma + (T + n - 1)e_\gamma)v_\tilde{\lambda} = (e_\alpha e_\beta + (T + n)e_\gamma)v_\tilde{\lambda}. \quad (B.3)$$

Let $\tilde{v}_\tilde{\lambda}$ be the image of $v_\tilde{\lambda}$ modulo $U(g)_B u$. Since $T + k$ is invertible in $B$ for any $k$, it follows that

$$U(g)_B u = B[e_\gamma, e_\beta]u \quad \text{and} \quad U(g)_B \tilde{v}_\tilde{\lambda} = B[e_\gamma, e_\beta]v_\tilde{\lambda}.$$

Thus if $N = U(g)_A u$ and $N' = U(g)_A \tilde{v}_\tilde{\lambda}$, the proof of Theorem 1.10 shows that for any $n$, $N/TN$ and $N'/TN'$ are highest weight modules with characters $e^{\lambda+\gamma}p_\gamma$ and $e^{\lambda+\gamma}p_\gamma$ respectively.

To prove (b) first note that $e_\beta v_\lambda$ is a highest weight vector for $b^{(2)}$ which generates $M(\lambda)$. However $h_\gamma e_\beta v_\lambda = 0$, so $e_\gamma e_\beta v_\lambda$ generates a proper submodule. It follows easily that

$$V_2 \cong \text{Ind}_q^g k_{\lambda - \beta - \gamma} = U(n)k_{\lambda - \beta - \gamma}, \quad \text{and} \quad M/V_2 \cong \text{Ind}_q^g k_{\lambda - \beta} = U(n)k_{\lambda - \beta}. \quad (B.4)$$
which yields the first statement in (b). The second statement holds since $V_2$ is the unique submodule with this character.

Now we prove (c). Suppose first that $n > 1$. Since $h_\beta v_2 = (1 - n)v_2$ it follows from (B.3) that (ii) and (iii) hold, so $V_2 \cong M^\gamma(\lambda - \gamma)$. Thus $N/TN \cong M^\gamma(\lambda - \gamma)$ embeds in $M(\lambda)$, so $N \cap TM(\tilde{\lambda})_A = TN$.

Now suppose $n = 1$. Then the submodule $V_3$ generated by $\theta_\gamma v_\lambda = v_3$ has character $e^{\beta}p_\beta \neq e^{\lambda - \gamma}p_\gamma$. Since $e_\beta v_2 \neq 0$, $V_2$ is not a highest weight module. We have shown that (ii), (iii) do not hold. Note in addition that by Equation (B.3),

$$e_\gamma v_\chi = Te_\beta e_\gamma v_\chi \in N \cap TM(\tilde{\lambda})_A.$$  

Since $e_\beta e_\gamma v_\chi \notin N$, (iv) does not hold. \qed

Remark B.3. The element $v_2 \in M(\lambda)$ is not a highest weight vector for the distinguished Borel subalgebra. However, compare (B.3),

$$e_\beta v_2 = \theta_\gamma v_\lambda = (e_\beta e_{-\alpha} + (n - 1)e_{-\gamma})v_\lambda = (e_{-\alpha}e_\beta + ne_{-\gamma})v_\lambda. \quad (B.5)$$

Theorem B.4. Suppose that $n = 0$, that is $\lambda = \beta = -\rho$. Then

(d) $M(\lambda)$ has a unique composition series of length 3

$$M(\lambda) \supset V_1 = U(\mathfrak{g})e_{-\beta}v_\lambda \supset V_2 = U(\mathfrak{g})e_{-\alpha}e_{-\beta}v_\lambda \supset 0,$$

and $V_1/V_2$ is isomorphic to the trivial module.

(e) $M(\lambda)/V_1$ and $M(\lambda)/V_2$ have characters $e^{\lambda}p_\beta$ and $e^{\lambda}p_\gamma$ respectively.

(f) The module $M^\gamma(\lambda) = M(\lambda)/V_2$ has a basis consisting of the images of the elements $e^{m}_\alpha v_\lambda$, $e^{m}_{-\alpha}e_{-\gamma}v_\lambda$ with $m \geq 0$ and $e_{-\beta}v_\lambda$.

Proof. First (d) is shown in [Mus93] or [Mus12] Exercise 10.5.4. It is easy to see that $V_1 \cong \text{Ind}_\mathfrak{p}^\mathfrak{g}_\beta \mathfrak{k}_{s_\beta} = U(\mathfrak{m})k_{s_\beta}$, and $M/V_1 \cong \text{Ind}_\mathfrak{p}^\mathfrak{g}_\beta \mathfrak{k}_\lambda = U(\mathfrak{m})k_\lambda$. This gives $\text{ch} M(\lambda)/V_1 = e^{\beta}p_\beta$ so by Lemma 11.14, $\text{ch} M(\lambda)/V_2 = e^{\lambda}p_\gamma$. Finally (f) holds because in the factor module $M^\gamma(\lambda)_A$ of $M(\tilde{\lambda})_A$ we have

$$e^{m+1}_{-\alpha}e_{-\beta}v_\lambda = -Te^{m}_{-\alpha}e_{-\gamma}v_\lambda,$$

so that $M^\gamma(\lambda)_A$ has $A$-basis $e^{m}_{-\alpha}e_{-\gamma}v_\lambda$. \qed

Remarks B.5. (a) Many of the submodules and factor modules of $M(\lambda)$ can be constructed using induced modules and their duals. When $n = 1$ in addition to (B.4), we have $V_3 \cong \text{Ind}_\mathfrak{p}^\mathfrak{g}_\beta \mathfrak{k}_{\lambda_{-\beta}} = U(\mathfrak{m})k_{\lambda_{-\beta}}$ and $V_1 \cong M(s_{\alpha} \cdot \lambda)$.

(b) When $n = 0$ we have $V_1 \cong \text{Ind}_\mathfrak{p}^\mathfrak{g}_\beta \mathfrak{k}_{\lambda_{-\beta}} = U(\mathfrak{m})k_{\lambda_{-\beta}}$ and $M/V_1 \cong \text{Ind}_\mathfrak{p}^\mathfrak{g}_\beta \mathfrak{k}_{s_{\alpha}\lambda} = U(\mathfrak{m})k_{s_{\alpha}\lambda}$ and $V_2 \cong \text{Ind}_\mathfrak{p}^\mathfrak{g}_\beta \mathfrak{k}_{\lambda_{-\beta} - \gamma} = U(\mathfrak{n})k_{\lambda_{-\beta} - \gamma}$.

(c) When $n = 0$, the module $M^\gamma(\lambda) = M(\lambda)/V_2$ has a one dimensional trivial submodule. This shows that unlike the case of Verma modules, the modules $M^\gamma(\lambda)$ need not have a filtration with factors which are Verma modules for $\mathfrak{g}_0$, 106
compare [Mus12] Theorem 10.4.5. This example raises issues for the Jantzen filtration, see Lemma 11.34 and the factor $D_3$ in Theorem 11.1. Finally we note that

$$(M(\lambda)/V_2)^\vee \cong \text{Ind}_\gamma^\delta k_{\lambda-\beta} = U(n)k_{\lambda-\beta}.$$ 

This is not a highest weight module for the standard Borel.

(d) We claim that the complex (5.1) is exact at $M(\lambda)$ iff $n \neq 0,1$. First if $n = 0$, it follows easily from (B.5) that $\text{Im} \psi_{\lambda,\gamma} = V_3$ and $\text{Ker} \psi_{\lambda+\gamma,\gamma} = V_2$. If $n = 1$, then as noted in the proof of Theorem B.2, $\text{Im} \psi_{\lambda,\gamma} = V_3$. We have

$$\psi_{\lambda+\gamma,\gamma}(v_2) = e_{-\gamma}e_{-\beta}(e_{-\beta}e_{-\alpha} + e_{-\gamma})v_{\lambda+\gamma} = 0.$$ 

Thus $V_2 \subset \text{Ker} \psi_{\lambda+\gamma,\gamma}$, and it is not hard to see that equality holds. If $n > 1$, then by Theorems B.2 and that $\text{Im} \psi_{\lambda,\gamma} = V_2 \subset \text{Ker} \psi_{\lambda+\gamma,\gamma}$. Equality must hold since any submodule strictly containing $V_2$ has finite codimension. Similar arguments can be used for the case $\lambda = \beta + n\gamma$ with $n$ negative.

B.2 The Case of $\mathfrak{gl}(2,2)$.

The Jantzen sum formula has some terms which are not Verma modules. This suggests that we look at some more modules. Suppose that $X$ is a set of odd orthogonal roots, and $(\lambda + \rho, \alpha) = 0$ for all $\alpha \in X$. We consider the modules $M^X(\lambda)$ with character $e^{\lambda}p_X$ defined in Section 6. For the remainder of this appendix, let $\mathfrak{g}$ be the Lie superalgebra $\mathfrak{gl}(2,2)$. Then $\mathfrak{g} = n^- \oplus \mathfrak{h} \oplus n$ where $n^-, \mathfrak{h}$ and $n$ are the subalgebras of lower triangular, diagonal and upper triangular matrices. Let

$$e_\alpha = e_{1,2}, \quad e_\beta = e_{2,3}, \quad e_\gamma = e_{3,4},$$

so that the simple roots of $n$ are $\alpha, \beta, \gamma$. Also define

$$e_{\alpha+\beta} = e_{1,3}, \quad e_{\beta+\gamma} = e_{2,4}, \quad e_{\alpha+\beta+\gamma} = e_{1,4}.$$ 

For each positive root $\eta$, let $e_{-\eta}$ be the transpose of $e_\eta$. Let $\mathfrak{h}^*$ have basis $e_1, e_2, \delta_1, \delta_2$ as usual with $(e_i, e_j) = -(\delta_i, \delta_j) = \delta_{i,j}$. The inner product of the roots is given by the table

|   | $\alpha$ | $\beta$ | $\gamma$ |
|---|---------|---------|---------|
| $\alpha$ | 2       | -1      | 0       |
| $\beta$   | -1      | 0       | 1       |
| $\gamma$  | 0       | 1       | -2      |

Let $\mathfrak{h}$ be the Cartan subalgebra with basis

$$h_\alpha = e_{1,1} - e_{2,2}, \quad h_\gamma = e_{4,4} - e_{3,3}, \quad h_\beta = e_{3,3} + e_{2,2}.$$ 

Note that with these definitions $< h_\lambda, h_\mu >= (\lambda, \mu)$ where $<, >$ is the supertrace, so $h_\lambda v_\mu = (\lambda, \mu)v_\mu$. Let

$$\mathfrak{b} = \mathfrak{b}_1 = \begin{bmatrix} * & * & * & * \\ 0 & * & * & * \\ 0 & 0 & * & * \\ 0 & 0 & 0 & * \end{bmatrix}.$$
be the distinguished Borel, and
\[ b_2 = \begin{bmatrix}
  * & * & * & * \\
  0 & * & 0 & * \\
  0 & * & * & * \\
  0 & 0 & 0 & * 
\end{bmatrix}. \]

Note that \( b, b_2 \) are adjacent Borels. We also consider the subalgebras
\[ p = \begin{bmatrix}
  * & * & * & * \\
  0 & * & 0 & * \\
  * & * & * & * \\
  0 & 0 & 0 & * 
\end{bmatrix}, \quad m = \begin{bmatrix}
  0 & 0 & 0 & 0 \\
  * & 0 & * & 0 \\
  0 & 0 & 0 & 0 \\
  * & 0 & * & 0 
\end{bmatrix} \]
and \( q = b_1 + b_2 \). Note that the supertrace, \( \text{Str} \) is given by
\[ \text{Str} = \epsilon_1 + \epsilon_2 - \delta_1 - \delta_2. \]

We think of \( \text{Str} \) as a one dimensional representation of \( g \) with kernel \( \mathfrak{sl}(2,2) \). Let
\[ X = \{ \beta, \alpha + \beta + \gamma \}, \quad Y = \{ \alpha + \beta, \beta + \gamma \}. \] (B.6)

Each of \( X, Y \) is an isotropic set of positive roots, but only \( Y \) is the set of simple roots for some Borel subalgebra. Note that \( s_\beta(X) = s_\gamma(X) = Y \). When \( (\lambda + \rho, \beta) = 0 \), \( \lambda \) defines a one-dimensional \( q \)-module, \( k_{v\lambda} \), and we define \( M_\beta(\lambda) = \text{Ind}_g^q k_{v\lambda} \).

**B.3 Šapovalov Elements.**

Suppose \( \lambda \in \mathfrak{h}^* \) satisfies
\[ h_\alpha v_\lambda = a v_\lambda, \quad h_\beta v_\lambda = 0, \quad h_\gamma v_\lambda = -c v_\lambda \] (B.7)
and
\[ (\lambda, \alpha^\vee) = a, \quad (\lambda, \gamma^\vee) = c. \]
Set \( \sigma = s_\alpha \cdot \lambda, \quad \tau = s_\gamma \cdot \lambda, \quad \nu = s_\alpha s_\gamma \cdot \lambda. \) Then
\[ (\sigma + \rho, \alpha + \beta) = (\tau + \rho, \beta + \gamma) = (\nu + \rho, \alpha + \beta + \gamma) = 0. \]

Also
\[ (\sigma + \rho, \alpha^\vee) = -(a + 1), \quad (\sigma + \rho, \gamma^\vee) = c + 1. \]
\[ (\tau + \rho, \alpha^\vee) = a + 1, \quad (\tau + \rho, \gamma^\vee) = -(c + 1). \]
\[ (\nu + \rho, \alpha^\vee) = -(a + 1), \quad (\nu + \rho, \gamma^\vee) = -(c + 1). \]

First to find the Šapovalov element for the root \( \alpha + \beta \), note that
\[ e_{-\alpha}^{p+1} e_{-\beta} = [e_{-\alpha} e_{-\beta} - p e_{-\alpha - \beta}] e_{-\alpha}^p. \]
Therefore using (3.5) with \( p = (s_\alpha \cdot \lambda + \rho, \alpha^\vee) = -(a + 1) \), we obtain
\[ \theta_{\alpha + \beta}(\sigma) = e_{-\beta} e_{-\alpha} - (a + 2) e_{-\alpha - \beta}. \]
So
\[ \theta_{\alpha+\beta} = e_{-\beta} e_{-\alpha} + e_{-\alpha-\beta} h_\alpha. \]  
(B.8)

Similarly we have
\[ \theta_{\beta+\gamma} = e_{-\beta} e_{-\gamma} + e_{-\beta-\gamma} h_\gamma. \]  
(B.9)

\[ \theta_{\alpha+\beta+\gamma} = e_{-\beta} e_{-\gamma} e_{-\alpha} + e_{-\alpha-\beta} e_{-\alpha-\gamma} h_\alpha + e_{-\beta-\gamma} e_{-\alpha} h_\gamma + e_{-\alpha-\beta-\gamma} h_\alpha h_\gamma. \]  
(B.10)

This gives

**Lemma B.6.** With \( a, c \) as in (B.7) the Sapovalov element for the root \( \alpha + \beta + \gamma \) satisfies
\[ \theta_{\alpha+\beta+\gamma}(\lambda) = e_{-\alpha} e_{-\gamma} e_{-\beta} - (a+1)(c+1) e_{-\alpha-\beta-\gamma} + (a+1) e_{-\gamma} e_{-\alpha} e_{-\beta} - (c+1) e_{-\alpha} e_{-\beta} - \gamma. \]

We will be especially interested in the deformed case with \( a = c \). Note that \((\rho, \alpha V) = (\rho, V) = 1 \) and \((\rho, \alpha + \beta + \gamma) = (\rho, \beta) = 0 \). Thus for \( \lambda \in H_\chi \) we can take \( \lambda = \lambda + T_\rho \). Then when \( a = c \), we have
\[ \theta_{\alpha+\beta+\gamma}(\tilde{\lambda}) = e_{-\alpha} e_{-\gamma} e_{-\beta} - (a+T+1)^2 e_{-\alpha-\beta-\gamma} + (a+T+1) e_{-\gamma} e_{-\alpha} e_{-\beta} - (a+T+1) e_{-\alpha} e_{-\beta} - \gamma. \]

In the deformed setting when \( e_{-\beta} v_\lambda = 0 \), and we can always cancel the factor \( a+T+1 \) in \( M^\beta(\tilde{\lambda})_B \). Hence
\[ \tilde{w} : = [(a + T + 1) e_{-\alpha-\beta-\gamma} - e_{-\gamma} e_{-\alpha} e_{-\beta} + e_{-\alpha} e_{-\beta-\gamma}] v_\lambda. \]  
(B.11)

Next let
\[ f_1 = e_{-\alpha-\beta}, \quad f_2 = e_{-\beta-\gamma}, \quad f_3 = e_{-\alpha-\beta-\gamma}. \]  
(B.12)

The negatives of the weights of these elements are
\[ \sigma_1 = \alpha + \beta, \quad \sigma_2 = \beta + \gamma, \quad \sigma_3 = \alpha + \beta + \gamma. \]

Suppose that \((\lambda + \rho, \beta) = (\lambda + \rho, \alpha + \beta + \gamma) = 0 \), and let \( v_\lambda \) be a highest weight vector in \( M = M^\beta(\lambda) \) or \( M^X(\lambda) \) with weight \( \lambda \). We list some highest weight vectors in \( M \) for various Borel subalgebras. These elements will be used later to analyze the

| \( b^{(1)} \) | \{\( \alpha, \beta, \gamma \)\} |
| \( b^{(2)} \) | \{\( \alpha + \beta, -\beta, \beta + \gamma \)\} |
| \( b^{(3)} \) | \{-\alpha - \beta, \alpha + \beta + \gamma \} |
| \( b^{(4)} \) | \{\( \alpha + \beta, \gamma, -\beta - \gamma \)\} |
| \( b^{(5)} \) | \{-\alpha - \beta, \alpha + \beta + \gamma, -\beta - \gamma \} |
| \( b^{(6)} \) | \{\( \gamma, -\alpha - \beta - \gamma, \alpha \)\} |
structure of the modules $M^\beta(\lambda)$ and $M^X(\lambda)$. Starting from $b^{(1)}$ and $b^{(2)}$ we perform odd reflections, until we arrive at a highest weight vector $v_\kappa$ for $b^{(5)}$. It turns out that $v_\kappa$ is a highest weight vector for $b^{(6)}$ in $M^\beta(\lambda)$, and also a $g$ highest weight vector which maps to zero in $M^X(\lambda)$, see Theorem B.18. Working now only in $M^\beta(\lambda)$ we reverse the process until we return to a highest weight vector $w$ for $b^{(1)}$ and $b^{(2)}$.

The element $w$ arises from a Sapovalov element, see (B.11) and Lemma B.7. The elements in the table below are highest weight vectors for $g_0$ since $b^{(1)}, \ldots, b^{(6)}$ all have the same even part. These elements will be used to study the decomposition $M^\beta(\lambda)$ and $M^X(\lambda)$ as $g_0$-modules.

| Highest weight vector | Borel subalgebra | Weight |
|------------------------|------------------|--------|
| $v_\lambda$            | $b^{(1)}, b^{(2)}$ | $\lambda$ |
| $e_{-\alpha-\beta}v_\lambda$ | $b^{(3)}$ | $\lambda - \sigma_1$ |
| $e_{-\beta-\gamma}v_\lambda$ | $b^{(4)}$ | $\lambda - \sigma_2$ |
| $e_{-\alpha-\beta-\gamma}v_\lambda$ | $b^{(5)}$ | $\lambda - \sigma_1 - \sigma_2$ |
| $v_\kappa = e_{-\alpha-\beta-\gamma}e_{-\beta-\gamma}e_{-\alpha-\beta}v_\lambda$ | $b^{(6)}$ | $\lambda - \sigma_1 - \sigma_2 - \sigma_3$ |
| $x = e_{\alpha+\beta}v_\kappa$ | $b^{(4)}$ | $\lambda - \sigma_2 - \sigma_3$ |
| $y = -e_{\beta+\gamma}v_\kappa$ | $b^{(3)}$ | $\lambda - \sigma_1 - \sigma_3$ |
| $e_{\beta+\gamma}e_{\alpha+\beta}v_\kappa$ | $b^{(2)}$ and $b^{(1)}$ | $\lambda - \sigma_3$, see Lemma B.12 |
| $w$                     | $b^{(1)}, b^{(2)}$ | $\lambda - \sigma_3$ |

### B.5 General Computations in $M^\beta(\lambda)$.

Suppose $\lambda = a(\alpha + \beta + \gamma)$.\(^\text{18}\) At first there is no condition on $a$. We will construct $M^X(\lambda)$ as a factor module of $M^\beta(\lambda)$. Before doing this it will help to introduce some special elements of $M^\beta(\lambda)$. Since $\langle \lambda, \alpha + \beta + \gamma \rangle = \langle \lambda, \beta \rangle = 0$, that is $\langle \lambda, X \rangle = 0$, $\lambda$ defines a one dimensional $g$-module $k v_\lambda$. Now (B.7) becomes

$$h_\alpha v_\lambda = av_\lambda, \quad h_\beta v_\lambda = 0, \quad h_\gamma v_\lambda = -av_\lambda. \quad (B.13)$$

Also we have

$$\langle \lambda, \alpha^\vee \rangle = \langle \lambda, \gamma^\vee \rangle = a.$$

Let $M = M^\beta(\lambda)$ be the induced $g$-module: $M = \text{Ind}_g^b k_{\lambda}$ and

$$v_\kappa = e_{-\alpha-\beta-\gamma}e_{-\beta-\gamma}e_{-\alpha-\beta}v_\lambda. \quad (B.14)$$

The module $M$ has character $e^{\lambda}p_\beta$.

**Lemma B.7.** The element

$$w = [(a + 1)e_{-\alpha-\beta-\gamma} - e_{-\beta-\gamma}e_{-\alpha-\beta} + e_{-\alpha}e_{-\beta-\gamma}]v_\lambda$$

$$= [ae_{-\alpha-\beta-\gamma} - e_{-\beta-\gamma}e_{-\alpha-\beta} + e_{-\beta-\gamma}e_{-\alpha}]v_\lambda$$

$$= [(a - 1)e_{-\alpha-\beta-\gamma} - e_{-\alpha-\beta}e_{-\gamma} + e_{-\beta-\gamma}e_{-\alpha}]v_\lambda \quad (B.15)$$

\(^{18}\) We could consider more generally $\mu = a(\alpha + \beta + \gamma) + b\beta$, but the analysis is very similar. This is because

$$M^Y(\lambda) \otimes \text{Str}^{\otimes c} \cong M^Y(\lambda + c(\alpha + 2\beta + \gamma)).$$
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is a highest weight vector for $\mathfrak{g}$, and
\[ w = [e_{-\alpha} - \gamma(h_\alpha + 1) - e_{-\gamma}e_{-\alpha - \beta} + e_{-\alpha}e_{-\beta - \gamma}]v_\lambda \]

**Proof.** This follows from (B.11) or a direct computation. \qed

Next using (B.13)
\[ x = e_{\alpha + \beta}v_\kappa = e_{-\gamma}e_{-\alpha - \beta} - ae_{-\alpha - \gamma}e_{-\beta - \gamma}v_\lambda, \]
\[ = e_{-\alpha - \beta}e_{-\gamma}e_{-\gamma}v_\lambda - (a - 1)e_{-\alpha - \beta - \gamma}e_{-\beta - \gamma}v_\lambda \] (B.16)
and
\[ y = -e_{\beta + \gamma}v_\kappa = e_{-\alpha}e_{-\alpha - \beta}e_{-\beta - \gamma}v_\lambda + ae_{-\alpha - \beta - \gamma}e_{-\beta - \gamma}v_\lambda \]
\[ = e_{-\alpha - \beta}e_{-\beta - \gamma}e_{-\alpha} + (a - 1)e_{-\alpha - \beta - \gamma}e_{-\beta - \gamma}v_\lambda. \] (B.17)

**Remark B.8.** In the deformed case, when $a = 0$ and $(T\xi, \alpha') = T$, we obtain from (B.11) that modulo $U(\mathfrak{g})B\theta_{\alpha + \beta + \gamma}v_\lambda$,
\[ Te_{-\alpha - \beta - \gamma}v_\lambda \equiv [e_{-\gamma}e_{-\alpha - \beta} - e_{-\beta - \gamma}e_{-\alpha}]v_\lambda \] (B.18)
\[ \equiv [e_{-\alpha - \beta}e_{-\gamma} - e_{-\alpha}e_{-\beta - \gamma}]v_\lambda \]

Equivalently
\[ (T + 1)e_{-\alpha - \beta - \gamma}v_\lambda \equiv [e_{-\alpha}e_{-\beta - \gamma} - e_{-\beta - \gamma}e_{-\alpha}]v_\lambda \] (B.19)

Similarly when $a = 0$ we obtain from (B.16) and (B.17) that
\[ e_{-\gamma}e_{-\alpha - \beta}e_{-\beta - \gamma}v_\lambda \equiv Te_{-\alpha - \beta - \gamma}e_{-\beta - \gamma}v_\lambda \] (B.20)
and
\[ e_{-\alpha}e_{-\beta - \gamma}e_{-\alpha - \beta}v_\lambda \equiv Te_{-\alpha - \beta - \gamma}e_{-\alpha - \beta - \gamma}v_\lambda \] (B.21)

For a generalization of (B.19) see (9.40). These congruences are important when we compare the determinants of the two bilinear forms $F^X_\eta$ and $G^X_\eta$ in Subsection 11.2. (Note that we can obtain (B.20) and (B.21) by multiplying (B.18) by $e_{-\beta - \gamma}$ and $e_{-\alpha - \beta}$ respectively.)

**Lemma B.9.** We have
\[ e_{-\alpha - \beta}w = y \] (B.22)
\[ e_{-\beta - \gamma}w = x \] (B.23)
\[ e_{-\alpha - \beta}x = \pm(a - 1)v_\kappa \] (B.24)
\[ e_{-\beta - \gamma}y = \pm(a - 1)v_\kappa. \] (B.25)

Therefore if $a \neq 1$, $v_\kappa \in U(\mathfrak{g})w$. 

**Proof.** To prove (B.22) note that by (B.15) and (B.17),
\[ e_{-\alpha - \beta}w = f_1[(1 - a)f_3 + f_2e_{-\alpha}]v_\lambda = y. \]
The proof of (B.23) is similar. The proofs of (B.24) and (B.25) are easier. When (B.16) is multiplied by $e_{-\alpha - \beta}$ one of the terms becomes zero and the other a multiple of $v_\kappa$, giving (B.24). The last statement follows immediately. \qed
Corollary B.10. For any \( a \) we have \( x, y \in U(g)w \cap U(g)v_\kappa \).

Proof. This follows from (B.16), (B.17), (B.22) and (B.23).

Next set
\[
z = e_{-\gamma}f_3f_1v_\lambda - e_{-\alpha}f_3f_2v_\lambda.
\]

(B.26)

Lemma B.11. We have

(a) \( e_\beta v_\kappa = \pm z \).

(b) \( e_\alpha z = \pm x, \ e_\gamma z = \pm y \).

(c) \( e_\beta z = 0 \).

(d) \( e_{-\beta}e_{-\alpha}v_\lambda = f_1v_\lambda \), and \( e_{-\beta}e_{-\gamma}v_\lambda = -f_2v_\lambda \)

Proof. For (a) we note that
\[
e_{\beta}v_\kappa = \pm f_3[e_\beta, f_1f_2]v_\lambda = \pm f_3(e_{-\alpha}f_2 - e_{-\gamma}f_1)v_\lambda = \pm z.
\]

Then (c) follows from (a), (b) is an easy verification, and (d) follows since \( e_{-\beta}v_\lambda = 0 \).

Lemma B.12.

\[e_{\beta+\gamma}x = (1 - a)w.\]  
  (B.27)

Proof. First note that
\[
e_{\beta+\gamma}e_{-\alpha-\beta}e_{-\beta-\gamma}v_\lambda = -e_{-\alpha-\beta}h_{\beta+\gamma}v_\lambda = ae_{-\alpha-\beta}v_\lambda.
\]

Therefore
\[
e_{\beta+\gamma}e_{-\gamma}e_{-\alpha-\beta}e_{-\beta-\gamma}v_\lambda = (e_{-\gamma}e_{\beta+\gamma} + e_\beta)e_{-\alpha-\beta}e_{-\beta-\gamma}v_\lambda.
\]
\[
= [(a - 1)e_{-\gamma}e_{-\alpha-\beta} + e_{-\alpha}e_{-\beta-\gamma} + e_{-\alpha-\beta-\gamma}]v_\lambda.
\]

and
\[
e_{\beta+\gamma}e_{-\alpha-\beta}e_{-\beta-\gamma}v_\lambda = [ae_{-\alpha-\beta-\gamma} + e_{-\alpha}e_{-\beta-\gamma}]v_\lambda \quad \text{using (B.13)}.
\]

Combining these equations gives
\[
e_{\beta+\gamma}x = e_{\beta+\gamma}e_{\alpha+\beta}e_{-\alpha-\beta-\gamma}e_{-\alpha-\beta}e_{-\beta-\gamma}v_\lambda
\]
\[
= [(a - 1)e_{-\gamma}e_{-\alpha-\beta} + e_{-\alpha}e_{-\beta-\gamma} + e_{-\alpha-\beta-\gamma}]v_\lambda
\]
\[
- a[ae_{-\alpha-\beta-\gamma} + e_{-\alpha}e_{-\beta-\gamma}]v_\lambda
\]
\[
= [(1 - a^2)e_{-\alpha-\beta-\gamma} + (a - 1)e_{-\gamma}e_{-\alpha-\beta} + (1 - a)e_{-\alpha}e_{-\beta-\gamma}]v_\lambda.
\]
\[
= (1 - a)w.
\]
Corollary B.13. $e_{\alpha+\beta}y = (a-1)w$.

Proof. Immediate from (B.16), (B.17) and Lemma B.12. 

Corollary B.14. If $a \neq -1$, then

$$U(\mathfrak{g}_0)w \oplus U(\mathfrak{g}_0)f_1v_\lambda \oplus U(\mathfrak{g}_0)f_2v_\lambda = U(\mathfrak{g}_0)f_3v_\lambda \oplus U(\mathfrak{g}_0)f_1v_\lambda \oplus U(\mathfrak{g}_0)f_2v_\lambda.$$  

The LHS is a direct sum of $U(\mathfrak{g}_0)$ highest weight modules.

Proof. By Lemma B.7, $w = [(a+1)f_3 - e_{-\gamma}f_1 + e_{-\alpha}f_2]v_\lambda$ and this gives the first statement. The second follows from Subsection B.4.

Corollary B.15. If $a \neq 1$ then $w, x, y$ and $v_\kappa$ all generate the same submodule of $M(a)$.

Proof. This follows from Lemmas B.9, B.12, (B.16) and (B.17).

Lemma B.16. Suppose that $a \neq 0$. Then we have

(a)  
$$U(\mathfrak{g}_0)f_2f_1v_\lambda \oplus U(\mathfrak{g}_0)x = U(\mathfrak{g}_0)f_2f_1v_\lambda \oplus U(\mathfrak{g}_0)f_3f_2v_\lambda;$$

(b)  
$$U(\mathfrak{g}_0)f_2f_1v_\lambda \oplus U(\mathfrak{g}_0)y = U(\mathfrak{g}_0)f_2f_1v_\lambda \oplus U(\mathfrak{g}_0)f_3f_1v_\lambda.$$

(c) The left sides are direct sums of $\mathfrak{g}_0$ highest weight modules.

Proof. (a) follows immediately from (B.23), and (b) is proved in a similar way. Note that $x, y$ are $\mathfrak{g}_0$ highest weight vectors since they appear in the second table in Subsection B.4.

Lemma B.17. If $a = 1$, then $e_{\beta}v_\kappa$ is a non-zero multiple of $e_{-\alpha}e_{-\gamma}e_{-\beta}w$.

Proof. Note that

$$v_\kappa = e_{-(\alpha+\beta+\gamma)}e_{-(\gamma+\beta)}e_{-(\alpha+\beta)}v_\lambda.$$  

An easy computation shows that $e_{\beta}v_\kappa$ is a non-zero multiple of $e_{-\alpha-\beta-\gamma}w$. If $a = 1$ then $w$ has weight zero as a weight vector for $\mathfrak{sl}(2) \times \mathfrak{sl}(2)$. Hence $e_{-\alpha}w = e_{-\gamma}w = 0$. Another computation shows that $e_{-\alpha}e_{-\gamma}e_{-\beta}w$ is also a non-zero multiple of $e_{-\alpha-\beta-\gamma}w$. 

For the convenience of the reader, we record that the elements $v_\kappa, w, x, y, z$ are defined in this Section in Equations (B.14), (B.15), (B.16), (B.17), (B.26) respectively. All these elements except for $z$ are $\mathfrak{g}_0$ highest weight vectors that also appear in the table at the end of Section B.4. For the elements $f_1, f_2, f_3$ see (B.12).
B.6 \( M^X(\lambda) \) as a factor module of \( M^\beta(\lambda) \).

We assume throughout this section that \( \lambda \in \mathcal{H}_X \), and \( (\lambda, \alpha^\vee) = a \). Let \( N = N^X(\lambda) \) be the kernel of the natural map from \( M^\beta(\lambda) \) onto \( M^X(\lambda) \), and let \( N^X(\lambda) \) be the submodule of \( M^\beta(\lambda) \) generated by \( w \) and \( v_\kappa \). The goal of this section is to show that \( N^X(\lambda) = N^X(\lambda) \).

**Theorem B.18.** The submodule \( N^X(\lambda) \) of \( M^\beta(\lambda) \) is equal to \( N^X(\lambda) \), and we have \( x, y \in N^X(\lambda) \). Furthermore \( N^X(\lambda) \) is a highest weight module iff \( a \neq 1 \).

**Proof.** Recall the element \( \tilde{w} \in U(\mathfrak{g})B_\alpha + \beta + \gamma v_\lambda \) from (B.11). After setting \( T = 0 \), \( \tilde{w} \) specializes to \( w \) as in (B.14). Hence \( w \in N^X(\lambda) \). By (B.22) and (B.23) \( x, y, w \in N^X(\lambda) \), and if \( a \neq 1 \) we have \( v_\kappa \in N^X(\lambda) \) by (B.24) or (B.25), so by Lemma B.7 \( N^X(\lambda) \) is a highest weight module generated by \( w \). Now suppose that \( a = 1 \). Then

\[
e^{-\alpha - \beta} e_{-\beta - \gamma} \tilde{w} = \pm T v_\kappa \in U(\mathfrak{g})B_\alpha + \beta + \gamma v_\lambda.
\]

Hence \( v_\kappa \in U(\mathfrak{g})B_\alpha + \beta + \gamma v_\lambda \), so \( N^X(\lambda) \subseteq N^X(\lambda) \). To complete the proof it suffices to show that the factor module \( M^\beta(\lambda)/N^X(\lambda) \) has character \( e^\lambda p_X \). This is done in Theorems B.19, B.20 and B.21.

For the remainder of this section we fix \( \lambda \in \mathcal{H}_X \) and suppose \( a \) is as in (B.13).

**Theorem B.19.** Suppose \( a \neq 0, -1 \) then

(a) \( M^\beta(\lambda) \) is a direct sum of 8 Verma for \( \mathfrak{g}_0 \). The highest weight vectors are

\[
v_\lambda, f_1 v_\lambda, f_2 v_\lambda, f_2 f_1 v_\lambda, v_\kappa, f_3 f_2 f_1 v_\lambda, x, y, w.
\]

(b) The factor module \( M^\beta(\lambda)/N^X(\lambda) \) is the direct sum of the 4 Verma for \( \mathfrak{g}_0 \) with highest weight vectors

\[
v_\lambda, f_1 v_\lambda, f_2 v_\lambda, f_2 f_1 v_\lambda.
\]

(c) We have \( \text{ch} N^X(\lambda) = e^\lambda - \sigma_3 p_X \) and \( \text{ch} M^\beta(\lambda)/N^X(\lambda) = e^\lambda p_X \). Thus \( N^X(\lambda) = N^X(\lambda) \).

**Proof.** (a) is immediate from Corollary B.14 and Lemma B.16. For (b) note that \( N^X(\lambda) = U(\mathfrak{g})w \) contains the \( U(\mathfrak{g}_0) \) highest weight vectors \( x, y, w \) by Lemma B.9. The statement follows since \( w \) is a highest weight vector for \( \mathfrak{g} \). Finally (c) is a computation based on (b).

B.6.1 The case \( a = 0 \).

**Theorem B.20.** For the case \( a = 0 \), we have as \( \mathfrak{g}_0 \)-modules

(a) \( M^\beta(\lambda) = U(\mathfrak{g}_0)v_\lambda \oplus U(\mathfrak{g}_0)f_1 v_\lambda \oplus U(\mathfrak{g}_0)f_2 v_\lambda \oplus U(\mathfrak{g}_0)w \oplus U(\mathfrak{g}_0)v_\kappa \oplus I \)

where \( I \) is an indecomposable with Verma socle \( U(\mathfrak{g}_0)f_1 f_2 v_\lambda \) and highest weight vectors \( f_1 f_3 v_\lambda \) and \( f_2 f_3 v_\lambda \) in the top.
(b) We have
\[ N^X(\lambda) = U(\mathfrak{g}_0)w \oplus U(\mathfrak{g}_0)v_\kappa \oplus J \]
where \( J \) is an indecomposable \( U(\mathfrak{g}_0) \)-module containing \( J' = (U(\mathfrak{g}_0)x+U(\mathfrak{g}_0)y) \) and with \( J/J' = U(\mathfrak{g}_0)z \), a Verma module with highest weight \( \lambda - 2(\alpha + \beta + \gamma) \).

(c) The character of \( N^X(\lambda) \) is
\[ e^{\lambda - \sigma_3}(1 + e^{-\alpha - \beta})(1 + e^{-\beta - \gamma}) \prod_{\sigma \in \Delta_0^+} (1 - e^{-\sigma}) = e^{\lambda - \sigma_3}p_X. \]

Thus \( N^X(\lambda) = N^X(\lambda) \).

Proof. (a) Note that
\[ e_\gamma f_3 f_2 v_\lambda = f_1 f_2 v_\lambda \quad \text{and} \quad e_\alpha f_3 f_1 v_\lambda = \pm f_1 f_2 v_\lambda. \] (B.30)

For example the first equation holds since \( e_{-\beta} v_\lambda = 0 \), and
\[ [e_\gamma, e_{-\alpha - \beta - \gamma} e_{-\beta - \gamma}] = e_{-\alpha - \beta} e_{-\beta - \gamma} - e_{-\alpha - \beta - \gamma} e_{-\beta}. \]

In addition it is easy to see that
\[ e_\alpha f_3 f_2 v_\lambda = e_\gamma f_3 f_1 v_\lambda = 0. \]

Now the first five summands in the expression for \( M^\beta(\lambda) \) are generated by \( \mathfrak{g}_0 \)-highest weight vectors, and their sum \( K \) is direct. Thus \( M^\beta(\lambda)/K \) has the same character as the direct sum of \( \mathfrak{g}_0 \) Vermas with highest weights \( \lambda - \sigma_1 - \sigma_2, \lambda - \sigma_1 - \sigma_3 \) and \( \lambda - 2\sigma_3 \). The claim follows.

(b) By Lemmas B.9 and Lemma B.11 (a) all summands on the right side are contained in the left. Also the sum is direct by comparing weights. (Note that the weights of \( v_\kappa \) involve \( \beta \) three times, \( x, y, z \) twice and \( w \) only once). Lemma B.11 also implies that \( z \) is a highest weight vector mod \( J' \). The weight of \( z \) is antidominant, so \( z \) generates a \( \mathfrak{g}_0 \) simple Verma module.

(c) If \( a = 0 \), then
\[ x = e_{-\gamma} e_{-\alpha - \beta} e_{-\beta - \gamma} v_\lambda, \]
and
\[ y = \pm e_{-\alpha} e_{-\alpha - \beta} e_{-\beta - \gamma} v_\lambda. \]

Hence \( U(\mathfrak{g}_0)x \cap U(\mathfrak{g}_0)y = U(\mathfrak{g}_0)e_{-\alpha} e_{-\gamma} f_1 f_2 v_\lambda. \) Therefore \( U(\mathfrak{g}_0)x + U(\mathfrak{g}_0)y \) has character
\[ e^{\lambda - \sigma_3}(e^{-\sigma_1} + e^{-\sigma_2} - e^{-\sigma_1}) \prod_{\sigma \in \Delta_0^+} (1 - e^{-\sigma}). \] (B.31)

The result follows since \( z \) has weight \( \lambda - 2\sigma_3 \), \( v_\kappa \) has weight \( \lambda - \sigma_1 - \sigma_2 - \sigma_3 \), and \( w \) has weight \( \lambda - \sigma_3 \). \( \square \)
When \( a = 0 \) the elements \( z, x, y \) from Subsection B.5 can be written as follows.

\[
z = e^{-\gamma}f_3f_1v_\lambda - e^{-\alpha}f_3f_2v_\lambda, \quad x = e^{-\gamma}f_1f_2v_\lambda, \quad y = \pm e^{-\alpha}f_1f_2v_\lambda.
\] (B.32)

It follows that \( J \subset I \) in Theorem B.20. Also

\[
e^{-\gamma}y = \pm e^{-\alpha}x
\]

The table below gives a complete list of \( g_0 \)-singular vectors in \( M/N \). In order to show the Weyl group symmetry, for each \( g_0 \)-singular vector we list the shifted weight (i.e. the \( \rho \)-shifted weight) of \( s \) as the ordered pair

\[
((\text{wt } s + \rho, \alpha^\vee), (\text{wt } s + \rho, \gamma^\vee))
\] (B.33)

This makes evident the singular vectors with the same central character.

| \( g_0 \)-singular vector \( s \) | shifted weight of \( s \) |
|---|---|
| \( v_\lambda \) | \( (1,1) \) |
| \( f_1f_2v_\lambda \) | \( (-1,-1) \) |
| \( f_3v_\lambda \) | \( (0,0) \) |
| \( f_1v_\lambda \) | \( (0,2) \) |
| \( f_2v_\lambda \) | \( (2,0) \) |
| \( f_1f_2f_3v_\lambda \) | \( (0,0) \) |
| \( f_1f_3v_\lambda \) | \( (-1,1) \) |
| \( f_2f_3v_\lambda \) | \( (1,-1) \) |
| \( x \) | \( (1,-1) \) |
| \( y \) | \( (-1,1) \) |
| \( z \) | \( (-1,-1) \) |
| \( v_\kappa \) | \( (0,0) \) |

The highest weight vectors of the Verma composition factors of \( I \) and their weights for \( [g_0, g_0] \cong sl(2) \times sl(2) \) are displayed in the diagram below, see (B.30). We write \( f_1f_2 \) in place of \( f_1f_2v_\lambda \) etc.

\[
\begin{array}{ccc}
f_1f_3 & (-1,1) & f_2f_3 \quad (1,-1) \\
\downarrow & f_1f_2 \quad (1,1) & \\
f_1f_2 \quad (1,1) & \\
\end{array}
\]

The weights of the elements \( x, y, z \in J \) are displayed in the diagram below. We note that as a \( g_0 \)-module, \( J \) does not have a Verma flag see (B.31), and also Corollary B.26.

\[
\begin{array}{ccc}
z \quad (-1,-1) & x \quad (1,-1) & y \quad (-1,1) \\
\end{array}
\]
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B.6.2 The case \(a = -1\).

When \(a = -1\), \((\lambda + \rho, \alpha^\vee) = 0\), and as we shall see \(M^X(\lambda)\) is simple.

**Theorem B.21.** For the case \(a = -1\), we have as \(g_0\)-modules

(a) \(M^\beta(\lambda) = U(g_0)v_\lambda \oplus U(g_0)x \oplus U(g_0)y \oplus U(g_0)f_2f_1v_\lambda \oplus U(g_0)v_\kappa \oplus I\)

where \(I\) is an indecomposable having Verma socle \(V = U(g_0)f_1v_\lambda + U(g_0)f_2v_\lambda\) and such that the image of \(f_3v_\lambda\) is a highest weight vector which generates the \(g_0\)-Verma module \(I/V\).

(b) We have

\[N^X(\lambda) = U(g_0)x \oplus U(g_0)y \oplus U(g_0)w \oplus U(g_0)v_\kappa, \quad (B.34)\]

where \(U(g_0)w \subset V\).

(c) The character of \(N^X(\lambda)\) is

\[e^{\lambda - \sigma_3}(1 + e^{-\alpha - \beta})(1 + e^{-\beta - \gamma})/ \prod_{\sigma \in \Delta_0^+} (1 - e^{-\sigma}) = e^{\lambda - \sigma_3}p_X.\]

Hence \(N^X(\lambda) = N^X(\lambda)\).

(d) Set \(M = M^\beta(\lambda), N = N^X(\lambda), u_1 = e_{-\gamma}f_1v_\lambda\) and \(u_2 = e_{-\alpha}f_2v_\lambda\). Then as a \(g_0\)-module

\[M/N = [U(g_0)v_\lambda \oplus U(g_0)f_2f_1v_\lambda \oplus J],\]

where \(J\) is an indecomposable with socle \(J_1 = U(g_0)u_1 = U(g_0)u_2\), and unique maximal submodule \(J_2 = U(g_0)f_1v_\lambda + U(g_0)f_2v_\lambda\). The quotient \(J_2/J_1\) is the direct sum of two highest weight modules with weights \((-2, 0)\) and \((0, -2)\). The second (resp. first) copy of \(\mathfrak{sl}(2)\) acts trivially on the first (resp. second) module.

**Proof.** (a) For the structure of \(I\), note that \(e_{-\alpha}f_3v_\lambda = -f_2v_\lambda\) and \(e_{-\alpha}f_3v_\lambda = f_1v_\lambda\) by an easy calculation. For the other terms use Lemma B.16.

(b) Equation (B.34) follows easily from Lemma B.9. By Lemma B.7,

\[w = (e_{-\alpha}e_{-\beta - \gamma} - e_{-\gamma}e_{-\alpha - \beta})v_\lambda = (e_{-\alpha}f_2 - e_{-\gamma}f_1)v_\lambda = u_2 - u_1 \in V\]

is a highest weight vector for \(g\), and by Lemma B.9, \(N^X(\lambda) = U(g)w\). Finally (c) and (d) follow from (b).

The table below gives a complete list of \(g_0\)-singular vectors in \(M/N\). The weights are shifted as in (B.33).

| \(g_0\)-singular vector \(s\) | shifted weight of \(s\) |
|-------------------------------|------------------------|
| \(v_\lambda\)                | \((0, 0)\)              |
| \(f_1f_2v_\lambda\)          | \((0, 0)\)              |
| \(f_3v_\lambda\)             | \((-1, -1)\)            |
| \(u = e_{-\alpha}f_2v_\lambda = e_{-\gamma}f_1v_\lambda\) | \((-1, -1)\) |
| \(f_1v_\lambda\)             | \((-1, 1)\)             |
| \(f_2v_\lambda\)             | \((1, -1)\)             |
**Theorem B.22.** The module $M^X(\lambda) = M/N$ is simple.

**Proof.** It suffices to show that no linear combination of the singular vectors (other than $v_\lambda$) in the table is a highest weight vector. We have $e_\beta u = e_{-\alpha} e_{-\gamma} v_\lambda$, as noted in the proof of Theorem B.21. Since $e_\beta$ commutes with $f_3$, it follows that $e_\beta f_3 v_\lambda = 0$. However $f_3$ is not a $g_0$ highest weight vector.

For the rest of the proof we show that no linear combination, other than $v_\lambda$ is killed by $e_\beta$.

We have $[e_\beta, f_1 f_2] = e_{-\alpha} f_2 - f_1 e_{-\gamma}$, and it follows that $e_\beta f_1 f_2 v_\lambda = (2u - f_3)v_\lambda \neq 0$. So there is no highest weight vector with weight $(-1, -1)$.

Finally we have $[e_\beta, f_1] v_\lambda = e_{-\alpha} v_\lambda \neq 0$, and $[e_\beta, f_2] v_\lambda = e_{-\gamma} v_\lambda \neq 0$.  

---

### B.7 The Maximal Finite Quotient.

Let $n = a + 1 > 0$, and suppose $(\lambda + \rho, \alpha^\vee) = n$. Then $M^X(\lambda)/(U(g)e_{-\alpha}v_\lambda)$ is $\alpha$-finite. If also $(\lambda + \rho, \gamma^\vee) = n$, then $M^X(\lambda)/(U(g)e_{-\alpha}v_\lambda + U(g)e_{-\gamma}v_\lambda)$ is finite (dimensional). Now the maximal finite quotient of $M(\lambda)$ is the Kac module $K(\lambda)$. We use known results on the structure of $K(\lambda)$ to determine the maximal finite quotient of $M^X(\lambda)$. From [SZ12], the Jantzen filtration on $K(\lambda)$ is the unique Loewy filtration, and hence coincides with both the socle and radical series of $K(\lambda)$. For $g = gl(2, 2)$, this filtration takes the form

$$K(\lambda) = K^0(\lambda) \supset K^1(\lambda) \supset K^2(\lambda) \supset K^3(\lambda) = 0.$$  

Setting $K_i(\lambda) = K^i(\lambda)/K^{i+1}(\lambda)$ we have $K_0(\lambda) = L(\lambda)$. Concerning $K_1(\lambda)$ and $K_2(\lambda)$ there are three cases.

(a) If $n > 2$, then

$$K_1(\lambda) = L(\lambda - \beta) \oplus L(\lambda - \alpha - \beta - \gamma), \quad K_2(\lambda) = L(\lambda - \alpha - 2\beta - \gamma).$$  

(b) If $n = 2$, then

$$K_1(\lambda) = L(\lambda - \beta) \oplus L(\lambda - \alpha - \beta - \gamma) \oplus L(\lambda - 2\alpha - 3\beta - 2\gamma),$$  

and $K_2(\lambda)$ is as in case (a). However $K(\lambda)$ does not contain a highest weight vector of weight $\lambda - 2\alpha - 3\beta - 2\gamma$.

(c) If $n = 1$, then

$$K_1(\lambda) = L(\lambda - \beta), \quad K_2(\lambda) = L(\lambda - 2(\alpha + \beta + \gamma)).$$  

These facts can also be deduced from [MS11]. Until Theorem B.23, $v_\lambda$ will denote the highest weight vector in $K(\lambda)$. To describe the highest weight and singular
vectors in $K(\lambda)$, recall the element $v_\kappa$ from (B.14), now regarded as an element of $K(\lambda)$ and consider the following products, (which are zero in some cases)

$$v_1 = e^{-\beta}v_\lambda, \quad v_2 = \theta_{\alpha+\beta+\gamma}v_\lambda, \quad v_3 = \theta_{\alpha+\beta+\gamma}e^{-\beta}v_\lambda, \quad v_4 = f_1f_2f_3e^{-\beta}v_\lambda.$$ 

Then we have

(a) In case (a), $v_1, v_2$ are highest weight vectors which together generate $K^1(\lambda)$, and $v_3$ is a highest weight vector which generates $K^2(\lambda)$.

(b) In case (b), $v_1, v_2$ are highest weight vectors and $v_\kappa$ is a highest weight vector mod $K^2(\lambda)$, see Lemma B.17. Together these elements generate $K^1(\lambda)$. Also $v_3$ is a highest weight vector which generates $K^2(\lambda)$.

(c) In case (c), $v_1$ is a highest weight vector which generates $K^1(\lambda)$, and $v_4$ is a highest weight vector which generates $K^2(\lambda)$. Note that $\lambda - \alpha - \beta - \gamma$ is not dominant in this case.

For convenience we record the dimensions of the finite dimensional irreducible $g$-modules. The same recursive method can be used to give an explicit expression for their characters, see also (B.39). First note that if $\lambda, \mu \in H_X$ and $(\lambda + \rho, \alpha^\vee) = (\mu + \rho, \alpha^\vee) = n$, then $L(\lambda)$ is isomorphic to a tensor product of $L(\mu)$ with a one dimensional module. Hence $b_n = \dim L(\lambda)$ depends only on $n$. Also $\dim K(\lambda) = 16n^2$. Now if $n = 1$, then $L(\lambda)$ is trivial as a $[g_0,g_0]$-module, and so $b_1 = 1$. Then from (a)-(c) above we have

$$16 = 2b_1 + b_2$$
$$64 = 2b_1 + 2b_2 + b_3$$
$$16n^2 = b_{n-1} + 2b_n + b_{n+1} \text{ for } n \geq 3.$$

Solving these equations we see that

$$b_n = 4n^2 - 2 \text{ for } n \geq 2.$$ (B.35)

The next result supports Conjecture 1.12.

**Theorem B.23.** If $\lambda \in H_X$ is dominant, the maximal finite quotient of $M^X(\lambda)$ is simple. Thus the maximal submodule of $M^X(\lambda)$ is $U(g)e^\alpha v_\lambda + U(g)e^{-\gamma}v_\lambda$.

**Proof.** This is shown by an analysis of cases (a)-(c) above. 

Theorem B.23 is perhaps surprising since for any $\lambda \in H_X$ we have in $K(\mathcal{O})$

$$[M(\lambda)] = [M^X(\lambda)] + [M^X(\lambda - \alpha - \beta - \gamma)] + [M^X(\lambda - \beta)] + [M^X(\lambda - \alpha - 2\beta - \gamma)].$$ (B.36)

In fact $M^X(\lambda)$ has a filtration with factors having the same characters as the modules on the right of this equation. Thus since a Kac module $K(\lambda)$ can have 3, 4 or 5 composition factors, it is worth observing what happens to these composition factors relative to this filtration. First we note that $M(\lambda)$ has a submodule $M^\beta(\lambda - \beta)$ with
factor module \( M^\beta(\lambda) \). The first (resp. last) pair of summands on the right side of (B.36) appear in a filtration of \( M^\beta(\lambda) \) (resp. \( M^\beta(\lambda - \beta) \)). The most interesting case is (b) since if \( n = 2 \), the Kac module \( K(\lambda) \) has greatest length. Here \( v_1 \) and \( v_3 \) map to zero in \( M^\beta(\lambda) \) and \( v_2, v_\kappa \in N^X(\lambda) \). Thus the only composition factor of the Kac module that survives in \( M^X(\lambda) \) is \( L(\lambda) \), and \( N^X(\lambda) \) is not a highest weight module. The analysis of cases (a) and (c) is straightforward once it is noted that in case (a), the weight \( \lambda - \alpha - \beta - \gamma \) is not dominant.

**B.8 On the structure of \( M^X(\lambda) \).**

**Theorem B.24.** The module \( M^X(a) \) is simple unless \( a \in \mathbb{N} \).

**Proof.** We assume that \( a \neq -1 \), since that case has just been covered. Then if \( a \) is not a non-negative integer, then none of the vectors in (B.29) are dominant. Thus \( M^X(\lambda) \) is a direct sum of simple \( g_0 \)-modules. The result now follows from easy calculations. For example, since \( h_\alpha v_\lambda = av_\lambda \), \( f_1 v_\lambda \) does not generate a proper submodule. \( \square \)

**Theorem B.25.** If \( (\lambda + \rho, \alpha^\vee) = n > 1 \), then

(a) The socle \( S \) of \( M^X(\lambda) \) is \( M^X(s_\alpha s_\gamma \cdot \lambda) \).

(b) We have

\[
U(\mathfrak{g}) e^n_{-\alpha} v_\lambda \cong M^Y(s_\alpha \cdot \lambda), \quad U(\mathfrak{g}) e^n_{-\gamma} v_\lambda \cong M^Y(s_\gamma \cdot \lambda)
\]

and

\[
L(s_\alpha s_\gamma \cdot \lambda) = M^X(s_\alpha s_\gamma \cdot \lambda).
\]

(c) \( M^X(\lambda) = U(\mathfrak{g}) e^n_{-\alpha} v_\lambda + U(\mathfrak{g}) e^n_{-\gamma} v_\lambda \) and \( S \subseteq M^X(\lambda) \).

The lattice of submodules of \( M^X(\lambda) \) is as in Figure B.1 with \( V_1 = U(\mathfrak{g}) e^n_{-\alpha} v_\lambda \) and \( V_2 = U(\mathfrak{g}) e^n_{-\gamma} v_\lambda \).

**Proof.** Omitted. It is similar to, but easier than the proof of Theorem B.31. \( \square \)

Now we discuss the structure of \( M^\beta(\lambda) \) and \( M^X(\lambda) \) in the exceptional cases.

**B.8.1 The case \( a = 0 \).**

We continue with the notation from Subsection B.6.1. If \( n = (\lambda + \rho, \alpha^\vee) = 1 \), equivalently \( a = 0 \), then from Theorem B.20,

\[
M^\beta(\lambda)/N^X(\lambda) = U(\mathfrak{g}_0) v_\lambda \oplus U(\mathfrak{g}_0) f_1 v_\lambda \oplus U(\mathfrak{g}_0) f_2 v_\lambda \oplus I/J. \tag{B.37}
\]

**Corollary B.26.** Let \( \mathfrak{g}' = [\mathfrak{g}_0, \mathfrak{g}_0] \). Then as a \( \mathfrak{g}' \)-module, \( I/J \) has composition factors with highest weights \((0,0),(−2,0)\) and \((0,−2)\) each with multiplicity one.
Lemma B.27. The element \( p = f_1 f_2 v_\lambda \) is a \( \mathfrak{g} \) highest weight vector in \( M/N \) with weight \( \lambda - \alpha - 2\beta - \gamma \) and spans a 1-dimensional trivial \( \mathfrak{g} \)-module. We have \( p \in U(\mathfrak{g})e_{-\alpha}v_\lambda \cap U(\mathfrak{g})e_{-\gamma}v_\lambda \).

Proof. As noted in Subsection B.4, \( f_1 f_2 v_\lambda = - f_2 f_1 v_\lambda \) is a highest weight vector for \( \mathfrak{b}_5 \). In particular it is a \( \mathfrak{g}_0 \) highest weight vector. Also we have in \( M \) that

\[
e_\beta f_2 f_1 v_\lambda = \pm (e_{-\beta - \gamma}e_{-\alpha} - e_{-\gamma}e_{-\alpha - \beta})v_\lambda = \pm w \in N^X(\lambda),
\]

see Lemma B.7. In addition \( e_{-\alpha}p = e_{-\gamma}p = 0 \) by (B.32) and Theorem B.20. Also \( f_3 p = v_\kappa \in N^X(\lambda) \). Since \( \mathfrak{g}_0, f_3 \) and \( e_\beta \) generate \( [\mathfrak{g}, \mathfrak{g}] \) we obtain the first statement. The second follows since \( p = \pm e_{-\beta - \gamma}e_{-\beta}e_{-\alpha}v_\lambda = \pm e_{-\alpha - \beta}e_{-\beta}e_{-\gamma}v_\lambda. \)

Remark B.28. In contrast to the case \( n > 1 \), when \( n = 1 \) the submodule \( U(\mathfrak{g})e_{-\alpha}v_\lambda \) of \( M^X(\lambda) \) is not isomorphic to \( M^Y(s_\alpha \cdot \lambda) \). Indeed, if \( u = e_{-\alpha}v_\lambda \) then \( e_{-\beta}u \) is a highest weight vector for \( \mathfrak{b}(2) \) which generates the same submodule of \( M^X(\lambda) \) as \( u \). So from \( U(\mathfrak{g})e_{-\alpha}v_\lambda \cong M^Y(s_\alpha \cdot \lambda) \) we would have \( U(\mathfrak{g})e_{-\alpha}v_\lambda \cong \text{Ind}_\mathfrak{b}(2) \mathfrak{k} e_{-\beta}e_{-\alpha}v_\lambda \), see Theorem B.37 (a) and hence \( e_{-\beta - \gamma}u = 0 \). However \( e_{-\beta - \gamma}u = \pm f_2 f_1 v_\lambda \). What this shows is the following:

Lemma B.29. There are non-split exact sequences

\[
0 \rightarrow k f_2 f_1 v_\lambda \rightarrow U(\mathfrak{g})e_{-\alpha}v_\lambda \rightarrow M^Y(s_\alpha \cdot \lambda) \rightarrow 0
\]

and

\[
0 \rightarrow k f_2 f_1 v_\lambda \rightarrow U(\mathfrak{g})e_{-\gamma}v_\lambda \rightarrow M^Y(s_\gamma \cdot \lambda) \rightarrow 0.
\]

Lemma B.30. (a) \( pY - pX = e^{-\beta} \).

(b) When \( (\lambda, \alpha) = (\lambda, \gamma) = (\lambda, \beta) = 0 \) we have

\[
[L(\lambda)] + [L(\lambda - \alpha - 2\beta - \gamma)] + [M^Y(s_\alpha \cdot \lambda)] + [M^Y(s_\gamma \cdot \lambda)] - [M^X(w_0 \cdot \lambda)] = M^X(\lambda).
\]

(c) When \( (\lambda, \alpha^\vee) = (\lambda, \gamma^\vee) > 0 = (\lambda, \beta) \) we have

\[
[L(\lambda)] + [M^Y(s_\alpha \cdot \lambda)] + [M^Y(s_\gamma \cdot \lambda)] - [M^X(w_0 \cdot \lambda)] = M^X(\lambda).
\]

Proof. (a) follows from Lemma 11.14 (a). To prove (b) and (c), we identify the class of a module in the Grothendieck group \( K(\mathcal{O}) \) with its character. Then (b) follows since by (a),

\[
[M^Y(s_\alpha \cdot \lambda)] + [M^Y(s_\gamma \cdot \lambda)] - [M^X(w_0 \cdot \lambda)] - M^X(\lambda)
= e^\lambda[ (e^{-\alpha} + e^{-\gamma})(p_X + e^{-\beta} - p_X - e^{-\alpha - \gamma}p_X) ]
= e^\lambda[ (e^{-\alpha} - e^{-\gamma})e^{-\beta} - p_X(1 - e^{-\alpha})(1 - e^{-\gamma}) ]
= -e^\lambda - e^{\lambda - \alpha - 2\beta - \gamma}
= -[L(\lambda)] - [L(\lambda - \alpha - 2\beta - \gamma)].
\]
Similarly if \((\lambda + \rho, \alpha^\vee) = n > 1\), then setting \(x = e^{-\alpha}, y = e^{-\beta}, z = e^{-\gamma}\) and 
\[
\Xi = (1 - x^{-\alpha})(1 - z^{-\gamma})
\]
we have

\[
[M^X(\lambda)] + [M^X(w_0 \cdot \lambda)] - [M^Y(s_\alpha \cdot \lambda)] - [M^Y(s_\gamma \cdot \lambda)] = e^\lambda[(1 + x^n z^n)(1 + xy)(1 + yz) - (x^n + z^n)(1 + y)(1 + xyz)]/\Xi.
\]

Taking limits as \(x, y, z \to 1\) we obtain \(4n^2 - 2\), which equals \(\dim L(\lambda)\) by (B.35).

**Theorem B.31.**  
(a) The socle \(S\) of \(M^X(\lambda)\) satisfies

\[
S = kf_2f_1v_\lambda \oplus U(g)e_{-\alpha}e_{-\gamma}v_\lambda = U(g)e_{-\alpha}v_\lambda \cap U(g)e_{-\gamma}v_\lambda.
\]

(b) We have

\[
U(g)e_{-\alpha}v_\lambda/kf_2f_1v_\lambda \cong M^Y(s_\alpha \cdot \lambda), \quad U(g)e_{-\gamma}v_\lambda/kf_2f_1v_\lambda \cong M^Y(s_\gamma \cdot \lambda)
\]

and

\[
U(g)e_{-\alpha}e_{-\gamma}v_\lambda \cong M^X(s_\alpha s_\gamma \cdot \lambda).
\]

(c) \(S \subseteq M^X_2(\lambda)\).

**Proof.** First observe that \(U(g)e_{-\alpha}e_{-\gamma}v_\lambda \cong M^X(s_\alpha s_\gamma \cdot \lambda)\) is simple by Theorem B.24. The other statements in (b) hold by Lemma B.29. Also by Lemma B.27, \(kf_2f_1v_\lambda\) spans a one-dimensional submodule of \(M^X(\lambda)\). This can also be shown using Lemma B.11 (d). Thus \(S' = kf_2f_1v_\lambda \oplus U(g)e_{-\alpha}e_{-\gamma}v_\lambda \subseteq S\). Furthermore \(M^X(\lambda)/(U(g)e_{-\alpha}v_\lambda + U(g)e_{-\gamma}v_\lambda)\) is the one dimensional module \(L(\lambda)\) by Theorem B.23. Next we show that \(L = (U(g)e_{-\alpha}v_\lambda \cap U(g)e_{-\gamma}v_\lambda)/S'\) is zero. Set \(M_\alpha = U(g)e_{-\alpha}v_\lambda, M_\gamma = U(g)e_{-\gamma}v_\lambda\). Then in the Grothendieck group \(K(O)\) we have

\[
[M_\alpha/M_\alpha \cap M_\gamma] = [M^Y(s_\alpha)/M^X(w_0 \cdot \lambda)] - [L], \quad (B.40)
\]

\[
[M_\gamma/M_\alpha \cap M_\gamma] = [M^Y(s_\gamma)/M^X(w_0 \cdot \lambda)] - [L]. \quad (B.41)
\]

For example using Lemma B.29

\[
[M_\alpha/M_\alpha \cap M_\gamma] = [M_\alpha] - [L(\lambda - \alpha - 2\beta - \gamma)] - [L] - [M^X(w_0 \cdot \lambda)]
\]

\[
= [M^Y(s_\alpha)/M^X(w_0 \cdot \lambda)] - [L].
\]

In addition using (B.40) and (B.41),

\[
[M_\alpha \cap M_\gamma] = [L] + [L(\lambda - \alpha - 2\beta - \gamma)] + [M^X(w_0 \cdot \lambda)]. \quad (B.42)
\]

Finally

\[
[M_\alpha + M_\gamma] - [M_\alpha \cap M_\gamma] = [M^Y(s_\alpha \cdot \lambda)/M^X(w_0 \cdot \lambda)] + [M^Y(s_\gamma \cdot \lambda)/M^X(w_0 \cdot \lambda)]. \quad (B.43)
\]

Combining (B.43) and (B.42) with Theorem B.23 and comparing the result with Lemma B.30 (b), we obtain \(L = 0\). Finally (c) holds since the module \(M_1^X(\lambda)/M_2^X(\lambda)\) is self-dual.  \(\Box\)
The module $M^Y(\lambda)$.

The main result of this subsection is the following.

**Theorem B.32.** If $\lambda \in H_Y$ and $(\lambda + \rho, \alpha^\vee) = a \in \mathbb{Z}$, then $M^Y_1(\lambda)$ is simple and

$$M^Y_1(\lambda) \cong \begin{cases} M^X(s_\alpha \cdot \lambda) & \text{if } a \geq 0 \\ M^X(s_\gamma \cdot \lambda) & \text{if } a < 0. \end{cases}$$

**Proof.** This follows from Theorems B.38 and Corollary B.42 below.

We show that if $a \neq 0$, we can construct $M^Y(\lambda)$ using induction from the parabolic subalgebra $p = b + b^{(2)}$. As in the footnote in Subsection B.5, there is no loss of generality in assuming that $\mu = a(\alpha + \beta)$, with $a \in \mathbb{Z}$. Let $\lambda = \mu + \beta$. Then $(\mu, \alpha + \beta) = (\mu, \beta + \gamma) = 0$, so $\mu$ defines a one dimensional $p$-module $kv_\mu$. Also

$$(\lambda + \rho, \alpha^\vee) = (\lambda + \rho, \gamma^\vee) = a.$$  \hfill (B.44)

Note also that

$$h_\alpha v_\mu = h_\gamma v_\mu = av_\mu, \quad h_\beta v_\mu = -av_\mu \quad \text{and that} \quad (\mu, \alpha^\vee) = -(\mu, \gamma^\vee).$$  \hfill (B.45)

Set $R^Y(a) = \text{Ind}^g_p kv_\mu$ and $v_\lambda = e_\beta v_\mu$. Then $v_\lambda, v_\mu$ are highest weight vectors for the Borels $b, b^{(2)}$ respectively. If $a = 0$, $v_\lambda$ generates a proper submodule.

**Lemma B.33.** For all $a$ we have a direct sum of $U(m_0)$-modules

$$R^Y(a) = U(m_0)v_\mu \oplus U(m_0)e_{-\alpha - \beta - \gamma}v_\mu \oplus U(m_0)e_\beta v_\mu \oplus U(m_0)e_{-(\alpha + \beta + \gamma)}e_\beta v_\mu.$$

**Proof.** Since $R^Y(a)$ is induced from $p$ and $g = p \oplus m$, this follows at once from the PBW Theorem.

**Lemma B.34.** Suppose $(\mu, Y) = 0$, so that $\mu$ defines a character of $p$. Then

$$\text{ch } \text{Ind}^g_p kv_\mu = e^{\mu + \beta}p_Y.$$  

Thus $R^Y(a)$ and $M^Y(a)$ have the same character.

**Proof.** This follows from Lemma B.33 because

$$e^\mu(1 + e^\beta)(1 + e^{-\alpha - \beta - \gamma}) = e^{\mu + \beta}(1 + e^{-\beta})(1 + e^{-\alpha - \beta - \gamma}).$$

**Lemma B.35.** Set

$$u = (e_{-\alpha}e_{-\gamma} + ae_{-\alpha - \beta - \gamma}e_\beta)v_\mu$$

$$u' = (e_{-\alpha}e_{-\gamma}e_\beta - a^2e_{-\alpha - \beta - \gamma})v_\lambda$$

Then $u, u'$ are $g_0$ highest weight vectors.
Proof. A computation. Note that the substitution $e_{-\beta}v_\lambda = av_\mu$ gives $au = u'$. \hfill \Box

Lemma B.36. The elements $e_{-\alpha-\beta}e_{-\beta}v_\lambda$ and $e_{-\beta-\gamma}e_{-\beta}v_\lambda = 0$ are in the kernel of the natural map $M(\lambda) \longrightarrow M^Y(a)$.

Proof. By (B.8) we have in $M^Y(a)_A$ that

$$0 = \theta_{\alpha+\beta}v_\lambda = (e_{-\beta}e_{-\alpha} + e_{-\alpha-\beta}h_\alpha)v_\lambda = (e_{-\beta}e_{-\alpha} + (T + a)e_{-\alpha-\beta})v_\lambda.$$  

Multiplying both sides by $e_{-\beta}$ and using the fact $M^Y(a)_A$ is $k[T]$ torsion-free, we obtain $e_{-\beta}e_{-\alpha-\beta}v_\lambda = 0$ in $M^Y(a)_A$. Hence $e_{-\beta}e_{-\alpha-\beta}v_\lambda = -e_{-\alpha-\beta}e_{-\beta}v_\lambda = 0$ in $M^Y(a)$. Similarly using the expression for $\theta_{\beta+\gamma}$ in (B.9), we see that $e_{-\beta-\gamma}e_{-\beta}v_\lambda = 0$ in $M^Y(a)$. \hfill \Box

Now fix $a$ and set $M = R^Y(a)$. We will improve Lemma B.33 to obtain decompositions into $g_0$-modules, see Theorems B.37 and B.40.

### B.9.1 The case $a > 0$.  

Because of (B.45) and (B.44), we can restrict our attention to the cases where $a \geq 0$. If $a < 0$ we can carry out a similar analysis using $\gamma$ in place of $\alpha$. Note that $v_\lambda$ generates a proper submodule of $M$ iff $a = 0$.

**Theorem B.37.** (a) If $a \neq 0$, then $M$ is a highest weight module for the distinguished Borel with highest weight $\lambda = \mu + \beta$.

(b) Furthermore

$$M \quad = \quad U(m_0)v_\mu \oplus U(m_0)u \oplus U(m_0)e_{-\alpha-\beta-\gamma}v_\mu \oplus U(m_0)e_{-\beta}v_\mu,$$

$$\quad = \quad U(m_0)e_{-\beta}v_\lambda \oplus U(m_0)(e_{-\alpha}e_{-\gamma}e_{-\beta} - a^2 e_{-\alpha-\beta-\gamma})v_\lambda$$

$$\quad \quad \quad \quad \oplus \quad U(m_0)e_{-\alpha-\beta-\gamma}e_{-\beta}v_\lambda \oplus U(m_0)v_\lambda,$$

(B.46)

and these are direct sums of $g_0$-modules. In addition $M$ is generated as a $g$-module by $v_\lambda$ which is a highest weight vector for $b$.

Proof. First (a) follows from Lemma B.33. By Lemma B.35 we have for $a \neq 0$,

$$U(m_0)v_\mu \oplus U(m_0)e_{-\alpha-\beta-\gamma}e_{-\beta}v_\mu = U(m_0)v_\mu \oplus U(m_0)u.$$

The first decomposition in (b) follows from Lemma B.33, and the second from $e_{-\beta}v_\lambda = av_\mu$. \hfill \Box

Since $(\lambda + \rho, a^\vee) = a$, $v_\eta = e_{-\alpha}v_\lambda$ is a highest weight vector for $b$ with weight $\eta = s_\alpha \cdot \lambda$. Let $N$ be the submodule generated by $v_\eta$. Theorem B.37 gives a decomposition of $M$ into $g_0$-submodules, and we give a compatible decomposition of $N$.

**Theorem B.38.** Set $v_\kappa = e_{-\alpha}^{-1}e_{-\alpha}^{a+1}v_\mu$. Then
(a) we have a direct sum of \( \mathfrak{g}_0 \)-modules
\[
N = U(\mathfrak{m}_0)v_\kappa \oplus U(\mathfrak{m}_0)e_{-\beta-\gamma}v_\eta \oplus U(\mathfrak{m}_0)v_\eta \oplus U(\mathfrak{m}_0)e_{-\beta-\gamma}v_\kappa,
\]
with
\[
U(\mathfrak{m}_0)v_\kappa \subseteq U(\mathfrak{m}_0)v_\mu, \quad U(\mathfrak{m}_0)e_{-\beta-\gamma}v_\eta \subseteq U(\mathfrak{m}_0)u \quad \text{(B.47)}
\]
\[
U(\mathfrak{m}_0)v_\eta \subseteq U(\mathfrak{m}_0)e_{\beta}\varepsilon_\mu, \quad U(\mathfrak{m}_0)e_{-\beta-\gamma}v_\kappa \subseteq U(\mathfrak{m}_0)e_{-\alpha-\beta-\gamma}\varepsilon_\mu. \quad \text{(B.48)}
\]

(b) The character of \( N \) is
\[
e^\kappa(1 + e^{\alpha + \beta})(1 + e^{-\beta-\gamma})/ \prod_{\sigma \in \Delta^+_0} (1 - e^{-\sigma})
\]
\[
= e^\eta(1 + e^{-\alpha - \beta})(1 + e^{-\beta-\gamma})/ \prod_{\sigma \in \Delta^+_0} (1 - e^{-\sigma}) = e^{s_\alpha \cdot \lambda} p_X.
\]

(c) \( N \) and \( M/N \) are simple.

Proof. Note that \( v_\kappa \) is a highest weight vector for \( \mathfrak{b}^{(2)} \) with weight
\[
\kappa = s_\alpha \cdot \mu = \mu - (a + 1)\alpha.
\]
Also \( e_{-\alpha-\beta}v_\eta = -v_\kappa \) and \( e_{\alpha + \beta}v_\kappa = -(a + 1)v_\eta \), so \( v_\eta \) and \( v_\kappa \) both generate the same submodule. Hence \( N \cap U(\mathfrak{m}_0)v_\lambda \) contains \( v_\eta \), which has weight
\[
\eta = \kappa + \alpha + \beta = s_\alpha \cdot (\mu + \beta) = s_\alpha \cdot \lambda. \quad \text{(B.49)}
\]

Next the inclusions in (B.47) and (B.48) follow since
\[
e_{-\beta-\gamma}v_\eta = e_{-\beta-\gamma}e_\alpha e_\beta v_\mu,
\]
\[
= (e_{-\alpha}e_{-\beta-\gamma} + ae_{-\alpha}e_{-\alpha-\beta-\gamma})e_\beta v_\mu = e_{-\alpha}^{-1}(e_{-\alpha}e_{-\gamma} + ae_{-\alpha-\beta-\gamma}e_\beta)v_\mu = e_{-\alpha}^{-1}v_\mu.
\]

and
\[
e_{-\beta-\gamma}v_\kappa = e_{-\beta-\gamma}e_{-\alpha}e_{-\alpha-\beta-\gamma}v_\mu = (a + 1)e_{-\alpha}e_{-\alpha-\beta-\gamma}v_\mu.
\]

From these computations we also see that \( e_{-\beta-\gamma}v_\eta \) is a \( \mathfrak{g}_0 \) highest weight vector in \( N \cap U(\mathfrak{m}_0)e_{-(\alpha + \beta + \gamma)}v_\lambda \) with weight \( s_\alpha \cdot (\mu - \alpha - \gamma) = \kappa + \alpha - \gamma \), and that \( e_{-\beta-\gamma}v_\kappa \) is a \( \mathfrak{g}_0 \) highest weight vector in \( N \cap U(\mathfrak{m}_0)e_{-\alpha-\beta-\gamma}v_\mu \) with weight \( s_\alpha \cdot (\mu - \alpha - \beta - \gamma) = \kappa - \beta - \gamma \). Also \( e_{\alpha + \beta}e_{-\alpha}e_{-\alpha-\beta-\gamma}v_\mu = e_{-\alpha}^{-1}u \). Equality in (B.47) and (B.48) as well as the statements about simplicity follow easily by looking at the highest weights and using \( \text{sl}(2) \) theory. Finally (b) follows from (a) and (B.49).

\[ \square \]

Corollary B.39. If \( a \ne 0 \), then \( R^Y(a) \cong M^Y(a) \).

Proof. As \( \mathfrak{p} = \mathfrak{b} \oplus \text{span}\{e_{-\alpha-\beta}, e_{-\beta-\gamma}\}, M(\lambda) = \text{Ind}^\mathfrak{g}_0 \mathfrak{k}v_\lambda \) and \( R^Y(a) = \text{Ind}^\mathfrak{g}_0 \mathfrak{e}e_{-\beta}v_\lambda \), it follows that \( R^Y(a) \) is the (universal) module obtained from \( M(\lambda) \) by setting \( e_{-\alpha-\beta}e_{-\beta}v_\lambda \) and \( e_{-\beta-\gamma}e_{-\beta}v_\lambda \) equal to zero. Since the same relations hold in \( M^Y(a) \) by Lemma B.36, there is an onto map from \( R^Y(a) \to M^Y(a) \). Because both modules have the same character, it must be an isomorphism.

\[ \square \]
B.9.2 The case $a = 0$.

From (B.8) we have

$$(e_{-\alpha}e_{-\beta} + (T + a)e_{-\alpha - \beta}v_{\lambda}) = \theta_{\alpha + \beta}v_{\lambda} = 0.$$ 

Now set $M = R^Y(\lambda)$, where $\lambda = 0$ and $v_{\mu} = e_{-\beta}v_{\lambda}$.

**Theorem B.40.** We have

(a) If $I = U(m_0)v_{\mu} \oplus U(m_0)e_{-(\alpha + \beta + \gamma)}e_{\beta}v_{\mu}$, we have

$$M = U(m_0)e_{\beta}v_{\mu} \oplus U(m_0)e_{-\alpha - \beta - \gamma}v_{\mu} \oplus I,$$

a direct sum of $g_0$-modules. Also $I$ is an indecomposable containing the Verma submodule $S = U(g_0)v_{\mu}$, such that $I/S$ is a Verma module with highest weight vector $e_{-\alpha - \beta - \gamma}e_{\beta}v_{\mu}$.

(b) The unique maximal $g$-submodule of $M$ is

$$N = U(m_0)e_{\beta}v_{\mu} \oplus U(m_0)e_{-\alpha - \beta - \gamma}v_{\mu} \oplus J,$$

where $J$ is an indecomposable, codimension one submodule of $I$ which fits into an exact sequence

$$0 \longrightarrow U(m_0)m_0v_{\mu} \longrightarrow J \longrightarrow U(m_0)e_{-(\alpha + \beta + \gamma)}e_{\beta}v_{\mu} \longrightarrow 0.$$

(c) The character of $N$ is $e^{\beta}p_{\lambda}$, and $M/N$ is the trivial module.

(d) The module $N$ is a simple highest weight module with highest weight $\beta$. Thus $N \cong L(\beta)$.

**Proof.** First (B.50) follows from Lemma B.33. Note that $s_\alpha \cdot \mu = \mu - \alpha$, $s_\gamma \cdot \mu = \mu - \gamma$. Also $e_{-\alpha}v_{\lambda} = e_\beta e_{-\alpha}v_{\mu}$, $e_{-\gamma}v_{\lambda} = e_\beta e_{-\gamma}v_{\mu}$. It is easy to check that $e_\beta v_{\mu}$ and $e_{-\alpha - \beta - \gamma}v_{\mu}$ are highest weight vectors for $g_0$ and that

$$e_\alpha e_{-\alpha - \beta - \gamma}e_{\beta}v_{\mu} = -e_{-\gamma}v_{\mu}, \quad e_\gamma e_{-\alpha - \beta - \gamma}e_{\beta}v_{\mu} = -e_{-\alpha}v_{\mu}$$

The character of $U(m_0)m_0v_{\mu}$ is

$$(e^{-\alpha} + e^{-\gamma} - e^{-\alpha - \gamma})/ \prod_{\sigma \in \Delta^+_0} (1 - e^{-\sigma}).$$

In addition $N$ contains the $g_0$ highest weight vectors $e_{-\alpha - \beta - \gamma}v_{\mu}$, $e_\beta v_{\mu}$, $e_{-\alpha - \beta - \gamma}e_\beta v_{\mu}$ with weights $-\alpha - \beta - \gamma$, and $-\alpha - \gamma$ respectively. Adding the characters of the $g_0$-modules generated by these elements we obtain

$$\text{ch } N = (e^{-\alpha} + e^{-\gamma} + e^{\beta} + e^{-\alpha - \beta - \gamma})/ \prod_{\sigma \in \Delta^+_0} (1 - e^{-\sigma}) = e^{\beta}p_{\lambda}.$$
Now (c) follows since by (b), Lemma B.37 (a) and Lemma B.30 we have
\[ \text{ch } M/N = \text{ch } M - \text{ch } N = e^\beta (p_Y - p_X) = 1. \]

Finally, using
\[ e^{-\beta-\gamma}e^\beta v_\mu = \pm e^{-\gamma}v_\mu, \quad e^{-\alpha-\beta}e^{-\gamma}v_\mu = \pm e^{-\alpha}v_\mu, \quad e^{-\alpha-\beta-\gamma}e^\beta v_\mu = \pm e^{-\alpha+\beta+\gamma} v_\mu, \]
it is easy to check that \( e^\beta v_\mu \) is a highest weight vector which generates \( N \). Since \( (\lambda + \rho, \alpha^\vee) = (\lambda + \rho, \gamma^\vee) = 0 \), the results of Subsection B.6.2 apply, and in particular (d) follows from Theorem B.22.

**Corollary B.41.** In the Grothendieck group \( K(\mathcal{O}) \), we have \([R^Y(0)] = [M^Y(0)]\). Thus \( M^Y(0) \) has length two with unique maximal \( \mathfrak{g} \)-submodule isomorphic to the module \( N \) in Theorem B.40 (b). However \( R^Y(0) \) and \( M^Y(0) \) are not isomorphic.

**Proof.** The first statement holds since \( R^Y(0) \) and \( M^Y(0) \) have the same character. For the last statement note that \( M^Y(0) \) is a highest weight module for the distinguished Borel but \( R^Y(0) \) is not. By Theorem B.40, the submodule \( N \) of \( R^Y(0) \) has codimension one. On the other hand the elements \( e^{-\alpha}v_\lambda, e^{-\beta}v_\lambda \) and \( e^{-\gamma}v_\lambda \) generate a proper submodule of \( M^Y(0) \) with codimension one. The result follows since \( R^Y(0) \) and \( M^Y(0) \) have the same character.

**Corollary B.42.** If \( a = 0 \), the unique maximal submodule of \( M^Y(\lambda) \) is simple and isomorphic to \( M^X(\lambda) \).

**Proof.** Combine the previous corollary and Theorem B.40.
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