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Abstract. We study the direct and inverse scattering problem for the semilinear Schrödinger equation \( \Delta u + a(x, u) + k^2 u = 0 \) in \( \mathbb{R}^d \). We show well-posedness in the direct problem for small solutions based on the Banach fixed point theorem, and the solution has the certain asymptotic behavior at infinity. We also show the inverse problem that the semilinear function \( a(x, z) \) is uniquely determined from the scattering amplitude. The idea is the linearization that by using sources with several parameters we differentiate the nonlinear equation with respect to these parameter in order to get the linear one.
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1. Introduction

In this paper, we study the direct and inverse scattering problem for the semilinear Schrödinger equation

\[ \Delta u + a(x, u) + k^2 u = 0 \text{ in } \mathbb{R}^d, \]  

where \( d \geq 2 \), and \( k > 0 \). Throughout this paper, we make the following assumptions for the semilinear function \( a : \mathbb{R}^d \times \mathbb{C} \to \mathbb{C} \).

Assumption 1.1. We assume that

(i) \( a(x, 0) = 0 \) for all \( x \in \mathbb{R}^d \).

(ii) \( a(x, z) \) is holomorphic at \( z = 0 \) for each \( x \in \mathbb{R}^d \), that is, there exists \( \eta > 0 \) such that \( a(x, z) = \sum_{l=1}^{\infty} \frac{\partial^l a(x, 0)}{l!} z^l \) for \( |z| < \eta \).

(iii) \( \partial^l_z a(\cdot, 0) \in L^\infty(\mathbb{R}^d) \) for all \( l \geq 1 \). Furthermore, there exists \( c_0 > 0 \) such that \( \| \partial^l_z a(\cdot, 0) \|_{L^\infty(\mathbb{R}^d)} \leq c_0 \) for all \( l \geq 1 \).

(iv) There exists \( R > 0 \) such that \( \text{supp} \partial^l_z a(\cdot, 0) \subset B_R \) for all \( l \geq 1 \) where \( B_R \subset \mathbb{R}^d \) is a open ball with center 0 and radius \( R > 0 \).
The inverse scattering problems for non-linear Schrödinger equations have been studied in various ways. For the time dependent case, we refer to [21–23], and for the stationary case, we refer to [1,7,9,16–18]. In stationary case, [7,9,17] have studied the general non-linear function of the form \( a(x, |u|)u \), which does not include our non-linear function \( a(x,u) \). The function \( a(x,u) \) which satisfies Assumption 1.1 is the generalization of, in particular, the power type \( q(x)u^m \) where \( m \in \mathbb{N} \) where \( q \in L^\infty(\mathbb{R}^d) \) with compact support. If \( m = 1 \), the problem is for linear Schrödinger equations, which has been well understood so far by many authors. (see e.g., [6,12,13,15]).

Recently in [5,10,11], the generalization of a power type has been studied in inverse boundary value problems via using the Dirichlet-to-Neumann map. [8] also has studied the similar type of this nonlinearity. However in inverse scattering problems, only [1] has studied it in one dimension, which the non-linear function is of the form \( a(x,u) \). Motivated by these previous studies, our aim in this paper is to study the type of this nonlinearity in the case of higher dimensions \( d \geq 2 \), and a more general form \( a(x,u) \) than [1].

We consider the incident field \( u_g^{in} \) as the Herglotz wave function

\[
u_g^{in}(x) := \int_{\mathbb{S}^{d-1}} e^{ikx \cdot \theta} g(\theta) d\sigma(\theta), \quad x \in \mathbb{R}^d, \quad g \in L^2(\mathbb{S}^{d-1}),
\]

which solves the free Schrödinger equation \( \Delta u_g^{in} + k^2 u_g^{in} = 0 \) in \( \mathbb{R}^d \). The scattered field \( u_g^{sc} \) corresponding to the incident field \( u_g^{in} \) is a solution of the following Schrödinger equation perturbed by the semilinear function \( a(x,z) \)

\[
\Delta u_g + a(x,u_g) + k^2 u_g = 0 \quad \text{in} \quad \mathbb{R}^d,
\]

where \( u_g \) is total field that is of the form \( u_g = u_g^{sc} + u_g^{in} \), and the scattered field \( u_g^{sc} \) satisfies the Sommerfeld radiation condition

\[
\lim_{r \to \infty} r^{d-1} \left( \frac{\partial u_g^{sc}}{\partial r} - iku_g^{sc} \right) = 0,
\]

where \( r = |x| \).

Since support of the function \( a(x,z) \) is compact, the direct scattering problem (1.3)–(1.4) is equivalent to the following integral equation. (See e.g., the argument of Theorem 8.3 in [3].)

\[
u_g(x) = u_g^{in} + \int_{\mathbb{R}^d} \Phi(x,y)a(y,u_g(y))dy, \quad x \in \mathbb{R}^d,
\]

where \( \Phi(x,y) \) is the fundamental solution for \( -\Delta - k^2 \) in \( \mathbb{R}^d \). In the following theorem, we find a small solution \( u_g^{sc} \) of (1.5) for small \( g \in L^\infty(\mathbb{S}^{d-1}) \).

**Theorem 1.2.** We assume that \( a(x,z) \) satisfies Assumption 1.1. Then, there exists \( \delta_0 \in (0,1) \) such that for all \( \delta \in (0,\delta_0) \) and \( g \in L^\infty(\mathbb{S}^{d-1}) \) with \( \|g\|_{L^\infty(\mathbb{S}^{d-1})} < \delta^2 \), there exists a unique solution \( u_g^{sc} \in L^\infty(\mathbb{R}^d) \) with \( \|u_g^{sc}\|_{L^\infty(\mathbb{R}^d)} \leq \delta \) such that

\[
u_g^{sc}(x) = \int_{\mathbb{R}^d} \Phi(x,y)a(y,u_g^{sc}(y) + u_g^{in}(y))dy, \quad x \in \mathbb{R}^d,
\]
Theorem 1.2 is proved by the Banach fixed point theorem. By the same argument in Section 19 of [4], the solution \( u^{sc}_g \) of (1.6) has the following asymptotic behavior

\[
\begin{align*}
\lim_{r \to \infty} u^{sc}_g(x) &= C_d \frac{e^{ikr}}{r^{d-\frac{3}{2}}} u_\infty(\hat{x}) + O\left( \frac{1}{r^{d+\frac{1}{2}}} \right), \quad r := |x| \to \infty, \quad \hat{x} := \frac{x}{|x|}.
\end{align*}
\]

where \( C_d := k^{d-\frac{3}{2}} e^{-i \pi (d-3)/2} \pi^{d-\frac{1}{2}} \). The function \( u_\infty \) is called the scattering amplitude, which is of the form

\[
\begin{align*}
\lim_{r \to \infty} u^{\infty}_g(\hat{x}) &= \int e^{-i k \hat{x} \cdot y} a(y, u_g(y)) dy, \quad \hat{x} \in \mathbb{S}^{d-1}.
\end{align*}
\]

We remark that in the standard linear case, that is, \( a(x, u) = q(x)u \), the scattering amplitude corresponding to the Herglotz wave function (1.8) can be of the form

\[
\begin{align*}
\lim_{r \to \infty} u^{\infty}_g(\hat{x}) &= \int_{\mathbb{S}^{d-1}} \tilde{u}^{\infty}(\hat{x}, \theta) g(\theta) d\theta, \quad \hat{x} \in \mathbb{S}^{d-1}.
\end{align*}
\]

where \( \tilde{u}^{\infty}(\hat{x}, \theta) \) is the scattering amplitude corresponding to plane waves \( e^{ikx \cdot \theta} \). This tells us that in standard linear case, the scattering amplitude of the Herglotz wave function is equivalent to that of the plane wave.

Now, we are ready to consider the inverse problem to determine the semilinear function \( a_j(x, z) \) from scattering amplitudes \( u^{\infty}_g(\hat{x}) \) for all \( g \in L^2(\mathbb{S}^{d-1}) \) with \( \|g\|_{L^2(\mathbb{S}^{d-1})} < \delta \) where \( \delta > 0 \) is a sufficiently small. We will show the following theorem.

**Theorem 1.3.** We assume that \( a_j(x, z) \) satisfies Assumption 1.1 \((j = 1, 2)\). Let \( u^{\infty}_{g,j} \) be the scattering amplitude for the following problem

\[
\begin{align*}
\Delta u_{j,g} + a_j(x, u_{j,g}) + k^2 u_{j,g} &= 0 \quad \text{in } \mathbb{R}^d, \quad \text{(1.10)}
\end{align*}
\]

\[
\begin{align*}
u_{j,g} &= u^{sc}_{j,g} + u^{in}_g, \quad \text{(1.11)}
\end{align*}
\]

where \( u^{sc}_{j,g} \) satisfies the Sommerfeld radiation (1.4), and \( u^{in}_g \) is given by (1.2), and we assume that

\[
\begin{align*}
u^{\infty}_{1,g} = \nu^{\infty}_{2,g}, \quad \text{(1.12)}
\end{align*}
\]

for any \( g \in L^2(\mathbb{S}^{d-1}) \) with \( \|g\|_{L^2(\mathbb{S}^{d-1})} < \delta \) where \( \delta > 0 \) is sufficiently small. Then, we have

\[
\begin{align*}
a_1(x, z) = a_2(x, z), \quad x \in \mathbb{R}^d, \quad |z| < \eta
\end{align*}
\]

The idea of the proof is the linearization, which by using sources with several parameters we differentiate the nonlinear equation with respect to these parameter in order to get the linear equation. (For such ideas, we refer to [5, 10, 11].)

There are few previous studies that the general nonlinear function is uniquely determined from the scattering amplitude with fixed \( k > 0 \). [9] has shown it from behaviour of scattering amplitude corresponding to plane waves \( \lambda e^{ikz \cdot \hat{\theta}} \) as \( \lambda \to 0 \). [16] has done from the scattering amplitude with fixed \( \lambda = 1 \), but the additional assumptions are needed. Our work shows it from the scattering amplitude corresponding to Herglotz wave functions \( u^{in}_g \) for all small \( g \) instead of using plane waves.
This paper is organized as follows. In Sect. 2, we recall the Green function for the Helmholtz equation and its properties. We also prepare the several lemmas required in the forthcoming argument. In Sect. 3, we prove Theorem 1.2 based on the Banach fixed point theorem. In Sect. 4, we consider the special solution of (1.3)--(1.4) corresponding to the incident field with several parameters in order to linearize problems. Finally in Sect. 5, we prove Theorem 1.3.

2. Preliminary

First, we recall the Green functions for the Helmholtz equation and its properties. We denote the Green function for $-\Delta - k^2$ in $\mathbb{R}^d$ by $\Phi(x, y)$, that is, $\Phi(x, y)$ satisfies
\[
(-\Delta - k^2)\Phi(x, y) = \delta(x - y),
\]
for $x, y \in \mathbb{R}^d$, $x \neq y$. In the case of $d = 2, 3$, $\Phi(x, y)$ is of the form
\[
\Phi(x, y) = \begin{cases}
\frac{i}{4} H_0^{(1)}(k|x - y|) & \text{for } x, y \in \mathbb{R}^2, x \neq y, \\
\frac{e^{ik|x - y|}}{4\pi|x - y|} & \text{for } x, y \in \mathbb{R}^3, x \neq y,
\end{cases}
\]
respectively. Let $q \in L^\infty(\mathbb{R}^d)$ with compact support. We denote the Green function for $-\Delta - k^2 - q$ in $\mathbb{R}^d$ by $\Phi_q(x, y)$, that is, $\Phi_q(x, y)$ satisfies
\[
(-\Delta - k^2 - q)\Phi_q(x, y) = \delta(x - y),
\]
for $x, y \in \mathbb{R}^d$, $x \neq y$. It is well known that for every fixed $y$, $\Phi(x, y)$ and $\Phi_q(x, y)$ satisfy the Sommerfeld radiation condition.

We also recall the asymptotics behavior of $\Phi(x, y)$ as $|x| \to \infty$. In Lemma 19.3 of [4], $\Phi(x, y)$ has the following asymptotics behavior for every fixed $y$,
\[
\Phi(x, y) = C_d \frac{e^{ik|x - y|}}{|x - y|^{d+1}} + O\left(\frac{1}{|x - y|^{d+\frac{1}{2}}}\right), \quad |x| \to \infty
\]
and (see the proof of Theorem 19.5 in [4])
\[
\Phi(x, y) = \begin{cases}
O\left(\frac{1}{|x - y|^{d+1}}\right) & d \geq 3, x \neq y \\
O\left(\ln|x - y|\right) & d = 2, x \neq y
\end{cases}
\]
In Theorem 19.5 of [4], for every $f \in L^\infty(\mathbb{R}^d)$ with compact support, $u(x) = \int_{\mathbb{R}^d} \Phi(x, y)f(y)dy$ is a unique radiating solution. (That is, $u$ satisfies the Sommerfeld radiation condition (1.4).) Furthermore, $u$ has the following asymptotic behavior
\[
u(x) = C_d \frac{e^{ikr}}{r^{d-2}} u^\infty(\hat{x}) + O\left(\frac{1}{r^{d+\frac{1}{2}}}\right), \quad r = |x| \to \infty, \quad \hat{x} := \frac{x}{|x|},
\]
where the scattering amplitude $u^\infty$ is of the form
\[
  u^\infty(\hat{x}) = \int_{\mathbb{R}^d} e^{-ik\hat{x} \cdot y} f(y) dy, \quad \hat{x} \in S^{d-1}. \tag{2.7}
\]

The following lemma is given by the same argument as in Lemma 10.4 of [3] or Proposition 2.4 of [14].

**Lemma 2.1.** Let $q \in L^\infty(\mathbb{R}^d)$ with compact support in $B_R \subset \mathbb{R}^d$ where some $R > 0$. We define the Helglotz operator $H : L^2(S^{d-1}) \to L^2(B_R)$ by
\[
  H g(x) := \int_{S^{d-1}} e^{ikx \cdot \theta} g(\theta) ds(\theta), \quad x \in B_R,
\]
and define the operator $T_q : L^2(B_R) \to L^2(B_R)$ by $T_q f := f + w|_{B_R}$ where $w$ is a radiating solution such that
\[
  \Delta w + k^2 w + qw = -qf \quad \text{in} \quad \mathbb{R}^d. \tag{2.9}
\]

We define the subspace $V$ of $L^2(B_R)$ by
\[
  V := \left\{ v \big|_{B_R} ; v \in L^2(B_{R+1}), \quad \Delta v + k^2 v + qv = 0 \text{ in } B_{R+1} \right\}. \tag{2.10}
\]

Then, the range of the operator $T_q H$ is dense in $V$ with respect to the norm $\| \cdot \|_{L^2(B_R)}$, that is,
\[
  \| T_q H (L^2(S^{d-1})) \|_{L^2(B_R)} = V. \tag{2.11}
\]

The following result is well known. For $d = 2$ we refer to [2], and for $d \geq 3$ we refer to [19], which corresponds to real functions. For complex functions, see Theorem 6.2 in [20].

**Lemma 2.2.** Let $f, q_1, q_2 \in L^\infty(\mathbb{R}^d)$ with compact support in $B_R \subset \mathbb{R}^d$. We assume that
\[
  \int_{B_R} f v_1 v_2 dx = 0, \tag{2.12}
\]
for all $v_1, v_2 \in L^2(B_{R+1})$ with $\Delta v_j + k^2 v_j + q_j v_j = 0$ in $B_{R+1}$. ($j = 1, 2$.) Then, $f = 0$ in $B_R$.

### 3. Proof of Theorem 1.2

In Sect. 3, we will show Theorem 1.2 based on the Banach fixed point theorem. We denote the Herglotz wave function by
\[
  v_g(x) := \int_{S^{d-1}} e^{ikx \cdot \theta} g(\theta) ds(\theta), \quad x \in \mathbb{R}^d, \quad g \in L^2(S^{d-1}). \tag{3.1}
\]
Let \( q := \partial_z a(\cdot, 0) \). We define the operator \( T : L^\infty(\mathbb{R}^d) \rightarrow L^\infty(\mathbb{R}^d) \) by

\[
Tw(x) := \int_{\mathbb{R}^d} \Phi_q(x, y) \left[ a(y, w(y) + v_g(y)) - q(y)w(y) \right] dy
\]

\[
= \int_{\mathbb{R}^d} \Phi_q(x, y) \left[ \sum_{l \geq 2} \frac{\partial^l_z a(y, 0)}{l!} \left( w(y) + v_g(y) \right)^l + q(y)v_g(y) \right] dy, \quad x \in \mathbb{R}^d.
\]

(3.2)

Let \( X_{\delta} := \left\{ u \in L^\infty(\mathbb{R}^d) : \|u\|_{L^\infty(\mathbb{R}^d)} \leq \delta \right\} \). We remark that \( L^\infty(\mathbb{R}^d) \) is a Banach space, and \( X_{\delta} \) is a closed subspace in \( L^\infty(\mathbb{R}^d) \). To find an unique fixed point of \( T \) in \( X_{\delta} \), we will show that \( T : X_{\delta} \rightarrow X_{\delta} \) and \( T \) is a contraction. Let \( w \in X_{\delta} \), and let \( \delta \in (0, \delta_0) \), and let \( \|g\|_{L^\infty(S_d^{-1})} < \delta^2 \). Later, we will choose an appropriate \( \delta_0 > 0 \).

By \( \|g\|_{L^\infty(S_d^{-1})} < \delta^2 \), we have

\[
\|v_g\|_{L^\infty(\mathbb{R}^d)} \leq C\|g\|_{L^\infty(S_d^{-1})} \leq C\delta^2
\]

(3.3)

where \( C > 0 \) is constant only depending on \( g \). By (iii) (iv) of Assumption 1.1, we have

\[
|Tw(x)| \leq \int_{B_R} |\Phi_q(x, y)| \left[ \sum_{l \geq 2} \frac{c^l_0}{l!} (C_1 \delta)^l + C_1 \delta^2 \right] dy
\]

\[
\leq C_2 \delta^2 \left( \sum_{l \geq 0} (C_1 c_0 \delta)^l \right) \int_{B_R} |\Phi_q(x, y)| dy, \quad (3.4)
\]

where \( C_j > 0 (j = 1, 2) \) is constant independent of \( u \) and \( \delta \), and so is \( \left( \sum_{l \geq 0} (C_1 c_0 \delta)^l \right) \) when \( \delta > 0 \) is sufficiently small. Furthermore, by the continuity of difference \( \Phi(x, y) - \Phi_q(x, y) \) in \( x \) and \( y \) (see the proof of Theorem 31.6 in [4]), and the estimation (2.5), we have for \( x \in \mathbb{R}^d \)

\[
\int_{B_R} |\Phi_q(x, y)| dy \leq \int_{B_R} (|\Phi(x, y)| + |\Phi_q(x, y) - \Phi(x, y)|) dy
\]

\[
\leq \int_{B_R} (|\Phi(x, y)| + C_3) dy \leq C_4, \quad (3.5)
\]

which implies that \( |Tw(x)| \leq C \delta^2 \) where \( C, C_j > 0 (j = 3, 4) \) is constant independent of \( u \) and \( \delta \). By choosing \( \delta_0 \in (0, 1/C) \), we conclude that \( \|Tw\| \leq \delta \), which means \( Tw \in X_{\delta} \).
Let $w_1, w_2 \in X_\delta$. Since we have
\[
(w_1(y) + v_g(y))^l - (w_2(y) + v_g(y))^l
= \sum_{m=1}^{l} \frac{l!}{(l-m)!m!} (w_1^m(y) - w_2^m(y)) v_g^{l-m}(y)
\leq \sum_{m=1}^{l} \frac{l!}{(l-m)!m!} \left( \sum_{h=0}^{m-1} w_1^{m-1-h}(y) w_2^h(y) \right) (w_1(y) - w_2(y)) v_g^{l-m}(y),
\]
and $|w_j(x)| \leq \delta$, then
\[
|Tw_1(x) - Tw_2(x)|
= \left| \int_{B_R} \Phi_q(x, y) \sum_{l \geq 2} \frac{\partial^l a(y, 0)}{l!} \left[ (w_1(y) + v_g(y))^l - (w_2(y) + v_g(y))^l \right] dy \right|
\leq \left( \int_{B_R} |\Phi_q(x, y)| dy \right) \sum_{l \geq 2} \frac{c_0^l}{l!} \sum_{m=1}^{l} \frac{1}{(l-m)!m!} \left( \sum_{h=0}^{m-1} \delta^{m-1} \right) \delta^{l-m} \|w_1 - w_2\|_{L^\infty(\mathbb{R}^d)}
\leq C'_1 \sum_{l \geq 2} \sum_{m=1}^{l} \frac{c_0 C'_1 \delta^{l-1}}{(l-m)!m!} \|w_1 - w_2\|_{L^\infty(\mathbb{R}^d)}
\leq C'_2 \sum_{l \geq 2} \left( \sum_{m=1}^{\infty} \frac{1}{(m-1)!} \right) \delta^{l-1} \|w_1 - w_2\|_{L^\infty(\mathbb{R}^d)}
\leq C'_3 \sum_{l \geq 2} \left( \sum_{m=1}^{l} \frac{c_0 C'_1 \delta^l}{(l-m)!m!} \right) \delta \|w_1 - w_2\|_{L^\infty(\mathbb{R}^d)}
\leq C' \delta \|w_1 - w_2\|_{L^\infty(\mathbb{R}^d)}, \quad x \in \mathbb{R}^d.
\]
where $C', C'_j > 0 \ (j = 1, 2, 3)$ is constant independent of $w_1, w_2$ and $\delta$. (We remark that $\left( \sum_{l \geq 0} \left( c_0 C'_1 \delta \right)^l \right)$ is also constant when $\delta > 0$ is sufficiently small.) By choosing $\delta_0 \in (0, 1/C')$, we have $\|Tw_1 - Tw_2\|_{L^\infty(\mathbb{R}^d)} < \|w_1 - w_2\|_{L^\infty(\mathbb{R}^d)}$. Choosing sufficiently small $\delta_0 \in (0, \min(1/C, 1/C'))$ we conclude that $T$ has a unique fixed point in $X_\delta$. Let $w \in X_\delta$ be a unique fixed point, that is, $w$ satisfies
\[
w(x) = \int_{\mathbb{R}^d} \Phi_q(x, y) \left[ a(y, w(y) + v_g(y)) - q(y) w(y) \right] dy, \quad x \in \mathbb{R}^d.
\]
Since $\Phi_q(x, y)$ satisfy the Sommerfeld radiation condition (e.g., see Theorem 31.6 in [4]), $w$ is a radiating solution of $\Delta w + a(x, w + v_g) + k^2 w = 0$ in $\mathbb{R}^d$. By
the same argument as in Theorem 8.3 of [3], this is equivalent to the integral equation
\[ w(x) = \int_{\mathbb{R}^d} \Phi(x,y)a(y, w(y) + v_g(y))dy, \ x \in \mathbb{R}^d, \] (3.9)
which means (1.6). Therefore, Theorem 1.2 has been shown.

4. The special solution

In Sect. 4, we consider the special solution of (1.3)–(1.4) corresponding to the incident field with several parameters in order to linearize problems. Let $N \in \mathbb{N}$ be fixed and let $g_j \in L^2(S^{d-1})$ be fixed ($j = 1, 2, \ldots, N + 1$). We set
\[ v_\epsilon := \sum_{j=1}^{N+1} \epsilon_j \delta^2 v_{g_j} = v'_\delta \sum_{j=1}^{N+1} \epsilon_j g_j, \] (4.1)
where $v_{g_j}$ is the Herglotz wave function defined by (1.2), and $\epsilon_j \in (0, \delta)$. Later, we will choose a appropriate $\delta = \delta_{g_j, N} > 0$. We remark that we can estimate that
\[ \|v_\epsilon\|_{L^\infty(\mathbb{R}^d)} \leq C \delta^2 \sum_{j=1}^{N+1} \epsilon_j, \] (4.2)
where $C > 0$ is constant only depending on $g_j$. We denote by $\epsilon = (\epsilon_1, \ldots, \epsilon_{N+1}) \in \mathbb{R}^{N+1}$. We will find a small solution $u_\epsilon$ of (1.6) that is of the form
\[ u_\epsilon = r_\epsilon + v_\epsilon. \] (4.3)
This problem is equivalent to
\[ r_\epsilon(x) = \int_{\mathbb{R}^d} \Phi_q(x,y) \left[ a(y, r_\epsilon(y) + v_\epsilon(y)) - q(y) r_\epsilon(y) \right] dy, \ x \in \mathbb{R}^d, \] (4.4)
where $q := \partial_z a(\cdot, 0)$.

We define the space for $\delta > 0$
\[ \tilde{X}_\delta := \left\{ r \in L^\infty(\mathbb{R}^d; C^{N+1}(0, \delta))^{N+1}; \text{ess.sup}_{x \in \mathbb{R}^d} \|r(x, \epsilon)\| \leq \sum_{j=1}^{N+1} \epsilon_j, \text{ess.sup}_{x \in \mathbb{R}^d} \|r_\delta\|_{L^\infty(\mathbb{R}^d; C^{N+1}(0, \delta))^{N+1}} \leq \delta, \right\}, \] (4.5)
where the norm $\|\cdot\|_{L^\infty(\mathbb{R}^d; C^{N+1}(0, \delta))^{N+1}}$ is defined by
\[ \|r\|_{L^\infty(\mathbb{R}^d; C^{N+1}(0, \delta))^{N+1}} := \sum_{|\alpha| \leq N+1} \sup_{\epsilon \in (0, \delta)} \text{ess.sup}_{x \in \mathbb{R}^d} |\partial^\alpha r(x, \epsilon)|. \] (4.6)
We remark that $L^\infty(\mathbb{R}^d; C^{N+1}(0, \delta))^{N+1}$ is a Banach space, and $\tilde{X}_\delta$ is closed subspace in $L^\infty(\mathbb{R}^d; C^{N+1}(0, \delta))^{N+1}$. We will show that following lemma in the same way of Theorem 1.2.
Lemma 4.1. We assume that $a(x, z)$ satisfies Assumption 1.1. Then, there exists $\delta_0 = \delta_{0, g_j, N} \in (0, 1)$ such that for all $\delta \in (0, \delta_0)$ there exists an unique solution $r \in \tilde{X}_\delta$ such that

$$r(x, \epsilon) = \int_{\mathbb{R}^d} \Phi_q(x, y) \left[ a(y, r(y, \epsilon) + v_\epsilon(y)) - q(y)r(y, \epsilon) \right] dy, \quad x \in \mathbb{R}^d, \quad \epsilon \in (0, \delta)^{N+1}. \quad (4.7)$$

Proof. We define the operator $\tilde{T}$ from $L^\infty(\mathbb{R}^d; C^{N+1}(0, \delta)^{N+1})$ into itself by

$$\tilde{T}r(x, \epsilon) := \int_{\mathbb{R}^d} \Phi_q(x, y) \left[ a(y, r(y, \epsilon) + v_\epsilon(y)) - q(y)r(y, \epsilon) \right] dy$$

$$= \int_{\mathbb{R}^d} \Phi_q(x, y) \left[ \sum_{l \geq 2} \frac{\partial^l_x a(y, 0)}{l!} (r(y, \epsilon) + v_\epsilon(y))^l + q(y)v_\epsilon(y) \right] dy$$

$$= \int_{\mathbb{R}^d} \Phi_q(x, y) \left[ \sum_{l \geq 2} \frac{\partial^l_x a(y, 0)}{l!} \sum_{m=0}^l \frac{l!}{(l-m)!m!} r^{l-m}(y, \epsilon) v_\epsilon^m(y) + q(y)v_\epsilon(y) \right] dy \quad (4.8)$$

Let $r \in \tilde{X}_\delta$. With (4.2) we have

$$\left| \tilde{T}r(x, \epsilon) \right|$$

$$\leq \left( \int_{B_R} |\Phi_q(x, y)| \right) \left[ \sum_{l \geq 2} c_l^0 \sum_{m=0}^l \frac{1}{m!} \left( \sum_{j=1}^{N+1} \epsilon_j \right)^{l-m} \left( \tilde{C}_1 \delta^2 \sum_{j=1}^{N+1} \epsilon_j \right)^m \right]$$

$$+ \tilde{C}_1 \delta^2 \sum_{j=1}^{N+1} \epsilon_j$$

$$\leq \tilde{C}_2 \left[ \sum_{l \geq 2} c_l^0 \left( \sum_{m=0}^{l} \frac{\tilde{C}_1 m^0}{m!} \right) \left( \sum_{j=1}^{N+1} \epsilon_j \right)^l \right]$$

$$+ \tilde{C}_1 \delta^2 \sum_{j=1}^{N+1} \epsilon_j$$

$$\leq \tilde{C}_3 \left[ \sum_{j=1}^{N+1} \epsilon_j \right]^{2} \sum_{l \geq 2} c_l^0 \left( \sum_{j=1}^{N+1} \epsilon_j \right)^{l-2} + \tilde{C}_3 \delta \left( \sum_{j=1}^{N+1} \epsilon_j \right)$$

$$\leq \tilde{C} \delta \left( \sum_{j=1}^{N+1} \epsilon_j \right), \quad (4.9)$$
where $\tilde{C}, \tilde{C}_j > 0$ ($j = 1, 2$) is constant independent of $r, \delta, \epsilon$ (but, depending on $g_j$ and $N$). Furthermore, we consider for $\alpha \in \mathbb{N}^{N+1}$ with $|\alpha| \leq N + 1$

$$\partial_\epsilon^{\alpha} \tilde{T}_r(x, \epsilon) = \int_{\mathbb{R}^d} \Phi_\epsilon(x, y) \partial_\epsilon^{\alpha} \left[ \sum_{l \geq 2} \frac{\partial_\epsilon^{l} a(y, 0)}{l!} \left( \sum_{m=0}^{l} \frac{l!}{(l-m)!m!} r^{l-m}(y, \epsilon) v^m(y) + q(y) v_\epsilon(y) \right) \right] dy. \quad (4.10)$$

Since $|\partial_\epsilon j v_\epsilon(x)| \leq \tilde{C}_j' \delta^2$ and $|\partial_\epsilon^{\alpha} r^{l-m}(x, \epsilon) v^m(x)| \leq \tilde{C}_j''(l-m)! \delta^{l-m}(\tilde{C}_2'' \delta^2)^m$,

we have

$$|\partial_\epsilon^{\alpha} \tilde{T}_r(x, \epsilon)| \leq \left( \int_{B_R} |\Phi_\epsilon(x, y)| dy \right) \left[ \sum_{l \geq 2} \frac{c_l}{l!} \sum_{m=0}^{l} \frac{l!m!(l-m)!}{(l-m)!m!} \delta^{l-m}(\tilde{C}_2'')^m + \tilde{C}_3' \delta^2 \right]

\leq \tilde{C}_4' \delta^2 \left( \sum_{l \geq 2} (c_0 \delta)^{(l-2)} \right) + \tilde{C}_4' \delta^2 \leq \tilde{C}_5' \delta^2; \quad (4.11)$$

where $\tilde{C}_j'' > 0$ ($j = 3, 4, 5$) is also constant independent of $r, \delta, \epsilon$ (but depending on $\alpha$). Then, we have

$$\sum_{|\alpha| \leq N+1} \sup_{\epsilon \in (0, \delta)^{N+1}} \sup_{x \in \mathbb{R}^d} \left| \partial_\epsilon^{\alpha} \tilde{T}_r(x, \epsilon) \right| \leq \tilde{C}' \delta^2, \quad (4.12)$$

where $\tilde{C}'$ is constant independent of $r, \delta, \epsilon$. (Depending on $g_j$ and $N$.) By choosing $\tilde{\delta}_0 \in \left( 0, \min(1/\tilde{C}, 1/\tilde{C}') \right)$, we conclude that $\tilde{T}_r \in \tilde{X}_\delta$.

Let $r_1, r_2 \in \tilde{X}_\delta$. By similar argument in (3.6) we have

$$\tilde{T}_r_1(x, \epsilon) - \tilde{T}_r_2(x, \epsilon) = \int_{B_R} \Phi_\epsilon(x, y) \sum_{l \geq 2} \frac{\partial_\epsilon^{l} a(y, 0)}{l!} \left[ (r_1(y, \epsilon) + v_\epsilon(y))^l - (r_2(y, \epsilon) + v_\epsilon(y))^l \right] dy

= \int_{B_R} \Phi_\epsilon(x, y) \sum_{l \geq 2} \frac{\partial_\epsilon^{l} a(y, 0)}{l!} \sum_{m=1}^{l} \frac{l!}{(l-m)!m!} r^{l-m}(y)

\times \sum_{h=0}^{m-1} r_1^{m-1-h}(y, \epsilon) r_2^h(y, \epsilon) (r_1(y, \epsilon) - r_2(y, \epsilon)) dy. \quad (4.13)$$

Then, we have for $\alpha \in \mathbb{N}^{N+1}$ with $|\alpha| \leq N + 1$

$$\left| \partial_\epsilon^{\alpha} \left( \tilde{T}_r_1(x) - \tilde{T}_r_2(x) \right) \right|

\leq \int_{B_R} |\Phi_\epsilon(x, y)| \sum_{\beta \leq \alpha} \frac{\alpha!}{\beta! (\alpha - \beta)!} \sum_{l \geq 2} \frac{\partial_\epsilon^{l} a(y, 0)}{l!} \sum_{m=1}^{l} \frac{l!}{(l-m)!m!}

\times \sum_{h=0}^{m-1} \left| \partial_\epsilon^\beta v^{l-m}(y, \epsilon) r_1^{m-1-h}(y, \epsilon) r_2^h(y, \epsilon) \right| \left| \partial_\epsilon^{\alpha - \beta} (r_1(y, \epsilon) - r_2(y, \epsilon)) \right| dy. \quad (4.14)$$
Since
\[
\left| \partial_\epsilon^\delta \left( \nu^{l-m}(y)r_1^{m-1-h}(y, \epsilon) r_2^h(y, \epsilon) \right) \right| \leq \tilde{C}'_{1}^{\prime}(l-m)! (m-1-h)! h! (\tilde{C}'_{2})^{l-m} \delta^{m-1-h} \delta^h,
\]
where \( \tilde{C}'_{1}^{\prime} \) is constant independent of \( r_1, r_2 \) and \( \delta \) (depending on \( \beta \)), we have that
\[
\left| \partial_\epsilon^\alpha \left( \tilde{T} r_1(x) - \tilde{T} r_2(x) \right) \right|
\]
\[
\leq \tilde{C}'_{2}^{\prime} \left( \sum_{\beta \leq \alpha} \frac{\alpha!}{(\alpha - \beta)! \beta!} \sum_{l \geq 2} c_0^{l} \right. \\
\times \left. \sum_{m=1}^{l-1} \frac{l!(l-m)! (m-1-h)! h! m!}{(l-m)! m!} (\tilde{C}'_{1}^{\prime})^{l-m} \right) \|r_1 - r_2\|
\]
\[
\leq \tilde{C}'_{3} \delta \left( \sum_{l \geq 2} (c_0 \delta)^{l-2} \sum_{m=1}^{l} (\tilde{C}'_{2}^{\prime})^{l-m} \sum_{k=0}^{m-1} \frac{(m-1-h)! h!}{m!} \right) \|r_1 - r_2\|
\]
\[
\leq \tilde{C}'_{4} \delta \left( \sum_{l \geq 2} (c_0 \delta)^{l-2} \sum_{p=0}^{\infty} (\tilde{C}'_{2}^{\prime})^{p} \right) \|r_1 - r_2\| \leq \tilde{C}'_{5} \delta \|r_1 - r_2\|_{L^{\infty}((\mathbb{R}^d; C^{\infty}(0, \delta)^{N+1}))},
\]
which implies that
\[
\sum_{|\alpha| \leq N+1} \sup_{\epsilon \in (0, \delta)^{N+1}} \sup_{x \in \mathbb{R}^d} \left| \partial_\epsilon^\alpha \left( \tilde{T} r_1(x, \epsilon) - \tilde{T} r_2(x, \epsilon) \right) \right| \leq \tilde{C}'_{5} \delta \|r_1 - r_2\|,
\]
where \( \tilde{C}'_{j}, \tilde{C}'_{2}^{\prime} > 0 \) \( (j = 2, 3, 4) \) is constant independent of \( r_1, r_2 \) and \( \delta \). By choosing \( \delta_0 \in \left(0, \min(1/\tilde{C}'_{1}, 1/\tilde{C}'_{2}^{\prime}, 1/\tilde{C}'_{5})\right)\), we have \( \|Tr_1 - Tr_2\| < \|r_1 - r_2\| \), which implies that \( \tilde{T} \) has a unique fixed point in \( \tilde{X}_\delta \). Lemma 4.1 has been shown. \( \Box \)

5. Proof of Theorem 1.3

In Sect. 5, we will show Theorem 1.3. Since \( a(x, z) \) is holomorphic at \( z = 0 \) by (ii) of Assumption 1.1, it is sufficient to show that
\[
\partial_1^l a_1(x, 0) = \partial_2^l a_2(x, 0), \quad x \in \mathbb{R}^d,
\]
for all \( l \in \mathbb{N} \). Let \( N \in \mathbb{N} \) and let \( g_j \in L^2(\mathbb{S}^{d-1}) \) \( (j = 1, 2, \ldots, N + 1) \). Let \( \delta \in \left(0, \min(\delta_0, \tilde{\delta}_0)\right) \) be chosen as sufficiently small and depending on \( N \) and \( g_j \). (\( \delta_0, \tilde{\delta}_0 \) are corresponding to Theorem 1.2 and Lemma 4.1, respectively.) From Section 4, we obtain the unique solution \( r_{\epsilon, j} \in \tilde{X}_\delta \) \( (j = 1, 2) \) such that
\[
\Delta r_{\epsilon, j} + a_j(x, r_{\epsilon, j} + v_\epsilon) + k^2 r_{\epsilon, j} = 0 \text{ in } \mathbb{R}^d,
\]
(5.2)
where $r_{\epsilon,j}$ satisfies the Sommerfeld radiation, and $v_{\epsilon}$ is given by (4.1). The solution $r_{\epsilon,j}$ has the form

$$r_{\epsilon,j}(x) = \int_{\mathbb{R}^d} \Phi(x,y)a_j(y,r_{\epsilon,j}(y) + v_{\epsilon}(y))dy, \quad x \in \mathbb{R}^d, \quad \epsilon \in (0,\delta)^{N+1}. \quad (5.3)$$

By the assumption of Theorem 1.3 we have

$$r_{\epsilon,1}^\infty(\hat{x}) = r_{\epsilon,2}^\infty(\hat{x}), \quad \hat{x} \in S^{d-1}, \quad \epsilon \in (0,\delta)^{N+1}, \quad (5.4)$$

where $r_{\epsilon,j}^\infty$ is a scattering amplitude for $r_{\epsilon,j}$, and it has the form

$$r_{\epsilon,j}^\infty(\hat{x}) = \int_{\mathbb{R}^d} e^{-ik\hat{x} \cdot y}a_j(y,r_{\epsilon,j}(y) + v_{\epsilon}(y))dy, \quad \hat{x} \in S^{d-1}, \quad \epsilon \in (0,\delta)^{N+1}. \quad (5.5)$$

In order to linearize (5.3), we will differentiate it with respect to $\epsilon_l$ ($l = 1, \ldots, N + 1$), which is possible because $r_{\epsilon,j} \in \tilde{X}_\delta$. Then, we have

$$\partial_{\epsilon_l} r_{\epsilon,j}(x) = \int_{\mathbb{R}^d} \Phi(x,y)\partial_z a_j(y,r_{\epsilon,j}(y) + v_{\epsilon}(y))(\partial_{\epsilon_l} r_{\epsilon,j}(y) + \delta^2 v_{g_l}(y))dy. \quad (5.6)$$

As $\epsilon \to +0$ we have by setting $q_j := \partial_z a_j(y,0)$

$$w_{l,j}(x) := \partial_{\epsilon_l} r_{\epsilon,j}\bigg|_{\epsilon=0}(x) = \int_{\mathbb{R}^d} \Phi(x,y)q_j(y)(w_{l,j}(y) + \delta^2 v_{g_l}(y))dy, \quad (5.7)$$

which implies that

$$\Delta w_{l,j} + k^2 w_{l,j} = -q_j(w_{l,j} + \delta^2 v_{g_l}) \text{ in } \mathbb{R}^d. \quad (5.8)$$

By setting $u_{l,j} := w_{l,j} + \delta^2 v_{g_l}$ we have

$$\Delta u_{l,j} + k^2 u_{l,j} + q_j u_{l,j} = 0 \text{ in } \mathbb{R}^d. \quad (5.9)$$

By setting $u_l := u_{l,1} - u_{l,2}(= w_{l,1} - w_{l,2})$ we have

$$\Delta u_l + k^2 u_l + q_1 u_l = (q_2 - q_1)u_{l,2} \text{ in } \mathbb{R}^d, \quad (5.10)$$

and we also have

$$(q_2 - q_1)u_{h,1}u_{l,2} = u_{h,1}\Delta u_l - u_l\Delta u_{h,1} \text{ in } \mathbb{R}^d. \quad (5.11)$$

Differentiating (5.4) with respect to $\epsilon_l$ and as $\epsilon \to 0$ we have

$$\int_{\mathbb{R}^d} e^{-ik\hat{x} \cdot y}q_1(y)(w_{l,1}(y) + \delta^2 v_{g_l}(y))dy = \int_{\mathbb{R}^d} e^{-ik\hat{x} \cdot y}q_2(y)(w_{l,2}(y) + \delta^2 v_{g_l}(y))dy, \quad (5.12)$$

which means that $w_{l,1}^\infty = w_{l,2}^\infty$, where $w_{l,j}^\infty$ is a scattering amplitude of $w_{l,j}$. By setting $\tilde{w}_l := w_{l,1} - w_{l,2}$ we have
\[ \Delta \hat{w}_l + k^2 \hat{w}_l = 0 \text{ in } \mathbb{R} \setminus B_R, \]  
(5.13)

where \( \hat{w}_l \) satisfies the Sommerfeld radiation condition, and the scattering amplitude \( \hat{w}_l^\infty \) of \( \hat{w}_1 \) vanishes. Then, we have \( \hat{w}_l = 0 \) (that is, \( u_l = 0 \)) in \( \mathbb{R} \setminus B_R \), which implies that by the Green’s second theorem we have \( (l, h = 1, \ldots, N + 1) \)

\[
0 = \int_{\partial B_{R+1}} u_{h,1} \partial_{\nu} u_l - u_l \partial_{\nu} u_{h,1} ds \\
= \int_{B_{R+1}} u_{h,1} \Delta u_l - u_l \Delta u_{h,1} dx \\
= \int_{B_R} (q_2 - q_1) u_{h,1} u_{l,2} dx. 
\]  
(5.14)

By (5.8), and definition of \( H \) and \( T_{q_j} \) in Section 2, \( u_{l,j} \) can be of the form

\[ u_{l,j} = \delta^2 T_{q_j} H g_l, \]  
(5.15)

and dividing by \( \delta^4 > 0 \),

\[ 0 = \int_{B_R} (q_2 - q_1) T_{q_1} H g_h T_{q_2} H g_l dx. \]  
(5.16)

Combining Lemma 2.1 with Lemma 2.2, we conclude that \( q_1 = q_2 \). By induction, we will show (5.1). In the first part of this section, the case of \( l = 1 \) has been shown. We assume that

\[ \partial_{l} a_1(x,0) = \partial_{l} a_2(x,0), \]  
(5.17)

for all \( l = 1, 2, \ldots, N \). We will show the case of \( l = N + 1 \). We already have shown that \( q_1 = q_2 \) and \( w_{1,1}^\infty = w_{1,2}^\infty \), which implies that by the uniqueness of the linear Schrödinger equation (5.8) we have

\[ w_{l,1} = w_{l,2} \text{ in } \mathbb{R}^d, \]  
(5.18)

for all \( l = 1, \ldots, N + 1 \).

We set \( q := q_1 = q_2 \) and \( w_l := w_{l,1} = w_{l,2} \). By subinduction we will show that for all \( h \in \mathbb{N} \) with \( 1 \leq h \leq N \)

\[ \partial_{l_1 \ldots l_h} r_{\epsilon,1} \bigg|_{\epsilon = 0} = \partial_{l_1 \ldots l_h} r_{\epsilon,2} \bigg|_{\epsilon = 0}, \]  
(5.19)

where \( l_1, \ldots, l_h \in \{1, \ldots, N + 1\} \). We already have shown that (5.19) holds for \( h = 1 \). We assume that (5.19) holds for all \( h \leq K \leq N - 1 \). (If \( N = 1 \), this subinduction is skipped.) By differentiating (5.3) with respect to \( \partial_{l_1 \ldots l_{K+1}} \) we have

\[
\partial_{l_1 \ldots l_{K+1}}^{K+1} r_{\epsilon,j}(x) = \int_{\mathbb{R}^d} \Phi(x,y) \left\{ \partial_{z} a_j(y, r_{\epsilon,j}(y) \right. \\
+ v_\epsilon(y) \prod_{h=1}^{K+1} \left( \partial_{l_h} r_{\epsilon,j}(y) + \delta^2 v_{g_{l_h}}(y) \right) \\
+ \partial_{z} a_j(y, r_{\epsilon,j}(y) \\
+ v_\epsilon(y) \right\} dy, 
\]  
(5.20)
where $R_{K,j}(y,\epsilon)$ is a polynomial of $\partial_z^h a_j(y, r_{\epsilon,j}(y) + v_\epsilon(y))$ and $\partial_{\epsilon_{l_1} \ldots \epsilon_{l_h}}^h (r_{\epsilon,j}(y) + v_\epsilon(y))$ for $1 \leq h \leq K$. As $\epsilon \to 0$ we have
\[
\partial_{\epsilon_{l_1} \ldots \epsilon_{l_{K+1}}}^h r_{\epsilon,j}(y) \bigg|_{\epsilon=0} (x) = \int_{\mathbb{R}^d} \Phi(x, y) \left\{ \partial_z^{K+1} a_j(y, 0) \prod_{h=1}^{K+1} (w_{l_h}(y) + \delta^2 v_{g_{l_h}}(y)) + q(y) \partial_{\epsilon_{l_1} \ldots \epsilon_{l_{K+1}}}^h r_{\epsilon,j}(y) \bigg|_{\epsilon=0} + R_{K,j}(y, 0) \right\} dy.
\]
(5.21)

We set $\tilde{w}_{K+1,j} := \partial_{\epsilon_{l_1} \ldots \epsilon_{l_{K+1}}}^{K+1} r_{\epsilon,j} \bigg|_{\epsilon=0}$ and set $\tilde{w}_{K+1} := \tilde{w}_{K+1,1} - \tilde{w}_{K+1,2}$. By assumptions of induction and subinduction we have $R_{K,1}(y, 0) = R_{K,2}(y, 0)$ and $\partial_z^{K+1} a_1(\cdot, 0) = \partial_z^{K+1} a_2(\cdot, 0)$, which implies that
\[
\tilde{w}_{K+1}(x) = \int_{\mathbb{R}^d} \Phi(x, y) q(y) \tilde{w}_{K+1}(y) dy,
\]
(5.22)

which is equivalent to
\[
\Delta \tilde{w}_{K+1} + k^2 \tilde{w}_{K+1} + q \tilde{w}_{K+1} = 0 \text{ in } \mathbb{R}^d,
\]
(5.23)

where $\tilde{w}_{K+1}$ satisfies Sommerfeld radiation condition. By differentiating (5.4) with respect to $\partial_{\epsilon_{l_1} \ldots \epsilon_{l_{K+1}}}^{K+1}$ and as $\epsilon \to 0$ we have
\[
\tilde{w}_{K+1,j} = \tilde{w}_{K+1,1,2},
\]
(5.24)

where $\tilde{w}_{K+1,j}$ is a scattering amplitude of $\tilde{w}_{K+1,j}$. (5.24) means that $\tilde{w}_{K+1} = 0$, which implies that by Rellich theorem, we conclude that $\tilde{w}_{K+1} = 0$ in $\mathbb{R}^d$. (5.19) for the case of $K + 1$ has been shown, and the claim (5.19) holds for all $h = 1, \ldots, N$ by subinduction.

By differentiating (5.3) with respect to $\partial_{\epsilon_{l_1} \ldots \epsilon_{l_{K+1}}}^{N+1}$, and as $\epsilon \to 0$ (the same argument in (5.20)–(5.22)) we have
\[
\tilde{w}_{N+1}(x) = \int_{\mathbb{R}^d} \Phi(x, y) \left\{ \partial_z^{N+1} a_1(x, 0) - \partial_z^{N+1} a_2(x, 0) \prod_{h=1}^{N+1} (w_{l_h}(y) + \delta^2 v_{g_{l_h}}(y)) + q(y) \tilde{w}_{N+1}(y) \right\} dy.
\]
(5.25)

where $\tilde{w}_{N+1,j} := \partial_{\epsilon_{l_1} \ldots \epsilon_{l_{N+1}}}^{N+1} r_{\epsilon,j} \bigg|_{\epsilon=0}$ and set $\tilde{w}_{N+1} := \tilde{w}_{N+1,1} - \tilde{w}_{N+1,2}$. This is equivalent to
\[
\Delta \tilde{w}_{N+1} + k^2 \tilde{w}_{N+1} + q \tilde{w}_{N+1} = -f \prod_{h=1}^{N+1} \delta^2 T_q H g_{l_h} \text{ in } \mathbb{R}^d,
\]
(5.26)

where $f(x) := \partial_z^{N+1} a_1(x, 0) - \partial_z^{N+1} a_2(x, 0)$. By differentiating (5.4) with respect to $\partial_{\epsilon_{l_1} \ldots \epsilon_{l_{K+1}}}^{N+1}$ and as $\epsilon \to 0$ (the same argument in (5.24)) we have
\[
\tilde{w}_{N+1} = 0,
\]
(5.27)

where $\tilde{w}_{N+1}$ is a scattering amplitude of $\tilde{w}_{N+1}$. Then, we have $\tilde{w}_{N+1} = 0$ in $\mathbb{R} \setminus B_R$. 
Let \( \tilde{v} \in L^2(B_{R+1}) \) be a solution of \( \Delta \tilde{v} + k^2 \tilde{v} + q \tilde{v} = 0 \) in \( B_{R+1} \). By the Green’s second theorem and (5.26) we have
\[
0 = \int_{\partial B_{R+1}} \tilde{v} \partial_v \tilde{w}_{N+1} - \tilde{v} \partial_v \tilde{w}_{N+1} ds = \int_{B_{R+1}} \tilde{v} \Delta \tilde{w}_{N+1} - \tilde{w}_{N+1} \Delta \tilde{v} dx = \int_{B_{R+1}} - f \prod_{h=1}^{N+1} \delta^2 T_q H g_h \tilde{v} dx,
\]
which implies that dividing by \( \delta^2 > 0 \)
\[
\int_{B_{R+1}} f \prod_{h=1}^{N} T_q H g_h \tilde{v} dx = 0.
\]
Let \( v \in L^2(B_{R+1}) \) be a solution of \( \Delta v + k^2 v + qv = 0 \) in \( B_{R+1} \). By Lemma 2.1 we can choose \( g_{N+1} \) as \( g_{N+1,j} \in L^2(B_{R+1}) \) such that \( T_q H g_{N+1,j} \rightarrow v \) in \( L^2(B_R) \) as \( j \rightarrow \infty \). Then, we have that
\[
\int_{B_{R+1}} f \prod_{h=1}^{N} T_q H g_h v \tilde{v} dx = 0.
\]
which implies that by Lemma 2.2
\[
f \prod_{h=1}^{N} T_q H g_h = 0.
\]
By Theorem 5.1 of [20], we can choose a solution \( u_h \in L^2(B_{R+1}) \) (\( h = 1, \ldots, N \)) of \( \Delta u_h + k^2 u_h + q u_h = 0 \) in \( B_{R+1} \), which is of the form
\[
u_h(x) = e^{x \cdot p_h} (1 + \psi_h(x, p_h)),
\]
with \( \| \psi_h(\cdot, p_h) \|_{L^2(B_{R+1})} \leq \frac{C}{|p_h|^2} \) where \( C > 0 \) is a constant, and \( p_h = a_h + ib_h \), \( a_h, b_h \in \mathbb{R}^d \) such that \( |a_h| = |b_h| \) and \( a_h \cdot b_h = 0 \) (which implies that \( p_h \cdot p_h = 0 \)), and \( a_h \neq a_{h'}, b_h \neq b_{h'} \).

Multiplying (5.31) by \( f \prod_{h=1}^{N+1} e^{-x \cdot p_h} \) we have
\[
|f|^2 \prod_{h=1}^{N} e^{-x \cdot p_h} T_q H g_h = 0,
\]
which implies that
\[
\int_{B_R} |f|^2 \left( \prod_{h=1}^{N-1} e^{-x \cdot p_h} T_q H g_h \right) e^{-x \cdot p_N} T_q H g_N dx = 0. \tag{5.34}
\]
By Lemma 2.1, there exists a sequence \( \{g_{N,j}\}_{j \in \mathbb{N}} \subset L^2(S^{d-1}) \) such that \( T_q H g_{N,j} \rightarrow u_N = e^{x \cdot p_N} (1 + \psi_N(x, p_N)) \) in \( L^2(B_R) \), which implies that
\[
\int_{B_R} |f|^2 \left( \prod_{h=1}^{N-1} e^{-x \cdot p_h} T_q H g_h \right) (1 + \psi(x, p_N)) dx = 0. \tag{5.35}
\]
As \( |a_N| = |b_N| \rightarrow \infty \) in (5.35) we have
\[ \int_{B_R} |f|^2 N-1 \prod_{h=1}^{\frac{N-1}{2}} e^{-x \cdot p_h} T_q Hg_h dx = 0. \] (5.36)

Repeating the operation (5.34)–(5.36) \( N - 1 \) times, we have that
\[ \int_{B_R} |f|^2 dx = 0, \] (5.37)
which conclude that \( f = 0 \). By induction, we conclude that (5.1) for all \( l \in \mathbb{N} \). Therefore, Theorem 1.3 has been shown.
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