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Abstract: Amyloid fibrils are thought to grow by a two-step dock-lock mechanism. However, previous simulations of fibril formation (i) overlook the bi-molecular nature of the docking step and obtain rates with first-order units, or (ii) superimpose the docked and locked states when computing the potential of mean force for association and thereby muddle the docking and locking steps. Here, we developed a simple microkinetic model with separate locking and docking steps and with the appropriate concentration dependences for each step. We constructed a simple model comprised of chiral dumbbells that retains qualitative aspects of fibril formation. We used rare events methods to predict separate docking and locking rate constants for the model. The rate constants were embedded in the microkinetic model, with the microkinetic model embedded in a population balance model for “bottom-up” multiscale fibril growth rate predictions. These were compared to “top-down” results using simulation data with the same model and multiscale framework to obtain maximum likelihood estimates of the separate lock and dock rate constants. We used the same procedures to extract separate docking and locking rate constants from experimental fibril growth data. Our multiscale strategy, embedding rate theories, and kinetic models in conservation laws should help to extract docking and locking rate constants from experimental data or long molecular simulations with correct units and without compromising the molecular description.
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1. Introduction

Proteins and peptides interact with water and with each other via numerous hydrophobic residues, charged residues, and hydrogen bond donors and acceptors [1–3]. Their diverse functional groups allow them to engage in a huge variety of intramolecular folds and intermolecular associations. The enormous number of conformational states and intramolecular interactions make the protein folding problem extremely challenging [4–6]. Likewise, protein–protein complex formation and peptide fibril assembly are complicated by the enormous number of intra- and intermolecular interactions.

Interest in protein folding drove tremendous efforts to develop accurate force fields [7–10], efficient molecular dynamics codes [10–12], advanced sampling methods [13–17], and data analysis tools [18–21]. Many of the MD codes and force fields developed for performing and analyzing protein folding simulations are directly useful for studies of fibril growth and other biomolecular self-assembly processes [22,23]. However, the intramolecular conformational transitions in folding and the intermolecular association steps in fibril growth also require different advanced sampling and data analysis tools [22,24–26].

The mechanism by which protein fibrils form has been studied extensively [27–32]. At a coarse level of detail, fibril formation begins with one or two-step [27,28] versions of one-dimensional nucleation [33–36] followed by non-equilibrium growth. Processes such
as secondary nucleation, i.e., breakage of fibrils to create new nuclei, and merging of fibrils can also contribute to the fibril formation kinetics [27]. The growth mechanism and kinetics are the primary focus of this paper. Growth is thought to proceed by the addition of monomers in a two-step dock-lock mechanism [37–39]. The monomer first “docks” on the end of the fibril and forms initial interactions. It then “locks” into the morphology of the stable fibril structure while expelling any intervening water molecules. A single peptide can explore multiple docked states on a preformed fibril before it finally locks into the fibril’s native structure. As such, the energy surface associated with these systems is rugged, with numerous local minima. Moreover, many of the docked states are off-path and meta-stable complexes [40]. These aspects of the docked state(s) make simulation of fibril growth extremely difficult.

Past simulations of fibril growth can be grouped into two main categories: (1) studies that compute the association constant for the combined docked and locked states [41–45], and (2) studies that focus on the time required to lock from the docked states, e.g., with Markov state models [46–54]. However, the docking and locking steps, with different concentration dependences, are rarely considered together as required for an accurate prediction of the overall growth rate. The schematics in Figure 1 depict these two incomplete modeling strategies.

Recently, Plattner et al. used a hidden Markov modeling approach coupled with the Northrup, Allison, McCammon (NAM) diffusion framework [55] to describe the association of a Barnase and Barstar complex [56]. Their atomistic simulations give rate constants with correct units: events/time/concentration for association and events/time for transitions between bound states.

Fawzi et al. studied the critical nucleus size and the elongation mechanism of two different quaternary forms of Aβ (1–40) [57]. Using a coarse-grained model of Aβ (1–40), they computed the fraction of trajectories that docked at the fibril end when started at a specific distance from the fibril. This is a key step in the NAM framework [55], but they did not complete the calculations to obtain docking and locking rate constants.

In this article, we treated each step in the lock-dock mechanism separately, using a microkinetic model to combine both steps into an overall fibril growth rate expression. The rate expression allowed us to extract rate constants from previously obtained experimental data. Using a simple fibril assembly model, we also parametrized the microkinetic
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**Figure 1.** (a) Viewing the fibril formation process as an association problem obscures the kinetically important dock-to-lock transitions. (b) Markov state modeling and other approaches that begin from peptide-fibril-associated (docked) states neglect the concentration dependence of the docking step and its contribution to the fibril growth process.
model with docking and locking rates from separate rare events calculations and compared predictions to direct simulations of fibril growth. Finally, we integrated the growth rate expression in a population balance model to describe an ensemble of growing fibrils. This multiscale treatment (Figure 2) of the growth process allowed us to directly use simulation or experimental data of fibril length vs. time to extract the rate constants for the proposed growth rate model. We demonstrate this in the last section by using our model together with experimental and simulation growth data for Aβ(1–42).

Figure 2. (schematic) The strategy in this work exploited the multiscale nature of the fibril growth process. As we went up in length scales, the importance of treating the problem with atomistic details decreased. The protein structures depicted here are from PDB entries of Aβ − 42 monomer and fibril and are for illustration purposes only.

2. Docking and Locking Constants

For bimolecular reactions between spheres or charged spheres in solution, one can obtain rate constants from the steady-state Smoluchowski [58] or Debye [59] theories. For irregular molecules, one can monitor many reactive Brownian dynamics (BD) trajectories to calculate the rate constants. However, this is in practice impossible in an infinite domain because it requires us to simulate a huge box and wait for long times as the reactants diffuse from large distances to react (which may never happen). An alternative route to the docking rate constant $k_D$ is that developed by Northrup, Allison, and McCammon (NAM) [55]. NAM connected the probabilities calculated from finite domain BD trajectories to the corresponding probabilities in the infinite domain. In their method, they place the binding site of one molecule at the origin. A second molecule is placed on the surface of a sphere of radius $b_1$ from the origin. The distance $b_1$ is selected so that the two molecules interact only through an isotropic coulomb potential $U(r)$ for separation $r > b_1$. A second sphere with radius $b_2 > b_1$ is also centered at the origin as a cutoff distance for terminating Brownian trajectories that wander too far from the target. Multiple trajectories are then initiated from distance $b_1$ to estimate the probability that the second molecule docks at the fibril end (origin) before reaching the outer sphere at radius $b_2$.

$$p = \frac{\text{trajectories that reach docked state before } b_2}{\text{total no. trajectories}} \quad (1)$$
Figure 3 shows the set-up for the BD trajectories in the NAM method. Note that \( p \) is smaller than probability \( p_\infty \) that the second molecule will dock rather than escape by diffusion to an infinite distance from the fibril end. NAM showed that

\[
p_\infty = \frac{p}{(1-(1-p)\Omega)}.
\]

where \( \Omega \) is the probability that a particle at \( r = b_2 \) will eventually return to \( r = b_1 \). This is obtained analytically from the Smoluchowski equation \([58]\) as

\[
\Omega = \left( \int_{b_1}^{\infty} dr \left[ \frac{\exp[\beta U(r)]}{4\pi r^2 D(r)} \right] \right)^{-1} \left( \int_{b_2}^{\infty} dr \left[ \frac{\exp[\beta U(r)]}{4\pi r^2 D(r)} \right] \right). \quad (3)
\]

When the potential of mean forces \( U(r) \) is zero and \( D \) is constant outside sphere with radius \( b_2 \), Equation (3) simplifies to \( \Omega = b_2 / b_1 \). The overall rate constant can be defined as the rate of diffusion to the surface of a sphere with radius \( b_1 \) (Smoluchowski’s \( 4\pi D_0 b_1 \)) \([58]\) multiplied by the probability of reacting rather than diffusing to infinite separation, starting from separation \( b_1 (p_\infty) \) \([55]\):

\[
k_d = 4\pi D_0 b_1 \frac{p}{(1-(1-p)\Omega)}.
\]

Here, \( D_0 \) is the diffusion constant for relative motion of the particles, equal to the sum of their self-diffusion constants when no forces or hydrodynamic interactions exist for \( r > b_1 \) \([55]\).

For complex systems where \( p \) might be extremely small, e.g., because of large peptides that interact with the fibril over long distances and therefore require a large value of
These systems may require more sophisticated sampling methods such as transition interface sampling (TIS) \[60\] or forward flux sampling (FFS) \[61\] to estimate the committor \( p \).

In atomistic simulations, the dock to lock transition is extremely complicated. Much like the protein folding problem, there are many docked states and only one (or perhaps two) locked states. Advanced sampling techniques for rare events are useful in studying the complicated dock-to-lock transition but most of these techniques require reaction coordinates that can describe the transition well. Finding a suitable reaction coordinate can be difficult \[62\], but there have been successful examples using native contact maps \[47,48,50\].

In this work, we used umbrella sampling and Langer’s method \[63\] to study the dock to lock transition. Starting from a set of reaction coordinates \( q \) and the free energy surface (FES) from umbrella sampling, we could expand the FES around the saddle point (\( q^\dagger \)) as

\[
F(q^\dagger + \Delta q) \approx F(q^\dagger) + \frac{1}{2} \Delta q^\dagger A \Delta q. \tag{5}
\]

Matrix \( A \) should have \( n - 1 \) positive eigenvalues and a single negative eigenvalue where \( n \) is the number of dimensions in \( q \). The same free energy expansion can be used for the reactant basin

\[
F(q_0 + \Delta q) \approx F(q_0) + \frac{1}{2} \Delta q_0^\dagger A_0 \Delta q, \tag{6}
\]

where \( q_0 \) is the coordinate of the bottom of the well of the reactant basin. The diffusion tensor at the saddle point is also needed for Langer’s theory

\[
2D_{ij} t = \left\langle \delta q_i(t) \delta q_j(t) \right\rangle^\dagger. \tag{7}
\]

Here, \( \delta q_i(t) = q_i(t) - \left\langle q_i(t) \right\rangle \) and the double dagger sign indicates that the average is calculated using trajectories started at the saddle point. Having calculated \( D_{ij} \), we could obtain the locking rate constant from

\[
k_L = \frac{1}{2\pi} \left( \frac{\det A_0}{\det A} \right)^{1/2} \lambda_- \exp \left( -\beta \left( F(q^\dagger) - F(q_0) \right) \right), \tag{8}
\]

where \( -\lambda_- \) is the single negative eigenvalue of the matrix \( DA \),

\[
DAu = -\lambda_- u. \tag{9}
\]

3. Microkinetic Model

Although many studies refer to one step as fast \[39,64\], the docking and locking processes happen at the same net rate when fibril is growing at a steady state. The forward and backward docking and locking rates also depend differently on the monomer concentration, and thus \( k_D \) and \( k_L \) have different units. The docking process is a diffusion-controlled, bi-molecular association process, and therefore \( k_D \) has units of L/mol/s \[44,65\]. The locking process, however, is a conformational rearrangement with a first-order rate constant similar to a protein folding process, with units of events/s \[47\].
An overall rate law for the dock-lock growth mechanism can be developed using microkinetic modeling techniques that are familiar in catalysis [66]. For example, Massi and Straub developed a microkinetic model for the elongation rate of a fibril [65]. They included two different states for both the fibril and the monomer and derived a rate expression with six different rate constants. Massi and Straub’s work is too elaborate to be fitted with most datasets, but they extracted each constant using multiple fitting techniques and data from multiple experimental methods.

Here, we try to simplify the growth rate expression by proposing a model where the fibril end is always in either a docked state or a locked state. The underlying assumption is that the docked states of the system inter-convert on a faster timescale than the locking process and the overall growth process, and therefore all the docked states can be lumped into one. This means that the system has no on- or off-path meta-stable states other than the docked state mentioned above. We further assumed that the monomers can only bind to a locked end. Figure 4 shows the overall schematic of the growth process.

![Figure 4. Schematic showing overall dock-lock growth mechanism as a cycle of elementary steps.](image)

By using pseudo-steady state approximation and computing the net flux between any docked and locked state, we obtained the net growth rate as [66]

$$r_{\text{growth}} = \frac{k_D k_p M - k_D K_D^{-1} k_{UL}}{k_L + k_D K_D^{-1} + k_{UL} + k_D M}. \quad (10)$$

Here, \(k_D\) is the docking rate constant, \(k_L\) is the locking rate constant, \([M]\) is the monomer (peptide) concentration, \(k_{UL}\) is the reverse rate for the locking step, and \(K_D\) is the equilibrium constant for the docking step.

### 4. Population Balance Model

Here, we assume that fibrils grow irreversibly, e.g., because the monomers do not unlock once they are locked into a fibril \((k_{UL} = 0)\) or because the docking equilibrium constant \(K_D\) is large. If we take the case where \(k_{UL} = 0\), then the growth rate equation will be

$$r_g = \frac{k_D k_p M}{k_L + k_D K_D^{-1} + k_D M}. \quad (11)$$

and the following master equation describes the fibril population

$$\frac{d \rho(L, t)}{dt} = -r_g([M]) \rho(L, t) + r_g([M]) \rho(L - 1, t). \quad (12)$$
The equation for \( \frac{d\rho}{dt} \) would also contain \( \rho(L+1,t) \) terms if we considered fibril dissolution. Expanding \( \rho(L-1,t) \) around \( L \) and keeping terms up to the second order gives

\[
\rho(L-1,t) = \rho(L,t) - \frac{\partial\rho(L,t)}{\partial L} + \frac{1}{2} \frac{\partial^2 \rho(L,t)}{\partial L^2}.
\]

(13)

Putting Equation (13) back into Equation (12) gives

\[
\frac{\partial \rho(L,t)}{\partial t} + r_g([M]) \frac{\partial \rho(L,t)}{\partial L} = \frac{r_g([M])}{2} \frac{\partial^2 \rho(L,t)}{\partial L^2}.
\]

(14)

This is now a Fokker–Planck equation for variable \( L \). We note that Equation (14) only describes growth. Nucleation, aggregation, and breakage of fibrils can be included in more elaborate PBEs [67], but we do not attempt that here. Moreover, note that there are no nucleation or fragmentation events in the PDE, and thus the total number of fibrils is constant,

\[
\rho_{\text{tot}} = \int_0^\infty \rho(L,t)dL \quad \forall t.
\]

(15)

In a finite closed system with a fixed number of monomers, the concentration of free dissolved monomers \( [M] \) decreases as they attach to the fibrils:

\[
\frac{d[M]}{dt} = -r_g([M]) \int_0^\infty \rho(L,t)dL.
\]

(16)

Equations (14) and (16) describe the case where the fibril grows from only one end. In cases where the fibril can grow from both ends, the coefficients for length derivatives in Equation (14) and the right side of Equation (16) should be multiplied by a factor of 2.

The monomer concentration might be held constant at \( [M] = [M]_0 \) throughout the experiment, e.g., by a continuous flow of solution over immobilized fibrils. In this case, Equation (14) can be simplified by the substitution

\[
dt = r_g([M]_0)dt
\]

(17)

to give

\[
\frac{\partial x(L,t)}{\partial t} + \frac{\partial x(L,t)}{\partial L} = \frac{1}{2} \frac{\partial^2 x(L,t)}{\partial L^2},
\]

(18)

where \( x(L,t) = \rho(L,t) / \rho_{\text{tot}} \). Full derivation steps are available in the accompanying Supplementary Information. The solution to Equation (18) with the initial distribution

\[
x(L,0) = x_0(L)
\]

(19)

is

\[
x(L,t) = \int_0^\infty dL_0 g(L,t | L_0) x_0(L_0).
\]

(20)

Here, \( g(L,t | L_0) \) is the Green’s function given by

\[
g(L,t | L_0) = \frac{1}{\sqrt{2\pi t}} \exp \left( -\frac{(L - L_0 - t)^2}{2t} \right).
\]

(21)
Figure 5 shows the solution to the population balance model at various dimensionless times $t$ vs. fibril length $L$.

![Figure 5](image)

**Figure 5.** Solutions to Equation (20) plotted at different values of $t$ as a function of fibril length ($L$, number of monomers). Initial fibril size distribution is $x_0(L) = \delta(L - 10)$.

When the system has a fixed total number of peptides so that growth depletes monomer concentration, Equation (16) can be written as

$$\frac{1 + am}{1 + \alpha} \frac{dm}{m} = -c dt,$$

where $m = [M]/[M]_0$, $\alpha = k_0 k_b^{-1} [M]_0 / (1 + k_b k_i k_r^{-1})$, $c = \rho_{\text{tot}} / [M]_0$, and $\rho_{\text{tot}}$ is defined as in Equation (15). The solution to Equation (22) is

$$m(t) = \frac{1}{c} W \left[ \alpha e^{\alpha t} e^{-\alpha \epsilon e^{\alpha t}} \right].$$

In Equation (23), $W(z)$ is the Lambert $W$ function, which is the solution $w$ to $z = we^w$. Using Equation (23), we can rewrite the population balance model in Equation (14) for a system with a fixed number of peptides. Division through by $r_g([M]_0)$ and $\rho_{\text{tot}}$ gives

$$\frac{\partial x(L, t)}{\partial t} + \frac{r_g([M]_0)}{r_g([M]_0)} \frac{\partial x(L, t)}{\partial L} = \frac{1}{2} \frac{r_g([M]_0)}{2 r_g([M]_0)} \frac{\partial^2 x(L, t)}{\partial L^2}.$$

Dividing Equation (24) by $r_g([M]_0) / r_g([M]_0)$ now gives

$$\frac{\partial x(L, \tau)}{\partial \tau(t)} + \frac{\partial x(L, \tau)}{\partial L} = \frac{1}{2} \frac{\partial^2 x(L, \tau)}{\partial L^2},$$

where $d\tau(t) = r_g([M]_0) / r_g([M]_0) dt = (1 + \alpha) m / (1 + am) dt$. The initial distribution for Equation (25) is

$$x(L, 0) = x_0(L).$$

The solution to Equation (25) will have the same format as Equation (18), i.e.,
\[ x(L, \tau) = \int_0^\infty dL_0 g(L, \tau | L_0) x_0(L_0) \]  

(27)

with \( \tau \) defined as

\[ \tau = \int_0^t \frac{m(t)(1+\alpha)}{1+am(t)} dt = \frac{1}{\varepsilon} \left[ 1 - \frac{1}{\alpha} W\left[ \alpha \varepsilon e^{(1+\alpha)t}\right] \right]. \]  

(28)

Note that all the variables and kinetic parameters of the system (i.e., \([M]_0, \rho_{m}, k_D, k_i, \text{ and } K_D\)) are now absorbed into \( \alpha \) and \( \varepsilon \). Figure 6 illustrates the relation between \( \tau \) and \( t \) for different values of \( \alpha \). The relation between \( \tau \) and \( t \) changes from equality in the constant monomer concentration case to a Lambert W function in the monomer depletion case. Equation (28) shows that the time scale of the growth process “stretches” as monomers are consumed. This is consistent with our intuition—as the monomer concentration decreases, the driving force for growth reduces, it takes longer for the monomers to find fibril ends, and the time needed for the addition of monomers to the fibril increases.

**Figure 6.** Plot of Equation (28) at different values of \( \alpha \). The curves start with a slope of one at low values of \( t \), which is where the monomer concentration is still high and plateau as time passes and monomers are consumed. After the monomers are consumed, the slopes of the curves become zero, indicating that the addition of monomers to the fibrils has stopped.

We can also use Equation (28) to create a plot like Figure 5 for the varying monomer concentration case. Figure 7 shows how the fibril populations change with \( t \) when the monomer concentration is not held constant. As expected, the population of fibrils with \( L = 10 \) (initial length) grows towards longer fibrils until the system runs out of monomers. The growth process is also slowed down by the fact that the driving force for growth (i.e., monomer concentration) is constantly decreasing. This means that at the same \( t \), the peaks in Figure 7 are higher and at lower \( L \) values compared to their counterparts in Figure 5.
Figure 7. Solutions to Equation (27) with $\tau$ defined by Equation (28). Initial fibril length distribution is $x_0(L) = \delta(L - 10)$. The same values of $\alpha$ and $\varepsilon$ are used so that Figures 5 and 7 are comparable. The inset shows the change in dimensionless monomer concentration $m$ with dimensionless time (Equation (23)).

The analysis laid out above allows us to use time-series data of monomer concentration and fibril length from simulation data or experimental results together with Equation (21) or Equation (27) to extract values for $k_p$, $K_p$, and $k_L$.

5. Simple Model and Simulations

To test our rate equation with simulation data, we developed a simple model system with two types of diatomic molecules that associate in “docked” or “locked” states. The docked and locked states in our model correspond to fibril ends with a specific chirality as shown in Figure 8. The interaction potential is made up of several components:

Figure 8. Dumbbells model. The addition of a dumbbell to the fibril happens through a two-step mechanism where the dumbbell initially docks with the wrong chirality and then locks into the correct chirality. The dumbbell and the fibril end have the same $r_{com}$ value but different $q$ values in the docked and locked states.
The components shown in Equation (29) are defined as follows (line by line):

1. Particles of each dumbbell are bonded together with a harmonic potential (1–2 and 3–4 interactions in Figure 8).
2. Particles of types 1 and 2 interact with particles of types 3 and 4 through a Lenard–Jones potential. This potential contributes equal stability to both the docked and locked states.
3. The centers of mass (COM) of molecules of type 1–2 and 3–4 interact through a short-ranged Lenard–Jones potential. This potential stabilizes the fibril and prevents it from dissociating. Inclusion of these LJ interactions also allows us to reduce the strength of LJ interactions between edges of the fibril and molecules in solution, which might otherwise promote branching and secondary nucleation.
4. A Weeks–Chandler–Andersen potential between the particles in the same type of molecule, i.e., between 1 and 1, 1 and 2, 2 and 2, 3 and 3, 3 and 4, and 4 and 4, prevents the fibril from forming unstructured oligomers.
5. A channel that guides incoming dumbbells to the docked state is introduced by using a combination of three 2D Gaussian functions (lines 5, 6, and 7 in Equation (29)):
   - The wall: This part of the force field prevents the dumbbells from directly locking into the fibril (vertical wall near $r_{\text{COM}} = 2$ in Figure 9).
   - The channel: This guides the trajectories into the docked basin after they pass the wall.
   - Locked state tilting: This Gaussian function is included to make the locked state more favorable than the docked state.

Values of the energy and geometry parameters of the interaction potential are shown in Table 1.

The reaction coordinates that describe the dumbbells and their relative positions are as follows: $r_{\text{COM}}$ is the center-of-mass to center-of-mass coordinate distance between two dumbbells, and $q$ is a chirality coordinate that describes the structure of each dimer.
These are defined for each pair of molecules using the positions of the particles 1 through 4 via the following definitions:

\[ \vec{u} = \frac{1}{2}(\vec{x}_1 + \vec{x}_2) - \frac{1}{2}(\vec{x}_3 + \vec{x}_4), \]

\[ \vec{v} = (\vec{x}_4 - \vec{x}_3) \times (\vec{x}_2 - \vec{x}_1), \]

\[ r_{\text{COM}} = \frac{||\vec{r}||}{r_0}, \]

\[ q = \frac{u \cdot v}{r_0^2 ||\vec{r}||}. \]  

Here, \( r_0 \) is the equilibrium bond length. The chirality coordinate is defined to differentiate between the two enantiomers. Values of \( q \) range from \(-1\) to \(1\), where \(-1\) and \(1\) (at a known separation \( r \)) are the two possible enantiomers. The extrema of \( q \) are not exactly equal to \(-1\) and \(1\), due to the vibrations of the bonds during the simulation.

Table 1. Values and definitions of the interaction potential parameters.

| Parameter | Value            | Description                                      |
|-----------|------------------|--------------------------------------------------|
| **Bonded Potential** |                   |                                                  |
| \( k_b \)  | 1000 kBT/Å²      | Bond strength parameter                         |
| \( r_0 \)  | 2.0 Å            | Equilibrium bond length                         |
| **Lennard–Jones and WCA Potentials** |                   |                                                  |
| \( \varepsilon_{lj} \) | 3.0 kBT          | Depth of atom–atom LJ potential well             |
| \( r_{lj}^m \) | 2 Å              | Atom–atom LJ equilibrium bond length             |
| \( \varepsilon_{lj,c} \) | 5.0 kBT          | Depth of COM–COM LJ potential well               |
| \( r_{lj,c}^m \) | 1.4 Å            | COM–COM LJ equilibrium bond length               |
| \( \varepsilon_{WCA} \) | 15.0 kBT         | Depth of WCA potential well                      |
| \( r_{WCA}^m \) | 2.8 Å            | WCA equilibrium bond length                      |
| **Gaussian Potentials** |                   |                                                  |
| \( e_w \)  | 6.0 kBT          | Peak size of the wall                           |
| \( r_{0,w} \) | 2.2 Å            | Location of the wall peak on the \( r_{\text{COM}} \) axis |
| \( s_{r,w} \) | 0.4 Å            | SD of the wall (width in \( r_{\text{COM}} \)) |
| \( q_{0,w} \) | −1.0             | Location of the wall peak on the \( q \) axis   |
| \( s_{q,w} \) | 1.2              | SD of the wall (width in \( q \))               |
| \( e_c \)  | −8.0 kBT         | Peak size of the channel                        |
| \( r_{0,c} \) | 1.7 Å            | Location of the channel peak on the \( r_{\text{COM}} \) axis |
| \( s_{r,c} \) | 1.0 Å            | SD of the channel (width in \( r_{\text{COM}} \)) |
| \( q_{0,c} \) | 0.65             | Location of the channel peak on the \( q \) axis |
| \( s_{q,c} \) | 0.6              | SD of the channel (width in \( q \))            |
All the trajectories are generated following the overdamped dynamics and using the Euler–Maruyama integrator [68]

\[
x(t + \Delta t) = x(t) - D \frac{\partial F}{\partial x} \Delta t + \sqrt{2D\Delta t} \xi,
\]

where \( D \) is diffusivity (identical for all atoms), \( \beta = 1 / k_BT \), and \( \xi \) is a Gaussian random number with zero mean and unit variance.

NAM analysis is performed following the protocol described in Section 2 by putting a fibril made of four dumbbells in the center of the simulation box and a dumbbell of type 3–4 at a given distance \( b_1 \). The trajectories will run until the distance between the dumbbells becomes either smaller than the average center-to-center distance in the docked (or locked) state or greater than the predefined cut-off distance \( b_2 \). Depending on the starting separation, 10,000 or 20,000 trajectories are launched from distance \( b_1 = 12, 13, 14, 15, \) and \( 16 \) Å. The number of successful trajectories are counted, and success probability is then calculated using Equation (1). The number of trajectories that go directly to the locked state is also tracked to make sure that nearly all dumbbells initially attach in the docked state.

![Figure 9](image_url)

**Figure 9.** Free energy surface obtained from umbrella sampling and weighted histogram analysis [69]. The solid lines show the path of a typical reactive trajectory.

The free energy profile between a dumbbell and a preformed fibril of length \( L = 6 \) as a function of \( r_{COM} \) and \( q \) is calculated using umbrella sampling. The free energy profile is then used in Langer’s theory as described in Section 2 to calculate the locking rate.
constant. The docking equilibrium constant \((K_D)\) is also calculated using the free energy profile.

6. Results and Discussion

The docking rate was computed through the NAM method described in Section 2. Table 2 shows results for different starting separations \(b_1\) and cutoff distances \(b_2\).

Table 2. Docking rate constants \(k_o\) calculated from NAM simulations.

| Initial Distance \(b_1\) (Å) | Cut-Off Distance \(b_2\) (Å) | \(p\) | \(k_o\) (L/mol/s) | % Directly to Locked |
|-----------------------------|-----------------------------|------|------------------|---------------------|
| 12                          | 20                          | 22   | \(1.30 \times 10^9\) | 5.40                |
| 13                          | 22                          | 16   | \(1.11 \times 10^9\) | 0.00                |
| 14                          | 24                          | 17   | \(1.23 \times 10^9\) | 3.21                |
| 15                          | 26                          | 15   | \(1.20 \times 10^9\) | 4.11                |

The success probability \(p\) was calculated using Equation (1). The results presented in Table 2 show that a very low percentage of trajectories directly went to the locked state, and thus the dynamics of the model system were consistent with the assumed sequence of events in the dock-lock mechanism. The docking rates presented in the table were calculated using Equation (4). As expected, the computed value \(k_o = (1.21 \pm 0.01) \times 10^9\) L/mol/s, did not depend on \(b_1\) and \(b_2\).

The trajectories that fell directly into the locked state were omitted from the results above and were assumed to introduce negligible error in the rate calculation procedure (less than \(\approx 6\%\) of the trajectories).

Bottom-up rate constants were obtained using free energy surface and short trajectories with methods in Section 2. Specifically, we calculated the diffusivity tensor used in Langer’s theory using pico-second long trajectories started near the saddle point. Using Equation (7), we calculated diffusivities as \(D_{rr} = 1.696 \times 10^{-10} \, \text{Å}^2/\text{s},\) \(D_{qq} = 1.600 \times 10^{-10} /\text{s},\) and \(D_{rq} = D_{qr} = 7.808 \times 10^{-10} \, \text{Å}/\text{s}\.\) The free energy surface obtained from umbrella sampling (shown in Figure 9) was used to expand the free energy around the minimum of the docked basin and the saddle point. Finally, we used Equation (8) to calculate \(K_D = 8.440 \times 10^{-2} \, \text{mol/L}\.\) The docking equilibrium constant was also calculated from the free energy surface to be \(K_D = 8.440 \times 10^{-2} \, \text{mol/L}\.\)

To demonstrate how the population balance model can be used in top-down data analysis to extract rate parameters, we filled a periodic simulation box of size \((60 \, \text{Å})^3\) with individual dumbbells and a preformed fibril of initial length 10 dumbbells. We prevented the nucleation of new fibrils by constantly checking for dimers, separating them, and (randomly) throwing the dumbbells back in the box. The dumbbell concentration was held constant by adding a dumbbell to the box in a random position every time the fibril grew. Results from this simulation were used with maximum likelihood estimation (MLE) to extract the rate constants from brute-force simulations. Results were compared to the values calculated from Langer’s theory.

Top-down estimates of the same rate constants were obtained from simulations of fibril growth in 50 identical boxes at five different concentrations, each one held at fixed dumbbell concentration with seeded fibrils of length \(L_n = 6\.\) Figure 10 shows a snapshot of the simulation box. The data from these simulations were then used to extract rate constants with MLE. To this end, the growth rate expression in Equation (11) had to be re-
casted in a form that enabled the identification of free parameters for optimization. Division through by $k_o$ gave

$$ r_g = \frac{k_L [M]}{K + [M]} \tag{35} $$

where $K = k_f / k_o + K_o^{-1}$. The code used for the top-down analysis is available in the Supplementary Information. Table 3 shows the results from top-down analysis and bottom-up predictions side-by-side.

![Figure 10. Snapshot of the simulation box with a single fibril of length 10 and 50 dumbbells visualized by VMD [70].](image)

| Rate Constant | Rare Events | MLE |
|---------------|-------------|-----|
| $k_L$ (s)     | $9.8 \times 10^7$ | $8.3 \times 10^6$ |
| $K$ (mol/L)   | 0.08        | 0.07 |

There was reasonable (order-of-magnitude) agreement between the values for $k_L$ and $K$ as calculated from rare events methods and MLE. The difference between the bottom-up and the top-down $k_L$ values could arise for two reasons. First, errors in the computed free energy surface were exponentially magnified in Langer theory for $k_L$. Second, the data provided to MLE for fitting was limited to $\approx 100$ ns at five different monomer concentrations. The predictions would be more accurate with longer trajectories and a wider range of concentrations. MLE code and the contour plot showing the log-likelihood as a function of $k_L$ and $K$ are available in the Supplementary Information.

To further demonstrate the top-down extraction of rate constants from MLE with our population balance model and growth rate expression, we used previously published experimental data from Young et al. [71] for the growth of Aβ (1-42). In their analysis, Young et al. used a two-step Michaelis–Menten kinetic model to describe the results. In this work, we derived our rate law for fibril growth on the basis of the two-step dock-lock mechanism and by using microkinetic model techniques. This provided a mechanistic basis for the Michaelis–Menten expression and a molecular interpretation for its fit parameters. We calculated $k_L = 21.10$ /s and $K = 2.71 \times 10^{-5}$ mol/L. Young et al. reported a value of $K = (7.2 \pm 2.4) \times 10^{-5}$ mol/L. Note that Young et al. invoked an additional “pause state”
beyond the dock and lock states to explain intermittent plateaus in their fibril length vs. time data. They did not provide details on how they treated the pauses in their data analysis, e.g., whether they truncated or abridged the data to remove pauses in computing $K$. We obtained the value $K = 2.71 \times 10^{-5}$ mol/L by fitting their entire dataset with no adjustments. Potential differences in our analysis strategies may therefore have been responsible for the threefold difference in estimates of $K$.

7. Conclusions

This study presented a multiscale rare events strategy for the dock-lock mechanism of fibril growth. Our strategy separately computes dock and lock rate constants with correct units and incorporates them in a microkinetic model for the growth (or dissolution) rate as a function of monomer concentration. The microkinetic model is further embedded in a population balance model to predict the evolving length distribution in an ensemble of growing fibrils. The population balance model provides a direct connection to experimental data and/or to large-scale molecular simulation data of fibril growth. We demonstrated how this framework can be used for top-down extraction of kinetic parameters from experimental data and molecular simulation data. For the simulation data, we demonstrated that the top-down analysis yielded rate constants in reasonable agreement with those from rare events calculations for the dock and lock steps.

Apart from the multiscale framework, a central contribution of this work is a blueprint for computing second-order docking rate constants and constructing proper concentration-dependent fibril growth rate laws from molecular level rare events calculations. Although fibril growth mechanisms will vary by sequence and solvent composition, possibly introducing additional intermediates and kinetic traps, the multiscale analysis strategy here should help to connect simulations and experiments. We note that it should also be possible to obtain second-order docking rate constants from MSM results, but to our knowledge, the calculation has not been done. As outlined in Joswiak et al. [72], one must first assume that fibril–solute encounters are rare, i.e., that finding a solute in the simulation box is already a rare event. Then, Poisson statistics give the probability to find a solute in the simulation box as $V_{box}[M]$, where $V_{box}[M] << 1$. Now suppose the MSM approach finds a docking rate constant $k_{M}^{MSM}$ with units /s. The MSM result is a conditional transition probability per time given that a solute is in the box. This means that the true rate, using conditional probability rules, is

$$r_D = k_{M}^{MSM} V_{box}[M].$$

From this, we identify $k_D = k_{M}^{MSM} V_{box}$, which should make it possible to revisit many MSM predictions, convert them to second-order $k_D$ values, and compare them to experiments.

Supplementary Materials: The following are available online at www.mdpi.com/2075-1729/11/6/570/s1, Derivations of Equation (18), the code for MLE analysis, Figure S1: The contour plot of the negative log-likelihood around the minimum.

Author Contributions: Conceptualization, methodology, writing, supervision, and funding acquisition, B.P.; software, writing, visualization, and analysis, A.S.Z.; All authors have read and agreed to the published version of the manuscript.

Funding: This research was partially supported as part of the Institute for Cooperative Upcycling of Polymers (iCOUP), an Energy Frontier Research Center funded by the U.S. Department of Energy (DOE), Office of Science, Basic Energy Sciences (BES), through the Ames Laboratory under its contract no. DE-AC02-07CH11358, and by the startup funding provided by the Lycan Professorship at the University of Illinois.

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.

Acknowledgments: We thank Taras Pogorelov, Joan-Emma Shea, and Clemens Kaminsky for helpful discussions.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Dobson, C.M. Protein Folding and Misfolding. *Nature* 2003, 426, 884–890, doi:10.1038/nature02261.

2. Radford, S.E. Protein Folding: Progress Made and Promises Ahead. *Trends Biochem. Sci.* 2000, 25, 611–618, doi:10.1016/S0968-0004(00)01707-2.

3. Gromiha, M.M.; Selvaraj, S. Inter-Residue Interactions in Protein Folding and Stability. *Prog. Biophys. Mol. Biol.* 2004, 86, 235–277, doi:10.1016/j.pbiomolbi.2003.09.003.

4. Noé, F.; Schütte, C.; Vanden -Eijnden, E.; Reich, L.; Weikl, T.R. Constructing the Equilibrium Ensemble of Folding Pathways from Short Off-Equilibrium Simulations. *Proc. Natl. Acad. Sci. USA* 2009, 106, 19011, doi:10.1073/pnas.0905466106.

5. Onuchic, J.N.; Luthey-Schulten, Z.; Wolynes, P.G. Theory of Protein Folding: The Energy Landscape Perspective. *Annu. Rev. Phys. Chem.* 1997, 48, 545–600, doi:10.1146/annurev.physchem.48.1.545.

6. Dill, K.A. Dominant Forces in Protein Folding. *Biochemistry* 1990, 29, 7133–7155, doi:10.1021/bi00483a001.

7. Marrink, S.J.; Risselada, H.J.; Yefimov, S.; Tieleman, D.P.; de Vries, A.H. The MARTINI Force Field: Coarse Grained Model for Biomolecular Simulations. *J. Phys. Chem. B.* 2007, 111, 7812–7824, doi:10.1021/jp070197r.

8. Schmid, N.; Eichenberger, A.P.; Choutko, A.; Riniker, S.; Winger, M.; Mark, A.E.; van Gunsteren, W.F. Definition and Testing of the GROMOS Force-Field Versions 54A7 and 54B7. *Eur. Biophys. J.* 2011, 40, 843, doi:10.1007/s00249-011-0700-9.

9. Maier, J.A.; Martínez, C.; Kasavajhala, K.; Wickstrom, L.; Hauser, K.E.; Simmerling, C. Fiji4SB: Improving the Accuracy of Protein Side Chain and Backbone Parameters from F99SB. *J. Chem. Theory Comput.* 2015, 11, 3696–3713, doi:10.1021/acs.jctc.5b00255.

10. Brooks, B.R.; Brooks, C.L., 3rd; Mackerell, A.D., Jr.; Nilsson, L.; Pettela, R.J.; Roux, B.; Won, Y.; Archontis, G.; Bartels, C.; Boresch, S.; et al. CHARMM: The Biomolecular Simulation Program. *J. Comput. Chem.* 2009, 30, 1545–1614, doi:10.1002/jcc.21287.

11. Case, D.A.; Cheatham III, T.E.; Darden, T.; Gohlke, H.; Luo, R.; Merz Jr., K.M.; Onufriev, A.; Simmerling, C.; Wang, B.; Woods, R.J. The Amber Biomolecular Simulation Programs. *J. Comput. Chem.* 2005, 26, 1668–1688, doi:10.1002/jcc.20290.

12. Phillips, J.C.; Hardy, D.J.; Maia, J.D.C.; Stone, J.E.; Ribeiro, R.C.; Buch, R.; Fiorin, G.; Hénin, J.; Jiang, W.; et al. Scalable Molecular Dynamics on CPU and GPU Architectures with NAMD. *J. Chem. Phys.* 2020, 153, 044130, doi:10.1063/5.0014475.

13. Darve, E.; Rodriguez-Gómez, D.; Pohorille, A. Adaptive Biasing Force Method for Scalar and Vector Free Energy Calculations. *J. Chem. Phys.* 2008, 128, 141120, doi:10.1063/1.2829861.

14. Bussi, G.; Laio, A.; Tiwary, P. Metadynamics: A Unified Framework for Accelerating Rare Events and Sampling Thermodynamics and Kinetics. In Handbook of Materials Modeling: Methods: Theory and Modeling; Andreoni, W., Yip, S., Eds.; Springer International Publishing: Cham, Switzerland, 2018; pp. 1–31; ISBN 978-3-319-42913-7.

15. Cucureddu, M.A.; Tuckerman, M.E. Free Energy Reconstruction from Metadynamics or Adiabatic Free Energy Dynamics Simulations. *J. Chem. Theory Comput.* 2015, 10, 2975–2986, doi:10.1021/ct50012b.

16. Shamsi, Z.; Cheng, K.J.; Shukla, D. Reinforcement Learning Based Adaptive Sampling: REAPing Rewards by Exploring Protein Conformational Landscapes. *J. Phys. Chem. B.* 2018, 122, 8386–8395, doi:10.1021/acs.jpcb.8b06521.

17. Sugita, Y.; Okamoto, Y. Replica-Exchange Molecular Dynamics Method for Protein Folding. *Chem. Phys. Lett.* 1999, 314, 141–151, doi:10.1016/S0009-2614(99)01123-9.

18. Bonomi, M.; Branduardi, D.; Bussi, G.; Camilloni, C.; Provasi, D.; Raiteri, P.; Donadio, D.; Marinelli, F.; Pietrucci, F.; Broglia, R.A.; et al. PLUMED: A Portable Plugin for Free-Energy Calculations with Molecular Dynamics. *Comput. Phys. Commun.* 2009, 180, 1961–1972, doi:10.1016/j.cpc.2009.05.011.

19. Husic, B.E.; Pande, V.S. Markov State Models: From an Art to a Science. *J. Am. Chem. Soc.* 2018, 140, 2386–2396, doi:10.1021/jacs.7b12191.

20. Cho, S.S.; Levy, Y.; Wolynes, P.G. P versus Q: Structural Reaction Coordinates Capture Protein Folding on Smooth Landscapes. *Proc. Natl. Acad. Sci. USA* 2006, 103, 586, doi:10.1073/pnas.0509768103.

21. Boninsegna, L.; Gobbo, G.; Noé, F.; Clementi, C. Investigating Molecular Kinetics by Variationally Optimized Diffusion Maps. *J. Chem. Theory Comput.* 2015, 11, 5947–5960, doi:10.1021/acs.jctc.5b00749.

22. Hagan, M.F.; Chandler, D. Dynamic Pathways for Viral Capsid Assembly. *Biophys. J.* 2006, 91, 42–54, doi:10.1529/biophysj.105.076851.

23. Hagan, M.F.; Zandi, R. Recent Advances in Coarse-Grained Modeling of Virus Assembly. *Curr. Opin. Virol.* 2016, 18, 36–43, doi:10.1016/j.coviro.2016.02.012.

24. Whitelam, S.; Jack, R.L. The Statistical Mechanics of Dynamic Pathways to Self-Assembly. *Annu. Rev. Phys. Chem.* 2015, 66, 143–163, doi:10.1146/annurev-physchem-040214-121215.

25. Gurry, T.; Stultz, C.M. Mechanism of Amyloid-β Fibril Elongation. *Biochemistry* 2014, 53, 6981–6991, doi:10.1021/bi500695g.

26. Takeda, T.; Klimov, D.K. Replica Exchange Simulations of the Thermodynamics of Aβ Fibril Growth. *Biophys. J.* 2009, 96, 442–452, doi:10.1016/j.bpj.2008.10.008.
27. Ilie, I.M.; Cafișch, A. Simulation Studies of Amyloidogenic Polypeptides and Their Aggregates. *Chem. Rev.* 2019, 119, 6956–6993, doi:10.1021/acs.chemrev.8b00731.

28. Straub, J.E.; Thirumalai, D. Toward a Molecular Theory of Early and Late Events in Monomer to Amyloid Fibril Formation. *Annu. Rev. Phys. Chem.* 2011, 62, 437–463, doi:10.1146/annurev-physchem-032210-103526.

29. Pellarin, R.; Cafișch, A. Interpreting the Aggregation Kinetics of Amyloid Peptides. *J. Mol. Biol.* 2006, 360, 882–892, doi:10.1016/j.jmb.2006.05.033.

30. Schmit, J.D.; Ghosh, K.; Dill, K. What Drives Amyloid Molecules to Assemble into Oligomers and Fibrils? *Biophys. J.* 2011, 100, 450–458, doi:10.1016/j.bpj.2010.11.041.

31. Knowles, T.P.; Waudby, C.A.; Devlin, G.L.; Cohen, S.I.A.; Aguzzi, A.; Vendruscolo, M.; Terentjev, E.M.; Welland, M.E.; Dobson, C.M. An Analytical Solution to the Kinetics of Breakable Filament Assembly. *Science* 2009, 326, 1533, doi:10.1126/science.1178250.

32. Zhang, J.; Muthukumar, M. Simulations of Nucleation and Elongation of Amyloid Fibrils. *J. Chem. Phys.* 2009, 130, 035102, doi:10.1063/1.3050295.

33. Auer, S.; Ricchiuto, P.; Kashchiev, D. Two-Step Nucleation of Amyloid Fibrils: Omnipresent or Not? *J. Mol. Biol.* 2012, 422, 723–730, doi:10.1016/j.jmb.2012.06.022.

34. Cabriolu, R.; Kashchiev, D.; Auer, S. Atomistic Theory of Amyloid Fibril Nucleation. *J. Chem. Phys.* 2010, 133, 225101, doi:10.1063/1.3512642.

35. Šarić, A.; Michaels, T.C.T.; Zaccoone, A.; Knowles, T.P.; Frenekel, D. Kinetics of Spontaneous Filament Nucleation via Oligomers: Insights from Theory and Simulation. *J. Chem. Phys.* 2016, 145, 211926, doi:10.1063/1.4965040.

36. Kashchiev, D.; Auer, S. Nucleation of Amyloid Fibrils. *J. Chem. Phys.* 2010, 132, 215101, doi:10.1063/1.3447891.

37. Cannon, M.J.; Williams, A.D.; Wetzel, R.; Myszka, D.G. Kinetic Analysis of Beta-Amyloid Fibril Elongation. *Anal. Biochem.* 2004, 328, 67–75, doi:10.1016/j.ab.2004.01.014.

38. Esler, W.P.; Stimson, E.R.; Jennings, J.M.; Vinters, H.V.; Ghilardi, J.R.; Lee, J.P.; Mantyh, P.W.; Maggio, J.E. Alzheimer’s Disease Amyloid Propagation by a Template-Dependent Dock-Lock Mechanism. *J. Mol. Biol.* 2011, 419, 67–75, doi:10.1016/j.abb.2010.11.014.

39. Nguyen, P.H.; Li, M.S.; Stock, G.; Straub, J.E.; Thirumalai, D. Monomer Adds to Preformed Structured Oligomers of Aβ-Peptides by a Two-Stage Dock-Lock Mechanism. *Proc. Natl. Acad. Sci. USA* 2007, 104, 111, doi:10.1073/pnas.0607440104.

40. Schor, M.; Vreeke, J.; Bolhuis, P.G. Elucidating the Locking Mechanism of Peptides onto Growing Amyloid Fibrils through Transition Path Sampling. *Biophys. J.* 2012, 103, 1296–1304, doi:10.1016/j.bpj.2012.07.056.

41. O’Brien, E.P.; Okamoto, Y.; Straub, J.E.; Brooks, B.R.; Thirumalai, D. Thermodynamic Perspective on the Dock—Lock Growth Mechanism of Amyloid Fibrils. *J. Phys. Chem. B.* 2009, 113, 14421–14430, doi:10.1021/jp9050098.

42. Bellesia, G.; Shea, J.-E. Self-Assembly of β-Sheet Forming Peptides into Chiral Fibbrillar Aggregates. *J. Chem. Phys.* 2007, 126, 245104, doi:10.1063/1.2739547.

43. Rodriguez, R.A.; Chen, L.Y.; Plascencia-Villa, G.; Perry, G. Thermodynamics of Amyloid-β Fibril Elongation: Atomistic Details of the Transition State. *ACS Chem. Neurosci.* 2018, 9, 783–789, doi:10.1021/acschemneuro.7b00409.

44. Schwierz, N.; Frost, C.V.; Geissler, P.L.; Zacharias, M. Dynamics of Seeded Aβ40-Fibril Growth from Atomic Molecular Dynamics Simulations: Kinetic Trapping and Reduced Water Mobility in the Locking Step. *J. Am. Chem. Soc.* 2016, 138, 527–539, doi:10.1021/jacs.5b08717.

45. Jeon, J.; Shell, M.S. Charge Effects on the Fibril-Forming Peptide KTVII: A Two-Dimensional Replica Exchange Simulation Study. *Biophys. J.* 2012, 102, 1952–1960, doi:10.1016/j.bpj.2012.03.019.

46. Schor, M.; Mey, A.S.J.; Noé, F.; MacPhee, C.E. Shedding Light on the Dock—Lock Mechanism in Amyloid Fibril Growth Using Markov State Models. *J. Phys. Chem. Lett.* 2015, 6, 1076–1081, doi:10.1021/acs.jpclett.5b00330.

47. Bacci, M.; Vymětal, J.; Mihajlović, M.; Cafișch, A.; Vitalis, A. Amyloid β Fibril Elongation by Monomers Involves Disorder and Its Conformation. *J. Chem. Theory Comput.* 2017, 13, 5117–5130, doi:10.1021/acs.jctc.7b00662.

48. Han, W.; Schulten, K. Fibril Elongation by Aβ17–42: Kinetic Network Analysis of Hybrid-Resolution Molecular Dynamics Simulations. *J. Am. Chem. Soc.* 2014, 136, 12450–12460, doi:10.1021/ja507002p.

49. Rojas, A.; Liwo, A.; Browne, D.; Scheraga, H.A. Mechanism of Fiber Assembly: Treatment of Aβ Peptide Aggregation with a Coarse-Grained United-Residue Force Field. *J. Mol. Biol.* 2010, 404, 537–552, doi:10.1016/j.jmb.2010.09.057.

50. Kar, R.K.; Brender, J.R.; Ghosh, A.; Bhunia, A. Nonproductive Binding Modes as a Prominent Feature of Aβ40 Fiber Elongation: Insights from Molecular Dynamics Simulation. *J. Chem. Inf. Model.* 2018, 58, 1576–1586, doi:10.1021/acs.jcim.8b00169.

51. Miller, Y.; Ma, B.; Nussinov, R. Polymorphism of Alzheimer’s Aβ17-42 (P3) Oligomers: The Importance of the Turn Location and Its Conformation. *Biophys. J.* 2009, 97, 1168–1177, doi:10.1016/j.bpj.2009.05.042.

52. Patel, S.; Sasdihar, Y.U.; Chary, K.V.R. Mechanism of Initiation, Association, and Formation of Amyloid Fibrils Modeled with the N-Terminal Peptide Fragment, IKYLEFIS, of Myoglobin G-Helix. *J. Phys. Chem. B.* 2017, 121, 7536–7549, doi:10.1021/acs.jpcb.7b02205.

53. Wagoner, V.A.; Cheon, M.; Chang, I.; Hall, C.K. Impact of Sequence on the Molecular Assembly of Short Amyloid Peptides. *Proteins Struct. Funct. Bioinform.* 2014, 82, 1469–1483, doi:10.1002/prot.24515.

54. Lee, C.F.; Loken, J.; Jean, L.; Vaux, D.J. Elongation Dynamics of Amyloid Fibrils: A Rugged Energy Landscape Picture. *Phys. Rev. E.* 2009, 80, 041906, doi:10.1103/PhysRevE.80.041906.

55. Northrup, S.H.; Allison, S.A.; McCammon, J.A. Brownian Dynamics Simulation of Diffusion-Influenced Bimolecular Reactions. *J. Chem. Phys.* 1984, 80, 1517–1524, doi:10.1063/1.446900.
56. Plattner, N.; Doerr, S.; De Fabritiis, G.; Noé, F. Complete Protein—Protein Association Kinetics in Atomic Detail Revealed by Molecular Dynamics Simulations and Markov Modelling. *Nat. Chem.* 2017, 9, 1005–1011, doi:10.1038/nchem.2785.

57. Fawzi, N.L.; Okabe, Y.; Yap, E.-H.; Head-Gordon, T. Determining the Critical Nucleus and Mechanism of Fibril Elongation of the Alzheimer’s Aβ1–40 Peptide. *J. Mol. Biol.* 2007, 365, 535–550, doi:10.1016/j.jmb.2006.10.011.

58. Smoluchowski, M.V. Drei Vortrage uber Diffusion, Brownsche Bewegung und Koagulation von Kolloidteilchen. *Z. Phys.* 1916, 17, 557–585. (In German)

59. Debye, P. Reaction Rates in Ionic Solutions. *Trans. Electrochem. Soc.* 1942, 82, 265, doi:10.1149/1.3071413.

60. van Erp, T.S.; Moroni, D.; Bollhuis, P.G. A Novel Path Sampling Method for the Calculation of Rate Constants. *J. Chem. Phys.* 2003, 118, 7762–7774, doi:10.1063/1.1562614.

61. Allen, R.J.; Frenkel, D.; ten Wolde, P.R. Forward Flux Sampling-Type Schemes for Simulating Rare Events: Efficiency Analysis. *J. Chem. Phys.* 2006, 124, 194111, doi:10.1063/1.2198827.

62. Peters, B. Reaction Coordinates and Mechanistic Hypothesis Tests. *Annu. Rev. Phys. Chem.* 2016, 67, 669–690, doi:10.1146/annurev-physchem-040215-112215.

63. Langer, J.S. Statistical Theory of the Decay of Metastable States. *Ann. Phys.* 1969, 54, 258–275, doi:10.1016/0003-4916(69)90153-5.

64. Sasmal, S.; Schwierz, N.; Head-Gordon, T. Mechanism of Nucleation and Growth of Aβ40 Fibrils from All-Atom and Coarse-Grained Simulations. *J. Phys. Chem. B.* 2016, 120, 12088–12097, doi:10.1021/acs.jpcb.6b06708.

65. Massi, F.; Straub, J.E. Energy Landscape Theory for Alzheimer’s Amyloid β-Peptide Fibril Elongation. *Proteins Struct. Funct. Bioinform.* 2001, 42, 217–229, doi:10.1002/1097-0134(20010201)42:2<217::AID-PROT90>3.0.CO;2-N.

66. Peters, B. *Reaction Rate Theory and Rare Events*; Elsevier: Amsterdam, The Netherlands, 2017; ISBN 978-0-444-59470-9.

67. Ramkrishna, D. The Framework of Population Balance. In *Population Balances*; Ramkrishna, D., Ed.; Academic Press: San Diego, CA, USA, 2000; Chapter 2, pp. 7–45; ISBN 978-0-12-576970-9.

68. Higham, D.J. An Algorithmic Introduction to Numerical Simulation of Stochastic Differential Equations. *SIAM Rev.* 2001, 43, 525–546, doi:10.1137/S0036144500378302.

69. Grossfield, A. WHAM: Weighted Histogram Analysis Method. *Version* 2012, 2, 6.

70. Humphrey, W.; Dalke, A.; Schulten, K. VMD—Visual Molecular Dynamics. *J. Molec. Graph.* 1996, 14, 33–38.

71. Young, I.J.; Kaminski Schierle, G.S.; Kaminski, C.F. Imaging Aβ(1–42) Fibril Elongation Reveals Strongly Polarised Growth and Growth Incompetent States. *Phys. Chem. Chem. Phys.* 2017, 19, 27987–27996, doi:10.1039/C7CP03412A.

72. Joswiak, M.N.; Peters, B.; Doherty, M.F. In Silico Crystal Growth Rate Prediction for NaCl from Aqueous Solution. *Cryst. Growth Des.* 2018, 18, 6502–6506, doi:10.1021/acs.cgd.8b01184.