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Abstract—Federated learning (FL) that enables edge devices to collaboratively learn a shared model while keeping their training data locally has received great attention recently and can protect privacy in comparison with the traditional centralized learning paradigm. However, sensitive information about the training data can still be inferred from model parameters shared in FL. Differential privacy (DP) is the state-of-the-art technique to defend against those attacks. The key challenge to achieving DP in FL lies in the adverse impact of DP noise on model accuracy, particularly for deep learning models with large numbers of parameters. This paper develops a novel differentially-private FL scheme named Fed-SMP that provides a client-level DP guarantee while maintaining high model accuracy. To mitigate the impact of privacy protection on model accuracy, Fed-SMP leverages a new technique called Sparsified Model Perturbation (SMP) where local models are sparsified first before being perturbed by Gaussian noise. We provide a tight end-to-end privacy analysis for Fed-SMP using Rényi DP and prove the convergence of Fed-SMP with both unbiased and biased sparsifications. Extensive experiments on real-world datasets are conducted to demonstrate the effectiveness of Fed-SMP in improving model accuracy with the same DP guarantee and saving communication cost simultaneously.
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I. INTRODUCTION

The proliferation of edge devices such as smartphones and Internet-of-things (IoT) devices, each equipped with rich sensing, computation, and storage resources, leads to tremendous data being generated on a daily basis at the network edge. These data can be analyzed to build machine learning models that enable a wide range of intelligent services such as personal fitness tracking [1], traffic monitoring [2], and smart home security [3]. Traditional machine learning paradigm requires transferring all the raw data to the cloud before training a model, leading to high communication cost and severe privacy risk.

As an alternative machine learning paradigm, Federated Learning (FL) has attracted significant attention recently due to its benefits in communication efficiency and privacy [4]. In FL, multiple clients collaboratively learn a shared statistical model under the orchestration of the cloud without sharing their local data [5]. Although only model updates instead of raw data are shared by each client in FL, it is not sufficient to ensure privacy as the sensitive training data can still be inferred from the shared model parameters by using advanced inference attacks. For instance, given an input sample and a target model, the membership inference attack [6] can train an attack model to determine whether the sample was used for training the target model or not. Also, given a target model and class, the model inversion attack [7] can recover the typical representations of the target class using an inversion model learned from the correlation between the inputs and outputs of the target model.

As a cryptography-inspired rigorous definition of privacy, differential privacy (DP) has become the de-facto standard for achieving data privacy and can give a strong privacy guarantee against an adversary with arbitrary auxiliary information [8]. For privacy protection in FL, client-level DP is often more relevant than record-level DP: client-level DP guarantee protects the entire local dataset of a client, while record-level DP guarantees protect only a single data sample of a client [9], [10]. While DP can be straightforwardly achieved using Gaussian or Laplacian mechanism [8], achieving client-level DP in the FL setting faces several major challenges in maintaining high model accuracy. First, FL is an iterative learning process where model updates are exchanged in multiple rounds, leading to more privacy leakage compared to the one-shot inference. Second, the intensity of added DP noise is linearly proportional to the model size, which can be very large (e.g., millions of model parameters) for modern deep neural networks (DNNs), and will severely degrade the accuracy of the trained model. Third, it is more challenging to achieve client-level DP than record-level DP because the entire dataset of a client rather than a single data sample of that client needs to be protected. Existing studies [11], [12], [13] on FL with client-level DP suffer from significant...
accuracy degradation due to the inherent challenge of large additive random noise required to achieve a certain level of client-level DP for DNNs. While some works \cite{14,15,16} rely on specialized techniques like model sparsification to reduce the impact of DP noise, these methods are limited to record-level DP and often lack a comprehensive theoretical analysis for their effectiveness.

In this paper, we propose a new differentially-private FL scheme called Fed-SMP, which guarantees client-level DP while preserving model accuracy and saving communication cost simultaneously. Fed-SMP utilizes Sparsified Model Perturbation (SMP) to improve the privacy-accuracy tradeoff of DP in FL. Specifically, SMP first sparsifies the local model update of a client at each round by selecting only a subset of coordinates to keep and then adds Gaussian noise to perturb the values at those selected coordinates. As we will show later in this paper, by using SMP in FL, the sparsification will have an amplification effect on the privacy guarantee offered by the added Gaussian noise, leading to a better privacy-accuracy tradeoff. Meanwhile, it can reduce the communication cost by compressing the shared model updates at each round. In summary, the main contributions of this paper are summarized as follows.

- We propose a new differentially private FL scheme called Fed-SMP, which achieves client-level DP guarantee for FL with a large number of clients. Fed-SMP only makes lightweight modifications to FedAvg \cite{5}, the most common learning method for FL, which enables easy integration into existing packages.

- Compared with DP-FedAvg \cite{11}, the state-of-art of differentially private FL schemes, Fed-SMP improves the privacy-utility tradeoff and uplink communication efficiency for FL with client-level DP, by using sparsification as a tool for amplifying privacy and reducing the uplink communication cost at the same time.

- By integrating different sparsification operators with model perturbation, we design two algorithms of Fed-SMP: Fed-SMP with unbiased random sparsification and Fed-SMP with biased top-k sparsification. The resulting algorithms require less amount of added random noise to achieve the same level of DP and simultaneously are compatible with secure aggregation, a crucial privacy-enhancing technique to achieve client-level DP in practical FL systems, to reduce the size of the model to be transmitted.

- To prove the \((\epsilon, \delta)\)-DP guarantee of Fed-SMP, we use Rényi differential privacy (RDP) to tightly account the end-to-end privacy loss of Fed-SMP. We also theoretically analyze the impact of sparsified model perturbation on the convergence of Fed-SMP with both unbiased and biased sparsifications considering non-IID data distribution, filling the gap in the state-of-arts. The theoretical results indicate that under a certain DP guarantee, the optimal compression level of Fed-SMP needs to balance the increased compression error and reduced privacy error due to sparsification.

- We empirically evaluate the performances of Fed-SMP on both IID and non-IID datasets and compare the results with those of the state-of-art baselines. Experimental results demonstrate that Fed-SMP can achieve higher model accuracy than baseline approaches under the same level of DP and save the communication cost simultaneously.

The rest of the paper is organized as follows. Preliminaries on DP are described in Section II. Section III introduces the problem formulation and presents the proposed Fed-SMP scheme. The privacy and convergence properties of Fed-SMP with random and top-\(k\) sparsification strategies are rigorously analyzed in Section V. Section VI shows the experimental results. Finally, Section VII reviews the related work, and Section VIII concludes the paper.

II. PRELIMINARIES

DP has been proposed as a rigorous privacy notion for measuring privacy risk. The classic notion of DP, \((\epsilon, \delta)\)-DP, is defined as follows:

\[
\text{Definition 1 (}\ ((\epsilon, \delta)\)-DP \cite{8}) : \text{ Given privacy parameters } \epsilon > 0 \text{ and } 0 \leq \delta < 1, \text{ a randomized mechanism } M \text{ satisfies } (\epsilon, \delta)-\text{DP if for any two adjacent datasets } D, D' \text{ and any subset of outputs } O \subseteq \text{range}(M), \\
\text{Pr}[M(D) \in O] \leq e^\epsilon \text{Pr}[M(D') \in O] + \delta. \quad (1)
\]

When \(\delta = 0\), we have \(\epsilon\)-DP, or Pure DP.

To better calculate the privacy loss over multiple iterations in differentially private learning algorithms, Rényi differential privacy (RDP) has been proposed as follows:

\[
\text{Definition 2 ((}\alpha, \rho\text{)-RDP \cite{17}) : \text{ Given a real number } \alpha > 1 \text{ and privacy parameter } \rho \geq 0, \text{ a randomized mechanism } M \text{ satisfies } (\alpha, \rho)\text{-RDP if for any two adjacent datasets } D, D', \text{ the Rényi } \alpha\text{-divergence between } M(D) \text{ and } M(D') \text{ satisfies} \\
D_{\alpha}[M(D)∥M(D')] := \frac{1}{\alpha - 1} \log \mathbb{E} \left[ \left( \frac{M(D)}{M(D')} \right)^{\alpha} \right] \leq \rho(\alpha).
\]

RDP is a relaxed version of pure DP with a tighter composition bound. Thus, it is more suitable to analyze the end-to-end privacy loss of iterative algorithms. We can convert RDP to \((\epsilon, \delta)\)-DP for any \(\delta > 0\) using the following lemma:

\[
\text{Lemma 1 (From RDP to } (\epsilon, \delta)\text{-DP \cite{18}) : \text{ If the randomized mechanism } M \text{ satisfies } (\alpha, \rho(\alpha))\text{-RDP, then it also satisfies} \\
(\rho(\alpha) + \frac{\log(1/\delta)}{\alpha-1}, \delta)\text{-DP.}
\]

In the following, we provide some useful definitions and lemmas about DP and RDP that will be used to derive our main results in the rest of the paper.

\[
\text{Definition 3 (} \ell_2\text{-sensitivity \cite{8}) : \text{ Let } h : D \rightarrow \mathbb{R}^d \text{ be a query function over a dataset. The } \ell_2\text{-sensitivity of } h \text{ is defined as } } \psi(h) := \sup_{D, D' \in D, D \neq D'} \|h(D) - h(D')\|_2 \text{ where } D \sim D' \text{ denotes that } D \text{ and } D' \text{ are two adjacent datasets.}
\]

\[
\text{Lemma 2 (Gaussian Mechanism \cite{17}) : \text{ Let } h : D \rightarrow \mathbb{R}^d \text{ be a query function with } \ell_2\text{-sensitivity } \psi(h). \text{ The Gaussian mechanism } M = h(D) + N(0, \sigma^2 \psi(h)^2 I_d) \text{ satisfies } (\alpha, \alpha/2\sigma^2)\text{-RDP.}
\]

\[
\text{Lemma 3 (RDP for Subsampling Mechanism \cite{18}, \cite{19}) : \text{ For a Gaussian mechanism } M \text{ and any m-datasets dataset } D, \text{ define } M \circ SUBSAMPLE \text{ as 1) subsample without replacement } B \text{ datapoints from the dataset (denote } q = B/m \text{ as the sampling ratio); and 2) apply } M \text{ on the subsampled dataset as input. Then if } M \text{ satisfies } (\alpha, \rho(\alpha))\text{-RDP with respect to the subsampled dataset for all integers } \alpha \geq 2, \text{ then}
\]
Furthermore, some clients can collude with the server or each other to infer private information about a specific victim client. Besides, the adversary could also be the passive outside attacker. These attackers can eavesdrop on all the shared messages during the execution of the training but will not actively inject false messages into or interrupt message transmissions.

C. Achieving Client-Level DP in FL

As the classic and most widely-used algorithm in the FL setting, Federated Averaging (FedAvg) [5] solves (2) by running multiple iterations of stochastic gradient descent (SGD) in parallel on a subset of clients and then averaging the resulting local model updates at a central server periodically. Compared with distributed SGD, FedAvg is shown to achieve the same model accuracy with fewer communication rounds. Specifically, FedAvg involves $T$ communication rounds, and each round can be divided into four stages as shown in Fig. 1. First, at the beginning of round $t \in \{0, \ldots, T-1\}$, the server randomly selects a subset $\mathcal{W}^t$ of $r$ clients and sends them the latest global model $\theta^n$ to perform local computations. Second, each client $i \in \mathcal{W}^t$ runs $\tau$ iterations of SGD on its local dataset to update its local model. Let $\theta^{t,s}_i$ denote client $i$’s model after the $s$th local iteration at the $t$th communication round where $s \in [0, \tau-1]$. By model initialization, we have $\theta^{t,0}_i = \theta^t$. Then the update rule at client $i$ is represented as

$$
\theta^{t,s+1}_i = \theta^{t,s}_i - \eta_i \nabla_{\theta^{t,s}_i} f_i(\theta^{t,s}_i), \forall s = 0, \ldots, \tau - 1,
$$

(3)

where $\eta_i$ is the local learning rate and $\nabla_{\theta^{t,s}_i} f_i(\theta^{t,s}_i, z)$ represents the stochastic gradient over a mini-batch $\xi^{t,s}_i$ of $B$ datapoints sampled from $D_i$. Third, the client $i$ uploads its model update $\Delta^t_i := \theta^{t,s}_i - \theta^{t,s-1}_i$ to the server. Fourth, after receiving all the local model updates, the server updates the global model by

$$
\theta^{t+1} = \theta^t - \frac{1}{r} \sum_{i \in \mathcal{W}^t} \Delta^t_i.
$$

(4)

The same procedure repeats at the next round $t+1$ thereafter until satisfying certain convergence criteria.

In FedAvg, clients repeatedly upload local model updates of large dimension $d$ (e.g., millions of model parameters for DNNs) to the server and download the newly-updated global model from the server many times to learn an accurate global model. Since the bandwidth between the server and clients could be rather limited, especially for uplink transmissions, the overall communication cost could be very high. Furthermore, although FedAvg can avoid direct information leakage by keeping the local dataset on the client, the model updates shared at each round can still potentially leak privacy. Adversaries in FL (as defined in Section III-B) can infer/reconstruct private information of clients’ local training data from these shared local model updates, using recent advanced attacks such as membership inference attack [6] and model inversion attack [7].

As the commonly-used privacy protection technique for machine learning, DP mechanisms have been used to mitigate the above-mentioned privacy risks in FedAvg and provide rigorous privacy guarantees. In FL, DP can be categorized into record-level DP and client-level DP, depending on how the adjacent
Algorithm 1: DP-FedAvg.

Require: model dimension \( d \), number of clients \( n \), number of selected clients per round \( r \), number of training rounds \( T \), local update period \( \tau \), local learning rate \( \eta_l \), clipping threshold \( C \), noise multiplier \( \sigma \).

Server executes:
1: Initialize \( \theta^0 \in \mathbb{R}^d \)
2: for \( t = 0 \) to \( T-1 \) do
3: Sample a set of \( r \) clients uniformly at random without replacement, denoted by \( V_t \subseteq [n] \)
4: Broadcast \( \theta^t \) to all clients in \( V_t \)
5: for each clients \( i \in \mathcal{W}^t \) in parallel do
6: \( y^t_i \leftarrow \text{ClientUpdate}(\theta^t) \)
7: end for
8: \( \theta^{t+1} \leftarrow \theta^t - (1/r) \sum_{i \in \mathcal{W}^t} y^t_i \)
9: end for
10: return \( \theta^T \)

ClientUpdate(\( \theta^t \)):
1: \( \theta^{t,0} \leftarrow \theta^t \)
2: for \( s = 0 \) to \( \tau-1 \) do
3: Compute a mini-batch stochastic gradient \( g^{t,s}_i \)
4: \( \theta^{t,s+1} \leftarrow \theta^{t,s} - \eta_l g^{t,s}_i \)
5: end for
6: \( \Delta^t_i \leftarrow \theta^t - \theta^{t,\tau} \)
7: \( \Delta^t_i \leftarrow \Delta^t_i \times \min(1, C/\|\Delta^t_i\|_2) \)
8: \( \Delta^t_i \leftarrow \Delta^t_i + N(0, (C^2\sigma^2/r) \cdot I_d) \)
9: Encrypt \( \Delta^t_i \) and send it to the server via secure aggregation.

Datasets are defined. Adjacent datasets in the context of DP refer to two datasets that differ by at most one entry. In this paper, we define the adjacent datasets by adding or removing the entire local data of a client and aim to protect the privacy of individual clients in FL, resulting in the client-level DP. Record-level DP, on the other hand, focuses on protecting the privacy of individual records within each client’s local dataset and its adjacent datasets are defined by adding or removing a single datapoint of a client’s local dataset. In comparison, client-level DP can provide a more comprehensive privacy guarantee at the client level and has been shown to be more relevant to the cross-device federated learning we considered, where there are a large number of participating devices, and each device can contribute multiple data records [11].

To provide client-level DP in FL without a fully trusted server, prior studies [9], [11] have proposed the model perturbation mechanism to prevent the privacy leakage from model updates in FedAvg, known as DP-FedAvg. As the pseudo-code of DP-FedAvg given in Algorithm 1, DP-FedAvg has the following changes to FedAvg at each FL round: 1) Each client’s model update is clipped to have a bounded \( \ell_2 \)-norm (line 17); 2) Gaussian noise is added to the clipped model update at each client (line 18); 3) Final local model updates are encrypted following a secure aggregation protocol (e.g., [20], [21]) and sent to the server for aggregation (line 19).

Note that the use of secure aggregation is a common practice in the literature to achieve client-level DP in FL, and the design of a new secure aggregation protocol is out of the scope of this paper. Secure aggregation enables the server to learn just an aggregate function of the clients’ local updates, typically the sum, and nothing else, so the Gaussian noise is added to prevent privacy leakage from the sum of local updates. Specifically, in secure aggregation, clients generate randomly sampled zero-sum mask vectors locally by working in the space of integers modulo \( m \) and sampling the mask’s elements uniformly from \( \mathbb{Z}_m \). When the server computes the modular sum of all the masked updates, the masks cancel out, and the server obtains the exact sum of local updates. As with the existing works in FL [22], [23], [24], we ignore the finite precision and modular summation arithmetic associated with secure aggregation in this paper, noting that one can follow the strategy in [25] to transform the real-valued vectors into integers for minimizing the approximation error of recovering the sum.

Although we can improve privacy and achieve client-level DP in FL by adding Gaussian noise locally and using secure aggregation, the resulting accuracy of the trained model is often low due to the high intensity of added Gaussian noise. Moreover, communication cost has never been considered in those studies. This motivates us to develop a new differentially private FL scheme that can maintain high model accuracy while reducing the communication cost.

IV. Fed-SMP: Federated Learning with Sparsified Model Perturbation

In this section, we develop a new FL scheme called Fed-SMP to provide client-level DP with high model accuracy while improving communication efficiency at the same time. To ensure easy integration into existing packages/systems, Fed-SMP follows the same overall procedure of FedAvg as depicted in Fig. 1 and employs a novel integration of Gaussian mechanism and sparsification in the local update stage. This guarantees that each client’s shared local model update is both sparse and differentially private. The two specific sparsifiers considered in Fed-SMP are defined as follows:

Definition 4 (Random and Top-k Sparsifiers): For a parameter \( 1 \leq k \leq d \) and vector \( x \in \mathbb{R}^d \), the random sparsifier \( \text{rand}_k : \mathbb{R}^d \times \Omega_k \rightarrow \mathbb{R}^d \) and top-k sparsifier \( \text{top}_k : \mathbb{R}^d \rightarrow \mathbb{R}^d \) are defined as

\[
\text{rand}_k(x)_{j} := \begin{cases} x_{j}, & \text{if } j \in \omega, \\ 0, & \text{otherwise}, \end{cases}
\]

\[
\text{top}_k(x) := \begin{cases} x_{\pi(j)}, & \text{if } j \leq k, \\ 0, & \text{otherwise}, \end{cases}
\]

where \( \Omega_k = \binom{[d]}{k} \) denotes the set of all \( k \)-element subsets of \( [d] \), \( \omega \) is chosen uniformly at random, i.e., \( \omega \sim_{\text{unif}} \Omega_k \), and \( \pi \) is a permutation of \( [d] \) such that \( |x_{\pi(j)}| \geq |x_{\pi(j+1)}| \) for \( j \in [1, d - 1] \).

In Fed-SMP with both \( \text{rand}_k \) and \( \text{top}_k \) sparsifier, only \( k \) coordinates of the local model update will be sent out. Generally speaking, \( \text{rand}_k \) sparsifier may discard coordinates that are actually important, which inevitably degrades model accuracy.
when $k$ is small. Yet, $\text{top}_k$ sparsifier keeps the coordinates with the largest magnitude and can achieve higher model accuracy for small $k$. This seems to indicate that $\text{top}_k$ is always the better choice. However, the two sparsifiers have different privacy implications. For $\text{rand}_k$ sparsifier, since the set of selected coordinates $\omega$ is chosen uniformly at random, the selected coordinates are not data-dependent and thus do not contain any private information of training data. On the other hand, the set of selected coordinates for $\text{top}_k$ sparsifier depends on the values of model parameters and hence contains private information of training data and cannot be used like that of $\text{rand}_k$ sparsifier. It is worth noting that although $\text{rand}_k$ sparsifier is a randomized mechanism, it does not provide any privacy guarantee by itself in terms of DP and needs to be combined with Gaussian mechanism for rigorous DP guarantee.

Using the above sparsifiers for client-level DP in FL has new challenges. As mentioned before, secure aggregation is a key privacy-enhancing technique to achieve client-level DP in practical FL systems. However, the naive application of $\text{rand}_k$ or $\text{top}_k$ sparsifier to the local model update of each client typically results in a different set of $k$ coordinates for each client, preventing us from only encrypting the $k$ selected coordinates of each client in the secure aggregation protocol. One can apply secure aggregation to all the $d$ coordinates, but the communication efficiency benefit of sparsification will get lost. In the following, we design new $\text{rand}_k$ and $\text{top}_k$ sparsifiers in Fed-SMP that are compatible with secure aggregation. Specifically, we let the selected clients keep the same set of $k$ active coordinates at each round; therefore, those clients can transmit the sparsified model update directly using the secure aggregation protocol and save the communication cost.

The pseudo-code for the proposed Fed-SMP is provided in Algorithm 2. At the beginning of round $t$, the server randomly selects a set $\mathcal{W}^t$ of $r$ clients and broadcasts to them the current global model $\theta^t$ and mask vector $m^t \in \{0, 1\}^d$ (lines 3-9). The jth coordinate of mask vector $m^t$ equals to 1 if that coordinate is selected by the sparsifier at round $t$ and 0 otherwise. In Fed-SMP with $\text{rand}_k$ sparsifier, the $k$ coordinates are selected randomly from $[d]$ by the server (i.e., the procedure $\text{SelectRandK}(\cdot)$). In Fed-SMP with $\text{top}_k$ sparsifier, we let the server choose a set of top $k$ coordinates for all clients using a small public dataset $D_p$ at each round, avoiding privacy leakage from the selected coordinates. The distribution of the public dataset $D_p$ is assumed to be similar to the overall dataset distribution of clients. This assumption is common in the FL literature [26], [27], [28], [29], where the server is assumed to have a small public dataset for model validation that mimics the overall dataset distribution. Specifically, at round $t$, the server first performs multiple iterations of SGD similar to (3) on the global model $\theta^t$ using the public dataset $D_p$ and obtains the model difference $\Delta_p$. Then, the server selects a set of $k$ coordinates with the largest absolute values in $\Delta_p$ and generates a corresponding mask vector $m^t$ (i.e., the procedure $\text{SelectTopK}(\cdot)$). After receiving the global model $\theta^t$ and mask vector $m^t$ from the server, each client $i \in \mathcal{W}^t$ initializes its local model to $\theta^t$ and runs $\tau$ iterations of SGD to update its local model.
in parallel (lines 26-30). Then, the client $i$ sparsifies its local model update $\theta^{t} - \theta^{t-1}$ using the mask vector $m^{t}$ (lines 33-37). The operator $\odot$ in Algorithm 2 represents the element-wise multiplication. Note that for rand$_k$ sparsifier, the model update will be scaled by $d/k$ to ensure an unbiased estimation on the sparsified model update (line 34). Since there is no a priori bound on the size of the sparsified model update $\Delta^{t}$, each client will clip its sparsified model update in $\ell_2$-norm with clipping threshold $C$ so that $||\Delta^{t}||_2 \leq C$ (line 38). Next, each client perturbs its sparsified model update by adding independent Gaussian noise $\mathcal{N}(0, C^2\sigma^2/r)$ on the $k$ selected coordinates (line 39), where $\sigma$ represents the noise multiplier. The noisy sparsified model update $\Delta^{t}_{i}$ is then encrypted as an input into a secure aggregation protocol and sent to the server (line 32). Finally, the server computes the modular sum of all encrypted models to obtain the exact sum of local model updates (i.e., $\sum_{i\in W} x_i = \sum_{i\in W} \Delta^{t}_{i}$) and updates the global model for the next round (line 13).

V. MAIN THEORETICAL RESULTS

In this section, we analyze the end-to-end privacy guarantee and convergence results of Fed-SMP. For better readability, we state the main theorems and only give the proof sketches in this section while leaving the complete proofs in the Appendix. Before presenting our theoretical results, we make the following assumptions:

**Assumption 1 (Smoothness):** Each local objective function $f_i: \mathbb{R}^d \to \mathbb{R}$ is $L$-smooth, i.e., for any $x, y \in \mathbb{R}^d$, 

$$||\nabla f_i(y) - \nabla f_i(x)|| \leq L||y - x||, \forall i \in [n].$$

**Assumption 2 (Unbiased Gradient and Bounded Variance):** The stochastic gradient at each client is an unbiased estimator of the local gradient: $\mathbb{E}[g_i(x)] = \nabla f_i(x)$, and has bounded variance: $\mathbb{E}[||g_i(x) - \nabla f_i(x)||^2] \leq \tilde{c}_i^2, \forall x \in \mathbb{R}^d, i \in [n]$, where the expectation is over all the local mini-batches. We also denote $\tilde{c}_i^2 := (1/n) \sum_{x=1}^n c_i^2$ for convenience.

**Assumption 3 (Bounded Dissimilarity):** There exist constants $\beta_2 \geq 1, \kappa_2 \geq 0$ such that $(1/n) \sum_{x=1}^n ||\nabla f_i(x)||^2 \leq \beta_2^2 (1/n) \sum_{x=1}^n ||\nabla f_i(x)||^2 + \kappa_2^2$. If local objective functions are identical to each other, then we have $\beta_2^2 = 1$ and $\kappa_2^2 = 0$.

Assumptions 1 and 2 are standard in the analysis of SGD [30], and Assumption 3 is commonly used in the federated optimization literature [31], [32], [33] to capture the dissimilarities of local objectives under non-IID data distribution.

### A. Privacy Analysis

In this subsection, we provide the end-to-end privacy analysis of Fed-SMP based on RDP. Given the fact that the server only knows the sum of local model updates $\sum_{i\in W} \Delta^{t}_{i}$ due to the use of secure aggregation, we need to compute the privacy loss incurred from releasing the sum of local model updates. Assume the client sets $W$ and $W'$ differ in one client index $c$ such that $W' := W \cup \{c\}$. For any adjacent datasets $D := \{D_i\}_{i\in W}$ and $D' := \{D'_j\}_{j\in W'} = \{D_i\}_{i\in W} \cup D_c$, according to Definition 3, the $\ell_2$-sensitivity of the sum of local model updates is

$$\psi := \sup_{D, D'} \left|\sum_{i\in W} \sum_{j\in W} \Delta^{t}_{i}(D_i) - \sum_{j\in W'} \Delta^{t}_{j}(D'_j)\right|_2.$$  

Due to the clipping, we have $||\Delta^{t}_{i}(D_i)||_2 \leq C, \forall i \in [n]$, and therefore $\psi := \sup_{D, D'} ||\sum_{i\in W} \Delta^{t}_{i}(D_i)||_2 \leq C$. As the sum of Gaussian random variables is still a Gaussian random variable, the variance of the Gaussian noise added to each selected coordinate of the sum of local model updates is $C^2\sigma^2$. According to Lemmas 1-4, we compute the overall privacy guarantee of Fed-SMP as follows:

**Theorem 1 (Privacy Guarantee of Fed-SMP):** Suppose the client is sampled without replacement with probability $q := r/n$ at each round. For any $\epsilon < 2\log(1/\delta)$ and $\delta \in (0, 1)$, Fed-SMP satisfies $(\epsilon, \delta)$-DP after $T$ communication rounds if $\sigma^2 \geq \frac{7q^2T(\epsilon + 2\log(1/\delta))}{\epsilon^2}$.

**Proof:** After adding noise $\mathcal{N}(0, C^2\sigma^2)$ to the $k$ selected coordinates, the sum of local model updates satisfies $(\alpha, \alpha/2\sigma^2)$-RDP for each client in $W^t$ at round $t$ by Lemma 2. As $r$ clients are uniformly sampled from all clients at each round, the per-round privacy guarantee of Fed-SMP can be further amplified according to the subsampling amplification property of RDP in Lemma 3. The overall privacy guarantee of Fed-SMP follows by using the composition property in Lemma 4 to compute the RDP guarantee after $T$ rounds and Lemma 1 to convert RDP to $(\epsilon, \delta)$-DP. The details are given in Appendix A, available online. □

### B. Convergence Analysis

In this subsection, we provide the convergence result of Fed-SMP under the general non-convex setting in Theorem 2.

**Theorem 2 (Convergence result of Fed-SMP):** Under Assumptions 1–3, assume the local learning rate satisfies $\eta_t \leq \min((1/24\tau L(\phi_k + 1))^2, 1/4\tau L\sqrt{3/\beta_2^2}, 1/12\tau L)$ and $||\Delta||_2 \leq C$, then the sequence of outputs $\theta^t$ generated by Algorithm 2 satisfies:

$$\frac{1}{T} \sum_{t=0}^{T-1} \left|\nabla f(\theta^t)\right|_2^2 \leq \frac{8e_0}{T\eta_t\tau} + 8\eta_t\tau L(3\kappa_2^2 + 2\tilde{c}_2^2)$$

$$+ (8\eta_t\tau L(2\kappa_2^2 + \tilde{c}_2^2) + \zeta_2^2) \phi_k + \frac{4LkC^2\sigma^2}{\eta_t\tau r^2},$$

where $e_0 := f(\theta^0) - f^*$, $\phi_k := 1 - k/d$ and $\zeta_2 := 4\tilde{c}_2^2/\gamma$ for top$_k$ sparsifier, $\phi_k := d/k - 1$ and $\zeta_2 := 0$ for rand$_k$ sparsifier, and $f^*$ represents the optimal objective value.

**Proof:** The proof is given in Appendix C and D, available online. □

The convergence bound (7) contains three parts. The first two terms $8e_0/T\eta_t\tau + 8\eta_t\tau L(3\kappa_2^2 + 2\tilde{c}_2^2)$ represent the optimization error bound in FedAvg. The third term $(8\eta_t\tau L(2\kappa_2^2 + \tilde{c}_2^2) + \zeta_2^2)\phi_k$ is the compression error resulted from applying sparsification on local model updates. The last term $4LkC^2\sigma^2/\eta_t\tau r^2$ is the privacy error resulted from adding DP noise to perturb
local model updates. Both compression error and privacy error increase the error floor at convergence. When no sparsification is applied (i.e., $k = d$ and $\phi_k = 0$), the compression error is zero. When no DP noise is added (i.e., $\sigma = 0$), the privacy error is zero. The above result shows an explicit tradeoff between compression error and privacy error in Fed-SMP. As $k$ decreases, the variance of sparsification $\phi_k$ gets larger which leads to a larger compression error, but the privacy error decreases. Therefore, there exists an optimal parameter $k$ that can balance those two errors to minimize the convergence bound.

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of Fed-SMP with rand$k$ and top$k$ sparsifiers (denoted by Fed-SMP-rand$k$ and Fed-SMP-top$k$, respectively) by comparing it with the following baselines:
- **FedAvg**: The classic FL algorithm served as the baseline without privacy consideration;
- **FedAvg-top$k$**: A communication-efficient variant of FedAvg, where the local model update is compressed using top$k$ sparsifier before being uploaded;
- **FedAvg-rand$k$**: Another communication-efficient variant of FedAvg, where the local model update of each client is compressed using rand$k$ sparsifier before being uploaded;
- **DP-FedAvg [11]**: The state-of-art differentially-private variant of FedAvg that achieves client-level DP, where the full-precision local model update from each client is clipped with clipping threshold $C$ and then perturbed by adding Gaussian noise drawn from the distribution $\mathcal{N}(0, (C^2\sigma^2/r) \cdot \mathbf{I}_d)$, where $\sigma$ is the noise multiplier and $r$ is the number of selected clients per round.

For fair comparisons, all the algorithms use the same secure aggregation protocol. When $p = 1.0$, Fed-SMP-top$k$ and Fed-SMP-rand$k$ reduce to DP-FedAvg, and FedAvg-top$k$ and FedAvg-rand$k$ reduce to FedAvg.

A. Dataset and Model

We use Fashion-MNIST [34] dataset, SVHN dataset [35] and Shakespeare dataset [5], three common benchmarks for differentially private machine/federated learning. The first two are image classification datasets, and the last one is a text dataset for next-character-prediction. Note that while Fashion-MNIST and SVHN datasets are considered as “solved” in the computer vision community, achieving high accuracy with strong privacy guarantee remains difficult on these datasets [36].

The Fashion-MNIST dataset consists of a training set of 60,000 examples and a test set of 10,000 examples. Each example is a $28 \times 28$ grayscale image associated with a label from 10 classes. For Fed-SMP-top$k$, we randomly sample 1,000 examples from the training set as the public dataset $D_p$ and evenly partition the remaining 59,000 examples across 6,000 clients. For other algorithms, we evenly split the training data across 6,000 clients. We use the convolutional neural network (CNN) model in [5] on Fashion-MNIST that consists of two $5 \times 5$ convolution layers (the first with 32 filters, the second with 64 filters, each followed by $2 \times 2$ max pooling and ReLu activation), a fully connected layer with 512 units and ReLu activation, and a final softmax output later, which results in about 1.6 million total parameters.

The SVHN dataset contains 73,257 training examples and 26,032 testing examples, and each of them is a $32 \times 32$ colored image of digits from 0 to 9. We extend the training set with another 531,131 additional examples. For all algorithms except Fed-SMP-top$k$, we evenly partition the training set across 6,000 clients. For Fed-SMP-top$k$, we randomly sample 2,000 examples from the training set as the public dataset $D_p$ and evenly partition the remaining across 6,000 clients. We train a CNN model used in [37] on SVHN dataset, which stacks two $5 \times 5$ convolution layers (the first with 64 filters, the second with 128 filters, each followed with $2 \times 2$ max pooling and ReLu activation), two fully connected layers (the first with 384 units, the second with 192 units, each followed with ReLu activation), and a final softmax output later, resulting in about 3.4 million parameters in total.

The Shakespeare dataset is a natural federated dataset built from The Complete Works of William Shakespeare, where each of the total 715 clients corresponds to a speaking role with at least two lines. The training set and test set are obtained by splitting the lines from each client, and each client has at least one line for training or testing. We refer the reader to [38] for more details on processing the raw data. Note that for Fed-SMP-top$k$, we randomly select 1000 samples in total from the processed training set of clients as the public dataset $D_p$. For Shakespeare, we use the recurrent neural network (RNN) model in [38] to predict the next work based on the preceding words in a line. The RNN model takes an 80-character sequence as input and consists of a $80 \times 8$ embedding layers and 2 LSTM layers (each with 256 nodes) followed by a dense layer, resulting in about 0.8 million parameters in total.

B. Experimental Settings

For Fashion-MNIST and SVHN datasets, the server randomly samples $r = 100$ clients to participate in the training at each round, and for Shakespeare, $r = 10$. For the local optimizer on clients, we use momentum SGD for both datasets. Specifically, for Fashion-MNIST, we set the local momentum coefficient as 0.5, local learning rate as $\eta_l = 0.125$ decaying at a rate of 0.99 at each communication round, batch size $B = 10$ and local update period to be 10 epochs; for SVHN, we set the local momentum coefficient as 0.8, local learning rate as $\eta_l = 0.05$ decaying at a rate of 0.99 at each communication round, batch size $B = 50$, local update period to be 5 epochs and number of communication rounds $T = 180$; for Shakespeare, we set the local momentum coefficient as 0.9, local learning rate as $\eta_l = 1$ decaying at a rate of 0.99 at every 50 round, batch size $B = 4$ and local update period to be 1 epoch and number of rounds $T = 1000$. It is worth noting that the momentum at each client is initialized at the beginning of every communication round, since local momentum will be stale due to the partial participation of clients. Specially, for Fed-SMP-top$k$, the server uses the same optimizer as the clients with the same local update period to compute the global model update $\Delta_p$. 

For the privacy-preserving algorithms, we compute the end-to-end privacy loss using the API provided in [39]. For all datasets, the privacy parameter \( \delta \) is set to be \( \delta < 1/n \).

For Fashion-MNIST and SVHN datasets, we follow [11] to set \( \delta = 1/n \).1 where \( n = 6000 \) is the number of clients; for Shakespeare dataset, we follow [40] and [11] to set \( \delta = 1/n \).1.1, where \( n = 10^9 \) is a hypothetical population size for ease of reporting privacy results. Moreover, the noise multiplier is set as \( \sigma = 1.4 \) for Fashion-MNIST and SVHN datasets and \( \sigma = 0.3 \) for Shakespeare dataset by default. We tune the clipping threshold over the grid \( C = \{0.1, 0.2, 0.4, 0.6, 0.8, 1.0, 2.0\} \) and obtain the optimal clipping threshold, i.e., \( C = 1.0 \) for Fashion-MNIST dataset, \( C = 0.4 \) for SVHN and Shakespeare datasets.

In addition, we define the compression ratio for \( \text{rand}_k \) and \( \text{top}_k \) sparsifiers as \( p := k/d \). When \( p \) is smaller, more coordinates of the local model updates are set to zero, leading to a higher level of communication compression.

### C. Experiment Results

Tables I, II, and III summarize the performance of FedAvg, DP-FedAvg and Fed-SMP after \( T \) rounds on Fashion-MNIST, SVHN and Shakespeare, respectively. We run each experiment with 5 random seeds and report the average and standard deviation of testing accuracy. Note that we always report the best testing accuracy across all rounds in each experiment. We also report the uplink communication cost that denotes the size of the data sent from a client to the server as the input into the secure aggregation protocol, which equals to \( 32 k \times T \times (r/n) \) bits for Fed-SMP and \( 32 \times T \times (r/n) \) bits for DP-FedAvg and FedAvg.

#### Table I: Summary of Results on Fashion-MNIST Dataset

| Compression ratio | Algorithm     | Accuracy (%) | Cost (MB) | Privacy (\( \epsilon \)) |
|-------------------|---------------|--------------|-----------|---------------------------|
| \( p = 0.001 \)   | Fed-SMP-top_\( k \) | 77.18 ± 0.48 | 0.02      | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 27.16 ± 10.20 | 0.02      | 1.00                      |
| \( p = 0.005 \)   | Fed-SMP-top_\( k \) | 80.76 ± 0.27 | 0.10      | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 56.64 ± 5.22 | 0.10      | 1.00                      |
| \( p = 0.01 \)    | Fed-SMP-top_\( k \) | 80.76 ± 0.47 | 0.20      | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 65.61 ± 1.04 | 0.20      | 1.00                      |
| \( p = 0.1 \)     | Fed-SMP-top_\( k \) | 80.49 ± 0.23 | 2.00      | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 77.59 ± 0.53 | 2.00      | 1.00                      |
| \( p = 0.2 \)     | Fed-SMP-top_\( k \) | 80.16 ± 0.09 | 3.99      | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 79.12 ± 0.40 | 3.99      | 1.00                      |
| \( p = 0.4 \)     | Fed-SMP-top_\( k \) | 80.26 ± 0.25 | 7.98      | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 79.88 ± 0.37 | 7.98      | 1.00                      |
| \( p = 0.8 \)     | Fed-SMP-top_\( k \) | 79.77 ± 1.00 | 15.97     | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 79.82 ± 0.35 | 15.97     | 1.00                      |
| \( p = 1.0 \)     | DP-FedAvg     | 72.72 ± 3.72 | 19.96     | 1.00                      |
|                   | FedAvg        | 86.98 ± 0.12 | 19.96     | -                         |

#### Table II: Summary of Results on SVHN Dataset

| Compression ratio | Algorithm     | Accuracy (%) | Cost (MB) | Privacy (\( \epsilon \)) |
|-------------------|---------------|--------------|-----------|---------------------------|
| \( p = 0.005 \)   | Fed-SMP-top_\( k \) | 80.94 ± 0.85 | 0.21      | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 19.45 ± 0.42 | 0.21      | 1.00                      |
| \( p = 0.01 \)    | Fed-SMP-top_\( k \) | 81.12 ± 1.08 | 0.41      | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 19.75 ± 0.12 | 0.41      | 1.00                      |
| \( p = 0.05 \)    | Fed-SMP-top_\( k \) | 80.22 ± 1.02 | 2.06      | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 28.15 ± 2.46 | 2.06      | 1.00                      |
| \( p = 0.1 \)     | Fed-SMP-top_\( k \) | 79.64 ± 0.29 | 4.12      | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 64.50 ± 2.95 | 4.12      | 1.00                      |
| \( p = 0.2 \)     | Fed-SMP-top_\( k \) | 77.91 ± 0.37 | 8.24      | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 76.94 ± 0.58 | 8.24      | 1.00                      |
| \( p = 0.4 \)     | Fed-SMP-top_\( k \) | 75.58 ± 0.40 | 16.47     | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 77.07 ± 0.48 | 16.47     | 1.00                      |
| \( p = 0.8 \)     | Fed-SMP-top_\( k \) | 73.18 ± 0.69 | 32.94     | 1.00                      |
|                   | Fed-SMP-rand_\( k \) | 73.90 ± 0.37 | 32.94     | 1.00                      |
| \( p = 1.0 \)     | DP-FedAvg     | 72.46 ± 0.54 | 41.18     | 1.00                      |
|                   | FedAvg        | 88.47 ± 0.17 | 41.18     | -                         |

#### Table III: Summary of Results on Shakespeare Dataset

| Compression ratio | Algorithm     | Accuracy (%) | Cost (MB) | Privacy (\( \epsilon \)) |
|-------------------|---------------|--------------|-----------|---------------------------|
| \( p = 0.005 \)   | Fed-SMP-top_\( k \) | 55.41 ± 0.20 | 0.23      | 6.99                      |
|                   | Fed-SMP-rand_\( k \) | 36.41 ± 0.15 | 0.23      | 6.99                      |
| \( p = 0.01 \)    | Fed-SMP-top_\( k \) | 56.04 ± 0.23 | 0.46      | 6.99                      |
|                   | Fed-SMP-rand_\( k \) | 38.99 ± 0.73 | 0.46      | 6.99                      |
| \( p = 0.05 \)    | Fed-SMP-top_\( k \) | 56.76 ± 0.13 | 2.30      | 6.99                      |
|                   | Fed-SMP-rand_\( k \) | 50.79 ± 0.27 | 2.30      | 6.99                      |
| \( p = 0.1 \)     | Fed-SMP-top_\( k \) | 55.74 ± 0.06 | 4.60      | 6.99                      |
|                   | Fed-SMP-rand_\( k \) | 53.15 ± 0.14 | 4.60      | 6.99                      |
| \( p = 0.2 \)     | Fed-SMP-top_\( k \) | 55.89 ± 0.14 | 9.20      | 6.99                      |
|                   | Fed-SMP-rand_\( k \) | 54.22 ± 0.15 | 9.20      | 6.99                      |
| \( p = 0.4 \)     | Fed-SMP-top_\( k \) | 54.36 ± 0.22 | 18.41     | 6.99                      |
|                   | Fed-SMP-rand_\( k \) | 53.68 ± 0.14 | 18.41     | 6.99                      |
| \( p = 0.8 \)     | Fed-SMP-top_\( k \) | 52.14 ± 0.31 | 36.82     | 6.99                      |
|                   | Fed-SMP-rand_\( k \) | 51.85 ± 0.29 | 36.82     | 6.99                      |
| \( p = 1.0 \)     | DP-FedAvg     | 51.03 ± 0.28 | 46.02     | 6.99                      |
|                   | FedAvg        | 62.77 ± 0.05 | 46.02     | -                         |
Fig. 2. Testing accuracy (%) of Fed-SMP and DP-FedAvg w.r.t. communication round (left) and uplink communication cost (right).

and Fed-SMP-randk achieves a testing accuracy of 54.22% on Shakespeare when \( p = 0.2 \), outperforming DP-FedAvg by 6%. In the following, we further evaluate Fed-SMP with more experimental settings.

1) Communication Efficiency of Fed-SMP: For the communication cost, we can observe from Tables I, II, and III that the uplink communication cost for Fed-SMP on both datasets is relatively lower than that of DP-FedAvg and FedAvg under the same privacy guarantee, since our scheme integrates well with the secure aggregation protocol and takes advantage of model update compression. To further demonstrate the communication efficiency of Fed-SMP, we show the convergence speed and communication cost of our Fed-SMP algorithms. Specifically, we select the Fed-SMP algorithms with the optimal compression ratio and show its testing accuracy with respect to the communication round and uplink communication cost in Fig. 2, compared with DP-FedAvg and FedAvg; For Fashion-MNIST dataset, we draw the results of Fed-SMP-topk with \( p = 0.005 \) and Fed-SMP-randk with \( p = 0.4 \), while achieving \((1.01, n^{-1.1})\)-DP; for SVHN dataset, we draw the results of Fed-SMP-topk with \( p = 0.01 \) and Fed-SMP-randk with \( p = 0.4 \), while achieving \((1.01, n^{-1.1})\)-DP; for Shakespeare dataset, we draw the results of Fed-SMP-topk with \( p = 0.05 \) and Fed-SMP-randk with \( p = 0.2 \), while achieving \((6.99, n^{-1.1})\)-DP.

From Fig. 2, we observe that DP-FedAvg converges to a lower accuracy than FedAvg due to the added DP noise. Fed-SMP converges slower than DP-FedAvg due to the use of sparsification. However, the final accuracy of Fed-SMP is higher than DP-FedAvg because of the advantage of sparsification in improving privacy and model accuracy. Moreover, Fig. 2 also demonstrates that Fed-SMP is more communication-efficient than DP-FedAvg, and Fed-SMP-topk is more communication-efficient than Fed-SMP-randk. For instance, to achieve a target accuracy 72% on Fashion-MNIST dataset, Fed-SMP-topk and Fed-SMP-randk save 99% and 70% of uplink communication cost compared with DP-FedAvg, respectively; to achieve a target accuracy 72% on SVHN dataset, Fed-SMP-topk and Fed-SMP-randk save 99% and 82% of uplink communication cost compared with DP-FedAvg, respectively; to achieve a target accuracy 50% on Shakespeare dataset, Fed-SMP-topk and
Fed-SMP-rand_k save 95% and 60% of uplink communication cost compared with DP-FedAvg, respectively.

2) Tradeoff Between Privacy and Compression Errors: From Tables I, II, and III, we have observed that as compression ratio \( p \) decreases from 1.0 to a small value (e.g., 0.005), the testing accuracy of Fed-SMP first increases and then decreases. This is due to the change of privacy error and compression error in the convergence bound (7), which is controlled by \( k \). Since the compression ratio \( p = k/d \), the smaller \( p \) is, the lower the privacy error is, but the compression error could increase. In the following, we conduct additional experiments to further demonstrate this tradeoff under various compression ratios. As it is hard to directly show the tradeoff between privacy error and compression error, we study the difference between the performances of Fed-SMP and FedAvg-rand_k/top_k, which differ only in DP noise addition.

Specifically, we show the training losses and testing accuracies of Fed-SMP, FedAvg-rand_k, and FedAvg-top_k with respect to different compression ratios in Fig. 3. Note that here Fed-SMP achieves (1.01, \( n^{-1.1} \))-DP for Fashion-MNIST and SVHN datasets and (6.99, \( n^{-1.1} \))-DP for Shakespeare dataset. From the results, we can see that as the compression ratio \( p \) increases, the training losses of FedAvg-rand_k and FedAvg-top_k on all datasets monotonically decrease, and the corresponding testing accuracies monotonically increase, due to the decreasing compression error incurred from sparsification. However, the training losses of Fed-SMP-rand_k and Fed-SMP-top_k decrease at first and then increase, and the corresponding testing accuracies increase at first and then decrease. This matches our observations from Theorem 2, i.e., the performance of Fed-SMP depends on the tradeoff between the compression error and privacy error. When \( p \) is too small (e.g., \( p < 0.1 \) for Fed-SMP-rand_k on Fashion-MNIST datasets), despite the privacy amplification effect of compression that reduces the amount of added Gaussian noise, the compression error is significant and dominates the total convergence error, leading to a higher training loss and lower testing accuracy. As \( p \) increases, the compression error decreases, leading to a lower training loss. However, if \( p \) becomes too large, the privacy amplification effect of compression becomes negligible, and the privacy error starts to dominate the convergence error, leading to a higher training loss. For example, the testing accuracies of Fed-SMP-rand_k start to decrease when \( p > 0.4 \) for Fashion-MNIST and SVHN datasets and \( p > 0.2 \) for Shakespeare dataset, and the testing accuracy of Fed-SMP-top_k starts to decrease when \( p > 0.005 \) on Fashion-MNIST dataset, \( p > 0.01 \) on SVHN dataset, and
p > 0.05 for Shakespeare dataset. Therefore, to achieve the best performance of Fed-SMP, the choice of p needs to balance the privacy error and compression error. Furthermore, we find that Fed-SMP-topk tends to achieve its best performance when p is small (i.e., 0.005, 0.01 and 0.1 for Fashion-MNIST, SVHN and Shakespeare datasets, respectively), and Fed-SMP-randk tends to achieve its best performance when p is large (i.e., 0.4, 0.4, 0.2 for Fashion-MNIST, SVHN and Shakespeare datasets, respectively).

3) Tradeoff Between Privacy and Accuracy: In this part, we study the tradeoff between privacy and model accuracy of Fed-SMP. In Tables IV–VII, we show the testing accuracy of Fed-SMP with respect to the privacy loss, under different compression ratios. Note that here we vary the noise multiplier σ to achieve different privacy losses. We can see that under the same compression ratio p, the testing accuracy of Fed-SMP always decreases when the privacy loss ϵ decreases. For example, the testing accuracy of Fed-SMP-randk with p = 0.005 decreases from 60.02% to 51.72% on Fashion-MNIST dataset when the privacy loss ϵ decreases from 2.02 to 0.44. The reason is that as ϵ decreases, the noise multiplier σ increases (according to Theorem 1), and hence, the convergence error increases (according to Theorem 2). Furthermore, we also observe that under the same privacy loss, the testing accuracy of Fed-SMP always increases at first and then decreases, as the compression ratio p increases. For example, when the privacy loss ϵ = 2.02, the testing accuracy of Fed-SMP-randk on SVHN dataset increases from 28.18% to 81.35% and then decreases to 80.39%, as the compression ratio p increases from 0.05 to 0.8. This matches with our observations from Fig. 3, i.e., there exists an optimal compression ratio that achieves the highest testing accuracy under the same privacy loss (as highlighted in the table) due to the tradeoff between privacy and compression errors.

Besides, the optimal compression ratio decreases as the privacy loss decreases. For example, from Table IX, the optimal p for Fed-SMP-topk on Shakespeare dataset is 0.1 when ϵ = 11.51, and as ϵ decreases to 3.39, the optimal p decreases to 0.01. We observe similar trends on Tables IV–VIII. It is because that the optimal p always balances the tradeoff between privacy and compression errors to minimize the overall convergence error. As ϵ decreases, the noise multiplier σ increases, and thus, the privacy error increases. In this case, the optimal p should decrease to reduce the privacy error.

VII. RELATED WORK

FL, or distributed learning in general, with DP has attracted increasing attention recently. Different from centralized learning, FL involves multiple communication rounds between clients and the server; therefore, DP needs to be preserved for all communication rounds. The main challenge of achieving DP in FL lies in maintaining high model accuracy under a reasonable DP guarantee.

In FL, DP can be categorized into record-level DP [41], [42] and client-level DP [9], [11], depending on the granularity.
of privacy protection. Client-level DP provides more realistic protections than record-level DP against information leakage in the FL setting. With client-level DP, the entire local dataset of a client rather than a single data record needs to be protected, therefore requiring the addition of a larger amount of noise than record-level DP to achieve the same level of DP [11], [43]. Our work follows this line of research and proposes to integrate SMP with FedAvg to achieve higher model accuracy than prior schemes under the same client-level DP guarantee in FL. Note there are other approaches to preserve privacy in distributed learning, such as secure multi-party computation [44] or homomorphic encryption [45]. However, those approaches have different privacy goals and cannot protect against information leakage incurred from observing the final trained models at the server.

Prior related works that design DP mechanisms together with some specialized techniques such as shuffling [12], [13], [46], quantization [47], [48], [49], [50], sparsification [14], [15], [16], low-rank approximation [51], [52], [53], compressive sensing [54], and aggregation directly over wireless channels [55], either are orthogonal to our works and only applicable to specific settings or cannot boost privacy and improve communication efficiency simultaneously. For instance, the model shuffling method in [12] uses a server to permute the local model updates in FL before aggregation, improving the DP guarantee for protecting the local model update of each client, which is orthogonal to our work that aims to protect the local dataset of each client and could be combined to achieve better privacy protections. The compressive sensing method in [54] reduces the model size before adding DP noise to model updates in FL but relies on the strong assumption that model updates only have a few non-zero coordinates, which seldom holds in practice.

The quantization-based methods [47], [48], [49], [50] aim to design a feasible DP mechanism that is compatible with quantization to achieve both DP guarantee and communication efficiency. For example, [47] aims to design a binomial DP mechanism for stochastic gradient quantization so that the perturbed gradients still have low precision after adding DP noises, and [48] and [49] extend this work using the discrete Gaussian mechanism. Although these works achieve DP and improve communication efficiency simultaneously, the use of quantization cannot reduce the impact of DP noise. However, in our method, the use of sparsification can also reduce the impact of DP noise so that we can improve the model utility and achieve high communication efficiency and DP simultaneously.

The sparsification-based methods reduce the impact of DP noises by reducing the model dimension using sparsification [14], [15], [16], [56]. For example, [56] uses top $k$ sparsification and stochastic sign quantization to compress the gradient before adding DP noise. However, this method is designed to protect each gradient vector in a centralized setting, while our method is designed to provide comprehensive and direct DP protection to the local dataset in a distributed setting. In [14], the top $k$ sparsification is integrated with record-level DP to protect the local model update of a client, and in [16] random sparsification is used with gradient perturbation to achieve record-level DP. Our approach is orthogonal to theirs as we aim to achieve client-level DP that protects the whole local dataset of a client comprehensively. Moreover, our work theoretically analyzes the convergence of the proposed methods to demonstrate the benefit of integrating biased or unbiased sparsification with DP in the classic FedAvg algorithm under non-IID data distribution, filling the gap in the state-of-arts. Note that Zhang et al. [57] also combine sparsification with Gaussian mechanism to achieve communication efficiency and DP in decentralized SGD, but their scheme adds noise before using sparsification and cannot leverage sparsification to improve privacy.

The low-rank approximation-based method [51], [52], [53] is to map the model to a lower-dimensional subspace so that fewer DP noises are needed, and this is orthogonal to our model sparsification-based method. For example, in both [51] and [52], the noisy gradient is projected to a low-dimensional subspace to reduce the size of DP noise. However, these methods are designed for centralized ML settings. In [53], the low-rank matrix approximation is used in FL settings to reduce the dimension of local model updates before adding DP noise, but it requires two rounds of communications for each model aggregation. Compared with [53], our method only makes lightweight modifications to FedAvg, the most common learning method for FL, which only requires one round of low-cost communication for each aggregation and enables higher communication efficiency and easier integration into existing packages.

Some other works [58], [59] also develop differentially private versions of distributed algorithms that require fewer iterations than SGD-based algorithms to converge such as alternating direction method of multipliers, but they are only applicable to convex settings and do not allow partial client participation at each communication round, which is a key feature in FL.

Besides privacy, another bottleneck in FL is the high communication cost of transmitting model parameters. Typical techniques to address this issue include quantization and sparsification [60], [61], [62], [63], [64]. For example, in [63], sparsification and quantization are integrated with secure aggregation to mitigate the communication cost and privacy concern of FL simultaneously; in [64] the top $k$ coordinates of a client’s gradient are selected cyclically for all clients to do gradient sparsification to save the communication cost in distributed learning. However, these works do not consider rigorous privacy protection for clients.

**VIII. CONCLUSION**

This paper has proposed Fed-SMP, a new FL scheme based on sparsified model perturbation. Fed-SMP achieves client-level DP while maintaining high model accuracy and is also communication-efficient. We have rigorously analyzed the convergence and end-to-end DP guarantee of the proposed scheme and extensively evaluated its performance on three common benchmark datasets. Experimental results have shown that Fed-SMP with both rand$_k$ and top$_k$ sparsification strategies can improve the privacy-accuracy tradeoff and communication efficiency simultaneously compared with the existing methods. In the future, we will consider other compression methods such as low-rank approximation and quantization, and extend the scheme to alternative FL settings such as shuffled model.
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