Sometimes people make mistakes when they are speaking. For example, someone might say, “Can you hand me the hammer?” when they meant to ask for a screwdriver. Because this mistake is related to the meaning, it is called a semantic error. Sometimes listeners (or readers) notice these errors and sometimes they do not. Language scientists are interested in how people’s brains respond when sentences have semantic errors. To study this, scientists have done experiments using a technique called EEG. These experiments have shown that people’s brains respond differently to different kinds of semantic errors. In particular, there is a certain brain response based on how well the incorrect word fits in with the other words in the sentence. These experiments have shown that our brains often use knowledge about what kinds of words are expected in a sentence to construct meaning from that sentence.

INTRODUCTION

Last week, my friend and I were in my kitchen cooking together. She was standing next to a pile of unpeeled carrots, and she asked if
she could do something to help. “Oh, since you are standing there, you could peel the peas,” I said. I noticed my mistake, but when she heard “peel” she had already started reaching for the carrots, and she did not even notice that I had said “peas” instead of “carrots”!

Compare that with the time when I was in third grade and I went up to my teacher and asked, “Mom, can I go to the bathroom?” Much to my embarrassment, I think the whole class heard my mistake and everyone started laughing!

Language scientists are often interested in these kinds of mistakes and whether or not people notice them. In both cases, the mistake I made was a semantic error. Semantics refers to the meaning of language. Consider this famous sentence written by the linguist Noam Chomsky: “Colorless green ideas sleep furiously.” Would you agree that the words are all in the right place in the sentence? And yet, the sentence does not make any sense. That is because some of the words are combined in a way that does not quite work. For example, it is not possible for something to be both green and colorless. Noam Chomsky came up with this sentence to make exactly this point: sometimes words can be in the right place in a sentence, but the sentence still does not make sense, because the words are combined in a way that is not meaningful.

Similar to the examples provided above, language scientists have discovered that some semantic errors (also called semantic anomalies) are easier to notice than others. Language scientists study how people react to different kinds of language mistakes, because it can tell us something about how the brain constructs meaning from the words it is reading or hearing. Scientists want to understand what determines whether or not someone notices a semantic anomaly.

**DIFFERENT KINDS OF SEMANTIC ANOMALIES**

Let us start with a puzzle. Imagine this scenario: *An airplane has just crashed on the border of Spain and France. The plane debris is scattered throughout both countries. Importantly, none of the passengers are from either Spain or France. Where should authorities bury the survivors?*

What do you think? Where should they be buried? If you have selected a burial location, you have made a mistake! Go back and reread the scenario. Do you see the problem? The question asks you where to bury the survivors! However, survivors are ALIVE, so you should not bury them!

Do not worry, if you got tricked, you are in good company. Language scientists have given this same scenario to lots of volunteers in many experiments [1]. They have found that, most of the time, those
volunteers also do not notice that you should not bury survivors. Why
do not people notice the mistake in the question? Let us change up
the scenario a bit. Imagine that the scenario was about a bike accident
rather than a plane crash: A bicycle crash has just occurred on the
border of Spain and France. Bicycle debris is scattered throughout
both countries. Importantly, none of the riders are from either Spain or
France. Where should authorities bury the survivors? Do you think you
would have been tricked if you had read this story instead of the story
about the plane crash? If you said “no,” you are right! In fact, when
scientists asked volunteers to read this version of the story, almost no
one was tricked.

Why do people notice that survivors should not be buried when the
story is about a bike crash but not a plane crash? One important
difference between the two stories is how well the word “survivor”
fits into the scenario. When a plane crashes, it is usually an extremely
devastating event, so people are very likely to talk about whether or
not there are any survivors. However, when there is a bicycle crash, it
is unlikely to be as devastating. The people on the bikes might be hurt,
but they are unlikely to be killed. So, in the case of a bicycle crash,
people are very unlikely to talk about survivors. One idea about what
is happening when people do not notice semantic anomalies is that,
when a word fits well into the story, the brain might not fully interpret
what the word means. For example, the word survivor means “a person
who is still alive.” In stories where we expect to hear about survivors,
the brain might activate only the idea of “person” and not “who is still
alive.” This is just one of the ways that the brain can be a bit lazy when
interpreting language [2].

WHAT HAPPENS IN THE BRAIN DURING SEMANTIC
ANOMALIES?

After decades of research, language scientists have found that people’s
brains respond differently to different kinds of errors in a sentence.
One way to study the brain’s response to semantic errors is to use
electroencephalogram (EEG). EEG measures the electrical activity
that is always happening in every part of the brain. To measure this
activity, scientists ask people to wear special caps that are covered with
sensors called electrodes. The electrodes sit on the scalp and measure
the electrical activity coming from the neurons (brain cells) that are
right underneath the electrodes. Scientists can then study how the
electrical activity changes based on what volunteers are doing.

Scientists have recorded EEG’s while volunteers read sentences with
semantic anomalies. In their experiments, scientists asked volunteers
to read many sentences that contain semantic mistakes. The scientists
then and take the average of the brain’s activity when as the
volunteers read the sentences. The averaged brain activity is called
an event-related potential (ERP) waveform, which that is like a
wave that contains several high and low points. Those high and low
The type of semantic anomaly can affect the brain’s N400 response. Points represent the brain’s response to the sentence over time. After decades of research, scientists have learned that there are predictable patterns of high and low points in the ERP, and. When that is the case, those high and low points are were given names. For example, a low point that occurs around 400 milliseconds (ms; 1/1,000 of a second) after an unexpected word appears is known as an N400 ERP component (this is just one of the many types of stimuli that cause an N400 [3]). The size of the ERP components (measured in voltage) reflects how strong the brain’s response is, while the timing of these ERP components (measured in milliseconds after the stimulus) reflects the timing of the response.

Language scientists have found that the size of the N400 ERP component depends on the kind of semantic anomaly that is in the sentence. Some semantic anomalies are very easy to notice. For example, everyone notices the mistake in the sentence: “I take my coffee with cream and dogs.” Scientists have found that, when volunteers read these kinds of anomalies, their brains show a large N400 component after reading the incorrect word. However, when volunteers read sentences with hard-to-detect anomalies (like the plane crash/survivors example above) their brains do NOT show a large N400 component when they read the incorrect word (Figure 1) [4].

When an anomaly is expected because the word fits into the scenario (“the eggs ate the toast”), or if there is no anomaly at all, the brain does not show a large N400 effect. This can be seen by the red line. However, when the anomaly is unexpected (“coffee with cream and dogs”), the brain shows a large N400 effect. This can be seen by the blue line.
This experiment shows that we can expect an N400 when a semantic anomaly is easy to notice, but not when it is difficult to notice. However, if that were the only kind of difference the N400 could detect, it would not be useful to scientists. Instead of doing an expensive brain study, scientists could just ask volunteers whether or not they noticed the anomaly and find the same results! Importantly, language scientists have also found that peoples’ brains do not always show a large N400 component when they read easy-to-detect semantic anomalies. For example, when people read sentences like, “At breakfast, the eggs ate the toast,” their brains do not show a large N400 response on the word “toast,” even though they notice the anomaly in the sentence. If we compare these two easy-to-detect anomalies, we can get an idea about what is going on in the brain. In the “cream and dogs” example, “dogs” does not fit into the scenario being described in the sentence. However, in the “eggs ate the toast” example, the scenario is about breakfast, and both eggs and toast are things people might say when talking about breakfast. What scientists have decided is that the N400 is larger when a word does not fit well into the scenario being described in the sentence. If a word fits well into the scenario, even if the word does not really make sense, people’s brains do not show a large N400 and, if you ask them, they might not have even noticed the mistake.

WHY IS IT IMPORTANT TO STUDY SEMANTIC ANOMALIES?

The study of how people’s brains react to semantic anomalies helps language scientists understand how the brain builds meaning from words and sentences. These studies suggest that the brain often uses a “top-down” approach to understand language rather than a “bottom-up” approach. A bottom-up approach would mean that the brain builds the meaning of a sentence by fully understanding the meaning of each word as we read or hear it. If the brain used a bottom-up approach, more people should notice semantic anomalies. That is, they should notice that you should not bury survivors, because they would activate the full meaning of the word “survivors,” which includes the fact that the people are still alive.

Using a top-down approach, the brain uses background knowledge to process the meaning of a sentence, based on how expected a word is in that scenario. When a word is expected because it fits well, the brain might be a bit lazy when determining the meaning of that word. For example, the word “survivor” means “a person who is still alive.” In stories where we expect to hear about survivors, the brain might just activate “person” and not activate the rest of the meaning. Understanding how people use both top-down and bottom-up approaches to make meaning from language is useful for doctors who treat patients who have language disorders.
Although we have clearly seen the importance of the N400 in understanding how the brain responds to different kinds of semantic anomalies, scientists are still trying to figure out exactly what the N400 tells us the brain is doing [5]. One idea is that the brain makes predictions about what words it will see, and the N400 is large when a word is unexpected. A different idea is that the brain is simply checking words as they come in to make sure they fit into the sentence, and a large N400 reflects that a word does not fit. Either way, these EEG studies have taught us that sometimes what we see or hear is what our brain expects to see or hear!
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