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Abstract—Processes, such as patient pathways, can be very complex, comprising of hundreds of activities and dozens of interleaved subprocesses. While existing process discovery algorithms have proven to construct models of high quality on clean logs of structured processes, it still remains a challenge when the algorithms are being applied to logs of complex processes. The creation of a multi-level, hierarchical representation of a process can help to manage this complexity. However, current approaches that pursue this idea suffer from a variety of weaknesses. In particular, they do not deal well with interleaving subprocesses. In this paper, we propose FlexHMiner, a three-step approach to discover processes with multi-level interleaved subprocesses. We implemented FlexHMiner in the open source Process Mining toolkit ProM. We used seven real-life logs to compare the qualities of hierarchical models discovered using domain knowledge, random clustering, and flat approaches. Our results indicate that the hierarchical process models that the FlexHMiner generates compare favorably to approaches that do not exploit hierarchy.
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I. INTRODUCTION

Complex processes often comprise of hundreds of activities and dozens of subprocesses that run in parallel [1], [2]. For example, in healthcare, a patient follows a certain process that consists of several procedures (e.g., lab test and surgery) for treating a medical condition. Studies have shown qualitatively that using hierarchical process models to represent complex processes can improve understandability and simplicity by “hiding less relevant information” [3]. In particular, the use of modularized, hierarchical process models, where process activities are collected into subprocesses, can be presented in a condensed higher-level presentation, revealing more details upon request.

Process discovery, a prominent task of process mining, aims at automatically constructing a process model from an event log. Over the years, dozens of discovery algorithms have been proposed [4]–[7]. These have proven to perform very well on relatively clean logs of structured processes. However, given the complexity of real-life processes, these algorithms tend to discover overfitted or overgeneralized models that are difficult to comprehend [8]. Existing discovery algorithms tend to disregard any hierarchical decomposition, whereas discovering hierarchical process models may help decrease the complexity of the discovery task.

Few hierarchical process discovery algorithms have been proposed [9]–[14]. While some approaches, such as [12], aim to automatically detect subprocesses, these algorithms are rigid in their assumptions and require extensive knowledge encoding for every event in the log regarding the causalities between the activities. Other approaches assume that subprocesses do not interleave [9], [14], which lead to discovering inaccurately, overly segmented models (see Fig. 1). It is also unclear how these approaches compare to conventional, flat models in terms of quality measures such as fitness and precision.

In this work, we propose FlexHMiner (FH), a three-step approach for the discovery of hierarchical models. We formalize the concept of activity tree and event abstraction, which allows us to be flexible in the ways of computing the process hierarchy. We illustrate this flexibility by proposing three different techniques to discover an activity tree: (1) a fully domain-based approach (DK-FH), (2) a random approach (RC-FH), and (3) a fall-back, flat activity tree (F-FH). After obtaining an activity tree, the second step of our approach is to compute the logs for each subprocess using log abstraction and log projection. Finally, FlexHMiner discovers a subprocess model for each subprocess by leveraging the capabilities of existing discovery algorithms. Using the domain-based approach as the gold standard and the flat tree approach as base line, we compare the three ways of discovering an activity tree using seven real-life logs.

The main contribution of this work is a novel approach to discover hierarchical process models from event logs, which (1) can handle multi-level interleaving subprocesses and (2) is flexible in its data requirements so that it can adapt to the situations when there is domain knowledge and when there is not. We evaluated FlexHMiner using seven real-life, benchmark event logs.[1]

In the remainder, we define the research problem in Sect. II. The proposed approach is described in Sect. III. The evaluation

[1] The source code and the results can be found at github.com/xxlu/prom-FlexHMiner
To discover a hierarchical process model, we leverage a rather known concept that represents the process hierarchical information and call it activity tree. We define an activity tree as the hierarchical relations between activities of a process. Formally, an activity tree is a non-overlapping, hierarchical clustering of activities.

Definition 1 (Activity tree). Let $\Sigma$ be a set of activities and $L$ an event log over $\Sigma$. Let $A$ be a superset of $\Sigma$, i.e., $\Sigma \subseteq A$. Function $\gamma : A \rightarrow \mathcal{P}(A)$ is a mapping that maps each activity $x \in A$ to a set of activities $X \subseteq A$ as the children of $x$. An activity tree $(A, \gamma)$ is valid for $L$, if and only if:

1) The children of any two labels do not overlap, i.e., for each $x, y \in A$, $x \neq y \Rightarrow \gamma(x) \cap \gamma(y) = \emptyset$.
2) The union of the leaves is $\Sigma$, i.e., the set of activities that occurred in log $L$, i.e., $\{x \in A \mid \gamma(x) = \emptyset\} = \Sigma$.
3) The tree $(A, \gamma)$ is connected, i.e., for each $x \in A$, either there is $y \in A$ such that $x \in \gamma(y)$, or $x$ is the root.

Note that constraints (2) and (3) imply that for all $x \in A$, $x \notin \gamma(x)$. Furthermore, it is also possible to define an activity tree as a directed acyclic graph where each node represents an event that is labeled with an activity. Given an event log, a process discovery algorithm automatically constructs a process model $\mathcal{M}$ (e.g., in Petri net notation). The quality of such a model $\mathcal{M}$ can be assessed with respect to the log $L$ using four quality dimensions: fitness, precision, generalization, and complexity $[8]$. 

Preliminaries: Let $\sigma = \langle a_1, \ldots, a_n \rangle \in \Sigma^*$ be a sequence of activities, which is also called a trace. Let $M \subseteq B(\Sigma^*)$ be a set of traces be an event log. Tab. 1 shows a list of events; Fig. 1(a) shows the sequential traces, in a graphical representation, where each square represents an event that is labeled with an activity. Given an event log, a process discovery algorithm $D$ automatically constructs a process $M$ (e.g., in Petri net notation). The quality of such a model $M$ can be assessed with respect to the log $L$ using four quality dimensions: fitness, precision, generalization, and complexity $[8]$. 

II. ACTIVITY TREE AND PROCESS HIERARCHY

TABLE I: An example of an event log of a healthcare process.

| $E$ | Patient | Description | Subprocess | Act | Timestamp |
|-----|---------|-------------|------------|-----|-----------|
| $e_1$ | 101 | Visit | C_Vi | 10-10-2019 |
| $e_2$ | 101 | Calcium | L_Ca | 11-10-2019 |
| $e_3$ | 101 | Register | C_Re | 12-10-2019 |
| $e_4$ | 101 | Glucose | L_Gl | 13-10-2019 |
| $e_5$ | 101 | Consultation | C_Cs | 14-10-2019 |
| $e_6$ | 101 | Consultation | C_Cs | 15-10-2019 |
| $e_7$ | 102 | Register | C_Re | 16-10-2019 |
| $e_8$ | 102 | Glucose | L_Gl | 17-10-2019 |

results are presented in Sect. IV. Sect. V discusses related work, and Sect. VI concludes the paper.

A. Computing Activity Tree

For the first step, computing an activity tree, we present three different methods: one supervised using domain knowledge, one automated using random clustering, and one fallback using flat tree.

1) Using Domain Knowledge: Domain knowledge can be used, as a gold standard, to create an activity tree. This can be done manually. In other situations, the log itself may already contain an encoding of human knowledge that can be utilized in creating the activity tree. In the activity label $C_{Vi}$, indicating that the event belongs to subprocess $C$. Following the same strategy as the State Chart...
Miner (SCM) \cite{33}, a simple text parser is built to split the labels of activities and to convert the domain knowledge into an activity tree. For our experiment, we found seven real-life logs of two processes, where such information regarding the hierarchy is readily encoded in the activity labels \cite{35}.

2) **Using Random Clustering:** Let $L \subseteq B(A, \gamma)$ be an event log. Let $maxSize \geq 2$ be the indicated maximal size of subprocesses. The random clustering algorithm, as listed in Algorithm\cite{11} takes $\Sigma$ and $maxSize$ as inputs and creates random subprocesses of size less than $maxSize$. It first initializes the activity tree (A, γ) using Σ (see Line 1). It then uses $maxSize$ to determine the number n of subprocesses at the current height (see Line 2-5). Next, it creates n parent nodes as P and simply assigns each activity c ∈ C randomly to a cluster p ∈ P (see Line 6-12), while updating $A$ and $\gamma$ accordingly (see Line 8 and 11). To decide whether to continue with the next height, the current set of parent nodes $P$ becomes the set of child nodes $C$ (see Line 13): if the size of $C$ (i.e., $|C|$) is greater than $maxSize$, then the algorithm creates another level of parent nodes (as abstracted processes); otherwise, the while loop terminates, and the root node is added (see Line 15 and 16). In this paper, $maxSize$ is set to 10 as default. We use the random clustering to show an unsupervised way to create an activity tree and to investigate a possible baseline for the qualities of hierarchical models.

3) **Using Flat Tree:** Given a log $L$ over activities $\Sigma$, a flat activity tree $(A, \gamma)$ (with height 1) is constructed as follows.

We have $A = \Sigma \cup \{\text{root}\}$. For all $a \in \Sigma$, $\gamma(a) = \emptyset$; and for root $\in A$, $\gamma($root$) = \Sigma$. We use the flat tree approach as a fallback.

**B. Computing Abstracted Logs and Models**

Given an activity tree $(A, \gamma)$ and a log $L$, the second step uses the projection ($f_{\uparrow}$) and abstraction ($f_{\downarrow}$) functions to recursively compute sublogs for each non-leaf node in the tree. We first discuss the projection and abstraction functions, after which we present the algorithm.

1) **Projection:** Given a log $L$, an activity tree $(A, \gamma)$, and a subprocess $sp \in A$, the projection of $L$ on the activities $\gamma(sp)$ of sp is rather straightforward and standard, which allows us to create a corresponding log for $sp$. The projection function simply retains the events of activities $\gamma(sp)$ and remove the rest. Formally, given a trace $\sigma = \langle e \cdot \cdot \sigma'\rangle$: if $e \in \gamma(sp)$, $f_{\uparrow}(\sigma, sp) = \langle e \cdot f_{\uparrow}(\sigma', sp)\rangle$, otherwise, $f_{\uparrow}(\sigma, sp) = \langle \cdot \cdot \cdot \rangle \cdot f_{\uparrow}(\sigma', sp)$. We overload the function for any log $L$: $f_{\uparrow}(L, sp) = \bigcup_{\sigma \in L} f_{\uparrow}(\sigma, sp)$, if $f_{\uparrow}(\sigma, sp) \neq \langle \cdot \cdot \cdot \rangle$.

**Example 2.** For example, given the (simplified) trace $\sigma_1 = \langle Vi, Ca, Re, Gl, Cs, Cs\rangle$, the subprocess C, and the activity-hierarchy $\gamma$ where $\gamma(C) = \{Vi, Cs, Re\}$ (as shown in Fig. 2. (a)) and (b) then the trace of C is computed as $f_{\uparrow}(\sigma_1, C) = \langle Vi, Re, Cs, Cs\rangle$.

2) **Abstraction:** The abstraction function $f_{\downarrow}$ returns the abstracted, intermediate log after abstracting (removing) the internal behavior of a subprocess $sp$. Essentially, the abstraction function hides irrelevant internal behavior by not retaining the detailed events of a subprocess; it only keeps the relevant behavior. In this paper, we consider both the start and the end events of a subprocess as the relevant behavior. In this way, the abstracted log only records when a subprocess starts and ends. If a subprocess $x$ has different start activities (e.g., Vi and Re), they are abstracted into a single start activity $x^*$

\footnote{Note that other abstraction functions can be conceived, e.g., a function that will only render the start or the end event of the subprocess.}

**Algorithm 1** Compute random tree $(A, \gamma)$

| Input: | the input log $L$ over $\Sigma$, and the maximal size of a process $maxSize$ |
|-------|---------------------------------------------------------------|
| Output: | activity tree $(A, \gamma)$ |

1. $A \leftarrow \Sigma$ and for $a \in \Sigma$ do $\gamma(a) \leftarrow \emptyset$ \{Initiate $A$ and the leaves of $\gamma$\}
2. $C \leftarrow \Sigma$ \{Use $C$ to represent the child activities at the current height\}
3. while $|C| > maxSize$ do
4. \{create parent cluster $P$ to ensure the size of a process is at most $maxSize$ and apply clustering to assign each $c \in C$ to a parent cluster $p$\}
5. $n \leftarrow \left\lfloor (|C| - 1)/maxSize \right\rfloor + 1$ \{Calculate the number of parents\}
6. Create labels $p_1, \ldots, p_n$ \{Create n random parent nodes\}
7. Initialize $P \leftarrow \{p_1, \ldots, p_n\}$: for $p \in P$ do $\gamma(p) \leftarrow \emptyset$
8. $A \leftarrow A \cup P$
9. for $c \in C$ do
10. Select a random $p \in P$, where $|\gamma(p)| < maxSize$
11. $\gamma(p) \leftarrow \gamma(p) \cup \{c\}$ \{Assign $c \in C$ to the root process\}
12. end for
13. $C \leftarrow P$
14. end while \{for $C \leq maxSize$\}
15. $A \leftarrow A \cup \langle $root$\rangle$ \{Create the root node/process and add to $A$\}
16. for $c \in C$ do $\gamma($root$) \leftarrow \gamma($root$) \cup \{c\}$ \{Assign $c \in C$ to the root process\}
17. return $(A, \gamma)$
Example 3. For example, after abstracting subprocess C from σ₁, we have f₁(σ₁, C) = ⟨C^*, Ca, G1, C^*⟩. Similar, the trace after abstracting subprocess L is f₁(σ₁, L) = ⟨L1, L^*, Re, L^*, Ce, Cs⟩. To obtain the parent-trace, we apply f₁ recursively; for instance, f₁(f₁(σ₁, C), L) = f₁(f₁(σ₁, L), C) = ⟨C^*, L^*, L^*, Ce, C^*⟩ = σ₉'' , see Fig. 2(d).

The abstraction function f₁ is commutative and associative for non-related subprocesses. These two properties allow Algorithm 2 to use the abstraction function in a recursive, bottom-up manner and to go iteratively through the nodes. The algorithm creates an abstracted log at each height of the activity tree, which is discussed in the next section.

3) Recursion: The algorithm computes the log mapping α and the model mapping β with three inputs: (1) an event log L, (2) an activity tree (A, γ), and (3) a flat process discovery algorithm D. It applies the projection function bottom-up for each subprocess on the abstracted log AL, starting with height 1 until but does not include the root process (see Lines 2 - 13). For every subprocess p ∈ P of the same height, the algorithm applies the projection function to obtain the sublog Lₚ for Line 8 and updates the log mapping and model mapping (see Lines 9 and 10). The algorithm then computes the intermediate, abstracted log AL by using the abstraction function f₁ (see Line 11). The abstracted log AL is updated after each p ∈ P (see Lines 5 - 12) at height i. The algorithm terminates once it has completed processing the root process. It returns a hierarchical model (A, α, β), where the log mapping α maps each (sub)process p ∈ A, γ(p) ≠ ∅, to the associated log Lₚ, and the model mapping β maps each p to the associated model Mₚ = D(Lₚ) of (sub)process p.

Example 4. Given the log L₁ and activity tree (A, γ), respectively, shown in Fig. 2(a) and (b), the three subprocesses C, L, and S have height 1. Fig. 2(c), (d), and (e) show the abstracted log AL obtained after each iteration of the inner-loop at Lines 5-11. For example, in the first iteration (see Fig. 2(c)), applying f₁( L₁, C) on log L₁, we obtain AL = L₂ where the activities of C is removed from L₂ and only the start and the end of C are retained (as discussed in Example 3). In the second iteration, the algorithm continues with log AL and applies f₁(AL, L), see Fig. 2(d).

IV. EMPIRICAL EVALUATION

We implemented the FlexHMiner approach in the process mining toolkit ProM. We evaluated the quality of the models created by FlexHMiner using seven real-life data sets and compared the results.

In the following, we discuss the data sets and the experimental setup, followed by our empirical analysis. All experiments are run on an Intel Core i7-8550U 1.80GHz with a processing unit of a 16 GB HP-Elitebook running Windows 10 Enterprise.

A. Data sets

An overview of the statistical information, including the number of distinct activities (acts), events (evts), cases, distinct sequences (dpi), and of events per case (e/c) of the seven logs, is given in Tab. II. These logs are the filtered logs used in [8] as a benchmark which allows us to compare our result with the qualities of the flat models reported in [8].

| Data          | #acts | #evts | #case | #dpi | avg e/c | max e/c |
|---------------|-------|-------|-------|------|---------|---------|
| BPIC12 *      | 36    | 262,200 | 13,087 | 4,366 | 20      | 175     |
| BPIC17f *     | 18    | 337,995 | 21,861 | 1,024 | 18      | 32      |
| BPIC15_H *    | 70    | 21,656  | 902    | 295   | 24      | 50      |
| BPIC15_D *    | 82    | 24,678  | 681    | 420   | 36      | 63      |
| BPIC15_T1f *  | 62    | 43,786  | 1,369  | 826   | 32      | 54      |
| BPIC15_T1f *  | 65    | 29,403  | 860    | 451   | 34      | 54      |
| BPIC15_T1f *  | 74    | 30,030  | 975    | 446   | 31      | 61      |

TABLE II: Statistical information of the event logs.

Algorithm 2 Compute log hierarchy α and models β

Input: Log L, activity tree (A, γ), and discovery algorithm D
Output: Log mapping α and model mapping β
1: maxHeight ← MaxHeight, (e) (calculate the maximal height of the tree)
2: AL ← L
3: for i = 1 to maxHeight - 1 do
4:    P ← {p ∈ A | height(p) = i}
5:    for p ∈ P do
6:        (iteratively go through each p ∈ P at the same height i and perform log projection and abstraction)
7:        C ← γ(p) (get the activities of C from the process p)
8:        Lₚ ← f₁(AL, C) (project the log so far on the activities C)
9:        C(ϕ) ← Lₚ
10:       β(ϕ) ← D(Lₚ)
11:       AL ← f₁(AL, p) (abstract the log so far using the activities C)
12:    end for (the log so far AL has been abstracted from P to height i)
13: end for (i = maxHeight)
14: α(root) ← AL (map the root to the resulted abstracted log)
15: β(root) ← D(AL) (map the root to the discovered model)
16: return (A, γ, α, β)
B. Experimental Setups

For computing activity tree, we used the three methods: random (RC-FH), flat tree (F-FH), and domain knowledge (DK-FH). For computing hierarchical models, we use two state-of-the-art process discovery algorithms as D, namely the Inductive Miner with 0.2 path filtering (IMf) and the Split Miner (SM) [7] with standard parameter settings. According to the recent work of Augusto et al. [8], these two algorithms outperform others in terms of the four quality measures and execution time.

We run these six configurations on the seven data sets. For each log and for each of the two flat discovery algorithms, we also report the results in [8], for which we use $F^*$ to represent. Thus, in total eight rows for each data set.

C. Model Quality Measures

We assess the quality of a model $M$, with respect to a log $L$, using the following four dimensions:

- For fitness $fi(L, M) \in [0, 1]$, we use the alignment based fitness defined by Adamsyah et al. [15], also used in [8].
- For precision $pr(L, M) \in [0, 1]$, we use the measure defined in [16], known as ETC-align.
- We also compute the F1-score, which is the harmonic mean of fitness and precision: \[ f1(M, L) = 2 * \frac{fi(L, M) \times pr(L, M)}{fi(L, M) + pr(L, M)} \]
- For generalization, we follow again the same approach adopted in [8]. We divide the log into $k = 3$ subsets: $L$ is randomly divided into $L_1, L_2, L_3$, $ge(L, M) = \sum_{1 \leq i \leq 3} \frac{fi(L_1, M_i) \times pr(L_1, M_i)}{fi(L_1, M_i) + pr(L_1, M_i)}$ where $M_i$ corresponds to $L_i$.
- Finally, for complexity, we report the size (number of nodes) and the Control-Flow Complexity (CFC) of a model. Let $PN = (P, T, F, l, m, f)$ be a Petri Net, $Size(PN) = |P| + |T|$

\[
\text{CFC}(PN) = \sum_{t \in T} (1 + \sum_{p \in P \cap \{\tau \}} |p|^* |\text{p}^*|) \]

Let $(A, \gamma, \alpha, \beta)$ be a hierarchical model returned. Let $q \in \{fi, pr, f1, Ge, CFC, Size\}$ be any quality measure that takes a model $M$ and/or a log $L$ as inputs and returns the quality value of the model. We calculate and report the average quality measure $\overline{q}$ as follows: $\overline{q}(A, \gamma, \alpha, \beta) = \frac{1}{3} \sum_{1 \leq i \leq 3} q(A, \gamma, \alpha, \beta)_{L_i}$. For example, $\overline{f1}(A, \gamma, \alpha, \beta)$ is calculated as the average value of the individual fitness values of each subprocess in the hierarchical model.

The computation of fitness, precision, and generalization uses a state-of-the-art technique known as alignment [15]. As mentioned, we also list the quality values reported by Augusto et al. using “$F^*$” [8]. Since we were unable to compute all qualities of the flat models, and for the sake of consistency, we mainly discuss our results with respect to the results of “$F^*$”.

On the seven starred data sets, there are two subprocesses for RC-FH-SM, one for DK-FH-SM, and none for DK-FH-IMf and RC-FH-IMf, where the returned alignments were indicated unreliable. As a result, the fitness of these models are -1, and subsequently, the precision and generalization cannot be computed. The results of these models are excluded when computing the average quality scores.

D. Results and Discussion

Table III summarises the results of our evaluation. For each data set (Data) and each of the two discovery algorithms (DAlg), we obtained four (hierarchical) models and report on the results. To also provide concrete examples, Fig. 3(a) shows the root process and three subprocesses obtained by...
applying DK-FH-IMf on the BPIC15_1f log, while the other subprocesses are hidden (abstracted). By contrast, Fig. 3(b) shows the flat model by DK-FH-IMf on the same log.

**Fitness.** Column $F$ (Tab. III) reports on the average fitness of the models discovered. For both IMf and SM, in 5 of the seven logs, the hierarchical models returned by DK-FH achieved a better fitness score than F*. More specifically, there is on average an increase of 0.015 (2%) in fitness, when compared the fitness of F* to DK-FH. Considering SM, the improvement in fitness is more significant: the average increase in fitness is 17%, from 0.810 to 0.946. The moderate improvement in fitness for IMf is due to the fact that IMf tends to optimize fitness. As the average fitness of the seven models is already very high (0.959), there is little room for improvement.

**Precision.** Column $P$ (Tab. III) lists the average precision of the models. When comparing the average precision scores of the subprocesses (DK-FH) to the flat models (F*), DK-FH has achieved a considerable improvement in precision, especially for IMf. For all seven logs, the subprocesses obtained by both DK-FH-IMf and DK-FH-SM have achieved an average precision higher than the F* approaches: for DK-FH-IMf, the average precision is increased by 75.4% (from 0.520 to 0.912); for DK-FH-SM, there is also an 11.2% increase in the precision scores (from 0.883 to 0.982).

An explanation for such significant improvements in the average precision can be the following. As the subprocesses are relatively small and the sublogs do not contain interleaved behavior of other concurrent subprocesses, it allowed the discovery algorithm to discover rather sequential models of high precision, while maintaining the high fitness (see Fig. 3(b), (c) and (e)). When a subprocess itself contains much concurrent behavior (for example, see Fig. 3(d)), the highly concurrent, flexible behavior is then localized within this one subprocess, without affecting the models of other subprocesses.

**F1 score.** For both IMf and SM and for all seven logs, the average F1 scores of the subprocesses of DK-FH outperform the ones of F*. This is mainly due to the improvement in both fitness (for SM) and precision (for IMf), which led to the increase in the harmonic mean of fitness and precision. On average DK-FH achieved an increase of 41.9% (from 0.660 to 0.936) for IMf and 14.4% for SM (from 0.842 to 0.962) in the F1 scores over the seven logs.

Fig. 5 shows the distribution of the F1-scores of the models of each approach in more detail (IMf on the left and SM on the right). Compared to the F1 scores of the models by F-FH (see purple lines), DK-FH (blue boxplot and dots) always scores higher. Compared to the F* results, there are only three exceptional cases for IMf. We looked into these models of IMf and found that many activities are put in parallel. Thus, fitness was very high (e.g., 0.972) but precision was very low (e.g., 0.335). Interestingly, for the exact same subprocess, SM was able to discover a much more sequential model. This model still has a high fitness (0.958) but a much higher precision (1.00) and also a high generalization (0.979). This can be an interesting future work: since DK-FH allows for the use of any discovery algorithm, one can design an algorithm that selects the best algorithm (model) for each subprocess to further increase the quality of the hierarchical models.

**Generalization.** Column $G$ (Tab. III) reports on the generalization scores (using 3-fold cross validation). In all seven logs, for both IMf and SM, there is overall an increase of 23.2% (from 0.771 to 0.950) in the generalization scores (33.3% for IMf and 14.8% for SM), when comparing DK-FH to F*.

**Complexity.** Since the subprocesses are much smaller than the flat model, the average complexity scores of subprocesses of DK-FH are, as expected, significantly lower than F-FH or F*. For DK-FH-IMf, the CFC is decreased by 90.6% (from 86.0 to 8.1), and 86.3% for DK-FH-SM (from 31.9 to 4.4), when compared to the CFC scores of the models of F* on the seven logs. The improvement is even more significant when it is compared to the models by F-FH.

Fig. 6 shows the distribution of CFC of the submodels by two approaches in more detail: DK-FH (blue boxplots) and F-FH (purple lines). It shows the significant decrease in CFC when using DK-FH.

**Discussion.** Overall, the results on the real-life logs have shown that the quality of the submodels returned by the DK-FH approach are higher than the one returned by either the random clustering approaches or the flat discovery algorithms. For example, compared to F*, DK-FH achieved an increase of 0.07 in fitness, 0.25 in precision, and 0.18 in generalization, on average. As expected, the DK-FH outperforms the RC-FH.

Interestingly, the random activity clustering approach (RC-FH) also shows relatively consistent improvements in the qualities of obtained submodels, compared to the flat tree approach and the flat discovery (F*), as listed in Tab. III and shown in Fig. 5. This may suggest that discovering hierarchical models may have a certain beneficial factor in terms of model qualities, comparing to discovering a complex, flat model. Additional experiments are needed to validate this observation. However, if this is indeed the case, this may allow future process discovery algorithms to focus on small processes (say less than 10-20 activities), while designing other algorithms for clustering the activities and discovering the process hierarchy.

A related, interesting observation is that for some subprocesses and their sublogs, SM was able to discover better models than IMf, and in other cases, IMf was able to find better models than SM. Since FlexHMiner allows for the use of any discovery algorithm, this suggests that one can build in a selection strategy of the best subprocesses to further increase the quality of the hierarchical models, as future work.

We also observed that it is rather trivial to flatten the full model or certain subprocesses of interest, while allowing abstracting the others, see Fig. 4. For example, in (c) and (d), the logs L2 and L3 respectively show abstracting one or two subprocesses. Applying a discovery algorithm on L2 returns a model where subprocess C is abstracted; and for L3, a model is returned where subprocesses C and L are abstracted, while the detailed activities of subprocess L are retained.
Fig. 3: The flat model discovered using F-FH-IMf on the BPIC15_1f log.

(a) The root process
(b) Subprocess “01_HOOFD”
(c) Subprocess “01_HOOFD_0”
(d) Subprocess “01_HOOFD_1”
(e) Subprocess “01_HOOFD_2”

Fig. 4: The root process and three subprocesses discovered by DK-FH-IMf on the BPIC15_1f log.

V. RELATED WORK

In this section, we discuss related works regarding hierarchical process discovery and event abstraction, specifically.

Following the unsupervised strategy, Bose and van der Aalst [9] are one of the first who propose to detect reoccurring consecutive activity sequences as subprocesses. This approach treats concurrent subprocesses as running sequentially and thus does not assume true concurrent/interleaving subprocesses. Later, Tax et al. [17] propose an approach to generate frequent subprocesses, also known as local process models. This approach enables detecting interleaving subprocess in an unsupervised manner, which is used to create abstracted logs.

Using the supervised strategy, the State Chart Miner (SCM) [14] extends Inductive Miner (IM) and uses information in the activity labels to create a hierarchy to discover hierarchical models. SCM also focuses on sequential subprocesses, where non-consecutive events of the same instance are cut into separate traces. This assumption leads to the discovery of models that are overly segmented and fail to capture concurrent behavior, as shown in Fig. 1a. Furthermore, SCM can only use IM for discovering subprocesses.

Mannhardt et al. [13] require users to define complete behavioral models of subprocesses and their relations to compute abstracted logs. This prerequisite of specifying the full behavior of low-level processes put much burden on the users. Moreover, it uses the alignment technique to compute high-level logs which is computationally very expensive and can be nondeterministic.

Other approaches assume additional attributes to indicate the hierarchical information. Using a relational database as...
input, Conforti et al. [12] assume that each event has a set of primary and foreign keys that can be used as the subprocess instance identifier, in order to determine subprocesses and multi-instances. However, such event attributes may not be common in most of the event logs. As an alternative, Wang et al. [11] assume that the events contain start and complete timestamps and have explicit information of the follow-up events (i.e., the next intended activity, which they called “transfer” attributes). Senderovich et al. [18] propose the use of patient schedules in a hospital as an approximation to the actual life-cycle of a visit. These approaches cannot be applied in our case, since we do not find these attributes (such as explicit causal-relations between events, the start and complete timestamps, or the scheduling of activities) in our logs.

A very recent literature review conducted by van Zelst et al. [19] provides an extensive overview and taxonomy for classifying different event abstraction approaches. In [19], Zelst et al. studied 21 articles in depth and compared them among seven different dimensions. One dimension is particularly important to distinguish our approaches, namely the supervision strategy. None of the 21 methods enable both supervised and unsupervised, whereas we have shown that we can use both supervised (domain knowledge) and unsupervised (random clustering) to discover an activity tree for event abstraction. Our evaluation has shown FlexHMIner to be flexible and applicable in practice. It is worthy to mention that our approach does assume that for each case, each subprocess is executed at most once (i.e., single-instance), while a subprocess can contain loops. As future work, we can extend the algorithm to include, in addition to the abstraction and projection functions, the multi-instance detection and segmentation techniques to handle multi-instance subprocesses.

VI. CONCLUSION

In this work, we investigated the hierarchical process discovery problem. We presented FlexHMIner, a general approach that supports flexible ways to compute process hierarchy using the notion of activity tree. We demonstrate this flexibility by proposing three methods for computing the hierarchy, which vary from fully supervised, using domain knowledge, to fully automated, using a random approach. We investigated the quality of hierarchical models discovered using these different methods. The empirical evidence, using seven real-life logs, demonstrates that the one using supervised approach outperforms the one using random clustering in terms of the four quality dimensions. But both methods outperform the flat model approaches, which clearly demonstrates the strengths of the FlexHMIner approach.

For future work, we plan to investigate different algorithms for computing activity trees to further improve the quality of hierarchical models. Also, the concept of activity trees can be extended to data-aware or context-aware activity trees. For example, an activity node can be associate with a data constraint (context), so that the events labeled with the same activity but have different data attributes (contexts) can be abstracted into different subprocesses.
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