A new statistical method for the structure of the inner crust of neutron stars
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We investigated the structure of the low density regions of the inner crust of neutron stars using the Hartree-Fock-Bogoliubov (HFB) model to predict the proton content $Z$ of the nuclear clusters and, together with the lattice spacing, the proton content of the crust as a function of the total baryonic density $\rho_b$. The exploration of the energy surface in the $(Z, \rho_b)$ configuration space and the search for the local minima require thousands of calculations. Each of them implies an HFB calculation in a box with a large number of particles, thus making the whole process very demanding. In this work, we apply a statistical model based on a Gaussian Process Emulator that makes the exploration of the energy surface ten times faster. We also present a novel treatment of the HFB equations that leads to an uncertainty on the total energy of $\approx 4$ keV per particle. Such a high precision is necessary to distinguish neighbour configurations around the energy minima.

PACS numbers: XXX

I. INTRODUCTION

Pulsars are celestial objects that emit a highly periodic radiation beam in the radio and x-ray wavelengths. Since the first pulsar was discovered in 1967 [1], more than 1500 [2, 3] have then been observed and it has been estimated that there are probably 25000 potentially observable pulsars in the Galaxy beamed toward the Earth [4]. They are believed to be neutron stars rotating at the observed pulse period, which ranges from $\approx$11 s for the normal pulsars down to $\approx$1.4 ms for the so-called millisecond pulsars [5].

In effect, neutron stars are the only possible candidates for pulsars [6], as such short spin periods are attainable only by extremely dense rotating stars, where the strong gravitational field prevents the star from ejecting mass into the surrounding space. The typical mass and radius of neutron stars are $M = 1.5M_\odot$ and $R = 12$ km [6] (where $M_\odot$ is the solar mass), which gives an average density of the order of $10^{14}$ g/cm$^3$. It is the same order of magnitude of the nuclear saturation density $\rho_0 = 0.16$ fm$^{-3} = 1.6 \cdot 10^{38}$cm$^{-3} \approx 2.7 \cdot 10^{14}$g/cm$^3$. Now, a simple order-of-magnitude estimate shows that this density is large enough to sustain millisecond spin periods [5], as the average density $\bar{\rho}$ of a star and the minimum spin period achievable by the star relate as follows:

$$P_{\text{min}} \approx \left( \frac{3\pi}{G\bar{\rho}} \right)^{1/2},$$

where $G$ is the gravitational constant. For the observed period $P \approx 1.4$ ms of millisecond pulsars, this gives an estimate for the density of the pulsar of $\bar{\rho} \approx 10^{14}$g/cm$^3$, in agreement with the average density of a neutron star.

Now, such a large average density implies a central baryonic density in the core of neutron stars ranging between $3\rho_0$ and $10\rho_0$, which leads to the conclusion that neutron stars are the densest cold baryonic matter outside of black holes [6]. To see this, consider the following:

(a) equation-of-state (EOS)-independent analytic solutions of Einstein’s equations can be used to set an upper limit on the maximum density for cold baryonic matter, based on the largest measured neutron star mass [9].

(b) the recently discovered J1164-2230 millisecond pulsar [10] with a mass $M = (1.97 \pm 0.04)M_\odot$ and the J0348+0432 [11] with a mass $M = (2.01 \pm 0.04)M_\odot$, the heaviest ever discovered [12], set this upper limit to $(3.74 \pm 0.15) \cdot 10^{15}$g/cm$^3 \approx 10\rho_0$.

The quest of the EOS to describe the properties of these macroscopic objects represents one of the major challenges in nuclear physics. Theoretical models predict different EOSs for baryonic matter at such extreme densities. Some of these models include the presence of deconfined quarks or hadronic exotic states, as the formation of kaons or hyperons [13–15], but almost all of the models have difficulties in explaining the heavy mass of J1164-2230 [10]. The main reason is because these exotic degrees of freedom lower the Fermi energy of the baryonic matter in the core, depressing the baryonic pressure and hence the maximum allowed mass of the star [16]. Although recent groups have found some possible solution to solve this problem [17, 18], the properties of the inner core [14] of the star still represent a major challenge for current theoretical models. For a more detailed discussion on the subject we refer to the recent review article [20].
While the composition of the core of neutron stars is still unclear, there is a better agreement on the structure of the outer layers \([19]\). Right outside of the core, in the so-called crust, the baryonic density already drops to infra-nuclear values \(\rho_b \approx 10^7\) and gradually decreases to \(\approx 10^{-8}\rho_0\) in the outer regions of the crust. The outmost layers, the envelope and the atmosphere, contain a negligible amount of mass, although they play a fundamental role in the energy transport and photoemission of the surface of the star \([5]\).

The crust extends for 1 to 2 km and it is made of a periodic lattice of nuclei, whose proton content and relative distance vary with the total baryonic density. These nuclei are surrounded by a gas of ultra-relativistic electrons. In addition, in the crust regions closer to the core, the density is larger than the neutron drip density \(4.7 \cdot 10^{11} g/cm^3 \approx 10^{-3}\rho_0\) and neutrons leak out of the nuclei. This is the so-called inner crust of neutron stars: it is made of nuclei immersed in a superfluid neutron gas, together with an ultra-relativistic electron gas.

Although neutrons in vacuum undergo \(\beta\) decay with a half life of 15 minutes, in dense matter they are stabilised, thanks to the Pauli exclusion principle. To understand why, one must consider that charge neutrality requires that the electron density \(\rho_e\) equals the proton density \(\rho_p\). At these high densities, the electrons are highly relativistic. This means that even if the inner crust is at zero temperature \([19]\), the electrons are energetic enough for the inverse decay to take place, \textit{i.e.} a proton capturing an electron and producing a neutron. If the neutron chemical potential is larger than the proton plus electron chemical potentials, \(\mu_n > \mu_p + \mu_e\), the neutrons will decay more frequently than they are created in the inverse \(\beta\) decay. The opposite happens if \(\mu_n < \mu_p + \mu_e\), until the following equilibrium is reached

\[
\mu_n = \mu_p + \mu_e.
\]

Assuming that protons and neutrons form a gas in \(\beta\)-equilibrium with the electrons, Eq.\ref{eq:beta} can be expressed as

\[
\mu_n - \mu_p = -\frac{\partial E/A}{\partial x} \bigg|_{\rho_b}, \tag{3}
\]

where \(x = \rho_p/\rho_b = Z/A\) is the proton content of the system and the derivative of the equation of state \((E/A)\) is taken at constant baryonic density. Using a parabolic approximation then we have \([22]\)

\[
\mu_n - \mu_p = 4E_{sym}(\rho_b)(1 - 2x), \tag{4}
\]

showing that the proton/neutron asymmetry strongly depends on the symmetry energy \(E_{sym}(\rho_b)\) of the system. The latter can be extracted from nuclear physics models \([23, 26]\).

The typical values of \(x\) vary between \(x \approx 10^{-2}\) for \(\rho_b \approx \rho_0/3\) to \(x \approx 0.15\) in the neutron star interior. See Ref. \([22]\) for more details. This estimate is not valid in the region of the inner crust of the star, since in these region neutrons and protons do not exist as free particles, but they do form clusters \([27]\). We need to treat inhomogeneous matter to properly determine the proton fraction.

The aim of this work is thus to determine the proton content of the inner crust using more advanced nuclear structure models. The inner crust plays a crucial role to understand several phenomena related to the physics of the whole neutron star, as for example the cooling process \([28, 29]\). Given the very peculiar structure of the inner crust, the tool of choice to obtain an accurate description of this region of the star is based on the nuclear energy density functional (NEDF) theory \([30]\). This method is well suited to describe properties of nuclei along the nuclear chart from drip-line to drip-line and from light to heavy elements with remarkable accuracy \([31]\). The first application of NEDF to the inner crust dates back to the pioneering work of Negele and Vautherin \([32]\). By using the Wigner-Seitz (WS) approximation \([33]\), they have been able to determine the cluster composition of the crust at different values of the baryonic density. In this work, the authors did not consider pairing correlations \([34]\). Later works \([35, 36]\) have tried to quantify the effect of pairing correlations on the cluster structure of the star, by solving the fully self-consistent Hartree-Fock-Bogoliubov (HFB) equations for some specific functional. Unfortunately the results seemed to suffer from numerical noise, mainly due to the treatment of the neutron gas states \([37]\). The treatment of the gas states has thus become a major issue in these type of calculations and most of the groups have decided to overcome such a problem by using semi-classical methods \([38, 39]\). Although these methods rely on several approximations, for example they do not consider pairing correlations, they have the advantage to avoid artificial shell effects in the neutron gas and they are computationally less demanding than a full HFB calculation.

In the present article, we present a systematic investigation of the possible sources of numerical noise for HFB calculations, with a special attention to the shell effects of the neutron gas states, together with a new statistical method to reduce the computational effort required for these calculations. The article is organised as follows: section \([II]\) explains how the HFB model can be used to search for the minimum energy configurations of the inner crust. In section \([III]\) we outline the features of the new statistical method that we used to explore the energy surface, while...
in section II A we discuss a novel treatment of the states in the continuum, which allows us to greatly suppress the error on the HFB total energy. The different contributions to the HFB total energy are discussed in Sections III A, III B, III C and III D together with a discussion of the sources of error arising from the approximations and limitations of the model. The results of our calculations for the inner crust are presented in Section IV. We finally draw our conclusions in Sec. V.

II. THE METHOD

We adopt the so-called Wigner-Seitz cell approximation [33], which divides the periodic lattice of nuclei of the inner crust of neutron stars into spherical charge-neutral non-interacting cells. The entire structure of the crust is obtained by iterating a spherical cell to all directions. Periodic boundary conditions at the border of the box ensure continuity when passing from a cell to its neighbours. For the validity of the WS approximation, we refer to Ref. [40]. For a given total baryonic density \( \rho_b \), the cells are all identical and each one contains one nuclear cluster at its center. The radius \( R_{WS} \) of a cell is then half of the distance between neighbouring clusters. Each cell also contains an ultra-relativistic electron gas that can be considered uniform to a good approximation (see Section III B) plus a gas of superfluid neutrons surrounding the cluster.

As charge neutrality requires that the number of electrons equals the number of protons, a WS cell can then be defined by its radius \( R_{WS} \) and the neutron and proton numbers \( N \) and \( Z \). Alternatively, if the total baryonic density \( \rho_b \) and the size of the cell are given, the total number of nucleons \( A = N + Z = \rho_b \cdot \frac{4}{3}\pi R_{WS}^3 \) is also given. A cell can thus be uniquely defined by \((Z, \rho_b, R_{WS})\). The proton content of a cell, and hence the proton content of the density region that the cell represents, is given by

\[
Y(Z, \rho_b, R_{WS}) = \frac{Z}{A} = \frac{Z}{\rho_b \cdot \frac{4}{3}\pi R_{WS}^3}.
\]

In principle, the whole \((Z, \rho_b, R_{WS})\) configuration space should be explored in search for the energetically favoured configurations, corresponding to the minima of the energy surface \( E_{tot}(Z, \rho_b, R_{WS}) \). \( E_{tot} \) is the total energy of a WS cell, as discussed in details in Section III. The set of these minima describes a path in the \((Z, \rho_b, R_{WS})\) configuration space, hence defining in details the evolution of the structure of the inner crust of neutron stars from its outmost to its inmost regions. In the current article, we limit ourselves to the zero-temperature case, but the formalism can be extended to include the non-zero temperature case [41, 42].

We investigate a region of the baryonic density that spans \( 0.0004 \, \text{fm}^{-3} \leq \rho_b \leq 0.02 \, \text{fm}^{-3} \). This region is actually smaller than the actual inner crust that goes from \( 10^{-3} \rho_0 \approx 0.00016 \, \text{fm}^{-3} \) to \( 2 \rho_0 \approx 0.08 \, \text{fm}^{-3} \) [38]. We excluded the drip-line region, since a recent work [44] shows that the neutron-drip transition could occur at lower densities than what mean-nucleus approaches could predict. The high density region has also been excluded since the numerical noise of our calculations is too large and the results would not be reliable.

For what concerns the proton number, we consider the range \( 16 \leq Z \leq 60 \), as clusters outside of this range have been shown to be much more unstable [33, 30, 35, 43, 45, 46]. When performing the minimisation of \( E_{tot}(Z, \rho_b, R_{WS}) \) using HFB equations, we have to deal with two main limitations.

(a) To calculate the properties of a WS cell, we need to impose boundary conditions that could lead to an artificial discretisation of the states in the continuum, which translates into a systematic uncertainty on the total energy of the cell. As discussed in Sect. II A this non-physical source of error can be as large as \( \approx 200 \, \text{keV} \) per particle [47].

(b) The small energy difference between configurations around the minima requires a fine scan of the \((Z, \rho_b, R_{WS})\) configuration space. This, though, implies a very large number of WS cells to be calculated, and as each of them is already computationally demanding, the whole exploration of the energy surface becomes prohibitive.

In this work we present a simple solution for both problems.

(a) First, in order to reduce the uncertainty on the HFB total energy, the calculations are carried out in a box of radius \( R_B > R_{WS} \). As discussed in Section II A this suppresses the effect of the non-physical discretisation of the states in the continuum, hence reducing the associated uncertainty on the HFB total energy to \( \approx 1 \, \text{keV} \) per particle. Although more advanced HFB methods are now available to properly treat continuum states [48–52], it is still unclear if these methods can deal with very large WS cells especially in terms of execution time. We leave this analysis for a forthcoming project. Using a radius of the box \( R_B \) larger than the WS radius \( R_{WS} \) and treating the proton-electron interaction in the WS cell perturbatively, we downsize the configuration space...
from three to two dimensions, as the WS radius $R_{WS}$ is no longer an independent variable and a configuration is uniquely defined by $(Z, \rho_b)$ only. The details of this method are discussed in Sect. II.A.

Once the HFB neutron and proton density profiles $\rho_{n,p}$ are computed for a given cell $(Z, \rho_b)$, the WS cell radius $R_{WS}$ is found by imposing $\beta$-equilibrium and the proton and neutron numbers are obtained as

$$\int_0^{R_{WS}} dr 4\pi r^2 \rho_q(r) = N_q \quad .$$  \hspace{1cm} (6)

(b) Although the above approximation decreases dramatically the number of configurations to be surveyed, for the exploration of the surface to be feasible, the adoption of a new computational method that further reduces the number of configurations to be computed is necessary.

As a matter of fact, a statistical model called Gaussian Process Emulator (GPE) can be used to reduce the number of configurations by one order of magnitude. The features of the GPE and how it can boost the exploration of the energy surface are outlined in Section II.B

A. States in the continuum

To solve the HFB problem in a WS cell, one need to impose boundary conditions (BC). A common choice is to use the Dirichlet-Neumann mixed boundary conditions $[52]$. This leads to a discretisation of the states in the continuum, with an artificial spacing between the eigenstates of the neutron gas which is proportional to $\approx \frac{1}{R_{WS}} [53]$. This does not represent the reality of the crust $[40]$, it affects the binding energy of the system and it is also responsible for a non-physical dependence of the proton content of the clusters on the size $R_{WS}$ of the cell $[53]$. While this effect is negligible at low densities, it becomes more and more important in the high density regions of the inner crust, where the clusters get closer to each other.

As suggested in Ref. $[47]$, a simple way to estimate this effect is to check the Hartree-Fock (HF) results for pure neutron matter (PNM) in a box, against an analytical solution. We thus calculated the energy per particle $\frac{E}{N}$ of a piece of uniform pure neutron matter as a function of the box radius $R_B$, and compared it with the exact analytical solution $\frac{E}{N}^{\text{exact}} [54]$. It is worth recalling that there are two possible definitions of Dirichlet-Neumann BC. We have checked that the results do not depend on which one is used. The first is called boundary conditions even (BCE): (i) even-parity wave functions vanish at $R_B$; (ii) the first derivative of odd-parity wave functions vanishes at $R_B$. The other is called boundary conditions odd (BCO), where the two parity states are treated in the opposite way. We refer to Ref. $[53]$ for more details. The error induced on the energy per particle by the state discretisation can then be defined as

$$\delta \epsilon(R_B) = \left( \frac{E}{N} \right)^{\text{exact}} - \left( \frac{E}{N} \right)^{HF} (R_B) \quad .$$  \hspace{1cm} (7)

The error $\delta \epsilon(R_B)$ is shown in Fig.1 as a function of the box radius $R_B$. As expected, the error decreases with the size of the box. It decreases as $\approx \frac{1}{R_B^2}$ and it is of the order of hundreds of keVs for small boxes, while it reduces to $\approx 7$ keV for boxes with a radius $R_B = 80$ fm.

As Fig.1 shows, the error $\delta \epsilon(R_B)$ also presents a dependence on the neutron density $\rho_n$ or, equivalently, on the neutron Fermi momentum $k_F = (3\pi^2\rho_n)^{1/3}$, which is not constant over the configuration space and contributes in different amounts to different density regions. It is then a source of error for the HFB total energy. This error is less pronounced for larger boxes and it is $\approx 1$ keV per particle for a box of 80 fm: this estimate comes from the spread of the curves in Fig.1 at $R_B = 80$ fm. In the rest of the article, we will make use of a constant box size of $R_B = 80$ fm; as consequence the constant shift of $\approx 7$ keV per particle observed in Fig.1 will be roughly constant for all the $(Z, \rho_b)$ configurations. Since we are interested in finding the minima of the $E_{tot}(Z, \rho_b)$ energy surface, a constant shift would not affect the calculations and it could be ignored.

Although the above estimate has been found for homogenous matter, we found a similar value for inhomogeneous matter. We performed several calculations of the cluster with $Z = 40$ at different values of baryonic density and for a box radius of $R_B = 80$ fm. Notice that for these calculations we do not impose $\beta$-equilibrium since we are interested only on the nuclear contribution to the total energy. Different boundary conditions (i.e., BCE or BCO) give slightly different gas densities and hence different energies for the system. These energy differences are then an estimate of the dependence of the error $\delta \epsilon(R_B)$ on the gas density. As it can be seen in Fig.2 in most of the cases the energy
FIG. 1: (Colors online) The error on the energy per particle for PNM as the difference between the HF energy calculated in a box of radius $R_B$ and the analytical solution for PNM. See Eq. 7.

Differences for $R_B = 80$ are within 1 keV, thus confirming our analysis in the infinite medium. We expect similar results for other cluster compositions $Z$. We notice that the use of large boxes induces new numerical noise at very low-density. This error is still small compared to the typical error scale on the crust at this value of $\rho_b$, but it means that a further increase of the box would not be beneficial for the calculations.

FIG. 2: (Colors online) Difference of energy per particle calculated at different baryonic densities for the cluster $Z=40$ and using two sets of boundary conditions (namely, BCE and BCO, see text for details). The grey band stands for $\pm 1$ keV error band.

We call $\sigma_{box} \approx 1$ keV per particle the error arising from the discretisation of the states in the continuum. It is important to bear in mind that this value should be considered as an upper-value since pairing correlations could help smearing out spurious shell effects, thus further reducing this error. Anyhow, we do not expect pairing correlations to reduce this error of one order of magnitude. To confirm such a statement, more detailed investigations are necessary.

In conclusion, these results suggest that the usage of a large box can greatly suppress the error induced by the Dirichlet-Neumann BC, although this implies larger computational times, as the number of basis states included in the calculation increases with the size of the box.
Finally, we consider a more realistic case taken from the Negele and Vautherin series of WS cells. We computed the total energy for the WS cell $^{1500}$Zr, whose parameters have been taken from Ref. [32], for two different configurations. In the first, the size of the box is equal to the size of the WS cell, i.e. $R_B = R_{WS} = 19.6$ fm. In the second, we fix $R_B = 80$ fm while leaving $R_{WS} = 19.6$ fm, imposing that the total number of neutrons and protons $N_{n,p}$ is fixed within the size of the WS cell (see Eq. 6). Since in this section we want to quantify the discretisation effects on the neutron gas state, we neglect for this calculation the presence of the electrons. The total energy per particle was then calculated for both configurations as

$$\frac{E}{A} = \frac{1}{A} \int_0^{R_{WS}} \sum_{q=n,p} \mathcal{H}_q(r) d^3r,$$

where $\mathcal{H}_q(r)$ is the Skyrme functional [30]. The total energy for the case $R_B = R_{WS}$ is $E/A = 5.784$ MeV, while for $R_B = 80$ fm we got $E/A = 5.891$ MeV, which corresponds to a difference of roughly 100 keV per particle. As for this system $k_{Fn} = 1.08$ fm$^{-1}$ [55], the result is compatible with the estimate done in Fig. 1.

We also checked the effect of the state discretisation on the neutron and proton densities profiles. The result is presented in Fig. 3.

The density profile in the case of $R_B = 19.6$ fm is quite irregular and has a visible edge effect. This increase of the density at the edge is compensated by an artificial depletion around 10 fm. With a larger box, though, these irregularities disappear and the gas region has very small fluctuations of the order of $\delta \rho \approx 2 \times 10^{-5}$ fm$^{-3}$, which represent a clear improvement.

In Ref. [36] the authors suggested the use of a correction function to take into account the noise introduced by the discretisation. For our calculation at $R_B = R_{WS} = 19.6$ fm, this function predicts a correction $\delta E = 192$ keV, which is larger than the correction we have obtained using a larger box. This means that the subtraction method introduced in Ref. [47] induces an extra random noise of the order of few tens of keV that becomes very difficult to control.

### B. Gaussian Process Emulator

The GPE is a statistical model of interpolation [56] that can be used for a function, in the current case the energy surface $E_{tot}(Z, \rho_b)$, whose values are the output of a complex non-random calculation, here an HFB calculation. Each single calculation normally has several input parameters and the output is expected to vary smoothly with the input, although in an unknown way. The GPE predicts the values of the energy surface at a given point, starting from computed HFB energy values in the neighbourhood of the point. Hence, it is sufficient to compute the HFB energy of only a small number of points of the $(Z, \rho_b)$ surface and the GPE will interpolate between these points.
The reconstruction of the energy surface is of course subject to errors, as the GPE has to guess the value of the interpolated points. On top of that, the computed HFB energy values themselves have an uncertainty, coming from the approximations and limitations of the model. Because of this, each value that the GPE predicts is associated with an uncertainty.

In the present article, we have decided to test the GPE against exact results to check the reliability of the technique in this specific case. To this purpose we have created a very dense grid (≈ 20000 configurations) of the $E_{tot}(Z, \rho_b)$ surface. Each point corresponds to a given HFB calculation. We use a small subset of these points ≈ 8% to test the GPE procedure. The algorithm works as follow

(i) Random points in the configuration space are selected using a Latin Hypercube Sampling (LHS) \cite{57}. This is because the GPE performances are much better if it starts from random points rather than from a uniform grid.

(ii) The points are taken by the GPE adding an error bar according to the estimated HFB numerical noise.

(iii) The GPE uses these points to produce the whole surface energy with relative 90% confidence bands \cite{56}

(iv) We compare the resulting GPE energies with the ones obtained using the whole HFB grid.

Usually the above procedure should be iterative, as for the regions of the surface with the largest errors, additional points from the simulator (HFB) should be added and the process then repeated up to a desired accuracy.

The results are shown in Fig. 4 for a one-dimensional cut for $Z=40$. The confidence intervals of the GPE are too small to be seen on this energy scale since they are of the order of ±5 keV per particle.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig4.png}
\caption{(Colors online) Testing the accuracy of the GPE: total energy per particle for the $(Z, \rho_b)$ configurations with $Z = 40$. The line corresponds to the GPE result using a subset of data points ($\approx 8\%$), while the dots correspond to the complete HFB data set. See text for details.}
\end{figure}

To have a more global idea of the performances of the GPE on the whole $(Z, \rho_b)$ surface, we show in Fig. 5 the absolute value of the difference between the interpolated surface and the actual HFB calculations. On average, the difference between the exact HFB results and the emulated ones is of the order of 2 keV per particle except for two regions: in the high density region for $Z \approx 20$ and in the low density regions with $Z \approx 36$. In these cases the deviation can grow up to 10 keV per particle. This sudden increase is probably related to a sharp variation of the HFB output due to shell-effects. As discussed in the following section, these discrepancies are compatible with the current accuracy of the HFB code.

III. HFB TOTAL ENERGY OF A WS CELL

The total energy of a WS cell with a given number of protons $Z$ and neutrons $N$ is given by \cite{36}

$$E_{tot} = Z(m_pc^2 + m_ec^2) + Nm_nc^2 + E_{nuc} + E_e + E_{pe},$$

(9)
where $m_{p,n,e}$ are the proton, neutron and electron masses. $E_{nuc}$ is the sum of the nuclear contribution and the Coulomb interaction between protons, $E_x$ is the energy contribution of the electron gas and $E_{pe}$ is the electromagnetic interaction between protons and electrons. The minimisation at zero temperature of the total energy given in Eq.9 at fixed averaged baryonic density is equivalent to the minimisation of the Gibbs free energy per nucleon at a given pressure. We refer the reader to Ref. [41] for more details. In Ref. [58], the authors have discussed the possibility of first order phase transitions that break the single-nucleus approximation. We do not consider such a scenario in the present investigation, but this will be an important aspect to be considered when developing a unified equation of state which is able to give a realistic description of the crust of the NS.

Using the GPE method, $\rho_b$ can be safely considered as a continuous variable and we can easily compare different WS cells with the same baryonic density.

In the following, we give a detailed description of each term of Eq.9.

### A. Nuclear energy $E_{nuc}$

To determine the nuclear energy contribution, we solve fully self-consistently the Hartree-Fock-Bogoliubov (HFB) equations, by projecting them on a spherical Bessel basis. The equations read

\[ \sum_{n'} \left( h^q_{n'nlj} - \varepsilon_{F,q} \right) U^q_{n'lj} + \sum_{n'} \Delta^q_{nn'lj} V^q_{n'lj} = E_{qilj} U^q_{n'lj}, \]

\[ \sum_{n'} \Delta^q_{nn'lj} U^q_{n'lj} - \sum_{n'} \left( h^q_{n'nlj} - \varepsilon_{F,q} \right) V^q_{n'lj} = E_{qilj} V^q_{n'lj}, \]  

(10)

where $\varepsilon_{F,q}$ is the Fermi energy and $q = n, p$ is the isospin index. We use the standard notation $nlj$ for the spherical single-particle states with radial quantum number $n$, orbital angular momentum $l$ and total angular momentum $j$. $U^q_{n'lj}$ and $V^q_{n'lj}$ are the Bogoliubov amplitudes for the $i$-th quasiparticle of energy $E_{qilj}$. In the limit of vanishing pairing gap $\Delta^q_{nn'lj} \to 0$ one retrieves the usual Hartree-Fock equations on a basis. More details on the solutions of these equations can be found in Refs [55, 60–62].

The matrix elements $h^q_{n'nlj}$ are calculated via the SLy4 Skyrme functional [63], which includes the Coulomb interaction for protons [64]. For the pairing interaction, we adopt a density dependent delta interaction (DDDI) of the form [65]

\[ v^q_{pair}(r, r') = V_0^q \left[ 1 - \eta \left( \frac{\rho(R)}{\rho_0} \right)^\alpha \right] \delta(r - r'), \]

(11)

where $\alpha = 0.45$, $\eta = 0.7$ and $V_0 = -430$ MeV·fm$^{-3}$. These values have been tuned in Ref. [65] to reproduce the

---

**FIG. 5:** (Colors online) Absolute energy difference between the computed HFB energies and the interpolated GPE values for the whole $(Z, \rho_b)$ configuration space. See text for details.
density dependence of the $^3S_0$ pairing gap in pure neutron matter with a realistic interaction at the BCS level. To avoid the ultraviolet divergence, we use a sharp cut-off of $E_{cut} = 60$ MeV in the quasi-particle space.

In the present article, we limit ourself to a simple mean-field calculation. For such a reason we have decided to use an effective pairing interaction adjusted at BCS level in the infinite medium. In principle, the effective interaction could be adjusted to incorporate effects beyond mean-field. An example of such an adjustment has been done in Ref. 69 to include self-energy effects into pairing interactions.

### B. Electron energy $E_e$

As the electrons are ultra-relativistic, one can consider them as a first approximation as decoupled from the protons and hence uniformly distributed in the WS cell. Their energy contribution can be divided in kinetic $T_e$ and potential energy $U_e$. The kinetic energy of an ultra-relativistic electron gas can be written as

$$T_e = Zm_e c^2 \left\{ \frac{3}{8x^3} \left[ x(1+2x^2)\sqrt{1+x^2} - \ln \left( x + \sqrt{1+x^2} \right) \right] - 1 \right\};$$

where $x = \frac{\hbar c}{m_e}$ and $k_F$ is the Fermi momentum of the electrons.

Under the assumption of a uniform electron density, the electron-electron potential $V^{ee}$ is obtained as a sum of a direct and an exchange term. The latter has been calculated analytically for a relativistic Fermi gas in Ref. 71. By integrating over the density, we thus get the potential energy contribution

$$U_e = \frac{3}{5} \frac{e^2 Z^2}{R_{WS}} \left[ 1 - \frac{5}{4} \left( \frac{3}{2\pi} \right)^{2/3} \frac{\Phi(x)}{Z^{2/3}} \right],$$

where $\Phi(x)$ reads

$$\Phi(x) = -\frac{1}{2x^2} \left[ 3x^2 + x^4 - 6x\sqrt{1+x^2}\ln(x) + 3\ln^{-1}(x)^2 \right].$$

Since the screening length of the electrons is very large, the use of a constant electron density is fully justified. This approximation has been discussed in Refs 72.

### C. Proton-electron energy $E_{pe}$

Considering the Coulomb interaction between the protons in the central cluster of the WS cell and a uniform electron gas, we have the following proton-electron potential term

$$V_{p-e} = -2\pi e^2 \rho_e \left( R_{WS}^2 - \frac{1}{3} r^2 \right),$$

where $\rho_e$ is the electron density. The net effect of the $V_{p-e}$ potential is then to reduce the diffusivity of the proton potential.

We tested the effect of this term by adding and removing it from the HFB calculation of the WS cell $^{1500}$Zr. This cell corresponds to an average baryonic density of $\rho_b = 0.04$ fm$^{-3}$. We have decided to test our method in this cell since in this specific cell the potential given in Eq. 14 has the larger effect. By inspecting more closely the equation and using $\rho_c = Z / (\frac{4}{3}\pi R_{WS}^3)$, we notice that $V_{p-e}$ increase linearly with the charge and with the inverse of the WS radius. Notice that the cell $^{98}$Ge, which is the next cell in order of increasing density in the calculations of Negele and Vautherin, can not be considered since it is unstable.

The total HFB energy per particle without $V_{p-e}$ is $\frac{E}{A}_{tot} = 5.768$ MeV, while if we switch it on we obtain $\frac{E}{A}_{tot} = 5.883$ MeV, leading to a difference of $\approx 116$ keV per particle. As the kinetic energy of the electrons is much higher than their Coulomb interaction with the protons, such a small energy difference was expected. Nevertheless, as neighbour $(Z, \rho_b)$ configurations around the energy minima are separated by energies of the order of a few keV, it is essential to calculate the total energy of the system with the highest precision possible. The small contribution of the $V_{p-e}$ potential is then important. The effect of $V_{p-e}$ on the density profiles is negligible, as it is shown in Fig B.
Since $V_{p-e}$ explicitly depends on the value of $R_{WS}$, one needs to minimize the cluster configurations in a three dimensional space $E_{tot}(R_{WS}, Z, \rho_b)$. This is the procedure followed for example in Ref. [36]. This is computationally too expensive and given the very small effects of $V_{p-e}$ on the total energy, we have decided to treat it as a perturbation. In this case, the total energy per particle is the sum of the total energy without the proton-electron interaction plus a perturbative estimate of such interaction

$$\left. \frac{E}{A} \right|_{tot, \text{no } V_{p-e}} + \frac{1}{A} E_{pe}(R_{WS}),$$

where $E_{pe}$ reads

$$E_{pe}(R_{WS}) = -\frac{3}{2} \frac{Z N_e e^2}{R_{WS}} + 2\pi e^2 N_e \int_0^{R_{WS}} dr \rho_p(r) r^4$$

and $N_e$ is the number of electrons. For the $^{1500}Zr$ cell, we obtain $\left. \frac{E}{A} \right|_{tot, \text{perturb}} = 5.770$ MeV, leading to an error $\sigma_{pe} = 2$ keV with respect to the fully self consistent result. We include the proton-electron contribution perturbatively for all our calculations, without significantly increasing the error on the total HFB energy.

As the proton state energies are shifted to lower values, the proton chemical potential is also shifted and it can be calculated as

$$\mu_p = \varepsilon_{F,p} + \left. \frac{dE_{pe}}{dZ} \right|_{tot, \text{no } V_{p-e}}.$$

where $\varepsilon_{F,p}$ is the HFB proton chemical potential without the contribution of the $V_{p-e}$ potential. The value we obtain with this procedure is within less than 100 keV from the value of the fully self-consistent calculation, i.e. including $V_{p-e}$ into the HFB calculation.

**D. $\beta$-equilibrium condition**

Each WS cell is characterized by containing a given fraction of protons, electrons and neutrons in $\beta$-equilibrium. For each cluster composition and for each baryonic density, we thus need to calculate the configuration at $\beta$-equilibrium and thus determining the size $R_{WS}$ of the WS cell and its neutron density. This means that we have to impose Eq[2]

See Ref. [36] for more details.
Eq. 2 is solved by varying $R_{WS}$ for a fixed baryonic density and fixed cluster configurations. The calculations are very fast and the equation is solved exactly.

It is worth noticing that any error introduced on the proton chemical potential would propagate to the total energy of the WS and also to its radius. By performing several tests, we estimated that a perturbative chemical potential introduces an additional error $\sigma_\beta \lesssim 3$ keV on the total energy per particle. This error has a strong density dependence, since the additional term in Eq. 18 strongly depends on the curvature of the potential and thus on the size of the cell and the average baryonic density. As in Sect. [11C], we have used the WS $^{1500}$Zr cell from Ref. [32] since we expect the contribution of $V_{p-e}$ to be more important and thus the perturbative treatment to be less efficient for this cell. From this analysis we have obtained a conservative estimate of 3 keV per particle on the total energy of the WS cell. A better treatment of such a term in the future could lead to a reduction of the error, but at the moment it is not really important since it is of the same order of magnitude of the other sources of error.

We also estimated the error on the determination of the WS cell radius to be of $\pm 0.2$ fm due to the inaccuracy on the determination of $\mu_p$. This value is compatible with the mesh size adopted in Ref. [30] to scan the different $\beta$-equilibrium conditions, but with much lower computational cost.

### E. Summary of the sources of error

In the previous Sections, we estimated the different sources of error on the HFB total energy. We have essentially three major sources:

(i) $\sigma_{\text{box}} \approx 1$ keV, arising from the state discretization.

(ii) $\sigma_\beta \approx 3$ keV, due to a non exact fulfilment of $\beta$-equilibrium condition due to an inaccuracy in determining the proton chemical potential.

(iii) $\sigma_{pc} \approx 2$ keV, due to a perturbative treatment of the proton-electron potential.

Other possible sources of error are related to the numerical integrations done in the numerical code used to solve HFB equations. For this purpose we have implemented the Gauss-Legendre (GL) quadrature to improve the accuracy of the numerical integrals. We have used 400 GL points to minimise all sources of numerical noise. The derivatives are performed analytically using the properties of Bessel functions [76]. In doing that, we have been able to reduce the numerical noise to the eV level, thus negligible compared to other sources of error.

The total error per particle on the HFB energy reads

$$\sigma_{\text{HFB}} = \sqrt{\sigma_{\text{box}}^2 + \sigma_\beta^2 + \sigma_{pc}^2} \approx 4 \text{ keV}.$$  

This is of course just an estimate of the total error, as $\sigma_\beta$ and $\sigma_{pc}$ are not completely independent sources of error and the sum in quadrature is not fully justified. This is the uncertainty that was given to the GPE model.

As discussed before, several authors have made use of other approximation trying to eliminate the spurious shell effects in the free neutron gas. These methods are mainly based on semi-classical approximations based on Thomas-Fermi approximations [38], eventually corrected by shell effects on bound states via Strutinsky method [77].

In Ref. [78], we have shown that the errors are typically one order of magnitude larger than the value estimated in Eq. 19 when semi-classical methods are adopted (i.e. neglecting the pairing correlations for the neutrons). A more detailed comparison between some semi-classical methods and quantal Hartree-Fock calculations has been done in Ref. [79]. In this case the conclusion is that semi-classical approximations (with no Strutinsky correction) lead to a typical error of $\approx 200$ keV per nucleon.

In the present article, we do not discuss the uncertainties related to the choice of the functional and to the associated intrinsic error [80–82]. As a word of caution, it should be mentioned that all current functionals have coupling constant that are typically adjusted on properties of finite nuclei and eventually on $ab$–$initio$ calculations done in the infinite medium [63, 82]. To study the NS crust, we thus need to rely on extrapolations to very neutron rich regions that have not been included explicitly into the fit. A set of single results based on a single functional should not be used to make predictions on the property of the crust.

In Ref. [84] a Bayesian neural network (BNN) formalism has been studied to improve the predictions on the structure of the outer crust of NS. We think that this method could be considered more reliable than a single extrapolation based on a single functional. Thanks to the GPE method introduced here, the BNN formalism could be now extended to study the properties of the inner crust of a NS to assess the major uncertainties arising from different functionals.
IV. CLUSTER STRUCTURE

In this section, we present our results combining the HFB calculations and the GPE results. As anticipated in Sec. II, we assume that the average baryonic density can vary in the interval \( \rho_b \in [0.0004, 0.02] \text{ fm}^{-3} \).

In Fig. 7, we show the total energy per particle as a function of the proton charge for the two limit values of this interval. The solid lines represent the result obtained using the GPE while the dashed lines represent the 90% confidence intervals. As already noticed by other authors [36, 43, 85], for a given value of \( \rho_b \) there are typically several competing local minima, usually around the proton shell closures. Such an effect was also observed in Ref. [32]. In particular, we notice two well pronounced minima around \( Z=40 \) and \( Z=50 \) in the low density regions. In Ref. [85], where shell effects are not included, this feature is not present and the proton clusters are typically smaller \( Z \in [24-36] \).

In both panels of Fig. 7, we see that although the absolute energy scales are quite different, the energy minima are usually quite close to each other and they differ by a few keV. The energy differences between the minima decreases as the average baryonic density increases [43]. On the right panel of Fig. 7, we observe that although the absolute minimum turns out to be \( Z=40 \), all values of \( Z \) between 40 and 54 are within the \( \sigma_{HFB} \) uncertainty of Eq. 19.

In Fig. 8, we present the position of the absolute minima extracted from our calculations (solid line) for the region of density considered in this work. In the low density region, we observe a very well pronounced minimum at \( Z=38 \). This value is compatible with the typical drip-line nuclei found in the outer crust [85, 87]. At \( \rho_b = 0.0006 \text{ fm}^{-3} \), we observe a transition from \( Z=38 \) to \( Z=50 \). A similar transition was also predicted in Ref. [30] at similar values of the density where the same functionals has been used. Starting from \( \rho_b = 0.002 \text{ fm}^{-3} \) the cluster gradually becomes lighter and lighter, until we find again \( Z=38 \) at \( \rho_b = 0.01 \text{ fm}^{-3} \). Similar behaviour was found in Ref. [30], but apart from a qualitative agreement the values of \( Z \) are remarkably different. In our case we never obtain cluster smaller than \( Z=38 \), while in Ref. [30], Ca isotopes becomes favourable at high density.

Another interesting feature of our calculation is that at \( \rho_b = 0.012 \text{ fm}^{-3} \) there is another jump from \( Z=38 \) to \( Z=50 \) followed by a gradual decrease to find finally \( Z=40 \) at \( \rho_b = 0.02 \text{ fm}^{-3} \).

These results should be taken with a grain of salt. Given the total error \( \sigma_{HFB} \approx 4\text{keV per particle} \), as discussed in Sec. II, we have added on Fig. 8 the other possible values of \( Z \) falling within this error bar. We observe that in the interval \( \rho_b \in [0.0004, 0.01] \text{ fm}^{-3} \) our results are quite robust. Beyond \( \rho_b = 0.01 \text{ fm}^{-3} \) all values of proton number within the range \( 38 \leq Z \leq 50 \) are possible energy minima, given the numerical accuracy of our calculations. For such a reason, we have decided not to present the results beyond \( \rho_b = 0.02 \text{ fm}^{-3} \) since our numerical method is not accurate enough to give a sensible prediction of the cluster composition of the star in this region.

We can calculate the total energy per particle for each of the WS cells at the energy minima. The result is shown in Fig. 9(a), together with the energy per particle obtained for a free neutron gas. We see that at these densities it is energetically favourable to form clusters. Another important quantity we can calculate is the proton fraction \( Y = Z/A \) of each WS cell at the energy minima. We present the results in Fig. 9(b). This quantity is less sensitive to the details of the cluster composition as already observed in Ref. [58], since the main contribution comes from the energetics of the electrons.
V. CONCLUSIONS

We have performed a detailed study to determine the proton component of the inner crust of a neutron star, solving the fully self-consistent Hartree-Fock-Bogoliubov equations in the WS approximation. We have developed a very accurate numerical procedure to reduce all possible sources of numerical noise. In particular, we have studied the effects of the box size to minimize the spurious shell-effects on the external neutron gas of the WS cell. By using very large boxes and thus large number of basis states, we have been able to reduce this effect to the order of 1 keV per particle.

To further reduce the computational cost of our procedure, we have treated the proton-electron potential in a perturbative way. At the price of adding extra 2-3 keV per particle, we have thus reduced the dimension of the configuration space that one needs to explore to find the energy minima.

Although this approximation strongly reduces the required CPU time, a complete exploration of the \((Z, \rho_b)\) surface is still too demanding using only HFB methods. We have thus explored, for the very first time, the use of a Gaussian Process Emulator combined with the HFB results. We have demonstrated that the GPE method can reduce by a factor of 10 the number of required HFB calculations that are needed to determine the cluster configurations of the inner crust. All the extrapolated results obtained with GPE fall within the estimated error bar \(\sigma_{HFB}\).

In the future, we thus plan to apply systematically the GPE techniques to the determination of the properties of
the inner crust. Although the execution time would still be larger than a semi-classical method [43], it allows us to treat at the same time shell effects and pairing correlations. As a final remark, we stress that the GPE has been developed independently by the HFB codes, thus it will be possible to test it in future applications using different simulators based on other approaches, as for example using more solvers based on band-theory [48].
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