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ABSTRACT Multimodal emotion recognition has gained traction in affective computing research community to overcome the limitations posed by processing a single form of data and to increase recognition robustness. In this study, a novel emotion recognition system is introduced, which is based on multiple modalities including facial expressions, galvanic skin response (GSR) and electroencephalogram (EEG). This method follows a hybrid fusion strategy and yields a maximum one-subject-out accuracy of 81.2% and a mean accuracy of 74.2% on our bespoke multimodal emotion dataset (LUMED-2) for 3 emotion classes: sad, neutral and happy. Similarly, our approach yields a maximum one-subject-out accuracy of 91.5% and a mean accuracy of 53.8% on the Database for Emotion Analysis using Physiological Signals (DEAP) for varying numbers of emotion classes, 4 in average, including angry, disgust, afraid, happy, neutral, sad and surprised. The presented model is particularly useful in determining the correct emotional state in the case of natural deceptive facial expressions. In terms of emotion recognition accuracy, this study is superior to, or on par with, the reference subject-independent multimodal emotion recognition studies introduced in the literature.

INDEX TERMS Emotion recognition, multimodal emotion recognition, multimodal data fusion, convolutional neural network, electroencephalogram, galvanic skin response.

I. INTRODUCTION

The study of emotion has a long history. Emotions have been a subject of philosophy long before it was covered in other disciplines [1]. Recognising emotions can help understand and interpret human behaviours. The field of affective computing emerged for emotion recognition using various data sources and leveraging computer-based environments [2]. Affect recognition typically requires tracking and measuring data sources and processing them for estimating emotions. There are various emotion recognition studies published that use multiple sources of data (modalities) [3]–[6].

The literature features different emotion models. Authors in [7] outline a review of them considering nine different studies and in total there are 65 different emotion categories. Emotion can be represented by a continuous 4-D space of valence, arousal, dominance and liking [8].

In many studies the 4-D space is reduced to a 2-D space as valence and arousal [9] to represent emotions. The study by Ekman et al. [10] yielded 6 basic emotions: anger, disgust, fear, happiness, sadness, and surprise. These emotional states are widely agreed to be universal across cultures and races. Other emotions map on to different points on the valence-arousal scale. A 2-D normalised emotional circumplex model introduced in [11] is shown in Figure 1. In [11], the valence and arousal values were determined by analysing a large number of blog posts. The basic emotion states are highlighted on Figure 1.

Emotion recognition can be performed by analysing the face, body language or speech, which are the common modalities, although they are susceptible to deliberate deception. On the other hand, physiological signals originating from internal bodily reactions are less affected by deceptions. Electroencephalogram (EEG) and Functional Magnetic Resonance Imaging (fMRI), which measure brain electrical or blood flow activity, are two examples. Other examples
that can be measured using modern consumer-grade sensors include heartbeat, galvanic skin response, blood volume pulse, respiration and temperature.

Emotion classification techniques typically leverage machine learning methods, such as Support Vector Machine (SVM), linear and nonlinear regression, decision trees and K-Nearest neighbour (KNN), which result in a range of classification accuracies. More recently, deep learning models like Convolutional Neural Networks (CNN), Long-Short Term Memory (LSTM) and Convolutional Long-Short Term Memory (CLSTM) have been studied in emotion classification [3], [6]. In deep learning models, unprocessed sensor data can be used directly by the network without pre-extracting features. Deep learning-based models can achieve high accuracy recognition rates especially if there is a high volume of accurately labelled data.

Multimodal emotion recognition aims to combine the predictive capabilities of individual behavioural and biometric traits for accurate classification. This bears a greater complexity than unimodal emotion recognition systems due to the need for jointly processing of multiple data source. Even within multimodal approaches, there is a high degree of variation in terms of prediction accuracy, which necessitates the design of robust approaches. With this aim, in this paper we propose a novel hybrid multimodal emotion recognition model, utilising both soft- and hard-biometric data and test its performance using existing datasets and also on a newly created multimodal dataset.

The remainder of this paper is structured as follows: Section II provides an overview of the relevant literature in the area of multimodal emotion recognition. Section III gives a detailed account of the proposed approach. Datasets used in the process of training and testing are described in Section IV and in Section V we provide the test results with the discussions. Finally, Section VI concludes the paper.

II. BACKGROUND AND LITERATURE REVIEW ON MULTIMODAL EMOTION RECOGNITION

Several unimodal and multimodal emotion recognition studies have been reported in the literature [12]–[16]. Majority of studies use non-physiological data, such as audio, video and text [17]. One of the difficulties with non-physiological modalities is that someone may disguise their actual emotion and not reveal enough cues about their actual state. More recently, researchers are showing an increasing interest in brain signals and peripheral physiological signals due to their nature of irrevocability [18]. However, these are prone to measurement artefacts and noises. A multimodal emotion recognition system reinforces the overall recognition robustness, where temporary defects and problems in some modalities are compensated for by other modalities.

The study in [19] proposes a fusion model based on verbal and nonverbal information to increase the emotion recognition capability of children companion robots. The study in [20] created a multimodal emotion database that includes the visual, audio, physiological, depth and pose data of 60 participants. Researchers in [21] collected participants’ facial expressions, heart rate, pupil diameter and EEG data by showing them specific visual stimuli. They reported that the emotion recognition accuracy of models developed based on multimodal features is superior to those based on single modality.

In an application context, the study in [22] focused on two sentiment types: semantic and contraption erudition. Authors developed algorithms to contribute to the business perception and consequences in product improvement. A sentiment analysis technique based on Convolutional Neural Networks for imagery was introduced in [23]. This study leverages transfer leaning and the developed model performs reasonably well under scarce training data condition. The study in [24] reviewed the sentiment analysis approaches like dynamic dictionary handling, lexical variations, and sarcasm sentiment analysis. In [25] researchers applied an end-to-end deep neural network for learning with both text and image demonstrations.

The study in [26] focuses on estimating the depression levels. Authors use multitask modality encoders that get individual modalities’ features as inputs and give modality embeddings as outputs. An attention-based fusion network is applied for the fusion of individual modalities. At the final step, a deep network is applied. In [27], a multimodal sentiment analysis by using textual, visual and audio features was proposed. Authors used a CNN model to extract textual features, and a 3D-CNN model to extract audio and visual features. The features coming from each modality are concatenated and for final classification, Support Vector Machine (SVM) is applied. The study in [28] describes a generative Unigram Mixture Model (UMM). This model provides learning a word-emotion society lexicon by using input from a document corpus. They compare their proposed and state-of-the-art baseline methods on word emotion classification and document emotion ranking. In [29], a
Multimodal Dictionary is presented to understand the relationship between the spoken words and facial gestures when introducing sentiment. This approach improves the prediction accuracies in speaker independent sentiment intensity analysis. Multiple other recent studies under the topic of unimodal and multimodal sentiment or emotion analysis are reported in [30]–[41].

Data fusion is a critical step involved in multimodal emotion recognition for producing the estimation. The literature about emotional data fusion involves three data fusion techniques, which are early fusion (feature fusion) [42], [43], late fusion (decision fusion) [44]–[46] and hybrid approaches [17], [47], [48].

In feature level fusion, features are extracted from each modality and one feature set is created by combining all modalities. This combined feature set is used for the training of emotion recognition model. Some of the studies which use feature fusion are [42], [43], [49]. In [42], EEG and audio-visual feature sets are fused. It mentions that using the fusion of full-band EEG power spectrum and video audio-visual features achieves the best recognition accuracies. It reports 96.8% classification accuracy for positive/negative valence and 97.8% for High/Low arousal. The study in [43] integrates low-level audio-visual features extracted from videos and brain functional activity measured by magnetic resonance imaging (fMRI). For classification they use multimodal deep Boltzmann machine. In [49], the researchers use Fisher Criterion Score and Davies-Bouldin index feature selection methods in order to select significant multimodal features from physiological data. They use HMM (Hidden Markov Model) for the classification of valence and arousal.

Feature level fusion is an imitation of human mechanism of emotion recognition, which is based on collecting all sensory information from different modalities and combining them. There is no isolated emotion classification done using any individual modality, and the classification is based on a combined multimodal feature set. The limitation for feature level fusion is that once a model is trained using a specific combination of feature sets, all future test data should have exact same feature structure with no tolerance to data loss. Any missing modality or feature will result in a failed classification. One possible solution is maintaining multiple models trained using different combinations of features (or modalities) to create backups and prevent failures resulting from missing data. Or, missing data should be recovered before creating test samples, as done in [6].

In [6], different missing data techniques were applied by using early fusion with deep recurrent networks. The study in [3] uses Deep Belief Networks (DBN) for doing a feature level fusion of audio, face video, body video and physiological data. Authors in [50] also apply feature level fusion of face video and audio modalities and classify the emotional state using a 2-Layer LSTM.

The study in [4] uses EEG and eye movement modalities to implement a feature level fusion by using SVM and Deep neural networks. It reports that the mean recognition accuracy is increased combining feature fusion and deep neural network compared to combining feature fusion with SVM. In [18], EEG and peripheral physiological signals were used as modalities. It applies feature fusion with SVM and bimodal LSTM classifiers. Comparing to feature fusion with SVM, it reports that bimodal LSTM has achieved the maximum recognition accuracy at 93.97% on Shanghai Jiao Tong University Emotion EEG Dataset (SEED) [46].

Decision level fusion combines the resulted emotion labels coming from each classifier that use different modalities. In this type of fusion, each modality leads to an independent emotional output. These outputs can be used separately or jointly through machine learning methods. Some studies have implemented decision level fusion as reported in [44], [45], [49], [52], [53].

The study in [44] a decision level fusion is applied for audio and visual data to identify emotions. The proposed method is applied on eNTERFACE’05 database [54]. The study in [49] uses face, voice and head movement modalities for emotion recognition. It conducts a late classification by using a Bayesian framework. It reports that the decision level fusion is successful especially for detecting happiness. The fusion strategy increases the average accuracy, from 55% to about 62% comparing to unimodal application.

In [52], the scientists propose a decision level multimodal emotion recognition based on EEG and face modalities. They use a stimulus which is based on a subset of clips that correspond to four specific emotions: happiness, neutral, sadness, and fear on the valance-arousal emotional space. For facial expression recognition, these emotion states are detected by a neural network classifier. For EEG data recognition, four basic emotion states and three emotion intensity levels (strong, ordinary, and weak) are detected by support vector machines (SVM). They apply a sum and production rule for fusion of the unimodal results. They report that the mean recognition accuracy is 82% for multimodal method which is higher than the accuracies of 74.38% and 66.88% of facial expression and EEG modalities respectively.

The advantage of decision level fusion is that when any of the modalities is missing, the decision can be made by using the other modalities. However, this requires an intelligent system, which can detect the missing modalities. One of the earliest decision level fusion strategies uses a voting technique [55]. In this strategy, the classification state reached by most of the modalities was ultimately agreed on and adopted. The drawback of this strategy is the likely tie situations. Another approach, which avoids possible ties and increases the accuracy, is to use the prior knowledge about each modality. The prior knowledge includes the classification confusion matrix for each modality and for each method used. According to the known prior classification accuracies, for each emotional state, a weighted voting strategy can be used. Voting weights can be calculated from the recognition rate or error rates that each classifier has shown with the training or test data [56].
Beyond the use of voting schemes, the study in [57] uses a lookup table during training to record the classification combinations, classification output, correct labels and the number of occurrences of combinations. The classification confidence of combinations is measured with the number of the occurrences. The outcome with the highest level of confidence in the lookup table is chosen.

The study in [58] computes confidence for each modality and weights the unimodal decisions by the measured quality of raw signals. This operation decreases the classification error rate and increases the quality of recognition [58]. In [59], Relevance Vector Machines (RVM), which correspond to embedded SVMs are used. RVMs resemble SVM but run in an embedded Bayesian frame. It calculates the affiliation probabilities of each emotion category across the classifiers. These probabilities are used as classification weights for decision level fusion.

The study in [60] uses a decision fusion strategy, which combines the emotion outputs of visual and audio paths using KNN or Artificial Neural Networks (ANN). The study in [12] is one of the first examples of approaches combining audio, face and physiological data by applying decision level fusion. It reports the Concordance Correlation Coefficient (CCC) metric result for arousal and valence and concludes that multimodality increases the emotion recognition accuracy.

In [52], a decision level fusion was applied to outcomes from EEG and face modalities. It applied SVM classification for EEG data and Neural Network for face data. The emotional states are grouped according to the intensity levels. According to the labels of training data (happiness, neutral, sadness, fear) it tried to find the optimal weights of each modality in obtaining the final decision.

Another fusion technique is called hybrid fusion, which typically combines both the early- and late-fusion techniques. For instance, one classifier may deploy a feature-level fusion for the face and body gestures modalities, while another classifier may do so for physiological signals. Another decision-level classifier above these two classifiers can process the results of two feature level classifiers to come up with the final emotion label. Hence, such a system is called a hybrid fusion system.

In [61], a simple hybrid fusion was employed where the output of an early fusion classifier is feeding input to a decision-level fusion system. A recent study in [48] uses a latent space map for the fusion of audio and video modalities; and then, by using a Dempster-Shafer (DS) theory-based evidential fusion method, the projected features on the cross-modal space are fused with the textual modality.

Multimodal techniques have also been applied in cross-subject and subject-independent emotion recognition studies. The study in [62] uses physiological signals with feature level fusion. Authors trained a deep CNN model and achieved 94% subject-independent average accuracy on BP4D+ dataset [63] for 10 emotion classes. The study in [64] uses speech and body motions modalities with two stages Gaussian Mixture Model (GMM) mapping framework. It achieves a maximum accuracy of 63%, 51%, 50% for valence, arousal and dominance, respectively, on USC CreativeIT multimodal emotion database [65].

The study in [66] uses a decision fusion on physiological data including photoplethysmography (PPG), a respiratory belt (RB) and fingertip temperature (FTT) and conducts one-subject-out test on the DEAP dataset. It achieves 72.18% and 73.08% mean accuracies on high-low valence and high-low arousal, respectively. The study in [67] uses a three-stage decision method for classifying four emotions on the DEAP dataset. It achieves 77.57% average accuracy when classifying the labels as high- and low- arousal, and 43.57% when classifying as high- and low- valence.

A. LIMITATIONS OF THE REVIEWED MULTIMODAL EMOTION RECOGNITION STUDIES

While the published studies report varying recognition and classification accuracies under varying contexts, we noted some common limitations applying to a multiple of these studies. They are summarised below.

- Studies that exploit facial expression analysis for emotion detection broadly assume that the participants do not show deceptive expressions, while this is not always the case. DEAP dataset is a good example for this. Visual-based multimodal emotion recognition studies tend to yield inferior accuracy results with this dataset.
- Multimodal emotion recognition studies generally do not discriminate between the predictive capabilities of individual modalities. For example, GSR is effective in predicting the arousal, but not valence. Incorporating all modalities equally in a model could reduce the recognition accuracy.
- The effects of emotion transitions are not reflected on physiologic outputs with the same delay. Yet, many reviewed studies jointly process multiple modalities measured at co-located time windows that can limit the achievable recognition accuracy.

B. CONTRIBUTIONS OF THIS WORK

- We employ subsets of modalities and features derived from them, in association with the targeted dimension, i.e., valence or arousal. Our decision to select the subsets of modalities is informed by the former studies.
- The presented emotion recognition model is made robust against natural deceptive facial expressions by comparing facial-expression based dominant emotions against emotions inferred via other modalities.
- We adopt a hybrid approach composed of feature- and decision-level fusion. Physiologic modalities measured at varying time instances are jointly processed for improved accuracy.
- Our method is tested on multiple datasets, which include instances of deceptive facial expressions.
- The feature extraction capability of a pretrained CNN model (InceptionResnetV2 [61]) is utilised to eliminate the need for manual feature extraction.
III. PROPOSED METHOD

In this study a new multimodal emotion recognition method is introduced, which uses face, EEG and GSR data modalities. The overall system diagram is shown in Figure 2, which will be described later in detail. In this study, to detect the emotional state, the valence probability array coming from EEG modality at time $t$, the arousal probability array coming from the combined data of EEG and GSR at time instant $t + T_0$ and, the discrete emotion probability array coming from face modality ($P_F$) at time $t + T_0$ are used.

The reason we introduce a time delay $T_0$ between EEG sample and other modalities’ samples is due to the fact that physically the emotion signal first emerges in the brain and the brain sends the exciter signal to trigger other modalities with some delay. $T_1$ depends on the processing power of used hardware. Empirically we have chosen $T_0$ as 0.35 sec.

For prediction of arousal we use EEG and GSR raw data together, and for valence we only use EEG data. There are three separate InceptionResnetV2 CNN models for arousal, valence and face-based discrete emotion, respectively.

A. FACIAL EXPRESSION ANALYSIS

The face data used in this study for training our multimodal emotion recognition model is composed of well-known public face imagery datasets including Cohn-Kanade+ face dataset [69], Radboud Faces Database [70], FacesDB [71] and AffectNet [72]. Since we get use of the spatial information contained in the images, for the purpose of training, rather than video, static images are preferred. For each of the datasets used, all the facial images were manually double-checked to identify and leave out the samples where we don’t have a consensus with the associated emotion label. This filtering step is applied in our work to minimise the influence of training samples with potentially wrong or arguable labels on the classifier performance. Table 1 shows the percentage of eliminated labelled facial image samples from each dataset following the application of the filtering step.

Following the filtering step, a final dataset is obtained by combining all labelled samples from the four datasets. The number of face images belonging to each emotion category is given in Table 2.

It is important to note that this combined dataset features labelled face image samples taken using different camera settings (angle of shooting, camera zoom level, resolution, average brightness) in order to handle different conditions. We don’t use the face data of LUMED-2 [73] and DEAP [74] dataset, since they are the test datasets for this study. Face modality is used in the form of still images of faces. A pre-trained state-of-the-art InceptionResnetV2 CNN model is trained again using the previously discussed and refined face datasets as input, and their associated discrete emotion labels as output. The reason for choosing InceptionResnetV2 is due to its proven capability of yielding one of the highest recognition accuracies in the image classification context [75].

The initial network weights were adopted from ImageNet training. Hence, it is called pre-trained. The parameters of training are given in Table 3.

This CNN model is trained with 8898 face images (see Table 2) in the emotion categories of angry, disgust, afraid, happy, neutral, sad and surprised. Image data augmentation and normalisation is applied on the training set prior to training in order to handle different shifting, zooming and lighting conditions.

The outputs of trained model $CNN_F$ in Figure 3 are the probability vectors of seven discrete emotion categories (based on the Ekman’s model, and additionally the neutral emotion state) and following the application of the argmax function, the final emotion state is yielded. The diagram of emotion classification based on the face data modality is shown in Figure 3.

B. GALVANIC SKIN RESPONSE (GSR) ANALYSIS

Second modality used in the proposed hybrid multimodal architecture is the GSR data. When humans are exposed to an

---

TABLE 1. Percentage of eliminated images from each dataset.

| Name of Dataset | Percentage of Eliminated Images |
|-----------------|---------------------------------|
| Cohn Kanade [69] | 17                              |
| FacesDB [71]    | 12                              |
| Radboud [70]    | 14                              |
| AffectNet [72]  | 22                              |

TABLE 2. Number of labelled face images used in training.

| Emotion Category | #Images |
|------------------|---------|
| Angry            | 1117    |
| Disgust          | 1173    |
| Afraid           | 784     |
| Happy            | 2417    |
| Neutral          | 1401    |
| Sad              | 874     |
| Surprised        | 1126    |
| Total            | 8898    |
event or stimuli, the emotion is triggered first in the brain [76]. The brain signals start to change and send exciter signals to the other parts of the body.

For instance, face expression and voice tone change. Another important change occurs in physiological signals. One of them is GSR, which is a measure of change in the electrical resistance of the skin. When one is emotionally aroused, the electrical conductivity of the skin changes. GSR, which is also known as EDA (Electrodermal activity) or SC (Skin Conductance), is one of the most important measures of emotional arousal [77].

GSR measures the skin secretion that is an unconscious process under the control of body’s sympathetic nervous system and reflects the changes in arousal. When people are aroused due to various effects like fear, joy or stress, skin starts to sweat. GSR has been investigated in many studies and it is still regarded as one of the most powerful methods for understanding and measuring physiological arousal.

GSR has been used in a wide range of research activities, which include but not limited to physiological research, clinical research and psychotherapy, consumer neuroscience and marketing, media and ad testing, usability testing and User Experience (UX) design [78]. Under normal conditions, for a healthy individual GSR is near stable. Once an individual is exposed to some arousing stimuli, more frequent changes in the GSR data start to be observed. Following to the transition to a calmer state, GSR change activity decreases. Since GSR is highly linked to one’s level of arousal, we use this modality together with the EEG modality for predicting the arousal level of individuals.

C. ELECTROENCEPHALOGRAM (EEG) ANALYSIS

One way of measuring the brain activities is using the EEG technology. The change of the electric potential formed on the skull is measured by using actual and reference electrodes. Some commercially available EEG devices in the consumer market include Emotiv, Neurosky, and Neuroelectrics [79]. These devices have various spatial and temporal resolutions. Spatial resolution is related to number of electrodes placed on the head and the temporal resolution is related to the number of electric potential changes recorded in a second. Generally, EEG has a low spatial, but a high temporal resolution compared to other brain monitoring technologies such as fMRI and functional near-infrared spectroscopy (fNIRS). There are different electrode positioning standards for EEG, such as 10-20, 10-10 and 10-5 that result in different spatial resolutions [80].

EEG is preferred in this work due to its reliability and portability compared to other brain monitoring technologies. Clinical applications have traditionally been one of the application areas of EEG. EEG has been used to investigate the signal patterns related to epilepsy [81] and sleep [82]. Detection of the hyperactivity and consciousness related disorders [83], [84], measurement of mental workload [85], level of attention [86]–[88], mood and emotions [89]–[91] have been the other application areas of EEG.

Although EEG has gained popularity in the context of emotion recognition studies due to its resistance to deceptive actions of humans, it exhibits varying distributions for different people as well as for the same person at different time instances [92], [93]. This is a problem, which decreases the accuracy of emotion recognition for subject-independent applications. One way of mitigating this kind of a problem is decreasing the number of emotion classes by grouping them and using complex techniques on feature extraction to increase the accuracy [94]. In this study we leveraged the research outputs of our previous study in [94]. Although the subject-independent emotion recognition accuracy of EEG is relatively low, when the number of emotion categories is reduced to two (e.g., high and low valence/arousal), the accuracy increases accordingly.

Our previous study on EEG-based emotion recognition [94] was a leave-one-subject-out cross-validated study. This is depicted in Figure 4a, where the outputs of EEG-based emotion recognition system are the probabilities of high- and low-valence (P_{V-H} and P_{V-L}) considering two classes.
In order to increase the overall accuracy, in the proposed method, we do a pre-grouping on the valence and arousal labels in order to reduce the total number of output classes. We group valence as high-/low- valence and arousal as high-/low- arousal. In this study, for estimation of arousal, we have combined the prediction capabilities of both the GSR and EEG modalities.

The outputs of the network that relies on the early fusion of raw GSR and EEG are the probabilities of high- and low-arousal ($P_{A-H}$ and $P_{A-L}$), as shown in Figure 4b. The training parameters of EEG network in Figure 4a, and the network combining both EEG and GSR modalities in Figure 4b are given in Table 4. The parameters used are the same. Note that, like in the case of the face modality, for the physiological signals we also used the InceptionResnetV2 Convolutional Neural Network as the underlying network architecture.

The outputs of $CNN_A$ in Figure 3, are the probability vectors of high- and low- arousal. Similarly, the outputs of $CNN_V$ are the probability vectors of high- and low-valence. The outputs of $CNN_V$ and $CNN_A$ are fed into a weighting unit. This unit calculates the weighted sums of valence and arousal, respectively. Weighted valence $V_W$ and weighted arousal $A_W$ are then sent to the distance calculator. Distance calculator calculates the emotional distance from the weighted valence-arousal to actual valence-arousal pairs, which correspond to the seven discrete emotion states. Emotional distances are fed to the final decision tree system. The output of $CNN_F$ is fed to decision tree system at this stage too.

The decision tree system, which is explained in more detail below, outputs the final computed emotional state at time $t + T_1$. Distance calculator calculates the emotional distance from the weighted valence-arousal to actual valence-arousal pairs, which correspond to the seven discrete emotion states. Emotional distances are fed to the final decision tree system. The output of $CNN_F$ is fed to decision tree system at this stage too. The decision tree system, which is explained in more detail below, outputs the final computed emotional state at time $t + T_1$. The reason we put a time delay $T_0$ between EEG sample and other modalities’ samples is due to the fact that physically the emotion signal first emerges in the brain and the brain sends the exciter signal to trigger other modalities with a of delay.

### D. DECISION TREE

At the core of the proposed method lies the function of a decision tree. Here we put the emphasis first on the probability vector of the face modality-based emotion detection system. We consider not only the dominant emotion (i.e., the one with the maximum probability), but also the emotion with the second highest probability. This is because individuals may hide their actual emotion and the likelihood of the second most probable emotion state being the actual emotion state increases. Also, face modality-based emotion systems may sometimes lead to false detections in terms of the emotional states in the case of confusing gestures. At this point, the other physiological modalities (i.e., GSR and EEG) help detect the emotional state with better accuracy.

EEG is a nonstationary signal and shows different distributions from subject to subject. Therefore, it is not very successful in terms of predicting the discrete emotional state or the valence and arousal when subject-independency is sought [92], and especially when the number of output classes is relatively high. GSR on the other hand is mostly a measure of arousal and doesn’t give useful information about the valence dimension.

We set the normalised centre values of high and low as -0.75 and 0.75, respectively. These centre values for low and high can change according to the choice of low and high intervals. In our case, the resulted valence value is the average of valence vector $[P_V]$ and arousal is the average of arousal vector $[P_A]$. We also use the associated (mapped) valence and arousal values of the used seven discrete emotion states, shown in Figure 1.
These are empirical values previously introduced in [11]. These values (valence, arousal]) include: [0.0], [0.89,0.17], [−0.81,−0.40], [−0.68,0.49], [−0.40,0.79], [−0.12,0.79], [0.42,0.88] for emotion states 'Neutral', 'Happy', 'Sad', 'Disgust', 'Angry', 'Afraid', and 'Surprised', respectively.

In the decision tree, if the maximum probability in \([P_F]\) vector coming from face modality based network is over a pre-defined threshold that is empirically set to 0.9, we take the final emotion state as the one discrete emotion with maximum probability value in \([P_F]\). If the maximum probability is below the threshold, then we use the distances from the weighted valence-arousal to each valence-arousal pair of discrete emotion states (i.e., output of distance calculator). We compare the emotional distances of the emotion states with the highest and second highest probabilities in the \([P_F]\) vector. We check whether the emotional distance of the emotion state with second highest probability in \([P_F]\) is higher than the one with highest probability. If it is higher, then we take the one with second highest probability in \([P_F]\) as the final emotional state. Otherwise, we assign the discrete emotional state with the highest probability in \([P_F]\) as the final emotional state output.

E. THE OVERALL HYBRID FUSION WORKFLOW

The proposed method is suitable for real-time operation. To summarise the overall hybrid fusion based multimodal emotion recognition technique, which uses face data, GSR and EEG inputs, a pseudocode is provided below. In the pseudocode, \(GT_V\) and \(GT_A\) represent the ground truth valence and arousal pairs taken from valence-arousal circumplex model shown in [11], and MSE stands for Mean-Square Error. Other symbols in the pseudocode are as defined in the previous subsections of Section III.

```python
def DiffCalculator (V_W, A_W, GT_V, GT_A)
    d_E = MSE (V_W, A_W, GT_V, GT_A)
    return d_E

def DecisionTree ([P_F], [d_E], Th)
    if max ((P_F)) > Th
        emotionstate = argmax ((P_F))
    else
        if argsecondmax ((P_F)) < d_E (argmax ((P_F)))
            emotionstate = argsecondmax ((P_F))
        else
            emotionstate = argmax ((P_F))
    return emotionstate

//Main hybrid fusion-based emotion recognition cycle

load CNN_V, load CNN_A, load CNN_F, load [GT_V, GT_A]
Th = some value between [0.7,1]
[W_V] = first element is between [−1,−0.5], second element is between [0.5,1]→the center value of high and low valence
[W_A] = first element is between [−1, −0.5], second element is between [0.5,1]→the center value of high and low arousal

while True
    EEG = readEEGData () → at time T
    sleep for \(T_0 \rightarrow T_0\) is chosen as empirically, optimally set to 0.35 sec.
    GSR = readGSRData ()
    Face = readFaceData ()
    EEG_GSR = concatenate (EEG,GSR)
    P_V = CNN_V (EEG)
    P_A = CNN_A (EEG_GSR)
    [P_F] = CNN_F (Face)
    V_W = sum (P_V + [W_V]), A_W = sum (P_A+[W_A])
    d_E = DiffCalculator (V_W, A_W, [GT_V, GT_A])
    FinalState = DecisionTree ([P_F], [d_E], Th)
```

IV. DATASETS

The multimodal datasets used in the proposed emotion recognition system include LUMED-2 [73] and DEAP [74] multimodal emotional databases. These two datasets are open to public access.

A. OVERVIEW OF DEAP DATASET

As explained in [8], DEAP is a multimodal emotion dataset which includes peripheral physiological signals and the EEG of 32 participants. Frontal face video of 22 participants was also additionally recorded. To elicit emotions in the participants, one-minute long video clips (music) were shown, and the data was recorded in real-time. Each participant watched 40 separate videos. Participants rated the videos in terms of levels of arousal, valence, like or dislike, dominance, and familiarity along a number scale between 1 and 9. A 32-channel EEG device was used. The raw EEG data was down sampled to 128 Hz. The EOG artefacts were removed and a bandpass filter was applied whose cut-off frequencies are 4.0 Hz and 45.0 Hz. The data was segmented into 60-second intervals and a 3 second baseline data was removed. Face videos are also set to 60-second long segments at 50 fps and 720 × 576 resolution.

B. OVERVIEW OF LUMED-2 DATASET

Loughborough University Multimodal Emotion Database-2 (LUMED-2) is a new multimodal emotion dataset that was created by the researchers of Loughborough University, UK, and Hacettepe University, Turkey, by collecting simultaneous multimodal data from 13 participants (6 females and 7 males) by showing audio-visual stimuli [73]. The total duration of all stimuli is 8 minutes and 50 seconds, which consist of short video clips selected from the web to elicit specific emotions. Between each video clip, in order to let participants, have a rest, a 20-second grey screen was showed.
Although it is anticipated that each video clip elicits a distinct emotional state and thus can determine the label of the resulting emotion, in reality the same content might trigger differing emotions for different participants. Therefore, after each session, the participants were additionally asked to label the clips with the felt emotional state while watching them. Three different emotions were resulted from labelling: sad, neutral and happy. The facial expressions of the participants were captured using a webcam at a resolution of 640 $\times$ 480 and at 30 fps.

Participants’ EEG data was captured using an ENOBIO 8-channels wireless EEG device, which has a temporal resolution of 500 Hz [70]. We filtered EEG data for the frequency range [0, 75Hz] and applied baseline subtraction for each window. As for the peripheral physiological data, an EMPATICA E4 Wristband [95], powered by Bluetooth, was used to record participants’ GSR. A screenshot of the data capturing system is shown in Figure 5. We prepared a fully wireless setup, which facilitates a more comfortable experience for the participants while watching the stimuli, reducing the inherent distress induced by wired devices surrounding their body. This is one of the important advantages of our multimodal data collection setup.

V. RESULTS AND DISCUSSION

In this work, leave-one-subject-out cross-validated classification tests were conducted on two different multimodal emotion datasets: DEAP and LUMED-2. For DEAP dataset, we first generated the discrete emotion labels using the participants’ rating of valence and arousal (already existing in the dataset). We extracted the central valence and arousal values of seven discrete emotion states from the 2-D emotional circumplex model shown in Figure 1. Then the Least Mean Squares (LMS) distance between each emotional state and the participant ratings were calculated. The emotion state, which gives the minimum distance and has a maximum normalised distance of 0.2, was assigned as the discrete emotional label for the corresponding samples in the dataset. For LUMED-2, the discrete emotion labels are given as “sad”, “neutral” and “happy”, i.e., three classes of emotions.

We classified the emotions under three test conditions: using (a) face modality only, (b) physiological modalities only, and (c) face and physiological modalities together. For DEAP dataset’s physiological (EEG+GSR) data, we have achieved an average cross-subject high-low valence classification accuracy of 86.6% and an average high-low arousal classification accuracy of 84.7%. In these two-class classifications, we defined the interval between 7 and 9 on the valence/arousal scale as “High”, and the interval between 1 and 3 as “Low”. Note that these are not the classification accuracies obtained for discrete emotion states.

Table 5 shows the classification accuracy results for the three test conditions using the DEAP dataset and for 10 randomly selected participants who had their face video also taken. The number of unique emotion states are also given in the table. It can be seen from the table that using EEG and GSR modalities with face modality increases the recognition accuracy in comparison to using only the face modality and/or only the physiological modalities, for all selected participants. The mean accuracy is increased by approximately 10% compared to using only the face modality.

The proposed hybrid multimodal emotion recognition method also increases the accuracy compared to using physiological modalities only. It increases the mean accuracy by approximately 13%. An important point to note is that the average emotion recognition accuracies are relatively low for the DEAP dataset. This is mainly because the participants’ faces are covered by multiple Electromyogram (EMG) electrodes and connectors. EMG setup acts as a hindrance that prevents participants from showing facial expressions freely. This is regarded as deceptive facial actions in terms of our study, which may lead to a higher percentage of false classifications for the face modality.

An example face imagery from the DEAP dataset is shown in Figure 6. A face-based emotion classifier yields for this specific face image a 93% probability of “happy” state and a 4% probability of “neutral” state. On the other hand, the generated emotion label based on the valence and arousal values is “Angry”. It is also difficult to recognise the actual emotion state with the proposed multimodal method when...
The dominant emotion probability is over a high threshold. We have set the threshold probability as 0.9. When the participant starts to show the actual emotion naturally, meaning that the maximum value of probability vector produced by face modality drops under 0.9 and even if it is in the second place in the face recognition probability order, our proposed method mostly catches the actual emotion by use of EEG and GSR. These results can be observed from Table 5 and 6.

Table 6 shows the accuracy results for the LUMED-2 dataset for three discrete emotion states: sad, neutral and happy. As shown in the table, face and physiological modalities establishes superiority to each other for different users, however using all modalities together with proposed method improves the accuracy for all users. The average accuracy is 52% better than using face only case and 42.3% better than using physiological modality. Standard deviation is reduced by 75% and 50% compared to face only and physiological only cases respectively.

The inter time-delay has been chosen empirically. It is one of the core parameters that impacts the recognition accuracy. We employ different time delay values from 0 to 1 sec. and observe the changing in the accuracies. Figure 7 shows the accuracy change for the DEAP and LUMED-2 datasets as the introduced time delay changes between 0 to 1s. The optimal value for both datasets is around 0.35. So, we set the time delay as 0.35 sec. Figure 7 shows how the value of time delay affects the mean recognition accuracy. This proves that the bio-signals do not react simultaneously and there is a time lag between brain response and other bio-signals. This is due to the time it takes to transmit biochemicals to other parts of the body, after being initiated inside the brain.

The proposed method has also been compared to other cross-subject unimodal and multimodal emotion recognition studies in the literature. There are not many multimodal emotion recognition studies that do classification on discrete emotion states basis. Most of the multimodal emotion recognition studies implement emotion recognition on the scales of valence and arousal.

Therefore, to be able to make a comparison, we will regard the high/low valence and high/low arousal classification methods as they implement 2 emotion states classification. Table 7 shows the accuracy comparison between the proposed method and 15 other multimodal and unimodal emotion recognition studies. The number of output emotion classes is an important aspect, which determines the mean classification accuracy. Note that the left-hand side of the ‘/’ symbol stands for the high-low arousal accuracy and the right-hand side of it stands for the high-low valence accuracy. If there is no ‘/’ symbol, then the comparison is done based on either valence or arousal with maximum accuracy.

Proposed method provides the accuracy results based on discrete emotional states. The proposed method performs the best in terms of 2-states, although it implements a 4-state classification. For a fair comparison, we have calculated the mean...
TABLE 7. Benchmark for “One-subject-out” Mean prediction accuracies (%) on the DEAP Dataset.

| Study   | Modality | Accuracy | Number of emotion states |
|---------|----------|----------|--------------------------|
| Proposed | Multimodal | 53.8 | 4 |
| Proposed | Multimodal | 79.2 | 2 or 3 |
| Proposed | Multimodal | 82.7 | 2 |
| Study-1 [67] | Multimodal | 43.5 / 77.5 | 2 / 2 |
| Study-2 [66] | Multimodal | 72.1 / 73.0 | 2 / 2 |
| FAWT [96] | EEG | 79.9 | 2 |
| T-RFE [97] | EEG | 78.7 | 2 |
| Inc.Resnet2V2[94] | EEG | 72.8 | 2 |
| ST-SBSSVM [98] | EEG | 72.0 | 2 |
| VMD-DNN [99] | EEG | 62.5 | 2 |
| MIDA [100] | EEG | 48.9 | 2 |
| TCA [101] | EEG | 47.2 | 2 |
| SA [102] | EEG | 38.7 | 2 |
| ITL [103] | EEG | 40.5 | 2 |
| GFK [104] | EEG | 46.5 | 2 |
| KPCA [105] | EEG | 39.8 | 2 |
| Study-3 [106] | Face | 71.1 / 72.3 | 2 |
| Study-3 [106] | EEG | 68.8 / 75.3 | 2 |
| Study-3 [106] | Multimodal | 74.2 / 80.3 | 2 |
| Study-4 [107] | EEG | 68.4 / 78.9 | 2 |

We use feature fusion on EEG and GSR modalities. We use a hybrid fusion of face, EEG and GSR modalities. We use feature fusion on EEG and GSR modalities for estimating the level of arousal. In the final step we use late fusion of EEG, GSR and face modalities. Our proposed model has the capability of detecting the actual emotional state when it is dominant, or it is hidden due to natural deceptive face actions.

Future studies should focus on subject-independent emotion recognition for person-independent applicability and concentrate on reducing the number of modalities for practicality. Reported user-based emotion recognition accuracies are higher compared to cross-subject and subject-independent emotion recognition, but these are less practical. In addition, since the comfort of use and non-intrusiveness is important for end users, significant effort should be made towards reducing the weight and form factor of sensor devices.
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