The multiple Dirichlet product and the multiple Dirichlet series
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Abstract

First, we define the multiple Dirichlet product and study the properties of it. From those properties, we obtain a zero-free region of a multiple Dirichlet series and a multiple Dirichlet series expression of the reciprocal of a multiple Dirichlet series.

1 Introduction

The Euler-Zagier multiple zeta function $\zeta_{EZ,k}(s_1, \ldots, s_k)$, the multiple zeta star function $\zeta^*_k(s_1, \ldots, s_k)$, and the Mordell-Tornheim multiple zeta function $\zeta_{MT,k}(s_1, \ldots, s_k; s_{k+1})$ are defined by

$$\zeta_{EZ,k}(s_1, \ldots, s_k) := \sum_{0 < m_1 < m_2 < \cdots < m_k} \frac{1}{m_1^{s_1} m_2^{s_2} \cdots m_k^{s_k}},$$

$$\zeta^*_k(s_1, \ldots, s_k) := \sum_{0 < m_1 \leq m_2 \leq \cdots \leq m_k} \frac{1}{m_1^{s_1} m_2^{s_2} \cdots m_k^{s_k}},$$

$$\zeta_{MT,k}(s_1, \ldots, s_k; s_{k+1}) := \sum_{m_1, \ldots, m_k = 1}^{\infty} \frac{1}{m_1^{s_1} \cdots m_k^{s_k} (m_1 + \cdots + m_k)^{s_{k+1}}},$$

respectively, where $s_i$ ($i = 1, \ldots, k+1$) are complex variables. Matsumoto [6] proved that the series (1.1) and (1.2) are absolutely convergent in

$$\{(s_1, \ldots, s_k) \in \mathbb{C}^k \mid \Re(s_k(k-l+1)) > l \ (l = 1, \ldots, k)\}$$

where $s_k(n) = s_n + s_{n+1} + \cdots + s_k$ ($n = 1, \ldots, k$). The series (1.3) is absolutely convergent in

$$\{(s_1, \ldots, s_k; s_{k+1}) \in \mathbb{C}^{k+1} \mid \Re(s_l) > 1 \ (l = 1, \ldots, k), \ \Re(s_{k+1}) > 0\}.$$
In this paper, we study the multiple Dirichlet series defined by (1.5).

In Section 2, we consider a ring of multiple arithmetic functions with the usual addition + and the multiple Dirichlet product *. In the case of one variable, Cashwell and Everett [3] proved that the ring is a UFD. In a way similar to that in [3], we find that the ring is also a UFD in the multivariable case. In Section 3, we treat the multiple Dirichlet series (1.5) and prove the main theorem (Theorem 3.5). The main theorem has two statements. In the first statement, we state about a zero-free region of \( F(s_1, \ldots, s_k; f) \). In the second statement, we state that the reciprocal of \( F(s_1, \ldots, s_k; f) \) has a multiple Dirichlet series expression \( F(s_1, \ldots, s_k; f^{-1}) \). Finally, by using the
main theorem, we get a multiple Dirichlet series expression of the reciprocal of \( \zeta_k^*(s_1, \ldots, s_k) \).

The author would like to express his thanks to Professor Kohji Matsumoto, Professor László Tóth, and Miss Ade Irma Suriajaya for their valuable advice and comments.

2 The ring of multiple arithmetic functions

We call \( f : \mathbb{N}^k \to \mathbb{C} \) a multiple (k-tuple) arithmetic function, and we define the set of k-tuple arithmetic functions by

\[
\Omega = \Omega_k := \{ f \mid f : \mathbb{N}^k \to \mathbb{C} \}.
\]

We define the set \( U \) by;

\[
U = U_k := \{ f \in \Omega \mid f(1, \ldots, 1) \neq 0 \}.
\]

We use bold letters to express \( k \)-tuple of integers like \( a = (a_1, \ldots, a_k) \). In particular, \( 1 \) means \((1, \ldots, 1)\). Moreover we define the product of two \( k \)-tuple of integers \( a \cdot b \) by \((a_1b_1, \ldots, a_kb_k)\).

**Definition 2.1.** For \( f, g \in \Omega \) and \( n \in \mathbb{N}^k \), we define the multiple Dirichlet product \( * \) by

\[
(f * g)(n) = \sum_{a \cdot b = n} f(a)g(b).
\]

If \( k = 1 \), the multiple Dirichlet product is the well-known Dirichlet product. Hence the above product is a generalization of the Dirichlet product. In the present section, our purpose is to study the properties of the multiple Dirichlet product. The properties were studied by some mathematicians. In [10], Tóth described the details of such studies. In particular, if we define an addition as \((f + g)(n) := f(n) + g(n)\), he mentioned that \((\Omega_k, +, *)\) is an integral domain with the identity function \( I \) which is defined by

\[
I(n) := \begin{cases} 
1 & (n = 1), \\
0 & \text{(otherwise)},
\end{cases}
\]

and its unit group is \( U \). For \( f \in U \), \( f^{-1} \) denotes the inverse function of \( f \) with respect to the multiple Dirichlet product \( * \). Then \( f^{-1} \) is given by the following lemma.
Lemma 2.2. For each \( f \in U \), \( f^{-1} \in U \) can be constructed recursively as follows:

\[
\begin{align*}
    f^{-1}(1) &= \frac{1}{f(1)}, \\
    f^{-1}(n) &= -\frac{1}{f(1)} \sum_{\substack{a \cdot b = n \\ b \neq n}} f(a)f^{-1}(b) \quad (n \neq 1).
\end{align*}
\]

Proof. In the case \( n_1 + \cdots + n_k = k \), i.e. \( n = 1 \), we have

\[
(f * f^{-1})(1) = f(1)f^{-1}(1) = 1.
\]

Next, let \( d > k \), and assume that \( f^{-1}(n) \) are determined for all \( n \in \mathbb{N}^k \) which satisfies \( n_1 + \cdots + n_k < d \). Then for \( n \in \mathbb{N}^k \) which satisfies \( n_1 + \cdots + n_k = d \), we have

\[
(f * f^{-1})(n) = \sum_{a \cdot b = n} f(a)f^{-1}(b) = f(1)f^{-1}(n) + \sum_{\substack{a \cdot b = n \\ b \neq n}} f(a)f^{-1}(b) = 0.
\]

In this section, let us consider \((\Omega_k, +, *)\) and prove that \((\Omega_k, +, *)\) is a UFD.

First, we define a norm \( N : \Omega \rightarrow \mathbb{Z}_{\geq 0} \) by

\[
N(f) = \begin{cases}
0 & (f = 0), \\
\min_{n \in \mathbb{N}^k \mid f(n) \neq 0} \{n_1 \cdots n_k \} & (f \neq 0).
\end{cases}
\]

By the definition of the norm, we can show that \( N(f) = 1 \) if and only if \( f \in U \) holds.

Theorem 2.3. For \( f, g \in \Omega \), we have

\[
N(f * g) = N(f)N(g).
\]

Proof. In the case \( f = 0 \) or \( g = 0 \), since \( f * g = 0 \), we have \( N(f * g) = N(f)N(g) = 0 \). Hence we consider the case \( f, g \neq 0 \). If \( n_1 \cdots n_k < N(f)N(g) \), then we have

\[
(f * g)(n) = \sum_{a \cdot b = n} f(a)g(b) = 0,
\]
Theorem 2.4. Suppose \( h\) function \( \varepsilon f \) Proof. Assume \( a \) since \( f, g \) For \( a \) find \( n \) such that \( (f \ast g)(n) \neq 0 \) and \( n_1 \cdots n_k = N(f)N(g) \). We define \((M_1, \ldots, M_k), (L_1, \ldots, L_k) \in \mathbb{N}^k\) as follows;

\[
M_1 := \min \{ m_1 | f(m_1, \ldots, m_k) \neq 0, m_1 \cdots m_k = N(f) \},
\]

\[
M_2 := \min \{ m_2 | f(M_1, m_2, \ldots, m_k) \neq 0, M_1 m_2 \cdots m_k = N(f) \},
\]

\[
\vdots
\]

\[
M_k := \min \{ m_k | f(M_1, \ldots, M_{k-1}, m_k) \neq 0, M_1 \cdots M_{k-1} m_k = N(f) \},
\]

\[
L_1 := \min \{ l_1 | g(l_1, \ldots, l_k) \neq 0, l_1 \cdots l_k = N(g) \},
\]

\[
L_2 := \min \{ l_2 | g(L_1, l_2, \ldots, l_k) \neq 0, L_1 l_2 \cdots l_k = N(g) \},
\]

\[
\vdots
\]

\[
L_k := \min \{ l_k | g(L_1, \ldots, L_{k-1}, l_k) \neq 0, L_1 \cdots L_{k-1} l_k = N(g) \}.
\]

Next we prove

\[
(f \ast g)(M \cdot L) = \sum_{a \cdot b = M \cdot L} f(a)g(b) = f(M)g(L) \neq 0.
\]

(2.1)

For \( a \neq M \) with \( a_1 \cdots a_k = N(f) \), there exists an index \( i \) such that \( a_i \neq M_i \) and \( a_j = M_j \) for all \( j < i \). If \( a_i < M_i \), by the definition of \( M_i \), \( f(a) = 0 \). If \( a_i > M_i \), then \( b_i < L_i \) and \( b_j = L_j \) for \( j < i \), so \( g(B) = 0 \). Hence (2.1) holds.

Hence we have \( N(f \ast g) = N(f)N(g) \). \( \square \)

Next, we define an equivalence relation among functions belonging to \( \Omega \).

For \( f, g \in \Omega \), we write \( f \sim g \) and say \( f \) is equivalent to \( g \) if there exists a function \( \varepsilon \in U \) such that \( f = \varepsilon \ast g \). Also we write \( f|g \) if \( g = f \ast h \) for some \( h \in \Omega \).

**Theorem 2.4.** Suppose \( f, g \in \Omega \). Then \( f \) is equivalent to \( g \), if and only if \( f|g \) and \( g|f \).

**Proof.** Assume \( f \sim g \). Then there exists a function \( \varepsilon \in U \) such that \( f = \varepsilon \ast g \), that is, \( g|f \). Since \( \varepsilon \in U \), \( \varepsilon^{-1} \ast f = g \) holds. This means \( f|g \).

Next, we assume \( f|g \) and \( g|f \). If \( f = 0 \), then \( g \) is also 0. Therefore \( f = \varepsilon \ast g \) holds for any \( \varepsilon \in U \). Hence we are only left to consider the case \( f \neq 0 \). We see that \( f|g \) and \( g|f \) if and only if there exist \( \alpha, \beta \in \Omega \) such that \( f = \alpha \ast g \) and \( g = \beta \ast f \), and if so, then \( N(f) = N(\alpha)N(g) \) and \( N(g) = N(\beta)N(f) \). From the above equations, it follows that \( N(\alpha)N(\beta) = 1 \). It implies \( \alpha, \beta \in U \). Hence \( f \) is equivalent to \( g \). \( \square \)
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For \( p \in \Omega_k \setminus U \), we call \( p \) prime if \( p = f * g \) implies \( f \in U \) or \( g \in U \). We define \( P_k = P \) to be the set of all prime functions. If \( N(f) \) is prime in \( \mathbb{N} \), then \( f \) is prime in \( \Omega \). Hence we can find infinitely many primes. A multiple arithmetic function \( f \in \Omega \) is said to be composite if \( f \) satisfies \( f \neq 0 \), \( f \notin U \), and \( f \notin P \). If \( f \sim g \), then \( f \in P \) implies \( g \in P \). This property indicates that the equivalence relation \( \sim \) preserves primitivity. The same property holds for \( 0 \), \( U \), and composite functions, respectively.

Next, we show that each non-zero function \( f \in \Omega \setminus U \) can be decomposed into a finite product of prime functions. In the case \( f \in P \), the function \( f \) itself is the finite product of prime functions. Hence we consider the case \( f \notin P \). By the assumption, there exist multiple arithmetic functions \( g, h \in \Omega \setminus U \) such that \( f = g * h \). Then the inequalities \( 1 < N(g), N(h) < N(f) \) hold. If both of \( g \) and \( h \) are primes, then \( g * h \) is the prime factorization of \( f \). If \( g \) is a composite function, then there exist multiple arithmetic functions \( g_1, g_2 \in \Omega \setminus U \) such that \( g = g_1 * g_2 \), and the inequalities \( 1 < N(g_1), N(g_2) < N(g) \) hold. Repeating the above algorithm, we can obtain the prime factorization of \( f \). Because the norm is a non-negative integer, the product is finite.

Let \( P_\mathbb{N} \) be the set of all prime numbers in \( \mathbb{N} \). We define a set \( P_k = \mathcal{P} \) by

\[
\mathcal{P}_k = \mathcal{P} := \{(1, \ldots, 1, p, 1, \ldots, 1) \in \mathbb{N}_k \mid p \in P_\mathbb{N}, 1 \leq j \leq k\}.
\]

We take a bijection \( S : \mathbb{N} \rightarrow \mathcal{P} \). Since \( \mathcal{P} \) is a countably infinite set, we can take the bijection \( S \). We put \( p_j := S(j) \). Then each \( m \in \mathbb{N}_k \) can be decomposed into a finite product of \( \mathcal{P} \). We define maps \( \alpha_j (j \in \mathbb{N}) \) as follows;

\[
m =: p_1^{\alpha_1(m)} \cdot p_2^{\alpha_2(m)} \cdot \ldots .
\]

The definition of \( \alpha_j \) implies the equation \( \alpha_j(a \cdot b) = \alpha_j(a) + \alpha_j(b) \). By using \( \alpha_j \), we define a map \( R : \Omega \rightarrow \mathbb{C}_\omega := \mathbb{C}\{x_1, x_2, \ldots \} \) by \( R(f) = \sum_{m_1, \ldots, m_k=1}^{\infty} f(m)x_1^{\alpha_1(m)}x_2^{\alpha_2(m)} \cdot \ldots \) for \( f \in \Omega \), where \( \mathbb{C}_\omega \) is the set of the infinite series of the above form, where each term has only a finite number of \( x_j \). Note that although the series \( R(f) \) contains \( k \), the set \( \mathbb{C}_\omega \) does not depend on \( k \).

**Lemma 2.5.** The map \( R \) is an isomorphism.

**Proof.** The equation \( R(f + g) = R(f) + R(g) \) is trivial. In addition, we
have
\[
R(f * g) = \sum_{m_1, \ldots, m_k=1}^{\infty} \sum_{a \cdot b = m} f(a)g(b)x_1^{\alpha_1(a) + \alpha_1(b)}x_2^{\alpha_2(a) + \alpha_2(b)} \ldots
\]
\[
= \left( \sum_{a} f(a)x_1^{\alpha_1(a)}x_2^{\alpha_2(a)} \ldots \right) \left( \sum_{b} g(b)x_1^{\alpha_1(b)}x_2^{\alpha_2(b)} \ldots \right)
\]
\[
= R(f)R(g).
\]

Hence \( R \) is homomorphism.

Next, we show that \( R \) is a bijection. Trivially \( f \neq g \) implies \( R(f) \neq R(g) \). For any \( A \in \mathbb{C}_\omega \), we can constitute a multiple arithmetic function \( f_A \in \Omega \) by using coefficients of \( A \) such that \( R(f_A) = A \).

In the case of one variable, Cashwell and Everett [3] proved that the ring \( (\Omega_1, +, \ast) \) is a UFD by first showing that \( \Omega_1 \) is isomorphic to \( \mathbb{C}_\omega \) and then showing that \( (\mathbb{C}_\omega, +, \times) \) is a UFD. Here, for the multivariable case, we use Lemma 2.5 and the result of Cashwell and Everett that \( (\mathbb{C}_\omega, +, \times) \) is a UFD, and we obtain the following theorem.

**Theorem 2.6.** \( (\Omega_k, +, \ast) \) is a UFD.

In addition to the above theorem, Lemma 2.5 implies an another theorem. Lemma 2.5 states that \( \Omega_k \) is isomorphic to \( \mathbb{C}_\omega \) for all \( k \in \mathbb{N} \). This fact means that \( \Omega_k \) is isomorphic to \( \Omega_l \) for \( k, l \in \mathbb{N} \).

**Theorem 2.7.** All of \( \Omega_k \) are isomorphic, i.e. \( \Omega_k \cong \Omega_l \) holds for all \( k, l \in \mathbb{N} \).

### 3 The multiple Dirichlet series

In this section, we consider the zero-free region of the multiple Dirichlet series and the reciprocal of the multiple Dirichlet series by using the notion of multiple Dirichlet product. The following theorem is a basic property of the multiple Dirichlet series.

**Theorem 3.1.** ([10], Proposition 10) For \( f, g \in \Omega_k \), we have
\[
F(s_1, \ldots, s_k; f) + F(s_1, \ldots, s_k; g) = F(s_1, \ldots, s_k; f + g),
\]
\[
F(s_1, \ldots, s_k; f)F(s_1, \ldots, s_k; g) = F(s_1, \ldots, s_k; f * g),
\]
where \((s_1, \ldots, s_k)\) lies in the region of absolute convergence for the series \( F(s_1, \ldots, s_k; f) \) and \( F(s_1, \ldots, s_k; g) \).
Corollary 3.2. Let $f \in U$. If $F(s_1, \ldots, s_k; f)$ and $F(s_1, \ldots, s_k; f^{-1})$ are absolutely convergent on $R \subset \mathbb{C}^k$, then $F(s_1, \ldots, s_k; f)$ has no zeros on $R$.

Proof. Let $(s_1, \ldots, s_k) \in R$. Then by applying Theorem 3.1, we have

$$F(s_1, \ldots, s_k; f)F(s_1, \ldots, s_k; f^{-1}) = F(s_1, \ldots, s_k; I) = 1.$$

To find the zero-free region of the series $F(s_1, \ldots, s_k; f)$, we have to find the region of absolute convergence $R \subset \mathbb{C}^k$, and to find the region $R$, we have to evaluate $f^{-1}$. For this purpose, we prepare the following lemma.

Lemma 3.3. For $\alpha > 1$, we have

$$\sum_{d|n} d^\alpha \leq \zeta(\alpha)n^\alpha.$$

Proof. We have

$$\sum_{d|n} d^\alpha = n^\alpha \sum_{d|n} \left( \frac{d}{n} \right)^\alpha = n^\alpha \sum_{d|n} \frac{1}{d^\alpha} \leq \zeta(\alpha)n^\alpha.$$

By the above lemma, we can evaluate the function $f^{-1}$.

Theorem 3.4. Let $f \in U$ satisfy the condition that there exist constants $C > 0$ and $r_1, \ldots, r_k \in \mathbb{R}$ such that $|f(n)| \leq Cn_1^{r_1}n_2^{r_2} \cdots n_k^{r_k}$ for $n \neq 1$. We put $\alpha_j > 1 + r_j$ $(j = 1, \ldots, k)$ satisfying $\zeta(\alpha_1 - r_1)\zeta(\alpha_2 - r_2) \cdots \zeta(\alpha_k - r_k) \leq 1 + |f(1)|/C$. Then we have

$$|f^{-1}(n)| \leq \frac{n_1^{\alpha_1}n_2^{\alpha_2} \cdots n_k^{\alpha_k}}{|f(1)|}.$$

Proof. We use induction on $n_1 + \cdots + n_k$. In the case $n_1 + \cdots + n_k = k$, i.e. $n = 1$, then $f^{-1}(1) = 1/f(1)$, so we have

$$|f^{-1}(1)| = \frac{1}{|f(1)|}.$$

Next, let $d > k$, and assume that $|f^{-1}(n)| \leq n_1^{\alpha_1}n_2^{\alpha_2} \cdots n_k^{\alpha_k}/|f(1)|$ for all $n \in \mathbb{N}^k$ which satisfies $n_1 + \cdots + n_k < d$. Then for $n \in \mathbb{N}^k$ which satisfies
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\[ n_1 + \cdots + n_k = d, \] by using Lemma 3.3 we have

\[ |f^{-1}(n)| \leq \left| \frac{1}{f(1)} \right| \sum_{a, b \in \mathbb{N}, \text{gcd}(a, b) = 1} |f(a)||f^{-1}(b)| \]

\[ \leq \frac{C}{|f(1)|^2} \sum_{a, b \in \mathbb{N}, \text{gcd}(a, b) = 1} \alpha_1 \alpha_1 \cdots \alpha_k \alpha_k \]

\[ = \frac{C}{|f(1)|^2} \left\{ n_1^{r_1} \cdots n_k^{r_k} \left( \sum_{b_1|n_1} \beta_1^{a_1-r_1} \right) \cdots \left( \sum_{b_k|n_k} \beta_k^{a_k-r_k} \right) - n_1^{a_1} \cdots n_k^{a_k} \right\} \]

\[ \leq \frac{C}{|f(1)|^2} \left( \zeta(\alpha_1 - r_1)n_1^{\alpha_1} \cdots \zeta(\alpha_k - r_k)n_k^{\alpha_k} - n_1^{a_1} \cdots n_k^{a_k} \right) \]

\[ \leq \frac{n_1^{a_1} n_2^{a_2} \cdots n_k^{a_k}}{|f(1)|}. \]

Finally, we obtain the main theorem.

**Theorem 3.5.** Let \( f \) and \( \alpha_1, \ldots, \alpha_k \) satisfy the conditions in Theorem 3.4. Then \( F(s_1, \ldots, s_k; f) \) and \( F(s_1, \ldots, s_k; f^{-1}) \) have no zeros in the region

\[ \left\{ (s_1, \ldots, s_k) \in \mathbb{C}^k \mid \Re(s_j) > 1 + \alpha_j \ (j = 1, \ldots, k) \right\}. \]

Moreover, in the same region \( F(s_1, \ldots, s_k; f) \) and \( F(s_1, \ldots, s_k; f^{-1}) \) satisfy the relation

\[ (F(s_1, \ldots, s_k; f))^{-1} = F(s_1, \ldots, s_k; f^{-1}). \]

**Proof.** Since \( f(n) \ll n_1^{r_1} n_2^{r_2} \cdots n_k^{r_k} \), \( F(s_1, \ldots, s_k; f) \) is convergent absolutely in

\[ \left\{ (s_1, \ldots, s_k) \in \mathbb{C}^k \mid \Re(s_j) > 1 + r_j \ (j = 1, \ldots, k) \right\}. \]

Since \( f^{-1}(n) \ll n_1^{a_1} \cdots n_k^{a_k} \) by Theorem 3.3 \( F(s_1, \ldots, s_k; f^{-1}) \) is convergent absolutely in

\[ \left\{ (s_1, \ldots, s_k) \in \mathbb{C}^k \mid \Re(s_j) > 1 + \alpha_j \ (j = 1, \ldots, k) \right\}. \]

Hence we obtain the theorem by using Theorem 3.2. \( \square \)
Next, we consider a restricted multiple Dirichlet series. To express the series (1.1), (1.2) and (1.3), we define three functions as follows;

\[ u_{EZ}(n) := \begin{cases} 1 & (n_1 < n_2 < \cdots < n_k), \\ 0 & \text{(otherwise)}, \end{cases} \]

\[ u^*(n) := \begin{cases} 1 & (n_1 \leq n_2 \leq \cdots \leq n_k), \\ 0 & \text{(otherwise)}, \end{cases} \]

\[ u_{MT}(n) := \begin{cases} 1 & (n_{k+1} = n_1 + n_2 + \cdots + n_k), \\ 0 & \text{(otherwise)}. \end{cases} \]

Then the series (1.1), (1.2) and (1.3) can be expressed by

\[ \zeta_{EZ,k}(s_1, \ldots, s_k) = F(s_1, \ldots, s_k; u_{EZ}), \]
\[ \zeta^*(s_1, \ldots, s_k) = F(s_1, \ldots, s_k; u^*), \]
\[ \zeta_{MT,k}(s_1, \ldots, s_k; s_{k+1}) = F(s_1, \ldots, s_{k+1}; u_{MT}). \]

In [2], Akiyama and Ishikawa treated the multiple \( L \)-function which is defined by

\[ L_k(s_1, \ldots, s_k|\chi_1, \ldots, \chi_k) := \sum_{m_1 < m_2 < \cdots < m_k} \frac{\chi_1(m_1) \cdots \chi_k(m_k)}{m_1^{s_1}m_2^{s_2} \cdots m_k^{s_k}}, \]

where \( \chi_j \) are Dirichlet characters. This is a generalization of the series (1.1). Moreover in [8], Matsumoto and Tanigawa treated the series

\[ \sum_{m_1, \ldots, m_k=1}^{\infty} \frac{a_1(m_1)a_2(m_2) \cdots a_k(m_k)}{m_1^{s_1}(m_1 + m_2)^{s_2} \cdots (m_1 + \cdots + m_k)^{s_k}}, \]

where series \( \sum_{m=1}^{\infty} a_j(m)/m^s \) (1 \( \leq j \leq k \)) satisfy good conditions. This is also a generalization of the series (1.1).

To consider such series, we generalize the series (1.1) as follows;

\[ \sum_{0 < m_1 < m_2 < \cdots < m_k} \frac{f(m_1, \ldots, m_k)}{m_1^{s_1}m_2^{s_2} \cdots m_k^{s_k}}. \]

This series is a restriction of the multiple Dirichlet series (1.5). To treat the restricted multiple Dirichlet series, we define three sets by

\[ \Omega_{EZ} := \{ f \in \Omega \mid f(n) = 0 \text{ for } n \text{ which does not satisfy } n_1 < \cdots < n_k \}, \]
\[ \Omega^* := \{ f \in \Omega \mid f(n) = 0 \text{ for } n \text{ which does not satisfy } n_1 \leq \cdots \leq n_k \}, \]
\[ \Omega_{MT} := \{ f \in \Omega \mid f(n) = 0 \text{ for } n \text{ which satisfies } n_k < n_1 + n_2 + \cdots + n_{k-1} \}. \]
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**Theorem 3.6.** The ring \((\Omega^*, +, \cdot)\) is a subring of the ring \((\Omega, +, \cdot)\) which contains the unit group \(\Omega^* \cap U\). The rings \((\Omega_{\text{EZ}}, +, \cdot)\) and \((\Omega_{\text{MT}}, +, \cdot)\) are subrings of the ring \((\Omega, +, \cdot)\) which do not contain the unit group.

**Proof.** Trivially all of the sets are closed with respect to the addition +. Hence it is sufficient to consider the Dirichlet product \(\cdot\).

First we consider the set \(\Omega^*\). Let \(f, g \in \Omega^*\). For \(n\) which does not satisfy \(n_1 \leq \cdots \leq n_k\), we have

\[
(f \cdot g)(n) = \sum_{a \cdot b = n} f(a)g(b).
\]

Then, for each pair of \(a\) and \(b\) which satisfies \(a \cdot b = n\), at least one of them does not satisfy the inequalities \(a_1 \leq \cdots \leq a_k\) and \(b_1 \leq \cdots \leq b_k\). It implies that \((f \cdot g)(n) = 0\). Therefore \(f \cdot g \in \Omega^*\) holds. Next we assume \(f \in \Omega^* \cap U\). Suppose that there exists an \(n\) which satisfies \(f^{-1}(n) \neq 0\) and does not satisfy \(n_1 \leq \cdots \leq n_k\). We choose such \(n\) which satisfies the condition that \(n_1 + \cdots + n_k\) is the smallest. Similarly to the above proof, an equality

\[
f^{-1}(n) = \frac{1}{f(1)} \sum_{a \cdot b = n, b \neq n} f(a)f^{-1}(b)
\]

implies that \(f^{-1}(n) = 0\). It contradicts the assumption \(f^{-1}(n) \neq 0\). Hence \(f^{-1} \in \Omega^* \cap U\) holds.

The statement that \((\Omega_{\text{EZ}}, +, \cdot)\) forms a subring can be proven similarly as above.

Next we prove the statement that \((\Omega_{\text{MT}}, +, \cdot)\) forms a subring. Let \(f, g \in \Omega_{\text{MT}}\). For \(n\), we have

\[
(f \cdot g)(n) = \sum_{a \cdot b = n} f(a)g(b)
\]

If \(a\) and \(b\) satisfy the inequalities \(a_k \geq a_1 + \cdots + a_{k-1}\) and \(b_k \geq b_1 + \cdots + b_{k-1}\), the inequality

\[
(a_1 b_1 + \cdots + a_{k-1} b_{k-1})^2 \leq (a_1^2 + \cdots + a_{k-1}^2)(b_1^2 + \cdots + b_{k-1}^2)
\]

\[
\leq (a_1 + \cdots + a_{k-1})^2(b_1 + \cdots + b_{k-1})^2
\]

\[
\leq a_k^2 b_k^2
\]

implies the inequality \(n_k \geq n_1 + \cdots + n_{k-1}\). Hence for \(n\) which satisfies \(n_k < n_1 + n_2 + \cdots + n_{k-1}\), at least one of the inequalities \(a_k < a_1 + \cdots + a_{k-1}\) and \(b_k < b_1 + \cdots + b_{k-1}\) holds. Therefore the equation \((f \cdot g)(n) = 0\) is valid for \(n\) which satisfies \(n_k < n_1 + n_2 + \cdots + n_{k-1}\). It implies that \(f \cdot g \in \Omega_{\text{MT}}\). □
By the above theorem, the product of two restricted multiple Dirichlet series is also a restricted multiple Dirichlet series, that is
\[
\left( \sum_{0 < m_1 < \cdots < m_k} \frac{f(m_1, \ldots, m_k)}{m_1^{s_1} \cdots m_k^{s_k}} \right) \left( \sum_{0 < n_1 < \cdots < n_k} \frac{g(n_1, \ldots, n_k)}{n_1^{s_1} \cdots n_k^{s_k}} \right) = \sum_{0 < n_1 < \cdots < n_k} \frac{(f * g)(n_1, \ldots, n_k)}{n_1^{s_1} \cdots n_k^{s_k}}.
\]

In addition, the inverse of a restricted multiple Dirichlet series is also a restricted multiple Dirichlet series, that is
\[
\left( \sum_{0 < m_1 \leq \cdots \leq m_k} \frac{f(m_1, \ldots, m_k)}{m_1^{s_1} \cdots m_k^{s_k}} \right) \left( \sum_{0 < n_1 \leq \cdots \leq n_k} \frac{g(n_1, \ldots, n_k)}{n_1^{s_1} \cdots n_k^{s_k}} \right) = \sum_{0 < n_1 \leq \cdots \leq n_k} \frac{(f * g)(n_1, \ldots, n_k)}{n_1^{s_1} \cdots n_k^{s_k}}.
\]

In [7], Matsumoto defined the Apostol-Vu multiple zeta function by
\[
\zeta_{AV, k-1}(s_1, \ldots, s_k; m_{k-1}) := \sum_{0 < m_1 < \cdots < m_{k-1}} \frac{1}{m_1^{s_1} \cdots m_{k-1}^{s_{k-1}} (m_1 + \cdots + m_{k-1})^{s_k}}.
\]
To express this series, we define a function \( u_{AV} \) as follows;
\[
u_{AV}(n) := \begin{cases} 1 & (0 < n_1 < \cdots < n_k \text{ and } n_k = n_1 + \cdots + n_{k-1}), \\ 0 & \text{otherwise}. \end{cases}
\]

Then \( u_{AV} \in \Omega_{EZ} \cap \Omega_{MT} \) holds. If we define \( \Omega_{AV} = \Omega_{EZ} \cap \Omega_{MT} \), then it follows from Theorem 3.6 that \( \Omega_{AV} \) is a subring of the ring \( (\Omega, +, *) \) which does not contain the unit group.

As mentioned in the introduction, the series (1.2) is absolutely convergent in the region (1.4). This fact improves Theorem 3.5.
Theorem 3.7. Let $f \in \Omega^* \cap U$ and $\alpha_1, \ldots, \alpha_k$ satisfy the conditions in Theorem 3.4. Then $F(s_1, \ldots, s_k; f)$ and $F(s_1, \ldots, s_k; f^{-1})$ have no zeros in the region

$$\{(s_1, \ldots, s_k) \in \mathbb{C}^k \mid \Re(s_k(k-l+1)) > l + \alpha_k(k-l+1) \ (l = 1, \ldots, k)\}$$

where $\alpha_k(l) = \alpha_l + \alpha_{l+1} + \cdots + \alpha_k \ (l = 1, \ldots, k)$. Moreover, in the same region $F(s_1, \ldots, s_k; f)$ and $F(s_1, \ldots, s_k; f^{-1})$ satisfy the relation

$$(F(s_1, \ldots, s_k; f))^{-1} = F(s_1, \ldots, s_k; f^{-1}).$$

Proof. Since $f(n) \ll n_1^{r_1} n_2^{r_2} \cdots n_k^{r_k}$, $F(s_1, \ldots, s_k; f)$ is absolutely convergent in

$$\{(s_1, \ldots, s_k) \in \mathbb{C}^k \mid \Re(s_k(k-l+1)) > l + r_k(k-l+1) \ (l = 1, \ldots, k)\},$$

where $r_k(l) = r_l + r_{l+1} + \cdots + r_k \ (l = 1, \ldots, k)$. Since $f^{-1}(n) \ll n_1^{\alpha_1} \cdots n_k^{\alpha_k}$ by Theorem 3.4, $F(s_1, \ldots, s_k; f^{-1})$ is convergent absolutely in

$$\{(s_1, \ldots, s_k) \in \mathbb{C}^k \mid \Re(s_k(k-l+1)) > l + \alpha_k(k-l+1) \ (l = 1, \ldots, k)\}.$$

Hence we obtain the theorem by using Theorem 3.2.

Applying Theorem 3.5, Theorem 3.7 and the identity theorem, we have the following corollary.

Corollary 3.8. $\zeta_{EZ,k}(s_1, \ldots, s_k) + 1$ and $\zeta_k^*(s_1, \ldots, s_k)$ have no zeros in the region

$$S := \{(s_1, \ldots, s_k) \in \mathbb{C}^k \mid \Re(s_k(k-l+1)) > l + \alpha_k(k-l+1) \ (l = 1, \ldots, k)\}$$

where $\alpha_i > 1 \ (i = 1, \ldots, k)$ satisfy $\zeta(\alpha_1)\zeta(\alpha_2)\cdots\zeta(\alpha_k) \leq 2$. In the same region $S$, the reciprocal of the two functions have multiple Dirichlet series expressions

$$(\zeta_{EZ,k}(s_1, \ldots, s_k) + 1)^{-1} = F(s_1, \ldots, s_k; (u_{EZ}+I)^{-1}),$$

$$(\zeta_k^*(s_1, \ldots, s_k))^{-1} = F(s_1, \ldots, s_k; (u^*)^{-1}),$$

respectively. Furthermore $F(s_1, \ldots, s_k; (u_{EZ}+I)^{-1})$ and $F(s_1, \ldots, s_k; (u^*)^{-1})$ are continued meromorphically to the whole space.

In the last corollary we obtained the zero free region of $\zeta_k^*$. This is not the best possible region. Similar to [9, equation (2)], we find that the region

$$S' := \{(s_1, \ldots, s_k) \in \mathbb{C}^k \mid \zeta_k^*(\Re s_1, \ldots, \Re s_k) < 2, \Re(s_k(k-l+1)) > l \ (l = 1, \ldots, k)\}$$
The multiple Dirichlet product is also the zero free region, and this region has a point which is not contained in $S$, that is, $S' \setminus S \neq \emptyset$. For example, when $k = 2$, $(s_1, s_2) = (2, 2) \notin S$, since for $(s_1, s_2) \in S$, $s_2$ needs to satisfy the condition $\Re(s_2) > 2$. On the other hand, $(2, 2) \in S'$, since by [5, corollary 2.3] we have

$$
\zeta_2^*(2, 2) = \zeta_{EZ,2}(2, 2) + \zeta(4) = \frac{\pi^4}{120} + \frac{\pi^4}{90} = \frac{7\pi^4}{360} < 2.
$$

Hence $(2, 2) \in S' \setminus S$, so $S$ is not the best possible region. However, $S$ has a simpler expression than $S'$. This is an advantage of Corollary 3.8.
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