Intrinsically disordered proteins (IDPs) possess at least one region that lacks a single stable structure in vivo, which makes them play an important role in a variety of biological functions. We propose a prediction method for IDPs based on convolutional neural networks (CNNs) and feature selection. A combination of sequence and evolutionary properties is used to describe the differences between disordered and ordered regions. Especially, to highlight the correlation between the target residue and adjacent residues, multiple windows are selected to preprocess the protein sequence through the selected properties. The shorter windows reflect the characteristics of the central residue, and the longer windows reflect the characteristics of the surroundings around the central residue. Moreover, to highlight the specificity of sequence and evolutionary properties, they are preprocessed, respectively. After that, the preprocessed properties are combined into feature matrices as the input of the constructed CNN. Our method is training as well as testing based on the DisProt database. The simulation results show that the proposed method can predict IDPs effectively, and the performance is competitive in comparison with IsUnstruct and ESpritz.

1. Introduction

Intrinsically disordered regions (IDRs) of proteins often play an important role in many biological functions while lacking a single stable structure in vivo [1]. Intrinsically disordered proteins (IDPs) can be fully or partially unstructured and generally include one or more IDRs [2]. IDPs are very common in eukaryotes. They carry out many important functions such as cell signaling and translation and can promote molecular recognition as well as protein-protein interactions [3]. Many functions of IDPs are directly associated with their structural attributes [4]. Moreover, previous studies have shown that IDPs are key players in human disease [5]. For example, 79% of cancer-related proteins are IDPs and 57% of cardiovascular disease-related proteins are IDPs [6, 7]. Besides, IDPs are also correlated with genetic diseases, neurodegenerative diseases, and Alzheimer’s disease [8, 9]. Therefore, accurate prediction of IDPs is not only important for protein description and functional annotations but also contributing to the drug design.

There are a lot of experimental techniques for identifying IDPs, such as X-ray crystallography, nuclear magnetic resonance (NMR), and circular dichroism (CD) spectroscopy. However, the experimental methods are expensive and time-consuming due to the difficulty of purification and crystallization [10]. Therefore, it is necessary to predict IDPs based on computational methods.

During the past decade, many computational methods are proposed for the prediction of IDPs. These methods can be roughly divided into three categories [11]. (1) Physicochemical-based methods: these methods are based on physicochemical properties and propensity scales of amino acids, such as FoldIndex [12], GlobPlot [13], and IsUnstruct [14]. FoldIndex predicts IDPs by calculating the ratio of average hydrophobicity to average net charge of protein sequences. GlobPlot establishes a mapping scale to reflect the relative tendency of each amino acid residue in the ordered
or disordered state based on the probability of each amino acid being in a regular secondary structure or random curl and predicts IDPs through a kernel function and filter. IsUnstruct uses the Ising model to describe the interaction between ordered and disordered states and achieves good performance. Thus, we select it as one of comparison methods. (2) Machine learning-based methods: these methods treat IDPs prediction as a binary classification problem that use positive and negative samples to distinguish ordered and disordered residues. Commonly used classification algorithms include neural network (NN), radial basis function network (RBFN), support vector machine (SVM), random forest, and so on. The representative methods in this category contain DisPSSMP [15], DisPredict [16], SPINE-D [17], ESspritz [18], RFPR-IDP [19], and so on. DisPSSMP combines RBFN and a matrix PSSM to predict IDPs. The matrix PSSM is a condensed position-specific scoring matrix (PSSM) according to different physicochemical properties. Dispredict uses three kinds of features which include sequence information, evolutionary information, and structural information and predicts IDPs based on SVMs with Radial Basis Function kernel. SPINE-D is based on NN with two-hidden-layer neural network and an additional one-layer filter for smoothing prediction results. ESspritz is an ensemble of three NNs for predicting the N-terminal, internal, and C-terminal of proteins, respectively. Based on bidirectional recursive neural network, it achieves good prediction performance. Thus, it is also selected as a comparison method. (3) Meta methods: these methods combine various prediction methods into one model to further improve the prediction performance, such as MetaDisorder [20], DisCop [21], and MobiDB-lite [22]. MetaDisorder has 13 independent predictors. The final prediction result of MetaDisorder is obtained by the weighted value of the results of these 13 predictors. It possesses high prediction accuracy, but the operation is slow. IsUnstruct uses a rational design to construct a metapredictor, which possesses high prediction accuracy, but the operation is slow. MetaDisorder combines various methods into one fully connected layer and is trained and tested on the DisProt database [24]. Finally, the proposed method is compared with two competitive prediction methods IsUnstruct and ESspritz based on the same test set.

2. Materials and Methods

We select 12 sequence properties and 20 pieces of evolutionary properties. The two kinds of properties are preprocessed, respectively, to highlight their specificity. Then, we train a CNN model which includes two convolutional layers and one fully connected layer to predict IDPs.

2.1. Dataset. The DisProt database is used to train and test the proposed methods. There are 803 protein sequences, which contain 1,254 disordered regions and 1,343 ordered regions, corresponding to 92,418 disordered residues and 315,856 ordered residues, respectively. The 803 protein sequences are randomly divided into two subsets according to the ratio of 9:1. The large dataset is the training set, containing 721 sequences with 85,184 disordered residues and 289,983 ordered residues. The small dataset is the test set, containing 82 sequences with 7,234 disordered residues and 25,873 ordered residues. Table 1 lists the specific information.

2.2. Selected Properties. Since the complexity of the protein sequence denotes how it can be rearranged in different ways, the low complexity regions are more likely to be disordered than ordered. We select five complexity features discussed in our previous work [25], which include topological entropy, Shannon entropy, and three amino acid propensities. Among these features, topological entropy may not be calculated directly from the protein sequence because the sequence contains 20 amino acids elements and the length of sequence does not satisfy the conditions for calculating topological entropy. Thus, before calculating the topological entropy, we map the protein sequence to 0-1 sequence. Considering the characteristics of disordered residues, large hydrophobic amino acid residues (I, L, and V) and aromatic amino acid residues (F, W, and Y) are mapped to 1, and other residues are mapped to 0. Given a protein region \(w(j), 1 \leq j \leq N\) of length \(N\), its topological entropy \(H_T(w)\) can be calculated as follows:

\[
H_T(w) = \frac{1}{N - (2^N + n - 1)} \sum_{i=1}^{N-(2^N+n-1)+1} \log_2 P_{w^{n+1}}(n) \frac{n}{N - (2^N + n - 1) + 1},
\]

where \(P_{w^{n+1}}(n)\) denotes the number of different subsequences with length of \(n\) in the region \(w(1) \cdots w(2^n + n - 1)\). The length of subsequences \(n\) satisfies the following:

\[
2^n + n - 1 \leq |w| < 2^{n+1} + (n + 1) - 1.
\]
For the same protein region \( w \), the Shannon entropy \( H_S(w) \) can be described as follows:

\[
H_S(w) = -\sum_{k=1}^{20} f_k \log_2 f_k,
\]

where \( f_k (1 \leq k \leq 20) \) is the probability of 20 amino acids appearing in the region \( w \).

Three amino acid propensities are selected from GlobPlot \([13]\), which contain Remark 465, Deleage/Roux, and Bfactor (2STD). For these three propensities, the protein region \( w \) is mapped to them, and then the average values of the mapped regions are calculated as follows:

\[
m_p(w) = [m_{p1}(w), m_{p2}(w), m_{p3}(w)] = \frac{1}{N} \sum_{i=1}^{N} w^{p_i}(l), \quad i = 1, 2, 3,
\]

In (4), the parameter \( w^{p_i} \) represents the mapped region of \( w \) with the \( i \)-th propensity, where \( i = 1, 2, 3 \) correspond to Remark 465, Deleage/Roux, and Bfactor, respectively.

In addition, it has been demonstrated that disordered regions and ordered regions usually show different physicochemical properties, and thus physicochemical properties are very useful in IDPs prediction. We select seven commonly used physicochemical properties, which is collected by Jens et al.\([26]\). They are steric parameter, polarizability, volume, hydrophobicity, isoelectric point, helix probability, and sheet probability. Following that, the average value of the mapped target region is calculated:

\[
m_e(w) = [m_{e1}(w), \ldots, m_{e7}(w)] = \frac{1}{N} \sum_{i=1}^{N} w^{e_i}(l).
\]

Similar to (4), the parameter \( w^{e_i} \) in (5) represents the mapped region of \( w \) with the \( i \)-th physicochemical properties and \( i = 1, 2, \ldots, 7 \).

Finally, the PSSM is used to describe the evolutionary of each protein sequence as the evolutionary properties to enrich the information of protein sequences. They are obtained by performing three iterations of PSI-BLAST (Position-Specific Iterative Basic Local Alignment Search Tool) on NCBI (National Center for Biotechnology Information) nonredundant database with default parameters. For a protein sequence with length \( L \), a \( L \times 20 \) matrix \( M_{\text{pssm-w}} \) can be obtained. Then, the evolutionary properties of the region intercepted by the window of length \( N \) can be expressed by a \( N \times 20 \) matrix \( M_{\text{pssm-w}} \).

### 2.3. Preprocessing

In order to highlight their specificity, sequence and evolutionary properties are preprocessed, respectively. Given a protein sequence of length \( L \), we select a window of length \( N \) and append \( N/2 \) zeros to both ends of the protein sequence. For sequence properties, each region is intercepted by the window, and a 12 dimensional vector \( v_i \) (1 \( \leq i \leq L \)) can be calculated by the following:

\[
v_i = [H_T(w), H_S(w), m_p(w), m_e(w)]^T.
\]

Assign \( v_i \) to each residue in the \( i \)-th window. Sliding the window, each residue is associated with multiple \( v_i \). For each residue, the sequence feature vector \( x_i^{seq} \) (1 \( \leq j \leq L \)) is the average of all \( v_i \) about it, which can be described as follows:

\[
x_i^{seq} = \begin{cases} 
\frac{1}{j + N_0} \sum_{i=1}^{j+N_0} v_i, & 1 \leq j \leq N_0, \\
\frac{1}{N_0} \sum_{i=j+N_0-N+1}^{j+N_0} v_i, & N_0 < j \leq L - N_0, \\
\frac{1}{L_0 - j - N_0 + 1} \sum_{i=j+N_0-N+1}^{L_0 - N_0 + 1} v_i, & L - N_0 < j \leq L.
\end{cases}
\]

In (7), \( X_j = [x_j^1, x_j^2, \ldots, x_j^{N_{\text{win}}}] \) denotes the sequence length after appending zeros.

For evolutionary properties, each region is intercepted by the window gets a \( N \times 20 \) matrix \( M_{\text{pssm-w}} \). We calculate the average value of the matrix of the intercepted region and obtain a 20 dimensional vector which is served as the evolutionary feature vector \( x_i^{evo} \) (1 \( \leq j \leq L \)) for the central residue in the region:

\[
x_i^{evo} = \left( \frac{1}{N} \sum_{i=1}^{N} M_{\text{pssm-w}}(l, 1: 20) \right)^T.
\]

Then, for each residue, a 32-dimensional feature vector \( X_j = [x_j^{seq}; x_j^{evo}] \) can be obtained.

In this paper, we select multiple windows to perform the preprocessing. According to the preprocessing, each residue can get a 32-dimensional feature vector \( X_j = [x_j^1, x_j^2, \ldots, x_j^{N_{\text{win}}}] \) for each window, where \( X_j = [x_j^1, x_j^2, \ldots, x_j^{N_{\text{win}}} \ldots x_j^{N_{\text{win}}}] \) denotes the label of the window. Then, the feature vectors calculated by different windows are combined into a feature matrix. Assuming that the number

### Table 1: Datasets used in this paper.

| Datasets    | Disordered regions | Ordered regions | Disordered residues | Ordered residues |
|-------------|-------------------|-----------------|--------------------|-----------------|
| Training set| 1,120             | 1,198           | 85,184             | 289,983         |
| Test set    | 134               | 145             | 7,234              | 25,873          |
| Total       | 1,254             | 1,343           | 92,418             | 315,856         |
of selected windows is \( X_j = [x_j^1, x_j^2, \ldots, x_j^{N_{\text{win}}}] \), the feature matrix of each residue \( X_j = [x_j^1, x_j^2, \ldots, x_j^{N_{\text{win}}}] \) can be expressed as follows:

\[
X_j = [x_j^1, x_j^2, \ldots, x_j^{N_{\text{win}}}] . \tag{9}
\]

So, each residue can obtain a feature matrix of \( 32 \times N_{\text{win}} \), where each row represents the preprocessing results of a certain feature at different windows and each column represents the preprocessing results of 32 features at a certain window. Thus, there are some correlations between the rows and columns of the feature matrix.

2.4. Designing and Training the CNN. We design a convolutional neural network (CNN) with two convolutional layers as well as one fully connected layer, and each convolutional layer is followed by a pooling layer, as shown in Figure 1. Since the scale of the feature matrix calculated is small, the convolution kernels are set to small scales when the CNN is designed. At the same time, because of the large number of learning samples, fewer convolution kernels and convolutional layers are selected to simplify the operation.

In the network, the activation functions of the convolutional layers are ReLu functions and the activation functions of the output layer are softmax functions. The parameters of the first convolutional layer (conv1) are set to \( 3 \times 3 \times 3 \times 8 \) preliminarily, where \( 3 \times 3 \) is the size of the convolution kernel, and \( 8 \) denotes the number of convolution kernels. Similarly, the parameter of the second convolutional layer (conv2) is set to \( 2 \times 2 \times 8 \times 8 \). In each convolutional layer, the convolution step is 1 and performs same padding with zero. The two pooling layers use max pooling with \( 2 \times 2 \) filters.

In the designed CNN, the gradient descent algorithm is replaced by the Adam algorithm in the backward propagation to update parameters. In order to improve the operation speed, minibatch is used to update parameters. That is, the sample set is divided into multiple subsets of equal scale for each iteration, and each subset is used to calculate the gradient and update the parameters one by one. Finally, combined with the feature selection and extraction, Figure 2 shows the prediction procedure of the proposed method.

3. Results and Discussion

3.1. Performance Evaluation. Four metrics are used to evaluate the proposed method, which include sensitivity (Sens), specificity (Spec), weighted score (Sw), and Matthews correlation coefficient (MCC). The Sw and MCC can be computed as follows:

\[
Sw = \text{Sens} + \text{Spec},
\]

\[
MCC = \frac{(\text{TP} \times \text{TN}) - (\text{FP} \times \text{FN})}{\sqrt{(\text{TP} + \text{FP})(\text{TP} + \text{FN})(\text{TN} + \text{FP})(\text{TN} + \text{FN})}}. \tag{10}
\]

where Sens = TP/(TP + FN), Spec = TN/(TN + FP), and TP, TN, and FN as well as FP are corresponding to the number of true positives, true negatives, false negatives, and false positives.

3.2. Impacts of Different Number of Windows. The lengths of windows are selected in the interval of \([7, 55]\) firstly. The odd numbers in the interval are selected as the window lengths, which is \([7, 9, \ldots, 55]\). Then, starting from the length of 7, we increase the step length from 1 to 4 to select windows, and thus the numbers of selected windows are 25, 13, 9, and 7, respectively. At this point, the parameters of conv1 and conv2 are set to \( 3 \times 3 \times 1 \times 8 \) and \( 2 \times 2 \times 8 \times 8 \) respectively. The \( 2 \times 2 \) filters are used in the pooling layers to perform max pooling. The learning rate is 0.005. Table 1 shows the prediction results of 10-fold cross validation on the training set with different number of windows.

From Table 2, with the decrease in the number of windows, the value of Sens fluctuates and the value of Spec has an upward trend. And at the same time, the values of Sw and MCC increase with the decrease in the number of windows, as shown in Figure 3. Since the number of windows is inversely proportional to the distance between windows, when the window distance is small, that is, the number of windows is large, the redundancy of the calculated feature matrix is relatively high, and the prediction performance is damaged.

Considering that the prediction result of \( N_{\text{win}} = 7 \) is similar to \( N_{\text{win}} = 9 \), we add some longer windows to them and make the length of the longest window around 90. In the case of \( N_{\text{win}} = 7 \), the set of window is \([7, 15, \ldots, 55]\). We increase the number of windows by the distance between them which is equal to 8. Then, the window data set becomes \([7, 15, \ldots, 87]\) and \( N_{\text{win}} = 11 \). Similarly, in the case of \( N_{\text{win}} = 9 \), the set of window \([7, 13, \ldots, 55]\) is increased to \([7, 13, \ldots, 91]\), and the number of windows in the new set is \( N_{\text{win}} = 15 \). The prediction results of them are shown in Table 3.

From Table 3, adding some longer windows can improve the value of Sw. And the Sw of \( N_{\text{win}} = 11 \) and \( N_{\text{win}} = 15 \) is similar. However, the MCC of \( N_{\text{win}} = 11 \) is much larger than that of \( N_{\text{win}} = 15 \), so we choose the windows in \( N_{\text{win}} = 11 \), that is, \([7, 15, \ldots, 87]\).

3.3. Impacts of Different Number of Convolutional Layers. Our CNN model is designed by several submodules which contain a convolutional layer and a pooling layer. Thus, when we add a convolutional layer, it is followed by a pooling layer. In this section, we add convolutional layers on the basis of the network structure in Figure 2, which includes 2 convolutional layers. For all the additional convolutional layers, the parameter is set to \( 2 \times 2 \times 8 \times 8 \). Table 4 shows the prediction results of 10-fold cross validation on the training set with different convolutional layers.

In Table 4, with the increase in the number of layers, although the values of Spec fluctuated, the values of Sens show downward trend and the values of Sw and MCC also show downward trend. Therefore, we still use two convolutional layers in the prediction model.
3.4. Impacts of Different Scales of Convolution Kernels. We change the scale of convolution kernels to analyze the influence on the prediction performance. Firstly, the number of convolution kernel in conv1 is set to 8, and the parameter of the second convolution layer conv2 is $2 \times 2 \times 8 \times 8$. At the same time, the scale of the convolution kernel in conv1 is...
changed as shown in Table 5. Since the scale of feature matrix is only 32 × 11, the scale of convolution kernel should not be too large. We select four scales for comparison. Table 5 shows the prediction results of 10-fold cross validation on the training set with different convolution kernels in conv1. Although kernel of 2 × 2 gets the highest Sens and kernel of 4 × 4 gets the highest Spec, these four scales of convolution kernel obtain similar Sw and MCC. Considering that the Sw of kernel of 2 × 2 is slightly higher than others, we finally set the convolution kernel of conv1 to 2 × 2.

After determining the scale of convolution kernel in conv1, we change the scale of convolution kernel in conv2. In this case, the parameter of conv1 is 2 × 2 × 8 × 8. Similar to the selection of conv1, we also compare the same four scales for conv2. The predicted results are shown in Table 6.

The convolution kernels of 5 × 5 and 3 × 3 obtain the highest Sens and Spec, respectively. However, the kernel of 2 × 2 possesses much better Sw. Therefore, the scale of convolution kernel in conv2 is set to 2 × 2.

3.5. Impacts of Different Number of Convolution Kernels.
In this section, the number of convolution kernels is changed to analyze the influence on the prediction performance. In the design of CNN, the numbers of two convolution layers are set to be the same in analyzing the influence of the number of convolution kernels. Table 6 shows the prediction results of 10-fold cross validation on the training set when $N_{c1} = N_{c2} = 4, 8, 16, 32$.

From Table 7, with the increase in number of kernels, the values of Sw and MCC show downward trend, and $N_{c1} = N_{c2} = 4$ gets better prediction performance.

Thus, the number of convolution kernel in conv1 is fixed on 4.

Then, we only change the number of convolution kernel in conv2. Table 8 shows the prediction results when $N_{c2} = 4, 8, 16, 32$. From Table 8, it obtains better Sw and MCC when $N_{c2} = 4$. Therefore, the parameters of conv1 and conv2 are set to $2 \times 2 \times 1 \times 4$ and $2 \times 2 \times 4 \times 4$, respectively.

### Table 2: Prediction performance of different number of windows.

| Step length | $N_{win}$ | Sens   | Spec   | Sw     | MCC   |
|-------------|-----------|--------|--------|--------|-------|
| 1           | 25        | 0.8032 | 0.7594 | 0.5626 | 0.4852|
| 2           | 13        | 0.7991 | 0.7676 | 0.5667 | 0.4909|
| 3           | 9         | 0.8153 | 0.7676 | 0.5829 | 0.5038|
| 4           | 7         | 0.8061 | 0.7787 | 0.5848 | 0.5089|

### Table 3: Prediction performance of different number of windows.

| Window distance | $N_{win}$ | Sens   | Spec   | Sw     | MCC   |
|-----------------|-----------|--------|--------|--------|-------|
| 8               | 7         | 0.8061 | 0.7787 | 0.5848 | 0.5089|
| 8               | 11        | 0.7833 | 0.8146 | 0.5979 | 0.5332|
| 6               | 9         | 0.8153 | 0.7676 | 0.5829 | 0.5038|
| 6               | 15        | 0.8914 | 0.7056 | 0.5970 | 0.5012|

### Table 4: Prediction performance of different convolutional layers.

| Number of convolutional layers | The scale of convolutional parameter | Sens   | Spec   | Sw     | MCC   |
|-------------------------------|-------------------------------------|--------|--------|--------|-------|
| 2                             | $3 \times 3 \times 1 \times 8, 2 \times 2 \times 8 \times 8$ | 0.7833 | 0.8146 | 0.5979 | 0.5332|
| 3                             | $3 \times 3 \times 1 \times 8, (2 \times 2 \times 8 \times 8) \times 2$ | 0.7813 | 0.7961 | 0.5774 | 0.5092|
| 4                             | $3 \times 3 \times 1 \times 8, (2 \times 2 \times 8 \times 8) \times 3$ | 0.7654 | 0.7945 | 0.5599 | 0.4946|
| 5                             | $3 \times 3 \times 1 \times 8, (2 \times 2 \times 8 \times 8) \times 4$ | 0.7513 | 0.8028 | 0.5541 | 0.4932|

### Table 5: Prediction performance of different scales of convolution kernel in conv1.

| The scale of conv1 | Sens   | Spec   | Sw     | MCC   |
|--------------------|--------|--------|--------|-------|
| 2 x 2              | 0.7972 | 0.8090 | 0.6062 | 0.5373|
| 3 x 2              | 0.7833 | 0.8146 | 0.5979 | 0.5332|
| 4 x 2              | 0.7553 | 0.8414 | 0.5967 | 0.5457|
| 5 x 2              | 0.7573 | 0.8377 | 0.5950 | 0.5423|

### Table 6: Prediction performance of different scales of convolution kernel in conv2.

| The scale of conv2 | Sens   | Spec   | Sw     | MCC   |
|--------------------|--------|--------|--------|-------|
| 2 x 2              | 0.7972 | 0.8090 | 0.6062 | 0.5373|
| 3 x 2              | 0.7715 | 0.8291 | 0.6006 | 0.5422|
| 4 x 2              | 0.7832 | 0.8047 | 0.5879 | 0.5210|
| 5 x 2              | 0.8169 | 0.7734 | 0.5902 | 0.5114|

### Table 7: Prediction performance of different number of convolution kernel in conv1.

| $N_{c1}, N_{c2}$ | Sens   | Spec   | Sw     | MCC   |
|------------------|--------|--------|--------|-------|
| 4                | 0.7960 | 0.8321 | 0.6281 | 0.5654|
| 8                | 0.7972 | 0.8090 | 0.6062 | 0.5373|
| 16               | 0.7442 | 0.8349 | 0.5791 | 0.5282|
| 32               | 0.8226 | 0.7436 | 0.5660 | 0.4838|
3.6. Comparison with Other Methods. Our method is compared with other two state-of-the-art methods IsUnstruct and ESpritz in this section. Table 9 shows the prediction performance of three methods based on the test set. The prediction results of IsUnstruct and ESpritz are obtained by their respective network predictors. As shown in Table 9, our method gets the best Spec and similar Sens as ESpritz and thus obtains higher Sw and MCC.

### 4. Conclusions

In this paper, we propose a method to predict IDPs based on CNN and feature selection. Sequence properties and evolutionary properties are used to describe the differences between disordered residues and ordered residues. To highlight their specificity, sequence and evolutionary properties are preprocessed by 11 windows from length 7 to length 87, respectively. Then, the preprocessed features are combined into a feature matrix as the input of the prediction model. CNN can reflect the relationship between each feature and its neighboring features in the protein feature matrix and find out more information from different features and thus enrich the information proposed by protein sequences. Thus, we construct a CNN prediction model with two convolution layers and one fully connected layer, and each convolution layer is followed by a pooling layer. The parameters of each convolution kernel are set to $2 \times 2 \times 1 \times 4$ and $2 \times 2 \times 4 \times 4$, respectively. The simulation results show that the prediction performance of the proposed method gets better Sw and MCC than two competitive prediction methods IsUnstruct and ESpritz.

### Data Availability

The datasets supporting the conclusions of this article are available on the DisProt database [24] (http://www.disprot.org/).
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In this paper, the authors add the technical details and experiments, improve the preprocessing process, retrain the prediction network, and improve the prediction performance.
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