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Abstract

We extended the multilevel Monte Carlo (MLMC) approach to simulation of groundwater flow in porous media by incorporating direct measurements of medium properties. Numerical simulations of Waste Isolation Pilot Plant (WIPP) repository in southeastern New Mexico are performed to test the performance of the conditional MLMC technique. The log-transmissivity of WIPP site is modeled as the conditional random fields which honor exact field values at a few locations. The conditional random fields are generated through the modified circulant embedding methods in (Dietrich and Newsam, 1996). We also study effects of a combination of the conditional MLMC accompanied by antithetic variates. The main quantity of interest is the time of radionuclides travelling from the center of repository to the site boundary. Numerical examples are presented to demonstrate the cost-effectiveness of the multilevel approach in comparison to the standard Monte Carlo (MC) simulation.

1 Introduction

Understanding and managing groundwater systems are essential in the safety assessment of geological disposal facilities for radioactive waste as leaked radionuclides are transported through groundwater flow. With rapid development of computational capability, computer simulations have become an indispensable modeling tool for the groundwater research. Generally, the simulation of groundwater flow involves intrinsic uncertainties due to the lack of complete knowledge of porous medium at all locations, i.e., only a few measurement of medium properties such as porosity, hydraulic conductivity and transmissivity are available, and values at other locations are subject to uncertainty. As a result, this uncertainty propagates throughout the calculations, and quantification of its impact on results of computer simulation is the core issue of ongoing research in this field.

The commonly used approach to quantifying uncertainty in groundwater flow is to regard the hydraulic conductivity as a random field with given mean and spatial correlation structure (de Marsily et al, 2003; Delhomme, 1979). One of the essential challenges in this approach is how to solve elliptic PDEs with random coef-
coefficients efficiently. There have been several attempts to use stochastic Galerkin and stochastic collocation based on polynomial chaos method (Xiu, 2010; Le Maître and Knio, 2010). However, these methods are usually very expensive when the number of stochastic degrees of freedom required in the model is large, while truncating the number of random variables to any computationally feasible number results in large errors.

The standard Monte Carlo technique is also one of widely used methods for solving stochastic partial differential equations (SPDEs) arising from mathematical modeling of groundwater flow. However, the computational cost of Monte Carlo simulation can be very high for large-scale problems and its rate of convergence is notoriously slow. To overcome these difficulties, Cliffe et al. (2011) and Barth et al. (2011) employed the multilevel Multilevel Monte Carlo (MLMC) method for the uncertainty quantification in the groundwater flow simulation using unconditional log-permeability fields.

The conditional simulation of the flow and transport in heterogeneous porous media widely studied in many works (Dagan, 1982; Graham and McLaughlin, 1989; Gotway, 1994; Lu and Zhang, 2004). The primary effect of conditioning on given measurements of hydraulic parameters is reduction of variation, i.e. uncertainty, in a neighborhood of observed data. Thus, in turn, the subsequent statistical error of the results can be more efficiently attenuated by conditioning.

The purpose of this paper is to study the impact of the use of conditional random fields in multilevel Monte Carlo simulation for groundwater flow which is an extension of the works (Cliffe et al., 2011; Teckentrup et al., 2013). In addition to variance reduction by conditioning, antithetic variates, which is one of widely used variance reduction techniques for the standard Monte Carlo methods, is employed for further variance reduction.

In this paper we study the conditional multilevel Monte Carlo technique through a case study of Waste Isolation Pilot Plant (WIPP) repository in the Culebra Dolomite, New Mexico. Section 2 gives the description of the mathematical model of groundwater flow. In Section 3 contains descriptions of the conditional random field generation, the MLMC technique, and the antithetic variates method. Section 4 represents the results of the WIPP site simulations and investigates the cost-effectiveness of MLMC over standard method.

2 Mathematical Model

The rate of groundwater flow through a porous media is related to the porous medium properties and the gradient of the hydraulic head, which can be written using Darcy’s law as

\[ q = -k \nabla u, \tag{1} \]

where \( q \) is the Darcy flux, \( k \) is the hydraulic conductivity of the porous medium, \( u \) is the hydraulic head and \( \nabla \) is a gradient operator.

The next equation for the groundwater model is the conservation of mass

\[ \nabla \cdot q = 0, \tag{2} \]

where \( \nabla \cdot \) is the divergence operator with respect to the spatial coordinates.

As mentioned before, in order to quantify uncertainty in \( q \) and \( u \), the hydraulic conductivity is modeled as a (conditional or unconditional) random field \( k(x, \omega) \) on \( D \times \Omega \) with a certain
mean and covariance structure. Here, $D \in \mathbb{R}^d$ is a bounded spatial domain and $\Omega$ is the set of all possible outcomes. Then the governing equation describing the groundwater fluid can be derived by combining Darcy’s law (1) with the mass balance (2), which can be written as

$$\nabla \cdot (k(x, \omega) \nabla u(x, \omega) = 0. \quad (3)$$

If the thickness of thin layer of rock is relatively small compared to its lateral extent, it is often appropriate to assume that groundwater flow is two dimensional. As a result, the hydraulic conductivity, $k$, in equation (3) can be replaced by transmissivity via $T = kb$, and this yields the equation:

$$\nabla \cdot (T(x, \omega) \nabla u(x, \omega) = 0 \quad \text{in} \quad D \subset \mathbb{R}^2. \quad (4)$$

The dimension reduction of three-dimensional groundwater flow equation to two-dimensional results in simulations with significantly smaller computer memory requirements and with shorter computer execution times.

Hence, we consider the problem of solving the equation (4) over a domain $D$, given the boundary conditions on the boundary $\partial D$: the Dirichlet condition on a part of $\partial D$, i.e.,

$$u = g_D(x) \quad \text{on} \quad \Gamma_D, \quad (5)$$

and the Neumann condition on the remain part of $\partial D$,

$$\frac{\partial u}{\partial n} = g_N(x) \quad \text{on} \quad \Gamma_N, \quad (6)$$

where $n$ is the normal vector to the boundary, with $\Gamma_D \cup \Gamma_N = \partial D$.

After the pressure is calculated, the travel time of a particle is found using the transport equation

$$\dot{x}(t) = \frac{q(x)}{b \phi} = - \frac{T(x)}{b \phi} \nabla u(x), \quad (7)$$

with the initial condition

$$x(0) = x_0, \quad (8)$$

where $x(t)$ is the the location of the particle at time $t$, $b$ is the thickness of thin layer of rock and $\phi$ is the porosity of rock.

3 Preliminaries

3.1 Random Field Generation

In equation (4), we model hydraulic transmissivity, $T$, as a two-dimensional random field. The transmissivity values are often assumed (see, e.g. [Delhomme, 1979; Cliffe et al., 2011]) to have the lognormal distribution, i.e. $\log_{10} T = Z \sim N(\mu, R)$, where $N(\mu, R)$ denotes the multinormal distribution with mean $\mu$ and covariance $R$. We note that this assumption guarantees that $T$ is positive. For the covariance matrix $R$, we take the following isotropic exponential covariance function

$$R_{ij} = C(x_i, x_j) := \sigma^2 \exp \left(- \frac{\|x_i - x_j\|_2}{\lambda} \right), \quad (9)$$

where $x_i, x_j \in D$. The parameters $\sigma^2$ and $\lambda$ denote the variance and the correlation length, respectively.

One possible approach to generate a stationary Gaussian random field, $Z$, is to use the matrix decomposition of the covariance matrix $R$, such as Cholesky decomposition. Although the matrix decomposition method does generate random fields with the exact covariance structure, its computational cost is very high even
with a few hundreds of the sampling points in each coordinate direction in two dimensional space. Moreover, round-off error become more significant in a large-scale problem because the covariance matrix is likely to become extremely ill-conditioned (Dietrich and Newsam, 1989).

The turning band method (Gotway, 1994) and the Karhunen-Loève (KL) decomposition method (Ghanem and Spanos, 1991) have been widely used for the groundwater applications. However, these two approaches introduce errors due to using a finite number of lines and eigenfunctions respectively, consequently there are an inevitable trade-off between an accuracy and computational cost in both methods.

The circulant embedding algorithm (Dietrich and Newsam, 1997), on the other hand, is the exact and fast simulation of stationary Gaussian random fields on a rectangular sampling grid, and this is the main reason why we choose the circulant embedding method as an unconditional random field generator in our numerical simulations. The algorithm uses periodic embeddings resulting in the (block) circulant matrices and square roots of this type of matrices can be efficiently constructed via the fast Fourier transform (FFT) method. Each realization of the random fields can then be efficiently generated by multiplying complex-valued Gaussian random vector by this square root. This matrix-vector product can also be rapidly computed using FFT. The only significant limitations of this method are that it is only applicable to the stationary fields on a rectangular grid and that the circulant matrix must be positive definite. To achieve its positive definiteness, one might need to increase the size of sampling domain.

3.2 Conditioning by Kriging

In practice, hydraulic conductivity and transmissivity measurements are available from a few boreholes. However, the unconditional random field is really unrelated to these measurement data. One way to take into account the knowledge of the value of hydraulic parameter at the data locations is to use the spatial interpolation such as the kriging method (Delhomme, 1979). Although the kriging honors the actually observed value, it yields less varying estimators because the kriging coefficients are computed by the minimum variance of error. Therefore, kriged values are usually less dispersed than the actual values of the transmissivity on groundwater flow (Delhomme, 1979). The best solution is a compromise between the unconditional simulation and the kriging method, which is called the conditional simulation. The conditional random field (CRF) is consistent with the available data at observation locations and has the same covariance as the realistic phenomenon.

Consider a stationary Gaussian random field \( Z(x) \) generated on a sampling grid \( \Omega_1 = \{x_1, \ldots, x_p\} \) and known on the observation grid \( \Omega_2 = \{x_{p+1}, \ldots, x_n\} \). Now suppose that we have an unconditional random field \( Z_S(x) \) independent of \( Z(x) \) with the same covariance as \( Z(x) \). Then unconditional random fields can be conditioned by the following transformation (Gotway, 1994; Delhomme, 1979):

\[
Z_C(x) = \hat{Z}(x) + \left( Z_S(x) - \hat{Z}_S(x) \right), \quad (10)
\]

where \( \hat{Z}(x) \) is the kriging estimator (see, e.g. (Delhomme, 1979)) of \( Z \) based on the measurements at locations \( x_{p+1}, \ldots, x_n \) and \( \hat{Z}_S(x) \) is the kriging estimator of \( Z_S \) using \( Z_S(x_{p+1}), \ldots, Z_S(x_n) \). Since kriging is an exact interpolator, \( \hat{Z}(x_i) = Z(x_i) \) and \( \hat{Z}_S(x_i) = Z_S(x_i) \).
\[ Z_S(x_i), \text{ so that } Z_C(x_i) = Z(x_i) \text{ if } x_i \in \Omega_2. \]

Therefore, this modification of unconditional random field reproduces the measurement values.

Now if \( Z_{S_1} \) and \( Z_{S_2} \) are vectors of samples of \( Z_S \) on the grid \( \Omega_1 \) and \( \Omega_2 \) respectively, the random vector

\[ Z = \begin{pmatrix} Z_{S_1} \\ Z_{S_2} \end{pmatrix}, \tag{11} \]

has the mean

\[ \mu = \begin{pmatrix} \mu_1 \\ \mu_2 \end{pmatrix}, \tag{12} \]

and covariance

\[ R = \begin{pmatrix} R_{11} & R_{12} \\ R_{21} & R_{22} \end{pmatrix}, \tag{13} \]

where the \( R_{ij} \) are covariance matrices between two random vectors \( Z_{S_i} \) and \( Z_{S_j} \).

Assuming \( z_2 \) is an observation vector collected on \( \Omega_2 \), the random vector \( Z_{S_1} \) given \( Z_{S_2} = z_2 \), which is a vector of values of \( Z_C(x) \) in (10) with \( x \in \Omega_1 \), can be written as

\[ Z_C := \varphi(Z_{S_1}|Z_{S_2} = z_2) := Pz_2 + (Z_{S_1} - PZ_{S_2}), \tag{14} \]

where \( P = R_{12}R_{22}^{-1} \) is a matrix of simple kriging weight. The difference term in parentheses on the -hand side of (14) can be regarded as a random vector of error caused by the smoothing. Hence, the conditional random vector \( Z_C \) corrects the kriged estimator obtained using data on \( \Omega_2 \) by adding the simulated estimation error. Note that the distribution of \( Z_C \) in (14) is again normal (Anderson, 2003) with the mean

\[ \tilde{\mu} = \mu_1 + P(z_2 - \mu_2), \tag{15} \]

and covariance

\[ \tilde{R} = R_{11} - R_{12}R_{22}^{-1}R_{21}. \tag{16} \]

In Zang and Lu (2004) and Chen et al. (2008), the KL expansion of the covariance function in (10) was used to generate conditional log hydraulic conductivity field. However, the corresponding conditional covariance function is not spatially stationary. As a result, eigenvalues and eigenfunctions of the conditional covariance function usually need to be found numerically, and the computational cost is relatively high, especially for not separable covariance function used in (9).

As mentioned in the previous section, the circulant embedding algorithm only works on rectangular grid. However the observation grid \( \Omega_2 \), in general, is not regular, so the entire grid \( \Omega_1 \cup \Omega_2 \) is not rectangular any more. Dietrich and Newsam (1996) resolved this problem via a new algorithm which enables us to generate unconditional random vectors from a rectangular sampling grid \( \Omega_1 \) and irregular observation grid \( \Omega_2 \) assuming \( \Omega_1 \cap \Omega_2 = \emptyset \). Then each of unconditional random vectors is conditioned by kriging. Here we use this algorithm as a conditional random field generator.

3.3 Multilevel Monte Carlo Method

In this section, we briefly review the basic idea of the multilevel Monte Carlo (MLMC) technique. Suppose we are interested in finding the expected value of a linear of nonlinear functional \( Q_M = Q(Z_M) \) of either conditional or unconditional random vector \( Z_M \in \mathbb{R}^M \). For example, a function \( Q(Z_M) \) can be the travel time of a radioactive particle departing from the repository to the human environment as considered in this paper.
Consider Monte Carlo simulations with different degrees of freedoms \( M_\ell, \ell = 0, \ldots, L \) such that
\[
M_\ell = s M_{\ell-1}, \quad \text{for all } \ell = 1, \ldots, L, \tag{17}
\]
where \( s \) is a positive integer.

The main idea behind the MLMC technique is as follows. In contrast to the standard Monte Carlo (MC) approach in which all samples are generated on the finest level, samples on all grid levels \( M_\ell (\ell = 0, \ldots, L) \) are taken into account in MLMC to estimate statistical moments of solution:
\[
\begin{align*}
\mathbb{E}[Q_{ML}] &= \mathbb{E}[Q_0] + \sum_{\ell=1}^{L} \mathbb{E}[Q_{M_\ell} - Q_{M_{\ell-1}}] \tag{18} \\
&= \sum_{\ell=0}^{L} \mathbb{E}[Y_\ell],
\end{align*}
\]
where \( Y_\ell := Q_{M_\ell} - Q_{M_{\ell-1}} \). For simplicity we have set \( Y_0 := Q_{M_0} \). Each of these expectations is independently estimated in a way that the overall variance is minimized for a fixed computational cost.

Let \( \hat{Y}_\ell \) be an unbiased estimator for \( \mathbb{E}[Y_\ell] \) using \( N_\ell \) samples. The simplest estimator is the standard MC estimator, which for \( \ell > 0 \),
\[
\hat{Y}_{\ell,N_\ell}^{MC} := \frac{1}{N_\ell} \sum_{i=1}^{N_\ell} \left( Q_{M_\ell}^{(i)} - Q_{M_{\ell-1}}^{(i)} \right). \tag{19}
\]
It is important to note that the quantity \( Q_{M_\ell}^{(i)} - Q_{M_{\ell-1}}^{(i)} \) in \( \hat{Y}_{\ell,N_\ell}^{MC} \) is computed from two discrete approximations with different grid size but the same random sample \( \omega^{(i)} \). Then the variance of this estimator is \( \mathbb{V}[\hat{Y}_\ell] = \mathbb{V}[\hat{Y}_\ell]/N_\ell \).

The multilevel estimator is simply defined as
\[
\hat{Q}_M^{ML} := \sum_{\ell=0}^{L} \hat{Y}_\ell. \tag{20}
\]
Since all the expectations \( \mathbb{E}[Y_\ell] \) are estimated independently, the variance of this multilevel estimator is
\[
\mathbb{V}[\hat{Q}_M^{ML}] = \sum_{\ell=0}^{L} \frac{\mathbb{V}[Y_\ell]}{N_\ell} \tag{21}
\]

The computational cost of the multilevel Monte Carlo estimator is
\[
C(\hat{Q}_M^{ML}) = \sum_{\ell=0}^{L} N_\ell C_\ell \tag{22}
\]
where \( C_\ell := C(Y_\ell^{(i)}) \) represents the cost of a single sample of \( Y_\ell \). If we treat the \( N_\ell \) as continuous variable, then the variance is minimised for a fixed computational cost by choosing
\[
N_\ell \propto \sqrt{\mathbb{V}[Y_\ell]/C_\ell}. \tag{23}
\]

In order to quantify the accuracy of the approximations, we consider the mean square error \( \text{MSE}(\hat{Q}, Q) \) of the estimator \( \hat{Q} \) as an estimator of \( Q \)
\[
\text{MSE}(\hat{Q}, Q) = \mathbb{V}[\hat{Q}] + (\mathbb{E}[\hat{Q}] - Q)^2. \tag{24}
\]
Then the mean square error of MLMC estimator in \( \hat{Q}_M^{ML} \) is
\[
\text{MSE} \left( \hat{Q}_M^{ML}, Q \right) = \sum_{\ell=0}^{L} \frac{\mathbb{V}[Y_\ell]}{N_\ell} + (\mathbb{E}[Q_M] - Q)^2. \tag{25}
\]
To have the \( \text{MSE}(\hat{Q}_M^{ML}, Q)^{1/2} \) at the tolerance level \( \epsilon \), we evenly distribute \( \epsilon^2 \) between both of terms on the right hand side of \( \text{MSE} \). It is obvious that, if \( Q_M \) converges to \( Q \) in mean square, then \( \mathbb{V}[Y_\ell] = \mathbb{V}[Q_{M_\ell} - Q_{M_{\ell-1}}] \rightarrow 0 \) as \( \ell \rightarrow \infty \), and so fewer samples required on finer levels to estimate \( \mathbb{E}[Y_\ell] \). Furthermore, the coarsest level \( \ell = 0 \) can be kept fixed for all \( \epsilon \), and so the cost per sample on level \( \ell = 0 \) does not grow as \( \epsilon \rightarrow 0 \). Therefore,
the cost of MLMC estimator is cheaper than that of MC estimator in achieving the same tolerance level. 

Cliffe et al. (2011) make above analysis more precise (see their Theorem 1). In short, if there exist positive constants \( \alpha, \beta, \gamma, C_\alpha, C_\beta, C_\gamma > 0 \) such that \( \alpha \geq \frac{1}{2} \min(\beta, \gamma) \) and

\[
\begin{align*}
(i) \quad & \mathbb{E}[Q_{M_t} - Q] \leq C_\alpha M_{\ell}^{-\alpha}, \\
(ii) \quad & \mathbb{V}[\hat{Y}_\ell] \leq C_\beta M_{\ell}^{-\beta}, \\
(iii) \quad & C_\ell \leq C_\gamma M_{\ell}^{-\gamma},
\end{align*}
\]

(26)

then there exist a positive constant \( C_{ML} \), a value \( L \) and a sequence \( \{N_\ell\}_{\ell=0}^L \) such that \( \text{MSE}(\hat{Q}_{M_t}^\ell, Q) < \epsilon^2 \) for any \( \epsilon < e^{-1} \), and

\[
C_\ell(\hat{Q}_{M_t}^\ell) = \begin{cases} 
C_{ML}^\ell \epsilon^{-2}, & \text{if } \beta < \gamma, \\
C_{ML}^\ell (\log \epsilon)^2, & \text{if } \beta = \gamma, \\
C_{ML}^\ell \epsilon^{-2(\gamma-\beta)/\alpha}, & \text{if } \beta > \gamma,
\end{cases}
\]

(27)

whereas

\[
C_\ell(\hat{Q}_{M_t}^{MC}) = C_{MC}^\ell \epsilon^{-2-\gamma/\alpha}
\]

(28)

for some positive constant \( C_{MC}^\ell \).

### 3.4 Antithetic Variates

The method of antithetic variates (AV) is one of most commonly used variance reduction methods in the standard MC technique due to its simplicity and ease of application (Dagpunar, 2007). In the context of multilevel Monte Carlo simulation, Giles and Szpruch (2012) introduced antithetic multilevel Monte Carlo estimator for multidimensional SDEs driven by Brownian motions. However, their estimator is quite different from what used here: their antithetic estimator uses the average of antithetic pairs at a fine level \( \ell \) instead of a single fine-level calculation, whereas we use antithetic pairs on both levels.

For clarity, estimator used here is called the full antithetic estimator.

The basic idea in antithetic variates is as follows. If \( \hat{Y}_\ell \) in (20) is an unbiased estimator of \( Y_\ell \), it is possible to obtain its antithetic pair, \( \hat{Y}_\ell^- \), having the same mean as \( \hat{Y}_\ell \) and a negative correlation with \( \hat{Y}_\ell \). Then the antithetic variates estimate

\[
\hat{Y}_\ell^{AV} = \frac{\hat{Y}_\ell + \hat{Y}_\ell^-}{2},
\]

(29)

is again an unbiased estimator of \( Y_\ell \).

The variance of \( \hat{Y}_\ell^{AV} \) is then written as

\[
\mathbb{V}[\hat{Y}_\ell^{AV}] = \frac{\mathbb{V}[\hat{Y}_\ell] + \mathbb{V}[\hat{Y}_\ell^-] + 2\text{Cov}(\hat{Y}_\ell, \hat{Y}_\ell^-)}{4}
\]

(30)

where \( \text{Cov}(\hat{Y}_\ell, \hat{Y}_\ell^-) \) and \( \rho \) are the covariance and the correlation coefficient between \( \hat{Y}_\ell \) and \( \hat{Y}_\ell^- \), respectively. Note that \( \rho \) is negative when \( \hat{Y}_\ell^- \) and \( \hat{Y}_\ell \) are negatively correlated. It indicates that the value of \( \mathbb{V}[\hat{Y}_\ell^{AV}] \) is smaller than \( \mathbb{V}[\hat{Y}_\ell] \) in standard MC.

For the construction of antithetic counterpart of \( Z_C \), we first consider zero-mean random vectors \( Z_{S_t}^0 = Z_{S_t} - \mu_t \). Then the equation (14) can be rewritten as

\[
Z_C = \bar{\mu} + (Z_{S_t}^0 - PZ_{S_t}^0).
\]

(31)

This indicates that each of conditional random vectors is generated by adding the vector of error caused by kriging of the zero-mean random vector to the conditional mean in (15). Then an antithetic counterpart of the random vector \( Z_C \) is simply computed by changing the sign of kriging errors:

\[
Z_C^- = \bar{\mu} - (Z_{S_t}^0 - PZ_{S_t}^0).
\]

(32)

Note that a random vector \( Z_C^- \) has the same mean and covariance as in (15) and (16), respectively.
4 Numerical Results

4.1 The Waste Isolation Pilot Plant Site Simulation

The computational domain of the WIPP simulations performed in this paper is a rectangular region $D$ of Culebra Dolomite 21.5 km in east-west direction by 30.5 km in the north-south direction on the Universal Transverse Mercator (UTM) coordinates. The UTM system is an international location reference system that describes locations on a map. The WIPP site locates in the center of $D$. The $x$ and $y$ coordinates of 39 boreholes and the $\log_{10} T$ measurements \cite{Cauffman1990,Stone2011} are presented in Table 1. Locations of these measurements are given in Figure 1, where the WIPP site boundary, $\partial \Gamma$, is shown by inner rectangle. These transmissivity observations will be used to predict groundwater pathline trajectory, velocity and travel time.

The primary quantity of interest in the safety assessment of geological disposal of the radioactive wastes is the travel time at which radionuclides released at the center of the WIPP site $\Gamma$ arrives to the WIPP site boundary $\partial \Gamma$. This is computed using the transport equation (7) and the initial boundary condition (8). We consider both the thickness of rock and the porosity to be constant and use $b = 8 m$ and $\phi = 0.16$ as these are the values commonly used, see e.g. \cite{Cauffman1990,LaVenue1990}.

Figures 2 and 3 present a flowchart illustrating the MLMC algorithm. Numerical solutions of \cite{Cliffe2011} are obtained with cell-centered finite volume discretization of the groundwater flow problem \cite{Cliffe2011} using simulated conditional transmissivity fields generated by the circulant embedding methods recalled in Section 3.1. We

Table 1: WIPP Transmissivity Data \cite{Cauffman1990}

| X      | Y      | $\log_{10} T$ | Borehole |
|--------|--------|---------------|----------|
| 613,423| 3,581,684| -6.03         | H-1      |
| 612,660| 3,581,652| -6.20         | H-2      |
| 613,714| 3,580,892| -5.61         | H-3      |
| 612,398| 3,578,484| -6.00         | H-4      |
| 616,888| 3,584,793| -7.01         | H-5      |
| 610,595| 3,584,991| -4.45         | H-6      |
| 608,106| 3,574,644| -2.81         | H-7      |
| 613,974| 3,568,252| -3.90         | H-9      |
| 622,967| 3,572,458| -7.12         | H-10     |
| 615,341| 3,579,124| -4.51         | H-11     |
| 617,023| 3,575,452| -6.71         | H-12     |
| 612,341| 3,580,354| -6.48         | H-14     |
| 615,315| 3,581,859| -6.88         | H-15     |
| 613,369| 3,582,212| -6.11         | H-16     |
| 615,718| 3,577,513| -6.64         | H-17     |
| 612,264| 3,583,166| -5.78         | H-18     |
| 615,203| 3,580,333| -4.93         | DOE-1    |
| 613,683| 3,585,294| -4.02         | DOE-2    |
| 609,084| 3,581,976| -3.56         | P-14     |
| 610,624| 3,578,747| -7.04         | P-15     |
| 613,926| 3,577,466| -5.97         | P-17     |
| 618,367| 3,580,350| -10.12        | P-18     |
| 613,710| 3,583,524| -6.97         | WIPP-12  |
| 612,644| 3,584,247| -4.13         | WIPP-13  |
| 613,735| 3,583,179| -6.49         | WIPP-18  |
| 613,739| 3,582,782| -6.19         | WIPP-19  |
| 613,743| 3,583,219| -6.57         | WIPP-21  |
| 613,739| 3,582,653| -6.40         | WIPP-22  |
| 606,385| 3,584,028| -3.54         | WIPP-25  |
| 604,014| 3,581,162| -2.91         | WIPP-26  |
| 604,426| 3,593,079| -3.37         | WIPP-27  |
| 611,266| 3,594,680| -4.68         | WIPP-28  |
| 613,721| 3,589,701| -6.60         | WIPP-30  |
| 613,696| 3,581,958| -6.30         | ERDA-9   |
| 613,191| 3,578,049| -6.52         | CB-1     |
| 614,953| 3,567,454| -4.34         | ENGLE    |
| 606,462| 3,569,459| -3.26         | USGS-1   |
| 608,702| 3,578,877| -5.69         | D-268    |
| 621,126| 3,589,381| -6.55         | AEC-7    |
impose Dirichlet boundary conditions on the entire boundary $\partial D$. We use the following Gaussian function to compute the head values on the WIPP site boundaries (cf. (5)):

$$g_D(x, y) = a_0 \exp \left[-\frac{(x-x_0)^2 + (y-y_0)^2}{2 a_1 a_2}\right],$$  \hfill (33)

where $a_0 = 1,134.61$, $a_1 = 73,559.35$, $a_2 = 73,559.35$, $x_0 = 611.011.89$ and $y_0 = 3,780.891.50$ ([*U.S. D.O.E.*](#) 2009). We do not take into account the uncertainty arising from the approximation of this condition using the head measurements or from the head measurements.

We assume the log transmissivity vector has the same mean value in the entire domain $D$:

$$\mathbb{E}[Z_{S_i}(x)] = \mu = \text{constant}, \ i = 1, 2, \hfill (34)$$

where $x \in D$. In our numerical model, there are three unknown parameters, namely, the variance and correlation length in (9), and the constant mean in (34). Stone (2011) derived the posterior distributions using Bayesian approach for the parameters, $\mu$, $\sigma^2$, and $\lambda$ of the log transmissivity field with a constant mean, and the mean values of the posterior distributions, which is listed in Table 2 will be used as inputs to our numerical simulation.

**Figure 1:** Locations and log$_{10}$ transmissivity data

**Figure 2:** Single sample calculation (using antithetic variates method).

![Diagram]

**Table 2:** Simulation parameters in (9) and (34)

|    |   |   |
|----|---|---|
| $\mu$ | -4.934 |   |
| $\sigma^2$ | 6.4791 |   |
| $\lambda$ | 12,390m |   |

### 4.2 Effect of Conditioning

In this section, we use the WIPP site model to examine how the conditioning of random transmissivity field on observations in Table 1 influences stochastic behavior of logarithm of the travel time. We generated 5000 realizations of
unconditional random vectors $Z_{S_1}$ and $Z_{S_2}$ with covariance (13) on each level $\ell$. Based on these realizations of the unconditional field, we build the same number of conditional random field $Z_C$ with the covariance in (16).

We first examine the effect of conditioning to transmissivity and head. Figure 4 shows the variance of conditional log transmissivity field. The uncertainty of the log transmissivity is significantly diminished around the conditioning points. This variance reduction on the transmissivity random field then leads to a large reduction of overall predictive uncertainty of the head. Figures 5 and 6 compare the head variance derived from conditional and unconditional random fields. It is seen that the overall head variance has been significantly reduced.

Then the quantity of interest on level $\ell$, $Q_{\ell}$, and the difference between values of two consecutive levels, $Y_{\ell} = Q_{\ell} - Q_{\ell-1}$, are computed using 5000 realizations to see the effect of conditioning to the MLMC estimator. Figure 7 compares the variances of logarithm of travel time. The variance profiles of $Y_{\ell}$ from both unconditional and conditional cases show the same behavior with a slope of almost -1.5, but the variance of $Y_{\ell}$ using the conditional fields is decreased by 50%. The reduction in the variance of $Q_{\ell}$ by conditioning is even more significant. For the conditional case, the magnitude of $V[Q_{\ell}]$ is 16 - 64 times smaller than that of the unconditional case.

Consequently, a line for $V[Q_{\ell}]$ is below that for $V[Y_{\ell}]$ when the number of sampling points in each coordinate direction, $N_\ell$, is smaller than 32. When $V[Q_{\ell} - Q_{\ell-1}] \geq V[Q_{\ell}]$, including level $\ell - 1$, increases the cost of estimator. For this reason, we should exclude all levels coarser than $N_\ell = 32$ in the estimator. This indicates that the conditional MLMC simulations requires a finer mesh size on the coarsest level, which could result in the increase of complexity.

### 4.3 MLMC Results

In Figure 7 we have seen that the slope of line for $V[Y_{\ell}]$ is roughly equal to -1.5, indicating that $V[Y_{\ell}] = c_1 h_{\ell}^{1.5} = c_1 M_{\ell}^{0.75}$ for a positive constant $c_1$, or $\beta \approx 0.75$. Figure 8 shows the expected value of $Y_{\ell}$. As discussed in Section 4.2 note that $N_\ell = 32$ is used as a problem size of the coarsest level, thus we consider the slope of the line for $E[Y_{\ell}]$ between 64 and 128. Here we also present a straight line with the slope -1.3 for the comparison purpose. This implies again that $E[Y_{\ell}] = c_2 h_{\ell}^{1.3} = c_2 M_{\ell}^{-0.65}$ for a positive constant $c_2$. As the iterative linear solver, we use an algebraic multigrid method, which is known as an optimal solver for the elliptic-type PDEs (Briggs et al., 2000). Hence, $\gamma = 1$. In Table 3 we compare the predicted asymptotic order of $C_\ell(Q_{\ell})$ with $C_\ell(Q_{\ell})$ using (27) and (28). The results indicate that the MLMC estimator is asymptotically more efficient than the standard MC estimator when the observation are used in the simulation.

Figure 9 shows the number of samples used on each level in the conditional MLMC simulations using an algorithm shown in Figures 2 and 3 and Figure 10 presents comparison of the cost of the standard MC with the cost of MLMC. To quantify the cost of the algorithm in Figure 10 we assume that the number of operations to a single $Y_{\ell}^{(i)}$ is $C_\ell = C^* M_{\ell}^2$ for some constant $C^*$. The results presented in Figure 10 are the standardised costs, scaled by $1/C^*$. It is important to note that the conditioning is effective at reducing the variance of $Q_{\ell}$, resulting in the small constant in (28). Consequently, the cost-effectiveness is small as tolerance is large, e.g. $\epsilon = 5e - 2$. However, the results show that the cost of the con-
ditional MLMC glows more slowly than the cost of the conditional MC as $\epsilon \to 0$.

Table 3: Predicted asymptotic order of cost to achieve a MSE of $\sqrt{\epsilon}$ in the case $\alpha = 0.65$, $\beta = 0.75$ and $\gamma = 1$ for the standard MC and MLMC estimators.

| $\epsilon$   | $C_\epsilon(\hat{Q}_M^{MC})$ | $C_\epsilon(\hat{Q}_M^{ML})$ |
|--------------|-------------------------------|-------------------------------|
| $\epsilon^{-3.53}$ | $\epsilon^{-2.38}$           | $\epsilon^{-3.53}$           | $\epsilon^{-2.38}$           |

### 4.4 Effect of Antithetic Variates with Conditioning

The characteristic feature of antithetic variates is that one pair of unconditional antithetic random fields have exactly the reversed structure in comparison with its antithetic counterpart. In the conditional case shown in Figure 11 the influence of including observations is such, that in the local neighborhood of the measurements the variation is small, while in the rest of the domain, the structure is reversed.

Figures 12 and 13 show the mean and variance plot of $Q_\ell$ and $Y_\ell$ with and without the antithetic variates method. Since the full antithetic variates estimator is unbiased, two results shows identical expected values. Using antithetic variates (dashed line), we see that variances of $Q_\ell$ and $Y_\ell$ are reduced by a factor of 4 and 2, respectively. Nevertheless, the use of antithetic variates method does not improve the slope of a line for $V[Y_\ell]$, which indicates that the ratio of saving to cost by using the antithetic variates methods is constant as $\epsilon \to 0$.

We examine efficiency of antithetic variates in the MLMC simulations by measuring the CPU time of each of given simulations which were performed on a server with Intel Xeon E5-2450 8-core processors and 96Gb RAM running under Linux. The program is written in C/C++ and is compiled by GCC/G++ compilers. In Table 4, we observe almost 45% reductions in computational costs by using the antithetic variates over conditional MLMC simulations. As we expected, the rate of saving is nearly the same in all cases.

Table 4: CPU time comparison of MLMC with a combination of MLMC and A.V. in seconds.

| $\epsilon$ | MLMC   | MLMC + A.V. | ratio |
|----------|--------|-------------|-------|
| $1e-2$   | 1.95e+03 | 1.36e+03    | 0.697 |
| $8e-3$   | 3.19e+03 | 2.09e+03    | 0.655 |
| $5e-3$   | 2.49e+04 | 1.56e+04    | 0.626 |

### 5 Conclusions and Future Work

The multilevel Monte Carlo simulation technique for simulation of groundwater flow using conditional transmissivity random field has been considered in this paper. We observed that the conditioning is more effective at reducing variance of the estimator on the coarsest level. The conditional MLMC simulation, thus, requires to start from a finer coarsest grid, which could increase the overall complexity of this method. However, numerical results show the advantage of using the MLMC estimator over a standard MC estimator for the groundwater flow simulation, which involves direct measurements of porous medium properties. We also used the an-
thetic variates for further variance reduction of the MLMC estimator.

In this paper, the main goal was to examine the influence by conditioning on the MLMC simulations. Since estimation of cumulative distribution function of the travel time is also of great interest in groundwater flow research, hence the potential for the future work is to employ an cumulative distribution function estimation in the MLMC simulations.
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Figure 3: MLMC algorithm for simulation of groundwater flow using conditional random fields.

Figure 4: The variance of log_{10} transmissivity field and locations of the measurements (+)

Figure 5: The variance of pressure head using conditional random samples and locations of the measurements (+)
Figure 6: The variance of pressure head using unconditional random samples

Figure 7: Variance plot of $\log_{10}$ travel time of a particle using the unconditional and conditional random fields.

Figure 8: Mean plot of $\log_{10}$ travel time of a particle.

Figure 9: The number of samples used on each level.
Figure 10: Comparison of the cost of standard MC with the cost of MLMC

Figure 11: One pair of antithetic random field conditioned on given observations; both with covariance (16). The circles denote the location of observations.

Figure 12: Mean plot of $\log_{10}$ travel time of a particle. a.v. stands for antithetic variates.

Figure 13: Variance plot of $\log_{10}$ travel time of a particle.