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Abstract. Currently, data mining is being needed in various fields to obtain analysis results from certain aspects that are needed. One of the fields that make use of data mining is education. The education sector uses data mining to determine the level of performance or achievement of its students. With data mining, the education sector can also evaluate student achievement and take the next step in increasing that achievement. Data mining in education is also known as Educational Data Mining (EDM). In this study, the theme discussed was the prediction of student learning habits and steps that could be taken to improve student achievement at the university. In this study, three (3) classification algorithms were used, namely Multilayer Perceptron, Random Forest, and Support Vector Machine. This is done to find the best results from each algorithm.

1. Introduction

In this era of industrial revolution 4.0, almost all fields in the world need data mining analysis. For example, the petroleum sector requires data mining analysis to be able to see the strategic potential of oil fields \cite{1}. The health sector requires data mining analysis to be able to predict hypertension in pregnancy. In this research, the field to be discussed is data mining in education. Data mining in education is called Educational Data Mining. Educational Data Mining utilizes data related to education; the data mining process can be done to find useful information for advancement in education \cite{2,3}. One of the purposes of using educational data mining is to determine the predictions of student interest and talents, predict student achievement, predict the length of study at university, and various other analyzes \cite{4,5,6}. In processing data, educational data mining has quite a variety of algorithms \cite{7,8}. For example, the decision tree, k-nearest neighbors, naïve bayes, neural network, and so on. For processing implementation, educational data mining can be processed using applications such as WEKA, Rapid Miner, GNU Octave, Orange, KNIME, MATLAB, and so on \cite{9}.

In previous research, many have conducted studies on data mining with the main objective of predicting student achievement. In research \cite{10}, the authors analyzed previous research conducted on the prediction of student performance analysis and assessment by applying different data mining techniques using the Algorithm Support Vector Machine. In research \cite{11}, the k-nearest algorithm has the most effective role in classification accuracy. As a result, this model can only produce an accuracy value of 60\%. In research \cite{12}, the WEKA application was used to prognosis students' scores in the final year and was based on two different dataset parameters. There is one general information in each dataset, namely that various students can be drawn from one course in the last two years. In research \cite{13}, there was a study on measuring student achievement using the Decision Tree and Neural
Network methods. As a result, this study shows the effectiveness of applying the method in EDM is higher. In research [14], a study on relative research to analyze several Decision Tree methods and their effect on educational datasets was carried out. The results show that regression analysis and classification methods are the best combination because they have a high level of compatibility to produce better results.

2. Methodology

2.1 Dataset Description

The dataset used in this study amounted to 340 rows of data with 10 attributes. Data is taken from a learning management system (LMS) from a university. The 10 attributes taken are divided into 3 categories, namely Demography (attributes in the form of gender, citizenship, and domicile), Education (attributes in the form of high school final grades, GPA at universities, semesters, and study programs), and Habits (attributes in the form of questionnaire results, parents of students, the number of clicks on the subject matter, and the number of student discussions in the learning forum).

| No | Attribute          | Description                                                                 |
|----|--------------------|----------------------------------------------------------------------------|
| 1  | GENDER             | Gender (Male, Female)                                                      |
| 2  | CITIZATIONSHIP     | Citizenship (Indonesia, Thailand, America, Australia)                       |
| 3  | GPA_HS            | School Examination Score when Entering University (Fair, Average, Good, Very Good) |
| 4  | DOMICILE           | Domicile (Jakarta, Bogor, Depok, Tangerang, Bekasi)                        |
| 5  | SEMESTER           | Study Current Year (1st Year, 2nd Year, 3rd Year, 4th Year)                |
| 6  | PARENT_SURVEY      | Filling in Parents Questionnaire (Filled, Not Filled)                      |
| 7  | RESOURCE_OPEN      | Opening Material on LMS (Sometimes, Always)                               |
| 8  | RAISEDHAND         | Answering Questions during Forums (Sometimes, Often, Always)               |
| 9  | GPA                | Last GPA Score in Universities (Fair, Average, Good, Very Good)            |
| 10 | MAJORS             | Departments at Universities (Informatics, Information Systems, Management) |

2.2 Classification Techniques Classification

Classification is a technique in data mining that is widely used because it is quite simple. There are two stages in the classification technique, namely developing a model for training and evaluating the model using training data. Classification also has many methods, for example statistical algorithms, correlation analysis, regression analysis, Bayesian models, distance-based algorithms, simple approach, k-nearest neighbors, decision tree, neural network, and rule-based algorithms. In this study, the methods used are decision tree and neural network.

a) Neural Network is a method that provides a format for data representation. This method is similar to a network of biological learning systems that occur from a network of nerve cells (neurons) that are connected to each other.

b) Decision Tree is a method which has a construction condition like a tree. To be able to use this method, two (2) steps are needed, namely building a Decision Tree and then implementing it into the database.
3. Result and Discussion

After processing data on three (3) different algorithms in classification methods (SVM, Random Forest, and Multilayer Perceptron), each of which has its own characteristics. In this study, the focused values are CC (Correctly Classified Instances), IC (Incorrectly Classified Instances), Precision, Recall, and F-Measure values.

3.1 Support Vector Machine algorithm

Algorithm Support Vector Machine (SVM) or SMO algorithm is an algorithm used for regression analysis and classification methods. At WEKA, SVM is referred to as SMO. By using this SVM or SMO algorithm, we get the Correctly Classified Instances value of 80.58% and accuracy or F-Measure of 72.5%.

3.2 Random Forest algorithm

The Random Forest algorithm is one of the algorithms in the Decision Tree which is a combination of each tree and then combined into a particular model. By using this algorithm, we get the Correctly Classified Instances value of 78.82% and accuracy or F-Measure of 72.9%.
3.3 Multilayer Perceptron Algorithm

Multilayer Perceptron Algorithm is one of the artificial neural network (ANN) methods which can produce a more accurate classification because it has better weight characteristics than other modeling. By using this algorithm, we get the Correctly Classified Instances value of 74.70% and accuracy or F-Measure of 73%.

3.6 Performance Result

The results from processing the data with these five (5) different algorithms are as follows.

Table 2. Performance Results

| Criteria          | Classifier       |
|-------------------|------------------|
|                   | RandomForest     | MLP             | SVM             |
| Accuracy / F-Measure (%) | 72.9             | 73              | 72.5            |
| CC                | 268              | 254             | 274             |
| IC                | 72               | 86              | 66              |
| Recall            | 78.8             | 74.7            | 80.6            |
| Precision         | 70.0             | 71.7            | 65.8            |

It can be seen that the five algorithms have a good accuracy rate (more than 70%). The highest accuracy value is found in the MLP algorithm (73%), then RandomForest (72.9%), and SVM (72.5%).
Meanwhile, for CC or Correctly Classified Instances, the highest value is found in the SVM algorithm (274 data), then RandomForest (268 data), and MLP (254 data). Overall, based on the table above, the SVM algorithm has the highest accuracy value based on F-Measure, Recall, and Precision compared to other algorithms. The image below is a graphical representation of the accuracy values (based on the F-Measure value) of the five algorithms.
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4. Conclusion

In the world of education, data mining is needed to perform predictive analysis of student datasets. One of the information or knowledge that can be generated from data mining techniques is the prediction of student performance and achievement, which will then be used to decide the next steps for these students. In this study, the dataset used is data taken from a university's learning management system (LMS). This dataset has 340 data rows and 10 attributes. For processing, three (3) classification algorithms are used, namely SVM, RandomForest, and MultilayerPerceptron. These three algorithms have different characteristics. As a result, the three algorithms show good accuracy (>70%). However, it does not rule out that there are algorithms other than SVM, RandomForest, and MultilayerPerceptron that have a higher level of accuracy. For further research, so that more data lines are used and also tried using other data mining techniques.
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