Abstract
When networked systems of autonomous agents carry out complex tasks, the control and coordination sought after generally depend on a few fundamental control primitives. Chief among these primitives is consensus, where agents are to converge to a common estimate within the range of initial values, which becomes average consensus when the joint limit should be the average of the initial values. To provide reliable services that are easy to deploy, these primitives should operate even when the network is subject to frequent and unpredictable changes. Moreover, they should mobilize few computational resources so that low powered, deterministic, and anonymous agents can partake in the network.

In this stringent adversarial context, we investigate the distributed implementation of these primitives over networks with bidirectional, but potentially short-lived, communication links. Inspired by the classic EqualNeighbor and Metropolis agreement rules for multi-agent systems, we design distributed algorithms for consensus and average consensus, which we show to operate in polynomial time in a synchronous temporal model. These algorithms are fully distributed, requiring neither symmetry-breaking devices such as unique identifiers, nor global control or knowledge of the network. Our strategy consists in making agents learn simple structural parameters of the network – namely, their largest degrees – which constitutes enough information to build simple update rules, implementable locally with little computational and memory overhead.

1 Introduction
1.1 Controlling networked systems
From an initial state of discord, a group is said to reach agreement when everyone eventually adopts the same opinion. This problem is central in multi-agent systems whether they be natural or artificial. Examples of the latter kind include flocks of autonomous vehicles or drones, distributed ledgers, smart power grids, decentralized contact-tracing apps, and sensors for the remote monitoring of environmental or industrial parameters, to name some vibrant areas in which applications are being developed.

We consider a networked system of $n$ agents – a generic term we use to denote the autonomous nodes of the network regardless of their nature: robots, cellular phones, sensors... denoted by the integer labels $1, \ldots, n$. Each agent $i$ starts with a value $\mu_i$, which we call its input and is taken arbitrarily from the domain of the problem, assumed here to be the set of real numbers $\mathbb{R}$. The input represents the private observation made by the agent of some aspect of...
the environment that is relevant to the task at hand: for example a temperature reading, or the direction, speed, or location of the agent if it is mobile. We focus on two flavors of a control primitive where the entire network strives to reach a common value that is compatible with the input values $\mu_1, \ldots, \mu_n$ in a sense we now make precise.

The first one is consensus: each agent $i$ maintains over time its own estimate $x_i(t)$ of the objective, and the estimates should asymptotically converge to some common limit $\omega$ within the range of the input values -- we say that the estimates achieve asymptotic consensus over $\omega$. Depending on the system being modeled, the estimate may be an internal variable storing an intermediate result of some long computation, but it may also directly measure some relevant parameter controlled by the agent, such as its speed or position.

Among many practical applications, a consensus primitive can serve to coordinate mobile agents: have them regroup, adopt a common heading, or control their relative positions while moving together -- problems formally known as rendez-vous [1, 34], flocking [37, 17, 12], and formation control [2, 30]. Examples not grounded in mobile agents include implementing a distributed clock [19, 38, 29, 32], or indeed in natural systems to get cardiac pacemaker cells working in concert to produce heartbeats [20, 14] or fireflies to flash in unison [4, 20].

The second primitive, average consensus, adds the constraint that the common limit $\omega$ should be the arithmetic mean of the input values $\mu = \frac{1}{n}(\mu_1 + \cdots + \mu_n)$. This is sometimes required for specific applications such as sensor fusion [40], load balancing [13, 16], or distributed optimization and machine learning [26, 23].

We look at these primitives in the adversarial context of dynamic networks, where the communication links joining the agents evolve over time. Indeed, agreement primitives are often required in settings that are inherently dynamic and inadequately described by static networks: we cite for example mobile ad hoc networks, where the links change as the agents move in space due to external factors; autonomous vehicular networks, where again change is caused by mobility, but which results this time from our control; or peer-to-peer networks, which continuously reconfigure as agents join and leave.

A standard approach to consensus has agents regularly adjust their estimates as a convex combination of those of neighboring agents, defined by a convex update rule. We adopt a temporal model of synchronized rounds, and this can be rephrased, in each round $t$ and for each agent $i$, as an update of the general form $x_i(t) = \sum_{j \in N_i(t)} a_{ij}(t) x_j(t-1)$, where the weights $a_{ij}(t)$ are taken to form a convex combination, and the sum is over the incoming neighbors of agent $i$ in the communication graph in round $t$.

1.2 Contribution

We study such updates from a computational angle: what sort of weights $a_{ij}(t)$ can be computed locally by the agents and produce good behavior? For a simple example, given enough connectivity, average consensus comes easily if we make each agent $i$ pick $a_{ij}(t) = \frac{1}{n}$ for its proper neighbors $j$, and picks $a_{ii}(t) = \frac{d_i(t)-1}{n}$ for itself, where the degree $d_i(t)$ is the count of its neighbors, itself included, in the communication graph in round $t$. However simple this scheme is to describe, picking these weights in a distributed manner requires agents to know $n$, but evaluating the network size in a distributed manner is itself an entirely non-trivial feat. We will argue that the Metropolis rule -- where the weights for neighbors
neighboring agents $i$ and $j$ are given by $a_{ij}(t) = \frac{1}{\max(d_i(t), d_j(t))}$ – breaks down over dynamic networks because of similar issues. On the other hand, implementing the EqualNeighbor weights $a_{ij}(t) = \frac{1}{d_i(t)}$ poses no problem, but convergence over dynamic networks can be dramatically slower than in the static case.

Our main contribution consists in a pair of algorithms for consensus and average consensus, the MaxWeight and MaxMetropolis algorithms, which operate over dynamic networks as long as the communication links are bidirectional, but without relying on some central control (e.g., identifiers or leaders) or global knowledge (e.g., a bound on the network size). The corresponding update rules depend on structural parameters of the dynamic network, learned along the way by each agent – namely, its largest degree in the communication topology. Our strategy induces a moderate delay in the temporal complexity when compared to the static case for the EqualNeighbor and Metropolis rules: these rules have respective temporal bounds in $O(n^3 \log n/\varepsilon)$ and $O(n^2 \log n/\varepsilon)$, while both our algorithms admit a bound in $O(n^4 \log n/\varepsilon)$.

We establish these complexity bounds with geometric arguments relying on spectral graph theory, but each update rule is subject to its own specific challenges. The MaxMetropolis update is not convex throughout the entire execution, causing the system to avoid from consensus, and inducing a delay that we have control. The MaxWeight update faces a subtler issue: different geometries best quantify its progress at different times, but switching geometries wipes off much of said progress, and we have to show that the succession of those switches cannot stall convergence too much.

1.3 Related works

Convex update rules are closely related to random walks over finite graphs, whose origins go back to the development of the field of probability theory itself. For a formulation and purpose that resemble ours, we mention early works in opinion dynamics by DeGroot [15], Chatterjee [9], and Chatterjee and Seneta [10], followed later by works on distributed control by Tsitsiklis [35] and Tsitsiklis et al. [36]. Modern interest in the matter, and especially in the EqualNeighbor rule, can be traced back to the work on the simulation of flocking done by Reynolds [31] and then by Vicsek et al. [37], followed by analytical analyses by Jadbabaie et al. [18] and by Olfati-Saber and Murray [25], after which the sustained attention that the topic has received precludes anything resembling a complete bibliographical review; see [39, 21, 3, 17, 5, 27, 24, 11, 8, 22] for a few more milestones.

Update rules for consensus and average consensus generally require the weights $a_{ij}(t)$ to be non-negative so that they form a convex combination. A notable exception is found in [39], where Xiao et al. look for the fixed weights $a_{ij}$ that optimize the speed of convergence over a given fixed graph, and find that the weights may be negative. The MaxMetropolis algorithm is itself able to solve average consensus over dynamic networks precisely because its update weights can sometimes be negative. When compared with our approach, the important difference is that we consider dynamic graphs and focus on distributed implementation of the update rules, while the weights obtained in [39] are given by a centralized optimization problem and are incompatible with a distributed approach.

A number of strategies aim at speeding up convex update rules over static
networks by having the agents learn what amounts to spectral elements of the graph laplacian [6], which can dramatically improve convergence [33]. Like our own algorithms, these represent distributed methods by which the agents learn structural properties of the communication graph. However, these methods need agents to be issued unique identifiers, and they are gluttonous in memory and heavy in computation, with agents computing and memorizing, in each rounds, kernels of Hankel matrices of dimension $\Theta(n) \times \Theta(n)$. In contrast, our method works with anonymous agents, uses $\lceil \log n \rceil$ bits of memory and bandwidth, and has a trivial computational overhead.

Average consensus update rules for dynamic networks were notably studied by Olshevsky and Tsitsiklis [27] – which defined the convergence time and convergence rate of an algorithm – a work later expanded together with Nedić and Ozdaglar in [24]. These analytical approaches focus on aspects such as the temporal complexity and tolerance to quantization, whereas we address issues of a distributed nature, in particular the implementation of rules by distributed algorithms.

We now proceed along the following structure. In Section 2, we recall some mathematical terminology and known results, and detail our computational model. Section 3 presents update rules, in particular the EqualNeighbor rule for consensus, and the Metropolis rule for average consensus, and discusses their limitations. We give the MaxWeight consensus algorithm in Section 4, detailing the underlying learning strategy, which we then apply in Section 5 to the average consensus problem with the MaxMetropolis algorithm. We conclude in with a discussion in Section 6.

2 Preliminaries

2.1 Mathematical toolbox

Let us fix some notation. If $k$ is a positive integer, we denote by $[k]$ the set $\{1, \ldots, k\}$. If $S$ is any non-empty finite set of real numbers, we denote its diameter by $\text{diam} S := \max S - \min S$.

A directed graph (or simply graph) $G = (V, E)$ with vertices in $V$ and edges in $E \subseteq V \times V$ is called reflexive when $(i, i) \in E$ for all $i \in V$; $G$ is bidirectional when $(i, j) \in E \iff (j, i) \in E$ for all $i, j \in V$; and $G$ is strongly connected when directed paths join any pair of vertices.

All graphs that we consider here will be reflexive, bidirectional, and strongly connected graphs of the form $G = ([n], E)$. In such a graph, the vertices linked to a vertex $i$ form its neighborhood $N_i(G) := \{j \in [n] \mid (j, i) \in E\}$, and the count of its neighbors is its degree $d_i(G) := |N_i(G)|$. By definition, the degree is at most $n$, and in a reflexive graph it is at least 1.

Matrices and vectors will be consistently denoted in bold italic style: upper case for matrices ($A, B$) and lower case for vectors ($u, v$), with their individual entries in regular italic style: $A_{ij}, B_{jk}, u_i, v_j$. We use the shorthand $v^\infty$ to denote the infinite vector sequence $v(0), v(1), \ldots$.

The graph $G_A = ([n], E)$ associated to a matrix $A \in \mathbb{R}^{n \times n}$ is defined by $(j, i) \in E \iff A_{ij} \neq 0$ for all $i, j \in [n]$. The matrix $A$ is said to be irreducible when $G_A$ is strongly connected.

Given a vector $v \in \mathbb{R}^n$, we write $\text{diam} v$ to mean the diameter of the set $\{v_1, \ldots, v_n\}$ of its entries. The diameter constitutes a seminorm over $\mathbb{R}^n$; in particular, we have $\text{diam} v \geq 0$. We call consensus vectors those of null diameter;
they form exactly the linear span of the constant vector $\mathbf{1} := (1, 1, \ldots, 1)^T$. The identity matrix $\mathbf{I}$ is the diagonal matrix $\text{diag}(\mathbf{1})$.

A matrix or a vector with non-negative (resp. positive) entries is itself called non-negative (resp. positive). A non-negative vector is called stochastic if its entries sum to 1. A non-negative matrix $\mathbf{A}$ is stochastic if each of its rows sums to 1 — equivalently, if $\mathbf{A}\mathbf{1} = \mathbf{1}$. If moreover its transpose $\mathbf{A}^T$ is stochastic, $\mathbf{A}$ is doubly stochastic, and it is the case in particular when $\mathbf{A}$ is symmetric.

We consider a networked system of $n$ agents, denoted $1, 2, \ldots, n$. Computation proceeds in synchronized rounds that are communication closed, in the sense that no agent receives messages in round $t$ that are sent in a different round. In round $t$ ($t = 1, 2, \ldots$), each agent $i$ successively a) broadcasts a single message $m_i(t)$ determined by its state at the beginning of round $t$; b) receives some of the messages $m_1(t), \ldots, m_n(t)$; c) undergoes an internal transition to a new state; and d) produces a round output $x_i(t) \in \mathbb{R}$ and proceeds to round $t + 1$. Communications that occur in round $t$ are modeled by a directed graph $\mathcal{G}(t) := ([n], E(t))$, called the round $t$ communication graph, which may change from one round to the next. We assume each communication graph $\mathcal{G}(t)$ to be reflexive, as agents always know their own messages.

Messages to be sent in step a) and state transitions in step c) are determined by a sending and a transition functions, which together define the local algorithm for agent $i$. Collected together, the local algorithms of all agents in the system constitute a distributed algorithm.

An execution of a distributed algorithm is a sequence of rounds, as defined above, with each agent running the corresponding local algorithm. We assume that all agents start simultaneously in round 1, since the algorithms under our consideration are robust to asynchronous starts, retaining the same time complexity as when the agents start simultaneously. Indeed, asynchronous starts only induce an initial transient period during which the network is disconnected, which cannot affect the convergence and complexity results of algorithms driven by convex update rules.

The entire sequence $\mathbf{x}^N$ in any execution of an algorithm is entirely determined by the input vector $\mathbf{\mu}$ and the patterns of communications in each round $t$, i.e., the sequence of communication graphs $\mathcal{G} := (\mathcal{G}(t))_{t \geq 1}$, called the dynamic communication graph of the execution, and so we write $\mathbf{x}^N = \mathbf{x}^N(\mathcal{G}, \mathbf{\mu})$. When the dynamic graph $\mathcal{G}$ is understood, we let $\mathcal{N}_i(t)$ and $d_i(t)$ respectively stand for $\mathcal{N}_i(\mathcal{G}(t))$ and $d_i(\mathcal{G}(t))$. As no confusion can arise, we will sometimes identify an agent with its corresponding vertex in the communication graph, and speak
of the degree or neighborhood of an agent in a round of an execution.

We call a network class a set of dynamic graphs; given a class $\mathcal{C}$, we denote by $\mathcal{C}_n$ the sub-class \( \{G \in \mathcal{C} \mid |G| = n\} \). In the rest of the paper, we will center our investigation on the class $\mathcal{G}$ of dynamic graphs of the following sort.

**Assumption 1** In each round $t \in \mathbb{N}_{>0}$, the communication graph $G(t)$ is reflexive, bidirectional, and strongly connected.

### 3 Update rules for asymptotic consensus

Our approach distinguishes local algorithms, as defined above, from the update rules that they implement: the latter are recurring formulas describing how the estimates $x_i(t)$ change over time, while the former specify the distributed implementation of such rules with local algorithms – that is, with each agent only using the information that is locally available. When we consider the EqualNeighbor rule, which involves purely local parameters and directly corresponds to a local algorithm, this distinction may appear exacting. However, it becomes crucial when we consider the Metropolis rule, which is easily defined, but challenging to implement because of its dependence on information in the neighborhood at distance 2 of each agent. Collecting this information in a distributed manner can only be done over specific graph classes, in a manner that does not generalize to the entire class $\mathcal{G}$.

#### 3.1 Update rules and convergence

We will focus on distributed algorithms which realize, in their executions, affine update rules of the general form

$$x_i(t) = \sum_{j \in N_i(t)} a_{ij}(t) x_j(t - 1) , \quad \text{with} \quad \sum_{j \in N_i(t)} a_{ij}(t) = 1 , \quad \triangleright 1$$

where the time-varying affine weights $a_{ij}(t)$ may depend on the dynamic graph $G$ and the input vector $\mu$. We then say that the algorithm implements the rule, but we insist again that an algorithm is not the same thing as a rule.

Under our assumptions, the convergence of update rules, including all those we consider here, is ensured by the following classic result, found in the literature under various forms [10, 35, 18, 21].

**Proposition 1** Let $x^n$ be a vector sequence satisfying the recurrence relation eq. (1) for weights $a_{ij}(t) \geq \alpha > 0$ – that is, the weights are positive and uniformly bounded away from 0. Under Assumption 1, the vectors $x(t)$ converge to a consensus vector.

We speak of uniform convexity when such a parameter $\alpha > 0$ exists, and we note that in that case Assumption 1 is much stronger than is necessary to achieve asymptotic consensus: as shown in [21], it suffices that the network never become permanently split.

We measure progress towards consensus with the convergence time: for a single sequence $\mathbf{z}^n$, it is given for any $\varepsilon > 0$ by $T_{\mathbf{z}}^n(\varepsilon) := \inf \{t \in \mathbb{N} \mid \forall \tau \geq t : \text{diam } \mathbf{z}(\tau) \leq \varepsilon \}$. For an update rule or an algorithm, we measure in fact the worst-case convergence time over a class $\mathcal{C}$, defined for a system of size $n$ by:

$$T^n_{\mathcal{C}}(\varepsilon) := \sup_{G \in \mathcal{C}_n, \mu \in \mathbb{R}^n} T_{\mathbf{z}}^n(G, \mu)(\varepsilon \cdot \text{diam } \mu) . \quad \triangleright 2$$

By default, we will consider the class $\mathcal{G}$, dropping the superscript and writing $T^n_{\mathcal{G}}(\varepsilon)$ for $T^n_{\mathcal{G}}(\varepsilon)$.
3.2 Example rules

3.2.1 EqualNeighbor

The prototypical example of an update rule is the EqualNeighbor rule, where the next estimate of an agent is the unweighted average of those of its incoming neighbors:

\[ x_i(t) = \frac{1}{d_i(t)} \sum_{j \in N_i(t)} x_j(t-1) . \]

This rule directly translates into an implementing local algorithm: an agent broadcasts its latest estimate in every round, and picks for new estimate the average of its incoming values. Since an agent’s degree is at most \( n \), the EqualNeighbor rule is uniformly convex with parameter \( \alpha = 1/n \), and under Assumption 1 this algorithm solves consensus over the class \( \mathcal{G} \).

However, the convergence time is poor over the class \( \mathcal{G} \), where [28, Proposition 12] gives a lower bound of \( T_n(\epsilon) \geq 2^{n(1)} \log 1/\epsilon \). The convergence time is improved when the network displays additional structure: over the sub-class of \( \mathcal{G} \) of fixed graphs, Olshevsky and Tsitsiklis [27, Corollary 5.2] use a result from Landau and Odlyzko to show a tight bound in \( O(n^3 \log n/\epsilon) \). This bound extends to the sub-class \( \mathcal{G} \) of dynamic graphs for which each vertex has a fixed degree [11, Theorem 1.6].

Local update rules such as eq. (1) admit an equivalent matricial form. For the EqualNeighbor rule, as an example, eq. (3) is equivalent to the global rule

\[ x_i(t) = W(G(t))x_i(t-1) \]

with the EqualNeighbor matrix \( W(G) \) given for any graph \( G \) by

\[ [W(G)]_{ij} = \begin{cases} 
\frac{1}{d_i(G)} & \text{if } j \in N_i(G) \\
0 & \text{if } j \notin N_i(G) 
\end{cases} . \]

We note that this matrix is stochastic for any graph \( G \), and has \( G \) for associated graph.

3.2.2 Metropolis

Let us call the Metropolis-Hastings symmetrization the transform \( A \mapsto M(A) \) which, to any square matrix \( A \), associates the matrix given by

\[ [M(A)]_{ij} = \begin{cases} 
\min(A_{ij}, A_{ji}) & \text{if } j \neq i \\
1 - \sum_{k \neq i} \min(A_{ik}, A_{ki}) & \text{if } j = i .
\end{cases} \]

By construction, the matrix \( M(A) \) is symmetric and leaves consensus vectors invariant. Outside the main diagonal, we have \([M(A)]_{ij} \leq A_{ij}\), and thus on the main diagonal we have \([M(A)]_{ii} \geq A_{ii}\); the matrix \( M(A) \) is therefore doubly stochastic whenever the matrix \( A \) is stochastic.

Xiao et al. [40] propose to approach the average consensus problem with the Metropolis update rule:

\[ x_i(t) = x_i(t-1) + \sum_{j \in N_i(t)} \frac{x_j(t-1) - x_i(t-1)}{\max(d_i(t-1), d_j(t-1))} ; \]

when viewed at the scale of the system, this rule corresponds to symmetrizing the EqualNeighbor rule with eq. (5) round-wise, hence its name. Proposition 1 ensures asymptotic consensus of the Metropolis rule over the entire class \( \mathcal{G} \) as
it did for the EqualNeighbor rule, and since the EqualNeighbor matrices are stochastic, the Metropolis matrices are doubly stochastic, and the Metropolis rule results in fact in average consensus, with a convergence time in \( O(n^2 \log n/\varepsilon) \) over the class \( \mathcal{G} \).

Unfortunately, no local algorithm is able to implement the Metropolis rule over the class \( \mathcal{G} \): the rule is local only in the weak sense that an agent’s next estimate \( x_i(t) \) depends on information present within distance 2 of agent \( i \) in round \( t \), which is not local enough when the network is subject to change.

Indeed, since agent \( j \) only knows its round \( t \) degree \( d_j(t) \) at the end of round \( t \), it has to wait until round \( t + 1 \) to share this information with its neighbors. Any distributed implementation of this rule would require the communication links to evolve at a slow and regular pace. As an example, we may assume that the links only change at rounds \( t \) for which \( t \equiv r \mod k \) – e.g., at even rounds. Such conditions are all the more limitative in that they additionally require all agents to be loosely synchronized, as they have to agree on \( k \) and on the current round number – at least modulo \( k \).

The situation is even worse when the network is subject to unpredictable changes, as we need to warn all agents, ahead of time, about any upcoming topology change. In effect, this amounts to having a global synchronizing signal precede every change in the communication topology. For a topology changing in round \( t_0 \), this differs little from starting an entirely new execution with \( (x_1(t_0 - 1), \ldots, x_n(t_0 - 1)) \) for new input.

To paraphrase, provided the dynamic communication graph is sufficiently stable, one “can” implement the Metropolis rule over dynamic networks, but the execution is fully distributed only as long as no change occurs.

### 4 Stabilizing weights for consensus

Consider the update rule given by

\[
x_i(t) = x_i(t - 1) + \frac{1}{q_i} \sum_{j \in N_i(t)} (x_j(t - 1) - x_i(t - 1)) ,
\]

which we call the FixedWeight rule for the parameters \( q_1, \ldots, q_n > 0 \). When \( d_i(t) \leq q_i \), it acts as a sort of lazy version of the EqualNeighbor rule, where agent \( i \) gives more importance to its own estimate \( x_i(t - 1) \) than to those of its neighbors. Over the sub-class \( \mathcal{C} \subset \mathcal{G}_n \) of dynamic graphs for which \( d_i(t) \leq q_i \) holds for all agents at all times, the FixedWeight rule with parameters \( q_1, \ldots, q_n \) is shown in [11, Theorem 1.6] to solve consensus with a convergence time in \( T_n^\mathcal{C}(\varepsilon) = O(\sum q_i \cdot n \log n/\varepsilon) \). In particular, using \( q_1 = q_2 = \cdots = q_n = n \) yields a bound in \( O(n^3 \log n/\varepsilon) \), comparable to the EqualNeighbor rule over static networks.

Unfortunately, the ability for the agents to pick good values for the parameters \( q_1, \ldots, q_n \) is limited by what they know, ahead of time, about the structure of the communication graph: parameters that are too small risk breaking the degree condition \( d_i(t) \leq q_i \) and cause the system to diverge, while parameters that are too large make convergence unacceptably slow if the network has a small degree.

Instead of relying on exogenous parameters, incompatible with a distributed approach, we propose making each agent \( i \) learn by itself what value of \( q_i \) work
for the current execution. We obtain the MaxWeight rule by replacing the fixed parameter $q_i$ with $d_i'(t) := \max\{d_i(1), \ldots, d_i(t)\}$, at each step of eq. (7).

As each sequence $d_i'(t)$ stabilizes over its limit $d_i' := \max_t d_i(t)$, the MaxWeight rule eventually behaves like the FixedWeight rule with parameters $d_1', \ldots, d_n'$. However, the MaxWeight rule can be implemented over the class $\mathcal{G}$ with no additional assumption, resulting in the MaxWeight algorithm, given in Algorithm 1.

---

**Algorithm 1** The MaxWeight algorithm, code for agent $i$

| Input: $\mu_i \in \mathbb{R}$ |
|--------------------------------|
| 1 Initially: |
| 2 $x_i \leftarrow \mu_i$ |
| 3 $q_i \leftarrow 2$ |
| 4 In each round do: |
| 5 send $m_i = \langle x_i \rangle$ |
| 6 receive $m_{j1}, \ldots, m_{jd}$ $\triangleright$ $d$ neighbors |
| 7 $q_i \leftarrow \max(q_i, d)$ |
| 8 $x_i \leftarrow x_i + \frac{1}{q_i} \sum_{k=1}^{d} (x_{jk} - x_i)$ |
| 9 output $x_i$ |

---

**Theorem 1** The MaxWeight algorithm solves consensus over the class $\mathcal{G}$ of dynamic graphs that are reflexive, bidirectional, and strongly connected in each round, with a convergence time of $T_n(\varepsilon) = O(n^4 \log n/\varepsilon)$ for a system of $n$ agents.

---

4.1 Technical preliminaries

The proof of Theorem 1 will leverage some of the apparatus developed in [7], which we restate here briefly.

4.1.1 Weighted geometries

We fix a positive stochastic vector $\pi \in \mathbb{R}^n$, and we define the $\pi$-weighted Euclidian geometry with the inner product $\langle - , - \rangle_\pi$ and the norm $\| - \|_\pi$:

$$\langle u, v \rangle_\pi := \sum_i \pi_i u_i v_i \quad , \quad \| v \|_\pi := \sqrt{\langle v, v \rangle_\pi} \quad . \triangleright 8$$

Controlling the dispersion of the estimates in an execution of the MaxWeight algorithm will specifically rely on the variance induced by this geometry:

$$\text{var}_\pi v := \| v - \langle v, 1 \rangle_\pi 1 \|_\pi^2 = \| v \|_\pi^2 - \langle v, 1 \rangle_\pi^2 \quad . \triangleright 9$$

We will need to switch between different geometries throughout an execution. As a consequence, we will use the following lemma to relate variances with one another.

**Lemma 1** Let $\pi$ and $\pi'$ be two positive stochastic vectors of $\mathbb{R}^n$. For any vector $v \in \mathbb{R}^n$,

$$\text{var}_{\pi'} v \leq \max_i \frac{\pi_i'}{\pi_i} \text{var}_\pi v \quad . \triangleright 10$$

---
Proof. For any vector $u$ we have by definition
\[
\|u\|_\pi^2 \leq \max_i \frac{\pi^j_i}{\pi_i} \|u\|_\pi^2 ,
\]
and in particular for the vector $u := v - \langle v, 1 \rangle_\pi 1$. By the definition of the variance, we then have $\text{var}_\pi v = \|u\|_\pi^2$ and $\text{var}_\pi' v = \text{var}_\pi u \leq \|u\|_\pi^2$, since adding a consensus vector does not change the variance, from which our claim follows.

Moreover, we will have to relate the variance of a vector to its diameter, used to define the convergence time. To this effect, we assume the next lemma, which generalizes Lemma 5 to the $\pi$-geometries.

**Lemma 2** Let $\pi \in \mathbb{R}^n$ be a positive stochastic vector. For any vector $v \in \mathbb{R}^n$,
\[
2 \text{var}_\pi v < (\text{diam} v)^2 < 4 \min_i \pi_i \text{var}_\pi v .
\]

### 4.1.2 Reversibility and Perron-Frobenius theory

As a corollary of the celebrated Perron-Frobenius theorem, an irreducible matrix $A$ admits a unique positive stochastic vector $\pi(A)$ satisfying $\pi(A) = A^T \pi(A)$, usually called the Perron vector of the matrix $A$. We will say that a matrix is reversible if it is self-adjoint with respect to any $\pi$-weighted inner product, and in the case of an irreducible matrix the vector in question is necessarily its Perron vector.

By definition, a reversible matrix $A$ is subject to the spectral theorem, and so is diagonalizable with real eigenvalues. In the case of a stochastic matrix, $1$ is an eigenvector belonging to the eigenvalue $1$, and the Rayleigh-Ritz variational characterization of the eigenvalues of the matrix $A$ gives us the following lemma.

**Lemma 3** For an irreducible stochastic matrix $A$ that is reversible and has positive diagonal entries,
\[
\forall v: \text{var}_{\pi(A)} A v \leq (1 - \gamma_A)^2 \text{var}_{\pi(A)} v .
\]

We will control the contraction of the estimates using Lemma 3 with the following spectral bound, originally given in [7, Corollary 7], which generalizes a previous bound from [24, Lemma 9].

**Lemma 4** For an irreducible stochastic matrix $A \in \mathbb{R}^{n \times n}$ that is reversible and has positive diagonal entries,
\[
\gamma_A \geq \frac{\alpha(A)}{n-1} ,
\]
where $\alpha(A) := \min \{ \pi_i(A)A_{ij} \mid i, j \in [n] \} \setminus \{0\}$.

### 4.1.3 Proof of the theorem

**Proof.** We fix a dynamic graph $G \in \mathcal{G}_n$, and we let
\[
d_i'(t) := \max \{ d_i(\tau) \mid 0 \leq \tau \leq t \} , \quad d_i' := \max_{0 \leq t} \{ d_i(t) \mid t \in \mathbb{N} \} ,
\]
\[D'(t) := \sum_{i=1}^n d_i'(t) , \quad D' := \sum_{i=1}^n d_i' ,
\]
\[T_i := \{ t \in \mathbb{N} \mid \exists i \in [n] : d_i'(t) \neq d_i'(t-1) \} ,
\]
\[\forall \]
We can verify that the matrix $A$ as asymptotic consensus, as this round-wise yields $t$ round
$\gamma$ irreducible, with its Perron vector $\pi$. Its associated graph is $G$ denote the earliest round at which the estimates agree with a relative error of $\varepsilon$, along with the fact that it achieves asymptotic consensus, imply that the set is an unbounded interval of the integers, and we let $x \in [1, \ldots, t_{s}]$. This shows that the MaxWeight rule, and thereby its implementing algorithm, solve the consensus problem over the class $\mathcal{G}$.

It remains to control the convergence time. If we could bound the round $t_{s}$–say, by $t_{s} \leq f(n)$ for some function $f$–then we could simply reuse the result from [11] about the FixedWeight update and deduce $T_n(\varepsilon) = O(f(n) + n^3 \log n/\varepsilon)$. However, there clearly are some dynamic graphs in the class $\mathcal{G}_n$ for which $t_{s}$ is arbitrary large, and we need to control the contraction of the estimates over the time window $t \in [1, \ldots, t_{s}]$.

Let us then fix a disagreement threshold $\varepsilon > 0$, and consider the set of $\varepsilon$-converged rounds: $T_{\varepsilon} := \{ t \in \mathbb{N} \mid |d(t)| \leq \varepsilon \cdot \text{diam } \mu \}$. The convexity of the sequence $x^{N}$, along with the fact that it achieves asymptotic consensus, imply that this set is an unbounded interval of the integers, and we let $t_{\varepsilon} := \inf T_{\varepsilon}$ denote the earliest round at which the estimates agree with a relative error of $\varepsilon$.

Let us denote by $A(t)$ the round $t$ MaxWeight update matrix:

$[A(t)]_{ij} = \begin{cases} \frac{1}{d_i(t)} & i \neq j \in N_i(t) \\ 1 - \frac{d_i(t)-1}{d_i(t)} & j = i \\ 0 & j \notin N_i(t) \end{cases}$

Its associated graph is $G_{A(t)} = G(t)$, and by Assumption 1, this matrix is irreducible, with its Perron vector $\pi(t) := \pi(A(t))$ given by

$\pi(t) = (d_1(t)/D(t), \ldots, d_n(t)/D(t))^T$.

We can verify that the matrix $A(t)$ is self-adjoint for the inner product $\langle \cdot, \cdot \rangle_{\pi(t)}$. As $A(t) \geq 1/d_i(t)$ for all positive entries of the matrix $A(t)$, Lemma 3 gives us $\gamma := \inf_{t \in \mathbb{N}, t \geq \alpha} \gamma_A(t) \geq 1/(n-1)D'$.

Let us then define the potential $L(t) := \text{var}_{\pi(t)} x(t)$ for positive $t$. For a round $t \neq 1$ outside of $T_{\varepsilon}$, the matrices $A(t)$ and $A(t-1)$ share their Perron vector, and with Lemma 6 we have

$L(t) \leq (1 - \gamma)^2 L(t-1)$.

Equation (18) provides some control over the dispersion of the estimates: for any temporal interval $[t, t']$ which does not intersect $T_{\varepsilon}$, applying eq. (18) round-wise yields $L(t') \leq (1 - \gamma)^2 (t' - t) L(t)$ – we find again that the rule achieves asymptotic consensus, as this $L(t) \to 0$. However, eq. (18) alone cannot control
the potential $\mathcal{L}(t)$ across the entire execution. We use Lemma 1 to piece the variations of the potential over $T_\ell$:

$$\forall t \geq 2 : \mathcal{L}(t) \leq \max_i \frac{\pi_i(t)}{\pi_i(t-1)} (1-\gamma)^2 \mathcal{L}(t-1) .$$ \hfill (19)

The rounds for which $\pi(t) \neq \pi(t-1)$ are exactly those of $T_\ell$, so eq. (19) is equivalent to eq. (18) when $t /\in T_\ell$. Applying eq. (19) over $T_\ell$ will induce a delay factor $\beta_\ell := \prod_{t \in T_\ell} \max_i \frac{\pi_i(t)}{\pi_i(t-1)}$. Given $t \in T_\ell$ we have

$$\max_i \frac{\pi_i(t)}{\pi_i(t-1)} \leq \frac{d'(t-1)}{d'(t)} \prod_i \frac{d'_i(t)}{d'_i(t-1)} ,$$

and with $d'_i(0) = 2$:

$$\beta_\ell \leq \frac{2n}{d'} \prod_i \frac{d'_i}{2} .$$ \hfill (20)

Finally, Lemmas 2 and 3 give us $\mathcal{L}(1) \leq \frac{1}{2} ((1-\gamma)\text{diam } \mu)^2$. Together with eq. (19), we have for any $t \geq 2$:

$$\mathcal{L}(t) \leq \frac{1}{2} \prod_{\tau \leq t} \max_i \frac{\pi_i(\tau)}{\pi_i(\tau-1)} (1-\gamma)^t \text{diam } \mu)^2$$

$$\leq \frac{\beta_\ell}{2} ((1-\gamma)^t \text{diam } \mu)^2$$

and c using Lemma 5,

$$\text{diam } x(t) \leq \sqrt{\frac{2\beta_\ell}{\min_i \pi_i(t)} (1-\gamma)^t \cdot \text{diam } \mu}$$

with eq. (20) and the fact that $\pi_i(t) \geq 2/d'$,

$$\leq \sqrt{n \prod_i \frac{d'_i}{2} (1-\gamma)^t \text{diam } \mu} .$$

We now let $\beta := n \prod_i \frac{d'_i}{2}$. By definition of $t_\epsilon$, we have

$$\sqrt{\beta} (1-\gamma)^{t_\epsilon} \leq \epsilon ;$$

equivalently,

$$t_\epsilon \geq \frac{\log(1-\gamma)}{\log(\epsilon/\sqrt{\beta})} ,$$

and since $\log(1-x) \leq -x$ when $x \in (0,1)$,

$$t_\epsilon \leq \gamma^{-1} \log(\sqrt{\beta/\epsilon}) .$$ \hfill (21)
Inserting in this expression our bound over $\gamma$,

$$t_\varepsilon \leq \frac{(n - 1)D'}{2} \left( \sum_i \log d_i' + \log n - 2 \log \varepsilon - n \log 2 \right) ,$$

and with $d_i' \leq n$ we have both $D' \leq n^2$ and $\sum_i \log d_i' \leq n \log n$, which yields indeed $T_n(\varepsilon) = O(n^4 \log n/\varepsilon)$. ▶

5 The MaxMetropolis algorithm

Girded with our stabilizing strategy, we now return to the problem of average consensus. Recall that we obtained the Metropolis rule by applying the Metropolis-Hastings symmetrization to the EqualNeighbor update matrices. Any consensus update rule can be given the same treatment; in particular, the symmetrized version of the FixedWeight rule – where round $t$ neighbors $i$ and $j$ apply the weight $a_{ij}(t) = \frac{1}{\max(q_i, q_j)}$ – achieves asymptotic average consensus whenever the FixedWeight rule achieves asymptotic consensus.

This symmetrized FixedWeight rule is subject to the same limitations as the FixedWeight rule, which we now set out to circumvent as we did in the previous section. However, in doing so we must also avoid the trappings of the Metropolis rule, where issues of information locality prevent the distributed implementation. In particular, we observe that the symmetrized MaxWeight rule is no easier to implement than the Metropolis rule itself: for $i$ and $j$ neighbors in round $t$, the weight $a_{ij}(t)$ depends on $d_j(t) = \max\{d_j(1), \ldots, d_j(t)\}$; in particular, it depends on $d_j(t)$ like the Metropolis weight, which was the source of the problem with the Metropolis rule.

Our solution is to define the update rule in terms of an agent’s largest degree up to the previous round, resulting in the MaxMetropolis update

$$x_i(t) = x_i(t - 1) + \sum_{j \in N_i(t)} \frac{x_j(t - 1) - x_i(t - 1)}{\max(d_i'(t - 1), d_j'(t - 1))} ,$$

whose implementation by a local algorithm is given in Algorithm 2.

We can make a few immediate observations. First, the MaxMetropolis rule defines symmetric update weights, and so the initial average is the only admissible consensus value. Moreover, the weights are clearly stabilizing, and once they stop changing the MaxMetropolis rule behaves like the symmetrized FixedWeight rule with parameters $d_1', \ldots, d_n'$. From there, Proposition 1 shows that Algorithm 2 is an average consensus algorithm for the class $\mathcal{G}$.

However, the right-hand side of eq. (23) no longer necessarily defines a convex combination, as the self-weight $a_{ii}(t)$ may be negative when $d_i'(t) < d_i(t)$. In the worst case, the next estimate $x_i(t)$ may leave the convex hull of the set \{ $x_1(t - 1), \ldots, x_n(t - 1)$ \}, which delays the eventual convergence. We show in Theorem 2, that this is only by at most a linear factor, when compared to a bound of $O(n^3 \log n/\varepsilon)$ available for the symmetrized FixedWeight rule with parameters $d_1', \ldots, d_n'$.

We note that the broken convexity does not fully explain the discrepancy of the convergence times between the Metropolis and MaxMetropolis rules, the former admitting a bound in $O(n^2 \log n/\varepsilon)$. To explain the rest of the gap, observe that the Metropolis and MaxMetropolis rules take opposite approaches
towards selecting weights. The Metropolis update uses the exact degree of each agent, and is thus perfectly tailored to the graph in each round; on the other hand, the MaxMetropolis update only uses an upper bound over the degree, a pessimistic approach that induces a slower convergence.

Algorithm 2 The MaxMetropolis algorithm, code for agent $i$

```
Input: $\mu_i \in \mathbb{R}$
1 Initially:
2 $x_i \leftarrow \mu_i$
3 $q_i \leftarrow 2$
4 In each round do:
5   send $m_i = (x_i, q_i)$
6   receive $m_{j_1}, \ldots, m_{j_d}$
7   $x_i \leftarrow x_i + \sum_{k=1}^{d} \frac{x_{j_k} - x_i}{\max(q_i, q_{j_k})}$
8   $q_i \leftarrow \max(q_i, d)$
9   output $x_i$
```

Theorem 2 The MaxMetropolis algorithm solves average consensus over the class $G$ of dynamic graphs that are reflexive, bidirectional, and strongly connected in each round, with a convergence time of $T_n(\epsilon) = O\left(\frac{n^4 \log n}{\epsilon} \right)$ for a system of $n$ agents.

In contrast with Theorem 1, the proof of Theorem 2 will only involve the usual geometry over the space $\mathbb{R}^n$. As a consequence, we briefly restate Lemmas 5 to 7, specialized for the usual Euclidian norm $\|\cdot\|$.

Lemma 5 For a non-null vector $v$ for which $v = 0$, we have

$$\sqrt{\frac{2}{n}} \|v\| < \text{diam } v < 2\|v\|.$$  \(\triangleright\) 24

Lemma 6 For an irreducible stochastic matrix $A$ that is symmetric and has positive diagonal entries, and any vector $v$ for which $v = 0$, we have

$$\|Av\| \leq (1 - \gamma_A)\|v\|.$$ \(\triangleright\) 25

Lemma 7 For an irreducible stochastic matrix $A \in \mathbb{R}^{n \times n}$ that is symmetric and has positive diagonal entries

$$\gamma_A \geq \frac{A^-}{n(n-1)},$$ \(\triangleright\) 26

where $A^- := \min\{A_{ij} \mid i, j \in [n]\} \setminus \{0\}$.

Proof of Theorem 2. We fix a dynamic graph $G \in G$ of order $n$, and define $d'_i(t)$, $d'_i$, $T_i$, and $t_s$ as in eq. (15), and recall from the proof of Theorem 1 that $|T_i| \leq \sum d'_i$.

Let us then fix an execution of Algorithm 2 over the dynamic communication graph $G$, using input values $\mu_1, \ldots, \mu_n \in \mathbb{R}$. Without losing generality, we can assume $\overline{v} = 0$, since a uniform translation of the input does not alter the relative positions of the estimates.
An immediate induction reveals that the estimate vector satisfies the recurrence equation \( \mathbf{x}(t) = \mathbf{A}(t)\mathbf{x}(t-1) \), where the matrix \( \mathbf{A}(t) \) is the round \( t \) MaxMetropolis matrix for the dynamic graph \( \mathcal{G} \):

\[
[\mathbf{A}(t)]_{ij} = \begin{cases} 
\frac{1}{\max(d'_i(t-1),d'_j(t-1))} & i \neq j \in \mathcal{N}_i(t) \\
1 - \sum_{k=1}^{n} \frac{1}{\max(d'_i(t-1),d'_j(t-1))} & j = i \\
0 & j \notin \mathcal{N}_i(t) 
\end{cases}
\]  \ (> 27)

As such, it is a symmetric matrix for which \( \mathbf{A}(t)\mathbf{1} = \mathbf{1} \), and in particular the average \( \bar{\mathbf{x}}(t) \) is an invariant of the execution. Asymptotic consensus, if it happens, is necessarily over the average \( \bar{\mathbf{v}} = 0 \).

The matrix \( \mathbf{A}(t) \) results from a Metropolis-Hastings symmetrization, which implies \( A_{ij}(t) \geq 1 - \frac{d_i(t-1)}{d_j(t-1)} \), and in particular for \( t \notin \mathcal{T}_\varepsilon \) we have \( A_{ii}(t) \geq 1/n \). As the set \( \mathcal{T}_\varepsilon \) is finite, we let \( t_* := \max \mathcal{T}_\varepsilon \), and the above holds in particular for all subsequent rounds \( t > t_* \).

Let us then define another sequence \( \mathbf{z}^n \), together with a dynamic graph \( \mathcal{G}' \), by \( \mathbf{z}(k) := \mathbf{x}(k + t_* + 1) \) and \( \mathcal{G}'(k) := \mathcal{G}(k + t_* + 1) \), for each \( k \in \mathbb{N} \). The sequence \( \mathbf{z}^n \) satisfies the assumptions of Proposition 1 for the dynamic graph \( \mathcal{G}' \in \Phi \) and uniform convexity parameter \( \alpha = 1/n \), and so it achieves asymptotic consensus and the sequence of estimates \( \mathbf{z}^n \) does as well. Since the consensus value is necessarily the average \( \bar{\mathbf{v}} \), we see that Algorithm 2 is an average consensus algorithm for the class \( \Phi \).

To bound the convergence time, let us first remark that the diagonal entry \( A_{ii}(t) \) may be negative when \( d'_i(t) \neq d'_i(t-1) \), which can cause the estimate \( x_i(t) \) can then leave the convex hull of the set \( \{ x_j(t-1) \mid j \in \mathcal{N}_i(t) \} \). In fact, they can leave the convex hull of the set \( \{ x_j(t-1) \mid j \in [n] \} \), which moves the system away from consensus and delays the eventual convergence.

To bound the total delay accrued in this manner, we fix a disagreement threshold \( \varepsilon > 0 \), and define the set \( \mathcal{T}_\varepsilon := \{ t \in \mathbb{N} \mid \| \mathbf{x}(t) \| < \varepsilon \cdot \| \mathbf{d} \| \} \). Since the system achieve asymptotic consensus, this set contains an unbounded interval, and we let \( t_* := \inf \{ t \in \mathcal{T}_\varepsilon \mid \forall \tau \geq t : \tau \in \mathcal{T}_\varepsilon \} \). Remark that since the estimates can leave their convex hull, it is possible for \( t_* \) to be greater than \( \inf \mathcal{T}_\varepsilon \).

We then follow the variations of the quantity \( N(t) := \| \mathbf{x}(t) \| \) from one round to the next, distinguishing on whether \( t \in \mathcal{T}_\varepsilon \) or not. When \( t \notin \mathcal{T}_\varepsilon \), the update matrix \( \mathbf{A}(t) \) has positive diagonal entries, and by Lemma 7 we have \( \gamma := \inf_{t \notin \mathcal{T}_\varepsilon} \gamma_{\mathbf{A}(t)} \geq 1/n^3 \). Using Lemma 6, we have

\[
\forall t \notin \mathcal{T}_\varepsilon: N(t) \leq (1 - \gamma)N(t-1) .
\]  \ (> 28)

For rounds \( t \in \mathcal{T}_\varepsilon \), on the other hand, the update matrix \( \mathbf{A}(t) \) may have negative entries, and we cannot use Lemma 6 to control \( N(t) \). However, since the matrix \( \mathbf{A}(t) \) is symmetric, it is diagonalizable, and for any vector \( \mathbf{v} \), we have \( \| \mathbf{A}(t)\mathbf{v} \| \leq \rho_{\mathbf{A}(t)}\| \mathbf{v} \| \), which gives us

\[
\forall t \in \mathcal{T}_\varepsilon: N(t) \leq \rho_{\mathbf{A}(t)}N(t-1) .
\]  \ (> 29)

We note that eq. (29) holds in fact for all \( t \in \mathbb{N} \), but is strictly worse than eq. (28) outside of \( \mathcal{T}_\varepsilon \).
To bound the spectral radius \( \rho(A(t)) \), we define \( \nu_{i,t} := 1 - \min(0, A_{ii}(t)) \) and \( \nu_t := \max_i \nu_{i,t} \). For any eigenvalue \( \lambda \) of the matrix \( A(t) \), the quantity \((1 + \frac{\lambda - 1}{\nu_t})\) is an eigenvalue of the stochastic matrix \( \frac{1}{\nu_t}(A(t) + (\nu_t - 1)I) \), and so is less than 1 in absolute value. We have \( 1 - 2\nu_t \leq \lambda \leq 1 \), and so \(|\lambda| \leq 2\nu_t - 1 \leq \nu_t^2 \), the latter since \( x^2 - 2x + 1 \geq 0 \) always holds. This holds for all eigenvalues of the matrix \( A(t) \), and so we have

\[
\forall t \in \mathcal{T}_\ell: N(t) \leq \nu_t^2 N(t-1).
\]

The delay accrued during \( \mathcal{T}_\ell \) will then depend on some factor \( \beta_\ell := \prod_{\ell \in \mathcal{T}_\ell} \nu_t^2 \). To bound \( \nu_t \) for \( t \in \mathcal{T}_\ell \), we observe that \( \sum_{j \neq i} A_{ij}(t) \leq \frac{d_i(t)}{d_i(t-1)} \leq \frac{d_i(t)}{d_i(t-\gamma A_{(t)})} \) for any \( i \in [n] \), which yields \( \nu_{i,t} \leq \frac{d_i(t)}{d_i(t-\gamma A_{(t)})} \) since \( d_i(t) \) is weakly increasing. Given that \( \nu_{i,t} \geq 1 \), we have \( \beta_\ell \leq \prod_{t \in \mathcal{T}_\ell} \nu_t^2 \), and since \( d_i(t) = d_i(t-1) \) when \( t \not\in \mathcal{T}_\ell \), we finally have \( \beta_\ell \leq \left( \prod_i \frac{d_i(t)}{d_i(t-\gamma A_{(t)})} \right)^2 \).

Taking eqs. (28) and (30) together, we have

\[
N(t) \leq \prod_{t \in \mathcal{T}_\ell} \nu_t^2 \prod_{\tau \in \mathcal{T}_\ell, \tau \in \mathcal{T}_\ell} (1 - \gamma A_{(\tau)}) \cdot N(0)
\]

\[
\leq \beta_\ell (1 - \gamma)^{t-|\mathcal{T}_\ell|} \cdot N(0).
\]

Using Lemma 5, this gives us \( \text{diam}(x(t)) \leq 2 \sqrt{n\beta_\ell (1 - \gamma)^{t-|\mathcal{T}_\ell|}} \text{diam}(\mu) \). By definition of \( t_\varepsilon \), we have \( 2 \sqrt{n\beta_\ell (1 - \gamma)^{t-|\mathcal{T}_\ell|}} \leq \varepsilon \), from which we deduce that \( t_\varepsilon \leq \gamma^{-1} \log(2\sqrt{n\beta_\ell / \varepsilon}) + |\mathcal{T}_\ell| \). Using our upper bounds for \(|\mathcal{T}_\ell| \), \( \gamma \), and \( \beta_\ell \),

\[
t_\varepsilon \leq n \left( 2 \sum_i \log d_i^t - \log \varepsilon - (2n - 1) \log 2 \right) + \sum_i d_i^t - 2n,
\]

and with \( d_i^t \leq n \) the convergence time of the MaxMetropolis algorithm over the class \( \mathcal{G} \) is in \( T_n(\varepsilon) = O(n^2 \log n / \varepsilon) \).

\[\square\]

### 6 Discussion

In the preceding sections, we discussed a couple of well-studied update rules traditionally directed at the problems of consensus and average consensus in multi-agent networks with bidirectional interactions. We argued that deploying these rules algorithmically is difficult over dynamic networks, where the communication links change often and in an unstructured manner. The EqualNeighbor rule can take an exponentially long time before reaching consensus with a dynamic topology, whereas the Metropolis rule cannot even be implemented unless the fluctuations in the network are tightly choreographed, and not too frequent.

We introduced a parsimonious approach to cope with dynamic topologies, which requires no global control, no symmetry breaking devices, and no global information about the network, only making each agent keep track of its largest degree over time. Defining the update rule in terms of the history of the network beyond its current configuration acts as a sort of low-pass filter, which dampens the effects of the fluctuations from pathological down to manageable.

Remarkably, adding a little memory helps a lot. Out of all possible history-based strategies, we pick a rather crude one: each agent keeps track of a
single parameter – its historically largest degree, taking up to $\lceil \log n \rceil$ bits of memory – which it adjusts only upwards in the pursuit of correctness and never downwards in that of optimization. Even so, it suffices to correct most of the deficiencies of the EqualNeighbor and Metropolis rules, at a moderate cost in the convergence time: compare the $O(n^3 \log n/\varepsilon)$ bound for EqualNeighbor over static networks and $O(n^2 \log n/\varepsilon)$ theoretical bound for Metropolis over dynamic networks with the $O(n^4 \log n/\varepsilon)$ bounds for both the MaxWeight and MaxMetropolis algorithms.

We find bounds of the same order of magnitude for both algorithms, but, interestingly, for opposite reasons. In an execution of the MaxWeight algorithm, the estimates keep moving towards a target value, but their convergence is set back when the target itself moves. In contrast, the MaxMetropolis algorithm rigidly targets the average $\mu$, and keeping the target constant sometimes requires individual estimates to move away from consensus, undoing earlier progress.
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