Provably Training Overparameterized Neural Network Classifiers with Non-convex Constraints
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Abstract: Training a classifier under non-convex constraints has gotten increasing attention in the machine learning community thanks to its wide range of applications such as algorithmic fairness and class-imbalanced classification. However, several recent works addressing non-convex constraints have only focused on simple models such as logistic regression or support vector machines. Neural networks, one of the most popular models for classification nowadays, are precluded and lack theoretical guarantees. In this work, we show that overparameterized neural networks could achieve a near-optimal and near-feasible solution of non-convex constrained optimization problems via the project stochastic gradient descent. Our key ingredient is the no-regret analysis of online learning for neural networks in the overparameterization regime, which may be of independent interest in online learning applications.
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1. Introduction

In many real-world machine learning problems, practitioners are not only interested in the performance of their models but also need to meet societal and
legal goals, while taking advantage of side information, prior knowledge, and unlabeled data. For example, in the classification task, fairness metrics with respect to certain sensitive characteristics, such as gender or ethnicity [23], are measured to correct biased training data and improve the accuracy [13]; F-measure, G-mean, and H-mean [28, 50, 45] are used with class-imbalanced data to prevent trivial solutions; the classifier churn [56] is computed to improve prediction stability. All metrics mentioned above involve non-convex functions of the prediction output, and one could cast the learning task of training a classification model satisfying the above metrics as a constrained optimization problem. Several challenges arise due to non-convex and data-dependent constraints that were partially addressed in the context of linear models [56, 31, 47, 59]. Neural networks, which are widely used for classification and enjoy tremendous empirical success in practice, are not covered by the theoretical guarantees developed in these papers.

In this paper, we consider the problem of training a neural network classifier under non-convex constraints through the lens of the neural tangent kernel. Since neural network models are non-convex, we face the problem of non-convexity arising from both the constraints and the model. To establish the convergence rate in this challenging setting, we follow the minimax optimization strategy studied in [59]. Specifically, we formulate the optimization problem with non-differentiable and non-convex constraints as an unconstrained minimax optimization problem using the Lagrangian and then iteratively update model parameters, Lagrange multipliers, and auxiliary variables with convex surrogate functions for non-convex constraints. Although the optimization framework in [59] is rather general, it cannot be directly applied to our problem due to the non-convexity of neural networks.

Our contribution is threefold. First, we prove the first convergence result for overparameterized neural network classifiers with non-convex constraints. In particular, our result states that a neural network classifier can achieve a near-optimal and near-feasible solution as long as the width of the neural network is large enough. Second, a no-regret guarantee is provided for online learning problems with neural networks in the overparameterization regime. The no-regret analysis may be of independent interest for online learning with neural network models and related applications. Our no-regret analysis follows by extending the conventional no-regret analysis to the online mirror descent with stochastic biased gradients. Such biased gradient analysis is studied in machine learning applications, including model-agnostic meta-learning and federated learning [30, 68, 19]. Finally, unlike the prior work [59], our approach does not require any best response function or oracle for optimization. We emphasize that an oracle that provides a near-optimal solution for non-convex problems may not exist in practice, and the projected stochastic gradient descent is a scalable and practical algorithm for large-scale datasets and optimization problems with neural networks. As a result, our approach leads to a simple and computationally efficient procedure.
1.1. Related Work

Our work is related to the literature on non-convex constrained optimization, algorithmic fairness, and neural tangent kernels. We summarize the literature most related to the current work and do not attempt to provide an extensive survey.

**Non-convex constrained optimization.** Non-convex minimization problems with non-convex constraints have been recently studied due to their popularity in the machine learning community [16, 14]. [57, 58] developed stochastic algorithms based on sequential quadratic programming that incorporate a stochastic line search and converge globally to a first-order stationary point of the optimization program. [18] and [1] used a Lagrangian-based approach with access to an optimization oracle and found a distribution over solutions rather than a pure equilibrium. [27] interpreted the resulting Lagrangian as a non-zero-sum two-player game. Their theoretical result guarantees the feasibility regarding the original constraints rather than the proxy constraints. Another approach to address non-convex constraints is to study weak notions of convexity [29]. In particular, [55] studied constrained optimization in which both the objective and the constraints are weakly convex. They solved a sequence of strongly convex subproblems and established the computational complexity to find a nearly stationary point.

**Algorithmic fairness.** Algorithmic fairness is an important application of our non-convex constrained optimization framework. Many papers have studied different approaches to fulfill algorithmic fairness in machine learning [40, 46, 12, 17]. In particular, [69] included the correlation between the decision boundary and sensitive attributes as a constraint on the learned classifier. [31] and [63] designed constrained optimization problems that enforce the learned classifiers to have similar errors on the positive class independently of subgroups.

**Neural tangent kernel.** There is a considerable body of literature that analyzes deep supervised learning with overparameterized neural networks [71, 61, 53, 33], [5] and [8] studied two-layer neural networks in the overparametrization regime, where neural networks can be approximated by linear models with the neural tangent kernel [43, 51, 3]. This phenomenon of local linearization provides a powerful tool to circumvent the obstacle of the non-convexity of neural networks and establish convergence properties. [22] and [6] showed that neural networks approximate a subset of the reproducing kernel Hilbert space induced by some kernels. See [36] for a recent review. Compared to previous work, we extend the approximation results of neural networks to the setting of online learning. Based on our new technique, we show that neural networks can be trained under non-convex constraints and the corresponding convergence rate.

1.2. Notations

We use bold capital letters (\( \mathbf{A}, \mathbf{B}, \ldots \)) to denote matrices, bold lowercase letters (\( \mathbf{a}, \mathbf{b}, \ldots \)) to denote column vectors, and lowercase or uppercase letters
(a, b, \ldots A, B, \ldots) for constants. With slight abuse of notation, we use bold lowercase (f, g, \ldots) and lowercase (f, g, h, \ldots) letters for a mapping or random element whose codomain is $\mathbb{R}^n$ and $\mathbb{R}$, respectively, with an exception $\mathcal{L}$ which is used for Lagrangian function. We write $a = (a_1, \ldots, a_m)^T$.

For a continuous function $f : \text{dom} f \subset \mathbb{R}^n \to \mathbb{R}$, where $\text{dom} f$ is the domain of $f$,
\[
\nabla f(x) \text{ denotes the gradient of } f \text{ evaluated at } x \in \text{dom } f.
\]

Given a vector $x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n$, $\nabla x_i f(x)$ denotes the partial derivative of $f$ corresponding to the variable $x_i$. We use $\|\cdot\|_2$ and $\|\cdot\|_\infty$ to denote the $\ell_2$-norm and the infinity norm, respectively. For a general norm $\|\cdot\|$, we use $\|\cdot\|_*$ to denote its dual norm.

Given a set $E = \{e_1, \ldots, e_k\}$ and a probability vector $p \in \mathbb{R}^k$ such that $\sum_{i=1}^k p_i = 1$, $\text{categorical}(E, p)$ is the categorical distribution on $\{1, \ldots, k\}$ such that $P(e_i) = p_i$, and $\text{Uniform}(E)$ is the discrete uniform distribution on $E$ with size $k$ such that $\text{Uniform}(E) = \text{categorical}(E, (1/k, \ldots, 1/k))$. We use $[n]$ to denote the set $\{1, 2, \ldots, n\}$.

For a subset $S \subset \mathbb{R}^n$, the operator $\Pi_S$ denotes the projection to $S$ with respect to the Euclidean norm $\|\cdot\|_2$.

Given two sequences $a_k, b_k$, we write $a_k = O(b_k)$ if there exists a positive real number $c$ such that $a_k \leq cb_k$ for all large enough $k$.

1.3. Organization

The rest of the paper is organized as follows. Section 2 sets up our problem and a minimax optimization framework as well as the details of the optimization procedure to solve our problem. Section 3 discusses our main convergence results in this paper, and Section 4 presents numerical experiments on real-world datasets. Conclusion and the future work is provided in Section 5.

2. Problem Setup

We start by introducing a general formulation of a non-convex constrained optimization problem. Subsequently, we present few concrete examples that can be studied in the general framework. Finally, we discuss the neural network predictor as well as a minimax optimization framework to solve the non-convex constrained optimization problem.

2.1. Optimization Formulation

Let $x$ denote a feature vector in an instance space $\mathcal{X} \subset \mathbb{R}^d$ and let $z$ denote a label in a label space $\mathcal{Z} = \{-1, 1\}$. The goal is to train a model $y(\theta; x)$ by finding a parameter $\theta$ in a parameter space $\Theta$ that minimizes the following constrained optimization problem:

\[
\begin{align*}
& \min_{\theta \in \Theta} \mathbb{E}_{(x,z) \sim \mathcal{D}_0}[h_0(y(\theta; x), z)] \\
& \text{s.t. } g_j (\mathbb{E}_{(x,z) \sim \mathcal{D}_1}[h_1(y(\theta; x), z)], \ldots, \mathbb{E}_{(x,z) \sim \mathcal{D}_K}[h_K(y(\theta; x), z)]) \leq 0, \ j \in [J],
\end{align*}
\] (1)
where \( \{D_k\}_{k=0}^{K} \) are some distributions on \( \mathcal{X} \times \mathcal{Z} \), \( d \) is the dimension of the instance space, \( h_0 \) is a convex loss function that evaluates the distance between the model \( y(\theta; \mathbf{x}) \) and the label \( z \) (for example, hinge loss). The formulation in (1) is inspired by a wide range of applications including algorithmic fairness [40, 31], class-imbalance classification [45, 49], KL-divergence based metrics used in quantification tasks [39, 35]. We will discuss concrete examples of the optimization problem (1) in detail in the next section.

There are three major difficulties in solving the optimization problem in (1): (i) non-convexity of \( h_k \), (ii) data-dependent constraints which may be computationally challenging to check, (iii) properly sampling distributions \( D_k \). The third problem is beyond the scope of this paper and we present only computational issues related to formulation (1). We tackle the first two challenges by converting (1) into a minimax optimization, and, in the corresponding Lagrangian, we replace \( h_0 \) by its convex upper bound, which will be discussed in detail at the end of this section. A similar idea is used when solving different optimization problems, such as the generalized eigenvalue problem [21] and the canonical correlation analysis [20] that also involve data-dependent constraints. However, our ultimate interest is in neural networks, which require different tools from those in the existing literature.

### 2.2. Concrete Examples

We present practical examples that motivate our optimization problem in (1). Note that our theory is capable but not limited to solving those examples in this section, as our non-convex constrained optimization is general enough for many other real-world applications.

**Classical Classification.** The first example is the classification task aiming to minimize the following accuracy (0-1 loss) without any constraints

\[
\min_{\theta} \mathbb{E}_{(x, z) \sim D_p} I \{ z = \text{sign}(y(\theta; x)) \},
\]

where \( D_p \) is defined as the population distribution of a data set, \( I \) is the indicator function, and \( \text{sign} \) is the sign function. Since minimizing the 0-1 loss problem is an NP-hard problem [37], the conventional solution is to replace the 0-1 loss by a hinge loss, which is a convex upper bound for the 0-1 loss [41]. The same idea can be applied to constraint functions \( h_k \) when considering the optimization problem in (1) in its Lagrangian form.

**Algorithmic Fairness.** In many classification problems, such as the approval of a loan or admission to a college, the outcome \( z = 1 \) is often treated as the advantaged outcome. Let \( \mathcal{A} \subset \mathcal{X} \) be a protected subgroup, and let \( D_A \) and \( D_{A^c} \) denote the conditional distributions of \( (x, z) \) given \( x \in \mathcal{A}, z = 1 \) and \( x \in \mathcal{A}^c, z = 1 \), respectively. With this notation, the probabilities that protected and unprotected subgroups get advantaged outcome are

\[
\mathbb{E}_{(x, z) \sim D_A} I \{ z = \text{sign}(y(\theta; x)) \}, \quad \mathbb{E}_{(x, z) \sim D_{A^c}} I \{ z = \text{sign}(y(\theta; x)) \}.
\]
In the literature on algorithmic fairness, the predictor \( y(\theta; x) \) is said to satisfy equal opportunity \([40]\) if

\[
E_{(x,z) \sim D_A} \mathbb{I}\{z = \text{sign}(y(\theta; x))\} = E_{(x,z) \sim D_A} \mathbb{I}\{z = \text{sign}(y(\theta; x))\},
\]

which means that the recall on different subgroups should be aligned and the probability that the protected and unprotected subgroups get advantaged outcome should be equal. Note that removing sensitive features usually cannot result in equal opportunity, as there may exist other features that are highly correlated with the sensitive features.

Training a classifier that satisfies the fairness requirement stated in (2) can be cast as

\[
\min_{\theta \in \Theta} E_{(x,z) \sim D_p} \mathbb{I}\{z = \text{sign}(y(\theta; x))\},
\]

\[
\text{s.t. } E_{(x,z) \sim D_A} \mathbb{I}\{z = \text{sign}(y(\theta; x))\} = E_{(x,z) \sim D_A} \mathbb{I}\{z = \text{sign}(y(\theta; x))\},
\]

which can be rewritten as

\[
\min_{\theta \in \Theta} E_{(x,z) \sim D_p} \mathbb{I}\{z = \text{sign}(y(\theta; x))\},
\]

\[
\text{s.t. } E_{(x,z) \sim D_A} \mathbb{I}\{z = \text{sign}(y(\theta; x))\} + E_{(x,z) \sim D_A^c} [- \mathbb{I}\{z = \text{sign}(y(\theta; x))\}] \leq 0,
\]

\[
E_{(x,z) \sim D_A} [- \mathbb{I}\{z = \text{sign}(y(\theta; x))\}] + E_{(x,z) \sim D_A^c} \mathbb{I}\{z = \text{sign}(y(\theta; x))\} \leq 0.
\]

Therefore, training a classifier that meets the fairness requirement by minimizing (3) is covered by the formulation in (1).

**Imbalance data.** When the data have class imbalance (for example, when \( P(z = 1) \) is small), finding a classifier that optimizes only the classification accuracy can lead to a trivial model \( y(\theta; x) \) that outputs only the majority class, for example, \( y(\theta; x) = -1 \) for all \( x \). Several evaluation metrics that involve precision and recall, such as the F-score, \( 2/(\text{recall}^{-1} + \text{precision}^{-1}) \), are remedies for naive accuracy in the class-imbalanced classification task. Furthermore, let \( \text{TPR} = E_{(x,z) \sim D_p} \mathbb{I}\{z = \text{sign}(y(\theta; x))\} \) and \( \text{TNR} = E_{(x,z) \sim D_A^c} \mathbb{I}\{z = \text{sign}(y(\theta; x))\} \) be the true positive and true negative rates corresponding to the predictor \( y(\theta; x) \), where \( D_+ \) and \( D_- \) are the conditional distribution of \((x,z)\) given \( z = 1 \) and \( z = 0 \), respectively. Then, choosing \( g_1(\xi) = 1 - \sqrt{\xi_1\xi_2} \) and \( g_2(\xi) = 1 - 2/(1/\xi_1 + 1/\xi_2) \), we recover G-mean = \( 1 - \sqrt{\text{TPR} \times \text{TNR}} \) \([49]\) and H-mean = \( 1 - 2/(1/\text{TPR} + 1/\text{TNR}) \) \([45]\), which shows that class-imbalanced classification problems are included in the formulation (5).

### 2.3. Prediction Model: Two-layer Neural Network

We focus on a two-layer neural network model

\[
y(\theta; x) = \frac{1}{\sqrt{m}} \sum_{i=1}^{m} b_i \sigma(a_i^\top x),
\]

where \( \sigma \) is a non-linear activation function.
where $m$ is the width of the neural network, $b_i \in \{-1, 1\}$ are the output weights, $\sigma(u) = \max(0, u)$ is the rectified linear unit (ReLU) activation function, and $\theta = (a_1^\top, \ldots, a_m^\top)^\top \in \Theta \subset \mathbb{R}^{md}$ is the input weight. Figure 1 provides a visualization of a two-layer neural network. As $m \to \infty$, the class of functions defined in (4) approximates a subset of the reproducing kernel Hilbert space induced by the kernel

$$
K(x_1, x_2) = \mathbb{E}_{a \sim \mathcal{N}(0, \mathbf{I}_d/d)}[\mathbb{I}\{a^\top x_1 > 0\} \mathbb{I}\{a^\top x_2 > 0\} x_1^\top x_2].
$$

This function class is sufficiently rich, if the width $m$ and the radius $D$ are sufficiently large [8].

The neural network is initialized by the following scheme

$$
b_i \sim \text{Uniform}(\{-1, 1\}), \quad a_i^0 \sim \mathcal{N}(0, \mathbf{I}_d/d),
$$

where $\mathcal{N}(0, \mathbf{I}_d/d)$ denotes the multivariate normal distribution with mean $0$ and covariance matrix $\mathbf{I}_d/d$ and $\mathbf{I}_d$ is the identity matrix of size $d$. During training, $\theta$ is restricted to the search space $\Theta = \{\theta : \|\theta - \theta^0\|_2 \leq D\}$, where $D$ is a predefined constant. That is, $\theta$ is restricted to an $\ell_2$ ball centered at initialization $\theta^0 = ((a_1^0)^\top, \ldots, (a_m^0)^\top)^\top$ and $b_i$ is fixed for simplicity and omitted from $\theta$. Such a setup is commonly used in the literature [4, 5, 7, 64]. Note that $a_i^0 \sim \mathcal{N}(0, \mathbf{I}_d/d)$, which is different from the literature that usually sets $a_i^0 \sim \mathcal{N}(0, \mathbf{I}_d/m)$. In our setting, $\|\theta^0\|$ does not converge to a fixed number in probability as $m \to \infty$. Instead, we prove that $y(\theta; x)$ lies in a compact domain with high probability. This observation is crucial for the regret analysis of online learning. See Proposition 3.
2.4. A Minimax Optimization Framework and its Optimization Procedure

We introduce a minimax optimization framework to solve the optimization problem (1). In particular, the Lagrangian multiplier method is applied to recast the constrained optimization problem into an unconstrained minimax problem. We introduce auxiliary variables and rewrite (1) as

$$\min_{\theta \in \Theta, \xi \in \Xi} r_0(\theta) \quad \text{s.t.} \quad g(\xi) \leq 0, \ r(\theta) \leq \xi,$$

where $g = (g_1, \ldots, g_J)^\top$, $r_k(\theta) = E_{(x,z) \sim D_k}[h_k(y(\theta); z)]$, $r = (r_1, \ldots, r_K)^\top$, and $\Xi$ is the space of $\xi$, which is defined in (9) below. Assumption 2, given in the following section, further imposes conditions that ensure that (5) and (1) are equivalent. The Lagrangian corresponding to (5) is

$$\mathcal{L}(\theta, \xi, \lambda) = r_0(\theta) + \sum_{j=1}^J \lambda_j g_j(\xi) - \sum_{k=1}^K \lambda_{J+k} \xi_k + \sum_{k=1}^K \lambda_{J+k} r_k(\theta),$$

where $\lambda = (\lambda_1, \ldots, \lambda_J, \lambda_{J+1}, \ldots, \lambda_{K+J})^\top \geq 0$ is the vector of Lagrange multipliers corresponding to the $K$ auxiliary variables and $J$ constraints. Since the functions $h_k$ are non-convex, we assume that there exist convex surrogate functions $\tilde{h}_k$ which upper bound $h_k$, that is, $\tilde{h}_k$ are convex and $h_k(y, z) \leq \tilde{h}_k(y, z)$ for all $(y, z) \in \mathbb{R} \times \mathcal{Z}$. Such convex surrogate functions generally exist. For example, the hinge loss is the convex surrogate function for the 1-0 loss that satisfies this requirement. We assume that $\tilde{h}_k$ are differentiable, but it is not difficult to extend our argument to non-differentiable surrogate functions by using subgradient method. Finally, we also define $\tilde{r}_k(\theta) = E_{(x,z) \sim D_k}[\tilde{h}_k(y(\theta); x); z]$.

A key observation is that the surrogate functions $\tilde{h}_k$ are needed only to optimize the Lagrangian with respect to $\theta$. This observation plays an important role in obtaining guarantees regarding the true feasible sets. Letting

$$\mathcal{L}_1(\xi, \lambda) = \sum_{j=1}^J \lambda_j g_j(\xi) - \sum_{k=1}^K \lambda_{J+k} \xi_k, \quad \mathcal{L}_2(\theta, \lambda) = r_0(\theta) + \sum_{k=1}^K \lambda_{J+k} r_k(\theta),$$

$$\tilde{\mathcal{L}}_2(\theta, \lambda) = r_0(\theta) + \sum_{k=1}^K \lambda_{J+k} \tilde{r}_k(\theta), \quad \tilde{\mathcal{L}} = \mathcal{L}_1 + \tilde{\mathcal{L}}_2,$$

we can solve (5) by alternating the following steps: minimizing $\tilde{\mathcal{L}}_2$ with respect to $\theta$, minimizing $\mathcal{L}_1$ with respect to $\xi$, and maximizing $\mathcal{L}$ with respect to $\lambda$. In particular, the projected stochastic gradient descent is used in each of these steps to update the parameters $\theta$, $\xi$, and $\lambda$. Given samples $x_{t+1}, z_{t+1} \sim D_0$ and $x_{t+1,k}, z_{t+1,k} \sim D_k$, the unbiased estimators of gradients $\nabla \theta \tilde{\mathcal{L}}_2(\theta, \lambda)$ and
Theorem 1 (Informal main theorem) characterized by a neural network (4).

We summarize the projected stochastic gradient descent in Algorithm 1.

Algorithm 1: Stochastic projected gradient descent

Input: $\theta^0 \in \Theta, \xi^0 \in \Xi, \lambda^0 \in \Lambda, \eta_{\theta}, \eta_{\xi}, \eta_{\lambda}$

for $t = 1$ to $T$

Sample $x_{t+1}, z_{t+1} \sim D_0$ and $x_{t+1,k}, z_{t+1,k} \sim D_k$;

Compute $\nabla_{\theta} \mathcal{L}_2(\theta, \lambda'), \nabla_{\xi} \mathcal{L}_1(\xi', \lambda'), \nabla_{\lambda} \mathcal{L}(\theta, \xi', \lambda')$ via (7) and (8);

$\theta^{t+1} = \Pi_{\Theta}(\theta^t - \eta_{\theta} \nabla_{\theta} \mathcal{L}_2(\theta^t, \lambda'))$;

$\xi^{t+1} = \Pi_{\Xi}(\xi^t - \eta_{\xi} \nabla_{\xi} \mathcal{L}_1(\xi^t, \lambda'))$;

$\lambda^{t+1} = \Pi_{\Lambda}(\lambda^t + \eta_{\lambda} \nabla_{\lambda} \mathcal{L}(\theta^t, \xi^t, \lambda^t))$;

end

We end this section by providing an informal statement on the convergence of the stochastic projected gradient descent used to train the classifier parameterized by a neural network (4).

Theorem 1 (Informal main theorem). Suppose that regularity conditions hold and that parameters are properly tuned. Then, with high probability, we have

$$\frac{1}{T} \sum_{t=1}^{T} r_{\theta}(\theta^t) - \min_{\theta \in \Theta \cap \mathcal{F}} r_{\theta}(\theta) \leq O \left( \frac{\kappa D^{3/2}}{\sqrt{T}} + \frac{\kappa D^{5/2}}{m^{1/4}} \right),$$

and, for $j = 1, \ldots, J$,

$$g_j \left( \frac{1}{T} \sum_{t=1}^{T} r(\theta^t) \right) \leq O \left( \frac{D^{3/2}}{\sqrt{T}} + \frac{D^2}{\kappa} + \frac{D^{5/2}}{m^{1/4}} \right),$$

where $\mathcal{F} = \{ \theta : \max_j g_j(\bar{r}(\theta)) \leq 0 \}$.

\[
\mathcal{L}_1(\theta, \lambda^1) = \left( \begin{array}{c}
g_1(\xi) \\
\vdots \\
g_J(\xi) \\
- \sum_{j=1}^{J} \lambda_j \nabla_{\xi_j} g_j(\xi)
\end{array} \right)^	op
\]

and the gradient $\nabla_{\xi} \mathcal{L}_1(\xi, \lambda)$ can be obtained as

\[
\nabla_{\xi} \mathcal{L}_1(\xi, \lambda) = \left( \sum_{j=1}^{J} \lambda_j \nabla_{\xi_j} g_j(\xi) - \lambda_{J+1} \cdots - \sum_{j=1}^{J} \lambda_j \nabla_{\xi_J} g_J(\xi) - \lambda_{J+K} \right)^	op.
\]
Algorithm 2: Stochastic classifier

Input: A data point $x$, a predictor $y(\theta; x), \{\theta^t\}_{t=1}^T$ and $p$ such that $\sum_t p_t = 1$
Output: $y(\theta^i; x)$ where $i \sim \text{categorical}(T, p)$

Theorem 1 is the first result on the convergence of neural networks for non-convex constrained optimization problems. Since Theorem 1 provides results in terms of $\frac{1}{T} \sum r_k(\theta^t)$, using the convexity of $r_0$ and $g_j$, it can be shown that a stochastic classifier, defined in Algorithm 2, achieves a near-optimal and near feasible solution for the constrained optimization problem in (1) after training the model $y(\theta; x)$ for $T$ iterations. In Algorithm 2, we select a random parameter after training the model for $T$ iterations, which is common in the literature on non-convex optimization [44] and online learning [66]. From Theorem 1 it follows that when the width $m$ increases, the approximation error converges to zero. This result is due to the fact that an infinitely wide neural network is similar to a linear model, a phenomenon called local linearization that plays an important role in our analysis. We provide ingredients for the theoretical analysis and a detailed statement of the main results in the following section.

3. Main Results

We provide several intermediate steps that are needed to prove Theorem 1. In particular, we discuss how to find an equilibrium by an online learning procedure with non-convex losses and local linearization of neural networks. For simplicity, we only consider the binary classification task and two-layer neural networks. However, with additional efforts, our ideas can be extended to multi-class classification and deep neural networks.

3.1. Achieving a Near-optimal and Near-feasible Solution from Coarse-correlated Equilibrium

We present a the convergence result for the minimax optimization framework. We need the following assumption on the objective function and constraints.

Assumption 2. Let

$$\mathcal{Y} = \{y : |y| \leq 2D\}, \quad \Theta = \{\theta : \|\theta - \theta^0\| \leq D\},$$

$$\Xi = \left\{\xi : |\xi| \leq \sup_{y \in \mathcal{Y}, z \in \mathcal{Z}} |\tilde{h}_k(y, z)|\right\}, \quad \Lambda = \{\lambda \geq 0 : \|\lambda\|_{\infty} \leq \kappa\}, \quad (9)$$

define the domain of every variable, where $\kappa$ and $D$ are predefined constants.

The objective function and constraints in (5) satisfy the following restrictions:

1. $h_0$ is differentiable and convex, and $\text{dom} h_k = \mathbb{R}$;
2. There exists a constant $C$ such that for all $0 \leq k \leq K$

$$\sup_{y \in \mathcal{Y}, z \in \mathcal{Z}} |h_k(y, z)| \leq C;$$

3. There exist functions $\tilde{h}_k$ such that each $\tilde{h}_k$ is differentiable and convex, $h_k(y, z) \leq \tilde{h}_k(y, z)$ for all $(y, z) \in \mathbb{R} \times \mathcal{Z}$ and $k = 1, \ldots, K$, and

$$\sup_{y \in \mathcal{Y}, z \in \mathcal{Z}} |\tilde{h}_k(y, z)| \leq C;$$

4. The function $g_j$ is strictly jointly convex, monotonically increasing in each argument, $\sup_{\xi \in \Xi} |g_j(\xi)| \leq C$, and $L$-Lipschitz with respect to the infinity norm, $\| \cdot \|_{\infty}$, for all $j = 1, \ldots, J$.

We have several comments on Assumption 2:

(a) The boundedness assumptions for the domain of variables are crucial regular conditions to derive the local linearization in Section 3.3 and the no-regret bound for online learning in Section 3.2. As a result, despite the fact that the behavior of local linearization around the initialization is not specific to overparameterized neural networks and may not fully explain their successes [22], the boundedness assumption is natural in our setting. In other words, although the weights $\theta$ are indeed a measure of generalization [60] and regularization on weights can improve the generalization [48, 9, 65], restricting $\theta$ on $\Theta = \{ \theta : \|\theta - \theta^0\|_2 \leq D \}$ and using projected gradient descent may not be practical for training neural networks. However, since projections into some compact domain are necessary for both online learning and local linearization, projected stochastic gradient descent is a natural choice for optimization in our setting.

(b) The differentiability assumptions are made for simplicity. It is not hard to extend our results to the case without differentiability via a subgradient method.

(c) Note that we do not assume $h_k$ is convex for $k = 1, \ldots, K$. Therefore, we need the assumption of existence of convex surrogate functions $\tilde{h}_k$, which is also a conventional solution for overcoming non-convexity in practice [41]. The upper boundedness is important for the guarantee of feasibility. In particular, the upper boundedness condition yields that $r_k(\theta) \leq \tilde{r}_k(\theta)$, so the fact that $\lambda \geq 0$ implies

$$\mathcal{L}_2(\theta, \lambda) \leq \tilde{\mathcal{L}}_2(\theta, \lambda) \Rightarrow \mathcal{L}(\theta, \lambda) \leq \tilde{\mathcal{L}}(\theta, \lambda). \quad (10)$$

(d) The bound $\sup_{y \in \mathcal{Y}, z \in \mathcal{Z}} |\tilde{h}_k(y, z)| \leq C$ always holds due to compactness of $\mathcal{Y}$ and $\mathcal{Z}$ and continuity of $\tilde{h}_k$.

(e) The last assumption ensures that (5) and (1) are equivalent.

(f) In spite of its popularity, the F-score is not included in our framework since we cannot find a function $g$ satisfying the last part of Assumption 2.

Before discussing our theoretical results, we take algorithmic fairness in Section 2.2 as an example to illustrate Assumption 2.
Example 1. Consider the classification problem with fairness constraints:

$$\min_{\theta \in \Theta} \mathbb{E}_{(x,z) \sim D_{xy}} h_0(y(\theta; x), z),$$

$$s.t. \mathbb{E}_{(x,z) \sim D_A} \mathbb{I}\{z = \text{sign}(y(\theta; x))\} + \mathbb{E}_{(x,z) \sim D_{A^c}} [- \mathbb{I}\{z = \text{sign}(y(\theta; x))\}] \leq 0,$$

$$\mathbb{E}_{(x,z) \sim D_A} [- \mathbb{I}\{z = \text{sign}(y(\theta; x))\}] + \mathbb{E}_{(x,z) \sim D_{A^c}} \mathbb{I}\{z = \text{sign}(y(\theta; x))\} \leq 0.$$  

In this classification problem, we have

$$h_1(\theta; x, z) = \mathbb{I}\{z = \text{sign}(y(\theta; x))\}, \quad h_2(\theta; x, z) = - \mathbb{I}\{z = \text{sign}(y(\theta; x))\}$$

$$h_3(\theta; x, z) = \mathbb{I}\{z = \text{sign}(y(\theta; x))\}, \quad h_4(\theta; x, z) = - \mathbb{I}\{z = \text{sign}(y(\theta; x))\}$$

$$g_1(\xi_1, \xi_2, \xi_3, \xi_4) = \xi_1 + \xi_4, \quad g_2(\xi_1, \xi_2, \xi_3, \xi_4) = \xi_2 + \xi_3.$$  

and the function $h_0$ is the hinge loss $h_0(y(\theta; x), z) = \max(0, 1 - zy(\theta; x))$. Since the hinge loss is the convex upper bound of the zero-one loss, we can set $h_1$ and $h_3$ as the hinge loss. Similarly, we can let $h_2(y(\theta; x), z) = \max(-1, zy(\theta; x)) = h_4(y(\theta; x), z)$, which shows the existence of functions $h_k$. Note that $\mathbb{I}$ and sign are non-convex functions such that $0 \leq \mathbb{I}\{z = \text{sign}(y(\theta; x))\} \leq 1$ for all $(x, z) \in \mathcal{X} \times \mathcal{Z}$. As a result, it is clear that other conditions in Assumption 2 are satisfied since $\mathcal{Y}$ is compact and $g_j$ are linear. It is true that $\bar{h}$ is not differentiable, but we can smooth the max function and make $\bar{h}$ differentiable.

We are ready to present our theoretical results for the minimax optimization framework. Under Assumption 2, Proposition 4 establishes the relationship between an approximate coarse-correlated equilibrium of minimax optimization and the solution of (5). The proof is based on the ideas in [59]. However, we improve these ideas by using an approximate equilibrium for $\xi$ instead of the best response or an oracle for optimization. As a result, we can use projected stochastic gradient descent to alternatively update $\xi, \theta, \lambda$ on large-scale data sets. Our technique is more suitable for neural network models since stochastic gradient descent is the workhorse used to train neural networks. This improvement is based on the following observation.

Proposition 3. Suppose that $\|x\| \leq 1$ for all $x \in \mathcal{X}$. Then $|y(\theta; x)| < 2D$ with probability $1 - B/D$ for some constant $B$.

Proof. See Appendix B.1 for a proof. \qed

Proposition 3 can be easily extended to an arbitrary distribution of $\{b_i\}$ using the martingale theory [24] as long as $\{b_i\}$ are independent. We present our main result in Proposition 4.

Proposition 4. Suppose Assumption 2 and conditions of Proposition 3 hold. If $(\theta^t, \xi^t, \lambda^t) \in \Theta \times \Xi \times \Lambda$ comprises an approximate coarse-correlated equilibrium, that is, if it satisfies

$$\frac{1}{T} \sum_{t=1}^{T} \mathcal{L}_1(\xi^t, \lambda^t) \leq \min_{\xi \in \Xi} \frac{1}{T} \sum_{t=1}^{T} \mathcal{L}_1(\xi, \lambda^t) + \epsilon,$$  

(11a)
\[
\frac{1}{T} \sum_{t=1}^{T} \tilde{L}_2(\theta^t, \lambda^t) \leq \min_{\theta \in \Theta} \frac{1}{T} \sum_{t=1}^{T} \tilde{L}_2(\theta, \lambda^t) + \epsilon_\theta, \quad (11b)
\]
\[
\frac{1}{T} \sum_{t=1}^{T} L(\theta^t, \xi^t, \lambda^t) \geq \max_{\lambda \in \Lambda} \frac{1}{T} \sum_{t=1}^{T} L(\theta^t, \xi^t, \lambda) - \epsilon_\lambda, \quad (11c)
\]
where \(\epsilon_\xi, \epsilon_\theta, \epsilon_\lambda\) are constants that do not depend on variables \(\xi, \theta, \lambda\), then, with probability \(1 - B/D\), we have
\[
\frac{1}{T} \sum_{t=1}^{T} r_0(\theta^t) - \min_{\theta \in \Theta \cap \tilde{F}} r_0(\theta) \leq \epsilon_\theta + \epsilon_\xi + \epsilon_\lambda, \quad (12)
\]
and, for all \(j\),
\[
g_j \left( \frac{1}{T} \sum_{t=1}^{T} r(\theta^t) \right) \leq (L + 1)(2C + \epsilon_\theta + \epsilon_\xi + \epsilon_\lambda)/\kappa, \quad (13)
\]
where \(\tilde{F} = \{ \theta : \max_j g_j(\tilde{r}(\theta)) \leq 0 \}\) is the feasible region and \(\kappa\) is the upper bound on \(\|\lambda\|_\infty\) in (9).

**Proof of Proposition 4.** See Appendix B.2 for a proof. \(\square\)

Proposition 4 states that if there exists an approximate coarse-correlated equilibrium (11) and if we allow for a mixed strategy or a stochastic model, we get a nearly optimal and nearly feasible solution to (5). In particular, if we uniformly pick an index \(i \sim \text{Uniform}(\{1, \ldots, T\})\) and use \(y(\theta^i; x)\) to make a prediction, then the training loss of the corresponding random classifier is 
\[
E_i h_0(\theta^i) = \frac{1}{T} \sum_{t=1}^{T} h_0(\theta^t) \quad \text{that is nearly optimal with the error} \quad \epsilon_\theta + \epsilon_\xi + \epsilon_\lambda.
\]
A similar argument holds for the feasibility. Such a stochastic model is necessary since the pure equilibrium, that is, \(\theta\) satisfying (12) and (13), may not exist in general due to the non-convexity of the original problem (5).

We end this section with a few remarks on Proposition 4:
(a) For the optimal result in (12), the minimization is performed on the space \(\tilde{F} = \{ \theta : \max_j g_j(\tilde{r}(\theta)) \leq 0 \}\) instead of the space \(F = \{ \theta : \max_j g_j(r(\theta)) \leq 0 \}\). This change is caused by replacing \(h_k\) with its surrogate \(\tilde{h}_k\). However, note that the condition \(r \leq \tilde{r}\) and the monotonicity of \(g_j\) imply \(F \subset \tilde{F}\) and
\[
\min_{\theta \in \Theta \cap F} r_0(\theta) \leq \min_{\theta \in \Theta \cap \tilde{F}} r_0(\theta).
\]
(b) The main disadvantage of Proposition 4 is that the feasibility error cannot be zero unless \(\kappa \to \infty\), which is a typical problem of penalized methods when used to solve constrained optimization problems [11]. Sequential quadratic programming [62] is a potential approach to eliminate the problem of infinite \(\kappa\) and adaptively choose parameters.
(c) Proposition 4 only discloses the possible approach to solve (5), but we have not discussed how to obtain an approximate coarse-correlated equilibrium. In what follows, we discuss the procedure to obtain an approximate coarse-correlated equilibrium.
3.2. Finding Equilibrium via Online Learning

Proposition 4 concludes that the coarse-correlated equilibrium with the random classifier in Algorithm 2 achieves a nearly optimal and nearly feasible solution. However, it does not explain how to approach such a coarse-correlated equilibrium. In this section, we will show how online learning relates to the approximate coarse-correlated equilibrium and give details of the projected gradient descent as a concrete online learning procedure to solve online learning problems.

First, we briefly present convex online optimization problems [66], which are the foundation of our analysis. Given a sequence of convex functions \( f_1, f_2, \ldots, f_T : \Theta \rightarrow \mathbb{R} \), in each round \( t \), the task of a learner is to choose a point \( \theta_t \) based on the information up to time \( t \), and then the learner incurs a loss \( f_t(\theta_t) \). The goal of online learning is to control the learner’s average regret in hindsight:

\[
\frac{1}{T} \sum_{t=1}^{T} f_t(\theta_t) - \min_{\theta \in \Theta} \frac{1}{T} \sum_{t=1}^{T} f_t(\theta). \tag{14}
\]

We can see that the definition of regret is equal to the definition of equilibrium in (11). As a result, bounding the average regret in hindsight immediately implies the approximate equilibrium.

The naive way to minimize regret is the best response strategy, that is, \( \theta_t = \arg \min_{\theta \in \Theta} f_t(\theta) \).

This simple strategy leads to trivially negative average regret but may be expensive in practice. Other popular online learning algorithms include the Follow the Leader [42] and online mirror descent [67, 66]. We focus on the mirror descent in this work and state its update:

\[
\zeta_{t+1} = \nabla h^*(\nabla h(\theta_t) - \eta \nabla f_t(\theta_t)), \quad \theta_{t+1} = \arg \min_{\theta \in \Theta} B_h(\theta, \zeta_{t+1}),
\]

where \( h \) is nonnegative, differentiable, 1-strongly convex with respect to \( \| \cdot \| \) with dual norm \( \| \cdot \|_* \), \( h^* \) is the convex conjugate of \( h \), \( B_h \) is the Bregman divergence with respect to \( h \), defined as

\[
B_h(\theta, \theta') = h(\theta') - h(\theta) - \nabla h(\theta')^\top (\theta - \theta'),
\]

and \( \eta \) is the stepsize. See [10] for more details about the convex conjugate and the Bregman divergence. The following well-known lemma shows that online mirror descent provides a no-regret guarantee for the learner’s average regret in hindsight in (14).

**Lemma 5** (Lemma 2 in [67]). Suppose that \( \Theta \) is convex, \( \sup_t \| \nabla f_t(\theta') \|_* < W \), and \( \sup_{\theta \in \Theta} h(\theta) < M \). Then

\[
\frac{1}{T} \sum_{t=1}^{T} f_t(\theta_t) - \frac{1}{T} \sum_{t=1}^{T} f_t(\theta) \leq \frac{3}{2} \sqrt{\frac{WM}{T}},
\]
for \( \eta = \sqrt{\frac{M}{WT}} \) and any \( \theta \in \Theta \).

Unfortunately, Lemma 5 cannot be directly applied to our problem due to the non-convexity of neural networks. To analyze this more involved setting, we extend Lemma 5 to the online mirror descent with stochastic biased gradients in the next proposition. Such analysis for biased gradients is also an important technique for proving convergence of model-agnostic meta-learning and federated learning algorithms [30, 68, 19]. In particular, instead of accessing true gradients \( \nabla f_t(\theta_t) \), the update rule of the stochastic mirror descent with bias is

\[
\zeta_{t+1} = \nabla h^*(\nabla h(\theta^t) - \eta \mu^t), \quad \theta_{t+1} = \arg\min_{\theta \in \Theta} B_h(\theta, \zeta_{t+1}), \tag{15}
\]

where \( \mu^t \) is a biased estimate of the gradient with the bias term \( \beta_t(\theta_t) \), that is,

\[
\mathbb{E}[\mu^t | \theta^t] = \nabla f_t(\theta_t) + \beta_t(\theta_t).
\]

**Proposition 6.** Suppose that \( \Theta \) is convex,

\[
\sup_t \| \mu^t \|_* < W, \quad \sup_{\theta \in \Theta} h(\theta) < M. \tag{16}
\]

Given iterate \( \theta^t \) updated by stochastic mirror descent in (15) with the bias term \( \beta_t(\theta^t) \) and \( \eta = \sqrt{\frac{M}{WT}} \), we have, with probability \( 1 - \delta \),

\[
\frac{1}{T} \sum_{t=1}^T f_t(\theta^t) - \frac{1}{T} \sum_{t=1}^T f_t(\theta) \leq 3 \sqrt{\frac{M W}{T}} + 8W \sqrt{\frac{M \ln(1/\delta)}{T}} + \frac{2\sqrt{2M}}{T} \sum_{t=1}^T \| \beta_t(\theta^t) \|_*,
\]

for any \( \theta \in \Theta \).

**Proof.** See Appendix B.3 for a proof.

To see why the extension of biased gradients is helpful, we describe a high-level idea here. Suppose that instead of observing convex losses at the time \( t \), the learning task target a non-convex loss function \( \bar{f}_t \). Let \( \theta^t \) be iterates of the mirror descent applied to minimize regret regarding \( \bar{f}_t \). If we can find a convex approximation of \( \bar{f}_t \), say \( f_t \). Then, we could rewrite the regret as

\[
\frac{1}{T} \sum_{t=1}^T \bar{f}_t(\theta^t) - \frac{1}{T} \sum_{t=1}^T \bar{f}_t(\theta) = \frac{1}{T} \sum_{t=1}^T (\bar{f}_t(\theta^t) - f_t(\theta^t)) + \frac{1}{T} \sum_{t=1}^T (f_t(\theta^t) - f_t(\theta)) + \frac{1}{T} \sum_{t=1}^T (f_t(\theta) - \bar{f}_t(\theta)), \tag{17}
\]

\( (i) \) \hspace{1cm} \( (ii) \) \hspace{1cm} \( (iii) \)
for any $\theta$. The first (I) and third term (III) can be bounded by the approximation error between $f_t$ and $\bar{f}_t$. The convexity of $f_t$ yields the regret bound for the second term (II) via Lemma 5. However, this approach induces a bias $\beta_t(\theta) = \nabla \bar{f}_t - \nabla f_t$ because $\theta^t$ is updated by $\nabla \bar{f}_t$ rather than $\nabla f_t$. The key insight is that the bias $\beta_t(\theta)$ can also be controlled, and the no-regret analysis is completed by the fact that (17) holds for any $\theta \in \Theta$, including the optimum parameter in hindsight. We will apply this analysis strategy to our setting in which $\bar{f}_t, f_t$ are objective functions induced by a neural network and its linearization, respectively, in Section 3.4. A critical tool to control the approximation of $\bar{f}_t - f_t$ and $\nabla \bar{f}_t - \nabla f_t$ is the theory of neural tangent kernel that we discuss in the following section.

3.3. Local Linearization for Neural Networks

This section presents the phenomenon of local linearization for neural networks that requires the following regularity condition on the data distribution.

**Assumption 7** (Regularity of data distribution). Two condition are imposed to derive local linearization for neural networks:

1. For all $x \in X$, it holds that $\|x\|_2 \leq 1$;
2. For any unit vector $e$ and a constant $\gamma > 0$, there exists $c > 0$, such that $P(x|\|e^T x\| \leq \gamma) \leq c\gamma$.

The second regularity condition on an observation $x$ holds as long as the distribution of data has an upper-bounded density. Under the regularity conditions above, we can characterize that the expected approximation error of the local linearization at $\theta_0$ vanishes to zero as $m \to \infty$. Formally speaking, define a local linearization of (4), $y^0(\theta; x)$, at the random initialization $\theta^0$:

$$
y^0(\theta; x) = \frac{1}{\sqrt{m}} \sum_{i=1}^{m} b_i \mathbb{I}\{\langle a_i^0 \rangle^T x > 0\} a_i^T x := f^0(x)^T \theta,
$$

where $f^0(x)$ is a feature map of $x$ such that

$$
f^0(x) = \frac{(b_1 \mathbb{I}\{\langle a_1^0 \rangle^T x > 0\} x^T, \ldots, b_m \mathbb{I}\{\langle a_m^0 \rangle^T x > 0\} x^T)^T}{\sqrt{m}}.
$$

Noting that $b_i$ and $f^0(x)$ are fixed after the initialization, it is not hard to see that $y^0$ is linear with respect to $\theta$. The key observation is that as the width grows, neural networks exhibit similar behavior to the linear model with random features $f^0(x)$, which is established by the following proposition.

**Proposition 8.** Suppose that Assumption 7 holds. Then we have that for $\theta \in \Theta = \{\theta : \|\theta - \theta^0\|_2 \leq D\}$:

1. $\|\nabla y^0(\theta; x)\|_2 \leq 1$ for $x \in X$;
2. $\mathbb{E}_{x, \theta^0} [y^0(\theta; x) - y^0(\theta; x)]^2 = O(D^3 m^{-1/2})$;
3. $\mathbb{E}_{x, \theta} \|
abla y(\theta; x) - \nabla y^0(\theta; x)\|_2 = O(Dm^{-1/2}).$

Proof. See Appendix B.4 for a proof.

We note that the result of Proposition 8 holds uniformly over $\theta \in \Theta$. An immediate implication is that our main result in Section 3.5 can be easily extended to deep learning setting since similar local linearization also holds for multi-layer neural networks [6, 38, 15].

3.4. Online Learning Problems for Neural Networks

Since our work focuses on the setting where the prediction model $y(\theta; x)$ is a neural network, $r_0(\theta)$ and $\tilde{r}_k$ are no longer convex even though $h_0$, $\tilde{h}_k$ are convex. Thus, the argument used in convex online learning fails. The key insight to tackle this difficulty is that $h_0$ in (5) is convex and if the neural network predictor $y(\theta; x)$ can be well approximated by a linear model, denoted by $y^0(\theta; x)$, in the overparameterization regime, then the composition of the convex loss $h_0$ and the approximated linear model $y^0$ is convex. Therefore, the theorem of convex online learning works well for the approximation part. In this section, we provide details how to modify the previous argument for online learning problem with neural networks through the lens of the neural tangent kernel.

Consider an online learning problem under a classification setting. Assume that we have a prediction model $y(\theta; x)$ for a target $z$ such that $(x, z) \sim D$, where $D$ is a data distribution. Instead of a fixed loss function that measures the prediction error between $y(\theta; x)$ and $z$, an adversarial environment generates a new loss function $f_t$ against our prediction model $y(\theta; x)$ for each $t$. Note that we do not assume the data distribution $D$ changes over time and slightly abuse the notation in the sense that $f_t$ is defined differently in the previous section. The adversarial environment is from our setting where different parameters are updated based on their own objective functions and against each other rather than the shift of the data distribution.

At each time $t$, an adversarial environment generates a new loss functions $f_t : \mathbb{R} \times Z \to \mathbb{R}$ such that $f_t$ is convex with respect to $y$ for all $z$. An online learning algorithm for classifier $y(\theta; x)$ aims to find a sequence of parameters $\theta^t$ based on past information that controls the regret in hindsight defined by

$$\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_{x, z, \theta^t}[f_t(y(\theta^t; x), z)] - \min_{\theta \in \Theta} \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_{x, z, \theta^t}[f_t(y(\theta; x), z)], \quad (18)$$

with high probability. Randomness is the result of the procedure to choose $\theta^t$, which can be deterministic or stochastic. In particular, if we implement a projected gradient descent to find $\theta^t$, then the high-probability statement can be discarded. However, since stochastic gradient descent is a standard optimization algorithm for training neural networks in practice, we chose stochastic projected gradient descent for this online learning problem. The formal definition
of stochastic projected gradient descent is given as follows:
\[
\zeta_{t+1} = \theta^t - \eta \nabla f_t(y(\theta^t; x_{t+1}), z_{t+1}), \quad \theta^{t+1} = \arg \min_{\theta \in \Theta} \|\theta - \zeta_{t+1}\|^2, \quad (19)
\]
where \(\{(x_t, z_t)\}_t\) is a set of independent and identical disturbed samples from \(D\).

To control regret (18), we rewrite it as
\[
\frac{1}{T} \sum_{t=1}^{T} E_{x,z,\theta^t}[f_t(y(\theta^t; x), z)] - \frac{1}{T} \sum_{t=1}^{T} E_{x,z,\theta^0}[f_t(y(\theta^0; x), z)]
\]
\[
= \frac{1}{T} \sum_{t=1}^{T} E_{x,z,\theta^t}[f_t(y(\theta^t; x), z)] - \frac{1}{T} \sum_{t=1}^{T} E_{x,z,\theta^0}[f_t(y(\theta^0; x), z)] + \frac{1}{T} \sum_{t=1}^{T} E_{x,z,\theta^0}[f_t(y(\theta^0; x), z)] + \frac{1}{T} \sum_{t=1}^{T} E_{x,z,\theta^t}[f_t(y(\theta^t; x), z)],
\]
\[
= I + II + III
\]
for any \(\theta \in \Theta\). The second term (I) and (III) can be bounded by controlling the linearization error in Proposition 8. The second term (II) in (20) can be controlled by the classical result on convex online learning, since now \(y^0(\theta; x)\) is linear with respect to \(\theta\) and \(f_t(y^0(\theta^t; x), z)\) is convex with respect to \(\theta\). However, replacing the original stochastic gradient \(\nabla f_t(y(\theta^t; x_{t+1}), z_{t+1})\) by the gradient of linearization \(\nabla f_t(y^0(\theta^t; x_{t+1}), z_{t+1})\) introduces additional error in the update. To address this, we cast (19) as
\[
\zeta_{t+1} = \theta^t - \eta \nabla f_t(y^0(\theta^t; x_{t+1}), z_{t+1}) - \beta_t(\theta^t),
\]
\[
\theta^{t+1} = \arg \min_{\theta \in \Theta} \|\theta - \zeta_{t+1}\|^2, \quad (21)
\]
where
\[
\beta_t(\theta^t) = \nabla f_t(y(\theta^t; x_{t+1}), z_{t+1}) - \nabla f_t(y^0(\theta^t; x_{t+1}), z_{t+1}).
\]

It turns out that the noise \(\beta_t\) can also be controlled by the local linearization.

In summary, we obtain the following theorem for the regret bound (18) stating that under regular conditions for smoothness, we can bound the regret with extra error term controlled by the approximation error of local linearization.

**Theorem 9.** Suppose the conditions of Proposition 8 hold. Assume that \(f_t(y, z)\) is convex such that for all \(y, y_1, y_2 \in \mathcal{Y}, t, z\)
\[
|\nabla_y f_t(y, z)| \leq L_f, \quad |\nabla_y f_t(y_1, z) - \nabla_y f_t(y_2, z)| \leq L_f |y_1 - y_2|. \quad (22)
\]
Then, with probability $1 - \delta$, we have

$$
\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_{x,z,\theta^t} [f_t(y(\theta^t; x), z)] - \min_{\theta} \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_{x,z,\theta^t} [f_t(y(\theta; x), z)] \leq O \left( L_f D \sqrt{\frac{\ln(1/\delta)}{T}} + \frac{L_f^2 D^{3/2}}{m^{1/4}} \right),
$$

where $\theta^t$ is computed by (21) and $\eta = \sqrt{\frac{D^2}{2L_f T}}$.

Proof of Theorem 9. See Appendix B.5 for a proof.

The smoothness condition is necessary for controlling the approximation error via local linearization. Note that when the width $m \to \infty$, the regret in hindsight is arbitrarily small as long as $T$ is large enough, which reduces to the case of classical online learning. Equipped with Theorem 9 and Proposition 4, we arrive our final result in the next section.

3.5. Global Convergence for Overparameterized Neural Network

We prove our main theorem on global convergence regarding provable training neural network classifiers with non-convex constraints. As we can see in Theorem 9 and its proof, the smoothness condition in (22) is needed to apply local linearization. Thus, we make the following regularity condition.

**Assumption 10** (Regularity of Objectives and constraints). Assume that for any $y, y' \in \mathcal{Y}; z \in \mathcal{Z}; \xi, \xi' \in \Xi; k = 1, \ldots, K; j = 1, \ldots, J$,

1. $|\nabla h_0(y, z)| \leq L$ and $|\nabla_y h_0(y, z) - \nabla_y h_0(y', z)| \leq L |y - y'|$;
2. $|\nabla \tilde{h}_k(y, z)| \leq L$ and $|\nabla_y \tilde{h}_k(y, z) - \nabla_y \tilde{h}_k(y', z)| \leq L |y - y'|$;
3. $\|\nabla \xi g_j(\xi) - \nabla \xi g_j(\xi')\| \leq L \|\xi - \xi'\|_{\infty}$;
4. $\|\nabla \xi g_j(\xi)\| \leq L$.

Note that Assumption 10 always holds thanks to the compactness of $\mathcal{Y}, \mathcal{Z}$ and the continuity of $h_0, \tilde{h}_k, g_j$ from Assumption 2. Assumption 10 is imposed only because it allows us to characterize the convergence rate explicitly.

Our main result shows that if the classifier is parameterized by a neural network (4), and we run projected stochastic gradient descent in Algorithm 1, then we obtain a nearly optimal and nearly feasible solution of the constrained optimization problem (1). Without loss of generality, we assume $D, \kappa \geq 1$.

**Theorem 11.** Suppose that Assumption 2, 7 and 10 hold. Set

$$
\eta_\theta = \sqrt{\frac{D^2}{4\kappa KLT}}, \quad \eta_\xi = \sqrt{\frac{C}{2T\kappa JLK^{1/2}}}, \quad \eta_\lambda = \sqrt{\frac{\kappa}{2LK^{1/2}J^{1/2}T}}.
$$
Then, with probability $1 - 3\delta$, the iterates $\{\theta^t, \xi^t, \lambda^t\}_{t=1}^T$ of Algorithm 1 comprise an approximate coarse-correlated equilibrium (11a), (11b), (11c) with

$$
\epsilon_{\theta} = O\left(\frac{\kappa LD\sqrt{\ln(1/\delta)}}{T} + \frac{\kappa(K\kappa L)^2 D^{3/2}}{m^{1/4}}\right),
$$

$$
\epsilon_{\xi} = O\left(\frac{\kappa DL^2 \sqrt{\ln(1/\delta)}}{\sqrt{T}}\right),
$$

$$
\epsilon_{\lambda} = O\left(\frac{DL^2 \sqrt{\kappa\ln(1/\delta)}}{\sqrt{T}}\right).
$$

Moreover, with probability $1 - 3\delta - B/D$, we have

$$
\frac{1}{T} \sum_{t=1}^{T} r_0(\theta^t) - \min_{\theta \in \Theta \cap \overline{F}} r_0(\theta) \leq O\left(\frac{\kappa LD^{3/2} \sqrt{\ln(1/\delta)}}{\sqrt{T}} + \frac{\kappa D^{5/2}}{m^{1/4}}\right),
$$

(24)

and, for $j = 1, \ldots, J$,

$$
g_j\left(\frac{1}{T} \sum_{t=1}^{T} r(\theta^t)\right) \leq O\left(\frac{LD^{3/2} \sqrt{\ln(1/\delta)}}{\sqrt{T}} + \frac{LD^2}{\kappa} + \frac{D^{5/2}}{m^{1/4}}\right),
$$

(25)

where $\overline{F} = \{\theta : \max_j g_j(\overline{r}(\theta)) \leq 0\}$.

Proof. See Appendix B.6 for a proof.

To the best of our knowledge, Theorem 11 is the first result that shows convergence for non-convex constrained optimization problems with neural networks. Compared to [59], we do not require any best-response function or oracle for optimization and obtain a similar convergence rate if ignoring the approximation error terms involving the width $m$. Most importantly, our result allows sophisticated neural networks that are non-convex and hard to analyze rather than simple linear models. We can see that as the width $m$ increases, the approximation error in (24) and (25) converges to zero. This result shows that an infinitely wide neural network could achieve an optimal and nearly feasible solution similar to linear models. Moreover, there is a trade-off in the error bound for optimality in (24) and feasibility (25): a larger $\kappa$ to penalize the violation of constraints improves feasibility and results in a better error bound in (25), while increasing $\kappa$ hurts the convergence of Algorithm 1.

4. Experiment on COMPAS

We illustrate our algorithm and theorems by a real application in algorithmic fairness. COMPAS [32] is a data set provided by ProPublicas and contains criminal history, jail and prison time, demographics, and COMPAS risk scores for Broward County defendants. The goal of our experiments is to predict recidivism
under fairness constraints. That is, we would like to ensure that some protected subgroups are treated equally by prediction models. We pre-processed the data and removed observations with some missing features and used one-hot encoding for categorical features. After removing data points for which some of the features are missing, we have 6172 samples in COMPAS. The data are then randomly divided into two groups: 70% of the samples are for training and 30% samples are for testing. The classifier we use here is a 2 layer neural network with $m = 201$ hidden units. We restrict the weights in the ball with radius $D = 10$ and the Lagrange multipliers to $\|\lambda\|_\infty < \kappa = 1$. Cross-entropy loss is used as a measurement of classification loss, and hinge loss is used as a differentiable convex surrogate of 0-1 loss.

In our experiment, the protected groups are two races, African-American and Caucasian, and we aim to treat each protected group equally. For comparison, we consider different methods as follows:

1. “Unconst.” is the model without any constraint.
2. “T-Stoch.” is the model with the fairness constraint and trained by Algorithm 1. It has a set of $T$ parameters and randomly picks one of those parameters uniformly to make a prediction.
3. “J-Stoch.” is the model with the fairness constraints and trained by Algorithm 1. J-Stoch also uses random prediction as T-Stoch, but only uses $J + 1$ parameters at most by the shrinking procedure described in Appendix A.
4. “Last” is the model with the fairness constraint and trained by Algorithm 1 and uses the weight in the last iteration.
5. “Best” is the model with fairness constraint and trained by Algorithm 1 and uses the weight having the smallest loss.

First, to show the unfair treatment hiding in the classification results, we train a neural network without any constraint. The result is shown in the first line in Table 1. We can see that there are no significant differences in accuracy between black and white defendants. However, if we investigate more carefully, there is a huge difference in recall, defined as the positive classification rate of the classifier, which means the classifier fails in different ways for two protected groups and tends to predict black defendants as more likely to reoffend. Note that removing the race feature cannot solve this unfair treatment and would reduce accuracy since there are other features correlated with race.

To address this issue, we define $D_B$ and $D_W$ to be conditional distributions given the target of instance is positive and the race of instance is African-American and Caucasian, respectively. Then, our goal is to optimize

$$
\min_{\theta \in \Theta} \mathbb{E}_{(x,z) \sim \mathcal{D}_p} h_0(y(\theta; x)),
$$

s.t. $\mathbb{E}_{(x,z) \sim \mathcal{D}_B} \mathbb{I}\{z = \text{sign}(y(\theta; x))\} = \mathbb{E}_{(x,z) \sim \mathcal{D}_W} \mathbb{I}\{z = \text{sign}(y(\theta; x))\}$,

(26)

where $\mathcal{D}_p$ is the data distribution. Heuristically, we only record the weights at the end of every epoch and discard the first 1000 iterations. The $T$-stochastic classifier would uniformly pick one of those weights and make a prediction. The
solution is further shrunk using (27) to establish a $J$-stochastic classifier, which only uses 2 weights in our experiment.

The results are shown in Table 1 and Figure 2. We can see that the stochastic classifiers perform similarly to the unconstrained classifier in terms of accuracy, as well as accuracy in different protected groups. Furthermore, the recall of African-Americans aligns with the recall of Caucasian for stochastic classifiers in the training set. For the test set, we also observe a significant improvement in unfair treatment. This means that we fairly treat different subgroups, without losing any predictive power. The same phenomenon cannot be observed for the ”Last” and ”Best” classifiers. Thus, the randomized model is indeed useful for meeting fairness constraints, in general.

We also plot the loss and recalls of two protected groups for each of the iterates in Figure 2. We observe oscillation which is caused by violating constraints alternately and suggests that no pure equilibrium exists and that a stochastic classifier may be necessary. The oscillation may commonly occur in practice, especially for optimizing non-convex and non-smooth Lagrangian.

We can understand how randomized models work to achieve the fairness constraint based on this oscillation. Assume that we could find two models with the same high accuracy but different behavior on recalls. One has a high recall on black defendants, and the other has a high recall on white defendants.
If we randomly select one model to make a prediction, the average result will balance the recall on two races, which leads to a fair classifier. Neural networks particularly fit this perspective, since overparameterized neural networks can represent many different but high-performing models corresponding to different parameters. We may find several candidate parameters with high accuracy but distinct prediction behaviors when adding various constraints. Then mixing candidate models indeed can improve fairness via the previous argument. The minimax optimization framework can be interpreted as an automated strategy to encourage the neural network to explore different-behavior parameters.

5. Conclusion

This work shows how to provably train neural network models under non-convex constraints via a minimax framework. Despite the difficulty of non-convex neural network models, we establish a no-regret bound for online learning of neural networks. Our results shed new light on the theoretical understanding of convergence properties of neural networks with a non-convex constrained optimization problem.

One possible avenue for future work is developing an online procedure [2, 52] for shrinkage with theoretical guarantees, which can also reduce memory costs during training. Moreover, randomized prediction violates different principles of fairness, such as “similar individuals receive similar outcomes” [34]. [25] discussed clustering and ensemble procedures to decrease randomness while satisfying the fairness defined from an individual perspective, while it may be computationally intractable for large models. It may be interesting to find more memory and computationally efficient algorithms for neural networks.

Appendix A: Shrinking

From Proposition 4 we observe that a stochastic model is required to achieve a near-optimal and near-feasible solution. In our setting, the prediction model is parameterized by a neural networks, which may have a considerable amount of parameters and need a large number of iterations for training. As a result, storing all parameters for all iterations for randomized prediction may be intractable. To overcome this difficulty, it can be shown that a smaller mixed equilibrium exists and can be found by using a shrinkage procedure. In particular, let \( \theta^1, \ldots, \theta^t \in \Theta \) be a sequence of \( T \) iterates obtained by Algorithm 1. Define \( \mathbf{c}_0 = (h_0(\theta_1), \ldots, h_0(\theta^T))^\top \) and \( \mathbf{c}_j = (g_j(r(\theta^1)), \ldots, g_j(r(\theta^T)))^\top \) for \( j = 1, \ldots, J \). The shrinking procedure aims to solve the following linear programming problem:

\[
\begin{align*}
\min_{\mathbf{p} \in T\text{-dimensional simplex}} & \quad \mathbf{c}_0^\top \mathbf{p} \\
\text{s.t.} & \quad \mathbf{c}_j^\top \mathbf{p} \leq \epsilon, \quad \text{for } j = 1, \ldots, J,
\end{align*}
\]
for some $\epsilon > 0$. The minimizer $p^* = (p_1^*, \ldots, p_T^*)$ of (27) represents the final stochastic classifier, with components representing the probability of sampling $\{1, \ldots, T\}$. Note that due to the convexity of $g_j$, we have for all $j$ that

$$g_j \left( \sum_{t=1}^{T} p_t^* r(t^j) \right) \leq c_j^T p^* \leq \epsilon,$$

implying that the stochastic solution induced by $p^*$ is near-feasible in (1) and achieves the smallest training error among all stochastic models.

[26] showed that every vertex of the feasible region and the optimal solution $p^*$ have at most $J + 1$ nonzero elements. That is, the shrinkage procedure selects at most $J + 1$ iterations for constructing randomized solution and there are only $J + 1$ non-zero elements in $p^*$, which reduces memory cost significantly. Since $J$ is much smaller than $T$, heuristically, we only sample a small amount of iterates compared to $T$ in our experiment where $J$ is the number of constraints and $T$ is the total number of iterates.

Appendix B: Proofs

B.1. Proof of Proposition 3

We first show that $\mathbb{E}|y(\theta^0; x)|$ is finite and then apply Markov’s inequality. Since $\|x\| \leq 1$, we have

$$\mathbb{E}(\sigma((a_0^j)^\top x))^2 \leq \mathbb{E}((a_0^j)^\top x)^2 \leq \mathbb{E}\|a_0^j\|^2 = 1. \quad (28)$$

Thus, using Khintchine’s inequality (Theorem 1 in Chapter 10.3 in [24]) and the fact that $b_i \sim \text{Uniform}\{-1, 1\}$, there exists a constant $B$ such that

$$\mathbb{E}|y(\theta^0; x)| = \mathbb{E} \left| \frac{1}{\sqrt{m}} \sum_{i=1}^{m} b_i \sigma((a_i^0)^\top x) \right|$$

$$= \mathbb{E} \left[ \mathbb{E} \left| y = \frac{1}{\sqrt{m}} \sum_{i=1}^{m} b_i \sigma((a_i^0)^\top x) \mid a_i^0, x \right| \right]$$

$$\leq \frac{B}{\sqrt{m}} \mathbb{E} \left( \sum_{i=1}^{m} (\sigma((a_i^0)^\top x))^2 \right)^{1/2} \quad \text{(Khintchine inequality)}$$

$$\leq \frac{B}{\sqrt{m}} \left( \mathbb{E} \sum_{i=1}^{m} (\sigma((a_i^0)^\top x))^2 \right)^{1/2} \quad \text{(Jensen’s inequality)}$$

$$\leq B. \quad (28)$$

Markov’s inequality implies that $\mathbb{P}(|y| > D) \leq B/D$. Moreover, we obtain

$$|y(\theta; x) - y(\theta^0; x)|^2$$
\[
\begin{align*}
&= \left| \frac{1}{\sqrt{m}} \sum_{i=1}^{m} b_i \sigma(a_i^\top x) - \frac{1}{\sqrt{m}} \sum_{i=1}^{m} b_i \sigma((a_i^0)^\top x) \right|^2 \\
&\leq \sum_{i=1}^{m} |\sigma(a_i^\top x) - \sigma((a_i^0)^\top x)|^2 \\
&\leq \sum_{i=1}^{m} |a_i^\top x - (a_i^0)^\top x|^2 \\
&\leq \sum_{i=1}^{m} ||a_i - a_i^0||^2 \\
&\leq D^2.
\end{align*}
\]

The proposition follows by the triangle inequality.

**B.2. Proof of Proposition 4**

We prove two guarantees in Proposition 4: optimality in (12) and feasibility in (13) by properties (11) of the coarse-correlated equilibrium. First, we define \( \bar{\lambda} = \frac{1}{T} \sum_{t=1}^{T} \lambda^t \) and \( \bar{\xi} = \frac{1}{T} \sum_{t=1}^{T} \xi^t \).

**Optimality.** By Proposition 3, we have \( |y(\theta; x)| < 2D \) with probability \( 1 - B/D \). Therefore, on the event \{\( |y(\theta; x)| < 2D \)\} we can always find a \( \xi \in \Xi \) such that \( \bar{r}(\theta; x) \leq \xi \). Then, we know that the Lagrangian gives a lower bound for the original problem. That is, for any \( \lambda \geq 0 \), we have

\[
\min_{\theta \in \Theta, \xi \in \Xi} \bar{\mathcal{L}}(\theta, \xi, \lambda) \leq \min_{\theta \in \Theta, \xi \in \Xi} \mathcal{L}(\theta, \xi, \lambda) \leq \min_{\theta \in \Theta, \xi \in \Xi} \mathcal{L}(\theta, \xi, \lambda) \leq \min_{\theta \in \Theta, \xi \in \Xi} \mathcal{L}(\theta, \xi, \lambda) \leq \min_{\theta \in \Theta, \xi \in \Xi} \mathcal{L}(\theta, \xi, \lambda) \leq \min_{\theta \in \Theta, \xi \in \Xi} \mathcal{L}(\theta, \xi, \lambda) \leq \min_{\theta \in \Theta, \xi \in \Xi} \mathcal{L}(\theta, \xi, \lambda)
\]

where the first inequality follows due to the fact that we restrict the search space, the second inequality holds because of \( \lambda \geq 0, \xi \in \Xi \), and the equality follows from the monotonicity of \( g_j \).

From the definition of the equilibrium, we obtain

\[
\frac{1}{T} \sum_{t=1}^{T} \mathcal{L}(\theta^t, \xi^t, \lambda^t) \leq \frac{1}{T} \sum_{t=1}^{T} \bar{\mathcal{L}}(\theta^t, \xi^t, \lambda^t).
\]

Using (11a) and (11b), we further have

\[
\leq \min_{\xi \in \Xi} \frac{1}{T} \sum_{t=1}^{T} \mathcal{L}_1(\xi, \lambda^t) + \epsilon_\xi + \min_{\theta \in \Theta} \frac{1}{T} \sum_{t=1}^{T} \bar{\mathcal{L}}_2(\theta, \lambda^t) + \epsilon_\theta
\]

\[
= \min_{\theta \in \Theta, \xi \in \Xi} \bar{\mathcal{L}}(\theta, \xi, \lambda) + \epsilon_\theta + \epsilon_\xi
\]
\[ \leq \min_{\theta \in \Theta: \max_j g_j(\bar{r}(\theta)) \leq 0} h_0(\theta) + \epsilon_{\theta} + \epsilon_{\xi}, \quad (30) \]

where the equality holds due to the linearity of \( \bar{L} \) with respect to \( \lambda \), and the last line follows from \( \lambda > 0 \) and (29).

We have for any \( \lambda' \in \Lambda \)
\[
\frac{1}{T} \sum_{t=1}^{T} \mathcal{L}(\theta^t, \xi^t, \lambda') \leq \max_{\lambda \in \Lambda} \frac{1}{T} \sum_{t=1}^{T} \mathcal{L}(\theta^t, \xi^t, \lambda) \]
\[
\xrightarrow{(11c)} \frac{1}{T} \sum_{t=1}^{T} \mathcal{L}(\theta^t, \xi^t, \lambda') + \epsilon_{\lambda} \]
\[
\leq \min_{\theta \in \Theta: \max_j g_j(\bar{r}(\theta)) \leq 0} h_0(\theta) + \epsilon_{\theta} + \epsilon_{\xi} + \epsilon_{\lambda}. \quad (31)\]

The optimality follows by setting \( \lambda' = 0 \).

**Feasibility.** Letting \( j' \in \arg\max_j g_j(\bar{\xi}) \) and setting \( \lambda'_{j'} = \kappa \) and \( \lambda'_{j} = 0 \) for \( j \neq j' \), we get
\[
\frac{1}{T} \sum_{t=1}^{T} h_0(\theta^t) + \frac{\kappa}{T} \sum_{t=1}^{T} g_j(\xi^t) \xrightarrow{(6)} \frac{1}{T} \sum_{t=1}^{T} \mathcal{L}(\theta^t, \xi^t, \lambda') \]
\[
\xrightarrow{(31)} \min_{\theta \in \Theta: \max_j g_j(\bar{r}(\theta)) \leq 0} h_0(\theta) + \epsilon_{\theta} + \epsilon_{\xi} + \epsilon_{\lambda} \quad (32)\]

and, using convexity of \( g_j \),
\[
\max_j g_j(\bar{\xi}) \leq \frac{1}{T} \sum_{t=1}^{T} g_j(\xi^t) \]
\[
\xrightarrow{(32)} \frac{1}{\kappa} \left( \min_{\theta \in \Theta: \max_j g_j(\bar{r}(\theta)) \leq 0} h_0(\theta) - \frac{1}{T} \sum_{t=1}^{T} h_0(\theta^t) + \epsilon_{\theta} + \epsilon_{\xi} + \epsilon_{\lambda} \right) \]
\[
\leq \frac{2C + \epsilon_{\theta} + \epsilon_{\xi} + \epsilon_{\lambda}}{\kappa}, \quad (33)\]

where the inequality follows from part 3 of Assumption 2. Similarly, letting \( k' \in \arg\max_k \left( \frac{1}{T} \sum \chi^t_k - \xi_k \right) \) and setting \( \lambda'_{j+k'} = \kappa \) and \( \lambda_{j+k'} = 0 \) for \( k \neq k' \), we obtain
\[
\frac{1}{T} \sum_{t=1}^{T} h_0(\theta^t) + \frac{\kappa}{T} \left( \frac{1}{T} \sum_{t=1}^{T} r_{k'}(\theta^t) - \xi_{k'} \right) \xrightarrow{(6)} \frac{1}{T} \sum_{t=1}^{T} \mathcal{L}(\theta^t, \xi^t, \lambda') \]
\[
\xrightarrow{(31)} \min_{\theta \in \Theta: \max_j g_j(\bar{r}(\theta)) \leq 0} h_0(\theta) + \epsilon_{\theta} + \epsilon_{\xi} + \epsilon_{\lambda}, \quad (34)\]

which implies
\[
\max_k \frac{1}{T} \sum_{t=1}^T r_k(\theta^t) - \bar{\xi}_k \leq (2C + \epsilon_\theta + \epsilon_\xi + \epsilon_\lambda)/\kappa
\]

\[
\Rightarrow \max_k \max \left\{ \frac{1}{T} \sum_{t=1}^T r_k(\theta^t) - \bar{\xi}_k, 0 \right\} \leq (2C + \epsilon_\theta + \epsilon_\xi + \epsilon_\lambda)/\kappa.
\]

Therefore, part 4 of Assumption 2 implies that

\[
\max_j g_j \left( \frac{1}{T} \sum_{t=1}^T r(\theta^t) \right) \leq \max_j g_j \left( \max \left\{ \frac{1}{T} \sum_{t=1}^T r(\theta^t) - \bar{\xi}, 0 \right\} + \bar{\xi} \right)
\]
as \( g_j \) is increasing. Furthermore, as \( g_j \) is \( L \)-Lipschitz and increasing, we have

\[
\leq \max_j g_j(\bar{\xi}) + L \left\| \max \left\{ \frac{1}{T} \sum_{t=1}^T r(\theta^t) - \bar{\xi}, 0 \right\} \right\|_\infty
\]

\[
= \max_j g_j(\bar{\xi}) + L \max_k \max \left\{ \frac{1}{T} \sum_{t=1}^T r_k(\theta^t) - \bar{\xi}_k, 0 \right\}
\]

\[
\leq (1 + L)(2C + \epsilon_\theta + \epsilon_\xi + \epsilon_\lambda)/\kappa,
\]

where the last line follows from (33) and (35). This completes this proof.

**B.3. Proof of Proposition 6**

Define \( \hat{f}_t(\theta) = f_t(\theta^t) + (\mu^t)^\top(\theta - \theta^t) \). Since \( \hat{f}_t(\theta) \) is convex and \( \nabla \hat{f}_t(\theta) = \mu^t \), applying Lemma 5, we have

\[
\frac{1}{T} \sum_{t=1}^T \hat{f}_t(\theta^t) - \frac{1}{T} \sum_{t=1}^T \hat{f}_t(\theta) \leq \frac{\eta W}{2} + \frac{M}{T \eta},
\]

where we have used (16) and convexity of \( \Theta \). We know that the convexity of \( f_t \) implies (see, for example, [70]) the following

\[
f_t(\theta^t) + \nabla f_t(\theta^t)^\top(\theta - \theta^t) \leq f_t(\theta).
\]

Therefore, we have

\[
\frac{1}{T} \sum_{t=1}^T f_t(\theta^t) - \frac{1}{T} \sum_{t=1}^T f_t(\theta) \leq \frac{\eta W}{2} + \frac{M}{T \eta} + \frac{1}{T} \sum_{t=1}^T \hat{f}_t(\theta) - \frac{1}{T} \sum_{t=1}^T f_t(\theta)
\]

\[
\leq \frac{\eta W}{2} + \frac{M}{T \eta} + \frac{1}{T} \sum_{t=1}^T \hat{f}_t(\theta) - \frac{1}{T} \sum_{t=1}^T f_t(\theta)
\]

\[
\Rightarrow (36) \leq \frac{\eta W}{2} + \frac{M}{T \eta} + \frac{1}{T} \sum_{t=1}^T \hat{f}_t(\theta) - \frac{1}{T} \sum_{t=1}^T f_t(\theta)
\]
The proposition follows by setting $\varepsilon = 8W \sqrt{TM \log(1/\delta)}$ and $\eta = \sqrt{\frac{M}{TW}}$.

**B.4. Proof of Proposition 8**

Since $\|x\|_2 \leq 1$ and $b_i \in \{-1, 1\}$, we have $\|\nabla y(\theta; x)\|_2 \leq 1$ as

$$
\nabla y(\theta; x) = \frac{1}{\sqrt{m}} \left( I\{a_1^T x > 0\} x^T, \ldots, I\{a_m^T x > 0\} x^T \right)^T.
$$

Using Jensen’s inequality, we have

$$
\sup_t \|\nabla f_t(\theta^t) + \beta_t(\theta^t)\|_* = \sup_t \|E[\mu^t|\theta^t]\|_* \leq E[\sup_t \|\mu^t\|_*|\theta^t] \leq W,
$$

and Holder’s inequality implies that

$$
\|\mu^t - \nabla f_t(\theta^t) - \beta_t(\theta^t)\|_* \leq \|\mu^t - \nabla f_t(\theta^t) - \beta_t(\theta^t)\| \cdot 2\sqrt{2M} \leq 4W\sqrt{2M}.
$$

Furthermore, due to (40) and the fact that $E[(\mu^t - \nabla f_t(\theta^t) - \beta_t(\theta^t))^T(\theta - \theta^t)\theta^t] = 0$, (40) is a bounded martingale difference. Therefore, by the Hoeffding-Azuma inequality, we get

$$
\mathbb{P} \left\{ \sum_{t=1}^T (\mu^t - \nabla f_t(\theta^t) - \beta_t(\theta^t))^T(\theta - \theta^t) \geq \varepsilon \right\} \leq \exp \left( \frac{-\varepsilon^2}{64TW^2M} \right).
$$

The proposition follows by setting $\varepsilon = 8W \sqrt{TM \log(1/\delta)}$ and $\eta = \sqrt{\frac{M}{TW}}$. 
Following [54], we prove the local linearization for neural network models. Given 
$x \in \mathcal{X}$ and a layer $i$ such that $\mathbb{I}\{a^i_0 x > 0\} \neq \mathbb{I}\{(a^i_0)^\top x > 0\}$, applying the 
Cauchy–Schwarz inequality gives us 
\[
(a^i_0)^\top x < 0 \quad (42a)
\]
\[
\implies \left| (a^0_i)^\top x \right| \leq \left| (a^0_i - a_i)^\top x \right| \leq \| a^0_i - a_i \|_2.
\]
Thus, we get 
\[
\left| y(\theta; x) - y^0(\theta; x) \right| \leq \frac{1}{\sqrt{m}} \left| \sum_{i=1}^{m} b_i \left( \mathbb{I}\{a^i_0 x > 0\} - \mathbb{I}\{(a^i_0)^\top x > 0\} \right) a^i_0 x \right| \leq \frac{1}{\sqrt{m}} \left| \sum_{i=1}^{m} \left( \mathbb{I}\{a^i_0 x > 0\} - \mathbb{I}\{(a^i_0)^\top x > 0\} \right) (\mathbb{I}\{(a^i_0)^\top x \leq \| a^0_i - a_i \|_2 \} \left| a^0_i \right| + \| a_i - a^0_i \|_2) \right| \leq \frac{2}{\sqrt{m}} \sum_{i=1}^{m} \mathbb{I}\{(a^i_0)^\top x \leq \| a^0_i - a_i \|_2 \} \left| a^0_i \right| + \| a_i - a^0_i \|_2,
\]
where we have used $\mathbb{I}\{|c| \leq d\} |c| \leq \mathbb{I}\{|c| \leq d\} d$ for the last inequality.

For $v \sim \chi^2_d$, where $\chi^2_d$ denotes a chi-squared distribution with $d$ degrees of 
freedom, we have $E[1/v] = 1/(\text{deg} - 2)$. Therefore, we have 
\[
E\| a^0_i \|_2^{-2} = \frac{1}{d - 2}. \quad (44)
\]
Furthermore, applying Cauchy–Schwarz inequality (43), we get 
\[
E_{\theta, \theta^0}[y(\theta; x) - y^0(\theta; x)]^2 \leq \frac{4}{m} \sum_{i=1}^{m} \mathbb{I}\{|(a^i_0)^\top x \leq \| a^0_i - a_i \|_2 \} \left( \sum_{i=1}^{m} \| a_i - a^0_i \|_2^2 \right).
\]
Since $\| \theta - \theta^0 \|_2 \leq D$, we further have 
\[
\leq \frac{4D^2}{m} \sum_{i=1}^{m} E_{\theta, \theta^0} \mathbb{I}\{|(a^i_0)^\top x \leq \| a^0_i - a_i \|_2 \}.
\]
Using Part 2 in Assumption 7 and the Cauchy–Schwarz inequality again, we have 
\[
\leq \frac{4cD^2}{m} E_{\theta^0} \left[ \sum_{i=1}^{m} \frac{\| a^0_i - a_i \|_2}{\| a^0_i \|_2} \right] \]
\[
\leq \frac{4cD^2}{m} \mathbb{E}_{\theta^0} \left( \sum_{i=1}^{m} \|a_i^0\|_2^2 \right)^{1/2} \left( \sum_{i=1}^{m} \|a_i^0 - a_i\|_2^2 \right)^{1/2}.
\]

Using \( \|\theta - \theta^0\|_2 \leq D \) we have
\[
\leq \frac{4cD^3}{m} \left( \sum_{i=1}^{m} \mathbb{E}_{\theta^0} \|a_i^0\|_2^2 \right)^{1/2} = \frac{4cD^3}{m^{1/2}(d-2)^{1/2}},
\]

where we have used Jensen’s inequality for the square root function, expectation in the second to last inequality, and (44) at the end. Following a similar argument, we have
\[
\mathbb{E}_{x,\theta^0} \|\nabla y(\theta; x) - \nabla y^0(\theta; x)\|_2^{(41) \leq \frac{1}{m} \mathbb{E}_{x,\theta^0} \left| \sum_{i=1}^{m} b_i(\mathbb{I}\{a_i^0 \top x > 0\} - \mathbb{I}\{(a_i^0)^\top x > 0\})x \right|_2}
\]
\[
\leq \frac{1}{m} \mathbb{E}_{x,\theta^0} \sum_{i=1}^{m} \mathbb{I}\{|(a_i^0)^\top x| \leq \|a_i^0 - a_i\|_2\}\|x\|_2
\]
\[
\leq \frac{1}{m} \mathbb{E}_{x,\theta^0} \sum_{i=1}^{m} \mathbb{I}\{|(a_i^0)^\top x| \leq \|a_i^0 - a_i\|_2\}.
\]

Using \( \|x\|_2 \leq 1 \) and part 2 in Assumption 7, we have
\[
\leq \frac{c}{m} \mathbb{E}_{\theta^0} \sum_{i=1}^{m} \frac{\|a_i^0 - a_i\|_2}{\|a_i^0\|_2}
\]
\[
\leq \frac{Dc}{m} \left( \sum_{i=1}^{m} \mathbb{E}_{\theta^0} \|a_i^0\|_2^2 \right)^{1/2} = \frac{Dc}{m^{1/2}(d-2)^{1/2}},
\]

where the last inequality follows from Cauchy–Schwarz inequality, \( \|\theta - \theta^0\|_2 \leq D \), and Jensen’s inequality. This completes the proof.

**B.5. Proof of Theorem 9**

From the decomposition (20), it suffices to bound three terms \((I), (III), (III))\). The \((I)\) and \((III)\) in (20) can be bounded in a uniform manner. Note that \( y^0 \) depends on \( \theta^0 \). In particular, given any \( \theta \in \Theta \), since \( f_t \) is convex for all \( t \), we have that
\[
\mathbb{E}_{x, z, \theta^0} \left[ f_t(y(\theta; x), z) - f_t(y^0(\theta; x), z) \right]
\]
Algorithm 1. We have
\[ \sup_{t,y,z} |\nabla_y f_t(y, z) \times E_{x, \theta^0}[(y(\theta; x) - y^0(\theta; x))] | \]
\[ \leq L_f E_x, \theta^0|y(\theta^t; x) - y^0(\theta^t; x)|. \]

Using Jensen’s Inequality and Part 2 in Proposition 8, we have
\[ \leq L_f (E_x, \theta^0|y(\theta^t; x) - y^0(\theta^t; x)|)^{1/2} \]
\[ = O \left( \frac{L_f D^{3/2}}{m^{1/4}} \right). \]

This implies that
\[ (III) = \frac{1}{T} \sum_{t=1}^{T} E_{x,z, \theta^0} [f_t(y^0(\theta; x), z)] - \frac{1}{T} \sum_{t=1}^{T} E_{x,z, \theta^0} [f_t(y(\theta; x), z)] \]
\[ \leq \left| \frac{1}{T} \sum_{t=1}^{T} E_{x,z, \theta^0} [f_t(y^0(\theta; x), z)] - \frac{1}{T} \sum_{t=1}^{T} E_{x,z, \theta^0} [f_t(y(\theta; x), z)] \right| \]
\[ \leq \sup_t E_{x,z, \theta^0} [|f_t(y^0(\theta; x), z) - f_t(y(\theta; x), z)|]. \]

The term (I) is controlled in a similar manner, and we get
\[ (I) = O \left( \frac{L_f D^{3/2}}{m^{1/4}} \right), \quad (III) = O \left( \frac{L_f D^{3/2}}{m^{1/4}} \right). \]

To apply Proposition 6 for the second term (II), let \( h(\theta) = \frac{1}{2} \| \theta - \theta^0 \|^2 \). Then, \( h^*(\theta) = \frac{1}{2} \| \theta \|^2 + \theta^\top \theta^0, B_h(\theta, \theta') = \frac{1}{2} \| \theta - \theta' \|^2 \), and (15) reduces to Algorithm 1. We have \( \sup_{\theta \in \Theta} h(\theta) = M \leq D^2/2 \). Then, it suffices to show \( \sup_t \| \mu^t \|_2 = W < L_f \), where \( \mu^t = \nabla f_t(y(\theta^t; x_{t+1}), z_{t+1}) \).

\[ \mathbb{E} \left[ \mu^t | \theta^t \right] = E_{x,z, \theta^0} [\nabla f_t(y^0(\theta^t; x), z) | \theta^t] + \beta_t(\theta^t), \]

and
\[ \beta_t(\theta^t) = E_{x,z, \theta^0} [\nabla f_t(y(\theta^t; x), z) - \nabla f_t(y^0(\theta^t; x), z) | \theta^t]. \]

We have
\[ \sup_t \| \mu^t \|_2 = \sup_t \| \nabla f_t(y(\theta^t; x_{t+1}), z_{t+1}) \|_2 \]
\[ = \sup_t \| \nabla_y f_t(y(\theta^t; x_{t+1}), z_{t+1}) \nabla_y g(\theta^t; x_{t+1}) \|_2, \]

which can further be bounded using Part 1 in Proposition 8 as
\[ \leq \sup_{t,y \in \mathcal{Y}, z \in \mathcal{Z}} \| \nabla_y f_t(y, z) \| \]
\[ \leq L_f. \]
Applying Proposition 6 with $\eta = \sqrt{\frac{M}{TW}} = \sqrt{\frac{D^2}{2mT}}$, we get

$$(II) = \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_{x,z,\theta^t} [f_t(y^0(\theta^t; x), z)] - \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_{x,z,\theta^t} [f_t(y^0(\theta; x), z)]$$

$$\leq \frac{3}{2} \sqrt{\frac{MW}{T}} + 8W \sqrt{\frac{M \ln(1/\delta)}{T}} + 2\sqrt{2M} \sum_{t=1}^{T} \|\beta_t(\theta^t)\|_2$$

$$= \frac{3D}{2} \sqrt{\frac{L_f}{2T}} + 8L_f D \sqrt{\frac{\ln(1/\delta)}{2T}} + 2D \sum_{t=1}^{T} \|\beta_t(\theta^t)\|_2,$$

with probability $1 - \delta$. Furthermore, using Jensen’s inequality, we have

$$\|\beta_t(\theta)\|_2 \leq \mathbb{E}_{x,z,\theta^t} \|\nabla f_t(y(\theta; x), z) - \nabla f_t(y^0(\theta; x), z)\|_2$$

$$= \mathbb{E}_{x,z,\theta^t} \|\nabla y(\theta; x) \nabla f_t(y(\theta; x), z) - \nabla y(0)\nabla f_t(y^0(\theta; x), z)\|_2$$

$$\leq \mathbb{E}_{x,z,\theta^t} \|\nabla f_t(y(\theta; x), z) - \nabla f_t(y^0(\theta; x), z)\|_2$$

$$\leq 2L_f^2 (\mathbb{E}_{x,z,\theta^t} |y(\theta^t; x) - y^0(\theta^t; x)|)$$

$$+ \mathbb{E}_{x,z,\theta^t} \|\nabla y(\theta^t; x) - \nabla y(0)\|_2$$

$$= \mathcal{O} \left( L_f^2 \left[ \frac{D^{3/2}}{m^{1/2}} + \frac{D}{m^{1/2}} \right] \right) = \mathcal{O} \left( \frac{L_f^2 D^{3/2}}{m^{1/4}} \right),$$

where we used (45) and Parts 2 and 3 in Proposition 8 at the end. Combining all the results, we get

$$\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_{x,z,\theta^t} [f_t(y^0(\theta^t; x), z)] - \min_{\theta} \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_{x,z,\theta^t} [f_t(y^0(\theta; x), z)]$$

$$= \mathcal{O} \left( D \sqrt{\frac{L_f}{T}} + L_f D \sqrt{\frac{\ln(1/\delta)}{T}} + \frac{L_f^2 D^{3/2}}{m^{1/4}} \right),$$

which finishes the proof.

**B.6. Proof of Theorem 11**

Since (24) and (25) immediately follow by Proposition 4, it suffices to prove the regret bounds in (23). For $\theta$, we will use the result in Theorem 9 and justify its
conditions. For $\xi$ and $\lambda$, we could apply Proposition 6, because their objective functions are convex.

We first prove that $\theta_t$ achieves its approximate coarse-correlated equilibrium in (11b). It suffices to verify condition (22) in Theorem 9, and that the boundedness condition is satisfied by the assumption on $\Theta$ in the first statement in Assumption 2 by letting $h(\theta) = \frac{1}{2}\|\theta - \theta^0\|^2$. Let

$$f_t(y, z) = h_0(y, z) + \sum_{k=1}^{K} \lambda_{J+k}^I \bar{h}_k(y, z).$$

By Assumption 10, we have

$$|\nabla_y f_t(y, x)| \leq |\nabla_y h_0(y, z)| + \sum_{k=1}^{K} \lambda_{J+k}^I |\nabla_y \bar{h}_k(y, z)| = (1 + K\kappa)L \leq 2K\kappa L$$

and

$$|\nabla_y f_t(y_1, x) - \nabla_y f_t(y_2, x)| \leq |\nabla_y h_0(y_1, z) - \nabla_y h_0(y_2, z)| + \sum_{k=1}^{K} \lambda_{J+k}^I |\nabla_y \bar{h}_k(y_1, z) - \nabla_y \bar{h}_k(y_2, z)| = (1 + K\kappa)L|y_1 - y_2| \leq 2K\kappa |y_1 - y_2|.$$}

Therefore, using Theorem 9, with probability $1 - \delta$ and $\eta_{\theta} = \sqrt{D^2/[4K\kappa LT]}$, we have

$$\frac{1}{T} \sum_{t=1}^{T} \bar{c}_2(\theta_t^I, \lambda_t^I) - \min_{\theta \in \Theta} \frac{1}{T} \sum_{t=1}^{T} \bar{c}_2(\theta, \lambda_t^I) = O \left( KL\kappa D \sqrt{\frac{\ln(1/\delta)}{T}} + \frac{(KL\kappa)^2 D^{3/2}}{m^{1/4}} \right),$$

which proves (11b) with

$$\epsilon_{\theta} = O \left( \kappa D \sqrt{\frac{\ln(1/\delta)}{T}} + \kappa^2 D^{3/2} \right).$$

Then, we prove (11a) for $\xi$. Note that Proposition 3 implies that

$$\sup_{\theta \in \Theta} |y(\theta; x)| < 2D$$

with probability $1 - B/D$. On the event $\sup_{\theta \in \Theta} y(\theta; x) \in Y = \{y : |y| < 2D\}$,
Assumption 10 implies
\[
\sup_t \|\nabla_\xi L_t(\xi^t, \lambda^t)\|_2 \\
\leq \sup_{t, \xi \in \Xi, \lambda \in \Lambda} \left\| \left( \sum_{j=1}^J \lambda_j \nabla_{\xi_j} g_j(\xi) - \lambda_{J+1}, \ldots, \sum_{j=1}^J \lambda_j \nabla_{\xi_J} g_j(\xi) - \lambda_{J+K} \right)^T \right\|_2 \\
\leq \sup_{t, \xi \in \Xi, \lambda \in \Lambda} \sum_{k=1}^K \left| \sum_{j=1}^J \lambda_j \nabla_{\xi_k} g_j(\xi) - \lambda_{J+k} \right| \\
\leq \kappa K(JL + 1) \leq 2\kappa JLK.
\]

By Assumption 2, we know \(\sup_{y \in Y, z \in Z} |\tilde{h}_k| \leq C\). Thus, Proposition 6 with \(M = C\sqrt{K}, W = 2\kappa JLK\) implies
\[
\frac{1}{T} \sum_{t=1}^T L_1(\theta^t, \xi^t) - \min_{\xi \in \Xi} \frac{1}{T} \sum_{t=1}^T L_1(\xi, \lambda^t) = O \left( \kappa JLK^{5/4} \sqrt{\frac{C \ln(1/\delta)}{T}} \right),
\]
with probability \(1 - \delta\) and \(\eta_\xi = \sqrt{\frac{C}{2TKJ} \sqrt{J}}\). Therefore, (11a) follows with
\[
\epsilon_\xi = O \left( \frac{\kappa \sqrt{\ln(1/\delta)}}{\sqrt{T}} \right).
\]

Finally, we prove that \(\lambda^t\) satisfies (11c). We have
\[
\sup_t \|\nabla_\lambda L(\theta^t, \xi^t, \lambda^t)\|_2 \\
= \sup_{\theta \in \Theta, \xi \in \Xi} \| (g_1(\xi), \ldots, g_J(\xi))^T \|_2 \\
+ \sup_{\theta \in \Theta, \xi \in \Xi} \| \{ h_j(y(\theta; x_{t+1,j}, z_{t+1,j}), \xi_{t+1,j}) - \xi_j \}_{j=1}^K \|_2 \\
\leq JC + 2KC \leq 2KJCL
\]
by Assumption 2 and \(\|\lambda^t\|_2 \leq \kappa \sqrt{K+J} \leq \kappa \sqrt{KJ}\). Using Proposition 6 with \(M = \kappa \sqrt{KJ}, W = 2KJCL\), we get
\[
\frac{1}{T} \sum_{t=1}^T L(\theta^t, \xi^t, \lambda^t) - \min_{\lambda \in \Lambda} \frac{1}{T} \sum_{t=1}^T L(\theta^t, \xi^t, \lambda) = O \left( K^{5/4} J^{5/4} C L \sqrt{\frac{\kappa \ln(1/\delta)}{T}} \right),
\]
with probability \(1 - \delta\), which implies (11c) with
\[
\epsilon_\lambda = O \left( \sqrt{\frac{\kappa \ln(1/\delta)}{T}} \right),
\]
by setting \(\eta_\lambda = \sqrt{\kappa/(2LCK^{1/2}J^{1/2}T)}\).

The theorem follows by the union bound.
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