Integrated multimodal photoacoustic microscopy with OCT-guided dynamic focusing
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Abstract: Combining different contrast mechanisms to achieve simultaneous multimodal imaging is always desirable but is challenging due to the various optical and hardware requirements for different imaging systems. We developed a multimodal microscopic optical imaging system with the capability of providing comprehensive structural, functional and molecular information of living tissues. This imaging system integrated photoacoustic microscopy (PAM), optical coherence tomography (OCT), optical Doppler tomography (ODT) and confocal fluorescence microscopy in one platform. By taking advantage of the depth resolving capability of OCT, we developed a novel OCT-guided surface contour scanning methodology for dynamic focusing adjustment. We have conducted phantom, in vivo, and ex vivo tests to demonstrate the capability of the multimodal imaging system for providing comprehensive microscopic information of biological tissues. Integrating all the aforementioned imaging modalities with OCT-guided dynamic focusing for simultaneous multimodal imaging has promising potential for preclinical research and clinical practice in the future.
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1. Introduction

Over the past years, various optical microscopy techniques, such as optical coherence tomography (OCT) [1,2], confocal fluorescence microscopy (CFM) [3–5], photoacoustic microscopy (PAM) [6–8], and optical Doppler tomography (ODT) [9–11], have been established and broadly applied in biomedical research and preclinical/clinical studies. All these optical imaging techniques have been shown to be a powerful tool for revealing structural, functional and molecular features of biological specimens noninvasively [12–17]. Based on low-coherence interferometry, the imaging contrast of OCT is mainly provided by boundaries formed by regions with different optical properties. OCT is capable to offer structural information of biological tissues with no need for exogenous contrast agents. ODT is a branch of OCT, which is used to characterize the functional information, i.e. the blood flow velocity (mainly the flow velocity of the red blood cells), of biological samples with high resolution [10,11]. Blood flow is an important functional parameter for biological tissues, for example, various ocular diseases are associated with alterations in blood flow, such as glaucoma, age-related macular degeneration and diabetic retinopathy [18–20].

Photoacoustic microscopy (PAM) is an emerging microscopic imaging technology, which is capable of extracting optical absorption information in biological samples based on the photoacoustic effect. In PAM, the sample is irradiated by a pulsed laser with a pulse width down to a few nanoseconds, and a broadband ultrasonic wave is produced as result of rapid temperature rise as well as thermo-elastic expansion/relaxation process of the tissue [21]. The photoacoustic (PA) waves are detected by an ultrasound (US) transducer, and an optical absorption-based PA image can be constructed. Optical-resolution photoacoustic microscopy (OR-PAM), a well-known branch of PAM, relies on the optical focus to provide lateral resolution at the cost of imaging depth [22]. OR-PAM has successfully demonstrated its great
potential for structural and functional imaging in living animal models, such as vessel morphology, brain activity, and oxygen metabolism [8,23–26].

CFM is an established technology for imaging the molecular features of biological specimen by mapping the distribution of fluorophores with known fluorescence spectrum [27]. Confocal fluorescence microscope employs a pinhole at the detector site to block the light coming from out-of-focus planes [28]. As a result, high resolution biological imaging is achieved with autofluorescence or exogenous fluorophore. CFM has been explored as an analytical instrument for studying various biochemical reactions in intact living cells [29–31].

Each individual imaging technology has its limitations due to the limited specific contrast mechanism used for imaging, and thus each imaging technology alone cannot provide all the information needed for biomedical research and disease diagnosis. For example, conventional OCT in the near infrared spectrum cannot offer molecular contrasts; PAM and CFM are capable of providing optical absorption and molecular information of a biological specimen in cellular level, however, they cannot provide contrasts of tissue structure as OCT can offer and they do not provide blood flow information. To overcome their limitations, multimodal optical microscopy imaging systems are developed to gather more comprehensive information from a biological specimen that was previously unavailable by using a single modal microscope [7,32–35]. Many efforts have been made in developing various multimodal imaging systems to provide simultaneous imaging of the different properties of biological samples. For instance, a dual-modal imaging system, combining OCT and CFM, was built for simultaneous visualization of biochemical as well as morphological features of biological tissue [36–39]. A tri-modal imaging microscope, integrating PAM, two-photon, and second harmonic generation microscopy, has been successfully developed for simultaneous multimodal imaging of mouse ear. In another study, a hybrid optical system has been developed by combining optical-resolution PAM, two-photon excitation fluorescence (TPEF), second harmonic generation (SHG) and third harmonic generation (THG) microscopy for label-free imaging of a mouse ear and zebrafish larva ex-vivo [34,40].

For microscopic imaging, the lateral resolution and signal intensity highly rely on focusing of the objective lens. Dynamic focusing is necessary when the contour of the sample surface is uneven and has a range of depth-variation that exceeds the depth of focus of the objective lens. Several groups have reported dynamic focusing for PAM imaging by using contour scan with PAM [41] or ultrasound [42]. In comparison, our multimodal imaging system provides an unprecedented advantage that the OCT system can accomplish the contour scan with potentially much higher imaging speed and better depth resolution.

In this paper, we present a quad-modality microscopy imaging system that combined OCT, CFM, PAM and ODT to achieve simultaneous multimodal imaging together with dynamic focusing enabled by the integrated OCT system. The system can gather more comprehensive information of biological samples by imaging the complementary contrasts, including optical back-scattering, optical absorption, blood flow speed and fluorescence. The imaging system was tested on a phantom as well as biological tissues both in vivo and ex vivo.

2. Methods

2.1 Imaging system

A schematic of the experimental setup is shown in Fig. 1. The system employs two light sources, in the near infrared (NIR) and visible spectrum, for OCT/ODT and PAM/CFM, respectively. OCT/ODT works with a single broadband NIR light source (T-840 Broadlighter; Superlum Diodes Ltd, center wavelength 840 nm, FWHM bandwidth 100 nm). In PAM/CFM, a single Q-switched frequency-doubled Nd:YAG laser (SPOT-10-200-532, Elforlight Ltd, UK; output wavelength: 532 nm; maximum pulse energy: 20 μJ; pulse duration: 2ns; maximum pulse repetition rate: 30 kHz) is used as the illuminating light source. The NIR light power was measured to be 570 μW. The laser pulse energy was measured to be 300 nJ on the sample during the experiments, respectively. The pulsed laser light first passed
through a neutral density filter (ND, optical density: 0.04), the surface reflection from which was detected by a photodiode (PD) whose output was used to trigger a digital delay generator for synchronization of the different imaging modalities. The laser light was attenuated by a set of neutral density filters before coupled into a single-mode optical fiber (SMF). After exiting the SMF, the light was collimated into a beam diameter of 2 mm, combined with the OCT probe light by a dichroic mirror (DM1, DMSP650 - Ø1” Shortpass, 650 nm Cutoff, Thorlabs), and focused onto the sample with an objective lens (Microspot focusing objectives, LMH-5X-532, EFL = 40mm, NA = 0.13, Thorlabs).

For PAM signal detection, an unfocused needle ultrasonic transducer (40 MHz, bandwidth 80%, active element diameter 1.3 mm) was immersed in a water tank filled with distilled water. A window was opened at the bottom of the water tank and was sealed with a transparent polyethylene membrane. For imaging, a sample is placed under the window between the polyethylene membrane and a glass cube, and acoustically coupled with ultrasonic coupling gel. The induced PAM signals were amplified by a 54 dB preamplifier, and then digitized and directed to the PC by a digitizer (PCI-5154, National Instruments) with a sampling rate of 200 MS/s. A total of 1000 points corresponding to a sampling time of 5 µs were acquired with no signal averaging at each scanning position on the sample.

In the CFM subsystem, the back traveling fluorescence light excited by the pulsed laser in the sample passed through the dichroic mirror combining the OCT light and the 532 nm laser (DM1), reflected by another dichroic mirror (DM2, Short-pass, cutoff wavelength: 550 nm, Edmund Optics), passed through a short-pass filter (F1, FES0750, cutoff wavelength: 750 nm, Thorlabs) for blocking the back-reflected NIR light, and a long-pass filter (F2, FES0550, cutoff wavelength: 550 nm, Thorlabs) together with a laser rejection filter (F3, 532 nm BP, OMEGA). It was then focused into a 25 µm pinhole by an achromatic doublet with a focal length of 30 mm (L3) and detected by a PMT module (PMM02, Thorlabs). The output signal of the PMT was digitized into the computer by another channel of the same digitizer. The sampling rate and the record length were the same as for the PAM subsystem.
In the OCT/ODT subsystem, the light from the broadband light source was coupled into a 3dB 2 × 2 fiber coupler and was split into the sample and reference arms. In the sample arm, the light exiting the fiber was collimated and combined with the PAM laser with the dichroic mirror DM1. The combined reflected light from the sample and reference arms was detected by a spectrometer. The spectrometer consisted of a 1200 lines/mm transmission grating, a multi-element imaging lens (f = 150 mm), and a line scan CCD camera (Aviiva-SM2-CL-2014, 2048 pixels with 14 μm pixel size operating in 12-bit mode, e2V) with an exposure time of 36μs.

Step-motor driven platforms (UniSlide, Velmex, Inc.) were used for scanning the sample and adjusting the focus of the objective lens. The sample together with the water tank was scanned in the X- and Y-directions by using a 2-axis platform. Each image was set to have 256 × 256 or 512 × 512 steps (X × Y) covering either 1.6 mm × 1.6 mm or 6.5 mm × 6.5 mm area, a step size of 6.4 μm or 12.8 μm. The entire image acquisition took about 20 or 80 minutes, respectively. The focus of the objective lens was adjusted by the Z-scan platform, which was controlled with the guidance of the OCT contour scan.

All the imaging subsystems were synchronized by the TTL output of the X-Y motor controller at each scanning step, which triggered the pulsed laser. The output of the photodiode (PD in Fig. 1) in response to each laser pulse triggered a multi-channel digital delay generator (DG645, Stanford Research Systems). One output channel of the delay generator triggered the digitizer for acquisition of the PAM and CFM signals. Another output channel triggered a function generator (AFG3021B, Tektronix), the output of which was used to trigger the image acquisition board for the CCD camera of the spectrometer. The function generator worked in a burst mode: with each trigger received it generated four pulses to drive the OCT system to acquire four depth scans with an A-line rate of 24 KHz. These four depth scans were used to calculate the phase shift caused by the blood flow, thus generated the ODT images.

A microscope formed by an imaging lens (L2 in Fig. 1, f = 200 mm) and the objective lens was used to guide the alignment of the sample for imaging. The microscope was coupled in the optical path by a pellicle beam splitter and the image was detected with a CMOS camera.

2.2 Imaging system performance

The axial resolution of the OCT subsystem was mainly determined by the center wavelength and bandwidth of the broadband light source. When imaging biological tissues, we only used 50 nm bandwidth and the measured depth resolution was 7.5 μm in air, which was a bit worse than the theoretical value of 6 μm. The axial resolution of the PAM subsystem was quantified by measuring the FWHM of the averaged PA pulse echoes envelope generated from a black tape. The PAM depth resolution was measured to be 31 μm.

Although the lateral resolution of the OCT and PAM is determined by the numerical aperture of the objective lens and the wavelength (theoretically: 2.5 μm and 3.8 μm for PAM and OCT, respectively), the lateral resolution of the current multimodal imaging system is limited by the step size of the mechanical scanner which is 6.4 μm for both OCT and PAM. The performance of the ODT has also been validated before with phantoms [43].

2.3 OCT-guided dynamic focusing

To achieve dynamic focusing, the relationship of the optical focus of the objective lens versus depth is established by imaging a black tape as the sample. The focus of the objective lens corresponds to the highest photoacoustic signal. When the highest photoacoustic signal is detected, the surface of the tape measured by OCT is defined as the depth location of the focus of the objective lens. This procedure resets the working condition of the imaging system. When imaging a biological subject, we first adjust the sample to get the highest photoacoustic signal at a reference point, which is selected with the guidance of the real-time
video image and the PAM B-scans. The surface of the sample at the reference point, measured by OCT, is defined as the depth reference for the following scans. The depth adjustments for the objective lens at the following scan positions are determined by the depth difference of the sample surface with the reference. Thus, the dynamic focusing is designed to follow the contour of the sample detected by OCT.

Before imaging, the area of interest of the subject was first imaged by the OCT system. A rapid OCT B-scan consisting of 256 A-lines was acquired in the X-direction. The contour of the subject along the scanned path was then extracted automatically by using a self-developed LabVIEW program.

2. 4 Sample preparation in phantom, ex vivo and in vivo experiments

The multimodal imaging system was validated by imaging various samples including phantom, biological tissues ex vivo, and mouse ear in vivo. All experimental animal procedures were conducted in compliance with the guidelines of the Florida International University’s Institutional Animal Care and Use Committee.

We first tested the performance of the OCT-guided dynamic focusing by imaging a rectangular capillary tube (dimensions: 0.1 mm path \times 1 mm width \times 0.09 mm wall) filled with fluorescent micro-particles (FluoSphere polystyrene, 1.0 μm, Ex: 540 nm, EM: 560 nm, Thermo Fisher Scientific). Then, we imaged the retinal pigment epithelium (RPE) of a human cadaver eye to demonstrate the capability of the PAM, OCT and CFM subsystems. A piece of the human cadaver eye was cut from the eyeball and the retina was removed to expose the RPE. The sample was fixed on a holder plate and was immersed in water for imaging.

A mouse ear was imaged in vivo to further demonstrate the full potential of the quad-modal OCT/ODT/PAM/CFM system and also test the OCT-guided contour scanning method. The animal was anesthetized by intraperitoneal injection of a cocktail containing ketamine (54 mg/kg body weight) and xylazine (6 mg/kg body weight). Then, the hair was gently removed from the ear by using a commercial hair removal gel. A small amount of acoustic coupling gel was applied on the mouse ear. The mouse was restrained in an animal mount at 20 degree angle.

2. 5 Reducing the nonlinear effect in optical fibers

![Fig. 2. Measured optical spectrum of the pulsed laser before and after the single-mode optical fibers. (a) laser spectrum before the optical fiber; (b) laser spectrum exiting a 4.5 m long single-mode optical fiber; (c) laser spectrum exiting a 0.5 m long single-mode optical fiber. The intensity readings are normalized.](image)

Long optical fiber was frequently used to increase the distance between the pulsed laser and the PAM detection units to avoid electrical interference from the laser driving circuits. Reducing the nonlinear effect of the single-mode optical fiber is important for fluorescence imaging to avoid overlap of the shifted illuminating spectrum with that of the fluorescence. The spectral shift caused by the nonlinear effect will affect the accuracy of quantitative absorption measurement in PAM, e.g. in blood vessel oximetry. We measured the spectrum
of the 532 nm laser light before coupled into and after exiting the single-mode optical fiber. When the fiber length was 4.5 m, we observed that the peak wavelength was shifted from 532 nm (Fig. 2(a)) to 545 nm (Fig. 2(b)) due to Raman scattering in the single mode fiber. One solution to this issue is to add a 532 nm laser line filter at the exit of the optical fiber to filter out the shifted longer wavelengths. However, this lead to a drop in laser energy, in the 4.5 m fiber case from about 600 nJ to 200 nJ. Another solution is to shorten the optical fiber. When we shortened the fiber length from 4.5 m to 0.5 m, the nonlinear effect is significantly reduced. As shown in Fig. 2(c), in the spectrum of the laser light exiting the 0.5 m fiber, the wavelength shift can be neglected.

3. Results

3.1 OCT-guided dynamic focusing: phantom study

The rectangular capillary tube was fixed on a 20 degree angled plate. To get the contour of the sample surface, the phantom was first scanned at each Y location with the OCT system along the X-axis, which consists of 256 A-lines covering a range of 1.6 mm. Figure 3(a) shows one OCT B-scan at the location marked with a yellow line in Fig. 3(e). The contour of the phantom was automatically generated by extracting the maximum of each OCT A-line in the B-scan image. The depth difference was calculated at each point on the X-axis in relative to the predefined depth of the maximum PAM signal. The depth difference was used to adjust the focus of the objective lens point by point to achieve dynamic focusing when the multimodal images were acquired.

Figure 3 shows the effect of dynamic focusing on imaging the phantom. Figure 3 (c) and (d) show the PAM and CFM images before application of dynamic focusing. Figure 3 (e) and (f) shows the PAM and CFM images with dynamic focusing. We can see that after application of dynamic focusing, both the signal intensity and the sharpness of the PAM and CFM images are improved across the field of view. To further illustrate the improvement of image quality by the OCT-guided dynamic focusing, we draw the signal intensities of the PAM and CFM (Fig. 3 (g) and (h)) along the line shown in Fig. 3(c), (d), (e) and (f). In the PAM and CFM intensity curves the signal intensities at all the imaged points are significantly improved after the application of dynamic focusing except the points already in focus (the points in the dashed box).
Fig. 3. Phantom test of OCT-guided dynamic focusing using surface contour scanning. (a) OCT B-scan at the location marked in panel (e) as a yellow line; (b) OCT B-scan of the angled plate; (c) and (d) Simultaneously acquired PAM and CFM images without dynamic focusing; (e) and (f) Simultaneously acquired PAM and CFM images with dynamic focusing; (g) PA signal intensity along the line at the location marked in panel (c) and (e) as a red and blue line without and with dynamic focusing, respectively; (h) FL (fluorescence) signal intensity along the line at the location marked in panel (d) and (f) as a red and blue line without and with dynamic focusing, respectively; bar: 100μm.

3.2 OCT-guided dynamic focusing: ex vivo simultaneous PAM, CFM and OCT imaging

After successful test on the phantom, we imaged the retinal pigment epithelium (RPE) of a human cadaver eye with the multimodal imaging system to test the performance of OCT-guided dynamic focusing on biological samples. Before data acquisition, the real-time OCT signal was used to guide moving the sample to the focal plane. The microscope was used to locate the region of interest (ROI). Before image acquisition, the same procedure was followed to extract the contour of the sample surface by using the OCT scan. Dynamic focusing was then applied, point by point, during image acquisition.
Fig. 4. Multimodal imaging of a human eye \textit{ex vivo} using OCT-guided dynamic focusing. (a) and (b) Simultaneously acquired PAM and CFM images without dynamic focusing; (c) and (d) Simultaneously acquired PAM and CFM images with dynamic focusing; (e) OCT B-scan at the location marked in panel (a) by the yellow solid line (displayed dynamic range, 55 dB); (f) PA signal intensity along the line at the location marked in panel (a) and (c) as a red and blue line without and with dynamic focusing, respectively; (g) FL (fluorescence) signal intensity along the line at the location marked in panel (b) and (d) as a red and blue line without and with dynamic focusing, respectively; RPE: Retinal Pigment Epithelium; SL: Sclera; bar, 500 μm.
The performance of the OCT-guided dynamic focusing is demonstrated in Fig. 4. The simultaneously acquired PAM and CFM images were composed of 512 × 512 scanning points covering an area of 6.5 mm × 6.5 mm. The PAM images shown are a maximum-amplitude-projection (MAP) of the acquired 3D data. In the CFM images each pixel is an average of the acquired 1000 samples at each scanning point. The imaging time is about 80 minutes. Figure 4(a) and (b) show the PAM and CFM images of the sample without dynamic focusing. Figure 4(c) and (d) show the PAM and CFM images of the same area with dynamic focusing. Figure 4(f) and (g) show the intensity of the PAM and CFM signals along the line marked in the corresponding images. The unevenly distributed melanin and lipofuscin granules in the RPE cells give rise to the spike appearance of the PAM and CFM signals. We can clearly see the improvement of the signal intensity and the sharpness of both the PAM and the CFM images by applying dynamic focusing.

Figure 4 demonstrates the complementary molecular contrasts provided by the multimodal imaging system. The signals in PAM and CFM were generated by melanin and lipofuscin in the RPE, respectively, which can be verified by the OCT cross-sectional image shown in Fig. 4(e), the location of which is marked in Fig. 4(a) by the yellow solid line. In the OCT image, we can clearly see that the dark regions in the PAM and CFM images correspond to the area deprived of RPE layer. Since both PAM and CFM were generated with the same group of photons, both images are intrinsically registered. The images of the two modalities look similar because both melanin and lipofuscin granules are all contained in the RPE cells and the resolution of the current system is not good enough to separate them.

3.3 In vivo simultaneous PAM, CFM, OCT and ODT imaging with OCT-guided dynamic focusing

We imaged a mouse ear in vivo to demonstrate the full potential of the multimodal imaging system with dynamic focusing. After sample preparation, the mouse was restrained in a homemade 20 degree angled plate, which was fixed on the Z-axis platform. By placing the ear at an angle, the blood vessels were not perpendicular to the OCT probe light thus guaranteed that the Doppler angle would not be 90°. The mouse ear was then attached to the imaging window of the water tank. Using the Z-axis stage, the sample was adjusted to the focal plane by monitoring the OCT signal in real time. We could visually identify the ROI by using the microscope camera. The procedure for extracting the contour of the sample by using the OCT B-scans and adjusting the focus of the objective lens to achieve dynamic focusing was the same as in the phantom and ex vivo experiments. The entire image acquisition took about 20 minutes covering an area of 1.6 mm × 1.6 mm. The size of the imaging area was limited by the time limit of the anesthesia method.

Figure 5 shows the simultaneously acquired PAM, CFM, OCT and ODT images of the sample to demonstrate the full potential of the multimodal imaging technique with OCT-guided dynamic focusing. Each imaging subsystem reveals significantly different features of the mouse ear due to their different contrast mechanisms. The PAM image in Fig. 5(a) clearly imaged the blood vessels because hemoglobin in the red blood cells in the vessels has high optical absorption at 532 nm. Figure 5(b) shows the OCT B-scan image at the location marked in Fig. 5(e), which revealed the tissue structures, including the epidermis, dermis and the articular cartilage.

Figure 5(c) shows a cross-sectional ODT image indicating directional blood flows. Red and blue colors represent direction of blood flow corresponding to arteries and veins, respectively. Two vessels, one artery and one vein were captured. The artery and vein were identified due to the fact that veins have typically larger lumen with thinner wall, transporting more blood volume, while arteries are smaller in diameter with thicker wall in proportion to their lumen. In addition, arteries and veins typically appear as a pair in tissue. Depending on the imaging configuration and the scanning direction on the animal, we can also distinguish arteries from veins according to the direction of the blood flow: arteries transport high
pressure blood from the heart to smaller arteries in different organs and veins carry low pressure blood from venules to the heart [44]. At each scanning location, the depth-resolved phase differences among the four OCT A-lines were calculated by using the previously reported methods [45,46]. Briefly, the projected flow speed on the direction of the incident sample light can be calculated from the phase difference among the adjacent A-line s \( \Delta \phi_i = \phi_{i+1} - \phi_i \), where \( i \) is the A-line number:

\[
v_p = \frac{\Delta \phi_i \lambda_0 f_{A\text{-line}}}{4 \pi n},
\]

where \( v_p \) is the projection of the absolute velocity \( v \) along the depth direction, \( \lambda_0 \) is the center wavelength of the light source, \( f_{A\text{-line}} \) is the axial scan frequency (A-line rate), \( n \) is the index of refraction of the sample.

Fig. 5. Simultaneously acquired PAM, CFM, OCT and ODT images of a mouse ear with dynamic focusing. (a) PA image (average contrast-to-noise ratio 50 dB); (b) OCT B-scan at the location marked in panel (e) by the solid line (displayed dynamic range, 45 dB); (c) ODT B-scan at the location marked in panel (e) by the solid line; (d) CFM image (average contrast-to-noise ratio 30 dB); (e) OCT 2D projection images generated from the acquired 3D OCT data sets; (f) Fused 2D image of simultaneously acquired PAM, CFM and OCT images; SG: Sebaceous glands; bar, 100μm.
Figure 5(d) shows the fluorescence of the sebaceous glands in the skin. Several different molecules, such as porphyrins, keratin and tryptophan, are the possible sources for autofluorescence in sebaceous glands [47,48]. Figure 5(e), shows a projection of the 3D OCT data on the X-Y plane [49]. The sebaceous glands appear dark in the projected OCT images due to the shadowing effect as shown in the OCT B-scans. Figure 5(f) illustrates the fused image merging simultaneously acquired PAM, CFM and OCT images in a single shot. In PAM images, the blood vessels appear as bright color due to the high optical absorption of hemoglobin at wavelength of 532 nm in blood generating strong ultrasonic signals. In contrast, the blood vessels appear as dark color in the projected OCT image due to the shadowing effect caused by the highly scattering properties of the blood cells.

4. Discussion

We have successfully implemented a novel OCT-guided dynamic focusing technique in an integrated multimodal imaging system. The system was tested by imaging phantom, human eye ex vivo, and mouse ear in vivo. Taking advantage of high depth resolution of OCT, the depth information of each scanning point, in reference to the maximum amplitude of PAM signal, was extracted and utilized for dynamic focusing by using a motorized Z-stage. Although the improvement of SNR and image sharpness may not be the same for PAM and CFM when the highest PA signal may not be located in the same plane as that of the highest fluorescence signal, dynamic focusing will make the SNR more uniform across the imaging area. The adjustments of the objective lens in the Z direction should be recorded and saved to a file, which will be needed for reconstructing the 3D CFM image when optical sectioning is performed. Upon development of this novel method, which maintains the sample at focus through the entire scanning, images with higher SNR can be acquired. This novel technique is suitable for imaging different samples with uneven surfaces.

Currently, the major limitation to the multimodal imaging system is the imaging speed, which is limited by the scanning speed of the step motors. To increase the imaging speed, a faster motor or different scanning mechanisms is needed, which is one of our focus in developing the system into more practical applications. Limited imaging depth of the OCT system, 2 mm for the current OCT system, may be another limitation for the dynamic focusing applications.

The digital delay generator plays a key role in synchronizing the imaging systems. The A-line rate of the OCT system is determined by the scanning motor while the A-line rate for ODT calculations is determined separately by the pulse repetition rate of the function generator. This arrangement assured that at each scanning position multiple depth-scans can be acquired, which decoupled the A-line rate for ODT from the scanning speed of the motor and made the ODT function possible. During the in vivo experiments, we found that the blood flow imaging was not always successful. We hypothesize that the pressure of the water tank on the sample may slow down the blood flow to the extent that exceeds the limit of the ODT measurement. We did not see capillaries in the PAM and ODT images of the mouse ear because ODT is not sensitive enough for capillary imaging due to the slow blood flow in capillaries. Since we imaged the lower part of the ear, there were possibly less capillaries to be captured around the arteries and veins in PAM image. This could also be due to the relatively low sensitivity of the unfocused needle transducer. A better transducer with higher sensitivity will be considered for the future work.

In the current CFM imaging the fluorophores providing the contrasts were lipofuscin in the RPE cells and porphyrins in the sebaceous glands, both are endogenous fluorophores. Lipofuscin is a complex lipid/protein aggregate of nondegradable end products from phagocytosis of shed photoreceptor outer segments in the RPE. It is the major source of fundus autofluorescence and it accumulates with age. The accumulation of lipofuscin in the RPE is believed to contribute to the pathogenesis of retinal diseases such as age-related macular degeneration (AMD) and Stargardt diseases [50–52]. Porphyrins in the sebaceous
glands in the mouse ear are attached to individual hair follicles containing viscous fluid called sebum, which is responsible for moisture balance in the mouse skin [47]. By comparing the images of the sebaceous glands, we can see that they are highly optical absorbers in the NIR in comparison with the surrounding tissues because they cast shadows in the OCT cross-sectional image and appear dark in the OCT projection images. Most of the absorbed photons by the sebaceous glands in the visible spectrum, however, may not be converted to heat because they do not contribute to photoacoustic signals. Since they showed up in the CFM image, we can conclude that the absorbed photons in the visible spectrum were mainly converted to fluorescence. These are just examples for demonstrating the potentials of the multimodal imaging system.

For many biological applications, such as understanding the spatial heterogeneity of disease or monitoring of developmental processes, the ability to simultaneously capture cellular and whole-organism level processes as well as their mutual interactions is necessary [53]. The proposed imaging system has potential to be used for in vivo retinal imaging, where the contrasts of all the different imaging modalities are provided by endogenous agents such as, melanin, lipofuscin, scattering, and blood flow. We currently only target the autofluorescence with endogenous fluorophores. The system is also suitable for imaging exogenous fluorophores when the fluorescence probe has correct excitation and emission spectrum. There is also a possibility to replace the CFM with multiphoton microscopy by using an ultrafast Ti:sapphire laser as the excitation light source. In this case, the OCT and multiphoton microscopy can share the same light source. This will be our next step for improving the capabilities of the imaging system. More applications will also be explored as the technologies are being further developed and matured.

5. Conclusion

In conclusion, we have successfully developed a multimodal imaging system with OCT-guided dynamic focusing, which can simultaneously acquire OCT, ODT, PAM and CFM images with complementary contrasts. The novel OCT-guided dynamic focusing enabled imaging samples of uneven surface with improved SNR across the whole imaged area. The imaging system was validated by imaging phantom and biological samples ex vivo and in vivo. It is expected that further improvement of this optical microscopic instrument will find even broader applications for tissue imaging.

Funding

Institutes of Health (NIH) (R01EY026643).

Disclosures

The authors declare that there are no conflicts of interest related to this article.

References

1. D. Huang, E. A. Swanson, C. P. Lin, J. S. Schuman, W. G. Stinson, W. Chang, M. R. Hee, T. Flotte, K. Gregory, C. A. Puliafito, et al., “Optical coherence tomography,” Science 254(5035), 1178–1181 (1991).
2. M. Wojtkowski, V. Srinivasan, T. Ko, J. Fujimoto, A. Kowalczyk, and J. Duker, “Ultrahigh-resolution, high-speed, Fourier domain optical coherence tomography and methods for dispersion compensation,” Opt. Express 12(11), 2404–2422 (2004).
3. G. De Venecia, M. Davis, and R. Engerman, “Clinicopathologic correlations in diabetic retinopathy. I. Histology and fluorescein angiography of microaneurysms,” Arch. Ophthalmol. 94(10), 1766–1773 (1976).
4. Z. Földes-Papp, U. Demel, and G. P. Tilz, “Laser scanning confocal fluorescence microscopy: an overview,” Int. Immunopharmacol. 3(13-14), 1715–1729 (2003).
5. F. G. Holz, C. Bellmann, K. Rohrschneider, R. O. Burk, and H. E. Völcker, “Simultaneous confocal scanning laser fluorescence and indocyanine green angiography,” Am. J. Ophthalmol. 125(2), 227–236 (1998).
6. X. Cai, Y. S. Zhang, Y. Xia, and L. V. Wang, “Photoacoustic microscopy in tissue engineering,” Mater Today (Kidlington) 16(3), 67–77 (2013).
7. J. Kim, D. Lee, U. Jung, and C. Kim, “Photoacoustic imaging platforms for multimodal imaging,” Ultrasonography 34(2), 88–97 (2015).
8. W. Liu and H. F. Zhang, “Photoacoustic imaging of the eye: A mini review,” Photoacoustics 4(3), 112–123 (2016).
9. C.-J. Chang and K.-H. Hou, “High-resolution optical Doppler tomography for in vitro and in vivo fluid flow dynamics,” Chang Gung Med. J. 26(6), 403–411 (2003).
10. R. A. Leitgeb, R. M. Werkmeister, C. Blatter, and L. Schmetterer, “Doppler optical coherence tomography,” Prog. Retin. Eye Res. 41, 26–43 (2014).
11. J. You, C. Du, N. D. Volkow, and Y. Pan, “Optical coherence Doppler tomography for quantitative cerebral blood flow imaging,” Biomed. Opt. Express 5(9), 3217–3230 (2014).
12. C. Balas, “Review of biomedical optical imaging—a powerful, non-invasive, non-ionizing technology for improving in vivo diagnosis,” Meas. Sci. Technol. 20(10), 104020 (2009).
13. A. F. Fereher, “Optical coherence tomography,” J. Biomed. Opt. 1(2), 157–173 (1996).
14. N. D. Gladkova, G. A. Petrova, N. K. Nikolkin, S. G. Radenska-Lopovok, L. B. Snopova, Y. P. Chumakov, V. A. Nasonova, V. M. Gelikonov, G. V. Gelikonov, R. V. Kuranov, A. M. Sergeev, and F. I. Feldchtein, “In vivo optical coherence tomography imaging of human skin: norm and pathology,” Skin Res. Technol. 6(1), 6–16 (2000).
15. M. Gupta, A. M. Rollins, J. A. Izatt, and I. R. Efimov, “Imaging of the atroventricular node using optical coherence tomography,” J. Cardiovasc. Electrophysiol. 13(1), 95 (2002).
16. E. A. Swanson, J. A. Izatt, M. R. Hee, D. Huang, C. P. Lin, J. S. Schuman, C. A. Puliafito, and J. G. Fujimoto, “In vivo retinal imaging by optical coherence tomography,” Opt. Lett. 18(21), 1864–1866 (1993).
17. S. Brand, J. M. Poneros, B. E. Bouma, G. J. Tearney, C. C. Compton, and N. S. Nishioka, “Optical coherence tomography in the gastrointestinal tract,” Endoscopy 32(10), 796–803 (2000).
18. L. An and R. K. Wang, “In vivo volumetric imaging of vascular perfusion within human retina and choroids with optical micro-angiography,” Opt. Express 16(15), 11438–11452 (2008).
19. A. P. Cherecheanu, G. A. Petrova, N. K. Nikolkin, S. G. Razansky, R. M. Werkmeister, and L. Schmetterer, “Ocular perfusion pressure and ocular blood flow in glaucoma,” Curr. Opin. Pharmacol. 13(1), 36–42 (2013).
20. R. Ehrlich, N. S. Kharda, D. M. Winston, D. B. Moore, B. Wrostopko, and A. Harris, “Age-related ocular vascular changes,” Graefe’s Arch. Clin. Exp. Ophthalmol. 247(5), 583–591 (2009).
21. J. Xia, J. Yao, and L. V. Wang, “Photoacoustic tomography: principles and advances,” Electromagn Waves (Camb) 147, 1–22 (2014).
22. J. Yao and L. V. Wang, “Sensitivity of photoacoustic microscopy,” Photoacoustics 2(2), 87–101 (2014).
23. S. Gottschalk, T. F. Fehm, X. L. Deán-Ben, and D. Razansky, “Noninvasive real-time visualization of multiple cerebral hemodynamic parameters in whole mouse brains using five-dimensional optoacoustic tomography,” J. Cereb. Blood Flow Metab. 35(4), 531–535 (2015).
24. K. Jansen, A. F. van der Steen, H. M. van Beusekom, J. W. Oosterhuis, and G. van Soest, “Intravascular photoacoustic imaging of human coronary atherosclerosis,” Opt. Lett. 36(5), 597–599 (2011).
25. J.-T. Oh, M.-L. Li, H. F. Zhang, K. Maslov, G. Stoica, and L. V. Wang, “Three-dimensional imaging of skin melanoma in vivo by dual-wavelength photoacoustic microscopy,” J. Biomed. Opt. 11(3), 34022 (2006).
26. J. Yao, L. Wang, J.-M. Yang, K. I. Maslov, T. T. Wong, L. Li, C.-H. Huang, J. Zou, and L. V. Wang, “High-speed label-free functional photoacoustic microscopy of mouse brain in action,” Nat. Methods 12(5), 407–410 (2015).
27. J. W. Lichtman and J.-A. Conchello, “Fluorescence microscopy,” Nat. Methods 2(12), 910–919 (2005).
28. R. H. Webb, “Confocal optical microscopy,” Rep. Prog. Phys. 59(3), 427–471 (1996).
29. G. A. Wagnières, W. M. Star, and B. C. Wilson, “In vivo fluorescence spectroscopy and imaging for oncological applications,” Photochem. Photobiol. 68(5), 603–632 (1998).
30. V. Nitziarchristos, C.-H. Tung, C. Bremer, and R. Weissleder, “Fluorescence molecular tomography resolves protease activity in vivo,” Nat. Med. 8(7), 757–760 (2002).
31. J. Klohs, J. Steinbrink, R. Bourayou, S. Mueller, R. Cordell, K. Licha, M. Schirmer, U. Dinarlag, U. Lindauer, and A. Wunder, “Near-infrared fluorescence imaging with fluorescently labeled albumin: a novel method for non-invasive optical imaging of blood-brain barrier impairment after focal cerebral ischemia in mice,” J. Neurosci. Methods 180(1), 126–132 (2009).
32. S. P. Chong, T. Lai, Y. Zhou, and S. Tang, “Tri-modal microscopy with multiphoton and optical coherence microscopy/tomography for multi-scale and multi-contrast imaging,” Biomed. Opt. Express 4(9), 1584–1594 (2013).
33. T. Berer, E. Leis-Holzinger, A. Hochreiner, J. Bauer-Marschallinger, and A. Buchsbaum, “Multimodal noncontact photoacoustic and optical coherence tomography imaging using wavelength-division multiplexing,” J. Biomed. Opt. 20(4), 46013 (2015).
34. W. Song, Q. Xu, Y. Zhang, Y. Zhan, W. Zheng, and L. Song, “Fully integrated reflection-mode photoacoustic, two-photon, and second harmonic generation microscopy in vivo,” Sci. Rep. 6(1), 32240 (2016).
35. S. Yue, M. N. Slipchenko, and J. X. Cheng, “Multimodal nonlinear optical microscopy,” Laser Photonics Rev. 5(4), 496–512 (2011).
36. J. Park, J. A. Jo, S. Shrestha, P. Pande, Q. Wan, and B. E. Applegate, “A dual-modality optical coherence tomography and fluorescence lifetime imaging microscopy system for simultaneous morphological and biochemical tissue characterization,” Biomed. Opt. Express 1(1), 186–200 (2010).
37. Z. Nafar, M. Jiang, R. Wen, and S. Jiao, “Visible-light optical coherence tomography-based multimodal retinal imaging for improvement of fluorescent intensity quantification,” Biomed. Opt. Express 7(9), 3220–3229 (2016).

38. M. Jiang, T. Liu, X. Liu, and S. Jiao, “Simultaneous optical coherence tomography and lipofuscin autofluorescence imaging of the retina with a single broadband light source at 480nm,” Biomed. Opt. Express 5(12), 4242–4248 (2014).

39. C. Dai, X. Liu, and S. Jiao, “Simultaneous optical coherence tomography and autofluorescence microscopy with a single light source,” J. Biomed. Opt. 17(8), 080502 (2012).

40. D. Soliman, G. J. Tserenlakas, M. Omar, and V. Ntziachristos, “Combining microscopy with mesoscopy using optical and optoacoustic label-free modes,” Sci. Rep. 5(1), 12902 (2015).

41. C. Yeh, B. Soetikno, S. Hu, K. I. Maslov, and L. V. Wang, “Microvascular quantification based on contour-scanning photoacoustic microscopy,” J. Biomed. Opt. 19(9), 496011 (2014).

42. B. Ning, N. Sun, R. Cao, R. Chen, K. Kirk Shung, J. A. Hossack, J.-M. Lee, Q. Zhou, and S. Hu, “Ultrasound-aided multi-parametric photoacoustic microscopy of the mouse brain,” Sci. Rep. 6(1), 18775 (2016).

43. C. G. Kroeker, “Cardiovascular System: Anatomy and Physiology,” Cardiovascular Mechanics, 1–17 (2018).

44. C. Jiao, R. Knighton, X. Huang, G. Gregori, and C. Puliafito, “Simultaneous acquisition of sectional and fundus ophthalmic images with spectral-domain optical coherence tomography,” Opt. Express 13(2), 444–452 (2005).

45. M. Boulton, N. M. McKechnie, J. Breda, M. Bayly, and J. Marshall, “The formation of autofluorescent granules in cultured human RPE,” Invest. Ophthalmol. Vis. Sci. 30(1), 82–89 (1989).

46. J. R. Sparrow and M. Boulton, “RPE lipofuscin and its role in retinal pathobiology,” Exp. Eye Res. 80(5), 595–606 (2005).

47. E. J. Johnson, “Age-related macular degeneration and antioxidant vitamins: recent findings,” Curr. Opin. Clin. Nutr. Metab. Care 13(1), 28–33 (2010).

48. P. J. Keller, “Imaging morphogenesis: technological advances and biological insights,” Science 340(6137), 1234168 (2013).