Dust reverberation mapping of Z229–15
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ABSTRACT

We report results of the dust reverberation mapping (DRM) on the Seyfert 1 galaxy Z229–15 at z = 0.0273. Quasi-simultaneous photometric observations for a total of 48 epochs were acquired during the period 2017 July to 2018 December in B, V, J, H and Ks bands. The calculated spectral index (α) between B and V bands for each epoch was used to correct for the accretion disc (AD) component present in the infrared light curves. The observed α ranges between −0.99 and 1.03. Using cross-correlation function analysis we found significant time delays between the optical V and the AD corrected J, H and Ks light curves. The lags in the rest frame of the source are 12.52±0.05 d (between V and J), 15.63±0.11 d (between V and H) and 20.36±0.68 d (between V and Ks). Given the large error bars, these lags are consistent with each other. However, considering the lag between V and Ks bands to represent the inner edge of the dust torus, the torus in Z229–15 lies at a distance of 0.017 pc from the central ionizing continuum. This is smaller than that expected from the radius luminosity (R−L) relationship known from DRM. Using a constant α = 0.1 to account for the AD component, as is normally done in DRM, the deduced radius (0.025 pc) lies close to the expected R−L relation. However, usage of constant α in DRM is disfavoured as the α of the ionizing continuum changes with the flux of the source.
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1 INTRODUCTION

Active galactic nuclei (AGNs) are amongst the most luminous objects (1042–1048 erg s−1) in the Universe and emit energy over all wavelengths. They are believed to be powered by accretion of matter on to supermassive black hole (SMBH; 106–1010 M⊙) located at the centres of galaxies. The process of accretion forms an accretion disc (AD) around the SMBH that radiates predominantly in the ultraviolet (UV) and optical wavelengths (Salpeter 1964; Lynden-Bell 1969; Shakura & Sunyaev 1973). The broad-line region (BLR) that lies outside the AD, produces the line emission due to reprocessing of the UV/optical radiation from the AD. Further out from the BLR is the obscuring torus that is responsible for the thermal infrared emission. Among the different types of AGNs are the Seyfert galaxies (Seyfert 1943). Depending on the presence or absence of broad emission lines in their spectra, Seyfert galaxies are divided into Seyfert 1 and Seyfert 2 galaxies. According to the Unified model of AGNs, the obscuring torus located within a few parsecs from the central SMBH is responsible for the separation of Seyfert galaxies into Seyfert 1 and Seyfert 2 category (Antonucci 1993; Urry & Padovani 1995).

For a typical Seyfert galaxy with a UV luminosity of 1042–1044 erg s−1, BLR lies at about ∼0.01 pc from the AD and the inner edge of the dust torus surrounding the BLR, can extend from 0.01 to 0.1 pc. So, the central regions of AGNs are very compact and not possible to image directly. Therefore, it is difficult to know by direct means the dimension of the BLR and the dust torus in an AGN.

Two methods are currently available to determine the inner extent of the dust torus in an AGN. The first one called reverberation mapping (Blandford & McKee 1982; Peterson 1993) uses the intrinsic characteristic of AGNs, namely its flux variability. The optical/UV continuum for an AGN is known to show flux variations on time scales of days to years (Wagner & Witzel 1995). The response of the infrared K-band signal to the optical continuum variability is delayed by a time interval δt that characterizes the inner edge of the dust torus as Rtorus < c × δt, where c is the speed of light. This method of determining the extent of the torus via monitoring observations is called dust reverberation mapping (DRM). This is an expensive method in terms of the observations required, however, insensitive to the distance of the source. Using DRM through optical and near-infrared (NIR) K-band observations, presently the extent of the torus has been measured for about 40 AGNs (Koshida et al. 2014; Pozo Nuñez et al. 2014, 2015; Mandal et al. 2018; Ramolla et al. 2018; Minezaki et al. 2019; Sobrino Figaredo et al. 2020). Also, recently using optical and mid-infrared (MIR) observations, Lyu, Rieke & Smith (2019) reported results of torus size for most of the Palomar-Green quasars. The MIR time lags were found to follow the relation ∆t ∝ L1/3, and the average torus size increased with wavelength. The second method available today to measure the extent of the torus in AGNs is via NIR or MIR interferometry. This method has also been successful in measuring the size of the torus in about two dozen AGNs (Kishimoto et al. 2009, 2011a; Gravity Collaboration 2020). This method is suitable to only nearby bright AGNs, while DRM
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can be used to measure the torus size in any AGN. However, there are systematic differences in the torus size measured by these two methods. The size measured from interferometric observations are always larger than that found from DRM. Also, the dust torus size from NIR interferometric observations do not follow the relation of $R_{\text{torus}} \propto L^{0.5}$ (Koshida et al. 2014) known from K-band DRM observations, instead the half-light radius $R_{1/2}$ which is used as a representative size of the torus varies as $R_{1/2} \propto L^{0.21}$ (Kishimoto et al. 2011b). Recently, from DRM observation of 22 $z < 0.6$ quasars Minezaki et al. (2019) found $R_{\text{torus}} \propto L^{0.424}$.

In spite of the differences in the torus size obtained from DRM and interferometric observations, the strong correlation between the dust lag and the optical luminosity suggests that AGN can be used as a standard candle (Oknyanskij et al. 1999; Oknyanskij & Horne 2001; Höning 2014; Yoshii et al. 2014; Höning et al. 2017). Höning et al. 2017 started a large DRM program, ‘VEILS’ (VISTA Extragalactic Infrared Legacy Survey) that will observe about 1350 targets in the redshift range of $0.1 < z < 1.2$ to use dust lag as standard candle to constrain cosmological parameters. However, this program will eventually miss the objects in the Local Universe, which are important to determine the normalization parameter of the AGN distance moduli (Höning et al. 2017). As a complement to the VEILS program, in the nearby Universe, we have started a monitoring project called the REverberation Mapping of Active galactic nuclei Program (REMAP; Mandal et al. 2018, 2019). For this program we are using the 2 m Himalayan Chandra Telescope (HCT) at Hanle, India to carry out observations on a suitably selected sample of eight sources taken from the catalogue of Bentz & Katz (2015) that has spectroscopic lag measurements of the BLR. The results on the first target from the REMAP program, namely H0507+164 was published in Mandal et al. (2018). Here, we present the results of the second source, namely Z229–15, a local Seyfert 1 galaxy with redshift $z = 0.0273$. Located at $\alpha_{2000} = 19:05:25.94$ and $\delta_{2000} = +42:27:39.76$, Z229–15 has a black hole mass of $1.0^{+0.10}_{-0.24} \times 10^7 M_\odot$ (Barth et al. 2011) and a $Gair$ G-band brightness of 16.44 mag. In Section 2, we describe the observation and data reduction processes. The analysis is given in Section 3. In Section 4, we discuss the results of this work followed by the summary in Section 5. For the cosmological parameters, we assumed $H_0 = 73 \text{ km s}^{-1} \text{ Mpc}^{-1}$, $\Omega_m = 0.27$, and $\Omega_\Lambda = 0.73$ (Koshida et al. 2014).

2 OBSERVATION AND DATA REDUCTION

The photometric observations in the optical $B$ and $V$ bands and the infrared $J$, $H$, and $K_s$ bands were carried out during the period 2017 July to 2018 December for a total of 48 epochs using the HCT. Optical observations were carried out using the Himalayan Frontier Object Spectrograph and Camera (HFOSC) mounted at the Cassegrain focus of the HCT. The camera has a $2048 \times 4096$ SiTe CCD chip with a gain and readout noise of 1.22 electrons/ADU and 4.8 electrons, respectively. Each pixel of the CCD covers a region of 0.296 arcsec. The observations were carried out in binned mode using only the central $2048 \times 2048$ region of the CCD, thus covering a field of view of 10 arcmin × 10 arcmin. The exposure time in $B$ and $V$ bands is 150 and 50 s, respectively. The NIR observations in the $J$, $H$, and $K_s$ bands were done after the $B$-band observations at each epoch using the TIFR Near Infrared Spectrometer (TIRSPEC) mounted on one of the side ports of HCT (Ninan et al. 2014). The detector used in TIRSPEC is a $1024 \times 1024$ HgCdTe array with a pixel size of 18 μm covering a field of view of 5 arcmin × 5 arcmin. It has a readout noise and gain of 21.5 electrons and 5 electrons/ADU, respectively. The NIR images were taken in 3 dither positions consisting of five exposures each of 20 s in each of the three NIR filters namely $J$, $H$, and $K_s$. Sky regions were also observed in the same dithering pattern as the science frames to generate the master sky frame.

2.1 Data reduction

The optical data were reduced using IRAF (Image Reduction and Analysis Facility) and MIDAS (Munich Data Analysis System). We followed the standard procedures for image reduction, such as bias subtraction, dark subtraction and flat-fielding. Cosmic rays were removed using MIDAS. The NIR images were reduced using TIRSPEC NIR Data Reduction Pipeline (Ninan et al. 2014). The pipeline produces the final combined images after performing dark subtraction and flat-fielding on the raw image frames.

2.2 Optical photometry

The objects in the observed image frames were detected using the daofind task in IRAF. Photometry of those detected objects were then carried out using the phot task in IRAF. Of the detected objects we selected two comparison stars having similar brightness to the AGN to carry out differential photometry and to bring the instrumental magnitude to the standard system. The instrumental magnitudes were obtained in several concentric circular apertures centred on the comparison stars starting from FWHM to about 6 times the FWHM. Growth curves were generated and the final instrumental magnitude for each of the comparison star in an epoch is obtained by the curve of growth (COG) method. This adoption of the COG method ensures that the total flux from a point source is measured. The growth curve for a comparison star is shown in Fig. 1. We fit a straightline using the photometric points between 4 and 6 times the FWHM. The optical data were reduced using IRAF (Image Reduction and Analysis Facility) and MIDAS (Munich Data Analysis System). We followed the standard procedures for image reduction, such as bias subtraction, dark subtraction and flat-fielding. Cosmic rays were removed using MIDAS. The NIR images were reduced using TIRSPEC NIR Data Reduction Pipeline (Ninan et al. 2014). The pipeline produces the final combined images after performing dark subtraction and flat-fielding on the raw image frames.

![Figure 1. Growth curve for a comparison star in V band. The dashed line is the linear least-squares fit to the points with aperture sizes between 4 and 6 times the FWHM.](https://academic.oup.com/mnras/article/501/3/3905/6032180)
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of the photometric points in the DLC is 0.004 mag. Given that the photometric errors given by the phot task in IRAF is an underestimate by a factor of about 1.75 (Gopal-Krishna, Sagar & Wiita 1995), the standard deviation of the DLC of the two stars is consistent with the photometric error, which confirms that the two stars are not variable during the period of our observations.

### 2.3 Correction for the host-galaxy contribution

The COG method used to obtain the magnitude of the comparison stars could not be used for the target AGN as both the B- and V-band images have a prominent host galaxy contribution (see Fig. 3, left). The contribution of the host galaxy in both the B and V bands needs to be subtracted to get the true flux from the AGN in both bands. For that, we used the two-dimensional image-decomposition code GALFIT (Peng et al. 2002). For one good epoch of observation in B and V bands, we fitted a Sérsic profile and an edge-on disc profile component to the data. For generating the model PSF, we used a point source present close to the target source. An example of the modelled galaxy, and the residual image that contains the AGN (after subtraction of the model galaxy) for V band are shown in the middle and right-hand panels of Fig. 3. Light curves of the AGN, ideally, can be generated from the photometry of the residual AGN image obtained after GALFIT. However, it is difficult in practice due to the poor signal-to-noise (S/N) ratio in many epochs of data. Therefore, to get the light curve of the AGN devoid of the host galaxy, we followed the following approach. For each epoch of observation, we did aperture photometry of the target Z229–15 at an aperture radius equal to the aperture used for the comparison stars of that epoch. The derived flux \( F_{\text{total}} \) contains the light from the AGN \( F_{\text{AGN}} \) and the host galaxy \( F_{\text{host}} \). Now to remove the host galaxy light we did aperture photometry on the modelled galaxy image (obtained from GALFIT and without the AGN) at different concentric aperture sizes. The flux of the galaxy as a function of radii from its centre was generated and then modelled as a polynomial. This is shown in Fig. 4. Once the functional form of the galaxy light distribution was obtained, we found the contribution of galaxy at the radius used for the photometry of Z229–15 for that epoch. This was then subtracted from the total flux to get the light curve of the AGN as

\[
F_{\text{AGN}} = F_{\text{total}} - F_{\text{host}}.
\]

The above was carried out for each epoch of observation to arrive at the final B- and V-band light curves of the AGN. Finally, the observed instrumental magnitudes were converted into apparent magnitudes using differential photometry relative to the two comparison stars having brightness similar to the AGN in the field, and, whose apparent magnitudes were taken from Barth et al. (2011) and Fedorov, Akhmetov & Bohylev (2011) for V and B bands, respectively. These comparison stars are found to be non-variable during our monitoring period (see Fig. 2). The obtained apparent magnitudes were corrected for Galactic extinction from the NASA/IPAC Extragalactic data base (NED). These magnitudes were then converted into fluxes using the zero-points taken from Bessell (1979).

### 2.4 Infrared photometry

The images acquired in the NIR J, H, and Ks bands have very poor S/N compared to the optical B- and V-band images. Also, the PSF is found to change across the image frames. Similar to the optical band we tried to obtain the magnitude of the comparison stars and Z229–15 (as the host galaxy is not seen) using the COG method. However, we found the COG not to smoothly merge with the background and instead showed many wiggles (see Fig. 5). Therefore, to obtain the total fluxes from the comparison stars and the AGN we followed a two-step approach. We carried out aperture photometry on a sequence of circular apertures. We calculated S/N at each of the aperture and plotted S/N as a function of aperture to find the aperture at which the S/N is maximum (see Fig. 6, top panel). We used that aperture to find the magnitude of the objects. The aperture at which the S/N is maximum changes from epoch to epoch. Due to poor S/N, the optimum aperture obtained by this method is much smaller than the FWHM and therefore the flux obtained on the comparison stars and the AGN at the optimum aperture is always an underestimation.

Therefore, to get the true brightness of the comparison stars and the AGN we need to apply aperture correction to offset for the missing flux obtained at smaller apertures. We estimated the aperture correction using a mean differential curve of growth (DCOG) analysis. There are three point sources in the observed image frames in the NIR bands. For each of these stars we calculated the magnitude difference between consecutive apertures, i.e. \( \Delta m = m_{i+1} - m_i \), where \( i \) refers to the aperture radius, and plotted \( \Delta m \) against aperture radii as shown in Fig. 6 (bottom panel). A mean DCOG is then obtained by taking the average of the DCOG obtained for these three stars. A polynomial is fit to the mean DCOG. The difference between the \( \Delta m \) at the FWHM and the \( \Delta m \) at the optimum aperture obtained from the best-fitting polynomial was applied as aperture correction to each of the comparison stars and the AGN to get their actual brightness. We note that the pattern of the NIR light curves before and after the correction looks nearly identical, however, there is a minor advantage (though not much significant) in using the correction factor obtained from the DCOG. For example, the standard deviation of the DLC between Star 1 and Star 2 before applying the correction factor is 0.096 mag in the J band and it reduces to 0.087 mag after applying the correction factors. In the H and Ks bands, the standard deviation of the DLC between Star 1 and Star 2 are similar before and after application of the correction factors. The final NIR magnitudes were obtained by carrying out differential photometry of the AGN relative to the three comparison stars, the standard magnitudes of which were taken from SIMBAD\(^2\) data base. They were corrected for Galactic extinction using the values taken from NED. Final NIR
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Figure 3. Observed V-band image of Z229–15 (left). Modelled galaxy image (middle) and residual image containing the AGN at the centre (right) obtained from GALFIT.

Figure 4. Host-galaxy flux as a function of aperture size. The points with error bar are the galaxy-flux values and the solid black lines are the best polynomial fits.

Figure 5. Growth curve for a comparison star in $K_s$ band. The dashed line is the linear least-squares fit to the points with aperture sizes between 4 and 6 times the FWHM.

Figure 6. S/N versus aperture (top). Differential magnitude between successive apertures versus aperture size (bottom). The green, blue, purple, and the red points represent differential magnitudes for comparison Star 1, Star 2, Star 3, and average of those, respectively. The black solid line is the best polynomial fit curve for the average differential magnitudes.
light curves in flux units were obtained using the zero-points from Bessell, Castelli & Plez (1998).

The NIR light curves obtained by the procedure outlined above will have contribution from the torus, the host galaxy, and the infrared emission coming from the AD. The observed infrared radiation can be written as

$$F_{\text{obs}} = F_{\text{dust}} + F_{\text{host}} + F_{\text{AD}}.$$  \hfill (2)

Therefore, to generate the infrared light curves that contain only the reprocessed optical continuum from the AD by the dust torus ($F_{\text{dust}}$), we need to subtract the contribution to the NIR from the host galaxy ($F_{\text{host}}$) and the AD ($F_{\text{AD}}$). However, as the infrared images have poor S/N and as the AGN is only visible in the NIR images, we did not attempt to correct for $F_{\text{host}}$ and instead aimed to correct only for the contribution of $F_{\text{AD}}$ to the observed NIR emission.

### 2.5 Subtraction of the AD component of the NIR flux

The observed NIR emission has contribution from the AD. (Tomita et al. 2006; Kishimoto et al. 2008; Lira et al. 2011). This AD contamination to the NIR fluxes makes the derived lag between the optical and NIR continuum shorter than the actual lag (Koshida et al. 2014). So to get the actual time lag, between the optical and NIR flux variations, the contribution of the AD to the observed NIR fluxes needs to be removed. We estimated the AD contribution to the NIR fluxes by considering a power-law spectrum of the AD (Koshida et al. 2014) and written as

$$f_{\text{AD,NIR}}(t) = f_{V}(t) \left(\frac{\nu_{\text{NIR}}}{\nu_{V}}\right)^{\alpha},$$  \hfill (3)

where $f_{\text{AD,NIR}}(t)$ and $f_{V}(t)$ represent the AD component of the NIR flux and the $V$-band flux at time $t$, $\nu_{V}$ and $\nu_{\text{NIR}}$ are the effective frequencies of $V$ and the NIR ($J$, $H$, $K_s$) bands, respectively, and $\alpha$ is the power-law index.

AGNs do show spectral variations with their brightness (Meusinger, Hinze & de Hoon 2011). They are known to show a bluer when brighter behaviour (Kokubo et al. 2014) which suggests that AGNs have a time-dependent power-law index $\alpha$. Therefore, each epoch of NIR observation has to be corrected for the AD emission component using the $\alpha$ evaluated for each epoch. At any given epoch, the observations in the optical and each of the NIR bands were typically obtained within 300 s of one another and therefore they were considered as nearly simultaneous to remove the contribution of AD to each of the NIR bands. We estimated $\alpha$ for each epoch of observation using the near-simultaneous observations in the optical $B$ and $V$ bands making use of the relation given below (Mandal et al. 2019)

$$\alpha = \frac{\ln(f_B/f_V)}{\ln(\nu_B/\nu_V)},$$  \hfill (4)

where $f_B$ and $f_V$ are the flux densities in $B$ and $V$ bands, respectively, while $\nu_B$ and $\nu_V$ are the frequencies in $B$ and $V$ bands. The distribution of $\alpha$ obtained between $B$ and $V$ bands for all the epochs of observations is shown in Fig. 7. The estimated values of $\alpha$ range between $-0.99$ and $1.03$. We found a median $\alpha$ of 0.318 with a standard deviation of 0.418. This is similar to the value of $\alpha = 1/3$ expected in the standard accretion model (Shakura & Sunyaev 1973).

The variation of $\alpha$ with both the $B$- and $V$-band brightness of the source is shown in Fig. 8. We found $\alpha$ to be correlated significantly with the $B$- and $V$-band brightness with a bluer when brighter trend. Linear least-squares fit to the data gave Spearman rank correlation coefficients of 0.598 and 0.442 with the probability ($p$) of no correlation of $10^{-5}$ and 0.002 for $B$ and $V$ bands, respectively. The $\alpha$ value obtained for each epoch was used to calculate the epoch-wise values of $F_{\text{AD}}$ using equation (3). The calculated values of $F_{\text{AD}}$ were then subtracted from the observed $F_{\text{obs}}$ values to get the dust contribution. The error in the flux values in the different bands were obtained via error propagation. The results of the photometry are given in Table 1.
3 ANALYSIS

3.1 Flux variability

We show in Fig. 9 the final light curves of Z229–15 in the optical and NIR bands and therefore it is possible to estimate time lag if any between the flux variation in different optical and NIR bands.

3.2 Lag between optical and NIR variations

The light curves in the optical B, V and the NIR J, H, Ks bands (see Fig. 9) and the results given in Table 1 indicate that Z229–15 is variable in the optical and NIR bands and therefore it is possible to estimate time lag if any between the flux variation in different optical and NIR bands.

3.2.1 Cross-correlation analysis

To estimate the time lag between the optical and the NIR fluctuations, we used two well-known cross-correlation function (CCF) methods, namely the interpolated cross-correlation function (ICCF; Gaskell & Sparke 1986; Gaskell & Peterson 1987) and the discrete correlation function (DCF; Edelson & Krolik 1988). For CCF analysis we used a time bin (τ) of 5 d, as this is the typical sampling
of our multiband light curves. We show in Fig. 10 the DCF (blue filled circles) and ICCF (red solid line) obtained between the optical $B$ and $V$ bands. The CCF peaks at zero lag. Similarly, the CCF for three other filter combinations, namely $VI$, $VIH$, and $VIK_s$ bands calculated using both the ICCF and DCF methods, are shown in Fig. 11. The CCFs peak at a lag different from zero, and also, the pattern of the CCFs obtained by both the DCF and ICCF methods are similar. To estimate the lag from the CCF, we calculated the centroid $\tau_{\text{cent}}$ of the CCF as (Peterson et al. 1998)

$$\tau_{\text{cent}} = \frac{\sum \tau_{\text{CCF}}}{\sum \text{CCF}} \tag{5}$$

For calculating $\tau_{\text{cent}}$, we used all the points that are within 80 per cent of the maximum of the CCF. To estimate the uncertainties in the calculated $\tau_{\text{cent}}$, we used a model-independent Monte Carlo simulation based on flux randomization and random subset selection (Peterson et al. 1998, 2004; Wandel, Peterson & Malkan 1999).

This was repeated for 5000 times and the centroid of the lag was determined each time. The cross-correlation centroid distribution (CCCD) and cross-correlation peak distribution (CCPD) were then constructed. The CCCDs obtained using the ICCF method are shown in Figs 10 and 11. As the CCCD is not Gaussian, the lag is taken as the median of the distribution and the lower and upper error in the lag are that values at the 15.9 and 84.1 percentile of the distribution. This corresponds to 1$\sigma$ error in the case of a Gaussian distribution. The results of the CCF analysis are given in Table 3. The centroid lags calculated using both ICCF and DCF are found to be consistent with each other within error bars. However, in all further analysis we consider the CCCD lags obtained from ICCF method as it has comparatively smaller uncertainties than the DCF lag (see Table 3).

3.2.2 JAVELIN

To calculate the time delays between the optical and different NIR ($J$, $H$, $K_s$) bands, we also used the JAVELIN code, developed by Zu, Kochanek & Peterson (2011), Zu et al. (2013). The driving continuum light curve was modelled using a damped random walk process (e.g. Kelly, Bechtold & Siemiginowska 2009) with two model parameters; amplitude and time-scale of variability. A top-hat response function was convolved with the driving continuum light curve to generate the NIR continuum light curve. Therefore, the NIR light curves were

| Filter | $\lambda_{\text{eff}}$ | $\langle f \rangle$ | $\sigma$ | $F_{\text{var}}$ | $R_{\text{max}}$ |
|--------|----------------|--------------|--------|---------------|---------------|
| $B$    | 4363           | 0.56         | 0.15   | 0.263 ± 0.000 | 5.953         |
| $V$    | 5448           | 0.53         | 0.11   | 0.213 ± 0.000 | 4.374         |
| $J$    | 12200          | 3.66         | 0.43   | 0.106 ± 0.002 | 1.797         |
| $H$    | 16300          | 4.64         | 0.50   | 0.100 ± 0.002 | 2.101         |
| $K_s$  | 21900          | 5.46         | 0.61   | 0.102 ± 0.002 | 1.905         |

$\lambda_{\text{eff}}$ is the effective wavelength in Å.
the shifted, scaled, and smoothed version of the driving continuum light curve. The Markov chain Monte Carlo approach was used to find the best-fitting model maximizing the likelihood. To calculate dust lag, we fitted one optical (V band) and all NIR (J, H, Ks bands) light curves simultaneously. The best-fitting light curve and the probability distribution of the time delay are shown in Fig. 12 for V band and NIR light curves. JAVELIN lag distribution shows two peaks, a significant peak at ~23 d and a small peak at ~29 d. Considering the overall distribution, we calculated the lags and their uncertainties, which are given in Table 3 in the observer’s frame. We do not find any wavelength-dependent lag from JAVELIN. Almost similar lags between V and NIR bands are found from JAVELIN.

4 DISCUSSION

The lag obtained between the optical V band and the NIR Ks band is believed to represent the inner edge of the dust torus as the temperature of the dust at the wavelength of Ks band is close to the dust sublimation temperature (Almeyda et al. 2017). DRM observations through monitoring in the optical V band and NIR Ks band have enabled determination of the radius of the inner edge of the torus in about 40 AGNs. A majority of those measurements are from the Multicolor Active Galactic Nuclei Monitoring project that includes 17 Seyfert 1 galaxies (Koshida et al. 2014) and 22 quasars (Minezaki et al. 2019) and a few objects are from other campaigns (Poza Nuñez et al. 2014, 2015; Mandal et al. 2018; Ramolla et al. 2018).

4.1 Infrared lag and optical luminosity correlation

According to Barvainis (1987), the size of the torus is expected to be correlated with the luminosity of the AD as $R_{\text{torus}} \propto L^{0.5}$. We show in Fig. 13 the plot of $R_{\text{torus}}$ determined from K-band DRM lags and taken from literature (Koshida et al. 2014; Mandal et al. 2018; Minezaki et al. 2019) against their optical luminosity. In the same figure, we show in dotted black line the linear regression relation of $R_{\text{torus}} \propto L^{0.42}$ (Minezaki et al. 2019) and $R_{\text{torus}} \propto L^{0.7}$ (Koshida et al. 2014) by dotted red line. The source Z229–15 studied in this work for DRM is shown as a filled red circle in the figure. Our lag measurement on the Z229–15 deviates from the linear regression line obtained by Minezaki et al. (2019). This deviation could be due to the adoption of variable $\alpha$ in this work to correct for the contribution of the AD to the observed NIR light curves. We used $\alpha$ that was determined for each epoch using the near simultaneous observations in B and V bands, while for the lags obtained for the sources in Fig. 13, the
authors have used a constant $\alpha$ to correct for the contribution of the AD to the NIR fluxes. According to Kishimoto et al. (2008), the power-law continuum from quasar AD can extend up to NIR with a shape characterized as $F_\nu \propto \nu^{1/3}$. AGNs are known to show variations in the optical and NIR bands, but the amplitude of flux variations need not be the same across wavelengths. Thus, in addition to flux variations, AGNs are also known to show spectral variation (Tomita et al. 2006; Kishimoto et al. 2008). Therefore, it might not be proper to assume a constant $\alpha$ from optical through NIR to correct for the IR contribution from the AD to the observed IR emission. Despite that, we redid the analysis by adopting a constant $\alpha$ of 0.1 as used by Minezaki et al. (2019). By this, we obtained a lag between V and $K_s$ bands of 30.04$^{+6.05}_{-4.82}$ d in the rest frame of the source as shown by the red square point which lies closer to the linear regression lines of Koshida et al. (2014) and Minezaki et al. (2019) in Fig. 13. This lag of 30.04$^{+6.05}_{-4.82}$ d corresponds to a distance of 0.025 pc.

From Fig. 13, $R_{\text{torus}}$ is found to be related to the luminosity with an index of about 0.5 (i.e. $R_{\text{torus}} \propto L^{0.5}$), however, there is scatter. The scatter in the $R_{\text{torus}} - L$ relation could come from various factors (cf. Minezaki et al. 2019), such as (a) assumption of a constant $\alpha$ on the removal of the AD component in the observed NIR light curves, (b) effect of viewing angle on the estimated lag (Barvainis 1992; Kawaguchi & Mori 2011), (c) the effect of accretion rate on the measured lag, and (d) the distribution of the dust and how it is illuminated by the central source (Almeyda et al. 2020). Koshida et al. (2014), by analysing the residuals of the dust lag from the best-fitting linear regression could not find systematic changes in the dust lag either with the viewing angle or with the accretion rate. Reverberation studies aimed in getting the size of BLR ($R_{BLR}$) too found a linear correlation between the radius of the BLR and the luminosity with a power-law index close to 0.5. However, recently from an analysis of the light curves obtained for the SEAMBH program, Du et al. (2016) found systematically lower BLR size for systems with high accretion rate. They found a slope $R_{BLR} \propto L^{0.33}$, much shallower than the slope of 0.533 found by Grier et al. (2013). Given this observational finding, it is likely that accretion rate in an AGN will also have an influence on the derived dust reverberation lag. Homogeneous analysis on a larger number of quasars are needed to arrive at a conclusion on the correlation between $R_{\text{torus}}$ and accretion rate.

4.2 Size of the BLR and the dust torus

Kokubo & Minezaki (2020) by comparing the lag of the H $\beta$ and the dust torus relative to the optical continuum for the sources in Koshida et al. (2014) found that the dust lags are larger than the H $\beta$ lag by a factor of about 4 ($R_{\text{torus}} \sim 4 \times R_{BLR}$). According to Koshida et al. (2014), the dust lag is about five times larger than the BLR lag. In Z229−15, the lag between the optical continuum and the H $\beta$ emission line from spectroscopic reverberation observations is found to be 3.86$^{+0.69}_{-0.90}$ d in the rest frame of the object (Barth et al. 2011).
consistent with each other. Not be ascertained, instead the lag between different wavelengths are error bars the presence of wavelength-dependent lags if any could obtained between AD. We removed this contribution by using the spectral index light curves of the optical continuum source.

V 2018 December. The results of this work are summarized below: photometric data for a total of 48 epochs during the period 2017 July and high cadence observations of Z229–15 are needed to confirm the presence of wavelength-dependent lag in our observations, however, due to the larger error bars in the lag between different wavelengths, the presence of wavelength dependent lag in Z229–15 cannot be unambiguously established. Sensitive, long-term and high cadence observations of Z229–15 are needed to confirm the presence of wavelength-dependent lag if any.

5 SUMMARY

We carried out DRM observations of the source Z229–15 in the optical (B, V) and NIR (J, H, Ks) bands. We collected near simultaneous photometric data for a total of 48 epochs during the period 2017 July to 2018 December. The results of this work are summarized below:

(i) The host galaxy is prominently seen in the observed B- and V-band images. We devised a procedure to remove the contribution of the host galaxy to the observed optical light curves and get pure light curves of the optical continuum source.

(ii) The observed NIR light curves do have contribution from the AD. We removed this contribution by using the spectral index obtained between B and V bands for each epoch.

(iii) The host galaxy corrected optical light curves and the AD component corrected NIR light curves show correlated variations among themselves.

(iv) Using CCF analysis we found a rest-frame lag between V and J bands of 12.52±9.55 d. Similarly the lags between (V–H) and (V–K) are 15.63±5.11 and 20.36±5.82 d, respectively. Due to the large error bars the presence of wavelength-dependent lags if any could not be ascertained, instead the lag between different wavelengths are consistent with each other.

(v) Considering the lag between V and K, to represent the inner edge of the dust torus, we found that the inner edge of the dust torus in Z229–15 is at a distance of 0.017 pc from the central optical ionizing source.

(vi) The dust lag of 20.36 d is about a factor of 5.3 times larger than the BLR lag. This is similar to that known for other AGNs.

(vii) Positioning our source in the $R_{\text{torus}}$–$L$ relation known for a sample of about 40 DRM source, we found Z229–15 to lie below the $R_{\text{torus}}$–$L$ found from DRM observations. However, using a constant spectral index of 0.1 to correct for the AD component in the NIR light curves, we found Z229–15 to move closer to the known $R_{\text{torus}}$–$L$ relation. We disfavoured usage of constant $\alpha$ in DRM studies, as $\alpha$ is known to change with the brightness of the source.
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