Abstract—Recently, a quantum algorithm for a fundamentally important task in data mining, association rules mining (ARM), called qARM for short, has been proposed. Notably, qARM achieves significant speedup over its classical counterpart for implementing the main task of ARM, i.e., finding frequent itemsets from a transaction database. In this paper, we experimentally implement qARM on both real quantum computers and a quantum computing simulator via the IBM quantum computing platform. In the first place, we design quantum circuits of qARM for a 2 × 2 transaction database (i.e., a transaction database involving two transactions and two items), and run it on four real five-qubit IBM quantum computers as well as on the simulator. For a larger 4 × 4 transaction database which would lead to circuits with more qubits and a higher depth than the currently accessible IBM real quantum devices can handle, we also construct the quantum circuits of qARM and execute them on “aer_simulator” alone. Both experimental results show that all the frequent itemsets from the two transaction databases are successfully derived as desired, demonstrating the correctness and feasibility of qARM. Our work may serve as a benchmarking, and provide prototypes for implementing qARM for larger transaction databases on both noisy intermediate-scale quantum devices and universal fault-tolerant quantum computers.
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I. INTRODUCTION

QUANTUM computing takes advantages of quantum mechanical principles, such as quantum superposition and quantum entanglement, to implement computational tasks [1]. Its most notable advantage over the classical computing lies in the fact that quantum computing has the potential to solve certain problems more efficiently. Up to now, a number of quantum algorithms addressing various problems have been proposed, most of which fall into four categories. The first one aims at simulating behaviors of quantum systems—the original motivation of quantum computing [2], which is well known as Hamiltonian simulation, and exponential speedup can be achieved under certain conditions [3]. The second one is embodied by Shor’s quantum algorithm for integer factoring [4] and exponential speedup can be achieved. Shor’s algorithm poses a serious threat to the RSA-based cryptography systems that are now widely used in daily life. The third one focuses on the searching problem, for which the first quantum algorithm was proposed by Grover [5] and its generalized version is known as amplitude amplification [6]. The last one builds on the quantum algorithm for solving linear systems of equations proposed by Harrow, Hassidim and Lloyd (HHL algorithm) [7] and mainly solves linear algebra problems arising from machine learning and data mining. To narrow the gap between theory and practicality, experimental realizations of Hamiltonian simulation, Shor’s algorithm, Grover’s quantum searching algorithm and HHL algorithm on different types of quantum computers were conducted in [8] and [9], in [10], [11], [12], and [13], in [14] and [15], and in [16] and [17], respectively.

In light of HHL algorithm proposed in 2009, quantum computing has been brought into the fields of machine learning and data mining for better computational performance in problem-solving, which becomes an emerging research area with worldwide attention. As of now, a number of quantum algorithms have been proposed to implement various tasks in machine learning and data mining, mainly including data classification [18], [19], [20], [21], [22], [23], [24], [25], regression analysis [26], [27], [28], [29], [30], [31], clustering analysis [18], [32], [33], [34], dimensionality reduction [21], [35], [36], [37], [38], [39], anomaly detection [40], [41], [42], [43], and association rules mining [44]. Fortunately, it has been shown that most of these quantum algorithms are able to achieve significant speedup over their classical counterparts under certain conditions; for example, the quantum support vector machine is able to classify a new data exponentially faster than the classical support vector machine, if sufficient quantum access to the training dataset is available and the training data matrix has a low rank [20].

Overviews on quantum algorithms for machine learning and data mining can be seen in [45], [46], and [47]. However, few of these quantum algorithms have ever been experimentally demonstrated, and the rare existing related experimental implementations mainly focus on the supervised tasks, such as data classification [48], [49].

In this paper, we aim for a quantum algorithm for a fundamentally important unsupervised task of association rules mining (ARM), named qARM for short, and explore how and how far we can bring it to reality from theory.
Specifically, we experimentally implement qARM on both real IBM quantum computers and a noise-free IBM quantum simulator “aer_simulator”. Based on a basic quantum oracle of accessing the database, qARM is able to bring off the main task of ARM, i.e., finding out all the frequent itemsets from a transaction database, with significant speedup over the classical ARM algorithm. Our experimental implementation of qARM consists of two parts. In the first one, we work for an engineered 2 × 2 transaction database (i.e., a transaction database involving two transactions and two items), design the quantum circuit following qARM, and run it on four real five-qubit IBM quantum computers (“ibmq_quito”, “ibmq_lima”, “ibmq_nairobi”) and on the noise-free IBM quantum simulator “aer_simulator”. The second one aims for a larger engineered 4 × 4 transaction database, which gives rise to qARM circuits with more qubits and a higher depth than currently accessible IBM real quantum devices can handle, we also construct the corresponding quantum circuits, and execute them on “aer_simulator” alone. The experimental results of the two parts demonstrate the correctness and feasibility of qARM on quantum computers. Moreover, our implementation may benchmark the implementation of qARM and provide prototypes for more implementations of qARM for larger transaction databases.

The rest of this paper is organized as follows. In section II, we briefly review the qARM algorithm. Then, in section III, experimental implementation of qARM for two engineered transaction datasets are conducted and the experimental results are analyzed. Conclusions are drawn in the last section.

II. QUANTUM ALGORITHM FOR ASSOCIATION RULES MINING: A REVIEW

We first recall the concepts and the classical algorithmic approach for ARM, and then review how this task can be efficiently implemented via qARM.

A. Classical ARM

Given a transaction database \( T = \{T_0, T_1, \ldots, T_{N-1}\} \) that involves \( N \) transactions and \( M \) items with each transaction being a subset of the \( M \)-item set \( \mathcal{I} = \{I_0, I_1, \ldots, I_{M-1}\} \), i.e., \( T_i \subseteq \mathcal{I} \) for \( i = 0, 1, \ldots, N - 1 \), which can also be described by a binary matrix \( D \) with \( D_{ij} = 1 \) if \( I_j \subseteq T_i \) and \( D_{ij} = 0 \) otherwise (for \( i = 0, 1, \ldots, N - 1 \) and \( j = 0, 1, \ldots, M - 1 \)), ARM mainly aims to find out all the frequent itemsets (an itemset is a set of items) whose support is greater than or equal to a predetermined threshold \( s_{\text{min}} \). For simplicity, we hereafter assume \( N \) and \( M \) are powers of two; if they are not, we extend the database by inserting zeros into \( D \). Here, the support of an itemset \( X \) is defined as the percentage of the transactions that contains \( X \), i.e.,

\[
\text{supp}(X) = \frac{|\{T_i \mid X \subseteq T_i, i = 0, 1, \ldots, N - 1\}|}{N}.
\]

For example, a transaction database with four transactions and four items and its binary matrix representation are given in Fig. 1. If we set \( s_{\text{min}} = 0.5 \), the frequent itemsets of this database would be \( \{I_0\}, \{I_1\}, \{I_3\}, \{I_0, I_1\} \) and \( \{I_1, I_3\} \).

The most famous algorithm for achieving the above goal, i.e., mining all the frequent itemsets from a transaction dataset, is referred to as Apriori algorithm. It works iteratively and in the \( k \)th iteration, two procedures are carried out as follows.

- (P1) Calculate the supports of all the candidate \( k \)-itemsets (a \( k \)-itemset is a set of \( k \) items) denoted by \( C^{(k)} \), which can be obtained by the procedure (P2) of the previous iteration when \( k > 1 \) or is just all the items of the transaction database \( C^{(1)} = \{\{I_0\}, \{I_1\}, \ldots, \{I_{M-1}\}\} \) when \( k = 1 \), and find out the candidate \( k \)-itemsets with support \( \geq s_{\text{min}} \), forming the frequent \( k \)-itemsets \( F^{(k)} \) with associated supports \( S^{(k)} \).

- (P2) Generate the candidate \( (k+1) \)-itemsets \( C^{(k+1)} \) from \( F^{(k)} \) via two steps: join step and prune step.

It is worth noting that in each iteration the procedure (P1) is much more time-consuming than the procedure (P2), since (P1) requires scanning the whole transaction database for computing supports, while no access to the database is needed in (P2). The whole process of Apriori algorithm for mining frequent itemsets is described in Algorithm 1, where lines 4-10 correspond to the procedure (P1) and line 11 corresponds to the procedure (P2).

**Algorithm 1** Apriori Algorithm for Mining Frequent Itemsets

**Input:** \( T = \{T_0, T_1, \ldots, T_{N-1}\} \), \( I = \{I_0, I_1, \ldots, I_{M-1}\} \), and the minimum support threshold \( s_{\text{min}} \).

**Output:** All the frequent itemsets and their supports.

1. \( k=1 \)
2. \( C^{(1)} = \{\{I_0\}, \{I_1\}, \ldots, \{I_{M-1}\}\} \)
3. while \( C^{(k)} \neq \emptyset \) do
4. \( F^{(k)} = \{\emptyset\} \)
5. \( S^{(k)} = \{\emptyset\} \)
6. for \( X \) in \( C^{(k)} \) do
7. \( \text{Calculate supp}(X) \) by scanning \( T \)
8. if \( \text{supp}(X) \geq s_{\text{min}} \) then
9. \( \text{plug } X \text{ into } F^{(k)} \)
10. \( \text{plug supp}(X) \) into \( S^{(k)} \)
11. Generate \( C^{(k+1)} \) from \( F^{(k)} \) via join and prune
12. \( k = k + 1 \)
13. return \( \bigcup_k F^{(k)} \) and \( \bigcup_k S^{(k)} \)

B. qARM

The qARM algorithm [44] also works in an iterative way as the classical ARM, but for each iteration it focuses on
speeding up the procedure (P1) on a quantum computer and leaves the procedure (P2) on a classical computer, because the procedure (P1) as mentioned above plays a dominant role in each iteration in terms of time cost. The basic idea of qARM is that, in the procedure (P1) of each iteration, estimating the supports of all the candidate itemsets in fact can be done via amplitude estimation [6] in quantum parallel [44] and finding out candidate itemsets whose supports are greater than or equal to $s_{min}$ can be implemented via amplitude amplification [6]. Execution of the qARM algorithm is based on the basic quantum oracle denoted by $O_B$ that accesses the whole database $T$ represented by the binary matrix $D$ and acts on three quantum registers as

$$O_B \langle i | j \rangle | a \rangle = \langle i | j \rangle | a @ D_{ij} \rangle,$$

for $i = 0, 1, \ldots, N - 1$ and $j = 0, 1, \ldots, M - 1$. Here all the three registers are in the quantum computational states: the first one stores the indices of transactions, the second one stores the indices of items, and the last one is just an ancillary qubit. Efficient synthesizing the quantum circuit of $O_B$ can be achieved by Gray-code-inspired techniques [51], [52]. Setting $|a\rangle = \sqrt{N}/\sqrt{2}$, we can use one $O_B$ to readily implement the quantum oracle $O^{(1)}$ for each 1-itemset $\{I_i\}$:

$$O^{(1)} \langle i | j \rangle = (-1)^{D_{ij}} \langle i | j \rangle,$$

where the ancillary qubit is discarded for no state change in the operation. This quantum oracle tells us whether $I_j \subseteq T_i$ for any 1-itemset $\{I_j\}$, working as the quantum oracle in the standard Grover’s quantum search algorithm [5]. Moreover, 2k basic oracles $O_B$ together with $\Theta(k)$ one-qubit and two-qubit gates are utilized to implement a more complicated quantum oracle $O^{(k)}$, which for each $k$-itemset $X^{(k)} = \{I_{j1}, I_{j2}, \ldots, I_{jk}\}$ ($j_1, j_2, \ldots, j_k \in \{0, 1, \ldots, M - 1\}$) acts as

$$O^{(k)} \langle i | j_1 \rangle \langle j_2 \rangle \ldots \langle j_k \rangle = (-1)^{r(i, X^{(k)})} \langle i | j_1 \rangle \langle j_2 \rangle \ldots \langle j_k \rangle,$$

where $r(i, X^{(k)}) = \prod_{l=1}^{k} D_{ij_l}$. The quantum oracle $O^{(k)}$ identifies whether $X^{(k)} \subseteq T_i$ for any $k$-itemset $X^{(k)}$; if $X^{(k)} \subseteq T_i$, the phase would be flipped; otherwise nothing happens. Then we can further construct the Grover operation $G^{(k)}$ defined as

$$G^{(k)} = [(2 |\chi_N\rangle \langle \chi_N| - I_k) \otimes I_k] O^{(k)},$$

where $|\chi_N\rangle := \sum_{i=0}^{N-1} |i\rangle / \sqrt{N}$, and $I_k$ are identity operation on the first quantum register of $|i\rangle$ storing transaction indices, and on the second register of $|j_1\rangle |j_2\rangle \ldots |j_k\rangle$ storing the item indices of any $k$-itemset $X^{(k)}$. Confining the second register to the state $|j_1\rangle |j_2\rangle \ldots |j_k\rangle$ for the specific $k$-itemset $X^{(k)}$, $G^{(k)}$ has two eigenvalues denoted by $\pm e^{-2i\theta^{(k)}}$ ($t = \sqrt{-1}$) and two corresponding eigenvectors denoted by $|\phi^{(k)}\rangle$, and the support of $X^{(k)}$ can be derived by

$$\text{supp}(X^{(k)}) = \sin^2(\theta^{(k)}).$$

This means that one can estimate $\text{supp}(X^{(k)})$ by estimating $\theta^{(k)}$ using amplitude estimation technique with the Grover operation $G^{(k)}$ [6].

### Algorithm 2 qARM Algorithm for Mining Frequent Itemsets

**Input:** $O_B$, $T = \{I_0, I_1, \ldots, I_{M-1}\}$, $s_{min}$.

**Output:** All the frequent itemsets and their supports.

1: $k = 1$
2: $C^{(k)} = \{\{I_0\}, \{I_1\}, \ldots, \{I_{M-1}\}\}$
3: while $C^{(k)} \neq \emptyset$ do
4: $F^{(k)} = \emptyset$
5: $S^{(k)} = \emptyset$
6: Design $G^{(k)}$ using $O_B$
7: Create the state of Eq. (7) with three quantum registers
8: Design $G^{(k)}$ using $O_B$
9: Performing parallel amplitude estimation of $G^{(k)}$ to have state of Eq. (9)
10: Performing amplitude amplification to find out all the $k$-itemsets whose supports $\geq s_{min}$ in quantum parallel
11: Measure the first register and the last register to obtain frequent $k$-itemsets and associated supports, which are plugged into the set $F^{(k)}$ and $S^{(k)}$, respectively
12: Generate $C^{(k+1)}$ from $F^{(k)}$ via join and prune
13: $k = k + 1$
14: return $\cup_k F^{(k)}$ and $\cup_k S^{(k)}$

The whole qARM algorithm is described in Algorithm 2 and the $k$th iteration for mining frequent $k$-itemsets can be summarized by the following four steps.

(Step 1) Prepare the state of three quantum registers with qubits

$$\left(\sum_{i=0}^{T-1} |i\rangle \right) |\chi_N\rangle \left(\sum_{j=1}^{M_k} |C^{(k)}_j\rangle \right) \left(\sqrt{T} \right).$$

Here the state of the last quantum register stores all $M_k$ candidate $k$-itemsets $C^{(k)} = \{C^{(k)}_j |j = 1, 2, \ldots, M_k\}$ in quantum superposition; for example, if $C^{(2)} = \{\{I_0, I_1\}, \{I_0, I_2\}, \{I_1, I_2\}\}$ with $k = 2$ and $M_k = 3$, the state would be

$$|00\rangle |01\rangle |10\rangle + |01\rangle |01\rangle |10\rangle,$$

$$\frac{1}{\sqrt{3}}$$

The state can be generated by performing a unitary operation on a number of qubits $\{0, 0\ldots\};$ the unitary operation could be just Hadamard operations on all qubits when $k = 1$, or can be implemented by a low-depth quantum circuit by introducing ancillary qubits [50]. It is notable that, according to the above analysis for any $k$-itemset, the Grover operation $G^{(k)}$ would have two eigenvalues denoted by $\pm e^{-2i\theta^{(k)}}$ and two associated eigenvectors denoted by $|\phi^{(k)}\rangle$ when the state of the third quantum register $G^{(k)}$ acts on is confined to $|C^{(k)}\rangle$, and the relationship between the support the $j$th candidate $k$-itemset $C^{(k)}_j$ denoted by $s^{(k)}_j$ and the angle $\theta^{(k)}_j$ can be described as

$$s^{(k)}_j = \sin^2(\theta^{(k)}_j).$$
The state of the first two quantum registers can be readily generated by a bunch of Hadamard operations on qubits with zero state.

(step 2) Performing the amplitude estimation of the Grover operation $G^{(k)}$ on the three registers, we have

$$
\sum_{j=1}^{M_c^{(k)}} \frac{1}{\sqrt{2M_c^{(k)}}} \left( e^{i\theta_j^{(k)}/\pi}\ket{\phi_j^{(k)}} + e^{-i\theta_j^{(k)}/\pi}\ket{\phi_j^{(k)}} \right) - e^{-i\theta_j^{(k)}/\pi}\ket{\phi_j^{(k)}} \ket{C_j^{(k)}}, \tag{9}
$$

where the states of the first quantum register $\ket{\theta_j^{(k)}/\pi}$ (or $\ket{1 - \theta_j^{(k)}/\pi}$) encode the supports of all the candidate $k$-itemset $C_j^{(k)}$ stored in the third register $\ket{C_j^{(k)}}$ (i.e. $s_j^{(k)}$) in quantum parallel, according to Eq. (8).

(Step 3) Marking the state of the first register for $s_j^{(k)} = \sin^2(\theta_j^{(k)}) \geq s_{\text{min}}$, we perform amplitude amplification [6] to search out a part of the state of Eq. (9) with frequent candidate $k$-itemset.

(Step 4) Measure the last and the first register to read out the classical information of frequent $k$-itemsets and their associated supports respectively.

The time complexity of the $k$th iteration of the qARM algorithm is $O\left(\frac{k(M_c^{(k)})^{1/2}}{\epsilon} \right)$, where $M_c^{(k)}$ denotes the number of frequent $k$-itemsets and should be less than $M_c^{(k)}$ and $\epsilon$ is the error of estimating the supports via parallel amplitude estimation (i.e., step 2), whereas the classical counterpart takes time complexity $O(kM_c^{(k)}/\epsilon^2)$. This means the qARM algorithm quadratically improves the time complexity in the dependence of $\epsilon$, and may also attain substantial speedup in the dependence of $M_c^{(k)}$ especially when $M_c^{(k)} \ll M_c^{(k)}$.

### III. EXPERIMENTAL IMPLEMENTATION

In this section, we first implement the qARM algorithm for an engineered $2 \times 2$ transaction database (i.e., a transaction database with two transactions and two items) on a real IBM quantum computer. To demonstrate qARM for a larger database with size $4 \times 4$, we then further implement qARM on a IBM quantum simulator.

A. Implementation for a $2 \times 2$ Database on a Real IBM Quantum Computer

We first consider an engineered tiny database $T_1 = \{T_0, T_1\}$ with two transactions $T_0 = \{I_0\}, T_1 = \{I_0, I_1\}$ and two items $T = \{I_0, I_1\}$. Similar to the example shown in Fig. 1, the corresponding binary matrix of this database is

$$
\begin{pmatrix}
0 & 1 \\
1 & 1
\end{pmatrix}.
$$

As a result, the basic quantum oracle $O_B$ would be

$$
|00\rangle|00\rangle \otimes \mathbb{I} + (|01\rangle|01\rangle + |10\rangle|10\rangle + |11\rangle|11\rangle) \otimes X, \tag{11}
$$

where $\mathbb{I}$ is the identity matrix and $X$ is pauli X operation [1].

Using $O_B$, we construct $O^{(1)}$ that is written as

$$
|00\rangle|00\rangle - |01\rangle|01\rangle - |10\rangle|10\rangle - |11\rangle|11\rangle, \tag{12}
$$

according to Eq. (4). Then we further design the parallel Grover operation $G^{(1)}$ by performing $O^{(1)}$ followed by $2|X2\rangle\langle X2| - \mathbb{I}$, according to Eq. (5). Quantum circuits of $O^{(1)}$ and $G^{(1)}$ for $T_1$ are drawn using Qiskit, an open-source software development kit for quantum computing, in Fig. 2.

Armed with $G^{(1)}$, we design the quantum circuit of qARM for $T_1$ as depicted in Fig. 4, following the steps reviewed in subsection II-B. In this circuit, we however do not introduce the step 3 of qARM, i.e., amplitude amplification, as described in subsection II-B, for two reasons: (1) $T_1$ has only two items and the computational advantage of amplitude amplification is negligible; (2) involving amplitude amplification would increase the depth of the whole quantum circuit and make qARM not implementable on currently accessible real quantum computers.

We run the quantum circuit of Fig. 3 on four real five-qubit IBM quantum devices “ibmq_quito”, “ibmq_manila”, “ibmq_lima” and “ibmq_nairobi”, as well as on a IBM quantum simulator “aer_simulator” that mimics the behavior of an ideal noise-free quantum computer, both with 8192 shots. To see how frequent itemsets are mined in real devices and how far the results in real devices differ from those in the simulator, we concentrate on analyzing the results in the device “ibmq_quito” and the analysis applies to other real devices.

Since the final measurement outcomes are listed in a reverse order in Qiskit, this circuit output three bits labeled by $b_1b_2b_3$, where $b_1 = 0(1)$ represents the 1-itemset $\{I_0\}$ ($\{I_1\}$).
The decimal of 0.680 corresponds with the estimates of $\theta_j^{(k)} / \pi$ or $1 - \theta_j^{(k)} / \pi$ and with support estimates of candidate 1-itemsets (i.e., $s_j^{(k)}$) according to Eqs. (8) and (9); since any support ranges from $[0, 1]$ and $\theta_j^{(k)} \in [0, \pi / 2]$, $\theta_j^{(k)} / \pi$ corresponding with $0.680 > 1/2$ and $1 - \theta_j^{(k)} / \pi$ corresponding with $0.680 < 1/2$ should occur in pair according to Eq. (9), unless $\theta_j^{(k)} = 0$ or $\pi / 2$ (i.e., $s_j^{(k)} = 0$ or 1). The experimental results of running on the real quantum computer “ibmq_quito” and on the simulator are presented in Fig. 4a.

Let us first see the simulator results, where there are three measurement outcomes 001, 011 and 110. The outcomes 001 and 011 occur in pair and correspond with $\theta_j^{(1)} = \pi / 4$, so the support estimate of the candidate 1-itemset $\{l_0\}$ equals 1/2, which coincides with its actual support. The last outcome 110 occur alone that corresponds with $\theta_j^{(2)} = \pi / 2$, which means the support estimate of the candidate 1-itemset $\{l_1\}$ would be one and is consistent with its actual support.
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Fig. 8. Histogram of the measurement outcomes of running the quantum qARM circuit of Fig. 7 for 1024 × 128 shots on the IBM quantum simulator “aer_simulator”.

Fig. 9. Quantum circuit of $G^{(2)}$ for the transaction database $T_2$, where $O_B$ (see Eq. (2) and Fig. 5) is taken to construct $G^{(2)}$ [see Eq. (4)]. In the circuit, the states of the first two qubits $q_{t0}$ and $q_{t1}$ represent four different transactions of $T_2$, and those of qubits $q_i{t0}$ and $q_i{t1}$ ($q_i{10}$ and $q_i{11}$) denote the first (second) item of any candidate 2-itemsets of $T_2$. The last three qubits $q_{a0}$, $q_{a1}$ and $q_{a2}$ are ancillary qubits.

Fig. 10. Quantum circuit of qARM for estimating supports of the two 2-itemsets $\{I_0, I_2\}$ and $\{I_1, I_3\}$ of $T_2$, where the quantum circuit of $G^{(2)}$ is depicted in Fig. 9.

Now let us see the results of estimating supports on the real quantum computer, and check whether they are consistent with the actual ones. From Fig. 4a, we can see there are eight outcomes $b_1b_2b_3 = 000, 001, \ldots, 111$. Since $\theta_j^{(k)}/\pi$ and $1 - \theta_j^{(k)}/\pi$ should occur in pair as analyzed above, we take the two outcomes 001 and 011 with highest probabilities among the first four outcomes for $b_1 = 0$ that corresponds to the candidate 1-itemset $\{I_0\}$. These two outcomes are totally consistent with those two on the quantum simulator above, so we will also obtain the support estimate of $\{I_0\}$ equal to 1/2. For $b_1 = 1$ corresponding with $\{I_1\}$, we have the two outcomes 100 and 110 with highest probabilities among the rest four outcomes. However, 100 and 110 are not pairwise because they correspond to two different support estimates of $\{I_1\}$, i.e., 0 and 1, so we naturally take the one with a higher probability, i.e., 110. This outcome implies the support estimate of $\{I_1\}$ is 1 and is consistent with the actual one.

The experimental results of running the qARM circuit (see Fig. 3) both on the real IBM quantum computer “ibmq_quito” and on the IBM quantum simulator “aer_simulator” demonstrates the correctness of qARM for the transaction database $T_1$. After obtaining the support estimates of both candidate 1-itemsets, one can readily find out the frequent 1-itemsets by comparing the support estimates with the minimum support threshold $s_{min}$. For example, if we set $s_{min} = 0.7$, we have only one frequent 1-itemset $\mathcal{F}^{(1)} = \{\{I_1\}\}$. 
According to the above analysis for the real quantum device “ibmq_quito”, we can also derive from the subfigures 4b and 4c that the other two real quantum devices “ibmq_manila” and “ibmq_lima” can also correctly estimate the supports of \( \{I_0\} \) and \( \{I_1\} \) and successfully dig out the frequent 1-itemset \( \mathcal{F}^{(1)} = \{\{I_1\}\} \) as “ibmq_quito”. However, from the subfigure 4d, we can see that the support of \( \{I_1\} \) can be correctly estimated in the real quantum device “ibmq_nairobi”, but the support of \( \{I_1\} \) is wrong estimated to be zero in contrast to its actual support 1. This may be caused by relatively higher noise in “ibmq_nairobi”. To mitigate errors caused by noise in real quantum computing devices, quantum error mitigation techniques [53], [54] could be a practical solution.

**B. Implementation for a 4 × 4 Database on an IBM Quantum Simulator**

Now we implement qARM for a larger 4 × 4 transaction database denoted by \( T_2 \) presented in Fig. 1. The experiment would cover all the steps of qARM listed in subsection II-B including the step (3) of amplitude amplification and the construction of \( O^{(k)} \) via \( O_B \). Since the qARM circuit for \( T_2 \) would require much more qubits and a high depth beyond the limit of currently available open real IBM quantum computers, we choose to implement qARM for \( T_2 \) on the IBM quantum simulator “aer_simulator”.

The construction of \( O^{(1)} \) and \( G^{(1)} \) together with the basic oracle \( O_B \) for \( T_2 \) is illustrated in Fig. 5. An ancillary qubit is introduced to assist the construction.

Taking \( G^{(1)} \) as the subroutine, we can further implement the parallel amplitude estimation for step 2 of qARM (described in subsection II-B), the circuit of which is drawn in Fig. 6. This would prepare all the candidate 1-itemsets and their associated support estimates in quantum parallel.

The quantum circuit of qARM for \( T_2 \) for mining frequent 1-itemsets is presented in the Fig 7, and the minimum support threshold \( s_{min} = 0.8 \) is set. The circuit mainly includes the parallel amplitude estimation part (steps 1 and 2 described in in subsection II-B), and the amplitude amplification part (step 3).

The whole process of the circuit without measurement can be written as

\[
U_{PAE}(2|0\ldots0\rangle\langle0\ldots0| - |0\rangle\langle0|)O_{s_{min}}U_{PAE}^\dagger
\]

where the unitary operation \( U_{PAE} \) stands for the parallel amplitude estimation, and \( O_{s_{min}} \) depends on the value of \( s_{min} \) and is used to mark \( |\theta_j^{(k)}/\pi\rangle \) and \( |1 - \theta_j^{(k)}/\pi\rangle \) in Eq. (9) with associated supports greater than or equal to \( s_{min} \) according to Eq. (8) by phase flip. To construct the circuit of \( O_{s_{min}} \), one can also adopt the techniques in [51] and [52] just as used for implementing \( O_B \). Since here we set \( s_{min} = 0.8, \) \( O_{s_{min}} \) would flip the phases of the states \( |0110\rangle, |0111\rangle, |1000\rangle, |1001\rangle, \) and \( |1010\rangle \). The final measurement output takes six bits denoted by \( b_1b_2b_3b_4b_5b_6 \), and the values of \( b_1b_2 \) represents four different candidate 1-itemsets \( \{I_0\}, \{I_1\}, \{I_2\}, \{I_3\} \), and \( b_3b_4b_5b_6 \) are taken to estimate the associated supports.

The above circuit is run on the IBM quantum simulator “aer_simulator” with 1024 × 128 shots, and the histogram of measurement outcomes is depicted in Fig. 8. From this figure, it is easy to see that the outcome 0010000 has a dominantly high probability, which implies only the candidate 1-itemset \( \{I_0\} \) is frequent. This is perfectly consistent with the actual result due to the fact that only \( \{I_0\} \) has support one that is greater than \( s_{min} = 0.8 \), which can be easily seen from Fig. 1. Then whole quantum ARM algorithm ends with only one frequent itemset, i.e., \( \{I_0\} \).

Since the above experiments only address estimating the supports of candidate 1-itemsets and mining frequent

![Fig. 11. Histogram of measurement results after running the quantum circuit of Fig. 10 for 1024 × 128 shots on the IBM quantum simulator “aer_simulator”.](image-url)
1-itemsets, one may wonder how to experimentally estimate the supports of 2-itemsets. Let us still take the above example presented in Fig. 1, and consider estimating the supports of the two 2-itemsets \([I_0, I_2]\) and \([I_1, I_3]\) whose actual supports are 1/4 and 1/2 respectively. In the first place, following steps of qARM presented in Ref. [44], we design the quantum circuit of the Grover operation \(G^{(2)}\) for \(I_2\) shown in Fig. 9. Different from the quantum circuit of \(G^{(1)}\) with only one ancillary qubit, the quantum circuit of \(G^{(2)}\) introduce three ancillary qubits.

Using \(G^{(2)}\), we further design the quantum circuit of parallel quantum amplitude estimation for estimating the supports of the two 2-itemsets \([I_0, I_2]\) and \([I_1, I_3]\), which is illustrated in Fig. 10. In the circuit, the final measurement outputs eight bits, where the first four bits represent different 2-itemsets and the last four bits gives the corresponding support estimates.

We run the quantum circuit of Fig. 10 on the IBM quantum simulator “aer simulator” with \(1024 \times 128\) shots, and the results are presented in the Fig. 11. From this figure, we can see the support of \([I_0, I_2]\) is estimated as 0.691, which is closer to the actual support 3/4 considering its support can only be one of \(0, 1/4, 2/4, 3/4, 1\), so its support estimate would be deemed to be equal to the actual value of 3/4. Similarly, the support of \([I_1, I_3]\) is estimated as 1/2, equal to its actual support. The above results show that we are able to correctly estimate the supports of 2-itemset and thus mine frequent 2-itemset on a noiseless quantum computer.

**IV. CONCLUSION**

In this paper, we have provided the first proof-of-principle demonstration of qARM via IBM quantum platform. In the first place, we design the quantum circuit of qARM for a tiny \(2 \times 2\) transaction database and runs it on four real IBM quantum computing devices and on a noise-free IBM quantum simulator. For a larger \(4 \times 4\) transaction database which cannot be used for experimental implementation to generate reasonable results on real devices due to depth limit, we design the quantum circuit of qARM for this database and instead execute it on the simulator. The experimental results for both databases show that the frequent itemsets hidden in these two databases can be successfully mined via qARM on most real devices and simulator as desired, showing the correctness and feasibility of qARM. Moreover, our experimental implementation provides prototypes for implementing qARM for larger databases on near-term noisy intermediate-scale quantum (NISQ) computers and future universal fault-tolerant quantum computers, and may inspire more implementations of other quantum algorithms for machine learning and data mining.

Meanwhile, our experimental implementation also reveals the hardness of currently accessible real quantum computing devices for implementing qARM for even tiny databases. To make qARM for larger databases more effectively implementable on real devices, practical quantum error mitigation techniques [51], [52] could be a solution.
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