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Abstract—Given an inhomogeneous chain embedded in a noisy image, we consider the conditions under which such an embedded chain is detectable. Many applications, such as detecting moving objects, detecting ship wakes, can be abstracted as the detection on the existence of chains. In this work, we provide the detection algorithm with low order of computation complexity to detect the chain and the optimal theoretical detectability regarding SNR (signal to noise ratio) under the normal distribution model. Specifically, we derive an analytical threshold that specifies what SNR is detectable. We design a longest significant chain detection algorithm, with computation complexity in the order of $O(n \log n)$. We also prove that our proposed algorithm is asymptotically powerful, which means, as the dimension $n \to \infty$, the probability of false detection vanishes. We further provide some simulated examples and a real data example, which validate our theory.
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I. INTRODUCTION

DETECTABILITY is a fundamental problem in many image processing tasks. It is to determine whether detecting an object via a computer is doable. Furthermore, if it is doable, what is an appropriate order of complexity for the associated algorithm. In [1], the authors proved a range of powerful results regarding the detection of the presence of a geometric object in an image with additive Gaussian noises; the efficient detection algorithm can have orders of complexity such as $O(n)$ or $O(n^3)$ depending on the class of the objects. In [2], a detection problem of unknown convex sets is presented; the infeasibility of adopting the generalized likelihood ratio test (which succeeded in [1]) is proved due to the large cardinality of the convex sets under consideration. An approach via hv-parallelograms is analyzed by studying the minimax proportion of a hv-parallelogram inscribed in a convex set. By adopting such an approach, the authors present the efficiency and the lower order of complexity of the corresponding method. In [3], the authors consider a broader question, which is called the “SNR walls”, below which a detector will fail to be robust, no matter how long it can observe the channel, using the simple mathematical models for the uncertainty in the noise and fading processes.

Constantly advanced imaging technology and better software and hardware lead to demands and wishes to use digital images as a tool for evaluation and analysis. In many applications, data or images collected by standard sensors (such as cameras and radars) are analyzed for the detection and recognition of targets. Detecting an inhomogeneous region [4], which can be modeled as a chain in a noisy environment [5], [11], is one of these problems. In applications of image detection problems, one class of questions is to determine whether or not some filamentary structures are present in the noisy picture. There is a plethora of available statistical methods that can, in principle, be used for filaments detection and estimation. These include: Principle curves in [6], [7], [8] and [9]; nonparametric, penalized, maximum likelihood in [10]; parametric models in [11]; manifold learning techniques in [12], [13] and [14]; gradient based methods in [15] and [16]; methods from computational geometry in [17], [18] and [19]; faint line segment detection in [20]; Ship Wakes “V” shape detection against a highly cluttered background in [21] and underlying curvilinear structure in [5], [22] and [1]. See also [23], [24] and [25] for the applications of the percolation theory in this area. Recently cluster detection problems have been fully studied in regular lattice ([26], [27], [28]) and [29] presented a similar model as ours.

In this paper, we consider the detection of chains with good continuation, which is defined later. The problem of detecting a path in a network appears to represent a fundamental abstraction as many modern statistical detection problems can reasonably be formulated in this way. In [26], the authors consider a filamentary detection problem in a tree based graph with a very similar structure as ours. In [5] and [29], the authors use methods based on this structure model to detect graphs of Hölder functions possibly hidden in point clouds. In [30], the authors develop the sublinear algorithm to detect long straight edges in large and noisy images by processing only a small subset of the image pixels smartly. In addition, they theoretically analyze the inevitable tradeoff between its detection performance and the allowed computational budget. The essence of these problems is to detect whether a sequence of connected nodes (which are variables that can be measured) exhibit a peculiar behavior. In [31], for instance, the authors assess the water quality in a network of streams by performing a chemical analysis at various locations along the streams. As a result, some locations are marked as problematic. One may consider the set of all tested locations along the streams as nodes and pairs of adjacent nodes located on the same stream, are connected, which yields the problem of detection of chains with good continuation. One can then imagine that in order to
trace the existence of a polluter, or look for the existence of an anomalous path along all streams, the problem would be to detect an upstream of a certain sensitive location.

It is helpful to consider an illustration of our model at this point. Fig. 1(a) contains a chain with good continuation in an image with 10-by-60 pixels; (b)-(d) present the same chain in noisy Gaussian random fields with different elevated means. The detectability problem is to ask: when is the chain detectable and what is the order of complexity of the detection algorithm? We have the following statistical formulation: the intensity at each pixel follows a normal distribution. Inside the chain, the normal mean \( \mu \) is a positive constant such as in Fig. 1 (b) \( \mu = 1.0 \), (c) \( \mu = 2.5 \) and (d) \( \mu = 4.0 \), and the standard deviation \( \sigma = 1 \) is used in all the simulated examples in this work; while outside the chain, the normal means are 0. In (b) and (c), the chain can hardly be observed by eyes while in (d), the chain is clearly visible.

In this work, we propose a new strategy, which will not only be able to detect weak signals for the embedded chain, but also have a low order of computational complexity. In particular, we consider as in the following figure, which explains the graphical structure in an image detection problem. In Fig. 2a, each pixel represents a node in an \( m \times n \) graph, with the random variable value \( x_{i,j}, i = 1, \ldots, m, j = 1, \ldots, n \), indicating the intensity of the corresponding pixel. Upon observing such an image, we first construct an indicator statistic \( z_{i,j} \) corresponding to each \( x_{i,j} \), which will have the value \( z_{i,j} = 1 \) if \( x_{i,j} > x^* \), for some predefined \( x^* \), and the corresponding node is called a significant node. Otherwise, \( z_{i,j} = 0 \), and the corresponding node is called an insignificant node. The significance of nodes is shown in Fig. 2b. We say there is an edge between two significant nodes, if the two nodes are in two consecutive columns and consecutive rows for illustration purpose, which is illustrated in Fig. 2c. Our objective is to detect the existence of the embedded chain.

Fig. 1: A chain with good continuation (a) and chains embedded in noisy images with means being equal to 1 in (b), 2.5 in (c), and 4.0 in (d).

In the literature, one of the popular methods for curve detection is using the longest run approach [5], [1]. However, when the underlying curve is of length in the order \( o(n) \) (instead of \( O(n) \)), where \( n \) is the number of columns in Fig. 2a, it will be hard to detect based on only the longest significant run statistic. While in the literature of change detection, the generalized likelihood ratio statistic (GLR) is a classic way for detecting changes. However, this won’t work in our problem due to the unknown locations of the curve. Furthermore, a complete enumeration of all possible chains with good continuation in an image with \( m \)-by-\( n \) pixels is not a good strategy, because the cardinality of such an enumeration will be approximately \( O(e^n) \).
Instead, we implement a two-step detecting method based on the longest significant chain in an \( m \times n \) array as in [32] and the scan statistic for the mean change inspection in the literature of change detection over all the significant runs. Specifically, we first use a threshold to classify each pixel as either significant or insignificant based on pixel's intensity as in Fig. 2(b) which reduce the problem to a detection problem in a Bernoulli net. In [32], the authors derive an asymptotic rate of the length of the longest significant chain in a Bernoulli net. When applying to our problem with chains consisting of only significant nodes, this technique reduces the number of chains under consideration to a polynomial of \( n \). We identify the longest significant run in the image and accept the existence of an unknown curve if the length exceeds some predefined threshold as in Fig. 3(a). Next, in order to detect chains with smaller length, we define a normalized scan statistic to scan the significance over all the significant chains found in the first step as in Fig. 3(b). We implement our method and find in most cases, the detectable mean lies in between 1 and 2. This result is much better than the detectability by human eyes, in which people can hardly tell the embedded chain with confidence when \( \mu < 3 \) as shown in Fig. 1. Our algorithm has three advantages. First, the algorithm has a very low order of complexity \( O(n \log n) \). Note that there are \( O(n^m) \) possible chains under consideration, which implies that our algorithm is very fast. Second, our detection algorithm is asymptotically powerful, which means as the size of the noisy image becomes larger and larger, the detection errors (type-I error and type-II error) go to zero. Third, our proposed algorithm is stable. Even if the length of the embedded inhomogeneous chain is as short as \( O(\log n) \), the minimum detectable elevated mean in the embedded chain is almost always a half of what can be detected by eyes. Thus, our algorithm is good in terms of stability.

This paper is organized as follows. We discuss the statistical model of the detection problem and out proposed algorithm in Section II. Section III proves that the type-I error and the type-II error diminish fast, and our algorithm is asymptotically optimal. Numeric studies are given in Section IV. We provide an extension to the case that the number of rows goes to infinity in Section V. In order to keep fluency of ideas, the proofs are relegated to the Appendix.

II. STATISTICAL MODEL

In this Section, we will first provide the details on our model and the related notations, which will be used throughout this paper. We then illustrate our 2-step algorithm. Related properties of the algorithm are provided in Section III.

A. Model and Notations

We consider an \( m \times n \) array of nodes \( S \) with \( m \) rows and \( n \) columns, i.e.,

\[
S = \{(i, j) : 1 \leq i \leq m, 1 \leq j \leq n\}.
\]  

(1)

An example of \( S \) is shown in Fig. 1(b) with \( m = 10 \) and \( n = 60 \).

We assume \( m \in \mathbb{Z}^+ \) is fixed and will eliminate this restriction in Section V. Such an array can be considered as a grid in a two-dimensional rectangular region \([1, n] \times [1, m]\). Assume that each node with coordinate \((i, j) \in S\) is associated with a normal distributed random variable \(X_{i,j}\). In a digital image, each node indicates a pixel of the image and its corresponding normal random variable \(X_{i,j}\) denotes the intensity of the image at \((i, j)\). We consider all the embedded chains in \( S \) with good continuation such that nodes on the chain are horizontally adjacent and their altitudes are nearly the same—less than \( C \in \mathbb{Z}^+ \) apart for neighboring nodes. To be precise, for \((i, j_0) \in S \) and \( L \geq 0 \), a chain \( L \) of good continuation with length \( L + 1 \) has the following form,

\[
L = \{(i, j_0), (i + 1, j_1), \ldots, (i + L, j_L) : |j_k - j_{k-1}| \leq C, \text{for } 1 \leq k \leq L\}.
\]  

(2)

Let \( F_n \) be the set consisting of all chains with good continuation in \( S \).

As a first attempt to formalize matters, consider the problem of testing

\[
H_0 : X_{i,j} \overset{\text{i.i.d.}}{\sim} N(0, \sigma^2), \forall (i, j) \in S
\]  

(3)
where \( N(\mu, \sigma^2) \) stands for a normal distribution with mean \( \mu \) and standard deviation \( \sigma \) and \( \mathcal{L}^0_n \) is an unknown chain in \( \mathcal{S} \) with good continuation. Note that by varying the location and orientation of embedded chain \( \mathcal{L}^0_n \) and the value of the parameter \( \mu \), there are infinite number of possibilities for the alternative hypothesis \( \mathbb{H}_1 \) as \( n \to \infty \). The objective of our forgoing testing problem is to detect whether there exists an embedded chain \( \mathcal{L}^0_n \) in \( \mathcal{S} \) with an elevated mean \( \mu > 0 \) in the digital image \( \mathcal{S} \). More specifically, how large the value of \( \mu \) and how long the chain \( \mathcal{L}^0_n \) should be so that the corresponding alternative hypothesis can be strongly distinguished from the null hypothesis.

Throughout the paper, it is assumed that the length of a chain \( \mathcal{L}^0_n \), denoted by \( |\mathcal{L}^0_n| \), can go to \( \infty \) as \( n \to \infty \). We explicitly indicate that \( \mathcal{L}^0_n \) depends on \( n \) because except Section 4, we assume that \( n \) is fixed and our goal it to handle the detectability of \( \mathbb{H}_1 \) versus \( \mathbb{H}_0 \) asymptotically as the number of columns \( n \to \infty \). For convenience, in this paper, we assume \( \sigma = 1 \). Thus our detectability problem is equivalent to finding the SNR (signal-to-noise ratio \( \frac{|\mathcal{L}^0_n|}{n^2} \)) threshold, which ensures the asymptotic powerfullness of the hypothesis testing problem. The length of the chain and the number of nodes on the chain are the same. We use \( |\cdot| \) to denote the length of a chain or the cardinality of a set. We use \( C, C_1, C_2, \delta_1, \delta_2, \eta_1, \eta_2, \zeta \) to indicate positive constants which may vary case by case.

### B. Algorithm

Given the notations in the previous section, the following shows our detection problem when \( \sigma = 1 \):

\[
\mathbb{H}_0 : X(i,j) \sim N(0,1), \text{i.i.d.}, \forall (i,j) \in \mathcal{S}
\]

versus

\[
\mathbb{H}_1 : X(i,j) \sim \mu + N(0,1), \text{i.i.d.}, \forall (i,j) \in \mathcal{L}^0_n, \text{for an}\ \mathcal{L}^0_n \in \mathcal{F}_n, \text{and some} \ \mu > 0,
\]

\[
X_{i,j} \sim \text{i.i.d.} \sim N(0,1), \forall (i,j) \in \mathcal{S} \setminus \mathcal{L}^0_n.
\]

Given a prescribed threshold \( x^* \), we say a node \((i,j) \in \mathcal{S}\) is significant, if its corresponding observed pixel value satisfies \( X(i,j) > x^* \). Recall that

\[
\mathcal{S} = \{(i,j) : 1 \leq i \leq m, 1 \leq j \leq n\}
\]

is the set of pixels in the image. We define a random variable \( z : \mathcal{S} \to \{0,1\} \) to indicate the significance of nodes, i.e., \( z(i,j) = 1 \) if \( X(i,j) > x^* \) and \( z(i,j) = 0 \) otherwise. It is easy to see that under the null hypothesis \( \mathbb{H}_0 \), \( z(i,j) \) are i.i.d. Bernoulli distributed with success probability

\[
p = \mathbb{P}(N(0,1) > x^*),
\]

where we use the expression \( \mathbb{P}(N(0,1) > x^*) \) to denote the probability of exceeding \( x^* \) of a random variable \( X \sim N(0,1) \). Similar expressions are used for different random variables in the context without misunderstanding. Given this notation, a chain with good continuation \( L \in \mathcal{F}_n \) is said to be significant, if all the nodes on the chain are significant. Define a random variable

\[
Z : \mathcal{F}_n \to \{0,1\}
\]

such that \( Z(L) = 1 \) if \( L \in \mathcal{F}_n \) is significant and \( Z(L) = 0 \) otherwise. Obviously, the probability of a chain \( L \) to be significant under \( \mathbb{H}_0 \) is the following,

\[
\mathbb{P}(Z(L) = 1) = p^{|L|}.
\]

Given the aforementioned notations (under \( \mathbb{H}_0 \)), let us recall a series of results in \( \cite{32} \), which states the asymptotic rate of the length of the longest significant chain with good continuation in the \( m \)-by-\( n \) array of nodes as \( n \to \infty \). Throughout the paper, let \( L_0(n) \) be the longest significant chain in the image and let \( |L_0(n)| \) be its length. Notice that \( |L_0(n)| \) actually depends on \( m, C \) and \( p \) in addition to \( n \), but we simplify the notation because all the parameters except \( n \) are constants. Let the following

\[
P_n = \mathbb{P}_{m,C,p}(|L_0(n)| = n)
\]

denote the probability that the length of the longest significant run is \( n \), when there are exactly \( n \) columns. The following lemma in \( \cite{32} \) states the asymptotic ratio of \( P_n/P_{n-1} \).

**Lemma 2.1:** Define \( \rho_n = P_n/P_{n-1} \). There exists a constant \( \rho \in (0,1) \) that depends only on \( m, C \), and \( p \), but not on \( n \), such that

\[
\lim_{n \to \infty} \rho_n = \rho.
\]

**Remark 2.2:** We say a significant chain is across if and only if it traverses all columns. The ratio \( \rho_n \) is the conditional probability that there is an across significant chain for \( n \) columns, conditioning on the fact that there is an across significant run in the previous \((n-1)\) columns. We may call this the chance of preserving across significant chains. Lemma 2.1 shows that as the number of columns goes to infinity, the chance of preserving across significant chains converges to a constant. Table 1 gives the exact values of \( \rho \) for different \( p \)'s and \( m \)'s: \( m = 4, 8, 10 \) and \( C = 1 \). As one can expect, \( \rho \) increases as \( p \) increases. The algorithmic complexity for finding \( \rho \) can be \( O(2^m) \) \( \cite{32} \).

**TABLE I:** The values of \( \rho \) for different values of \( m \) and \( p \), when \( C = 1 \).

| \( m \) | \( p = 0.1 \) | \( p = 0.2 \) | \( p = 0.3 \) | \( p = 0.4 \) | \( p = 0.5 \) | \( p = 0.6 \) |
|---|---|---|---|---|---|---|
| 4 | 0.2444 | 0.4564 | 0.6341 | 0.7758 | 0.8804 | 0.9482 |
| 8 | 0.2654 | 0.4955 | 0.6869 | 0.8363 | 0.9383 | 0.9876 |
| 10 | 0.2691 | 0.5022 | 0.6958 | 0.8467 | 0.9486 | 0.9930 |

We are now ready to describe our algorithms and the detectability conditions, which can separate the null hypothesis \( \mathbb{H}_0 \) from the alternative ones \( \mathbb{H}_1 \), in the following. This test is independently considered in a series of papers such as \( \cite{33} \) and \( \cite{34} \).
One of our focus is on the test that rejects for large values of the following scan statistic:

\[
\max_{\mathcal{L} \in \mathcal{F}_n} \sum_{(i,j) \in \mathcal{L}} \frac{X(i,j)}{\sqrt{|\mathcal{L}|}}.
\]  

(8)

The normalization in (8) is such that each term in the maximization is standard normal under the null hypothesis and allows us to compare chains of different sizes. The scan statistic was originally proposed in the context of cluster detection in point clouds in [35]. The scan statistic is the prevalent method in disease outbreak detection, with many variations (See [36] and [37]). In our paper, \( \mathcal{F}_n \) is the set consisting of all the chains with good continuation in the image.

However, it is not hard to see that there are \( O(e^n) \) chains in \( \mathcal{F}_n \). We thus will not use the scan statistics directly, but rather restrict the scanning to a subset of \( \mathcal{F}_n \), as follows.

Recall that \( Z : \mathcal{F}_n \rightarrow \{0,1\} \), which is defined in [5], is an indicator of significance for all chains with good continuation (i.e., in \( \mathcal{F}_n \)). Let \( \mathcal{E}_n \) be a random subset of \( \mathcal{F}_n \) consisting of all significant chains, i.e.,

\[
\mathcal{E}_n = \{ \mathcal{L} \in \mathcal{F}_n : Z(\mathcal{L}) = 1 \}.
\]

(9)

Recall that the longest significant chain in \( \mathcal{E}_n \) is denoted by \( L_0(n) \) and that \( |L_0(n)| \) is the length of \( L_0(n) \). The next theorem in [32] provides the asymptotic rate of \( |L_0(n)| \), which is a generalization of the well-known Erdős-Rényi law (See [38], [39], [40]).

**Theorem 2.3:** Under the null hypothesis, as \( n \rightarrow \infty \),

\[
\frac{|L_0(n)|}{\log_{1/\rho} n} \rightarrow 1, \quad \text{almost surely}.
\]

(10)

A special case of the theorem is that when \( m = 1 \), then \( \rho \) holds with \( \rho \) replaced by \( p \).

Given this result, it is easy to obtain the following observation, which states the relation of \( \rho \) and \( (m,p) \). Since \( |L_0(n)| \) actually depends on \( \rho \) and \( m \), we use the notation \( |L_0(m,n,p)| \) in the next corollary to make this dependence explicit.

**Corollary 2.4:** Given a pair of positive integers \( m_1, m_2 \) and a pair of probabilities \( p_1, p_2 \) with \( m_1 \leq m_2 \) and \( p_1 \leq p_2 \), we have

\[
\rho(m_1, p_1) \leq \rho(m_2, p_1) \quad \text{and} \quad \rho(m_1, p_1) \leq \rho(m_1, p_2).
\]

By Theorem 2.3 and Egoroff’s Theorem (See [41]), given any small \( \epsilon > 0 \) and \( \delta > 0 \), there exists a large \( N \in \mathbb{Z}^+ \), such that for all \( n \geq N \) with probability \( 1 - \delta \) under \( \mathbb{F}_0 \), we have

\[
\frac{|L_0(n)|}{\log_{1/\rho} n} - 1 < \epsilon.
\]

(11)

Let \( b_{\epsilon,n} = (1+\epsilon) \log_{1/\rho} n \), which under \( \mathbb{F}_0 \), is the upper bound of the length of the longest significant run with probability \( 1 - \delta \).

It is not hard to see that under the null hypothesis \( \mathbb{F}_0 \), for large \( n \geq N \), with probability \( 1 - \delta \), an upper bound of \( |\mathcal{E}_n| \) under \( \mathbb{F}_0 \) is

\[
\sum_{k=1}^{b_{\epsilon,n}+1} mn(2C+1)^{k-1} = mn[(2C+1)^{b_{\epsilon,n}+1} - 1]/2C. \]  

(12)

By Corollary 2.4, we can choose the threshold of significance, \( x^* \), large enough, so that

\[
p = \mathbb{P}(N(0,1) > x^*)
\]

is small enough to render \( \rho < (2/n)^{-1/2} \). By Corollary 2.4, it is easy to see that \( p \leq \rho < (2/n)^{-1/2} \). Thus an upper bound on \( |\mathcal{E}_n| \), according to Equation (12) and the definition of \( b_{\epsilon,n} \), is

\[
\sum_{k=1}^{b_{\epsilon,n}+1} mn(2C+1)^{k-1} n^{-1} \log_{1/\rho} n (b_{\epsilon,n}+1) (2C+1) \leq mn(2C+1)^{b_{\epsilon,n}+1} n^{-1} \log_{1/\rho} n (2C+1).
\]

(13)

Since \( \epsilon \) is arbitrary, as \( n \) becomes large, the right hand side of (13) is less than \( mn^{2-\delta_0} \) for some \( \delta_0 > 0 \). Thus under the null hypothesis \( \mathbb{F}_0 \), \( |\mathcal{E}_n| \) grows slower than \( mn^2 \).

Now, we define our statistic based on all significant chains in the array \( \mathcal{S} \).

**Definition 2.5:** In an array of \( m \)-by-\( n \) nodes \( \mathcal{S} \), let \( X(i,j) \) be the normally distributed random variable associated with each node \((i,j)\). Let \( X(\mathcal{L}) = \sum_{(i,j) \in \mathcal{L}} X(i,j) \). Then we define a statistic based on all significant chains to be

\[
X_\ast = \max_{\mathcal{L} \in \mathcal{E}_n} X(\mathcal{L}).
\]

(14)

Given the aforementioned notations of \( x^* \), \( \mathcal{E}_n \) and \( \rho \), we now describe the algorithm for the analysis of a noisy image \( \mathcal{S} = \{X(i,j), 1 \leq i \leq m, 1 \leq j \leq n\} \), looking for the existence of suspected chains with good continuation in \( \mathcal{S} \). The algorithm has two steps and its computational complexity is \( O(n \log n) \).

- **Step I:** Count the length of the longest chain \( L_0(n) \) in \( \mathcal{E}_n \). If the length

\[
|L_0(n)| > (1 + \epsilon/2) \log_{1/\rho} n
\]

for some small \( \epsilon > 0 \), then reject \( \mathbb{F}_0 \); otherwise, go to Step II.

- **Step II:** Compute \( X_\ast \) as in (14). If

\[
X_\ast > \sqrt{2(1 + \delta_2) \log n},
\]

for some small \( \delta_2 > 0 \), then reject \( \mathbb{F}_0 \); otherwise, accept \( \mathbb{F}_0 \).

### C. Computation cost

In this section, we will show that the first step takes \( O(n) \) flops and the second \( O(n \log n) \) using the dynamic programming approach. Hence this algorithm takes \( O(n \log n) \) flops in total with \( O(n \log n) \) required space for storage.

**Algorithm to find \( L_0(n) \):** Recall that for a node \((i,j) \in \mathcal{S} \), we use \( z(i,j) = 1 \) to denote the significance (in-significance) of \((i,j)\). Given a realization \( \{X(i,j) : 1 \leq i \leq m, 1 \leq j \leq n\} \), let \( Y_1 \) be \( \{Y_1(i,j) : 1 \leq i \leq m, 1 \leq j \leq n\} \) such that

\[
Y_1(i,1) = z(i,1), \text{for } i = 1, \ldots, m;
\]

\[
Y_1(i,j) = z(i,j) \max_{i' \in \Omega(i)} Y_1(i',j-1), \quad \text{for } i = 1, \ldots, m, j = 2, \ldots, n;
\]

\[
Y_1(i,j) = z(i,j), \quad \text{for } i = 1, \ldots, m, j = 1;
\]

\[
Y_1(i,j) = 0, \quad \text{for } i = 1, \ldots, m, j > n.
\]


where $\Omega(i) = \{i' : |i' - i| \leq C, 1 \leq i' \leq m\}$ denotes the set containing neighboring indices of $i$. Finally, the value $|L_0(n)|$ can be computed as follows:

$$\max_{(i,j) \in S} Y_1(i,j).$$

It is not hard to see that this algorithm takes $Cmn$ time for $C > 0$.

**Algorithm to find $X^*_i$:** We use $z(i, j) = 1 (= 0)$ to denote the (in)significance of $(i, j) \in S$. Let $U = [3 \log_{1/p} n]$ and $Y_2 = \{Y_2(i, j, u) : 1 \leq i \leq m, 1 \leq j \leq n, 1 \leq u \leq U\}$ such that

$$Y_2(i, j, u) = \begin{cases} X(i, j), & u = 1; \\ Y_2(i, j, u - 1), & u = 1, \ldots, m; \\ z(i, j) + \max_{i' \in \Omega(i)} Y_2(i', j - 1), & u = u - 1; \end{cases}$$

where $\Omega(i)$ is the set of neighboring indices of $i$ as in the algorithm to find $|L_0(n)|$. It is easy to see that this algorithm takes $Cmn$ time for some $C > 0$.

**Remark 2.6:** Under the alternative hypothesis $H_1$, if the information on the length of the unknown chain $L_0^n$ is available, which is in the order of $O(n^\alpha)$ for some $0 < \alpha < 1$, by conducting only Step I in the previous algorithm, we will be able to make an optimal decision. The corresponding testing problem is asymptotically powerful given the signal $\mu > \mu^*$, where $\mu^*$ is such that $p_1 > \rho^\frac{\alpha}{1+\epsilon}$ for some small $\epsilon > 0$. In this scenario, the computation complexity is just $O(n)$.

### III. Asymptotic Properties

In this section, we give the upper bounds for type-I error under $H_0$ and type-II error under $H_1$. We also prove the asymptotic optimality of our proposed detection algorithm.

**A. Behavior under $H_0$**

We need to show that with overwhelming probability, under $H_0$, there will be no significant chain longer than $(1 + \epsilon) \log_{1/p} n$ and $X^*_n < \sqrt{2(1 + \delta_2) \log n}$, for any small $\epsilon > 0$ and $\delta_2 > 0$, as $n \to \infty$. The former is shown in (11), and we show the latter in the following theorem.

**Theorem 3.1:** Under the null hypothesis $H_0$, for any small $\delta > 0$, there exists a constant $\sigma_1$, depending on $p$ and a large $N \in \mathbb{Z}^+$, such that for any $n \geq N$, we have the following:

$$\mathbb{P}(X^*_n > \tau) \leq mna_1 \exp \left\{ -\frac{\tau^2}{2} \right\} + \delta.$$  \hspace{1cm} (15)

Thus for any $\delta_2 > 0$, when $\tau = \tau^*_n = \sqrt{2(1 + \delta_2) \log mn}$, we have $\mathbb{P}_{H_0}(X^*_n > \tau^*_n) \to 0$ as $n \to \infty$.

So far, we have studied the asymptotic behavior of $X^*_n$ under $H_0$ and proved that the type-I error tends to 0 as $n \to \infty$. In the next subsection, we delve into the behavior of $X^*_n$ under $H_1$ and shall prove the diminishing type-II error.

**B. Asymptotic behavior under $H_1$**

We first show the condition under which the type-II error diminishes fast under $H_1$, if the underlying chain length is with elevated means satisfies that $|L_0^n| \geq \zeta_n$ for some $\zeta > 0$. Let us first see the behavior of the longest significant chain embedded in $L_0^n$ under a specific alternative hypothesis: $H_1(L_0^n, \mu)$. Denote $P(\mathbb{N}(\mu, 1) > x^*)$ by $p_1$, which is the probability of nodes to be significant in the chain $L_0^n$. Let $L_1(n)$ be the longest significant chain in $L_0^n$ and let $|L_1(n)|$ be its length. Recall that $|L_0(n)|$ is the length of the longest significant chain in the image and so $|L_1(n)| \leq |L_0(n)|$ since $L_1(n) \in E_n$. By a special case of Theorem 2.3 ($\rho = p_1$ when $m = 1$), it is obvious that as

$$|L_0^n| \to \infty,$$

we have the following convergence rate of $|L_1(n)|$,

$$\frac{|L_1(n)|}{\log_{1/p_1}|L_0^n|} \to 1 \text{ almost surely.} \hspace{1cm} (16)$$

Therefore by Ergoroff’s theorem, given any small $\epsilon_1 > 0$ and $\delta > 0$, there exists a large $N \in \mathbb{Z}^+$ such that for all $n \geq N$ with probability $1 - \delta$ we have

$$\left| \frac{|L_1(n)|}{\log_{1/p_1}|L_0^n|} - 1 \right| < \epsilon.$$ \hspace{1cm} (17)

That is to say, with probability at least $1 - \delta$, one has

$$(1 - \epsilon_1) \log_{1/p_1}|L_0^n| \leq |L_1(n)| \leq (1 + \epsilon_1) \log_{1/p_1}|L_0^n|.$$  \hspace{1cm} (18)

We will prove the following theorem regarding the type-II error.

**Theorem 3.2:** In an array $S$ of $m$-by-$n$ nodes, consider the following detection problem for any small $\epsilon > 0$.

**$H_0 :$** $X(i, j) \sim N(0, 1)$, i.i.d., $\forall (i, j) \in S$ versus

**$H_1 :$** $X(i, j) \sim \mu + N(0, 1)$, i.i.d., $\forall (i, j) \in L_0^n$, for some $L_0^n \in F_n$, with $|L_0^n| \geq \zeta_1 n^\alpha$, and some $\alpha > 0$.

where $L_0^n$ is a chain with good continuation ($C$ apart) with length in the order of $O(\zeta_1 n^\alpha)$ for some $\zeta_1 > 0$ and $0 < \alpha < 1$. If $\mu$ is such that

$$p_1 > \rho^\alpha \log \zeta_1 n^{1/(1+\epsilon)} \log n \to \rho^{\alpha/(1+\epsilon)} \text{ as } n \to \infty \hspace{1cm} (19)$$

for some small $\epsilon > 0$, then as $n \to \infty$, we have

$$\mathbb{P}(\{|L_0(n)| > (1 + \epsilon/2) \log_{1/p_1}|H_1|\} \to 1.$$  \hspace{1cm} (19)

Let us consider the case under $H_1$, where the assumptions on $|L_0^n|$ in Theorem 3.2 fail. Denote two constants $[\log_{1/p_1}|L_0^n|]$ and $[\log_{1/p_1}|L_0^n|]$ by $c_{n}^L$ and $c_{n}^L$, respectively. Recall a chain $L$ is in $E_n$ if and only if $X(i, j) > x^*$ for every node $(i, j) \in L$, where $x^*$ is the threshold of significance. In Definition 2.2, $X^*_n$ is said to be the maximum of all $X(L)$ among $L \in E_n$, which is of course no smaller than $X(L_1(n))$. We now give the asymptotic diminishing rate of the type-II error.

**Theorem 3.3:** Under the alternative hypothesis $H_1$, for any small $\delta > 0$ and $\epsilon > 0$, if $\tau^*_n = \sqrt{2(1 + \delta_2) \log mn}$ <
\( \mu \sqrt{\frac{c_n}{L_n}}, \) which is defined in Theorem 3.1 we have the following:

\[
P(X^*_n > \tau^*_n | H_1) \to 1, \quad \text{as} \quad n \to \infty.
\]

Since \( c \) in the aforementioned theorem is arbitrary, \( 
\frac{c_n}{L_n} \approx \log_1 / p_1 / |L_n|, \) we may change the condition \( \tau^*_n < \mu \sqrt{\frac{c_n}{L_n}} \) in Theorem 3.3 to \( \tau^*_n < \mu \sqrt{\log_1 / p_1 / |L_n|}. \) Theorem 3.3 is also applicable in the case \( |L_n| = O(n^\alpha). \)

### C. Asymptotical optimality

**Theorem 3.4:** Under the assumptions of Theorem 3.2 and 3.3 as \( n \to \infty, \) we have

\[
P(\text{accept } H_1 | H_0) + P(\text{accept } H_0 | H_1) \to 0, \quad (20)
\]

which means our algorithm is asymptotically powerful in terms of the following definition in \( \mathbb{I}. \)

**Definition 3.5:** In a sequence of testing problems \( (H_{0,n}) \) versus \( (H_{1,n}) \), we say that a sequence of tests \( T_n \) is asymptotically powerful if

\[
P_{H_{0,n}}(T_n \text{ rejects } H_{0,n}) + P_{H_{1,n}}(T_n \text{ accepts } H_{0,n}) \to 0,
\]

as \( n \to \infty. \)

### IV. Numerical study

In this section, we carry out numerical studies on the detection problem of the suspected chain with good continuation in a noisy image. We will explain our detectability using simulations, which show the minimal mean required for the chain to be detectable. For simplicity, in all the simulated examples in Subsections 4-A and 4-B it is assumed to have \( C = 1 \) and \( m = 10. \) We then use the well-known solar flare example to show how our proposed procedures can be used for the detection of solar flare in Subsection 4-C.

#### A. \( |L_n| \sim O(n^\alpha) \)

In this subsection, we assume that \( |L_n| \geq \zeta_1 \cdot n \) for some unknown constant \( 1 > \zeta_1 > 0. \) From Table I we can choose \( x^* \) to be the 90th percentile of the standard normal distribution. Thus \( x^* = 1.2816 \) and \( \rho = 0.2691 < \frac{1}{4}. \) In Fig. 4 all the significant nodes are black i.e., \( \{(i, j) \in S : X(i, j) > x^*\}, \) while non-significant nodes are white.

Let \( \epsilon = 0.0001 \) and thus as shown in Inequality (18), \( \mu \) should satisfy

\[
p_1 = P(N(\mu, 1) > x^*) = P(N(\mu, 1) > 1.2816) > \rho^{\log_\epsilon \zeta_1/1.0001 \log n} \quad (21)
\]

Let \( x_q \) be the \( q \)th percentile for the standard normal distribution, i.e., \( q/100 = P(N(0, 1) > x_q). \) Let \( p_1^0 = \rho^{\log_\epsilon \zeta_1/1.0001 \log n}, \) \( q_1^0 = 1-p_1^0. \) Thus (21) is equivalent to find:

\[
\mu > 1.2816 - \frac{q_1}{100 \rho^0}. \quad \text{Table II gives value of } \mu \text{ which satisfies (21) according to different values of } \zeta_1 \text{ and } n. \text{ As we can see when } \zeta_1 \text{ or the number of columns } n \text{ increase, we have smaller value of } \mu \text{ in the table, which indicates stronger detectability in the noisy image.}
\]

**TABLE II:** The minimum detectability of \( \mu \) when \( C = 1 \) and \( m = 10 \) and \( |L_n| = \zeta_1 n. \)

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|}
\hline
\zeta_1 & 1/10 & 1/5 & 1/4 & 1/3 & 1/2 & 1 \\ \hline
n=2 & 1.2216 & 1.0307 & 0.9745 & 0.9052 & 0.8126 & 0.6661 \\ n=3 & 1.7400 & 1.0017 & 0.9504 & 0.8869 & 0.8017 & 0.6661 \\ n=5 & 1.1247 & 0.9710 & 0.9249 & 0.8675 & 0.7901 & 0.6661 \\ n=10 & 1.0716 & 0.9375 & 0.8969 & 0.8461 & 0.7772 & 0.6661 \\ n=20 & 1.0296 & 0.9107 & 0.8743 & 0.8288 & 0.7668 & 0.6661 \\ n=50 & 0.9860 & 0.8824 & 0.8506 & 0.8105 & 0.7556 & 0.6661 \\ n=100 & 0.9594 & 0.8650 & 0.8359 & 0.7991 & 0.7487 & 0.6661 \\ n=300 & 0.9605 & 0.8690 & 0.8322 & 0.8004 & 0.7716 & 0.7319 & 0.6661 \\ \hline
\end{array}
\]

Below is the simulation result for \( m = 10, \) \( n = 200, \) \( C = 1 \) and \( \zeta_1 = \frac{1}{10}. \) In Fig. 5 when \( \mu \leq 2.5, \) by human eyes, it is hard to tell whether there is an embedded chain different from the background. However, our method works for \( \mu > 1.2216. \) Fig. 6 gives a simulation for \( m = 10, \) \( n = 300, \) \( C = 1 \) and with \( \frac{1}{5} \) portion of nodes on a chain with good continuation. We can see in Fig. 6 the chain becomes apparent when \( \mu \geq 2.5 \) and our theory supports the detectability of such a chain when \( \mu > 1.1740. \)

![Fig. 5: Grayscale images of 10 × 200 pixels with different means under H1 for a chain of length 20. When the elevated mean is less than 2.5, it is very hard to identify the inhomogeneous chain.](image)

![Fig. 6: Grayscale images of 10 × 300 pixels with different means under H1 for a chain of length 60. The inhomogeneous chain with good continuation becomes apparent when μ = 2.5.](image)
B. $\zeta \log n < |L_n^0| < cn^{1-\delta}$

In this part, we consider the minimum detectability when $|L_n^0|$ is of order $o(n)$, i.e.,

$$\zeta \log n < |L_n^0| \leq c \cdot n^{1-\delta}$$

for some $\delta > 0$ such that $|L_n^0| = c_1 \sqrt{n}$ and $|L_n^0| = c_2 \log n$, where $c_2 > \zeta$. In both cases, the value of the elevated mean $\mu$ that can be detectable is within our expected range.

1) $|L_n^0| = c \sqrt{n}$: Similar as in Section IV-A we also provide the value of $\mu$ which satisfies the inequality (18), according to different values of $\zeta_1$ and $n$. The minimum value of $\mu$ that satisfies (18) is listed in Table III. Moreover, based on the results in Theorem 3.3, we can also compute another set of detectability threshold for the mean signal, where the minimum value of $\mu$ should satisfy (22).

$$\mu \sqrt{\log_{1/p_1}(c \sqrt{n})} > \sqrt{(2 + \delta_2) \log mn}.$$ (22)

However, this set of detectability is not as tight as using Theorem 3.2.

### TABLE III: The minimum detectability of $\mu$ when $m = 10$, $C = 1$ and $|L_n^0| = c \sqrt{n}$

| n       | $c$ | $\sqrt{1/2}$ | 1   | 2   |
|---------|-----|--------------|-----|-----|
| $n=10^4$ | 1.4729 | 1.4176  | 1.3287  | 1.2458 |
| $n=10^4$ | 1.4352 | 1.3948  | 1.3287  | 1.2660 |
| $n=10^5$ | 1.4131 | 1.3813  | 1.3287  | 1.2783 |
| $n=10^6$ | 1.3986 | 1.3723  | 1.3287  | 1.2866 |
| $n=10^7$ | 1.3884 | 1.3660  | 1.3287  | 1.2925 |
| $n=10^8$ | 1.3807 | 1.3613  | 1.3287  | 1.2970 |

2) $|L_n^0| = c \log n$: Again let $p_1 = P(N(\mu, 1) > x^*)$ and $\delta_2 = 0.0001$. Let $\mu$ be such that

$$\mu \sqrt{\log_{1/p_1}(c \log n)} > \sqrt{(2 + \delta_2) \log mn}.$$ (23)

We list the minimum value of $\mu$ that satisfies (23) in Table IV. In Table IV, we find that the minimum detectable mean $\mu$ gradually increases as $n$ becomes larger. This is due to the fact that the ratio $|L_n^0| / n$ becomes more and more negligible as $n$ tends to infinity. Table V gives the ratio of the length $|L_n^0|$ of the embedded chain to the column number $n$ corresponding to the settings in Table IV. When $n = 10^8$ and $c = 100$, the inhomogeneous chain only occupies about $1.8 \times 10^{-5}$ portion of the images which is fairly negligible.

### TABLE IV: The minimum detectability of $\mu$ when $m = 10$, $C = 1$ and $|L_n^0| = c \log n$

| $n$       | 1   | 2   | 5   | 10  | 50  | 100 |
|-----------|-----|-----|-----|-----|-----|-----|
| $n=10^4$  | 1.83 | 1.70 | 1.58 | 1.51 | 1.39 | 1.35 |
| $n=10^4$  | 1.86 | 1.75 | 1.64 | 1.57 | 1.46 | 1.41 |
| $n=10^5$  | 1.89 | 1.79 | 1.70 | 1.63 | 1.51 | 1.47 |
| $n=10^6$  | 1.92 | 1.83 | 1.73 | 1.67 | 1.56 | 1.52 |
| $n=10^7$  | 1.95 | 1.87 | 1.77 | 1.71 | 1.60 | 1.57 |
| $n=10^8$  | 1.98 | 1.90 | 1.81 | 1.75 | 1.64 | 1.61 |

### TABLE V: The ratio of the length of the embedded chain to $n$.

| $n$       | 1   | 2   | 5   | 10  | 50  | 100 |
|-----------|-----|-----|-----|-----|-----|-----|
| $n=10^4$  | 6.91 $\times 10^{-3}$ | 1.38 $\times 10^{-2}$ | 3.45 $\times 10^{-2}$  | 6.91 $\times 10^{-1}$  | 9.21 $\times 10^{-5}$  |
| $n=10^4$  | 1.38 $\times 10^{-3}$ | 1.38 $\times 10^{-3}$ | 6.91 $\times 10^{-1}$  | 9.21 $\times 10^{-5}$  | 1.61 $\times 10^{-5}$  |
| $n=10^5$  | 1.38 $\times 10^{-4}$ | 5.76 $\times 10^{-4}$ | 1.15 $\times 10^{-4}$  | 1.61 $\times 10^{-5}$  | 1.61 $\times 10^{-5}$  |
| $n=10^6$  | 1.38 $\times 10^{-5}$ | 6.91 $\times 10^{-5}$ | 1.38 $\times 10^{-5}$  | 1.61 $\times 10^{-5}$  | 1.61 $\times 10^{-5}$  |
| $n=10^7$  | 1.38 $\times 10^{-6}$ | 9.21 $\times 10^{-6}$ | 1.84 $\times 10^{-6}$  | 1.84 $\times 10^{-6}$  | 1.84 $\times 10^{-6}$  |

C. Detection of solar flare

In this subsection, we use a real data set based on the solar data observatory to further verify our proposed testing procedures. A solar flare is defined as a sudden, transient, and intense variation in brightness, which is usually observed over the Sun’s surface [42]. The dataset is recorded in a video format and is publicly available online at [https://voices.uchicago.edu/willett/research/software/mouse]. There are in total 300 frames in the video, each of which contains a size of $232 \times 292$ image data. According to the video, there are at least two obvious transient flares, which occur at frames $t = 187 \sim 202$ and $t = 216 \sim 268$, respectively. For illustrating purposes, the background information has been already removed and the remaining data is approximately normally distributed as mentioned in [43], where they used the first 100 frames to train the model. In our experiment, we only compute the statistics from $t = 100$ and discard the frames used in the process of removing the background information. In Fig. 7 we provide...
an example of the solar image taken at time \( t = 100, 230 \), respectively, along with the corresponding residual images. It can be clearly seen, there is a sudden intense burst in the middle of the residual image at \( t = 230 \) compared with no burst at all at \( t = 100 \).

Naturally, the corresponding burst region will have a potential significantly longer embedded chain than the images without a burst, like shown Fig. [7] And the value of the testing scan statistics \( X^* \) at the occurrence of a solar flare will be larger than that of non-solar ones. In Fig. [8] we compute the testing statistics of the length of the longest runs and the scan statistics for frames at \( t = 100 \sim 300 \). It can be seen clearly that there are two big increase of the testing statistics around \( t = 190 \) and \( t = 230 \). By setting the threshold at \( X^*_{\text{thresh}} = 7.7 \) and \( |L_0(n)|_{\text{thresh}} = 69 \), our procedure can accurately identify the time of the occurrence of the solar flare, which corresponds to the type I error at level 0.05.

![Graph showing detecting existence of solar flare](image)

Fig. 8: Testing statistics from \( t = 100 \sim 300 \): left panel shows how our proposed testing statistics in Step 2 of the algorithm change; right panel shows how the length of the longest significant chain statistics in Step 1 of the algorithm change.

**V. Extension**

In this section, we will discuss about the longest significant run approach (as in Section [1-B]) in the detection problem of the \( m \)-by-\( n \) array of nodes \( S \) as \( m \to \infty \) and \( n \to \infty \). A model with similar structure is studied profoundly in [27]. After thresholding the values at the nodes with threshold \( x^* \), under the null hypothesis \( H_0 \), each node \((i, j) \in S \) is significant with

\[
p = \Pr(N(0, 1) > x^*).
\]

Let \( p_1 = \Pr(N(\mu_1, 1) > x^*) \) be the probability of significance under \( H_1(\mu_1) \). We use \( L_0(m, n) \) to denote the longest chain consisting of significant nodes only under \( H_0 \) and \( |L_0(m, n)| \) is length. In [44], the authors show that there exists a continuous function \( \phi(p) \), which only depends on \( C \) and \( p \), but not on \( m \) and \( n \), such that as \( m \to \infty \) and \( n \to \infty \), we have

\[
\frac{|L_0(m, n)|}{\log(mn)} \to \frac{1}{\phi(p)}, \quad \text{in probability}, \quad (24)
\]

for \( p < p_c \). Here \( p_c \) is a thresholding probability that the behaviors of the longest significant run are totally different when \( p < p_c \) and \( p \geq p_c \). For more details, please refer to [44]. Besides, \( \phi(p) \) is a strictly decreasing function and it is positive when \( p < p_c \) and constantly 0 as \( p \geq p_c \). In [44], it is shown that \( p_c \geq \frac{1}{\log(C)} \). Thus, we may choose \( x^* \) such that \( p < \frac{1}{\log(C)} \) under the null hypothesis. As \( m \) and \( n \) become sufficiently large, the length of the longest significant chain is at most \((1 + \epsilon)\log(mn)\) for some \( \epsilon > 0 \). Given the above, we have the following revised detection algorithm for the case that \((m, n) \to (\infty, \infty)\).

**Detection Algorithms when \((m, n) \to (\infty, \infty)\):**

1. Take \( x^* \) such that \( p = \Pr(N(0, 1) > x^*) < \frac{1}{2e+1} \) to be the threshold of nodes to be significant. Let \( E_n = \{L \in F_n : \mathbb{E}(L) = 1\} \). Find the longest chain \( L_0(m, n) \) in \( E_n \). For small \( \epsilon > 0 \) if the length \( |L_0(m, n)| > (1 + \epsilon/2)\log(mn) \), then reject \( H_0 \); otherwise, go to the next step.
2. Compute \( X^* \) as

\[
\max_{L \in E_n} \sum_{(i,j) \in L} \frac{X(i,j)}{\sqrt{|L|}}.
\]

For small \( \delta_2 > 0 \), if \( X^* > \sqrt{2(1 + \delta_2)\log(mn)} \), then reject \( H_0 \); otherwise accept \( H_0 \).

As shown above, the first step takes \( O(mn) \) and second \( O(mn \log(mn)) \). Hence this algorithm takes \( O(mn \log(mn)) \) flops in total with \( O(mn \log(mn)) \) required space for storage. Moreover, by Theorem 3.2 and 3.3 it is straightforward to see that under \( H_1 \),

1. if \( \mu_1 \geq \zeta_1 n \) for some \( \zeta_1 > 0 \) and \( p_1 > \exp\{ -\phi(p) \frac{\log\mu_1 n}{(1+\epsilon)\log(mn)}\} \);
2. or if \( \mu \sqrt{\log(p)} |L_0| > \sqrt{2(1 + \delta_2)\log(mn)} \) for some \( \delta_2 \),

then, as \( m \to \infty \) and \( n \to \infty \), we have

\[
\Pr(\text{accept } H_1 | H_0) + \Pr(\text{accept } H_0 | H_1) \to 0.
\]

**VI. Conclusion**

In this paper, we give a detection method for chains with elevated means in a white noise image. We analyze the length of the longest significant chain after thresholding each pixel and consider the statistics over all significant chains. Such a strategy significantly reduces the complexity of the algorithm and the false positives are eliminated as the number of pixels increases. The numeric study shows the results are very promising, compared to human eyes’ detectability. The real data example on solar flare detection also verifies the effectiveness of our proposed method.
APPENDIX

This Appendix includes the proofs of our main technical results in Section III. Specifically, in Appendix A we provide the proof for the Corollary 2.4 which states the relation between $\rho$ and $(m, p)$. The proof of Theorem 3.1 which shows under $H_0$, that the type-I error tends to 0 as $n \to \infty$, is in Appendix B. The proofs for Theorem 3.2 and 3.3 regarding the asymptotic diminishing rate of the type-II error, are provided in Appendix C and D, respectively.

APPENDIX A
PROOF OF COROLLARY 2.4

Given a realization

$$t_{i,j} \sim N(0, 1), 1 \leq i \leq n, 1 \leq j \leq m,$$

let $x_1^* \geq x_2^* > 0$ be such that $p_1 = \mathbb{P}(t_{i,j} > x_1^*)$ and $p_2 = \mathbb{P}(t_{i,j} > x_2^*)$. Since $t_{i,j} > x_1^*$ implies that $t_{i,j} > x_2^*$, one can easily see that each significant node under threshold $x_1^*$ must be significant under $x_2^*$. Therefore, we have $|L_0(m_1, n, p_1)| \leq |L_0(m_1, n, p_2)|$, which by Theorem 2.3 leads to $\rho(m_1, p_1) \leq \rho(m_1, p_2)$. Similarily, it is not hard to see that $|L_0(m_1, n, p_1)| \leq |L_0(m_2, n, p_1)|$, since if $m_1 \leq m_2$, $([1, n] \times [1, m_1]) \cap \mathbb{Z}^2 \subset ([1, n] \times [1, m_2]) \cap \mathbb{Z}^2$. Thus $\rho(m_1, p_1) \leq \rho(m_2, p_1)$.

APPENDIX B
PROOF OF THEOREM 3.1

Recall (11) that for any $\delta > 0$ and $\epsilon > 0$, the length of the longest significant chain under $H_0$ is no larger than $b_{n, n} = (1 + \epsilon) \log_4 1/\rho n$ with probability $1 - \delta$. By the Bonferroni inequality, it is easy to derive the following.

$$\mathbb{P}(X_\tau^* > \tau)$$
$$= \mathbb{P}(\bigcup_{\mathcal{L} \in \mathcal{F}_n} \{X(\mathcal{L}) > \tau, Z(\mathcal{L}) = 1\})$$
$$\leq \delta + \mathbb{P}(\bigcup_{k=1}^{b_{n,n}} \bigcup_{\mathcal{L} \in \mathcal{F}_n, |\mathcal{L}| = k} \{X(\mathcal{L}) > \tau, Z(\mathcal{L}) = 1\})$$
$$\leq \delta + \sum_{k=1}^{b_{n,n}} \sum_{\mathcal{L} \in \mathcal{F}_n, |\mathcal{L}| = k} \mathbb{P}(X(\mathcal{L}) > \tau | Z(\mathcal{L}) = 1) \times \mathbb{P}(Z(\mathcal{L}) = 1)$$
$$\leq \delta + \sum_{k=1}^{b_{n,n}} \sum_{\mathcal{L} \in \mathcal{F}_n, |\mathcal{L}| = k} p^k \mathbb{P}(X(\mathcal{L}) > \tau | Z(\mathcal{L}) = 1)\tag{25}$$

where $|\mathcal{L}|$ is the length of the significant chain $\mathcal{L}$. Note that conditioning on the event $Z(\mathcal{L}) = 1$, each $X(i, j)$ on $\mathcal{L}$ is a truncated standard normal random variable bounded below by $x^*$. Let $X_T(i, j)$ ($1 \leq i \leq n, 1 \leq j \leq m$) be i.i.d. random variables with distribution equal to $X(i, j)$ given that $X(i, j) > x^*$, where $X(i, j)$ is the standard normal random variable under $H_0$. Let $\Phi(\cdot)$ be the distribution function of the standard normal distribution. It is easy to see that the probability density function for $X_T(i, j)$ is $f_{X_T}(x) = \frac{1}{(1-\Phi(x^*))\sqrt{2\pi}} \exp\{-\frac{x^2}{2}\}$. Thus, for each $\mathcal{L} \in \mathcal{E}_n$, we have

$$\begin{align*}
\mathbb{P}(X(\mathcal{L}) > \tau | Z(\mathcal{L}) = 1) & = \mathbb{P}(\sum_{(i,j) \in \mathcal{L}} \frac{X(i,j)}{\sqrt{|\mathcal{L}|}} > \tau | Z(\mathcal{L}) = 1) \\
& = \mathbb{P}(\sum_{(i,j) \in \mathcal{L}} X_T(i,j) > \tau \sqrt{|\mathcal{L}|}) \\
& \leq \inf_{\omega \geq 0} \exp\{-\omega \tau \sqrt{|\mathcal{L}|} \} \prod_{(i,j) \in \mathcal{L}} \exp\{\omega X_T(i,j)\}. \\
\end{align*}$$

(Markov’s Inequality)

$$\int_{x^*}^{\infty} \exp\{\omega y - \frac{y^2}{2}\} dy = \int_{x^*}^{\infty} \exp\{-\frac{(y-\omega)^2}{2}\} dy$$

Similarly, it is not hard to see that $|L_0(m_1, n, p_1)| \leq |L_0(m_2, n, p_1)|$, since if $m_1 \leq m_2$, $([1, n] \times [1, m_1]) \cap \mathbb{Z}^2 \subset ([1, n] \times [1, m_2]) \cap \mathbb{Z}^2$. Thus $\rho(m_1, p_1) \leq \rho(m_2, p_1)$.

APPENDIX C
PROOF OF THEOREM 3.2

By the argument before the theorem, for any small $\delta > 0$ and $\epsilon_1 > 0$, with probability $1 - \delta$, there exists $N \in \mathbb{Z}^+$ such that

$$\lim_{n \to \infty} \mathbb{P}\left\{X_n^* > \tau_n^* | H_0\right\} = 0$$

When $n > n_0$, with probability $1 - \delta$, we have

$$\mathbb{P}(X_n^* > \tau_n^*)$$
$$\leq \mathbb{P}(X_n^* > \tau_n^* | H_0) + \mathbb{P}(X_n^* > \tau_n^* | H_1)$$
$$\leq \mathbb{P}(X_n^* > \tau_n^* | H_0) + \mathbb{P}(X_n^* > \tau_n^* | H_1)$$
$$\leq \frac{1}{n} \exp\{-\frac{\tau_n^2}{2}\}.$$
that when \( n \geq N \),

\[
|L_0(n)| \geq |L_1(n)| \geq (1 - \epsilon_1) \log_{1/p_1} \left| L_n^0 \right|.
\]

Under \( \mathbb{H}_1 \), by (18), one can derive

\[
\log_{1/p_1} \left| L_n^0 \right| \geq \alpha \log_{1/p_1} \zeta_i n > (1 + \epsilon) \log_{1/p} n.
\]

We choose \( \epsilon_1 \) such that \((1 + \epsilon)(1 - \epsilon_1) > 1 + \epsilon/2\) and thus

\[
\mathbb{P}[|L_0(n)| > (1 + \epsilon/2) \log_{1/p} n | \mathbb{H}_1] \geq 1 - \delta, \forall n \geq N.
\]

Since \( \delta \) is arbitrary, we have (19) asymptotically. The second part of (18) follows from the fact that

\[
\lim_{n \to \infty} \frac{\log \zeta n}{(1 + \epsilon) \log n} = \lim_{n \to \infty} \frac{\log \zeta + \log n}{(1 + \epsilon) \log n} = \frac{1}{1 + \epsilon}.
\]

**APPENDIX D**

**PROOF OF THEOREM 3.3**

Before the proof, let us first recall the following definition about the association of random variables in [45].

**Definition 4.1:** We say random variables \( T_1, T_2, \ldots, T_n \) are associated, if \( \text{Cov}[f(T), g(T)] \geq 0 \), where \( T = (T_1, T_2, \ldots, T_n) \), for any nondecreasing functions \( f \) and \( g \), for which \( \mathbb{E}f(T), \mathbb{E}g(T) \), and \( \mathbb{E}(f(T)g(T)) \) exist.

Now we give the proof of Theorem 3.3 in the following.

Recall in (17), with high probability, the length of the longest significant chain in \( L_n^0 \), \(|L_1(n)|\) falls in the region: \([c_1 n, c_2 n]\). It is not difficult to derive the following,

\[
\begin{align*}
\mathbb{P}(X^*_n > \tau^*_n | \mathbb{H}_1) &= \mathbb{P}( \bigcup_{L \in \mathcal{F}_n} \{X(L) > \tau^*_n, Z(L) = 1\} | \mathbb{H}_1) \\
&\geq \mathbb{P}(X(L_1(n)) > \tau^*_n) \\
&= \sum_{k=1}^{n} \mathbb{P}( \sum_{(i,j) \in L_1(n)} \frac{X(i,j)}{\sqrt{|L_1(n)|}} > \tau^*_n | |L_1(n)| = k) \times \mathbb{P}(|L_1(n)| = k) \\
&\geq \sum_{k=c_1 n}^{c_2 n} \mathbb{P}( \sum_{(i,j) \in L_1(n)} \frac{X(i,j)}{\sqrt{k}} > \tau^*_n | |L_1(n)| = k) \times \mathbb{P}(|L_1(n)| = k)
\end{align*}
\]

(27)

Recall that \( \mathcal{F}_n \) is the set of all chains of good continuation in \( S = \{(i,j) : 1 \leq i \leq n, 1 \leq j \leq m\} \). Let \( \mathcal{F}_n^k \subset \mathcal{F}_n \) be the set of all chains of good continuation with length \( k \), namely, \( \mathcal{F}_n^k = \{L \in \mathcal{F}_n : |L| = k\} \). One can easily see that

\[
\mathbb{P}( \sum_{(i,j) \in L_1(n)} \frac{X(i,j)}{\sqrt{k}} > \tau^*_n | |L_1(n)| = k) = \sum_{L \in \mathcal{F}_n^k} \mathbb{P}(\sum_{(i,j) \in L} \frac{X(i,j)}{\sqrt{k}} > \tau^*_n | L_1(n) = L) \mathbb{P}(L_1(n) = L) / \sum_{L \in \mathcal{F}_n^k} \mathbb{P}(L_1(n) = L)
\]

Generate \( k \) random variables \( Y_1, \ldots, Y_k \) \( \sim N(\mu, 1) \) which are independent from \( \{X_{i,j} : 1 \leq i \leq n, 1 \leq j \leq m\} \). For each \( L \in \mathcal{F}_n^k \), we have that

\[
\begin{align*}
\mathbb{P}( \sum_{(i,j) \in L} \frac{X(i,j)}{\sqrt{k}} > \tau^*_n | L_1(n) = L) &= \mathbb{P}(\sum_{i=1}^{k} Y_i / \sqrt{k} > \tau^*_n | Y_1 > x^*, \ldots, Y_k > x^*) \\
&= \mathbb{P}(\sum_{i=1}^{k} Y_i / \sqrt{k} > \tau^*_n | Y_1 > x^*, \ldots, Y_k > x^*)
\end{align*}
\]

Let \( A \) and \( B \) be two subsets of \( \mathbb{R}^k \) such that

\[
A = \{(y_1, \ldots, y_k) : \sum_{i=1}^{k} y_i / \sqrt{k} > \tau^*_n\}, \\
B = \{(y_1, \ldots, y_k) : y_1 > x^*, \ldots, y_k > x^*\}.
\]

Let \( f : \mathbb{R}^k \to \{0,1\} \) and \( g : \mathbb{R}^k \to \{0,1\} \) be indicator functions of sets \( A \) and \( B \), respectively, i.e.,

\[
f(y_1, \ldots, y_k) = I_A(y_1, \ldots, y_k)
\]

and

\[
g(y_1, \ldots, y_k) = I_B(y_1, \ldots, y_k).
\]

Theorem 2.1 of [45] states that independent random variables are associated. Therefore \( Y_1, \ldots, Y_k \) are associated since they are independent. Realize that both \( f \) and \( g \) are increasing functions and therefore, it is straightforward to see that

\[
\begin{align*}
\mathbb{P}(\sum_{i=1}^{k} Y_i / \sqrt{k} > \tau^*_n | Y_1 > x^*, \ldots, Y_k > x^*) &= \mathbb{E}[f(Y_1, \ldots, Y_k)g(Y_1, \ldots, Y_k)] \\
&\geq \mathbb{E}[f(Y_1, \ldots, Y_k)g(Y_1, \ldots, Y_k)] \\
&= \mathbb{P}(\sum_{i=1}^{k} Y_i / \sqrt{k} > x^*) \mathbb{P}(Y_1 > x^*, \ldots, Y_k > x^*)
\end{align*}
\]

Hence it follows that

\[
\begin{align*}
\mathbb{P}(\sum_{i=1}^{k} Y_i / \sqrt{k} > \tau^*_n | Y_1 > x^*, \ldots, Y_k > x^*) &\geq \mathbb{P}(\sum_{i=1}^{k} Y_i / \sqrt{k} > \tau^*_n) \\
&= \mathbb{P}(N(\sqrt{k} \mu, 1) > \tau^*_n).
\end{align*}
\]

Since \( k \geq cL(\epsilon, n) \), as long as

\[
\mu \sqrt{cL(\epsilon, n)} > \tau^*_n = \sqrt{2(1 + \delta_2) \log n},
\]

by Mill’s ratio, we have

\[
\mathbb{P}(N(\sqrt{k} \mu, 1) < \tau^*_n) \leq \mathbb{P}(N(0, 1) < -\gamma \sqrt{\log n}) \\
\leq 2n^{-\gamma^2/2} \to 0, \text{ as } n \to 0,
\]

where

\[
\gamma = \sqrt{k \mu / \sqrt{\log n} - \sqrt{2(1 + \delta_2)}} \geq \sqrt{cL(\epsilon, n) / \sqrt{\log n} - \sqrt{2(1 + \delta_2)}} > 0.
\]
Therefore, going back to (27), it follows that
\[
\mathbb{P}(X_s^* > \tau_s^*) \geq \sum_{k=0}^{L_1(n)} (1 - 2n^{-\gamma^2/2})\mathbb{P}(\{L_1(n) = k\})
\geq (1 - 2n^{-\gamma^2/2})(1 - \delta).
\]
Since \(\delta > 0\) is arbitrary, as \(n \to \infty\), we have
\[
\mathbb{P}(X_s^* > \tau_s^*) \mathbb{P}(\mathcal{H}_1) \to 1.
\]
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