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\textbf{Abstract.} We propose a space-time scheme that combines an unfitted finite element method in space with a discontinuous Galerkin time discretisation for the accurate numerical approximation of parabolic problems with moving domains or interfaces. We make use of an aggregated finite element space to attain robustness with respect to the cut locations. The aggregation is performed slab-wise to have a tensor product structure of the space-time discrete space, which is required in the numerical analysis. We analyse the proposed algorithm, providing stability, condition number bounds and anisotropic \textit{a priori} error estimates. A set of numerical experiments confirm the theoretical results for a parabolic problem on a moving domain. The method is applied for a mass transfer problem with changing topology.

1. \textbf{Introduction}

Numerical simulations using standard finite element methods (FEMs) require the generation of body-fitted meshes, which is one of the main bottlenecks of the simulation workflow. This problem is exacerbated in applications that involve moving interfaces and evolving geometries. The method of lines, which discretises in space and time separately, cannot be readily applied to transient problems with moving domains or interfaces since it assumes a constant geometry in time. In order to solve this problem, one can consider arbitrary Lagrangian Eulerian (ALE) schemes \cite{1,2}. ALE schemes require frequent remeshing and are not suitable for large geometrical variations or topological changes. Another approach is to use variational space-time formulations on space-time body-fitted meshes. These methods have been widely used in applications like fluid-structure interaction \cite{3-5}. Even though variational space-time schemes can be applied to moving domains/interfaces, they do require space-time meshes, which are unfeasible in general. The mathematical analysis of space-time methods has been considered, e.g., in \cite{6} (for a discontinuous Galerkin (DG) method in time for parabolic equations on body-fitted domains and constant geometries) and in \cite{7} (for a space-time DG method for advection-diffusion on time-dependent domains).

Unfitted (also known as \textit{immersed} or \textit{embedded}) finite element (FE) formulations lower the geometrical requirements since they do not require body-fitted meshes but simple, e.g., Cartesian, background meshes. Hence, unfitted FEM are becoming increasingly popular in applications with moving interfaces such as fluid-structure interactions \cite{8-10}, fracture mechanics \cite{11,12}, and in applications with changing geometries such as additive manufacturing \cite{13,14} and stochastic geometry problems \cite{15}. In \cite{16}, a mass transport problem across an evolving interface is analysed using a variational space-time DG extended finite element method (XFEM).

However, unfitted FEMs are prone to ill-conditioning problems when dealing with unfitted boundaries and high contrast interface problems \cite{17-19}. If the intersection of a cut background cell with the physical domain is small, it can lead to a so-called \textit{small cut cell problem}. The support of the FE shape functions corresponding to the background cell can have an arbitrarily small support, leading to almost singular system matrices. Several methods \cite{19-23} have been proposed to circumvent the small cut cell problem. However, only few formulations are robust and optimal with respect to the cut cell position. Some methods include additional terms that enhance the stability of the FE discretisation while keeping optimal convergence (see, e.g., the \textit{ghost penalty} \cite{24} formulation used in CutFEM \cite{19,25,26}). Another approach, used in this work, involves cell aggregation (or agglomeration) techniques. These techniques can readily be applied to numerical methods that can handle general polytopal meshes, e.g., DG or...
hybridisable methods (see, e.g., [27–30]). Cell aggregation for $C^0$ FE spaces has been proposed in [18], where it was coined aggregated finite element method (AgFEM).

In AgFEM, the degrees of freedom (DOFs) associated to FE functions that have arbitrarily small support and can lead to ill-conditioning are eliminated. This is attained by designing a discrete extension operator that constrains the ill-posed DOFs using the well-posed DOFs while preserving $C^0$ continuity. AgFEM enjoys good numerical properties, such as stability, bounded condition numbers, optimal convergence and continuity with respect to data; detailed mathematical analysis of this method is included in [18] for elliptic problems, in [31] for the Stokes equation and in [32] for higher-order FE. The method is also amenable to arbitrarily complex 3D geometries [33], distributed implementations for large scale problems [34], error-driven $h$-adaptivity and parallel tree-based meshes [35], explicit time-stepping for the wave equation [36] and elliptic interface problems with high contrast [37]. A weak AgFEM technique is proposed in [38], which is much less sensitive to stabilisation parameters than the ghost penalty method.

Despite the potential of unfitted FEMs for transient problems with moving boundaries and interfaces, few formulations are robust and enjoy optimal convergence. The space-time DG XFEM scheme proposed in [16] is not robust to the cut location and the error estimate is suboptimal with respect to time. The main reason for the suboptimal error estimates is the fact that the FE space cannot be expressed as a slab-wise tensor product in space-time. The CutFEM formulation in [25] for the approximation of transient convection-diffusion problems is restricted to constant geometries, since the Crank-Nicolson scheme is used for the temporal discretisation. In [39], the convection-diffusion equation is studied on a moving domain using an unfitted space-time DG formulation. The proposed method yields optimal convergence and is robust, due to ghost penalty stabilisation. The work only addresses pure Neumann problems and the mathematical analysis of the technique is not included.

The novelties of this work are the following:

1. We propose a novel unfitted variational space-time formulation on moving domains/interfaces that is robust with respect to the small cut cell problem. Robustness is attained by extending AgFEM to space-time. The spatial discretisation can handle both continuous (nodal) and discontinuous FE spaces, while a DG space is used in time.
2. We carry out a detailed mathematical analysis proving that this method enjoys sought-after numerical properties such as well-posedness, stability, bounded condition numbers and optimal convergence. In addition, we provide implementation details and perform a set of numerical experiments that support the theoretical results.

In particular, we consider a slab-wise cell aggregation scheme and a space-time discrete extension operator that can be expressed as a space-time tensor product. This way, the aggregated finite element (AgFE) space is constant at each time slab, and we can prove optimal error bounds.

The outline of this work is as follows. First, we introduce the embedded geometry setup, the aggregation strategy and construct the AgFE spaces in Section 2. In Section 3, the proposed space-time AgFEM discretisation is introduced for a model problem. We perform the numerical analysis of the method in Section 4 and numerical experiments that support these results are presented in Section 5. Finally, we draw some conclusions in Section 6.

2. Space-time aggregated finite element method

2.1. Embedded geometry setup. In this section, we provide a set of geometrical definitions that will be required to define the proposed formulation. We refer to Figure 1 for an illustration of many of the definitions below.

Let us consider an open, bounded, connected Lipschitz domain $\Omega^0 \subset \mathbb{R}^d$, with $d \in \{2, 3\}$ the number of spatial dimensions, a time domain $[0, T]$ and a smooth diffeomorphism $\varphi_t(x) : \Omega^0 \rightarrow \mathbb{R}^d$ for any $t \in [0, T]$. We define $\Omega(t) = \{\varphi_t(x) : x \in \Omega^0\}$ (the domain at a given time step) and $Q = \{x \in \Omega(t) : t \in [0, T]\}$ (the space-time domain). For simplicity, we assume that $Q$ is a polytopal domain. $\partial \Omega(t)$ represents the boundary of $\Omega(t)$. We consider a partition of the boundary into $\partial \Omega_D(t)$ and $\partial \Omega_N(t)$, the Dirichlet and Neumann spatial boundaries, resp. Thus, $\partial \Omega(t) = \partial \Omega_D(t) \cup \partial \Omega_N(t)$ and $\partial \Omega_D(t) \cap \partial \Omega_N(t) = \emptyset$. The Dirichlet and Neumann boundaries of the space-time domain are $\partial Q_D = \cup_{t \in (0, T)} \partial \Omega_D(t) \times \{t\}$ and $\partial Q_N = \cup_{t \in (0, T)} \partial \Omega_N(t) \times \{t\}$, resp. The boundary of $Q$ is $\partial Q = \partial \Omega(0) \cup \partial \Omega(T) \cup \partial Q_D \cup \partial Q_N$. 
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Let us define a spatial artificial domain $\Omega_{art} \subset \mathbb{R}^d$ such that $\Omega(t) \subset \Omega_{art}$ for all $t \in [0, T]$. One can consider a simple geometry for $\Omega_{art}$, e.g., a bounding box, which can be meshed using a Cartesian grid. We can also define the space-time artificial domain $Q_{art} = \Omega_{art} \times [0, T]$, such that $Q \subset Q_{art}$.

Let $0 = t^0 < t^1 < \cdots < t^N = T$ and $J^n = (t^{n-1}, t^n)$, $1 \leq n \leq N$, denote the $n$-th time slab. $\{J^n\}_{n=1}^N$ is a partition of $[0, T]$. The size of each time slab $J^n$ is denoted by $\tau^n \equiv t^n - t^{n-1}$ (the so-called time step size) and $\tau^* = \max_{n=1,\ldots,N} \tau^n$. The artificial domain and the space-time domain corresponding to a time slab $J^n$ are denoted as $Q^n_{art} = \Omega_{art} \times J^n$ and $Q^n = \cup_{t \in J^n} \Omega(t) \times \{t\}$, resp. Furthermore, the intersection of the Dirichlet and Neumann boundaries with $Q^n_{art}$ are denoted as $\partial Q^n_D$ and $\partial Q^n_N$, resp. We also use the notation $\Omega^n = \Omega(t^n)$, $n = 0, \ldots, N$.

Let $T^n_{h,art}$ be a conforming, shape regular and quasi-uniform partition of $\Omega_{art}$. The space-time mesh $T^n_{h,art}$ is the Cartesian product of $\tilde{T}^n_{h,art}$ and $J^n$, i.e., $T^n_{h,art} = \{ T \times J^n \in T_{h,art} : T \in \tilde{T}^n_{h,art} \}$.

The super-index $n$ in $\tilde{T}^n_{h,art}$ stands for the fact that the background mesh can be different at different time slabs. E.g., $T^n_{h,art}$ can be a background $n$-tree mesh with adaptive mesh refinement. We use the notation $T^n$ for cells in $T^n_{h,art}$, and $\tilde{T}^n$ for cells in $\tilde{T}^n_{h,art}$. By construction, we can define the injective map $\tilde{\tau} : T_{h,art} \rightarrow \tilde{T}^n_{h,art}$ such that $T^n = \tilde{T}^n \times J^n$, i.e., a map from space-time to space-only cells at each time slab. In the analysis, we assume that $\tilde{T}^n_{h,art}$ is a shape-regular and quasi-uniform mesh with characteristic cell size $\ell$.

![Graphical representation of the main geometrical quantities associated with the space-time embedded finite element setup for a 2D+1D example.](image)

**Figure 1.** Graphical representation of the main geometrical quantities associated with the space-time embedded finite element setup for a 2D+1D example. We note in the figure at the bottom-right corner that some cells that are not cut on $t^n$ appear as cut. This is because these cells are cut at some time value $t \in [t^{n-1}, t^n]$.

### 2.2. Cell aggregation.

The direct use of unfitted FEMs on the previously defined meshes is not robust with respect to cut locations. As commented in the introduction, one could consider using stabilisation techniques to remedy this problem. Another approach, which is followed in this work, relies on the definition of aggregated or agglomerated meshes. In particular, cells are aggregated in such a way that all aggregates have a large enough portion inside the physical domain, e.g., there is one internal cell per aggregate.
We refer to [18] for the aggregation strategy required in the space-only case. In space-time, we apply this algorithm slab-wise to prevent cells at different time slabs to be merged to form aggregates. That would complicate the implementation and numerical analysis and have a serious impact on the computational cost. Our motivation is to end up with a space-time solver that only requires a set of sequential slab-wise solvers, as time marching methods.

The aggregation algorithm requires a classification of active cells between well-posed and ill-posed cells. The most straightforward definition is to classify interior cells as well-posed and cut cells as ill-posed. If $T^n \subset Q^n$, then $T^n$ is an internal cell. If $T^n \cap Q^n = \emptyset$, then $T^n$ is an external cell. Otherwise, $T^n$ is a cut cell. The set of internal, external and cut cells on time slab $J^n$ are denoted as $\mathcal{T}_{h,in}^n$, $\mathcal{T}_{h,ext}^n$, and $\mathcal{T}_{h,cut}^n$, respectively (see Figure 1). The union of internal, external and cut cells on each time slab is denoted as $Q_{in}^n \subset Q$, $Q_{ext}^n$ and $Q_{cut}^n$, respectively. We define the set of active cells as $\mathcal{T}_{h,act}^n = \mathcal{T}_{h,in}^n \cup \mathcal{T}_{h,cut}^n$ and their union as $Q_{act}^n$.

We can readily define the space-only meshes $\bar{\mathcal{T}}_{h,act}^n \equiv \bar{T}_{h,in}^n \cup \bar{T}_{h,cut}^n$ using the map $\gamma$ over the cells of the respective space-time meshes. The union of cells in $\bar{\mathcal{T}}_{h,act}^n$ is represented with $\Omega_{act}^n$.

This definition can be further refined by considering a numerical parameter $\eta_0 > 0$. Given a time slab $J^n$, one can compute the cell-wise quantity

$$
\eta^n(T^n) = \min_{t \in J^n} \frac{|\bar{T}_n \cap \Omega(t)|}{|\bar{T}_n|}, \quad \forall T^n \in \mathcal{T}_{h,act}^n.
$$

If $\eta^n(T^n) \geq \eta_0$, then $T^n$ is a well-posed cell. Otherwise, it is ill-posed. Note that this definition enforces that any space-time cell must have a significant portion in the spatial domain at all times, thus it is anisotropic. When $\eta_0 = 1$, then well-posed cells are internal cells and ill-posed cells are cut cells. For brevity, we will consider this case in the following exposition, even though the general case does not involve any modification.

Next, at each time slab, the aggregation strategy introduced in [18] (in a spatial mesh only) is performed on the active mesh $\bar{T}_{h,act}^n$. Very briefly, the algorithm performs the following steps:

1. well-posed cells are marked as touched first;
2. each ill-posed cell that is neighbour of touched cells is merged to one of these and marked as touched;
3. repeat (2) till all active cells are touched.

This algorithm returns a set of aggregates $ag(\bar{T}_{h,act}^n)$ that contain one and only one well-posed cell. This well-posed cell is called the root cell of the aggregate. We refer to [18] for more details about the aggregation strategy in space, e.g., bounds for the size of the resulting aggregates.

2.3. Space-time unfitted FE spaces. Our aim is to construct AgFE spaces on each time slab making use of the aggregated meshes defined above. We start by introducing some notations. It is crucial to note that the AgFE spaces on each time slab may be different, even if $\mathcal{T}_{h,act}^n$ is the same for all slabs, due to the evolving geometry in time.

Let $T^n = T^n \times J^n \in \mathcal{T}_{h,act}^n$, where $\bar{T}^n \in \bar{T}_{h,act}^n$. We define the local FE space as a tensor product of spatial and temporal polynomials. For $d$-simplex spatial meshes, the local FE space $V(T^n) \equiv P_p(T^n) \otimes P_q(J^n)$ is the space of polynomials of order less than or equal to $p$ in the spatial variables $x_1, x_2, \ldots, x_d$ and polynomials of order less than or equal to $q$ in the temporal variable. For $d$-cube spatial meshes the local FE space $V(T^n) \equiv Q_p(T^n) \otimes P_q(J^n)$ is the space of polynomials of order less than or equal to $p$ in each of the spatial variables $x_1, x_2, \ldots, x_d$ and polynomials of order less than or equal to $q$ in the temporal variable.

In this work, we restrict ourselves to Lagrangian FE methods. Observe that the basis of the local FE space $V(T^n)$ is the tensor product of the Lagrangian basis of order $p$ in space and a basis for univariate polynomials of order $q$ in time. (The choice of a basis in time is flexible, since we will not enforce $C^0$ continuity in time, but we will consider a Lagrangian basis for simplicity.) Let $N(T^n)$ denote the set of Lagrangian nodes of $T^n$; any $a \in N(T^n)$ can be expressed as a tuple $(a_1, a_2)$ of space and time nodes. The dual basis of DOFs corresponds to the pointwise evaluation at these nodes. Analogously, the space-time shape functions associated to node $\Phi^b \in N(T^n)$ can be expressed as $\Phi^b(x, t) = \phi_{b x}(x) \phi_{b t}(t)$, i.e., the tensor product of a spatial shape function $\phi_{b x}(x)$ and temporal shape function $\phi_{b t}(t)$. It satisfies $\Phi^b(x^{a_1}, t^{a_2}) = \phi_{b x}(x^{a_1}) \phi_{b t}(t^{a_2}) = \delta_{a_1 b x} \delta_{a_2 b t}$, where $x^{a_1}$ and $t^{a_2}$ are the spatial and temporal coordinates of the node $a$, resp., and $\delta$ is the Kronecker delta.

---

1We recall that neighbour means neighbour in space. This can be achieved by modifying the aggregation strategy or by using the standard space aggregation verbatim at each slab independently.
We consider a continuous Galerkin (CG) global FE space in the spatial direction at each time slab $J^n$. For CG methods, this is attained (on conforming meshes) by a local-to-global DOF map such that the resulting global space of functions is $C^0$ continuous. To this end, at time slab $J^n$, we introduce the active space-time FE space

$$V_{h,act}^n = \{ v \in C^0(T^n) : v|_T \in V(T) \}, \text{ for any } T \in T^n_{h,act}. $$

It can also be defined as a tensor-product space as follows. We define a space-only global FE space on $\Omega_{act}^n$ as

$$V_{act}^n = \{ v \in C^0(\Omega_{act}^n) : v|_T \in X_p(T) \}, \text{ for any } T \in T^n_{act},$$

where $X_p(T)$ is $P_p(T)$ for simplicial meshes and $Q_p(T)$ for hexahedral meshes. With all these ingredients, $V_{h,act}^n$ can be equivalently defined as $V_{h,act}^n \simeq V_{act}^n \otimes P_q(J^n)$. We can proceed analogously for interior cells to define $V_{h,act}^n \simeq V_{act}^n \otimes P_q(J^n)$.

Since we consider a DG approximation in time, the global space-time space can readily be defined as a Cartesian product of the above defined slab-wise spaces. In any case, the global problem is never solved at once but sequentially slab-by-slab.

### 2.4. Space-time AgFE spaces

It has been established that solving the FE problem on the active space leads to ill-conditioning problems. Therefore, we use an AgFE space to solve this issue. The key idea of AgFEM is to eliminate the problematic DOFs using well-posed DOFs. This is achieved by defining a discrete extension operator. Let $\tilde{E} : \tilde{V}_{h,act} \to V_{h,act}$ be the spatial extension operator between space-only interior $\tilde{V}_{h,in}$ and active $V_{h,act}$ FE spaces. The space-only discrete extension operator has been previously described, e.g., in [18]. The spatial AgFE space is defined as $V_{h,ag} = \tilde{E}(\tilde{V}_{h,in})$. The discrete extension operator relies on a set of linear constraints that constrain the ill-posed DOFs (i.e., the ones that only belong to ill-posed cells) by the well-posed DOFs (the ones that belong to at least one well-posed cell). We do not provide the full construction of the space-only operator for the sake of conciseness. The interested reader can find the complete definition in [18] for the case of conforming background meshes, [35] for non-conforming adaptive meshes and [32] for a version of this extension that is well-suited to high-order approximations. The space-time extension proposed herein can be applied in all these situations.

In this work, we must define a slab-wise space-time discrete extension operator between $V_{h,act}$ and $V_{h,act}^n$. We do this by combining the slab-wise aggregation algorithm in Section 2.2, the tensor-product definition of these spaces in Section 2.3 and the space-only extension operator in [18]. In particular, at time slab $J^n$, the space-time extension operator $E^n : V_{h,in} \to V_{h,act}$ is defined as follows:

$$E^n(V_{h,in}) = E^n(\tilde{V}_{h,act}, P_q(J^n)) = \tilde{E}(\tilde{V}_{h,in}) \otimes P_q(J^n),$$  (1)

where $\tilde{E} : \tilde{V}_{h,in} \to \tilde{V}_{h,act}$ is a space-only extension operator at slab $J^n$. The space-time aggregated FE space on the time slab, $V_{h,ag} = E^n(V_{h,in})$. The global space-time AgFE space is $V_{h,ag} = \tilde{V}^1_{h,ag} \times \cdots \times V^N_{h,ag}$. By construction, we have $E^n(u)(x, t) = \tilde{E}(u(h(\cdot, t))) (x)$ for $u_h \in V_{h,in}$.

### 3. Approximation of parabolic problems on moving domains

#### 3.1. Model problem

We start by introducing some anisotropic functional spaces. Let $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d)$ and $|\alpha| = \alpha_1 + \cdots + \alpha_d$. We define the anisotropic Sobolev space of order $(s_x, s_t)$ on a domain $\mathcal{D} \subset \mathbb{R}^{d+1}$ as

$$H^{(s_x, s_t)}(\mathcal{D}) = \{ u \in L^2(\mathcal{D}) : \partial_x^{\alpha_1} \cdots \partial_x^{\alpha_d} u, \partial_t^\beta u \in L^2(\mathcal{D}) \text{ for } |\alpha| \leq s_x, |\beta| \leq s_t \}. $$

The norm and semi-norm associated with this Sobolev space are:

$$|v|^2_{H^{(s_x, s_t)}(\mathcal{D})} = \sum_{|\alpha| \leq s_x} \sum_{|\beta| \leq s_t} \| \partial_x^{\alpha_1} \cdots \partial_x^{\alpha_d} \partial_t^\beta v \|_{L^2(\mathcal{D})}^2 + \| \partial_t^\beta v \|_{L^2(\mathcal{D})}^2,$$

$$\| v \|^2_{H^{(s_x, s_t)}(\mathcal{D})} = \sum_{|\alpha| = s_x} \sum_{|\beta| = s_t} \| \partial_x^{\alpha_1} \cdots \partial_x^{\alpha_d} \partial_t^\beta v \|_{L^2(\mathcal{D})}^2 + \| \partial_t^\beta v \|_{L^2(\mathcal{D})}^2.$$  (3)

We introduce the proposed formulation for the heat equation with non-homogeneous boundary conditions as a model problem. In any case, the proposed methodology can be extended to other parabolic problems such as convection-diffusion reaction (see Sect. 5.5). Using the ideas in [31], it can also be generalised to indefinite systems, e.g., incompressible flows.
We represent with $H^{(1,s)}_{GD}(Q)$ the subspace of function in $H^{(1,s)}(Q)$ with trace $g_D \in H^{(1/2,s)}(\partial Q_D)$ on the Dirichlet boundary. The model problem seeks to find $u : Q \to \mathbb{R} \in H^{(1,1)}_{GD}(Q)$ such that

$$\partial_t u - \mu \Delta u = f \quad \text{in} \quad H^{(-1,0)}(Q), \quad \mu \nabla u \cdot n = g_N \quad \text{in} \quad H^{(-1/2,0)}(\partial Q_N),$$

and the initial condition $u(x, 0) = u^0(x) \in L^2(\Omega^0)$, where $\mu$ is the diffusion coefficient, the source term $f \in H^{(-1,0)}(Q)$, the boundary flux $g_N \in H^{(-1/2,0)}(\partial Q_N)$ and $n$ denotes the outward normal to the boundary $\partial Q_N$. The weak form of (4) consists in finding

$$u \in H^{(1,1)}_{GD}(Q) : B(u, v) = L(v) \quad \forall v \in H^{(1,1)}_{GD}(Q),$$

where

$$B(u, v) = \int_Q \partial_t u \, v \, dx \, dt + \int_0^T a(t, u, v) \, dt, \quad a(t, u, v) = \int_{\Omega(t)} \mu \nabla u \cdot \nabla v \, dx,$$

$$L(v) = \int_0^T l(t, v) \, dt, \quad l(t, v) = \int_{\Omega(t)} f \, v \, dx + \int_{\partial \Omega_N(t)} g_N v \, dS.$$

### 3.2. Discrete formulation

In order to state the discrete problem, we introduce some notation. Let $\phi : Q \to \mathbb{R}$. We denote the values of the function at both sides of an inter-slab interface $t^n$ as $\phi^{n,\pm} \equiv \lim_{\epsilon \to 0} \phi(x, t^n \pm \epsilon)$ and its jump as $[\phi] \equiv \phi^{n,+} - \phi^{n,-}$. Also, we set $\phi^{0,-} \equiv \phi(x, t^0)$.

We consider a weak imposition of the Dirichlet boundary conditions using the Nitsche’s method and a spatial CG approximation. In any case, the extension to DG in space is straightforward, since DG methods can readily be applied to agglomerated meshes.

Since the coupling between time slabs respect causality, it is sufficient to study the problem on a single time slab assuming the value of the unknown at the previous one is known. The weak formulation of the model problem (4) using a spatial CG and a temporal DG discretisation on a time slab $J^n$ consists of finding

$$u_h \in V^{n}_{h,ag} : B^n_h(u_h, v_h) = L^n_h(v_h) \quad \forall v_h \in V^{n}_{h,ag},$$

where the left-hand side reads

$$B^n_h(u_h, v_h) = \int_{Q^n} \partial_t u_h \, v_h \, dx \, dt + \int_{\Omega^n} \| u_h \|^{n-1}_h v^{n-1,+}_h \, dx$$

$$+ \int_{t^n} a_h(t, u_h, v_h) \, dt,$$

$$a_h(t, u_h, v_h) = \int_{\Omega(t)} \mu \nabla u_h \cdot \nabla v_h \, dx + \sum_{T \in T_{h,act}} \int_{\partial \Omega_D(T) \cap T} \beta_T \, u_h v_h \, dS$$

$$- \int_{\partial \Omega_D(T)} \mu (n_x \cdot \nabla u_h) v_h + \mu (n_x \cdot \nabla v_h) u_h \, dS,$$

and the right-hand side reads

$$L^n_h(v_h) = \int_{J^n} l_h(t, v_h) \, dt,$$

$$l_h(t, v_h) = \int_{\Omega(t)} f \, v_h \, dx + \sum_{T \in T_{h,act}} \int_{\partial \Omega_D(T) \cap T} \beta_T g_D v_h - \mu (n_x \cdot \nabla v_h) g_D \, dS$$

$$+ \int_{\partial \Omega_N(T)} g_N v_h \, dS.$$

$n_x$ is the space-only normal vector, $\beta_T = \mu \gamma / h_T$ and $\gamma > 0$ is the Nitsche’s parameter, which must be large enough for stability purposes. The value $u^{n-1,-}_h$ comes from the solution of the previous time slab or the initial condition, where we make use of the causality in time. The global FE problem over the whole time domain reads: find

$$u_h \in V_{h,ag} : B_h(u_h, v_h) = L_h(v_h), \quad \forall v_h \in V_{h,ag},$$

consists of finding

$$u_h \in V_{h,ag} : B_h(u_h, v_h) = L_h(v_h), \quad \forall v_h \in V_{h,ag},$$

where

$$B_h(u_h, v_h) = \int_{J^n} \partial_t u_h \, v_h \, dx \, dt + \int_{\Omega^n} \| u_h \|^{n-1}_h v^{n-1,+}_h \, dx$$

$$+ \int_{t^n} a_h(t, u_h, v_h) \, dt,$$

$$a_h(t, u_h, v_h) = \int_{\Omega(t)} \mu \nabla u_h \cdot \nabla v_h \, dx + \sum_{T \in T_{h,act}} \int_{\partial \Omega_D(T) \cap T} \beta_T \, u_h v_h \, dS$$

$$- \int_{\partial \Omega_D(T)} \mu (n_x \cdot \nabla u_h) v_h + \mu (n_x \cdot \nabla v_h) u_h \, dS,$$

and the right-hand side reads

$$L_h(v_h) = \int_{J^n} l_h(t, v_h) \, dt,$$

$$l_h(t, v_h) = \int_{\Omega(t)} f \, v_h \, dx + \sum_{T \in T_{h,act}} \int_{\partial \Omega_D(T) \cap T} \beta_T g_D v_h - \mu (n_x \cdot \nabla v_h) g_D \, dS$$

$$+ \int_{\partial \Omega_N(T)} g_N v_h \, dS.$$
with
\[ B_h(u_h, v_h) = \sum_{n=1}^{N} B_n^h(u_n^h, v_n^h) + \int_{\Omega^0} u_h^0 v_h^0 \, dx, \quad L_h(v_h) = \sum_{n=1}^{N} L_n^h(v_n^h) + \int_{\Omega^0} u_h^0 v_h^0 \, dx. \]

4. Numerical analysis

In this section, we analyse the numerical properties of the space-time AgFEM proposed above. We first consider the well-posedness of the steady problem. Next, we consider the transient problem and space-time discretisation. Our time discretisation makes use of DG methods and the space-only discretisation can vary between slabs (due to the cell-wise aggregation and possibly space refinement). Following similar ideas in [41] (for body-fitted formulations), we consider an \( L^2(Q) \) projector in space-time, in order to eliminate the time derivative terms in the \textit{a priori} error analysis. Anisotropic error estimates are obtained for this projector, relying on an extension of the solution to \( Q_{act} = \bigcup_{n=1}^{N} Q_n^\text{act} \). Finally, for the space-only terms of the bilinear form, we can readily use previous analyses of AgFEM in the steady case (see, e.g., [18, 32]).

We note that we have considered the heat equation as a model problem for the analysis. However, the analysis can readily be extended to more complex models, e.g., convection-diffusion-reaction systems, possibly with numerical stabilisation. A robust analysis for singularly perturbed limits (i.e., high Peclet and Reynolds numbers) and error bounds at arbitrary time values can be carried out using the technique proposed in [41, Section 3] in the analysis below.

In the following analysis, all constants are independent of mesh size and the location of cut cells but can depend on the polynomial order. We also introduce the following notation, if \( A \leq cB \), where \( c \) is a positive constant, then we write \( A \lesssim B \); similarly if \( A \geq cB \), then \( A \gtrsim B \).

4.1. Spatial discretisation. In this section, we prove the well-posedness of the spatial discretisation. In the following sections, we will make use of these results at fixed time values \( t \in (0, T) \). To avoid cumbersome notation, we drop the time dependency; \( \Omega(t) \) and the restriction of space-time FE spaces and meshes at \( t \) are represented with \( \Omega, \bar{V}_h, \bar{T}_h \), resp. We also drop the time slab superscript from FE spaces and meshes.

The spatial discretisation corresponding to the heat transfer model problem is to seek
\[ u_h \in \bar{V}_{h, ag} : a_h(u_h, v_h) = l_h(v_h), \quad \forall v_h \in \bar{V}_{h, ag}. \]

We define the norm on \( \bar{V}_{h, ag} \) as
\[ \|v\|_{\bar{V}_{h, ag}}^2 = \mu \| \nabla v \|_{L^2(\Omega)}^2 + \sum_{T \in \bar{T}_{h, act}} \beta_T \| v \|_{L^2(T \cap \partial \Omega_T)}^2. \]

We introduce the space \( \bar{V}(h) = \bar{V}_{h, ag} + H^2(\Omega) \) endowed with the norm
\[ \|v\|_{\bar{V}(h)}^2 = \mu \| \nabla v \|_{L^2(\Omega)}^2 + \sum_{T \in \bar{T}_{h, act}} \beta_T \| v \|_{L^2(T \cap \partial \Omega_T)}^2 + \sum_{T \in \bar{T}_{h, act}} \mu h_T^2 \| v \|_{H^2(T \cap \Omega)}^2. \]

Using a discrete inverse inequality for FE functions on AgFE spaces [37], it can be proved that \( \|v\|_{\bar{V}(h)} \leq C \|v\|_{\bar{V}_h} \), for any \( v_h \in \bar{V}(h) \). We also introduce a trace inequality to estimate the Nitsche terms. For a domain \( \omega \) with a Lipschitz boundary, the following inequality holds (see, [42, Th. 1.6.6]):
\[ \|u\|_{L^2(\partial \omega)} \leq C_\omega \|u\|_{L^2(\omega)} \|u\|_{H^1(\omega)}, \quad u \in H^1(\omega), \quad u \in H^1(\omega). \]

The constant \( C_\omega \) depends only on the shape of \( \omega \). Since the aggregates are shape regular, this inequality holds at the aggregate level also. We also make use of an inverse inequality for aggregates. Let \( A \) denote an aggregate. For any \( u_h \in \bar{V}_{h, ag} \) and any aggregate \( A \in \text{ag}(\bar{T}_{h, act}) \), we have (see [32])
\[ \|u_h\|_{H^1(\Omega \cap A)} \leq C h_A^{-\frac{1}{2}} \|u_h\|_{L^2(\Omega \cap A)}, \]

where, \( C > 0 \) is a constant and \( h_A \) is the size of the aggregate.

The coercivity and continuity of the bilinear form ensure the well-posedness of the problem.
Proposition 4.1. The bilinear form $a_h(\cdot, \cdot)$ satisfies:

$$a_h(v_h, v_h) \geq c_\mu \left( \|v_h\|_{L^2(\Omega)}^2 + \|v_h\|_{L^2(\Omega)}^2 \right), \quad a_h(u, v_h) \leq C_\mu \|u\| \|v_h\|_{(h)} \|\bar{v}_{(h)}\|,$$

(13)

for any $v_h \in \tilde{V}_{h,ag}$ and $u \in \bar{V}(h)$ and $\gamma$ large enough, and where $c_\mu$ and $C_\mu$ are positive constants away from zero.

Proof. The proof of continuity and coercivity with respect to the norm $\| \cdot \|_{(h)}$ can be found in [32]. We control the $L^2$ term using a generalised Poincaré inequality. We define

$$f(u) = |\partial \Omega_D|^{-1/2} \int_{\partial \Omega_D} u \, dS.$$

The restriction of $f$ on constant functions is non-zero. As $\tilde{V}_{h,ag} \subset H^1(\Omega)$, using [43, Lemma. B.63] and Cauchy Schwarz inequality yields

$$c_{p,\Omega} \|v_h\|_{L^2(\Omega)} \leq \|\nabla v_h\|_{L^2(\Omega)} + |f(v_h)| \leq \|\nabla v_h\|_{L^2(\Omega)} + \|v_h\|_{L^2(\partial \Omega_D)}$$

where $c_{p,\Omega} > 0$ is a constant that depends only on the domain and order of spatial discretisation. \hfill \Box

4.2. Stability analysis. In this section, we analyse the stability of the fully discretized space-time problem. We introduce a DG norm on $V^n_{h,ag}$ as

$$\|v\|_{n}^2 = \|v^n-\|^2_{L^2(\Omega)} + \|v^{n-1,+} - v^{n-1,-}\|^2_{L^2(\Omega^{n-1})} + c_\mu \int_{\Omega} \|\bar{v}_{(h)}\|^2 \, dt,$$

(14)

and an accumulated DG norm on $V^n_{h,ag} \times \cdots \times V^n_{h,ag}$ as

$$\|v\|_{n,n}^2 = \|v^n-\|^2_{L^2(\Omega)} + \sum_{i=0}^{n-1} \|v^{i,+} - v^{i,-}\|^2_{L^2(\Omega^{n-1})} + c_\mu \int_{t_0}^{t_n} \|\bar{v}_{(h)}\|^2 \, dt.$$  

(15)

We make repeated use of the following property on the space-time domain. We represent with $n_t$ the temporal component of the space-time normal vector $n$ on $\partial Q$.

Proposition 4.2. Any function $u \in H^{0,1}(Q^n)$ satisfies

$$\int_{Q^n} \partial_t u \, u \, dx \, dt + \int_{\partial Q^n} u^{n-1} u^{n-1,+} \, dx - \frac{1}{2} \int_{\partial Q^n} n_t u^2 \, dS = \frac{1}{2} \|u^{n-1,-}\|^2_{L^2(\Omega^{n-1})} - \frac{1}{2} \|u^{n-1,-}\|^2_{L^2(\Omega^{n-1})} + \frac{1}{2} \|u^{n-1,+} - u^{n-1,-}\|^2_{L^2(\Omega^{n-1})},$$

(16)

Proof. The boundaries of $Q^n$ are $\Omega^n$, $\Omega^{n-1}$, $\partial Q^n_D$, $\partial Q^n_N$. The temporal component $n_t$ of the space-time normal vector $n$ takes the following values on $\partial Q^n : n_t = -1$ on $\Omega^{n-1}$ and 1 on $\Omega^n$. Using the Gauss-Green theorem, we get

$$\int_{Q^n} \partial_t u \, u \, dx \, dt = \frac{1}{2} \int_{\partial Q^n} n_t u^2 \, dS$$

$$= \frac{1}{2} \|u^{n-1,-}\|^2_{L^2(\Omega^{n-1})} - \frac{1}{2} \|u^{n-1,+}\|^2_{L^2(\Omega^{n-1})} + \frac{1}{2} \int_{\partial Q^n_D \cup \partial Q^n_N} n_t u^2 \, dS.$$

After some algebraic manipulations, we get:

$$\int_{\Omega^{n-1}} u^{n-1} u^{n-1,+} \, dx = \frac{1}{2} \|u^{n-1,}\|^2_{L^2(\Omega^{n-1})} + \frac{1}{2} \|u^{n-1,+} - u^{n-1,-}\|^2_{L^2(\Omega^{n-1})} - \frac{1}{2} \|u^{n-1,-}\|^2_{L^2(\Omega^{n-1})},$$

Combining these results, we prove the proposition. \hfill \Box

Proposition 4.3 (Local stability estimate). The bilinear form $B^n_{h}(\cdot, \cdot)$ satisfies

$$c_\mu \|v_h\|^2_{L^2(\Omega^n)} + \|v_h\|^2_{n} \leq B^n_{h}(v_h, v_h) + \|v_h^{n-1,-}\|^2_{L^2(\Omega^{n-1})}, \quad \forall v_h \in V^n_{h,ag}$$

for $\gamma$ large enough.
Proof. Let \( v_h \in V_{h,ag}^n \). Using the coercivity of the spatial bilinear form for all \( t \in (0, T) \) in Prop. 4.1 and (16), we get:

\[
B^n_h(v_h, v_h) = \int_{\Omega} \partial_t v_h \cdot v_h \, dx + \int_{\Omega} \| v_h \|^2_{L^2(Q^n)} \, dx + \int_{J^n} a_h(t, v_h, v_h) \, dt \\
\geq \frac{1}{2} \| v_h \|^2_{L^2(Q^n)} + \frac{1}{2} \| v_h \|^2_{L^2(\Omega^n)} + c_\mu \int_{J^n} (\| v_h \|^2_{L^2(\Omega^n)} + \| v_h \|^2_{L^2(\Omega(t))}) \, dt \\
- \frac{1}{2} \| v_h \|^2_{L^2(\Omega^n)} + \frac{1}{2} \int_{\partial Q_n^D \cup \partial Q_n^N} n \cdot v_h^2 \, dS.
\]

We require \( n_t > 0 \) on \( \partial Q_n^a \) for the continuous problem to be well posed. Since \( |n_t| \leq 1 \), choosing \( \gamma \) such that \( \beta_F > 1/c_\mu \), we get

\[
\| v_h \|^2_n + c_\mu \| v_h \|^2_{L^2(\Omega^n)} \leq \| v_h \|^2_{L^2(\Omega^n)} + B^n_h(v_h, v_h).
\]

\[ \square \]

**Proposition 4.4** (Continuity). The bilinear form \( B^n_h(\cdot, \cdot) \) satisfies

\[
B^n_h(u, v_h) \leq \left( \| \partial_t u \|^2_{L^2(Q^n)} + \| u \|^2_{L^2(\Omega^n)} + C_\mu \int_{J^n} \| u \|^2_{L^2(\Omega(t))} \, dt \right) \\
\times \left( \| v_h \|^2_{L^2(\Omega^n)} + \| v_h \|^2_{L^2(\Omega^n)} + C_\mu \int_{J^n} \| v_h \|^2 \, dt \right)
\]

(17)

for any \( u \in H^{(2,1)}(Q^n) \) and \( v_h \in V_{h,ag}^n \).

**Proof.** The result can readily be obtained using Cauchy-Schwarz inequality and the continuity in Prop. 4.1. \[ \square \]

**Proposition 4.5** (Galerkin orthogonality). If \( u \) solves the model problem (4) and \( u_h \) solves the discrete problem (7), then \( B^n_h(u-u_h, v_h) = 0 \) for all \( u \in H^{(2,1)}(Q) \) and \( v_h \in V_{h,ag}^n \).

**Proof.** Since \( u \in H^{(2,1)}(Q) \), \( \| u \|^2 = 0 \) a.e. in \( \Omega \), for \( n = 0, 1, 2, \ldots, N \). Using \( u = g_D \) on \( \partial Q_n^a \) and integration by parts yields \( B^n_h(u, v_h) = L^n_h(v_h) \), for all \( v_h \in V_{h,ag}^n \subset H^{1,0}(Q^n) \). Using (7), we prove the result. \[ \square \]

4.3. **Anisotropic space-time approximation.** We introduce some projectors that will be useful in the \textit{a priori} error analysis. Some of these projectors are defined for functions that can be extended to the active domain \( Q_{act}^n \). This extension is needed in the following analysis to end up with anisotropic estimates for the space-time AgFE spaces. Isotropic estimates can be readily obtained without this requirement by using the interpolator in [18, Lemma 5.11] in the space-time domain and the continuity of \( \mathcal{E}^n \). The continuity of \( \mathcal{E}^n \) is a consequence of its tensor-product definition and the continuity of the space-only extension in [18, Cor. 5.3]:

\[
\| \mathcal{E} v \|_{L^2(\Omega_{act})} \leq \| v \|_{L^2(\Omega_n)}, \quad \forall v \in \mathcal{V}_{h, in}.
\]

First, we introduce \( L^2 \) projectors for space-only (in \( \Omega_{act}^n \) and \( \Omega \)) and time-only functions (in \( J^n \)), resp.:

\[
\tilde{\pi}_{h, act}^n : L^2(\Omega_{act}^n) \rightarrow \tilde{V}_{h,ag}^n : \int_{\Omega_{act}^n} (u - \tilde{\pi}_{h, act}^n(u))v_h \, dx = 0, \quad \forall v_h \in \tilde{V}_{h,ag}^n,
\]

\[
\tilde{\pi}_{h}^n : L^2(\Omega^n) \rightarrow \tilde{V}_{h,ag}^n : \int_{\Omega^n} (u - \tilde{\pi}_{h}^n(u))v_h \, dx = 0, \quad \forall v_h \in \tilde{V}_{h,ag}^n,
\]

\[
\tilde{\pi}_{\tau}^n : L^2(J^n) \rightarrow \mathcal{P}_q(J^n) : \tilde{\pi}_{\tau}^n(u)(t^n) = u(t^n), \quad \int_{J^n} (u - \tilde{\pi}_{\tau}^n(u))v_\tau \, dt = 0, \quad \forall v_\tau \in \mathcal{P}_{q-1}(J^n),
\]

(18)
for \(q > 0\). Next, we define space-time semi-discrete projectors:

\[
\pi_{h,\text{act}}^n : L^2(Q^n_{\text{act}}) \to \mathcal{V}_{h,\text{ag}}^n \otimes L^2(J^n) : \int_{Q^n_{\text{act}}} (u - \pi_{h,\text{act}}(u)) v_h \, dx \, dt = 0, \quad \forall v_h \in \mathcal{V}_{h,\text{ag}}^n \otimes L^2(J^n),
\]

\[
\pi_{\tau,\text{act}}^n : L^2(Q^n_{\text{act}}) \otimes C^0(J^n) \to L^2(Q^n_{\text{act}}) \otimes \mathcal{P}_q(J^n) : \pi_{\tau,\text{act}}^n(u)(t^n) = u(t^n),
\]

\[
\int_{Q^n_{\text{act}}} (u - \pi_{\tau,\text{act}}^n(u)) v_\tau \, dx \, dt = 0, \quad \forall v_\tau \in L^2(Q^n_{\text{act}}) \otimes \mathcal{P}_{q-1}(J^n), \quad q > 0.
\]

**Lemma 4.6.** The following equivalences hold in \(L^2(Q^n_{\text{act}})\)-sense:

\[
\hat{\pi}_{h,\text{act}}^n(u(\cdot , t))(x) = \pi_{h,\text{act}}^n(u(x, t)), \quad \forall u \in L^2(Q^n_{\text{act}}) \otimes C^0(J^n), \quad (19)
\]

\[
\hat{\pi}_{\tau}^n(u(x, \cdot))(t) = \pi_{\tau,\text{act}}^n(u(x, t)), \quad \forall u \in H^1(Q^n_{\text{act}}) \otimes L^2(J^n). \quad (20)
\]

**Proof.** The first result has been proven in [16, Lemma 3.3.5]. The second result can be proved using the fact that one can approximate any function in \(u \in H^1(Q^n_{\text{act}})\) by \(u_\epsilon \in C^0(Q^n_{\text{act}})\) such that \(\|u - u_\epsilon\|_{L^2(Q^n_{\text{act}})} \to 0\) as \(\epsilon \to 0\).

Finally, we define the fully discrete space-time projector \(\pi_{h,\tau}^n : H^{(0,1)}(Q^n) \to \mathcal{V}_{h,\text{ag}}^n \otimes \mathcal{P}_q(J^n)\) such that \(\hat{\pi}_{h,\tau}^n(u)(t^n) = \hat{\pi}_{h}^n(u(t^n))\) and

\[
\int_{Q^n} (u - \pi_{h,\tau}^n(u)) v_{h,\tau} \, dx \, dt = 0, \quad \forall v_{h,\tau} \in \mathcal{V}_{h,\text{ag}}^n \otimes \mathcal{P}_{q-1}(J^n), \quad q > 0,
\]

and the analogous on \(Q^n_{\text{act}},\) represented with \(\pi_{h,\tau,\text{act}}^n\) and defined as the one above by replacing \(Q^n \leftarrow Q^n_{\text{act}}\).

Next, we prove approximation error bounds for the space and space-time AgFE spaces. In the following result, we denote with \(\Omega_{\text{act}}\) the set of spatial active cells at any given time \(t \in (0, T]\). The time dependency is eliminated to avoid cumbersome notations.

**Proposition 4.7** (Approximation error in space). Let \(u \in H^{p+1}(\Omega_{\text{act}})\) and \(\mathcal{V}_{h,\text{ag}} \) be of order \(p\). The following result holds:

\[
\|u - \hat{\pi}_{h,\text{act}}^n(u)\|_{H^s(\Omega)} \leq h^{p+1-s}\|u\|_{H^{p+1}(\Omega_{\text{act}})}, \quad \text{for } 0 \leq s \leq p + 1. \quad (22)
\]

**Proof.** This bound can readily be proved using the existence of an optimal interpolant \(\hat{I}_h\) onto \(\mathcal{V}_{h,\text{ag}}\) (see [18, Lemma 5.11]), a standard inverse inequality in space, and the stability of the \(L^2\) projection as follows:

\[
\|u - \hat{\pi}_{h,\text{act}}^n(u)\|_{H^s(\Omega)} \leq \|u - \hat{I}_h(u)\|_{H^s(\Omega)} + \|\hat{\pi}_{h,\text{act}}^n(u) - \hat{I}_h(u)\|_{H^s(\Omega)} \leq \|u - \hat{I}_h(u)\|_{H^s(\Omega)} + h^{-s}\|\hat{\pi}_{h,\text{act}}^n(u) - \hat{I}_h(u)\|_{L^2(\Omega_{\text{act}})} \leq h^{p+1-s}\|u\|_{H^{p+1}(\Omega_{\text{act}})}. \quad (23)
\]

**Proposition 4.8** (Approximation error in space-time). Let \(u \in H^{(p+1,q+1)}(Q^n_{\text{act}})\) and \(\mathcal{V}_{h,\text{ag}}^n \otimes \mathcal{P}_q(J^n)\), with \(\mathcal{V}_{h,\text{ag}}^n\) of order \(p\) and \(q > 0\). The following results hold for \(0 \leq s \leq p + 1:\)

\[
\|u - \pi_{h,\text{act}}^n(u)\|_{H^{s,0}(Q^n)} \leq h^{p+1-s}\|u\|_{H^{p+1,0}(Q^n_{\text{act}})},
\]

\[
\|u - \pi_{\tau,\text{act}}^n(u)\|_{L^2(Q^n)} \leq \tau^{q+1}\|u\|_{H^{(p+1,q)}(Q^n_{\text{act}})},
\]

\[
\|u - \pi_{h,\tau,\text{act}}(u)\|_{H^{s,0}(Q^n)} \leq h^{p+1-s}\|u\|_{H^{p+1,0}(Q^n_{\text{act}})} + h^{-s}\tau^{q+1}\|u\|_{H^{(p+1,q)}(Q^n_{\text{act}})}. \quad (24)
\]

**Proof.** Since \(u\) is continuous in time, using the optimal interpolant \(\hat{I}_h\) at each time value and its approximability properties, a standard inverse inequality in space and the stability of \(\pi_{h,\text{act}}^n\) in \(L^2(Q^n_{\text{act}}),\)
we obtain:
\[
\int_{\Omega} \| u - \pi_{h,act}^{n+1}(u) \|_{H^s(\Omega)}^2 \leq \int_{\Omega} \| u - \tilde{u}_h(u) \|_{H^s(\Omega)}^2 + \| \pi_{h,act}(u) - \tilde{u}_h(u) \|_{H^s(\Omega)}^2.
\]

The time approximation error can be proved using the equivalence in (20) and the approximation properties of \( \pi^n_\tau \) (see [44, Th. 12.1]):
\[
\| u - \pi_{\tau,act}^n(u) \|_{L^2(J^n)}^2 \leq \int_{\Omega_{act}} \| u - \pi_{\tau}^n(u) \|_{L^2(J^n)}^2 \leq \int_{\Omega_{act}} \tau^{2(q+1)} |u|^2_{H^{q+1}(J^n)} = \tau^{2(q+1)} |u|^2_{H^{q+1}(Q^n)}.
\]

The last result can be obtained combining the two previous results, the continuity of \( u \) in time, the stability of \( \pi_{h,act}^n \) and an inverse inequality in space:
\[
\| u - \pi_{\tau,act}^n(u) \|_{H^{s,0}(Q^n)} \leq \| u - \pi_{h,act}^n(u) \|_{H^{s,0}(Q^n)} + \| \pi_{h,act}(u) - \pi_{\tau,act}(u) \|_{H^{s,0}(Q^n)}.
\]

\[
\| u - \pi_{h,act}^n(u) \|_{H^{s,0}(Q^n)} + \| \pi_{h,act}(u) - \pi_{\tau,act}(u) \|_{L^2(Q^n)} \leq \| u - \pi_{h,act}^n(u) \|_{H^{s,0}(Q^n)} + \| \pi_{h,act}(u) - \pi_{\tau,act}(u) \|_{L^2(Q^n)}.
\]

\[\square\]

**Proposition 4.9** (Approximation error in \( \int_J \| \cdot \|_{\tilde{V}(h)} \cdot \). If \( u \in H^{(p+1,q+1)}(Q^n_{act}) \) and \( V_{h,AG} \) has order \( p \) in space and \( q > 0 \) in time, then
\[
\int_{J^n} \| u - \pi_{\tau}^n(u) \|_{\tilde{V}(h)}^2 \, dt \leq h^{2p} |u|^2_{H^{(p+1,0)}(Q^n_{act})} + h^{-2} \tau^{2(q+1)} |u|^2_{H^{(0,q+1)}(Q^n_{act})}.
\]

**Proof.** Let us consider the bound for \( H^1(\Omega) \) term in \( \tilde{V}(h) \). We note that \( \pi_{h,act}^n \pi_{\tau,act}^n = \pi_{h,act}^n \) by construction (both are projections onto the same discrete space). Using this fact together with the inverse inequality of \( \pi_{h,act}^n \) in \( L^2(Q^n) \), we obtain:
\[
\| u - \pi_{\tau}^n(u) \|_{H^{(1,0)}(Q^n)} \leq \| u - \pi_{\tau,act}^n(u) \|_{H^{(1,0)}(Q^n)} + \| \pi_{\tau,act}^n(u) - \pi_{h,act}^n(u) \|_{H^{(1,0)}(Q^n)}.
\]
\[
\| u - \pi_{\tau,act}^n(u) \|_{H^{(1,0)}(Q^n)} \leq \| u - \pi_{\tau,act}^n(u) \|_{H^{(1,0)}(Q^n)} + \| \pi_{h,act}^n(u) - \pi_{\tau,act}^n(u) \|_{H^{(1,0)}(Q^n)}.
\]

The other terms in the \( \tilde{V}(h) \) norm can readily be obtained using the same ingredients. \( \square \)

### 4.4. Error estimates.

Let \( u \) be the solution of (4) and \( u_h \) be the solution of (10). We can express the total error as the sum of the approximation error \( e_h = \pi_{h,act} u - u_h \) and the projection error \( e_p = (u - \pi_{h,act} u) \).

The total error is defined as
\[
e = u - u_h = (u - \pi_{h,act} u) + (\pi_{h,act} u - u_h) = e_p + e_h.
\]

**Proposition 4.10** (Bounds for approximation error). The following inequality holds:
\[
\| e_h \|_{L_{\text{stat}} \tilde{N}^n} \leq \| e_h \|_{L_{\text{stat}} \tilde{N}^n}^2 + \int_0^T \| u - \pi_{h,act} u \|_{\tilde{V}(h)}^2 \, dt + \sum_{n=0}^{N-1} \| (I - \tilde{\pi}_h^n) u(t^n) \|_{L^2(\Omega^n)}^2.
\]

**Proof.** Let \( (\cdot, \cdot)_{\Omega(t)} \) be the inner product on \( \Omega(t) \). Using the Galerkin orthogonality (Prop. 4.5), we have
\[
B^n_h(e_h, v_h) = -B^n_h(e_p, v_h), \text{ for all } v_h \in V_{h,AG}^n.
\]
Integration by parts (see Prop. 4.2) yields
\[
B^n_h(e_p, v_h) = \int_{J^n} (\partial_t e_p, v_h)_{\Omega(t)} + a(t, e_p, v_h) \ dt + (e_p^{n-1,+} - e_p^{n-1,-}, v_h^{n-1,+})_{\Omega^{n-1}} \\
= \int_{J^n} (-e_p, \partial_t v_h)_{\Omega(t)} + a(t, e_p, v_h) \ dt + \int_{\partial\Omega_N^{n} \cup \partial\Omega_D^{n}} n_t e_p v_h \ dS \\
+ (e_p^{n-1,-}, v_h^{n-1,+})_{\Omega^n} - (e_p^{n-1,+}, v_h^{n-1,-})_{\Omega^{n-1}}.
\]

As, \(\partial_tv_h \in \bar{V}_{h,ag} \otimes P_{q-1}(J^n)\), using (21), we have
\[
\int_{J^n} (e_p, \partial_tv_h)_{\Omega(t)} \ dt = 0,
\]
and, since \(v_h^{n-1,-} \in \bar{V}_{h,ag}\), using the definition of the space-only projector, we get
\[
(e_p^{n-1,-}, v_h^{n-1,-})_{\Omega^n} = (u(t^n)^{-} - \bar{\pi}_h^n(u(t^n)^{-}), v_h^{n-1,-})_{\Omega^n} = 0.
\]

Therefore,
\[
B^n_h(e_p, v_h) = \int_{J^n} a(t, e_p, v_h) \ dt + \int_{\partial\Omega_N^{n} \cup \partial\Omega_D^{n}} n_t e_p v_h \ dS - (e_p^{n-1,-}, v_h^{n-1,+})_{\Omega^{n-1}}.
\]

Setting \(v_h = e_h\), and using Prop 4.3, we get
\[
\|e_h\|^2 + c_\mu \|e_h\|_{L^2(Q^n)}^2 \lesssim \|e_h^{n-1,-}\|^2_{L^2(\Omega^{n-1})} + B^n_h(e_h, e_h) \\
\lesssim \|e_h^{n-1,-}\|^2_{L^2(\Omega^{n-1})} - \int_{J^n} a(t, e_p, e_h) \ dt - \int_{\partial\Omega_N^{n} \cup \partial\Omega_D^{n}} n_t e_p e_h \ dS + (e_p^{n-1,-}, e_h^{n-1,+})_{\Omega^{n-1}}.
\]

Choosing \(\beta_T > 1\), the continuity in Prop. 4.1 and Young’s inequality, we get
\[
\|e_h\|^2 + c_\mu \|e_h\|_{L^2(Q^n)}^2 \lesssim \|e_h^{n-1,-}\|^2_{L^2(\Omega^{n-1})} + \int_{J^n} \|e_p\|^2_{\bar{V}(h)} \ dt + c_\mu \int_{J^n} \|e_h\|^2_{\bar{V}(h)} \ dt \\
- \int_{\partial\Omega_N^{n}} n_t e_p e_h \ dS + (e_p^{n-1,-}, e_h^{n-1,+})_{\Omega^{n-1}}.
\]

We can estimate the term on the Neumann boundary using Cauchy-Schwarz and Young’s inequalities and (11) as
\[
\left| \int_{\partial\Omega_N^{n}} n_t e_p e_h \ dS \right| \lesssim \int_{J^n} \zeta^{-1} \|e_p\|^2_{L^2(\partial\Omega_N^{n}(t))} + \zeta \|e_h\|^2_{L^2(\partial\Omega_N^{n}(t))} \ dt \\
\lesssim \int_{J^n} \zeta^{-1} \|e_p\|^2_{L^2(\Omega(t))} \|e_p\|_{H^1(\Omega(t))} + \zeta \|e_h\|^2_{L^2(\Omega(t))} \|e_h\|_{H^1(\Omega(t))} \ dt \\
\lesssim \int_{J^n} \zeta^{-1} \|e_p\|^2_{H^1(\Omega(t))} \ dt + \int_{J^n} \zeta \|e_h\|^2_{H^1(\Omega(t))} \ dt.
\]

Choosing \(\zeta\) small enough, we get
\[
\|e_h\|^2 \lesssim c_\mu \int_{J^n} \|e_h\|^2_{\bar{V}(h)} \ dt \\
\lesssim \|e_h^{n-1,-}\|^2_{L^2(\Omega^{n-1})} + \int_{J^n} \|e_p\|^2_{\bar{V}(h)} \ dt + (e_p^{n-1,-}, e_h^{n-1,+})_{\Omega^{n-1}}.
\]

The last term on the RHS can be approximated using the fact that \(e_h^{n-1,-} \in \bar{V}_{h,ag}\) defined on \(\Omega^{n-1}:
\[
(e_p^{n-1,-}, e_h^{n-1,+})_{\Omega^{n-1}} = (e_p^{n-1,-}, e_h^{n-1,+} - e_h^{n-1,-})_{\Omega^{n-1}} \\
\leq \frac{1}{2} \|e_p^{n-1,-}\|^2_{L^2(\Omega^{n-1})} + \frac{1}{2} \|e_h^{n-1,+} - e_h^{n-1,-}\|^2_{L^2(\Omega^{n-1})}.
\]

\(\square\)
We solve the problem on each time slab. So the solution obtained at the time slab which is equivalent to the expression in (8) with

\[ (27) \]

associated with the AgFE space

This result together with Propositions 4.7 and 4.9 proves the desired estimate.

\[ u \]

Setting

From Prop 4.10, we have

Let \[ N^{n}_{h,in} \] denote the set of internal nodes in \( J^n \). The slab-wise system matrix for the proposed formulation in (7) is defined as

\[ B_{ab} = B^n_{h}(\mathcal{E}^n(\Phi^a), \mathcal{E}^n(\Phi^b)), \quad \text{for } a, b \in N^{n}_{h,in}. \]  

We appeal to following result for the spatial AgFEM extension operator (see, [18, Lemma 5.2.]): Let \( u_h \in V_{h,in} \) and \( u \) denote its nodal vector of DOFs. Then, the following bound holds:

\[ h^d \| u \|_{L^2(\Omega^n)}^2 \leq \| \tilde{E}(u_h) \|_{L^2(\Omega_{act})}^2 \leq h^d \| u \|_{L^2(\Omega^n)}^2. \]  

We make use of a standard inverse inequality w.r.t. the temporal variable:

\[ \| \partial_t u_h \|_{L^2(Q^n)} \leq \frac{1}{\tau^n} \| u_h \|_{L^2(Q^n)}, \quad \forall u_h \in V^{n}_{h,ag}. \]

We solve the problem on each time slab. So the solution obtained at the time slab \( J^{n-1} \) serves as the initial data for the problem on the slab \( J^n \) and the terms related to \( u_h^{n-1,-} \) are sent to the right-hand side. Hence, the slab-wise AgFE operator reads as:

\[ B^n_{h}(u_h, v_h) = \sum_{T \in T^n_{h,act}} \int_{Q^{n,T}} \partial_t u_h \cdot v_h \, dx \, dt + \int_{Q^{n-1,+}} u_h^{n-1,-} \cdot v_h^{n-1,+} \, dx + \int_{J^n_t} a_h(t, u_h, v_h) \, dt, \]

which is equivalent to the expression in (8) with \( u_h^{n-1,-} = 0 \).

**Proposition 4.12** (System matrix condition number). The condition number of the system matrix \( B \) in (27) associated with the AgFE space \( V^{n}_{h,ag} \) is bounded as

\[ \kappa(B) \leq (\tau^n)^{-1} + h^{-2}. \]

**Proof.** The eigenvalues of the matrix \( B \) are positive and real since the matrix is positive-definite. Bounds on the Rayleigh quotients of the matrix provide the numerical range for the spectrum of the matrix. In order to obtain these bounds, we prove the following results. Let \( u^{n,-} \) and \( u^{n-1,+} \) denote the nodal vectors of \( u_h^{n,-} \) and \( u_h^{n-1,+} \) respectively.
Using the coercivity of the spatial bilinear form for all $t \in (0, T]$ in Prop. 4.1, (1), [18, Lemma 5.8.] and (28), we have
\[
\int_J a_h (E^n (u_h), E^n (u_h)) \, dt \geq \int_J \left( \|E^n (u_h)\|_V^2 + \|E^n (u_h)\|_{L^2 \Omega(t)}^2 \right) \, dt \geq h^d \tau^n \|u\|_2^2.
\] (31)

Using (1) and [18, Cor. 5.9.], we get
\[
\int_J a_h (E^n (u_h), E^n (u_h)) \, dt \leq h^{d-2} \tau^n \|u\|_2^2.
\] (32)

Combining the tensor product expression in (1) for the space-time extension operator and (28) for all time values in $J^n$, we get
\[
h^d \tau^n \|u\|_2^2 \leq \|E^n (u_h)\|_{L^2 (Q^n)}^2 \leq h^d \tau^n \|u\|_2^2, \text{ for } u_h \in V_{h, in}^n.
\] (33)

The following lower bound can be estimated using Prop. 4.3 (for $u_h^{n-1, -} = 0$), (28), (31) and (33):
\[
B_h^n (E^n (u_h), E^n (v_h)) \geq \|E^n (u_h)\|_n^2 + \|E^n (u_h)\|_{L^2 (Q_h)}^2 \geq h^d \|u^{n-1}+\|_2^2 + h^d \tau^n \|u\|_2^2.
\]

To estimate the upper bound, we use the Cauchy-Schwarz inequality, (32),(28), (29) and (33) to obtain
\[
B_h^n (E^n (u_h), E^n (v_h)) \leq \|\partial_t E^n (u_h)\|_{L^2 (Q_h)} \|E^n (v_h)\|_{L^2 (Q_h)} + h^d \|u^{n-1}+\|_2^2 \|v^{n-1}+\|_2 + h^d \tau^n \|u\|_2 \|v\|_2
\]
\[
\leq \frac{1}{\tau^n} \|E^n (u_h)\|_{L^2 (Q_h)} \|E^n (v_h)\|_{L^2 (Q_h)} + h^d \|u^{n-1}+\|_2^2 \|v^{n-1}+\|_2 + h^d \tau^n \|u\|_2 \|v\|_2
\]
\[
\leq h^d \|u\|_2 \|v\|_2 + h^d \|u^{n-1}+\|_2^2 \|v^{n-1}+\|_2 + h^d \tau^n \|u\|_2 \|v\|_2
\]

With these two results, we can bound the Rayleigh quotients:
\[
\sup_{u \neq 0} \frac{u \cdot Bu}{\|u\|_2^2} = \sup_{u \neq 0} \frac{B_h^n (E^n (u_h), E^n (u_h))}{\|u\|_2^2} \leq \sup_{u \neq 0} \frac{h^d \|u\|_2^2 + h^d \|u^{n-1}+\|_2^2 + h^d \tau^n \|u\|_2^2}{\|u\|_2^2} \leq h^d + h^d \tau^n,
\]
\[
\inf_{u \neq 0} \frac{u \cdot Bu}{\|u\|_2^2} = \inf_{u \neq 0} \frac{B_h^n (E^n (u_h), E^n (u_h))}{\|u\|_2^2} \geq \inf_{u \neq 0} \frac{h^d \|u^{n-1}+\|_2^2 + h^d \|u^{n-1}+\|_2^2 + h^d \tau^n \|u\|_2^2}{\|u\|_2^2} \geq h^d \tau^n.
\]

Using, the bounds on the Rayleigh quotients, we know that these eigenvalues are in a range $(c h^d \tau^n, Ch^d + h^d \tau^n)$ for some positive constants $c$, $C$ bounded away from zero. It proves the theorem.

5. Numerical experiments

5.1. Implementation remarks. The numerical examples below have been computed using the Julia programming language [45] (version 1.7.1) and several components of the Gridap project [46] (version 0.17.12), which is a free and open-source FEM framework written in Julia. Gridap combines a high-level user interface to define the weak form in a syntax close to the mathematical notation and a computational backend based on the Julia JIT-compiler, which generates high-performant code tailored for the user input [47]. We have taken advantage of the extensible and modular nature of Gridap to implement the new methods in this paper. In particular, we have heavily used GridapEmbedded [48] (version 0.8.0), a plug-in that provides functionality to implement different types of embedded FE methods, including the generation of embedded integration meshes from level-set functions and different types of stabilisation schemes based on ghost-penalty and AgFEM.

The computational code developed to run the examples consists of a temporal loop over all time slabs. At each time slab, the discrete weak problem (7) is solved. The assembly of the linear system associated with equation (7) and its solution can be performed with the high-level tools provided by Gridap and GridapEmbedded plus minor non-intrusive extensions. The generation of the background space-time
We use Lagrangian reference FEs with bi-linear and bi-quadratic continuous polynomials in space and with high-level tools available in Gridap and GridapEmbedded, but applied to $d + 1$ dimensions. This is also true for the space-time interpolation space $V_{n,agr}^n$ and the numerical integration of quantities in the space-time integration domains $Q^n \cap T$ for $T \in \mathcal{T}_{h,agr}^n$. In fact, these operations can be done with any FEM code that supports AgFEM-based embedded computations on $d + 1$ spatial dimensions. With Gridap and GridapEmbedded, one could even consider $d = 3$ (thus involving space-time domains in $d + 1 = 4$ dimensions) since most of the code is implemented for an arbitrary value of $d$. In any case, we have restricted the following numerical experiments to $d = 2$ due to computational power constraints. In the future, we plan to combine the implementation with GridapDistributed to exploit parallel environments.

The main extensions we need to solve the weak form (7) are the following. On one hand, the time derivative $\partial_t$ and the space-only gradient operator $\nabla$ are not available in Gridap for functions in $d + 1$ dimensions since they are specific of space-time methods. However, the implementation of these operators is just a post-process of the full gradient operator provided by Gridap (i.e., the standard gradient containing all partial derivatives w.r.t. the $d + 1$ coordinates). The most intricate extension is related with the numerical integration of the space-time shape functions $v_h \in V_{n,agr}^n$ in the spatial domain $\Omega(t^n)$. To this end, we have implemented $f(t)$, the restriction of a given space-time function $f$ to a given time instant $t$, returning a space-only function. To implement this operation, we assume for simplicity and without any loss of generality that $f$ is defined on the reference cell of the space-time mesh $\mathcal{T}_{h,agr}^n$, since this is usually the case for the shape functions in $V_{n,agr}^n$. Function $f(t)$ can be conveniently introduced in the code as the function composition $f(t) \equiv f \circ \phi^n_t$, where $\phi^n_t$ is a map that goes from the reference cell of the space-only mesh $\mathcal{T}_{h,agr}$ to the reference cell of the space-time mesh $\mathcal{T}_{h,agr}^n$. For $d = 2$ and $d = 3$, the map $\phi^n_t$ is defined for a linear approximation of the geometry in time as

$$\phi^n_t(x, y) = (x, y, \frac{t - t^{n-1}}{t^n - t^{n-1}})^T \quad \text{and} \quad \phi^n_t(x, y, z) = (x, y, z, \frac{t - t^{n-1}}{t^n - t^{n-1}})^T,$$

respectively. In previous formulas, we have transformed the time $t$ in the “physical” domain $J^n = (t^{n-1}, t^n)$ to a time value in the reference domain $(0, 1)$. The definition of $\phi^n_t$ is analogous for other values of $d$. The implementation of $\phi^n_t$ is straightforward and the function composition $f \circ \phi^n_t$ can be readily computed with high-level tools available in Gridap. Using this functionality, one can easily compute $v_h(t^{n-1})$ for the shape functions in $V_{n,agr}^n$ and then use the resulting space-only functions to compute the integrals on $\Omega(t^{n-1})$.

### 5.2. Methods and parameter space

The numerical experiments in this section are designed to solve a heat equation with non-homogeneous boundary conditions that are weakly enforced using Nitsche’s method. The Nitsche’s coefficient is $\gamma = 10p(p + 1)$, where $p$ is the order of spatial discretisation. The initial condition and source term are calculated such that the manufactured solution [7]

$$u(x, t) = \sin \left( \frac{\pi x}{L_x} \right) \sin \left( \frac{\pi y}{L_y} \right) \exp \left( -\frac{2\mu \pi^2 t}{T} \right)$$

is an exact solution of (4). Here, $x = (x, y)$ is the 2-dimensional spatial variable. The lengths of the bounding box in the spatial dimensions are $L_x$ and $L_y$, respectively. The spatial background Cartesian mesh, $\Omega_{agr} = [0, L_x] \times [0, L_y] = [0, 2] \times [0, 1]$. The final time is $T = 1$ and the diffusion coefficient is $\mu = 1$. We consider a moving geometry with a circular hole for the condition number tests and a moving geometry with a square hole for the convergence tests. The moving geometry with a circular hole is defined as

$$Q_c = \Omega_{agr} \times [0, T] \setminus \{(x, t) : (x - 1.5L_x + 0.5L_xt)^2 + (y - 0.5L_y)^2 \leq 0.2^2\},$$

and the moving geometry with a square hole is defined as

$$Q_s = \Omega_{agr} \times [0, T] \setminus \{(x, t) : 1.5L_x + 0.5L_xt - 0.2 \leq x \leq 1.5L_x + 0.5L_xt + 0.2, 0.5L_y - 0.2 \leq y \leq 0.5L_y + 0.2\}.$$
5.3. **Condition number tests.** In the first experiment, we move the centre of the disk along the $x$-axis, and calculate the condition numbers of the system matrix. We consider a spatial background mesh of size $h = 2^{-5}$ and a single time slab of size $\tau = 10^{-3}$. The position of the centre is perturbed as $(1.5L_x - 0.5L_y, t - \ell, 0.5L_y)$, where $0 \leq \ell \leq 1$. We use different values for $\ell$ and calculate the condition numbers using standard finite element method (StFEM) and AgFEM for linear and quadratic polynomials in space and time.

The plot of condition numbers against the perturbation of the centre of the disk ($\ell$) is illustrated in Figure 2a. We observe that the condition numbers using AgFEM are not affected by moving the position of the disk, i.e., it is robust with respect to the cut location, whereas there are huge fluctuations using StFEM. As the position of the disk changes, the cut locations change and some configurations of the geometry result in higher condition numbers using StFEM due to the small cut cell problem. The problem is more severe for quadratic StFEM in space-time, leading to almost singular matrices in some cases. On the other hand, the position of the geometry plays a negligible role in determining the condition numbers of the system in the proposed space-time AgFEM.

In the next experiment we study the behaviour of condition numbers of the system matrix with respect to mesh refinement. We consider the moving geometry with the circular hole and spatial background meshes of sizes $h = 2^{-m}$, $m = 3, 4, 5, 6$ and a single time slab of size $\tau = h$. The plot of condition numbers against the spatial mesh size $h$ using AgFEM is depicted in Figure 2b. We observe that the condition numbers scale with $O(h^2)$ using AgFEM, which is the expected ratio.

5.4. **Convergence tests.** This experiment shows the behaviour of the error with respect to mesh refinement. We consider the moving geometry with the square hole, spatial background meshes of sizes $h = 2^{-m}$, $m = 3, 4, 5, 6$ and a constant time step size $\tau = h$. We plot the error in the accumulated DG norm against the mesh size choosing the value of the coercivity constant $c_\mu = 1$ in Figure 3. We observe that using AgFEM, when the ratio $h/\tau$ remains constant during refinement, the error converges with $O(h^s)$, where $s = \min(p, q)$. This result is in agreement with (26).

5.5. **An example with topology change.** This last example studies the embedded space-time method in a more challenging geometrical configuration consisting of a time-dependent domain that undergoes topological changes. The example is taken from [39, 50] where it is also considered to characterise the performance of other embedded FE methods for time-evolving domains. The problem geometry is the union of two disks that travel with opposite velocities and eventually intersect (see Figure 4). We describe
the disks with the level-set functions,

\[
\phi_1(x, t) = |x - (0, t - 3/4)^T| - 0.5, \\
\phi_2(x, t) = |x - (0, 3/4 - t)^T| - 0.5, 
\]

$|v|$ being the algebraic 2-norm of a vector $v$. From these level-set functions, the time-dependent problem geometry is defined as

\[
\Omega(t) = \{x \in \mathbb{R}^2 : \min(\phi_1(x, t), \phi_2(x, t)) < 0\} \text{ for } t \in [0, T],
\]

where the minimum operator is used to define the level-set function that describes the union of the two disks. The final time is selected as $T = 3/2$ so that the initial and final geometry coincide, namely $\Omega(0) = \Omega(T)$.

On $\Omega(t)$, we solve the advection-diffusion equation $\partial_t u + \mathbf{w} \cdot \nabla u - \mu \Delta u = 0$ with homogeneous Neumann boundary conditions, $\mathbf{n} \cdot \nabla u = 0$, and the initial condition $u(x, y, 0) = \text{sign}(y)$. The advection velocity field is given by

\[
\mathbf{w}(x, y, t) = \begin{cases} 
(0, 1)^T & \text{if } y > 0 \text{ and } t \leq T/2 \text{ or } y < 0 \text{ and } t > T/2 \\
(0, -1)^T & \text{if } y \leq 0 \text{ and } t \leq T/2 \text{ or } y \geq 0 \text{ and } t > T/2 
\end{cases}
\]

As in [39, 50], we take $\mu = 0.1$. For this value of the diffusion coefficient, the problem is diffusion-dominated and it can be solved with the numerical scheme presented in previous sections without any further stabilisation technique. We only need to introduce the advection term in the weak form in the obvious way. Adding numerical stabilisation for the advection term (e.g., SUPG) would be also possible,
but we want to use a numerical scheme as close as possible as the one analysed in previous sections, as permitted by the diffusion-dominated nature of this example.

For the numerical discretisation, we consider a Cartesian mesh of the artificial domain \( \Omega_{\text{art}} = (0.6, 0.6) \times (-1.35, 1.35) \) with two different resolutions consisting of 60 \( \times \) 121 cells. We deliberately use an odd number of cells in the \( y \)-direction so that the first contact of the two disks happens within a single cut cell. Otherwise, the first contact would take place at a cell boundary, which is an unrealistically simple particular case. The temporal discretisation is fixed to 60 time slabs.

Figure 4 shows the obtained solution. The constant initial condition at the two disks is transported by the advection field with the same velocity as the motion of the disks themselves. At the contact event, a topologically new domain is created and diffusion starts to take place due to a sudden formation of a concentration gradient. A detailed view of the contact zone is given in Figure 5. Note that the numerical scheme is able to capture the sharp concentration gradient that takes place at the contact point without introducing numerical artefacts. In contrast to the results reported in [39, 50], we do not see any spurious diffusion starting before the time of first contact even though there is only a single full cell between the two disks at the time slab right before contact (see Figure 5a). For our formulation, diffusion would appear only when the disks get in touch (if aggregated cut cells are duplicated when they have disconnected regions). This is in contrast to the results in [50] for which the diffusion might start before, even with several layers of full cells between the disks, depending on the time step size. We can conclude that our numerical scheme is able to properly handle the topological change in this example.

![Figure 5](image)

**Figure 5.** Detailed view of the contact zone for the last time step before contact, the time step when the contact takes place, and the next step after contact. The right hand side of each sub-figure shows the numerical solution \( u_h \) restricted to the vertical line \( x = 0 \) (the symmetry axis of the problem). The first contact point coincides with \((0, 0)\). The colour bar of this figure is the same as in Figure 4.

6. Conclusions

In this work, we have proposed a novel space-time unfitted FE technique to solve time-dependent partial differential equations (PDEs). The use of a variational space-time formulation is proposed to approximate problems with moving domains or interfaces. In order to circumvent the lack of robustness of these methods to cut locations, we have extended AgFEM to space-time.

AgFE spaces are defined as the image of a discrete extension operator that constrains ill-posed DOFs with well-posed DOFs. Using a slab-wise time-constant cell aggregation algorithm, we have defined a discrete extension operator only in space at any time value. The image of this operator is a slab-wise AgFE space that can be expressed as a tensor-product of spatial and temporal spaces. Due to the definition of well-posedness of space-time cells, this discrete extension operator provides the required robustness with respect to the small cut cell problem.

We have carried out the numerical analysis (stability and convergence) of this proposed method for the numerical approximation of the heat equation on moving domains. However, other problems, e.g., convection-diffusion-reaction or even incompressible fluid problems using stabilisation techniques, could be analysed using similar arguments. Exploiting the tensor-product structure of the space, we can prove
optimal error estimates. In addition, we have carried out a set of numerical experiments that support the theoretical results for the heat equation and an interface mass transfer problem that involves the advection-diffusion equation. The method proves to be robust and accurate in all scenarios.

The present work can readily be applied to (parallel) locally refined $n$-tree meshes using the space discrete extension operator in [35]. The extension to adaptive mesh refinement in space and time (local time stepping) can be considered in the future.
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