Linear-time algorithm for vertex 2-coloring without monochromatic triangles on planar graphs
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Abstract. In the problem of 2-coloring without monochromatic triangles (or triangle-tree 2-coloring), vertices of the simple, connected, undirected graph are colored with either black or white such that there are no 3 mutually adjacent vertices of the same color. In this paper we are positively answering the question posed in our previous work, namely, if there exists an algorithm solving 2-coloring without monochromatic triangles on planar graphs with linear-time complexity.

1 Introduction

Vertex coloring problem and its variations have been studied extensively for many decades. In the classic coloring problem we are tasked to find the coloring of vertices such that there are no two adjacent vertices of the same color. Theoretical and practical applications of graph coloring spark interest in the research community to this day. One of the variations revolves around the idea of forbidding monochromatic subgraphs. In this paper we focus on monochromatic triangles, i.e., three mutually adjacent vertices of the same color. The motivation comes from the field of economy, namely, in the study of consumption behavior.

In our previous paper [11] we proposed a new structural parameter $\chi_3(G)$ which is the minimum number of colors needed to label the vertices of an undirected, simple graph $G$, such that there are no monochromatic triangles. We showed efficient, linear-time algorithms for finding $\chi_3(G)$ (and triangle-free $\chi_3(G)$-coloring) for several classes of graphs, including outerplanar graphs, chordal graphs and graphs with bounded maximum degree $\Delta$, with $\Delta \leq 4$. Our approach was based on the so called standard recoloring strategy, where most of the work is relegated to finding the classic coloring with optimal $k = \chi(G)$ number of colors (where $\chi(G)$ is the chromatic number). After that, we label $V_i$ to be the set of vertices colored $i$, for $1 \leq i \leq k$. Next, for each $0 \leq j \leq \lceil k/2 \rceil - 1$ we recolor sets $V_{2j+1} \cup V_{2j+2}$ with $j$ (we may need to add empty set $V_{k+1}$, if $k$ is odd). Since every $V_i$ is an independent set, then after recoloring, any monochromatic cycle is of even length. Therefore the resulting coloring is triangle-free. We note that similar technique can be found in the literature, for example, in the work of Stein.
We can see the drawback of this framework: efficient algorithms for finding optimal coloring without monochromatic triangles depend on the existence of efficient algorithms for finding optimal (or near-optimal) classic coloring.

We say that the graph is planar, if we can embed it in the plane, i.e., it can be drawn on the plane in such a way that its edges intersect only at their endpoints. The application of standard recoloring strategy fails to provide a linear-time algorithm for finding 2-coloring without monochromatic triangles on planar graphs, as the best known algorithm for finding classic 4-coloring on planar graphs runs in quadratic time \[O(n^2)\] \[15\]. The situation does not improve even if the input graph is classically 3-colorable, as the best known algorithm for classically 4-coloring planar graphs with this property still runs in \[O(n^2)\] time \[12\].

In this paper we are closing the gap left in our previous work by presenting a linear-time algorithm for triangle-free 2-coloring on planar graphs that does not rely on the standard recoloring strategy.

### 1.1 Related work

In the field of graph coloring, the class of planar graphs has been of particular interest. Several interesting results that coincide with our research have emerged, for example, Angelini and Frati \[1\] study planar graphs that admit an acyclic 3-coloring – a proper coloring in which every 2-chromatic subgraph is acyclic. Another result is of Kaiser and Škrekovski \[9\], where they prove that every planar graph has a 2-coloring such that no cycle of length 3 or 4 is monochromatic. Thomassen \[21\] considers list-coloring of planar graphs without monochromatic triangles.

Several hardness results for our problem also exist (for non-planar cases) and can be found in our previous papers \[10, 11\] and also in the work of Shitov \[19\]. It is worth noting that the hardness results for classic coloring provides additional motivation for our work. We have efficient algorithms for finding \(\chi_3\) on planar graphs and graphs with \(\Delta = 4\), but it is \(\mathcal{NP}\)-hard to find the \(\chi\) even on 4-regular planar graphs \[4\]. This serves as an evidence, that the triangle-free coloring problem is easier than the classic coloring problem and we prove it in this paper for planar case.

### 1.2 Structure of the paper

In Section 2 we formalize the main problem and provide necessary definitions and notations. Section 3 contains the main contribution, i.e., the linear-time algorithm for triangle-free 2-coloring on planar graphs. We leave concluding remarks in Section 4.

### 2 Preliminaries

In the previous section we mentioned two distinct types of colorings. Here we formalize their definitions. Let \(G = (V, E)\) be a graph with vertex set \(V\) and edge
set $E$. A classic $k$-coloring of a simple graph is a function $c : V \to \{1, \ldots, k\}$, such that there are no two adjacent vertices $u$ and $v$, for which $c(u) = c(v)$. Given $G$, the smallest $k$ for which there exists a classic $k$-coloring for $G$ is called the chromatic number and is denoted as $\chi(G)$. A triangle-free $k$-coloring of a simple graph is a function $c : V \to \{1, \ldots, k\}$, such that there are no three mutually adjacent vertices $u, v$ and $w$, for which $c(u) = c(v) = c(w)$. If such vertices exist, then the induced subgraph $(K_3)$ is called a monochromatic triangle. Given $G$, the smallest $k$ for which there exists a triangle-free $k$-coloring for $G$ we call the triangle-free chromatic number and we denote it as $\chi_3(G)$. If $k = 2$ we define $c(v) = 1$, if $c(v) = 2$, and $c(v) = 2$, if $c(v) = 1$.

We use standard definitions and notations from graph theory. We remind the reader of the ones we use in this paper. A planar graph is maximal, if connecting any two vertices in it with a new edge makes it non-planar. This implies that every face of a maximal planar graph is a triangle. A triangle in the planar graph embedding that is not a face we call an inner triangle. We can make any planar graph to be maximal in linear-time [8, 17]. We assume from now on that we are solving the triangle-free coloring problem for maximal planar graphs only. We can do this, because every coloring (triangle-free coloring) of a maximal planar graph is also a coloring (triangle-free coloring) of the original planar graph. A dual graph of a planar graph $G$ is a graph that has a vertex for each face of $G$. The dual graph has an edge whenever two faces of $G$ are separated from each other by an edge.

For any input planar graph presented in this paper, we assume that we are also given an embedding of such graph on a plane, where every segment is straight. It can be computed in linear time [14], so it is safe to make such assumption.

A graph $G$ is $k$-edge-connected if the minimum number of edges whose deletion disconnects $G$ is at least $k$. A graph $G$ is $k$-regular if every vertex in $G$ is of degree $k$. A single edge whose removal disconnects a graph is called a bridge. A edge set $M \subseteq E$ is a matching, if every vertex from $V$ is incident to at most one edge in $M$. A matching $M$ is called perfect if every vertex is incident to some edge in $M$. An augmenting path for a matching $M$ is a path $\bar{e}$ with an odd number of edges $e_1, \ldots, e_p$ such that it begins and ends at vertices which are not covered by $M$ and all edges from the set $\{e_2, e_4, \ldots\}$ belong to $M$. The symmetric difference of $M$ and $\bar{e}$ yields a matching having one more edge than $M$. Augmenting paths are used in the maximum matching algorithms, for example in the Hungarian Algorithm [13].

For brevity, when graph $G = (V, E)$ is given, we assume that $|V| = n$ and $|E| = m$.

3 The Algorithm

Here we give the main result. We present the algorithm for triangle-free 2-coloring of planar graphs in three steps:

I. We show the algorithm, assuming that there are no inner triangles in the graph, then
Fig. 1: A face of some maximal planar graph and its dual edges. Coloring of the original graph is determined by the dual edge which belongs to the matching (bold dashed line).

II. we show the algorithm with additional assumption, that the outer face of the graph is already colored, and finally
III. we combine the previous results to find the triangle-free 2-coloring in any maximal planar graph in linear-time.

3.1 Algorithm I
Let $G = (V, E)$ be a simple, maximal planar graph, where $|V| > 4$ (the other case is trivial), such that there are no inner triangles in $G$. Let $G' = (V', E')$ be a graph that is dual to $G$. Graph $G'$ has the following properties:

1. it is planar, because $G$ is planar,
2. has no bridges, because $G$ has no loops,
3. it is 3-regular, because every face in $G$ is a triangle,
4. has no loops or multi-edges, because $G$ is 3-edge-connected (because $G$ is simple, maximal and $|V| > 4$).

Petersen [16] proved that every 3-regular bridgeless graph has a perfect matching. Biedl et al. [2] showed how to find such matching in linear-time, assuming that the graph is planar. Graph $G'$ is planar, 3-regular and bridgeless, therefore we can use the aforementioned result to find a perfect matching $M$ in $G'$ in $O(n)$ time. From now on we assume that one such matching $M$ is already computed.

Definition 1. An edge $e \in E$, which is dual to the edge $e' \in E'$ such that $e' \notin M$ is called bicolor.

Example 1. The idea of the algorithm is to color vertices of the bicolor edges with two different colors. For example, consider a single face of some maximal planar graph as shown in Figure 1. Dashed lines represent dual edges (edges
from $G'$ and one of them (bold one) belongs to the perfect matching $M$. Notice
that only one of the dual edges in the figure can be in $M$, therefore for this face
(and any other face) there can be only one non-bicolor edge in the original graph,
therefore two other edges in the face are bicolor and we can properly color the
face (in triangle-free sense). Sample coloring is shown as a black/white fill.

**Definition 2.** Let $v$ be arbitrarily chosen from $V$. A coloring $c : V \rightarrow \{1, 2\}$ is
consistent with $M$ iff $c(v) = 1$, and for each $u \neq v$:

- $c(u) = 1$, if there is a simple path from $v$ to $u$ that contains even number of
  bicolor edges,
- $c(u) = 2$, if there is a simple path from $v$ to $u$ that contains odd number of
  bicolor edges.

**Lemma 1.** Coloring $c$ (of $G$) that is consistent with $M$ is well-defined.

**Proof.** Graph $G$ is maximal, therefore it is connected, which means that for each
pair of vertices $u, v \in V$, there exist a simple path from $u$ to $v$. Assume, by
contradiction, that there exist two different simple paths from $u$ to $v$, one of them
containing odd number of bicolor edges and the other one containing even number
of bicolor edges. Therefore there exist a simple cycle in $G$ that contains odd
number of bicolor edges. Remove all edges of $M$ from $G'$. $G'$ becomes 2-regular,
therefore it consists of only simple cycles. Each simple cycle in $G'$ crosses each
simple cycle in $G$ even number of times, i.e., each simple cycle in $G'$ contains
even number of edges that are dual to some edges in every simple cycles of
$G$. Therefore each simple cycle in $G$ contains even number of bicolor edges, a
contradiction. Additionally, the choice of $v$ in Definition 2 is irrelevant, as every
triangle-free coloring where $c(v) = 1$ can be made into a triangle-free coloring
where $c(v) = 2$ by simply flipping the color of all vertices. \hfill \Box

The algorithm for obtaining coloring that is consistent with $M$ is a simple
depth-first search procedure, which we will call Algorithm I. First, we choose
unmarked vertex $v$ arbitrarily from $G$, and we mark it, and we set $c(v) = 1$.
Then for each unmarked neighbour $u$ of $v$ we determine if the $(u,v)$ is bicolor,
and we color $u$ accordingly, i.e., if $(u,v)$ is bicolor then $c(u) = c(v)$, otherwise
$c(u) = c(v)$. Then, we recursively run the procedure on $u$. Algorithm stops when
all vertices are marked. We now prove the correctness of this algorithm.

**Lemma 2.** Coloring $c$ (of $G$) that is consistent with $M$ is triangle-free.

**Proof.** Assume by contradiction that under the coloring $c$ there exist a monochro-
matic triangle in $G$. This triangle is a face, since there are no inner triangles
in $G$. This implies that no edge in the triangle is bicolor. Let $v'$ be the node
representing this triangle in $G'$. By Definition 1 all edges incident to $v'$ are in $M$.
This contradicts the fact that $M$ is a matching. \hfill \Box

**Theorem 1.** Given a maximal planar graph $G = (V,E)$ which contains no inner
triangles, we can find a triangle-free 2-coloring for $G$ in $O(n)$ time.
Proof. By Lemma 2, Algorithm I returns a triangle-free coloring, therefore we only need to prove the time complexity. Dual graph $G'$ can be easily computed in $O(n)$, assuming the embedding of $G$ is represented using DCEL (doubly connected edge list) data structure [5]. Matching $M$ can be found in $O(n)$ [2]. The DFS procedure of Algorithm I runs in $O(n + m)$ time, assuming that we prepared the data structures such that: 1) checking if an edge belongs to $M$ takes constant time, which can be done by labeling each edge during the computation of $M$, and 2) determining the dual edge in $G'$ for some edge in $G$ takes constant time, which can be achieved by storing additional pointer with each edge in $G$ during the computation of $G'$. The fact that $G$ is planar - and therefore $m \in O(n)$ - concludes the proof.

3.2 Algorithm II

Let $G = (V, E)$ be the same as in Algorithm I, and assume that $u, v, w \in V$ are vertices of the outer face of $G$. Additionally, assume that $c(u), c(v)$ and $c(w)$ is given, where $c$ is partial assignment of $\{1, 2\}$ into $V$. We will now present an algorithm for extending $c$ to the entire set $V$, such that $c$ is triangle-free. Without loss of generality assume that $c(u) = c(v) = c(w)$.

Let $G' = (V', E')$ be dual to $G$ and let $e' = (u', v')$ be dual to $e = (u, v)$. If $e'$ belongs to some perfect matching $M$ of $G$, then $e$ is not bicolor, and therefore the other two edges of the outer face are bicolor, therefore Algorithm I can extend partial coloring $c$ to be consistent with $M$. Generalized Petersen’s Theorem [18] guarantees that such $M$ exists. We show how to find such matching in linear time.

Lemma 3. Let $G, G', M, c, u, v, w$ and $e'$ be as discussed above. Perfect matching $M'$ of $G$, for which $e' \in M'$, can be computed in $O(n)$ time.

Proof. Find perfect matching $M'$ in $O(n)$ time [2]. If $e' \in M'$, then we are done. Assume that $e' \notin M'$. Let $u^+$ and $v^+$ be a pair of new vertices. Construct a graph $G^+ = (V', E^+)$, where $V^+ = V' \cup \{u^+, v^+\}$ and $E^+ = E' \cup \{(u', u^+), (v', v^+)\} \setminus \{e'\}$. Graph $G^+$ has the following properties:

- it has a perfect matching, for example, $M \cup \{(u', u^+), (v', v^+)\} \setminus \{e'\}$;
- $M'$ is a matching in $G^+$, because $e' \notin M'$ and $e' \notin E^+$;
- its perfect matching contains one more edge than $M'$, because $|V^+| = |V'| + 2$;
- its perfect matching contains both $(u', u^+)$ and $(v', v^+)$, because those are the only edges incident to $u^+$ and $v^+$, respectively.

The above properties imply that there exists an augmenting path which extends $M'$ to a perfect matching $M^+$ of graph $G^+$. Goldberg and Tarjan [7] shows how to compute such augmenting path in linear time. The perfect matching of $G'$ which contains $e'$ is then defined as $M^+ \setminus \{(u', u^+), (v', v^+)\} \cup \{e'\}$.

Theorem 2. Given a maximal planar graph $G = (V, E)$ which contains no inner triangles, for which the outer face $u, v, w$ is colored such that $c(u) = c(v) = c(w)$, we can find a triangle-free 2-coloring for $G$ in $O(n)$ time.

Proof. Directly from Lemma 3 and by using Algorithm I.
3.3 Algorithm III

In this section we construct a linear-time algorithm for computing a triangle-free 2-coloring of a given maximal, planar graph $G$. First, we present the necessary definitions.

**Definition 3 (pivotal triangles).** A triangle in a maximal, planar graph embedding of $G$ is called pivotal, if it is an inner triangle in $G$ or an outer face of $G$.

**Definition 4 (triangle inside).** Let $t$ be a triangle in a maximal, planar graph $G$. The inside of $t$ is a plane fragment bounded by the edges of $t$ in the embedding of $G$. Edges and vertices of the triangle are not part of its inside.

**Definition 5.** A triangle $t$ contains a triangle $s$ iff the inside of $s$ is a proper subset of the inside of $t$. We say that a triangle $t$ contains a vertex $v$, if $v$ belongs to the inside of $t$.

**Example 2.** Let us consider the embedding presented in Figure 2a. It consists of four pivotal triangles: the outer face $(1, 6, 7)$, and the three inner triangles $(1, 3, 7)$,
(3, 6, 7) and (3, 5, 6). The triangle (1, 6, 7) contains all others, and the triangle (3, 6, 7) contains the triangle (3, 5, 6). The triangle (3, 6, 7) contains vertices 4 and 5, but does not contain the vertex 2.

**Definition 6.** Let \( G \) be a maximal, planar graph, embedded on a plane, and let \( A \) be the set of its pivotal triangles. We define a relation \( \sqsubset \) on \( A \), such that for any \( t, s \in A \), \( s \sqsubset t \) if and only if \( t \) contains \( s \).

By the abuse of notation we will write \( v \sqsubset t \), where \( v \) is a vertex, to say that a triangle \( t \) contains \( v \). Let \( A \) be the set of triangles of the embedding of some maximal, planar graph. Observe that \((\sqsubset, A)\) is a partially ordered set.

**Definition 7 (triangle hierarchy).** Let \( G \) be a maximal, planar graph, embedded on a plane, and let \( A \) be the set of its pivotal triangles. Let \( D = (A, F) \) be a directed graph, with vertices corresponding to the set of pivotal triangles \( A \), and the set of edges \( F \) defined as follows: for each \( t, s \in A \), \( \langle t, s \rangle \in F \) iff \( s \sqsubset t \) and there is no \( r \in A \setminus \{t, s\} \) such that \( s \sqsubset r \sqsubset t \). We call graph \( D \) a triangle hierarchy of \( G \).

In any planar graph embedding, edges do not intersect (except at endpoints) and every triangle consists of three vertices, therefore any two triangle insides are either disjoint or one contains the other. Therefore a triangle hierarchy of \( G \) is a tree rooted at the outer face of \( G \).

Let \( D = (A, F) \) be a triangle hierarchy of some maximal, planar graph \( G = (V, E) \). For each triangle \( t \in A \) we define \( \lambda(t) \) to be the set of vertices forming \( t \), and \( \sigma(t) = \{v \in V : v \sqsubset t \land \forall s \in A (s \sqsubset t \Rightarrow v \not\sqsubset s)\} \). Informally, \( \sigma(t) \) is the set of vertices, such that \( t \) contains them, but no triangle lower in the hierarchy contains them.

**Example 3.** In Figure 2b the triangle hierarchy of the embedding presented in Figure 2a is given, together with the values of \( \lambda \) and \( \sigma \) for each triangle in the hierarchy.

The outline of the algorithm is as follows. We would like to reduce the problem of triangle-free coloring to the triangle-free coloring without inner triangles, in order to use Algorithms I and II as blackboxes. Notice, that if we remove all the vertices in the insides of all inner triangles (in some embedding), we are left with the embedding where all triangles are faces. After this operation, we can use Algorithm I to color the graph. Next, each face (that is not the outer face) together with its inner vertices that has been removed earlier, induce a maximal, planar graph embedding where the outer face is already colored. Therefore we can run the algorithm recursively, now using Algorithm II as a blackbox. This translates to a top-to-bottom recursive algorithm on the triangle hierarchy, where vertices involved in the computation at each level of recursion are exactly those in \( \lambda \) and \( \sigma \) lists of that level in the triangle hierarchy. At the root, the Algorithm I is used to color the vertices, and for all the recursive calls we use Algorithm II. The algorithm terminates when all leafs have been processed, and therefore the entire graph has been colored.
We now prove the necessary properties of this strategy in order to prove its correctness (Lemmas 4 and 5). Next, we show that the size of the triangle hierarchy is linear (Lemmas 6 and 7), and therefore we prove that the algorithm runs in a linear time. In the following lemmas we assume that $D = (A, F)$ is a triangle hierarchy of some maximal, planar graph $G = (V, E)$, where $|V| > 4$. The assumption on $|V|$ guarantees that $D$ is not empty.

**Lemma 4.** Let $s \in A$, such that $s$ is not the root in $D$, and let $v \in \sigma(s)$. For each $t \in D$, which is an ancestor of $s$, $v \not\in \lambda(t) \cup \sigma(t)$.

**Proof.** Let $t \in D$ be an ancestor of $s$. There exists at least one $v \in \sigma(s)$, because $t$ is pivotal, and not a root, therefore it is an inner triangle. Take any such $v \in \sigma(s)$. Assume by contradiction that $v \in \lambda(t) \cup \sigma(t)$. If $v \in \lambda(t)$, then $v$ is one of the vertices forming $t$, but because $s \subset t$, we also have $v \subset t$, a contradiction. If $v \in \sigma(t)$, then by the definition of $\sigma$: $v \subset t \land \forall s \in A (s \subset t \Rightarrow v \not\subset s)$, and this implies that $v \not\subset s$, a contradiction.

**Lemma 5.** For each $t \in A$, a graph embedding $G_t$ induced by the vertices $\lambda(t) \cup \sigma(t)$ is maximal, planar and has no inner triangles.

**Proof.** $G_t$ is maximal and planar, because $G$ is maximal and planar and because vertices from $\lambda(t)$ form a triangle (the outer face of $G_t$). Assume by contradiction, that $G_t$ contains an inner triangle $s = (u, v, w)$. Therefore there exists a vertex $z$, such that $z \subset s$ and $z \in \sigma(s)$. Thus, by Lemma 4 $z \not\in \lambda(t) \cup \sigma(t)$. Therefore $z$ is not one of the vertices of $G_t$, a contradiction.

**Lemma 6.** $|A| \leq |V| - 3$.

**Proof.** By Lemma 4 for each vertex $v \in V$ that is not on the outer face there exists at most one $t \in A$, such that $v \in \sigma(t)$. Therefore $\sum_{t \in A} |\sigma(t)| \leq |V| - 3$. Additionally, each triangle $t \in A$ is pivotal, therefore $|\sigma(t)| > 0$, which completes the proof.

**Lemma 7.** $\sum_{t \in A} |\lambda(t) \cup \sigma(t)| \leq 4|V| - 12$.

**Proof.** By Lemma 6 $|A| \leq |V| - 3$. For each triangle $t \in A$, $|\lambda(t)| = 3$, therefore $\sum_{t \in A} |\lambda(t)| \leq 3|V| - 9$. From the proof of Lemma 6 we know that $\sum_{t \in A} |\sigma(t)| \leq |V| - 3$. Combining those two bounds completes the proof.

We now combine every result presented so far into the final algorithm, which we will simply call Algorithm III. Let $G = (V, E)$ be a maximal, planar graph embedded on a plane. Do the following:

1. Construct a triangle hierarchy $D = (A, F)$ of $G$.
2. Let $t \in A$ be the root of $D$. Run Algorithm I on $\lambda(t) \cup \sigma(t)$ and let $c$ be the resulting coloring.
3. Run Procedure 1 on $G$, $D$ and $c$. Return the resulting coloring.

**Theorem 3.** Given a maximal planar graph $G = (V, E)$ we can find a triangle-free 2-coloring for $G$ in $O(n)$ time.
**Procedure 1** Algorithm III - recursive procedure

**Input:** Maximal, planar graph $G = (V,E)$, embedded on a plane, and its triangle hierarchy $D = (A,F)$, where $t \in A$ is the root. The partial coloring $c$ of $G$, where only vertices from $\lambda(t) \cup \sigma(t)$ are colored.

**Ensure:** Triangle-free 2-coloring of $G$.

1: if $|V| \leq 4$ then return $c$

2: for all $\langle t,s \rangle \in F$ do

3: Let $G_s$ be the graph embedding induced by $\lambda(s) \cup \sigma(s)$.

4: Run Algorithm II on $G_s$ and $c$, and let $c_s$ be the resulting coloring.

5: Recursively run this procedure on $G_s'$ induced by $s$ and its inside vertices, the triangle hierarchy rooted at $s$, and the partial coloring of its outer face set by $c_s$.

Let $c'_s$ be the coloring returned by this recursive call.

6: return A combined coloring of $c$ and all $c'_s$'s, for each $\langle t,s \rangle \in F$.

**Proof.** Use Algorithm III to color $G$. We now prove that the resulting coloring is indeed triangle-free. By Lemma 5, the graph induced by $\lambda(t) \cup \sigma(t)$ is maximal, planar, and has no inner triangles. Therefore by Theorem 1 the coloring $c$ is triangle-free. We now prove that Step 3 returns a triangle-free coloring. We do this by induction on the height $h$ of $D$. Assume again that $|V| > 4$, thus $D$ is not empty (the other case is trivial).

If $h = 0$, then $D$ has only one element, which means that there are no inner triangles in $G$, therefore all vertices of $G$ are already colored before running Procedure 1. Take any $h > 0$ and assume that for all $h' < h$, if $D$ is of height $h'$, then Step 3 returns a triangle-free coloring. Let $D$ be of height $h$. Take any $\langle t,s \rangle \in F$. The graph $G_s$ is maximal, planar, and has no inner triangles due to Lemma 5. Thus, by Theorem 2 $c_s$ is triangle-free, therefore by induction hypothesis $c'_s$ is triangle-free. Since $c$ is triangle-free, extending it with all $c'_s$'s (for each $\langle t,s \rangle \in F$) produces a triangle-free coloring of $G$. Finally, the only way we color vertices in Algorithm III is by running Algorithms I and II, therefore the returned coloring is a 2-coloring.

We now prove the time complexity. A triangle hierarchy can be constructed in $O(n)$ time, by first computing all pivotal triangles in $O(n)$ time \[3\], and then traversing the graph using a DFS method on a DCEL structure, starting from a vertex of the outer face and remembering which pivotal triangle we are currently in. By Theorem 1 Step 2 runs in $O(n)$ time. The running time of Step 3 is also bounded by $O(n)$, due to Theorem 2 and Lemmas 6 and 7.

4 Conclusions

In this paper we presented a linear-time algorithm for finding a triangle-free 2-coloring of any planar graph. Thus, we have positively answered one of the questions posed in our previous paper \[11\]. This result proves that the triangle-free coloring problem is easier than the classic coloring problem, and can possibly shed the light on the latter’s complexity, which interests the graph theory community to this day.
For further research, there are still open problems to be solved. For the positive result one can look for an algorithm that finds $\chi_3(G)$ in graphs with $\Delta(G) \geq 5$ (where $\Delta(G)$ is the largest vertex degree of $G$). For the negative side, one can look for the smallest $\Delta(G)$, for which the triangle-free $k$-coloring problem is $\mathcal{NP}$-hard.
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