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Abstract

Monocular 3D object detection is an important yet challenging task in autonomous driving. Some existing methods leverage depth information from an off-the-shelf depth estimator to assist 3D detection, but suffer from the additional computational burden and achieve limited performance caused by inaccurate depth priors. To alleviate this, we propose MonoDTR, a novel end-to-end depth-aware transformer network for monocular 3D object detection. It mainly consists of two components: (1) the Depth-Aware Feature Enhancement (DFE) module that implicitly learns depth-aware features with auxiliary supervision without requiring extra computation, and (2) the Depth-Aware Transformer (DTR) module that globally integrates context- and depth-aware features. Moreover, different from conventional pixel-wise positional encodings, we introduce a novel depth positional encoding (DPE) to inject depth positional hints into transformers. Our proposed depth-aware modules can be easily plugged into existing image-only monocular 3D object detectors to improve the performance. Extensive experiments on the KITTI dataset demonstrate that our approach outperforms previous state-of-the-art monocular-based methods and achieves real-time detection. Code is available at https://github.com/kuanchihhuang/MonoDTR.

1. Introduction

Three-dimensional (3D) object detection is a fundamental problem and enables various applications such as autonomous driving. Previous methods have achieved superior performance based on the accurate depth information from multiple sensors, such as LiDAR signal [16,22,39,40] or stereo matching [6,23,44,52]. In order to lower the sensor costs, some image-only monocular 3D object detection methods [2,7,20,31,33,50] have been proposed and made impressive progress relying on geometry constraints between 2D and 3D. However, the performance is still far from satisfactory without the aid of depth cues.

Recently, several works have tried to produce estimated depth from the pre-trained depth estimation models to assist monocular 3D object detection. Pseudo-LiDAR-based approaches [31,52,53] convert estimated depth maps into 3D point clouds to imitate LiDAR signals, followed by the existing LiDAR-based detector for 3D object detection (see Figure 1(a)). Some fusion-based approaches [10,34,48] apply several fusion strategies to combine features extracted from depths and images to detect objects (see Figure 1(b)). These methods, though better localize objects with the help of estimated depth, may suffer from the risk of learning 3D detection on inaccurate depth maps. Also, the additional computational cost of the depth estimator makes it impractical for real-world applications [32].

To address the above issues, we propose MonoDTR, a novel end-to-end depth-aware transformer network for monocular 3D object detection (see Figure 1(c)). A depth-aware feature enhancement (DFE) module is introduced to
learn depth-aware features with the auxiliary depth supervision, which avoids obtaining inaccurate depth priors from the pre-trained depth estimator. Furthermore, the DFE module is lightweight yet effective in assisting 3D object detection without constructing the complicated architecture to extract features from off-the-shelf depth maps. It significantly reduces computational time compared with previous depth-assisted methods [10, 31, 48] (see Table 1).

In addition, unlike previous fusion-based methods (e.g., D4LCN [10] and DDMP-3D [48]) that apply carefully designed convolution kernels for context- and depth-aware features, we develop the first transformer-based fusion module to globally integrate the image and depth information. The transformer encoder-decoder structure [47] has been proven to capture long-range dependency effectively; thus, we apply it to model the relationship between context- and depth-aware features. To better represent the property of the 3D object, we utilize depth-aware features to replace the commonly used object queries [3, 18, 60] as input of the transformer decoder, which can provide more meaningful cues for 3D reasoning. Furthermore, we introduce a novel depth positional encoding (DPE) to involve depth-aware hints to the transformer, achieving better performance than conventional pixel-wise positional encodings.

We summarize our contributions as follows:

1. We propose a novel framework, MonoDTR, learning depth-aware features via auxiliary supervision to assist monocular 3D object detection, which avoids introducing high computational cost and inaccurate depth priors from using the off-the-shelf depth estimator.

2. We present the first depth-aware transformer module to integrate context- and depth-aware features efficiently. A novel depth positional encoding (DPE) is proposed to inject depth positional hints into the transformer.

3. Experimental results on the KITTI dataset show that our approach outperforms state-of-the-art monocular-based methods and achieves real-time detection. Furthermore, the proposed depth-aware modules can be easily plug-and-play in existing image-only frameworks to improve performance.

2. Related Work

Image-only monocular 3D object detection. Recently, several works only adopt a single image for 3D object detection [1, 27, 33, 37, 42, 43, 51, 56]. Due to the lack of depth information from images, these methods mainly rely on geometric consistency to predict objects. Deep3Dbox [33] solves orientation prediction by proposed novel Multi-Bin loss and enforces constraint between 2D and 3D boxes with geometric prior. M3D-RPN [1] generates 3D object proposals with 2D bounding box constraints and proposes a depth-aware convolution to predict 3D objects. OFT-Net [38] introduces an orthographic feature transform to map image-based features into a 3D voxel space. Besides, MonoPair [7] explores spatial pair-wise relationship between objects to improve detection performance. M3DSSD [29] presents a two-step feature alignment approach to solve the feature mismatching problem. Furthermore, some works [24, 27, 32, 58] predict keypoints of the 3D bounding box as an intermediate task to recover the location of objects. However, the above purely monocular methods fail to accurately localize objects due to the lack of depth cues.

Depth-assisted monocular 3D object detection. To further improve the performance, many approaches propose using depth information to aid 3D object detection [10, 30, 31, 48, 53, 54]. Some prior works [31, 52, 53] transform image into pseudo-LiDAR representation by leveraging off-the-shelf depth estimator and calibration parameters, followed by the existing LiDAR-based 3D detector to predict objects, leading to progressive improvement. PatchNet [30] reveals that the success of pseudo-LiDAR comes from the coordinate transformation and organizes it into the image representation, which can benefit from the powerful CNNs networks. D4LCN [10] and DDMP-3D [48] focus on developing the fusion-based approach between image and estimated depth with carefully designed convolutional networks. Besides, CaDDN [35] learns categorical depth distributions for each pixel to construct bird’s-eye-view (BEV) representations and recovers bounding boxes from the BEV projection. However, most of the abovementioned methods directly using pre-trained depth estimators suffer from additional computational cost and only achieve limited performance caused by inaccurate depth priors.

Transformer. Transformer [47] was firstly introduced in sequential modeling and has considerable improvement in natural language processing (NLP) tasks. The self-attention mechanism is the core component in the transformer with its capability of capturing the long-range dependencies. Recently, transformer architecture has been successfully leveraged in the computer vision field, such as image classification [12] and human-object interaction [18]. In addition, DETR [3] proposes developing object detection with the transformer without relying on many hand-designed components used in traditional pipelines.

Though the transformer can perform well in most visual tasks, its usage in monocular 3D object detection has not been explored. In the image-based 3D detection task, the object size at far and near distance in the image varies significantly due to the perspective projection [10, 48], which makes it challenging to utilize the learned object query mentioned in DETR [3] to fully represent the object property. Thus, in this paper, we propose to globally integrate context- and depth-aware features with transformers and inject depth hints into the transformer for better 3D reasoning.
3. Proposed Approach

3.1. Framework Overview

Figure 2 presents the framework of our MonoDTR, which mainly consists of four components: the backbone, the depth-aware feature enhancement (DFE) module, the depth-aware transformer (DTR) module, and the 2D-3D detection head. We adopt DLA-102 [55] as our backbone network following [29]. Given an input RGB image with resolution $H_{inp} \times W_{inp}$, the backbone outputs a feature map $F \in \mathbb{R}^{C \times H \times W}$, where $H = \frac{H_{inp}}{8}$, $W = \frac{W_{inp}}{8}$, and $C = 256$. The DFE module is presented to implicitly learn depth-aware features (Section 3.2), while several convolution layers are applied to extract context-aware features in parallel. Then, we globally integrate two kinds of features by the DTR module and first attempt to inject depth positional hints into the transformer through the depth positional encoding (DPE) module (Section 3.3). Consequently, the anchor-based detection heads and loss functions are adopted for 2D and 3D object detection (Section 3.4).

3.2. Depth-Aware Feature Enhancement Module

Existing depth-assisted methods [10, 48, 52], using off-the-shelf depth estimators, suffer from the risk of introducing inaccurate depth priors and extra computation burden. To alleviate this, we propose a depth-aware feature enhancement (DFE) module for depth reasoning as in Figure 3. The precise depth map is utilized for auxiliary supervision in the training stage, making the DFE module implicitly learn depth-aware features (Section 3.2), while several convolution layers are applied to extract context-aware features in parallel. Then, we globally integrate two kinds of features by the DTR module and first attempt to inject depth positional hints into the transformer through the depth positional encoding (DPE) module (Section 3.3). Consequently, the anchor-based detection heads and loss functions are adopted for 2D and 3D object detection (Section 3.4).

Learning initial depth-aware feature. To generate depth-aware features, we leverage an auxiliary depth estimation task and consider it as a sequential classification problem [13, 35]. As illustrated in Figure 3(a), given the input feature $F \in \mathbb{R}^{C \times H \times W}$ from the backbone, we adopt two convolution layers to predict the probability of discretized depth bins $D \in \mathbb{R}^{D \times H \times W}$, where $D$ is the number of depth categories (bins). The probability represents the confidence that the depth value of each pixel belongs to a certain depth bin. To discretize the depth ground truth from continuous space to discretization intervals, we utilize linear-increasing discretization (LID) [35, 46] to formulate the depth bins (more details can be found in supplementary materials). To this end, the intermediate feature map $X \in \mathbb{R}^{C \times H \times W}$ can be regarded as initial depth-aware features.
Depth prototype representation learning. To further enhance the capability of depth representation, we augment the feature of each pixel by introducing the central representation of the corresponding depth category (bin), inspired from the class center in [57]. The feature center of each depth category (regarded as the depth prototype) can be computed by aggregating the depth-aware features of each pixel belonging to a specified category. In practice, we first apply a group convolution [19] to the predicted depth map \( D \) to merge the adjacent depth categories (bins), reducing the class number from \( D \) to \( D' = D/r \) with scale \( r \). It helps to share similar depth cues and reduce computation. The representation of depth prototype \( F_d \) can be generated by gathering the feature of all pixels \( X' \) weighted by their probability to the depth category \( d \):

\[
F_d = \sum_{i \in I} \tilde{P}_{di} X'_i, \quad d = \{1, \ldots, D'\},
\]

where \( X'_i \) denotes the feature of the \( i \)th pixel in \( X' \), \( I \subseteq \mathbb{R}^{H \times W} \) is the set of pixels in the feature map, and \( \tilde{P}_{di} \) is the normalized probability to \( d \)th depth prototype. In this manner, \( F_d \) can express the global context information of each depth category as shown in Figure 3(b).

Feature enhancement with depth prototype. Now we can reconstruct new depth-aware features based on the depth prototype representation, which allows each pixel to understand the presentation of the depth category from the global view. The reconstructed feature \( F' \) is calculated as:

\[
F' = \sum_{d=1}^{D'} \tilde{P}_{di} F_d.
\]

Consequently, we obtain the enhanced depth feature by concatenating the initial depth-aware feature \( X \) and the reconstructed features \( F' \), followed by a simple \( 1 \times 1 \) convolution layer, as shown in Figure 3(c).

### 3.3. Depth-Aware Transformer

Inspired by the tremendous success of the transformer [47] on modeling the long-range relationships, we exploit the transformer encoder-decoder architecture to construct the depth-aware transformer (DTR) module to globally integrate the context- and depth-aware features.

Transformer encoder. Our transformer encoder aims to improve context-aware features, which is built similar to previous works [3, 61]. The main component in the transformer is the self-attention mechanism [47]. Given the inputs: query \( Q \in \mathbb{R}^{N \times C} \), key \( K \in \mathbb{R}^{N \times C} \), and value \( V \in \mathbb{R}^{N \times C} \) with sequence length \( N \), a single head self-attention layer can be briefly formulated as:

\[
\text{Attention}(Q, K, V) = \text{softmax}\left( \frac{QK^T}{\sqrt{C}} \right)V.
\]

We take the flatten context-aware feature \( X_c \in \mathbb{R}^{N \times C} \), where \( N = H \times W \), as the input to feed into the transformer encoder. The encoded context-aware feature can be obtained through multi-head self-attention operation and the feed-forward network (FFN).

Transformer decoder. The decoder is also built upon the standard transformer architecture. We propose utilizing the depth-aware features as the input of the decoder instead of learnable embeddings (object query) [3], which is different from the common usage in previous encoder-decoder vision transformer works [3, 18, 45, 60]. The main reason is that, in the monocular 3D object detection task, the camera views at near and far distances often cause significant changes in object scale due to the perspective projection [10, 48]. It makes the simple learnable embedding hard to fully represent the object’s property and handle complex scale variant situations. In contrast, plentiful distance-aware cues are hidden in the depth-aware features. Thus, we propose adopting depth-aware features as the input of the transformer decoder. To this end, the decoder can take the power of cross-attention modules in the transformer to efficiently model the relationship between context- and depth-aware features, leading to better performance.

### Depth positional encoding (DPE)

Positional encoding [47] plays an important role for the transformer to introduce the location information. It is often generated with sinusoidal functions or in a learnable manner according to the pixel location of the image in vision tasks. Observing that the depth information is much better for the machine to understand the 3D world than the pixel-level relation, we first propose a general depth positional encoding (DPE) module to embed the depth positional hints for each pixel to the transformer. Specifically, as shown in Figure 4, the depth bin encodings \( E_d = [e_1, \ldots, e_D] \in \mathbb{R}^{D \times C} \) are constructed with learnable embeddings for each depth interval introduced in Section 3.2. The initial depth positional encoding \( P \in \mathbb{R}^{H \times W \times C} \) can be looked up from \( E_d \) according to the argmax of each pixel predicted depth category \( D \). To further represent the positional cues from local neighborhoods, a convolution layer \( \mathcal{G} \) with the kernel size of \( 3 \times 3 \) is applied and added to \( P \) to obtain final encoding, referred to as depth positional encoding (DPE).
Computation reduction. The standard self-attention layer in Equation 3 leads to $O(N^2)$ time and memory, which damages the computational budget. To mitigate this issue, more recent works [8, 17, 49] make efforts on accelerating the attention operation. Among these methods, Linear transformer [17] proposes to approximate softmax operation with the linear dot product of features. Specifically, the similarity function in original transformer [47] can be formulated as: $\text{sim}(q, k) = \exp(\frac{q^T k}{\sqrt{d}})$. It is replaced with $\text{sim}(q, k) = \phi(q)\phi(k)$ in [17], where $\phi(x) = \text{elu}(x) + 1$, and $\text{elu}(\cdot)$ is the exponential linear unit [11] activation function. To this end, $\phi(K)^T$ and $V$ can be combined first to reduce computation to $O(N)$. We refer the readers to [17] for more details. In our transformer, we consider applying the linear attention described in [17] to replace the vanilla self-attention for higher inference speed.

3.4. 2D-3D Detection and Loss

Anchor definition. We adopt the single-stage detector [26, 36] with the pre-defined 2D-3D anchors to regress the bounding box. Each pre-defined anchor consists parameters with 2D bounding box $[x_{2d}, y_{2d}, w_{2d}, h_{2d}]$ and 3D bounding box $[x_p, y_p, z, w_{3d}, h_{3d}, l_{3d}, \theta]$. $[x_{2d}, y_{2d}]$ and $[x_p, y_p]$ represent the 2D box center and 3D object center projected to image plane. $[w_{2d}, h_{2d}]$ and $[w_{3d}, h_{3d}, l_{3d}]$ represent the physical dimension of 2D and 3D bounding box, respectively. $z$ denotes the depth of 3D object center. $\theta$ is the observation angle. During training, we project all ground truth into the 2D space to calculate the intersection over union (IoU) with all 2D anchors. The anchor with IoU greater than 0.5 is chosen to assign with the corresponding 3D box.

Output transformation. Similar to prior works [10, 29, 48, 56], we follow Yolov3 [36] to predict $[t_x, t_y, t_w, t_h]_{2d}$ and $[l, t_y, w, h, t_z, t_l, \theta]_{3d}$ for each anchor, which aims at parameterizing the residual value for 2D and 3D bounding box, and also predict the classification scores $\hat{c}$. The output bounding box can be restored based on the anchor and the network prediction as follows:

$$
\hat{x}_{2d}, \hat{y}_{2d} = [t_x, t_y]_{2d} \ast [w_{2d}, h_{2d}] + [x_{2d}, y_{2d}]
$$
$$
\hat{x}, \hat{y} = [t_x, t_y]_{3d} \ast [w_{2d}, h_{2d}] + [x_p, y_p]
$$
$$
\hat{w}_{3d}, \hat{h}_{3d}, \hat{l}_{3d} = \exp([t_w, t_h, t_l]_{3d}) \ast [w_{3d}, h_{3d}, l_{3d}]
$$
$$
\hat{w}_{2d}, \hat{h}_{2d} = \exp([t_w, t_h]_{2d}) \ast [w_{2d}, h_{2d}]
$$
$$
\hat{z}, \hat{\theta} = [t_z, t_l]_{3d} + [z, \theta],
$$

(4)

where $(\cdot)$ denotes the recovered parameters of the 3D object. Note that we apply the same anchor center for 2D box center $[x_{2d}, y_{2d}]$ and 3D projection center $[x_p, y_p]$.

Loss function. The overall loss $\mathcal{L}$ contains a classification loss $\mathcal{L}_{cls}$ for objectness and class, a bounding box regression loss $\mathcal{L}_{reg}$ to optimize Equation 4, and a depth loss $\mathcal{L}_{dep}$ with auxiliary depth supervision described in Section 3.2:

$$
\mathcal{L} = \mathcal{L}_{cls} + \mathcal{L}_{reg} + \mathcal{L}_{dep}. 
$$

(5)

We adopt the focal loss [25] to balance the samples for the classification task, and the smoothed-L1 loss [15] for the regression task. For the depth categorical prediction described in Section 3.2, we utilize the focal loss [25]:

$$
\mathcal{L}_{dep} = \frac{1}{|\mathcal{P}|} \sum_{p \in \mathcal{P}} \text{FL}(\mathcal{D}(p), \hat{\mathcal{D}}(p)),
$$

(6)

where $\mathcal{P}$ is the pixel region on the image with the valid depth labels, and $\hat{\mathcal{D}}$ is the depth bins ground truth generated from LiDAR (more details are provided in the supplementary material).

4. Experiments

4.1. Setup

Dataset. We evaluate the proposed approach on the challenging KITTI 3D object detection dataset [14], which is the most commonly used benchmark for the 3D object detection task. It contains 7481 images for training and 7518 images for testing. We follow [5] to divide training samples into the training set (3712) and the validation set (3769). The ablation studies are conducted based on this split.

Evaluation metric. The average precision (AP) is used as the metric for evaluation in both 3D object detection and bird’s eye view (BEV) detection tasks. We utilize 40 recall positions metric AP$_{40}$ instead of original AP$_{11}$ to avoid the bias [43]. The difficulty of the detection in the benchmark is divided into three levels ("Easy", "Mod.", "Hard") according to size, occlusion, and truncation. All methods are ranked based on AP$_{3D}$ of moderate setting (Mod.) same as the KITTI benchmark. The thresholds of Intersection over Union (IoU) are 0.7, 0.5, 0.5 for cars, cyclists, and pedestrians categories following the official setting.

Implementation details. We use Adam optimizer to train our network for 120 epochs with batch size 4. The learning rate starts at 0.0001 and decays with a cosine annealing schedule. We apply 48 anchors on each pixel of the feature map with 3 aspect ratios of $\{0.5, 1.0, 1.5\}$, and 12 scales in height following the exponential function $24 \times 2^{i/4}, i = \{0, ..., 15\}$. For 3D anchor parameters, we calculate the mean and variance statistics of 3D ground truth in the training dataset as prior statistical knowledge of each anchor. Following [56], we crop the top 100 pixels of each image to reduce inference time, and all images are resized to $288 \times 1280$. In the training stage, we apply random horizontal mirroring as data augmentation. In the inference stage, we drop the predictions with a confidence score lower than 0.75 and adopt Non-Maximum Suppression (NMS) with IoU 0.4 to reduce redundancy.
Method | Reference | Time (ms) | AP<sub>3D</sub>@IoU=0.7 | AP<sub>BEV</sub>@IoU=0.7 | AP<sub>3D</sub>@IoU=0.5 | AP<sub>BEV</sub>@IoU=0.5
--- | --- | --- | --- | --- | --- | ---
MonoPSR [20] | CVPR 2019 | 200 | 10.76 | 7.25 | 5.85 | 18.33 | 12.58 | 9.91
M3D-RPN [1] | ICCV 2019 | 160 | 14.76 | 9.71 | 7.42 | 21.02 | 13.67 | 10.23
MonoPair [7] | CVPR 2020 | 60 | 13.04 | 9.99 | 8.65 | 19.28 | 14.83 | 12.89
AM3D [31] | ICCV 2019 | 400 | 16.50 | 10.74 | 9.52 | 25.03 | 17.32 | 14.91
MoVi-3D [42] | ECCV 2020 | 45 | 15.19 | 10.90 | 9.26 | 22.76 | 17.03 | 14.85
PatchNet [30] | ECCV 2020 | 400 | 15.68 | 11.12 | 10.17 | 22.97 | 16.86 | 14.97
M3DSSD [29]† | CVPR 2021 | - | 17.51 | 11.46 | 8.98 | 24.15 | 15.93 | 12.11
D4LCN [10] | CVPR 2020 | 200 | 16.65 | 11.72 | 9.51 | 22.51 | 16.02 | 12.55
MonoDLE [32] | CVPR 2021 | 40 | 17.23 | 12.26 | 10.29 | 24.79 | 18.89 | 16.00
MonoRUn [4] | CVPR 2021 | 70 | 19.65 | 12.30 | 10.58 | 27.94 | 17.34 | 15.24
GrooMeD-NMS [21] | CVPR 2021 | 120 | 18.10 | 12.32 | 10.03 | 24.12 | 18.17 | 15.76
MonoRNN [59] | CVPR 2021 | 30 | 21.29 | 13.87 | 11.71 | 29.03 | 19.70 | 17.19
MonoFlex [58] | CVPR 2021 | - | 20.11 | 14.20 | 11.77 | - | - | -
GUPNet [28]† | ICCV 2021 | - | 22.76 | 16.46 | 13.72 | 31.07 | 22.94 | 19.75
MonoDTR (Ours) | - | 37 | 21.99 | 15.39 | 12.73 | 28.59 | 20.38 | 17.14

Table 1. Detection performance of Car category on the KITTI test set. The best and second best results are highlighted in red and blue, respectively. † indicates the results are reported in their papers.

| Method | AP<sub>3D</sub>@IoU=0.7 | AP<sub>BEV</sub>@IoU=0.7 | AP<sub>3D</sub>@IoU=0.5 | AP<sub>BEV</sub>@IoU=0.5 |
|--- | --- | --- | --- | --- |
| Easy | Mod. | Hard | Easy | Mod. | Hard | Easy | Mod. | Hard |
|M3D-RPN [1] | 14.53 | 11.07 | 8.65 | 20.85 | 15.62 | 11.88 | 48.53 | 35.94 | 28.59 |
| MonoPair [7] | 16.28 | 12.30 | 10.42 | 24.12 | 18.17 | 15.76 | 55.38 | 42.39 | 31.76 |
| MonoDLE [32] | 17.45 | 13.66 | 11.68 | 24.97 | 19.33 | 17.01 | 55.41 | 43.42 | 31.76 |
| Kinematic3D [2] | 19.76 | 14.10 | 10.47 | 27.83 | 19.72 | 15.10 | 55.44 | 43.47 | 31.26 |
| DDMP-3D [48] | 19.67 | 13.82 | 11.87 | 27.38 | 19.75 | 15.92 | 55.62 | 41.07 | 32.89 |
| CaDDN [35] | 20.02 | 14.65 | 12.61 | - | - | - | 59.71 | 43.39 | 38.44 |
| DFRNet [62] | 23.57 | 16.31 | 13.84 | - | - | - | - | - | - |
| MonoDTR (Ours) | 24.52 | 18.57 | 15.51 | 33.33 | 25.35 | 21.68 | 64.03 | 47.32 | 42.20 |

Table 2. Detection performance of Car category on the KITTI validation set. We utilize bold to highlight the best results.

4.2. Main Results

Results of the Car category on the KITTI test set. As shown in Table 1, we compare our MonoDTR with several state-of-the-art monocular 3D object detection methods on the KITTI test set. It can be observed that our approach achieves better performance than other methods in terms of the moderate level of the two tasks, which is the most important metric in the benchmark. Furthermore, it is worth noting that our approach outperforms other depth-assisted methods by large margins. For instance, compared to top three depth-assist methods, DFRNet [62], CaDDN [35] and DDMP-3D [48], our MonoDTR obtains 2.82/1.98/1.27 and 2.28/2.61/2.93 improvements in AP<sub>3D</sub> at IoU threshold 0.7 on three settings, which indicates the effectiveness of the proposed depth-aware modules.

Results of the Car category on the KITTI validation set. We also conduct experiments on the KITTI validation dataset under different IoU thresholds and tasks as listed in Table 2. Our approach obtains superior performance over several image-only methods, benefiting from the auxiliary depth supervision. Specifically, compared with GUPNet [28], our method achieves significant improvements of 6.41/4.99/4.61 in AP<sub>3D</sub> and 7.26/5.41/5.02 in AP<sub>BEV</sub> at IoU threshold 0.5 on the easy, moderate, and hard settings.

Results of Pedestrians and Cyclists categories on the KITTI test set. We further present the performance of pedestrians and cyclists categories in Table 3. Detecting these two categories is more challenging than cars due to their smaller size and non-rigid body, making it difficult to precisely locate the position. Overall, our model significantly outperforms all methods on pedestrian category with...
a considerable margin. For the cyclist 3D detection, we also achieve competitive results to CaDDN [35] and obtain better performance than other methods.

**Running time analysis.** We measure the average running time for processing the whole validation set with batch size 1 on a single Nvidia Tesla v100 GPU. As shown in Table 1, our model can achieve real-time performance at 27 FPS, which confirms the efficiency of our approach. Compared with state-of-the-art depth-assisted methods, our MonoDTR runs 17× and 4.8× faster than CaDDN [35] and DDMP3D [48], respectively. The main reasons can be summarized as follows: (1) CaDDN [35] builds the bird’s eye view representation from predicted depth maps to perform 3D detection, which applies more complicated architecture to generate precise depth predictions, leading to slow speed. (2) Fusion-based methods [10, 48] often utilize two separate backbones for extracting features of image and depth, which is time-consuming. Note that the depth estimator also takes additional inference time, which is not included in Table 1. On the contrary, our model learns depth-aware features through the lightweight DFE module with auxiliary supervision, which reduces running time significantly.

### 4.3. Ablation Study

**Effectiveness of each proposed components.** In Table 4, we conduct an ablation study to analyze the effectiveness of the proposed components: (a) Baseline: only using context-aware features for 3D object detection, i.e., without all proposed depth-aware modules. (b) Replacing depth-aware features with object query [3] in the transformer, i.e. baseline + DETR-like transformer. (c) Replacing depth-aware features with features extracted from depth images generated by DORN [13]. (d) Integrating context- and depth-aware features with the convolutional concatenate operation. (e) Full model without depth prototype enhanced feature $F'$. (f) MonoDTR (full model).

Firstly, we can observe from (b→f) that utilizing depth-aware features to replace the object query in the transformer can provide meaningful depth hints and improve the performance. Besides, compared to our end-to-end training framework (f), simply utilizing depth priors from the pretrained depth estimator (c) leads to worse results. Next, we demonstrate that applying our depth-aware transformer (DTR) module (f) can more effectively integrate context- and depth-aware features than simple convolutional concatenation (d). Furthermore, utilizing our proposed depth prototype enhancement module can boost the performance (e→f). Finally, by applying all the designed modules, our full model (f) achieves significant improvement compared to the baseline (a). Also, an in-depth analysis in Figure 5 suggests that our method surpasses the baseline under different IoU thresholds and object depths. These results prove the effectiveness of our depth-aware modules.

**Comparison with different positional encodings.** We investigate the effectiveness of the proposed depth positional encoding (DPE) in Table 5. Compared with several commonly used positional encodings, including absolute positional encoding (APE) [12], conditional positional encoding (CPE) [9], sinusoidal positional encoding [47], and without using positional encoding (No PE), our proposed DPE achieves better performance on KITTI validation set. We believe that encoding the depth-aware cues is more effective for learning the position representation of 3D tasks than pixel-level encodings.

**Plugging into the existing image-only methods.** Our proposed approach is flexible to extend to existing image-only 3D object detectors to improve the depth reasoning capa-

| Method         | AP$_{3D}$(Ped.) | AP$_{3D}$(Cyc.) |
|----------------|----------------|----------------|
|                | Easy | Mod. | Hard | Easy | Mod. | Hard |
| MonoDLE [32]   | 9.64 | 6.55 | 5.44 | 4.59 | 2.66 | 2.45 |
| MonoPair [7]   | 10.02 | 6.68 | 5.53 | 3.79 | 2.12 | 1.83 |
| MonoFlex [58]  | 9.43 | 6.31 | 5.26 | 4.17 | 2.35 | 2.04 |
| D4LCN [10]     | 4.55 | 3.42 | 2.83 | 2.45 | 1.67 | 1.36 |
| DDMP3D [48]    | 4.93 | 3.55 | 3.01 | 4.18 | 2.50 | 2.32 |
| CADDN [35]     | 12.87 | 8.14 | 6.76 | **7.00** | **3.41** | **3.30** |
| MonoDTR (Ours) | **15.33** | **10.18** | **8.61** | **5.05** | **3.27** | **3.19** |

Table 3. Detection performance of Pedestrian and Cyclist categories on the KITTI test set at 0.5 IoU threshold. We utilize bold to highlight the best results.

| Ablation                       | AP$_{3D}$(Ped.) | AP$_{3D}$(Cyc.) |
|-------------------------------|----------------|----------------|
|                               | Easy | Mod. | Hard | Easy | Mod. | Hard |
| (a) Baseline                  |       |       |       |       |       |       |
| (b) depth-aware feature → object query |       |       |       |       |       |       |
| (c) depth-aware feature → DORN [13] |       |       |       |       |       |       |
| (d) DTR → concat. operation   |       |       |       |       |       |       |
| (e) w/o depth prototype enhancement |       |       |       |       |       |       |
| (f) MonoDTR (full model)      | 19.35 | 15.47 | 12.83 | 3.79 | 2.12 | 1.83 |

Table 4. Analysis of different components of our approach on the KITTI validation set for Car category.

![Figure 5. Comparison of AP with different object depth ranges and IoU thresholds between baseline and MonoDTR on the KITTI validation set for Car category. Best viewed in color.](image_url)
Figure 6. Qualitative examples on the KITTI validation set. We provide the predictions on the image view (left) and bird eye view (right). The purple boxes in the image and BEV plane represent the predictions from MonoDTR. The green and pink boxes on BEV are the ground truth and the predictions from baseline (without depth-aware modules), respectively. Best viewed in color and zoomed in.

Table 5. Comparison of different positional encoding mechanisms on the KITTI validation set for Car category.

| Positional Enc. | AP_{3D}@IoU=0.7 | AP_{BEV}@IoU=0.7 |
|-----------------|-----------------|------------------|
| No PE           | 23.65 17.76 15.05 | 31.33 24.02 20.83 |
| Sinusoidal [47] | 22.73 17.63 14.74 | 31.78 24.40 20.97 |
| APE [12]        | 23.85 17.55 14.59 | 32.52 23.47 19.92 |
| CPE [9]         | 24.34 18.04 15.14 | 33.01 24.69 20.48 |
| DPE (Ours)      | **24.52 18.57 15.51** | **33.33 25.35 21.68** |

Table 6. Extension on existing image-only monocular 3D object detectors. * indicates that we retrained without using extra right images. See details in Section 4.3.

| Method            | AP_{3D}@IoU=0.7 | AP_{BEV}@IoU=0.7 |
|-------------------|-----------------|------------------|
| M3D-RPN [1]       | 14.53 11.07 8.65 | 20.85 15.62 11.88 |
| M3D-RPN + Ours    | **20.96 16.44 14.63** | **25.24 20.52 17.43** |
| Improvement       | +6.43 +5.37 +5.98 | +4.39 +4.90 +5.55 |
| GAC [56]*         | 21.58 15.17 11.35 | 28.62 19.99 15.42 |
| GAC + Ours        | **24.30 17.28 13.35** | **33.02 23.06 18.22** |
| Improvement       | +2.72 +2.11 +2.00 | +4.40 +3.07 +2.80 |
| MonoDLE [32]      | 17.45 13.66 11.68 | 24.97 19.33 17.01 |
| MonoDLE + Ours    | **18.68 15.69 13.41** | **26.67 21.40 18.67** |
| Improvement       | +1.23 +2.03 +1.73 | +1.70 +2.07 +1.66 |

5. Conclusion

In this paper, we propose a depth-aware transformer network for monocular 3D object detection. The proposed lightweight DFE module implicitly learns depth-aware features in an end-to-end fashion to avoid obtaining inaccurate depth priors and high computational cost from an off-the-shelf depth estimator. We also introduce the depth-aware transformer to globally integrate context- and depth-aware features, while the novel depth positional encoding (DPE) is designed to inject depth hints into the transformer. Comprehensive experiments on the KITTI dataset validate that our model achieves real-time detection and outperforms previous state-of-the-art monocular-based methods.
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