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ABSTRACT

This paper presents a new optimal filter namely past observation-based extended Kalman filter for the problem of localization of Internet-based mobile robot in which the control input and the feedback measurement suffer from communication delay. The filter operates through two phases: the time update and the data correction. The time update predicts the robot position by reformulating the kinematics model to be non-memoryless. The correction step corrects the prediction by extrapolating the delayed measurement to the present and then incorporating it to the being estimate as there is no delay. The optimality of the incorporation is ensured by the derivation of a multiplier that reflects the relevance of past observations to the present. Simulations in MATLAB and experiments in a real networked robot system confirm the validity of the proposed approach.
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I. INTRODUCTION

Internet-based robotic systems are attracting more research attention due to their ability to open new applications from home service such as remote cleaning to industrial manufacture like tele-manipulator. Whereas early works tried to answer the question of how to control a robot through the Internet [1, 2], recent researches focused on controlling it in real time and dealing with advanced problems such as map matching, path following, and point-to-point stabilization when controlling via the Internet becomes more easily with the support of the embedded Ethernet, on-chip web server, scripting language, socket programming, etc. [3-6].

In this paper, the localization problem is addressed. Localization, that is the estimation of robot’s location and orientation from sensor data, is a major problem in mobile robotics. In order to autonomously accomplish given tasks, the robot need to know its position and orientation relative to a pre-defined frame. Various approaches have been proposed and significant progresses have been made on this front such as the dead reckoning, the map matching, the landmark, and the Bayesian methods [7-10].

When operating over the Internet, the localization however poses several new challenges. They are the inevitable communication delays, the out-of-sequence data arrival and the partial intermittent. To the author’s knowledge, only few works addressed these problems and often in an indirect way. In [11], the robot pose is estimated at the local site using the sensor system. The information is then transmitted to the remote site as the robot pose at the receiving time without considering the change of the robot during the communication. In [12], a global map which is proportional to the real dimension of a laboratory is constructed in the client side. The absolute position of the robot is then determined by comparing this global map with a reference map of the local site. A posture estimator is proposed in [13]. It employs the robot state such as wheels’ velocities and the network parameters such as the time delay to predict the robot position and orientation. It is recognizable from the proposed approaches that the key issue of control over the Internet, the communication channel, is avoided to
cope with. The data transmission between the remote controller and the actuator was treated as a given condition and rarely touched. From the viewpoint of control theory, significant delay is equivalent to inaccuracy in state estimation and control that can easily downgrade the system performance.

In this paper, the localization problem of Internet-based mobile robot is investigated. The Internet introduces latency to the data exchanged between the remote controller and the local actuator and sensor. A novel filter namely past observation-based extended Kalman filter (PO-EKF) inspired from a well-known optimal filter, the Kalman filter, is proposed. This filter enables the incorporation of delayed measurements to the posteriori estimation by introducing a “relevance factor” which describes the relevance of observations from the past to the present. Simulations have been carried out in MATLAB and experiments have been implemented in a real Internet-based mobile robot system. The results confirm the effectiveness of the proposed approach.

The paper is arranged as follows. Details of the localization problem are described in Section II. The algorithm for state estimation using the PO-EKF is explained in Section III. Section IV introduces the simulations and experiments. The paper concludes with an evaluation of the system.

II. SYSTEM MODELLING AND PROBLEM FORMULATION

In this paper, the two wheeled, differential-drive mobile robot with non-slipping and pure rolling is considered. The state of the robot is the position of the wheels axis center \((x, y)\) and the chassis orientation \(\theta\) with respect to the x axis. Figure 1 shows the coordinate systems and notations for the robot where \(R\) denotes the radius of driven wheels and \(L\) denotes the distance between the wheels.

![Figure 1: The robot’s pose and parameters](image)

Let \(T_s\) be the sampling period, \(\omega_L(k)\) and \(\omega_R(k)\) be the measurements of rotational speed of the left and right wheels with the encoders at the time \(k\), respectively. The discrete kinematics model of the robot is given by:

\[
\begin{align*}
x_{k+1} &= x_k + \frac{R}{2} T_s(\omega_L(k) + \omega_R(k)) \cos \theta_k \\
y_{k+1} &= y_k + \frac{R}{2} T_s(\omega_L(k) + \omega_R(k)) \sin \theta_k \\
\theta_{k+1} &= \theta_k + \frac{R}{L} T_s(\omega_L(k) - \omega_R(k))
\end{align*}
\]  

(1)

In practice, (1) suffers from unavoidable errors appeared in the system. Errors can be both systematic such as the imperfectionness of robot model and nonsystematic such as the slip of wheels. These errors have accumulative characteristic so that they can break the stability of the system if appropriate compensation is not considered. In order to capture these scenarios, the system model is rewritten in the state space representation as follows.

Let \(x = [x, y, \theta]^T\) be the state vector. This state can be observed by an absolute measurement, \(z\). This measurement is described by a nonlinear function, \(h\), of the robot coordinates and a noise process, \(v\).
Denoting the function (1) as \( f \), with an input vector \( \mathbf{u} \) and a disturbance \( \mathbf{w} \), the robot is then described by:

\[
\begin{align*}
\mathbf{x}_{k+1} &= f_k(\mathbf{x}_k, \mathbf{u}_k, \mathbf{w}_k) \\
\mathbf{z}_k &= h_k(\mathbf{x}_k, \mathbf{v}_k)
\end{align*}
\]  

(2)

where the random variables \( \mathbf{w}_k \) and \( \mathbf{v}_k \) represent the process and measurement noises respectively. They are assumed to be independent to each other, white, and with normal probability distributions:

\[
\mathbf{w}_k \sim \mathcal{N}(0, \mathbf{Q}_k) \quad \mathbf{v}_k \sim \mathcal{N}(0, \mathbf{R}_k) \quad \mathbb{E}(\mathbf{w}_k^T \mathbf{v}_k^T) = 0
\]

Now, consider the robot system when distributing over the Internet. The system becomes decentralized and its functioning operation depends on a number of network parameters such as the time delay, the data loss and the out-of-order data arrival. Among parameters, the time delay introduces the dominant influence and is focused in this paper. Other issues will be addressed in future work. The operation of the system can be described in Figure 2.

![Figure 2: Model of Internet-based robot system](image)

At time \( k \), the controller sends a control input \( \mathbf{u} \) to the actuator. Due to the network delay \( n \), the control signal arrives to the actuator at time \( k+n \). After one sampling period to the time \( k+n+1 \), the system state changes and the sensor updates this by taking a measurement \( \mathbf{z} \). The measurement is transmitted over the Internet to the state estimator at time \( k+n+m+1 \) in which \( m \) is the time delay of the transmission. The measurement \( \mathbf{z} \), the control input \( \mathbf{u} \), and the knowledge of the system are then incorporated in the estimator to extract the state of the system. This estimate is employed as the feedback for the controller to start a new control cycle.

From the analysis, the robot state at time \( k \) is driven by the control input at time \( k-n-1 \) while the state estimation at time \( k \) is actually based on the measurement at time \( k-m \). The system is therefore non-memoryless and can be rewritten as follows:

\[
\begin{align*}
\mathbf{x}_k &= f_{k-i}(\mathbf{x}_{k-i}, \mathbf{u}_{k-i}, \mathbf{w}_{k-i}) \\
\mathbf{z}_k' &= h_{k-i}(\mathbf{x}_{k-i}, \mathbf{v}_{k-i})
\end{align*}
\]  

(3)

where \( i=k-m \) is the time that the delayed measurement \( \mathbf{z}_k' \) is taken. Our approach for the problem of localization is the development of an algorithm for the no-Internet case and then extends it to cope with network problems.

### III. LOCALIZATION ALGORITHM

As defined in previous section, the state vector \( \mathbf{x}_k \) includes the position and orientation of the mobile robot. Consequently, the robot localization becomes the problem of state estimation with the state space model described in (3). The optimal solution for this is the Kalman filter \([14, 15]\). In this section, the standard Kalman filter is first briefly described. The past observation-based Kalman filter
(PO-KF) is then derived to cope with the time delay induced by the Internet. Finally, the PO-KF is extended to apply to the nonlinear robot system.

1. The standard Kalman filter

The Kalman filter by definition is a set of mathematical equations that provides an efficient computational (recursive) means to estimate the state of a process, in a way that minimizes the mean of the squared error [15]. Consider a linear discrete system observed by measurements in which both are subjected to noises as follows:

\[
\begin{align*}
\mathbf{x}_k &= A_{k-1} \mathbf{x}_{k-1} + B_{k-1} \mathbf{u}_{k-1} + \mathbf{w}_{k-1} \\
\mathbf{z}_k &= H_k \mathbf{x}_k + \mathbf{v}_k 
\end{align*}
\] (4)

The noises \( \mathbf{w}_k \) and \( \mathbf{v}_k \) are assumed to be independent to each other, white, and with normal probability distributions: \( \mathbf{w}_k \sim \mathcal{N}(0, \mathbf{Q}_k) \) \( \mathbf{v}_k \sim \mathcal{N}(0, \mathbf{R}_k) \) \( E(\mathbf{w}_j \mathbf{v}_j^T) = 0 \)

The steps to calculate the Kalman filter for the system (4) can be summarized as follows:

- **The time update equations (prediction phase):**

\[
\begin{align*}
\hat{\mathbf{x}}_k &= A_{k-1} \hat{\mathbf{x}}_{k-1} + B_{k-1} \mathbf{u}_{k-1} \\
\mathbf{P}_k &= A_{k-1} \mathbf{P}_{k-1} A_{k-1}^T + \mathbf{Q}_{k-1}
\end{align*}
\] (5)

where \( \hat{\mathbf{x}}_k \in \mathbb{R}^n \) is the *priori* state estimate at step \( k \) given knowledge of the process prior to step \( k \), \( \mathbf{P}_k \) denotes the covariance matrix of the state-prediction error and \( \mathbf{Q}_{k-1} \) is the input-noise covariance matrix.

- **The data update equations (correction phase):**

\[
\begin{align*}
\mathbf{K}_k &= \mathbf{P}_k H_k^T [H_k \mathbf{P}_k H_k^T + \mathbf{R}_k]^{-1} \\
\hat{\mathbf{x}}_k &= \hat{\mathbf{x}}_k + \mathbf{K}_k [\mathbf{z}_k - H_k \hat{\mathbf{x}}_k] \\
\mathbf{P}_k &= [I - \mathbf{K}_k H_k] \mathbf{P}_k
\end{align*}
\] (6)

where \( \hat{\mathbf{x}}_k \in \mathbb{R}^n \) is the *posteriori* state estimate at step \( k \) given measurement \( \mathbf{z}_k \), \( \mathbf{K}_k \) is the Kalman gain and \( \mathbf{R}_k \) is the covariance matrix of measurement noise.

When operating over the Internet, both control inputs and observation measurements suffer from the communication delay. This delayed information cannot be fused using the standard Kalman filter but requires some modifications in the structure of the filter.

2. The past observation-based Kalman filter with time delay

From (3), the state \( \mathbf{x}_i \) at time \( k \) actually reflects the effect of the input \( \mathbf{u} \) at time \( k-n-1 \). The time update equation (5) of the Kalman filter therefore can be rewritten as follows:

\[
\begin{align*}
\hat{\mathbf{x}}_k &= A_{k-1} \hat{\mathbf{x}}_{k-1} + B_{k-1} \mathbf{u}_{k-1} \\
\mathbf{P}_k &= A_{k-1} \mathbf{P}_{k-1} A_{k-1}^T + \mathbf{Q}_{k-1}
\end{align*}
\] (7)

In order to derive the new data update equation, we consider the measurement \( \mathbf{z}_i \) in (3). This measurement was taken at the previous time \( i \). Due to the delay, it could not reach the estimator until time \( k \). Therefore, we construct the data update equation of the form:

\[
\begin{align*}
\hat{\mathbf{x}}_k &= \hat{\mathbf{x}}_k + \mathbf{K}_k [\mathbf{z}_i - H_k \hat{\mathbf{x}}_k] \\
\mathbf{P}_k &= [I - \mathbf{K}_k H_k] \mathbf{P}_k
\end{align*}
\] (8)

and recompute the Kalman gain and error covariance to ensure the optimality of the new equation.

**Kalman gain and Posteriori Error Covariance:** Assume that the measurement is fused using (8) with an arbitrary gain \( K_k \). The covariance of the *posteriori* estimate error, \( \mathbf{P}_k^+ \), is determined as:
\[ P_k^* = E(e_i^e_i^T) \]
\[ = E(e_i^e_i^T - e_i^e_i^T(K_k H_i)^T - e_i^v_i K_k^T - K_k H_i e_i^e_i^T + K_k H_i e_i^e_i^T(K_k H_i)^T + K_k H_i e_i^v_i K_i^T - K_k v_i e_i^e_i^T + K_k v_i e_i^v_i (K_k H_i)^T + K_k v_i e_i^v_i K_i^T] \]  (9)

Due to the independence between \( e^* \) and \( v \), (9) can be simplified to:
\[ P_k^* = E(e_i^e_i^T) - E(e_i^e_i^T)(K_k H_i)^T - K_k H_i E(e_i^e_i^T) \]
\[ + K_k H_i E(e_i^e_i^T)(K_k H_i)^T + K_k H_i E(v_i v_i^T) K_k^T ] \]
\[ = P_k^* - L_i H_i^T K_k^T - K_k H_i L + K_k H_i P_i^* H_i^T K_k^T + K_k R_i K_k^T \]
\[ \text{where } L = E(e_i^e_i^T). \]

As the matrix \( K_k \) is chosen to be the gain or blending factor that minimizes the posteriori error covariance, this minimization is accomplished by taking the derivative of the trace of the posteriori error covariance with respect to \( K_k \), setting that result equal to zero, and then solving for \( K_k \). Applying this process to (10) obtains:

\[ \frac{\partial \text{tr}(P_k^*)}{\partial K_k} = 2(-L_i H_i^T + K_k H_i P_i^* H_i^T + K_k R_i) = 0 \]
\[ \Leftrightarrow K_k = L_i H_i^T [H_i P_i^* H_i^T + R_i]^{-1} \]
\[ \text{(12)} \]

Inserting (12) in (10) leads to a simpler form of \( P_k^* \):
\[ P_k^* = P_k^* - K_k H_i L \]
\[ \text{(13)} \]

In order to compute \( L \), the priori state estimate at time \( k \) needs determining from the estimate at time \( i \). Through the time update (7) and the data update (8), \( e^* \) becomes:
\[ e_i^* = x_i - \hat{x}_i \]
\[ = A_{k+i} e_{i-1}^* - w_{k-1} \]
\[ = A_{k+i} [(I - K_{k-1} H_{k-1}) e_{k-1}^* + K_{k-1} v_{k-1}] - w_{k-1} \]
\[ \text{(14)} \]

After \( m \) updating steps, the estimation error becomes:
\[ e_i^* = F e_{i-1}^* + \xi_1 (w_{j}, ..., w_{k-1}) + \xi_2 (v_{j}, ..., v_{k-1}) \]
\[ \text{(15)} \]
where
\[ F = \prod_{j=1}^{m} A_{k+j} (I - K_{k+j} H_{k+j}) \]
\[ \text{(16)} \]
and \( \xi_1 \) and \( \xi_2 \) are the functions of noise sequences \( w \) and \( v \). From (15) and the independence between \( e^* \) and noise sequences, the covariance \( L \) becomes:
\[ L = E(e_i^e_i^T) = P_i^* F^T \]
\[ \text{(17)} \]
Substituting (17) in (13) and (12) yields:
\[ P_k^* = P_k^* - K_k H_i P_i^* F^T \]
\[ \text{and} \]
\[ K_k = F P_i^* H_i^T [H_i P_i^* H_i^T + R_i]^{-1} \]
\[ \text{(18)} \]
The PO-KF for the networked linear system can be summarized as follows:

- **The time update equations:**
  \[
  \hat{x}_k^- = A_{k|k-1}\hat{x}_{k-1}^- + B_{k|k-1}u_{k-1}
  \]
  \[
  P_k^- = A_{k|k-1}P_{k-1}^-A_{k|k-1}^T + Q_{k-1}
  \]
  (20)

- **The data update equations:**
  \[
  M_s = \prod_{i=1}^{m} A_{k|k-1}(I - K_{k|k-1}H_{k|k-1})
  \]
  \[
  K_k = M_k P_{k|k-1}^r [H_k P_{k|k-1}^r H_k^T + R_k]^{-1}
  \]
  \[
  \hat{x}_k^* = \hat{x}_k^- + K_k [z_k - H_k \hat{x}_k^-]
  \]
  \[
  P_k^* = P_k^- - K_k H_k P_{k|k-1}^r M_k
  \]
  (21)

3. **The past observation-based extended Kalman filter for Internet-based robot systems**

Though the PO-KF derived in previous section is capable for networked control systems, the system has to be linear. As our robot system is nonlinear, further modification needs to be accomplished. In this section, the derivation of the EKF is inherited to extend the PO-KF for the nonlinear system. The main idea is the linearization of a nonlinear system around its previous estimated states.

Performing a Taylor series expansion of the state equation around \( \hat{x}_{k-1}^* \), \( u_{k-1} \), \( 0 \) gives:

\[
x_k = f_{k-1}(\hat{x}_{k-1}^*, u_{k-1}, 0) + \frac{\partial f_{k-1}}{\partial x}(\hat{x}_{k-1}^*, u_{k-1}, 0)(x_{k-1} - \hat{x}_{k-1}^*) + \frac{\partial f_{k-1}}{\partial w}(\hat{x}_{k-1}^*, u_{k-1}, 0)w_{k-1}
\]

\[
= f_{k-1}(\hat{x}_{k-1}^*, u_{k-1}, 0) + A_{k-1}(x_{k-1} - \hat{x}_{k-1}^*) + W_{k-1}w_{k-1}
\]

\[
= A_{k-1}x_{k-1} + f_{k-1}(\hat{x}_{k-1}^*, u_{k-1}, 0) - A_{k-1}\hat{x}_{k-1}^* + W_{k-1}w_{k-1}
\]

where \( A_{k-1}, W_{k-1}, \tilde{u}_{k-1}, \tilde{w}_{k-1} \) are defined by the above equation. Similarly, the measurement equation is linearized around \( x_k = \hat{x}_k^* \) and \( v_k = 0 \) to obtain:

\[
z_k = h_k(\hat{x}_k^*, 0) + \frac{\partial h_k}{\partial x}(\hat{x}_k^*) (x_k - \hat{x}_k^*) + \frac{\partial h_k}{\partial v}(\hat{x}_k^*) v_k
\]

\[
= h_k(\hat{x}_k^*, 0) + H_k(x_k - \hat{x}_k^*) + V_k v_k
\]

\[
= H_kx_k + [h_k(\hat{x}_k^*, 0) - H_k\hat{x}_k^*] + V_k v_k
\]

(23)

where \( H_k, V_k, \tilde{z}_k \) and \( \tilde{v}_k \) are defined by the above equation. The system (22) and measurement (23) now become linear and the PO-KF can be applied to obtain the PO-EKF for the robot localization as follows:

- **The time update equations at prediction phase:**
  \[
  \hat{x}_k^- = f_{k-1}(\hat{x}_{k-1}^*, u_{k-1}, 0)
  \]
  \[
  P_k^- = A_{k|k-1}P_{k-1}^-A_{k|k-1}^T + W_kQ_{k-1}W_k^T
  \]
  (24)

- **The data update equations at correction phase:**
\[ M_s = \prod_{i=1}^{m} A_{k,i} (I - K_{k,i} H_{k,i}) \]

\[ K_{k} = M_{k} P_{k}^{-1} H_{s}^{T} (H_{s} P_{s}^{-1} H_{s}^{T} + V_{s} R_{s} V_{s}^{T})^{-1} \]

\[ \hat{x}_{k+1} = \hat{x}_{k} + K_{k}[z_{k} - h(\hat{x}_{k},0)] \]

\[ P_{k} = P_{k} - K_{k} H_{s} P_{s}^{-1} M_{s}^{T} \]

**IV. SIMULATIONS AND EXPERIEMENTS**

In order to evaluate the efficiency of the PO-EKF for the localization of networked mobile robot, simulations and experiments have been carried out.

**1. Simulations**

Simulations are conducted in MATLAB with parameters extracted from a real networked robot system. The robot is a two wheeled, differential-drive mobile robot with the kinematics described in section II. The radius of two wheels is 0.05m and the distance between the wheels is 0.51m. The input noise is modeled as being proportional to the angular speed \( \omega_{L,k} \) and \( \omega_{R,k} \) of the left and right wheels, respectively. Thus, the variances equal to \( \delta \omega_{L,k}^2 \) and \( \delta \omega_{R,k}^2 \), where \( \delta \) is a constant with the value 0.01 determined by experiments. The input-noise covariance matrix \( Q_{k} \) is defined as:

\[ Q_{k} = \begin{bmatrix} \delta \omega_{L,k}^2 & 0 \\ 0 & \delta \omega_{R,k}^2 \end{bmatrix} \] (26)

In the simulations, it is supposed that the robot has a sensor system that can directly measure the robot position and orientation in the motion plane. This measurement is suffered from a Gaussian noise with zero mean and the covariance:

\[ R_{k} = \begin{bmatrix} 0.01 & 0 & 0 \\ 0 & 0.01 & 0 \\ 0 & 0 & 0.018 \end{bmatrix} \] (27)

Remaining parameters for the implementation of the PO-EKF are retrieved from the state-space model of the robot (3) as follows:

\[ A_{k} = \frac{\partial f_{k}}{\partial x_{k,i_{j},u_{i},0}} = \begin{bmatrix} 1 & 0 & -T_{v}\sin \hat{\theta}_{k} \\ 0 & 1 & T_{v}\cos \hat{\theta}_{k} \\ 0 & 0 & 1 \end{bmatrix} \] (28)

\[ W_{k} = \frac{\partial f_{k}}{\partial w_{k,i_{j},u_{i},0}} = \begin{bmatrix} T_{v}\cos \hat{\theta}_{k} & 0 \\ T_{v}\sin \hat{\theta}_{k} & 0 \\ 0 & T_{v} \end{bmatrix} \] (29)

\[ H_{k} = V_{k} = I \] (30)

The Internet time delay \( n(k) \) in general is described as follows:
where $l_i$ is the $i^{th}$ length of link; $C$ is the speed of light; $t^R_i$ is the routing speed of the $i^{th}$ node; $t^L_i(k)$ is the delay caused by the $i^{th}$ node’s load; $M$ is the amount of data; $b_i$ is the bandwidth of the $i^{th}$ link; $d_R$ is a term which is independent of time; and $d_L(k)$ is a time-dependent term. Because of the term $d_L(k)$ it is impossible to predict the internet time delay at every instant. In simulations and experiments, it is more efficient to measure the time delay at each sampling rate and use it for the localization. The measurement can be taken by adding timestamp to each sending message and performing the clock synchronization. Figure 3 shows the time delay measured in by our system in an experimental with the Internet.
In evaluating the localization algorithm, the simulator constructs an arbitrary trajectory for the robot employing the dead-reckoning method, called theory trajectory (Figure 4a). Due to the input disturbance and communication delay, the robot actually follows a different path namely real trajectory. Measurements are performed to generate an observation trajectory. This trajectory suffers from the measurement noise and communication delay. Figure 4b shows trajectories in horizontal direction in a same coordinate. For the convenience of view and comparison, only 100 samples are displayed.

The localization is performed under two configurations: the normal extended Kalman filter (EKF) and the past observation-based extended Kalman filter (PO-EKF) to create estimated trajectories. Results for the scenario in which the control inputs and measurements are respectively delayed 300ms ($n=3$) and 400ms ($m=4$) are shown in Figure 5a. The deviation between the estimated trajectories and the real trajectory is derived in Figure 5b. It is recognizable that the PO-EKF introduces smaller deviation than the EKF. Having similar results, Figure 6 describes the vertical deviation between the estimated and the real trajectory in another simulation in which the robot follows a sinusoidal path.

Figure 5: Comparison between the estimated trajectories using EKF and PO-EKF with $n=3$, $m=4$

a) Trajectories in the motion plan  

b) Deviations between the estimated and the real trajectories in the X direction

Figure 6: Comparison between estimated trajectories using the EKF and PO-EKF with $n=2$, $m=4$

a) Trajectories in the motion plan  

b) Deviations between the estimated and the real trajectories in the Y direction
2. Experiments

Experiments are carried out in a real networked mobile robot system (Figure 7). The robot is a Multi-Sensor Smart Robot (MSSR) developed at our laboratory. It contains basic components for motion control, sensing, navigation (Figure 8). The communication environment is the Internet and the 3G network is used. The remote controller is written in Visual C++ and implemented in a laptop computer. The time delay between the controller and the robot is determined by periodically transmitting probe messages. More details of the system can be referred from our previous work [16].

![Figure 7: Hardware configuration of the Internet-based Robot system](image1)

![Figure 8: The networked mobile robot](image2)

In experiments, the robot is controlled in the manual mode to follow predefined paths. The localization is performed at two ends: the robot itself as no Internet and the remote controller with delayed data. Figure 9a shows the localization results in which the robot and the controller are connected to a local Internet service provider. The average time delay measured in this case is 483ms. The dot-dashed line presents the localization with no delay data while the dashed and the continuous lines respectively describe the results of the normal EKF and the PO-EKF algorithms with delayed data. Deviations between the trajectories with delayed data and the trajectory with no delay data are shown in Figure 9b,c,d. It is recognizable that the PO-EKF-based estimation is closer to the no-delay estimation than the EKF-based one. In another experiment, a VPN connection to a server located in the United States is utilized to simulate a far distance communication between the controller and the robot. Results show that average time delay is 773ms and the PO-EKF is able to compensate a certain amount of the time delay (Figure 10).
Figure 9: Estimated trajectories and their deviations with domestic Internet connections
a) Estimated trajectories
b) Deviations between the EKF and PO-EKF with the no-delay estimation in X direction
c) Deviations between the EKF and PO-EKF with the no-delay estimation in Y direction
d) Deviations between the EKF and PO-EKF with the no-delay estimation in orientation

Figure 10: Estimated trajectories with a VPN connection to the United States

V. CONCLUSION

In this paper, the localization problem of a mobile robot is investigated in the presence of Internet induced delay. A new state estimation algorithm namely PO-EKF is proposed in which the knowledge of system kinematics and the information of delayed measurements are combined. The optimality of the combination is theoretically analyzed and proven. A number of simulations and experiments have been conducted and the results confirm that the proposed algorithm is able to compensate the time delay caused by the Internet and the accuracy of the localization is sufficient for navigation tasks. In future work, other problems induced by the Internet such as the data loss and the out-of-order packet arrival will be addressed.
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