I. INTRODUCTION

The recent discoveries of correlated insulating and superconducting behaviors in twisted bilayer graphene (TBG)\(^\text{1–3}\) have generated great interest in the study of graphene-based systems. Since this two-dimensional heterostructure has an unprecedented tunability, the TBG can serve as a new platform to study the correlated electron systems like high-temperature superconductors. A considerable theoretical effort has been devoted to the study on the pairing mechanism and symmetry for the superconducting state (SC state) predicted for the honeycomb lattice including on-site nearest-neighbor Coulomb repulsions, and nearest-neighbor ferromagnetic exchange and pair hopping interactions. By varying the strength of the nearest-neighbor exchange coupling and Coulomb repulsion as free parameters, we present rich ground-state phase diagrams which contain the spin-triplet \(f\)-wave and spin-singlet \(d\)-wave superconducting phases, the commensurate and incommensurate spin- and charge-density-wave phases, and the ferromagnetic phase. In the absence of the exchange coupling and for small value of the nearest-neighbor repulsion, the four-sublattice spin-density-wave phase is generated right around the van Hove filling, while the chiral \(d\)-wave superconductivity emerges slightly away from it. Surprisingly, the chiral \(d\)-wave superconductivity is strongly suppressed by weak nearest-neighbor exchange coupling in our calculations. We argue that this suppression might be one of the reasons why the chiral superconductivity proposed for doped graphene has not yet been observed experimentally.

Motivated by recent discovery of correlated insulating and superconducting behavior in twisted bilayer graphene, we revisit graphene’s honeycomb lattice doped close to the van Hove singularity, using the truncated unity functional renormalization group approach. We consider an extended Hubbard model on the honeycomb lattice including on-site and nearest-neighbor Coulomb repulsions, and nearest-neighbor ferromagnetic exchange and pair hopping interactions. By varying the strength of the nearest-neighbor exchange coupling and Coulomb repulsion as free parameters, we present rich ground-state phase diagrams which contain the spin-triplet \(f\)-wave and spin-singlet \(d\)-wave superconducting phases, the commensurate and incommensurate spin- and charge-density-wave phases, and the ferromagnetic phase. In the absence of the exchange coupling and for small value of the nearest-neighbor repulsion, the four-sublattice spin-density-wave phase is generated right around the van Hove filling, while the chiral \(d\)-wave superconductivity emerges slightly away from it. Surprisingly, the chiral \(d\)-wave superconductivity is strongly suppressed by weak nearest-neighbor exchange coupling in our calculations. We argue that this suppression might be one of the reasons why the chiral superconductivity proposed for doped graphene has not yet been observed experimentally.

In the case of graphene, the electron-driven SC state is most likely realized when doped to the vicinity of the van Hove singularity (VHS). Near the VHS, a combination of the logarithmically divergent density of states and the approximate nesting of the FS strongly enhances the effect of interactions\(^{18–21}\), which can lead to the emergence of a variety of ordered states\(^{26} \) at relatively high temperatures. In previous works on graphene near the VHS filling, various electronic instabilities were analyzed using the mean-field theory\(^{26–28}\), random phase approximation\(^{29,30}\), quantum Monte Carlo (QMC)\(^{31,32}\), variational\(^{33,34}\), and renormalization group (RG)\(^{15,35,36}\) approaches.

Both the random phase approximation\(^{29}\) and the perturbative RG studies\(^{15}\) have predicted that the electron-driven chiral \(d\)-wave SC could emerge upon doping graphene towards or onto the VHS. Several calculation results using the \(N\)-patch functional renormalization group (FRG)\(^{35}\), Grassmann tensor product state\(^{36}\), and finite-temperature determinantal QMC\(^{33}\) approaches also support the chiral \(d\)-wave SC in the vicinity of the VHS, while the singular-mode FRG calculation\(^{36}\) reports it for doping away from the VHS. Another instability towards the spin-triplet \(p\)-wave SC near the VHS filling has been found in a study using variational cluster approximation and cellular dynamical mean-field theory\(^{37}\), and...
a dynamic cluster approximation calculation\textsuperscript{42}.

The charge and magnetic instabilities have also been analyzed in previous works on graphene doped close to the VHS. A Pomeranchuk instability has been reported in the calculations by mean-field theory\textsuperscript{30} and generalized Pomeranchuk method\textsuperscript{31}. There have been several works that found a topologically nontrivial chiral spin-density-wave (SDW) order at the VHS filling by using the mean-field theory\textsuperscript{32}, the singular-mode FRG\textsuperscript{33}, the finite-temperature determinant QMC\textsuperscript{34}, and a combination of exact diagonalization, density matrix RG, and variational Monte Carlo methods\textsuperscript{35}. The random phase approximation\textsuperscript{36} and the mean-field theory\textsuperscript{37} have reported another SDW order for doping at the VHS. Thus, there exist remarkable diversity and discrepancy regarding predicted electronic instabilities for the honeycomb lattice near the VHS filling.

On the other hand, in the studies above, the electrons on the graphene’s honeycomb lattice are mostly described by both the Hubbard model with on-site and nearest-neighbor Coulomb interactions and the $t$-$J$ model which is derived from the Hubbard model with strong on-site repulsion. A FRG study\textsuperscript{38} employed the Hubbard model with additional antiferromagnetic exchange interaction, but to our knowledge, there have been no previous studies on the doped honeycomb lattice where the ferromagnetic exchange interaction was taken into account. It is well known that the expansion of the Coulomb interaction Hamiltonian in the localized Wannier orbitals produces the ferromagnetic exchange couplings and pair-hopping terms between neighboring sites (the detailed description of it can be found in Appendix A). We argue that the combination of ferromagnetic exchange and pair hopping should be involved into the bare interaction, though it is very weak and may be canceled by the antiferromagnetic exchange couple generated by virtual hopping processes for strong on-site repulsion. A rich ground-state phase diagram for a half-filled honeycomb lattice has been created by the extended Hubbard model involving the ferromagnetic exchange interaction\textsuperscript{39}.

The above-mentioned facts show that a consistent picture of possible electronic instabilities on the honeycomb lattice described by the Hubbard model is still lacking, probably due to competition between several ordering tendencies upon varying the interaction parameters or the doping. Hence, it appears promising and necessary to investigate the system using a reliable and unbiased method that allows us to alter these parameters over a wide range.

Here, we employ the recently developed truncated unity functional renormalization group (TUFRG) approach\textsuperscript{40} with a high momentum resolution to study the competing electronic orders on the honeycomb lattice near the VHS filling with a focus on the effect of the nearest-neighbor exchange interaction. Taking into account the exponential decay of the ferromagnetic exchange coupling with the interatomic distance and the strong screening of the density-density interaction due to large value of the density of states near the VHS, we consider the Hubbard model including the on-site repulsion $U$, the nearest-neighbor repulsion $V$, and the nearest-neighbor ferromagnetic exchange coupling $J$. Based on it, we build the tentative phase diagrams in the space of the nearest-neighbor repulsion $V$ and the doping level $\delta$ for the fixed value of $U$ and several typical values of $J$, which would provide a comprehensive picture of possible ordered ground states and a reasonable description for the effects of the interaction parameters on the ordering tendencies.

Our main result are summarized as follows. In the absence of the exchange coupling $J$ and for small nearest-neighbor repulsion $V$, the four-sublattice SDW phase is generated right around the VHS, while the chiral $d$-wave SC emerges slightly away from it, which is similar to the result in Ref. \textsuperscript{36}. Upon increasing $V$, the spin-triplet $f$-wave SC becomes dominant below the VHS. If $V$ is further increased, the charge-density-wave (CDW) state with broken $\pi/3$-rotation symmetry and a charge transfer from sublattice $A$ to $B$ (or vice versa) will be favored for all doping levels studied. The incommensurate SDW and CDW orders are also found in some regions of the phase diagram. Remarkably, upon involving weak exchange coupling of $J \approx 0.14eV$, the chiral $d$-wave SC completely disappears from our phase diagram. For an artificially large value of $J$, the phase diagrams have simple structures consisting of both the CDW and the ferromagnetic phases.

This paper is organized as follows. In Sec. II we specify the model Hamiltonian and give a description of the TUFRG scheme. In Sec. III we present and analyze the schematic phase diagrams for electrons subjected to the on-site repulsion, the nearest-neighbor repulsion, and exchange interaction. Finally, in Sec. IV we draw our conclusions.

II. MODEL AND METHOD

A. Extended Hubbard model

We study spin-1/2 electrons on the honeycomb lattice doped close to the VHS which are described by an extended Hubbard model including ferromagnetic exchange interaction. The noninteracting part of the model is represented by a tight-binding Hamiltonian with nearest-neighbor and next-nearest-neighbor hoppings,

$$H_0 = -t \sum_{\langle iA,jB \rangle,\sigma} (c_{iA\sigma}^\dagger c_{jB\sigma} + \text{H.c.}) - t' \sum_{\langle \langle io,j0 \rangle \rangle,\sigma,\sigma'} (c_{io\sigma}^\dagger c_{j0\sigma'} + \text{H.c.}) - \mu N_e,$$

where the operator $c_{io\sigma}^\dagger (c_{io\sigma})$ creates (annihilates) an electron at lattice site $i$ with spin polarity $\sigma$ in sublattice $o$, $\langle iA,jB \rangle$ ($\langle \langle io,j0 \rangle \rangle$) denotes nearest-neighbor (next-nearest-neighbor) bonds, $\mu$ is the chemical potential, and
$N_e$ is the total electron number operator. The doping level is controlled by the chemical potential and defined by $\delta = n_e - 1$ where $n_e$ is the number of electrons per site. These parameters have the values of $\mu_{\text{VHS}} = t + 2t'$, $\delta_{\text{VHS}} = 0.25$ at the VHS filling. The interaction part of the model is given by

$$H_{\text{int}} = U \sum_{i,o} n_{i\sigma} n_{i\bar{\sigma}} + V \sum_{\langle i,j \rangle B} \sum_{\sigma,\sigma'} n_{iA\sigma} n_{jB\sigma'} + J \sum_{\langle i,j \rangle B} \sum_{\sigma,\sigma'} c_{iA\sigma}^{\dagger} c_{jB\sigma} c_{iA'\sigma'} c_{jB\sigma'} + J \sum_{\langle i,j \rangle B} \left( c_{iA\sigma}^{\dagger} c_{iA'\sigma} c_{jB\sigma} c_{jB\sigma'} + \text{H.c.} \right),$$

where $n_{i\sigma} = c_{i\sigma}^{\dagger} c_{i\sigma}$ is the local electron density operator for spin polarity $\sigma$, and the terms in Eq. (2) represent the on-site and nearest-neighbor density-density interactions, the nearest-neighbor ferromagnetic exchange interaction, and the nearest-neighbor pair hopping. The derivation of this interaction Hamiltonian is presented in Appendix A.

We allow the extended ranges of the parameters $V$ and $J$ to investigate their effects on the ground state of the heavily doped honeycomb lattice, but not constrained by the actual values of graphene. We take $t = 2.8eV$, $t' = 0.1eV$, $U = 3.6t$, as suggested in Ref. 41 and used in Ref. 35. In our calculations we have considered the parameters $\delta$ and $V$ in the ranges of $[0.19, 0.31]$ and $[0, 3t]$, respectively.

### B. Truncated unity functional renormalization group method

Since graphene has the bandwidth ($\sim 17eV$) of the order of the interaction scale ($\sim 10eV$) and does not exhibit any Mott insulating behavior at half filling, it can be thought to be in the intermediate coupling regime. The FRG method is known to operate most reliably for intermediate coupling. It serves as an unbiased tool for investigating correlated electron systems and accounts for the competition and mutual interplay between different channels because it takes into account an infinite sum of all possible one-loop diagrams including the vertex corrections between the particle-particle and particle-hole channels, on equal footing. In fact, it has already been used to investigate the FS instability in doped graphene.

As a modified version of the FRG, the TUFGR approach is based on the exchange parametrization and the singular-mode FRG approaches. It has the advantages that it allows for a high speed calculation with high momentum resolution and an efficient parallelization on a large number of computer nodes. The TUFGR method has been applied to the analysis of the electronic instabilities for the half-filled honeycomb lattice and strained graphene.

The TUFRG method has been applied to the analysis of the electronic properties, one generally use a truncation in which all $n$-point vertices with $n \geq 6$ are set to zero, and the self-energy correction and the frequency dependence of the 4-point vertex function are neglected. Such an approximation has proven to provide reliable results for many two-dimensional systems. Assuming weak to moderate 4-point vertex and the absence of higher-order, i.e., $n$-point ($n \geq 6$) vertices at a bare level, it was shown that for high-energy scales of renormalization, where the 4-point vertex $\gamma^{(4)}$ (or the effective interaction $V$ in this paper) is still relatively small, the contributions of higher-order vertices are likewise small as they are developed by higher-order terms of $\gamma^{(4)}$. At intermediate scales, the contributions of higher-order vertices remain small for the case of sufficiently smooth and curved FS, even though the scale-dependent $\gamma^{(4)}$ is no longer small, according to a phase-space argument. Only at low-energy scales, where $\gamma^{(4)}$ gets diverged, the smallness of relevant phase space cannot suppress the higher-order contributions, and the RG flow has to be stopped. So the FRG with this truncation is expected to be appropriate to identify the many-particle instabilities for systems in the intermediate-coupling regime like graphene. For further discussion, we refer to the articles.

Within this approximation the 4-point part of the generating functional for spin-SU(2)-invariant systems can be represented by the effective interactions $V^{(4)}$ and the Grassmann variables $\bar{\psi}, \psi$ as

$$\Gamma^{(4)}(\psi, \bar{\psi}) = \frac{1}{2} \int d \xi_1 \cdots d \xi_4 \sum_{\alpha_1,\alpha_2,\alpha_3,\alpha_4} V_{\alpha_1\alpha_2,\alpha_3\alpha_4}(k_1, k_2, k_3, k_4) \times \delta(k_1 + k_2 - k_3 - k_4) \times \sum_{\sigma,\sigma'} \bar{\psi}_{\sigma}(\xi_1) \psi_{\sigma'}(\xi_2) \psi_{\sigma'}(\xi_4) \psi_{\sigma}(\xi_3).$$
the abbreviation $\int \frac{d\xi}{S_{BZ}} = \sum_\omega \sum_\alpha$, with the Brillouin zone (BZ) area $S_{BZ}$ and inverse temperature $\beta$. The flow equation of the effective interaction reads\cite{50,51}

$$\frac{d}{d\Omega} V^{\Omega} = J^{PP}(\Omega) + J^{ph,cr}(\Omega) + J^{ph,d}(\Omega),$$

(4)

where the expressions for $J^{PP}(\Omega)$, $J^{ph,cr}(\Omega)$, and $J^{ph,d}(\Omega)$ are

$$J^{PP}(\Omega)_{o'_1, o'_2, 0, o_1, o_2} (k'_1, k'_2; k_1, k_2) = - \sum_{\mu, \nu} \sum_{\mu', \nu'} \int dp \left[ C_{\mu, \nu, \mu', \nu'}^{\Omega, \Omega}(\omega, p + k'_1 + k'_2) G_{\mu, \nu'}^{0, \Omega}(\omega, -p) \right.$$

$$\left. \times V^{\Omega}_{o'_1, o'_2, 0, o_1, o_2} (k'_1, p + k'_1 + k'_2, -p; k_1, k_2) \right]$$

(5)

$$J^{ph,cr}(\Omega)_{o'_1, o'_2, 0, o_1, o_2} (k'_1, k'_2; k_1, k_2) = - \sum_{\mu, \nu} \sum_{\mu', \nu'} \int dp \left[ C_{\mu, \nu, \mu', \nu'}^{0, \Omega}(\omega, p + k'_1 - k_1) G_{\mu, \nu'}^{0, \Omega}(\omega, p) \right.$$

$$\times V^{\Omega}_{o'_1, o'_2, 0, o_1, o_2} (k'_1, p; p + k'_1 - k_1, k_1)$$

$$\times V^{\Omega}_{o'_1, o'_2, 0, o_1, o_2} (k'_1, p + k'_1 - k_1, k_2; k_2) + V^{\Omega}_{o'_1, o'_2, 0, o_1, o_2} (k'_1, p + k'_1 - k_1, k_1; p)$$

$$\times V^{\Omega}_{o'_1, o'_2, 0, o_1, o_2} (p + k'_1 - k_1, k_2; p, k_2)$$

$$+ V^{\Omega}_{o'_1, o'_2, 0, o_1, o_2} (p + k'_1 - k_1, k_2; p, k_2)$$

$$\times V^{\Omega}_{o'_1, o'_2, 0, o_1, o_2} (k'_1, p; k_1, p + k'_1 - k_1)$$

$$- 2 V^{\Omega}_{o'_1, o'_2, 0, o_1, o_2} (k'_1, p + k'_1 - k_1, k_1; p, k_1, p + k'_1 - k_1)$$

$$\times V^{\Omega}_{o'_1, o'_2, 0, o_1, o_2} (p, k_1, p + k'_1 - k_1, k_1)$$

(7)

with the shorthand notation $\int dp = \int \frac{dp}{S_{BZ}} \sum_\omega$ and implicit constraint $k'_1 + k'_2 = k_1 + k_2$. The effective interaction is obtained by integrating Eq. (3) with respect to energy scale $\Omega$:

$$V^{\Omega} = V^{(0)} + \int_{\Omega_0}^{\Omega} d\Omega' J^{PP}(\Omega')$$

$$+ \int_{\Omega_0}^{\Omega} d\Omega' J^{ph,cr}(\Omega') + \int_{\Omega_0}^{\Omega} d\Omega' J^{ph,d}(\Omega')$$

(8)

$$= V^{(0)} + \Phi^{pp}(\Omega) + \Phi^{ph,cr}(\Omega) + \Phi^{ph,d}(\Omega)$$

Here $\Omega_0$ is the initial value of $\Omega$. $V^{(0)} = V^{(0)}$ is the initial bare interaction, and, e.g., $\Phi^{pp}(\Omega) = \int_{\Omega_0}^{\Omega} d\Omega' J^{PP}(\Omega')$ is the single-channel coupling function.

Three bosonic propagators are defined by projecting three single-channel coupling functions onto three channels, i.e., the particle-particle, crossed particle-hole and direct particle-hole channels (a more detailed description of these projections is contained in Appendix [3]):

$$P^{\Omega} = \hat{P}[\Phi^{pp}(\Omega)],$$

$$C^{\Omega} = \hat{C}[\Phi^{ph,cr}(\Omega)], D^{\Omega} = \hat{D}[\Phi^{ph,d}(\Omega)].$$

(9)

They have matrix structures and depend only on one momentum in contrast to the effective interaction depending on three momenta. For example, the bosonic propagator $P^{\Omega}$ is a matrix that depends on the momentum transfer $q$ and contains the elements $P^{\Omega}_{o_1 o_2 m_1 o_4 n} (q)$ with sublattice indices $o_1 \sim o_4$ and basis indices $m_1, n$. Since the projections lead to the truncation in expansion of the single-channel coupling functions, the inverse projections of Eq. (9) can only give approximate results for the coupling functions:

$$\Phi^{pp}(\Omega) \approx \hat{P}^{-1}[P^{\Omega}],$$

$$\Phi^{ph,cr}(\Omega) \approx \hat{C}^{-1}[C^{\Omega}], \Phi^{ph,d}(\Omega) \approx \hat{D}^{-1}[D^{\Omega}].$$

(10)

One can also project the effective interaction $V^{\Omega}$ onto the three channels as

$$V^{\Omega}(\Omega) = \hat{P}[V^{\Omega}], V^{C}(\Omega) = \hat{C}[V^{\Omega}], V^{D}(\Omega) = \hat{D}[V^{\Omega}],$$

(11)

whose inverse projections are (a more detailed description of these projection matrices is found in Appendix [C])

$$V^{\Omega} \approx \hat{P}^{-1}[V^{\Omega}(\Omega)] \approx \hat{C}^{-1}[V^{C}(\Omega)] \approx \hat{D}^{-1}[V^{D}(\Omega)].$$

(12)

Taking the derivative of $P^{\Omega}, C^{\Omega}$ and $D^{\Omega}$ with respect to $\Omega$ one can derive the flow equations for the bosonic propagators:

$$\frac{d}{d\Omega} P^{\Omega} = \frac{d}{d\Omega} \hat{P}[\Phi^{pp}(\Omega)] = \hat{P} \left[ \frac{d}{d\Omega} \Phi^{pp}(\Omega) \right]$$

$$= \hat{P}[\Phi^{pp}(\Omega)],$$

(13)

$$\frac{d}{d\Omega} C^{\Omega} = \hat{C} \left[ J^{ph,cr}(\Omega) \right], \frac{d}{d\Omega} D^{\Omega} = \hat{D} \left[ J^{ph,d}(\Omega) \right].$$

(14)

Plugging Eqs. (5–7) into Eq. (13), and representing $V^{\Omega}$ in terms of projection matrices $V^{P}(\Omega), V^{C}(\Omega)$ and $V^{D}(\Omega)$ according to Eq. (12), we arrive at the ultimate flow equations for the bosonic propagators:\cite{10}

$$\frac{dP^{\Omega}(q)}{d\Omega} = V^{P}(\Omega)(q) \chi^{pp}(q) V^{P}(\Omega)(q),$$

$$\frac{dC^{\Omega}(q)}{d\Omega} = V^{C}(\Omega)(q) \chi^{ph}(q) V^{C}(\Omega)(q),$$

$$\frac{dD^{\Omega}(q)}{d\Omega} = [V^{C}(\Omega)(q) - V^{D}(\Omega)(q)] \chi^{ph}(q) V^{D}(\Omega)(q) + V^{D}(\Omega)(q) \chi^{ph}(q) [V^{C}(\Omega)(q) - V^{D}(\Omega)(q)],$$

(14)
with
\[
\chi^p_{\alpha\beta}(q) = -\int dk f_m(k) f_n^*(k) \times \frac{d}{d\Omega} G^\alpha_{\alpha\beta}(\omega, k + q) G^\beta_{\alpha\beta}(\omega, -k) \tag{15}
\]

C. Symmetries and Order Parameters

The honeycomb lattice has \(C_{6v}\) point-group symmetry. This symmetry leads to symmetry relations for the Bloch states and the effective interaction, yielding the relations between the bosonic propagators with different momentum arguments. By these relations, the bosonic propagators in the whole BZ can be obtained from those within the irreducible region of the BZ, which reduces the computational effort to 1/12. In our calculation we use the plane-wave basis \(f_m(k) = e^{i\mathbf{R}_m \cdot \mathbf{k}}\) for the expansion of the single-channel coupling functions in terms of the bosonic propagators. Then we can derive the explicit symmetry relations for the bosonic propagators.

Let us consider a symmetry operation \(G = (Q \mathbf{t})\), i.e., a rotation \(Q\) followed by shift \(t\). Under this operation the atom of sublattice \(o\) in the unit cell at the origin is moved to the site of sublattice \(\bar{o}\) in the unit cell at the position \(u_o\). It can be represented by
\[
Q \mathbf{d}_o + t = u_o + \mathbf{d}_\bar{o},
\]
where \(\mathbf{d}_o\) is the relative position of the sublattice \(o\) and \(u_o\) is one of the Bravais lattice vectors. The symmetry operation \(G\) yields the following symmetry relations for three bosonic propagators:
\[
P(\text{or } C, D)_{\alpha\beta}^\Omega = e^{-i\mathbf{q} \cdot (u_o - u_{\bar{o}})} P(\text{or } C, D)_{\alpha\beta}^\Omega \tag{17}
\]

In addition, the effective interactions have another symmetries, i.e., the particle-hole symmetry and the remnant of antisymmetry of Grassmann variables, which lead to the following relations:
\[
P(\text{or } C, D)_{\alpha\beta}^\Omega = [P(\text{or } C, D)_{\alpha\beta}^\Omega]^* \tag{18}
\]
for the particle-hole symmetry and
\[
P_{\alpha\beta}^\Omega = e^{i\mathbf{q} \cdot (\mathbf{R}_n - \mathbf{R}_m)} P_{\beta\alpha}^\Omega \tag{19}
\]
\[
C(\text{or } D)_{\alpha\beta}^\Omega = e^{i\mathbf{q} \cdot (\mathbf{R}_n - \mathbf{R}_m)} \times C(\text{or } D)_{\beta\alpha}^\Omega \tag{20}
\]
for the remnant of antisymmetry of Grassmann variables.

In order for the relation (17) to be exactly satisfied, some kind of filtering process is needed in each step of integration of the flow equations (14). From Eq. (17) we obtain

\[
|X^\Omega_{\alpha\beta}^{\mathbf{d}_o, \mathbf{d}_\bar{o}, \mathbf{Q} \mathbf{R}_m + \mathbf{u}_{\alpha} - \mathbf{u}_{\beta}, \mathbf{Q} \mathbf{R}_n + \mathbf{u}_{\alpha} - \mathbf{u}_{\beta}}(\mathbf{Q} \mathbf{q})| = |X^\Omega_{\alpha\beta}^{\mathbf{d}_o, \mathbf{d}_\bar{o}, \mathbf{Q} \mathbf{R}_m + \mathbf{u}_{\alpha} - \mathbf{u}_{\beta}, \mathbf{Q} R_n + \mathbf{u}_{\alpha} - \mathbf{u}_{\beta}}(\mathbf{Q} \mathbf{q})| \tag{20}
\]

for the bosonic propagator \(X\) (\(X\) can be \(P, C, \text{or } D\)). From the point of view of numerical implementation, only a limited number of bases are involved in real calculation. In this work we use only 13 plane-wave bases with the Bravais lattice vectors shown in Fig. 1(a).

To be specific, we take 2\(\pi/3\) rotation about the origin as an example. It is easy to see that, in this case, the vector \(u_o\) and the sublattice \(\bar{o}\) are
\[
\mathbf{u}_A = \mathbf{R}_0, \mathbf{u}_B = \mathbf{R}_5; \mathbf{A} = \mathbf{A}, \mathbf{B} = \mathbf{B}.
\]
According to Eq. (20), the row (column) index \((AB5) = (A, B, \mathbf{R}_6)\) is related to the row (column) index \((\mathbf{A}, \mathbf{B}, \mathbf{Q} \mathbf{R}_6 + \mathbf{u}_A - \mathbf{u}_B) = (A, B, \mathbf{R}_2 + \mathbf{R}_0 - \mathbf{R}_5) = (A, B, \mathbf{R}_2 + \mathbf{R}_2)\), as shown in Fig. 1(b):
\[
(A, B, \mathbf{R}_6) \leftrightarrow (A, B, \mathbf{R}_2 + \mathbf{R}_2)
\]
Since the vector \(\mathbf{R}_2 + \mathbf{R}_2\) is outside of the region of our consideration [see Fig. 1(a)], all the matrix elements with the row or column index of \((o, \bar{o}', \mathbf{R}_2 + \mathbf{R}_2)\) are approximated to zero. This means that, according to Eq. (20), the matrix elements \(X^\Omega_{\mathbf{d}_o, \mathbf{d}_\bar{o}, \mathbf{Q} \mathbf{R}_m + \mathbf{u}_{\alpha} - \mathbf{u}_{\beta}}(\mathbf{Q} \mathbf{q})\) and
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The row or column indices \((oo'm) = (o, o', R_m)\) that should be eliminated in the filtering process.

| Sublattice indices \((a, o')\) | Bravais lattice vectors \(R_m\) of the plane-wave bases |
|-----------------------------|--------------------------------------------------|
| \(A, B\)                   | \(R_5, R_6, R_7, R_8, R_{10}, R_{11}, R_{12}\) |
| \(B, A\)                   | \(R_2, R_3, R_7, R_8, R_9, R_{10}, R_{12}\) |

\(X^\Omega_{oo'm,AB6}(q)\) have to vanish for all \((oo'm)\) and \(q\). Similarly, if the index \((oo'm)\) is related, under any symmetry operation, to the index \((oo'm)\) with \(R_m\) outside of the region of our consideration, then all the matrix elements in the row and the column associated with the index \((oo'm)\) have to be eliminated.

Table 1 shows the row or column indices \((oo'm) = (o, o', R_m)\) that have to be eliminated by the symmetry relation in our filtering process. Furthermore, this constraint should also be applied to the projection matrices \(V^p(\Omega), V^C(\Omega),\) and \(V^D(\Omega)\). Thus, in each step of integration of the flow equations (13), the matrices \(P^\Omega, C^\Omega, D^\Omega, V^p(\Omega), V^C(\Omega),\) and \(V^D(\Omega)\) should be filtered, namely, all the elements with the row or column indices shown in Table 1 have to be set to zero.

On the other hand, the TUFGRG approach provides an unbiased analysis of possible many-body instabilities in interacting electron systems. Several methods for determining the leading instabilities and corresponding order parameters are suggested. In many FRG studies addressing multiband systems, the final effective interaction at a critical scale \(\Omega_c\) has been plugged into the mean-field equations. Wang et al. proposed an efficient FRG+MF procedure for computing order parameters in the systems with competing instabilities, in which only the irreducible part of the effective interaction entered the mean-field equations. Some of the authors have proposed a linear-response-based approach for identifying the type of order (39), which has been applied to the half-filled honeycomb lattice. The approach supports a high speed estimation of the form factors of the order parameters, so we will use it in the present work to determine the leading instabilities and build the phase diagrams. In the following, we briefly outline the approach.

One can identify the leading instability of the system by introducing infinitesimal test fields that are coupled to the fermion bilinears corresponding to various types of order and have the strength of \(\lambda\). The form factors of the order parameters can be determined by considering the linear responses of the system to the test fields. For the singlet pairing, the triplet pairing, the spin and the charge channels, the order parameters in real space are defined as follows, respectively:

\[
\Pi_{oo'm}^{SC}(R_i, R_i - R_\alpha) = \lim_{\lambda \to +0} \left\langle \left\{ \phi^\dagger_{oo'\alpha}(Q) \right\}^* \right\rangle_{\lambda}, \text{ for } X = \text{SC or tSC},
\]

\[
\Pi_{oo'm}^{X}(R_i, R_i - R_\alpha) = C e^{-iQ \cdot R_i} \left[ \phi_{oo'\alpha}(Q) \right]^* + C^* e^{iQ \cdot R_i - R_\alpha} \phi_{oo'\alpha}(Q), \text{ for } X = \text{SPN or CHG,}
\]

Here \(\left\langle \right\rangle_{\lambda}\) means the ensemble average in the presence of corresponding test fields with coupling strength \(\lambda\). All the order parameters above, except for the charge channel, vanish in the system without any spontaneous symmetry breaking. For the charge channel it exhibits the same symmetry as the system. However, if the system approaches a critical point, the corresponding susceptibility diverges and the order parameter could take a finite value. The fluctuation-dissipation theorem tells us that the divergent susceptibility leads to the divergence of related correlation function, which is, in the TUFGRG calculation, represented by the divergence of the effective interaction and the bosonic propagator in corresponding channel. By Taylor expanding the ensemble averages in Eq. (21) with respect to \(\lambda\) and analyzing their divergence, we can find the expressions for the order parameters and identify the type of order. If only one type of order with a momentum transfer \(Q\) emerges in the system, the order parameter is expressed as:

\[
\Pi_{oo'm}^{X}(R_i, R_i - R_\alpha) = C e^{-iQ \cdot R_i} \left[ \phi_{oo'\alpha}(Q) \right]^* + C^* e^{iQ \cdot (R_i - R_\alpha)} \phi_{oo'\alpha}(Q),
\]

where the constants \(\phi^\dagger_{oo'\alpha}(Q)\) are the elements of the eigenvectors, associated with the most positive eigenvalues, of the following matrices:

\[
W^{SC}(Q) = W^{tSC}(Q) = \chi^{pp}(Q)[-V^p(Q)]\chi^{pp}(Q),
\]

\[
W^{SPN}(Q) = \chi^{ph}(Q)[V^C(Q)]\chi^{ph}(Q),
\]

\[
W^{CHG}(Q) = \chi^{ph}(Q)[V^C(Q) - 2V^D(Q)]\chi^{ph}(Q),
\]

with the particle-particle and particle-hole susceptibility
matrices,
\[ \chi_{m,n}^{\text{pp}}(q) = -\frac{1}{S_{\text{BZ}}} \int dk f_m(k) f_n^*(k) \]
\[ \times \left[ \frac{1}{\beta} \sum_{\omega} G_{\omega}^{0} \left( \omega, k + q \right) G_{\omega}^{0} \left( \omega, -k \right) \right], \]
\[ \chi_{m,n}^{\text{ph}}(q) = -\frac{1}{S_{\text{BZ}}} \int dk f_m(k) f_n^*(k) \]
\[ \times \left[ \frac{1}{\beta} \sum_{\omega} G_{\omega}^{0} \left( \omega, k + q \right) G_{\omega}^{0} \left( \omega, -k \right) \right]. \tag{24} \]

For numeric implementation we discretize the irreducible region of the BZ by sampling points. The more sampling points involved, the more reliable results are expected, but the more computational effort is needed. This is true for the form-factor truncation. As mentioned above, we use 13 form-factor bases in TUFGR calculation. If we increase the number of bases to 19 (up to third intrasublattice nearest neighbors), the truncation error would be reduced, however, the required CPU time would become more than twice longer. So it is important to control the balance between both the reliability of the result and the computational effort. The choice of 13 bases truncation is justified by the fact that, in this case, the bare interaction is projected exactly onto three channels without any loss and the orbital picture used in this work ensures much faster convergence than the particle picture in an expansion of the single-channel coupling functions in the bosonic propagators. This truncation has also been applied in previous work based on the band picture of TUFGR. For discretizing the BZ, we use a mesh of the momentum transfers of \( N_q = 74 \) points for the particle-particle channel and a mesh of \( N_q = 98 \) points for the particle-hole channel, as described in the following section. When Fourier transforming the bosonic propagators it is needed to calculate the cross contributions to the projection matrices, see Eqs. \( \text{[CS]} - \text{[CL]} \) in Appendix \( \text{[C]} \). We introduce a linear fitting of the propagators in each triangle segments of the BZ while taking exactly the exponential functions to integrate analytically, which improves the quality of calculation. The resulting instabilities are robust with respect to further inclusion of the bases or introducing the denser meshes. The convergence tests for several points in parameter space, with truncation up to third neighbors or with doubly increased mesh points, have shown moderate variations in the resultant critical scales.

### III. RESULTS AND DISCUSSION

The projection matrices \( V^P(\Omega), V^C(\Omega) \) and \( V^D(\Omega) \) enter the flow equations for the bosonic propagators, so they should be found to integrate out the flow equation. Since the effective interaction is represented via the bosonic propagators,
\[ V^\Omega = V^{(0)} + \Phi^{\text{pp}}(\Omega) + \Phi^{\text{ph},cr}(\Omega) + \Phi^{\text{ph},d}(\Omega) \]
\[ \approx V^{(0)} + \tilde{P}^{-1}[P^\Omega] + \tilde{C}^{-1}[C^\Omega] + \tilde{D}^{-1}[D^\Omega], \tag{25} \]
the projection matrices can also be expressed in terms of \( P^\Omega, C^\Omega \) and \( D^\Omega \) (the detailed expressions for the projection matrices are given in Eqs. \( \text{[CS]} - \text{[CL]} \) in Appendix \( \text{[C]} \):
\[ V^P(\Omega) \approx \tilde{P}[V^{(0)}] + P^\Omega \]
\[ + \tilde{C}[\tilde{C}^{-1}[C^\Omega]] + \tilde{P}^{-1}[P^\Omega], \]
\[ V^C(\Omega) \approx \tilde{C}[V^{(0)}] + C^\Omega \]
\[ + \tilde{C}^{-1}[C^\Omega] + \tilde{C}^{-1}[D^\Omega], \]
\[ V^D(\Omega) \approx \tilde{D}[V^{(0)}] + D^\Omega \]
\[ + \tilde{D}^{-1}[D^\Omega] + \tilde{D}^{-1}[C^\Omega]. \tag{26} \]

By substituting this into Eq. \( \text{[14]} \) we obtain a closed system of differential equations for the matrices \( P^\Omega, C^\Omega \) and \( D^\Omega \). These matrices have vanishing initial values, and the initial values of \( V^P(\Omega), V^C(\Omega) \) and \( V^D(\Omega) \), namely, \( V^P(0) = \tilde{P}[V^{(0)}], V^C(0) = \tilde{C}[V^{(0)}] \) and \( V^D(0) = \tilde{D}[V^{(0)}] \) are needed for solving the system of equations. These are determined by Fourier transforming Eq. \( \text{[2]} \) and projecting it onto three channels. The results are as follows:
\[ V^P(\Omega) = V^P(\Omega) \]
\[ = \tilde{P}[V^{(0)}] + P^\Omega \]
\[ - \tilde{C}^{-1}[C^\Omega] - \tilde{P}^{-1}[P^\Omega], \tag{27} \]
\[ V^C(\Omega) = V^C(\Omega) \]
\[ = \tilde{C}[V^{(0)}] + C^\Omega \]
\[ - \tilde{D}^{-1}[D^\Omega] - \tilde{C}^{-1}[D^\Omega], \]
\[ V^D(\Omega) = V^D(\Omega) \]
\[ = \tilde{D}[V^{(0)}] + D^\Omega \]
\[ - \tilde{D}^{-1}[C^\Omega] - \tilde{D}^{-1}[D^\Omega]. \]

All other elements = 0.

In our calculation the matrices \( P^\Omega, C^\Omega, D^\Omega, V^P(\Omega), V^C(\Omega), V^D(\Omega), \chi^{\text{pp}}, \) and \( \chi^{\text{ph}} \) have \( N_D \times N_D \) structures with \( N_D = 2 \times 2 \times 13 - 14 = 38 \) reduced via the filtering process. The flow equations for the bosonic propagators, Eq. \( \text{[14]} \), are solved only for the momentum transfers in the irreducible region of the BZ which are shown in Fig. \( \text{[2]}\text{a) and [2]b} \). The mesh of the momentum transfers \( q \) mesh are constructed such that the discretized momentum transfers, i.e., \( q \) vectors, are
that are most likely candidates for the possible ordering vectors. In each step of integration of the equations, the bosonic propagators outside of the region are generated by the symmetry relations and then plugged into Eq. (26) to produce the projection matrices. Figure 2(c) shows the sampling momenta used in the integration of $\chi^{pp}$ and $\chi^{ph}$ in Eq. (15) for the doping level at the VHS ($\delta = 0.25$), which are denser near the FS.

The ordering tendencies towards diverse symmetry-broken ground states are analyzed by means of the linear-response-based approach described in Sec. III C. We have investigated these tendencies by varying the parameters $\delta$ and $V$, while fixing $J$ and $U$. The results for small and moderate values of $J$ are summarized in tentative phase diagrams shown in Fig. [3] while those for large values of $J$ in Fig. [4]. The critical scales $\Omega_C$ at which a divergence of corresponding bosonic propagator is observed, are also provided using the color bars. We outline some features of the phase diagrams below.

In the absence of the ferromagnetic exchange ($J = 0.0t$) and for small values of the nearest-neighbor repulsion ($V = 0 \sim t$), a four-sublattice spin-density-wave (SDW) phase occurs at and close to the VHS filling, while the chiral $d$-wave superconducting ($\chi$-dSC) phase away from it. An incommensurate spin-density-wave (iSDW) phase occupies the regions between the SDW and the $\chi$-dSC. This configuration is very similar to that in Ref. [3]. For moderate values of $V$ ($V \approx 1.5t$), the SDW is found again in the vicinity of the VHS, while two $\chi$-dSC regions flank it. Two additional phases, namely, a spin-triplet $f$-wave superconducting (fSC) and an incommensurate charge-density-wave (iCDW) phases occur at lower doping levels ($\delta \approx 0.19$ for iCDW and $\delta \approx 0.21$ for iSC). For large values of $V$ ($V = 2t \sim 3t$), a charge-density-wave phase with broken $\pi/3$-rotation symmetry and a charge transfer from sublattice $A$ to $B$ (or vice versa), which is denoted as CDW in Figs. [3] and [4] is found for all doping levels considered. The associated critical scales are considerably increased.

When a weak exchange coupling ($J = 0.1t$) is involved, the structure of the phase diagram exhibits a remarkable change. The $\chi$-dSC phase, found for $J = 0, V = 0 \sim 1.5t$, completely disappears from our phase diagram. The phase turns into a metallic phase for $V = 0 \sim t$, while into the fSC for $V \approx 1.5t, \delta = 0.29 \sim 0.31$ and a coexistence phase of strong iSDW and weak fSC orders for $V \approx 1.5t, \delta \approx 0.23$. In the coexistence phase, the two orders, i.e., the iSDW and ISC could coexist or exclude the other, or even may compete with each other leading to common suppression. Since we have not performed the mean-field calculation, we cannot determine whether these orders really coexist or not, as well as, the relative strength of corresponding order parameters, if they coexist.

The iCDW at $V \approx 1.5t, \delta \approx 0.19$ changes to the fSC. The whole SDW region and main part of the iSDW region survive with decreased critical scales. The fSC at $V \approx 1.5t, \delta \approx 0.21$ and the CDW for $V = 2t \sim 3t$
are also retained.

It is very interesting that the metallic phase is induced by involving exchange coupling. This behavior can be attributed to competition effect, as evidenced by the suppression of critical scales near the boundaries between different phases. The present TUFREG scheme is apparently more sensitive to competition effects due to its high momentum resolution. Although the current version of TUFREG, as an approach from the weak-coupling perspective, is not certainly exact and is on its development, the physically plausible observation of a metallic state being stabilized by competition effects deserves to be considered thoroughly and compared with other methods. This interesting result has also been obtained in previous TUFREG studies on half-filled honeycomb lattice, in which a semimetallic state was recovered by increasing

FIG. 3. (Color online) Schematic phase diagrams for small and moderate values of \( J \). The color bars indicate values of critical scales \( \Omega_C \) at which the corresponding transitions may occur. In the region denoted as Metal, there is no divergence of any bosonic propagator in the RG flow down to the stopping scale \( \Omega^* = 1.3 \times 10^{-4} \text{eV} \). In the coexistence regions, there are two or three dominant eigenmodes of several bosonic propagators. Here, different orders could coexist or exclude the others, or even may compete with each other leading to common suppression. The notation pSC is a shorthand notation for the \( p \)-wave SC.
some interaction parameters.

If the exchange coupling is further increased ($J = 0.2t$), then the iSDW for $V = 0.5t \sim 1.5t, \delta \approx 0.23$ turns into the fSC, while it develops in the region of $V = 0 \sim 1.5t, \delta \approx 0.29$. The SDW$_t$ changes to a ferromagnetic (FM) phase for $\delta \approx 0.25$ and the iSDW for $\delta \approx 0.27$. In the case of relatively large value of $J$ ($J = 0.5t$), the FM phase occupies a large part of the region for $V = 0 \sim 1.5t$. Both sides of the region are occupied by the fSC (left) and the iSDW (right). The CDW region remains unchanged in the case of $J = 0 \sim 0.5t$.

When the ferromagnetic exchange interaction is further enhanced, the phase diagrams have simple structures consisting only of two phases, i.e., the CDW and FM phases. For $J = t$, a transition from the FM to the CDW is found at $V = 2.25t$, independently on doping level. The transition point is moved to $V \approx 2.75t$ for $J = 2t$, and finally, for $J = 3t$, the whole parameter space of the phase diagram is covered by the FM phase.

From Fig. 3, we see that the chiral d-wave SC is destroyed upon increasing $J$ while the f-wave SC is developed. This can be explained by the Kohn-Luttinger mechanism in which the fluctuations in particle-hole channel (mostly spin channel) have cross contribution to particle-particle channel, finally resulting in attractive interaction in some paring channel. More specifically, in our case, the spin channel develops gradually in the high-energy scale followed by paring channel (mainly s-wave). In the intermediate RG stage the incommensurate SDW, with momentum transfer equal to the near-nesting vector of the FS geometry, develops fast and dominantly, which prevents the growth of s-wave but promotes attractive d-wave and f-wave. In the absence of exchange coupling, the d-wave channel grows fast and construct a positive mutual feedback with the incommensurate SDW at the lower-energy scale. At the low-energy scale the d-wave SC flows faster and diverges eventually at the critical scale. However, if the exchange coupling is involved, it is supposed that the d-wave channel gets additional repulsive interaction while the f-wave gets attractive. This behavior is originated from the tendency of ferromagnetic exchange to align spins in favor of spin-triplet paring. So in the intermediate stage the f-wave develops faster than d-wave and then builds a negative feedback with the SDW which suppresses the growths of both the f-wave and SDW instabilities. But larger nearest-neighbor repulsion also provides the f-wave with attractive interaction, so that, the f-wave can grow fast and diverge before making the negative feedback. Of course, this scenario has to be verified further by more detailed analysis and comparison with other results. Now, we describe concretely some exotic phases among those mentioned above.

**Chiral d-wave superconducting phase ($\chi$-dSC)**

The chiral d-wave SC phase manifests itself in the RG flow as two dominantly divergent and degenerate eigenmodes of $W^{\text{SC}}(Q = 0)$ that obey the two-dimensional $E_2$
representation of $C_{6v}$ symmetry \cite{16,41}. These two modes can make a complex linear combination to form the chiral $d$-wave SC. In order to determine whether it is really formed or not, one needs to perform the mean-field calculation using the effective interaction, but this is beyond the scope of the present work. Many previous works support a formation of the chiral SC. The form factors of two kinds of the SC order parameters, which are associated with those two dominant modes and have $d_{x^2-y^2}$ and $d_{xy}$ symmetries, are depicted in Fig. 5.

What is most surprising is the annihilation of this intriguing order by a weak exchange coupling. As mentioned above, the chiral $d$-wave SC has completely disappeared from our phase diagram upon including the exchange coupling of $J = 0.1t$. The investigation by a fine tuning of the parameter $J$ shows that the phase is fully suppressed by weak exchange coupling of $J \approx 0.05t = 0.14eV$ (see Fig. 6). Although we are not able to give an exact value of $J$ for graphene, our rough estimation presented in Appendix A shows that the above value of $J$ is inside of the range of the expectation value for the exchange coupling, namely $0.10 \sim 0.28eV$. Thus, our results demonstrate possible destruction of the chiral SC in single layer graphene, which is consistent with a failure in experimental effort to search for it in the system.

**Four-sublattice spin-density-wave phase (SDW4)**

The four-sublattice SDW phase manifests itself in our RG flow as a dominantly divergent eigenmode of $W^{\text{SPN}}(Q = M_1)$ which has real numbers $\phi_{A0} = \phi_{B0}$ as its largest components. It is driven by nearly perfect nesting of the FS. The momentum transfer $M_1$ has two other partners, $M_2$ and $M_3$, to which it can be transformed by symmetry operations. The spin distributions for the phases with three inequivalent momentum transferers $M_{1,2,3}$ are shown in Fig. 7. In general, the spin distribution in the system is realized by superposition of those patterns and can be represented by following equation:

$$
\langle \hat{S}_{Ai} \rangle = S_1 \cos(M_1 \cdot R_i) + S_2 \cos(M_2 \cdot R_i) + S_3 \cos(M_3 \cdot R_i),
$$

and

$$
\langle \hat{S}_{Bi} \rangle = S_1 \cos(M_1 \cdot R_i) - S_2 \cos(M_2 \cdot R_i) - S_3 \cos(M_3 \cdot R_i),
$$

with three nesting vectors,

$$
M_1 = \frac{2\pi}{\sqrt{3a}}(0, 1),
$$

$$
M_2 = \frac{\pi}{\sqrt{3a}}(-\sqrt{3}, 1),
$$

and

$$
M_3 = \frac{\pi}{\sqrt{3a}}(\sqrt{3}, -1).
$$

Various patterns can be generated by arbitrary selection of three amplitudes $S_1 \sim S_3$. If one selects as $S_1 = S_2 = S_3$, the collinear SDW phase emerges as suggested in Ref. 28 [see Fig. 8(a)]. The chiral SDW phase is generated by setting $S_1$, $S_2$ and $S_3$ as three mutually orthogonal vectors [see Fig. 8(b)]. It is argued that the chiral SDW order is only developed at the

![Fig. 5. (Color online) Form factors of the spin-singlet SC order parameters, $\Pi_{\alpha}^{SC}(0, R_m)$ ($\alpha = A, B$), for $J = 0, V = 0.5t$, $\delta = 0.21$ in the $d_{x^2-y^2}$-wave (a) and the $d_{xy}$-wave (b) states. The red (blue) sticks indicate the positive (negative) values of the SC order parameters, while the widths of sticks measure magnitudes of the order parameters. The order parameters $\Pi_{\alpha}^{SC}(0, R_m)$ have the same form factors as $\Pi_{AA}^{SC}(0, R_m)$, and $\Pi_{BA}^{SC}(0, R_m)$ can be obtained using the relation $\Pi_{AA}^{SC}(0, R_m) \approx \Pi_{BA}^{SC}(0, -R_m)$. The form factors for these two states can make a linear combination of

$$
d_{x^2-y^2} \pm id_{xy}
$$

to form the chiral $d$-wave SC.

![Fig. 6. Critical scales $\Omega_C$ of the SC transitions as function of exchange coupling $J$. The plots are given for $V = 0.5t$, $\delta = 0.21$ (solid) and $V = 1.0t$, $\delta = 0.21$ (dotted). The SC order is suppressed at $J \approx 0.05t$.](image)
lowest temperatures and turns into the collinear SDW phase at higher temperatures. Again, the mean-field calculation is needed to determine which of these phases is favored, but this is beyond the scope of this paper.

**Spin-triplet f-wave superconducting phase (fSC)**

The ferromagnetic exchange coupling and the nearest-neighbor repulsion favor the spin-triplet $f$-wave SC phase. It is represented by a predominant eigenmode of $W^{\text{ISC}}(Q = 0)$ that follows the one-dimensional $B_1$ representation of $C_{\text{6v}}$ symmetry. All the fSC phase in our phase diagrams have the same form factor of the SC order parameter, as shown in Fig. 9. This form factor is expressed as

\[
\Pi^{\text{SC}}_{oo}(0, R) = \lim_{\lambda \to 0} \sum_{\sigma} \left\langle c_{\lambda, o, \sigma}^\dagger c_{-\lambda, o, -\sigma} \right\rangle = \sum_{m} \Pi^{\text{SC}}_{oo}(0, R_m)e^{-iR_m \cdot \kappa},
\]

which, by a Fourier transformation, presents the following order parameter in momentum space:

\[
\lim_{\lambda \to 0} \sum_{\sigma} \left\langle c_{\lambda, o, \sigma}^\dagger c_{-\lambda, o, -\sigma} \right\rangle = \sum_{m} \Pi^{\text{SC}}_{oo}(0, R_m)e^{-iR_m \cdot \kappa} = -2 \left[ \sin(k_x a) - 2 \sin \left( \frac{k_y a}{2} \right) \cos \left( \frac{\sqrt{3} k_y a}{2} \right) \right].
\]

The above expression leads to nodal gap which has nodes on the nodal lines, $k_x = 0$ and $k_y = \pm \sqrt{3} k_y$. For doping levels lower than the VHS filling, the FS is disconnected and the nodes of the gap do not intersect with the FSs. In this case the $f$-wave SC state could become fully gapped. In our calculation we have not found the $f$-wave gap that has been suggested in Ref. 35 and obeys the $B_2$ representation.

**Incommensurate spin-density-wave phase (iSDW)**

The incommensurate SDW phase manifests itself in the RG flow as a dominant eigenmode of $W^{\text{SPN}}(Q = Q_0)$.
The plots (b) and (c) have six peaks near the vectors $M_0 \pm k_0$ from the site SC order pattern in the phase, denoted by arrows. The arrow indicates (negative) values of the order parameters. (b) Spin-triplet injection matrices $\Pi_{\alpha \beta}^{SC}(0, \mathbf{R}_n)$ for the $f$-wave SC phase. The outward (inward) arrows indicate positive (negative) values of the order parameters. The plot has three peaks at the vectors $\mathbf{M}_{1,2,3}$ for the SDW$_4$ phase [see Fig. 10(a)]. When the parameter $J$ is small, the plot for the iSDW phase has six peaks near the vectors $\mathbf{M}_{1,2,3}$ [Figs. 10(b) and 10(c)]. The variation in the peak positions (ordering vectors) is related with the change in the FS shape. However, if $J$ is further increased, the peak positions are moved to around the $\Gamma$ point [Fig. 10(d)] which is far from the nesting vectors of the near-nested FS. This noticeable change can be attributed to the competition between both ordering tendencies toward the ferromagnetic phase by increased $J$ and toward the SDW$_4$ due to near nesting of the FS.

IV. CONCLUSION

This work has addressed the effect of enhanced exchange interaction on the ground-state orderings of electrons on the honeycomb lattice doped to the vicinity of the VHS. An extended Hubbard model, including the on-site and nearest-neighbor Coulomb repulsions, and nearest-neighbor ferromagnetic exchange and pair hopping interactions, has been considered. The effective interactions have been calculated by using the TUFGR allowing for high momentum resolution, while the ground states of the system have been analyzed employing the linear-response-based approach for identifying the type of order. The ground-state phase diagrams in the space of doping level and nearest-neighbor repulsion were obtained for several values of nearest-neighbor exchange integral. Inclusion of small and moderate ferromagnetic exchange coupling yields the phase diagram with diverse ordering tendencies, while for large value of the coupling the phase diagram has relatively simple constitution.

In the absence of the exchange coupling $J$ and for small nearest-neighbor repulsion $V$, the competition between the chiral $d$-wave SC and the SDW becomes a main ingredient of the phase diagram. The former emerges slightly away from the VHS, while the latter right around it. More specifically, the four-sublattice SDW phase occurs very near the VHS filling, flanked by the incommensurate SDW. When increasing $V$, the spin-triplet $f$-wave SC and the incommensurate CDW phases occur at lower doping levels. If $V$ is further increased, the CDW phase, with broken $\pi/3$-rotation symmetry and a charge transfer between two sublattices, is preferred for all doping levels considered. The associated critical scales are considerably increased. When a weak exchange coupling is included, the structure of the phase diagram changes a lot. The chiral $d$-wave SC, found in the absence of $J$,
Among the integrals consisting only of two phases, namely, the CDW and FM phases. With increasing $J$, the region of the ferromagnetic phase gets extended more and more, ultimately leading to the whole phase diagram covered by the phase.

From the experimental point of view, some previous works have reported the experimental observations of SC in single layer graphene by doping it with Li adatoms or intercalating graphene laminates with $Ca$. However, those are different from the unconventional SC addressed in this work, because the doping levels are much lower than the VHS filling and they are the conventional BCS superconductors mediated by dopant-enhanced electron-phonon coupling. Another works on graphene have also found the conventional SC obeying the BCS mechanism and a $p$-wave unconventional SC, triggered by placing graphene on a superconductor. These proximity-induced SCs are far away from the present context. Thus, the unconventional SC, which was predicted theoretically more than a decade ago for graphene doped close to the VHS filling and they are the conventional BCS SC state observed in the system. Due to the large lattice constant in TBG, it is expected that the ratio between the radius of the maximally localized Wannier orbitals ($\alpha$) and the nearest-neighbor distance ($R$) for the system would be much smaller than that for single layer graphene. On the other hand, the ratio between the exchange integral and the hopping parameter, $J/t$ decays exponentially with $\xi = \alpha/R$, as shown in Fig. 11 of Appendix A. Thus, the effect of the ferromagnetic exchange on the many-body instabilities can be neglected, and the theoretically predicted chiral $d$-wave SC may survive in TBG, unlike in single layer graphene.
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Appendix A: Estimation of exchange interaction

We present a rough estimate of the strength of the exchange interaction for graphene. The Coulomb interaction Hamiltonian can be expanded in terms of the Wannier orbitals.

$$H_{\text{int}} = \frac{1}{2} \int dr_1 \int dr_2 \sum_{\sigma,\sigma'} \psi_\sigma^\dagger(r_1) \psi_\sigma(r_2) \psi_{\sigma'}(r_2) \psi_{\sigma'}(r_1) \frac{e^2}{|r_1 - r_2|}$$

$$= \frac{1}{2} \sum_{\alpha',\alpha} \sum_{\sigma,\sigma'} c_{\alpha',\sigma}^\dagger c_{\alpha,\sigma}^\dagger c_{\alpha,\sigma'} c_{\alpha',\sigma'} (i' \alpha', j' \alpha)|io,jp\rangle,$$

$$(i' \alpha', j' \alpha)|io,jp\rangle = \int dr \int dr' \varphi_{i' \alpha'}^\dagger(r) \varphi_{j' \alpha'}^\dagger(r') \varphi_{\alpha'}(r') \varphi_{\alpha}(r) \frac{e^2}{|r - r'|}.$$

Here $\varphi_{i\alpha}(r)$ is the maximally localized Wannier function centered at the atom of the sublattice $\alpha$ in the unit cell $i$. Among the integrals $(i' \alpha', j' \alpha)|io,jp\rangle$, the following terms have relatively large values:

$$U = (io, io|io, io) = \int dr \int dr' |\varphi_{io}(r)|^2 \frac{e^2}{|r - r'|} |\varphi_{io}(r')|^2 \quad \text{(on-site repulsion)},$$

$$V_{io,jp} = (io, jp|io, jp) = \int dr \int dr' |\varphi_{io}(r)|^2 \frac{e^2}{|r - r'|} |\varphi_{jp}(r')|^2 \quad \text{(repulsion between neighbors)},$$

$$J_{io,jp} = (io, jp|jp, io) = \int dr \int dr' |\varphi_{jp}^\dagger(r)\varphi_{io}(r)|^2 \frac{e^2}{|r - r'|} |\varphi_{jp}(r')\varphi_{io}(r')|^2 \quad \text{(direct exchange interaction)},$$

$$K_{io,jp} = (io, io|jp, jp) = \int dr \int dr' |\varphi_{io}(r)|^2 \frac{e^2}{|r - r'|} |\varphi_{jp}(r')\varphi_{io}(r')|^2 \quad \text{(pair hopping)}.$$
One can take real functions as the Wannier orbitals for graphene’s \( \pi \)-electron system, which gives the relation of \( J_{io,jp} = K_{io,jp} \). In general, many of the above terms are neglected, except for the following parameters:

- On-site repulsion \( U \), nearest-neighbor Coulomb repulsion \( V_{iA,jB} = V_{jB,iA} = V \), nearest-neighbor exchange coupling \( J_{iA,jB} = J_{jB,iA} = J \), nearest-neighbor pair hopping \( K_{iA,jB} = K_{jB,iA} = \).

In this case the Hamiltonian \( H_{\text{int}} \) is approximated as

\[
H_{\text{int}} \approx U \sum_{i,\sigma} n_{i\sigma}^\dagger n_{i\sigma} + V \sum_{(iA,jB)} \sum_{\sigma,\sigma'} n_{iA\sigma} n_{jB\sigma'} + J \sum_{(iA,jB)} \sum_{\sigma,\sigma'} c_{iA\sigma}^\dagger c_{jB\sigma'}^\dagger c_{iA\sigma'} c_{jB\sigma} + J \sum_{(iA,jB)} (c_{iA\sigma}^\dagger c_{jB\sigma}^\dagger c_{jB\sigma} c_{iA\sigma} + \text{H.c.}),
\]

where \( n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma} \) is the local electron density operator for spin polarity \( \sigma \).

It is easy to prove that the nearest-neighbor exchange coupling \( J \) is always positive. The coupling is expressed using a real function \( F(r) = \varphi_{jB}(r)\varphi_{iA}(r) \) as

\[
J = J_{iA,jB} = \int dr \int dr' F(r) \frac{e^2}{|r - r'|} F(r'). \tag{A3}
\]

The Fourier transforms of \( F(r) \) and \( \frac{e^2}{|r - r'|} \) are given by

\[
F(k) = \frac{1}{(2\pi)^3} \int dke^{ik\cdot r} \varphi_{jB}(r)\varphi_{iA}(r), \quad \frac{e^2}{|r - r'|} = \frac{1}{(2\pi)^3} \int dk \frac{4\pi e^2}{k^2} e^{ik\cdot(r-r')}.
\]

By substituting these into Eq. \( \text{(A3)} \) we obtain

\[
J = \frac{1}{(2\pi)^3} \int dke^{ik\cdot r} \frac{4\pi e^2}{k^2} \tilde{F}(k) = \frac{1}{(2\pi)^3} \int dke^{ik\cdot r} \frac{4\pi e^2}{k^2} |\tilde{F}(k)|^2 > 0. \tag{A4}
\]

Here we used the relation for any real function \( F(r) \), given by \( \tilde{F}(-k) = [\tilde{F}(k)]^* \). Thus, the exchange integral \( J \) has always positive value.

The third term in Eq. \( \text{(A2)} \) can be represented in the following form:

\[
H_{\text{exc}} = J \sum_{(iA,jB)} \sum_{\sigma,\sigma'} c_{iA\sigma}^\dagger c_{jB\sigma'}^\dagger c_{iA\sigma'} c_{jB\sigma} = \frac{J}{2} \sum_{(iA,jB)} n_{iA\sigma} n_{jB\sigma} - 2J \sum_{(iA,jB)} S_{iA} \cdot S_{jB}. \tag{A5}
\]

The first term can be added to the nearest-neighbor Coulomb repulsion, while the second one is just the ferromagnetic \( (J > 0) \) exchange interaction with the tendency to align the spin orientations.

Now we consider graphene’s \( \pi \) electrons that move in the effective field produced by ion cores and \( \sigma \) electrons. As a crude approximation we assume that this effective field is identical with the one produced by an array (the honeycomb lattice) of effective point charges of strength \( Qe \). The parameter \( Q \) has a value in the range of 1 (complete screening by \( \sigma \) electrons) to 4 (no screening).

The 2\( _p \) orbital of an electron moving in the Coulomb attraction of a point charge \( Qe \) at the origin reads

\[
f(r) = \frac{1}{\sqrt{4\pi \alpha^3}} e^{-r/\alpha}, \quad \alpha = \frac{2a_B}{Q}, \tag{A6}
\]

where \( a_B = 0.53 \text{Å} \) is the Bohr radius.

On the other hand, in the case of graphene’s \( \pi \) electrons, the maximally localized Wannier orbital centered at the site \( i \), which should be orthogonal to the others, can be approximately written as

\[
\varphi_i(r) \approx \frac{1}{\sqrt{1 - 4S^2}} \left[ f(r - R_i) - \frac{S}{2} \sum_{j=1}^3 f(r - R_j) \right]. \tag{A7}
\]

Here \( S = \langle f_A | f_B \rangle = \int dr f(r - R_A) f(r - R_B) \) is the overlap between the nearest-neighboring atomic orbitals, \( R_i \) is the position vector of the site \( i \), and the sites \( j = 1, 2, 3 \) are three nearest neighbors of the site \( i \). In deriving Eq. \( \text{(A7)} \), we assumed the smallness of the overlap \( S \) and took into account the equivalence of all atoms. By using Eqs. \( \text{(A6)} \) and \( \text{(A7)} \) one can obtain the exchange coupling \( J \):
\[ J = \int dr \int dr' \varphi_A(r) \varphi_B(r) \frac{e^2}{|r - r'|} \varphi_A(r') \varphi_B(r') \]
\[
\approx \frac{1}{(1 - \frac{2}{3}S^2)^2} \left[ \left( 1 + \frac{S^2}{4} \right)^2 J_{AB} + \frac{S^2}{2} (U + V_{AB}) - 2S \left( 1 + \frac{S^2}{4} \right) X_{AB-A} \right] 
\approx \left( 1 + \frac{9}{4} S^2 \right)^2 \left[ \left( 1 + \frac{S^2}{4} \right)^2 J_{AB} + \frac{S^2}{2} (U + V_{AB}) - 2S \left( 1 + \frac{S^2}{4} \right) X_{AB-A} \right].
\]

In the above equation, the integrals \( J_{AB}, U, V_{AB} \), and \( X_{AB-A} \) are defined by atomic orbitals \( f_A = f(r - R_A) \) and \( f_B = f(r - R_B) \) as follows:
\[
J_{AB} = \int dr \int dr' f_A(r) f_B(r') \frac{e^2}{|r - r'|} f_A(r') f_B(r'),
\]
\[
V_{AB} = \int dr \int dr' f_A(r) f_B(r') \frac{e^2}{|r - r'|} f_B(r'), X_{AB-A} = \int dr \int dr' f_A(r) f_B(r) \frac{e^2}{|r - r'|} f_A(r').
\]

For the distance between nearest neighbors of \( R \), the overlap \( S \) is given by
\[
S = e^{-R/\alpha} \left( 1 + \frac{R}{\alpha} + \frac{2 R^2}{5 \alpha^2} + \frac{1 R^3}{15 \alpha^3} \right).
\]

The hopping amplitude between two nearest-neighboring Wannier orbitals is written, to first order in \( S \), as
\[
t = -\langle \varphi_A | \hat{H} | \varphi_B \rangle \approx -(f_A | \hat{H} | f_B) + S \langle f_A | \hat{H} | f_A \rangle
\approx -\frac{1}{2} \int dr f(r - R_A) \left| V_A(r) + V_B(r) \right| f(r - R_B) + S \int dr V_B(r) f^2(r - R_A)
\approx Q \frac{e^2}{2\alpha} e^{-R/\alpha} \left( 1 + \frac{R}{\alpha} + \frac{1 R^2}{3 \alpha^2} \right) - S Q \frac{e^2}{R} \left( 1 - \frac{3}{2 R^2} \right),
\]
with the potential by the effective point charge \( Qe \) at the position \( R_i \), \( V_i(r) \equiv -Q \frac{e^2}{|r - R_i|} \).

The on-site repulsion \( U \) for an atomic orbital in Eq. \ref{eq:Jdef} is approximately equal to that for a Wannier orbital. So we can extract the parameters \( \alpha \) and \( Q \) from \( U \), from which the exchange coupling \( J \) and the hopping parameter \( t \) are calculated using Eqs. \ref{eq:Jdef} and \ref{eq:tdf}. In Ref. \ref{64} two values of on-site repulsions, \( U_{\text{bare}} = 17.0 \text{eV} \) and \( U_{\text{cRPA}} = 9.3 \text{eV} \), have been obtained using both the bare Coulomb interaction and the screened interaction from the constrained random phase approximation (cRPA), respectively, while in this paper we used the parameter, \( U_{\text{used}} = 3.6t = 3.6 \times 2.8 \text{eV} \approx 10.1 \text{eV} \). Since graphene has the C-C distance of \( R = 1.42 \text{Å} \), we get the results for these three values of \( U \) as shown in Table \ref{table:hopping}.

**TABLE II.** The calculation results of the hopping parameters and the exchange couplings for three values of on-site repulsions.

| \( U \) (eV) | \( \alpha \) (Å) | \( \xi = R/\alpha \) | \( Q \) | \( S \) | \( t \) (eV) | \( J \) (eV) |
|-------------|---------------|----------------|--------|------|--------|--------|
| 9.3         | 0.62          | 2.33          | 1.74   | 0.62 | 2.39   | 0.28   |
| 10.1        | 0.56          | 2.54          | 1.89   | 0.57 | 2.56   | 0.25   |
| 17.0        | 0.33          | 4.30          | 3.21   | 0.24 | 3.58   | 0.10   |

As a consequence, we anticipate the strength of exchange coupling to be \( 0.10 \sim 0.28 \text{eV} \), from the estimation using three legitimate values of the parameter \( U \). Fig. \ref{fig:Jt} demonstrates the dependence of \( J, t \), and \( J/t \) on the parameter \( \xi = R/\alpha \). One can easily see from the figure that the quantity \( J/t \) decays exponentially with \( \xi \), implying a negligible effect of the exchange interaction in the case of the superlattices with large lattice constants.
Appendix B: Projections onto three channels

Three bosonic propagators are defined by projecting three single-channel coupling functions onto three associated channels [see Eq. (B3)]:

\[ P^\Omega = \hat{P}[\Phi^{pp}(\Omega)], \quad C^\Omega = \hat{C}[\Phi^{ph,cr}(\Omega)], \quad D^\Omega = \hat{D}[\Phi^{ph,d}(\Omega)]. \] (B1)

Their detailed expressions are given by

\[ P^\Omega_{o_1',o_2',m,o_1,o_2,n}(q) = \frac{1}{S_{BZ}} \int dp \int dp' f_m(p)f_n^*(p') \Phi_{o_1,o_2,m,o_1,o_2,n}^{pp}(p + q, -p; p' + q, -p'), \]
\[ C^\Omega_{o_1,o_2,m,o_1,o_2,n}(q) = \frac{1}{S_{BZ}} \int dp \int dp' f_m(p)f_n^*(p') \Phi_{o_1,o_2,m,o_1,o_2,n}^{ph,cr}(p + q, p; p' + q, p), \] (B2)
\[ D^\Omega_{o_1',o_2',m,o_1,o_2,n}(q) = \frac{1}{S_{BZ}} \int dp \int dp' f_m(p)f_n^*(p') \Phi_{o_1,o_2,m,o_1,o_2,n}^{ph,d}(p + q, p; p' + q). \]

The inverse transformations of above equation read as follows:

\[ \Phi^{pp}_{o_1,o_2',m,o_1,o_2,n}(p + q, -p; k + q, -k) = \sum_{m,n(\text{infinit sum})} P^\Omega_{o_1,o_2,m,o_1,o_2,n}(q)f_m^*(p)f_n(k), \]
\[ \Phi^{ph,cr}_{o_1,o_2',m,o_1,o_2,n}(p + q, k; k + q, p) = \sum_{m,n(\text{infinit sum})} C^\Omega_{o_1,o_2,m,o_1,o_2,n}(q)f_m^*(p)f_n(k), \]
\[ \Phi^{ph,d}_{o_1,o_2',m,o_1,o_2,n}(p + q, k; p, k + q) = \sum_{m,n(\text{infinit sum})} D^\Omega_{o_1,o_2,m,o_1,o_2,n}(q)f_m^*(p)f_n(k), \] (B3)

which can be shortly represented as

\[ \Phi^{pp}(\Omega) = \hat{P}^{-1}[P^\Omega], \quad \Phi^{ph,cr}(\Omega) = \hat{C}^{-1}[C^\Omega], \quad \Phi^{ph,d}(\Omega) = \hat{D}^{-1}[D^\Omega]. \] (B4)

If the range of the indices \( m \) and \( n \) (i.e., \( R_m \) and \( R_n \)) extend to infinity, Eqs. (B3) and (B4) would be exact. However, the real calculation will necessarily introduce the truncation in the range of \( R_m \) and \( R_n \) [see Fig. 1a], thus making these equations to be approximate. More specifically, since the bosonic propagators for \( |R_m| > R_{cut} \) or \( |R_n| > R_{cut} \) are neglected,

\[ P^\Omega_{o_1,o_2',m,o_1,o_2,n}(q) = C^\Omega_{o_1,o_2',m,o_1,o_2,n}(q) = D^\Omega_{o_1,o_2',m,o_1,o_2,n}(q) = 0 \quad (|R_m| > R_{cut} \text{ or } |R_n| > R_{cut}), \]

Eqs. (B3) and (B4) become the following approximations:

\[ \Phi^{pp}_{o_1,o_2',m,o_1,o_2,n}(p + q, -p; k + q, -k) \approx \sum_{m,n(\text{truncated sum})} P^\Omega_{o_1,o_2',m,o_1,o_2,n}(q)f_m^*(p)f_n(k), \]
\[ \Phi^{ph,cr}_{o_1,o_2',m,o_1,o_2,n}(p + q, k; k + q, p) \approx \sum_{m,n(\text{truncated sum})} C^\Omega_{o_1,o_2,m,o_1,o_2,n}(q)f_m^*(p)f_n(k), \]
\[ \Phi^{ph,d}_{o_1,o_2',m,o_1,o_2,n}(p + q, k; p, k + q) \approx \sum_{m,n(\text{truncated sum})} D^\Omega_{o_1,o_2,m,o_1,o_2,n}(q)f_m^*(p)f_n(k). \] (B5)

\[ \Phi^{pp}(\Omega) \approx \hat{P}^{-1}[P^\Omega], \quad \Phi^{ph,cr}(\Omega) \approx \hat{C}^{-1}[C^\Omega], \quad \Phi^{ph,d}(\Omega) \approx \hat{D}^{-1}[D^\Omega]. \] (B6)

In Eq. (B5) the sum \( \sum_{m,n(\text{truncated sum})} \) means \( \sum_{m(|R_m| \leq R_{cut})} \sum_{n(|R_n| \leq R_{cut})} \).

Appendix C: Crossed contributions to three projection matrices

The projection matrices are defined by [see Eq. (11)]

\[ V^P(\Omega) = \hat{P}[V^\Omega], \quad V^C(\Omega) = \hat{C}[V^\Omega], \quad V^D(\Omega) = \hat{D}[V^\Omega], \] (C1)
which can be represented in detail as

\[
V_{o_1o_2m_1,m_2o_2n_1}(q) = \frac{1}{S_{BZ}} \int dp \int dp' f_m(p)f_n(p') V_{o_1o_2m_1,m_2o_2n_1}^{ij}(p + q, p' - q, p'),
\]

\[
V_{o_1o_2m_1,m_2o_2n_1}(q) = \frac{1}{S_{BZ}} \int dp \int dp' f_m(p)f_n(p') V_{o_1o_2m_1,m_2o_2n_1}^{ij}(p + q, p' + q, p),
\]

\[
V_{o_1o_2m_1,m_2o_2n_1}(q) = \frac{1}{S_{BZ}} \int dp \int dp' f_m(p)f_n(p') V_{o_1o_2m_1,m_2o_2n_1}^{ij}(p + q, p', p' + q).
\]

The inverse transformations of above equation read as follows:

\[
V_{o_1o_2m_1,m_2o_2n_1}(p + q, p, k + q, k) \approx \sum_{m,n,(\text{truncated sum})} V_{o_1o_2m_1,m_2o_2n_1}(q)f_m(p)f_n(k),
\]

\[
V_{o_1o_2m_1,m_2o_2n_1}(p + q, k, k + q, p) \approx \sum_{m,n,(\text{truncated sum})} V_{o_1o_2m_1,m_2o_2n_1}(q)f_m(p)f_n(k),
\]

\[
V_{o_1o_2m_1,m_2o_2n_1}(p + q, k, p + k, q) \approx \sum_{m,n,(\text{truncated sum})} V_{o_1o_2m_1,m_2o_2n_1}(q)f_m(p)f_n(k),
\]

which can be briefly represented as

\[
V^\Omega \approx \hat{P}^{-1}[V^P(\Omega)] \approx \hat{C}^{-1}[V^C(\Omega)] \approx \hat{D}^{-1}[V^D(\Omega)].
\]

On the other hand, the effective interaction is represented via the bosonic propagators as [see Eq. (25)]

\[
V^\Omega = V^{(0)} + \Phi^{pp}(\Omega) + \Phi^{ph,cr}(\Omega) + \Phi^{ph,d}(\Omega) \approx V^{(0)} + \hat{P}^{-1}[P^\Omega] + \hat{C}^{-1}[C^\Omega] + \hat{D}^{-1}[D^\Omega],
\]

from which the projection matrices are obtained:

\[
V^P(\Omega) = \hat{P}[V^{(0)}], \quad V^C(\Omega) = \hat{C}[V^{(0)}], \quad V^D(\Omega) = \hat{D}[V^{(0)}],
\]

\[
V^{P-C}(\Omega) \equiv \hat{P}[\Phi^{pp}(\Omega)] \approx \hat{P}[\Phi^{ph,cr}(\Omega)] \approx \hat{P}[\Phi^{ph,d}(\Omega)] \approx \hat{P}[\hat{D}^{-1}[D^\Omega]],
\]

\[
V^{C-D}(\Omega) \equiv \hat{C}[\Phi^{pp}(\Omega)] \approx \hat{C}[\Phi^{ph,cr}(\Omega)] \approx \hat{C}[\hat{D}^{-1}[D^\Omega]],
\]

\[
V^{D-P}(\Omega) \equiv \hat{D}[\Phi^{pp}(\Omega)] \approx \hat{D}[\Phi^{ph,cr}(\Omega)] \approx \hat{D}[\hat{C}^{-1}[C^\Omega]].
\]

The crossed contributions to the projection matrices can be expressed in terms of $P^\Omega$, $C^\Omega$, and $D^\Omega$. As an example, we can represent the crossed contribution $V^{P-C}(\Omega)$ via the bosonic propagators. From the relation $V^{P-C}(\Omega) = \hat{P}[\Phi^{ph,cr}(\Omega)]$, we have

\[
V_{o_1o_2m_1,m_2o_2n_1}(q) = \frac{1}{S_{BZ}} \int dp \int dp' f_m(p)f_n(p') \Phi^{ph,cr}(\Omega)_{o_1o_2m_1,m_2o_2n_1}(p + q, p', p - q, p').
\]

Substituting Eq. (25) into the above equation we obtain the following equation:

\[
V_{o_1o_2m_1,m_2o_2n_1}(q) \approx \frac{1}{S_{BZ}} \int dp \int dp' f_m(p)f_n(p') \sum_{m',n'} C_{o_1o_2m,m_1o_2n_1}(p + p' + q, p, p', -q).
\]

\[
= \sum_{m',n'} \frac{1}{S_{BZ}} \int dp \int dp'' e^{iR_m(p+q-p')} C_{o_1o_2m,m_1o_2n_1}(p')e^{iR_{m'}(p'-p-q)}e^{-iR_{m'p'}}
\]

\[
= \sum_{l,n'} e^{i(R_m-R_l)q} \frac{1}{S_{BZ}} \int dp' C_{o_1o_2l,m_1o_2n'}(p')e^{-i(R_m-R_l)p'}
\]

\[
= \sum_{l} C_{o_1o_2l,R_m+R_{m'},R_{m'}} R_m-R_l e^{i(R_m-R_l)q}.\]
The expressions for other crossed contributions can also be derived in a similar way. The results are summarized as follows:

\[
V^P(\Omega) = V^{P,(0)} + P^\Omega + V^{P+\Omega}(\Omega) + V^{P+\Omega}(\Omega),
\]

\[
V^{P+C}(\Omega) \equiv \sum_l \tilde{C}_{l,1}(\mathbf{R}_l; \mathbf{R}_l) \left( \mathbf{R}_n - \mathbf{R}_l \right) e^{i(\mathbf{R}_n - \mathbf{R}_l) \cdot \mathbf{r}},
\]

\[
V^{P-D}(\Omega) \equiv \sum_l \tilde{D}_{l,1}(\mathbf{R}_l; \mathbf{R}_l) \left( \mathbf{R}_m - \mathbf{R}_l \right) e^{i(\mathbf{R}_m - \mathbf{R}_l) \cdot \mathbf{r}},
\]

\[
V^C(\Omega) = V^{C,(0)} + C^\Omega + V^{P+\Omega}(\Omega) + V^{P+\Omega}(\Omega),
\]

\[
V^{C-P}(\Omega) \equiv \sum_l \tilde{P}_{l,1}(\mathbf{R}_l; \mathbf{R}_l) \left( \mathbf{R}_n - \mathbf{R}_l \right) e^{i(\mathbf{R}_n - \mathbf{R}_l) \cdot \mathbf{r}},
\]

\[
V^{C-D}(\Omega) \equiv \sum_l \tilde{D}_{l,1}(\mathbf{R}_l; \mathbf{R}_l) \left( \mathbf{R}_m - \mathbf{R}_l \right) e^{i(\mathbf{R}_m - \mathbf{R}_l) \cdot \mathbf{r}},
\]

\[
V^D(\Omega) = V^{D,(0)} + D^\Omega + V^{D-P}(\Omega) + V^{D-P}(\Omega),
\]

\[
V^{D+C}(\Omega) \equiv \sum_l \tilde{C}_{l,1}(\mathbf{R}_l; \mathbf{R}_l) \left( \mathbf{R}_m - \mathbf{R}_l \right) e^{i(\mathbf{R}_m - \mathbf{R}_l) \cdot \mathbf{r}},
\]

\[
\tilde{P}^\Omega(\mathbf{R}_m) \equiv \frac{1}{S_BZ} \int d\mathbf{q} P^\Omega(\mathbf{q}) e^{-i\mathbf{R}_m \cdot \mathbf{q}},
\]

\[
\tilde{C}^\Omega(\mathbf{R}_m) \equiv \frac{1}{S_BZ} \int d\mathbf{q} C^\Omega(\mathbf{q}) e^{-i\mathbf{R}_m \cdot \mathbf{q}},
\]

\[
\tilde{D}^\Omega(\mathbf{R}_m) \equiv \frac{1}{S_BZ} \int d\mathbf{q} D^\Omega(\mathbf{q}) e^{-i\mathbf{R}_m \cdot \mathbf{q}}.
\]
The coexistence phases in Fig. 3 have not been rigorously verified. They were identified by comparing the strengths of divergences for dominant eigenmodes of the W matrices in Eq. (5). Concretely, the notation Coexistence of strong A and weak B means that, at the critical scale, the eigenvalue of W matrix, associated with the A phase, \( \lambda_A \) is \( 2 \sim 5 \) times larger than that associated with the B phase, \( \lambda_B \) (i.e., \( \lambda_A/5 < \lambda_B \leq \lambda_A/2 \)). The notation Coexistence of A and B with similar strengths means the relation \( \lambda_A/2 < \lambda_B \leq \lambda_A \) at the critical scale, while Coexistence of A and B, with similar strengths, and weak C means \( \lambda_A/2 < \lambda_B < \lambda_A \) as well as \( \lambda_A/5 < \lambda_C \leq \lambda_A/2 \).
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