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Abstract

Given an optimization problem, the Hessian matrix and its eigenspectrum can be used in many ways, ranging from designing more efficient second-order algorithms to performing model analysis and regression diagnostics. When nonlinear models and non-convex problems are considered, strong simplifying assumptions are often made to make Hessian spectral analysis more tractable. This leads to the question of how relevant the conclusions of such analyses are for more realistic nonlinear models. In this paper, we exploit deterministic equivalent techniques from random matrix theory to make a precise characterization of the Hessian eigenspectra for a broad family of nonlinear models, including models that generalize the classical generalized linear models, without relying on strong simplifying assumptions used previously. We show that, depending on the data properties, the nonlinear response model, and the loss function, the Hessian can have qualitatively different spectral behaviors: of bounded or unbounded support, with single- or multi-bulk, and with isolated eigenvalues on the left- or right-hand side of the bulk. By focusing on such a simple but nontrivial nonlinear model, our analysis takes a step forward to unveil the theoretical origin of many visually striking features observed in more complex machine learning models.

1 Introduction

The Hessian matrix is ubiquitous in applied mathematics, statistics, and machine learning (ML). Given a (loss) function $L(w)$ with some parameters $w \in \mathbb{R}^p$, the Hessian $H(w) \in \mathbb{R}^{p \times p}$ is defined as the second derivative of the objective function with respect to the model parameter, i.e., $H(w) = \partial L(w)/(\partial w \cdot \partial w^T)$. When a ML model is being trained, it is common to parameterize that model by $w$, and then train that model by minimizing some (smooth) loss function $L(w)$, with associated Hessian matrix $H(w)$, by backpropagating the error to improve $w$ [35, 94]. Alternatively, once a ML model is trained, the Hessian matrix $H(w)$ (and the related Fisher information matrix [84, 86]) can be examined to identify outliers, perform diagnostics, and/or engage in other sorts of uncertainty quantification and model validation [39, 80, 96].

For convex problems, the Hessian $H(w)$ provides detailed information on how to adjust the gradient to achieve improved convergence, e.g., as in Newton-like methods. For non-convex problems, the properties of the local loss “landscape” around a given point $w$ in the parameter space is of central significance [20, 26, 51, 59, 95, 97]. In this case, most obviously, the signs of the smallest and largest Hessian eigenvalue can be used to test whether a given $w$ is a local maximum, local minimum, or a saddle point (i.e., the second-derivative test). More subtly, the Hessian eigenvalue distribution characterizes the local curvature of the loss function and provides direct access to, for instance, the fraction of negative Hessian eigenvalues. This quantity determines the number of (local) descent directions, a quantity that is directly connected to the rates of convergence of various optimization algorithms [22, 44], as well as the large-scale structure of the configuration space [3, 12].
For theoretical analysis of neural network (NN) models, Hessian eigenspectra are often assumed to follow well-known random matrix distributions such as the Marčenko–Pastur law \cite{64} or the Wigner’s semicircle law \cite{88}. This enables one to use Random Matrix Theory (RMT), but it involves (for NNs, at least) making relatively strong simplifying assumptions \cite{23, 75, 76}. A somewhat more realistic setup involves using a so-called spiked model (or a spiked covariance model) \cite{7, 10, 58}. In this case, the matrix follows a signal-plus-noise model and consists of full rank random noise matrix and low rank statistical information structure. The “signal” eigenvalues are generally larger than the noisy “bulk” eigenvalues; and the maximum eigenvalues, when isolated from the bulk, are referred to as the “spikes.” A substantial theory-practice gap exists, however. In both toy examples \cite{36}, as well as state-of-the-art NN models \cite{29, 81, 94–97}, the strong simplifying assumptions are far from realistic or satisfactory. (A similar theory-practice gap has been observed for other NN matrices to which RMT has been applied, perhaps most notably weight matrices \cite{65, 66}.) A more precise understanding of the Hessian eigenspectra (and its dependence on input data structure, the underlying response model and model parameters, as well as the loss function) for more realistic ML models is needed.

1.1 Our approach

In this article, we address these issues, in a setting that is simple enough to be analytically tractable but complex enough to shed light on much more realistic large-scale models. We consider a family of generalized generalized linear models (G-GLMs) that extends the popular generalized linear model (GLM) \cite{28, 39}; and we show that, even for such simple models, the key simplifying assumptions used in previous theoretical analyses of Hessian eigenspectra, can be very inexact. In particular, apart from a few special cases (including linear least squares and the logistic regression model in the case of homogeneous features), most Hessians of G-GLM are not close to the Marčenko–Pastur and/or the semicircle law. Instead, the corresponding Hessian depends in a complicated way on the interplay between the input feature structure, the underlying response model, and the loss function. These tradeoffs can be precisely characterized by the proposed analysis in the G-GLM model we consider.

The G-GLM describes a generalized linear relation between the input feature $x_i \in \mathbb{R}^p$ and the corresponding response $y_i$, in the sense that there exists some parameters $w^* \in \mathbb{R}^p$ such that for given $w^T x_i$, the response $y_i$ is independently drawn from

$$y_i \sim f(y \mid w^T x_i),$$

for some conditional density function $f(\cdot \mid \cdot)$. This setup extends GLMs such as the logistic model

$$\mathbb{P}(y = 1 \mid w^T x) = (1 + e^{-w^T x})^{-1}, \quad y \in \{-1, 1\},$$

and it covers a large family of models in many applications in statistics and ML. Other examples of G-GLM models include:

- the (noisy) nonlinear factor model \cite{21}, where $y \sim \mathcal{N}(g(w^T x), \sigma^2)$ for some nonlinear linking function $g : \mathbb{R} \to \mathbb{R}$ and $\sigma > 0$;
- the (noiseless) phase retrieval model \cite{31}, with $y = (w^T x)^2$, in which case we wish to reconstruct $w^*$ from its magnitude measurements; and
- the single-layer NN model $y = \sigma(w^T x)$, for some nonlinear activation function $\sigma(t)$ such as the tanh-sigmoid $\sigma(t) = \tanh(t)$.

For a given training set $\{(x_i, y_i)\}_{i=1}^n$ of size $n$, the standard approach to obtain/recover the parameter $w^* \in \mathbb{R}^p$ is to solve the following optimization problem

$$\min_w L(w) = \min_w \frac{1}{n} \sum_{i=1}^n \ell(y_i, w^T x_i),$$

where $\ell(y_i, w)$ is a suitable loss function.
for some loss function $\ell(y, h) : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$. This includes, e.g., the negative log-likelihood of the observation model within the maximum likelihood estimation framework \cite{39}, such as the logistic loss $\ell(y, h) = \ln(1 + e^{-yh})$ in the case of the logistic model \cite{2}. In many applications, however, the optimization problem in \cite{3} may not be convex \cite{17,67,89} and it can be NP-hard in general (the noiseless phase retrieval model $y = (w^T x)^2$ with the square loss $\ell(y, h) = (y - h^2)^2$ is such an example \cite{16}).

### 1.2 Our main contributions

The main contribution of this work is the exact asymptotic characterization of the Hessian eigenspectrum for the family of G-GLMs in \cite{1}, in the high dimensional regime where the feature dimension $p$ and the sample size $n$ are both large and comparable. Our main result is that we establish:

1. the limiting eigenvalue distribution of the Hessian matrix (Theorem 1); and

2. the behavior of (possible) isolated eigenvalues and the associated eigenvectors (Theorem 2 and 3);

as a function of the dimension ratio $c = \lim p/n$, the feature (first- and second-order) statistics, the loss function $\ell$ in \cite{3}, and the underlying response model in \cite{1}. Our results are based on a technical result of independent interest:

3. a deterministic equivalent (Theorem 4) of the random resolvent $Q(z) = (H - zI_p)^{-1}$, for $z \in \mathbb{C}$ not an eigenvalue of $H$, of the generalized sample covariance:

$$H = \frac{1}{n} \sum_{i=1}^{n} \ell''(y_i, w^T x_i) x_i x_i^T \equiv \frac{1}{n} XDX^T,$$

\[(4)\]

for $D \equiv \text{diag}\{\ell''(y_i, w^T x_i)\}_{i=1}^{n}$, $X = [x_1, \ldots, x_n] \in \mathbb{R}^{p \times n}$ and $\ell''(y, h) \equiv \partial^2 \ell(y, h)/\partial h^2$. The analysis is performed in the high dimensional limit as $n, p \to \infty$ with $p/n \to c \in (0, \infty)$, under the setting of input Gaussian feature $x_i \sim \mathcal{N}(\mu, C)$, with some statistical mean $\mu \in \mathbb{R}^p$ and positive definite covariance $C \in \mathbb{R}^{p \times p}$. We also demonstrate our results empirically by showing that:

4. for a given response model \cite{1}, the Hessian eigenvalue distribution depends on the choice of loss function and the data/feature statistics in an intrinsic manner, e.g., bounded versus unbounded support (Figure 2) and single- versus multi-bulk (Figure 3); and

5. there may exist two qualitatively different spikes—the well-known one due to data signal $\mu$, and the other less-obvious one due to the underlying model itself—which may appear on different sides of the main bulk, and their associated phase transition behaviors are different and are characterized (Figure 6 versus 7).

To illustrate pictorially our contributions, we examine in Figure \ref{fig:1} the Hessian eigenspectra as a function of the response model \cite{1}, the loss function $\ell$, and the feature statistics $\mu, C$ (that characterize the statistical property of the data/feature). In Figure \ref{fig:1a} and \ref{fig:1b}, we compare the Hessian eigenvalues for the logistic model in \cite{2} with the (maximum likelihood) logistic loss $\ell(y, h) = \ln(1 + e^{-yh})$, for different choices of parameter $w$. A nontrivial interplay between the response model parameter $w_*$, the feature statistics $\mu, C$, as well as $w$ is reflected by the range of the Hessian eigenvalue support and an additional right-hand spike in Figure \ref{fig:1b} (as opposed to Figure \ref{fig:1a}), as confirmed by our theory.

\[1\] As we shall see, in some non-convex cases of G-GLMs, the top Hessian eigenvector can be shown to correlate positively with the sought-for model parameter $w$, and therefore be used as the initialization of gradient descent methods \cite{14,43,52}. This motivates our study of the possible isolated Hessian eigenvalue-eigenvector pairs.
For the phase retrieval model \( y = (w^\top x)^2 \) with square loss \( \ell(y, h) = (y - h^2)^2/4 \), the non-convex nature of the problem is reflected by a (relatively large) fraction of negative Hessian eigenvalues in Figure 1c. We also note that the top eigenvector (that corresponds to the largest eigenvalue) contains structural information of the underlying model, in the sense that it is positively correlated with \( w^* \), as predicted by the theory in Figure 1d, and that there exists an additional negative eigenvalue. This is connected to the Hessian-based initialization scheme discussed at the end of Section 1.1 and in Section 2.1 below widely used in non-convex problems.

\[ \ell(y, h) = (y - h^2)^2/4, \]

\[ \text{Empirical Eigenspectrum} \]

\[ \text{Theory Eigenspectrum} \]

(a) Logistic, \( w = w^* = \mu \)

(b) Logistic, \( w \sim N(0, I_p/p) \)

(c) Phase retrieval model

(d) Top eigenvector in Figure 1c

![Figure 1: Illustration of our main results: eigenspectral properties of the Hessian \( H(w) \) of G-GLM with \( p = 800, n = 6000 \) and \( C = I_p \). (Top): presence versus absence of a right-hand side spike for different \( w \), logistic model (2) with logistic loss \( \ell(y, h) = \ln(1 + e^{-yh}) \) and \( w^* = \mu \sim N(0, I_p/p) \). There is a nontrivial interplay between the response model (1), the feature statistics \( \mu, C \), and \( w \), as reflected by the “range” of the Hessian eigenvalues and an additional right-hand spike, in Figure 1b versus 1a, both captured by our theory. (Bottom): the Hessian eigenspectrum may have a rather different shape (as opposed to the Marčenko-Pastur-like in Figure 1a and 1b) for the phase retrieval model (left) and the right-hand side isolated eigenvector is known here be an estimate of \( w^* \) (right), as confirmed by our theory. With square loss \( \ell(y, h) = (y - h^2)^2/4 \), \( w^* = [-2 \cdot 1_{p/2}; 2 \cdot 1_{p/2}]/\sqrt{p} \), \( w \sim N(0, I_p/p) \) and \( \mu = 0 \).]

1.3 Notation and organization of the paper

**Notations.** Throughout the paper, we follow the convention of denoting scalars by lowercase, vectors by lowercase boldface, and matrices by uppercase boldface letters. The notation \( (\cdot)^\top \) denotes the transpose operator. The norm \( \| \cdot \| \) is the Euclidean norm for vectors and the
spectral norm for matrices. We use \( a.s. \) for almost sure convergence of random variables. We use \( \mathfrak{I} \left[ \cdot \right] \) to denote the imaginary part of a complex number and \( i \) to present the imaginary unit.

**Organization of the paper.** We discuss related previous efforts and preliminaries in Section 2. Our main technical results on the limiting Hessian eigenvalue distribution, as well as on the behavior of the Hessian isolated eigenvalues and associated eigenvectors are presented in Section 3. In Section 4 further discussions on the consequences of these technical results are made, together with numerical evaluations. We conclude the article in Section 5 with some possible future extensions.

## 2 Background and Preliminaries

In this section, we discuss related previous efforts in Section 2.1 and some (technical) preliminaries on the spiked random matrix model and the deterministic equivalent technique in Section 2.2 and Section 2.3 respectively.

### 2.1 Related work

**Random matrix theory.** Random matrices of the type (4) are related to the so-called separable covariance model [25, 98]. This model is of the form \( \frac{1}{n} C^\frac{1}{2} Z D Z^T C^\frac{1}{2} \), for \( Z \in \mathbb{R}^{p \times n} \) having, say, i.i.d. standard Gaussian entries, and deterministic or independent matrices \( C \in \mathbb{R}^{p \times p} \) and \( D \in \mathbb{R}^{n \times n} \). Our results generalize this, in the sense that we allow the matrix \( D \) to depend on the random matrix \( Z \), in a possibly nonlinear fashion, per (4). This is of direct interest for the Hessian matrix of the G-GLM. We particularly show that, in the case where \( Z \) is a standard Gaussian random matrix, while the limiting spectral measure remains the same as if \( D \) was independent (Theorem 1), spurious isolated eigenvalue may appear due to this dependence between \( D \) and \( Z \) (Theorem 2 and 3). This is directly related to the popular spectral initialization method used in non-convex optimization [62].

**Hessian eigenspectra.** The eigenspectra of Hessian matrices arising in ML models (in particular, for NNs) have attracted considerable interest recently, both from a theoretical perspective [18, 32, 34, 36, 43, 75, 78, 79, 90] and from an empirical perspective [29, 81, 94, 96]. For example, the Hessian eigenspectrum provides a characterization of the (local) loss curvature and therefore the so-called “sharpness” (or “flatness”) of a trained model. However, these investigations are either limited to empirical evaluation [78, 79] or built upon somewhat unrealistic simplifying assumptions that reduce to the “mixed” behavior of Marčenko–Pastur and semicircle law [23, 73], or to that of the product of independent Gaussian matrices [36]. In contrast, we focus on the more tractable example of G-GLM in (1), and we provide precise results on the Hessian eigenspectra for structural Gaussian feature on arbitrary loss functions. Also, instead of focusing solely on the limiting eigenvalue distribution, our results also shed novel light on the isolated eigenvalues (above and/or below the bulk) that are empirically observed in modern NNs [32, 50, 70, 78].

**Spectral initialization in non-convex problems.** For non-convex problems, the performance of gradient-based methods can be very sensitive to initialization. A popular initialization method is the spectral initialization method, which can be traced back to the Principal Hessian Directions method [59]. Similar techniques were then proposed to provide a “good” initialization for gradient descent in non-convex problems such as phase retrieval [15, 31, 69], matrix completion [52], low-rank matrix recovery [45], blind deconvolution [57], and sparse coding [2].

---

\(^2\)Some claim that this corresponds to the generalization performance of the model [18, 27, 40, 53].
In [62], which was generalized by [68], the authors evaluated the eigenspectrum asymptotics of the generalized sample covariance matrix \( \frac{1}{n} \sum_{i=1}^{n} f(y_i)x_i x_i^T \), for some processing function \( f : \mathbb{R} \to \mathbb{R} \) and \( x_i \sim \mathcal{N}(0, I_p) \). Their technical approach is, however, limited to the case of very homogeneous features, \( x_i \sim \mathcal{N}(0, I_p) \), and it was particularly focused on the phase retrieval model, instead of the Hessian (that depends on the loss) more generally. In a sense, we generalize the analysis in [62] to the Hessian matrix of G-GLM, by developing a systematic approach to account for the data structures (\( \mu \neq 0 \) and \( C \neq I_p \)).

**Scalable second-order methods.** Second order methods are among the most powerful optimization methods that have been designed, and there have been several attempts to use their many advantages for machine learning applications, including both theoretical developments [77, 87, 92], as well as for training and/or quantizing state-of-the-art NNs [29, 81, 91, 94, 96]. We expect that our precise characterization of the Hessian sheds new light on the improved design of more efficient second-order methods. For example, insights from the proposed analysis could shed light on improved optimization methods for particular classes of models, as well as improved strategies for model post-processing and diagnostics.

### 2.2 Spiked random matrix model

Define the **empirical spectral measure** of a random matrix \( M \in \mathbb{R}^{p \times p} \)

\[
\mu_M \equiv \frac{1}{p} \sum_{i=1}^{p} \delta_{\lambda_i(M)}
\]

as the normalized counting measure of the eigenvalues \( \lambda_i(M) \) of \( M \). If the random \( \mu_M \) converges to a (non-random) probability measure \( \mu \) as \( p \to \infty \), we say \( \mu \) is the **limiting spectral measure** of the random matrix \( M \). Examples of such limiting laws include the popular Marčenko-Pastur law [64] and Wigner’s semicircle law [88].

In many applications, instead of the (limiting) eigenvalue distribution, one may be more interested in the behavior of some particular eigenvalue-eigenvector pairs. For a standard (noise-like) random matrix \( M \), the term “spiked random matrix model” [3, 10, 46] is used to refer to the low rank update of \( M \), for instance the additive perturbation of the type \( M + A \) for some (deterministic) \( A \) such that \( \text{rank}(A) = K \) is fixed as \( p \to \infty \). This type of random matrix model plays a fundamental role in the analysis of principle component analysis (PCA) [47, 48], sparse PCA [1, 14, 63] and Canonical Correlation Analysis (CCA) [8, 42, 49] in high dimensions. As a concrete example, for \( x_i \sim \mathcal{N}(\mu, I_p) \) we can write \( W = [x_1, \ldots, x_n] = \mu 1_n^p + Z \) for \( Z \in \mathbb{R}^{p \times n} \) having i.i.d. standard Gaussian entries, so that the sample covariance matrix \( \frac{1}{n} XX^T = \frac{1}{n} ZZ^T + \mu \mu^T + \frac{1}{n} 1_n^p \mu 1_n^T + \frac{1}{n} Z_1 n \mu^T \) follows a spiked model that is an (at most) rank-two additive perturbation of the standard Wishart random matrix \( \frac{1}{n} ZZ^T \). The spiked model is particularly popular and useful in characterizing signal-plus-noise type behavior in the features, by focusing on the isolated eigenvalues (i.e., the “spikes”) outside the main eigenspectrum bulk. Precisely, if the signal strength \( \| \mu \| \) is larger than a certain threshold (that depends on the dimension ratio \( p/n \)), an informative eigenvalue \( \lambda \) of \( \frac{1}{n} XX^T \) can be observed to “jump out” from the noisy main bulk, with the associated eigenvector \( \tilde{u} \) “aligned” to \( \mu \), in the sense that the “cosine-similarly” \( \tilde{u}^T \mu / \| \mu \| \gg 0 \) as \( n, p \to \infty \). This type of phase transition behavior has been extensively studied in the RMT literature [7, 10, 58]. In this article, we show two different types of spikes and their corresponding phase transitions: the first well-known spike due to data signal \( \mu \), which follows the classical BPP phase transition [7]; and a second less-well-known spike, which arises from the underlying (nonlinear) response model (1), even in the

\(^3\)Recall that for high dimensional random vector \( v \in \mathbb{R}^p \), say with i.i.d. Gaussian entries of zero-mean and 1/p variance (so that \( \| v \| = O(1) \) with high probability), we have, for \( \| \mu \| = O(1) \) that \( v^T \mu \to 0 \) as \( p \to \infty \); that is, a random vector is almost orthogonal to any deterministic or independent random vector in high dimensions.
absence of any signal, and which follows a very different phase transition behavior. This is discussed at length with numerical evaluations in Section 4.

2.3 Deterministic equivalent

In this work, a unified analysis framework is proposed to assess simultaneously the limiting spectral measure and the behavior of the (possible) isolated eigenvalue-eigenvector pairs of the Hessian-type matrix in (I). This analysis is based on the so-called deterministic equivalent technique \[24, 38\] that provides asymptotic characterization of the (expectation of the) resolvent \(Q(z) = (H - zI_p)^{-1}\) of the random Hessian matrix \(H \in \mathbb{R}^{p \times p}\). With additional concentration of measure arguments \[55, 71\], the limiting spectral measure, the isolated eigenvalue location, as well as the eigenvector projection onto a given deterministic vector, while all being random, become asymptotically deterministic and fully accessible via the analysis of \(Q(z)\) in the \(n, p \to \infty\) limit. More precisely, we have the following.

1. The normalized trace \(\frac{1}{p} \text{tr} Q(z)\) characterizes the Stieltjes transform \(m_\mu(z) = \int (t - z)^{-1} \mu(dt)\) of the limiting spectral measure \(\mu\) of \(H\), from which \(\mu\) can be recovered, for \(a, b\) continuity points of \(\mu\), via \(\mu([a, b]) = \frac{1}{\pi} \lim_{\varepsilon \downarrow 0} \int_a^b \Im[m_\mu(x + i\varepsilon)] dx\).

2. Solving the determinant equation \(|H - \lambda I_p| = 0\) for \(\lambda \in \mathbb{R}\) outside the limiting spectral support \(\text{supp}(\mu)\) (that is, not in the bulk eigenspectrum) reveals the asymptotic location of the isolated eigenvalue \(\hat{\lambda}\) of \(H\).

3. For \((\hat{\lambda}, \hat{u})\) an eigenvalue-eigenvector pair of interest of \(H\), with Cauchy’s integral formula we have \(|w^T \hat{u}|^2 = -\frac{1}{2\pi} \oint_{\Gamma_\lambda} w^T Q(z) w dz\), for a deterministic vector \(w \in \mathbb{R}^p\) and \(\Gamma_\lambda\) a positively oriented contour surrounding only \(\hat{\lambda}\).

As such, for \(\bar{Q}(z)\) a deterministic equivalent of \(Q(z)\), that is,

\[Q(z) \leftrightarrow \bar{Q}(z), \quad \text{with} \quad \frac{1}{p} \text{tr} A(Q(z) - \bar{Q}(z)) \to 0, \quad \text{and} \quad a^T (Q(z) - \bar{Q}(z)) b \to 0, \quad (6)\]

almost surely as \(n, p \to \infty\), for \(A \in \mathbb{R}^{n \times n}\) and \(a, b \in \mathbb{R}^n\) of bounded (Euclidean and spectral) norms, the limiting spectral measure (via the associated Stieltjes transform) and the behavior of isolated eigenpairs are directly accessible via the study of \(\bar{Q}(z)\).

3 Main Results

In this section, we present our main results: on the limiting Hessian eigenspectrum (in Section 3.1); and on the behavior of the (possible) isolated eigenvalue-eigenvector(s) (in Section 3.2). These two main results depend on a key technical deterministic equivalent result for the Hessian resolvent (in Section 3.3), which is of independent interest. We position ourselves in the following high dimensional regime.

Assumption 1 (High dimensional asymptotics). As \(n, p \to \infty\) with \(p/n \to c \in (0, \infty)\), we have \(\max\{\|w\|, \|w_*\|\} = O(1)\) and \(X_i \overset{i.i.d.}{\sim} \mathcal{N}(\mu, \Sigma)\) with \(\max\{\|\mu\|, \|\Sigma\|\} = O(1)\).

3.1 Limiting spectral measure

Our first result concerns the limiting eigenvalue distribution of the Hessian matrix, given under the form of its Stieltjes transform. This is a direct consequence of our main technical Theorem 4 in Section 3.3 and it is proven in Appendix A.2.
Theorem 1 (Limiting spectral measure). Let Assumption 1 hold. We have, as $n,p \to \infty$ with $p/n \to c \in (0,\infty)$, the empirical spectral measure $\mu_H$ of the Hessian matrix $H$ defined in (4) converges weakly and almost surely to a probability measure $\mu$, defined through its Stieltjes transform

$$m(z) = \frac{1}{p} \text{tr} Q_b(z), \quad \delta(z) = \frac{1}{n} \text{tr} (\mathbb{C} Q_b(z)), \quad (7)$$

for $Q_b(z) \equiv (E[\frac{g \mathbb{C}}{1+g \delta(z)}] - z I_p)^{-1}$ and random variable

$$g \equiv \partial^2 \ell(y, h) / \partial h^2, \quad h = w^T x \sim \mathcal{N}(w^T \mu, w^T C w), \quad (8)$$

with $y$ and $h$ defined respectively in (1) and (3). Moreover, if we denote $\nu$ the law of $g$ and assume the empirical spectral measure of $C$ converges to $\tilde{\nu}$ as $p \to \infty$, then (7) can be expressed as

$$m(z) = \int \left( -z + \tilde{t} \int \frac{t}{1 + t \delta(z)} \nu(dt) \right)^{-1} \tilde{\nu}(d\tilde{t}), \quad \delta(z) = \int \frac{t \delta(z)}{-z + \tilde{t} \int 1 + t \delta(z) \nu(dt)} \tilde{\nu}(d\tilde{t}). \quad (9)$$

A few remarks on the consequences of Theorem 1 are in order.

Remark 1 (Connection to other RMT models). In the form (8), the (Stieltjes transform of the) limiting spectral measure $\mu$ is determined by the dimension ratio $c = \lim p/n$ and the two (probability) measures $\nu$ and $\tilde{\nu}$. As already briefly discussed in Section 2.1, this formulation is closely connected to the separable covariance model [13, 25, 54, 73, 93]. Moreover, if $\nu(dt) = \delta_1(t)$ is a Dirac mass at one, this reduces to the classical sample covariance model [83]: taking further $\tilde{\nu}(dt) = \delta_1(t)$ gives the Marčenko-Pastur law. See Section 4.1 for numerical evaluations of these special cases.

In particular, the support of the (limiting) Hessian eigenvalue distribution $\mu$ is directly linked to that of $\nu$ and $\tilde{\nu}$.

Remark 2 (Hessian eigen-support). Under Assumption 1 the (limiting) spectral measure $\tilde{\nu}$ of the covariance $C$ has bounded support. However, this may not be the case for $\nu$, the law of the random variable $g$ defined in (5). Since the Hessian eigenvalue distribution $\mu$ is of compact support if and only if both $\nu$ and $\tilde{\nu}$ have compact support [27, Porposition 3.4], $\mu$ may be of unbounded support, depending on that of $\nu$, and thus on the underlying model and loss function.

An example of unbounded $\mu$ is the phase retrieval model with $y = (w^T x)^2$ and square loss $\ell(y, h) = (y - h^2)^2 / 4$, for which we have $g = 3(w^T x)^2 - (w^T x)^2$ for $x \sim \mathcal{N}(\mu, C)$. As a consequence, with say $w_{x} = w$, $g$ follows a chi-square distribution with one degree of freedom, and has thus unbounded support. This corresponds to Figure 13 where the Hessian spectrum has a “heavier” tail compared to Figure 1a. In this case, the empirically observed “isolated” eigenvalue is essentially due to a finite-dimensional effect and will be “buried” in the noisy main bulk as $n,p$ grow large. Therefore, aiming for an (almost surely) isolated eigenvalue-eigenvector (e.g., to recover the model parameter $w_x$ using the top Hessian eigenvector) for $n,p$ large, some preprocessing function $f$ must be applied. This has been discussed in previous work [62, 68] and corresponds to the so-called trimming strategy widely used in phase retrieval [19] (particularly in the “linear measurements” $n \sim p$ regime), with for instance the truncation function $f(t) = 1_{|t| \leq \epsilon}$ for some $\epsilon > 0$.

Another example of unbounded $\mu$ appears when the exponential loss function [33] is used. Precisely, consider the logistic model [3] with the choice of loss function $\ell(y, h) = \exp(-yh)$. In this case, we have that $g = \exp(-yh)$ for $h \sim \mathcal{N}(w^T \mu, w^T C w)$, which follows a log-normal

---

4Uniqueness is ensured in such a way that $\Im[m(z)] \cdot \Im[z] > 0$ for $\Im[z] \neq 0$ and $zm(z) < 0$ for $\Im[z] = 0$, so that $(z, m(z))$ is a valid Stieltjes transform couple; see [38].
distribution and has \textit{unbounded support}. As such, the limiting Hessian eigenvalue distribution $\mu$ has also unbounded support. On the other hand, with the logistic loss $\ell(y, h) = \ln(1 + e^{-yh})$, one has $g \leq 1/4$ and $\mu$ is guaranteed to have bounded support. See Figure 2 where the empirical Hessian eigenvalues and the limiting distributions are compared for logistic and exponential losses, with a more “heavy-tailed” behavior observed for the exponential loss.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Impact of loss function: bounded (left) versus unbounded (right) Hessian eigenvalue distribution, with $p = 800$, $n = 6000$, logistic model in \cite{2} with $\mu = 0$, $C = I_p$, $w_* = 0$ and $w = [-1/p^2, 1/p^2]/\sqrt{p}$. Emphasis on the \textit{bounded} Hessian eigen-support with the logistic loss (left) versus the \textit{unbounded} support with the exponential loss (right).}
\end{figure}

\newpage

Clearly, depending on the measures $\nu$ (of the random variable $g$, which depends on the feature statistics $\mu, C$, the loss and the underlying model) and $\tilde{\nu}$ (of the eigenvalue distribution of feature covariance $C$), the Hessian spectrum can have very different forms. See Figure 3 where we compare the empirical Hessian eigenvalues with their limiting behaviors, given in Theorem 1 for different feature covariance structures. In particular, we may observe a single main bulk with more “compact” Hessian eigenvalues as in Figure 3-(left) or multiple bulks (two in the case of Figure 3-right) with Hessian eigenvalues more “spread-out”, depending on the feature covariance structure and the measure $\tilde{\nu}$. In the form of \cite{25, Section 3.2–3.4} and can be numerically evaluated with ease.

As a side remark, the “multi-bulk” behavior similar to Figure 3-(right) has been empirically observed in Hessians of NNs in \cite{60, 70}, suggesting the (quantitative) effectiveness of the proposed theory beyond simple G-GLM.

### 3.2 Isolated eigenvalues and eigenvectors

As discussed in Remark 2 the Hessian has bounded (limiting) eigen-support if and only if $\nu$, the law of $g$, has bounded support. Under this assumption (or, after the application of some function $f$ so that $f(g)$ is bounded), we can then talk about the (possible) isolated Hessian eigenvalues, as in the following result, the proof of which is in Appendix A.3.

\begin{theorem}[Isolated eigenvalues]
In the setting of Theorem 1, assume that the probability measure $\nu$ of the random variable $g$ defined in \cite{8} is of bounded supported, and define

$$G(z) = I_3 + A(z)V^T Q_\theta(z)V \in \mathbb{R}^{3 \times 3},$$

\end{theorem}

\footnote{Covariance describes the joint variability or the “correlation” between entries of the feature vector, and it is of great significance in the analysis of image (with local structure) and time series data.}
with $Q_b(z), \delta(z)$ defined in (7), $V \equiv [\mu, \ Cw_\ast, \ Cw] \in \mathbb{R}^{p \times 3}$, $U \equiv C_\ast^\dagger \{w_\ast, \ w\} \in \mathbb{R}^{p \times 2}$ and
\[
\Lambda(z) \equiv \mathbb{E}\left[ \frac{g}{1 + g \cdot \delta(z)} \left[ \frac{1}{U^+z} \ U^+z(U^+z)^T - (U^TU)^+ \right] \right], \quad (11)
\]
for $z = C^{-\frac{1}{2}}(x - \mu) \sim \mathcal{N}(0, I_p)$, where we denote $U^+$ the Moore-Penrose pseudoinverse of $U$ with $U^+ = (U^TU)^{-1}U^T$ for invertible $U^TU$. Then, for $\lambda$ such that $G(\lambda)$ has a zero eigenvalue (of multiplicity one), there exists an eigenvalue $\hat{\lambda}$ of $H$ such that $\hat{\lambda} - \lambda \xrightarrow{a.s.} 0$.

**Remark 3** (Connection to isolated eigenvalue phase transition). Theorem 2 provides an asymptotic characterization of the possible isolated Hessian eigenvalues by computing the determinant of the much smaller (three-by-three) deterministic matrix $G$ closely related to the key quantity $\delta(z)$. Note that Theorem 2 does not provide, at least explicitly, the phase transition condition under which these eigenvalues/spikes become “isolated” from the main bulk. As we shall see in more detail in Section 4, two types of quantitatively different phase transitions can be characterized: one due to the data “signal” $\mu$; and one due to the structure of the underlying model (even in the absence of any signal in the data).

We can also analyze the associated eigenvectors. First note that, for $n \to \infty$ with $p$ fixed, we have, by the strong law of large numbers, that $H \xrightarrow{a.s.} \mathbb{E}[H]$, with
\[
\mathbb{E}[H] = \mathbb{E}[\ell'(y, w^T x)x x^T] = \mathbb{E}[g] \cdot C + \mathbb{V} \left[ \frac{1}{\mathbb{E}[g \cdot U^+ z]} \ U^+ z(U^+ z)^T - (U^TU)^+ \right] V^T
\]
with $z = C^{-\frac{1}{2}}(x - \mu) \sim \mathcal{N}(0, I_p)$ and $g$ defined in (8). As a consequence, it is expected that in the large $n, p \to \infty$ limit, the top eigenvectors of $H$ should be related to the columns of $V$. This is the case in Figure 1d where the top eigenvector is observed to be a “noisy” version of the model parameter $w_\ast$. More precisely, for $(\hat{\lambda}, \hat{u})$ an isolated eigenpair of $H$, the random projection $\hat{V}^T \hat{u}_n^T V \in \mathbb{R}^{3 \times 3}$ can be shown to be asymptotically close to a deterministic matrix as $n, p \to \infty$. This measures the “cosine-similarly” between the Hessian isolated eigenvector $\hat{u}$ with any column of $V$ and consequently the performance of using $\hat{u}$ as an estimate of, for instance the model parameter $w_\ast$ for $C = I_p$. This result is given in the following theorem, which is proven in Appendix A.4.

**Theorem 3** (Isolated eigenvectors). In the setting of Theorem 2 for an isolated eigenvalue-eigenvector pair $(\hat{\lambda}, \hat{u})$ of $H$ and $\lambda$ the asymptotic position given in Theorem 2 it holds that
\[
V^T \hat{u}_n^T V = -V^T Q_b(\lambda)V \cdot \Xi(\lambda) + o(1),
\]
with \( \Xi(\lambda) = \frac{v_r G v^T_G}{v^T_G G(\lambda)v_G} \), for \( \bar{Q}(z) \) and \( G(z) \) defined in \[1\] and \[10\], \( v_{l,G}, v_{r,G} \in \mathbb{R}^3 \) the left and right eigenvectors of \( G(\lambda) \) associated with eigenvalue zero, and \( G'(z) \) the derivative of \( G(z) \) with respect to \( z \) evaluated at \( z = \lambda \).

### 3.3 Technical tool: deterministic equivalent

As already discussed in Section 2.3, our main technical tool to derive Theorems 1, 2 and 3 is the so-called deterministic equivalent approach \[2, 8\] for the Hessian resolvent \( Q(z) = (H - zI_p)^{-1} \), from which follows our main results on the Hessian limiting eigenvalue distribution and the behavior of the possible isolated eigenpairs. This result is given in the following theorem, with the proof deferred to Appendix A.1.

**Theorem 4** (Deterministic equivalent). Let \( Q(z) \equiv (H - zI_p)^{-1} \) be the resolvent of the Hessian \( H \) defined in \[1\]. Then, under Assumption 7, we have, as \( n, p \to \infty \) with \( p/n \to c \in (0, \infty) \), that \( Q(z) \leftrightarrow \bar{Q}(z) \), with

\[
\bar{Q}^{-1}(z) = E_{1+g\delta(z)}(C^T(I_p - P_U)C + \alpha\alpha^T) - zI_p,
\]

for random vector \( \alpha \equiv \mu + C^T P_U z \in \mathbb{R}^p \) and \( g = \ell'(y,w^T \mu + w^T C^T z) \) for \( z \sim \mathcal{N}(0, I_p) \) as in \[8\], \( y \) defined in \[1\], \( P_U \) the projection onto the subspace spanned by the columns of \( U \) so that \( P_U = U(U^TU)^{-1}U^T \) for \( U^TU \) invertible, and \( \delta(z) \) the unique solution to \[7\].

### 4 Empirical Evaluation and Discussion

In this section, we provide further discussion on the consequences of Theorems 1, 2 and 3, together with numerical evaluations. The implications of Theorem 4 on the (limiting) Hessian eigenvalue distribution is discussed in Section 4.1. Then, we discuss the consequences of Theorems 2 and 3 on possible isolated eigenpairs, and we show that two fundamentally different phase transition behaviors occur. Recall that classical spiked models, extensively studied in RMT literature \[3, 10, 58\], exhibit the following: (i) the isolated spike appears due to the presence of some statistical “signal” in the data; and (ii) a “monotonic” phase transition behavior, as a function of the signal strength, can be characterized. Here, we show that, in addition to this classical “signal” spike, another type of spike may arise due to the underlying G-GLM model itself (i.e., \( w, w_* \)), and it exhibits a very different transition behavior. In particular, in Section 4.2 we discuss eigenvalue spikes due to data signal; and in Section 4.3 we discuss eigenvalue spikes due to model structure, even when there is no signal in the data.

#### 4.1 Hessian eigenvalue distribution

Here, for a better interpretation of Theorem 4 on the Hessian spectrum, we consider the special case where \( C = I_p \), in which case \[7\] can be further simplified as \( z\delta(z) = 1 - c - E[1/(1 + g\cdot \delta(z))] \), with \( m(z) = \delta(z)/c \) and \( c = \lim p/n \).

Let us start with the simplest setting where the random variable \( g \) in \[8\] is constant, say \( g = 1 \). This happens, for instance, in the case where the square loss \( \ell(y, h) = (y - h)^2/2 \) is employed for the logistic model \[2\]. In this case, the Hessian is independent of the parameters \( w, w_* \), and we have the Stieltjes transform \( m(z) \) as the solution to

\[
zc (z^2 - (1 - c - z) m(z) + 1 = 0,
\]

(12)

that corresponds to the popular Marčenko-Pastur law.

As long as \( g \) is not constant, the limiting Hessian spectrum is, a priori, different from the Marčenko-Pastur law, even in the simple \( C = I_p \) setting, since the associated Stieltjes
transform $m(z)$ is different from the solution of (12). However, we see in Figure 4 (top left) that, for the logistic model (2) with logistic loss, the Hessian spectrum is close, at least visually, to a rescaled Marčenko-Pastur law. This is due to the fact that, the distribution of $g$ is more “concentrated” (around some constant, see Figure 4 (top right) versus (bottom right) for a comparison between different cases) in this specific model. This is in sharp contrast to, for example, Figure 4 (bottom) where with the exponential loss, the law of $g$ has a much larger “spread”, and the Hessian eigenspectrum is therefore far away from a Marčenko-Pastur-shape.

Figure 4: Comparison of Hessian eigenspectra with the Marčenko-Pastur law in the setting of Figure 2. (Top): Marčenko-Pastur-like Hessian with logistic loss; (left) Hessian eigenvalues and (right) empirical distribution of the $g_i$s versus the scaling factor (empirically obtained from the distance between the maximum and minimum Hessian eigenvalues to fit the Marčenko-Pastur law). Comparing to Figure 2 (right) and Figure 3, we see that changes in the choice of loss and/or feature statistics (e.g., heterogeneous features) result in very different and non-Marčenko-Pastur-like Hessian spectral behavior. (Bottom): an example of a very non-Marčenko-Pastur-like Hessian with exponential loss (left) and the associated $g_i$s (right). Note that the scales of the axes are different in different subfigures.

It should be mentioned that this “empirical fit” has already been observed in [74, Figure 5], where acceleration methods proposed for a Marčenko-Pastur distributed Hessian (in linear least squares) work reasonably well on logistic regression problems. Our theory proposes a convincing explanation of this empirical observation on logistic regression, and possibly for others more involved models such as NNs.

However, it must be pointed out that this “visual approximation” by Marčenko-Pastur law is not robust, in the sense that it “visually” holds only for (yet still is formally different from) the case of (i) logistic model with (ii) logistic loss and (iii) identity covariance $C = I_p$. Any change in the response model (e.g., with the phase retrieval model in Figure 1c), the choice of loss function (e.g., with the exponential loss in Figure 2 right), or going beyond the simple
identity covariance (that models very homogeneous features) setting, as in Figure 3, would induce a Hessian spectrum that is very different from the Marčenko-Pastur law. In this vein, our Theorem 1 goes beyond such a “loose” Marčenko-Pastur approximation. It provides a first example toward the understanding of Hessians of deep NNs and other much more realistic models that exploit nonlinear transformations (such as activation function) and feature statistics.

In the proofs of Theorem 1–4 we explicitly used the fact that, for jointly Gaussian random variables, uncorrelatedness implies independence, and therefore our main results (on the limiting Hessian eigenvalue distribution and the possible isolated eigenpairs) are proven to hold only for Gaussian features. On the other hand, universality phenomena commonly arise in random matrix theory, and it has been proven for various models that the limiting spectral measure \[ \mathcal{M} \] , the spectrum edges \[ \lambda_{\min}, \lambda_{\max} \], and even involved functionals of the eigenvalues \[ f(\lambda) \] do not depend on the distribution of the random matrix, so long as its entries are independent and have zero mean, unit variance, and finite higher, say fourth, order moment \[ \rho \] .

Figure 5 compares the Hessian eigenvalues for feature following Gaussian, Bernoulli, and Student-t distribution, where we empirically confirm that Theorem 1 provides consistent predictions for non-Gaussian features with reasonably large \( n, p \). We conjecture that Theorem 1, proven here only for Gaussian distribution, holds more generally.

4.2 Isolated eigenvalues: Spike due to data signal

To study the spike due to data “signal” \( \mu \), as well as its phase transition behavior, we focus here on the case \( w_\ast = 0 \). This, in the case of logistic model (2), gives rise to a much simpler form of limiting eigenspectrum (per Theorem 1) and possible isolated eigenpairs (per Theorem 2 and 3), as summarized in the following corollary, the proof of which is given in Appendix B.3.

**Corollary 1 (Spike due to data signal: logistic model).** Consider the logistic model in (2) with logistic loss, for \( w = w_\ast = 0 \) and \( C = I_p \), we have \( g = 1/4 \) and the limiting Hessian eigenvalue distribution is the Marčenko-Pastur law, but rescaled by a factor of \( 1/4 \). Moreover, it follows from Theorem 2 and 3 that there is at most one isolated eigenpair \( (\hat{\lambda}_\mu, \hat{u}_\mu) \) of \( H \) and it satisfies

\[
\hat{\lambda}_\mu \xrightarrow{a.s.} \begin{cases} 
\frac{1}{4}(1 + \rho + c \cdot \frac{\sqrt{\rho}}{\rho}) & \rho > \sqrt{c}, \\
\frac{1}{4}(1 + \sqrt{c})^2 & \rho \leq \sqrt{c};
\end{cases}
\]

\[ (13) \]

\[ \rho \geq \sqrt{c} \]

\[ \rho \leq \sqrt{c} \]

\[ c \]

\[ 6 \]

Counterexample exists, though, for instance it has been shown in [30, 61] that, even in the presence of signal, nonlinear random matrices may produce “noisy spikes” (that are purely random and carry no information about the data signal and) that, in particular, depends on the fourth moment of the distribution.
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Figure 6: Spike (on right-hand side of bulk) due to data signal in Corollary 1: theory versus practice of (left) Hessian eigenspectrum with $\|\mu\|^2 = 0.8$, (middle) eigengap $\text{dist}(\lambda, \text{supp}(\mu))$, and (right) top eigenvector alignment $\alpha$ in (14), as a function of the signal strength $\|\mu\|^2$, on logistic model with logistic loss, for $\mu \propto [-1_{p/2}, 1_{p/2}], \ w = w_0 = 0, C = I_p, p = 512$ and $n = 2048$. Results averaged over 50 runs.
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Figure 7: Spike (on left-hand side of bulk) due to response model in Corollary 2 in the absence of data signal: (left) Hessian eigenspectrum for $\|w\| = 2$, with an emphasis on the left isolated eigenvalue $\lambda_w$, (middle) eigengap $\text{dist}(\lambda_w, \text{supp}(\mu))$, and (right) dominant eigenvector alignment, as a function $\|w\|$ with $w \propto [-1_{p/2}, 1_{p/2}], w_0 = \mu = 0, C = I_p, p = 800$ and $n = 8000$. Results averaged over 50 runs.

and

$$\frac{|\mu^T \hat{u}_\mu|}{\|\mu\|^2} \xrightarrow{a.s.} \left\{ \begin{array}{ll} \alpha = \frac{\rho^2 - c}{\rho^2 + cp} & \rho > \sqrt{c}, \\ 0 & \rho \leq \sqrt{c}; \end{array} \right.$$  (14)

with the signal strength $\rho = \lim \|\mu\|^2$ and $c = \lim p/n$.

The isolated eigenvalue-eigenvector behavior described in Corollary 1 follows the classical phase transition [7, 8, 72]. In particular, it exhibits the following properties: (i) the isolated eigenvalue always appears on the right-hand side of the main (Marčenko-Pastur) bulk; and (ii) the eigenvalue location and associated eigenvector alignment is “monotonic” with respect to the signal strength $\|\mu\|^2$. By “monotonic,” we mean that, for a fixed dimension ratio $c$, the largest Hessian eigenvalue is bound to become “isolated” once $\|\mu\|^2$ exceeds $\sqrt{c}$, and also that its value, as well as the eigenvector alignment, increase monotonically as $\|\mu\|^2$ grows. This behavior is confirmed in Figure 6.

As we shall see below in Section 4.3, this behavior is not exhibited for a spike due to the model parameter $w$. 
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4.3 Isolated eigenvalues: Spike due to model structure

To study the spike due to the underlying model structure (i.e., \( \mathbf{w}_s \) and \( \mathbf{w} \)), as well as its phase transition behavior, we position ourselves in the situation where \( \mu = 0 \), that is, in the absence of any data signal, and we consider again the logistic model. This leads to the following corollary, the proof of which is given in Appendix B.4.

**Corollary 2** (Spike due to model: logistic model). Consider the logistic model in (2) with logistic loss, \( \mu = 0 \) and \( \mathbf{C} = \mathbf{I}_p \), then the Stieltjes transform \( m(z) \) satisfies \( m(z) = 1/(E[f(r, z)] - z) \) for \( f(t, z) = 1/(cm(z) + 2 + e^{-t} + e^t) \) and \( r \sim \mathcal{N}(0, \|w\|^2) \) that depends on \( \mathbf{w} \) but not on \( \mathbf{w}_s \). Moreover, there is at most one isolated eigenvalue \( \lambda_w \) of \( \mathbf{H} \) that is due to \( \mathbf{w} \) and satisfies \( \lambda_w - \lambda_\mathbf{w} \xrightarrow{a.s.} 0 \) with \( \lambda_\mathbf{w} \) solution to \( 0 = \det \mathbf{G}(\lambda_\mathbf{w}) = 1 + m(\lambda_w) \frac{\mathbb{E}[f(r, \lambda_w)(r^2 - \|w\|^2)]}{\|w\|^2} \).

The situation here (for a spike due to model) is more subtle than for the spike due to data signal (discussed in Section 4.2): as \( \mathbf{w} \) changes (e.g., as the “energy” \( \|\mathbf{w}\| \) grows), both the Hessian (limiting) eigenvalue distribution and the possible spike location are impacted. Figure 7 illustrates the behavior of the spike due to \( \mathbf{w} \) in the setting of Corollary 2. First, note that, different from the case of spike due to data signal \( \mu \), the spike in Figure 7(left) appears on the left-hand side of the main bulk. In particular, this means that the Hessian may admit an eigenvalue that is significantly smaller than all the other eigenvalues. Second, note from Figure 7(middle) that, different from the spike due to \( \mu \), the spike due to \( \mathbf{w} \) exhibits here a “non-monotonic” behavior in the sense that, it is absent for small values of \( \|\mathbf{w}\| \) (as for small \( \|\mu\| \) in Figure 6(middle)) and it becomes “isolated” as \( \|\mathbf{w}\| \) increases, but then again gets closer to the main bulk, as the norm \( \|\mathbf{w}\| \) continues to increase, resulting a unimodal eigengap.

Finally, it is perhaps even more surprising to observe in Figure 7(right) that, the alignment between the associated isolated eigenvector and the parameter \( \mathbf{w} \) is, unlike the eigengap in Figure 7(middle), monotonically increasing as \( \|\mathbf{w}\| \) grows large. This is as in the case of spike due to data signal \( \mu \), illustrated in Figure 7(right). This particularly suggests that, in the case of spike due to model, a smaller eigengap may not always imply less statistical “information” contained in the associated eigenvector, which is somehow contrary to the conventional eigengap heuristic [50, 85].

We already see that there are spikes due to model on the left-hand side of the main bulk (see, e.g., Figure 7(left)). One may wonder if it is always the case that the “model spikes” are smaller than the main bulk of eigenvalues. It turns out that this is not true, and these spikes may appear on the right-hand side of the bulk.

In Figure 8 we evaluate the noiseless phase retrieval model \( y = (\mathbf{w}_s^T \mathbf{x})^2 \) with the square loss \( \ell(y, h) = (y - h^2)^2/4 \). As already mentioned in Remark 2, the Hessian eigenvalue distribution of phase retrieval model has unbounded support, due to the unboundedness of the support of the chi-square distribution. As a result, some preprocessing function must be applied for a spike to be observed. Here in Figure 8 we particularly focus on the preprocessing function

\[
f(t) = \frac{\max(t, 0) - 1}{\max(t, 0) + \sqrt{2/c - 1}}
\]

proposed in [68] in the case of \( \mathbf{w} \propto \mathbf{w}_s, \mu = 0 \) and \( \mathbf{C} = \mathbf{I}_p \). Here, we observe a spike on the right-hand side of the main bulk, the “eigengap” of which follows again a non-monotonic behavior as a function of the norm \( \|\mathbf{w}_s\| \). Perhaps more surprisingly, in contrast to Figure 7(right) where the eigenvector alignment is monotonically increasing, here we see in Figure 8(right) that the eigenvector alignment follows a similar non-monotonic trend as the eigengap.

As a side remark, note in Figure 8 that negative eigenvalues are observed for \( \mathbf{w} \propto \mathbf{w}_s \): this is not surprising since the modified matrix \( \mathbf{H} \) with the preprocessing function \( f(t) \) in (15) no longer corresponds to the Hessian of the original optimization problem.
Figure 8: Spike (on right-hand side of bulk) due to response model in the absence of data signal: (left) Hessian eigenspectrum for $\|w_*\| = 1$, with an emphasis on the right isolated eigenvalue $\hat{\lambda}_{w_*,}$ (middle) eigengap, and (right) dominant eigenvector alignment, as a function $\|w_*\|$ with $w_* \propto [-1/p/2, 1/p/2]$, $w = \sqrt{2/3} \cdot w_*$, $\mu = 0$, $C = I_p$, $p = 800$ and $n = 4000$. Results averaged over 50 runs.

5 Conclusions

In this paper, we precisely characterized the Hessian eigenspectra of the nonlinear G-GLMs, in the high dimensional regime where both feature dimension and sample size are large and comparable. By focusing on this more realistic, yet still tractable, family of models, our results provide theoretical justifications for many empirical observations in large-scale machine learning models such as deep neural networks. The deterministic equivalent technique that we employ is very powerful, and we expect that it will enable analysis of a range of more realistic machine learning models. Of particular future interest would be to use this technique to understand heavy-tailed structure in the correlations of state-of-the-art-neural network models [65, 66], and the connections with recent results on heavy-tailed behavior in stochastic optimization algorithms that are used to train these models [37, 41].
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In this section, we present the proofs of our main technical results, Theorem 1-4. We will start with the key technical Theorem 4, which, as discussed in Section 2.3, will serve as the cornerstone in proving Theorem 2, 1, and 3.
In the sequel, the big $O$ notation $O(u_n)$ is understood in an almost sure sense when the objects are random. When multidimensional objects are concerned, $O(u_n)$ is understood entry-wise and $O(\|\cdot\|)$ is understood, for a vector $v = O(\|u_n\|)$, as its Euclidean norm satisfying $\|v\| = O(u_n)$ and for a square matrix $M$, as its spectral norm being of the order $O(u_n)$. The small $o$ notation is understood likewise. Note that under Assumption 1 it is equivalent to using either $O(u_n)$ or $O(u_p)$ as $n, p$ scales linearly, and we will use constantly $O(u_n)$ for simplicity of exposition.

A.1 Proof of Theorem 4

The proof of the deterministic equivalent (recall from Section 2.3) result of the type $\mathbb{E}[Q(z)]$ generally comes in two steps:

1. establish the convergence in mean, that is, to show that the proposed $\bar{Q}(z)$ is an asymptotic approximation for the expected resolvent $\mathbb{E}[Q(z)]$ in the sense that
   \[
   \|\bar{Q}(z) - \mathbb{E}[Q(z)]\| \to 0,
   \] (16)
as $n, p \to \infty$; and

2. show that the random quantities $\frac{1}{p} \text{tr} AQ(z)$ and $a^T Q(z)b$ of interest concentrate around their expectations in the sense that
   \[
   \frac{1}{p} \text{tr} A(Q(z) - \mathbb{E}Q(z)) \to 0, \quad \text{and } a^T (Q(z) - \mathbb{E}Q(z))b \to 0,
   \] (17)
almost surely as $n, p \to \infty$. This can be done with concentration of measure arguments [55] or, in the Gaussian case, the Nash–Poincaré inequality to bound the variance (see for example [71, Proposition 2.4]) and then applying Markov’s inequality and the Borel Cantelli lemma.

Here we will focus on the first part of the proof and show for $Q(z) = (H - zI_p)^{-1}$, $H \in \mathbb{R}^{p \times p}$ defined in (1) that

\[
\|\mathbb{E}[Q(z)] - Q(z)\| \to 0, \quad Q(z) \equiv \left( \mathbb{E}\left[ \frac{g}{1 + g \cdot \delta(z)} (C^T (I_p - P_U)C + \alpha \alpha^T) \right] - zI_p \right)^{-1},
\] (18)
as $n, p \to \infty$, for random vector $\alpha \equiv \mu + C^T P_U z \in \mathbb{R}^p$ and $g = \ell''(y, w^T \mu + w^T C^T z)$ for $z \sim \mathcal{N}(0, I_p)$ as in (8), $y$ defined in (1), $P_U$ the projection onto the subspace spanned by the columns of $U = C^T [w_s, w] \in \mathbb{R}^{p \times 2}$ so that $P_U = U(U^TU)^{-1}U^T$ for $U^TU$ invertible, and $\delta(z)$ the unique solution to (7).

Before diving into the detailed proof of Theorem 4 we will illustrate the main idea leading to Theorem 4 notably the form of $Q$ in (18), in the simple setting of $\mu = 0$ and $C = I_p$. As discussed above in Section 2.1 the main technical difficulty lies in the fact that the diagonal matrix $D = \text{diag}(\ell''(y_i, w_i^T x_i))_{i=1}^n$ depends on the $x_i$’s in a rather involved nonlinear manner per (1). Nonetheless, note that standard Gaussian vector $x \sim \mathcal{N}(0, I_p)$ can decomposed as

\[
x = U(U^TU)^{-1}U^Tx + x^\perp \equiv P_Ux + x^\perp, \quad \text{for } x^\perp \equiv (I_p - P_U)x,
\] (19)
the sum of its projection onto the subspace spanned by the columns of $U = [w_s, w]$ (recall that $C = I_p$ and assume for the moment that $w, w_s$ are linearly independent) and the complementary subspace. Due to the orthogonal invariance of standard multivariate Gaussian, we have that both $P_Ux$ and $x^\perp = (I_p - P_U)x$ are Gaussian, and they are independent, for example by checking that $\mathbb{E}[P_Uxx^T(I_p - P_U)] = 0$. 
Since $D$ depends on $X$ only through $U^TX$, we have that $D$ is independent of $X^\perp = \{x_1^\perp, \ldots, x_n^\perp\} = (I_p - P_U)X \in \mathbb{R}^{p \times n}$ so that

$$H = \frac{1}{n}XD^TX^T = \frac{1}{n}(P_U X + X^\perp)D(P_U X + X^\perp)^T = \frac{1}{n}X^\perp D(X^\perp)^T + A$$

(20)

for some $A \in \mathbb{R}^{p \times p}$ of low rank (since $\text{rank}(P_U) \leq 2$). As a consequence, our object of interest $H$ is shown to follow a spiked random matrix model as discussed in Section 2.2, with the main bulk $\frac{1}{n}X^\perp D(X^\perp)^T$ now more accessible due to the independence between $X^\perp$ and $D$. Moreover, since $X^\perp$ is also a low rank update of the original $X$, the above derivation shows that, asymptotically, the limiting spectral measure of $H = \frac{1}{n}XD^TX^T$ in (1) is the same as that of $\frac{1}{n}X^\perp D(X^\perp)^T$ and thus the same as if $D$ was independent of $X$. While the analysis of limiting eigenvalue distribution of $H$ is largely simplified based on the argument above, the characterization of the low rank matrix $A$ requires more effort, so as to determine the behavior of the possible isolated eigenvalue-eigenvector pairs of $H$.

The idea above can be generalized, under Assumption 1, to arbitrary profile of the statistical mean $\mu$ and covariance $C$, leading to Theorem 4, the proof of which is given as follows.

Proof of Theorem 4. For mathematical convenience, for the resolvent $Q(z) = (H - zI_p)^{-1}$, we will take $z < 0$ outside the spectral support of $H$ in what follows. Since $Q(z)$ and $\overline{Q}(z)$ from the theorem statement are complex analytic functions for $z \notin \mathbb{R}^+$ (matrix-valued Stieltjes transforms are analytic [33]), obtaining the convergence results on $\mathbb{R}^-$ is equivalent to obtaining the result on all of $\mathbb{C} \setminus \mathbb{R}^+$.

Following the orthogonal decomposition idea in (19), for $U = C^T[w, w] \in \mathbb{R}^{p \times 2}$ and $x_i \sim \mathcal{N}(\mu, C)$ we have $z_i = C^{-1}(x_i - \mu) \sim \mathcal{N}(0, I_p)$ and

$$z_i = P_U z_i + z_i^\perp, \quad \text{for } z_i^\perp = (I_p - P_U)z_i.$$  

(21)

Note that (i) $U^Tz_i^\perp = 0$, (ii) $U^Tz_i$ is independent of $z_i^\perp$ due to the Gaussianity of $z_i$ and

$$E[z_i^T] = 0, \quad E[z_i^T(z_i^T)^T] = I_p - P_U.$$  

(22)

With these results, we now move on to the proof of (18). Recall the definition $Q = (\frac{1}{n}XD^TX^T - zI_p)^{-1}$ with $D = \text{diag}(g_i)_{i=1}^n$ and

$$g_i \equiv t''(y_i, w^T x_i),$$

(23)

we first introduce the following intermediate deterministic quantities

$$\theta \equiv \frac{1}{n} \text{tr} CE[Q] \geq 0, \quad M_0 \equiv E \left[ \frac{g_1 \cdot x_1 x_1^T}{1 + g_1 \cdot \theta} \right], \quad \overline{Q}_\theta \equiv (M_0 - zI_p)^{-1},$$

(24)

where we denote, for i.i.d. $x_i, g_i$ and without loss of generality, $Q_{-1} \equiv (\frac{1}{n} \sum_{i \neq 1} g_i x_i x_i^T - zI_p)^{-1} \in \mathbb{R}^{p \times p}$ the “leave-one-out” version of $Q$ that is independent of $x_1$ and $g_1$. Our proof strategy is to show that

$$\|E[Q] - \overline{Q}_\theta\| \to 0, \quad \|\overline{Q}_\theta - Q\| \to 0,$$

and thus the conclusion of (18).

With the resolvent identity $A^{-1} - B^{-1} = A^{-1}(B - A)B^{-1}$ for invertible $A, B$, we write,

$$E[Q - \overline{Q}_\theta] = E \left[ Q \left( M_0 - \frac{1}{n}XD^TX^T \right) \right] \overline{Q}_\theta = E[Q]M_0 \overline{Q}_\theta - \frac{1}{n} \sum_{i=1}^n E[g_i Q x_i x_i^T] \overline{Q}_\theta = E[Q]M_0 \overline{Q}_\theta - \frac{1}{n} \sum_{i=1}^n \left[ g_i \cdot \frac{Q_{-1} x_i x_i^T}{1 + g_i \cdot \frac{Q_{-1} x_i x_i^T}{n} \overline{Q}_\theta} \right] \overline{Q}_\theta,$$

(25)
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where we used the Sherman–Morrison formula.

Since the random variable $\frac{1}{n} x_i^T Q_{-i} x_i$ is expected to concentrate around its expectation $\theta = \frac{1}{n} \operatorname{tr} CE[Q_{-i}]$, we write

$$\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[ \frac{g_i \cdot Q_{-i} x_i x_i^T}{1 + g_i \cdot \frac{1}{n} x_i^T Q_{-i} x_i} \right] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[ \frac{g_i \cdot Q_{-i} x_i x_i^T}{1 + g_i \cdot \theta} \right] + \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[ \frac{g_i^2 \cdot Q_{-i} x_i x_i^T (\theta - \frac{1}{n} x_i^T Q_{-i} x_i)}{(1 + g_i \cdot \frac{1}{n} x_i^T Q_{-i} x_i)(1 + g_i \cdot \theta)} \right]$$

$$= \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[Q_{-i}] M_\theta + \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[Q_{-i}] \mathbb{D} + \frac{1}{n} \mathbb{E}[Q_{-i}] \mathbb{D} \mathbb{X} \mathbb{D}^T$$

for $\mathbb{D} \equiv \operatorname{diag}\{\theta - \frac{1}{n} x_i^T Q_{-i} x_i\}_{i=1}^{n}$ and $\mathbb{D} = \operatorname{diag}\{g_i\}_{i=1}^{n}$, where we used the fact that $Q_{-i}$ is independent of both $g_i$ and $x_i$. As such,

$$\mathbb{E}[Q - Q_\theta] = \mathbb{E}[Q - Q_-M_\theta Q_\theta] - \frac{1}{n} \mathbb{E}[Q_{-i} X_{D} X_{D}^T] Q_\theta.$$  \hspace{1cm} (25)

For the first right-hand side term in (25), again by the resolvent identity

$$\mathbb{E}[Q_{-i} - Q] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[Q_{-i} - Q] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[ Q_{-i} \frac{1}{n} g_i x_i x_i^T Q_{-i} \right] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[ \frac{g_i \cdot Q_{-i} x_i x_i^T Q_{-i}}{1 + g_i \cdot \theta} \right]$$

$$= \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[Q_{-i}] M_\theta + \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[Q_{-i}] \mathbb{X}_{D} \mathbb{X}_{D}^T Q_{-i}$$

where we used again the Sherman–Morrison formula. The first term is easily seen to be of order $O(n^{-1})$ in spectral norm (with $\|Q(z)\| \leq \text{dist}(z, \text{supp}\mu_H)^{-1}$ and $\|M_\theta\| = O(1)$ under Assumption 1. For the second term, note that with the additional $1/n$ in front, it suffices to bound the spectral norm of the second right-hand side term in (25). Since $\|Q_{-i} X_{D} X_{D}^T\| \leq 1$, it thus remains to control

$$\mathbb{E}\left[ \max_i \left| \theta - \frac{1}{n} x_i^T Q_{-i} x_i \right| \right],$$  \hspace{1cm} (26)

that appears in $\mathbb{D}_1$. To this end, note that

$$\mathbb{E}\left[ \left| \theta - \frac{1}{n} x_i^T Q_{-i} x_i \right|^4 \right] \leq \mathbb{E}\left[ \left| \frac{1}{n} x_i^T Q_{-i} x_i - \frac{1}{n} \operatorname{tr} CQ_{-i} + \frac{1}{n} \operatorname{tr} C(Q_{-i} - E[Q_{-i}]) \right|^4 \right]$$

$$= \mathbb{E}\left[ \left| \frac{1}{n} x_i^T Q_{-i} x_i - \frac{1}{n} \operatorname{tr} CQ_{-i} \right|^4 \right] + \mathbb{E}\left[ \left| \frac{1}{n} \operatorname{tr} C(Q_{-i} - E[Q_{-i}]) \right|^4 \right]$$

$$+ 6 \cdot \mathbb{E}\left[ \left| \frac{1}{n} x_i^T Q_{-i} x_i - \frac{1}{n} \operatorname{tr} CQ_{-i} \right|^2 \cdot \left| \frac{1}{n} \operatorname{tr} C(Q_{-i} - E[Q_{-i}]) \right|^2 \right] + O(n^{-4}) = O(n^{-2}),$$

with $\alpha \equiv \frac{1}{n} \operatorname{tr} CE[Q_{-i}]$ by definition, where we used, for the last line, [4, Lemma B.26], the Burkholder inequality (see e.g., [4, Lemma 2.13]), as well as the fact that $\mu^T Q_{-i} \mu \leq \|\mu\|^2\|Q_{-i}\| = O(1)$ under Assumption 1.

As a result, by Markov’s inequality $P(X > t) \leq E[X^k]/t^k$ for every $k$ (for $X, t > 0$) and the union bound, we have that

$$\mathbb{E}\left[ \max_i \left| \theta - \frac{1}{n} x_i^T Q_{-i} x_i \right| \right] = \int_0^{Cn^{-1/4}} P\left( \max_i \left| \theta - \frac{1}{n} x_i^T Q_{-i} x_i \right| > t \right) dt$$

$$+ \frac{n}{Cn^{-1/4}} \int_0^\infty P\left( \left| \theta - \frac{1}{n} x_i^T Q_{-i} x_i \right| > t \right) dt \leq Cn^{-\frac{1}{4}}$$
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holds for some constant $C, C' > 0$ that depend on $p, n$ only via the ratio $p/n$.

Putting all together, we obtain the first approximation

$$\|\mathbb{E}[Q] - Q_\theta\| = O(n^{-\frac{1}{4}}), \quad \text{for } Q_\theta \equiv (M_\theta - zI_p)^{-1}, \quad M_\theta \equiv \mathbb{E}\left[\frac{g_1 \cdot x_1 x_1}{1 + g_1 \cdot \theta}\right],$$

with $\theta \equiv \frac{1}{n} \text{tr} C \mathbb{E}[Q_{-1}] > 0$.

Note in passing we also proved that $\|\mathbb{E}[Q - Q_{-1}]\| = O(n^{-1})$.

It thus remains to establish the second approximation by showing

$$\|Q_\theta - Q\| \to 0,$$

as $n, p \to \infty$, with $\bar{Q} = (M - zI_p)^{-1}$ and $M = \mathbb{E}\left[\frac{g}{1 + g \cdot \bar{\delta}(z)}(C^\top (I_p - P_U)C + \alpha \alpha^\top)\right]$ as defined in (13). To this end, we first compute the expectation in $M_\theta$. Note that $g_i = \bar{v}'(y_i, w^T x_i)$ depends on $x_i$ only via the projection $U^T z_i$ under (1). We thus decompose $x_i x_i^T$ as

$$x_i x_i^T = (\mu + C^\top z_i)(\mu + C^\top z_i)^T = (\mu + C^\top P_U z_i + C^\top z_i)^T \cdot (\mu + C^\top P_U z_i + C^\top z_i)^T = \alpha_i \alpha_i^T + C^\top z_i^T (z_i^\top C + \alpha_i (z_i^\top C + C^\top z_i^\top) \alpha_i^T,$

where we denote $\alpha_i \equiv \mu + C^\top P_U z_i$. As such

$$M_\theta \equiv \mathbb{E}\left[\frac{g_1 \cdot x_1 x_1}{1 + g_1 \cdot \theta}\right] = \mathbb{E}\left[\frac{g_1 \cdot (\alpha_i \alpha_i^T + C^\top z_i^T (z_i^\top C + \alpha_i (z_i^\top C + C^\top z_i^\top) \alpha_i^T)}{1 + g_1 \cdot \theta}\right]$$

where we used the crucial fact that $z_i^\top$ is independent of $g_i, P_U z_i$ and $\alpha_i$ due to the Gaussianity of $z_i$, with $\mathbb{E}[z_i^\top] = 0$ and $\mathbb{E}[z_i^\top (z_i^\top)] = I_p - P_U$ from (22). As a result, we have

$$M - M_\theta = \mathbb{E}\left[\frac{g^2(\delta - \theta)}{(1 + g \cdot \delta)(1 + g \cdot \theta)} \cdot (C^\top (I_p - P_U)C + \alpha \alpha^\top)\right]$$

for $\delta = \delta(z) = \frac{1}{p} \text{tr} \bar{Q}_b(z)$ as defined in (7).

Further note that

$$Q_\theta - Q = Q_\theta (M - M_\theta) Q$$

so that with $\bar{Q}_b(z) = \left(\mathbb{E}\left[\frac{g C}{1 + g \cdot \bar{\delta}(z)}\right] - zI_p - p\right)^{-1}$ as defined in (7),

$$|\delta - \theta| = \left|\frac{1}{n} \text{tr} C (Q_b - \mathbb{E}[Q_{-1}])\right| \leq \left|\frac{1}{n} \text{tr} C (Q_b - Q)\right| + \left|\frac{1}{n} \text{tr} C (Q - Q_\theta)\right|$$

+ \left|\frac{1}{n} \text{tr} C (Q_\theta - \mathbb{E}[Q])\right| + \left|\frac{1}{n} \text{tr} C E\mathbb{E}[Q - Q_{-1}]\right|$$

where we used the fact that $\|\mathbb{E}[Q] - Q_{b}\| = O(n^{-\frac{1}{4}})$ and $\|\mathbb{E}[Q - Q_{-1}]\| = O(n^{-1})$ to bound the third and fourth right-hand side term, respectively, and the following lemma to bound the first right-hand side term.

**Lemma 1 (25, Lemma 2.6).** For $A, M \in \mathbb{R}^{n \times n}$ symmetric, $u \in \mathbb{R}^n$, $\tau \in \mathbb{R}$ and $z \in \mathbb{C} \setminus \mathbb{R}$,

$$\text{tr} A(M + \tau uu^\top - zI_n)^{-1} - \text{tr} A(M - zI_n)^{-1} \leq \frac{\|A\|}{|\Im[z]|}.$$

The inequality further extends to the case of symmetric and positive semidefinite $A$, with $\tau > 0$ and $z < 0$ so long that the inverses are well-defined, by replacing the right-hand-side $|\Im[z]|$ by $|z|$.
We thus obtain from (29) that
\[ |\delta - \theta| \leq \frac{1}{n} \text{tr} C(\bar{Q} - \bar{Q}_b) + O(n^{-\frac{1}{4}}) \]
\[ = |\delta - \theta| \cdot \frac{1}{n} \text{tr} \left( C\bar{Q}_b \mathbb{E} \left[ \frac{g^2}{(1 + g \cdot \delta)(1 + g \cdot \delta)} \left( C^\dagger (I_p - PU) C^\dagger + \alpha \alpha^\top \right) \right] \right) + O(n^{-\frac{1}{4}}) \]
so that
\[ |\delta - \theta| = O(n^{-\frac{1}{4}}), \quad \text{and} \quad \| \bar{Q}_b - \bar{Q} \| = O(n^{-\frac{1}{4}}). \] (30)
This concludes the proof of Theorem 4.

Note in passing that we can alternatively write
\[ Q = \left( \mathbb{E} \left[ \frac{g \cdot C}{1 + g \cdot \delta(z)} \right] - zI_p + V \Lambda V^\top \right)^{-1} \] (31)
with \( V \equiv [\mu, \ C^1 U] \in \mathbb{R}^{p \times 3}, \ U = C^1 [w_*, w] \) and
\[ \Lambda(z) \equiv \mathbb{E} \left[ \frac{1}{1 + g \cdot \delta(z)} \begin{bmatrix} \alpha \alpha^\top \cdot \bar{Q} \end{bmatrix} \right] \] (32)
for \( U^\top \) the Moore–Penrose pseudoinverse of \( U \) as defined in Theorem 2.

A.2 Proof of Theorem 1
The proof of Theorem 1 follows straightforwardly from Theorem 4 by writing the corresponding Stieltjes transform
\[ \frac{1}{p} \text{tr} Q(z) = \frac{1}{p} \text{tr} \left( Q(z) - \mathbb{E}[Q(z)] + \mathbb{E}[Q(z)] - \bar{Q}(z) + \bar{Q}(z) - Q_b(z) + \bar{Q}_b(z) \right) \]
\[ = O(n^{-\frac{1}{4}}) + O(n^{-1}) + \frac{1}{p} \text{tr} Q_b(z) \]
where we used the fact that \( \| \mathbb{E}[Q] - \bar{Q} \| = O(n^{-\frac{1}{4}}) \) from the proof of Theorem 4 above and Lemma 1 for the approximations, respectively.

A.3 Proof of Theorem 2
For \( \bar{Q}(z) \) defined in Theorem 4, we have, with the Woodbury identity that
\[ \bar{Q}(z) = \left( \mathbb{E} \left[ \frac{g \cdot C}{1 + g \cdot \delta(z)} \right] - zI_p + V \Lambda V^\top \right)^{-1} = \left( \bar{Q}_b^{-1}(z) + V \Lambda V^\top \right)^{-1} \]
with \( \bar{Q}_b(z) \equiv \mathbb{E} \left[ \frac{g \cdot C}{1 + g \cdot \delta(z)} \right] - zI_p \) that characterizes the main bulk, \( V \equiv [\mu, \ C^1 U] \in \mathbb{R}^{p \times 3} \) and
\[ \Lambda(z) \equiv \mathbb{E} \left[ \frac{g}{1 + g \cdot \delta(z)} \begin{bmatrix} \alpha \alpha^\top \cdot \bar{Q} \end{bmatrix} \right] \] (33)
Recall from Theorem 1 that \( z \in \mathbb{R} \) is an eigenvalue within the main bulk if the Stieltjes transform is not defined
\[ m(z) = \frac{1}{p} \text{tr} \left( \mathbb{E}_g \frac{g \cdot C}{1 + g \cdot \delta(z)} - zI_p \right)^{-1} = \frac{1}{p} \text{tr} \bar{Q}_b(z). \]
To characterize the possible isolated eigenvalues (i.e., the “spikes”), we aim to find \( z \in \mathbb{R} \) such that \( Q(z) \) is not defined but \( Q_b(z) \) is (and thus, outside the main bulk), or equivalently

\[
\det \bar{Q}^{-1}(z) = 0, \quad \text{such that } \det \bar{Q}_b^{-1}(z) \neq 0
\]

by solving for \( z \in \mathbb{R} \) such that

\[
0 = \det \bar{Q}^{-1}(z) = \det \left( \bar{Q}_b^{-1}(z) + \mathbf{V} \Lambda \mathbf{V}^T \right) = \det \bar{Q}_b^{-1}(z) \cdot \det(\mathbf{I}_p + \mathbf{V} \Lambda \mathbf{V}^T \bar{Q}_b(z))
\]

with Sylvester’s identity. This concludes the proof of Theorem 2. \( \square \)

### A.4 Proof of Theorem 3

Similar to the proof of the isolated eigenvalues studied in Theorem 2, the corresponding eigenvector can be characterized via the Cauchy’s integration technique. More precisely, from Theorem 4, recall that \( \mathbf{V} \equiv [\mu, \mathbf{Cw}_*, \mathbf{Cw}] \in \mathbb{R}^{p \times 3} \) captures the low-rank structure of the Hessian matrix \( \mathbf{H} \). Thus, we can characterize the projection of a given isolated eigenvector \( \hat{\mathbf{u}} \) onto the subspace spanned by the columns of \( \mathbf{V} \) (that are assumed to be linearly independent for simplicity of presentation). To this end, we need to evaluate, for \( \lambda \) the asymptotic approximation given in Theorem 2 of an isolated eigenvalue \( \hat{\lambda} \) of \( \mathbf{H} \) with corresponding eigenvector \( \hat{\mathbf{u}} \), the following matrix

\[
\mathbf{V}^T \hat{\mathbf{u}} \hat{\mathbf{u}}^T \mathbf{V} = -\frac{1}{2\pi i} \int_{\Gamma_\lambda} \mathbf{V}^T Q(z) \mathbf{V} \, dz = -\frac{1}{2\pi i} \int_{\Gamma_\lambda} \mathbf{V}^T Q(z) \mathbf{V} \, dz + o(1)
\]

where \( \Gamma_\lambda \) is a positively oriented contour surrounding the isolated eigenvalue only.

Since the columns of \( \mathbf{V} \), denoted \( \mathbf{v}_a \) for \( a \in \{1, 2, 3\} \), are assumed to be linearly independent, one can write

\[
\hat{\mathbf{u}} = \sum_{a=1}^{3} \theta_a \mathbf{v}_a + \mathbf{\omega}_a
\]

where \( \mathbf{\omega}_a \in \mathbb{R}^p \) is a random vector of zero mean and orthogonal to \( \mathbf{v}_a \). As a consequence, the projection in (34) allows to retrieve the coefficient vector \( \theta \in \mathbb{R}^3 \) via

\[
\mathbf{V}^T \hat{\mathbf{u}} \hat{\mathbf{u}}^T \mathbf{V} = \mathbf{V}^T \mathbf{V} \theta \theta^T \mathbf{V} + o(1)
\]

with a central limit theorem argument.

We now present the proof of Theorem 3 as follows.

**Proof of Theorem 3.** Let \( (\hat{\lambda}, \hat{\mathbf{u}}) \) be an isolated eigenvalue-eigenvector pair of \( \mathbf{H} \), and let \( \lambda \) denote the asymptotic approximation given in Theorem 2. We have

\[
\mathbf{V}^T \hat{\mathbf{u}} \hat{\mathbf{u}}^T \mathbf{V} = -\frac{1}{2\pi i} \int_{\Gamma_\lambda} \mathbf{V}^T Q(z) \mathbf{V} \, dz = -\frac{1}{2\pi i} \int_{\Gamma_\lambda} \mathbf{V}^T Q(z) \mathbf{V} \, dz + o(1)
\]

\[
= -\frac{1}{2\pi i} \int_{\Gamma_\lambda} \mathbf{V}^T \left( \bar{Q}_b^{-1}(z) + \mathbf{V} \Lambda(z) \mathbf{V}^T \right)^{-1} \mathbf{V} \, dz + o(1)
\]

\[
= -\frac{1}{2\pi i} \int_{\Gamma_\lambda} \mathbf{V}^T \bar{Q}_b(z) \mathbf{V} \left( \mathbf{I}_3 + \Lambda(z) \mathbf{V}^T \bar{Q}_b(z) \mathbf{V} \right)^{-1} \, dz + o(1)
\]

with Woodbury identity, where we recall \( Q_b(z) \equiv \left( \mathbb{E} \left[ \frac{z C}{1 + z \Lambda(z)} \right] - \mathbf{I}_p \right)^{-1} \) defined in (7) that characterizes the main bulk. With Cauchy’s residue theorem, it remains to evaluate the associated residue and thus the values of \( z \) lying within \( \Gamma_\lambda \) such that \( \mathbf{I}_3 + \Lambda \mathbf{V}^T \bar{Q}_b(z) \mathbf{V} \) is singular.
As a consequence,

\[ V^T \hat{u} u^T V = -\text{Res} \left( V^T Q_b(z) V \cdot \left( I_3 + \Lambda(z) V^T Q_b(z) V \right)^{-1} \right) + o(1) \]

\[ = -V^T Q_b(\lambda) V \cdot \lim_{z \to \lambda} \left( I_3 + \Lambda(z) V^T Q_b(z) V \right)^{-1} + o(1) \]

\[ = -V^T Q_b(\lambda) V \cdot \frac{v_r G V_{l,G}^T}{v_{l,G} G'(\lambda) v_{r,G}} + o(1) \equiv -V^T Q_b(\lambda) V \cdot \Xi(\lambda) + o(1) \]

with \( G(z) \) defined in (11), \( v_{l,G}, v_{r,G} \in \mathbb{R}^3 \) the left and right eigenvectors of \( G(\lambda) \) associated with eigenvalue zero, and \( G'(z) \) the derivative of \( G(z) \) with respect to \( z \) evaluated at \( z = \lambda \).

This concludes the proof of Theorem 3. \( \square \)

Note in particular that

\[ G'(z) = \Lambda'(z) V^T \bar{Q}_b(z) V + \Lambda(z) V^T \bar{Q}'_b(z) V \]

with

\[ \Lambda'(z) = -\mathbb{E} \frac{g^2 \cdot \delta'(z)}{(1 + g \cdot \delta(z))^2} \left[ \frac{1}{U^T z} \right] (U^T z)^T \left( U^T U \right) + \]

\[ \bar{Q}_b(z) = \mathbb{E} \frac{g^2 \cdot \delta'(z)}{(1 + g \cdot \delta(z))^2} C + I_p \]

\[ \bar{Q}'_b(z), \]

and \( \delta'(z) = \frac{1}{1 - \mathbb{E} \left( \frac{g^2}{(1 + g \cdot \delta(z))^2} \right)} \mathbb{E} \frac{g}{C \bar{Q}_b C \bar{Q}_b} \). These explicit derivatives will be used in the numerical evaluations of Theorem 3 in Section 4.

### B Detailed derivations for specific models

#### B.1 Logistic model

Consider the logistic model as in (2)

\[ P(y = 1 \mid w^T x) = \sigma(w^T x) = 1 - P(y = -1 \mid w^T x), \quad \sigma(t) = \left(1 + e^{-t}\right)^{-1} \quad (36) \]

with the logistic loss \( \ell(y, h) = \ln(1 + e^{-yh}) \) and \( h = w^T x \sim \mathcal{N}(w^T \mu, w^T C w) \), we have for \( g \equiv \ell''(y, h) \) defined in (3) that

\[ g = \frac{\partial^2 \ell(y, h)}{\partial h^2} = \frac{e^{yh}}{(1 + e^{yh})^2} \quad (37) \]

so that for any fixed \( \delta(z) \),

\[ \mathbb{E} \left[ \frac{g}{1 + g \delta(z)} \right] = \mathbb{E} \left[ \frac{1}{\delta(z) + 2 + e^{-yh} + e^{yh}} \right] = \mathbb{E} \left[ 1/(\delta(z) + 2 + e^{-h} + e^h) \right]. \quad (38) \]

#### B.2 Phase retrieval model

Consider the noiseless phase retrieval model for which \( y = (w^T x)^2 \) with square loss \( \ell(y, h) = (y - h^2)^2/4 \) and \( h = w^T x \sim \mathcal{N}(w^T \mu, w^T C w) \), we have for \( g \equiv \ell''(y, h) \) defined in (3) that

\[ g = \frac{\partial^2 \ell(y, h)}{\partial h^2} = 3h^2 - y \quad (39) \]
where we have \( m \) and \( \mu \), which corresponds to the Marčenko-Pastur law in (12) rescaled by \( 1 \). For the logistic model defined in (2) with \( B \), that the Stieltjes transform \( \tilde{G}(\mu, \mathbf{I}_p) \) satisfies 
\[
\tilde{G}(\mu, \mathbf{I}_p) \equiv 3\mathbf{w}_s^T \mathbf{w}_s \in \mathbb{R}^{p \times p}
\]
so that for any fixed \( \delta(z) \),
\[
\mathbb{E} \left[ \frac{g}{1 + g \cdot \delta(z)} \right] = \mathbb{E} \left[ \frac{3h^2 - y}{1 + (3h^2 - y)\delta(z)} \right]
\]
(40)
where we note that \( 3h^2 - y = \mathbf{x}^\top \Delta \mathbf{x} \) with \( \Delta \equiv 3\mathbf{w}_s^T \mathbf{w}_s \in \mathbb{R}^{p \times p} \) so that \( 3h^2 - y \) is a weighted sum of (at most) two independent non-central chi-square random variable. (Recall that, for \( \mathbf{x} \sim \mathcal{N}(\mathbf{\mu}, \mathbf{I}_p) \), \( \|\mathbf{x}\|^2 \) follows a non-central \( \chi^2 \) with \( p \) degree of freedom and denotes \( \|\mathbf{x}\|^2 \sim \chi^2(p, \|\mathbf{\mu}\|^2) \).) In particular, for \( \mathbf{w} = \alpha \mathbf{w}_s \) with \( \alpha \in \mathbb{R} \), we obtain \( \Delta = (3\alpha^2 - 1)\mathbf{w}_s^\top \mathbf{w}_s \) and \( 3h^2 - y \) is thus a (non-centered) chi-square random variable.

### B.3 Derivation of Corollary 1

For the logistic model defined in (2) with \( \mu = 0 \) and \( C = \mathbf{I}_p \), it follows from Appendix B.1 that \( g = 1/4 \), so that, by Theorem 1, the Stieltjes transform \( m(z) \) satisfies
\[
zm^2(z) - (1 - c - 4z)m(z) + 4 = 0
\]
(41)
which corresponds to the Marčenko-Pastur law in (12) rescaled by \( 1/4 \). It then follows from Theorem 2 that
\[
det \mathbf{G}(\lambda) = 1 + \frac{\|\mathbf{\mu}\|^2 m(\lambda)}{4 + cm(\lambda)} = 0 \Leftrightarrow m(\lambda) = -\frac{4}{c + \|\mathbf{\mu}\|^2}
\]
(42)
which, by plugging back into the equation above gives the expression of \( \lambda_{\mathbf{\mu}} \), and the condition \( \|\mathbf{\mu}\|^2 > \sqrt{c} \) follows from the property \( zm(z) < 0 \) for \( \Im[z] = 0 \) of the Stieltjes transform. With Theorem 3 we conclude the proof of Corollary 1.

### B.4 Derivation of Corollary 2

For the logistic model defined in (2) with \( \mu = 0 \) and \( C = \mathbf{I}_p \), it follows from Appendix B.1 and Theorem 1 that the Stieltjes transform \( m(z) \) satisfies
\[
m(z) = \frac{\delta(z)}{c} = \frac{1}{\mathbb{E}[(2 + \exp(-r) + \exp(r) + cm(z))^{-1}] - z}
\]
(43)
for \( r \sim \mathcal{N}(0, \|\mathbf{w}\|^2) \) that depends on \( \mathbf{w} \) but not on \( \mathbf{w}_s \). Moreover, Theorem 2 gives \( \tilde{Q}_b(z) = m(z)\mathbf{I}_p \) and
\[
0 = \det \mathbf{G}(\mathbf{z}) = \det \left( \mathbf{I}_2 + m(z)\mathbb{E}[f(r, z)(r^2 - \|\mathbf{w}\|^2)](\mathbf{U}^\top \mathbf{U}) + \mathbf{U}^\top \frac{\mathbf{w}_s^\top \mathbf{w}_s}{\|\mathbf{w}\|^2} \mathbf{U} \right)
\]
\[
= 1 + m(z)\mathbb{E}[f(r, z)(r^2 - \|\mathbf{w}\|^2)]\|\mathbf{w}\|^2
\]
with \( \mathbf{U} = [\mathbf{w}_s, \mathbf{w}] \) and \( f(t, z) = \frac{1}{cm(z)+2+\exp(-t)+\exp(t)} \), where we use the fact that
\[
\mathbb{E}\left[ \frac{g \cdot \mathbf{z} \mathbf{z}^\top}{1 + g \cdot \delta(z)} \right] = \mathbb{E}[f(r, z)] \cdot \mathbf{I}_p + \mathbb{E}[f(r, z)(r^2 - \|\mathbf{w}\|^2)] \cdot \frac{\mathbf{w}_s^\top \mathbf{w}_s}{\|\mathbf{w}\|^2},
\]
and \( \mathbb{E}\left[ \frac{g \cdot \mathbf{z} \mathbf{z}^\top}{1 + g \cdot \delta(z)} \right] = \mathbb{E}[f(r, z)] \) from Appendix B.1. As such, there exists no spike due to \( \mathbf{w}_s \). Moreover, taking \( \mathbf{w}_s = \mathbf{0} \), we further obtain
\[
\mathbf{G}(z) = 1 + m(z)\mathbb{E}[f(r, z)(r^2/\|\mathbf{w}\|^2 - 1)]
\]
(44)
and
\[
\mathbf{G}'(z) = m'(z) \left( \mathbb{E}[f(r, z)(r^2/\|\mathbf{w}\|^2 - 1)] - cm(z)\mathbb{E}[f^2(r, z)(r^2/\|\mathbf{w}\|^2 - 1)] \right)
\]
(45)
where we have \( m'(z) = \frac{m^2(z)}{1-cm(z)\mathbb{E}[f^2(r, z)]} \) by differentiating (43). Therefore, we obtain from Theorem 3 that
\[
\frac{\|\mathbf{w}_s^\top \mathbf{u}\|^2}{\|\mathbf{w}\|^2} = -\frac{m(\lambda_{\mathbf{w}})}{\mathbf{G}'(\lambda_{\mathbf{w}})} + o(1).
\]
(46)