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Abstract

Recently, it was demonstrated that multitasking evolutionary algorithm (MTEA), a newly proposed algorithm, can solve multiple optimization problems simultaneously through a single run, breaking through the limitations of traditional evolutionary algorithms (EAs), with good convergence and exploration performance. As a novel algorithm, MTEA still has a lot of unexplored space. Generally speaking, the order of solution variables has no significant influence on the single-tasking EAs. To our knowledge, the effect of the order of variables in the multitasking scenario has not been explored. To fill in this research gap, three orders of variables in the multitasking scenario are proposed in this paper, including full reverse order, bisection reverse order, and trisection reverse order. An important feature of these orders of variables is that an individual can recover as himself after two times of changing the order of variables. In order to verify our idea, these orders of variables are embedded into MTEA. The experiment results revealed that the effect of the different orders of variables is universal but not significant enough in the practical application. Furthermore, tasks with high similarity and high degree of intersection are sensitive to the order of variables and get great impact between tasks.

1. Introduction

Optimization problems exist in all fields of science, engineering, and industry. In many cases, such optimization problems involve various decision variables, complex structured goals, and multiform constraints [1, 2]. In general, traditional mathematical optimization techniques will encounter difficulties in solving such practical optimization problems in their original form. Inspired by the natural selection mechanism of “survival of the fittest” and the laws of genetic information transmission in the process of biological evolution, evolutionary algorithms (EAs) were proposed to solve this kind of complex optimization problem. Evolutionary algorithms simulate the process of species reproduction through program iteration and consider the problem to be solved as the environment, seeking the optimal solution through natural evolution. EA has many advantages such as being powerful, efficient, flexible, and reliable, and the research work of evolutionary algorithm has been very rich [3–6]. Thus, evolutionary algorithms have been widely used in real-life applications, including battery health diagnosis and management [7–10].

The emergence of evolutionary algorithms has helped solve many tricky practical problems, but there is still room for improvement. In practice, real-world problems are rarely isolated, but some of them are similar or related. Therefore, we can handle some similar or complementary problems at the same time. As a new paradigm in evolutionary computation, multitasking evolutionary algorithm (MTEA) is very different from the traditional evolutionary algorithm, which utilizes experience (individual and global optimal guidance) and selective pressure intelligence to solve single-objective or multiobjective problems [11]. The biological basis of EA is single gene inheritance [12, 13]. In contrast,
MTEA incorporates the concept of coordinated evolution between genes and cultures. Intuitively, multitasking is the equivalent of a multigene environment. The task can use the similarity of different gene evolution to learn information which is beneficial to its own evolution when multiple tasks are optimized at the same time. Obviously, knowledge drawn from past learning experiences can be constructively applied to more complex or invisible tasks. Multitasking optimization (MTO) significantly improves the efficiency of evolutionary optimization by solving multiple problems at once [11–13]. In the process of MTO, both gene migration and diversity play an important role when multiple tasks are optimized at the same time. In contrast, positive or negative gene migration demonstrates the nature of MTO [14]. In literature [13], MTEA is used to solve the practical application of multiobjective problems. At the same time, MTEA has a good universality and can be combined with operators with good search ability in evolutionary algorithms. For example, both the classical evolutionary algorithm and particle swarm optimization (PSO) can be combined with the MTEA [15].

In traditional single-tasking optimization, the order of variables has less significant influence on the solution process [16–18]. Undoubtedly, under the action of selective pressure, the solution will eventually approach the global optimum [12]. For single-objective optimization and multiobjective optimization problems, the order of variables does not obviously play a major role in EAs. In a sense, the implication of new order of variables for a special objective function can be thought of as a different objective function with the same optimal solution value. As a result, it has been intentionally or unintentionally ignored in the community of evolutionary algorithm and optimization. On the contrary, the situation is significantly different for MTO problems. In MTO, the optimization process of one task can affect the optimization process and the results of other tasks. At present, the influence of the order of variables on MTO has not been studied. Keeping this in mind, we demonstrate the effect of variable order on single-tasking and multitasking optimization algorithms in this paper.

In the experimental part, three kinds of transformation methods are designed to explore the influence of the order of variables on the quality of the solution in multitasking scenarios. The experiments show that the variable order affects the multitasking optimization process, and the degree of influence is related to the correlation degree between tasks, such as the task similarity and the same magnitude of the optimal solution between tasks. As a result, the actual impact is not significant. Furthermore, experiments have also shown that this effect is universal in the multitasking scenario.

To summarize, the core contributions of the current work are multifaceted, which are outlined as follows. (1) The influence of the order of solution variables on single-tasking optimization problems and multitasking optimization problems is analyzed in the view of evolutionary mechanism. The order of variables has no impact on the single-tasking evolutionary algorithm while has an impact on multitasking evolutionary algorithm. (2) Three orders of variables are proposed in this paper, including full reverse order, bisection reverse order, and trisection reverse order. An important feature of these orders of variables is that an individual can recover as himself after two times of changing the order of variables. (3) In order to verify our idea, these orders of variables are embedded into MTEA. The experiment results revealed that the effect of the different orders of variables is universal but not significant enough in the practical application. Furthermore, tasks with high similarity and high degree of intersection are sensitive to the order of variables and get great impact between tasks.

The rest of this paper is organized as follows. Section 2 gives a brief overview of the original multifactorial evolutionary algorithm (MFEA) and introduces MTEA based on the multipopulation evolution model. In addition, multifactorial differential evolution (MFDE) and the related works of MTEA are also explained in this part. In Section 3, the influence of the order of solution variables on single-tasking optimization and multitasking optimization algorithms is demonstrated. Besides, three orders of variable are also introduced here. Next, we carried out relevant experiments to verify our conjectures including the design ideas of the experiment and the discussion of the experimental results in Section 4. Finally, Section 5 summarizes this paper and looks forward to the future research field.

2. Background

2.1. Multifactorial Evolutionary Algorithm. In practice, many problems are related to each other to varying degrees. In other words, universal similarity between problems is the motivation for multitasking optimization. With the utilization of similarity, the multitasking optimization algorithm makes solving multiple problems at the same time come true. Assume that there are K tasks: T1, T2, . . . , and TK. A realistic task Tk can be represented by the function fj(x); here j ∈ {1, 2, 3, . . ., K}. Mathematically, a multitasking optimization problem can be expressed as

\[ G(X) = \min\{f_1(x), f_2(x), . . ., f_K(x)\} \]

MFEA maps multiple problems into a unified space by the uniform random-key scheme [13], and each individual in the search space has the following four characteristics.

Definition 1. Factorial fitness: the factorial cost \( q^k_i \) denotes the objective fitness or value of an individual \( p_i \) on a particular task \( T_k \). Every individual will calculate \( K \) factorial fitness based on \( K \) tasks.

Definition 2. Factorial rank: the factorial rank \( r^k_i \) simply denotes the index of individual \( p_i \) in the list of population members which is sorted in ascending order with respect to their factorial costs on task \( T_k \). It should be noted that in the process of multiobjective multitasking optimization, the factor ordering is calculated according to the nondominant ordering and the crowding distance. This paper only focuses on single-objective multitasking optimization, and thus it will not be stated here.
Definition 3. Skill factor: the factorial rank \( \tau_i \) of individual \( p_i \) represents the task corresponding to the most advanced index in the order of factorial rank. Skill factor is regarded as the computational equivalent of cultural characteristics. In the principle of meme calculation, the cultural characteristics of one individual can be transmitted to another.

Definition 4. Scalar fitness: the scalar fitness of individual \( p_i \) is calculated by \( y_i = 1/\tau_i \).

As shown in Algorithm 1, it is assumed that K optimization tasks have to be performed simultaneously. First, we initialize \( N \) individuals in the search space \( Y \) and then evaluate the initial population \( \text{current-pop} \) by calculating the factorial fitness \( \phi_i^k \) of each individual \( p_i \) in the \( \text{current-pop} \), where \( i \in \{1, 2, 3, \ldots, |N|\} \). Then, we calculate the skill factor of \( p_i \) in the population according to \( \tau_i^k \). After the initialization, as shown in line 5 in Algorithm 1, the iteration begins to produce the \( \text{offspring-pop} \) which contains \( N \) children according to Algorithm 2. Algorithm 3 is used to assign skill factors to each individual. Next, the offspring and the parent are merged to form the \( \text{transitional-pop} \) which have \( 2N \) individuals, and then the \( N \) best individuals are selected as the new population for the next generation.

The traditional genetic algorithm applies crossover and mutation operators, which are also used in the multitasking evolutionary algorithm. Furthermore, how the offspring are produced depends on the skill factor of the parents and random mating probability (\( rmp \)). The detailed description is given in Algorithm 2. The offspring will be produced using crossover directly when both parents have the same skill factors. Otherwise, either the offspring will be generated through crossover given the random mating probability or the offspring will produced by mutation when the parents have different skill factors. The parameter \( rmp \) permits cross-cultural mating among different tasks. A larger \( rmp \) means more knowledge exchanging between two tasks, while a smaller value indicates the opposite. An appropriate \( rmp \) can balance the thorough scanning of small areas in the search space with the exploration of the whole space. Unlike traditional evolutionary algorithms, it is not evaluated straightforward after offspring have been generated. After the offspring generation, skill factors are assigned to the offspring according to the mating mode of the offspring selection, and this procedure is detailed in Algorithm 3.

2.2. MTEA as Multipopulation Evolution Model. Different from the classical MFEA, the multipopulation multitasking evolutionary algorithm no longer adopts one population but initializes \( K \) subpopulations according to the number of tasks. Individuals in a subpopulation evolve for a specific task throughout the optimization process [19].

Figure 1 illustrates a multipopulation optimization model with two optimization tasks. Clearly, task 1 and task 2 have their own populations. The dotted lines in Figure 1 represent possible scenarios. In reproductive selection, parents may come from the same task-specific subgroups or other groups. In this way, knowledge sharing and optimization efficiency can be improved during reproduction. A core feature of the multipopulation evolution model is that the crossover or mutation operators are deemed to help exchange information and assist to find the promising solutions.

Another important feature is that parental and progeny individuals must belong to the same subpopulation and evolve within the same subpopulation. One of the benefits of this is to keep the population as stable as possible. At the end of optimization, the optimal solution of subpopulation corresponding to the task is solved.

It should be noted here that interpolation crossover probability (\( icp \)) in MTEA which controls the density of knowledge transfer between different tasks is different from \( rmp \) in MFEA. Parameter \( icp \) in MTEA directly controls knowledge transfer between tasks, whereas \( rmp \) is used to control knowledge sharing when parents have skill factors in MFEA.

2.3. Differential Evolution and Multifactorial Differential Evolution. As a branch of stochastic EAs, differential evolution (DE) originally proposed by Price and Storn in 1995 [20] has been proven to be an effective, robust, and reliable global optimizer. DE distinguishes itself from other EAs with the individual difference-based mutation and crossover. DE produces a new candidate solution component based on the weighted difference between two randomly selected population individuals that is added to a third individual. For the original DE, mutation, crossover, and selection are the three key components in DE which are described as follows.

The mutation operation enables DE to explore the search space and maintain diversity. In [21], five mutation strategies have been commonly used, which are minutely given as follows:

\[
\begin{align*}
\text{DE/rand/1:} & \quad V_{i,g} = x_{1,g} + F \times (x_{2,g} - x_{3,g}), \\
\text{DE/best/1:} & \quad V_{i,g} = x_{\text{best},g} + F \times (x_{2,g} - x_{3,g}), \\
\text{DE/current-best/1:} & \quad V_{i,g} = X_{1,g} + F \times (X_{\text{best},g} - X_{1,g} - X_{2,g},) \\
\text{DE/best/2:} & \quad V_{i,g} = X_{\text{best},g} + F \times (X_{1,g} - X_{r2,g} + X_{3,g} - X_{4,g}), \\
\text{DE/rand/2:} & \quad V_{i,g} = X_{1,g} + F \times (X_{r2,g} - X_{r3,g} + X_{r4,g} - X_{r5,g}),
\end{align*}
\]

where \( V_{i,g} \) denotes the mutant vector with respect to each individual \( X_{i,g} \) at generation \( g \), \( D \) is the dimension of problem, \( r1, r2, r3, r4, \) and \( r5 \) are random and mutually exclusive integers chosen from the interval \([1, D]\), \( F \) is the scaling factor which controls the amplitude of the difference vector, and \( X_{\text{best},g} \) gives the best individual found so far at generation \( g \).

The goal of crossover operator is to build trial vectors by recombining the current vector and the mutant one. The family of DE algorithms employs two crossover schemes: exponential crossover and binomial crossover. The binomial
crossover is utilized in this paper and is briefly discussed below. In binomial crossover, the trial vector \( U_{i,g} = (u_{1,i,g}, u_{2,i,g}, \ldots, u_{D,i,g}) \) is defined as follows:

\[
  u_{i,j,g} = \begin{cases} 
    v_{i,j,g}, & \text{if } (\text{rand} < \text{CR}) \text{ or } (j = \text{rand}_j), \\
    x_{i,j,g}, & \text{otherwise},
  \end{cases}
\]

(2) where \( \text{CR} \in [0, 1] \) is the predefined crossover rate, \( \text{rand} \) is a uniform random number within \([0, 1]\), and \( \text{rand}_j \in \{1, 2, \ldots, D\} \) is a randomly selected index which is used to ensure that at least one dimension of trial vector is changed.

After the crossover, a greedy selection mechanism is used to select the better one between the parent vector \( X_{i,g} \) and the trial vector \( U_{i,g} \) according to their fitness values as described below.

\[
  X_{i,g+1} = \begin{cases} 
    U_{i,g}, & \text{if } f(U_{i,g}) \leq f(X_{i,g}), \\
    X_{i,g}, & \text{otherwise}.
  \end{cases}
\]

(3) In recent research, MTO has been conducted with differential evolution, named multifactorial differential evolution (MFDE). MFDE is similar to the classic MFEA process, except for the operation of children production. The

---

**Algorithm 1:** Basic framework of the MFEA.

1. Generate \( N \) individuals in \( Y \) to form initial population \( P_0 \) as the current-pop \((C)\).
2. Calculate \( v_i \) and \( r_i \) of each individual \( p_i \) in the current-population and then get the factorial rank \( r_i^k \) of each individual.
3. Compute the skill factor \( t_i \) for each \( P_i \).
4. Set \( \text{gen} = 0 \).
5. While (stopping conditions are not satisfied)
   - Generate offspring-pop \((O)\) according to Algorithm 2.
   - Evaluate the individuals in offspring-pop according to Algorithm 3.
   - Combine \( C \) and \( O \) into transitional-pop \((T)\).
     - For \( P_i \) in \( T \)
       - Update the scalar fitness \( f \) and skill factor \( t_i \) of \( P_i \).
   - Select \( N \) fittest members from \( T \) to form \( C \).
   - Set \( \text{gen} = \text{gen} + 1 \)
6. End while

**Algorithm 2:** Assortative mating.

Consider candidate parents \( c_1 \) and \( c_2 \) in \( C \)
1. Generate a random number \( \text{rand} \) between 0 and 1.
2. If \( t_1 = t_2 \) or \( \text{rand} < \text{rmp} \) then
   - \((o_1, o_2) = \text{Crossover + Mutate } (c_1, c_2)\)
3. Else
   - \( o_1 = \text{Mutate } (c_1) \)
   - \( o_2 = \text{Mutate } (c_2) \)
4. End if

**Algorithm 3:** Vertical cultural transmission via selective imitation.

Consider offspring \( o \in O \)
1. Generate a random number \( \text{rand} \) between 0 and 1.
2. If \( r = \text{Crossover + Mutate } (c_1, c_2) \) and \( \text{rand} \leq 0.5 \)
   - \( o \) imitates skill factor of \( c_1 \)
3. Else if \( o = \text{Crossover + Mutate } (c_1, c_2) \) and \( \text{rand} > 0.5 \)
   - \( o \) imitates skill factor of \( c_2 \)
4. Else if \( r = \text{Mutate } (c_1) \)
   - \( o \) imitates skill factor of \( c_1 \)
5. Else
   - \( o \) imitates skill factor of \( c_2 \)
6. End if
assortative mating of MFDE for producing children is summarized in Algorithm 4. Firstly, in the first generation, a random number is generated in the range of [0, 1]. Then, if this arbitrary number is less than $rmp$, two solutions $x_{r}^{g}$ and $x_{g}^{r}$ which have different skill factor with $V_{g}^{i}$ will be randomly selected to generate the new solution $V_{g}^{j}$. $V_{g}^{i}$ is a randomly selected solution that shares common skill factor with $V_{g}^{j}$. Otherwise, $V_{g}^{i}$ will be generated by the original DE/rand/1 strategy.

![Figure 1: Model of multipopulation evolution for two tasks.](image)

2.4. Related Works on MTEA. Since MFEA was first proposed in 2016, the research work of multitasking EA has gained wide attention. As a universal framework, multitasking EA can be implemented in a variety of ways [22]. At present, the main research directions of this community are algorithm framework, algorithm improvement, and typical application. At present, the algorithm framework is mainly divided into two frameworks, one is the multitasking optimization algorithm framework based on dynamic subgroups, and the directional optimization task of individuals in the population will continuously change during the whole optimization process [23]. The other is that individuals in the population will directly assign a task based on the number of optimized tasks and follow the assigned task throughout the optimization process. Experimental results showed that the multitasking evolutionary algorithm based on multipopulation is also very advantageous [22, 24–26].

Many improvements to the multitasking optimization algorithm have been proposed [27–30]. Generally speaking, the operation of knowledge transfer between different tasks has a crucial impact on the algorithm performance [31]. Migration mode and frequency are the directions of multitasking optimization research. Multitasking evolutionary algorithm can also be combined well with other evolutionary algorithms to absorb the advantages of other EAs. For example, differential evolutionary and particle swarm optimization can well combine with MTEA and perform better than MFEA [32–34]. In addition, the improved crossover operator and search mechanism can be combined with a MTEA prejudice to improve the algorithm performance [35]. At the same time, the idea of machine learning can be well combined with multitasking optimization [36, 37].

Multitasking optimization algorithm is not only proved to be feasible in theory [38] but also shows good efficiency in practical problems. Multitasking algorithm can be used to solve complex engineering design and expensive optimization problems. In the literature, there exist a lot of works to apply MTEA to tackle real-world problems, such as vehicle routing problem [39–42], optimization and control of photovoltaic systems [43], bilevel optimization problem [44], complex supply chain network management [45], double-pole balancing problem [46], and composite manufacturing problem [47].

### 3. Order of Variables on Optimization Problem

#### 3.1. Single-Task Optimization Evolution Model

We take single-objective optimization problem as an example to investigate the effect of the order of variables. In general, an optimization problem can be formulated as

$$\min f(x), \quad x = (x_1, x_2, \ldots, x_D) \in \mathbb{R}^D,$$

subject to

$$h_i(x) = 0, \quad (i = 1, 2, \ldots, I),$$

$$g_j(x) \leq 0, \quad (j = 1, 2, \ldots, J),$$

where $h_i(x)$ and $g_j(x)$ are the equality constraints and inequality constraints, respectively.

When the order of variables of candidate solution $x$ is changed, the new solution $x_{\text{new}}$ can be identified as an individual of the other function $f_{\text{new}}(x)$. It is noteworthy that two functions have the same search space and optimal solution (after coordinate transformation). For example, as shown in Figure 2, $x_A = (1, 2)$ and $x_B = (3, 4)$ are two individuals of function $f(x) = x_1 + x_2$. After changing their order of variables, $x_A^{\text{new}} = (2, 1)$ and $x_B^{\text{new}} = (4, 3)$ are two individuals of function $f_{\text{new}}(x) = x_2^2 + x_1$. Obviously, they have identical function values, respectively.

Even more important is that, as illustrated in Figure 2, no matter what genetic mechanism (crossover, mutation, etc.) is involved for a given evolutionary algorithm, their offspring are identical due to the same input of the given genetic mechanism. From this, we can discuss the effect of
order on single-task optimization. We have no reason to doubt that, although the change in the order of variables is quite a transformation of the objective function in a single-task optimization scenario, there is virtually no change in the optimization problem itself. Actually, the optimization result obtained by any evolutionary algorithm will not be influenced by changing the order of variables.

3.2. Multitasking Optimization Problem. Mathematically, a multitasking optimization problem can be defined as follows:

\[ [x_1, x_2, \ldots, x_K] = \arg\min \{ f_1(x_1), f_2(x_2), \ldots, f_K(x_K) \}, \tag{6} \]

where \( f_k(x_k): X_k \rightarrow \mathbb{R}^D \) represents the \( k \)-th optimization task with search space \( X_k \) and \( x_k = \{ x_{k,1}, x_{k,2}, \ldots, x_{k,D_k} \} \) is a feasible solution in the solution space, in which \( D_k \) is the dimensionality of search space \( X_k \).

In a multitasking optimization problem, the effect of changes in the order of variables is no longer insignificant. Before analyzing, we need to explain the concepts of order-dependent functions and order-independent functions. According to the role of variable order, the optimization functions can be divided into two classes: order-independent function and order-dependent function. For order-independent functions, the order of variables does not have an effect on the objective function of special forms. For instance, for Sphere function \( f(x) = \sum_{i=1}^{D} x_i^2 \), no matter how the order of its variables changes, the objective function is kept unchanged. Thus, it cannot influence the performance of any multitasking optimization algorithm, including MFEA. Correspondingly, the order of variables has an effect on order-dependent functions, such as Rosenbrock function \( f(x) = \sum_{i=1}^{D} (100(x_i^2 - x_{i-1})^2 + (x_i - 1)^2) \).

Here, we take a simple example to further understand the variable order change on multitasking. As shown in Figure 3, we take 2-task optimization as an example to further investigate the effect of the order of variables. Two objective functions are \( f_1(x) = x_1 + x_2^2 \) and \( f_2(x) = x_1^2 + x_2^2 \). Expressly, two functions can change their order of variables in the same way. However, this is a trivial case that is not of interest. Thus, only the order of variables of the first function \( f_1(x) \) is changed in the next discussion. Note that the order of variables has an effect on two functions and the first function is selected to change the order of its variables.

Generally speaking, for any multitasking optimization algorithm, two parent candidates will undergo intrapopulation and interpopulation reproduction processes, such as crossover in MFEA. Based on the analysis in Section 3.1, when the individuals in population undergo intragenetic mechanism, they will produce the same offspring even after changing the order of variables. At the same time, these individuals may undergo intergenetic mechanism. In this case, two parent candidates come from different populations. As shown in Figure 3, two individuals \( x_A \) and \( x_C \) undergo inter-crossover in the original situation, and two individuals \( x_A^{\text{new}} \) and \( x_C^{\text{new}} \) undergo inter-crossover after changing the order of variables. Due to the changed order of variables of the first objective function \( f_1(x) \), they will produce different offspring, such as dotted lines \( \circ \) vs. \( \bullet \) vs. \( \circ \) vs. \( \bullet \) vs. \( \circ \) in Figure 3. Thus, it is obvious that \( \circ \) and \( \bullet \) have a wealth of opportunity to produce different offspring through cross mutation operator. The same one goes for the other three control groups. Therefore, changes in the order of variables in a multitasking scenario are analyzed to have a real impact on the optimization process.

3.3. Three Orders of Variables. In this paper, our purpose is to study the influence of the order of solution variables on the multitasking optimization. As we have analyzed before, the order of variables makes the original function become a new one, so the way to solve the order transformation has an impact on the optimization process. In our work, we design and study three orders of variables. They are defined as equations (7)–(9). For the first order named full reverse order, all variables of function are coded in reverse order. Similarly, for the bisection/trisection reverse order, all variables are divided into two/three parts evenly and then coded in reverse order in each part.

\[
FuR(x) = \left( x_D, x_{D-1}, \ldots, x_2, x_1 \right), \tag{7}
\]

\[
BiR(x) = \left( x_{(D/2)}, \ldots, x_1, x_D, \ldots, x_{(D-2)/1} \right), \tag{8}
\]

\[
TrR(x) = \left( x_{(D/3)}, \ldots, x_1, x_{(2D/3)}, \ldots, x_{(D/3)-1}, x_D, \ldots, x_{(2D/3+1)} \right). \tag{9}
\]
effect of solution order in the multitasking scenario. In order to eliminate the randomness in individuals’ generation, the initial seed of the random function is set to a fixed value so that it can always provide the same individual setting. In other words, the fixed result is obtained by using a given algorithm. In addition, MFDE is also used to verify the universality of the effect of the variable orders in the paper.

Seven commonly used optimization functions are used as components of 9 synthetic MTO problems. Among them, two functions (Rosenbrock and Griewank) are order-dependent functions that affect the four MTO problems. These problems can be divided into three categories: complete intersection (CI), partial intersection (PI), and no intersection (NI). Moreover, based on the similarity between the fitness landscapes, they can also be categorized into three groups: high similarity (HS), medium similarity (MS), and low similarity (LS). For more details about these benchmark problems, one can refer to the technical report [11]. For experimental convenience, task 1 and task 2 in the fifth task group are swapped so that the first task in all task groups is sequential dependent functions.

All parameter settings are listed as follows:

(1) Population size: \( N_p = 100 \)
(2) Maximum number of function evaluations: \( \text{MaxF} = 10^5 \)
(3) Parameter settings in MFDE
   (i) Differential amplification factor: \( F = 0.5 \)
   (ii) Crossover probability: \( CR = 0.9 \)
   (iii) Random mating probability: \( rmp = 1.0 \)
(4) Parameter settings in MFEA
   (i) Index of simulated binary crossover: \( \mu_s = 2 \)
   (ii) Index of polynomial mutation: \( \mu_m = 5 \)
   (iii) Probability of mutation: \( p_m = 1 \)
   (iv) Interpopulation crossover probability: \( icp = 1.0 \)

It is noted that, in order to minimize the effect of stochastic nature on each measured metric, the reported result is the average over 50 trials. Lastly, the empirical studies presented in this paper are conducted under Windows10 using a computer with a 2.4 GHz Intel Corei5 processor and 4 GB RAM.

4.2. Parameter Sensitivity Analysis. In order to test the effectiveness of interpopulation crossover probability, experiments on a suite of single-objective multitasking benchmark problems are carried out in this part. First, the importance of parameter \( icp \) in the multitasking scenario is analyzed. After that, the analysis and discussion of the empirical results are also presented.

In the process of simultaneous optimization of multiple tasks, the similarity and complementarity between tasks play an important role [4]. High similarity between tasks tends to influence each other in a positive way, while complementarity helps tasks skip unnecessary searching. In the multifactorial optimization algorithm based on multipopulation, the crossover probability among the populations controls
the influence of knowledge transfer between multiple tasks. The closer the crossover probability is to 1, the greater the mutual influence will be. Conversely, the smaller the probability of crossover between populations, the smaller the interaction between tasks.

When the similarity between task groups is low, the high probability of interpopulation crossover will make the optimization result counterproductive. Of course, high similarity and icp are not necessarily conducive to the optimization of the problem. For example, when an optimization problem falls into local optimization, other tasks may also fall into local optimization.

In this paper, we set the value of the icp as a linear increment to explore the influence of icp on MFEA. It should be noted that the intrapopulation crossover probability is set to 0.5 in the experiment. Table 1 shows the performance of MFDE with various probabilities between different populations. The best results are shown in bold. It can be seen that in the fully intersecting multitasking groups, the optimal results always occur simultaneously in the case of the same population crossover probability, indicating that a bigger icp will enhance the interaction between tasks. However, the results are not ideal to achieve good performance when the parameter icp reaches the maximum.

The reason may be that one problem in the multitasking group appears to stall, which affects the optimization process of other tasks. On the other hand, in the case that the optimization problem in multitasking group does not intersect at all, the effect between the tasks is opposite, and the algorithm performance is better in the case that the arbitrary mating rate between the populations is relatively low. Therefore, in order to enhance the influence of variable order on multitasking optimization, we set the crossover probability between populations as 1 in the following experiments.

4.3. Comparison of Three Orders of Variables. In this section, empirical studies are conducted to compare the solution quality of the MFDE with three orders of variables. And the experimental results are presented and discussed. Subsequently, we have made a proper cause analysis of the experimental results.

The optimal solutions obtained by MFDE on the 9 single-objective MFO benchmark problems are summarized in Table 2, the corresponding standard deviation is also given in the brackets, and the Wilcoxon rank sum test is adopted at a significance level of 5%. T1 and T2 denote the two tasks contained in MTO benchmark. Not surprisingly, as can be seen from Table 2, MFDE algorithm with different variable orders can obtain different optimal solutions, but the gap between these optimal solutions is very small. In a total of 18 optimization problems, the third order of variables performed better than the others seven times. The first and second ones do better three and five times, respectively. However, the difference between the results obtained by different variable orders is not regular. Better results can be obtained in all three orders, but the frequency in the third order is relatively high. For some reason, the complexity of the variables order has an impact on the optimization algorithm. And the multitasking algorithm is sensitive to the complexity of the order of variables.

Surprisingly, on the other hand, the effect on algorithm performance in practice is not significant for all cases. Some of the possible reasons include the following. (1) Essentially, the optimal solution is fixed after changing the order of variables. It means that the algorithm with different variable orders can evolve in the same direction. (2) At the operational level, when across-population crossover is executed in one generation, the offspring of different order strategies of variables are very similar because their parents come from the fixed-position individuals.

Figures 4–12 show the convergence plots of 9 groups of multitasking problems under different variable orders. Original order means there is no change in the order of variables, and order1, order2, and order3 indicate full reverse order, bisection reverse order, and trisection reverse order, respectively. It can be seen from Figures 4–12 that the convergence curves of the three variables orders are consistent. And the order of variables has no significant effect on the convergence of the algorithm. With the increase of generation, the convergence of the algorithm is almost the same as that without the change of the order of variables. After the evolution of a generation, the fitness value of the problem is the same in the order of different variables. Only in PI + LS, the convergence of the order of different variables has obvious difference in the later period. This may be because the PI + LS category has a low intertask similarity.

4.4. Universality of the Effect of Variable Order. In order to further verify the universal effect of variable order, we give the performance of MFDE algorithm with three different variable orders. Relevant experimental parameters about MFDE have been introduced in Section 4.1. Its performance on nine single-objective MTO benchmarks is summarized in Table 3, and the convergence of MFDE is illustrated in Figures 13–21.

It can be seen from the experimental results that the effect of variable order on MFDE is similar to MFDE. The relevant experimental data are shown in Table 3, which are the optimal value, the mean value in brackets, and the Wilcoxon rank sum test at a significance level of 5%. Notably, MFDE algorithm with different variable orders can also get different results but the difference between the different results is small. In the total 18 optimization tasks, the third variable order performs better than other orders four times. The first and second categories outperform others three times, respectively. In general, the third variable order has advantages over the other two, which is consistent with the performance of MFDE algorithm. Furthermore, the effect on the algorithm performance is also not significant. In the MFDE algorithm, there is no obvious difference in the convergence curve trend under different variable orders. Only in CI + LS and PI + LS, the convergence of different variable order shows a significant difference in the later stage, which is closely related to the similarity of the multitasking group itself. The effect of different variable orders is similar in MFDE and MFDE. The effect of variable order on
### Table 1: Results obtained by MFEA under different interpopulation crossover probabilities.

| Problem | Task               | icp = 0.2 | icp = 0.4 | icp = 0.6 | icp = 0.8 | icp = 1.0 |
|---------|--------------------|-----------|-----------|-----------|-----------|-----------|
| CI + HS | Griewank (T1)      | 0.39991   | 0.46988   | 0.59349   | 0.71105   | 0.77662   |
|         | Rastrigin (T2)     | 194.2837  | 214.473   | 209.6063  | 235.6761  | 280.2167  |
| CI + MS | Ackley (T1)        | 4.79491   | 4.4248    | 3.8739    | 3.9432    | 3.9887    |
|         | Rastrigin (T2)     | 233.0182  | 221.7842  | 216.1091  | 254.6503  | 285.4752  |
| CI + LS | Ackley (T1)        | 20.1832   | 20.2581   | 21.1314   | 21.1755   | 21.2042   |
|         | Schwefel (T2)      | 3824.867  | 4127.384  | 4983.5594 | 6483.7105 | 9190.921  |
| PI + HS | Rastrigin (T1)     | 581.7632  | 523.3279  | 487.0637  | 551.2203  | 703.3003  |
|         | Sphere (T2)        | 10.4851   | 23.4939   | 77.4685   | 279.6843  | 925.1112  |
| PI + MS | Rosenbrook (T1)    | 704.2483  | 847.7707  | 827.9882  | 921.319   | 994.1248  |
|         | Ackley (T2)        | 3.536     | 3.5078    | 3.184     | 3.0892    | 3.065     |
| PI + LS | Ackley (T1)        | 20.0635   | 18.5992   | 8.1149    | 12.1763   | 17.6463   |
|         | Weierstrass (T2)   | 21.1636   | 17.1749   | 21.395    | 14.787    | 12.7291   |
| NI + HS | Rosenbrook (T1)    | 893.3438  | 1270.6183 | 1975.3255 | 3119.4266 | 3371.1812 |
|         | Rastrigin (T2)     | 256.4173  | 270.6796  | 258.0463  | 289.2213  | 314.6832  |
| NI + MS | Griewank (T1)      | 0.43002   | 0.62839   | 0.91277   | 1.1003    | 1.1685    |
|         | Weierstrass (T2)   | 26.604    | 25.9726   | 24.5367   | 24.7251   | 24.0061   |
| NI + LS | Rastrigin (T1)     | 591.6303  | 581.8746  | 575.5375  | 812.6911  | 3809.7344 |
|         | Schwefel (T2)      | 3808.2556 | 4299.1473 | 5202.6947 | 7050.294  | 13849.5465|

### Table 2: Results obtained by MFEA under different order of variables.

| Problem | Task               | MFEA      | MFEA + FuR | MFEA + BiR | MFEA + TR |
|---------|--------------------|-----------|------------|------------|-----------|
| CI + HS | Griewank (T1)      | 0.79685   | 0.79888    | 0.79729    | 0.79109   |
|         | Wilcoxon rank sum  | 280.4036  | 287.1282   | 283.571    | 277.5894  |
|         | test Rastrigin (T2)| 23.6534   | 23.6655    | 21.8295    | 23.7234   |
| CI + MS | Ackley (T1)        | 4.1489    | 4.1138     | 4.1355     | 4.1243    |
|         | Wilcoxon rank sum  | 282.8841  | 279.624    | 274.3095   | 269.314   |
|         | test Rastrigin (T2)| 38.8602   | 34.2458    | 33.3069    | 31.1258   |
| CI + LS | Ackley (T1)        | 21.2074   | 21.2065    | 21.2037    | 21.2064   |
|         | Wilcoxon rank sum  | 9011.6603 | 9018.0075  | 9071.5538  | 8916.1799 |
|         | test Schwefel (T2) | 23.6534   | 273.6732   | 274.3095   | 274.3095  |
| PI + HS | Rastrigin (T1)     | 700.4356  | 707.0006   | 701.6282   | 697.3025  |
|         | Wilcoxon rank sum  | 887.5937  | 923.7637   | 902.241    | 909.7272  |
|         | test Sphere (T2)   | 106.2772  | 137.3392   | 141.8804   | 135.6369  |
| PI + MS | Rosenbrock (T1)    | 911.6519  | 921.8783   | 900.0996   | 966.8524  |
|         | Wilcoxon rank sum  | 296.14    | 296.64     | 301.37     | 300.59    |
|         | test Ackley (T2)   | 0.42019   | 0.43933    | 0.40994    | 0.4182    |
|         | Wilcoxon rank sum  | 7.75E-01  | 7.86E-01   | 6.06E-01   | 6.56E-01  |
| PI + LS | Ackley (T1)        | 18.0366   | 18.1503    | 17.7703    | 17.9673   |
|         | Wilcoxon rank sum  | 5.88E-01  | 5.86E-01   | 4.66E-01   | 8.01E-01  |
|         | test Weierstrass (T2)| 13.3105 | 13.0705    | 12.4545    | 13.1271   |
|         | Wilcoxon rank sum  | 7.54E-01  | 7.54E-01   | 1.50E-01   | 6.72E-01  |
Table 2: Continued.

| Problem | Task            | MFEA          | MFEA + FuR     | MFEA + BiR     | MFEA + TrR     |
|---------|-----------------|---------------|---------------|---------------|---------------|
| NI + HS | Rosenbrock (T1) | 3799.9063 (1200.8935) | **3728.7994 (1250.5653)** | 3830.1883 (1485.8082) | 3814.4974 (1146.8015) |
|         | Wilcoxon rank sum test | 7.07E − 01 | 6.17E − 01 | 9.70E − 01 | 7.90E − 01 |
|         | Rastrigin (T2)  | 320.2278 (28.0176) | 305.4074 (29.0316) | **304.0652 (30.8981)** | 312.4591 (28.8615) |
|         | Wilcoxon rank sum test | 2.71E − 02 | 2.86E − 02 | 3.19E − 01 | 2.80E − 02 |
| NI + MS | Griewank (T1)   | 1.1668 (0.052264) | 1.2348 (0.34088) | 1.1743 (0.051695) | **1.1642 (0.046497)** |
|         | Wilcoxon rank sum test | 3.34E − 01 | 2.95E − 01 | 8.23E − 01 | 3.19E − 01 |
|         | Weierstrass (T2) | 23.8683 (2.1485) | 25.0279 (3.4603) | 23.5277 (2.1507) | **23.5026 (1.6825)** |
|         | Wilcoxon rank sum test | 8.17E − 02 | 4.32E − 02 | 5.63E − 01 | 4.80E − 02 |
| NI + LS | Rastrigin (T1)  | 3764.2782 (456.731) | **3742.6071 (494.4649)** | 3753.2077 (436.1078) | 3790.9051 (425.3387) |
|         | Wilcoxon rank sum test | 9.97E − 01 | 8.23E − 01 | 6.37E − 01 | 5.63E − 01 |
|         | Schwefel (T2)   | **13985.3097 (452.5025)** | 13987.3431 (621.4383) | 14004.3855 (519.2037) | 14004.714 (347.8701) |
|         | Wilcoxon rank sum test | 4.63E − 01 | 6.08E − 01 | 7.70E − 01 | 5.63E − 01 |

**Figure 4:** Convergence of MFEA for problem 1 (CI + HS).

**Figure 5:** Convergence of MFEA for problem 2 (CI + MS).
Figure 6: Convergence of MFEA for problem 3 (CI + LS).

Figure 7: Convergence of MFEA for problem 4 (PI + HS).

Figure 8: Convergence of MFEA for problem 5 (PI + MS).
Figure 9: Convergence of MFEA for problem 6 (PI + LS).

Figure 10: Convergence of MFEA for problem 7 (NI + HS).

Figure 11: Convergence of MFEA for problem 8 (NI + MS).
Table 3: Results obtained by MFDE under different order of variables.

| Problem   | Task          | MFDE       | MFDE + FuR  | MFDE + BiR  | MFDE + TrR  |
|-----------|---------------|------------|-------------|-------------|-------------|
| CI + HS   | Griewank (T1) | 0.80067 0.099175 | 0.78732 0.095784 | 0.79683 0.070848 | **0.78042** 0.069597 |
|           | Wilcoxon rank sum test | 5.60E−01 | 6.42E−01 | 9.53E−02 |
|           | Rastrigin (T2) | 383.6669 (17.341) | 384.4004 (16.4345) | 383.5204 (20.6672) | **378.5814** (18.3215) |
|           | Wilcoxon rank sum test | 7.75E−01 | 8.44E−01 | 2.32E−01 |

| CI + MS   | Ackley (T1)   | 3.7113 (0.31961) | 3.7194 (0.27625) | 3.7487 (0.39913) | 3.8279 (0.52028) |
|           | Wilcoxon rank sum test | 4.40E−01 | 4.14E−01 | 1.51E−01 |
|           | Rastrigin (T2) | **394.1759** (19.8874) | 394.3547 (15.2135) | 395.1253 (23.0533) | 396.4384 (30.0564) |
|           | Wilcoxon rank sum test | 8.50E−01 | 6.82E−01 | 7.80E−01 |

| CI + LS   | Ackley (T1)   | 21.2139 (0.039246) | **21.1924** (0.037366) | 21.2083 (0.035688) | 21.2538 (0.031897) |
|           | Wilcoxon rank sum test | 2.56E−03 | 3.45E−01 | 7.93E−02 |
|           | Schwefel (T2) | 14311.2877 (389.6504) | 14320.5211 (437.0273) | **14287.7195** (372.0728) | 14289.9965 (402.3736) |
|           | Wilcoxon rank sum test | 6.67E−01 | 5.56E−01 | 8.60E−01 |

| PI + HS   | Rastrigin (T1) | 375.0134 (22.5836) | **374.088** (34.9124) | 373.3802 (21.5986) | 377.1392 (19.3592) |
|           | Sphere (T2)    | **38.3998** (11.9496) | 39.5269 (11.8708) | 39.3453 (9.7899) | 43.3497 (11.5134) |
|           | Wilcoxon rank sum test | 4.88E−01 | 5.90E−01 | 4.03E−02 |

| PI + MS   | Rosenbrock (T1) | 3846.5413 (1867.6884) | 618.9605 (988.0615) | **436.7277** (1004.12) | 611.279 (1394.7849) |
|           | Wilcoxon rank sum test | 1.78E−01 | 8.03E−03 | 1.80E−01 |
|           | Ackley (T2)     | 1.0478 (1.1419) | 0.90033 (0.61353) | **0.89653** (0.67087) | 1.0164 (0.73335) |
|           | Wilcoxon rank sum test | 9.20E−01 | 7.59E−01 | 3.72E−01 |

| PI + LS   | Ackley (T1)   | 10.2738 (3.9853) | 10.549 (3.7654) | 9.8559 (3.405) | **9.8476** (3.2562) |
|           | Wilcoxon rank sum test | 4.34E−01 | 3.75E−01 | 7.80E−01 |
|           | Weierstrass (T2) | **7.1112** (3.9246) | 7.2987 (3.6848) | 7.2383 (3.856) |
|           | Wilcoxon rank sum test | 8.62E−01 | 1.00E+00 | 9.53E−01 |

| NI + HS   | Rosenbrock (T1) | 4064.8109 (2340.4547) | 3802.5141 (1764.8427) | 4099.375 (1685.5901) | **3746.2983** (1596.6946) |
|           | Wilcoxon rank sum test | 9.09E−01 | 3.50E−01 | 6.92E−01 |
|           | Rastrigin (T2) | **391.4913** (23.9269) | 392.2342 (18.6947) | 394.6522 (19.2541) | 394.4849 (16.4735) |
|           | Wilcoxon rank sum test | 8.93E−01 | 7.12E−01 | 7.33E−01 |

| NI + MS   | Griewank (T1) | **0.072548** (0.04229) | 0.090939 (0.083529) | 0.10188 (0.083764) | 0.082862 (0.047972) |
|           | Wilcoxon rank sum test | 5.01E−01 | 6.32E−02 | 3.68E−01 |
|           | Weierstrass (T2) | 8.7113 (3.2899) | 8.8365 (3.4151) | 8.6162 (2.8182) |
|           | Wilcoxon rank sum test | 4.34E−01 | 5.28E−01 | 5.42E−01 |

| NI + LS   | Rastrigin (T1) | **1675.7148** (1015.8628) | 1970.8812 (1243.1416) | 1723.1033 (1029.3855) | 1832.1993 (846.6522) |
|           | Wilcoxon rank sum test | 2.66E−01 | 7.28E−01 | 2.08E−01 |
|           | Schwefel (T2)  | **7007.7273** (1682.6573) | 7469.9128 (1992.2856) | 7259.8229 (1652.9156) | 7492.6559 (1495.1018) |
|           | Wilcoxon rank sum test | 2.93E−01 | 5.42E−01 | 1.80E−01 |

Figure 12: Convergence of MFEA for problem 9 (NI + LS).
Figure 13: Convergence of MFDE for problem 1 (CI + HS).

Figure 14: Convergence of MFDE for problem 2 (CI + MS).

Figure 15: Convergence of MFDE for problem 3 (CI + LS).
Figure 16: Convergence of MFDE for problem 4 (PI + HS).

Figure 17: Convergence of MFDE for problem 5 (PI + MS).

Figure 18: Convergence of MFDE for problem 6 (PI + LS).
Figure 19: Convergence of MFDE for problem 7 (NI + HS).

Figure 20: Convergence of MFDE for problem 8 (NI + MS).

Figure 21: Convergence of MFDE for problem 9 (NI + LS).
multitasking optimization does not change significantly due to the change of the framework of the multitasking algorithm.

5. Conclusion

In this paper, we investigate the effect of order of variables on the algorithm performance when solving multitasking optimization problems. The corresponding relationship between two individuals before and after changing the order of variables for single-task optimization problem and MTO problems is analyzed, respectively. When the order of variables of one optimization function is changed, different offspring will be generated for the MTO problem. Therefore, we design and study three orders of variables, namely, full reverse order, bisection reverse order, and trisection reverse order. An important feature of these orders of variables is that an individual can recover as himself after two times of changing the order of variables twice.

The experiment results showed that the effect of the order of variables on MFEA algorithm is not significant for all MTO problems in practice. Keeping this in mind, we analyze the difference of optimization results among different variable orders in different evolution stages. We find that the algorithm convergence does not change significantly because of the order of variables. In order to prove further, we also carried out the same order change on MFDE, and the results obtained are basically consistent with MFEA. However, MTO with high degree of similarity and intersection is more susceptible to be influenced by variable order and is more sensitive to complex variable order.

For future work, we would like to further study the effect of the order of variables under other situations, such as the position of optimal solution and multitasking optimization problem which contains more than two problems.
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