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ABSTRACT

Cell-free widely distributed massive multiple-input multiple-output (MIMO) systems utilize radio units spread out over a large geographical area. The radio signal of a user equipment (UE) is coherently detected by a subset of radio units (RUs) in the vicinity of the UE and processed jointly at the nearest baseband processing unit (BPU). This architecture promises two orders of magnitude less transmit power, spatial focusing at the UE position for high reliability, and consistent throughput over the coverage area. All these properties have been investigated so far from a theoretical point of view. To the best of our knowledge, this work presents the first empirical radio wave propagation measurements in the form of time-variant channel transfer functions for a linear, widely distributed antenna array with 32 single antenna RUs spread out over a range of 46.5 m. The large aperture allows for valuable insights into the propagation characteristics of cell-free systems. Three different co-located and widely distributed RU configurations and their properties in an urban environment are analyzed in terms of time-variant delay-spread, Doppler spread, path-loss, and the correlation of the local scattering function over space. For the development of 6G cell-free massive MIMO transceiver algorithms, we analyze properties such as channel hardening, channel aging as well as the signal to interference and noise ratio (SINR). Our empirical evidence supports the promising claims for widely distributed cell-free systems.
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I. INTRODUCTION

Cell-free massive MIMO systems are a revolutionary new architecture for future mobile communications systems [1]. (RUs) are distributed in space over a large geographical area and processed coherently at a central (BPU). This architecture enables similar properties as known from massive MIMO systems, such as high spectral efficiency using linear processing, and exploiting channel reciprocity between uplink and downlink. However, crucial improvements are achieved by distributing the RUs in space, such as (i) a strong transmit energy reduction due to reduced distance to the (UE), (ii) a consistent throughput over the coverage area avoiding the strong throughput drop at cell edges, and (iii) mitigation of large-scale fading [2].

So far, cell-free massive MIMO systems have been explored from a theoretical point of view (see [1] and the references therein). Empirical evidence on propagation conditions in cell-free systems is missing, although being of fundamental importance. Cell-free systems can be seen as a distributed antenna array with a large aperture, causing common far-field assumptions (e.g., plane wave propagation) to not hold and propagation conditions to differ substantially from RU to RU. In other words, the propagation conditions for mobile users are non-stationary in space and time.
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In this work, we use a software-defined radio (SDR) based measurement system to characterize the propagation conditions in cell-free massive MIMO systems with mobile users. A distributed massive MIMO testbed was established at AIT Austrian Institute of Technology [3]. The architecture of [3] allows for fully parallel radio channel measurements of vehicular users as well as data transmission including channel prediction [4]. For widely distributed and cell-free radio channel measurements, the architecture of [3] is extended, enabling a distribution of antenna elements over up to 90 m. This is achieved by separating the down-conversion from radio frequency (RF) to baseband into a distributed unit (DU) and performing baseband processing in a BPU. Phase coherent operation is achieved by a dedicated synchronization network using a 10 MHz clock and a one pulse per second signal with suitable distribution circuits.

A. RELATED WORK AND LITERATURE OVERVIEW
The research work on cell-free massive MIMO has increased tremendously over the last five years, see, e.g., [1], [2], [5], [6] and the references therein, as it is considered an enabling technology for beyond 5G systems. While anticipated key characteristics are already known through extensive analysis and simulation, empirical validation is missing in most instances.

In [6], the authors put forward a cost-efficient architecture called radio stripes for cell-free systems. The architecture includes antennas and associated processing units, synchronization, data transfer, and power supply within a single cable, thus facilitating deployment considerably. However, no empirical data obtained with this approach is publicly available. With the proposed measurement framework presented in this paper, linear deployment strategies similar to the radio stripes technology can be analyzed based on real-world data for the first time.

Wireless propagation channel measurements at 2.6 GHz with a virtual wide-aperture array measuring 7.3 m were first reported in [7]. The proposed measurement approach involves one antenna that is moved to form a virtual array, and is only suitable for static scenarios without mobility.

In [8] the authors describe a comparative study of MIMO antenna geometries, with aperture sizes ranging from 0.3 m to 6 m. Eight fully parallel receive units and fast switching was used to characterize the system with 64 base station (BS) antenna elements.

A first cell-free channel measurement using a drone with a single transmit antenna that flies from one RU position to the next was reported in [9]. This method does not provide coherent impulse responses from the RU positions but allows a quantitative assessment of properties such as the uplink energy efficiency [10]. Furthermore, UE mobility and scatter mobility cannot be captured by the distributed virtual array measurement principle of [9].

B. CONTRIBUTIONS OF THIS WORK
- World-first fully parallel and coherent widely distributed array channel sounding measurements in a high mobility scenario with 32 BS antennas and two users.
- Comparative analysis of wireless propagation conditions for BS aperture sizes from 2 m to 46.5 m in terms of delay spread, Doppler spread, received power, and collinearity of the local scattering function (LSF).
- Evaluation of channel aging and effects of channel hardening on the SINR in a cell-free massive MIMO system based on the obtained measurement data.

C. ORGANIZATION OF THIS WORK
The paper is organized as follows. Section II describes the measurement scenario and the measurement framework utilized for this purpose. In Section III, the signal model for the obtained data is introduced and the necessary parameters for evaluation are defined. Section IV presents the corresponding results. Section V introduces the signal model for a cell-free massive MIMO system and describes the effects of channel aging and channel hardening, based on the obtained measurement results.

II. SCENARIO DESCRIPTION AND MEASUREMENT FRAMEWORK
We report a widely distributed massive MIMO channel sounding campaign that was conducted in March 2022 at the premises of AIT Austrian Institute of Technology GmbH in Vienna, Austria. In this campaign, three different array geometries with apertures ranging from 2 m to 46.5 m were installed and tested. We thereby analyze the merits and drawbacks of widely distributed and cell-free systems in comparison to conventional massive MIMO systems currently being deployed and operational worldwide.

Massive MIMO systems are especially suitable for dealing with urban environments and multipath propagation, since the large number of RUs allows for spatial focusing and spatial separation of users. However, mobility is still problematic, as it generally leads to outdated channel state information (CSI) for beam-forming when not properly accounted for [4].

Cell-free systems are envisioned to be deployed in urban environments, as they potentially mitigate the burden of large-scale fading, i.e., blocking by buildings, vegetation, cars etc. The cell-free massive MIMO channel sounding campaign is designed to capture these urban channel characteristics, including mobility, multipath propagation, blocking and transition from line of sight (LOS) to non line of sight (NLOS).

Two vertically polarized monopole transmit antennas are mounted on the rooftop of a van right above the driving seat and the passenger seat, respectively. They are acting as UEs transmitting a signal and are referenced in the following as UEk with \( k \in \{1, 2\} \). Users UEk are following a fixed trajectory for all measurements, with velocities ranging from
The UE trajectory is divided into eight regions $R_s$, $s \in \{1, \ldots, 8\}$, with a length of approximately 40 m each, for easy referencing and location-specific data evaluation. Figure 1 shows a top view of the scenario under consideration, with the UE trajectory and the regions $R_1$ to $R_8$ indicated in blue. The starting position of the UEs is marked with a white van icon.

On the BS side, 32 RUs consisting of single patch antennas are positioned on the roof top of an office building at a height of 15 m as a horizontal linear array, with vertical polarization and their individual main lobe facing north. The RUs are receiving the signal transmitted by the UEs. The green area in Fig. 1 shows the position of the BS array. Since there is an office building of similar height to the north of the linear BS antenna array (in the directions the individual patch antenna array elements are pointing to), regions $R_3$ to $R_5$ of the UE trajectory are exhibiting NLOS conditions. Regions $R_1$ and $R_2$ are characterized as LOS with the main direction of UE movement perpendicular to the BS antenna array, while regions $R_6$, $R_7$, and $R_8$ show LOS characteristics with the main direction of UE movement parallel to the BS antenna array. The region where the blocking building causes NLOS conditions and the transition to LOS is indicated as a gray shade in Fig. 1.

Three different linear horizontal BS array configurations are implemented, with significant variation in the array aperture and antenna element spacing. Figure 2 shows in green the position where all three array configurations are located. As a reference point, the easternmost antenna 1 stayed on the same position throughout all measurements. The white elements in the green bars at the top indicate the individual position and spacing of antenna elements for the three array configurations.

A. FLEXIBLE WIDE APERTURE ARRAY MEASUREMENT FRAMEWORK

A measurement framework based on our previous work in [3] is used to capture the sounding sequences emitted from users UE$_k$. In addition to each of the two DUs having a distance of up to 30 m to the central BPU and synchronization unit (as outlined in [3]), coaxial cables with a length of 15 m are used to connect each DU with 16 RUs (patch antenna array elements), see Fig. 3 at the bottom. With this method, array apertures of up to 90 m with 32 array elements are possible, all while maintaining fully parallel and fast channel sounding capabilities. To compensate for the losses of the long coaxial cables, power amplifiers with a 1 dB compression point of 39 dBm are used at the UE side.

With the BS setup as described above, different antenna array geometries can be realized with minimal effort. We implement three different horizontal linear arrays with varying aperture size and element spacing. Detailed array dimensions are provided in Fig. 3.

BS array configuration 1 (BS conf. 1) resembles a conventional linear massive MIMO array with 32 antenna elements aligned horizontally and spaced $0.64\lambda$ with $\lambda$ being the wavelength at the sounding frequency of $f = 3.2$ GHz. With this array configuration, grating lobes are mostly avoided and the transmitting UEs operate in the far-field [11, Sec. 4] of the BS array, i.e., the distance $d_k$ between UE$_k$ and BS array satisfies

\[ d_k \geq \frac{2D^2}{\lambda}, \]

with $D$ being the size of the linear BS array. Therefore, all 32 BS antennas operate in an almost identical propagation environment and exhibit strong similarities in path-loss,
blocking by large objects, visibility of main scatter sources, and relative UE velocity.

**BS array configuration 2 (BS conf. 2)** resembles a distributed massive MIMO array with two antenna arrays of 16 elements. The two arrays are distributed with a distance of 44.6 m between them. Each of the distributed arrays is again assembled with horizontally aligned and 0.64 λ-spaced antenna elements. With this distributed array configuration and a total aperture size of 46.5 m, the UEs never operate in the far-field of the BS array according to (1). This implies that wavefronts impinging at the BS array are spherical in general and not of equal amplitude. The elements of a distributed 16-element array operate in an almost identical propagation environment. But propagation characteristics like path-loss, shadowing, and Doppler due to the relative UE velocity can differ substantially from one distributed array to the other.

**BS array configuration 3 (BS conf. 3)** resembles a cell-free massive MIMO setup with 32 antenna elements horizontally aligned, but spaced with a distance of 16λ from one array element to the next. This configuration can be considered as implementation of the radio stripe architecture proposed in [6]. Since receiving elements are uniformly distributed over a large aperture of 46.5 m, they exhibit strong variations of propagation characteristics such as path-loss, shadowing, and Doppler due to the relative UE velocity.

The parameters of the channel sounding framework utilized for the presented measurement campaign are listed in Table 1. For each BS array configuration, 10 runs on the same UE trajectory with similar velocities are performed. One measurement run lasts 30 s, in which a distance of around 300 m (divided in eight regions) is covered.

### III. CHANNEL SOUNDING SIGNAL MODEL

With the channel sounding framework described above, we obtain bandlimited estimates of the wireless channel transfer function by transmitting a known sounding sequence from \( K = 2 \) users \( \text{UE}_x \), receiving it at the \( A = 32 \) RUs simultaneously and storing the sampled time signal on a hard-drive. In post-processing, this stored time signals are Fourier-transformed and calibrated to correct for the effects of the RF chain. The obtained time-dependent realizations of the channel matrix are then used to derive and analyze the channel characteristics. The procedure is detailed in the following (see also [3], [12]).

We use a complex baseband multitone signal, defined as

\[
x[n] = x(nT/Q) = \sum_{q=-(Q-1)/2}^{(Q-1)/2} X[q]e^{j2\pi q n /Q},
\]

(2)

to capture the channel characteristic over time. The time signal \( x[n] \) is formed by a superposition of \( Q \) tones with complex weights \( X[q] \) and frequency spacing \( \Delta f \). The amplitudes of the complex weights \( |X[q]| = 1 \) are chosen to be equal. Their phases are optimized to achieve a low crest factor [13]

\[
C = \frac{\max_{t\in[0,T]} |x(t)|}{\sqrt{\frac{1}{T} \int_0^T |x(t)|^2 \, dt}}
\]

(3)

of the continuous signal \( x(t) \) over the period \( T = 1/\Delta f \) with the algorithm proposed in [14].

The multitone signal \( x[n] \) utilized in this work features a frequency spacing of \( \Delta f = 240 \) kHz and \( Q = 481 \) tones, thus yielding a bandwidth of \( B = 115.44 \) MHz, with a crest factor \( C = 1.24 \). Similar to an orthogonal frequency-division multiplexing (OFDM) system, we concatenate the multitone signal with a copy of itself which acts as cyclic prefix (CP). Additionally, a third copy is added to increase the signal to

| Parameter                        | Value      |
|----------------------------------|------------|
| carrier frequency \( f \)        | 3.2 GHz    |
| number of tones \( Q \)          | 481        |
| tone spacing \( \Delta f \)      | 240 kHz    |
| bandwidth \( B \)                | 115.44 MHz |
| repetition rate \( T_R \)        | 1 ms       |
| max. resolvable Doppler frequency| 500 Hz     |
| max. resolvable velocity         | 150 km/h   |
| TX power                         | 38 dBm     |
| measurement time per run         | 30 s       |
| runs per BS config.              | 10         |
| UEs distance traveled            | 300 m      |

**TABLE 1. Measurement parameters and their respective values.**
noise ratio (SNR). Thus, the final sounding signal consists of three concatenated copies of the multitone signal $x[n]$ and therefore lasts $3T = 12.5\,\mu s$. Each user UE$_k$ transmits the same sounding sequence with a $(k-1)3\,T$ time shift to not interfere with the current measurement.

The sounding signal is sent and received with a repetition rate of $T_R = 1\,ms$, which results in a maximum resolvable Doppler frequency of $500\,Hz$ and a maximum resolvable UE velocity of $150\,km^{-1}$ at a sounding frequency of $f = 3.2\,GHz$.

Each individual antenna $a \in \{1, 2, \ldots, A\}$ of the BS receives the sounding signal (convolved with the propagation channel $\hat{H}_{a,k}[m, q]$) $\hat{y}_{a,k}[m, n]$, transmitted by UE$_k$. Since the sounding procedure works similar to a CP OFDM scheme, the received multitone signal weights are obtained by omitting the CP and guard periods in $\hat{y}_{a,k}[m, n]$ to obtain $y_{a,k}[m, n]$ and a subsequent discrete Fourier transformation, i.e.,

$$y_{a,k}[m, \bar{q}] = \frac{1}{\sqrt{2Q}} \sum_{n=0}^{2Q-1} y_{a,k}[m, n] \exp\left(-\frac{2\pi in\bar{q}}{2Q}\right),$$

where $m$ denotes discrete time and $q$ discrete frequency.

The signal part of the sounding sequence contains two repetitions of the multitone signal (2). Therefore, every second frequency bin $Y_{a,k}[m, q] = Y_{a,k}[m, 2\bar{q}]$ constitutes the uncalibrated transfer function of the propagation channel and the radio front-ends. We consider the transmitted symbols $X[q]$ in frequency domain as pilot symbols which are known at the receiver. Thus, we can calculate the calibrated transfer function estimate of the channel by least squares (LS) estimation [15], [16] as

$$\hat{H}_{a,k}[m, q] = \frac{Y_{a,k}[m, q]}{X[q]\hat{H}_{RF}^a[q]}.$$

The transfer function $\hat{H}_{RF}^a[q]$, representing the transmit and receive RF chain properties, is obtained during a calibration phase prior to the measurement [3].

**A. STATISTICAL CHARACTERIZATION OF THE WIRELESS PROPAGATION CHANNEL**

To draw conclusions about wide-sense stationarity or the lack thereof for the BS array configurations under investigation, we revert to analyzing the moments of the wireless channels’ time-variant power delay profile (PDP) and Doppler spectral density (DSD). To that end, the LSF is introduced as it provides a means of calculating the considered parameters in highly dynamic scenarios [17], [18]. The LSF characterizes the dispersion in Doppler and delay.

A certain number of consecutive measurements $M$ within a local stationarity region is necessary to calculate the LSF in (6). Therefore, discrete time $l$ is introduced to index the calculated LSFs and its moments and marginals. The time index $l$ is often referred to in literature as the stationarity region index, while $M$ is then the stationarity region length [17], [19] and chosen to be even in this work.

Given the time-variant frequency transfer function estimate $\hat{H}_{a,k}[m, q]$ from UE$_k$ to BS antenna $a$, the estimate of the LSF at stationarity region index $l$ is given as [17], [20]

$$\hat{C}_{a,k}[l; n, p] = \frac{1}{M} \sum_{\omega=0}^{M-1} |\hat{H}_{a,k}^{(G_{\omega})}[l; n, p]|^2,$$

with the Doppler shift index $p \in \{-M/2, \ldots, M/2 - 1\}$ and the delay index $n \in \{0, \ldots, Q - 1\}$. The delay and Doppler shift resolution are defined by $\tau_s = \frac{1}{Q\nu}$ and $v_s = \frac{1}{Q\nu}$, where $T_R$ is the repetition rate of measurement. The operation $m = lM + m'$ maps the measurement time index $m$ to the stationarity region index $l$. The tapered frequency response is

$$\hat{H}_{a,k}^{(G_{\omega})}[l; n, p] = \sum_{m=-M/2}^{M/2-1} \hat{H}_{a,k}[m + lM, q].$$

where the tapers $G_w[m, q]$ are two-dimensional discrete prolate spheroidal (DPS) sequences as shown in detail in [19] and [21]. The number of tapers in the time and frequency domain is set to $I = 2$ and $J = 1$, respectively [19], [22].

We calculate the PDP and DSD as projections of the LSF onto the Doppler domain and the delay domain, respectively [11], [16]:

$$\hat{P}_{a,k}^{(\tau)}[l; n] = \frac{1}{M} \sum_{p=-M/2}^{M/2-1} \hat{C}_{a,k}[l; n, p],$$

$$\hat{P}_{a,k}^{(\nu)}[l; p] = \frac{1}{Q} \sum_{n=0}^{Q-1} \hat{C}_{a,k}[l; n, p].$$

**B. MOMENTS OF THE PDP AND DSD**

To allow for a comprehensive and quantitative analysis of the time-variant PDP and DSD, we revert to their normalized moments as characterizing parameters [11, Sec. 6.5], [16, Sec. 1.4.1.5]. The following formulas for the normalized moments of PDP and DSD are taken from [16] and adopted to the used sampling in time and frequency.

The time-variant first moment of the PDP of the estimated channel transfer function $\hat{H}_{a,k}[m, q]$, i.e., its time-integrated power, is calculated as

$$\hat{\bar{P}}_{a,k}^{(\tau)}[l] = \sum_{n=0}^{Q-1} \hat{P}_{a,k}^{(\tau)}[l; n].$$

The second moment is referred to as the mean delay and calculated as

$$\bar{\tau}_{a,k}[l] = \frac{\sum_{n=0}^{Q-1} (n\tau_s)\hat{P}_{a,k}^{(\tau)}[l; n]}{\hat{P}_{a,k}^{(\tau)}[l]}. $$

We calculate the root mean square (RMS) delay spread by

$$\sigma_{a,k}^{(\tau)}[l] = \sqrt{\frac{\sum_{n=0}^{Q-1} (n\tau_s)^2\hat{P}_{a,k}^{(\tau)}[l; n]}{\hat{P}_{a,k}^{(\tau)}[l]} - \bar{\tau}^2[l]}. $$
Similarly, with the integrated power
\[ \hat{P}_{a,k}[l] = \sum_{p=-M/2}^{M/2-1} \hat{P}_{a,k}[l; p], \]  
and the mean Doppler
\[ \bar{v}_{a,k}[l] = \frac{\sum_{p=-M/2}^{M/2-1} (p\nu_k) \hat{P}_{a,k}[l; p]}{\hat{P}_{a,k}[l]}, \]  
we obtain the RMS Doppler spread by
\[ \sigma_{a,k}^{(v)}[l] = \sqrt{\frac{\sum_{p=-M/2}^{M/2-1} (p\nu_k)^2 \hat{P}_{a,k}[l; p]}{\hat{P}_{a,k}[l]} - \bar{v}_{a,k}[l]^2}. \]  

We define the time-dependent average received power at time instant \( l \) as the sum over the LSF in both time and frequency [17]
\[ \hat{P}_{a,k}[l] = \frac{1}{MQ} \sum_{p=-M/2}^{M/2-1} \sum_{n=0}^{Q-1} c_{a,k}[l; n, p], \]  
\[ = \frac{1}{Q} \hat{P}_{a,k}[l] = \frac{1}{M} \hat{P}_{a,k}[l]. \]  

Let \( L(s) \) denote the set of time indices \( l \) for which the user UE\(_k\) moves in a given region \( R_s \), \( s \in \{1, \ldots, 8\} \) (see also Fig. 1). If user UE\(_k\) is in region \( R_s \) at time instant \( l \), then \( l \in L(s) \). The size of the set \( L(s) \), representing the time a user spent in a given region, is denoted by \( |L(s)| \). The average received power from user UE\(_k\) in region \( R_s \) is then defined as
\[ \bar{P}_{a,k}[s] = \frac{1}{|L(s)|} \sum_{l \in L(s)} \hat{P}_{a,k}[l]. \]  

For a more convenient exposition later on, we also define the normalized received power from user UE\(_k\) in region \( R_s \) by dividing with the maximum value of \( \frac{1}{A} \sum_{a=1}^{A} \hat{P}_{a,k}[s] \) over all regions \( R_s \), \( s \in \{1, \ldots, 8\} \),
\[ \tilde{P}_{a,k}[s] = \frac{\hat{P}_{a,k}[s]}{\max_s \frac{1}{A} \sum_{a=1}^{A} \hat{P}_{a,k}[s]}. \]  

### C. COLLINERITY OF THE LSF

We define the collinearity [18], [19] of the LSF at time \( l \) as
\[ \gamma_{a,a',k}[l] = \frac{\sum_{p=-M/2}^{M/2-1} \sum_{n=0}^{Q-1} \hat{c}_{a,k}[l; n,p] \odot \hat{c}_{a',k}[l; n,p]}{\| \hat{c}_{a,k}[l; n,p] \|_F \| \hat{c}_{a',k}[l; n,p] \|_F}, \]  
with
\[ \| \hat{c}_{a,k}[l; n,p] \|_F = \sqrt{\sum_{p=-M/2}^{M/2-1} \sum_{n=0}^{Q-1} |\hat{c}_{a,k}[l; n,p]|^2} \]  

denoting the Frobenius Norm of the LSF, to evaluate the stationarity of the three proposed BS conf. 1 to 3 in space. We thereby analyze, if the wireless propagation channel to different RUs exhibits different statistical parameters. A value close to one indicates a similar distribution of multipath components in the delay-Doppler domain at a certain time (or equivalently in space). In contrast, a value close to zero indicates no similarity in the multipath component distribution.

The average spatial collinearity between RUs over \( l \) is defined as
\[ \bar{\gamma}_{a,a',k} = \frac{1}{\sum_{s=1}^{8} |L(s)|} \sum_{l} \gamma_{a,a',k}[l] \]  
and is used to assess the average value of LSF collinearity over the full UE trajectory.

### IV. RESULTS OF STATISTICAL CHARACTERIZATION

In this section, we analyze the data gathered as shown in section II-A with the methods outlined in section III-A. We seek knowledge of the characteristics of each channel from user UE\(_1\) to BS antenna \( a \), and their relation and correlation to each other. Although ten measurement runs were obtained for each BS array configuration, the results of only one run per configuration are presented for the ease of exposition. Including more measurement runs has been analyzed and did not show significant differences in the presented results.

### A. AVERAGE RECEIVED POWER

We evaluate the average received power on each individual BS antenna from transmitter UE\(_1\) for the three considered BS array configurations along the UE trajectory. Results are normalized to the maximum average received power as defined in (19), which occurred in region \( R_6 \) with BS conf. 1. The height of the 32 bars per region indicates \( 10 \log_{10} \bar{P}_{a,1}[s] \) and the color indicates the distance to RU 1 for each antenna in the BS array. The average normalized received power over all RUs within a region \( 10 \log_{10} \frac{1}{A} \sum_{a=1}^{A} \bar{P}_{a,1}[s] \) is provided at the base of the bar plots for each region.

Figure 4 shows the average normalized received power \( \bar{P}_{a,1}[s] \) for regions \( R_1 \) to \( R_6 \) and BS conf. 1. Since this configuration only has a small overall aperture size of approximately 2 m (see also Fig. 3), all 32 RUs experience the same large-scale fading and \( \bar{P}_{a,1}[s] \) is similar within each region. In the NLOS regions \( R_1 \) to \( R_5 \), the average received power drops 15 - 20 dB compared to the strong LOS case in region \( R_6 \).

In contrast to the previous result, Fig. 5 with BS conf. 2 shows significant differences in large-scale fading along the aperture of 46.5 m. It is obvious that in this case, the common assumption of wide-sense stationarity among RUs is no longer given. The difference in average received power between the BS antenna groups (see also Fig. 3) is typically 7 - 8 dB (essentially the free space path-loss between BS antenna groups), but occasionally grows as large as 20 dB like in region \( R_6 \). In this case, RUs 1-16 have direct LOS, whereas antennas 17-32 are still blocked by the large office building to the north of the BS array. Only in region \( R_4 \) with NLOS...
propagation conditions and approximately the same distance from UE node to all RUs the average received power stays on a similar level over the BS aperture.

Similar to before, BS conf. 3 shows strong non-stationarity over its aperture of 46.5 m as shown in Fig. 6. Again, the differences in average received power of 7 - 8 dB in regions R1 to R3 and R5 is mostly explained with the different distance from the UE to the individual BS antenna and the corresponding path-loss. Region R6 shows the average received power with a variation of 20 dB among RUs due to a large building blocking parts of the array aperture.

B. DELAY- AND DOPPLER SPREADS

The large array aperture of BS conf. 2 and 3 (in relation to configuration 1) not only causes great variation in the average received power as seen in the previous section. Due to the UEs operating in the near-field, the relative distances and velocities between UEs and RUs vary greatly. To quantify this effect, we revert to the delay spread and Doppler spread as defined in (12) and (15), respectively.

A stationarity time of 256 ms for the LSF was assumed for the necessary calculations, i.e., $M = 256$. Comparative studies with a smaller stationarity time (i.e., 128 ms or 64 ms) did not show significant differences in the presented results, but offer less resolution in the Doppler domain (see (6)).

Additionally, thresholds are applied to the delay and Doppler components of the LSF to reduce influence of measurement noise and limited dynamic range on the calculation of the spreads. The noise threshold is set to 3 dB and the sensitivity threshold is set to 45 dB [19].

1) DELAY SPREAD: BS ARRAY CONFIGURATION 1

Figure 7 shows the delay spreads $\sigma_{a,1}(\tau)$ as defined in (12) of the $A = 32$ time-dependent channel transfer functions from UE1 to the RUs in configuration 1. The time dependency is translated into space by plotting against the cumulative distance UE1 traveled at each respective time instance. The color of each line indicates the distance of the respective antenna element to BS antenna 1 as indicated in the top right corner of the plot. The gray area between regions R2 and R6 indicates NLOS propagation conditions.

We notice that especially in the LOS regions R1, R2, and R6 - R8, the delay spread is very similar among RUs due to a large building blocking parts of the array aperture.

FIGURE 4. Average received power $\bar{P}_{a,1}[s]$ for BS conf. 1 and regions $R_1$ to $R_8$. Each regions contains 32 bars for all RUs. The color coding shows the respective distance to BS antenna 1 as indicated in the top right corner.

FIGURE 5. Average received power $\bar{P}_{a,1}[s]$ for BS conf. 2 and regions $R_1$ to $R_8$. Each regions contains 32 bars for all RUs. The color coding shows the respective distance to BS antenna 1 as indicated in the top right corner.

FIGURE 6. Average received power $\bar{P}_{a,1}[s]$ for BS conf. 3 and regions $R_1$ - $R_8$. Each regions contains 32 bars for all RUs. The color coding shows the respective distance to BS antenna 1 as indicated in the top right corner.

FIGURE 7. Delay spread $\sigma_{a,1}(\tau)$ of the $A = 32$ time-dependent channel transfer functions from UE1 to the BS in configuration 1.
2) DELAY SPREAD: BS ARRAY CONFIGURATION 2

Figure 8 shows the delay spreads of the time-dependent channel transfer functions from UE_1 to the RUs in configuration 2. The edges of the NLOS region are indicated in light gray as only half of the RUs are blocked by the large office building. What is immediately obvious is the clustering of the delay spreads for RUs in the distributed arrays to the east and west, respectively. In regions R_1 to R_3, RUs 1-16 in the east are further from the user UE_1 than antennas 17-32, resulting in an increased delay spread. Regions R_6 to R_8 show this effect even more pronounced as the LOS to RUs 17-32 is still blocked, resulting in increased delay spreads whereas antennas 1-16 are close to the UE trajectory and have LOS.

![Figure 8. Delay spread $\sigma_\tau$ of the $A=32$ time-dependent channel transfer functions from UE_1 to the BS in configuration 2.](image)

3) DELAY SPREAD: BS ARRAY CONFIGURATION 3

Figure 9 shows the delay spreads of the time-dependent channel transfer functions from UE_1 to the RUs in configuration 3. The edges of the NLOS region are fading out as the LOS to NLOS transition happens gradually over RUs. Similar to BS conf. 2, the range of occurring delay spreads for a given UE position varies widely compared to BS conf. 1. But given the uniform distribution of antenna elements, no clustering of delay spreads as in Fig. 8 is observed. Special emphasis is put on region R_6, where we observe a sudden drop of the delay spread of 150 ns consecutively for the RUs. This effect is caused by UE_1 emerging from the blocking building and LOS propagation conditions occurring for one BS antenna after the other.

![Figure 9. Delay spread $\sigma_\tau$ of the $A=32$ time-dependent channel transfer functions from UE_1 to the BS in configuration 3.](image)

4) DELAY SPREAD: SUMMARY

Table 2 shows the quantitative analysis of the qualitative plots presented in Figs. 7 to 9. For each region R_1 to R_8 and each BS conf. 1 to 3, the maximum, minimum, mean, and standard deviation value of the delay spread over the 32 BS antenna realizations is provided.

We observe that the maximum, minimum, and mean delay spread values differ at most 20 ns for BS conf. 2 and 3, as their array aperture and position are identical (Fig. 2). The standard deviation, however, is consistently higher for the distributed massive MIMO setup in BS conf. 2. The standard deviation and therefore fluctuations in delay spread values among RUs for BS conf. 1 lies between 3 ns (LOS) and 14 ns (NLOS) and is in general significantly lower than the respective values for the BS conf. 2 and 3, given their significantly larger antenna apertures.

5) DOPPLER SPREAD: BS ARRAY CONFIGURATION 1

Figure 9 shows the Doppler spread of the time-dependent channel transfer functions from UE_1 to the RUs in configuration 1. Similar to the delay spread analysis, the time dependency is translated into space by plotting against the cumulative distance UE_1 traveled at each respective time instance. The color of each line indicates the distance of the respective antenna element to BS antenna 1 as indicated in the top right corner of the plot.

As with the delay spread, also the Doppler spread variation among RUs is small at maximally 10 Hz in the LOS regions R_1, R_2, and R_6 to R_8. The Doppler spread generally increases in the NLOS regions R_3 to R_5 due to the lack of a strong LOS component. The relative velocity from UE_1 to the BS was low since the UE trajectory hardly showed radial components in these regions, see Fig. 1. However, Doppler spreads increase significantly in regions R_7 and R_8 since here the radial velocity component of the UE in relation to the BS increases.

6) DOPPLER SPREAD: BS ARRAY CONFIGURATION 2

Figure 9 shows the Doppler spread of the time-dependent channel transfer functions from UE_1 to the RUs in configuration 2. Clear clustering can be observed as RUs 1-16 experience propagation and large-scale fading conditions that are different from RUs 17-32. Within each distributed group, the Doppler spread is similar among RUs. Its value is largely determined by the absence of a LOS component for the respective antenna group (regions R_3 to R_5) and the relative velocity of the UE in respect to the antenna group (regions R_6 to R_8).
TABLE 2. Maximum, minimum and mean value of the RMS delay spread as well as its standard deviation around the mean within regions $R_1$ to $R_8$ for BS conf. 1 to 3.

| BS array config. | $\sigma_{\text{RMS}}[l]$ | $R_1$ | $R_2$ | $R_3$ | $R_4$ | $R_5$ | $R_6$ | $R_7$ | $R_8$ |
|------------------|--------------------------|------|------|------|------|------|------|------|------|
| Max. [ns]        | 181.8                    | 231.4| 344.9| 317.2| 251.4| 179.5| 133.9| 193.4 |
| Min. [ns]        | 72.2                     | 72.2 | 120.2| 164.6| 93.8 | 22.8 | 37.2 | 78.8  |
| Mean [ns]        | 119.0                    | 133.1| 230.2| 229.6| 178.2| 72.6 | 73.5 | 138.7 |
| Std. [ns]        | 5.1                      | 9.1  | 14.0 | 11.3 | 11.0 | 5.3  | 3.6  | 6.1   |

7) DOPPLER SPREAD: BS ARRAY CONFIGURATION 3

Figure 9 shows the Doppler spread of the time-dependent channel transfer functions from UE$_1$ to the RUs in configuration 3. The minimum and maximum Doppler spread values along the trajectory of the user are, except for some outliers in region $R_8$, similar. However, no clustering is observed. At each position in space along the UE trajectory, the Doppler spread values of the 32 RUs are distributed uniformly between their minimum and maximum values. Again, sudden drops (or increases) in the Doppler spread are observed consecutively over RUs (regions $R_6$, $R_7$) as strong signal components appear (or disappear) for the respective antenna.

8) DOPPLER SPREAD: SUMMARY

Table 3 shows the quantitative analysis of the qualitative plots presented in Figs. 10 to 12. For each region $R_1$ to $R_8$ and each BS conf. 1 to 3, the maximum, minimum, mean, and standard deviation value of the Doppler spread over the 32 BS antenna realizations is provided.
Many findings from analyzing the delay spreads can readily be applied to the Doppler spreads. Maximum, minimum, and mean Doppler spread values are similar (within 8 Hz in regions R1 to R7) for BS conf. 2 and 3, as the array aperture and position are identical. Region R8, however, shows an increased maximum Doppler spread that is caused most probably by a blocking of some RUs by a large structure when the UE moves through.

The standard deviation is again and not surprisingly lowest for BS conf. 1. It is also consistently lower for the cell-free BS conf. 3 compared to the distributed configuration 2, a fact that has consequences on channel aging as detailed in Section V.

C. COLLINEARITY OF THE LSF IN SPACE

We evaluate the collinearity of the LSF in (20) to assess the stationarity of the three proposed BS conf. 1 to 3 in space, i.e., we analyze if the statistical parameters of the wireless propagation channel vary over RUs. A collinearity value close to one indicates a similar distribution of multipath components in the delay-Doppler domain, while a value close to zero indicates no similarity.

1) COLLINEARITY OVER DISTANCE TRAVELED

Figure 13 displays the collinearity $\gamma_{a,a'},[l]$ from BS antenna $a = 1$ to all other RUs $a' \in \{1, \ldots, 32\}$ over the distance traveled by UE1. Figure 13 (a) for BS conf. 1 shows high collinearity values $\gamma_{a,a'},[l]$ in general (0.8 – 1), but also exhibits regions of lower collinearity, e.g., in the NLOS regions between 100 m and 180 m traveled. Surprisingly, we do not see a monotonical decrease of collinearity with increasing RU index $a'$ (i.e., increasing distance between RUs $a'$ and $a$). Especially after 200 m distance traveled, a repetitive pattern emerges with collinearity values of 0.9 and 0.6 alternating every two antennas. The reason for this is not yet clear and subject of further investigation.

Figure 13 (b) displays the collinearity $\gamma_{a,a'},[l]$ for BS conf. 2. The top half of the plot, representing the first BS antenna group, largely resembles the BS conf. 1 case. The bottom half of the plot, representing the RUs $a'$ with a distance of at least 45 m to antenna $a = 1$, does not show any significant collinearity, as expected.

Figure 13 (c) displays the collinearity $\gamma_{a,a'},[l]$ for BS conf. 3. Already for the second BS antenna $a' = 2$, collinearity drops to 0.8 as the distance of $1.5 \mathrm{m} = 16\lambda$ causes significant changes in the propagation environment. This effect is also confirmed in BS conf. 1 for RUs with similar distance. For BS antenna $a' = 3$ the collinearity drops further to 0.5. We conclude that for distances larger than $3 \mathrm{m} = 32\lambda$, non-stationarity in space must be assumed. Additionally, a distance significantly smaller than that (i.e., 0.3 m = 3.2\lambda) is no guarantee for stationarity in a rich scattering environment, as seen in Fig. 13 (a).

2) AVERAGE COLLINEARITY OVER ALL REGIONS

We revert to the average collinearity over all regions $R_1$ to $R_8$ as defined in (22) to analyze collinearity between all BS antenna pairs ($a, a'$). This allows us to assess stationarity of antenna groups within the BS array in space.

Figure 13 (a) displays the average collinearity $\bar{\gamma}_{a,a'},[l]$ for BS conf. 1. Overall, collinearity of the involved LSFs is high at values between 0.9 and 1. However, RUs with indices $a \in \{7, 8, 11, 12, 15, 16, 19, 20, 29, 30\}$ apparently exhibit differing propagation characteristics as the complimentary BS antenna set and therefore low collinearity at 0.6 – 0.7, thus yielding the observed checkerboard pattern.

Figure 13 (b) displays the average collinearity $\bar{\gamma}_{a,a'},[l]$ for BS conf. 2. The observations from above are immediately applicable to each $16 \times 16$ block on the main diagonal, i.e., the distributed BS antenna array groups exhibit high collinearity within themselves, but not among them. Collinearity between any RU in the east ($a \in \{1, \ldots, 16\}$) and in the west ($a \in \{17, \ldots, 32\}$) is negligible.

Figure 13 (c) displays the average collinearity $\bar{\gamma}_{a,a'},[l]$ for BS conf. 3. In this configuration, the distance between consecutive RUs is 1.5 m and therefore the collinearity decreases rapidly, i.e., to 0.8 for $|a' - a| = 1$ and to 0.5 for $|a' - a| = 2$. We conclude that there is no antenna pair ($a, a'$) for which stationarity holds if their distance is larger than $3 \mathrm{m} = 32\lambda$.

D. KEY FINDINGS

Summarizing this result section, we note the following.

- Large-scale fading and shadowing cause path-loss differences of up to 20 dB over horizontal linear BS array apertures that are 46.5 m in size for the scenario under investigation.
- The delay and Doppler spread vary greatly, up to 300 ns and 100 Hz respectively, over the aperture size for BS conf. 2 and 3.
- The standard deviation of the delay spread and the Doppler spread over RU realizations is larger for BS conf. 2 than for configuration 3.
- Stationarity in space among RUs is likely for aperture sizes below 2 m = 21\lambda, but not guaranteed.
- Non-stationarity in space among RUs can be assumed for BS antenna distances greater than $3 \mathrm{m} = 32\lambda$.

V. MASSIVE MIMO PROCESSING AND RESULTS

The unmatched spectral efficiency of massive MIMO systems [23] arises due to $K$ users being served by a large number of RUs $A \gg K > 1$ in favorable propagation conditions within a rich scattering environment.

A common step to simplify analysis in literature is to assume the matrix describing the wireless channel to be composed of independent and identically distributed (i.i.d.) channel realizations for the RUs $a$. With the growing array aperture size of distributed massive MIMO and cell-free systems, and the resulting variation in large-scale fading, shadowing, and relative velocities over RUs as shown in the previous section, this assumption no longer holds. It is therefore not sufficiently known in the community if the linear processing algorithms commonly utilized in massive MIMO maintain their close-to-optimal performance in cell-free systems.
TABLE 3. Maximum, minimum and mean value of the RMS Doppler spread as well as its standard deviation around the mean within regions $R_1$ to $R_8$ for BS conf. 1 to 3.

| Doppler spread $\sigma_{d,1}[\ell]$ | $R_1$  | $R_2$  | $R_3$  | $R_4$  | $R_5$  | $R_6$  | $R_7$  | $R_8$  |
|-------------------------------------|-------|-------|-------|-------|-------|-------|-------|-------|
| BS array config. 1  |       |       |       |       |       |       |       |       |
| Max. [Hz]               | 79.6  | 54.0  | 85.5  | 109.8 | 84.6  | 74.1  | 69.2  | 125.4 |
| Min. [Hz]               | 23.6  | 20.7  | 20.7  | 53.9  | 40.6  | 20.6  | 26.1  | 43.9  |
| Mean [Hz]               | 53.0  | 32.9  | 44.9  | 87.2  | 62.7  | 47.6  | 42.6  | 84.2  |
| Std. [Hz]               | 2.0   | 1.3   | 2.9   | 4.9   | 3.4   | 2.4   | 1.6   | 3.1   |
| BS array config. 2  |       |       |       |       |       |       |       |       |
| Max. [Hz]               | 74.5  | 63.3  | 78.7  | 113.5 | 133.1 | 117.3 | 138.8 | 116.8 |
| Min. [Hz]               | 27.4  | 18.5  | 11.8  | 41.8  | 45.6  | 25.3  | 27.3  | 28.8  |
| Mean [Hz]               | 52.0  | 32.6  | 32.5  | 76.9  | 84.2  | 69.2  | 73.6  | 75.0  |
| Std. [Hz]               | 6.6   | 4.0   | 12.2  | 11.5  | 22.5  | 21.0  | 35.7  | 20.9  |
| BS array config. 3  |       |       |       |       |       |       |       |       |
| Max. [Hz]               | 78.8  | 68.7  | 85.3  | 116.1 | 132.8 | 120.4 | 145.6 | 131.2 |
| Min. [Hz]               | 35.7  | 22.1  | 12.0  | 38.7  | 40.8  | 23.7  | 28.1  | 29.2  |
| Mean [Hz]               | 58.9  | 36.2  | 36.0  | 80.6  | 86.7  | 75.5  | 74.8  | 82.6  |
| Std. [Hz]               | 5.1   | 3.7   | 10.5  | 10.9  | 15.9  | 19.0  | 26.8  | 20.3  |

![a) BS array config. 1](image1)

![b) BS array config. 2](image2)

![c) BS array config. 3](image3)

**FIGURE 13.** Spatial collinearity to RU $a = 1$ over distance traveled on the users trajectory for (a) BS conf. 1, (b) BS conf. 2, and (c) BS conf. 3.

In the following, we utilize the wireless channel measurements described in Section II and Section III to derive a massive MIMO signal model with channel matrix realizations deduced from real-world propagation scenarios. These channel matrices obtain their characteristics solely from the geometric relation between users and BS and all the scattering and blocking objects in their surroundings as shown in Fig. 1. No statistical or other modeling assumptions for the channel matrix are made.

### A. MASSIVE MIMO SIGNAL MODEL

We consider an uplink massive MIMO system where $K = 2$ users $UE_k$ are transmitting to a BS deploying $A$ antennas. The channel vector for user $k$ at symbol index $m$ is constructed by assembling the coherently measured and sampled channel transfer function $\hat{H}_{k, m}$ from (5) into vector form,

$$h_k, m = \left[ \hat{H}_{0,k}[m], \hat{H}_{1,k}[m], \ldots, \hat{H}_{A-1,k}[m] \right]^T \in \mathbb{C}^{A \times 1}.$$  \hspace{1cm} (23)

The channel vector collects the channel coefficients from user $k$ to all $A$ RU s. The frequency index $q$, which is interpreted as a subcarrier index in this context, is dropped as all following analysis only considers one subcarrier at a time.

The channel vectors of all users are grouped into the channel matrix (refer to [24] for more details)

$$H_m = [h_0, m, h_1, m, \ldots, h_{K-1, m}],$$  \hspace{1cm} (24)

where in our case $K = 2$, as two distinct transmitters were utilized in the channel sounding campaign.
Gaussian noise.
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filtered and scaled Gaussian noise with the third term is interference from other users collecting the received uplink symbols from all K users. However, interpreting the measurement framework shown in section II-A in itself does not introduce any inter-user interference as the users transmit their respective sounding sequences separated in time. However, interpreting the measured channel transfer function as entries in the channel matrix (24) provides a signal model that assumes simultaneous transmission of all users, thus yielding the interference term in (26).

The performance of a massive MIMO systems in terms of SINR (or equivalently spectral efficiency) is largely determined by the properties of the current channel matrix realization $H_m$ and its statistics. We therefore establish in the following the methods to assess the characteristics of the channel matrix and, ultimately, the quality of a wireless communication system based on it.

1) SINR AND CHANNEL AGING

Rate and reliability for user $k$ are mainly determined by the instantaneous SINR [24]

$$\text{SINR}_{k,m} = \frac{\left|w_{k,m}^H h_{k,m} \right|^2}{\sigma^2 + \sum_{k' \neq k} \left|w_{k',m}^H h_{k',m} \right|^2},$$

(27)

defined as the ratio of the signal component to the interference and noise component in (26). We consider in what follows the beam-forming vectors $w_k$ to be calculated via the regularized zero-forcing (RZF) approach [26], [27] by solving

$$W_m = \left[ w_{0,m}, w_{1,m}, \ldots, w_{K-1,m} \right]$$

$$= H_{m,\Delta t}^{-1} \left( H_{m,\Delta t}^H H_{m,\Delta t} + \frac{\sigma^2}{P^{(P)}} I_K \right),$$

(29)

which is approximated well by the zero-forcing (ZF) solution

$$W_m \approx H_{m,\Delta t}^{-1},$$

(30)

if $P^{(P)} \gg \sigma^2$, i.e., if the pilot power during CSI acquisition is far greater than the noise power. Since the measurement SNR for obtaining the channel vector realizations in (23) is greater than 25 dB at all times, $H_{m,\Delta t}^{-1} H_{m,\Delta t} \gg \sigma^2 I_K$ holds and the regularization term is therefore omitted when evaluating the results in what follows. Simulation results (not shown) confirm this approach, as the maximum difference in median SINR utilizing either RZF beam-forming in (29) or ZF beam-forming in (30) is found to be below 0.3 dB throughout all simulated scenarios.

To quantify the effect of channel aging, we deliberately introduce outdated channel matrices to calculate the beam-forming matrices in (30). The outdated channel matrix $\hat{H}_{m,\Delta t}$ is defined similar to (24) as the outdated channel vectors $\hat{h}_{k,m,\Delta t}$ grouped into a matrix, i.e.,

$$\hat{H}_{m,\Delta t} = \left[ \hat{h}_{0,m,\Delta t}, \hat{h}_{1,m,\Delta t}, \ldots, \hat{h}_{K-1,m,\Delta t} \right].$$

(31)
The channel transfer functions $\hat{H}_{a,k}(mT_R + \Delta t)$ that were not measured directly are obtained by interpolating the preceding and subsequent measured channel transfer functions $\hat{H}_{a,k}(m'T_R) = \hat{H}_{a,k}(mT_R)$. $m' \in \{m-2, m-1, m, m+1\}$ using a cubic spline interpolation [28], [29]. This approach works sufficiently well since the repetition rate of the channel sounding measurements $T_R = 1$ ms is high enough to periodically capture channel transfer function realizations while the users move maximally 1.7 cm = 0.18$\lambda$ at their maximum velocity of 60 km h$^{-1}$ [15].

The beam-forming matrix $W_m$ determines the ability of a massive MIMO system to maximize the signal component and minimize interference from other users. Acquisition of timely CSI (i.e., with small delay $\Delta t$) $H_{m,\Delta t} \approx H_m$ that is necessary to calculate the beam-forming matrix is, however, non-trivial if high mobility is involved. By the time the beam-forming matrix is applied, it might already be outdated (i.e., $\hat{H}_{m,\Delta t} \not\approx H_m$) and the instantaneous SINR in (27) decreases. This effect is called channel aging and prevents massive MIMO systems to operate in high mobility scenarios without special measures such as channel prediction [4].

2) CHANNEL HARDENING

The large number of RUs $A \gg K \gg 1$ leads to linear beam-forming (e.g., ZF as outlined above) being close to optimal. Additionally, the law of large numbers guarantees that random fluctuations of the signal component $|\mathbf{w}_m^H \mathbf{h}_{k,m}|^2$ become less probable and the effective channel $\hat{H}_{k,m}$ becomes quasi-deterministic – a process called channel hardening [25].

As a measure for channel hardening, we revert to the signal component’s ratio of the standard deviation estimation to its estimated mean over $M$ consecutive time indices [25]

$$\hat{h}_{k,m,\Delta t} = \left[\hat{H}_{0,k}(mT_R + \Delta t), \hat{H}_{1,k}(mT_R + \Delta t), \ldots \hat{H}_{A-1,k}(mT_R + \Delta t)\right]^T.$$  

The instantaneous SINR (27) determines achievable rates for the respective user $k$ at a given time instant $m$. The signal component in the numerator and the interference component in the denominator heavily depend on the beam-forming applied at the BS, which in turn relies on timely CSI. We analyze the influence of aged CSI on the instantaneous SINR by calculating the beam-forming matrix (30) with outdated channel matrices $\hat{H}_{m,\Delta t}$ that are delayed by $\Delta t \in \{10\mu s, 100\mu s, 500\mu s\}$. The average noise power to transmit power ratio $\frac{P}{P_n}$ in (27) is chosen to be $-112$ dB in all simulations. With an average path-loss of $-92$ dB in BS conf. 1 over all regions $R_1$ to $R_8$, the average over the time-varying SNR in all regions without interference is 20 dB.

As a measure for channel hardening, we revert to the signal component’s ratio of the standard deviation estimation to its estimated mean over $M$ consecutive time indices [25]

$$\gamma_{k,l} = \sqrt{\frac{1}{M-1} \sum_{m=-M/2+1}^{M/2-1+IM} \left| \mathbf{w}_m^H \mathbf{h}_{k,m} \right|^2 - \mu_{k,l}}.$$  

$$\mu_{k,l} = \frac{1}{M} \sum_{m=-M/2+1}^{M/2-1+IM} \left| \mathbf{w}_m^H \mathbf{h}_{k,m} \right|^2,$$

which tends to zero as the channel becomes more and more deterministic.

B. MASSIVE MIMO RESULTS

This section presents the results for the instantaneous SINR, channel aging and channel hardening derived from the measurement results obtained as described in section II and the signal model introduced in section V-A. The measured channel transfer function realizations are directly interpreted as channel vector realizations as defined in (23). Since the number of supported BS antennas is limited to 32 by the measurement framework, no analysis with an increased number of antennas is presented.

1) SINR AND CHANNEL AGING RESULTS

The instantaneous SINR (27) determines achievable rates for the respective user $k$ at a given time instant $m$. The signal component in the numerator and the interference component in the denominator heavily depend on the beam-forming applied at the BS, which in turn relies on timely CSI. We analyze the influence of aged CSI on the instantaneous SINR by calculating the beam-forming matrix (30) with outdated channel matrices $\hat{H}_{m,\Delta t}$ that are delayed by $\Delta t \in \{10\mu s, 100\mu s, 500\mu s\}$. The average noise power to transmit power ratio $\frac{P}{P_n}$ in (27) is chosen to be $-112$ dB in all simulations. With an average path-loss of $-92$ dB in BS conf. 1 over all regions $R_1$ to $R_8$, the average over the time-varying SNR in all regions without interference is 20 dB.

Figure 15 plots the empirical CDF of the SINR (27) for outdated channel matrices (vertically aligned) and different regions (horizontally aligned). To calculate the empirical CDF, all channel matrices obtained in a given region (in which the UEs move along their trajectory) are used to calculate (30) and in turn the SINR. Each subplot in Fig. 15 shows the three BS conf. 1 to 3 under consideration in this paper. Regions $R_1$ and $R_6$ exhibit LOS propagation characteristics while region $R_4$ is purely NLOS, see Fig. 1.

In region $R_1$ and with small channel aging of $\Delta t = 10\mu s$, BS conf. 3 shows the highest SINR values on average, and BS conf. 2 performs slightly worse. BS conf. 1, however, has a significant drawback since the average distance between RUs and UEs is highest in this configuration (the larger aperture of configuration 2 and 3 lead to RUs being closer to the UE trajectory). The SINR is on average 3 dB lower in this configuration.

When the delay between CSI acquisition and beam-forming increases to $\Delta t = 100\mu s$, the BS array configuration most affected is BS conf. 2 which now only shows slightly higher average SINR values than configuration 1. BS configuration 1 and 3 largely maintain the distribution of the empirical CDF. For all three configurations, the effect of channel aging is already noticeable.

For a delay between CSI acquisition and beam-forming of $\Delta t = 500\mu s$, as depicted in Fig. 15 at the bottom left, the SINR drops significantly for all BS conf. 1 to 3. Specifically, the median SINR value over the region $R_1$ drops by 4 dB in configuration 1, 8 dB in configuration 2, and 6 dB in configuration 3, compared to hardly any channel aging (at a CSI delay of 10$\mu$s).

The comparatively small effects of channel aging in region $R_1$ on BS conf. 1 is explained by the small relative velocity of the UEs in relation to the BS. Both configuration 2 and 3 feature RUs which are closer to the UE trajectory, but therefore also exhibit larger Doppler spreads, see also Fig. 11.
In region $R_4$ with NLOS propagation conditions, depicted in the center column of Fig. 15, channel aging has only very limited effect on the empirical CDF of the SINR. The median drops by at most 1 dB for all BS array configurations, comparing $\tilde{H}_{m,t}$ aged $\Delta t = 10 \mu s$ and $500 \mu s$, respectively. Again, BS conf. 3 shows the least sensitivity to channel aging.

In region $R_6$, the right-most column in Fig. 15, BS conf. 1 shows the clear advantage of having all RUs close to the current position of the UEs and in direct LOS, whereas for both configuration 2 and 3 a considerable amount of antennas are still blocked by a large office building. Therefore, both large aperture configurations 2 and 3 give a similar SINR distribution that is in general shifted to lower values when compared...
to BS conf. 1. However, also in region $R_6$ BS conf. 3 is less influenced by channel aging of $\Delta t = 500\mu s$, with its median SINR value dropping only 5 dB as compared to 8 dB and 6 dB of configuration 1 and 2, respectively.

2) CHANNEL HARDENING RESULTS
An evaluation of the channel hardening coefficient $33$ distribution in regions $R_1$ (LOS), $R_4$ (NLOS), and $R_6$ (LOS) is shown in Fig. 16. It is immediately evident that channel hardening, i.e., the random fluctuations of the signal component $|w_{k,m}^H h_{k,m}|^2$ in (27), is lowest for the BS conf. 3 in all regions. This leads to the conclusion that if deterministic signal levels are desired, cell-free configurations improve on the channel hardening capabilities of conventional massive MIMO systems.

C. KEY FINDINGS
Summarizing the massive MIMO processing result section, we note the following.

- Cell-free systems are less susceptible to channel aging than distributed or conventional massive MIMO systems as presented in Fig. 15. The exact reason behind this phenomenon is still under investigation, but we suspect that the wide range of relative velocities of the UE in relation to the RUs (see the Doppler spreads in Fig. 9) mitigates channel aging to some extent.

- Cell-free systems offer better channel hardening capabilities than distributed or conventional massive MIMO systems as presented in Fig. 16 due to the great variation in multipath distribution over RUs (see also Fig. 14).

VI. CONCLUSION
In this paper we investigated radio wave propagation conditions of cell-free widely distributed massive MIMO systems to confirm the merits promised by signal processing theory. In such systems radio units are spread out over a large geographical region and the radio signal of a UE is coherently detected by a subset of RUs in the vicinity of the UE and processed jointly at the nearest BPU. Cell-free systems promise two orders of magnitude less transmit power, spatial focusing at the UE position for high reliability, and consistent throughput over the coverage area. However, these properties have been investigated only from a theoretical point of view so far.

We presented a SDR based measurement system and an analysis of empirical radio wave propagation measurements in the form of time-variant channel transfer functions for a linear widely distributed antenna array with 32 single antenna RUs spread out over a range of 46.5 m. Three different co-located and widely distributed RU configurations and their properties in an urban environment have been analyzed in terms of time-variant delay-spread, Doppler spread, path-loss and the correlation of the LSF over space.

The path-loss from the UE over all RUs shows a maximal variation of 5 dB for a closely spaced linear array ($0.64\lambda$ spacing, BS conf. 1) and a variation of 20 dB for the widely distributed massive MIMO array ($16\lambda$ spacing, BS conf. 3). The strongest difference can be observed in the transition phase form LOS to NLOS.

The variance of the RMS delay and RMS Doppler-spread is smallest for the co-located BS conf. 1 and increases with the aperture of the antenna arrays. Hence, the widely distributed BS conf. 2 and 3 exhibit an increased range of RMS delay spread (300 ns) and Doppler spread (100 Hz) over all 32 RUs. Also here the strongest variation is caused by the transition from NLOS to LOS.

The stationarity in space among RUs was validated to be likely for an aperture size smaller than $2m = 21\lambda$, although it is not guaranteed to hold. For apertures larger than $3m = 32\lambda$, non-stationary properties have been confirmed by means of the collinearity of the LSF in space.

For the development of 6G cell-free massive MIMO transceiver algorithms, we analyzed properties such as channel hardening, channel aging and its influence on the SINR. Channel aging shows the strongest impact in LOS regions for all three measured configurations. BS conf. 3 exhibits the best SINR for long aging intervals in both LOS and NLOS conditions, even with less received power. For channel hardening, the widely-distributed BS conf. 3 provides the strongest effect compared to BS conf. 1 and 2 for LOS as well as NLOS scenarios.

Our empirical evidence, summarized above, supports the promising claims for widely distributed user-centric cell-free systems as a revolutionary new 6G architecture.
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