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Abstract—With the employment of smart meters, massive data on consumer behaviour can be collected by retailers. From the collected data, the retailers may obtain the household profile information and implement demand response. While retailers prefer to acquire a model as accurate as possible among different customers, there are two major challenges. First, different retailers in the retail market do not share their consumer’s electricity consumption data as these data are regarded as their assets, which has led to the problem of data island. Second, the electricity load data are highly heterogeneous since different retailers may serve various consumers. To this end, a fully distributed short-term load forecasting framework based on a consensus algorithm and Long Short-Term Memory (LSTM) is proposed, which may protect the customer’s privacy and satisfy the accurate load forecasting requirement. Specifically, a fully distributed learning framework is exploited for distributed training, and a consensus technique is applied to meet confidential privacy. Case studies show that the proposed method has comparable performance with centralised methods regarding the accuracy, but the proposed method shows advantages in training speed and data privacy.

Index Terms—short-term load forecasting, long short term memory, distributed learning, consensus, multi-agent system

I. INTRODUCTION

Electricity load forecasting is an essential basis for not only industrial production but also social life. The analysis of these load data could help in revealing household profile information and enabling other uses [1]–[3]. Specifically, retailers could obtain the electricity consumption behaviour of consumers and provide social and behavioural incentive signals to optimise customers’ electricity usage. However, customers’ data are not able to be shared among different power supply companies. Therefore, an appropriate algorithm that can generate accurate short-term load forecasting (STLF) while protecting custom privacy is essential for power system operation.

Load forecasting has been an essential part of the field of power system research since the 1970s, starting with some of the earliest methods, such as linear regression (LR) [4], stochastic time series (STS) [5] and general exponential smoothing (GES) [6]. The mean accuracy of these methods is about 90%–96%. With the introduction of machine learning and artificial intelligence methods, scholars started applying artificial intelligence algorithms to STLF and achieved great success, which increased the accuracy to more than 97% [2], [7], [8].

Due to the vigorous development of hardware equipment and the superb performance of deep learning in terms of the characteristics of nonlinear functions, deep learning algorithms have become particularly popular in load prediction research in recent years. [9] proposed a novel model multi-scale convolutional neural network with time-cognition (TCMS-CNN), which combines sufficient and discriminative features to extract potential law in the dataset providing an excellent result. [10] proposed a deep learning framework based on a combination of a convolutional neural network (CNN) and long short-term memory (LSTM), which could provide a significant improvement in the accuracy of individual household load forecasting. [11] improved deep belief networks (DBN) with Gauss-Bernoulli restricted Boltzmann machine (GB-RBM) and gray relational analysis (GRA). The developed method has a better performance than DBN and other traditional methods. However, the dataset required by the aforementioned methods includes all customers’ data together without considering individual customers’ privacy.

With the rapid development of big data, customer data privacy has gradually received attention. Over the last few years, several governments also have committed to data privacy protection, e.g., the European Commission’s General Data Protection Regulation [12] and the Consumer Privacy Bill of Rights in the US [13]. As a result, decentralised learning methods, such as federal learning, have been proposed to solve these problems. [14] proposed a federated learning method for load forecasting with smart meter data that is capable of training a machine learning model in a distributed manner without requiring the participant to share their local data. [15] proposed a fully distributed STLF method based on Distributed Deep Belief Networks (DDBN), which can solve the STLF model by local computing agents (CA) and update the model parameters by com-
To this end, a novel fully distributed LSTM-based STLF method is proposed in this paper. It can be trained with a local dataset and converge to global optima by communicating with its connected neighbours, which does not need to transfer any customers’ data. Different from the federated learning framework, the proposed consensus-based framework does not have a single computing centre to deal with an integrated global model among all local agents, and therefore the proposed algorithm will not meet computing burdens. Apart from data privacy and communication congestion, the distributed training framework can also avoid the local over-fitting problem since its parameters will be amended based on its neighbouring information.

The major contributions of this paper include:

1) A novel distributed LSTM algorithm is proposed for STLF, which can train the model at local and only communicate with its connected neighbours, preserving data privacy.

2) Due to the parallel computational framework, the proposed distributed method can significantly reduce the training time.

3) The over-fitting problem of the local model can be mitigated by mutual correction during the communication and training process.

The rest of the paper is organised as follows. Mathematical preliminaries applied in this paper are summarised in Sec. II. The proposed distributed LSTM method is described in Sec. III. Simulation results with discussion are presented in Sec. IV. Finally, we conclude the work in Sec. V.

II. APPLIED METHODOLOGIES

In this section, we recall methods regarding graph theory, consensus control and LSTM. Let $\mathbb{R}^{n \times m}$ be the set of real matrices, and the superscript $T$ means the transpose of real matrices. $I_N$ denotes the identity matrix of dimension $N$ and $1_N$ represents a column vector with all entries being 1. $\mathbb{R}^{++}$ denotes the set of positive real numbers. $\| \cdot \|_2$ represents the 2-norm of the argument.

A. Graph Theory

Following [16], an undirected graph $G = (V, E)$ can be used to describe the communication topology among the local computing centres, where $V = \{v_1, \ldots, v_N\}$ is the vertex set and $E \subseteq V \times V$ is the edge set. The adjacency matrix $A = [a_{ij}] \in \mathbb{R}^{N \times N}$ of $G(V, E)$ is an $N \times N$ matrix, such that $a_{ij} = 1$ if $(v_i, v_j) \in E$ and $a_{ij} = 0$ otherwise. Define the degree matrix $D = \text{diag}\{\sum_{j=1}^{N} a_{1j}, \ldots, \sum_{j=1}^{N} a_{Nj}\}$. A graph is connected if and only if every pair of vertices can be connected by a path, namely, a sequence of edges. In this paper, we assume that the graph is connected and undirected. The Laplacian matrix related to $G(V, E, A)$ is defined as

$$L = D - A,$$

where $D - A$ is a connected undirected graph, $0$ is an eigenvalue of Laplacian $L$ with the eigenvector $1_N$ and all the other eigenvalues are positive. Then,

$$L1_N = 0, \quad 1_N^T L = 0_N^T.$$

In this paper, we assume that the connection between computing centres are undirected since the communication line has no direction.

B. Long Short-Term Memory

The LSTM is a refined model of Recurrent Neural Network (RNN), and it has the advantage of avoiding exploding and vanishing gradient problem [17]. The basic structure of an LSTM network is shown in Fig. 1.

The propagate steps of LSTM can be separated into four sub-steps: forget gate step, input gate step, update step and output step. The forget gate step is made by a sigmoid layer which is to decide what information we are going to forget. The inputs of this step are historical output $h_{t-1}$ and current state $x_t$, and it outputs a number within a range $(0, 1)$.

$$f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f)$$

where $W_f, b_f$ are the weights and bias of the LSTM forget gate layer, and $\sigma$ denotes the sigmoid activation function.

The second step is composed of a sigmoid layer and a tanh layer. This sigmoid layer is to decide what new information we are going to memorise, and the tanh layer is to estimate the current cell state $C_t$:

$$j_t = \sigma(W_j \cdot [h_{t-1}, x_t] + b_j)$$

$$\hat{C}_t = \text{tanh}(W_C \cdot [h_{t-1}, x_t] + b_C)$$

The third step is to combine the outputs of second step and update the cell state:

$$C_t = f_t \times C_{t-1} + j_t \times \hat{C}_t$$

Finally, the LSTM yields the output controlled by the output step, which is based on the current cell state $C_t$, history output $h_{t-1}$ and current input $x_t$. It uses a tanh activate function as a filter to push the cell state between

![Fig. 1: Structure of LSTM.](image-url)
local LSTM model. Thus, the gradient-based training of the agent, we add a communication update step for each process only transfer the weights of different models, which does not require any customer data, and therefore cannot be revealed to other computing centres. The objective of the LSTM models is to minimise the empirical loss over the entire data set, which is formulated as

$$\min_{\Theta \in \mathbb{R}^n} E(D, \Theta) = \sum_{i=1}^{N} E_i(D, \Theta_i)$$  \hspace{1cm} (10)$$

where $D_i$ and $\Theta_i \in \mathbb{R}^n$ are the sub-dataset and weight parameters of the $i$th local LSTM model agent, respectively. $n$ is the dimension of the weight matrix. It is noticed that the weight parameters $\Theta_i$ includes all the parameters in LSTM models, include forget gate, input gate, update and output steps:

$$\Theta_i = [W_f, b_f, W_i, b_i, W_c, b_c, W_o, b_o]^T$$  \hspace{1cm} (11)$$

In the traditional LSTM algorithm, the training process is to calculate the gradient and update all the weights $\Theta$:

$$\Theta^t = \Theta^{t-1} - \eta \nabla \Theta E(D, \Theta^{t-1})$$  \hspace{1cm} (12)$$

For the DLSTM algorithm, the gradient descent method is applied to optimise the parameters of local LSTM models, and the distributed consensus algorithm is applied to optimise the parameters between connected LSTM models. All the communication and training processes only transfer the weights of different models, which do not require any customer data, and therefore the privacy can be protected. The procedure code of DLSTM is shown in Algorithm 1.

During each training step of the local computing agent, we add an communication update step for each local LSTM model. Thus, the gradient-based training of DLSTM can be formulated as the following sub-steps:

$$\Phi_i^t = \Theta_i^{t-1} - \eta \nabla \Theta E_i(D, \Theta_i^{t-1})$$  \hspace{1cm} (13)$$

$$\Theta_i^t = \sum_{j \in N} a_{ij} \Phi_j^t$$  \hspace{1cm} (14)$$

where $\Phi_i^t$ is the intermediate variable and $\eta_i \in [0, 1]$ is the learning rate of the local model. $a_{ij}$ is the element of Laplace matrix $L$ in (1). The updates of weights $\Theta_i$ include two procedures, which make up the learning before consensus (LBC) algorithm. In the first stage, the neural networks are trained independently with local sub-dataset through the gradient descent algorithm (13). This stage only uses local information, such as the weights of latest step $\Theta_i^{t-1}$ and the gradient of the empirical loss $\nabla \Theta E_i(D, \Theta_i^{t-1})$. In the second stage, the weights of the neural networks are updated via consensus algorithm, where neighbouring information $\Phi_i^t$ are applied. With this learning process, all the agents are able to obtain the single and optimal neural network model when $t$ tends to $\infty$ [18]. Similarly, the equations (14) and (13) can be swapped to yield the consensus before learning (CBL) algorithm as

$$\Phi_i^t = \sum_{j \in N} a_{ij} \Phi_j^{t-1}$$  \hspace{1cm} (15)$$

$$\Theta_i^t = \Phi_i^t - \eta \nabla \Theta E_i(D, \Phi_i^t)$$  \hspace{1cm} (16)$$

Note that the CBL algorithm is to consensus the gradients first, then update the local model. In contrast, the LBC algorithm is to update the local model first, then consensus the models. Theoretically, the gradients will converge to 0, and the model will become the optimal model with the training time goes infinity. Therefore, there is not much difference between CBL and LBC algorithms.

Based on the proposed distributed manner, each local LSTM model only needs to communicate with its neighbours. Thus, the STLF model can be trained locally and the multi-agent framework can reduce the computational and communication cost, which can be further extended to large networks [19]. Moreover, the distributed framework is more robust to single-point failures as long as the communication network remains connected [15].

### IV. Case Study

#### A. Experiment and Model Setup

The case study is based on the historical load data, daily average temperature data and holiday type data for the period 2016-2019 which are provided by the GEFCOM 2017 competition [20] and ISO New England [21]. The system topology under consideration is the connection of four agents (data centres) as shown in Fig. 2, each of them has a quarter of dataset. In addition,

\[
\begin{align*}
\alpha_t &= \sigma(W_c \cdot [h_{t-1}, x_t] + b_a) \\
h_t &= \alpha_t \tanh(c_t)
\end{align*}
\]

\[
y = \text{softmax}(W_e \cdot h_t + b_c)
\]

\[
\Theta = [W_f, b_f, W_i, b_i, W_c, b_c, W_o, b_o]^T
\]

\[
\Theta^t = \Theta^{t-1} - \eta \nabla \Theta E(D, \Theta^{t-1})
\]

\[
\Phi_i^t = \Theta_i^{t-1} - \eta \nabla \Theta E_i(D, \Theta_i^{t-1})
\]

\[
\Theta_i^t = \sum_{j \in N} a_{ij} \Phi_j^t
\]

\[
\Phi_i^t = \sum_{j \in N} a_{ij} \Phi_j^{t-1}
\]

\[
\Theta_i^t = \Phi_i^t - \eta \nabla \Theta E_i(D, \Phi_i^t)
\]
the iteration times of consensus between each information connection is set as 20, which makes the algorithm converge faster.
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**Fig. 2: Communication Topology.**

For STLF, the main influencing factors are historical load, temperature, date type and other variables. These three types of data are selected as input variables for the forecasting model. The load has a characteristic of a 24-hour periodic change, so that the power load value at the same time before the forecasting day and two days before can be used as the input variable of the model. In addition, considering the effects of temperature on the electrical load, daily mean temperature after preprocessing can be used as input variables for the LSTM. The input and output information designed in this paper are summarised in Table I.

| Input Variables | Description |
|-----------------|-------------|
| 1-7             | the electricity consumption of last week |
| 8-14            | the average temperature of last week |
| 15-21           | the day type of last week |
| 22              | the electricity consumption at 2 days ago |
| 23              | the average temperature at 2 days ago |
| 24              | the day type at 2 days ago |
| 25              | the actual load at 24 hours before |
| 26              | the average temperature at 24 hours before |
| 27              | the day type at 24 hours before |
| 28              | the temperature of the forecast day |
| 29              | the day type of the forecast day |
| Output          | the predicted load value at time $t$ of the forecast day |

**TABLE I: Input and output information.**

Further, all raw data are pre-normalised to improve the accuracy of the forecasting model:

$$x_i(k) = \frac{x_i(k) - x_i^{\min}}{x_i^{\max} - x_i^{\min}}$$

where $x_i^{\min}$ and $x_i^{\max}$ are the minimum and maximum value of the $i$-th original input data.

**B. Evaluation Criteria and Error Analysis**

The mean square error (MSE) and mean absolute percentage error (MAPE) are adopted as the final evaluating indicators, which are shown as follow:

$$\varepsilon_{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100\%,$$

$$\varepsilon_{MSE} = \frac{\sum_{i=1}^{N}(y_i - \hat{y}_i)^2}{\sum_{i=1}^{N}(y_i)^2},$$

where $y_i$ is the actual load at period $i$; $N$ is the total length of forecasting periods; and $\hat{y}_i$ is the forecast load at time $i$.

**C. Results and Analysis**

1) Case 1: This case verified the validity of the proposed DLSTM model. We use whole year customer electricity consumption data as the training dataset, and the test data is a dataset of a random week in next year. The results are shown in Fig. 3.
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**Fig. 3: Short-term Load Forecasting Results.**

The green line is the forecasting results of the proposed DLSTM method, and it is evident that the proposed DLSTM has less prediction errors at most of the data points than centralised LSTM method.

2) Case 2: In this case, we investigate the training performance of the proposed DLSTM model. Fig. 4 depicts the validation errors during the training process among 4 distributed local DLSTM agents and centralised LSTM agent. Although each DLSTM agent only has a quarter of the dataset, it shows comparable training performance as the centralised LSTM method.

![Distributed Training Performance](image)

**Fig. 4: Distributed Training Performance.**

In Fig. 4, we may clearly see that the converge speed of local computing LSTM models are slower than centralised LSTM model, but they can achieve similar accuracy after sufficient training epochs. Apart from the accuracy, the training speed of the proposed DLSTM is only 412 seconds, which is much faster than centralised LSTM (583 second). This is because that the dataset size of local training agent is only a quarter of centralised LSTM agent. Therefore, the proposed DLSTM algorithm can reduce the training time with an increasing number of computing agents, and the aim of fast training can be
achieved by adding more computing agents if the load dataset continues to increase in the future.

3) Case 3: In this case, we summarise different STLF models to illustrate the advantage of the proposed model, and four typical state-of-the-art algorithms are chosen for comparison: Support Vector Regression (SVR), Artificial Neural Network (ANN), Deep Belief Network (DBN) and Distributed Artificial Neural Network (DANN). The compared models are simulated based on the same dataset in this paper. All the models are trained with the same training dataset, validation dataset and test dataset. The results of different models are summarised in Table II.

|                | MAPE | MAE  | MSE  |
|----------------|------|------|------|
| LSTM           | 0.0130 | 201.746 | 70221.160 |
| DLSTM          | 0.0138 | 183.352 | 62095.324 |
| SVR            | 0.0152 | 202.246 | 73495.060 |
| ANN            | 0.0280 | 324.650 | 131273.362 |
| DBN            | 0.0206 | 144.326 | 44299.052 |
| DANN           | 0.0275 | 284.240 | 123363.703 |

TABLE II: Comparison of STLF Models in Case 3.

From the results provided in Table II, the DLSTM algorithm meets the requirements of STLF and has better accuracy than other models. Comparing with the distinct machine learning algorithms, the LSTM and DLSTM reveals better performance and less prediction errors due to the time-sequence characteristic of STLF problems. For distributed algorithms, we can see that the DANN and DLSTM show the similar accuracy as ANN and LSTM, respectively. It can be seen from the Table II and Fig. 4, the proposed DLSTM method demonstrates similar and even better accuracy than traditional single centralised LSTM algorithm after around 50 training epochs.

V. CONCLUSION AND FUTURE WORK
This paper ascertains the effectiveness of using the distributed long short-term memory models in short-term load forecasting. The multiple and time-variable variations can be predicted by the proposed approach. The decentralised protocol makes it possible to separate data sets and pre-train models at an individual data centre, which simplifies the forecasting problem and leads to more privacy results. In the application examples, the proposed distributed long short-term memory model provided accurate forecast results and faster training speed than other machine learning models. The distributed model is simpler to train and tune than the centralised models, does not over-fit and reduces variance due to the consensus weight of many subsets. In future, we plan to apply trustworthy AI techniques, e.g. [22]–[24], to assure the reliability and security of our method, as well as its explainability.
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