AFFINE FLAG VARIETIES AND QUANTUM SYMMETRIC PAIRS, II. MULTIPLICATION FORMULA

ZHAOBING FAN AND YIQIANG LI

ABSTRACT. We establish a multiplication formula for a tridiagonal standard basis element in the idempotented coideal subalgebras of quantum affine $\mathfrak{gl}_n$ arising from the geometry of affine partial flag varieties of type $C$. We apply this formula to obtain the stabilization algebras $\hat{K}_C^n$, $\hat{K}_{\tilde{C}}^n$, $\hat{K}_{\tilde{C}}^l$ and $\hat{K}_{\bar{C}}^l$, which are idempotented coideal subalgebras of quantum affine $\mathfrak{gl}_n$. The symmetry in the formula leads to an isomorphism of the idempotented coideal subalgebras $\hat{K}_C^n$ and $\hat{K}_{\tilde{C}}^l$ with compatible monomial, standard and canonical bases.

INTRODUCTION

In this article, we continue our study [FLLLWa], joint with Chun-Ju Lai, Li Luo and Weiqiang Wang, of the Schur algebras and their stabilization algebras of affine $n$-step partial flag varieties of type $C$. As the main result in this paper, we establish a multiplication formula for a tridiagonal standard basis element in these algebras. This result is supposed to be included in loc. cit. as a critical first step, but was excerpted from the loc. cit. partly due to the length of the paper. Instead, a more conceptual multiplication formula of a new generator, denoted by $f_A$, was used as a substitute in loc. cit. A third multiplication formula is further secured in [FLLLWh] via a Hecke-algebra approach. All three formulas look drastically different, have their own advantage, and coexist coherently. They reflect the richness of (the structure of) these algebras, even though the establishment of each one of them is a painstaking task.

The multiplication formula in this article possesses a remarkable symmetry and, as an application, it yields an isomorphism of two seemingly-different classes of Schur algebras in [FLLLWa] with compatible monomial, standard and canonical bases. The proof of the latter isomorphism result is the only one available as far as we know. As a second application, the multiplication formula in the setting of affine Grassmannian in type $C$ should lead to an explicit formula for parabolic affine Kazhdan-Lusztig polynomials similar to [LW15, Section 7]. We expect our formula to play a role in categorifications of these algebras as well.

In what follows, we discuss in more details the background and results of this article.

0.1. Overview. It is well-known that the convolution algebras of flag varieties provide a natural geometric model for Hecke algebras. As an important feature from this model, the Kazhdan-Lusztig bases [KL79] of the Hecke algebras can be interpreted as intersection cohomology complexes therein and from which one can deduce nontrivial properties such as positivity.
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Later, Beilinson, Lusztig and MacPherson [BLM90] observed that partial flag varieties of type A is a geometric setting for quantum $\mathfrak{gl}_n$. For other classical partial flag varieties, it is only known recently that they are governed by coideal subalgebras of quantum $\mathfrak{gl}_n$ ([BKLW14, BLW14]).

There is an affinization of the above results making a connection between affine flag varieties of type A and C and quantum affine $\mathfrak{gl}_n$ [GV93, Lu99, Lu00, SV00, Mc12] and their coideal subalgebras ([FLLLWa]). More precisely, we provide a description of the convolution algebra of affine partial flag varieties of type C in the work [FLLLWa]. Among others, we show that it is controlled by certain coideal subalgebra of quantum affine $\mathfrak{gl}_n$ and in turn provides canonical bases for the latter algebras. As a crucial ingredient, we show that the convolution algebra admits a set of bar-invariant multiplicative generators, denoted by $f_A$ therein, parametrized by certain tridiagonal matrices. Roughly speaking, the bar-invariant basis $f_A$ corresponds to a product of Chevalley generators in higher-rank convolution algebras in a specific order. In particular, one can derive a multiplication formula for $f_A$ by repetitively applying the multiplication formulas for Chevalley generators, which turns out to be simple. This leads to a construction of the idempotented version of the associated coideal subalgebras of quantum affine $\mathfrak{gl}_n$ and their canonical bases after a suitable stabilization following [BLM90] and [FL14].

There is yet another natural set of multiplicative generators consisting of the tridiagonal standard basis elements $[A]$, which is parametrized by the same set of tridiagonal matrices for the generators $f_A$. The transition matrix of the two bases turns out to be unitriangular. The purpose of this paper is to establish a multiplication formula for the tridiagonal standard basis elements $[A]$, which then provides a direct construction of the affine coideal subalgebras of quantum affine $\mathfrak{gl}_n$ and their canonical bases in [FLLLWa] with some further new and interesting symmetries.

0.2. Main results. Since we know essentially the multiplication formula for $f_A$, the complexity to establish the multiplication formula for a tridiagonal basis element $[A]$ is incorporated in the transition matrix of the two bases, which ends up producing coefficients involving terms $(v^m - 1)$ for various $m$. The latter terms vanish in finite types or affine type A since $f_A$ and $[A]$ coincide for the necessary matrices in these cases and hence the transition matrix is the identity matrix. A rough form of the multiplication formulas is as follows, and we refer to (5), (6), (18), (25), (77) and (79) for unexplained notations.

**Theorem A** (Theorem 3.2). Let $\alpha = (\alpha_i)_{i \in \mathbb{Z}} \in \mathbb{N}^\mathbb{Z}$ such that $\alpha_i = \alpha_{i+n}$ for all $i \in \mathbb{Z}$. If $A, B \in \Xi_{n,d}$ satisfy that $\text{co}(B) = \text{ro}(A)$ and $B - \sum_{1 \leq i \leq n} \alpha_i E_0^{i,i+1}$ is diagonal, then we have

$$[B] * [A] = \sum_{S,T} v^{h_S,T} n(S,T) \begin{bmatrix} A_{S,T} \\ S \end{bmatrix} \begin{bmatrix} A_{S,T} \\ S \end{bmatrix}_b,$$

where the sum runs over all $S, T \in \Theta_n$ subject to Condition (21), $\text{ro}(S) = \alpha$ and $\text{ro}(T) = \alpha'$, $A - T + \tilde{T} \in \Theta_n$, and $A_{S,T} \in \Xi_{n,d}$.

In many respects, the way we derive this formula has many similarities to, and is partially based on, the one on quantum affine $\mathfrak{gl}_n$ constructed in [FL13]. Note that the latter formula is first discovered in [DF13] via an Hecke-algebraic approach. Besides the new construction...
in [FL15], the identification of the affine type-A analogue of $f_A$ and $[A]$ for $A$ bidiagonal indeed gives an easier way to deduce this formula.

Even though the multiplication formula is rather involved, we are able to obtain sufficient conditions on when a leading term with coefficient 1 is produced under such multiplication, which allow us to observe a BLM-type stability property as $d$ goes to $\infty$. The stabilization also allows us to formulate a limit algebra $\hat{K}_n^\xi$ for the family of the convolution algebras $\{S_{n,d}^\xi\}_{d \geq 1}$. The algorithm for the construction of a monomial basis for $S_{n,d}^\xi$ leads to an algorithm for a monomial basis for $\hat{K}_n^\xi$.

Theorem B (Theorem 3.12). The algebra $\hat{K}_n^\xi$ admits a monomial basis and a canonical basis.

One can define another algebra $K_n^\xi$ so that $\hat{K}_n^\xi$ is identified with the idempotented version of a coideal subalgebra of quantum affine $gl_n$ as is shown in [FLLLLWa].

Similarly, the other families of convolution algebras $\{S_{n,d}^\eta\}_{d}$, $\{S_{n,d}^\upsilon\}_{d}$, and $\{S_{n,d}^\eta\}_{d}$ admit similar stabilizations which lead to limit algebras $K_n^\eta$, $\hat{K}_n^\upsilon$, and $\hat{K}_n^\eta$, respectively. We also establish the counterparts of Theorem B for the algebras $K_n^\eta$, $\hat{K}_n^\upsilon$, and $\hat{K}_n^\eta$, which require some additional work (it follows a strategy similar to [FL14]). Despite quite complicated, the structure constants in the multiplication formula in Theorem A manifest remarkable symmetries, reflecting the shift by half-period in parametrization matrices, which allow us to show that

Theorem C (Theorem 4.9). There is an isomorphism $\hat{K}_n^\eta \cong \hat{K}_n^\upsilon$ with compatible monomial, standard and canonical bases.

Simultaneously, a Hecke-algebraic approach has been developed in a companion paper [FLLLLWa], which reproduces most of the main results of this paper in different forms. In light of a result in loc. cit. the algebras denoted by the same notations $K_n^\xi$, $\hat{K}_n^\eta$, $\hat{K}_n^\upsilon$, and $\hat{K}_n^\eta$ in the paper and [FLLLLWa] [FLLLLWb] are isomorphic and they are idempotent versions of coideal subalgebras of quantum affine $gl_n$. Having the three approaches available indicates the rich structures in these algebras arising from geometry.

0.3. The organization. In Section 1 we recall the setting from [FLLLLWa] on the convolution algebras $S_{n,d}^\xi$, $S_{n,d}^\eta$, $S_{n,d}^\upsilon$, and $S_{n,d}^\eta$.

In Section 2 we obtain a multiplication formula for a tridiagonal standard basis element in the convolution algebra $S_{n,d}^\xi$. The proof is rather involved taking up the whole long section, and the formula is the key to the remaining sections on the structures of $S_{n,d}^\xi$ which leads to the construction of the limit algebra $K_n^\xi$.

In Section 3 we obtain a monomial basis for the convolution algebra $S_{n,d}^\xi$ based on the multiplication formula obtained in Section 2. In particular, it follows that the standard basis elements parametrized by tridiagonal matrices form a generating set for the algebra $S_{n,d}^\xi$. This multiplication formula admits a remarkable stabilization property which allows us to construct a limit algebra $\hat{K}_n^\xi$ for the family of convolution algebras $\{S_{n,d}^\xi\}_{d}$. We then construct a monomial basis and canonical basis for $\hat{K}_n^\xi$, as well as a surjective homomorphism from $\hat{K}_n^\xi$ to $S_{n,d}^\xi$.

In Section 4 we adapt the multiplication formula from Section 2 for the other variants of convolution algebras: $S_{n,d}^\eta$, $S_{n,d}^\upsilon$, $S_{n,d}^\eta$. This then allows us to construct the corresponding
limit algebras $\hat{K}_n^\eta$, $\hat{K}_n^\eta$, and $\hat{K}_n^\eta$, respectively. Monomial bases and canonical bases for these algebras are constructed.
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1. Recollections from [FLLLWa]

In this section, we recall the setting from [FLLLWa] and fix some notations. There is no new result in this section.

1.1. The space of affine flags of type $C$ as symplectic lattice chains. Let $\mathbb{N} = \{0, 1, 2, \ldots\}$ and $\mathbb{Z} = \{0, \pm 1, \pm 2, \ldots\}$. For $a \in \mathbb{Z}$ and $b \in \mathbb{N}$, we define

$$(1) \quad \frac{a}{b} = \prod_{1 \leq i \leq b} \frac{v^{2(a-i+1)} - 1}{v^{2i} - 1}, \quad [a] = \left[ \begin{array}{c} a \\ 1 \end{array} \right], \quad \text{and} \ [a!] = \prod_{1 \leq i \leq a} [i].$$

Let $k$ be a finite field of $q$ elements. Let $F = k((\varepsilon))$ be the field of formal Laurent series over $k$ and $\mathfrak{o} = k[[\varepsilon]]$ the ring of formal power series. Let $V$ be an $F$-vector space. A lattice $\mathcal{L}$ in $V$ is a free $\mathfrak{o}$-module such that $\mathcal{L} \otimes_\mathfrak{o} F = V$.

Assume further that $V$ is equipped with a non-degenerate symplectic form $(-, -)$. Hence $V$ is even dimensional, say $2d$. Let $\text{Sp}(V)$ be the group of isometries with respect to the form $(-, -)$. For any lattice $\mathcal{L} \subseteq V$, we set $\mathcal{L}^\# = \{v \in V | (v, \mathcal{L}) \subseteq \mathfrak{o} \}$. Then the space $\mathcal{L}^\#$ is a lattice of $V$ such that $(\mathcal{L}^\#)^\# = \mathcal{L}$. The $\#$ operation enjoys the following properties that we shall use freely later on. For any two lattices $\mathcal{L}, \mathcal{L}'$ of $V$, $(\mathcal{L} + \mathcal{L}')^\# = \mathcal{L}^\# \cap \mathcal{L}'^\#$ and $(\mathcal{L} \cap \mathcal{L}')^\# = \mathcal{L}^\# + \mathcal{L}'^\#$. We are interested in the symplectic lattices, which are those homothetic to a lattice $\Lambda$ such that $\varepsilon \Lambda \subseteq \Lambda^\# \subseteq \Lambda$.

Once and for all, we fix an even number

$$n = 2r + 2, \quad \text{for some} \ r \in \mathbb{N}.$$ Let $\mathcal{X}^c_{n,d}$ be the set of all chains $L = (L_i)_{i \in \mathbb{Z}}$ of symplectic lattices in $V$ subject to the following conditions.

$$L_z \subseteq L_{z+1}, \quad L_z = \varepsilon L_{z+n}, \quad L^\#_z = L_{-z-1}, \quad \forall z \in \mathbb{Z}.$$ The group $\text{Sp}(V)$ acts naturally on $\mathcal{X}^c_{n,d}$. Let

$$\Lambda^c_{n,d} = \{ \lambda = (\lambda_i)_{i \in \mathbb{Z}} \in \mathbb{N}^\mathbb{Z} | \lambda_i = \lambda_{i+n} = \lambda_{i-1}, \sum_{1 \leq i \leq n} \lambda_i = 2d, \lambda_0, \lambda_{r+1} \in 2\mathbb{N} \}.$$ For each $\lambda \in \Lambda^c_{n,d}$, we set

$$(2) \quad \mathcal{X}^c_{n,d}(\lambda) = \{ L \in \mathcal{X}^c_{n,d} | |L_i/L_{i-1}| = \lambda_i \ \forall i \in \mathbb{Z} \},$$

where $|L_i/L_{i-1}|$ is the dimension of $L_i/L_{i-1}$ as a $k$-vector space. Then we have

$$(3) \quad \mathcal{X}^c_{n,d} = \bigsqcup_{\lambda \in \Lambda^c_{n,d}} \mathcal{X}^c_{n,d}(\lambda),$$

as the union of $\text{Sp}(V)$-orbits in $\mathcal{X}^c_{n,d}$. From the analysis of [Sa99, H99] (see also [FLLLWa, Section 3.2]), we see that $\mathcal{X}^c_{n,d}(\lambda)$ can be naturally identified with the homogeneous space $\text{Sp}(V)/P$ where $P$ is a certain parahoric subgroup. Hence $\mathcal{X}^c_{n,d}$ is a local model of the ind-variety of affine partial flags of type $C$ over $k$. 

MULTIPLICATION FORMULA
1.2. Parametrization matrices. The \( \text{Sp}(V) \)-action on \( \mathcal{X}_{n,d}^\epsilon \) extends diagonally on the product \( \mathcal{X}_{n,d}^\epsilon \times \mathcal{X}_{n,d}^\epsilon \). We recall a parametrization of \( \text{Sp}(V) \)-orbits in \( \mathcal{X}_{n,d}^\epsilon \times \mathcal{X}_{n,d}^\epsilon \). Let \( \Theta_{n,d} \) be the set of all matrices \( A = (a_{ij})_{i,j \in \mathbb{Z}} \) with entries in \( \mathbb{N} \) such that

\[
a_{ij} = a_{i+n,j+n}, \quad \forall i, j \in \mathbb{Z}; \quad \sum_{i=0}^{i_0+n-1} \sum_{j \in \mathbb{Z}} a_{ij} = d, \quad \forall i_0 \in \mathbb{Z}.
\]

To a matrix \( A \in \Theta_{n,d} \), we associate its row/column vector \( \text{ro}(A) = (\text{ro}(A)_{i})_{i \in \mathbb{Z}} \) and \( \text{co}(A) = (\text{co}(A)_{i})_{i \in \mathbb{Z}} \) by

\[
\text{ro}(A)_{i} = \sum_{j \in \mathbb{Z}} a_{ij}, \quad \text{co}(A)_{j} = \sum_{i \in \mathbb{Z}} a_{ij}, \quad \forall i, j \in \mathbb{Z}.
\]

Let

\[
\Xi_{n,d} = \{ A \in \Theta_{n,2d} | a_{ij} = a_{-i,-j} = a_{n+i,n+j}, \forall i, j \in \mathbb{Z}, a_{00}, a_{r+1,r+1} \in 2\mathbb{N} \}.
\]

We set \( E_{ij} \) to be the matrix whose entry at \((k, l)\) is 1 if \((k, l) \equiv (i, j) \mod n \) and zero otherwise. We also set

\[
E_{ij} = E_{ij} + E^{-i,j}.
\]

For later use, let

\[
\Xi_{n,d} = \{ A + E^{0,0} + E^{r+1,r+1} | A \in \Xi_{n,d} \}.
\]

Clearly, there is a bijection

\[
\Xi_{n,d} \cong \Xi_{n,d}.
\]

To a pair \((L, L') \in \mathcal{X}_{n,d}^\epsilon \times \mathcal{X}_{n,d}^\epsilon \), we can attach a matrix \( A \in \Xi_{n,d} \) whose \((i, j)\)-th entry is given by

\[
a_{ij} = |L_i \cap L'_j |/(L_{i+1} \cap L'_j + L_i \cap L'_{j+1})|, \quad \forall i, j \in \mathbb{Z}.
\]

From [FLLLWa, Proposition 3.2.2], the correspondence \((L, L') \mapsto A \) yields a bijection

\[
\text{Sp}(V) \backslash \mathcal{X}_{n,d}^\epsilon \times \mathcal{X}_{n,d}^\epsilon \rightarrow \Xi_{n,d}.
\]

We shall denote \( \mathcal{O}_A \) for the \( \text{Sp}(V) \)-orbit parametrized by \( A \). Let \( e_A \) be the characteristic function of \( \mathcal{O}_A \). Under the isomorphism \([7]\), we can also parametrize the \( \text{Sp}(V) \)-orbits in \( \mathcal{X}_{n,d}^\epsilon \times \mathcal{X}_{n,d}^\epsilon \) by the set \( \Xi_{n,d} \). The notation \( e_A \) also makes sense for a matrix \( A \in \Xi_{n,d} \).

1.3. The convolution algebra \( \mathcal{S}_{n,d}^\epsilon \). Let \( \mathcal{S}_{n,d}^\epsilon \) be the vector space over \( \mathbb{Q}(v) \) spanned by the elements \( e_A \) for \( A \in \Xi_{n,d} \). There is a multiplication on \( \mathcal{S}_{n,d}^\epsilon \) defined by

\[
e_A \ast e_B = \sum_{C \in \Xi_{n,d}} g_{A,B}^C(v), e_C, \quad g_{A,B}^C(v) \in \mathbb{Z}[v, v^{-1}],
\]

where the specialization of the polynomial \( g_{A,B}^C(v) \) at \( \sqrt{q} \) is given by

\[
g_{A,B}^C(\sqrt{q}) = \# \{ \tilde{L} \in \mathcal{X}_{n,d}^\epsilon | (L, \tilde{L}) \in \mathcal{O}_A, (\tilde{L}, L') \in \mathcal{O}_B \}
\]

for any fixed pair \((L, L') \in \mathcal{O}_C \). It is known that \( g_{A,B}^C = 0 \) for all but finitely many \( C \). The algebra \( \mathcal{S}_{n,d}^\epsilon \) is the convolution algebra on \( \mathcal{X}_{n,d}^\epsilon \) and is called the Schur algebra in [FLLLWa].
To each $A \in \Xi_{n,d}$, we set

$$d_A^c = \frac{1}{2} \left( \sum_{1 \leq i < n} a_{ij}a_{kl} + \sum_{i \geq 0 \geq j} a_{ij} + \sum_{i \geq r+1 \geq j} a_{ij} \right),$$

and

$$[A] = v^{-d_A^c}e_A.$$  

Clearly, the various elements $[A]$ form a basis for $S^c_{n,d}$, called the standard basis of $S^c_{n,d}$.

Define a partial order $\leq_{\text{alg}}$ on $\Xi_{n,d}$ by

$$A \leq_{\text{alg}} B \text{ if and only if } \sum_{k \leq i, l \geq j} a_{kl} \leq \sum_{k \leq i, l \geq j} b_{kl}, \; \forall i < j.$$  

We write $A <_{\text{alg}} B$ if further $A \neq B$. By “lower terms (than $[B]$)”, we refer to the terms $[A]$ with $A <_{\text{alg}} B$, $\text{ro}(A) = \text{ro}(B)$ and $\text{co}(A) = \text{co}(B)$.

There is a bar operator $\overline{\cdot}$ on $S^c_{n,d}$ satisfying $\overline{[A]} = [A] + \text{lower terms}$. To each matrix $A$, there is a unique element $\{A\}$ in $S^c_{n,d}$ that is bar-invariant and $\{A\} - [A] \in \sum_{B <_{\text{alg}} A} v^{-1}\mathbb{Z}[v^{-1}][B]$. The $\{A\}$’s clearly form a basis of $S^c_{n,d}$, called the canonical basis of $S^c_{n,d}$.

1.4. Three variants. We now set

$$n = n - 1 = 2r + 1 \text{ for } r \geq 1.$$  

We consider the subset $\Xi^n_{n,d}$ of $\Xi_{n,d}$ defined by

$$(11) \quad \Xi^n_{n,d} = \{ A \in \Xi_{n,d} | a_{r+1,j} = \delta_{r+1,j}, a_{i,r+1} = \delta_{i,r+1}, \; \forall i, j \in \mathbb{Z} \}.$$  

We define an idempotent in $S^c_{n,d}$ by

$$(12) \quad j_r = \sum [A],$$

where the sum runs over all diagonal matrices in $\Xi^n_{n,d}$. We define the subalgebra $S^n_{n,d}$ of $S^c_{n,d}$ by

$$(13) \quad S^n_{n,d} = j_rS^c_{n,d}j_r.$$  

It is known from [FLLLWa, Section 7.1] that $S^n_{n,d}$ inherits from $S^c_{n,d}$ a basis of characteristic functions $e_A$, a standard basis $[A]$ and a canonical basis $\{A\}$ parametrized by the set $\Xi^n_{n,d}$.

On the other hand, we consider the subset $\Xi^u_{n,d}$ of $\Xi_{n,d}$ given by

$$(14) \quad \Xi^u_{n,d} = \{ A \in \Xi_{n,d} | a_{0,j} = \delta_{0,j}, a_{i,0} = \delta_{i,0}, \; \forall i, j \in \mathbb{Z} \}.$$  

We define $j_0$ for $\Xi^u_{n,d}$ in exactly the same way as $j_r$ in (12) and we set

$$(15) \quad S^u_{n,d} = j_0S^c_{n,d}j_0.$$  

It is known again from [FLLLWa, Section 8.1] that $S^u_{n,d}$ inherits from $S^c_{n,d}$ a basis of characteristic functions $e_A$, a standard basis $[A]$ and a canonical basis $\{A\}$ parametrized by the set $\Xi^u_{n,d}$.

Finally, we set $\eta = n - 1 = 2r$ and

$$(16) \quad \Xi^u_{n,d} = \Xi^n_{n,d} \cap \Xi^u_{n,d}.$$
We define
\begin{equation}
S^u_{n,d} = S^l_{n,d} \cap S^r_{n,d},
\end{equation}
and we know from [FLLLWa, Section 8.4] that $S^u_{n,d}$ inherits from $S^c_{n,d}$ a basis of characteristic functions $e_A$, a standard basis $[A]$ and a canonical basis $\{A\}$ parametrized by the set $\Xi^u_{n,d}$.

2. Multiplication formula for tridiagonal standard basis elements

In this section, we obtain a multiplication formula in the convolution algebra $S^c_{n,d}$ for a tridiagonal standard basis element. The formula is the key to the remaining sections on the structures of $S^c_{n,d}$ which leads to the construction of the limit algebra $K^c$. The proof of the formula is rather involved, taking up the whole section.

Note that the formulation for the multiplication formulas in this section use the index set $\Xi^c_{n,d}$ in [4] for bases of $S^c_{n,d}$, as it is most convenient to use $\Xi^c_{n,d}$ in its proof. It will be reformulated in terms of $\Xi_{n,d}$ in Section 3.

2.1. The formula. Let $n = 2r + 2$ with $r \geq 0$. We denote
\begin{equation}
\Theta_n = \bigsqcup_{d \geq 0} \Theta_{n,d}.
\end{equation}
We also denote
\begin{equation}
\widetilde{\Theta}_n = \{A \in \text{Mat}_{\mathbb{Z} \times \mathbb{Z}}(\mathbb{Z}) | A + pI \in \Theta_n \text{ for some } p \in \mathbb{N}\},
\end{equation}
Where $I$ is the identity matrix. We define a (row shift) bijection $\sim : \Theta_n \to \Theta_n$ by sending $S = (s_{ij})$ to
\[ \tilde{S} = (\tilde{s}_{ij})_{i,j \in \mathbb{Z}}, \quad \tilde{s}_{ij} = s_{i-1,j} \ (\forall i, j \in \mathbb{Z}). \]

Given $A, S, T \in \Theta_n$, we set
\begin{equation}
A_{S,T} = A + S - T - (\tilde{S} - \tilde{T}).
\end{equation}
If we write $A_{S,T} = (a'_{ij})_{i,j \in \mathbb{Z}}$, then $a'_{ij} = a'_{i+n,j+n}$ for all $i, j \in \mathbb{Z}$. But $a'_{ij}$ may be negative, so $A_{S,T}$ is not in $\Theta_n$ in general. Consider the following subset $\Xi_n$ of $\Theta_n$:
\[ \Xi_n = \{A = (a_{ij})_{i,j \in \mathbb{Z}} \in \Theta_n | a_{ij} = a_{-i,-j}, \forall i, j \in \mathbb{Z}\}. \]

**Lemma 2.1.** Let $A \in \Xi_n$ and $S, T \in \Theta_n$ be such that $A_{S,T} \in \Theta_n$. Then we have $A_{S,T} \in \Xi_n$ if and only if $S, T$ satisfy
\begin{equation}
s_{ij} + s_{-i-1,-j} = t_{ij} + t_{-i-1,-j}, \quad \forall i, j \in \mathbb{Z}.
\end{equation}

**Proof.** By substituting $i$ with $i - 1$ in Condition [21], we have $s_{i-1,j} - t_{i-1,j} = t_{-i,-j} - s_{-i,-j}$. Denoting $A_{S,T} = (a'_{ij})$, we have thus obtained
\begin{equation}
a'_{ij} = a_{ij} + (s_{ij} + s_{-i,-j}) - (t_{ij} + t_{-i,-j}).
\end{equation}
It now follows that $a'_{ij} = a'_{-i,-j}$, whence $A_{S,T} \in \Xi_n$.

The above argument can be reversed to establish the opposite direction. $\square$
Let
\[ J = \{ \{-r - 1\} \times \{-r - 1, \infty\} \bigcup \{ [-r, -1] \times \mathbb{Z} \} \bigcup \{ \{0\} \times (-\infty, 0)\} \subseteq \mathbb{Z} \times \mathbb{Z}. \]

Recall the quantum v-binomials from (1). For \( S = (s_{ij}) \) and \( A_{S,T} = (a_{ij}) \), we set
\[
(23) \quad \left[ A_{S,T} \right]_{c} = \prod_{(i,j) \in J} \left[ a'_{ij} \right] \left[ \begin{array}{cc} a'_{ij} - s_{ij} & 0 \\ s_{i,j} - a_{i,j} & 0 \end{array} \right] \prod_{i=0, \ldots, -r-1} \prod_{0 \leq k \leq s_{ii} - 1} \frac{[a'_{ii} - 2k]}{[k + 1]}.
\]

Given three sequences \( \alpha = (\alpha_i)_{i \in \mathbb{Z}}, \gamma = (\gamma_i)_{i \in \mathbb{Z}} \) and \( \beta = (\beta_i)_{i \in \mathbb{Z}} \) in \( \mathbb{N}^\mathbb{Z} \) such that their entries are all zeros except at finitely many places, we define
\[
(24) \quad n(\alpha, \gamma, \beta) = \sum_{\sigma = (\sigma_{ij})} \prod_{i,j} (\sigma_{ij}) \prod_{0 \leq \ell = \alpha_{ij} - \sigma_{ij} - 1} v^{2\sigma_{ij} - \ell},
\]
where the sum runs over all upper triangular matrices \( \sigma = (\sigma_{ij}) \in \text{Mat}_{\mathbb{Z} \times \mathbb{Z}}(\mathbb{N}) \) such that \( \text{ro}(\sigma) = \beta \) and \( \text{co}(\sigma) = \gamma \).

Given a sequence \( a = (a_i)_{i \in \mathbb{Z}} \), we define the sequence \( a^J \) whose \( i \)-th entry is \( a_{-i} \) for all \( i \in \mathbb{Z} \). We set
\[
(25) \quad n(S, T) = \prod_{0 \leq i \leq r} n(S_i, T_i, (S_{-i-1})^J),
\]
where \( S_i \) and \( T_i \) are the \( i \)-th row vectors of \( S \) and \( T \), respectively, and \( n(\alpha, \gamma, \beta) \) is in (24).

To \( \alpha = (\alpha_i)_{i \in \mathbb{Z}} \in \mathbb{Z}^\mathbb{Z} \), we set
\[
(26) \quad \alpha^\# = (\alpha_i^\#)_{i \in \mathbb{Z}}, \quad \text{where} \quad \alpha_i^\# = \alpha_{i-1}, \quad \forall i \in \mathbb{Z}.
\]

Recall the subset \( \iota_\Xi_{n,d} \) of \( \Xi_n \) from (1). Given \( A \in \iota_\Xi_{n,d} \) and \( S, T \in \Theta_n \), we denote
\[
(27) \quad \xi_{A,S,T}^\epsilon = \sum_{-r-1 \leq i \leq r} \sum_{j \geq 0} \left( \sum_{-r \leq i \leq -1} \sum_{j \geq 0} + \sum_{i=-r-1}^{0} \sum_{j=0}^{2i-1} \right) s_{i,j} \left( s_{i,j} - 1 \right) / 2.
\]

We can now state the general multiplication formulas for the convolution algebra \( S_{n,d} \); for notations \( A_{S,T}, \left[ A_{S,T} \right]_{c} \) and \( n(S, T) \) see (20), (23) and (25).

**Theorem 2.2.** Let \( \alpha = (\alpha_i)_{i \in \mathbb{Z}} \in \mathbb{N}^\mathbb{Z} \) such that \( \alpha_i = \alpha_{i+n} \) for all \( i \in \mathbb{Z} \). If \( A, B \in \iota_\Xi_{n,d} \) satisfy \( \text{co}(B) = \text{ro}(A) \) and \( B - \sum_{1 \leq i \leq n} \alpha_i E_{\epsilon,i+1} \) is diagonal, then we have
\[
(28) \quad e_B \ast e_A = \sum_{S,T} v^{2\xi_{A,S,T}^\epsilon} n(S, T) \left[ A_{S,T} \right]_{c} e_{A_{S,T}},
\]
where the sum runs over \( S, T \in \Theta_n \) subject to Condition (27), \( \text{ro}(S) = \alpha, \text{ro}(T) = \alpha^\# \), \( A - T + \tilde{T} \in \Theta_n \), \( A_{S,T} \in \iota_\Xi_{n,d} \).

We make some remarks before providing the proof of this theorem.
Remark 2.3. The matrix $A_{ST}$ depends only on $A$, $S_i$, $T_i$ for $i \in [0, r]$. Indeed, by symmetries at $(0, 0)$ and $(r + 1, r + 1)$, the matrix $A_{ST}$ is completely determined by the entries $a'_{ij}$ for $0 \leq i \leq r + 1$. Furthermore, for $1 \leq i \leq r$, the entry $a'_{ij}$ is clearly determined by $A$ and $S_k$, $T_k$ for $k \in [0, r]$. For $i = 0$, we use (22) to get $a'_{0j} = a_{0j} + s_{0,j} - t_{0,j} - (s_{0,j} - t_{0,j})$. For $i = r + 1$, Condition (21) allows us to rewrite $a'_{r+1,j} = a_{r+1,j} + s_{r,j} - t_{r,j} + (s_{r,j} - t_{r,j})$.

Remark 2.4. If $S$ and $T$ satisfy
\begin{equation}
\sum_{j \leq k} s_{i-1,j} < \sum_{j \leq k} t_{ij}
\end{equation}
for some $i \in [0, r]$ and $k$, then $n(S_i, T_i, S'_{i-1})$, and hence $n(S, T)$ as well as the coefficient of $e_{A_{ST}}$ in (28), must be zero. This is because the summation in $n(S_i, T_i, S'_{i-1})$ is taken over upper triangular matrices $\sigma$ such that $\text{ro}(\sigma) = S'_{i-1}$ and $\text{co}(\sigma) = T_i$, which is empty if (29) is assumed.

Remark 2.5. Note that Conditions (21) and (29) imply that
\[
\text{if } \sum_{j \geq l} s_{ij} = 0 \text{ for some } l, \text{ then } t_{ij} = s_{i-1,j} \text{ for all } j \geq l.
\]
This allows to reduce the general multiplication formula to the special cases available for comparisons. In particular, the general formula (28) is compatible with the formula for Chevalley generators in [FLLLW92, Lemma 4.3.1].

The remainder of this section is devoted to the proof of Theorem 2.2. In the proof, we shall work over a finite field $\mathbb{F}_q$, and all the quantum numbers and quantum binomial coefficients (defined via the indeterminate $v$) are understood below at the specialization $v = \sqrt{q}$ (i.e., $v^2 = q$).

2.2. Toward a proof I: type $A$ counting. Let $V$ be a finite dimensional vector space over $\mathbb{F}_q$. Let us fix a flag $W = (0 = W_0 \subseteq W_1 \subseteq \cdots \subseteq W_m = V)$ of type $w = (w_i)_{1 \leq i \leq m}$, i.e., $|W_i/W_{i-1}| = w_i$ for all $1 \leq i \leq m$. To a sequence $a = (a_i)_{1 \leq i \leq m} \in \mathbb{N}^m$, we set
\begin{equation}
Y_a(W) = \{U \subseteq V \mid |U \cap W_i| - |U \cap W_{i-1}| = a_i, \forall 1 \leq i \leq m\}.
\end{equation}
The following lemma can be found in [Sch06, Example 2.4], see also Remark 2.13 for a proof.

Lemma 2.6. We have $\#Y_a(W) = q^{\sum_{i > k} a_i (w_k - a_k)} \prod_{1 \leq i \leq m} \binom{w_i}{a_i}$.

Let $\sigma$ be an upper triangular matrix such that $\text{ro}(\sigma) = w$. Let $t = \text{co}(\sigma)$ and $\mathcal{F}_t(V)$ be the set of all flags in $V$ of type $t$. Consider the set
\begin{equation}
\mathcal{F}^W_{t,\sigma} = \left\{ F \in \mathcal{F}_t(V) \mid \frac{|W_i \cap F_j|}{|W_{i-1} \cap F_j + W_i \cap F_{j-1}|} = \sigma_{ij}, \forall 1 \leq i, j \leq m \right\}.
\end{equation}
Here $W = (W_i)_{1 \leq i \leq m}$ is a fixed flag of type $w$.

Lemma 2.7. The cardinality of $\mathcal{F}^W_{t,\sigma}$ is given by
\begin{equation}
\#\mathcal{F}^W_{t,\sigma} = q^{\sum_{i, j, k \leq l} \sigma_{ij} \sigma_{kl}} \prod_{1 \leq i \leq m} \frac{[w_i]!}{[\sigma_{ii}]![\sigma_{i+1,i}]! \cdots [\sigma_{i,m}]!}.
\end{equation}
Proof. We fix \( j - 1 \) steps \( F_1, \cdots, F_{j-1} \) such that \( \frac{W_i \cap F_j'}{W_{i-1} \cap F_j'} = \sigma_{ij} \) for all \( 1 \leq i \leq m \) and \( 1 \leq j' \leq j - 1 \). We want to determine the number of choices of \( F_j \) such that \( F_{j-1} \subseteq F_j \subseteq W_j \) and \( \frac{W_i \cap F_j}{W_{i-1} \cap F_j} = \sigma_{ij} \) for all \( 1 \leq i \leq m \). Via the reduction to \( W_j/F_{j-1} \), this is the same as counting the number of choices of \( \bar{F}_j \) in \( W_j/F_{j-1} \) such that

\[
\left| \bar{F}_j \cap \frac{W_i}{F_{j-1}} \right| - \left| \bar{F}_j \cap \frac{W_{i-1}}{F_{j-1}} \right| = \sigma_{ij}, \quad \forall 1 \leq i \leq j.
\]

Note that \( \left| \frac{W_i + F_{j-1}}{F_{j-1}} \right| - \left| \frac{W_{i-1} + F_{j-1}}{F_{j-1}} \right| = w_i - \left| \frac{W_i \cap F_{j-1}}{W_{i-1} \cap F_{j-1}} \right| = \sum_{j \geq 1} \sigma_{ij} \). By Lemma 2.6 this number is equal to

\[
q^{\sum_{i,j > 0} m} \prod_{1 \leq i \leq m} \left[ w_i - \sum_{j \leq i-1} \sigma_{ij} \right].
\]

Taking product over all \( j \) and using \( w_k - \sum_{j \geq 1} \sigma_{kl} = \sum_{j < l} \sigma_{kl} \), we have proved the lemma. \( \square \)

Let

\[
\begin{align*}
V &= (0 = V_0 \subseteq V_1 \subseteq V_2 \subseteq V_3 \subseteq V_4 = V), \\
V' &= (0 = V'_0 \subseteq V'_1 \subseteq V'_2 \subseteq \cdots \subseteq V'_m = V)
\end{align*}
\]

be two partial flags of \( V \). We set

\[
c_{ij} = c_{ij}(V, V') = \left| \frac{V_i \cap V'_j}{V_i \cap V'_{j-1}} \right|, \quad \forall 1 \leq i \leq 3, 1 \leq j \leq m.
\]

To a triple \( (s, t, t') \) in \( (N^m)^3 \), we define

\[
Y_{s,t,t'} \equiv Y_{s,t,t'}(V, V')
\]

be the set of all subspaces \( U \) such that \( V_1 \subseteq U \subseteq V_3 \) and subject to the following conditions:

\[
\begin{align*}
\text{(34-i)} & \quad \left| \frac{U \cap V_2 \cap V'_j}{U \cap V_2 \cap V'_{j-1}} \right| = c_{2j} - s_j, \\
\text{(34-ii)} & \quad \left| \frac{U \cap (V_2 + V_3 \cap V'_j)}{U \cap (V_2 + V_3 \cap V'_{j-1})} \right| = t'_j, \\
\text{(34-iii)} & \quad \left| \frac{U \cap V_2 + U \cap V'_j}{U \cap V_2 + U \cap V'_{j-1}} \right| = t_j, \quad \forall 1 \leq j \leq m.
\end{align*}
\]

Note that Condition (34-iii) is equivalent to the following condition:

\[
\text{(34-iii') } \left| \frac{U \cap V'_j}{U \cap V'_{j-1}} \right| = c_{2j} - s_j + t_j, \quad \forall 1 \leq j \leq m.
\]

Notice also that \( |U| = |V_2| - \sum_{1 \leq j \leq m} s_j + \sum_{1 \leq j \leq m} t'_j \), if \( U \in Y_{s,t,t'} \).

Recall \( n(\alpha, \gamma, \beta) \) from [24]. To a sequence of length \( m \), we can regard it as a sequence indexed by \( Z \) by setting the value at the undefined positions to be zero. So the notation \( n(s, t, t') \) for \( s, t, t' \in N^m \) is well defined.
Proposition 2.8. The cardinality of $Y_{s,t,t'}(V, V')$ is given by

$$
\# Y_{s,t,t'}(V, V') = q^{\sum_{j=1}^{s} (2j-s_j) s_j + t' \sum_{j=1}^{t'} (c_{3j} - c_{2j})} \prod_{1 \leq j \leq m} \left[ \frac{c_{2j} - c_{1j}}{s_j} \right]
$$

Proof. We first treat the case when $V_1 = 0$. We consider the following two sets:

(35) \[ Y_s^{''} = \{ W \subseteq V_2 \mid \frac{W \cap V'}{W \cap V_{j-1}} = c_{2j} - s_j, \ \forall 1 \leq j \leq m \}, \]

(36) \[ Y_t^{'} = \{ T \subseteq V_3 \mid \frac{T \cap (V_2 + V_3 \cap V'_j) / T}{V_2 + V_3 \cap V_{j-1}} = t'_j, \ \forall 1 \leq j \leq m \}. \]

We define a map

(37) \[ \phi : Y_{s,t,t'} \rightarrow Y_s^{''} \times Y_t^{'}, \quad U \mapsto (U \cap V_2, \frac{U + V_2}{V_2}). \]

It is clear that $U \cap V_2 \in Y_s^{''}$. Also we have $\frac{U + V_2}{V_2} \in Y_t^{'}$, thanks to

$$
\left| \frac{(U + V_2) \cap (V_2 + V_3 \cap V'_j)}{V_2} \right| - \left| \frac{(U + V_2) \cap (V_2 + V_3 \cap V_{j-1})}{V_2} \right|
$$

$$
= \left| V_2 + (U + V_2) \cap V'_j \right| - \left| V_2 + (U + V_2) \cap V'_{j-1} \right|
$$

$$
= \left| (U + V_2) \cap V'_j \right| - \left| (U + V_2) \cap V'_{j-1} \right| - \left| V_2 \cap V'_j \right| + \left| V_2 \cap V'_{j-1} \right|
$$

$$
= t'_j, \quad \forall 1 \leq j \leq m.
$$

So $\phi$ is well defined.

We shall show that $\phi$ has constant fiber and hence the cardinality of $Y_{s,t,t'}$ is reduced to counting the fiber, $Y_s^{''}$, and $Y_t^{'}$. The latter two sets can be identified with $Y_{a}(W)$ in (30), where $(a, W)$ is $((c_{2j} - s_j)_{1 \leq j \leq m}, (V_2 \cap V'_j)_{1 \leq j \leq m})$ for $Y_s^{''}$, and $(t', (\frac{V_2 + V_3 \cap V'_j}{V_2})_{1 \leq j \leq m})$ for $Y_t^{'}$. So it follows by Lemma 2.6 that

(38) \[ \# Y_s^{''} = q^{\sum_{j=1}^{s} (2j-s_j) s_j} \prod_{1 \leq j \leq m} \left[ \frac{c_{2j}}{s_j} \right] \text{ and } \# Y_t^{'} = q^{\sum_{j=1}^{t'} (c_{3j} - c_{2j}) t'_j} \prod_{1 \leq j \leq m} \left[ \frac{c_{3j} - c_{2j}}{t'_j} \right]. \]

Let $Y_{W,T}$ denote the fiber of a fixed pair $(W, T) \in Y_s^{''} \times Y_t^{'}$ under $\phi$. We shall determine its cardinality. We recall that the subspaces $U$ in $V$ such that $U \cap V_2 = W$ and $\frac{U + V_2}{V_2} = T$ are parametrized by $\text{Hom}(T, V_2/W)$. More precisely, for any $x \in \text{Hom}(T, V_2/W)$, we can define such a subspace

(39) \[ U(x) = \{ w + t + x(t) \mid w \in W, t \in T \} \]

in $V_3$ if we fix a linear isomorphism $V_3 = W \oplus V_2/W \oplus V_3/V_2$. It is easy to see that for any $x \in \text{Hom}(T, V_2/W)$, its associated subspace $U(x)$ satisfies Condition (33i), by definition. Observing that

$$
\left| \frac{(U(x) + V_2) \cap (V_2 + V_3 \cap V'_j)}{V_2} \right| = \left| \frac{V_2 + (U(x) + V_2) \cap V'_j}{V_2} \right|
$$

$$
= \left| (U(x) + V_2) \cap V'_j \right| - \left| V_2 \cap V'_j \right|,
$$

$$
\left| U(x) \cap (V_2 + V_3 \cap V'_j) \right| = \left| U(x) \cap V_2 \right| + \left| (U(x) + V_2) \cap V'_j \right| - \left| V_2 \cap V'_j \right|.
$$
This implies that $U(x)$ satisfies Condition (34-ii) because $(U(x) + V_2)/V_2 = T \in Y_{W,T}$. Thus, we have

\[(40) \quad Y_{W,T} \cong \{ x \in \text{Hom}(T, V_2/W) | U(x) \text{ satisfies Condition (34-iii)} \}. \]

Let $\mathcal{F}_t \equiv \mathcal{F}_t(T)$ be the set of all partial flags in $T$ of type $t$. Let

\[ \pi : Y_{W,T} \rightarrow \mathcal{F}_t \equiv \mathcal{F}_t(T) \]

be the function defined by

\[ \pi(x) = U(x) = (U_j(x))_{1 \leq j \leq m}, \text{ where } U_j(x) = \frac{U(x) \cap V_j'/V_2}{V_2}, \forall 1 \leq j \leq m. \]

This is well defined because

\[ |U_j(x)/U_{j-1}(x)| = |U(x) \cap V_j'/U(x) \cap V_{j-1}'| - |U(x) \cap V_2 \cap V_j'/V_2 \cap V_2 \cap V_{j-1}'| = (c_{2j} - s_j + t_j) - (c_{2j} - s_j) = t_j, \forall 1 \leq j \leq m, \]

where the last equality is due to (40) and Condition (34-iii').

We shall use $\pi$ and $\mathcal{F}_t(T)$ to compute the cardinality of $Y_{W,T}$.

Consider the flag $T' = (T'_j)_{1 \leq j \leq m}$ associated to $T$, where $T'_j = T \cap \frac{V_2 \cap V_j'}{V_2}$ for all $j$. Clearly, we have $T' \in \mathcal{F}_t$. Then $\mathcal{F}_t$ admits a partition $\mathcal{F}_t = \sqcup_{\sigma} \mathcal{F}_{t,\sigma}'$, where $\sigma$ runs over all matrices with coefficients in $\mathbb{N}$ such that $\text{ro}(\sigma) = t'$ and $\text{co}(\sigma) = t$, and $\mathcal{F}_{t,\sigma}'$ is defined in (31).

Let us fix a flag $F \in \mathcal{F}_{t,\sigma}'$. Since $U_j(x) \subseteq T'_j$ for all $j$, we see that the fiber $\pi^{-1}(F)$ is empty if $\sigma$ is not upper triangular. So let us further assume that $\sigma$ is upper triangular. By [BLM90], we can decompose $T = \oplus_{1 \leq i,j \leq m} Z_{ij}$ such that $|Z_{ij}| = \sigma_{ij}$ for all $1 \leq i,j \leq m$ and

\[ T'_i = \oplus_{k \leq i, 1 \leq j \leq m} Z_{kj}, \quad \forall 1 \leq i \leq m; \quad F_j = \oplus_{1 \leq i \leq m, 1 \leq j \leq m} Z_{ij}, \quad \forall 1 \leq j \leq m. \]

Meanwhile, we fix a decomposition $\frac{V_2}{W} = \oplus_{1 \leq j \leq m} \frac{(V_2 \cap V_j' + W)/W}{(V_2 \cap V_{j-1}' + W)/W}$. We have

\[ \left| \frac{(V_2 \cap V_j' + W)/W}{(V_2 \cap V_{j-1}' + W)/W} \right| = s_j, \quad \forall 1 \leq j \leq m. \]

Under the above refinement of the spaces $T$ and $V_2/W$, the linear maps $x$ in $\text{Hom}(T, V_2/W)$ can be rewritten as $x = \oplus_{1 \leq i,j,l \leq m} x_{ij}^l$, where $x_{ij}^l : Z_{ij} \rightarrow \frac{(V_2 \cap V_j' + W)/W}{(V_2 \cap V_{j-1}' + W)/W}$, for all $1 \leq i,j,l \leq m$, is the restriction of $x$ to the prescribed subspaces. Since $Z_{ij} = 0$ for all $i > j$, we have $x_{ij}^l = 0$ for all $i > j$. So $U(x)$ in (39) can be refined to be

\[(41) \quad U(x) = \left\{ w + z + \sum_{1 \leq l \leq m} x_{ij}^l(z) \mid w \in W, z \in Z_{ij}, \forall 1 \leq i,j \leq m \right\}. \]

Let us choose and fix a decomposition $V_3 \cong W \oplus V_2/W \oplus V_3/V_2$ such that

\[(42) \quad V_3 \cap V_j' = (W \cap V_j') \oplus \left( \frac{V_2}{W} \cap V_j' \right) \oplus \left( \frac{V_3}{V_2} \cap V_j' \right), \quad \forall 1 \leq j \leq m. \]
By using the descriptions (41), (42), and the fact that $U(x)$ satisfies Condition (34-i), we see that the subspace $U(x)$ satisfies Condition (34-iii'), hence (34-iii), if and only if
\[
\sum_i z_{ij} + \sum_{1 \leq l \leq m} x_{ij}^l(z_{ij}) \in V'_j, \quad \forall z_{ij} \in Z_{ij}, 1 \leq i, j \leq m,
\]
\[
\sum_i z_{ij} + \sum_{1 \leq l \leq m} x_{ij}^l(z_{ij}) \notin V'_{j-1}, \quad \forall (z_{ij})_{i \leq j} \in \oplus_{i \leq j} Z_{ij} - \{0\}, 1 \leq i, j \leq m.
\]

The first condition in the above is equivalent to $x_{ij}^l = 0$ for all $l > j$. Since $Z_{jj} \{0\} \subseteq V_2 \cap V'_j - V'_2$, we see that $z_{jj} + \sum_{1 \leq l \leq m} x_{jj}^l(z_{jj}) \notin V'_{j-1}$ automatically for all $z_{jj} \in Z_{jj} - \{0\}$. Hence the second condition is equivalent to say that $\oplus_{i < j} x_{ij}^l$ is injective for each $j$, since $\oplus_{i < j} Z_{ij} \subseteq T'_{j-1} \subseteq V'_{j-1}$. We then have
\[
\pi^{-1}(F) \cong \{ x \in \Hom(T, V_2/W) | x_{ij}^l = 0, \forall l > j, \oplus_{i < j} x_{ij}^l \text{ is of rank } t_j - \sigma_{jj} \},
\]
where $F$ is a fixed flag in $\mathcal{F}_{t,\sigma}^{T'}$. Observe that the number of $x_{ij}^l$ such that $\oplus_{i < j} x_{ij}^l$ is injective, hence of rank $t_j - \sigma_{jj}$ is $\prod_j \prod_{b=0}^{t_j-\sigma_{jj}-1} (q^{s_j} - q^b)$, if one keeps in mind that the size of the corresponding matrix of $\oplus_{i < j} x_{ij}^l$ for each $j$, is $s_j \times (t_j - \sigma_{jj})$. The number of choices for $x_{ij}^l$ with $i, l < j$ is $q^{\sum_{i=1}^{l-1} \sigma_{ii}}$, and the number of choices for $x_{ii}^l$ for various $i$ is $q^{\sum_{i=1}^{l} \sigma_{ii}}$. Thus we have
\[
\pi^{-1}(F) = q^{\sum_{i,j,l,j > l} \sigma_{ij} s_i + \sum_{1 \leq l \leq m} \sigma_{ii}} \prod_j \prod_{b=0}^{t_j-\sigma_{jj}-1} (q^{s_j} - q^b).
\]

Since $\pi^{-1}(F)$ depends only on $\sigma$ and $s$, we see that the cardinality of the fiber of the restriction $Y_{W,T,\sigma} \to \mathcal{F}_{t,\sigma}^{T'}$ of $\pi$, where $Y_{W,T,\sigma} := \pi^{-1}(\mathcal{F}_{t,\sigma}^{T'})$, is constant and given by (43), hence
\[
\#Y_{W,T,\sigma} = \#\pi^{-1}(F) \#\mathcal{F}_{t,\sigma}^{T'},
\]
where $F$ is any fixed flag in $\mathcal{F}_{t,\sigma}^{T'}$. By (43), (44) and (32), we have
\[
\#Y_{W,T,\sigma} = q^{\sum_{j,l,j > l} \sigma_{jj} s_j + \sum_{i} \sigma_{ii} s_i + \sum_{k,j > l} \sigma_{ij} s_k} \prod_{j \in \mathbb{Z}} \prod_{0 \leq b \leq t_j - \sigma_{jj}-1} (q^{s_j} - q^b) \prod_{1 \leq i \leq m} (\sigma_{ii}!) |\sigma_{i,i+1}! | \cdots |\sigma_{im}! |.
\]

Since $Y_{W,T}$ admits a partition $Y_{W,T} = \bigsqcup_{\sigma} Y_{W,T,\sigma}$, where $\sigma$ runs over all matrices with coefficients in $\mathbb{N}$ such that $\text{ro}(\sigma) = t'$ and $\text{co}(\sigma) = t$, its cardinality is given by
\[
\#Y_{W,T} = \sum_{\sigma} \#Y_{W,T,\sigma} = n(s, t, t').
\]

Thus $\#Y_{W,T}$ is independent of the choice of $T$ and $W$. Hence $\phi$ in (37) is surjective and of constant fiber, which, together with (45), implies that
\[
\#Y_{s,t,t'} = n(s, t, t') \#Y''_{s} \#Y''_{t'}.
\]

Therefore, the proposition follows from (16) and (38) for the case $V_1 = 0$ (hence $c_{ij} = 0$).
The general case can be reduced to the case \( V_1 = 0 \) by taking the quotients with respect to \( V_1 \). More precisely, the role of the pair \( (V, V') \) is replaced by the pair \( (\tilde{V}, \tilde{V}') \) where \( \tilde{V}_i = V_i/V_1 \) and \( \tilde{V}'_j = \frac{V'_j + V_1}{V_1} \) for all \( 1 \leq i \leq 3 \) and \( 1 \leq j \leq m \). As a consequence, we have

\[
\frac{|\tilde{V}_i \cap \tilde{V}'_j|}{|\tilde{V}_i \cap \tilde{V}'_{j-1}|} = c_{ij} - c_{1j} \quad \forall 1 \leq i \leq 3, 1 \leq j \leq m.
\]

The general case then follows from the case \( V_1 = 0 \). The proposition is proved.

Let \( V^* \) be the dual of \( V \). We thus have a canonical pairing \( \langle -, - \rangle : V^* \times V \to \mathbb{F}_q, (f, u) \mapsto f(u) \). Given a subspace \( U \subseteq V \), we set \( U^b := \{ f \in V^* | f(u) = 0, \forall u \in U \} \) to be the perpendicular of \( U \) with respect to the pairing. More generally, associated to the flags \( V = (V_i)_{0 \leq i \leq 4} \) and \( V' = (V'_i)_{0 \leq i \leq m} \) of \( V \) in (33) we define two flags \( \tilde{V} = (\tilde{V}_i)_{0 \leq i \leq 4} \) and \( \tilde{V}' = (\tilde{V}'_i)_{0 \leq i \leq m} \) of \( V^* \) by

\[
\tilde{V}_i = V^b_{4-i}, \quad \tilde{V}'_j = V'^b_{m-j}, \quad \text{for} \ 1 \leq i \leq 4, 1 \leq j \leq m.
\]

To a sequence \( s \), we set

\[
s^b = (s^b_i), \quad s^b_i = s_{m+1-i}, \quad \text{for} \ 1 \leq i \leq m.
\]

(\( s^b \) is a finite analogue of \( \alpha^b \), if we take \( i \in \mathbb{Z} \) and \( m = -1 \).)

**Proposition 2.9.** The assignment \( U \mapsto U^b \) defines a bijection

\[
Y_{s,t,v}(V, V') \cong Y_{t^*, s^*,v^*}(\tilde{V}, \tilde{V}')
\]

where \( s' = s + t' - t \).

**Proof.** Recall that Condition (34-iii) is equivalent to Condition (34-iii'), where \( c_{2j} = c_{2j}(V, V') \), which in turn is the same as the following condition:

\[
\left| \frac{U + V'_j}{U + V'_{j-1}} \right| = \left| V'_j/V'_{j-1} \right| - (c_{2j}(V, V') - s_j + t_j).
\]

So we have

\[
\left| \frac{U^b \cap \tilde{V}'_j}{U^b \cap \tilde{V}'_{j-1}} \right| = \left| \frac{(U + V'_{m-j})^b}{(U + V'_{m+1-j})^b} \right| = \left| \frac{U + V'_{m+1-j}}{U + V'_{m-j}} \right| = \left| V'_{m+1-j}/V'_{m-j} \right| - (c_{2,m+1-j}(V, V') - s_{m+1-j} + t_{m+1-j}).
\]

On the other hand,

\[
c_{ij}(\tilde{V}, \tilde{V}') = \left| \frac{\tilde{V}_i \cap \tilde{V}'_j}{\tilde{V}_i \cap \tilde{V}'_{j-1}} \right| = \left| \frac{\tilde{V}^b_{4-i} \cap \tilde{V}'^b_{m-j}}{\tilde{V}^b_{4-i} \cap \tilde{V}'^b_{m+1-j}} \right| = \left| \frac{(V_{4-i} + V'_{m-j})^b}{(V_{4-i} + V'_{m+1-j})^b} \right| = \left| V_{4-i} + V'_{m+1-j} - V_{4-i} \cap V'_{m+1-j} \right| - \left| V_{4-i} \cap V'_{m-j} \right| = \left| V'_{m+1-j}/V'_{m-j} \right| - c_{4-i,m+1-j}(V, V').
\]
Thus we have
\begin{equation}
\frac{|U^b \cap \tilde{V}_j'|}{|U^b \cap V_{m-j}^b|} = c_{2j}(\tilde{V}, \tilde{V}') + s_{m+1-j} - t_{m+1-j} = c_{2j}(\tilde{V}, \tilde{V}') + s^b_j - t^b_j,
\end{equation}
where the last equality is due to the definition of $s'$. Condition (49) is Condition (34-iii) for $U^b$ in $Y_{t^b, s^b, s^b}(V^b, V^b)$.

We note that
\[|(U \cap (V_2 + V_3 \cap V_{j'}))^{b} = |U^{b}| + |V_{2}^{b} \cap V_{j'}^{b}| - |U^{b} \cap V_{2}^{b} \cap V_{j'}^{b}|.\]
So we have
\begin{equation}
\frac{|U^b \cap \tilde{V}_2 \cap \tilde{V}_{m-j}^b|}{|U^b \cap V_{2} \cap V_{m-j}^b|} = c_{2,m+1-j}(\tilde{V}, \tilde{V}') - t_{j}' = c_{2,m+1-j}(\tilde{V}, \tilde{V}') - t_{m+1-j}.\end{equation}
Change the index $j \leftrightarrow m+1-j$, we see that $U^b$ satisfies Condition (34-i) for $Y_{t^b, s^b, s^b}(V^b, V^b)$.

Tracing backward the above argument, we see that $U^b$ satisfies Condition (34-ii) for $Y_{t^b, s^b, s^b}(V^b, V^b)$ can be deduced from Condition (34-i) for $U$.

So the map defined by $U \mapsto U^b$ is well defined, and $(U^b)^b = U$ implies that the map is a bijection. The proposition follows. 

\begin{corollary}
If $Y_{s,t,t'}(V, V') \neq \emptyset$, then $n(s, t, t') = n(t^b, s^b, s^b)$ where $s - t = s' - t'$.
\end{corollary}

\begin{proof}
The proof of Proposition 2.9 also shows that there are bijections
\[Y''_{s} \cong Y'_{s'} \quad \text{and} \quad Y'_{t'} \cong Y''_{t''},\]
for the auxiliary sets in (35) and (36) for $Y_{s,t,t'}$ in the left and $Y_{t^b, s^b, s^b}(V^b, V^b)$ in the right. The corollary then follows from (46). 
\end{proof}

2.3. Toward a proof II: type C counting. In this section, we assume that $V$ is an even dimensional vector space over $\mathbb{F}_q$ equipped with a non-degenerate symplectic form. As in the previous section, we fix a flag $W = (W_i)_{0 \leq i \leq m}$ of type $w = (w_i)_{1 \leq i \leq m}$. We require that $m = 2r + 1$, and $W$ is isotropic, i.e., $W_i = W_{m-i}$ for all $0 \leq i \leq m$. For a fixed $j$, we define
\begin{equation}
Y_j \equiv Y_j(V, W; u) = \{ U \subseteq V | U \subseteq U_{\perp}, |U| = u, U \subseteq W_j, U \cap W_{j-1} = 0 \}.
\end{equation}

\begin{lemma}
The cardinality of $Y_j$ in (51) is given by
\begin{equation}
\#Y_j = \begin{cases}
q^{u \sum_{1 \leq j' \leq j-1} w_{j'}} \left[ \begin{array}{c} w_j \\ u \end{array} \right], & \text{if } j < r + 1, \\
q^{u \sum_{1 \leq j' \leq j-1} w_{j'}} \prod_{0 \leq i \leq u-1} \frac{[w_j - 2i]}{[i+1]}, & \text{if } j = r + 1, \\
q^{u \sum_{1 \leq j' \leq j-1} w_{j'}} u^{(u-1)/2} \left[ \begin{array}{c} w_j \\ u \end{array} \right], & \text{if } j > r + 1.
\end{cases}
\end{equation}
\end{lemma}

\begin{proof}
Assume that $u = 1$. Since any one-dimensional subspace in $V$ is automatically isotropic, we see that
\begin{equation}
Y_j(V, W; 1) = \frac{q^{[w_j] - 1}}{q - 1} - \frac{q^{[w_{j-1}] - 1}}{q - 1} = q^{w_{j-1}} q^{[w_j - w_{j-1}] - 1} = q^{\sum_{1 \leq j' \leq j-1} w_{j'}} [w_j].
\end{equation}
This is exactly (52) for $u = 1$.
Now we treat the general case. We introduce a new set
\[ \tilde{Y}_j(V, W; k) = \{ U = (U_i)_{1 \leq i \leq k} \mid U_i \subseteq U_{i+1}, \ U_i \in Y_j(V, W; i) \}. \]
In particular \( \tilde{Y}_j(V, W; 1) = Y_j(V, W; 1) \). Consider the projection
\[ \pi_k : \tilde{Y}_j(V, W; k + 1) \rightarrow \tilde{Y}_j(V, W; k), \quad (U_i)_{1 \leq i \leq k+1} \mapsto (U_i)_{1 \leq i \leq k}. \]
Fix a flag \((U_i)_{1 \leq i \leq k}\) in \( \tilde{Y}_j(V, W; k) \). Since \( U_k \) is isotropic, \( U_k^\perp/U_k \) inherits a non-degenerate symplectic form from \( V \). We set \( W^k = (W^k_i)_{1 \leq i \leq m} \) where \( W^k_i = \frac{W_i \cap U_k^\perp + U_k}{U_k} \). Observe that \(|W^k_i/W^k_{i-1}| = w_i - k\delta_{ij} - k\delta_{i,m+1-j} \) for all \( 1 \leq i \leq m \). Then we have a bijection:
\[ \pi_k^{-1}(U_i)_{1 \leq i \leq k} \simeq Y_j(U_k^\perp/U_k, W^k; 1), \quad (U_i)_{1 \leq i \leq k+1} \mapsto U_{k+1}/U_k. \]
Hence it follows by \((53)\) that
\[ \#\pi_k^{-1}(U_i)_{1 \leq i \leq k} = \left\{ \begin{array}{ll} q^{\sum_{j < r} w_j} & \forall j < r + 1, \\ q^{\sum_{j < r} w_j -(1-\delta_{j,r+1})k}[w_j - (1 + \delta_{j,r+1})k] & \forall j \geq r + 1. \end{array} \right. \]
This implies that \( \pi_k \) is surjective with constant fiber. Applying repeatedly \((54)\), we obtain
\[ \#\tilde{Y}_j(V, W; u) = \left\{ \begin{array}{ll} q^{\sum_{j < r} w_j} \prod_{0 \leq k \leq u-1}[w_j - k] & \forall j < r + 1, \\ q^{\sum_{j < r} w_j -(1-\delta_{j,r+1})k} \prod_{0 \leq k \leq u-1}[w_j - (1 + \delta_{j,r+1})k] & \forall j \geq r + 1. \end{array} \right. \]
The natural projection from \( \tilde{Y}_j(V, W; u) \) to \( Y_j(V, W; u) \) is surjective and its fiber is the set of all complete flags in an \( u \)-dimensional space over \( \mathbb{F}_q \). Since the cardinality of the latter set is \([u]!\), we have \( \#Y_j(V, W; u) = \#\tilde{Y}_j(V, W; u)/[u]! \), from which the lemma follows. \( \square \)

Recall the set \( Y_a(W) \) in \((30)\), and recall in addition that \( m = 2r + 1 \) and \( W \) is isotropic in this section. Let
\[ Y_a^{sp}(W) = \{ U \in Y_a(W) \mid U \subseteq U^\perp \}. \]

**Lemma 2.12.** The cardinality of \( Y_a^{sp}(W) \) in \((30)\) is given by
\[ \#Y_a^{sp}(W) = q^{\xi_a} \prod_{j=1}^r \left[ \frac{w_j}{a_j} \right] \prod_{j=r+2}^m \left[ \frac{w_j - a_{m+1-j}}{a_j} \right] \prod_{i=0}^{a_{r+1}-1} \frac{[w_{r+1} - 2i]}{[i+1]}, \]
where \( \xi_a = \sum_{j \leq l}(w_j - a_j)a_l - \sum_{j > l}a_{j,m+1-l}a_j - \sum_{j > r+1}a_{j(m+1-l)}/2 \).

**Proof.** We set \( a^k = (a_1, \cdots, a_k, 0, \cdots, 0) \) for all \( 0 \leq k \leq m \). We define a map
\[ \pi_k : Y_a^{sp}(W) \rightarrow Y_a^{sp}(W), \quad U_{k+1} \mapsto U_{k+1} \cap W_k. \]
Fix a point \( U_k \in Y_a^{sp}(W) \), we can form the symplectic space \( U_k^\perp/U_k \) since \( U_k \) is isotropic. We set \( W^k = (W^k_i)_{1 \leq i \leq m} \) with \( W^k_i = (W_i \cap U_k^\perp)/U_k \) for all \( 1 \leq i \leq m \) in \( U_k^\perp/U_k \). As before, we have \(|W^k_i/W^k_{i-1}| = w_i - a_i - a_{m+1-i} \) for all \( 1 \leq i \leq m \), where \( a_i^k \) is the \( i \)-th entry of \( a^k \). We then have a bijection
\[ \pi_k^{-1}(U_k) \simeq Y_{a^k}(U_k^\perp/U_k, W^k; a_{k+1}), \quad U_{k+1} \mapsto U_{k+1}/U_k. \]
By using (52), we have

\[
\#\pi_{j-1}^{-1}(U_{j-1}) = \begin{cases} 
q\sum_{1 \leq j' < j < r+1} a_j \left[ w_{j'} - a_j \right], & \text{if } j < r + 1, \\
q\sum_{1 \leq j' < j < r+1} a_{r+1} \prod_{0 \leq i \leq a_{r+1}-1} \frac{[w_{j'+1-2i}]}{[i+1]}, & \text{if } j = r + 1, \\
q\xi_j \left[ w_j - a_{m+1-j} \right], & \text{if } j > r + 1,
\end{cases}
\]

where \( \xi_j = \sum_{1 \leq j' < j < r+1} (w_{j'} - a_j) a_j - \sum_{j' < j + j' < m+1} a_j a_{m+1-j'} - \sum_{j > r+1} a_j (a_j - 1)/2. \)

So the lemma follows from (57) and that \( \#Y_a^{sp}(W) = \prod_{j=1}^{m} \#\pi_{j-1}^{-1}(U_{j-1}) \) for fixed \( U_{j-1} \in Y_{a_{j-1}}^{sp}(W). \)

\[\square\]

**Remark 2.13.** Lemma 2.12 is a special case of Lemma 2.12 for \( a = (a_1, \ldots, a_r, 0, \ldots, 0). \)

Recall \( Y_{s,t,t'}^*(V, V'), Y''_s \) and \( Y''_t \) from (34), (35) and (36), respectively. For \( V \) in (33), we further assume that \( V_3 \subseteq V^*_2. \) Let

\[ (58) \quad Y_{s,t,t'}^{sp}(V, V') = \{ U \in Y_{s,t,t'}^*(V, V') | U \subseteq U^\perp \}. \]

**Proposition 2.14.** The cardinality of \( Y_{s,t,t'}^{sp}(V, V') \) in (58) is given by

\[
\#Y_{s,t,t'}^{sp}(V, V') = q^{\xi_{s,t,t'} \cdot n(s, t, t')} \prod_{j=1}^{m} \left[ c_{2j} - c_{1j} \right] \prod_{j=1}^{r} \left[ c_{3j} - c_{2j} \right] \prod_{j=r+2}^{m} \left[ c_{3j} - c_{2j} - t'_{m+1-j} \right] \prod_{i=0}^{t'_{r+1}-1} \frac{[c_{3,r+1} - c_{2,r+1} - 2i]}{[i+1]},
\]

where

\[
\xi_{s,t,t'} = \sum_{j > l} (c_{2j} - c_{1j} - s_j) s_l + \sum_{j < l} (c_{3j} - c_{2j} - t'_j) t'_l - \sum_{j > l > m+1-j} t'_j t'_{m+1-l} - \sum_{j > r+1} t'_j (t'_j - 1)/2.
\]

**Proof.** We treat the \( V_1 = 0 \) case first. Let \( Y_{t'}^{sp} = \{ T \in Y_{t'}' | T \subseteq T^\perp \} \) where \( T^\perp \) is taken inside the symplectic space \( V^*_2/V_2. \) We have the following commutative diagram.

\[
Y_{s,t,t'}^{sp}(V, V') \xrightarrow{\phi} Y_s^{*} \times Y_{t'}^{sp} \quad \text{and} \quad Y_{s,t,t'}^*(V, V') \xrightarrow{\phi} Y_s'' \times Y_{t'}'.
\]

where \( \phi \) is defined in (37), the vertical maps are inclusions and \( \phi^{sp} \) is the map induced from \( \phi. \) Now for a pair \((W, T) \) in \( Y_s^{*} \times Y_{t'}^{sp}, \) the fiber of \((W, T) \) under \( \phi \) is contained in \( Y_{s,t,t'}^{sp}(V, V') \) (here we freely use identifications under the inclusions). This implies that \( \phi^{sp} \) is of constant fiber and its fiber is the same as that of \( \phi. \) Thus \( \#Y_{s,t,t'}^{sp}(V, V') = \#\phi^{-1}(T, W) \cdot \#Y''_s \cdot \#Y_{t'}^{sp}. \)

We know \( \#Y''_s \) by (38), and \( \#\phi^{-1}(T, W) = n(s, t, t') \) by (45), and by Lemma 2.12

\[
\#Y_{t'}^{sp} = q^{\xi_{t'}} \prod_{j=1}^{r} \left[ c_{3j} - c_{2j} - t'_j \right] \prod_{j=r+2}^{m} \left[ c_{3j} - c_{2j} - t'_{m+1-j} \right] \prod_{i=0}^{t'_{r+1}-1} \frac{[c_{3,r+1} - c_{2,r+1} - 2i]}{[i+1]}.
\]
where \( \xi' = \sum_{j<l} (c_{3j} - c_{2j} - t_j')(t_l') - \sum_{j>l} t_j(t_l'-1)/2 \). The proposition for \( V_1 = 0 \) follows from these computations.

The general case can be reduced to the \( V_1 = 0 \) case by considering the reduction \( U \mapsto U/V_1 \) as in the proof of Proposition 2.9. \( \Box \)

The rest of the section is a description of the duals of the set \( Y^\text{sp}_a(W) \) and \( Y^\text{sp}_{s,t,t'(V,V')} \). Recall \( Y^\text{sp}_a(W) \) from (59). We set

\[
Y^\text{sp}_a(W) = \{ U \in Y_a(W) | U^\perp \subseteq U \}.
\]

**Lemma 2.15.** The assignment \( U \mapsto U^\perp \) defines a bijection \( Y^\text{sp}_a(W) \cong Y^\text{sp}_\hat{a}(W) \), where \( \hat{a} = (\hat{a}_j)_{1 \leq j \leq m} \), \( \hat{a}_j = w_j - a_{m+1-j} \) for all \( j \).

**Proof.** Since \( |(U \cap W_j^\perp)| = |U^\perp| + |W_{m-i}| - |U^\perp \cap W_{m-i}| \), we have

\[
|U^\perp \cap W_{m+1-i}| - |U^\perp \cap W_{m-i}| = w_{m-1-i} - a_i = \hat{a}_{m+1-i}.
\]

The lemma is proved. \( \Box \)

Recall \( Y^\text{sp}_{s,t,t'(V,V')} \) from (69). We assume further that there is a non-degenerate symplectic form on \( V_2 \). We set

\[
Y^\text{sp}_{s,t,t'(V,V')} = \{ U \in Y_{s,t,t'}(V,V') | U^\perp \subseteq U \},
\]

where \( U^\perp \) is taken with respect to the form on \( V_2 \). Note that to define \( Y^\text{sp}_{s,t,t'(V,V')} \), a form on the whole space \( V \) is not needed. Recall the notions \( s^b \) from (48) and \( \tilde{V} \) from (47).

**Proposition 2.16.** We have a bijection \( Y^\text{sp}_{s,t,t'}(V,V') \cong Y^\text{sp}_{t^b,s^b}(\tilde{V},\tilde{V}') \).

**Proof.** In the definition of \( Y^\text{sp}_{s,t,t'}(V,V') \), the assumption that \( V \) is equipped with a non-degenerate symplectic form is not essential. It is still well defined if we assume that \( V \) is equipped with a possibly degenerate symplectic form such that \( V_2^\perp = V_3 \), hence \( V_3/V_2 \) inherited a non-degenerate symplectic form from that of \( V \). With this point, the bijection follows readily from the proof of Proposition 2.9. \( \Box \)

2.4. **Step 1 of the proof: the piece \( Z_{s,T} \).** Recall the setting from Theorem 2.2. Suppose that \( e_B * e_A = \sum g_B^A e_A \), we shall narrow down those \( A' \) which could have nonzero structure constants and interpret the latter as the cardinality of a given set.

Let us fix a periodic chain \( L \) of symplectic lattices in \( X^\epsilon_{n,d}(\text{co}(B)) \) (cf. (21)), for \( B = (b_{ij}) \in \epsilon \Xi_{n,d} \). We consider the set

\[
Z = \{ L'' \in X^\epsilon_{n,d}(\text{co}(B)) | (L, L'') \in O_B \}.
\]

Recall \( \alpha = (\alpha_i)_{i \in \mathbb{Z}} \) is given in Theorem 2.2.

**Lemma 2.17.** The set \( Z \) admits a characterization as follows.

\[
Z = \left\{ L'' \in X^\epsilon_{n,d}(\text{co}(B)) \left| L_{i-1} \subseteq L_i'' \subseteq L_{i+1}, L_i'' \alpha_{n-i} \subseteq L_{i-1} + L_i'' b_{ij} \subseteq L_i \cap L_i'' \alpha_i \subseteq L_i, \forall i \in \mathbb{Z} \right. \right\}.
\]

Here and below \( \subseteq \) and \( \supseteq \) denote inclusions of codimension \( d \).
Proof. Since \((L, L'') \in \mathcal{O}_B\), we can decompose \(V = \oplus_{i,j \in \mathbb{Z}} M_{ij}\) as \(\mathbb{F}_q\)-vector spaces such that \(\varepsilon M_{ij} = M_{i-n,j-n}\), \(|M_{ij}| = b_{ij}\), \(L_i = \oplus_{k \leq i} M_{kj}\) and \(L''_j = \oplus_{i \in \mathbb{Z}} M_{i,l_i}\), for all \(i, j \in \mathbb{Z}\). By the definition of \(B\), we have

\[
L_i = \bigoplus_{k \leq i, j \leq i} M_{kj} \oplus M_{i,i+1}, \quad L''_i = \bigoplus_{k \leq i, j \leq i} M_{kj} \oplus M_{i+1,i}.
\]

In particular, we have \(L_{i-1} \subseteq L_i'' \subseteq L_{i+1}\). The second condition in the characterization of \(Z\) is clear. Hence \(Z\) is included in the set on the right hand side of the equation in the lemma. The other direction of inclusion follows from the definition.

Let us fix a second chain \(L'\) in \(\mathcal{X}_{n,d}\). We set

\[
(59) \quad c_{ij} = c_{ij}(L, L') = \frac{|L_i \cap L_j'|}{|L_i \cap L''_{j-1}|}, \quad \forall i, j \in \mathbb{Z}.
\]

We formulate the following condition:

\[
(59_j) \quad L_i'' \cap L_i \cap L_j' \supseteq L_i'' \cap L_i \cap L_{j-1}'',
\]

\[
L_i'' \cap L_i + L_i'' \cap L_j' \supseteq L_i'' \cap L_i \cap L_j'' \cap L_{j-1}', \quad \forall i, j \in \mathbb{Z}.
\]

Associated to \(S, T \in \Theta_n\), we define a subset \(Z_{S,T}\) of \(Z\) as

\[
(60) \quad Z_{S,T} = \{L'' \in Z | L_i'' (\forall i \in \mathbb{Z}) \text{ satisfies Condition } (59_j)\}.
\]

Clearly, \(\{Z_{S,T}\}\) forms a partition of \(Z\).

Lemma 2.18. If \(Z_{S,T}\) in (60) is nonempty, then \(S\) and \(T\) must satisfy Condition (21).

Proof. For any \(i, j \in \mathbb{Z}\), we have

\[
\left| \frac{L_i'' \cap L_j'}{L_i'' \cap L_{j-1}'} - \frac{L_i'' \cap L_i \cap L_j'}{L_i'' \cap L_i \cap L_{j-1}'} \right| = \left| \frac{L_i'' \cap L_j'}{L_i'' \cap L_i \cap L_j'} \right| - \left| \frac{L_i'' \cap L_i \cap L_{j-1}'}{L_i'' \cap L_i \cap L_{j-1}'} \right|
\]

\[
= \left| \frac{L_i'' \cap L_i \cap L_j' + L_i'' \cap L_j}{L_i'' \cap L_i} \right| - \left| \frac{L_i'' \cap L_i \cap L_j'' \cap L_{j-1}'}{L_i'' \cap L_i} \right|
\]

\[
= \left| \frac{L_i'' \cap L_i \cap L_j' + L_i'' \cap L_j}{L_i'' \cap L_i} \right|.
\]

Thus by the assumption of the pair \((S, T)\) in (59_j), we have

\[
(61) \quad \left| \frac{L_i'' \cap L_j'}{L_i'' \cap L_{j-1}'} \right| = c_{ij} - s_{ij} + t_{ij}, \quad \forall i, j \in \mathbb{Z}.
\]
Moreover, for all $j \in \mathbb{Z}$, we have

\[
\frac{|L_i'' \cap L_j'}{L_i'' \cap L_{j-1}'} = \frac{(L_i'' \cap L_{j-1}')^\#}{(L_i'' \cap L_j')^\#} = \frac{|L_{i-1}' + L_j'|}{|L_{i-1}' + L_{j-1}'|} = \frac{L_{i-1}' + L_j'}{L_{i-1}''} - \frac{L''_{i-1} + L_{j-1}'}{L''_{i-1}}
\]

(62)

\[
= \frac{L_{j-1}'}{L_{j-1}'} \cdot \frac{L''_{i-1} \cap L_{j-1}'}{L''_{i-1} \cap L_{j-1}'}
\]

Moreover, for all $j \in \mathbb{Z}$, we have

\[
\sum_{k \in Z} a'_{kj} = (c_{i-1,j} + t_{i-1,j} - s_{i-1,j})
\]

(61)

\[
= \sum_{k \leq i} a'_{kj} - t_{i-1,j} + s_{i-1,j}
\]

\[
= c_{ij} - t_{i-1,j} + s_{i-1,j}.
\]

By combining (61) and (62), Condition (21) holds for $S$ and $T$. □

By (61), we actually have

\[
s_{ij} = \frac{L_{i-1}' + L_i \cap L_j'}{L_{i-1}' + L_i \cap L_{j-1}'} - \frac{L''_{i-1} \cap (L_i \cap L_j')}{L''_{i-1} \cap (L_i \cap L_{j-1}')}.
\]

Lemma 2.19. If $Z_{S,T}$ in (60) is nonempty, then $\text{ro}(S) = \alpha$ and $\text{ro}(T) = \alpha^#$ where $\alpha^#$ is defined in (20).

Proof. By definition, we have

\[
\sum_{j \in Z} s_{ij} = \sum_{j \in Z} \frac{|L_{i-1} + L_i \cap L_j'}{L_{i-1}' + L_i \cap L_{j-1}'} - \frac{L''_{i-1} \cap (L_i \cap L_j')}{L''_{i-1} \cap (L_i \cap L_{j-1}')}
\]

where the second equality follows from the observation that the sequence $(L_i'' \cap L_i + L_j'')_{j \in \mathbb{Z}}$ stabilizes to be $L_i''$ for $j \gg 0$ and to be $L_i'' \cap L_i$ for $-j \gg 0$.

Similarly, we have

\[
\sum_{j \in Z} s_{ij} = \sum_{j \in Z} \frac{|L_i \cap L_j'}{L_i \cap L_{j-1}'} - \frac{L''_{i} \cap L_i \cap L_j'}{L''_{i} \cap L_i \cap L_{j-1}'}
\]

\[
= \sum_{j \in Z} \frac{|L_i \cap L_j'}{L_i \cap L_{j-1}'} - \frac{L''_{i} \cap L_i \cap L_{j-1}'}{L''_{i} \cap L_i \cap L_{j-1}'}
\]

\[
= |L_i| = \alpha_i, \quad \forall i \in \mathbb{Z}.
\]

The lemma follows. □

The following lemma justifies the relevance of the partition $Z = \bigcup Z_{S,T}$.

Lemma 2.20. Assume $(L, L'') \in \mathcal{O}_B$ and $(L'', L') \in \mathcal{O}_A$. If $L'' \in Z_{S,T}$, then $(L, L') \in \mathcal{O}_{A_{S,T}}$. 
Proof. Suppose that \((L, L') \in \mathcal{O}_A\) with \(A' = (a'_{ij})\). We have

\[
(63) \quad a'_{ij} - a_{ij} = \left| \frac{L_i \cap L'_j}{L_i \cap L'_{j-1}} \right| - \left| \frac{L''_i \cap L'_j}{L''_i \cap L'_{j-1}} \right| - \left| \frac{L_{i-1} \cap L'_j}{L_{i-1} \cap L'_{j-1}} \right| + \left| \frac{L''_{i-1} \cap L'_j}{L''_{i-1} \cap L'_{j-1}} \right|, \quad \forall i, j \in \mathbb{Z}.
\]

By (63), (61) and the definition of \(c_{ij}\) in (59), we obtain

\[
a'_{ij} = a_{ij} + (s_{ij} - t_{ij}) - (s_{i-1,j} - t_{i-1,j}), \quad \forall i, j \in \mathbb{Z}.
\]

Therefore \(A' = A_{S,T}\). The lemma is proved. \(\square\)

Summarizing, we have established the following.

**Proposition 2.21.** Retain the assumptions in Theorem 2.2. Then we have \(e_B * e_A = \sum \#Z_{S,T} e_{A_{S,T}}\), where the sum runs over all pairs \((S, T)\) in \(\Theta_n\) subject to Condition (27), \(\text{ro}(S) = \alpha\) and \(\text{ro}(T) = \alpha^\#\), \(A - T + \check{T} \in \Theta_n\), and \(A_{S,T} \in \Xi_{n,d}\).

**Proof.** For any pair \((L, L')\) of symplectic chains, we have

\[
e_B * e_A(L, L') = \sum_{L''} e_B(L, L'')e_A(L'', L') = \sum_{L''} e_A(L'', L')
\]

\[
= \sum_{S,T} \sum_{L'' \in Z_{S,T}} e_A(L'', L') = \#Z_{S,T} e_{A_{S,T}}(L, L'),
\]

where the last equality is due to Lemma 2.20. Lemmas 2.18 and 2.19 guarantee that we can impose the conditions on \(S\) and \(T\) in the proposition. \(\square\)

2.5. **Step 2 of the proof: counting \(Z_{S,T}\).** For \(0 \leq i \leq r\), we introduce an index set \(Z(i)\) to be the subset of \(Z\) consisting of all integers \(k \in [-i-1, i]\) mod \(n\). Recall from the previous section that we fix a pair \((L, L') \in \mathcal{O}_{A_{S,T}}\). Let \(Z_{S,T}^{0,i}\) be the set of symplectic lattice chains \((L_k')_{k \in Z(i)}\) such that \(L_k'\) satisfies \(L_{k-1} \subseteq L_k' \subseteq L_{k+1}\) and the conditions (59) for all \(k \in Z(i)\). We then have the following tower of projections:

\[
Z_{S,T} \xrightarrow{\pi_r} Z_{S,T}^{0,r-1} \xrightarrow{\pi_{r-1}} Z_{S,T}^{0,r-2} \xrightarrow{\pi_{r-2}} \cdots \xrightarrow{\pi_1} Z_{S,T}^{0,0} \xrightarrow{\pi_0} \bullet
\]

where \(\pi_i(L_k')_{k \in Z(i)} = (L_k')_{k \in Z(i-1)}\) for \(0 \leq i \leq r\). We shall show that each \(\pi_i\) is of constant fiber and hence the cardinality of \(Z_{S,T}\) is a product of the cardinality of the fibers of \(\pi_i\) for \(0 \leq i \leq r\).

So we focus on computing the cardinality of the fiber of \(\pi_i\). We set

\[
Z_{S,T,i}(L^i) = \pi_i^{-1}(L^i)
\]

to be the fiber of \(L^i = (L_k')_{k \in Z(i)}\) under \(\pi_i\) for all \(0 \leq i \leq r\).

Due to the periodicity, i.e., \(eL_m = L_{m-n}\), the set \(Z_{S,T,i}(L^i)\), for \(1 \leq i \leq r\), is in bijection with the set of pairs \((L'^{0,i-1}_i, L'^i_i)\) of lattices in \(V_F\) such that

\[
\begin{align*}
L'^{0,i-1}_i & = L'^{0,i-1}_i, \quad L'^i_i + L_{i-1} \subseteq L'^i_i \subseteq L_{i+1}, \quad L_{i-2} \subseteq L'^{0,i-1}_{i-1} \subseteq L_{i-1}, \\
\text{Condition } (59) & \text{ is satisfied, } \forall j \in \mathbb{Z} \text{ and } k = -i-1, i.
\end{align*}
\]
(Here \( V_F \) is a 2d-dimensional symplectic space over \( F = \mathbb{F}_q((\varepsilon)) \).) The third condition is redundant since it is implied by the first two conditions. The first condition in (59) for \( k = -i - 1 \) is equivalent to the following condition:

\[
(59_j) \quad L''_i \cap (L_i + L_{i+1} \cap L'_j) \supseteq L''_i \cap (L_i + L_{i+1} \cap L'_{j-1}), \quad \forall j \in \mathbb{Z}.
\]

Indeed, we have

\[
(L''_i \cap (L_i + L_{i+1} \cap L'_j))^\# = L''_{i-1} + (L_{i-1} \cap (L_{i-2} + L'_{j-1}))
\]

Thus

\[
\frac{|L''_i \cap (L_i + L_{i+1} \cap L'_j)|}{|L''_i \cap (L_i + L_{i+1} \cap L'_{j-1})|} = \frac{|L''_{i-1} + L_{i-1} \cap L'_{j-1}|}{|L''_{i-1} + L_{i-1} \cap L'_{j-1}|}.
\]

The second condition of (59) for \( k = -i - 1 \) is equivalent to Condition (21) by the argument in the proof of Lemma 2.18.

So the above analysis allows us to identify \( Z^i_{S,T}(L^i) \) for \( 1 \leq i \leq r - 1 \) with the set of all lattices \( \mathcal{L} \) such that

\[
\mathcal{L}^\# \subseteq \mathcal{L}, \; L^i_{i-1} + L_{i-1} \subseteq \mathcal{L} \subseteq L_{i+1}, \; \mathcal{L} \text{ satisfies Conditions (59) and (65)} \forall j \in \mathbb{Z}.
\]

Recall that we can find a lattice \( \mathcal{M} \) such that \( L_{n-1} = \mathcal{M} \subseteq L_n \) and \( \mathcal{M}/\varepsilon \mathcal{M} \) admits a non-degenerate symplectic form over \( \mathbb{F}_q \) from that on \( V_F \) over \( F \). To a lattice \( \mathbb{L} \in V_F \), we can define \( \mathbb{L} = (\mathbb{L} \cap \mathcal{M} + \varepsilon \mathcal{M})/\varepsilon \mathcal{M} \). Thus, \( \mathbb{M}, \mathbb{L} \), and \( \mathbb{L}' \) are well defined.

Recall the notation \( Y^i_{S,T}(V, V') \) from (34). To a matrix \( M \), we write \( M_i \) for its \( i \)-th row vector. By Lemma \( \text{[LLLW]} \) Lemma 3.3.3], the assignment \( \mathcal{L} \mapsto \mathbb{L} \) defines a bijection

\[
(66) \quad Z^i_{S,T}(L^i) \rightarrow Y^i_{S_i, T_i, S'_{i-1}}(V^i, V'), \quad \forall 1 \leq i \leq r - 1,
\]

where \( V^i = (V^i_0)_{0 \leq i \leq 4}, \; V^i_1 = L^i_{i-1} + L_{i-1}, \; V^i_k = L^i_{i+k-2} \) for \( k = 2, 3 \), and \( V^i_j = \mathbb{L}'_j \) for all \( j \in \mathbb{Z} \). Observe that

\[
c_{ij}(V^i, V') = c_{i-1,j}(\mathbb{L}, \mathbb{L}') - s_{i-1,j},
\]

\[
c_{kj}(V^i, V') = c_{i+k-2,j}(\mathbb{L}, \mathbb{L'}), \quad \forall 2 \leq k \leq 3.
\]

where \( c_{kj}(L, L') \) is the \( c_{kj} \) in (59) (with \( i \) replaced by \( k \)) for the pair \( (L, L') \). So by Proposition 2.8 we have, for \( 1 \leq i \leq r - 1 \),

\[
\#Z^i_{S,T}(L^i) = q^{\sum_{j > i}(a'_{ij} - s_{i-1,j} - s_{ij})s_{i+1,j} + s_{i-1,j-1} - (a'_{i+1,j} - s_{i-1,j-1})}
\]

\[
\cdotp n(S_i, T_i, S'_{i-1}) \cdot \prod_{j \in \mathbb{Z}} \left[ a'_{ij} \right] \left[ a'_{ij} - s_{i-1,j} \right].
\]
The \( i = r \) case in (66) is excluded since we do not know if \( \mathcal{L} \) is isotropic, while in other cases it is automatically isotropic because it is contained in the isotropic subspace \( \mathcal{T}_r \). By imposing the condition that \( \mathcal{L} \) is isotropic, we have a bijection (recall (58))
\[
Z^r_{S,T}(L^r) \cong Y^{sp}_{S_r,T_r,S_{r-1}^0}(V^r, V'), \quad \text{if } r \geq 1.
\]
So by Proposition 2.14, we have, for \( r \geq 1 \),
\[
\#Z^r_{S,T}(L^r) = q^{\xi_r} n(S_r, T_r, S_{r-1}^J) \prod_{j \in \mathbb{Z}} \left[ a'_{rj} - s_{r-j} \right] \prod_{j \leq r} \left[ a'_{r+1,j} - s_{r-1-j} \right] 
\prod_{j \geq r+2} \left[ a'_{r+1,j} - s_{r-1,j} \right] \prod_{i=0}^{s_{r-1,r-1}-1} \frac{[a'_{r+1,i+1} - 2i]}{[i + 1]},
\]
where
\[
\xi_r = \sum_{j > l} (a'_{rj} - s_{r-j} - s_{rl}) + \sum_{j > l} s_{r-1-j} (a'_{r+1,j} - s_{r-1,j}) - \sum_{j > l \geq n-j} s_{r-1-j} \sum_{j > r+1} s_{r-1-j} (s_{r-1-j} - 1)/2.
\]

The remaining case is \( i = 0 \). The only difference from the other cases is that \( L^0 = \mathbb{F} \) does not play a role here. So we can identify \( Z^0_{S,T} \equiv Z^0_{S,T}(L^0) \) with the set of lattices \( \mathcal{L} \) such that
\[
L_{-1} \subseteq \mathcal{L} \subseteq L_1, \mathcal{L}^# \subseteq \mathcal{L}, \text{ and } \mathcal{L} \text{ satisfies Conditions (59)}_{j=0} \text{ and (65)}_{j=0} \text{ for } j \in \mathbb{Z}.
\]
If \( L_{-1} \subseteq \mathcal{M} \), it implies that \( \mathcal{M}^# \subseteq L_{-1}^# = L_0 \), and hence \((L_0 \cap \mathcal{M})^# = L_{-1} + \mathcal{M}^# \subseteq L_0 \). If further \( \mathcal{M}^# \subseteq \mathcal{M} \), then \((L_0 \cap \mathcal{M})^# \subseteq L_0 \cap \mathcal{M} \). On the other hand, if \((L_0 \cap \mathcal{M})^# \subseteq L_0 \cap \mathcal{M} \), we have \( \mathcal{M}^# \subseteq (L_0 \cap \mathcal{M})^# \subseteq L_0 \cap \mathcal{M} \subseteq \mathcal{M} \).

So \( Z^0_{S,T} \) is in bijection with the set of all lattices \( \mathcal{L} \) such that
\[
L_{-1} \subseteq \mathcal{L} \subseteq L_1, \quad (L_0 \cap \mathcal{L})^# \subseteq L_0 \cap \mathcal{L}, \text{ and } \mathcal{L} \text{ satisfies Conditions (59)}_{j=0} \text{ and (65)}_{j=0} \text{ for } j \in \mathbb{Z}.
\]

The symplectic form on \( V_F \) descends to a non-degenerate symplectic \( \mathbb{F}_q \)-form on \( L_0/L_{-1} = L_0/L_0^# \) (but not \( L_1/L_{-1} \)). See for example [Lu03, 0.8]. It is assumed that \( L_0 \) is of even volume, but it can be generalized to arbitrary volume; hence the volume of a lattice is defined as the volume form on \( V \) attached to the symplectic form.

With this information, the condition \((L_0 \cap \mathcal{L})^# \subseteq L_0 \cap \mathcal{L} \) is equivalent to
\[
U \subseteq L_1/L_{-1} \text{ such that } (U \cap (L_0/L_{-1}))^\perp \subseteq U \cap (L_0/L_{-1}) \text{ in } L_0/L_{-1}.
\]
So
\[
Z^0_{S,T} \equiv Y^{sp}_{S_{-1},T_{-1},S_0^J}(V^0, V') \cong Y^{sp}_{S_{-1},T_{-1},S_0^J}(V^{-1}, V'),
\]
where the last equality is due to Proposition 2.16 via \( \mathcal{L} \mapsto \mathcal{L}^# \).

Now by applying Proposition 2.14 we have
\[
\#Z^0_{S,T} = q^{\xi_0} n(S_{-1}, T_{-1}, S_0^J) \prod_{j \in \mathbb{Z}} \left[ a'_{-1,j} - s_{-1,j} \right] \prod_{j < 0} \left[ a'_{0j} - s_{0-j} \right] \prod_{j > 0} \left[ a'_{0j} - s_{0,j} \right] \prod_{i=0}^{s_{0,0}-1} \frac{[a'_{00} - 2i]}{[i + 1]},
\]
where
\[
\xi_0 = \sum_{j>l} (a'_{-1,j} - s_{-1,j}) s_{-1,l} + \sum_{j>l} s_{0,j} (a'_{0,l} - s_{0,l}) - \sum_{j>l-j} s_{0,j} s_{0,l} - \sum_{j>0} s_{0,j-1} (s_{0,j} - 1)/2.
\]

By Corollary 2.10, the term \( n(S_{-1}, T_{-1}, S'_1) \) in (71) can be replaced by \( n(S_0, T_0, S'_{-1}) \).
Hence, by (71), (67), (68) for \( r \geq 1 \), we see that all \( \pi_i \) are surjective with constant fiber, and so
\[
\#Z_{S,T} = \prod_{i=0}^{r} \#Z_{i}^{s} = q^{\xi_{s,T}} n(S, T) \left[ \frac{A_{S,T}}{S} \right]_r, \quad \forall r \geq 1.
\]

Therefore, Theorem 2.2 is proved for \( r \geq 1 \).

Now we deal the remaining case \( r = 0 \) for Theorem 2.2 which we will put \( |_{r=0} \) whenever appropriate to emphasize this special case. In this case \( Z_{S,T}|_{r=0} \) can be identified with the set of lattices such that
\[
L_{-1} \subseteq L \subseteq L_1, \quad L^\# \subseteq L \subseteq \varepsilon^1 L^\#;
\]
\( L \) satisfies Conditions (59) and (63) for \( j \in \mathbb{Z} \).

Note that the only difference of the above description of \( Z_{S,T}|_{r=0} \) from (69) is the extra condition \( L \subseteq \varepsilon^1 L^\# \) which holds automatically for the \( r \geq 1 \) case.

If \( L \) satisfies the conditions in (72), we have \( L \subseteq L_1 \cap \varepsilon^1 L^\# = \varepsilon^1(L_0^\# \cap L^\#) = \varepsilon^1(L_0 + L)^\# \). By taking \( \# \) and multiplying \( \varepsilon^{-1} \) on the first condition in (72), we get \( L_0 \subseteq \varepsilon^{-1} L^\# \), so we get \( L_0 \subseteq \varepsilon^{-1}(L_0^\# \cap L^\#) \). Hence, we have \( L_0 + L \subseteq \varepsilon^{-1}(L_0 + L)^\# \). On the other hand, if \( L_0 + L \subseteq \varepsilon^{-1}(L_0 + L)^\# \), we have \( L \subseteq L_0 + L \subseteq \varepsilon^{-1}(L_0 + L)^\# \subseteq \varepsilon^{-1} L^\# \), that is, \( L \subseteq \varepsilon^{-1} L^\# \).

So the description (72) is the same as the set of all lattices \( L \) such that
\[
L_{-1} \subseteq L \subseteq L_1, \quad (L_0 \cap L)^\# \subseteq L_0 \cap L, \quad L_0 + L \subseteq \varepsilon^{-1}(L_0 + L)^\#;
\]
\( L \) satisfies Conditions (59) and (63) for \( j \in \mathbb{Z} \).

Since \( L_1 = \varepsilon^{-1} L_0^\# \), the quotient space \( L_1/L_0 \) inherits a non-degenerate symplectic \( \mathbb{F}_q \)-form from \( V_F \). Via the descent \( \mathcal{L} \mapsto L + L_0/L_0 =: \overline{\mathcal{L}} \), the condition \( L_0 + L \subseteq \varepsilon^{-1}(L_0 + L)^\# \) is equivalent to the following condition
\[
\overline{\mathcal{L}} \text{ is isotropic in } L_1/L_0.
\]

So \( Z_{S,T}|_{r=0} \) is in bijection with the subset \( Y|_{r=0} \) of \( spY_{S_0,T_0,S'_{-1}}(V_0, V') \) in (70) defined by the above condition. The computation of \( \#Y|_{r=0} \) is similar to that of \( spY_{S_0,T_0,S'_{-1}}(V_0, V') \), i.e.,
\[
\#Z_{S,T}|_{r=0} = \#Y|_{r=0} = n(S_0, T_0, S'_{-1}) \#Y_{S'_{-1}}^{sp} \#Y_{S_0}^{sp},
\]
where \( Y_{S'_{-1}}^{sp} \) and \( spY_{S_0}^{sp} \) are auxiliary sets attached to \( spY_{S_0,T_0,S'_{-1}}(V_0, V') \). We have
\[
Y_{S'_{-1}}^{sp} = q^{\xi_{S'_{-1}}} \prod_{j<1} \left[ a'_{ij} \right] \prod_{j>1} \left[ a'_{ij} - s_{-1,-2+j} \right] \prod_{i=0}^{s_{-1,-1}} \frac{[a'_i - 2i]}{[i + 1]},
\]
where
where $\xi_{S,T} = \sum_{j<l}(a'_{ij} - s_{-i,-j})s_{-i,-l} - \sum_{j>l}>-j s_{-i,-j}s_{-i,l} - \sum_{j>1} s_{-i,-j}(s_{-i,-j} - 1)/2$. Similarly, we have

$$\#^{sp}_{s_0} = \#_{s_0}^{s_0} \prod_{j<0} \prod_{j>0} \left[ a'_{ij} - s_{0,j} \right] \prod_{i=0}^{s_{0,j} - 1} \frac{[a'_{00} - 2i]}{[i + 1]},$$

where $\xi_{S,T} = \sum_{j<l}(a'_{ij} - s_{0,j})s_{0,l} - \sum_{j>l}>-j s_{0,j}s_{0,l} - \sum_{j>1} s_{0,j}(s_{0,j} - 1)/2$. By (73)-(75), we complete the proof of the $r = 0$ case and hence complete the proof of Theorem 2.2.

3. THE QUANTUM GROUP $\hat{K}_n^\xi$ VIA THE MULTIPLICATION FORMULA

In this section, we obtain a monomial basis for the convolution algebra $\mathsf{S}_{n,d}$ based on the multiplication formula obtained in Section 2. We observe a stabilization property from this multiplication formula, which allows us to construct a limit algebra $\hat{K}_n^\xi$ for the family of convolution algebras $\{\mathsf{S}_{n,d}\}_d$. We construct a monomial basis and canonical basis for $\hat{K}_n^\xi$, as well as a surjective homomorphism from $\hat{K}_n^\xi$ to $\mathsf{S}_{n,d}$.

The index set in (6) for bases of $\mathsf{S}_{n,d}$ is used in the formulation of the multiplication formula as well as in further applications in this and later Sections.

3.1. A monomial basis of the convolution algebras. Recall $\Xi_{n,d}$ from (3) and the bijection $\mathcal{V}_{n,d} \leftrightarrow \Xi_{n,d}$ from (7). We first reformulate Theorem 2.2 using the index set $\Xi_{n,d}$. Set

$$a'_{ij} = a_{ij} + (s_{ij} + s_{-i,-j}) - (t_{ij} + t_{-i,-j}),$$

$$\xi_{A,S,T} = \sum_{-r-1 \leq i \leq r} (a'_{ij} - s_{ij})s_{ij} - \sum_{i=-r-1}^{r} \sum_{j<i} s_{ij}(s_{ij} + 1)/2$$

$$s_{-i,-j}s_{ij} - \left( \sum_{-r \leq i \leq r} s_{ij} - \sum_{2r+1 \leq j \leq r} s_{ij} \right)$$

$$\left( A_{S,T} / S \right)_b = \prod_{(i,j) \in \mathcal{J}} \left[ a'_{ij} / s_{ij} \right] \left[ a'_{ij} - s_{ij} / s_{-i,-j} \right] \prod_{i=0}^{r} \prod_{0 \leq k \leq \sum_{i=-r-1}^{r} s_{ij} - 1} \frac{[a'_{ii} - 2k - 1]}{[k + 1]}.$$

Theorem 3.1. Let $\alpha = (\alpha_i)_{i \in \mathbb{Z}} \in \mathbb{N}^\mathbb{Z}$ such that $\alpha_i = \alpha_{i+n}$ for all $i \in \mathbb{Z}$. If $A, B \in \Xi_{n,d}$ satisfy $\text{co}(B) = \text{ro}(A)$ and $B - \sum_{1 \leq i \leq n} \alpha_i E_{g+i,1}$ is diagonal, then we have

$$\left( e_B * e_A \right) = \sum_{S,T} v^{2e_k}_{A,S,T} n(S,T) \left( A_{S,T} / S \right)_b e_{A,S,T},$$

where the sum runs over all $S, T \in \Theta_n$ subject to Condition (21), $\text{ro}(S) = \alpha$ and $\text{ro}(T) = \alpha^T$, $A - T + T \in \Theta_n$, and $A_{S,T} \in \Xi_{n,d}$.

Proof. Follows by Theorem 2.2 and the bijection between $\mathcal{V}_{n,d}$ and $\Xi_{n,d}$.
We set
\[ h_{S,T} = \sum_{i \in [1,n]} a_{ij}s_{il} - \sum_{i \in [1,n]} a_{ij}t_{il} - \sum_{i \in [1,n]} a_{ij}s_{ij} + \sum_{i \in [1,n]} \alpha_i \alpha_{i-1} - \frac{1}{2} \sum_{i \in [1,n]} \alpha_{n-i} \alpha_i \]
+ \( \frac{1}{2} \sum_{i \in [1,n]} \alpha_i \alpha_{n-1-i} - 2 \sum_{i \in [1,n]} t_{ij}s_{il} - 2 \sum_{i \in [1,n]} s_{i-j} - 2 \sum_{i \in [1,n]} t_{i-j}s_{il} - 2 \sum_{i \in [1,n]} s_{i-j} - 2 \)
\[
= \sum_{i,j \in [1,n]} \sum_{l \in [1,n]} t_{ij}s_{il} + \sum_{j \in [1,n]} s_{ij} - \frac{3}{2} \sum_{j \in [1,n]} t_{0j} - \frac{3}{2} \sum_{j, r \in [1,n]} s_{r+1,j} - \frac{1}{2} \sum_{j \in [1,n]} s_{0j} \]
+ \( \frac{1}{2} \sum_{j \in [1,n]} t_{r+1,j} - \alpha_0 - \frac{1}{2} \alpha_{r+1} + \frac{1}{2} \alpha_{r+2} - s_{r+1, r+1} \) \( - \frac{1}{2} s_{00} - \frac{1}{2} t_{r+1, r+1} \).
\]

(79)

We now reformulate Theorem 3.1 in terms of the standard basis elements \([A]\).

**Theorem 3.2.** Let \( \alpha = (\alpha_i)_{i \in \mathbb{Z}} \in \mathbb{N}^\mathbb{Z} \) such that \( \alpha_i = \alpha_{i+n} \) for all \( i \in \mathbb{Z} \). If \( A, B \in \Xi_{n,d} \) satisfy \( \text{co}(B) = \text{ro}(A) \) and \( B - \sum_{1 \leq i \leq n} \alpha_i E_{\theta}^{r+i} \) is diagonal, then we have
\[
[B] \star [A] = \sum_{S,T} \nu^{S,T} n(S, T) \left[ A_{S,T} \right] \left[ A_S \right]_b \left[ A_T \right],
\]
where the sum runs over all \( S, T \in \Theta_n \) subject to Condition (21), \( \text{ro}(S) = \alpha \) and \( \text{ro}(T) = \alpha' \), \( A - T + T \in \Theta_n \), and \( A_{S,T} \in \Xi_{n,d} \).

**Proof.** By the definition of \([A]\) and Theorem 3.1, we obtain a multiplication formula as stated in the theorem, where
\[
h_{S,T} = d_{A_{S,T}} - d_A - d_B + 2\xi_{A, S, T}^b.
\]

Recall \( \xi_{A, S, T}^b \) from (76), and note that
\[
d_{A_{S,T}} - d_A - d_B = - \sum_{i \in [1,n]} a_{ij}s_{il} - \sum_{i \in [1,n]} a_{ij}t_{il} + \sum_{i \in [1,n]} \alpha_i \alpha_{i-1} - \frac{1}{2} \sum_{i \in [1,n]} \alpha_{n-i} \alpha_i
\]
+ \( \frac{1}{2} \sum_{i \in [1,n]} \alpha_i \alpha_{n-1-i} + \frac{3}{2} \sum_{j \in [1,n]} t_{0j} - \frac{1}{2} \sum_{j \in [1,n]} s_{0j} + \frac{1}{2} \sum_{j \in [1,n]} t_{r+1,j} - \frac{3}{2} \sum_{j \in [1,n]} s_{r+1,j}
\]
\[- \frac{1}{2} t_{r+1, r+1} - s_{r+1, r+1} - \alpha_0 - \frac{1}{2} \alpha_{r+1} + \frac{1}{2} \alpha_{r+2} - s_{r+1, r+1} - \frac{1}{2} s_{00} - \frac{1}{2} t_{r+1, r+1} \).
\]

Then \( h_{S,T} \) can be rewritten in the desired form by a direct calculation. \( \square \)

Define a partial order \( \leq_{\text{alg}} \) on \( \Xi_{n,d} \) in exactly the same manner as the one on \( \Xi_{n,d} \). Again, by “lower terms (than \([A']\)” , we refer to the terms \([C]\) with \( C <_{\text{alg}} A' \), \( \text{ro}(C) = \text{ro}(A') \) and \( \text{co}(C) = \text{co}(A') \).

**Proposition 3.3.** Let \( \alpha = (\alpha_i)_{i \in \mathbb{Z}} \in \mathbb{N}^\mathbb{Z} \) be such that \( \alpha_i = \alpha_{i+n} \) for all \( i \). Let \( A = (a_{ij}) \) be such that \( a_{ij} = 0 \) if \( |j - i| \geq m \) for some \( m > 1 \), \( a_{i,i+m-1} \geq a_{i-1} \) and \( a_{i,i-m+1} \geq a_{m-i-1} \) for
all $i$. Let $B \in \Xi_{n,d}$ be such that $\text{co}(B) = \text{ro}(A)$ and $B - \sum_{1 \leq i \leq n} \alpha_i E_{q^{i,i+1}}$ is diagonal. Then we have

$$[B] * [A] = [A'] + \text{lower terms},$$

where $A' = (a'_{ij})$ is given by

$$(82)\quad a'_{ij} = \begin{cases} 
0 & \text{if } |j - i| > m, \\
α_i & \text{if } |j - i| < m - 1, \\
a_{ij} + α_i & \text{if } j = i + m, \\
a_{ij} - α_{i-1} & \text{if } j = i + m - 1, \\
a_{ij} + α_{n-i} & \text{if } j = i - m, \\
a_{ij} - α_{n-i-1} & \text{if } j = i - m + 1.
\end{cases}$$

Proof. For such a given $A = (a_{ij})$, $A_{S,T}$ is a leading term if $S, T$ satisfy that

$$s_{i,i+m} = α_i, \quad t_{i,m+i} = α_{n-1-i} = s_{i-1,m-i-1}, \quad \forall i \in [0, r + 1].$$

For such $S, T$, the matrix $A_{S,T}$ is identified with $A'$ with entries given by $(82)$. It remains to determine the leading coefficient. Note that $ξ_{A,S,T} = 0, d_{A'} - d_A - d_B = 0$, and

$$n(S, T) = q^{\sum_{j>i} s_{i-j,i-1} - s_{i,j}} = 1, \quad \left[ A_{S,T} / S \right] = \prod_i \left[ a'_{i,i+m} / α_i \right] \left[ a'_{i-i-m} / s_{i,m-i} \right] = 1.$$

Hence it follows by Theorem 3.2 and $(80)$ that the coefficient for $[A']$ is 1. \hfill \square

**Theorem 3.4.** For any $A \in \Xi_{n,d}$, there exist finitely many tridiagonal matrices $B(i)$ such that

$$m'_A : \prod_{i \geq 0} [B(i)] = [A] + \text{lower terms} \in S_{n,d}^c;$$

$$m_A : \prod_{i \geq 0} \{B(i)\} = [A] + \text{lower terms} \in S_{n,d}^c.$$

Here the products are taken in a reverse order (such as $\cdots * [B(1)] * [B(0)]$ in $(83)$).

Proof. For any $A = (a_{ij}) \in \Xi_{n,d}$, fix $m \in \mathbb{N}$ such that $a_{ij} = 0$ for all $|j - i| > m$. Let $B(0) = (b_{ij})$ be a diagonal matrix such that $b_{ii} = \sum_{j=i-m}^{i+m} a_{jj}$. For any $i \in [1, m]$, we define a tridiagonal matrix $B(i)$ such that $B(i) - \sum_{1 \leq j \leq n} α_{ij} E_{q^{j,j+1}}$ is diagonal and $α_{ij} = \sum_{k=j+i-m}^{j-i-m} a_{k,j+i}$. By the property of the entries of $A$, we have $α_{i,n-j} = \sum_{k=j}^{j+i-m} a_{k,j-i}$. By Proposition 3.3, we have the identity $(83)$. Recall by definition of $\{B\}$ in Section 1.3, we have $\{B\} = [B] + \text{lower terms}$. One further checks that the products of the lower terms arising from $\{B(i)\}$ produce terms lower than $[A]$, and hence $m_A$ has the desired property. The theorem follows. \hfill \square

For each $A \in \Xi_{n,d}$, we fix one such choice of $m_A$ as given in the proof of Theorem 3.4.

**Corollary 3.5.** The set $\{m_A | A \in \Xi_{n,d}\}$ forms a basis of $S_{n,d}^c$.

We shall call the basis $\{m_A | A \in \Xi_{n,d}\}$ a monomial basis of $S_{n,d}^c$. 

3.2. Monomial basis and canonical basis of $\mathcal{K}_n$. For $A \in \text{Mat}_{Z \times Z}(\mathbb{Z})$ we set

\[ pA = A + pI, \quad \forall p \in 2\mathbb{N}, \]

where $I$ is the identity matrix. Set $\tilde{Z}_n$ to be the set of all matrices $A = (a_{ij})_{i,j \in \mathbb{Z}}$ such that $a_{ij} \in \mathbb{Z}$, for all $i \neq j$, $a_{ii} \in \mathbb{Z}$, and $\sum_{i=1}^{n} \sum_{j \in \mathbb{Z}} a_{ij}$ is finite. This is a generalization of the set $\mathbb{Z}_n := \cup_{d \in \mathbb{Z}} \mathbb{Z}_{n,d}$ by dropping the positivity condition on the diagonal entries. For any given $A \in \tilde{Z}_n$, we have $pA \in \tilde{Z}_n$ for $p \gg 0$.

For an indeterminate $v'$, we introduce a commutative ring $\mathcal{R} = \mathcal{Q}(v)[v', v'^{-1}]$. We have the following stabilization result.

**Proposition 3.6.** Suppose that $A_1, A_2, \ldots, A_l (l \geq 2)$ are matrices in $\tilde{Z}_n$ such that $\text{co}(A_i) = \text{ro}(A_{i+1})$. There exist $Z_1, \ldots, Z_m \in \tilde{Z}_n$, $G_j(v, v') \in \mathcal{R}$ and $p_0 \in \mathbb{N}$ such that

\[ [pA_1] \ast [pA_2] \ast \cdots \ast [pA_l] = \sum_{j=1}^{m} G_j(v, v^-p) [pZ_j], \quad \forall p \in 2\mathbb{N}, p \geq p_0. \]

**Proof.** The proof is essentially the same as that for [BLM90] Proposition 4.2 by using Theorem 3.2 and Theorem 3.4. For the reader’s convenience, we shall prove it for $l = 2$. We first assume that $A_1$ is a tridiagonal matrix. For any $(S, T)$ satisfying Condition (21), ro($S, T$) = $\alpha$ and ro($T$) = $\alpha'$, we set

\[ h'_{S,T} = \sum_{i \in [1,n]} a_{ii} s_i t_i - \sum_{i \in [1,n]} a_{ii} s_i t_i - \sum_{i \in [1,n]} a_{ii} s_{ii} \quad \text{and} \quad h''_{S,T} = h_{S,T} - h'_{S,T}, \]

where $h_{S,T}$ is defined in Theorem 3.2. We note that $h''_{S,T}$ remains the same when $A$ is replaced by $pA$. For such $S, T$, we define

\[ G_{S,T}(v, v') = v^{h_{S,T} n(S, T)} \prod_{(i,j) \in S} \left[ \frac{a'_{ij} - s_{ij}}{s_{ij}} \right] v^{\sum_{i \in [1,n], i > l} s_i t_i - \sum_{i \in [1,n], i < l} t_i s_i} \]

\[ \prod_{i \in [-r, -1]} \prod_{1 \leq k \leq s_{ii}} \frac{v^{2(a'_{ii} - k + 1) - 1}}{v^{2k} - 1} \prod_{i \in [0, -r - 1]} \prod_{0 < k < s_{ii} - 1} \frac{v^{2a'_{ii} - 4k} - 1}{v^{2k + 2} - 1}. \]

From Theorem 3.2 for large enough $p$, we have

\[ [pA_1] \ast [pA_2] = \sum_{S, T} G_{S,T}(v, v^-p)[pA_{S,T}]. \]

Thus the proposition holds for the case that $A_1$ is a tridiagonal matrix. We now assume that $A_1$ is an arbitrary matrix. For any $p \geq 0$, there exist tridiagonal matrices $B_1, \ldots, B_s$ such that

\[ [pB_1] \ast \cdots \ast [pB_s] = [pA_1] + \text{lower terms}. \]

By the above proof, there exist $Z_1, \ldots, Z_m$ and $G_j(v, v')$ such that

\[ [pB_1] \ast \cdots \ast [pB_s] = \sum_{j=1}^{m} G_j(v, v^-p) [pZ_j]. \]
for large enough $p$. In particular, let $A_2$ be a suitable diagonal matrix. There exist $Z'_1, \ldots, Z'_m$ and $G'_j(v, v')$ such that

\[(88) \quad [pB_1] \cdots [pB_s] = \sum_{j=1}^{m'} G'_j(v, v^{-p})[pZ'_j]\]

for large enough $p$. By comparing (88) with (86), we may assume that $Z'_1 = A_1$, $G'_1(v, v') = 1$, and $pZ'_j < pA$ for $j > 1$ and large enough $p$. Therefore,

\[ [pA_1] \ast [pA_2] = [pB_1] \ast \cdots \ast [pB_s] \ast [pA_2] - \sum_{j=2}^{m'} G'_j(v, v^{-p})[pZ'_j] \ast [pA_2] \]

By (87) and induction process, $[pA_1] \ast [pA_2]$ is of the required form. This finishes the proof for the case $l = 2$. The general case can be completed by induction. \hfill \Box

Let $A = Z[v, v^{-1}]$. We introduce an $A$-module and a $\mathbb{Q}(v)$-module
\[ \mathcal{A}K^\xi_n = \mathcal{A}\text{-span} \{ [A] \mid A \in \mathcal{E}_n \}, \quad \mathcal{K}^\xi_n = \mathbb{Q}(v) \otimes_A \mathcal{A}K^\xi_n. \]
(Here $[A]$ are just symbols.) By specialization at $v' = 1$, we have the following.

**Corollary 3.7.** Retain the assumptions in Proposition 3.6. There is a unique associative $A$-algebra structure on $\mathcal{K}^\xi_n$, without unit, where the product is given by

\[ [A_1] \cdot [A_2] \cdots [A_r] = \sum_{j=1}^{m} G_j(v, 1)[Z_j]. \]

By comparing Corollary 3.7 with Theorem 3.2, we obtain the following multiplication formula for $\mathcal{K}^\xi_n$.

**Proposition 3.8.** Let $\alpha = (\alpha_i)_{i \in \mathbb{Z}} \in \mathbb{N}^\mathbb{Z}$ such that $\alpha_i = \alpha_{i+n}$ for all $i \in \mathbb{Z}$. If $A, B \in \mathcal{E}_n$ satisfy $\text{co}(B) = \text{ro}(A)$ and $B - \sum_{1 \leq i \leq n} \alpha_i E^i_{0+j}$ is diagonal, then we have

\[ [B] \cdot [A] = \sum_{S,T} v^{h_{S,T}} n(S, T) \left[ \frac{A_{S,T}}{S} \right] \in \mathcal{K}^\xi_n, \]

where the sum runs over all $S, T \in \Theta_n$ subject to Condition (21), $\text{ro}(S) = \alpha$, $\text{ro}(T) = \alpha^T$, $A - T + \tilde{T} \in \mathcal{E}_n$, and $A_{S,T} \in \Xi_n$.

Given $A, B \in \mathcal{E}_n$, we shall denote $B \sqsubset A$ if $pB \preceq_{\text{alg}} pA$ for large enough $p \in \mathbb{N}$, $\text{co}(B) = \text{co}(A)$, and $\text{ro}(B) = \text{ro}(A)$. We write $B \sqsubset A$ if $B \sqsubset A$ and $B \neq A$. By using Proposition 3.8 and a similar argument as for Theorem 3.4, we have the following.

**Proposition 3.9.** For any $A \in \mathcal{E}_n$, there exist matrices $B(i) \in \mathcal{E}_n$ with $B(i) - \sum_{1 \leq j \leq n} \alpha_{ij} E^i_{0+j}$ being diagonal for suitable scalars $\alpha_{ij}$ such that

\[ m'_A = \prod_i [B(i)] \in [A] + \sum_{A' \sqsubset A} \mathcal{A}[A'] \]

\[ m_A = \prod_i \{B(i)\} \in [A] + \sum_{A' \sqsubset A} \mathcal{A}[A']. \]
We have the following stabilization property for the bar operator from [ELLWa Proposition 9.2.7].

**Lemma 3.10.** For any \( A \in \tilde{\Xi}_n \), there exist \( T_1, \ldots, T_m \in \tilde{\Xi}_n \), \( H_i(v, v') \in \mathcal{R} \) and \( p_0 \in \mathbb{N} \) such that

\[
\bar{v}[A] = \sum_{i=1}^{m} H_i(v, v^{-p})[T_i], \quad \forall p \geq p_0.
\]

By specializing at \( v' = 1 \), we define a \( \mathbb{Q} \)-linear map \( \bar{\cdot} : \hat{K}_n^c \to \hat{K}_n^c \) by letting \( \bar{v}[A] = v^{-j} \sum_{i=1}^{m} H_i(v, 1)[T_i] \). By Lemma 3.10, \( \bar{\cdot} \) is a ring homomorphism whose square is the identity. From Lemma 3.10, we also have \( \bar{A} = A + \text{lower terms} \), \( \forall A \in \tilde{\Xi}_n \). By using Proposition 3.9, we have \( \bar{A} = A + \sum_{C \subseteq A} A[C] \).

By a similar argument as for [BLM90, Proposition 4.7], we have the following.

**Proposition 3.11.** For any \( A \in \tilde{\Xi}_n \), there exists a unique element \( \{A\} \) in \( \hat{K}_n^c \) such that

\[
\{A\} = \{A\}, \quad \{A\} = [A] + \sum_{A' \subseteq A, A' \neq A} \pi_{A', A}[A'], \quad \pi_{A', A} \in v^{-1}\mathbb{Z}[v^{-1}].
\]

By Propositions 3.9 and 3.11, we have the following.

**Theorem 3.12.** The algebra \( \hat{K}_n^c \) possesses a monomial basis \( \{m_A | A \in \tilde{\Xi}_n\} \) and a canonical basis \( \{\{A\} | A \in \tilde{\Xi}_n\} \).

3.3. **Homomorphism from \( \hat{K}_n^c \) to \( S^c_{n,d} \).** By comparing the multiplication formulas in Theorem 3.2 and Proposition 3.8, we can establish a further connection between \( \hat{K}_n^c \) and \( S^c_{n,d} \).

Note that \( \Xi_{n,d} \subseteq \tilde{\Xi}_{n,d} \). Let \( \Psi : \hat{K}_n^c \to S^c_{n,d} \) be an \( \mathbb{Q}(v) \)-linear map defined by

\[
\Psi([A]) = \begin{cases} [A], & \text{if } A \in \Xi_{n,d}, \\ 0, & \text{otherwise}. \end{cases}
\]

**Proposition 3.13.** The map \( \Psi \) is a surjective algebra homomorphism.

*Proof.* The subjectivity follows by definition of \( \Psi \).

We show that \( \Psi \) is an algebra homomorphism. The proof is similar to that for [DF13] or that for [BKLW14, Lemma A.20]. By Proposition 3.9, it is enough to show that

\[
\Psi([B] \cdot [A]) = \Psi([B]) \Psi([A])
\]

for all tridiagonal matrices \( B \in \tilde{\Xi}_n \).

It follows by comparing multiplication formulas in Theorem 3.2 and Proposition 3.8. Equation (89) holds for \( B, A \in \Xi_{n,d} \) with \( B \) tridiagonal.

If \( A \notin \Xi_{n,d} \), then there exists \( i \in [1, n] \) such that \( a_{ii} < 0 \). By Condition (21) in Lemma 2.1. for any \( T, S \in T_n \) such that \( A_{S,T} = (a_{ij}') \in \Xi_n \), we have

\[
a_{ii}' - s_{ii} = a_{ii} + s_{-i,-j} - (t_{ij} + t_{-i,-j}) < s_{-i,-j},
\]

and hence, \( \left[ \begin{array}{c} A_{S,T} \\ S \end{array} \right] = 0 \). This implies \( \Psi([B] \cdot [A]) = 0 = \Psi([B]) \Psi([A]) \).
There exists $k \in \mathbb{Z}$ such that $a_{i_k}' - s_{i_k} < s_{i_k} < k$. Therefore, $
abla \binom{A_{S,T}}{S} = 0$ for any $T, S \in \mathcal{S}_{n,n}$.

This implies $\Psi([B] \cdot [A]) = 0 = \Psi([B])\Psi([A])$.

The proposition is proved. 

4. The algebras $\mathbb{K}_n^r$, $\mathbb{K}_n^u$ and $\mathbb{K}_q^n$

In this Section, we adapt the constructions of the monomial basis of $\mathbb{S}_{n,d}^c$ in Section 3.1 for the remaining 3 variants of convolution algebras: $\mathbb{S}_{n,d}^p$, $\mathbb{S}_{n,d}^u$, and $\mathbb{S}_{q,d}^u$. This then allows us to establish the stabilization properties and construct the corresponding limit algebras $\mathbb{K}_n^p$, $\mathbb{K}_n^u$, and $\mathbb{K}_q^n$, respectively. Monomial and canonical bases for $\mathbb{K}_n^p$, $\mathbb{K}_n^u$, and $\mathbb{K}_q^n$ are also constructed. We further establish an isomorphism $\mathbb{K}_n^p \cong \mathbb{K}_n^u$ with compatible monomial, standard and canonical bases.

4.1. Monomial and canonical bases for $\mathbb{S}_{n,d}^p$ and $\mathbb{K}_n^p$.

Recall $n = 2r + 2$ (for $r \geq 1$) is even, and $n = n - 1 = 2r + 1$.

Recall the subset $\mathbb{Z}_{n,d}^p \subset \mathbb{Z}_{n,d}$ from (11) and the subalgebra $\mathbb{S}_{n,d}^p = \mathbb{j}_r \mathbb{S}_{n,d}^c \mathbb{j}_r'$ of $\mathbb{S}_{n,d}^c$ from Section 1.4. Note the tridiagonal matrices $B$ with nonzero $(r + 1, r)$th or $(r, r + 1)$th entry are not in $\mathbb{Z}_{n,d}^p$, and so a generating set for the algebra $\mathbb{S}_{n,d}^p$ does not naively come from that for $\mathbb{S}_{n,d}^c$. Recall the matrices $E_{ij}^r$ and $E_{ij}^t$ from Section 1.2.

**Theorem 4.1.** Let $A \in \mathbb{Z}_{n,d}^p$. There exist matrices $B(i) \in \mathbb{Z}_{n,d}^p$ $(i \geq 0)$ with $B(i) - \sum_{j \in [1,n] \setminus \{r,r+1\}} c_{i,j} E_{ij}^{r+1} + c_{i,r+1} E_{ij}^{r+2}$ being diagonal (for some scalars $c_{i,j}$) such that

$$M_A^p := \prod_{i \geq 0} [B(i)] = [A] + \text{lower terms in } \mathbb{S}_{n,d}^p,$$

$$M_A^u := \prod_{i \geq 0} [B(i)] = [A] + \text{lower terms in } \mathbb{S}_{n,d}^u.$$ 

**Proof.** The construction below is inspired by a similar construction in the proof of [FL14, Theorem 6.3.1], see also [BKLW14, BLW14]. We shall work in the framework of the larger algebra $\mathbb{S}_{n,d}^c$ instead of $\mathbb{S}_{n,d}^p$.

For $A = (a_{ij}) \in \mathbb{Z}_{n,d}^p \subset \mathbb{Z}_{n,d}$, there exist matrices $B'(i)$ (as constructed in the proof of Theorem 3.4 without the prime notation) such that $B'(i) - \sum_{1 \leq j \leq n} \alpha_{ij} E_{ij}^{r+1}$ is diagonal and

$$\prod_{i \geq 0} [B'(i)] = [A] + \text{lower terms in } \mathbb{S}_{n,d}^c.$$ 

In this proof we use freely the setup and notations in the proof of Theorem 3.4. We emphasize that $B'(i)$ for $i \geq 1$ are not necessarily in $\mathbb{Z}_{n,d}^p$. 

\[ \sum_{j} a_{ij} = b_{ii} + \alpha_{i-1} + \alpha_{n-1-i}. \]
Recall from the proof of Theorem 3.4 that \( m \in \mathbb{N} \) is fixed such that \( a_{ij} = 0 \) for all \( |j - i| > m \) and \( \alpha_{ij} = \sum_{k=j+i-m}^{j} a_{k,j+i} \) (for \( i \geq 1 \)). For \( i \geq 2 \), thanks to \( a_{r+1,r+i} = 0 \) we have

\[
\alpha_{i-1,r+1} = \sum_{k=r+i-m}^{r+1} a_{k,r+i} = \sum_{k=r+i-m}^{r} a_{k,r+i} = \alpha_{i,r}.
\]

Moreover, \( \alpha_{i,r+1-i} = 0 \) for \( i \geq 1 \). For \( i \geq 1 \), we denote by \( C(i) \) (respectively, \( D(i) \)) the matrix such that \( C(i) - \sum_{r+1 \leq j \leq 3r+2-i} \alpha_{ij} E_{\theta}^{ijj+1} \) (respectively, \( D(i) - \sum_{r+1-i \leq j \leq r} \alpha_{ij} E_{\theta}^{ijj+1} \)) is a diagonal matrix and \( \text{ro}(C(i)) = \text{ro}(D(i)) \) (respectively, \( \text{co}(D(i)) = \text{co}(D(i)) \)). It follows by Proposition 3.3 that, for \( i \geq 1 \),

\[
[C(i)] \ast [D(i)] = [B'(i)] + \text{lower terms}. 
\]

We note that the decomposition in (92) is highly dependent on the condition \( \alpha_{i,r+1-i} = 0 \), and there always exists such a decomposition whenever there exists \( \alpha_{ij} = 0 \).

We set \( C(0) := B'(0) \). By Proposition 3.3 and (91), we have, for \( i \geq 0 \),

\[
[D(i+1)] \ast [C(i)] = [B(i)] + \text{lower terms},
\]

where \( B(i) \in \Xi_{n,d}^n \) satisfies that \( B(i) - \alpha_{i,r+1} E_{\theta}^{r+2} \) is a tridiagonal matrix. (It can be shown by Theorem 3.2 that \( [D(i+1)] \ast [C(i)] \in \Xi_{n,d}^n \); but we do not need this stronger fact.) Therefore, it follows by (92) and (93) that

\[
\prod_{i \geq 0} [B'(i)] = \prod_{i \geq 0} [B(i)] + L \in \mathcal{S}_{n,d}^t,
\]

where \( L \) is the product of lower terms than \( B(i) \), which is lower than the leading term in \( \prod_{i \geq 0} [B(i)] \). The theorem follows now by comparing (90) and (94).

\[\square\]

**Corollary 4.2.** The set \( \{ M_{\mathcal{A}}^n | A \in \Xi_{n,d}^n \} \) (resp., \( \{ M_{\mathcal{A}}^n | A \in \Xi_{n,d}^n \} \)) forms a basis of \( \mathcal{S}_{n,d}^n \).

We call the basis \( \{ M_{\mathcal{A}}^n | A \in \Xi_{n,d}^n \} \) the monomial basis of \( \mathcal{S}_{n,d}^n \).

Recalling \( I \) is the identity matrix, we set

\[
I^n = I - E_{r+1,r+1}, \quad pA^n = A + pI^n \quad (\forall p \in 2\mathbb{N}).
\]

We set \( \Xi_{n}^\alpha := \bigcup_d \Xi_{n,d}^\alpha \). We extend \( \Xi_{n}^\alpha \) to a larger set \( \Xi_{n}^\alpha \) by requiring the diagonal entries to be in \( \mathbb{Z} \), instead of \( \mathbb{N} \). For any given \( A \in \Xi_{n}^\alpha \), we have \( pA^n \in \Xi_{n}^\alpha \) for \( p \gg 0 \). The following stabilization is slightly different from that for \( \mathcal{K}_{n}^t \) and is similar to that in [FL14]. For the reader’s convenience, we present the construction here.

**Proposition 4.3.** Suppose that \( A_1, A_2, \ldots, A_l \in \Xi_{n}^\alpha \) (\( l \geq 2 \)) are such that \( \text{co}(A_i) = \text{ro}(A_{i+1}) \) for all \( i \). Then there exist \( Z_1, \ldots, Z_m \in \Xi_{n}^\alpha \), \( G_j(v,v') \in \mathcal{R} \) and \( p_0 \in \mathbb{N} \) such that

\[
[pA^n_1] \ast [pA^n_2] \ast \cdots \ast [pA^n_l] = \sum_{j=1}^{m} G_j(v,v^{-p})[pZ_j], \quad \forall p \in 2\mathbb{N}, p \geq p_0.
\]

**Proof:**
Thus the proposition holds for the case that $A_0$.

Parts (1) and (2) follow by the construction of the monomial basis for $\mathbb{A}$.

Theorem 4.5. Retain the assumption from Proposition 4.3. There is a unique associative algebra $\mathbb{A}$-module structure on $\mathbb{A}$. We introduce an $\mathbb{A}$-module and $\mathbb{B}(v)$-module

$$\mathbb{A} \mathbb{K}^n = \text{span}_\mathbb{A}\{[A] | A \in \mathbb{E}^n\}, \quad \mathbb{K}^n = \mathbb{B}(v) \otimes_\mathbb{A} \mathbb{K}^n.$$ 

(Here $[A]$ is just a symbol.) By specialization at $v' = 1$ in Proposition 4.3, we can define an algebra structure on $\mathbb{A} \mathbb{K}^n$ and $\mathbb{K}^n$.

Corollary 4.4. Retain the assumption from Proposition 4.3. There is a unique associative $\mathbb{B}(v)$-algebra structure on $\mathbb{K}^n$, without unit, where the product is given by

$$[A_1] \cdot [A_2] \cdots [A_r] = \sum_{j=1}^m G_j(v, 1)[Z_j].$$

The following theorem for $\mathbb{K}^n$ is a counterpart of Theorem 3.12 for the algebra $\mathbb{K}^n$.

Theorem 4.5. (1) The algebra $\mathbb{K}^n$ is generated by $[B]$, where $B \in \mathbb{E}^n$ are such that $B - \sum_{j \in [1, n] \backslash \{r, r+1\}} \alpha_j E_{\theta}^{j+j+1} - \alpha_{r+1} E_{\theta}^{r+r+2}$ is diagonal for suitable scalars $\alpha_j$.

(2) The algebra $\mathbb{K}^n$ possess a monomial basis $\{M_A^n | A \in \mathbb{E}^n\}$, and a canonical basis $\{[A] | A \in \mathbb{E}^n\}$.

(3) There exists a surjective algebra homomorphism $\Psi^n : \mathbb{K}^n \to \mathbb{S}^n_{n,d}$ such that $\Psi^n([A]) = [A]$ if $A \in \mathbb{E}_{n,d}^n$ and 0 otherwise.

Proof. Parts (1) and (2) follow by the construction of the monomial basis for $\mathbb{S}^n_{n,d}$ (Theorem 1.1) and the stabilization procedure (Proposition 4.3). Part (3) follows formally by the existence of the monomial basis with a desirable triangularity property under the bar operator (compare Proposition 3.11).
4.2. The algebras of type \( q \). The \( q \)-type is completely parallel to the \( p \)-type treated above, and so we shall be brief. Recall the subset \( \Xi_{n,d} \subseteq \Xi_{n,d} \) from \([4.1]\) and the subalgebra \( S_{n,d}^j = j_0 S_{n,d} j_0 \) of \( S_{n,d} \) from Section \([4.3]\). Recalling \( I \) is the identity matrix, we set

\[
I^j = I - E_{00}, \quad p I^j = A + p I^j \quad (\forall p \in 2\mathbb{N}).
\]

As an \( q \)-counterpart of Theorem \([4.4]\) the algebra \( S_{n,d}^j \) is generated by \([B]\), for all \( B \in \Xi_{n,d}^j \), such that \( B - \sum_{j \in \{1,n\} \setminus \{0,n-1\}} \alpha_j E_{i,j}^{j+1} - \alpha_0 E_{0,1}^{-1} \) is diagonal for some suitable scalars \( \alpha_j \). Similarly, we can construct a monomial basis \( \{M_A^j | A \in \Xi_{n,d}^j \} \) for \( S_{n,d}^j \).

Define \( \tilde{\Xi}_n^j \) in a similar manner as \( \tilde{\Xi}_n^j \). Let \( \tilde{\mathcal{K}}_n^j = \text{span}_A \{[A] | A \in \tilde{\Xi}_n^j \} \), and \( \tilde{\mathcal{K}}_n^j = \mathbb{Q}(v) \otimes_A \mathcal{A} \mathcal{K}^j_n \). Similar to Proposition \([4.3]\) we can establish a stabilization property for the algebras \( S_{n,d}^j \) as \( d \to \infty \) using \([4.5]\), and then we can use the stabilization procedure to construct an algebra structure on \( \tilde{\mathcal{K}}_n^j \) (similar to Corollary \([4.4]\)). As a \( q \)-counterpart of Theorem \([4.5]\) \( \tilde{\mathcal{K}}_n^j \) admits a monomial basis \( \{M_A^j | A \in \tilde{\Xi}_n^j \} \) and a canonical basis \( \{[A] | A \in \tilde{\Xi}_n^j \} \).

There exists a surjective algebra homomorphism \( \Psi^j : \tilde{\mathcal{K}}_n^j \to S_{n,d}^j \) such that \( \Psi^j([A]) = [A] \) if \( A \in \Xi_{n,d} \) and 0 otherwise.

### 4.3. Isomorphisms between the types \( p \) and \( q \).

The similarity between the \( p \)-type and \( q \)-type which we have seen above is not accidental and we shall establish various isomorphisms below. Let us start at the levels of convolution algebras.

To a matrix \( A \in \Xi_{n,d} \), we associate \( \tau A = (\tau a_{ij}) \) and \( \tau a_{ij} = a_{i+r+1,j+r+1} \). Clearly, sending \( A \mapsto \tau A \) defines a permutation of order 2 on \( \Xi_{n,d} \).

**Proposition 4.6.** The assignment \([A] \mapsto [\tau A] \) defines an involution \( \tau_d \) on the algebra \( S_{n,d}^j \).

**Proof.** We must show that \( \tau_d([B] * [A]) = [\tau B] * [\tau A] \) for all \( B, A \in \Xi_d \). By using the monomial basis \( M_A \) of \( S_{n,d}^j \) and by induction on \( B \) with respect to the partial order \( \leq_{\text{alg}} \), we only need to prove the equation for \( B \) such that \( B - \sum_{1 \leq i \leq n} \alpha_i E_{i,i} \) is diagonal for some \( \alpha_i \).

Note that \( d_A = d \tau A \) for all \( A \). By the multiplication formula (Theorem \([3.2]\)), it suffices to check that

\[
n(\tau S, \tau T) = n(S, T), \quad \tau A_{ST}^{\tau} = A_{ST}^{\tau}, \quad \xi^{\tau A, \tau S, \tau T} = \xi^{\tau A, S, T},
\]

where \( S, T \) are from the multiplication formula. Indeed, we have

\[
n(\tau S, \tau T) = \prod_{0 \leq i \leq r} n(\tau S_i, \tau T_i, \tau S_{r-i}^J) = \prod_{0 \leq i \leq r} n(S_{i+r+1}, T_{i+r+1}, S_{r-i}^J)
\]

\[
= \prod_{0 \leq i \leq r} n(S, T), \quad (96)
\]

where we have used Corollary \([2.10]\) and \([21]\) on the third equality.

Observe that

\[
\begin{bmatrix}
a_{i+r+1,i+r+1} & a_{i+r+1,i+r+1} - s_{i+r+1,i+r+1} \\
s_{i+r+1,j+r+1} & s_{i+r+1,j+r+1}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
a_{i-r-1,i-r-1} & a_{i-r-1,i-r-1} - s_{i-r-1,i-r-1} \\
s_{i-r-1,j-r-1} & s_{i-r-1,j-r-1}
\end{bmatrix},
\]

\[
\text{where we have used Corollary \([2.10]\) and \([21]\) on the third equality.}
\]
Observe also that sending \( (i, j) \mapsto (-i - r - 1, -j - r - 1) \) defines a permutation on the index set \( J \) in \( \left[ \frac{A_{S,T}}{S} \right]_\xi \) (see Theorem 3.2). It follows from these observations that

\[
\left[ \tau \frac{A_{S,T}}{S} \right]_\xi = \left[ \frac{A_{S,T}}{S} \right]_\xi.
\]

The equality \( c_{\xi}^h A, \tau S, \tau T = c_{\xi}^h A S, T \) follows by using the symmetries on \( A, S \) and \( T \), and the proposition is thus proved. \( \square \)

**Proposition 4.7.**

1. The automorphism \( \tau_d : S_{n,d}^i \to S_{n,d}^i \) commutes with the bar involution.

2. The involution \( \tau_d \) preserves the canonical basis, i.e., \( \tau_d \{ A \} = \{ \tau A \} \), for \( A \in \Xi_{n,d} \).

**Proof.** Let us go back to the geometric setting of Section 1. Let \( J \) be the anti-diagonal matrix of rank \( d \). Let us fix a basis for the vector space \( V \) so that the associated matrix of the symplectic form is \( \begin{pmatrix} 0 & J \\ -J & 0 \end{pmatrix} \). Let \( \sigma = \begin{pmatrix} 0 & \varepsilon J \\ J & 0 \end{pmatrix} \). For any \( u, v \in V_F \), we have

\[
(\sigma u, \sigma v)_{V_F} = -\varepsilon(u, v)_{V_F}.
\]

Hence \( \sigma \) is an element in the group \( GSp(V_F) \) of symplectic similitude with respect to the form \( (,)_F \). Note that \( GSp(V_F) \) acts on the set of symplectic lattices, and hence on \( \Xi_{n,d}^\varepsilon \).

For any \( L \in \Xi_{n,d}^\varepsilon \), we set \( \tau L = (\tau L_i)_{i \in \mathbb{Z}} \) where \( \tau L_i = \sigma(L_{i+r+1}) \) for all \( i \in \mathbb{Z} \). We have

\[
(\tau L_i, \tau L_{-i-1}) = -\varepsilon(L_{i+r+1}, L_{-i+r}) = \varepsilon(L_{i+r+1}, L^{-1}_{i+r+1}) \in \mathbb{F}_{q}[\varepsilon].
\]

Thus we have \( (\tau L_i)_\# = \tau L_{-i-1} \), i.e., \( \tau L \in \Xi_{n,d}^\varepsilon \). Hence we have defined a bijection \( \tau : \Xi_{n,d}^\varepsilon \to \Xi_{n,d}^\varepsilon \). Over the algebraic closure \( \mathbb{F}_{q}^\varepsilon \), \( \tau \) is an isomorphism of ind-varieties and the push forward \( \tau_* = \tau_* \) commutes with the Verdier duality. Since the automorphism \( \tau_d \) is the decategorified version of \( \tau_* \) and the bar involution is the decategorified version of the Verdier duality, Part (1) follows.

By Proposition 4.6 we have \( \tau_d([A]) = [\tau A] \). As the bijection on \( \Xi_{n,d} \) sending \( A \mapsto \tau A \) preserves the Bruhat ordering, it follows by definition of the canonical basis that \( \tau_d \{ A \} \) satisfies the characterization property of \( \{ \tau A \} \), and hence \( \tau_d \{ A \} = \{ \tau A \} \). \( \square \)

Recall Lusztig’s subalgebra \( U_{n,d}^{\mu} = \langle \mathfrak{t}, \mathfrak{e}, \mathfrak{f} \rangle_{0 \leq i \leq r - 1} \) and \( U_{n,d}^{\nu} = \langle \mathfrak{t}, \mathfrak{e}, \mathfrak{f} \rangle_{0 \leq i \leq r - 1} \) of \( S_{n,d}^\mu \) and \( S_{n,d}^{\nu} \), respectively, from [LLLWa] Sections 7.1 and 8.1.

**Theorem 4.8.** The involution \( \tau_d \) on the algebra \( S_{n,d}^d \) restricts to algebra isomorphisms \( \tau_d : S_{n,d}^\mu \to S_{n,d}^{\nu} \), \( \tau_d : U_{n,d}^\mu \to U_{n,d}^{\nu} \) which preserve the canonical bases. Moreover, the isomorphism \( \tau_d : U_{n,d}^\mu \to U_{n,d}^{\mu} \) gives rise to the following correspondence of generators:

\[
\mathfrak{t}_r \mapsto \mathfrak{t}_0, \mathfrak{e}_i \mapsto \mathfrak{e}_{-i}, \mathfrak{f}_i \mapsto \mathfrak{f}_{-i} \text{ and } k_{i}^{\pm 1} \mapsto k_{-i}^{\pm 1} \text{ for all } i \in \{ 0, r - 1 \}.
\]

**Proof.** It follows by Proposition 4.6 that the restriction gives rise to an algebra isomorphism \( \tau_d : S_{n,d}^\mu \to S_{n,d}^{\nu} \). A direct verification by definition shows that \( \tau_d \) sends the generators of \( U_{n,d}^\mu \) to the corresponding generators of \( U_{n,d}^{\nu} \) as stated in the proposition, and hence we have obtained an algebra isomorphism \( \tau_d : U_{n,d}^\mu \to U_{n,d}^{\mu} \).

The canonical bases are compatible with the inclusions \( S_{n,d}^\mu \subset S_{n,d}^d \) and \( S_{n,d}^{\nu} \subset S_{n,d}^d \) by the geometric definitions of these algebras. By [LLLWa] Propositions 7.3.4 and 8.2.4, the
canonical bases are also compatible with the inclusions $U^\mu_{n,d} \subset S^\mu_{n,d}$ and $U^\nu_{n,d} \subset S^\nu_{n,d}$. Hence the restrictions of $\tau_d$ still preserve the canonical bases by Proposition 4.7(2). □

It is straightforward to define an involution $\tau^a_d$ on the affine type $A$ convolution algebra $S_{n,d}$, similar to the involution $\tau_d$ on $S_{n,d}^c$. Then we have the following commutative diagram:

\[
\begin{array}{ccc}
U^\mu_{n,d} & \longrightarrow & S^\mu_{n,d} \\
\tau_d \downarrow & & \tau_d \downarrow \\
U^\nu_{n,d} & \longrightarrow & S^\nu_{n,d}
\end{array}
\]

(97)

where $j_d$ is the coideal imbedding defined in Equation (5.3.9) from [FLLLWa]. Note that the commutativity of the rightmost square can be shown by the trick of imbedding $S_{n,d}^c$ instead of $N_{n,d}$, except at $(0,0), (r+1, r+1)$ mod $n$. Let $\Xi_{n,d}^u = \{E_{q^{(r+1)r+1}}, -c_{i,j}E_{q^{r+1}} - c_{i,0}E_{q^{1}} \}$, and $\Xi_{n,d}^d = \{E_{q^{(r+1)r+1}}, -c_{i,j}E_{q^{r+1}} - c_{i,0}E_{q^{1}} \}$, for $r \geq 1$. The bijective map $\tau : \Xi_{n,d}^u \rightarrow \Xi_{n,d}^d$ can be extended to $\tilde{\tau} : \tilde{\Xi}_n^u \rightarrow \tilde{\Xi}_n^d$. Define a $\mathbb{Q}(v)$-linear map $\tau^u : \tilde{\mathcal{K}}^u_n \rightarrow \tilde{\mathcal{K}}^u_n, \quad [A] \mapsto \{\tilde{\tau} A\}$.

Theorem 4.8 on the algebra isomorphism $\tau_d : S^\mu_{n,d} \rightarrow S^\nu_{n,d}$ and the stabilization procedure in Proposition 4.3 for $\tilde{\mathcal{K}}^u_n$ (and its $\nu$-counterpart) quickly lead to the following.

**Theorem 4.9.** The map $\tau^u : \tilde{\mathcal{K}}^u_n \rightarrow \tilde{\mathcal{K}}^u_n$ is an isomorphism of algebras, which preserves the monomial and canonical bases.

4.4. Monomial and canonical bases for algebras of type $n$. Recall $n = 2r+2$, $n = n-1$, and $\eta = n - 2 = 2r$, for $r \geq 1$. Recall the subset $\Xi_{n,d}^u = \Xi_{n,d}^u \cap \Xi_{n,d}^\nu \subset \Xi_{n,d}^\nu$ from (16) and the subalgebra $S_{n,d}^u = S_{n,d}^u \cap S_{n,d}^\nu$ from Section 1. By a similar argument as that for Theorem 4.8 we have the following.

**Proposition 4.10.** Let $A \in \Xi_{n,d}^u$. There exist matrices $B(i) \in \Xi_{n,d}^u$ ($i \geq 0$) with $B(i) - \sum_{j \in \{1, n\}} E_{q^{(r+1)r+1}} - c_{i,0}E_{q^{1}} - c_{i,j}E_{q^{r+1}}$ being diagonal (for some suitable scalars $c_{i,j}$) such that

\[
\mathcal{M}^u_{A} \leftarrow \prod_{i \geq 0} [B(i)] = [A] + \text{lower terms} \in S_{n,d}^u,
\]

\[
\mathcal{M}^d_{A} \leftarrow \prod_{i \geq 0} \{B(i)\} = [A] + \text{lower terms} \in S_{n,d}^u.
\]

Let

\[
I^u = I - E_{q^{(r+1)r+1}}, \quad pA^u = A + pI^u \quad (\forall p \in \mathbb{Z}).
\]

Let $\Xi_{n,d}^u \subset \mathbb{Z}_{n,d}$ and extend it to a larger set $\tilde{\Xi}_{n,d}^u$ by requiring the diagonal entries in $\mathbb{Z}$ instead of $\mathbb{N}$, except at $(0,0), (r+1, r+1)$ mod $n$. Let $\mathcal{A}_{\tilde{\mathcal{K}}_{n,d}^u} = \text{span}_A \{A | A \in \tilde{\Xi}_{n,d}^u\}$, and $\mathcal{K}_{n,d}^u = \mathbb{Q}(v) \otimes_A \mathcal{A}_{\tilde{\mathcal{K}}_{n,d}^u}$. Similar to Proposition 4.3, we can establish a stabilization property using (98) for the algebras $S_{n,d}^u$ as $d \rightarrow \infty$, and then we can use the stabilization procedure...
to construct an algebra structure on \( \hat{\mathcal{K}}_{\eta}^n \) (similar to Corollary 4.4). We have the following \( n \)-counterpart of Theorem 4.5.

**Proposition 4.11.** (1) The algebra \( \hat{\mathcal{K}}_{\eta}^n \) is generated by \( [B] \), for \( B \in \tilde{\Xi}_{\eta}^n \) such that \( B - \sum_{j \in [1,n]\setminus\{r,r+1,0,n-1\}} c_{i,j} E_{ij}^{j+1} - c_{i,0} E_{i,1}^{r+1} - c_{i,r+1} E_{r,r+2}^r \) being diagonal for some suitable scalars \( c_{i,j} \).

(2) The algebra \( \hat{\mathcal{K}}_{\eta}^n \) admits the monomial basis \( \{ M_A \mid A \in \tilde{\Xi}_{\eta}^n \} \), and the canonical basis \( \{ \{ A \} \mid A \in \Xi_{\eta}^n \} \).

(3) There exists a surjective algebra homomorphism \( \Psi_{\eta} : \hat{\mathcal{K}}_{\eta}^n \to \mathcal{S}^n \) such that \( \Psi_{\eta}([A]) = [A] \) if \( A \in \Xi_{\eta,d}^n \) and 0 otherwise.

By restriction of the involution \( \tau_d : \mathcal{S}^n_{n,d} \to \mathcal{S}^n_{n,d} \), we obtain involutions on the convolution algebra \( \mathcal{S}^n_{n,d} \) and Lusztig algebra \( \hat{\mathcal{U}}_{\eta,d}^n \) in [FLLLWa], respectively. Thus we have the following commutative diagram, which is a variant of Diagram (97):

\[
\begin{array}{cccc}
\mathcal{U}_{\eta,d} & \longrightarrow & \mathcal{S}_{\eta,d}^n & \longrightarrow & \mathcal{S}_{n,d}^c & \longrightarrow & \mathcal{S}_{n,d} \\
\downarrow \tau_d & & \downarrow \tau_d & & \downarrow \tau_d & & \downarrow \tau_d \\
\mathcal{U}_{\eta,d} & \longrightarrow & \mathcal{S}_{\eta,d}^n & \longrightarrow & \mathcal{S}_{n,d}^c & \longrightarrow & \mathcal{S}_{n,d}.
\end{array}
\]

Similar to Theorem 4.8 and Theorem 4.9, we can establish the following.

**Proposition 4.12.** The involution \( \tau_d \) on \( \mathcal{S}^n_{n,d} \) (or \( \hat{\mathcal{U}}_{\eta,d}^n \)) preserves the standard, monomial and canonical bases. Moreover, the involution \( \tau_d \) induces an involution on \( \hat{\mathcal{K}}_{\eta}^n \), which preserves the standard, monomial and canonical bases.
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