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Abstract

In this paper, we perform Lyapunov based analysis of the loss function to derive an a priori upper bound on the settling time of deep neural networks. While previous studies have attempted to understand deep learning using control theory framework, there is limited work on a priori finite time convergence analysis. Drawing from the advances in analysis of finite-time control of non-linear systems, we provide a priori guarantees of finite-time convergence in a deterministic control theoretic setting. We formulate the supervised learning framework as a control problem where weights of the network are control inputs and learning translates into a tracking problem. An analytical formula for finite-time upper bound on settling time is computed a priori under the assumptions of boundedness of input. Finally, we prove the robustness and sensitivity of the loss function against input perturbations.

1 Introduction

Deep neural networks have seen significant developments over the past decade, with some achieving human-like performance in various machine learning tasks, such as classification, natural language processing and speech recognition. Despite the popularity of deep learning, the underlying theoretical understanding remains relatively less explored. While attempts have been made to develop deep learning theory by drawing inspiration from other related fields such as statistical learning and information theory, a comprehensive theoretical framework remains in a developing stage. Deep neural networks have been proven to perform well with an increase in the depth of the network, which consequently results in an increase in the number of parameters. Though this drastically improves the performance of the neural network, it ends up making the neural network less interpretable. The neural network can also become less conducive to mathematical analysis with increase in complexity. Other problems in deep neural networks revolve around the stability and desired convergence of the training. Since the performance of the network depends highly on the training data and the choice of the optimization algorithm, it may make the output of the network diverge for small perturbations.

Our work attempts to give finite-time convergence guarantees for training of a deep neural network by utilizing an established stabilization framework from control theory.

Existing works in deep learning theory have attempted to bridge the gap in understanding deep learning dynamics by focusing on simple models of neural networks [Saxe et al. 2013, Li and Yuan]
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This could be attributed to the fact that current state-of-the-art deep learning models are highly complex structures to analyze. Jacot et al. (2018) proves that a multilayer fully-connected network with infinite width converges to a deterministic limit at initialization and the rate of change of weights goes to zero. Saxe et al. (2013) analyzed deep linear networks and proved that these networks, surprisingly, have a rich non-linear structure. The study shows that given the right initial conditions, deep linear networks are a finite amount slower than shallow networks. Following this work, Arora et al. (2018) proves the convergence of gradient descent to global minima for networks with dimensions of every layer being full rank in dimensions. While these studies give important insights into the design of neural network architecture and the behavior of training, these results may need to be modified for the conventional deep neural networks for the convergence guarantees. Du et al. (2018) extends the work of Jacot et al. (2018) further by proving convergence for gradient descent to achieve zero training loss in deep neural networks with residual connections.

When it comes to convergence of certain state variables of a dynamical system, control theory provides a rich mathematical framework which can be utilized for analyzing the non-linear dynamics of deep learning (Liu and Theodorou, 2019). One of the early works relating deep learning to control theory was of LeCun et al. (1988), which used the concept of optimal control and formulated back-propagation as an optimization problem with non-linear constraints. Non-linear control has gained increasing attention over the past few years in the context of neural networks, especially for recurrent neural networks (Allen-Zhu et al., 2019; Xiao, 2017) and reinforcement learning (Xu et al. (2013); Gupta et al., 2019; Wang et al., 2019; Kaledin et al., 2020). A new class of recurrent neural networks, called Zhang Neural Networks (ZNN), was developed that expressed dynamics of the network as a set of ordinary differential equations and used non-linear control to prove global or exponential stability for time-varying Sylvester equation (Zhang et al., 2002; Guo et al., 2011). Li et al. (2013) introduces the sign bi-power activation function for Zhang Neural Networks (ZNN) which helps the author prove the existence of finite-time convergence property. Haber and Ruthotto (2017) presents deep learning as a parameter estimation problem of non-linear dynamical systems to tackle the exploding and vanishing gradients.

The focus of this paper is on deriving a priori guarantee of attaining finite-time convergence of training under some assumptions on inputs. A supervised learning framework is considered with arbitrary number of hidden layers. The novelty lies in the fact that the loss function is treated as a Lyapunov function. The temporal derivative of Lyapunov function is ensured to be negative definite in that it follows a particular differential inequality. The resulting training update is derived naturally as a function of time such that it ensures the convergence of Lyapunov function to zero in finite time. The weight update as a function of time is in fact defined as the control input to the neural network. The only major assumption used is that some inputs will have their magnitudes with a lower bound greater than zero. Thus the learning problem is converted into a finite time stabilization problem as studied rigorously in Bhat and Bernstein (2000). Our contributions are twofold. First, the training problem of deep learning is converted into a tracking control problem under some reasonable assumptions. Second, the synthesis of the weight update as an input to the non-linear control system, the neural network, is carried out using the concepts of finite-time stabilization. To the best of our knowledge, a guarantee of finite-time convergence is being studied for the first time for training of a general multi-layer neural network. The proposed results will enable time bound training that may be useful in real-time applications and open new opportunities in viewing the learning problem from a deterministic systems viewpoint.

The paper is organized as follows. Section 2 starts with introducing the loss function as a candidate Lyapunov function for a single neuron case and proves that this simple discriminant satisfies the conditions required for finite-time stability theorems developed in Bhat and Bernstein (2000) to be applicable. Section 2.2 then proves that a similar result extends to a multi-layer perceptron network under reasonable assumptions on the input to the layer in question. Section 2.2 also provides an extension to the case when bounded perturbations are admitted at the input that convergence guarantees are shown to hold true. In Section 3 some numerical simulations are presented for both single neuron and multi-layer perceptron cases for regression. Section 4 collects conclusions and discusses future scope.
2 Proposed algorithm for weight update

This section motivates the development of a priori bounds on settling time with certain assumptions admitted for the input. The weight update problem for supervised learning in neural networks is similar to the tracking problem of non-linear control systems. It is interesting to explore how traditional control theory extends to the realm of neural networks. We study a loss function which is similar to the usual loss functions that we encounter in machine learning. The rationale of our paper lies in defining the loss function as a candidate Lyapunov function. In turn, standard arguments of Lyapunov theorems lead to the conclusion that the mathematical problem of training neural networks can admit valid Lyapunov functions.

Section 2.1 develops the proof of convergence for the single neuron case. This simple case motivates an extension of the method to encompass loss functions for the analysis of multi-layer case.

2.1 Motivation

We start with a simplistic single neuron network. Let $x \in \mathbb{R}^n$ define the input to the network where $x = [x_1, x_2, \ldots, x_n]^\top$, $|x_i| < \alpha$, $i = 1, 2, \ldots, n$ holds true for some a priori but arbitrary scalar $\alpha \in (0, \infty)$. Since we are dealing with supervised learning, we are also provided with the target output $y^*$. The linear combination of weights $w_i$ with inputs $x_i$ is represented by $z = \sum_{i=1}^n w_i x_i + b$, where $b$ is a bias. As is usually done in defining the output behavior, $z$ is passed through a non-linear activation function, $\sigma(z)$. The following sigmoid function is chosen for defining the activation function for the present case:

$$\sigma(z) = \frac{1}{1 + e^{-\gamma}} \tag{1}$$

The output of the neural network is given by $y = \sigma(z)$. The first main concept in this paper is to treat the loss function as the candidate Lyapunov function. First, let the error in output be defined as $\bar{e} = y - y^*$. Next, consider a continuous function $E(\bar{e})$ to be a candidate Lyapunov function as follows:

$$E = |\bar{e}|^{(\alpha + 1)} \tag{2}$$

where $\alpha \in (0, 1)$ is a scalar to be chosen by the user. The second main concept in this paper is to define the temporal rate of weight as the control input to enforce the stability of the origin $\bar{e} = 0$ as $t \to \infty$. The Lyapunov function (2) is used to show that it is indeed plausible to achieve this asymptotic stability goal. Taking the temporal derivative of the candidate Lyapunov function (2) produces

$$\frac{dE}{dt} = \frac{dE}{d\bar{e}} \frac{d\bar{e}}{dy} \frac{dy}{dz} \frac{dz}{dw} \frac{dw}{dt} \tag{3}$$

which can be computed using (1) through (2) as

$$\frac{dE}{dt} = |\bar{e}|^{\alpha} \text{sign}(\bar{e}) \left( \frac{e^{-\gamma}}{1 + e^{-\gamma}} \right) (x_1 \dot{w}_1 + x_2 \dot{w}_2 + \cdots + x_n \dot{w}_n) \tag{3}$$

Define, $u_1 \triangleq \dot{w}_1$, $u_2 \triangleq \dot{w}_2$, $\ldots$, $u_n \triangleq \dot{w}_n$ and

$$u_i = -k_i \text{sign}(x_i) \text{sign}(\bar{e}) e^{\gamma} (1 + e^{-\gamma})^2, \quad i = 1, 2, \ldots, n, \tag{4}$$

where $k_i > 0$, for all $i$, are tuning parameters to be chosen by the user. It can be noted that all control inputs $u_1, u_2, \ldots, u_n$ remain bounded due to boundedness assumption of all the inputs $x_i$ and that of $e^{\gamma}$. Substituting (4) into (3) produces

$$\frac{dE}{dt} = -|\bar{e}|^{\alpha} \left( \sum_{i=1}^n k_i |x_i| \right). \tag{5}$$

Assumption 1. At least one input of all $x_i, i = 1, 2, \ldots, n$ is non-zero such that $|x_j| > \gamma > 0$ where $\gamma$ is a priori known scalar for some integers $j \in [1, n]$. 
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It can be noted that Assumption 1 is not unreasonable for most practical applications in that some inputs will always be nonzero with a known lower bound on its magnitude. First main result of the paper is in order.

**Theorem 1.** Let assumption 1 hold true and let the output of the neural network be given by \( y = \sigma(z) \). Let all the inputs \( x_i, i = 1, 2, \ldots, n \) be bounded by some a priori known scalar \( a \in (0, \infty) \) such that \( |x_i| < a \) holds true for all \( i \). Then, weight update \[ \] causes the error \( \epsilon = y - y^\star \) to converge to zero in finite time.

**Proof.** The proof of the theorem is furnished using standard Lyapunov analysis arguments. Consider \( E \) defined by \[ ] as a candidate Lyapunov function. Observing (5), it can be concluded that the right hand side of the temporal derivative of remains negative definite since it involves square terms and norm of inputs. Furthermore, (5) can be rewritten under the assumption 1 as follows:

\[
\frac{dE}{dt} \leq -k_{\text{min}} \gamma E^\beta,
\]

where \( k_{\text{min}} = \min(k_i), i = 1, 2, \ldots, n, \beta = \frac{\alpha}{\alpha + 1} \) and \( |\dot{e}|^\alpha = \left( |\dot{e}|^{\alpha + 1} \right)^{\frac{\alpha}{\alpha + 1}} = E^\beta \) has been utilized. Noting that \( E \) is a positive definite function and scalars \( k_{\text{min}} \) and \( \gamma \) are always positive, the proof is complete by applying \[ \text{[Bhat and Bernstein] 2000 Theorem 4.2}. \]

Theorem 1 provides a finite settling-time of our loss function. The upper bound on the settling time is available from \[ \text{[Bhat and Bernstein] 2000 Theorem 4.2}. \]

### 2.2 Multi Neuron Case

Consider a multi-layer perceptron with \( N \) layers where the layers are connected in a feed-forward manner \[ \text{[Bishop] 1995 Chapter 4}. \] Let \( x \in \mathbb{R}^n \) define the input to the network where \( x = [x_1 \ x_2 \ \cdots \ x_n]^\top \) and \( |x_i| < a, i = 1, 2, \ldots, n \) holds true for some a priori but arbitrary scalar \( a \in (0, \infty) \). Let \( y \in \mathbb{R}^m \) define the multi-neuron output to the network where \( y = [y_1 \ y_2 \ \cdots \ y_m]^\top \). Let \( y^\star \in \mathbb{R}^m \) define the target output values to the network where \( y^\star = [y_{1}^\star \ y_{2}^\star \ \cdots \ y_{m}^\star]^\top \). Hence, the scalar candidate Lyapunov function can be written as follows:

\[
E = E_1 + E_2 + \cdots + E_m
\]

\[
E = |\dot{e}_1|^{\alpha+1} + |\dot{e}_2|^{\alpha+1} + \cdots + |\dot{e}_m|^{\alpha+1}
\]

As is usually done in the case of feed-forward networks, consider unit \( j \) of layer \( l \) that computes its output

\[
a_j = \sum_i w_{ji} z_i,
\]

using its inputs \( z_i \) from layer \( l \) where bias parameter has been embedded inside the linear combination and \( z_j = \sigma(a_j) \), where \( \sigma \) is non-linear activation function. The aim of this section is to extend the single neuron case to a multi-neuron one. The simplest way do achieve this is to find sensitivity of \( E \) to the weight \( w_{ji} \) of a given layer \( l \), which is given by

\[
\frac{\partial E_m}{\partial w_{ji}} = \frac{\partial E_m}{\partial a_j} \frac{\partial a_j}{\partial w_{ji}}.
\]

Using standard notation \( \delta_j = \frac{\partial E}{\partial a_j} \) and using (9), the following results:

\[
\frac{\partial E_m}{\partial w_{ji}} = \delta_j z_i.
\]

It is straightforward to compute \( \delta_m \) that belongs to the output layer as follows:

\[
\delta_m = \frac{\partial E_m}{\partial a_m} = \sigma'(a_m) \frac{\partial E_m}{\partial y_m},
\]
where \( z_m \) is replaced by \( y_m \) as it is the output layer. Finally, computation of \( \delta_j \) for all hidden units is given by

\[
\delta_j = \frac{\partial E_m}{\partial a_j} = \sum_k \frac{\partial E_m}{\partial a_k} \frac{\partial a_k}{\partial a_j},
\]

(13)

where units with a label \( k \) includes either hidden layer units or an output unit in layer \( l+1 \). Combining (9), \( z_j = \sigma(a_j) \) and \( \delta_j \triangleq \frac{\partial E}{\partial a_j} \) produces

\[
\delta_j = \sigma'(a_j) \sum_k w_{kj} \delta_k.
\]

(14)

A slightly modified version of assumption 1 is required before the next main result of the paper is now presented.

**Assumption 2.** At least one input of all \( z_i, i = 1, 2, \cdots, L \) is non-zero such that \( |z_n| > \gamma > 0 \) where \( \gamma \) is a priori known scalar for some integers \( n \in [1, L] \) where \( L \) is the number of units in layer \( l \).

**Theorem 2.** Let the weight update for connecting unit \( i \) of layer \( l \) to unit \( j \) of layer \( l + 1 \) of a multi-layer neural network be given by

\[
\dot{w}_{ji} = -k_{ji} \text{sign} (\delta_j z_i) |\delta_j z_i|^{\alpha} E^{\beta},
\]

(15)

with some scalar \( \beta \in (0, 1) \) such that \( \alpha + \beta < 1 \) and \( k_{ji} > 0 \) is a tuning parameter. Then the output vector \( y \) converges to \( y^* \) in finite time.

**Proof.** Consider the candidate Lyapunov function \( E \) given by (8). The temporal derivative of the Lyapunov function is given by

\[
\dot{E} = \sum_m \dot{E}_m = \sum_m \frac{\partial E_m}{\partial w_{ji}} \dot{w}_{ji},
\]

(16)

which can be simplified using (15) and (11) as

\[
\dot{E} = -E^{\beta} \sum_m k_{ji} |\delta_j z_i|^{\alpha+1}.
\]

(17)

Using Assumption 2 it is easy to conclude that for some \( k_{\text{min}} = \min_{i,j,l} k_{ji} > 0 \), the following inequality holds true:

\[
\dot{E} \leq -k_{\text{min}} \gamma^{\alpha+1} E^{\beta}.
\]

(18)

Noting that \( E \) is a positive definite function and scalars \( k_{\text{min}} \) and \( \gamma \) are always positive, the proof is complete by applying [Bhat and Bernstein, 2000, Theorem 4.2].

**Remark 1.** It can be seen that weight update (15) (or respectively (4)) is in a feedback control form where state \( z_i \) and \( \delta_j \) (respectively \( x_i \) and \( \bar{e} \)) are being used for influencing the learning process.

### 2.3 Sensitivity to perturbations

This section considers the robustness of training of the network when inputs deviate from their nominal values. The motivation to study such a scenario stems from the need to make the learning phase of a neural network less dependent on trial and error. If a neural network converges in the training phase favourably, then it is intuitive to expect it to converge when small perturbations are considered in the test data which might deviate by a known amount from the training data. This intuitive result is proven mathematically in this section. A priori guarantees were obtained in the previous section when lower and upper bounds on the inputs are admitted. This section develops theoretical claims where the same finite settling time as that derived in the case of unperturbed inputs is proven to hold true in the case of perturbed inputs. Hence, the training problem of a deep neural network is converted into a robust control problem. The following assumption of the upper bound on the perturbation of inputs is invoked.

**Assumption 3.** There exists an a priori known constant \( M > 0 \) such that all inputs \( x_i, i = 1, 2, \cdots, N \) admit additive perturbations \( \Delta x_i \) such that

\[
|\Delta x_i| \leq M |x_i|^{\alpha},
\]

(19)

for all \( i \) where \( N \) is the number of inputs.
Theorem 3. Let assumptions 2 and 3 hold true. Let the weight update for connecting unit \( i \) of layer \( l \) to unit \( j \) of layer \( l + 1 \) of a multi-layer neural network be given by (15). Then the output vector \( y \) converges to \( y^* \) in finite time in the presence of additive perturbations \( \Delta x_n, n \in [1, L] \) if \( k_{\text{min}} > M \).

Proof. It can be seen that the perturbation is considered only in inputs. Hence all hidden layer weights are updated as done in the proof of Theorem 2. Hence, the dynamics of learning results in the following revised temporal derivative of Lyapunov function:

\[
\dot{E} = -E^\beta \sum_{m} k_{ji} |\delta_j z_i|^{\alpha+1} + \sum_{k=0}^{n} k_{1k} |\delta_k x_k|^{\alpha+1} \text{sign}(\delta_k x_k) \delta_k \Delta x_k,
\]

where \( k_{1k} \) is the gain parameter for training of all the input layer weights. The expression (20) can be simplified using Assumption 3 as follows:

\[
\dot{E} \leq -E^\beta \sum_{m} k_{ji} |\delta_j z_i|^{\alpha+1} + E^\beta \sum_{k=0}^{n} k_{1k} |\delta_k x_k|^{\alpha+1} M,
\]

\[
\leq -E^\beta \sum_{m} (k_{ji} - M) |\delta_j z_i|^{\alpha+1},
\]

where \( \delta_j z_i \) now collect inputs \( x_i \) as well. Similar to the proof of Theorem 2 (21) can be re-written by applying Assumption 2 as follows:

\[
\dot{E} \leq -(k_{\text{min}} - M) \gamma E^\beta.
\]

Since \( k_{\text{min}} > M \), the proof is complete by applying [Bhat and Bernstein, 2000, Theorem 4.2].

3 Experiments

This section presents empirical evidence for the results of the previous section thereby highlighting the importance of the proofs presented above. We observe that the Lyapunov Loss function converges more aggressively than the \( L_1 \) and \( L_2 \) loss functions. This is attributed mainly to the non-Lipschitz weight updates given by (4) and (15). Also, the time taken by the proposed loss function falls within the a priori upper bound. We also analyze the stability of convergence with respect to input perturbations.

For this, we have conducted two experiments. The first experiment pertains to the more illustrative example of single neuron case presented in Section 2.1 where we perform classification on the Iris dataset (Dua and Graff [2017]). For the last experiment, we consider the multi-layer perceptron case covered in Section 2.2 where we perform regression on the Boston Housing dataset (Harrison Jr and Rubinfeld [1978]).

Note. By test loss at epoch \( l \), we mean the loss we obtain when we feed a particular test example after the network has trained for \( l \) epochs. This gives us a good representation of how the network has progressed with respect to predicting inputs it hasn’t encountered yet.

Experimental Setup. For the above stated experiments, we have coded in Python on 4-core CPU with 32GB of RAM for training. All networks are trained on data with an 80-20 train data-test data split. The number of epochs for which the network is trained with the values of hyper-parameters is described for each case in their respective plots.

Convergence Rate for training. We consider the tasks of regression for single neuron and multi-layer perceptron networks. To demonstrate the improvement in convergence rate for the proposed Lyapunov Loss Function when compared to the traditional \( L_1 \) and \( L_2 \) loss functions, we plot the corresponding training loss with respect to time in Figure 1 and 2. The quantitative measure of when the network converges is reported in Table 1. We observe that the proposed Lyapunov loss function always converges faster than \( L_1 \) and \( L_2 \), demonstrating the results proven extensively in Section 2. Admittedly, the theoretical upper bound on settling time for single neuron and multi-layer perceptron produced by (6) and (13) are very conservative, yet it is an a priori deterministic upper bound and the aggressive learning proves to be faster than traditional loss functions in the scenarios considered here. This can be attributed to the fact that we operate in the realm of non-smooth functions which tend to be more aggressive than the smooth \( L_2 \) function we usually encounter in most learning problems.
While we can clearly observe that the loss converges to zero in finite-time for the single neuron case, the multi-neuron case settles at a value that happens to not be zero. This is because the current control framework is not equipped to handle constant bias at the current stage as only disturbances with a vanishing bound (19) are allowed. Of course, setting $\alpha = 0$ can reject all persisting disturbances Orlov [2005], but this may result in discontinuity in back propagation and may result into large numerical errors.

| Experiment          | Theoretical Upper Bound | Experimental Convergence Time |
|---------------------|-------------------------|-------------------------------|
|                     | (in seconds)            | $L_1$                        |
|                     |                         | $L_2$                        | Lyapunov Loss function |
| Single Neuron (Iris)| ~20224.17               | 0.0384                       |
| MLP (Boston Housing)| ~2.87*e^10              | 155.4587                     |
|                     |                         | 179.2681                     |
|                     |                         | 144.9205                     |

Table 1: Settling time in seconds for each experiment conducted. We compare the time taken for convergence by three different loss functions, $L_1$, $L_2$ and Lyapunov Loss function. The training conditions were similar for individual cases in the experiment.

Figure 1: Comparison of convergence with respect to time for a single neuron trained on the Iris dataset. We convert the problem into a binary classification problem by only considering inputs of two of the three classes. All networks are trained for 2100 epochs with 80 training examples and 20 test examples.

Figure 2: Comparison of convergence with respect to time for the multi-layer perceptron trained on the Boston Housing dataset. All networks are trained for 40,000 epochs to observe the convergence.

Hyperparameter Analysis and its effect on training. We will discuss the impact of different values of $\alpha$ on the training process of our neural network. For the given experiments, we tested the network
for various values of $\alpha$ ranging from 0-1. We observed that the training loss follows the proved equations as long as $\alpha \in (0.5, 0.9)$. If $\alpha$ happens to be too close to zero, the resulting control law becomes discontinuous thereby resulting in numerical instabilities owing to the fact that the current ODE solvers are unable to handle functions that are discontinuous.

![Figure 3: Depiction of the numerical instability observed when we take $\alpha = 0$. Effectively, at this point, the loss function contains a discontinuous signum function.](image)

## 4 Conclusion and Future Work

This paper studies the training of a deep neural network from the control theoretic viewpoint. In particular, the convergence of output error to a desired value is posed as a tracking control problem where weights of the network were seen as control inputs to the dynamical system. The developments naturally make use of the existing gradient methods along with an additional feedback term that accelerates the convergence of tracking error. The results are substantiated by existing results on Lyapunov analysis of finite time stable systems. The main theoretical contribution is to treat a non-quadratic loss function as the Lyapunov function while synthesizing time rate of weight as a feedback law which is a non-Lipschitz function of gradient of the loss function. Resulting performance is more aggressive in terms of convergence due to a non-Lipschitz nature of control update.

A good future scope is to convert the analysis framework from that which depends on continuous time to a more practical one that depends on epochs. This will make the presented results more accessible to a wider classes of applications. From a control theoretic viewpoint, such a conversion is rather standard, for example, when going from continuous time to a discrete time formulation. Also, the converse problem of finding the tuning parameters $k_{\text{min}}, \alpha$ and $\beta$ for given settling time can also be a very useful result.

**Broader Impact**

The results presented in this paper aim for a deterministic approach towards training a neural network. A priori guarantee in supervised learning can pave the way for new frameworks that run in real time with faster convergence. The presented algorithm can be useful in time-critical applications, such as those employed with real time operating systems. Of course, a learning framework that converges to a decision in an apriori known time can have positive impact in areas such as healthcare. However, the impact of false negatives in a more aggressive learning such as that provided by the presented developments need to be analyzed more deeply.
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