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Abstract
Medications play a vital role in medical treatment as medication non-adherence reduces clinical benefit, results in morbidity, and medication wastage. Self-declared changes in drug treatment and their reasons are automatically extracted from tweets and user reviews, helping to determine the effectiveness of drugs and improve treatment care. SMM4H 2022 Task 3 introduced a shared task focusing on the identification of non-persistent patients from tweets and WebMD reviews. In this paper, we present our participation in this task. We propose a neural approach that integrates the strengths of the transformer model, the Long Short-Term Memory (LSTM) model, and the fully connected layer into a unified architecture. Experimental results demonstrate the competitive performance of our system on test data with 61% F1-score on task 3a and 86% F1-score on task 3b. Our proposed neural approach ranked first in task 3b.

1 Introduction
User-generated contents on social media and online health forums represent a wide variety of facts, experiences, and opinions on various health topics including personal health issues, reviews on medication, side effects, and informal questions on health concerns. Shared information on social media or online health forums allows to detect users’ self-declared changes in medication. Self-declared changes include stopping a treatment, changing a dose, or forgetting to take the drugs, etc. In this work, we focus on classifying patients making changes to their medication treatments (i.e non-persistent patients) as a part of our participation in the Social Media Mining for Health (SMM4H) 2022 shared task 3 (Davy et al., 2022). This task includes two subtasks. We have to detect changes in medication treatments from tweets and WebMD reviews in subtasks 3a and 3b, respectively. WebMD is one of the top healthcare websites and an online publisher of news and information pertaining to drugs, human health and well-being. Table 1 represents some examples of persistent and non-persistent tweets and reviews from the SMM4H 2022 task 3 dataset, respectively.

| Tweet/Review | Label |
|--------------|-------|
| E#1: I broke out with a rash after starting this medication, is this normal? | Persistent |
| E#2: This medication caused me to cough a lot. Hated it. | Non-persistent |
| E#3: It’s totally normal to take a ambien on a 2 hour flight, right? | Persistent |
| E#4: I quit Lipitor all together .... | Non-persistent |

Table 1: Examples of persistent and non-persistent tweets/reviews.

The major contribution of this paper is that we propose an approach to explore the robustness of the RoBERTa (Liu et al., 2019) model with the unification of features from LSTM (Hochreiter and Schmidhuber, 1997) and a fully connected layer where RoBERTa maps the input text into meaningful embeddings effectively, LSTM captures long-term dependencies, and fully connected linear layer selects effective features to encapsulate context.

The rest of the paper describes our proposed framework, experimental details, and evaluation.

2 Proposed Framework
An overview of our proposed framework is shown in Figure 1. For a given text, we use the FLAIR (Akbik et al., 2019) framework to extract document embedding features from the transformer model RoBERTa. These features are carried out
through two different capsules. One is a stacked LSTM and the other is a simple linear layer. Then, we concatenate the features of the LSTM and linear architecture, which are then applied to a feed-forward fully-connected output layer to procure predicted labels.
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Figure 1: Proposed framework.

### 2.1 Transformer Document Embedding

Document Embedding provides an embed for the entire text. We leverage the FLAIR framework to generate document embeddings for each given text using a RoBERTa model from the Transformers (Vaswani et al., 2017) family.

**RoBERTa**: RoBERTa, a robustly optimized BERT pre-training method, is an extension to the original BERT (Devlin et al., 2018) model that trains the encoding vocabulary using larger byte-level bytes containing 50K subword units. It improves BERT by removing next-sentence prediction targets, dynamically changing mask patterns, and training the model with larger batches on more data (Liu et al., 2019).

### 2.2 Stacked LSTM

Document embedding vectors are fed into stacked long short-term memory (LSTM) capsules, as LSTMs capture long-term dependencies by storing previous information. Furthermore, stacked LSTM is an extension of the LSTM model that has multiple hidden LSTM layers, where each layer contains multiple memory cells. A stacked LSTM is utilized in order to increase capacity (Staudemeyer and Morris, 2019) and depth of the model (Graves et al., 2013). The stacked LSTM capsule generates an m-dimensional feature vector where ‘m’ is the hidden size of LSTM capsule.

### 2.3 Fully Connected Linear Layer

The document embedding vector obtained from RoBERTa is passed through a fully connected linear layer. Fully connected layers learn from high-level features and provide efficient feature representations that encapsulate the essence of a given high-level feature. An n-dimensional feature vector is produced from the document embedding vector where ‘n’ is the number of neurons of fully connected linear layer.

### 2.4 Output Layer

We concatenated the m-dimensional feature vector of the stacked LSTM capsule and the n-dimensional feature vector of the fully connected linear layer. Later, the fusion vector passes through a feed-forward fully connected linear layer operating as an output layer to obtain predicted labels. We utilize the SoftMax activation function in the output layer to normalize the features to probabilities, considering the highest probability class as the predicted label.

### 3 Experiments and Evaluations

#### 3.1 Dataset Description and Evaluation Measures

| Category          | Train | Dev  | Test |
|-------------------|-------|------|------|
| **Task 3a: tweet classification** |
| Persistent        | 5380  | 1434 | -    |
| Non-persistent    | 518   | 138  | -    |
| Total             | 5898  | 1572 | 2360 |
| **Task 3b: WebMD review classification** |
| Persistent        | 4632  | 556  | -    |
| Non-persistent    | 5746  | 741  | -    |
| Total             | 10378 | 1297 | 1297 |

Table 2: The statistics of SMM4H 2022 task 3 dataset.

The organizers of the SMM4H 2022 task 3 (Davy et al., 2022) provided a benchmark dataset that consists of two corpora: a set of tweets with imbalanced positive and negative tweets, and a set of drug reviews from WebMD.com with balanced positive and negative reviews. Persistent data is labeled with ‘0’ whereas non-persistent data is labeled with ‘1’. Table 2 shows the statistics of the used dataset.

To evaluate the performance of participants’ systems, SMM4H 2022 task 3 organizers employed...
standard evaluation metrics, including precision, recall, and F1-score for non-persistent classes, were used to evaluate the performance of the system.

### 3.2 Experimental Settings

In our CSECU-DSG system, we use the hashtag, URL, and username stripping techniques for tweets. We utilize the Huggingface (Wolf et al., 2019) transformer model RoBERTa (Liu et al., 2019) and fine-tune it with PyTorch (Paszke et al., 2019). Using the average of the top four layers, a 768-dimensional document embedding is generated from RoBERTa, which is forwarded to two stacked layers of the LSTM module and a fully connected linear architecture, yielding 1024- and 512-dimensional feature vectors, respectively. A 1536-dimensional fusion vector is generated by concatenating the output vector of the stacked LSTM and the linear architecture. Another feed-forward fully connected linear layer produces output from the 1536-dimensional fusion vector.

| Parameter & Embeddings | Settings |
|------------------------|----------|
| learning_rate          | 1e-5     |
| max_epoch              | 15       |
| batch_size             | 4        |
| anneal_factor          | 0.5      |
| patience               | 3        |
| Transformer document embeddings | "roberta-base", layer="-1,-2,-3,-4", layer_mean=True |
| LSTM                   | input_size = 768, hidden_size = 1024, num_layers = 2, bidirectional = False |
| Linear architecture    | input_size = 768, output_size = 512 |

Table 3: Model configuration and settings.

We use the FLAIR (Akbik et al., 2019) framework to implement our system. We train our system with the provided training data. We use Google Colab’s GPU and set the set_seed = 42 to generate the reproducible results. We experiment with epochs in range [4,8,12,15] with different values of patience, batch size in range [4,8], learning rate in range [1e-5, 2e-5, 2e-4, 3e-4]. For the embedding settings, we consider the last layer, the average of the last four layers in RoBERTa, LSTM hidden_size 256,512,1024, LSTM num_layers 1,2,3, and linear layer feature value 256,512. Table 3 describes the set of optimal parameters used to design our proposed model. Default settings are used for the other parameters.

### 3.3 Results and Analysis

| Category | F1-Score | Precision | Recall |
|----------|----------|-----------|--------|
| Task 3a: tweet classification |
| Dev set  | 0.6320   | 0.6489    | 0.6159 |
| Test set | 0.6082   | 0.6555    | 0.5673 |
| Test (Median) | 0.5859 | 0.6170 | 0.5577 |
| Task 3b: WebMD review classification |
| Dev set  | 0.9031   | 0.8767    | 0.9312 |
| Test set | 0.8608   | 0.8472    | 0.8748 |
| Test (Median) | 0.8432 | 0.8436 | 0.8646 |

Table 4: Results on the development and test sets.

Table 4 shows the performance of our best-performing system based on the development set and the official results on test data in the individual sub-task. Compared to the official median scores on the test set computed using the participants’ submissions, our system scored 61% and 86% F1-scores in subtasks 3a and 3b, respectively. With an 86% F1-score on WebMD review classification, we ranked first at task 3b.

### 3.4 Discussion

To qualitatively analyze the effectiveness of components utilized in our system, we perform an ablation study on the development set of task 3a and 3b. The experimental results are summarized in Table 5. The experimental result shows that the RoBERTa model performs pretty well, but combining RoBERTa with the LSTM layer increases the F1-score whereas incorporating stacked LSTM with RoBERTa brings a shrink in the F1-score. RoBERTa with LSTM and fully connected layer provides 3.37% and 0.22% growth in F1-score, in contrast, our proposed unified approach of RoBERTa, stacked LSTM, and fully connected linear architecture lead to a rise of 5.53% and 1.45% in F1-score on task 3a and 3b, respectively. Though RoBERTa with stacked LSTM lessens the F1-score, competitive performance appears for RoBERTa with stacked LSTM and fully connected layer inferring the efficacy of fusion of stacked LSTM and fully connected layer.
### Table 5: Ablation study on the development set of task 3a and 3b. The best results are highlighted in boldface.

| Method                                      | Task 3a: tweet data | Task 3b: WebMD review |
|---------------------------------------------|---------------------|------------------------|
|                                             | F1-score | Precision | Recall     | F1-score | Precision | Recall     |
| RoBERTa                                     | 0.5785   | 0.6731    | 0.5072     | 0.8886   | 0.8735    | 0.9042     |
| RoBERTa + LSTM                              | 0.5847   | 0.7041    | 0.5000     | 0.8903   | 0.8670    | 0.9150     |
| RoBERTa + Stacked LSTM                      | 0.5283   | 0.5512    | 0.5072     | 0.8830   | 0.8702    | 0.8961     |
| RoBERTa + LSTM + Fully Connected Layer      | 0.6122   | 0.7009    | 0.5435     | 0.8908   | 0.8896    | 0.8920     |
| Proposed Method: RoBERTa + Stacked LSTM + Fully Connected Layer | **0.6320** | 0.6489 | **0.6159** | **0.9031** | **0.8767** | **0.9312** |

**Figure 2: Confusion matrix of task 3a and 3b.**

**4 Error Analysis**

Figure 2 shows the confusion matrix for subtasks 3a and 3b on the development set. We observe a relatively high proportion of misclassified non-persistent tweets, while the system performs fairly well in detecting non-persistent reviews.

Further, we articulate some erroneous predictions of our system in Table 6 to look into the reasons for misclassification. The first example (E#1) expresses a person’s loftiness for not taking medicine, but our system misinterprets it as non-adherence to medication. The second example (E#2) implicitly conveys a patient’s intention to skip medication dose today and stick to it from tomorrow. Due to the implicit nature of meaning, our system fails to detect the non-adherence characteristics of the tweet. On the contrary, for WebMD review classification, sample E#3 indicates aftereffects of consuming a drug that is misapprehended by our system. The first part of the sample E#4 shows the inefficacy of a drug whereas the second part reveals the effectiveness of another drug. Owing to the contradictory meaning, our system fails to classify the review correctly. Besides, the dataset is quite imbalanced as depicted in Table 2. Therefore, an appropriate strategy to handle implicitly, brevity, ambiguity, and unusual structure of text will improve the performance of our system.

**5 Conclusion**

In this paper, we introduce an approach to identify the self-declared drug-changing information by integrating RoBERTa, LSTM, and fully connected linear layers. In the future, we intend to explore biomedical-based transformers and model ensembling to distill better feature representation.
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