Quantum mechanically driven structural-spin glass in two dimensions at finite temperature
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In magnetic materials, spins sometimes freeze into spatially disordered glassy states. Glass forming liquids or structural glasses are found very often in three dimensions. However, in two dimensions(2D) it is believed that both spin glass and structural glass can never exist at a finite temperature because they are destroyed by thermal fluctuations. Using a large-scale quantum Monte Carlo simulation, we discover a quantum-mechanically driven 2D glass phase at finite temperatures. Our platform is an Ising spin model with a quantum transverse field on a frustrated triangular lattice. How the present glass phase is formed is understood by the following three steps. First, by the interplay of geometrical frustration and quantum fluctuation, part of the spins spontaneously form an antiferromagnetic honeycomb spin-superstructure. Then, small randomness in the bond interaction works as a relevant perturbation to this superstructure and breaks it up into domains, making it a structural glass. The glassiness of the superstructure, in turn, generates an emergent random magnetic field acting on the remaining fluctuating spins and freezes them. The shape of domains thus formed depends sensitively on the quenching process, which is one of the characteristic features of glass, originating from a multi-valley free-energy landscape. The present system consists only of a single bistable Ising degree of freedom, which naturally does not become a structural glass alone nor a spin glass alone. Nevertheless, a glass having both types of nature emerges in the form of coexisting two-component glasses, algebraic structural-glass and long-range ordered spin-glass. This new concept of glass-forming mechanism opens a way to realize functional glasses even in low dimensional systems.

I. INTRODUCTION

Structural glasses are non-crystalline amorphous materials used in our daily life such as window glasses and plastics$^1$. From an academic point of view, understanding the nature of glass or glass-like behavior is a topic that attracts interest in many fields including material science, biochemistry, and information networks.

A glass phase is conceptually defined as a frozen, thermodynamically stable, and disordered configuration of particles or molecules. However, there had been a long-standing debate on whether such a phase exists or not, since it is practically impossible to exclude a possibility that the glassy state finally relaxes, namely remains unfrozen, after an enormous timescale beyond the measurements.

At the same time, it is believed that the glass phase has a multi-valley free energy landscape with enormous numbers of nearly degenerate minima. These minima represent the states having completely different configurations of particles in a continuum space, and to which minimum the equilibrated state reaches depends sensitively on quenching or cooling processes. This non-reproducibility is one of the features of glass. It can also be referred to as a non-ergodicity of dynamics. Realizing or identifying a glass defined in the above context is not easy; for example, if there is a random external potential in the system, particles are trapped in a single potential valley and freeze. However, this state cannot be regarded as glass, since there is no multi-valley in free energy, and the configuration of particles is uniquely determined by the types of potential. Although substantial theoretical progress has been made$^{1,2}$ with a successful example in a mean-field theory in infinite dimensions$^3$, identification of a structural glass phase satisfying the above-mentioned definition in realistic spatial dimensions $d = 1$ to 3, especially in $d \leq 2$, is still a big challenge.

On the other hand, there exist several studies exploring models on discrete lattices that reproduce essential features of structural glasses in a continuum space$^{4,5}$. In a model of interacting particles that can occupy lattice sites, the discrete translational invariance can be lost and the particles freeze by randomly occupying lattice sites. This freezing mimics a vitrified charge density wave, where the electron density shows an irregular spatial pattern in crystalline solids. We classify them all together as lattice-structural glass. Although there exist reports on possible experimental realizations of charge glasses in 2D organic solids$^6,7$, the existence of structural glass phase in 2D at nonzero temperatures is theoretically unlikely$^8$.

Another important type of glass in solids is a spin glass (SG) defined on periodic lattices$^9$. Historically, finding the SG in theory is as challenging as finding a structural glass transition. For the Edwards Anderson (EA) model built as an idealized platform for SG$^{10}$, there had been a controversy over fifty years. It finally converged to an overall consensus that the SG phase can exist at
finite temperature in spatial dimensions $d$ continuum and on discrete lattices are hardly realized at a nonzero temperature in 3D$^{11-20}$, whereas it is absent in 2D$^{21-24}$. Notice that if we place an on-site random magnetic field, a frozen thermodynamically stable disordered orientational configuration of spins can easily occur, which looks like a SG. We, however, exclude such state from a SG$^9$, since it does not retain the multi-valley free energy structure characteristic of the glass, similarly to the aforementioned particle system with random potential. To avoid complications, it is natural to confine ourselves to systems that originally preserve a time-reversal symmetry (TRS), or equivalently, the symmetry about turning over all the spins simultaneously. In such a case, the SG phase can be detected by the spontaneously breaking the TRS of spins in the same context that the structural glass appears by spontaneously breaking the translational symmetry of locations of particles. Notice, however, that the TRS breaking is not necessarily essential for the breaking of ergodicity in SG; it is known that the SG happens in the presence of a uniform external field at least in $d \geq 4$.$^{25-29}$ Experimentally, the SG transition is identified as a cusp in the nonlinear susceptibility together with the divergent magnetic susceptibility in materials such as dilute metallic alloy$^{34}$ and $Y_2Mo_2O_7$.$^{35}$

In this way, both structural and spin glasses defined in continuum and on discrete lattices are hardly realized at finite temperature in spatial dimensions $d \leq 2$. In three or higher dimensions, a larger contact area or coordination number of particles or spins helps them to act on each other as stable disordered mean fields necessary for the freezing, but in $d \leq 2$, glasses are easily destroyed by fluctuations. Therefore, a realization of the glass in low-spatial dimensions remains a fundamental challenge in physics. At the same time, it widens possibilities of the functionality of devices, since in lower dimensions, it is simpler to manipulate and synthesize realistic systems.

In this paper, we show numerical evidence that there can be a quantum-mechanically driven structural-spin glass (QSSG) in 2D even at finite temperatures. We choose the Ising model with a transverse field on a triangular lattice as a platform for our calculations. In this model, we introduce the bond randomness which preserves the TRS. Bond randomness is believed not to cause a 2D SG at nonzero temperatures, and further, it has no reason to cause a structural glass. However, in our quantum phase at low temperature, a behavior characteristic of glass appears.

Figures 1(a)-1(c) illustrate our central idea consisting of the following three steps: (1) When the system does not have any randomness in our model, a magnetic super-lattice honeycomb structure called the clock order is spontaneously induced by quantum fluctuations (Fig. 1(a)). (2) Next, we introduce small bond randomness. Although the TRS is preserved, it works as an emergent “on-bond random field” for the super-lattice and converts the clock order to a lattice-structural glass by accompanying a domain formation (Fig. 1(b)). (3) The lattice-structural disorder in the QSSG phase produces an effective “on-site random magnetic field” (Fig. 1(c)) which acts on the spins and generates an SG. We show that such emergent “random fields” essentially differs from an external random field in that, they realize a multi-valley minimum of free energy. Although the structural glass and SG can be hardly realized separately in 2D, when combined, they stabilize each other and form a QSSG at nonzero temperature.

We remind here that the transverse-field Ising model is not only a canonical model for quantum computer science$^{36}$, but also describes a wide class of systems or materials represented by coupled particles on a lattice; each localized particle can quantum mechanically tunnel in a bistable structure from one potential minimum to the other, such as the hydrogen bonding$^{37}$ and organic dimer ferroelectrics$^{38-40}$. The concept of QSSG may thus apply to materials other than magnets.

We end our discussion by classifying the types of glasses as shown in Fig.1(d). The conventional structural glass in continuum space is denoted as type-I. As mentioned earlier, the structural glass is also defined on a periodic lattice, which we categorize as type-II structural glass. To our knowledge, there are few established examples of type-II structural glass.

The spin/charge density waves are widely observed emergent phases of matter of electrons in solids, and when the super-lattice order of these density waves are vitrified, they become a type-II structural glass. Possible candidates would be the glassy phase of manganese oxides$^{41}$ and $\theta$-(BEDT-TTF)$_2RbZn(SCN)$_6$.$^7$. So far,
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$\sigma^\alpha = 1$, which is our energy unit. The distribution of
$J_{ij}$ reads

$$H = \sum_{\langle i,j \rangle} J_{ij} \sigma_i^x \sigma_j^x + \sum_{i=1}^{N} \Gamma \sigma_i^z, \tag{1}$$

where $\sigma_i^\alpha (\alpha = x, y, z)$ is the Pauli operator on the site $i$
in $N$-site system, and $\Gamma$ is the transverse field that flips
the spins up and down. The Ising interaction $J_{ij}$ obeys the
bond-independent uniform distribution in the range
$|J - R/2, J + R/2|$ with an antiferromagnetic mean value
$J = 1$, which is our energy unit. The distribution of
randomness in $J_{ij}$ does not have any spatial correlation.

The two characteristic energy scales of bond interac-
tions are the width of the distribution of randomness $R$
and the average of bond interactions, $J = J_{ij}$. Histori-
cally, the SG has been studied extensively in the standard
EA models (which has the same form of the Hamiltonian
$(1)$ at $\Gamma = 0$) defined on a bipartite lattice where the in-
teractions $J_{ij}$ are quenched and are randomly distributed
typically following a Gaussian distribution around the
mean value $J$ with a width $R$. The EA model is spec-
tulated to have the SG order only when the condition
$|J| \lesssim R/2$ is satisfied$^{32}$. Here, it is important to sup-
press regular magnetic orders such as the antiferromag-
netic ones to stabilize the SG, which is the reason why a
large $R/|J|$ is required on bipartite lattices.

We pursue an alternative route to realize the SG, by keeping $|J| \gg R/2$ and by introducing a geometri-
cal frustration to suppress regular magnetic orderings,

because small randomness may be more easily realized in
practical experimental conditions. A triangular lat-
tice classical antiferromagnetic Ising model $(R = \Gamma = 0$
in Eq.$(1)$) behaves paramagnetic down to zero tempera-
ture because of a geometrical frustration effect$^{53}$. This
paramagnet is strongly correlated and always satisfies
the condition of having one or two up spins on all the
triangle elements. However, this local condition is not
uniquely satisfied, and there appears a highly degener-
lowest-energy manifold of states, contributing to an
order-$N$ residual entropy. Among them, some nontrivial
types of orders can be selected when a small amount of
fluctuations is introduced, which is called the “order-by-
disorder” effect$^{54}$. The transverse field proportional to $\Gamma$
in the Hamiltonian $(1)$ works as such quantum mechan-
ic fluctuations.

Computational details to simulate Eq.$(1)$ are the fol-
lowing: we perform a continuous imaginary time quan-
tum Monte Carlo (QMC) simulation on a $N = L \times L$
cluster (see the broken lines in Fig.1(a)) for $L = 12, 18, 24, 36, 48, 60$, and for $L = 96$ for some selected
quantities, with periodic boundary conditions in both
directions$^{55}$. A random sampling of $J_{ij}$ is taken typi-
cally over 40 samples, and for each sample, more than 10
replicas are calculated. Thanks to the simplicity of the
model, the size scaling analysis can be performed up to
$N \sim \mathcal{O}(1000)$, which fulfills a criterion required to con-
clude the existence of SG phase as experienced in num-
bers of classical Monte Carlo studies$^{11-16,18,20-24}$. We
checked that the system equilibrates to a set of states
that exhibits a single peak in their energy histogram$^{56}$
(see AppendixA).

Our model has an important advantage in computa-
tional tractability. For other quantum models such as
frustrated Heisenberg models, QMC suffers a serious sign
problem, and only a few methods like exact diagonal-
ization (ED) or variational wave-function methods such
as conventional variational Monte Carlo (VMC), density
matrix renormalization group (DMRG), and tensor net-
works (TN) apply to the lattice Hamiltonians. However,
the available sizes are $N \lesssim 30$ in ED. In 2D, keeping
an aspect ratio of the cluster close to 1 is important to
pursue a proper size scaling analysis, whereas in DMRG
often a one-dimensional-like cluster is chosen in favor of
an open boundary condition with a maximal width still
being roughly 14-site. In TN and VMC, the wave func-
tions are assumed to be periodic to keep the number of
parameters amenable to practically available computer
power, and thus describing a random system remains a
challenge. Another disadvantage for DMRG and TN is
that they tend to choose a minimally entangled quan-
tum states, and a quantum entanglement beyond the area
law is hardly simulated. It is not clear whether a finite-
temperature glassy quantum state can keep the scale of
its entanglement within an area law. In contrast, the con-
ventional path integral QMC for Eq.$(1)$ with randomness,
which we employ in the present study does not cause a
sign problem and is essentially exact within the statisti-
cal error. Its computational cost scales linearly with the size $N$ so that we can afford a large-scale calculation.

The order parameter of the SG can be defined by a replica overlap,

$$q_{\alpha\beta} = \frac{1}{N} \sum_i \sigma_i^x \sigma_i^x = \frac{1}{N} \sum_i \sigma_i^{x \alpha \beta},$$

where we add another index to the spins as $\sigma_i^{x \alpha}$, meaning that it belong to an $\alpha$-th replica, and introduce a local replica overlap, $q_{i\alpha\beta} = \sigma_i^{x \alpha} \sigma_i^{x \beta}$. By preparing several replicas with the same configuration of randomness and by independently performing simulations, we take $\langle \cdots \rangle$ as the ensemble average together with the average over all choices of replicas pairs, $\alpha$ and $\beta$. One can see that if $\langle q_{\alpha\beta} \rangle \neq 0$ there is a freezing of configurations of spins. The equal imaginary-time SG susceptibility in the absence of dominant magnetic correlation defined without replicas is related to $q_{\alpha\beta}$ as

$$\chi_{SG}^0 = \frac{1}{N} \sum_{i,j=1}^{N} \langle \sigma_i^x \sigma_j^x \rangle^2 = N \langle q_{\alpha\beta}^2 \rangle. \quad (3)$$

Here, the average over samples of different random distributions, $\cdots$, are taken after $\langle \cdots \rangle$. We often abbreviate $\cdots$ for simplicity in the following. Equation (3) is applied to the standard SG phase without any competing magnetic orderings. To include the case of coexistent SG and magnetic orders, one needs to subtract the extra term coming from the finite averaged values $\langle \sigma_i^{x \alpha} \rangle \neq 0$ or $\langle q_{\alpha\beta} \rangle \neq 0$, to properly extract the fluctuation about the ordered components. In addition, the competing magnetic order is not necessarily a spatially uniform one. Taking them into account, the susceptibility needs to be redefined as

$$\chi_{SG}(k) = \frac{1}{N} \sum_{i,j=1}^{N} e^{i(k_i-r_i)} \langle (\sigma_i^x \sigma_j^x)^2 - (\sigma_i^x)^2 (\sigma_j^x)^2 \rangle \quad (4)$$

and its $k = 0$ component yields the uniform SG susceptibility,

$$\chi_{SG} = N \langle (q_{\alpha\beta}^2) - \langle q_{\alpha\beta} \rangle^2 \rangle. \quad (5)$$

Notice that we may also find $\lim_{N \to \infty} \chi_{SG}/N > 0$ for a regular(non-random) magnetic ordering. Therefore, we need to carefully exclude this possibility to conclude the presence of SG order. We will show later that the regular (not SG) order is absent in our case by examining the spin correlation function. Details of deriving Eq. (5) and other SG susceptibilities are discussed in Appendix B.

For the evaluation of Berezinskii-Kosterlitz-Thouless(BKT) phase and a magnetically ordered phase on a triangular lattice called clock phase, we introduce a sublattice magnetization, $m_{sub}$, as

$$m_{sub} = e^{i\theta} (m_A e^{i4\pi/3} + m_B e^{-i4\pi/3} + m_C)/\sqrt{3}, \quad (6)$$

where $m_{sub} \neq 0$ indicates that some sort of three-sublattice magnetic structure is present. One can distribute the magnetization to the three sublattices in an arbitrary manner. Representative ones are $(m_A, m_B, m_C) \propto (1, -1, 0)$ and $(1, 1, -1)$, which are described by $\theta = n + \frac{1}{2} \pi$ and $n \pi$ with integer-$n$. These two states are partial order and ferrimagnetic order, respectively, and the former is realized in our case. The susceptibility of the sublattice magnetization is given as

$$\chi_{sub} = L^2 \langle m_{sub}^2 \rangle/k_B T. \quad (7)$$

FIG. 2. Phase diagram of the bond random transverse Ising model, (a) plotted for $\Gamma$, $R$, and $T$, and its crosssections (b,c) at $R = 0$ and $R > 0$. Blue and red planes are the BKT transition $T_{BKT}$ and QSSG transition $T_c$, respectively. Inset: Rectangular probability distribution of random exchange interaction $J$. We determine $T_c$ from the finite size scaling exponent $\eta_{SG}$ of replica peak in Fig.5(d) and $T_{BKT}$ from the exponent $\eta$ of $\langle m_{sub}^2 \rangle$ in Fig. 3(b).
FIG. 3. (a) Square of sublattice magnetization $\langle m_{\text{sub}}^2 \rangle$ evaluated for $R = 0$ (solid lines) and $R = 0.05$ (symbols) for $L = 24, 36, 48, 60$. Finite $\langle m_{\text{sub}}^2 \rangle$ indicates the divergence of $\chi_{\text{sub}}$. (b) Exponent $\eta$ of $\langle m_{\text{sub}}^2 \rangle$ as a function of temperature for $R = 0, 0.05, 0.1, 0.15, 0.2$. The shaded region is $\eta < 1/9$ that corresponds to the clock long range order, which is not realized for $R > 0$.

### III. QUANTUM STRUCTURAL-SPIN GLASS PHASE

In this section, we first present the phase diagram in §.III A and exclude the possibility of a regular magnetic long range order in the QSSG phase in §.III B. In §.III C-E we show the calculated results to evidence the existence of QSSG in the phase diagram, and finally, we explain in §.III F how these results consistently verify Fig. 1 from a unified perspective.

#### A. Phase diagram

Our central result is shown in the phase diagram in Fig. 2 obtained from our numerical simulation. Here, we find a QSSG phase at low but finite temperatures.

Before going into the details, let us first consider two limiting cases, $\Gamma = 0$ and $R = 0$, separately to develop physical intuition. The starting point is a uniform classical Ising model, $R = \Gamma = 0$. As mentioned above, the system comprises a huge number of degenerate states and remains paramagnetic down to $T = 0$.

At $R \neq 0$, the huge degeneracy is transformed into a set of quasi-degenerate random configurations of a classical SG, but the SG is formed only at zero temperature; it is manifested in a critical divergence of the uniform susceptibility and a sublinear criticality of the specific heat toward $T = 0$ as demonstrated previously. We confirmed the absence of SG order at $T > 0$ by the classical Monte Carlo calculation in Appendix C.

If we keep $R = 0$ and introduce $\Gamma \neq 0$, a frustrated transverse Ising model is realized, whose phase diagram is shown in Fig. 2(b). The huge classical degeneracy is lifted and the three-sublattice clock order appears at $T \lesssim T_{\text{clock}}$ as is illustrated in Fig. 1(a), where a superlattice containing three sites in a unit cell labeled by A, B and C emerges. On the honeycomb lattice sites (A and B in Fig. 1(a)), spins antiferromagnetically order to gain the energy $J_{ij}$. In other words, the $z$-component of magnetizations at the sites A and B denoted by $m_A$ and $m_B$ take $m_A = -m_B = 1$ or $-1$, which are doubly degenerate because of the TRS breaking. On the other hand, the spins at the center of a hexagon (C site) align in $-x$ direction (namely, $m_C = 0$ characterized by $\langle \sigma_j^z \rangle \neq 0$) to gain the energy $\Gamma > 0$. This superstructure breaks the original translational symmetry of the triangular lattice, implying that there is a three-fold degeneracy about which the three sublattices to assign A/B/C-spins. Namely, the A-B-C configuration in Fig. 1(a) has the same energy as the configurations obtained by exchanging the locations of B and C spins or A and C spins. Then the total degeneracy of the ground state arising from the breakings of the TRS and the translational symmetry is six-fold. The long-range order of the clock phase at finite temperature in 2D is enabled by this discrete nature of the symmetry breaking. The order parameter of the phase is a square of three-sublattice magnetization, $\langle m_{\text{sub}}^2 \rangle \neq 0$, defined in Eq.(6).

The QSSG is a phase developed from the clock phase by the introduction of small bond randomness, which is the main result of this paper (see §.III C and §.III D). We show numerical evidence that the clock order is sensitively destroyed by the randomness and become glass.

At $R = 0$, it is known that the critical BKT phase emerges at $T_{\text{clock}} < T < T_{\text{BKT}}$. The number of the degeneracy remaining is six-fold, which is large enough to stabilize this critical phase originally proposed for the system with continuous symmetry such as the XY model. The BKT phase survives at $R \neq 0$, and plays a role as an underlying backbone structure of QSSG, protecting the domain structure of glass from thermal fluctuation, which we will discuss in detail in §.IV B.

#### B. Destruction of clock order by randomness

Figure 3(a) shows $\langle m_{\text{sub}}^2 \rangle$ at $R = 0$ (solid lines) and $R = 0.05$ (symbols) for several $L$. The BKT and the clock phases found in Ref.[57] are characterized by the corresponding three-sublattice susceptibility given in Eq.(7) and Appendix D, Fig. 12. Above and below $T_{\text{BKT}}$, $\chi_{\text{sub}}$ decays exponentially and algebraically, respectively, with system size $L \rightarrow \infty$. Therefore, by analyzing $\langle m_{\text{sub}}^2 \rangle \propto L^{-\eta}$ as a function of temperature, we obtain a BKT transition temperature, $T_{\text{BKT}}$, in Fig. 2(b) at which $\eta$ crosses 1/4 (see Fig. 3(b) with $R = 0$). In further lowering the temperature, $\eta$ becomes smaller than 1/9, which signals the onset of the three-sublattice long range order or a clock phase (see Ref.[57] for details).

In introducing $R > 0$, $\langle m_{\text{sub}}^2 \rangle$ coincides overall with the one at $R = 0$, except that there appears a drop in $\langle m_{\text{sub}}^2 \rangle$ at $k_B T \lesssim 0.1$. This drop indicates the break down of the clock long range order. In fact, the value of $\eta$ evaluated for $R > 0$ starts to show an upturn at low temperature, and does not go below $\eta = 1/9$ (see...
Fig. 3(b)). The upturn of \( \eta \) corresponding to the drop in \( \langle m^2_{\text{sub}} \rangle \), does not mean that the system goes back to the paramagnetic phase, but that the standard scaling of \( \eta \) breaks down. Notice that even though the clock phase disappears, the BKT transition is still present for relatively small randomness \( R \lesssim 0.15 \).

### C. Quantum spin glass susceptibility

The low-temperature phase at \( 0 < R \lesssim 0.15 \) no longer has a regular magnetic long-range order. We call this phase a QSSG. Figures 4(a) and 4(b) show the uniform SG susceptibility density (see Eq.(5)) \( \chi_{SG}/L^2 \) as a function of temperature for several different system sizes. There we directly compare the data of \( R = 0 \) and \( R = 0.05/0.2 \) in the same plot.

At \( R = 0 \), we find a gradual increase in \( \chi_{SG}/L^2 \) on decreasing temperature, which finally converges to a unique curve for all \( L \) in the clock phase at \( T \leq T_{\text{clock}} \) (see Fig. 2). Our results confirm \( \lim_{L \to \infty} \chi_{SG}/L^2 = 0 \) for \( T > T_{\text{clock}} \). In the clock phase, there exists a three-sublattice long range order of spins shown in Fig. 1(c), where A and B sublattices form an antiferromagnetic long range order, which contributes to finite \( \langle \sigma_i \sigma_j \rangle^2 \) in the thermodynamic limit, naturally yielding \( \lim_{L \to \infty} \chi_{SG}/L^2 \neq 0 \), although it is not a glass phase but a periodically ordered phase.

The intrinsic contribution of glassiness of spins to \( \chi_{SG}/L^2 \) can thus be examined by the difference between the \( R > 0 \) and \( R = 0 \) data for each \( L \). Below \( k_B T \lesssim 0.3 \), there is a significant enhancement in \( \chi_{SG}/L^2 \) attributed to the introduction of \( R \). Since the difference between \( R > 0 \) and \( R = 0 \) is larger for larger \( L \), there is an additional frozen component of spins that leads to \( \chi_{SG}(R \neq 0) - \chi_{SG}(R = 0) \propto L^2 \). At higher temperatures, all the \( R > 0 \) data smoothly extrapolates to the \( R = 0 \) slope.

At \( R = 0.05 \), \( \chi_{SG}/L^2 \) shows similar peak at \( k_B T \approx 0.06 \) for all \( L \) (see the broken line showing a \( L \to \infty \) profile). We find only a very small size dependence already at \( k_B T < 0.2 \), which is because of the nearly scale-invariant property of \( q_{\alpha \beta} \) (see Appendix E) due to the criticality of the BKT phase we discuss shortly. Contrastingly, for \( R = 0.2 \) the peak height decreases, and the peak position shifts to a higher temperature for larger \( L \), indicating that this peak disappears in the thermodynamic limit.

We also show in Fig. 4(c) the \( R \)-dependence of \( \chi_{SG}/L^2 \) for \( L = 48 \). At \( R \gtrsim 0.15 \) the peak-height decreases significantly where we no longer expect an intrinsic glassy behavior. It is consistent with the parameter range where the data in panel (b) starts to show a rapid size dependence.

### D. Replica overlap

For a precise evaluation of a glass phase, examining the behavior of a replica overlap given by Eq.(2) is useful. This quantity measures how much the two replicas, i.e. the systems with the same bond randomness but undergo different MC simulation runs, resemble each other in their spin configurations at each snapshot of MCS. If the two replicas have similar spin configuration \( q_{\alpha \beta} \) acquires a nonzero value, while if they are not alike we find \( q_{\alpha \beta} = 0 \). Therefore, the distribution function of \( q_{\alpha \beta} \) denoted as \( P(q_{\alpha \beta}) \) for \( q_{\alpha \beta} = [0,1] \) gives an information on what kind of state the system belongs to. A single peak of \( P(q_{\alpha \beta}) \) at \( q_{\alpha \beta} = 0 \) indicates that the spin configuration of the replicas do not resemble each other and the state is paramagnetic. A single peak of \( P(q_{\alpha \beta}) \) at \( q_{\alpha \beta} \neq 0 \) in the absence of disorder indicates that there is a regular long range order which has a spatially periodic structure; the clock phase at \( R = 0 \) corresponds to this case\(^{61} \). Whereas peak at \( q_{\alpha \beta} > 0 \) together with a finite \( P(q_{\alpha \beta} = 0) > 0 \) indicate the possibility that the spins are in a glass phase having a multi-valley free energy landscape; the two replicas can become either similar \((q_{\alpha \beta} \neq 0)\) or not resemble at all \((q_{\alpha \beta} = 0)\), depending on whether they belong to the same/nearby valley or not. The 3D SG of an EA model\(^{16,62,63} \) shows a continuous profile of nonzero \( P(q_{\alpha \beta}) \) ranging from \( q_{\alpha \beta} = 0 \) toward the peak at finite \( q_{\alpha \beta} \). In the replica symmetry breaking (RSB) theory, separate distinct peaks at \( q_{\alpha \beta} = 0 \) and \( \neq 0 \) is the signature of the one-step RSB\(^{64} \).

Figure 5(a) shows how \( P(q_{\alpha \beta}) \) varies with temperature at \( L = 36 \) and \( R = 0, 0.05, 0.1 \). When \( R = 0 \), there is a single peak at \( q_{\alpha \beta}^{\text{peak}} \neq 0 \) that indicates the three-sublattice correlation, which shifts from \( q_{\alpha \beta}^{\text{peak}} \sim 0.55 \) to smaller values at higher temperature. When \( R = 0.05/0.1 \) there appears another peak at \( k_B T \lesssim 0.06/0.1 \) at around \( q_{\alpha \beta} \sim 0 \).

To see whether these peaks sustain in the thermodynamic limit, we plot in Fig. 5(b) the size dependence for those in the clock phase \((R, k_BT) = (0.02,0)\), QSSG phase \((0.05,0.04)\) and critical or paramagnetic phases at \( R = 0.05 \) and \( k_BT = 0.1, 0.2, 0.4 \). In both the clock and QSSG phases, the peak at \( q_{\alpha \beta}^{\text{peak}} \sim 0.55 \) remain robust and develops with increasing \( L \). The peak at \( q_{\alpha \beta} \sim 0 \) is small but also keeps a finite weight almost independent of \( L \). Therefore, according to the standard definition, the QSSG phase is a SG phase.

The two peak structures can generally occur when there is phase separation, or a metastable excited state coexisting with the magnetically ordered ground state. We checked numerically that such a possibility is excluded; in Appendix A, the energy distribution of the QMC simulation shows a sharp single peak that exactly extrapolates to the \( \delta \)-function at \( L \to \infty \), indicating that QSSG is a uniform thermodynamic phase. Generally, metastability is observed in the vicinity of the first-order transition in glass-forming liquids, while here, the first-order transition is absent.

Figure 5(c) shows \( P(q_{\alpha \beta}) \) for a strong randomness, \( R = 0.2 \). The peak at \( q_{\alpha \beta}^{\text{peak}} \) tends to disappear at large \( L \) for both \( k_BT = 0.04 \) and 0.16 and we find a gradual
FIG. 4. Uniform SG susceptibility density $\chi_{SG}/L^2$ for several system sizes $L$ at $\Gamma = 0.4$. In general, $\chi_{SG}/L^2 > 0$ for $L \to \infty$ indicates a finite SG order parameter. (a) Comparison between the results at $R = 0$ (lower five data points with solid lines) and $R = 0.05$ (upper five data) for $L = 24, 36, 48, 60, 96$. Broken line at $k_B T < 0.1$ is obtained as a $L \to \infty$ data from the size scaling for $R = 0.05$. (b) Size dependence at $R = 0.2$ (together with $R = 0$ data in solid lines). (c) Comparison of $R = 0, 0.05, 0.1, 0.15, 0.2$ data for $L = 48$. Arrows indicate the approximate peak positions.

FIG. 5. (a,b,c) Distribution of the replica overlap $P(q_{\alpha\beta})$. In panel (a) the variation of peaks at different temperatures $k_B T = 0.02 - 0.2$ is examined for $R = 0, 0.05$, and 0.1 inside the QSSG phase at $L = 36$. The top two panels in (b) shows the size dependences of $P(q_{\alpha\beta})$ for $(R, k_B T) = (0, 0.02)$ inside the clock ordered phase, and $(0.05, 0.04)$ in the QSSG phase. In the lower three panels, the ones at $R = 0.05$ and at higher temperature region $k_B T = 0.1, 0.2, 0.4$ are shown for comparison. Panel (c) shows $P(q_{\alpha\beta})$ at $(R, k_B T) = (0.2, 0.04)$ and $(0.2, 0.16)$ both in the paramagnetic phase for comparison. The color notation is the same as panel (b). (d) $1/L$-dependence of the peak position of $P(q_{\alpha\beta})$ at around $q_{\alpha\beta} \approx 0.55$ at $R = 0.05$ for different temperatures. Solid lines are the results fitted in powers as, $(1/L)^{\eta_{SG}/2}$. At $k_B T \geq 0.07$, the peak position approaches zero in the thermodynamic limit, while in the QSSG phase ($k_B T = 0.04$) the peak sustains its nonzero position within the error. (e) Power $\eta_{SG}$ evaluated at temperatures above the QSSG phase are shown as a function of $k_B T$ for several $R \neq 0$ with offsets. When $\eta_{SG}$ reaches zero, the peak position does not change with $L$, which marks the transition temperature $T_c$ to the QSSG phase. The linear fit of $\eta_{SG}$ shown in solid lines is used to evaluate $T_c$ indicated by arrows.
the values of $T_c$ phase, which agrees well with the peak temperature of $L$ for $QSSG$; it is $[I]$ the long-range SG order at finite temperature in 2D, and $[II]$ the spatially uniform coexistence of two distinct glasses which we discuss in the following.

In the paramagnetic phases the peak position $q_{\alpha\beta}^\text{peak}$ gradually shifts toward zero with increasing $L$, which can be analyzed as in Figs. 5(d) and 5(e); we fit the obtained data according to $q_{\alpha\beta}^\text{peak} \propto L^{-\eta_{SG}/2}$, and plot $\eta_{SG}$ as a function of temperature for different $R$'s. They behave linearly with $k_B T$ over a wide temperature range. One can extract $T_c$ for each $R$ that gives $\eta_{SG} = 0$ (arrows in Fig. 5(e)), the temperature at which the peak position does not change with $L$. We show the results for the values of $T_c$ in the phase diagrams in Fig. 2. This temperature can be recognized as the onset of the QSSG phase, which agrees well with the peak temperature of $\chi_{SG}/L^2$.

E. Correlation ratio

As one of the standard ways to identify the phase transition, we introduce a correlation ratio given as

$$C_R(k) = \frac{\chi_{SG}(k + dk)/\chi_{SG}(k)},$$

where $k + dk$ is the nearest neighbor wave number from $k$ of a finite cluster with $dk = 2\pi/L$. It quantifies how sharp the peak of the structure factor of $q_{\alpha\beta}$ at $k$ is, and is known as a good measure to pin down the continuous phase transition point$^{65}$. If the long range order of $q_{\alpha\beta}$ characterized by the $\delta$-function Bragg peak is expected, we find $C_R(0) \rightarrow 0$, while it approaches 1 if the long-range order associated with $q_{\alpha\beta}$ is absent. It was shown that $C_R$ exhibits crossings among different $L$'s at the standard second-order transition, and the $L$-dependence of the crossing point is small, implying that the transition point can be identified for a calculation with relatively small $L$. However, our system does not exhibit a second order transition but a BKT transition. In the critical BKT phase, $C_R$ behaves nearly $L$-independent. (see Appendix E for the formulation support.)

There are two peaks in $\chi_{SG}(k)$ at $k = 0$ and $k = Q = (\pm \pi/2, \pm \pi/2)$; the hight of the former is 2-4 times the latter. Figures 6(a) and 6(b) show $C_R(0)$ and $C_R(Q)$ when $R = 0.05$. In the BKT phase at $T_c < T < T_{BKT}$, the $L$-dependence is almost lost for $L \geq 48$ (see the right-inset of Fig. 6(a)). For the temperature dependence, we see a nearly linear line approaching $C_R(0) \rightarrow 0$ at $T \rightarrow +T_c$, which signals the phase transition point from the BKT to the QSSG phase. Meanwhile, $C_R(Q)$ remains finite down to zero temperature. The opposite behavior is found for the clock phase at $R = 0$ shown in Figs. 6(c) and 6(d). $C_R(Q) \rightarrow 0$ at $T \rightarrow +T_{clock}$ whereas $C_R(0)$ remains finite down to $T = 0$.

At $T < T_c$ we find a slight upturn of $C_R(0)$ which shows a clear $L$-dependence. This is another clear sign of QSSG transition. Still, the QSSG phase has a SG order because $\lim_{L \rightarrow \infty} C_R \rightarrow 0$ (see the right-inset of Fig. 6(a)). When the system enters a different phase from the BKT phase, the scale-free character is lost, which is observed both at $T < T_c$ and $T > T_{BKT}$. The similar behavior is observed in other models exhibiting multi-BKT transitions$^{66}$.

F. Unveiling unified understanding from the SG quantities

The essential feature of QSSG is that it is built from two types of degrees of freedom. The two degrees of freedom emerge from the single spin degrees of freedom and distribute uniformly in space (see Fig. 1), and with the aid of quenched randomness, cooperatively generate two distinct glasses which we discuss in the following.

We first summarize the list of our conclusions on the QSSG: it is $[I]$ the long-range SG order at finite temperature in 2D, and $[II]$ the spatially uniform coexistence of
the two-component glasses: one component is a rigidly long-range ordered SG and the other is the algebraic structural-glass which is characterized by an anomalous power-law decay of SG correlation on top of the former long-range order. Such coexistence of long-range order and the algebraic correlation in a spatially uniform phase has never been observed in nature.

Now, we relate [I] and [II] to the supporting numerical results. We perform the standard analysis on three quantities. The first quantity is the distribution function $P(q_{\alpha\beta})$ of the replica overlap, Eq.(2). If the nonzero probability of the overlap exists, it is indicative of freezing of spins and further if the nonzero probability occurs at both zero and nonzero $q_{\alpha\beta}$, it evidences a SG order. The second quantity is the wavenumber-dependent connected SG susceptibility $\chi_{SG}(k)$, Eq.(4). If $\chi_{SG}(k=0)/N$ remains nonzero in the thermodynamic limit, it is another evidence of the SG order. These two quantities must be consistent with each other. The third evidence of the SG order can be obtained from the correlation ratio $C_R$, Eq.(8). If the long-range order of the associated susceptibility exists, it converges to zero in the thermodynamic limit. At the continuous transition point, $C_R$ crosses at a finite value for all the asymptotically large system sizes: in the ordered phase $C_R$ decreases with increasing $L$ while it increases in the non-ordered phase. The crossing point does not move already from very small system sizes. Note that $C_R$ is then a scale-invariant quantity.

By using these three quantities, we have shown the following numerical results.

(1) There exists nonzero critical temperature $T_c$, below which two peaks appear in $P(q_{\alpha\beta})$ at $q_{\alpha\beta} \sim 0.55$ and $q_{\alpha\beta} = 0$. Based on the following (4)-(6) we conclude that they are the spatially uniform coexistence of the SG-ordered component and the algebraically-decaying component, respectively.

(2) At $T \lesssim T_c$, we find $\lim_{N \to \infty} \chi_{SG}(k=0)/N > 0$, signaling the SG long-range order. It slightly drops with further decreasing temperature from $T_c$ but remains nonzero.

(3) At $T < T_c$, $C_R$ decreases with increasing $L$ as in the usual long-range ordered phase, which indicates the existence of the spatially uniform SG order, while $C_R$ increases for $T > T_{BKT}$. In the intermediate region, $T_c < T < T_{BKT}$, the system size dependence vanishes, which is the character of the critical phase. This means that the conventional critical point of the continuous transition is extended to the critical nonzero temperature window.

The results displayed in Appendix E additionally show the following (4)-(6).

(4) $\chi_{SG}(k)$ at nonzero $k$ and its Fourier transform (i.e., $g_{\alpha\beta}g_{\beta\alpha}$ in real space) consistently exhibit the power-law correlation of SG, indicating the algebraic component of the glass. Note that power-law decay in real space generates a power-law decay in the momentum space.

(5) On top of (4), at $T < T_c$, $\chi_{SG}(k)$ deviates from the power-law fitting function at small nonzero $0 < k/\pi < 0.1$, because the additional weight in $\chi_{SG}(k)$ appears in this range, simultaneously with a slight reduction of $\chi_{SG}(k=0)$.

(6) In $P(q_{\alpha\beta})$, the $q_{\alpha\beta} \sim 0.55$ peak component transfers to the $q_{\alpha\beta} = 0$ component with decreasing temperature at $T < T_c$, but the weights of these two components both remain nonzero at any $T < T_c$.

(1)-(3) consistently support the existence of the SG order; since (1) and (2) are related by $\chi_{SG}(k=0) = 2 \left[ (\int_0^1 q^2P(q) dq - (\int_0^1 qP(q)dq)^2) \right]$, the drop of $\chi_{SG}(k=0)$ at $T < T_c$ is attributed to the emergent $P(q_{\alpha\beta} = 0)$ peak. (3) guarantees (2) in that the $\chi_{SG}(k=0)$-peak converges to the $\delta$-function.

At the same time, (4)-(6) indicate the coexistence of two different characters of glass, the ordered SG and the algebraic glass. The former contributes to the nonzero $\chi_{SG}(k=0)/N$ and $P(q_{\alpha\beta} \sim 0.55)$ weight. The latter contributes to $\chi_{SG}(k \neq 0)/N$ and $P(q_{\alpha\beta} = 0)$ weight. This classification is deduced from the observation that the former features continue from the higher temperature BKT phase, whereas the latter emerge only at $T < T_c$.

As mentioned earlier, spin degrees of freedom breaks up into two; the staggered spins forming a honeycomb lattice, and the transverse spins at the center of the hexagon. The honeycomb-lattice-vitrification (emergent domains) is the origin of the algebraic component of glass, and the randomness of staggered and transverse spins is the origin of the standard uniform SG order. This scenario is supported by Appendix E and by another series of results presented in the next section.

To be short, because a substantial weight is transfered from $\chi_{SG}(k=0)$ to $\chi_{SG}(k > 0)$ in (5) at $T < T_c$, its Fourier transform, i.e., the real-space $g_{\alpha\beta}g_{\beta\alpha}$ correlation, shows a significant drop at long distances (see Fig. 13(c)), while it keeps an algebraic BKT-like decay at short distances. This agrees with the scenario of emergent domains at $T < T_c$, since the domain state preserves the short range correlation but the long distance correlation is lost due to the ensemble average of domains. At the same time, the two replicas with different domain locations no longer resemble on the whole and yields a $P(q_{\alpha\beta} = 0)$ peak, in consistency with (1) and (6).

One might suspect the possible phase separation in real space is related to the coexistence of two glasses. However, we can fully exclude it from the additional data showing a single peak in the energy distribution of quantum Monte Carlo simulation (see Appendix A and Fig. 9). From a more general point of view, metastability is a character of first order transition. The continuous nature of our SG transition is supported by the scale-free quantity $C_R$ and the scaling quantity $\eta$. 
IV. FORMATION OF DOMAINS

The QSSG phase is not simply a random freezing of spins. Through a power-law spin-spin correlation in the BKT phase at higher temperatures, the algebraic replica-overlap correlation of the QSSG is protected. We clarify the details of real-space magnetic properties in both phases in the present section.

A. BKT transition

The QSSG no longer exists when the BKT phase disappears, meaning that the BKT transition plays an essential role in stabilizing QSSG. The finite-size scaling performed in Appendix F guarantees that the BKT phase sustains at $0 < R \lesssim 0.15$. Near the BKT transition temperature, the correlation length follows

$$\xi \propto \exp(c(T - T_{BKT})^{-1/2}), \quad c: \text{constant}, \quad (9)$$

which diverges with $T \to T_{BKT}$. This is indeed confirmed by directly evaluating the spin-spin correlation function, which is expected to obey the following form for size $L$ along the $x$ or $y$-directions around the periodic phase boundary,

$$\langle \sigma_i^z \sigma_{i+r}^z \rangle \propto r^{-c_1} e^{-r/\xi} + (L-r)^{-c_1} e^{-(L-r)/\xi}. \quad (10)$$

Figure 7(a) shows the representative behavior of $\langle \sigma_i^z \sigma_{i+r}^z \rangle$ obtained at the temperature above the BKT transition.

The broken lines obtained by the fitting with the formula of Eq. (10) show a good agreement with the data. The values of $\xi$ evaluated from this fitting are shown in Fig. 7(b). With increasing system size, $\xi$ asymptotically approaches the same value within $O(10^{-4})$. By comparing the data evaluated from this fitting with the data in Figs. 7(c) and 7(e), we see that $\langle \sigma_i^z \rangle$ is determined by $\Gamma$ and $k_B T$. In Fig. 7(f), there is a sharp increase of $\langle \sigma_i^z \rangle$ from zero at $\Gamma = 0$ to $\langle \sigma_i^z \rangle \sim 0.1$ already at $\Gamma \sim 0.02$, indicating that the QSSG phase is supported by strong quantum fluctuations represented by $\langle \sigma_i^z \rangle$. This fact is contrary to the previous consensus that the quantum fluctuations will destroy SG. Contrasting to $\sigma_i^z$-related properties, $\langle \sigma_i^x \rangle$ is insensitive to the bond randomness $R$.

B. Quantum transverse magnetization

So far we focused on how the longitudinal $z$-component of spin behaves at $R > 0$. Figures 7(c)-(f) show the transverse magnetization $\langle \sigma_i^x \rangle$ for different parameters. Although we plot the $L$-dependence only for $R = 0.05$ and $\Gamma = 0.4$ in Fig. 7(d), $\langle \sigma_i^x \rangle$’s for all different $L$ have the same value within $O(10^{-4})$. By comparing the data for different $\Gamma$ and $R$ in Figs. 7(c) and 7(e), we see that $\langle \sigma_i^x \rangle$ is determined by $\Gamma$ and $k_B T$. In Fig. 7(f), there is a sharp increase of $\langle \sigma_i^x \rangle$ from zero at $\Gamma = 0$ to $\langle \sigma_i^x \rangle \sim 0.1$ already at $\Gamma \sim 0.02$, indicating that the QSSG phase is protected by strong quantum fluctuations represented by $\langle \sigma_i^x \rangle$. This fact is contrary to the previous consensus that the quantum fluctuations will destroy SG. Contrasting to $\sigma_i^x$-related properties, $\langle \sigma_i^x \rangle$ is insensitive to the bond randomness $R$. 

In Fig. 7(b), with increasing system size, $\xi$ asymptotically approaches Eq. (9), and the transition temperature evaluated from this fitting are shown in Fig. 7(b). With increasing system size, $\xi$ asymptotically approaches Eq. (9), and the transition temperature evaluated from this fitting are shown in Fig. 7(b). With increasing system size, $\xi$ asymptotically approaches Eq. (9), and the transition temperature evaluated from this fitting are shown in Fig. 7(b). With increasing system size, $\xi$ asymptotically approaches Eq. (9), and the transition temperature evaluated from this fitting are shown in Fig. 7(b). With increasing system size, $\xi$ asymptotically approaches Eq. (9), and the transition temperature evaluated from this fitting are shown in Fig. 7(b). With increasing system size, $\xi$ asymptotically approaches Eq. (9), and the transition temperature evaluated from this fitting are shown in Fig. 7(b). With increasing system size, $\xi$ asymptotically approaches Eq. (9), and the transition temperature evaluated from this fitting are shown in Fig. 7(b). With increasing system size, $\xi$ asymptotically approaches Eq. (9), and the transition temperature evaluated from this fitting are shown in Fig. 7(b). With increasing system size, $\xi$ asymptotically approaches Eq. (9), and the transition temperature evaluated from this fitting are shown in Fig. 7(b). With increasing system size, $\xi$ asymptotically approaches Eq. (9), and the transition temperature evaluated from this fitting are shown in Fig. 7(b).
C. Domains

Although the long range clock order is easily destroyed at $R \neq 0$, an underlying short-ranged but well-developed three sublattice structure $\langle m_A, m_B, m_C \rangle \propto (1, -1, 0)$ survives in the QSSG phase, and $\langle \sigma^x_i \rangle$ takes a substantially large value, which originates from the $m_C \sim 0$ site. Therefore, the glassy behavior detected in the emergent peak of $\chi_{SG}$ at $R > 0$ and the multiple peak structures in the replica overlap $P(q_{MG})$ are not ascribed to a simple SG.

We visualize the spin configurations by taking several snapshots in the Monte Carlo runs after the system reaches an equilibrium in Figs. 8(a)-(8(d)). Here, local spin states are marked according to six characteristic configurations: we assign “+” to the spins pointing in the $x$-direction, i.e. they flip more than ten times along the imaginary $\tau$-axis. We also classify spins pointing mainly in the $z$-direction according to their $\langle \sigma^z_i \rangle$ values as explained in the legend. We assign lattice indices I, II, and III for a regular three sublattice sites and draw honeycomb lines along I and II-sublattices as guides for the eyes, where III is at the center of the hexagon. It helps us to see which of the A/B/C spins occupy I, II, and III sublattices.

In the QSSG phase in Figs. 8(a) and 8(b), the spins form loose domain structures which are discriminated by the color code of spins occupying sublattice III. Figure 8(c) shows the schematic structure of domains. We particularly find that the large up (green bullet) and down (yellow bullet) spins frequently form neighbors, and the “+” spins are surrounded by them; they form $\langle m_A, m_B, m_C \rangle \propto (1, -1, 0)$ and contribute to $\chi_{SG0}$. However, there is often a misfit in the position of these A/B/C spins among I, II, and III sublattice sites, and accordingly, several domains are formed. Besides the stripe-like domains, the island-type domain is also found. Most importantly, for the same bond-disorder configuration thoroughly different domain structures appear one by one on different replicas, e.g. the structures of two panels in Fig. 8(b). The domains are not pinned to particular locations, which is a feature similar to the type-I structural glass realized in a uniform continuum. This point crucially differs from a spin-freezing caused by the random field as we discuss later in Sec. V.

At higher temperatures, $T_c < T < T_{KT}$ as in Fig. 8(c), this kind of domains become unstable even at small $R$. 

![Figure 8](image-url)
We also show in Fig. 8(d) an example for large randomness $R = 0.2$ and at low temperature $k_B T = 0.03$; the state is outside the QSSG phase and we find that although the system should suffer a large amount of bond disorder, the domains no longer exist and at the same time, the transverse “+” configuration of spins is suppressed. These results indicate that the formation of loose domains consisting of three-sublattice local structure is intrinsic to the formation of the QSSG phase.

We finally see how the emergence of domains manifests in the physical quantities. Figure 8(f) compares the exponent $\tilde{\eta}_{\text{SG}}$ and $\eta_{\text{SG}}$ evaluated by $\chi_{\text{SG}}/L \propto (1/L)^{\eta_{\text{SG}}}$ and $q_{a\beta}^{\text{peak}} \propto (1/L)^{\tilde{\eta}_{\text{SG}}/2}$, where the latter is presented already in Fig. 5(d). When $R = 0$, the two agrees well throughout the whole temperature range. However for $R = 0.1$, $\tilde{\eta}_{\text{SG}}$ starts to become smaller than $\eta_{\text{SG}}$ below $T_{\text{BKT}}$, and shows an upturn below $T_c \sim 0.1$. This can be understood as follows: since $\chi_{\text{SG}} \propto (q_{a\beta}^2)$ (see Eq.(5)), the two exponents should be the same as far as the distribution $P(q_{a\beta})$ has a single peak structure, where $(q_{a\beta}^2)$ is represented by $(q_{a\beta}^{\text{peak}})^2$. When $R > 0$, $\chi_{\text{SG}}$ in Fig. 4(a) becomes less $L$-dependent below $T_{\text{BKT}}$ compared to those of $R = 0$, which suppresses $\tilde{\eta}_{\text{SG}}$ from $\eta_{\text{SG}}$. At $T \sim T_c$, the extra peak at $q_{a\beta} \sim 0$ appears because of an emergent domain structure. Since $\chi_{\text{SG}}$ has contributions from both peaks, their size scaling breaks down which results in an upturn of $\tilde{\eta}_{\text{SG}}$ and a drop of $\chi_{\text{SG}}$. For this reason, the QSSG phase can be determined more accurately from $q_{a\beta}^{\text{peak}} \neq 0$ then from $\chi_{\text{SG}}$. All the numerical results consistently support the existence of QSSG.

V. DISCUSSION

Our numerical results show several characteristic features of QSSG, which are summarized into the following points, (1) and (2). Let us consider a QSSG state realized for a given set of randomly distributed $J_{ij}$, namely for a certain type of quenched randomness. First, focusing on a single replica, we find that (1-1) a domain structure of a three-sublattice superlattice is clearly visible in a snapshot of MCS if $R$ is small (namely, $R \ll J, \Gamma$), and at the same time by examining the details of the spin configurations e.g. the one in Fig. 8(a), we see that (1-2) there seems to be an underlying rule of how to choose the shape of domain boundaries and the relative orientations of spins belonging to neighboring domains, since the domains are apparently correlated with each other and spin correlations are frozen over long distances.

Second, for the same type of quenched randomness, one can prepare a set of replicas that are thermalized by different QMC processes from different initial states; their equilibrium states may have different spatial spin configurations which equivalently contribute to thermodynamics. By comparing snapshots of different replicas, e.g. those in Fig. 8(b), (2) a variety of thoroughly different domain structures are observed. This indicates that the system has a multi-valley free-energy landscape, and is consistent with a possible one-step RSB observed in Fig. 5(b), which is a feature common to structural glass$^{64}$ or to spin glass with $p(\geq 3)$-body interaction in infinite dimensions$^{68}$.

Our Hamiltonian Eq.(1) is a typical spin Hamiltonian with bond randomness, and for this reason, we so far focused on the nature of randomness of spins by analyzing the spin-glass susceptibility and replica overlaps, which are the standard methods used to establish the existence of SG. Whereas in the following, we disclose the underlying physics suggested from the observations (1) and (2), which are not straightforwardly understood from these conventional methods. Before that, we first add some comments to (1).

Item (1-1) implies that our QSSG has a qualitative difference from an ordinary SG. To be more precise, the spin configurations in QSSG are not fully random within a short lengthscale but keeps an overall three-sublattice superstructure, which manifests as a visible domain structure over that length scale. Such domains apparently differ from “domains” or droplets in SG; the term “domain” had been often used to describe a fictitiously configured spatial region that contains finite numbers of spins, to examine the instability of SG$^{69}$. However, in reality, a spatially frozen spin configuration of SG is not trivially visible$^{70}$ and is magnetically structureless, namely do not have any distinct peak structure in their Fourier component. For our structured domains to appear, the mechanism of a free energy gain is more easily and intuitively understood, since the intra-domain superstructure and at the same time domain boundaries can be clearly identified for small $R$. The former comes from the overall energy gain common to the one in the nonrandom case that drives a spontaneous symmetry breaking into the clock phase. The latter should be the gain to optimize a randomized part of the Ising bond energy. The vitrification in QSSG is a configurational disordering or a translational symmetry breaking of a superlattice, which maintains short-ranged but well developed clock order correlation if $R$ is small. In an ordinary structural glass, the average coordination number is found to be approximately the same as that of the crystal of the corresponding spatial dimensions, which implies an atomic-scale-short-range order. Compared to that case, the structural-order correlation, namely a clock correlation in QSSG is tunable by controlling $R$.

Coming back to the spin degrees of freedom, item (1-2) shows that domains are not independent with each other but the spins belonging to different domains are strongly correlated and are frozen, which is the source of the divergence of $\chi_{\text{LG}}$ and the RSB at finite temperature, which may resemble the feature expected for an ordinary SG.

Now, to clarify the origin of the features (1) and (2), it is useful to start from the nonrandom $R = 0$ state, and to consider that the long-range ordered clock phase is converted to QSSG at $R \neq 0$, since the regular super-
structure of the clock phase naturally continues to the local superstructure inside the domains of QSSG.

For the understanding of how such domains can be formed, we propose that Imry and Ma’s argument\textsuperscript{71} about the formation of ferromagnetic domains by a random field in the simplest classical ferromagnet explains the essential part of the mechanism. They showed phenomenologically that a small but nonzero static random field destroys a classical ferromagnetic long-range order and split it into well identified large domains at dimensions \( d \leq 2 \), which was proved rigorously later on\textsuperscript{72}. Of course, Imry-Ma’s case requires a random field that destroys a TRS and differs from our case with a TRS Hamiltonian. Nevertheless, there is the following reason why the Imry-Ma mechanism essentially applies.

The honeycomb superstructure at \( R = 0 \) has a three-fold degeneracy, since the three ways of assigning (A,B,C), (B,C,A), and (C,A,B) sites to (I, II, III) sublattices are energetically equivalent because of the translational symmetry. At \( R \neq 0 \), this degeneracy becomes incomplete, and at each local part of the system one of these three with the lowest energy density is selected. This local energetics has two aspects; (i) the honeycomb superstructure recognizes the bond randomness as a random “field”, and wants to select a unique AB sublattice from the three patterns having a largest \( \sum_{ij} J_{ij} \) over some lengthscale. At the same time, (ii) the exchange interactions acting on a C site from the spins on the neighboring A and B sites do not perfectly cancel anymore at \( R \neq 0 \). They work as a random longitudinal mean field on site-i (C sites), \( h_i = \sum_{j \in A,B} J_{ij} \langle \sigma_j^z \rangle \) (see Fig.1(c)), and spins slightly cant off \( x \)-direction, while still keeping a considerably large \( x \)-component to maximize the energy gain including those from the transverse field. Therefore, the coupling of local three-fold state to the random bond interactions is, apart from the number of degrees of freedom being three instead of two, equivalent to the Imry-Ma’s coupling of the order parameter (spin) with the random field, and split the superstructure into domains at \( d = 2 \). Following Imry-Ma, according to the central limit theorem for fluctuations, the energy gain of choosing a particular type of domain of size \( \ell \) from among the three has the energy gain of the order \( O(\sqrt{S}) \) with \( S = \ell^d \), which can easily overwhelm the energy loss caused at the domain boundary scaled by \( \propto \ell^{d-1} \).

Despite the equivalency in the driving force to form domains, our domains have an important feature that qualitatively differs from Imry-Ma’s domain. Again we focus on the TRS our Hamiltonian has. In Imry-Ma’s case, the orientation of spins in each domain with the lowest energy is uniquely determined by the loss of TRS due to random fields. Hence, it does not cause a multi-valley free energy landscape characteristic of glass\textsuperscript{9} although it yields \( \langle g_{\alpha \beta} \rangle \neq 0\textsuperscript{73,74} \). Whereas, the present case has an underlying complexity that allows for a multi-valley structure. Suppose that at least one of the domains are energetically isolated from the other part, namely if all the ABC-spins within a single domain or all the spins outside that domain might be turned over altogether without the energy loss, the degeneracy in the ground state would remain because of the TRS. A more important difference lies at the domain boundary: Imry-Ma’s boundary for weak random fields is a “hard domain boundary” whose energy cost comes from the mismatch of interactions only along a thin domain boundary, and is determined solely by a domain-lengthscale \( \ell \) as \( \ell^{d-1} \). By contrast, the energy cost of our boundary depends on the choice of six different patterns of three-sublattice structures on both sides; how the path of boundaries is chosen are tightly correlated with the choice of these patterns. Resultantly, there can be various choices of shapes of domains and patterns of domains that may nontrivially yield a highly degenerate free energy.

As shown in Fig. 8(e), the (I,II,III) sublattices filled with (A,B,C) spins on the left-hand side domain becomes (A,C,B) on the central domain and (C,A,B) on the right-hand side domain, exchanging the spins in a manner of C↔B and C↔A, respectively. The reason why the system chooses such configuration is as follows; Suppose that we create a domain wall (hard domain / one lattice spacing) consisting only of A and B spins. One can consider numerous low-energy patterns that the Ising energy density, namely, energy divided by the number of bonds after summing up the A-A, B-B, and A-B bond energies along the boundary, is nearly the same as the Ising energy density of the uniform clock phase without the boundary. However, this energy counting is not taking account of the energy gain by \( \Gamma \) relevant to C-spins. Since to form such (A,B) domains, the density of C-spins around the domain wall is reduced, and the energy gain by \( \Gamma \) is lost, they are energetically unfavorable compared to the case of a uniform clock state. In this way, to minimize the energy loss in creating a boundary, one needs to organize the spins to prevent the decrease of the number of C-spins. This forces the two adjacent domains to share either of A or B spin on one of the I/II/III sublattices as much as possible, as illustrated in Fig. 8(e) between domains colored with blue and pink.

At the same time, to gain the energy from randomness, “soft domain walls” are formed as we see in the snapshot in Fig. 8(b), with substantial proximity of the domain-wall region to deep inside of the domains. This involved and soft structure seems to be the origin of the multi-valley landscape. In total, the patterns in the domain boundary separating the neighboring domains supports the rigid correlations between the neighboring domains.

Let us interpret the above considerations on QSSG in the context of the conventional theories for SG. There had been a long-standing debate on which of the pictures, replica symmetry breaking(RSB) and a phenomenological droplet theory would properly capture the essence of SG. According to the droplet theory\textsuperscript{69}, the energy cost of turning over all the spins belonging to a size-\( \ell \) droplet scales as \( \ell^d \), which is called domain-wall energy. The energy cost inside the droplet-domain away from the boundary is zero because of the TRS. There
is an inequality $\theta \leq (d - 1)/2$ and the upper bound corresponds to the aforementioned “hard domain” limit. However, this “hard domain” is not necessarily realistic. The growth of spin-spin correlation over distances may soften the boundary and makes $\theta$ smaller. In 3D classical SG, a positive $\theta \sim 0.275,76$ was proposed to give a nonzero $T_c$, whereas in 2D, the reported $\theta < 0.7$ implies that the domain-wall energy scales to zero in the thermodynamic limit, and we no longer have an SG transition at nonzero temperatures within this scheme. The droplet theory predicts the absence of RSB, and resultant $P(q_{\alpha\beta})$ is expected to have peaks at some $\pm q_{\alpha\beta} \neq 0$ and $P(q_{\alpha\beta} = 0) = 0$.

The droplet and replica theories have similarities each with different aspects of QSSG. First, one can apply the idea of a droplet to our clear and visible domain structure. A stable correlation of spins belonging to different domains is bridged by the optimal choice of spin patterns at the boundaries, which will yield a finite energy cost of turning over a finite fraction of the spins stays a finite constant value at large system sizes implying $\theta \sim 0$. The 3D SG at nonzero temperature is still controversial; the most recent numerical studies find RSB behavior$^{78}$ while the droplet behavior could only be recovered after a crossover for a very large system size often unreachable, which is difficult to exclude.

VI. SUMMARY AND OUTLOOK

We have examined the Ising model in a transverse field on a triangular lattice with small randomness. Although the spin-glass phase in two dimensions has been argued as unstable at nonzero temperatures in most of the literature, we found the first example of such a glass phase. The synergy effect to have a structural glass and a spin glass works as an efficient glass former.

We first consider a nontrivial honeycomb superlattice structure called “clock order” that emerges due to the order-by-disorder effect in the absence of randomness. Because the triangular lattice possesses a strong geometrical frustration, the classical Ising spins do not order at all in a presence of substantial antiferromagnetic interactions. The quantum fluctuations induced by a transverse field release this frustration and the spins partially order antiferromagnetically and form a honeycomb superstructure. The rest of the spins located at the center of the honeycomb hexagon continue fluctuating (forming an off-diagonal long-range order). This process gives rise to two qualitatively different emergent degrees of freedom, a superstructure, and a quantum spin, out of a single Ising degree of freedom.

The bond randomness work as an emergent random field to this clock order, and vitrify it to structural glass. The structural glass, in turn, stabilizes the spin glass and the spin glass reinforces the structural glass. Such a synergy effect can overwhelm the effect of large fluctuations caused by the low dimensionality, and stabilize a glass.

The mechanism of the glass stabilization relies on the fact that any long-range order can be destroyed by a nonzero random “field” conjugate to the order parameter in 2D. In our case, bond randomness is a “field” that breaks the structural bond order of spins. In general, since random fields uniquely determine the freezing pattern, it does not straightforwardly yield a glass. However, on top of that, we have a glassy correlation between the structural bond order and transverse spins. They work together and lead to a replica symmetry breaking not ever found in an SG for finite dimensions.

Finally, we point out that a 2D Ising model with a transverse field at zero temperature can be mapped to a 3D classical Ising model in the thermodynamic limit as the path integral formalism tells by introducing the imaginary time direction as the third dimension$^{86}$. This supports the existence of an SG phase at $T = 0$ in 2D if the SG phase exists in a classical 3D EA model, although our model is not exactly equivalent to the 3D classical EA model in that the types of random bonds are different, and that our model gives uniform interaction along the imaginary time direction. The present results propose a way to stabilize the SG even at nonzero temperatures making use of this third dimension.
peaks at $q_{\alpha \beta} = 0$ and $q_{\alpha \beta} \neq 0$. The former peak found at $T < T_c$ indicates that the two replicas no longer resemble because of the domain structures giving diffusive $\chi_{\text{SG}}(k > 0)$ elements, while the $q_{\alpha \beta} \neq 0$ peak continuing from the higher temperature contribute to the uniform SG of $\chi_{\text{SG}}(k = 0)$.

Our data fully supports the picture that the QSSG phase is a synergy of these two types of the glasses, namely, the uniform long-range SG order and the glass dominated by the structural domains on top of the power-law spin-spin correlation of the BKT phase. This duality has a tight connection with the coexisting structural and spin glasses.

Recently in quantum spin models, the existence of quantum spin liquids is established. In those cases, the spins are fluctuating and have a long-range quantum entanglement, but are not frozen. However, the spin correlation shows a power-law decay in the case of gapless algebraic spin liquids, which is apparently the same as the present case. Therefore, despite a crucial difference between the present quantum glass and the quantum spin liquids, the two may have similar types of quantum entanglement, which is to be clarified in future studies.

Although the physics presented here may first seem rather specific to this quantum spin model, it can be shared with a far wider class of systems. One possible example is a family of order-disorder type dielectric materials in which the atoms or molecules form a bistable positional pseudo-spin degree of freedom, such as hydrogen-bonded materials, quantum paraelectric materials similar to SrTiO$_3$ or BaTi$_{1-x}$Zr$_x$O$_3$, and polarizable molecular 2D solids such as BEDT-TTF compounds. When these atoms or molecules are coupled in a frustrated manner on periodic lattices, and if randomness is introduced, they may become a platform of our novel glass. On the application side, the 2D glass designed on surfaces or interfaces is potentially important since the multi-valley energy-landscape structure of a glass phase can be utilized for a future memory device. It had been believed that surfaces or interfaces are not favorable for this purpose since they are 2D systems. The present glass-forming mechanism may solve this practical issue. Finally, the transverse Ising model is at the core of the quantum annealing algorithm for quantum computing, where our glass-forming mechanism may also be utilized to control the nature of phase transitions used for annealing.

**Appendix A: Relaxation process of QMC**

The typical set of QMC calculations is given after the relaxation of 40,000 MCS and took averages over 1,000,000 MCS with a parallel run of 10-20 replicas (which give 45-190 replica overlaps) per each random sample. To check the validity of the results, we first calculated the above set of data using the random initial configuration of spins for each run. Then, we gave another set of the run, starting from the final state of the previous run (equilibrium state reached after 1,000,000 MCS). Both sets gave quantitatively good agreement.

In random/glassy systems in the vicinity of magnetic long range ordering, one needs to exclude the possibility that the system is trapped in the metastable state while there is a true ordered state as a true thermal equilibrium. Such a situation often happens for systems that undergo a first-order transition, and the metastable state which avoids crystallization to the ordered state by making use of its high configurational entropy is called supercooled liquid in structural glass.

To confirm that QSSG state is different from the uniform clock phase or other uniform phases at $\beta = 0$, we first prepared several equilibrium state of the clock state ($k_B T = 0.04$) and the uniform BKT state ($k_B T = 0.1$) both at $\beta = 0$ by performing a standard QMC calculation. Then, we quenched the system by introducing $R = 0.05$ and performed a QMC calculation to more than 100,000 MCS. The relaxation process is recorded by taking the average of the physical quantities per every 100 MCS. In Fig. 9(a) the evolution of energy density $E/N$ averaged over about 5-10 random samples are shown for several different system sizes. We find that for all system sizes, the energy relaxes to similar values which are the same as the one we obtained previously. The correlation ratio $C_R(k = 0)$ develops systematically to the values shown in Fig. 6(a). To exclude the possibility of phase separation or coexistent two phases, we take an energy histogram after relaxation in Fig. 9(c), where we find a single peak structure fitted well by the Gaussian. The width of Gaussian plotted against $1/L$ in Fig. 9(d) shows that these peaks approach the delta function in the thermodynamic limit. These results indicate that the QSSG phase we found is in the thermal equilibrium state.

**Appendix B: Spin glass susceptibilities**

As mentioned in the main text, there are several definitions of spin glass susceptibilities depending on the model and the nature of the target phase. Here, we overview the derivation of Eq.(5) that serves as a susceptibility of replica overlap $q_{\alpha \beta}$ that signals the ergodicity breaking, following Ref.[99]. Let us introduce a small positive interaction $\lambda > 0$ that couples the spins on two replicas $\alpha$ and $\beta$ as

$$\mathcal{H}_{\alpha+\beta} = \mathcal{H}_\alpha + \mathcal{H}_\beta - \lambda \sum_{i=1}^{N} \sigma^z_{i;\alpha} \sigma^z_{i;\beta}$$  \hspace{1cm} (B1)
the breaking of ergodicity by using $q$. Here, if we take $\lambda \rightarrow +0$ prior to $N \rightarrow \infty$, the state can keep the ergodicity at finite size and we find $\langle q_{\alpha \beta} \rangle(N < \infty, \lambda \rightarrow 0) = 0$. Taking $N \rightarrow \infty$ first we can safely detect the breaking of ergodicity by using $q_{\alpha \beta}$. The susceptibility about $\lambda$ is naturally derived as

$$\chi_{SG} = \frac{\partial Q_{\alpha \beta}(N, \lambda)}{\partial \lambda} \bigg|_{\lambda=0}$$

$$= \frac{1}{N} \sum_{i,j} (\langle \sigma_i^z \sigma_j^z \rangle - \langle \sigma_i^z \rangle \langle \sigma_j^z \rangle)^2$$

where $q_{\alpha \beta} = \sigma_i^z \sigma_j^z$ and we dropped the subscript $\alpha, \beta$ when it is replaced by the single-replica average. The last third line is obtained by factorizing $\langle N^{-1} \sum_{i=1}^N \sigma_i^z \sigma_i^z \rangle = N^{-1} \sum_{i=1}^N \langle \sigma_i^z \rangle \langle \sigma_i^z \rangle$, since the replica’s are independent at $\lambda = 0$. However, since Eq.(B3) is obtained by taking $\lambda \rightarrow +0$, we implicitly assume $\langle q_{\alpha \beta} \rangle \rightarrow 0$. Indeed, in the numerical simulation for $\lambda = 0$ in a finite size system, the distribution function $P(q_{\alpha \beta})$ distributes over $\pm q_{\alpha \beta}$ and we find $\langle q_{\alpha \beta} \rangle = 0$ in practice. The physically meaningful evaluation of Eq.(B3) is done by symmetrizing $P(q_{\alpha \beta})$ and confining ourselves to $q_{\alpha \beta} > 0$ by a proper normalization. In this way, we find Eq.(B3) as an equivalent form of Eq.(5) we adopt in the main calculations in Fig. 2.

Suppose we are dealing with a glassy phase having a multi-valley landscape in the free energy. If the inter-valley potential wall between valleys develops by $\Theta(N)$, the state breaks the ergodicity and we find $\chi_{SG}/N > 0$. In a coexistent phase of ferromagnetic ordering and SG, the definition $\chi_{SG}^0 = \frac{1}{N} \sum_{i,j=1}^N (\langle \sigma_i^z \sigma_j^z \rangle - \langle \sigma_i^z \rangle \langle \sigma_j^z \rangle)^2$, is often adopted, which is qualitatively equivalent to Eq.(5) and give the consistent value with $\chi_{SG}$.

Since we are dealing with quantum model, where the spin configuratons acquire an imaginary time degrees of freedom $\tau = 1 - (k_B T)^{-1}$, we need to confirm whether a quantum spin glass susceptibility,

$$\chi_{SG}^Q = \frac{(k_B T)^2}{N} \sum_{i,j=1}^N \left( \int_0^{(k_B T)^{-1}} d\tau \sigma_i^z(0)\sigma_j^z(\tau) \right)^2$$

behave consistent with $\chi_{SG}^0$. As we show in Fig. 10, $\chi_{SG}^Q$ and $\chi_{SG}^0$ obtained by the spin-spin correlation are almost identical, and so as $\langle q_{\alpha \beta} \rangle$ evaluated from the replica overlaps. The consistency is valid regardless of $L$ and model parameters. One can see by comparing Fig. 10 with Fig. 2(a), that the profile of $\chi_{SG}$ is perfectly reproduced by reducing $\chi_{SG}^0$ by about 20% over the whole temperature range.

**Appendix C: Classical spin glass at $\Gamma = 0$**

To evaluate the properties of the $\Gamma = 0$ limit, namely the classical Ising model on the triangular lattice, we separately performed the calculation using the classical

**FIG. 9.** (a,b) Relaxation process of energy density $E/N$ and $C_R(k = 0)$ as a function of MCS. The initial states are prepared as the equilibrium states of $R = 0$ of the same temperatures, $k_B T = 0.04$ (clock phase) and 0.1 (BKT phase), and we quenched the system by $R = 0.05$, with the random average taken for 5-10 samples. The data is presented for every 100 MCS (200-500MCS at larger MCS). (c) Energy histram of $L = 24, 36, 48, 60, 96$ taken over more than 60,000 MCS after the relaxation process in (a) for two temperatures and are normalized. The Gaussian fits are shown in solid lines, and (d) their variance $\sigma$ is plotted as a function of $1/L$. 

with $\mathcal{H}_\alpha$ being the Hamiltonian of replica-$\alpha$. We can compute replica overlap parameter conjugate to $\lambda$ as

$$\langle q_{\alpha \beta} \rangle = \lim_{\lambda \rightarrow +0} \lim_{N \rightarrow \infty} Q_{\alpha \beta}(N, \lambda)$$

$$Q_{\alpha \beta}(N, \lambda) = \frac{1}{N} \frac{\partial}{\partial \lambda} (-k_B T) \ln \left[ \text{Tr} e^{-\beta \mathcal{H}_{\alpha+\beta}} \right]$$

$$= \frac{1}{N} \sum_{i=1}^N (\langle \sigma_i^z \sigma_i^z \rangle)_{\lambda},$$

where $\langle \cdots \rangle_{\lambda}$ is a thermal ensemble average at $\lambda > 0$. Here, if we take $\lambda \rightarrow +0$ prior to $N \rightarrow \infty$, the state can keep the ergodicity at finite size and we find $Q_{\alpha \beta}(N < \infty, \lambda \rightarrow 0) = 0$. Taking $N \rightarrow \infty$ first we can safely detect the breaking of ergodicity by using $q_{\alpha \beta}$. The susceptibility
FIG. 10. Comparison of $\chi_{SG}^0$ following the first definition of Eq.(3), $\chi_{SG}^Q$ and $\langle q_{\alpha\beta}^2 \rangle$ at $R = 0.05$, $\Gamma = 0.4$ and $L = 32$.

FIG. 11. (a) Classical spin glass susceptibility $\chi_{CSG}/L^2$ at $\Gamma = 0$ for (a) $R = 0.025$ and (b) $0.1$. The $1/L$ dependence for several $k_B T$’s are shown in the inset.

FIG. 12. Three-sublattice susceptibility in Eq.(7) for (a) $R = 0$ and (b) $R = 0.05$ with $L = 24, 36, 48, 60, 96$.

all consensus on the two-dimensional Ising model with quenched randomness that the finite temperature spin glass phase cannot exist$^{21-24}$.

Appendix D: Sublattice magnetic susceptibility

We show in Fig. 12 the three-sublattice susceptibility as a function of temperature for different $L$. The data of $R = 0$ and $R = 0.05$ do not differ much except for a slight size-dependence at low temperature found in $R = 0.05$ which is consistent with Fig. 3(a).

Appendix E: Details of correlation ratio and $\chi_{SG}(k)$

1. Scale-free behavior in the BKT phase

Suppose that the real space correlation of the replica overlap parameter on site-$i$ and $j$ shows a power-law decay with distance as $\langle q_{i\alpha\beta} q_{j\alpha\beta} \rangle \sim |i - j|^{-p}$ at long distances, which is the natural assumption when the system is in the BKT phase. Then, one can roughly evaluate the
Therefore, \( C_R(k = 0) \) does not depend on system size \( L \). Figure 13(a) shows the spatial dependence of \( \langle q_{i,\alpha} q_{j,\alpha} \rangle \) which clearly shows a power-law decay at long distances, whose power is given as \( p \approx 0.14 \). This is the reason for the nearly \( L \)-free behavior of \( C_R(k) \) shown in Fig. 6 (the same discussion applies for \( k = 0 \) and \( Q \)).

**2. \( k \)-dependence of the correlation ratio**

To clarify the origin of the low-temperature behavior of the correlation ratio, we plot \( k \)-dependence of \( \chi_{SG}(k) \) averaged for \( k = (0,k) \) and \( (k,0) \) in Fig. 13(b). The data is fitted by the power function \( f(k) = a/(1+(k/\gamma))^b + \text{const} \) shown in solid lines, where we chose the optimal value of power \( b = 1.45 \) for all data sets below and above \( T_c \). In the BKT phase, all data points are fitted by \( f(k) = a/(1+(k/\gamma))^b \) + const shown in solid lines, where we chose the optimal value of power \( b = 1.45 \) for all data sets below and above \( T_c \). For \( k_B T \approx 0.05 \), several data points close to \( k \approx 0 \) but \( k \neq 0 \) (shaded region) show increase off the same baseline, while in most of the region away from these points, i.e. \( k \gtrsim 0.1\pi \), the temperature dependence is almost negligible. In fact, \( f(k) \) or other choices of power function with a single peak do not fit the data at \( T < T_c \).

The power function \( f(k) \) indicates a robust background BKT-algebraic correlation that sustain at \( T < T_c \). Then, the natural interpretation of this result is that at \( T < T_c \)
there appears an extra $\chi_{SG}(k > 0)$ (shaded region) component on top of the power function. At the same time, $\chi_{SG}(k = 0)/N$ drops at $T < T_c$ (see Fig. 4); in the left panel of Fig. 13(b) it is observed as the decrease of the $0 \leq R < 0.1$ peak from peak-value at $T_c$ (dotted line). Figure 13(c) shows the replica overlap correlation function at $k_B T = 0.04$ to be compared with panel (a), where we draw the same power-law-fitted solid line. The short range correlation is the same from panel (a), while there is a decrease from the solid line at long distances, and this decrease explains the increase of the $\chi_{SG}(k > 0)$-weight. In Fig. 13(d) we plot a rough estimate of the $k \neq 0$ component off the power function, $\Delta \chi_{SG}(k > 0)/N$. Its amplitude increases in lowering the temperature, and is consistent with the magnitude of the drop of $\chi_{SG}(k = 0)/N$.

The bottom inset of Fig. 13 shows schematically a change in the peak profile below and above $T_c$. As we mentioned in the main text, the emergent peak of $P(q_{\alpha \beta} = 0) > 0$ at $T < T_c$ indicates that the finite fraction of replica overlaps do not resemble, which was ascribed to the emergent domain structures. In this Appendix, we additionally showed the relevance of this $q_{\alpha \beta} = 0$-peak with the drop of spatial correlation only at long distances. Namely, $q_{\alpha \alpha \beta}$ and $q_{j \alpha \beta}$ are algebraically correlated at short distances, but becomes uncorrelated at long distances. It fits with the domain scenario, since numerous different configurations of domains joining a thermal ensemble average rumple ($q_{\alpha \alpha \beta} q_{j \alpha \beta}$) at long distances, where we naturally expect an algebraic glass behavior.

**Appendix F: BKT transition**

It is known from Ref.[57] that the finite temperature BKT transition takes place in the transverse Ising model ($R = 0$) when $0 < \Gamma/J \lesssim 1.7$. Since the BKT transition has a topological nature, it should be insensitive to the small perturbation, and thus we expect the BKT phase to extend toward $R \neq 0$. In the same way, the clock phase at a lower temperature is protected by the BKT phase just above, the QSSG phase that smoothly extends from the clock phase in the same temperature region at $R > 0$ should require a BKT phase.

The BKT transition point can be located in several ways. The standard measure is the dimensionless Binder ratio,

$$g = \frac{1}{2} \left( 3 - \frac{\langle m_{\text{sub}}^4 \rangle}{\langle m_{\text{sub}}^2 \rangle} \right),$$

which has a zero scaling dimension and collapses to a single curve for all $L$ in the critical phase at $T \leq T_{\text{BKT}}$. Figures 14(a) and 14(b) show $g$ as a function of temperature for $R = 0.1$ and 0.2. The curves at $R = 0.1$ collapse for all different $L$’s below $T \lesssim 0.4$ while the ones at $R = 0.2$ do not, indicating that the BKT phase disappears somewhere between the two parameter values. The transition point is evaluated more precisely by the finite size scaling analysis. Since the correlation length follows Eq.(9), the Binder ratio should scale as $g = \tilde{g} (\langle \ln L \rangle^2 (T - T_{\text{BKT}}))$. In Fig. 14(c) we show the collapse of $\tilde{g}$ which gives $T_{\text{BKT}} = 0.37(2)$ for $R = 0.05$ and $\Gamma = 0.4$. As discussed in Ref.[57], at finite $L$ there is a finite correction to the scaling and the obtained $T_{\text{BKT}}$ is rather an overestimate. To locate $T_{\text{BKT}}$ in the phase diagram, we instead use the size dependence of the three sublattice magnetic susceptibility in Eq.(7) which follows $\chi_{\text{sub}} \sim L^{2-\eta}$, and evaluate the transition point at which the critical exponent takes $\eta = 1/4$ (see Fig.4(d)). The actual behavior of $\chi_{\text{sub}}$ is given in Appendix D. The obtained $T_{\text{BKT}}$ is approximately three quarters the values obtained from $g$ and is consistent with the previous studies for $R = 0$.
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