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Abstract: We consider locally stabilized, conforming finite element schemes on completely unstructured simplicial space-time meshes for the numerical solution of parabolic initial-boundary value problems with variable coefficients that are possibly discontinuous in space and time. Distributional sources are also admitted. Discontinuous coefficients, non-smooth boundaries, changing boundary conditions, non-smooth or incompatible initial conditions, and non-smooth right-hand sides can lead to non-smooth solutions. We present new a priori and a posteriori error estimates for low-regularity solutions. In order to avoid reduced rates of convergence that appear when performing uniform mesh refinement, we also consider adaptive refinement procedures based on residual a posteriori error indicators and functional a posteriori error estimators. The huge system of space-time finite element equations is then solved by means of GMRES preconditioned by space-time algebraic multigrid. In particular, in the 4d space-time case, simultaneous space-time parallelization can considerably reduce the computational time. We present and discuss numerical results for several examples possessing different regularity features.
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1 Introduction

Time-parallel and space-time methods, in particular, space-time finite element methods, have a long history. We refer the interested reader to the survey articles [15] and [38] for a comprehensive review of time-parallel and space-time methods, respectively. We here only mention the Streamline Upwind Petrov–Galerkin (SUPG) finite element method (sometimes also called Streamline Diffusion (SD) method) that was originally proposed by Hughes and Brooks for solving stationary convection-dominated convection-diffusion problems [17], and was later used by Johnson and Saranen [19] to construct stable finite element schemes for time-dependent convection-diffusion problems, discretizing space and time simultaneously in time-slices. Similarly, in [18], Hughes, Franca and Hulbert proposed and analyzed the more general Galerkin/Least-Squares Finite Element Method (FEM) for stationary and instationary problems including time-dependent convection-diffusion problems. Both techniques were then used in many publications to stabilize finite element schemes.

The revival of space-time methods is certainly connected with the availability of massively parallel computers with thousands or even millions of cores, but also with the simultaneous adaptivity in space and time,
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the easy handling of moving spatial domains and interfaces that are fixed in the space-time domain $Q$, and
the all-at-once treatment of first-order optimality conditions (KKT system) in optimal control problems with
parabolic or hyperbolic PDE constraints. Recently, time-upwind stabilizations have been used to construct
and analyze coercive space-time Isogeometric Analysis (IGA) schemes in [26], partial low-rank tensor IGA
schemes [29], and space-time $hp$-finite element schemes combined with mesh-grading in time to treat singu-
larities in time [12]. These papers rely on a tensor-product structure of space and time. Results related to
methods that do not assume a tensor-product structure were presented, e.g., in [36], where the author
proposes and analyzes an inf-sup-stable space-time FEM on completely unstructured decompositions of the
space-time domain, and in [2], where arbitrary dimension convection-diffusion schemes for space-time dis-
cretizations are proposed, with two different discretizations. Unstructured space-time finite element and IGA
methods have also been used to solve involved engineering problems; see, e.g., [3, 20] and the references
therein, where mostly unstructured meshes are used within time slabs into which the space-time cylinder $Q$
is decomposed.

Following our previous work [27], we will derive, analyze and test space-time finite element methods on
completely unstructured simplicial space-time meshes for non-autonomous parabolic initial-boundary value
problems with distributional right-hand sides of the form: find $u$ such that

$$
\begin{align*}
\partial_t u - \text{div}_x (v \nabla_x u) &= f - \text{div}_x(f) & \text{in } Q = \Omega \times (0, T), \\
u &= u_D := 0 & \text{on } \Sigma = \partial \Omega \times (0, T), \\
u &= u_0 & \text{on } \Sigma_0 = \Omega \times \{0\},
\end{align*}
$$

where the spatial domain $\Omega \subset \mathbb{R}^d$, $d = 1, 2, 3$, is bounded and Lipschitz, $T > 0$ denotes the final time,
$v \in L_\infty(Q)$ is a given uniformly bounded and positive coefficient that may discontinuously depend on the spa-
tial variable $x = (x_1, \ldots, x_d)$ and the time variable $t$, $f \in L_2(Q)$ and $f \in [L_2(Q)]^d$. If $f = 0$ and $v$ is of bounded
variation in $t$ for almost all $x$, then the weak solution $u$ of (1.1)–(1.3) has maximal parabolic regularity, i.e.,
$\partial_t u \in L_2(Q)$ and $L_2 u := -\text{div}_x (v \nabla_x u) \in L_2(Q)$; see [13]. Thus, in the maximal parabolic regularity setting,
the PDE $\partial_t u - \text{div}_x (v \nabla_x u) = f$ makes sense in $L_2(Q)$, and this setting was the starting point for deriving the
consistent space-time finite element schemes in [27]. If $f \neq 0$ and it is not smooth enough, i.e., $f$ creates a
distribution that is not in $L_2(Q)$, then maximal parabolic regularity does not hold. However, in electrical
engineering, the vector field $f$ has a special structure. For instance, in 2d eddy current problems, $v$ denotes
the reluctivity, $f$ is nothing but the impressed current in the coils and $f$ represents the magnetization in the
permanent magnets. In such a way, we can model a rotating electrical machine; see, e.g., [31]. Motivated by
such applications, we can assume that there is a decomposition of the space-time cylinder $\overline{Q} = \cup_{i=1}^m Q_i$
into $m$ non-overlapping, sufficiently smooth subdomains $Q_1, \ldots, Q_m$ such that $v, f$ and $f$ are sufficiently smooth
in $Q_i$, but may have jumps across the boundaries of these subdomains. The jumps in the coefficient $v$ are due to
different material properties of the subdomains $Q_i$. These material interfaces can lead to strong singularities
like in the non-autonomous Kellogg problem considered in Subsection 6.3 as numerical example. The jumps of $f$
even create distributions located on the interfaces between the subdomains. In this paper, we consider exactly this case of such a special right-hand side with a piecewisely smooth vector field $f$ leading to a distri-
bution that is located on the interfaces. We again derive a consistent space-time finite element scheme, for
which we prove a best-approximation (Céa-like) estimate that immediately yields convergence rate estimates
in terms of the mesh size $h$ under additional regularity assumptions. In the case of low-regularity solutions,
say, $u \in H^{1+s}(Q)$ with some $s \in (0, 1]$, and uniform mesh refinement, we can only expect a convergence rate
of $O(h^s)$ in the corresponding energy norm independent of the polynomial order $p$ of the finite element shape
functions used. To circumvent this loss in the convergence rate, we also consider full space-time adaptive
finite element procedures based on residual indicators or functional error estimators. The residual error indi-
cator was proposed by Steinbach and Yang in [37]. It looks like its elliptic counterpart. But in contrast to the
elliptic case, the proof of reliability and efficiency is still missing for unstructured space-time finite element
discretizations. The functional error estimator is based on Repin’s paper [32]; see also his monograph [33,
Section 9.3, pp. 229–242]. We adapt Repin’s functional error estimator to unstructured space-time finite
element discretizations of the initial-boundary value problem (1.1)–(1.3) and propose an efficient procedure
to compute the local error contribution. We compare the efficiency indices of these two adaptive approaches in a series of numerical experiments.

The remainder of the paper is organized as follows. In Section 2, we recall the standard space-time variational formulation and solvability results including maximal parabolic regularity and other regularity results. Section 3 is devoted to the derivation of consistent space-time finite element schemes. New a priori error estimates are presented in Section 4. Section 5 deals with a posteriori error estimates, which are used to control the adaptive finite element procedures in our numerical experiments. In Section 6, we present various numerical results for uniform and adaptive mesh refinement in space and time. Finally, we draw some conclusions and give an outlook in Section 7.

## 2 Space-Time Variational Formulation and Solvability Results

We start with Ladyzhenskaya’s space-time variational formulation of the parabolic initial-boundary value problem (1.1)–(1.3) in space-time Sobolev spaces (see [23] and the classical monographs [24, 25]): find $u \in H_0^{1,0}(Q) := \{ v \in L_2(Q) : \nabla_x v \in L_2(Q)^d \}, \ u = 0 \text{ on } \Sigma$ such that

$$a(u, v) := \int_Q (-u \partial_t v + v \nabla_x u \cdot \nabla_x v) \, dQ$$

$$= \int_Q (fv + f \cdot \nabla_x v) \, dQ + \int_0^T u_0(x) v(x, 0) \, dx =: l(v) \quad \text{for all } v \in H_0^{1,1}(Q),$$

(2.1)

where

$$H_0^{1,1}(Q) := \{ v \in L_2(Q) : \nabla_x u \in [L_2(Q)]^d, \ \partial_t u \in L_2(Q), \ u = 0 \text{ on } \Sigma, \ u = 0 \text{ on } \Sigma_T = \Omega \times \{ T \} \}.$$

If $f \in L_{2,1}(Q) := \{ v : Q \rightarrow \mathbb{R} : \int_0^T \| v(\cdot, t) \|_{L_2(\Omega)} \, dt < \infty \}, f \in [L_2(Q)]^d, u_0 \in L_2(\Omega)$ and the coefficient $v \in L_{\infty}(Q)$ is uniformly bounded and positive, i.e., there exist positive constants $\nu$ and $\overline{v}$ such that

$$\nu \leq v(x, t) \leq \overline{v} \quad \text{for almost all } (x, t) \in Q,$

then the space-time variational formulation (2.1) has a unique solution $u$ that even belongs to the space $V_0^{1,0}(Q) \subset H_0^{1,0}(Q)$; see [24, Chapter III, Paragraph 3, Theorem 3.2]. In particular, this means that $\| u(\cdot, t) \|_{L_2(\Omega)}$ is continuous with respect to $t$. Therefore, the initial condition makes sense in $L_2(\Omega)$. The same result can be obtained if we consider the solvability of (1.1)–(1.3) in the Bochner space

$$W(0, T) := \{ v \in L_2(0, T; H_0^1(\Omega)) : \partial_t u \in L_2(0, T; H^{-1}(\Omega)) \}$$

of abstract functions $u$ mapping the time interval $[0, T]$ to some Hilbert or Banach space $X(\Omega)$. Indeed, the parabolic initial-boundary value problem is uniquely solvable in $W(0, T)$, and $W(0, T)$ is continuously embedded into $C([0, T], L_2(\Omega))$; see, e.g., [28]. This view at parabolic initial-boundary value is closely connected with the so-called line variational formulations and the corresponding operator ordinary differential equations, and is the starting point for time-stepping methods.

If $f \in L_2(Q), f = 0, u_0 \in H_0^1(\Omega)$ and $\nu = 1$, then the solution $u \in H_0^{1,0}(Q)$ of (2.1) belongs to the space $H_0^{1,1}(Q) = \{ v \in H_0^1(Q) : \Delta_x v \in L_2(Q) \}$ and continuously depends on $t$ in the norm of the space $H_0^1(\Omega)$; see [24, Chapter III, Paragraph 2, Theorem 2.1]. This property is called maximal parabolic regularity. If $v = \nu(x, t)$ depends on $x$ and $t$ (non-autonomous case) possibly in a discontinuous way (like in electrical machines, moving interfaces), then it is more involved to specify the most general conditions for $v$ such that maximal parabolic regularity happens, i.e., the solution $u \in H_0^{1,0}(Q)$ of (2.1) belongs to the space

$$H_0^{1,1}(Q) = \{ v \in H_0^1(Q) : \Delta_x v := div_x (v \nabla_x u) \in L_2(Q) \}.$$

Recently, Dier [13] proved maximal parabolic regularity provided that the corresponding elliptic form is of bounded variation. In our case, this means that $v$ is of bounded variation in $t$ for almost all $x$. In the case of
maximal parabolic regularity, we have $\partial_t u - \mathcal{L}_x u = f$ in $L^2(Q)$ that was the starting point for the derivation of consistent space-time finite element schemes in [27].

In general, for non-trivial $f \in [L^2(Q)]^d$ (with jumps), we cannot expect maximal parabolic regularity. Motivated by applications, we assume that there exists a decomposition of the space-time cylinder $Q = \bigcup_{i=1}^m Q_i$ into $m$ non-overlapping Lipschitz domains $Q_1, \ldots, Q_m$ such that the restriction of $f$ to $Q_i$ belongs to $H^1(\mathcal{D}_i)$ for all $i = 1, 2, \ldots, m$, but may have jumps across the boundaries of these subdomains. Now, taking an arbitrary test function $v \in H^1_0(Q)$ with a compact support in $Q_i$, we immediately get

$$\int_{Q_i} (-u\partial_t v + \nu\nabla_x u \cdot \nabla_x v) \, dQ = \int_{Q_i} (fv + f \cdot \nabla_x v) \, dQ \quad (2.2)$$

from the space-time variational formulation (2.1). Rewriting the left-hand side and applying integration by parts on the right-hand side in (2.2), we obtain

$$\int_{Q_i} \left(\frac{\nu \nabla_x u}{-u}\right) \cdot \nabla v \, dQ = \int_{Q_i} (f - \text{div}_x f) \nu \, dQ,$$

where $\nabla = (\nabla_T^\top \partial_t)^\top$ is the space-time gradient. This is nothing but the definition of the weak space-time divergence, i.e., we have

$$\text{div}\left(\frac{\nu \nabla_x u}{-u}\right) = f - \text{div}_x f \quad \text{in } L^2(Q_i). \quad (2.3)$$

The solution $u \in \bar{V}_2^{1,0}(Q)$ of (2.1) also satisfies the integral identity (see [24, Chapter 3, identity (3.20) on p. 120])

$$\int_{Q} (-u\partial_t v + \nu\nabla_x u \cdot \nabla_x v) \, dQ + \int_{\Omega} u(x, T)v(x, T) \, dx$$

$$= \int_{Q} (fv + f \cdot \nabla_x v) \, dQ + \int_{\Omega} u_0(x)v(x, 0) \, dx \quad \text{for all } v \in H^1_0(Q), \quad (2.4)$$

from which one can derive the space-time flux relation

$$\sum_{i=1}^m \int_{Q_i} \left(\frac{\nu \nabla_x u}{-u}\right) \cdot \nu \, dQ + \int_{\Omega} u(x, T)v(x, T) \, dx$$

$$= \sum_{i=1}^m \int_{Q_i} f \cdot \nu \, dQ + \int_{\Omega} u_0v(x, 0) \, dx \quad \text{for all } v \in H^1_0(Q). \quad (2.5)$$

Indeed, in (2.4), we can rewrite the integrals over $Q$ as sum of integrals over $Q_i$. Then we have the variational identity

$$\sum_{i=1}^m \int_{Q_i} \left(\frac{\nu \nabla_x u}{-u}\right) \cdot \nu \, dQ + \int_{\Omega} u(x, T)v(x, T) \, dx$$

$$= \sum_{i=1}^m \int_{Q_i} (fv + f \cdot \nabla_x v) \, dQ + \int_{\Omega} u_0v(x, 0) \, dx$$

for all $v \in H^1_0(Q) = H^1_0(Q)$. Integrating by parts in the left-hand side and in the right-hand side gives the identity

$$\sum_{i=1}^m \left(\int_{Q_i} \text{div}\left(\frac{\nu \nabla_x u}{-u}\right) \nu \, dQ + \int_{\partial Q_i} \left(\frac{\nu \nabla_x u}{-u}\right) \cdot \left(\frac{\nu}{n_t}\right) v \, ds\right)$$

$$+ \int_{\Omega} u(x, T)v(x, T) \, dx$$

$$= \sum_{i=1}^m \left(\int_{Q_i} (f - \text{div}_x f) \nu \, dQ + \int_{\partial Q_i} f \cdot \nu \, ds\right) + \int_{\Omega} u_0v(x, 0) \, dx \quad (2.6)$$

that holds for all $v \in H^1_0(Q)$. We mention that the integral over $\partial Q_i$ have to be understood as duality products on $H^{-1/2}(\partial Q_i) \times H^{1/2}(\partial Q_i)$. Using (2.3) in (2.6), we arrive at the space-time flux relation (2.5).
3 Space-Time Finite Element Methods

Next, we need a decomposition (triangulation) $\mathcal{T}_h$ of $Q$ into shape-regular finite elements $K$ such that

$$\overline{Q} = \bigcup_{K \in \mathcal{T}_h} \overline{K} \quad \text{and} \quad K \cap K' = \emptyset \quad \text{for all} \ K \neq K';$$

see [5, 6, 9] for a precise definition of shape-regular triangulations. We assume that the triangulation is aligned with $Q_i$, i.e., $\overline{Q} = \bigcup_{K \in \mathcal{T}_i,h} \overline{K}$ can be represented by a subset $\mathcal{T}_i,h$ of the triangulation $\mathcal{T}_h = \bigcup_{m=1}^m \mathcal{T}_{i,m}$.

On the basis of the shape-regular triangulation $\mathcal{T}_h$, we define the space-time finite element space $V_{0h} = \{ v \in C(\overline{Q}) : v(x_K(\cdot)) \in \mathbb{P}_p(\tilde{K}) \text{ for all } K \in \mathcal{T}_h, v = 0 \text{ on } \overline{\Sigma} \}$ as usual [5, 6, 9], where $x_K(\cdot)$ denotes the map from the reference element $\tilde{K}$ to the finite element $K \in \mathcal{T}_h$, and $\mathbb{P}_p(\tilde{K})$ is the space of polynomials of the degree $p$ on the reference element $\tilde{K}$. The space-time finite elements space $V_{0h}$ is obviously a finite-dimensional subspace of the space $H^1_0(Q) \subset \tilde{V}^{1,0}_2(Q)$. Let us denote the dimension of $V_{0h}$ by $N_h$. For simplicity, throughout this paper and, in particular, in our numerical experiments in Section 6, we use affine-linear mappings $x_K(\cdot)$ and simplicial elements $K$.

Following [27], we first multiply (2.3), that is valid in $L_2(K)$ for all $K \in \mathcal{T}_h$ since the triangulation $\mathcal{T}_h$ is aligned with $Q_i$, by a locally scaled upwind test function

$$v_{h,K}(x,t) := v_h(x,t) + \theta_K h_K \partial_t v_h(x,t), \quad v_h \in V_{0h},$$

then integrate over $K$, and finally sum over all $K \in \mathcal{T}_h$, giving the identity

$$\sum_{K \in \mathcal{T}_h} \int_K \left( \frac{-\nabla v_h \cdot \nabla u}{u} \right) (v_h + \theta_K h_K \partial_t v_h) \, \text{d}Q = \sum_{K \in \mathcal{T}_h} \int (f - \text{div}_x f)(v_h + \theta_K h_K \partial_t v_h) \, \text{d}Q.$$

Integration by parts yields

$$\sum_{K \in \mathcal{T}_h} \int_K \left[ \nabla v_h \cdot \nabla x_K v_h - u \partial_t v_h + \theta_K h_K \text{div} \left( \frac{-\nabla v_h}{u} \right) \partial_t v_h \right] \, \text{d}Q + \sum_{K \in \mathcal{T}_h} \int_{\partial K} \left( \frac{-\nabla v_h}{u} \right) \cdot \overrightarrow{n} \, \text{d}s = \sum_{K \in \mathcal{T}_h} \int_{\partial K} f \cdot \overrightarrow{n} \, \text{d}s.$$

Since the triangulation $\mathcal{T}_h$ is aligned with the interfaces generated by the decomposition of $Q$ into the space-time subdomains $Q_1, Q_2, \ldots, Q_m$, the space-time flux identity (2.5) is also valid if one replaces the subdomains $Q_i$ by the finite elements $K$. Using (2.5) with $Q_i$ replaced by $K$ in the last identity, we immediately obtain the consistency relation

$$a_h(u, v_h) = l_h(v_h) \quad \text{for all} \ v_h \in V_{0h}, \quad (3.1)$$

with

$$a_h(u, v_h) := \sum_{K \in \mathcal{T}_h} \int_K \left[ \nabla v_h \cdot \nabla x_K v_h - u \partial_t v_h + \theta_K h_K \text{div} \left( \frac{-\nabla v_h}{u} \right) \partial_t v_h \right] \, \text{d}Q + \int_{\Omega} u(x, T)v_h(x, T) \, \text{d}x, \quad (3.2)$$

$$l_h(v_h) := \sum_{K \in \mathcal{T}_h} \int_{\partial K} f v_h \, \text{d}s + \int_{\Omega} f \cdot \overrightarrow{n} \, \text{d}s.$$

Therefore, we arrive at the following consistent space-time finite element scheme for solving the initial-boundary value problem (2.1): find $u_h \in V_{0h}$ such that

$$a_h(u_h, v_h) = l_h(v_h) \quad \text{for all} \ v_h \in V_{0h}. \quad (3.3)$$

Subtracting the space-time finite element scheme (3.3) from the consistency relation (3.1), we get the Galerkin orthogonality relation

$$a_h(u - u_h, v_h) = 0 \quad \text{for all} \ v_h \in V_{0h}. \quad (3.4)$$
that is crucial for deriving a priori discretization error estimates in the next section. We now show that the bilinear form \( a_h(\cdot, \cdot) \) is coercive on \( V_{oh} \) with respect to the norm

\[
\|v_h\|_h^2 := \sum_{K \in T_h} \left( \|v_h^1 \|_{L^2(K)}^2 + \|v_h^2 \|_{L^2(K)}^2 + \|v_h^3 \|_{L^2(K)}^2 \right) + \|v_h(\cdot, T)\|_{L^2(\Omega)}^2 + \|v_h(\cdot, O)\|_{L^2(\Omega)}^2. \tag{3.5}
\]

**Lemma 3.1.** If \( \theta_K \) is chosen sufficiently small, then there exists a positive constant \( \mu_c \) such that

\[
a_h(v_h, v_h) \geq \mu_c \|v_h\|_h^2 \quad \text{for all } v_h \in V_{oh}. \tag{3.6}
\]

More precisely, if \( \theta_K \leq h_K/c_{l,K,v}^2 \) for all \( K \in T_h \), then \( \mu_c \) can be chosen \( 1/2 \), where \( c_{l,K}(v) \) denotes the constant from the inverse inequality

\[
\|\text{div}_x(v\nabla_x v_h)\|_{L^2(K)} \leq c_{l,K,v} h_K^{-1} \|v^{1/2} \nabla_x v_h\|_{L^2(K)} \tag{3.7}
\]

that holds for all \( v_h \in V_{oh} \) and \( K \in T_h \); see [27].

**Proof.** For all \( v_h \in V_{oh} \), we have the following representation of the bilinear form \( a_h(v_h, v_h) \):

\[
a_h(v_h, v_h) = \sum_{K \in T_h} \int_{K} \left[ \|v_h^{1/2} \nabla_x v_h\|^2_2 - \frac{1}{2} \partial_t v_h^2 + \theta_K h_K \text{div} \left( \frac{-v_h \nabla_x v_h}{v_h} \right) \right] \text{div} \left( v_h \nabla_x v_h \right) \text{d}Q + \int_{\Omega} \left| v_h(x, T) \right|^2 \text{d}x
\]

\[
= \sum_{K \in T_h} \int_{K} \left[ \|v_h^{1/2} \nabla_x v_h\|^2_2 + \theta_K h_K \|\partial_t v_h\|^2 \right] \text{d}Q + \frac{1}{2} \int_{\Omega} \left| v_h(x, T) \right|^2 \text{d}x
\]

\[
+ \frac{1}{2} \int_{\Omega} \left| v_h(x, 0) \right|^2 \text{d}x - \sum_{K \in T_h} \theta_K h_K \int_{K} \text{div} \left( v_h \nabla_x v_h \right) \partial_t v_h \text{d}Q. \tag{3.8}
\]

Estimating the last term by Cauchy’s inequality, Young’s inequality and the inverse inequality (3.7), we immediately get

\[
a_h(v_h, v_h) \geq \sum_{K \in T_h} \left[ \left( 1 - \frac{\varepsilon \theta_K c_{l,K,v}^2}{2 h_K^2} \right) \|v_h^{1/2} \nabla_x v_h\|_{L^2(K)}^2 + \left( 1 - \frac{1}{2 \varepsilon} \right) \theta_K h_K \|\partial_t v_h\|^2 \right]
\]

\[
+ \frac{1}{2} \|v_h(\cdot, T)\|_{L^2(\Omega)}^2 + \frac{1}{2} \|v_h(\cdot, 0)\|_{L^2(\Omega)}^2 \quad \text{for all } v_h \in V_{oh},
\]

from which (3.6) follows with \( \mu_c = 1/2 \) for \( \epsilon = 1 \) and \( \theta_K \leq h_K/c_{l,K,v}^2 \) for all \( K \in T_h \).

**Remark 3.1.** For the special case that \( p = 1 \) (linear shape functions) and \( v = v_K = \text{const} \) for all \( K \in T_h \), the last term in (3.8) vanishes since \( \text{div}_x(v \nabla_x v_h) = v_K \partial_x v_h = 0 \) on \( K \). Therefore, we have

\[
a_h(v_h, v_h) = \sum_{K \in T_h} \left[ \|v_h^{1/2} \nabla_x v_h\|^2_2 + \theta_K h_K \|\partial_t v_h\|^2 \right] \text{d}Q + \frac{1}{2} \int_{\Omega} \left| v_h(x, T) \right|^2 \text{d}x
\]

\[
+ \frac{1}{2} \int_{\Omega} \left| v_h(x, 0) \right|^2 \text{d}x =: \|v_h\|_h^2 \quad \text{for all } v_h \in V_{oh},
\]

i.e., the bilinear form \( a_h(\cdot, \cdot) \) is coercive on \( V_{oh} \) with respect to the norm \( \|\cdot\|_h \) with the constant \( \mu_c = 1 \).

The coercivity of the bilinear form \( a_h(\cdot, \cdot) \) on \( V_{oh} \) yields uniqueness, and, in the finite-dimensional case, uniqueness implies existence. Thus, the space-time finite element scheme (3.3) has a unique solution \( u_h \in V_{oh} \) that can be found by solving one linear system of algebraic equations. Once the basis is chosen, the space-time finite element scheme (3.3) is nothing but one system of linear algebraic equations. Indeed, let \( \{p^{(j)} : j = 1, \ldots, N_h\} \) be the finite element nodal basis of \( V_{oh} \), i.e., \( V_{oh} = \text{span}(p^{(1)}, \ldots, p^{(N_h)}) \), where \( N_h \) is the number of all space-time unknowns (dofs). Then we can express the approximate solution \( u_h \) in terms of this basis, i.e., \( u_h(x, t) = \sum_{j=1}^{N_h} u_{j} p^{(j)}(x, t) \). Inserting this ansatz into (3.3) and testing with \( p^{(j)} \), we get the linear system \( K_h u_h = f_h \) for determining the unknown coefficient vector \( u_h = (u_{j})_{j=1,\ldots,N_h} \in \mathbb{R}^{N_h} \), where \( K_h = (a_h(p^{(i)}, p^{(j)}))_{i,j=1,\ldots,N_h} \) and \( f_h = (f_h(p^{(j)}))_{i=1,\ldots,N_h} \). The system matrix \( K_h \) is non-symmetric, but positive definite due to Lemma 3.1.
4 A Priori Error Estimates

We now introduce the norm

\[ \|u\|_{h,*}^2 := \sum_{K \in T_h} \left[ \|v^{1/2} \nabla_x u\|^2_{L^2(K)} + (\theta_K h_K)^{-1} \|u\|^2_{L^2(K)} + \theta_K h_K \| \text{div} \left( -\frac{v}{u} \nabla_x u \right) \|^2_{L^2(K)} \right] + \|u(\cdot, T)\|^2_{L^2(\Omega)} \]

that is defined on \( V_{oh,*} = H^2_0(\Omega) + V_{oh} \) to which the solution \( u \) and the discretization error \( u - u_h \) belong. The solution space \( H^2_0(\Omega) \) can be chosen as \([v \in H^2_0(Q) : \mathcal{L} u := \text{div}(-v \nabla_x u, u) \in L^2(\Omega), i = 1, \ldots, m]\).

**Lemma 4.1.** The bilinear form (3.2) is bounded on \( V_{oh,*} \times V_{oh} \), i.e.,

\[ |a_h(u, v_h)| \leq \mu_h \|u\|_{h,*} \|v_h\|_h \quad \text{for all } u \in V_{oh,*}, v_h \in V_{oh} \]  \hspace{1cm} (4.1)

with \( \mu_h = 1 \).

**Proof.** Using Cauchy’s inequalities, we immediately get

\[
a_h(u, v_h) = \sum_{K \in T_h} \int_K v \nabla_x u \cdot \nabla_x v_h - u \partial_t v_h + \theta_K h_K \| \text{div} \left( -\frac{v}{u} \nabla_x u \right) \|_{L^2(K)} \theta_K h_K \| \partial_t v_h \|^2_{L^2(K)} \delta t \mathrm{d}Q + \int_\Omega u(x, T)v_h(x, T) \mathrm{d}x
\]

\[
\leq \mu_h \|u\|_{h,*} \|v_h\|_h
\]

with \( \mu_h = 1 \). \( \square \)

The Galerkin orthogonality (3.4) together with the coercivity (3.6) and the generalized boundedness (4.1) of the bilinear form \( a_h(\cdot, \cdot) \) immediately yield a best-approximation (Céa-like) discretization error estimate in the corresponding norms.

**Lemma 4.2.** Let \( u \in \dot{H}^{2,0}_0(Q) \cap H^2_0(\Omega) \) and \( u_h \in V_{oh} \) be the solutions of the parabolic IBVP (2.1) and the space-time finite element scheme (3.3), respectively, and let the assumptions of Lemma 3.1 (coercivity) and Lemma 4.1 (boundedness) hold. Then the following discretization error estimate holds:

\[ \|u - u_h\|_h \leq \inf_{v_h \in V_{oh}} \left( \|u - v_h\|_h + \frac{\mu_h}{\mu_c} \|u - v_h\|_{h,*} \right), \]  \hspace{1cm} (4.2)

**Proof.** Using (3.6), (3.4) and (4.1), we immediately get the estimates

\[ \mu_c \|v_h - u_h\|_h^2 \leq a_h(v_h - u_h, v_h - u_h) = a_h(v_h - u, v_h - u_h) \leq \mu_h \|v_h - u_h\|_{h,*} \|v_h - u_h\|_h \]

for any \( v_h \in V_{oh} \), from which (4.2) follows by triangle inequality. \( \square \)

Estimate (4.2) implicitly assumes that the solution \( u \) has local weak time derivatives \( \partial_t u \in L^2(\Omega) \) for all \( K \in T_h \). Otherwise, the term \( \theta_K h_K \| \partial_t v_h \|^2_{L^2(K)} \) in the definition (3.5) of the norm \( \| \cdot \|_h \) must simply be omitted in (4.2). In order to obtain a convergence rate estimate from (4.2), we have to insert a suitable interpolation or quasi-interpolation \( I_h^p(u) \in V_{oh} \) of the solution \( u \) into the infimum. If \( u \) is sufficiently smooth, then we can use the nodal Lagrange interpolation that leads to completely local estimates. More precisely, let \( u \in H^s(\Omega) \cap H^k(Q) \cap H^k(T_h) \) with some \( l \geq k > (d + 1)/2 \). Since in this case \( H^k(Q) \subset C(Q) \), the nodal Lagrange interpolation is well defined. Then the standard finite element interpolation error estimates (see, e.g., [6, Theorem 4.4.4] or [9, Theorem 3.1.6]) and the best-approximation error estimate (4.2) lead to the a priori discretization error estimate

\[ \|u - u_h\|_h \leq C \left( \sum_{K \in T_h} h_K^{2(s-1)} \|u\|^2_{H^s(K)} \right)^{1/2} \]  \hspace{1cm} (4.3)
with \( s = \min(l, p + 1) \) and some generic positive constant \( c \); see [27, Theorem 13.3]. If the nodal Lagrange interpolation is not well defined due to the low regularity of the solution \( u \), we can make use of the quasi-interpolation operators proposed by Clément [11] or Scott and Zhang [35]. Let \( v \in H^k(Q) \) with some \( k > 1 \). Then, for instance, the Scott–Zhang quasi-interpolation operator \( \mathcal{P}_h^{SZ} \colon H^1(Q) \to V_{Oh} \) provides the local interpolation error estimate

\[
\|v - \mathcal{P}_h^{SZ}v\|_{H^r(K)} \leq ch_{K}^{r-m} \|v\|_{H^r(S_k)}, \quad m = 0, 1, \tag{4.4}
\]

where \( s = \min(k, p + 1) \), \( c \) is again a generic positive constant, and \( S_k := \{K' \in \mathcal{T}_h : K \cap K' \neq \emptyset \} \) denotes the neighborhood of the simplex \( K \in \mathcal{T}_h \); see the monograph [6, (4.8.10)] or the original paper [35], and space interpolation results [4, 16].

**Theorem 4.1.** Beside the assumptions imposed on the data \( v, f, Q \) and the triangulation \( \mathcal{T}_h \), we assume that the solution \( u \) of the space-time variational problem (2.1) belongs to \( H^k(\Omega) \cap H^k(Q) \), \((d + 1)/2 \geq k > 1\), and \( v \mathcal{V}_x(u) \in (H^{k-1}(K))^d \) for all \( K \in \mathcal{T}_h \). Furthermore, let the assumptions of Lemma 4.2 be fulfilled. Then the a priori discretization error estimate

\[
\|u - u_h\| \leq c \sum_{K \in \mathcal{T}_h} \left[ \|u\|_{H^k(S_k)}^2 + |\nabla u|_{H^{k-1}(K)}^2 \right] + \frac{\mu_2^2}{\mu_c^2} \|\mathcal{V}_x u\|_{L^2(K)}^2 \tag{4.5}
\]

holds with \( s = \min(k, p + 1) = k \leq (d + 1)/2 \) for \( d = 1, 2, 3 \) and a positive generic constant \( c \).

**Proof.** Inserting \( v_h = \mathcal{P}_h^{SZ}u \in V_{Oh} \) into the infimum of the right-hand side of the best-approximation error estimate (4.2), we immediately get

\[
\|u - u_h\|^2 \leq \left( \|u - \mathcal{P}_h^{SZ}u\| + \frac{\mu_2^2}{\mu_c^2} \|u - \mathcal{P}_h^{SZ}u\|_{H^s(K)}^2 \right)^2
\]

\[
\leq 2 \|e_h\|^2 + \frac{\mu_2^2}{\mu_c^2} \|e_h\|_{H^s(K)}^2,
\]

\[
\leq \sum_{K \in \mathcal{T}_h} \left[ 2 \left( 1 + \frac{\mu_2^2}{\mu_c^2} \right) \|v\|_{L^2(K)}^2 + \sum_{K \in \mathcal{T}_h} \left[ 2 \left( 1 + \frac{\mu_2^2}{\mu_c^2} \right) \|\nabla u\|_{L^2(K)}^2 + 2 \theta_k h_K \|\partial_v u\|_{L^2(K)}^2 \right] \right]
\]

\[
+ 2 \left( 1 + \frac{\mu_2^2}{\mu_c^2} \right) \|e_h(\cdot, l)\|_{L^2(K)}^2 + 2 \|e_h(\cdot, 0)\|_{L^2(K)}^2,
\]

where \( e_h = u - \mathcal{P}_h^{SZ}u \) denotes the interpolation error. The first three terms in the sum can directly be estimated by means of the local interpolation error estimate (4.4). The fourth term needs special treatment. Inserting and subtracting the average

\[
I_h^0 q(x) = \frac{1}{|K|} \int_K q(y) \, dy \in \mathbb{R}^{d+1} \quad \text{for } x \in K
\]

of the space-time flux \( q = (v\mathcal{V}_x u)^T, u)^T \) over \( K \in \mathcal{T}_h \) and using the inverse inequalities

\[
\|\nabla u\|_{L^2(K)} \leq c h_k^{-1} \|c h + v \mathcal{V}_x v_h\|_{L^2(K)} \quad \text{for all } (c_h, v_h) \in \mathbb{R}^d \times V_{Oh},
\]

\[
\|\partial_v (c_h - v_h)\|_{L^2(K)} \leq c h_k^{-1} \|c_h - v_h\|_{L^2(K)} \quad \text{for all } (c_h, v_h) \in \mathbb{R} \times V_{Oh},
\]

we can estimate this term as follows:

\[
\|\nabla\left( -v \mathcal{V}_x e_h \right)\|_{L^2(K)}^2 = \left\| \nabla\left( q - I_h^0 q + I_h^0 q - \left( -v \mathcal{V}_x (I_h^{SZ} u) \right) \right) \right\|_{L^2(K)}^2
\]

\[
\leq \|q\|_{L^2(K)}^2 \leq \left\| \nabla\left( I_h^0 q - \left( -v \mathcal{V}_x (I_h^{SZ} u) \right) \right) \right\|_{L^2(K)}^2
\]

\[
\leq \|q\|_{L^2(K)}^2 \leq 2 \left( 1 + \frac{\mu_2^2}{\mu_c^2} \right) \|e_h(\cdot, l)\|_{L^2(K)}^2 + 2 \|e_h(\cdot, 0)\|_{L^2(K)}^2.
\]
Now, the last term can be estimated by means of the local approximation properties of $I_h^n$ and $I_h^{SZ}$. Indeed, inserting and subtracting $q$ in the last term of the above estimate, we get
\[
\|p_h^q q - (-\nabla v_h(I_h^{SZ} u))\|_{L^2(K)}^2 \leq 2\|p_h^q q - q\|_{L^2(K)}^2 + 2\|q - (-\nabla v_h(I_h^{SZ} u))\|_{L^2(K)}^2
\]
\[
\leq c(h_K^2(s-1)|\nabla v_h(u)|^2_{H^{s-1}(K)} + h_K^2|u|^2_{H^1(K)} + h_K^{2(s-1)}|u|^2_{H^s(K)} + h_K^2|u|^2_{H^s(K)}),
\]
where we have used the Poincaré inequality for estimating the first term and (4.4) for the second term. Finally, we have to estimate the last two terms in (4.6). The trace theorem and the local interpolation error estimate (4.4) yield the estimates
\[
\|e_h(\cdot, T)\|_{L^2(Q)}^2 \leq c\|e_h\|_{H^1(Q)}^2 \leq c \sum_{K \in \mathcal{T}_h} \|e_h\|_{H^1(K)}^2 \leq c \sum_{K \in \mathcal{T}_h} h_K^{2(s-1)}|u|^2_{H^s(K)}
\]
that is obviously also valid for the last term $\|e_h(\cdot, 0)\|_{L^2(Q)}^2$ in (4.6). Combining these estimates, we arrive at (4.5).

If non-affine mappings $x_K(\cdot)$ from $K$ to $K$ are used, like in the case of the popular isoparametric elements for $p \geq 2$, then the semi-norms in (4.3)–(4.5) have to be simply replaced by the corresponding full norms provided that these transformations are uniformly regular; see, e.g., [10, 22].

5 A Posteriori Error Estimates and Adaptivity

In contrast to elliptic boundary value problems, there are not so many results on space-time a posteriori error estimates and simultaneous space-time adaptivity driven by the corresponding error indicators for finite element schemes on unstructured simplicial meshes that treat time $t$ as just another variable, say, $x_{d+1}$, like in this paper; cf. also the survey paper [38]. As in the elliptic case, Steinbach and Yang [37] have recently proposed to use the local residual error indicator
\[
\eta_K := (h_K^2\|R_h(u_h)\|_{L^2(K)}^2 + h_K^2\|I_h(u_h)\|_{L^2(\partial K)}^2)^{1/2}
\]
for driving the adaptivity, where $u_h$ is the space-time finite element solution, $R_h(u_h) := f + \text{div}_x(\nabla v_h u_h) - \partial_t u_h$ denotes the residual on $K \in \mathcal{T}_h$, $I_h(u_h) := [\nabla v_h u_h]_e$ represents the jump of the space flux across one face $e \subset \partial K$ of the boundary $\partial K$ of an element $K \in \mathcal{T}_h$. Here we assume that there are no distributional sources, i.e., $f = 0$. While one has complete theoretical control on the adaptive process (reliability, efficiency, convergence, optimality) in the elliptic case, see [8] and the references therein, similar theoretical results are not available for adaptive processes based on the residual error indicator (5.1). Even the reliability is not shown theoretically, although the numerical results presented in [37, 38] show the same behavior as in the elliptic case.

Repin proposed functional a posteriori discretization error estimates for the instationary heat equation in [32]; see also Repin’s monograph [33, Section 9.3, pp. 229–242]. Repin’s first form of the error majorant
\[
\overline{\mathcal{M}}^1(\beta, \delta, v, y) := \int_v(x, 0) - u_0(x)\bigg|\bigg| \Omega
\]
\[
+ \frac{1}{\delta} \int_Q \left[\left(1 + \frac{1}{\delta}\right)|f + y - \nabla x v|^2 + c_{F_2}^2 \left(1 + \frac{1}{\beta}\right)|f - \partial_t v + \text{div}_x y|^2\right] dQ
\]
provides a guaranteed upper bound of the error $u - v$ with respect to the norm
\[
\|u - v\|_{L^2_1(Q_0)} = \left(2 - \delta\right)\|\nabla x(u - v)\|_{L^2(Q)} + \|u - v\|_{L^2_2(Q)} \leq \overline{\mathcal{M}}^1(\beta, \delta, v, y)
\]
for any approximation $v \in H_0^1(Q)$ to the solution $u$ of (2.1), for any flux
\[
y \in H(\text{div}_x, Q) := \{y \in (L_2(Q))^d : \text{div}_x(y) \in L_2(Q)\}
\]
and for any weight function \( \beta \in L^\infty_\text{loc}(0, T) := \{ \beta \in L^\infty_\text{loc}(0, T) : \beta(t) \geq \mu \text{ for almost all } t \in (0, T) \} \). Here \( \delta \in (0, 2] \) and \( \mu \in (0, 1) \) are fixed parameters, and \( c_{FQ} \) is the Friedrichs constant for the space domain \( \Omega \). Estimate (5.2) is proven in [33, Theorem 9.6] for the case \( f = 0 \), but the proof remains unchanged in the presence of distributional sources. In particular, we can choose our finite element solution \( u_h \in V_{oh} \subset H^1_\text{d}(Q) \) as \( v \) in (5.2). The parameter \( \delta \in (0, 2] \) can be chosen to weight the two parts of the norm \( \| \cdot \|_{1,2,\delta} \), e.g., the choice \( \delta = 1 \) equilibrates both parts, whereas the choice \( \delta = 2 \) provides an \( L_2 \) error estimate at the final time \( t = T \). In order to compute an upper bound on the discretization error \( u - u_h \) via estimate (5.2), we have to choose appropriate fluxes \( y \in H(\text{div}, Q) \) and weight functions \( \beta \in L^\infty_\text{loc}(0, T) \). We cannot choose \( y = v \nabla u_h - f \) since the finite element flux \( v \nabla u_h \) does not belong to \( H(\text{div}, Q) \) in general. Thus, we have to postprocess the finite element flux in such a way that the postprocessed finite element flux \( P_h(v \nabla u_h) \) belongs to some \( Y_h \subset H(\text{div}, Q) \). In our numerical experiments in Section 6, we simply average the finite element flux in the vertices; see e.g. [39, 40].

Then one can calculate \( \beta \) from the minimization of the majorant. If we choose \( \beta \) as a positive constant, then we get

\[
\beta^{(0)} = \frac{c_{FQ} \overline{M}_{\text{eq}}(u_h, y_h^{(0)})}{\overline{M}_{\text{flux}}(u_h, y_h^{(0)})}
\]

(5.3)

where \( y_h^{(0)} = P_h(v \nabla u_h) - f \),

\[
\overline{M}_{\text{eq}}(u_h, y_h^{(0)}) = \int_Q |f - \partial_t u_h + \text{div} x y_h^{(0)}|^2 \, dQ \quad \text{and} \quad \overline{M}_{\text{flux}}(u_h, y_h^{(0)}) = \int_Q |f + y_h^{(0)} - v \nabla x u_h|^2 \, dQ.
\]

If one is not satisfied with the bound \( \overline{M}_{\text{eq}}^2(\beta^{(0)}, \delta, u_h, y_h^{(0)}) \), then one can start an alternating minimization of the majorant \( \overline{M}_{\text{maj}}^2(\beta, \delta, u_h, y_h) \) with respect to \( y_h \) and \( \beta \), where one has to solve the auxiliary problem: find \( y_h^{(k+1)} \in Y_h \) such that

\[
A_k(y_h^{(k+1)}, w_h) = F_k(w_h) \quad \text{for all } w_h \in Y_h
\]

(5.4)

for improving the fluxes followed by calculating improved weights \( \beta^{(k+1)} \) via (5.3), where \( Y_h \subset H(\text{div}, Q) \) is a suitable finite element space for the fluxes

\[
A_k(y_h, w_h) := \sum_{K \in T_h} \left( (1 + \beta^{(k)}) y_h \cdot w_h + c_{FQ}^2 (1 + 1/\beta^{(k)}) \text{div}_x(y_h) \text{div}_x(w_h) \right) \, dQ,
\]

\[
F_k(w_h) := \sum_{K \in T_h} \left( (1 + \beta^{(k)}) (v \nabla x u_h - f) \cdot w_h - c_{FQ}^2 (1 + 1/\beta^{(k)}) (f - \partial_t u_h) \text{div}_x(w_h) \right) \, dQ.
\]

In the numerical experiments presented in Section 6, we choose \( \delta = 1 \) and, as already mentioned above, \( \nu = u_h \). Furthermore, we use the nodal averaging procedure to postprocess the finite element flux \( v \nabla x u_h \). We use the finite element space \( Y_h = (V_h)^d \subset (H^1(Q))^d \subset H(\text{div}, Q) \) for the fluxes. Note that this choice might be too restrictive since it excludes fluxes that are only continuous in their normal component. We apply one iteration of the alternating minimization described above, i.e., we have to solve the auxiliary problem (5.4) once, which is symmetric and positive definite. Hence, we can apply a few iterations of the (preconditioned) Conjugate Gradient (CG) method, where the postprocessed flux \( y_h^{(0)} \) is used as initial guess. We then use the first part of the majorant

\[
\eta_K(u_h) = \| f + y_h^{(1)} - v \nabla x u_h \|_{L_2(K)}
\]

as an error indicator, where \( y_h^{(1)} \) results from the improvement of \( y_h^{(0)} \) by a few CG iterations. We proceed by using Dörfler marking [14] as a marking strategy, i.e., we determine a set \( M \subseteq T_h \) of (almost) minimal cardinality such that

\[
\Xi \eta(u_h)^2 \leq \sum_{K \in M} \eta_K(u_h)^2
\]

with a suitable bulk parameter \( \Xi \in (0, 1) \). In particular, we use the implementation recently proposed by Pfeiler and Praetorius [30], which is straightforward to parallelize. We will also survey the efficiency index of the a posteriori error estimator that is defined as

\[
I_{\text{eff}}^2 = \frac{\sum_{K \in T_h} \eta_K(u_h)^2}{\| u - u_h \|_h^2},
\]

with the exact solution \( u \) and its finite element approximation \( u_h \).
6 Numerical Results

In this section, we present the results of an extensive set of numerical experiments. We realized the space-time FEM in our C++ code “SpTmFEM”, using the fully parallelized finite element library MFEM¹ (see also [1]), where we implemented arbitrary-order finite elements in 4d. The large linear systems arising from the discretized variational problem are solved by means of a flexible Generalized Minimal Residual (GMRES) method [34], preconditioned by an algebraic multigrid V-cycle. In particular, we use the implementation BoomerAMG, provided by the solver library hypre². We start the iterative solver with the initial guess zero, and stop once the initial residual is reduced by a factor of $10^{-8}$. However, especially in an adaptive procedure, it may be better to interpolate the solution from the previous refinement level to the current one and use it as an initial guess for the iterative solver. In addition, we relax the stopping criterion, i.e., we stop once the initial residual is reduced by a factor of e.g. $10^{-2}$. This approach is sometimes referred to as Nested Iterations (NI). All numerical experiments were performed on the distributed memory cluster Quartz³, located at the Lawrence Livermore National Laboratory.

We have selected three test problems to illustrate the capabilities of our conforming space-time finite element method on unstructured simplicial meshes under uniform and adaptive refinement procedures. The first example is nothing but a moving peak that is smooth, but has steep gradients. Here we want to study the convergence rates under uniform refinement for different polynomial degrees, and the gain of the adaptive procedures proposed in Section 5. The second example is motivated by modeling additive manufacturing processes, and possesses similar features as the first example. However, we do not know the exact solution as in the first example. Hence, we will compute convergence rates with respect to a uniformly overrefined finite element solution. The third example is inspired by Kellogg’s elliptic problem. This is a well-known 2d benchmark problem for testing adaptive procedures. One can choose the parameters in such a way that the exact solution is explicitly known and belongs to $H^{1+\gamma}$ with an arbitrarily small $\gamma > 0$. Our parabolic analogon is non-autonomous with a discontinuous diffusion coefficient. Here we want to verify the convergence rate estimate given in Theorem 4.1 and adaptive procedures proposed in Section 5.

6.1 Moving Peak

For our first example, we consider the four-dimensional hyper-cube $Q = (0, 1)^4$ as space-time cylinder, the diffusion coefficient $\nu \equiv 1$, and we use the manufactured solution

$$u(x, t) = \prod_{i=1}^{3} (x_i^2 - x_i)(t^2 - t)e^{-100((x_1-t)^2+(x_2-t)^2+(x_3-t)^2)}.$$

We then compute the right-hand side and boundary data accordingly. This solution is very smooth. Thus, we would expect optimal convergence rates for uniform mesh refinement. However, the solution is also very localized and has steep gradients. In order to recover the optimal convergence rate quickly, we will apply adaptive mesh refinement based on the error estimators from the previous section. Moreover, we compare the efficiency index $I_{\text{eff}}$ of the functional error estimator with that of the residual-based error indicator proposed by Steinbach and Yang [38]. In Figure 1, we present the relative error in the energy norm (3.5), using both uniform and adaptive refinement, as well as different polynomial degrees for the finite element shape functions. We can observe the expected behavior, i.e., even a sufficiently uniformly refined mesh results in an (almost) optimal convergence rate with respect to the polynomial degree. However, adaptive refinement results in optimal convergence rates and, moreover, reduces the number of dofs needed to obtain an error below a certain threshold, e.g., for $p = 3$, a relative error below 1 % needs only 4 742 845 adaptive space-time dofs, compared to more than 81 044 161 dofs using uniform refinement.

¹ https://mfem.org
² https://computing.llnl.gov/projects/hypre-scalable-linear-solvers-multigrid-methods
³ https://hpc.llnl.gov/hardware/platforms/Quartz
Figure 1: Convergence rates of uniform and adaptive refinements, using the functional estimator, for \( d = 3 \) with marking threshold \( \Xi = 0.25 \).

In the left of Figure 2, we plot the efficiency indices of the functional estimator and the residual indicator for different polynomial degrees. For the functional estimator, we observe efficiency indices \( I_{eff} \sim 1.4 \), independently of the polynomial degree \( p \). The efficiency index of the residual indicator depends on \( p \). For \( p = 1 \), we observe efficiency indices around 1, whereas the efficiency indices are much worse for higher polynomial degrees \( p \).

6.2 Circular Arc Scan Track

The next example was introduced in [7] as a simplified model for simulating instationary heat transfer in additive manufacturing processes. We again have a very localized right-hand side, but this time, we do not know the exact solution. Hence, we will compare the finite element solutions produced by adaptive refinement with
a finite element solution obtained on a very fine, uniformly refined mesh. We consider the space-time cylinder $Q = (0, 10)^2 \times (0, 5)$, the thermal conductivity coefficient $\nu \equiv 1$, the right-hand side

$$f(x, t) = 2.97 \times 10^5 \exp(-100((x_1 - \bar{x}_1(t))^2 + (x_2 - \bar{x}_2(t))^2)),$$

with $((\bar{x}_1(t), \bar{x}_2(t)) = (5(1 + \cos(\pi(5 + 2t)/20)), 3 + 5 \sin(\pi(5 + 2t)/20))$, the initial condition $u_0 \equiv 20$ on $\Sigma_0$, and the Neumann boundary condition $\nu \nabla x u \cdot \vec{n}x = 0$ on $\Sigma$; see also [7]. In the left plot of Figure 3, we present the convergence rates in the energy norm $||\cdot||_h$ for different combinations of polynomial degree $p$ and a posteriori error indicators/estimators. The stagnation at the end of each line is due to the local mesh resolution of the adaptively refined mesh that is getting smaller than the mesh resolution of the reference solution. In terms of convergence rates, the functional error estimator gives clearly better rates for linear elements, whereas the rates for quadratic and cubic elements are almost indistinguishable. However, when we compare the efficiency index $I_{\text{eff}}$, we observe a notable difference. While $I_{\text{eff}} \sim 1$ for the functional estimator independently of $p$, the efficiency index for the residual indicator is also close to 1 for linear elements, but much worse when we increase the polynomial degree.

In Figure 4, we present cuts through the space-time mesh, which was obtained after 10 adaptive refinements, using the functional estimator with bulk parameter $\Xi = 0.25$. We can clearly observe that the mesh refinement follows the source. Moreover, the middle mesh seems to show triangles with very sharp angles, which is due to the cut through the completely unstructured space-time mesh.

Figure 3: Convergence rates in the energy norm (left), efficiency indices $I_{\text{eff}}$ (right) for different polynomial degrees $p$ and bulk parameter $\Xi = 0.25$.

Figure 4: Cuts through the space-time mesh after 10 adaptive refinements, from left to right, at times $t = 0$, $t = 2.5$ and $t = 5$. 
6.3 Non-autonomous Kellogg’s Interface Problem

We choose the space-time cylinder \( Q = (-1, 1)^2 \times (0, 1) \) and the discontinuous diffusion coefficient

\[
\nu(x, t) = \begin{cases} 
\nu_{13}(t), & (x, t) \in Q_1 \cup Q_3, \\
\nu_{24}(t), & (x, t) \in Q_2 \cup Q_4,
\end{cases}
\]

where \( \nu_{13}(t) = Rt + (1-t) \) and \( \nu_{24}(t) = (1-t)/R + t \), with \( R = 161.4476387975884 \), and

\[
\overline{Q} = \bigcup_{i=1}^{4} Q_i, \quad Q_i = \Omega_i \times (0, 1), \quad i = 1, \ldots, 4,
\]

and \( \Omega_1 = (0, 1)^2, \quad \Omega_2 = (-1, 0) \times (0, 1), \quad \Omega_3 = (-1, 0)^2 \) and \( \Omega_4 = (0, 1) \times (-1, 0) \). We use the manufactured solution

\[
u(x, t) = r(x)^p \mu(\phi(x))t \quad \text{with} \quad \mu(\phi) := \begin{cases} 
\cos\left(\left(\frac{\phi}{2} - \sigma\right)\gamma\right) \cos\left((\phi - \frac{\pi}{2} + \rho)\gamma\right), & 0 \leq \phi \leq \frac{\pi}{2}, \\
\cos(\phi) \cos((\phi - \pi + \sigma)\gamma), & \frac{\pi}{2} \leq \phi \leq \pi, \\
\cos(\phi) \cos((\phi - \pi - \rho)\gamma), & \pi \leq \phi \leq \frac{3\pi}{2}, \\
\cos\left(\left(\frac{\phi}{2} - \rho\right)\gamma\right) \cos\left((\phi - 3\frac{\pi}{2} - \sigma)\gamma\right), & \text{else},
\end{cases}
\]

where \( \gamma = 0.1, \rho = \frac{\pi}{4}, \sigma = -19\pi/4 \), and \((r, \phi)\) represents the polar coordinates of the spatial variable \( x \). The parameters \( R, \rho \) and \( \sigma \) are related via a nonlinear system of equations, which can be found in [21] and determine the regularity of the function \( u \). The above choice results in \( u \in H^{1+\gamma}(Q_i) \), i.e., \( u \in H^{1,1}(Q_i) \). According to the discretization error estimate (4.4), we cannot expect better convergence rates than \( \|u - u_h\|_h \sim O(h^p) \) for uniform mesh refinement, regardless of the chosen polynomial degree \( p \). This behavior can be observed in Figure 5, where the energy errors for uniform refinement have the same rate for \( p = 1, \ldots, 3 \), i.e., \( \sim O(h^{0.1}) \), up to a constant factor. When we compare the error rates for the adaptive refinements, we observe an improved rate of approximately \( O(N_h^{-0.3/3}) \), which is still not (quasi-)optimal. One reason for this behavior might be the anisotropic nature of the singularity, which is located at the origin for all times \( t \). Some preliminary tests with hexahedral elements and anisotropic refinement indeed recovered the optimal rates, and the refinements were mostly concentrated in the spatial directions.

![Figure 5: Convergence rates for uniform and adaptive refinement with bulk parameter \( \Xi = 0.25 \). The dashed line corresponds to a rate of \( O(N_h^{0.3/3}) \) and the dash-dotted line to \( O(N_h^{0.3/3}) \).](image)

In the left part of Figure 6, we present the efficiency indices of the residual indicator and the functional estimator for different polynomial degrees \( p \). In order to keep the plot readable, we cut off all values below 0.01 for the linear case of the residual indicator. For this example, the residual indicator yields efficiency indices \( I_{\text{eff}} \sim 1.5 \) for \( p = 2 \) and \( I_{\text{eff}} \sim 3 \) for \( p = 3 \), whereas the functional estimator gives efficiency indices \( I_{\text{eff}} \sim 10–20 \) for all tested \( p \). This is also resembled in the convergence rates, where we obtain slightly better results, in both value and rate, for the residual indicator with \( p \geq 2 \); see Figure 5.

7 Conclusions and Outlook

We presented and analyzed new locally stabilized, consistent, conforming finite element schemes on completely unstructured simplicial space-time meshes for non-autonomous parabolic initial-boundary value problems, where special distributional right-hand sides and (diffusion) coefficients which can be discontinuous in space and time are admitted. Such data can lead to low-regularity solutions. We derived new a priori estimates for solutions belonging to \( H^k(Q) \) with some \( k \in (1, 2] \). In this case, uniform mesh refinement leads to low convergence rates. More precisely, in the energy norm \( \| \cdot \|_h \), we get \( O(h^{k-1}) \) independently of the polynomial degree \( p \) of the shape functions used on the reference element. This new theoretical result is confirmed by all numerical experiments performed. The convergence rate can drastically be improved by adaptivity. In order to devise an adaptive finite element scheme, one needs a local error indicator derived from a posteriori discretization error estimators. In contrast to elliptic boundary-value problems where adaptive finite element schemes are well established in theory and practice, the picture is different with respect to fully adaptive space-time finite element methods. We numerically studied the residual indicator proposed by O. Steinbach and H. Yang and indicators based on functional a posteriori estimators proposed by S. Repin, where we only used the first part of the majorant as local error indicator. This choice already yields an indicator that is reliable and provides an upper bound with efficiency indices that are close to 1 for the first two examples, whereas the residual indicator is only reliable for higher polynomial degrees, with efficiency indices much bigger than 1. However, for the third example, the residual indicator results in much better efficiency indices than the functional estimator/indicator. The reduced performance of the latter is most likely due to two reasons: first, we only use the continuous finite element spaces \( (V_h)^d \) for flux recovering that do not reflect the right behavior of the fluxes across material interfaces that arise in the third example, and second, the singularity is highly anisotropic in space and time, i.e., we would need a very high spatial resolution, but a relatively coarse one in time. Anisotropic refinement techniques, in particular, on simplicial space-time meshes, are certainly a challenge that will be a topic of our future research on space-time adaptivity. A further topic of our current and future studies is connected with the parallelization of the space-time solvers. In the
case of uniform refinements, the parallelization is as easy as in the elliptic case and leads to algorithms that show excellent parallel performance in terms of scalability; cf. scalability results presented in [27]. Adaptive parallel computations are far more challenging than parallel computations for uniform refinements due to the load balancing. Our first results on adaptive parallel space-time computations are very promising and will be published elsewhere. Furthermore, the application of the adaptive parallel space-time solver to the simulation and optimization of rotating electrical machines is the ultimate goal.
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