Theory of thermopolarization effect
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We study the polarization response to the temperature gradient in insulators, known as the thermopolarization effect. We show that this response can be understood through the free energy response function to an electric field gradient, which we call $Q$-tensor. By using the $Q$-tensor, we present a unified description of the polarization responses to both electric fields and temperature gradients and derive the generalized Mott relation. Additionally, we draw an analogy with the anomalous Hall and Nernst effects. These effects are observable as the Seebeck effect where the linear size of the system is shorter than the screening length.

Responses of insulators can reveal interesting nature of their ground states. Despite the absence of itinerant electrons, insulators still can exhibit electric responses which reflect the quantum mechanical nature of the electronic states. A prominent example is the quantum Hall effect [11, 12] where DC Hall conductivity remains finite in insulators and is topologically quantized due to the Berry phase in $k$-space. Interestingly, Berry phase effects can be probed also by statistical forces so that the Hall responses satisfy the Einstein and Mott relations [8, 9]. Additionally, the connection of Hall conductivity to magnetization [10] allows a thermodynamic understanding of the quantum Hall effect.

Another important quantum feature beside the phase is superposition of states. For example, polarization response in insulators is described quantum mechanically [11, 12] by the hybridization of the ground and excited states, namely, superposition. In contrast to Berry phase effects which often require the inversion and/or time reversal symmetry breaking, superposition phenomena occur under any symmetry, thus are more ubiquitous. Recent studies also relate the polarization response to quantum geometry [13–17], complementing the topological aspects related to Hall conductance in insulators.

A natural question is then whether polarization involving wavefunction hybridization can be induced by statistical forces such as a temperature gradient. The thermopolarization effect, where a temperature gradient induces polarization, was previously linked to ionic displacement and charge redistribution [18, 20]. However, it remains unclear whether quantum mechanical electrons can develop superposition and hence polarization through statistical forces, as well as their relation to thermodynamics.

In this work, we study polarization responses in quantum electronic insulators, especially the thermopolarization effect, described by:

$$P = \chi_e E + \chi_t \left( -\frac{\nabla T}{T} \right),$$  \hspace{1cm} (1)

where $P$ is the induced polarization density, $E$ is the electric field, and $T$ is the temperature. $\chi_e$ is the electric susceptibility (or also called polarizability), and $\chi_t$ is the thermopolarizability characterizing the thermopolarization effect, the main topic of this work. We show that a temperature gradient induces finite polarization in insulators, albeit exponentially small at low temperatures. The thermopolarization effect results in a finite voltage drop across the system under a certain condition (clarified below), and hence it contributes to the Seebeck effect. These are shown through a unified thermodynamic description of the polarization response [1] analogous to magnetization in the quantum Hall effect, which further leads to the generalized Mott relation between electric susceptibility and thermopolarizability. Our results highlight a new aspect of quantum electronic insulators and its relation to thermodynamics.

We begin by defining polarization at finite temperatures considered in this work. We consider polarization in local equilibrium states under external stimuli, such as an electric field or a temperature gradient. In local equilibrium, the system is described by the local free energy density $F(r)$, and the polarization density $P(r)$ is defined as the response of the free energy density to the electric field:

$$\Delta F(r) = -P^e(r)E_o(r).$$  \hspace{1cm} (2)

While spontaneous polarization in equilibrium can be subtle in periodic systems [11, 12], our focus in this work is rather on the induced polarization by the external stimuli. The induced polarization is well-defined and observable in periodic systems. We note that the polarization studied in this work is purely electronic and we will neglect phonon effects, although thermopolari-
tion in real materials may involve thermally activated phonons through electron-phonon coupling.

The polarization induced by an electric field or a temperature gradient is characterized by the electric susceptibility $\chi_e$ and thermopolarizability $\chi_t$ in Eq. (1). By taking the derivative of Eq. (2), we see that $\chi_e, \chi_t$ are given by the second derivative of the free energy density with respect to the electric field and the temperature gradient, respectively:

$$\chi_e^{\alpha\beta} = -\frac{\partial^2 F}{\partial E_\alpha \partial E_\beta},$$  
$$\chi_t^{\alpha\beta} = T \frac{\partial^2 F}{\partial E_\alpha \partial (\partial_\beta T)}. \tag{3}$$

Here, $\partial_\alpha$ denotes the derivative with respect to the spatial coordinate $r_\alpha$.

To understand the polarization response $\chi_e$ and $\chi_t$, it is convenient to consider the response of the free energy to the gradient of the electric field, which we denote by $Q^{\alpha\beta}$ [21]:

$$\frac{\partial F}{\partial (\partial_\beta E_\alpha)} = -Q^{\alpha\beta}. \tag{5}$$

While $Q^{\alpha\beta}$ is called a thermodynamic quadrupole moment in Ref. [21], to avoid confusion with the other definitions of quadrupole moment in literature [22–25], we will refer to $Q^{\alpha\beta}$ as Q-tensor in this work.

The Q-tensor defined by Eq. (5) is closely related to polarization response. To see this, consider a system with chemical potential $\mu_0$ and temperature $T_0$, and apply a scalar potential $\Delta \phi(r)$ and a spatially varying temperature $T(r) = T_0 + \Delta T(r)$ to the system. Since they result in an electric field $E_\alpha = -\partial_\alpha (\Delta \phi)$ and a temperature gradient $\partial_\alpha T = \partial_\alpha (\Delta T)$, the change of the free energy density due to the electric field and the temperature gradient is then given by using Eqs. (3), (4) as

$$\Delta F(r) = -\frac{\chi^{\alpha\beta}}{2} E_\alpha E_\beta + \frac{\chi_t^{\alpha\beta}}{T} E_\alpha (\partial_\beta T), \tag{6}$$

where we omitted terms of the first order in $E_\alpha$ and $\partial_\beta T$, such as terms involving the spontaneous polarization, because they are irrelevant to the induced polarization [1]. By partially integrating Eq. (6), we obtain [26]

$$\Delta F(r) = -\left( \frac{\chi^{\alpha\beta}}{2} \Delta \phi(r) + \frac{\chi_t^{\alpha\beta}}{T} \Delta T(r) \right) (\partial_\beta E_\alpha). \tag{7}$$

Comparing Eq. (7) with Eq. (5), we find the change in the Q-tensor $\Delta Q$ due to the potential and the temperature variation as

$$\Delta Q^{\alpha\beta}(r) = \chi^{\alpha\beta}_e \Delta \phi(r) + \frac{\chi_t^{\alpha\beta}}{T} \Delta T(r). \tag{8}$$

Note that the factor of 1/2 in Eq. (7) is canceled in Eq. (8) as $\Delta \phi$ and $\partial_\beta E_\alpha = -\partial_\beta \partial_\alpha (\Delta \phi)$ are not independent.

The relation (8) can be viewed as a relation between the change of Q-tensor and that of polarization:

$$\Delta P^{\alpha}(r) = -\partial_\beta (\Delta Q^{\alpha\beta}(r)). \tag{9}$$

This is obtained by taking the derivative of Eq. (5) with respect to the position $r_\beta$ and using Eq. (1). To emphasize the polarization appearing here is the induced polarization, we denote it by $\Delta P$, although it is simply denoted as $P$ in Eq. (1).

Eq. (9) shows that the spatial change of the Q-tensor results in the induced polarization. This is analogous to the relation between charge density $\rho$ and polarization $P$, or current $j$ and magnetization $M$: $\rho = -\nabla \cdot P$, $j = \nabla \times M$. Intuitively, the Q-tensor can be viewed as a “pair” of opposite polarizations in the system, as polarization represents a “pair” of opposite charges. When the Q-tensor spatially varies, the polarization is no longer fully cancelled and the gradient of the Q-tensor appears as the polarization. The Q-tensor can vary spatially either by an external potential $\phi$ or a temperature gradient $T$ as in Eq. (9). It is important to note that the relation (9) applies only to the induced polarization $\Delta P$. In contrast, spontaneous polarization can depend on the boundary conditions and is not necessarily related to the Q-tensor, which is a bulk quantity.

The quantum mechanical expression for the Q-tensor in noninteracting electronic systems was previously obtained [21], from which we find the Q-tensor of insulators as

$$Q^{\alpha\beta}(\mu, T) = e \sum_n \int [dk] g_n^{\alpha\beta} f(\varepsilon_n - \mu) - \frac{1}{e} \int_{-\infty}^{\mu} d\mu' \chi_0^{\alpha\beta}(\mu', T) \tag{10}$$

where $\mu$ is the chemical potential, $T$ is the temperature, $[dk] = d^dk / (2\pi)^d$ with the spatial dimension $d$, $\varepsilon_n = \varepsilon_n(k)$ is the $n$-th band dispersion, $e(< 0)$ is the electron charge, and $f(\varepsilon) = (e^{\beta \varepsilon} + 1)^{-1}$ is the Fermi distribution function with $\beta = (k_B T)^{-1}$. $g_n^{\alpha\beta} = \sum_{m(\neq n)} \text{Re}[A_{nm}^{\alpha \beta} A_{mn}^{\beta \alpha}]$ is the quantum metric for n-th band, and $A_{nm}^{\alpha \beta} = \langle u_n | i \partial / \partial k_\alpha | u_m \rangle$ is the interband Berry connection. $\chi_0^{\alpha\beta}(\mu, T)$ is the electric susceptibility at low temperatures:

$$\chi_0^{\alpha\beta}(\mu, T) = e^2 \sum_n [dk] \sum_{\mu n} G_n^{\alpha\beta} f(\varepsilon_n - \mu). \tag{11}$$

where $G_n^{\alpha\beta} = -2 \sum_{m(\neq n)} \text{Re}[A_{nm}^{\alpha \beta} A_{mn}^{\beta \alpha}] / (\varepsilon_n - \varepsilon_m)$. At $T = 0$, $\chi_0^{\alpha\beta}$ reduces to the well-known expression for electric susceptibility [27].

Each term in Eq. (10) can be interpreted analogously to orbital magnetization [28] as illustrated schematically in Fig. 1. The first term in Eq. (10) is a “wave packet” contribution. The quantum metric quantifies the spatial spread of the corresponding Wannier function [13], and this spread creates a “pair” of opposite polarizations.
around the positive ion charge in each unit cell. One may also interpret the first term as the polarization fluctuation [14, 15]. The integral of quantum metric at zero temperature is recently termed as quantum weight [16], and is studied in the context of quantum geometry as well [17, 29].

The second term in Eq. (10) represents an “edge” contribution to the $Q$-tensor. For simplicity, consider a finite one-dimensional system with edges modeled by a confining potential $\phi_c(x)$, as shown in Fig. 1. For the right edge ($x > 0$), $\phi_c(x)$ is zero deep inside the bulk (set to be $x = 0$) and increases towards outside the sample ($x \to \infty$) as $\phi_c \to \infty$ so that there is no electron outside the sample. The gradient of $\phi_c(x)$ induces the polarization at the edge, contributing to the $Q$-tensor. When $\phi_c$ varies slowly, we can treat the system as local equilibrium and the total induced polarization at the right edge is given by

$$
\int_{\text{edge}} dx P(x) = \int_0^\infty dx (-\partial_x \phi_c(x)) \chi_0 (\mu - e \phi_c(x))
$$

$$
= - \int_{-\infty}^\mu \frac{d\mu'}{e} \chi_0 (\mu').
$$

(12)

At the left edge, the induced polarization has the same magnitude but opposite sign, and contributes to the $Q$-tensor together with the polarization at the right edge. This edge picture also explains why the $Q$-tensor explicitly depends on the chemical potential, even when the chemical potential is within the gap. A change of chemical potential within the gap does not affect the state of the bulk, but does affect the edge polarization. This is analogous to the edge current in quantum Hall insulators, where changing the chemical potential modifies the edge current and hence the magnetization [25, 30]. However, we emphasize that edge polarization does not require topological edge states, in contrast to the quantum Hall insulators.

Although it can be understood through the edge contribution, $Q$-tensor is a bulk property, similar to magnetization in quantum Hall insulators. The edge polarization is a consequence of the finite $Q$-tensor of the bulk states when a gradient of $\phi_c$ is present at the edges. While the confining potential $\phi_c$ is assumed to vary slowly here, the edge polarization and its relation to $Q$-tensor is expected to be independent of details of edges because they are determined by bulk properties.

We also note that the “edge” contribution in the $Q$-tensor describes an interband effect involving hybridization between occupied and unoccupied bands. While the “wave packet” contribution depends solely on the Bloch wavefunction of the occupied bands as the quantum metric is given by $g_{\alpha\beta}^{\nu\mu} = \langle \partial_{k_n} u_n | \partial_{k_{\beta\mu}} u_n \rangle - \langle \partial_{k_n} u_n | u_n \rangle \langle u_n | \partial_{k_{\beta\mu}} u_n \rangle$, the edge contribution cannot be reduced to a property of the occupied bands alone.

As a simple example, consider strongly localized electrons in a periodic potential in one dimension. When electrons are strongly localized around potential minima, the system is well approximated as an array of harmonic oscillators. Neglecting electron hopping between unit cells, the band dispersion is flat and given by a single-particle energy of the harmonic oscillator, $\varepsilon_{\nu} = \hbar \omega_0 (\nu + 1/2)$ with $\omega_0$ the frequency of the harmonic oscillators. When each unit cell contains one electron and only the lowest band ($\nu = 0$) is fully filled, the electric susceptibility at $T = 0$ is given by $\chi_{\text{QO},0} = \frac{ne^2}{\hbar(m \omega_0^2)}$ with the electron density $n = 1/a$, the mass of an electron $m$, and the lattice constant $a$, while the quantum metric for $\nu = 0$ is given by $\chi_0 = x_0^2$ with $x_0^2 = \hbar/(2m\omega_0)$ the zero point fluctuation of the oscillators. Therefore, the $Q$-tensor at $T = 0$ is then given by

$$
Q_{\text{HO}} = e n x_0^2 - \frac{\mu - e \varepsilon_0}{\varepsilon_0} \chi_{\text{HO},0}.
$$

(13)

As described above, the first term corresponds to the wave packet contribution, originating from the zero point fluctuation, while the second term represents the edge contribution. In this example, the $Q$-tensor can be regarded as the quadrupole moment of the system, as originally introduced in Ref. [21].

Now let us consider polarization responses described by Eq. (1). The response coefficients $\chi_e$ and $\chi_t$ can be easily obtained from the $Q$-tensor using Eq. (6). By identifying $\mu_0 - e \Delta \phi$ with the local chemical potential $\mu(r)$ in the local equilibrium, we find

$$
\chi_e^{\alpha\beta} = -e \frac{\partial Q^{\alpha\beta}}{\partial \mu},
$$

(14)

$$
\chi_t^{\alpha\beta} = -\frac{1}{T} \frac{\partial Q^{\alpha\beta}}{\partial T}.
$$

(15)

Physically, an applied electric field or temperature gradient induces a spatial change in the $Q$-tensor, which in turn induces polarization through Eq. (1). At low
temperatures \( k_B T \ll E_g \) where \( E_g \) is the band gap, the derivative of the first term in Eq. (10) becomes negligible, and Eq. (14) reduces to \( \chi_0 \) given by Eq. (11), consistent with discussion in Ref. [21].

Eq. (14) parallels the Streda formula [10], which relates Hall conductivity to the \( \mu \)-derivative of magnetization. Here, \( Q \)-tensor plays the role of magnetization in the Streda formula. Notably, \( \chi_0 \) at low temperatures mostly comes from the “edge” contribution. In the edge picture, the polarization response is interpreted as the polarization difference at the two edges with a different local chemical potential.

From Eqs. (10) and (15), we can find a detailed expression for the thermopolarizability \( \chi_t \). At low temperatures \( k_B T \ll E_g \), neglecting the derivative of the first term in Eq. (10), \( \chi_t \) is:

\[
\chi_t^{\alpha\beta} = -eT \sum_n C_n^{\alpha\beta} s(\varepsilon_n - \mu) \tag{16}
\]

where \( s(\varepsilon) = (\varepsilon/T)f(\varepsilon) + k_B \log(1 + e^{-\beta\varepsilon}) \) is the entropy density carried by the state at energy \( \varepsilon \) [31]. This result (16) is consistent with the linear response theory (see Supporting Information for details), and also with general theory presented in Ref. [32] by substituting the naive position operator \( r = i\nabla_k \) into \( \theta \) operator.

Although neglected in Eq. (16), the wave packet contribution from the first term in Eq. (10) is generally finite. This contribution arises from thermally activated carriers and is exponentially small at low temperatures. The “edge” contribution from the second term in Eq. (10) is also exponentially small, and both contribution can be of the same order. This work, however, focuses on the “edge” contribution in Eq. (10), which reflects interband hybridization of quantum states, rather than the thermally activated carrier effect.

Interestingly, the expression (10) together with Eq. (11) closely resembles other thermoelectric responses, such as the anomalous Nernst effect [8]. \( G_n \) here plays a role of the Berry curvature in the anomalous Hall and Nernst effects. Similar to these effects, \( \chi_t \) and \( \chi_\varepsilon \) satisfy the generalized Mott relation:

\[
\chi_t(\mu, T) = -\frac{1}{e} \int d\varepsilon (\varepsilon - \mu) \chi_\varepsilon(\varepsilon) \frac{\partial f(\varepsilon - \mu)}{\partial \mu} \tag{17}
\]

where \( \chi_\varepsilon(\mu) \equiv \chi_\varepsilon(\mu, 0) = \int [dk] G_n^{\mu\nu} \Theta(\mu - \varepsilon_n) \) is the electric susceptibility at \( T = 0 \) for a chemical potential \( \mu \). The generalized Mott relation was recently shown for the response of orbital magnetization and spin moment, and spin torque [33, 35]. Here we extend the relation to the polarization response.

The origin of the thermopolarization effect can be understood with the edge picture. A temperature gradient causes a temperature difference at the two edges of the sample, resulting in a difference between the polarization at the edges and hence a net polarization, i.e., thermopolarization effect. Indeed, Eq. (16) comes from the “edge” contribution to the \( Q \)-tensor, being consistent with the edge picture. We emphasize that the polarization at the edges does not require topological edge states, in contrast to the quantum Hall insulators. We also note that, while the edge picture is helpful for understanding the origin of thermopolarization effect, it remains a bulk property, as the \( Q \)-tensor is a bulk property.

The thermopolarization effect can contribute to the Seebeck effect [18] in finite-size systems. The induced polarization generates an electric field \( E = -P/\varepsilon \) with \( \varepsilon = \varepsilon_0 + \chi_\varepsilon \) the dielectric constant of the system. Therefore the Seebeck coefficient \( S \), defined as the ratio between the induced electric field \( E \) and the applied temperature gradient \( \nabla T \), is given by

\[
S = \frac{E}{\nabla T} = -\frac{\chi_t}{T} \frac{\mu}{e}. \tag{18}
\]

To observe the Seebeck effect from thermopolarization, it is crucial that the system size is finite so that the voltage is not screened by carriers. At finite temperatures, thermally excited carriers can screen the electric field induced by the polarization, thereby inhibiting the generation of a measurable voltage. This screening occurs when the screening length \( \lambda \) is much smaller than the linear size of the system \( L \) (Fig. 2(a)). Therefore, a finite voltage can be observed only when \( L \ll \lambda \) (Fig. 2(b)). Since \( \lambda \) is given by \( \lambda = \sqrt{ek \beta T/(ne^2)} \) with the electron density \( n \), the condition is written as

\[
L \ll \lambda \sim \sqrt{\frac{ek_B T}{n_0 e^2}} \exp \left( \frac{E_{c/v} - \mu}{2k_B T} \right). \tag{19}
\]

Here, \( n \) is assumed to be of the form \( n = n_0 \exp(-E_{c/v} - \mu)/(k_B T) \) where \( E_{c/v} \) is either the energy of the conduction band or the valence band depending on the type of the carrier. Only when Eq. (19) is satisfied, the thermopolarization effect can be observed as the Seebeck effect. In this regime, the observed voltage is proportional to the linear size of the system \( L \).

Since the entropy density \( s(\varepsilon - \mu) \) is strongly localized near the chemical potential \( \mu \) at low temperatures, the thermopolarizability \( \chi_t \) is exponentially small at low temperatures when \( \mu \) lies within the gap, and scales as \( \chi_t \propto \exp(-\beta(E_{c/v} - \mu)) \). Therefore, the Seebeck coefficient \( S \) scales as \( S \sim (k_B/e) \exp(-E_{c/v} - \mu)/(k_B T)) \). This means that the thermopolarization effect can contribute to the Seebeck effect at the same order as the usual contribution from the thermally activated carriers. The two contribution, polarization-induced and carrier-driven, can be distinguished by the sample size dependence of the system, as discussed above.

To illustrate the thermopolarization effect, we consider a simple model of a one dimensional Su-Schrieffer-Heeger
model described by the following Hamiltonian:

\[ H = \sum_n \left( t_1 c_{nB}^\dagger c_{nA} + t_2 c_{n+1,A}^\dagger c_{nB} + \text{h.c.} \right) + \frac{\Delta}{2} \left( c_{nA}^\dagger c_{nA} - c_{nB}^\dagger c_{nB} \right) \]

(20)

where \( c_{n\alpha} \) is an annihilation operator for site \( \alpha = A, B \) in \( n \)-th unit cell, each localized at \( na + r_\alpha \) with lattice constant \( a \). Site \( A \) and \( B \) in the same unit cell are connected by the hopping \( t_1 \), and the hopping between sites \( A \) and \( B \) in neighboring unit cells is \( t_2 \). The onsite energy difference between the sites \( A \) and \( B \) is \( \Delta \). We calculated the thermopolarizability \( \chi_t \) for this model with Eq. (16), and the results are shown in Fig. 3. Although the effect is exponentially small, a finite thermopolarizability persists at low temperatures.

The “dual” effect to the thermopolarization effect is the heat current generation by the AC electric field, which is proportional to \( \dot{E} \). Indeed, the thermopolarization effect can be viewed as the AC electric current response to an AC temperature gradient: \( \mathbf{J} = -i\omega \mathbf{P} = -i\omega \chi_t (\mathbf{-\nabla T}/T) \) with frequency \( \omega \). Therefore, the dual effect to the thermopolarization effect is \( \mathbf{J}^Q = -i\omega \chi_1 \mathbf{E} \), or equivalently,

\[ \mathbf{J}^Q = \chi_1 \mathbf{E}. \]

(21)

The response coefficient of this effect, \( \chi_1 \), should be equal to \( \chi_t \) under the time reversal symmetry because of the Onsager reciprocity: \( \chi_t = \chi_1 \). Note that the static electric field \( \mathbf{E} \) cannot induce a heat current in insulators because it only shifts the system to a new equilibrium state without any current flow. This asymmetry between the DC polarization and AC heat current is analogous to the Edelstein effect in semiconductors [36], where magnetization \( M \) and charge current \( J \) are given by

\[ M = \chi_M H + \chi_{ME} E, \]

(22)

\[ J = \chi_{ME} H + \sigma E, \]

(23)

where \( H \) is the magnetic field and \( E \) is the electric field. Here, the magnetic field simply shifts the equilibrium state to a magnetized one, while \( E \) drives the system into a nonequilibrium state with a charge current. The heat current response to AC electric field [21] may provide another way to observe the thermopolarization effect.

Our calculation is fully based on quantum theory of electrons, and thus our results on thermopolarization effect show that the polarization, arising from quantum hybridization of electronic states, can be induced by a statistical force. This contrasts with earlier studies on the thermopolarization effect, which attributed the polarization to ionic position shift [15] [19] or charge redistribution [20].
Before concluding, we comment on the consistency with the linear response theory. The calculation for thermopolarizability $\chi$ with simple Kubo formula does not reproduce Eq. (16), and the results will diverge as $T \to 0$. This situation is similar to the calculation of the anomalous Nernst effect, where the correction to the Kubo formula due to the orbital magnetization is necessary to remedy unphysical divergence at $T \to 0$ [9]. To correctly derive $\chi$ from the linear response theory, we need a correction involving the $Q$-tensor. With this correction, the thermopolarizability $\chi_{Q}$ converges to zero at $T = 0$ and coincides with the results from the thermodynamic discussion presented above. For more details, see Supporting Information and references therein [9, 37–46].

In summary, we discussed polarization responses based on thermodynamic $Q$-tensors in a unified manner, including the thermopolarization effect. The discussed effects are purely due to quantum mechanical electrons in contrast to the thermopolarization effect investigated in previous studies [18–20]. The thermopolarization effect contributes to the Seebeck effect in finite-size system at low enough temperatures satisfying Eq. (19) so that the system size is shorter than the screening length.
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SUPPORTING INFORMATION

Linear response theory of thermopolarization effect

As is well known, treatment of polarization in periodic systems is theoretically a subtle problem because the position operator is not well-defined in periodic systems. We can avoid this difficulty by considering a response with a finite frequency \( \omega \). Since the time derivative of the polarization \( P \) is equal to the current in insulators, \( J = -i\omega P \) holds and we can extract the polarization response from the current response.

To calculate the finite frequency response, we will use the linear response theory. The linear response theory can be formulated in terms of the correlation functions of charge current and heat current. Thermal linear response requires additional consideration, since the temperature gradient \( \nabla T \) is not described by the Hamiltonian \([37,39]\). This is in sharp contrast to the case of electromagnetic field. Luttinger \([40]\) proposed a method to formulate the thermal response by introducing the gravitational field \( \psi(r,t) \), which couples to the energy density. Then, the response of the system to \( \nabla \psi(r,t) \) replaces that of \( \nabla T \). A heat analogue of the vector potential which couples to the energy current was also proposed to calculate the thermal responses \([41,42]\). More explicitly, the linear response theory is formulated as \([43]\)

\[
J_x = L_{11} E_x + L_{12} (\nabla_x T/T) + L_{12} (\nabla_x \psi),
\]

\[
J_x^Q = L_{21} E_x + L_{22} (\nabla_x T/T) + L_{22} (\nabla_x \psi),
\]

where \( J_x (J_x^Q) \) is the \( x \)-component of the charge (heat) current, and \( L_{ij} \) and \( L_{ij}^Q \) are the linear response coefficients. \( L_{12} \) and \( L_{22} \) can be calculated as the mechanical response to the gravitational potential \( \psi \) while \( L_{12} \) and \( L_{22} \) cannot be described in a similar way because there is no corresponding potential in the Hamiltonian. Luttinger argued that \( L_{ij} \) and \( L_{ij}^Q \) are identical in the limit of \( q \to 0 \) and \( \omega = 0 \) where \( q \) is the wavevector and \( \omega \) is the frequency of the response functions because of a generalized Einstein relation. Shastry \([45]\) extended this argument to the finite frequency case, i.e., proposed

\[
L_{ij}(q,\omega) = L_{ij}^Q(q,\omega),
\]

for generic \( q \) and \( \omega \). This idea seems natural at least for small \( q \) and \( \omega \), and we follow it to consider the thermal response at finite frequencies, which enables us to define the thermal response of insulating systems, and identify \( L \) with \( L \) hereafter. If the system has the time-reversal symmetry, the Onsager theorem \([46]\) indicates \( L_{ij}(q,\omega) = L_{ji}(-q,\omega) \).

Since the polarization \( P \) is related to the electric current \( J \) as \( J = -i\omega P \), the polarization response corresponds to the \( \omega \)-linear term in the current response. Therefore, the DC electric susceptibility \( \chi_e \) is given by the \( \omega \)-linear term in \( L_{11} \) at small \( \omega \), while the thermopolarizability is given by the \( \omega \)-linear term in \( L_{12} \) (or \( L_{21} \)).

We should note that, there is sometimes an additional contribution to Kubo formula to obtain physically reasonable results. For example, when the time reversal symmetry is broken, there will be a contribution from magnetization and energy magnetization to the Kubo formula for \( L_{ij} \) at \( \omega = 0 \) \([9]\). Similarly, there will be two contributions to \( \chi_t \):

\[
\chi_t = \chi_t^{Kubo} + \chi_t^Q.
\]

The first term \( \chi_t^{Kubo} \) is the contribution calculated from the Kubo formula. The second term \( \chi_t^Q \) is a contribution analogous to the magnetization current, and we shall call it "Q-tensor contribution" because of the reason which will be clear later.

The \( Q \)-tensor contribution \( \chi_t^Q \) can be further divided into two contributions: surface contribution and quantum contribution. The surface contribution is given by the polarization induced at the surface, while the quantum contribution is given by so-called quantum metric.

Calculation of Kubo formula contribution

In this section, we calculate the linear response coefficients from the Kubo formula calculation, \( L_{ij}^{Kubo}(\omega) \). We do not consider the vertex correction. Therefore, \( L_{ij}^{Kubo}(\omega) \) can be obtained from current-current correlation functions
as explained at the end of this section.

The first term represents the intraband contribution and the second term represents the interband contribution.

\[ \Phi_{ij}(\omega) = \frac{\Phi_{ij}^{R}(\omega) - \Phi_{ij}^{A}(0)}{i(\omega + i\eta)} , \]

\[ \Phi_{ij}^{R}(\omega) = \Phi_{ij}(i\omega)\bigg|_{\omega \rightarrow -\omega + i\eta} , \]

\[ \Phi_{ij}(i\omega) = \frac{1}{V} \int_0^\beta d\tau \left\langle T_x \hat{J}_i(\tau) \hat{J}_j \right\rangle e^{i\omega \tau} , \]

where \( i, j = 1, 2 \) and \( \hat{J}_1 = (\hat{J})_x, \hat{J}_2 = (\hat{J}^Q)_x \). \( \omega_\lambda = 2\pi i/\beta \) is the bosonic Matsubara frequency, and \( V \) is the volume of the system. \( \langle \ldots \rangle \) is the expectation value in the equilibrium and \( T_x \) is the ordering operator for imaginary time \( \tau \). \( \beta = 1/(k_B T) \) is an inverse temperature, \( \tau \) is an imaginary time and \( \hat{O}(\tau) = e^{\tau \hat{H}} \hat{O} e^{-\tau \hat{H}} \) is the Heisenberg representation of an operator \( \hat{O} \). \( \eta \) is an infinitesimal positive quantity in the thermodynamic limit but finite in finite size systems, as explained at the end of this section.

We can evaluate the correlation function Eq. (30) with Matsubara Green’s functions \( G(i\varepsilon_n, k) \):

\[ (G(i\varepsilon_n, k))_{l,l'} = \int_0^\beta d\tau e^{i\varepsilon_n \tau} \left\langle T_x \hat{d}_{k,l}(\tau) \hat{d}_{l,l'}^{\dagger} \right\rangle = \delta_{l,l'} G_l(i\varepsilon_n, k), \]

\[ G_l(i\varepsilon_n, k) = \frac{1}{i\varepsilon_n - \xi_{k,l} + i\Gamma_{k,l} \text{sgn}(\varepsilon_n)}. \]

Here we have introduced \( \Gamma_{k,l} \), which is related to the lifetime of the electron of the \( l \)-th band at wavevector \( k \) as \( \tau_{k,l} = 1/(2\Gamma_{k,l}) \), and \( \xi_{k,l} = \varepsilon_{k,l} - \mu \). \( \varepsilon_n = (2n + 1)\pi/\beta \) is the fermionic Matsubara frequency. Then the correlation function Eq. (30) reads

\[ \Phi_{ij}(i\omega) = -\frac{k_B T}{V} \sum_{k,n} \sum_l (J_{i,k,l})_{l,l'} \left( G_l(i\varepsilon_n, k)(J_{j,k,l})_{l,l'} G_l(i\varepsilon_n - i\omega, k) \right) \]

\[ -\frac{k_B T}{V} \sum_{k,n} \sum_{l \neq l'} (J_{i,k,l})_{l,l'} G_l(i\varepsilon_n, k)(J_{j,k,l'})_{l',l'} G_l(i\varepsilon_n - i\omega, k). \]

The first term represents the intraband contribution and the second term represents the interband contribution.

This correlation function can be evaluated with the common technique of the Matsubara summation (see Appendix for details). After the analytic continuation, we obtain the results for \( L_{11} \) and \( L_{12} \) without vertex corrections up to \( \mathcal{O}(\omega) \):

\[ L_{11}^{\text{Kubo}}(\omega) = \sigma - i\omega \chi, \]

\[ L_{12}^{\text{Kubo}}(\omega) = \alpha - i\omega \chi. \]

Here, \( \sigma, \chi, \alpha, \chi_l \) are given by

\[ \sigma = -\frac{e^2}{V} \sum_{k,l} f'(\varepsilon_{k,l} - \mu)(v_{l,x})^2 \tau_{k,l}(1 + i\omega \tau_{k,l}), \]

\[ \chi = \frac{2e^2}{V} \sum_{k,l \neq l'} \frac{|(A_{k,x})_{l,l'}|^2}{\varepsilon_{k,l} - \varepsilon_{k,l'}} f(\varepsilon_{k,l} - \mu), \]

\[ \alpha = -\frac{e}{V} \sum_{k,l} f'(\varepsilon_{k,l} - \mu)(\varepsilon_{l,x})^2 (v_{l,x})^2 \tau_{k,l}(1 + i\omega \tau_{k,l}), \]

\[ \chi_l = \frac{2e}{V} \sum_{k,l \neq l'} \frac{|(A_{k,x})_{l,l'}|^2}{\varepsilon_{k,l} - \varepsilon_{k,l'}} \left( \frac{\varepsilon_{k,l} + \varepsilon_{l,x}}{2} - \mu \right) f(\varepsilon_{k,l} - \mu), \]

where \( f(\varepsilon) = (e^{\beta \varepsilon} + 1)^{-1} \) is the Fermi distribution function with \( \beta = 1/(k_B T) \), \( v_{l,x} = \partial \varepsilon_{k,l}/\partial k_x \) is the group velocity and \( \tau_{k,l} = 1/(2\Gamma_{k,l}) \). From Eq. (38), we can perform an order-of-magnitude estimate of \( \alpha \). Considering only one band and assuming that the dispersion is parabolic and the lifetime \( \tau_{k,l} \) is independent of \( k \), then \( \sigma \) becomes the common expression \( \sigma = ne^2 \tau/m \) for \( \omega = 0 \). If we estimate \( \varepsilon_{k,1} - \mu \) as the band gap \( E_G \), then \( \alpha \sim E_G \sigma/e \sim ne E_G \tau/m \).
Notably, the above results based on the Kubo formula for the thermopolarizability is different from the results we obtained with thermodynamic arguments in the main text. In particular, $\chi_t^{\text{Kubo}}$ does not vanish in $T \to 0$ limit and also depends on the chemical potential $\mu$ even at zero temperature. Such physically unreasonable behaviors can be remedied by considering the $Q$-tensor contribution $\chi_t^Q$ so that we can obtain a consistent result with the main text, as we will see in the next section.

**$Q$-tensor contribution**

The Kubo formula calculation in the previous section gives the bulk contribution to the polarization or the electric current $\mathbf{j}$. However, its result has two problems. First, it does not take into account any surface contribution. In real materials, the system always has a surface, which can be important in polarization calculation. The other problem is the contribution from the bulk, but from the correction to the current operator due to external fields. This correction is related to the quantum metric and we shall call it the quantum contribution. These two contributions are discussed in this section, and we shall call them together as the $Q$-tensor contribution because of the reason which will be clear later.

As the Onsager relation shows, the thermopolarizability $\chi_t$ also represents the heat current response to the electric field at finite frequency: $J_t^Q = (\alpha - i \omega \chi_t) E_z$. In the following, we consider the heat response to the electric field, instead of the electric response to the temperature gradient. For simplicity, we consider one-dimensional systems.

Let us first consider the contribution from the surface. At surface, there exists a confining potential $\phi_c(x)$ as considered in the calculation of orbital magnetization in literature [45]. $\phi_c(x)$ contributes to the energy around the surface and thus contributes to the heat current response.

$\phi_c(x)$ is assumed to be zero in the bulk ($x < 0$) and increase as $x$ increases so that the density $\langle \hat{\rho}(x) \rangle = 0$ at $x = \infty$. Due to the continuity relation of heat, the heat current flowing into the surface ($x > 0$) should be given by the energy change of the surface measured from the chemical potential, namely,

$$
\langle j^Q(x = 0) \rangle = \frac{dE_{\text{surf}}}{dt} = \frac{d}{dt} \int_0^\infty dx \langle \hat{h}_0(x) - \mu \hat{\rho}(x) + \phi_c(x) \hat{\rho}(x) \rangle
$$

$$
= \langle j_0^Q(x = 0) \rangle + \langle j_{\text{surf}}^Q(x = 0) \rangle.
$$

(40)

where $\hat{h}_0(x)$ is the Hamiltonian density without the confining potential, $\hat{\rho}(x)$ is the electron density and $j_0^Q(x)$ is the heat current operator when there is no confining potential. The first term is the bulk contribution and should be described by the Kubo formula. The second term is the surface contribution we would like to discuss here, given by

$$
\langle j_{\text{surf}}^Q(x = 0) \rangle = -\int_0^\infty dx \phi_c(x) \frac{\partial \langle \hat{j}_x(x) \rangle}{\partial x}.
$$

(41)

We can further rewrite $\langle j_{\text{surf}}^Q(x = 0) \rangle$ in an analogous way to Ref. [45]. Assuming $\phi_c(x)$ is sufficiently slowly varying and free carrier contribution is negligible, we can express the current at $x$ as $\langle \hat{j}_x(x) \rangle = -i \omega \chi_e(\mu - e \phi_c(x)) E_z$ with $\chi_e(\mu)$ the electric susceptibility at chemical potential $\mu$ and $E_z$ the applied electric field with frequency $\omega$. Then the second term in Eq. (40) becomes

$$
\langle j_{\text{surf}}^Q(x = 0) \rangle = \int_0^\infty dx \langle \hat{j}_x(x) \rangle \frac{\partial \phi_c(x)}{\partial x} = \int_0^\infty dx \langle -i \omega \chi_e(\mu - e \phi_c(x)) E_z \rangle \frac{\partial \phi_c(x)}{\partial x}
$$

$$
= -i \frac{\omega}{e} \int_{-\infty}^\mu d\mu \chi_e(\mu) E_z.
$$

(42)

Therefore, the heat current contribution from the surface proportional to $\omega$ is given by the integral of the polarization over the chemical potential, or equivalently, the surface contribution to $\chi_t$ is given by

$$
\chi_t^{\text{surf}} = \frac{1}{e} \int_{-\infty}^\mu d\mu \chi_e(\mu)
$$

(43)

Another contribution to the Kubo formula comes from the correction to the current operators due to the external fields. Let us consider the heat polarization response. The Bloch Hamiltonian under the electric field is given by

$$
\hat{H}(k, t) = \hat{H}_0(k) - e E(t) \cdot \hat{r}_k.
$$

(44)

where $\hat{H}_0(k)$ is the Bloch Hamiltonian in the absence of external fields and the second term represents the applied electric field. The position operator $\mathbf{r}_k = (x_k, y_k, \ldots)$ here is defined in the band basis as $(\mathbf{r}_k)_{nm} = i\mathbf{v}_k \delta_{nm} + A_{nm}(k)$, where $A_{nm}(k) = \langle n, k | i\nabla_k | m, k \rangle$ is the interband Berry connection. While in general the position operator in the periodic system is not well-defined, it is known that the position operator defined in this way will give the consistent result for the conductivity in the linear response and the nonlinear responses with other calculation results [46].

The heat current operator is given by

$$\hat{j}_Q^x = \int [dk] \frac{1}{2\hbar} \left( H \frac{\partial H}{\partial k_x} + \frac{\partial H}{\partial k_x} H \right) = \int [dk] \frac{-i}{2\hbar} [H x_k + x_k H, H] = \int [dk] \frac{d}{dt} (H x_k + x_k H)$$

(45)

and thus the correction due to the electric field in the linear order, denoted as $\hat{j}_{Qx,1}^x$, is given by

$$\hat{j}_{Qx,1}^x = -e \frac{d}{dt} \left( E_x(t) \int [dk] (\hat{x}_k)^2 \right).$$

(46)

with $[dk] = d^d k/(2\pi)^d$. Therefore, the $\omega$-linear contribution to the heat current is given by the expectation value of $\hat{x}_k^2$. Since the expectation value of the diagonal component of $\hat{x}_k$ vanishes (note $\nabla_k$ in $\mathbf{r}_k$ acts on the coefficient when a state is expanded with $|u_n(k)\rangle$), the expectation value of $(\hat{x}_k)^2$ is given by $\langle (\hat{x}_k)^2 \rangle = \sum_n f(\varepsilon_n - \mu) g_{nxy}^2$ with the quantum metric $g_{nxy}^2 = \sum_m (\varepsilon_n) \text{Re}[A_{nm}^x A_{mn}^x]$ and $f(\varepsilon)$ the Fermi distribution function. The resulting correction to $\chi_t$ is given by

$$\chi_t^\text{quantum} = -e \int [dk] \sum_n f(\varepsilon_n - \mu) g_{nxy}^2.$$  

(47)

This is the quantum contribution to the thermopolarizability.

The total correction to $\chi_t$ is given by the sum of the surface contribution and the quantum contribution:

$$\chi_t^Q = \chi_t^\text{surf} + \chi_t^\text{quantum} = -e \sum_n \int [dk] g_{nxy}^2 f(\varepsilon_n - \mu) + \frac{1}{e} \int_{-\infty}^{\mu} d\mu' \chi_{e\mu}^{\text{quantum}}(\mu') = -Q_{xx},$$

(48)

where $Q_{xx}$ is the $Q$-tensor moment. Namely, the correction to the Kubo formula for the thermopolarizability is given by the $Q$-tensor moment. This is similar to the correction to the Kubo formula for the anomalous Nernst effect where the orbital magnetization appears [9]. The thermopolarizability $\chi_t$ is given by the sum of $\chi_t^{\text{Kubo}}$ and $\chi_t^Q$.

$$\chi_t = \chi_t^{\text{Kubo}} + \chi_t^Q = -\frac{1}{e} \sum_n \int [dk] C_{nxy} \left\{ f(\varepsilon_n - \mu) f(\varepsilon_n - \mu) + k_B T \log[1 + e^{\beta(\varepsilon_n - \mu)}] \right\}.$$  

(49)

This coincides with the result obtained from the thermodynamic argument in the main text.

**Current operators in noninteracting tight-binding models**

Here we derive the current operators in general noninteracting tight-binding models:

$$\hat{H} = \sum_{R, R'} c_R^\dagger H_{R-R'} c_{R'},$$  

(50)

$$\langle H_k \rangle_{ij} = \sum_R e^{-ik \cdot (R+r_i-r_j)} \langle H_R \rangle_{ij},$$  

(51)

$$\hat{c}_R = (\hat{c}_{R,1}, \hat{c}_{R,2}, \ldots, \hat{c}_{R,s})^T,$$  

(52)

$$\hat{c}_{k,i} = \frac{1}{\sqrt{N}} e^{-ik \cdot (R+r_i)} \hat{c}_{R,i}.$$  

(53)

Here, $R$ specifies the position of a unit cell. $\hat{c}_{R,i}(\hat{c}_{R,i}^\dagger)$ is an annihilation (creation) operator, which annihilates(creates) an electron in the $i$-th orbital of the unit cell at $R$. $\hat{c}_{k,i}(\hat{c}_{k,i}^\dagger)$ is the Fourier transformation of $\hat{c}_{R,i}(\hat{c}_{R,i}^\dagger)$. $N$ is the total number of unit cells and $R + r_i$ is the position of the $i$-th orbital in the unit cell at $R$. $H_{R-R'}$ and $H_k$ are $s \times s$ matrices.
To calculate the thermoelectric responses of the model, we need the energy current operator and the heat current operator. To obtain the total energy current operator $\hat{J}^E$, we follow the method in [11]. We use the following operator $\hat{R}_E$, which we call here an energy polarization operator:

$$
\hat{R}_E = \sum_{R,i} \hat{h}_i(R)(R + r_i),
$$

(54)

$$
\hat{h}_i(R) = \frac{1}{2} \sum_R \left( \hat{c}^\dagger_R P_i H_{R-R'} \hat{c}_{R'} + \hat{c}^\dagger_{R'} H_{R'-R} P_i \hat{c}_R \right),
$$

(55)

where $\hat{h}_i(R)$ is the Hamiltonian density at $i$-th orbital in the unit cell $R$. $P_i$ is a matrix which projects on $i$-th orbital, and its matrix element is given by $(P_i)_{jk} = \delta_{ij} \delta_{ik}$. Clearly $\sum_i P_i = 1$. It is convenient to define $r = \sum_i r_i P_i$. Then the energy polarization operator $\hat{R}_E$ can be rewritten as

$$
\hat{R}_E = \frac{1}{2} \sum_{R,R'} \hat{c}^\dagger_R (R + r) H_{R-R'} + H_{R-R'}(R' + r) \hat{c}_{R'}.
$$

(56)

Then the total energy current operator is given by the time derivative of the energy polarization operator: $\dot{\hat{J}}^E = \frac{d\hat{R}_E}{dt} = (i/\hbar) \left[ \hat{R}_E, \hat{H} \right]$. The commutator can be written with $\hat{c}_k, \hat{c}^\dagger_k, \hat{H}_k$ as

$$
\left[ \hat{R}_E, \hat{H} \right] = \frac{1}{2} \sum_{R,R',R''} \hat{c}^\dagger_R (R + r) H_{R-R'} H_{R'-R''} - H_{R-R'} H_{R'-R''}(R' + r) \hat{c}_{R''} = \sum_k \hat{c}^\dagger_k \hat{X}_k \left[ \hat{H}_k^2 / 2 \right] \hat{c}_k,
$$

where $N$ is the total number of unit cells. Therefore, the energy current operator $\dot{\hat{J}}^E$ is given by

$$
\dot{\hat{J}}^E = \sum_k \hat{c}^\dagger_k \frac{1}{2\hbar} \hat{X}_k \left[ \hat{H}_k^2 / 2 \right] \hat{c}_k.
$$

(58)

Let us rewrite this expression with energy eigenstate basis. To this end, we introduce a unitary matrix $U_k$ which diagonalizes the Bloch Hamiltonian $H_k$.

$$
E_k = U_k^\dagger H_k U_k.
$$

(59)

Here $E_k$ is a diagonal matrix with its elements $(E_k)_{ll'} = \delta_{ll'} \varepsilon_{k,l}$ where $\varepsilon_{k,l}$ is the dispersion of the $l$-th band. Then the Hamiltonian $\hat{H}$ can be rewritten as

$$
\hat{H} = \sum_k \hat{d}^\dagger_k E_k \hat{d}_k = \sum_{k,l} \varepsilon(l) \hat{d}^\dagger_{k,l} \hat{d}_{k,l},
$$

(60)

$$
\hat{d}_k = U_k^\dagger \hat{c}_k.
$$

(61)

Then $\dot{\hat{J}}^E$ is expressed with $\hat{d}_k, \hat{d}^\dagger_k$ as

$$
\dot{\hat{J}}^E = \sum_k \hat{d}^\dagger_k \frac{1}{2\hbar} \left( \hat{X}_k \left[ E_k^2 / 2 \right] - i [A_k, E_k^2 / 2] \right) \hat{d}_k,
$$

(62)

where $A_k$ is the interband Berry connection defined as $A_k = U_k^\dagger i \hat{X}_k U_k$.

As is well known, the electric current operator $\hat{J}$ is given by

$$
\hat{J} = \sum_k \hat{c}^\dagger_k \frac{e}{\hbar} \hat{X}_k H_k \hat{c}_k = \sum_k \hat{d}^\dagger_k \frac{e}{\hbar} \left( \hat{X}_k E_k - i [A_k, E_k] \right) \hat{d}_k,
$$

(63)

with the charge of an electron $e$. Using $\dot{\hat{J}}^E$ and $\hat{J}$, the heat current operator $\hat{J}^Q$ is defined as

$$
\hat{J}^Q = \dot{\hat{J}}^E - \frac{\mu}{e} \hat{J},
$$

(64)

where $\mu$ is the chemical potential. The heat current operator can be written as

$$
\hat{J}^Q = \sum_k \hat{c}^\dagger_k \frac{1}{2\hbar} \hat{X}_k \left[ (H_k - \mu)^2 / 2 \right] \hat{c}_k = \sum_k \hat{d}^\dagger_k \frac{1}{2\hbar} \left( \hat{X}_k \left[ (E_k - \mu)^2 / 2 \right] - i [A_k, (E_k - \mu)^2] \right) \hat{d}_k.
$$

(65)
Calculation of correlation functions

Here we evaluate the correlation functions Eq. (33). The summation over the Matsubara frequency $\epsilon_n$ can be taken by the usual technique. The first term in Eq. (33), the intraband contribution, reads

$$- k_B T \sum_n G_l(i\epsilon_n, \mathbf{k}) G_l(i\epsilon_n - i\omega, \mathbf{k})$$

$$\xrightarrow{i\omega \to -i\omega_+} \int \frac{d\epsilon}{2\pi i} f(\epsilon) (G^R_l(\epsilon, \mathbf{k}) - G^A_l(\epsilon, \mathbf{k}))(G^R_l(\epsilon + \omega, \mathbf{k}) + G^A_l(\epsilon - \omega, \mathbf{k}))$$

$$= \int \frac{d\epsilon}{2\pi i} f(\epsilon) (G^R_l(\epsilon, \mathbf{k})^2 - G^A_l(\epsilon, \mathbf{k})^2) + \omega_+ \int \frac{d\epsilon}{2\pi i} f(\epsilon) \frac{\partial}{\partial \epsilon} [G^R_l(\epsilon, \mathbf{k}) - G^A_l(\epsilon, \mathbf{k})] (G^R_l(\epsilon, \mathbf{k}) - G^A_l(\epsilon, \mathbf{k}))$$

$$+ \frac{\omega_+^2}{2} \int \frac{d\epsilon}{2\pi i} f(\epsilon) \frac{\partial^2}{\partial \epsilon^2} [G^R_l(\epsilon, \mathbf{k}) + G^A_l(\epsilon, \mathbf{k})] (G^R_l(\epsilon, \mathbf{k}) - G^A_l(\epsilon, \mathbf{k})) + \mathcal{O}(\omega_+^3)$$

$$= \int \frac{d\epsilon}{2\pi i} f(\epsilon) \left(2i \text{Im} \{ (G^R_l)^2 \} - 2\omega_+ \frac{\partial}{\partial \epsilon} [\text{Im} G^R_l]^2 + 2i\omega_+^2 \text{Im} G^R_l \frac{\partial^2}{\partial \epsilon^2} [\text{Re} G^R_l] \right) + \mathcal{O}(\omega_+^3)$$

where $f(\epsilon) = (e^{\beta \epsilon} + 1)^{-1}$ is the Fermi distribution function, $f'(\epsilon) = df / d\epsilon$, $G^R_l(\epsilon, \mathbf{k}) = (e - \xi_{k,l} + i\Gamma_{k,l})^{-1}$ is the retarded Green’s function, and $\omega_+ = \omega + i\eta$. In the last line, the arguments of $G^R_l$ are omitted. The integrand can be rewritten as follows.

$$2i \text{Im} \{ (G^R_l)^2 \} - 2\omega_+ \frac{\partial}{\partial \epsilon} [\text{Im} G^R_l]^2 + 2i\omega_+^2 \text{Im} G^R_l \frac{\partial^2}{\partial \epsilon^2} [\text{Re} G^R_l]$$

$$= \frac{\partial}{\partial \epsilon} \left[ \frac{2i\Gamma_{k,l}}{(\epsilon - \xi_{k,l})^2 + \Gamma_{k,l}^2} - \omega_+ \left( \frac{2\Gamma_{k,l}^2}{(\epsilon - \xi_{k,l})^2 + \Gamma_{k,l}^2} + \frac{2i\omega_+^2}{3} \right) - \frac{4\Gamma_{k,l}^2}{3} \left( \frac{1}{((\epsilon - \xi_{k,l})^2 + \Gamma_{k,l}^2)^3} + \frac{1}{2} \frac{\Gamma_{k,l}}{(\epsilon - \xi_{k,l})^2 + \Gamma_{k,l}^2} \right) \right]$$

When $\Gamma_{k,l}$ is small, the functions in the square bracket are appreciable only when $\epsilon \approx \xi_{k,l}$ and thus can be approximated with the delta-function.

$$\frac{1}{(\epsilon - \xi_{k,l})^2 + \Gamma_{k,l}^2} \approx \frac{\pi}{\Gamma_{k,l}} \delta(\epsilon - \xi_{k,l})$$

$$\frac{1}{((\epsilon - \xi_{k,l})^2 + \Gamma_{k,l}^2)^3} \approx \frac{\pi}{2\Gamma_{k,l}} \delta(\epsilon - \xi_{k,l})$$

$$\frac{1}{8\Gamma_{k,l}^2} \delta(\epsilon - \xi_{k,l})$$

The numerical factors in the right-hand side are determined so that the integration over $[-\infty, \infty]$ coincides with that of the left-hand side. Then the Matsubara summation after the analytic continuation reads

$$- k_B T \sum_n G_l(i\epsilon_n, \mathbf{k}) G_l(i\epsilon_n - i\omega, \mathbf{k})$$

$$\xrightarrow{i\omega \to -i\omega_+} \int d\epsilon f(\epsilon) \left(1 + i\omega_+ \tau_{k,l} - \omega_+^2 \tau_{k,l}^2 + \mathcal{O}(\omega_+^3) \right) \frac{\partial}{\partial \epsilon} \delta(\epsilon - \xi_{k,l})$$

$$= -f'(\xi_{k,l}) \left(1 + i\omega_+ \tau_{k,l} - \omega_+^2 \tau_{k,l}^2 + \mathcal{O}(\omega_+^3) \right)$$
The second term in Eq. (33), which represents the interband contribution, reads

\[
-k_B T \sum_n G_n^\dagger (i\epsilon_n, k) G_n (i\epsilon_n - i\omega, k)
\]

\[
= \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi i} f(\epsilon) \left[ G_n^B (\epsilon + i\omega) (G_n^B (\epsilon) - G_n^A (\epsilon)) + (G_n^R (\epsilon) - G_n^A (\epsilon)) G_n^A (\epsilon - i\omega) \right] (75)
\]

\[
\simeq \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi i} f(-\epsilon) \left[ G_n^B (\epsilon + i\omega) \delta(\epsilon - \xi_{k,l}) + \delta(\epsilon - \xi_{k,l}) G_n^A (\epsilon - i\omega) \right] (76)
\]

\[
= -f(\xi_{k,l}) G_n^B (\xi_{k,l} + i\omega) - f(\xi_{k,l'}) G_n^A (\xi_{k,l'} - i\omega) (77)
\]

\[
= -\frac{f(\xi_{k,l})}{\xi_{k,l} - \xi_{k,l'} + i\omega + i\Gamma_{k,l'}} + \frac{f(\xi_{k,l'})}{\xi_{k,l} - \xi_{k,l'} + i\omega + i\Gamma_{k,l'}} (78)
\]

\[
\omega \rightarrow \omega_{+} \rightarrow -\frac{f(\xi_{k,l'}) - f(\xi_{k,l})}{\xi_{k,l} - \xi_{k,l'} + \omega_{+}} (79)
\]

where the argument \( k \) of \( G_n^B \) is omitted. We have used an approximation, \( G_n^B (\epsilon) - G_n^A (\epsilon) = 2i\Gamma_{k,l}/((\epsilon - \xi_{k,l})^2 + \Gamma_{k,l}^2) \simeq 2\pi i \delta(\epsilon - \xi_{k,l}) \). If the band is gapped and the band gap is large enough so that \( \xi_{k,l} - \xi_{k,l'} \gg \Gamma_{k,l}, \Gamma_{k,l} \) in the denominator can be neglected and we obtain

\[
-k_B T \sum_n G_n^\dagger (i\epsilon_n, k) G_n (i\epsilon_n - i\omega, k) \xrightarrow{i\omega \rightarrow \omega_{+}} \frac{f(\xi_{k,l'}) - f(\xi_{k,l})}{\xi_{k,l} - \xi_{k,l'} + \omega_{+}} (80)
\]

Therefore, the correlation functions become

\[
\Phi_{ij}(\omega) = -\frac{1}{V} \sum_k \sum_l (J_{i,k}) (J_{j,k}) f'(\xi_{k,l}) \left(1 + i\omega_{+} \tau_{k,l} - \omega_{+}^2 \tau_{k,l}^2 + O(\omega_{+}^3)\right) + \frac{1}{V} \sum_k \sum_{l \neq l'} (J_{i,k}) (J_{j,k}) f'(\xi_{k,l'}) \left(1 + i\omega_{+} \tau_{k,l'} - \omega_{+}^2 \tau_{k,l'}^2 + O(\omega_{+}^3)\right) (81)
\]

By expanding the second term with respect to \( \omega \) and substituting into Eq. (25), we obtain

\[
L_{ij}(\omega) = -\frac{1}{V} \sum_k \sum_{l \neq l'} (J_{i,k}) (J_{j,k}) f'(\xi_{k,l'}) \tau_{k,l'} \left(1 + i\omega_{+} \tau_{k,l'} + O(\omega_{+}^2)\right) - \frac{1}{V} \sum_k \sum_{l \neq l'} (J_{i,k}) (J_{j,k}) f'(\xi_{k,l'}) \left(1 - \omega_{+} \tau_{k,l'} + O(\omega_{+}^2)\right) (82)
\]

By substituting Eqs. (62), (64), and (63) into Eq. (82), we obtain the results Eqs. (34) and (35). In Eqs. (34) and (35), \( \omega_{+} = \omega + i\eta \) is replaced by \( \omega \) since \( \eta \) is usually an infinitesimal quantity.

Calculation of SSH model

Here we present the detail of the calculation of the SSH model. The SSH model is given by

\[
H = \sum_n (t_1 c_{nB}^\dagger c_{nA} + t_2 c_{nA}^\dagger c_{nB} + h.c.) + \frac{\Delta}{2} (c_{nA}^\dagger c_{nA} - c_{nB}^\dagger c_{nB}) (83)
\]

where \( c_{n\alpha} \) is an annihilation operator for site \( \alpha = A, B \) in \( n \)-th unit cell, each localized at \( na + r_\alpha \) with lattice constant \( a \). Site \( A \) and \( B \) in the same unit cell are connected by the hopping \( t_1 \), and the hopping between sites \( A \) and \( B \) in neighboring unit cells is \( t_2 \). The onsite energy difference between the sites \( A \) and \( B \) is \( \Delta \).

We define the Fourier transformation of the annihilation operator as

\[
c_{k\alpha} = \frac{1}{\sqrt{N}} \sum_n e^{-ik(na+r_\alpha)} c_{n\alpha}, (84)
\]

where \( N \) is the total number of unit cells. Then the Bloch Hamiltonian is given by

\[
H = \left(\hat{c}_{kA}^\dagger \hat{c}_{kB}^\dagger\right) \left(\begin{array}{cc}
\Delta/2 & (t_1 + t_2 e^{ika}) e^{i(kr_A-r_B)} \\
(t_1 + t_2 e^{ika}) e^{i(kr_A-r_B)} & -\Delta/2
\end{array}\right) \left(\begin{array}{c}
\hat{c}_{kA} \\
\hat{c}_{kB}
\end{array}\right) (85)
\]
Then the interband Berry connection $A_{nm}$ is given by

$$A_{nm} = i \langle u_n | \nabla_k | u_m \rangle = -i \frac{\langle n | \nabla_k H | m \rangle}{\varepsilon_n - \varepsilon_m}$$  \hspace{1cm} (86)$$

with $| u_n \rangle$ the cell-periodic Bloch wavefunction for $n$-th band. With this expression of the Berry connection, we numerically calculate the thermopolarizability given by

$$\chi^{\alpha\beta} = -e \sum_n \int [dk] G^{\alpha\beta}_n \left( (\varepsilon_n - \mu) f(\varepsilon_n - \mu) + k_B T \log[1 + e^{-\beta(\varepsilon_n - \mu)}] \right),$$  \hspace{1cm} (87)$$

$$G^{\alpha\beta}_n = -2 \sum_{m \neq n} \frac{\text{Re}[A^{\alpha}_{nm} A^{\beta*}_{mn}]}{\varepsilon_n - \varepsilon_m}. \hspace{1cm} (88)$$

The results are shown in Fig. 3 in the main text.