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Abstract: This research explores the existing definitions, concepts and applications surrounding the efficient implementation and use of digital twins (DTs) within civil infrastructure systems (CISs). The CISs within the scope of this research are as follows: transportation, energy, telecommunications, water and waste, as well as Smart Cities, which encompasses all of the previous. The research methodology consists of a review of current literature, a series of semi-structured interviews and a detailed survey. The outcome of this work is a refined definition of DTs within CISs, in addition to a set of recommendations for both future academic research and industry best practice.

Keywords: digital twin; digital model; infrastructure systems

1. Introduction

The engineering industry has long been a pioneer when it comes to leveraging digital solutions to solve problems. However, while many of the existing models and information systems offer a view of the asset or system modelled, they cannot provide insight into how the system works. As a result, when faced with new challenges, civil infrastructure systems (CISs), consisting of energy, transport, water/wastewater, telecommunications and waste systems, are primarily reactive, as opposed to anticipating and acting to prevent potential hazards. Digital twins (DTs), a recent and increasingly popular technique for modelling CISs, are evolving to meet these challenges and overcome the limits of traditional models.

Functioning CISs are essential for the normal operation of society: CISs should be focused on the people for whom they provide crucial services, such as power, transportation and water [1], which are essential for the continuation of economic prosperity in the modern world [2–4]. If fully functioning CISs are essential to an operational society, then their sustainability and efficiency under normal conditions, as well as their resilience following extreme events, are a high priority [5]. More recently, with advances in information and communications technology (ICT), CISs are growing increasingly complex and interdependent, and so should be positioned within the context of a wider ‘system of systems’ [1–3]. As the focus of this paper, DTs have the potential to help increase the efficiency, sustainability and resilience of CISs by enabling the visualisation and monitoring of these complexities and interdependencies.

The built environment as a whole constitutes 40% of total CO\textsubscript{2} emissions in the UK [6]. In order to meet the IPCC’s targets of halving anthropogenic CO\textsubscript{2} emissions by 2030 and achieving net zero by 2050, the management of resources and operation of infrastructure need to be far more efficient [7]. With digitalisation, one of the most powerful interventions in the pursuit of sustainability, disruptive digital approaches such as DTs will be valuable tools. The ‘right time’ collection of infrastructure data through DTs will enable stakeholders to reduce emissions, make sustainable (renewable energy-oriented) choices for infrastructure services, and manage climate resilience proactively.
The concept of DTs as the next generation in the evolution of digital problem-solving techniques has recently gained a lot of traction within academia and across a wide range of industries. The DT market value is expected to be in excess of USD 35 billion by 2025 [8], with Gartner predicting in 2017 that “by 2021, half of large industrial companies will use digital twins, resulting in those organisations gaining a 10% improvement in effectiveness” [9]. To facilitate the effective adoption of DTs, this paper seeks to discover the key characteristics that define a DT, identify some of the potential barriers to uptake, and explore what further knowledge must be developed to support the effective introduction of DTs throughout CIS. Applications demonstrating effective implementation of DTs are also identified from each infrastructure sector and within the broader setting of ‘smart cities’.

To accomplish the stated aims of this paper, the content will be structured as defined below:

Theoretical Background—An introduction to the theory of digitalisation.

Research Methodology—An overview of the methods used to obtain the information presented in ‘Results’.

Literature Review—This section examines the origins of DTs, their use to date in CISs, and the enabling technologies which have the potential to support the implementation of DTs.

Results—A presentation of various DTs and their current or proposed applications within CISs, and the results of a survey and one-to-one interviews on professionals’ opinions regarding DTs.

Discussion—A wide-ranging discussion on the definition of a DT, barriers to implementation, and the future of DTs in industry.

Conclusions, Limitations and Recommendations—The key contributions of this paper are presented, along with recommendations for future research on DTs.

2. Theoretical Background

Digitalisation is a general-purpose innovation, concerned with gathering information on physical objects and converting this into a digital representation that can be processed automatically. The digitalisation of infrastructure systems is the driving force behind smart infrastructure. The growth in digitalisation is both enabled and accelerated by advances in other technologies, such as machine learning and micro sensors. The ways in which data are produced and processed have changed dramatically in recent decades. Manually generated data come at a high cost. New techniques have automated the data production process, lowering the cost of digitalising pre-existing data and allowing infrastructure managers access to a wealth of new data through the integration of sensors into infrastructure systems. The ‘Internet of Things’, for example, has the power to digitalise a massive range of activities, from waste management to structural health monitoring [10,11].

Shifts in governance structures and pressure to decarbonise have resulted in a drive towards greater convergence across infrastructure sectors, moving away from the traditional siloed approach to infrastructure network management. A pervasive process, digitalisation is not focussed on any specific activity, but on the coordination of many activities. Similarly, the core digital processes of data generation, transmission, storage and analysis are not specific to any infrastructure sector. Thus, digitalisation has the potential to accelerate convergence in infrastructure networks, enabling cross-sector platforms that coordinate previously uncoordinated activities, thereby improving efficiency at the system level. These efficiency gains, and associated cost reductions, go beyond day-to-day operations, extending to maintenance, planning and construction of infrastructure systems [12].

Digitalisation not only enables optimisation of existing operations, but also the reorganisation of entire supply chains, facilitated by lower manufacturing costs and improved coordination. For example, new automated technologies drive a shift from ‘task-by-task’ supply chains to a vertically integrated production model [13]. Digitalisation can also lead to the emergence of new services. Often driven by commercial benefits, these new services can also benefit social and environmental objectives. For example, digital technology in the road sector can save consumers time, through congestion warnings and road planning, and
money, by helping them to avoid toll roads, but can also be beneficial in accident reduction and pollution monitoring [12].

During the design and construction phase, digital technologies can reduce both costs and project delivery time through automation and coordination. Building information modelling (BIM), for example, enables information to be shared between stakeholders and coordinates activities across teams to optimise the design and build process [14,15]. Once an asset has been built, advances in sensing technology have the ability to transform how maintenance is performed, moving from a corrective approach, which deals with an issue once it is detected, to a conditions-based approach, which tailors the maintenance strategy to the real state of system components [16]. Such an approach allows for a more rapid detection of faults or potential faults and a significant reduction in maintenance costs. Digitalisation can also enable more active infrastructure management through the control of supply and demand capacities. This is made possible through the ability to obtain granular flow data across the network, data which are gathered by new digital technologies. Machine learning techniques can assist in interpreting this data, offering insights into how to best respond to changes in the system. This can help avoid failures in the network, or act to mitigate failure and restore functionality [14].

There are challenges that must be overcome, however, if the full potential of digitalisation is to be realised. These include technical challenges, such as issues with data accuracy, sharing, security, and standardisation, and non-technical challenges such as digital literacy, usability, and deployment [17].

3. Research Methodology
3.1. Research Design

This study combines an analysis of literature findings with interviews and a survey in order to establish a comprehensive picture of opinions on DTs in research and industry. Figure 1 shows each stage of the research process.

![Figure 1. Research process.](image)

3.2. Data Collection
3.2.1. Literature Search

Preliminary research revealed that knowledge on DTs, as a new and evolving concept, is limited, fragmented, and dispersed across the literature of the several related infrastructure sectors. For these reasons, an exhaustive search of DT literature for each sector was undertaken as a foundation for decisions as to subsequent methods that would seek to supplement the areas where the literature is underdeveloped, and to inform the building of an agenda for future academic research and actions of industry and government. Examples of the keywords chosen are as follows, with the number of search results shown in brackets:

- Transportation (345)—Transport, Rail, Highway, Shipping
- Energy (223)—Energy, Smart grid, Renewable, Nuclear
- Water (54)—Water, Sewage, Irrigation
- Telecommunications (51)—Telecoms, Smartphone, 5G, Satellite
• Smart Cities (51)–Smart City

The publication year and number of citations were used to sort the initial selection of papers. After screening for relevance, each paper had to meet further quality criteria, including peer-review and the absence of any obvious or stated biases.

Following this search, grey literature such as reports, white papers, and unpublished work from research organisations and industry was also sought out. Grey literature, although not peer-reviewed and potentially biased, shows the perspective of those implementing and working with DTs within industry.

The findings in the literature highlighted research gaps and the lack of consensus around what constitutes a DT. In order to fill these gaps, a survey of industry experts was undertaken, the direction of which was informed by more detailed one-to-one interviews with industry informants.

3.2.2. Interview Process

Six one-to-one interviews were conducted in August 2020, with an additional brief correspondence from a seventh interviewee. Although all interviewees are presented anonymously in this paper, they comprise stakeholders from a variety of backgrounds and levels of experience with DTs. This was conducted with the intention of selecting interviewees which represent a diverse range of opinions across industry and academia.

The objective of these interviews was to initiate a discussion around the main focal points of this paper and gain insights from differing perspectives. These interviews were semi-structured, with eight set questions posed to respondents, as listed below:

1. How would you define a digital twin?
2. Could you describe the digital twins that you have experience with?
3. Can you think of any other potential-use cases of digital twins within infrastructure systems that, as far as you are aware, are not currently being explored?
4. Do you think any particular area surrounding digital twins needs more research?
5. Are there any regulatory concerns regarding the use of digital twins within the UK?
6. What are your thoughts on the awareness of digital twins within the industry in general?
7. What is the UK Government doing with regard to DTs?
8. Do you have any further comments?

A semi-structured approach, with non-leading questions, allowed interviewees to drive the conversation in whatever direction they felt most relevant. A laddering interview technique was also utilised to elicit extended explanations where appropriate.

Transcripts of each interview were analysed, highlighting key terms and sentences and annotating them to identify important concepts and to link ideas together. Each of the transcripts was then coded into a Microsoft Excel sheet to extract key insights and opinions, codified within specific themes. Significant opinions could comprise surprising content, recurring concepts, or reinforcement of concepts found in the literature.

3.2.3. Survey Instrument

Members of the DT community were approached and asked to complete a survey in order to better understand the current state of DT knowledge and development. The respondents consisted of publishers of academic papers as well as members of the Centre for Digital Built Britain. The population of such experts is small because the use of DTs in civil infrastructure is in its infancy. There were 30 valid responses recorded, providing a sound sample, but there remains a lack of coverage in certain sectors. This may be due to limited involvement from professionals in those sectors in the wider DT community. All survey responses were recorded from November 2020 to May 2021. The survey consisted of both qualitative and quantitative questions. Participants were asked whether they had created or worked with a DT, which infrastructure sector this DT was for, and what the specific purpose of this DT was. Respondents were then provided with a list of statements regarding the characteristics that define a DT, such as ‘Digital twins can only model existing..."
objects, so you cannot have a digital twin of a design.’ and asked to what extent they agreed with each statement. A similar list of statements was also provided regarding the governance of DTs, such as ‘Digital twins should be centrally governed’, and respondents were again polled on their agreement with each. Four existing definitions of DTs, from various industry sources, were then described, with respondents asked to rank these from best to worse. Finally, respondents were presented with a list of potential challenges to the development of DTs—including the lack of an agreed-upon definition, the need for regulation, and concerns around data quality, security, and access—and asked to rate each challenge on a scale from ‘no challenge’ to ‘major challenge’.

3.3. Data Analysis

This paper draws on data from three sources: a review of academic and grey literature, six interviews with knowledgeable stakeholders, and survey results from 30 participants from the DT community. The findings from each were analysed separately and used to inform the direction of the following stage of the study. Thus, interview topics were guided by the results of the literature search, and survey content was informed by the content of both the literature and interviews, in an iterative process. This allowed the guiding themes of the research to develop naturally. The findings of each stage were then compared, to establish similarities and conflicts between the content of literature and the opinions of those working in the field of DTs.

3.4. Methodological Limitations

3.4.1. Literature Collection and Selection

The literature collection process was limited to Elsevier Scopus. Although a single database search has the potential to omit valuable knowledge, Scopus was chosen for its rigorous quality criteria, which places peer-review at the centre of the selection process. To minimise the risk of missing important findings, forward and backward citations were followed, and the literature search was only deemed complete once findings had achieved a significant degree of saturation, with additional results becoming increasingly less relevant. A future study could include other databases that offer academic papers not currently available within Scopus. Additionally, although it was intended to choose papers with a high number of citations for the sake of credibility, the limited amount of literature meant that sometimes papers with limited citations were chosen for analysis.

When searching for literature, the key term ‘digital twin’ has only come into widespread usage in the past five or so years [18], so sources which may utilise DT methodology, but do not feature the DT keyword, will not appear in searches. In contrast, the literature search was also hindered by the lack of clarity around DTs and what they are, so a large portion of time was spent briefly reviewing papers which had nothing to do with the subject of this paper but came up as being relevant because they mentioned DT as a buzzword.

3.4.2. Survey Data and Analysis

When searching for correlations by infrastructure sector, survey results were selected for discussion based on a majority opinion. For sectors with a small sample of respondents, it would be inaccurate to conclude that their opinions are representative, even if responses agreed with each other. Similarly, it would be difficult to accurately pinpoint an anomaly if responses were mixed. This suggests the need for future research targeting individual sectors, and a greater sample size within sectors. Nevertheless, from the analysis of survey results against the literature, it was observed that recurring themes came up consistently irrespective of sector, allowing for the general consensus to be extracted from the survey.

Finally, there were no survey results for the telecommunications and waste management system sectors. A future study could include respondents from these sectors. However, the discussion on these sectors showed that the literature concerning these sectors could be slightly behind the more prominent infrastructure systems, as little discussion regarding regulations, data challenges, or data protection was observed.
4. Results
4.1. General Findings
4.1.1. Defining a Digital Twin

Originally conceptualised in 2002 to optimise product lifecycle management, the first hypothesised DT consisted of a digital informational construct of a physical system that could be created as its own entity and linked with the physical system throughout its lifecycle [19]. This idea of creating a digital representation of a system was furthered by NASA in attempts to optimise lifecycle phases of projects such as sustainable space exploration [20] and the operation of vehicles [21]. Relevant literature over the years suggests that this primary concept remains unchanged. However, inconsistent formal descriptions of DTs prompted ARUP to pool together several definitions from industry experts including IBM, Siemens, and Microsoft, as well as research bodies such as NASA and the Cambridge Centre for Digital Built Britain, to define a DT as “the combination of a computational model and a real-world system, designed to monitor, control and optimise its functionality. Through data and feedback, both simulated and real, a DT can develop capacities for autonomy and to learn from and reason about its environment” [22]. This definition exposes an inherent quality of DTs which hinders a comprehensive definition from being established, which is their ability to evolve over time as more data inputs are connected to the system. It has been argued that gradually scaling up DTs over time is the most suitable approach for enablement, as high upfront costs and the daunting notion of complicated interconnected systems can make companies hesitant to integrate this technology into projects when, in reality, a relationship facilitated through a feedback loop is essentially what generates the twin [23]. Throughout an asset’s lifetime, it can be fed more data inputs, which will reveal benefits over time as part of the DT’s evolution. The authors of [24] also highlight this key relationship and provide important distinctions between digital models, digital shadows, and digital twins to clear up misconceptions about this technology;

- A digital model features no automatic data exchange between physical and digital objects
- A digital shadow only offers a one-way data flow from the physical to the digital object
- A digital twin embraces data exchange in both directions between physical and digital objects [25].

4.1.2. Enabling Digital Methods

Whilst the engineering field has defined the ‘why’ of DTs and their use within CISs, the discipline of computer science offer solutions as to ‘how’ DTs can see widespread development and implementation. One reason DTs have been gaining momentum in recent years is the increasing usage of various enabling technologies. Whether the use of all, some, or any of these technologies is integral to the definition of a DT is discussed later in the paper. However, each of these enabling technologies provide context for the environment in which DTs are developed and operated and are therefore explored briefly below.

- Internet of Things (IoT)
  The ‘Internet of Things’ (IoT) has seen sensors integrated into many relatively mundane and conventional physical objects, to connect them to the internet and to each other. It is the “diminishing size, constantly falling price and declining energy consumption” of various electronic components that make the possibility of an abundance of these ‘smart’ objects a reality [26]. The implementation of IoT devices is already very pervasive. As of 2018, there were approximately 7 billion IoT devices in operation, with that figure expected to grow to 21 billion by 2025 [27].
- Big Data Analytics
  Big data analytics is commonly used to analyse very large datasets obtained from a range of sources, such as sensors, using either structured or unstructured data, collating this information in a useful way [28].
- Machine Learning
Machine learning (ML) is a form of artificial intelligence (AI) that enables a system to learn from a dataset, called training data, without being programmed by a human. ML is somewhat similar to big data analytics in that it utilises algorithms that iteratively learn from data to generate useful analysis and insight [29]. ML can then utilise pattern spotting to predict future hazards and develop new solutions to further optimise the system [30].

- **Cloud and Edge Computing**

  Cloud computing is the concept of providing computational and storage services to local devices using a data centre connected via the internet. The benefits of cloud computing are seen when the data reach the data centre and can be analysed. However, transmission of data has a high monetary cost, and can suffer from both excessive delays and security concerns [31]. This is where edge computing can step in. Edge computing is essentially a cloud computing intermediary, whereby some of the services which would take place in the cloud are conducted in a location closer to where the data are collected, at the ‘edges’ of the network. This physical proximity to data collection addresses the issues of cloud computing described above, without resorting to a dated on-device processing model [32].

4.2. Sectoral Findings

Findings from the literature show that, although the characteristics of DTs are in essence very similar throughout different sectors, research into their applications has typically been siloed by sector. Examples for applications of DTs were found in every CIS sector except telecommunications. The same methodology was used to obtain literature as in every other sector, so the reason for this is unclear. However, it is assumed that similar use cases to other sectors would arise, as those DT use cases found in the literature are typically applicable to a wide range of applications at various scales. As explored in survey results, several respondents felt their work with DTs spanned several sectors, and so when rendering a conclusion, it may be inaccurate to infer that it is sector specific. From the applications found in each sector, use cases were identified and have been tabulated in Table 1.

| Sector | Application | Use Case |
|--------|-------------|----------|
| Water  | Anomaly Detection [33] | Demand Forecasting, Operational Optimisation, Predictive Maintenance |
|        | Maintenance Scheduling | |
| Energy | Predictive Maintenance [34] | |
|        | Anomaly Detection [35] | Operational Optimisation, Service-life Forecasting |
|        | Maintenance Scheduling | |
| Rail   | Alstom and AnyLogic [37] | Emergency Planning, Maintenance Scheduling, Timetable Optimisation |
|        | Atkins and Etihad Rail [38] | Predictive Maintenance |
|        | Greater Anglia and Toshiba [39] | Anomaly Detection, Timetable Optimisation |
Table 1. Cont.

| Sector                        | Application                          | Use Case                        |
|-------------------------------|--------------------------------------|----------------------------------|
| **Highways and Autonomous Vehicles** |                                      |                                  |
| Google Maps [40]              | Operational Optimisation              |                                  |
| Highways England [41]         | Construction Process Optimisation     |                                  |
| SAVe project, Germany [43]    | Route Forecasting                    |                                  |
|                               | Scenario modelling                   |                                  |
| **Bridges**                   |                                      |                                  |
| [44]                          | Anomaly Detection                    | Service-life Forecasting         |
| [45]                          | Anomaly Detection                    |                                  |
| **Smart Cities**              |                                      |                                  |
| Virtual Singapore [46]        | Emergency Planning                   | Operational Optimisation         |
| Newcastle University and Northumbrian Water [47] | Emergency Planning | Planning Optimisation            |
| [48]                          | City-level Forecasting                | Policy Development               |
|                               |                                      | Planning Optimisation            |

The most common use cases tend to revolve around forecasting, maintenance, optimisation and planning. Every one of these is ultimately attempting to improve the performance of operational systems.

Upon completion of a rudimentary analysis of these use cases, it was found that they essentially fall into two categories: futures assessment, which involves looking at possibilities further in the future; and operations management, which involves increasing efficiency on more of a short-term basis. The distinction between these two categories is very basic and exists on a temporal scale. However, the ways in which a DT can utilise technologies to be effective in both of these categories varies wildly. It is for this reason that DTs will be more beneficial when used in an operations management context, as the insights generated for a shorter temporal scale will have much greater certainty, and therefore provide a much greater value. This is especially true when, as explored in the discussion section, questions surrounding uncertainties in DTs are considered.

4.2.1. Digital Twins in Smart Cities

Similar to those of DTs, smart city definitions in the literature have evolved over time, and there is not yet a widely accepted formal definition [11]. Some sources place an emphasis on sustainable development planning, while more recent definitions highlight high levels of digital interconnectivity, which allows for the use of big data to improve transparency and governance [49]. Cities are complex systems, whose challenges are being addressed through ‘smart’ innovative information and communications technologies such as autonomous driving, smart energy grids, and digitisation of administrative tasks [50]. A ‘smart city’ is essentially a large-scale version of a DT that utilises IoT technology in an attempt to connect and map an entire city to its digital counterpart. Ultimately, a smart city must feature technical innovations that are people-centred and aim to improve quality of life, with planning solutions taking a holistic view that considers economic, social and environmental perspectives.

The shift towards an increasingly digital society can enable greater insight into the interactions between humans and infrastructure, particularly the interdependencies that exist across time and space [51]. Disasters can expose interdependencies by stressing community systems. For example, a hurricane could force a portion of a community to evacuate, diminishing the size of the available construction force, thereby reducing both the number of rebuilt homes and the number of people who can return to their homes [49]. This could result in a reduction in tax money allocated to workforce recovery, further hindering
the rebuilding of homes. Effective disaster management therefore calls for a holistic perspective which considers a community’s systems and interactions among systems and the wider population [49]. Future interdependencies between humans, infrastructure, and technologies will be created by an increase in population size and urbanisation, differing from those observed today [51]. If a smart growth agenda is not pursued, poor management decisions arising from uncertainties and unreliable predictions will be inevitable.

It is projected that the market value of smart cities will surpass USD 2376 billion by 2025 [50]. Consequently, the potential for DTs to contribute to smart city development is increasing year on year, due to rapid advancements in connectivity through the IoT [24]. The integration of sensors within infrastructure systems is of great value for futureproofing, as it allows for improved monitoring, control, and decision making, through enhanced visualisation and interaction with city data [52]. DTs can act a testbed to simulate scenarios and can also learn from the environment by analysing changes in the data collected [24]. The quality of prediction relies on a combination of real-time and aggregated historical performance in human–infrastructure systems. Widespread adoption of DT technology will allow for an understanding of how smart cities will perform under various economic, environmental, and social conditions, pre-emptively identifying the drivers of possible disruptions [51].

Virtual Singapore is an example of a DT being used to replicate an entire city. In a collaboration with Dassault Systèmes, the Singaporean Government has created a 3D model of the city, which is supported by static data as well as dynamic data from a pervasive set of sensors. The result of this effort is a system which enables urban planners, engineers and architects to simulate solutions to the city’s problems without actually implementing them, which can include, but is not limited to [46]:

- Calculating how much energy could be generated by installing solar panels on a particular building’s roof.
- Disaster management, to help develop and optimise evacuation models.
- Automate planning processes based on detailed building information of the city, in addition to other relevant datasets.
- Evaluate infrastructure designs and construction management plans with respect to existing infrastructure and dynamic data.

A research plan has been set out for the implementation of a DT for the region surrounding Cambridge, UK [48]. This aims to model interdependencies and help bridge the gap between current policy silos, enabling a collaborative approach to future development scenarios. The authors determine two key themes which tie infrastructure sectors together: the future location of housing, businesses and employment and the transportation choices that people make to commute between them.

Included in this plan are three key tasks which encompass the DT methodology:

- **Task 1**—Use historic data to understand and identify how people commute to and from work and the key factors that influence this decision.
- **Task 2**—Design future scenarios of various different paths that future infrastructure development can take.
- **Task 3**—Combine outputs from the DT with current local authority models on systems such as the transport network, energy demand and air pollution.

4.2.2. Digital Twins in Transport Systems

Increased urbanisation puts pressure on the efficient management of transport systems. High levels of congestion, delays from inefficient services, commuter frustration and increased carbon emissions are some of the factors prompting authorities to modernise and digitise transport using intelligent systems [53]. These use innovative modelling systems to provide users with more information, increasing the quality of interactions between transport services [54].

There is an existing DT of traffic on highways networks which has been used for many years and is currently in use every day by millions of people: Google Maps. Google
obtains traffic data anonymously from the real-time location data of smartphone users, in addition to local government traffic information and historical traffic data [40]. The insight and bi-directional connection come from the ability of Google Maps to compute the best route for a vehicle when there is traffic congestion ahead, thereby altering the physical asset itself.

The authors of [55] predict that live as-built DTs will become standard for the construction and maintenance process of highways by 2032–2035. As automation becomes more common in on-site construction work, with trials of new driverless dump trucks on the A14 Cambridge to Huntingdon bypass [41], the presence of survey teams will reduce, as surveying technology is incorporated into autonomous plants. This accelerates the ability to convert sensor data into DTs in the construction process. Another opportunity is the ability to derive training datasets from DTs and the real-world sensor data contained in them, for use in supporting the development of advanced algorithms for AI decision-making in construction [55]. Digitisation can bring huge benefits to road safety. A total of 1.24 million road traffic deaths and 50 million non-fatal injuries occur yearly, and active safety approaches in the form of advanced driver assistance and automation have the potential to reduce these significantly. The ‘SAVe’ project aims to generate a DT for the urban road network in Ingolstadt, Germany. The purpose of the twin is to perform cheap and risk-free virtual test drives particularly at busy intersections to identify and gain insight into critical scenarios [43].

Simulations to better understand critical scenarios are also present in the aviation industry, where studies into air traffic control systems highlight how vulnerable airports’ aerial environments can be without effective risk management solutions [56]. The inclusion of DTs in intelligent management systems can mitigate risk and increase system stability. DTs can be used to enhance a centralised airport traffic control system, as in [57], where vehicle coordinates are received up to 10 times per second, and the user is able to observe the real-time displacement of vehicles. This increased visibility can help mitigate negative consequences resulting from dangerous proximity between vehicles and objects, as well as tackling congestion issues stemming from poor management.

Every year, the United States spends around USD 12.8 billion to tackle deteriorating bridge conditions [58]. This is due to major challenges in managing the data and information needed for the effective maintenance of bridges. It is estimated that at least 315,000 bridge inspections are needed annually across the US and the UK. Research into maintenance systems for cable-supported bridges highlights that an effective DT model can allow data to be accumulated during operation so that, in events such as the fractures caused by cable fires at the Seohae Grand Bridge in Korea, experts can tune into stored data and immediately react to incidents with proper judgement [45]. A case study considers two newly built railway bridges in Staffordshire, UK. The authors set out the physical data capture requirements for the successful implementation of a DT, presenting a use case with the aim of better structural health monitoring (SHM) [44]. At the time of their construction, the two bridges were fitted with a fibre optic sensor (FOS) network. The bridge detailed in the paper was a steel half-through bridge with a composite deck, with 291 discrete fibre Bragg grating (FBG) sensors distributed. Utilising the SHM data obtained from the sensors, a DT is proposed which encompasses various techniques: BIM, Finite Element Modelling (FEM) and statistical modelling. This DT is able to:

- Forecast a predicted service life of the bridge.
- Detect anomalies utilising real data measurements.
- Allow lessons to be learnt from the real data measured from the bridge, therefore improving future projects.

Evidence of uncertainty in the definition of DTs can still be found in the literature databases. For example, though [59] discusses the advantages of a DT for the sustainable evaluation of King’s Cross station in London, they do not differentiate between a 3D BIM model and a DT, using these terms interchangeably. As such, this work is actually referring to a digital model. In a more developed example in the railway industry, Alstom,
who operate and maintain the rail fleet of the UK’s West Coast Main Line, developed a DT using AnyLogic software. It is possible to see an updated view, utilising daily operational updates, of the current condition of their fleet, including current working hours, maintenance regimes and schedules, and the maintenance capabilities of depots and stations, all in one platform. This was achieved by compiling data from multiple sources and overlaying this on a Geographic Information System (GIS) map. This DT allows Alstom benefits which they would not otherwise have had [37]:

- The ability to explore various maintenance regimes digitally and without consequence.
- The capability to run what-if scenarios to develop response plans for events, such as emergencies or the introduction of new timetables, and to anticipate how these events may affect maintenance requirements.

4.2.3. Digital Twins in Water Systems

Urban water systems are complex, with a large extent of components residing underground. These are difficult to monitor during operation and, in the event of failure, complicated to repair [60]. Further complexity arises from fluctuations in rainfall and the fact that surface runoff depends on past weather events as well as population growth, resource scarcity and infrastructure wear and tear [33]. While these present challenges to hydrological modelling, supervisor control and data acquisition (SCADA) systems have begun to address these issues in water and wastewater utilities. The next step forward is to introduce widespread use of DTs, enabling dynamic process simulations to improve the design of new facilities, reduce risk and optimise operations [61]. DTs have been present in the water distribution industry for several years, with utility companies such as Global Omnium in Spain, Anglian Water in the UK, and Halifax in Canada implementing this technology, primarily for the purpose of reducing water leakage through prediction of pipe failures [60].

DTs can be implemented within all types of water infrastructure including pumping stations, pipe networks, storage tanks and treatment facilities, as long as precise measurements and calibration are provided, so that the twin accurately reflects the performance of the asset. This enables facility staff to holistically understand the system by evaluating large datasets and identifying underperforming elements such as improperly scaled instrumentation, degraded pump performance, or hydraulic bottlenecks [61]. One of the most significant benefits described in [61] is the DT’s ability to be used for failure analysis through simulations of extreme conditions, identifying potential shortfalls or realizing additional unplanned capacity. This work also describes several key characteristics needed for a DT within a water treatment system, one of them being an intuitive graphical user interface. The authors of [61] recognise a DT as a complete system, rather than just a relationship based on automatic data flow.

An example of a use case for a water distribution system (WDS) can be found in [33]. The subject is a DT of the water distribution network for the metropolitan area of Valencia, Spain, which is currently in operation. Supplying water to 1.6 million inhabitants, the whole network has a total of 113,000 pipes, 8 reservoirs, 28 tanks, 47 pumps, 259 regulating valves, 48,500 manual valves, 4600 hydrants, 118,000 service connections, 97 flowmeters and 470 pressure gauges, among other elements. The DT contains a detailed model consisting of 325,000 nodes, which was created using a big data approach of gathering information from multiple sources. However, this model is too detailed to be able to run real-time analyses, and so a less-detailed strategic model, consisting of 10,000 nodes, was derived from the original and is updated with real data every minute.

The DT has the ability to forecast decisions before making them, analyse the impacts of past events on the system, and program actions to be carried out within the next 24 h. This has multiple benefits for both planning and operation and maintenance.

Planning:

- Allows long-term simulations on the network to be carried out, enabling the design of network extensions for urban expansion or the replacement of aging infrastructure.
• Can simulate emergency scenarios, allowing for better preparation.
• More efficient operating procedures and guidelines can be developed in an environment where there is zero risk involved.

Operation and Maintenance:
• Allows scheduling of maintenance activities on optimal days and at optimal times, so that the effected part of the network incurs the smallest possible disturbance.
• Can be used to identify anomalies in the system by comparing real-time data with simulated data.

The work of [33] builds on the idea of a ‘package solution’ and discusses how a complete DT can be a virtual replica of all processes, allowing monitoring from raw water catchment all the way to the consumer’s tap. Concluding by praising the efforts of Global Omnium, GoAigua and the UPV in becoming one of the first utilities to implement a DT, and exposing great benefits that will become standard in advanced smart cities, the authors of [33] also comment that, for future development, there is a need for increased interconnectivity between models, with important elements such as a water quality model still to be developed for this project.

4.2.4. Digital Twins in Energy Systems

Significant economic losses can occur from the failure of pipeline assets. Service shutdowns can cause accidents and casualties, as well as affecting upstream and downstream systems [62]. Oil and gas operators are looking for improved operation maintenance strategies to reduce downtime from costly planned or unplanned maintenance. Extensive research and development activities are carried out to accurately predict the remaining fatigue life of pipeline assets, as well as maintenance requirements, based on data-driven digital models [63].

A conceptual DT has been proposed in the form of a data-driven digital replica of a subsea pipeline system where integrated sensors continuously update a finite element computational model [63]. The authors envision the twin being used to predict future conditions, study abnormal responses and estimate the remaining fatigue life of the asset. Other research has explored PetroChina’s proposal to create a top-level intelligent pipeline network with a DT as the core [62]. Here, the twin is defined as a digital model which is precisely mapped from, and grows together with, the pipeline system as it is iteratively optimised. Both papers advocate the potential for predictive maintenance enabled by DTs. Traditionally, corrective maintenance is applied after the occurrence of an actual fault, which incurs costs. Planned maintenance is performed at scheduled time intervals, leading to unnecessary costs arising from unwarranted inspection or repair [63]. Having a maintenance cycle that is excessively planned can lead to over-maintenance. Furthermore, inability to observe the real-time status of equipment means that repairs cannot be performed as soon as there is failure [62]. A DT can be employed to compare model output data with measurement data from integrated sensors, in order to optimise maintenance scheduling. Using machine learning algorithms, the DT could predict a suitable maintenance strategy [63].

In a maintenance-based use case, a proposed DT-based system utilises the Russian-made robotic system, Cablewalker, and a DT to provide preventative maintenance for overhead transmission lines (OTL), which provide power to communities over long distances [34]. The DT aspect to this approach consists of a 3D model of the network of OTLs, containing all relevant data on the condition of all key components. The value of using the DT is that results obtained over a period of time can be compared to standard values, and the development of defects can be predicted before they occur. In practice, this system has been trialled on a 2.34 km section of OTL and 112 defects were detected, where previously only three were detected using manual inspection.

The potential application of DTs for intelligent management of thermal power plants has been explored, using one in Shadong province in China as an example [35]. The architecture for the reviewed DT consists of a physical layer, which includes elements such as
monitoring equipment, pumps and valves, as well as a data layer, which includes operation parameters, water quantity/quality parameters, linking the physical to the digital world. The authors claim that thanks to the employed intelligent water resource management system, water intake was reduced by 800,000 tons per year. Other benefits include operational stability, consistency in quality and comprehensive allocation of resources arising from intelligent predictions.

A DT solution for fault diagnosis in photovoltaic systems shows the potential for easy maintenance and online fault remediation, where the DT can quickly identify a fault without adding significant complexity to the system. The DT architecture is transferrable and can be applied to other energy conversion systems [64].

4.2.5. Digital Twins in Waste Management Systems

Extensive research is being conducted to improve control strategies and process monitoring systems within the wastewater sector [65]. However, more progress has been made in water distribution systems, which rely mostly on well-established water quantity sensor data. Effective wastewater management, however, depends more on water quality sensors, which are notoriously unreliable, and the associated data are hard to collect. The authors of [65] advocate for the use of DTs to enhance water resource recovery facilities, alluding to adaptive plant models, predictive maintenance and plant-wide control for cost reductions, resource recovery and improved water quality.

In a digital transformation use case operated by a private group of utilities in Brazil and aiming to combine intelligent 3D models and DTs to improve the strategic decisions of treatment plants, the authors estimate that the life of critical system assets can be extended and millions of Brazilian Reais could be saved by switching from reactive to proactive maintenance. This will also significantly reduce the events of unpredictable equipment breakdowns [66].

Research in [67] proposes a design for a decision support system to complement a novel urban farming framework called aquaponics. This technique optimises logistics by shortening the distance between producers and consumers. However, this results in a complex human natural coupled production system which comprises interacting subsystems and several stakeholders. This complexity calls for data-driven solutions in the form of a DT, which can work towards improved communication between stakeholders and heterogeneous components such as the synchronisation of production units to respond to consumer demand in real time to minimise waste. Sensors can be implemented to monitor attributes such as water and room temperature, humidity, feeding events and PH levels. This system can be further enhanced with machine learning algorithms to optimise production and quality goals.

4.2.6. Digital Twins in Telecommunication Systems

A network of several DTs has been proposed to solve problems in complex telecommunication systems, with each twin serving as a model of one object, such as a switching node. The network of DTs will employ big data, data mining and neural networks to accumulate information and set up a good base for the development of telecommunication networks [68]. An important feature enabled by this network is traffic monitoring, which proves valuable during emergency situations where equipment tends to fail and traffic experiences avalanche-like growth. Additionally, the services requested by users during this time can change drastically. These complexities can be addressed by the network of twins, which can tackle urgent problems to do with the multiservice network during emergencies through its feedback loops. The authors discuss the ability of the network to carry out simulations to answer the: “What will happen?” question. However, they comment on the current inability of the system to effectively answer the: “Why can this happen?” question, which calls for future research and development.

Research has discussed how current 5G networks use expert knowledge and machine learning algorithms in the search for optimised decision-making [69]. However, these
are unable to adapt to the dynamic changes of high-dimensional network states and can produce undesired results. Although reinforcement learning can address these issues, it is difficult to obtain data samples and it is risky and time consuming to simulate real networks. The authors of [69] propose combining these elements with DTs for the self-optimisation of mobile networks. Their framework can predict the future network state based on optimisation decisions obtained by expert knowledge and reinforcement learning. This information can be fed into the DT to simulate different outcomes, which inform the final decision.

The Internet of vehicle sensors suffers from reliability concerns due to faulty equipment, weather concerns, and battery issues. This can result in incomplete datasets, which hinders the potential for smart scheduling and predictions. To address these challenges, a framework for a real-time traffic data prediction DT model, enabled through 5G, has been developed [70]. This framework was proposed due to the Internet of vehicle sensors not being fully reliable due to factors such as faulty equipment, weather or battery issues. Additional work has also touched on some limitations of conventional data-driven methods, discussing how they rely on the physical asset and its historical or online data with little connection to its virtual model [71]. If these data are insufficient or become compromised, the associated solutions lose effectiveness as false alarm rates increase and fault prediction becomes inaccurate. A DT model can offer prediction for these missing data through powerful 5G communication and time-aware, locality-sensitive hashing. A set of tests were conducted using a traffic dataset from Nanjing, China and results show the effectiveness of the proposed framework for short-term traffic condition forecasting [70]. The authors recommend future development on failure prediction, energy cost and privacy preservation.

In fault diagnosis and health monitoring systems for satellites, conventional solutions collect large amounts of telemetry data and rely on operators to address anomalies. This framework can be error prone and struggles to adapt to the rapid growth of systems. To tackle this, models must develop deep integration with the virtual world to allow for real-time interaction with the physical asset. A DT fault diagnosis and health monitoring system has been developed that combines simulation data, telemetry data and fused data to realise the real-time monitoring and maintenance of satellites in orbit [71]. The DT can provide real-time visual monitoring without manual intervention by operators. Additionally, it can evolve as more knowledge and information is fed to the system, increasing the effectiveness of the model. The authors concluded that this solution can also be applicable to other satellite subsystems, and even whole satellite systems.

4.3. Interview Findings

The interviews raised some very important points surrounding DTs. These points were divided into themes and are reported below. Where references have been made to the opinions of a specific interviewee, their identification letter is been denoted in brackets, i.e., for interviewee A: (A).

4.3.1. Definition of Digital Twins

Most interviewees were supportive of the first part of the DT definition: that they are a realistic digital representation of physical assets, processes and systems. Interviewees made the distinction that DTs do not necessarily have to represent something ‘physical’ (B, C), but that the subject simply has to be ‘real’ (B). The interviewees also all agree that DTs need to have some sort of bi-directional connection to the real twin (real twin meaning the real asset, process or system). However, there is some difference of opinion as to whether further requirements are needed to define something as a DT. Interviewee E believes that for something to qualify as a DT, it needs “to be capable of answering questions about that system” because “we’ve been doing large scale data descriptions of the world for donkey’s years and digital twins are supposed to be something relatively new”. Interviewee G indicates agreement, stating: “The only thing that seems to hold it
[the DT concept] together is that it is a collection of data about something, useful for a purpose. The word we used to use for this is information, and as far as I can tell, Digital Twin is very nearly a synonym for information”.

4.3.2. Implementation of Digital Twins

The topic of the implementation of DTs, which includes the mechanism as to how they operate, the technology used, and how DTs can be realised effectively, was found to be key to further refining the definition of DTs.

With regard to the refresh rate of data flowing into DTs from the real subject, interviewee F thinks that there are some use cases where using real-time data would not be possible or even necessary. This is a view shared by interviewees A and B, who expressed that the refresh rate of incoming data does not define a twin and that this rate does not need to be real time, but right time.

On the requirement of machine intelligence in DTs, the majority of interviewees agreed that AI, ML, simulations and data analytics can all play a part in the implementation of certain DTs. However, they are not a defining characteristic of a DT, and instead these technologies should be included where they are required (A, B, D, F). This idea is summed up by interviewee D: “intelligence does not necessarily have to have really high-tech software associated with it. It’s around the best use of data for generating insights”. Interviewee C does agree with this to an extent, insisting DTs should be purpose driven. However, interviewee C does not have much faith in ML and simulations, believing they focus too much on correlation rather than causality. Instead, and interviewee B agrees, DTs should focus more on assisting humans as opposed to replacing humans. Interviewee C continues in their anti-simulation stance by asserting that design and construction use cases, and simulations in general, cannot be within the scope of the DT definition, as they have no connection to anything physical. Instead, DTs are essentially asset management solutions.

Whilst on the topic of technology, as interviewee B describes, the confusion around DTs being referred to “grammatically as a proper noun, as if it’s a product that you can buy off the shelf”. Interviewee B states that “the view of myself and many, is that a twin is not a product or technology, it’s actually a methodology and a way of working”.

Moving slightly away from the definition of DTs, interviewee C was keen to discuss the concept of “systemising processes” in the development of DTs. In order to be able to “automate and get real value out of what we do in the built environment”, the process essentially comes down to “how can you review a decision system if you cannot actually articulate it”. Interviewee C describes how this process would work within the context of DTs:

1. Identify the use cases people want to implement
2. Identify the activities within those use cases
3. Systemise the processes involved and develop a diagram
4. Figure out what data are needed
5. Figure out what parts are dependent on other parts of that process

Interviewee D states that they are “a bit reluctant to see them [DTs] as the panacea, I suppose, of engineering” due to the uncertainties surrounding their outputs, as a result of the maths and assumptions that go into formulating DTs. Therefore, they recommend that there should be greater recognition of the uncertainties in the outputs of DTs and “development of how you visualise the uncertainties”.

4.3.3. Applications of Digital Twins

As described above, all interviewees agree that the fundamental application of DTs is to generate insights, where they are highly scalable and can be used in many different situations (A, D). As interviewee A says, “anywhere in the systems processes and asset lifecycle processes, wherever decisions are being made you can imagine a digital twin could be used to help make better decisions . . . all of that kind of maps out to an n-dimensional matrix of possibilities”.
Both interviewees B and C agree that DT research should be more focused on tangible, real-world applications, using existing technologies, as this is where they see the greatest return on investment (ROI). Interviewee B argues that people should stop talking about “digital twin as this mythical unicorn that can answer all problems”, as the technology does not exist for that. Instead, people should see DTs as “a journey, not a destination”. Interviewee C maintains their opinion on simulations, stating that they think the data models are not currently there to put their trust in and, although they do see some value in that area, they see it as only 20-30% of what can be achieved through concentrating on the “really powerful stuff that we can look at now, that we can solve, actually tackle because it’s real-world, it’s tangible”.

Interviewee B states that most use cases you see are in the operational state of an asset, and that this makes sense, because “if you look at the cost of an asset through its lifetime, design is a marginal cost, construction is a big cost, but the operational life of 20, 30, 50, 100 years is where the bulk is, and any reduction in risk in that phase is desirable”. Interviewee B continues the theme of DTs for risk reduction by stating that DTs can provide the most value when used in situations where “safety is of paramount concern. So, you often look at the regulated industries: nuclear, oil and gas, rail, for example, or where access to site is somehow a commodity”.

One theme which was recurring, being mentioned by all but one of the interviewees (A, B, D, E, F), was the need to connect DTs. The reason for interconnecting DTs is that it provides a more realistic representation of the real world; the “real world is interconnected” (A). Another topic which comes up is modelling the interdependencies between not only the constituent parts of a system, but between different sectors (A, D, E, F).

4.3.4. Data Usage and Security Concerns Surrounding Digital Twins

There is consensus among interviewees that cybersecurity is an issue that needs to be dealt with regarding DTs. The reason for this, as mentioned by the majority of interviewees, is that the interconnectedness of DTs means a need for data sharing (A). Therefore, a conflict emerges between the need for available, shared data, and ensuring a level of security prevents this data from getting into the wrong hands, as there is high potential for terror threats in this space (A, B, C, D, E).

Interviewees suggested potential ideas for managing this balance. Both interviewees A and E mentioned research into using data trusts to manage data sharing. Whilst the majority of interviewees agree this is a complex issue, interviewee C thinks that it should not pose much of a problem so long as DTs are implemented correctly. Interviewee C promotes the idea of thin twins, which are “single use-case specific datasets”, as opposed to fat twins, which are a “multi-use case pile of data that is multifunctional”. They believe this can solve the problem of data security as, if DTs are “thin” on data, “when you need to share that with someone, then they’ve only got access to that limited amount of data”.

4.3.5. Awareness and Education of Digital Twins within Industry

All interviewees agree that there is very high awareness of DTs within the industry. As interviewee A states, “the market is measured in billions and we’re only just at the beginning of it”. However, there is also agreement that, while awareness may be high, there is a great lack of understanding as to what DTs actually are, with many citing the plethora of definitions in industry and lack of a consensus as reasons for this (B, C, D, E, F). Another culprit is software vendors selling into the market (B, C, D, E), who state they can sell you a DT as a black box of magic, without the consumer fully understanding what DTs are or what they can deliver (B). In addition, suppliers are “renaming everything they used to do to be a digital twin, which is then confusing the market and then it disincentivises innovation” (C). Interviewee B also states that DTs are a “methodology and way of working” as opposed to a “product or technology”.

Some potential solutions to this issue were proposed by the interviewees. Interviewee C thinks formal standards can facilitate a shared understanding of DTs, as then the defi-
nition of a DT is neutral and does not evolve from one research organisation, university or company, etc. However, they state this is not yet possible, as a consensus on what constitutes a DT has not yet been formed. Interviewee E thinks that the focus of industry should be on establishing a basic level of digital maturity across organisations and ensuring data are in more useful formats, before moving onto more complex digital ideas, because there is a risk of overselling the possibilities of DTs if this is not carried out.

4.3.6. Government Contribution to Work on Digital Twins

When asked about the UK Government’s contribution, performance and level of support for the development of DTs, interviewees were generally complimentary, with some stating explicitly that the government is “providing fantastic leadership” (A), “world-leading . . . some of the best stuff in the world” (B) and “we’re at the forefront internationally of having leadership on this from the government” (D).

Multiple interviewees then described this support in terms of funding for various initiatives such as the CDBB organisation and National Digital Twin (NDT) programme (A, B, C, D, F).

On the issue of government investments, both interviewees C and D state that there are potentially too many separate investments, and that it would be beneficial to have a more centrally controlled view. However, interviewee D believes there are efforts underway to generate funding for a new programme “that would sit above all of those other investments, that would be specifically on digital twin”, to remedy this problem.

4.4. Survey Findings

This section focuses on extensive comparisons between the core themes identified in the literature and in the responses to the survey. This was carried out to validate the relevance of current academic papers but also to identify anomalies and shed light on elements that require further research. The findings are structured by sector and broken down by themes that are featured in both the literature and the survey. The following themes were formulated and discussed for every sector:

- DTs of Real Systems: Discusses the development of DTs for physical assets or systems and processes.
- Human input: Addresses the role of human interaction in DTs and what the future offers.
- Regulation and Governance: Development of common standards, centralised against decentralised data storage and decision-making, and surrounding regulations.
- Data Challenges and Quality Control: Discusses the elements of data science that hinder or promote the development of DTs.

Waste management and telecommunication systems were grouped together since there were no survey results to evaluate against. Nevertheless, it was considered valuable to identify any themes that could correlate with other sectors for a more holistic understanding of DT development across all sectors.

4.4.1. Overview

Out of 30 survey respondents, 73% were involved in the creation of a DT, and only 23% were active users of DTs. Figure 2 shows the distribution of survey responses across infrastructure sectors, with smart cities the most common sector for DT activity among respondents.
Other significant findings include an agreement rate of 80% among respondents that a bi-directional link between the subject and the twin must exist in a DT. One hundred per cent of respondents agreed that a DT must provide the ability to be queried to obtain information about the subject. Eighty-seven per cent agreed that a DT can model not only a physical asset, but also systems and processes as long as they are real. Seventy-three per cent believe DTs should have common standards and 70% believe that there is a lack of regulations. Finally, 80% think that ensuring data are protected and trust is maintained remains a major challenge for the development of DTs going forward. One survey question aimed to establish a consensus on the best definition to describe a twin. Fifty-three per cent of respondents agreed on the best definition, as illustrated in Figure 3.

This paper aims to analyse DT technology development by infrastructure sectors. However, some survey respondents claimed that the DT they have worked with can belong to multiple sectors. This suggests the existence of a cross-sectoral perspective, which is explored further in the discussion section of this paper. Furthermore, not all the survey results were analysed, especially a question which asked respondents to rank existing DT definitions from one to four. These results remained inconclusive, as there was no definition that was ranked significantly higher than another.
4.4.2. Smart Cities
Digital Twins of Real Systems

Respondents agreed that DTs should represent real systems and have the ability to deliver information in response to queries. The literature highlights this feature through a variety of use cases and conceptual proposals. For example, the DT presented in [50] is designed to be queried through a virtual reality framework, with the aim to minimise risk and lower associated costs by being able to estimate the effects of any implementations in advance. The work of [24] highlights how a DT has the potential to stimulate growth by providing a living testbed in which to test scenarios, ultimately allowing the twin to learn from the environment by analysing changes in data. Although smart cities are responsible for the collection of data, DTs employ these data to create information and forecast potential futures when decision makers need to evaluate potential future conditions [49]. The predictive capabilities of DTs rely on this real-time and historical data [51]. Analysts can query this data and simulate ‘what if’ scenarios to anticipate future behaviour.

Human Input

Respondents agreed that a DT can still be considered one when there is a human in the loop. The literature speaks about how a digital society can enable increased visibility into the interactions between humans and infrastructure [51]. Human input is needed at the social scale, with technology calling for citizen engagement in order to establish smarter cities. The same concept is featured in the work of [50], which encourages citizens to participate in virtual reality trials for the creation of smarter towns and cities.

Regulation and Governance

Respondents agreed that DTs should have common standards. This view is supported by [24], which highlights that a challenge for the development of DTs lies in developing a standardised approach to modelling from initial design to simulation stages. The authors argue that some sort of standardisation is needed to provide understanding between all parties and a comprehensive flow of information as the twin evolves. They conclude that a lack of standardisation in the modelling process and the absence of a widely accepted definition of a DT is slowing down progress. However, survey respondents disagreed that DTs should be centrally governed. This correlates with what the literature offers. For example, [50] touches on how big data models are often in the hands of large ICT companies and therefore create dependencies of municipalities, administrations, politics and society. This is especially evident in small- and medium-sized cities which outsource these projects to ICT companies due to a lack of resources. The vision of a smart city is one with increased transparency and involvement of citizens as part of a digital transformation. In the long term, a data monopoly and lack of civic participation can increase social inequality. Smart cities should strive to improve quality of life for their inhabitants, rather than focus on achieving growth or economic efficiency, as typically seen in the private sector. To realise this vision, a more holistic and comprehensive understanding of the complexities in urban systems, which considers economic, social and environmental issues, is needed, as conventional planning tools fail to provide this. The DT presented in [50] allows for visualisation of complex processes through virtual reality, where the citizens of Herrenberg, Germany can be involved in planning. This open-access data framework aims to give back sovereignty of data and access to information to all citizens. The authors believe this is crucial in building future democratic cities, stressing that they do not want to create the type of commercial product commonly seen when providers such as Google, Cisco and IBM provide urban data and smart city solutions. The authors of [50] acknowledge that complex data can be difficult to understand for an average citizen. However, the virtual reality platform is designed to facilitate communication with the aim of involving a diverse group of citizens in order to develop consensus. To improve this process, a survey was conducted on the comprehensiveness of the VR system, with the end goal of democratizing urban data and preserve the sovereignty of data and smaller communities.
Data Challenges and Quality Control

Researchers have paid special attention to data protection whilst installing sensors in urban areas [50]. The privacy and security of DTs are challenging because there is a large amount of data involved, some of which may be sensitive. Overcoming this challenge begins with ensuring enabling technologies, such as data analytics and IoT, adhere to practices and updates in security and privacy regulations. While this will build trust in DT technology, further efforts have to be made to inform organisations about the benefits of DTs. Additionally, verification that the technology is performing as expected and promised is essential for building trust. Regulation is a way to ensure the protection of personal data, as is the use of a decentralised training model platform which excludes data sharing when employing data analytics [24].

With IoT technology increasing in adoption, the challenge consists of monitoring the flow of large amounts of data, organizing and using it effectively. The greater the number of interconnected sensors and devices, the greater the amount of unstructured data. Negligence in controlling data flow can result in mismanaged or lost data, which can be utilised in cyberattacks. For example, the Mirai botnet scandal involved 15 million IoT devices being compromised [24].

Smart city DT systems are still in their infancy. This comes with development challenges at the community level, such as digital communication systems not accurately reflecting community processes, as well as a lack of data security and privacy issues [49]. Data quality is hugely important, and data should be organised and cleaned to ensure only high-quality data are used in DTs. Additionally, data from IoT devices and other sensors have to be collected through an uninterrupted, noise-free data stream, as inconsistent data jeopardises a DT’s ability to be effective [24].

4.4.3. Energy
Digital Twins of Real Systems

Respondents agreed that a DT must provide the ability to be queried for information. The selected literature features use cases where DTs are used for decision support. For example, the DT supporting thermal power plants presented in [35] is able to be queried with the aim of running diagnostics and optimisation, intelligent predictions and intelligent decisions. Similarly, the DT to support the management of oil and gas pipeline systems presented in [62] can provide comprehensive prediction, integrated management and control and process optimisation.

The survey shows that there is a general disagreement with the idea that a future/predictive/scenario model is not a DT. The literature correlates with this, as the above papers express the potential for DTs to simulate critical situations as part of the process of informed decision making.

Human Input

Respondents agreed that a DT is still a DT if there is a human in the loop. The literature shows evidence of this in cases where the twin acts as a tool for decision support. For example, a DT within an oil and gas pipeline system can evaluate data quality, energy efficiency, operation conditions and health status, ultimately allowing an operator to observe the real-time condition as well as future tendencies of the equipment in question. This allows stakeholders to execute informed decisions [62]. On the other hand, the DT presented in [63] features an ML algorithm to predict maintenance solutions based on discrepancies between model data and in situ sensory data, as well as estimating the remaining fatigue life of the subsea pipeline. This is made possible due to the low cost of modern sensory technology and advancements in artificial intelligence. This concept can also be observed in [64], where the DT in question acts as a control system which can quickly detect and precisely identify a variety of faults within photovoltaic systems.
Regulation and Governance

Survey results show that it is considered important that DTs have common standards. The selected literature for energy does not exhibit substantial discussion on the matter except for a statement by [62], which mentions how data standards have not yet been unified, making it difficult to realise the data interaction between different systems.

Data Challenges and Quality Control

Respondents agree that data security, in the form of data protection and trust, is important for DT development. However, the literature does not offer much on this theme except for a comment by [63], which states that data analytics for a subsea pipeline system require robustness, reliability and security.

The majority of respondents believe that ensuring data used in DTs are of sufficient quality, accurate and use appropriate standards, is only a minor challenge. The literature contrasts this, with [62] stating that there are delays in collecting data during the construction and operation period. These data can be inaccurate and insufficient for effective analysis. There is also a lack of data on the external environment, as these are difficult to collect. The authors of [62] elaborate on the significant challenges, describing how DTs in the oil and gas sector are in their infancy, with significant improvements to be made in data collection, analysis and software development. They conclude by stating this technology has a long way to go before it is widely adopted and promoted within the industry.

4.4.4. Transport

Digital Twins of Real Systems

Respondents from the transport sector agreed that DTs should represent real systems with the ability to deliver information when being queried. For example, a DT could be queried to provide information on geometric deformities in a 3D representation of a bridge [58]. The work of [54] builds on the potential for simulations and argues that key to enabling DTs is using mathematical modelling to analyse the transport network and develop proposals for optimizing the network, to justify investments in transport infrastructure. Interestingly, survey respondents specifically from the highways and autonomous vehicle sector all agreed with the statement that ‘A digital twin must have some form of computational or machine intelligence to generate insights based on incoming information, as opposed to just the human generation of insights’. Respondents also agreed that DTs do not always have to model a physical asset; they can also model systems and processes, so long as the object is real. This correlates with the work of [72], which proposes a DT of an Advanced Driver Assistance System (ADAS) and the work of [57], which discusses a DT model of an airport’s traffic control system.

Human Input

Survey results suggest that a DT can still be classified as one even if there is a human in the loop. This correlates with most of the literature, which features DT applications in industry where typically a human utilises a DT for decision support. However, some papers discuss the future development of DTs, AI, and ML algorithms. For example, [57] touches on the evolution of a twin where, in its early stages, the role of a control system can be executed by a skilled operator. In the long run, user decisions can be stored in the twin’s memory and called upon later to train a control system through a ML algorithm. The authors describe the DTs as virtual dynamic environments for learning agents, allowing for simulated environments which mitigate the risk of injury, property damage and regulation breaches that can arise from real-world experiments. The authors of [42] also believe future analytics platforms will consist of learning algorithms for the purpose of self-learning, training, reasoning and articulation of new evidence-based hypotheses.

Although damage recognition in bridges typically involves the presence of an expert, through digitalising the inspection process, ML algorithms can work towards automatic damage inspection [45].
Regulation and Governance

Respondents agreed that DTs should have common standards. This correlates with statements from [56], which advocate for the development of standards that determine the probability of failure-free operations and discuss how DT models can be useful for ensuring air traffic safety compliance. Furthermore, [45] touches on how smart bridge maintenance needs well-defined DT models.

In regard to governance, respondents do not believe DTs should be centrally governed. The selected literature for transportation systems does not yield much on this topic. However, [42] discusses centralised data lakes and their function in the creation of insight-driven transport management systems. The work of [45] makes a point on data security, describing a data lake as an open data platform held by the government. Although these papers highlight the benefits of having a centralised storage of data, there is no mention of centralised decision making.

Data Challenges and Quality Control

Respondents agreed that the major challenges surrounding DTs are ensuring that data is protected and trust is maintained, and ensuring that the data used in twins are of sufficient quality, are accurate, and use appropriate standards. The selected literature correlates with these answers. For example, [45] describes how regulation on data security is a significant obstacle to overcome for transportation systems. The authors add that DTs need collaborative knowledge from all parties, which is one of the most difficult challenges in the process of model definition.

The main challenges facing the development of DTs are further detailed in [73]. Firstly, there is a lack of standardised semantics. Secondly, it is difficult to incorporate a large number of small sensors. Additionally, it is difficult to deal with these sensors’ high frequency of data acquisition. If these challenges are not addressed, the data amalgamation in DT could be compromised. Furthermore, data processing and conveyance presents a new set of challenges where the correct information has to be delivered comprehensively to end users.

Different DT applications call for different refresh rates in terms of how often the twin receives data. For example, the DT presented in [57] receives data on vehicle coordinates up to 10 times per second. The authors argue that this level of accuracy is sufficient for an airport traffic control system. Similarly, the DT presented in [42] supports a smart vehicle traffic system which has to act instantaneously to mitigate any risk of accidents. Therefore, real-time reactions where data are processed and insight is delivered is essential. On the other hand, a DT supporting the operation and maintenance of bridges would not need the same refresh rate as this would be inefficient given that bridge deterioration takes several years.

4.4.5. Water

Digital Twins of Real Systems

Respondents agree that a DT should be able to be queried to obtain information. The literature on DTs within water systems yields papers that discuss the concept of DTs as well as real use cases in operation today. A DT can be queried to detect and diagnose issues with equipment for the purpose of preventative maintenance [60]. In another example, DTs can be utilised for failure analysis of a treatment facility, enabling operators to become comfortable with critical situations through simulations of extreme conditions [61]. Through this simulation of dynamic processes, the twin can provide information on unforeseen shortfalls or realisation of additional unplanned capacity. This harmonises with the opinion of respondents that DTs do not always have to model physical assets but can also model systems and processes. In the use case of a DT of a water distribution system in Valencia, Spain, the twin can be queried for planning strategies such as simulation of long-term network behaviour and the design of replacement plans and operation protocols. Additionally, the twin can provide information on operation strategies
such as decision support, maintenance schedules, operator training and building deep network knowledge [33].

Respondents disagreed with the notion that a future/predictive/scenario model is not a DT. This contrasts the opinion of [60], which states that a simulation model or a supervisory control and data acquisition (SCADA) system are not DTs in and of themselves.

Human Input

Respondents believe that a DT remains one even when a human is in the loop. This statement can be observed in the literature, with [60,61], and [33] highlighting the benefits of a twin as a decision support tool. Nevertheless, [61] expands on the potential for ML and data analytics to enable the twin to engage in automated data quality control to ensure clean and accurate data streams are uploaded for simulations. Additionally, [74] refers to the complete DT of a water distribution system as one which is involved from raw water collection to the tap of the end users. Throughout this water cycle, the twin can optimise decisions, mitigate risks and identify anomalies to ensure the physical and cyber security of the asset.

Regulation and Governance

Respondents believed that developing a consensus definition for DTs is only a minor challenge. However, [33] states that a precise definition has not been developed for a DT of a water distribution system and that becomes an obstacle when differentiating this technology from other similar applications. Establishing open standards for data as well as standard API solutions will improve the DT system architecture and is essential for future DT development [60].

Data Challenges and Quality Control

Respondents believe that a major challenge in the development of DTs is securing continued access to data from third parties, including consumers. This theme can be viewed from a risk management perspective; for a DT to live up to expectations, close interactions with end users should be undertaken throughout the lifecycle of the twin [60]. Additionally, maintaining transparency through open standards will lower the barrier to entry for developers and investors, ultimately fuelling innovation and securing trust between parties.

Survey results show that ensuring DTs have up-to-date data is considered a minor challenge. Though [33] does not directly address the complexity of this task, a use case is presented which exhibits a significant degree of control over the refresh rate of the DT. For example, the main data sources feeding DTs of water distribution systems are geographical information systems and supervisory control and acquisition systems. The former can be updated once a week, while the latter should be updated every 5 min. The DT used in Valencia, Spain, is updated every minute. From this information, it can be concluded that feeding a DT up to date data is a minor challenge within the water industry. However, this could be more difficult for a more demanding sector, such as autonomous vehicles, which could need several updates per second.

4.4.6. Waste Management and Telecommunication Systems

Digital Twins of Real Systems

The selected literature on waste management systems and telecommunication systems features conceptual as well as real use case DT solutions. Research in [65,68,69,75] propose the implementation of DTs to simulate processes for an array of benefits. These proposals harmonise with the general agreement within the survey that a DT can simulate systems and processes, not only a physical asset. Furthermore, [66,67] present real use cases that act as decision support tools for the existing infrastructure.
Human Input

A general consensus observed in the survey was that a DT remained a DT regardless of a human in the loop. Most of the literature in the waste management and telecommunication sectors considered a DT a useful decision support tool. Some of the literature explored further evolution of the technology. For example, the DT presented in [71] could offer real-time monitoring of satellites in orbit without manual intervention by operators, while [69] outlines how introducing ML algorithms to DTs can achieve self-optimisation in mobile networks. Finally, [67] discusses how an already successful DT support system can be enhanced with ML algorithms to optimise production and quality goals. These papers seem to agree that ultimately replacing a human in the loop with intelligent algorithms will render the DTs more efficient.

Regulation and Governance

The selected literature on these sectors did not offer significant discussion around this theme.

Data Challenges and Quality Control

In the history of data-driven models, criticism has focussed on a lack of transparency, which results in a lack of trust. These models also face the challenge of following best practice when there is not a general consensus on standards, practices and quality control [65]. This correlates with previous discussions and survey results which advocate for transparency, clear communication and open standards. The authors of [65] also touch on mismanaged data and describe how uncontrolled development and a lack of expertise can result in data graveyards which consist of large amounts of unused data. For a successful system architecture, collaboration of data governance experts is essential.

Finally, the issue of quality in data acquisition has been considered, recognising that sensors can suffer from a range of faults which can result in incomplete data, and therefore limit the effectiveness of future data analyses [70].

4.4.7. Future Work

Significant findings from survey results were compiled into Figure 4. The purpose of this was to identify anomalies and elements that require further research, which are highlighted in red.

Generally, the survey results correlated well with literature except within the regulation and governance theme. The only sector that had featured strong correlation for this theme is smart cities, where there is extensive evidence of developers advocating for decentralised governance and an active inclusion of the general public as part of development.

It would be useful to evaluate additional opinions of experts working in the water sector to determine if the highlighted anomaly remains true, as only 7% of survey respondents were involved with a DT in the water sector. In contrast, a lot of quality literature and use cases from the water sector were retrieved from the Scopus database. Similarly, additional experts within the energy sector can be queried about the challenges of ensuring trust and data quality for DT projects, to explore the anomaly in this theme.

The waste management and telecommunications systems sector are highlighted in grey because the Figure 4 is set up to evaluate survey results against literature. Nevertheless, the summarised findings of these sectors lend credibility to the conclusion that regulation and governance, where there are gaps in knowledge and a lack of consensus, is an important theme for future research.
5. Discussion

5.1. Characteristics of Digital Twins

The survey results highlight inconclusiveness in regard to a formal DT definition, which harmonises with what most of the literature discusses: there is not a general consensus established regarding a comprehensive definition for DTs. The definition given by [76] presents a clearer distinction between less advanced models and digital shadows, and a DT with a higher fidelity. However, it is possible that by introducing another term in ‘digital shadow’ (as the term digital model currently exists), there is a risk of further muddying the waters.

A better way of looking at the issue is to establish a standard threshold at which something can be defined as a DT and then progress from this in levels of increasing fidelity (or complexity). The reason the word fidelity is chosen rather than hierarchy or maturity is because those words emphasise the incorrect notion that all DTs must be incredibly complex automated systems to have value, and that is the target for any implementation of a DT, which is simply not the case for many applications.

A better way of looking at the issue is to establish a standard threshold at which something can be defined as a DT and then progress from this in levels of increasing fidelity (or complexity). The reason the word fidelity is chosen rather than hierarchy or maturity is because those words emphasise the incorrect notion that all DTs must be incredibly complex automated systems to have value, and that is the target for any implementation of a DT, which is simply not the case for many applications.

It is also pertinent to note that the ability to create what [76] defines as a DT, “automated control of the physical twin”, is currently quite rare, if possible at all, in the vast majority of applications. DTs should be purpose-driven, so may not require this level of complexity. As long as data from the physical twin are inputted into the DT and some sort of control mechanism exists to implement the derived insights—a feedback loop which could include the use of humans—it would still be considered within the scope of a DT. The data refresh rate of this feedback loop, or bi-directional connection, does not matter, but the system must have some sort of intelligence and way to derive insights. Otherwise, it is just a collection of information such as in BIM or a register like the National Underground Asset Register (NUAR) [77] which, although extremely useful, are concepts which have existed for years.
Although the Gemini Principles’ definition has been influential in stating the need for a connection between the physical and digital, it does not go far enough to distinguish a DT from a generic model, or most digitally held pieces of asset information for that matter. This is evidenced by the fact that literature, survey respondents and all interviewees agree on the lack of a consensus within the industry, even though the Gemini Principles paper was introduced in 2018 [78]. There is, however, a consensus on the need for DTs to be purpose driven. The key requirement that would set apart planning or simulation models from a 2D or 3D model is the fact that these can provide a computational analysis of the information inputted into the DT and an output of insights by utilising machine intelligence. Two- or three-dimensional models cannot do this, as a human is required to derive the entirety of the insight. This does not mean that human in the loop is not within the scope of DTs, it is just that within the generation of insights there must be at least some involvement of computational analysis, whether that is in the form of ML algorithms, data analytics or simulation, as otherwise the main benefit of having the DT would be that the information is visualised digitally.

Taking the definition from the Gemini Principles as a qualifier, a DT is of course quite vague and could certainly be a synonym for all asset information which is held and visualised digitally, which would not be a very significant or worthwhile departure at all. When considering what “assets, processes and systems” DTs can apply to, the Gemini Principles does not provide an answer. However, as both interviewees B and C state, DTs can apply to things which are “real” and there is no need for something to be “physical”, as there are things within the scope of DTs are not physical or do not have a geometry attached. DTs do require the real twin to exist. Existing DTs can also help to inform new designs by looking at lessons learned, but there cannot be a DT of the design itself, as this is just a simulation or model, and not based on something real.

Another important issue, raised by interviewee B and supported by survey findings, is that DTs are a “methodology and way of working” as opposed to a “product or technology”. DTs can be implemented in various ways and for different applications, as shown in this paper. However, they all share the same common baseline features that define them as DTs.

As demonstrated throughout this discussion, the importance of a sufficiently detailed definition cannot be understated. Therefore, an updated definition of a DT is proposed, based on that from the Gemini Principles, but further refined to state the need for a DT to refer to existing and real objects, that it is a process and methodology as opposed to a product, has a bi-directional connection, uses computational analysis of data to generate insights, and that DTs need to be purpose driven:

“A realistic digital representation of existing assets, processes or systems in the built or natural environment, which is not a product, but an on-going process which continuously refines this representation. A digital twin has a bi-directional connection to the real asset, process or system and contains a way of computationally analysing incoming information to generate valuable insights, for the purpose of one or more specific use-cases.”

5.2. Barriers to Implementation of Digital Twins

An issue which can potentially inhibit the uptake of DTs is the level of trust that people have in the outputs given. This does not mean to say that DTs must be completely accurate and that errors cannot exist, as these can also provide learning opportunities. Instead, what gives people trust in a system is that they know they are not being misled and, as interviewee D rightly points out, this comes down to the importance of quantifying and visualising uncertainties when outputs are given. This is such an important aspect of implementing DTs, it is quite worrying not to see it mentioned more often in the literature, as there seems to be only one use case identified by this paper which covers this idea [44]. Interviewees and survey respondents agree that cybersecurity is an extremely important and complex issue in the context of DTs, and even more so with interconnected DTs. A consequence of open data sharing is the potential for terror threats, a concern amplified by the vital role CISs play in the normal operation of society. In one example, an
attack on Pakistan’s power network in 2015 left approximately 80% of the country without electricity [79].

A potential solution for this was brought up by both interviewees A and E on the use of data trusts to manage secure data sharing between DTs. This is a concept which originated from the Open Data Institute (ODI) to replace the current model for data sharing. Individual organisations can collect and store data, then make decisions about who can have access to this data, how they can use it and who receives the benefits derived from it. This could help with concentrating expertise surrounding data use within data trusts, as opposed to relying on individual organisations to have a high proficiency. This is also somewhat similar to elements of the CDBB’s integration architecture model, demonstrated as part of their Information Management Framework (IMF) [80].

Standards for interoperability and a common database schema are key to moving DTs forward. The CDBB’s IMF paper also lists both of these as core requirements in the formation of an IMF, which sets out standards and data exchange protocols to allow the secure implementation of connected DTs. For both of these requirements, they suggest a Foundation Data Model (FDM) and Reference Data Library (RDL) be at the heart of this, where the FDM will define a “clear ontology for the digital twin ecosystem” to set out descriptions of general concepts regarding DTs. The RDL will contain a more specific vocabulary, which is key to ensuring that everyone is using the same terms to describe the same things, and that there is a term for everything which exists in this system [80,81]. Both of these are good starting points for creating consistency across the development of standards and common database schema. A standard which comes from a neutral and immutable source would be the ideal way to educate the industry on DTs. However, a consensus definition needs to appear first to avoid further fracturing of ideas.

5.3. Theoretical Implications

While digitalisation has the potential to drive convergence, research into the applications of DTs has typically been siloed by sector. This is despite the fact that characteristics of DTs are in essence very similar throughout different sectors, and thus DTs demonstrate the capacity for cross-sectoral use. The main reason for this may be that most DTs to date have been use-case specific. However, this focus on application does not prevent DTs from being developed with basic architecture principles in common, allowing them to be integrated with other DTs. It is establishing this common architecture that presents the main barriers to DT implementation: dealing with uncertainties, cybersecurity, data sharing, and standardisation of data schema. To enable DTs to accelerate convergence, these barriers must be addressed earlier from an interdisciplinary perspective. These investigations should lead to co-evolution of theories of digitalisation to embrace the growing diversity of DTs.

5.4. The Future of Digital Twins within Industry

The results demonstrate a high level of awareness of DTs within industry and academia, shown by the current and projected market value and the number of papers published on the topic recently. However, there is a lack of understanding as to what DTs actually are, compounded by the absence of any consensus regarding a definition. This may be because the concept is still very nascent and the debate over what constitutes a DT is still ongoing, but also, as mentioned previously, the currently proposed definitions are generally too vague.

Another reason for this lack of understanding is the activity of software vendors and their efforts to market products and services which are not DTs, reducing the DT concept to a mere technology or product. Whilst this is damaging and does confuse the market, it is just a symptom of the problem, an opportunity to take advantage of a broken market. The cause is the popularity of the concept outpacing its actual development, which at its foundation requires consensus around a definition, a process which takes time, discussion and nuance. This overselling of DTs is not inevitable, and the potential of DTs can be
capitalised upon by increasing the baseline of digital maturity required at each level of an organisation.

There is a need for management and digital leaders within organisations to educate themselves and their workforce on best practice regarding the implementation of innovative technologies such as DTs. As mentioned previously, increasing digital maturity such as the growing use of digital tools and the automation of simple and monotonous tasks can go a long way, but it does not stop there. This includes hiring the correct resources such as: solution architects, software developers, business analysts and domain specific subject matter experts. This stops DTs being implemented from a purely technological perspective and are instead delivered together with those with a knowledge of the issues that asset owners are facing, to ensure the scope of the DT is correctly defined and is use-case specific. In addition, those in industry with a well-developed knowledge of DTs can assist in overcoming the initial barriers to the adoption of DTs, as they are in a very strong position to educate and influence asset owners to consider the benefits of implementing DTs.

Largely through the work that the CDBB is conducting, the UK government is trying both to provide a central vision for the implementation of DTs and to drive a consensus by funding projects, such as the DT Hub, which aim to foster collaboration between those involved in developing DTs [82]. However, with so many investments into DTs within the UK, cohesion could be lost. Efforts to create a new organisation which would oversee all DT related projects could be crucial in tying together research findings and encouraging the collaboration needed to achieve a more unified approach.

Ultimately, it will be interesting to see how the government supports DTs going forward, and whether they are embraced as a technology that can support the target of net-zero by 2050 [83].

6. Conclusions and Recommendations

DTs are still in the very early stages of development. However, this is not the time for complacency, as it is crucially important to establish the foundations of this concept correctly, to facilitate the successful and widespread implementation of DTs for the benefit of all of society.

This paper has characterised the DT concept and explored the effectiveness of DTs within the context of CISs. This was achieved through the combination of a literature search, a survey of DT professionals, and a set of interviews with stakeholders.

The literature, survey, and interview findings have demonstrated just how much work there is to be done by academia, industry and also the state if DTs are to achieve their full potential. Therefore, the following recommendations are made:

1. The CDBB, as the main organisation involved in the development of DTs in the UK, should reconsider their definition of a DT, with the definition proposed in this paper being shared with the wider community for further discussion to validate/modify it.
2. There should be collaborative development of a structure of how to implement DTs more effectively, with an emphasis on systemising processes and being purpose driven. This allows better understanding of the real twin and therefore an awareness of the correct level of fidelity required of the DT.
3. Research should consider the quantification of uncertainties for DTs and promote better awareness within the industry of the need to visualise such uncertainties within the outputs from DTs.
4. Research into, and implementation of, DTs should concentrate on those with a shorter temporal scale to increase certainty. This is in addition to focusing on high value use cases where safety risks or access limitations are involved.
5. There is a need for research into how DTs can be retrofitted into existing infrastructure to improve efficiency and therefore reduce operational energy usage.
6. Further research is required into potential ideas for a framework to allow accessible yet still highly secure data sharing between interconnected DTs.
7. Organisations should be encouraged to enact programs which increase the digital maturity of their entire workforce before embarking on more complex challenges such as the implementation of DTIs.

8. An organisation should be created to oversee all government-funded projects related to DTIs. This will allow for a more collaborative and unified approach which can both attract more government investment and create a central vision which serves to benefit all of society and not corporate interests.
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