Real-time approach diagrammatic approach to transport through interacting quantum dots with normal and superconducting leads
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We present a real-time diagrammatic theory for transport through interacting quantum dots tunnel coupled to normal and superconducting leads. Our formulation describes both the equilibrium and non-equilibrium superconducting proximity effect in a quantum dot. We study a three-terminal transistor geometry, consisting of a single-level quantum dot tunnel coupled to two phase-biased superconducting leads and one voltage-biased normal lead. We compute both the Josephson current between the two superconductors and the Andreev current in the normal lead, and analyze their switching on and off as well as transitions between 0- and π-states as a function of gate and bias voltage. For the limit of large superconducting gaps in the leads, we describe the formation of Andreev bound states within an exact resummation of all orders in the tunnel coupling to the superconducting leads, and discuss their signature in the non-equilibrium Josephson- and Andreev-current and the quantum-dot charge.
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I. INTRODUCTION

Continuous advancements in nanofabrication have made it possible to attach superconducting leads to quantum dots. The supercurrent through a quantum dot has been measured through dots realized in carbon nanotubes¹ and in InAs nanowires.² Recently, transport measurements on a single self-assembled InAs quantum dot coupled to Al superconducting electrodes have been reported.³

From a theoretical point of view, quantum dots coupled to superconducting leads are of great interest, since a very rich physics is expected from the combination of superconducting correlations, electron-electron interaction and non-equilibrium in the dot. Subgap transport through a normal-dot-superconductor system is sustained by Andreev reflection.¹,³ The Josephson coupling between two superconductors through a quantum dot has been addressed in the limit of a non-interacting quantum dot in Ref. ¹⁰. In the opposite limit of a large charging energy, the electrons forming a Cooper pair tunnel one by one via virtual dot states,¹¹,¹²,¹³ which establishes a Josephson current carried by higher-order tunneling processes. Other aspects of the problem, such as the Kondo regime,¹¹,¹⁴,¹⁵,¹⁶,¹⁷,¹⁸,¹⁹,²⁰ or multiple Andreev reflection,²¹,²² have also been addressed. The dependence of the charge in the quantum dot on the gate voltage and on the superconducting phase difference has been investigated in Ref. ²³. Moreover, numerical approaches based on the non-crossing approximation,²⁴ the numerical renormalization group,²⁵ and Monte Carlo,²⁶ have been employed to study transport through this type of systems. The authors of Ref. ²⁷ compare different approximation schemes, such as mean field and second-order perturbation in the Coulomb interaction. The proximity effect in double-dot systems has been also investigated in different regimes.²⁸,²⁹ In Ref. ²⁹ the non-equilibrium Josephson and Andreev currents through a dot coupled to one normal and two superconducting leads have been studied in the weak-proximity limit, considering only first-order processes in the tunnel coupling with the superconductors. In this regime, finite Josephson and Andreev currents can flow only if the dot is driven out of equilibrium. The idea of using non-equilibrium to control the behavior of a Josephson junction has been proposed and experimentally tested some years ago.

In the present work, we develop a real-time transport theory for an interacting quantum dot connected to both superconducting and normal leads. The theory can be conveniently formulated by means of a diagrammatic language and it is suitable for dealing with superconducting correlations, strong Coulomb interaction and non-equilibrium due to arbitrary bias voltages on the same footing. We demonstrate the use of our formalism for two examples. First, we study the equilibrium Josephson current between two superconductors due to cotunneling through the quantum dot and analyze the formation of a π-state for increasing on-site Coulomb repulsion on the dot. Second, we consider a transistor geometry with one normal and two superconducting leads with large superconducting gaps. We calculate the non-equilibrium Josephson and Andreev current to all orders in the coupling strength with the superconductors, where the quantum dot is driven out of equilibrium by applying a bias voltage to the normal lead. This geometry is suitable for performing a spectroscopy of the Andreev bound states in the interacting quantum dot.
II. MODEL AND FORMALISM

A. Hamiltonian

We consider a single-level quantum dot tunnel coupled to both normal and superconducting leads. The total Hamiltonian of the system is given by

\[ H = H_D + \sum_{\eta} (H_\eta + H_{\text{tunn},\eta}). \]  

(1)

The different (superconducting or normal) leads are labeled by the index \( \eta \). The quantum dot is described by the Hamiltonian of the single-level Anderson model,

\[ H_D = \sum_{\sigma} \epsilon d_\sigma^\dagger d_\sigma + U n_\uparrow n_\downarrow, \]

(2)

where \( d_\sigma \) (\( d_\sigma^\dagger \)) is the annihilation (creation) operator for an electron in the dot, \( \epsilon \) denotes the energy of the single-particle state, \( n_\sigma = d_\sigma^\dagger d_\sigma \) is the number operator for spin \( \sigma = \uparrow, \downarrow \), and \( U \) is the energy cost for double occupation. The leads’ electrons are described by the annihilation and creation operators \( c_{\eta \sigma} \) and \( c_{\eta \sigma}^\dagger \), respectively. In addition to the kinetic-energy term \( \sum_{k\sigma} \epsilon_k c_{\eta k \sigma}^\dagger c_{\eta k \sigma} \) in the Hamiltonian, there may be a BCS pair-interaction part \(-g_\eta \sum_{k,k'} c_{\eta k \sigma}^\dagger c_{\eta -k \bar{\sigma}}^\dagger c_{\eta -k' \sigma} c_{\eta k' \bar{\sigma}} \) to account for superconductivity. On the one hand, we want to treat the interaction on a mean-field level. On the other hand, we want to keep track of the total number of electrons, which will be important for situations with finite bias voltage between different superconductors. This can be achieved by representing the lead electrons in terms of Bogoliubov quasiparticle operators \( \gamma_{\eta \sigma}^\dagger \) and Cooper-pair annihilation (creation) operators \( \Sigma_{\eta}^\dagger \) via the Bogoliubov transform

\[ \begin{pmatrix} \gamma_{\eta k \uparrow} \\ \gamma_{\eta -k \downarrow} \end{pmatrix} = \begin{pmatrix} u_{\eta k} & -v_{\eta k} \\ v_{\eta k}^* & u_{\eta k}^* \end{pmatrix} \begin{pmatrix} c_{\eta k \uparrow}^\dagger \\ c_{\eta k \downarrow}^\dagger \end{pmatrix}. \]

(3)

with coefficients

\[ u_k = \sqrt{\frac{1}{2} \left( 1 + \frac{\epsilon_k - \mu_\eta}{\sqrt{(\epsilon_k - \mu_\eta)^2 + |\Delta_\eta|^2}} \right)}, \]

(4)

\[ v_k = e^{i\Phi_\eta} \sqrt{\frac{1}{2} \left( 1 - \frac{\epsilon_k - \mu_\eta}{\sqrt{(\epsilon_k - \mu_\eta)^2 + |\Delta_\eta|^2}} \right)}, \]

(5)

where \( \mu_\eta \) is the electrochemical potential of lead \( \eta \) and \( \Phi_\eta \) is the phase of the order parameter \( \Delta_\eta \equiv g_\eta \sum_k (c_{\eta k \uparrow}^\dagger c_{\eta \bar{k} \downarrow} - c_{\eta \bar{k} \uparrow}^\dagger c_{\eta k \downarrow}). \) As a result, the mean-field Hamiltonian for lead \( \eta \) reads

\[ H_\eta = \sum_{k\sigma} E_{\eta k} \gamma_{\eta k \sigma}^\dagger \gamma_{\eta k \sigma} + \mu_\eta N, \]

(6)

plus an irrelevant constant. Here, \( E_{\eta k} = \sqrt{(\epsilon_k - \mu_\eta)^2 + |\Delta_\eta|^2} \) is the quasiparticle energy, and \( N \) is the total number of electrons, which equals the number of Bogoliubov quasiparticles plus twice the number of Cooper pairs. In the case that \( \eta \) refers to a normal lead, the order parameter vanishes, \( \Delta_\eta = 0 \).

The coupling between the dot and the leads is taken into account by the tunneling Hamiltonians

\[ H_{\text{tunn},\eta} = V_\eta \sum_{k\sigma} (c_{\eta k \sigma}^\dagger d_\sigma + \text{H.c.}), \]

(7)

where for the sake of simplicity the tunnel matrix elements \( V_\eta \) are considered to be spin and wavevector independent. The tunnel-coupling strengths are defined as \( \Gamma_\eta = 2\pi |V_\eta|^2 \sum_k \delta(\omega - \epsilon_k) \), which we assume to be energy independent.

B. Diagrammatic Real-Time Technique

The main idea of the diagrammatic real-time technique is to integrate out all the (noninteracting) fermionic degrees of freedom in the leads to arrive at an effective description for the reduced system, that is characterized by the state of the quantum dot and the number of Cooper pairs in the superconducting leads. The Hilbert space of the single-level quantum dot is four dimensional: the dot can be empty, singly occupied with a spin-up or spin-down electron, or doubly occupied. These are denoted by \( |\chi\rangle \in \{ |0\rangle, |\uparrow\rangle, |\downarrow\rangle, |D\rangle \equiv d_\uparrow^\dagger d_\downarrow^\dagger |0\rangle \} \), and have energies \( E_0, E_1 = E_\uparrow, E_2, \) respectively. The condensates in the superconducting leads are characterized by the number of Cooper pairs \( |n\rangle \), relative to some arbitrarily chosen reference, where \( n \) is the vector of Cooper-pair numbers \( n_\eta \) for each superconducting lead \( \eta \). The energy contribution from the Cooper-pair condensates is given by \( E_n = \sum_{\eta} 2n_\eta \mu_\eta \). If all superconducting leads are kept at the same chemical potential then this energy contribution simply provides a trivial additive constant. For finite bias voltage between at least two superconducting leads, however, the total energy depends on how the Cooper pairs are distributed among the superconducting leads.

We start with the full density matrix of the total system, including the quantum dot, the fermionic degrees of freedom of the leads, and the Cooper-pair condensates. Since the fermionic degrees of freedom in the leads act as reservoirs, we can trace them out to obtain the reduced density matrix \( \rho_{\text{red}} \) with matrix elements \( \rho_{\xi\bar{\xi}'} = \langle \xi | \rho_{\text{red}} | \bar{\xi}' \rangle \),

\[ P_{\xi} = P_{\xi \eta}. \]

Here, the label \( \xi \equiv (\chi, n) \) with energy \( E_\xi = E_\chi + E_n \) includes both the quantum-dot state \( \chi \) and the number of Cooper pairs, \( n \), in the leads. For the diagonal elements of the reduced density matrix we also use the notation \( P_{\xi} \equiv P_{\xi \xi} \).
1. Kinetic equation and current formula

The dynamics of the reduced density matrix is governed by the kinetic or generalized master equation,
\[
\frac{d}{dt} \rho_{\xi_1 \xi_2}(t) + \frac{i}{\hbar} (E_{\xi_1} - E_{\xi_2}) \rho_{\xi_1 \xi_2}(t) = \sum_{\xi_1' \xi_2'} \int_{-\infty}^{t} dt' W_{\xi_1 \xi_2}^{\xi_1' \xi_2'}(t, t') \rho_{\xi_1' \xi_2'}(t'),
\]
(8)
where the kernels \( W_{\xi_1 \xi_2}^{\xi_1' \xi_2'}(t, t') \) describe transitions due to tunneling. The current in lead \( \eta \) can be written as
\[
J_\eta(t) = -e \sum_{\xi_1 \xi_2} \int_{-\infty}^{t} dt' W_{\xi_1 \xi_2}^{\xi_1' \xi_2'}(t, t') \rho_{\xi_1' \xi_2'}(t'),
\]
(9)
where \( W_{\xi_1 \xi_2}^{\xi_1' \xi_2'}(t, t') = \sum_s W_{\xi_1 \xi_2}^{\xi_1' \xi_2'}(t, t') \) and \( W_{\xi_1 \xi_2}^{\xi_1' \xi_2'}(t, t') \) is the sum of all kernels that describe transitions in which in total \( s \) electrons are removed from lead \( \eta \).

Both the generalized master equation and the expression for the current can be further simplified when all voltages and coupling strengths are kept time-independent. The kernels do, then, only depend on the time difference \( t - t' \), and to determine the DC component of the current and all density matrix elements we only need the time integrals of the kernels, which we refer to as generalized rates \( W_{\xi_1 \xi_2}^{\xi_1' \xi_2'}(t, t') \) and generalized current rates \( \dot{\rho}_{\xi_1 \xi_2}^{\xi_1' \xi_2'}(t, t') \).

The indices \( \xi \) contain more information than needed for our purpose. This is related to the fact that only the change and not the absolute value of the number of Cooper pairs in each superconducting lead matters, i.e. the value of the generalized rate \( W_{\xi_1 \xi_2}^{\xi_1' \xi_2'}(t, t') \) does not change when we perform the simultaneous shift \( n_1 \rightarrow n_1 + m, n_2 \rightarrow n_2 + m, n'_1 \rightarrow n'_1 + m, \) and \( n'_2 \rightarrow n'_2 + m \) for a given vector of additional Cooper-pair numbers \( m \). After defining
\[
P_{\chi_1}(m) \equiv \sum_n P_{(\chi_2, n)}^{(\chi_1, m+n)},
\]
(10)
\[
W_{\chi_1 \chi_2}^{\chi_1' \chi_2'}(m, m') \equiv \sum_{n, n'} W_{(\chi_2, n)}^{(\chi_1, m+n)}(\chi_1', m', n'),
\]
(11)
and similarly for the generalized current rates, we obtain for the stationary current in lead \( \eta \)
\[
J_\eta = -\frac{e}{\hbar} \sum_{\chi_1 \chi_2 \chi_1' \chi_2'} W_{\chi_1 \chi_2}^{\chi_1' \chi_2'}(0, n') P_{\chi_1'}^{\chi_1'}(n'),
\]
(12)
where the matrix elements \( P_{\chi_1'}^{\chi_1'}(n') \) are determined from
\[
\dot{\rho}_{\chi_1}(n) = \sum_{\chi_1' \chi_2' n'} W_{\chi_1 \chi_2}^{\chi_1' \chi_2'}(n, n') P_{\chi_1'}^{\chi_1'}(n')
\]
(13)
together with the normalization condition \( \sum_{\chi_1} P_{\chi_1}^{\chi_1}(0) = 1 \). Note that, in Eqs. \( (12) \) and \( (13) \), due to conservation of the total number of electrons, only those Cooper-pair-number vectors \( n \) appear for which \( \sum_{\eta} n_\eta \) equals twice the number of dot electrons in state \( \chi_2 \) minus that in state \( \chi_1 \) (and the same holds true for \( n', \chi_2', \) \( \chi_1' \)). The generalized master equations for \( P_{\chi_2}^{\chi_2}(n) \) with all other vectors \( n \), not satisfying the condition stated above, decouple and are, therefore, irrelevant. For illustration, let us consider the matrix element \( P_{\chi_2}^{\chi_2}(n) \) in a system with two superconducting leads; for example, with \( n = (-1, 0) \) or \( n = (2, 0) \) it contributes, while with \( n = (1, 0) \) it is irrelevant.

In the special case that all superconducting leads are at the same chemical potential \( \mu_0 \), the situation simplifies further. Due to the fact that in Eq. \( (13) \) the energy contribution \( E_n \) is the same for all \( n \) that are compatible with \( \chi_1 \) and \( \chi_2 \), the generalized master equation Eq. \( (12) \) remains unchanged under the shift \( n \rightarrow n + m \) and \( n' \rightarrow n' + m \) with \( \sum_{\eta} m_\eta = 0 \). As a consequence, the generalized rates \( W_{\chi_1 \chi_2}^{\chi_1' \chi_2'}(n, n') \) and \( W_{\chi_2 \chi_2}^{\chi_1' \chi_2'}(0, n') \) as well as the solution for \( P_{\chi_2}^{\chi_2}(n) \) become independent of the Cooper-pair numbers, i.e., we can simply drop the arguments 0, \( n \), and \( n' \). It is this limit that we are going to analyze in the results section of this paper.

2. Time evolution of the reduced density matrix

We generalize the real-time diagrammatic approach to transport through interacting quantum dots of Ref. 34 to the case of superconducting leads. Our goal is to give a diagrammatic prescription to compute the generalized rates \( W_{\chi_1 \chi_2}^{\chi_1' \chi_2'}(n, n') \) and \( W_{\chi_2 \chi_2}^{\chi_1' \chi_2'}(0, n') \). For this, we analyze the time evolution of the reduced density matrix that we obtain by integrating out the fermionic degrees of freedom in the leads.

We assume at some initial time \( t_0 \) (with \( t_0 \rightarrow -\infty \)) the total system to be in a product state of the leads’ fermionic degrees of freedom (taken at equilibrium) and the degrees of freedom of the reduced system. The time evolution of the reduced density matrix from time \( t_0 \) to \( t \) can, then, be described by \( \rho_{\xi_1 \xi_2}(t) = \sum_{\xi_1' \xi_2'} \rho_{\xi_1' \xi_2'}(t, t_0) \rho_{\xi_1' \xi_2'}(t_0) \). The propagator \( \Pi_{\xi_1' \xi_2'}^{\xi_1 \xi_2}(t, t_0) \) can be computed by means of a perturbation expansion in the tunneling Hamiltonian \( H_{\text{tunn}} = \sum_{\eta} H_{\text{tunn}, \eta} \). How this is done has been explained elsewhere, and here we will limit ourselves to sketch briefly the derivation, thereby pointing out the new ingredients due to superconductivity. The propagator (starting from and ending at a product state of the leads’ fermions and the reduced system) is written in interaction representation with respect to \( H_{\text{tunn}} \) as
\[ \Pi_{\xi_2 \xi_2'}^{\xi_1 \xi_1'}(t, t') = \text{Tr}_{\text{leads}} \left\{ \langle \xi_2(t)|T_K \left[ \langle \xi_1(t)|e^{-\int_{K_{t'-t}} dt'' H_{\text{tunn}}(t'')| t'} \right] \xi_1'(t') \rangle \right\}, \tag{14} \]

being \( K_{t'-t} \) the Keldysh contour going from \( t' \) to \( t \) and then backwards to \( t' \), \( T_K \) the time-ordering operator on the Keldysh contour, \( H_{\text{tunn}}(t) \) the tunnel Hamiltonian in interaction representation, and \( \text{Tr}_{\text{leads}} \) the trace over the fermionic part of the lead degrees of freedom.

Next, we expand the exponential function in a power series of \( H_{\text{tunn}} \). Finally, we perform the trace over the fermionic lead degrees of freedom by means of Wick’s theorem. This is possible because the Hamiltonians of the leads are quadratic in the lead fermionic operators (this applies also to the superconductors in the mean-field description adopted here).

For normal leads, only contractions between electron creation and annihilation operators are non zero. They are graphically depicted as tunneling lines (normal lines) with an arrow going from the vertex \( c_{\eta k}^\dagger d_\sigma \) to the vertex \( d_\sigma c_{\eta k} \). We define the direction of the line such that an electron is removed from the dot at the vertex where the line starts and added to the dot at the vertex where the line ends.

For the superconducting leads two different types of lines appear. There are again normal lines, connecting a vertex \( c_{\eta k}^\dagger d_\sigma \) with the \( d_\sigma c_{\eta k} \). In addition, there are anomalous lines, connecting either \( c_{\eta k}^\dagger d_\sigma \) with \( c_{\eta-k-\sigma}^\dagger d_{-\sigma} \), or \( d_\sigma c_{\eta k} \) with \( d_{-\sigma} c_{\eta-k-\sigma} \). Due to the convention for the arrow direction introduced above, the anomalous lines carry two arrows that point towards each other (outgoing anomalous line) if two annihilation operators of dot electrons are involved, and away from each other (incoming anomalous line) for two creation operators of dot electrons. To evaluate the contractions, it is convenient to perform the Bogoliubov transform for the lead electron operators. Since the Bogoliubov transform involves the operators \( S_{\eta}^{(1)} \), the number of Cooper pairs in lead \( \eta \) may be changed at the tunnel vertices. For each normal and each anomalous superconducting line, there are two possibilities. The vertices being connected by normal lines either involve no operator \( S_{\eta}^{(1)} \) or one \( S_{\eta}^{(1)} \) and one \( S_{\eta}^{(2)} \). For outgoing (incoming) anomalous lines, either one of the two vertices carries the operator \( S_{\eta}^{(1)} \) (\( S_{\eta}^{(2)} \)). The normal lines describe quasiparticle tunneling. Whereas, the anomalous lines describe Andreev tunneling: for an incoming (outgoing) anomalous line a Cooper pair breaks (forms) in the lead and its constituents enter (leave) the dot at the two vertices.

Now we can describe the different contributions to the propagator by means of a graphical representation on the Keldysh contour. An example is shown in Fig. 1 where both normal and anomalous lines are present. The propagator obeys the Dyson equation

\[ \Pi_{\xi_2 \xi_2'}^{\xi_1 \xi_1'}(t, t') = \Pi_{\xi_2 \xi_2'}^{\xi_1 \xi_1'}(0) + \sum_{\xi_1', \xi_2'} \int_0^t dt'' \int_0^t dt''' \Pi_{\xi_2 \xi_2'}^{\xi_1 \xi_1'}(t, t'') W_{\xi_2 \xi_2'}^{\xi_1 \xi_1'}(t'', t''') \Pi_{\xi_2' \xi_2'}^{\xi_1' \xi_1'}(t'''', t'''), \tag{15} \]

where \( \Pi_{\xi_2 \xi_2'}^{\xi_1 \xi_1'}(0) \) is the free propagator and we identify \( W_{\xi_2 \xi_2'}^{\xi_1 \xi_1'}(t, t') \) with the irreducible part of the propagator, i.e., with the sum of irreducible diagrams going from \( t \) to \( t' \) contributing to the propagator \( \Pi_{\xi_2 \xi_2'}^{\xi_1 \xi_1'}(t, t') \), where a diagram is irreducible if any vertical line through the diagrams cuts at least one tunneling line. The order in \( \Gamma \) of an irreducible diagram is given by the number of tunneling lines present in the diagram. Examples of first- and second-order diagrams are shown in Fig. 1.

From now on we concentrate on stationary situations and, hence, we will consider the generalized rates. These are given by the Laplace transform of \( W_{\xi_2 \xi_2'}^{\xi_1 \xi_1'}(t-t') \) computed at \( z = 0^+ \), i.e.,
\[ \Pi_{\xi_2 \xi_2'}^{\xi_1 \xi_1'} = \int_{-\infty}^0 dt' e^{z(t-t')} W_{\xi_2 \xi_2'}^{\xi_1 \xi_1'}(t-t') \big|_{z=0^+}. \]

Furthermore, we only keep the information of Cooper-pair-number differences, i.e., we formulate the rules for \( W_{\xi_2 \xi_2'}^{\xi_1 \xi_1'}(m, m') \equiv \sum_{n, n'} W_{(\chi_2, n)(\chi_2', n')}(m, m') \). The last step does not only reduce the number of matrix elements to be considered. Another virtue is the possibility to combine different contributions. As mentioned above, for a given superconducting line there are always two possibilities to assign operators \( S_{\eta}^{(1)} \) to the two vertices. Depending on the topology of the reduced diagram, the corresponding terms may contribute to different generalized rates \( W_{\xi_2 \xi_2'}^{\xi_1 \xi_1'} \) (that differ from each other by the number of Cooper pairs) but they always contribute to the same \( W_{\chi_2 \chi_2'}^{\chi_1 \chi_1'}(m, m') \). It turns out that, since the tunneling strengths \( \Gamma_{\eta} \) are independent of energy, the analytic ex-
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expressions of the two contributions always combine nicely, which leads to a rather compact formulation of the diagrammatic rules presented below.

As defined above, the arrows of a tunneling line indicate whether an electron enters or leaves the dot at a given tunnel vertex. Furthermore, we want to define an overall direction of each tunneling in order to define the sign of the energy carried by the Bogoliubov quasiparticles. For normal lines, we will always choose the direction set by the single arrow. For anomalous lines (that carry two opposite arrows), we pick the direction arbitrarily, and assign the creation or annihilation of a Cooper pair to the vertex at which the line direction is opposite to the arrow.

In order to construct a systematic perturbation expansion in the tunnel coupling, both the generalized rates and the probabilities are expanded in orders of $\Gamma$, i.e.

$W_{X\chi_2}^{\alpha_1\chi_2}(\mathbf{m}, \mathbf{m}') = W_{X\chi_2}^{\alpha_1\chi_2}(1)(\mathbf{m}, \mathbf{m}') + W_{X\chi_2}^{\alpha_1\chi_2}(2)(\mathbf{m}, \mathbf{m}') + O(\Gamma^3)$ and $P_{X\chi_2}(\mathbf{m}) = P_{X\chi_2}^{(0)}(\mathbf{m}) + P_{X\chi_2}^{(1)}(\mathbf{m}) + O(\Gamma^2)$, where the superscript indicates the order in $\Gamma$.

3. Diagrammatic rules

The rules for evaluating the generalized rates $W_{X\chi_2}^{\alpha_1\chi_2}(\mathbf{m}, \mathbf{m}')$ are:

1. Draw all topologically different diagrams with fixed ordering of the vertices in the real axis. The vertices are connected in pairs by tunneling lines carrying energy $\omega_i$. The tunneling lines can be normal or anomalous. For each anomalous line choose the direction (forward or backward with respect to the Keldysh contour) arbitrarily.

2. For each vertical cut between two vertices assign a factor $1/(\Delta E + i\eta)$ with $\eta = 0^+$, where $\Delta E$ is the difference between the left-going and the right-going energies, including the energy of the dot states, $E_n$, the tunneling lines, $\omega_i$, and the energy difference of Cooper-pair condensates, $E_m$. The latter is increased (decreased) at each vertex of an outgoing (incoming) anomalous line at which the arrow is opposite to the arbitrarily chosen line direction.

3. For each tunneling line assign a factor $\frac{1}{\Gamma_\eta} D_\eta(\omega_i) f_\eta^+(\omega_i)$, where $f_\eta^+(\omega_i) = f_\eta(\omega_i) = [1 + \exp(\omega_i - \mu_\eta)/(k_B T)]^{-1}$ and $f_\eta^-(\omega_i) = 1 - f_\eta(\omega_i)$, and $D_\eta(\omega) = \frac{|\mu_\eta - \omega|}{\sqrt{(\omega - \mu_\eta)^2 - |\Delta_\eta|^2}} \theta(|\omega - \mu_\eta| - |\Delta_\eta|)$. The upper (lower) sign applies for lines going backward (forward) with respect to the Keldysh contour. For anomalous lines multiply an additional factor $\pm \text{sign}(\omega_i)|\Delta_\eta|$. Moreover, assign a factor $e^{-i\Phi_\eta}$ for an outgoing and $e^{i\Phi_\eta}$ for an incoming anomalous line. [For normal lines, only normal lines with $D_\eta(\omega_i) \equiv 1$ appear.]

4. Assign an overall prefactor $-i$. Furthermore, assign a factor $-1$ for each a) vertex on the lower propagator; b) crossing of tunneling lines; c) vertex that connects the doubly occupied dot state, $|D\rangle = |S\rangle_d|S\rangle_d(1)|0\rangle$, to spin up, $|1\rangle$; d) outgoing (incoming) anomalous tunneling line in which the earlier (later) tunnel vertex with respect to the Keldysh contour involves a spin up dot electron. [The factors in c) and d) arise due to Fermi statistics from the order of the dot and lead operators, respectively.]

5. For each diagram, integrate over all energies $\omega_i$. Sum over all diagrams.

The generalized current rates $W_{X\chi_2}^{\alpha_1\eta}(0, \mathbf{m}')$ are evaluated in the following way:

6. Multiply the value of the corresponding generalized rate $W_{X\chi_2}^{\alpha_1}(0, \mathbf{m}')$ with a factor given by adding up the following numbers for each tunneling line that is associated with lead $\eta$:

a) for normal lines: 1 if the line is going from the lower to the upper, $-1$ if it is going from the upper to the lower propagator, and 0 otherwise;

b) for anomalous lines: 1 for incoming lines within the upper and outgoing lines within the lower propagator, $-1$ for for outgoing lines within the upper
and incoming lines within the lower propagator, and 0 otherwise.

The diagrammatic rules are formulated generally enough to account for any choice of chemical potentials of the leads, i.e., we allow for any bias voltages between any pair of leads. A variety of interesting phenomena, however, shows up already when all superconducting leads are kept at the same chemical potential (set to 0 per definition), and a nonequilibrium situation is generated only by applying voltages between the normal leads and the superconductors. It is this limit that we are going to analyze in the rest of the paper. In this case, the diagrammatic language simplifies further. As already indicated above, we simply can drop all information associated with the Cooper-pair numbers in our diagrammatic rules.

C. Green’s functions

If all superconducting leads are kept at the same chemical potential, which we put to 0 per definition, we can use the simplified diagram, where the information about the Cooper pairs is ignored. Such a procedure is identical to having dropped the Cooper-pair states from the very beginning in the Hamiltonian, i.e., using the Bogoliubov transform without employing the operators $S_n^{(l)}$. For this case, the charge current in lead has been related to the local Green’s functions of the quantum dot $G_{\eta m,n}^{(l)}$ by using the approach of Ref. 33. Here, we report the formula of Ref. 22 which is useful for what comes in the following. For the sake of keeping the notation compact, we use the Nambu representation for the dot operators:

$$\phi = (d_1^\dagger, d_1^\dagger)^T.$$

The current flowing out of lead $\eta$ is written as the sum of two contributions, $J_\eta = J_{\eta 1} + J_{\eta 2}$, with

$$J_{\eta 1} = \frac{e}{\hbar} \int \frac{d\omega}{2\pi} \Gamma_\eta D_\eta(\omega) \text{Im} \left\{ \text{Tr} \left[ \tau_3 \left( 1 - \frac{\Delta_\eta}{\omega} \right) \right] \right\} \omega f_\eta(\omega) + G^<(\omega) \right\} \},$$

$$J_{\eta 2} = \frac{-e}{\hbar} \int \frac{d\omega}{2\pi} \Gamma_\eta D_\eta(\omega) \text{Re} \left\{ \text{Tr} \left[ \tau_3 \frac{\Delta_\eta}{|\Delta_\eta|} G^<(\omega) \right] \right\} \},$$

where $\Delta_\eta = \left( \begin{array}{cc} 0 & \Delta_\eta^* \\ \Delta_\eta & 0 \end{array} \right)$, and $f_\eta(\omega) = [1 + \exp(\omega - \mu_\eta)/(k_B T)]^{-1}$ is the Fermi function, with $\mu_\eta$ being the (electro-) chemical potential of lead $\eta (= 0$ for the superconductors), $T$ the temperature and $k_B$ the Boltzmann constant. The local dot Green’s functions $G^R(\omega)$ and $G^<(\omega)$ are matrices in Nambu space, whose components $(G^R(\omega))_{m,n}$ and $(G^<(\omega))_{m,n}$ are defined as the Fourier transforms of $i\phi^\dagger_n(0)\phi_m(t)$ and $-i\theta(t)\{\phi_m(t), \phi^\dagger_n(0)\}$, respectively.

The two weighting functions $D_\eta(\omega)$ and $\tilde{D}_\eta(\omega)$ are given by

$$D_\eta(\omega) = \frac{\omega}{\sqrt{\omega^2 - |\Delta_\eta|^2}} \theta(|\omega| - |\Delta_\eta|),$$

$$\tilde{D}_\eta(\omega) = \frac{|\Delta_\eta|}{\sqrt{|\Delta_\eta|^2 - \omega^2}} \theta(|\Delta_\eta| - |\omega|),$$

for the superconducting leads, and $D_\eta(\omega) \equiv 1$ and $\tilde{D}_\eta(\omega) \equiv 0$ if $\eta$ describes a normal lead.

The current $J_{\eta 1}$ involves only excitations energies $\omega$ above the gap. This is the only contribution in a normal lead, where it reduces to the result presented in Ref. 33. For a superconducting lead, $J_{\eta 1}$ has a contribution due to the normal elements of the dot Green’s function, which describes quasiparticle transport and is independent of the superconducting phase difference, and a contribution due to the anomalous components of the Green’s functions, which is in general phase dependent.

On the other hand, $J_{\eta 2}$ involves only excitations energies $\omega$ below the gap and it describes both Josephson as well as Andreev tunneling.

The above current formula becomes particularly useful in the limit of a large superconducting gap ($|\Delta_\eta| \to \infty$), where quasi-particle excitations are inaccessible, $J_{\eta 2}$ dominates the transport. In this case, the current in the superconducting lead $\eta$ reads

$$J_\eta = -\frac{2e}{\hbar} \Gamma_\eta \langle|d_1 d_1^\dagger|\rangle \sin(\Psi - \Phi_\eta),$$

where $\langle|d_1 d_1^\dagger|\rangle = \langle|d_1 d_1^\dagger|\rangle \exp(i\Psi)$ is the dot pair amplitude. Equation (18) has a very simple meaning: it describes the Josephson current between the lead with superconducting phase $\Phi_\eta$ and the dot with a phase $\Psi$. All the complicated physical effects due to the interplay of Coulomb interaction, coupling to all (normal and superconducting) leads and non-equilibrium due to a finite bias voltage between normal and superconducting leads, are hidden in the dot pair amplitude.

III. RESULTS

In the remaining part of the paper, we illustrate our formalism by considering two examples.

A. Josephson coupling due to cotunneling

First, we analyze the equilibrium Josephson current through a superconductor-dot-superconductor system in the limit of weak tunnel coupling. The lowest-order mechanism that establishes a Josephson coupling between the superconductors is cotunneling, i.e. the Josephson current starts in second order in the tunnel-coupling strengths $\Gamma_\eta$. We consider a symmetric setup with both tunnel-coupling strengths equal to $\Gamma_S$ and $\Delta_L = \Delta_R = |\Delta| \exp(i\Phi/2)$. The two superconductors...
are kept at the same chemical potential $\mu_S = 0$. We determine the Josephson current $J_{jos} = J_L = -J_R$ to second order in $\Gamma_S$,
\begin{equation}
J_{jos} = -\frac{e}{h} \sum_{\chi'\chi''} \left[ W_{\chi\chi'}^{\chi''} L(2) P_{\chi''}(0) + W_{\chi\chi'}^{\chi''} L(1) P_{\chi''}(1) \right].
\end{equation}

For the limit $|\Delta| \gg k_B T$ considered here, there is no microscopic mechanism in our model to make the dot degrees of freedom relax to equilibrium. This situation occurs because the quasiparticles excitation in the superconducting leads is not accessible. In reality, the degrees of freedom of the dot will be coupled to some thermal bath with temperature $T$ and the dot will reach an equilibrium distribution. Hence, we assume that in zeroth order only the diagonal probabilities are non-vanishing and they are given by the Boltzmann factors
\begin{equation}
P_{\chi}^{(0)} = \frac{\exp[-E_{\chi}/(k_B T)]}{Z},
\end{equation}
with $E_0 = 0$, $E_1 = E_1' = \epsilon$, $E_D = 2\epsilon + U$ and $Z = \sum_{\chi} \exp[-E_{\chi}/(k_B T)]$. Notice that in the model studied later in Section III B, the presence of a normal lead tunnel coupled to the dot provides a mechanism for the dot to reach equilibrium. First, we focus on the regime that both $\epsilon$ and $\epsilon + U$ lie inside the superconducting gap. The only non-vanishing first-order correction to the reduced density matrix concerns the off-diagonal element $P_D^{0} = (P_D^{0})^*$ and it reads
\begin{equation}
P_D^{0(1)} = \frac{i}{2e + U} \left[ W_{DD}^{00(1)} P_0^{(0)} + W_{DD}^{0D(1)} P_D^{(0)} + 2W_{Dd}^{0D(1)} P_{\sigma}^{(0)} \right]
= \frac{2}{2e + U} \Gamma_S \cos \frac{\Phi}{2} \left\{ A \left( \frac{\epsilon}{|\Delta|} \right) P_0^{(0)} - A \left( -\frac{\epsilon + U}{|\Delta|} \right) P_D^{(0)} - \left[ A \left( -\frac{\epsilon}{|\Delta|} \right) - A \left( -\frac{\epsilon + U}{|\Delta|} \right) \right] P_{\sigma}^{(0)} \right\},
\end{equation}
where the function $A(z)$ is given by
\begin{equation}
A(z) = \frac{1}{\pi} \int_{1}^{\infty} dx \frac{1}{x + z} \frac{1}{\sqrt{x^2 - 1}}.
\end{equation}

Equation (21) describes how a finite pair amplitude in the dot can be established in first-order in $\Gamma_S$. In fact, (20),

\begin{equation}
(P_D^{0})^* = P_D^{0} = \langle d_1 d_1 \rangle
\end{equation}

is equal to the pair amplitude in the dot.

Evaluating the second-order current diagrams $W_{\chi'\chi''}^{\chi\chi'}$ (an example is shown in Appendix A) and using Eq. (19), we obtain the following lengthy but complete result for the Josephson current
\begin{equation}
J_{jos} = \frac{2e}{h} \Gamma_S \sin \Phi \left\{ \int_{1}^{\infty} dx \frac{1}{\sqrt{x^2 - 1}} \left[ \int_{1}^{\infty} dy \frac{1}{\sqrt{y^2 - 1}} \left( F \left( \frac{\epsilon}{|\Delta|} \right) + \frac{2}{2e + U} A^{2} \left( \frac{\epsilon}{|\Delta|} \right) \right) P_0^{(0)} + \left[ F \left( \frac{\epsilon + U}{|\Delta|} \right) - \frac{2}{2e + U} A^{2} \left( -\frac{\epsilon + U}{|\Delta|} \right) \right] P_D^{(0)} \right. \right. \\
- \frac{1}{\Delta} \left[ F \left( \frac{-\epsilon}{|\Delta|} \right) + F \left( \frac{\epsilon + U}{|\Delta|} \right) + 4B \left( \frac{-\epsilon}{|\Delta|}, \frac{\epsilon + U}{|\Delta|} \right) \right] P_{\sigma}^{(0)} \right\},
\end{equation}

where the functions $F(z)$ and $B(z, z')$ are defined as
\begin{equation}
F(z) = \frac{1}{\pi^2} \int_{1}^{\infty} dx \frac{1}{\sqrt{x^2 - 1}} \int_{1}^{\infty} dy \frac{1}{\sqrt{y^2 - 1}} \frac{1}{x + z} \frac{1}{x + y} \frac{1}{y + z},
\end{equation}
\begin{equation}
B(z, z') = \frac{1}{\pi^2} \int_{1}^{\infty} dx \frac{1}{\sqrt{x^2 - 1}} \int_{1}^{\infty} dy \frac{1}{\sqrt{y^2 - 1}} \frac{1}{x + z} \frac{1}{x + y} \frac{1}{y + z}.
\end{equation}

In the limit $|\Delta| \rightarrow \infty$, all second-order current rates vanish and the Josephson current is given by $P_D^{0(1)}$ multiplied by the corresponding first-order current rates, which yields
\begin{equation}
J_{jos} = \frac{e}{h} \Gamma_S \sin \Phi \frac{1}{2e + U} \left( P_0^{(0)} - P_D^{(0)} \right).
\end{equation}

The result Eq. (23) for the second-order equilibrium Josephson current is valid when both the level $\epsilon$ and $\epsilon + U$ are inside the gap, therefore the limit of large interaction $U \rightarrow \infty$ cannot be obtained directly from Eq. (23). However, in the limit of large interaction the double occupa-
transitions being smeared out by temperature.

As compared to the geometry considered so far, there is a third, normal (N), lead with tunnel-coupling strength $U$. We found that by applying a bias voltage between normal and superconducting leads one can induce an out-of-equilibrium proximity effect in the quantum dot, which, in turn, supports a Josephson coupling carried by first-order tunnel processes instead of second order (cotunneling). We described the non-equilibrium Josephson current as well as transitions from 0 to $\pi$-states perturbatively to first order in $\Gamma_S$. This limited the applicability to a small range of gate voltages and temperatures larger than the tunnel-coupling strengths. The proximity effect was of purely non-equilibrium origin since the influence of the superconducting leads on the quantum-dot spectrum, typically associated with the picture of Andreev bound states, could not be resolved.

In the present paper, we want to go beyond the limit considered in Ref. 29 for two reasons. First, we aim at covering the full range of gate and bias voltages, thus, including both equilibrium and non-equilibrium proximity effect. Second, we are interested in mapping out the spectrum of Andreev bound states of an interacting quantum dot. To pursue both of these aims, we need to go beyond first-order transport in $\Gamma_S$. As usual for interacting systems, the full problem for arbitrary values of $|\Delta|$ and $\Gamma_S$ can only be solved approximatively. In the limit of a large superconducting gap $|\Delta| \to \infty$, however, we are able to derive an exact result by resummation of the contributions of all orders in $\Gamma_S$. This is possible because for $|\Delta| \to \infty$ only a small subset of all diagrams contributes to the generalized rates: the only superconducting lines that remain are anomalous ones that connect vertices within one (the upper or the lower) propagator, with no other vertex appearing in between. This simplification is related to the inaccessibility of quasiparticle excitations in the superconducting leads and the fact that a Cooper pair should tunnel in a time interval $\propto \hbar/|\Delta|$, which becomes infinitesimal for $|\Delta| \to \infty$. A rigorous proof is given in Appendix B.

In Ref. 29 we studied this setup in the limit of weak tunnel couplings. We found that by applying a bias voltage between normal and superconducting leads one can induce an out-of-equilibrium proximity effect in the quantum dot, which, in turn, supports a Josephson coupling carried by first-order tunnel processes instead of second order (cotunneling). We described the non-equilibrium Josephson current as well as transitions from 0 to $\pi$-states perturbatively to first order in $\Gamma_S$. This limited the applicability to a small range of gate voltages and temperatures larger than the tunnel-coupling strengths. The proximity effect was of purely non-equilibrium origin since the influence of the superconducting leads on the quantum-dot spectrum, typically associated with the picture of Andreev bound states, could not be resolved.

In the present paper, we want to go beyond the limit considered in Ref. 29 for two reasons. First, we aim at covering the full range of gate and bias voltages, thus, including both equilibrium and non-equilibrium proximity effect. Second, we are interested in mapping out the spectrum of Andreev bound states of an interacting quantum dot. To pursue both of these aims, we need to go beyond first-order transport in $\Gamma_S$. As usual for interacting systems, the full problem for arbitrary values of $|\Delta|$ and $\Gamma_S$ can only be solved approximatively. In the limit of a large superconducting gap $|\Delta| \to \infty$, however, we are able to derive an exact result by resummation of the contributions of all orders in $\Gamma_S$. This is possible because for $|\Delta| \to \infty$ only a small subset of all diagrams contributes to the generalized rates: the only superconducting lines that remain are anomalous ones that connect vertices within one (the upper or the lower) propagator, with no other vertex appearing in between. This simplification is related to the inaccessibility of quasiparticle excitations in the superconducting leads and the fact that a Cooper pair should tunnel in a time interval $\propto \hbar/|\Delta|$, which becomes infinitesimal for $|\Delta| \to \infty$. A rigorous proof is given in Appendix B.

In Ref. 29 we studied this setup in the limit of weak tunnel couplings. We found that by applying a bias voltage between normal and superconducting leads one can induce an out-of-equilibrium proximity effect in the quantum dot, which, in turn, supports a Josephson coupling carried by first-order tunnel processes instead of second order (cotunneling). We described the non-equilibrium Josephson current as well as transitions from 0 to $\pi$-states perturbatively to first order in $\Gamma_S$. This limited the applicability to a small range of gate voltages and temperatures larger than the tunnel-coupling strengths. The proximity effect was of purely non-equilibrium origin since the influence of the superconducting leads on the quantum-dot spectrum, typically associated with the picture of Andreev bound states, could not be resolved.

In the present paper, we want to go beyond the limit considered in Ref. 29 for two reasons. First, we aim at covering the full range of gate and bias voltages, thus, including both equilibrium and non-equilibrium proximity effect. Second, we are interested in mapping out the spectrum of Andreev bound states of an interacting quantum dot. To pursue both of these aims, we need to go beyond first-order transport in $\Gamma_S$. As usual for interacting systems, the full problem for arbitrary values of $|\Delta|$ and $\Gamma_S$ can only be solved approximatively. In the limit of a large superconducting gap $|\Delta| \to \infty$, however, we are able to derive an exact result by resummation of the contributions of all orders in $\Gamma_S$. This is possible because for $|\Delta| \to \infty$ only a small subset of all diagrams contributes to the generalized rates: the only superconducting lines that remain are anomalous ones that connect vertices within one (the upper or the lower) propagator, with no other vertex appearing in between. This simplification is related to the inaccessibility of quasiparticle excitations in the superconducting leads and the fact that a Cooper pair should tunnel in a time interval $\propto \hbar/|\Delta|$, which becomes infinitesimal for $|\Delta| \to \infty$. A rigorous proof is given in Appendix B.
In the limit $|\Delta| \to \infty$ we can evaluate the current in the superconducting leads $L, R$ by means of Eq. (18), i.e.,

$$I_x = \frac{P_0^D + P_0^0}{2}; \quad I_y = i\frac{P_0^D - P_0^0}{2}; \quad I_z = \frac{P_0 - P_0}{2}.$$ (27)

Finite $x$- and $y$-components of the isospin indicate coherent superpositions of the dot being empty or doubly-occupied.

We rewrite the master equation for the dot reduced density matrix in the form of a Bloch equation for the isospin, taking into account all rates up to first order in $\Gamma_N$ [the order in $\Gamma_N$ is indicated by the superscript $(i)$ with $i = 0, 1$]. The Bloch equation for the isospin reads:

$$0 = \frac{dI}{dt} = A - R \cdot I + I \times B,$$ (28)

where the first, second, and third term describe generation, relaxation, and rotation of the isospin, respectively. The explicit expressions of the needed generalized rates are reported in Appendix D. In order to decouple the equations for the isospin from those for the diagonal probabilities we made use of the relations: $W_{0\sigma}^{(1)} + W_{\sigma 0}^{(1)} - W_{\sigma \sigma}^{(1)} - W_{00}^{(1)} = 0$ and $2W_{0\sigma}^{(1)} - W_{00}^{(1)} - W_{00}^{(1)} = 0$.

The relaxation tensor and the generation vector start in first order in $\Gamma_N$. The generation vector reads

$$A^{(1)} = \begin{pmatrix} \text{Re} \left\{ W_{0\sigma}^{D(1)} \right\} \\ -\text{Im} \left\{ W_{0\sigma}^{D(1)} \right\} \\ \frac{1}{2} \left( W_{\sigma \sigma}^{(1)} - W_{00}^{(1)} \right) \end{pmatrix}.$$ (29)

The only non-vanishing elements of the relaxation tensor are: $R_{x(1)} = R_{y(1)} = -\text{Re} \left\{ W_{00}^{D(1)} \right\}$, $R_{z(1)} = W_{0\sigma} + W_{\sigma 0}$, and $R_{x(1)} = R_{x(1)} = \text{Re} \left\{ W_{00}^{D(1)} - W_{00}^{D(1)} \right\}$. The effective magnetic field acting on the isospin has a zeroth-order component $B^{(0)}$ and a first-order component $B^{(1)}$,

$$B^{(0)} = \begin{pmatrix} 2\Gamma_S \cos \Phi/2 \\ 0 \\ -(2e + U) \end{pmatrix}$$ (30)

$$B^{(1)} = \begin{pmatrix} -\text{Im} \left\{ W_{00}^{D(1)} - W_{00}^{D(1)} \right\} \\ 0 \\ \text{Im} \left\{ W_{00}^{D(1)} \right\} \end{pmatrix}.$$ (31)

The explicit expressions for the generation vector and the relaxation tensor can be written in a compact way, if we define the Andreev bound-state energies. These are given by the poles of the retarded Green’s function of the dot for vanishing coupling to the normal lead,

$$E_{A,\gamma,\gamma'} = \gamma \frac{U}{2} + \sqrt{\left( \epsilon + \frac{U}{2} \right)^2 + \Gamma_S^2 \cos^2 \frac{\Phi}{2}},$$ (32)

where $\gamma$ and $\gamma'$ can take the values $\pm 1$. There are four resonances which lie pairwise around zero energy. We get for the generation vector:

$$A^{(1)}_x = -\frac{\Gamma_S \Gamma_N}{4\epsilon_A} \cos \frac{\Phi}{2} \sum_{\gamma,\gamma'=\pm} \gamma f_N(E_{A,\gamma,\gamma'})$$ (33a)

$$A^{(1)}_y = 0$$ (33b)

$$A^{(1)}_z = \frac{\Gamma_N}{4} \sum_{\gamma,\gamma'=\pm} \left( 1 + \frac{\epsilon + \frac{U}{2}}{\epsilon_A} \right) \left[ f_N(E_{A,\gamma,\gamma'}) - \frac{1}{2} \right].$$ (33c)

with $\epsilon_A = \sqrt{\left( \epsilon + \frac{U}{2} \right)^2 + \Gamma_S^2 \cos^2 \frac{\Phi}{2}}$, where the square-root dependence clearly indicates that the result is non-perturbative in $\Gamma_S$. The non-vanishing elements of the relaxation tensor are:

$$R_{x(1)} = R_{y(1)} = \frac{\Gamma_N}{2} \sum_{\gamma,\gamma'=\pm} \left( 1 - \frac{\epsilon + \frac{U}{2}}{\epsilon_A} \right) \left[ \frac{1}{2} - \gamma' f_N(E_{A,\gamma,\gamma'}) \right]$$ (34a)

$$R_{z(1)} = \frac{\Gamma_N}{2} \sum_{\gamma,\gamma'=\pm} \left( 1 + \frac{\epsilon + \frac{U}{2}}{\epsilon_A} \right) \left[ \frac{1}{2} - \gamma' f_N(E_{A,\gamma,\gamma'}) \right]$$ (34b)

$$R_{x(1)} = \frac{\Gamma_N \Gamma_N}{2\epsilon_A} \cos \frac{\Phi}{2} \sum_{\gamma,\gamma'=\pm} \gamma' f_N(E_{A,\gamma,\gamma'}) .$$ (34c)

By means of Eq. (18), the current in the superconducting leads can be written as $J_{R,L} = \frac{2e}{\hbar} \Gamma_S \left( I_y \cos \frac{\Phi}{2} \mp I_x \sin \frac{\Phi}{2} \right)$, where the upper (lower) sign refers to the right (left) lead. Hence, the $x$- and $y$-component of the isospin provide the Josephson and An-
The pair amplitude in first order \( \Gamma S \) coupling \( \Gamma S \) is

\[
J_{\text{jos}} = \frac{2e}{\hbar} \Gamma_S I_x \sin \frac{\Phi}{2}, \tag{35}
\]

\[
J_{\text{and}} = -\frac{4e}{\hbar} \Gamma_S I_y \cos \frac{\Phi}{2}, \tag{36}
\]

whereas the \( z \)-component is related to the charge in the quantum dot,

\[
Q = -e(1 + 2I_z). \tag{37}
\]

We solve for the stationary solution for the isospin. Expanding the Eq. (28) to zeroth order in \( \Gamma_S \) yields \( 0 = I^{(0)} \times B^{(0)} \), and, thus, \( I^{(0)} \parallel B^{(0)} \). To determine the proportionality constant, we multiply \( B^{(0)} \) from the left to Eq. (28) expanded to first order in \( \Gamma_S \), and obtain the zeroth-order result

\[
I^{(0)} = \left( \frac{A^{(1)} \cdot B^{(0)}}{B^{(0)} \cdot R^{(1)} \cdot B^{(0)}} \right) B^{(0)}, \tag{38}
\]

which yields the Josephson current and the quantum-dot charge. The Andreev current, on the other hand, is proportional to the \( y \)-component of the isospin and starts in first order in \( \Gamma_S \). The first-order contribution to the \( y \)-component of the isospin can be derived by multiplying either \( \hat{x} \) or \( \hat{z} \) from the left to Eq. (28) expanded to first order

\[
I_{\gamma}^{(1)} = \frac{1}{B_{z}^{(0)}} \hat{z} \cdot \left( A^{(1)} - R^{(1)} \cdot I^{(0)} \right), \tag{39}
\]

\[
= -\frac{1}{B_{z}^{(0)}} \hat{x} \cdot \left( A^{(1)} - R^{(1)} \cdot I^{(0)} \right). \tag{40}
\]

The formation of a finite pair amplitude of the dot is favored if the empty and doubly-occupied dot states are degenerate, \( 2\epsilon + U = 0 \). In this case, however, the dot is preferably singly occupied in equilibrium, i.e., the proximity effect is strongly suppressed by Coulomb charging. For finite values of the superconducting gap \( |\Delta| \), a small Josephson current through the dot can be established by cotunneling processes. In the limit of infinite \( |\Delta| \), however, this is not possible, and the proximity effect and, thus, the Josephson current is exponentially suppressed. In fact, we find for this regime \( A^{(1)} = 0 \), i.e., no isospin is generated.

The are two routes towards the generation of a finite dot pair amplitude. One is to change the gate voltage such that empty or double occupation of the dot becomes available. Then, the tunnel coupling to the superconductors give rise to an equilibrium proximity effect that, however, starts in higher order in the tunnel coupling strength. To achieve a finite pair amplitude at lowest order already, one has to apply a finite bias voltage at the normal lead. This induces a non-equilibrium proximity effect that supports a first-order Josephson current through the dot.

### 1. Equilibrium

First, we consider the equilibrium situation \( (\mu_N = 0) \). In this case, the relation \( \hat{x} \cdot R^{(1)} / \hat{z} \cdot R^{(1)} = A^{(1)} / A^{(1)} \parallel B^{(1)} \) ensures that no current flows in the normal lead. The exact result for the equilibrium Josephson current in zeroth order in \( \Gamma_S \) reads

\[
J_{\text{jos}} = \frac{e}{\hbar} \Gamma_S^2 \sin \Phi \sum_{\gamma, \gamma' = \pm} \left( 1 + \frac{\gamma + U/2}{\epsilon_A} \right) \left[ f(E_{\gamma, \gamma' \gamma}) - \frac{1}{2} \right] + \frac{2\hbar}{\epsilon_A} \Gamma_S^2 \cos^2(\Phi/2) \sum_{\gamma, \gamma' = \pm} \gamma' f(E_{\gamma, \gamma' \gamma}), \tag{41}
\]

where \( f(\omega) \) is the Fermi function with zero chemical potential. Notice that the only role played by the normal lead is to provide a mechanism for the electrons in the dot to reach equilibrium. Expanding Eq. (41) to second order in \( \Gamma_S \) we recover the result of Eq. (23).

In equilibrium, the pair amplitude of the quantum dot \( \langle d_\uparrow d_\downarrow \rangle \) for the symmetric setup and symmetric gauge is real, i.e. \( \langle d_\downarrow d_\uparrow \rangle = I_x \) since \( I_y = 0 \). In panel (a) of Fig. 4 we plot the pair amplitude as a function of the level position \( \epsilon \) for zero temperature. In particular we note that a quantum phase transition occurs if \( U/2 > \Gamma_S |\cos(\Phi/2)| \) at \( \epsilon = \epsilon_\pm = -U/2 \pm \sqrt{(U/2)^2 - \Gamma_S^2 \cos^2(\Phi/2)} \). The values \( \epsilon_\pm \) where the transition takes place depend on the tunnel coupling \( \Gamma_S \) and on the superconducting phase difference. The pair amplitude in first order \( \Gamma_S \), see Eq. (23), which
2. Non-equilibrium

Next we turn our attention to the non-equilibrium situation ($\mu_N \neq 0$). Applying a bias voltage to the normal lead produces a finite current in $N$, which is sustained by Andreev-reflection processes. We do not give here the explicit analytical expressions for the zeroth-order $J_{jos}$ and the first-order $J_{and}$ since they are rather lengthy. Instead, in Figs. 5(a) and 5(b) we plot the Josephson current, the Andreev current, and the dot charge as a function of the level position $\epsilon$ and of the chemical potential $\mu_N$. In panel (a), the region where the system behaves as a $\pi$-junction is indicated by the symbol $\pi$. The dashed lines map the Andreev bound states: $\mu_N = E_{\lambda, \gamma', \gamma}$. The other parameters used in the simulation are: $k_B T/U = 0.01$, $\Gamma_S/U = 0.005$, $\Gamma_S/U = 0.1$, and $\Phi = \pi/2$. 

---

**FIG. 4:** Dot pair amplitude $\langle d_1 d_\uparrow \rangle$ (a) and charge (b) as a function of the level position $\epsilon$ at zero temperature. Note that the pair amplitude in equilibrium for the symmetric setup is real. The dashed lines refer to the pair amplitude and charge calculated up to first-order in $\Gamma_S$; for the pair amplitude the 0th-order contribution vanishes, while for the charge the first-order one does. In the inset of panel a) we show a schematic picture of the Andreev bound state energies $E_{\lambda, \gamma', \gamma}$ in the three different regions, where the values $\gamma' \gamma$ are indicated next to the level. The sign of the contributions of the bound states $E_{\lambda, \gamma', \gamma}$ to $\langle d_1 d_\uparrow \rangle$ is determined by the index $\gamma$. We have depicted the levels with $\gamma = +$ by a solid line and those with $\gamma = -$ by a dashed line. The other parameters used in the simulation are: $\Gamma_S/U = 0.5$, and $\Phi = \pi/2$.

**FIG. 5:** (Color online) Density plot of the Josephson current (a), the Andreev current (b), and the charge on the quantum dot (c) as a function of the level position $\epsilon$ and of the chemical potential $\mu_N$. In panel (a), the region where the system behaves as a $\pi$-junction is indicated by the symbol $\pi$. The dashed lines map the Andreev bound states: $\mu_N = E_{\lambda, \gamma', \gamma}$. The other parameters used in the simulation are: $k_B T/U = 0.01$, $\Gamma_N/U = 0.005$, $\Gamma_S/U = 0.1$, and $\Phi = \pi/2$. 

mal lead. There is, first, a broad region set by the charging energy in which the Josephson current is suppressed. Second, a $\pi$-transition can be driven both by the transport voltage and by the gate voltage controlling the level position. For fixed $\mu_N$ the transition occurs at $\epsilon = -U/2$, i.e. when the energy of the empty and double occupied dot are degenerate. We remark that this transition is slightly shifted when higher-order corrections to the effective field are included. In fact, near the transition $B_{z}^{(0)} = 2\epsilon + U$ becomes small and hence $B_{z}^{(1)}$ needs to be taken into account. This has been done in Ref. 29 in the weak-proximity limit. Panel (b) of Fig. 5 shows the Andreev current. It is largest at $\epsilon = -U/2$ outside the region where charging energy suppresses transport. Panel (c) of Fig. 5 shows the dot charge. We find a pronounced feature around $\epsilon = -U/2$ that is associated with generating a $y$-component of the isospin by rotation out of the $z$-direction.

In Figs. 6 and 7, the coupling to the superconducting lead is stronger, comparable to the Coulomb interaction strength, and the term proportional to $\Gamma_S$ in $\sqrt{(\epsilon + U/2)^2 + \Gamma_S^2 \cos^2(\Phi/2)}$ becomes more important, leading to a more pronounced splitting of the Andreev bound-state energies. We stress here that the current in the normal lead as a function of both gate and transport voltage maps the energies of the Andreev bound states in the dot. Therefore, measuring the current in the normal lead allows to perform a \textit{an Andreev-bound-state spectroscopy} and, hence, to gather information on the superconducting correlations induced in the dot.

IV. CONCLUSION

We have presented a real-time diagrammatic transport theory for systems composed of interacting quantum dots coupled both to normal and superconducting leads. First, we have applied this theory to study the Josephson current through a quantum-dot tunnel coupled to two superconductors in second order in the tunnel-coupling strengths. In particular, we have studied how a $\pi$-phase develops with increasing on-site Coulomb repulsion. Next, we have considered a quantum dot coupled to one normal and two superconducting leads, in the limit of large superconducting gap. In this regime, all orders in the tunnel-coupling strengths with the superconductors can be summed. This enabled us to investigate the strong-proximity regime. In particular, we analyze the Josephson current and identify the parameter regions where the system behaves as a $\pi$-junction; the $\pi$-transition can be triggered both by the dot level position and the bias voltage. We find also that a spectroscopy of the Andreev bound states of the system can be realized by measuring the Josephson current between the two superconductors, the Andreev current in the normal lead or the charge of the dot as a function of both the dot level-position and the bias voltage.
FIG. 7: (Color online) Density plot of the Josephson current (a), the Andreev current (b), and the charge on the quantum dot (c) as a function of the level position $\epsilon$ and of the chemical potential $\mu_N$. In panel (a), the region where the system behaves as a $\pi$-junction is indicated by the symbol $\pi$. The dashed lines map the Andreev bound states: $\mu_N = E_{A_{\gamma,\gamma}}$. The other parameters used in the simulation are: $k_B T/U = 0.01$, $\Gamma_N/U = 0.005$, $\Gamma_S/U = 1$, and $\Phi = \pi/2$.

FIG. 8: Second-order diagrams contributing to the current rate $W_{00}^{\text{00L}(2)}$.
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APPENDIX A: SECOND-ORDER, FINITE $|\Delta|$

In this Appendix we show, as an example, the calculation of the second-order current rate $W_{00}^{\text{00L}(2)}$. The second-order diagrams contributing to this rate are shown in Fig. 8; the signs have been assigned making use of Rule 6 in Section 11B3. Using the diagrammatic rules of Section 11B3 we get
\[
W_{00}^{00L(2)} = -8\Gamma_S^2 \sin \Phi \left( \int_{-\Delta}^{\Delta} \frac{d\omega}{2\pi} \frac{|\Delta|}{\sqrt{\omega^2 - |\Delta|^2}} \int_{-\Delta}^{\Delta} \frac{d\omega'}{2\pi} \frac{|\Delta|}{\sqrt{\omega'^2 - |\Delta|^2}} \right) \frac{1}{\omega + \epsilon + \omega' + \epsilon} + \epsilon 
\]

**APPENDIX B: DERIVATION OF THE RULES FOR \( |\Delta| \to \infty \)**

Here, we give a rigorous proof of the rules which in the \( |\Delta| \to \infty \) limit allow us to greatly reduce the number of diagrams to be considered.

Rule (i): *No vertex should be considered between the two vertices of a line with a superconducting lead.*

Let us consider a diagram where a vertex \( v' \) exists between the two vertices of a superconducting line with energy \( \omega \). Let the vertex \( v' \) be associated with a line with energy \( \omega' \). According to the diagrammatic rules 2 and 3, this diagram contains the factor \( \frac{1}{\omega - \omega'}D(\omega)|\Delta/\omega| \) which upon integration over \( \omega \) vanishes as \( 1/|\Delta| \). On the other hand, if no vertex is inserted between the two vertices of the superconducting line, the diagram contains the factor \( \frac{1}{\omega - \omega'}D(\omega)|\Delta/\omega| \) which remains finite upon integration over \( \omega \).

Rule (ii): *No line with a superconductor joining the upper and lower propagator should be considered.*

Let us consider the diagram where a superconducting line is running from the upper to the lower propagator and the vertex on the upper propagator is on the left of the one on the lower propagator. In virtue of rule (i), the diagram with the two vertices swapped, i.e. with the vertex on the upper propagator being on the right of the one on the lower propagator, also exists. These two diagrams cancels each other for \( |\Delta| \to \infty \).

Rule (iii): *No normal line with a superconductor should be considered.*

Let us consider a part of a diagram with a state \( |\chi_u\rangle \) running on the upper part of the Keldysh contour and with a state \( |\chi_l\rangle \) on the lower part. In virtue of the two previous rules, there are only four possible ways of inserting a normal line with a superconducting lead, which are schematically depicted in Fig. 9. In the large-gap limit, the diagrams corresponding to the possible insertion of a normal line, have the same absolute value. But the diagrams arising from the insertion in the lower propagator (shown in the second line of Fig. 9) have an opposite sign with respect to the ones in the upper propagator (first line of Fig. 9). Finally, it easy to prove that for any \( |\chi_u\rangle \) and \( |\chi_l\rangle \) there are, for our single-level model, only four possible insertion: two in the upper propagator and two in the lower propagator. Hence, the sum of all these diagrams vanishes. To clarify this point, let us consider the exemplary case that \( |\chi_u\rangle = |0\rangle \) and \( |\chi_l\rangle = |\uparrow\rangle \): then the possible insertions are: (a) with intermediate state \( |\uparrow\rangle \) or \( |\downarrow\rangle \) for the upper propagator; (c) with intermediate state \( |0\rangle \) and (d) with intermediate state \( |D\rangle \) for the lower propagator.

**APPENDIX C: CALCULATION OF A GENERALIZED RATE IN THE \( |\Delta| \to \infty \) LIMIT**

Here, we show in one example how all contributions in \( \Gamma_S \) can be summed up. We consider the off-diagonal rate \( W_{00}^{00L(1)} \) in first order in \( \Gamma_N \) and we add all contributions in \( \Gamma_S \). In particular, only diagrams with an odd number of anomalous lines on the upper propagator contribute to this rate. The first two diagrams are shown in Fig. 9. The contribution with \( 2n + 1 \) anomalous line reads

\[
2i\Gamma_N \int \frac{d\omega}{2\pi} f_N(\omega) \left( \frac{1}{-\omega + \epsilon + i0^+} \cdot \frac{1}{-\omega + \epsilon - U + i0^+} \right)^{n+1} \left( \Gamma_S \cos \frac{\Phi}{2} \right)^{2n+1}. 
\]
Summing up all terms we get

\[
W^{(1)}_{00} = 2i\Gamma_N\Gamma_S \cos \frac{\Phi}{2} \int \frac{d\omega}{2\pi} f_N(\omega) \left( \frac{1}{(\omega - \epsilon - i0^+)(\omega - \epsilon + U - i0^+) - (\Gamma_S \cos(\Phi/2))^2} \right)
\]

where the Andreev bound-state energies read

\[
E_{A,\gamma',\gamma} = \gamma' \frac{U}{2} + \gamma \sqrt{\left( \frac{\epsilon + U}{2} \right)^2 + \Gamma_S^2 \cos^2 \frac{\Phi}{2}}.
\]

Some of the off-diagonal rates start in zeroth-order \( \Gamma_N \).
In particular, we have \( W^{(00)}_{00} = (W^{(00)}_{00})^* = W^{0D(0)}_{00} = (W^{00(0)})^* = (W^{DD(0)})^* = (W^{D0(0)}_{0D}) = W^{DD(0)}_{0D} = i\Gamma_S \cos \Phi/2 \). We also need the real parts of the first-order corrections to these rates. Notice that the following relations hold

\[
\text{Re} \left\{ W^{(DD(1))}_{00} \right\} = \text{Re} \left\{ W^{(00(1))}_{00} \right\} = \text{Re} \left\{ W^{(DD(1))}_{0D} \right\} = \text{Re} \left\{ W^{(DD(1))}_{DD} \right\}.
\]

The first-order corrections read

\[
\text{Re} \left\{ W^{(DD(1))}_{00} \right\} = -\Gamma_S \cos \frac{\Phi}{2} \Gamma_N \sum_{\gamma = \pm} \gamma f_N(E_{A,-,\gamma})
\]

\[
\text{Re} \left\{ W^{(DD(1))}_{0D} \right\} = -\Gamma_S \cos \frac{\Phi}{2} \Gamma_N \sum_{\gamma = \pm} \gamma f_N(E_{A,+\gamma}).
\]

There are also some off-diagonal rates which start in first order in \( \Gamma_N \):

\[
W^{(1)}_{0\sigma} = \frac{\Gamma_N}{2} \sum_{\gamma = \pm} \left( 1 + \frac{\epsilon + U/2}{\epsilon_A} \right) \left[ 1 - f_N(E_{A,-\gamma}) \right]
\]

\[
W^{(1)}_{\sigma 0} = \frac{\Gamma_N}{2} \sum_{\gamma = \pm} \left( 1 + \frac{\epsilon + U/2}{\epsilon_A} \right) f_N(E_{A,-\gamma})
\]

\[
W^{(1)}_{\sigma D} = \frac{\Gamma_N}{2} \sum_{\gamma = \pm} \left( 1 + \frac{\epsilon + U/2}{\epsilon_A} \right) f_N(E_{A,+\gamma})
\]

\[
W^{(1)}_{D\sigma} = \frac{\Gamma_N}{2} \sum_{\gamma = \pm} \left( 1 + \frac{\epsilon + U/2}{\epsilon_A} \right) f_N(E_{A,+\gamma}).
\]
\[
\text{Re}\left\{W^{Dσ(1)}_{0\sigma}\right\} = -\text{Re}\left\{W^{σD(1)}_{0\sigma}\right\} = -\frac{\Gamma_S\Gamma_N}{4\epsilon_A} \cos\frac{\Phi}{2} \sum_{\gamma,\gamma'=\pm} \gamma f_N(E_{A,\gamma',\gamma})
\]
\[
\text{Re}\left\{W^{DD(1)}_{00}\right\} = \text{Re}\left\{W^{00D(1)}_{DD}\right\} = \frac{\Gamma_N}{2} \sum_{\gamma,\gamma'=\pm} \left(1 - \frac{\epsilon + U/2}{\epsilon_A}\right) \left[\gamma' f_N(E_{A,\gamma',\gamma}) - \frac{1}{2}\right].
\]