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ABSTRACT. Desirability can be understood as an extension of Anscombe and Aumann’s Bayesian decision theory to sets of expected utilities. At the core of desirability lies an assumption of linearity of the scale in which rewards are measured. It is a traditional assumption used to derive the expected utility model, which clashes with a general representation of rational decision making, though. Allais has, in particular, pointed this out in 1953 with his famous paradox. We note that the utility scale plays the role of a closure operator when we regard desirability as a logical theory. This observation enables us to extend desirability to the nonlinear case by letting the utility scale be represented via a general closure operator. The new theory directly expresses rewards in actual nonlinear currency (money), much in Savage’s spirit, while arguably weakening the founding assumptions to a minimum. We characterise the main properties of the new theory both from the perspective of sets of gambles and of their lower and upper prices (previsions). We show how Allais paradox finds a solution in the new theory, and discuss the role of sets of probabilities in the theory. Keywords: Desirability, imprecise probability, nonlinear utility, sets of desirable gambles, coherent lower previsions, credal sets.

1. INTRODUCTION

The standard paradigm within decision making under uncertainty is based on the expected utility model: given a set of alternatives, we should select the one(s) maximising our utility, given the probabilities of the different outcomes.

The foundations for this paradigm can be traced back to Savage’s [33] and Anscombe and Aumann’s work [2]. Both their axiomatisations aimed at modelling situations of nonlinear utility; yet both critically depend on some linearity assumption about the scale in which utilities are measured. This limits the scope of the expected utility model in a way that Allais pointed out long ago with his famous paradox [1].

The paradox sparked a great deal of research that has attempted to remedy the shortcomings of expected utility, as for instance Machina’s [25], prospect theory [21, 39], rank-dependent expected utility [31] or regret theory [3, 24]. These approaches have different degrees of generality and depart more or less radically from the original paradigm.

In this paper we would like to go back to the foundations of expected utility, and re-start from there with what we believe is the minimal change we need to make to them so as to enable a faithful and general treatment of nonlinearity. Key to our aim is desirability theory as proposed by Williams [42] and popularised by Walley [41] (see [30] for an introduction).

Desirability, or the theory of coherent sets of desirable gambles, originated as a generalisation of de Finetti’s theory of probability [15] to deal with imprecise information. It is a very general theory of uncertainty that encompasses as particular cases non-additive measures, such as possibility measures [16], belief functions [37], p-boxes [17], and sets of probabilities (robust Bayesian models). Somewhat unexpectedly, we showed in [48, 49] that desirability also (essentially) coincides with Anscombe and Aumann’s theory [2] once this is generalised to handle sets of probabilities and utilities (at that point, a number of authors had already ‘robustified’ expected utility so as to handle imprecision in both probability and utility, see, e.g., [18, 28, 35]). This created a very general theory of decision making but at the same time it made apparent that Allais paradox was still lurking in the background, as an undesired inheritance of Anscombe and Aumann’s original work.
It made also clear precisely where the problem originates from, though, thus hinting at a way to correct for it: i.e., replacing the linear definition of the utility scale, which is ‘hard-wired’ in all the mentioned approaches to expected utility, with a general, nonlinear, one. This is what we set out to do in this paper.

The resulting theory of rational decision making is founded on three simple axioms that can intuitively be described as follows: gaining money is desirable; losing money is undesirable; the value of money is measured on a logically consistent utility scale (we use the term ‘money’ in a very broad sense to mean amounts of goods under consideration, with no restriction on their cardinality). Note that we take rewards to be paid in money. In doing so, we get closer in spirit to Savage’s approach, which assumes gambles to pay rewards in actual currency, unlike Anscombe and Aumann’s that pays rewards indirectly via compound lotteries.

Technically, we shall go after our endeavour by making use of closure operators, which will determine those sets of desirable gambles that are internally consistent, and which shall then encompass our nonlinear dispositions towards rewards. We shall give the main notions of our theory in Section 2, after some technical preliminaries.

In the standard case of a linear utility scale, a set of desirable gambles allows us to determine a lower and an upper prevision, which may be given a behavioural interpretation as acceptable buying and selling prices, thus extending the work by de Finetti [15] to the imprecise case. In Section 3 we shall study what happens to this correspondence in the nonlinear case. The connection with sets of probabilities is analysed in Section 4. In Section 5 we look at the preference relations that are encompassed by a closure operator and show that they can be used to give a solution to Allais paradox. We conclude the paper in Section 6 with some additional remarks.

2. Desirability with Linear and Nonlinear Utility Scales

Consider a possibility space $\Omega$. A gamble $f: \Omega \rightarrow \mathbb{R}$ is a bounded real-valued function on $\Omega$. For any two gambles $f, g$, we use $f \succeq g$ to denote that $f \geq g$ and $f \neq g$. We denote by $\mathcal{L}(\Omega)$ the set of all the gambles on $\Omega$ and by $\mathcal{L}^+(\Omega) := \{f \in \mathcal{L}(\Omega) : f \geq 0\}$ the subset of the positive gambles. We denote these sets also by $\mathcal{L}$ and $\mathcal{L}^+$, respectively, when there is no ambiguity about the space involved. Negative gambles are defined by $\mathcal{L}^- := -\mathcal{L}^+$, and we shall also use $\mathcal{L}_0^- := \mathcal{L}^- \cup \{0\}$ and $\mathcal{L}_0^+: = \{f : \sup f < 0\}$. Events are denoted by capital letters such as $A, B, C \subseteq \Omega$. We shall identify events with indicator functions, whence disjunctions ($A \cap B$) will be represented by products ($AB$). As a consequence, the product $Bf$ is equal to $f$ on $B$ and zero elsewhere. It is interpreted as a conditional gamble: one that is called off if $B$ does not occur. Finally, given a partition $\mathcal{B}$ of $\Omega$, a gamble is said to be $\mathcal{B}$-measurable when it is constant on the elements of $\mathcal{B}$; we shall denote by $\mathcal{L}_\mathcal{B}$ the set of $\mathcal{B}$-measurable gambles.

The traditional approach to coherence in Williams-Walley’s theory assumes that the scale in which the rewards, represented by gambles, are measured is linear [41, Sect. 2.2]. This implies that the gambles whose desirability is implied by those from a given set $\mathcal{D}$ are those in its conic hull:

**Definition 1 (Conic hull).** Given a set $\mathcal{D} \subseteq \mathcal{L}(\Omega)$, let

$$\text{posi}(\mathcal{D}) := \left\{ \sum_{j=1}^{r} \lambda_j f_j : f_j \in \mathcal{D}, \lambda_j > 0, r \geq 1 \right\}$$

denote the conic hull of the original set.

Then a set of desirable gambles $\mathcal{D} \subseteq \mathcal{L}$ is called (Williams-)coherent if and only if the following conditions hold:

D1. $\mathcal{L}^+ \subseteq \mathcal{D}$ [Accepting Partial Gains];
We shall denote by $K$.

To keep things simple, let $D ∪ L = \mathcal{D}$ and $D ∩ L₀ = \emptyset$. When we regard the theory of desirability from a logical perspective, $\text{posi}$ corresponds to the deductive closure (this was pointed out by de Cooman long ago [10]); $\text{D1}$ to the tautologies and $\text{D2}$ to the status quo—which combined with the other axioms defines the contradictions, i.e., $L^-$. For a deeper account of desirability, we refer to [8, 12, 27, 30] and [41, Sect. 3.7].

We proceed to generalise desirability by retaining the tautologies and the contradictions while replacing $\text{posi}$ with the standard definition of a closure operator:

**Definition 2 (Closure operator).** Let $\mathcal{P}(\cdot)$ denote power set. A map $\kappa : \mathcal{P}(\mathcal{L}) \to \mathcal{P}(\mathcal{L})$ is a closure operator if and only if for any two sets $\mathcal{D}, \mathcal{D}' \subseteq \mathcal{L}$ it satisfies:

- **C1.** $\mathcal{D} \subseteq \kappa(\mathcal{D})$ [Extensiveness];
- **C2.** $\mathcal{D} \subseteq \mathcal{D}' \Rightarrow \kappa(\mathcal{D}) \subseteq \kappa(\mathcal{D}')$ [Monotonicity];
- **C3.** $\kappa(\kappa(\mathcal{D})) = \kappa(\mathcal{D})$ [Idempotency].

We shall denote by $\mathcal{K}$ the family of all closure operators.

Let us stop a moment to reflect on such a conceptual step. In the traditional case, the linear utility scale represented by $\text{posi}$ prescribes how gambles relate to one another in terms of desirability. With general closure operators we now allow for such a relation to take on very diverse, and in particular nonlinear, forms. Therefore closure operators not only replace the linear utility scale in our approach, but could be said to be new forms of utility scales, which are nonlinear. Let us stress, to avoid confusion, that utility and utility scales are different concepts: in our approach, for example, we have utility scales (closure operators) but we do not have a utility in general; adopting closure operators implies that considerations of uncertainty and value are intertwined in a way that prevents them from being disentangled in general. Still, it is possible to relate the two concepts in special cases, as in the next example.

**Example 1 (Probability-utility pairs).** As a motivating example, let us show that the preferences encoded by a probability-utility pair can be incorporated into our formalism. To keep things simple, let $u : \mathbb{R} \to \mathbb{R}$ be a monotone and invertible utility function satisfying $u(0) = 0$. Given $\lambda > 0, f, g \in \mathcal{L}$, let us define the following operations:

- $f \oplus g := u^{-1}(u(f) + u(g))$,
- $\lambda \odot f := u^{-1}(\lambda u(f))$,

where $u : \mathcal{L}(\Omega) \to \mathcal{L}(\Omega)$ is defined by $(u \odot f)(\omega) := u(f(\omega))$ for all $\omega \in \Omega, f \in \mathcal{L}(\Omega)$.

Consider now the operator $\kappa$ given by

$$\kappa(\mathcal{D}) := \mathcal{L}^+ \cup \left\{ f \in \mathcal{L} : f \geq \bigoplus_{i=1}^{n} \lambda_i \odot f_i \text{ for some } n \geq 1, \lambda_i > 0, f_i \in \mathcal{D} \right\}$$

$$= \left\{ f \in \mathcal{L} : f = \bigoplus_{i=1}^{n} \lambda_i \odot f_i \text{ for some } n \geq 1, \lambda_i > 0, f_i \in \mathcal{D} \cup \mathcal{L}^+ \right\}.$$ 

It is not difficult to check that $\kappa$ satisfies C1–C3.

We shall use a few examples of closure operators to illustrate the different notions we shall introduce throughout.

**Example 2.** The following operators satisfy axioms C1–C3:

- $\kappa_1(\mathcal{D}) := \text{posi}(\mathcal{D})$,
- $\kappa_2(\mathcal{D}) := \{ \sum_{i=1}^{n} f_i : n \in \mathbb{N}, f_1, \ldots, f_n \in \mathcal{D} \}$,
- $\kappa_3(\mathcal{D}) := \{ g \geq \lambda f : f \in \mathcal{D}, \lambda > 0 \}$.
\( \kappa_4(\mathcal{D}) := \{ g \geq f : f \in \mathcal{D} \} \).

Out of these, \( \kappa_1 \) is the linear closure operator used in traditional (Williams-)coherence; \( \kappa_4 \) is the closure operator associated with 2-convexity [29, Sect. 6.2]; while \( \kappa_3 \) is related, but not equivalent, to 2-coherence, as showed also in [29, Sect. 6.1].

**Remark 1.** In past work [48, 49], we generalised desirability to utility considerations by introducing a set of prizes \( X \) besides a possibility space \( \Omega \). Gambles were defined on the product space \( \Omega \times X \); coherence was kept standard via D1–D4. As mentioned already, this amounts to generalising Anscombe and Aumann’s work [2] to sets of expected utilities and, under proper conditions, to obtain a utility function over prizes that is generally nonlinear. Nonetheless, the underlying machinery is still linear, due to D3 and D4 (that is, due to \( \kappa_1 \)), and for this reason it still incurs problems such as Allais paradox. In the current work, we directly target such a basic issue by replacing \( \kappa_4 \) with any closure operator, thus giving up on linearity altogether. Gambles are defined only on \( \Omega \) and their values can naturally be interpreted as amounts of money, as in the tradition of Savage.

On the other hand, the idea of nonlinear utility in the context of sets of desirable gambles has also been considered in the recent work in [5]. There are a few differences with the work we are carrying out here, though: on the one hand, the authors consider the implications of a finite set of assessments of desirability, while we consider the implications of an arbitrary family \( \mathcal{D} \); they focus on a few examples of axiomatisations that are weaker than traditional desirability, and show that they can be formulated as a classification problem, while here we work more generally with an arbitrary closure operator \( \kappa \); and they also allow for assessments of rejection (non-desirability), which is something we do not take into account in our model.

Let us present how to analyse the consistency of a desirability assessment \( \mathcal{D} \) with respect to some fixed closure operator \( \kappa \). Traditionally, this is done by requiring that:

(i) the implications of our desirability assessments do not make us accept a gamble that can never produce an increase in our wealth; and

(ii) our set is deductively closed, in that it includes all the gambles whose desirability is implied by those in \( \mathcal{D} \).

In order to generalise these two ideas, we need first to give a proper definition of what the implications of our assessments are. This is given by what we shall call the natural extension:

**Definition 3 (Natural extension).** Given a set \( \mathcal{D} \) of desirable gambles, its natural extension with respect to a closure operator \( \kappa \) is given by \( \mathcal{E}_\kappa(\mathcal{D}) := \kappa(\mathcal{D} \cup \mathcal{L}^+) \).

The idea behind the above notion is straightforward: the natural extension is given by the closure of the set of gambles whose desirability we have already assessed. Since we can assume without loss of generality that any positive gamble must be desirable, we must also include those in our set before applying \( \kappa \).

Once we have established the notion of natural extension, we can give the expression of the requirements (i) and (ii) mentioned above in terms of a general closure operator \( \kappa \):

**Definition 4 (Avoiding partial and sure loss for gambles).** A set \( \mathcal{D} \) of desirable gambles is said to avoid partial loss if and only if \( \mathcal{L}^- \cap \mathcal{E}_\kappa(\mathcal{D}) = \emptyset \). It is said to avoid sure loss if and only if \( \mathcal{L}_- \cap \mathcal{E}_\kappa(\mathcal{D}) = \emptyset \).

The difference between the two notions lies in which gambles are considered to be undesirable: in the case of avoiding partial loss, we exclude all those gambles \( f \) that can never give us a positive utility, no matter the outcome of the experiment; while in the weaker notion of avoiding sure loss we only exclude the gambles that make us always lose some

\[ \text{1The difference is that the axiomatisation of 2-coherence in terms of desirability requires in addition that the sum of two desirable gambles must have a positive supremum.} \]
positive amount of utiles. This means for instance that a set of gambles that includes the zero gamble may avoid sure loss but it will never avoid partial loss.

Requirement (ii) leads to the general notion of coherence:

**Definition 5 (Coherence relative to a set of gambles).** Say that \( D \) is coherent relative to a superset \( Q \subseteq L \) if and only if \( D \) avoids partial loss and \( Q \cap \mathcal{E}_\kappa(D) \subseteq D \) (and hence \( Q \cap \mathcal{E}_\kappa(D) = D \)).

The reason why we are considering in the definition above coherence with respect to some set of gambles is that we shall later apply this notion after making operations of marginalisation or conditioning, which will restrict our framework to proper subsets of \( L \). In the particular case where \( Q = L \), we shall simply say that \( D \) is coherent, and the condition can be characterised in the following manner:

**Proposition 1.** \( D \) is coherent if and only if it satisfies the following conditions:

- K1. \( L^+ \subseteq D \) [Accepting Partial Gains];
- K2. \( L^- \cap D = \emptyset \) [Avoiding Partial Loss];
- K3. \( \kappa(D) = D \) [Deductive Closure].

**Proof.** Def. 5 with \( Q := L \) implies that \( D \) is coherent if and only if \( \kappa(D \cup L^+) = D \) and \( D \cap L^- = \emptyset \). Let us prove that this is equivalent to conditions K1–K3.

Assume that \( D \) is coherent. Applying C1 and C2, we deduce that

\[
L^+ \subseteq \kappa(L^+) \subseteq \kappa(L^+ \cup D) = D,
\]

whence K1 holds. This implies that \( \kappa(D) = \kappa(D \cup L^+) = D \), whence K3 also holds. Finally, K2 follows by definition.

Conversely, if \( D \) satisfies K1–K3 then

\[
\mathcal{E}_\kappa(D) = \kappa(D \cup L^+) = \kappa(D) = D,
\]

using K1 and K3 for the second and third equalities, respectively. Moreover, by K2, \( L^- \cap \mathcal{E}_\kappa(D) = L^- \cap D = \emptyset \), whence \( D \) also avoids partial loss. From this we conclude that \( D \) is coherent. \( \square \)

**Example 3.** Let us consider again the closure operator \( \kappa \) from Example 1, that is associated with an invertible utility function \( u \). If we now consider a linear prevision (that is, the expectation operator with respect to a finitely additive probability) \( P \) on \( \Omega \) and the set of gambles

\[
D := L^+ \cup \{ f : P(u(f)) > 0 \},
\]

it holds that \( \kappa(D) = D \) and that \( D \cap L^- = \emptyset \). In other words, \( D \) is \( \kappa \)-coherent. Moreover, it is easy to see that

\[
\kappa(D) = u^{-1}(\kappa_1(u(D)));
\]

showing even more clearly that linear utility can be recovered as a special case.

If we compare axioms K1–K3 with axioms D1–D4, which characterise Williams-coherence, we can see more clearly that the closure operator takes the role of axioms D3 (additivity) and D4 (positive homogeneity). The natural extension by a closure operator \( \kappa \) plays a similar role as in traditional desirability theory:

**Proposition 2.** Consider a closure operator \( \kappa \), and let \( D \) be a set of gambles. Then \( D \) avoids partial loss if and only if it has a coherent superset. In that case, \( \mathcal{E}_\kappa(D) \) is the smallest coherent superset of \( D \).

**Proof.** First of all, note that

\[
\kappa(\mathcal{E}_\kappa(D)) = \kappa(D \cup L^+) = \kappa(D) = \mathcal{E}_\kappa(D),
\]
using C3 for the second equality. By C1, \( \mathcal{L}^+ \subseteq \kappa(\mathcal{D} \cup \mathcal{L}^+) = \mathcal{E}_\kappa(\mathcal{D}) \). Therefore, \( \mathcal{E}_\kappa(\mathcal{D}) \) is coherent if and only if it avoids partial loss, which by definition is equivalent to \( \mathcal{D} \) avoiding partial loss. This shows that if \( \mathcal{D} \) avoids partial loss then it has a coherent superset.

Conversely, for any coherent superset \( \mathcal{D}' \) of \( \mathcal{D} \) it holds that

\[
\mathcal{D} \cup \mathcal{L}^+ \subseteq \mathcal{D}' \Rightarrow \kappa(\mathcal{D} \cup \mathcal{L}^+) \subseteq \kappa(\mathcal{D}') = \mathcal{D}',
\]

whence \( \mathcal{E}_\kappa(\mathcal{D}) \subseteq \mathcal{D}' \). This implies that \( \mathcal{E}_\kappa(\mathcal{D}) \cap \mathcal{L}_0^- = \mathcal{D}' \cap \mathcal{L}_0^- = \emptyset \), whence \( \mathcal{E}_\kappa(\mathcal{D}) \) avoids partial loss and as a consequence \( \mathcal{D} \) avoids partial loss.

We conclude from the proof above that (a) if \( \mathcal{D} \) avoids partial loss then \( \mathcal{E}_\kappa(\mathcal{D}) \) is a coherent superset; and (b) \( \mathcal{E}_\kappa(\mathcal{D}) \) is included in any other coherent superset of \( \mathcal{D} \), and as a consequence it is the smallest one. \( \square \)

Given a closure operator \( \kappa \) we shall denote by \( \Lambda_\kappa \) the family of \( \kappa \)-coherent sets of gambles, i.e., those sets that are deductively closed with respect to \( \mathcal{E}_\kappa \). This leads to the following definition:

**Definition 6 (Equivalence of closure operators).** Two operators \( \kappa, \kappa' \) are called equivalent if and only if \( \Lambda_\kappa = \Lambda_{\kappa'} \); we say that \( \kappa \) implies \( \kappa' \) if and only if \( \Lambda_\kappa \subseteq \Lambda_{\kappa'} \), i.e., if and only if any set of gambles that is \( \kappa \)-coherent is also \( \kappa' \)-coherent.

It is immediate to prove that the above condition determines an equivalence relation on the family of closure operators; we next show that it is not trivial, in the sense that two different closure operators \( \kappa, \kappa' \) may be equivalent:

**Example 4.** Consider \( f \in \mathcal{L}_< \) and let us define the closure operators \( \kappa \) and \( \kappa' \) by:

\[
\kappa(\mathcal{D}) := \begin{cases}
\mathcal{L}^+ & \text{if } \mathcal{D} \subseteq \mathcal{L}^+ \\
\mathcal{L} & \text{otherwise}
\end{cases}
\]

and

\[
\kappa'(\mathcal{D}) := \begin{cases}
\mathcal{L}^+ & \text{if } \mathcal{D} \subseteq \mathcal{L}^+ \\
\kappa(\mathcal{D} \cup \{f\}) & \text{otherwise.}
\end{cases}
\]

Then \( \Lambda_\kappa = \Lambda_{\kappa'} = \{\mathcal{L}^+\} \), so they are equivalent; however, \( \kappa(\{f\}) = \mathcal{L} \neq \kappa'(\{f\}) = \{g \geq f\} \).

If we go back to the closure operators in Ex. 2, it is easy to prove that \( \Lambda_{\kappa_1} \subseteq \Lambda_{\kappa_2} \cap \Lambda_{\kappa_3} \) and that \( \Lambda_{\kappa_2} \cup \Lambda_{\kappa_3} \subseteq \Lambda_{\kappa_4} \). Let us show that there is no additional inclusion relationship, and, as a consequence, that no two of these closure operators are equivalent:

**Example 5.** Consider a binary space \( \Omega \), and the following sets of desirable gambles:

- \( \mathcal{D}_1 := \mathcal{L}^+ \cup \{f \geq (-n, n) \text{ for some } n \in \mathbb{N}\} \). Then \( \mathcal{D}_1 \) is \( \kappa_1 \)- and \( \kappa_2 \)-coherent, but neither \( \kappa_1 \)- nor \( \kappa_3 \)-coherent. Thus, \( \Lambda_{\kappa_1} \nsubseteq \Lambda_{\kappa_2} \), \( \Lambda_{\kappa_1} \nsubseteq \Lambda_{\kappa_3} \) and \( \Lambda_{\kappa_2} \nsubseteq \Lambda_{\kappa_3} \).

- \( \mathcal{D}_2 := \{f \geq (\lambda, -\lambda) \text{ for some } \lambda \neq 0\} \). Then \( \mathcal{D}_2 \) is \( \kappa_3 \)- and \( \kappa_4 \)-coherent, but neither \( \kappa_1 \)- nor \( \kappa_2 \)-coherent. Thus, \( \Lambda_{\kappa_1} \nsubseteq \Lambda_{\kappa_3} \), \( \Lambda_{\kappa_2} \nsubseteq \Lambda_{\kappa_4} \) and \( \Lambda_{\kappa_3} \nsubseteq \Lambda_{\kappa_4} \).

These implications are summarised in Fig. 1.

![Figure 1: Implications between the examples of closure operators.](image-url)
We shall denote by $K$ (namely, combination and extraction) needed to coherently aggregate different pieces of information and to do logical inference. The notion of ‘information order’ relates instead to abstract the essential properties of a belief system, and the operations

\[ \text{Information algebras} \]

work embeds traditional desirability into Kohlas’ formalism of information algebras [22].

Remark 2. The present work has a natural relation with Casanova et al.’s work [6]. Such a work embeds traditional desirability into Kohlas’ formalism of information algebras [22]. Information algebras abstract the essential properties of a belief system, and the operations (namely, combination and extraction) needed to coherently aggregate different pieces of information and to do logical inference. The notion of ‘information order’ relates instead to the fact that $\mathbb{D}$ is a complete lattice. ◦

Any closure operator $\kappa$ determines a family $\Lambda_{\kappa}$ of $\kappa$-coherent sets. Conversely, if we consider a family $\Lambda$ of subsets of $\mathcal{L}$, we may consider under which cases there is a closure operator $\kappa \in \mathcal{K}_d$ inducing it. This is determined by the following proposition:

Proposition 4. Consider a family $\Lambda$ of subsets of $\mathcal{L}$, and let us define the operator

\[ \kappa(D) \in \lambda \in \mathcal{L} \]

where

\[ (\forall i \in I) \ D \subseteq D_i \Rightarrow D \cup L^+ \subseteq D_i \cup L^+ \Rightarrow \kappa(D \cup L^+) \subseteq \kappa(D_i \cup L^+), \]

where last implication follows by $C2$. This means that

\[ (\forall i \in I) \ Q \cap E_\kappa(D_i) \subseteq Q \cap E_\kappa(D) \Rightarrow D_i \Rightarrow Q \cap E_\kappa(D) \subseteq \Sigma_{i} \in I \ D_i = \mathbb{D}. \]

Therefore, $\mathcal{D}$ is coherent relative to $Q$. □

Definition 7 (Dominance). A set of gambles $\mathcal{D}$ is said to be closed under dominance when $\mathcal{D} = \{ g \geq f : f \in \mathcal{D} \} = \kappa_3(\mathcal{D})$. A closure operator $\kappa$ satisfies dominance if and only if

\[ (\forall D \in \Lambda_{\kappa}) \ D \text{ is closed under dominance } [\text{Dominance}]. \]

We regard Axiom C4 as a very mild requirement once $K_1$ is accepted. Indeed, if we desire $g$ and $f \geq g$, exchanging $g$ with $f$ means adding a positive gain, which is something that we should be disposed to do even if we do not impose the additivity axiom D3 for arbitrary sums of desirable gambles. For this reason, in the remainder of this paper we shall focus only on closure operators that belong to $\mathcal{K}_d$, even if the majority of the notions and results can be extended for arbitrary elements of $\mathcal{K}$. Note that the smallest closure operator in $\mathcal{K}_d$ is $\kappa_4$.

Closure operators satisfy the following:

Proposition 3. For any set of gambles $Q \subseteq \mathcal{L}$ and for any closure operator $\kappa \in \mathcal{K}_d$, the family of $\kappa$-coherent sets of gambles relative to $Q$ is closed under arbitrary intersections.

Proof. Let $(\mathcal{D}_i)_{i \in I}$ be a family of $\kappa$-coherent sets of gambles relative to $Q$, and let $\mathcal{D} = \bigcap_{i \in I} \mathcal{D}_i$. Then

\[ (\forall i \in I) \ D \subseteq D_i \Rightarrow D \cup L^+ \subseteq D_i \cup L^+ \Rightarrow \kappa(D \cup L^+) \subseteq \kappa(D_i \cup L^+), \]

Therefore, $\mathcal{D}$ is coherent relative to $Q$. □
Proof. We begin by showing that \( \kappa f \), be that both \( \kappa \) and \( f \) satisfy the two conditions above are equivalent \([12, \text{Prop. 2}]\). The same applies to the closure operator \( D \in K \). Let \( \Lambda \) be such that the decisive sets over \( \Lambda \) are maximal. Then the \( \kappa \)-coherent sets by means of set inclusion. The interpretation of decisiveness is instead 

\[ \kappa(D) = \cap_{D' \subseteq D} D' \subseteq \cap_{D' \subseteq D} D' = D, \]

whence \( \kappa(D) = D \). Moreover, \( L^+ \subseteq D \) and \( \cup_{D' \subseteq D} D' = D \). Thus, \( \Lambda \) must be closed under arbitrary intersections.

To see that the conditions are sufficient, note that if \( \cup_{D' \subseteq D} D' \neq \emptyset \), it follows that \( D \in \Lambda \), for any arbitrary nonempty intersection of elements from \( \Lambda \) belongs to \( \Lambda \). On the other hand, if any arbitrary nonempty intersection of elements from \( \Lambda \) belongs to \( \Lambda \), we obtain in particular that \( \kappa(D) = \Lambda \) whenever \( \{D' \in \Lambda : D \subseteq D' \} \neq \emptyset \), and as a consequence that \( \Lambda \subseteq \Lambda \) by Prop 1.

Since by (b) if any element of \( \Lambda \) is closed under dominance \( \kappa \in \mathcal{K}_d \), we deduce that the conditions are sufficient. \( \square \)

Our next goal is to determine whether any coherent set can always be obtained as the conjunction of some subfamily of coherent supersets.

2.1. Strong belief structures. In the case of linear utility, there exists a subfamily of \( \Lambda \), that represents maximally precise information, and moreover any coherent set can be obtained from the intersection of its supersets in this family, obtaining thus a ‘strong belief structure’ (resp., a ‘completely atomistic information algebra’) in de Cooman’s (resp., Kohlas’) terminology. In this section, we analyse this property for general closure operators.

As we shall show, in the more general setting we are considering in this paper we must distinguish between the notions of maximality and decisiveness.

**Definition 8 (Maximality and decisiveness).** Consider \( \kappa \in \mathcal{K}_d \). A \( \kappa \)-coherent set of gambles \( D \) is called:

- maximal if and only if it has no \( \kappa \)-coherent superset;
- decisive if and only if for every \( f \neq 0 \), exactly one of \( f \) or \( -f \) belongs to \( D \).

For a given closure operator \( \kappa \), the notion of maximality has a straightforward interpretation: it means that \( D \) is undominated in the partial order that can be established in the family of \( \kappa \)-coherent sets by means of set inclusion. The interpretation of decisiveness is instead that there is no indecision as to whether a gamble or its negation is desirable. This will more easily be understood when we analyse the properties of the lower and upper previsions associated with the set of desirable gambles \( D \) in the next section. We shall denote by \( \Lambda_\kappa \) and \( \Lambda_{\kappa'} \), the families of \( \kappa \)-maximal and \( \kappa' \)-decisive sets, respectively.

The relationship of implication between closure operators determines some inclusions between the decisive sets:

**Proposition 5.** Let \( \kappa, \kappa' \in \mathcal{K}_d \) be such that \( \kappa \) implies \( \kappa' \). Then \( \Lambda_\kappa \subseteq \Lambda_{\kappa'} \).

**Proof.** If \( D \in \Lambda_\kappa \), then for any \( f \neq 0 \), either \( f \) or \( -f \) belongs to \( D \); considering also that \( D \in \Lambda_{\kappa'} \), we conclude that \( D \in \Lambda_{\kappa'} \). \( \square \)

A few more observations are in order. First of all, in the case of linear utility scale, the two conditions above are equivalent \([12, \text{Prop. 2}]\). The same applies to the closure operator \( \kappa_2 \):

**Proposition 6.** \( \Lambda_{\kappa_2} = \Lambda_{\kappa_2} \).

**Proof.** We begin by showing that \( \Lambda_{\kappa_2} \subseteq \Lambda_{\kappa_2} \). Assume ex-absurdo the existence of \( D \in \Lambda_{\kappa_2} \setminus \Lambda_{\kappa_2} \). This means that there is some \( f \neq 0 \) such that \( f, -f \notin D \) (note that it cannot be that both \( f, -f \notin D \) because then their sum \( f - f = 0 \) would also belong to \( D \), contradicting \( \kappa_2 \)-coherence).
Let us define $\mathcal{D}_1 := \mathcal{D} \cup \{f\}$. Then by C2 $\mathcal{E}_{\kappa_2}(\mathcal{D}) = \mathcal{D} \subseteq \mathcal{E}_{\kappa_2}(\mathcal{D}_1)$. Since $\mathcal{D}$ is $\kappa_2$-maximal, this implies that $\mathcal{E}_{\kappa_2}(\mathcal{D}_1)$ cannot be coherent. Therefore, there are gambles $f_1, \ldots, f_n \in \mathcal{D}_1$ such that $\sum_{i=1}^n f_i = 0$, the equality following from $\mathcal{L}^+ \subseteq \mathcal{D}$ by coherence. At least one of these gambles must be equal to $f$, or we contradict the coherence of $\mathcal{D}$, and it cannot be all of them equal to $f$, because in that case we would have that $f = 0$, also a contradiction. Let us assume without loss of generality that $f_1 = \cdots = f_{n_1} = f$ and $f_{n_1+1}, \ldots, f_n \in \mathcal{D}$ for some $1 \leq n_1 < n$. Then we deduce that $-n_1 f = \sum_{i=n_1+1}^n f_i \in \mathcal{D}$.

A similar reasoning, starting with $\mathcal{D}_2 := \mathcal{D} \cup \{-f\}$ allows us to find $n_2 \in \mathbb{N}$ such that $n_2 f \in \mathcal{D}$. But then

$$0 = n_2(-n_1 f) + n_1(n_2 f) \in \mathcal{E}_{\kappa_2}(\mathcal{D}) = \mathcal{D},$$

a contradiction with the coherence of $\mathcal{D}$.

The inclusion $\tilde{\Lambda}_{\kappa_2} \subseteq \overline{\Lambda}_{\kappa_2}$ follows immediately from the definition of $\kappa_2$-maximality: if there was some $\mathcal{D} \in \Lambda_{\kappa_2}$ that was strictly included in some $\kappa_2$-coherent set $\mathcal{D}'$, then there should be some gamble $f \neq 0$ such that both $f$ and $-f$ belong to $\mathcal{D}'$, and as a consequence also $0 = f - f$ would belong to $\mathcal{D}'$, a contradiction. □

Note that, while $\Lambda_{\kappa_1} \neq \Lambda_{\kappa_2}$, in both cases the notions of maximality and decisiveness agree: $\overline{\Lambda}_{\kappa_1} = \overline{\Lambda}_{\kappa_2}$ and $\tilde{\Lambda}_{\kappa_1} = \tilde{\Lambda}_{\kappa_2}$. However, it does not hold that $\overline{\Lambda}_{\kappa_1} \neq \overline{\Lambda}_{\kappa_2}$: for a countexample, take a binary space $\Omega$ and a subset $A$ of the reals satisfying that:

1. $0 \notin A$;
2. $\forall x \neq 0$, exactly one of $x, -x$ belongs to $A$;
3. For any $n \in \mathbb{N}$, $x_1, \ldots, x_n \in A$, it holds that $\sum_{i=1}^n x_i \in A$;
4. $A \cap (-\infty,0) \neq \emptyset \neq A \cap (0,\infty)$.

Then the set of gambles $\mathcal{D} = \{f : f(a) + f(b) > 0 \text{ or } f(a) + f(b) = 0, f(a) \in A\}$ is $\kappa_2$-maximal but it is not $\kappa_1$-coherent.

The equivalence between maximality and decisiveness does not hold for all closure operators: for instance $\overline{\Lambda}_{\kappa_4} = \{\mathcal{L} \setminus \mathcal{L}_0^+\}$, that is not decisive, while $\tilde{\Lambda}_{\kappa_4}$ includes $\tilde{\Lambda}_{\kappa_3}$, which has more than one subset of $\mathcal{L}$. Hence, $\tilde{\Lambda}_{\kappa_4}$ does not agree with $\overline{\Lambda}_{\kappa_4}$. A similar comment applies to the closure operator $\kappa_3$.

**Definition 9 (Strong belief structure).** We say that the family $\Lambda_\kappa$ of $\kappa$-coherent sets of gambles forms a maximal (resp., decisive) strong belief structure if and only if any $\kappa$-coherent set of gambles is the intersection of its maximal (resp., decisive) supersets.

It is well-known [12, Sect. 2] that the family of $\kappa_1$-coherent sets forms a strong belief structure. This is not the case for the family of $\kappa_2$-coherent sets.

**Example 6.** Consider a binary space $\Omega$, and let $\mathcal{D} := \mathcal{E}_{\kappa_2}(\{-2, 2\})$. By construction, it is given by

$$\mathcal{D} = \mathcal{L}^+ \cup \{f \geq (-2n, 2n) : n \geq 1\}.$$  

As a consequence, given $f := (1, -1)$ it holds that neither $f$ nor $-f$ belongs to $\mathcal{D}$. Moreover, there is no coherent superset of $\mathcal{D}$, let alone a maximal one, that includes $f$: it there was, it should include $\mathcal{E}_{\kappa_2}(\mathcal{D} \cup \{f\})$, and this set incurs partial loss, since $(0,0) = (-2, 2) + 2f$. As a consequence, any $\kappa_2$-decisive superset of $\mathcal{D}$ must include $-f$ (and there is at least one such superset, $\{f : f \geq (-\lambda, \lambda) \text{ for some } \lambda > 0\}$). Therefore, the intersection of all such supersets also includes $-f$, meaning that this intersection does not coincide with $\mathcal{D}$.

With respect to $\kappa_4$ there is only one $\kappa_4$-maximal set: $\mathcal{L} \setminus \mathcal{L}_0^+$. As a consequence, the family of $\kappa_4$-coherent sets is not a maximal strong belief structure either. To see that it is not a decisive strong belief structure it suffices to note that $\mathcal{L} \setminus \mathcal{L}_0^+$ is $\kappa_4$-coherent but has no decisive superset. Similar comments apply to the closure operator $\kappa_3$.

---

2To prove that such a set exists, we refer to the discussion in https://math.stackexchange.com/questions/4595276/ we thank Arthur Van Camp for pointing this out to us.
We conclude this section by showing that there are closure operators \( \kappa \) for which no decisive coherent sets exist; simply take
\[
\kappa(D) := \begin{cases} 
L^+ & \text{if } D \subseteq L^+ \\
L & \text{otherwise.}
\end{cases}
\]

To see an example where no maximal set exists, we need to devise an example where the conditions of Zorn lemma are not satisfied. One such example is the following.

**Example 7.** Let \( \Omega \) be a binary space. For any pair of vectors \( \vec{x} \) and \( \vec{y} \), let \( \overrightarrow{\vec{x}, \vec{y}} \) denote the angle they determine, given by
\[
\overrightarrow{\vec{x}, \vec{y}} := \arccos \frac{\vec{x} \cdot \vec{y}}{|\vec{x}| \cdot |\vec{y}|}.
\]

Let us denote
\[
G := \left\{ D \subseteq (L^0)^c : (\forall \vec{x}, \vec{y} \in D) \frac{\vec{x}}{|\vec{x}|} + \frac{\vec{y}}{|\vec{y}|} \notin L^0, \sup_{\vec{x}, \vec{y} \in D} \overrightarrow{\vec{x}, \vec{y}} < 180^\circ \right\},
\]
and let us define the closure operator \( \kappa \) by:
\[
\kappa(D) := \begin{cases} 
\kappa_1(D \cup L^+) & \text{if } D \in G \\
L & \text{otherwise.}
\end{cases}
\]

It can be checked that \( \kappa \) satisfies axioms C1–C4:

- **C1.** \( D \subseteq \kappa(D) \) by construction.
- **C2.** This follows from the fact that if \( D \subseteq D' \) and \( D' \in G \), then also \( D \in G \).
- **C3.** This is a consequence of the implication \( D \in G \Rightarrow D \cup L^+ \in G \).
- **C4.** It suffices to apply that \( \kappa_1 \) satisfies C4 and \( L \) is trivially closed under dominance.

To prove that \( \Lambda_\kappa \) is empty, consider a \( \kappa \)-coherent set \( D = \kappa(D) \). Then by construction \( \sup_{\vec{x}, \vec{y} \in D} \overrightarrow{\vec{x}, \vec{y}} < 180^\circ \). Take \( \vec{x}', \vec{y}' \in D \) such that \( \overrightarrow{\vec{x}', \vec{y}'} = \sup_{\vec{x}, \vec{y} \in D} \overrightarrow{\vec{x}, \vec{y}} \), where the closure is taken in the topology of pointwise convergence. If we denote \( \vec{x}'_\varepsilon = \vec{x}' - \varepsilon \) and \( \vec{y}'_\varepsilon = \vec{y}' - \varepsilon \) for \( \varepsilon > 0 \), it follows that there is some \( \varepsilon > 0 \) such that \( \overrightarrow{\vec{x}'_\varepsilon, \vec{y}'_\varepsilon} < 180^\circ \), and as a consequence \( D \) is strictly included in the set \( \kappa_1(D \cup \{ \vec{x}'_\varepsilon, \vec{y}'_\varepsilon \}) \), that is \( \kappa \)-coherent by construction.

### 2.2. Conditioning and marginalisation.

Two important operations that can be performed on a \( \kappa \)-coherent set of gambles are those of conditioning and marginalisation.

**Definition 10 (Marginalisation).** Consider \( D \in \Lambda_\kappa \), and let \( \mathcal{B} \) a partition of \( \Omega \); the \( \mathcal{B} \)-marginal of \( D \) is given by its intersection with the family \( L_B \) of \( B \)-measurable gambles:
\[
D_B := D \cap L_B.
\]

It is also immediate that the marginal set of a \( \kappa \)-coherent set of gambles \( D \) is \( \kappa \)-coherent relative to \( L_B \), since
\[
L_B \cap \kappa(D_B \cup L^+) \subseteq L_B \cap \kappa(D \cup L^+) = L_B \cap D = D_B,
\]
where the inclusion follows by C2 and the one but last equality follows from the coherence of \( D \).

Conditioning may be used to represent gambles that are called off if an event \( B \) turns out to be false. This implies that the desirability of a gamble \( f \) should only depend on its values on \( B \), and therefore we may assume without loss of generality that the gamble is equal to 0 outside \( B \); our wealth shall not change in those (non-admissible) cases. This leads to the following notion:
We get that whenever we understand ‘updating’ as the automatic computation of future sets of desirable gambles, we have rather argued in favor of imposing the following condition:

\[ D|B := D \cap L|B = \{ f \in D : f = Bf \}. \]

The conditional set derived from a \( \kappa \)-coherent set \( D \) is \( \kappa \)-coherent relative to \( L|B \): it suffices to observe that

\[ L|B \cap \kappa(D|B \cup L^+) \subseteq L|B \cap \kappa(D \cup L^+) = L|B \cap D = D|B, \]

where the inclusion follows by C2 and the one but last equality from the coherence of \( D \).

Conditional sets of gambles are most often used in combination with a partition \( B \) of \( \Omega \). In that case, the conditional information along the elements of the partition can be aggregated in a single set of gambles on \( \Omega \) as follows:

\[ D|B := \{ f \in L(\Omega) : (\forall B) Bf \in D \cup \{0\} \} \setminus \{0\}. \quad (2) \]

However this set of gambles is not automatically \( \kappa \)-coherent as the following example shows.

Example 8. Take \( \Omega := \{\omega_1, \omega_2, \omega_3, \omega_4\} \) and the closure operator given by:

\[ \kappa(D) := \begin{cases} \kappa_d(D) & \text{if } (\forall f \in D) \{ \omega \in \Omega : f(\omega) < 0 \} \leq 1 \\ L & \text{otherwise.} \end{cases} \]

It is not difficult to prove that \( \kappa \) satisfies axioms C1–C4, i.e., that it belongs to \( K_d \).

Now, let \( B := \{B, B^c\} \), with \( B := \{\omega_1, \omega_2\} \), and

\[ D|B := \{ f \in L : f(\omega_2) > 0, f(\omega_3) = f(\omega_4) = 0 \}, \]
\[ D|B^c := \{ f \in L : f(\omega_3) > 0, f(\omega_1) = f(\omega_2) = 0 \}, \]
\[ D := D|B \cup D|B^c \cup L^+ \]

We get that \( \kappa(D \cup L^+) = D \) and \( D \cap L^+ = \emptyset \), so this set is \( \kappa \)-coherent. However, by Eq. (2), \( D|B \) contains the gamble \((-1, 1, -1, 1)\), so \( \kappa(D|B) = L \) and \( D|B \) incurs partial loss.

The example above motivates the question of whether or not we should consider rational a set, such as \( D \), which leads to a conditional set \( D|B \) that incurs partial loss. We have argued at length in some previous work (see [47, Sect. 6.4], [49, Sect. 6], and in particular [50, Sect. 8]) that this should not be considered rational as long as, loosely speaking, one uses conditioning to automatically compute future beliefs and values from \( D \). In that case, we have rather argued in favor of imposing the following condition:

Definition 12 (Conglomerability). A \( \kappa \)-coherent set of desirable gambles \( D \subseteq L(\Omega) \) is said to be conglomerable with respect to a partition \( B \) of \( \Omega \) if and only if

\[ D|B \subseteq D. \]

Note that conglomerability, with \( D \) being coherent, implies that \( D|B \) avoids partial loss.

The question of conglomerability was raised long ago by de Finetti [13] for traditional probability (\( \kappa_1 \)) in the case of infinite partitions \( B \), given that conglomerability automatically holds in the finite case due to additivity (D3).

Ex. 8 gives a new twist to the question, as it shows that conglomerability is an issue even for finite partitions in the case of nonlinear closure operators. We regard this as further evidence that conglomerability should be imposed as an additional axiom on desirability whenever we understand ‘updating’ as the automatic computation of future sets of desirable gambles.
2.3. Marginal extension. Marginal and conditional information are often assessed separately and only later they are combined into an overall set of desirable gambles \( \mathcal{D} \). That is, we assess a marginal set of \( \mathcal{B} \)-measurable gambles \( \mathcal{D}_\mathcal{B} \) that is \( \kappa \)-coherent with respect to \( \mathcal{L}_\mathcal{B} \), and for each \( B \in \mathcal{B} \) we assess a \( \kappa \)-coherent conditional set of gambles \( \mathcal{D}|B \) relative to \( \mathcal{L}|B \); using Eq. (2), we gather these in the set \( \mathcal{D}|B \). The natural extension of \( \mathcal{D}_\mathcal{B} \) and \( \mathcal{D}|B \) is called their ‘marginal extension’ and it extends all those assessments jointly:

**Definition 13 (Marginal extension).** The marginal extension of \( \mathcal{D}_\mathcal{B}, \mathcal{D}|B \) is given by

\[
\mathcal{E}_\kappa(\mathcal{D}_\mathcal{B} \cup \mathcal{D}|B).
\]

The procedure of marginal extension generalises the law of total probability, and can serve as a basis for the modelling of imprecise stochastic processes [11, 26]. For instance, when we consider two variables \( X_1, X_2 \) that are observed in succession, we initially provide our assessment about \( X_1 \) and then about \( X_2 \) given the value of \( X_1 \). In such a case, we would be in the situation above, with the partition \( B \) being the set of possible values for \( X_1 \).

It can be checked that the marginal extension is not coherent in general (see for instance Ex. 8); our next proposition gives a sufficient condition for its coherence:

**Proposition 7.** Consider a partition \( B \) of \( \Omega \) and let \( \kappa \in \mathcal{K}_d \) be a closure operator satisfying that \( \kappa(\mathcal{D}) \subseteq \kappa_1(\mathcal{D}) \) for any set of gambles \( \mathcal{D} \). Let \( \mathcal{D}_\mathcal{B}, \mathcal{D}|B \) be \( \kappa \)-coherent sets of gambles relative to \( \mathcal{L}_\mathcal{B} \) and \( \mathcal{L}|B \), respectively, and let \( \mathcal{D}|B \) be defined by Eq. (2). Let \( \mathcal{D}' := \mathcal{E}_\kappa(\mathcal{D}_\mathcal{B} \cup \mathcal{D}|B) \) be their marginal extension. Then:

(a) \( \mathcal{D}' \) is \( \kappa \)-coherent.

(b) The marginal and conditional sets of gambles associated with \( \mathcal{D}' \) are \( \mathcal{D}_\mathcal{B} \) and \( \mathcal{D}|B \), respectively.

**Proof.** Let us first establish the result for the closure operator \( \kappa_1 \).

(a) In the case of \( \kappa_1, \mathcal{D}' \) is given by

\[
\mathcal{D}' = \{ f \geq g + h : g \in \mathcal{D}_\mathcal{B} \cup \{0\}, h \in \mathcal{D}|B \cup \{0\} \} \setminus \{0\}.
\]

Assume ex-absurdo that there is some gamble \( f \) in \( \mathcal{D}' \cap \mathcal{L}_\mathcal{G}_0 \). Then there are gambles \( g \in \mathcal{D}_\mathcal{B} \cup \{0\}, h \in \mathcal{D}|B \cup \{0\} \) such that \( f \geq g + h \). If \( g = 0 \), then it must be \( h \neq 0 \) and since \( \mathcal{D}|B \) is closed under dominance then \( f \in \mathcal{D}|B \); but then for any \( B \in \mathcal{B} \) such that \( B h \neq 0 \) it should be \( B h \in \mathcal{L}_\mathcal{G}_0 \), contradicting the coherence of \( \mathcal{D}|B \). On the other hand, if \( g \neq 0 \), then there must be some \( B \in \mathcal{B} \) such that \( g(B) > 0 \); but then \( h \) restricted to \( B \) must be less than zero, a contradiction with the coherence of \( \mathcal{D}|B \).

(b) Consider a gamble \( f \in \mathcal{D}' \), and let \( g \in \mathcal{D}_\mathcal{B} \cup \{0\}, h \in \mathcal{D}|B \cup \{0\} \) be such that \( f \geq g + h \). If \( f \in \mathcal{L}_\mathcal{G}_0 \), then the gamble \( h' \) given by

\[
(h' \omega) := \sup_{\omega' \in B} h(\omega')
\]

satisfies that \( h' \geq h \), whence \( h' \in \mathcal{D}|B \), and also \( f \geq g + h' \). But the coherence of \( \mathcal{D}|B \) for every \( B \in \mathcal{B} \) implies that \( h' \) must be non-negative, whence \( f \geq g \in \mathcal{D}_\mathcal{B} \cup \{0\} \). Given that \( f \neq 0 \) because it belongs to the coherent set \( \mathcal{D}' \), we conclude that \( f \in \mathcal{D}_\mathcal{B} \).

On the other hand, if \( f = B f \), then \( f \geq g(B) + B h \). It must be \( g(B) \geq 0 \), since otherwise there would be some \( B' \neq B \) such that \( g(B') > 0 \), whence \( h \) restricted to \( B' \) would be less than zero, a contradiction. From this we deduce that \( f \geq B h \) and as a consequence \( f \in \mathcal{D}|B \).

If we now consider another operator \( \kappa \) such that \( \kappa(\mathcal{D}) \subseteq \kappa_1(\mathcal{D}) \) for all \( \mathcal{D} \), it holds that

\[
\mathcal{E}_\kappa(\mathcal{D}_\mathcal{B} \cup \mathcal{D}|B) \cap \mathcal{L}_\mathcal{G}_0 \subseteq \mathcal{E}_\kappa(\mathcal{D}_\mathcal{B} \cup \mathcal{D}|B) \cap \mathcal{L}_\mathcal{G}_0 = \emptyset,
\]

whence \( \mathcal{E}_\kappa(\mathcal{D}_\mathcal{B} \cup \mathcal{D}|B) \) is coherent. Moreover,

\[
\mathcal{D}_\mathcal{B} \subseteq \mathcal{E}_\kappa(\mathcal{D}_\mathcal{B} \cup \mathcal{D}|B) \cap \mathcal{L}_\mathcal{B} \subseteq \mathcal{E}_\kappa(\mathcal{D}_\mathcal{B} \cup \mathcal{D}|B) \cap \mathcal{L}_\mathcal{B} = \mathcal{D}_\mathcal{B}
\]
and
\[ D|B \subseteq \mathcal{E}_\kappa(D_B \cup D|B) \cap \mathcal{L}|B \subseteq \mathcal{E}_\kappa(\mathcal{D}_B \cup \mathcal{D}|B) \cap \mathcal{L}|B = D|B \]
for any \( B \in \mathcal{B} \), whence the marginal and conditional sets of gambles it induces are \( \mathcal{D}_B \) and \( \mathcal{D}|B \), respectively. \( \square \)

In particular, the result applies to the closure operators \( \kappa_2, \kappa_3, \kappa_4 \).

3. LOWER PREVISIONS

A lower prevision is a real-valued functional \( P \) defined on a set of gambles. In Williams-Walley’s theory, it can be given a behavioural interpretation, so that \( P(f) \) is understood as the supremum acceptable buying price for the gamble \( f \). Since buying \( f \) for the price \( \mu \) means that our wealth changes by \( f - \mu \), the interpretation is that this should be an acceptable transaction for our subject. This leads to the following definition:

**Definition 14 (Lower prevision induced by \( \mathcal{D} \)).** Given \( \kappa \in \mathcal{K}_d \) and \( \mathcal{D} \in \Lambda_\kappa \), the associated lower prevision \( \lambda_{\mathcal{D}}: \mathcal{L} \to \mathbb{R} \) is given by:

\[
\lambda_{\mathcal{D}}(f) := \sup\{ \mu : f - \mu \in \mathcal{D} \}.
\] (3)

In general, sets of desirable gambles are more informative than lower previsions, in that the correspondence between \( \kappa \)-coherent sets and lower previsions is many-to-one: two different \( \kappa \)-coherent \( \mathcal{D}_1 \neq \mathcal{D}_2 \) can induce the same lower prevision via Eq. (3). This holds for instance with the linear utility scale (\( \kappa_1 \)), and this extra layer of information makes sets of desirable gambles useful in order to deal with the problem of sets of lower probability zero \([8, 9, 12, 27]\).

Given a \( \kappa_1 \)-coherent set of desirable gambles \( \mathcal{D} \), the lower prevision it induces satisfies the following axioms for any \( f, g \in \mathcal{L} \) and any \( \lambda > 0 \):

P1. \( \lambda_{\mathcal{D}}(f) \geq \inf f \);

P2. \( \lambda_{\mathcal{D}}(f + g) \geq \lambda_{\mathcal{D}}(f) + \lambda_{\mathcal{D}}(g) \);

P3. \( \lambda_{\mathcal{D}}(\lambda f) = \lambda \lambda_{\mathcal{D}}(f) \).

In fact, in Walley’s theory a lower prevision satisfying axioms P1–P3 is simply called coherent.

Let us consider an arbitrary closure operator \( \kappa \) and a \( \kappa \)-coherent set of gambles \( \mathcal{D} \), and let \( \lambda_{\mathcal{D}} \) be the lower prevision it induces by means of Eq. (3). Since by \( K_1 \) and \( K_2 \) any \( \kappa \)-coherent set of gambles includes \( \mathcal{L}^+ \) and excludes \( \mathcal{L}^- \), axiom P1 is always satisfied, and we also have \( \lambda_{\mathcal{D}}(f) \leq \sup f \) for any gamble \( f \). As a consequence, it is \( \lambda_{\mathcal{D}}(\mu) = \mu \) for any real number \( \mu \). In addition, the lower prevision \( \lambda_{\mathcal{D}} \) also satisfies the following property:

**Definition 15 (Constant additivity).** Functional \( \lambda: \mathcal{L} \to \mathbb{R} \) is said to be constant additive if and only if

\[
(\forall f \in \mathcal{L}, \mu \in \mathbb{R}) \lambda(f + \mu) = \lambda(f) + \mu.
\] (4)

It is easy to prove that axioms P2, P3 do not hold in general:

**Example 9.** Let \( \Omega \) be a binary space. Consider the gambles \( f := (-1, 1), g := (1, -2) \) and the closure operator \( \kappa_3 \). Consider the set

\[
\mathcal{D} := \mathcal{E}_{\kappa_3}((f, g)) = \mathcal{L}^+ \cup \{ h : (\exists \lambda > 0) \ h \geq \lambda f \text{ or } h \geq \lambda g \};
\]

if we consider \( h_1 := (-2, 3) \) and \( h_2 := (3, -2) \), we obtain

\[
\begin{align*}
\sup\{ \mu : h_1 - \mu \in \mathcal{E}_{\kappa_3}((f, g)) \} &= 1/2 \\
\sup\{ \mu : h_2 - \mu \in \mathcal{E}_{\kappa_3}((f, g)) \} &= 4/3 \\
\sup\{ \mu : h_1 + h_2 - \mu \in \mathcal{E}_{\kappa_3}((f, g)) \} &= 1,
\end{align*}
\]

meaning that the lower prevision \( \lambda_{\mathcal{D}} \) defined from \( \mathcal{D} \) by Eq. (3) does not satisfy P2.
On the other hand, if we apply Eq. (3) on $E_{\kappa_3}(\{f\})$ we obtain
\[
\sup\{\mu : f - \mu \in E_{\kappa_3}(\{f\})\} = 0
\]
\[
\sup\{\mu : 2f - \mu \in E_{\kappa_3}(\{f\})\} = -1,
\]
meaning that P3 does not hold.

This is not surprising, since conditions P1–P3 are a consequence of the coherence conditions encompassed by the closure operator $\kappa_1$: P1 means that a gamble that does not make us lose utiles should always be desirable; P2 means that if two transactions are desirable, we should be disposed to desire the combined transaction; and P3 implies that the set of desirable gambles should be a cone, so $f$ is desirable if and only if $\lambda f$ is desirable, for any positive $\lambda$. These observations lead us to the following conclusions (see [27, Thm. 6]):

- If any coherent set is closed under finite additions (so in particular for $\kappa_2$-coherent sets), then the lower prevision it induces satisfies P2.
- If any coherent set is closed under positive homogeneity (so in particular for $\kappa_3$-coherent sets), then P3 holds.
- Since we are focusing on closure operators $\kappa \in \mathcal{K}_d$, it follows from C4 that $P$ is monotone.

Monotonicity of $P$ appears to be a minimal requirement if we want to interpret the lower prevision of a gamble $f$ as its supremum acceptable buying price; indeed, if a gamble $f$ dominates another gamble $g$ it seems hard to escape that we should be disposed to pay at least as much for $f$ as for $g$, given also that the difference $f - g$ belongs to the set of desirable gambles $\mathcal{L}^+$.

The upper prevision associated with $\mathcal{D}$ is given by
\[
\overline{P}_\mathcal{D}(f) := \inf\{\mu : \mu - f \in \mathcal{D}\},
\]
and it can be interpreted as the infimum acceptable selling price for $f$. The upper and lower previsions associated with the same set of gambles are conjugate: it holds that $\overline{P}_\mathcal{D}(f) = -\underline{P}_\mathcal{D}(-f)$ for any gamble $f$. Moreover, since any coherent set of gambles $\mathcal{D}$ is closed under dominance, for any gamble $f$ it holds that:

- The set $B_f := \{\mu : \mu - f \in \mathcal{D}\}$ of acceptable buying prices is a lower set: $\mu \in B_f$ implies that $\mu' \in B_f$ for every $\mu' < \mu$.
- The set $S_f := \{\mu : f - \mu \in \mathcal{D}\}$ of acceptable selling prices for $f$ is an upper set: $\mu \in S_f$ implies that $\mu' \in S_f$ for every $\mu' > \mu$.

If we want to interpret $\underline{P}_\mathcal{D}(f)$ and $\overline{P}_\mathcal{D}(f)$ as the supremum acceptable buying price and infimum acceptable selling price for $f$, it makes sense that $\underline{P}_\mathcal{D}(f) \leq \overline{P}_\mathcal{D}(f)$: indeed, if it was $\overline{P}_\mathcal{D}(f) < \underline{P}_\mathcal{D}(f)$ then for any $0 < \varepsilon < \underline{P}_\mathcal{D}(f) - \overline{P}_\mathcal{D}(f)$ we should be disposed to buy the gamble $f$ for the price $\underline{P}_\mathcal{D}(f) - \frac{\varepsilon}{2}$ and sell it for $\overline{P}_\mathcal{D}(f) + \frac{\varepsilon}{2}$, but the combination of these two transactions makes us subject to a sure loss.

The inequality between the lower and the upper previsions induced by a set of gambles is characterised in the following proposition:

**Proposition 8.** Consider $\kappa \in \mathcal{K}_d$, $\mathcal{D} \in \Lambda_\kappa$, and let $\underline{P}_\mathcal{D}, \overline{P}_\mathcal{D}$ be the lower and upper previsions it induces by means of Eqs. (3) and (5). Then
\[
(\forall f \in \mathcal{L}) \quad \underline{P}_\mathcal{D}(f) \leq \overline{P}_\mathcal{D}(f) \iff (\exists g_1, g_2 \in \mathcal{D}, \varepsilon > 0) g_1 + g_2 = -\varepsilon.
\]

**Proof.** For the direct implication, assume the existence of such $g_1, g_2$. Then $g_2 \in \mathcal{D}$ implies that $\underline{P}_\mathcal{D}(g_2) \geq 0$; while $g_1 = -\varepsilon - g_2 \in \mathcal{D}$ implies that $\overline{P}_\mathcal{D}(g_2) \leq -\varepsilon < 0 \leq \underline{P}_\mathcal{D}(g_2)$, a contradiction.

To prove the converse, consider a gamble $f$ such that $\underline{P}_\mathcal{D}(f) > \overline{P}_\mathcal{D}(f)$. Then given $\varepsilon := \frac{\underline{P}_\mathcal{D}(f) - \overline{P}_\mathcal{D}(f)}{4} > 0$, it holds that $f - \underline{P}_\mathcal{D}(f) + \varepsilon \in \mathcal{D}$, $\overline{P}_\mathcal{D}(f) + \varepsilon - f \in \mathcal{D}$ and their sum is $-2\varepsilon$, a contradiction. \qed
In the remainder of this section, we shall consider only \( \kappa \)-coherent sets of desirable gambles satisfying Eq. (6). These include in particular those sets \( \mathcal{D} \) such that

\[
0 \neq f \in \mathcal{D} \Rightarrow -f \notin \mathcal{D};
\]

to prove that Eq. (7) implies the condition in Eq. (6), observe that if there were \( g_1, g_2 \in \mathcal{D} \) such that \( g_1 + g_2 = -\varepsilon \) for some \( \varepsilon > 0 \), then \( -g_1 = g_2 + \varepsilon \geq g_2 \in \mathcal{D} \), using that any coherent set of gambles is closed under dominance, and this contradicts Eq. (7). In particular, any \( \kappa \)-decisive set satisfies Eq. (7).

3.1. Precise previsions. In the traditional case of desirability, under posii, lower previsions are called precise when the lower and upper previsions coincide. Precise previsions are essentially expectations, and they are linear, as it is well known. For this reason, ‘precise prevision’ and ‘linear prevision’ are typically used interchangeably. We shall see that linearity and precision get decoupled in the case of nonlinear desirability: precise previsions are nonlinear in general:

\[
\text{Proposition 9. Let } \mathcal{D} \text{ be a } \kappa \text{-coherent set of gambles satisfying condition (6), and let } \underline{P}_\mathcal{D}, \overline{P}_\mathcal{D} \text{ be the lower and upper previsions it induces by means of Eqs. (3), (5). Then}
\]

\[
(\forall f \in \mathcal{L}) \quad \underline{P}_\mathcal{D}(f) = \overline{P}_\mathcal{D}(f) \iff (\forall \varepsilon > 0) \quad \varepsilon - f \in \mathcal{D}.
\]

\textbf{Proof.} We begin with the direct implication. Consider a gamble \( f \) such that \( f \notin \mathcal{D} \). Then \( \underline{P}_\mathcal{D}(f) \leq 0 \); since \( \underline{P}_\mathcal{D}(f) = \overline{P}_\mathcal{D}(f) \), we deduce from (5) that for every \( \varepsilon > 0 \) it must be \( \varepsilon - f \in \mathcal{D} \).

With respect to the converse implication, note that if \( \underline{P}_\mathcal{D}(f) < \overline{P}_\mathcal{D}(f) \), then given \( 0 < \varepsilon < \overline{P}_\mathcal{D}(f) - \underline{P}_\mathcal{D}(f) \), it holds that \( f - \underline{P}_\mathcal{D}(f) - \frac{\varepsilon}{2} \notin \mathcal{D} \) and \( \overline{P}_\mathcal{D}(f) - \frac{\varepsilon}{2} - f \notin \mathcal{D} \); the latter gamble dominates \( \frac{\varepsilon}{2} + \underline{P}_\mathcal{D}(f) - f \), which as a consequence does not belong to \( \mathcal{D} \) either. But then we have found a gamble \( g := f - \underline{P}_\mathcal{D}(f) - \frac{\varepsilon}{2} \) such that neither \( g \) and nor \( \delta - g \) belongs to \( \mathcal{D} \) for \( 0 < \delta < \frac{\varepsilon}{4} \). This a contradiction. \( \square \)

Let us show that precise previsions are nonlinear in general:

\textbf{Example 10.} Consider \( \Omega := \{\omega_1, \omega_2\} \) and the set of gambles \( \mathcal{D} := \mathcal{L}^+ \cup \{f : f(\omega_1) < 0, f(\omega_2) > 1\} \cup \{f : f(\omega_1) > 0, f(\omega_2) > -1\} \). Fig. 2 displays the set.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2.png}
\caption{Set of desirable gambles \( \mathcal{D} \).}
\end{figure}

This set is \( \kappa \)-coherent, because any of the three sets that build it is closed under dominance. Let \( \underline{P}_\mathcal{D}, \overline{P}_\mathcal{D} \) be the lower and upper previsions it induces, and let us prove that \( \underline{P}_\mathcal{D} = \overline{P}_\mathcal{D} \).

On the one hand, by construction it is not possible to find a gamble \( f \) such that \( f, -f \in \mathcal{D} \); indeed, if \( f \in \mathcal{D} \), then one of the following cases must hold:

- \( \text{If } f \in \mathcal{L}^+, \text{ then } -f \in \mathcal{L}_{\leq}^+ \text{ and as a consequence it does not belong to } \mathcal{D} \).
• If \( f(\omega_1) < 0 \) and \( f(\omega_2) > 1 \), then \(-f(\omega_1) > 0\) and \(-f(\omega_2) < -1\), meaning that \(-f \notin \mathcal{D}\).

• Finally, if \( f(\omega_1) > 0 \) and \( f(\omega_2) > -1\), a similar reasoning shows that \(-f \notin \mathcal{D}\).

We see then that \( \mathcal{D} \) satisfies (7), whence by Prop. 8 \( P_D \leq \overline{P} \).

Next, if \( f \notin \mathcal{D}, \) then either:

- \( f \in \mathcal{L}^+_0, \) whence \(-f \) belongs to \( \mathcal{L}^+ \cup \{0\} \) and therefore \( \varepsilon - f \) belongs to \( \mathcal{D} \) for all positive \( \varepsilon \):

- \( f(\omega_1) < 0 < f(\omega_2) \) and \( f(\omega_2) \leq 1 \), whence \(-f(\omega_2) \geq -1\) and therefore \( \varepsilon - f(\omega_2) > -1\), implying that \( \varepsilon - f \in \mathcal{D} \) for all \( \varepsilon > 0 \).

- \( f(\omega_1) > 0 > f(\omega_2) \) and \( f(\omega_2) \leq -1 \), with a similar reasoning we conclude that \( \varepsilon - f \in \mathcal{D} \) for all \( \varepsilon > 0 \).

Applying Prop. 9, we deduce that \( P_{\mathcal{D}}(\omega) = \overline{P}_{\mathcal{D}}(\omega) \).

However, if we denote by \( P := P_{\mathcal{D}} = \overline{P}_{\mathcal{D}} \), this prevision is not linear: we have for instance that \( P(-2, 1) = 0 \) while \( P(-1, 0.5) = -0.5 \).

Remember that in the case of linear utility scale \((\kappa_1)\), maximality and decisiveness of a set of desirable gambles are equivalent notions. Because of this reason, a \( \kappa_1 \)-maximal set of gambles always induces a precise prevision, and conversely for any precise prevision it is always possible to determine a \( \kappa_1 \)-maximal set of gambles that induces it.

In the case of arbitrary closure operators, the equivalence of maximality and decisiveness breaks down, and only the latter notion relates to precision. Consequently, given a maximal set of gambles \( \mathcal{D} \) and the lower and upper previsions \( P, \overline{P} \) it induces by means of Eqs. (3) and (5), it need not hold that \( P = \overline{P} \). To prove this, it suffices to notice that for \( \kappa = \kappa_4 \) or \( \kappa = \kappa_3 \) the only maximal set is \( \mathcal{D} = \mathcal{L} \setminus \mathcal{L}^+_0 \), which induces \( P(f) = \sup f \) and \( \overline{P}(f) = \inf f \) for any gamble \( f \). On the other hand, it follows from Prop. 9 that for any \( \kappa \)-decisive set the lower and upper previsions it induces coincide.

3.2. Sets of desirable gambles associated with a lower prevision. As we said, sets of desirable gambles constitute a more informative model than lower previsions, in the sense that two different coherent sets \( \mathcal{D}_1, \mathcal{D}_2 \) may induce the same \( P \) by means of Eq. (3). It can be checked that the sets \( \mathcal{D} \) that induce a given \( P \) by means of (3) are the \( \kappa \)-coherent sets satisfying

\[
\mathcal{L}^+ \cup \{ f : P(f) > 0 \} \subseteq \mathcal{D} \subseteq \{ f : P(f) \geq 0 \}.
\]

The upper bound in the above chain of inclusions is not a \( \kappa \)-coherent set, because it incurs partial loss, due to the equality \( P(0) = 0 \). It can be checked nonetheless that under some conditions it corresponds to the topological closure of the set \( \mathcal{D} \):

**Proposition 10.** Let \( \Omega \) be a finite set, \( \kappa \in \mathcal{K}_d, \mathcal{D} \in \mathcal{L}_\kappa \) and \( P_{\mathcal{D}} \) the lower prevision it induces by means of Eq. (3). Moreover, let \( \overline{\mathcal{D}} \) denote the closure of \( \mathcal{D} \) in the topology of pointwise convergence. Then \( \overline{\mathcal{D}} = \{ f : P_{\mathcal{D}}(f) \geq 0 \} \).

**Proof.** We begin with the direct inclusion. By construction, \( P_{\mathcal{D}}(f) \geq 0 \) for every \( f \in \mathcal{D} \). Consider a gamble \( f \in \mathcal{D} \), and let \((f_n)_n\) be a sequence of gambles of \( \mathcal{D} \) that converges pointwise to \( f \). Since by assumption \( \Omega \) is finite, this means that \((f_n)_n\) also converges uniformly towards \( f \), whence for any \( \varepsilon > 0 \) there is some \( n_\varepsilon \) such that \( \|f_n - f\| < \varepsilon \) for every \( n \geq n_\varepsilon \). Thus, \( f_n \leq f + \varepsilon \) for every \( n \geq n_\varepsilon \), and since \( \mathcal{D} \) is closed under dominance this means that \( f + \varepsilon \in \mathcal{D} \) for every \( \varepsilon > 0 \). Using Eq. (4), we deduce that \( P_{\mathcal{D}}(f) \geq -\varepsilon \) for every \( \varepsilon > 0 \), and therefore that \( P_{\mathcal{D}}(f) \geq 0 \).

To prove the converse inclusion, consider a gamble \( f \) such that \( P_{\mathcal{D}}(f) \geq 0 \), and let us show that \( f \in \overline{\mathcal{D}} \). For any \( \varepsilon > 0 \), it follows from Eq. (4) that \( P_{\mathcal{D}}(f + \varepsilon) \geq \varepsilon > 0 \), whence \( f + \varepsilon \) belongs to \( \mathcal{D} \) for every \( \varepsilon > 0 \) and therefore its limit \( f \) as \( \varepsilon \downarrow 0 \) belongs to \( \overline{\mathcal{D}} \).

With respect to the lower bound, given a lower prevision \( P \) (not necessarily induced by some coherent set), under quite mild conditions on \( P \) it can be showed to be coherent for some closure operator:
Proposition 11. Let $P : \mathcal{L} \rightarrow \mathbb{R}$ be a monotone functional, and consider the set of gambles
\[
\mathcal{D}_P := \mathcal{L}^+ \cup \{ f : P(f) > 0 \}.
\]
Then the following are equivalent:

(a) $\mathcal{D}_P$ is $\kappa$-coherent for some closure operator $\kappa \in \mathcal{K}_d$.
(b) $\mathcal{D}_P$ is closed under dominance and $\kappa_d$-avoids partial loss.
(c) $\mathcal{D}_P$ is $\kappa$-coherent.

As a consequence, if $P(0) = 0$ then $\mathcal{D}_P$ is $\kappa_d$-coherent.

Proof. To prove that (a) and (b) are equivalent, note that since $\kappa_d$ is the smallest closure operator in $\mathcal{K}_d$, then $\mathcal{D}_P$ is $\kappa$-coherent for some $\kappa \in \mathcal{K}_d$ if and only if it is $\kappa_d$-coherent.

The implication (b)$\Rightarrow$(c) is trivial. Finally, note that given $g \geq f \in \mathcal{D}_P$, then either $f \in \mathcal{L}^+$, whence also $g \in \mathcal{L}^+ \subseteq \mathcal{D}_P$, or $P(f) > 0$, in which case $P(g) \geq P(f) > 0$, whence also $g \in \mathcal{D}_P$. Thus, $\mathcal{D}_P$ is always closed under dominance and as a consequence (c) implies (b).

Finally, if $P(0) = 0$ then by monotonicity it is $P(f) \leq 0$ for every $f \in \mathcal{L}_0^-$, whence $\mathcal{D}_P$ avoids partial loss. Applying the first part of the proof we deduce that it is $\kappa_d$-coherent. \qed

3.3. Consistency notions. The behavioural interpretation of lower previsions as supremum acceptable buying prices gives rise to two consistency notions in the case of linear utility scale: avoiding sure loss and coherence. The former entitles that a combination of acceptable transactions should not make us subject to a sure loss, while the latter means that the supremum acceptable buying prices should not increase by taking into consideration other acceptable transactions. In both cases, the notion depends on how acceptable transactions can be combined, which is the information encompassed by the closure operator. This leads us to study how to define these properties for an arbitrary $\kappa$.

Let us begin with the notion of avoiding sure loss. As we mentioned, in the case of linear utility scale, we say that a lower prevision $P$ avoids sure loss if and only if it is not possible to combine a number of gambles whose desirability follows from the assessments in $P$ and obtain a sure loss. This can be formulated by saying that, for every $f_1, \ldots, f_n$ in $\mathcal{L}$ and every non-negative $\lambda_1, \ldots, \lambda_n$, it holds that
\[
\sup \left[ \sum_{i=1}^{n} \lambda_i (f_i - P(f_i)) \right] \geq 0.
\]

The following definition generalises this idea for lower previsions associated with arbitrary closure operators:

Definition 16 (Avoiding sure loss for lower previsions). Given $\kappa \in \mathcal{K}_d$ and a lower prevision $P$, we say that $P$ $\kappa$-avoids sure loss if and only if the set $\mathcal{D}_P$ given by Eq. (8) does.

The above definition takes a simpler form in some particular cases of closure operators:

Definition 17 (Finitary and continuous closure operators). A closure operator $\kappa \in \mathcal{K}_d$ is called finitary if and only if for any set of gambles $\mathcal{D}$ it holds that
\[
\mathcal{E}_\kappa(\mathcal{D}) = \bigcup_{\mathcal{D}' \subseteq \mathcal{D} \text{ finite}} \mathcal{E}_\kappa(\mathcal{D}'),
\]
and it is called continuous if and only if for any $f \notin \mathcal{L}^+$
\[
f \in \cup_{\varepsilon > 0} \mathcal{E}_\kappa^\varepsilon(\mathcal{D}) \iff f \in \cup_{\varepsilon > 0} \mathcal{E}_\kappa(\mathcal{D}^\varepsilon),
\]
where we denote $\mathcal{G}^\varepsilon := \{ f + \varepsilon : f \in \mathcal{G} \}$ for any $\mathcal{G} \subseteq \mathcal{L}$.

All the closure operators in Ex. 2 are finitary and continuous. When $\kappa$ is finitary and $P$ satisfies constant additivity, it is easy to show that a lower prevision $P$ $\kappa$-avoids sure loss if and only if for every $f_1, \ldots, f_n \in \mathcal{L}$ and every $\varepsilon > 0$, the set $\{ f_1 - P(f_1) + \varepsilon, \ldots, f_n - P(f_n) + \varepsilon \}$ avoids sure loss.
Example 11. Let us analyse the above definition in terms of the closure operators considered in Ex. 2:

\( \kappa_2 \). \( P \) \( \kappa_2 \)-avoids sure loss if and only if

\[
\sup \left[ \sum_{i=1}^{n} f_i - P(f_i) \right] \geq 0 \text{ for every } f_1, \ldots, f_n \in \mathcal{L}.
\]

\( \kappa_3 \). \( P \) \( \kappa_3 \)-avoids sure loss if and only if \( P(f) \leq \sup \{f \} \) for every \( f \in \mathcal{L} \).

\( \kappa_4 \). \( P \) \( \kappa_4 \)-avoids sure loss if and only if \( P(f) \leq \sup \{f \} \) for every \( f \in \mathcal{L} \).

We obtain then that the notions of \( \kappa_3 \)- and \( \kappa_4 \)-avoiding sure loss are equivalent, and so are \( \kappa_1 \)- and \( \kappa_2 \)-avoiding sure loss.

Similarly, coherence means that we should not be able to raise the supremum acceptable buying price for a gamble \( f \) taking into account the implications of other desirable transactions. In the case of linear utility scale, this can be formulated by saying that, for every \( f_0, f_1, \ldots, f_n \in \mathcal{L} \) and every non-negative \( \lambda_0, \lambda_1, \ldots, \lambda_n \), it holds that

\[
\sup \left[ \sum_{i=1}^{n} \lambda_i (f_i - P(f_i)) - \lambda_0 (f_0 - P(f_0)) \right] \geq 0.
\]

This leads us to propose the following definition:

**Definition 18 (Coherence for lower previsions).** Consider \( \kappa \in \mathcal{K}_d \) and let \( P \) be a lower prevision. We say that \( P \) is \( \kappa \)-coherent if and only if \( \mathcal{D}_P \) is.

When the closure operator \( \kappa \) is finitary and \( P \) satisfies constant additivity, Def. 18 is equivalent to

\( \mathcal{D}_P \) avoids sure loss and \((\not\exists f_0, f_1, \ldots, f_n \in \mathcal{L}, \varepsilon > 0)

\[
f_0 - P(f_0) \in \mathcal{E}_\kappa(\{(f_1 - P(f_1) + \varepsilon, \ldots, f_n - P(f_n) + \varepsilon)\}) \setminus \mathcal{L}^+.
\]

Example 12. With respect to the closure operators considered in Ex. 2, this definition can be reformulated in the following manner:

\( \kappa_2 \). \( P \) is \( \kappa_2 \)-coherent if and only if \( P(f) \geq \inf \{f \} \) and \( \sup \{\sum_{i=1}^{n} (f_i - P(f_i)) - (f - P(f))\} \geq 0 \) for every \( f_1, \ldots, f_n \in \mathcal{L} \).

\( \kappa_3 \). \( P \) is \( \kappa_3 \)-coherent if and only if \( P(f) \geq \inf \{f \} \) and \( \sup \{\lambda (f' - P(f')) - (f - P(f))\} \geq 0 \) for every \( f, f' \in \mathcal{L}, \lambda > 0 \).

\( \kappa_4 \). \( P \) is \( \kappa_4 \)-coherent if and only if \( P(f) \geq \inf \{f \} \) and \( \sup \{(f' - P(f')) - (f - P(f))\} \geq 0 \) for every \( f, f' \in \mathcal{L} \).

Note that in this case \( \kappa_3 \)- and \( \kappa_4 \)-coherence are no longer equivalent, and neither are \( \kappa_1 \)- and \( \kappa_2 \)-coherence.

Our next result gives some properties of the lower prevision induced by a set of gambles \( \mathcal{D} \) that is not necessarily \( \kappa \)-coherent.

**Proposition 12.** Let \( \kappa \in \mathcal{K}_d \). Consider a set of gambles \( \mathcal{D} \) that includes \( \mathcal{L}^+ \) and let \( P_\mathcal{D} \) be the lower prevision it induces using Eq. (3).

(a) \( P_\mathcal{D} \) is real-valued if \( \mathcal{E}_\kappa(\mathcal{D}) \neq \mathcal{L} \).

Assume that \( \kappa \) is finitary and continuous and that \( P_\mathcal{D} \) is real-valued.

(b) \( P_\mathcal{D} \) \( \kappa \)-avoids sure loss \( \iff \mathcal{D} \) avoids sure loss.

(c) If \( \mathcal{D} \) is \( \kappa \)-coherent, then \( P_\mathcal{D} \) is \( \kappa \)-coherent.

---

\(^3\)See [41, Def. 2.4.1 and Lem. 2.4.4].
Proof. (a) First of all, since $\mathcal{L}^+ \subseteq \mathcal{D}$ by assumption, it is $P_D(f) \geq \inf f$ for every gamble $f$. As a consequence, $P_D$ is real-valued if and only if $P_D(f) < +\infty$ for any gamble $f$.

If there is a gamble $f$ with $P_D(f) = +\infty$, this means that for any $\mu \in \mathbb{R}$ it holds that $f - \mu \in \mathcal{D}$, since for any other gamble $g$ there is some real valued $\mu'$ such that $f - \mu' < g$, this implies that for any real $\mu$ it is $g - \mu > f - (\mu + \mu') \in \mathcal{E}_n(\mathcal{D})$, taking into account that this set is closed under dominance. Therefore, $P_D(g) = +\infty$ for any gamble $g$, which in turn means that $\mathcal{E}_n(\mathcal{D}) = \mathcal{L}$. As a consequence, if $\mathcal{E}_n(\mathcal{D}) \neq \mathcal{L}$ then $P_D$ is real-valued.

(b) By definition, $P_D(f) \geq 0$ for every $f \in \mathcal{D}$. It follows that $\mathcal{D}_n = \mathcal{L}^+ \cup \{f \in \mathcal{D} : (\exists \varepsilon > 0) f - \varepsilon \in \mathcal{D}\}$. As a consequence, if $\mathcal{D}$ avoids sure loss then so does $\mathcal{D}_n$. Conversely, if $\mathcal{D}$ incurs a sure loss then there is some $f \in \mathcal{L}_c$ such that $f \in \mathcal{E}_n(\mathcal{D})$. As a consequence, there is some $\varepsilon > 0$ such that $f + \varepsilon \in \mathcal{L}_c$, and since $\kappa$ is assumed to be continuous, it follows that there is some $\varepsilon' > 0$ such that $f + \varepsilon \in \mathcal{E}_n(\mathcal{D}^{\varepsilon'}) \subseteq \mathcal{E}_n(\mathcal{D}_n)$, taking into account for the inclusion that $g \in \mathcal{D} \Rightarrow P_D(g) \geq 0 \Rightarrow (\forall \varepsilon' > 0) P_D(g + \varepsilon') > 0 \Rightarrow g + \varepsilon' \in \mathcal{D}_n$.

(c) We only need to show that if $\mathcal{D}$ is $\kappa$-coherent then so is $\mathcal{D}_n$. For this, since

$$\mathcal{D}_n = \mathcal{L}^+ \cup \{f : (\exists \varepsilon > 0) f - \varepsilon \in \mathcal{D}\} = \mathcal{L}^+ \cup \bigcup_{\varepsilon > 0} \mathcal{D}^\varepsilon, \tag{9}$$

it follows that $\mathcal{D}_n$ avoids partial (and as a consequence sure) loss. On the other hand, for any gamble $f$ in $\mathcal{E}_n(\mathcal{D}_n)$, since $\kappa$ is finitary there exist $f_1, \ldots, f_n \in \mathcal{D}$, $\varepsilon_1, \ldots, \varepsilon_n > 0$, such that $f \in \mathcal{E}_n(\{f_1 + \varepsilon_1, \ldots, f_n + \varepsilon_n\})$, using the representation in Eq. (9). Taking $\varepsilon := \min\{\varepsilon_1, \ldots, \varepsilon_n\}$ and applying dominance, we deduce that $f \in \mathcal{E}_n(\{f_1 + \varepsilon, \ldots, f_n + \varepsilon\}) \subseteq \mathcal{E}_n(\mathcal{D}^\varepsilon) \subseteq \mathcal{L}^+ \cup \bigcup_{\varepsilon' > 0} \mathcal{E}_n(\mathcal{D}) = \mathcal{L}^+ \cup \bigcup_{\varepsilon' > 0} \mathcal{D}^{\varepsilon'} \subseteq \mathcal{D}_n$, using that $\kappa$ is continuous. Therefore, $\mathcal{D}_n$ is $\kappa$-coherent and as a consequence so is $P_D$. \hfill \square

Finally, it is straightforward to give a notion of marginalisation and conditioning for lower previsions.

With respect to marginalisation, given a partition $\mathcal{B}$ of the possibility space $\Omega$, the marginal $P_{\mathcal{B}}$ of $P$ is simply the restriction of $P$ to the class $\mathcal{L}_B$ of $\mathcal{B}$-measurable gambles. When $P$ is associated with a set of desirable gambles $\mathcal{D}$ by means of Eq. (3) then for any $f \in \mathcal{L}_B$ it holds that

$$P(f) = \sup\{\mu : f - \mu \in \mathcal{D}\} = \sup\{\mu : f - \mu \in \mathcal{D}_B\},$$

since $f - \mu \in \mathcal{L}_B$ for any real number $\mu$. In other words, the diagram in Fig. 3 commutes.

Concerning conditioning with respect to an event $B$, given a lower prevision $P$ and a gamble $f$ we may define $P(f|B)$ as

$$P(f|B) := \begin{cases} \sup\{\mu : P(B(f - \mu)) > 0\} & \text{if } P(B) > 0 \\ \inf_B f & \text{otherwise}, \end{cases}$$

which is called generalised Bayes rule in the case case of linear utility scale. In this case there is not a one-to-one correspondence with the notion of conditioning for sets of desirable gambles:
Proposition 13. Let $\mathcal{D}$ be a coherent set of desirable gambles and $P_\mathcal{D}$ the lower prevision it induces by means of Eq. (3). If $P_\mathcal{D}(B) > 0$ then for any gamble $f$ it holds that
\[
\sup\{\mu : P_\mathcal{D}(B(f - \mu)) > 0\} \leq \sup\{\mu : B(f - \mu) \in \mathcal{D}\} \leq \sup\{\mu : P_\mathcal{D}(B(f - \mu)) \geq 0\}.
\]

Proof. To prove the first inequality, note that, if $P_\mathcal{D}(B(f - \mu)) > 0$, then there is some $\varepsilon > 0$ such that $B(f - \mu) - \varepsilon \in \mathcal{D}$, and since the latter is closed by dominance we deduce that also $B(f - \mu) \in \mathcal{D}$. Secondly, if $B(f - \mu) \in \mathcal{D}$ it follows by definition that $P_\mathcal{D}(B(f - \mu)) \geq 0$.

However, the equality $\sup\{\mu : P_\mathcal{D}(B(f - \mu)) > 0\} = \sup\{\mu : P_\mathcal{D}(B(f - \mu)) \geq 0\}$ does not hold in general, although it does if $\mathcal{D}$ satisfies homogeneity and additivity (that is, in the case of linear utility scale).

Example 13. Let us consider the possibility space $\Omega := \{\omega_1, \omega_2, \omega_3\}$, the event $B := \{\omega_1, \omega_2\}$ and the gamble $f := (1, -1, 0)$. Let us give three $\kappa$-coherent sets so as to illustrate that the value $\sup\{\mu : B(f - \mu) \in \mathcal{D}\}$ may agree with any of the two bounds in Prop. 13 or with none of them:

- Consider first of all the set $\mathcal{D}_1 := \mathcal{L}^+ \cup \{g : \text{median}(g) > 0\}$. If we denote by $P_{\mathcal{D}_1}$ the associated lower prevision, it holds that $P_{\mathcal{D}_1}(B) = 1$ and
  \[
  \sup\{\mu : P_{\mathcal{D}_1}(B(f - \mu)) > 0\} = -1 = \sup\{\mu : B(f - \mu) \in \mathcal{D}_1\} < 1 = \sup\{\mu : P_{\mathcal{D}_1}(B(f - \mu)) \geq 0\}.
  \]

- Take now $\mathcal{D}_2 := \{g : \text{median}(g) \geq 0\} \setminus \mathcal{L}_0$. Then its associated lower prevision $P_{\mathcal{D}_2}$ satisfies $P_{\mathcal{D}_2}(B) = 1$, and moreover
  \[
  \sup\{\mu : P_{\mathcal{D}_2}(B(f - \mu)) > 0\} = -1 < 1 = \sup\{\mu : B(f - \mu) \in \mathcal{D}_2\} = \sup\{\mu : P_{\mathcal{D}_2}(B(f - \mu)) \geq 0\}.
  \]

- Finally, let $\mathcal{D}_3 := \mathcal{E}_\kappa([0.5, -1.5, 0], (0.9, -0.1, -0.1), (0.25 + \delta, -0.75, \delta) : \delta > 0\}$. The associated lower prevision $P_{\mathcal{D}_3}$ satisfies $P_{\mathcal{D}_3}(B) = 0.1 > 0$, and
  \[
  \sup\{\mu : P_{\mathcal{D}_3}(B(f - \mu)) > 0\} = 0.1 < 0.5 = \sup\{\mu : B(f - \mu) \in \mathcal{D}_3\} < 0.75 = \sup\{\mu : P_{\mathcal{D}_3}(B(f - \mu)) \geq 0\}.
  \]

Let us consider now the lower prevision associated with the marginal extension. Consider $\mathcal{D}_B, \mathcal{D}|B$ ($B \in \mathcal{B}$) that are $\kappa$-coherent with respect to $\mathcal{L}_B, \mathcal{L}|B$, respectively and their associated lower previsions $P_B, P(|B)$; the latter is given by
\[
P(f|B) := \sum_{B \in \mathcal{B}} B f_B, \text{ where } f_B := P(f|B) = \sup\{\mu : B(f - \mu) \in \mathcal{D}|B\}.
\]
The marginal extension $\mathcal{E}_\kappa(\mathcal{D}_B \cup \mathcal{D}|B)$ induces a lower prevision $P$ that is related to $P_B, P(\cdot|B)$. To see a couple of examples, note that when $\kappa = \kappa_4$,

$$\mathcal{E}_{\kappa_4}(\mathcal{D}_B \cup \mathcal{D}|B) = \mathcal{E}_{\kappa_4}(\mathcal{D}_B) \cup \mathcal{E}_{\kappa_4}(\mathcal{D}|B) = \{f : (\exists g \in \mathcal{D}_B) f \geq g\} \cup \{f : (\exists h \in \mathcal{D}|B) f \geq h\}.$$

In particular, if from $P_B, P(\cdot|B)$ we consider the lower previsions $P_1, P_2$ on $\mathcal{L}$ given by

$$P_1(f) := \sup \{P_B(g) : g \in \mathcal{L}_B, g \leq f\},$$

$$P_2(f) := \inf \left\{ \frac{P(g|B)}{P(\cdot|B)} : g \in \mathcal{L}, g \leq f \right\},$$

then the marginal extension $\mathcal{E}_{\kappa_4}(\mathcal{D}_B \cup \mathcal{D}|B)$ induces the lower prevision $P = \max\{P_1, P_2\}$.

On the other hand, when $\kappa = \kappa_1$, the marginal extension $\mathcal{E}_{\kappa_1}(\mathcal{D}_B \cup \mathcal{D}|B)$ induces the coherent lower prevision $P_{\mathcal{B}}(P(\cdot|B))$.

4. CREDAL SETS

We briefly discuss next the connection between sets of desirable gambles and sets of linear previsions (what we shall call in this paper a credal set) in the case of nonlinear utility scales. Recall that from a coherent set of desirable gambles $\mathcal{D}$ we can determine the set $B_1 := \{\mu : f - \mu \in \mathcal{D}\}$ of acceptable buying prices for a given gamble $f$, whose supremum is the value $P_D(f)$. We may alternatively summarise this information in terms of

$$\mathcal{M}_f(P_D) := \{P \text{ linear prevision : } P_D(f) \leq P(f)\},$$

those linear previsions whose value on $f$ dominates the lower prevision determined by $\mathcal{D}$. It follows from axioms K1–K2 that $\inf f \leq P_D(f) \leq \sup f$, from which $\mathcal{M}_f(P_D)$ is nonempty. If we summarise our information in terms of the sets $\mathcal{M}_f(P_D)$, we may notice that, since by construction $P_D$ satisfies constant additivity, it holds that $\mathcal{M}_f(P_D) = \mathcal{M}_{f+\mu}(P_D)$ for any real $\mu$, whence we can focus on those gambles $f$ for which $P_D(f) = 0$.

From the point of view of traditional desirability theory, the set $\mathcal{M}_f(P_D)$ corresponds to the natural extension of the assessment $P_D(f)$, or, equivalently, to the assessment of the supremum acceptable buying price for $f$. If we recall that any prevision $P$ gives a fair price $P(f)$ for the gamble $f$, then $\mathcal{M}_f(P_D)$ may be regarded as those probabilities that are compatible with the supremum acceptable buying price for $f$, in the sense that if a price $\mu$ has been deemed an acceptable buying price for $f$ by $P_D$ this should not be contradicted by the information given by $P$.

In the case of linear utility scale (i.e., for $\kappa = \kappa_1$) the intersection of the credal sets $\mathcal{M}_f(P_D)$ for all $f \in \mathcal{L}$ is closed (under the weak-* topology) and convex, and it holds that a set of desirable gambles $\mathcal{D}$ avoids sure loss if and only if this intersection is nonempty. However, this need not be the case for arbitrary closure operators. In this respect, when the lower and upper previsions determined by $\mathcal{D}$ satisfy $P_D \leq P_D$, then it also holds that $\mathcal{M}_f(P_D) \cap \mathcal{M}_{-f}(P_D) = \{P \text{ linear prevision : } P_D(f) \leq P(f) \leq P_D(f)\}$ is nonempty for every $f$; the inequality $P_D \leq P_D$ has been characterised in Prop. 8. It may be that $P_D \leq P_D$ and that the intersection $\cap_f \mathcal{M}_f(P_D) = \{P : (\forall f \in \mathcal{L}) P(f) \geq P_D(f)\}$ is empty, though, as Ex. 10 shows. This should not be regarded as a problem, given that in the nonlinear case the intersection of the sets does not play a central role in the theory. To complement this discussion, we report some properties of this intersection for arbitrary closure operators:

**Proposition 14.** Let $\kappa \in K_4$ and let $\mathcal{D}$ be a $\kappa$-coherent set of gambles, and let $\{\mathcal{M}_f(P_D) : f \in \mathcal{L}\}$ be the credal sets it determines for the different gambles $f$ via the lower prevision $P_D$, it induces:

(a) $\cap_f \mathcal{M}_f(P_D) = \{P : (\forall f \in \mathcal{D}) P(f) \geq 0\} = \{P : (\forall f \in \mathcal{E}_{\kappa_1}(\mathcal{D})) P(f) \geq 0\}$.

(b) The set $\cap_f \mathcal{M}_f(P_D)$ is closed and convex.
(c) If in addition

\[ f, g \in \mathcal{D} \Rightarrow f + g \in \mathcal{D}, \tag{10} \]

then \( \cap_f \mathcal{M}_f(\mathcal{P}_D) \) is nonempty.

Proof. (a) Let us establish the first equality; the second follows from the linearity of the elements of \( \cap_f \mathcal{M}_f(\mathcal{P}_D) \).

Given \( f \in \mathcal{D} \), it follows from Eq. (3) that \( 0 \leq \mathcal{P}_D(f) \leq P(f) \), whence \( \cap_f \mathcal{M}_f(\mathcal{P}_D) \subseteq \{ P : (\forall f \in \mathcal{D}) P(f) \geq 0 \} \); conversely, given a gamble \( f \) and \( \varepsilon > 0 \), it holds that \( f - \mathcal{P}_D(f) + \varepsilon \in \mathcal{D} \), whence \( P(f - \mathcal{P}_D(f) + \varepsilon) \geq 0 \), or equivalently, \( P(f) \geq \mathcal{P}_D(f) - \varepsilon \). Since this holds for any \( \varepsilon > 0 \), we deduce that \( P(f) \geq \mathcal{P}_D(f) \). Therefore, \( f \in \mathcal{M}_f(\mathcal{P}_D) \).

(b) Convexity holds trivially, noting that

\[ (\alpha P_1 + (1 - \alpha)P_2)(f) = \alpha P_1(f) + (1 - \alpha)P_2(f) \geq 0 \]

for any \( P_1, P_2 \in \cap_f \mathcal{M}_f(\mathcal{P}_D) \), any \( f \in \mathcal{D} \) and any \( \alpha \in (0, 1) \).

To prove that it is also closed, note that if \( P \notin \cap_f \mathcal{M}_f(\mathcal{P}_D) \), there is some gamble \( f \in \mathcal{D} \) such that \( P(f) < 0 \). Then the set

\[ \left\{ P' : |P'(f) - P(f)| < -\frac{P(f)}{2} \right\} \]

is a neighbourhood in the weak-* topology that by construction is included in \( (\cap_f \mathcal{M}_f(\mathcal{P}_D))^c \). This means that \( (\cap_f \mathcal{M}_f(\mathcal{P}_D))^c \) is weak-* open and as a consequence \( \cap_f \mathcal{M}_f(\mathcal{P}_D) \) is weak-* closed.

(c) This is a consequence of the separation lemma in [41, Lem. 3.3.2]; \( \cap_f \mathcal{M}_f(\mathcal{P}_D) \) is nonempty if and only if for any \( f_1, \ldots, f_n \) in \( \mathcal{D} \) it holds that \( \sup \sum_{j=1}^n f_j \geq 0 \), which in turn is equivalent to \( \kappa_2(\mathcal{D}) \cap \mathcal{L}_{\leq 0} = \emptyset \). This is guaranteed by Eq. (10), considering that \( \sum_{j=1}^n f_j \in \mathcal{D} \) and that \( \mathcal{D} \cap \mathcal{L}_{\leq 0} = \emptyset \) by K2. \( \square \)

4.1. Consistency notions. The notions of avoiding sure loss and coherence that we have given for sets of desirable gambles or lower previsions can also be given for the families of credal sets, simply by making the appropriate transformation. In this sense, avoiding sure loss is defined in the following manner:

Definition 19 (Avoiding sure loss for credal sets). Consider a family of credal sets \( \{ \mathcal{M}_f : f \in \mathcal{L} \} \) and let \( \mathcal{P} \) be the lower prevision defined by \( \mathcal{P}(f) := \inf_{P \in \mathcal{M}_f} P(f) \). Then \( \{ \mathcal{M}_f : f \in \mathcal{L} \} \) is said to avoid sure loss if and only if \( \mathcal{P} \) does.

Equivalently, this means that the set \( \{ f - \mu : (\exists P_f \in \mathcal{M}_f) \mu > P_f(f) \} \) should avoid sure loss.

Similarly, we can give a notion of coherence:

Definition 20 (Coherence for credal sets). Consider the family of credal sets \( \{ \mathcal{M}_f : f \in \mathcal{L} \} \) and let \( \mathcal{P} \) be the lower prevision defined by \( \mathcal{P}(f) := \inf_{P \in \mathcal{M}_f} P(f) \). Then \( \{ \mathcal{M}_f : f \in \mathcal{L} \} \) is said to be coherent if and only if \( \mathcal{P} \) is.

The interpretation of this condition would again be that a combination of desirable transactions should not allow us to raise the lower prevision for another gamble \( f \), meaning shrinking the credal set \( \mathcal{M}_f \) from its original assessment.

Equivalently, we may transform the family of credal sets into a set of desirable gambles, and analyse the notions of avoiding sure loss and coherence considering the results from Section 2. In this respect, note that any credal set \( \mathcal{M}_f \) determines a set of gambles that we consider desirable, namely

\[ \mathcal{D}_f := \{ f - \mathcal{P}(f) + \varepsilon : \varepsilon > 0 \}, \tag{11} \]

where \( \mathcal{P}(f) := \inf_{P \in \mathcal{M}_f} P(f) \). Therefore, if we consider the set \( \mathcal{D} := \cup_f \mathcal{D}_f \), we may say that the family of credal sets \( \{ \mathcal{M}_f : f \in \mathcal{L} \} \) avoids sure loss (resp., is coherent) if and only if \( \mathcal{D} \) does.
Finally, note that since the credal sets are representing the local information about the
desirable transactions on each gamble, the operations of marginalisation and conditioning are
trivial in this case: if our assessments are given by the family of credal sets \( \{ M_f : f \in L \} \),
or equivalently, taking into account constant additivity, by the family \( \{ M_f : \mathbb{P}(f) = 0 \} \),
marginalisation can be done simply by focusing on the subfamily \( \{ M_f : f \in L_B \} \) and
conditioning with respect to some event \( B \) means focusing on the subfamily \( \{ M_f : f = Bf \} \).

The transformation from credal sets to sets of desirable gambles in Eq. (11) can be used
to determine the marginal extension of marginal and conditional credal sets; the marginal
extension could be computed by considering the marginal extension of the sets
\[
D_B := \bigcup_{f \in L_B} D_f
\]
and
\[
D|B := \bigcup_{f \in L} \{ B( f - \mathbb{P}(f|B) + \varepsilon ) : \varepsilon > 0 \}
\]
in the manner considered in Section 2, where \( D_f \) is given by Eq. (11).

5. PREFERENCE MODELLING AND ALLAIS PARADOX

We conclude this paper by discussing how we can use \( \kappa \)-coherent sets of desirable
gambles to model the preferences between two gambles \( f \) and \( g \). In classical decision
theory [2, 33] preference is modelled by means of expected utility: if the reward of the
alternatives depends on the outcome of some experiment taking values in \( \Omega \) and the
uncertainty about this experiment is modelled by means of a probability \( \mathbb{P} \), then under
some rationality conditions it is said that \( f \) is preferred to \( g \), and represented \( f \succ g \),
if and only if \( f \) dominates \( g \) or \( \mathbb{P}(f) > \mathbb{P}(g) \), which is a notion of strict preference
\( f \succ g \Leftrightarrow f - g \in L^+ \) or \( \mathbb{P}(f) > \mathbb{P}(g) \). More generally speaking, given a set of
alternatives \( J \), the optimal ones will be those that are undominated according to the strict
preference order defined above.

When there is some imprecision about the probability \( \mathbb{P} \), one option is to work instead
with a credal set \( \mathcal{M} \), which may be summarised in terms of its lower and upper previsions
\( \mathbb{P}, \overline{\mathbb{P}} \). In that case, there are a few ways of generalising the notion of expected utility. In
all cases, the set optimal alternatives within a set \( J \) are those for which there is no other
alternative that is strictly preferred to them. Depending on the manner in which this strict
preference is defined, this gives rise to a number of possibilities. Specifically, given a set of
alternatives \( J \) we say that \( f \in J \) is an optimal alternative according to:

- \( \Gamma \)-maximin [19] if and only if \( \mathbb{P}(f) \geq \mathbb{P}(g) \) for every \( g \in J \).
- \( \Gamma \)-maximax [32] if and only if \( \overline{\mathbb{P}}(f) \geq \overline{\mathbb{P}}(g) \) for every \( g \in J \).
- Interval dominance [51] if and only if \( \overline{\mathbb{P}}(f) \geq \overline{\mathbb{P}}(g) \) for every \( g \in J \).
- Maximality [41] if and only if \( \mathbb{P}(g - f) \leq 0 \) for every \( g \in J \).
- \( E \)-admissibility [20, 23] if and only if there is some \( P \in \mathcal{M} \) such that \( P(f) \geq P(g) \)
  for every \( g \in J \).

The intuition behind the above notions is the following: the maximin criterion compares the
alternatives in terms of their worst case scenarios, while the maximin criterion takes into
account only the maximum expected utility for each alternative; under interval dominance,
an alternative is not optimal when its set of expected utilities is dominated by the set
associated with another alternative; maximality rules out those alternatives \( f \) that are worse
than another alternative \( g \) for all elements in the credal set; and \( E \)-admissibility selects
those alternatives that are optimal for at least one of the models in the credal set. We refer
to [38] for a more detailed discussion of these notions.

Next we generalise these notions to the case of a \( \kappa \)-coherent set of desirable gambles \( \mathcal{D} \).
We shall take into account the correspondence between sets of desirable gambles and lower
previsions in Eq. (3).
Definition 21 ($\Gamma$-maximin). We say that $f \in J$ is optimal under the maximin criterion if and only if
$$\exists g \in J, \mu \in \mathbb{R} \quad g - \mu \in \mathcal{D} \quad \text{and} \quad f - \mu \notin \mathcal{D}.$$ 

This criterion compares the acceptable buying prices for the gambles, and rules out those alternatives whose acceptable buying prices are also acceptable for another alternative. Note also that the use of sets of desirable gambles allows us to give an extra layer of information with respect to lower previsions: we may have for instance that $P(f) = P(g)$ but that $g$ is preferred to $f$, because the set of acceptable buying prices for $f$ is strictly included in those for $g$.

Definition 22 ($\Gamma$-maximax). We say that $f \in J$ is optimal under the maximax criterion if and only if
$$\exists g \in J, \mu \in \mathbb{R} \quad \mu - f \in \mathcal{D} \quad \text{and} \quad \mu - g \notin \mathcal{D}.$$ 

The intuition here is that under the maximax criterion an alternative $f$ is ruled out if its set of acceptable selling prices is included in those of another alternative $g$.

Definition 23 (Interval dominance). We say that $f \in J$ is optimal under interval dominance if and only if
$$\exists g \in J, \mu \in \mathbb{R} \quad \mu - f \in \mathcal{D} \quad \text{and} \quad g - \mu \in \mathcal{D}.$$ 

When $f$ is ruled out under interval dominance, there exists another alternative $g$ such that the set of acceptable buying prices for $g$ has nonempty intersection with the acceptable selling prices for $f$.

The next two notions of optimality can only be applied when the class $\Lambda_\kappa$ of coherent sets is a decisive strong belief structure, i.e., when any $\kappa$-coherent set is the intersection of its decisive supersets. We first of all consider the notion of maximality:

Definition 24 (Maximality). We say that $f \in J$ is optimal in the sense of maximality if and only if
$$\exists g \in J \quad (\forall \mathcal{D}^* \supseteq \mathcal{D} \text{ in } \bar{\Lambda}_\kappa)(\exists \mu \in \mathbb{R}) \quad g - \mu \in \mathcal{D}^* \quad \text{and} \quad f - \mu \notin \mathcal{D}^*.$$ 

In other words, $f$ is optimal under maximality when there is no other alternative $g$ that is preferable to $f$ for all the complete models, which correspond to the decisive supersets of $\mathcal{D}$; and the preference of $g$ over $f$ in a decisive set of gambles is modelled by imposing that the acceptable prices for $g$ strictly include those for $f$.

The last notion is that of $E$-admissibility:

Definition 25 ($E$-admissibility). We say that $f \in J$ is optimal in the sense of $E$-admissibility if and only if
$$\exists \mathcal{D}^* \supseteq \mathcal{D} \text{ in } \bar{\Lambda}_\kappa)(\exists g \in J, \mu \in \mathbb{R}) \quad g - \mu \in \mathcal{D}^* \quad \text{and} \quad f - \mu \notin \mathcal{D}^*.$$ 

The intuition here is that $f$ is $E$-admissible when there is a decisive model under which $f$ is not dominated, in the sense that no other alternative $g$ satisfies that the supremum acceptable buying price for $g$ dominates that for $f$.

Remark 3. It is important to realise that preferring is different from buying in the case of nonlinear desirability. While $f \succ g$ can be characterised by one of the notions above, ‘buying $f$ at price $g$’ (exchanging them) means that $f$ should be desirable.

To see that in general the two procedures are not equivalent observe that, as we shall show next, with a notion of preference it is possible to model Allais paradox in a satisfactory manner, while this is not possible when we consider the exchange between gambles.

Nevertheless, the two notions are equivalent in some particular cases: for instance, if $\mathcal{D}$ is associated with a linear prevision $P$, then $P(f) > P(g)$ if and only if $P(f - g) > 0$. Also, in the imprecise case if the gamble $g$ is constant on some $\mu \in \mathbb{R}$, constant additivity implies that $P(f - g) = P(f) - P(g) - \mu > 0$ if and only if $P(f) > \mu = P(g)$. \*
Remark 4. (Dynamic models and St. Petersburg paradox) One advantage of the use of nonlinear utility scale is that it allows naturally our model to change dynamically, in that it may be that $f$ is desirable after we buy $g$ but $g$ need not be desirable after we buy $f$, even if in both cases we end up accepting (or not) the gamble $f + g$ after the two steps.

This implies in particular that, while in classical desirability we have that a gamble $f$ is preferable to a gamble $g$ if and only if $f - g$ is preferred to the status quo, this will not necessarily be the case with nonlinear desirability, as we said before.

In order to illustrate this point, we may consider the following reformulation of the well-known St. Petersburg paradox: let $f$ be a gamble that gives us reward 1 with probability 0.5 and $-1$ with probability 0.5. Consider a dynamic process where (i) initially we accept the gamble $f$; (ii) if it produces a gain, we stop the game; (iii) otherwise, we buy 2 units of the gamble $f$; (iv) if it produces a gain, we stop the game, and otherwise we buy $2^2$ units of the gamble; and so on. In such a process, the overall gain is always positive, so the global gamble should be desirable if we assume that our closure operator satisfies monotonicity. There are however a couple of points that prevent this from being true: (a) on the one hand, it is implicitly assumed that the gamble $f$ is desirable, so should be the gamble $2^n f$ for any natural number $n$, which need not be the case; and (b) the desirability of $g := 2^n f$ should only be considered taking into account that this gamble only takes place when we have had a loss of $k := 2^n - 1$. In other words, before deciding on the acceptability of a gamble, the set of desirable gambles $\mathcal{D}$ should be transformed taking into account the change in our status quo. \( \Box \)

5.1. Allais paradox. Nonlinear desirability allows us to give a solution to the well-known Allais paradox [1].

Recall that in this paradox, we consider two experiments where we must choose between two gambles that pay rewards in millions of dollars. In Experiment 1, gamble $f_1$ gives a constant amount $x$ with probability 1, while gamble $f_2$ gives the same amount with probability 0.89, nothing with probability 0.01 and bigger amount $y$ with probability 0.1.

In experiment 2 the choice is between a gamble $f_3$ that gives $x$ with probability 0.11 and nothing with probability 0.89, while $f_4$ gives $y$ with probability 0.1 and nothing with probability 0.9.

The paradox lies in that usually players give the preference $f_1 \succ f_2$ and $f_4 \succ f_3$, while the difference between the gambles $f_1$ and $f_2$ should lie on whether it is preferable to win the amount $x$ with probability 0.11 or nothing with probability 0.01 and $y$ with probability 0.1, being $f_1$ and $f_2$ equal in the other cases, and the same difference holds between $f_3$ and $f_4$. In other words, if we consider an expected utility model it should be

$$f_1 \succ f_2 \iff f_3 \succ f_4.$$ 

In order to represent the paradox in terms of desirable gambles, we may consider a ternary space $\Omega := \{\omega_1, \omega_2, \omega_3\}$ and the values $x = 1, y = 1.9$, so as to represent the gambles in the experiment as:

$$f_1(\{\omega_1\}) = 1 \quad f_1(\{\omega_2\}) = 1 \quad f_1(\{\omega_3\}) = 1$$
$$f_2(\{\omega_1\}) = 1 \quad f_2(\{\omega_2\}) = 0 \quad f_2(\{\omega_3\}) = 1.9$$
$$f_3(\{\omega_1\}) = 0 \quad f_3(\{\omega_2\}) = 1 \quad f_3(\{\omega_3\}) = 1$$
$$f_4(\{\omega_1\}) = 0 \quad f_4(\{\omega_2\}) = 0 \quad f_4(\{\omega_3\}) = 1.9.$$
To see that it is possible to accommodate the above preferences using nonlinear desirability, let us consider the functional:

$$P(f) := 0.4 \min f + 0.2 \text{median } f + 0.4 \max f.$$ 

Then $P$ satisfies constant additivity, is monotone and moreover $P(f) > 0$ for every $f \in \mathcal{L}^+$ and $P(f) \leq 0$ for any gamble in $\mathcal{L}_{\leq 0}$. Applying Prop. 11, the set $\mathcal{D}_P$ is $\kappa_4$-coherent. Moreover, it holds that $\mathcal{D}_P$ induces the functional $P$: on the one hand,

$$\sup \{ \mu : f - \mu \in \mathcal{D}_P \} = \sup \{ \mu : P(f - \mu) > 0 \} = P(f),$$

using that $P$ satisfies constant additivity and that $P(g) > 0$ for every $g \in \mathcal{L}^+$. On the other hand,

$$\inf \{ \mu : \mu - f \in \mathcal{D}_P \} = \inf \{ \mu : P(\mu - f) > 0 \} = P(f),$$

using that

$$P(-f) = 0.4 \min(-f) + 0.2 \text{median } (-f) + 0.4 \max (-f)$$

$$= 0.4 \cdot (-\max f) + 0.2 \cdot (-\text{median } f) + 0.4 \cdot (-\min f)$$

$$= -0.4 \max f - 0.2 \text{median } f - 0.4 \min f = -P(f).$$

We see then that $\mathcal{D}_P$ is a $\kappa_4$-coherent set of gambles that induces a precise prevision for each gamble $f$. Taking into account that

$$P(f_1) = 1, \quad P(f_2) = 0.96, \quad P(f_3) = 0.6, \quad P(f_4) = 0.76,$$

we deduce the preferences $f_1 \succ f_2$ and $f_4 \succ f_3$.

Observe that it is not possible to solve Allais paradox with precise previsions using a closure operator that satisfies additivity (so in particular with neither $\kappa_1$ nor $\kappa_2$): the reason is that, for any real number $\mu_1 < 1$ and any real number $\mu_2$, if it holds that $f_2 - \mu_1 \notin \mathcal{D}$, $f_3 - \mu_2 \notin \mathcal{D}$ and $f_4 - \mu_2 \in \mathcal{D}$, then for any $\varepsilon > 0$ it should be $\varepsilon - f_2 + \mu_1 \in \mathcal{D}$ and $\varepsilon - f_3 + \mu_2 \in \mathcal{D}$, and then by additivity it would be

$$(\varepsilon - f_2 + \mu_1) + (\varepsilon - f_3 + \mu_2) + (f_4 - \mu_2) \in \mathcal{D};$$

but this is the constant gamble on $2\varepsilon + \mu_1 - 1$, that belongs to $\mathcal{L}_{\leq}$ if we pick $\varepsilon$ small enough.

6. Conclusions

In this paper we have introduced nonlinear desirability theory. Loosely speaking, it can be understood as a very general theory of uncertainty and value. Yet, contrary to traditional expected utility theory, probability and utility are not part of the general theory, nor can they be derived from the theory, in general. This means, for instance, that we have direct access to a subject’s (lower and upper) prices for the goods under consideration, but not to assessments, such as those of probability and utility, that may have led the subject to establish those prices. In this respect the theory is somewhat more objective and more ‘behavioural’ that standard desirability: here we are not interested in modelling a subject’s inner world, but rather their actual behaviour.

In a similar spirit, the theory models a subject’s attitude towards rewards that are directly expressed in amounts of goods. To make things simple we have been talking of money-valued gambles, where money is broadly intended as any (particularly nonlinear) currency. So it could be actual money or amounts of petrol, or energy, or food, etcetera. Yet we find that even talking about actual money only has a vast scope, especially in a theory like ours that aims at being very operational: for we humans have an interpersonal agreement about the value of money that can be leveraged to have transactions of essentially any sort.

---

This is an instance of an ordered weighted aggregation operator (OWA) [45, 46]; see [44] for an application of these operators on different paradoxes in decision theory. The connection with OWAs also makes it simple to represent this prevision as a risk-weighted expected utility model in the sense of Buchak [4]; see [4, Sect. 3.3] for some interesting comments about Allais paradox within this theory.
To achieve this, we have abandoned the traditional schemes in decision theory, particularly those going back to Ancombe and Aumann’s work. The reason is that their theory measures rewards indirectly, in a way that may well appear artificial, and because its very nature is still linear nonetheless. Savage’s attempt was far more direct, but still he could not really get his theory founded on tenable assumptions—in particular because, again, of an underlying linearity assumption that leads to Allais paradox.

Our theory has the potential to bypass all these troublesome issues; the price to pay, as we said, is losing the direct connection with probability and utility. Future work could try to explore this question in some detail, for instance by isolating the cases where that could still be done.

Most importantly, having abandoned probability and utility leads us to wonder how our theory can actually be used in practice, which in particular means: where do closure operators come from; how can a subject assess the closure operator that models their own attitudes? Recent work by Casanova et al. [5] indicates a promising way: it gives a number of examples where attitudes to gambles in nonlinear desirability can be captured via systematic transformations of the space of gambles. These transformations, called feature mappings, are similar in spirit to closure operators. Detailing this connection in future work would bring the present theory closer to applications.

A different while still important dimension to carefully consider if the theory is to become fully operational is the dynamic use of the models. At the moment, our theory is indeed one of desirability, in that it does not account for the evolution of one’s wealth in time due to the actual buying and selling of gambles. Such a dynamical use requires a detailed analysis of desirability with regard to model revision as a consequence of changes in the status quo, and whether the closure operator can give us information about such revisions. In addition to this, one should consider that the traditional theory of desirability comes with an assumption of ‘act-state independence’, meaning that rewards are not affected by the actions of buying and selling gambles a subject takes. If the present nonlinear generalisation of desirability is instead to become a real-world theory of decision making, situations of act-state dependence should be allowed to exist. This is to say that the present work has laid the foundations for the static case; the dynamic case entails important questions that need a dedicated future treatment to be properly addressed.

On a more theoretical level, let us recall that our theory has been developed on logical grounds, thanks to the use of closure operators. For this reason, it should contribute to clarify the relation between logic and decision theories. On the one hand, it could make it easier to verify whether or not a theory of decision making is internally consistent. On the other, it shows that logic, in quite a general sense, can be regarded as a generalised theory of desirability. This interplay between logic and desirability should lead to useful insights. For instance, since the latter comes with an embedded notion of conditioning, we might expect that logic comes with that too.

It would also be interesting to consider the problem of aggregating a number of sets of desirable gambles, generalising the ideas from [7]; and it would definitely be useful and interesting to relate nonlinear desirability to Kohlas’ information algebras [22], following up on work already done in the linear case [6]. Finally, in spite of the generality of nonlinear desirability, there are dimensions of generality that are not covered by the present theory and that could be achieved by extending choice functions [34, 40] to nonlinear utility scales along the lines presented here for desirability.
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