A new method for measuring the 3D turbulent velocity dispersion of molecular clouds

Madeleine Stewart¹ & Christoph Federrath² ¹

¹Research School of Astronomy and Astrophysics, Australian National University, Canberra, ACT 2611, Australia

16 November 2021

ABSTRACT

The structure and star formation activity of a molecular cloud are fundamentally linked to its internal turbulence. However, accurately measuring the turbulent velocity dispersion is challenging due to projection effects and observational limitations, such as telescope resolution, particularly for clouds that include non-turbulent motions, such as large-scale rotation. Here we develop a new method to recover the three-dimensional (3D) turbulent velocity dispersion (σ_{v,3D}) from position-position-velocity (PPV) data. We simulate a rotating, turbulent, collapsing molecular cloud and compare its intrinsic σ_{v,3D} with three different measures of the velocity dispersion accessible in PPV space: 1) the spatial mean of the 2nd-moment map, σ_{r}, 2) the standard deviation of the gradient/rotation-corrected 1st-moment map, σ_{(c,grad)}, and 3) a combination of 1) and 2), called the 'gradient-corrected parent velocity dispersion', σ_{(p,grad)} = (σ_{0}^2 + σ_{(c,grad)}^2)^{1/2}. We show that the gradient correction is crucial in order to recover purely turbulent motions of the cloud, independent of the orientation of the cloud with respect to the line of sight (LOS). We find that with a suitable correction factor and appropriate filters applied to the moment maps, all three statistics can be used to recover σ_{v,3D}, with method 3 being the most robust and reliable. We determine the correction factor as a function of the telescope beam size for different levels of cloud rotation, and find that for a beam FWHM f and cloud radius R, the 3D turbulent velocity dispersion can best be recovered from the gradient-corrected parent velocity dispersion via σ_{v,3D} = [(−0.29 ± 0.26) f/R + 1.93 ± 0.15] σ_{(p,grad)} for f/R < 1, independent of the level of cloud rotation or LOS orientation.
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1 INTRODUCTION

Interstellar turbulence is a key ingredient for determining galaxy structure and evolution, and, in particular, for the formation of stars in molecular clouds (Mac Low & Klessen 2004; McKee & Ostriker 2007; Hennebelle & Falgarone 2012; Padoan et al. 2014). Accurately measuring the turbulence of molecular clouds is therefore of interest. For example, the star formation rate depends on the turbulent Mach number, which is determined by the 3D velocity dispersion (Padoan & Nordlund 2011; Hennebelle & Chabrier 2011; Federrath & Klessen 2012; Federrath et al. 2016; Federrath 2018). Likewise, models of the initial mass function depend upon the statistics of turbulence, again with the turbulent velocity dispersion as a key parameter (Padoan & Nordlund 2002; Hennebelle & Chabrier 2008, 2009; Hopkins 2012, 2013; Nam et al. 2021).

The 3D velocity dispersion of a turbulent cloud is quantified by

σ_{v,3D} = \left( \sigma_{v_x}^2 + \sigma_{v_y}^2 + \sigma_{v_z}^2 \right)^{1/2},

(1)

where \( v_x, v_y, \) and \( v_z \) are the gas velocities in the Cartesian coordinate directions \( x, y, \) and \( z, \) respectively. The obvious challenge in observations is that only 1 of the 3 velocity components is directly measurable, i.e., only the line of sight (LOS) velocity is accessible in PPV observations.

Quantifying the turbulence of a rotating molecular cloud becomes even more complex and challenging in observations. The rotational velocity contributes to the dispersion, depending on the orientation of the cloud’s rotation axis with respect to the LOS direction towards the cloud, and depending on the spatial resolution of the instrument used to observe the cloud. Importantly, large-scale rotation of a cloud is a systematic motion, and is different from turbulent motions that we are actually interested in measuring, and hence, the contribution of rotation must not be included in a measurement of the turbulence. Therefore, the 3D velocity dispersion that includes rotation or large-scale shearing motions overestimates the true turbulent dispersion, and we have to subtract or correct for the contribution from rotation if we want to isolate the intrinsic 3D turbulent velocity dispersion of a cloud. We define the 3D rotation-corrected velocity dispersion as

σ_{v,3D} = \left( \sigma_{v_{x,rot}}^2 + \sigma_{v_{y,rot}}^2 + \sigma_{v_{z,rot}}^2 \right)^{1/2},

(2)

where \( v_{x,rot}, v_{y,rot}, \) and \( v_{z,rot} \) are the \( x, y, \) and \( z, \) components of the rotational velocity, respectively. This statistic represents the purely turbulent motions of a cloud, and is the statistic we would like to obtain from PPV data.

Neither the 3D velocity dispersion nor the 3D rotation-corrected velocity dispersion can be directly measured from observational data; only velocities along the LOS are measurable via the Doppler shift of emission or absorption lines. Thus, a suitable correction factor needs to be applied, which converts the 1D measured velocity dispersion...
to the 3D dispersion. Here we aim to calibrate this correction factor. The spatial mean of the 2nd-moment map is the most commonly used statistic to quantify the turbulence of a molecular cloud from observational data (Larson 1981; Ossenkopf & Mac Low 2002). To compensate for the lack of information of the velocity components in the plane of the sky, one usually has to assume isotropy to infer the 3D turbulence. Like the 3D velocity dispersion, these measurements may include contributions from the systematic motion of a rotating or shearing cloud, so we also need to correct for the effects of rotation, by determining a suitable correction factor.

An alternative method to using the 2nd moment, which corrects for the contributions from systematic motions (e.g., rotation) of a cloud, was presented in Federrath et al. (2016). Rotational and shearing motions appear in the 1st-moment map of a cloud as a gradient, unless the LOS is along the rotation axis (Myers & Benson 1983; Goldsmith & Arquilla 1985). This gradient can be fit to, and subtracted from, the velocity map of the cloud to isolate the turbulent motions (Federrath et al. 2016; Sharda et al. 2018, 2019; Menon et al. 2021). The standard deviation of the resulting velocity map can then be used as a measurement of turbulence. Although this method corrects for contributions from systematic motion to the velocity dispersion, it fails to include contributions to the velocity dispersion along the LOS, and may thus underestimate the 3D turbulence.

Kleiner & Dickman (1984, 1985) and Dickman & Kleiner (1985) showed that the total velocity dispersion of a cloud can be found by adding the internal velocity dispersion (the spatial mean of the 2nd-moment map) and the centroid velocity dispersion (the standard deviation of the 1st-moment map) in quadrature. However, this method includes contributions from large-scale rotation and shear, i.e., non-turbulent contributions. We therefore modify this statistic to introduce a new method for measuring the 3D turbulence of a cloud that corrects for systematic motion: the gradient-corrected parent velocity dispersion, which is calculated by adding the internal velocity dispersion and the standard deviation of the gradient-corrected 1st-moment map in quadrature.

Our overarching aim is to reconstruct the intrinsic 3D turbulent (and thus rotation-corrected) velocity dispersion of a cloud from the quantifiers of velocity dispersion obtainable from PPV data by comparing the methods outlined above: 1) the spatial mean of the 2nd-moment map, 2) the standard deviation of the rotation-corrected 1st-moment map, and 3) the gradient-corrected parent velocity dispersion as an extension of the parent velocity dispersion introduced in Kleiner & Dickman (1984, 1985) and Dickman & Kleiner (1985). Motivated by this, we investigate the turbulence of an idealised simulated rotating molecular cloud. At each time step in the cloud’s evolution, we calculate the 3D rotation-corrected velocity dispersion and the three turbulence quantifiers introduced above, as they would be measured along the x, y, and z axes in synthetic observations. We determine the relationships between these observable statistics and the intrinsic 3D turbulent velocity dispersion. This, in combination with other methods that reconstruct 3D density and velocity statistics from PPV data (e.g., Brunt et al. 2010a,b; Burkhart & Lazarian 2012; Brunt & Federrath 2014; Kainulainen et al. 2014), is crucial for advancing our understanding of interstellar clouds.

The rest of this work is organised as follows. The simulation method and definitions of the relevant statistics are given in Sec. 2. The intensity (zero-moment) maps, 1st-moment maps, and 2nd-moment maps are discussed in relation to the evolution and rotation of the simulated cloud in Sec. 3.1. The rotation-corrected 1st-moment map and the difference between velocity probability distribution functions (PDFs) before and after the rotation correction are investigated in Sec. 3.2. The different turbulence quantifiers and the ‘true’ turbulence of the cloud are then examined as a function of time in Sec. 3.3. In Sec. 4 we explore methods to infer the 3D turbulence from the observable turbulence quantifiers introduced above. Specifically we examine the ‘correction factor’ of each turbulence quantifier, the factor which recovers the ‘true’ 3D turbulence of the cloud when multiplied by the respective statistic. To ensure versatility of the correction factors found, the effects of the telescope resolution and the strength of cloud rotation are investigated in Sec. 5 and Sec. 6, respectively. Finally, our conclusions are summarised in Sec. 7.

2 METHODS
2.1 Numerical simulations

We use a modified version of the adaptive mesh refinement (AMR) (Berger & Colella 1989) code FLASH (Fryxell et al. 2000; Dubey et al. 2008) (v4) to solve the three-dimensional, compressible hydrodynamical equations including self-gravity (Ricker 2008; Wünsch et al. 2018). Our basic setup consists of a spherical cloud of radius $R = 1$ pc and mean density $\rho_0 = 1.62 \times 10^{-20}$ g cm$^{-3}$, which gives a total cloud mass of 1000 M$_\odot$. The cloud is initialised at the centre of a cubical, Cartesian computational domain of side length $L = 2.2$ pc. The temperature of the cloud is set to $T = 10$ K. The surrounding medium is given a density $\rho_0/100$ and a temperature $T \times 100$, in order to set up the cloud in pressure equilibrium with its low-density surrounding medium.

Similar to the simulations presented in Federrath et al. (2010b), Federrath et al. (2014), Gerrard et al. (2019), Kuruwita & Federrath (2019), and Kuruwita et al. (2020), we include rotation along the z-axis. Here we use an angular frequency of $\Omega = 5.124 \times 10^{-14}$ s$^{-1}$, which corresponds to a rotational parameter of $\Omega \times t_{ff} = 0.85$, with the freefall time $t_{ff} = 3\pi/(32G\rho_0) = 0.52$ Myr, or a ratio of rotational to gravitational energy of $E_{rot}/E_{grav} = 0.19$.

Turbulence is included by constructing a Gaussian random vector field for the three velocity components, following the Fourier method described in Federrath et al. (2010a). The power spectrum of the initial velocity fluctuations follows a $P_\nu(\nu) \propto \nu^{-2}$ spectrum, in the wavenumber range $2 \leq \nu / (2\pi/L) \leq 20$, consistent with the observed velocity scaling in molecular clouds (Larson 1981; Solomon et al. 1987; Ossenkopf & Mac Low 2002; Heyer & Brunt 2004; Roman-Duval et al. 2011) and the statistics of supersonic turbulence (Kritsuk et al. 2007; Federrath 2013; Federrath et al. 2021). Here we set the velocity dispersion on scale $L/2$ (i.e., for the entire, cubical computational domain) to 1 km s$^{-1}$. Although the cloud occupies a spherical volume of radius $R = 1$ pc instead of the whole computational box, the initial 3D velocity dispersion inside the cloud is still $1$ km s$^{-1}$, differing by less than $2\%$ from the box-scale velocity dispersion, since most of the dispersion is on large scales covered by the cloud. This value corresponds to a ratio of turbulent-to-rotational energy of $E_{turb}/E_{rot} = 1.0$. Thus, the cloud’s rotational energy is equal to the turbulent energy. This is a relatively extreme case of high rotation, but we choose this in order to study the most difficult case for disentangling turbulent from rotational (systematic) motions. However, in Sec. 6 we study the effect of different levels of rotation and find that the preferred method for recovering the 3D turbulent dispersion from PPV data is largely insensitive to the rotation of the cloud.

For simplicity, star formation (via sink particles; see Federrath et al. 2010b) was not included in the simulations, and a uniform grid resolution with a cell size of 0.0086 pc was chosen. These methods are sufficient to set up a rotating, turbulent cloud for which we can
make converged synthetic observations to quantify the correction factors necessary in the conversion from PPV data to intrinsic 3D velocity dispersion statistics.

2.2 Definition and calculation of velocity dispersions

Synthetic observations of the simulation data were made along the x, y, and z axes at different time steps. The simulation data was processed using yt (Turk et al. 2011) to create a uniform 3D grid of cells, each containing the density and the three velocity components of the cloud. In the following definitions, we denote the dimensions of this 3D grid as \((N_x, N_y, N_z) = (256, 256, 256)\), i.e., identical to the intrinsic resolution of the simulation.

Before calculating each of the following statistics, the cells within the cloud were first identified according to the gas density in each cell. The computational cells with a density less than 10% of the intrinsic resolution of the simulation.

2.2.2 Zero moment

The rotational velocity of each cell within the cloud is first calculated as

\[
v_{rot,i} = \Omega I, \quad \forall i,
\]

where \(\Omega\) is the angular frequency as defined in the simulation parameters, and \(X, Y\) and \(Z\) are the velocity components of the displacement vector from the centre of mass to each cell. We then subtract \(v_{rot,i}\) from the original x and y velocity components in each cell. Thus, the 3D rotation-corrected velocity dispersion is calculated as

\[
\sigma_{v,3D} = \left(\sigma_{v_x}^2 + \sigma_{v_y}^2 + \sigma_{v_z}^2\right)^{1/2},
\]

where \(\sigma_{v_x}\) and \(\sigma_{v_y}\) are the x and y components of the rotational velocity, respectively.

2.2.3 Cutoff based on zero moment

After calculating each moment map, we apply a cutoff whereby every pixel of each map whose corresponding zero moment is less than a specified fraction of the average zero moment is excluded from the analysis. This is done to remove the effects of less dense regions with a low signal-to-noise ratio (SNR). The same procedure is typically applied in observations, i.e., only data above a certain SNR threshold, usually equivalent to a column-density threshold, is retained for further analyses. Here we use a cutoff of 0.1, i.e., we only study data with a column density \(\geq 10\%\) of the mean column density. We also vary this threshold and show that a cutoff of 1 (i.e., retaining only data above the mean column density) yields similar results, which is discussed in Appendix C.

2.2.4 First moment

The first moment is the intensity-weighted average velocity along the LOS. The velocity map of a cloud can be used to deduce information concerning the bulk motion of the cloud as well as smaller-scale turbulent motions, which are intrinsically linked to the evolution of the cloud. The first moment is calculated for every pixel \(p\) in the plane of the sky by summing over all spectral (velocity) cells (channels) along a LOS axis \(\text{los} = [x, y, z]\) as

\[
\langle v_{\text{los}} \rangle_p = \frac{\sum_{i=1}^{N_{\text{los}}} \rho_i v_{\text{los},i}}{\sum_{i=1}^{N_{\text{los}}} \rho_i}, \quad \forall p,
\]

where \(\rho_i\) is the density of cell \(i\) and \(v_{\text{los},i}\) is the velocity in the direction of the LOS of the gas in cell \(i\). We note that since the volume of each cell is constant, we can directly use the density in the sums in the numerator and the denominator (otherwise, one would need to replace \(\rho_i\) with \(m_i\)).

We calculate the standard deviation of the 1st-moment map along a LOS, \(\sigma_{c,\text{los}}\), as in Kleiner & Dickman (1985) (index ‘c’ stands for ‘centroid’), as the standard deviation of \(\langle v_{\text{los}} \rangle_p\) over all pixels \(p\). We do not consider this as a pure quantifier of turbulence as this both neglects the velocity dispersion along the LOS and includes contributions from the rotational velocity of the cloud. The first moment is calculated in order to apply a gradient fit (see below), and the standard deviation of it is determined for comparison to the standard deviation of the gradient-corrected 1st-moment map (discussed in Sec. 2.2.6 below).
2.2.5 Second moment

The second moment measures the velocity dispersion along the LOS. It is the basis for the most commonly used statistic to quantify turbulence (e.g., Larson 1981; Solomon et al. 1987; Ossenkopf & Mac Low 2002). In analogy to Eq. (6), the 2nd-moment map is calculated as

\[ \langle v^2_{\text{los}} \rangle_p = \frac{\sum_{i=1}^{N_p} p_i v^2_{\text{los},i}}{\sum_{i=1}^{N_p} p_i} \quad \forall p. \]  

(7)

We then calculate the 2nd-moment (dispersion) map as

\[ \sigma_{\text{vs},p} = \left( \langle v^2_{\text{los}} \rangle_p - \langle v_{\text{los}} \rangle_p^2 \right)^{\frac{1}{2}} \quad \forall p. \]  

(8)

We also calculate the spatial mean (i.e., the average over all pixels \( p \)) of the 2nd-moment map as in Kleiner & Dickman (1985) (index ‘i’ stands for ‘internal’ velocity dispersion),

\[ \sigma_{\text{i,los}} = \sqrt{\frac{\sum_p \sigma_{\text{vs},p}^2}{N_p}}, \]  

(9)

where \( N_p \) is the number of pixels in the 2nd-moment map. This method accounts for the variation of the LOS velocities along the LOS, but it does not fully account for LOS velocity variations in the plane of the sky, and may also include contributions from non-turbulent, systematic motions of the cloud, depending on the spatial resolution of the telescope used to observe the cloud (discussed and quantified in Sec. 5 and Appendix D below).

2.2.6 Gradient (Rotation)-corrected first moment

As systematic motions of a cloud can result in a gradient existing in the 1st-moment map (Myers & Benson 1983; Goldsmith & Arquilla 1985), this gradient must be subtracted from the 1st-moment map to isolate the turbulent motions of the cloud (Federrath et al. 2016). We note that on the scale of the cloud, the largest scale (which corresponds to the diameter of the cloud itself) is not considered part of the turbulent motions of the cloud, at least not in the numerical and analytic models of turbulence-regulated star formation (Krumholz & McKee 2005; Padoan & Nordlund 2011; Hennebelle & Chabrier 2011; Federrath & Klessen 2012), for which we are trying to develop a method to measure the velocity dispersion from observations. In order to measure the velocity dispersion (and Mach number) that is used in these analytic models of star formation, we must remove the large-scale gradient from the cloud, because it is not considered to be part of the turbulence of the cloud. However, the large-scale gradient can be, and is often, part of the larger-scale (larger than the cloud) turbulent ISM (Miesch & Bally 1994; Kleiner & Dickman 1984, 1985; Dickman & Kleiner 1985; Roy & Joncas 1985; Ossenkopf & Mac Low 2002).

The rotation of the cloud about the \( z \)-axis causes the 1st-moment map viewed along the \( x \) or \( y \) axes to exhibit such a gradient. Determining this gradient is advantageous, as it allows for properties of the cloud’s motion to be deduced (including its angular momentum; see e.g., Burkert & Bodenheimer 2000), and allows for the turbulent motions to be isolated (Federrath et al. 2016).

We determine the gradient of the cloud’s velocity map by porting the planefit.pro IDL function written by H. T. Freudenreich in 1993 to Python. This function uses least-squares fitting of a plane of the form

\[ \text{grad} = a + bx + cy \]  

(10)

to a set of points of the form \((x, y, \text{grad} = v_z)\), where \( v_z \) is the value of the 1st-moment map at each point \((x, y)\) in the plane of the sky, and \( a, b, c \) are fit parameters. This gradient represents the rotational velocity or large-scale shear contribution to the 1st-moment map of the cloud as viewed along a LOS.

The rotation-corrected 1st-moment map is simply the difference between the 1st-moment map and the gradient fit to the 1st-moment map, given by

\[ \langle v_{\text{los}} \rangle_p - \langle \text{grad} \rangle_p = \langle v_{\text{los}} \rangle_p - \langle v_{\text{los}} \rangle_p - \langle \text{grad} \rangle_p, \]  

(11)

where \( \langle \text{grad} \rangle_p \) is the value of the gradient fit to the 1st-moment map viewed along the LOS axis \( \text{los} = [x, y, z] \) at pixel \( p \).

We calculate the standard deviation of the rotation-corrected 1st-moment map, \( \sigma_{(c-\text{grad}),\text{los}} \), as a quantifier of the cloud turbulence. This statistic measures the velocity dispersion in the visible plane of the cloud and is corrected for the contributions from the systematic motion (rotation) of the cloud. Although this statistic includes variation of the LOS velocities across the visible plane, it does not account for variation of the LOS velocities along the LOS.

2.2.7 Parent and gradient (rotation)-corrected parent velocity dispersion

Even in a cloud without systematic motion, the spatial mean of the 2nd moment is not a perfect measure of turbulence because information regarding the LOS velocity fluctuations in the plane of the sky is lost due to the spatial average. A similar limitation applies to the standard deviation of the 1st-moment map, which does not contain LOS velocity fluctuations along the LOS. One could therefore examine the parent velocity dispersion, which is a combination of the 1st- and 2nd-moment dispersions, as in Dickman & Kleiner (1985), as a potential turbulence quantifier;

\[ \sigma_{p,\text{los}}^2 = \sigma_{\text{i,los}}^2 + \sigma_{(c-\text{grad}),\text{los}}^2. \]  

(12)

The 3D parent velocity dispersion can be found by summing the parent velocity dispersions measured along the three Cartesian LOS in quadrature. Dickman & Kleiner (1985) showed that this statistic is equal to the total 3D velocity dispersion. However, this is not a measurable statistic in observations, because one has access to only one Cartesian LOS, and thus, one would normally assume isotropic turbulence and hence multiply \( \sigma_{p,\text{los}} \) (from the one LOS that can be measured in an observation) by \( \sqrt{3} \) to get the 3D parent velocity dispersion. The main problem with this statistic is that it can include contributions from rotation, depending on the orientation of the cloud with respect to the observer. Thus, without a correction for rotation, \( \sigma_{p,\text{los}} \) will be different when measured along different LOS, and hence, the assumption of isotropy will fail to recover the intrinsic 3D velocity dispersion.

In order to account for rotational contributions, we modify Eq. (12) such that it becomes the gradient-corrected parent velocity dispersion, \( \sigma_{(p-\text{grad}),\text{los}} \). This is defined as

\[ \sigma_{(p-\text{grad}),\text{los}}^2 = \sigma_{\text{i,los}}^2 + \sigma_{(c-\text{grad}),\text{los}}^2. \]  

(13)

This statistic is the most promising turbulence quantifier, because it includes turbulent LOS velocity fluctuations both along the given LOS (from \( \sigma_{\text{i,los}} \)) and across the plane of the sky (from \( \sigma_{(c-\text{grad}),\text{los}} \)), while removing contributions from large-scale systematic motions of the cloud.
The structure and physical properties of a cloud can be quantified via its moment maps. Fig. 1 shows maps of the zero moment (top), first moment (middle), and second moment (bottom) at three different evolutionary stages of the simulated cloud, i.e., at \( t = 0 \) (left), 0.5 \( t_f \) (middle), and \( t_f \) (right). The zero-moment maps show how the turbulence leads to the formation of shocks and filaments early on, and that at \( t = t_f \), a significant fraction of the cloud has collapsed, as indicated by the dense cores towards the centre regions of the cloud. The cloud is also beginning to noticeably contract along the \( z \)-axis, as expected due to rotation along the \( z \) axis (e.g., Matsumoto et al. 1997).

The rotation of the cloud is best seen in the velocity (1st-moment) map (2nd row of Fig. 1), where a clear velocity gradient is visible. This gradient is of similar magnitude and direction at all times in the simulation. This is consistent with the rotation of the cloud imposed as an initial condition and is similar to gradients in the velocity maps of rotating molecular clouds simulated in e.g., Burkert & Bodenheimer (2000). Here we show the LOS along the \( y \)-axis, but a similar gradient is observed along the \( x \) LOS, as a trivial consequence of the rotational symmetry of the cloud around the rotation axis (\( z \)-axis). In contrast, the velocity maps along the \( z \)-axis do not exhibit a gradient, which we expect because the cloud is rotating about the \( z \)-axis (see the 2nd row of Fig. A1).

The 2nd-moment maps shown in the 3rd row of Fig. 1 quantify the LOS variation of velocities (Sec. 2.2.5). The 2nd-moment maps are similar for the two earlier times, but show an increase in the LOS
velocity variation towards the centre of the cloud at the later time, which is due to the collapse of the cloud along the rotation axis.

### 3.2 Gradient correction

#### 3.2.1 First-moment maps

Systematic motions such as large-scale rotation and shear can often be seen in the velocity (1st-moment) maps of molecular clouds (Federrath et al. 2016; Sharda et al. 2018, 2019; Menon et al. 2021). However, such large-scale motions should not be considered turbulent motions, at least not on the integral scale (diameter) of the cloud itself. Here we develop a method for measuring the turbulence of a cloud using the 1st-moment map corrected for contributions from such systematic motions. The top left panel of Fig. 2 shows the 1st-moment map as viewed along the $y$-axis for $t = 0.5t_f$ in the simulation. We clearly see the large-scale rotation in the map as a gradient. To isolate the turbulent motions, we can subtract a fitted gradient, shown in the top middle panel of Fig. 2, from the 1st-moment map (Federrath et al. 2016).

The gradient fit to the 1st-moment map is consistent with the cloud rotating about the $z$-axis. Thus, the fitting method described in Sec. 2.2.6 automatically picks up the intrinsic rotation axis. The subtraction of this gradient results in the gradient-corrected 1st-moment map, shown in the top right panel of Fig. 2. After subtracting the fitted gradient from the 1st-moment map, it no longer contains a visible gradient, suggesting that we have successfully removed the contribution of the large-scale rotation, and what remains are primarily the turbulent motions of the cloud.

The gradient-subtraction method works equally well for any LOS. For example, if we looked along the rotation axis ($z$-axis), there would be no visible gradient in the 1st-moment map, so the fitted gradient would be negligible (near zero), and the gradient-corrected 1st-moment map would be practically identical to the original 1st-moment map (see Fig. B1).

#### 3.2.2 Velocity PDFs

In order to demonstrate that the gradient-subtraction technique does indeed correct for rotation and isolate the turbulent motions, we show the velocity probability distribution functions (PDFs) of the 1st-moment maps before and after subtracting the gradient in the two bottom panels of Fig. 2. The PDF before gradient subtraction does not resemble a Gaussian distribution and has a wide, double-peak contribution from the rotation of the cloud. In contrast, the velocity PDF after gradient subtraction closely resembles a Gaussian distribution, which is the expected distribution for a purely turbulent medium (Klessen 2000; Federrath 2013). Note that some deviations from a perfect Gaussian are expected due to intermittent events in the turbulent flow, especially in the wings of the PDF (Federrath et al. 2016).

Before gradient subtraction, the velocity PDF was significantly wider (with $\sigma_v = 1.05 \pm 0.04$ km s$^{-1}$) than after gradient subtraction ($\sigma_v = 0.295 \pm 0.002$ km s$^{-1}$). This is due to the rotation of the cloud, increasing the range of velocities of the gas and the dispersion of these velocities. This illustrates the need for contributions from non-turbulent motions to be subtracted in order to isolate the turbulence of a cloud.

### 3.3 Time evolution

To quantify the correlations between the ‘true’ turbulence and the observable statistics, we calculate the standard deviation of the gradient-corrected 1st-moment map, the spatial mean of the 2nd-moment map, the parent velocity dispersion and the gradient-corrected parent velocity dispersion, and compare them with the rotation-corrected 3D velocity dispersion. We do this for each time-step over the full simulation time, i.e., from 0 to 1 freefall time, and for LOS along the $x$, $y$, and $z$ axes, separately.

In the absence of driving, we expect the turbulence to decay over time at a rate related to the turbulent crossing time (Mac Low et al. 1998; Stone et al. 1998). However, in Fig. 3, we see that the 3D turbulent velocity dispersion (yellow circles) remains fairly constant at a level of about 1 km s$^{-1}$ until roughly 50% of the freefall time, after which it increases to approximately 1.8 km s$^{-1}$ at $t = t_f$. This is because turbulent motions are maintained and driven by the gravitational collapse of the cloud (Sur et al. 2010; Federrath et al. 2011; Sharda et al. 2021).

The time evolution of the standard deviation of the 1st moment is shown in the top left-hand panel of Fig. 3. We distinguish the 1st moments before (crosses) and after (diamonds) gradient subtraction (as per Fig. 2). The standard deviations along the $x$ (blue) and $y$ (green) axes after gradient subtraction are consistently lower than before the subtraction, as anticipated due to the subtraction removing contributions from the rotation of the cloud. The standard deviations along the $z$-axis (red) are practically identical before and after gradient subtraction (the red crosses are behind the red diamonds in Fig. 2, top left panel), because the contribution of rotation to the dispersion is negligible when viewed along the rotation axis (cf., Fig. B1). Thus, after gradient subtraction, the standard deviations are similar along the $x$, $y$, and $z$ axes. This is a highly desirable feature of this method, as it shows that irrespective of how the cloud is oriented with respect to the LOS and its rotation axis, we can always correct for systematic motions by removing the fitted large-scale gradient from the 1st-moment map, in order to isolate the turbulent motions in the cloud.

Moreover, we see that the time evolution of the gradient-corrected dispersion is similar in shape to the intrinsic 3D turbulent dispersion, offset by a factor (to be determined and discussed in Sec. 4), for all times up to $t_f$.

The top right-hand panel of Fig. 3 shows the same as the top left-hand panel, but for the spatial mean of the 2nd moment instead of the standard deviation of the 1st moment. We see that the spatial mean of the 2nd-moment map is relatively independent of the LOS axis. At first, this result may seem surprising, because the 2nd moment does not correct for the contribution of rotation of the cloud, so we would have expected this statistic to be smaller along the $z$-axis (i.e., no effect of rotation) than along the $x$ and $y$ axes. However, the reason for the 2nd moment not showing a strong dependence on the rotation is that the spatial resolution used in the synthetic observations shown here is relatively high (i.e., it is the intrinsic simulation resolution). For a synthetic observation of the same cloud, but with a large telescope beam (i.e., low spatial resolution), we do find that the 2nd moment increases as expected, which is quantified and discussed in Sec. 5 and Appendix Fig. D1. After about 50% of the freefall time, the $z$-direction 2nd moment starts increasing, overtaking the $x$- and $y$-direction 2nd moment. This is because of the collapse of the cloud and the gas contracting more in the $z$ direction, i.e., along the rotation axis, as discussed above in Sec. 3.1.

The time evolution of the parent velocity dispersion before and after gradient correction is displayed in the bottom left and right panels of Fig. 3, respectively. In parallel with the 1st moment, the
parent velocity dispersion is anisotropic (different in \( z \) as compared to \( x \) and \( y \) LOS) before gradient correction and does not follow the same trend as the intrinsic turbulence. The anisotropy of the standard deviation of the first moment is the major contributor to the LOS dependence of the parent velocity dispersion. This motivates us to use the gradient-corrected first moment instead of the uncorrected first moment to construct the gradient-corrected parent velocity dispersion (shown in the bottom right-hand panel of Fig. 3). This new statistic is nearly independent of the LOS axis and its dependence on time has a similar shape to the true turbulence, making it a promising candidate for a turbulence quantifier.

4 INFERRING THE 3D TURBULENT DISPERSION FROM PPV MOMENT-BASED STATISTICS

In order to recover the 3D turbulent dispersion from any of the moment-based statistics shown in Fig. 3 we can multiply the values of these statistics along a LOS by a correction factor. These correction factors have been calculated as a function of time and are displayed in Fig. 4.

We see in Fig. 4 that the correction factors for all statistics are relatively constant in time until about 50% freefall time. They also appear to be independent of the LOS in all cases except for the uncorrected parent velocity dispersion (bottom left panel of Fig. 4). This implies that we can find a LOS-independent correction factor for each statistic that can be used to recover the 3D turbulent velocity dispersion from any LOS, except for the uncorrected parent velocity dispersion, which is dependent on LOS. We calculated this correction factor as an average over the 3 LOS and time. We find correction factors of 3.1 \( \pm \) 0.6 for the standard deviation of the gradient-corrected 1st-moment map, 2.4 \( \pm \) 0.3 for the spatial mean of the 2nd-moment map, and 1.9 \( \pm \) 0.2 for the gradient-corrected parent velocity dispersion.

These correction factors for the gradient-corrected 1st moment and the spatial mean of the 2nd moment are greater than the \( \sqrt{3} \) factor expected for isotropic turbulence (McKee & Ostriker 2007), which means that those statistics do not contain all turbulent velocity fluctuations of the LOS velocity. The main reason for this is that the gradient-corrected 1st moment does not include the dispersion along the LOS, only in the plane of the sky, and the mean of the 2nd moment does not fully account for variations in the plane of the sky due to the spatial average. On the other hand, the correction factor for the gradient-corrected parent velocity dispersion is close to the predicted \( \sqrt{3} \) factor, showing that \( \sigma_{\text{grad},\text{los}} \) contains all turbulent velocity fluctuations for the given LOS velocity component, and corrects for large-scale gradients, such that it is largely independent of the LOS orientation towards the cloud (see bottom right-hand panel of Fig. 4).
5 EFFECTS OF THE TELESCOPE BEAM RESOLUTION

In order to make the correction factors derived in the previous section practically applicable and versatile with respect to the telescope beam resolution, we investigate the effect of the telescope beam size on the observed statistics and correction factors necessary to recover the turbulence. To do this, we decrease the resolution of the synthetic observations of the simulated cloud by applying a Gaussian smoothing function to each moment map. We then repeat the analysis for these beam-smeared maps as before. The correction factors for these statistics were then averaged over time to obtain the correction factors as a function of spatial telescope resolution.

The correction factors based on the gradient-corrected 1st moment, the 2nd moment, and the uncorrected and gradient-corrected parent velocity dispersion are shown as a function of telescope beam resolution in Fig. 5. We see that the correction factors increase with increasing beam size for the gradient-corrected 1st moment, but decrease with increasing beam size for the 2nd moment (see top panel). We expect an increasing correction factor for the gradient-corrected 1st moment as some of the velocity fluctuations in the plane of the sky are smoothed by the Gaussian smoothing function and hence larger beam widths require higher correction factors to recover the 3D dispersion. Conversely, the 2nd moment increases with increasing beam size due to ‘beam smearing’ (see Sec. D) (also known in the galaxy community; e.g., Varidel et al. 2016; Federrath et al. 2017; Zhou et al. 2017), and thus, the respective correction factor decreases with increasing telescope beam size.

Since the parent velocity dispersions (bottom panel of Fig. 5) combine the 1st and 2nd moments, their correction factors are less dependent on the telescope beam size than the 1st and 2nd moments. The correction factors for the uncorrected parent velocity dispersion are highly dependent on the LOS axis, with lower correction factors observed for the x and y axes compared to the rotation axis, as discussed earlier. This emphasizes that the uncorrected parent velocity dispersion is an unsuitable measure of turbulence in a cloud with systematic motion, such as rotation. Conversely, the correction factors for the gradient-corrected parent velocity dispersion are nearly independent of the LOS axis, even more so than the gradient-corrected 1st moment or 2nd moment themselves.

The relationship between the correction factors and the beam size is well fit by a quadratic function for the gradient-corrected 1st moment and by a linear function for the 2nd moment and the gradient-corrected parent velocity dispersion. The fit parameters for each statistic are listed in Tab. E1. We do not provide a fit for the uncorrected parent dispersion due to the strong LOS dependence of this statistic. We find that the best statistic, i.e., the
one with the least dependence on LOS direction and the least dependence on telescope resolution is the gradient-corrected parent dispersion, for which we find the correction factor $C_{\text{any}}^{\text{(p-grad)}} = (-0.31 \pm 0.25) f/R + 1.90 \pm 0.14$, where $f$ is the FWHM beam size and $R$ is the cloud radius, shown as the solid black line in the bottom panel of Fig. 5. We note that the correction factor is nearly constant at the expected isotropic value of $\sqrt{3}$, for any beam size $f/R \leq 0.5$. This means that the beam size correction only starts to play a role when the beam size approaches the size of the cloud itself, while for $f/R \leq 0.5$, a constant correction factor of $1.90 \pm 0.14$ may be used.

6 EFFECTS OF THE STRENGTH OF ROTATION

So far, we have looked at a fixed ratio of rotation and turbulence in the cloud. Here we are adding two simulations, one without rotation and one with mild rotation (ratio of rotation-to-turbulence energy of $E_{\text{rot}}/E_{\text{turb}} = 0.35$, compared to the high-rotation simulation with $E_{\text{rot}}/E_{\text{turb}} = 1.0$ discussed so far), in order to test the dependence of our results on different levels of rotation. All other parameters are kept the same (see Sec. 2.1). To this end, we ran the entire analysis pipeline, including the effects of the telescope beam resolution.

The correction factors for each statistic, averaged over LOS and time, are given for each simulation as a function of telescope beam size in Figure 6. Consistent with the previous analyses, the gradient-corrected 1st moment and the 2nd moment (top panel) show relatively little dependence on the strength of rotation. The correction factors for each of these statistics agree to within 1-sigma for different levels of rotation. The fitted function parameters are again listed in Tab. E1.

The correction factors for the uncorrected parent velocity dispersion (bottom panel) are highly dependent on rotation, as expected based on earlier discussion of this quantifier. By contrast, the correction factor for the gradient-corrected parent velocity dispersion is independent of cloud rotation, as anticipated. This makes it an excellent statistic to recover the purely turbulent velocity dispersion of a cloud. A single linear function fits the data from all three simulations very well, and is given by $C_{\text{any}}^{\text{(p-grad)}} = (-0.29 \pm 0.26) f/R + (1.93 \pm 0.15)$. This fit is nearly identical to the respective fit from Fig. 5 (bottom panel), and is consistent with a beam-independent correction factor of $1.9 \pm 0.2$ for $f/R \leq 0.5$.

7 CONCLUSIONS

We ran and analysed a numerical simulation of an idealised rotating (around the $z$ axis), collapsing molecular cloud with a prescribed 3D turbulent velocity dispersion. We compute synthetic moment maps

---

**Figure 4.** Factors by which the standard deviation of the gradient-corrected 1st-moment map (top left panel), the spatial mean of the 2nd-moment map (top right panel), the parent velocity dispersion (bottom left panel) and the gradient-corrected parent velocity dispersion (bottom right panel) can be multiplied to recover the 3D turbulent velocity dispersion of a cloud. The correction factors appear to be relatively independent of the LOS axis and are relatively constant over time for each statistic, except for the parent velocity dispersion, which shows a clear dependence on the LOS axis. The average correction factor over the three LOS is shown as the solid black line with error bars indicating the 1-sigma variations over the three LOS. The gradient-corrected parent velocity dispersion (bottom right panel) is clearly the least time-dependent and the least LOS-dependent statistic of all the moment-based methods tested here.
of the simulation along the $x$, $y$, and $z$ axes of the cloud, and quantify the spatial mean of the 2nd moment, the standard deviations of the original and gradient-corrected 1st moment, and the original and gradient-corrected parent velocity dispersion. We find that we can recover the intrinsic 3D turbulent velocity dispersion by multiplying different correction factors for each of these statistics. We find that the gradient-corrected parent velocity dispersion, which combines information from the 1st and 2nd moment, provides the most robust reconstruction of the 3D turbulent velocity dispersion, independent of the cloud’s rotation, the LOS orientation with respect to the rotation axis, and largely independent of the evolutionary stage of the cloud. We also find that the gradient-corrected parent dispersion is the statistic with the weakest dependence on telescope beam resolution. In the following we list the main results of this study.

- The zero-moment maps of the cloud at early, intermediate and late times in the simulation show the formation of shocks, filaments and dense pre-stellar cores in the cloud (Fig. 1).
- There is an observable gradient in the 1st-moment map of the cloud along the $x$ and $y$ axes, but not the $z$-axis, which is due to rotation of the cloud about the $z$-axis. We find that the velocity PDF of the 1st moment exhibits strong non-Gaussian features when viewed along the $x$ and $y$ axes. These deviations from a Gaussian distribution are caused by the rotation of the cloud and manifest as the gradient observed in the 1st-moment map.
- We fit a 2D gradient to the 1st-moment map and subtract it in order to correct for the rotation-induced gradient. This isolates the turbulent motions of the cloud as seen in the gradient-corrected 1st-moment map and its velocity PDF, which is close to a Gaussian distribution, as expected for a purely turbulent medium (Fig. 2).
- The standard deviation of the gradient-corrected 1st-moment map, the spatial mean of the 2nd-moment map, and the gradient-corrected parent velocity dispersion are all nearly independent of the LOS and follow similar trends to the 3D turbulent velocity dispersion of the cloud, which we aim to recover (Fig. 3). This means that we can construct correction factors, i.e., the ratio of the 3D dispersion and either the gradient-corrected 1st moment, the spatial mean of the 2nd moment, or the gradient-corrected parent velocity dispersion, respectively. The uncorrected parent velocity dispersion does not exhibit the necessary properties to construct a correction factor independent of LOS and evolution time.
We find the LOS- and time-averaged correction factors to recover the 3D turbulent velocity dispersion are $3.1 \pm 0.6$ for the gradient-corrected 1st moment, $2.4 \pm 0.3$ for the spatial mean of the 2nd-moment map, and $1.9 \pm 0.2$ for the gradient-corrected parent velocity dispersion (Fig. 4). The correction factors for the gradient-corrected 1st moment and the 2nd moment are higher than the $\sqrt{3}$ correction factor normally applied based on isotropic turbulence. We attribute this to both these statistics omitting some components of the fluctuations of the LOS velocity: the gradient-corrected 1st moment only contains variations of the LOS velocity in the plane of the sky, but not along the LOS, while the spatial mean of the 2nd moment does not fully account for variations of the LOS velocity in the plane of the sky. The correction factor for the gradient-corrected parent velocity dispersion is much closer to the ideal $\sqrt{3}$ factor, indicating that it is a more accurate measure of the turbulent LOS velocity dispersion.

- The correction factors for the standard deviation of the gradient-corrected 1st moment and the spatial mean of the 2nd moment are both relatively independent of LOS at high telescope resolutions, but should be used with caution at lower resolutions when quantifying turbulence (Fig. 5). The correction factor for the gradient-corrected parent velocity dispersion is statistically independent of the LOS, and is only very weakly dependent on telescope beam size.

- Correction factors for the standard deviation of the gradient-corrected 1st-moment and the spatial mean of the 2nd moment are only weakly dependent on the level of rotation of the cloud. The uncorrected parent velocity dispersion is highly dependent on the level of rotation. By contrast, the correction factor for the gradient-corrected parent velocity dispersion is statistically independent of the level of rotation of the cloud, making it an excellent quantifier of the 3D turbulent velocity dispersion (Fig. 6).

- Given a telescope beam FWHM of $f$ relative to the observed cloud radius $R$, we find that the 3D turbulent dispersion can best be recovered via $\sigma_{\tau,3D} = (1.59 \pm 0.26) f/R + 1.93 \pm 0.15$ where $\sigma_{\text{p-(grad),los}}$ is the gradient-corrected parent velocity dispersion, defined in Sec. 2.2.7.

While the methods and calibrations developed here provide excellent means to reconstruct the 3D turbulent velocity dispersion for a wide range of cloud rotation, independent of the viewing angle, we have not tested other cloud parameters, such as the sonic Mach number, the driving mode of the turbulence, or the magnetic field strength and geometry. Future work should test whether the present calibration holds for different physical and geometrical cloud parameters.
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APPENDIX A: MOMENT MAPS FOR LOS ALONG THE ROTATION AXIS OF THE CLOUD

Figure A1 shows the same as Fig. 1, but for the LOS along the z direction, i.e., along the rotation axis of the cloud. The cloud’s shape remains fairly symmetrical throughout the evolution of the cloud in this projection, unlike when the cloud is viewed along the x or y axes, in which case a flattening of the cloud along the z-axis due to rotation is visible (Fig. 1). The most notable difference in these moment maps compared to the moment maps viewed along the y-axis (Fig. 1) is the lack of a visible gradient in the 1st-moment map, which we expect because the z-axis is the rotation axis.

APPENDIX B: GRADIENT SUBTRACTION IN CASE OF LOS ALONG THE ROTATION AXIS

Figure B1 illustrates the process of fitting a gradient to the 1st-moment map of a cloud viewed along the rotation axis, and subtracting this fitted gradient. The gradient fit to the 1st-moment map (top middle panel) is negligible in this case, so its subtraction makes little difference to the rotation-corrected 1st-moment map. This is further quantified in the velocity PDFs shown in the bottom panels, which are practically identical before and after gradient subtraction.

APPENDIX C: CORRECTION FACTORS WITH A HIGHER CUTOFF THRESHOLD BASED ON THE ZERO-MOMENT MAP

Figure C1 shows the same as Fig. 4, but for a cutoff of every pixel with a column density less than the average column density of the cloud being excluded. We see that using a threshold of \( C > 0.1 \) for the cutoff does not significantly affect the time average of the correction factors, but it does increase the uncertainty in these correction factors. Comparing this to the corresponding version of this figure with the lower (0.1 average column density) cutoff (Figure 4), we see that the differences in correction factors between the different LOS axes is greater with the higher cutoff in Figure C1, more so for the standard deviation of the gradient-corrected 1st-moment map than the spatial mean of the 2nd-moment map. The spatial mean of the 2nd-moment map appears to be more stable in time for the higher cutoff, and so is the gradient-corrected parent dispersion.

APPENDIX D: EFFECTS OF TELESCOPE BEAM RESOLUTION ON SECOND MOMENT

Considering an ideal cloud without turbulence and solid-body rotation only, the line of sight velocities along an infinitesimally small beam will all be the same. This means that the 2nd moment will be zero for each pixel in the plane of the sky. As the telescope beam size increases, the velocities of the gas measured in a given beam will include more and more contributions from velocities at different plane-of-sky positions. The mixing of these different LOS velocities inside the growing beam size induces a beam-dependent dispersion. Hence, the spatial mean of the 2nd moment of a rotating cloud increases with increasing telescope beam size. This effect is quantified in Fig. D1, which shows that as the cloud is observed perpendicular to its rotation axis (LOS along x or y), the spatial mean of the 2nd-moment map increases as the telescope beam size increases. If viewed along the rotation axis (LOS along z) there is no effect of rotation and the 2nd moment remains identically zero, as expected.

APPENDIX E: FIT PARAMETERS FOR CORRECTION FACTORS AS A FUNCTION OF TELESCOPE BEAM SIZE

The fit parameters for the relationship between the correction factors for the three potential turbulence quantifier statistics and the telescope beam FWHM, as displayed in Fig 5 and Fig 6. These functions can be used to determine the correction factor necessary to recover the 3D turbulent velocity dispersion from a given statistic with a given telescope beam size. The function we anticipate to be the most useful to observers is the function for \( \sigma_{(p-g)} \) fit to the correction factors for all LOS and all simulations simultaneously (\( C_\text{any} \) for any \( E_{rot}/E_{turb} \)). The other functions may be useful in a situation in which insufficient data is available, for example, if only the second moment data were accessible.
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Figure A1. Same as Fig. 1, but for the LOS along the rotation axis (z axis). The main difference is in the 1st-moment map, which does not show a gradient as we are here looking along the rotation axis.
Figure B1. Same as Fig. 2, but viewed along the rotation axis (z). The fitted gradient in this case is nearly zero, and hence the gradient-subtracted 1st moment (top right) is practically identical to the original 1st moment (top left). The same applies to the velocity PDFs (bottom panels), which are the same before and after subtraction of the gradient, i.e., there is no contribution of rotation when the LOS is oriented along the rotation axis.

Table E1. Correction factors as a function of telescope beam FWHM for different LOS axes and simulations with different levels of rotation. Parabolic functions are fitted to the correction factors as a function of telescope beam FWHM ($f$), as displayed in Figures 5 and 6. The fit parameters are given here, where the line of best fit is defined as $C_{\text{LOS}}^{\text{grad}}(f/R) = p_2 (f/R)^2 + p_1 (f/R) + p_0$. In the LOS axis column and in the $E_{\text{rot}}/E_{\text{turb}}$ column, ‘any’ indicates functions that are fit to data from all three LOS axes combined, and/or all three simulations combined, respectively. Note that a linear function instead of a quadratic function is fitted to the data in cases where a linear fit describes the data well; in such cases, $p_2 = 0$.

| Correction factor | Statistic | LOS axis | $E_{\text{rot}}/E_{\text{turb}}$ | $p_2$     | $p_1$     | $p_0$     |
|-------------------|-----------|----------|-------------------------------|-----------|-----------|-----------|
| $C_x^{(\text{c-grad})}$ for $E_{\text{rot}}/E_{\text{turb}} = 1.00$ | $\sigma_{(\text{c-grad})}$ | $x$      | 1.00                          | 5.54 ± 2.99 | 3.30 ± 1.96 | 2.89 ± 0.36 |
| $C_y^{(\text{c-grad})}$ for $E_{\text{rot}}/E_{\text{turb}} = 1.00$ | $\sigma_{(\text{c-grad})}$ | $y$      | 1.00                          | 3.58 ± 3.25 | 4.24 ± 2.14 | 3.12 ± 0.39 |
| $C_z^{(\text{c-grad})}$ for $E_{\text{rot}}/E_{\text{turb}} = 1.00$ | $\sigma_{(\text{c-grad})}$ | $z$      | 1.00                          | 20.8 ± 2.1  | 3.20 ± 1.41 | 3.26 ± 0.27 |
| $C^{(\text{any})}$ for $E_{\text{rot}}/E_{\text{turb}} = 0.00$ | $\sigma_{(\text{c-grad})}$ | any      | 0.00                          | 20.2 ± 10.7 | 6.01 ± 7.05 | 3.66 ± 1.30 |
| $C^{(\text{any})}$ for $E_{\text{rot}}/E_{\text{turb}} = 0.35$ | $\sigma_{(\text{c-grad})}$ | any      | 0.35                          | 13.6 ± 5.7  | 3.45 ± 3.76 | 3.22 ± 0.70 |
| $C^{(\text{any})}$ for $E_{\text{rot}}/E_{\text{turb}} = 1.00$ | $\sigma_{(\text{c-grad})}$ | any      | 1.00                          | 10.1 ± 4.3  | 3.48 ± 2.85 | 3.09 ± 0.55 |
| $C_{x}^{(\text{p-grad})}$ for $E_{\text{rot}}/E_{\text{turb}} = 1.00$ | $\sigma_{(\text{p-grad})}$ | $x$      | 1.00                          | 0          | -1.21 ± 0.51 | 2.40 ± 0.29 |
| $C_{y}^{(\text{p-grad})}$ for $E_{\text{rot}}/E_{\text{turb}} = 1.00$ | $\sigma_{(\text{p-grad})}$ | $y$      | 1.00                          | 0          | -1.24 ± 0.46 | 2.50 ± 0.27 |
| $C_{z}^{(\text{p-grad})}$ for $E_{\text{rot}}/E_{\text{turb}} = 1.00$ | $\sigma_{(\text{p-grad})}$ | $z$      | 1.00                          | 0          | -0.74 ± 0.18 | 2.20 ± 0.10 |
| $C_{x}^{(\text{any})}$ for $E_{\text{rot}}/E_{\text{turb}} = 0.00$ | $\sigma_{(\text{p-grad})}$ | any      | 0.00                          | 0          | -0.87 ± 0.25 | 2.31 ± 0.14 |
| $C_{x}^{(\text{any})}$ for $E_{\text{rot}}/E_{\text{turb}} = 0.35$ | $\sigma_{(\text{p-grad})}$ | any      | 0.35                          | 0          | -0.97 ± 0.28 | 2.34 ± 0.16 |
| $C_{x}^{(\text{any})}$ for $E_{\text{rot}}/E_{\text{turb}} = 1.00$ | $\sigma_{(\text{p-grad})}$ | any      | 1.00                          | 0          | -1.07 ± 0.45 | 2.37 ± 0.26 |
| $C_{x}^{(\text{any})}$ for $E_{\text{rot}}/E_{\text{turb}} = 1.00$ | $\sigma_{(\text{any})}$ | any      | 1.00                          | 0          | -0.31 ± 0.25 | 1.90 ± 0.14 |
| $C_{x}^{(\text{any})}$ for any $E_{\text{rot}}/E_{\text{turb}}$ | $\sigma_{(\text{any})}$ | any      | 1.00                          | 0          | -0.29 ± 0.26 | 1.93 ± 0.15 |
Figure C1. Same as Fig. 4, but with a column-density cutoff based on the average column density (instead of 10% of the average column density), i.e., here we exclude cloud material with a column density below the average column density of the cloud.

Figure D1. Spatial mean of the 2nd-moment map as a function of telescope beam size as measured along the $x$ (blue), $y$ (green) and $z$ (red) axes. The 2nd moments are measured for a cloud with an angular frequency of $\Omega = 5.124 \times 10^{-15}$ s$^{-1}$, and no turbulence, to demonstrate the effect of beam smearing. Note that the $x$ and $y$ axes yield identical results here due to the symmetry of the idealised cloud. A linear function passing through the origin is fitted to the 2nd moments measured along the $x$ and $y$ axes, giving $\sigma_{i,x,y} = f/R \times (0.55 \pm 0.01)$ km/s, where $f$ is the telescope beam FWHM and $R$ is the cloud radius. The 2nd moment increases with increasing telescope beam size when viewed along any axis other than the rotation axis.