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Abstract. We consider the online caching problem for a cache of limited size. In a time-slotted system, a user requests one file from a large catalog in each slot. If the requested file is cached, the policy receives a unit reward and zero rewards otherwise. We show that a Follow the Perturbed Leader (FTPL)-based anytime caching policy is simultaneously regret-optimal for both adversarial and i.i.d. stochastic arrivals. Further, in the setting where there is a cost associated with switching the cached contents, we propose a variant of FTPL that is order-optimal with respect to time for both adversarial and stochastic arrivals and has a significantly better performance compared to FTPL with respect to the switching cost for stochastic arrivals. We also show that these results can be generalized to the setting where there are constraints on the frequency with which cache contents can be changed. Finally, we validate the results obtained on various synthetic as well as real-world traces.
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1 Introduction

The caching problem has been studied since the 1960s, initially motivated by memory management in computers [21]. More recently, there has been renewed interest motivated by Content Delivery Networks [3] used for applications such as Video-on-Demand services. Such applications rely on low latency to provide a good customer experience. The framework of this problem involves a library of L files and a cache located near the end-users that is capable of storing at most C files at any given time, the algorithmic challenge being to determine the most popular files to be stored in the cache.

Two types of arrival patterns have been considered in the existing literature and in our work. The first is known as the Independent Reference Model, where request arrivals are generated by an i.i.d. stochastic process and the distribution of the request process is unknown to the policy. The second arrival model is
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the adversarial arrival model where we make no structural assumptions on the arrival process. Here, the arrival pattern is generated by an oblivious adversary who knows which caching policy is being used but is not aware of the sample path of decisions made by the policy. In both models, as we are focused on the online caching problem, requests are revealed causally and therefore caching decisions have to be made based on past arrival patterns without any explicit knowledge of future arrivals.

Various metrics have been used to characterize the performance of caching policies, including hit-rate and competitive ratio. Regret is a popular metric for online learning algorithms [9] and is defined as the difference between the reward incurred by the optimal stationary policy and the policy under consideration. Our broad goal is to determine if there exists caching policies that have order-optimal regret with respect to time for i.i.d. stochastic and adversarial arrivals and therefore robust to the nature of the arrival process. Policies that perform well in the adversarial setting are primarily focused on not performing horribly on any arrival sequence. This often leads to sub-optimal performance for specific arrival sequences. Similarly, policies designed for specific arrival processes or under some structural assumptions on the arrival process have poor performance in the adversarial setting as they have very poor performance for specific arrival processes which affects the worst-case performance of the policy. For instance, policies designed for the independent reference model would not be ideal when requests are not stationary.

Prediction with expert advice [9,16] and Online Convex Optimization [23] are well-known settings in online learning for which optimal algorithms have been found. Though the caching problem is equivalent to the prediction with expert advice setting with \((L^C)\) experts, \((L^C)\) is typically a very large number resulting in standard algorithms being computationally inefficient. Least Frequently Used (LFU), Least Recently Used (LRU) and First-in-First-Out (FIFO) are popular caching policies that have been shown to achieve optimal competitive ratio [4]. There are also results on the closed form stationary hit probabilities of these algorithms under the Independent Reference Model [6,22].

Under stochastic arrivals, LFU achieves order-optimal regret [8] but under adversarial arrivals, LFU, LRU and FIFO have been shown to have suboptimal regret [20]. A sublinear regret upper bound was proved for a gradient-based coded caching policy (OGA) under adversarial arrivals [20] while the first uncoded caching policy to be shown to achieve sublinear regret is the Follow The Perturbed Leader (FTPL) policy [7]. Proposed in [11], FTPL has also been shown to achieve order-optimal regret under adversarial arrivals by proving a lower bound on the regret using a balls-into-bins argument in [7]. An FTPL-based policy has also been shown to be regret-optimal for bipartite caching networks [19].

These policies do not consider the overhead of fetching files into the cache from the library each time the cache updates, called the switching cost [18]. An \(\tilde{O}(C\sqrt{T})\) upper bound on the regret including the switching cost was shown for a variant of the Multiplicative-Weight policy (MW) under adversarial arrivals.
which is also more computationally efficient compared to the original MW algorithm naively applied to the caching problem. An upper bound of $O(\sqrt{CT})$ was shown for an FTPL-based policy which is also simpler to implement \[18\] and improves upon the earlier bound by a factor of $\Theta(\sqrt{C})$.

1.1 Our contributions

We consider the following two settings: unrestricted switching, where the objective is to minimize the regret including the switching cost, and restricted switching, where the cache is allowed to update at certain fixed points only and the objective is to minimize regret. In Section 4 we consider the unrestricted switching setting and show that FTPL with an adaptive learning rate achieves order-optimal regret under stochastic arrivals even after including the switching cost, while FTPL with a constant learning rate cannot have order-optimal regret for both stochastic and adversarial arrivals. We also propose the Wait then FTPL (W-FTPL) policy that improves the bound on the switching cost from $O(D)$ to $O(\log D)$, where $D$ is the per-file switching cost. In Section 5 we consider the restricted switching setting and prove a lower bound on the regret of any policy and an upper bound on the regret of FTPL. We show that FTPL achieves order-optimal regret under stochastic file requests and in a special case of this setting under adversarial file requests. Finally, in Section 6 we present the results of numerical experiments on synthetic as well as real-world traces that validate the results obtained. Due to a lack of space, the proofs of the theorems stated in this paper can be found in \[1\].

We thus show that FTPL with an adaptive learning rate applied to the online caching problem has order-optimal regret under stochastic and adversarial arrivals in the unrestricted switching and in a special case of the restricted switching setting.

2 Problem formulation

We consider the classical content caching problem where a user requests files from a library that is stored in a back-end server. There is a cache that is capable of serving user requests at a lower cost but has a storage size that is typically considerably smaller than the library size. Time is slotted and in each time slot, the user requests at most one file. The sequence of events in a time slot is as follows. The cache may first update its contents, after which it receives a request for a file from the user. If the requested file is available in the cache, the cache is said to have a hit and the request is fulfilled locally by the cache, and otherwise a miss, in which case the file request is fulfilled by the back-end server.

Cache configuration. We consider a cache of size $C$ that stores files from a library $L$ of size $L$. Usually, the cache size is much smaller than the library size, i.e., $C \ll L$. The file requested by the user at time $t$ is denoted by $x_t$ and is represented also in the form of the one-hot encoded vector $x_t \in \{0, 1\}^L$. For $\tau \geq 2$, we denote by $X_{\tau} = \sum_{t=1}^{\tau-1} x_t$ the $L$-length vector storing the cumulative sum
of requests for each file till time slot $\tau - 1$. $X_1$ is initialized to be the zero vector. Let $C(t)$ denote the set of files cached in round $t$ and let $y_t \in \{0, 1\}^L$ be a binary vector denoting the state of the cache at time $t$, such that $y_t = (y^1_t, y^2_t, \ldots, y^L_t)$ with $y^i_t = 1$ for $i \in C(t)$ and 0 otherwise.

*File requests.* We consider two types of file requests: adversarial and stochastic. The file requests are said to be *adversarial* if no assumptions are made regarding the statistical properties of the file requests. We assume that the adversary is oblivious, i.e., the entire file request sequence is fixed before the first request is sent. The file requests are said to be *stochastic* if in each slot, the request is generated independently according to a popularity distribution $\mu = (\mu_1, \ldots, \mu_L)$, where $\mathbb{P}(x_t = i) = \mu_i$ and $\sum_i \mu_i = 1$. Without loss of generality, we assume that $\mu_1 \geq \ldots \geq \mu_L$. As is the case in most real-world applications, the popularity distribution is assumed to be unknown to the caching policy beforehand.

*Caching Policy.* At the beginning of any given time slot $t \geq 2$, a caching policy $\pi(\cdot)$ maps the history of observations it has seen so far (denoted by $h(t)$) to a valid cache configuration $C(t)$, i.e., $C(t) = \pi(h(t))$. In the first time slot, we assume that the cache stores $C$ files randomly chosen from the library and that this does not incur any switch cost. We define $T$ to be the time horizon of interest. When the file requests are adversarial, the optimal stationary policy is defined to be the caching policy that stores the top $C$ files in hindsight, i.e., stores the $C$ files that received the maximum number of requests till time $T$. When the file requests are stochastic, the optimal stationary policy is defined to be the caching policy that stores the files with the top $C$ popularities in the cache, i.e., $C(t) = C$ \forall $t$, where $C = \{1, \ldots, C\}$.

*Reward and Switch Cost.* At each time step, the policy obtains a reward of 1 unit when the requested file is available in the cache, i.e., a hit occurs, and a reward of 0 units otherwise. A caching policy that fetches a large number of files into the cache each time the cache updates is not ideal as fetching files into the cache causes latency and consumes bandwidth. Thus, we also consider the switch cost, i.e., the cost of fetching files from the back-end server into the cache. We assume that fetching a file into the cache from the server incurs a cost of $D$ units.

*Performance metric.* Policies are evaluated on the basis of the regret that they incur. Informally, the regret of a policy till time $T$ is the difference between the net utility of the optimal stationary policy and the net utility the policy under consideration. The net utility of a policy till time $T$ is the difference between the net reward accrued till $T$ and the overall switch cost incurred till then. Stationary policies do not incur any switch cost and hence their net utility is determined by the overall number of hits they have till time $T$. As discussed in the next section, in some cases, we omit the switch cost.

*Problem settings.* We consider the following two variations of the classical content caching problem:

1. **Setting 1:** Unrestricted switching with switching cost.

   In this setting, the system incurs a cost of $D$ units every time a file is fetched from the back-end server to be stored in the cache. When following a policy
π on a request sequence \( \{x_t\}_{t=1}^T \), the regret till time \( T \) for \( \{x_t\}_{t=1}^T \) including the switching cost when the file requests are adversarial is defined as:

\[
R^\pi_A(\{x_t\}_{t=1}^T, T, D) = \sup_{y \in \mathcal{Y}} \langle y, X_{T+1} \rangle - \sum_{t=1}^T \mathbb{E}\langle y_t, x_t \rangle + \frac{D}{2} \sum_{t=1}^{T-1} \mathbb{E}\|y_{t+1} - y_t\|_1,
\]

(1)

where the expectation is with respect to any randomness introduced by the policy. The regret of a policy \( \pi \) till time \( T \) is defined as the worst-case regret over all possible request sequences, i.e.,

\[
R^\pi(\{x_t\}_{t=1}^T) = \sup_{\{x_t\}_{t=1}^T} R^\pi_A(\{x_t\}_{t=1}^T, T, D).
\]

When the file requests are stochastic, the regret including the switching cost after \( T \) time steps is defined as:

\[
R^\pi_S(T, D) = \mathbb{E}\left[ \sum_{t=1}^T \mathbb{1}\{x(t) \in C\} - \mathbb{1}\{x(t) \in C(t)\} \right] + \frac{D}{2} \sum_{t=1}^{T-1} \mathbb{E}\|y_{t+1} - y_t\|_1,
\]

(2)

where \( C \) denotes the set of files having the top \( C \) popularities. In the above expression, the expectation is taken with respect to the randomness in the file requests as well as any randomness introduced by the policy.

2. **Setting 2:** Restricted switching without switching cost.

Here, the cache is allowed to change its contents only at \( s + 1 \) fixed time slots for some \( 1 \leq s \leq T \). To be precise, the cache is allowed to change its contents only at the beginning of the following time slots: \( 1, r_1 + 1, r_1 + r_2 + 1, \ldots, \sum_{i=1}^s r_i + 1 \), where \( 1 \leq r_i \leq T, 1 \leq i \leq s \) denotes the \( i \)th inter-switching period such that \( \sum_{i=1}^s r_i = T \). Thus, within the time horizon \( T \), the cache is allowed to update only at \( s \) fixed time slots. Note that the setting where the cache is allowed to change its contents only after every \( 1 \leq r \leq T \) requests, i.e., at time slots \( 1, r+1, \ldots, T+1 \) and \( s = \frac{T}{r} \) is a special case of this setting.

For simplicity, we restrict our attention to the case where there is no switch cost, i.e., \( D = 0 \). When following a policy \( \pi \), the regret after \( T \) time steps when the file requests are adversarial is:

\[
R^\pi_A(T) = \sup_{y \in \mathcal{Y}} \langle y, X_{T+1} \rangle - \sum_{t=1}^T \mathbb{E}\langle y_t, x_t \rangle,
\]

(3)

where the expectation is with respect to the randomness introduced by the policy. When the file requests are stochastic, the regret after \( T \) time steps is:

\[
R^\pi_S(T) = \mathbb{E}\left[ \sum_{t=1}^T \mathbb{1}\{x(t) \in C\} - \mathbb{1}\{x(t) \in C(t)\} \right],
\]

(4)
where $\mathcal{C}$ denotes the set of files having the top $C$ popularities. In the above expression, the expectation is taken with respect to the randomness introduced by the policy and the file requests.

To distinguish between results including switching cost and those without switching cost, we use the notation $R^\pi_{\tau}(T, D)$ for results involving the switch cost and $R^\pi_0(T)$ for results without the switch cost.

The overall goal of this work is to characterize the optimal regret in the two settings mentioned above, for both adversarial and stochastic file requests. This entails proving scheme-agnostic lower bounds on the regret as well as designing policies whose regret is of the same order as these lower bounds. As we will see, these results will also highlight the impact of switching cost and intermittent switching on the optimal achievable regret.

3 Policies

In this section, we introduce and formalize policies whose optimality (or suboptimality) will be discussed in later sections.

3.1 Least Frequently Used (LFU)

The LFU algorithm (formally defined in Algorithm 1) keeps track of the number of times each file has been requested so far. At each time step $t$, the files with the $C$ highest number of requests are cached. This policy is deterministic and thus performs poorly when faced with certain adversarial request sequences [20]. For the simplified case of $L = 2, C = 1$, one example is a round-robin request sequence of the form $1, 2, 1, 2, \ldots$ which would result in LFU obtaining essentially zero reward while the optimal stationary policy obtains a reward of $T/2$. For stochastic requests, it has been shown to achieve $O(1)$ regret when switching is allowed at all time slots and when the algorithm incurs no switch cost [8].

Algorithm 1 LFU algorithm

1: procedure LFU($T$)
2: $c_t \leftarrow 0$
3: while $t \leq T$ do
4: $C_t \leftarrow \arg\max_{C \subseteq \mathcal{C}} (c_t(1), \ldots, c_t(L))$
5: Receive file request $x_t$
6: $c_t(x_t) \leftarrow c_t(x_t) + 1$
7: end while
8: end procedure

3.2 Follow The Perturbed Leader (FTPL)

The FTPL algorithm (formally defined in Algorithm 2) is a variation of the LFU algorithm and also keeps track of the number of times each file has been requested so far.
requested so far, but adds an independent Gaussian perturbation with mean 0 and standard deviation \( \eta_t \) (referred to as the learning rate) to the counts of each file in each time slot. At each time step \( t \), the files with the \( C \) highest perturbed counts are cached. Special cases of this policy are known to achieve order-optimal regret under adversarial requests (with and without switch cost) \([7,18]\). We will henceforth refer to the FTPL algorithm with the learning rate \( \eta_t \) by FTPL(\( \eta_t \)).

Algorithm 2 FTPL algorithm

\[
\text{procedure } \text{FTPL}(T, \{\eta_t\}_{t=1}^T) \\
c_t \leftarrow 0 \\
\text{Sample } \gamma \sim \mathcal{N}(0, I_{L \times L}) \\
\text{while } t \leq T \text{ do} \\
\quad C_t \leftarrow \arg\max_C (c_t(1) + \eta_t \gamma(1), \ldots, c_t(L) + \eta_t \gamma(L)) \\
\quad \text{Receive file request } x_t \\
\quad c_t(x_t) \leftarrow c_t(x_t) + 1 \\
\text{end while} \\
\text{end procedure}
\]

3.3 Wait then FTPL (W-FTPL)

The algorithm that we propose, Wait then FTPL (formally defined in Algorithm 3), is a variant of the FTPL algorithm where the policy remains idle for an initial deterministic waiting period and then follows the normal FTPL algorithm. The motivation for this algorithm is to avoid the higher switch cost incurred initially by the FTPL algorithm under stochastic file requests until the policy has seen enough requests to have a good enough estimate of the underlying popularity distribution, while ensuring order-optimal regret in the adversarial setting. We will henceforth refer to the W-FTPL algorithm with the learning rate \( \eta_t \) by W-FTPL(\( \eta_t \)).

Algorithm 3 W-FTPL algorithm

\[
\text{procedure } \text{W-FTPL}(T, \{\eta_t\}_{t=1}^T, D, t') \\
c_t \leftarrow 0 \\
\text{Sample } \gamma \sim \mathcal{N}(0, I_{L \times L}) \\
\text{while } t \leq T \text{ do} \\
\quad \text{if } t > t' \text{ then} \\
\quad\quad C_t \leftarrow \arg\max_C (c_t(1) + \eta_t \gamma(1), \ldots, c_t(L) + \eta_t \gamma(L)) \\
\quad\quad \text{Receive file request } x_t \\
\quad\quad c_t(x_t) \leftarrow c_t(x_t) + 1 \\
\quad \text{end if} \\
\text{end while} \\
\text{end procedure}
\]
4 Setting 1: Unrestricted switching with switching cost

In this section, we consider the setting where there is no limitation on the switching frequency of the cache and the objective is to minimize the regret including the switching cost, i.e., minimize regret as well as the number of fetches into the cache. We consider both stochastic and adversarial file request sequences and show that FTPL(\(\alpha\sqrt{T}\)) and W-FTPL(\(\alpha\sqrt{T}\)) are order-optimal under both types of file requests. While the FTPL(\(\eta\)) algorithm is order-optimal under adversarial requests for a particular value of \(\eta\) [7], we prove that the same does not hold true for stochastic file requests.

4.1 Adversarial requests

In this section, we discuss the performance of the policies introduced in Section 3 under adversarial file requests. The key results of this section has been summarized in the following theorem:

**Theorem 1.** Under adversarial requests, we have

(a) [7, Theorem 2] For any policy \(\pi\) and \(L \geq 2C\),

\[
R^\pi_A(T, D = 0) \geq \sqrt{\frac{CT}{2\pi}} - \Theta\left(\frac{1}{\sqrt{T}}\right).
\]

(b) [20, Proposition 1] The regret of the LFU policy can be characterized as:

\[
R^{LFU}_A(T, 0) = \Omega(T).
\]

(c) [18, Theorem 4.1] The regret of FTPL(\(\alpha\sqrt{T}\)) is upper bounded as:

\[
R^{FTPL}_A(\alpha\sqrt{T}, D) \leq c_1\sqrt{T} + c_2\ln T + c_3,
\]

where \(c_1 = O(\sqrt{\ln(Le/C)})\), and \(c_2, c_3\) are small constants depending on \(L, C, D\) and \(\alpha\).

(d) The regret of W-FTPL(\(\alpha\sqrt{T}\)) is upper bounded as:

\[
R^{W-FTPL}_A(\alpha\sqrt{T}, D) \leq O(\sqrt{T}).
\]

Part (a) has been proved in [7] and provides a lower bound on the regret of any policy under adversarial requests.

As argued before, LFU performs poorly under adversarial requests. This is also seen for many popular classical caching algorithms like LRU and FIFO (refer [20]).

Part (c) has been proved in [18] and provides an \(O(\sqrt{T})\) upper bound on the regret including the switching cost of the FTPL(\(\alpha\sqrt{T}\)) policy under adversarial requests, thus showing that this algorithm is order-optimal under adversarial requests. FTPL(\(\alpha\sqrt{T}\)) has also been shown to be order-optimal under adversarial requests [7,18].

Part (d) provides an upper bound on the regret including the switching cost of W-FTPL(\(\alpha\sqrt{T}\)) under adversarial requests. This result shows that W-FTPL(\(\alpha\sqrt{T}\)) is order-optimal under adversarial requests. The proof of this result can be found in Appendix A.
4.2 Stochastic requests

To find a policy that achieves order-optimal regret under stochastic and adversarial arrivals, we were motivated by [7,18] where the regret for FT PL with the learning rates $\alpha \sqrt{t}$ and $\alpha \sqrt{T}$ ($\alpha$ being some positive constant) under adversarial arrivals was characterized. In this section, we discuss the performance of these policies under stochastic file requests. The key results of this section has been summarized in the following theorem:

**Theorem 2.** The file requests are stochastic i.i.d. with the popularity distribution $\mu$.

(a) [8, Theorem 1] When $D = 0$, the regret of the LFU policy can be upper bounded as:

$$R_{S}^{LFU}(T,0) < \min \left( \frac{16}{\Delta_{min}^2}, \frac{4C(L - C)}{\Delta_{min}} \right),$$

where $\Delta_{min} = \mu_C - \mu_{C+1}$.

(b) For $L = 2, C = 1$ and $D = 0$, the regret of FTPL($\eta$) can be lower bounded as:

$$R_{S}^{FTPL(\eta)}(T,0) \geq \eta e^{-(1+\frac{1}{\eta})^2}.$$

(c) The regret of FTPL($\alpha \sqrt{t}$) is upper bounded as:

$$R_{S}^{FTPL(\sqrt{t})}(T,D) \leq (1+DC)t_0 + \left(1 + \frac{D}{\Delta_{min}} \right) \left( \frac{8}{\Delta_{min}} + \frac{32\alpha^2}{\Delta_{min}} \right),$$

where $t_0 = \max \left\{ \frac{8}{\Delta_{min}^2} \log \left( \frac{L^3}{D} \right), \frac{32\alpha^2}{\Delta_{min}^2} \log \left( \frac{L^3}{D} \right) \right\}$.

(d) The regret of W-FTPL($\alpha \sqrt{T}$) is upper bounded as:

$$R_{S}^{W-FTPL(\sqrt{T})}(T,D) \leq t' + \frac{16}{\Delta_{min}^2} + \frac{64\alpha^2}{\Delta_{min}^2} + 2L^3D \left( e^{-(u\log D)^{1+\beta} \Delta_{min}^2/8} \frac{8}{\Delta_{min}^2} + e^{-(u\log D)^{1+\beta} \Delta_{min}^2/32\alpha^2} \frac{32\alpha^2}{\Delta_{min}^2} \right),$$

where $t' = \max \left\{ \frac{8}{\Delta_{min}^2} \log \left( \frac{L^3}{D} \right), \frac{32\alpha^2}{\Delta_{min}^2} \log \left( \frac{L^3}{D} \right), u(\log D)^{1+\beta} \right\}$.

Part (a) of the above theorem has been proved in [8] and shows that the regret of LFU is $\mathcal{O}(1)$ when the file requests are stochastic. Thus, the regret of any policy that has order optimal regret under stochastic file requests should be $\mathcal{O}(1)$.

Part (b) gives a lower bound on the regret of the FTPL($\eta$) algorithm under stochastic file requests. Note that for all $\eta \geq 1$, we have

$$R_{S}^{FTPL(\eta)}(T) \geq \frac{\eta e^{-(1+\frac{1}{\eta})^2}}{4} \geq \frac{\eta}{4e^4}.$$
This shows that the regret is $\Omega(\eta)$ for the FTPL(\eta) algorithm when the file requests are stochastic. Using $\eta = \alpha \sqrt{T}$, where $\alpha$ is a positive constant, from [7] which gave an $O(\sqrt{T})$ upper bound for FTPL(\eta), we get that with the constant learning rate $\eta = \alpha \sqrt{T}$, the regret of FTPL(\eta) is $\Theta(\sqrt{T})$. Thus, while FTPL(\eta) is order-optimal under adversarial requests (see Section 4.1), it cannot simultaneously be order-optimal under adversarial and stochastic file requests. The proof of this result can be found in Appendix B.

Part (c) shows that FTPL($\alpha \sqrt{t}$), $\alpha > 0$ is order-optimal when the file requests are stochastic. While FTPL(\eta) with $\eta = O(\sqrt{T})$ achieves $\Omega(\sqrt{T})$ regret, this result shows an $O(1)$ upper bound on the regret of FTPL($\alpha \sqrt{t}$) including the switching cost, thus showing that this algorithm is order-optimal. Note that the upper bound grows linearly with the per-file switch cost $D$. The proof of this result can be found in Appendix C.

Recall that the Wait then FTPL($\alpha \sqrt{t}$) (W-FTPL($\alpha \sqrt{t}$)) algorithm is a variant of the FTPL($\alpha \sqrt{t}$) algorithm. The algorithm remains idle till time $t' = u(\log D)^{1+\beta}$, $u > 0$, and then normal FTPL($\alpha \sqrt{t}$) is followed. Part (d) proves an $O(1)$ upper bound on the regret including the switching cost of this algorithm with respect to the horizon $T$ under stochastic file requests, thus showing that this algorithm is order-optimal. The main improvement over the FTPL($\alpha \sqrt{t}$) algorithm is the $O((\log D)^{1+\beta})$ upper bound on the regret including the switching cost for a large enough value of $D$ under stochastic file requests, as compared to the upper bound $O(D)$ for FTPL($\alpha \sqrt{t}$). The key idea behind remaining idle for an initial period that depends logarithmically on $D$ is to avoid the higher switch cost incurred at the beginning by the FTPL($\alpha \sqrt{t}$) algorithm (refer to Section 6). The proof of this result can be found in Appendix D.

5 Restricted switching

In this section, we consider the setting where the cache is allowed to update its contents only at $s + 1$ fixed number of time slots, where $s \in \mathbb{Z}, s \leq T$. The first point is at time slot 1, the second at time slot $r_1 + 1$, the third point is at time slot $r_1 + r_2 + 1$, and so on till the $s + 1$th point, which is at time slot $\sum_{i=1}^{s} r_i + 1$, where $r_i \in \mathbb{Z}, r_i \leq T, 1 \leq i \leq s$ and $\sum_{i=1}^{s} r_i = T$. Note that the cache is allowed to update its contents only $s$ times till the time horizon $T$. Refer to Figure 1 for an illustration of this setting. As a special case of this setting, we also consider the homogenous case where the cache is allowed to update only after every $r \in \mathbb{Z}$ requests, i.e., $s = \frac{T}{r}$. We study the regret performance of FTPL and also provide lower bounds on the regret incurred by any online scheme. In the homogenous case, we also show that FTPL($\sqrt{rt}$) achieves order-optimal regret.

5.1 Stochastic requests

Theorem 3. The file requests are stochastic i.i.d. with the popularity distribution $\mu$. When cache updates are restricted to $s + 1$ fixed points defined by the inter-switching periods $\{r_i\}_{i=1}^{s}$ as outlined above,
Fig. 1: The time slots where the cache is allowed to update its contents have been marked in yellow.

(a) When \( L = 2, C = 1 \), for any online caching policy \( \pi \), there exists a popularity distribution such that the popularities of the two files are greater than \( 1 > a > 0 \) and the difference in the popularities is \( \Delta \), such that
\[
R_\pi^S(T) \geq \frac{r_1 \Delta}{2} + \sum_{i=2}^s r_i \Delta \exp\left(-t_i \frac{\Delta^2}{a^2}\right).
\]

(b) The regret of FTPL(\( \alpha \sqrt{t} \)) is upper bounded as:
\[
R_{FTPL}^{FTPL(\alpha \sqrt{t})}(T) \leq r_1 + 2 \sum_{j=1}^C \sum_{k=C+1}^L r_i \Delta_{j,k} \left(e^{-t_i \Delta_{j,k}^2/8} + e^{-t_i \Delta_{j,k}^2/32}\right).
\]

In part (a), we prove a fundamental lower bound on the regret of any policy \( \pi \) under stochastic file requests when cache updates are restricted to \( s + 1 \) fixed time slots. The proof of this result can be found in Appendix [E]. In part (b), we prove an upper bound on the regret of the FTPL(\( \alpha \sqrt{t} \)) policy when cache updates are restricted to \( s + 1 \) fixed time slots. The proof of this result can be found in Appendix [F]. We thus have that the FTPL(\( \alpha \sqrt{t} \)) policy has order-optimal regret in this setting under stochastic file requests. Next, we consider the special case where all \( r_i \) are equal to \( r \), i.e., \( s = T/r \).

**Theorem 4.** The file requests are stochastic i.i.d. with the popularity distribution \( \mu \). When the cache is allowed to update only after every \( r \) requests,
\[
R_{S}^{FTPL(\alpha \sqrt{t})} \leq 1 + t'_0 + 2 \left(\frac{8}{\Delta_{\min}^2} + \frac{32\alpha^2}{\Delta_{\min}^2}\right),
\]
where \( t'_0 = \max\left\{r, \frac{8}{\Delta_{\min}^2} \log \left(L^2\right), \frac{32\alpha^2}{\Delta_{\min}^2} \log \left(L^2\right)\right\} \).

In Theorem 4 we prove an \( O(\max\{r, \log L\}) \) upper bound on the regret of the FTPL(\( \alpha \sqrt{t} \)) algorithm under stochastic file requests. While the order-optimality of this policy with respect to \( r \) follows from Theorem 3 we also note that the bound proved here improves upon the worst-case \( O(L^2) \) dependency in the upper bound proved in part (b) of Theorem 3 to \( O(\log L) \). The proof of this result can be found in Appendix [G].
5.2 Adversarial requests

**Theorem 5.** Files are requested by an oblivious adversary. When cache updates are restricted to $s + 1$ fixed points defined by $\{r_i\}_{i=1}^s$ as outlined above,

(a) For any online caching policy $\pi$ and $L \geq 2C$,

$$R_A^\pi(T) \geq \frac{1}{2} \left( 0.15 \sqrt{C \sum_{i=1}^{s} r_i^2} \left( 1 - \frac{(C - 1) \left( \sum_{i=1}^{s} r_i^4 \right)}{2 \left( \sum_{i=1}^{s} r_i^2 \right)^2} \right) - 0.6 C \max_{1 \leq i \leq s} r_i \right).$$

(b) The regret of $\text{FTPL}(\alpha \sqrt{T})$ is upper bounded as:

$$R_{A}^{\text{FTPL}(\alpha \sqrt{T})}(T) \leq O(\alpha \sqrt{T}) + \sqrt{\frac{2}{\pi} \sum_{i=1}^{s} \frac{r_i^2}{\alpha \sum_{j=0}^{i-1} r_j}}.$$

The proof of this theorem can be found in Appendix H and Appendix I respectively. In part (a), we prove a lower bound on the regret of any policy $\pi$ under adversarial file requests when cache updates are restricted to $s$ fixed time slots. Note that a necessary condition for this bound to be meaningful is

$$4 \max_{1 \leq i \leq s} r_i \leq \sqrt{\sum_{i=1}^{s} r_i^2}. \quad (6)$$

When this bound is meaningful, we have that $R_A^\pi(T) = \Omega \left( \sqrt{C \sum_{i=1}^{s} r_i^2} \right)$ for any online caching policy $\pi$. When all the $r_i$’s are equal, this condition translates to $r \leq T/16$. This condition does not hold if any of the $r_i$’s is too large. For instance, when $s = 3$ and $r_1 = T/2, r_2 = r_3 = T/4$, this condition does not hold. When $\max r_i$ and $\min r_i$ are known, a sufficient condition for (6) to hold is:

$$\max_{1 \leq i \leq s} r_i \leq \frac{\sqrt{4}}{\min_{1 \leq i \leq s} r_i}.$$

We now discuss the special case where all $r_i$ are equal to $r$, i.e., $s = T/r$. It follows from part (b) of Theorem 5 that $\text{FTPL}(\sqrt{rT})$ achieves a regret of $O(\sqrt{rT})$.

The following theorem provides a matching lower bound for this setting that proves that $\text{FTPL}(\sqrt{rT})$ is order-optimal, the proof of which can be found in Appendix I.

**Theorem 6.** Files are requested by an oblivious adversary. When the cache is allowed to update only after every $r$ requests, for any online caching policy $\pi$ and $L \geq 2C$,

$$R_A^\pi(T) \geq \begin{cases} \sqrt{\frac{C r T}{2s}} - \Theta \left( \frac{r \sqrt{T}}{\sqrt{s}} \right), & \text{when } r = o(T), \\ \Omega(T), & \text{when } r = \Omega(T), \end{cases}$$
6 Numerical experiments

In this section, we present the results of numerical simulations for the various policies discussed in Section 3.

Fig. 2: The plots compare (a) the regret including the switching cost for \( D = 100 \) as a function of \( T \), (b) the switching cost in each time slot for \( D = 30 \), \( u = 5 \), \( \beta = 0.6 \) as a function of \( T \), (c) the regret as a function of \( T \) with \( D = 0 \), and (d) the regret including the switching cost for \( T = 2000 \) as a function of \( D \), of various caching policies under stochastic file requests. \( L = 10 \), \( C = 4 \) for each of the plots and the popularity distribution is a dyadic distribution. Parts (a) and (c) show that the regret incurred by FTPL(\( O(\sqrt{T}) \)) is increasing with \( T \) while FTPL(\( O(\sqrt{t}) \)), W-FTPL(\( O(\sqrt{T}) \)) and LFU have essentially constant regret. Part (b) shows that FTPL(\( O(\sqrt{T}) \)) makes more switches at the beginning, thus motivating the W-FTPL(\( O(\sqrt{T}) \)) algorithm. Part (d) shows that while the regret including the switching cost of LFU and FTPL(\( O(\sqrt{T}) \)) increase linearly in \( D \), it increases sublinearly for W-FTPL(\( O(\sqrt{T}) \)).
Fig. 3: The plots compare (a) the regret including the switching cost for $D = 100$ as a function of $T$ on a round robin request sequence, (b) the regret without the switching cost, i.e., $D = 0$ as a function of $T$ on the MovieLens dataset, (c) the regret as a function of the constant switching frequency $r$ under stochastic file requests from a dyadic distribution, and (d) the regret as a function of the switching frequency $r$ on the MovieLens dataset, of various caching policies. We used $L = 2, C = 1$ for Part (a) and $L = 10, C = 4$ for Part (c). In Part (a), note that the regret including the switching cost scales linearly with $T$ for LFU, while $W$-FTPL($O(\sqrt{t})$) and FTPL($O(\sqrt{t})$) show better performance. In Part (c), the regret scales linearly with $r$ for all the three algorithms as expected. The regret scales sublinearly with $T$ in Part (b) and linearly with $r$ in Part (d).

6.1 Setting 1 with stochastic file requests

Setup. We use $L = 10, C = 4$ throughout this section. The popularity distribution used is a dyadic distribution, i.e., for $1 \leq i \leq L - 1$, $\mu(i) = \frac{1}{2^i}$ and $\mu(L) = \frac{1}{2^L}$. 

Results. Figure 2a shows that the regret of FTPL including the switching cost increases with $T$, while it is essentially constant for FTPL($O(\sqrt{T})$), W-FTPL($O(\sqrt{T})$) and LFU. One can also observe that W-FTPL($O(\sqrt{T})$) performs the best among all the four algorithms. In Figure 2c, we plot only the regret as a function of $T$. Note that the same trend is observed here as well. Here, we omit plotting.
W-FTPL($\mathcal{O}(\sqrt{t})$) as its regret would be the same as that of FTPL($\mathcal{O}(\sqrt{t})$) in this case. Figure 2b shows that FTPL($\mathcal{O}(\sqrt{t})$) indeed makes more switches at the beginning, which is the motivation for the W-FTPL($\mathcal{O}(\sqrt{t})$) policy where no switches are made for an initial period. Figure 2d shows that the regret of LFU and FTPL($\mathcal{O}(\sqrt{t})$) grows linearly with $D$, while that of W-FTPL($\mathcal{O}(\sqrt{t})$) grows sublinearly with $D$.

6.2 Setting 1 with adversarial file requests

Setup. We consider a synthetic adversarial request sequence in Figure 3a and a real-world trace in Figure 3b. The synthetic adversarial request sequence used is 1, 2, 1, 2, . . . for $L = 2$, $C = 1$, i.e., a round-robin request sequence. The real-world trace used is the first 20,000 rows of the MovieLens 1M dataset [2,12] which contains ratings for 2569 movies with timestamps that we model as requests to a CDN server of library size 2569 and a cache size of 25.

Results. Figure 3a shows that under the round-robin request sequence, the regret including the switching cost of LFU scales linearly with $T$, while that of W-FTPL($\mathcal{O}(\sqrt{t})$) and FTPL($\mathcal{O}(\sqrt{t})$) scales sublinearly with $T$. Figure 3b shows that on the MovieLens dataset, the regret scales sublinearly with $T$ for all the four algorithms.

6.3 Setting 2

Setup. We consider stochastic file requests drawn from a dyadic distribution for $L = 10$, $C = 4$ in Figure 3c and file requests from the MovieLens dataset in Figure 3d. We also used $T = 18000$ and chose $r$ to be factors of $T$. There were 2518 unique movies in the first 18000 rows of the MovieLens dataset and we set the cache size to be 25.

Results. Figure 3c shows that when file requests are drawn from a dyadic popularity distribution, the regret of all three policies vary linearly with $r$. Figure 3d shows that on the MovieLens dataset, the regret scales linearly with $r$ for all the three policies.

7 Conclusion

We have shown that FTPL($\mathcal{O}(\sqrt{t})$) achieves order-optimal regret even after including the switching cost under stochastic requests. Combining with prior results on the performance of FTPL, it is simultaneously order-optimal for both stochastic and adversarial requests. We also showed that FTPL($\eta$) cannot possibly achieve order-optimal regret simultaneously under both stochastic and adversarial requests, while variants of this policy can individually be order-optimal under each type of request. We proposed the W-FTPL($\mathcal{O}(\sqrt{t})$) policy as a way of preventing the high switching cost incurred by FTPL at the beginning under stochastic file requests. We also considered the restricted switching setting, where the cache is allowed to update its contents only at specific pre-determined
time slots and obtained a lower bound on the regret incurred by any policy. We proved an upper bound on the regret of FTPL($O(\sqrt{t})$) and showed that it is order-optimal under stochastic file requests and in the homogenous restricted switching case under adversarial file requests.

This work motivates several directions for future work: (1) Bringing the upper and lower bounds closer in the general restricted switching setting would help in proving whether FTPL($O(\sqrt{t})$) is order-optimal or not under adversarial file requests in this case too. (2) For the restricted switching setting, our results consider only the regret. Adding the switching cost too here would make the bounds complete.
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A Proof of part (d) of Theorem 1

In this section, we prove an upper bound on the regret of W-FTPL($\alpha \sqrt{t}$) under adversarial requests. The proof mostly follows that of Theorem 4.1 of [18] and is given here for completeness. We bound the regret till time $t'$ by $t'$ and bound the regret incurred from time $t'+1$ in a manner similar to [18]. Thus,

$$R_{A}^{W-FTPL(\alpha \sqrt{t})}(T) = \max_{y \in Y} \langle y, X_{T+1} \rangle - \sum_{t=1}^{T} E_{\gamma} [\langle y_{t}, x_{t} \rangle]$$

$$\leq t' + \max_{y \in Y} \langle y, X_{T+1} - X_{t'+1} \rangle - \sum_{t=t'+1}^{T} E_{\gamma} [\langle y_{t}, x_{t} \rangle]. \quad (7)$$

We define the potential function $\Phi_{t} : \mathbb{R}^{L} \rightarrow \mathbb{R}$ for all time instants $t$ in the following way:

$$\Phi_{t}(x) = E_{\gamma} \left[ \max_{y \in Y} \langle y, x + \eta_{t} \gamma \rangle \right],$$

where $Y$ is the set of possible cache configurations, i.e., the set $\{y \in \{0, 1\}^{L} : \|y\|_{1} \leq C\}$. As shown in the proof of Proposition 4.1 in [18], we have

$$E_{\gamma} [\langle y_{t}, x_{t} \rangle] = \Phi_{t}(X_{t+1}) - \Phi_{t}(X_{t}) - \frac{1}{2} \langle x_{t}, \nabla^{2} \Phi_{t}(X_{t}) x_{t} \rangle \quad (8)$$

where $\tilde{X}_{t} = X_{t} + \theta_{t} x_{t}$, for some $\theta_{t} \in [0, 1]$. Adding this from time $t'+1$ till $T$ gives us:

$$\sum_{t=t'+1}^{T} E_{\gamma} [\langle y_{t}, x_{t} \rangle]$$

$$= \sum_{t=t'+1}^{T} [\Phi_{t}(X_{t+1}) - \Phi_{t}(X_{t})] - \frac{1}{2} \sum_{t=t'+1}^{T} \langle x_{t}, \nabla^{2} \Phi_{t}(X_{t}) x_{t} \rangle$$

$$= \Phi_{T}(X_{T+1}) - \Phi_{t'+1}(X_{t'+1}) + \sum_{t=t'+2}^{T} [\Phi_{t-1}(X_{t}) - \Phi_{t}(X_{t})]$$

$$- \frac{1}{2} \sum_{t=t'+1}^{T} \langle x_{t}, \nabla^{2} \Phi_{t}(X_{t}) x_{t} \rangle.$$

Substituting this in (7) gives us:

$$R_{A}^{W-FTPL(\alpha \sqrt{t})}(T) \leq t' + \max_{y \in Y} \langle y, X_{T+1} - X_{t'+1} \rangle - \Phi_{T}(X_{T+1}) + \Phi_{t'+1}(X_{t'+1})$$

$$+ \sum_{t=t'+1}^{T-1} [\Phi_{t+1}(X_{t+1}) - \Phi_{t}(X_{t+1})] + \frac{1}{2} \sum_{t=t'+1}^{T} \langle x_{t}, \nabla^{2} \Phi_{t}(X_{t}) x_{t} \rangle.$$

(8)
Using Jensen’s inequality, we have that
\[
\Phi_T (X_{T+1}) = \mathbb{E}_\gamma \left[ \max_{y \in Y} \langle y, X_{T+1} + \eta_T \gamma \rangle \right] \\
\geq \max_{y \in Y} \mathbb{E}_\gamma \left[ \langle y, X_{T+1} + \eta_T \gamma \rangle \right] \\
= \max_{y \in Y} \langle y, X_{T+1} \rangle.
\]

Substituting the above in (8) gives us:
\[
R_{A}^{W-FTPL(\alpha \sqrt{T})} (T) \leq t' + \max_{y \in Y} \langle y, X_{T+1} - X_{t'+1} \rangle - \max_{y \in Y} \langle y, X_{T+1} \rangle + \Phi_{t'+1} (X_{t'+1}) \\
- \sum_{t=t'+2}^{T} [\Phi_{t-1} (X_t) - \Phi_t (X_t)] + \frac{1}{2} \sum_{t=t'+1}^{T} \langle x_t, \nabla^2 \Phi_t (\tilde{X}_t) x_t \rangle \\
\leq t' + \Phi_{t'+1} (X_{t'+1}) \\
+ \sum_{t=t'+1}^{T-1} [\Phi_{t+1} (X_{t+1}) - \Phi_t (X_{t+1})] + \frac{1}{2} \sum_{t=t'+1}^{T} \langle x_t, \nabla^2 \Phi_t (\tilde{X}_t) x_t \rangle,
\]

as \( \max_{y \in Y} \langle y, X_{T+1} - X_{t'+1} \rangle \leq \max_{y \in Y} \langle y, X_{T+1} \rangle \). We also have:
\[
\Phi_{t'+1} (X_{t'+1}) = \mathbb{E}_\gamma \left[ \max_{y \in Y} \langle y, X_{t'+1} + \eta_{t'+1} \gamma \rangle \right] \\
= \mathbb{E}_\gamma \left[ \max_{y \in Y} \langle y, X_{t'+1} \rangle \right] + \mathbb{E}_\gamma \left[ \max_{y \in Y} \langle y, \eta_{t'+1} \gamma \rangle \right] \\
\leq t' + \mathbb{E}_\gamma \left[ \max_{y \in Y} \langle y, \eta_{t'+1} \gamma \rangle \right],
\]
as \( \langle y, X_{t'+1} \rangle \leq t' \) for \( y \in Y \). Substituting this back in (9), we get
\[
R_{A}^{W-FTPL(\alpha \sqrt{T})} (T) \leq 2t' + \eta_{t'+1} \mathbb{E}_\gamma \left[ \max_{y \in Y} \langle y, \gamma \rangle \right] \\
+ \sum_{t=t'+1}^{T-1} [\Phi_{t+1} (X_{t+1}) - \Phi_t (X_{t+1})] + \frac{1}{2} \sum_{t=t'+1}^{T} \langle x_t, \nabla^2 \Phi_t (\tilde{X}_t) x_t \rangle.
\]

As shown in [18],
\[
\Phi_{t+1} (X_{t+1}) - \Phi_t (X_{t+1}) \leq |\eta_t - \eta_{t+1}| \mathbb{E}_\gamma \left[ \max_{y \in Y} \langle y, \gamma \rangle \right].
\]
Also, [10] proves that:
\[
\mathbb{E}_\gamma \left[ \max_{y \in Y} \langle y, \gamma \rangle \right] \leq C \sqrt{2 \log \left( \frac{N}{C} \right)}.
\]
It has also been proved in [7] that
\[
\sum_{t=1}^{T} \langle x_t, \nabla^2 \phi_t \left( \tilde{X}_t \right) x_t \rangle \leq \sqrt{\frac{2}{\pi}} \sum_{t=1}^{T} \frac{1}{\eta_t}.
\]

Combining all these results, we get
\[
R^{W-FTPL(\alpha\sqrt{T})}(T) \leq 2t' + \eta_{t' + 1} C \sqrt{2 \log \left( \frac{N}{C} \right)} + \eta_T C \sqrt{2 \ln(Ne/C)} + \sqrt{\frac{2}{\pi}} \sum_{t=1}^{T} \frac{1}{\eta_t}.
\]

As W-FTPL(\alpha\sqrt{T}) does not incur any switch cost till \( t' \) and then incurs the same switch cost as FTPL(\alpha\sqrt{T}), the total switch cost till time \( T \) incurred by W-FTPL(\alpha\sqrt{T}) can be bounded from above by the switch cost of FTPL(\alpha\sqrt{T}) proved in Proposition 4.2 of [18], which has been reproduced below:

\[
\sum_{t=2}^{T} \mathbb{E} \left[ \| y_{t+1} - y_t \|_1 \right] \leq \frac{3 \sqrt{2}}{\alpha \sqrt{\pi}} (\sqrt{T} - 1) + (N - 1) \frac{2 + \sqrt{2} \ln(2N)}{\sqrt{e}} \ln T \\
+ \frac{3(N - 1)(2 + \sqrt{2} \ln(2N))}{\sqrt{2\pi e \alpha}} \left( 1 - T^{-1/2} \right).
\]

Thus, we get an \( \mathcal{O}(\sqrt{T}) \) upper bound for \( R^{W-FTPL(\alpha\sqrt{T})}(T, D) \).

B Proof of part (b) of Theorem

In this section, we prove a lower bound on the regret of FTPL with a constant learning rate under stochastic file requests. For any file \( k \), let \( \tilde{\mu}_k(t) = \frac{\alpha_k(t) + m \gamma(k)}{t} \) and let \( \alpha_k(t) \) denote the empirical average number of requests received by file \( k \),
where \( c_k(t) \) denotes the number of requests received by file \( k \) at time \( t \).

\[
E[R(T)] = E \left[ \sum_{t=1}^{T} \mathbb{1}\{x(t) \in C\} - \mathbb{1}\{x(t) \in C(t)\} \right]
\]

\[
= E \left[ \sum_{t=1}^{T} \left( \sum_{j \in C} \mu_j - \sum_{k \in C(t)} \mu_k \right) \right]
\]

\[
\geq E \left[ \sum_{t=1}^{T} \sum_{k \in C(t) \setminus C} (\mu_C - \mu_k) \mathbb{1}\{k \in C(t)\} \right]
\]

\[
= \sum_{k \in \mathcal{L} \setminus C} (\mu_C - \mu_k) E \left[ \sum_{t=1}^{T} \mathbb{1}\{k \in C(t)\} \right]
\]

\[
= \sum_{k \in \mathcal{L} \setminus C} (\mu_C - \mu_k) \sum_{t=1}^{T} \mathbb{P}(k \in C(t))
\]

\[
\geq (\mu_C - \mu_{C+1}) \sum_{t=1}^{T} \sum_{k \in \mathcal{L} \setminus C} \mathbb{P}(k \in C(t))
\]

\[
\geq (\mu_C - \mu_{C+1}) \sum_{t=1}^{T} \mathbb{P} \left( \bigcup_{k \in \mathcal{L} \setminus C} k \in C(t) \right), \quad (10)
\]
Thus, we get
\[
P \left( \bigcup_{k \in L \setminus C} k \in C(t) \right) \geq P \left( \alpha_2(t) - \alpha_1(t) - (\mu_2 - \mu_1) > -\frac{2}{t} \right) \\
\times P \left( \frac{\eta}{t} (\gamma_2(t) - \gamma_1(t)) > \Delta_{\text{min}} + \frac{2}{t} \right), \quad (11)
\]
as the perturbation is independent of the file requests seen so far. We also have,
\[
P \left( \frac{\eta}{t} (\gamma_2(t) - \gamma_1(t)) > \Delta_{\text{min}} + \frac{2}{t} \right) = P \left( \mathcal{N}(0, 2\eta^2) > t\Delta_{\text{min}} + 2 \right) \\
\geq \frac{1}{4} e^{-\left(\frac{(t\Delta_{\text{min}}+2)^2}{4\eta^2}\right)}, \quad (12)
\]
Also,
\[
1 - \alpha_2(t) = \alpha_1(t). \quad (13)
\]
Using (12) and (13) in (11),
\[
P \left( \bigcup_{k \in L \setminus C} k \in C(t) \right) \geq \frac{1}{4} P \left( \alpha_2(t) > \frac{1 - \Delta_{\text{min}}}{2} - \frac{1}{t} \right) e^{-\left(\frac{(t\Delta_{\text{min}}+2)^2}{4\eta^2}\right)}, \quad (14)
\]
where the last step follows from \(1 - \mu_1 = \mu_2\). The paper [14] shows that any median \(m\) of a Binomial\((n, p)\) distribution lies in the interval \([\lfloor np \rfloor, \lceil np \rceil]\). The first term in (14) is the probability of a Binomial\((t, \mu_2)\) random variable exceeding \(t\mu_2 - 1 \leq \lfloor t\mu_2 \rfloor\). Thus, we get that
\[
P \left( \bigcup_{k \in L \setminus C} k \in C(t) \right) \geq \frac{1}{8} e^{-\left(\frac{(t\Delta_{\text{min}}+2)^2}{4\eta^2}\right)}.
\]
Adding this over all \(T\) gives us:
\[
E[R(T)] \geq \frac{\Delta_{\text{min}}}{8} \sum_{i=1}^{\lfloor 2\eta \rfloor} e^{-\left(\frac{(i\Delta_{\text{min}}+2)^2}{4\eta^2}\right)} \\
\geq \frac{\eta e^{-\left(\frac{(1+\eta)^2}{4}\right)}}{4}.
\]

C Proof of part (c) of Theorem 2

In this section, we prove an upper bound on the regret (including switching cost) of FTPL\((\alpha\sqrt{T})\) under stochastic arrivals. We assume \(L \geq 3\). To prevent the regret from scaling as a polynomial in \(L\), we use the following idea from [17]: The
algorithm’s regret is upper bounded by $t_0$ in the first $t_0$ rounds and in the other $T - t_0$ rounds, the regret is bounded using standard concentration inequalities. The switching cost is upper bounded by $DCt_0$ for the first $t_0$ requests and in the other $T - t_0$ rounds, the switching cost is bounded using standard concentration inequalities. Recall that $t_0 = \max \left\{ \frac{8}{\Delta^2} \log (L^3), \frac{32\alpha^2}{\Delta^2} \log (L^3) \right\}$.

For any file $k$, at time $t$, let $\alpha_k(t)$ denote the empirical average number of requests received by file $k$. We also define, for any file $k$ after $t$ files have been requested from the cache and for $2 \leq i \leq s$,

$$\hat{\mu}_k(t) := \frac{c_k(t) + \eta_{t+1}\gamma(k)}{t}, \quad (15)$$

where $c_k(t)$ denotes the number of requests received by file $k$ at time $t$. We first consider the switching cost incurred by this policy. Any file can be fetched into the cache as the learning rate varies with time and as the number of switches is twice the number of fetches, the following equation from [18] holds:

$$\mathbb{E}[\|y_{t+1} - y_t\|_1] = 2 \sum_{f=1}^{L} P(\text{The file index } f \text{ is fetched at time } t+1).$$

The probability of a file $f$ being fetched at time $t+1$ is evaluated by taking the following cases:

1. $f \in \mathcal{C}$:
   Here, if file $f$ is fetched at time $t+1$, then $f \not\in \mathcal{C}(t)$ which implies that at time $t$, $\exists f' \in \mathcal{L} \setminus \mathcal{C}$ such that $f' \in \mathcal{C}(t)$. This event can be upper bounded using a union bound over files in $\mathcal{L} \setminus \mathcal{C}$ for $f'$.

2. $f \not\in \mathcal{C}$:
   Here, if file $f$ is fetched at time $t+1$, then $f \in \mathcal{C}(t+1)$ which implies that at time $t+1$, $\exists f' \in \mathcal{C}$ such that $f' \not\in \mathcal{C}(t+1)$. This event can be upper bounded using a union bound over files in $\mathcal{C}$ for $f'$.

Therefore,

$$\sum_{f=1}^{L} P(\text{The file index } f \text{ is fetched at time } t+1) \leq \sum_{j=1}^{C} \sum_{k=C+1}^{L} P(\hat{\mu}_k(t-1) > \hat{\mu}_j(t-1)) + \sum_{k=C+1}^{L} \sum_{j=1}^{C} P(\hat{\mu}_k(t) > \hat{\mu}_j(t)).$$
Thus the expected number of switches till $T$ can be bounded as:

$$\frac{D}{2} \sum_{t=2}^{T} \mathbb{E}[\|y_{t+1} - y_t\|_1] \leq DCt_0 + \frac{D}{2} \sum_{t=t_0+1}^{T-1} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \mathbb{P}(\hat{\mu}_k(t) > \hat{\mu}_j(t))$$

$$+ \frac{D}{2} \sum_{t=t_0+1}^{T-1} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \mathbb{P}(\hat{\mu}_k(t) > \mu_j)$$

$$\leq DCt_0 + D \sum_{t=t_0+1}^{T-1} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \mathbb{P}(\hat{\mu}_k(t) > \mu_j)$$

$$\leq DCt_0 + D \sum_{t=t_0+1}^{T-1} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \mathbb{P}(\hat{\mu}_k(t) - \mu_j \leq -\Delta_{j,k}/2)$$

$$+ \mathbb{P}(\hat{\mu}_k(t) - \mu_k > \Delta_{j,k}/2)$$

$$\leq DCt_0 + D \sum_{t=t_0+1}^{T-1} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \mathbb{P}(\alpha_j(t) - \mu_j \leq -\Delta_{j,k}/4)$$

$$+ \mathbb{P}(\alpha_k(t) - \mu_k > \Delta_{j,k}/4)$$

$$+ \mathbb{P}(\eta \gamma(j) \leq -t\Delta_{j,k}/4) + \mathbb{P}(\eta \gamma(k) > t\Delta_{j,k}/4),$$

where the last two steps follow from a union bounding argument. Now, using the Hoeffding inequality [13],

$$\mathbb{P}(\alpha_j(t) - \mu_j \leq -\Delta_{j,k}/4) \leq e^{-t^2\Delta_{j,k}^2/8},$$

$$\mathbb{P}(\alpha_k(t) - \mu_k > \Delta_{j,k}/4) \leq e^{-t^2\Delta_{j,k}^2/8}.$$  

We also have:

$$\mathbb{P}(\eta \gamma(j) \leq -t\Delta_{j,k}/4) = \mathbb{P}(\eta \gamma(k) > t\Delta_{j,k}/4)$$

$$\leq e^{-t^2\Delta_{j,k}^2/32\eta^2} = e^{-t^2\Delta_{j,k}^2/32\alpha^2}.$$  

Thus, we get the following bound on the switching cost:

$$\sum_{t=1}^{T-1} \mathbb{E}[\|y_{t+1} - y_t\|_1] \leq DCt_0 + 2D \sum_{t=t_0+1}^{T-1} \sum_{j=1}^{C} \sum_{k=C+1}^{L} e^{-t^2\Delta_{j,k}^2/8} + e^{-t^2\Delta_{j,k}^2/32\alpha^2}.$$  

(16)
The regret for the first \( t_0 \) rounds is bounded by \( t_0 \). For \( t > t_0 \), we use ideas from [8] and [17] to upper bound the regret.

\[
R_{S}^{\text{FTPL}(\alpha \sqrt{T})}(T) = \mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{I}\{x(t) \in C\} - \mathbb{I}\{x(t) \in C(t)\} \right]
\]

\[
= \mathbb{E} \left[ \sum_{t=1}^{T} \left( \sum_{j \in C} \mu_j - \sum_{k \in C(t)} \mu_k \right) \right]
\]

\[
\leq t_0 + \mathbb{E} \left[ \sum_{t=t_0+1}^{T} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \Delta_{j,k} \mathbb{I}\{j \notin C(t), k \in C(t)\} \right]
\]

\[
\leq t_0 + \mathbb{E} \left[ \sum_{t=t_0+1}^{T} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \Delta_{j,k} \mathbb{I}\{\hat{\mu}_k(t) > \hat{\mu}_j(t)\} \right]
\]

\[
\leq t_0 + \mathbb{E} \left[ \sum_{t=t_0+1}^{T} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \Delta_{j,k} \left( \mathbb{I}\{\hat{\mu}_j(t) - \mu_j \leq -\Delta_{j,k}/2\} \right. \right)
\]

\[
+ \left. \mathbb{I}\{\hat{\mu}_k(t) - \mu_k > \Delta_{j,k}/2\} \right) \right]
\]

\[
\leq t_0 + \mathbb{E} \left[ \sum_{t=t_0+1}^{T} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \Delta_{j,k} \left( \mathbb{I}\{\alpha_j(t) - \mu_j \leq -\Delta_{j,k}/4\} \right. \right)
\]

\[
+ \left. \mathbb{I}\{\eta_t \gamma(j) \leq -t \Delta_{j,k}/4\} \right) \right]
\]

\[
+ \mathbb{E} \left[ \sum_{t=t_0+1}^{T} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \Delta_{j,k} \left( \mathbb{I}\{\alpha_k(t) - \mu_k > \Delta_{j,k}/4\} \right. \right)
\]

\[
+ \left. \mathbb{I}\{\eta_t \gamma(k) > t \Delta_{j,k}/4\} \right) \right]. \tag{17}
\]

By taking expectation inside the summation, we obtain the following upper bound for (17):

\[
R_{S}^{\text{FTPL}(\alpha \sqrt{T})}(T) \leq t_0 + \sum_{j=1}^{C} \sum_{k=C+1}^{L} \sum_{t=t_0+1}^{T} 2 \Delta_{j,k} \left( e^{-t \Delta_{j,k}^2/8} + e^{-t^2 \Delta_{j,k}^2/32 \eta^2} \right) \tag{18}
\]
Thus, combining (16) and (18), we have:

\[
R_{S}^{FTP\alpha}(α, \sqrt{t}) (T, D) \leq (1 + DC) t_0
\]

\[
+ 2D \sum_{t=t_0+1}^{T} \sum_{j=1}^{C} \sum_{k=1}^{L} \left( e^{-t \Delta_{j,k}^2 / 8} + e^{-t \Delta_{j,k}^2 / 32 α^2} \right)
\]

\[
+ 2 \sum_{t=t_0+1}^{T} \sum_{j=1}^{C} \sum_{k=1}^{L} \Delta_{j,k} \left( e^{-t \Delta_{j,k}^2 / 8} + e^{-t \Delta_{j,k}^2 / 32 α^2} \right).
\]

(19)

Each of these terms are bounded separately in the following way:

\[
\sum_{t=t_0+1}^{T} \sum_{j=1}^{C} \sum_{k=1}^{L} e^{-t \Delta_{j,k}^2 / 8} \leq \sum_{t=t_0+1}^{T} C(L - C) e^{-t \Delta_{\min}^2 / 8}
\]

\[
\leq C(L - C) e^{-t_0 \Delta_{\min}^2 / 8} \sum_{t=t_0+1}^{T} e^{-\Delta_{\min}^2 / 8}
\]

\[
\leq \sum_{t=1}^{T-t_0} e^{-t \Delta_{\min}^2 / 8} \leq \frac{8 \Delta_{\min}^2}{\Delta_{\min}^2}
\]

Similarly,

\[
\sum_{t=t_0+1}^{T} \sum_{j=1}^{C} \sum_{k=1}^{L} e^{-t \Delta_{j,k}^2 / 32 α^2} \leq \sum_{t=t_0+1}^{T} C(L - C) e^{-t \Delta_{\min}^2 / 32 α^2}
\]

\[
\leq L^2 e^{-t_0 \Delta_{\min}^2 / 32 α^2} \sum_{t=t_0+1}^{T} e^{-\Delta_{\min}^2 / 32 α^2}
\]

\[
\leq \sum_{t=1}^{T-t_0} e^{-t \Delta_{\min}^2 / 32 α^2} \leq \frac{32 α^2}{\Delta_{\min}^2}
\]

The function \( f(u) = ue^{-u^2/2} \) is decreasing on \([1, +∞)\). Since \( \Delta_{j,k} \geq \Delta_{\min}, j \in C, k \notin C \), we get

\[
\Delta_{j,k} e^{-t \Delta_{j,k}^2 / 8} = \frac{2}{\sqrt{t}} \left( \frac{\sqrt{t} \Delta_{j,k}}{2} \right)
\]

\[
\leq \frac{2}{\sqrt{t}} \left( \frac{\sqrt{t} \Delta_{\min}}{2} \right) = \Delta_{\min} e^{-t \Delta_{\min}^2 / 8}.
\]
Note that for \( t \geq t_0 + 1, t > \frac{4}{\Delta_{\min}^2} \) holds as \( t_0 \geq \frac{8}{\Delta_{\min}^2} \). Using this, we have that:

\[
\sum_{t=t_0+1}^{T} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \Delta_{j,k} e^{-t\Delta_{j,k}^2/8} \leq \sum_{t=t_0+1}^{T} C(L-C)\Delta_{\min} e^{-t\Delta_{\min}^2/8} \leq \frac{8}{\Delta_{\min}}.
\]

Similarly,

\[
\sum_{t=t_0+1}^{T} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \Delta_{j,k} e^{-t\Delta_{j,k}^2/32\alpha^2} \leq \frac{32\alpha^2}{\Delta_{\min}}.
\]

Substituting these bounds in (18), we have the following upper bound on the regret of \( FTPL(\alpha\sqrt{t}) \):

\[
R_{\text{FTPL}(\alpha\sqrt{t})}(T, D) \leq (1 + DC) t_0 + 2 \left( 1 + \frac{D}{\Delta_{\min}} \right) \left( \frac{8}{\Delta_{\min}} + \frac{32\alpha^2}{\Delta_{\min}} \right).
\]

D Proof of part (d) of Theorem 2

In this section, we prove an upper bound on the regret (including the switching cost) of the W-FTPL algorithm under stochastic file requests. Using (16),

\[
\frac{D}{2} \sum_{t=t'+1}^{T} \mathbb{E} \| y_{t+1} - y_t \|_1 \leq 2D \sum_{t=t'+1}^{T} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \left( e^{-t\Delta_{j,k}^2/8} + e^{-t\Delta_{j,k}^2/32\alpha^2} \right) \\
\leq 2DC(L-C) \sum_{t=t'+1}^{T} \left( e^{-t\Delta_{\min}^2/8} + e^{-t\Delta_{\min}^2/32\alpha^2} \right) \\
\leq 2DC(L-C) \sum_{t=t'+1}^{T} \left( e^{-t'\Delta_{\min}^2/8} e^{-(t-t')\Delta_{\min}^2/8} \right. \\
\left. + e^{-t'\Delta_{\min}^2/32\alpha^2} e^{-(t-t')\Delta_{\min}^2/32\alpha^2} \right) \\
\leq 2DC(L-C) \left( e^{-t'\Delta_{\min}^2/8} \frac{8}{\Delta_{\min}^2} + e^{-t'\Delta_{\min}^2/32\alpha^2} \frac{32\alpha^2}{\Delta_{\min}^2} \right) \\
\leq 2DC(L-C) \left( e^{-u(\log D)^{1+\beta} \Delta_{\min}^2/8} \frac{8}{\Delta_{\min}^2} + e^{-u(\log D)^{1+\beta} \Delta_{\min}^2/32\alpha^2} \frac{32\alpha^2}{\Delta_{\min}^2} \right) \\
\]
Till \( t' \), the regret is bounded by \( t' \). Thus, the regret can be bounded in the following way using (18):

\[
E \left[ \sum_{t=1}^{T} \mathbb{I}\{x(t) \in C\} - \mathbb{I}\{x(t) \in C(t)\} \right] \leq t' + 2 \sum_{t=t'+1}^{T} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \Delta_{j,k} \left( e^{-t \Delta_{j,k}^2 / 8} + e^{-t \Delta_{j,k}^2 / 32 \alpha^2} \right) \\
\leq t' + 2 \left( \frac{8}{\Delta_{\min}} + \frac{32 \alpha^2}{\Delta_{\min}} \right). 
\]  
(21)

Combining (20) and (21) gives the following upper bound on the regret of W-FTPL(\( \alpha \sqrt{t} \)):

\[
R_{S}^{W-FTPL(\alpha \sqrt{t})}(T, D) \leq t' + \frac{16}{\Delta_{\min}} + \frac{64 \alpha^2}{\Delta_{\min}} + 2LD(C(L - C)) \left( e^{-\frac{u(\log D)^{1+\beta} \Delta_{\min}^2}{8}} + e^{-\frac{u(\log D)^{1+\beta} \Delta_{\min}^2}{32 \alpha^2}} \frac{32 \alpha^2}{\Delta_{\min}} \right).
\]

E  Proof of part (a) of Theorem 3

In this section, we prove a lower bound on the regret of any policy \( \pi \) under stochastic file requests when cache updates are restricted to \( s + 1 \) fixed points. To provide a lower bound on the regret, we first prove a lower bound on the
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regret for the initial set of \( r_1 \) requests.

\[
R_\pi^S(r_1) \geq \mathbb{E} \left[ \sum_{t=1}^{r_1} \mathbb{1}\{x(t) \in C\} - \mathbb{1}\{x(t) \in C(t)\} \right]
\]

\[= \mathbb{E} \left[ \sum_{t=1}^{r_1} \left( \sum_{j \in C} \mu_j - \sum_{k \in C(t)} \mu_k \right) \right].
\]

\[\geq \mathbb{E} \left[ \sum_{t=1}^{r_1} \sum_{k \in C(t) \setminus C} (\mu_C - \mu_k) \mathbb{1}\{k \in C(t)\} \right].
\]

\[= \sum_{k \in C(t) \setminus C} (\mu_C - \mu_k) \mathbb{E} \left[ \sum_{t=1}^{r_1} \mathbb{1}\{k \in C(t)\} \right].
\]

\[= \sum_{k \in C(t) \setminus C} (\mu_C - \mu_k) \sum_{t=1}^{r_1} \mathbb{P}(k \in C(t)).
\]

\[\geq (\mu_C - \mu_{C+1}) \sum_{t=1}^{r_1} \sum_{k \in C(t) \setminus C} \mathbb{P}(k \in C(t)), \tag{22}
\]

where (a) follows from the tower property of conditional expectation (i.e., condition on \( C(t) \) inside the outer expectation). Note that \( C(t) \) remains constant during the first \( r_1 \) requests and consists of \( C \) files chosen randomly from the library of \( L \) files. Thus, for any \( k \in L \setminus C \) and \( 1 \leq t \leq r_1 \),

\[\mathbb{P}(k \in C(t)) = \left( \frac{N-1}{N} \right)^{r_1} = \frac{C}{N}.
\]

Using this in (22), we get that

\[R_\pi^S(r_1) \geq r_1(\mu_C - \mu_{C+1})(L - C)/N.
\]

For proving a lower bound on the regret for larger values of \( T \), we consider \( L = 2, C = 1 \). Given a popularity distribution \( \mu = (\mu_1, \mu_2) \) such that \( \mu_1 > \mu_2 \) and a policy \( \pi \),

\[R_\pi^S,\mu(T) = \mathbb{E}_{\pi,\mu} \left[ \sum_{t=1}^{T} \mathbb{1}\{x(t) \in C\} - \mathbb{1}\{x(t) \in C(t)\} \right]
\]

\[= \sum_{t=1}^{T} (\mu_1 - \mu_2) \mathbb{E}_{\pi,\mu} \left[ \mathbb{1}\{C(t) = \{2\}\} \right]
\]

\[= (\mu_1 - \mu_2) \sum_{t=1}^{T} \mathbb{P}_{\pi,\mu}(C(t) = \{2\}).
\]
Now, consider the popularity distribution \( \mu' = (\mu_2, \mu_1) \). Following the same steps for this popularity distribution, we have that

\[
R_{S,\mu'}^T(T) = (\mu_1 - \mu_2) \sum_{t=1}^{T} \mathbb{P}_{\pi\mu'}(C(t) = \{1\}).
\]

Defining \( \Delta = \mu_1 - \mu_2 \), we have that

\[
R_{S,\mu'}^T(T) + R_{S,\mu}^T(T) = \Delta \sum_{t=1}^{T} \mathbb{P}_{\pi\mu}(C(t) = \{2\}) + \Delta \sum_{t=1}^{T} \mathbb{P}_{\pi\mu'}(C(t) = \{1\}).
\]

Using the fact that the cache configuration remains constant except at the places where the cache is allowed to change its contents, we have that

\[
R_{S,\mu'}^T(T) + R_{S,\mu}^T(T) \geq R_{S,\mu'}^T(r_1) + R_{S,\mu}^T(r_1)
\]

\[
+ \Delta \sum_{i=2}^{s} r_i \left( \mathbb{P}_{\pi\mu}(C(t_i + 1) = \{2\}) + \mathbb{P}_{\pi\mu'}(C(t_i + 1) = \{1\}) \right), \tag{23}
\]

where \( t_i \) has been defined in (25).

**Lemma 1** ([15], Theorem 14.2 (Bretagnolle-Huber inequality)). Let \( P \) and \( Q \) be probability distributions on the same measurable space \((\Omega, \mathcal{F})\) and let \( A \in \mathcal{F} \) be an arbitrary event. Then,

\[
P(A) + Q(A^C) \geq \frac{1}{2} \exp (-D(P, Q)).
\]

Consider a fixed \( i \) such that \( 2 \leq i \leq s \). Setting \( A \) to be the event \( \{C(t_{i+1}) = \{2\}\} \) in Lemma 1 we have that

\[
\mathbb{P}_{\pi\mu}(C(t_i + 1) = \{2\}) + \mathbb{P}_{\pi\mu'}(C(t_i + 1) = \{1\}) \geq \frac{1}{2} \exp (-D(\mathbb{P}_{\pi\mu}, \mathbb{P}_{\pi\mu'})).
\]

**Lemma 2.** Let \( C \) be the set of valid caching configurations. If \( \mathbb{P}_{\pi\mu} \) and \( \mathbb{P}_{\pi\mu'} \) are probability measures on the set \( \mathcal{G}_i := \{[2]^i \times \mathbb{C}^{i+1}\} \), then

\[
D(\mathbb{P}_{\pi\mu}, \mathbb{P}_{\pi\mu'}) = t_i D(\mathbb{P}_{\mu}, \mathbb{P}_{\mu'}),
\]

where \( \mathbb{P}_{\mu}, \mathbb{P}_{\mu'} \) are the corresponding marginal distributions.

Using the above lemma, we have that

\[
\mathbb{P}_{\pi\mu}(C(t_i + 1) = \{2\}) + \mathbb{P}_{\pi\mu'}(C(t_i + 1) = \{1\}) \geq \frac{1}{2} \exp (-t_i D(\mathbb{P}_{\mu}, \mathbb{P}_{\mu'}))
\]

\[
\geq \frac{1}{2} \exp \left(-t_i \frac{\Delta^2}{\mu_1 \mu_2}\right),
\]
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where the last step follows from an upper bound on the KL Divergence between two Bernoulli distributions. Substituting this back in (23), we have that

\[ R_{\pi}^{S,\mu}(T) + R_{\pi}^{S,\mu'}(T) \geq r_1 \frac{\Delta}{2} + \sum_{i=2}^{s} r_i \frac{\Delta}{4} \exp \left( -t_i \frac{\Delta^2}{\mu_1 \mu_2} \right). \]

Thus,

\[ \max \left\{ R_{\pi}^{S,\mu'}(T), R_{\pi}^{S,\mu}(T) \right\} \geq r_1 \frac{\Delta}{2} + \sum_{i=2}^{s} r_i \frac{\Delta}{4} \exp \left( -t_i \frac{\Delta^2}{\mu_1 \mu_2} \right), \]

which gives us the result.

**Proof (Proof of Lemma 2).** Let \( p_{\mu}(x) = \mathbb{P}_{\mu}(x(t) = x) \) be the density function associated with \( \mathbb{P}_{\mu} \) and let \( p_{\pi \mu} \) be the density function associated with \( \mathbb{P}_{\pi \mu} \). We denote by \( \pi(C_1|h) \) to be the probability of the caching policy choosing cache configuration \( C_1 \) given the history \( h \). Then,

\[ p_{\pi \mu}(C(1), x_1, C(2), x_2, \ldots, C(t_i + 1)) = \pi(C(1)) p_{\mu}(x_1) \pi(C(2)|C(1), x_1) \cdots \pi(C(t_i + 1)|C(1), x_1, \ldots, x_{t_i}). \]

Thus,

\[ D(\mathbb{P}_{\pi \mu}, \mathbb{P}_{\pi \mu'}) = \sum_{g \in \mathcal{G}} p_{\pi \mu}(g) \log \left( \frac{p_{\pi \mu}(g)}{p_{\pi \mu'}(g)} \right) = \sum_{X^i = (x(1), \ldots, x(t_i))} p_{\mu}(X^i) \log \left( \frac{p_{\mu}(X^i)}{p_{\mu'}(X^i)} \right) = t_i D(\mathbb{P}_{\mu}, \mathbb{P}_{\mu'}), \]

where the second last step follows from the fact that the log likelihood does not depend upon the caching policy and the last step follows from the independence of the file requests.

**F Proof of part (b) of Theorem 3**

In this section, we prove an upper bound on the regret of \( \text{FTPL}(\alpha \sqrt{t}) \) when cache updates are restricted to \( s + 1 \) fixed time slots under adversarial requests. For any file \( k \), at time \( t \), let \( \alpha_k(t) \) denote the empirical average number of requests received by file \( k \). We also define, for any file \( k \) after \( t \) files have been requested from the cache and for \( 2 \leq i \leq s \),

\[ \hat{\mu}_k(t) := \frac{c_k(t) + \eta_k \gamma(k)}{t}, \]

\[ t_i := \sum_{j=1}^{i-1} r_j, \]

\[ \eta^i := \eta_i, \]
where \( c_k(t) \) denotes the number of requests received by file \( k \) at time \( t \). Thus,

\[
R_{S}^{FTP T L(\alpha \sqrt{T})}(T) = \mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{1}\{x(t) \in C\} - \mathbb{1}\{x(t) \in C(t)\} \right]
\]

\[
\leq r_1 + \mathbb{E} \left[ \sum_{t=r_1+1}^{T} \mathbb{1}\{x(t) \in C\} - \mathbb{1}\{x(t) \in C(t)\} \right]
\]

\[
= r_1 + \mathbb{E} \sum_{i=2}^{s} \sum_{t=t_i+1}^{t_{i+1}} \mathbb{1}\{x(t) \in C\} - \mathbb{1}\{x(t) \in C(t)\}
\]

\[
= r_1 + \sum_{i=2}^{s} r_i \mathbb{E} \left[ \mathbb{1}\{x(t_i+1) \in C\} - \mathbb{1}\{x(t_i+1) \in C(t_i+1)\} \right],
\]

where (a) follows from bounding the regret for the first \( r_1 \) time slots by \( r_1 \) and (b) follows from the fact that \( C(t) \) remains the same from \( t_i+1 \) to \( t_{i+1} \) for \( 1 \leq i \leq s \).

\[
R_{S}^{FTP T L(\alpha \sqrt{T})}(T) \overset{(c)}{=} r_1 + \sum_{i=2}^{s} r_i \mathbb{E} \left[ \left( \sum_{j \in C} \mu_j - \sum_{k \in C(t_i+1)} \mu_k \right) \right]
\]

\[
\leq r_1 + \sum_{i=2}^{s} r_i \mathbb{E} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \Delta_{j,k} \mathbb{1}\{j \notin C(t_i+1), k \in C(t_i+1)\}
\]

\[
\leq r_1 + \sum_{i=2}^{s} r_i \mathbb{E} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \Delta_{j,k} \mathbb{1}\{\hat{\mu}_k(t_i) > \hat{\mu}_j(t_i)\}
\]

\[
\leq r_1 + \sum_{i=2}^{s} r_i \mathbb{E} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \Delta_{j,k} \left( \mathbb{1}\{\hat{\mu}_j(t_i) - \mu_j \leq -\Delta_{j,k}/2\}
\right.
\]

\[
+ \mathbb{1}\{\hat{\mu}_k(t_i) - \mu_k > \Delta_{j,k}/2\}\right)
\]

where (c) follows from the tower property of conditional expectation (i.e., condition on \( C(t) \) inside the outer expectation) and (d) follows from adding \( \Delta_{j,k} \) on both sides and using the fact that at least one of \( (\hat{\mu}_k(t_i) - \mu_k) \) and \( (\mu_j - \hat{\mu}_j(t_i)) \)
must be greater than $\Delta_{j,k}/2$. Using (24),

$$R^RFTPL(\alpha\sqrt{T})(T) \leq r_1 + \sum_{i=2}^{s} r_i E \left[ \sum_{j=1}^{C} \sum_{k=C+1}^{L} \Delta_{j,k} \left( 1 \{ \alpha_j(t_i) - \mu_j \leq -\Delta_{j,k}/4 \right) + 1 \{ \eta_i \gamma(j) \leq -t_i \Delta_{j,k}/4 \} \right]$$

$$+ \sum_{i=2}^{s} r_i E \left[ \sum_{j=1}^{C} \sum_{k=C+1}^{L} \Delta_{j,k} \left( 1 \{ \alpha_k(t_i) - \mu_k > \Delta_{j,k}/4 \right) + 1 \{ \eta_i \gamma(k) > t_i \Delta_{j,k}/4 \} \right],$$

which follows from a union bounding argument similar to (d). Using Hoeffding’s inequality (13), we obtain

$$P(\alpha_j(t) - \mu_j \leq -\Delta_{j,k}/4) \leq e^{-t_i \Delta_{j,k}^2 / 8},$$

$$P(\alpha_k(t) - \mu_k > \Delta_{j,k}/4) \leq e^{-t_i \Delta_{j,k}^2 / 8}.$$

Also,

$$P(\eta_i \gamma(j) \leq -\Delta_{j,k}/4) = P(\eta_i \gamma(k) > \Delta_{j,k}/4) \leq e^{-t_i \Delta_{j,k}^2 / 32 \eta_i^2}.$$

By taking the expectation inside the summation in (26), we obtain the following upper bound for the regret:

$$R^RFTPL(\alpha\sqrt{T})(T) \leq r_1 + 2 \sum_{j=1}^{C} \sum_{k=C+1}^{L} \sum_{i=2}^{s} r_i \Delta_{j,k} \left( e^{-t_i \Delta_{j,k}^2 / 8} + e^{-t_i \Delta_{j,k}^2 / 32 \alpha^2} \right)$$

$$= r_1 + 2 \sum_{j=1}^{C} \sum_{k=C+1}^{L} \sum_{i=2}^{s} r_i \Delta_{j,k} \left( e^{-\left( \sum_{j=1}^{i-1} r_j \right) \Delta_{j,k}^2 / 8} + e^{-\left( \sum_{j=1}^{i-1} r_j \right) \Delta_{j,k}^2 / 32 \alpha^2} \right)$$

$$\leq r_1 + 2 \max_{2 \leq a \leq s} r_a \sum_{j=1}^{C} \sum_{k=C+1}^{L} \sum_{i=2}^{s} \Delta_{j,k} \left( e^{-\left( \min_{1 \leq \alpha \leq s} r_a \right) \Delta_{j,k}^2 / 8} + e^{-\left( \min_{1 \leq \alpha \leq s} r_a \right) \Delta_{j,k}^2 / 32 \alpha^2} \right)$$

$$\leq r_1 + 2 \frac{\max_{2 \leq a \leq s} r_a}{\min_{1 \leq \alpha \leq s} r_a} \sum_{j=1}^{C} \sum_{k=C+1}^{L} \frac{8}{\Delta_{j,k}} + \frac{32 \alpha^2}{\Delta_{j,k}}$$

$$\leq r_1 + 2C(L-C) \frac{\max_{2 \leq a \leq s} r_a}{\min_{1 \leq \alpha \leq s} r_a} \left( \frac{8}{\Delta_{\max}} + \frac{32 \alpha^2}{\Delta_{\min}} \right).$$

G Proof of Theorem 4

In this section, we prove an upper bound on the regret of FTPL(\alpha\sqrt{T}) when cache updates are restricted to periodic time slots. Recall that $t_0^r = \max \left\{ r, \frac{8}{\Delta_{\min}} \log (L^2), \frac{32 \alpha^2}{\Delta_{\min}} \log (L^2) \right\}$
and we assume that \( L \geq 3 \). We bound the regret for the first \( t_0' \) rounds by \( t_0' \).

This technique of bounding the regret of an initial period by its worst-case regret and then using normal methods to bound the regret for \( t > t_0' \) is based on [17].

Thus, we get the following expression for the regret:

\[
R^{FTRL(\alpha \sqrt{t})}_S \leq \left[ t_0' \right] + r \mathbb{E}_{t = \left[ \frac{t_0'}{r} \right] + 1} \left[ \sum_{t=t_0'}^{T/r} \mathbb{I}\{x(rt) \in \mathcal{C}\} - \mathbb{I}\{x(rt) \in \mathcal{C}(rt)\} \right]
\]

\[
\leq 1 + t_0' + 2r \sum_{t=\left[ \frac{t_0'}{r} \right] + 1}^{T/r} \sum_{j=1}^C \sum_{k=C+1}^L \Delta_{j,k} \left( e^{-rt \Delta_{j,k}^2/8} + e^{-rt \Delta_{j,k}^2/32\alpha^2} \right),
\]

which follows from (27). The function \( f(u) = ue^{-u^2/2} \) is decreasing on \([1, +\infty)\).

Since \( \Delta_{j,k} \geq \Delta_{\min}, j \in \mathcal{C}, k \notin \mathcal{C} \), we get

\[
\Delta_{j,k} e^{-rt \Delta_{j,k}^2/8} = \frac{2}{\sqrt{rt}} f \left( \frac{\sqrt{rt} \Delta_{j,k}}{2} \right) \leq \frac{2}{\sqrt{rt}} f \left( \frac{\sqrt{rt} \Delta_{\min}}{2} \right) = \Delta_{\min} e^{-t \Delta_{\min}^2/8}.
\]

Note that for \( t \geq \left[ \frac{t_0'}{r} \right] + 1, t > \frac{1}{r \Delta_{\min}} \) holds as \( t_0' \geq \frac{8}{\Delta_{\min}} \). Thus,

\[
2r \sum_{t=\left[ \frac{t_0'}{r} \right] + 1}^{T/r} \sum_{j=1}^C \sum_{k=C+1}^L \Delta_{j,k} \left( e^{-rt \Delta_{j,k}^2/8} + e^{-rt \Delta_{j,k}^2/32\alpha^2} \right)
\]

\[
\leq 2r L^2 \Delta_{\min} \sum_{t=\left[ \frac{t_0'}{r} \right] + 1}^{t_0'} e^{-rt \Delta_{\min}^2/8} + e^{-rt \Delta_{\min}^2/32\alpha^2}.
\]

Now,

\[
L^2 \sum_{t=\left[ \frac{t_0'}{r} \right] + 1}^{T/r} e^{-rt \Delta_{\min}^2/8} + e^{-rt \Delta_{\min}^2/32\alpha^2} \leq L^2 \sum_{t=\left[ \frac{t_0'}{r} \right] + 1}^{T/r} \left\{ e^{-t \left( \left[ \frac{t_0'}{r} \right] + \left| \left[ \frac{t_0'}{r} \right] + \left[ \frac{t_0'}{r} \right] \right| \right) \Delta_{\min}^2/8} \right\}
\]

\[
+ e^{-t \left( \left[ \frac{t_0'}{r} \right] + t \left( \left[ \frac{t_0'}{r} \right] + \left[ \frac{t_0'}{r} \right] \right) \Delta_{\min}^2/32\alpha^2} \right\}
\]

\[
\leq \sum_{t=1}^{T/r} e^{-rt \Delta_{\min}^2/8} + e^{-rt \Delta_{\min}^2/32\alpha^2}
\]

\[
\leq \frac{1}{r} \left( \frac{8}{\Delta_{\min}^2} + \frac{32\alpha^2}{\Delta_{\min}^2} \right).
\]
This gives the following upper bound on the regret:

\[ R_S^{\text{FTPL(}\alpha\sqrt{T})} \leq 1 + t'_0 + 2 \left( \frac{8}{\Delta_{\text{min}}} + \frac{32\alpha^2}{\Delta_{\text{min}}} \right). \]

**H Proof of part (a) of Theorem 5**

In this section, we prove a lower bound on the regret of any policy \( \pi \) when cache updates are restricted under adversarial file requests. The proof uses a technique called the probabilistic method from \([7]\) which was pioneered by Erdős \([5]\). Consider a request sequence \( \{x_t\}_{t=1}^T \) with a joint probability distribution defined on it. Then, we have the following lower bound on the regret incurred by any policy \( \pi \):

\[ R_\pi^A(T) \geq E_{\{x_t\}_{t=1}^T} R_\pi^A(\{x_t\}_{t=1}^T, T). \] (28)

Thus, the proof proceeds by defining a request sequence first and then using (28) to lower bound the regret. Throughout this proof, if it is not explicitly mentioned with respect to what the expectation is being taken, it can be assumed that the expectation is being taken with respect to \( \{x_t\}_{t=1}^T \).

**H.1 Lower Bound when C = 1**

We consider an adversarial request sequence where files are requested from the first 2 files uniformly, and the same file is requested \( r_i \) times from \( t_i = \sum_{j=0}^{i-1} r_j \) to \( t_i + r_i - 1 \), where \( r_0 = 1 \) and \( 1 \leq i \leq s \). To be precise, for each \( 1 \leq i \leq s \), a file is drawn uniformly at random from the first two files at \( t = \sum_{j=0}^{i-1} r_j \) and is repeatedly requested till \( t = t_i + r_i - 1 \), i.e., a total of \( r_i \) times. Throughout this proof, “phase \( i \)” refers to the time period from \( t = \sum_{j=0}^{i-1} r_j \) to \( t = t_i + r_i - 1 \) (both points included). Let \( W_i \) be a Bernoulli random variable indicating whether file 1 was requested in the \( i \)th phase or not. Note that \( \{W_i\}_{i=1}^s \) are i.i.d. Thus, the reward obtained by the optimal offline policy corresponds to:

\[
\max_{y \in \mathcal{Y}} \langle y, X_{T+1} \rangle = \max_{y \in \mathcal{Y}} \left\langle y, \sum_{t=1}^T x_t \right\rangle = \max_{y \in \mathcal{Y}} \left\langle y, \sum_{i=1}^s \sum_{t=t_i}^{t_i+r_i-1} x_t \right\rangle = \max_{y \in \mathcal{Y}} \left\langle y, \sum_{i=1}^s r_i x_{t_i} \right\rangle,
\]

as the specific request sequence chosen here is constant in each phase. As \( C = 1 \), \( y \) is a one-hot encoded vector and thus, we have that

\[
\max_{y \in \mathcal{Y}} \langle y, X_{T+1} \rangle = \max \left\{ \sum_{i=1}^s r_i W_i, T - \sum_{i=1}^s r_i W_i \right\} = \frac{T}{2} + \left| \frac{T}{2} - \sum_{i=1}^s r_i W_i \right|.
\]
The reward of any algorithm can be upper bounded in the following way:

$$\sum_{t=1}^{T} \langle y_t, x_t \rangle = \sum_{i=1}^{s} \sum_{t=t_i}^{t_i+r_i-1} \langle y_t, x_t \rangle$$

$$= \sum_{i=1}^{s} r_i \langle y_{t_i}, x_{t_i} \rangle,$$

as the specific request sequence chosen here and the cache configuration is constant in each phase. Thus, the expected reward of any algorithm can be upper bounded in the following way, where the expectation is taken with respect to the request sequence only:

$$E_{x_t} \left[ \sum_{t=1}^{T} \langle y_t, x_t \rangle \right] = E_{x_t} \left[ \sum_{i=1}^{s} r_i \langle y_{t_i}, x_{t_i} \rangle \right]$$

$$= \sum_{i=1}^{s} r_i E_{x_t} \left[ \langle y_{t_i}, x_{t_i} \rangle \right].$$

In each time slot, the cache update happens before the file request arrives and hence $y_t$ is independent of $x_t$, $1 \leq t \leq T$. Thus, we have

$$E_{x_t} \left[ \sum_{t=1}^{T} \langle y_t, x_t \rangle \right] = \sum_{i=1}^{s} r_i \left( E_{x_t} \left[ \langle y_{t_i}, x_{t_i} \rangle \right] \right)$$

$$= \frac{1}{2C} \sum_{i=1}^{s} r_i \left( y_{t_i}(1) + y_{t_i}(2) \right)$$

$$\leq \frac{1}{2} \sum_{i=1}^{s} r_i = \frac{T}{2}. \tag{29}$$

Thus,

$$R^*_A(T) \geq E_{x_t} \left[ \frac{T}{2} - \sum_{i=1}^{s} r_i W_i \right].$$

Now, we lower bound $\mathbb{E}[|M|]$, where $M = \frac{T}{2} - \sum_{i=1}^{s} r_i W_i = \sum_{i=1}^{s} r_i (W_i - \frac{1}{2})$, as $\sum_{i=1}^{s} r_i = T$. We denote $m_i = r_i (W_i - \frac{1}{2})$. Thus, $M = \sum_{i=1}^{s} m_i$, where $\mathbb{E}[m_i] = 0$ and $\sigma^2 = \mathbb{E}[m_i^2] = \frac{r^2}{4}$. Note that $\sigma_M = \sqrt{\sum_{i=1}^{s} \sigma^2} = \frac{1}{2} \sqrt{\sum_{i=1}^{s} r^2}$. Now, using the Markov inequality,

$$\mathbb{E}[|M|] \geq \sigma_M \mathbb{P}(|M| \geq \sigma_M) \geq \sigma_M \mathbb{P}(\frac{M}{\sigma_M} \geq 1)$$

$$\geq \sigma_M \mathbb{P}(\frac{\sum_{i=1}^{s} m_i}{\sigma_M} \geq 1).$$
Using the Berry-Esseen theorem, we have that
\[
\Pr \left( \frac{\sum_{i=1}^{s} m_i}{\sigma_M} \leq 1 \right) = \Phi(1) \leq C_0 \max_{1 \leq i \leq n} \frac{\rho_i}{\sigma_i^2},
\]
where \( \rho_i = \mathbb{E}[m_i^2] = \frac{r_i^2}{s} \), \( C_0 \) is a constant and \( \Phi(\cdot) \) is the CDF of the standard Gaussian random variable. Thus, we get
\[
\Pr \left( \frac{\sum_{i=1}^{s} m_i}{\sigma_M} \geq 1 \right) \geq 1 - \Phi(1) - C_0 \frac{\max_{1 \leq i \leq s} r_i}{2\sigma_M} \geq 0.15 - C_0 \frac{\max_{1 \leq i \leq s} r_i}{\sqrt{\sum_{i=1}^{s} r_i^2}}.
\]

We thus have:
\[
R^*_A(T) \geq \mathbb{E}_{(r_i)_{i=1}^{\infty}} \left[ \max \left\{ \sum_{i=1}^{s} r_i W_i, T - \sum_{i=1}^{s} r_i W_i \right\} \right] \geq \frac{T}{2} + \frac{1}{2} \sqrt{\sum_{i=1}^{s} r_i^2} \left( 0.15 - C_0 \frac{\max_{1 \leq i \leq s} r_i}{\sqrt{\sum_{i=1}^{s} r_i^2}} \right).
\]

### H.2 Lower bound for general \( L, C \)

In this section, we extend the result in the previous section for a general \( L, C \) value. We consider an analogous adversarial request sequence where, files are requested from the first \( 2C \) files uniformly, and the same file is requested \( r_i \) times from \( t_i = \sum_{j=0}^{i-1} r_j \) to \( t_i + r_i - 1 \), where \( r_0 = 1 \) and \( 1 \leq i \leq s \). To be precise, for each \( 1 \leq i \leq s \), a file is drawn uniformly at random from the first two files at \( t = \sum_{j=0}^{i-1} r_j \) and is repeatedly requested till \( t = t_i + r_i - 1 \), i.e., a total of \( r_i \) times. We denote by \( W_i \) the file requested in the \( i \)th phase.

We use the balls-into-bins technique from the proof of Lemma 1 of [7]. A bin is associated with each file from 1, \ldots, 2\( C \) where a request for that file is equivalent to a ball being thrown into that bin. The bins are numbered as 1, 2, \ldots, 2\( C \) and every two consecutive bins \( \{(2i - 1, 2i)\} \), \( 1 \leq i \leq C \) are combined to form \( C \) Super bins. Denote by \( Z_i, i = 1, 2, \ldots, C \) the number of balls in the \( i \)th super bin. Conditioned on \( Z_i \), the number of balls in the bins \( 2i - 1 \) and \( 2i \) are jointly distributed as \((V, Z_i - V)\), where \( V \) is a binomial random variable with parameter \((Z_i, \frac{1}{2})\). Let \( H_i \) denote the number of balls in the bin containing the maximum number of balls among bins \( 2i - 1 \) and \( 2i \). Then, as shown in the previous section, when \( \forall 1 \leq i \leq C, Z_i > 0 \):

\[
\mathbb{E}(H_i | Z_i) \geq \frac{Z_i}{2} + \frac{1}{2} \sqrt{\sum_{j=1}^{s} r_j^2 W_j \in \{(2i-1,2i)\}} \left( 0.15 - C_0 \frac{\max_{1 \leq j \leq s, W_j \in \{(2i-1,2i)\}} r_j}{\sqrt{\sum_{j=1}^{s} r_j^2 W_j \in \{(2i-1,2i)\}}} \right),
\]
The expected number of requests obtained by the best offline policy can be lower bounded as:

$$\max_{y \in Y} \langle y, X_{T+1} \rangle \geq \mathbb{E} \left[ \sum_{i=1}^{C} H_i \right]$$

$$= \sum_{i=1}^{C} \mathbb{E} [H_i]$$

$$(a) \quad CH_1$$

$$(b) \quad C \mathbb{E} \left[ \mathbb{E} [H_1 1 (Z_1 > 0) \mid Z_1] \right],$$

where (a) follows from the request sequence being symmetric across the 2C files and (b) follows from the tower property of conditional expectation as shown in [7]. Thus,

$$\max_{y \in Y} \langle y, X_{T+1} \rangle \geq \frac{C \mathbb{E}[Z_1]}{2} + C \mathbb{E} \left[ \frac{1}{2} \sum_{i=1}^{s} r_i^2 I_{W_i \in \{1,2\}} \left( 0.15 - C_0 \frac{\max_{1 \leq i \leq s} r_i}{\sqrt{\sum_{i=1}^{s} r_i^2 I_{W_i \in \{1,2\}}} \right) \right]$$

$$\geq \frac{T}{2} + C \mathbb{E} \left[ 0.15 - \frac{\sum_{i=1}^{s} r_i^2 I_{W_i \in \{1,2\}} - C_0 \max_{1 \leq i \leq s} r_i}{2} \right],$$

as \( \mathbb{E}[Z_1] = T/C \). Using (20) of [7],

$$\mathbb{E} \left[ \frac{1}{2} \sum_{i=1}^{s} r_i^2 I_{W_i \in \{1,2\}} \right] \geq \sqrt{\frac{\sum_{i=1}^{s} r_i^2}{C} \left( 1 - \frac{(C - 1) \left( \sum_{i=1}^{s} r_i^4 \right)}{2 \left( \sum_{i=1}^{s} r_i^2 \right)^2} \right)},$$

as \( \text{Var}(I_{W_i \in \{1,2\}}) = \frac{1}{2} \left( 1 - \frac{1}{3} \right) \) and \( \mathbb{E}(I_{W_i \in \{1,2\}}) = \frac{1}{3} \). Similar to (29),

$$\mathbb{E}_{(x_i)_{i=1}^{T}} \left[ \sum_{i=1}^{s} \langle y_i, x_i \rangle \right] = \frac{1}{2C} \sum_{i=1}^{s} r_i (y_i(1) + \cdots + y_i(2C))$$

$$\leq \frac{1}{2} \frac{T}{2}.$$

Combining the above result and (30) gives us the following lower bound on the regret:

$$R_A^X(T) \geq \frac{1}{2} \left( 0.15 \sqrt{C \sum_{i=1}^{s} r_i^2 \left( 1 - \frac{(C - 1) \left( \sum_{i=1}^{s} r_i^4 \right)}{2 \left( \sum_{i=1}^{s} r_i^2 \right)^2} \right) - 0.6 C \max_{1 \leq i \leq s} r_i} \right).$$
I Proof of part (b) of Theorem 5

In this section, we prove an upper bound on the regret of FTPL($\alpha\sqrt{t}$) when cache updates are restricted to after every $r$ slots only under adversarial file requests. The proof is based on the proof of Proposition 4.2 of [18]. Define the following potential function at each time slot $t$:

$$\Phi_t(x) = \mathbb{E}_{\gamma \sim \mathcal{N}(0, I)} \left[ \max_{y \in \mathcal{Y}} \langle y, x + \gamma \rangle \right]$$

The regret incurred in this setting can be expressed in the following way:

$$R_A^{\text{FTPL}(\alpha\sqrt{t})} (T) = \max_{y \in \mathcal{Y}} \langle y, X_{T+1} \rangle - \sum_{t=1}^{T} \mathbb{E}_{\gamma} [\langle y_t, x_t \rangle]$$

$$= \max_{y \in \mathcal{Y}} \langle y, X_{T+1} \rangle - \sum_{i=1}^{s} \sum_{k=0}^{r_k-1} x_t \left[ \sum_{j=0}^{r_k-1} \eta_{\sum_{j=0}^{r_k-1} r_j} \sum_{t=0}^{i-1} r_k \right],$$

where we define $r_0 = 1$. This follows from the fact that the cache configuration can change only at the pre-defined $s$ fixed time slots. Thus, we essentially have a time horizon of $s$, but each time slot $i, 1 \leq i \leq s$ contains $r_i$ requests instead. For brevity, we define

$$y^i := y_{\sum_{j=0}^{r_k-1} r_j}, \quad x^i := \sum_{t=0}^{r_k-1} x_t, \quad \eta^i := \eta_{\sum_{j=0}^{r_k-1} r_j}, \quad X^i := \sum_{j=1}^{i} x^i, \quad 1 \leq i \leq s.$$ 

We define the potential function $\Phi_i : \mathbb{R}^L \to \mathbb{R}$ for $1 \leq i \leq s$ in the following way:

$$\Phi_i(x) = \mathbb{E}_{\gamma} \left[ \max_{y \in \mathcal{Y}} \langle y, x + \gamma \rangle \right],$$

where $\mathcal{Y}$ is the set of possible cache configurations, i.e., the set $\{y \in \{0, 1\}^L : \|y\|_1 \leq C\}$. As shown in the proof of Proposition 4.1 in [18],

$$\nabla \Phi_i (X^i) = \nabla \mathbb{E}_{\gamma} \left[ \langle y^i, x + \gamma \rangle \right] |_{x=X^i} = \mathbb{E}_{\gamma} [\langle y^i \rangle].$$

$$\mathbb{E}_{\gamma} [\langle y^i, x^i \rangle] = \langle \nabla \Phi_i (X^i), X^i - X^{i-1} \rangle$$

$$= \Phi_i (X^i) - \Phi_i (X^{i-1}) - \frac{1}{2} \langle x^i, \nabla^2 \Phi_i (X^i) x^i \rangle,$$
where $\tilde{X}^i = X^{i-1} + \theta^i x^i$, for some $\theta^i \in [0, 1]$ using Taylor's theorem. Thus, we have

$$
\sum_{i=1}^{s} \mathbb{E}_\gamma [\langle y^i, x^i \rangle] = \Phi_s (X^s) - \Phi_1 (X^0) + \sum_{i=2}^{s} [\Phi_{i-1} (X^{i-1}) - \Phi_i (X^{i-1})]
$$

$$
- \frac{1}{2} \sum_{i=1}^{s} \langle x^i, \nabla^2 \Phi_i \left( \tilde{X}^i \right) x^i \rangle.
$$

Using Jensen’s inequality, we have that

$$
\Phi_s (X_s) = \mathbb{E}_\gamma \left[ \max_{y \in Y} \langle y, X^s + \eta^s \gamma \rangle \right] \geq \max_{y \in Y} \mathbb{E}_\gamma \left[ \langle y, X^s + \eta^s \gamma \rangle \right] = \max_{y \in Y} \langle y, X^s \rangle = \max_{y \in Y} \langle y, X_{T+1} \rangle.
$$

Substituting the above results in (31), we get

$$
R^\text{FTP}\left(\alpha \sqrt{T}\right) \leq \Phi_1 (X^0) + \sum_{i=2}^{s} [\Phi_{i-1} (X^{i-1}) - \Phi_i (X^{i-1})] + \frac{1}{2} \sum_{i=1}^{s} \langle x^i, \nabla^2 \Phi_i \left( \tilde{X}^i \right) x^i \rangle.
$$

Since $x^i$ contains $r_i$ file requests, the quadratic form above may be upper bounded in the following way:

$$
\langle x^i, \nabla^2 \Phi_i \left( \tilde{X}^i \right) x^i \rangle \leq r_i \max_{k,j,x} \left[ \left| \nabla^2 \Phi_i (x) \right|_{k,j} \langle x^i, \mathbf{1} \rangle \right]
$$

$$
= r_i^2 \max_{k,j,x} \left[ \left| \nabla^2 \Phi_i (x) \right|_{k,j} \right],
$$

where $\mathbf{1}$ is the all ones vector. Moreover, from [7],

$$
\left( \left| \nabla^2 \Phi_i (x) \right| \right)_{k,j} \leq \frac{1}{\eta^i} \sqrt{\frac{2}{\pi}}.
$$

Thus,

$$
\frac{1}{2} \sum_{i=1}^{s} \langle x^i, \nabla^2 \Phi_i \left( \tilde{X}^i \right) x^i \rangle \leq \sqrt{\frac{2}{\pi}} \sum_{i=1}^{s} \frac{r_i^2}{\eta^i}.
$$
It can also be shown that:

\[
\Phi_i (X^{i-1}) - \Phi_{i-1} (X^{i-1}) = \mathbb{E}_\gamma \left[ \max_{y \in \mathcal{Y}} \langle y, X^{i-1} \rangle \right] - \mathbb{E}_\gamma \left[ \max_{y \in \mathcal{Y}} \langle y, X^{i-1} \rangle \right] = \mathbb{E}_\gamma \left[ \max_{y \in \mathcal{Y}} \langle y, \eta^i - \eta^{i-1} \rangle \right] = |\eta^i - \eta^{i-1}| \mathbb{E}_\gamma \left[ \max_{y \in \mathcal{Y}} \langle y, \gamma \rangle \right].
\]

We also have from [10] that:

\[
\Phi_1 (X^0) = \eta^1 \mathbb{E}_\gamma \left[ \max_{y \in \mathcal{Y}} \langle y, \gamma \rangle \right] \leq \eta^1 C \sqrt{2 \log \left( \frac{N}{C} \right)}.
\]

Thus, combining the above bounds, we get

\[
R_A^{FTP}(\alpha \sqrt{T}) (T) \leq \eta^1 C \sqrt{2 \log \left( \frac{N}{C} \right)} + \eta^s C \sqrt{2 \log \left( \frac{N}{C} \right)} + \sqrt{\frac{2}{\pi} \sum_{i=1}^s \frac{r_i^2}{\eta^i}}.
\]

### J  Proof of part (a) of Theorem 6

In this section, we prove a lower bound on the regret of any policy \( \pi \) in the restricted switching case where the cache is allowed to update its contents only after every \( r \) requests. The proof uses (28) to bound the regret. We consider the adversarial request sequence where files are requested from the top \( 2C \) files, and the same file is requested \( r \) times in each of the \( T/r \) ’phases’ (using terminology defined in Appendix H). To be precise, at the beginning of each phase \( i \) where \( 1 \leq i \leq T/r \), i.e., at \( t = 1 + (i - 1)r \), a file is drawn uniformly at random from the first \( 2C \) files. This file is repeatedly requested \( r \) times till \( t = ir \). Throughout this proof, if it is not explicitly mentioned with respect to what the expectation is being taken, it can be assumed that the expectation is being taken with respect to \( \{x_t\}_{t=1}^T \). The reward obtained by the optimal static configuration in hindsight can be bounded in the following way:

\[
\mathbb{E} \left( \max_{y \in \mathcal{Y}} \left( y, \sum_{t=1}^T x_t \right) \right) = r \mathbb{E} \left( \max_{y \in \mathcal{Y}} \left( y, \sum_{t=1}^{T/r} x_t \right) \right) \geq r \left( \frac{T}{2r} + \sqrt{\frac{CT}{2r \pi}} - \sqrt{\frac{r(\sqrt{2} + 1)C^{3/2}}{2\sqrt{2} \pi T}} - \sqrt{\frac{2 \pi C^2}{\pi T}} \right) = \frac{T}{2} + \sqrt{\frac{CrT}{2 \pi}} - \Theta \left( \frac{r \sqrt{r}}{\sqrt{T}} \right).
\]
where in the second last step, we used Theorem 2 of [7]. For $1 \leq i \leq s$, let
\[
y^i := \sum_{t=1+(i-1)r}^{ir} y_t,
\]
which is the sum of the caching configuration vectors in phase $i$. Note that the cache configuration at each time slot is independent of the file request that arrives in that slot. Now, to upper bound the reward obtained by any policy $\pi$,
\[
E \left( \sum_{t=1}^{T} (y_t, x_t) \right) = \sum_{i=1}^{T/r} \frac{1}{2C} \sum_{k=1}^{2C} y^i(k) \\
\leq \sum_{i=1}^{T/r} \frac{1}{2C} \sum_{k=1}^{L} y^i(k) \\
\leq \frac{T}{r} \frac{1}{2C} \cdot rC \\
= \frac{T}{2}.
\]
The second last step follows from the fact that the sum of the elements of $y^i$ is exactly $rC$ as the cache configuration remains constant in each phase.

\[
R^*_A(T) \geq \mathbb{E}_{(x_t)} \left( y^* \cdot \sum_{t=1}^{T} x_t - \sum_{t=1}^{T} y_t \cdot x_t \right) \\
\geq \sqrt{\frac{CrT}{2\pi}} - \Omega \left( \frac{r\sqrt{r}}{\sqrt{T}} \right).
\]
For this bound to be meaningful, the second term needs to be order-wise smaller than the first term:
\[
\frac{r\sqrt{r}}{\sqrt{T}} < \sqrt{rT} \implies r < T
\]
Hence this is an $O(\sqrt{rT})$ lower bound for $r < o(T)$.
For $r = \Omega(T)$, the first set of $r$ requests always gives a regret that is $\Omega(r)$ as in time slot 1, a random $C$ files out of $L$ are stored, and hence we get an overall regret of $\Omega(T)$. 