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Abstract
Multicriteria decision making presents several challenges for researchers. These include selecting a technique that will produce accurate results but not require too much time or resources. Researchers have been comparing different techniques for several years, though a comprehensive study of using many different techniques for the same set of problems is relatively new. Additionally, knowing if the difference in scores between alternatives is significant or not presents another challenge. The use of confidence intervals has recently been employed by researchers to examine whether results are actually statistically different from one another. This study uses 21 different scaling-weighting combinations and confidence intervals on six different decision-making problems to measure their ability to produce unambiguous results. Linear normalization as a scaling technique tends to be the best at identifying one or two clear winners while avoiding complete ambiguity. Despite the variety of combinations used, several common themes emerge across the decision problems.
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Introduction
Multicriteria Decision Making (MCDM) involves deciding on the best alternative from a set of potential candidates. These alternatives often contain multiple and conflicting criteria that can be qualitative or quantitative [1,2]. MCDM methods have been used to aid in decision making for a variety of contexts, such as river basin planning, water resource planning, equipment selection, environmental problems, and other problems involving resource management [3-7]. Evaluating tradeoffs between alternatives can be quite difficult, but MCDM can aid decision-makers in their quest to choose the best alternative [2].

Numerous MCDM techniques exist for solving decision problems. However, these methods often represent radically different approaches and the selection of which technique to use depends on multiple factors such as the specific problem, the decision maker’s familiarity with the technique, and computational efficiency, among others. In fact, selecting the most appropriate MCDM method for a given problem could actually be considered a MCDM problem on its own [8].
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Most MCDM methods involve determining the importance of each criterion and assigning weights based on the Decision Maker’s (DM) preferences [2]. There are many different techniques for weighting criteria [9-11]. The scaling of criteria presents another challenge because different criteria are rarely measured with the same units. Consequently, a number of different scaling techniques exist to address the best way to convert the criteria into like units [12]. Recently, researchers have been to experiment with different weighting and scaling combinations in an attempt to gain insights into which combinations tend to produce the best results [2].

A major concern with decision making is that different MCDM methods can provide different results for the same problem. In fact, the best alternative according to one method may be the worst alternative according to another [1,9]. It can be difficult to discern if there really is a significant difference between the highest scoring and second-highest scoring alternatives. Recent research has explored this concept of looking at how different weighting and scaling combinations produce different results for the same problem [2]. Another important consideration is what method yields results that are closest to the DM’s naturalistic choice [2]. In looking at how different MCDM methods yield different results in both orders of alternatives and magnitude of difference between those alternatives, an interesting research question presents itself: Do certain weighting and scaling combination in MCDM tend to produce statistically similar results? This would be of great use to DM’s because if two different MCDM techniques produce statistically similar results, then the DM can select the technique that is easiest for them to use, whether it is because of available data, computational complexity, or time needed, among others.

Until recently, little research has been done to address this question. However, the use of confidence intervals can help since they give the range in which a result is valid [13]. The idea of using confidence intervals in decision-making techniques is relatively new. Statistical tests can then be used to verify if the mean scores are significantly different from each other, which in this case means that the alternatives can be ranked based on the value of the mean score. Otherwise, if the difference between the mean scores of the alternatives is not significantly different, then the ranking of the alternatives overlap [13].

Combining the ideas from [2] and [13] can then provide an answer to the proposed question. We conduct a comprehensive study where 21 different scaling-weighting combinations are applied to six different problems and then confidence intervals of the mean scores are calculated for those results. Tukey’s HSD test is then used to test whether the alternatives are statistically different from one another. The combination of weighting and scaling methods is one of the unique aspects of our research because, to our knowledge, only [2] have studied this in the past. The other unique aspect is the use of confidence intervals to evaluate and compare the outcomes of the different methods, which, to our knowledge, only [13] have also done.

We use the data from [2] that has the results for six participants giving criteria preferences for six different MCDM problems, where each problem was composed of 6 different criteria. The scaling methods used are ideal values, linear normalization and vector scaling (IV, LN, L∞ Norm, L1 Norm, L2 Norm, and L3 Norm). These scaling methods were paired with the following weighting methods: rating, ranking, analytic hierarchy process (AHP), L1 Metric, L2 Metric, L3 Metric, and L∞ Metric when applicable. Then, we calculate 95% confidence intervals of the mean score of the alternatives and analyze how often the results are actually statistically different as was proposed for [13]. We could then see if certain combinations tend to produce the same results and what these combination families look like. We evaluate these combinations according to their ability to clearly distinguish the best alternative and to avoid complete ambiguity.

**Theory**

MCDM helps identify and assess a set of conflicting criteria and alternatives in decision making. In classic multicriteria decision environments, there is no universal agreement as to what constitutes the most preferred or satisfying solution [14]. The general objective of MCDM methods is to provide a framework and technique to order the set of possible alternatives in accordance with the DM’s preferences. The specific objectives to be reached by several MCDM methods need to be identified; in addition to what degree the attributes meet these objectives [8].
Numerous studies have been carried out to compare various MCDM methodologies [13,15-18]. However, the main question that emerges is why outcomes differ when different techniques are applied to solve the same decision-making problem, even under the same assumptions [1,9,18]. These differences have appeared in the literature, but should not be viewed as inconsistencies [9,18]. Rather, the results of these studies indicate that different algorithms, scaling methods, and uses of weights lead to different outcomes. These differences illustrate the need to know how weights, scales, and other factors are used before applying a technique [9,18]. Therefore, it is vital that users of such techniques be aware of the manner in which results are reached and how their weightings and scaling factors influence these outcomes [17]. Though it is known that different MCDM methods can yield different results, the analyst must still decide which one to use. Often, the method is one that was developed by the DM, one the DM has the most faith in or a method that the DM has used in the past [19].

In addition to not knowing what MCDM method is best for a particular problem, there is also a stochastic element to the criteria and alternatives that further complicates the matter. Researchers have studied the uncertainty surrounding MCDM through simulation [20]. For instance, by using a Monte Carlo simulation, [16] studied the flexibility to vary all of the weights of MCDM method while at the same time changing the functional form of aggregation. The authors analyzed the changes using statistical parameters such as mean, mode, standard deviation, and quartiles to provide recommendations about the correct procedure to assign and assess the weights of the criteria. Also, they worked with the weights of the criteria and used statistical distributions to analyze and compare the data. [16] demonstrated that the functional form of aggregation (multiplicative or additive) had no effect on the outcome of the model. [21] Worked with six deterministic MCDM methods doing a comparative analysis to develop a new methodology that allows the use of those methods in decision-making problems with stochastic inputs. The main objective was to assign confidence levels on the use of certain methods based on the resulting outputs.

Regardless of the MCDM method selected or the uncertainty surrounding the problem, most methods require the establishment of criteria weights that capture the DM’s preferences for how important each criterion is relative to the others [9]. Though there are numerous weighting methods, this paper uses the same as [2]. The first method is the rating method. Here, the DM rates from 1 to 10 each criterion independently, usually with 1 being the least important and 10 the most important. The second method is the ranking method, in which pair wise comparisons of criteria are performed and the weights are obtained using Borda Count [2]. The third method is the Analytic Hierarchical Process (AHP). AHP assigns a magnitude of the preference of one criterion over another. AHP uses a standard scale number from 1 to 9, where 1 means no preference and 9 means that criterion is extremely preferred over another [22]. Then, ratio scale priorities are established based on the sets of pair wise comparisons performed between the criteria and alternatives.

Another aspect that plays a role in MCDM problems is the type of decision problem. In single-dimensional MCDM problems where all the units are the same, calculating scores for the alternatives is relatively straightforward. However, difficulties arise in multi-dimensional cases where the additivity utility assumption is violated because it combines different dimensions and thus different units so the result is comparable to adding apples and oranges [23]. Therefore, scaling methods are needed to preserve the additivity utility assumption to solve multi-dimensional MCDM cases.

Several methods exist for scaling. These include ideal values, linear normalization, and vector scaling. Ideal values use the best criteria values among the alternatives. Ideal values denote the best criteria values that are possible to obtain among the alternatives. In linear normalization, the maximum and minimum criteria values are used to scale the data [2]. Vector scaling uses $L_p$ Norm to scale the data. $L_p$ Norms quantify the lengths of vectors and $L_p$ metrics calculate the distance between points. The $L_p$ metric can be used as a method to obtain the best alternative once the data is normalized by using the vector scaling method. Velazquez, Claudio [2] presented the $L_p$ metric between two vectors $x, y$ as follows:

$$L_p = \left( \sum_{j=1}^{n} |x_j - y_j|^p \right)^{1/p}$$
Where \( x, y \in \mathbb{R}^n \)

If one of these points is the ideal solution, then the distance denotes how close each alternative is respect to the ideal solution. Therefore, the smaller the distance, an alternative will be closer to the ideal solution [2].

Once the weights of the criteria have been established the next step to solve a MCDM problem is to find a way to process the numerical values to compare and determine the ranking of the different alternatives. One of the most commonly used approaches is the Weighted Sum Model (WSM), which is governed by the addition utility assumption [23]. The WSM is presented by [2] as follows:

In a MCDM problem with \( m \) alternatives and \( P \) criteria. Let the matrix \( F_{(m \times P)} = \{ f_{ij} \} \) represent the criteria values to be maximized where \( f_{ij} \) is the value of criterion \( j \) for alternative \( i \). If \( w_j \) is the normalized weight of criterion \( j \) assessed subjectively such that \( w_j \geq 0 \) and \( \sum w_j = 1 \), then the weighted sum model computes a score \( S_i \) for each alternative \( i \), as follows:

\[
S_i = \sum_{j=1}^{P} w_j f_{ij}; \quad i = 1, 2, ..., m
\]

Then, the ranking of the alternatives is created based on the \( S_i \) scores and the DM selects the best alternative.

Researchers have evaluated the accuracy and efficiency of weighting and scaling methods independently [9,11,12,16,24]. However, little research has been conducted to identify the combination of scaling-weighting methods that will better match the real preferences of the DMs [2]. [2] Experimented with various weighting and scaling combinations for six participants conducting six different decision-making problems. The results were compared to the DM’s naturalistic choice in addition to the majority of the combination methods.

[2] Compared different weighting-scaling combinations, however, no testing was done to determine if the methods were significantly different from a statistical perspective. In fact, using confidence intervals to compare different MCDM techniques is relatively new. [13] Applied confidence intervals to the fuzzy AHP and fuzzy Analytical Network Process (ANP) methods by using the mean obtained to calculate the arithmetic standard deviation. Then, the mean and standard deviation were used to calculate the 95% confidence interval [13]. The confidence intervals help to identify any overlaps between the alternatives and therefore provide insight as to whether they are statistically different, which allows for a more informed ranking of the alternatives. Observing if there is a statistical difference between alternatives is the main advantage of confidence intervals because conversations can be initiated regarding tradeoff among the available alternatives. This also helps guarantee the selection of the best alternative since its performance presents a statistically significant difference against the other alternatives.

This paper combines the primary ideas from [2] and [13] to statistically compare different MCDM weighting and scaling combinations. While previous researchers have used stochastic inputs or simulation to examine the uncertainly surrounding MCDM problems, this paper uses confidence intervals calculated directly from DM preferences. While [2] compared different MCDM weighting and scaling techniques, it was hard to draw meaningful conclusions from the results because there was no statistical testing to determine if two different techniques truly were different from one another. Similarly, [13] provides the framework to compare different MCDM techniques, but this paper will use a more comprehensive set of MCDM techniques.

Material and Methods

This paper used the data from [2], in which six participants, half female and half male all between ages 24-27, were independently given six different MCDM problems. The problems included buying a sport utility vehicle (SUV), buying a house, selecting a restaurant, buying a laptop computer, buying airplane tickets for a trip to Italy, and selecting a job. Each problem had five different alternatives and six different criteria within each problem. See Appendix A for more details on these problems.

Seven different weighting techniques and six different scaling techniques were used in different combinations to determine the optimal alternative(s) for each problem. The weighting techniques were rating, ranking, AHP, \( L_1-L_3 \) metric, and the \( L_\infty \) metric. The scaling techniques were ideal values, linear normalization, \( L_1-L_3 \) norms, and \( L_\infty \) norm. These techniques were calculated as previously described in the literature review. This paper used the same 18 combinations as [2]. In addition, three
other combinations were examined for a total of 21 combinations. These additional combinations were included after an initial analysis of the data suggested that linear normalization was the best scaling method since it yielded the highest total scores regardless of the weighting method used.

Table 1 summarizes the combinations used in the study. New combinations, or those that were not used in [2], are denoted with an asterisk.

For each problem, the total score using the weighted sum technique was estimated for each alternative for each participant. It was decided to use the weighted sum technique since, as it was proved by [16], the form of aggregation (multiplicative or additive) had no effect on the outcome of the model. Anderson-Darling tests were conducted for each of the 21 scaling-weighting combinations, per MCDM problem, per alternative to determine whether the six participants’ scores had a normal distribution. The tests yielded p-values greater than 0.05. Therefore, normality was assumed to calculate confidence intervals. Then, a 95% confidence interval of the mean score of the alternatives was calculated using the arithmetic mean and standard deviation of the six individual participant scores. The ranked order of alternatives according to the weighted sum calculations was done for each participant for each problem, with the highest scoring alternative being one and the lowest being five. The same methodology was applied to the mean of the ranked order of alternatives. The corresponding 95% confidence interval using the geometric mean was then calculated for each alternative, for each problem, and each of the weighting-scaling methods.

As [13] noted in their paper, the confidence intervals of the differences between alternatives for a given problem often included zero. This was the same case for our study. Therefore, a particular weighting-scaling combination’s efficacy was measured by its ability to distinguish a clear winner(s) among the alternatives. Ideally, a MCDM technique yields one clear winner that is statistically significantly better than all other alternatives, an example is shown visually in Figure 1 and then by the corresponding t and p values in Table 2. Conversely, a MCDM technique where the highest scoring alternative is not statistically significantly different than the lowest-scoring alternative (complete ambiguity) is the least preferred result because no alternatives can be eliminated from consideration. Figure 2 shows an example of this complete ambiguity.

The particular weighting-scaling combination’s efficacy measure was obtained through the following procedure: Once each weighting-scaling combination produced the results for the six different problems. Three metrics were recorded. The first was the number of times the combination produced a single winning alternative that was significantly different from the other four alternatives (for example, Figure 1). The second metric was the number of times the combination produced two winning alternatives that were significantly different than the other three alternatives (but the two winners were not significantly different from each other). The third and final metric was the number
Three other scoring methodologies were considered to determine the robustness of the proposed 3, 1, -3 system. First, a binary system of one point for one clear winner, zero points for two clear winners, and negative one point for complete ambiguity. Second, a quadratic system rewarding clear winners where four points were given for one clear winner, two points for two clear winners, and negative one points for complete ambiguity. Finally, a reverse quadratic system penalizing complete ambiguity with two points for one clear winner, one point for two clear winners, and negative four points for complete ambiguity.

Table 2: Numeric value example for single clear winner, Problem 5 IV + Rating.

| Difference of Levels | Difference of Means | 95% CI          | T-Value | Adjusted P-Value |
|----------------------|---------------------|-----------------|---------|------------------|
| Alt 2 - Alt 1        | -0.214              | (-0.285, -0.143)| -8.85   | 0.000            |
| Alt 3 - Alt 1        | -0.249              | (-0.320, -0.178)| -10.29  | 0.000            |
| Alt 4 - Alt 1        | -0.222              | (-0.293, -0.151)| -9.19   | 0.000            |
| Alt 5 - Alt 1        | -0.071              | (-0.142, -0.0002)| -2.94  | 0.049            |
| Alt 3 - Alt 2        | -0.035              | (-0.106, 0.036)  | -1.44   | 0.609            |
| Alt 4 - Alt 2        | -0.008              | (-0.079, 0.063)  | -0.33   | 0.997            |
| Alt 5 - Alt 2        | 0.143               | (0.072, 0.214)   | 5.91    | 0.000            |
| Alt 4 - Alt 3        | 0.027               | (-0.044, 0.098)  | 1.11    | 0.802            |
| Alt 5 - Alt 3        | 0.178               | (0.107, 0.249)   | 7.35    | 0.000            |
| Alt 5 - Alt 4        | 0.151               | (0.080, 0.222)   | 6.24    | 0.000            |
Figure 2: Example of complete ambiguity.

Table 3: Summary of combination scores.

| Weighted Sum Score | Number of times scaling weighting combination produced | IV + Rating | IV + AHP | LN + Rating | LN + AHP | LN + L + M | LN + L | LN + LN + L + M | LN + LN + L + M |
|--------------------|------------------------------------------------------|------------|---------|------------|---------|------------|-------|-----------------|-----------------|
|                    | 1 clear winner (3 points)                            | 1          | 0       | 0          | 3       | 2          | 3     | 0               | 0               |
|                    | 2 clear winners (1 points)                           | 1          | 2       | 1          | 1       | 1          | 0     | 2               | 0               |
|                    | Complete Ambiguity (-3 points)                       | 1          | 1       | 1          | 0       | 1          | 1     | 4               | 1               |
|                    | Total Score Proposed (3 -3)                          | 1          | -1      | -2         | 10      | 4          | 6     | -1              | -12             |
|                    | Total Score Binary (1 0 -1)                          | 0          | -1      | -1         | 3       | 1          | 2     | -1              | -4              |
|                    | Total Score Quadratic (4 2 -1)                       | 5          | 3       | 1          | 14      | 9          | 11    | 3               | -4              |
### Table 4: Average score by scaling method.

| Scoring System         | IV       | LN      | $L_1N$   | $L_2N$   | $L_3N$   | $L_\infty N$ |
|-------------------------|----------|---------|----------|----------|----------|--------------|
| Proposed (3,1,-3)       |          |         |          |          |          |              |
| Weighted Sum Score      | -0.667   | 5.714   | -3.667   | -4.667   | -4.000   | -3.333       |
| Rankings of alternatives| -1.000   | 2.429   | -0.667   | 0.667    | 1.333    | 2.000        |
| Binary (1,0,-1)         |          |         |          |          |          |              |
| Weighted Sum Score      | -0.667   | 1.714   | -1.667   | -2.000   | -1.667   | -1.333       |
| Rankings of alternatives| -1.000   | 0.571   | -0.667   | -0.333   | 0.000    | 0.333        |
| Quadratic (4,2,-1)      |          |         |          |          |          |              |
| Weighted Sum Score      | 3.000    | 10.571  | 2.000    | 1.667    | 1.333    | 2.000        |
| Rankings of alternatives| 4.000    | 5.857   | 2.000    | 4.000    | 3.667    | 3.333        |
| Reverse Quadratic (2,1,-4)|          |         |          |          |          |              |
| Weighted Sum Score      | -2.000   | 1.429   | -6.000   | -7.333   | -6.333   | -6.000       |
| Rankings of alternatives| -2.667   | 1.143   | -1.333   | -0.333   | -0.667   | 1.667        |

### Results and Discussion

Table 3 summarizes the results of the combinations scores. When looking at the weighted sum scores, the linear normalization with $L_1$ metric achieved the highest score, followed by linear normalization with $L_2$ metric and linear normalization with rating. $L_3$ Norm with ranking, $L_2$ Norm with ranking, $L_\infty$ Norm with ranking, and $L_1$ Norm with ranking all tied for the lowest score. These results contrast with the results from [2], where $L_\infty$ Norm with rating was found to be the best method. For the mean of the alternative rankings, the linear normalization with $L_1$ metric and linear normalization with $L_2$ metric were first and second, respectively, while $L_1$ norm with $L_1$ metric had the lowest score. [2] Did not have as clearly defined results when evaluating the combinations in a group con-
text, where 7, 12, and 13 of the methods tied for first according to their three performance metrics.

Table 3 also illustrates that the scaling trends are relatively robust to the scoring system. Linear normalization remains the best scaling method in five of the six other scenarios, with it being second best to $L_\infty$ norm for the mean of alternative rankings with the reverse quadratic scoring methodology. This suggests that the chosen scoring methodology does not have much effect on determining the best scaling method.

When looking at the combinations by scaling method, a few trends emerge. Table 4 summarizes these results. Linear normalization clearly performs the best among the six scaling methods used with the proposed evaluation method for both weighted sum and ranked alternatives. The $L_1$, $L_2$, and $L_3$ norms all perform in a similar manner. These three norms all have values between -3.67 and -4.67 for the calculated score. The $L_\infty$ norm follows a similar trend, but with slightly higher numbers. Linear normalization having the highest scores makes intuitive sense because the method assigns values between zero and one, with the lowest alternative having zero and the highest having one for each criterion. Therefore, this method would better separate alternatives than ideal values, where the alternatives may have very similar scaled values if the raw data is close to one another.

Trends by problem also appear in the data. Table 5 summarizes the result breakdown by problem. Certain problems tended to have similar themes throughout the different combination methods. For example, problem 1 (buying a house) and problem 3 (selecting a job) rarely had a single or two clear winners. Problem 1, however, had complete ambiguity more than twice as often as problem 3 for weighted sum scores. Conversely, problems 5 and 6 had a single or two clear winners the vast majority of the time, with problem 6 having a single or two clear winners 21/21 times for ranked alternatives. Interestingly, the same two alternatives (1 and 6) were always chosen for problems 5 and 6, whether it was one of those alternatives being a single clear winner or the two alternatives being the two clear winners. For problem 4, on all six occasions that the weighted sum produced a single clear winner, it was the same alternative (alternative 2).

These results suggest that the type of problem, or particular details of the problem, do play a role in whether MCDM methods will be able to clearly distinguish the top alternatives for group decisions. Furthermore, there was never a single instance in which one alternative was the statistically worst choice under one method and the statistically best choice according to another method. This is somewhat encouraging, as previous research has sometimes found this dynamic to occur. This previous research, however, did not include whether the choice reversals were statistically significant or not.

There are some differences when considering the weighted sum score or a ranking of the alternatives by the mean. The weighted sum score tends to produce complete statistical ambiguity more often than when the alternatives are ranked and aggregated according to the mean. This finding aligns with the previously mentioned finding that the different methods tend to select the same alternatives. This produces similar rankings across the board, which then makes it less likely to have ambiguity because there is a bigger distinction among the alternatives. For example, the weighted sum score will often only have a difference of a few tenths between all the alternatives. Therefore, even if the methods tend to find similar results, the small numerical differences can result in

| Weighted Sum Score | Number of times a problem had… | Problem 1 | Problem 2 | Problem 3 | Problem 4 | Problem 5 | Problem 6 |
|--------------------|---------------------------------|-----------|-----------|-----------|-----------|-----------|-----------|
|                    | 1 Clear Winner                  | 0         | 2         | 0         | 6         | 8         | 7         |
|                    | 2 Clear Winners                 | 2         | 0         | 2         | 0         | 8         | 9         |
|                    | Complete Ambiguity              | 9         | 13        | 4         | 0         | 0         | 4         |

| Rankings of Alternatives | 1 Clear Winner | 2 Clear Winners | Complete Ambiguity |
|--------------------------|---------------|-----------------|--------------------|
|                          | 0             | 1               | 0                  |
|                          | 1             | 1               | 0                  |
|                          | 2             | 5               | 1                  |

Table 5: Results breakdown by problem.
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ambiguity. Conversely, when using the rankings of alternatives, the top alternatives tends to have a value closer to one and the worst alternative close to four or five, making ambiguity less likely.

Conclusions

Researchers have been comparing different MCDM techniques with one another for many years. Comparing techniques’ results against a statistical backdrop to determine if the results are significantly different is relatively new. This study used 21 different scaling-weighting combinations of common MCDM techniques and applied them to six different MCDM problems with six participants. Both the weighted sum scores and the rankings of the alternatives were aggregated into a group score and the corresponding confidence intervals were calculated to test if the results were statistically significantly different. The scaling-weighting combinations’ ability to distinguish a clear winner or two clear winners and to avoid complete ambiguity in the results were measured.

Among scaling techniques, linear normalization performed best at distinguishing clear winners. This is most likely because of how the technique spreads out the values all the way from zero to one amongst alternatives, whereas other techniques do not. Trends emerged from the results by both problem and the type of aggregation, where the weighted sum scores had much more ambiguity than the ranking of alternatives with mean.

There are some opportunities for future research surrounding this issue. Several of the most common MCDM techniques were used; however, others such as TOPSIS, Delphi, and SPECTRE were omitted and could be included. The experiment could be replicated with a larger sample size to see if any trends by participant demographic emerge. Likewise, the type of problem could be examined in more depth. For example, the topic (purchasing a product, selecting a type of service, life decision such as moving to a new city) or structure (number of alternatives and criterion) could be systematically varied to determine if any trends emerge. Finally, the results of the study provided information that helps to evaluate the positive and negative characteristics of different MCDM techniques. This information could also be useful to face the challenges that are emerging in areas such as automation, social sciences, environmental sciences, modern construction management, and software packages, modeling and recent advances in intelligent decision making.
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Appendix

Problem 1: Buying a house.

Appendix A: Problems with their different criteria and alternatives from Velazquez, et al. [2].

| Criteria                        | Alternative 1       | Alternative 2       | Alternative 3       | Alternative 4       | Alternative 5       |
|---------------------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| Town where located              | Mayaguez            | Ponce               | San Juan            | Cidra               | Rio Grande          |
| Price                           | $300,000.00         | $156,900.00         | $715000.00          | $150,000.00         | $145,000.00         |
| Lot size (squared meters)       | 613.00              | 297.00              | 467.00              | 302.00              | 331.56              |
| Life of the house               | 8                   | 26                  | 5                   | 4                   | 20                  |
| Number of bedrooms              | 5                   | 4                   | 4                   | 3                   | 3                   |
| Zone located                    | City                | City                | City                | Rural               | Rural               |

Problem 2: Buying a SUV.

| Criteria                        | Alternative 1       | Alternative 2       | Alternative 3       | Alternative 4       | Alternative 5       |
|---------------------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| Cost                            | $26,250.00          | $34,635.00          | $25,999.00          | $27,635.00          | $16,995.00          |
| Miles per gallon                | 21                  | 21                  | 20                  | 20                  | 24                  |
| House Power                     | 270                 | 210                 | 292                 | 250                 | 173                 |
| Frontal impact resistance       | 4                   | 3                   | 5                   | 4                   | 5                   |
| Rollover resistance rating      | 3                   | 5                   | 3                   | 3                   | 4                   |
| Manufacturer                    | Nissan              | Jeep                | Ford                | Toyota              | Hyundai             |

Problem 3: Selecting a job.

| Criteria                        | Alternative 1       | Alternative 2       | Alternative 3       | Alternative 4       | Alternative 5       |
|---------------------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| Salary                          | $60,000.00          | $65,000.00          | $45,000.00          | $30,000.00          | $80,000.00          |
| Expected working hours/week     | 40                  | 46                  | 35                  | 30                  | 50                  |
| Type of industry                | Development         | Manufacturing       | Government          | Service             | Consulting          |
| Traveling requirements/year     | 12                  | 1                   | 2                   | 0                   | 2                   |
| Size of company                 | Medium              | Large               | Large               | Small               | Medium              |
| Quality of Benefits (e.g. health insurance, bonus, etc.) | Good | Good | Excellent | Average | Average |

Problem 4: Selecting a restaurant.

| Criteria                        | Alternative 1       | Alternative 2       | Alternative 3       | Alternative 4       | Alternative 5       |
|---------------------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| Type of food                    | Mexican             | Italian             | Steak               | Mexican             | American            |
| Average cost (per person)       | 15                  | 16                  | 18                  | 18                  | 13                  |
| Quality of Service (Good, Regular, Poor) | Regular | Good | Good | Good | Poor |
| Food Quality (Good, Regular, Poor) | Good | Good | God | Regular | Regular |
| Cleaness (Good, Regular, Poor)  | Regular             | Good                | Regular             | Good                | Good                |
| Bar/Ammmenties (0-2)            | 2                   | 1                   | 1                   | 2                   | 0                   |
### Problem 5: Buying air tickets to Italy.

| Criteria                  | Alternative 1 | Alternative 2 | Alternative 3 | Alternative 4 | Alternative 5 |
|---------------------------|---------------|---------------|---------------|---------------|---------------|
| Price                     | $1,300.00     | $890.00       | $1,100.00     | $950.00       | $700.00       |
| Number of stops           | 0             | 2             | 1             | 1             | 2             |
| Departure time            | 9:00 AM       | 7:00 AM       | 5:00 PM       | 8:00 AM       | 7:00 PM       |
| Arrival time              | 5:00 PM       | 7:00 PM       | 2:00 AM       | 7:00 PM       | 11:00 AM      |
| Flight duration (Hours)   | 8             | 12            | 9             | 11            | 16            |
| Extras (movie, food, seats, etc.) | Excellent | Excellent     | Good          | Average       | Good          |

### Problem 6: Buying a Windows based Laptop Computer.

| Criteria                  | Alternative 1 | Alternative 2 | Alternative 3 | Alternative 4 | Alternative 5 |
|---------------------------|---------------|---------------|---------------|---------------|---------------|
| Price                     | $699.00       | $609.99       | $804.00       | $579.99       | $979.99       |
| Brand                     | Dell          | Compaq        | IBM           | HP            | Sony          |
| Processor Speed (GHz)     | 2.16          | 1.6           | 1.6           | 1.8           | 1.73          |
| Hard Drive Capacity (GB)  | 100           | 80            | 80            | 60            | 100           |
| Burning Capacity          | DVD +/- RW    | DVD/CD - RW   | DVD - ROM     | DVD +/- R/RW  | DVD +/- R/RW  |
| Memory (MB)               | 512           | 512           | 1000          | 512           | 1000          |
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