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Abstract—We propose a class of convex relaxations to solve the sensor network localization problem, based on a maximum likelihood (ML) formulation. This class, as well as the tightness of the relaxations, depends on the noise probability density function (PDF) of the collected measurements. We derive a computational efficient edge-based version of this ML convex relaxation class and we design a distributed algorithm that enables the sensor nodes to solve these edge-based convex programs locally by communicating only with their close neighbors. This algorithm relies on the alternating direction method of multipliers (ADMM), it converges to the centralized solution, it can run asynchronously, and it is computation error-resilient. Finally, we compare our proposed distributed scheme with other available methods, both analytically and numerically, and we argue the added value of ADMM, especially for large-scale networks.
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I. INTRODUCTION

Nowadays, wireless sensor networks are developed to provide fast, cheap, reliable, and scalable hardware solutions to a large number of industrial applications, ranging from surveillance [1], [2] and tracking [3], [4] to exploration [5], [6], monitoring [7], [8], robotics [9], and other sensing tasks [10]. From a software perspective, an increasing effort is spent on designing distributed algorithms that can be embedded in these sensor networks, providing high reliability with limited computation and communication requirements for the sensor nodes. Estimating the location of the nodes based on pairwise distance measurements is regarded as a key enabling technology in many of the aforementioned scenarios, where GPS is often not employable.

From a strictly mathematical standpoint, this sensor network localization problem can be formulated as determining the node position in $\mathbb{R}^2$ or $\mathbb{R}^3$ ensuring their consistency with the given inter-sensor distance measurements and (in some cases) with the location of known anchors. As it is well known, such a fixed-dimensional problem (often phrased as a polynomial optimization) is NP-hard in general. Consequently, there have been significant research efforts in developing algorithms and heuristics that can accurately and efficiently localize the nodes in a given dimension [11]–[13]. Besides heuristic geometric schemes, such as multi-lateration, typical methods encompass multi-dimensional scaling [14], [15], belief propagation techniques [16], and standard non-linear filtering [17].

A very powerful approach to the sensor network localization problem is to use convex relaxation techniques to massage the non-convex problem to a more tractable yet approximate formulation. First adopted in [18], this modus operandi has since been extensively developed in the literature (see for example [19] for a comprehensive survey in the field of signal processing). Semidefinite programming (SDP) relaxations for the localization problem have been proposed in [20]–[27]. Theoretical properties of these methods have been discussed in [28]–[30], while their efficient implementation has been presented in [31]–[35]. Further convex relaxations, namely second-order cone programming relaxations (SOCP) have been proposed in [36] to alleviate the computational load of standard SDP relaxations, at the price of some performance degradation. Highly accurate and highly computational-demanding sum of squares (SOS) convex relaxations have been instead employed in [37].

Despite the richness of the convex relaxation literature, two main aspects have been overlooked. First of all, a comprehensive characterization of these convex relaxations based on the maximum likelihood (ML) formulation is missing. In [21], [25], [38], [39] ML-based relaxations are explored, but only for specific noise models (mainly Gaussian noise), without a proper understanding of how different noise models would affect performance.

The second overlooked aspect regards the lack of distributed optimization algorithms to solve convex relaxation problems with certificates of convergence to the centralized optimizer, convergence rate, and proven robustness when applied to real sensor networks bounded by asynchronous communication and limited computation capabilities.

Contributions. First, we generalize the current state-of-the-art convex relaxations by formulating the sensor network localization problem in a maximum likelihood framework and then relaxing it. This class of relaxations (which depends on the choice of the probability density function (PDF) of the noise) is represented by the convex program (6). We show that this program is a rank relaxation of the original non-convex ML estimation problem, and at least for two widely used cases (Gaussian noise and Gaussian quantized measurements), it is a rank-$D$ relaxation ($D$ being the dimension of the space where the sensor nodes live, Proposition 1). The relaxed convex program is then further massaged into the edge-based ML relaxation (12) to lessen the computation requirements and to facilitate the distribution of the problem among the nodes. Furthermore, we show numerically that the tightness of the

The authors are with the Faculty of Electrical Engineering, Mathematics and Computer Science, Delft University of Technology, 2628 CD Delft, The Netherlands. e-mails: {a.simonetto, g.j.t.leus}@tudelft.nl. * Corresponding author: Andrea Simonetto. phone: (+31)152782845, fax: (+31)152786190, e-mail: a.simonetto@tudelft.nl. This research was supported in part by STW under the D2S2 project from the ASSYS program (project 10561).
relaxation (in particular, the property of being derived from a rank-$D$ relaxation or not) can affect the performance of the convex program (12) more than the correctness of the noise model.

As a second contribution, we demonstrate how the edge-based ML convex relaxation can be handled via the alternating direction method of multipliers (ADMM), which gives us a powerful leverage for the analysis of the resulting algorithm. The proposed algorithm, Algorithm 1, is distributed in nature: the sensor nodes are able to locate themselves and the neighboring nodes without the knowledge of the whole network. This algorithm converges with a rate of $O(1/t)$ ($t$ being the number of iterations) to the solution of (12) (Theorem 1). Using Algorithm 1, each sensor node has a total communication cost to reach a certain average local accuracy of the solution that is independent of the network size (Proposition 2 and Corollary 1). The proposed algorithm is then proven to converge even when run asynchronously (Theorem 2) and when the nodes are affected by computation errors (Theorem 3). These features, along with guaranteed convergence, are very important in real-life sensor network applications. Finally, we compare the usage of Algorithm 1 with some other available possibilities, in particular, the methods suggested in [40] and [41], both in terms of theoretical performances and simulation results. These analyses support our proposed distributed algorithm, especially for large-scale settings.

Organization. The remainder of the paper is organized as follows. Section II details the problem formulation. Section III presents the proposed maximum likelihood convex relaxation (6) along with some examples. Section IV introduces the edge-based relaxation (12), which is the building block for our distributed algorithm. Section V surveys briefly distributed techniques to solve the localization problem, while, in Section VI, we focus on the development of our distributed algorithm and its analysis. Numerical simulations and comparisons are displayed in Section VII, while our conclusions are drawn in Section VIII.

II. PRELIMINARIES AND PROBLEM STATEMENT

We consider a network of $n$ static wireless sensor nodes with computation and communication capabilities, living in a $D$-dimensional space (typically $D$ will be the standard 2-dimensional or 3-dimensional Euclidean space). We denote the set of all nodes $\mathcal{V} = \{1, \ldots, n\}$. Let $x_i \in \mathbb{R}^D$ be the position vector of the $i$-th sensor node, or equivalently, let $X = [x_1, \ldots, x_n] \in \mathbb{R}^{D \times n}$ be the matrix collecting the position vectors. We consider an environment with line-of-sight conditions between the nodes and we assume that some pairs of sensor nodes $(i, j)$ have access to noisy range measurements as

$$r_{i,j} = d_{i,j} + v_{i,j},$$  

(1)

where $d_{i,j} = ||x_i - x_j||_2$ is the noise-free Euclidean distance and $v_{i,j}$ is an additive noise term with known probability distribution. We call $p_{i,j}(d_{i,j}(x_i, x_j)|r_{i,j})$ the inter-sensor sensing PDF, where we have indicated explicitly the dependence of $d_{i,j}$ on the sensor node positions $(x_i, x_j)$.

In addition, we consider that some sensors also have access to noisy range measurements with some fixed anchor nodes (whose position $a_k$, for $k \in \{1, \ldots, m\}$, is known by all the neighboring sensor nodes of each $a_k$) as

$$v_{i,k} = e_{i,k} + \mu_{i,k},$$  

(2)

where, $e_{i,k} = ||x_i - a_k||_2$ is the noise-free Euclidean distance and $\mu_{i,k}$ is an additive noise term with known probability distribution. We denote as $p_{i,k,a}(e_{i,k}(x_i, a_k)|v_{i,k})$ the anchor-sensor sensing PDF.

We use graph theory terminology to characterize the set of sensor nodes $\mathcal{V}$ and the measurements $r_{i,j}$ and $v_{i,k}$. In particular, we say that the measurements $r_{i,j}$ induce a graph with $\mathcal{V}$ as vertex set, i.e., for each sensor node pair $(i, j)$ for which there exists a measurement $r_{i,j}$, there exists an edge connecting $i$ and $j$. The set of all edges is $E$ and its cardinality is $E$. We denote this undirected graph as $G = (\mathcal{V}, E)$. The neighbors of sensor node $i$ are the sensor nodes that are connected to $i$ with an edge. The set of these neighboring nodes is indicated with $\mathcal{N}_i$, that is $\mathcal{N}_i = \{j|(i,j) \in E\}$. Since the sensor nodes are assumed to have communication capabilities, we implicitly assume that each sensor node $i$ can communicate with all the sensors in $\mathcal{N}_i$, and with these only. In a similar fashion, we collect the anchors in the vertex set $\mathcal{V}_a = \{1, \ldots, m\}$ and we say that the measurements $v_{i,k}$ induce an edge set $E_a$, composed by the pairs $(i, k)$ for which there exists a measurement $v_{i,k}$. Also, we denote with $\mathcal{N}_{i,a}$ the neighboring anchors for sensor node $i$, i.e., $\mathcal{N}_{i,a} = \{k|(i,k) \in E_a\}$.

Problem Statement. The sensor network localization problem is formulated as estimating the position matrix $X$ (in some cases, up to an orthogonal transformation) given the measurements $r_{i,j}$ and $v_{i,k}$ for all $(i, j) \in E$ and $(i, k) \in E_a$, and the anchor positions $a_k$, $k \in \mathcal{V}_a$, and the anchor positions $a_k$, $k \in \mathcal{V}_a$. When $\mathcal{V}_a = \emptyset$ we call the problem anchor-free localization. The sensor network localization problem can be written in terms of maximizing the likelihood leading to the following optimization problem

$$X_{\text{ML}} = \arg\max_{X \in \mathbb{R}^{D \times n}} \left\{ \sum_{(i,j) \in E} \ln p_{i,j}(d_{i,j}(x_i, x_j)|r_{i,j}) \right.$$  

$$+ \sum_{(i,k) \in E_a} \ln p_{i,k,a}(e_{i,k}(x_i, a_k)|v_{i,k}) \right\}. \tag{3}$$

This optimization problem is in general non-convex and it is also NP-hard to find any global solution. In this paper, under the sole assumptions that:

Assumption 1: The sensing PDFs $p_{i,j}(d_{i,j}(x_i, x_j)|r_{i,j})$ and $p_{i,k,a}(e_{i,k}(x_i, a_k)|v_{i,k})$ are log-concave functions of the unknown distances $d_{i,j}$ and $e_{i,k}$.

Assumption 2: The graph induced by the inter-sensor range measurements $G$ is connected.

we will propose a convex relaxation to transform the ML estimator (3) into a more tractable problem, which we will then solve using ADMM in a distributed setting, where each of the sensor nodes, by communicating only with the neighboring nodes, will determine its own position.
III. Convex Relaxations

A. Maximum Likelihood Relaxation

To derive the mentioned convex relaxation of the ML estimator (3), several steps are needed. First of all, we introduce the new variables $Y = X^T X$, $\delta_{ij} = d_{ij}^2$, $\epsilon_{i,k} = e_{i,k}^2$, and we collect the $d_{ij}, \epsilon_{i,k}, \delta_{ij}, \epsilon_{i,k}$ scalar variables into the stacked vectors $d, e, \delta, \epsilon$. Second, we rewrite the cost function of the ML estimator as dependent only on the pair $(d, e)$ as

$$f(d, e) := - \left( \sum_{(i,j) \in E} \ln p_{i,j}(d_{i,j} | r_{i,j}) + \sum_{(i,k) \in E_a} \ln p_{i,k,a}(\epsilon_{i,k} | v_{i,k}) \right).$$ (4)

Third, we re-introduce the dependencies of $(d, e)$ on $X$ and on $(\delta, \epsilon)$ by considering the following constrained optimization

$$\min_{X, Y, \delta, \epsilon, d, e} f(d, e) \tag{5a}$$

subject to

$$Y_{ij} = Y_{ji} - 2Y_{ij} = \delta_{ij}, \delta_{ij} \geq 0, \text{ for all } (i, j) \in E \tag{5b}$$

$$Y_{ii} - 2x_i^T a_i + ||a_i||^2 = \epsilon_{i,k}, \epsilon_{i,k} \geq 0, \text{ for all } (i, k) \in E_a \tag{5c}$$

$$Y = X^T X. \tag{5d}$$

The problem (5) is equivalent to (3): the constraints in the problem (5) have both the scope of imposing the pair-wise distance relations and of enforcing the chosen change of variables (in fact, without the constraints, all the variables would be independent of each other). In the new variables and under Assumption 1, $f(d, e)$ is a convex function, however the constraints of (5) still define a non-convex set. Nonetheless, we can massage the constraints by using Schur complements and propose the following convex relaxation

$$\min_{X, Y, \delta, \epsilon, d, e} f(d, e) \tag{6a}$$

subject to

$$Y_{ii} + Y_{jj} - 2Y_{ij} = \delta_{ij}, \delta_{ij} \geq 0, \text{ for all } (i, j) \in E \tag{6b}$$

$$Y_{ii} - 2x_i^T a_i + ||a_i||^2 = \epsilon_{i,k}, \epsilon_{i,k} \geq 0, \text{ for all } (i, k) \in E_a \tag{6c}$$

$$\begin{bmatrix} I_D & X \\ X^T & Y \end{bmatrix} \succeq 0, Y \succeq 0. \tag{6d}$$

The problem (6) is now convex (specifically, it is a convex optimization problem with generalized inequality constraints [42]) and its optimal solution represents a lower bound for the original non-convex ML estimator (3).

In the problem (6), all the three constraints (6b) till (6d) are rank relaxed versions of (5b) till (5d), which makes problem (6) a rank relaxation. Usually, convex relaxations for sensor network localization are formulated directly on the squared distance variables $(\delta, \epsilon)$ using a cost function $f_{sq}(\delta, \epsilon)$ (not ML) and eliminating the variables $(d, e)$. This way of formulating the problem does not capture the noise distribution, but renders the resulting relaxation a rank-$D$ relaxation, since (6d) is the only relaxed constraint [21]. Problem (6) both models correctly the noise distribution, being derived from an ML formulation, and for some common used noise PDFs can be transformed into a rank-$D$ relaxation, in which case it is equivalent in tightness to relaxations based on squared distance alone.

In the next subsections, we specify the convex relaxation (6) for different noise distributions (satisfying Assumption 1) and prove that (6) can be expressed as a rank-$D$ relaxation for two particular yet widely used cases. In Section VII, while presenting simulation results, we discuss how this aspect can affect the quality of the position estimation. In particular, it appears that tighter relaxations may have a lower estimation error, even when they employ less accurate noise models.

B. Example 1—Gaussian Noise Relaxation

In the case of Gaussian noise, we assume that the noises $\nu_{i,j}$ and $\mu_{i,k}$ in the sensing equations (1) and (2) are drawn from a white zero-mean PDF, i.e., $\nu_{i,j} \sim \mathcal{N}(0, \sigma^2_{ij})$ and $\mu_{i,k} \sim \mathcal{N}(0, \sigma^2_{ik})$. The cost function $f(d, e)$ then is

$$f_{GN,0}(d, e) := \sum_{(i,j) \in E} \sigma_{i,j}^{-2}(d_{i,j}^2 - 2d_{i,j}r_{i,j} + r_{i,j}^2) + \sum_{(i,k) \in E_a} \sigma_{i,k,a}^{-2}(\epsilon_{i,k}^2 - 2\epsilon_{i,k}v_{i,k} + v_{i,k}^2).$$

A natural way to rewrite this cost is to enforce the change of variables $\delta_{ij} = d_{ij}^2$ and $\epsilon_{i,k} = e_{i,k}^2$, yielding

$$f_{GN}(\delta, \epsilon, d, e) := \sum_{(i,j) \in E} \sigma_{i,j}^{-2}(\delta_{i,j} - 2\delta_{i,j}r_{i,j} + r_{i,j}^2) + \sum_{(i,k) \in E_a} \sigma_{i,k,a}^{-2}(\epsilon_{i,k}^2 - 2\epsilon_{i,k}v_{i,k} + v_{i,k}^2).$$

With the cost $f_{GN}(\delta, \epsilon, d, e)$, the optimization problem reads

$$\min_{X, Y, \delta, \epsilon, d, e} f_{GN}(\delta, \epsilon, d, e) \tag{7a}$$

subject to

$$\begin{aligned} Y_{ii} &+ Y_{jj} - 2Y_{ij} = \delta_{ij}, \delta_{ij} \geq 0, \text{ for all } (i, j) \in E \\ \begin{bmatrix} 1 & d_{i,j} \\ d_{i,j} & \delta_{ij} \end{bmatrix} &\succeq 0, d_{i,j} \geq 0, \text{ for all } (i, j) \in E \\ Y_{ii} - 2x_i^T a_i + ||a_i||^2 &\geq \epsilon_{i,k}, \epsilon_{i,k} \geq 0, \text{ for all } (i, k) \in E_a \\ \begin{bmatrix} 1 & e_i \\ e_i & \epsilon_{i,k} \end{bmatrix} &\succeq 0, e_i, \epsilon_{i,k} \geq 0, \text{ for all } (i, k) \in E_a \\ \begin{bmatrix} I_D & X \\ X^T & Y \end{bmatrix} &\succeq 0, Y \succeq 0. \end{aligned} \tag{7b}$$

This relaxation is not only convex but also a semidefinite program (SDP), i.e., it has a linear cost function and generalized linear constraints [42]. Some of its constraints are linear matrix inequalities (LMIs). For the semidefinite program (7), the following proposition holds true.

**Proposition 1:** Under the assumption of Gaussian noise, the semidefinite program (7) is a rank-$D$ relaxation of the original non-convex optimization problem (3).

**Proof:** We need to show that at optimality the relaxed constraints (6b) and (6c) are equivalent to the original constraints (5b) and (5c). In other words, we need to show that any optimal solution of the semidefinite program (7), say $\delta^*, \epsilon^*, d^*, e^*, Y^*, X^*$, satisfies the following

$$\delta_{ij}^* = d_{ij}^{2*} \text{ and } \epsilon_{i,k}^* = e_{i,k}^{2*}.$$  

1A similar formulation for this relaxation can be found in [21]. We note that problem (7) is not equivalent to (6) with cost function $f_{GN,0}(d, e)$, since for (6), $\delta_{ij} \geq d_{ij}^2$ and $\epsilon_{i,k} \geq e_{i,k}^2$. 

\[1\]
for all \((i, j) \in E\) and for all \((i, k) \in E_a\). To see this, note that the LMIs in the constraints (6b) and (6c) can be rewritten as
\[
d_i^{2} \leq \delta_{i,j}, \quad \text{and} \quad e_i^{2} \leq \epsilon_{i,k}.
\] (8)

The cost function (7a) maximizes the scalar variables \(d_{i,j}\) and \(e_{i,k}\), which are constrained only by (8). Therefore at optimality, we will always have \(d_{i,j}^{2} = \delta_{i,j}^{*}\) and \(e_{i,k}^{2} = \epsilon_{i,k}^{*}\), and thus the claim holds.

C. Example 2- Quantized Observation Relaxation

An interesting, and realistic, elaboration of the ML estimator is when, due to limited sensing capabilities, the sensors produce a quantized version of \(r_{i,j}\) and \(v_{i,k}\) (see the discussion in [43], [44] for its relevance in sensor networks). Consider an \(S\)-element convex tessellation of \(\mathbb{R}_+\), comprised of the convex sets \(Q_s\) \(s = 1, \ldots, S\). A quantization of \(r_{i,j}\) and \(v_{i,k}\) produces the observations \(q_{r,i,j,s}\) and \(q_{v,i,k,s}\), which are unitary if \(r_{i,j} \in Q_s\) and \(v_{i,k} \in Q_s\), respectively. Otherwise \(q_{r,i,j,s}\) and \(q_{v,i,k,s}\) are zero. The resulting cost function for the convex relaxation (6) is now
\[
Q(d, e) := \sum_{(i,j) \in E} \ln \left( \sum_{s=1}^{S} q_{r,i,j,s} \int_{\delta_{i,j}^{*}}^{d_{i,j}^{*}} p_{i,j}(d_{i,j}^{*} | v_{i,j}^{*}) \, dr_{i,j}^{*} \right) + \\
\sum_{(i,k) \in E_a} \ln \left( \sum_{s=1}^{S} q_{v,i,k,s} \int_{\epsilon_{i,k}^{*}}^{e_{i,k}^{*}} p_{i,k}(e_{i,k}^{*} | v_{i,k}^{*}) \, de_{i,k}^{*} \right),
\]
which is convex, since the integral of a log-concave function over a convex set is also log-concave. The resulting convex relaxation reads
\[
\text{minimize } f_Q(d, e) \quad (9a)
\]
subject to \((6b), (6c), (6d)\) \(9b)\)

which is a rank relaxation of (3), but in general not a rank-\(D\) relaxation. We can specify (9a) for Gaussian noise (using the same variable enforcing of \(f_{GN}\) as done in the equation at the bottom of the page. It is not difficult to show that the convex relaxation (9) equipped with the cost \(f_{GN}(d, e, \epsilon, d, e)\) is now a rank-\(D\) relaxation, by using similar arguments as in Proposition 1.

D. Example 3- Laplacian Noise Relaxation

Laplacian noise is used for example to model outliers in range measurements [45] and to model errors coming from signal interference, e.g., in UWB localization systems [46]. In the Laplacian noise case the cost function can be specified as
\[
f_L(d, e) := \sum_{(i,j) \in E} \frac{|d_{i,j} - r_{i,j}|}{\sigma_{i,j}} + \sum_{(i,k) \in E_a} \frac{|e_{i,k} - v_{i,k}|}{\sigma_{i,k,a}},
\]
and the ML convex relaxation reads
\[
\begin{align*}
\text{minimize} & \quad f_L(d, e) \\
\text{subject to} & \quad (6b), (6c), (6d). \quad (10a)
\end{align*}
\]
This ML convex relaxation is neither a rank-\(D\) relaxation, nor it can be transformed into one by some variable enforcing in the cost function, yet it correctly models Laplacian PDFs.

E. Example 4- Uniform Noise Relaxation

Uniform noise distributions are used when the source of error is not known a priori and only a bound on the noise level is available. For example, this is the case when we are aware of a lower bound on the pair-wise distances and of an upper bound dictated by connectivity [47], [48]. Considering uniform noise PDFs in the range \(d_{i,j} \pm \sigma_{i,j}\) and \(e_{i,k} \pm \sigma_{i,k,a}\), the convex relaxation (6) becomes the following feasibility problem
\[
\begin{align*}
\text{find } & X, Y, \delta, \epsilon, d, e \quad (11a) \\
\text{such that} & \quad (6b), (6c), (6d) \quad (11b) \\
r_{i,j} - \sigma_{i,j} & \leq d_{i,j} \leq r_{i,j} + \sigma_{i,j} \quad \text{for all } (i, j) \in E \quad (11c) \\
v_{i,k} - \sigma_{i,k,a} & \leq e_{i,k} \leq v_{i,k} + \sigma_{i,k,a} \quad \text{for all } (i, k) \in E_a. \quad (11d)
\end{align*}
\]

Also in this case, the ML convex relaxation is neither a rank-\(D\) relaxation, nor it can be transformed into one by some variable enforcing in the cost function, yet it correctly models uniform noise distributions.

IV. EDGE-BASED CONVEX RELAXATIONS

The convex relaxations derived from (6) couple arbitrarily far away sensor nodes through the LMI constraint (6d). This complicates the design of a distributed optimization algorithm. In addition, due to (6d), the complexity of solving the semidefinite program (6) scales at least as \(O(n^3)\), i.e., is at least cubic in the number of sensor nodes [42], and it could become unfeasible for large-scale networks. In order to massage this coupling constraint, we introduce a further relaxation for (6), which will be called edge-based ML (E-ML) relaxation. We consider the following relaxation of (6)
\[
\begin{align*}
\text{minimize} & \quad f(d, e) \\
\text{subject to} & \quad (6b), (6c) \quad (12a) \\
\begin{pmatrix}
I_D & X_i \\
X_i^T & Y_{ij}
\end{pmatrix} & \succeq 0, \text{ for all } (i, j) \in E. \quad (12c)
\end{align*}
\]
This relaxation employs the same idea of the edge-based semidefinite program (ESDP) relaxation of [24], [25] of considering the coupling constraint (6d) to be valid on the edges only. Since the constraint (6d) implies (12c) but not the contrary, the relaxation (12) is not a rank-$D$ relaxation. However, it is straightforward to see that, if the original convex relaxation (6) was a rank-$D$ relaxation, then for the derived (12), it would be true that $\delta_{i,j}^* = d_{i,j}^*$, $\epsilon_{i,k}^* = e_{i,k}^*$. For example, this is the case for Gaussian noise, and we show how this can play an important role for the accuracy in Section VII.

The convex relaxation (12) is now ready to be distributed among the sensor nodes.

V. DISTRIBUTED ALGORITHMS FOR SENSOR NETWORK LOCALIZATION

Different distributed methods for sensor network localization have been proposed in recent years. A first group consists of heuristic algorithms, which are typically based on the paradigm of dividing the nodes into arbitrarily selected clusters, solving the localization problem within every cluster and then patching together the different solutions. Methods that belong to this group are [49]–[51], while heuristic approaches to SDP relaxations are discussed in [47]. Among the disadvantages of the heuristic approaches is that we introduce arbitrariness into the problem and we typically lose all the guarantees of performance of the “father” centralized approach. Furthermore, very often these heuristic methods are ad-hoc and problem-dependent, which makes their theoretical characterization difficult (in contrast with the usage of well-established decomposition methods [52]).

The second group of methods employs decomposition techniques to guarantee that the distributed scheme converges to the centralized formulation asymptotically. In this group, under the Gaussian noise assumption, we can find methods that tackle directly the non-convex optimization problem (3) with parallel gradient-descent iterative schemes [53], [54] or (very recently) a work that uses a minimization-majorization technique to massage (3) sequentially and then employs the alternating direction method of multipliers (ADMM) to distribute the computations among the sensor nodes [55]. These approaches have certificates of convergence to a local minimum of the original non-convex problem. Other methods encompass algorithms that tackle multi-dimensional scaling with a communication-intensive distributed spectral decomposition [56], and algorithms that tackle instead the convex SOCP/SDP relaxations [40], [41], [57]. In particular [57] proposes a parallel distributed version of an SOCP relaxation (similar to the ESDP in [24]), whose convergence properties are however not analyzed. In [40], the authors propose a further improvement of [57] based on the Gauss-Seidel algorithm, which is sequential in nature (meaning that sensors have to wait for each other before running their own local

\[S_{i,j} := (Y_{i,j}, Y_{j,i}, Y_{i,i}, \delta_{i,j}, d_{i,j}, x_i^T, x_j^T)^T \in \mathbb{R}^{5+2D},\]

for each $(i,j) \in E$ and call $z$ the stacked vector comprised of all the $z_{i,j}$’s. In a similar fashion, define the local vector

\[p_i := (e_i^T, \epsilon_i^T, Y_{i,i}, x_i^T)^T \in \mathbb{R}^{2|N_{a,i}|+D+1},\]

where $e_i$ and $\epsilon_i$ are the concatenated vectors of $e_{i,k}$ and $e_{i,k}$ for all $k \in N_{a,i}$, and call $p$ the stacked vector of all the $p_i$’s. We note that $p_i$ and $z_{i,j}$ are not independent, but this will not be an issue. Moreover, define the convex sets

\[Z_{i,j} := \{z_{i,j} | z_{i,j} \text{ verifies } (6b) \text{ and } (12c)\},\]

\[P_i := \{p_i | p_i \text{ verifies } (6c)\}.\]

Problem (12) is then equivalent to

\[
\begin{align}
\min_{z, p} & \quad f(z, p) \\
\text{subject to} & \quad z_{i,j} \in Z_{i,j} \quad \text{for all } (i,j) \in E \\
& \quad p_i \in P_i \quad \text{for all } i \in V
\end{align}
\]

where, for the general case,

\[
f(z, p) := -\left( \sum_{(i,j) \in E} \ln p_{i,j}(d_{i,j}|r_{i,j}) + \sum_{(i,k) \in E_a} \ln p_{i,k,a}(e_{i,k}|v_{i,k}) \right) =: \sum_{i \in V} f_i(z, p_i).\]

From the structure of the cost (14) and the problem (13) one can already see that the convex optimization (13) is separable and has $z_{i,j}$ as complicating variables. One possible way to handle this type of optimization problems in a distributed way.

\[2^2\text{This may not be sufficient for a reasonable localization; thus the need for a good starting condition which can be provided by convex relaxations, see [33] for some interesting numerical examples.} \]

\[3^3\text{As a matter of fact, the proposed Jacobi-like algorithm is very hard to be proven converging to the centralized solution, since the constraints are coupled and not Cartesian, see [52] for a detailed discussion.} \]
is employing the alternating direction method of multipliers (ADMM). The reader is referred to [58] for a very recent survey of this rather old technique, to the papers [43], [59] which span possible applications of the method in signal processing, and to the mentioned recent work [55] that employs ADMM for a localization problem (albeit with a different flavor as the one presented here and applied to a different Gaussian noise-based approximated version of the original non-convex problem). In a nutshell, the strategy of ADMM is to assign copies of the coupling variable \( z_{i,j} \) to both node \( i \) and node \( j \) and then constrain these copies to be equal. The strength of ADMM, and the main reason of its employment in this paper, resides in its noise-resilience and computation error-resilience as well as the very loose assumptions required to guarantee its convergence (in contrast with typical dual, or primal-dual decomposition schemes).

In order to apply ADMM to the problem (13), we define the local versions of the vector \( z_{i,j} \) as \( y_{i,j}^l \) and \( y_{i,j}^r \), meaning that \( y_{i,j}^l \) represents the vector \( z_{i,j} \) as seen by the node \( i \), while \( y_{i,j}^r \) represents the vector \( z_{i,j} \) as seen by the node \( j \). Call now the stacked vectors \( y_{i,j} \) as the ones comprised of \( y_{i,j}^l \) for all the \( j \in \mathcal{N}_i \). We can then rewrite (13) in yet another equivalent form as

\[
\min_{y_{i,j}^l, y_{i,j}^r, p_i} \sum_{i \in \mathcal{V}} f_i(y_{i,j}^l, p_i) \quad (15a)
\]

subject to

\[
y_{i,j}^l, y_{i,j}^r \in \mathcal{Z}_{i,j} \quad \text{for all } (i, j) \in \mathcal{E} \quad (15b)
\]

\[
p_i \in \mathcal{P}_i \quad \text{for all } i \in \mathcal{V} \quad (15c)
\]

\[
y_{i,j}^l - z_{i,j} = 0 \quad y_{i,j}^r - z_{i,j} = 0 \quad \text{for all } (i, j) \in \mathcal{E} \quad (15d)
\]

Problems (12), (13), and (15) are all equivalent, but problem (15) is better suited for ADMM, as we are about to see.

**Remark 1:** We remark that the sequential greedy optimization (SGO) method of [40] can also be applied to (13). However, its analytical properties, such as convergence rate, noise-resilience, and computation error-resilience are still unknown at the moment; furthermore, its convergence has been proven only under the strong assumption of decoupled constraints (and argued for the real case of sparse coupling constraints, see [40], Remark 4). Nonetheless, we will implement a distributed algorithm using SGO applied to our E-ML formulation to compare its performance analytically and numerically to ADMM. We will argue that SGO, given its sequential nature, is less suitable for large-scale networks.

### B. Proposed Algorithm

The first step to derive the ADMM algorithm is, given a scalar \( \rho > 0 \), defining the regularized Lagrangian of problem (15) as

\[
\mathcal{L}(y, p, z, \lambda) := \sum_{i \in \mathcal{V}} f_i(y_{i,j}^l, p_i) + \sum_{(i, j) \in \mathcal{E}} \left[ \lambda_{i,j}^T (y_{i,j}^l - z_{i,j}) + \lambda_{i,j}^T (y_{i,j}^r - z_{i,j}) + \rho \left( \|y_{i,j}^l - z_{i,j}\|^2_2 + \|y_{i,j}^r - z_{i,j}\|^2_2 \right) \right]
\]

where \( y \) is the shorthand notation for the vector \( (y_1^T, \ldots, y_n^T)^T \), while \( \lambda \) is the shorthand notation for the vector of multipliers. To each couple of equality constraints (15d) we assign the multipliers \( \lambda_{i,j}^l \) and \( \lambda_{i,j}^r \).

Solving (15) with ADMM means implementing the following recursion: initialize the variables \( y^{(0)}, p^{(0)}, z^{(0)}, \lambda^{(0)} \), then

\[
(y^{(t+1)}, p^{(t+1)}) = \arg \min_{y, p} \{ \mathcal{L}(y, p, z^{(t)}, \lambda^{(t)}) \}, \quad (17a)
\]

\[
z^{(t+1)} = \arg \min_{z} \{ \mathcal{L}(y^{(t+1)}, p^{(t+1)}, z, \lambda^{(t)}) \}, \quad (17b)
\]

\[
\lambda^{(t+1)} = \lambda^{(t)} + \rho \nabla_\lambda \{ \mathcal{L}(y^{(t+1)}, p^{(t+1)}, z^{(t+1)}, \lambda^{(t)}) \}, \quad (17c)
\]

for all \( t \geq 0 \), and with the convex sets \( \mathcal{Z} \) and \( \mathcal{P} \) defined as the union of the sets \( \mathcal{Z}_{ij} \) for all \( (i, j) \in \mathcal{E} \) and \( \mathcal{P}_i \) for all \( i \in \mathcal{V} \), respectively.

In our sensor network application, the recursion (17) is distributed in nature, since it can be carried out as follows.

1) Set \( y_{i,j}^{(0)}, p_i^{(0)}, z_{i,j}^{(0)}, \lambda_{i,j}^{(0)} \) to zero, for all the nodes.

2) At each iteration \( t \), each node owns the variables \( y_{i,j}^{(t)}, p_i^{(t)}, z_{i,j}^{(t)}, \lambda_{i,j}^{(t)} \) for all \( j \in \mathcal{N}_i \).

3) Each node updates its local variables \( y_{i,j}^{(t)}, p_i^{(t)} \) as

\[
(y_{i,j}^{(t+1)}, p_i^{(t+1)}) = \arg \min_{y_{i,j}^l, y_{i,j}^r, p_i, \lambda_{i,j}} \left\{ f_i(y_{i,j}^l, p_i) + \sum_{j \in \mathcal{N}_i} \left[ \lambda_{i,j}^{(t)} y_{i,j}^l + \frac{\rho}{2} \|y_{i,j}^l - z_{i,j}^{(t+1)}\|^2_2 \right] \right\}; \quad (18a)
\]

4) Each node sends its local vector \( y_{i,j}^{(t+1)} \) to its neighbor \( j \), for all \( j \in \mathcal{N}_i \).

5) Each node computes, for all \( j \in \mathcal{N}_i \)

\[
z_{i,j}^{(t+1)} = \arg \min_{z_{i,j}} \left\{ -\left( \lambda_{i,j}^{(t)} + \lambda_{i,j}^{(t)} \right) z_{i,j} + \rho \left( \|y_{i,j}^{(t+1)} - z_{i,j}\|^2_2 + \|y_{i,j}^{(t+1)} - z_{i,j}\|^2_2 \right) \right\}. \quad (18b)
\]

We note here that since all the vectors \( y_{i,j}^{(t+1)} \) are transmitted perfectly, the value of \( z_{i,j}^{(t+1)} \) computed by node \( i \) is the same as the one computed by node \( j \).

6) Each node computes, for all \( j \in \mathcal{N}_i \)

\[
\lambda_{i,j}^{(t+1)} = \lambda_{i,j}^{(t)} + \rho (y_{i,j}^{(t+1)} - z_{i,j}^{(t+1)}) \quad \lambda_{i,j}^{(t+1)} = \lambda_{i,j}^{(t)} + \rho (y_{i,j}^{(t+1)} - z_{i,j}^{(t+1)}). \quad (18c)
\]

We note that here also the values of \( \lambda_{i,j}^{(t+1)} \) and \( \lambda_{i,j}^{(t+1)} \) computed by node \( i \) are the same as the ones computed by node \( j \).

7) Set \( t \leftarrow t + 1 \) and go to 2.

We note that both the optimization problems (18a) and (18b) are convex programs. Problem (18a) is an SDP (which can be solved using standard convex optimization toolboxes, such as Yalmip or CVX). In order to see this more clearly,
Program (18a) needs to be written in the equivalent form

$$\begin{align*}
\text{minimize} & \quad f_i(y^i_0, p_i) + \sum_{j \in \mathcal{N}_i} \left[ \lambda^i_{t,j}(t)T y^i_j + \frac{\rho}{2} \gamma^i_{t,j} \right], \\
\text{subject to} & \quad \begin{pmatrix} 1 \\ y^i_j - z^i_{t,j} \end{pmatrix} \gamma^i_{t,j}I_{5+2D} \geq 0, \\
& \gamma^i_{t,j} \geq 0 \quad \text{for all } (i,j) \in \mathcal{N}_i.
\end{align*} \tag{19a}$$

where each $\gamma^i_{t,j}$ and the vector containing them $\gamma$ are slack variables used to impose the quadratic penalty.

Problem (18b) is an unconstrained quadratic program in $z^i_{t,j}$, whose solution is

$$z^i_{t,j}(t+1) = \frac{1}{2} \left[ y^i_{t,j} + y^i_{t,j+1} + \frac{1}{\rho} \left( \lambda^i_{t,j}(t) + \lambda^i_{t,j}(t+1) \right) \right]. \tag{20}$$

We can now simplify the relations (20) and (18c). By using the relations (18c), we can write (20) as

$$z^i_{t,j}(t+1) = \frac{1}{2} \left[ y^i_{t,j} + y^i_{t,j+1} + \frac{1}{\rho} \left( \lambda^i_{t,j}(t) + \lambda^i_{t,j}(t+1) + \rho(y^i_{t,j} + y^i_{t,j+1} - 2\gamma^i_{t,j}) \right) \right],$$

and, using again (20) for $z^i_{t,j}$, we obtain

$$z^i_{t,j}(t+1) = \frac{1}{2} \left[ y^i_{t,j} + y^i_{t,j+1} \right]. \tag{21}$$

Furthermore, the following relations hold as by-products of (21) for all $t \geq 0$:

$$\lambda^i_{t,j}(t+1) = \lambda^i_{t,j}(t+1) = 0, \lambda^i_{t,j}(t+1) = \sum_{\kappa=1}^{t+1} \frac{\rho}{2} \left[ y^{i,(\kappa)}_{t,j} - y^{j,(\kappa)}_{t,j} \right].$$

This simplifies the ADMM algorithm defined by the iterations (18) (as summarized in Algorithm 1), in particular the computation of $\lambda^i_{t,j}(t+1)$ is no longer required (as not needed any more for the computation of $z^i_{t,j}$).

C. Properties of Algorithm 1 (Ideal)

We now analyze the analytical properties of Algorithm 1 in terms of convergence and convergence rate of its solution to the optimal solution of the centralized problem (12). As a byproduct, we also characterize the number of iterations required to reach a given accuracy and the total communication cost.

Let $q$ denote the stacked vector of the optimization variables, i.e., $q := (y^T, p^T, z^T)^T$, and let $q_t$ represent the running averages, i.e.,

$$q_t = \frac{1}{t} + 1 \sum_{\kappa=1}^{t} q^{(\kappa)}, \tag{22}$$

with $q^{(\kappa)} = (y^{(\kappa)}T, p^{(\kappa)}T, z^{(\kappa)}T)^T$. Assume that the initial convex problem (15) admits a solution and let $(q^*, \lambda^*)$ be this solution. Then the following convergence theorem holds.

Algorithm 1 Distributed ADMM Algorithm for Problem (15)

Set $y^i_{0}, p^i_{0}, z^i_{0}, \lambda^i_{0}$ to zero, for all the nodes

Input: $y^i_{0}, p^i_{0}, z^i_{0}, \lambda^i_{0}$, for all $i \in \mathcal{N}_i$

1: Each node update its local variables $y^i_{t}, p^i_{t}$ to $y^i_{t+1}, p^i_{t+1}$ by the convex program (19) up to a defined accuracy $\epsilon$
2: Each node sends its local vector $y^i_{t+1}$ to its neighbor $j$, for all $i \in \mathcal{N}_i$
3: Each node computes, for all $j \in \mathcal{N}_i$, its $\lambda^i_{t+1}$ via Equation (21)
4: Each node computes, for all $j \in \mathcal{N}_i$, $\lambda^i_{t+1}$

Output: $y^i_{t+1}, p^i_{t+1}, z^i_{t+1}, \lambda^i_{t+1}$, for all $i \in \mathcal{N}_i$

Theorem 1: Let $q^t$ be the solution generated with Algorithm 1 applied to the convex problem (15), whose solution is denoted by $(q^*, \lambda^*)$. Let $q_t$ be defined as (22). Let the graph $G$ be connected (Assumption 2). The following relations hold:

(a) $0 \leq \mathcal{L}(q_t, \lambda^*) - \mathcal{L}(q^t, \lambda^t) \leq \frac{C_0}{t+1}$,

(b) $\lim_{t\to\infty} ||q^t - q^*|| \to 0$,

where $C_0 \geq 0$ is a constant that depends on the distance of the initial guess to the optimal solution, i.e., $||q^0 - q^*||$ and $||\lambda^0 - \lambda^*||$, and on the parameter $\rho$.

Proof: Since, in the problem (15), the sets $\mathcal{Z}_{i,j}$ and $\mathcal{P}_i$ are closed and convex, and the costs $f_i$ are proper and convex, the part (a) of the proof follows from [60, Theorem 4.1]. Since the constraint (15d) defines a linear system with full-column rank, the part (b) of the proof follows from [61, Theorem 1].

Let now local Lagrangian functions be

$$\mathcal{L}_i(y^i, p^i, z^i, \lambda^i) := f_i(y^i, p^i) + \sum_{j \in \mathcal{N}_i} \mathcal{L}_{i,j}(y^i_{t,j}, z^i_{t,j}, \lambda^i_{t,j}),$$

where $z^i$ and $\lambda^i$ are the stacked vectors of the $z^i_{t,j}$’s and $\lambda^i_{t,j}$ for $j \in \mathcal{N}_i$, respectively.

Assume we are interested in determining how many iterations $t$ are needed to reach a given average local accuracy $\eta \geq 0$, meaning

$$0 \leq \frac{1}{n} \sum_{i \in \mathcal{V}} \left( \mathcal{L}_i(q_{i,t}, \lambda^t_i) - \mathcal{L}_i(q^t_i, \lambda^t_i) \right) \leq \eta,$$

where $q_{i,t}$ is the running average (as in (22)) of the local vector $q^t_i := (y^i_{t+1}, p^i_{t+1}, z^i_{t+1})^T$. The following proposition holds.

Proposition 2: Let $q^t_{i}$ be the local solution generated with Algorithm 1 applied to the convex problem (15), whose solution for sensor node $i$ is denoted by $(q^*_i, \lambda^*_i)$. Let $q_{i,t}$ be defined as (22) for $q^t_{i}$. Let the graph $G$ be connected (Assumption 2). Let Algorithm 1 be initialized with $z^0 = 0$ and $\lambda^0 = 0$. Let $\eta$ be a given average local accuracy level, as expressed in (23). If the number of iterations $t$ is chosen as

$$t \geq t_0 := \max_{i \in \mathcal{V}} \left[ \frac{1}{2\rho \eta} \left( \frac{\rho^2}{2} ||z^*_i||^2 + ||\lambda^*_i||^2 + 1 \right) \right],$$

by these definitions, the total Lagrangian (16) can now be written as

$$\mathcal{L}(y, p, z, \lambda) = \sum_{i \in \mathcal{V}} \mathcal{L}_i(y^i, p^i, z^i, \lambda^i),$$

and the update (18a) reads

$$y^i_{t+1} = \arg \min_{y^i_{t+1} \in \mathcal{Z}_{i,j}} \left\{ \mathcal{L}_i(y^i_{t+1}, p^i_{t+1}, z^i_{t+1}, \lambda^i_{t+1}) \right\}.$$
From [60, Theorem 4.1], can be guaranteed also with these issues present [58]. In this turn means that ADMM can be employed and convergence the sensor nodes. In addition, the often limited computational capabilities problems, since we believe they are the most critical ones in our application. In fact, if one looks at the very loose assumptions. As a matter of gradient algorithms converge as Algorithm 1 in ergodic sense (i.e., in the sense of the running accuracy level (which also does not depend on the network size), where the last simplification is due to the initialization of $z(0)$ and $\lambda(0)$ at zero, and $z_{i,j} = z_{j,i}$. Combining (24), (25), and (23) we obtain

$$\frac{1}{n} \sum_{i \in V} \left( L_i(q_{i,t}^*, \lambda_i^*) - L_i(q_i^*, \lambda_i^*) \right) \leq \frac{\max_{i \in V} \{ \rho_i ||z_i^*||^2 + ||\lambda_i^*||^2 \}}{2n(t+1)} = \eta$$

from which the claim follows.

Proposition 2 says that the number of iterations for a given average local accuracy does not depend on the network size, but only on the worst local initial error. We can also characterize the total communication cost for node $i$ to reach a given accuracy level (which also does not depend on the network size) as follows.

**Corollary 1:** Under the same premises of Proposition 2, the communication cost $c_i$ for sensor node $i$ (i.e., the number of scalar numbers to send) to reach a desired average local accuracy $\eta$ is lower bounded by $c_i \geq 9||N_i|| \eta$.

**Proof:** Straightforward given the communication cost counting of Section VI-F and Proposition 2.

Theorem 1 indicates an $O(1/t)$ rate of convergence of Algorithm 1 in ergodic sense (i.e., in the sense of the running average vector). We note that this $O(1/t)$ convergence is fast if one looks at the very loose assumptions. As a matter of fact, $f$ could also have been non-differentiable; we report that typically non-differentiable problems solved using subgradient algorithms converge as $O(1/\sqrt{t})$ [62].

The mentioned $O(1/t)$ convergence rate assumes perfect and synchronous communication at step 4) and that the optimizations at steps 3) and 5) are carried out exactly. In real situations, these are rather restrictive requirements. In practice, communication is affected by noise [43], packages can be dropped, and it is in general asynchronous among the sensor nodes. In addition, the often limited computational capabilities of the sensor nodes limit the possibility to obtain highly accurate solutions for the SDP in step 3). The strength of ADMM is however to be resilient to these issues, which in turn means that ADMM can be employed and convergence can be guaranteed also with these issues present [58]. In this paper, we decided to focus on the loss of synchronicity and limited computation capabilities problems, since we believe they are the most critical ones in our application.

**D. Properties of Algorithm 1 (Asynchronous)**

First of all, we consider asynchronous communication. Following the main bulk of research in ADMM, we consider an edge set perspective. Suppose that at iteration $t$ only a subset of all the existing links is activated, denoted by $E(t)$, and suppose that Algorithm 1 is run in an asynchronous fashion, where at each iteration $t$ we only consider the variables associated with $E(t)$ and we communicate only through $E(t)$. At each iteration $t$, we let the symmetric adjacency matrix associated with $E(t)$ be denoted as $A(t)$. We further assume the following.

**Assumption 3:** At each iteration $t$ the symmetric adjacency matrix $A(t)$ is generated by an i.i.d. Bernoulli process with $P_{st} = 1$ for all $(i,j) \in E$, with a given probability $0 < s_{ij} \leq 1$.

**Assumption 4:** Let $G(t) = (V,E(t))$. For every $t \geq 0$, there exists an integer $T > 0$ such that:

(i) the union of the edge sets satisfies $\bigcup_{t=t+T}^{t+T} E(t) = E$;

(ii) the union graph, i.e., $\bigcup_{t=t}^{t+T} G(t)$, is connected.

These assumptions are rather standard in stochastic distributed optimization [62], [63]. The convergence of Algorithm 1 under asynchronous communication can now be formally stated as follows.

**Theorem 2:** Let $q(t) = (y(t)^T, p(t)^T, z(t)^T)^T$ be the solution generated by Algorithm 1 run in an asynchronous fashion, where at each iteration only a subset of edges are active. Let $q^*, \lambda^*$ be the solution of the convex problem (15). Under Assumptions 3 and 4,

$$\lim_{t \to \infty} ||q(t) - q^*|| \to 0,$$

almost surely.

**Proof:** The proof is an application of [63, Theorem 3 and Lemma 4]. Consider [63, Theorem 3]: Assumption 1 is valid since in the problem (15), the sets $Z_{i,j}$ and $P_i$ are closed and convex, and the costs $f_i$ are proper and convex. The Assumptions 2 and 3 are our Assumptions 3 and 4. Problem (15) can be put as the non-smooth unconstrained problem (2) of [63] and its dual is the problem (12) of [63]. With this in place, by [63, Theorem 3] we have now almost sure convergence in the dual domain for Algorithm 1. By [63, Lemma 4] primal convergence follows, after which the claim is proven.

**E. Properties of Algorithm 1 (Computation errors)**

The second aspect that we consider is the limited computational capabilities of the sensor nodes. In particular, we assume that each of the subproblems (18a) is solved up to an accuracy $\varepsilon$, i.e., the optimal solution of each subproblem satisfies

$$0 \leq L_i(y^i, p_i, z^i, \lambda_i) - L_i(y^i, p_i, z^i, \lambda_i) \leq \varepsilon,$$

for all $y^i, z^i \in Z_{i,j}, p_i \in P_i$. (26)

The following theorem is now in place.

**Theorem 3:** Let $q_{l,t}$ be the running solution generated with Algorithm 1 under the assumption that each of the subproblems (18a) is solved up to an accuracy $\varepsilon$, as specified
by condition (26). Let \((q^*, \lambda^*)\) be the solution of the convex problem (15). Then the following holds:

\[
0 \leq \mathcal{L}(q_{t+1}, \lambda^*) - \mathcal{L}(q^*, \lambda^*) \leq \frac{C_0}{t+1} + n\varepsilon,
\]

where \(C_0 \geq 0\) is a constant that depends on the distance of the initial guess to the optimal solution, i.e., \(||q^{(0)} - q^*||\) and \(||\lambda^{(0)} - \lambda^*||\), and on the parameter \(\rho\).

Proof: The proof follows directly from [60] substituting their (3.5) with our (26).

Proposition 3 implies that Algorithm 1 converges as \(O(1/t)\) to an error floor with magnitude \(n\varepsilon\).

### F. Comparison of Algorithm 1 with Alternatives

In this section, we analyze the computational complexity and the communication cost of Algorithm 1 and we compare it to some other distributed algorithms for convex relaxations, namely the sequential greedy optimization (SGO) algorithm of [40] and the distributed maximum variance unfolding (MVU) algorithm of [41] (we leave out the approach of [57] of [40] and the distributed maximum variance unfolding). The aim is to show the added value in using ADMM especially for large-scale problems. Since convergence has not been proven. The proof follows directly from [60] substituting their (3.5) with our (26).

Proposition 3 implies that Algorithm 1 converges as \(O(1/t)\) to an error floor with magnitude \(n\varepsilon\).

#### E-ML with ADMM (Algorithm 1)

At each iteration, for each sensor node, the most complex operation is to solve the convex program (19). This convex program optimizes over \(y_i, \mathbf{p}_i, \gamma\) and it comprises of \(7|N_i| + 2|N_{i,a}| + 3\) scalar variables, \(3|N_i| + 2|N_i|\) scalar equality/inequality constraints, and \(4|N_i| + 2|N_{i,a}|\) LMI constraints of size at most \(10 \times 10\) (which is represented by the LMI with \(|\gamma_{i,j}|^3\)). This yields a computational complexity of at least \(O(|N_i| + |N_{i,a}|)^3\) (see [42] for details on operation counts). The communication cost per iteration per sensor is proportional to the number of scalar variables that have to be sent (the updated \(x_i\) multiplied by the number of sensor nodes), yielding a cost of \(2|N_i|\). For the convergence rate, the best convergence rate that we can expect from a Gauss-Seidel algorithm (with some strong assumptions on the constraints and cost function) is linear [52], i.e., the convergence rate is \(O(r^n)\) for a certain (problem-dependent and a priori unknown) \(0 < r < 1\). Given that one iteration of the Gauss-Seidel comprises \(n\) sub-iterations of the SGO, the convergence rate of SGO is at best \(O(r^n/n)\), or \(O(n/t)\) in ergodic sense.

#### SGO

The SGO algorithm of [40] is sequential in nature, meaning that only one local optimization can be run at the time, and although its convergence has been argued, no formal proof has been given for the convergence rate\(^7\). Furthermore, noise-resilience as well as computation error-resilience are unknown features of SGO. For ease of comparison, we consider the range-based localization SGO and ignore the anchors for simplicity. In this context, and in the case we apply SGO to our E-ML formulation, at each iteration, for the one active sensor node (given that we keep \(x_i\) fixed and there is no \(z_i,j\) or \(\gamma\) variable) the most complex operation is to solve a convex program comprising of \(4|N_i| + 3\) variables and \(3|N_i|\) LMI constraints, which leads to a computational complexity of at least \(O(|N_i|^3)\) (see also [40]). The communication costs per iteration for the one active sensor is proportional to the number of scalar variables that have to be sent (the updated \(x_i\) multiplied by the number of sensor nodes they have to be sent to (the neighbors), yielding a cost of \(2|N_i|\). For the convergence rate, the best convergence rate that we can expect from a Gauss-Seidel algorithm (with some strong assumptions on the constraints and cost function) is linear [52], i.e., the convergence rate is \(O(r^n)\) for a certain (problem-dependent and a priori unknown) \(0 < r < 1\). Given that one iteration of the Gauss-Seidel comprises \(n\) sub-iterations of the SGO, the convergence rate of SGO is at best \(O(r^n/n)\), or \(O(n/t)\) in ergodic sense.

#### MVU

The MVU algorithm of [41] is parallel in nature, employs a primal-dual scheme with a nested consensus step, and cannot handle anchors. It is based on the decentralized spectral decomposition algorithm of [66] and it requires each node to eventually locate all the others. At each iteration, for each sensor node, the computational complexity is at most \(O(|N_i|^2)\) and the communication cost at most \(O(|N_i|)\). The convergence rate is based on the rate of the decentralized spectral decomposition algorithm, which requires \(O(\tau_{\text{mix}} \log^2(n))\) sub-iterations (\(\tau_{\text{mix}}\) is the mixing time of a random walk on the graph \(G\)), and on the convergence rate of the primal-dual scheme, proven to be \(O(1/t)\) in ergodic sense.

Table I collects the performed analyses and indicates that ADMM may be the best choice to increase the convergence rate, especially in the case of large-scale networks. This comes with a limited increase in communication cost, which however can always be tuned choosing the neighborhood’s size. In the next section, we display what this means in simulation results along with other relevant comparisons.

---

\(^7\)Coloring procedures as in [52] could be employed to partially parallelize SGO. These coloring techniques depend on the availability of a coloring scheme before running the SGO. Coloring schemes are NP-hard problems, and albeit there are decentralized techniques to compute bounds, the number of iterations to achieve a given accuracy is between \(O(\log(n))\) and \(O(n \exp(n))\) [64], [65], which undermines their applicability for large-scale settings.

---

| TABLE I | Analytical Comparison of the Available Distributed Algorithms. Both SGO and ADMM Can Be Applied to the E-ML Formulation. |
|---------|-------------------------------------------------------------------------------------------------------------------|
| E-ML with ADMM | SGO of [40] | MVU of [41] |
| Size of the Convex Problem | \(7|N_i| + 2|N_{i,a}| + 3\) | \(4|N_i| + 3\) | not applicable |
| Computational Complexity | \(O(|N_i| + |N_{i,a}|)^3\) | \(O(|N_i|^3)\) | \(O(|N_i|^2)\) |
| Communication cost | \(9|N_i|\) | \(2|N_i|\) | \(O(|N_i|)\) |
| Type of distributed algorithm | Parallel, ADMM | Sequential, Gauss-Seidel | Parallel, Primal-Dual Subgradient and Consensus |
| Convergence rate | \(O(1/t)\), (Ergodic) | \(O(r^n/n)\), (Actual), and \(O(n/t)\), (Ergodic) | \(O(\tau_{\text{mix}} \log^2(n)/t)\), (Ergodic) |

---

\(4\)In fact, assuming \(x_i \in \mathbb{R}^2\), then \(y_i \in \mathbb{R}^{|N_i|+3}\), \(\mathbf{p}_i \in \mathbb{R}^{|N_{i,a}|+3}\), \(\gamma \in \mathbb{R}^{|N_i|}\), and eliminating the overlapping variables between \(y_i\) and \(\mathbf{p}_i\) the count follows. Furthermore, the local optimization has a part of (12b) and (19e) as equality/inequality constraints, in total \(3|N_i| + 2|N_{i,a}|\) LMI constraints of dimension at most \(10 \times 10\) in the case of (19b).
VII. NUMERICAL SIMULATIONS

In this section, we report several numerical comparisons for both the centralized formulation (12) and the distributed Algorithm 1. The aim of the section is to show how the E-ML relaxation performs under various noise conditions, to support the idea that tighter relaxations perform better in terms of position error (even though they may model the noise PDF wrongly), and to display the numerical properties of the distributed Algorithm 1.

A. Centralized simulations

We consider 2-dimensional problems and we use the benchmark test10-500 available online at http://www.stanford.edu/~yyeyl, where the sensor nodes are randomly distributed in the unit box $[-0.5, 0.5]^2$. We let $\xi_{i,\ell}$ be the position error of sensor node $i$ for a certain realization of the noise $\ell$, i.e., $\xi_{i,\ell} := ||\hat{x}_{i,\ell} - x_i||_2$, where $\hat{x}_{i,\ell}$ is the estimated position and $x_i$ is the true position. We consider the position root mean square error (PRMSE) as a metric of performance for the proposed convex relaxations, i.e.,

$$\text{PRMSE} = \sqrt{\frac{\sum_{\ell=1}^{L} \sum_{i \in V} \xi_{i,\ell}^2}{L}},$$  

where $L$ is the total number of noise realizations. Along with this metric, we consider the worst case maximum error, i.e.,

$$\text{ME} = \max_{i \in V, \ell \in [1, L]} \xi_{i,\ell},$$

and we compute the Cramér-Rao lower bound (CRLB) as a comparison benchmark as in [12].

**Gaussian noise setting.** (Figures 1 and 2) In the first example, we focus on a Gaussian noise setting. We fix the maximum number of neighbors for each sensor node to 3, we set the number of anchors to $m = 5$, we consider additive white noise of the same standard deviation $\sigma_{i,j} = \sigma_{i,k,a}$ for all the measurements, and we average over 50 realizations.

In Figure 1, we compare the E-ML approach, i.e., the problem (12) with cost function $f_{\text{GN}}(\delta, \epsilon, d, e)$, with the ESDP relaxation of [24] (considered to be the state-of-the-art in convex relaxations) by increasing the number of sensor nodes $n$ and keeping all the other parameters the same ($\sigma_{i,j} = \sigma_{i,k,a} = 0.1$). As we can see, the performance of E-ML is better than the one of ESDP, albeit only slightly. Furthermore, as one could expect, by increasing $n$ we average out the noise, which in turn means a better average performance and less difference among the two schemes.

In Figure 2, we study the performance of the E-ML approach and of the ESDP relaxation by increasing the noise value, for $n = 8$. As we can see, the performance of E-ML is again slightly better than the one of ESDP, and the difference increases with the noise value (notice that the graph is in logarithmic scale).

**Laplacian noise setting.** (Figure 3) In this second example, we focus on a Laplacian noise setting. Also in this example, we fix the maximum number of neighbors for each sensor node to 3, and we set $m = 5$ and $L = 50$. 

![Comparison between E-ML relaxation (12) and ESDP relaxation of [24] in the Gaussian noise setting for different values of the sensor node number $n$ and fixed $\sigma_{i,j} = \sigma_{i,k,a} = 0.1$.](image1)

![Comparison between E-ML relaxation (12) and ESDP relaxation of [24] in the Gaussian noise setting for different values of the measurement noise standard deviation $\sigma_{i,j}$ and fixed $n = 8$.](image2)

![Comparison between Laplacian E-ML relaxation, i.e., (12) with $f_{\text{GN}}(d, e)$, ESDP relaxation of [24], and Gaussian E-ML relaxation, i.e., (12) with $f_{\text{GN}}$, in the Laplacian noise setting for different values of the sensor node number $n$ and different noise values $\sigma_{i,j} = \sigma_{i,k,a}$.](image3)
In Figure 3, we compare the Laplacian E-ML relaxation, i.e., problem (12) with cost function \( f_L(d, e) \), the Gaussian E-ML relaxation, i.e., problem (12) with cost function \( f_{GN}(\delta, \epsilon, d, e) \), and the ESDP relaxation of [24]. We use the modified version of the CRLB of [67] as a benchmark, since Laplacian distributions are not differentiable. We vary both the number of sensor nodes \( n \) and the noise value. As we can see, although the Laplacian E-ML relaxation correctly models the noise distribution, it performs worse than the other convex relaxations. The reason is that it is not derived from a rank-\( D \) relaxation and therefore it is a “looser” relaxation with respect to the other ones considered in this example.

B. Distributed simulations

We use the same setting of the centralized simulations (i.e., anchor number \( m = 5 \), and maximum number of neighbors for each sensor node is 3) and we consider Gaussian noise. We test Algorithm 1 based on ADMM for different values of \( n \), computation accuracy \( \varepsilon \), and asynchronous communication. In order to generate the computation error, we set \texttt{sedumi}.eps to \( \varepsilon \), which is an upper bound\(^8\) for our definition of \( \varepsilon \). We set the regularization parameter \( \rho = 0.3 \). We first focus on synchronous communication and then on the asynchronous implementation.

**Synchronous case.** (Figures 4, 5, and 6) Figures 4, 5, and 6 collect the synchronous communication results for Algorithm 1 and confirm the \( O(1/t) \) convergence of ADMM.

In Figures 4 and 5, we fix the centralized problem as the relaxation (12) with cost function \( f_{GN}(\delta, \epsilon, d, e) \) and we compare the convergence of Algorithm 1 to the centralized solution (Theorem 1) with the one of SGO applied to the same centralized problem. We also show the effect of computation inaccuracies (Theorem 3) supporting our theoretical findings. As we can see, by comparing SGO with the ADMM approach, we notice the slower convergence of the former (for a large-scale setting) due to its sequential nature (in fact, in the case of SGO, at each iteration \( t \) we update only one sensor node position). We see also that SGO is resilient to computation inaccuracies (at least in this simulation), it seems to have a linear type of convergence (as argued), and it may be a choice in case of small-size networks. Further studies are however necessary to certify the reliability of SGO to a broader class of scenarios.

Figure 6 represents the sensor node locations computed as the solution of Algorithm 1 for different iterations \( t \). The algorithm is initialized with \( X(0) = 0 \) and then run till \( t = 400 \). The “trajectories” of the running averaged variables \( \bar{X}_t \) (i.e., the position part of the \( q_t \) vector (22)) as a function of the iteration number \( t \) are displayed. As we can see, for \( t = 400 \), Algorithm 1 is practically converged onto the real sensor node locations.

**Asynchronous case.** (Figure 7) For the asynchronous communication case, we use the same setting as the synchronous

\(^8\)SeDuMi considers this tolerance to be related also to feasibility and not only optimality, as we do, see [68] for details.
scenario and we consider different values for the number of sensor nodes $n$ and probability $s_{ij}$ (Assumption 3).

In Figure 7, the results are displayed. In particular, we have depicted the distance between the primal solution from the centralized problem (12), i.e., $q^*$, and the optimal value found using the centralized problem (12), i.e., $q^*$.* As we expect, Algorithm 1 converges to the optimal primal solution of the centralized problem (12) (Theorem 2).

### VIII. CONCLUSIONS

We have studied the sensor network localization problem. We have argued that employing convex relaxations based on a maximum likelihood formulation to massage the original non-convex formulation can offer a powerful handle on computing accurate solutions. In order to take full advantage of this aspect, we have shown that the relaxation has to be as tight as possible to the original non-convex problem, (in some cases, disregarding the noise model). Furthermore, we have discussed a distributed implementation of the resulting convex relaxation via the ADMM. By exploiting the analytical properties of ADMM (convergence rate, asynchronism-resilience, computation error-resilience), we have studied the resulting distributed algorithm showing its added value with respect to available techniques, especially in large networks.

Among future research plans, we are interested in studying mobile sensor network localization problems by using convex relaxations based on a maximum a posteriori formulation of the estimation problem.
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