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• It is the first medical VQA survey paper as the current increasing application demand on medical VQA systems. It describes the history of medical VQA and research directions in the future.

• This survey presents an overview of the publicly available medical VQA datasets. The tasks include previous ImageCLEF VQA-Med challenges and other published datasets. This will help researchers to identify suitable research benchmarks and metrics.

• This survey gives a comprehensive summary and discussion of the published method papers for the medical VQA. It provides the comparison and discussion for the competition work notes and research papers. These will help researchers to better understand model design principles in common and conduct further research.

• It concludes some current challenges and future research directions. The common core of these challenges is the final application in the clinical scenario. The research topics cover dataset design to human-computer interaction.
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\textbf{ABSTRACT}

Medical Visual Question Answering (VQA) is a combination of medical artificial intelligence and popular VQA challenges. Given a medical image and a clinically relevant question in natural language, the medical VQA system is expected to predict a plausible and convincing answer. Although the general-domain VQA has been extensively studied, the medical VQA still needs specific investigation and exploration due to its task features. In the first part of this survey, we collect and discuss the publicly available medical VQA datasets up-to-date about the data source, data quantity, and task feature. In the second part, we review the approaches used in medical VQA tasks. We summarize and discuss their techniques, innovations, and potential improvements. In the last part, we analyze some medical-specific challenges for the field and discuss future research directions. Our goal is to provide comprehensive and helpful information for researchers interested in the medical visual question answering field and encourage them to conduct further research in this field.

1. Introduction

Visual Questioning Answering (VQA) [10] is a multidisciplinary problem that incorporates computer vision (CV) and natural language processing (NLP). The VQA system is expected to answer an image-related question according to the image content. Inspired by the VQA research in the general domain, the recent exploration of medical VQA has attracted great interest. The medical VQA system is expected to assist in clinical decision-making and improve patient engagement [33, 46]. Unlike other medical AI applications often restricted to pre-defined diseases or organ types, the medical VQA can understand free-form questions in natural language and provide reliable and user-friendly answers.

In recent research, the medical VQA has been assigned to several “jobs”. The first one is the diagnostic radiologist, who acts as an expert consultant to the referring physician. A workload study [62] shows that the average radiologist has to interpret one CT or MRI image in 3 to 4 seconds. Besides the long queue of imaging studies, a radiologist must also answer an average of 27 phone calls per day from physicians and patients [22], leading to further inefficiencies and disruptions in the workflow. A medical VQA system can potentially answer the physician’s questions and help relieve the burden of the healthcare system and improve medical professionals’ efficiency. Another application matching the advantage of VQA is to act as the pathologists who examine body tissues and help other healthcare providers make diagnoses [35].

In addition to the health professional role, the medical VQA system can also serve as a knowledgeable assistant. For example, the “second opinion” from the VQA system can support the clinicians’ opinion in interpreting medical images and decrease the risk of misdiagnosis at the same time [88].

Ultimately, a mature and complete medical VQA system can directly review patients’ images and answer any kind of questions. In some situations, such as fully automated health examinations, where medical professionals may not be available, a VQA system can provide equivalent consultation. After a hospital visit, patients search for further information online. The irregular and misleading information from the search engine might result in inappropriate answers. Alternatively, a medical VQA can be integrated into an online consultation system to provide reliable answers anytime and anywhere.

Medical VQA is technically more challenging than general-domain VQA because of the following factors. Firstly, creating a large-scale medical VQA dataset is challenging because expert annotation is expensive for its high requirement of professional knowledge, and QA pairs can not be synthetically generated directly from images. Secondly, answering questions according to a medical image also demands a specific design of the VQA model. The
task also needs to focus on a fine-grained scale because a lesion is microscopic. Hence, segmentation techniques may be required to locate the region of interest precisely. Finally, a question can be very professional, which requires the model to be trained with medical knowledge base rather than a general language database.

Since the first medical VQA challenge was organized in 2018 [33], an increasing number of organizations and researchers have joined to expand the tasks and propose new datasets and approaches, which have made the medical VQA task an active and inspiring field. To provide a comprehensive retrospect of these efforts, we conduct the first survey (to our best knowledge) for medical VQA.

In the first part of this survey, we overview the publicly available medical VQA datasets up-to-date. To collect the most complete information, we did an exhaustive search for the available medical VQA datasets including sources from relevant papers in google scholar, medical image computing conferences, and top-tier journals, and resulted in a total of 10 papers proposing datasets. Two dataset papers are repetitive and different versions of included datasets, and consequently, 8 datasets are analyzed and discussed in this survey. Among them, three datasets are proposed as ImageCLEF competitions. The selected datasets are diverse in image modality and question categories. The imaging modality of those datasets covers chest X-ray, CT, MRI, and pathology. The questions include close-end questions (such as Yes/No questions) and open-end questions on a variety of topics. We also compare the data sources, the question-answer pairs creation methods, and the metrics for evaluation. These will be inspiring for researchers who are interested in designing new tasks.

In the second part of this survey, we review the published approaches to medical VQA. We gather the work notes describing the approaches used in the ImageCLEF VQA-Med competitions and collect 32 papers in total. However, the work notes are mainly simple solutions because of the time-limited situation. We also search for technical papers from conferences or journals that aim at the current pain point and we collect 13 papers. The papers’ sources are from both the community conferences such as Medical Image Computing and Computer Assisted Intervention (MICCAI) and Association for Computing Machinery Multimedia (ACM-MM) and influential journals such as the IEEE Transactions on Medical Imaging. By reviewing those papers, we find that the current approaches are mostly in a framework of four components: image encoder, language encoder, feature fusion module, and answering module. The review of existing approaches will help researchers to identify the key problem in previous research and the potential hypothesis in future research.

Finally, we discuss four medical-specific challenges for the field. The medical-domain VQA is a more application-oriented problem compared with the general-domain VQA. It has a real application scenario that will produce practical challenges. In this work, we analyze the clinical requirements to develop practical and useful applications and raise six significant challenges: the question diversity, extra medical information, interpretability, generalizability, large language models, and integration in the medical workflow. The proposed challenges will inspire researchers and develop mature and accurate medical VQA systems to support the clinical decision-making process.

2. Datasets and performance metrics
2.1. Datasets
To the best of our knowledge, there are 8 public-available medical VQA datasets up to date: VQA-MED-2018 [33], VQA-RAD [48], VQA-MED-2019 [14], RadVisDial [46], PathVQA [35], VQA-MED-2020 [13], SLAKE [57], and VQA-MED-2021 [15] (in chronological order). The dataset’s details are summarized in Table 1. In the following paragraphs, we provide an overview of the QA pairs collection.

2.1.1. VQA-Med-2018
VQA-Med-2018 [33] is a dataset proposed in the ImageCLEF 2018, and it is the first publicly available dataset in the medical domain. The QA pairs were generated from captions by a semi-automatic approach. First, a rule-based question generation (QG) system automatically generated possible QA pairs by sentence simplification, answer phrase identification, question generation, and candidate questions ranking. Then, two expert human annotators (including one expert in clinical medicine) manually checked all generated QA pairs in two passes. Respectively, one pass ensures semantic correctness, and another ensures clinical relevance to associated medical images.

2.1.2. VQA-RAD
VQA-RAD [48] is a radiology-specific dataset proposed in 2018. The image set is a balanced one containing samples by the head, chest, and abdomen from MedPix. To investigate the question in a realistic scene, the author presented the images to clinicians to collect unguided questions. The clinicians are required to produce questions in both free-form and template structures. Afterward, the QA pairs are validated and classified manually to analyze the clinical focus. The answer types are either close-ended or open-ended. Although without a large quantity, the VQA-RAD dataset has acquired essential information about what a medical VQA system should be able to answer as an AI radiologist.

2.1.3. VQA-Med-2019
VQA-Med-2019 [14] is the second edition of the VQA-Med and was published during the ImageCLEF 2019 challenge. Inspired by the VQA-RAD [48], VQA-Med-2019 has addressed the four most frequent question categories:
Table 1
Overview of the medical VQA datasets and their main characteristics. Visual Genome, VQA 2.0, and OK-VQA are general-domain VQA datasets listed here for comparison. The medical VQA datasets are presented in chronological order.

| Dataset                  | # Images | # QA pairs | Source of images and content                              | QA Creation       | Question Category                                    |
|--------------------------|----------|------------|-----------------------------------------------------------|-------------------|------------------------------------------------------|
| Visual Genome [47]       | 108K     | 1,773K     | YFCC100M [87], Microsoft COCO [55]                       | Manual            | - Object                                               |
|                          |          |            |                                                           |                   | - Attributes                                          |
|                          |          |            |                                                           |                   | - Relationships                                       |
|                          |          |            |                                                           |                   | - Modality                                            |
|                          |          |            |                                                           |                   | - Plane                                               |
|                          |          |            |                                                           |                   | - Organ System                                        |
|                          |          |            |                                                           |                   | - Abnormality                                         |
| VQA 2.0 [31]             | 204K     | 614K       | Microsoft COCO                                           | Manually          | - Modality                                            |
|                          |          |            |                                                           |                   | - Plane                                               |
|                          |          |            |                                                           |                   | - Organ System                                        |
|                          |          |            |                                                           |                   | - Abnormality                                         |
| OK-VQA [61]              | 14,031   | 14,055     | Microsoft COCO                                           | Manual            | - Modality                                            |
|                          |          |            |                                                           |                   | - Plane                                               |
|                          |          |            |                                                           |                   | - Organ System                                        |
|                          |          |            |                                                           |                   | - Abnormality                                         |
| VQA-Med-2018 [33]        | 2,866    | 6,413      | PubMed Central Articles (%)                               | Synthetical       | - Location                                            |
|                          |          |            |                                                           |                   | - Finding                                             |
|                          |          |            |                                                           |                   | - Yes/No questions                                     |
|                          |          |            |                                                           |                   | - Other questions                                      |
|                          |          |            |                                                           |                   | - Abnormality                                          |
|                          |          |            |                                                           |                   | - Color                                               |
|                          |          |            |                                                           |                   | - Size                                                |
|                          |          |            |                                                           |                   | - Shape                                               |
|                          |          |            |                                                           |                   | - etc.                                                |
|                          |          |            |                                                           |                   | - Abnormality                                          |
| VQA-RAD [48]             | 315      | 3,515      | MedPix database: Head axial single-slice CTs or MRIs     | Manual            | - Location                                            |
|                          |          |            | Chest X-rays                                             |                   | - Finding                                             |
|                          |          |            | Abdominal axial CTs                                       |                   | - Yes/No questions                                     |
|                          |          |            |                                                           |                   | - Other questions                                      |
|                          |          |            |                                                           |                   | - Abnormality                                          |
|                          |          |            |                                                           |                   | - Modality                                            |
|                          |          |            |                                                           |                   | - Plane                                               |
|                          |          |            |                                                           |                   | - Organ System                                        |
|                          |          |            |                                                           |                   | - Abnormality                                         |
| VQA-Med-2019 [14]        | 4,200    | 15,292     | MedPix database: Various in 36 modalities, 16 planes, and 10 organ systems | Synthetical       | - Location                                            |
|                          |          |            |                                                           |                   | - Finding                                             |
|                          |          |            |                                                           |                   | - Yes/No questions                                     |
|                          |          |            |                                                           |                   | - Other questions                                      |
|                          |          |            |                                                           |                   | - Abnormality                                          |
| RadVisDial [46]          | 91,060   | 455,300    | MIMIC-CXR [39]: Chest X-ray posterior-anterior (PA) view | Synthetical       | - Location                                            |
| (Silver-standard)        |          |            |                                                           |                   | - Finding                                             |
|                          |          |            |                                                           |                   | - Yes/No questions                                     |
|                          |          |            |                                                           |                   | - Other questions                                      |
|                          |          |            |                                                           |                   | - Abnormality                                          |
| RadVisDial [46]          | 100      | 500        | MIMIC-CXR [39]: Chest X-ray posterior-anterior (PA) view | Manual            | - Location                                            |
| (Gold-standard)          |          |            |                                                           |                   | - Finding                                             |
|                          |          |            |                                                           |                   | - Yes/No questions                                     |
|                          |          |            |                                                           |                   | - Other questions                                      |
|                          |          |            |                                                           |                   | - Abnormality                                          |
| PathVQA [35]             | 4,998    | 32,799     | Electronic pathology textbooks                            | Synthetical       | - Location                                            |
|                          |          |            | PEIR Digital Library                                     |                   | - Finding                                             |
|                          |          |            |                                                           |                   | - Yes/No questions                                     |
|                          |          |            |                                                           |                   | - Other questions                                      |
|                          |          |            |                                                           |                   | - Abnormality                                          |
| VQA-Med-2020 [13]        | 5,000    | 5,000      | MedPix database                                          | Synthetical       | - Location                                            |
| SLAKE [57]               | 642      | 14K        | Medical Segmentation                                    | Manual            | - Finding                                             |
|                          |          |            | Decathlon[83], NIH X-ray[99], CHAOS[42]: Head CTs/MRIs   |                   | - Yes/No questions                                     |
|                          |          |            | - Neck CTs                                              |                   | - Other questions                                      |
|                          |          |            | - Pelvic cavity CTs                                      |                   | - Abnormality                                          |
|                          |          |            |                                                           |                   | - Modality                                            |
|                          |          |            |                                                           |                   | - Plane                                               |
|                          |          |            |                                                           |                   | - Organ System                                        |
|                          |          |            |                                                           |                   | - Abnormality                                         |
| SLAKE [57]               | 642      | 14K        | MedPix database                                          | Manual            | - Location                                            |
|                          |          |            | Medical Segmentation                                    |                   | - Finding                                             |
|                          |          |            | Decathlon[83], NIH X-ray[99], CHAOS[42]: Head CTs/MRIs   |                   | - Yes/No questions                                     |
|                          |          |            | - Neck CTs                                              |                   | - Other questions                                      |
|                          |          |            | - Pelvic cavity CTs                                      |                   | - Abnormality                                          |
|                          |          |            |                                                           |                   | - Modality                                            |
|                          |          |            |                                                           |                   | - Plane                                               |
|                          |          |            |                                                           |                   | - Organ System                                        |
|                          |          |            |                                                           |                   | - Abnormality                                         |
| VQA-Med-2021 [15]        | 5,000    | 5,000      | MedPix database                                          | Synthetical       | - Location                                            |
|                          |          |            | Medical Segmentation                                    |                   | - Finding                                             |
|                          |          |            | Decathlon[83], NIH X-ray[99], CHAOS[42]: Head CTs/MRIs   |                   | - Yes/No questions                                     |
|                          |          |            | - Neck CTs                                              |                   | - Other questions                                      |
|                          |          |            | - Pelvic cavity CTs                                      |                   | - Abnormality                                          |
|                          |          |            |                                                           |                   | - Modality                                            |
|                          |          |            |                                                           |                   | - Plane                                               |
|                          |          |            |                                                           |                   | - Organ System                                        |
|                          |          |            |                                                           |                   | - Abnormality                                         |

modality, plane, organ system, and abnormality. For each category, the questions follow the patterns from hundreds of questions naturally asked and validated in the VQA-RAD [48]. The first three categories (modality, plane, and organ system) can be tackled as classification tasks, while the fourth category (abnormality) presents an answer generation problem.

2.1.4. RadVisDial

RadVisDial [46] is the first publicly available dataset for visual dialog in radiology. The visual dialogue consists of multiple QA pairs and is considered a more practical and complicated task for a radiology AI system than VQA. The images are selected from MIMIC-CXR [39]. For each image, the MIMIC-CXR has provided a well-structured relevant report with annotations for 14 labels (13 abnormalities and one No Findings label). The RadVisDial consists of two datasets: a silver-standard dataset and a gold-standard dataset. In the silver-standard group, the dialogues are synthetically created using the plain text reports associated with each image. Each dialogue contains five questions randomly sampled from 13 possible questions. The corresponding answer is automatically extracted from the source data and limited to four choices (yes, no, maybe, or not mentioned in the report). In the gold-standard group, the dialogues are collected from two expert radiologists’ conversations following detailed annotation guidelines to ensure consistency. Only 100 random images are labeled with gold-standard. The RadVisDial dataset explored a real-world scene task of AI in
| Dataset                  | Samples                                                                 |
|-------------------------|-------------------------------------------------------------------------|
| VQA-Med-2018 [33]       | Q: What does the ct scan of thorax show? A: bilateral multiple pulmonary nodules |
|                         | Q: Is the lesion associated with a mass effect? A: no                   |
| VQA-RAD [48]            | Q: What is the organ system? A: Gastrointestinal                        |
|                         | Q: Is there gastric fullness? A: yes                                   |
|                         | Q: What is the location of the mass? A: head of the pancreas           |
| VQA-Med-2019 [14]       | Q: what imaging method was used? A: us-d - doppler ultrasound          |
|                         | Q: Lung lesion? A: No                                                 |
|                         | Q: Pneumonia? A: Yes                                                  |
| RadVisDial [46]         | Q: Airspace opacity? A: Yes                                            |
|                         | Q: Fracture? A: Not in report                                         |
|                         | Q: What have been stripped from the bottom half of each specimen to show the surface of the brain? A: meninges |
|                         | Q: Is remote kidney infarct replaced by a large fibrotic scar? A: yes  |
| PathVQA [35]            | Q: what abnormality is seen in the image? A: ovarian torsion           |
|                         | Q: what is abnormal in the ct scan? A: partial anomalous pulmonary venous return |
| VQA-Med-2020 [13]       | Q: Does the image contain left lung? A: Yes                            |
|                         | Q: What is the function of the rightmost organ in this picture? A: Breathe |
| SLAKE [57]              | Q: What is most alarming about this mri? A: focal nodular hyperplasia  |
|                         | Q: What abnormality is seen in the image? A: Enhancing lesion right parietal lobe with surrounding edema |
| VQA-Med-2021 [15]       | Q: What does the ct scan of thorax show? A: bilateral multiple pulmonary nodules |
|                         | Q: Is the lesion associated with a mass effect? A: no                   |

Table 2
Samples of images and question-answer pairs from the mentioned Datasets. Q = Question, A = Answer. The datasets are presented in chronological order.
the medical domain. Moreover, the team compared the
theoretical dialogue to the real-world dialogue and conducted
experiments to reflect the importance of context information.
The medical history of the patient was introduced and led to
to better accuracy.

2.1.5. PathVQA

PathVQA [35] is a dataset exploring VQA for pathology. The images with captions are extracted from digital resources (electronic textbooks and online libraries). The author developed a semi-automated pipeline to transfer the captions into QA pairs, and the generated QA pairs are manually checked and revised. The question can be divided into seven categories: what, where, when, whose, how, how much/how many, and yes/no. The open-ended questions account for 50.2% of all questions. For the close-ended “yes/no” questions, the answers are balanced with 8,145 “yes” and 8,189 “no”. The questions are designed according to the pathologist certification examination of the American Board of Pathology (ABP). Therefore it is an exam to verify the “AI Pathologist” in decision support. The PathVQA dataset demonstrates that medical VQA can be applied to various scenes.

2.1.6. VQA-Med-2020

VQA-Med-2020 [13] is the third edition of the VQA-Med and was published in the ImageCLEF 2020 challenge. The images are selected with the limitation that the diagnosis was made according to the image content. The questions are specifically addressing on abnormality. A list of 330 abnormality problems is selected, and each problem needs to occur at least ten times in the dataset. The QA pairs are generated by patterns created.

In VQA-Med-2020, the visual question generation (VQG) task is first introduced to the medical domain. The VQG task is to generate natural language questions relative to the image content. The medical VQG dataset includes 1,001 radiology images and 2,400 associated questions. The ground truth questions are generated with a rule-based approach according to the image captions and manually revised.

2.1.7. SLAKE

SLAKE [57] is a comprehensive dataset with both semantic labels and a structural medical knowledge base. The images are selected from three open source datasets [83, 99, 42] and annotated by experienced physicians. The semantic labels for images provide masks (segmentation) and bounding boxes (detection) for visual objects. The medical knowledge base is provided in the form of a knowledge graph. The knowledge graph is extracted from OwnThink and manually reviewed. They are in the form of triplets (e.g., <Heart, Function, Promote blood flow>). The dataset contains 2,603 triplets in English and 2,629 triplets in Chinese. The introduction of a knowledge graph allows external knowledge-based questions such as organ function and disease prevention. The questions are collected from experienced doctors by selecting pre-defined questions or rewriting questions. Then the questions are categorized by their types and balanced to avoid bias.

2.1.8. VQA-Med-2021

VQA-Med-2021 [13] is published in ImageCLEF 2021 challenge. The VQA-Med-2021 is created under the same principles as those in VQA-Med-2020. The training set is the same dataset used in VQA-Med-2020. The validate set and test set are newly collected and manually reviewed by medical professionals.

2.1.9. Discussion

In the above sections, we present 8 medical VQA datasets about their quantity, data source, QA creation, and question categories. As shown in Table 1, we also list three general VQA datasets for comparison. The image amounts of medical VQA datasets range from 315 to 91,060, while the number of QA pairs ranges from 1 QA pair per image to 10 QA pairs per image. The imaging modality includes chest X-ray, CT, MRI, and pathology. Except for RadVisDial, the medical VQA datasets are significantly smaller than the general VQA datasets in quantity. For the QA pair creation, the medical VQA uses synthetic creation more frequently than the general domain VQA. The question categories of medical VQA and general VQA are quite different. Besides the common categories of object and attribute, the general VQA research extends their problem to objects’ relationship and external knowledge, while the medical VQA research tends to image findings.

These differences between general VQA datasets and medical VQA datasets reflect the difficulties in medical dataset establishment. The three listed general VQA datasets have all utilized the Microsoft COCO[55], which provides 328K images with natural language descriptions. On the medical side, there is no such large-scale data source. One type of data source is images with a description such as a caption and medical report. The VQA-Med-2018 is the first exploration of the medical VQA dataset. It utilizes the images in articles so that the images have a corresponding textual description. The PathVQA uses images and text from textbooks and the digital library. For these two datasets, the key problem is how to perform an accurate transformation.
Another type of data source is the image with categorical attribution. The VQA-RAD, VQA-Med-2019, VQA-Med-2020, and VQA-Med-2021 are all sourced from the MedPix database, which provides images with attributions. Therefore, the key problem becomes how to acquire better questions given images and answers. The VQA-RAD starts from manual creation and collects unguided problems from clinicians. The question patterns collected from VQA-RAD leverage the construction of VQA-Med-2019, VQA-Med-2020, and VQA-Med-2021. The RadVisDial uses the data from the MIMIC-CXR dataset, which provides extracted disease labels and is the only large-scale data source in medical VQA.

Besides the data source, another difficulty is the professional knowledge required in data annotation. All three general VQA datasets adopt the Amazon Mechanical Turk workers to achieve their large-scale annotation. On the medical side, the QA creation is usually synthetical, and the manual creation is done by medical students or medical experts. The cost of manual data annotation in medical VQA is inevitably higher due to the requirement of professional knowledge.

The above difficulties in medical VQA dataset establishment have raised future challenges. With the development of technology, the existing difficulties can possibly be solved. For example, the recent Large Language Models (LLMs) have been believed good at understanding and generating natural language. The advantage of LLMs may make them ideal annotators for medical VQA. Especially for existing large-scale medical report datasets, i.e., MIMIC-CXR or FFA-IR [51], the LLMs can help with parsing the natural language reports and converting them into medical VQA data.

Another problem is the question categories. As shown in Fig. 1, the VQA-RAD and SLAKE have different question categories distribution as they are created in different ways. Some categories such as modality and plain can help the image viewer to understand the captured information of the image, while the other categories such as abnormality and abnormality attributes can help interpret the image findings. Among all medical VQA datasets, VQA-RAD is the only one collecting the natural questions and representing a question categories distribution from medical students. In contrast, other datasets are all created with pre-defined question categories and the distribution may not represent any real-world demands. In other words, currently, there is no public dataset representing a question distribution from patients in the clinical scene.

Furthermore, the task design and mission are also considerable problems. The recently proposed general VQA datasets have shown their special target, such as data balance, knowledge base, etc. In the medical domain, SLAKE provides more modalities, including segmentation, detection, and knowledge graph. This feature can improve the complexity of tasks and allow more question categories. It also raises a new mission for the approach researchers as it has more modalities to expand the method’s complexity.

Despite the manual annotation limit its quantity, the golden standard annotation is prospective to benefit the community and future research.

As the medical VQA research is still in an early stage, the current datasets are only about radiology and pathology in data subjects. There is more field to discover, such as ophthalmology and dermatology, which are also popular in medical AI research and already has existing databases to create potential VQA task. Besides dataset works, there is also exploration addressing data collection efficiency. The MVQAS [11] builds an online system providing self-collected and annotation tools to allow users to upload data and semi-automatically generate VQA triplets.

### 2.2. Performance Metrics

The performance metrics used in the proposed medical VQA tasks can be categorized into classification-based metrics and language-based metrics. The classification-based metrics are the general metrics in classification tasks such as accuracy and F1 score. They treat the answer as a classification result and calculate the exact match accuracy, precision, recall, and e.t.c. All eight tasks in this paper use classification-based metrics as part of their performance metrics. The Language metrics are the general metrics for sentence evaluation tasks (e.g., translation, image captioning). The tasks using language-based metrics include VQA-Med-2018, VQA-Med-2019, PathVQA, VQA-Med-2020, and VQA-Med-2021. All of those four tasks use the BLEU [67], which measures the similarity of the phrases (n-grams) between two sentences. However, the BLEU is originally a metric for machine translation and is also used in medical report generation tasks [51]. As shown in Table 2, the ground truth answers in medical VQA are obviously shorter than those of machine translation or medical report generation tasks. Also, for some questions, the semantically positive or negative is more important than the word match. It suggests that BLEU may be an inappropriate metric for current medical VQA datasets. However, the BLEU can still be useful when the answer corpus of the future medical VQA becomes extensive and comprehensive sentences.

Besides the general metrics, there are also custom metrics designed for the medical VQA. For example, the WBSS (Word-based Semantic Similarity) and CBSS (Concept-based Semantic Similarity) are created in the VQA-Med-2018 [33] as new language metrics. However, the metric is not a fixed component of the dataset and the approach. Researchers can alternatively use more suitable metrics to evaluate their results. For example, some researchers [79] introduce the AUC-ROC (Area under the ROC Curve) as their classification metrics to better evaluate the measure of separability.

### 3. Methods

To investigate the feature of approaches used in the medical VQA task, we reviewed the published papers evaluated on the datasets. We search for the method papers with two strategies. For the ImageCLEF competitions, we use the
corresponding overview papers [1, 14, 13, 15] to identify the participating teams and collect their work notes. This strategy helps us collect a total number of 32 papers. Then we search Google Scholar with the citation search function to find 217 papers that cite medical VQA datasets and collect a total of 12 papers. For a detailed count of the papers included and excluded at each stage, refer to Fig. 2. Finally, we select 45 published papers, including 32 work notes and 13 conference/journal papers. The 45 papers describe 46 approaches, and the performance and characteristics are shown in Table 3. The following sub-sections discuss the medical VQA methods by the framework, components, other techniques, performance comparison, and overall discussion.

3.1. Framework

Among the 46 approaches, 39 of them can be attributed to a common framework in the general VQA domain, the **joint embedding** [10]. It is proposed as the baseline method for the VQA v1 dataset [10] and referred to as the "LSTM Q+I". As illustrated in Fig. 3, the framework includes four components: an image encoder, a question encoder, a feature fusing algorithm, and an answering component according to the task requirement. Respectively, the image feature extractor can be the well-developed convolution neural network (CNN) backbones such as VGG Net [82] and ResNet [34], and the question encoder can be the prevalent language encoding models such as LSTM [37] and the Transformer [92]. The feature encoding models are often initialized with pre-trained weights, and they can be either frozen or fine-tuned in an end-to-end manner during the training of the VQA task. The answering component is usually a neural network classifier or a recurrent neural network language generator. In the LSTM Q+I, the question features and image features are fused via element-wise multiplication. Then, researchers developed innovative fusing algorithms and introduced the popular attention mechanism into the system to further increase the performance.

Besides the joint embedding framework, the other 7 approaches choose not to include the question feature. They find the semantic space of the questions is simply due to the data nature and use only the image feature to produce the answer. The framework has outstanding performance in VQA-Med-2020 and VQA-Med-2021, where the questions are only about abnormality and in only “Yes/No” or “What” types.

Compare to the general VQA domain, the architecture that appears in medical VQA research is less diverse. There is also other architecture in the general VQA domain, such as compositional model such as the Neural Module Network [9]. However, no compositional model has been adopted in current medical VQA approaches, and it is also potential to introduce other frameworks to the medical VQA.

3.2. Image Encoder

In terms of the image encoder in the public challenges, the VGG Net [82] is the most popular choice. As shown in Fig.4, the participants using VGG Net as the image encoder represent a significant proportion in all of the three VQA-MED challenges. Meanwhile, the pre-trained image encoder is often used for both public challenges and conference/journal works. According to Table 3, more than half of the teams (29 of 46) directly used a pre-trained model on the ImageNet [74]. However, ImageNet has different content compared with medical VQA. Using ImageNet pre-trained is a non-reasonable practice but a workable option when the low data quantity and lack of labels both limit the pre-training on medical datasets.

Finding better pre-training methods is a popular topic in medical VQA research as well as in the medical AI community. The image numbers of most medical VQA datasets are under 5,000. It leads to difficulty in training image representation. The solution proposed includes using other pre-trained models, using the extra dataset, contrastive learning, multi-task pre-training, and meta-learning. The LIST team [6] utilized an image encoder pre-trained on the CheXpert [99] dataset. The MMBERT [43] team uses an auxiliary dataset named ROCO [69] (images and captions) to perform pre-training in a token-masking manner. The CPRD [56] team introduces contrastive learning technology to conduct pre-training with unlabeled images in a self-supervised scheme. Self-supervised training has the advantage that it does not need image labels, which are expensive to acquire for medical images. The MTPT-CSMA [29] team uses an auxiliary dataset of segmentation tasks. On the other hand, researchers also try to further digest the original data.
The MEVF [64] team proposed the Mixture of Enhanced Visual Features (MEVF) component, which utilizes the Model-Agnostic Meta-Learning (MAML) and the Convolutional Denoising Auto-Encoder (CDAE) to initialize the model weights for the image encoder to overcome the data limitation in quantity. The various exploration on image encoder is specific in medical VQA compared that in general VQA.

Notably, the auxiliary datasets selected have three different types: captioning dataset, unlabeled image, and segmentation dataset. It indicates that the pre-training on various extra data can leverage the image decoder’s performance. Hence, exploring the methods to pre-train the image encoder will be a prospective task. Another feature is that all image encoders in the reviewed papers are CNN classification models than detection ones. It restricts the application of detection-based methods such as Up-Down [8], which are popular in the general VQA domain.

3.3. Language Encoder

The language encoders in the reviewed works include LSTM [37] (18 of 46), Bi-LSTM [77] (5 of 46), GRU [21] (3 of 38), the Transformer [92] (including BERT [24] and BioBERT [49]) (12 of 46) and the others (8 of 46). Notably, all the top five teams are using The BERT in the VQA-Med-2019 challenge. It is shown in Fig.4 that participating teams select BERT/BioBERT instead of LSTM/Bi-LSTM/GRU over time. This indicates the advantage of the Transformer model and the BERT pre-training despite the corpus differences between the general domain and medical domain. Meanwhile, the Recurrent Neural Networks (LSTM/Bi-LSTM/GRU) users are also adopting the pre-trained word embedding component (12 of 26). It indicates that the researchers tend to use a pre-training model to process the questions. However, only the MMBERT team [43] conducts personalized pre-training with a self-supervised method, the token masking strategy on extra data. Compared with the image encoder, the language encoder does not get much research. It is potential to develop more NLP pre-training methods or vision plus language pre-training methods for medical VQA.

Especially, 7 teams process the questions without a deep learning model but with keyword or template matching. The reason is that keyword or template matching has been powerful in their tasks. Hence, a light language encoder can be a practical choice in medical VQA applications as the task may not have a large number of question categories.

3.4. Fusion Algorithm

The fusion stage gathers the extracted visual feature and language feature and then models the hidden relationship between the language feature and the visual feature. It is the core component of VQA methods. The typical fusion algorithm includes the attention mechanism and the pooling module.

Attention mechanism is widely used in vision and language tasks. Among the Medical VQA approaches, 23 of 46 apply attention mechanisms in the fusion stage. Stacked Attention Networks (SAN) [104] is a typical attention algorithm. It uses the question feature as a query to rank the answer-related image regions. With a multiple-layer structure, the SAN can query an image several times to infer the answer progressively. The SAN introduced an incursive attention mechanism and is used as a baseline for many datasets. Besides the SAN, some other works employ the attention mechanism, such as the Bilinear Attention Networks (BAN) [44], the Hierarchical Question-Image Co-Attention (HieCoAtt) [60], etc. Notably, the popular multi-head attention methods (e.g., the Transformer [92], the Modular Co-Attention Network (MCAN) [105]) are seldom applied to medical VQA.
| Team/Method   | Image Encoder | Language Encoder | Pre-trained (Image) | Pre-trained (Language) | Attention Fusion | Output Mode | Other Technique(s)                                                                 | Language Score (BLEU) | Classification Accuracy |
|---------------|---------------|------------------|---------------------|------------------------|-----------------|-------------|-----------------------------------------------------------------------------------|------------------------|------------------------|
| VQA-MED-2018  |               |                  |                     |                        |                 |             |                                                                                   |                        |                        |
| Chakri* [7]   | VGG16         | ImageNet         | GRU                 | None                   | No              | Element-wise multiplication Generation (GRU) | 0.188                  |                        |
| UMMS [70]     | ResNet-152    | ImageNet         | LSTM                | Pre-trained            | Yes             | MFB with Co-attention Classification Embedding based topic model | 0.162                  | 0.135                  |
| TU [111]      | Inception-Resnet-v2 | ImageNet     | Bi-LSTM             | Not mentioned          | Yes             | Attention mechanism Classification Output rules |                        | 0.135                  |
| HQS* [32]     | Inception-Resnet-v2 | ImageNet     | Bi-LSTM             | Pre-trained            | No              | Concatenation Classification Question segregation | 0.132                  |                        |
| NLM [1]       | VGG16         | ImageNet         | LSTM                | None                   | Yes             | SAN Classification Pre-training with extra data | 0.121                  | 0.085                  |
| NLM           | ResNet-152    | ImageNet         | LSTM                | None                   | No              | MCB Classification Generation (LSTM) | 0.061                  |                        |
| JUST [85]     | VGGNet        | ImageNet         | LSTM                | Not mentioned          | No              | Concatenation Classification Decision Tree Classifier | 0.054                  |                        |
| FSTT [5]      | VGG16         | ImageNet         | Bi-LSTM             | Not mentioned          | No              | Concatenation Classification Decision Tree Classifier | 0.054                  |                        |
| VQA-MED-2019  |               |                  |                     |                        |                 |             |                                                                                   |                        |                        |
| KEML* [109]   | VGG16         | ImageNet         | Transformer         | BERT                   | No              | BLOCK Classification Global Average Pooling, Meta-learning, Gated Graph Neural Networks, Knowledge-Based Representation Learning Image Attention, Image-Question Co-attention | 0.912                  | 0.938                  |
| MedFuseNet* [79] | ResNet-152   | ImageNet         | LSTM                | BERT                   | Yes             | MedFuseNet Classification Generation (LSTM) Image Attention, Pre-training with extra data | 0.27                    | 0.789                  |
| MMBERT* [43]  | ResNet-152    | ImageNet         | Transformer         | Yes                    | Yes             | Multi-head attention (Transformer) Pre-training with extra data |                        | 0.69 0.672            |
| CGMVQA* [73]  | ResNet-152    | ImageNet         | Transformer         | BERT                   | Yes             | Concatenation Classification Generation (Transformer) | 0.659                  | 0.64                   |
| Hanlin [102]  | VGG16         | ImageNet         | Transformer         | BERT                   | Yes             | MFB with Co-attention Classification Global Average Pooling | 0.644                  | 0.62                   |
| Team/Method          | Image Encoder | Language Encoder | Pre-trained | Attention Fusion | Other Technology(s) | Language Score (BLEU) | Classification Accuracy |
|---------------------|---------------|------------------|-------------|------------------|---------------------|-----------------------|-------------------------|
| mlnhvu [93]         | ResNet-152    | Transformer      | Yes         | M4L with attention | Ensemble           | 0.634                 | 0.616                   |
| MLA [112]           | ResNet-152    | Transformer      | Yes         | No               | Concatenation       | 0.633                 | 0.606                   |
| QCML [94]           | ResNet-152    | Transformer      | Yes         | No               | Concatenation       | 0.603                 | 0.566                   |
| UMOS [80]           | ResNet-152    | LSTM             | Yes         | No               | Concatenation       | 0.593                 | 0.558                   |
| IBM-Research        | ResNet-152    | LSTM             | Yes         | No               | Concatenation       | 0.582                 | 0.556                   |
| LIST [6]            | ResNet-152    | LSTM             | Yes         | No               | Concatenation       | 0.583                 | 0.536                   |
| TURNER-IC [90]      | VGG16         | OneXpert         | Yes         | No               | None                | 0.572                 | 0.534                   |
| JUST19 [4]          | VGG16         | ImageNet         | Yes         | No               | None                | 0.591                 | 0.534                   |
| Team_PwC-Med [12]   | ResNet-152    | LSTM             | Yes         | No               | Concatenation       | 0.486                 | 0.462                   |
| TECHNO [16]         | VGG16         | LSTM             | Yes         | No               | Concatenation       | 0.486                 | 0.431                   |
| JUST19 [4]          | VGG16         | ImageNet         | Yes         | No               | None                | 0.421                 | 0.391                   |
| VQA-MED-2020        | Ensemble      | LSTM             | Yes         | No               | None                | 0.462                 | 0.346                   |
| Team/Method | Image Encoder | Pre-trained (Image) | Language Encoder | Pre-trained (Language) | Attention (Fusion) | Fusion | Output Mode | Other Technology(s) | Language Score (BLEU) | Classification Accuracy |
|-------------|----------------|---------------------|------------------|-----------------------|-------------------|--------|-------------|---------------------|------------------------|------------------------|
| bumjun_jung [40] | VGG16 | ImageNet | Transformer | BioBERT | Yes | MFH with Co-attention | Classification | Global Average Pooling | 0.502 | 0.466 |
| HCP-MIC [20] | BBN-ResNeSt-50 ResNet-50 | Not mentioned | Transformer | BioBERT | No | None | Classification | Bilateral-Branch Network | 0.462 | 0.426 |
| NLM [75] | ResNet-50 | ImageNet | None | Not mentioned | BERT | No | None | Classification | 0.441 | 0.4 |
| HARENDRADKV [41] | VGG16 | Not mentioned | Transformer | Not mentioned | BERT | Yes | MFB | Generation (LSTM) | 0.439 | 0.378 |
| Shengyan [58] | VGG16 | ImageNet | GRU | Not mentioned | BERT | No | None | Generation (GRU) | 0.412 | 0.376 |
| kdevqa [91] | VGG16 | Not mentioned | Transformer | Not mentioned | BERT | No | GLU | Classification | 0.35 | 0.314 |

**VQA-MED-2021**

| Team/Method | Image Encoder | Pre-trained (Image) | Language Encoder | Pre-trained (Language) | Attention (Fusion) | Fusion | Output Mode | Other Technology(s) | Language Score (BLEU) | Classification Accuracy |
|-------------|----------------|---------------------|------------------|-----------------------|-------------------|--------|-------------|---------------------|------------------------|------------------------|
| SYSU-HCP [30] | ResNets, VGGNet, and plus HAGAP | ImageNet | None | None | No | None | Classification | Hierarchically adaptive global average pooling, Model ensemble, Mixup Augment, Curriculum learning, Label smoothing | 0.416 | 0.382 |
| Yunnan University [101] TeamS [26] | VGG16 | ImageNet | Transformer | BioBERT | Yes | MFH with Co-attention | Classification | Global Average Pooling | 0.402 | 0.362 |
| Lijie [50] | VGG8 | ImageNet | Transformer | BioBERT | Yes | MFH with Co-attention | Classification | Bilateral-Branch Networks | 0.391 | 0.348 |
| IALab_PUC [76] | DenseNet-121 | None | None | None | No | None | Classification | 0.276 | 0.236 |
| TAM [52] | Modified ResNet-34 | Not mentioned | LSTM | GLOVE word embeddings | Yes | MFB with a co-attention | Classification | 0.255 | 0.222 |
| Sheerin [84] | VGGNet | ImageNet | LSTM | Not mentioned | No | Element-wise multiplication | Generation(LSTM) | 0.227 | 0.196 |

**VQA-RAD**

| Team/Method | Image Encoder | Pre-trained (Image) | Language Encoder | Pre-trained (Word Embedding) | Attention | Fusion | Output Mode | Other Technology(s) | Language Score (BLEU) | Classification Accuracy |
|-------------|----------------|---------------------|------------------|-----------------------------|------------|--------|-------------|---------------------|------------------------|------------------------|
| MTPT-CMSA [29] | Multi-ResNet-34 | Multi-task | LSTM | Pre-trained Word Embedding | Yes | CSMA | Classification | Cross-modal self-attention, Multi-task pre-training with extra data | 0.732 |
| Team/Method   | Image Encoder       | Pre-trained (Image) | Language Encoder | Pre-trained (Language) | Attention (Fusion) | Fusion         | Output Mode     | Other Technology(s)                                                                 | Language Score (BLEU) | Classification Accuracy |
|--------------|---------------------|---------------------|------------------|------------------------|---------------------|----------------|----------------|--------------------------------------------------------------------------------------|------------------------|-------------------------|
| CPRD [56]    | ResNet-8            | Contrastive         | LSTM             | Pre-trained Word Embedding | Yes                 | BAN            | Classification | Classification, Knowledge Distillation                                               | 0.727                  |                         |
| MMBERT [43]  | ResNet-152          | ROCO                | Transformer      |                        | Yes                 | Multi-head attention (Transformer) | Generation Transformer | Pretraining with extra data                                                              | 0.72                  |                         |
| QCR [108]    | MEVF                | None                | LSTM             | Not mentioned          | Yes                 | BAN/SAN        | Classification | Question-Conditioned Reasoning, Type-Conditioned Reasoning                              | 0.716                  |                         |
| MMQ [25]     | MMQ                 | None                | LSTM             | Pre-trained Word Embedding | Yes                 | BAN/SAN        | Classification | Multiple Meta-model Quantifying                                                        | 0.67                   |                         |
| MEVF [64]    | MEVF                | None                | LSTM             | Not mentioned          | Yes                 | BAN/SAN        | Classification | Model-Agnostic Meta-Learning, Convolutional Denoising Auto-Encoder Question Segregation | 0.439/0.751 (0.627) |                         |
| HQS [32]     | Inception-Resnet-v2 | ImageNet            | Bi-LSTM          | Pre-trained Word Embedding | No                  | Concatenation  | Classification |                                                                                  | 0.411                  |                         |

### PathVQA

| Team/Method   | Image Encoder       | Pre-trained (Image) | Language Encoder | Pre-trained (Language) | Attention (Fusion) | Fusion         | Output Mode     | Other Technology(s)                                                                 | Language Score (BLEU) | Classification Accuracy |
|---------------|---------------------|---------------------|------------------|------------------------|---------------------|----------------|----------------|--------------------------------------------------------------------------------------|------------------------|-------------------------|
| MedFuseNet [79] | ResNet-152          | ImageNet            | LSTM             | BERT Embedding         | Yes                 | MedFuseNet    | Classification/Generation (LSTM) Classification | Image Attention, Image-Question Co-Attention Multiple Meta-model Quantifying | 0.605 (Subset)          | 0.636 (Subset)            |
| MMQ [25]      | MMQ                 | None                | LSTM             | Pre-trained Word Embedding | Yes                 | BAN/SAN        | Classification |                                                                                  | 0.488                  |                         |

### SLAKE

| Team/Method   | Image Encoder       | Pre-trained (Image) | Language Encoder | Pre-trained (Language) | Attention (Fusion) | Fusion         | Output Mode     | Other Technology(s)                                                                 | Language Score (BLEU) | Classification Accuracy |
|---------------|---------------------|---------------------|------------------|------------------------|---------------------|----------------|----------------|--------------------------------------------------------------------------------------|------------------------|-------------------------|
| CPRD [56]     | ResNet-8            | Contrastive         | LSTM             | Pre-trained Word Embedding | Yes                 | BAN            | Classification | Classification, Knowledge Distillation                                               | 0.821                  |                         |

The “*” means the approach is not proposed during the public challenge period.
Multi-modal pooling is another important technique used for fusing visual and language features. The basic practice includes concatenation, sum, and element-wise product. In the reviewed papers, direct concatenation is the most widely used fusion method (10 of 46) but shows average performance. As the outer product may be computation-cost expensive when input vectors are with high dimensionality, researchers have proposed more efficient pooling methods. Multi-modal Compact Bilinear (MCB) pooling [27] is a typical method for pooling. It aggregates visual and text features by embedding the image and text features into higher-dimensional vectors and then convolving them with multiplications in the Fourier space for efficiency. The attention mechanism can also be used in the pooling module. Regarding the multi-modal pooling family, there are some other works such as the Multi-modal Factorized High-Order (MFH) pooling [107], the Multi-modal Factorized Bilinear (MFB) pooling [106], e.t.c. The pooling with attention method is the second adopted method (8 of 46). Both the winners in VQA-Med-2018 and VQA-Med-2019 are using MFB pooling with attention solutions.

Among the 46 approaches, the QC-MLB [94] and MedFuseNet [79] are the only two works that proposed an innovative fusion algorithm. The QC-MLB uses a multi-glimpse attention mechanism to ensure that the question feature selects the proper image regions to answer. The MedFuseNet uses two attention modules: Image Attention and Image-Question Co-Attention to let the image feature and question feature interact twice. The QC-MLB and MedFuseNet all show performance improvement. However, the medical VQA research focusing on fusion schemes is still insufficient at this stage.

3.5. Answering Component

Among the 46 reviewed approaches, 33 approaches choose the classification mode for output, and 8 methods choose the generation mode. Some methods [4, 73, 12, 112, 79] use a switching strategy to adopt both classification and generation. The selection of the classification method or generation method reflects the length distribution of ground-truth answers belonging to a single phrase. The classification mode will have an advantage within a small answer space. However, it can become difficult if the answer candidates are longer and with more complex information, such as lesion descriptions.

3.6. Other Techniques

Other than research in the basic components, some task-specific strategies are also applied to improve performance. Sub-task strategy is the approach that divides the overall task into several sub-tasks and assigns branch models. In these cases, an extra task classification module is applied to select the corresponding model by a particular question category or a type of image modality. It is often used [45, 4, 112, 90, 80, 53, 3, 20] especially in VQA-Med-2019 (questions are only in four categories) and VQA-Med-2020 (questions are all in one category but in two types). The reason is that the questions have only distinct categories to be divided easily. These multiple model approaches may improve the single model effectiveness but lead to another risk that they may suffer from inappropriate model allocation due to the erroneous results from the sub-task classification module. Another problem is that these approaches cannot be generalized to other tasks if the question categories are different.

Another frequently applied technique is Global Average Pooling (5 of 46). Global Average Pooling [54] is using the average of feature maps to replace the last fully connected
layers. It is believed to produce better image representation. Other techniques include Embedding-based Topic Model, Question-Conditioned Reasoning, and Image Size encoder.

3.7. Performance Comparison

As the performance shown in Table 3, the keys of state-of-the-art approaches on each dataset are quite different. Among the VQA-Med-2018 approaches, the top team Chakri [7] is the only team that uses generative output. For the VQA-Med-2019, the key factor is the language encoder model. The BERT users significantly achieve a higher performance than the LSTM users. In VQA-Med-2020 and VQA-Med-2021, the top teams AIML [53] and SYSU-HCP [30] all removed the language encoders and adopted ensemble strategy for image encoder, as the question categories were reduced. For VQA-RAD, the top three teams all have extra pre-training on their image encoders. The above comparison shows the enhancement of the image encoder is the essential ingredient of achieving state-of-the-art performance in most medical VQA datasets.

Another finding is that over most datasets, the approaches with attention-based fusion algorithms are averagely outperforming the ones without attention. For example in VQA-Med-2019, the approaches with attention-based fusion have an average accuracy of 0.576, while the others have an average accuracy of 0.522. A similar conclusion can also be drawn for other datasets. It suggests that attention-based fusion algorithms are suitable for medical VQA datasets.

3.8. Overall Discussion

In the method survey, we reviewed 45 papers on medical VQA approaches, including 32 challenges work notes and 13 conference/journal papers. Although medical VQA research just started in 2018, there have already been various methods proposed and explored. Since the challenges only have restricted time for problem-solving, the work notes tend to make direct applications of well-verified deep learning models. They have a high proportion of using pretrained components. On the other hand, they also develop some task-oriented techniques according to the intrinsic data property. Notably, there are two teams [20, 26] observing the long-tailed distribution in their tasks and introducing the Bilateral-Branch Network (BBN) [110] to deal with the imbalanced data. Despite insufficient innovations, the challenge teams’ observations and strategies are valuable and inspiring.

The conference/journal papers explore further problem solutions. According to the 13 conference/journal papers, the current research is more focused on the image encoder than the other component, which is quite different from the general VQA research. Researchers introduce popular CV field ideas such as meta-learning and contrastive learning to enhance the image encoder. Pre-training is commonly applied in both the image encoder and the language decoder for answering. Auxiliary data is also a simple but efficient solution. Current research shows that acquiring a generalized image encoder is a high-priority and specific task in medical VQA research.

Another research topic that appeared in those technical papers is the generalizability of proposed methods. Among the 13 papers, only 5 papers are aware of showing their generalizability and evaluating their approaches on multiple datasets. And only one team [94] evaluate their approach not only on a medical VQA dataset but also on general VQA datasets. It will be a future standard that an approach should be evaluated on multiple datasets.

Interpretability is also a demand in medical AI research. Among the 13 papers, 5 papers have illustrated the model visualization with techniques such as GradCAM and attention visualization. Although the SLAKE dataset has the annotation for semantic segmentation and object bounding box, none of them use the SLAKE to evaluate their visualization.

4. Medical VQA v.s. General VQA

Medical VQA and general VQA are two approaches that harness the power of visual content to answer questions but in distinct domains and contexts. While both aim to interpret and provide meaningful responses based on visual information, they differ significantly in their applications, objective, datasets, methods, domain knowledge, and evaluation. By understanding the unique characteristics and requirements of each approach, we can gain insights into their respective contributions and impact in their respective fields. In this section, we undertake a comparative analysis of medical VQA and general VQA across various dimensions.

Application Commonly, general VQA and medical VQA have potential applications of human-computer interaction such as image interpreting and education. The difference is the general VQA can be embedded into information retrieval such as search engines and virtual assistants. Also, it has potential applications in further human-computer interaction such as navigation and robotics. Medical VQA focuses on specific areas such as clinical decision support, telemedicine, and patient empowerment. Overall, the modes of interaction can be more diverse in general VQA applications.

Objective While both medical VQA and general VQA aim to bridge the gap between visual perception and natural language understanding, they differ in their functions and the specific information they focus on. Medical VQA is designed to assist in medical diagnosis, treatment, and decision-making by leveraging visual medical data and providing accurate answers to medical-related questions. Hence, the objective of medical VQA systems is to gain ability in medical image understanding, abnormality locating, and terminology communication. On the other hand, the objective of general VQA is to enable machines to understand and respond to questions about general visual content, such as everyday images or videos. General VQA systems aim to comprehend the visual scene, recognize objects, infer relationships and attributes, and generate accurate answers in natural language.
Datasets As discussed in Sec. 2.1.9, the medical VQA datasets have a smaller quantity because of the limit of data source and high knowledge requirement for annotation. Also, most of the current medical VQA datasets are less diverse in the question category. Besides, each dataset is designed with specific objectives in mind, which can vary depending on the dataset’s focus and intended applications. The general VQA datasets have already focused on specific problems such as answer balance, while most of the medical VQA datasets are at the stage of expanding topics and application scenes.

Method The development of methods has been hindered by the complexity of the dataset. General VQA methods have expanded to encompass various topics, such as multi-task learning, logical reasoning, and interaction with the environment. In the general domain, the research on image and language understanding has primarily been undertaken by the upstream community, namely computer vision and NLP. General methods often rely on universal pre-trained models from the upstream community, with a primary focus on multi-modal fusion and reasoning. Conversely, the medical community lacks such universal resources, resulting in medical VQA works placing less emphasis on fusion algorithms and instead prioritizing image encoder pre-training as discussed in Sec. 3.8.

Domain knowledge In general VQA, domain knowledge is instrumental in designing effective models and algorithms. For example, different strategies may be needed for object recognition, scene understanding, or reasoning about relationships between objects in images. In the case of medical VQA, domain knowledge is crucial for understanding the specific medical concepts, terminology, and context involved in the questions and images. Understanding the unique characteristics and challenges of medical imaging data, such as different modalities (e.g., X-ray, MRI), image quality variations, and anatomical complexities, is essential for developing robust and accurate medical VQA systems. It is challenging to integrate medical domain knowledge into medical VQA design.

Evaluation Due to the critical nature of medical information, medical VQA systems are expected to provide highly accurate and reliable answers. Evaluation metrics for Medical VQA might emphasize medical relevance, precision, and recall, considering the importance of accurate medical information. General VQA systems may prioritize a wider range of plausible answers rather than strictly aiming for accuracy. General VQA evaluation metrics may prioritize overall answer correctness, language understanding, and image understanding. Especially, medical datasets are naturally imbalanced distribution and long-tail distribution. Traditional metrics may not fully capture the performance and provide misleading results. The medical VQA can introduce metrics such as Average Precision (AP) for bias problems, while the general VQA pursues balanced distribution.

5. Challenge and Future Works

After reviewing medical VQA datasets and approaches, we identify some existing problems. Compared to the general domain VQA, the specific requirement and practical implementation scene also lead to unique and new challenges. Besides, the works on general-domain VQA provide some inspiration for future research direction.

5.1. Question Diversity

Question diversity is one of the most significant challenges of medical VQA. The VQA-RAD [48] investigates the natural questions in clinical conversation. The questions can be categorized into modality, plane, organ system, abnormality, object/condition presence, positional reasoning, color, size, attribute other, counting, and other. In other datasets such as VQA-Med-2019 [14] and PathVQA [35], the question categories tend to be less diverse than the VQA-RAD dataset. In the RadVisDial [46], VQA-Med-2020 [13], and VQA-Med-2021 [15], the question category is reduced to the abnormality presence only. However, most questions about an abnormality in existing datasets are about presence without further inquiry, like the location of tumors or tumor size. Therefore, questions remain to be added to diversify the medical VQA dataset.

To create better medical VQA and benefit clinical workflow integration, future research should be conducted about identifying the useful question categories in practical requirements. For example, the imaging modality and examined organ are totally not required because they are already in the study record information. This kind of information may be delivered to the end users outside the VQA system. First, the data source can be expanded. The synthesized QA pairs in current medical VQA datasets are usually created from image captions and medical reports. However, the information in captions and reports is restricted to specific topics. Therefore, more data sources, such as the textbook, should be considered to provide more textural corpus. Second, collecting real-world clinical conversations, especially with patients, will help researchers better understand the practical requirements. Third, the restriction that the question must be relevant to the image content should be broken. However, in a realistic clinical scene, the conversation content often exceeds the presented image content, for example, explaining the future risks of the abnormality or predicting disease progression. Overall, the question diversity is an essential consideration in dataset design to empower medical VQA with comprehensive coverage, real-world relevance, and user engagement.

Besides dataset design, question diversity raises a challenge in method development. To answer the diverse questions, the medical VQA systems require various reasoning abilities. For example, as a sample shown in Table 2, to answer question “What is the function of the rightmost organ in this picture?”, the model should understand the region described, identify the organ in the region of interest, and finally answer the function of the organ. Besides the basic
image and language understanding, medical domain knowledge is a critical ability required, which includes knowledge of anatomical structures, medical procedures, diseases, medical imaging modalities, treatment options, and clinical practices. More specially, for the question categories in Table 1, Modality, Plane need knowledge about radiology examination; Organ, System, Abnormality, Object/Condition Presence need knowledge about human anatomy and medicine; Positional Reasoning, Color, Size, Attribute Other, Counting need general knowledge and reasoning; Knowledge Graph need to combine the upon knowledge with the knowledge triplets given in dataset. Therefore, to address question categories correspondingly, the future medical VQA should be equipped with computer-aid diagnosis, general language understanding, reasoning, knowledge integration, and contextual understanding.

Finally, the evaluation of the model performance should also consider the question of diversity. The imbalanced question category distribution can provide misleading results under overall evaluation. To mitigate the impact of imbalanced data on overall evaluation, it is important to consider specialized evaluation strategies. This can involve using category-specific metrics or weighted overall metrics. Furthermore, incorporating language-based evaluation metrics will be a challenge with the presence of verbose answers. Both the correctness of the answers and the quality of the language used should be evaluated to encourage a more comprehensive medical VQA system.

5.2. Integrating the Extra Medical Information

Another challenge for the medical VQA is to integrate the extra information into the inference procedure. For example, Kovaleva et al. found that incorporating the medical history of the patient leads to better performance in answering questions [46].

5.2.1. EHR

An electronic health record (EHR) contains a patient’s medical history, diagnoses, medications, treatment plans, etc. In the medical AI domain, the EHR has been proven useful for disease prediction [81]. Hence it should also be helpful in medical VQA. To support the research of EHR in medical VQA, a new dataset containing the original EHR or synthetical EHR is required. Furthermore, the VQA model should also be modified because the EHR contains a lot of metric variables that should be treated as numbers other than natural language. As far as we know, no previous research has investigated combining EHR and computer vision. Using numeric variables as VQA input and the corresponding fusion algorithm also has not been researched. Therefore encoding EHR in VQA is meaningful and worth studying.

5.2.2. Multiple Images

In the medical scene, especially radiology, it is general that the study is based on multiple images other than a single image. Multiple images can contain different scan planes and sequential slices to support the decision-making of medical professionals. For example, in MIMIC-CXR [39], a radiology report is often associated with two images of postero-anterior view and lateral view. However, in RadVisDial [46], the authors keep only the postero-anterior view, although the abandoned images are also informative. The reason may be that the common VQA or VisDial models only support single-image input. Therefore, the VQA datasets with multiple input images are required to support the model research. Future research should also be devoted to developing the VQA model by taking multiple images as input.

5.3. Interpretability and Reliability

Interpretability is a long-standing problem of deep learning. As the VQA models are commonly based on deep learning methods, the medical VQA has to deal with interpretability. To the medical VQA system, interpretability determines the reliability of the predicted answer, and it is more important than that in the general domain because the wrong decision may lead to catastrophic consequences. The general-domain VQA researchers have addressed this problem and investigated several directions to evaluate the inference ability of a model.

5.3.1. Unimodal Bias of VQA Models

In the VQA field, the unimodal bias means that the model may answer the question based on statistical regularities from one modality without considering the other modality. Particularly, the bias to language input is also called language prior. The researchers have noticed bias since the first VQA dataset was proposed. They tested the question-only model “LSTM Q”, which has only a slightly lower performance compared with the standard model “LSTM Q+I” [10] and indicates the language prior. To better measure the effect of language prior problem of VQA models, Agrawal et al. presented new splits of the VQA v1 and VQA v2 datasets with changing priors (respectively VQA-CP v1 and VQA-CP v2). They also proposed a Grounded Visual Question Answering model (GVQA) to prevent the model from “cheating” by primarily relying on priors [2]. Alternatively, Ramakrishnan et al. proposed a novel regularization scheme that poses training as an adversarial game between the VQA model and a question-only model to discourage the VQA model from capturing language biases [72]. Cadene et al. proposed the RUBi to reduce biases in VQA models. It minimizes the importance of the most biased examples and implicitly forces the VQA model to use the two input modalities instead of relying on statistical regularities between the question and the answer [19].

The unimodal bias in general-domain VQA has been discussed in many aspects, such as benchmark and training schemes. These provide a good starting point for further work in medical VQA. Benchmarks similar to VQA-CP are required to investigate the unimodal bias problem of models. As the quantity of medical VQA datasets is not so large as general-domain VQA datasets, the solution for unimodal bias also needs research.
5.3.2. External Knowledge

In VQA research, external knowledge means the model may need to incorporate an external knowledge base to infer the answer besides the image and the question representation. In general-domain VQA, an “adult-level common sense” is required to support the cognition and inference in question answering [100]. Wang et al. proposed an approach named “Ahab” to provide explicit knowledge-base reasoning [95]. They also provide a dataset KB-VQA and a protocol to evaluate the knowledge-based methods. Furthermore, Wang et al. proposed the FVQA dataset providing a supporting fact that is critical for answering each visual question [96]. On the other hand, to test the VQA methods’ ability to retrieve relevant facts without a structured knowledge base, Marino et al. proposed the OK-VQA dataset, including only questions that require external knowledge resources. They also proposed a knowledge-based baseline named “ArticleNet”, which retrieved some articles from Wikipedia for each question image pair and then trained a network to find the answer in the retrieved articles.

The challenge in medical VQA is that the knowledge requirement is much higher than “adult-level common sense”. The future research includes identifying questions that require external knowledge, exploiting the existing medical knowledge base such as [63], and building a medical VQA dataset with a structured or unstructured knowledge base. There are also additional studies required to determine whether the medical knowledge-based VQA needs specific approaches.

Moreover, external knowledge can also expand the function of medical VQA in clinic workflow. In the practical environment, the questions from the patient can start from image findings and move further to topics like possible disease, potential risk, and disease control. To answer the questions of those topics, an external knowledge base is required. A medical VQA system equipped with external knowledge will have a strong topic capability and become a powerful tool in clinic workflow.

5.3.3. Evidence Verification

Evidence verification is a common method to verify model interpretability. In the medical domain, illustrating evidence of the abnormality will gain the trust of medical professionals and patients. A typical method to collect model evidence is through visualization, such as feature attribution or saliency map. In terms of the multi-modal models with attention mechanism, an attention map can be visualized to show the image regions that lead to the answer [104]. By comparing the attention map with annotated human visual attention, the researchers can verify whether the VQA methods use the correct evidence to get the answer. In general-domain VQA, Das et al. proposed the VQA-HAT dataset containing annotated human visual attention to evaluate the attention maps both qualitatively (via visualizations) and quantitatively (via rank-order correlation) [23]. To extend the verification to textual evidence, Park et al. proposed the VQA-X dataset containing human-annotated both textual explanations and visual explanations [68]. To address text-based question-answer pairs in the VQA task, Wang et al. proposed the EST-VQA dataset annotating the bounding boxes of correct text clues [98]. Alternatively, Jiang et al. proposed the IQVA dataset annotating the eye-tracking data as human visual attention [38].

Although those studies have established a complete scheme, including the annotated evidence, reasoning model, and evaluation metrics, several problems are to be explored when applying evidence verification in medical VQA. First, the previous studies showed different annotation modes such as bounding box and eye-tracking. It is unknown what is the most suitable mode for medical VQA. For some question categories, such as the modality, the answer evidence can be hard to explain with a certain region and may need a text-based explanation. Second, manual annotation for a medical task is expensive because it requires the professional skill of radiologists. In this situation, the existing medical multi-task datasets such as [89] can be beneficial by providing comprehensive knowledge of medical terms. Therefore, the evidence verification approaches for medical VQA will need to consider generating a text-based explanation and utilizing the existing annotated medical datasets.

5.3.4. Summarization

These three directions examine the different reasoning procedures of VQA models and provide performance evaluation methods. The VQA models have to look into the image, learn the extra knowledge, and find the correct evidence to pass the “exams”. To our best knowledge, there are only a few works considering interpretability in medical VQA, such as the SLAKE providing lesion annotation and the CPRD, MedFuseNet providing visualization. However, there is no work really performing quantified measurement of interpretability. Some currently feasible ways include giving the attribution of images against problems and using the SLAKE dataset to calculate the overlapping rate between saliency maps and the annotations. It remains to be done building more quantified benchmarks to evaluate medical VQA interpretability.

If the medical VQA system can be verified with its inference ability, it will become a more convincing and reliable tool. It is also helpful to present the knowledge and evidence used in inference explicitly. Hence the evaluation of inference ability should be regarded as a more important benchmark than the answer accuracy. Hopefully, the medical VQA will answer the question “why” in the nearest future.

5.4. Generalizability

Generalizability is a universal topic in medical AI research and an inevitable issue for applications running in practical scenarios. The cause of the Generalizability problem is the practical input can be out of the distribution (OOD) of the training data. The factors can be various, such as the patient race and imaging devices. The gap between different data distributions is named domain shift. For downstream tasks like VQA, the generalizability problem is two-fold and more comprehensive. Firstly, as discussed
in Sec. 3, the VQA models usually consist of several sub-models which may have a pre-trained weight. At this stage, a domain shift between pre-train data and current training data is introduced. Secondly, after a VQA model is developed and deployed, there will be a domain shift between training data and practical data, which is usually evaluated by cross-dataset validation.

Among the reviewed methods, several approaches have considered the domain shift in sub-model pre-training and acquiring medical pre-trained models as image encoders [56]. However, there is no study considering the potential domain shift in language encoders. Also, the domain shift crossing medical VQA datasets has not yet been considered and studied. With the growing number of medical VQA datasets works, there has been sufficient material for transferring learning studies such as domain adaptation and domain generalization. Measuring and improving model generalizability will be a feasible and meaningful research topic.

5.5. Large Language Models

Large Language Models (LLMs) are highly complex artificial intelligence systems that have the capability to learn from the vast amounts of available text data [71]. Discriminative LLMs (e.g., BERT) have been well-studied for answering questions in a classification manner. However, the generative capability of LLMs enables them to answer diverse questions more flexibly and effectively with human-like responses. Generative LLMs have already started to show their potential and remarkable results in the field of the medical domain, where models like Open AI’s GPT-3 [17], GPT-4 [18] have successfully passed a part of the US medical licensing exam [65]. Thus, it is interesting to explore the potential approaches of how these LLMs could be of aid in the task of VQA. As the task of medical VQA involves understanding the spatial relationships in a medical image, it is challenging for LLMs that have been primarily trained on text data. However, LLMs have the potential to be integrated into improving the QA capability of a model. Below we describe certain directions of how LLMs could be beneficial to the task of medical VQA.

As a straightforward way, LLMs can be used to process the questions and generate responses based on the extracted features from the images provided by an image-based model. For example in the recent ChatCAD framework [97], the authors converted the outputs provided by different image-based models (classification, segmentation) into textual information and provided it to ChatGPT [78] for refinement and understanding. Then, follow-up queries were asked by the authors about the disease condition of the patient and ChatGPT provided comprehensive answers by combining the given outputs from the image-based models and its learned knowledge from the huge corpus of data. Another recent framework Prophet [103] improved the answer generation capability of a trained VQA model by encoding answer heuristics generated by the VQA model into a prompt for GPT-3 to better comprehend the task thus making better use of the potential of GPT-3. Prophet framework was able to achieve a new state-of-the-art performance on two challenging knowledge-based VQA datasets. Some works [66] have also employed LLMs to improve the interpretability of the existing image-based models by generating specific attributes that could be analyzed in an image. In addition to the above directions, LLMs can also adapt to multiple modalities, such as patient history, demographics, lab results, etc. which if combined with the current medical VQA models could lead to a more comprehensive analysis and better answering of the related questions.

Although LLMs have a huge potential to be integrated into the task of medical VQA, there are some associated potential pitfalls. First, although LLMs are trained on vast amounts of text corpus data, they might not possess the same domain-specific knowledge expertise as medical professionals in specific domains. Second, LLMs have learned biases or misinformation inherently present in their training data, which could lead to incorrect conclusions. Third, LLMs are not able to express uncertainty for their answers, and thus LLMs could confidently generate incorrect responses or hallucinations [65], which could be fatal in medical decision-making. So, careful attention and high-level collaboration are required to mitigate the above issues. Specifically, involving medical experts in the framework development and fine-tuning process can help to tailor the model responses corresponding to specific medical domains. Moreover, diverse, accurate, and representative real-world medical training data could help to minimize the above biases and generate factually correct responses.

5.6. Integration in Medical Workflow

The community has a long history of trying to integrate AI decision-supporting systems into the clinical flow. Integrating the medical VQA system into clinical practice will provide efficient communication and serve as an effective assistant. Hekler et al. found that the combination of human and artificial intelligence can achieve superior results over the independent results of both of these systems in skin cancer classification [36]. Furthermore, Tschantl et al. found that physicians with AI-based support outperformed either AI or physicians. Meanwhile, the least experienced clinicians gain the most from AI-based support [88]. Tschantl et al. also experimented with the accuracy improvements of human-computer collaboration in skin cancer recognition and found multiclass probabilities outperformed either content-based image retrieval (CBIR) or malignancy probability in the mobile technology [88]. These findings indicate that many factors must be considered in developing successful outcomes for medical AI-supporting system integration, such as clinicians’ cognitive style, cognitive error, personality, experience, and acceptance of AI.

Moreover, most AI decision support systems used in the clinical setting are good at addressing prepared questions only. In contrast, the advantage of medical VQA is that it understands free-form questions and provides real-time communication. To address this advantage, the workflow
can remove redundant querying and get simplified. For example, the presence of abnormality may be always asked, and it can be given before the QA session. Hence, selecting useful question categories and keeping online learning may help to maintain a functional question database. The ultimate goal of a medical VQA system is answering open-ended questions (what, which, etc.). This goal will introduce more complexity and uncontrolled factors under the “human-in-the-loop” hypothesis. For example, the medical VQA system may need to resolve a dispute when its opinion is different from the clinician’s. Hence, the training corpus may also prepare for a negotiation. More efforts and studies need to be conducted in this field for a successful deployment of medical VQA into the clinical pipeline. Improving workflow efficiency and service quality is also required to study multiple aspects, such as time spent, collaborative answer accuracy, and user satisfaction.

6. Conclusion
This article presented a survey of the datasets and approaches of medical VQA. We collect information about 8 medical VQA datasets and 45 papers describing medical VQA approaches. We conduct a comprehensive discussion on dataset creation, approach framework, approach components, and corresponding techniques. In addition to the descriptive review, we identified some challenges worth exploring in future research. The medical VQA system mainly faces the following four challenges: first, how to get the system answers a range of more comprehensive question categories; second, how to combine medical features with the task; third, how to verify the evidence of an answer to make it more convincing; forth, how to make the system not bias to any modality; finally, how to maximize the benefit of the medical VQA in the workflow. For future work, we propose the following directions. To investigate potential implementation in a real-world scene is necessary. Furthermore, we should pay attention to the conversation between medical professionals and non-professionals. The advantage of VQA is to understand natural language questions and help non-professionals. We should also introduce meaningful ideas in the general domain, such as evidence verification, bias analysis, external knowledge database, etc. These will help us build a practicable and convincing medical VQA system toward medical AI’s ultimate goal.
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