k-MS: A novel clustering algorithm based on morphological reconstruction
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A B S T R A C T

This work proposes a clusterization algorithm called k-Morphological Sets (k-MS), based on morphological reconstruction and heuristics. k-MS is faster than the CPU-parallel k-Means in worst case scenarios and produces enhanced visualizations of the dataset as well as very distinct clusterizations. It is also faster than similar clusterization methods that are sensitive to density and shapes such as Mitosis and TRICLUST. In addition, k-MS is deterministic and has an intrinsic sense of maximal clusters that can be created for a given input sample and input parameters, differing from k-Means and other clusterization algorithms. In other words, given a constant k, a structuring element and a dataset, k-MS produces k or less clusters without using random/pseudo-random functions. Finally, the proposed algorithm also provides a straightforward means for removing noise from images or datasets in general.

1. Introduction

The clusterization or clustering problem can be informally defined as the problem of separating data objects into groups. Objects that are in the same cluster are in general more similar to each other rather than when compared to objects in different clusters. This definition assumes that there is some quality measure responsible for accounting similarity or dissimilarity between objects. Spatial proximity with respect to a given distance can be a possible similarity measure. In summary, clusterization is the problem of aggregating data in different clusters such that the per cluster similarity function is optimized [1].

k-Means is a well known and commonly applied algorithm for solving the clusterization problem. At the very first step, k-Means randomly or pseudo-randomly chooses k points that are defined as the means of each cluster. Each instance is then associated with the nearest one of the generated k points. At each iteration, the position of each point is updated according to the central or mean position of each cluster, and the instances are then reassigned to their nearest cluster. This process is repeated until the algorithm converges, given a predefined threshold [2].

The quality of the solution provided by k-Means is closely associated to the initialization step, i.e., the initial locations of the k points. Thus, in some cases, it is better to perform several initializations of the k-Means with different positions for the k points on each start, and select the best solution. Some works aim to do exactly this, i.e., they improve the quality of the final solution while reducing the processing time required for running the algorithm several times with different initialization conditions [3]. Furthermore, Likas et al. [4] also highlight that the k-Means performance relies heavily on the initial conditions.

The objective of this work is to propose a new clustering algorithm that uses principles of mathematical morphology and borrows some fundamental characteristics of k-Means, such as the use of the k variable and the use of a similarity metric. The algorithm proposed in this work produces interesting clustering results as well as a straightforward way of removing noise from datasets. The clusterizations are driven by the input k variable, which denotes the maximum number of clusters, as well as by the structuring element. The fact of being able to use different structuring element enables a wealth of possible clusterizations for a single value of k. Furthermore, the proposed method can be easily parallelized. For this reason, we explore and extensively compare the performance of parallel and sequential approaches, using GPU and CPU.

The work is organized as follows. In Section 2, we perform a literature review with regards to mathematical morphology, focusing on morphological reconstructions, which is the foundation of the proposed technique. Furthermore, we address some recent works that perform clusterizations with the intent of recognizing shapes and cluster density. However, these works do not employ mathematical
morphology, which is more extensively addressed and discussed in Section 2.2. Section 3 describes the proposed methodology, where CPU and GPU approaches are explored and their behavior analyzed. We also perform a complexity analysis of the proposed algorithm. In Section 4, we perform several experiments that compare the quality and time performance of k-MS. Finally, Section 5 contains the conclusions of this work, summarizes the features of the proposed algorithm and discusses potential applications.

2. Literature review

Given a dataset \( X = \{x_1, ..., x_l\} \), containing \( L \) instances, where \( x_i \in \mathbb{R}^p \), \( 0 < i < L \in \mathbb{N} \), the common clustering problem consists of partitioning \( X \) into \( k \) disjoint subsets or clusters \((C_1, ..., C_k)\) such that a cluster criterion is optimized. The most widely used clustering criterion is the sum of the squared Euclidean distances between each instance \( x_i \) and its centroid \( u_m \) (cluster center) in regards to the subset that contains \( x_i \) [4]. This clustering error is defined in Eq. (1):

\[
E(C_1, ..., C_k) = \sum_{l=1}^{L} \sum_{m=1}^{k} || I(x_i \in C_m) x_i - u_m ||
\]

where \( I(Y) = 1 \) if \( Y \) is true or \( I(Y) = 0 \), otherwise [4], and \( || \) represents the distance norm.

Clustering techniques are applied in a broad range of areas such as in (1) knowledge discovery, e.g., to separate instances that have common characteristics in different categories [2,5,6], in (2) image processing, analysis, pattern recognition and image segmentation, to categorize types of tumours, diseases and abnormalities [7,8] or to infer the content of images [9,10], in (3) adaptive controllers for games [11], where the controller changes shape and adapts in real time according to the input of the user, in (4) robotics [12] for navigation, and in many other instances.

Although k-Means is robust and simple, it does not consider the morphological aspects of the data, which may be very important in some cases such as in image processing. In other words, k-Means is not able to exploit shape and density information. On the contrary, the proposed algorithm overcomes these limitations by using morphological reconstructions, which are sensitive to cluster density and to the morphology itself. In this research, we propose and extend a morphological reconstruction algorithm to include the input parameter \( k \).

2.1. Mathematical morphology

Mathematical Morphology (MM) usually studies the geometrical structures present in images through mathematics [13]. Its main principle is extracting information related to the geometry and topology of subsets using structuring elements [14]. The structuring element is often defined as a set of elements representing pixels or voxels. Dilation and erosion, which use the input image and a structuring element, are the two principal operations in MM. A binary dilation of an image \( A \) by a structuring element \( B \) is given by Eq. (2):

\[
dil^p(A) = \bigcup_{b \in B} A_b
\]

where \( A_b \) represents the elements of \( A \) translated by \( b \), and \( b \) represents the elements of set \( B \). That is, let us suppose \( A = \{(1, 0), (0, 0), (2, 2), (3, 2)\} \) and \( b = (1, 1) \), then \( A \) translated by \( b \) is equal to \( A_b = \{(2, 1), (1, 1), (3, 3), (4, 3)\} \). In other words, the dilation operation is the union of \( A_b \) for every element \( b \) in \( B \). Each element in both sets \( A \) and \( B \) represents the position of a pixel (black or white pixels, according to the adopted convention). Fig. 1 illustrates a dilation of image \( A \) by a structuring element \( B = \{(0, 0), (0, 1), (0, -1), (1, 0), (-1, 0)\} \). As a remark, erosion is the opposite of dilation, it erases pixels of the image instead of growing them. However, we do not cover erosion in this work since it is not directly related to our approach.

From an implementation viewpoint, the structuring element is displaced over the input image \( A \), where the center of the structuring element corresponds to the iterated pixel in image \( A \). At every possible pixel of \( A \), the corresponding pixels with regards to the structuring element (highlighted in red) are painted in \( A \) if any intersection with the red structuring element occurs, as illustrated in Fig. 2.

It is also possible to perform dilations in grey scale images [15]. In this case, the structuring functions return the value of the pixel for each element of the structuring element. That is, \( v(r) \) returns a natural number for each element \( b \) in the structuring element \( B \) or \( a \) in the image \( A \). The grey scale dilation of a single element \( a \) in the image \( A \) by a structuring element \( B \) is then given by Eq. (3):

\[
dil^q(a) = \text{sup}_{b \in B}(v(a) + v(b))
\]

where \( \text{sup} \) represents the supremum, \( a_b \) represents the element \( a \) translated by \( b \), \( v(a_b) \) the grey level of the element \( a_b \) in \( A \), and \( v(b) \) the grey level of the element \( b \) in \( B \).

From an implementation perspective, the grey scale dilation translates the structuring element over \( A \) and computes the sum of the neighbouring pixel values (\( a \)'s and \( b \)'s) at each possible position. At every possible position \( a \) in \( A \), the elements are summed and the supremum of these elements is placed at the iterated pixel of \( A \). Fig. 3 shows a grey scale dilation obtained with a circular structuring element (also called ring).

Morphological reconstructions adopt the dilation operation previously described and a mask, which can also be a binary image [16]. The mask operation discards the elements of \( A \) that are marked false in the mask. In other words, if repeatedly applied, it limits the dilation to a certain boundary. Given seed points in the image and a mask, we can dilate these points until the image reaches idempotence. Idempotence is defined as applying a function to data twice without changing the result. That is, in our case, idempotence is reached when \( A = \text{dil}(A) \cap M \), where \( M \) is the mask and \( A \) is the input image [17].
Let the lines illustrated in Fig. 4-(a) represent the mask and the points $c_1$, $c_2$ and $c_3$ illustrate the seed points we wish to dilate. After reaching idempotence, the image would look like Fig. 4-(b).

We define the morphological reconstruction using a mask $M$ as $R_d^ Q(A)$ in Eq. (4),

$$R_d^ Q(A) = h_Q$$

where

$$h_{q+1} = dM(h_q) \cap M$$

$$h_0 = A$$

and $q$ stands for the current iteration until idempotence at iteration $Q$, i.e., until $h_Q \neq h_{Q-1}$.

As it can be seen, the binary morphological reconstruction itself is not a clustering algorithm. Instead, it just spreads the pixels. The spreading is limited by the mask $M$ and terminates when idempotence is reached. The final result is a binary image, as shown in Fig. 4-(b). However, if we apply the same reconstruction process using a proper structuring element and grey scale images, where each pixel of the grey scale image apart from the background has a unique value, then we start to obtain clusters. In this case, each drawing in Fig. 4-(b) would be represented in a different grey color, that is, they are associated to a unique grey level or index, such as in Fig. 5.

The problem with grey scale morphological reconstructions is that there is no $k$ variable. That is, we cannot limit the amount of clusters we wish to create with a simple morphological reconstruction. Thus, this work specifically proposes an algorithm that fills this gap, i.e., it continuously considers the clusterization result obtained with reconstruction and limits the number of clusters to a maximum of $k$. Moreover, an efficient way of clusters communication, i.e., joining together, is introduced, which is not envisaged in traditional reconstruction. To the best of our knowledge, no work has previously attempted to create a clusterization algorithm using morphological reconstructions and a variable $k$, neither on CPU nor GPU.

2.2. Related works

Karypis et al. [18] proposed a clustering algorithm called Chameleon that is capable of indirectly detecting morphology in datasets. However, their algorithm is not based in mathematical morphology itself. Instead, it consists of two phases. In the first phase it uses graph-partitioning to cluster the dataset in relatively small sub-clusters, while in the second phase, it uses an algorithm to find the genuine clusters by repeatedly combining these sub-clusters.

The Chameleon algorithm is categorized as a hierarchical clustering algorithm, which seeks to build an hierarchy of clusters. It can also be categorized as agglomerative instead of divisive because clusters start small and are aggregated to form bigger clusters as time advances, rather than the opposite, i.e., starting with large clusters and dividing them in time.

It is clear that Chameleon algorithm is based on graph operations, which are very different from mathematical morphology. Although their algorithm is able to indirectly detect morphology and shapes, it lacks the richness of configurations that are enabled through the proposed technique. In fact, with k-MS we are able to not only change the $k$ variable, but also the structuring element as well, which alters the fashion in which the clusters propagate. Besides, it is possible to perform pre-processing, such as dilations and erosions or combinations of them, before and after clustering the images. The combination of these aspects makes k-MS very robust and unique.

Liu et al. [19] proposed a clustering algorithm called TRICLUST, which is based on the Delaunay triangulation. Their methodology is substantially different from the mathematical morphology approach proposed in this work. Furthermore, Liu et al. [20] also propose a clustering algorithm that is similar to the previously described approaches, and hence very different in regards to morphological reconstruction. The authors evaluate how well cluster prototypes are separated and form clusters using a separation measure.

Finally, Yousi et al. [21] proposed a clustering algorithm, called Mitosis. This approach also bears similarities to previous works. In this case, Mitosis uses distance relatedness patterns as a measure to identify clusters of different densities. The authors point out some issues of the Chameleon algorithm such as the slow speed of the algorithm and the difficulty in tuning its parameters. These four works are probably the most similar ones in the literature.

In this contribution, these state-of-the-art algorithms are compared and analysed in Section 4. However, we can argue in advance that none of them and, to the extent of our knowledge, no clustering algorithm [22–26] has the said intrinsic property of the maximum number of clusters that can be found given a certain $k$. Moreover, no other algorithm considers the use of mathematical morphology theory to exploit shape and density information. k-MS is much simpler than the previously described techniques, and in fact, it can be described in a few lines of pseudo-code.

In addition, previous works do not provide sufficient comparisons in terms of run times in the context of a large number of instances. In Yousi et al. [21] and D. Liu et al. [19] a time analysis is given, where they consider a moderate number of instances. However, these analyses do not provide sufficient insight in terms of algorithmic performance. Most of the works provide a complexity analysis of their algorithms, but complexity is not always a fair indicator of speed, as exemplified in Sections 3.1 and 4.3.
3. Proposed methodology

At first, the input dataset to be clustered must be discretized in order to be processed by the proposed algorithm. The discretization can be done in several distinct ways. One of the ways to perform the required conversion would be to linearly transform the data. Given a dataset \( D \) with \( L \) instances, such that \( D = \{(j_i, i), \ldots, (j_i, i)\}, D \subset \mathbb{R}^2 \), we wish to perform a conversion of this data to a boolean matrix. The \( T \) matrix in Eq. (9) stands for a possible boolean matrix such that \( f_i(i). f_j(j) \in \mathbb{Z}^2 \), where the element at position \( f_i(i). f_j(j) \) in the matrix is equal to 1 \((T_{f_i(i), f_j(j)} = 1) \) if \((j, i) \in D \) or is equal to 0 otherwise.

The \( f_i(i) \) and \( f_j(j) \) represent functions to convert the real attribute values \( i \) and \( j \) of the instances to natural numbers \( f_i(i). f_j(j) \), where both represent the \( y \) and \( x \) axes of a 2D matrix. The discretization can be done using a simple linear function aggregated to a rounding function such as the ones shown in Eqs. (7) and (8), where \( \min \) and \( \sup \) represent the minimum \( i \) and \( j \), respectively, and \( y \) represents a precision factor. For instance, if \( i \) equals 32.4, then it may be better to multiply that value by 10 to avoid loss of data, in which case \( y \) would be equal to 10. The value 0 can be seen as the image background, and the result is a boolean matrix.

\[
\begin{align*}
  f_i(i) &= \text{round}(y \times (i - \min_i)) \quad (7) \\
  f_j(j) &= \text{round}(y \times (j - \min_j)) \quad (8) \\
  T_{f_i(i), f_j(j)} &= \begin{cases} 
  1 & \text{if } (j, i) \in D \\
  0 & \text{otherwise}
  \end{cases} \quad (9)
\end{align*}
\]

From the boolean matrix, we then compute another matrix \( G \) given by Eq. (10), which is an essential part of the approach. The \( w \) variable stands for the width of \( G \) and \( T \), which are of the same size. In other words, \( G \) is a grey scale matrix, where each element has a unique index, expressed in terms of the \( x \) and \( y \) coordinates, just as in the morphological reconstruction addressed in the previous section. The constant \( S \) stands for a value that represents the background (it can set to 0 or any other value as long as \( \bar{w} + \bar{J} \neq \bar{S} \) for all possible \( \bar{I} \) and \( \bar{J} \)). For convenience, we define that \( \bar{I} = f_i(i) \) as well as \( \bar{J} = f_j(j) \).

\[
G_{\bar{I}, \bar{J}} = \begin{cases} 
  \bar{w} + \bar{J}, & \text{if } T_{\bar{I}, \bar{J}} = 1 \\
  \bar{S}, & \text{otherwise}
  \end{cases} \quad (10)
\]

Thus, we now have two matrices \( T \) and \( G \). \( T \) is a boolean matrix, containing 0 s or 1 s, where 0 s represent the background and 1 s represent the instances. \( G \), on the other hand, is a matrix that contains a unique natural number on every position of matrix \( T \) that contains the value 1. We represent the discretization as well as the algorithm in 2 dimensions and experiment the clusterization proposal using images. However, the idea can be generalized to any number of dimensions in a straightforward fashion.

Once a matrix like \( G \) has been built, we start to cluster the data based on its values. An operation similar to a reconstruction \( R_B^G(G) \) is applied, where the mask \( M \) is equal to \( T \). For the experiments in this work, we have used a grey scale structuring element that is equal to \( B \), shown in Fig. 6, where all the values are 0 (including the central element marked with \( \times \)) and the total size is 1 with respect to the center, regarding the \( \sup \) metric. However, the size of the structuring element can be changed as desired, which leads to distinct types of clusterizations. In fact, the shape of the structuring element can be changed as long as it contains all directions (e.g., left, right, up and down for the case of 2 dimensions). If this is not the case, the algorithm may not reach idempotence and subsequently it may not converge.

A structuring element with value 0 implies that the dilation spreads the biggest values through some parts of matrix \( G \) (limited by mask \( M \)), biased by the size and shape of the structuring element. Therefore, after the reconstruction, we obtain a clustered matrix such as in the process illustrated in Fig. 7, where the image or matrix is being dilated by a structuring element similar to Fig. 2, with zeros as values. In Fig. 7-(a), we have a possible matrix \( G \) with grey values \{1, 2, 8, 9, 12, 14, 17, 18\} (which are also the indexes of the pixels), and all the other pixels are set to \( \bar{S} \) (which are not being shown in the figure). Fig. 7-(a)–(d) illustrate the morphological reconstruction as time advances. In Fig. 7-(d), we have two clusters after a total of 4 iterations.
iterations (a to d) and the idempotence has been reached.

As previously addressed, this morphological reconstruction does not separate the data in a prescribed number of clusters. Instead, the algorithm separates the data by “connected” instances based on the size and shape of the structuring element. Therefore, we introduce an internal variable $\delta$, which is responsible for increasing the size of the structuring element $B$. That is, in the beginning of the clusterization, the size of $\delta$ would be minimum, as depicted in Fig. 8-(a). With a structuring element of this size, the algorithm reaches idempotence. Therefore, we gradually increase the size of the structuring element until it reaches the remaining grey instances at the bottom of the matrix in image (b). At each increment of $\delta$, the algorithm checks for the condition of idempotence, and if it is still idempotent, it increments $\delta$. Otherwise, the algorithm resets $\delta$ to the minimum, such as shown in (c). At this moment, the grey level value of the instances at the bottom reaches the upper instances making them belong to the same cluster, as shown in (d). Fig. 8 depicts a hypothetical situation where $k=1$, i.e., just one cluster is desired.

Algorithm 1 shows a high-level overview of the proposed algorithm, where $\delta$ is a factor that multiplies the size of the structuring element $B$. In the beginning of the algorithm, the $\delta$ variable is set to 1. A morphological reconstruction operation is then performed on the image $G$ (see Eq. (10)), using the structuring element $B$, while respecting the mask $T$. The reconstruction consists of dilating the image and applying the mask until idempotence has been reached, as exemplified in Section 2.1 and also in Fig. 7.

Algorithm 1. High-level k-Morphological Sets algorithm.

Data: $G$ is the grey scale matrix built in Equation 10, $T$ is the mask obtained from Equation 9, $B$ the structuring element, $k$ is the desired maximal number of clusters to be created and $R$ the reconstruction function

\begin{algorithm}
\begin{algorithmic}[1]
\State $\delta \leftarrow 1$;
\State Perform reconstruction $R_T^{\delta B}(G)$;
\State If the number of clusters in $G$ is less or equal to $k$, i.e., if there is a total number of $k$ or less different grey level values in $G$, stop the algorithm here;
\State $\delta \leftarrow \delta + 1$;
\State Dilate $G$, that is: $G \leftarrow \text{dil}^{\delta B}(G)$;
\State If $G$ is idempotent ($G = \text{dil}^{\delta B}(G)$) then return to line 5;
\State Otherwise, return to line 2;
\end{algorithmic}
\end{algorithm}

Later, the number of unique values in $G$ has to be counted, which is equivalent to the number of clusters present in $G$ at the moment. We count these values while considering early breaks as shown in Algorithm 2 to speed up the processing (lines 10 and 12). If there is more than $k$ clusters in $G$, then the algorithm continues to the next line, where the variable $\delta$ is incremented. $G$ is then dilated once. If $G$ is idempotent, then $\delta$ is incremented until $G$ is not idempotent anymore. The idempotence is overcome when an index that belongs to a certain cluster reaches another with a different index. When this is the case, the algorithm resets $\delta$ to 1 and starts the same process all over again. When there are less than $k$ clusters in $G$, the algorithm converges, as shown in line 4 of Algorithm 1. In contrast to the more general view shown in Algorithm 1, Algorithm 2 presents a more detailed, low level version of the k-MS algorithm.

Algorithm 2. Low-level k-Morphological Sets algorithm.

Data: $B$ is the structuring element and $k$ is the desired maximum number of clusters to be created.

\begin{algorithm}
\begin{algorithmic}[1]
\State \textbf{begin}
\State \textbf{while} not finished \textbf{do}
\State \textbf{end}
\end{algorithmic}
\end{algorithm}

3.1. Computational complexity

As it can be seen in Algorithm 2, we have an inner “for” loop that depends on the total number of instances $n$ in the dataset. Within this loop, there is a loop that is dependent on the $k$ variable. Thus, in the worst case scenario, there is a total of $O(n \times k)$ steps for computing a single dilation of the dataset. The maximum number of dilations for two clusters to reach one other in the worst case is equal to the distances of the two farthest instances in the dataset, divided by the initial $\delta$ (which is equal to 1 in our case).

Let us assume that $\delta$ represents this maximum distance between the two farthest instances in the dataset. Then $\text{dil}^{\delta B}$ represents the maximum number of dilations that can be performed for two clusters to reach one another. Since $k$ is the number of desired clusters and assuming the worst case scenario, there is only a single cluster to be produced by the algorithm regardless of $k > 1$ (this would not happen in practice, however it serves for the purposes of complexity analysis), then $\text{dil}^{\delta B}$ dilations would have to be performed a total of $k$ times at
implementations because they do not follow the SIMD paradigm. In fact, the cores can process different instructions in parallel. It is also possible to infer that the performance of the GPU algorithm will not be good for large values of \( k \). This happens because of two facts: (1) the early breaks do not work, and (2) more atomic operations have to be performed in each position of the k-array to avoid concurrency of the various threads, and performing a slow operation several times adds a significant overhead to the running time.

The cluster counting in the GPU is performed as follows: after the dilation of each pixel in \( G \) (line 9 of Algorithm 2), a “for” iterates through an array of size \( k \). If the value is not within the array and the array is not full, then the value is placed at a vacant position using the atomic compare and swap operation. Otherwise, if the value is not within the array and the array is full, then an atomic and sets the finished boolean variable to false. Similarly to the sequential version, the output of the algorithm is the matrix with \( k \) or less distinct indexes or grey level values (plus the background value \( S \)) as well as the k-array, which contains every index of every cluster in the matrix. Each cluster has a unique and distinct index with relation to the remaining ones.

### 3.3. Memory consumption

The k-MS algorithm requires \( g(n, L, k) \) bits of memory, as shown in Eq. (12), where \( n \) represents the number of dimensions of the instances, \( L \) represents the amount of instances and \( k \) stands for the size of the k-array, which is also the number of desired clusters. We have implemented the algorithm using integers of 32 bits. However, this can be increased or decreased as desired, depending on the input dataset.

\[
g(n, L, k) = \text{sizeof(int)} \times (nL + k) + \text{sizeof(} \delta \text{)} + \text{sizeof(} \text{finished} \text{)} + \text{sizeof(idempotent)}
\]

In our specific case, we have considered \( \delta \) to be an integer so that \( \text{sizeof(} \delta \text{)} \) was equal to 32 bits and \( \text{sizeof(} \text{finished}\text{)} + \text{sizeof(idempotent)} \) was equal to 2 bits, each one being boolean variables. The experiments in this work were not sufficient to overflow the memory of the used GPU (Nvidia GTX 960M). Furthermore, the algorithm requires subtle amounts of local memory, which would not overflow virtually any GPU shared nor local memory.

### 4. Experimental results

Three distinct groups of experiments are performed in the following sections. The first group, described in Section 4.1, evaluates and compares the results obtained with k-MS and other popular clustering algorithms that are usually employed in high dimensional clustering and do not necessarily aim to be sensitive to density and shapes. The results of the clusterizations are analysed by volunteers, who were instructed to select the most human-like segmentations. We also analyse how the k-MS algorithm visually behaves as the variable \( k \) is increased. The dataset used in this section is noiseless.

The second group of experiments, addressed in Section 4.2, compares the visual results obtained in a noisy publicly available dataset [18]. In this case, we compare k-MS to clustering algorithms with similar intents. The behavior of the k-MS algorithm with distinct input parameters is also analysed. Finally, in the third group of experiments, in Section 4.3, we perform an extensive time analysis, comparing the running times obtained by the different implementations of k-MS with the other clustering algorithms. The structuring element used for almost this entire section was the one shown in Fig. 6.

#### 4.1. Noiseless morphology recognition experiment

For this group of experiments, we consider the input data shown in
Fig. 10. The input \( T \) matrix.

Fig. 11. Visual results of k-MS with varying values of \( k \).

(a) \( k = 4 \)  
(b) \( k = 6 \)  
(c) \( k = 8 \)  
(d) \( k = 25 \)

Fig. 12. Comparison of the visual results of k-MS to other clusterization algorithms for \( k=4 \).

(a) SimpleKMeans  
(b) EM  
(c) MTree  
(d) Farthest First  
(e) Canopy  
(f) k-MS

We presented the clusterization results of Fig. 10 to 73 volunteers and instructed them to answer the simple question: “If you were to separate the image in \( k \) groups, which image among the ones in Figs. 12 and 13 would be the closest to your separation?” Two questions were asked for \( k=4 \) and for \( k=8 \), separately. Table 1 compares the average choice of these participants in percentage. The error column shows the average rate of incorrectly classified instances in relation to the clusterization performed by our algorithm.

Given the results in Table 1, we can conclude that k-MS is the most “human-like” algorithm among the evaluated ones. For \( k=4 \), the percentage of volunteers that voted for k-MS was 58.3%, which is significantly lower than for the \( k=8 \) case (73.5%). We hypothesize that this was because in the case of \( k=4 \), the exclamation mark was placed in the same cluster as the paws at the opposite side and this may have prevented some volunteers from voting for k-MS on this occasion. In this group of experiments, we have enabled the dilations to extrapolate the image boundaries on purpose to check how the volunteers would vote. For instance, if we go to the right direction of the paws, we extrapolate the image boundary and get to the left border of the image, encountering the exclamation mark faster than any other shape in the image. And this is the exact reason why the exclamation mark and the paws are placed in the same cluster for \( k=4 \). In conclusion, the choice for k-MS was significantly higher than for the remaining algorithms in both occasions.
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| Algorithms      | Choice for k=4 (%) | Error for k=4 (%) | Choice for k=8 (%) | Error for k=8 (%) |
|-----------------|--------------------|-------------------|--------------------|-------------------|
| SimpleKMeans    | 10.4               | 51.07             | 4.1                | 19.53             |
| EM              | 6.3                | 37.46             | 16.3               | 20.22             |
| MTree           | 4.2                | 59.05             | 4.1                | 59.02             |
| Farthest first  | 12.5               | 50.49             | 2                  | 27.07             |
| Canopy          | 8.3                | 41.63             | 0                  | 25.64             |
| k-MS            | 58.3               | 0                 | 73.5               | 0                 |

4.2. Comparison with similar works

In this sub-section, we compare and analyze the clusterizations performed with k-MS, Chameleon, Mitosis, TRICLUST and M. Liu et al. algorithms on the dataset provided by Karypis et al. [18]. In contrast to the previous Section 4.1, the clustering algorithms can deal with density and shapes and eventually recognize them. Fig. 14 shows the clusterizations obtained by each algorithm.

It can be seen in Fig. 14 that the clusterization obtained with the M. Liu et al. algorithm is a little difficult to visualize as the authors present it in their work. The symbols represent the different clusters and the letter Z in their image can be ignored. The authors of TRICLUST present the result without the noise of the initial dataset, so that we cannot determine how well their algorithm would handle cluster noise.

The clusterization of Mitosis and M. Liu et al. algorithms recognize exactly the right amount of genuine clusters, which are 9, and all noise in the image is included within these genuine clusters. This can be bad in some occasions such as when noise is expected to be removed or when it should not be aggregated in a genuine cluster.

On the other hand, the clusterization generated by Chameleon recognizes 9 genuine clusters as well as 3 other clusters that contain outliers. Chameleon and k-MS are the only algorithms capable of segregating outliers in different clusters. k-MS goes even further, it indicates whether the clusters can be formed given a predefined k amount of clusters.

The result in Fig. 14-(e) shows the clusters found with k-MS algorithm, where each cluster is depicted in a different color. In noisy datasets such as this one, the value of k should be large, otherwise k-MS would not be able to recognize the genuine clusters in the dataset. Furthermore, if the dataset is too sparse, it is also recommended to perform dilations on the dataset before applying k-MS, since the clusterization could be more accurate and converge faster.

If we consider low values for k, e.g., a maximum of 9 clusters, then the obtained result is as in Fig. 15-(a). This occurs because the instances are close to each other so that when they are dilated, several intersections occur, which would produce at the end of the processing the recognition of 9 clusters that are not the genuine ones. All genuine clusters were placed within a unique cluster in this case and the remaining were outliers (which can not even be seen properly because they are single points in the image).

If we increase the value of k to 300, then we obtain the result shown in Fig. 15-(b). In this case, k-MS found 166 valid clusters, and the genuine clusters are now divided in only two different clusters. If we increase the k to 450, then we obtain the result shown in Fig. 14-(e), where 450 valid clusters were found and the 9 genuine ones are separated correctly. In this case, k-MS algorithm took 6.33 s to generate these 450 valid clusters in the CPU.

The image shown in Fig. 14-(f) is a version of (e) where noise is removed. This removal is fairly simple to be performed. Given a threshold τ, all the clusters that contain τ or less elements or pixels are erased. This is another particular and interesting property of k-MS. In the specific case of Fig. 14-(e), τ was equal to 200 pixels.

It is also possible to change the structuring element to obtain different results. For instance, instead of using \( B_i = \{(0, 0), (0, 1), (0, 1), (1, 0), (1, 0), (1, 1), (1, 1), (1, 1)\} \) which is shown in Fig. 6, we could use for instance \( B_j = \{(0, 0), (0, 1), (0, 1), (1, 0), (1, 0), (1, 1), (1, 1), (1, 1)\} \), where the diagonal pixels are more distant from the origin than others.

For k=450 and \( B_j \) we would have the result shown in Fig. 16. In this case, 372 valid clusters were found and the running time was at least 400 times faster than when considering \( B_j \). Several combinations of clusters can be generated by tweaking the two parameters of k-MS.

At last, all the addressed algorithms were able to recognize the genuine clusters in this dataset. Due to this fact, we did not ask volunteers to choose a best segmentation from the available results, since the volunteers would be overly influenced by the different types of images that each author adopted.

4.3. Time analysis

At last, we perform an extensive time analysis experiment in this section. We used the GPU-oriented k-Means algorithm presented in [33], which is based on [34] and [35] for comparing and measuring the time performance of the algorithms on datasets with a large amount of instances. However, this algorithm could not handle the size of the instances we evaluate in this work, which is an advantage of our proposed technique. Therefore, our comparisons in this section address just the implementations of [34], which is a parallel k-Means on the CPU using OpenMP. We tested the sequential k-Means provided by
them as well but it was always slower than the parallel one, so it was disregarded.

We set the threshold variable of the Liao algorithm [34] to $10^{-12}$, which essentially means that the algorithm stops when less than $10^{-10}\%$ of the instances change membership, i.e., change clusters. Since this is such a low number, we are essentially setting the algorithm to converge when the result is stable, i.e., when no instance changes membership. The comparisons are shown in Fig. 17, for instances of sizes: 512×512, 1024×1024 and 4096×4096, respectively. The presented results, however, would vary depending on the computer

**Fig. 14.** Comparison of the visual results of k-MS and other clustering algorithms in finding genuine morphological clusters.

**Fig. 15.** Obtained clusters with lower values of $k$. 
specification. In our experiments, we have used a Quad-core Intel i7-4720HQ, with 8 threads in OpenMP and in Java, and a Nvidia GTX 960M.

It is possible to see that k-Means starts faster for low values of $k$ but is overcome in every occasion after a particular size of $k$. As the size of $k$ increases, so does the running time of clusterization algorithms in general. However, due to the early break of the k-MS, the times obtained with k-MS may even decrease in the CPU as the value of $k$ increases. This happens because the clusterization converges faster with higher values of $k$ (less morphological reconstructions), and the early breaks reduce the time of the clusters verification. It is also possible to conclude that the GPU implementation is only viable if the amount of instances is very large and $k$ is small. Small values of $k$ reduce the amount of atomic operations that have to be performed, which reduces the processing time of the algorithm.

Table 2 shows the running times obtained with k-MS for smaller amounts of instances so that we can more appropriately compare k-MS to the remaining works. This is necessary because there are no reported analyses of the performances of these algorithms with a significantly high number of instances. The first column of the table indicates the values of $k$, and the first line indicates the amount of instances. In this case, just the CPU C/C++ sequential implementation was considered for a better and more fair comparison.

D. Liu et al. [19] provide a plot in their work, which contains the running times with different numbers of instances. Yousri et al. [21] provide four plots with the same intent, where each corresponds to a different dataset. These two works are the only ones (among [18–26]) that provide a time analysis while varying the amount of instances. We collected the approximate times provided in these plots, and compare them to the worst times that our algorithm achieved (the ones highlighted in red in Table 2). The comparison can be seen in Fig. 18.

However, the used datasets are different. In our case, we have worked with $512 \times 512$ images, where a total of $L$ instances were generated at random locations and $L$ is increased along the x axis. Yousri et al. [21] provide four plots for comparing the times, the ones with the lowest values were chosen, while in our case, the highest ones were selected so that we are already favouring Yousri et al. algorithm (Mitosis) as well as TRICLUST. Still, k-MS was faster than both Mitosis and TRICLUST in every occasion.

5. Conclusion

In this work, we propose and analyse a novel algorithm for clustering. The proposed algorithm is primarily based on morphological reconstructions, and we are the first to extend the reconstruction operation to a solid clusterization algorithm. According to the no free lunch theorem [36], there is no one model that works best for every optimization problem. The assumptions of a great model for one problem may not hold for another problem. Thus, it is common in machine learning to test multiple models and determine one that works best for a particular problem. However, beyond that, k-MS contains many particular and interesting properties.

We can fairly argue that our algorithm is substantially different from all the evaluated clusterization algorithms due to the fact that: (1) it has a sense of maximal clusters that can be created, (2) it is able to be efficiently implemented in parallel, (3) it permits the use of structuring elements, which can alter the way that clusters propagate and are created, (4) it provides a fast and simple noise removal-prone result and (5) it is also very simple. Apart from that, k-MS is also faster than all the remaining evaluated algorithms, including sequential and
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