Source attribution of nitrogen oxides across Germany: Comparing the labelling approach and brute force technique with LOTOS-EUROS
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HIGHLIGHTS

- Two techniques for source attribution of nitrogen oxides were successfully applied.
- Upscaling the impacts of scenarios under- or overexplains the total concentrations.
- Differences between methodologies are largest for smaller emission source sectors.
- Applying the brute force technique to single sectors for NO should be avoided.
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ABSTRACT

Millions of people are exposed to enhanced levels of nitrogen dioxide in urbanized areas, leading to severe health effects. Moreover, nitrogen oxides contribute to the formation of ozone and particulate matter, and as such have wider health related impacts. A substantial reduction of nitrogen oxides may offer considerable health benefits for the human society. As a first step, this requires a detailed understanding of source sector contributions to nitrogen oxide levels. Whereas many regions have information on the local (traffic) contributions, the source contributions to the rural and urban background levels are commonly not available. In this study we compared and evaluated the results of two source attribution techniques to quantify the contribution of 5 source sectors to background nitrogen oxide levels across Germany. The results of a labelling technique were compared to brute force simulations with variable emission reduction percentages. The labelled NO$_2$ source contributions of the main sectors averaged for all urban background stations are road transport (45 ± 5%), non-road transport (24 ± 6%), energy & industry (20 ± 3%), households (10 ± 6%), and the remaining source sectors (1 ± 1%). For the brute force technique, the explained mass differs from the unperturbed baseline concentration after scaling the impact of each sensitivity simulation to 100%. The attributed concentration of NO$_2$ is lower in urban background areas (3 ± 5%) and larger in the rural background (4 ± 6%) than that of the labelling. Largest deviations up to −15% are calculated for the major cities along the Rhine and Main. The annual average overestimation for NO is about 53 ± 24% for urban and 40 ± 26% for rural background sites based on a 20% reduction of emissions. On shorter time scales the differences are larger. These deviations are caused by the lack of regime changes in the titration of ozone, most notably present at ozone-limiting conditions during nocturnal winter periods. As a consequence, the differences between the methodologies are larger for smaller emission reduction percentages applied in the brute force technique. Similarly, for small-sized emission source sectors larger deviations were found compared to large-sized sector categories. Hence, applying the brute force technique for the source attribution for a single sector should be avoided as there is no way to verify for consistency and quantify the error for the sector and total explained contribution. We recommend applying the labelling approach to estimate sector contributions in forthcoming studies for nitrogen oxides.
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1. Introduction

Poor air quality is one of the key challenges of the 21st century facing the environmental community (Lim et al., 2012). Nitrogen oxides \( \text{NO}_x = \text{NO} + \text{NO}_2 \) belong to the main pollutants causing a range of negative effects on human wellbeing. Numerous studies have confirmed that exposure to nitrogen dioxide \( \text{NO}_2 \) leads to increased mortality (Fischer et al., 2015; Beelen et al., 2014; Raaschou-Nielsen et al., 2012). In Germany, exposure to \( \text{NO}_2 \) is a major health concern with an estimated annual number of 13,100 premature deaths (EEA, 2018). In addition, nitrogen oxides contribute to the formation of ozone \( \text{O}_3 \) and particulate matter (PM), and as such are relevant to wider health implications (Kampa and Castanas, 2008). Additionally, nitrogen oxides contribute to acidification and eutrophication of soils and water bodies and, consequently, to a loss of biodiversity in terrestrial and aquatic ecosystems (Fowler et al., 2013). Exceedances of limit values usually only occur in high populated areas near busy roads. The annual limit value of 40 \( \mu g/m^3 \) for \( \text{NO}_2 \) as introduced by the European Ambient Air Quality Directive (European Council, 2008) is currently exceeded by about 39\% at German traffic sites (UBA, 2019). The hourly mean limit value of 200 \( \mu g/m^3 \) for \( \text{NO}_2 \) has not been exceeded in Germany recently (UBA, 2019).

Major emission sources and formation processes of nitrogen oxides are well documented. Anthropogenic emissions of nitrogen monoxide \( \text{NO} \) mostly form at high temperatures during (incomplete) combustion processes, such as from traffic, shipping, energy production, or residential combustion (Granier et al., 2011; Vestreng et al., 2009). In addition, smaller emission sources derive from agricultural soils, lightening and geogenic sources (Fowler et al., 2013). In the presence of ozone, \( \text{NO} \) is oxidized to \( \text{NO}_2 \). As such, near their sources \( \text{NO} \) emissions disturb the photochemical equilibrium of the Leighton cycle (Finnalson-Pitts and Pitts, 2000; Leighton, 1961) and cause a titration of ozone levels (Eq. 1).

\[
\text{Leighton cycle} \\
\text{NO}_2 + h\nu \rightarrow \text{NO} + O \\
O + \text{O}_3 \rightarrow \text{O}_4 (\text{usually } N_2 \text{ or } O_2) \\
O_3 + \text{NO} \rightarrow \text{NO}_2 + O_2 \\
\text{(1)}
\]

Occasionally, an excess of fresh \( \text{NO} \) may titrate all ozone away and a build-up of NO occurs. Such events occur mostly under low ventilation conditions during winter in high emission areas such as urban centers (Finnalson-Pitts and Pitts, 2000; Leighton, 1961). In presence of ozone, \( \text{NO}_2 \) can be oxidized to nitric acid in several hours with subsequent particulate nitrate formation in presence of ammonia or sea salt (Schaap et al., 2004).

To further improve the ambient air quality it is important to know the extent to which the different anthropogenic activities contribute to the \( \text{NO}_2 \) exposure (Belis et al., 2020). Source attribution is a process of tracing pollution levels back to its origin. Increments between roadside and urban background stations and/or urban street canyon modelling are often used to quantify local contributions, with the limitation that no source attribution for the urban background is obtained (Thunis, 2018). Hence, a source attribution of background levels is commonly not possible (Belis et al., 2020). For this study, the LOTOS-EUROS chemical transport model (CTM) simulations, which are applied in an increasing number of studies (SenStadt, 2019; UBA, 2019). When applying CTMs for source attribution two main methods can be considered: (1) source apportionment approaches, also known as the labelling (Kranenburg et al., 2013) or tagging technique (Butler et al., 2018; Wang et al., 2009; Wagstrom et al., 2008), based on the calculation of a mass concentration and (2) brute force algorithms which are based on sensitivity simulations perturbing the emission input data (Thunis et al., 2019; Clappier et al., 2017). As both methods differ intrinsically, their target quantities can be distinguished as contributions (labelling) and impacts (brute force) (Clappier et al., 2017). Numerous studies assessed the source attribution for particulate matter or ozone, either applying the labelling approach (Timmermans et al., 2017, 2020; Lupaşcu and Butler, 2019; Banzhaf et al., 2015; Curier et al., 2014; Hendriks et al., 2013; Schaap et al., 2013) or the brute force technique (Van Dingenen et al., 2018; Huang et al., 2018; Thunis et al., 2018; Amann et al., 2011). Although the application of the labelling technique to nitrogen oxides has implicitly been performed in these studies, they have hardly been the main focus and comparing the labelling and brute force techniques has received little attention.

Several studies indicate that the brute force technique tends to fail for the determination of contributions (Kwok et al., 2015), which can be related to indirect effects such as oxidant-limited reaction processes (Koo et al., 2009). In case of non-linear relations, the estimated total impact from sensitivity simulations may not correspond to the total mass concentration of the base simulation (Koo et al., 2009). Large inconsistencies have been reported for ozone by e.g. Mertens et al. (2018), who showed that ozone source attribution using a perturbation approach could differ by up to a factor of 4 compared with a tagging approach. Butler et al. (2020) combined both perturbation and tagging approaches for ozone to show that the ozone production efficiency of precursors from unperturbed emission sectors increased to partially compensate for reduced emissions of ozone precursors by a given sector. In case of nitrogen oxides, non-linear behavior can be expected with respect to photochemistry and ozone titration effects (Finlayson-Pitts and Pitts, 2000; Leighton, 1961), which are highly sensitive to meteorological conditions (Munir, 2016). Hence, as there is no standardized method and/or definition available on how to conduct source attribution studies for background nitrogen oxide levels, we aim to compare the results of the labelling and brute force approach in this study.

This study aims to answer the following research questions: (1) To what extent are contributions by the brute force technique and the labelling approach comparable to each other for the source attribution of nitrogen oxides? (2) Does the application of sensitivity simulations reveal non-linear impacts in the concentration with respect to varying nitrogen oxide emission reduction levels? (3) Up to what application range are sensitivity simulations suitable to determine contributions for nitrogen oxide source attribution purposes? To answer these research questions, we conducted a source attribution study for Germany by performing air pollution simulations using the LOTOS-EUROS CTM for January 1st to December 31st, 2018. In section 2 we describe the labelling and brute force approach taken in this study as well as the approach for comparison. In section 3 the results are provided in terms of distributions and station typology across Germany. Finally, the results are discussed and put in broader perspective in section 4.

2. Methodology

Below, we first provide a description of the LOTOS-EUROS CTM and the model set-up. Next, we introduce the labelling and brute force concepts, which have been applied to evaluate their ability for source attribution purposes of nitrogen oxides. The last subsection details the methodology used to evaluate the differences between the methods.

2.1. Chemical transport modelling

For this study, the LOTOS-EUROS chemical transport model (CTM) version 2.2.2 was employed. The model has a long application history in Europe (Manders et al., 2017) and is part of the regional ensemble of the Copernicus Atmospheric Monitoring Service (CAMS). Within CAMS the model is applied operationally to provide air quality forecasts and analyses for the European region (Marcel et al., 2013), including particulate matter source attribution information using a labelling approach (Pommier et al., 2020). Air quality simulations with the LOTOS-EUROS CTM are performed on an Eulerian grid of variable resolution in the horizontal and terrain following coordinates in the vertical (Manders et al., 2017).
et al., 2017), with horizontal advected air pollutants calculated according to a monotonic advection scheme developed by Walcek (2000). The gas-phase chemistry is described by the TNO CBM-IV scheme, a modified implementation based on the scheme by Whitten et al. (1980). Aerosol chemistry related processes are handled by the thermodynamic equilibrium module ISORROPIA-II (Fountoukis and Nenes, 2007), while the cloud chemistry sulfate formation is explicitly treated according to the algorithm developed by Banzhaf et al. (2012). To handle dry deposition within gas phase, the DEPAC module (DEPosition of Acidifying Compounds) is applied (Wichink Kruit et al., 2012; Van Zanten et al., 2010), with the derivation of particles following the scheme of Zhang et al. (2001). The wet deposition is solved as described in the study of Banzhaf et al. (2012). More detailed information with full process descriptions and implementation examples of the LOTOS-EUROS CTM, are provided by Manders et al. (2017) and references therein. 

The model simulations, covering Europe and the target area of Germany, were conducted by applying a one-way nesting approach (Fig. 1). The outer domain with a horizontal grid resolution of 0.5° longitude to 0.25° latitude (~28 × 32 km²) was used to encompass the impacts of long-range transport on air quality in Germany and extends from 22°W-44°E to 31°N-69°N. The inner domain (0.125° longitude × 0.0625° latitude, ~7 × 8 km²) focuses on Germany, and covers parts of the neighboring countries, e.g. the Netherlands, Belgium, Luxembourg, and Poland. To determine the vertical layering of the model system, we used a dynamic mixed layer approach (Manders et al., 2017). Following the operational set-up of the LOTOS-EUROS, meteorological input data of the IFS (Integrated Forecasting System) is provided by the ECMWF (Flemming et al., 2009). We performed model simulations for the period of January 1st to December 31st, 2018, plus one month of spin-up time.

For Germany, the official reported anthropogenic emission inventory, gridded using the GRETA (Gridding Emission Tool for ArcGIS, Schneider et al., 2016) system, was applied. The CAMS emissions developed by the TNO for 2015 (CAMS-RWC-SNAP78_2015), were taken for the rest of Europe. Time profiles for individual source sectors represent the temporal variation, which break down the annual emission totals based on monthly, daily, and hourly scaling factors. Temporal variability for residential combustion emissions was considered using a heating degree days approach to allow for different heating demands depending on meteorological conditions following Mues et al. (2014). Except for road transport, we used 97% for NO and 3% for NOx for the direct emissions. For road transport the direct NOx emission percentage was set to 20%, which is in agreement with recent studies (Kimbrough et al., 2017; Richmond-Bryant et al., 2017). Information on wild fire emissions were taken from the CAMS fire product (Kaiser et al., 2012). C-IFS (Integrated Forecasting System including Chemistry, Marécal et al. (2015)) distributions were used as input for chemical boundary conditions for the European domain.

The LOTOS-EUROS CTM contains a labelling module for source attribution, to determine the origin of particulate matter compounds and their related precursors (Kranenburg et al., 2013). A pre-defined number of emission sectors or regions can be given a label which are traced during the model simulation of the LOTOS-EUROS CTM. Through the preserved atoms (C, S and reduced and oxidized N) the contributions of the separate sources are tracked for chemically active tracers. In addition to the determination of the concentration change, the contribution of each labelled category to each tracer is tracked in each process description. The categories can be configured flexibly, for instance by regions, sectors, or combinations thereof. For a detailed description of the source attribution used in the LOTOS-EUROS CTM we refer to Kranenburg et al. (2013). Applications to particulate matter and its precursor can be found in previous studies (Timmermans et al., 2017; Hendriks et al., 2016; Banzhaf et al., 2015; Curier et al., 2014; Schaap et al., 2013). In this study we focus on the source attribution of background concentrations of nitrogen oxides in terms of source sectors. To compare the source attribution methodologies, we used a limited set of 5 labels including the 4 main source sectors and the remaining other sectors combined. Table 1 contains detailed information on the available emission sources and the associated labels used in this study. The labelling system requires to label all sources of nitrogen oxides within the domain and therefore for the contribution of natural sources and boundary conditions were tracked as well.

An alternative method used for deriving source attribution information is provided by the brute force technique. We make use of the terminology of contributions and potential impacts $PI_{S,X}$ as introduced by Thanis et al. (2020) to distinguish between the applied methods for source attribution. The brute force technique determines the impact $I_{S,X}$ of a emission reduction in source sector $S$ in comparison to a baseline concentration $(I_{S,X} = \Delta C_{S,X} = C_{S,X} - C_{REF})$. When using a brute force

![Fig. 1. Domain configuration of the model area. Two zooming domains are used for the LOTOS-EUROS CTM simulations (red). Meteorological input data are provided by the ECMWF model (green). The investigation area of Germany is highlighted on the right-hand side with dots indicating the German monitoring sites (urban background: red, sub-urban background: orange and rural background: green). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)](image-url)
approach, the selected emission source sectors and/or regions are reduced by a percentage $X$. Using a linearity assumption, the impact is converted into the potential impact $PI_{S,X}$ by scaling it to 100% by applying the multiplication factor $100/X$ (Eq. 2). In this study we applied the brute force technique to NOx emissions using 8 reduction percentages ranging from $X = 5, ..., 100$% (hereafter indicated as RED5, ..., RED100). All reduction percentages were applied to each of the 5 source categories to investigate the sensitivity to the size of the emission reduction applied (Table 2). Furthermore, a set of sensitivity simulations were performed, in which emissions of all source sectors were reduced simultaneously to investigate additivity. We will use the term combined simulations when further referring to these scenarios (COMB5, ..., COMB20). Sensitivity simulations with individually reduced emission sectors are just referred to as sector reduction simulations. All in all, the number of annual simulations totals 49 on both domains: the baseline, 40 REDX and 8 COMBX simulations.

\[ PI_{S,X} = \left( \frac{100}{X} \right) I_{S,X} \]  

(2)

### 2.3. Metrics to evaluate the source attribution

To evaluate the source attribution for nitrogen oxides (NO2, NO and NOx), the labelled contributions and potential impacts were compared to each other by quantifying absolute and relative differences. NOx concentrations are provided in the mass equivalent of NOx. For non-linear systems a 10% emission reduction may yield a smaller or larger response to the emission reductions. Here, we defined an indicator based on the ratio between the impact $I_{S,X}$ / potential impact $PI_{S,X}$ of a given reduction level $X$ (REDX) and the impact $I_{S,20}$ / potential impact $PI_{S,20}$ of the 20% reduction scenario (RED20), hereafter referred to as the consistency ratio for impacts $CRI_{S,X}$ and potential impacts $CRPI_{S,X}$ (Eq. 4). By this, differences between individual reduction levels for impacts and potential impacts are highlighted. To illustrate, in an ideal case, the consistency ratio for the impact ($CRI_{S,X}$) of a linear/proportional relation would result in $CRI_{S,X} = X/20$. The consistency ratio for potential impacts ($CRPI$) would be equal to 1 for each reduction level. We decided to define a 20% reduction level to be used as reference criterion here, to be in line with the EMEP (European Monitoring and Evaluation Programme) and SHERPA (Screening for High Emission Reduction Potentials on Air quality) approach where 15% and 20% emission scenarios are applied, respectively. Applying the consistency ratio one can easily identify the linear response to different emission reductions. With a proportional behavior, a linear regime can be assumed, and the impacts would be scalable.

When the response to the emission reduction would be lower/larger than X, the consistency ratio would yield a less/more than proportional reduction with respect to the emission reduction of $X$ and one cannot perform a linear scaling of the impacts.

In addition, we determined the additivity to provide further evidence of non-linear responses (Thunis et al., 2019). The concentration derived by accumulating all potential impacts $PI_{S,X}$ of the sector reduction simulations for a given reduction level $X$ we refer to as the Sector Explained Mass $SEM_X$ (Eq. 5). The potential impact derived from the combined simulations (COMBX) are referred to as the Combined Explained Mass $CEM_X$. By comparing the $SEM_X$ and the $CEM_X$ you proof additivity. Additivity is assured when the $SEM_X$ equals the $CEM_X$. Inconsistencies that become present in this context are defined as lack of additivity. In that case, the Sector Explained Mass will not reflect the total mass of the baseline simulation (Thunis et al., 2020). We also introduced the acronym of the Labelled Explained Mass $LEM$, which is defined as the accumulated sum of all source sector contributions derived by the labelling simulation. The $LEM$ is used when comparing the results side-by-side with respect to the $SEM_X$.

\[ RMSE_{S,X} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (PI_{S,X} - LA_i)^2} \]  

(3)

\[ CRI_{S,X} = \frac{I_{S,X}}{I_{S,20}} \quad CRPI_{S,X} = \frac{PI_{S,X}}{PI_{S,20}} \]  

(4)

\[ SEM_X = \sum_{S} PI_{S,X} \]  

(5)

### 3. Results

#### 3.1. Source attribution using the labelling approach

In this section, we present the sectoral source attribution of background concentrations for nitrogen oxides across Germany obtained using the labelling approach. In Germany, the largest emissions and associated concentrations for nitrogen oxides are found in major transportation corridors, industrialized areas (e.g. the Ruhr region) and...
urbanized agglomerations (e.g. Berlin, Munich, Hamburg) as shown in Fig. 2 & Fig. 4. Annual mean (urban) background concentration above 20 μg/m³ are only modelled for these large cities. Under normal conditions, the emitted NO is readily converted to NO₂ explaining that most of the NOₓ is present in the form of NO₂. For the buildup of NO first all ozone needs to be reacted away. Hence, the enhanced levels of NO are more clearly related to the areas with the largest emissions of nitrogen oxides i.e. the largest cities and transport corridors.

The concentration patterns for NO can be further explained using the source attribution as provided in Fig. 2. The largest absolute and relative shares for road transport are modelled in the urban background of cities and along the highway network. The larger relative share in rural background in southern Germany as compared to northern Germany is explained by the absence of large emissions from industry and other transportation modes. The non-road transport contributions maximize in the Rhine Valley, the coastal regions and around the Kiel-Hamburg channel and are mainly explained by shipping emissions. Agricultural emissions (incorporated in others) contribute most to the total concentration in rural areas in northern Germany and near to the German Alps. Also, the relative contribution of households shows a striking gradient between northern and southern Germany. This can be explained with the spatial allocation for emissions across Germany. The accessibility to wood and number of (wood) stoves in southern parts of the country is larger than in the north. The larger emission density causes the north/south gradient. Although the absolute contribution of the industry and energy sector is largest in the Ruhr area, the relative contribution from this sector is notably larger in central and especially eastern Germany. The latter is explained by a number of larger power plants and industrial sites in this sparsely populated region.

In Fig. 3 the time series of modelled daily mean background concentrations and their sector contributions for 2018 are shown for NOₓ, NO₂ and NO. The time series represent the average across all rural, suburban, and urban background observation sites (depicted in Fig. 1) and show a seasonal cycle with larger concentrations in winter than in summer due to less favorable mixing conditions and larger anthropogenic emissions in winter. The amplitude of the seasonal variability is largest for nitrogen monoxide, as a buildup of NO occurs normally under conditions with shallow boundary layers, stagnant weather, and low background ozone levels.

As expected, the largest contributions are calculated for road transport followed by non-road transport, energy & industry, households, and the smallest contribution for other emission source sectors (Fig. 3). For Fig. 3 and all statistics presented below the average across all background observation sites distinguishing their station type was used. In the urban background, relative contributions from road transport (URBG: 45 ± 5%, RUBG: 42 ± 5%) and households (URBG: 10 ± 6%, RUBG: 9 ± 5%) are on average slightly larger compared to those in rural background areas, while in rural background areas contributions from energy & industrial sources (URBG: 20 ± 3%, RUBG: 23 ± 4%) and non-road transport (URBG: 24 ± 6%, RUBG: 25 ± 7%) are slightly more pronounced (Fig. 2 & see App. 1). Contributions from households (DJF: 16 ± 4%, JJA: 4 ± 1%) as well as of energy & industry (DJF: 24 ± 3%, JJA: 19 ± 2%) show maximum values in winter, which can be related to additional energy demand and subsequent combustion emissions during the heating period (Fig. 3 & see App. 1).

### 3.2. Comparison of the 5-sector total attributed background concentration

We illustrate the behavior of source attribution results from the brute force simulations using the RED20 scenarios. Fig. 4 shows the spatial distribution of the summed potential impact of all five sectors, the SEM20, in comparison to the labelling result. The absolute and relative differences in the annual average are shown in Fig. 5. The SEM20 for NO shows large systematic deviations to the labelled source attribution results. The attributed total NO background concentration is tens of percent larger than with the labelling, showing largest deviations in the source regions. Both absolute and relative differences increase with shorter distance to the urban background. On annual average, the overestimation is about 53 ± 24% for urban and 40 ± 26% for rural background sites, respectively (see App. 2). Note that the attributed SEM20 also largely overestimates the station averaged total modelled NO background concentration of the baseline by about 46 ± 25% (see App. 2). Relative deviations for NO₂ and NOₓ are considerably smaller than for NO (see App. 3 & App. 4). The SEM20 of NO₂ is lower than attributed concentrations of the labelling in urban background areas (-3 ± 5%), with largest deviations in the cities along the Rhine and Main. In the rural background the difference changes sign systematic, indicating that the SEM20 attributes a (4 ± 6%) larger concentration than the labelling approach. For NOₓ the differences are positive everywhere, with up to 6 ± 5% on station average. In the urban background, the relative difference is closer to zero which was expected as NOₓ is not as sensitive to the titration regimes as its constituents (see App. 4).

In Fig 6 the time series for the SEM20 minus the LEM are provided, showing the average across all background observation sites. The levels
of the station average themselves for the SEM\textsubscript{20} and LEM can be read from Fig. 3. Inspection of the daily time series learns that the SEM\textsubscript{20} for NO is equal or (substantially) larger than the LEM throughout the year. For monthly values, averaged over all station locations, the SEM\textsubscript{20} overestimates the NO concentration up to 75 ± 18% (see App. 3). Deviations between the techniques are more prevalent in winter (DJF: 69 ± 26%) than during the summer season (JJA: 31 ± 16%). In contrast, the SEM\textsubscript{20} of NO\textsubscript{2} can be larger or smaller throughout the year compared to the labelling. The underestimation occurs during periods with stagnation and thus the highest NO\textsubscript{2} levels (see explanation and example below). As mentioned above, the results for NO\textsubscript{X} show mostly an overestimation in comparison to the labelling results. The absolute differences follow the seasonal cycle of NO\textsubscript{X} itself. Note that on average urban background stations show larger deviations than rural ones for all compounds (see App. 1 to 4).

The different behavior for NO and NO\textsubscript{2} concerning the deviations between SEM and LEM can be explained by the occurrence of ozone limiting titration conditions (Fig. 7). The oxidation of NO is normally not limited during daytime. However, the ground level ozone background concentration decreases fast during stable conditions occurring when fresh NO titrates the ozone. When the ozone is fully removed, NO\textsubscript{2} levels will only increase further by primary NO\textsubscript{2}, whereas NO starts to build up due to continuing emissions. In Fig. 7 this process is illustrated for four days in January 2018. During the first hours of two days of stagnant conditions (see the planetary boundary layer height in Fig. 7) the ozone is titrated away, after which a build-up of both NO and NO\textsubscript{2} occurs. For NO the background concentrations increase from near zero to exceed those of NO\textsubscript{2} with concentrations above 100 μg/m\textsuperscript{3} in the peak at the 11\textsuperscript{th}. After the weather changes the situation turns back to instable, mixed conditions with near-zero NO levels. This feature occurs frequently in winter when a limited amount of ozone is available caused by lower photochemical production of ozone and shallow boundary layers. A too large SEM\textsubscript{20} with respect to the LEM and baseline for NO simply occurs as for each sensitivity simulation it has been assumed to start from 100% emissions in the brute force approach. When the system stays in the regime with zero ozone the reduction in NO\textsubscript{2} is limited to the direct emission. In contrast, the NO levels are lowered more than proportional to the NO\textsubscript{X} emission change (Fig. 7). Starting from the baseline

![Graph showing labelled contributions (LA) and potential impacts of a 20% NO\textsubscript{X} reduction (PI\textsubscript{20}) across Germany for January to December 2018 shown as daily average. Contributions and potential impacts of NO (top), NO\textsubscript{2} (center) and NO\textsubscript{X} (bottom) have been averaged over space across all German observation types. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)](image)
for each reduction simulation means that this non-proportionality effect is incorporated in each individual brute force reduction simulation. With smaller NO\textsubscript{X} emission reductions, the likelihood of leaving the range where all ozone is completely titrated away is much smaller than for large emission reductions. Hence, the \textit{SEM}_\text{X} for NO will be larger when smaller reduction percentages are applied. During these conditions the reasoning for NO\textsubscript{2} is the other way around, whereas NO\textsubscript{X} in the source regions responds consistently with the emission reduction.

A further effect when applying reduction simulations is related to the lifetime of NO\textsubscript{X}. In the presence of NO during the night, the oxidation pathways of NO\textsubscript{2} to nitric acid do not take place. As it takes longer to titrate all ozone away with lowered NO\textsubscript{X} emissions, the duration in which this ozone limiting conditions are present is reduced in the reduction simulations. Hence, this allows ozone to oxidize NO\textsubscript{2} through heterogeneous chemistry and thus the lifetime of the NO\textsubscript{2} and NO\textsubscript{X} can be slightly reduced. This effect is more important in the less polluted regions and leads to lower transport from source regions to more remote areas and thus a sign change for NO\textsubscript{2} in the rural areas.

3.3. Comparison of contributions and potential impacts for source sectors

In this section we compare the attribution to the individual sectors and add the dependency of the reduction percentage applied. Although the annual and monthly average share of NO\textsubscript{2} across the country is in close agreement for both methodologies (see App. 1 & App. 7), the deviations show spatial and temporal variability. Fig. 8 compares daily and hourly averages of potential impacts (PI\textsubscript{X}) with labelled contributions (LA) for all source sectors and for reduction fractions of X = 10, 20 and 75\% using a regression analysis for NO\textsubscript{2}. From the comparison one sees that differences between potential impacts and labelled contributions are smaller for daily averaged values compared to hourly estimates. All source sectors show lower RMSE’s for daily averaged values, when comparing the potential impacts with the labelled contributions. For example, the RMSE for road transport on an hourly basis is 0.52 compared to 0.24 on a daily basis for the 20\% reduction scenario (see App. 6). Moreover, we notice a closer agreement between potential impacts and labelled contributions for the largest source sectors.
The spatial distribution for potential impacts and labelled contributions is compared in Fig. 9 using annual averages. In Fig. 9 the same source sectors and reduction levels are shown as used in Fig. 8. For road transport (URBG: 44 ± 5%, RUBG: 40 ± 5%), non-road transport (URBG: 25 ± 7, RUBG: 28 ± 8%), households (URBG: 10 ± 6%, RUBG: 9 ± 6%), and the remaining sources (URBG/RUBG: 1 ± 1%) the patterns follow the picture described for the SEM above, with almost lower/larger potential impacts in urban/rural background areas compared to labelled contributions for NO2 (see App. 1 & App. 7). The relative difference for non-road transport is larger as a large fraction of the emissions is emitted during nighttime in comparison to the other sectors. The sector with a deviating behavior is the energy & industry sector (URBG: 18 ± 3%, RUBG: 22 ± 4%). Overall differences for small reduction fractions become larger for road transport, non-road transport and households, whereas differences for energy & industry increases with larger reduction fraction (Figs. 8 and 9). The different behavior of the power sector is attributed to the impact on ozone above the surface layer. This can be explained with contrasting interactions when emitting from the ground level or from high-stack sources. Emission reductions may enhance the ozone above the urban and industrialized areas which induces a small compensation effect through conversion of NO to NO2 from the other sources when mixed towards the ground.

Fig. 10 summarizes mentioned above findings for annual mean potential impacts (PI) for all reduction levels as function of station categories and indicates that deviations between the SEM and the LEM are sensitive to the chosen emission reduction fraction and increase for smaller reduction levels X. For example, the SEM5 deviates on average −7 ± 5% from the baseline for NO2 at urban background stations, whereas the relative difference for the SEM20 is −8 ± 5%. The differences are smaller for rural background conditions where the SEM5 deviates on average −3 ± 8%. The results for NO indicate a deviation of 54 ± 26% for SEM5 in comparison to 48 ± 25% for SEM20. The differences between urban and rural background environments are related to the frequency of ozone limiting titration regimes as already described in section 3.2.

3.4. Non-linearity and additivity of the brute force results

In this section we illustrate the response to different emission reductions using the consistency ratio of impacts (CRI) and potential impacts (CRPI) as already introduced and explained in the methodology section. Fig. 11 shows the CRI (left) and CRPI (right) for all emission reduction levels for NO (top), NO2 (mid) and NOX (bottom). Here, a linear regime can be assumed when the CRI shows a proportional behavior. In that case, the impacts are scalable and the CRPI for each emission reduction fraction would be 1. When the CRI shows a less or more than proportional reduction (with respect to the emission fraction of X), the linear scaling of the impacts differs from 1 for the CRPI. The CRI indicates that reduced NOX emissions do not lead to a
Fig. 8. Differences of potential impacts from NO\textsubscript{X} reduction levels 10, 20, and 75\% (\(PI_{10}\), \(PI_{20}\), and \(PI_{75}\); y-axis) compared to labelled contributions (\(LA\); x-axis) across Germany for January to December 2018. The mass concentration of NO\textsubscript{2} has been averaged over space. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
proportional reduction of the NO concentration amount for the German background (Fig. 11, top left). This indicates that NO\textsubscript{X} emission reductions of level $X$ lead to a NO response larger than $X$. Largest differences to a proportional reduction can be seen for the combined reduction scenario and for the non-road transport source sector of about 35 and 20% respectively, which can be seen by the offset from the ideal case ($X/20$). The remaining source sectors (others) show the most linear relation with differences to the ideal case of about 1.5% as the regime change does hardly occur. The CRI for NO\textsubscript{2} and NO\textsubscript{X} shows an almost proportional behavior, as the errors for certain changes are small. For example, the difference to a proportional emission reduction between 5 and 50 percent is within 1.5% for both compounds and within 5% between 5 and 100 percent reduction. Overall, the proportionality of the CRI is reduced with higher emission reductions of NO\textsubscript{X} for all compounds.

The proportionality for consistency ratios of potential impacts CRPI are decreasing with higher reduction levels, similar to the CRI (Fig. 11, right) as shown by their offset to 1. When only considering the 4 main source sectors, the largest differences for NO are evident for non-road transport (20%) and lowest for households (9%). Even larger deviations are obvious for the combined reduction scenario (35%). For NO\textsubscript{2} and total NO\textsubscript{X}, the CRPI reveals an almost proportional behavior with differences within 2–5% each. By considering the CRPI for remaining sources (others), considerably larger differences can be seen for NO (43%), NO\textsubscript{2} (37%) and NO\textsubscript{X} (24%), respectively. This can be explained by the linear scaling to 100% to estimate the potential impact of each source sector and indicates that small-sized emission categories are related to larger differences due to increased non-linearities as they remain more often in the titration regime.

To further highlight the non-linear interaction of emission reductions to nitrogen oxides, we performed an additivity analysis. Fig. 12 shows the Sector Explained Mass (SEM, in black) and Combined Explained Mass (CEM, in red) of NO, NO\textsubscript{2}, and total NO\textsubscript{X}. The results suggest that on average for NO\textsubscript{2} additivity is present within 2% (see App. 5). This correlate to the proportional concentration response to the NO\textsubscript{X} emission reduction, which was shown for NO\textsubscript{2}. A lack of additivity can be seen for NO, where the additivity is reduced with higher reduction levels. Here, additivity can only be assumed for reduction levels up to

Fig. 9. Same as in Fig. 8 with relative differences and averaged in time. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)

Fig. 10. Labelled contributions (LA) and potential impacts of NO\textsubscript{X} reduction levels from 5 to 100% (PI\textsubscript{5}, ..., PI\textsubscript{100}) across Germany for January to December 2018. Three station types have been investigated and are presented from left to right (urban background: URBG, sub-urban background: SUBG, and rural background: RUBG). The mass concentration of NO (top), NO\textsubscript{2} (center) and total NO\textsubscript{X} (bottom) have been averaged over time and space. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
about –25%. For larger reduction percentages, differences of up to 40% can be seen between the SEM and the CEM (see App. 5). Reducing the emissions of a single sector by 50 or 100% implies one leaves the regime in several sector reduction simulations, which is not the case with small reductions. Hence, the emission reduction to leave the regime counted several times at large reduction percentages. In the combined reduction simulations, all NOX is removed and in the individual simulations only a part of total NOX is diminished. Based on this, in the combined simulations more impact of the overall chemistry change (e.g. NOX dependent ozone formation in summer) can be seen as an additional effect. For NOX, the largest deviations between the SEM and CEM can be seen for higher reduction scenarios. However, as the averaged deviation between the SEM100 and CEM100 is overall small with about 5.8%, additivity can be assumed for NOX (see App. 5).

4. Discussion and conclusion

In this study we compared the source attribution from the brute force and the labelling methods for nitrogen oxides. We successfully enhanced the understanding of limitations due to non-linearity triggered by the photochemical equilibrium of the Leighton cycle (Finlayson-Pitts and Pitts, 2000; Leighton, 1961). As summarized in previous studies, these non-linear chemical processes are the main limiting factors for different source attribution approaches for different compounds. Our study advances these findings by adding a source attribution evaluation for background levels of nitrogen oxides. Lessons learned from this study might be beneficial to support the joint FAIRMODE (Forum for AIR quality Modelling) initiative for assessing the source attribution, developing strategies to explain the observed contributions in urban,
suburban and rural background locations of nitrogen oxides as a first starting point for further mitigation purposes.

It is well known that NO levels are lowered more than proportionally with respect to NO\textsubscript{X} emission reductions. This is explained by the situation that NO levels build up under high NO\textsubscript{X} conditions when ozone has been removed by titration. Hence, a 10% reduction of NO\textsubscript{X} has a larger effect on NO than subsequent 10% reductions while the chemical regime is still ozone titrating. Whereas emission reduction simulations can explore the impacts of the emission change on NO levels, upscaling the impacts towards 100% (to estimate contributions) leads to systematically larger levels of attributed NO compared to the labelling approach. The resulting deviations between the explained mass of the brute force approach and the labelled results become larger when smaller emission reduction fractions are applied, which is in contrast to findings obtained from studies for particulate matter (Thunis et al., 2019, 2020; Carnevale et al., 2018; Clappier et al., 2017). Moreover, a source attribution for a single sector, based on emission reduction simulations and a baseline should be avoided as there is no way to verify for consistency and the approach will largely overestimate the sector explained mass. In the study we showed station-based differences on annual average, which vary about 46 ± 25% from the baseline and a lack of additivity for NO of up to 40%. Thus, we conclude that the application of brute force simulations is potentially not the most suitable option for performing a source attribution in a consistent manner to estimate contributions of specific sources for NO.

Kwok et al. (2015) already indicates that the non-linear nature of ozone limits the applicability of potential impacts for NO\textsubscript{2}. We agree that the source attribution of NO and NO\textsubscript{2} is affected by the non-linear photochemical equilibrium for ozone and nitrogen oxides and therefore can be perturbed, especially during nocturnal winter periods. It should be noted that model simulations with low emission reduction levels (<25%) can be performed to reduce deviations caused by ozone-limiting conditions as additivity and linearity can be assumed to a certain degree. However, our study shows that larger deviations can be seen when small-sized emission source sectors are perturbed compared to large-sized sector categories. This implies that separating out more source sectors (and thus smaller sized ones), investigations may encounter larger problems due to the non-linearities induced by the titration regimes. This result is comparable to Belis et al. (2020), in which the authors indicate that the brute force technique fails to reflect the impact of varying emission levels in a specific source sector with related chemical reaction processes on any other sector. In addition, inconsistencies between the brute force technique and the baseline are increased in urban background regions, near emission sources. This is in agreement with Verstraeten et al. (2018), who emphasized that small-scale uncertainties become more relevant in urban areas, due to non-linear chemical phenomena. As these are the regions where limit values are exceeded and health effects are greatest, it is unfortunate that the inconsistency is most pronounced here. Still, since for NO\textsubscript{2} linearity and additivity can be assumed and the differences between potential impacts and labelled sector contributions are relatively small (<15%), the brute force technique is an appropriate method to be used to estimate the contributions of the main sectors for NO\textsubscript{2}. These differences are considerably smaller than typical systematic underestimations of CTMs to the observed ambient total NO\textsubscript{2} concentration, which can be in the order of a factor of 2 (e.g. Kuik et al., 2018; Schaap et al., 2015). However, when small-sized emission sectors are under investigation, we recommend avoiding the upscaling of sensitivity simulations for NO\textsubscript{2}.

The use of a labelling approach has several practical advantages as the internal consistency is enforced by design and computational burden and chances of errors are lower (Kranenburg et al., 2013; Wagstrom et al., 2008). In addition, the flexibility for defining the labels is large, including the contributions of natural and boundary conditions (Carnevale et al., 2018). Comparative studies carried out by Thunis et al. (2019) and Clappier et al. (2017) indicate that the labelling approach may not always be an appropriate method to derive the impact of emission reduction options for mitigation purposes. They state that non-linear chemical mechanisms, in particular indirect processes, cannot be modelled and a linear scaling of the simulated mass or share for the source sectors cannot be performed for varying emission levels. In the same vein, the emission changes induced by mitigation options often differ substantially from the idealized reduction scenarios of the brute force method. Hence, explicit simulations of dedicated mitigation packages must be performed in any case.

For air quality planning, an initial quantification of the impact of emission reductions as well as the contribution for different source sectors are of decisive interest but each approach has its own limitation. Hence, we suggest combining both. We recommend conducting brute force sensitivity simulations based on the ranking of source contributions obtained from a labelling approach and to define this as the best practice for the air pollution management of nitrogen oxides for source attribution purposes. The studies by Mertens et al. (2018) and Butler et al. (2020) already indicate that for ozone, a combination of the perturbation and the tagging approaches can yield complementary information that neither approach can deliver on its own. As definition combined simulations would be additive and able to represent indirect processes as well as the natural and boundary contribution could be separated out, this would widen the scope of advice to mitigate air-pollution. However further analysis is needed to gain a deeper understanding of the interactions of such combined concepts.
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