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Abstract. We derive a change of variable formula for $C^1$ functions $U : \mathbb{R}_+ \times \mathbb{R}^m \to \mathbb{R}$ whose second order spatial derivatives may explode and not be integrable in the neighbourhood of a surface $b : \mathbb{R}_+ \times \mathbb{R}^{m-1} \to \mathbb{R}$ that splits the state space into two sets $C$ and $D$. The formula is tailored for applications in problems of optimal stopping where it is generally very hard to control the second order derivatives of the value function near the optimal stopping boundary. Differently to other existing papers on similar topics we only require that the surface $b$ be monotonic in each variable and we formally obtain the same expression as the classical Itô’s formula.

1. Introduction

The main aim of this paper is to provide a change of variable formula for a process $U(t, X_t)$ where $U : \mathbb{R}_+ \times \mathbb{R}^m \to \mathbb{R}$ is a function and $X$ a stochastic process. Our setting is tailored for optimal stopping problems but the result is also of independent interest since it complements existing generalisations of Itô’s formula. We could think of $U$ as the value function of an optimal stopping problem whose underlying stochastic process is a suitable multi-dimensional càdlàg semi-martingale $X$. With this in mind we divide the state space $\mathbb{R}_+ \times \mathbb{R}^m$ into two subsets $C$ and $D$, whose boundary $\partial C$ would correspond to the optimal stopping boundary. Our focus is on obtaining a formula that resembles the classical Itô’s formula and does not involve either local times or the quadratic covariation between the underlying process $X$ and the spatial gradient $\nabla U(t, X)$. This is important, for example, when deriving the dynamics of hedging portfolios for American options on multiple assets or integral equations for optimal stopping boundaries (in the spirit of numerous examples in the book by Peskir and Shiryaev [37]). Since we want to avoid using local times and quadratic covariation, we do require that the spatial gradient $\nabla U$ be a continuous function. However, we require minimal regularity on the second order spatial derivatives of $U$ near the boundary $\partial C$ and very mild monotonicity properties of the boundary itself. Our assumptions will be shown to hold naturally in a very broad class of optimal stopping problems for which existing generalisations of Itô’s formula are either technically more involved than ours or not applicable (see Section 3). A key difficulty for the application of existing formulae in the context of optimal stopping for multi-dimensional semi-martingales ($m \geq 2$) is that neither the value function nor the optimal stopping boundary of the problem are known explicitly. Therefore, two non-trivial technical problems arise in practice:

(i) it is often very difficult to prove sufficient regularity of the second-order spatial derivatives of the value function up to the optimal boundary;

(ii) in some cases it is required that by composing the optimal stopping boundary with the underlying stochastic process (in a sense clarified below) one should obtain a semi-martingale. Due to limited knowledge on the smoothness of the boundary, such a semi-martingale assumption is often difficult to verify in practice.
As we will clarify in the rest of this Introduction and in Section 3, our paper circumvents those hurdles and provides a viable tool for applied problems.

We now review some of the main results in the field but without the ambition to give a full account of the existing literature, which is vast and branches out in several specialised directions. In order to avoid confusion with our own setting, below we use $F$ to denote the function to which the change of variable formula is applied in the literature that we discuss.

Various change of variable formulae have been developed that do not even require continuity of first order spatial derivatives of $F$. Perhaps the best known one is the so-called Itô-Tanaka-Meyer formula (see, e.g., [39, Thm.IV.7.70]) which applies to functions $F : \mathbb{R} \to \mathbb{R}$ that are a difference of convex functions (see also [2, Sec. 3] for an extension to $F(t, X_t)$ with $X$ a one-dimensional Brownian motion). Relaxing the assumption of convexity is generally difficult but a number of results are known in the literature. An early work in this direction is the one by Bouleau and Yor [6] who establish a formula for functions $F : \mathbb{R} \to \mathbb{R}$ which are absolutely continuous with locally bounded first order derivative and for a fairly broad class of càdlàg semi-martingales. The key idea in that work is that the semi-martingale local time defines a measure on $\mathbb{R}$ via the mapping $a \mapsto L^a_t$ (see, e.g., [39, Thm. IV.7.77] and the subsequent corollary for details). Föllmer and Protter [24] generalise those results to functions $F : \mathbb{R}^d \to \mathbb{R}$ whose first order partial derivatives exist in the weak sense as functions in $L^2$ and the underlying process is a $d$-dimensional Brownian motion. Analogous results in the one-dimensional case had been previously obtained by Föllmer, Protter and Shiryaev in [25] (see also Bardina and Jolis [4] for time-space extensions in the case of one-dimensional diffusions with suitable transition density). Those works shift the focus from the use of semi-martingale local times (as in Bouleau and Yor [6]) to the use of quadratic covariation of $\nabla F(X)$ and $X$. Quadratic covariation appears also in work by Russo and Vallois [41], who require continuous differentiability of the function $F : \mathbb{R}^d \to \mathbb{R}$ but develop change of variable formulae for more general processes than just semi-martingales, thanks to notions of forward and backward integrals that they introduced in earlier papers (see also subsequent results by Errami, Russo and Vallois [20]). Further results based on quadratic covariation of $\nabla F(X)$ and $X$ are established by Moret and Nualart [33] when $F$ belongs to the Sobolev class $W^{1,p}_{loc}(\mathbb{R}^d)$ and $X$ is a non-degenerate martingale, using Malliavin calculus techniques. In the case of diffusions associated to uniformly elliptic operators in divergence form Rozkosz [40] establishes a change of variable formula for functions $F$ in the class $W^{1,p}_{loc}(\mathbb{R}^d)$, for $p > 2 \wedge d$, via Stratonovich integrals.

The focus on properties of local times of semi-martingales is central in works by Peskir [34] and [35], which are close in spirit to our paper (see also [27] for further results and links to other generalisations of Itô’s formula). In particular, in [34] Peskir studies a change of variable formula for processes $F(t, X_t)$ where $X$ is a continuous semi-martingale, $F : \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}$ is such that $F \in C^{1,2}$ separately in the closure of two sets $\mathcal{C}$ and $\mathcal{D}$, with $\mathbb{R}_+ \times \mathbb{R} = \mathcal{C} \cup \mathcal{D}$ and the sets are separated by the graph of a continuous function $b : \mathbb{R}_+ \to \mathbb{R}$ of bounded variation. Spatial derivatives of $F$ need not be continuous across the boundary of the two sets $\partial \mathcal{C} = \partial \mathcal{D}$, which leads Peskir to consider the local time of $X$ along the curve $t \mapsto b(t)$. The $C^{1,2}$ requirement on $F$ can be weakened to hold only in the interior of the sets $\mathcal{C}$ and $\mathcal{D}$, separately, if $X$ is a continuous diffusion (see [34, Sec. 3]). In his other paper [35], Peskir extends the result to multi-dimensional, possibly discontinuous semi-martingales $X \in \mathbb{R}^d$ and in this case the sets $\mathcal{C}$ and $\mathcal{D}$ are separated by the graph of a function $b : \mathbb{R}_+ \times \mathbb{R}^{d-1} \to \mathbb{R}$ that is continuous and such that the process $b^X := b(t, X^1, \ldots, X^{d-1})$ is a semi-martingale. These assumptions on $b^X$ may be hard to verify directly in applications to optimal stopping, because the boundary $b$ is not given explicitly, and it was one of the main motivations for our own paper. Elworthy, Truman and Zhao [18] also obtain change of variable formulae for time-space processes where the spatial component is a one-dimensional semi-martingale (for
an extension to two-dimensional diffusions see [21]); they require left-derivatives in time and space of the function $F$ to have bounded variation.

Eisenbaum [16] develops change of variable formulae for multi-dimensional Lévy processes when first order partial derivatives of the function $F$ exist and are integrable, without further assumptions on second order derivatives. She relies on a suitable notion of integrals with respect to local time $(a, t) \mapsto L^a_t$, understood as integrator in both variables, and connects her results to all the papers we mentioned so far (see also [14] and [15] for earlier closely related work by the same author). More recently, Wilson [44] also studied integrals with respect to local time as a map $(a, t) \mapsto L^a_t$ (building upon ideas from [16] and [27]). He then uses such integrals in [45] to derive a change of variable formula for functions $F : \mathbb{R}_+ \times \mathbb{R}^2 \to \mathbb{R}$ when the underlying process is a two-dimensional jump diffusion process whose jumps are of bounded variation and with no diffusive part in the second component. Wilson’s assumptions on $F$ are in the same spirit as those by Eisenbaum but his change of variable formula draws on [34] and [35]. However, [45] requires that either the boundary $b : \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}$ be Lipschitz continuous or $b^{X} := b(t, X^2)$ be of bounded variation. Both assumptions are generally difficult to check in applications to optimal stopping. Finally, under the assumption that smooth-fit holds and with an analogue of our Assumption A.2 in place, [45] obtains a generalisation of Itô’s formula without requiring $b^{X}$ of bounded variation (but still requiring $X^2$ of bounded variation).

It is worth mentioning that a number of interesting results on generalisations of Itô’s formula developed in the early 2000s are collected in the book [13]. There we find for example work by Kyprianou and Surya [32] on a change of variable formula with local times on curves, for one-dimensional Lévy processes of bounded variation. Some of the work by Eisenbaum, Peskir, Russo and Vallois are also contained therein.

In the theory of stochastic control the most widely used extensions of Itô’s formula for time-space diffusion processes (generally admitting smooth transition density), require $F \in W^{1,2,p}_{loc}(\mathbb{R}_+ \times \mathbb{R}^m)$ for $p > 1$ sufficiently large to also guarantee that the spatial gradient $\nabla F$ is continuous thanks to Sobolev embedding (see, e.g., [5, Ch. 2.8], [31, Ch. 2 Sec. 10] or [23, Ch. 8]). While our proof is inspired by those results, we remark that our function $U$ does not belong to the Sobolev class $W^{1,2,p}_{loc}(\mathbb{R}_+ \times \mathbb{R}^m)$ because we do not require integrability of second order spatial derivatives in neighbourhoods of the boundary $\partial C$. In the context of applications to optimal stopping it is also worth mentioning the work by Alsmeyer and Jaeger [1]. They prove a change of variable formula for functions $F : \mathbb{R}^{d+1} \to \mathbb{R}$ that are continuously differentiable and whose derivative in its first variable (denoted $D_{x_0}F$) is absolutely continuous as a map $z \mapsto D_{x_0}F(z, x_1, \ldots, x_d)$ for all $(x_1, \ldots, x_d)$ fixed. Differently from our set-up their result applies for processes $X = (M, V^1, \ldots, V^d)$ where $M$ is a continuous semimartingale and $(V^1, \ldots, V^d)$ is a continuous process of locally bounded variation.

The paper is organised as follows. In Section 2 we present our framework and state our change of variable formula. In Section 3 we discuss the applicability of our result in optimal stopping problems for multidimensional processes. In Section 4 we prove our change of variable formula.

2. Setting and main result

On a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ we consider a $m$-dimensional Brownian motion $B := (B^1_t, \ldots, B^m_t)_{t \geq 0}$ and denote by $X := (X^1, \ldots, X^m)$ a solution in $\mathbb{R}^m$ of the stochastic differential equation (SDE): for $i = 1, \ldots, m$,

\begin{equation}
\begin{aligned}
dX^i_t &= \alpha^i(t, X_{t-})dt + \sum_{j=1}^{m} \sigma^{ij}(t, X_{t-})dB^j_t + \gamma^i(t, X_{t-})dA^i_t, \quad X^i_0 = x_i,
\end{aligned}
\end{equation}
where $A = (A^1, ..., A^m)$ is a càdlàg process of bounded variation with $A_0 = 0$. Here we use boldface letters to indicate vectors and denote

$$\beta^{ij}(t, x) := \sum_{k=1}^{m} \sigma^{ik}(t, x) \sigma^{jk}(t, x)$$

and $f_x = \frac{\partial f}{\partial x_1}, f_{x_j} = \frac{\partial^2 f}{\partial x_1 \partial x_j}$ for all $i, j = 1, \ldots m$. The coefficients of the SDE are assumed to be measurable and, for the sake of concreteness, we also assume for all $t \geq 0$ that

$$\int_0^t \sum_{i=1}^{m} |\alpha^i(s, X_s)| + \sum_{i,j=1}^{m} |\beta^{ij}(s, X_s)|^2 ds < \infty, \quad \mathbb{P}\text{-a.s.,}$$

where we denote by $|A|^s_t$ the total variation process associated to $A^i$.

We divide the state-space into two subsets, i.e., $\mathbb{R}_+ \times \mathbb{R}^m = C \cup D$, with $C$ open and $D$ closed. We further assume that such subsets can be described in terms of a surface

$$\sum_{i=1}^{m} |\alpha^i(s, X_s)| + \sum_{i,j=1}^{m} |\beta^{ij}(s, X_s)|^2 ds < \infty, \quad \mathbb{P}\text{-a.s.,}$$

where $\mathbb{P}$ denotes the probability measure.

The main aim of the paper is to prove a change of variable formula for functions $U : \mathbb{R}_+ \times \mathbb{R}^m \to \mathbb{R}$ whose second order spatial derivatives may explode along the boundary $\partial C$ arbitrarily fast.

**Theorem 2.1.** Assume the following:

**A.1** The coefficients $\beta^{ij}$ are locally Lipschitz and $\mathbb{P}((t, X_{t-}) \in \partial C) = 0$ for a.e. $t \geq 0$;

**A.2** A function $U : \mathbb{R}_+ \times \mathbb{R}^m \to \mathbb{R}$ is such that $U \in C^4(\mathbb{R}_+ \times \mathbb{R}^m)$ with $U \in C^{1,2}(C) \cap C^{1,2}(D)$. Moreover, for any compact subset $K \subset \mathbb{R}_+ \times \mathbb{R}^m$ the function

$$L(t, x) := \sum_{i,j=1}^{m} \beta^{ij}(t, x) U_{x_i x_j}(t, x)$$

is bounded for $(t, x) \in K \setminus \partial C$. That is, for any compact $K$ there exists $c_K$ such that

$$\sup_{(t,x) \in K \setminus \partial C} |L(t, x)| \leq c_K;$$

**A.3** The mappings $x_i \mapsto b_1(t, x_2, \ldots, x_m)$, $i = 2, \ldots, m$, and $t \mapsto b_1(t, x_2, \ldots, x_m)$ are monotonic.

Then, we have the change of variable formula:

$$U(t, X_t) = U(0, x)$$

$$+ \int_0^t \left[ \left(U_t + \sum_{i=1}^{m} \alpha^i U_{x_i}, u, X_{u-} \right) + \frac{1}{2} \sum_{i,j=1}^{m} \left(1_{\{(u, X_{u-}) \notin \partial C\}} \beta^{ij} U_{x_i x_j} \right)(u, X_{u-}) \right] du$$

$$+ \sum_{i=1}^{m} \int_0^t \left( \gamma U_{x_i} \right)(u, X_{u-}) dA^i_u + \sum_{u \leq t} \left( U(u, X_u) - U(u, X_{u-}) \right)$$

$$+ \sum_{i,j=1}^{m} \int_0^t U_{x_i}(u, X_{u-}) \sigma^{ij}(u, X_{u-}) dB^j_u, \quad \text{for } t \in [0, \infty), \mathbb{P}\text{-a.s.,}$$

where we used the decomposition $A^i_t = A^i_{t-} + \sum_{s \leq t} \Delta A^i_s$ with $A^i_{t-}$ the continuous part of the process $A^i$. 


Since the jumps of the process $X$ only arise from the bounded variation process $A$, the expression for the jump terms in (2.6) is equivalent to the usual one found in textbooks:

$$
\sum_{i=1}^{m} \int_{0}^{t} (\gamma_{i} U_{x_i}) (u, X_{u-}) dA_{u}^{c,i} + \sum_{u \leq t} \left( U(u, X_u) - U(u, X_{u-}) \right)
$$

$$
= \sum_{i=1}^{m} \int_{0}^{t} (\gamma_{i} U_{x_i}) (u, X_{u-}) dA_{u}^{i} + \sum_{u \leq t} \left( U(u, X_u) - U(u, X_{u-}) \right) - \sum_{i=1}^{m} \left( \gamma_{i} U_{x_i} \right) (u, X_{u-}) \Delta A_{u}^{i}.
$$

Assumption A.2 says that the derivatives $U_{x_i,x_j}$ are continuous separately in $C$ and in the interior of $D$. Moreover, the condition $U \in C^{1,2}(D)$ means that, for each $i, j = 1, \ldots, m$, the function $U_{x_i,x_j}$ admits a continuous extension from the interior of $D$ to its boundary $\partial D = \partial C$. On the contrary, $U_{x_i,x_j}$ need not admit a continuous extension from $C$ to $\partial C$ for $i, j = 1, \ldots, m$. In general boundedness of the function $L$ in (2.4) is not sufficient for the boundedness of all second order spatial derivatives.

The need to have some control over the function $L$ in (2.4) was already indicated by Peskir in [34, Thm. 3.1] (see the condition in Eq. (3.26) therein) in the case when the boundary $b$ is a continuous function of bounded variation only depending on time and $X$ is a one-dimensional diffusion process. Peskir et al. [19, Thm. 19] also employ a condition similar to (2.5) to obtain Dynkin’s formula (rather than Itô’s formula) for a two-dimensional diffusion. Their proof requires different arguments to ours as they need convexity/concavity of their function $U$ and use estimates on the expected value of local times.

**Remark 2.2** (Degenerate processes). It is intuitively clear and it can be easily seen from the proof of the theorem that if the $i$-th coordinate of the process $X$ is of bounded variation (i.e., $\sigma^{j} \equiv 0$ for all $j = 1, \ldots, m$) it is not necessary to require existence of the second order partial derivatives $U_{x_i,x_j}$ for $j = 1, \ldots, m$ in Assumption A.2.

**Remark 2.3** (Assumptions on the boundary). Assumption A.3 is much easier to verify in applications to multi-dimensional optimal stopping problems than the assumption on the boundary $\partial C$ made in [35] (and more recently in [45] but only for two dimensional processes). In [35], $X$ is a general semi-martingale and the process $b^{X}_{t} = b(t, X_{t}^{2}, \ldots, X_{t}^{m})$ must also be a semi-martingale (with $b$ continuous). That is not true in general if only monotonicity of the boundary is known. Of course, we are able to allow for much less stringent conditions on the boundary because, differently to [35], our focus is not on the role of local times on surfaces and we assume continuous differentiability of the function $U$.

**Remark 2.4** (Reflecting diffusions). We chose to state our theorem including the bounded variation process $A$ in the dynamics (2.1) because we have in mind applications to problems for reflecting diffusions and applications in singular stochastic control. In those cases, the condition $P((t, X_{t-}) \in \partial C) = 0$ for a.e. $t \geq 0$ in Assumption A.1 is generally satisfied by Skorokhod’s construction of reflecting diffusions.

3. Applications in optimal stopping

Our main motivation for the development of a change of variable formula of the kind in Theorem 2.1 is its applicability in optimal stopping problems. In particular, when the underlying process is multi-dimensional and diffusive, existing change of variable formulae are difficult to apply because they require regularity conditions on the value function of the problem and on the associated optimal stopping boundary that are hard to check in practice. Here we illustrate some advantages of our formula for this type of applications. There are three subsections. In the first one we provide a general problem formulation and we discuss our specific assumptions in this context. In the second one we illustrate in detail four
examples from the literature on optimal stopping (and singular control). In those examples an application of existing change of variable formulae is not possible whereas our formula can be applied directly. In the final subsection we formulate sufficient conditions on the problem data, in a general setting, that guarantee monotonicity of the optimal boundary as in Assumption A.3.

3.1. A general optimal stopping framework. Letting \( G : \mathbb{R}_+ \times \mathbb{R}^m \to \mathbb{R} \) be a measurable function and \( s \mapsto \Pi^s_t(X) \) an additive functional of the process \( (s, X_s)_{s \geq t} \), one is often interested in problems of the type

\[
U(t, x) = \sup_{t \leq \tau \leq T} \mathbb{E}_{t,x} \left[ e^{-\Pi^s_t(X)} G(\tau, X_\tau) \right],
\]

where \( T \in (0, \infty) \) is a fixed horizon, \( t \in [0, T] \), the supremum is taken over stopping times of the underlying filtration \( (\mathcal{F}_t) \) and the expectation \( \mathbb{E}_{t,x} \) is with respect to the measure \( \mathbb{P}_{t,x}(\cdot) := \mathbb{P}(\cdot | X_t = x) \). In most examples the additive functional \( \Pi^t \) arises from a discount rate, i.e.,

\[
\Pi^s_t(X) = \int_t^s r(u, X_u) \, du,
\]

for some measurable functions \( r : \mathbb{R}_+ \times \mathbb{R}^m \to \mathbb{R} \). However, there are examples in which \( \Pi^t \) may take other forms as, e.g., that of a local time of the process \( X \) (see, e.g., [10]).

Under a set of fairly mild assumptions, it is known that an optimal stopping time for the problem above exists and it takes the form (see, e.g., [37])

\[
\tau_* = \inf\{s \in [t, T] : U(s, X_s) = G(s, X_s)\}.
\]

From this stems the interest for the study of the so-called continuation and stopping sets, denoted by \( \mathcal{C} \) and \( \mathcal{D} \), respectively, and defined as

\[
\mathcal{C} = \{(t, x) : U(t, x) > G(t, x)\} \quad \text{and} \quad \mathcal{D} = \{(t, x) : U(t, x) = G(t, x)\}.
\]

In particular, parametrisations of the continuation and stopping sets as those presented in (2.2) and (2.3) are widely studied in the literature as they often enable a detailed theoretical analysis of the problem at hand.

Together with the probabilistic results on optimality of \( \tau_* \) and the so-called super-harmonic property of the value function (see [37]) there is also an analytic formulation of problem (3.1), in terms of a free boundary problem. For simplicity let us take \( \gamma^t \equiv 0 \) in (2.1) and \( \Pi^t \) as in (3.2). Then the free boundary problem solved by the value function reads

\[
U_t + \frac{1}{2} \sum_{i,j} \beta^{ij} U_{x_i x_j} + \sum_i \alpha^i U_{x_i} - r U = 0, \quad \text{in } \mathcal{C},
\]

\[
U_t + \frac{1}{2} \sum_{i,j} \beta^{ij} U_{x_i x_j} + \sum_i \alpha^i U_{x_i} - r U \leq 0, \quad \text{in } \mathcal{D},
\]

with terminal condition \( U(T, x) = G(T, x) \). It is clear that \( U = G \) on \( \mathcal{D} \). If for example \( G \in C^{1,2}(\mathcal{D}) \), then \( U \) inherits such regularity in \( \mathcal{D} \) and we have

\[
U_t + \frac{1}{2} \sum_{i,j} \beta^{ij} U_{x_i x_j} + \sum_i \alpha^i U_{x_i} - r U = G_t + \frac{1}{2} \sum_{i,j} \beta^{ij} G_{x_i x_j} + \sum_i \alpha^i G_{x_i} - r G, \quad \text{in } \mathcal{D}.
\]

So, by the free boundary formulation we see that the function \( L \) from Assumption A.2 reads

\[
L(t, x) = \begin{cases} 
2(rU - \sum_i \alpha^i U_{x_i} - U_t)(t, x), & (t, x) \in \mathcal{C}, \\
\sum_{i,j} \beta^{ij}(t, x) G_{x_i x_j}(t, x), & (t, x) \in \mathcal{D}.
\end{cases}
\]

It is possible to prove (see [12]) that if \( \partial \mathcal{C} \) is regular in the sense of diffusions for the interior of the stopping set, then \( U \in C^1([0, T) \times \mathbb{R}^m) \). In that context, the bound on \( L \)
required by Assumption A.2 is satisfied as soon as \( \alpha^i \) and \( r \) are continuous functions and \( G \in C^{1,2}(D) \). The requirement \( G \in C^{1,2}(D) \) is actually rather mild and it allows to cover cases in which \( G \) is not smooth everywhere in \([0,T] \times \mathbb{R}^m\). Perhaps the best known example of such behaviour is the case of American put/call options, where \( G(x) = \max(K - x, 0) \) and \( G(x) = \max(x - K, 0) \), respectively, for a constant \( K > 0 \). In those examples \( G \) is not even continuously differentiable in the whole space but it is smooth in the stopping set (see [8] for a finite-horizon, multi-dimensional setting with \( m = 2 \)). The above discussion shows that in optimal stopping it is potentially rather easy to prove that Assumption A.2 holds. Instead, it could be extremely difficult to obtain bounds on each of the second order derivatives \( U_{x_i x_j} \), as required in other existing change of variable formulae.

**Remark 3.1** (Continuous differentiability of \( U \)). It may appear that the requirement \( U \in C^1(\mathbb{R}_+ \times \mathbb{R}^m) \) be much stronger than the usual smooth-fit condition in optimal stopping, which refers to continuity of directional derivatives. However, the smooth-fit condition is normally proved relying upon convergence of \( \tau^*_x \) to zero in the limit as the initial point \( X_0 = x \) of the underlying process approaches \( \partial C \) along a direction parallel to the \( x_1 \)-axis (in the parametrisation of (2.2)). Such convergence is essentially equivalent to the concept of ‘regularity’ of \( \partial C \) in the sense of diffusions, which would also imply continuous differentiability of \( U \) as shown in [12].

Another important aspect of our contribution concerns the assumptions made on the boundary. Monotonicity of the boundary as in Assumption A.3 is often sufficient to prove regularity of \( \partial C \) in the sense of diffusions (see, e.g., [8]) and therefore continuous differentiability of the value function as needed in Assumption A.2. In optimal stopping for multi-dimensional Markov processes, it is often prohibitively difficult to prove geometric properties of the boundary \( \partial C \) beyond the existence of a surface \( b_1 \) as in (2.2) and its monotonicity in each variable (Assumption A.3). Therefore, an application of other existing formulae is not normally possible as those require continuity (or higher regularity) of the boundary and/or, in some cases, properties of the process \( b_1(t, X^2, \ldots, X^m) \) (see, e.g., [35]). To give a sense of the challenge, let us consider for a moment a time-homogenous, \( \Pi^t(X) \equiv 0 \) and \( G \) independent of time. In this case (2.2)–(2.3) are given in terms of a function \( x_2 \mapsto b_1(x_2) \) and, in order to apply the formula from [35], one needs to verify that \( t \mapsto b_1(X_2^t) \) is a semi-martingale process. In the easiest (non-trivial) case of \( X^2 \) being a Brownian motion, the semimartingale property is essentially equivalent to convexity/concavity (or semi-convexity/concavity) of the mapping \( x_2 \mapsto b_1(x_2) \). That property is generally beyond reach in optimal stopping (a notable exception is [19, Prop. 9] for a specific problem). In contrast, monotonicity of optimal stopping boundaries (for \( m \geq 2 \)) turns out to be more easily obtained in numerous examples as in [8], [29], [11] and [10], which will be discussed in detail in the next subsection. Thus, Assumption A.3 is in line with properties that one may expect to be able to prove for optimal boundaries in tractable optimal stopping problems.

As for Assumption A.1, the requirement that coefficients \( \beta^{ij} \) be locally Lipschitz is satisfied in all examples we are aware of in the literature. Since in our framework \( \partial C \) is a set of zero Lebesgue measure in \( \mathbb{R}_+ \times \mathbb{R}^m \), then the condition \( \mathcal{P}((t, X_{t-}) \in \partial C) = 0 \) for a.e. \( t \geq 0 \) is satisfied as soon as the law of \( X \) is absolutely continuous with respect to the Lebesgue measure.

**Remark 3.2** (Running rewards). When \( A \equiv 0 \) the framework above can be immediately extended to include running rewards in the objective function. Consider a problem of the form

\[
\hat{U}(t,x) = \sup_{t \leq \tau \leq T} E_{t,x} \left[ \int_t^\tau e^{-\Pi^t(X)} R(s, X_s) ds + e^{-\Pi^t(X)} G(\tau, X_\tau) \right],
\]
where $R : \mathbb{R}_+ \times \mathbb{R}^m \to \mathbb{R}$ is a continuous function. Assume we can find a function $F$ such that

$$E_{t,x} \left[ e^{-\Pi^t(x)} F(\tau, X_\tau) \right] = F(t, x) - E_{t,x} \left[ \int_t^T e^{-\Pi^s(x)} R(s, X_s) ds \right],$$

for every stopping time $\tau \in [t, T]$. Then, we can reduce (3.6) to (3.1) by combining the two expressions above into

$$U(t, x) := (\tilde{U} - F)(t, x) = \sup_{t \leq \tau \leq T} E_{t,x} \left[ e^{-\Pi^t(x)} G(\tau, X_\tau) \right],$$

where $G := \tilde{G} - F$.

Finding the function $F$ in (3.7), in the case when $\Pi^t(X) = \int_t^s r(u, X_u) du$, boils down to solving a relatively simple PDE. Letting $\mathcal{L}$ be the infinitesimal generator of $X$, we need $F$ to be a solution of a Cauchy problem

$$(\partial_t F + \mathcal{L} F - r F)(t, x) = -R(t, x), \quad (t, x) \in [0, T] \times \mathbb{R}^m,$$

with sufficiently slow growth at infinity (e.g., linear growth is often sufficient). Notice that the terminal condition $F(T, x) = \Phi(x)$ can be chosen arbitrarily as it will affect the form of $U = \tilde{U} - F$ but it will not alter the equivalence between the problem in (3.6) and the one in (3.8). In other words, changing $\Phi$ only changes the shift in $U = \tilde{U} - F$ and $G = \tilde{G} - F$.

Instead, in the case of $A \neq 0$, (3.6) cannot be reduced to (3.1) and the analysis must be performed on a case-by-case basis.

### 3.2. Four specific examples

Optimal stopping problems on multi-dimensional underlying processes are appearing with increasing frequency in the literature (a probabilistic study of optimal stopping boundaries for multi-dimensional diffusions can be found for example in [9]). Here we briefly review four specific examples that fit within our framework. We emphasise that existing change of variable formulae cannot be applied to any of the examples below whereas our formula can be applied to all of them.

**American options with stochastic interest rate.** In [8] we study the classical American put option problem under stochastic discounting and we apply directly results from this paper in the proofs of Propositions 3.9 and 3.12 therein. The problem in [8] is set on a finite-time horizon and there is a two-dimensional continuous process $(X^1, X^2) = (R, X)$ where $R$ represents the discount rate and $X$ the stock price. An optimal boundary exists and can be parametrised either as a function of $(t, R)$ or as a function of $(t, X)$. Monotonicity of the boundary is shown as needed in Assumption A.3 ([8, Propositions 3.3 and 3.4]). From that it also follows regularity of the boundary in the sense of diffusions and continuous differentiability of the value function ([8, Thm. 3.5]). Therefore Assumption A.2 holds by virtue of the discussion around (3.5) above. In terms of notation, in (3.1) we should take $G(t, r, x) = (K - x)^+$ and $\Pi^t(x) = \int_t^s R_u du$. In particular we notice that $G$ is not smooth in the whole space, but it can be easily shown that $D \subset \{(t, r, x) : x \leq K\}$ and therefore $G \in C^\infty(D)$. The application of our change of variable formula allows us to obtain both an integral equation for the optimal exercise boundary and, somewhat more importantly, a rigorous derivation of the Delta hedging portfolio. Although it is possible to prove that the value function is convex in $x$, no further information is available about its second order spatial derivatives. Moreover, it is not possible from the analysis in [8] to conclude that either $t \mapsto b_1(t, X_t)$ or $t \mapsto b_2(t, X_t)$ is a semi-martingale. These difficulties prevent the use of alternative change of variable formulae.

**Quickest detection.** In the context of quickest detection problems, multi-dimensional situations arise for example in [29], [26] and [17]. With particular reference to [29] by Johnson and Peskir, our change of variable formula could be directly applied in that setup. The problem
is set on an infinite-time horizon and the underlying process is two-dimensional diffusive with
the notation \((X^1, X^2) = (\Phi, X)\). It is shown in the paper (Corollary 8 and Proposition 16)
that the optimal stopping boundary is a continuous monotonic mapping \(x \mapsto b(x)\) (hence our
Assumption \textbf{A.3} holds) and it is optimal to stop when \(\Phi\) exceeds the moving boundary \(b(X)\).
The Mayer formulation of the problem (i.e., the analogue of our (3.1)) is provided in [29,
Proposition 3] and it corresponds to taking \(\Pi_s^b(X) = \lambda(s-t)\) and \(G(t, \varphi, x) = -(1 + \varphi)x^2 - \alpha\)
where \(\lambda, \alpha > 0\) are constants (notice that the minus sign is due to the fact that in [29]
they address a minimisation problem). Johnson and Peskir prove in their Proposition 14 that their
value function is continuously differentiable once in both variables. Therefore the argument
that follows (3.5) above implies that our Assumption \textbf{A.2} holds as well.

We notice that Johnson and Peskir derive a nonlinear integral equation ([29, Theorem 19])
by a non-trivial modification of the change of variable formula from [34]. Indeed they cannot
directly apply results in [34] or [35] because they cannot prove that the process \(t \mapsto b(X_t)\) (or
suitable transformations thereof) is a semi-martingale. So they adopt an ad-hoc procedure.
First, they perform a change of coordinate that leads to a two-dimensional process \((U, \Phi)\) with
\(U\) a process of bounded variation (notice that the notation is slightly clashing with our (3.1)
but no confusion shall arise). After the change of coordinate, they parametrise the boundary
of the continuation set with a function \(\tilde{b}(u)\) which is the analogue of \(b(x)\) in the original
coordinate system. Second, they construct an approximation \(U^n\) of the process \(U\) in order
to guarantee that the corresponding process \(\tilde{b}(U^n)\) be also of bounded variation. Finally, they
apply the change of variable formula from [34] to the process \((U^n, \Phi)\) with boundary \(\tilde{b}(U^n)\)
and show that it is then possible to pass to the limit as \(n \to \infty\). Our Theorem 2.1 instead is
directly applicable and thus the delicate construction in [29] could be avoided.

Many problems of stochastic singular control can be linked to optimal stopping and be
solved via free boundary methods (see, e.g., [11], [3], [22] for multi-dimensional diffusive set-
ups). For those problems our change of variable formula is also useful.

\textbf{Irreversible investment}. In [11] an irreversible investment problem with stochastic costs
is connected to a two-dimensional diffusive problem on a two-dimensional non-degenerate diffusion
\((X^1, X^2) = (Y, X)\). The problem in [11] is presented in its Bolza formulation but using our
notation and transforming it into the Mayer formulation we have \(G(t, x, y) = -y - f(x)\) and
\(\Pi_s^b(X) = r(s-t)\), where \(r > 0\) is constant and

\[
f(x) = E_x \left[ \int_0^\infty e^{-rs}c(X_s)ds \right]
\]

for a suitable function \(c\) specified in [11]. It is proven in [11, Proposition 4.1] that it is
optimal to stop when the process \(Y\) falls below an optimal boundary \(b(X)\). The mapping
\(x \mapsto b(x)\) is increasing and continuous ([11, Proposition 4.4]), hence our Assumption \textbf{A.3}
holds. The value function of the problem is continuously differentiable once in both variables
\((x, y)\) ([11, Proposition 4.3]) so that using the arguments around (3.5) also our Assumption
\textbf{A.2} is satisfied.

Since the authors were unable to use any of the change of variable formulae known at the
time, they resorted to a lengthy approximation procedure, based on variational inequalities,
in order to arrive at an integral equation for the optimal boundary. In particular, the authors
noticed that they could not apply [35] because they could not prove that the process \(b(X_t)\)
was a semi-martingale. Moreover, they had no bounds on the second order derivatives of the
value function so that also alternative methods seemed to fail. Our Theorem 2.1 is directly
applicable and could significantly simplify the derivation of the integral equation for the boundary.
The dividend problem. In [3] the dividend problem with stochastic discounting is connected

to an optimal stopping problem on a two-dimensional reflecting diffusion \((X^1, X^2) = (Z, R)\). Here \(Z\) is a reflecting Brownian motion with drift, upward-reflecting at a constant threshold 
\(\alpha > 0\), and \(R\) is a CIR process. In the notation of (3.1) we have \(G(t, z, r) = 1\) and

\[
\Pi^*_t(X) = \int_t^s \rho(R_u)du - \lambda(L^\alpha_s - L^\alpha_t),
\]

where \(\lambda > 0\) is a constant, \(\rho\) is a suitable function and \(L^\alpha\) is the local time of \(Z\) at the reflection point \(\alpha\). The two-dimensional dynamics with reflection is covered by our set-up in (2.1). It is proven in [3] that it is optimal to stop when \(Z\) exceeds a moving boundary \(b(R)\) where \(r \mapsto b(r)\) is continuous and decreasing (Lemma 3.8 and Theorem 3.13). Hence our Assumption A.3 holds. Once again, the authors cannot control the second order derivatives of the value function near the optimal boundary and neither can they prove that the process \(b(R_t)\) is a semi-martingale. However, it is shown in [3. Proposition 3.11] that the value function is continuously differentiable once in \((z, r)\), so that our Assumption A.2 holds. Then, our change of variable formula in Theorem 2.1 applies to the set-up in [3].

Remark 3.3. Applications of our formula are natural also in the proof of so-called verification theorems in problems of stochastic singular control, including irreversible or partially reversible investment and the dividend problem (see [23, Ch. VII.4] and [38, Ch. 4.5] for an extensive coverage of the topic and financial motivations).

In those problems, the controlled dynamics is inherently càdlàg due to the action of the singular control. In the context of our stochastic dynamics (2.1), we can think of the process \(A\) as of a generic control.

A verification theorem would normally require two ingredients:

(i) \(C^{1, 2}\)-regularity of a (candidate) value function \(U\), obtained as a solution of a suitable HJB equation (or alternatively, \(W^{1, 2,p}\)-regularity for sufficiently large \(p > 1\));

(ii) Existence of an optimal control. That is often obtained by constructing a Skorokhod reflection of \(X\) at a sufficiently regular free boundary, e.g., Lipschitz continuous as in [43] or higher regularity as in [42].

The proof of a verification theorem would then proceed via an application of Itô’s formula to \(U(t, X_t)\) and the use of the HJB equation. Thanks to our Theorem 2.1, the smoothness requirements on the (candidate) value function are milder than those in (i) above. As for the free boundary, our Assumption A.3 is not overly restrictive if one considers that condition (ii) is however required.

3.3. Some sufficient conditions for Assumption A.3. The study of optimal stopping boundaries has historically been developed mainly through examples due to the technical difficulties in formulating general theoretical results. In this spirit, the application of our Theorem 2.1 is subject to the verification of Assumptions A.1–A.3, which should be performed on a case-by-case basis. As explained in Section 3.1, the monotonicity of the optimal boundary (i.e., Assumption A.3) is often the key to the proof of continuous differentiability of the value function (as in the four examples above) and to the continuity of the optimal boundary (see, e.g., [36], [7]). Moreover, it is also needed for the proof of our Theorem 2.1. Therefore, it seems worth it to present some easily verifiable conditions that imply Assumption A.3. We emphasise though that such conditions are far from being necessary.

For the ease of presentation we focus on \(X \in \mathbb{R}^3\) but all results extend to higher dimension up to obvious changes. We are in the setting of (3.1) and \(X\) follows the dynamics given in (2.1). Throughout the section we assume:

Assumption 3.4. The following conditions are satisfied:

(i) The process \(A\) is non-decreasing and (2.1) admits a unique strong solution.
(ii) The discount rate \( r(t, X_{t^-}) = r \geq 0 \) is constant in (3.2).

(iii) For \( i, j = 1, 2, 3 \) it holds \( \sigma^{ij}(t, x) = \sigma^{ji}(x_i) \) and \( \gamma^i(t, x) = \gamma^i = \text{const.} \) Moreover, there is a function \( h: \mathbb{R}_+ \to \mathbb{R}_+ \) such that \( \int_0^t h^{-2}(y)dy = \infty \) for all \( \varepsilon > 0 \) and for \( j = 1, 2, 3 \)

\[
|\sigma^{ij}(x_1) - \sigma^{ij}(x_1')| \leq h(|x_1 - x_1'|).
\]

(iv) For \( i = 2, 3 \) it holds \( \alpha^i(t, x) = \alpha^i(x) \) whereas \( \alpha^1(t, x) = \alpha^1(x) \) and \( z \mapsto \alpha^1(z, x_2, x_3) \) is Lipschitz continuous uniformly in \( (x_2, x_3) \).

(v) The stopping time \( \tau_* \) in (3.3) is optimal and the continuation set is specified by (2.2).

The process is time-homogeneous, the diffusion coefficient of the \( i \)-th coordinate depends at most on \( X^i \) and the coefficient in front of \( A \) is constant. The coefficients in the dynamics of \( X^2 \) and \( X^3 \) only depend on \( X^2 \) and \( X^3 \), respectively, whereas \( \alpha^i \) depends on the dynamics of \( (X^1, X^2, X^3) \) and it is Lipschitz in its first variable. These assumptions, combined with monotonicity of \( A \), will enable the use of a simple variation on standard comparison principles for the trajectories of the process \( X \) starting from different initial conditions (see Appendix). Taking a constant discount rate simplifies the discussion below but it is shown in the setting of [3] and [8] that it is possible to consider stochastic discount rates and obtain monotonic optimal boundaries.

We consider two specific cases. In the first case the gain function is time homogeneous and it only depends explicitly on \( X^1 \), while it depends implicitly on \( (X^2, X^3) \) via the drift of \( X^1 \). This situation is similar to the American put option problem studied in [8] and we do not assume smoothness of \( G \). An interpretation of this problem is that \( G \) is the payoff of an American option written on an underlying asset with value \( X^1 \). The rate of return of such an asset (the drift of \( X^1 \)) depends on the values of two other stochastic factors, \( X^2 \) and \( X^3 \). As observed above the drifts of \( X^2 \) and \( X^3 \) are decoupled, in the sense of (iv) in Assumption 3.4. Notice however that \( X^1, X^2 \) and \( X^3 \) are also correlated by the Brownian motions \( W^1, W^2 \) and \( W^3 \) via the coefficients \( \sigma^{ij} \). We state the next result for \( G \) non-decreasing but it will be clear that an analogous result holds for non-increasing \( G \), up to trivial changes.

**Proposition 3.5.** Let Assumption 3.4 hold. If \( G(t, x) = G(x_1) \), then \( t \mapsto b_1(t, x_2, x_3) \) is non-decreasing. If \( z \mapsto G(z) \) is non-decreasing, \( z \mapsto \alpha^1(x_1, z, x_3) \) is non-decreasing and \( z \mapsto \alpha^1(x_1, x_2, z) \) is non-increasing, then \( x_2 \mapsto b_1(t, x_2, x_3) \) is non-increasing and \( x_3 \mapsto b_1(t, x_2, x_3) \) is non-decreasing.

**Proof.** Since \( G \) is independent of time and \( X \) is time-homogeneous, then

\[
U(t, x) = \sup_{0 \leq \tau \leq T} E_{t,x} \left[ e^{-r(\tau-t)} G(X_{\tau}) \right] = \sup_{0 \leq \tau \leq T-t} E_{0,x} \left[ e^{-r\tau} G(X_{\tau}) \right],
\]

because the law of \( (X_s)_{s \geq t} \) under \( P_{t,x} \) is the same as the law of \( (X_s)_{s \geq 0} \) under \( P_{0,x} \) and the class of the stopping times is adjusted accordingly. From the final expression above it is not hard to verify that \( t \mapsto U(t, x) \) is non-increasing. In particular, that implies

\[
(t, x) \in \mathcal{D} \implies (s, x) \in \mathcal{D}, \quad \text{for all } s \in \left[ t, T \right],
\]

from which we conclude that \( t \mapsto b_1(t, x_2, x_3) \) must be non-decreasing.

Next we want to prove that for any \( \varepsilon > 0 \)

\[
U(t, x_1, x_2 + \varepsilon, x_3) \geq U(t, x_1, x_2, x_3) \quad \text{and} \quad U(t, x_1, x_2, x_3 + \varepsilon) \leq U(t, x_1, x_2, x_3).
\]

Indeed, if (3.10) holds then, thanks to the fact that \( G(t, x) = G(x_1) \), we have

\[
U(t, x_1, x_2 + \varepsilon, x_3) - G(x_1) \geq U(t, x_1, x_2, x_3) - G(x_1)
\]

and

\[
U(t, x_1, x_2, x_3 + \varepsilon) - G(x_1) \leq U(t, x_1, x_2, x_3) - G(x_1),
\]
which imply \( x_2 \mapsto b_1(t, x_2, x_3) \) non-increasing and \( x_3 \mapsto b_1(t, x_2, x_3) \) non-decreasing, respectively.

In order to prove the first inequality in (3.10), let us set \( x_\varepsilon = (x_1, x_2 + \varepsilon, x_3) \) and denote by \( X^{i; x_\varepsilon} \) the \( i \)-th coordinate of the process \( X \) started from \( X_0 = x_\varepsilon \). Analogously we use \( X^{i; x} \) for the \( i \)-th coordinate of the process \( X \) started from \( X_0 = x \). Thanks to (iii) and (iv) in Assumption 3.4, it is clear that \( X^{i; x_\varepsilon}_s = X^{3; x_\varepsilon}_s \) and \( X^{i; x}_s \geq X^{3; x}_s \) for all \( s \geq 0 \), \( \mathbb{P} \)-a.s. by pathwise uniqueness. It then follows that

\[
\alpha^1(\cdot, X^{3; x_\varepsilon}_s, X^{3; x}_s) \geq \alpha^1(\cdot, X^{3; x}_s, X^{3; x}_s).
\]

The comparison principle in Proposition A.1 in Appendix applies with \( C_t = \gamma^1 A_t \),

\[
\eta^1(\omega, s, y) = \alpha^1(y, X^{3; x}_s(\omega), X^{3; x}_s(\omega)) \quad \text{and} \quad \eta^2(\omega, s, y) = \alpha^1(y, X^{3; x}_s(\omega), X^{3; x}_s(\omega)).
\]

Then \( X^{i; x_\varepsilon}_s \geq X^{i; x}_s \) for all \( s \geq 0 \), \( \mathbb{P} \)-a.s. The assumed monotonicity of \( G \) then implies \( G(X^{i; x_\varepsilon}_s) \geq G(X^{i; x}_s) \), which translates into

\[
U(t, x_\varepsilon) = \sup_{0 \leq \tau \leq T - t} \mathbb{E}_{0, x_\varepsilon} \left[ e^{-r \tau} G(X_\tau) \right] \geq \sup_{0 \leq \tau \leq T - t} \mathbb{E}_{0, x} \left[ e^{-r \tau} G(X_\tau) \right] = U(t, x)
\]
as needed. The second inequality in (3.10) is proven by analogous arguments and we omit further details for brevity. \( \square \)

In the second case, we remove the assumption of time-homogeneity of the payoff and we allow it to depend on all three coordinates of \( X \). However, we require an additional assumption on the smoothness of \( G \). The next proposition extends to our (multi-dimensional) setting ideas contained in [28] for the case of \( X \in \mathbb{R} \) and without the bounded variation term \( A \) in the dynamics. We introduce some necessary notation: for \( G \in C^{1,2}([0, T] \times \mathbb{R}^3) \) we let

\[
H(t, x) := \left( G_t + \frac{1}{2} \sum_{i,j=1}^3 \beta^{ij} G_{x_i x_j} + \sum_{i=1}^3 \alpha^i G_{x_i} - r G \right)(t, x)
\]
and we will always assume that Dynkin’s formula holds, i.e., for any stopping time \( \tau \in [0, T - t] \)

\[
(3.11) \quad \mathbb{E}_{0, x} \left[ e^{-r \tau} G(t + \tau, X_\tau) \right] = G(t, x)
\]

\[
+ \mathbb{E}_{0, x} \left[ \int_0^\tau e^{-r s} H(t+s, X_s) \, ds + \sum_{i=1}^3 \int_0^\tau e^{-r s} \gamma^i G_{x_i}(t+s, X_{s-}) \, dA^i \right]
\]

\[
+ \mathbb{E}_{0, x} \left[ \sum_{s \leq \tau} \left( G(t+s, X_s) - G(t+s, X_{s-}) \right) \right].
\]

The latter is guaranteed if, for example, \( G_{x_i} \) is bounded for \( i = 1, 2, 3 \).

The aim of the next proposition is to illustrate a method to check monotonicity of the boundary in practical problems. We do not claim to provide the most general result possible because that is outside the scope of this section.

**Proposition 3.6.** Let Assumption 3.4 hold and assume \( G \in C^{1,2}([0, T] \times \mathbb{R}^3) \) and (3.11). Let us further assume \( \gamma^i \geq 0 \) for \( i = 1, 2, 3 \).

(i) If \( A \equiv 0 \) and \( t \mapsto H(t, x) \) is non-increasing, then \( t \mapsto b_1(t, x_2, x_3) \) is non-decreasing.

(ii) If \( A \neq 0 \) and \( t \mapsto H(t, x) \), \( t \mapsto G_{x_i}(t, x) \) are non-increasing for \( i = 1, 2, 3 \), then \( t \mapsto b_1(t, x_2, x_3) \) is non-decreasing.

(iii) If \( A \equiv 0 \) and

(iii.a) \( z \mapsto \alpha^1(x_1, z, x_3) \) is non-decreasing and \( z \mapsto \alpha^1(x_1, x_2, z) \) is non-increasing;

(iii.b) \( z \mapsto H(z, x_2, x_3) \), \( z \mapsto H(x_1, z, x_3) \) are non-decreasing and \( z \mapsto H(x_1, x_2, z) \) is non-increasing.

Then \( z \mapsto b_1(t, z, x_3) \) is non-increasing and \( z \mapsto b_1(t, x_2, z) \) is non-decreasing.
Then $z \mapsto b_1(t, z, x_3)$ is non-increasing and $z \mapsto b_1(t, x_2, z)$ is non-decreasing.

Proof. We start by proving \((ii)\). The proof of \((i)\) is analogous but easier, thus it is omitted. To prove \((ii)\) it suffices to show that for any $\varepsilon > 0$ in Assumption \((3.13)\),

\begin{equation}
U(t, x) - G(t, x) \leq U(t - \varepsilon, x) - G(t - \varepsilon, x).
\end{equation}

To keep a compact notation we set $t_\varepsilon = t - \varepsilon$. Thanks to \((3.11)\)

\begin{equation}
U(t, x) - G(t, x)
= \sup_{0 \leq \tau \leq T-t} \mathbb{E}_{0, x} \left[ \int_0^\tau e^{-rs}H(t+s, X_s)ds + \sum_{i=1}^3 \int_0^\tau e^{-rs}\delta_i(t+s, X_{s-})dA_s^{c,i} + \sum_{s \leq \tau} (G(t+s, X_s) - G(t+s, X_{s-})) \right]
\leq \sup_{0 \leq \tau \leq T-t_\varepsilon} \mathbb{E}_{0, x} \left[ \int_0^\tau e^{-rs}H(t_\varepsilon+s, X_s)ds + \sum_{i=1}^3 \int_0^\tau e^{-rs}\delta_i(t_\varepsilon+s, X_{s-})dA_s^{c,i} + \sum_{s \leq \tau} (G(t_\varepsilon+s, X_s) - G(t_\varepsilon+s, X_{s-})) \right]
= U(t_\varepsilon, x) - G(t_\varepsilon, x),
\end{equation}

where the inequality uses the monotonicity of $H$ and $G_{x_i}$ and the fact that $[0, T-t] \subset [0, T-t_\varepsilon]$, i.e., the class of admissible stopping times for $U(t_\varepsilon, x)$ is larger than for $U(t, x)$. It is worth noticing that for the jump terms we are indeed using

\begin{equation}
G(t+s, X_s) - G(t+s, X_{s-}) = \int_0^1 \langle \nabla G(t+s, X_{s-} + u \gamma \Delta A_s), \gamma \Delta A_s \rangle du
\leq \int_0^1 \langle \nabla G(t_\varepsilon+s, X_{s-} + u \gamma \Delta A_s), \gamma \Delta A_s \rangle du = G(t_\varepsilon+s, X_s) - G(t_\varepsilon+s, X_{s-})
\end{equation}

where $\langle \cdot, \cdot \rangle$ is the scalar product, $\gamma \Delta A := (\gamma^1 \Delta A^1, \gamma^2 \Delta A^2, \gamma^3 \Delta A^3)$ and the inequality holds because $\gamma^i \Delta A^i \geq 0$ and $G_{x_i}$ is monotonic in time.

Now we prove \((iv)\). The proof of \((iii)\) is analogous but easier and thus it is omitted. It suffices to prove that for any $\varepsilon > 0$

\begin{equation}
(U - G)(t, x_1, x_2 + \varepsilon, x_3) \geq (U - G)(t, x_1, x_2, x_3) \quad \text{and} \quad (U - G)(t, x_1, x_2, x_3 + \varepsilon) \leq (U - G)(t, x_1, x_2, x_3).
\end{equation}

In order to prove the first inequality in \((3.14)\), let us set $x_\varepsilon = (x_1, x_2 + \varepsilon, x_3)$ and denote by $X^{i; x_\varepsilon}$ the $i$-th coordinate of the process $X$ started from $X_0 = x_\varepsilon$. Analogously we use $X^{i; x}$ for the $i$-th coordinate of the process $X$ started from $X_0 = x$. Thanks to \((iii)\) and \((iv)\) in Assumption \(3.4\), it is clear that $X^{3; x_\varepsilon} = X^{3; x}$ and $X^{2; x_\varepsilon} \geq X^{2; x} \geq X^{2; x}$ for all $s \geq 0$, \(\mathbb{P}\)-a.s. by pathwise uniqueness. It then follows that

$$
\alpha^1(\cdot, X^{2; x_\varepsilon}, X^{3; x_\varepsilon}) \geq \alpha^1(\cdot, X^{2; x}, X^{3; x}).
$$

Analogously to the proof of Proposition \(3.5\) we apply the comparison principle in Proposition \A.1\ in Appendix and obtain $X^{1; x_\varepsilon} \geq X^{1; x}$ for all $s \geq 0$, \(\mathbb{P}\)-a.s. It follows by the monotonicity of $H$ and $G_{x_i}$ that

$$
H(t + s, X^{x_\varepsilon}) \geq H(t + s, X^x) \quad \text{and} \quad G_{x_i}(t + s, X^{x_\varepsilon}) \geq G_{x_i}(t + s, X^x),
$$
for \(i = 1, 2, 3\). By the inequalities above we obtain
\[
U(t, x_ε) - G(t, x_ε) = \sup_{0 ≤ τ ≤ T-t} E_{0,x_ε} \left[ \int_0^τ e^{-rs} H(t+s, X_s)ds + \sum_{i=1}^3 \int_0^τ e^{-rs} \gamma^i G_{x_i}(t+s, X_{s-})dA_{s}^{c,i} \\
+ \sum_{i=1}^3 \int_0^τ \langle \nabla G(t+s, X_{s-} + u \gamma \Delta A_s), \gamma \Delta A_s \rangle du \right] \\
≥ \sup_{0 ≤ τ ≤ T-t} E_{0,x} \left[ \int_0^τ e^{-rs} H(t+s, X_s)ds + \sum_{i=1}^3 \int_0^τ e^{-rs} \gamma^i G_{x_i}(t+s, X_{s-})dA_{s}^{c,i} \\
+ \sum_{i=1}^3 \int_0^τ \langle \nabla G(t+s, X_{s-} + u \gamma \Delta A_s), \gamma \Delta A_s \rangle du \right] \\
= U(t, x) - G(t, x),
\]
as needed. The second inequality in (3.14) can be proven by analogous arguments up to obvious changes. 

\[\square\]

4. Proof of Theorem 2.1

We first prove our result in Section 4.1, in the case when
\begin{equation}
(4.1)
\end{equation}
b_1 is non-decreasing in \(t\) and in \(x_i\), for \(i = 2, \ldots, m\).

The remaining cases in Assumption A.3 will be discussed later, in Section 4.2, as they only require minor changes to the arguments of proof.

4.1. Proof under (4.1). We regularise our function \(U\) to obtain an approximating sequence
\[
(U^n)_{n≥1} ⊂ C^{1,2}(\mathbb{R}_+ × \mathbb{R}^m)
\]
defined by
\begin{equation}
(4.2)
\end{equation}
where \(Λ_n(x) := \bigvee_{k=1}^m |x_k, x_k + 1/n|\). Since \(U \in C^1(\mathbb{R}_+ × \mathbb{R}^m)\), then it is clear that \(U^n \in C^{1,2}(\mathbb{R}_+ × \mathbb{R}^m)\). Its derivatives read
\begin{equation}
(4.3)
\end{equation}
\begin{equation}
(4.4)
\end{equation}
\begin{equation}
(4.5)
\end{equation}
for any $i, j \in 1, \ldots, m$, where we use the notations
\begin{equation}
\Lambda_n^{-i}(x) := \bigotimes_{k=1}^{i-1} [x_k, x_k + 1/n] \times \bigotimes_{k=i+1}^{m} [x_k, x_k + 1/n],
\tag{4.6}
\end{equation}
and the second equality in (4.5) is simply by integration. Although $U_{x_i x_j}$ fails to be continuous at the boundary $\partial C$, for each $(t, x) \notin \partial C$ there is a large enough $n$ such that
\[
U_{x_i x_j}^n(t, x) = n^m \int_{\Lambda_n(x)} U_{x_i x_j}(t, z) \, dz.
\]
Consequently, for $i, j = 1, \ldots, m$, and for any compact $K \subset \mathbb{R}_+ \times \mathbb{R}^m$ we have
\begin{equation}
\lim_{n \uparrow \infty} \sup_{(t, x) \in K} \left( |U^n - U|(t, x) + |U^n_t - U_t|(t, x) + \sum_{i=1}^m |U^n_{x_i} - U_{x_i}|(t, x) \right) = 0,
\tag{4.7}
\end{equation}
\[
\lim_{n \uparrow \infty} U_{x_i x_j}^n(t, x) = U_{x_i x_j}(t, x), \quad \text{for all } (t, x) \in (\mathbb{R}_+ \times \mathbb{R}^m) \setminus \partial C.
\]
For $\delta > 0$, let us set
\begin{equation}
V^\delta := [0, 1/\delta] \times [-1/\delta, 1/\delta]^m,
\end{equation}
and
\begin{equation}
\tau^\delta := \inf\{t \geq 0 : (t, X_t) \notin V^\delta\}.
\end{equation}
Applying Itô’s formula to $U^n(t \wedge \tau^\delta, X_{t \wedge \tau^\delta})$, we obtain
\begin{align}
U^n(t \wedge \tau^\delta, X_{t \wedge \tau^\delta}) &= U^n(0, x) \\
&\quad + \int_0^{t \wedge \tau^\delta} \left[ \left( U^n_t + \sum_{i=1}^m \alpha^i U^n_{x_i} \right)(u, X_{u-}) + \frac{1}{2} \sum_{i,j=1}^m \sum_{\beta \in \mathcal{A}} 1_{(u, X_{u-}) \notin \partial C} (\beta^j U^n_{x_i})(u, X_{u-}) \right] \, du \\
&\quad + \sum_{i=1}^m \int_0^{t \wedge \tau^\delta} (\gamma^i U^n_{x_i})(u, X_{u-}) \, dA^i_u \\
&\quad + \sum_{u \leq t \wedge \tau^\delta} \left( U^n(u, X_u) - U^n(u, X_{u-}) - \sum_{i=1}^m (\gamma^i U^n_{x_i})(u, X_{u-}) \Delta A^i_u \right) \\
&\quad + \sum_{i,j=1}^m \int_0^{t \wedge \tau^\delta} U^n_{x_i}(u, X_{u-}) \sigma^{ij}(u, X_{u-}) \, dB^j_u, \quad \text{for } t \in [0, \infty), \text{ P-a.s.}
\tag{4.10}
\end{align}

having also used $\mathbb{P}(t, X_{t-} \in \partial C) = 0$ for a.e. $t \geq 0$ by Assumption A.1. Since the jumps of the process $X$ only arise from the bounded variation process $A$, we can also simplify the expression above by writing
\begin{align}
\sum_{i=1}^m \int_0^{t \wedge \tau^\delta} (\gamma^i U^n_{x_i})(u, X_{u-}) \, dA^i_u \\
&\quad + \sum_{u \leq t \wedge \tau^\delta} \left( U^n(u, X_u) - U^n(u, X_{u-}) - \sum_{i=1}^m (\gamma^i U^n_{x_i})(u, X_{u-}) \Delta A^i_u \right) \\
&= \sum_{i=1}^m \int_0^{t \wedge \tau^\delta} (\gamma^i U^n_{x_i})(u, X_{u-}) \, dA^i_u + \sum_{u \leq t \wedge \tau^\delta} \left( U^n(u, X_u) - U^n(u, X_{u-}) \right),
\tag{4.11}
\end{align}
by using the decomposition $A^i_t = A^i_t^{c,j} + \sum_{s \leq t} \Delta A^i_s$ with $A^{c,j}$ the continuous part of the process $A^i$. Letting $n \to \infty$ (possibly along a subsequence) all terms involving only $U^n$ and its first
derivatives (including the stochastic integral and the jump terms) converge to their analogue for the function $U$, thanks to the uniform convergence in (4.7) and the fact that $(u, X_{u-}) \in V^\delta$ for $u \in [0, t \wedge \tau_\delta]$.

It is worth looking in some detail at the jump terms. First we split the sum of jumps as

$$
\sum_{u \leq t \wedge \tau_\delta} \left( U^n(u, X_u) - U^n(u, X_{u-}) \right)
= \sum_{u < t \wedge \tau_\delta} \left( U^n(u, X_u) - U^n(u, X_{u-}) \right) + \left( U^n(t \wedge \tau_\delta, X_{t \wedge \tau_\delta}) - U^n(t \wedge \tau_\delta, X_{t \wedge \tau_\delta-}) \right).
$$

For the final term, letting $n \to \infty$ we can use pointwise convergence to get

$$
\lim_{n \to \infty} \left( U^n(t \wedge \tau_\delta, X_{t \wedge \tau_\delta}) - U^n(t \wedge \tau_\delta, X_{t \wedge \tau_\delta-}) \right) = \left( U(t \wedge \tau_\delta, X_{t \wedge \tau_\delta}) - U(t \wedge \tau_\delta, X_{t \wedge \tau_\delta-}) \right).
$$

For the remaining sum we have

$$
\sum_{u < t \wedge \tau_\delta} \left( U^n(u, X_u) - U^n(u, X_{u-}) \right)
= \sum_{u < t \wedge \tau_\delta} \int_0^1 \langle \nabla U^n(u, X_{u-} + \lambda \gamma(u, X_{u-}) \Delta A_u), \gamma(u, X_{u-}) \Delta A_u \rangle d\lambda,
$$

where $\gamma(u, X_{u-}) \Delta A_u$ is the vector with entries $\gamma^i(u, X_{u-}) \Delta A^i_u$. We claim that the dominated convergence theorem holds and therefore it gives

$$
\lim_{n \to \infty} \sum_{u < t \wedge \tau_\delta} \int_0^1 \langle \nabla U^n(u, X_{u-} + \lambda \gamma(u, X_{u-}) \Delta A_u), \gamma(u, X_{u-}) \Delta A_u \rangle d\lambda
= \sum_{u < t \wedge \tau_\delta} \int_0^1 \langle \nabla U(u, X_{u-} + \lambda \gamma(u, X_{u-}) \Delta A_u), \gamma(u, X_{u-}) \Delta A_u \rangle d\lambda,
$$

(4.12)

which concludes convergence of the jump terms in (4.10) and (4.11). It remains to justify the use of the dominated convergence theorem in (4.12).

For $(t, x) \in V^\delta$ and sufficiently large $n$ it holds $\|\nabla U^n(t, x)\| \leq 1 + \|\nabla U(t, x)\| \leq c_\delta$ and $|\gamma^i(t, x)| \leq c_\delta$ for suitable $c_\delta > 0$, with $\|\cdot\|$ the Euclidean norm. Since $(u, X_u) \in V^\delta$ for $u \in [0, t \wedge \tau_\delta)$, then

$$
|\langle \nabla U^n(u, X_{u-} + \lambda \gamma(u, X_{u-}) \Delta A_u), \gamma(u, X_{u-}) \Delta A_u \rangle| \leq c_\delta^2 \sum_{i=1}^m \|\Delta A^i_u\|
$$

and, moreover,

$$
\sum_{u < t \wedge \tau_\delta} \sum_{i=1}^m |\Delta A^i_u| \leq \sum_{i=1}^m |A^i_{t \wedge \tau_\delta}| < \infty, \text{ P-a.s.,}
$$

where we recall that $|A^i_{t \wedge \tau_\delta}|$ is the total variation of $A^i$ on $[0, t \wedge \tau_\delta]$. This justifies the use of dominated convergence theorem in (4.12).

We now turn our attention to the terms in (4.10) that involve the second order spatial derivatives. If we can justify the use of dominated convergence to pass limits under the integral for those terms, then using the second limit in (4.7) we obtain (2.6), upon also letting $\delta \downarrow 0$ at the end.

Since $U$ is twice continuously differentiable in space at all points off the boundary $\partial \mathcal{C}$ and given that $\mathbb{P}((t, X_{t-}) \in \partial \mathcal{C}) = 0$ for a.e. $t \geq 0$, then it is enough to prove that there exists a
constant $C_\delta > 0$ independent of $n$, such that

$$
(4.13) \qquad \sup_{(t,x) \in V_\delta} \left| \sum_{i,j=1}^m \beta_{ij}(t,x) U^n_{x_i x_j}(t,x) \right| \leq C_\delta.
$$

We accomplish our task in two steps.

**Step 1.** We show that for any $(t,x) \in V_\delta$ and $n$ fixed, $U^n_{x_i x_j}(t,x)$ admits the representation:

$$
(4.14) \qquad U^n_{x_i x_j}(t,x) = n^m \int_{\Lambda_n(x)} U_{x_i x_j}(t,z) 1\{z_1 \geq b_1(t,z_2,\ldots,z_m)\} \, dz
$$

for any $i, j = 1, \ldots, m$, where $F_{ij}^{n,\varepsilon}$ is a remainder that we will show converges to zero and $b_1 : \mathbb{R}_+ \times \mathbb{R}^{m-1} \rightarrow \mathbb{R}$ is defined as

$$
(4.15) \qquad b_1(t,z_2,\ldots,z_m) := b_1(t+\varepsilon,z_2+\varepsilon,z_3+\varepsilon,\ldots,z_m+\varepsilon) + \varepsilon.
$$

Recall the compact notation $z_{-i}$ from (4.6). Since we are currently assuming that $b_1$ is non-decreasing in all variables, the limit:

$$
\lim_{\varepsilon \downarrow 0} b_1(t,z_{-1}) := b_1(t,z_{-1}),
$$

exists and $b_1(t,z_{-1}) \geq b_1(t,z_{-1})$. Using that $\mathcal{D}$ is closed then

$$
\mathcal{D} \ni (t+\varepsilon,b_1(t,z_{-1}) - \varepsilon,z_2+\varepsilon,\ldots,z_m+\varepsilon) \rightarrow (t,b_1(t,z_{-1}),z_2,\ldots,z_m) \in \mathcal{D},
$$

as $\varepsilon \downarrow 0$ and, therefore, $b_1^0(t,z_{-1}) \leq b_1(t,z_{-1}) \leq b_1^0(t,z_{-1})$ by definition of the set $\mathcal{D}$. The reason for introducing the function $b_1^0$ is that the set

$$
\mathcal{C}_1^\varepsilon := \{(t,x) \in \mathbb{R}_+ \times \mathbb{R}^m : x_1 > b_1^0(t,x_{-1})\}
$$

is such that its closure is strictly contained in $\mathcal{C}$ for all $\varepsilon > 0$, i.e.,

$$
\overline{\mathcal{C}_1^\varepsilon} \subset \mathcal{C}.
$$

The latter fact will be used several times, along with the fact that $U_{x_i x_j} \in C(\overline{\mathcal{C}_1^\varepsilon})$.

Let us start with $i = 1$ (or $j = 1$) and using the expression in (4.5), let us re-write the integral by considering separately the cases in which the interval $[x_1, x_1 + 1/n]$ overlaps with the interval $[b_1, b_1^1]$. Recalling the notation $z_{-i}$ we introduce the disjoint sets

$$
\Theta_n^\varepsilon(x_1) := \{z_{-1} : x_1 \geq b_1^1(t,z_{-1})\} \cup \{z_{-1} : x_1 + \frac{1}{n} \leq b_1(t,z_{-1})\},
$$

$$
\Gamma_n^\varepsilon(x_1) := \{z_{-1} : x_1 + \frac{1}{n} \geq b_1^1(t,z_{-1})\} \cap \{z_{-1} : b_1(t,z_{-1}) \geq x_1\},
$$

and

$$
\Sigma_n^\varepsilon(x_1) := \{z_{-1} : x_1 + \frac{1}{n} \geq b_1^1(t,z_{-1}) > x_1 > b_1(t,z_{-1})\}
$$

$$
\cup \{z_{-1} : b_1^1(t,z_{-1}) > x_1 + \frac{1}{n} > x_1 > b_1(t,z_{-1})\}
$$

$$
\cup \{z_{-1} : b_1^1(t,z_{-1}) > x_1 + \frac{1}{n} > b_1(t,z_{-1}) \geq x_1\}
$$

$$
=: \Sigma_{n,1}^\varepsilon(x_1) \cup \Sigma_{n,2}^\varepsilon(x_1) \cup \Sigma_{n,3}^\varepsilon(x_1).
$$

Given that $t$ is fixed and we only integrate in the spatial variables in (4.5), we omit $t$ from the notation for the sets $\Theta_n^\varepsilon$, $\Gamma_n^\varepsilon$ and $\Sigma_n^\varepsilon$. It is useful to observe that

$$
(4.18) \qquad \Lambda_n^{-1}(x) = \Theta_n^\varepsilon(x_1) \cup \Gamma_n^\varepsilon(x_1) \cup \Sigma_n^\varepsilon(x_1).
$$
So the integral (4.5) can be written as

$$U_{x_1,x_j}^n(t, x) = n^m \int_{\Lambda^{-1}_n(x)} \left[ U_{x_j}(t, x_1 + \frac{1}{n}, z_{-1}) - U_{x_j}(t, x_1, z_{-1}) \right] dz_{-1}$$

$$= n^m \int_{\Theta_n(x_1)} \left( \int_{x_1}^{x_1 + \frac{1}{n}} U_{x_1,x_j}(t, z_{1}, z_{-1}) dz_1 \right) dz_{-1}$$

$$+ n^m \int_{\Gamma_n(x_1)} \left[ U_{x_j}(t, x_1 + \frac{1}{n}, z_{-1}) - U_{x_j}(t, x_1, z_{-1}) \right] dz_{-1}$$

$$+ n^m \int_{\Sigma_n(x_1)} \left[ U_{x_j}(t, x_1 + \frac{1}{n}, z_{-1}) - U_{x_j}(t, x_1, z_{-1}) \right] dz_{-1},$$

(4.19)

where we also used that $U_{x_1,x_j}$ is continuous on $[x_1, x_1 + \frac{1}{n}] \times \Theta_n(x_1)$. In the first integral (on the set $\Theta_n(x_1)$) we have

$$n^m \int_{\Theta_n(x_1)} \left( \int_{x_1}^{x_1 + \frac{1}{n}} U_{x_1,x_j}(t, z) dz_1 \right) dz_{-1}$$

(4.20)

$$= n^m \int_{\Lambda^{-1}_n(x)} 1_{\{1 \leq b'_1(t,z_{-1})\}} \left( \int_{x_1}^{x_1 + \frac{1}{n}} 1_{\{1 \leq b'_1(t,z_{-1})\}} U_{x_1,x_j}(t, z) dz_1 \right) dz_{-1}$$

$$+ n^m \int_{\Lambda^{-1}_n(x)} 1_{\{1 \geq b_1(t,z_{-1})\}} \left( \int_{x_1}^{x_1 + \frac{1}{n}} 1_{\{1 \leq b_1(t,z_{-1})\}} U_{x_1,x_j}(t, z) dz_1 \right) dz_{-1}.$$

In the second integral (on the set $\Gamma_n(x_1)$) we can add and subtract $U_{x_j}(t, b'_1(t,z_{-1}), z_{-1})$ and $U_{x_j}(t, b_1(t,z_{-1}), z_{-1})$ to obtain

$$n^m \int_{\Gamma_n(x_1)} \left[ U_{x_j}(t, x_1 + \frac{1}{n}, z_{-1}) - U_{x_j}(t, x_1, z_{-1}) \right] dz_{-1}$$

(4.21)

$$= n^m \int_{\Gamma_n(x_1)} \left( \int_{b'_1(t,z_{-1})}^{b_1(t,z_{-1})} U_{x_1,x_j}(t, z) dz_1 \right) dz_{-1}$$

$$+ n^m \int_{\Gamma_n(x_1)} \left[ U_{x_j}(t, b'_1(t,z_{-1}), z_{-1}) - U_{x_j}(t, b_1(t,z_{-1}), z_{-1}) \right] dz_{-1}$$

$$+ n^m \int_{\Gamma_n(x_1)} \left( \int_{b_1(t,z_{-1})}^{b_1(t,z_{-1})} U_{x_1,x_j}(t, z) dz_1 \right) dz_{-1},$$

by using that $U_{x_1,x_j}$ is continuous in $C_1$ and in $D$. In the third integral (on the set $\Sigma_n(x_1)$) we can also proceed in a similar way taking advantage of the decomposition over $\Sigma_n,1(x_1)$, $\Sigma_n,2(x_1)$ and $\Sigma_n,3(x_1)$. In particular, that gives

$$n^m \int_{\Sigma_n,1(x_1)} \left[ U_{x_j}(t, x_1 + \frac{1}{n}, z_{-1}) - U_{x_j}(t, x_1, z_{-1}) \right] dz_{-1}$$

(4.22)

$$= n^m \int_{\Sigma_n,1(x_1)} \left( \int_{b'_1(t,z_{-1})}^{b_1(t,z_{-1})} U_{x_1,x_j}(t, z) dz_1 \right) dz_{-1}$$

$$+ n^m \int_{\Sigma_n,1(x_1)} \left[ U_{x_j}(t, b'_1(t,z_{-1}), z_{-1}) - U_{x_j}(t, x_1, z_{-1}) \right] dz_{-1}$$
and

\[ n^m \int_{\Sigma_{n,3}(x_1)} [U_{x_j}(t, x_1 + \frac{1}{n}, z_1) - U_{x_j}(t, x_1, z_1)] \, dz_1 \]

\[ = n^m \int_{\Sigma_{n,3}(x_1)} [U_{x_j}(t, x_1 + \frac{1}{n}, z_1) - U_{x_j}(t, b_1(t, z_1), z_1)] \, dz_1 \]

\[ + n^m \int_{\Sigma_{n,3}(x_1)} (\int_{x_1}^{b_1(t, z_1)} U_{x_1 x_j}(t, z) \, dz_1) \, dz_1. \]

(4.23)

Let us notice that we can add up the first term on the right-hand side of (4.20), (4.21) and (4.22), which gives

\[ n^m \int_{\Lambda_n^{-1}(x)} 1\{x_1 \geq b_1'(t, z_1)\} \left( \int_{x_1}^{x_1 + \frac{1}{n}} 1\{z_1 \geq b_1'(t, z_1)\} U_{x_1 x_j}(t, z) \, dz_1 \right) \, dz_1 \]

\[ + n^m \int_{\Gamma_b}(x_1) \left( \int_{b_1'(t, z_1)} U_{x_1 x_j}(t, z) \, dz_1 \right) \, dz_1 + n^m \int_{\Sigma_{n,1}(x_1)} \left( \int_{b_1'(t, z_1)} U_{x_1 x_j}(t, z) \, dz_1 \right) \, dz_1. \]

The above expression is equal to

\[ n^m \int_{\Lambda_n^{-1}(x)} 1\{x_1 \geq b_1'(t, z_1)\} \left( \int_{x_1}^{x_1 + \frac{1}{n}} 1\{z_1 \geq b_1'(t, z_1)\} U_{x_1 x_j}(t, z) \, dz_1 \right) \, dz_1 \]

\[ + n^m \int_{\Lambda_n^{-1}(x)} 1\{x_1 \geq b_1'(t, z_1) > x_1\} \left( \int_{x_1}^{x_1 + \frac{1}{n}} 1\{z_1 \geq b_1'(t, z_1)\} U_{x_1 x_j}(t, z) \, dz_1 \right) \, dz_1 \]

(4.24)

\[ = n^m \int_{\Lambda_n^{-1}(x)} \left( \int_{x_1}^{x_1 + \frac{1}{n}} 1\{z_1 \geq b_1'(t, z_1)\} U_{x_1 x_j}(t, z) \, dz_1 \right) \, dz_1 \]

\[ = n^m \int_{\Lambda_n(x)} 1\{z_1 \geq b_1'(t, z_1)\} U_{x_1 x_j}(t, z) \, dz, \]

where the first equality uses the fact that on \( \{x_1 + \frac{1}{n} < b_1'(t, z_1)\} \) the integral with respect to \( dz_1 \) vanishes. Similarly, we can now add up the second term on the right-hand side of (4.20) and (4.23) with the third one on the right-hand side of (4.21), to obtain

\[ n^m \int_{\Lambda_n^{-1}(x)} 1\{x_1 + \frac{1}{n} \leq b_1(t, z_1)\} \left( \int_{x_1}^{x_1 + \frac{1}{n}} 1\{z_1 \leq b_1(t, z_1)\} U_{x_1 x_j}(t, z) \, dz_1 \right) \, dz_1 \]

\[ + n^m \int_{\Gamma_b}(x_1) \left( \int_{x_1}^{b_1(t, z_1)} U_{x_1 x_j}(t, z) \, dz_1 \right) \, dz_1 \]

\[ + n^m \int_{\Sigma_{n,3}(x_1)} \left( \int_{x_1}^{b_1(t, z_1)} U_{x_1 x_j}(t, z) \, dz_1 \right) \, dz_1 \]

(4.25)

\[ = n^m \int_{\Lambda_n(x)} 1\{z_1 \leq b_1(t, z_1)\} U_{x_1 x_j}(t, z) \, dz. \]
Finally, we gather the remaining terms from (4.21), (4.22), (4.23) and the one remaining integral from (4.19) (i.e., the one over $\Sigma_{n,2}^\varepsilon(x_1)$) and denote
\[
F_{1j}^{n,\varepsilon}(t, x) := n^m \int_{\Gamma_{\varepsilon}^n(x_1)} \left[ U_{x_j}(t, b_{i}^j(t, x_{-1}), x_{-1}) - U_{x_j}(t, b_1(t, x_{-1}), x_{-1}) \right] \, dz_{-1} \\
+ n^m \int_{\Sigma_{n,1}^\varepsilon(x_1)} \left[ U_{x_j}(t, b_{i}^j(t, x_{-1}), x_{-1}) - U_{x_j}(t, x_1, x_{-1}) \right] \, dz_{-1} \\
+ n^m \int_{\Sigma_{n,2}^\varepsilon(x_1)} \left[ U_{x_j}(t, x_1 + \frac{1}{n}, x_{-1}) - U_{x_j}(t, x_1, x_{-1}) \right] \, dz_{-1} \\
+ n^m \int_{\Sigma_{n,3}^\varepsilon(x_1)} \left[ U_{x_j}(t, x_1 + \frac{1}{n}, x_{-1}) - U_{x_j}(t, b_1(t, x_{-1}), x_{-1}) \right] \, dz_{-1}. 
\]
(4.26)

Combining (4.24), (4.25) and (4.26) we obtain (4.14) for $i = 1$. Before proving that indeed $F_{1j}^{n,\varepsilon}$ vanishes as $\varepsilon \downarrow 0$ while keeping $n$ fixed, we prove (4.14) for a generic couple $i, j$.

Fix $i \neq 1, j \neq 1$ and recall that we are currently assuming $b_1$ non-decreasing in all its arguments. Then, in particular we can define the generalised (left-continuous) inverse of $b_1$ with respect to $x_i$:
\[
b_i(t, x_{-i}) := \sup\{ x_i \in \mathbb{R} : x_1 > b_1(t, x_2, \ldots, x_m) \}.
\]
(4.27)

It is not hard to check that $x_1 > b_1(t, x_{-1}) \iff x_i < b_i(t, x_{-i})$, $x_1 \mapsto b_i(t, x_{-i})$ is non-decreasing, while $x_j \mapsto b_i(t, x_{-i})$ and $t \mapsto b_i(t, x_{-i})$ are non-increasing for all $j \neq \{1, i\}$. Thus, we can parametrise $\mathcal{C}$ and $\mathcal{D}$ as
\[
\mathcal{C} = \{(t, x) \in \mathbb{R}_+ \times \mathbb{R}^m : x_i < b_i(t, x_{-i}) \}, \\
\mathcal{D} = \{(t, x) \in \mathbb{R}_+ \times \mathbb{R}^m : x_i \geq b_i(t, x_{-i}) \},
\]
(4.28)

and the analogue of (4.15) in this case is
\[
b_i^\varepsilon(t, x_{-i}) := b_i(t + \varepsilon, x_1 - \varepsilon, x_2 + \varepsilon, \ldots, x_{i-1} + \varepsilon, x_{i+1} + \varepsilon, \ldots, x_m + \varepsilon) - \varepsilon.
\]
(4.29)

It is important to notice that, thanks to the monotonicity stated above for $b_i^\varepsilon$, the limit:
\[
b_i^{0+}(t, x_{-i}) := \lim_{\varepsilon \downarrow 0} b_i^\varepsilon(t, x_{-i})
\]
exists and an $b_i^{0+}(t, x_{-i}) \leq b_i(t, x_{-i})$. Then, as in the case of $b_i^\varepsilon$ above, since $\mathcal{D}$ is closed we have
\[
(t, x_1, \ldots, x_{i-1}, b_i^{0+}(t, x_{-i}), x_{i+1}, \ldots, x_m) \in \mathcal{D},
\]
Hence
\[
b_i^{0+}(t, x_{-i}) \leq b_i(t, x_{-i}) \leq b_i^{0+}(t, x_{-i}).
\]
(4.30)

Furthermore, letting
\[
\mathcal{C}^\varepsilon_i := \{(t, x) \in \mathbb{R}_+ \times \mathbb{R}^m : x_i < b_i^\varepsilon(t, x_{-i}) \}
\]
(4.31)

we have $\mathcal{C}^\varepsilon_i \subset \mathcal{C}$, for all $\varepsilon > 0$. Thus, repeating the same estimates as above we obtain
\[
U_{x_i x_j}^n(t, x) = n^m \int_{\Lambda_{n}(x)} U_{x_i x_j}(t, z) 1_{\{z_i \leq b_i^\varepsilon(t, z_{-i})\}} \, dz \\
+ n^m \int_{\Lambda_{n}(x)} U_{x_i x_j}(t, z) 1_{\{z_i \geq b_i(t, z_{-i})\}} \, dz + F_{ij}^{n,\varepsilon}(t, x),
\]
(4.32)
where

\[ F_{i,j}^{n,e}(t, x) := n^m \int_{\Gamma_n^e(x_i)} \left[ U_{x_j}(t, b_i(t, z_{-i}), z_{-i}) - U_{x_j}(t, b_i^e(t, z_{-i}), z_{-i}) \right] \, dz_{-i} + n^m \int_{\Sigma_{n,1}^e(x_i)} \left[ U_{x_j}(t, x_i + \frac{1}{n}, z_{-i}) - U_{x_j}(t, b_i^e(t, z_{-i}), z_{-i}) \right] \, dz_{-i} + n^m \int_{\Sigma_{n,2}^e(x_i)} \left[ U_{x_j}(t, x_i + \frac{1}{n}, z_{-i}) - U_{x_j}(t, x_i, z_{-i}) \right] \, dz_{-i} + n^m \int_{\Sigma_{n,3}^e(x_i)} \left[ U_{x_j}(t, b_i(t, z_{-i}), z_{-i}) - U_{x_j}(t, x_i, z_{-i}) \right] \, dz_{-i} \]

(4.33)

and we have substituted the sets \( \Gamma_n^e, \Sigma_{n,1}^e, \Sigma_{n,2}^e \) and \( \Sigma_{n,3}^e \) from (4.26) with their counterparts in this case:

\[
\Theta_n^e(x_i) := \{ z_{-i} : x_i + \frac{1}{n} \leq b_i^e(t, z_{-i}) \} \cup \{ z_{-i} : x_i \geq b_i(t, z_{-i}) \},
\]

\[
\Gamma_n^e(x_i) := \{ z_{-i} : x_i \leq b_i^e(t, z_{-i}) \} \cap \{ z_{-i} : x_i + \frac{1}{n} \geq b_i(t, z_{-i}) \},
\]

and

\[
\Sigma_n^e(x_i) := \{ z_{-i} : x_i \leq b_i^e(t, z_{-i}) \} < x_i + \frac{1}{n} < b_i(t, z_{-i}) \}
\]

\[
\cup \{ z_{-i} : b_i^e(t, z_{-i}) < x_i < x_i + \frac{1}{n} < b_i(t, z_{-i}) \}
\]

\[
\cup \{ z_{-i} : b_i^e(t, z_{-i}) < x_i < b_i(t, z_{-i}) \leq x_i + \frac{1}{n} \}
\]

\[=: \Sigma_{n,1}(x_i) \cup \Sigma_{n,2}(x_i) \cup \Sigma_{n,3}(x_i).\]

The sets \( \{ z_i = b_i^e(t, z_{-i}) \} \) and \( \{ z_i = b_i(t, z_{-i}) \} \) have zero Lebesgue measure in \( \mathbb{R}^m \), so that we can take strict inequalities in the indicator functions in the integrals in (4.32). Then we can also use the equivalences

\[ z_i < b_i(t, z_{-i}) \iff z_1 > b_1(t, z_{-1}) \]

(4.34)

and

\[ z_i < b_i^e(t, z_{-i}) \iff z_i + \varepsilon < b_i(t + \varepsilon, z_1 - \varepsilon, z_2 + \varepsilon, \ldots, z_m + \varepsilon) \]

\[ \iff z_1 - \varepsilon > b_1(t + \varepsilon, z_2 + \varepsilon, z_3 + \varepsilon, \ldots, z_m + \varepsilon) \iff z_1 > b_1^e(t, z_{-1}), \]

to rewrite (4.32) as

\[ U_{x_i x_j}^n(t, x) = n^m \int_{\Lambda_n(x)} U_{x_i x_j}(t, z) \mathbf{1}_{\{ z_1 \geq b_1^e(t, z_{-1}) \}} \, dz + n^m \int_{\Lambda_n(x)} U_{x_i x_j}(t, z) \mathbf{1}_{\{ z_1 \leq b_1(t, z_{-1}) \}} \, dz + F_{i,j}^{n,e}(t, x). \]

This proves (4.14) for arbitrary \( i, j \).

Step 2. Now that we have derived (4.14) we are in a position to find the bound (4.13). To keep the notation simple, below we write \( \Lambda_n = \Lambda_n(x) \) since \( x \) is fixed and no confusion shall
arise. Indeed, we have
\[
\sum_{i,j=1}^{m} \beta^{ij}(t, x) U_{x|x_j}^n(t, x)
\]
\[
= n^m \int_{\Lambda_n} \sum_{i,j=1}^{m} \beta^{ij}(t, z) U_{x|x_j}(t, z) 1\{z_i \geq b^j_i(t, z_{-i})\} 1\{z_{-i} \leq b_i(t, z_{-i})\} dz
\]
(4.35)
\[
+ n^m \int_{\Lambda_n} \sum_{i,j=1}^{m} (\beta^{ij}(t, x) - \beta^{ij}(t, z)) U_{x|x_j}(t, z) 1\{z_i \geq b^j_i(t, z_{-i})\} 1\{z_{-i} \leq b_i(t, z_{-i})\} dz
\]
\[
+ \sum_{i,j=1}^{m} \beta^{ij}(t, x) F_{ij}^{n, e}(t, x).
\]
Thanks to Assumption A.2, there exists \(c_{1, \delta} > 0\), depending only on the compact \(V^\delta\) in (4.8), such that
\[
(4.36) \quad \left| n^m \int_{\Lambda_n} \sum_{i,j=1}^{m} \beta^{ij}(t, z) U_{x|x_j}(t, z) 1\{z_i \geq b^j_i(t, z_{-i})\} 1\{z_{-i} \leq b_i(t, z_{-i})\} dz \right| \leq n^m \int_{\Lambda_n} c_{1, \delta} dz = c_{1, \delta}.
\]
Moreover, recalling that \(D\) is closed, \(\beta^{ij}\) is continuous and \(U \in C^{1,2}(D)\) we also have
\[
(4.37) \quad \left| n^m \int_{\Lambda_n} \sum_{i,j=1}^{m} (\beta^{ij}(t, x) - \beta^{ij}(t, z)) U_{x|x_j}(t, z) 1\{z_i \geq b^j_i(t, z_{-i})\} 1\{z_{-i} \leq b_i(t, z_{-i})\} dz \right| \leq n^m \int_{\Lambda_n} c_{2, \delta} dz = c_{2, \delta},
\]
for some other constant \(c_{2, \delta} > 0\) only depending on \(V^\delta\).

Next we find a bound for the second integral on the right-hand side of (4.35) on the indicator of the set \(\{z_i \geq b^j_i(t, z_{-i})\}\). We provide the details for \(i \neq 1, j \neq 1\), but it will be clear that the same arguments apply for \(i = 1\) and/or \(j = 1\). Recalling (4.34) and the discussion following that expression we have
\[
n^m \int_{\Lambda_n} (\beta^{ij}(t, x) - \beta^{ij}(t, z)) U_{x|x_j}(t, z) 1\{z_i \geq b^j_i(t, z_{-i})\} dz
\]
(4.38)
\[
= n^m \int_{\Lambda_n} (\beta^{ij}(t, x) - \beta^{ij}(t, z)) U_{x|x_j}(t, z) 1\{z_i < b^j_i(t, z_{-i})\} dz
\]
\[
= n^m \int_{\Lambda_n} 1\{x_i < b^j_i(t, z_{-i})\} \left( \int_{x_i}^{b^j_i(t, z_{-i}) \cap (x_i + \frac{1}{n})} (\beta^{ij}(t, x) - \beta^{ij}(t, z)) U_{x|x_j}(t, z) dx \right) dz_i.
\]
By Assumption A.2 we know there is a constant \(\kappa_\delta > 0\) such that \(\sup_{t \in V^\delta} \sum_{j=1}^{m} |U_{x_j}| \leq \kappa_\delta\). Integrating by parts with respect to \(z_i\) and recalling that \(\beta^{ij}\) is locally Lipschitz (hence Lipschitz on \(V^\delta\) with constant \(L_{\beta, \delta} > 0\) which can be taken independent of \(i, j\)) gives
\[
\left| \int_{x_i}^{b^j_i(t, z_{-i}) \cap (x_i + \frac{1}{n})} (\beta^{ij}(t, x) - \beta^{ij}(t, z)) U_{x|x_j}(t, z) dx \right|
\]
\[
= \left| \left[ (\beta^{ij}(t, x) - \beta^{ij}(t, z)) U_{x|x_j}(t, z) \right]_{z_i = b^j_i(t, z_{-i}) \cap (x_i + \frac{1}{n})}^{z_i = x_i} + \int_{x_i}^{b^j_i(t, z_{-i}) \cap (x_i + \frac{1}{n})} \beta^{ij}(t, z) U_{x|x_j}(t, z) dz \right|
\]
\[
\leq 2 \kappa_\delta L_{\beta, \delta} \frac{\sqrt{m}}{n} + \kappa_\delta L_{\beta, \delta} \frac{1}{n} =: c_{3, \delta} \frac{1}{n},
\]
only upon using that the Euclidean norm \(\|x - z\| \leq \sqrt{m}/n\) for all \(z \in \Lambda_n\) and, in particular, \(|x_i - b^j_i(t, z_{-i}) \cap (x_i + \frac{1}{n})| \leq 1/n\).
Plugging the above bound back into (4.38) we obtain
\[
\int n_m \int_{\Lambda_n} \left( \beta^{ij}(t, x) - \beta^{ij}(t, z) \right) U_{x_i x_j}(t, z) 1_{\{x_i \geq b_i^\varepsilon(t, x_{-1})\}} \, \text{d}z \leq c_{3, \delta} n^{m-1} \int_{\Lambda_n} \text{d}z = c_{3, \delta}.
\]

Thanks to (4.35), (4.36), (4.37) and (4.39) we have
\[
\sum_{i,j} \beta^{ij}(t, x) U_{x_i x_j}(t, x) \leq c_{1, \delta} + c_{2, \delta} + m^2 c_{3, \delta} + \sum_{i,j} \beta^{ij}(t, x) F^n_{ij}(t, x),
\]
for all \((t, x) \in V^\delta\). Finally, letting \(\varepsilon \downarrow 0\) and using that \(U \in C^1(\mathbb{R}_+ \times \mathbb{R}^m)\) and the convergence of \(b_i^\varepsilon\) to \(b_i\) for all \(i\)’s (recall (4.30)), we obtain
\[
\lim_{\varepsilon \downarrow 0} F^n_{ij}(t, x) = 0.
\]

Hence
\[
\sum_{i,j} \beta^{ij}(t, x) U_{x_i x_j}(t, x) \leq c_{1, \delta} + c_{2, \delta} + m^2 c_{3, \delta}, \quad \text{for all } (t, x) \in V^\delta.
\]

The latter is equivalent to (4.13) with \(C_\delta := c_{1, \delta} + c_{2, \delta} + m^2 c_{3, \delta}\), since the constants are independent of \((t, x) \in V^\delta\).

This completes the proof of the theorem in the case (4.1) holds. \(\square\)

4.2. Relaxing condition (4.1). The case in which the boundary has different monotonicity in each variable (as allowed by Assumption \textbf{A.3}) can be addressed by the same methods employed above up to some obvious changes. In order to illustrate the main points, fix \(2 \leq k \leq m\) and let us assume with no loss of generality that \(t \mapsto b_1(t, x_{-1})\) and \(x_i \mapsto b_i(t, x_{-1})\) are non-decreasing for \(2 \leq i \leq k\), while \(x_i \mapsto b_i(t, x_{-1})\) are non-increasing for \(k < i \leq m\). Then, in the first part of step 1 in the proof above we replace (4.15) by
\[
b_1^\varepsilon(t, x_2, \ldots, x_m) := b_1(t + \varepsilon, x_2 + \varepsilon, \ldots, x_k + \varepsilon, x_{k+1} - \varepsilon, \ldots, x_m - \varepsilon) + \varepsilon,
\]
so that \(b_1^\varepsilon\) is decreasing as \(\varepsilon \downarrow 0\) and its limit \(b_1^{0+}(t, x_{-1})\) equals \(b_1(t, x_{-1})\) by closedness of \(\mathcal{D}\) and the same argument as in step 1. Also in this case (4.17) continues to hold and we can repeat verbatim the estimates that lead to (4.14) for \(i = 1\) in step 1 above. For the second part of step 1, we need the generalised inverse \(b_i\) for each \(i\). In particular, for \(2 \leq i \leq k\) the same definition of \(b_i\) as in (4.27) and the parametrisation of \(\mathcal{C}\) and \(\mathcal{D}\) as in (4.28) continue to hold. However, \(x_j \mapsto b_i(t, x_{-i})\) is non-decreasing for \(j = 1\) and \(k < j \leq m\), while \(x_j \mapsto b_i(t, x_{-i})\) and \(t \mapsto b_i(t, x_{-i})\) are non-increasing for all \(2 \leq j \leq k\) with \(j \neq i\). Then, setting
\[
b_i^\varepsilon(t, x_{-i}) := b_i(t + \varepsilon, x_1 - \varepsilon, x_2 + \varepsilon, \ldots, x_k + \varepsilon, x_{k+1} - \varepsilon, \ldots, x_m - \varepsilon) - \varepsilon
\]
the functions \(b_i^\varepsilon\) increase as \(\varepsilon \downarrow 0\) and in the limit \(b_i^{0+}(t, x_{-i})\) equals \(b_i(t, x_{-i})\). So we can repeat the same arguments as in step 1 and obtain (4.14) for \(2 \leq i \leq k\) and any \(j\). Finally, for \(k < i \leq m\), since \(x_i \mapsto b_i(t, x_{-1})\) is non-increasing we define its (left-continuous) generalised inverse as
\[
b_i(t, x_{-i}) := \inf \{x_i \in \mathbb{R} : x_1 > b_1(t, x_{-1})\}.
\]
Then we have \(x_1 > b_1(t, x_{-1}) \iff x_i > b_i(t, x_{-i})\), \(t \mapsto b_i(t, x_{-i})\) and \(x_j \mapsto b_i(t, x_{-i})\) are non-decreasing for \(2 \leq j \leq k\), while \(x_1 \mapsto b_i(t, x_{-i})\) and \(x_j \mapsto b_i(t, x_{-i})\) are non-increasing for \(k < j \leq m\) with \(j \neq i\). The sets \(\mathcal{C}\) and \(\mathcal{D}\) can be parametrised as
\[
\mathcal{C} = \{(t, x) \in \mathbb{R}_+ \times \mathbb{R}^m : x_1 > b_1(t, x_{-1})\},
\]
\[
\mathcal{D} = \{(t, x) \in \mathbb{R}_+ \times \mathbb{R}^m : x_i \leq b_i(t, x_{-i})\},
\]
and we can define the functions
\[
b_i^\varepsilon(t, x_{-i}) := b_i(t + \varepsilon, x_1 - \varepsilon, x_2 + \varepsilon, \ldots, x_k + \varepsilon, x_{k+1} - \varepsilon, \ldots, x_m - \varepsilon) + \varepsilon.
\]
The latter decrease as $\varepsilon \downarrow 0$ and converge to $b_i(t, x_{-i})$ by closedness of $D$. Since once again $C^j_i \subset C$, we can repeat the arguments from step 1 and arrive at (4.14) also for all $j$’s and $i \neq 1$.

This completes the analogy with step 1. Step 2 can be repeated verbatim. Thus the theorem holds under the generality of Assumption A.3 concerning the boundary. \qed

Appendix A.

In this appendix we provide a comparison result for 1-dimensional stochastic differential equations with random coefficients. The next proposition is essentially a small variation on [30, Prop. 5.2.18] which holds for deterministic coefficients.

**Proposition A.1.** Fix a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ equipped with a Brownian motion $(B_t)_{t \geq 0}$. Let $\theta : \Omega \times [0, T] \times \mathbb{R} \to \mathbb{R}_+$ and $\eta^i : \Omega \times [0, T] \times \mathbb{R} \to \mathbb{R}, i = 1, 2$ be measurable functions such that

1. $(\omega, t) \mapsto \theta(\omega, t)$ and $(\omega, t) \mapsto \eta^i(\omega, t)$ are progressively measurable for every $y \in \mathbb{R}$;
2. There is a constant $K$ and a function $h : \mathbb{R}_+ \to \mathbb{R}_+$ such that

   \[ |\eta^i(\omega, t, y) - \eta^i(\omega, t, y')| \leq K|y - y'|, \quad \text{for either } i = 1 \text{ or } i = 2, \]

   \[ |\theta(\omega, t, y) - \theta(\omega, t, y')| \leq h(|y - y'|), \]

and the function $h$ is such that

\[ \int_0^\varepsilon h^{-2}(u)du = \infty, \quad \text{for every } \varepsilon > 0. \]

Let $C$ be a càdlàg process of bounded variation. For $i = 1, 2$ let $Y^i_0$ be $\mathcal{F}_0$-measurable and $Y^i$ be the unique $(\mathcal{F}_t)$-adapted solution of the SDE

\[ Y^i_t = Y^i_0 + \int_0^t \eta^i(\omega, s, Y^i_s)ds + \int_0^t \theta(\omega, s, Y^i_s)dB_s + Ct. \]

If $\eta^1(\omega, t, y) \leq \eta^2(\omega, t, y)$ for all $(\omega, t, y) \in \Omega \times [0, T] \times \mathbb{R}$ and $Y^1_0 \leq Y^2_0$, $\mathbb{P}$-a.s., then $Y^1_t \leq Y^2_t$ for all $t \geq 0$, $\mathbb{P}$-a.s.

**Proof.** Setting $\bar{Y}^i_t := Y^i_t - Ct$, $\bar{\eta}^i(\omega, t, y) := \eta^i(\omega, t, y + Ct(\omega))$ and $\bar{\theta}(\omega, t, y) := \theta(\omega, t, y + Ct(\omega))$ it is clear that $\bar{Y}^i$ solves

\[ \bar{Y}^i_t = Y^i_0 + \int_0^t \bar{\eta}^i(\omega, s, \bar{Y}^i_s)ds + \int_0^t \bar{\theta}(\omega, s, \bar{Y}^i_s)dB_s. \]

Now we can apply the same line of proof as in [30, Prop. 5.2.18], where it is shown that it is possible to construct a sequence of positive functions $(\varphi_n)_{n \in \mathbb{N}} \subset C^2(\mathbb{R})$ such that

\[ \varphi_n(y) \to (y)^+ \text{ as } n \to \infty \text{ for all } y \in \mathbb{R}, \]

\[ |\varphi'_n(y)| \leq 1 \text{ with } \varphi'_n(y) = 0 \text{ for } y \leq 0 \text{ and } \varphi'_n(y) \geq 0 \text{ for } y > 0, \]

\[ 0 \leq \varphi_n(y)h^2(y) \leq 2/n \text{ for } y > 0. \]

Setting $Z_t := Y^i_t - Y^j_t = \bar{Y}^i_t - \bar{Y}^j_t$ and applying Itô’s formula we obtain

\[ \mathbb{E}[\varphi_n(Z_t)] = \mathbb{E} \left[ \int_0^t \varphi'_n(Z_s)(\bar{\eta}^1(s, \bar{Y}^1_s) - \bar{\eta}^2(s, \bar{Y}^2_s))ds \right] 
+ \frac{1}{2} \mathbb{E} \left[ \int_0^t \varphi''_n(Z_s)(\bar{\theta}(s, \bar{Y}^1_s) - \bar{\theta}(s, \bar{Y}^2_s))^2ds \right]
\leq \mathbb{E} \left[ \int_0^t \varphi'_n(Z_s)1_{\{Z_s > 0\}}(\bar{\eta}^1(s, \bar{Y}^1_s) - \bar{\eta}^2(s, \bar{Y}^2_s))ds \right] + \frac{t}{n}. \]
where the inequality is by the third property in (A.1) and the indicator appears because of the second property in (A.1). With no loss of generality we assume that $\bar{\eta}$ is Lipschitz in the third variable, so that for $\bar{\eta}$ we have

$$|\bar{\eta}^2(s, \bar{Y}_s^1) - \bar{\eta}^2(s, \bar{Y}_s^2)| \leq K |Z_s|.$$  

Using that fact yields

$$\varphi_n'(Z_s)1_{\{Z_s > 0\}}(\bar{\eta}^2(s, \bar{Y}_s^1) - \bar{\eta}^2(s, \bar{Y}_s^2)) \leq \varphi_n'(Z_s)1_{\{Z_s > 0\}}(\bar{\eta}^2(s, \bar{Y}_s^1) - \bar{\eta}^2(s, \bar{Y}_s^2)) \leq K \varphi_n'(Z_s)(Z_s)^+ \leq K(Z_s)^+.$$  

Plugging the latter back into (A.2) and letting $n \to \infty$ we obtain

$$E[(Z_t)^+] \leq K \int_0^t E[(Z_s)^+]ds.$$  

Gronwall’s inequality gives $P(Z_t = 0) = 1$ for all $t \geq 0$ and by continuity of $t \mapsto Z_t$ we conclude that $P(Y_{t_1}^2 \leq Y_{t_2}^2, \forall t \geq 0) = 1$. \hfill \box
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