Automated analysis of IR-images of photovoltaic modules and its use for quality control of solar cells
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Abstract

It is well known that the performance of solar cells may significantly suffer from local electric defects. Accordingly, infrared thermography (i.e. lock-in thermography) has been intensely applied to identify such defects as hot spots. As an imaging method, this is a fast way of module characterization. However, imaging leads to a huge amount of data, which needs to be investigated. An automatized image analysis would be a very beneficial tool but has not been suggested so far for lock-in thermography images. In this manuscript, we describe such an automatized analysis of solar cells. We first established a robust algorithm for segmentation (or recognition) for both, the PV-module and the defects (hot spots). With this information, we then calculated a parameter from the IR-images, which could be well correlated with the maximal power ($P_{mpp}$) of the modules. The proposed automatized method serves as a very useful foundation for faster and more thorough analyses of IR-images and stimulates the further development of quality control on solar modules.

Introduction

Energy supply by renewable sources such as solar modules (PV) will be a key issue for societies for the next decades. Common solar cells of the “first generation” (based on Silicon) contribute significantly to the electricity generation in various countries already today [1]. The success story of PV was heavily promoted by decreasing silicon-PV prices. However, solar cells based on thin film absorbers, such as CIGS, CdTe, or organic photovoltaics (OPV), start to gain larger parts of the market share. For illustration, about 10\% of the installed modules today are based on thin film technology [2]. This is very promising as thin film solar modules have a strong potential for further substantial decrease in price, such enabling a further increase in green electricity production.

Solar cells based on organic compounds are definitely one of the most thrilling options when aiming for a huge decrease in production costs. One key aspect here is the possibility to print organic solar cells in large scale, which would decrease strongly the price of OPV. While the production of silicon PV is a rather mature process,
processing of organic solar cells still exhibits room for improvement. One factor, which decreases the efficiency of organic solar cells, is electrical defects introduced during production. We want to point out that electrical defects also may and do occur when producing inorganic solar cells. The detrimental effect of “hot spots” has been reported in a various number of publications for different solar cell types (for example for silicon [3–10], CIGS [11–16], CdTe [17–19] and for OPV [20–23]). In any case, an automatized recognition and analysis of the defects is a highly desirable tool.

Electrical defects lead to local short circuit currents with heat being dissipated at the hot spot thereby reducing the performance of the solar cell [13, 24]. Origin of such local short circuits may be bad edge isolation or small electrical conductive contamination connecting locally front and back contact. Identification of such defects has been found to be an important task and, accordingly, the problem has been tackled in particular by fast imaging via IR cameras. The localization of even very small hot spots (showing only a minor temperature gradient) may be realized by applying lock-in thermography [25]. In this method, a pulsed excitation and a phase-sensitive detection increase the sensitivity vastly. The method is named dark lock-in thermography (DLIT) when applying electric current for excitation of the samples. By applying a voltage sweep (reverse and forward bias), DLIT enables a detailed defect characteristics [26]. Accordingly, DLIT is an important and commonly used tool in R&D labs of solar cell manufactures.

Processing conditions generally do vary over time when producing solar cells. These fluctuations most likely affect the composition, and the morphology of the module, as well as the number and types of defects. Hence, a large number of modules are studied and, in particular true for imaging methods, a large data set needs to be analyzed. IR-Images of the modules contain the foreground (the actual module) and a background. Furthermore, there may be hot spots on the foreground, which reduce the performance of the module. An algorithm, which automatically recognizes or detects both, the foreground and the defects, would be of great help to thoroughly analyze the huge amount of data obtained in R&D labs when aiming for a detailed characterization of defects on solar cells. This is, because an automatized analysis of the influence of defects on the module performance may be carried out with this information.

In this study, we describe an automatized analysis of lock-in thermography images and provide a proof-of-principle of its applicability for solar cell quality analysis. To do so, we establish an algorithm, which allows for an automatized segmentation of the module and an automatized segmentation of the defects. With segmentation we mean the recognition or detection of the according pixels of the digital image, that is, the pixels belonging to the solar module and the pixels belonging to hot spots. We then post-process the images and correlate the calculated image parameter with the crucial electrical module parameter for quality control, the maximum power of the module (\(P_{\text{mpp}}\)). The maximum power of a module is the key parameter for the price of module. Next to \(P_{\text{mpp}}\), important parameters are the open circuit voltage \(V_{\text{oc}}\) and the short circuit current \(J_{\text{sc}}\). We focus our work on organic solar cells; however, the described method is not restricted at all to OPV.

**Materials and Methods**

We led the proof-of principle with innovative semitransparent test OPV modules produced in our lab (Fig. 1). The module substrate size was 16.5 cm × 16.5 cm consisting of 30 individual cells on an active area of 197 cm². We processed four modules with the same processing parameters as described below.

Inverted structure OPV devices were processed on fluorine-doped tin oxide (FTO) coated glass with the layer sequence ZnO nanoparticles/PBTZT-stat-BDTT-8: phenyl-C61-butyric acid methyl ester (PCBM)/poly(3,4-ethylenedioxythiophene)/polystyrene sulfonate (PEDOT:PSS)/silver nanowires (AgNW). FTO substrates were laser patterned to achieve P1 with a fluence of 0.41 J/cm², 50% overlap and 0.9 J/cm², 98% overlap, respectively. All layers were processed via slot-die coating with a 20 cm wide heatable slot-die head. ZnO...
nanoparticles dispersed in isopropyl alcohol (Nanograde AG, Zurich, Switzerland) were coated via slot-die coating optimizing coating and drying conditions to achieve a film thickness of 50 nm. Afterwards, the layer was dried at 80°C for 5 min. For the photoactive layer (PAL), PBTZT-stat-BDTT-8 was purchased from Merck Chemicals GmbH, Darmstadt, Germany and PCBM (technical grade 99%) from Solenne BV, Groningen, the Netherlands, and dissolved at a concentration of 35 mg/mL in a weight ratio 1:2 in o-xylene: tetrahydrophthalene (9:1) and stirred for 12 h at 80°C before coating. The PAL was then slot die coated aiming at a dried film thickness of 290 nm. PEDOT:PSS (Clevios FHC) from Heraeus was diluted in deionized water with a concentration of 35 mg/mL in a weight ratio 1:2 in o-xylene: tetrahydronaphthalene (9:1) and stirred for 12 h at 80°C before coating. The PAL was then slot die coated aiming at a dried film thickness of 100 nm. The substrates were then annealed at 120°C for 5 min and afterwards patterned by laser ablation to achieve P2 (fluence of 0.08 J/cm², 94% overlap, 3 times). The final wet film application completing the devices was done by slot-die coating AgNWs (Cambrios Advanced Materials Corp, Sunnyvale, CA, USA.) from aqueous solution which were afterwards annealed at 120°C for 5 min and laser patterned to achieve electrical separation (P3 – fluence of 0.08 J/cm² and 94% overlap). Laser patterning was achieved with an LS 7xxP setup built by LS Laser Systems GmbH (München, Germany). The heart of the system is a femtoREGENTM UC- 1040–8000 fsec Yb SHG from High Q Laser GmbH (Rankweil, Austria) emitting at 1040 nm (fundamental wavelength) and 520 nm (first harmonic wavelength) with a pulse duration of <350 fsec at repetition rates up to 960 kHz. The devices were encapsulated in glass with DELO Katiobond LP655. Current–voltage (IV) characteristics were measured with a source measurement unit from Keysight (Santa Rosa, CA, USA) and a Tracer software (ReRa Tracer 3, ReRa Solutions, Nijmegen, The Netherlands). Illumination was provided by an LOT quantum device solar simulator Class A, AM1.5G spectra at 1000 W/m².

After production, characterization of the samples was carried out by DLIT (dark lock-in thermography). In order to acquire lock-in IR-images, the IR-camera (Equus 327k; IRcam GmbH, Erlangen, Germany) sends a modulation signal to an electrical excitation. This way both devices are synchronized, which allows the application of a correlation function. The software of the camera then integrates (weighted average) over all captured images, in order to reduce the noise of the final output. The result is a phase-sensitive average of IR-images, commonly known lock-in thermography. When the measurement is done in the absence of illumination (electrical excitation instead), it is called dark lock-in thermography (DLIT). It is called illuminated lock-in thermography (ILIT) when pulsed light is used for excitation.

The measurements were performed at an excitation alternating between 0 V and 35 V. The applied voltage was in the low excitation regime to enhance shunt localization. The Stirling cooled InSb-detector of the camera is sensitive between 1 and 5 μm. The detector size is 640 × 512 pixels. Further settings of the camera were a lock-in frequency of 1 Hz, a frame integration time of 1 msec, and an image acquisition time of 15 min. The thickness of glass substrate was 3.2 mm and, at a frequency of 1 Hz, the captured signal dominantly stemmed from the active layer [27]. Amplitude and phase images were exported as raw data for further segmentation and image analysis.

**Algorithm**

Automatized recognition of diverse objects has been successfully implemented in machine vision, for example, in food industry [28] or in printed electronics [29]. Rather large noise makes object segmentation more difficult when applying infrared thermography [30, 31]. With segmentation, we mean the recognition of pixels belonging to a certain object in an image. Thus, the foreground may be separated from the background of an image, for example. Yet, a variety of algorithms has been proposed for standard thermography depending on the application, such as IR-surveillance [32–34] or target detection [35]. Unfortunately, the problem of low signal to noise ratio generally becomes much more challenging when applying highly sensitive lock-in thermography.

In a recent publication, we proposed an algorithm for automatized segmentation of PV-modules characterized by highly sensitive lock-in thermography [36]. This method was stimulated by algorithms developed to detect the background and foreground in images obtained by commercial scanners [37–39]. The method proved to work even under extremely low signal to noise ratio of 1.09 (for more details see [36], i.p. Fig. 3 of that reference). In short, the algorithm worked by identifying the four edges of the solar module individually by searching for the edge pixels. The edge pixels then represent the outer frame of the PV-module (this means all pixels inside the frame belong to the module or foreground). Searching was performed by a “moving standard deviation” process. The aim of this process is, simply speaking, to minimize the (relative) standard deviations of the two regions (background and foreground). The edge pixels are calculated by minimizing the standard deviation. For more details, the reader is referred to the original publication [36]. In the current paper, we apply the same algorithm to segment the foreground or active area of the solar modules. However, instead of using the amplitude images (as in the original paper), we use the phase image this time as the phase images exhibit a better contrast regarding the edges.

Next to the segmentation of the module (i.e., the identification of the foreground pixels), the segmentation of...
the defects (hot spots) is required for a successive quality analysis. The physical meaning of the identified hot spots is a large local short circuit current. Standard segmentation algorithms such as Otsu’s method [40] do not work properly as there is no bimodal distribution of the intensities. Figure 2 shows exemplarily a histogram of a DLIT image taken in this study (logarithmic scale). The peak corresponds to the foreground (PV module), while values significantly lower than the peak correspond to the background. As a remark, one can also directly see from this figure that such a bimodal global segmentation algorithm would not work to identify the foreground from the background.

Instead of a second peak, the hot spots are aligned in a very long and low tail in the histogram. Accordingly, two characteristics of the defects will be exploited for hot spot segmentation. Defects (1) show a large intensity in the image, and (2) they are rather sparsely distributed over the module. This leads obviously to the conclusion to search for outstandingly hot pixels and, at the same time, values, which have a low probability of occurrence.

The algorithm for defect identification is described in the following. We use the histogram information of the amplitude images for hot spot detection (see Fig. 2 as an example). $P$ is the probability (of a certain intensity), which can be calculated by eq. 1, with $N$ as number of total pixels of the image and $n$ as numbers of pixels, or counts, in the respective bin (see Fig. 2, y-axis). The peak intensity is called $I_{\text{max}}$ (eq. 2). In our case, we apply the amplitude images, this means, the intensity is the DLIT amplitude. Only two parameters are required for the segmentation algorithm: the numbers of bins, $n\text{Bins}$, typically 256, and a factor $f$ (remark: in Fig. 2, we used only 60 bins for better visualization). The latter parameter characterizes the sensitivity (by defining the maximal threshold probability $P_{\text{th}}$, see eq. 3) of the hot spot detection and was set to 0.1. The idea of “outstandingly hot pixels with low probability” is mathematically defined by eq. 4, the core of the rather simple but robust algorithm. $BW_{\text{def}}$ denotes the binary image containing the defect pixels (hot spots) with $x$ and $y$ as coordinates of the image and $I$ as the original intensity image (DLIT, amplitude). This means, pixels in the image $BW_{\text{def}}$ with value 1 belong to a hot spot while pixels with value 0 do not belong to a hot spot. In summary, we use an additional probability threshold compared to conventional intensity thresholding.

\[
P = \frac{n(I)}{N} \tag{1}
\]
\[
I_{\text{max}} = \arg \max (P(I)) \tag{2}
\]
\[
P_{\text{th}} = \left(\frac{1}{n\text{Bins}}\right) \times f \tag{3}
\]
\[
BW_{\text{def}}(x,y) = \begin{cases} 
1 & \text{if } I(x,y) > I_{\text{max}} \& P(I(x,y)) < P_{\text{th}} \\
0 & \text{else}
\end{cases} \tag{4}
\]

**Results**

We examined four OPV modules produced in our lab. Figure 3 shows the phase images of the DLIT imaging on the left side and the amplitude images on the right side in gray values. First of all, we tested the segmentation of the foreground by the algorithm. The best results for this segmentation are found when applying the phase images. In doing so, all four modules were segmented correctly. The automatically segmented edges are marked as yellow rectangles in Figure 3. All pixels inside the yellow rectangle belong to the module and their intensities are referred to as $I_{\text{module}}$ in this paragraph.

Next, we tested the algorithm for segmentation of the hot spots. Rather few hot spots were detected as already mentioned in the section “algorithm”, see also the histogram in Figure 2. The defects were identified in the amplitude images, see the red indicated pixels in Figure 3, right. The pixels inside the red boundary lines recognized as hot spots and their intensities are referred to as $I_{\text{def}}$. The edge of the module, indicated in yellow, may be copied from the phase image as both images are calculated from the same phase-sensitive transient lock-in measurement. Accordingly, the module cannot be moved unintentionally in between recording both images. Therefore, the yellow frame has exactly the same position in the amplitude image and phase.
The number of detected “hot pixels” varied between 86 (sample number 2) and 411 (sample number 1). Sample 3 exhibited 131 defect pixels and sample 4 showed 134 defect pixels. The defect pixels are hard to distinguish by eye when looking at the grey scale images in Figure 3,

right. To verify that the identified pixels are hot spots, Figure 4 compares the DLIT-amplitude image of one sample displayed in a colored intensity scale (Fig. 4A) and in grey scale values (Fig. 4B). The hot spots can more easily be located by eye in the colored image and were correctly

Figure 3. Dark lock-in thermography images of the four different modules. On the left side the phase images are depicted, on the right side the amplitude images. Yellow lines indicate the segmentation of the PV-module (foreground) which was carried out on the phase images. Module segmentation may be applied also to the amplitude image (both images are recorded simultaneously). The red lines indicate the segmented hot spots (or defects), which was carried out with the amplitude images.
identified by the algorithm, compare Figure 4B. The colored image, though, has the disadvantage of a more difficult identification of the module edges by eye. This example illustrates the large gradients in temperature and the difficulty of setting the “correct” contrast. Also, by looking at the “freckles” in the images in Figure 4, one can get an impression of the noise present in the highly sensitive lock-in thermography images.

After recognition of the foreground (active PV module area) and the hot spots, a parameter (scalar value) describing or “summarizing” the DLIT image may be determined. The aim is to correlate this parameter with electrical parameters for quality analysis. One of the most crucial parameters in terms of quality control is the maximum power, \( P_{\text{mpp}} \). Previous work [13, 25] showed that a promising IR-parameter candidate is the ratio of the intensity of the hot spots and the intensity of the module (as a kind of base signal). The parameter is calculated according to eq. 5. The IR-parameter basically quantifies a contrast between the hot spots and the module normal active area signal. Here, \( I_{\text{def}} \) denotes the intensity vector of the hot pixels, \( I_{\text{module}} \) the intensity vector of the module (foreground), \( A_{\text{def}} \) the area (or number of pixels) of the defect vector, and \( A_{\text{module}} \) the area (or number of pixels) of the module vector.

\[
IR = \frac{\sum I_{\text{def}}(i) \cdot A_{\text{def}}}{\sum I_{\text{module}}(i) \cdot A_{\text{module}}} \tag{5}
\]

We correlate this parameter with \( P_{\text{mpp}} \) measured by the JV-curve at standard measurement conditions (STM). Figure 5 shows the result with the IR parameter on the x-axis and \( P_{\text{mpp}} \) on the y-axis. A clear dependency between the IR-parameter and \( P_{\text{mpp}} \) is observed. In our proof of principle, we found a highly nonlinear decrease in \( P_{\text{mpp}} \) with increasing value of the IR-parameter. This behavior depends on various influences, such as the thickness of the encapsulation glass, IR-camera, camera calibration or, of course, the choice of the IR-parameter. Accordingly, different relations between \( P_{\text{mpp}} \) may be found when applying the proposed analysis to a different PV-module types and/or using a different imaging setup. In any case, our results strongly illustrate the suitability of this analysis method for automatized quality control. In the current work, we proved that the automatized analysis works even for encapsulated modules. Segmentation of IR-images of nonencapsulated samples (taken for example directly in the production line) is much easier due to larger thermal gradients (as glass is a thermal insulator). Previous work based on a manual analysis proved also the applicability of ILIT (illuminated lock-in thermography) as a potential contactless measurement tool for quality control [11]. Accordingly, a transfer of this analysis to ILIT images, and therefore a contactless quality control tool, is straightforward.
Conclusions

We present a combined approach of an automatized segmentation of a PV-module and the defects (hot spots) on the module. Both, segmentation of the module and the hot spots, were carried out successfully for all investigated four encapsulated OPV modules. In previous work [36], module detection worked also for all 10 investigated CIGS modules (samples without front cover glass). We applied the segmentation algorithm to 10 CIGS mini-module, and all defects (hot spots) and the boundaries of the modules were determined correctly (by using the same values of the parameters of the algorithm, $f$ and $N_{\text{bins}}$). Accordingly, we believe that the algorithm is robust and may be applied to any kind of thin film solar cells. The transfer of the method is straightforward, though, in some cases an adaptation of the algorithm parameters might be necessary. The automatized segmentation is an important step toward a thorough analysis of IR-images (and also potentially for luminescence images). We successfully correlated an IR-parameter calculated from the lock-in thermography images with the maximum power ($P_{\text{mpp}}$) of the modules as a proof-of-principle.

The presented approach may be utilized as foundation of adapted (and if necessary more sophisticated) automatized evaluation of large data sets obtained by imaging of PV. The presented (or similar) algorithm facilitates a thorough statistical analysis of a large number of samples also under different working conditions. This strongly helps to improve tools for quality control and also helps to better understand the photo-physical impact of defects on solar modules. While the effect of single defects on the solar module performance have been successfully investigated [13, 41, 42], many open questions remain when studying whole modules with several defects.
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