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Abstract
We investigate a thermoelastic Bresse system with viscoelastic damping acting on the shear force and heat conduction acting on the bending moment. We show that with weaker conditions on the relaxation function and physical parameters, the solution energy has general and optimal decay rates. Some examples are given to illustrate the findings.
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1 Introduction
The motion of the classical Bresse system without any external forces is described by the following system:

\[
\begin{align*}
\rho_1 u_{tt} - S_x - IN &= 0, \quad x \in (0, L), t > 0, \\
\rho_2 v_{tt} - M_x + S &= 0, \quad x \in (0, L), t > 0, \\
\rho_1 w_{tt} - N_x + IS &= 0, \quad x \in (0, L), t > 0,
\end{align*}
\]

(1.1)

where \( u = u(x, t) \) is the vertical angle displacement, \( v = v(x, t) \) is the shear angle displacement, and \( w = w(x, t) \) is the longitudinal angle displacement. The physical constants \( \rho_1 = \rho A, \rho_2 = \rho I, I = R^{-1} \), where \( \rho, A, I, R \) are the material density, cross sectional curvature, second moment of the cross-section, and radius of curvature, respectively. The constitutive laws denoted by \( N, M, S \) are respectively the axial force, the bending moment, and the shear force. System (1.1) has been investigated by many authors in the literature, and the results of well-posedness, stability (polynomial and exponential) have been established, see for example results in [1–13] and the references cited therein. Recently, Messaoudi and Hassan [14] considered

\[
\begin{align*}
\rho_1 u_{tt} - k_1(u_x + v + lw)_x - k_2(lw_x - lu) &= 0, \quad x \in (0, L), t > 0, \\
\rho_2 v_{tt} - k_2 v_{xx} + k_1(u_x + v + lw) - \int_0^t g(t-s)v_{xx}(x,s) \, ds &= 0, \quad x \in (0, L), t > 0, \\
\rho_1 w_{tt} - k_3(w_x - lu)_x + k_1(u_x + v + lw) &= 0, \quad x \in (0, L), t > 0,
\end{align*}
\]

(1.2)
with Dirichlet–Neumann–Neumann boundary conditions and proved that the solution energy has a general decay rate if
\[
\frac{k_1}{\rho_1} \frac{k_2}{\rho_2} \quad \text{and} \quad k_1 = k_3. \tag{1.3}
\]
Furthermore, they established a weaker stability result for strong solution provided
\[
\frac{k_1}{\rho_1} \frac{k_2}{\rho_2} \quad \text{and} \quad k_1 = k_3. \tag{1.4}
\]
Now, considering the thermoelastic dissipation effect on the bending moment of a Bresse system, where the heat is given by Fourier’s law, we have (see [15, 16])
\[
\rho_3 \theta_t + q_x + \gamma v_{xt} = 0, \quad x \in (0, L), t > 0, \tag{1.5}
\]
where \(\theta = \theta(x, t)\) is the temperature difference, \(q\) represents the heat flux, \(\rho_3\) and \(\gamma\) are capacity and adhesive stiffness, respectively. Coupling (1.1) and (1.5), we arrive at the thermoelastic Bresse system
\[
\begin{align*}
\rho_1 u_{tt} - S_x - lN &= 0, \quad x \in (0, L), t > 0, \\
\rho_2 v_{tt} - M_x + S &= 0, \quad x \in (0, L), t > 0, \\
\rho_1 w_{tt} - N_x + lS &= 0, \quad x \in (0, L), t > 0, \\
\rho_3 \theta_t + q_x + \gamma v_{xt} &= 0, \quad x \in (0, L), t > 0.
\end{align*} \tag{1.6}
\]
For the physical and mathematical justification of (1.6), we refer to some constitutive laws of mathematical physics which connect the works of Timoshenko [17, 18] to the elastic or thermoelastic relations for a thin beam or plate which is assumed to be homogeneous and elastically or thermally isotropic, see [15, 16, 19–23, 29] and the references therein.

In the present work, with the viscoelastic law applied to the shear force, the following constitutive laws are imminent:
\[
\begin{align*}
S &= k_1 (u_x + v + lw) - \int_0^t g(t-s)(u_x + v + lw)(x,s) \, ds, \\
M &= k_2 v_x - \gamma \theta, \\
N &= k_3 (w_x - lu), \\
q &= -\beta \theta_{xx}, \tag{1.7}
\end{align*}
\]
where \(k_1 = \kappa GA, k_2 = EI, k_3 = EA, E, G, \kappa, \) and \(\beta\) are the modulus of elasticity, shear modulus, shear factor, and diffusivity, respectively. The viscoelastic term (represented by the convolution, see [24, 25] for details) acts as a damping mechanism to decrease the effect of unwanted vibration from internal or external forces such as beam’s weight and wind. Substituting (1.6) into (1.7), we arrive at the following Timoshenko-thermoelastic Bresse system:
\[
\begin{align*}
\rho_1 u_{tt} - k_1 (u_x + v + lw)_x - k_3 l(w_x - lu) + \int_0^t g(t-s)(u_x + v + lw)_x \, ds &= 0, \\
\rho_2 v_{tt} - k_2 v_{xx} + k_1 (u_x + v + lw) - \int_0^t g(t-s)(u_x + v + lw) \, ds + \gamma \theta_x &= 0, \\
\rho_1 w_{tt} - k_3 (w_x - lu)_x + k_1 l(u_x + v + lw) - l \int_0^t g(t-s)(u_x + v + lw) \, ds &= 0, \\
\rho_3 \theta_t - \beta \theta_{xx} + \gamma v_{xt} &= 0, \tag{1.8}
\end{align*}
\]
where $x \in (0, L)$, $t > 0$, the physical parameters $l$, $k_1$, $k_2$, $k_3$, $\rho_1$, $\rho_2$, $\rho_3$, $\beta$, $\gamma$ are all positive constants, and $g$ is a given function to be specified later. Recently, Mukiawa [26] considered (1.8) with Maxwell–Cattaneo law and established a general decay estimate. Next, we supplement (1.8) with the Neumann–Dirichlet–Dirichlet–Neumann boundary conditions:

\[
\begin{cases}
  u_x(0, t) = u_x(L, t) = v(0, t) = v(L, t) = 0, & t \geq 0, \\
  w(0, t) = w(L, t) = \theta_x(0, t) = \theta_x(L, t) = 0, & t \geq 0,
\end{cases}
\]

and the initial data

\[
\begin{cases}
  u(x, 0) = u_0(x), & u_t(x, 0) = u_1(x), \\
  v(x, 0) = v_0(x), & v_t(x, 0) = v_1(x), \\
  w(x, 0) = w_0(x), & w_t(x, 0) = w_1(x), \\
  \theta(x, 0) = \theta_0(x), & x \in [0, L],
\end{cases}
\]

Our main focus is to show that the solution energy of (1.8)–(1.10) decays in the same way as the relaxation function $g$ provided $k_1 = k_3$. Thus, without additional conditions on the physical parameters $k_1$, $\rho_1$, $k_2$, $\rho_2$ and without stronger regularity on the solution $(u, v, w, \theta)$ of system (1.8)–(1.10), we obtain a general and optimal decay estimate for the solution energy. The result obtained in this paper is general and optimal in the sense that it agrees with the decay rate of $g$ (see conditions on $g$ in Sect. 2). This work is organized as follows: In Sect. 2, we present materials that will be helpful in establishing the main results. In Sect. 3, we state and prove some useful lemmas. In Sect. 4, we look at the stability rate of the energy functional associated with problem (1.8)–(1.10).

### 2 Assumptions and functional setting

We denote by $(\cdot, \cdot)$ and $\| \cdot \|_2$ the usual inner product and the norm in $L^2(0, L)$, respectively. In addition, we assume that the relaxation function $g$ satisfies

(A$_1$) $g : [0, +\infty) \rightarrow (0, +\infty)$ is a decreasing $C^1$– function such that

\[
g(0) > 0, \quad k_1 - \int_0^\infty g(s) \, ds = l_0 > 0.
\]

(A$_2$) There exist a nonincreasing $C^1$– function $\xi : [0, +\infty) \rightarrow [0, +\infty)$ and a $C^1$ function $H : [0, +\infty) \rightarrow [0, +\infty)$

that is linear or is strictly convex $C^2$– function on $(0, r]$, $r \leq g(0)$, with $H(0) = H'(0) = 0$ such that

\[
g'(t) \leq -\xi(t)H(g(t)), \quad t \geq 0.
\]

**Remark 2.1**

1. Condition (A$_2$) implies there exists an extension $\tilde{H}$ of $H$ such that

\[
\tilde{H} : [0, +\infty) \rightarrow (0, +\infty)
\]
and $\bar{H}$ is a strictly increasing convex $C^2$-function. For example, for any $t > r$, we can define $\bar{H}$ by

$$\bar{H}(\tau) = \frac{H''(r)}{2} \tau^2 + (H'(r) - H''(r)r)^2 + H(r) - H'(r)r + \frac{H''(r)}{2} r^2. \quad (2.3)$$

2. From $(A_1)$, $g$ is continuous, positive and $g(0) > 0$, hence for any $t_0 > 0$, we obtain

$$\int_0^t g(s) ds \geq \int_0^{t_0} g(s) ds = g_0 > 0, \quad \forall t > t_0. \quad (2.4)$$

3. Again, condition $(A_2)$ implies that $\xi$ and $g$ are continuous, nonincreasing, and positive. Moreover, $H$ is continuous and positive. Hence, $\forall t \in [0, t_0]$, we obtain

$$0 < g(t_0) \leq g(t) \leq g(0), \quad 0 < \xi(t_0) \leq \xi(t) \leq \xi(0), \quad (2.5)$$

which implies

$$b_1 \leq \xi(t)H(g(t)) \leq b_2,$$

where $b_1$ and $b_2$ are some positive constants. Hence, it follows that

$$g'(t) \leq -\xi(t)H(g(t)) \leq -\frac{b_1}{g(0)}g(0) \leq -\frac{b_1}{g(0)}g(t), \quad \forall t \in [0, t_0]. \quad (2.6)$$

**Remark 2.2** Let

$$m(u) = \frac{1}{L} \int_0^L u(x, t) \, dx, \quad m(\theta) = \frac{1}{L} \int_0^L \theta(x, t) \, dx. \quad (2.7)$$

Integration of $(1.8)_1$ and $(1.8)_4$ over $(0, L)$ yields

$$\frac{d^2}{dt^2} m(u) + \frac{k_3^2}{\rho_1} m(u) = 0 \quad \text{and} \quad \frac{d}{dt} m(\theta) = 0. \quad (2.8)$$

Solving $(2.8)$ and using the initial data $u_0, u_1$, and $\theta_0$ yield

$$m(u) = B_0 \cos(\alpha_0 t) + B_1 \sin(\alpha_0 t) \quad \text{and} \quad m(\theta) = m(\theta_0), \quad (2.9)$$

where

$$\alpha_0 = \sqrt{\frac{k_3^2}{\rho_1}}, \quad B_0 = \int_0^L u_0(x) \, dx, \quad B_1 = \frac{1}{\alpha_0} \int_0^L u_1(x) \, dx.$$

Now, we define

$$\tilde{u} = u - m(u), \quad \tilde{\theta} = \theta - m(\theta).$$

It follows that

$$\int_0^L \tilde{u}(x, t) \, dx = 0 \quad \text{and} \quad \int_0^L \tilde{\theta}(x, t) \, dx = 0, \quad \forall t \geq 0. \quad (2.10)$$
Therefore, we can use Poincaré on $u$ and $\theta$. Hence, due to (2.10), we have the Poincaré inequality
\[ \|\bar{\theta}\|^2 \leq c_p \|\theta_0\|^2. \] (2.11)
Moreover, $(\bar{u}, v, w, \bar{\theta})$ satisfies problem (1.8) with initial data for $\bar{u}$ and $\bar{\theta}$ given as
\[ \bar{u}_0 = u_0 - m(u_0), \quad \bar{u}_1 = u_1 - m(u_1) \text{ and } \bar{\theta}_0 = \theta_0 - m(\theta_0). \]

From now onward, we work with $(u, v, w, \theta)$; however, for convenience, we write $(u, v, w, \bar{\theta})$ keeping in mind Remark (2.2). Let us define the following spaces:
\[ L^2 = L^2(I, L) = \left\{ f \in L^2(0, L) : \int_0^L f(x) \, dx = 0 \right\}, \]
\[ H^2 = H^2(0, L) = H^2(0, 1) \cap L^2(0, L), \]
\[ H^2 = H^2(0, L) = \{ f \in H^2(0, L) : f(x) = f(L) = 0 \}. \]

The well-posedness of problem (1.8)–(1.10) is the following.

**Theorem 2.1** Let $(u_0, u_1, v_0, v_1, w_0, w_1, \theta_0) \in H^2 \times L^2 \times H^1 \times L^2 \times H^1 \times L^2 \times H^1$ and condition (A1) hold. Then problem (1.8)–(1.10) has a global weak unique solution $(u, v, w, \theta)$ such that
\[ (u, v, w) \in C([0, +\infty), H^1) \times C([0, +\infty), H^1) \times C^1([0, +\infty), L^2), \]
\[ \theta \in C([0, +\infty), H^1). \] (2.12)

Moreover, if
\[ (u_0, u_1, v_0, v_1, w_0, w_1, \theta_0) \]
\[ \in H^2 \cap H^1 \times H^2 \cap H^1 \times H^2 \cap H^1 \times H^2 \cap H^1 \times H^2 \cap H^1, \]
then the weak unique solution of problem (1.8)–(1.10) has more regularity in the class
\[ u \in C([0, +\infty), H^2 \cap H^1) \times C^1([0, +\infty), H^1) \times C^2([0, +\infty), L^2), \]
\[ v \in C([0, +\infty), H^2 \cap H^1) \times C^1([0, +\infty), H^1) \times C^2([0, +\infty), L^2), \]
\[ w \in C([0, +\infty), H^2 \cap H^1) \times C^1([0, +\infty), H^1) \times C^2([0, +\infty), L^2), \]
\[ \theta \in C([0, +\infty), H^2 \cap H^1) \times C^1([0, +\infty), H^1). \]

The result in Theorem 2.1 can be established using the Galerkin approximation method. The following notations and basic lemmas will be applied repeatedly throughout the paper. We set
\[ (g \circ f)(x, s, t) = \int_0^t g(t - s)(f(x, t) - f(x, s)) \, ds, \]
\[ (g \circ f)(t) = \int_0^t g(t - s)\|f(t) - f(s)\|^2_2 \, ds. \] (2.13)
Lemma 2.1 For any function \( f \in L^2_{\text{loc}}([0, +\infty), L^2(0, 1)) \), we have

\[
\left( \int_0^1 \left( \int_0^t g(t-s)(f(t) - f(s)) \, ds \right)^2 \, dx \right) \leq (1 - l_0)(g \circ f)(t),
\]

(2.14)

\[
\left( \int_0^1 \left( \int_0^t f(y, t) \, dy \right)^2 \, dx \right) \leq \|f(t)\|_2^2.
\]

(2.15)

For any \( 0 < \alpha < 1 \), we set as in [27]

\[
h(t) = a g(t) - g'(t) \quad \text{and} \quad A_a = \int_0^{+\infty} \frac{g^2(s)}{ag(s) - g'(s)} \, ds.
\]

Lemma 2.2 Let \((u, v, w, \theta)\) be the solution of problem (1.8)–(1.10). Then, for any \( 0 < \alpha < 1 \), we have

\[
\left( \int_0^1 \left( \int_0^t g(t-s)((u_x + v + lw)(t) - (u_x + v + lw)(s)) \, ds \right)^2 \, dx \right) \leq A_a (h \circ (u_x + v + lw))(t),
\]

(2.16)

where

\[
(h \circ (u_x + v + lw))(t) = \int_0^t h(t-s)\left\| (u_x + v + lw)(t) - (u_x + v + lw)(s) \right\|_2^2 \, ds.
\]

Proof Using the Cauchy–Schwarz inequality, we have

\[
\left( \int_0^1 \left( \int_0^t g(t-s)((u_x + v + lw)(t) - (u_x + v + lw)(s)) \, ds \right)^2 \, dx \right) \leq A_a (h \circ (u_x + v + lw))(t).
\]

(2.17)

Lemma 2.3 Let \( F \) be a convex function on the close interval \([a, b], f : \Omega \to [a, b] \) and \( j \) be an integrable function on \( \Omega \) such that \( j(x) \geq 0 \) and \( \int_\Omega j(x) \, dx = \beta_1 > 0 \). Then we have the following Jensen inequality:

\[
F\left( \frac{1}{\beta_1} \int_\Omega f(y)j(y) \, dy \right) \leq \frac{1}{\beta_1} \int_\Omega F(f(y))j(y) \, dy.
\]

(2.18)

3 Technical lemmas

In this section, we establish some lemmas which will be used to prove the main stability result.
Lemma 3.1 Let \((u,v,w,\theta)\) be the solution of (1.8)–(1.10). Then

\[
\frac{d}{dt} E(t) = -\frac{1}{2} g(t) \|u_x + v + lw\|_2^2 + \frac{1}{2} \left( g' \circ (u_x + v + lw) \right)(t) - \beta \|\theta_x\|_2^2 \leq 0, \quad \forall t \geq 0, \tag{3.1}
\]

where

\[
E(t) = \frac{1}{2} \left( \rho_1 \|u_t\|_2^2 + \rho_2 \|v_t\|_2^2 + \rho_1 \|w_t\|_2^2 + \left( k_1 - \int_0^t g(s) \, ds \right) \|u_x + v + lw\|_2^2 \right) + \frac{k_2}{2} \|v_x\|_2^2 + \frac{\rho_3}{2} \|\theta\|_2^2 + \frac{k_3}{2} \|w_x - lu\|_2^2 + \frac{1}{2} \left( g \circ (u_x + v + lw) \right)(t). \tag{3.2}
\]

Proof. Multiplying the equations in (1.8) by \(u_t, v_t, w_t,\) and \(\theta_t,\) respectively, then integrating by parts over \((0,L)\) and using the boundary conditions, we get respectively

\[
\frac{1}{2} \frac{d}{dt} \rho_1 \|u_t\|_2^2 + \frac{1}{2} \frac{d}{dt} k_1 \|u_x + v + lw\|_2^2 - k_1 \int_0^L (u_x + v + lw) v_t \, dx
\]

\[
- k_1 \int_0^L (u_x + v + lw) w_t \, dx - k_3 \int_0^L (w_x - lu) u_t \, dx
\]

\[
- \int_0^L (u_x + v + lw) \int_0^t g(t-s)(u_x + v + lw)(x,s) \, ds \, dx
\]

\[
+ \int_0^L v_t \int_0^t g(t-s)(u_x + v + lw)(x,s) \, ds \, dx
\]

\[
+ l \int_0^L w_t \int_0^t g(t-s)(u_x + v + lw)(x,s) \, ds \, dx = 0, \tag{3.3}
\]

\[
\frac{1}{2} \frac{d}{dt} \rho_2 \|v_t\|_2^2 + \frac{1}{2} \frac{d}{dt} k_2 \|v_x\|_2^2 + k_1 \int_0^L (u_x + v + lw) v_t \, dx
\]

\[
- \int_0^L v_t \int_0^t g(t-s)(u_x + v + lw)(x,s) \, ds \, dx + \gamma \int_0^t \theta_x v_t \, dx = 0, \tag{3.4}
\]

\[
\frac{1}{2} \frac{d}{dt} \rho_1 \|w_t\|_2^2 + \frac{1}{2} \frac{d}{dt} k_3 \|w_x - lu\|_2^2 + k_1 \int_0^L (w_x - lu) u_t \, dx
\]

\[
+ k_3 \int_0^L (u_x + v + lw) w_t \, dx - l \int_0^L w_t \int_0^t g(t-s)(u_x + v + lw)(x,s) \, ds \, dx = 0, \tag{3.5}
\]

and

\[
\frac{\rho_3}{2} \frac{d}{dt} \|\theta\|_2^2 + \beta \|\theta_x\|_2^2 - \gamma \int_0^L \theta_x v_t \, dx = 0. \tag{3.6}
\]

Adding (3.3)–(3.6) yields

\[
\frac{1}{2} \frac{d}{dt} \left( \rho_1 \|u_t\|_2^2 + \rho_2 \|v_t\|_2^2 + \rho_1 \|w_t\|_2^2 + k_1 \|u_x + v + lw\|_2^2 \right)
\]

\[
+ \frac{1}{2} \frac{d}{dt} \left( k_2 \|v_x\|_2^2 + k_3 \|w_x - lu\|_2^2 + \rho_3 \|\theta\|_2^2 \right)
\]

\[
- \int_0^L (u_x + v + lw) \int_0^t g(t-s)(u_x + v + lw)(x,s) \, ds \, dx = -\beta \|\theta_x\|_2^2. \tag{3.7}
\]
We estimate $J_1$ as follows:

$$
J_1 = \int_0^L (u_x + v + lw) \int_0^t g(t-s) \left( (u_x + v + lw)(t) - (u_x + v + lw)(s) \right) ds \, dx \\
- \int_0^t g(s) ds \int_0^L (u_x + v + lw)_t (u_x + v + lw) \, dx \\
= \frac{1}{2} \int_0^L \int_0^t g(t-s) \frac{d}{dt} \left( (u_x + v + lw)(x,t) - (u_x + v + lw)(x,s) \right)^2 \, ds \, dx \\
- \frac{1}{2} \int_0^t g(s) ds \frac{d}{dt} \|u_x + v + lw\|^2_2 \\
= \frac{1}{2} \frac{d}{dt} \left( \int_0^t g(t-s)(u_x + v + lw) \, ds \right) \|u_x + v + lw\|^2_2 \\
- \frac{1}{2} \frac{d}{dt} \left( \int_0^t g(t-s)(u_x + v + lw) \, ds \right) + \frac{1}{2} g(t) \|u_x + v + lw\|^2_2.
$$

(3.8)

Inserting (3.8) into (3.7), we obtain (3.1). Hence, $E$ is decreasing and bounded above by $E(0)$.

**Lemma 3.2** Suppose that $(u, v, w, \theta)$ is the solution of (1.8)–(1.10). Then the functional $F_1$ defined by

$$
F_1(t) = -\rho_1 \int_0^L (w_x - lu) \int_0^x w_\nu(y,t) \, dy \, dx
$$

satisfies, for any positive $\epsilon_0$, the estimate

$$
F_1'(t) \leq -\frac{k_3}{2} \|w_x - lu\|^2_2 + \epsilon_0 \|u_t\|^2_2 + \left( \rho_1 + \frac{(\rho_1 l)^2}{4\epsilon_0} \right) \|w_\nu\|^2_2 \\
+ Cl\|u_x + v + lw\|^2_2 + CA_\nu (h \circ (u_x + v + lw))(t), \quad \forall t \geq 0.
$$

(3.9)

**Proof** Differentiation of $F_1$, using (1.8), integration by parts, and the boundary conditions give

$$
F_1'(t) = -\rho_1 \int_0^L (w_x - lu) \int_0^x w_\nu(y,t) \, dy \, dx - \rho_1 \int_0^L (w_x - lu) \int_0^x w_\nu(y,t) \, dy \, dx \\
= \rho_1 \|w_\nu\|^2_2 - k_3 \|w_x - lu\|^2_2 + \rho_1 \int_0^L u_t \int_0^x w_\nu(y,t) \, dy \, dx \\
+ k_1 \int_0^L (w_x - lu) \int_0^x (u_y + v + lw)(y,t) \, dy \, dx \\
- l \int_0^L (w_x - lu) \int_0^t g(t-s)(u_x + v + lw)(y,s) \, ds \, dy \, dx.
$$

(3.10)
Applying the Cauchy–Schwarz, Young inequalities and Lemmas 2.1–2.2, we estimate $J_2$ – $J_4$. We have, for any positive $\delta_1$, $\epsilon_0$,

$$J_2 \leq \epsilon_0 \|u_t\|_2^2 + \frac{(\rho_1 l)^2}{4\epsilon_0} \|w_t\|_2^2,$$

$$J_3 \leq \frac{k_3 \delta_0}{2} \|w_x - lu\|_2^2 + \frac{(k_1 l)^2}{2K_3 \delta_0} \|u_x + v + lw\|_2^2,$$

$$J_4 \leq \frac{k_3 \delta_0}{2} \|w_x - lu\|_2^2 + \frac{(l_0 l)^2}{K_3 \delta_0} \|u_x + v + lw\|_2^2 + \frac{C A_{d_t}}{\delta_0} (h \circ (u_x + v + lw))(t).$$

(3.11)

Hence, (3.9) follows by substituting (3.11) into (3.10) and selecting $\delta_0 = \frac{1}{2}$. □

Lemma 3.3 Let $(u, v, w, \theta)$ be the solution of (1.8)–(1.10). Then the functional $F_2$ defined by

$$F_2(t) = -\rho_1 \int_0^L (u_x + v + lw) \int_0^x u_t(y, t) \, dy \, dx$$

satisfies, for any positive $\epsilon_1$, $\epsilon_2$, the estimate

$$F'_2(t) \leq -\frac{l_0}{2} \|u_x + v + lw\|_2^2 + \left( \rho_1 + \rho_1^2 + \frac{(\rho_1 l)^2}{4\epsilon_1} \right) \|u_t\|_2^2 + \epsilon_1 \|v_t\|_2^2 + \epsilon_2 \|w_t\|_2^2 + C l \|w_x - lu\|_2^2 + C A_{d_t} (h \circ (u_x + v + lw))(t), \quad \forall t \geq 0. \quad (3.12)$$

Proof By direct differentiation, then using (1.8)$_1$, integration by parts, boundary condition (1.9) and keeping in mind (2.13), we get

$$F'_2(t) = \rho_1 \|u_t\|_2^2 - \rho_1 \int_0^L v_t \int_0^x u_t(y, t) \, dy \, dx - \rho_1 l \int_0^L w_t \int_0^x u_t(y, t) \, dy \, dx$$

$$- \left( k_1 - \int_0^t g(s) \, ds \right) \|u_x + v + lw\|_2^2$$

$$- k_3 l \int_0^L (u_x + v + lw) \int_0^x (w_y - lu)(y, t) \, dy \, dx$$

$$- \int_0^L (u_x + v + lw) \left( g \circ (u_x + v + lw) \right) (x, s, t) \, dx. \quad (3.13)$$
Using the Cauchy–Schwarz, Young inequalities and applying Lemmas 2.1–2.2, we have

\[ J_5 \leq \epsilon_1 \|v_t\|_2^2 + \frac{\rho_1^2}{4\epsilon_1} \|u_t\|_2^2, \]
\[ J_6 \leq \epsilon_2 \|w_t\|_2^2 + \frac{(\rho_1 t)^2}{4\epsilon_2} \|u_t\|_2^2, \]
\[ J_7 \leq \frac{\delta_1}{2} \|u_x + v + \lambda w\|_2^2 + \frac{(\kappa_l t)^2}{2\delta_1} \|w_x - \lambda u\|_2^2, \]
\[ J_8 \leq \frac{\delta_1}{2} \|u_x + v + \lambda w\|_2^2 + \frac{A}{2\delta_1} (h \circ (u_x + v + \lambda w))(t). \]

Now, substituting (3.14) into (3.13), using the fact that \((k_1 - \int_0^t g(s) \, ds) \geq l_0\), and choosing \(\delta_1 = \frac{l_0}{2}\), we obtain the result.

**Lemma 3.4** The functional \(F_3\) defined by

\[ F_3(t) = -\rho_1 \int_0^t \int_0^\lambda \int_0^{(t-s)} g(t-s)((u_y + v + \lambda w)(y,t) - (u_y + v + \lambda w)(y,s)) \, ds \, dy \, dx \]

satisfies, for any positive \(\epsilon_3, \epsilon_4\) and \(t_0 > 0\), along the solution of (1.8)–(1.10), the estimate

\[ F_3(t) \leq -\frac{\rho_1^2 \alpha_0}{2} \|u_t\|_2^2 + C \|v_t\|_2^2 + C l^2 \|w_t\|_2^2 + \epsilon_3 \|u_x + v + \lambda w\|_2^2 + \epsilon_4 \|w_x - \lambda u\|_2^2 \]
\[ + CA\left(1 + \frac{1}{\epsilon_3} + \frac{1}{\epsilon_4}\right)(h \circ (u_x + v + \lambda w))(t). \]

**Proof** Differentiating \(F_3\), we obtain

\[ F_3'(t) = -\rho_1 \int_0^t \int_0^\lambda \int_0^{(t-s)} g'(t-s)((u_y + v + \lambda w)(y,t) - (u_y + v + \lambda w)(y,s)) \, ds \, dy \, dx \]
\[ - \rho_1 \int_0^t \int_0^\lambda \int_0^{(t-s)} g(t-s)(u_x + v + \lambda w)(y,t) \, ds \, dy \, dx \]
\[ - \rho_1 \int_0^t \int_0^\lambda \int_0^{(t-s)} g(t-s)((u_y + v + \lambda w)(y,t) - (u_y + v + \lambda w)(y,s)) \, ds \, dy \, dx \]
\[ = J_9 \]

For \(J_9\), we apply the Cauchy–Schwarz and Young inequalities, then recall that \(h = \alpha g - g'\), and applying Lemmas 2.1–2.2, we get, for any positive \(\delta_2\),

\[ J_9 = -\rho_1 \int_0^t \int_0^\lambda \int_0^{(t-s)} h(t-s)((u_y + v + \lambda w)(y,t) - (u_y + v + \lambda w)(y,s)) \, ds \, dy \, dx \]
\[ - \rho_1 \alpha \int_0^t \int_0^\lambda \int_0^{(t-s)} g(t-s)((u_y + v + \lambda w)(y,t) - (u_y + v + \lambda w)(y,s)) \, ds \, dy \, dx \]
Using (1.8), integration by parts, boundary conditions and recalling notation (2.13), we have

\[
\|u\|_2^2 + C \frac{\rho_1^2}{\delta_2} \int_0^L \int_0^t \int_0^\delta h(t-s)\left((u_x + v + lw)(t) - (u_x + v + lw)(s)\right) ds dy dx \\
+ C \frac{\rho_1^2}{\delta_2} \int_0^L \int_0^t \int_0^\delta (u_x + v + lw) ds dy dx \\
\leq \frac{\delta_2}{2} \|u\|_2^2 + C \frac{\rho_1^2}{\delta_2} \int_0^L \int_0^t \int_0^\delta (u_x + v + lw) ds dy dx \\
+ C \frac{\rho_1^2}{\delta_2} \int_0^L \int_0^t \int_0^\delta (u_x + v + lw) ds dy dx \\
\leq \frac{\delta_2}{2} \|u\|_2^2 + C \frac{\rho_1^2}{\delta_2} \int_0^L \int_0^t \int_0^\delta (u_x + v + lw) ds dy dx \\
+ C \frac{\rho_1^2}{\delta_2} \int_0^L \int_0^t \int_0^\delta (u_x + v + lw) ds dy dx \\
\leq \frac{\delta_2}{2} \|u\|_2^2 + C \frac{\rho_1^2}{\delta_2} \int_0^L \int_0^t \int_0^\delta (u_x + v + lw) ds dy dx \\
+ C \frac{\rho_1^2}{\delta_2} \int_0^L \int_0^t \int_0^\delta (u_x + v + lw) ds dy dx \\
\leq \frac{\delta_2}{2} \|u\|_2^2 + C \frac{\rho_1^2}{\delta_2} \int_0^L \int_0^t \int_0^\delta (u_x + v + lw) ds dy dx \\
\leq \frac{\delta_2}{2} \|u\|_2^2 + C \frac{\rho_1^2}{\delta_2} \int_0^L \int_0^t \int_0^\delta (u_x + v + lw) ds dy dx.
\]

For \( J_{10} \), recalling (2.4) and (2.10), we have for any positive \( \delta_2 \)

\[
J_{10} = -\rho_1 \int_0^L \int_0^t \int_0^\delta g(t-s)(u_x + v + lw)(y, t) dy ds dy dx \\
= -\rho_1 \left( \int_0^t g(s) ds \right) \int_0^L \int_0^\delta (u_x + v + lw)(y, t) dy ds dy dx \\
= -\rho_1 \left( \int_0^t g(s) ds \right) \int_0^L \int_0^\delta u_x(y, t) dy ds dy dx \\
- \rho_1 \int_0^t g(s) ds \int_0^L \int_0^\delta v_y(y, t) dy ds dy dx \\
- \rho_1 \int_0^t g(s) ds \int_0^L \int_0^\delta w_y(y, t) dy ds dy dx \\
\leq -\rho_1 g_0 \|u\|_2^2 + \frac{\delta_2}{2} \|u\|_2^2 + C \frac{\rho_1 g_0^2}{\delta_2} \|v\|_2^2 + C \frac{\rho_1 g_0^2}{\delta_2} \|w\|_2^2.
\]

Using (1.8), integration by parts, boundary conditions and recalling notation (2.13), we have

\[
J_{11} = k_1 \int_0^L (u_x + v + lw)(g \circ (u_x + v + lw))(x, s, t) dy ds dx \\
- k_3 \int_0^L (w_s - lu) \int_0^L (g \circ (u_x + v + lw))(y, s, t) dy dy dx \\
- \int_0^L \left( \int_0^t g(t-s)(u_x + v + lw)(x, s) ds \right) (g \circ (u_x + v + lw))(x, s, t) dy dx.
\]
Applying the Young inequality and Lemmas 2.1–2.2, we have, for any positive $\epsilon_3$, $\epsilon_4$,
\[
J_{11} \leq \frac{\epsilon_3^2}{2} \|u_x + v + lw\|^2_2 + \frac{k_3^2 A_u}{2\epsilon_3} (h \circ (u_x + v + lw))(t) + \epsilon_4 \|w_x - lw\|^2_2
\]
\[
+ \frac{L(k_3)^2 A_u}{4\epsilon_4} (h \circ (u_x + v + lw))(t) + k_3 A_u (h \circ (u_x + v + lw))(t)
\]
\[
+ \frac{\epsilon_3^2}{2} \|u_x + v + lw\|^2_2 + \frac{(k_0)^2 A_u}{2\epsilon_3} (h \circ (u_x + v + lw))(t).
\]
(3.19)

Substitution of (3.17)–(3.19) into (3.16) and selecting $\delta_2 = \frac{\eta_{IM}}{2}$ yield (3.15). This completes the proof. □

**Lemma 3.5** Let $(u, v, w, \theta)$ be the solution of (1.8)–(1.10). Then the functional $F_4$ defined by
\[
F_4(t) = \rho_2 \int_0^L v v_t \, dx
\]
satisfies the estimate
\[
F_4'(t) \leq -\frac{k_2}{2} \|v_s\|^2_2 + \rho_2 \|v_t\|^2_2 + C \|u_x + v + lw\|^2_2
\]
\[
+ CA_u (h \circ (u_x + v + lw))(t) + C \|\theta_x\|^2_2, \quad \forall t \geq 0.
\]
(3.20)

**Proof** Differentiating $F_4$, using (1.8)$_2$ and integration by parts yield
\[
F_4'(t) = \rho_2 \|v_t\|^2_2 - k_2 \|v_s\|^2_2 - k_1 \int_0^L v(u_x + v + lw) \, dx
\]
\[
+ \int_0^t \int_0^L g(t-s)(u_x + v + lw)(x,s) \, ds \, dx - \gamma \int_0^L v\theta_x \, dx.
\]
(3.21)

Applying the Young, Poincaré inequalities, Lemmas 2.1–2.2 and recalling (2.13), we obtain for any $\delta_3 > 0$
\[
J_{12} \leq \frac{\delta_3 \epsilon_p}{4} \|v_s\|^2_2 + \frac{CK_1^2}{\delta_3} \|u_x + v + lw\|^2_2,
\]
\[
J_{13} = \int_0^t \int_0^L g(s) \, ds \int_0^L v(u_x + v + lw) \, dx - \int_0^L v(g \circ (u_x + v + lw))(x,s,t) \, dx
\]
\[
\leq \frac{\delta_3 \epsilon_p}{4} \|v_s\|^2_2 + \frac{C(k_0)^2}{\delta_3} \|u_x + v + lw\|^2_2 + \frac{\delta_3 \epsilon_p}{4} \|v_s\|^2_2
\]
\[
+ CA_u \frac{\delta_3}{\delta_3} (h \circ (u_x + v + lw))(t),
\]
\[
J_{14} \leq \frac{\delta_3 \epsilon_p}{4} \|v_s\|^2_2 + \frac{C\gamma^2}{\delta_3} \|\theta_x\|^2_2.
\]
(3.22)
We substitute the estimates in (3.22) into (3.21) and choose $\delta_3 = \frac{\rho_2}{2\rho}$ to obtain the result in (3.20). This completes the proof. □

**Lemma 3.6** The functional $F_5$ defined by

$$F_5(t) = \rho_3 \int_0^L v_t \int_0^x \theta(y, t) \, dy \, dx$$

satisfies, for any positive $\epsilon_5$ and $\epsilon_6$, along the solution of (1.8)–(1.10), the estimate

$$F'_5(t) \leq -\frac{\gamma}{2} \|v_t\|_2^2 + \epsilon_5 \|v_x\|_2^2 + \epsilon_6 \|u_x + v + lw\|_2^2 + C \left(1 + \frac{1}{\epsilon_5} + \frac{1}{\epsilon_6}\right) \|\theta_x\|_2^2$$

$$+ CA_\omega \left(h \circ (u_x + v + lw)\right)(t), \quad \forall t \geq 0. \quad (3.23)$$

**Proof** Differentiating $F_5$, using (1.8) and (1.14), then integration by parts and recalling remark (2.2) and (2.13) give

$$F'_5(t) = \rho_3 \int_0^L v_t \int_0^x \theta(y, t) \, dy \, dx + \rho_3 \int_0^L v_{tt} \int_0^x \theta(y, t) \, dy \, dx$$

$$= -\frac{\gamma}{2} \|v_t\|_2^2 + \beta \int_0^L v_t \theta_x \, dx - \frac{k_3 \rho_3}{\rho_2} \int_0^L v_t \theta \, dx$$

$$- \frac{k_1 \rho_3}{\rho_2} \int_0^L (u_x + v + lw) \int_0^x \theta(y, t) \, dy \, dx$$

$$- \frac{\rho_3}{\rho_2} \int_0^L \left(g \circ (u_x + v + lw)(x, s, t) \right) \int_0^x \theta(y, t) \, dy \, dx$$

$$+ \frac{\rho_3}{\rho_2} \left(\int_0^L g(s) \, ds\right) \int_0^L (u_x + v + lw) \int_0^x \theta(y, t) \, dy \, dx + \frac{\gamma \rho_3}{\rho_2} \|\theta_x\|_2^2. \quad (3.24)$$
Applying the Cauchy–Schwarz, Young, Poincaré inequalities and Lemmas 2.1–2.2, we estimate $J_{15} - J_{19}$ as follows:

\[
J_{15} \leq \frac{\gamma}{2} \|v_t\|_2^2 + \beta^2 \|\theta_t\|_2^2,
\]

\[
J_{16} \leq \varepsilon_5 \|v_x\|_2^2 + \frac{c_p (k_3 \rho_3)}{4\varepsilon_5 \rho^2} \|\theta_x\|_2^2,
\]

\[
J_{17} \leq \frac{\varepsilon_6}{2} \|u_x + v + lw\|_2^2 + \frac{(k_1 \rho_2)}{2\varepsilon_6 \rho^2} \left( \int_0^L \left( \int_0^x \theta(y, t) \, dy \right)^2 \, dx \right)
\]

\[
\leq \frac{\varepsilon_6}{2} \|u_x + v + lw\|_2^2 + \frac{c_p (k_1 \rho_2)}{2\varepsilon_6 \rho^2} \|\theta_x\|_2^2,
\]

\[
J_{18} \leq \frac{\rho_3}{2\rho_2} \int_0^L ((g \circ (u_x + v + lw))(x, s, t))^2 \, dx + \frac{\rho_3}{\rho_2} \int_0^L \left( \int_0^x \theta(y, t) \, dy \right)^2 \, dx
\]

\[
\leq \frac{\rho_3 \alpha}{2\rho_2} (h \circ (u_x + v + lw))(t) + \frac{c_p \rho_3}{2\rho_2} \|\theta_x\|_2^2,
\]

\[
J_{19} \leq \frac{\varepsilon_6}{2} \|u_x + v + lw\|_2^2 + \frac{\rho_3}{\rho_2} \left( \int_0^t g(s) \, ds \right)^2 \int_0^L \left( \int_0^x \theta(y, t) \, dy \right)^2 \, dx
\]

\[
\leq \frac{\varepsilon_6}{2} \|u_x + v + lw\|_2^2 + \frac{c_p \rho_3 h_0}{2\varepsilon_6 \rho^2} \|\theta_x\|_2^2.
\]

By substituting the estimates in (3.25) into (3.24), we get (3.23). This completes the proof.

\[\square\]

**Lemma 3.7** Let $(u, v, w, \theta)$ be the solution of (1.8)–(1.10), and suppose $k_1 = k_3$. Then the functional $F_6$ defined by

\[
F_6(t) = -\rho_1 \int_0^L u_t(w_x - lw) \, dx - \rho_1 \int_0^L w_t(u_x + v + lw) \, dx
\]

\[
+ \frac{\rho_1}{k_3} \int_0^L w_t \int_0^t g(t-s)(u_x + v + lw)(x, s) \, ds \, dx
\]

satisfies the estimate

\[
F_6'(t) \leq -\frac{\rho_1}{2} \|w_t\|_2^2 + C \|v_t\|_2^2 + C \|u_x + v + lw\|_2^2 + \rho_1 l \|u_t\|_2^2
\]

\[
- k_3 l \|w_x - lw\|_2^2 + C(1 + A_\alpha) \left( h \circ (u_x + v + lw)(t) \right), \quad \forall t \geq 0.
\]

**Proof** Derivation of $F_6$, using (1.8), integration by parts, and the fact that $K_1 = k_3$, we get

\[
F_6'(t) = -\rho_1 l \|w_t\|_2^2 - k_3 l \|w_x - lw\|_2^2 + \rho_1 l \|u_t\|_2^2 + k_1 l \|u_x + v + lw\|_2^2
\]

\[
- \rho_1 \int_0^L w_t v_t \, dx - l \int_0^L (u_x + v + lw) \int_0^t (u_x + v + lw)(x, s) \, ds \, dx
\]

\[
+ \frac{g(0) \rho_1}{k_3} \int_0^L w_t(u_x + v + lw) \, dx
\]
\[ + k_1 l \int_0^L \left( \int_0^t \left( \int_0^s g(t-s)(u_x + v + lw)(x,s) \, ds \right)^2 \, dx \right) \]
\[ + \frac{\rho_1}{k_3} \int_0^L \int_0^t g'(t-s)(u_x + v + lw)(x,s) \, ds \, dx \]
\[ - k_1 l \int_0^L (u_x + v + lw) \int_0^t g(t-s)(u_x + v + lw)(x,s) \, ds \, dx. \] (3.27)

Applying the Cauchy–Schwarz, Young inequalities and Lemmas 2.1–2.2, we estimate \( J_{20} - J_{25} \):

\[ J_{20} \leq \frac{\delta_4}{6} \|w_t\|_2^2 + \frac{C}{\delta_4} \|w_l\|_2^2, \]
\[ J_{21} \leq C \|u_x + v + lw\|_2^2 + CA \alpha \|u_x + v + lw\|_2^2, \]
\[ J_{22} \leq \frac{\delta_4}{6} \|w_t\|_2^2 + \frac{C}{\delta_4} \|u_x + v + lw\|_2^2, \]
\[ J_{23} \leq C \|u_x + v + lw\|_2^2 + CA \alpha \|(u_x + v + lw)(t)\|, \]
\[ J_{24} = \frac{\rho_1 \alpha}{k_3} \int_0^L \int_0^t g(t-s)(u_x + v + lw)(x,s) \, ds \, dx \]
\[ - \frac{\rho_1}{k_3} \int_0^L \int_0^t h(t-s)(u_x + v + lw)(x,s) \, ds \, dx \]
\[ \leq \frac{2\delta_4}{3} \|w_t\|_2^2 + \frac{C}{\delta_4} \|u_x + v + lw\|_2^2 + \frac{CA \alpha + 1}{\delta_4} \|(u_x + v + lw)(t)\|, \]
\[ J_{25} \leq C \|u_x + v + lw\|_2^2 + CA \alpha \|(u_x + v + lw)(t)\|. \] (3.28)

Substituting the estimates in (3.28) into (3.27) and selecting \( \delta_4 = \frac{\alpha l}{2} \), we obtain (3.26). This completes the proof. \( \square \)

**Lemma 3.8** The functional \( F_7 \) defined by

\[ F_7(t) = \int_0^L \int_0^t f(t-s)(u_x + v + lw)^2(x,s) \, ds \, dx, \quad \text{where} \quad f(t) = \int_t^\infty g(s) \, ds \]

satisfies, along the solution of (1.8)–(1.10), the estimate

\[ F'_7(t) \leq -\frac{1}{2} \|g \circ (u_x + v + lw)\|(t) + 3(1 - l_0) \|u_x + v + lw\|_2^2, \quad \forall t \geq 0. \] (3.29)

**Proof** By differentiating \( F_7 \) and recalling that

\[ f'(t) = -g(t) \quad \text{and} \quad f(t) = f(0) - \int_0^t g(s) \, ds, \]
we have

\[
F_j(t) = \int_0^t \int_0^t f(t-s)(u_x + v + lw)^2(x,s) \, ds \, dx + f(0) \|u_x + v + lw\|_2^2
\]

\[
= - \int_0^t \int_0^t g(t-s)(u_x + v + lw)^2(x,s) \, ds \, dx + f(t) \|u_x + v + lw\|_2^2
\]

\[
+ \int_0^t g(s) \, ds \|u_x + v + lw\|_2^2
\]

\[
= - \int_0^t \int_0^t g(t-s)((u_x + v + lw)(x,t) - (u_x + v + lw)(x,s))^2 \, ds \, dx
\]

\[
+ f(t) \|u_x + v + lw\|_2^2
\]

\[
- 2 \int_0^t (u_x + v + lw) \int_0^t g(t-s)((u_x + v + lw) - (u_x + v + lw)) \, ds \, dx
\]

\[
\leq -(g \circ (u_x + v + lw))(t) + f(t) \|u_x + v + lw\|_2^2
\]

\[
+ 2(1 - l_0) \|u_x + v + lw\|_2^2 + \frac{1}{2(1 - l_0)} (g \circ (u_x + v + lw))(t)
\]

\[
\leq -\frac{1}{2} (g \circ (u_x + v + lw))(t) + 2(1 - l_0) \|u_x + v + lw\|_2^2 + f(t) \|u_x + v + lw\|_2^2. \quad (3.30)
\]

Recalling that \( f'(t) = -g(t) \leq 0 \), then \( f \) is nonincreasing, hence

\[
f(t) \leq f(0) = (1 - l_0).
\]

The result follows. \( \square \)

**Lemma 3.9** Let \((u, v, w, \theta)\) be the solution of (1.8)–(1.10), and assume \(k_1 = k_3\). Then, for \(l\) small enough and suitable choices of \(N, N_j, j = 1, \ldots, 6\), the Lyapunov functional \(L\) defined by

\[
L(t) = NE(t) + \sum_{j=1}^{6} N_j F_j(t)
\]

satisfies the estimates

\[
\alpha_1 E(t) \leq L(t) \leq \alpha_2 E(t) \quad (3.32)
\]

and

\[
L'(t) \leq -\lambda \left( \|u_t\|_2^2 + \|v_t\|_2^2 + \|w_t\|_2^2 + \|u_x + v + lw\|_2^2 + \|v_x\|_2^2 \right)
\]

\[
- \lambda \left( \|w_x - lu\|_2^2 + \|\theta_x\|_2^2 \right) + \frac{1}{4} (g \circ (u_x + v + lw))(t), \quad \forall t \geq t_0, \quad (3.33)
\]

for some \(\lambda > 0\) and \(\alpha_1, \alpha_2 > 0\).

**Proof** Applying the Cauchy–Schwarz, Young, and Poincaré inequalities, we get (3.32) from routine calculations. Recalling that \(h = ag - g'\), it follows from Lemmas 3.1–3.7 that,
for any $t \geq t_0$,

$$L'(t) \leq \left[ \frac{N_3 \rho_1 g_0}{2} - N_1 \epsilon_0 - N_2 \left( \rho_1 + \frac{\rho_1^2}{4 \epsilon_1} + \frac{(\rho_1 l)^2}{4 \epsilon_2} \right) - \frac{N_6 k_3 \rho_1 l}{k_1} \right] \|u_\tau\|^2_2$$

$$+ \left[ \frac{\gamma N_5}{2} - N_2 \epsilon_1 - N_3 C - N_4 \rho_2 - N_6 C \right] \|v_\tau\|^2_2$$

$$- \left[ \frac{N_6 \rho_1 l}{2} - N_1 \left( \rho_1 + \frac{(\rho_1 l)^2}{4 \epsilon_1} \right) - N_2 \epsilon_2 - N_3 C \right] \|w_\tau\|^2_2$$

$$\leq \left[ \frac{N_5 k_3 l_0}{2} - N_1 \epsilon_0 - N_2 \epsilon_1 - N_3 C - N_4 \epsilon_2 - N_6 C \right] \|u_\tau + v + lw\|^2_2$$

$$\leq \left[ \frac{N_5 k_3 l_0}{2} - N_1 \epsilon_0 - N_2 \epsilon_1 - N_3 C - N_4 \epsilon_2 - N_6 C \right] \|w_\tau - lu\|^2_2$$

Choosing

$$N_3 = N_1 = 1, \quad \epsilon_0 = \frac{N_3 \rho_1 g_0}{4 N_1}, \quad \epsilon_2 = \frac{N_6 \rho_1 l}{4 N_2}, \quad \epsilon_3 = \frac{N_6 l_0}{8 N_3},$$

$$\epsilon_4 = \frac{N_7 k_3}{4 N_3}, \quad \epsilon_5 = \frac{N_4 k_3}{4 N_5}, \quad \epsilon_6 = \frac{N_6 l_0}{8 N_5},$$

inequality (3.34) yields

$$L'(t) \leq \left[ \frac{N_3 \rho_1 g_0}{4} - N_2 \left( \rho_1 + \frac{\rho_1^2}{4 \epsilon_1} + \frac{(\rho_1 l)^2}{4 \epsilon_2} \right) - \frac{N_6 k_3 \rho_1 l}{k_1} \right] \|u_\tau\|^2_2$$

$$+ \left[ \frac{\gamma N_5}{2} - N_2 \epsilon_1 - N_3 C - N_4 \rho_2 - N_6 C \right] \|v_\tau\|^2_2$$

$$- \left[ \frac{N_6 \rho_1 l}{4} - \left( \rho_1 + \frac{(\rho_1 l)^2}{4 \epsilon_1} \right) - N_3 C \right] \|w_\tau\|^2_2$$

$$\leq \left[ \frac{N_5 k_3 l_0}{4} - Cl - C - N_4 C \right] \|u_\tau + v + lw\|^2_2$$

$$\leq \left[ \frac{N_5 k_3 l_0}{4} - Cl - C - N_4 C \right] \|w_\tau - lu\|^2_2$$

$$\leq \left[ \frac{N_5 k_3 l_0}{2} - CA \left( 2 + N_2 + N_3 \left( 1 + \frac{1}{\epsilon_3} + \frac{1}{\epsilon_4} \right) + N_5 + N_6 \right) - N_6 C \right]$$

$$\times (h \circ (u_\tau + v + lw))(t).$$

(3.35)
Now, we select the constants in (3.36) carefully. First, we choose $N_6$ so large that

$$
\mu_1 := \frac{N_6\rho_1 l}{4} - \left(\rho_1 + \frac{(\rho_1 l)^2}{4\epsilon_0}\right) > 0,
$$

(3.37)

then we select $N_2$ large enough such that

$$
\mu_2 := \frac{N_2 l_0}{4} - C - N_6 C > 0.
$$

(3.38)

Next, we select $N_3$ large enough such that

$$
\mu_3 := \frac{N_3 \rho_1 g_0}{4} - N_2\left(\rho_1 + \frac{\rho_1^2}{4\epsilon_1} + \frac{(\rho_1 l)^2}{4\epsilon_2}\right) > 0.
$$

(3.39)

Now, we choose $N_5$ large enough so that

$$
\mu_4 := \frac{\gamma N_5}{2} - N_3 C - \rho_2 - N_6 C > 0.
$$

(3.40)

We then select $l$ and $\epsilon_1$ small enough so that

$$
\mu_1 - N_3 C l^2 > 0, \quad \mu_2 - C l > 0, \quad \mu_3 - \frac{N_6 k_3 \rho_1 l}{k_1} > 0,
$$

$$
\frac{k_3}{4} - N_2 C l > 0, \quad \text{and} \quad \mu_4 - N_2 \epsilon_1 > 0.
$$

(3.41)

Recalling that $h = \alpha g - g'$, we have $\frac{\alpha g^2(s)}{h(s)} = \frac{\alpha g^2(s)}{\alpha g(s) - g'(s)} < g(s)$; thus application of dominated convergence theorem gives

$$
\alpha A_u = \int_0^{+\infty} \frac{\alpha g^2(s)}{\alpha g(s) - g'(s)} ds \to 0 \quad \text{as} \quad \alpha \to 0.
$$

(3.42)

Therefore, we can find $0 < \alpha_0 < 1$ so that if $\alpha < \alpha_0 < 1$, then

$$
\alpha A_u < \frac{1}{2C(2 + N_2 + N_3(1 + \frac{\epsilon_1}{\epsilon_3} + \frac{1}{\epsilon_4}) + N_5 + N_6)}.
$$

Finally, we choose $N$ so large and take $\alpha = \frac{1}{2N}$ such that (3.32) remains true and

$$
\mu_5 := N\beta - N_4 C - N_5 C\left(1 + \frac{1}{\epsilon_5} + \frac{1}{\epsilon_6}\right) > 0
$$

(3.43)

as well as

$$
\mu_6 := \frac{N k_1}{2} - CA_u\left(2 + N_2 + N_3\left(1 + \frac{1}{\epsilon_3} + \frac{1}{\epsilon_4}\right) + N_5 + N_6\right) - N_6 C > 0.
$$

(3.44)

A combination of (3.35)–(3.44) yields (3.33). \qed
4 Main decay result

Now, we state the main stability result of this paper.

**Theorem 4.1** Let \((u, v, w, \theta)\) be the solution of \((1.8) - (1.10)\). Suppose that \(k_3 = k_1\) and assumptions \((A_1)\) and \((A_2)\) hold. Then, for \(l\) small enough, the solution energy functional \((3.2)\) satisfies

\[
E(t) \leq M_2 H_1^{-1} \left( M_1 \int_0^t \xi(s) \, ds \right), \quad \text{where } H_1(t) = \int_t^r \frac{1}{sH'(s)} \, ds
\] (4.1)

for some positive constants \(M_1\) and \(M_2\), and \(H_1\) is a strictly convex function that is nonincreasing on \((0, r]\), where \(r = g(t_0) > 0\) and \(\lim_{t \to 0} H_1(t) = +\infty\).

**Remark 4.1** The decay result in (4.1) is optimal in the sense that it agrees with the decay rate of \(g\), see [27], Remark 2.3.

**Corollary 4.1** Suppose that \(k_3 = k_1\) and assumptions \((A_1)\) and \((A_2)\) hold. Assume that the function \(H\) in assumption \((A_2)\) is defined by

\[
H(s) = s^q, \quad 1 \leq q < 2.
\] (4.2)

Then the solution energy \((3.2)\) satisfies

\[
E(t) \leq \begin{cases} 
M \exp(-\tilde{M} \int_0^t \xi(s) \, ds) & \text{for } q = 1, \\
M \left( \int_0^t \xi(s) \, ds \right)^{\frac{q}{1-q}} & \text{for } 1 < q < 2
\end{cases}
\] (4.3)

for some positive constants \(M\) and \(\tilde{M}\).

### 4.1 Examples

1. Let \(g_1(t) = a_0 e^{-a_1 t}, \quad t \geq 0, \quad a_0, a_1 > 0\) be constants and \(a_0\) be chosen in a way that \((A_1)\) holds. Then

\[
g_1'(t) = -a_0 a_1 e^{-a_1 t} = -a_1 H(g_1(t)), \quad \text{where } H(s) = s.
\]

In this case, the solution energy \((3.2)\) satisfies

\[
E(t) \leq M e^{-\lambda t}, \quad \forall t \geq 0
\]

for some positive constants \(M, \lambda\).

2. Let \(g_2(t) = a_0 e^{-(1+t)^{a_1}}, \quad t \geq 0, \quad 0 < a_1 < 1\) be constants and \(a_0\) be chosen in a way that \((A_1)\) holds. Then

\[
g_2'(t) = -a_0 a_1 (1+t)^{a_1-1} e^{-(1+t)^{a_1}} = -\xi(t) H(g_2(t)),
\]

where

\[
\xi(t) = a_1 (1+t)^{a_1-1}, \quad H(s) = s.
\]
Here, the solution energy (3.2) satisfies
\[ E(t) \leq Me^{-\lambda(t)}a_1, \quad \forall t \geq 0, \]
for some positive constants \( M, \lambda. \)

(3) Let \( g_3(t) = \frac{a_0}{1+t^{a_1}}, t \geq 0, a_0 > 0, a_1 > 1 \) be constants and \( a_0 \) be chosen in a way that \((A_1)\) holds. Then
\[ g_3'(t) = \frac{-a_0a_1}{(1+t)^{a_1+1}} = -a_1H(g_3(t)), \]
where \( H(s) = s^q, q = \frac{a_1 + 1}{a_1} \)
with \( q \) satisfying \( 1 < q < 2 \). Thus, the solution energy (3.2)
\[ E(t) \leq M + \frac{M}{(1+t)^{a_1}} \]
for some positive constant \( M. \)

4.2 Proof of Theorem 4.1

Proof Using (2.6) and (3.2), we obtain
\[
\int_0^t g(s) \| (u_x + v + lw)(t) - (u_x + v + lw)(t-s) \|_2^2 \, ds
\leq -\frac{g(0)}{b_1} \int_0^t g'(s) \| (u_x + v + lw)(t) - (u_x + v + lw)(t-s) \|_2^2 \, ds
\leq -CE'(t), \quad \forall t \in [0, t_0]. \tag{4.4}
\]
Thus, from (2.11), (3.33), and (4.4), we have
\[
L'(t) \leq -\lambda E(t) + \frac{1}{4} g(0) (u_x + v + lw)(t)
\leq -\lambda E(t) + \frac{1}{4} \int_0^t g(s) \| (u_x + v + lw)(t) - (u_x + v + lw)(t-s) \|_2^2 \, ds
\leq -\lambda E(t) + \frac{1}{4} \int_0^t g(s) \| (u_x + v + lw)(t) - (u_x + v + lw)(t-s) \|_2^2 \, ds.
\]
Therefore, we obtain
\[
L_1'(t) \leq -\lambda E(t) + \frac{1}{4} \int_0^t g(s) \| (u_x + v + lw)(t) - (u_x + v + lw)(t-s) \|_2^2 \, ds, \quad \forall t \geq t_0, \tag{4.5}
\]
where \( L_1(t) = L(t) + CE(t) \sim E(t) \) because of (3.32). To complete the proof, we discuss two cases.
**Case 1: H(t) is linear.** By multiplying (4.5) by $\xi(t)$, keeping in mind (3.2) and (A2), we get

$$
\xi(t)L_1'(t) \leq -\lambda \xi(t)E(t)
+ \frac{1}{4} \xi(t) \int_{t_0}^{t} \| (u_x + v + lw)(t) - (u_x + v + lw)(t - s) \|_2^2 \, ds
\leq -\lambda \xi(t)E(t)
+ \frac{1}{2} \int_{t_0}^{t} G(s) \| (u_x + v + lw)(t) - (u_x + v + lw)(t - s) \|_2^2 \, ds
\leq -\lambda \xi(t)E(t)
- \frac{1}{2} \int_{t_0}^{t} g'(s) \| (u_x + v + lw)(t) - (u_x + v + lw)(t - s) \|_2^2 \, ds
\leq -\lambda \xi(t)E(t) - CE'(t).
$$

(4.6)

Recalling that $\xi$ is nonincreasing, we arrive at

$$(\xi L_1 + CE)'(t) \leq -\lambda \xi(t)E(t), \quad \forall t \geq t_0,
$$

(4.7)

and since $L_1 \sim E$, we get

$$
\xi L_1 + CE \sim E.
$$

(4.8)

Thus, for $L_2(t) = \xi(t)L_1(t) + CE(t)$, we obtain

$$
L_2'(t) \leq -\lambda \xi(t)E(t) \leq -M \xi(t)L_2(t), \quad \forall t \geq t_0,
$$

(4.9)

where $M$ is a positive constant. Integrating (4.9) over $(t_0, t)$ and recalling (4.8) give

$$
E(t) \leq M \exp \left( -M' \int_{t_0}^{t} \xi(s) \, ds \right) = M_2 H^{-1}_1 \left( M_1 \int_{t_0}^{t} \xi(s) \, ds \right).
$$

**Case 2: H(t) is nonlinear.** In this case, let us define the functional $L(t) = L(t) + F(t)$. Then we obtain, for some positive constant $d > 0$,

$$
L'(t) \leq -dE(t), \quad \forall t \geq t_0.
$$

(4.10)

The last inequality implies

$$
d \int_{t_0}^{t} E(s) \, ds \leq L(t_0) - L(t) \leq L(t_0).
$$

Thus, we obtain

$$
\int_{t_0}^{\infty} E(s) \, ds < \infty.
$$

(4.11)
Now, we define the functional $\Phi$

$$\Phi(t) := p \int_{t_0}^{t} ((u_x + v + lw)(t) - (u_x + v + lw)(t - s))^2 ds.$$ 

Using (4.11), we can choose $p$ such that $0 < p < 1$ and

$$\Phi(t) < 1, \quad \forall t \geq t_0. \quad (4.12)$$

Note that without loss of generality we assume $\Phi(t) > 0, \forall t \geq t_0$; otherwise, we immediately get from (4.5) an exponential stability result. Also, we define the functional $\Psi$ by

$$\Psi(t) = -\int_{t_0}^{t} g(s) ((u_x + v + lw)(t) - (u_x + v + lw)(t - s))^2 ds.$$ 

From (3.1), we get $\Psi(t) \leq -CE'(t), \forall t \geq t_0$. Using assumption $(A_2)$, we observe that $H$ is strictly convex on $(0, r], r = g(t_0)$ and $H(0) = H'(0) = 0$. Therefore, we get

$$H(\mu s) \leq \mu H(s), \quad 0 \leq \mu \leq 1, s \in (0, r]. \quad (4.13)$$

Thus, it follows from assumption $(A_2)$, (4.12), and Lemma 2.3 that

$$\Psi(t) = \frac{1}{pP(t)} \int_{t_0}^{t} \Phi(t)(-g'(s))p((u_x + v + lw)(t) - (u_x + v + lw)(t - s))^2 ds \geq \frac{1}{pP(t)} \int_{t_0}^{t} \Phi(t)(\xi(s)H(g(s))p((u_x + v + lw)(t) - (u_x + v + lw)(t - s))^2 ds \geq \frac{\xi(t)}{pH(t)} \int_{t_0}^{t} H'(g(s))p((u_x + v + lw)(t) - (u_x + v + lw)(t - s))^2 ds \geq \frac{\xi(t)}{p\tilde{H}} \left( \int_{t_0}^{t} g(s)\alpha((u_x + v + lw)(t) - (u_x + v + lw)(t - s))^2 ds \right) = \frac{\xi(t)}{p\tilde{H}} \left( \int_{t_0}^{t} g(s)((u_x + v + lw)(t) - (u_x + v + lw)(t - s))^2 ds \right) = \frac{\xi(t)}{p\tilde{H}} \left( \int_{t_0}^{t} g(s)((u_x + v + lw)(t) - (u_x + v + lw)(t - s))^2 ds \right), \quad (4.14)$$

where $\tilde{H}$ is the extension of $H$ on $(0, +\infty)$, see (2.3). Using (4.14), we have $\forall t \geq t_0$

$$\int_{t_0}^{t} g(s)((u_x + v + lw)(t) - (u_x + v + lw)(t - s))^2 ds \leq \frac{1}{p\tilde{H}^{-1}} \left( \frac{p\Psi(t)}{\xi(t)} \right).$$

It follows from (4.5) that

$$L_1(t) \leq -\lambda E(t) + C\tilde{H}^{-1} \left( \frac{p\Psi(t)}{\xi(t)} \right), \quad \forall t \geq t_0. \quad (4.15)$$

Let $r_0 < r$ be specified later and define the functional $U_2$ by

$$U_2(t) := \tilde{H} \left( r_0 \frac{E(t)}{E(0)} \right) L_1(t) + E(t).$$
Then $U_2 \sim E$ since $L_1 \sim E$. From (4.15) and using the fact that

$$E'(t) \leq 0, \quad \tilde{H}'(t) > 0, \quad \tilde{H}''(t) > 0,$$

we arrive at

$$U_2'(t) = r_0 \frac{E'(t)}{E(0)} \tilde{H}'' \left( r_0 \frac{E(t)}{E(0)} \right) L_1(t) + \tilde{H}' \left( r_0 \frac{E(t)}{E(0)} \right) L_1(t) + E'(t)$$

$$\leq -\lambda E(t) \tilde{H} \left( r_0 \frac{E(t)}{E(0)} \right) + C \tilde{H}' \left( r_0 \frac{E(t)}{E(0)} \right) \tilde{H}^{-1} \left( \frac{\Psi(t)}{\xi(t)} \right) + E'(t). \quad (4.16)$$

Next, we consider the convex conjugate $\tilde{H}^*$ of $\tilde{H}$ in the sense of Young (see [28] pp. 61–64) defined by

$$\tilde{H}^*(s) = s(\tilde{H}')^{-1}(s) - \tilde{H}((\tilde{H}')^{-1}(s)), \quad (4.17)$$

where $\tilde{H}^*$ satisfies the generalized Young inequality

$$X_1 X_2 \leq \tilde{H}^*(X_1) + \tilde{H}(X_2). \quad (4.18)$$

We set

$$X_1 = \tilde{H}' \left( r_0 \frac{E(t)}{E(0)} \right) \quad \text{and} \quad X_2 = \tilde{H}^{-1} \left( \frac{\Psi(t)}{\xi(t)} \right).$$

Then using Lemma 3.1 and (4.16)–(4.18), we obtain for all $t \geq t_0$

$$U_2'(t) \leq -\lambda E(t) \tilde{H} \left( r_0 \frac{E(t)}{E(0)} \right) + C \tilde{H}' \left( \tilde{H}' \left( r_0 \frac{E(t)}{E(0)} \right) \right) + C P \frac{\Psi(t)}{\xi(t)} + E'(t)$$

$$\leq -\lambda E(t) \tilde{H} \left( r_0 \frac{E(t)}{E(0)} \right) + C r_0 \frac{E(t)}{E(0)} \tilde{H} \left( r_0 \frac{E(t)}{E(0)} \right) + C P \frac{\Psi(t)}{\xi(t)} + E'(t). \quad (4.19)$$

Now, we multiply (4.19) by $\xi(t)$ and observe that $r_0 \frac{E(t)}{E(0)} < r$ and

$$\tilde{H} \left( r_0 \frac{E(t)}{E(0)} \right) = H' \left( r_0 \frac{E(t)}{E(0)} \right).$$

Thus we get for all $t \geq t_0$

$$\xi(t) U_2'(t) \leq -\lambda \xi(t) E(t) H' \left( r_0 \frac{E(t)}{E(0)} \right) + C r_0 \frac{E(t)}{E(0)} \xi(t) H' \left( r_0 \frac{E(t)}{E(0)} \right) + C \Psi(t) + \xi(t) E'(t)$$

$$\leq -\lambda \xi(t) E(t) H' \left( r_0 \frac{E(t)}{E(0)} \right) + C r_0 \frac{E(t)}{E(0)} \xi(t) H' \left( r_0 \frac{E(t)}{E(0)} \right) - C E'(t). \quad (4.20)$$

Let $U_3(t) = \xi(t) U_2(t) + CE(t)$, then $U_3$ satisfies

$$m_0 U_3(t) \leq E(t) \leq m_1 U_3(t) \quad (4.21)$$
for some constants $m_0, m_1 > 0$ since $U_2 \sim E$. From (4.20), we have

$$U'_3(t) \leq -(\lambda E(0) - Cr_0)\xi(t) \frac{E(t)}{E(0)} \xi(t) H'(r_0) \frac{E(t)}{E(0)}, \quad \forall t \geq t_0,$$

By choosing $r_0 < r$ small enough such that $\lambda E(0) - Cr_0 > 0$, we obtain for some constant $M > 0$

$$U'_3(t) \leq -M \xi(t) \frac{E(t)}{E(0)} \xi(t) H'(r_0) \frac{E(t)}{E(0)} = -M \xi(t) H_2\left(\frac{E(t)}{E(0)}\right), \quad \forall t \geq t_0,$$

where

$$H_2(s) = s H'(r_0 s).$$

We observe that

$$H'_2(s) = H'(r_0 s) + r_0 s H''(r_0 s).$$

Hence, the strict convexity of $H$ on $(0, r]$ implies $H_2(s) > 0, H'_2(s) > 0$ on $(0, r]$.

Let

$$W(t) = m_0 \frac{U'_3(t)}{E(0)}.$$ 

Then, recalling (4.21) and (4.22), we have

$$W(t) \sim E(t)$$

and

$$W'(t) = m_0 \frac{U'_3(t)}{E(0)} \leq -M_1 \xi(t) H_2\left(W(t)\right), \quad \forall t \geq t_0.$$ (4.24)

Integration of (4.24) over $(t_0, t)$ gives

$$M_1 \int_{t_0}^{t} \xi(s) ds \leq - \int_{t_0}^{t} \frac{W'(s)}{H_2(W(s))} ds = \frac{1}{r_0} \int_{r_0 W(t)}^{W(t)} \frac{1}{s H'(s)} ds,$$

which yields

$$W(t) \leq \frac{1}{r_0} H^{-1}_1\left(M_1 \int_{t_0}^{t} \xi(s) ds\right), \quad \text{where } H_1(t) = \int_{t}^{t_0} \frac{1}{s H'(s)} ds.$$ (4.25)

Using the assumption on $H$ from (A2), we see that $H_1$ is a strictly decreasing function on $(0, r]$ and

$$\lim_{t \to 0} H_1(t) = +\infty.$$
Hence, using (4.23) and (4.25), we obtain decay estimate

\[ E(t) \leq M_2 H_1^{-1} \left( M_1 \int_0^t \xi(s) \, ds \right). \]

This completes the proof. □
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