Dynamic request distribution for enhanced Quality of Service
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The emergence of Web-services as an open components supporting flexible and inexpensive set of distributed applications as well as exploiting them as a promising solution for integration with other application and providers of software-hardware resources is very much in demand. Using Web-services simplifies and enhances system functionality because of the availability of programs interaction with each other through Internet using open protocols. Thereby it is necessary to provide QoS provision issues such as distribution of request streams, enhanced efficiency of operations at peak loads. One of the ways to tackle these issues is to apply dynamic request distribution which ensures continuity of data transfer and processing ignoring crashes and equipment failures, redistribution of data flow to the available nodes in case of their loss. Abovementioned can be achieved using certain heuristics based on methods of Mathematical statistics and Probability modeling. Moreover, we provide analysis of methods and models developed for QoS provision.
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Introduction

In modern telecommunication networks, the character and volume of traffic transmitted and, accordingly, the provided info communication services are constantly changing. The increasing dissemination of web services, whether as an internal organizational infrastructure, or as part of paid services provided by the organization, issues related to service quality become very relevant and will ultimately be a significant factor in the success of service providers. For example, when customers contact you through the customer service centre’s of services, they usually interact with automated support systems and expect an immediate answer. However, if the issue requires human intervention, it is likely that consumers will hold on the line, waiting for a response operator. Similarly, when the stock market is unstable and a large number of brokers and traders is online, as a rule, the trading platform can become overloaded, inhibiting or causing significant difficulties in the operation of such systems. The inability to buy and sell in a timely manner can cause serious financial losses.

Review of literature

To date, a large number of well-known scientists, for example, Kleinrock, S. Blake, D. Grossman, Z. Wang, Steklov VK, Berkman LN, as well as research centers such as Mobile Ad-hoc
Networks, Internet Engineering Task Force, Center for Embedded Networked Sensing deals with the management and distribution of traffic. However, despite the huge number of publications and the efforts of manufacturers, the task of constructing traffic patterns that best reflects its functioning in real conditions is still not solved [20-25].

Specifically, because reinforcement learning offers the potential to develop optimal allocation policies without explicit model knowledge by learning from the consequences of each action, existing works on ML algorithms mainly focus on reinforcement learning [11, 12]. They require neither an explicit system model nor an explicit traffic model to learn.

RL refers to a learning process, where a learning agent can learn to make appropriate decisions through interactions with an external environment [13]. Specifically, beyond the learning agent and the environment, a reinforcement learning system consists of a policy, a reward function and a value function. Let S be the set of environment states and A be the set of actions, respectively.

Another popular machine learning algorithm is the support vector machine (SVM). It has been widely applied for different areas such as pattern recognition, classification and data mining. However, SVMs are not preferred in on-line applications since the training and testing complexity of standard SVM are $O(nm + m^3)$ and $(m)$ respectively, where $n$ is the data size and $m$ denotes the number of support vectors. On the other hand, some approximated methods have been proposed to reduce the complexity [14]. For example, [15] reduces the complexity to $O(nd^2 \max)$, where $d \max$ is the number of basis functions elected.

A few of works on machine learning algorithms have been proposed for the resource management problem [16-19]. For admission control, [8] derived a complex rule set that can be used to identify the optimal configuration for unobserved workload based on machine learning algorithms. [19] applied RL to configure parameters automatically in multi-tier Web systems, where eight parameters at web tier and application tier are selected to consist of the state space. For each parameter, there are three possible actions: increase, decrease and keep. The policy is based on the e-greedy method. In order to suppress the poor performance due to bad initialization, they proposed an algorithm to construct different initialization policies for different scenarios. For VM scaling, [16] proposed an iterative model training technique based on artificial neural network (ANN) to predict computing resource demand in virtual environments. [17] applied RL to train nonlinear approximators (e.g., multi-layer perceptrons) instead of the lookup table for VM horizontal scaling, where the state is defined as the request arrival rate and the action is to determine the number of servers allocated. Since the state space grows exponentially with the number of parameters in practice, the authors applied a nonlinear function approximator as an external policy to avoid poor performance that would be expected during online learning.

Recently, a few of works on fuzzy control for the resource management have been proposed in [10-12]. In [10], the admission control is conducted by fuzzy control in order to manage the QoS, where the turning parameter Maxclients in each interval is controlled by the fuzzy controller. For VM scaling, [11] attempted to capture the non-linear behaviors in VM resource usages by designing a fuzzy model estimator. The approach is divided into two steps. First, a fuzzy logic based modeling method is used learn the system behaviors without requiring any priori knowledge. Then a predictive controller predicts the resource demand of all VMs and takes actions based on this model. [12] proposed a neural fuzzy controller for percentile-based end-to-end delay guarantee through a virtualized multi-tier server cluster, where Gaussian
membership functions are first used to fuzzify the average service time, \( s_i \), and the variance of service time, \( \sigma_i^2 \), distribution of requests at tier \( i \), respectively. Then a fuzzy neural network is applied for online learning at the Inference stage. In addition, an output scaling factor is introduced to further enhance the performance. It is model-independent and capable of adapting control parameters through fast online learning. Compared with other supervised machine learning techniques, it does not require off-line training.

The urgency of the work on the material implementation of QoS in the Internet is a time-consuming task, but its solution will certainly affect the balancing of the load as a whole.

The quality of traffic management and distribution is characterized by such a notion as Quality of Service (QoS), which is the ability of a computer network to provide the required level of service to a given traffic within a certain technological framework [1].

The necessary service is characterized by many parameters, the main ones being the following:

- Bandwidth (bandwidth);
- priority;
- Delay of data transmission (delay);
- delay variation – jitter;
- loss of packets in the transmission of network data (packet losses).

In order to determine which simulation is most suitable and effective for managing and distributing traffic, typical problems that arise with bit transfer during periods of network congestion should be considered.

Developments in this area contribute to the effective operation of the IT service delivery system. Today there are huge resources for data processing, however, its effective application will contribute to the correct allocation of time and memory of the system, which are important factors in modern conditions. In addition, the information in the servers of the system, as well as requests for them, are steadily growing, which gives the demand for research in this direction relevant [2].

QoS (quality of service) – the ability of a network to provide the necessary service to a given traffic within a certain technological framework. "In this technical sense, this term means a set of methods for managing packet network resources. The quality of the connection is determined by four parameters:

1) Bitrate, describes the nominal bandwidth of the media. Depends on the bandwidth of the communication channel (Hz) and the signal-to-noise ratio;
2) Delay in the transmission of a packet (Delay), measured in milliseconds;
3) Fluctuation (jitter) of packet delay;
4) Packet loss. Determines the number of packets lost on the network during transmission [3].

To date, in modern telecommunications, one of the most urgent tasks is the transfer of traffic in compliance with a number of requirements for quality of service. Inefficient use of network resources, a large number of subscribers, as well as stringent requirements to the quality of service parameters may be the reason for the decline in the quality of services provided in multiservice data networks. Service quality technologies enable you to meet the workload or application maintenance requirements by measuring network bandwidth, monitoring network state changes (eg, used or available bandwidth), and prioritizing (or regulating) network
traffic [4]. Quality of service QoS refers to non-functional properties of interaction with Web services. These properties determine the degree of satisfaction in the query. QoS on customer terms can be grouped into three categories: performance, security and availability. These categories contain a set of various non-functional properties and metrics that determine the non-functional properties of the web service in quantitative forms in a certain order, linking it to unambiguous semantics. When measuring metrics, you should take into account the measurement indicators, facilities, organizations and the point in the network under which measurements are to be taken.

If several queue control algorithms are planned for wireless network design, for example, FIFO algorithm, priority maintenance algorithms, weighted queue algorithm, then in this case it is suggested to use the following order for comparison.

1. Calculation of the generation period

\[ \tau = \frac{1}{f}, \]

where \( \tau \) is the generation period; \( f \) is the network frequency.

2. Determine the network speed

\[ b = \frac{1}{m}, \]

where \( b \) is the average service time; \( m \) is the data rate.

3. Bandwidth of channels

\[ C = \sum_{k=1}^{K} \frac{1}{t_k} \]

where \( C \) is the throughput; \( t \) is the delay time; \( k \) is the number of channels.

Comparative analysis using the presented formulas will allow to judge, firstly, what equipment is necessary in this situation when building a computer network, which minimizes the delay in information transfer, and also effectively manages and distributes traffic. Secondly, what algorithm is better to use in that or other equipment.

In order to improve the quality of service, modern systems use intelligent service delivery systems that contribute to the improvement of the service delivery system.

For example, in [5-6] some solutions to the problems of availability and fault tolerance with the use of Apache Zoo Keeper technologies are proposed. The authors of this paper to solve the problem of distribution of flows, especially at high workloads, mainly, the transfer of some of the main loads to other servers (followers). of distribution of flows, especially at high workloads, mainly, the transfer of some of the main loads to other servers (followers). The proposed method is aimed at scenarios in which the Zab protocol is potentially a bottleneck in performance, this can happen for some reasons: (1) the intensity of work with intensive recording; (2) the number of clients is quite large; or (3) a large number of ensemble \( N, N > 3 \).

In other words, the method reduces the traffic of messages, both incoming and outgoing, from the leader. This is achieved by changing the behavior of followers in two simple but important ways, while at the same time supporting the structure of Zab itself, which is well understood and implanting the structure. Thus, the costs associated with reaching an agreement were reduced, lower overheads and increased productivity.
3 Materials and methods

The urgency of the work on the material implementation of QoS in the Internet is a time-consuming task, but its solution will certainly affect the balancing of the load as a whole, both globally.

To describe the QoS work in the physical representation, that is, the definition of what it is, let’s go down to the hardware implementation. It will be appropriate to determine that in the work we do not touch this level (the hardware part) and no change in its architecture or the like. solutions is not a task. At the same time, without describing the hardware structure, it will be difficult to state the task at the middleware & software level.

Implementation of dynamic QoS solutions for servers of large-scale clusters exists relatively long ago. But the use of the Internet of things in different approaches can bear other promising solutions. The use of fairly simple elements of the Internet things from improvised tools in turn can have a grandiose significance for QoS in general.

There are three models of implementing QoS: the best possible; integral and differentiated.

In the hardware, we can define this as the following:

The best possible type of service is realized on the network, when everything is done to deliver the package, but nothing is guaranteed (for example, FTP or HTTP). The integrated type of services (RFC-1633, 1994) was developed first and implemented by point-to-point redundancy (RSVP protocol, 1997, section 4.4.9.6). RSVP provides a signaling mechanism for configuring remote routers to obtain the desired QoS [3], [8]. The protocol is oriented to work with three types of traffic: best efforts (normal transmission of IP-data without connection), sensitive to the transmission speed and sensitive to delays. Traffic sensitive to download requires the formation of a channel with guaranteed bandwidth. The application is forced to put up with certain delivery delays (a class of services with a guaranteed bit rate in seconds).
3.1 Mathematical model

The third type of traffic (sensitive to delays) guarantees a minimum delay and a low variance in the delivery time. The capacity can vary. An example of this type of traffic can serve as voice or video. RSVP defines two types of services for this type of traffic: a service with controlled delays and a predictable service (for real-time applications (video conferences and telephone conversations) [6].

It is known that the transmission of information through Internet services occurs in a portioned, in the form of a session, containing many individual requests. These requests are expressed as a queue of atomic units that have a finite number of elements, called threads. Each request in the stream is a package, each of which has an application and a limited number of m. Therefore, one packet inside the stream at a certain point in time will be processed in only one of the limited sets of available \( N \) processors [4].

Streams can be \( m \) different types with different performance requirements. A stream of a \( i \)-type contains \( k(i) \) applications sent at the frequency of \( l(i) \) applications per second. These values will be needed later in the description of various QoS heuristics.

3.2 Development of algorithm of performance evaluation

Suppose that for each \( i \)-th stream, \( K_i \) - the total number of packets organized in the FIFO queue. The flow has important characteristic, \( \lambda_i \) is the rate of arrival of the \( i \)-th stream. Each processor has its own characteristic \( b_i \) - the average processing time, which means the average time of finding the packets in the processing processor. And each from this processor can process only one packet at a time. Each packet in the stream has a characteristic \( L_{ij} \) - delay \( j \)-th packet in \( i \)-th stream. Delay means the total time that a package has been in the system, from the moment it hits the queue, until it leaves the processor after processing. On the basis of this we introduce the following variable: \( W_{ij} \) is the waiting time of the packet and we define it as

\[
W_{ij} = L_{ij} - b_i
\]

where \( j = 1, 2, \ldots, K_i \) and \( i \) stream index. We introduce one more variable \( Q_i \) - the average waiting time for the \( i \)-th stream and express it as follows:

\[
Q_i = \sum_{j=1}^{K_i} W_{ij}
\]

The application vendor leases server resources from the cloud and provides user work execution services, which is expressed in the form of a Service Level Agreement (SLA). This agreement contains a list of quality parameters for servicing methods and means of their control, the time of the supplier’s response to the consumer’s request, as well as penalties for violations of this agreement. It consists of three components:

1. A description of the quality of service guarantee that the cloud platform provides to the user;
2. A revenue-generating scheme that is used by the platform for charging for the services provided;
3. Penalties for violations of the agreed performance guarantee under the contract.

SLA in our case is defined as follows:
$Q_i \leq \sigma_i, \ i = 1, 2, \ldots, M$

Here $M$ is the total number of streams accepted for maintenance, $\sigma_i$ is the profit received for completing the maintenance of the $i$-th stream (processing of all packets of this stream). $P_i$ is penalties for violations of the SLA.

We define a new set of variables:

$$profit_i = \sigma_i - A_i \times cost \times duration_i$$

Which $A_i$ - number of dedicated processors for the $i$-th stream, $cost$ - a fixed number of units per unit time, $duration_i$ - amount of time spent processing.

To determine system performance, we use the utility function. $R$ - the average profit received by the service provider per unit time is the main metric considered in this work.

$$R = \sum_{i=1}^{m} a(i)[c_i - r_i P(W_i > q_i)]$$

where $a(i)$ is the average number of $i$-type flows received per system per unit time, $P(W_i > q_i)$ is the probability of exceeding the observed waiting time for streams commitment $q_i$.

Heuristics with the same flows can be optimized by applying one or more steps to improve the heuristic, similar to another. The ultimate goal of resource allocation and heuristics of admission control is to maximize this value ($R$).

4 Results and discussion

To improve the efficiency of providing services at the software and middleware levels, it is proposed to use the dynamic model of an intelligent system at high loads without affecting the hardware of the system as a whole. The method of solution and the mathematical model of regulation of load balancing are presented in the article according to the statement of the problem.

The results of this work at this stage can be defined as the proposed effective method of solution, as well as the correct wording of the problem itself.

An algorithm for the functioning of a new model for carrying out extensive computational experiments is being developed.

In the future, emphasis will be placed on numerical solutions and simplifying the problem to the required level.

5 Conclusion

In a dynamic system, instead of the limited resources $N$, a non-constant number of processors with the total amount limitation will be taken into account: $I \in N$.

In this connection we use a dynamic solution to the problem of distribution of queries to solve the problems of distribution of flows, in order to increase the efficiency of operations, especially at high loads, which will ensure the continuity of data transmission and processing, ignoring equipment breakdowns and outages, distributing data on accessible nodes, in case of their loss.
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