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ABSTRACT
A promising way to improve the sample efficiency of reinforcement learning is model-based methods, in which many explorations and evaluations can happen in the learned models to save real-world samples. However, when the learned model has a non-negligible model error, sequential steps in the model are hard to be accurately evaluated, limiting the model’s utilization. This paper proposes to alleviate this issue by introducing multi-step plans to replace multi-step actions for model-based RL. We employ the multi-step plan value estimation, which evaluates the expected discounted return after executing a sequence of action plans at a given state, and updates the policy by directly computing the multi-step policy gradient via plan value estimation. The new model-based reinforcement learning algorithm MPPVE (Model-based Planning Policy Learning with Multi-step Plan Value Estimation) shows a better utilization of the learned model and achieves a better sample efficiency than state-of-the-art model-based RL approaches.

1 Introduction
Reinforcement Learning (RL) has attracted close attention in recent years. Despite its empirical success in simulated domains and games, insufficient sample efficiency is still one of the critical problems hindering the application of RL in reality [28]. One promising way to improve the sample efficiency is to train and utilize world models [28], which is known as model-based RL (MBRL). World model learning has recently received significant developments, including the elimination of the compounding error issue [27] and causal model learning studies [7, 30] for achieving high-fidelity models, and has also gained real-world applications [23, 22]. Nevertheless, this paper focuses on the dyna-style MBRL framework [25] that augments the replay buffer by the world model generated data for off-policy reinforcement learning.

In dyna-style MBRL, the model is often learned by supervised learning to fit the observed transition data, which is simple to train but exhibits non-negligible model error [22]. Specifically, consider a generated $k$-step model rollout $s_t, a_t, s_{t+1}, a_{t+1}, ..., s_{t+k}$, where $s$ stands for fake states. The deviation error of fake states increases with $k$ since the error accumulates gradually as the state transitions in imagination. If updated on the fake states with a large deviation, the policy will be misled by policy gradients given by biased state-action value estimation. The influence of model error on the directions of policy gradients is demonstrated in Figure [1].

Therefore, the dyna-style MBRL often introduces techniques to reduce the impact of the model error. For example, MBPO [12] proposes the branched rollouts scheme with a gradually growing branch length to truncate imaginary model rollouts, avoiding the participation of unreliable fake samples in policy optimization. BMPO [15] further truncates model rollouts into a shorter branch length than MBPO after the same number of steps of environmental sampling since it can make imaginary rollouts from both forward and backward directions with the bidirectional dynamics model.

We argue that, while the above previous methods tried to reduce the impact of the accumulated model error by reducing the rollout steps, avoiding the explicit reliance on the rolled-out fake states can be helpful. This paper proposes employing $k$-step plan value estimation $Q(s_t, a_t, ..., a_{t+k-1})$ to evaluate sequential action plans. When using the
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gradients via plan value estimation for short plans starting from real environmental states, mitigating the misleading impacts of the compounding error.

- We empirically verify that multi-step policy gradients computed by MPPVE are less influenced by model error and more accurate than those computed by previous model-based RL methods.
- We show that MPPVE outperforms recent state-of-the-art model-based algorithms in terms of sample efficiency while retaining competitive performance close to the convergence of model-free algorithms on MuJoCo [20] benchmarks.

2 Related Work

This work is related to dyna-style MBRL and multi-step planning. Dyna-style MBRL methods generate some fake transitions with a dynamics model for accelerating value approximation or policy learning. MVE [10] uses a dynamics model to simulate the short-term horizon and Q-Learning to estimate the long-term value, improving the quality of target values for training. SLBO [16] regards the dynamics model as a simulator and directly uses TRPO [21] to optimize the policy with whole trajectories sampled in it. Moreover, MBPO [12] builds on SAC [11], which is an off-policy RL algorithm, and updates the policy with a mixture of the data from the real environment and imaginary branched rollouts. Some recent dyna-style MBRL methods pay attention to reducing the influences of model error. For instance, M2AC [20] masks the high-uncertainty model-generated data with a masking mechanism. BMPO [15] utilizes both the forward and backward model to separate the compounding error in different directions, which can acquire model data with less error than only using the forward model. This work also adopts the dyna-style MBRL framework and focuses on mitigating the impact of the accumulated model error.

Multi-step planning methods usually utilize the learned dynamics model to make plans. Model Predictive Control (MPC) [5] obtains an optimal action sequence by sampling multiple sequences and applying the first action of the sequence to the environment. MB-MF [18] adopts the random-shooting method as an instantiation of MPC, which samples several action sequences randomly and uniformly in a learned neural model. PETS [8] uses CEM [4] instead, which samples actions from a distribution close to previous samples that yielded high rewards to improve the optimization efficiency. The planning can be incorporated into the differentiable neural network architecture to learn the planning policy end-to-end directly [19, 24, 13]. Furthermore, MAAC [9] proposes to estimate the policy gradients by backpropagating through the learned dynamics model using the path-wise derivative estimator during model-based planning. This work also learns the planning policy end-to-end, but backpropagates the policy gradients through multi-step plan value instead, avoiding the explicit reliance on the rolled-out fake states.

The concept of multi-step sequential actions is introduced in other model-based approaches. [1, 2, 14, 6] propose a multi-step dynamics model to directly output the outcome of executing a sequence of actions. Concretely, [1] aims to use the multi-step model for value-function optimization in the context of actor-critic framework. [2] combats the compounding error problem by making rollouts in the multi-step model. [14] focuses on building a multi-step model that reasons about the long-term future and uses this for efficient planning and exploration. [6] leverages the multi-step model to provide the imaginary cumulative rewards as control variates for policy optimization. Unlike these, we involve the concept of multi-step sequential actions in the value function instead of the dynamics model.

Multi-step plan value used in this paper is also presented in GPM [29]. GPM can generate actions not only for the current step but also for several future steps via the plan value function, which brings exploration benefits. Our approach differs from GPM in the following two aspects: 1) GPM adopts the model-free paradigm while ours adopts the model-based paradigm; 2) GPM aims to enhance exploration and therefore present a plan generator to output multi-step actions based on the plan value, while we propose model-based planning policy improvement based on the plan value estimation for less influence of compounding error and higher sample efficiency.

3 Preliminaries

A tuple $(\mathcal{S}, \mathcal{A}, p, r, \gamma)$ is considered to describe Markov Decision Process (MDP), where $\mathcal{S}$ and $\mathcal{A}$ are state and action spaces respectively, probability density function $p : \mathcal{S} \times \mathcal{S} \times \mathcal{A} \rightarrow [0, \infty)$ represents the transition distribution over $s_{t+1} \in \mathcal{S}$ conditioned on $s_t \in \mathcal{S}$ and $a_t \in \mathcal{A}$, $r : \mathcal{S} \times \mathcal{A} \times \mathbb{R} \rightarrow [0, \infty)$ is the reward distribution conditioned on $s_t \in \mathcal{S}$ and $a_t \in \mathcal{A}$, and $\gamma$ is the discount factor. We will use $\rho^a : \mathcal{S} \rightarrow [0, \infty)$ to denote on-policy distribution over states induced by dynamics function $p(s_{t+1}|s_t, a_t)$ and policy $\pi(a_t|s_t)$. The goal of RL is to find the optimal policy that maximizes the expectation of cumulative discounted reward: $E_{\rho^a} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \right]$. 


Recent MBRL methods aim to build a model of dynamics function using supervised learning with data $D_{\text{env}}$ collected via interaction in the real environment. Then fake data $D_{\text{model}}$ generated via model rollouts will be used for an RL algorithm additionally with real data to improve the sample efficiency.

4 Method

In this section, we will first derive tabular planning policy iteration, and verify that the optimal policy can be attained with a convergence guarantee. Then we will present a practical neuron-based algorithm for general continuous environments based on this theory.

4.1 Derivation of Planning Policy Iteration

Planning policy iteration is a multi-step extension of policy iteration for optimizing planning policy that alternates between planning policy evaluation and planning policy improvement. With the consideration of theoretical analysis, our derivation will focus on the tabular setting.

4.1.1 Planning Policy

With the dynamics function $p$, at any state, the agent can generate a plan consisting of a sequence of actions to perform in the next few steps in turn. We denote the $k$-step planning policy as $\pi_k$, then given state $s_t$, the plan $\tau^k_t = (a_t, a_{t+1}, \ldots, a_{t+k-1})$ can be predicted with

$$\tau^k_t \sim \pi^k(s_t).$$

Concretely, for $m \in [0, k - 1]$, we have

$$a_{t+m} \sim \pi(s_{t+m}),$$

$$s_{t+m+1} \sim p(s_{t+m}, a_{t+m}),$$

$$\pi^k(\tau^k_t|s_t) = \prod_{m=0}^{k-1} \pi(a_{t+m}|s_{t+m}).$$

The planning policy just gives a temporally consecutive plan of fixed length $k$, not a full plan that plans actions until the termination can be reached.

4.1.2 Planning Policy Evaluation

Given a stochastic $\pi \in \Pi$, the $k$-step plan value [29] function is defined as

$$Q^\pi(s_t, \tau^k_t) = Q^\pi(s_t, a_t, a_{t+1}, \ldots, a_{t+k-1})$$

$$= \mathbb{E}_{p, r, \pi} \left[ \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k \sum_{m=0}^{\infty} \gamma^m r_{t+k+m} \right]$$

$$= \mathbb{E}_{p, r} \left[ \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k \mathbb{E}_{\tau^{k+\infty}\sim \pi_k} \left[ Q^\pi(s_{t+k}, \hat{\tau}^k) \right] \right].$$

The former $k$ items $(r_t, r_{t+1}, \ldots, r_{t+k-1})$ are instant rewards respectively for $k$-step actions in the plan $\tau^k_t$ taken at state $s_t$ step by step, while the following items are future rewards for starting making decisions according to $\pi$ from state $s_{t+k}$.

According to the recursive Bellman equation (6), the extended Bellman backup operator $\mathcal{T}^\pi$ can be written as

$$\mathcal{T}^\pi Q(s_t, \tau^k_t) = \mathbb{E}_{p, r} \left[ \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k \mathbb{E}_p \left[ Q(s_{t+k}) \right] \right],$$

where

$$V(s_t) = \mathbb{E}_{\tau^{k+\infty}\sim \pi_k} \left[ Q(s_t, \tau^k_t) \right]$$

is the state value function. This update equation for $k$-step plan value function is different from multi-step Temporal Difference (TD) Learning [3], though there is naturally multi-step bootstrapping in plan value learning. Specifically, the plan value is updated without bias since the multi-step rewards $(r_t, r_{t+1}, \ldots, r_{t+k-1})$ correspond to the input plan,
while the multi-step TD Learning for single-step action-value needs importance sampling or Tree-backup to correct the bias coming from the difference between target policy and behavior policy.

Starting from any function $Q : \mathcal{S} \times \mathcal{A}^k \rightarrow \mathbb{R}$ and applying $T^\pi$ repeatedly, we can obtain the plan value function of the fixed policy $\pi$.

**Lemma 1 (Planning Policy Evaluation).** Given any initial mapping $Q_0 : \mathcal{S} \times \mathcal{A}^k \rightarrow \mathbb{R}$ with $|\mathcal{A}| < \infty$, update $Q_i$ to $Q_{i+1} = T^\pi Q_i$ for all $i \in \mathbb{N}$, $\{Q_i\}$ will converge to plan value of policy $\pi$ as $i \rightarrow \infty$.

**Proof.** See Appendix A.1

**4.1.3 Planning Policy Improvement**

After attaining the corresponding plan value, the policy $\pi$ can be updated with

$$\pi_{new} = \arg \max_{\pi \in \Pi} \sum_{\tau^k \in \mathcal{A}^k} \pi^k(\tau^k | s_t) Q_i^\pi(old)(s_t, \tau^k)$$

(9)

for each state. We will show that $\pi_{new}$ achieves greater plan value than $\pi_{old}$ after applying Eq. (9).

**Lemma 2 (Planning Policy Improvement).** Given any mapping $\pi_{old} \in \Pi : \mathcal{S} \rightarrow \Delta(\mathcal{A})$ with $|\mathcal{A}| < \infty$, update $\pi_{old}$ to $\pi_{new}$ with Eq. (9). Then $Q_i^\pi_{new}(s_t, \tau^k) \geq Q_i^\pi_{old}(s_t, \tau^k)$, $\forall s_t \in \mathcal{S}$, $\tau^k \in \mathcal{A}^k$.

**Proof.** See Appendix A.2

**4.1.4 Planning Policy Iteration**

The whole planning policy iteration process alternates between planning policy evaluation and planning policy improvement until the returned sequence of policy $\{\pi_k\}$ converges to the optimal policy $\pi_*$ whose plan value of any state-plan pair is the greatest among all $\pi \in \Pi$.

**Theorem 1 (Planning Policy Iteration).** Given any initial mapping $\pi_0 \in \Pi : \mathcal{S} \rightarrow \Delta(\mathcal{A})$ with $|\mathcal{A}| < \infty$, compute corresponding $Q^\pi$ in planning policy evaluation step and update $\pi_i$ to $\pi_{i+1}$ in planning policy improvement step for all $i \in \mathbb{N}$, $\{\pi_i\}$ will converge to the optimal policy $\pi_*$ that $Q^\pi_*(s_t, \tau^k) \geq Q^\pi_i(s_t, \tau^k)$, $\forall s_t \in \mathcal{S}$, $\tau^k \in \mathcal{A}^k$, and $\pi \in \Pi$.

**Proof.** See Appendix A.3

We remark that our planning policy iteration can be extended to soft form with maximum entropy, referring to SAC [11], see Appendix B for more details.

**4.2 Model-based Planning Policy Learning with Multi-step Plan Value Estimation**

The tabular planning policy iteration cannot be directly applied to scenarios with inaccessible dynamics functions and continuous environmental state-action space. Therefore, we propose a neuron-based algorithm based on planning policy iteration for general application, called Model-based Planning Policy Learning with Multi-step Plan Value Estimation (MPPVE). We only introduce MPPVE with vanilla plan value in this section, while the soft extension of MPPVE with maximum entropy is given in Appendix C.

As shown in Figure 2(c), our MPPVE adopts the framework of model-based actor-critic, which is divided into dynamics model $p_\theta \psi$, actor $\pi_\phi$, and critic $Q_\psi$, where $\theta$, $\phi$ and $\psi$ are neural parameters. The algorithm will be described in three parts: 1) model learning; 2) multi-step plan value estimation; 3) model-based planning policy improvement.

**4.2.1 Model Learning**

Like MBPO [12], our dynamics model is an ensemble neural network that takes state-action pair as input and outputs Gaussian distribution of the next state and reward. That is, $p_\theta(s_{t+1}, r_t | s_t, a_t) = \mathcal{N}(\mu \theta(s_t, a_t), \Sigma \theta(s_t, a_t))$. The dynamics model is trained to maximize the expected likelihood:

$$J_p(\theta) = \mathbb{E}_{(s_t, a_t, r_t, s_{t+1}) \sim \mathcal{D}_{env}} \left[ \log p_\theta(s_{t+1}, r_t | s_t, a_t) \right].$$

(10)
Algorithm 1 MPPVE

Input: Initial neural parameters \( \theta, \phi, \psi, \psi^- \), plan length \( k \), environment buffer \( D_{env} \), model buffer \( D_{model} \), start size \( U \), batch size \( B \), and learning rate \( \lambda_Q, \lambda_\phi \).

1: Explore in the environment for \( U \) steps and add data to \( D_{env} \)
2: for \( N \) epochs do
3: Train model \( p_\theta \) on \( D_{env} \) by maximizing Eq. (10)
4: for \( E \) steps do
5: Sample action to perform in the environment according to \( \pi_\phi \); add the environmental transition to \( D_{env} \)
6: for \( M \) model rollouts do
7: Sample \( s_t \) from \( D_{env} \) to make model rollout using policy \( \pi_\phi \); add generated samples to \( D_{model} \)
8: end for
9: for \( G \) critic updates do
10: Sample \( B \) \( k \)-step trajectories from \( D_{env} \cup D_{model} \) to update critic \( Q_\psi \) via \( \psi \leftarrow \psi - \lambda_Q \nabla_\psi J_Q(\psi) \) by Eq. (15)
11: Update target critic via \( \psi^- \leftarrow \tau \psi + (1 - \tau) \psi^- \)
12: end for
13: Sample \( B \) states from \( D_{env} \) to update policy \( \pi_\phi \) via \( \phi \leftarrow \phi - \lambda_\phi \nabla_\phi J_{\pi}(\phi) \) by Eq. (18)
14: end for
15: end for

Figure 3: Learning curves of our MPPVE (red) and other four baselines on MuJoCo continuous control tasks. The blue dashed lines indicate the asymptotic performance of SAC in these tasks for reference. The solid lines indicate the mean, and shaded areas indicate the standard error over eight different random seeds. Each evaluation, taken every 1,000 environmental steps, calculates the average return over ten episodes.

4.2.2 Multi-step Plan Value Estimation

In order to approximate \( k \)-step plan value function with continuous inputs, we use a deep Q-network: \( Q_\psi(s_t, \tau_t^k) \) with parameters \( \psi \). Plan value is estimated by minimizing the expected multi-step TD error:

\[
J_Q(\psi) = \mathbb{E}_{(s_t, \tau_t^k, r_t^k, s_{t+k}) \sim D_{env} \cup D_{model}} \left[ l_{TD}(s_t, \tau_t^k, r_t^k, s_{t+k}) \right],
\]

with

\[
r_t^k = (r_t, r_{t+1}, \ldots, r_{t+k-1}),
\]

\[
l_{TD}(s_t, \tau_t^k, r_t^k, s_{t+k}) = \frac{1}{2} \left( Q_\psi(s_t, \tau_t^k) - y_\psi^- (r_t^k, s_{t+k}) \right)^2,
\]

\[
y_\psi^- (r_t^k, s_{t+k}) = \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k \mathbb{E}_{\pi\phi} \left[ Q_\psi^- (s_{t+k}, \tau_t^k) \right],
\]

where \( \gamma \) is the discount factor.
where $\psi^{-}$ is the parameters of the target network, which is used for stabilizing training $^{[17]}$. The gradient of Eq.(11) can be estimated without bias by

$$
\nabla_\psi J_Q(\psi) = (Q_\psi(s_t, \tau^k_t) - y^-_\psi(\tau^k_t, s_{t+k})) \nabla_\psi Q_\psi(s_t, \tau^k_t),
$$

(15)

with

$$
y^-_\psi(\tau^k_t, s_{t+k}) = \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k Q_\psi(s_{t+k}, \tau^k_{t+k}),
$$

(16)

where $(s_t, \tau^k_t, r^k_t, s_{t+k})$ is sampled from the replay buffer and $\tau^k_{t+k}$ is sampled according to current planning policy.

### 4.2.3 Model-based Planning Policy Improvement

As shown in Eq.(1)-Eq.(4), a $k$-step model-based planning policy $\pi^k_{\phi, \theta}$ is composed of dynamics model $p_\theta$ and policy $\pi_\phi$. Since the plan value function is represented by a differentiable neural network, we can train model-based planning policy by minimizing

$$
J_{\pi^k}(\phi) = \mathbb{E}_{s_t \sim D_{\text{env}} \left[ \mathbb{E}_{\tau^k_t \sim \pi^k_{\phi, \theta}(.|s_t)} \left[ -Q_\psi(s_t, \tau^k_t) \right] \right]},
$$

(17)

whose gradient can be approximated by

$$
\nabla_\phi J_{\pi^k}(\phi) = \left( -\nabla_{\tau^k_t} Q_\psi(s_t, \tau^k_t) \right) \nabla_\phi f_{\phi, \theta}(s_t, \eta^k_t),
$$

(18)

where $f_{\phi, \theta}(s_t, \eta^k_t) = \tau^k_t$ is the reparameterized neural network transformation of planning policy with $\eta^k_t = (\eta_1, \eta_2, \ldots, \eta_k)$, which is a $k$-step noise vector sampled from Gaussian distribution.

During the model-based planning policy improvement step, the actor makes $k$-step plans starting from $s_t$ using policy $\pi_\phi$ and model $p_\theta$. Then, the corresponding state-plan pairs are fed into the neural plan value function to directly compute the gradient $^{[18]}$. Therefore, the policy gradients within these $k$ steps are mainly affected by the bias of plan value estimation at $s_t$, avoiding the influence of action-value estimation with compounding error at the following $k-1$ states in previous model-based methods.

The complete algorithm is described in Algorithm $^{[1]}$ and the hyper-parameter settings are given in Appendix $^{[2]}$. We also utilize model rollouts to generate fake transitions, as proposed by MBPO $^{[12]}$. The primary difference from MBPO is that only the critic is trained with additional model data for supporting larger UTD in our algorithm, while the actor is trained merely with real-world data at a lower update frequency than the critic. There are two reasons for the modification: 1) plan value is more difficult to estimate than action-value, then the critic can guide the actor only after learning with sufficient and diverse samples; 2) model data is not required for the actor since a $k$-step model rollout exists naturally in our model-based planning policy.

### 5 Experiments

In this section, we focus on three primary questions: 1) How well does our method perform on benchmark tasks of reinforcement learning, in contrast to a broader range of state-of-the-art model-free and model-based RL methods? 2) Does our proposed model-based planning policy improvement based on plan value estimation provide more accurate policy gradients than previous model-based RL methods? 3) How the plan length $k$ affects our method?

#### 5.1 Comparison in RL Benchmarks

We evaluate our method MPPVE on 6 MuJoCo continuous control tasks $^{[26]}$, including InvertedPendulum, Hopper, Swimmer, HalfCheetah, Walker2d, and Ant. Two model-free methods and two model-based methods are selected as our baselines. For model-free methods, we compare MPPVE with SAC $^{[11]}$, the state-of-the-art model-free algorithm, and GPM $^{[29]}$, which also proposes the concept of plan value and features an inherent mechanism for generating temporally coordinated plans for exploration. For model-based methods, we compare MPPVE with MBPO $^{[12]}$, the most representative model-based method so far, and BMPO $^{[15]}$, which proposes a bidirectional dynamics model to generate model data with less compounding error than MBPO.

Figure $^{[3]}$ shows the learning curves of all approaches, along with the asymptotic performance of SAC. MPPVE achieves great performance after fewer environmental samples than baselines. Take Hopper as an example, MPPVE has achieved 80% performance (about 2700) after 30k steps, while the other two model-based methods, BMPO
and MBPO, need about 45k and 60k steps respectively, and model-free methods, both SAC and GPM, can achieve only about 1000 after 100k steps. MPPVE performs 1.5x faster than BMPO, 2x faster than MBPO, and dominates SAC and GPM, in terms of learning speed on the Hopper task. After training, MPPVE can achieve a final performance close to the asymptotic performance of SAC on all these six MuJoCo benchmarks. These results show that MPPVE has both high sample efficiency and competitive performance.

5.2 Study on Policy Gradients

We conduct a study to verify that multi-step policy gradients computed by our MPPVE are less influenced by model error and more accurate than those computed by previous model-based RL methods, as we claimed. Without loss of rigor, we only choose MBPO for comparison since many other model-based methods follow the same way of computing the policy gradients as MBPO.

In order to exclude irrelevant factors as far as possible, we fix the policy and the learned dynamics model after enough environmental samples, then learn the multi-step plan value function and action-value function, respectively, until they are both converged. Next, we measure the influence of model error on the directions of policy gradients computed by MPPVE and MBPO, respectively. Specifically, we sample some real environmental states from the replay buffer and start from them to make $k$-step real rollouts with perfect oracle dynamics and generate $k$-step imaginary rollouts with the learned model. Both MPPVE and MBPO can compute $k$-step policy gradients on the generated fake rollouts.
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and their corresponding real rollouts. MPPVE utilizes \( k \)-step plan value estimation on the first states of the rollouts to compute \( k \)-step policy gradients directly, while MBPO needs to compute the single-step policy gradients with action-value estimation on all states of the rollouts and averages over the \( k \) steps. For each fake rollout and its corresponding real rollout, we can measure their deviation along with the normalized cosine similarity between their \( k \)-step policy gradients given by MBPO or MPPVE.

Figure 4(a) shows the influence of model error on the directions of \( k \)-step \((k = 3)\) policy gradients on the HalfCheetah task, where orange stands for MPPVE while blue stands for MBPO. Each point corresponds to one starting real state for making \( k \)-step rollouts, and its X-coordinate is the error of the fake rollout from the real rollout, while its Y-coordinate is the normalized cosine similarity between \( k \)-step policy gradients computed on the real rollout and the fake rollout. On the one hand, it can be observed that the point with less state rollout error tends to have a smaller normalized cosine similarity of policy gradients, both for MPPVE and MBPO. The tendency reveals the influence of model error on the policy gradients. On the other hand, the figure demonstrates that the orange points are almost overall above the blue points, which means that the \( k \)-step policy gradients computed by our MPPVE are less influenced by model error.

For the sake of clear comparison, we select only about a dozen real environmental states and plot further. Figure 4(b) shows the result, where each group of orange and blue points on the same X-coordinate corresponds to the same starting real state for rollout. We connect the points of the same color to form a line. The orange line is always above the blue line, indicating the advantage of MPPVE in computing policy gradients.

Furthermore, we count the ratio of points with normalized cosine similarity between \( k \)-step policy gradients computed on real and fake rollouts smaller than 0.5 for each interval of state rollout error, as shown in Figure 4(c). A normalized cosine similarity smaller than 0.5 means that the direction of the \( k \)-step policy gradient deviates by more than 90 degrees and is severely inaccurate. As for MBPO, the ratio of severely biased policy gradients increases as the state rollout error increases and reaches approximately 1 when the state rollout error is great enough. By contrast, our MPPVE only provides severely inaccurate policy gradients with a tiny ratio, even under a great state rollout error.

In summary, we can conclude that by directly computing multi-step policy gradients via plan value estimation, the key idea of our MPPVE provides policy gradients more accurately and effectively than MBPO, whose computation of policy gradients is also adopted by other previous state-of-the-art model-based RL methods.

5.3 Study on Plan Length

The previous section empirically shows the advantage of the model-based planning policy improvement. Furthermore, a natural question is what plan length \( k \) is appropriate. Intuitively, a larger length allows the policy to be updated more times, which may improve the sample efficiency. Nevertheless, it also makes learning the plan value function more difficult. We next make ablations to our method to better understand the effect of plan length \( k \).

Figure 5 presents an empirical study of this hyper-parameter. The performance increases first and then decreases as plan length \( k \) increases. Specifically, \( k = 3 \) and \( k = 5 \) learn fastest at the beginning of training followed by \( k = 1 \) and \( k = 10 \), while \( k = 1 \) and \( k = 3 \) are more stable than \( k = 5 \) and \( k = 10 \) in the subsequent training phase and also have better performance. Figure 5(b) explains why they perform differently. We plot their policy evaluation curves for the same fixed policy in Figure 5(c). It indicates that a larger \( k \) can make learning the plan value function faster. We then quantitatively analyze their estimation quality in Figure 5(c) and 5(d). Specifically, we define the normalized bias of the \( k \)-step plan value estimation \( Q_{\pi}(s_t, \tau^k) \) to be \( |Q_{\pi}(s_t, \tau^k) - Q^\pi(s_t, \tau^k)|/|E_{s \sim \rho}[E_{t \sim \tau}[Q^\pi(s_t, \tau^k)]]| \), where actual plan value \( Q^\pi(s_t, \tau^k) \) is obtained by Monte Carlo sampling in the real environment. Strikingly, compared to the other two settings, \( k = 5 \) and \( k = 10 \) have quite high normalized average and std of bias during training, indicating the value function with too large plan length is hard to be fitted and then causes fluctuations in policy learning. In conclusion, \( k = 3 \) achieves a trade-off between stability and learning speed of plan value estimation, so it performs best.

6 Conclusion

In this work, we propose a novel model-based reinforcement method, namely Model-based Planning Policy Learning with Multi-step Plan Value Estimation (MPPVE). The algorithm is from the tabular planning policy iteration, whose theoretical derivation shows that any initial policy can converge to the optimal policy when applied in tabular settings. For general continuous settings, we empirically show that directly computing multi-step policy gradients via plan value estimation when the policy plans start from real states, the key idea of MPPVE, is less influenced by model error and provides more accurate policy gradients than previous model-based RL methods. Experimental results demonstrate that MPPVE achieves better sample efficiency than previous state-of-the-art model-free and model-based methods while retaining competitive performance on several continuous control tasks. In the future, we will explore
the scalability of MPPVE and study how to estimate plan value stably when plan length is large to improve sample efficiency further.
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\section{Planning Policy Iteration}

We first define the Bellman operator:

\[ T^\pi Q(s_t, \tau^k_t) = \mathbb{E}_{p,r} \left[ \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k \mathbb{E}_p [V(s_{t+k})] \right], \tag{19} \]

where

\[ V(s_t) = \mathbb{E}_{\tau^k_t \sim \pi^k} [Q(s_t, \tau^k_t)], \tag{20} \]

is the state value function. Then the proof of planning policy iteration will be given as follows.

\subsection{Lemma 1}

**Lemma 1** (Planning Policy Evaluation). Given any initial mapping \( Q_0 : S \times A^k \rightarrow \mathbb{R} \) with \( |A| < \infty \), update \( Q_i \) to \( Q_{i+1} \) with \( T^\pi Q_i \) for all \( i \in N \). \( \{Q_i\} \) will converge to plan value of policy \( \pi \) as \( i \rightarrow \infty \).

**Proof.** For any \( i \in N \), after updating \( Q_i \) to \( Q_{i+1} \) with \( T^\pi \), we have

\[ Q_{i+1}(s_t, \tau^k_t) = T^\pi Q_k(s_t, \tau^k_t) \tag{21} \]

\[ = \mathbb{E}_{p,r} \left[ \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k \mathbb{E}_p [Q_{i+1}(s_{t+k}, \hat{\tau}^k)] \right], \tag{22} \]

for any \( s_t \in S \) and \( \tau^k_t \in A^k \). Then

\[ \|Q_{i+1} - Q^\pi\|_\infty = \max_{s_t \in S, \tau^k_t \in A^k} \left| Q_{i+1}(s_t, \tau^k_t) - Q^\pi(s_t, \tau^k) \right| \]

\[ \leq \max_{s_t \in S, \tau^k_t \in A^k} \gamma^k \mathbb{E}_p \left[ Q_i(s_{t+k}, \hat{\tau}^k) - Q^\pi(s_{t+k}, \hat{\tau}^k) \right] \tag{23} \]

\[ \leq \gamma^k \|Q_i - Q^\pi\|_\infty. \]

So \( Q_i = Q_\pi \) is a fixed point of this update rule, and the sequence \( \{Q_i\} \) will converge to the plan value of policy \( \pi \) as \( i \rightarrow \infty \). \hfill \qed

\subsection{Lemma 2}

**Lemma 2** (Planning Policy Improvement). Given any mapping \( \pi_{\text{old}} \in \Pi : S \rightarrow \Delta(A) \) with \( |A| < \infty \), update \( \pi_{\text{old}} \) to \( \pi_{\text{new}} \) with equation

\[ \pi_{\text{new}} = \arg \max_{\pi \in \Pi} \sum_{\tau^k_t \in A^k} \pi^k(\tau^k_t|s_t)Q^{\pi_{\text{old}}}(s_t, \tau^k_t), \tag{24} \]

for each state \( s_t \), then \( Q^{\pi_{\text{new}}}(s_t, \tau^k_t) \geq Q^{\pi_{\text{old}}}(s_t, \tau^k_t), \forall s_t \in S, \tau^k_t \in A^k \).

**Proof.** By definition of the state value function, we have

\[ V^{\pi_{\text{old}}}(s_t) = \sum_{\tau^k_t \in A^k} \pi^k_{\text{old}}(\tau^k_t|s_t)Q^{\pi_{\text{old}}}(s_t, \tau^k_t) \]

\[ \leq \sum_{\tau^k_t \in A^k} \pi^k_{\text{new}}(\tau^k_t|s_t)Q^{\pi_{\text{old}}}(s_t, \tau^k_t), \tag{25} \]
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for any \( s_t \in \mathcal{S} \). Reapplying the inequality \((25)\), the result is given by

\[
Q^{\pi}_{\text{old}}(s_t, \tau^k_t) = \mathbb{E}_{p,r} \left[ \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k V^{\pi}_{\text{old}}(s_{t+k}) \right]
\]

\[
\leq \mathbb{E}_{p,r} \left[ \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k \sum_{\tau^k \in \mathcal{A}^k} \pi^k_{\text{new}}(\tau^k|s_{t+k}) Q^{\pi}_{\text{old}}(s_{t+k}, \tau^k) \right]
\]

\[
= \mathbb{E}_{p,r,\pi_{\text{new}}} \left[ \sum_{m=0}^{2k-1} \gamma^m r_{t+m} + \gamma^{2k} V^{\pi}_{\text{old}}(s_{t+2k}) \right]
\]

\[
= \mathbb{E}_{p,r,\pi_{\text{new}}} \left[ \sum_{m=0}^{\infty} \gamma^m r_{t+m} \right] = Q^{\pi}_{\text{new}}(s_t, \tau^k_t),
\]

\( \forall s_t \in \mathcal{S}, \tau^k_t \in \mathcal{A}^k. \) \( \square \)

A.3 Theorem 1

**Theorem 1 (Planning Policy Iteration).** Given any initial mapping \( \pi_0 \in \Pi : \mathcal{S} \rightarrow \Delta(\mathcal{A}) \) with \( |\mathcal{A}| < \infty \), compute corresponding \( Q^{\pi_i} \) in planning policy evaluation step and update \( \pi_i \) to \( \pi_{i+1} \) in planning policy improvement step for all \( i \in \mathbb{N} \), \( \{\pi_i\} \) will converge to the optimal policy \( \pi^* \) that \( Q^{\pi^*}(s_t, \tau^k_t) \geq Q^{\pi^*}(s_t, \tau^k_t), \forall s_t \in \mathcal{S}, \tau^k_t \in \mathcal{A}^k, \) and \( \pi \in \Pi \).

**Proof.** The sequence \( \{\pi_i\} \) will converge to some \( \pi_* \) since \( \{Q^{\pi_i}\} \) is monotonically increasing with \( i \) and bounded above \( \pi \in \Pi \). We next show that \( \pi_* \) is the optimal policy indeed. By Lemma A.2 at convergence, we can’t find any \( \pi \in \Pi \) satisfying

\[
V^{\pi^*}(s_t) < \sum_{\tau^k_t \in \mathcal{A}^k} \pi^k(\tau^k_t|s_t) Q^{\pi^*}(s_t, \tau^k_t),
\]

\( \forall s_t \in \mathcal{S} \). In other words, we have

\[
V^{\pi^*}(s_t) \geq \sum_{\tau^k_t \in \mathcal{A}^k} \pi^k(\tau^k_t|s_t) Q^{\pi^*}(s_t, \tau^k_t),
\]

\( \forall s_t \in \mathcal{S} \) and \( \pi \in \Pi \). Then we obtain

\[
Q^{\pi^*}(s_t, \tau^k_t) = \mathbb{E}_{p,r} \left[ \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k V^{\pi^*}(s_{t+k}) \right]
\]

\[
\geq \mathbb{E}_{p,r} \left[ \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k \sum_{\tau^k \in \mathcal{A}^k} \pi^k(\tau^k|s_{t+k}) Q^{\pi^*}(s_{t+k}, \tau^k) \right]
\]

\[
= \mathbb{E}_{p,r,\pi} \left[ \sum_{m=0}^{2k-1} \gamma^m r_{t+m} + \gamma^{2k} V^{\pi^*}(s_{t+2k}) \right]
\]

\[
= \mathbb{E}_{p,r,\pi} \left[ \sum_{m=0}^{\infty} \gamma^m r_{t+m} \right] = Q^{\pi^*}(s_t, \tau^k_t),
\]

\( \forall s_t \in \mathcal{S}, \tau^k_t \in \mathcal{A}^k, \) and \( \pi \in \Pi \). Hence \( \pi_* \) is the optimal policy in \( \Pi \). \( \square \)
B Soft Planning Policy Iteration

We define the soft plan value function with entropy as

\[ Q_i^\pi(s_t, \tau^k_t) = Q_\pi(s_t, a_t, a_{t+1}, ..., a_{t+k-1}) \]

\[ = \mathbb{E}_{p, r, \pi} \left[ \sum_{m=0}^{k-1} (\gamma^m r_{t+m} - \log \pi(a_{t+m}|s_{t+m})) \right] + \gamma^k \sum_{m=0}^{\infty} (\gamma^m r_{t+k+m} - \log \pi(a_{t+k+m}|s_{t+k+m})) \] (30)

Then extended soft Bellman operator can be written as

\[ T_\pi Q(s_t, \tau^k_t) = \mathbb{E}_{p, r} \left[ \sum_{m=0}^{k-1} (\gamma^m r_{t+m}) \right] + \gamma^k \mathbb{E}_{p} [V(s_{t+k})] , \] (31)

where

\[ V(s_t) = \mathbb{E}_{\tau^k \sim \pi^k} \left[ Q(s_t, \tau^k_t) - \sum_{m=0}^{k-1} \log \pi(a_{t+m}|s_{t+m}) \right] , \] (32)

is the soft state value function. The proof of soft planning policy iteration will be given as follows.

B.1 Lemma 3

Lemma 3 (Soft Planning Policy Evaluation). Given any initial mapping \( Q_0 : S \times A^k \to \mathbb{R} \) with \(|A| < \infty\), update \( Q_i \) to \( Q_{i+1} = T_\pi Q_i \) for all \( i \in N \), \( \{Q_i\} \) will converge to soft plan value of policy \( \pi \) as \( i \to \infty \).

Proof. Define \( k \)-step reward \( r^\pi(s_t, \tau^k_t) \) with entropy augmentation as

\[ \mathbb{E}_{p, r, \pi} \left[ \sum_{m=0}^{k-1} (\gamma^m r_{t+m} - \gamma^k \log \pi(a_{t+k+m}|s_{t+k+m})) \right] , \] (33)

and rewrite the update rule as

\[ Q_{i+1}(s_t, \tau^k_t) \leftarrow r^\pi(s_t, \tau^k_t) + \gamma^k \mathbb{E}_{p, \pi^k} [Q_i(s_{t+k}, \tau^k_{t+k})] \] (34)

Then applying the standard convergence result for planning policy evaluation given by Lemma [A.1] we can obtain that \( \{Q_i\} \) will converge to the soft plan value of policy \( \pi \) as \( i \to \infty \) □.

B.2 Lemma 4

Lemma 4 (Soft Planning Policy Improvement). Given any mapping \( \pi_{\text{old}} \in \Pi : S \to \Delta(A) \) with \(|A| < \infty\), update \( \pi_{\text{old}} \) to \( \pi_{\text{new}} \) with equation

\[ \pi_{\text{new}} = \arg \min_{\pi \in \Pi} \mathcal{D}_{KL} \left( \pi^k(\cdot|s_t) \parallel \frac{\exp(Q_{\pi_{\text{old}}}(s_t, \cdot))}{Z_{\pi_{\text{old}}}(s_t)} \right) , \] (35)

for each state \( s_t \), where \( Z_{\pi_{\text{old}}}(s_t) \) normalizes the distribution, then \( Q_{\pi_{\text{new}}}(s_t, \tau^k_t) \geq Q_{\pi_{\text{old}}}(s_t, \tau^k_t) \), \( \forall s_t \in S, \tau^k_t \in A^k \).

Proof. Define

\[ J_{\pi_{\text{old}}} (\pi^k(\cdot|s_t)) = \mathcal{D}_{KL} \left( \pi^k(\cdot|s_t) \parallel \frac{\exp(Q_{\pi_{\text{old}}}(s_t, \cdot))}{Z_{\pi_{\text{old}}}(s_t)} \right) , \] (36)

then it must be the case that

\[ J_{\pi_{\text{old}}} (\pi^k_{\text{new}}(\cdot|s_t)) \leq J_{\pi_{\text{old}}} (\pi^k_{\text{old}}(\cdot|s_t)) , \] (37)

since we choose \( \pi_{\text{new}} = \arg \min_{\pi \in \Pi} J_{\pi_{\text{old}}} (\pi^k(\cdot|s_t)) \). The inequality reduces to

\[ \mathbb{E}_{\tau^k_{\pi_{\text{old}}}} [Q_{\pi_{\text{old}}}(s_t, \tau^k_t) - \log \pi^k_{\text{old}}(\tau^k_t|s_t)] \]
\[ \geq \mathbb{E}_{\tau^k_{\pi_{\text{old}}}} [Q_{\pi_{\text{old}}}(s_t, \tau^k_t) - \log \pi^k_{\text{new}}(\tau^k_t|s_t)] = V_{\pi_{\text{old}}}(s_t) , \] (38)
Table 1: Hyper-parameter settings for MPPVE results presented in Figure 3.

| Environment   | Inverted Pendulum | Hopper | Swimmer | Half Cheetah | Walker2d | Ant |
|---------------|-------------------|--------|---------|--------------|----------|-----|
| steps         | 10k               | 100k   | 200k    | 300k         |          |     |
| Update-To-Date ratio | 1 for actor, 20 for critic |
| plan length k | 1                 | 2      |         |              |          |     |
| model rollout schedule | 1→5 over 0→1k | 1→4 over 20k→50k | 1→4 over 20k→80k | 1→20 over 20k→150k |
| target entropy | -0.05             | -1     | -3      | -4           |          |     |

Proof. The sequence \( \pi_k \) depends on the state. For convenience, we further define

\[
G_{\pi,old}(\pi^k(s_t)) = E_{\pi \sim \pi^k} \left[ Q_{\pi,old}^{s_t, \pi^k} - \log \pi^k(\pi^k|s_t) \right],
\]

and rewrite the inequality (38) as

\[
G_{\pi,old}(\pi^k(s_t)) \geq V_{\pi,old}(s_t).
\]

Reapplying the inequality (40), the result is given by

\[
Q_{\pi,old}^{s_t, \pi^k} = E_{p,r} \left[ \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k V_{\pi,old}^{s_t+k} \right] \\
\leq E_{p,r} \left[ \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k G_{\pi,old}(\pi^k_{new}(s_{t+k})) \right] \\
= E_{p,r,\pi_{new}} \left[ \pi_{new}^k(s_t, \pi^k_t) + \sum_{m=k}^{2k-1} \gamma^m r_{t+m} + \gamma^{2k} V_{\pi,old}^{s_t+2k} \right] \\
\vdots \\
= E_{p,r,\pi_{new}} \left[ \sum_{m=0}^{\infty} \gamma^m r_{t+m} - \log \pi(a_{t+m}|s_{t+m}) \right] \\
= Q_{\pi,new}^{s_t, \pi^k_t},
\]

\( \forall s_t \in S, \pi^k_t \in A^k \).

\[\square\]

B.3 Theorem 2

Theorem 2 (Soft Planning Policy Iteration). Given any initial mapping \( \pi_0 \in \Pi : S \rightarrow \Delta(A) \) with \( |A| < \infty \), compute corresponding \( Q^\pi \) in soft planning policy evaluation step and update \( \pi_i \) to \( \pi_{i+1} \) in soft planning policy improvement step for all \( i \in N \), \( \{\pi_i\} \) will converge to the optimal policy \( \pi_* \) that \( Q^\pi(s_t, \pi^k_t) \geq Q^\ast(s_t, \pi^k_t) \), \( \forall s_t \in S, \pi^k_t \in A^k \), and \( \pi \in \Pi \).

Proof. The sequence \( \{\pi_i\} \) will converge to some \( \pi_* \) since \( \{Q^\pi\} \) is monotonically increasing with \( i \) and bounded above \( \pi \in \Pi \). We next show that \( \pi_* \) is the optimal policy indeed. By Lemma 4B.2, at convergence, we can’t find any \( \pi \in \Pi \) satisfying

\[
V^\pi(s_t) < E_{\pi \sim \pi^k} \left[ Q^\pi(s_t, \pi^k) - \log \pi^k(\pi^k|s_t) \right],
\]

for any \( s_t \in S \). In other words, we have

\[
V^\pi(s_t) \geq E_{\pi \sim \pi^k} \left[ Q^\pi(s_t, \pi^k) - \log \pi^k(\pi^k|s_t) \right],
\]

for any \( s_t \in S \). In other words, we have
which can be rewritten as

\[ V^\pi_\tau(s_t) \geq G_{\pi_*}(\pi^k(\cdot|s_t)), \] (44)

for any \( s_t \in S \) and \( \pi \in \Pi \). Then we obtain

\[
Q^\pi(s_t, \tau^k_t) = \mathbb{E}_{p,r} \left[ \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k V^\pi_\tau(s_{t+k}) \right] 
\]

\[
\geq \mathbb{E}_{p,r} \left[ \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k G_{\pi_*}(\pi^k(\cdot|s_t)) \right] 
\]

\[
= \mathbb{E}_{p,r,\pi} \left[ r^\pi(s_t, \tau^k_t) + \sum_{m=k}^{2k-1} \gamma^m r_{t+m} + \gamma^{2k} V^\pi_\tau(s_{t+2k}) \right] 
\] (45)

\[
\vdots
\]

\[
= \mathbb{E}_{p,r,\pi} \left[ \sum_{m=0}^{\infty} (\gamma^m r_{t+m} - \log \pi(a_{t+m}|s_{t+m})) \right] 
\]

\[
Q^\pi(s_t, \tau^k_t),
\]

\[
\forall s_t \in S, \tau^k_t \in A^k, \text{ and } \pi \in \Pi. \text{ Hence } \pi_* \text{ is the optimal policy in } \Pi. \]

C Soft MPPVE

C.1 Model Learning

The same as the vanilla MPPVE.

C.2 Soft Multi-step Plan Value Estimation

Soft plan value is estimated via minimizing the expected multi-step temporal-difference error:

\[
J_Q(\psi) = \mathbb{E}_{(s_t, \tau^k_t, r^k_t, s_{t+k}) \sim D_{\text{model}} \cup D_{\text{model}}} \left[ l_{TD}(s_t, \tau^k_t, r^k_t, s_{t+k}) \right], \] (46)

with

\[
\tau^k_t = (r_t, r_{t+1}, \ldots, r_{t+k-1}),
\]

\[
l_{TD}(s_t, \tau^k_t, r^k_t, s_{t+k}) = \frac{1}{2} \left( Q_{\psi}(s_t, \tau^k_t) - y_{\psi^-}(r^k_t, s_{t+k}) \right)^2,
\] (48)

\[
y_{\psi^-}(r^k_t, s_{t+k}) = \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k \mathbb{E}_{\phi,k} \left[ Q_{\psi^*}(s_{t+k}, \tau^k_t) - \alpha \log \pi^k_{\phi,\theta}(\tau^k_t|s_{t+k}) \right],
\] (49)

where \( \psi^- \) is the parameters of the target network, and \( \alpha \) is the weight of entropy. The gradient of Eq. (46) can be estimated without bias by

\[
\nabla_\psi J_Q(\psi) = (Q_{\psi}(s_t, \tau^k_t) - \hat{y}_{\psi^-}(r^k_t, s_{t+k})) \nabla_\psi Q_{\psi}(s_t, \tau^k_t),
\] (50)

with

\[
\hat{y}_{\psi^-}(r^k_t, s_{t+k}) = \sum_{m=0}^{k-1} \gamma^m r_{t+m} + \gamma^k \left( Q_{\psi^-}(s_{t+k}, \tau^k_{t+k}) - \alpha \log \pi^k_{\phi,\theta}(\tau^k_{t+k}|s_{t+k}) \right),
\] (51)

where \((s_t, \tau^k_t, r^k_t, s_{t+k})\) is sampled from the replay buffer and \(\tau^k_{t+k}\) is sampled according to current soft planning policy.
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Figure 6: Ablation study for MPPVE on Hopper-v3 task, through comparison of SAC-MPPVE (degraded version of MPPVE), SAC-MVE, and SAC-MVE (MPI). (a) Evaluation of episodic reward during the learning process. (b) Learning value estimation for the same fixed policy, where SAC-MPPVE estimates the plan value while SAC-MVE estimates the action value. (c) Average of the bias between neural value estimation and true value evaluation over state-action(s) space. (d) Standard error of the bias between neural value estimation and true value evaluation over state-action(s) space.

C.3 Model-based Soft Planning Policy Improvement

Model-based soft planning policy with maximum entropy can be trained by minimizing

$$J_{\pi^k}(\phi) = \mathbb{E}_{s_t \sim D_{\text{env}}} [J(s_t)] ,$$

with

$$J(s_t) = \mathbb{E}_{\tau^k_t \sim \pi_{\phi,\theta}^k(\cdot|s_t)} [-Q^k_{\psi}(s_t, \tau^k_t) + \alpha \log \pi_{\phi,\theta}^k(\tau^k_t|s_t)] .$$

The gradient of (52) can be approximated by

$$\nabla_{\tau^k_t} \left( \log \pi_{\phi,\theta}^k(\tau^k_t|s_t) - Q_{\psi}(s_t, \tau^k_t) \right) \nabla_{\phi,\theta} f_{\phi,\theta}(s_t, \eta^k_t),$$

where $f_{\phi,\theta}(s_t, \eta^k_t) = \tau^k_t$ is the reparameterized neural network transformation of planning policy with $\eta^k_t = (\eta_1, \eta_2, ..., \eta_k)$, which is a $k$-step noise vector sampled from Gaussian distribution.

D Hyper-parameter Settings

See Table 1.

E Ablation Study

We carry out an ablation study with three algorithms to verify that MPPVE’s gain is due to the model-based planning policy improvement based on plan value estimation.

E.0.1 SAC-MPPVE

SAC-MPPVE builds on SAC but replaces its original value estimation and policy improvement with our proposed plan value estimation and model-based planning policy improvement, respectively. See Algorithm 2.

E.0.2 SAC-MVE

SAC-MVE applies the MVE (Model-based Value Expansion) technique to SAC, which forms $H$-step TD targets by unrolling the model dynamics for $H$ steps. We refer the reader to [10] for further discussion of this technique. See Algorithm [5].

E.0.3 SAC-MVE (MPI)

SAC-MVE trains the value function on the data sampled in the environment and the imagined data sampled in a learned model but only performs policy improvement on real samples. By contrast, SAC-MVE (MPI) performs policy
Algorithm 2 SAC-MPPVE

**Input:** Initial dynamics model \(p_0(s', r|s, a)\), policy \(\pi_\phi(a|s)\), action-value \(Q_\psi(s, a)\) and its target network \(Q_\psi^- (s, a)\), rollout length \(k\), environment buffer \(D_{env}\), start size \(U\), batch size \(B\), and learning rate \(\lambda_Q, \lambda_\pi\).

1: Explore in the environment for \(U\) steps and add data to \(D_{env}\)
2: for \(N\) epochs do
3: \hspace{1em} Train model \(p_0\) on \(D_{env}\) by maximizing Eq.(10)
4: \hspace{1em} for \(E\) steps do
5: \hspace{2em} Sample action to perform in the environment according to \(\pi_\psi\); add the environmental transition to \(D_{env}\)
6: \hspace{2em} Sample \(B\) \(k\)-step trajectories from \(D_{env}\)
7: \hspace{2em} Update \(Q_\psi\) via \(\psi \leftarrow \psi - \lambda_Q \nabla_\psi J_Q(\psi)\) by Eq.(15)
8: \hspace{2em} Update target critic via \(\psi^- \leftarrow \tau \psi^- + (1 - \tau)\psi^-\)
9: \hspace{2em} Update \(\pi_\phi\) via \(\phi \leftarrow \phi - \lambda_\pi \nabla_\phi J_{\pi^k}(\phi)\) by Eq.(18)
10: \hspace{1em} end for
11: \hspace{1em} end for
12: end for

Algorithm 3 SAC-MVE

**Input:** Initial dynamics model \(p_0(s', r|s, a)\), policy \(\pi_\phi(a|s)\), action-value \(Q_\psi(s, a)\) and its target network \(Q_\psi^- (s, a)\), rollout length \(k\), environment buffer \(D_{env}\), start size \(U\), batch size \(B\).

1: Explore in the environment for \(U\) steps and add data to \(D_{env}\)
2: for \(N\) epochs do
3: \hspace{1em} Train model \(p_0\) on \(D_{env}\) by maximizing Eq.(10)
4: \hspace{1em} for \(E\) steps do
5: \hspace{2em} Sample action to perform in the environment according to \(\pi_\psi\); add the environmental transition to \(D_{env}\)
6: \hspace{2em} Sample \(B\) \(k\)-step transitions from \(D_{env}\) and make \(k\)-step rollouts to get \(\tau_{fake}\)
7: \hspace{2em} Update critic \(Q_\psi\) on \(\{\tau_{real} \cup \tau_{fake}\}\) by minimizing MVE [10] error
8: \hspace{2em} Update target critic via \(\psi^- \leftarrow \tau \psi^- + (1 - \tau)\psi^-\)
9: \hspace{2em} Update policy \(\pi_\phi\) on \(\tau_{real}\) via policy gradients given by critic \(Q_\psi\)
10: \hspace{1em} end for
11: \hspace{1em} end for
12: end for

We must explain why we apply the MVE technique to the algorithms for comparison. First, we note that plan value estimation in our method may enable faster value function learning because it has some high-level similarities to multi-step RL methods. In order to directly verify the effectiveness of the model-based planning policy improvement, we add the MVE technique to the algorithms for comparison to make them and our method have the same learning speed of the value function as far as possible. Second, our method and MVE are similar in model utilization, which facilitates our comparison. Specifically, both of them use the dynamics model to expand several steps on the real states and only use the value estimation on the real states when performing policy improvement. However, our method can cover improvement on both real and imagined samples, so we abbreviate it to MPI (Mixed Policy Improvement) for short. See Algorithm[4]
more states in policy improvement, as shown in Equation (18), which may improve the sample efficiency. In contrast, the only way that MVE can cover more states in policy improvement is to use the value estimation on the fake states, namely SAC-MVE (MPI). What we want to emphasize is that for traditional methods, it is contradictory to avoid misleading impacts of value estimation on the fake states (SAC-MVE) and cover more states in policy improvement (SAC-MVE (MPI)). The following experimental results will show that our approach balances these two contradictions and can achieve better performance.

Figure 6(a) shows the performance of the three algorithms on the Hopper task. Unsurprisingly, we observe that SAC-MPPVE yields significant improvements in sample efficiency and performance. To directly show that their main difference comes from the different ways of policy improvement, rather than the quality and learning speed of the value function, we quantitatively analyze the value estimation of these three algorithms. Please note that value estimation in SAC-MVE and SAC-MVE (MPI) is identical, so we only select SAC-MPPSE and SAC-MVE for analysis of value estimation without loss of rigor. We first conduct policy evaluation for the same fixed policy on them and plot the learning curves in Figure 6(b). The speed of policy evaluation of SAC-MPPVE and SAC-MVE is almost the same, and even SAC-MVE is a little faster than SAC-MPPSE. In addition, estimation quality is a key factor affecting performance. To quantitatively analyze the estimation quality, we then plot the average and standard deviation of their value estimation biases in Figure 6(c) and 6(d). We remark that SAC-MPPVE and SAC-MVE (SAC-MVE (MPI)) have almost identical biases in value estimation, although the bias of SAC-MPPVE is somewhat larger in the early stage because of a larger action space for multi-step plan value function to fit. Summarizing these results, we can find that the value estimation of SAC-MPPVE and SAC-MVE (SAC-MVE (MPI)) are almost the same in learning speed and quality, but the performance of SAC-MPPVE is significantly better than that of SAC-Rollout-MVE. Therefore, we can conclude that our proposed model-based planning policy improvement is effective.