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Abstract

Most existing unsupervised person re-identification (Re-ID) methods use clustering to generate pseudo labels for model training. Unfortunately, clustering sometimes mixes different true identities together or splits the same identity into two or more sub clusters. Training on these noisy clusters substantially hampers the Re-ID accuracy. Due to the limited samples in each identity, we suppose there may lack some underlying information to well reveal the accurate clusters. To discover these information, we propose an Implicit Sample Extension (ISE) method to generate what we call support samples around the cluster boundaries. Specifically, we generate support samples from actual samples and their neighbouring clusters in the embedding space through a progressive linear interpolation (PLI) strategy. PLI controls the generation with two critical factors, i.e., 1) the direction from the actual sample towards its K-nearest clusters and 2) the degree for mixing up the context information from the K-nearest clusters. Meanwhile, given the support samples, ISE further uses a label-preserving loss to pull them towards their corresponding actual samples, so as to compact each cluster; Consequently, ISE reduces the “sub and mixed” clustering errors, thus improving the Re-ID performance. Extensive experiments demonstrate that the proposed method is effective and achieves state-of-the-art performance for unsupervised person Re-ID. Code is available at: https://github.com/PaddlePaddle/PaddleClas.

1. Introduction

Unsupervised person re-identification (Re-ID) aims to learn person appearance features without annotations. It gains increasing attention and popularity due to its wide practical applications in the real world. One kind of works [2, 8, 13, 25, 43, 44, 49] attempt to transfer knowledge from existing labeled data to unlabeled target data, known as unsupervised domain adaptation (UDA). Another kind of works rely on unsupervised learning (USL) to learn representations purely from unlabeled images, which is more data-friendly than UDA. Most USL Re-ID methods [4, 9, 14] follow an iterative two-stage training procedure: 1) using clustering [12, 22] to generate pseudo labels as the supervision for the next step; 2) training the Re-ID model using the pseudo labels. Here we focus on investigating the USL Re-ID, and follow the two-stage pipeline.

Clustering is critical in the aforementioned USL and has attracted great attention from existing USL methods. For instance, ACT [38] utilizes two models that try to refine pseudo labels for each other. SpCL [14] employs a self-
paced learning to gradually generate more reliable clusters for training. Despite the progresses, these methods still suffer from noisy pseudo labels, especially the sub and mixed clusters shown in the left part of Figure 1. Based on this observation, we suppose that some underlying information may be lost in the existing data distribution due to the limited samples in each identity. If we can compensate for the missing information, the clustering quality can be improved in the next step. For example, if there exists intermediate variations among two sub clusters with the same identity, they can be correctly merged into one cluster.

To achieve this goal, we propose an implicit sample extension (ISE) method, progressively synthesizing supplementary samples to improve the context representation for each cluster. We name these supplementary samples as support samples, since they often patrol around the cluster boundaries. Inspired by [3, 28, 32] that deep features are usually linearized, we propose a progressive linear interpolation operation (PLI) to guide the generation of support samples with two factors, i.e., direction and degree. Specifically, the direction factor controls that the generation of support samples is from a actual sample to its K-nearest neighbor clusters in the embedding space. Support samples in these directions are more meaningful, since neighbor clusters are more likely to have the above clustering problems. The degree factor decides how much context information from K-nearest clusters should be incorporated by support samples. We increases the degree progressively to fill the cluster gap with farther and farther support samples. This strategy can prevent the training collapse caused by aggressive support samples, especially in the early training stages. Except for PLI, we also propose a label-preserving (LP) contrastive loss to enforce support samples close to their originals to compact each cluster. After the sample generation, we regard support samples as actual ones to let them participate in the model training.

We observe that with the help of support samples, the data distribution is refined, and spurious clustering behaviours, including the sub and mixed clusters, can be alleviated (see experiments for more details). In addition, different from GAN (General Adversarial Network) based methods [11, 51], ISE is parameter-free and performs the sample generation implicitly in the embedding space instead of explicitly in the image pixel space. Therefore, the support samples can be readily utilized in loss functions without any feature extraction procedure. These merits make the proposed ISE a very efficient method. In summary, our contributions are as follows:

• We propose a novel implicit sample extension (ISE) method for USL person Re-ID. The generated support samples from ISE provide complementary information, which can nicely handle the issues of sub and mixed clustering errors;

• We present a novel progressive linear interpolation (PLI) strategy and a label-preserving contrastive loss (LP) for the support sample generation;

• We conduct comprehensive experiments and analyses to show the effectiveness of ISE, and ISE outperforms the current state-of-the-arts by a large margin.

2. Related Work

Unsupervised Person Re-ID. Unsupervised person Re-ID methods are generally classified into two categories. The first is the unsupervised domain adaptation (UDA) methods, which transfers knowledge from labeled source data to unlabeled target data. These methods still need to annotate partial data. Another one is the purely unsupervised learning (USL) Re-ID without any identity annotation that is more data-friendly. In this paper, we focus on the USL Re-ID. Most recent works focus on pseudo label generation and framework design. BUC [20] presents a bottom-up clustering scheme to gradually merge single sample into bigger clusters. MMCL [30] proposes a multi-label classification regime to construct relationships among individual images. SpCL [14] employs self-paced learning to gradually generate more reliable clusters. Both CycAs [33] and TSSL [36] use tracklet information to predict pseudo labels more correctly. SoftSim [21] directly uses similarity-based soft labels to train the Re-ID model. More recently, ICE [4] leverages inter-instance pairwise similarity to enhance the contrastive learning. Cluster-Contrast [9] stores features and computes contrastive loss in the cluster level to update each cluster consistently. Different from these works, our method emphasises on the issues of sub and mixed clusters, and aims to compensate for some missing information to refine cluster results and improve the performance.

Image Generation. Image generation is a common strategy to enrich limited data. Mixup [42] and catmix [40] directly fuses two images or image patches as data augmentations. Viewmaker [27] yields diverse views by adding learned perturbations. SPGAN [11] proposes a similarity-preserved GAN for style transfer between two domains. DGNNet++ [51] disentangles structures and appearances of person images, and re-fuses them to reconstruct the new ones. Chen et al. [5] use 3D meshes to synthesize more views of an person image to learn view-invariant features. Different from these works, our method is feature-level, parameter-free and can be used to alleviate the inaccurate clustering results.

3. Method

In this section, we first set up a general formalization of existing clustering-based USL Re-ID methods, and introduce our baseline. We then elaborate the details of our implicit sample extension (ISE) method, including the progressive linear interpolation strategy (PLI) and the label-
preserving scheme (LP).

3.1. Preliminary

Let \( \mathcal{X} = \{x_1, x_2, \ldots, x_N\} \) denote an unlabeled Re-ID dataset, where \( x_i \) is the \( i \)-th image and \( N \) is the total image number. In the USL Re-ID task, we aim to train a deep neural network \( f_\theta(\cdot) \) to project an image from the data point space \( \mathcal{X} \) into an embedding space \( \mathcal{F} \). Given a specific sample \( x \), \( f_\theta(x) \) is the extracted feature from the model. Here we omit the model parameters \( \theta \) and employ \( f = f(x) \) as the feature embedding. \( f \in \mathbb{R}^d \) is a \( d \)-dimensional vector.

Recent clustering-based USL Re-ID methods \([4, 8, 9, 13, 14, 30, 31, 43, 50]\) utilize K-means \([22]\) or DBSCAN \([12]\) to assign pseudo labels for unlabeled samples. After then, we obtain a “labeled” dataset \( \mathcal{X}' = \{(x_1, y_1), (x_2, y_2), \ldots, (x_{N'}, y_{N'})\} \), where \( y_i \in \{1, \ldots, C\} \) is the pseudo label of the \( i \)-th selected image and \( C \) is the total cluster number. Here are \( N' \) images with valid pseudo labels, while others are ignored. With \( \mathcal{X}' \), we can optimize the model under the form of the supervised learning. Items in the same cluster are considered as the same person, serving as positive samples. Others in different clusters are negatives. Based on this, existing methods \([9, 14, 31, 50]\) employ the InfoNCE loss function \([23]\) for the model training. Despite the diverse variants in different approaches, we summarize the loss functions as a general formulation:

\[
L_{\text{info}} = -\log \frac{\exp(\text{sim}(f \cdot m_+)/\tau)}{\sum_{m=1}^{M} \exp(\text{sim}(f \cdot m_m)/\tau)},
\]

where \( m_{m_+} \) is the \( m \)-th entry of the memory bank \( \mathbf{M} \), and \( m_+ \) shares the same pseudo label with \( f \). \( \text{sim}(\mathbf{u}, \mathbf{v}) = \mathbf{u} \cdot \mathbf{v} / ||\mathbf{u}||_2 ||\mathbf{v}||_2 \) denotes the cosine similarity between two vectors \( \mathbf{u} \) and \( \mathbf{v} \). Some methods \([14, 50]\) construct the memory bank \( \mathbf{M} \in \mathbb{R}^{d \times N} \) with the instance (aka. sample) feature. In this way, \( M \) can be the whole sample number \( N \) or the mini-batch size \( B \). Other methods \([9, 31]\) alternate to form the memory bank \( \mathbf{M} \in \mathbb{R}^{d \times C} \) with the cluster centroids. Here \( M \) is equal to the cluster number \( C \).

Meanwhile, these methods also design various strategies for the memory update. In general, they adopt the momentum update strategy, which is formulated as follows:

\[
\mathbf{m} \leftarrow \mu \cdot \mathbf{m} + (1 - \mu) \cdot f, \quad (2)
\]

where \( f \) is the encoded feature that has the same identity with the memory entry \( m \). Specifically, \( f \) is utilized to update its own instance entry in \([14, 50]\), while to update its own cluster entry in \([9, 31]\). Cluster-Contrast \([9]\) further uses the batch hardest sample for the memory update1.

In this paper, we follow Cluster-Contrast \([9]\) to establish our baseline, in which the memory bank is constructed by the cluster centroids and the hardest/every sample in one mini-batch is used for the memory updating. The detailed training settings and the differences with Cluster-Contrast are described in Sec. 4.2.

3.2. Progressive Linear Interpolation

However, the above clustering-based USL person Re-ID methods still suffer from sub clusters and mixed clusters. We suppose that the underlying missing information in the embedding space causes inaccurate clusters. Our hypothesis lies in that the clustering quality can be improved in the next step by involving richer information as described in Sec.1. Based on this motivation, we present a progressive linear interpolation (PLI) method as follows.

Given a sample feature \( f \), we generate its corresponding support sample \( \tilde{f} \) by a linear interpolation operation:

\[
\tilde{f} = f + \lambda \Delta f, \quad (3)
\]

where \( \Delta f \) controls the direction and \( \lambda \) controls the degree, which are two important factors during the sample extension. From the perspective of problematic clusters, the ideal

---

1 [9] changes to use every sample in the mini-batch for the momentum updating in the updated version.
support samples are expected to be informative to distribute around the decision boundary. Thus we design the following direction and degree for the sample generation.

**Direction.** Neighbor clusters are more likely to have misclassified samples. We thus aim to generate support samples distributed among two similar clusters. Specifically, we first find $K$-nearest neighbor clusters for $f$ based on the cosine similarities, which are calculated with $f$ and the whole memory bank $M \in \mathbb{R}^{d \times C}$. Then the directions of support samples are established as vectors from the cluster centroid $c$ of $f$ to the $K$-nearest ones. Here, we set $K = 1$ as an example and denote the 1-nearest cluster centroid as $c^*$. The direction $\Delta f$ is thus formulated as follows:

$$\Delta f = \frac{1}{2}(c^* - c).$$

(4)

In this way, the generated support samples have rich context semantics from both itself and its neighbor clusters, which are informative as the complements. The direction thus controls what information is worth compensating for. For $K > 1$, each neighbor cluster centroid decides a direction factor. We generate a respective support sample for each direction, and there are total $K$ support samples for $f$.

**Degree.** In addition, the degree is also essential in the sample extension. The degree decides how much information of neighbor clusters should be incorporated in support samples. Too large $\lambda$ makes support samples far from their original clusters, misleading the model training. Too small $\lambda$ inversely generates almost useless support samples since they are similar to the originals. Therefore, we perform a progressive update on $\lambda$ to gradually involve more context information as the training goes on. Specifically, we set $\lambda$ as a variable of the training iteration, which increases logarithmically over the training proceeds:

$$\lambda = \lambda_0 \frac{\log(e - 1)}{T} \cdot t + 1,$$

(5)

where $t/T$ represents the current/total iteration. $\lambda_0$ is the base degree. In the early stages, Eq. 5 enforces support samples near to its original sample to avoid introducing noise when features are not good enough. As the training goes on, feature representations become more robust. In that time, farther support samples, involving richer contexts from neighbor clusters, are necessary to include harder underlying information and augment the data distribution.

After the sample extension, support samples can be regarded as actual features for the model optimization. We then modify the InfoNCE loss (Eq. 1) as follows:

$$L_{SE} = -\log \frac{\exp(\text{sim}(\tilde{f} \cdot c)/\tau_1)}{\sum_{c=1}^{C} \exp(\text{sim}(f \cdot c_c)/\tau_1)},$$

(6)

where $\tilde{f} = \{f; \hat{f}\}$, both original samples and support samples contribute to the model optimization. $c_c$ is the $c$-th cluster centroid. $\tau_1$ is a temperature hyper-parameter. At the same time, we utilize $f$ to update the corresponding cluster centroid $c$ in Eq. 2. Here $m_c$ stores the cluster centroid $c_c$.

In this circumstance, each cluster can tune its representations by considering more context information, other than directly fitting to the inaccurate clustering results.

### 3.3. Label-Preserving Scheme

The generated support samples are helpful to extend cluster boundaries by including abundant context information. However, these support samples are not expected to change so much that they will become outliers of the original clusters. Except for the generation degree of support samples, we also propose a label-preserving (LP) loss to enforce them to be close to their original samples:

$$L_{LP} = -\log \frac{\exp(\text{sim}(\tilde{f}^+ \cdot \tilde{f}^+)/\tau_2)}{\sum_{c=1}^{C_B} \exp(\text{sim}(\tilde{f} \cdot \tilde{f}^+)/\tau_2)},$$

(7)

where $C_B$ is the cluster number of a mini-batch. $\tilde{f}^+$ is the hardest positive support sample for a given $f$, and $\tilde{f}^+$ is the hardest negative one in the $c$-th cluster of a mini-batch. $\tau_2$ is a temperature hyper-parameter in Eq. 7.

With the proposed label-preserving loss, support samples are constrained to be similar to their own cluster members, and dissimilar to samples from other clusters.

### 3.4. Implicit Sample Extension

We name our whole method as implicit sample extension (ISE), in which support samples are generated implicitly in the embedding space and dynamically changed on-the-fly. Overall, we first generate support samples via the progressive linear interpolation method, and then utilize them as actual samples to help the model optimization. Our final loss function is as follows:

$$L = L_{SE} + \beta L_{LP},$$

(8)
where $\beta$ is the loss weight, balancing two loss functions $L_{\text{ISE}}$ and $L_{\text{LP}}$. The details of ISE are in Algorithm 1.

4. Experiments

4.1. Datasets and Evaluation Protocol

Datasets. We evaluate our proposed method on Market-1501 [45] and MSMT17 [35]. Market-1501 includes 32,668 images of 1,501 identities with 6 camera views. There are 12,936 images of 751 identities for training and 19,732 images of 750 identities for test. MSMT17 contains 126,441 images from 4,101 identities captured by 15 cameras. The training set has 32,621 images of 1,041 identities and the test set has 93,820 images of 3,060 identities.

Evaluation protocol. We use the cumulative match characteristic (CMC) curve [15] and the mean average precision (mAP) [1] as the evaluation metrics. There is no post-processing operations in testing, e.g., reranking [48].

4.2. Implementation Details

The backbone of the Re-ID model is ResNet-50 [16] pretrained on ImageNet [10]. The model modification follows Cluster-Contrast [9]. The size of the input image is 256×128 and the batch size is 256. At the beginning of each epoch, we perform the DBSCAN clustering to generate pseudo labels. The maximum distance between two samples in DBSCAN is set to 0.4 in Market-1501 and 0.7 in MSMT17. We initialize the memory bank $M$ with cluster centroids and re-initialize it at the start of each epoch. The memory update rate $\mu$ is empirically set to 0.2 in Market-1501 and 0.1 in MSMT17. The loss weight $\beta$ is set to 0.1. The temperature factors $\tau_1$ and $\tau_2$ are 0.05 and 0.6, respectively. We adopt Adam [18] optimizer, and the weight decay is 5e-4. The initial learning rate is 3.5e-4, and the base degree is $\lambda_0$ is 1.0. For Market-1501, the total epoch is 70 and the learning rate is multiplied by 0.1 after every 30 epochs. For MSMT17, we divide the learning rate by 10 after every 20 epochs and the total epoch is 50. Our baseline is based on the Cluster-Contrast [9], which achieves great performance. Differently, we utilize the hardest sample in one mini-batch to update the memory bank on Market-1501, while using all batch samples on MSMT17.

4.3. Ablation Study

In this subsection, we thoroughly analyze the effectiveness of each component in our ISE, and also illustrate the impact of ISE on the clustering quality.

| Method | No. | Components | Market-1501 | MSMT17 |
|--------|-----|------------|-------------|--------|
|        |     |            | mAP/top-1   | mAP/top-1 |
| Baseline | No.1 | -          | 82.5/92.5   | 30.1/58.6 |
| ISE    | No.2 | $\lambda$  | 83.9/93.9   | 33.5/63.9 |
|        | No.3 | ✓          | 83.6/92.7   | 31.4/59.9 |
|        | No.4 | ✓, $\lambda_0$ | 83.3/93.4   | 33.8/64.8 |
|        | No.5 | ✓, $\lambda$ | 84.7/94.0   | 35.0/64.7 |

Table 1. The effectiveness of each component in our implicit sample extension (ISE). ISE includes the progressive linear interpolation (PLI) and the label-preserving scheme (LP). $\lambda_0$ is the constant base degree in PLI, and $\lambda$ is the progressively updated one.

![Figure 3. The t-SNE visualization of clustering results of baseline and our ISE on same samples and epochs.](image326x434 to 460x482)

Effectiveness of the progressive linear interpolation (PLI). In Table 1, the efficacy of our PLI strategy is revealed when comparing (No.1 vs. No.2) and (No.4 vs. No.5). With the generated support samples from PLI, the performance largely outperforms the baseline, especially +1.4%/+1.4% mAP/top-1 improvement on Market-1501 and +3.4%/+5.3% mAP/top-1 improvement on MSMT17. It clearly shows that our PLI is beneficial for improving the feature representation. We also verify the effectiveness of the progressive update scheme on $\lambda$ (i.e., Eq. 5). When comparing No.5 with No.4, this scheme improves the performance by +1.4% and +1.2% mAP on Market-1501 and MSMT17, showing that gradually further support samples are necessary to improve the model performance.

Effectiveness of the label-preserving scheme (LP). The results of (No.1 vs. No.3) and (No.2 vs. No.5) demonstrate the efficacy of LP. The No.3 denotes that we apply LP on actual samples. In this way, $\tilde{f}$ is reduced to $f^+$ and $f_c$ is reduced to $f_c^+$ in Eq. 7, representing that positive and negative samples are chosen from the actual samples in a mini-batch. Compared with baseline, the results of No.3 show

---

2This setting is based on our re-implementation of Cluster-Contrast [9]. In fact, we find that the baseline performance drops a lot when directly using the hardest sample for memory update on MSMT17. The setting of the hardest sample for memory updating only achieves 19.5%/41.2% mAP/top-1, which largely lower than that of the all batch samples for memory updating (30.1%/58.6%).
that LP leads to +1.1% and +1.3% mAP improvement on Market-1501 and MSMT17, indicating LP can improve the feature representation even on the actual samples. When applying LP on support samples (No.2 vs No.5), the performance improves from 83.9% to 84.7% mAP on Market-1501 and 33.5% to 35.0% mAP on MSMT17.

When combining PLI and LP together, our ISE achieves +2.2%/+1.5% and +4.9%+/+6.1% mAP/top-1 improvements on Market-1501 and MSMT17 compared to the baseline. We believe that the generated support samples can help refine the data distribution in the embedding space, and thus improve the clustering quality.

**Clustering quality.** We intuitively visualize the behavior of support samples. As shown in Figure 3, the proposed ISE effectively improves the clustering quality, in which sub clusters and mixed clusters are well alleviated. We also evaluate the clustering quality over different training epochs on (a) Market-1501 and (b) MSMT17 datasets in Figure 4. We employ four metrics from [7]: fowlkes_mallows_score, adjusted_rand_score, adjusted_mutual_info_score, and v_measure_score. The larger score represents the better result in all metrics. It shows that our ISE achieves superior performance than baseline on all metrics. In addition, the clustering quality of our ISE progressively improves along the training process, while it may get worse in the baseline. We believe that the generated support samples can help refine the data distribution in the embedding space, and thus improve the clustering quality.

### 4.4. Parameter Analysis

**Progressive update type of degree \( \lambda \) in PLI.** As shown in Eq. 5, we let the degree \( \lambda \) increase logarithmically as the training goes on. In addition to the logarithm type, \( \lambda \) can be set as various forms. We explore four types, i.e., constant \((\lambda = \lambda_0)\), linear \((\lambda = \frac{\lambda_0}{T_2})\), square \((\lambda = \frac{\lambda_0 t^2}{T_2})\) and logarithm \((\lambda(t) = \frac{\lambda_0}{\ln(T_2)+T_2})\). Here we set \( \lambda_0 = 1.0 \) for all types. In Table 2, ISE consistently surpasses the baseline whatever the update type of \( \lambda \) is. By comparison, the performance of progressive types (e.g., linear, logarithm) are usually better than the constant one. It verifies the assumption that aggressive support sample generation in the early stage may hamper the model optimization. Table 2 also shows that the logarithm type obtains the best results on both Market-1501 and MSMT17. Without specification, we use the logarithm as the default update type for \( \lambda \) in all other experiments.

**Direction and degree in PLI.** The generation direction and degree are two elements during the sample extension in our PLI. In this subsection, we first verify the necessity of the
Thus, we set sequentially, it involves noises and decreases the performance. The generated support sample is thus not in the original manifold, which requires linear interpolation. If $K$ is large, the $K$-nearest clusters in baseline easily shrink to a small region in the embedding space as shown in Figure 3. Such compact data distribution increases the risk of overfitting. By contrast, our ISE generates support samples that patrol around cluster boundaries and improve clustering behaviours. We think this should help domain generalization as well. Thus we investigate how the baseline and our ISE perform in DG tasks.

Sample extension to $K$-nearest clusters. Table 4 shows the influences of different number of $K$ in our method. We set $K = \{1, 3, 5, 10\}$ in this experiment. We can see that as $K$ grows, the performance almost remains the same on Market-1501 but drops a lot on MSMT17. Meanwhile, too large $K$ is also harmful to the performance on Market-1501. We conjecture it may be because the data points are distributed in a manifold, which requires linear interpolation to be within the local Euclidean space near each point. If $K$ is large, the $K$-th centroid is far from the point-of-interest and even out of the local Euclidean space near the given point. The generated support sample is thus not in the original manifold and does not belong to any cluster. Consequently, it involves noises and decreases the performance. Thus, we set $K = 1$ in this paper.

4.5. More Discussions

Our ISE vs. Mixup [42]. Although ISE and Mixup both generate interpolated samples, the differences are significant from the following three aspects: 1) The interpolation of Mixup takes place on the raw images or hidden features, while ours is on the output embeddings. 2) The interpolation in Mixup can be between two arbitrary inputs, while ISE chooses the $K$-nearest centroids as the interpolating direction. 3) The interpolated samples in Mixup are with interpolated labels and do not belong to any existing classes. In contrast, support samples in ISE belong to a single identified class controlled by the generation degree. In Figure 5, we experimentally investigate Mixup and compare it with our ISE. With an appropriate hyper-parameter $\alpha$, Mixup can improve the performance due to its data augmentation effect on input images. However, the improvement is limited without the controlment on the direction and degree of synthetics. Differently, our ISE can effectively generate informative support samples between two similar clusters in the embedding space to compensate for missing information.

ISE helps domain generalization (DG). We find that several clusters in baseline easily shrink to a small region in the embedding space as shown in Figure 3. Such compact data distribution increases the risk of overfitting. By contrast, our ISE generates support samples that patrol around cluster boundaries and improve clustering behaviours. We think this should help domain generalization as well. Thus we investigate how the baseline and our ISE perform in DG tasks. As shown in Table 5, our ISE significantly outperforms the baseline and obtains consistent superior results. Especially, ISE brings +4.7%/+5.9% mAP/top-1 improvements on the MS→M setting. This demonstrates that support samples indeed help refine the data distribution and improve the generalization ability of the Re-ID model.

4.6. Comparison with State-of-the-art Methods

We compare the proposed ISE with state-of-the-art person Re-ID methods in Table 6. For the USL setting, ISE is superior or competitive to the previous methods. In particular, our method significantly outperforms other previous methods with average pooling. ISE obtains 84.7% mAP and 94.0% top-1 on Market-1501 dataset and 35.0% mAP and 64.7% top-1 on MSMT17 dataset. Considering that Cluster-Contrast [9] utilizes the generalized mean pooling
Here, we report the results of the first version of Cluster-Contrast [9]. For a fair comparison, we also report the results of ISE + GeM pooling. logs of Cluster-Contrast, and find they use GeM pooling in the final results.

In the clustering-based unsupervised person Re-ID methods, when one identity breaks into multiple clusters or different identities get mixed into one cluster, they will confuse the learning and result in unsatisfying performance. To alleviate this issue, we propose an implicit sample extension method to generate support samples between two neighbouring clusters, and expect to associate the same identity’s samples by these support samples. Specifically, we develop a progressive linear interpolation strategy to control the generation of support sample with direction and degree factors. A label-preserving loss is also proposed to constrain support samples close to their own cluster members. Comprehensive experiments show that our method can improve clustering results significantly and achieve new state-of-the-art performance on two popular Re-ID datasets. The proposed method also demonstrates better domain generalization ability than the baseline.

We also report ISE’s results with GeM for a fair comparison. With GeM, our ISE still consistently achieves better results. Note that different from ICE [4] and CAP [31], we do not use the camera information. Under the non-camera setting, our ISE obtains 35.0%/64.7% mAP/top-1 on MSMT17, largely outperforming OPLG-HCD [46], ICE [4] (without cameras) and Cluster-Contrast [9]. In addition, we also transfer our ISE to the supervised setting by using ground-truth identities instead of pseudo labels. From the lower block in Table 6, we can see that our ISE is competitive with well-known supervised methods (e.g., PCB and DG-Net) and surpasses ICE [4] with ground-truths. The results show the effectiveness of ISE on supervised Re-ID.

| Method                      | Reference | Market-1501 mAP | top-1 | top-5 | top-10 | MSMT17 mAP | top-1 | top-5 | top-10 |
|-----------------------------|-----------|-----------------|------|------|-------|------------|------|------|-------|
| Purely Unsupervised         |           |                 |      |      |       |            |      |      |       |
| BUC [20]                    | AAA'19    | 29.6            | 61.9 | 73.5 | 78.2  | -           | -    | -    | -     |
| SSL [21]                    | CVPR'20   | 37.8            | 71.7 | 83.8 | 87.4  | -           | -    | -    | -     |
| JVTC [19]                   | ECCV'20   | 41.8            | 72.9 | 84.2 | 88.7  | 15.1        | 39.0 | 50.9 | 56.8  |
| MMCL [30]                   | CVPR'20   | 45.5            | 80.3 | 89.4 | 92.3  | 11.2        | 35.4 | 44.8 | 49.8  |
| HCT [41]                    | CVPR'20   | 56.4            | 80.0 | 91.6 | 95.2  | -           | -    | -    | -     |
| CycAs [34]                  | ECCV'20   | 64.8            | 84.8 | -    | -     | 26.7        | 50.1 | -    | -     |
| GCL [6]                     | CVPR'21   | 66.8            | 87.3 | 93.5 | 95.5  | 21.3        | 45.7 | 58.6 | 64.5  |
| SpCL [14]                   | NeurIPS'20| 73.1            | 88.1 | 95.1 | 97.0  | 19.1        | 42.3 | 55.6 | 61.2  |
| IICS [37]                   | CVPR'21   | 72.9            | 89.5 | 95.2 | 97.0  | 26.9        | 56.4 | 68.8 | 73.4  |
| JVTC+* [5]                  | CVPR'21   | 75.4            | 90.5 | 96.2 | 97.1  | 29.7        | 54.4 | 68.2 | 74.2  |
| JNLT-MCSA [39]              | CVPR'21   | 61.7            | 83.9 | 92.3 | -     | 15.5        | 35.2 | 48.3 | -     |
| ICE [4]                     | ICCV'21   | 79.5            | 92.0 | 97.0 | 98.1  | 29.8        | 59.0 | 71.7 | 77.0  |
| CAP† [31]                   | AAA'21    | 79.2            | 91.4 | 96.3 | 97.7  | 36.9        | 67.4 | 78.0 | 81.4  |
| ICE† [4]                    | ICCV'21   | 82.3            | 93.8 | 97.6 | 98.4  | 38.9        | 70.2 | 80.5 | 84.4  |
| OPLG-HCD [46]               | ICCV'21   | 78.1            | 91.1 | 96.4 | 97.7  | 26.9        | 53.7 | 65.3 | 70.2  |
| MPRD [17]                   | ICCV'21   | 51.1            | 83.0 | 91.3 | 93.6  | 14.6        | 37.7 | 51.3 | 57.1  |
| Cluster-Contrast [9]         | Arxiv'21  | 82.6            | 93.0 | 97.0 | 98.1  | 33.3        | 63.3 | 73.7 | 77.8  |
| Cluster-Contrast (Our Baseline) | -      | 82.5            | 92.5 | 96.9 | 97.9  | 30.1        | 58.6 | 69.6 | 74.4  |
| Our ISE                     | -         | 84.7            | 94.0 | 97.8 | 98.8  | 35.0        | 64.7 | 75.5 | 79.4  |
| Our ISE + GeM pooling       | -         | 85.3            | 94.3 | 98.0 | 98.8  | 37.0        | 67.6 | 77.5 | 81.0  |
| Fully Supervised            |           |                 |      |      |       |            |      |      |       |
| PCB [26]                    | ECCV'18   | 81.6            | 93.8 | 97.5 | 98.5  | 40.4        | 68.2 | -    | -     |
| DG-Net [47]                 | CVPR'19   | 86.0            | 94.8 | -    | -     | 52.3        | 77.2 | -    | -     |
| ICE (w/ ground-truth) [4]   | ICCV'21   | 86.6            | 95.1 | 98.3 | 98.9  | 50.4        | 76.4 | 86.6 | 90.0  |
| Our ISE (w/ ground-truth)   | -         | 87.8            | 95.6 | 98.5 | 99.2  | 51.0        | 76.8 | 87.1 | 90.6  |

Table 6. Comparison of ReID methods on Market-1501 and MSMT17 datasets. The best USL results without camera information are marked with **bold**. The pure **bold** number represents using the average pooling, while the underline number denotes using the GeM [24] pooling. † indicates using the additional camera knowledge.

(GeM) [24] in the final results, we also report ISE’s results with GeM for a fair comparison. With GeM, our ISE still consistently achieves better results. Note that different from ICE [4] and CAP [31], we do not use the camera information. Under the non-camera setting, our ISE obtains 35.0%/64.7% mAP/top-1 on MSMT17, largely outperforming OPLG-HCD [46], ICE [4] (without cameras) and Cluster-Contrast [9]. In addition, we also transfer our ISE to the supervised setting by using ground-truth identities instead of pseudo labels. From the lower block in Table 6, we can see that our ISE is competitive with well-known supervised methods (e.g., PCB and DG-Net) and surpasses ICE [4] with ground-truths. The results show the effectiveness of ISE on supervised Re-ID.

5. Conclusion and Limitations

**Conclusion.** In the clustering-based unsupervised person Re-ID methods, when one identity breaks into multiple clusters or different identities get mixed into one cluster, they will confuse the learning and result in unsatisfying performance. To alleviate this issue, we propose an implicit sample extension method to generate support samples between two neighbouring clusters, and expect to associate the same identity’s samples by these support samples. Specifically, we develop a progressive linear interpolation strategy to control the generation of support sample with direction and degree factors. A label-preserving loss is also proposed to constrain support samples close to their own cluster members. Comprehensive experiments show that our method can improve clustering results significantly and achieve new state-of-the-art performance on two popular Re-ID datasets. The proposed method also demonstrates better domain generalization ability than the baseline.

**Limitations.** Our ISE generates support samples from actual samples to their neighboring cluster centroids in the embedding space. For each sample, the number of the selected nearest cluster centroids is fixed to $K$. It may not be the optimal solution. If some clusters have been well classified, they do not need to add supplementary samples. In contrast, when a specific cluster is mixed by multiple identities, it is better to generate support samples in multiple $K$-nearest directions. We will explore a dynamic $K$ in the future work.
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