GHOST DISTRIBUTIONS OF REGULAR SEQUENCES ARE AFFINE TRANSFORMATIONS OF SELF-AFFINE SETS
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Abstract. Ghost measures of regular sequences—the unbounded analogue of automatic sequences—are generalisations of standard fractal mass distributions. They were introduced to determine fractal (or self-similar) properties of regular sequences similar to those related to automatic sequences. The existence and continuity of ghost measures for a large class of regular sequences was recently given by Coons, Evans and Mañibo. In this paper, we provide an explicit connection between fractals and regular sequences by showing that the graphs of ghost distributions—the distribution functions of ghost measures—of the above-mentioned class of regular sequences are sections of self-affine sets. As an application of our result, we show that the ghost distributions of the Zaremba sequences—regular sequences of the denominators of the convergents of badly approximable numbers—are all singular continuous.

1. Introduction

Symbolic dynamics, fractal geometry, number theory and theoretical computer science share many connections, but arguably none so pervasive as their focus on understanding patterns, and specifically their desire to understand how relatively simple procedures—e.g., doubling, recurrence, iteration—can take the most mundane objects and produce rich structures with long range order. An interval becomes the Cantor set, two tiles arrange to give Penrose’s tiling and a pair of simple functions lead to a strange attractor. While several notions and concepts have been introduced to describe the structure and symmetry of these limiting objects, the most successful of these has been the mathematical theory of measures and the related theory of (fractal) dimension.

Central objects in this context, ubiquitous to each of the above-mentioned areas, are uniform substitutions—more commonly studied in arithmetic areas under the name ‘automatic sequences’. A sequence $f$ is $k$-automatic provided there is a deterministic finite automaton that takes in the base-$k$ expansion of a positive integer $n$ and outputs the value $f(n)$. Automatic sequences can be described in many ways; the one most appropriate for our current purposes is via the $k$-kernel,

$$\ker_k(f) := \{ (f(k^\ell n + r))_{n \geq 0} : \ell \geq 0, 0 \leq r < k^\ell \}.$$ 

A sequence $f$ is $k$-automatic if and only if its $k$-kernel is finite [12 Prop. V.3.3]. It is immediate that an automatic sequence takes only a finite number of values. A natural generalisation to sequences that can be unbounded was given in the early nineties by Allouche and Shallit [1]; an integer-valued sequence $f$ is called $k$-regular if the $\mathbb{Q}$-vector space $V_k(f) := (\ker_k(f))_{\mathbb{Q}}$ generated by the $k$-kernel of $f$ is finite-dimensional over $\mathbb{Q}$. One nice property of this generalisation is that a bounded regular sequence is automatic. Additionally, the set of $k$-regular sequences has algebraic structure, it forms a ring under point-wise addition and convolution.
Let $k \geq 2$ be an integer, $f$ be a $k$-regular sequence and let the set of integer sequences $\{f = f_1, f_2, \ldots, f_d\} \subseteq V_k(f)$ be a basis for the $\mathbb{Q}$-vector space $V_k(f)$. Set $f(m) = (f_1(m), f_2(m), \ldots, f_d(m))$ and for each $a \in \{0, \ldots, k-1\}$ let $B_a$ be the $d \times d$ integer matrix such that, for all $m \geq 0$, 

$$f(km + a) = f(m)B_a.$$ 

We call the $B_a$ *digit matrices* and write $\mathcal{B} := \{B_0, B_1, \ldots, B_{k-1}\}$. Since the $d \times d$ digit matrices of a regular sequence are taken from a basis, the positive integer $d$ is minimal; we call a regular sequence *$d$-dimensional* provided its digit matrices are $d \times d$ matrices. See the seminal paper of Allouche and Shallit [1] and Nishioka’s monograph [19, Ch. 15] for details on existence and the finer definitions. It follows from above that there is $w \in \mathbb{Z}^{1 \times d}$ such that for each $i \in \{1, \ldots, d\}$ and $n > 0$, we have 

$$f_i(m) = w B_{(m)_k} e_i = w B_{i_1} \cdots B_{i_k} B_{i_0} e_i,$$

where $e_i$ is the $i$th elementary column vector, $(m)_k = i_1 \cdots i_k 0$ is the base-$k$ expansion of $m$ and $B_{(m)_k} := B_{i_1} \cdots B_{i_k} B_{i_0}$. Set $\mathcal{B} := \sum_{n=0}^{k-1} B_n$.

Recently, Coons, Evans and Manibo [6], in a first attempt to view $V_k(f)$ dynamically, used an analogy between the matrix $\mathcal{B}$ and the substitution matrix of a substitution on a finite alphabet to prove the existence of a probability measure associated to $f$, called a *ghost measure*; see also [5, 13]. They noted that, “In this way, the existence of a natural measure associated to $f$ and $V_k(f)$ provides a path to viewing the space $V_k(f)$ of regular sequences associated to $f$ as a dynamical system and opens the possibility of considering these sequences and spaces as (fractal) geometric structures.” In this paper, we show this possibility is reality, by proving that these ghost distributions—the distribution functions of ghost measures—are affine transformations of self-affine sets.

In analogy with primitive substitutions, it is reasonable to restrict ourselves to the assumption that $\mathcal{B}$ is primitive. But, if this is the case for the $k$-regular sequence $f$, then we can consider $f$ as a $k^j$-regular sequence with $j$ being the smallest positive integer for which $\mathcal{B}^j$ is positive. Thus, in the context of $k$-regular sequences the distinction between primitivity and positivity is somewhat blurred. This is tacitly done for substitutions, where one normally chooses an appropriate power $j$ such that $\mathcal{M}_j \equiv 0$, or equivalently, $\rho^j(a)$ contains all the letters of the alphabet $\mathcal{A}$, for all $a \in \mathcal{A}$. Hence we make the following definition.

**Definition 1.** We call a $k$-regular sequence $f$ *primitive* provided $f$ takes non-negative integer values, is not eventually zero, each of the $k$ digit matrices are non-negative and the matrix $\mathcal{B}$ is positive.

To state our result formally, we introduce some notation. Set 

$$\Sigma(n) := \sum_{m=k^n}^{k^{n+1}-1} f(m) \quad \text{and} \quad \mu_n := \frac{1}{\Sigma(n)} \sum_{m=0}^{k^n-1} f(k^n + m) \delta_{m/k^n(k-1)},$$

where $\delta_x$ denotes the unit Dirac measure at $x$. We can view $(\mu_n)_{n \in \mathbb{N}_0}$ as a sequence of probability measures on the 1-torus, the latter written as $\mathbb{T} = [0, 1)$ with addition modulo 1. Here, we have simply re-interpreted the (normalised) values of the sequence $(f(m))_{m \geq 0}$ between $k^n$ and $k^{n+1} - 1$ as the weights of a pure point probability measure on $\mathbb{T}$ supported on the set \{ $m/(k^n(k-1)) : 0 \leq m < k^n(k-1)$ \}.

With the above notation, Coons, Evans and Manibo [6, Thm. 2] proved that if $f$ is a positive integer-valued $k$-regular sequence, such that the spectral radius of $\mathcal{B}$ is the unique dominant eigenvalue of $\mathcal{B}$, then the pure point probability measures $\mu_m$ converge weakly to a continuous probability measure $\mu_f$ on $\mathbb{T}$. The measure $\mu_f$
is called the \textit{ghost measure} of \( f \), and its distribution function is called the \textit{ghost distribution} of \( f \).

As stated above, our main result connects the ghost distribution of a regular sequence to a self-affine set. Recall that an \textit{affine contraction} \( S : \mathbb{R}^n \to \mathbb{R}^n \) is a transformation of the form \( S(x) = T(x) + b \), where \( T \) is a linear contraction on \( \mathbb{R}^n \) representable as an \( n \times n \) matrix and \( b \in \mathbb{R}^n \). A finite family of affine contractions \( \mathcal{S} = \{ S_1, \ldots, S_m \} \), with \( m \geq 2 \), is called an \textit{iterated function system}, and the unique attractor (or invariant set) for an iterated function system of affine contractions is called a \textit{self-affine set}; see Falconer [13, Ch. 9] for details on iterated function systems over \( \mathbb{R}^n \).

\textbf{Theorem 2.} If \( f \) is a primitive \( k \)-regular sequence, then the graph of the ghost distribution of \( f \) is an affine transformation of a self-affine set.

This paper is organised as follows. In the next section, with the proof of Theorem 2 as a goal, we provide an explicit relationship between the solution of a dilation equation and the attractor of an iterated function system of affine contractions (Theorem 3). In that section, we use a classical geometric construction of a singular continuous function due to Salem [21] as a motivating example. Section 2 concludes with a general result (Theorem 7) that implies Theorem 2. In Section 3 we consider ‘Salem sequences’ as generalisations of standard missing digit sequences and provide a complete characterisation of their ghost measures; these sequences can be viewed as weighted generalisations of the standard middle-thirds Cantor set— their ghost distributions are generalisations of the Devil’s staircase. In Section 4, we apply our results to so-called ‘Zaremba sequences’, the \( 2 \)-dimensional \( k \)-regular sequences that encode the denominators of badly approximable numbers with \( k \) given partial quotients. In particular, we show that any nontrivial Zaremba ghost measure is singular continuous with respect to Lebesgue measure; that is, its distribution function has almost everywhere zero derivative. Finally, in the Concluding Remarks, we consider some subtleties of our approach and contrast a bit the Salem versus Zaremba sequences.

\section{Dilation equations, self-affine sets and ghost distributions}

In this section, we will prove Theorem 2 by providing a more general result (Theorem 7). To do this we provide an explicit relationship between the solution of a dilation equation and the attractor of an iterated function system of affine contractions. Since the growth properties of regular sequences are related to the norms of their digit matrices, before moving on to these tasks, we define the joint spectral radius of a finite set of matrices.

Throughout this paper, we let \( \rho(M) \) denote the spectral radius of the matrix \( M \) and denote the joint spectral radius of a finite set of matrices \( \mathcal{M} := \{ M_1, M_2, \ldots, M_\ell \} \) by

\[ \rho^*(\mathcal{M}) = \limsup_{n \to \infty} \max_{1 \leq i_0, i_1, \ldots, i_{n-1} \leq \ell} \| M_{i_0} M_{i_1} \cdots M_{i_{n-1}} \|^{1/n}, \]

where \( \| \cdot \| \) is any submultiplicative matrix norm—here, we will exclusively use the standard operator norm. This quantity was introduced by Rota and Strang [20] and has a wide range of applications. For an extensive treatment, see Jungers [18].

Throughout this paper, we assume that the spectral radius \( \rho = \rho(B) \) of \( B \) is the unique dominant eigenvalue of \( B \) (by ‘unique’ we implicitly mean ‘simple’ as well); for discussion of a more general treatment see Coons, Evans and Mañibo [6, Sec. 3]. Let \( \mathbf{v}_\rho \) is the \( d \times 1 \) eigenvector associated to \( \rho \). We define the vector-valued function
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Theorem 3. Let k ≥ 2 be an integer and f be a k-regular sequence such that
the spectral radius ρ = ρ(B) is the unique dominant eigenvalue of B and that
ρ(B) > ρ∗(B). Let F(x) be the solution of the dilation equation (2). Then the graph

F_f := \{(x, F(x)) : x \in [0,1]\} \subset [0,1]^{d+1}

of F(x) is a self-affine set. In particular, F_f is the attractor of the iterated function
system S_f = \{S_0, \ldots, S_{k-1}\} : [0,1]^{d+1} \to [0,1]^{d+1} where, for j \in \{0,1,\ldots,k-1\},
we have

S_j \begin{pmatrix} y_0 \\ \vdots \\ y_d \end{pmatrix} = \begin{pmatrix} 1/k & 0^{k-1}\times 1 \\ 0^{k-1}\times 1 & \rho^{-1} B_j \end{pmatrix} \begin{pmatrix} y_0 \\ \vdots \\ y_d \end{pmatrix} + \left( \sum_{a=0}^{j-1} \rho^{-1} B_a v_ρ \right).

Remark. While it is certainly known that one can iteratively construct solutions
of dilation equations, to the best of our knowledge, until now a general result like
Theorem 3 has not appeared in the literature. Note, also, that Theorem 3 is a two-
way correspondence, providing a way to go back and forth between iterated function
systems of contractions and solutions of dilation equations.

Before proving Theorem 3 and to entice a little why one may be interested in
such a relationship, we give an example of a regular sequence, and its related dilation
equation which has an explicit connection to a self-affine set considered by Salem.

In the early 1940s, Salem [21] gave a geometric construction of (the graphs of)
a family of strictly increasing singular continuous functions from [0,1] to [0,1].
Recall that a function is singular continuous provided it has almost everywhere zero
derivative. Here we consider Salem’s example, with parameter λ_0 = 2/5. In this case,
we denote Salem’s self-affine set by A_s, which is the unique attractor of the
iterated function system S_s = \{S_0, S_1\} : [0,1]^2 \to [0,1]^2, where

\begin{align*}
S_0 \begin{pmatrix} x \\ y \end{pmatrix} &= \begin{pmatrix} 1/2 & 0 \\ 0 & 2/5 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} \\
S_1 \begin{pmatrix} x \\ y \end{pmatrix} &= \begin{pmatrix} 1/2 & 0 \\ 0 & 3/5 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} + \begin{pmatrix} 1/2 \\ 2/5 \end{pmatrix}.
\end{align*}

Figure 2 shows how the attractor A_s is developed by iterating the system S_s starting
with the line segment joining (0,0) and (1,1) as a seed.

In the following proposition, we show that we can interpret the attractor A_s as the
restriction to [0,1] of the graph of the function F_s : \mathbb{R} \to \mathbb{R} satisfying

F_s(x) = \frac{2}{5} \cdot F_s(2x) + \frac{3}{5} \cdot F_s(2x-1), \quad \text{where} \quad F_s(x) = \begin{cases} 0 & x \leq 0 \\ 1 & x \geq 1 \end{cases}.

Proposition 4. Let F_s be the unique solution to the dilation equation (3). The set
\{\{x, F_s(x)\} : x \in [0,1]\} is the attractor A_s of Salem’s iterated function system S_s.

Proof. We write F_s := \{\{x, F_s(x)\} : x \in [0,1]\}, and want to show that S(F_s) = F_s.

As a first step, we note that (0,0) ∈ F_s so that this set is not trivially empty. Second,
where we take \((x)_2 = x_1 x_2 \cdots \in [0,1]\) and consider \((x, F_s(x))\). Now,

\[
S_0 \left( \frac{x}{F_s(x)} \right) = \begin{pmatrix} 1/2 & 0 \\ 0 & 2/5 \end{pmatrix} \begin{pmatrix} x \\ F_s(x) \end{pmatrix}
\]

\[
= \begin{pmatrix} x/2 \\ (2/5)F_s(x) \end{pmatrix} = \begin{pmatrix} .0x_1 x_2 \cdots \\ (2/5)F_s(x) \end{pmatrix} = \begin{pmatrix} y \\ (2/5)F_s(2y) \end{pmatrix},
\]

where \(y := .0x_1 x_2 \cdots\), so \(x = 2y\). Note that \(y \in [0,1/2]\). Thus \(2y - 1 \leq 0\), so \(\not\exists\) gives that

\[
\frac{2}{5} \cdot F_s(2y) = \frac{2}{5} \cdot F_s(2y) + \frac{3}{5} \cdot F_s(2y - 1) = F_s(y),
\]

and so \(S_0(F_s) \subseteq F_s\). Similarly,

\[
S_1 \left( \frac{x}{F_s(x)} \right) = \begin{pmatrix} 1/2 & 0 \\ 0 & 3/5 \end{pmatrix} \begin{pmatrix} x \\ F_s(x) \end{pmatrix} + \begin{pmatrix} 1/2 \\ 2/5 \end{pmatrix}
\]

\[
= \begin{pmatrix} x/2 + 1/2 \\ (3/5)F_s(x) + 2/5 \end{pmatrix} = \begin{pmatrix} .1x_1 x_2 \cdots \\ (3/5)F_s(x) + 2/5 \end{pmatrix}
\]

\[
= \begin{pmatrix} w \\ (3/5)F_s(2w - 1) + 2/5 \end{pmatrix},
\]

where \(w := .1x_1 x_2 \cdots\), so \(x = 2w - 1\). Note that \(w \in [1/2,1]\). Thus \(2w \geq 1\), so \(\not\exists\) gives that

\[
\frac{2}{5} \cdot F_s(2w - 1) = \frac{2}{5} \cdot F_s(2w) + \frac{3}{5} \cdot F_s(2w - 1) = F_s(w),
\]

and so \(S_1(F_s) \subseteq F_s\), thus \(S_s(F_s) \subseteq F_s\). To complete the proof, we need only note that the reverse inclusion follows by using the above equalities backwards. \(\square\)

The proof of the general result follows mutatis mutandis.

**Proof of Theorem** \[\text{Proposition} \] above. To this end, let \((x)_k = x_1 x_2 \cdots \in [0,1]\) and consider \((x, F(x))\). For \(j \in \{0, \ldots, k - 1\}\), we have

\[
S_j \left( \frac{x}{F(x)} \right) = \begin{pmatrix} 1/k & 0^{j \times (k-1)} \\ 0^{(k-1) \times 1} & \rho^{-1} \mathbf{B}_j \end{pmatrix} \begin{pmatrix} x \\ F(x) \end{pmatrix} + \begin{pmatrix} j/k \\ \sum_{a=0}^{j-1} \rho^{-1} \mathbf{B}_a \mathbf{v}_\rho \end{pmatrix}
\]

\[
= \begin{pmatrix} x/k + j/k \\ \rho^{-1} \mathbf{B}_j F(x) + \sum_{a=0}^{j-1} \rho^{-1} \mathbf{B}_a \mathbf{v}_\rho \end{pmatrix}
\]

\[
= \begin{pmatrix} jx_1 x_2 \cdots \\ \rho^{-1} \mathbf{B}_j F(k(jx_1 x_2 \cdots - j) + \sum_{a=0}^{j-1} \rho^{-1} \mathbf{B}_a \mathbf{v}_\rho) \end{pmatrix}.
\]
To finish the proof, it is enough to show that
\begin{equation}
F(jx_1x_2 \cdots) = \rho^{-1} B_j F(k(jx_1x_2 \cdots) - j) + \sum_{a=0}^{j-1} \rho^{-1} B_a v_p.
\end{equation}

We compute \( F(jx_1x_2 \cdots) \) using \([2]\). Since \( y := jx_1x_2 \cdots \in [0,1] \), we have that \( ky - a \geq 1 \) for \( a \in \{0, \ldots, j-1\} \), and \( ky - a \leq 0 \) for \( a \in \{j+1, \ldots, k-1\} \). Thus, for this \( y \), using the definition of \( F(x) \) outside of \((0,1)\), we have \( F(ky - a) = F(1) = v_p \), for \( a \in \{0, \ldots, j-1\} \), and \( F(ky - a) = 0 \), for \( a \in \{j+1, \ldots, k-1\} \). Thus
\[
F(y) = \sum_{a=0}^{k-1} \rho^{-1} B_a F(ky - a)
= \sum_{a=j+1}^{k-1} \rho^{-1} B_a F(ky - a) + \rho^{-1} B_j F(ky - j) + \sum_{a=0}^{j-1} \rho^{-1} B_a F(ky - a)
= 0 + \rho^{-1} B_j F(ky - j) + \sum_{a=0}^{j-1} \rho^{-1} B_a F(1)
= \rho^{-1} B_j F(ky - j) + \rho^{-1} B_j v_p,
\]
which shows that \( S_f(F_1) \subseteq F_f \). Again, as in the proof of Proposition \([4]\) the reverse inclusion follows using the above equalities in the reverse direction. \(\square\)

In our context, one can make an interesting addition to the above attractor-dilation equation relationship—\(\ast\) regular sequence associated to the digit matrices. We can do this with the above example of Salem \([21]\) as follows.

**Definition 5.** Let \( k \geq 2 \) be a positive integer. We call a 1-dimensional nonnegative regular sequence \( f \) a Salem sequence and refer to the digit matrices of a Salem sequence simply as digits.

For example, the Salem attractor \( A_s \) is related to the 2-regular Salem sequence \( s = (s(n))_{n \geq 0} \) given by \( s(n) = \ell_{s_0(n)}^{s_1(n)} \), where \( s_0(n) \) and \( s_1(n) \) counts the number of zeros and ones, respectively, in the binary expansion of \( n \)—the careful reader will notice the use of the subscript \( s \) in the above discussion of Salem’s iterated function system. Here, the ghost distribution of \( s \) is exactly the solution, \( F_s \), of the dilation equation \([3]\). In general, the relationship between the ghost distribution and the solution of the dilation equation is slightly more complicated. A recent result, recorded below, makes this relationship between the regular sequence, the dilation equation and the attractor explicit; see Theorem 5 and its proof in Coons, Evans and Mañibo \([5]\).

**Theorem 6** (Coons, Evans and Mañibo). Let \( k \geq 2 \) be an integer and \( f \) be a \( k \)-regular sequence. Suppose that the spectral radius \( \rho(B) \) is the unique dominant eigenvalue of \( B \), that
\[
\rho = \rho(B) > \rho^*(\{B_0, \ldots, B_{k-1}\}) := \rho^*,
\]
that for \( n \) large enough \( \Sigma(n) \neq 0 \) and that the asymptotical behaviour of \( \Sigma(n) \) is determined by \( \rho(B) \). Then
\begin{equation}
\mu_f([0, x]) = \frac{e_1^T \left( F\left(\frac{1+(k-1)x}{k}\right) - F\left(\frac{1}{2}\right)\right)}{e_1^T \left( F(1) - F\left(\frac{1}{2}\right)\right)}.
\end{equation}
Remark. Recall from the definition of a $k$-regular sequence that the $\mathbb{Q}$-vector space $V_k(f)$ generated by the $k$-kernel is generated by the set $\{f_1, \ldots, f_d\}$, where we have set $f_1 := f$. From the solution $F(x)$, one can in fact recover the ghost distributions for all $f_i$ by looking at the $i$th coordinate of $F(x)$, which can be achieved by replacing $e_1^T$ with $e_i^T$ in Eq. (5). In the special case when $f$ is primitive, it follows from [6, Thm. 1] that the ghost measures associated to each $f_i$ are the same, and hence it suffices to consider $f_1$ in this setting.

Combining Theorem 6 with Theorem 3, we have the following result, which immediately implies Theorem 2.

**Theorem 7.** Let $k \geq 2$ be an integer and $f$ be a $k$-regular sequence. Suppose that the spectral radius $\rho(B)$ is the unique dominant eigenvalue of $B$, that $\rho := \rho(B) > \rho^* \{B_0, \ldots, B_{k-1}\} =: \rho^*$, that for $n$ large enough $\Sigma(n) \neq 0$ and that the asymptotical behaviour of $\Sigma(n)$ is determined by $\rho(B)$. Then the ghost distribution of $f$ is an affine transformation of a self-affine set.

**Proof.** We have two cases depending on the distinctness of the digit matrices of $f$. Firstly, if all of the digit matrices are equal, then the sequence $f$ is constant between powers of $k$, and so the ghost measure is just standard Lebesgue measure, whose distribution function is clearly self-affine. Secondly, suppose the digit matrices of $f$ are not all equal. Combining the result of Theorem 3—that the solution of the related dilation equation is self-affine—we obtain the desired conclusion noting that the relationship in (5) gives that the ghost distribution is the affine image of a solution of a dilation equation.

\[ \square \]

3. CHARACTERISATION OF 1-DIMENSIONAL GHOST DISTRIBUTIONS

In this section, we characterise the spectral type of the ghost measures of 1-dimensional regular sequences, that is, the Salem sequences.

It is clear that if the digits (nonnegative integers) of a nonzero Salem sequence are all equal then the resulting ghost measure is precisely Lebesgue measure, whose distribution function is clearly self-affine. The result is quite different when the digits are not all equal. Indeed, Salem [21] showed that the ghost distributions of positive 2-regular Salem sequences whose two digits are not equal are singular continuous. The main result of this section is the following proposition.

**Proposition 8.** Let $f$ be a $k$-regular Salem sequence with digits $b_0, b_1, \ldots, b_{k-1}$ that are not all equal. Then

(a) If only $b_0$ is nonzero, then the ghost measure is the zero measure.

(b) If only one of the digits is nonzero, and $b_0 = 0$, then the ghost measure is pure point.

(c) If more than one of the digits is nonzero, then the ghost measure is singular continuous.

**Proof.** Parts (a) and (b) are straightforward. If $b_0$ is the only nonzero digit, then since all base expansions of positive integers start with a digit other than zero, the Salem sequence is the zero sequence, and so its measure is the zero measure; this proves (a). If only one of the digits is nonzero, say $b_j$ with $j \neq 0$, then the ghost measure is supported on the single number in $[0,1]$ whose $k$-ary expansion is $0.jjjjj\cdots$, so that the ghost measure is equal to the delta measure $\delta_{j/(k-1)}$; this proves (b).

\[ ^1 \text{In this paper, we have assumed that regular sequences are integer-valued. In general, this is not necessary. In particular, Proposition 8 holds for Salem sequences with nonnegative real digits.} \]
Case (c) breaks into two cases. The first is also straightforward—the case that one of the digits is zero. For if one of the digits is zero and at least two are not zero, then the ghost measure is supported on an uncountable set of measure zero: the set of numbers in $[0,1]$ whose $k$-ary expansions contain only the $k$-ary digits $j$ with $b_j \neq 0$.

Thus we can suppose that none of the $b_j$ are zero. Using Theorem 2 to show that the ghost measure is singular continuous it is enough to show that the associated Salem attractor, or solution to the related dilation equation, provided for in Theorem 3 is singular continuous; that is, the attractor of the iterated function system $S := \{S_0, \ldots, S_{k-1}\}$ with

$$S_j(x, y) = \left(\frac{1}{k} \begin{bmatrix} \frac{1}{k} & 0 \\ b_j/b \end{bmatrix} x + \sum_{a=0}^{j-1} b_a/b \right),$$

where $b := b_0 + b_1 + \cdots + b_{k-1}$. We write the points of the attractor as $(x, S(x))$, and note that $S(x)$ is the solution to the dilation equation

$$S(x) = \frac{1}{b} \sum_{a=0}^{k-1} b_a \cdot S(kx - a), \quad \text{where} \quad S(x) = \begin{cases} 0 & x \leq 0 \\ 1 & x \geq 1 \end{cases}.$$  

See Figure 2 for a plot of both the Salem attractor and ghost distribution for the case $k = 2$ and $(b_0, b_1) = (2, 3)$; the grey boxes illustrate Theorem 6.

We use an old argument of Salem involving simply normal numbers. Recall that a real number $x$ is simply normal to the base $k$, provided each $k$-ary digit occurs in its base expansion with frequency $1/k$, and that Lebesgue-almost all numbers in $[0,1]$ are simply normal. Let $x \in [0,1]$ be a simply normal number with base-$k$ expansion $(x)_k = 0.x_1x_2x_3\cdots$. Note that for such $x$ and any $j \in \{0, 1, \ldots, k-1\}$, we have that the number of $x_i = j$ with $i$ up to $n$ is $n/k + o(n)$. Now, for each $n \geq 1$, set

$$y_n = x + \frac{b_{n+1}}{k^{n+1}}, \quad \text{where} \quad b_{n+1} = \begin{cases} 1 & \text{if } x_{n+1} = 0 \\ -1 & \text{otherwise.} \end{cases}$$

The first $n$ digits in the $k$-ary expansion of $y_n$ agree with those of $x$, thus

$$\frac{|S(x) - S(y_n)|}{x - y_n} < k^{n+1}(b_{x_1}/b)(b_{x_2}/b)\cdots(b_{x_n}/b) \leq \left(\frac{k}{b} \prod_{j=0}^{k-1} b_j^{1/k}\right)^n \cdot k \cdot \left(\prod_{j=0}^{k-1} b_j\right)^{|r(n)|},$$

where $|r(n)| = o(n)$ as $n \to \infty$. Also, since $S$ is continuous and increasing, the derivative of $S$ exists almost everywhere. To finish our proof, it is enough to invoke the arithmetic-geometric mean inequality, to see that

$$\frac{k}{b} \prod_{j=0}^{k-1} b_j^{1/k} < \left(\frac{b_0 + b_1 + \cdots + b_{k-1}}{k}\right) = 1,$$

so that $|S(x) - S(y_n)|/(x - y_n) \to 0$ as $n \to \infty$. \hfill\Box

The careful reader acquainted with so-called ‘missing-digit’ sets, such as the middle-third Cantor set, may recognise that the ghost measures of Salem sequences are precisely the generalisation of standard mass distributions supported on missing-digit sets. For example, the standard Cantor measure, supported on real numbers $x \in [0,1]$ with a ternary expansion not containing the digit 1, is the ghost measure of the 3-regular Salem sequence with $(b_0, b_1, b_2) = (1, 0, 1)$. Unlike with standard missing-digit distributions, corresponding to choosing only the digits zero or one for our Salem sequence construction, in our context we can choose different weights,
Figure 2. The 2-regular Salem ghost distribution with \((b_0, b_1) = (2, 3)\) (right) is an affine image of a section of the related Salem attractor (left).

which then, by Proposition\(8\) give new singular continuous distributions; see Figure\(3\) for the standard Cantor distribution (the Devil’s staircase) and two Salem sequence variants.

Figure 3. The Devil’s staircase (left)—the ghost distribution of the standard Cantor middle-thirds set—along with the ghost distributions of the 3–regular Salem sequences with digits \((b_0, b_1, b_2)\) equal to (1, 0, 2) (middle) and (2, 0, 1) (right).

Remark. It is interesting to note that the Cantor distribution was one of the first examples of a singular continuous function, while Salem’s contribution was “to give simple, direct constructions of strictly increasing singular functions.” While at the time these seemed to be very different ideas, our definition of the Salem sequence shows in fact that these are just two examples of the same phenomenon.

4. Singular continuity of Zaremba’s ghost distributions

For all \(x \in (0, 1)\) we write the ordinary continued fraction expansion of \(x\) as \(x = [a_1, a_2, a_3, \ldots]\), where the positive integers \(a_1, a_2, a_3, \ldots\), are the partial quotients of \(x\). The convergents of the number \(x\) are the rationals \(p_n/q_n := [a_1, \ldots, a_n]\) and can be computed using the well-known relationship

\[
\begin{pmatrix}
a_n & 1 \\
1 & 0
\end{pmatrix}
\cdots
\begin{pmatrix}
a_2 & 1 \\
1 & 0
\end{pmatrix}
\begin{pmatrix}
a_1 & 1 \\
1 & 0
\end{pmatrix} = \begin{pmatrix}
q_n & p_n \\
q_{n-1} & p_{n-1}
\end{pmatrix}
\]
See the monograph “Neverending Fractions” by Borwein, van der Poorten, Shallit and Zudilin [2] for details and properties regarding continued fractions. Denote by $D_k$ the set of denominators of convergents of real numbers $x \in (0, 1)$ all of whose partial quotients are bounded above by $k$. Zaremba [23] conjectured that there is a positive integer $k$ such that $D_k = \mathbb{N}$. Bourgain and Kontorovich [3] proved that the set of denominators $D_{50}$ has full density in $\mathbb{N}$; this was improved by Huang [16] and Jenkinson and Pollicott [17], who proved the analogous result for $D_5$.

In this section, we study ghost measures of the so-called Zaremba sequences; see Coons [4] for more details on these sequences and results relating to their power series generating functions. For the purposes of this section, we call the $k$-regular sequence $z_k$ a $k$-Zaremba sequence provided it has linear representation (1) satisfying $w = (1 \ 0)$ and

$$B_i = \left( \begin{array}{cc} i+1 & 1 \\ 1 & 0 \end{array} \right), \text{ for } i = 0, 1, \ldots, k-1.$$  

Note that the sequence $z_k$ is an ordering of the set $D_k$. In this way, Zaremba’s conjecture can be stated as a spectral question about $z_k$; in particular, is there an integer $k$ such that $z_k$ takes all integer values? Of course, in this paper we are not focusing on Zaremba’s conjecture, but on the nature of the related ghost measure and ghost distribution. See Figure 4 for a plot of the 2-Zaremba ghost distribution and its related attractor.

![Figure 4](image)

**Figure 4.** The 2-Zaremba ghost distribution (right) is an affine image of a section of the related 2-Zaremba attractor (left).

A result of Coons, Evans and Mañibo [6, Thm. 6] applies to give that the ghost measure of $z_k$ is continuous. The main result of this section is to show that this distribution is singular.

**Theorem 9.** The ghost measure of the Zaremba sequence $z_k$ is singular continuous.

Theorem 9 is an immediate consequence of the following more general result.

---

2Of course, it would be extremely interesting if one could pull out a result on the values of $z_k$ by examining its ghost distribution... It does seem likely that if the ghost distribution of a regular sequence is not continuous, then the sequence would not take all integer values.
**Theorem 10.** Let $k \geq 2$ be an integer and $f$ be a nonnegative $k$-regular sequence. Suppose that the spectral radius $\rho(B)$ is the unique dominant eigenvalue of $B$, that $\rho = \rho(B) > \rho^*(\{B_0, \ldots, B_{k-1}\}) = \rho^*$, that for $n$ large enough $\Sigma(n) \neq 0$ and that the asymptotical behaviour of $\Sigma(n)$ is determined by $\rho(B)$. If

$$\prod_{j=0}^{k-1} ||B_j||^{1/k} < \frac{\rho}{k},$$

then the ghost measure of $f$ is purely singular continuous.

**Proof.** Since the ghost distribution of such a sequence is an affine transformation of a related attractor, it is enough to prove that this attractor is singular continuous. Note also that since $f$ is nonnegative, its ghost distribution and attractor are both increasing functions on $[0,1]$, and so of bounded variation. Thus they are almost everywhere differentiable.

Denote the points of the curve defined by the first two coordinates of the solution of the related dilation equation or attractor by $(x, S(x))$. As in the proof of Theorem 8 above, we let $x \in [0,1]$ be a simply normal number with base-$k$ expansion

$$(x)_k = 0.x_1x_2x_3 \cdots .$$

We remind the reader that for such $x$ and any $j \in \{0, 1, \ldots, k-1\}$, we have that the number of $x_i = j$ with $i$ up to $n$ is $n/k + o(n)$. Now, for each $n \geq 0$, set

$$y_n = x + \frac{b_{n+1}}{k^{n+1}}, \quad \text{where} \quad b_{n+1} = \begin{cases} 1 & \text{if } x_{n+1} = 0 \\ -1 & \text{otherwise.} \end{cases}$$

The first $n$ bits in the binary expansion of $y_n$ agree with those of $x$, thus

$$\left| \frac{S(x) - S(y_n)}{x - y_n} \right| < k^{n+1} \cdot \frac{\epsilon^T (\rho^{-1}B_{x_1})(\rho^{-1}B_{x_2}) \cdots (\rho^{-1}B_{x_n})v_\rho}{\epsilon^T v_\rho}$$

$$< (k\rho^{-1})^n \cdot \prod_{j=0}^{k-1} ||B_j||^{1/k} \cdot k \cdot \epsilon^T v_\rho$$

$$\leq \left( k\rho^{-1} \prod_{j=0}^{k-1} ||B_j||^{1/k} \cdot k \cdot \epsilon^T v_\rho \right)^{|r(n)|} \prod_{j=0}^{k-1} ||B_j||^{1/k}^{|r(n)|},$$

where $|r(n)| = o(n)$ as $n \to \infty$, and, as it is throughout this paper, $\| \cdot \|$ is the operator norm for a matrix and the standard Euclidean norm for a vector. But since we have assumed that (6) holds, there is a constant $c < 1$ such that

$$\left| \frac{S(x) - S(y_n)}{x - y_n} \right| < c^n \cdot k \cdot \epsilon^T v_\rho \left( \prod_{j=0}^{k-1} ||B_j||^{1/k} \right)^{|r(n)|} = o(1).$$

Since the derivative of $S(x)$ exists almost everywhere, by the above, it is is zero for Lebesgue-almost all $x \in [0,1]$; that is, $S(x)$, and therefore $\mu_{z_k}([0,x])$, is singular continuous. \hfill \square

Recall that

$$\rho = \rho(B) = \rho(B_0 + B_1 + \cdots + B_{k-1}) \leq \|B_0 + B_1 + \cdots + B_{k-1}\|.$$
which is exactly the arithmetic-geometric mean inequality for the operator norm of matrices. That is, (6) is a strong version of the arithmetic-geometric mean inequality (recall that our assumptions imply that the $B_i$ are not all equal). As we shall see, in the case of the Zaremba sequence $z_k$ such an inequality holds.

**Proof of Theorem 9.** Since the matrices

$$B_i = \begin{pmatrix} i + 1 & 1 \\ 1 & 0 \end{pmatrix},$$

for the Zaremba sequence are all symmetric and nonnegative, we have that the operator norm is equal to the largest eigenvalue. Thus

$$\|B_i\| = \frac{i + 1 + \sqrt{(i+1)^2 + 4}}{2} \quad \text{and} \quad \rho = \frac{k(k+1)}{4} + k\sqrt{(k+1)^2 + 16}.$$

Since $k \geq 2$, we have

$$\prod_{i=0}^{k-1} \|B_i\|^{1/k} = \frac{1}{2} \prod_{i=1}^{k} \left( i + \sqrt{i^2 + 4} \right)^{1/k} < \frac{(k+1) + \sqrt{(k+1)^2 + 16}}{4} = \frac{\rho}{k}.$$

An application of Theorem 10 finishes the proof. \qed

Note that (6) does not hold in general. It is not even true for strictly positive symmetric matrices. For a counterexample, note that

$$\left\| \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} \right\|^{1/2} \left\| \begin{pmatrix} 2 & 1 \\ 1 & 1 \end{pmatrix} \right\|^{1/2} = \left( 3 + \sqrt{5} \right)^{1/2} > 2.288 > \frac{5 + \sqrt{17}}{4} = \frac{1}{2} \cdot \rho \left( \begin{pmatrix} 3 & 2 \\ 2 & 2 \end{pmatrix} \right).$$

Singularity criteria which depend on scaling inequalities like in Theorem 10 are prevalent in spectral theory. As an example, for a primitive substitution with inflation factor $\theta$, if the associated Lyapunov exponent $\chi$ is strictly less than $\log \sqrt{\theta}$, the spectrum of the system is purely singular.

Note that from the matrix semigroup $\langle B \rangle$, under some natural assumptions on the matrices $B_i$, one can associate to it a Lyapunov exponent $\chi_B$ given by

$$\chi_B = \lim_{n \to \infty} \frac{1}{n} \log \|B_{i_{n-1}} \cdots B_{i_0}\|,$$

which, by the seminal result of Furstenberg and Kesten [15], exists and is constant for almost every sequence $(i_n)_{n \geq 0} \in \Sigma = \{0, \ldots, k-1\}^\mathbb{N}$. Trivially, $e^{\chi_B} \leq \rho^*$. Another sufficient condition for the singularity of the ghost measure is that $\chi_B < \log(\rho/k)$. We note, however, that Lyapunov exponents are difficult to compute in general—the conditions in Theorem 10 are comparatively easier to verify for concrete examples.

5. **Concluding remarks**

In this paper, we connected the ghost measure of a regular sequence to an attractor of an iterated function system of affine contractions. We then proved that certain ghost measures are singular continuous by showing that the related attractor is a singular continuous curve. Our results rested on the set of given digit matrices satisfying a strong version of the arithmetic-geometric mean inequality; see inequality (6). This is used to show that, in the fundamental region $[k^m, k^{m+1})$, most values of a regular sequence are smaller than the average value of the sequence. This means that there are only a small number of values that are pushing up the average. In fact, it is not hard to show that the maximal values of a regular sequence have density zero in each fundamental region.

The following proposition is a generalisation of a result of Coons and Spiegelhofer [7, Prop. 2.3.20] originally proved in the special case where $f$ is the Stern sequence.
GHOST DISTRIBUTIONS OF REGULAR SEQUENCES ARE SELF-AFFINE

Proposition 11. Let $k \geq 2$ be an integer and $f$ be a $k$-regular sequence. Suppose that the spectral radius $\rho(B)$ is the unique dominant eigenvalue of $B$, that $\rho = \rho(B) > \rho^* = \rho/k$, that for $n$ large enough $\Sigma(n) \neq 0$ and that the asymptotical behaviour of $\Sigma(n)$ is determined by $\rho(B)$. For each $m \geq 0$, let $g_m$ be the function defined on $[0, 1]$ by

$$g_m(x) = \frac{1}{(\rho^*)^m} \cdot f(k^m + \lfloor k^m(k-1)x \rfloor).$$

The sequence $\{g_m(x)\}_{m \geq 0}$ of functions converges to zero for $\lambda$-almost all $x$ in $[0, 1]$.

Proof. By assumption, the sum of $f$ over the interval $[k^m, k^{m+1})$ is asymptotic to $c_1 \rho^m$ for some $c_1 > 0$. Set $M_m := \max_{n \in [k^m, k^{m+1})} f(n)$. To prove the proposition, we need to show that there are exponentially few integers $n$ in $[k^m, k^{m+1})$ such that $f(n) \geq \epsilon M_m$, for any given $\epsilon > 0$. By the nonnegativity of $f$, the number $N$ of such integers satisfies $N \leq c_1 \rho^m$, therefore

$$N \ll \frac{c_1 \rho^m}{(M_m \epsilon)} \ll \rho^m / \epsilon.$$

Since $\rho^* > \rho/k$, there are exponentially few integers $n$ such that $f(n)$ is large; in particular, there is a $K < 1$ such that $\lambda(\{x \in [0, 1] : g_m(x) \geq \epsilon\}) \leq K^m / \epsilon$. It follows that

$$\lambda(\{x \in [0, 1] : \exists m \geq M \text{ such that } g_m(x) \geq \epsilon\})$$

$$= \lambda\left(\bigcup_{m \geq M} \{x \in [0, 1] : g_m(x) \geq \epsilon\}\right) \leq \sum_{m \geq M} \lambda(\{x \in [0, 1] : g_m(x) \geq \epsilon\})$$

$$\leq \frac{1}{\epsilon} \sum_{m \geq M} K^m = \frac{1}{\epsilon} \cdot \frac{K^M}{1 - K}.$$

Thus

$$\lambda(\{x \in [0, 1] : g_m(x) < \epsilon \text{ for all } m \geq M\}) \geq 1 - \frac{1}{\epsilon} \cdot \frac{K^M}{1 - K},$$

so that

$$1 = \lambda\left(\bigcup_{M \geq 1} \{x \in [0, 1] : g_m(x) < \epsilon \text{ for all } m \geq M\}\right) = \lambda(A_\epsilon),$$

where $A_\epsilon = \{x \in [0, 1] : \exists M \geq 1 \text{ such that } g_m(x) < \epsilon \text{ for all } m \geq M\}$. Therefore

$$\lambda(\{x \in [0, 1] : g_m(x) \to 0 \text{ as } m \to \infty\}) = \lambda\left(\bigcap_{\epsilon > 0} A_\epsilon\right) = \lambda\left(\bigcap_{n \geq 1} A_{1/n}\right) = 1. \quad \square$$

The following result is an immediate corollary.

Corollary 12. For Lebesgue-almost all $(x)_{2} = 0, x_1 x_2 x_3 \cdots \in [0, 1]$, we have

$$\lim_{n \to \infty} \frac{1}{(\rho^*)^n} \cdot \|B_{x_1} B_{x_2} \cdots B_{x_n}\| = 0.$$
As a final comment, we draw the reader to the similarities of the ghost distributions of the Salem sequence with digits \((b_0, b_1) = (2, 3)\) and the Zaremba sequence \(z_2\); see Figure 5. Of course, even a very careful reader could look at the two distributions in Figure 5 and believe them the same—such a reader may be forgiven. In fact, these curves are remarkably close to one another—note the scale on the graphs. Their difference is plotted as a function of \(x\) in Figure 6 (right) alongside the difference of their associated attractors (left). Exact agreement occurs at the points \((0, 0)\), \((1/2, 2/5)\) and \((1, 1)\) by design, and there appears to be two more points of equality, roughly at \(x = 5/12\) and \(x = 2/3\).

**Figure 5.** The ghost distributions of the 2-regular Salem sequence with \((b_0, b_1) = (2, 3)\) (left) and the Zaremba sequence \(z_2\) (right), which, while different, look remarkably similar to the naked eye.

**Figure 6.** The difference between the first coordinates of the dilation equation solutions (left) and the ghost measures (right) of the 2-regular Salem sequence with \((b_0, b_1) = (2, 3)\) and the Zaremba sequence \(z_2\) (Salem minus Zaremba).
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