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Abstract

Some of Philippe Flajolet’s combinatorial contributions that he wrote between 1976 and 1995, say, are described. In most of Flajolet’s papers, asymptotic/analytic considerations play a major role. To be true to the spirit of the journal ECA, the emphasis is on the combinatorial part.
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1. Introduction

Philippe Flajolet (1948–2011) was, among many other things, a very powerful combinatorialist. In 1998, on the occasion of his 50th birthday, a paper with the title Philippe Flajolet’s research in Combinatorics and Analysis of Algorithms was published [27]. An attempt was then made to be as complete as possible and say at least of few words about all his works. Here, the approach is different: a few prominent themes will be discussed in more detail. They were all very influential and highly cited, and were written in Flajolet’s younger years. The author had the privilege to follow the development of these papers when they were written, and they were all studied back in Vienna with interested students.

Flajolet, after a few years in Logic and Linguistics, moved around 1976 to the Analysis of Algorithms; if I am not mistaken, Jean Vuillemin brought the problem about the register-function (Horton-Strahler numbers) to him. After that, Flajolet wrote a series of very powerful papers, and they proved how strong he was as a problem solver. Typically, his papers have a combinatorial first part with an asymptotic analysis part to follow. In the spirit of this journal, we concentrate on the combinatorial part. In France, at the period, there was M. P. Schützenberger as a very influential figure, and, following him, it was not uncommon for young French researchers to deal with power series, words, trees, lattice paths, and so on. The use of power series was, however, more of a formal type, and even involved non-commuting variables.

Flajolet told me on several occasions that Comtet’s book [3] was one of his early inspirations, and he liked the example-driven presentation. His asymptotic methods are not so easy to trace: certainly, some early contact with A. Odlyzko played a role, and what was then often nick-named à la Odlyzko later became singularity analysis of generating functions [16]. One of his favorite methods was the Mellin transform that, according to his own words, he picked up from Rainer Kemp [13], but under the name Gamma function method. However, he quickly read parts of Doetsch’s book [6] on integral transforms. He also had a strong liking of Ramanujan and loved Hardy’s book [22].

Later in life, Flajolet became more of a systematic theory-builder and concentrated more on (complex) analysis than on combinatorics. Much of his legacy can be found in his book (with Sedgewick) Analytic Combinatorics [21].

This historic paper tries to emphasize his earlier years and some of his combinatorial results. From a personal perspective, the years 1980–1995 were the ones where I learnt most from him, and that is the period that will be described here in some way.

Several topics, like continued fractions, generation of combinatorial objects, Boltzmann samplers, urn models etc. could not be discussed.
2. Register function (Horton-Strahler numbers)

Flajolet’s research on the register function of binary trees as published in the final article [9] was his first work in the analysis of algorithms. This problem is nontrivial but manageable, and one can learn a lot while working on it. As in most of Flajolet’s work, the first part is of a combinatorial nature, while the second deals more with the asymptotic evaluation.

The problem deals with binary trees (counted by Catalan numbers) and the parameter reg, which associates to each binary tree (which is used to code an arithmetic expression, with data in the leaves and operators in the internal nodes) the minimal number of extra registers that is needed to evaluate the tree. The optimal strategy is to evaluate difficult subtrees first, and use one register to keep its value, which does not hurt, if the other subtree requires less registers. If both subtrees are equally difficult, then one more register is used, compared to the requirements of the subtrees.

There is a recursive description of this function: \( \text{reg}(\square) = 0 \), and if tree \( t \) has subtrees \( t_1 \) and \( t_2 \), then

\[
\text{reg}(t) = \begin{cases} 
\max\{\text{reg}(t_1), \text{reg}(t_2)\} & \text{if reg}(t_1) \neq \text{reg}(t_2), \\
1 + \text{reg}(t_1) & \text{otherwise}.
\end{cases}
\]

The register function is also known as Horton-Strahler numbers in the study of the complexity of river networks. The original papers are [23, 31]; since then many papers have been written on the subject. The recursive description attaches numbers to the nodes, starting with \( 0 \)’s at the leaves and then going up; the number appearing at the root is the register function of the tree.

\[
\text{reg}(t) = \begin{cases} 
\max\{\text{reg}(t_1), \text{reg}(t_2)\} & \text{if reg}(t_1) \neq \text{reg}(t_2), \\
1 + \text{reg}(t_1) & \text{otherwise}.
\end{cases}
\]

Let \( \mathcal{T}_p \) denote the family of trees with register function \( p \), then one gets immediately from the recursive definition:

\[
\mathcal{T}_p = \mathcal{T}_{p-1} + \mathcal{T}_{p-1} \sum_{j<p} \mathcal{T}_j + \mathcal{T}_p \sum_{j<p} \mathcal{T}_j \mathcal{T}_p
\]

Later in life, Flajolet would write such symbolic equations in a linearized form. In terms of generating functions, these equations read as

\[
R_p(z) = zR_{p-1}(z) + 2zR_p(z) \sum_{j<p} R_j(z) = \frac{1 - u^2}{u} \frac{u^{2p}}{1 - u^{2p+1}} \quad \text{with} \quad z = \frac{u}{(1 + u)^2};
\]

the variable \( z \) is used to mark the size (i.e., the number of internal nodes) of the binary tree. The substitution into the \( u \)-world originated in an important paper by de Bruijn, Knuth, and Rice [3].

The explicit formula for \( R_p(z) \) can be proved by induction. This was of course not the way it was found. Nowadays, with computer algebra, from a list of the first few values of \( R_p(z) \), expressed in the variable \( u \), one would quickly guess the formula.

 Explicit forms for \([z^n]R_p(z)\), the number of binary trees of size \( n \) with register function \( p \), are available via contour integration (always around a small circle around the origin):

\[
[z^n]R_p(z) = \frac{1}{2\pi i} \oint_{c=0} \frac{dz}{z^{n+1}} \frac{1 - u^2}{u} \frac{u^{2p}}{1 - u^{2p+1}} = [u^n](1 + u)^{2n+2}(1 - u) \frac{1 - u^2}{(1 + u)^2} \frac{u^{2p}}{1 - u^{2p+1}}.
\]

From this, the average value of the register function of a random binary tree with \( n \) nodes can be computed:

\[
[z^n] \sum_{p \geq 1} pR_p(z) = \sum_{k \geq 1} v_2(k) \left[ \frac{2n}{n + 1 - k} - 2 \frac{2n}{n - k} + \frac{2n}{n - 1 - k} \right] \quad (1)
\]
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with \( v_2(k) \) being the number of trailing zeroes in the binary representation of \( k \). This is an interesting number theoretic quantity described by the recursive rules \( v_2(2k) = 1 + v_2(k), \) \( v_2(2k + 1) = 0, \) \( v_2(1) = 0 \). Let \( S_2(n) \) be the sum-of-digits function of \( n \) in the binary number system. Then \( S_2(n) - S_2(n - 1) = 1 - v_2(n) \), and by telescoping \( S_2(n) = n - \sum_{k<n} v_2(k) \). A further summation leads to a result by Delange \( 5 \), published just before Flajolet’s work on the register function was begun: \( \sum_{m<n} S_2(m) = \frac{1}{2} \log_2 n + n F(\log_2 n) \), where \( F(x) \) is a continuous periodic function of period 1 with known Fourier coefficients. Using Abel’s partial summation twice on \([z^n]R_p(z)\), one gets eventually:

The average number of registers to evaluate a binary tree with \( n \) nodes is asymptotically given by

\[
\log_4 n + D(\log_4 n) + o(1)
\]

with

\[
D(x) = \sum_{k\in\mathbb{Z}} d_k e^{2\pi i k x} \quad \text{and} \quad d_0 = \frac{1}{2} - \frac{\gamma}{2} \log 2 + \frac{1}{\log 2} + \log_2 \pi, \quad d_k = \frac{1}{\log 2} \chi_k(\chi_k)(\chi_k - 1), \quad k \neq 0,
\]

with \( \chi_k = \frac{2\pi i k}{\log 2} \). The classical Gamma- and zeta-functions appear here.

At the same time, Rainer Kemp \( 24 \) proved equivalent results using different methods.

### 3. Digital search trees and Tries

Digital search trees are constructed from (sufficiently long) sequences of 0 and 1 (appearing with equal probability in the simplest model). The order in which the items are inserted is important. In the following example, the items are inserted in the order \( A, B, C, \ldots \). The most important parameter is the insertion depth, i. e., the average distance of a node to the root. In \( 25 \), there was an open problem that Flajolet and Sedgewick \( 19 \) solved: What is the (average) number of internal endnodes, if a digital search tree of \( n \) is considered. In the example, \( C, F, I, H \) are such endnodes, and the count is 4. We will describe the combinatorial part of the solution. The asymptotic part is based on Rice’s method and is perhaps the method of choice when it comes to analyze Digital search trees and their closely related cousins, called Tries.

Let

\[
F_n(z) = \sum_{k=0}^{n} \text{[probability that a random digital search tree of size } n \text{ has } k \text{ endnodes]} z^k.
\]

It is easy to see that

\[
F_{n+1}(z) = \sum_{k=0}^{n} 2^{-n} \binom{n}{k} F_k(z)F_{n-k}(z), \quad n \geq 1, \quad F_0(z) = 1, \quad F_1(z) = z,
\]

since \( 2^{-n} \binom{n}{k} \) is the probability that \( k \) items go to the left and \( n - k \) go the right. The desired average is then obtained via \( \ell_n = F_n'(1) \), following the recursion

\[
\ell_{n+1} = 2^{1-n} \sum_{k=0}^{n} \binom{n}{k} \ell_k, \quad n \geq 1, \quad \ell_0 = 0, \quad \ell_1 = 1.
\]

This type of recursions is usually solved using exponential generating functions, since it translates into a functional-differential equation:

\[
L(z) = \sum_{n \geq 0} \ell_n \frac{z^n}{n!} \quad \text{and} \quad L'(z) = 1 + 2L\left(\frac{z}{2}\right)e^{z/2}.
\]
This becomes better using the Poisson transformed function:

\[ \hat{L}(z) = \sum_{n \geq 0} \hat{\ell}_n \frac{z^n}{n!} = e^{-z} L(z) \quad \text{and} \quad \hat{L}'(z) = e^{-z} + 2\hat{L}\left(\frac{z}{2}\right). \]

Reading off the coefficients of \( z^n/n! \) on both sides, we are led to the recursion

\[ \hat{\ell}_{n+1} = (-1)^n - (1 - 2^{1-n})\hat{\ell}_n, \quad n \geq 0, \quad \hat{\ell}_0 = 0, \]

which can be solved by iteration.

Setting

\[ Q_n = \prod_{1 \leq \ell \leq n} \left(1 - \frac{1}{2^\ell}\right), \quad \text{then} \quad \hat{\ell}_n = (-1)^{n+1}Q_{n-2}\left(\frac{1}{Q_0} + \cdots + \frac{1}{Q_{n-2}}\right), \quad n \geq 2, \quad \hat{\ell}_0 = 0, \quad \hat{\ell}_1 = 1. \]

Since \( L(z) = e^z\hat{L}(z) \), comparing coefficients eventually leads to the formula

\[ l_n = n - \sum_{k \geq 2} \binom{n}{k} (-1)^k R_{k-2}, \quad \text{with} \quad R_n = Q_n\left(\frac{1}{Q_0} + \cdots + \frac{1}{Q_n}\right), \quad \text{for} \ n \geq 2. \]

For the asymptotic evaluation of this with Rice's method, it is essential to have a definition of \( R_n \), where \( n \) can also be a complex number; currently the definition only makes sense for nonnegative integers.

Although not much will be done in this historic paper with Rice's method, at least the key formula should be mentioned:

\[ \sum_{k=1}^n \binom{n}{k} (-1)^k f(k) = \frac{1}{2\pi i} \int_{\mathcal{C}} \frac{(-1)^{n-1}z!}{z(z-1)\ldots(z-n)} \, dz, \]

where the positively oriented curve \( \mathcal{C} \) encircles the poles \( 1, \ldots, n \) and no others. The lower index 1 in the summation and contour could be replaced by any number; in our application, 2 works. For that, the sequence \( f(k) \) must be extended to an analytic function \( f(z) \). This is often easy, but sometimes not. What one usually does (if it is feasible) is to change the contour and to compute some extra residues.

It is interesting to observe that \( Q_n \) really belongs to \( q \)-analysis. Using the notation \( (z; q)_n = (1 - z)(1 - qz)\ldots(1 - q^n z) \), one could write \( Q_n = (\frac{q}{2}; \frac{1}{2}) \). Using ideas from \( q \)-analysis, the finite product can be written as a quotient of two infinite products, and that leads already to the definition of \( Q_n \) for complex \( n \):

\[ Q_n = \frac{Q_{\infty}}{Q(2^{-n})}, \quad \text{with} \quad Q(x) := \prod_{k \geq 1} \left(1 - \frac{x}{2^k}\right) \quad \text{and} \quad Q_{\infty} = Q(1) = 0.288788\ldots. \]

For \( R_n/Q_n \), this is not so easy. A first idea is to write the finite sum as a difference of two infinite series; the problem is that \( \frac{Q_n}{Q_{\infty}} + \frac{Q_{\infty}}{Q_n} + \cdots \) does not converge. In order to overcome this, one must pull out something so that the strategy works for the (tiny) rest. Skipping a few details, what works is

\[ R_n = n + 1 - \alpha + R'_n, \quad \text{with} \quad \alpha := \sum_{k \geq 1} \frac{1}{2^k - 1} \quad \text{and} \quad R'_n(z) = \sum_{j \geq 0} \frac{(z + 1 + j - \alpha)2^{-z-1-j}}{(1 - 2^{-z-1})(1 - 2^{-z-2})\ldots(1 - 2^{-z-1-j})}. \]

then \( R'_n = R'(z) \). In this series, \( z \) can be a complex number; there is however a nicer version:

\[ R'(z) = \frac{1}{Q_{\infty}} \sum_{j \geq 1} \frac{(z + 1 + j - \alpha)2^{-j-1}}{Q_{j-1}} \frac{z + j}{2^{z+j} - 1}, \]

which can be obtained by partial fraction decomposition

and a partition identity of Euler

\[ \sum_{n \geq 0} \frac{t^n}{(q; q)_n} = \frac{1}{(1 - t)(1 - qt)(1 - q^2t)\ldots} = \frac{1}{(t; q)_{\infty}}. \]

The special values \( t = q = \frac{1}{2} \) evaluate the series

\[ \sum_{\ell \geq 0} \frac{2^{-\ell}}{Q_{\ell}} = \frac{1}{Q_{\infty}} \quad \text{and, after differentiation,} \quad \sum_{\ell \geq 0} \frac{\ell^2}{Q_{\ell}} = \frac{\alpha}{Q_{\infty}}. \]

The rest of the method is of a more analytic nature and shall not be discussed here. Eventually, it turns out that the average number of endnodes is (apart from small fluctuations) \( \ell_n \approx n \cdot 0.372048\ldots \); the constant can be analytically expressed as \( \alpha + 1 - R'(1) \). Recall that in the term for \( j = 1 \) in \( R'(1) \) a limit must be taken.
4. Approximate Counting

In \[11\] the following scenario is investigated. There is a counter \( C \), initially set to 1. Assume that the counter’s value is currently \( k \) and a random element arrives, then the counter advances to value \( k + 1 \) with probability \( 2^{-k} \).

After \( n \) random increments, the counter has a value between 1 and \( n \), but is typically around \( \log_2 n \). So the counter serves as an approximate count, with significantly less bits.

\[
\sum_{n \geq 0} z^n [\text{Probability to reach state } \ell \text{ after } n \text{ random steps}] = \frac{z^{\ell-1}q(\ell)}{\prod_{i=1}^{\ell} (1 - (1-q^i)z)}
\]

easily. Partial fraction decomposition and reading off coefficients leads to:

\[
p_{n,\ell} := [z^n]H_{\ell}(z) = \sum_{i=0}^{\ell-1} \frac{(\ell-1)!}{Q_i Q_{\ell-i-1}} (2^{-\ell-i})^n \text{ with } Q_i := 1 - \frac{1}{2^i} \left(1 - \frac{1}{4} \right) \cdots \left(1 - \frac{1}{2^i}\right);
\]

the products \( Q_i \) appeared already in the section on digital search trees. Expanding the binomial in \( p_{n,\ell} \) according to the binomial theorem, and using Euler’s partition identities

\[
\prod_{m \geq 0} (1 + xq^m) = \sum_{j \geq 0} \frac{x^j q(j)}{(q; q)_j}, \quad \prod_{m \geq 0} (1 - xq^m)^{-1} = \sum_{j \geq 0} \frac{x^j}{(q; q)_j}
\]

one can find the average value \( C_n \) of the counter after \( n \) random increments to be

\[
C_n = 1 - \sum_{k=1}^{n} (-1)^k \left( \begin{array}{c} n \\ k \end{array} \right) 2^{-k} Q_{k-1} = 1 - \frac{1}{2\pi i} \int_{C} \frac{(-1)^{n-1}n!}{z(z-1)\ldots(z-n)} 2^{-z} Q_{z-1} f(z) dz.
\]

The contour \( C \) encircles the poles 1, 2, \ldots, \( n \) and no others. The appearance of such contour integrals is typical for Rice’s method. Eventually, using methods from complex analysis one finds that \( C_n \approx \log_2 n \). The study of the lower order (fluctuating) terms is very instructive, but shall not be presented here.

There are other ways to compute the probabilities \( p(n,k) \). In [26], this is done by iteration:

\[
set \quad F(z, u) := \sum_{n \geq 0 \atop k \geq 1} p(n,k) z^nu^k, \quad \text{then one derives } (q = \frac{1}{2} \text{ here})
\]

\[
F(z, u) = \frac{u}{1-z} + \frac{z(u-1)}{1-z} F(z, qu) = \sum_{j \geq 0} \frac{(-1)^j z^j(q; u)_{q_j}}{(1-z)^{j+1}}.
\]

5. Probabilistic Counting

Assume that \( n \) data are given and, via a hash-function, each data is mapped to a non-negative integer, following the geometric distribution with parameter \( q = \frac{1}{2} \). We might think about \( n \) persons, and to each person a ball is associated, with a number printed on it, and the probabilities are \( \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \ldots \). Then each person throws her ball into an urn with the corresponding number. We expect that about \( \frac{n}{2} \) balls fall into urn 0, \( \frac{n}{2} \) balls fall into urn 1, and so on. The goal of the paper \[14\] is to use these urns to produce a count of the number of data (persons) without actually keeping track of them. Since we only distinguish which urn is empty or which urn is non-empty, it does not matter whether a person appears at the counter more than once, since the number associated to her is always the same.

The parameter \( R_n \) that is used is the index of the first empty urn, or the longest sequence of non-empty urns (starting with urn 0). Flajolet computed \( q_{n,k} \), the probability that \( R_n \geq k \), using an inclusion-exclusion
so that one can go to the left with the variable $s$ representation of $k$ is to group for consecutive terms together, according to the pattern $+$ $\ldots$ $-$ unless it corresponds to generating functions where a factor $(1-z)^k$ generates the alternating signs automatically.

So we need to work out the probability that urns $0, 1, \ldots, k-1$ are non-empty. This is given by $1$ minus the probability that a particular urn is empty, plus the probability that two particular urns are empty, and so on.

We get

$$q_{n,k} = 1 - \sum_{0 \leq i < k} \left(1 - \frac{1}{2^j}\right)^n + \sum_{0 \leq i < j < k} \left(1 - \frac{1}{2^j} - \frac{1}{2^i}\right)^n - \sum_{0 \leq i < j < \ell < k} \left(1 - \frac{1}{2^j} - \frac{1}{2^i} - \frac{1}{2^\ell}\right)^n + \ldots.$$

Using different indices, we can rewrite this:

$$q_{n,k} = \sum_{t=0}^{k-1} (-1)^t \sum_{0 \leq t_0 < \cdots < t_k < k} \left(1 - \frac{2^{t_0} + \cdots + 2^{t_k-1}}{2^k}\right)^n.$$

We note that $2^{t_0} + \cdots + 2^{t_k-1}$ is just a (unique) non-negative integer, written in binary, and the sign depends on the number of bits in the binary representation. Denote by $\nu(k)$ the number of digits $1$ in the binary representation of $k$ (it was denoted by $S_2(k)$ in a previous section), then we have the beautiful formula

$$q_{n,k} = \sum_{j=0}^{2^n} (-1)^{\nu(j)} \left(1 - \frac{j}{2^n}\right)^n.$$

The sequence $(-1)^{\nu(j)}$ is known as the Prouhet-Thue-Morse-sequence.

The pattern of signs goes like $+ - - + - + - + - + - + - + - + \ldots$. The average value of the parameter $R_n$ is exactly given by $R_n = \sum_{k \geq 1} q_{n,k}$. Using methods from real analysis that will not be repeated here, Flajolet approximates:

$$q_{n,k} \approx \psi \left(\frac{n}{k}\right) \quad \text{with} \quad \psi(x) = \prod_{j \geq 0} (1 - e^{-2^j}) = \sum_{j \geq 0} (-1)^{\nu(j)} e^{-jx}. $$

The last expansion is classical and easier to read when setting $q := e^{-x}$. Continuing his Mellin transform analysis, Flajolet is led to study an interesting function, which resembles the Riemann $\zeta$-function:

$$N(s) = \sum_{j \geq 1} \frac{(-1)^{\nu(j)}}{j^s} \quad \text{with} \quad N(s) \text{ should be read `nu-of-s', but there is no special character available.}$$

One major question is the analytic continuation of $N(s)$; as it stands, it only converges for $\Re(s) > 1$. The trick is to group for consecutive terms together, according to the pattern $+ - - +$; then there is enough cancellation so that one can go to the left with the variable $s$:

$$N(s) = -1 - 2^{-s} + 3^{-s} + \sum_{j \geq 0} \frac{(-1)^{\nu(j)}}{(4j)^s} \left[1 - \left(1 + \frac{1}{4j}\right)^{-s} - \left(1 + \frac{2}{4j}\right)^{-s} + \left(1 + \frac{3}{4j}\right)^{-s}\right].$$

Eventually one gets that the average value of the parameter $R_n$ is asymptotically given by

$$R_n \approx \log_2(\varphi \cdot n) + \text{tiny fluctuation}, \quad \text{and the constant } \varphi \text{ involves } \prod_{p \geq 1} \left[\frac{(4p+1)(4p+2)}{(4p)(4p+3)}\right]^{(-1)^{\nu(p)}}.$$

Such products are not uncommon in the literature [1], but not too much is known about the Flajolet-Martin constant [7].

6. Adding a new slice

In [17], the sequence $1, 1, 2, 3, 5, 9, 16, 28, \ldots$ (A002572 in [30]) is investigated used the adding-a-new-slice technique. This technique was probably known to some people under no name or a different name, but Flajolet’s nickname for it is very descriptive. I vaguely remember that even Cayley was interested in this sequence, but I lost the reference.

The definition of the level number sequences is

\begin{align*}
\text{C1. } n_1 &= 1, & \text{C2. For all } j \text{ such that } 1 < j \leq k: n_j &= 2n_{j-1}, & \text{C3. } n &= n_1 + \cdots + n_k. 
\end{align*}

The number $k$ is called the height and the number of representations of $n$ created in this way is denoted by $H_n$. A generating function $F(q, u)$ is formed where $q$ keeps track of the current total value and $u$ of the last entry.
One writes \( F(q, u) = F_1(q, u) + F_2(q, u) + \cdots \), and the index refers to the height of the sequence. The process to go from \( F_k \) to \( F_{k+1} \) is called adding a new slice. It is driven by the substitution

\[
u^j \to uq + (uq)^2 + \cdots + (uq)^2 = \frac{uq}{1-uq} (1-(uq)^2), \quad \text{or} \quad F_{k+1}(q, u) = \frac{uq}{1-uq} \left( F_k(q, 1) - F_k(q, u^2 q^2) \right).
\]

Summing on \( k \) leads to

\[
F(q, u) = uq + \frac{uq}{1-uq} \left( F(q, 1) - F(q, u^2 q^2) \right),
\]

which can be solved by iteration:

\[
F(q, u) = uq + \frac{uq}{1-uq} \left[ (uq)^2 + \frac{(uq)^2}{1-(uq)^2} F(q, 1) - \frac{(uq)^2}{1-(uq)^2} \left[ (uq)^4 + \frac{(uq)^4}{1-(uq)^2} F(q, 1) + \cdots \right] \right].
\]

Plugging in \( u = 1 \) and collecting leads to the explicit representation

\[
F(q, 1) = \frac{\sum_{j \geq 1} (-1)^{j+1} q^{2j+1 - j - 2}}{1 - \sum_{j \geq 1} (-1)^{j+1} q^{2j+1 - j - 2}},
\]

Recall that \( F(q, 1) \) is the generating function of the numbers \( H_n \), since setting \( u = 1 \) means that the height \( k \) is no longer of relevance. Asymptotics are not difficult from here (but not discussed in detail), since it can be shown that there is a dominant simple pole at \( 0.5573678719 \). Eventually this leads to

\[
H_n = 0.25450 \cdot 1.794147^n + O(1.43^n);
\]

the exponential growth constant is the reciprocal of the simple pole.

The author had a chance to use the adding-a-new-slice technique several times after the event of the level numbers paper.

### 7. Harmonic numbers and Euler sums

It is known that the quantity \( S_n(m) = \sum_{k=1}^{n} \binom{n}{k} (-1)^k \) for a negative integer \( m \) is basically a subset Stirling number (‘of the second kind’). Somebody asked Flajolet what happens for \( m \) positive integers \( m \)? Here is the answer, expressed in terms of harmonic numbers \( H_n^{(j)} = \sum_{1 \leq k \leq n} \frac{1}{k^j} \). We start from a (cleverly chosen) quantity \( T \) and use partial fraction decomposition:

\[
T = \frac{n!}{z(z-1)(z-2) \cdots (z-n)} \frac{1}{z^m} = \sum_{k=1}^{n} \binom{n}{k} (-1)^{n-k} \frac{1}{k^m z - k} + \frac{\lambda}{z^{m+1}} + \cdots + \frac{\mu}{z}.
\]

Now we consider \( z \cdot T \) and let \( z \to \infty \) with the result

\[
\sum_{k=1}^{n} \binom{n}{k} (-1)^{n-k} \frac{1}{k^m} + \mu = 0: \quad \mu = [z^{-1}] T = [z^m] \frac{n!}{(z-1) \cdots (z-n)} = (-1)^n [z^m] \frac{1}{(1-z)(1-\frac{1}{2}) \cdots (1-\frac{1}{n})}.
\]

The computation continues:

\[
\mu = -\sum_{k=1}^{n} \binom{n}{k} (-1)^{n-k} \frac{1}{k^m} = (-1)^n [z^m] \exp \log \frac{1}{(1-z)(1-\frac{1}{2}) \cdots (1-\frac{1}{n})} = (-1)^n [z^m] \exp \left\{ \sum_{k=1}^{n} \sum_{j \geq 1} \frac{1}{j k^j} \right\},
\]

or

\[
\sum_{k=1}^{n} \binom{n}{k} (-1)^{k-1} \frac{1}{k^m} = [z^m] \exp \left\{ \sum_{j \geq 1} \frac{H_{n}^{(j)} }{j} \right\}
\]

\[
= [z^m] \left( 1 + H_n z + \left( \frac{H_n^2}{2} + \frac{H_n^{(2)}}{2} \right) z^2 + \left( \frac{H_n^3}{6} + \frac{H_n H_n^{(2)}}{2} + \frac{H_n^{(3)}}{3} \right) z^3 + \cdots \right),
\]

which provides the first three evaluations:

\[
H_n, \quad \frac{H_n^2}{2} + \frac{H_n^{(2)}}{2}, \quad \frac{H_n^3}{6} + \frac{H_n H_n^{(2)}}{2} + \frac{H_n^{(3)}}{3}.
\]
a general formula can be written using (partial) Bell polynomials. The paper [20] contains more such alternating summations, where rational functions no longer work, and instead of exact evaluations one gets asymptotic evaluations using contour integrations and Rice’s integrals. —

Harmonic numbers appear again, for instance in [18] when studying Euler sums

\[ S_{p,q} = \sum_{n=1}^{\infty} \frac{H_n^{(p)}}{n^q}, \quad \text{like} \quad S_{1,2} = 2\zeta(3), \quad S_{1,3} = \frac{5}{4} \zeta(4), \quad S_{2,4} = \zeta(3)^2 - \frac{1}{3} \zeta(6), \text{ &c.} \]

The technique of the highly cited paper [18] is residue calculus, writing the sum in question in two different ways as a sum of residues using a suitable kernel function.

8. Flajolet and Ramanujan

A famous unproven assertion by Ramanujan is:

\[ \frac{1}{2} e^n = 1 + \frac{n!}{1!} + \frac{n!}{2!} + \cdots + \frac{n!}{\theta} \quad \text{with} \quad \theta = \frac{1}{3} + \frac{4}{135(n+k)}, \quad \frac{8}{45} < k < \frac{2}{21}. \]

This was proved in [13]: There are auxiliary functions

\[ Q(n) = 1 + \frac{n-1}{n} + \frac{(n-1)(n-2)}{n^2} + \cdots \quad \text{and} \quad R(n) = 1 + \frac{n}{n+1} + \frac{n^2}{(n+1)(n+2)} + \cdots; \]

it is not difficult to prove that \( Q(n) + R(n) = n!e^n/n^n; \) \( Q(n) \) is called Ramanujan’s \( Q \)-function. It turns out that Ramanujan’s assertion can be rephrased as

\[ R(n) - Q(n) = \frac{2}{3} + \frac{8}{135(n+k)}, \quad \text{with} \quad \frac{8}{45} < k < \frac{2}{21}. \]

Instead of real analysis which was used in earlier attempts, complex analysis will be used, namely a famous implicit function defined by \( y = ze^y; \) it either goes by the name Lambert’s \( W \) function or tree function. The generating function has the explicit expansion

\[ y = \sum_{n \geq 1} n^{n-1} \frac{z^n}{n!}; \quad \text{recall that} \quad n^{n-1} \text{ is the number of rooted labelled trees with} \ n \text{ nodes}. \]

One finds a generating function

\[ \sum_{n \geq 1} Q(n)n^{n-1} \frac{z^n}{n!} \quad \text{and from it the asymptotic expansion} \quad Q(n) = \sqrt{\frac{\pi n}{2}} - \frac{1}{3} + \cdots. \]

However, for Ramanujan’s assertion, explicit error bounds are requested. This is done in the above mentioned paper using contour integration and careful bounds and computer algebra. —

Flajolet was also asked about his personal hit-parade of Ramanuja n’s results [2]. I am not sure what he answered, but I know for sure that he was very fond of Ramanujan’s master theorem [28], which can be stated as

\[ \int_0^\infty x^{s-1}(\lambda(0) - x\lambda(1) + x^2\lambda(2) - \cdots)dx = \frac{\pi}{\sin(\pi s)}\lambda(-s) \quad \text{for} \quad 0 < \Re(s) < 1, \]

under some technical conditions on \( \lambda \). This, among other things, has inspired Flajolet to come up with his Poisson-Newton-Mellin-Rice cycle [10].

9. Digits

The existence of equation [11] motivated Flajolet (later joined by coauthor Ramshaw) [8] to look for something similar in a problem solved by Sedgewick around the same time [29]. Without describing the odd-even merge algorithm, it turns out that

\[ \sum_{k \geq 1} \theta(k) \left( \frac{2n}{n-k} \right) \quad \text{with} \quad \theta(k) = \begin{cases} 1 & \text{if} \ k = 2^k(4j+1) \\ -1 & \text{if} \ k = 2^k(4j+3) \end{cases} \]
is the quantity to be studied. Note that each positive integer \( k \) has a unique representation in this form. The quantity \( \theta(k) \) plays the role of \( \nu_2(k) \). Double summation does not lead to the binary representation, but to something similar, namely the Gray code representation of integers. This representation might be described via

\[
(n)_{GR} = \ldots a_2 a_1 a_0 \quad \text{with} \quad a_k = \left\lfloor \frac{n}{2^{k+2}} + \frac{3}{4} \right\rfloor - \left\lfloor \frac{n}{2^{k+2}} + \frac{1}{4} \right\rfloor.
\]

The Gray code representation has the pleasant property that from \( n-1 \) to \( n \) exactly one bit changes. This means that for the sum-of-digits function \( S_{GR}(n) - S_{GR}(n-1) = \pm 1 \), and, more specifically, \( S_{GR}(n) - S_{GR}(n-1) = \theta(n) \).

The telescoping summation leads to \( S_{GR}(n) = \sum_{m \leq n} \theta(m) \). A further summation leads to a beautiful explicit result of the Delange type [8].

In this way, Sedgewick’s Mellin type analysis was replaced by a more elementary approach. The typical periodic fluctuations appear, as well as the Dirichlet series \( \frac{\zeta(s)}{\zeta(1-s)} \).

Later, as part of his series about applications of the Mellin transformation in Combinatorics, Flajolet (plus four coauthors) [12] proposes an elegant high level approach to such questions related to all kinds of question involving various digits representations:

**The Mellin-Perron formula:** Let \( c > 0 \) lie in the half-plane of absolute convergence of the Dirichlet series \( \sum k^{-s} \). Then for any \( m \geq 1 \), we have

\[
\frac{1}{m!} \sum_{1 \leq k < n} \lambda_k \left(1 - \frac{k}{n}\right)^m = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \left(\sum_{k \geq 1} \lambda_k s^{-k}\right) n^s \frac{ds}{s(s+1)\cdots(s+m)}.
\]

For \( m = 0 \),

\[
\sum_{1 \leq k < n} \lambda_k + \frac{\lambda_n}{2} = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \left(\sum_{k \geq 1} \lambda_k s^{-k}\right) n^{s} \frac{ds}{s}.
\]

The instance \( m = 0 \) is usually called Perron’s summation formula. For problems with the sum-of-digits function, we usually need \( m = 1 \), which is fortunate, since there are less issues about convergence. In most cases, the sum in question can be evaluated by residues. The result is either asymptotic or even exact, as in Delange’s case, or in the instance of the Gray code representation. Without going into details, the formula

\[
0 = \int_{-\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \zeta(s) n^s \frac{ds}{s(s+1)}
\]

is responsible for the exact formulae. The interested reader is referred to [12].
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