Bethe free-energy approximations for disordered quantum systems
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Abstract

Given a locally consistent set of reduced density matrices, we construct approximate density matrices which are globally consistent with the local density matrices we started from when the trial density matrix has a tree structure. We employ the cavity method of statistical physics to find the optimal density matrix representation by slowly decreasing the temperature in an annealing algorithm, or by minimizing an approximate Bethe free energy depending on the reduced density matrices and some cavity messages originated from the Bethe approximation of the entropy. We obtain the classical Bethe expression for the entropy within a naive (mean-field) approximation of the cavity messages, which is expected to work well at high temperatures. In the next order of the approximation, we obtain another expression for the Bethe entropy depending only on the diagonal elements of the reduced density matrices. In principle, we can improve the entropy approximation by considering more accurate cavity messages in the Bethe approximation of the entropy. We compare the annealing algorithm and the naive approximation of the Bethe entropy with exact and approximate numerical simulations for small and large samples of the random transverse Ising model on random regular graphs.
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I. INTRODUCTION

The problem of estimating the local expectation values in an interacting system is of central importance in classical and quantum statistical physics. This is, in general, a computationally hard problem, especially for disordered systems displaying glassy behaviors, where approximation algorithms based on the Monte Carlo sampling could be very time consuming. At least for finite-connectivity models with a locally tree-like interaction graph, the cavity method of statistical physics based on the Bethe approximation provides efficient message-passing algorithms that have proven useful in the study of random constraint satisfaction and optimization problems [1–5].

We can write the (Bethe) free energy for the classical Ising model on a tree using only the one-spin and the two-spin marginals of the Gibbs probability measure. On loopy graphs, this expression provides an approximate free energy, but we know how to obtain more accurate free energies by the cluster variation method and the generalized Bethe approximations taking into account the higher order correlations [6, 7]. Along the same lines, in this work we are going to write approximate Bethe free energies for the quantum transverse Ising model using a set of locally consistent reduced density matrices [8]. As we will see, this is not as straightforward as in the classical case, even for models on tree graphs.

There are various quantum cavity methods in the literature approaching the above problem from different perspectives [9–15]. Here we briefly explain the methods that are more relevant to our discussions in this study; for a review see [16] and references therein. The path integral quantum cavity method [12, 13] utilizes the Suzuki-Trotter transformation to map the quantum problem to a classical one and exploits the classical cavity method to estimate the local quantum expectations. The method is computationally demanding but it provides an approximate free energy density that is expected to be exact for sparse interaction graphs in the thermodynamic limit. On the other hand, the operator quantum cavity method of Refs. [14, 17] works with one-spin cavity Hamiltonians that are determined recursively by projection from a larger cavity Hamiltonian; the latter is obtained from the neighboring one-spin cavity Hamiltonians. The method gives the local reduced density matrices in terms of the one-spin cavity Hamiltonians but it does not provide a connection
between the cavity Hamiltonians and the free energy of the system.

In this work, we take a variational approach extending the variational quantum cavity method of Refs. [15, 18, 19] to finite temperature systems; see also [20] and the extension of matrix product states to finite temperatures [21–23]. To this end, we first propose an approximate expression for the matrix elements of the density matrix in terms of the matrix elements of a locally consistent set of reduced density matrices. The structure (interaction graph) of the trial density matrix is chosen such that for tree interaction graphs, the locally consistent set of reduced density matrices we started from is globally consistent. Then we use the above density matrix to write down the Bethe free energy as a function of the reduced density matrices and the cavity messages that are needed to compute the entropy within the Bethe approximation. Approximating the cavity messages with a product distribution (or mean-field approximation) leads to the classical Bethe expression for the entropy [8], which is expected to work well at high temperatures away from quantum phase transition points. We improve on this approximation by considering the two-spin marginals of the cavity messages and obtain an approximate Bethe entropy that depends only on the diagonal elements of the reduced density matrices.

To find the local density matrices minimizing the free energy we try two different strategies. We start from an annealing algorithm using the density matrix representation to obtain the lower-temperature reduced density matrices by the belief propagation (BP) algorithm [24] relying on the Bethe approximation. As we will see, this annealing algorithm is very easy to implement but we need very accurate density matrix representations to reduce the error accumulated during the annealing process. Here we compare the results with those of the path integral quantum cavity method [13] and exact numerical simulations of the random transverse Ising model on a random regular graph. Alternatively, we can directly minimize the approximate Bethe free energy as a function of the reduced density matrices and the cavity messages entered in the entropy approximation. This is more accurate than the annealing algorithm but computationally more expensive. Here we compare the results obtained by the mean-field approximation of the cavity messages with exact numerical simulations and those of the operator quantum cavity method [14, 17].
The paper is organized as follows. In the next section we give the main definitions and the trial density matrices we will work with in this study. In Sec. III we present the annealing algorithm and write the equations for updating the reduced density matrices as the temperature decreases. In Sec. IV we obtain an approximate expression for the Bethe free energy in terms of the reduced density matrices. In Sec. V we present the optimization algorithms that we use to minimize the approximate Bethe free energy, and, finally, the concluding remarks are given in Sec. VI. There are four appendices that give more detail of the equations and the proofs that we use in the main text.

II. DEFINITIONS AND THE SETTING

Consider the transverse field Ising model with Hamiltonian

\[ H = \sum_{(ij) \in E_q} H_{ij} + \sum_i H_i \]

where \( H_{ij} \equiv -J_{ij}\sigma_i^z\sigma_j^z \) and \( H_i \equiv -h_i\sigma_i^x \). The index \( i = 1, \ldots, N \) labels the sites in the quantum interaction graph \( E_q \), which defines the set of interactions in the Hamiltonian. The \( \sigma^{x,y,z}_i \) are the standard Pauli matrices. In the following we will work in the \( \sigma^z \) representation with orthonormal basis \( |\sigma\rangle \equiv |\sigma_1\sigma_2\cdots\sigma_N\rangle \). The system in a pure state is described by the density matrix \( \rho = |\Psi\rangle\langle\Psi| \) for a normalized wave function \( |\Psi\rangle = \sum_\sigma \psi(\sigma)|\sigma\rangle \). And in thermal equilibrium \( \rho = e^{-\beta H}/(\text{Tr}e^{-\beta H}) \) where \( \beta = 1/T \) is the inverse temperature.

Consider a locally consistent set of reduced density matrices \( \rho_i, \rho_{ij}, \ldots \), where for any two reduced density matrices \( \rho_A \) and \( \rho_B \) that overlap on the subset of variables \( A \cap B \) we have

\[ \text{Tr}_{A\setminus A\cap B}\rho_A = \text{Tr}_{B\setminus A\cap B}\rho_B. \] (1)

The above reduced density matrices are globally consistent if they can be obtained from the same density matrix \( \rho \), i.e. \( \rho_A = \text{Tr}_{A}\rho \) for any subset of the variables \( A \). Then we can construct approximate density matrices which, depending on the approximation, could also be globally consistent with the reduced density matrices. In the mean-field approximation, the density matrix is simply approximated by \( \rho(\sigma;\sigma') = \prod_i \rho_i(\sigma_i;\sigma'_i) \). In the Bethe approximation, we may write the density matrix as

\[ \rho(\sigma;\sigma') = \prod_i \rho_i(\sigma_i;\sigma'_i) \prod_{(ij) \in E} \frac{\rho_{ij}(\sigma_i,\sigma_j;\sigma'_i,\sigma'_j)}{\rho_i(\sigma'_i)\rho_j(\sigma'_j)}. \] (2)

In this study, we will assume that the quantum interaction graph \( E_q \) is locally tree-like, and the interaction graph \( E \) is equal or very close to \( E_q \). Note that this is an ansatz for the
matrix elements of $\rho$ that is Hermitian but not necessarily positive definite. Moreover, the above density matrix can be considered as a classical model of interacting variables ($\sigma_i, \sigma'_i$) on the interaction graph $E$. In appendix A we see that when $E$ is a tree and the reduced density matrices $\rho_{ij}$ and $\rho_i$ are locally consistent we have $\rho_{ij} = \text{Tr}_{\partial i} \rho$ and $\rho_i = \text{Tr}_{\partial i} \rho$.

More accurate density matrices can be obtained by considering interactions between a larger number of variables, for example,

$$\rho(\sigma; \sigma') = \prod_{(ij) \in E} \rho_{ij}(\sigma_i, \sigma_j; \sigma'_i, \sigma'_j) \prod_i \frac{\rho_{i\partial i}(\sigma_i, \sigma_{\partial i}; \sigma'_i, \sigma'_{\partial i})}{\prod_{k \in \partial i} \rho_{ik}(\sigma_i, \sigma_k; \sigma'_i, \sigma'_k)}, \quad (3)$$

where $\sigma_{\partial i} = \{\sigma_j | j \in \partial i\}$, and $\partial i$ denotes the neighborhood set of $i$ in the interaction graph $E$. In the same lines of appendix A, we can show that for tree interaction graphs $E$ and locally consistent $\rho_{i\partial i}$ and $\rho_{ij}$ we have $\rho_{i\partial i} = \text{Tr}_{\partial i} \rho$ and $\rho_{ij} = \text{Tr}_{\partial i} \rho$.

### III. ANNEALING ALGORITHM

To find the density matrix that describes the equilibrium state of the system at temperature $T = 1/\beta$ we start from the density matrix at infinite temperature $\rho \propto I$ and slowly decrease the temperature in an annealing process. By definition of the thermal density matrix, we have

$$\rho(\beta + \epsilon) = \frac{1}{Z(\beta + \epsilon)} e^{-(\beta + \epsilon)H} = \frac{Z(\beta)}{Z(\beta + \epsilon)} e^{-\epsilon H} \rho(\beta), \quad (4)$$

where $Z(\beta) = \text{Tr} e^{-\beta H}$. For $\epsilon \ll 1$, we can utilize the Suzuki-Trotter transformation to approximate

$$e^{-\epsilon H} \approx \prod_{(ij) \in E} e^{\epsilon J_{ij} \sigma_i \sigma_j} e^{\epsilon h_i \sigma_i} \prod_i \prod_{(ij) \in E} e^{\epsilon J_{ij} \sigma_i \sigma_j} e^{\epsilon h_i \sigma_i}. \quad (5)$$

Then the lower-temperature density matrix reads

$$\tilde{\rho}(\sigma; \sigma') \propto \sum_{\sigma''} \prod_i w_i(\sigma_i, \sigma''_i) \prod_{(ij) \in E} w_{ij}(\sigma_i, \sigma_j; \sigma''_i, \sigma''_j) \rho(\sigma''; \sigma'). \quad (6)$$

The weights $w_i$ and $w_{ij}$ come from interaction terms $h_i \sigma_i^z$ and $J_{ij} \sigma_i^z \sigma_j^z$ in the Hamiltonian, respectively,

$$w_{ij}(\sigma_i, \sigma_j; \sigma''_i, \sigma''_j) \equiv e^{\epsilon J_{ij}(\sigma_i \sigma'_j + \sigma''_i \sigma''_j)/2}, \quad (7)$$

$$w_i(\sigma_i, \sigma''_i) \equiv \cosh(\epsilon h_i) \delta_{\sigma_i, \sigma''_i} + \sinh(\epsilon h_i) \delta_{\sigma_i, -\sigma''_i}. \quad (8)$$
Here, to simplify the notation, we used $\rho$ and $\tilde{\rho}$ for $\rho(\beta)$ and $\rho(\beta + \epsilon)$, respectively.

Let us start from the mean-field approximation of the density matrix $\rho = \prod_i \rho_i$, where at each step the density matrix is updated as follows

$$\tilde{\rho}(\sigma; \sigma') \propto \sum_{\sigma''} \prod_i \left[ w_i(\sigma_i, \sigma_i'') \rho_i(\sigma_i'''; \sigma_i') \right] \prod_{(ij) \in E_q} w_{ij}(\sigma_i, \sigma_j; \sigma_i'', \sigma_j'').$$

(9)

But this is no longer a product state and we need to project it into a mean-field state by considering only the one-spin reduced density matrices. Then, within the Bethe approximation the reduced density matrices $\tilde{\rho}_i = \text{Tr}_i \tilde{\rho}$ are obtained by

$$\tilde{\rho}_i(\sigma_i; \sigma'_i) \propto \sum_{\sigma''_i} \left[ w_i(\sigma_i, \sigma''_i) \rho_i(\sigma''_i; \sigma_i') \right] \prod_{j \in \partial_q i} \left( \sum_{\sigma''_j} \prod_{k \in \partial_q \setminus j} \left[ w_{ik}(\sigma_i, \sigma_k; \sigma''_i, \sigma_k'') \mu_{k \rightarrow i}(\sigma_k, \sigma''_k) \right] \right).$$

(10)

Here, $\partial_q i$ denotes the neighborhood set of $i$ in $E_q$, and the cavity marginals $\mu_{i \rightarrow j}(\sigma_i, \sigma''_i)$ are determined by the BP equations for the Gibbs measure $\tilde{\rho}(\sigma; \sigma)$,

$$\mu_{i \rightarrow j}(\sigma_i, \sigma''_i) \propto \sum_{\sigma''_i} \left[ w_i(\sigma_i, \sigma''_i) \rho_i(\sigma''_i; \sigma_i') \right] \prod_{k \neq q \setminus i} \left( \sum_{\sigma''_k} \prod_{q \setminus k} \left[ w_{ik}(\sigma_i, \sigma_k; \sigma''_i, \sigma_k'') \mu_{k \rightarrow i}(\sigma_k, \sigma''_k) \right] \right).$$

(11)

Given the $\rho_i$ and the weights $w_i, w_{ij}$, we solve the above equations by iteration starting from random initial cavity marginals $\mu_{i \rightarrow j}(\sigma_i, \sigma''_i)$, and use the cavity marginals to find the lower-temperature reduced density matrices $\tilde{\rho}_i$.

Figure 1 shows the paramagnetic to ferromagnetic phase transition points we obtain in this way for the ferromagnetic transverse Ising model on a random regular graph. For reference, we also display the asymptotically exact results of the path integral quantum cavity method [13]. Unfortunately, the errors in each step of the annealing algorithm are accumulated giving rise to larger and larger errors as we decrease the temperature. The point is that in each step of the annealing process, we assume the present density matrix $\rho$ is the right density matrix at inverse temperature $\beta$, which is only correct if we worked with the most general density matrix representation. As a result, the density matrix that we obtain is not the optimal one; indeed, minimizing the free energy directly at inverse temperature $\beta$ with the same density matrix representation could result in smaller free energies. However, as the figure shows, the error is reduced by enlarging the space of the trial density matrices. In appendix B, we give the equations for updating some correlated density matrices with nontrivial correlation patterns as the temperature decreases.
FIG. 1. Comparing the phase transition points in the transverse Ising model \((J_{ij} = 1 \text{ and } h_i = h)\) on a random regular graph of degree \(K = 3\) obtained by the annealing algorithm (for different density matrix representations) and the exact solution of the path integral quantum cavity (PIQC) method \([13]\) in the thermodynamic limit. We take density matrices with one-spin interactions (MF), and with two-spin interactions between nearest neighbors (NN) and next-nearest neighbors (nNN) from the quantum interaction graph \(\mathcal{E}_q\).

It is difficult to say how many interactions we need to obtain the exact behavior. At least for the ferromagnetic transverse Ising model at zero temperature, we obtain very good estimations of the ground-state properties by considering only the nearest and next-nearest neighbor interactions. That is, nearly all of the error that we observe in the annealing algorithm is the error collected all the way from infinite temperature due to the deviation of the approximated thermal state at each step from the actual one.

Note that we do not have the above problem at zero temperature; the accumulated errors in the annealing algorithm that are seen for small but nonzero temperatures are not relevant at zero temperature. The fact that \(\beta\) is infinity allows us to run the algorithm for a sufficiently large number of steps as in an imaginary time evolution algorithm. Then a small overlap with the ground state of the system is enough to obtain a good estimation of the ground-state properties. In Fig. 2 we compare the algorithm predictions at zero temperature with the exact ones for the random transverse Ising model on a small random regular graph. A very smooth transition from paramagnetic to ferromagnetic phase happens around \(h = 9\), which is why we display the data up to \(h = 12\).
FIG. 2. The magnetization density $m_x$ at zero temperature in the random transverse Ising model on a random regular graph of degree $K = 3$ obtained by the annealing algorithm and the exact numerical simulations for a small system of size $N = 20$. The inset shows the error $\Delta E_0 \equiv E_0^{\text{ann}} - E_0^{\text{exact}}$ in estimating the ground-state energy by the annealing algorithm. Here the $J_{ij} = 1$ and the transverse fields $h_i$ are random numbers uniformly distributed in $[0, h]$. We take density matrices with two-spin interactions between nearest neighbors (NN) from the quantum interaction graph $\mathcal{E}_q$.

IV. BETHE FREE ENERGY APPROXIMATIONS

Considering the local density matrices $\rho_{ih}, \rho_{ij}$ and the associated density matrix $\rho$, we approximate the average energy by $\langle H \rangle = \text{Tr}(\rho H) = \sum_{(ij) \in \mathcal{E}_q} \text{Tr}(\rho_{ij} H_{ij}) + \sum_i \text{Tr}(\rho \partial_i H_i)$. Then we utilize the replica trick to relate the entropy to a partition function in a replicated system, $S = -\text{Tr}(\rho \ln \rho) = -\frac{\partial}{\partial n} \text{Tr}(\rho^{n+1})|_{n=0}$. To compute the entropy we assume $n$ is an integer and consider the replicated system of interacting variables $\sigma_i \equiv \{\sigma_i^0, \sigma_i^1, \ldots, \sigma_i^n\}$. In the end, we will take the limit $n \to 0$. In appendix C we use the Bethe approximation to write the above entropy in terms of the reduced density matrices and the cavity messages of the Bethe approximation. In this way, for the entropy, we obtain

$$S_{\text{Bethe}} = \sum_i \frac{\partial}{\partial n} \Delta F_i|_{n=0} - \sum_{(ij) \in \mathcal{E}} \frac{\partial}{\partial n} \Delta F_{ij}|_{n=0} \equiv \sum_i \Delta s_i - \sum_{(ij) \in \mathcal{E}} \Delta s_{ij},$$

(12)
where the local free energy changes $\Delta F_i$ and $\Delta F_{ij}$ are given by

$$e^{-\Delta F_i} = \sum_{\sigma_i, \sigma_{\partial i}} \rho_{i;\partial i}(\sigma_i, \sigma_{\partial i}) \prod_{j \in \partial i} \mu_{j \rightarrow i}(\sigma_i, \sigma_j),$$

(13)

$$e^{-\Delta F_{ij}} = \sum_{\sigma_i, \sigma_j} \rho_{ij}(\sigma_i, \sigma_j) \mu_{i \rightarrow j}(\sigma_i, \sigma_j) \mu_{j \rightarrow i}(\sigma_i, \sigma_j).$$

(14)

The $\mu_{i \rightarrow j}(\sigma_i, \sigma_j)$ are the cavity marginals of the replicated variables $\sigma_i$ satisfying the recursive Bethe equations

$$\mu_{i \rightarrow j}(\sigma_i, \sigma_j) \propto \sum_{\sigma_{\partial i \setminus j}} \rho_{i;\partial i}(\sigma_i, \sigma_{\partial i}) \prod_{k \in \partial i \setminus j} \mu_{k \rightarrow i}(\sigma_i, \sigma_k).$$

(15)

We also defined the replicated density matrices

$$\rho_{ij}(\sigma_i, \sigma_j) = \prod_{t=0}^{n} \rho_{ij}(\sigma_i^t, \sigma_j^{t+1}; \sigma_i^{t+1}, \sigma_j^t),$$

(16)

$$\rho_{i;\partial i}(\sigma_i, \sigma_{\partial i}) = \prod_{t=0}^{n} \rho_{i;\partial i}(\sigma_i^t, \sigma_{\partial i}^{t+1}; \sigma_i^{t+1}, \sigma_{\partial i}^t),$$

(17)

with $\sigma_i^{n+1} = \sigma_i^0$ for all $i$.

As long as the interaction graph $\mathcal{E}$ is a tree the above equations give the exact entropy for the given trial density matrix. But, to find a closed expression for the entropy we have to resort to approximations, e.g. approximating the cavity messages by a small subset of the local marginals. And working with an ansatz for the cavity messages would result in an approximate expression for the entropy. Note that using the Bethe equations for the replicated system means that we assume the replicated system is in a replica symmetric phase. All of the approximations that we will use in the following are just to simplify the equations by assuming simple structures for the joint cavity marginals of the replicas, and this is different from the well-known replica symmetry breaking approximations.

A simple approximation for the entropy can be obtained by ignoring the correlations between the replicas, which is a mean-field approximation in the space of the replicas. More precisely, we assume $\mu_{i \rightarrow j}(\sigma_i, \sigma_j) \approx \prod_{t=0}^{n} \mu_{i \rightarrow j}^{(1)}(\sigma_i^t, \sigma_j^t)$, using only the one-spin marginals $\mu_{i \rightarrow j}^{(1)}(\sigma_i, \sigma_j)$ of the cavity messages. For tree interaction graphs $\mathcal{E}$, these marginals are simply given by $\mu_{i \rightarrow j}^{(1)}(\sigma_i, \sigma_j)|_{n=0} = 1/2^2$, thanks to the marginalization properties $\rho_{ij} = \text{Tr}_{\partial i,\partial j} \rho_{i;\partial i}$. Here the entropy reads (see appendix C),

$$S_{\text{Bethe}}^{(1)} = -\sum_i \text{Tr}(\rho_{i;\partial i} \ln \rho_{i;\partial i}) + \sum_{(ij) \in \mathcal{E}} \text{Tr}(\rho_{ij} \ln \rho_{ij}).$$

(18)
The above entropy is indeed the classical Bethe expression for the entropy, which is expected to work well for high temperatures. As we will see, there is a temperature $T_s$ depending on the strength of the transverse fields such that for $T < T_s$, the entropy becomes negative.

Using the one- and two-spin marginals, we can approximate the cavity messages by

$$
\mu_{i \rightarrow j}(\sigma_i, \sigma_j) \approx \prod_{t=0}^{n} \rho_{i \rightarrow j}(\sigma^{t+1}_i, \sigma^{t+1}_j)
$$

where $R_{i \rightarrow j}$ and for the local entropy changes we obtain

$$
\Delta s_i^{(2)} = - \sum_{\sigma_i, \sigma_{\partial i}} \rho_{i \partial i}(\sigma_i, \sigma_{\partial i}; \sigma_i, \sigma_{\partial i}) \ln \rho_{i \partial i}(\sigma_i, \sigma_{\partial i}; \sigma_i, \sigma_{\partial i}),
$$

$$
\Delta s_{ij}^{(2)} = - \sum_{\sigma_i, \sigma_j} \rho_{ij}(\sigma_i, \sigma_j; \sigma_i, \sigma_j) \ln \rho_{ij}(\sigma_i, \sigma_j; \sigma_i, \sigma_j).
$$
In the same way one can improve the approximation by taking into account the higher order correlations, for example,

$$
\mu_{i\rightarrow j}(\sigma_i, \sigma_j) \approx \prod_{t=0}^{n} \frac{\mu_{i\rightarrow j}^{(3)}(\sigma_i^t, \sigma_j^{t+1}, \sigma_j^t; \sigma_i^{t+1}, \sigma_j^{t+2})}{\sqrt{\mu_{i\rightarrow j}^{(2)}(\sigma_i^t, \sigma_j^{t+1}, \sigma_j^t; \sigma_i^{t+1}, \sigma_j^{t+2})}}.
$$

(28)

Note that as long as the density matrix is diagonal, we observe that for a given ansatz of the density matrix $S_{\text{Bethe}}^{(1)} = S_{\text{Bethe}}^{(2)}$. And we expect to obtain the same expression for the Bethe entropy (free energy) also in the higher orders of the approximation.

V. FREE-ENERGY MINIMIZATION

In this section, we present an optimization algorithm to estimate the optimal reduced density matrices minimizing the approximate Bethe free energy. We recall that the Bethe free energy $F_{\text{Bethe}} = \sum_i \langle H_i \rangle + \sum_{(ij) \in E} \langle H_{ij} \rangle - T \left( \sum_i \Delta s_i - \sum_{(ij) \in E} \Delta s_{ij} \right)$ is a local function of the $\rho_{i\partial i}, \rho_{ij}$ respecting the marginalization constraints, and the messages $\nu_{i\rightarrow j}$ satisfying the approximate BP equations. Let us consider the Bethe free energy as the energy function of the interacting system of variables $\rho_{i\partial i}, \rho_{ij}$ and $\nu_{ij} \equiv \{\nu_{i\rightarrow j}, \nu_{j\rightarrow i}\}$. Then an optimization algorithm can be obtained by studying the following statistical physics problem within a higher-level Bethe approximation:

$$
Z \equiv \sum_{\{\rho_{i\partial i}\}} \sum_{\{\rho_{ij}\}} \sum_{\{\nu_{ij}\}} e^{-\beta_{\text{opt}} F_{\text{Bethe}}} \prod_i \prod_{j \in \partial i} \delta(\rho_{ij} - \text{Tr}_{\text{i,j}}(\rho_{i\partial i})) \delta(\nu_{i\rightarrow j} - \hat{\nu}_{i\rightarrow j}).
$$

(29)

Here $\hat{\nu}_{i\rightarrow j}$ is a functional of the cavity messages defined by the approximate BP equations (20) and (21). And $\beta_{\text{opt}}$ is a fictitious inverse temperature to control the optimization problem. In appendix D we describe an approximate message-passing algorithm to study the above optimization problem.

In the following we will focus on the first order of the entropy approximation given in equation (18). Here we present another message-passing algorithm, which in this case is much easier to implement than the above general algorithm. We will compare the numerical results with the quantum cavity method of [14, 17] dealing with effective cavity Hamiltonians.
A. Lagrangian approach

An iterative algorithm to find the optimal reduced density matrices can be obtained by minimizing the following Lagrangian using Lagrange multipliers to satisfy the marginalization constraints,

$$\mathcal{L} ≡ F^{(1)}_{\text{Bethe}} + \sum_i \sum_{j \in \partial i} (\text{Tr}(\Lambda_{ij \rightarrow i} \rho_{ij}) - \text{Tr}(\Lambda_{ij \rightarrow i} \rho_{i \partial i})), \quad (30)$$

where $\Lambda_{ij \rightarrow i}$ is a Lagrange multiplier acting on the Hilbert space of spins $(i, j)$. We consider the mean-field approximation of the Bethe entropy $S^{(1)}_{\text{Bethe}}$ where the joint cavity marginals $\mu_{i \rightarrow j}(\sigma_i, \sigma_j)$ are approximated by a product distribution. Here the reduced density matrices minimizing the Lagrangian are simply given by

$$\rho_{i \partial i} = \frac{1}{Z_{i \partial i}} e^{-\beta H_i + \sum_{j \in \partial i} \Lambda_{ij \rightarrow i}}, \quad (31)$$

$$\rho_{ij} = \frac{1}{Z_{ij}} e^{\beta H_{ij} + \Lambda_{ij \rightarrow i} + \Lambda_{ij \rightarrow j}}. \quad (32)$$

Here, for convenience, we absorb the $\beta$ into the Lagrange multipliers. Then by the consistency of the local density matrices we obtain

$$\Lambda_{ij \rightarrow j} = -\beta H_{ij} - \Lambda_{ij \rightarrow i} + \ln \left(\frac{Z_{ij} \text{Tr}_{i,j} e^{-\beta H_{ij} + \sum_{k \in \partial i} \Lambda_{ik \rightarrow i}}}{Z_{i \partial i}}\right). \quad (33)$$

These equations can be solved by iteration starting from Hermitian $\Lambda_{ij \rightarrow i}$. This is enough to ensure that the resulting reduced density matrices are Hermitian and positive semidefinite. Figure 3 displays the results obtained in this way along with the exact solution for a small system of random transverse Ising model on a random regular graph. As expected, the predictions are in good agreement with the exact ones for high temperatures, but the difference is larger close to the phase transition points and the entropy becomes negative for small temperatures $T < T_s$, where $T_s$ is an increasing function of the transverse fields.

Let us compare the above equations with the ones obtained by the quantum cavity method of Refs. [14, 17], where the reduced density matrices are given by

$$\rho_{i \partial i} = \frac{1}{Z_{i \partial i}} e^{-\beta \tilde{H}_{i \partial i}}, \quad \tilde{H}_{i \partial i} = H_i + \sum_{j \in \partial i} (H_{ij} + \tilde{H}_{j \rightarrow i}), \quad (34)$$

$$\rho_{ij} = \frac{1}{Z_{ij}} e^{-\beta \tilde{H}_{ij}}, \quad \tilde{H}_{ij} = H_{ij} + \tilde{H}_{i \rightarrow j} + \tilde{H}_{j \rightarrow i}. \quad (35)$$
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FIG. 3. (a) The free energy $F$ and (b) the magnetization density $m_x$ in the random transverse Ising model on a random regular graph of degree $K=3$ obtained by minimizing the approximate Bethe free energy with $S_{Bethe}^{(1)}$ (denoted by $BP^{(1)}$) and the exact numerical simulations for a small system of size $N=12$. Here the $J_{ij}=1$ and the transverse fields $h_i$ are random numbers uniformly distributed in $[0,h]$. The $BP^{(1)}$ data are shown in the region where the entropy is nonnegative.

As before, $H_i = -h_i \sigma_i^x$ and $H_{ij} = -J_{ij} \sigma_i^z \sigma_j^z$. The cavity Hamiltonians are determined as follows [17]: Using the one-spin Hamiltonians $\tilde{H}_{k \rightarrow i}$, we first write the cavity Hamiltonian

$$\tilde{H}_{i \partial i \rightarrow j} = -h_i \sigma_i^x + \sum_{k \in \partial i \setminus j} (-J_{ik} \sigma_i^z \sigma_k^z + \tilde{H}_{k \rightarrow i}).$$

(36)

Then we obtain $\tilde{H}_{i \rightarrow j} = -h_i \sigma_i^x - g_{i \rightarrow j} \sigma_i^z$ by finding the $g_{i \rightarrow j}$ such that $\text{Tr}(\rho_{i \rightarrow j} \sigma_i^z) = \text{Tr}(\rho_{i \partial i \rightarrow j} \sigma_i^z)$, where $\rho_{i \rightarrow j} \propto e^{-\beta \tilde{H}_{i \rightarrow j}}$ and $\rho_{i \partial i \rightarrow j} \propto e^{-\beta \tilde{H}_{i \partial i \rightarrow j}}$. In Fig. 4, we compare the numerical results obtained by the above two algorithms. As long as the approximate Bethe entropy is positive the two algorithms give very close estimations of the local quantum expectations and the phase transition points. However, the naive approximation of the Bethe entropy results in negative entropies at low temperatures. Equivalently, we observe that the
FIG. 4. Comparing (a) the magnetization density $m_x$ and (b) the phase transition points $T_c$ in the random transverse Ising model on a random regular graph of degree $K = 3$ obtained by minimizing the approximate Bethe free energy with $S^{(1)}_{\text{Bethe}}$ (denoted by $BP^{(1)}$) and the operator quantum cavity method (OQC) of Refs. [14, 17] for a system of size $N = 1000$. Here the $J_{ij} = 1$ and the transverse fields $h_i$ are random numbers uniformly distributed in $[0, h]$. The $BP^{(1)}$ data are shown in the region where the entropy is nonnegative.

two definitions of the free energy

$$F_1 = - \sum_i \frac{1}{\beta} \ln \text{Tr} e^{-\beta \tilde{H}_{i\partial i}} + \frac{1}{\beta} \ln \text{Tr} e^{-\beta \tilde{H}_{ij}},$$

$$F_2 = \sum_i \text{Tr}(\rho_{i\partial i} H_i) + \sum_{(ij) \in \mathcal{E}_q} \text{Tr}(\rho_{ij} H_{ij}) - T \left( - \sum_i \text{Tr}(\rho_{i\partial i} \ln \rho_{i\partial i}) + \sum_{(ij) \in \mathcal{E}_q} \text{Tr}(\rho_{ij} \ln \rho_{ij}) \right),$$

in the latter algorithm are not always consistent, resulting in different free energy values. However, in numerical simulations, we observe that at least for small problem sizes, the first expression for the free energy is closer to the exact free energy.
VI. CONCLUSION

The main question we started from was to find an approximate density matrix and free energy for a quantum system given a set of locally consistent reduced density matrices. We know how to do this by the (generalized) Bethe approximation in a classical system and our goal was to extend that construction to quantum systems. Then, the expression for free energy can be considered as a function of the reduced density matrices to compute the physical density matrices minimizing the approximate free energy. Note that as for the Bethe approximation in classical systems, the free energies we obtain are not necessarily an upper bound for the exact free energy.

We started from an appropriate ansatz for the density matrix and used the replica trick to relate the computation of the quantum entropy to the computation of a partition function in a replicated system. We computed the replicated partition function within the Bethe approximation. Here a product (mean-field) ansatz for the cavity messages (i.e., independent replicas) resulted in the classical Bethe expression for the entropy. This clarifies the nature of the approximation we make when we replace the quantum entropy with the classical Bethe entropy.

The leading order of the approximation with independent replicas works well for high temperatures, but results in negative entropies for very small temperatures. At this level the algorithm is easy to implement and faster than the operator quantum cavity method we used for comparison in figure 4. The latter algorithm is, of course, more accurate for low temperatures but, as we mentioned in the previous section, it does not provide a consistent free energy approximation. Perhaps the path integral quantum cavity method is more complete in this sense but at the same time it is computationally more expensive.

The free energy approximations can be systematically improved by considering more accurate density matrices and approximations for the cavity messages in the Bethe approximation of the entropy. In the second order of the approximation, we considered the two-spin correlations between the replicas and obtained another expression for the entropy involving only the diagonal elements of the reduced density matrices. We will further investigate this entropy and the higher orders of the approximation in future works. It would also be interesting to see how the method can be generalized to study fermionic systems at finite temperatures.
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Appendix A: Locally and globally consistent reduced density matrices

Consider the following ansatz for the density matrix

\[ \rho(\sigma; \sigma') = \prod_i \rho_i(\sigma_i; \sigma'_i) \prod_{(ij) \in E} \frac{\rho_{ij}(\sigma_i, \sigma'_i; \sigma_j, \sigma'_j)}{\rho_i(\sigma_i; \sigma'_i)\rho_j(\sigma_j; \sigma'_j)} . \]  

(A1)

Here we prove that when \( \mathcal{E} \) is a tree and the reduced density matrices are locally consistent we have \( \rho_{ij} = \text{Tr}_{i\backslash j} \rho \) and \( \rho_i = \text{Tr}_{\setminus i} \rho \).

Let us start from computing \( \text{Tr} \rho \) to show that \( \rho \) is trace normalized when \( \rho_i = \text{Tr}_j \rho_{ij} \) and \( \text{Tr} \rho_i = \text{Tr} \rho_{ij} = 1 \). Expanding the trace we have

\[ Z = \text{Tr} \rho = \sum_g \prod_i \rho_i(\sigma_i; \sigma_i) \prod_{(ij) \in E} \frac{\rho_{ij}(\sigma_i, \sigma'_i; \sigma_j, \sigma'_j)}{\rho_i(\sigma_i; \sigma'_i)\rho_j(\sigma_j; \sigma'_j)} . \]  

(A2)

For tree structures we can write the above sum as

\[ Z = \sum_{\sigma_i} \rho_i(\sigma_i; \sigma_i) \prod_{j \in \partial_i} \left( \sum_{\sigma_j} \frac{\rho_{ij}(\sigma_i, \sigma'_i; \sigma_j, \sigma'_j)}{\rho_i(\sigma_i; \sigma'_i)\rho_j(\sigma_j; \sigma'_j)} Z_{j\rightarrow i}(\sigma_j) \right) . \]  

(A3)

Here the \( Z_{j\rightarrow i}(\sigma_j) \) are the cavity partition functions computed in the absence of site \( i \), where the partition function reads \( \prod_{j \in \partial_i} \left( \sum_{\sigma_j} Z_{j\rightarrow i}(\sigma_j) \right) \). The cavity partition functions are computed recursively by the Bethe equations [2],

\[ Z_{i\rightarrow j}(\sigma_i) = \rho_i(\sigma_i; \sigma_i) \prod_{k \in \partial_j \setminus j} \left( \sum_{\sigma_k} \frac{\rho_{ik}(\sigma_i, \sigma_k; \sigma_i, \sigma_k)}{\rho_i(\sigma_i; \sigma_i)\rho_k(\sigma_k; \sigma_k)} Z_{k\rightarrow i}(\sigma_k) \right) , \]  

(A4)

Note that for the leaves we have \( Z_{i\rightarrow j}(\sigma_i) = \rho_i(\sigma_i; \sigma_i) \) and from the marginalization relations \( \rho_i = \text{Tr}_j \rho_{ij} \) we find \( Z_{i\rightarrow j}(\sigma_i) = \rho_i(\sigma_i; \sigma_i) \) for all of the cavity partition functions. Therefore, we obtain \( Z = \sum_{\sigma_i} \rho_i(\sigma_i; \sigma_i) = 1 \).

To compute the one-spin reduced density matrices, we use again the recursive equations to write

\[ \langle \sigma_i | \text{Tr}_{\setminus i} \rho | \sigma_i' \rangle = \rho_i(\sigma_i; \sigma_i') \prod_{j \in \partial_i} \left( \sum_{\sigma_j} \frac{\rho_{ij}(\sigma_i, \sigma'_i; \sigma_j, \sigma'_j)}{\rho_i(\sigma_i; \sigma'_i)\rho_j(\sigma_j; \sigma'_j)} Z_{j\rightarrow i}(\sigma_j) \right) . \]  

(A5)
But \( Z_{j \rightarrow i}(\sigma_j) = \rho_j(\sigma_j; \sigma_j) \) which, along with the marginalization relations, give \( \text{Tr}_{i} \rho = \rho_i \). Similarly, one can prove that \( \text{Tr}_{i,j} \rho = \rho_{ij} \) thanks to the tree interaction graph \( \mathcal{E} \) and the consistency of the local density matrices \( \rho_i \) and \( \rho_{ij} \).

One can easily extend the above arguments to more general density matrices with higher order interactions,

\[
\rho(\sigma; \sigma') = \prod_i \rho_i(\sigma_i; \sigma'_i) \prod_{(ij) \in E} \frac{\rho_{ij}(\sigma_i, \sigma_j; \sigma'_i, \sigma'_j)}{\rho_i(\sigma_i; \sigma'_i) \rho_j(\sigma_j; \sigma'_j)},
\]

as long as the bipartite graph representing the dependency of the interactions to the variables is a tree. Here, \( \sigma_{\partial a} \equiv \{ \sigma_i | i \in \partial a \} \) and \( \partial a \) defines the set of variables in interaction \( a \).

**Appendix B: Computing the reduced density matrices in the annealing algorithm**

Consider the following ansatz for the density matrix

\[
\rho(\sigma; \sigma') = \prod_i \rho_i(\sigma_i; \sigma'_i) \prod_{(ij) \in E} \frac{\rho_{ij}(\sigma_i, \sigma_j; \sigma'_i, \sigma'_j)}{\rho_i(\sigma_i; \sigma'_i) \rho_j(\sigma_j; \sigma'_j)}.
\]

In each step of the annealing process, we need to compute the local reduced density matrices given the updated density matrix,

\[
\tilde{\rho}(\sigma; \sigma') \propto \sum_{\sigma''} \prod_i w_i(\sigma_i, \sigma''_i) \rho_i(\sigma''_i; \sigma'_i) \prod_{(ij) \in E} \left[ \sum_{\sigma''_i, \sigma''_j} w_{ij}(\sigma_i, \sigma_j; \sigma''_i, \sigma''_j) \rho_{ij}(\sigma''_i, \sigma''_j; \sigma'_i, \sigma'_j) \right],
\]

where, for simplicity, we assumed \( \mathcal{E} = \mathcal{E}_q \). The local density matrix \( \tilde{\rho}_{ij} = \text{Tr}_{i,j} \tilde{\rho} \) is obtained from the above expression after summing over the \( \sigma_k' = \sigma_k \) for \( k \neq i, j \). For tree interaction graphs \( \mathcal{E} \), this sum can be computed by considering the cavity messages that the boundary variables \( \partial(i,j) \) receive from the other parts of the system in addition to the local weights,

\[
\tilde{\rho}_{ij}(\sigma_i, \sigma_j; \sigma'_i, \sigma'_j) \propto \sum_{\sigma''_i, \sigma''_j} \prod_{k \in \partial i} \left[ \sum_{\sigma_k', \sigma''_k} w_{ik}(\sigma_i, \sigma_k; \sigma''_i, \sigma_k') \rho_{ik}(\sigma''_i, \sigma_k'; \sigma'_i, \sigma_k) \mu_{k \rightarrow i}(\sigma_k; \sigma_k'') \right] \times w_i(\sigma_i, \sigma''_i) \prod_{k \in \partial j \setminus i} \left[ \sum_{\sigma_k', \sigma''_k} w_{jk}(\sigma_j, \sigma_k; \sigma''_j, \sigma_k') \rho_{jk}(\sigma''_j, \sigma_k'; \sigma'_j, \sigma_k) \mu_{k \rightarrow j}(\sigma_k; \sigma_k'') \right].
\]

Here the cavity messages \( \mu_{i \rightarrow j} \) are determined recursively by the Bethe equations [2],

\[
\mu_{i \rightarrow j}(\sigma_i; \sigma''_i) \propto w_i(\sigma_i; \sigma''_i) \rho_i(\sigma'_i; \sigma_i) \prod_{k \in \partial \setminus j} \left[ \sum_{\sigma_k', \sigma''_k} w_{ik}(\sigma_i, \sigma_k; \sigma''_i, \sigma_k') \rho_{ik}(\sigma''_i, \sigma_k'; \sigma'_i, \sigma_k) \mu_{k \rightarrow i}(\sigma_k; \sigma_k'') \right].
\]
Appendix C: Derivation of the Bethe entropy from the Bethe density matrices

Consider the following ansatz for the density matrix

$$\rho(\sigma; \sigma') = \prod_{(ij) \in \mathcal{E}} \rho_{ij}(\sigma_i; \sigma_j; \sigma'_i; \sigma'_j) \prod_i \frac{\rho_i(\sigma_i; \sigma'_i; \sigma'_k)}{\rho_i(\sigma_i; \sigma_k; \sigma'_i; \sigma'_k)}, \quad (C1)$$

and write the entropy as

$$S = -\text{Tr}(\rho \ln \rho) = -\frac{\partial}{\partial n} \text{Tr} \rho^n|_{n=0}. \quad (C2)$$

We rewrite $Z_{n+1} = \text{Tr} \rho^{n+1} = \sum_{\sigma_0^1, \ldots, \sigma_n^1} \prod_{t=0}^n \rho(\sigma_t; \sigma_{t+1})$ with $\sigma_0 = \sigma^0$ as

$$Z_{n+1} = \sum_{\sigma_1, \sigma_2, \ldots, \sigma_n} \prod_{(ij) \in \mathcal{E}} \rho_{ij}(\sigma_i, \sigma_j) \prod_i \frac{\rho_i(\sigma_i, \sigma_{\partial i})}{\rho_i(\sigma'_i, \sigma_{\partial i})}, \quad (C3)$$

where $\sigma_i \equiv \{\sigma_i^0, \sigma_i^1, \ldots, \sigma_i^n\}$, $\rho_{ij}(\sigma_i, \sigma_j) = \prod_{t=0}^n \rho_{ij}(\sigma_i^t, \sigma_j^{t+1})$, and $\rho_i(\sigma_i, \sigma_{\partial i}) = \prod_{t=0}^n \rho_i(\sigma_i^t, \sigma_{\partial i}^{t+1}, \sigma_i^{t+1}, \sigma_{\partial i}^{t+1})$. Now, using the recursive Bethe equations, we have

$$Z_{n+1} = \sum_{\sigma_i, \sigma_{\partial i}} \rho_i(\sigma_i; \sigma_{\partial i}) \prod_{j \in \partial i} Z_{j \rightarrow i}(\sigma_i, \sigma_j), \quad (C4)$$

where $Z_{i \rightarrow j}(\sigma_i, \sigma_j)$ is the cavity partition function given $\sigma_i$ and $\sigma_j$,

$$Z_{i \rightarrow j}(\sigma_i, \sigma_j) = \sum_{\sigma_{\partial \backslash j}} \frac{\rho_i(\sigma_i; \sigma_{\partial i})}{\rho_j(\sigma_i, \sigma_j)} \prod_{k \in \partial \backslash j} Z_{k \rightarrow i}(\sigma_i, \sigma_k). \quad (C5)$$

The belief propagation (BP) equations are equations for the normalized cavity partitions

$$\mu_{i \rightarrow j}(\sigma_i, \sigma_j) = Z_{i \rightarrow j}(\sigma_i, \sigma_j)/(\sum_{\sigma'_i, \sigma'_j} Z_{i \rightarrow j}(\sigma'_i, \sigma'_j)), \quad (C6)$$

Then the replicated partition function reads $[2]$

$$Z_{n+1} = \prod_i e^{-\Delta F_i} \prod_{(ij) \in \mathcal{E}} e^{\Delta F_{ij}}, \quad (C7)$$

where $\Delta F_i$ is the free energy change by adding variable $\sigma_i$ and the interactions involving the variable,

$$e^{-\Delta F_i} = \sum_{\sigma_i, \sigma_{\partial i}} \rho_i(\sigma_i; \sigma_{\partial i}) \prod_{j \in \partial i} \mu_{j \rightarrow i}(\sigma_i, \sigma_j). \quad (C8)$$
And $\Delta F_{ij}$ is the free energy change by adding the interaction $\rho_{ij}(\sigma_i, \sigma_j)$,

$$e^{-\Delta F_{ij}} = \sum_{\sigma_i, \sigma_j} \rho_{ij}(\sigma_i, \sigma_j) \mu_{i \rightarrow j}(\sigma_i, \sigma_j) \mu_{j \rightarrow i}(\sigma_i, \sigma_j). \quad (C9)$$

In this way, for the entropy, we find

$$S_{\text{Bethe}} = \sum_i \frac{\partial}{\partial n} \Delta F_i|_{n=0} - \sum_{(ij) \in E} \frac{\partial}{\partial n} \Delta F_{ij}|_{n=0}, \quad (C10)$$

where we used the fact that $Z_{n+1}|_{n=0} = \text{Tr}\rho = 1$.

1. Approximating the cavity messages

To compute the free energy changes, we need to resort to some reasonable approximations for the cavity message $\mu_{i \rightarrow j}(\sigma_i, \sigma_j)$ even when the interaction graph $E$ is a tree. Note that for the messages from the leaves we have $\mu_{i \rightarrow j}(\sigma_i, \sigma_j) = 1/2^{2n+2}$. In fact, for $n = 0$ where $\sum_{\sigma_{\partial i}, j} \rho_{\partial i}(\sigma_i, \sigma_{\partial i}) = \rho_{ij}(\sigma_i, \sigma_j)$ holds we obtain $Z_{i \rightarrow j}(\sigma_i, \sigma_j) = 1$ for all the cavity partition functions. For $n > 0$, we can no longer rely on the marginalization property and the cavity partition functions could be different from one.

Let us continue by approximating all of the cavity messages by $\mu_{i \rightarrow j}(\sigma_i, \sigma_j) \propto 1$ as it happens for $n = 0$. Within this approximation, we find

$$\frac{\partial}{\partial n} \Delta F_i|_{n=0} = -\frac{\partial}{\partial n} \text{Tr}\rho_{ii}^{n+1}|_{n=0} + \sum_{j \in \partial i} \frac{\partial}{\partial n} 2^{2n+2}|_{n=0}, \quad (C11)$$

$$\frac{\partial}{\partial n} \Delta F_{ij}|_{n=0} = -\frac{\partial}{\partial n} \text{Tr}\rho_{ij}^{n+1}|_{n=0} + \frac{\partial}{\partial n} 2^{2n+2}|_{n=0} + \frac{\partial}{\partial n} 2^{2n+2}|_{n=0}, \quad (C12)$$

where we used the fact that $\text{Tr}\rho_{ii}^{n+1}|_{n=0} = 1$ and $\text{Tr}\rho_{ij}^{n+1}|_{n=0} = 1$. Moreover, $\frac{\partial}{\partial n} \text{Tr}\rho_{ii}^{n+1}|_{n=0} = \text{Tr}(\rho_{ii} \ln \rho_{ii})$ and $\frac{\partial}{\partial n} \text{Tr}\rho_{ij}^{n+1}|_{n=0} = \text{Tr}(\rho_{ij} \ln \rho_{ij})$, resulting in

$$S_{\text{Bethe}}^{(1)} = -\sum_i \text{Tr}(\rho_{\partial i} \ln \rho_{\partial i}) + \sum_{(ij) \in E} \text{Tr}(\rho_{ij} \ln \rho_{ij}). \quad (C13)$$

As we will see, the above entropy can be obtained by a mean-field approximation of the cavity messages when the interaction graph $E$ is a tree.

1. Approximating the cavity messages

More systematic approximations for the entropy can be obtained by writing the cavity messages in terms of the associated local marginals. For example, using the two-spin
marginals we approximate the cavity messages by

$$\mu_{i \to j}(\sigma_i, \sigma_j) = \prod_{t=0}^{n} \nu_{i \to j}(\sigma_i^t, \sigma_j^t; \sigma_i^{t+1}, \sigma_j^{t+1}),$$

where

$$\nu_{i \to j}(\sigma_i, \sigma_j; \sigma_i', \sigma_j') = \frac{\mu^{(2)}_{i \to j}(\sigma_i, \sigma_j; \sigma_i', \sigma_j')}{\sqrt{\mu^{(1)}_{i \to j}(\sigma_i, \sigma_j)\mu^{(1)}_{i \to j}(\sigma_i', \sigma_j')}}.$$  \hfill (C15)

Now taking the BP equations for the cavity messages $\mu_{i \to j}(\sigma_i, \sigma_j)$ and summing over $\{(\sigma_i^t, \sigma_j^t) | t = 1, \ldots, n\}$ we obtain

$$\langle \sigma_i \sigma_j | \nu_{i \to j} | \sigma_i' \sigma_j' \rangle \equiv \nu_{i \to j}(\sigma_i, \sigma_j; \sigma_i', \sigma_j') \quad \text{and} \quad \langle \sigma_i \sigma_j | R_{i \partial i \setminus j} | \sigma_i' \sigma_j' \rangle \equiv \left\langle \sigma_i \sigma_j | R_{i \partial i \setminus j} | \sigma_i' \sigma_j' \sigma_i' \sigma_j' \right\rangle \prod_{k \in \partial \setminus i} \nu_{k \to i}(\sigma_i, \sigma_k; \sigma_i', \sigma_k').$$  \hfill (C17)

Then, using the translational symmetry, the one-spin marginals $\mu^{(1)}_{i \to j}(\sigma_i, \sigma_j)$ read

$$\mu^{(1)}_{i \to j}(\sigma_i, \sigma_j) \propto \sum_{\sigma_i \sigma_j} \langle \sigma_i \sigma_j | R_{i \partial i \setminus j} | \sigma_i' \sigma_j' \rangle \cdot \frac{1}{\rho_{i \partial i}(\sigma_i, \sigma_j; \sigma_i', \sigma_j')} \prod_{k \in \partial \setminus i} \nu_{k \to i}(\sigma_i, \sigma_k; \sigma_i', \sigma_k').$$  \hfill (C18)

For the two-spin marginals $\mu^{(2)}_{i \to j}(\sigma_i, \sigma_j; \sigma_i', \sigma_j')$ we obtain

$$\mu^{(2)}_{i \to j}(\sigma_i, \sigma_j; \sigma_i', \sigma_j') \propto \sum_{\sigma_i \sigma_j, \sigma_i' \sigma_j'} \langle \sigma_i \sigma_j | R_{i \partial i \setminus j} | \sigma_i' \sigma_j' \rangle \cdot \frac{1}{\rho_{i \partial i}(\sigma_i, \sigma_j; \sigma_i', \sigma_j')} \prod_{k \in \partial \setminus i} \nu_{k \to i}(\sigma_i, \sigma_k; \sigma_i', \sigma_k').$$  \hfill (C19)

Finally, given the $\nu_{i \to j}(\sigma_i, \sigma_j; \sigma_i', \sigma_j')$ we end up with the following Bethe entropy

$$S^{(2)}_{\text{Bethe}} = - \sum_{i} \text{Tr}(R_{i \partial i} \ln R_{i \partial i})|_{n=0} + \sum_{(ij) \in E} \text{Tr}(R_{ij} \ln R_{ij})|_{n=0},$$

where

$$\langle \sigma_i | R_{i \partial i} | \sigma_i' \rangle \equiv \rho_{i \partial i}(\sigma_i, \sigma_i'; \sigma_i' \sigma_j') \prod_{j \in \partial} \nu_{j \to i}(\sigma_i, \sigma_j; \sigma_i', \sigma_j'),$$

and

$$\langle \sigma_i \sigma_j | R_{ij} | \sigma_i' \sigma_j' \rangle \equiv \rho_{ij}(\sigma_i, \sigma_j; \sigma_i', \sigma_j') \nu_{i \to j}(\sigma_i, \sigma_j; \sigma_i', \sigma_j') \nu_{j \to i}(\sigma_i, \sigma_j; \sigma_i', \sigma_j').$$

(C22)

Note that in computing the entropy, we ignored $- \sum_{i} \text{Tr}(\frac{\partial}{\partial n} R_{i \partial i})|_{n=0} + \sum_{(ij) \in E} \text{Tr}(\frac{\partial}{\partial n} R_{ij})|_{n=0}$ as the entropy is stationary with respect to the changes in the cavity messages.
In the same way, one can improve the approximation by taking into account the higher order correlations, for example, assuming

$$\mu_{i \rightarrow j}(\sigma_i, \sigma_j) = \prod_{t=0}^{n} \nu_{i \rightarrow j}(\sigma_i^t, \sigma_j^t; \sigma_i^{t+1}, \sigma_j^{t+1}),$$  \hspace{1cm} (C23)

with

$$\nu_{i \rightarrow j}(\sigma_i^t, \sigma_j^t; \sigma_i^{t+1}, \sigma_j^{t+1}) = \frac{\nu_{i \rightarrow j}(\sigma_i^t, \sigma_j^t; \sigma_i^{t+1}, \sigma_j^{t+1})}{\sqrt{\mu_{i \rightarrow j}(\sigma_i^t, \sigma_j^t; \sigma_i^{t+1}, \sigma_j^{t+1})}}.$$  \hspace{1cm} (C24)

b. The mean-field approximation of the cavity messages

Consider the mean-field approximation of the cavity messages $\mu_{i \rightarrow j}(\sigma_i, \sigma_j) = \prod_{t=0}^{n} \mu_{i \rightarrow j}^{(1)}(\sigma_i^t, \sigma_j^t)$ where $\nu_{i \rightarrow j}(\sigma_i, \sigma_j; \sigma_i^t, \sigma_j^t) = \sqrt{\mu_{i \rightarrow j}(\sigma_i^t, \sigma_j^t; \sigma_i^{t+1}, \sigma_j^{t+1})}$. To compute the entropy, we need $\mu_{i \rightarrow j}^{(1)}(\sigma_i, \sigma_j)|_{n=0}$ which according to Eqs. [C17] and [C18] reads

$$\mu_{i \rightarrow j}^{(1)}(\sigma_i, \sigma_j) \propto \sum_{\sigma_{\partial i \backslash j}} \rho_{\partial i}(\sigma_i, \sigma_{\partial i}; \sigma_i, \sigma_{\partial i}) \prod_{k \in \partial i \backslash j} \mu_{k \rightarrow i}^{(1)}(\sigma_i, \sigma_k).$$  \hspace{1cm} (C25)

Suppose the interaction graph $\mathcal{E}$ is a tree. Then, for the messages from the leaves we have $\mu_{i \rightarrow j}^{(1)}(\sigma_i, \sigma_j) = 1/2^2$ and using the marginalization property $\rho_{ij} = \text{Tr}_{\partial} \rho_{i \partial}$ we find that indeed $\mu_{i \rightarrow j}^{(1)}(\sigma_i, \sigma_j) = 1/2^2$ holds for all of the messages. Consequently, we recover the classical expression for the Bethe entropy $s^{(1)}_{\text{Bethe}}$ as described at the beginning of this section.

Appendix D: A message-passing algorithm for minimizing the approximate Bethe free energy

We consider the Bethe free energy as the energy function of the interacting system of variables $\rho_{i \partial i}, \rho_{ij}$ and $\nu_{ij} \equiv \{\nu_{i \rightarrow j}, \nu_{j \rightarrow i}\}$. Then an optimization algorithm can be obtained by studying the following statistical physics problem within a higher-level Bethe approximation,

$$\mathcal{Z} \equiv \sum_{\{\rho_{i \partial i}\}} \sum_{\{\rho_{ij}\}} \sum_{\{\nu_{ij}\}} e^{-\beta_{\text{opt}} F_{\text{Bethe}}} \prod_i \prod_{j \in \partial i} \delta(\rho_{ij} - \text{Tr}_{\partial i} \rho_{i \partial i}) \delta(\nu_{i \rightarrow j} - \hat{\nu}_{i \rightarrow j}),$$  \hspace{1cm} (D1)

where $\hat{\nu}_{i \rightarrow j}$ denotes the approximate BP equations [20] and [21]. To ensure that the reduced density matrices are Hermitian and positive semidefinite, we take $\rho_{i \partial i} = e^{-\bar{H}_{i \partial i}}/Z_{i \partial i}$ and $\rho_{ij} = e^{-\bar{H}_{ij}}/Z_{ij}$ introducing the local effective Hamiltonians $\bar{H}_{i \partial i}$ and $\bar{H}_{ij}$ characterized by the set
of couplings $g_{i\partial i}$ and $g_{ij}$, respectively. One can, in general, write $\tilde{H}_{ij} = -\sum_{a,b=0,x,y,z} g_{ij}^{ab} \sigma_i^a \sigma_j^b$, and similarly for the $\tilde{H}_{i\partial i}$.

Here we resort to the Bethe approximation to compute the local marginals of the effective Hamiltonians. To this end, we need the cavity marginals $M_{i\rightarrow j}(g_{ij}, \nu_{ij})$ which are recursively determined by the set of neighboring cavity marginals $\{M_{k\rightarrow i}(g_{ik}, \nu_{ik})|k \in \partial i \setminus j\}$ considering the local free energies and the local hard constraints \cite{2, 15},

$$M_{i\rightarrow j}(g_{ij}, \nu_{ij}) \propto \sum_{g_{i\partial i}, \{g_{ik}, \nu_{ik}|k \in \partial i \setminus j\}} \Pi_i e^{-\beta_{opt}(H_i) - T \Delta s_i} \prod_{k \in \partial i \setminus j} (e^{-\beta_{opt}(H_{ik}) + T \Delta s_{ik}} M_{k\rightarrow i}(g_{ik}, \nu_{ik})),$$

(D2)

where for brevity we defined the indicator function $\Pi_i \equiv \Pi_{k \in \partial i} \delta(\rho_{ik} - \text{Tr}_{i,k} \rho_{\partial i}) \delta(\nu_i - \nu_{i-k}).$

We are actually interested in the limit $\beta_{opt} \rightarrow \infty$, where the probability measure of the variables is concentrated on the optimal variable configuration(s). Taking the scaling $M_{i\rightarrow j} = e^{-\beta_{opt} \mathcal{M}_{i\rightarrow j}}$, we obtain the so called minsum equations \cite{24, 25},

$$\mathcal{M}_{i\rightarrow j}(g_{ij}, \nu_{ij}) = \min_{g_{i\partial i}, \{g_{ik}, \nu_{ik}|k \in \partial i \setminus j\}} \left\{ \langle H_i \rangle - T \Delta s_i + \sum_{k \in \partial i \setminus j} (\langle H_{ik} \rangle + T \Delta s_{ik} + \mathcal{M}_{k\rightarrow i}(g_{ik}, \nu_{ik})) \right\}.$$

(D3)

Note that the right hand side is computed conditioned on the constraints in $\Pi_i$. The equations can be solved by iteration starting from random initial messages $\mathcal{M}_{i\rightarrow j}(g_{ij}, \nu_{ij})$ and updating them according to the above equations. After each update, we shift the minsum messages by a constant to keep $\min_{g_{ij}, \nu_{ij}} \mathcal{M}_{i\rightarrow j}(g_{ij}, \nu_{ij}) = 0$. Finally, one estimates the optimal couplings by minimizing the local minsum weights,

$$\mathcal{M}_i(g_{i\partial i}, \{g_{ij}, \nu_{ij}|j \in \partial i\}) = \langle H_i \rangle - T \Delta s_i + \sum_{j \in \partial i} (\langle H_{ij} \rangle + T \Delta s_{ij} + \mathcal{M}_{j\rightarrow i}(g_{ij}, \nu_{ij})).$$

(D4)

In practice, to implement the above algorithm, we have to work with discrete variables. The time complexity of the algorithm grows as $N_b^{ck_{max}^2}$ considering only the two-spin interactions in the $\tilde{H}_{i\partial i}$. Here, $N_b$ is the maximum number of bins in discrete representation of the variables, $k_{max} = \max_i |\partial i|$, and $c$ is a constant. Note that to update $\mathcal{M}_{i\rightarrow j}$, one only needs to sample over the $g_{i\partial i}$ and the incoming messages $\nu_{k\rightarrow i}$ as the $g_{ij}$ and the outgoing messages $\nu_{i\rightarrow k}$ are determined by the local hard constraints.
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