Optimizing Schedules for Quantum Annealing
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Classical and quantum annealing are two heuristic optimization methods that search for an optimal solution by slowly decreasing thermal or quantum fluctuations. Optimizing annealing schedules is important both for performance and fair comparisons between classical annealing, quantum annealing, and other algorithms. Here we present a heuristic approach for the optimization of annealing schedules for quantum annealing and apply it to 3D Ising spin glass problems. We find that if both classical and quantum annealing schedules are similarly optimized, classical annealing outperforms quantum annealing for these problems when considering the residual energy obtained in slow annealing. However, when performing many repetitions of fast annealing, simulated quantum annealing is seen to outperform classical annealing for our benchmark problems.

Optimization is a fundamental task underlying many important problems in a wide range of disciplines. Solving an optimization problem means finding a configuration that (approximately) minimizes some cost function. This cost function can be interpreted as the Hamiltonian of a physical system and its minimization then corresponds to finding the ground state. In particular, discrete combinatorial optimization problems can be mapped to Ising spin glass problems, given by the Hamiltonian

\[ H_P = -\sum_{i<j} J_{ij} s_i s_j - \sum_i h_i s_i, \]  

(1)

Here, the spins \( s_i = \pm 1 \) are coupled pairwise through the \( J_{ij} \) terms and individually to external magnetic fields \( h_i \). Finding the ground state of such Ising spin glass problems is a nondeterministic-polynomially (NP) hard problem \cite{3} for which no efficient, polynomial time algorithms exist. Given the importance of these problems in many application areas, finding efficient optimization algorithms is an important endeavor.

One powerful heuristic algorithm to find low energy configurations of such a problem is simulated classical annealing (CA) \cite{4, 5}. There, the system is first initialized to a random configuration at a high temperature and then gradually cooled during Monte Carlo simulations. This allows the system's configurations to escape from local minima and to thermally relax towards lower energy configurations \cite{6}.

Quantum annealing (QA) \cite{7, 11} is a related method, which has gained attention due to its implementation in commercial devices \cite{12, 14}. Instead of thermal fluctuations quantum fluctuations are used to drive the system out of local minima. During QA the system evolves from a trivial ground state of a quantum mechanical driver Hamiltonian \( H_D \) to the solution of the problem Hamiltonian from Eq. 1. The evolution of the Hamiltonian is controlled by a parameter \( s(t) \in [0, 1] \):

\[ \mathcal{H} = s \mathcal{H}_P + (1 - s) \mathcal{H}_D. \]  

(2)

This enables a transition from \( \mathcal{H}_D \) to \( \mathcal{H}_P \). For this the Ising variables are represented by quantum spin-1/2 variables, which results in

\[ \mathcal{H}_P = -\sum_{i<j} J_{ij} \sigma^z_i \sigma^z_j - \sum_i h_i \sigma^z_i, \]  

(3)

where \( \sigma^z \) is the Pauli-\( z \) matrices acting on spin \( j \). The driver Hamiltonian is given by

\[ \mathcal{H}_D = -\Gamma_0 \sum_i \sigma^z_i. \]  

(4)

Alternatively one could just vary the transverse field \( \Gamma \) while \( \mathcal{H}_P \) is kept fixed:

\[ \mathcal{H} = \mathcal{H}_P + (1 - s) \mathcal{H}_D. \]  

(5)

We will use this schedule for our simulations.

We implement QA using a discrete time quantum Monte Carlo (QMC) simulation, because an exact simulation of QA is exponentially hard. We use the path integral Monte Carlo (PIMC) method to map a 3 dimensional quantum system into \( 3 + 1 \) classical dimensions by the introduction of the imaginary time dimension \cite{13}. It should be noted that this version of simulated quantum annealing (SQA), is indicative of the performance of a physical quantum annealer \cite{16, 19}.

Recent comparisons between quantum and classical annealing for two-dimensional (2D) Ising spin glass systems have not shown any quantum speedup \cite{20, 21}. The lack of speedup in this case may be due to the energy landscape of 2D spin glasses, with shallow but broad barriers that are easier to thermally surmount than to tunnel through \cite{22}.

Extending such simulations to three dimensions (3D) we find that whether classical or quantum annealing is better depends on the specific choice of annealing schedules. An apparent advantage of one method may simply be due to a bad or suboptimal choice of annealing schedule for the other method. To achieve a fair comparison both classical and quantum annealing schedules thus need to be fairly optimized. In this Letter we thus introduce a heuristic optimization method for quantum annealing, generalizing heuristics used to optimize classical annealing. We show that this heuristic leads to improvements over naïve schedules and allows fair comparisons of classical versus quantum annealing.
Adaptive Schedule. In classical annealing the control parameter is the temperature, whose change over time is given by an annealing schedule. If the change is constant we call it a linear schedule and the update rule for the temperature is given by

$$\beta(t) = \beta_0 + \dot{\lambda} t,$$

or in a discretized form

$$\beta_k = \beta_0 + \lambda k = \beta_{k-1} + \lambda,$$  \hspace{1cm} (7)

where $\beta_k$ is the inverse temperature at the $k$-th update sweep. For such a linear schedule, only the initial and final values of $\beta$ may need to be optimized, with intermediate values that are obtained by linear interpolation.

Instead of guessing a schedule, one can determine optimized adaptive schedules by using a heuristic algorithm to optimize the schedule \([23-25]\) in such a way that interesting regions close to phase transitions are passed through more slowly.

An indicator for the size of a temperature step can be the specific heat

$$C_V = k_B \beta^2 \frac{d^2}{d\beta^2} \log Z = -k_B \beta^2 \frac{d}{d\beta} \langle E \rangle,$$  \hspace{1cm} (8)

where $Z$ is the partition function. $C_V$ can be calculated from the fluctuation-dissipation theorem as

$$\beta^2 C_V \equiv \sigma \equiv -\frac{d}{d\beta} \langle E \rangle = \langle E^2 \rangle - \langle E \rangle^2.$$

In order to achieve a constant decrease in energy at each step, one aims for this quantity to be constant throughout the annealing process:

$$\frac{d \langle E \rangle}{dt} = -\lambda,$$  \hspace{1cm} (10)

where the scale factor $\lambda$ sets the targeted change in energy. The quantity $\langle E \rangle$ is only implicitly dependent on time through its dependence on the temperature, such that one can perform the chain rule

$$\frac{d \langle E \rangle}{d\beta} \frac{d \beta}{dt} = -\lambda.$$

Inserting Eq. (9) one obtains

$$\frac{d \beta}{dt} \sigma (\beta) = \lambda,$$  \hspace{1cm} (12)

which can be discretized to obtain the an update rule for the adaptive schedule

$$\beta_{k+1} = \beta_k + \frac{\lambda}{\sigma_k}.$$  \hspace{1cm} (13)

It can be observed that this schedule traverses slower in regions close to the phase transition, where $C_V$ is large.

In order to derive a similarly optimized schedule for quantum annealing we use a quantity akin to the specific heat in classical systems. Starting from the quantum mechanical partition function

$$Z(s) = \text{tr} \left( e^{-\beta \mathcal{H}(s)} \right),$$  \hspace{1cm} (14)

we first derive an adaptive schedule for Eq. (2). Substituting the derivative with respect to $\beta$ by one with respect to the quantum control parameter $s$ in Eq. (8) we define

$$C(s) = \frac{1}{\beta} \frac{d^2}{ds^2} \log (Z),$$  \hspace{1cm} (15)

which will determine the annealing schedule. Performing the derivatives we obtain

$$C(s) = -\frac{d}{ds} \langle \mathcal{H}_P - \mathcal{H}_D \rangle_s = \beta \left( \langle (\mathcal{H}_P - \mathcal{H}_D)^2 \rangle_s - \langle \mathcal{H}_P - \mathcal{H}_D \rangle_s^2 \right).$$  \hspace{1cm} (16)

Note, that the expectation values in this equation are dependent on the parameter $s$. Similar to the classical procedure, we aim for a constant change in time:

$$\frac{ds}{dt} C (s) = \lambda.$$  \hspace{1cm} (17)

Thus we obtain an update rule for the quantum annealing schedule:

$$s_{k+1} = s_k + \frac{1}{\beta} \frac{\lambda}{\sqrt{\langle (\mathcal{H}_P - \mathcal{H}_D)^2 \rangle_s - \langle \mathcal{H}_P - \mathcal{H}_D \rangle_s^2}}.$$  \hspace{1cm} (18)

For the alternative quantum annealing procedure of Eq. (5), a similar derivation leads to a simpler rule

$$s_{k+1} = s_k + \frac{1}{\beta \Gamma_0} \frac{\lambda}{\sqrt{1 - \langle \sigma_x \rangle_s^2}}.$$  \hspace{1cm} (19)

Note that $\Gamma_0$ corresponds to the initial transverse field of the annealing schedule and an appropriate value needs to be determined before any efficient annealing run.

For classes of random instances one does not optimize the schedule for each individual instance but instead optimizes over the average of a limited set of instances, and use the average of this set to define an adaptive schedule for the entire class.

Results. In the remainder of this work we will use the latter schedule, obtained by an ensemble average of $\langle \sigma_x \rangle_s$ over a set of 1000 random, uniformly distributed 3D Ising spin glass instances on a simple cubic lattice. We investigate 3D spin glasses because of the argument \([22]\) that random 3D Ising spin glasses are more likely to profit from quantum tunneling since they exhibit a non-zero temperature phase transition \([26]\).

In Figure 1 we show the expectation value of the denominator of the step size, averaged over 1000 instances. In
the beginning, when the transverse field is strong, the system is close to an eigenstate of $\sigma_x$ and the problem Hamiltonian does not influence the dynamics much. Thus, the step size is large.

In order to find an optimized schedule, the transverse field $\Gamma_0$ has to be optimized. This corresponds to an optimization of the starting value of the schedule and yielded $\Gamma_0 = 1.5$. The final value of the transverse field needs to be $\Gamma = 0$ in order to recover the problem Hamiltonian at the end of the annealing process.

Figure 2 shows the linear and the adaptive schedules for optimized and unoptimized initial field $\Gamma_0$. Consistent with Fig. 1 one can see that the adaptive schedules are slower in regions, where the transverse field is weak. The residual energy of these schedules is shown Fig. 3, which demonstrates improved performance of the adaptive schedules over the linear ones. The improvement is especially large if one starts with unoptimized large initial transverse fields $\Gamma_0$. In those cases the adaptive schedule quickly reduces the transverse field and then slows down when entering the interesting parameter region. Conversely, one can see in Figure 4 that, for an optimized $\Gamma_0$ the optimized schedule is close to a linear one, with similar performance.

Since neither CA nor QA are guaranteed to find the exact ground state, we will first investigate the residual energy $E_{\text{res}} = E - E_0$ as a metric to compare the efficiency of different annealing schemes. It is defined as the difference between the energy of the (local) minimum $E$ found in an annealing run and the ground state energy $E_0$. The residual energy is a function of annealing time $t_a$, which in our simulations is given in units of Monte Carlo sweeps. The behavior of SQA on 3D Ising spin glasses is similar to that of 2D Ising spin glasses [21]. SQA, running fast, can initially lower the energy much faster than CA but tends to get stuck in local minima. Figure 4 shows that this initial fast convergence happens earlier with higher temperature. Yet, for every choice of inverse temperature, SQA suffers from getting stuck in local minima. CA does not display this problem, which is why CA outperforms any SQA run after sufficient annealing time.

As an alternative approach to slow annealing, many fast annealing runs might be beneficial for some problems [27]. The
total effort here is the product of the annealing time and the number of repetitions $R$ required to find the ground state with a probability $\bar{s}$. Denoting the probability to find the ground state in a single execution by $p$ the required number of repetitions is $R = \log(1 - p)/\log(1 - \bar{s})$. To compare the different annealing approaches we choose $t_a$ to optimize the total computational effort $t_a \cdot R$ for each system size.

Results for repeated fast annealing are shown in Fig. 5. We observe a slight scaling advantage for SQA over CA.

Apart from the proposed adaptive schedule, we performed a comparison of different nonlinear parameterizations of annealing schedules for QA, but found for optimized parameters no speedup compared to the linear schedule for any of them. The analysis for these and further simulations can be found in the supplementary material.

Conclusion For fair comparisons both CA and QA need to be optimized, otherwise wrong conclusions for the efficiency are drawn. To achieve this goal we proposed a heuristic nonlinear schedule and demonstrated that it is resistant against sub-optimally chosen initial values for the transverse field $\Gamma_0$ on random 3D Ising spin glasses.

A comparison between CA and QA for 3D Ising spin glasses gives similar results as in 2D. The existence of a finite temperature phase transition does not have a major influence on the relative performance between CA and QA. While QA rapidly finds a low energy local minimum, increasing the annealing time leads to CA finding lower energy states. A similar conclusion is drawn in Ref. [28], where quantum speed-up is obtained in the random ferromagnetic Ising chain model, i.e. a system for which CA encounters no phase-transition at any finite temperature, while QA does.

Using many short runs, our simulations showed an advantage for the scaling of SQA over CA. Our simulations were restricted to relatively small system sizes, because the exact ground state had to be calculated beforehand. Surface effects of these small instances might skew the observed scaling behavior such that a verification of our results for larger instances should be performed.
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