Expanding interactome analyses beyond model eukaryotes
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Abstract

Interactome analyses have traditionally been applied to yeast, human and other model organisms due to the availability of protein-protein interactions data for these species. Recently these techniques have been applied to more diverse species using computational interaction prediction from genome sequence and other data types. This review describes the various types of computational interactome networks that can be created and how they have been used in diverse eukaryotic species, highlighting some of the key interactome studies in non-model organisms.
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Introduction

In the early 2000s technologies were developed for high-throughput (HTP) production of genome-wide genetic [1–3] and physical interaction data [4–7], allowing genes and their products to be studied in the context of whole cellular systems [8]. Systems approaches can be used to understand the link between genotypes and phenotypes [9, 10], the evolution of gene function [11–13], and how cellular biology changes during disease [14, 15].

One of the fundamental goals of these analyses is verification of the cellular interactome [16, 17]. The interactome is vital to understanding cellular biology [18] since many biological functions can only be understood as part of the spatio-temporal interactions of the cell [19, 20]. Defining the interactome is not straightforward since the cell contains other molecules that interact with proteins [19, 21, 22]. The associations between genes/proteins can be functional rather than a direct physical interaction, for instance shared complex membership [23–25]. Here the interactome is defined loosely as “the entire complement of functional molecular associations that may occur in a cell” in order to encompass the range of networks discussed.

Interactomes are often represented as networks (graphs) [26], allowing both visual and computational analysis of their structure and connectivity [27–31]. Graph theoretic analyses allows interactome data to be used in a number of ways: detection of protein complexes [32–34]; prediction of protein functions [35–37]; identification of evolutionary relationships [38–41]; and inference
of novel interactions that were not detected experimentally [42, 43]. These analyses have been extensively used in yeast and human due to the availability of experimental data for these species. Recently experimental techniques have been applied to more diverse model species and interactomes have been computationally-predicted in non-model organisms using experimental data from other species. Here, we describe the types of interactome networks that can be created and how they have been used in diverse species, highlighting some of the key studies in non-model organisms.

**Predicted interactomes**

The detection of the physical binding of proteins, either binary interaction or complex co-membership [44], is the basis for the majority of interactome analyses. Several PPI detection methods, including yeast two-hybrid (Y2H) and affinity purification combined with mass spectometry (AP-MS), have been used to create large-scale interactomes in yeast, humans and other model organisms [4–7, 45–51]. Several other methods, such as co-immunoprecipitation (Co-IP) [52], co-fractionation [53], and cross-linking [54], can also be used to detect interaction. Co-IP is often used to confirm interactions detected by Y2H and AP-MS.

In addition, genetic interactions (GIs) can be detected using a number of methods including RNA interference (RNAi) screens [55], synthetic genetic arrays (SGA) [1], heterozygous diploid-based synthetic lethality analysis on microarrays (dSLAM) [2], and epistatic mini-array profiles (E-MAPs) [3]. Unlike PPI, GIs connect genes with related function, but which protein products are less likely to have a physical interaction [56]; genetically-interacting protein pairs are commonly components of the same pathway or complex and have a relatively high level of conservation across species [57].

Experimental determination of PPI networks is time-consuming, expensive and not currently possible for all species. Therefore, a number of computational methods for the prediction of PPIs have been developed over the past decade and are described in the next sections.

**Interologs**

Patterns of protein-protein interaction are conserved [58–60] and interactomes share a set of topological rules [11]. Network ‘hubs’ (highly-connected proteins) are conserved and often essential [30, 61–63] with slower evolutionary rates and conserved sequences [39, 62, 64–66]. Hubs and key cellular interactions are detectable between eukaryotic species [59], and also between eukaryotes and prokaryotes [40, 58, 67].

Conserved interactions, termed ‘interologs’ (direct), ‘associologs’ (functional) or ‘regulogs’ (regulatory), can therefore be transferred between species [68–74] providing systems-level network analysis in organisms that lack empirical interaction data (Figure 1). Co-expression patterns are also conserved between species [75, 76] allowing microarray and RNA-seq data to be used to predict functional links between species in the same way [75, 77].

**Domain-domain and structural interactions**

The conservation of interacting domains can be used to infer interactions since these domains are crucial to proteins’ roles and more highly conserved [78–80]; the presence of specific domains in pairs of proteins can be indicative of PPI [79, 81–84]. Protein physiochemical properties, such as charge, hydrophobicity and structure, can be used in combination with domain and sequence to infer interaction [85–87]. The domain-domain interaction (DDI) method is often used in conjunction with interolog mapping [61, 88–92].
The 3D structure of a protein forms an active site essential for its function. It is possible to predict interactions based on these structures, for instance by docking or threading methods [93–103], and therefore to predict interactions in species lacking experimental interactome data [104]. Methods that combine sequence and structural data can improve prediction compared with sequence or structure alone [86, 105, 106]. The \textit{in silico} two-hybrid method (i2H) takes advantage of sequence and structural conservation to predict PPI by comparison of multiple sequence alignments to identify correlated mutations [107].

**Genome sequence-based interactions**

Several aspects of genomic sequence can be used to predict PPI [108]. Gene context (GC) can indicate interaction since interacting proteins have increased conservation of their gene order in comparison to non-interacting proteins [109–111]; this prediction method is most accurate in bacterial genomes due to their operons [112], although conservation of gene order has also been observed in mammals [113]. Gene fusion (GF) events can reveal protein interaction since proteins that are fused as a single entity in one species are likely to have a functional link in other species in which they are encoded separately [114–116]. The distribution of gene sequences across species, termed their phylogenetic profile, is also conserved for many interacting pairs [38, 117–122] since they evolve at the same rate [39]. Two genes that have similar profiles are likely to have co-evolved and their products may interact physically or have shared function [123–127].

**Integrated interactomes**

The number of interactions common to different experimental datasets can be surprisingly low [33, 128–131] because each individual experiments only measure certain aspects of the cell’s behaviour and the resulting datasets are incomplete [132, 133]. A more complete view of the interactome can be produced by incorporating multiple sources of interaction evidence [134] (Figure 2 A). This approach reduces the impact of experimental noise in HTP datasets [23, 135–137] and reveals global properties not evident in a single data type [19]. Integrated networks have advanced our understanding of
several areas including cellular biology [23, 138], disease processes [14] and evolution [11, 13, 139].

Early interactome studies only linked proteins which had physical interactions (either binary or complex) [4, 5]. In functional integrated networks, pairs of proteins/genes are linked if they have any type of association; links may represent the gene/proteins’ involvement in the same cellular processes without direct interaction [20], for instance via genetic interactions [56], co-localisation [140, 141], or co-citation [142–145]. The greater density of links provided by functional data provides a more informative basis for network analysis than physical interactions alone. Functional networks have been used to analyse data from yeast [146, 147] and human [148], and to compare patterns of interaction across multiple species [149].

Probabilistic networks and machine learning

At the simplest level datasets can be combined naively into a network in which nodes represent genes or gene products, and edges represent any type of functional interaction between them [150–153] (Figure 2 A). Such networks are useful for the basic visualisation of integrated results but no attention is paid to the amount of evidence for each interaction.

A more useful network can use interaction weights to represent the number of lines of evidence for each interaction (Figure 2 B). This weighting provides a measure of confidence since interactions with several sources of evidence are more likely to be true interactions [44, 112, 136, 151, 153–159]. Taking these evidence levels into account allows thresholding of networks to produce high quality sub-networks that are supported by multiple lines of evidence (Figure 2 D) [153, 160–162].

However, the quality of different datasets, in terms of coverage of the genome and accuracy, depends upon the experimental technique used. Probabilistic functional integrated networks (PFINs) take data quality into account by assessing datasets’ quality prior to integration (Figure 2 C) [23, 25, 147]. The confidence scores are produced by statistical comparison with a Gold Standard dataset [163–165]: a high-confidence set of interactions believed to be biologically correct [166, 167]. This benchmarking reduces noise from HTP datasets, produces consistent integration of interactions from different studies, and allows the use of thresholding (Figure 2 E) and statistical algorithms that take these probabilities into account [168]. Probabilistic networks have been created for yeast and a number of other species using a variety of methods and Gold Standards. These networks can then be used to detect protein complexes [32, 169–171], annotate proteins [37, 159, 172] and predict missing interactions [173, 174].

Finally, machine learning approaches can predict PPI using a variety of high quality data types during classifier training [175–181]. The use of multiple data types improves prediction accuracy over single-type prediction methods [182, 183]. Popular algorithms for PPI prediction include support vector machines [85, 176, 184, 185], random forest algorithms [176, 182, 186–188], and naïve Bayes [176, 189].

Computational interactome networks of diverse species

Fungi

While the model budding yeast *Saccharomyces cerevisiae* was the first species to be used in high-throughput interaction screens [1, 2, 4–7], the model fission yeast *Schizosaccharomyces pombe* has lagged behind, with few HTP datasets being produced until relatively recently [190–192]. Comparison of the stress-response interactome of *S. pombe*, StressNet, with the network from *S. cerevisiae* indicated that most stress-related interactions are not conserved and have undergone considerable rewiring during evolution [193]. Binary interactions of *S. pombe* were found to be better conserved...
Figure 2: Integration strategies for three datasets measuring interaction (blue lines) between nine proteins (coloured circles). A. The union of the three datasets is produced. B. The interactions are annotated with the number of datasets with evidence for that interaction. C. The datasets have confidence scores (here A = 2.0, B = 1.5, C = 1.0) and the interactions are annotated with the sum of these scores. D. Network B can be filtered to select interactions with >1 lines of evidence. E. Interaction confidence scores can be filtered to select interactions with high confidence (here >3.0). In this case the interaction between the pink and red proteins is lost since it does not pass the threshold despite having two lines of evidence in D.

with humans than with budding yeast, further supporting this evolutionary rewiring [191]. Genetic interactions appear to have higher conservation between *S. pombe* and budding yeast [194], with ~30% of synthetic lethal interactions found to be conserved [57].

Mass spectroscopy has been used in *S. cerevisiae*, *Candida albicans*, and *S. pombe* to quantify the evolutionary rate of change in phosphorylation, indicating that kinases have a lower rate of conservation, and several of the *S. pombe* results were confirmed using E-MAPs [195]. A more recent E-MAP study suggested a hierarchical model for the evolution of genetic interactions [196]. Despite the evidence for evolutionary rewiring of *S. pombe* PPIs, it is possible to use *S. cerevisiae* and other data to computationally predict *S. pombe* interactions [188, 197, 198]. In particular the Pombe Interactome was predicted using over 100 protein features by comparison with budding yeast and several predicted interactions for the Cbf11 transcription factor were subsequently confirmed
using AP-MS [199].

| Species                        | Methodology       | Proteins | Interactions | Ref |
|--------------------------------|-------------------|----------|--------------|-----|
| Candida albicans              | Literature curated| -        | 1,208        | [200] |
|                               | Machine learning  | 284      | 398          | [188] |
| Candida dubliniensis          | Integrated        | 1,272    | 4,699        | [13] |
| Candida glabrata              | Machine learning  | 2,005    | 5,089        | [188] |
| Candida tropicalis            | Integrated        | 1,305    | 4,941        | [13] |
| Clavispora lusitaniae         | Integrated        | 1,254    | 4,524        | [13] |
| Debaryomyces hansenii         | Machine learning  | 1,229    | 2,338        | [188] |
| Eremothecium gossypii         | Integrated        | 1,346    | 4,757        | [13] |
| Eremothecium cymbalariae      | Machine learning  | 1,014    | 1,971        | [188] |
| Kluyveromyces lactis          | Integrated        | 1,437    | 5,636        | [13] |
|                               | Machine learning  | 1,658    | 38,20        | [188] |
| Komagataella phaffii          | Integrated        | 1,160    | 3,948        | [13] |
| Lachancea thermotolerans      | Integrated        | 1,264    | 4,531        | [13] |
| Lodderomyces elongisporus     | Integrated        | 1,225    | 4,284        | [13] |
|                               | Machine learning  | 1,024    | 1,914        | [188] |
| Meyerozyma guilliermondii     | Integrated        | 1,313    | 4,964        | [13] |
| Naumovozyma castellii         | Integrated        | 1,432    | 5,197        | [13] |
| Naumovozyma dairenensis       | Integrated        | 1,424    | 5,289        | [13] |
| Scheffersomyces stipitis      | Integrated        | 1,323    | 5,230        | [13] |
|                               | Machine learning  | 1,000    | 1,754        | [188] |
| Tetrapissporas phaffii        | Integrated        | 1,376    | 4,848        | [13] |
| Torulaspora delbrueckii       | Integrated        | 1,246    | 4,395        | [13] |
| Vanderwaltozyma polyspora     | Integrated        | 1,294    | 4,349        | [13] |
| Yarrowia lipolytica           | Integrated        | 1,264    | 4,605        | [13] |
|                               | Machine learning  | 1,072    | 1,810        | [188] |
| Zygosaccharomyces rouzii      | Integrated        | 1,250    | 4,265        | [13] |

Candida albicans is a budding yeast and opportunistic pathogen found in the human gut [201]. Production of interaction data in this species has lagged behind other yeasts due to non-standard codon usage [202], which requires modified methodologies [203–205]. Schoeters and colleagues have provided a manually curated list C. albicans protein-protein interaction data [200] and several other interactome datasets have been produced in this and other budding yeasts (Table 1). Ascomycetes and other Fungi have also been investigated using computational network prediction (Tables 2 and 3). The PHI-Nets resource contains networks, produced using interologs and DDI mapping from S. cerevisiae and S. pombe, for fifteen Ascomycetes [206] including the pathogenic fungi Aspergillus fumigatus [207] and Fusarium graminearum [208]. The FPPI database is a resource for F. graminearum, which provides confidence scored interologs covering ∼ 52% of the proteome [88]. In a later study, FPPI interactions were combined with gene expression data to predict a subnetwork of pathogenicity genes; two interconnected network modules were identified that were enriched in G-protein coupled receptors and MAPK signalling pathways, and which contained several known pathogenicity genes [209]. Finally, a large-scale study by Zitnik and colleagues produced computa-
tionally predicted networks for over 40 fungi [13].

Combining networks from pathogenic yeasts and their hosts aids understanding of infection processes and can identify potential drug targets. Microarray data from *C. albicans* infected zebrafish were used to predict networks at different stages of infection and decipher the mechanisms underlying *C. albicans* pathogenicity [210]. Time-course *C. albicans*-zebrafish transcriptomics mapped to interolog networks indicated that redox status is crucial to infection in this species [211]. Similarly, comparison of the early and late stages of *C. albicans* infection identified important functional modules in both the pathogenic and defensive mechanisms [212]. Remmele and co-workers used interolog mapping to identify host-pathogen interactions of *A. fumigatus* during human and mouse infection, highlighting the roles of the PLB1 virulence factor and APP anti-fungal host protein [213]. Several network studies have also investigated yeast infection in plants [61, 89, 91, 214–217].

### Table 2: Computational interactomes in Ascomycetes yeasts. DDI: domain-domain interactions; PFIN: probabilistic functional integrated network.

| Species                  | Methodology       | Proteins | Interactions | Ref       |
|-------------------------|-------------------|----------|--------------|-----------|
| *Aspergillus clavatus*  | Integrated        | 1,479    | 6,747        | [13]      |
| *Aspergillus fischeri*  | Integrated        | 1,577    | 8,010        | [13]      |
| *Aspergillus flavus*    | Integrated        | 1,668    | 9,044        | [13]      |
| *Aspergillus fumigatus* | Interolog, DDI    | 5,925    | 277,441      | [206]     |
|                         | Integrated        | 1,537    | 8,028        | [13]      |
|                         | Machine learning  | 813      | 1,300        | [188]     |
| *Aspergillus oryzae*    | Integrated        | 1,400    | 6,125        | [13]      |
| *Aspergillus nidulans*  | Integrated        | 1,459    | 6,792        | [13]      |
|                         | Machine learning  | 921      | 1,521        | [188]     |
| *Aspergillus niger*     | Integrated        | 1,279    | 5,391        | [13]      |
| *Bipolaris sorokiniana* | Interolog, DDI    | 5,389    | 264,403      | [206]     |
| *Blumeria graminis*     | Interolog, DDI    | 3,816    | 154,218      | [206]     |
| *Botrytis cinerea*      | Interolog, DDI    | 6,416    | 344,586      | [206]     |
|                         | Integrated        | 1,315    | 5,028        | [13]      |
|                         | Machine learning  | 852      | 1,387        | [188]     |
| *Coccidioideis immitis* | Integrated        | 1,193    | 4,448        | [13]      |
| *Coccidioideis posadasii* | Integrated       | 1,228    | 4,638        | [13]      |
| *Colletotrichum gloeosporioides* | Interolog, DDI | 8,161    | 444,775      | [206]     |
| *Colletotrichum graminicola* | Interolog, DDI | 6,514    | 297,282      | [206]     |
| *Fusarium graminearum*  | PFIN, gene expression | 7,406    | 233,166      | [88]      |
|                         | Interolog, DDI    | 7,062    | 381,518      | [206]     |
| *Fusarium oxysporum*    | Interolog, DDI    | 8,292    | 452,631      | [206]     |
| *Fusarium solani*       | Integrated        | 1,842    | 12,418       | [13]      |
| *Fusarium verticillioide* | Interolog, DDI   | 7,094    | 334,015      | [206]     |
| *Histoplasma capsulatum* | Integrated        | 1,200    | 4,358        | [13]      |
| *Leptosphaeria maculans* | Interolog, DDI    | 5,327    | 221,687      | [206]     |
| *Magnaporthe (Pyricularia) grisea* | Interolog    | 3,017    | 11,674       | [61]      |
|                         | Machine learning  | 629      | 953          | [188]     |
| *Magnaporthe (Pyricularia) oryzae* | Interolog, DDI | 6,071    | 287,159      | [206]     |

Continued on next page
Plants

The plant *Arabidopsis thaliana*, thale cress, was chosen as the first ‘model’ plant due to its small genome size and diploid nature that made genetic manipulation relatively simple [219]. *A. thaliana* has most well-characterised interactome of the plants with several experimental [220–227] and computational datasets [13, 149, 187, 188, 198, 228–238], many of which form the basis of interactome studies in other plants [238–243]. Cross-species interactomes have also investigated infection in this species [215, 244].

More recently, new plant models have been developed [219] and several interactome studies have been carried out in other plant species, many of which have commercial value (Table 4). Unlike *A. thaliana*, very little interaction data have been produced for rice, *Oryza sativa*, despite its economic importance as a staple food. The majority of interactome networks in this species were computationally-predicted, although some experimental data have been produced [245–247]. Interolog mapping was used to create a proteome-wide interactome for rice, which correlated well.
Table 3: Computational interactomes in other yeasts. DDI: domain-domain interactions.

| Species                        | Methodology | Proteins | Interactions | Ref  |
|--------------------------------|-------------|----------|--------------|------|
| Coprinopsis cinerea            | Integrated  | 1,396    | 5,436        | [13] |
| Cryptococcus neoformans        | Integrated  | 1,134    | 3,986        | [13] |
|                               | Machine     | 1,006    | 2,004        | [188]|
| Cryptococcus gattii            | Integrated  | 1,130    | 4,019        | [13] |
| Encephalitozoon intestinalis   | Integrated  | 246      | 591          | [13] |
| Encephalitozoon hellem         | Integrated  | 254      | 607          | [13] |
| Encephalitozoon cuniculi       | Integrated  | 265      | 574          | [13] |
| Laccaria bicolor               | Machine     | 154      | 200          | [188]|
| Malassezia globosa             | Integrated  | 1,384    | 5,507        | [13] |
| Puccinia graminis              | Integrated  | 907      | 2,636        | [13] |
| Rhizoctonia solani             | Interolog, DDI | 1,773 | 6,705 | [91] |
| Schizophyllum commune          | Integrated  | 1,405    | 5,382        | [13] |

with co-expression data [248]. RicePPINet used structural and functional information as machine learning inputs to predict the rice interactome and the resulting network was used to identify genes involved in disease resistance and drought tolerance [249]. PlaPPISite comprises 36,420 interologs predicted using several computational methods [238], while the predicted Rice Interactome Network, PRIN, contains 76,585 interologs [250, 251]. RiceNet is a PFIN for rice produced using data from several model organisms [252]; an updated RiceNet network has 1,775,000 interactions between 25,765 genes [253]. BarleyNet is a PFIN for barley, *Hordeum vulgare*, based on orthology to *Arabidopsis* and rice [254]. Five computationally-predicted interactomes were produced for *Zea mays*, maize [13, 231, 238, 239, 255]. In horse gram, *Macrotyloma uniflorum*, an interolog network of over 6,000 interactions has been produced [256]. Predicted interactomes have also been created for many other plant species (Table 4). For instance, PTIR is a tomato interolog network based on orthology to six model organisms containing over 12,000 high confidence interactions, ten of which were experimentally verified [257]. A turnip (*Brassica rapa*) interolog network has been inferred from *A. thaliana* data [258] and a predicted interactome was produced for coffee, *Coffea canephora*, using orthology to model organisms including *A. thaliana* [259]. Predicted networks have also been built for the tea plant *Camellia sinensis* [92, 260], cassava *Manihot esculenta* [261, 262], orange *Citrus sinensis* [263], thai basil, *Ocimum tenuiflorum* [264], the poplar tree *Populus trichocarpa*, and the moss *Physcomitrella patens* [187].

Computational methods have been used to compare networks between multiple plant species. For instance, PlaPPISite contains interolog networks for eleven other plant species inferred using structural and domain information which provides accurate prediction of interaction sites in these species [238]. Ding and colleagues used functional interaction data to infer confidence-scored interolog networks for three species—*A. thaliana*, *Glycine max* (soybean) and *Z. mays*—many interactions of which were supported by literature curated evidence [231]. Vandereyken and co-workers compared hub proteins between major plant interactome studies and found that many are involved in stress responses [265]. Zitnik and colleagues’ large-scale interactome study created networks for sixteen plant species [13]. Finally, several studies have produced plant-pathogen networks [89, 266]. Fungal-plant networks are discussed above and reviewed in [267].
Table 4: Computational interactomes in plants. DDI: domain-domain interaction; PFIN: probabilistic functional integrated network.

| Species                          | Methodology          | Proteins | Interactions | Ref  |
|---------------------------------|----------------------|----------|--------------|------|
| *Arabidopsis lyrata*            | Integrated           | 3,979    | 37,163       | [13] |
| *Brachypodium distachyon*       | Interolog            | -        | 105,705      | [238]|
|                                 | Integrated           | 3,326    | 25,063       | [13] |
| *Brassica rapa*                 | Interolog, DDI       | -        | 723,310      | [258]|
| *Camellia sinensis*             | Interolog, gene expression | 11,208  | 197,820      | [260]|
|                                 | Interolog, DDI       | 12,033   | 216,107      | [92]  |
| *Chlamydomonas reinhardtii*     | Interolog            | -        | 49,350       | [238]|
|                                 | Phylogenetic profile | 1,086    | 11,094       | [268]|
|                                 | Integrated           | 1,449    | 8,207        | [13]  |
| *Citrus sinensis*               | Interolog            | 8,195    | 124,491      | [263]|
| *Coffea canephora*              | Interolog            | 939      | 4,587        | [259]|
| *Glycine max*                   | Interolog, DDI       | -        | 160,024      | [238]|
|                                 | Machine learning     | 5,785    | 13,527,834   | [231]|
|                                 | Integrated           | 1,449    | 8,207        | [13]  |
| *Hordeum vulgare*               | PFIN                 | 26,145   | 1,272,200    | [254]|
|                                 | Integrated           | 50       | 152          | [13]  |
| *Macrotyloma uniflorum*         | Interolog, DDI       | 1,812    | 6,804        | [256]|
| *Manihot esculenta*             | Interolog, gene expression | 24,590  | 3,638,916    | [262]|
|                                 | Interolog            | 7,209    | 90,173       | [261]|
| *Medicago truncatula*           | Interolog            | -        | 112,478      | [238]|
| *Ocimum tenuiflorum*            | Interolog            | 13,660   | 327,409      | [264]|
| *Oryza sativa*                  | Machine learning     | 16,895   | 708,819      | [249]|
|                                 | Machine learning     | 716      | 1,341        | [188]|
|                                 | Interolog            | -        | 99,296       | [238]|
|                                 | Interolog            | 5,049    | 76,585       | [250]|
|                                 | Interolog, gene expression | -      | 9,132        | [269]|
|                                 | PFIN                 | 18,377   | 588,221      | [252]|
|                                 | PFIN                 | 25,765   | 1,775,000    | [253]|
|                                 | PFIN                 | 4,567    | 35,441       | [248]|
|                                 | PFIN                 | 12,184   | 2,996,703    | [198]|
|                                 | Interolog            | 27,746   | 14,614,067   | [270]|
| *Oryza sativa Indica Group*     | Integrated           | 105      | 224          | [13]  |
| *Oryza sativa Japonica Group*   | Integrated           | 1,787    | 54,247       | [13]  |
| *Oryza brachyantha*             | Integrated           | 2,946    | 23,484       | [13]  |
| *Oryza glaberrima*              | Integrated           | 35       | 100          | [13]  |
| *Ostreococcus tauri*            | Integrated           | 895      | 3,107        | [13]  |
| *Ostreococcus lucimarinus*      | Integrated           | 1,000    | 3,855        | [13]  |
| *Physcomitrella patens*         | Interolog            | 5,695    | 67,740       | [271]|
|                                 | Integrated           | 3,190    | 31,790       | [13]  |
| *Populus trichocarpa*           | Machine learning     | 19,321   | 481,253      | [187]|
|                                 | Interolog            | -        | 135,876      | [238]|
|                                 | Integrated           | 4,914    | 60,001       | [13]  |
|                                 | Machine learning     | 1,654    | 5,536        | [188]|

Continued on next page.
Protozoa

The apicomplexan *Plasmodium falciparum* is the causative agent of malaria [275]. Interactome analysis is a powerful method for understanding this parasite and identifying potential targets for therapeutic intervention. Few large-scale interaction screens have been carried out in *P. falciparum* due to its AT-rich genome hampering classical experimental methodologies such as yeast two hybrid [276]. A comparison of the *P. falciparum* interactome [277] with those of yeast, worm, fly and human revealed a marked difference in hub connectivity in the malarial network, with clustered interconnected hubs [278]. This divergence from other species has also been observed in *P. falciparum*’s protein complex conservation [279].

Computational prediction has been applied to host-malaria infection. Dyer and co-workers integrated intra-species PPIs with protein-domain profiles to predict PPIs between *P. falciparum* and its human host [280]. Interolog mapping using eighteen other eukaryotic species was used to produce an interactome for *P. falciparum* and predict its interactions with human proteins [70]. A later interolog study based on multiple interaction datasets revealed parasite proteins predominantly target hub proteins to take control of the human host cell [281]. An integrated interactome of predicted and experimental data was used to study the pathogenesis of cerebral malaria [282] and in the related species, *P. vivax*, machine learning was used to create a human-malaria interactome that was analysed to identify putative drug targets [283].

*Leishmania* and *Trypanosoma* are groups of protazoan parasites that cause disease in humans—Leishmaniasis and Chagas disease/sleeping sickness, respectively [284–286]—for which there are

| Species               | Methodology  | Proteins | Interactions | Ref  |
|-----------------------|--------------|----------|--------------|------|
| *Ricinus communis*    | Interolog    | -        | 99,157       | [238]|
| *Selaginella moellendorffii* | Interolog   | -        | 112,480      | [238]|
| *Setaria italica*     | Integrated   | 4,345    | 52,874       | [13] |
| *Solanum lycopersicum*| Interolog    | 10,626   | 35,794       | [257]|
|                       | Integrated   | 3,601    | 32,470       | [13] |
| *Solanum tuberosum*   | Integrated   | 3,239    | 27,478       | [13] |
|                       | Interolog    | -        | 81,057       | [238]|
| *Solanum bicolor*     | Integrated   | 3,503    | 26,577       | [13] |
|                       | Machine learning | 751    | 1,874        | [188]|
| *Tetraselmis subcordiformis* | Interolog, DDI | 938    | 7,773        | [272]|
| *Vitis vinifera*      | Interolog    | -        | 105,415      | [238]|
|                       | Integrated   | 3,418    | 28,243       | [13] |
|                       | Machine learning | 276    | 503          | [188]|
| *Zea mays*            | Interolog    | 6,004    | 49,026       | [255]|
|                       | Interolog    | -        | 112,597      | [238]|
|                       | Machine learning | 14,000  | 2,762,560    | [273]|
|                       | Machine learning | -        | 13,175,414   | [231]|
|                       | Integrated   | 2,849    | 18,046       | [13] |
|                       | PFIN         | 26,624   | 922,039      | [274]|

Table 4 – continued from previous page
several interactome datasets. Interactome networks for *Leishmania braziliensis* and *Leishmania infantum* were produced by Dos Santos Vasconce and colleagues based on structural data and machine learning [287]. These predicted networks, were later enhanced by incorporating data from an interolog mapping study in which networks were produced for three Leishmania species, *L. braziliensis*, *L. major* and *L. infantum* before confidence evaluation using gold standard data [288].

To identify potential drug targets for Chagas disease, the predicted secretome for this and the insect pathogen *Trypanosoma rangeli*, were computationally mapped to cellular pathways [289]. Expression data were mapped to interolog networks of *T. brucei* and its vector *Glossina morsitans* to identify genes and proteins involved in the response to infection [290]. In a later study, interolog mapping identified interactions between *T. brucei* and *G. m. morsitans* [291]. TrypsNetDB contains experimental and interolog interactions for several *Leishmania* and *Trypanosoma* [292].

Several other interactome studies have been carried out in protozoans (Table 5). Date and colleagues created a probabilistic functional integrated network for *P. falciparum* and mapped the network to *T. gondii*, and *C. parvum*, to identify areas of commonality [293]. Twenty three protozoan networks were produced in a study of 68 eukaryotic integrated interactomes [13]. Finally, Cuesta-Astroz and colleague’s large-scale study of fifteen parasite-host interolog networks including *Plasmodium*, *Trypanosoma*, *Leishmania* and other apicomplexan parasites [294].

### Table 5: Computational interactomes in protozoans. DDI: domain-domain interaction; PFIN: probabilistic functional integrated network. *P. yoelii*, *Toxoplasma gondii*, and *Cryptosporidium parvum.* **P. falciparum*, *P. knowlesi*, and *P. berghei.*

| Species                      | Methodology                        | Proteins | Interactions | Ref  |
|------------------------------|------------------------------------|----------|--------------|------|
| *Cryptosporidium hominis*    | Integrated                         | 279      | 590          | [13] |
| *Cryptosporidium parvum*     | Integrated                         | 287      | 1,153        | [13] |
|                              | Machine learning                   | 289      | 487          | [188]|
| *Dictyostelium discoideum*   | Integrated                         | 2,065    | 24,430       | [13] |
|                              | Machine learning                   | 1,154    | 2,458        | [188]|
| *Dictyostelium purpureum*    | Integrated                         | 1,119    | 4,264        | [13] |
| *Entamoeba histolytica*      | Integrated                         | 641      | 1,402        | [13] |
| *Entamoeba dispar*           | Integrated                         | 616      | 1,273        | [13] |
| *Giardia lamblia*            | Integrated                         | 238      | 453          | [13] |
| *Leishmania arabica*         | Integrated                         | 1,356    | 5,262        | [292]|
| *Leishmania braziliensis*    | Structural, machine learning       | 681      | 6,198        | [287]|
|                              | Interolog                          | 7,950    | 39,420       | [288]|
|                              | Integrated                         | 1,472    | 6,150        | [292]|
|                              | Integrated                         | 735      | 2,490        | [13] |
|                              | Machine learning                   | 321      | 621          | [188]|
| *Leishmania donovani*        | Integrated                         | 1,379    | 5,444        | [292]|
| *Leishmania enriettii*       | Integrated                         | 1,389    | 5,981        | [292]|
| *Leishmania infantum*        | Structural, machine learning       | 708      | 7,391        | [287]|
|                              | Interolog                          | 7,823    | 45,235       | [288]|
|                              | Integrated                         | 1,437    | 6657         | [292]|
|                              | Integrated                         | 725      | 2,347        | [13] |
|                              | Machine learning                   | 316      | 543          | [188]|
| *Leishmania major*           | Interolog, DDI                     | 1,366    | 33,861       | [295]|

Continued on next page
| Species                  | Methodology                  | Proteins | Interactions | Ref |
|--------------------------|------------------------------|----------|--------------|-----|
| Interolog                | 8,160                        | 43,531   | [288]        |     |
| Integrated               | 1,477                        | 7,227    | [292]        |     |
| Machine learning         | 367                          | 642      | [188]        |     |
| Integrated               | 729                          | 2,537    | [13]         |     |
| *Leishmania mexicana*    | Integrated                   | 1,436    | 6,597        | [292]|
| *Monosiga brevicollis*   | Integrated                   | 839      | 2,840        | [13] |
| Machine learning         | 621                          | 933      | [188]        |     |
| *Naegleria gruberi*      | Integrated                   | 1,102    | 4,471        | [13] |
| *Plasmodium berghei*     | Integrated                   | 428      | 1,056        | [13] |
| *Plasmodium chabaudi*    | Integrated                   | 422      | 1,035        | [13] |
| *Plasmodium falciparum*  | Interolog                    | 212      | 344          | [296]|
| Interolog, gene expression | 2,646                      | 286,620  | [297]        |     |
| PFIN                     | 3,667                        | 388,969  | [293]        |     |
| Machine learning         | 1,246                        | 2,551    | [188]        |     |
| Integrated               | 1,688                        | 4,634    | [13]         |     |
| Interolog                | -                            | 2,844    | [70]         |     |
| *Plasmodium knowlesi*    | Integrated                   | 444      | 1,171        | [13] |
| *Plasmodium vivax*       | Interolog                    | -        | 14,844       | [283]|
| Integrated               | 426                          | 1,212    | [13]         |     |
| *Plasmodium yoelii*      | Integrated                   | 404      | 1,106        | [13] |
| *Paramaecium tetraurelia*| Integrated                  | 2,082    | 17,045       | [13] |
| *Tetrahymena thermophila*| Integrated                  | 1,093    | 5,323        | [13] |
| *Theileria parva*        | Integrated                   | 334      | 793          | [13] |
| *Theileria annulata*     | Integrated                   | 365      | 857          | [13] |
| *Toxoplasma gondii*      | Integrated                   | 596      | 1,739        | [13] |
| *Trichomonas vaginalis*  | Integrated                   | 813      | 2,611        | [13] |
| *Trypanosoma brucei*     | Integrated                   | 1,685    | 7,946        | [292]|
| Integrated               | 708                          | 3,494    | [13]         |     |
| *Trypanosoma brucei gambiense* | Integrated                 | 1,644    | 7,821        | [292]|
| *Trypanosoma cruzi*      | Integrated                   | 1,383    | 5,728        | [292]|
| Integrated               | 1,267                        | 5,258    | [13]         |     |
| *Trypanosoma evansi*     | Integrated                   | 1,704    | 8,177        | [292]|
| *Trypanosoma vivax*      | Integrated                   | 1,519    | 6,688        | [292]|
| Multiple species*        | PFIN                         | 1,001    | 47,364       | [293]|
| Multiple species**       | Machine learning             | 1,761    | 26,060       | [298]|

**Mammals**

The laboratory mouse, *Mus musculus*, is possibly the most important model species that has been used extensively in the study of genetics [299]. Due to its importance to the understanding of human disease, the mouse interactome has been a key research goal since completion of the mouse genome, and a wealth of experimental [89, 300–308] and computational [13, 64, 188, 198, 309–312]
interactome data have been produced, which along with human and yeast data, form the basis of interactome studies in many other mammals (Table 6).

One of the largest, MouseNet, represents a large-scale PFIN produced via machine learning based on multiple types of functional interaction data including PPIs, expression and phenotypes. This network successfully predicts known human disease phenotypes, demonstrating the potential of interactomes in cross-species prediction [64, 313]. In a comparative analysis, Shin and colleagues found that differing ortholog mapping algorithms have low overlap, and so produced an interolog network that combined the different results [310]. Yellaboina and co-workers combined interolog mapping with genome context and phylogenetic profiles to produce a network of over 40,000 mouse interactions [309]. MppDB is a predicted mouse interactome built using text-mined data followed by machine learning using several data types and mapping techniques [311].

Many mammalian studies have concerned species with commercial value, for example Bos taurus interactomes were used to investigate meat production [314] and infection [315]. Wang and colleagues predicted interactomes for cattle, dogs, horses and rabbits and demonstrated their reliability using subcellular localisation and in comparison to randomised networks [316]. Of particular note is the evolutionary study of Zitnik and co-workers, who produced interactomes for 1,840 species, including 28 mammals. Interactomes were found to evolve to become more resilient to network failure, and in bacteria this resilience was correlated with the variability of the species’ environment [13]. The FunCoup database contains PFINs for sixteen model species including four mammals, and provides an interactive interface for comparative interactomics between species [198]. The STRING database contains functional interaction data, including co-citation, co-expression and gene neighbourhood, for multiple species including several model mammals, which can be queried through an interactive server by protein name [317]. Finally, the BiomeNet server can be used to construct PFINs for any species based a set of eighteen PFINs including human and mouse [318].

Table 6: Computational interactomes in mammals. DDI: domain-domain interaction; PFIN: probabilistic functional integrated networks.

| Species                  | Methodology          | Proteins | Interactions | Ref |
|--------------------------|----------------------|----------|--------------|-----|
| Ailuropoda melanoleuca   | Integrated           | 5,034    | 41,328       | [13]|
| Bos taurus               | Interolog, DDI       | 17,291   | 447,014      | [316]|
|                          | Integrated           | 8,615    | 276,128      | [13]|
|                          | Gene expression      | 4,995    | 1,538,522    | [319]|
|                          | Interolog            | 330      | -            | [314]|
|                          | Machine learning     | 7,455    | 30,049       | [188]|
|                          | DDI                  | 17,906   | 4,551,013    | [198]|
| Callithrix jacchus       | Integrated           | 327      | 946          | [13]|
| Canis lupus familiaris   | Interolog, DDI       | 13,129   | 129,386      | [316]|
|                          | PFIN                 | 17,742   | 3,853,720    | [198]|
|                          | Integrated           | 7,923    | 166,025      | [13]|
|                          | Machine learning     | 4,524    | 14,478       | [188]|
| Cavia porcellus          | Integrated           | 165      | 268          | [13]|
|                          | Machine learning     | 129      | 155          | [188]|
| Equus caballus           | Interolog, DDI       | 10,689   | 93,414       | [316]|
|                          | Integrated           | 5,395    | 45,074       | [13]|
|                          | Machine learning     | 205      | 306          | [188]|
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| Species                      | Methodology | Proteins | Interactions | Ref |
|------------------------------|-------------|----------|--------------|-----|
| **Felis catus**              | Integrated  | 5,285    | 44,325       | [13]|
| **Gorilla gorilla**          | Integrated  | 5,309    | 41,774       | [13]|
| **Ictidomys tridecemlineatus** | Integrated | 166      | 321          | [13]|
| **Loxodonta africana**       | Integrated  | 171      | 288          | [13]|
| **Macaca mulatta**           | Integrated  | 5,003    | 37,070       | [13]|
|                              | Machine learning | 205  | 234          | [188]|
| **Microcebus murinus**       | Integrated  | 54       | 121          | [13]|
| **Monodelphis domestica**    | Integrated  | 4,937    | 39,168       | [13]|
| **Myotis lucifugus**         | Integrated  | 140      | 262          | [13]|
| **Mustela putorius furo**    | Integrated  | 173      | 254          | [13]|
| **Nomascus leucogenys**      | Integrated  | 415      | 715          | [13]|
| **Ornithorhynchus anatinus** | Integrated  | 3,817    | 26,941       | [13]|
| **Oryctolagus cuniculus**    | Interolog, DDI | 12,586  | 115,296      | [316]|
|                              | Integrated  | 292      | 844          | [13]|
| **Otolemur garnetti**        | Integrated  | 162      | 428          | [13]|
| **Pan troglodytes**          | Integrated  | 5,116    | 39,642       | [13]|
|                              | Machine learning | 195  | 228          | [188]|
| **Pongo abelii**             | Integrated  | 5,102    | 37,676       | [13]|
|                              | Machine learning | 919  | 1,563        | [188]|
| **Procavia capensis**        | Integrated  | 57       | 56           | [13]|
| **Pteropus vampyrus**        | Integrated  | 107      | 174          | [13]|
| **Rattus norvegicus**        | Integrated  | 13,897   | 305,939      | [320]|
|                              | Integrated  | 9,439    | 261,737      | [13]|
|                              | Machine learning | 6,073  | 22,300       | [188]|
|                              | PFIN        | 18,322   | 5,560,189    | [198]|
| **Sarcophilus harrisii**     | Integrated  | 5,004    | 40,001       | [13]|
| **Sus scrofa**               | Integrated  | 8,201    | 143,516      | [13]|
|                              | Machine learning | 2,356  | 4,323        | [188]|
|                              | Interolog, DDI | 11,955 | 567,441      | [321]|
|                              | Interolog   | 9,534    | 204,699      | [322]|
| **Tursiop truncatus**        | Integrated  | 110      | 163          | [13]|

Fish

Zebrafish, *Danio rerio*, the best characterised of the fish, is a model for regeneration and development [323], and has been the subject of several experimental interactome studies [13, 188, 198, 324, 325]. Due to the economic importance of global fish production [326], many studies have aimed to understand the interactome of other fish (Table 7) and their responses to parasitic disease [210–212, 327–332].

Carrera and colleagues created an interactome from the STRING database based on the combined proteome of fifteen different sarcoplasmic fish, revealing a core interactome involved in energy and metabolism [333]. Millan-Cubillo and co-workers also used STRING to produce interaction networks for two developmental stages in the seabream, *Sparus aurata*, based on expression data [334]. A later
seabream study used expression data to mine STRING for interactions of the stress response [335].

Co-expression analysis was also used to create a genetic interactome for the Nile tilapia, Oreochromis niloticus [336]. Zitnik and co-workers evolutionary study included seven fish and the coelacanth, Latimeria chalumnae [13].

Many interactome-based studies have been applied to understand the mechanisms of infection in fish. For instance, four related studies created host-pathogen interactomes between the parasites and fish species to investigate different aspects of infection: immune responses in gill tissues of the grouper [329]; interactions with host plasma proteins in carp [328]; interactions with liver cells in grouper [330]; and the blood immune response of the Japanese flounder [332]. Kumar and co-workers studied the immune response to Yersinia ruckeri infection in the rainbow trout, Oncorhynchus mykiss, using a combination of expression data and the STRING database [331]. Several studies have also investigated C. albicans infection in zebrafish using microarray data [210] and interolog mapping [211, 212] to decipher the zebrafish immune response.

Table 7: Computational interactomes in Fish. *Gadus morhua, Merluccius australis australis, Lophius piscatorius, Genypterus blacodes, Brama brama, Diplodus sargus, Pagellus bogaraveo, Scomber japonicus, Sparus aurata, Thunnus albacares, Trachurus trachurus, Xiphius gladius, Lepidorhombus boscii, Solea solea, Salmo salar.

| Species                        | Methodology | Proteins | Interactions | Reference |
|-------------------------------|-------------|----------|--------------|-----------|
| Gasterosteus aculeatus        | Integrated  | 45       | 57           | [13]      |
| Latimeria chalumnae           | Integrated  | 3,826    | 27,789       | [13]      |
| Oreochromis niloticus         | Integrated  | 32       | 55           | [13]      |
| Oryzias latipes               | Integrated  | 4,134    | 35,414       | [13]      |
| Sparus aurata                 | Integrated  | 18       | 61           | [335]     |
| Takifugu rubripes             | Integrated  | 4,111    | 35,801       | [13]      |
| Tetraodon nigroviridis        | Integrated  | 41       | 59           | [13]      |
|                               | Machine learning | 142   | 203           | [188]     |
| Xiphophorus maculatus         | Integrated  | 4,503    | 41,341       | [13]      |
| Multiple species*             | Integrated  | 84       | 279          | [333]     |

Insects

Drosophila melanogaster, the fruit fly, is the model insect and is widely used in genetic studies [337]. Several studies have been dedicated to understanding the interactome of this important species [13, 188, 198, 307, 338–355]. The Drosophila Interactions Database (DroID) [355, 356] and the Predicted Drosophila Interactome Resource (PDIR) are integrated database containing both experimental and predicted interactions [354]. Interactome analyses have been applied to the disease vectors Glossina morsitans morsitans (tsetse flies) [290, 291], Aedes aegypti [357–359] and Anopheles gambiae [13, 188] (mosquitos), and the pests Acyrthosiphon pisum (aphid) and Tribolium castaneum (flour beetle) [13]. The interactomes of several other insect species, such as the carpenter ant Camponotus floridanus [360], and the silk moth Bombyx mori [361] have also been investigated (Table 8).

Nematodes and Platynhemins

The vast majority of experimental interactions for nematodes are for the model worm Caenorhabditis elegans [307, 353, 362–373]. C. elegans is a free-living nematode that was one of the first eukaryotes
Table 8: Computational interactomes in Insects. DDI: domain-domain interactions; PFIN: probabilistic functional interaction network.

| Species                  | Methodology | Proteins | Interactions | Reference |
|--------------------------|-------------|----------|--------------|-----------|
| Acyrthosiphon pisum      | Integrated  | 1,867    | 8,354        | [13]      |
| Aedes aegypti            | PFIN        | 4,214    | 10,209       | [357]     |
|                          | Machine learning | 1,310  | 2,396        | [188]     |
|                          | Integrated  | 1,994    | 8,913        | [13]      |
| Anopheles gambiae        | Machine learning | 1,537  | 3,442        | [188]     |
|                          | Integrated  | 1,808    | 7,214        | [13]      |
| Apis mellifera           | Integrated  | 1,561    | 6,583        | [13]      |
| Bombyx mori              | Interolog   | 4,623    | 7,736        | [361]     |
|                          | Integrated  | 1,732    | 8,512        | [13]      |
| Camponotus floridanus    | Interolog, DDI | 6,274  | 51,866       | [360]     |
| Culex quinquefasciatus   | Integrated  | 1,846    | 8,800        | [13]      |
| Drosophila ananassae     | Integrated  | 2,078    | 11,429       | [13]      |
| Drosophila grimshawi     | Integrated  | 2,203    | 13,143       | [13]      |
| Drosophila pseudoobscura | Machine learning | 1,461  | 2,650        | [188]     |
|                          | Integrated  | 2,111    | 11,062       | [13]      |
| Drosophila virilis       | Machine learning | 2,163  | 5,072        | [188]     |
|                          | Integrated  | 2,144    | 11,561       | [13]      |
| Drosophila yakuba        | Integrated  | 2,119    | 11,268       | [13]      |
| Drosophila willistoni    | Integrated  | 2,092    | 10,739       | [13]      |
|                          | Machine learning | 2,175  | 5,261        | [188]     |
| Nasonia vitripennis      | Integrated  | 1,397    | 4,805        | [13]      |
| Pediculus humanus        | Integrated  | 1,710    | 7,539        | [13]      |
|                          | Machine learning | 1,043  | 1,812        | [188]     |
| Tribolium castaneum      | Integrated  | 1,734    | 8,073        | [13]      |

to have its genome sequenced [374], and considerable effort has been put into completing the interactome of this species [375], and in the comparison between its interactome and those of other model eukaryotes [307]. Several computationally-predicted interactomes have also been produced [13, 188, 198, 376–381].

Li and colleagues combined physical interaction data with interolog mapping to produce the Worm Interactome [376]. Simonis and co-workers extended this network using further Y2H screening to produce version 8 of the Worm Interactome [377]. By combining Y2H and protein–DNA interaction (PDI) mapping the C. elegans interactome was expanded to include more than 2000 transcription factor interactions [378]. Gunsalus and co-workers combined the Worm Interactome (version 5) [376] with expression and phenotypic data to produce an integrated network of early embryogenesis [379]. These datasets have formed the basis of many interactome analyses and comparisons in C. elegans and beyond [382, 383].

Few interactome studies have been carried out in other nematodes (Table 9) Interolog mapping was used to produce and compare host parasite interactomes for six parasites including the human and plant parasites Meloidogyne hapla and Meloidogyne incognita [384]. Comparison with a predicted interactome for C. elegans was then used to prioritise drug targets. Finally, Cuesta-Astroz and colleague’s large-scale study of fifteen parasite-host interaction networks included an interactome network for Trichinella spiralis [294].
The platyhelminths *Schistosoma mansoni* and *Schistosoma japonicum* are important parasitic blood flukes that cause schistosomiasis in humans [385, 386]. Interolog mapping has been used to produce and compare host-parasite interactomes for six parasites including *S. mansoni* and *S. japonicum* [384]. White-Bear and colleagues used structural prediction, followed by extensive confidence filtering, to produce an interactome of over 1000 *S. mansoni*-human interactions [387]. A combination of Y2H and Co-IP produced 205 interactions involving the essential histone deacetylase 8 [388]. Co-IP was also used to identify the host-parasite interactome of *S. mansoni* and its mollusc host *Biomphalaria glabrata* [389]. In Cuesta-Astroz and colleague’s large-scale study of fifteen parasite-host interaction networks, a network of ~700 interactions was produced for *S. mansoni* [294].

Castillo-Lara and co-workers used interolog mapping from a human reference interactome, gene expression data and machine learning to produce PlanNet, a predicted interactome for the planarian, *Schmidtea mediterranea*, with online visualisation and analysis tool [390]. This resource was later extended to allow exploration of the network using gene expression data [391]. Finally, a probabilistic functional integrated network of interologs was produced for the mouse bile duct tapeworm, *Hymenolepis microstoma* [74]. Although there is little interactome data for these species (Table 9), interactomics has the potential to expand our understanding of parasitism in the future.

| Species                        | Methodology      | Proteins | Interactions | Reference |
|--------------------------------|------------------|----------|--------------|-----------|
| *Caenorhabditis briggsae*      | Machine learning | 474      | 693          | [188]     |
|                                | Integrated       | 1,547    | 6,558        | [13]      |
| *Caenorhabditis remanei*       | Machine learning | 1,312    | 2,228        | [188]     |
|                                | Integrated       | 1,453    | 5,511        | [13]      |
| *Trichinella spiralis*         | Integrated       | 1,453    | 5,511        | [13]      |
| *Hymenolepis microstoma*       | PFIN             | 3,474    | 20,684       | [74]      |
| *Schistosoma mansoni*          | Integrated       | 958      | 3,520        | [13]      |
| *Schmidtea mediterranea*       | Interolog, machine learning | - | 729,043 | [390] |
| Multiple*                      | Interolog        | -        | 8            | [384]     |

**Other Eukaryotes**

Interactome analysis that have applied to a variety of other species, including birds, amphibians, reptiles and crustaceans, are summarised in Table 10.
| Species           | Methodology         | Proteins | Interactions | Ref     |
|------------------|---------------------|----------|--------------|---------|
| machine learning | 4,542               | 14,244   | [188]        |         |
| PFIN             | 12,289              | 1,608,939| [198]        |         |
| Meleagris gallopavo | Integrated         | 2,656    | 30,024       | [13]    |
| Taeniopygia guttata | Integrated      | 6,105    | 227,682      | [13]    |
| Amphibians       | Integrated         | 5,609    | 130,423      | [13]    |
| Xenopus tropicalis | Machine learning  | 966      | 1,887        | [188]   |
| Reptiles         | Integrated         | 3,464    | 24,446       | [13]    |
| Pelodiscus sinensis | Integrated     | 3,316    | 23,485       | [13]    |
| Anolis carolinensis | Integrated    | 3,316    | 23,485       | [13]    |
| Molluscs          | DDI                | 3,913    | 41,653       | [393]   |
| Theba pisana      | Machine learning   | 1,122    | 1,977        | [188]   |
| Crustaceans       | Interolog          | 3,223    | 35,787       | [394]   |
| Daphnia pulex     | Interolog          | 4,858    | 104,187      | [395]   |
| Eriocheir sinensis | Gene expression, interolog | 127 | 1292 | [396] |
| Litopenaeus vannamei | Gene expression, interolog | 383 | 8,557 | [397] |
| Arachnids         | Interolog          | 3,810    | 58,489       | [398]   |
| Stegodyphus mimosarum | Integrated  | 2,052    | 12,610       | [13]    |
| Ixodes scapularis | Machine learning   | 749      | 1,103        | [188]   |
| Echinodermata     | Integrated         | 1,746    | 8,732        | [13]    |
| Strongylocentrotus purpuratus |              |          |              |         |
| Cnidaria          | Machine learning   | 1,135    | 2,842        | [188]   |
| Nematostella vectensis | Integrated    | 1,621    | 7,487        | [13]    |
| Heterokonta       | Integrated         | 980      | 4,057        | [13]    |
| Phaeodactylum tricornutum | Integrated | 1,507 | 8,803 | [13] |
| Phytophthora infestans | Integrated    | 1,053    | 4,739        | [13]    |
| Rhodophyta        | Integrated         | 395      | 3,657        | [13]    |
| Cyanidioschyzon merolae |         |          |              |         |
| Placozoa          | Integrated         | 1,353    | 5,610        | [13]    |
| Trichoplax adhaerens | Machine learning | 1,022    | 1,688        | [188]   |
| Porifera          | Integrated         | 1,487    | 6,853        | [13]    |
| Amphimedon queenslandica |          |          |              |         |
| Cephalochordata   | Integrated         | 3,015    | 31,607       | [13]    |
| Branchiostoma floridæ | Machine learning | 1,481    | 4,143        | [188]   |
| Tunicata          | Integrated         | 1,372    | 5,432        | [13]    |
| Ciona intestinalis | PFIN               | 6,098    | 1,373,106    | [198]   |
| Ostreococcus lucimarinus | Machine learning | 576      | 946          | [188]   |

Continued on next page
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Data from traditional model organisms, chosen in part for ease of their experimental study [399], are now being expanded by the addition of genomic data from closely-related species [400]. Diverse organisms have become the study species of choice for answering more obscure biological questions [401] and to test the long-held fundamental rules built from the original model species [402]. Comparative interactomics is now possible on a large scale as demonstrated by Žitnik and colleagues study of 1,840 predicted interactomes spanning the tree of life [13]. With over 8 million protein-protein interactions, this dataset allowed the authors to observe interaction rewiring that had only previously been seen on a smaller scale [191–193, 353, 378, 403].

Computationally-predicted interactions can compensate for the lack of experimental data in many species but, like experimental methods, they have drawbacks such as noise and false positive interactions [293, 404]. Conservation of PPI is unequal and accuracy of interolog mapping will vary between species [405]. This accuracy will also be dependent on evolutionary distance and careful selection of thresholds will be necessary [406]. It’s clear from yeast interactomes that there can be low overlap between species; *S. cerevisiae* is well characterised but the *C. albicans* and *S. pombe* interactomes are different in a number of respects [191, 193, 204, 407]. Combining different computational methods [86, 105, 106, 310], and experimental data if available [232, 235, 376, 408], can give a fuller picture of the interactome and mitigate the effect of data noise by using a probabilistic framework [74, 198].

Interolog and DDI mapping can only detect interactions within conserved sequences or domains [68]; organism-specific proteins and interactions are missed. Filling in the gaps is vital to our understanding of biology and evolution. Interactome analyses can help to identify these gaps and target further analysis in non-model species. While there are parts of some interactomes that cannot currently be predicted, interactome accuracy will improve as coverage of diverse species increases. Non-model species have already been used to provide insights in a number of fields, including human disease [409], ageing and regeneration [410, 411], and to expand our understanding of evolution [412], ecology [413, 414] and biological diversity [415, 416]. There are currently more than 13,000 entries from over 10,000 species in the NCBI Genome database, the majority of which are non-models. At the same time, *de novo* transcriptomes have also been produced for many species that lack genome sequence data [417–420]. The Sequence Read archive contains more than 20,000 non-model transcriptomic datasets from over 7,000 species. These resources represent a huge amount of data for interactome generation in more diverse species and provide the basis to build interactomes that will potentially have impact across the field of Biology.
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