Superfluidity in one-dimensional systems is a fascinating phenomenon. It is characterized by the flow of a fluid without dissipation, and is often observed in superfluids where the fluid is not subject to external forces. In a superfluid state, the fluid is considered to be in a state of zero viscosity, allowing it to flow through small channels without any friction.

This phenomenon is not limited to macroscopic systems, as it can also be observed in one-dimensional systems, such as 1D Bose-Hubbard models. The 1D Bose-Hubbard model is a fundamental model in condensed matter physics, and it is used to study the behavior of particles in one dimension.

In this model, the particles interact with each other through a on-site interaction term, denoted by $U$. The interaction term can be used to study the formation of collective excitations, such as superfluids. The superfluidity in the 1D Bose-Hubbard model can be characterized by a superfluid fraction, which measures the fraction of the system that is in the superfluid state.

In the 1D Bose-Hubbard model, the superfluid fraction is given by $\rho_s = 1 - \rho_f$, where $\rho_s$ is the superfluid density and $\rho_f$ is the fermionic density. The superfluid density is a measure of the number of particles that are moving coherently, and it can be used to study the behavior of the system at different temperatures.

The 1D Bose-Hubbard model is iconic and has been widely studied. It is described by a Hamiltonian:

$$H_{BH} = \sum_j \left( -t (a_j^\dagger a_{j+1} + h.c.) - \mu n_j + \frac{U}{2} n_j (n_j - 1) \right)$$

where $a_j$ and $a_j^\dagger$ are annihilation and creation operators for particles on site $j$ and $n_j = a_j^\dagger a_j$. Unlike its fermionic cousin, the Bose-Hubbard model is not integrable due to the infinitely-long range of the interactions.

In this paper, we study superfluidity in the 1D Bose-Hubbard model using a variational matrix product state technique. We determine the superfluid density as a function of the Hubbard parameters by calculating the energy cost of phase twists in the thermodynamic limit. As the system is critical, correlation functions decay as power laws and the entanglement entropy grows with the bond dimension of our variational state. We relate the resulting scaling laws to the superfluid density. We compare two different algorithms for optimizing the infinite matrix product state and develop a physical explanation why one of them (VUMPS) is more efficient than the other (iDMRG).

Our technique gives us access to the entanglement spectrum, which characterizes the quantum correlations between different parts of the system. The effective low energy theory describing the 1D Bose-Hubbard model has a conformal invariance which leads to a scaling behavior of this spectrum. We demonstrate this scaling in our data.
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Section [V] describes our numerical approach. We introduce two algorithms, iDMRG [6, 7], and VUMPS [8]. We describe how to use these techniques to calculate \( \rho_s \) and the relevant correlation functions. Section [V] gives the results of our calculations, including a comparison of the convergence properties of iDMRG and VUMPS. Section [VI] discusses techniques for measuring superfluid density in 1D systems. We summarize in Sec. [VII]

II. LUTTINGER LIQUID THEORY

Here we review the most pertinent results from Luttinger liquid theory, as these are essential for our analysis and discussion. Luttinger liquid theory encompasses the low-energy descriptions of a large variety of interacting 1D systems [40]. For a bosonic system, the low-energy Hamiltonian can be derived [13] by expanding the boson field operators as

\[
\psi(x) = \sqrt{\rho_0 - \frac{1}{\pi} \nabla \theta(x)} e^{i \phi(x)},
\]

where \( \rho_0 \) is the average number density and \( \nabla \theta(x) \) and \( \phi(x) \) are canonically-conjugate fields corresponding to long-wavelength density and phase fluctuations, respectively. In terms of these fields, the Luttinger liquid Hamiltonian is of the form

\[
\mathcal{H}_{LL} = \frac{\hbar}{2\pi} \int dx \left( v_j (\nabla \phi)^2 + v_n (\nabla \theta - \pi \rho_0)^2 \right).
\]

This Hamiltonian describes gapless, long-wavelength fluctuations in the density and phase fields with respective sound velocities \( v_n \) and \( v_j \). The velocity of phase fluctuations is \( v_j = \frac{\hbar \rho_s}{m} \) where \( \rho_s \) is the zero-temperature superfluid density, or equivalently the Drude weight (see Sec. [II]). In a Galilean-invariant system, \( \rho_s = \rho_0 \) so that \( v_j \) is not renormalized by interactions – which is consistent with the aforementioned theorem that the superfluid fraction of a translationally invariant systems is either zero or unity [1]. The velocity of density fluctuations is \( v_n = 1/\hbar \pi \kappa \) where \( \kappa = \partial \rho_0 / \partial \mu \) is the charge compressibility. It is common practice to reparameterize Eq. [3] in terms of a single sound velocity, \( u = \sqrt{v_j v_n} \), and the dimensionless “Luttinger parameter,” \( K = v_n / v_j \). Diagonalizing the Hamiltonian with a Bogoliubov transformation yields [13]

\[
\mathcal{H}_{LL} = \hbar \left( \sum_{q \neq 0} \omega_q b_q^{\dagger} b_q + \frac{\pi}{2L} (v_j J^2 + v_n (N - N_0)^2) \right)
\]

where \( \omega_q = u |q| \) for small \( q \) and \( b_q \) (\( b_q^{\dagger} \)) are the Bogoliubov annihilation (creation) operators. We can therefore see that excitations of the Luttinger liquid are sound modes that are a linear combination of density and phase fluctuations. The parameters \( J \) and \( N \) correspond to the total number of \( \pi \)-phase twists and total number of particles, respectively, over the length \( L \) of the system. Periodic boundary conditions on the bosonic many-body wavefunction imply \( J \in 2\mathbb{Z} \). The average number of particles is given by \( N_0 \).

The Luttinger liquid has a host of interesting properties. Despite being a bosonic theory, the lack of long-range order in one dimension prevents Bose-Einstein condensation. The propensity to order nonetheless leads to a power-law decay of the single-particle equal-time Green’s function, \( \langle a_i^{\dagger} a_{i+j} \rangle \) [13, 30]:

\[
\langle a_i^{\dagger} a_{i+j} \rangle \approx n_0(n_0j)^{-K/2}.
\]

Here \( n_0 = \rho_0 d \) is the average number of particles per site, where \( d \) is the lattice spacing. Power-law behavior is also observed in a variety of other correlation functions, such as the density-density correlation function. The exponents depend on the Luttinger parameter, \( K \), and in that sense they are “tunable” functions of the number density and interaction strength. As the Luttinger parameter determines the long-distance behavior of the correlation functions, it’s value also determines the propensity of the system to order in different ways. The single-component 1D Bose-Hubbard model hosts two phases: a Mott insulating phase and a superfluid (Luttinger liquid) phase. In the superfluid phase \( K < 1 \) while at the SF-Mott transition \( K \to 1 \); the only exception is at the Mott lobe tip, where the SF-Mott transition is in the XY universality class [11] and the system undergoes a BKT transition [34–36] in which \( K \to 1/2 \).

III. DEFINING SUPERFLUID DENSITY

One of our goals is to clearly articulate the subtleties arising in 1D superfluids. As prefaced in the introduction, superfluidity in one dimension is “unconventional.” Not only is Bose-Einstein condensation absent in these systems, but the very definition of superfluid fraction has ambiguities. We emphasize that this is not merely an issue of theoretical importance: as we show in Section [III C], this has led to a discrepancy between theory and experiment that necessitates a more nuanced understanding of 1D superfluidity.

It will be useful to have a concrete picture in mind. For the purpose of this section, we will imagine a 1D channel of length \( L \), which forms a ring with radius \( R = L/2\pi \). We will consider some artificial magnetic flux threading the ring, or equivalently a vector potential that points along the channel. The flux induces a current, and the current response defines the superfluid fraction. One can imagine equilibrium and non-equilibrium formulations of this thought experiment [32]. In the former, one inserts a small amount of flux and allows the system to come to its true ground state. If the flux is small enough, the resulting state will carry a finite current whose magnitude is proportional to the flux. This is known as the Hess-Fairbank effect [33]. Fundamentally it is a mesoscopic
effect because the equilibrium current is a periodic function of the flux, and the relevant magnetic fields scale as $1/R$. The non-equilibrium formulation involves first allowing the system to equilibrate in the presence of a large magnetic field. One then turns off the magnetic field. Assuming friction with the walls, a normal fluid rapidly come to rest. A superfluid will not. Typically one expects that the superfluid fraction measured via these two approaches will agree [43]. This is not the case in one dimension.

A. Drude weight, superfluid density, and helicity moduli

One of the subtleties we need to contend with is the formal similarities between a superfluid and an ideal zero-temperature metal. Here we elucidate the issue, and give the formal definition of superfluid density in terms of response functions and the helicity modulus. We will use this latter definition throughout the paper.

In the absence of impurities, metals are characterized by a resistivity which falls with temperature. At zero temperature they support dissipationless currents. The distinction with superfluidity is the robustness against adding disorder: Weak disorder does not cause dissipation in a superfluid, but it does in a metal.

In dimensions $d > 1$ superfluids and metals can be distinguished by the properties of the transverse current-current correlation function

$$T_{xx}(q, \omega_n) = \frac{1}{N} \int_0^\beta d\tau e^{i\omega_n \tau} \langle j_x(q, \tau)j_x(-q, 0) \rangle.$$  

(6)

Here $\omega_n = 2\pi n T$ are the Matsubara frequencies and $\beta = 1/T$ is the inverse temperature (we henceforth set $k_B = 1$). This is the transverse correlation function when $q$ is orthogonal to $\hat{a}$. The correlation function at real frequencies is obtained by analytic continuation $i\omega_n \rightarrow \omega + i\delta$. Note that this correlation function cannot be defined in one dimension as there is no transverse direction.

In linear response theory, the current-current correlation function quantifies the amount of current generated by a vector potential (or a fictitious vector potential which appears from moving frames). If we consider fluid flow in a pipe, the longitudinal response is typified by having moving end-caps, while the transverse response corresponds to moving an open pipe. In a superfluid, only the normal component will move with the walls, and the superfluid density is given by $\rho_s = \pi m^* D_s$, where $m^*$ is the effective mass and $[44]

$$D_s = -\langle K_x \rangle - \lim_{q_y \rightarrow 0} T_{xx}(q_y, 0).$$  

(7)

In the context of a Hubbard model, $\langle K_x \rangle$ is the expectation value of the kinetic energy per site due to motion in the $\hat{x}$ direction. This static response corresponds to the Hess-Fairbank effect previously introduced. Note that $T_{xx}(q, 0)$ is poorly behaved at $q = 0$, as the longitudinal $T_{xx}(q_x, 0)$ and transverse $T_{xx}(q_y, 0)$ responses differ.

By taking limits in a different way, one can calculate the Drude weight [43]:

$$D = -\langle K_x \rangle - \lim_{\omega \rightarrow 0} T_{xx}(0, \omega)$$  

(8)

This corresponds to the response to a homogeneous electric field. Again, the limit is necessary as the point $(q = 0, \omega = 0)$ is singular. In a superfluid, both $D_s$ and $D$ are non-zero, in a metal $D_s = 0$ but $D \neq 0$, and in an insulator both $D_s$ and $D$ vanish [44,45]. While Eq. (7) is not well defined in one-dimension, Eq. (8) is.

In order to extend the definition of superfluid density to one dimension, it is useful to reformulate the problem in terms of the helicity modulus [46]. The helicity modulus, $\Upsilon$, gives the free energy response of the system to a twist of the boundary conditions. For example, if the $d$-dimensional many-body wavefunction obeys $\Psi(x) = e^{i\Phi} \Psi(x + L_\alpha \hat{a})$, then at finite temperature one defines

$$\frac{1}{V} (F[\Phi] - F_0) = \frac{1}{2} \Upsilon \left( \frac{\Phi}{L_\alpha} \right)^2 + \ldots$$  

(9)

where $V$ is the volume of the system, and $F$ is the free energy, and $L_\alpha$ is the length of the system along $\hat{a}$. By the fluctuation dissipation theorem [46], $\Upsilon = \hbar^2 \pi D_s$, and Eq. (9) can be used to define the superfluid density. Unfortunately, the $T \rightarrow 0$ limit and the $L_\alpha \rightarrow \infty$ limits do not commute. If one takes the $T \rightarrow 0$ limit of Eq. (9),

$$\frac{1}{V} (E[\Phi] - E_0) = \frac{1}{2} \Upsilon_0 \left( \frac{\Phi}{L_\alpha} \right)^2 + \ldots$$  

(10)

then the helicity modulus instead gives the Drude weight, $\Upsilon_0 = \hbar^2 \pi D$ [46].

There is no conceptual difficulty in extending the definitions in Eq. (9) and (10) to one dimensional systems, so this method succeeds in providing a consistent definition of superfluid density. In terms of the original formulation, Eq. (7) amounts to defining the superfluid density in terms of the $\omega = 0, q \rightarrow 0$ limit of the (scalar) current-current correlation function [47]. If one reverses those limits (setting $q = 0$ and taking the limit $\omega \rightarrow 0$) then one produces the Drude weight. As will be argued below, there is a similar story involving the limits $T \rightarrow 0$ and $L \rightarrow \infty$.

B. Thermodynamic and zero temperature limits

Comparing Eq. (3) with Eq. (10), the zero temperature helicity modulus is $\Upsilon_0 = \hbar v_f / \pi$. As first shown by Affleck [12], one can calculate $\Upsilon$ by summing over states with all possible twists (see Appendix A), finding

$$\Upsilon(L,T)/\Upsilon_0 = 1 + \frac{\pi^2 \Upsilon_0}{LT} \frac{\partial^2}{\partial^2 \Upsilon_0} \langle y, e^{-2\pi^2 \Upsilon_0/\pi^2} \rangle. $$  

(11)
where $\theta_3(z,q)$ is the Jacobi theta function of the third kind. The $T \to 0$ and $L \to \infty$ limits do not commute: $T/Y_0$ approaches 1 as $LT \to 0$ and approaches 0 as $LT \to \infty$. Taking the thermodynamic limit prior to $T \to 0$ results in a formally vanishing superfluid density.

This structure arises from a competition between the thermal energy-scale $T$ and the gaps between states in different topological sectors: a many-body state with a $2\pi$ phase twist across its length $L$ (which consequently supports finite current) differs in energy from the ground state by $\Delta E_{2\pi} = 2\pi \hbar v_j/L$. When one takes the temperature to zero in a system with finite $L$, one only occupies states with a fixed winding, resulting in a superfluid response. The opposite limit yields a large ensemble of states with a fixed winding, resulting in a superfluid restate by $\Delta^2 = 2\pi^2 \hbar^2 v_j^2 / L^2$. Taking the thermodynamic limit prior to $\Delta \to 0$ results in a formally vanishing superfluid density.

In our calculation we explicitly work at $T = 0$, and these considerations are irrelevant: our procedure correctly yields $Y_0$ and hence the superfluid density.

### C. Non-equilibrium considerations

The arguments so far have been thermodynamic in nature and assumed thermal equilibrium. The energy barriers separating topologically distinct sectors do not vanish in the thermodynamic limit. Therefore the time to equilibrate will be exponential in $1/T$, even though the states with different windings have degenerate energies. These long relaxation times must be taken into account in modeling experiments in cold atom systems [49] and $^4$He nanopores [51–54]. One approach is to introduce “dynamical” superfluidity [55–58].

There is a close connection between this dynamical superfluidity and the physics described in Sec. [118]. In the equilibrium theory, taking $T = 0$ then the limit $L \to \infty$ freezes the system into a single current-carrying sector and yields a finite superfluid density, analogous to the dynamical superfluid density. The opposite limit yields no phase stiffness. The theory of dynamical superfluid density generalizes this argument to predict the temperature dependent response of the experimental system.

While this nonequilibrium physics can be very important, we will simply focus on equilibrium superfluidity at zero temperature.

### IV. METHODS

We compute the ground state phase diagram of the 1D Bose-Hubbard model using two infinite tensor network algorithms: iDMRG [57] and VUMPS [8, 9]. We make use of the ITensor library [59] in our implementations. In this section we discuss the relevant features of these techniques as well as our approach to computing the superfluid density. We provide a detailed discussion of the VUMPS algorithm in Appendix [B].

Both iDMRG and VUMPS are variational techniques that make use of a matrix product state ansatz: As a basis for the many-body state one considers states with a fixed number of bosons on each site $\{n_j\}$; in the thermodynamic limit $j$ runs from $-\infty$ to $\infty$. The wavefunction in this basis is written as a product of matrices,

$$\psi(\cdots, n_1, n_2, \cdots) = \sum_{\{s\}} A^n_{s_0 s_1} B^n_{s_1 s_2} C^n_{s_2 s_3} \cdots$$

where the sum over $\{s\}$ represents all possible values of the “bond indices” $s_j$. The number of values that each $s_j$ takes on is referred to as the bond dimension $\chi$. Describing states with more entanglement requires larger $\chi$. An arbitrary state can be written in this form if the bond dimension is sufficiently large. Both iDMRG and VUMPS find the lowest energy matrix product state with some enforced constraints on the bond dimension. They principally differ in how they carry out the minimization.

The iDMRG algorithm begins by choosing an initial two-site MPS. For example, one could start with the exact ground state of the two-site problem written as an MPS: $\psi_0(n_1, n_2) = \sum_s A^n_{s_1 s_2} Z^n_{s_2 s_3}$. In Fig. [1] the initial state is depicted as two boxes, representing $A$ and $Z$. After truncating the bond dimension and appropriately normalizing the matrices, one appends two sites to the center of the chain, finding matrices $B$ and $Y$ which minimize the energy of the four-site problem with $\psi_1(n_1, n_2, n_3, n_4) = \sum_{\{s\}} A^n_{s_1 s_2} B^n_{s_2 s_3} Y^n_{s_3 s_4}$. Here $\tilde{A}$ and $\tilde{Z}$ are the transformed versions of $A$ and $Z$, and are held fixed during the optimization with respect to $B$ and $Y$. As depicted in the figure, this procedure is iterated until the matrices added to the center in successive iterations are sufficiently similar. One then approximates the translationally-invariant ground state of the Hamiltonian as an infinite chain composed of those matrices.

The iterative growth procedure of iDMRG can be compared to VUMPS, where, as illustrated in Fig. [1] a single site is inserted in the middle of an infinite matrix product state. One finds the tensor for that site that minimizes the energy and then constructs an infinite product state from it. As we will discuss in more detail in Sec. [V] this global update is particularly useful when the ground state has long-range correlations and allows one to overcome some of the bottlenecks present in the iDMRG algorithm’s local updates.

There are some additional technical differences between our implementations of iDMRG and VUMPS which are related to single-site vs. two-site updating. In a single-site update procedure one finds a true variational minimum at fixed bond dimension, while in a two-site approach there is a truncation error associated with decomposing the two sites [8, 10]. Conversely, the two-site procedure samples a larger variational subspace and more readily allows for dynamically changing the bond dimension. Although we do not report the results here,
we also implemented a 2-site VUMPS algorithm. We found that the truncation error interacted poorly with the procedure of constructing the infinite matrix product state, resulting in less accurate results for the same bond dimension.

A. Calculating \( \rho_s \)

We calculate the superfluid density by first applying a gauge transformation \( U \rho \hat{U}^\dagger = e^{-i\varphi} a_i \) to the terms in the Hamiltonian. We then construct the lowest-energy uniform matrix product state. This results in a current-carrying state and is analogous to having twisted boundary conditions [61]. The helicity modulus is extracted from the energy as a function of \( \varphi \) according to Eq. [10]. The superfluid density is then \( \rho_s = \chi_0 / (2t) \), where \( t \) is the hopping matrix element in Eq. [1].

We emphasize that this procedure is not the same as simply applying a gauge transformation to the ground-state wavefunction. The gauge transformation is not homogeneous, and hence converts a uniform matrix product state to a non-uniform one. The tensors in our wavefunction can be used to make a length \( L \) matrix product state on a ring with a phase twist \( \Phi = L\varphi \) across the boundary.

V. RESULTS

As reviewed in Sec. [11] the Luttinger liquid phase is critical, with an infinite correlation length and power-law decaying correlation functions [see Eq. [5]]. Consequently the entanglement entropy diverges. An MPS with finite bond dimension will be an approximant, with finite entanglement entropy. The critical structure can be revealed by studying how various quantities scale with bond dimension. Such finite entanglement scaling [6] is closely related to finite-size scaling, where the bond-dimension is viewed as a control parameter which adjusts a spatial cut-off [62].

Local quantities (energy, short range correlations, etc.) converge rapidly with bond dimension. Long-range properties are readily found using scaling analysis. As described below, one sees excellent scaling collapse with moderate bond dimensions: \( \chi \sim 20 - 50 \).

In Sec. V A we show the behavior of the single-particle density matrix and define the correlation length. We also compare the convergence properties of iDMRG and VUMPS in the superfluid phase, attributing the superiority of the latter to finite-size effects in the iDMRG algorithm. In Sec. V B we discuss the properties of the momentum distribution and demonstrate finite entanglement scaling via a scaling collapse. In Sec. V C we plot the superfluid density across the phase diagram and discuss its relationship to the single-particle density matrix. We also determine the Luttinger parameter, \( K \), as a function of \( \mu / U \) and \( t / U \). In Sec. V D we conclude by discussing how the entanglement of the MPS ansatz scales with bond dimension, extracting the conformal exponent \( \kappa \) predicted in Ref. [62].

A. Density matrix: iDMRG and VUMPS

Figure 2 shows the single particle density matrix \( \langle a_i a_j^\dagger \rangle \) as a function of spatial separation \( |i - j| \) for a representative point in the superfluid phase, \( (t / U, \mu / U) = (0.2, 0.5) \). The expected Luttinger liquid algebraic decay is seen over a wide range of separations. The finite bond dimension introduces an artificial cutoff beyond which \( \langle a_i a_j^\dagger \rangle \) is con-
In Appendix C we show that to quasicondensates found in finite length systems \[63\].

The quasicondensate density falls with the iteration number, eventually converging to a bond-dimension dependent constant. Finite truncation error in the two-site state updates in the iDMRG algorithm limit its accuracy, leading to a slightly different value of \(\rho_{qc}\) compared to VUMPS. The one-site state updates used by VUMPS work at fixed bond dimension and hence do not introduce any truncation error. In addition to being more accurate, VUMPS converges in many fewer iterations than iDMRG. For \(\chi = 40\), a single iteration of VUMPS takes roughly twice as much computer time as a single iteration of iDMRG, and is therefore more efficient.

In Fig. 3(b) we show the spatial dependence of the converged density matrix, \(\langle a_i a_j^\dagger \rangle\). That correlation function, with \(|i - j| = n\), is remarkably similar to the long range correlations \(\rho_{qc} = \lim_{|i-j|\to\infty} \langle a_i a_j^\dagger \rangle\) of the \(n\)th iteration of the iDMRG algorithm. This structure is understood by noting that after \(n\) iterations, iDMRG describes a system of length \(2n\). When \(n < \xi\), this finite size introduces a cutoff. One consequence is that the number of iterations required for iDMRG convergence grows at least as fast as \(\xi \propto \chi^c\). VUMPS does not suffer this problem, and has better scaling with \(\chi\). This benefit should be found in any critical or gapless phase/point.

B. Momentum distribution

The non-condensed momentum distribution function, \(\langle n_k \rangle\), is easily obtained as the Fourier transform of the density matrix:

\[
\langle n_k \rangle = \sum_j e^{ikj} \langle a_0 a_j^\dagger \rangle_c,
\]

where as before, \(\langle a_0 a_j^\dagger \rangle_c = \langle a_0 a_j^\dagger \rangle - \rho_{qc}\).

We plot \(\langle n_k \rangle\) versus \(k\) for a variety of bond dimensions at \((t/U, \mu/U) = (0.2, 0.5)\) in panel (a) of Fig. 4. The momentum distribution function is sharply peaked about \(k = 0\). This is not a signature of Bose-Einstein condensation, but is instead indicative of the critical scaling of the density matrix. At long distances the density matrix falls off as \(r^{-K/2}\), by power-law counting its Fourier transform scales as \(k^{K/2-1}\) for small momenta. As seen in the figure, this small-\(k\) divergence is cut off by the finite correlation length in our matrix product state ansatz. The correlation length grows with bond dimension, and the momentum distribution function approaches a power law as \(\chi \to \infty\). For \(k \gtrsim 0.1\), \(n_k\) is independent of \(\chi\). This is equivalent to the collapse in Fig. 2 and indicates that the short-distance correlations are well-captured by a MPS with moderate bond dimension. In Fig. 4(b), we demonstrate a scaling collapse by rescaling the momentum and the distribution function by powers of the correlation length, \(\xi(\chi)\), computed with Eq. (14). The asymptotic power-law behavior, indicated by the dashed
FIG. 4. (a) Plot of the momentum distribution, $\langle n_k \rangle$, at the point $(t/U, \mu/U) = (0.2, 0.5)$ for various bond dimensions. The divergence at $k = 0$ is smoothly cut off at fixed bond dimension due to the finite correlation length. Note the curves are almost identical for $|k| > 0.1$ in units of the reciprocal lattice constant. (b) Plot of the momentum distribution functions on a log-log scale after rescaling by powers of the correlation length. Note that the Luttinger parameter, $K$, was determined from a fit to the single-particle density matrix (see Fig. 2). This captures the critical behavior for small momenta.

line, is visible for $k\xi \sim 10$. Around $k\xi \sim 1$, that divergence is smoothly cut off and all curves approach a constant.

C. Superfluid density

As discussed in the introduction, unlike in a Galilean-invariant system, the zero-temperature superfluid fraction of the 1D Bose-Hubbard model continuously interpolates between 0 and 1. We plot the superfluid fraction, $\rho_s/\rho_0$, with bond dimension $\chi = 25$ as a function of $t/U$ and $\mu/U$ in Fig. 5. The $n = 1$ Mott lobe is clearly visible as the dark region where the superfluid fraction vanishes. For $\mu < 0$, the dark region indicates the vacuum. The VUMPS algorithm works directly in the thermodynamic limit and correctly captures the critical behavior away from the tip of the Mott lobe. At the tip the transition is BKT-like, with an expected universal jump in the superfluid density [34–36]. This jump is rounded over at finite $\chi$. Scaling analysis, however, can be used to locate the phase boundary.

The superfluid density can be used to extract the Luttinger parameter: $\rho_s$ is proportional to the characteristic velocity of phase fluctuations, $v_j = u/K$ (see Secs. II and [VA]). To extract $K$, one needs to also calculate the charge compressibility $\kappa = \partial n/\partial \mu = 1/h\pi v_n$ [40], where $v_n = uK$ is the characteristic velocity of density fluctu-
In the vicinity of the vacuum line \((\mu \rightarrow -2t)\), the density is small and the effects of the lattice can be ignored. Thus, as expected for a translationally invariant system, the superfluid fraction approaches unity \([11]\). Conversely, at the Mott transition \((\mu \rightarrow 2t\) for small \(t/U\)) the superfluid density vanishes. One can interpret the point \((t/U,\mu/U) = (0,0)\) as the hard core limit, \(U \rightarrow \infty\). This lattice analog of the Tonks-Girardeau gas \([68]\) maps directly onto non-interacting fermions \([69]\). Figure 6 shows that \(K \rightarrow 1\) in this limit, as one expects for non-interacting fermions.

Using the relationship between the zero-temperature superfluid density and the Drude weight (see Eq. (11)), one finds that the superfluid density in the hard-core limit is given by \([67]\)

\[
\rho_s^{HC}(\rho_0) = \frac{\sin(\pi \rho_0 d)}{\pi d}
\]

where \(d\) is the lattice spacing and the particle density, \(\rho_0\), is identical to that of a non-interacting fermions in 1D:

\[
\rho_0(\mu/t) = \frac{1}{\pi d} \arccos(-\mu/2t).
\]

### D. Entanglement

As described in Sec. 11, the Luttinger liquid phase of the 1D Bose-Hubbard model is a gapless critical phase. As such, the entanglement entropy between a region of length \(L\) and the rest of the system scales as \(S = (c/6) \log(L)\), where \(c\) is the conformal charge \([70]\). For a Luttinger liquid, \(c = 1\). In the thermodynamic limit the entanglement entropy should diverge; at finite bond dimension \((\chi)\), however, our matrix product state has a finite correlation length \((\xi)\) that cuts off the entanglement. One therefore expects that for large \(\xi\) \([61,62]\),

\[
S(\chi) = \frac{c}{6} \log(\xi) \chi
\]

where we have used the relation \(\xi \sim \chi^\kappa\) with

\[
\kappa = \frac{6}{c(\sqrt{12/c} + 1)}.
\]

In Figure 7 we plot the entanglement entropy versus bond dimension on a semi-log plot at a few representative points in the Luttinger liquid phase. We find good agreement with the prediction in Eqs. (19) and (20). Furthermore, the scaling of the correlation length agrees with that shown in the inset of Fig. 2 which is determined entirely from the correlation function \(\langle a_ia_j^\dagger \rangle\).

### VI. EXPERIMENTAL APPLICATIONS

As described in Sec. 11, the superfluid density is a natural observable in bulk superfluid helium. Measuring the
Entanglement Entropy

is reached when the thermal wavelength of the perfluidity has been studied using helium or ultracold atoms. In fact, one dimensional superfluid density in a 1D lattice system, however, is this prediction.

We observe the expected logarithmic scaling of the entropy with bond dimension. The dashed line shows the expected scaling of the entanglement entropy based on the calculation in Ref. [62]. We find excellent agreement with the expected scaling of the entrance of the infinite system versus bond dimension on a semi-log scale. Colored dots in the inset show the points on the t/U – µ/U phase diagram where data was taken. Horizontal and vertical ranges of the inset’s axes roughly correspond to those of Figs 5 and 6. We observe the expected logarithmic scaling of the entropy with bond dimension. The dashed line shows the expected scaling of the entanglement entropy based on the calculation in Ref. [62]. We find excellent agreement with this prediction.

superfluid density in a 1D lattice system, however, is more challenging. The two most promising settings are helium or ultracold atoms. In fact, one dimensional superfluidity has been studied using 4He adsorbed in channels a few nanometers in diameter [52]. The 1D regime is reached when the thermal wavelength of the 4He is large compared to the diameter of the tubes. This condition can be understood as the freezing out of transverse modes, which are gapped due to their quantization. The array of 1D tubes is then placed on a torsional oscillator with a sufficiently low frequency of oscillation to only excite longitudinal modes of the nanotubes [51, 53]. One can then extract a frequency shift that is directly related to the superfluid density. Unfortunately, in this setting there is no simple way to add a lattice or control the interaction strength.

Cold atoms can overcome both of these issues. The 1D Bose-Hubbard Hamiltonian is the natural description of bosonic atoms in a deep optical lattice. Moreover, the contact interactions can be tuned by a Feshbach resonance [71, 72]. Again, the 1D regime is realized by applying sufficiently large transverse confinement, freezing out the transverse modes. Unfortunately, measuring the superfluid density in cold atom systems is difficult.

In the absence of a lattice, there have been at least four ways to meet this challenge: (1) Collective modes; (2) Density response to rotation; (3) Spectral response to an artificial vector potential; and (4) Velocities of first and second sound. We briefly describe each of these. So far all experiments and proposals have been in either 3D or 2D.

Adapting these approaches to a 1D Bose-Hubbard system would require substantial work: Method (1) does not have an obvious analog in 1D. Methods (2)-(3) would require a periodic ring geometry [73], which has not been realized with a lattice. Method (4) does not apply in 1D. We briefly elaborate on each of these.

(1) Collective modes: The lowest energy mode of a gas in an anisotropic trap is analogous to the fundamental mode of a torsional oscillator, and hence provides information about superfluidity [74–81]. For example, the precession frequency of quadrupole modes has been used to extract the moment of inertia of the unitary Fermi gas [82] and of dipolar bosons [83] in three dimensions. The superfluid fraction can then be determined by the reduction of the moment of inertia from that of a rigid body. This technique relies on a hydrodynamic description of the cloud, and hence requires sufficiently strong interactions. One major challenge here is that the trapped system is highly inhomogeneous, and the measured superfluid fraction is spatially averaged. Driving the collective modes can also heat the sample or excite vortices. Further, this technique is not directly applicable in the presence of an optical lattice. The lattice breaks rotational symmetry, which complicates the relationship between the frequencies of the quadrupole modes and the superfluid density.

(2) Density response to rotation: Ho and Zhou argued that the local superfluid density in three dimensions can be extracted from the response of the column density profile to rotation [84]. Importantly, their approach directly gives the spatial dependence of the superfluid density in an inhomogeneous trap. The derivation, however, relies on a strictly harmonic trapping potential and would need to be modified to include a lattice.

(3) Spectral response to an artificial vector potential: Rather than stirring a trapped gas with a potential deformation [82, 83], one can probe superfluidity by introducing an Raman-induced artificial potential [85, 86]: A set of Raman lasers dresses the atomic states in such a way that they experience an artificial magnetic field. Cooper and Hadzibabic [87, 88] showed that the superfluid density can be determined from the populations of the Raman-dressed bands. This enables a spectroscopic determination of superfluid density which can potentially be spatially resolved [89].

(4) Velocities of first and second sound: Recent experiments by the Grimm [90] and Hadzibabic [91] groups have determined the superfluid density in 2D systems by measuring the velocities of first and second sound. Similar sound-speed measurements can be carried out in lattice gases. Unfortunately, the two-fluid hydrodynamics of a Luttinger liquid differs from that of higher-dimensional superfluids [92–95]. Specifically, in dimension d, as T → 0 the ratio of the velocities first and second sound modes approach \sqrt{d}. As these modes travel at the same velocity in one dimension, they do not fully decouple, invalidating the analysis that was used to find the superfluid density of the 2D systems.
VII. SUMMARY

We have provided a comprehensive discussion of superfluidity in the 1D Bose-Hubbard model, aided by numerical simulations with infinite matrix product state techniques. The zero-temperature superfluid fraction is related to a Drude weight, which we measure directly from the response to a phase twist. We give some discussion of both finite temperature and finite size considerations, and how they depend on dimension.

Our work demonstrates the success of using infinite matrix product state techniques to model gapless critical systems. We illustrate a specific advantage of VUMPS over iDMRG in such systems, namely the ability to efficiently capture long-range correlations and entanglement even after a small number of iterations.

In addition to calculating superfluid densities, we use several independent approaches to extract the Luttinger parameters which parameterize all long-wavelength properties of the gas. These disparate approaches show non-trivial behavior and agree with one-another. Furthermore, we explore connections between finite size scaling and finite entanglement scaling.
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Appendix A: Helicity modulus of a Luttinger liquid

The helicity modulus, \( \Upsilon(L,T) \), of a 1D system of length \( L \) and temperature \( T \) is defined as

\[
\frac{F[L,T,\Phi] - F_0[L,T]}{L} = \frac{1}{2} \Upsilon(L,T) \left( \frac{\Phi}{L} \right)^2 + \cdots
\]

where \( F \) is the free energy and \( \Phi \) is the phase twist across the periodic boundaries, \( \Psi(x + L) = e^{i\Phi} \Psi(x) \). The omitted terms scale as \((\Phi/L)^4\). As reported in [12], this quantity can be exactly calculated for a Luttinger liquid, described by a Hamiltonian

\[
\frac{\mathcal{H}[L]}{\hbar} = \sum_{q \neq 0} \omega_q b_q^\dagger b_q + \left( \frac{\pi}{2L} \right) \left( v_j J^2 + v_n(N - N_0)^2 \right).
\]

As described in Section [11], \( J \) is the winding number, \( N \) the number of bosons, and \( b_q \) are excitations of momentum \( q \). Here we present an explicit derivation of the resulting helicity modulus.

We begin by noting that the partition function \( Z = \exp(-\beta F) \) factors into the product \( Z_b Z_J Z_N \), corresponding to contributions from each term in the Hamiltonian. Of these, only the topological phase twist term will be affected by the boundary condition twist. The twist is incorporated by requiring \( J = 2j - \Phi/\pi \) where \( j \) is an integer, giving us

\[
Z_J(\Phi) = \sum_{j=-\infty}^{\infty} \exp \left( -\beta \frac{2\pi v_j}{L} (j + \Phi/2\pi)^2 \right) \tag{A2}
\]

\[
= \sqrt{\frac{LT}{2\pi \Upsilon_0}} \theta_3(\Phi/2, e^{-LT/2\Upsilon_0}) \tag{A3}
\]

where \( \theta_3(z,q) = \sum_{n=-\infty}^{\infty} q^{n^2} e^{2niz} \) is the Jacobi theta function of the third kind and \( \Upsilon_0 = \hbar v_3/\pi \) is the zero-temperature helicity modulus.

We now Taylor expand the ratio of theta functions for small twist angles, finding

\[
\ln \left( \frac{Z_J(\Phi)}{Z_J(0)} \right) = \frac{1}{8} \theta_3'(0, e^{-LT/2\Upsilon_0}) \Phi^2 + O(\Phi)^4 \tag{A4}
\]

where \( \theta_3'(z,q) = \partial^2 \theta_3(z,q) \). Finally, by substituting Eq. (A4) back into Eq. (A1), we obtain an expression for the helicity modulus:

\[
\Upsilon(L,T)/\Upsilon_0 = -\frac{LT}{4 \Upsilon_0} \frac{\theta_3'(0, e^{-LT/2\Upsilon_0})}{\theta_3(0, e^{-LT/2\Upsilon_0})} \tag{A5}
\]

\[
= 1 + \frac{\pi^2 \Upsilon_0}{LT} \frac{\theta_3'(0, e^{-2\pi^2 \Upsilon_0/LT})}{\theta_3(0, e^{-2\pi^2 \Upsilon_0/LT})}.
\]

The normalized helicity modulus \( \Upsilon/\Upsilon_0 \) is a scaling function that depends only on the quantity \( LT/\Upsilon_0 \). The two forms shown in Eq. (A5), both of which appear in the literature, are related by completing the square. The physical consequences of this result are discussed in Sec. [III B]

Appendix B: VUMPS implementation

Here we discuss our implementation of the VUMPS algorithm. We refer the reader to Refs. [8] and [9] for further details and justification. We will follow the standard graphical notation for tensor networks [2]. Throughout this section, graphical equations will show a finite portion of (what should be assumed to be) an infinitely long MPS.

In a given iteration, we begin with a uniform matrix product state. Rather than parameterizing the MPS in the uniform gauge,

\[
\begin{array}{c}
\vdots \\
Z \quad Z \\
\vdots
\end{array}
\],
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The uniform and mixed-canonical forms are related by a
gauge transformation \( [2] \). The mixed-canonical form is
defined by three tensors, \( L, S, \) and \( R \). As indicated by
the shape of their symbols, the tensors \( L \) and \( R \) are left
and right-orthogonal tensors, obeying

\[
L = \begin{bmatrix} \mathbb{I} & 0 & 0 \\ 0 & e^{i\phi} & 0 \\ 0 & 0 & N \end{bmatrix},
\]

where the symbols on the right hand side represent iden-
tity tensors. This orthogonality dramatically simplifies
the calculation of expectation values and hence is the
preferred way of storing and manipulating a matrix prod-
cut state. In order for the state to be translationally-
invvariant, these tensors should satisfy

\[
W = \begin{bmatrix} \mathbb{I} & 0 & 0 \\ 0 & e^{i\phi} & 0 \\ 0 & 0 & N \end{bmatrix},
\]

which defines the tensor \( W \). The mixed-canonical form
can also be written as

\[
W = \begin{bmatrix} \mathbb{I} & 0 & 0 \\ 0 & e^{i\phi} & 0 \\ 0 & 0 & N \end{bmatrix}.
\]

Graphically, Eq. (B5) implies that one can freely shift the
inversion center of the uniform MPS without changing
any observable properties of the state:

\[
W = \begin{bmatrix} \mathbb{I} & 0 & 0 \\ 0 & e^{i\phi} & 0 \\ 0 & 0 & N \end{bmatrix}.
\]

All three of the above states represent the same physical
wavefunction.

A uniform matrix product state is defined by the set
of tensors \( L, R, W, \) and \( S \), obeying the constraint in
Eq. (B5). The VUMPS algorithm involves using ener-
gegetic arguments to update \( W \) and \( S \), and linear algebra
techniques to update \( L \) and \( R \). It converges to a uni-
form matrix product state, but as schematically shown
in Fig. 1 at intermediate stages the central site differs
from the others. We will discuss one step of the algo-

\[
E_W = \begin{bmatrix} \mathbb{I} & 0 & 0 \\ 0 & e^{i\phi} & 0 \\ 0 & 0 & N \end{bmatrix},
\]

which correspond to expectation values of the Hamilto-
nian. In Eqs. (B8) and (B9), the Hamiltonian is written
as a matrix product operator (MPO) \( [2] \):

\[
\begin{pmatrix}
1 & -te^{i\phi} & -te^{-i\phi} \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{pmatrix}
\]

where the operators \( I, A, \) and \( N \) are represented
as matrices in the number occupation basis \((n,n')\). The
rows and columns of the right-hand-side of Eq. (B10)
correspond to the left and right legs of the tensor \( H \), re-
spectively. The Peierls phase, \( \phi \), arises from the gauge
transformation discussed in Sec. IV A and is used to com-
pute the superfluid density. For the state to be normal-
ized we require that \( ||W||_2 = ||S||_2 = 1 \). The square of
this norm, which is basis independent, equals the sum of
the modulus squared of all matrix elements.

The energies \( E_W \) and \( E_S \) are extensive, and hence for-

\[
E_S = \begin{bmatrix} \mathbb{I} & 0 & 0 \\ 0 & e^{i\phi} & 0 \\ 0 & 0 & N \end{bmatrix}.
\]

The optimal \( \tilde{W} \) and \( \tilde{S} \) by minimizing the energies,

\[
\begin{pmatrix}
1 & -te^{i\phi} & -te^{-i\phi} \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{pmatrix}
\]
and $\tilde{S}$ solve eigenvalue problems

$\begin{align*}
H_L - \epsilon_1 \mathbf{I} &= \epsilon_W \begin{pmatrix} -\tilde{W} \\ -\tilde{W} \end{pmatrix}, \\
H_R - \epsilon_1 \mathbf{I} &= \epsilon_S \begin{pmatrix} -\tilde{S} \\ -\tilde{S} \end{pmatrix},
\end{align*}$

(B11)

(B12)

where $\mathbf{H} - \epsilon_1 \mathbf{I}$ is the Hamiltonian MPO minus the average energy per site, $\epsilon$ (which is defined in Eq. (B18)). This simply requires modifying the on-site term of Eq. (B10) to be $-(\mu + U/2)N + (U/2)N^2 - \epsilon I$. The tensors $H_L$ and $H_R$ consist of all contributions to the left and right of the central tensor in Eq. (B8), with the same subtraction [8]. For convenience, we will refer to the eigenvalue problems in Eq. (B11) and (B12) as $H_W(\tilde{W}) = \epsilon W\tilde{W}$ and $H_S(\tilde{S}) = \epsilon S\tilde{S}$.

The tensors $H_L$ and $H_R$ can be immediately evaluated using Eqs. (B8) and (B10). Just as $H$ was written as a matrix of matrices in Eq. (B10), $H_L$ and $H_R$ can be represented as vectors of matrices. For example, $H_L$ is given by

$\begin{pmatrix}
-\epsilon_1 & A & A' \\
-\epsilon_1 & A & A' \\
-\epsilon_1 & A & A'
\end{pmatrix}$

(B13)

where $\Lambda_L$ encompasses all terms in the Hamiltonian that act on sites to the left of the central site. Before subtracting off the divergences, these “disconnected” terms are given by

$\Lambda_L = -\epsilon_1 (-\epsilon_1) + h.c.$

(B14)

which involves the geometric sum $\sum_{n=0}^{\infty} T_L^n = (1 - T_L)^{-1}$ where $T_L$ is the left-canonical transfer matrix:

$\begin{align*}
L &\quad = \quad T_L, \\
L' &\quad = \quad 0.
\end{align*}$

(B15)

Subtracting off the divergence formally requires replacing

$\begin{align*}
\Lambda_L^0 \rightarrow \tilde{\Lambda}_L^0 &= \Lambda_L^0 - \epsilon
\end{align*}$

(B16)

In Eq. (B14) the divergence can be associated with the fact that the transfer matrix has an eigenvector with eigenvalue 1. This suggests an alternative renormalization, substituting $T_L \rightarrow \bar{T}_L$ with $\bar{T}_L = T_L - |0_L\rangle \langle 0_L|$, where $|0_L\rangle$ and $|0_L\rangle$ are the dominant left and right eigenvectors of $T_L$. When Eq. (B15) is satisfied, these are given by

$|0_L\rangle = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}$

(B17)

To show the equivalence of these approaches, we note that the average energy per site is

$\epsilon = \Lambda_L^0 |0_L\rangle = \begin{pmatrix} \epsilon_L^0 \\ \epsilon_R^0 \end{pmatrix}$

(B18)

Hence the identity $\Lambda_L^0 T_L^n = \Lambda_L^0 T_L^n$ can be applied to each term in the geometric sum for $n \geq 1$ (see Eq. (B14)). This construction implies that $H_L$ and $H_R$ are the fixed points of the left and right MPO transfer matrices, respectively:

$\begin{align*}
H_L &\quad = \quad H_L, \\
H_R &\quad = \quad H_R.
\end{align*}$

(B19)

(B20)
The gauge-fixing error, defined as \( \epsilon_g = \max(\epsilon_g^L, \epsilon_g^R) \), quantifies the deviation of the mixed-canonical MPS (defined by tensors \( \tilde{L}, \tilde{S}, \) and \( \tilde{R} \)) from translational invariance. As the VUMPS algorithm is iterated, we find that \( \epsilon_g \) decreases and eventually approaches machine precision.

The optimization in Eq. (B21) and (B22) can be performed exactly using two singular-value decompositions. We refer the reader to Sec. II C of Ref. [8] for the expression and for an approximation that better handles singular values near machine precision.

If \( \epsilon_g = 0 \), the distance from the optimal variational ansatz can be quantified by calculating the magnitude of the gradient of the energy with respect to \( W \), constrained to the manifold of uniform states. As argued in Refs. [8, 9], this gradient can be expressed as

\[
\alpha^\tau = e^{-\tau H_W} \alpha^\tau \quad \text{and} \quad \alpha^\tau = e^{-\tau H_S} \alpha^\tau,
\]

where we defined the tensors \( H_W \) and \( H_S \) after Eqs. (B11) and (B12). The norm of the gradient, \( g \equiv ||G||_2 \), vanishes at the variational minimum. Even when \( \epsilon_g \neq 0 \), the quantity \( g \) has meaning, and we quantify its proximity to the optimal state by the magnitude of \( g \).

In practice, the variational energy converges to within machine precision much faster than \( g \). For the purpose of this paper, we define convergence as \( g \leq 10^{-14} \).

One of the strengths of VUMPS is it can make large steps in parameter-space. Unfortunately, the algorithm sometimes stalls out or falls into a limit cycle. When this was the case, we were able to reduce \( g \) to the desired precision by applying state updates using the infinite time-dependent variational principle (iTDVP) \[9\]. The procedure is very similar to VUMPS except that, instead of solving for the lowest-energy eigenvector of \( H_W \), we update the state by defining \( \tilde{W} = e^{-\tau H_W} \tilde{W} \) where \( \tau \) is an imaginary time step and \( H_W \) is defined in Eq. (B11). Of course, the normalization condition \( ||\tilde{W}||_2 = 1 \) must now be enforced by hand. Similarly, we update \( \tilde{S} = e^{-\tau H_S} \tilde{S} \). In the limit \( \tau \rightarrow \infty \), iTDVP state updates and VUMPS state updates are equivalent. One can then proceed as we did with VUMPS, defining \( \tilde{L} \) and \( \tilde{R} \) according to Eqs. (B21) and (B22) and computing the gradient using Eq. (B23).

The iTDVP algorithm should reliably converge to the ground state for small \( \tau \), although small time steps also mean that more iterations will be required to reach the variational ground state. We deployed iTDVP updates in two ways: (1) when VUMPS updates would not take \( g \) below some threshold, most often \( g \sim 10^{-11} \), iTDVP updates with \( \tau \sim O(1) \) could reduce \( g \) below our convergence criterion; and (2) when the algorithm was prone to falling into limit cycles, we used iTDVP updates with \( \tau \sim O(0.1) \) in between successive VUMPS updates to improve convergence.

### Appendix C: Quasicondensate density

While the 1D Bose-Hubbard model has zero condensate density, a consequence of the Mermin-Wagner theorem \[3, 4\], simulations of the model in finite-sized systems will observe a finite quasicondensate density, \( \rho_{qc} = |\langle a_i \rangle|^2 \). Our simulations are performed in the thermodynamic limit but make use of variational wavefunctions with finite correlation lengths, producing an analogous effect. One can deduce the asymptotic bond-dimension scaling of the quasicondensate density by approximating the density matrix \( \langle a_i a_j \rangle \) as a piecewise function that decays as \( |i-j|^{-K/2} \) for \( |i-j| < \xi \) and is constant for \( |i-j| > \xi \). Making use of Eq. (20), this cartoon yields a quasicondensate density that scales as

\[
\rho_{qc} \propto (a_0 a_\xi) \propto \chi^{-K/2}.
\]  

In Figure 8 we plot \( \rho_{qc} \) versus bond dimension on a log-log scale. The quasicondensate density decays as a power law, as expected. The solid lines give fits to the data of the form \( \rho_{qc}(\chi) = \alpha \chi^{-K/2} \) where \( \alpha \) is the only free parameter (\( K \) is determined from \( \langle a_i a_j \rangle \), see Appendix D). The quality of the fits are strong confirmation of Eq. (C1).

### Appendix D: Determining the Luttinger parameter

The Luttinger parameter, \( K \), characterizes many of the properties of a Luttinger liquid. As such, there are a variety of ways to determine the Luttinger parameter of a uniform MPS. In Figure 6 we plot \( K \) computed in three different ways, as a function of \( \mu/U \). In this Appendix we compare these methods and discuss their reliability.

Data is taken at fixed \( t/U = 0.15 \) and using the converged uMPS at bond dimensions \( \chi = 20, 30, \) and 40. The vertical line at \( \mu/U = 0.445 \), denotes the Mott transition, where \( K \rightarrow 1 \). \[10, 11\]

The orange curve is determined from \( K = \sqrt{v_n/v_j} \), where \( v_n \) and \( v_j \) are defined in Sec. IV A. We compute \( v_j \) from superfluid density, calculated using the approach in Sec. IV A, and the relationship

\[
2t \rho_s = \frac{h v_j}{\pi}.
\]
Quasicondensate Density

0.1

0.5

Note that this method was also employed in Fig. 6. We calculated using finite differences. We measure the density \( \rho = 0 \) 

\( \frac{t}{U} \)

Mott-SF transition point is at \( \mu / U \approx 0.445 \), denoted by the black dashed line. See Appendix D for an explanation of the procedures.

FIG. 9. Plot of the Luttinger parameter versus \( \mu / U \) at fixed \( t / U = 0.15 \), determined using three different procedures. The Mott-SF transition point is at \( \mu / U \approx 0.445 \), denoted by the black dashed line. See Appendix D for an explanation of the procedures.

We compute \( v_n \) from the compressibility, \( \kappa = \partial n / \partial \mu \), calculated using finite differences. We measure the density as a function of chemical potential and then apply

\[ \kappa = \frac{1}{\hbar \pi v_n}. \]  

(D2)

Note that this method was also employed in Fig. 9. We establish error bars on the superfluid density by measuring the variance of \( \rho_s(\chi) \) at the three different bond dimensions. In general, however, the error bars on the orange curve are dominated by errors in the discrete derivative used to calculate the compressibility.

The blue and green curves in Fig. 9 are both determined from the algebraic decay of the density matrix, \( \langle a_i a_j^\dagger \rangle \), plotted in Fig. 2. In the blue curve, we take the derivative of \( \ln(\langle a_i a_j^\dagger \rangle) \) with respect to \( \ln(|i - j|) \) and find the average value where the curve plateaus. We establish error bars by taking the standard deviation of the log-derivative over the domain \( \ln(|i - j|/\xi) \in (-2, 0) \), where \( \xi(\chi) \) is determined by Eq. (14). Note that the power-law behavior breaks down for \( |i - j| > \xi \), beyond which \( \langle a_i a_j^\dagger \rangle \) decays exponentially to \( \rho_qc \).

The green curve is determined by rescaling \( \langle a_i a_j^\dagger \rangle \) by a power of the correlation length such that the \( \chi = 20, 30 \) and 40 curves exhibit a scaling collapse. The collapsed curves are then fit to a scaling function of the form

\[ C(x) = a \left( 1 + (x/b)^{-n\eta} \right)^{1/n} \]  

(D3)

using a non-linear least squares algorithm. In practice, in order to arrive at an unbiased scaling collapse, we exploit the fact that the collapse should occur when we rescale the axes as follows: \( |i - j| \to |i - j|/\xi \) and \( \langle a_i a_j^\dagger \rangle \to \langle a_i a_j^\dagger \rangle \xi^{K/2} \). Furthermore, the parameter \( \eta \) in Eq. (D3) should be equal to \( K/2 \) at convergence. We therefore implement an iterative scheme to find the optimal value of \( K \): we start by rescaling the curves by an arbitrary power of \( \xi \); we then fit the data to a scaling function and extract the Luttinger parameter \( K = 2\eta \); we then use \( K \) to rescale the curves and repeat the process. We need about 5 iterations to reach convergence. Error bars come from the covariance matrix of the non-linear least squares fit, which we then rescale to account for systematic errors in the fitting procedure.

We find that the orange and blue curves agree reasonably well within their error bars for all data points. Errors in the orange curve increase near the Mott-SF transition due to longer and longer distances as one approaches the phase boundary. When this length-scale exceeds the correlation length of the uMPS it becomes challenging to extract \( K \) from \( \langle a_i a_j^\dagger \rangle \). In this case, the log-derivative technique (blue) yields large error bars that likely encompass the correct value of \( K \). The green curve, on the other hand, systematically overfits based on this behavior and deviates significantly from the other two curves.

A second consequence of the overfitting is that the error bars on the green curve become unreliable near the transition. The accuracy of both the blue and green curves would be substantially improved by working at larger
bond dimensions, where the correlation length is larger.
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