Low-energy electrodynamics of Dirac semimetal phases in the doped Mott insulator Sr$_2$IrO$_4$

Sun-Woo Kim,$^1$ Myungjun Kang,$^1$ and Sangmo Cheon$^{1,*}$

$^1$Department of Physics and Research Institute for Natural Science, Hanyang University, Seoul 04763, Korea

(Dated: January 18, 2021)

Correlated Dirac semimetal phases emerge in lightly doped (Tb- or La-doped) Mott insulator Sr$_2$IrO$_4$, where a $d$-wave symmetry-breaking order underlying a pseudogap plays a crucial role in determining the nature of Dirac degeneracy, i.e., whether it is a Dirac line node or Dirac point node. Here, using a realistic five-orbital tight-binding model with a Hubbard $U$ and a semiclassical Boltzmann transport theory, we systematically study the low-energy electrodynamics properties of the Dirac semimetal phases in the paramagnetic lightly doped Sr$_2$IrO$_4$. We investigate the effects of the $d$-wave electronic order and electron doping concentration on the electronic band structures and optical properties of various Dirac semimetal phases. We calculate the intraband optical conductivity and obtain electrodynamics parameters of dc conductivity, scattering rate, and Drude weight for three Dirac semimetal phases: two are Dirac point-node states observed in the 3% Tb-doped and 5% La-doped Sr$_2$IrO$_4$, and the other is a Dirac line-node state. Our results show that the temperature dependence of the electrodynamics parameters is strong in the Tb-doped system while weak in the La-doped and Dirac line-node systems, which are consistent with available experimental data. Moreover, using the low-energy effective theory, we also compare the temperature-dependent screening effect in the Tb- and La-doped systems using graphene as a reference. Our work provides valuable insight for understanding the transport and optical properties of correlated Dirac semimetal phases in the doped Sr$_2$IrO$_4$.

I. INTRODUCTION

Since the discovery of graphene,$^{[1] }$ there has been a great deal of work on the transport and optical properties of graphene as well as various Dirac semimetals due to the unique massless and chiral nature of Dirac fermions.$^{[2]}$ For instance, high electron mobility was observed in graphene$^{[2] }$ and the correlated Dirac semimetal CaIrO$_3$.$^{[3] }$ Moreover, two distinct behaviors of resistivity with respect to temperature (i.e., metallic or insulating) depending on the carrier density$^{[4] }$ and even nonmonotonic temperature dependence of resistivity$^{[5] }$ in graphene were reported. These were attributed to the competition of different scattering mechanisms (e.g., charged impurities, short-range impurities, and phonons.$^{[6,7]}$ The unusual temperature dependence of resistivity was also observed in other Dirac semimetals.$^{[8,9]}$ For low-energy optical properties, the free-carrier electrodynamics showing Drude response with small scattering rate was observed for various Dirac semimetals.$^{[10,12]}$

Recently, the emergence of a correlated Dirac semimetal is demonstrated in the lightly doped Mott insulators 3% Tb- and 5% La-doped Sr$_2$IrO$_4$. Interestingly, it is revealed that the nature of Dirac degeneracy protected by the nonsymmorphic symmetry depends on the correlation-induced $d$-wave symmetry-breaking order underlying the pseudogap.$^{[13,14]}$ The $d$-wave electronic order $\Delta_d$ plays an important role as an order parameter for determining the territory of Dirac degeneracy, i.e., whether it is a Dirac line node along the whole Brillouin zone (BZ) boundary for $\Delta_d = 0$ or Dirac point nodes at the $X$ and $Y$ points for $\Delta_d \neq 0$ [see Figs. 1(a) and 1(b)]. The different natures of Dirac quasiparticles are expected to give rise to distinct electrodynamics properties, leading to the observation of the Dirac point-node state in the 3% Tb-doped Sr$_2$IrO$_4$ by terahertz experiments.$^{[15]}$ However, the detailed role of the $d$-wave order parameter and carrier doping on the low-energy electrodynamics of Dirac semimetal phases in doped Sr$_2$IrO$_4$ is not understood yet and thus a systematic study for Dirac semimetal phases in various doped Sr$_2$IrO$_4$ is required.

In this work, we theoretically investigate the low-energy electrodynamics properties of various Dirac semimetal phases in paramagnetic lightly doped Sr$_2$IrO$_4$. Using a realistic five-orbital tight-binding model derived from density-functional theory calculations and a mean-field Hubbard model, we study the effects of the $d$-wave order parameter and electron doping on the electronic structures in the paramagnetic doped Sr$_2$IrO$_4$. Then, by using the semiclassical Boltzmann transport theory and performing both numerical and analytical calculations, we present the temperature-dependent dc conductivity, scattering rate, and Drude weight, especially for a Dirac line-node state in the undoped system and Dirac point-node states in the 3% Tb-doped and 5% La-doped systems. We also compare our results with available dc and terahertz experiments. Finally, by constructing the low-energy effective Hamiltonian, we investigate the temperature-dependent screening effect in the Tb- and La-doped systems and compare it to that studied in graphene.$^{[16]}$

II. METHODS

A. Model Hamiltonian

Upon Tb or La doping, the antiferromagnetic Mott insulating state of the parent Sr$_3$IrO$_4$ becomes a paramagnetic metallic state with a definite Fermi surface even at low doping concentration, as observed in the 3% Tb-doped$^{[17,18]}$ and 5% La-doped$^{[19]}$ systems, Sr$_2$(Ir$_{0.97}$Tb$_{0.03}$)O$_4$ and (Sr$_{0.95}$La$_{0.05}$)$_2$IrO$_4$. Moreover, since the layered Sr$_2$IrO$_4$ system has two-dimensional (2D) electronic structures mainly arising from the Ir atom$^{[20,21]}$, we focus on the 2D paramagnetic metallic single-layer Sr$_2$IrO$_4$ throughout this work. We adopt the 2D five-orbital tight-binding (TB) model including the spin-orbit coupling (SOC), TB+SOC Hamiltonian $H$.$^{[19]}$
which is given by
\[ H_0 = \sum_{ij,\mu,\sigma} t_{ij}^{\mu,\sigma} c_{i\mu}^\dagger c_{j\mu\sigma} + \sum_{i,\mu,\sigma} \epsilon_i c_{i\mu}^\dagger c_{i\mu\sigma} + \sum_{i,\mu,\sigma} \lambda_{\text{SOC}} \langle \mu \mid \mathbf{L} \mid \nu \rangle \cdot \langle \sigma \mid \mathbf{S} \mid \sigma' \rangle c_{i\mu\sigma}^\dagger c_{i\mu\sigma'}, \]
\[ \text{where } c_{i\mu}^\dagger \text{ is the creation operator for an electron with spin } \sigma \text{ in the } \mu \text{th orbital at site } i, \lambda_{\text{SOC}} \text{ is a SOC parameter, and } \mu_{ij}^{\mu,\sigma} \text{ is the complex hopping integrals between sites } i \text{ and } j \text{ of up to the fifth nearest neighbors as given in Ref.}^{19} \text{ which was derived from density-functional theory calculations.} \]

The crystalline electric field effects are taken into account in the on-site energy term \( \epsilon_i = (d_{xx}, d_{xy}, d_{xz}, d_{x^2-y^2}, d_{z^2}) = (0, 0.192, 3054, 3831) \text{ meV}. \) Here, \( L \text{ and } S \) are the orbital and spin angular momentum operators, respectively.

For the electron correlation effect, we consider the five-orbital Hubbard Hamiltonian \( H_U \) given by,
\[ H_U = U \sum_{i,\mu} \hat{n}_{i\mu} \hat{n}_{i\mu} + (U' - J/2) \sum_{i,\mu < \mu'} \hat{n}_{i\mu} \hat{n}_{i\mu'}, \]
\[ -J \sum_{i,\mu \neq \mu'} S_{i\mu} S_{i\mu'} + J \sum_{i,\mu \neq \mu'} c_{i\mu}^\dagger c_{i\mu}^\dagger c_{i\mu'} c_{i\mu'}, \]
\[ \text{where } \hat{n} \text{ is the density operator, } U \text{ and } U' \text{ are the local intraorbital and interorbital Coulomb repulsions, respectively, and } J \text{ is the Hund's rule coupling with } U = U' + 2J. \]

We use local intraorbital Coulomb repulsion \( U = 1.4 \) and 1.6 eV on the Ir site for the 5% La-doped (electron filling at Ir site \( f = 5.1 \)) and 3% Tb-doped \( (f = 5.01) \) systems, respectively, which is a calculated value using constrained random-phase approximation (cRPA). As pointed out for the parent Sr2IrO4 compound, we note that the renormalization of SOC due to \( U \) is also significant in the 5% La-doped and 3% Tb-doped systems as \( \Delta_{\text{SOC}} = 732 \text{ and } 786 \text{ meV}, \) respectively. For Hund's rule coupling \( J \), it is known that \( J \) favors high-spin states and affects the magnetic anisotropy in the antiferromagnetic state in Sr2IrO4. Since we do not consider such effects in this work, we set \( J = 0 \) to ignore Hund's rule coupling.

To account for the observed pseudogap, we introduce the \( d \)-wave spin-orbit density wave (\( d \)-SODW) order as a symmetry-breaking order compatible with the symmetry of our doped systems. It was suggested that the \( d \)-SODW order has an electronic origin arising from the intersite Coulomb interaction. The \( d \)-SODW Hamiltonian \( H_\Delta \) in the \( J_{\text{eff}} = 1/2 \) basis is given by
\[ H_\Delta = i\Delta_d \sum_{i \in \text{Ir}_\alpha, \sigma = \pm} \sum_{j = 1}^{\delta} (-1)^{j + \delta} \gamma_{i,\alpha}^{\dagger} \gamma_{j,\sigma} + \text{H.c.}, \]
\[ \text{where } \Delta_d \text{ is a } d \text{-SODW order parameter, } \delta = \pm \hat{x}, \pm \hat{y}, \]
\[ (-1)^{j + \delta} \gamma_{i,\alpha}^{\dagger} \gamma_{j,\sigma} \text{ is the nearest-neighbor } d \text{-wave form factor, and } \gamma_{i,\alpha}^{\dagger}(0) = [J_{\text{eff}} = 1/2, J_z = \pm 1/2] = \frac{1}{\sqrt{3}} (|d_{xy}, \pm i|d_{yz}, \mp |d_{zx}, \mp]). \]

The total Hamiltonian \( H \) is then given by
\[ H = H_0 + H_U + H_\Delta, \]
which is solved using the mean-field approximation in this work. From now on, we refer to it as the TB+SOC+\( U + \Delta \) method. Note that the TB+SOC+\( U + \Delta \) method was originally applied to the La-doped system where it could successfully explain the angle resolved photoemission spectroscopy (ARPES) data. For the Tb-doped system, although the current model does not incorporate the Tb 4f electrons, it is confirmed that in the temperature range of our interest \( (T \geq 50 \text{ K}) \), the doping concentration of 3% is low enough: We can treat Tb dopants as a perturbation to the system captured by adjusting parameters in the TB+SOC+\( U + \Delta \) method. The validity of this method is justified by comparing the theoretical band structures and optical properties with ARPES and terahertz experiments.

### B. Boltzmann transport theory

To calculate the intraband optical conductivity of Dirac semimetal phases, we use the semiclassical Boltzmann transport theory. The linearized time-independent Boltzmann transport equation for the distribution function \( f(k) = f^{(0)}(k) + \delta f(k) \) is given by
\[ (-\epsilon) \mathbf{E} \cdot \mathbf{v}_k S^{(0)}(\epsilon) = \int \frac{d\mathbf{k}'(2\pi)^2}{W_{kk'}[\delta f(k) - \delta f(k')]}, \]
\[ \text{where } f^{(0)}(k) = \{\exp[\beta(\epsilon_k - \mu)] + 1\}^{-1} \text{ is the Fermi-Dirac distribution at equilibrium with } \beta = 1/k_BT, \text{ the energy } \epsilon_k, \text{ and the chemical potential } \mu; \delta f(k) \text{ is the deviation proportional to an applied electric field } \mathbf{E}; \mathbf{v}_k \text{ is the velocity of an electron; } S^{(0)}(\epsilon) = -\frac{\partial f^{(0)}(\epsilon)}{\partial \epsilon}; \text{ and } W_{kk'} \text{ is the quantum mechanical transition probability from } k' \text{ to } k. \]

\[ W_{kk'} = \frac{2\pi}{\hbar} n_{\text{imp}} |V_{kk'}|^2 \delta(\epsilon_k - \epsilon_{k'}), \]
\[ \text{where } n_{\text{imp}} \text{ is the impurity density and } V_{kk'} = \langle k|V|k' \rangle \text{ is the matrix element of the scattering potential } V. \]

For isotropic single band systems, the relaxation time \( \tau_k \) within the relaxation-time approximation is given by
\[ \frac{1}{\tau_k} = \int \frac{d\mathbf{k}'(2\pi)^2}{W_{kk'}(1 - \cos \theta_{kk'})}, \]
\[ \text{where } \theta_{kk'} \text{ is the scattering angle between } k \text{ and } k'. \]

Since Dirac dispersions in Dirac semimetal phases of our multiband systems are anisotropic, the relaxation time depends on the momentum direction and hence Eq. (7) for isotropic single band systems needs to be modified. Up to a linear order of the external electric field \( \mathbf{E} \), we use the following ansatz for the deviation of the distribution function from the local equilibrium for the \( \alpha \)th band \( \delta f_\alpha(k) \):
\[ \delta f_\alpha(k) = (-\epsilon) \left( \sum_{i=1}^2 \xi_{k\alpha}(i) \xi_{k\alpha}^{(i)} E^{(i)}(i) \right) S^{(0)}(\epsilon), \]
where \( \tau_{k\sigma} \), \( v_{k\sigma} \), and \( E^{(i)} \) \((i = x, y)\) are the \( i \)th component of the relaxation time, the velocity, and the electric field, respectively. Then, by inserting Eq. (8) into Eq. (5) and matching each coefficient of \( E^{(i)} \), we get the following integral equation for the relaxation time:

\[
1 = \sum_{\alpha} \int \frac{d^2k'}{(2\pi)^2} W^{\alpha\alpha'}_{k\sigma} \left( \tau^{(i)}_{k\sigma} - \frac{v^{(i)}_{k\sigma} v^{(i)}_{k\sigma}}{\gamma^{(i)}_{k\sigma}} \right).
\]

This coupled integral equation can be solved by the numerical method. In this work, we ignore the intervalley scattering so that \( \alpha = \alpha' \) for deriving the energy dependence of the scattering rate (see Appendix B) to calculate the optical conductivity given below.

Under an applied time-dependent electric field \( E^{(i)}(t) \), the linearized time-dependent Boltzmann equation along the \( i \)th direction for the \( \alpha \)th band within the relaxation-time approximation is given by

\[
e^{(i)}_{k\sigma} E^{(i)}(t) S^{(0)}(\epsilon) + \frac{\partial \delta f^{(i)}_{\alpha}(k,t)}{\partial t} = -\frac{\delta f^{(i)}_{\alpha}(k,t)}{\tau^{(i)}_{k\sigma}}.
\]

Using the Fourier transformations, we find a solution for \( \delta f^{(i)}_{\alpha} \) along the \( i \)th direction as

\[
\delta f^{(i)}_{\alpha}(k,\omega) = \frac{(-\epsilon)_{\tau^{(i)}_{k\sigma}} E^{(i)}(\omega)}{1 - i \omega \gamma^{(i)}_{k\sigma}} S^{(0)}(\epsilon).
\]

The current density along the \( i \)th direction \( J^{(i)}(\omega) \) is then given by

\[
J^{(i)}(\omega) = g(-\epsilon) \sum_{\alpha} \int \frac{d^2k}{(2\pi)^2} v_{k\sigma} \delta f^{(i)}_{\alpha}(k,\omega)
\]

\[
\equiv \sum_{j=1}^{2} \sigma_{ij}(\omega) E^{(j)}(\omega),
\]

where \( g \) is the degeneracy factor \((g = 4 \) in our systems\) and \( \sigma_{ij}(\omega) \) is the optical conductivity given by

\[
\sigma_{ij}(\omega) = g e^2 \sum_{\alpha} \int \frac{d^2k}{(2\pi)^2} \frac{v^{(i)}_{k\sigma} v^{(j)}_{k\sigma}}{\gamma^{(i)}_{k\sigma}} S^{(0)}(\epsilon),
\]

where \( \gamma^{(i)}_{k\sigma} = 1/\tau^{(i)}_{k\sigma} \) is the momentum-dependent scattering rate along the \( i \)th direction for the \( \alpha \)th band. Note that the dc conductivity is \( \sigma_{dc} = \sigma_{ij}(\omega = 0) \).

### III. RESULTS AND DISCUSSION

#### A. Band structure

Figure 1 shows the representative 3D and 2D plots of band structures of the 2D paramagnetic single-layer Sr\(_2\)IrO\(_4\) obtained by the TB+SOC+\(U+\Delta\) method. When the \( d \)-SODW order parameter \( \Delta_d = 0 \), the paramagnetic Sr\(_2\)IrO\(_4\) is a nonsymmorphic Dirac line-node semimetal where the dispersive fourfold degenerate Dirac nodal line exists along the whole BZ boundary [Fig. 1(a)]. On the other hand, when \( \Delta_d \neq 0 \), a nonsymmorphic Dirac point-node semimetal emerges in the paramagnetic Sr\(_2\)IrO\(_4\) with anisotropic Dirac points at \( X \) and \( Y \) points [Fig. 1(b)]. This nonsymmorphic Dirac point-node semimetal was firstly observed in the 5% La-doped system and further identified in the 3% Tbdoped system.

In the 2D band structures [Figs. 1(c) and 1(d)], both Dirac semimetals show a linear Dirac dispersion along the \( \Gamma - X - \Gamma \) direction. At the \( M \) point, the fourfold degeneracy is lifted due to the \( d \)-SODW order. The calculated band structures of the two Dirac semimetals are consistent with the previous results. The difference between the two band structures leads to an interesting distinction in electrodynamic properties between the two Dirac semimetals. For later purposes, we notice the energy positions of a Dirac point (DP), a valence-band top (VBT), and a conduction-band bottom (CBB) [Fig. 1(d)] which rely on the order parameter \( \Delta_d \) and electron filling \( f \) at the Ir site. They play significant roles in determining temperature- and frequency-dependent conductivity, as we shall see.

Figure 2 shows the order-parameter dependence of the energy positions of the DP, VBT, and CBB at various fillings. The filling factor is \( f = 5 + x \), where \( x \) denotes the amount of additional electrons induced by doping. At \( \Delta_d = 0 \), the energy positions of the three points rigidly shift downwards as \( x \) increases, because the Fermi level increases with \( x \). As \( \Delta_d \) increases, the positions of the VBT (CBB) are monotonically...
doped, and La-doped systems. For the scattering mechanism, we focus on impurity scattering, which allows us to explain the terahertz experiments on the doped Sr$_2$IrO$_4$, as we will see. When one considers impurity scattering, there are two typical types of impurities depending on the nature of their Coulomb potentials: long-range Coulomb impurities (or charged impurities) distributed randomly in the background and short-range impurities (e.g., lattice defects, vacancies, and dislocations). The impurity potential for long-range Coulomb impurities is given by $V(q) = 2\pi e^2 \gamma_{\kappa} (q,T) / \kappa q$ in 2D momentum space where $\kappa$ is an effective background dielectric constant and $\gamma_{\kappa}(q,T)$ is the dielectric function, whereas the impurity potential for short-range impurities is given by a constant $V(q) = V_0$. It is noteworthy that the temperature dependence in the impurity potential happens only for the long-range Coulomb impurities since the dielectric function $\gamma_{\kappa}(q,T)$ describes the temperature-dependent screening effect.

We first neglect the screening effect ($\gamma_{\kappa}(q,T) = 1$; non-zero screening effect will be treated later) and thus consider only the energy dependence of the scattering rate to calculate the temperature-dependent optical conductivity $\sigma(\omega)$, where the temperature dependence of $\sigma(\omega)$ arises from the energy averaging over the Fermi-Dirac distribution function [Eq. (13)]. As a result, we deal with two impurity potentials of the bare Coulomb (BC) potential $V_{\text{BC}}(q) = 2\pi e^2 \gamma_{\kappa}(q,T) / \kappa q$ and zero-range delta-function (ZD) potential $V_{\text{ZD}}(q) = V_0$. Note that $V_{\text{BC}}(q)$ is given by substituting $\gamma_{\kappa}(q,T) = 1$ into the impurity potential of long-range Coulomb impurities whereas $V_{\text{ZD}}(q)$ is identical to the impurity potential of short-range impurities. We then obtain the energy dependence of scattering rates as $\gamma_{\text{BC}} \propto \epsilon_k^{n}$ and $\gamma_{\text{ZD}} \propto \epsilon_k^{n}$, where $\epsilon_k$ is the energy and $n = 1/2$ ($n = 1$) for the DLN system (Tb- and La-doped systems). Here, the derivation is performed for the anisotropic effective Hamiltonian at the $X$ point constructed from the TB+SOC+U+\Delta band structures (see details in Appendices A).

B. Low-energy electrodynamics

1. Intraband optical conductivity

Using the semiclassical Boltzmann transport theory, we compare the intraband optical conductivities of the DLN, Tb-
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**FIG. 2.** Order-parameter dependence of the energy positions of the DP, VBT, and CBB in Fig. 1(d) for (a) $x = 0$, (b) $x = 0.01$, (c) $x = 0.05$, and (d) $x = 0.10$ where $x$ indicates extra electrons for the filling factor $f = 5 + x$. Here, based on cRPA calculations, $\Delta$ we used $U = 1.6, 1.5$, and 1.4 eV (and corresponding different $\lambda_{\text{SOC}}$) for $x = 0, 0.05$, and 0.10, respectively. Vertical dashed lines marked as Tb and La in (b) and (d) indicate the 3% Tb-doped and 5% La-doped Sr$_2$IrO$_4$, respectively.

decreasing (increasing), which is a natural consequence of the gap opening at the $M$ point due to the $d$-SODW order. For the DP positions at all four values of $x$, they saturate at the critical magnitudes of the order parameter ($\Delta_d \sim 90$ meV), where the position of the VBT becomes lower than that of the DP. The saturated values of the DP are decided by the fillings $f$: When we integrate the density of states from the DP to the Fermi level for $\Delta_d \geq \Delta_d^{\text{crit}}$, it yields the exact amount of extra electrons $x$. Note that, interestingly, in certain conditions ($x = 0$ and $\Delta_d \geq 90$ meV), the Dirac point can be located at the Fermi level like pristine graphene.

As discussed in Refs. [10] and [25] the optimal parameters used to reproduce ARPES data for the 3% Tb-doped and 5% La-doped Sr$_2$IrO$_4$ are $\Delta_d = 80$ and 30 meV with $x = 0.01$ and $x = 0.10$, respectively, which are marked as the vertical dashed lines in Fig. 2. For the 3% Tb-doped (5% La-doped) system, calculated energy positions of the DP, VBT, and CBB are $-61 \, (-216), -30 \, (-15)$, and 372 (147) meV, respectively. Given that the energy positions of DP, VBT, and CBB are $-196, 99$, and 99 meV for an paramagnetic undoped Sr$_2$IrO$_4$ with $\Delta_d = 0$, there are significant changes of the energy positions of the three points in the Tb- and La-doped systems, which is expected to result in different electrodynamics properties of Dirac quasiparticles. For the sake of comparison, we designate the Dirac line-node state of the paramagnetic undoped Sr$_2$IrO$_4$ ($\Delta_d = 0$ and $x = 0$) as DLN from now on.
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**FIG. 3.** Calculated real $\sigma_1(\omega)$ and imaginary $\sigma_2(\omega)$ parts of optical conductivity $\sigma_{xx}(\omega)$ at 300 K for the (a),(b) DLN and (c),(d) Tb-doped systems. Here, in each system, $\sigma_1(\omega)$ and $\sigma_2(\omega)$ are normalized by $\sigma_1(\omega = 0)$. We have considered the two bands near the Fermi level [Figs. 1(a) and 1(b)] that are designated as $\sigma_{upper}$ and $\sigma_{lower}$. Note that $\sigma_{xx}(\omega) = \sigma_{yy}(\omega)$ in our systems, because we have two inequivalent Dirac points at the $X$ and $Y$ points approximately related by $C_{4\delta}$. 
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and [B]. Note that, the energy ($E$) dependences of $\gamma_{\text{BC}}$ and $\gamma_{\text{ZD}}$ obtained for the Tb- and La-doped systems are the same as those obtained for graphene [50].

Figure 3 shows intraband optical conductivities $\sigma(\omega)$ at 300 K calculated by using the energy-dependent scattering rate $\gamma_{\text{BC}}$ for the DLN and 3% Tb-doped systems with their TB+SOC+$U$+$\Delta$ band structures. Here, we have considered the two bands near the Fermi level [Figs. 1(a) and 1(b)], i.e., $\sigma_{\text{upper}}$ and $\sigma_{\text{lower}}$, which are the only relevant bands in our temperature range. For the DLN [Figs. 3(a) and 3(b)], $\sigma_{\text{upper}}$ as well as $\sigma_{\text{lower}}$ ($\sigma_{\text{upper}} \sim 2\sigma_{\text{lower}}$) contributes to the total optical conductivity $\sigma_{\text{total}}$, reflecting the dispersing DLN along the BZ boundary. On the other hand, for the Tb case [Figs. 3(c) and 3(d)], $\sigma_{\text{lower}}$ is negligibly small and thus $\sigma_{\text{total}} = \sigma_{\text{upper}}$. Note that, here, considering the energy positions of the DP, VBT, and CBB as well as the Fermi-Dirac distribution function, we find that only the linear parts near $X$ and $Y$ points of the upper band [Fig. 1(b)] contribute to $\sigma_{\text{upper}}$. For the 5% La-doped system, we also find that $\sigma_{\text{upper}}$ is dominant over $\sigma_{\text{lower}}$, similar to the Tb case. Despite the difference in details, calculated real $\sigma_1(\omega)$ and imaginary $\sigma_2(\omega)$ parts of the optical conductivity for the three systems show a typical Drude response. For $\gamma_{\text{ZD}}$, all three systems also show typical Drude responses in $\sigma(\omega)$.

By using the Drude model $\sigma(\omega) = D/(\gamma - i\omega)$, we extract the three temperature-dependent electrodynamic parameters of the dc conductivity $\sigma_{\text{dc}}(T) \equiv \sigma(\omega = 0)$, scattering rate $\gamma(T)$, and Drude weight $D(T)$ for both the BC and ZD potentials (Fig. 4). Depending on the impurity potentials (BC or ZD), the DLN and Tb-doped systems show distinct behaviors in the temperature dependence of the electrodynamic parameters, while the La-doped system shows almost the same and featureless tendency irrespective of the BC or ZD potential. Explicitly, let us discuss $\sigma_{\text{dc}}(T)$ and $\gamma(T)$ first. For the DLN, the BC (ZD) potential gives rise to decreasing (increasing) $\sigma_{\text{dc}}(T)$ and increasing (decreasing) $\gamma(T)$ with the temperature $T$, albeit their variations are small. However, for the Tb-doped system, variations of $\sigma_{\text{dc}}(T)$ and $\gamma(T)$ between the BC and ZD potentials are remarkably different from each other and even definitely show opposite behaviors in $\gamma(T)$. Note that, for the Tb-doped case, the BC potential leads to the opposite temperature dependence of the three electrodynamic parameters to those of the DLN.

For $D(T)$, both the BC and ZD potentials show the same tendency with $T$ for all three systems (even the same magnitudes of $D(T)$ between the BC and ZD potentials in the DLN and La-doped system). It is consistent with the $T$ dependence of chemical potentials $\mu(T)$ in Figs. 4(i)-(l) where $\mu(T)$ is obtained by the carrier density conservation. The differences in the $T$ dependence of $\mu(T)$ between Dirac semimetal phases arise from the energy positions of the DP, VBT, and CBB (Fig. 2) the detailed roles of which are discussed below. The calculated temperature-dependent $\mu(T)$ of the DLN and Dirac point-node (DPN; TB- and La-doped systems) states show the opposite $T$ dependence. Specifically, $\mu(T)$ of the DLN decreases with increasing $T$, which is different from a constant $\mu(T)$ of an ideal dispersionless DLN. On the other hand, $\mu(T)$ of the DPN is proportional to $T$. This is opposite to $\mu(T)$ of graphene, basically a DPN, which monotonically decreases as a function of $T$. The variation of $\mu(T)$ for the Tb-doped system is more than two times larger than that of $\mu(T)$ for the La-doped system, contributing to the large variation of $D(T)$ for the Tb-doped system [Figs. 4(h) and 4(i)]

To investigate the roles of the DP, VBT, and CBB to the optical properties, we calculate the temperature variations of chemical potentials and electrodynamic parameters as a func-
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**FIG. 4.** Calculated temperature-dependent (a)-(c) dc conductivity $\sigma_{\text{dc}}(T)$, (d)-(f) scattering rate $\gamma(T)$, (g)-(i) Drude weight $D(T)$, and (j)-(l) chemical potential $\mu(T)$ for the DLN, 3% Tb-doped, and 5% La-doped systems.
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**FIG. 5.** Order-parameter dependence of the temperature variations of (a) chemical potentials $\mu(T)$, (b) dc conductivity $\sigma_{\text{dc}}(T) \equiv \sigma_{\text{dc}}(T)/\sigma_{\text{dc}}(100 \text{ K})$, (c) scattering rate $\gamma(T) \equiv \gamma(T)/\gamma(100 \text{ K})$, and (d) Drude weight $D(T) \equiv D(T)/D(100 \text{ K})$ for four different $x = 0, 0.01, 0.05, 0.10$. In (b)-(d), dashed (solid) lines represent data sets calculated by using the BC (ZD) potential. Note that, for $x = 0$, data sets at $\Delta \Delta \geq 80$ meV are not drawn because the optical conductivity does not fit the Drude model due to the close location of the DP to the Fermi level [see Fig. 2(a)].
The Coulomb potential \( V(q) = \frac{2m^2}{\varepsilon_q} \) is more screened with increasing \( T \). In contrast, \( q_{TF}(T) \) of the La-doped system in Fig. 6(b) shows small change with \( T \), that is, negligible temperature-dependent screening. This is due to the deeper position of the Dirac point in the La-doped system compared with the Tb-doped system [see the insets in Figs. 6(a) and 6(b)] as well as smaller changes in \( \mu(T) \) for the La-doped system [Figs. 4(k) and 4(l)].

Using \( q_{TF}(T) \), we calculate the anisotropic \( T \)- and \( E \)-dependent scattering rate [see Eq. (B17)]; Figures 6(d) and 6(e) show the angle-averaged \( T \)- and \( E \)-dependent scattering rate \( \gamma(T, E) \) for the Tb- and La-doped systems, respectively. At fixed \( T \), \( \gamma(T, E) \) of both systems increase as a function of \( E \), similar to the energy dependence of \( \gamma_{ZD} (\sim \epsilon_k) \). As \( T \) increases, \( \gamma(T, E) \) of the Tb-doped system decreases at all \( E \), which follows from increasing \( q_{TF}(T) \) as a function of \( T \) [Fig. 6(a)]. This is consistent with the obtained scattering rate by the energy averaging of the BC potential [Fig. 4(e)], implying that both the BC potential and temperature-dependent screening effect consistently explain the experimental data in the Tb-doped system. On the other hand, the variations of \( \gamma(T, E) \) with \( T \) for the La-doped system are small, as expected by \( q_{TF}(T) \), which is consistent with nearly featureless behaviors of the electrodynamic parameters in Figs. 4(c), 4(f), and 4(i).

FIG. 6. (a)–(c) Calculated temperature-dependent Thomas-Fermi wave vector \( q_{TF}(T)/q_{TF}(100 \text{ K}) \) for the (a) Tb-doped, (b) La-doped, and (c) graphene systems. Schematics of the band diagrams with the Fermi level for the three systems are drawn in insets. In (c), the dotted line separates metallic and insulating regions. (d)–(f) Temperature- and energy-dependent scattering rate \( \gamma(T, E) \) as a function of \( E/E_F \) for the (d) Tb-doped, (e) La-doped, and (f) graphene systems, where the temperature range is indicated in the color bar. In (f), we display \( \gamma(T, E) \) for two distinct regions. Detailed equations and parameters for the three systems are presented in Appendix B 1.b.
To gain more insight, we also plot $q_{\text{TR}}(T)$ and $\gamma(T, E)$ of graphene [Figs. 6(c) and 6(f)], as a reference. $q_{\text{TR}}(T)$ shows two distinct regimes termed as metallic and insulating: a decreasing region (less screened with increasing $T$) for $T/T_F \lesssim 0.4$ and an increasing region (more screened with increasing $T$) for $T/T_F \gtrsim 0.4$, where the latter corresponds to the Tb-doped systems. Such two distinct behaviors lead to metallic and insulating behaviors of the $T$-and $E$-dependent scattering rate $\gamma(T, E)$. The low-temperature $[T/T_F \sim 0.14 (0.43) \text{ at } 100 (300) \text{ K}]$ insulating behavior of $\gamma(T, E)$ of the Tb-doped system resembles the high-temperature $[T/T_F \gtrsim 0.4]$ insulating behavior of $\gamma(T, E)$ of graphene. Note that the reason why the Tb-doped system does not show metallic behaviors in $\gamma(T, E)$ is the existence of an additional heavy-hole band at the $M$ point [Fig. 1(d)], which is absent in graphene.

IV. SUMMARY

In summary, we have investigated the low-energy electrodynamic properties of various Dirac semimetal phases in the paramagnetic lightly doped Sr$_2$IrO$_4$. Depending on the $d$-wave order parameter and electron doping level, various Dirac semimetal phases have different energy positions of the Dirac point, valence-band top, and conduction-band bottom and hence show different optical properties. Using the derived energy dependences of scattering rates originated from short-range and long-range Coulomb impurities, we compare the intraband optical conductivities for the representative Dirac line-node and Dirac point-node phases. We showed the strong temperature dependence of the electrodynamic parameters in the Tb-doped system while weak dependences for the Dirac line-node and La-doped systems, which are consistent with available dc and terahertz experimental data. It was also revealed that the screening effect consistently exhibits strong (weak) temperature dependence in the Tb- (La-) doped system. These differences are mainly attributed to the closer location of the Dirac point to the Fermi level and a large variation of the chemical potential with temperature of the Tb-doped system. Our work provides the transport and optical fingerprints of each Dirac semimetal phase and signatures of possible phase transition between them, which will stimulate further experimental and theoretical works.

For future work, one interesting research direction is to investigate the phase transition from the Dirac point node to the Dirac line node driven by temperature (or other external stimuli), which is naturally expected considering the temperature dependence of the pseudogap in the lightly doped Mott insulator Sr$_2$IrO$_4$. Another is to investigate the novel Dirac physics of the correlated Dirac semimetal in doped Sr$_2$IrO$_4$ by tuning the position of the Dirac point via changing doping concentrations or introducing new dopants. For example, if certain conditions are fulfilled (e.g., pinning of the Dirac point at very near the Fermi level), one might be able to study the Dirac fluid and relativistic hydrodynamics, which was recently observed in graphene [18], of the correlated Dirac semimetal in doped Sr$_2$IrO$_4$.
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Appendix A: Effective Hamiltonian

In this Appendix, we construct the low-energy effective Hamiltonian in the $J_{\text{eff}} = 1/2$ basis. Using the $k \cdot p$ theory and unitary transformation, we construct Dirac Hamiltonians for the DPN states (Tb- and La-doped systems) near the $X$ and $Y$ points. For comparison, we also present the low-energy effective Hamiltonian for the DLN state near the $X$ point. These effective Hamiltonians are used for scattering rate calculations in Appendix B. The effective Hamiltonian of the single-layer Sr$_2$IrO$_4$ in the $J_{\text{eff}} = 1/2$ basis is given by

$$H_{\text{eff}}(k) = \epsilon_1(k) + \epsilon_2(k)\tau_x + \epsilon_3(k)\tau_y\sigma_z + \epsilon_\Delta(k)\tau_y\sigma_z,$$

(A1)

where

$$\epsilon_1(k) = 2t_1 \cos(k_x) + \cos(k_y),$$
$$\epsilon_2(k) = 4t_2 \cos(k_x/2) \cos(k_y/2),$$
$$\epsilon_3(k) = 4t_3 \cos(k_x/2) \cos(k_y/2),$$
$$\epsilon_\Delta(k) = -4\Delta_d \sin(k_x/2) \sin(k_y/2).$$

(A2)

Here, $t_1, t_1p, t_2,$ and $t_3$ are hopping integrals, $\Delta_d$ is the $d$-SODW order parameter, and $\tau_i$ and $\sigma_i$ ($i = x, y, z$) are Pauli matrices in the sublattice and $J_{\text{eff}} = 1/2$ basis, respectively. When $\Delta_d = 0 \neq 0$, this effective Hamiltonian $H_{\text{eff}}$ describes the DLN (DPN) state. Each parameter can be obtained by fitting with the calculated TB+SOC+U band structures.

1. Dirac Hamiltonian for the DPN state

When the $d$-SODW order is present ($\Delta_d \neq 0$), there exist Dirac point nodes at the $X$ and $Y$ points as observed in the Tb- and La-doped Sr$_2$IrO$_4$ systems. To obtain an explicit form of the Dirac Hamiltonian, using the $k \cdot p$ theory, we expand the effective Hamiltonian $H_{\text{eff}}(k)$ around $X = (\pi, 0)$. By the change of variables $k_x \rightarrow \pi + k_x$ and $k_y \rightarrow k_y$, we get

$$H_{\text{eff}} = -2t_2' k_x \tau_x - 2(t_3' k_x + \Delta_d k_y)\tau_y\sigma_z.$$

(A3)

Next, we use the following coordinate transformation:

$$k'_x = k_x \cos \theta + k_y \sin \theta,$$
$$k'_y = k_y \cos \theta - k_x \sin \theta,$$

(A4)

where $\theta = \frac{1}{2} \tan^{-1} \left( \frac{2t_3' \Delta_d}{t_2' + t_3' + \Delta_d^2} \right)$. Then we apply the unitary transformation $H' = U^\dagger H U$ with a unitary operator $U =
exp[−iφτz/2], where φ = tan−1 \( \frac{t_3 \cos θ + \Delta_d \sin θ}{t_2 \cos θ} \). Then we obtain the following anisotropic Dirac Hamiltonian:

\[
H' = -αk' x τ_x - βk' y τ_y σ_z,
\]

where \( α^2 = 2[Δ_d^2 + t_2^2 + t_2^2 + (t_2^2 + t_3^2 - Δ_d^2) \cos 2θ + 2t_4 Δ_d \sin 2θ] \) and \( β^2 = \frac{1}{2} [Δ_d^2 + t_2^2 + t_2^2 - (t_2^2 + t_3^2 - Δ_d^2) \cos 2θ - 2t_4 Δ_d \sin 2θ] \). The energy eigenvalues are given by

\[
ε(κ) = \pm \sqrt{α^2 k' x^2 + β^2 k' y^2},
\]

Similarly, the anisotropic Hamiltonian near the other Dirac point node at \( Y = (0, π) \) is given by

\[
H' = -βk' x τ_x - αk' y τ_y σ_z,
\]

where the eigenvalues are given by

\[
ε(κ) = \pm \sqrt{β^2 k' x^2 + α^2 k' y^2},
\]

where the anisotropic factor is given by \( η = \frac{α}{β} \approx 1.9(2.3) \) for the Tb-doped (La-doped) system. Note that, in this low-energy limit, two anisotropic Dirac cones at \( X \) and \( Y \) points are related by the \( C_{4z} \) rotation.

Because of the mirror symmetry \( M_z = iσ_z \otimes (k_z → -k_z) \), the effective Hamiltonian at the \( X \) point for the DPN state in Eq. (A5) can be divided into two sub-Hamiltonians according to the mirror eigenvalues \( λ = ±i \):

\[
H_{\pm{DPN}} = -v_F h (ηk_x τ_x \pm k_y τ_y),
\]

where \( v_F = β/ℏ \). To make the problem easier, we use the following polar coordinates \((r, θ)\):

\[
k_x = \frac{r}{η} \cos θ, \quad k_y = r \sin θ.
\]

Then the Hamiltonian is further transformed into a simpler form, i.e., the form of a Dirac Hamiltonian:

\[
H_{\pm{DPN}}^\prime = -v_F hr \begin{pmatrix} 0 & e^{±iθ} \\ e^{±iθ} & 0 \end{pmatrix}.
\]

Here, the energy eigenvalue is given by \( ε_κk = sν_F h \sqrt{η^2 k_x^2 + k_y^2} = sν_F h r \), where \( s = +1 \) and \(-1\) denote the conduction and valence bands, respectively. The corresponding eigenstate is given by

\[
|φ_{κk}^±⟩ = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{±iθ} \\ s \end{pmatrix}.
\]

The velocity \( v_κ^±(κ) \) can be expressed as

\[
v_κ^x = sν_F h \cos θ, \quad v_κ^y = sν_F h \sin θ.
\]

The Jacobian of the transformation \( J(r, θ) \) is given by

\[
J(r, θ) = \begin{vmatrix} \frac{∂k_x}{∂r} & \frac{∂k_y}{∂r} \\ \frac{∂k_x}{∂θ} & \frac{∂k_y}{∂θ} \end{vmatrix} = \frac{r}{η}.
\]

2. Effective Hamiltonian for the DLN state

When the \( d\)-SODW order is absent (\( Δ_d = 0 \)), the paramagnetic Sr2IrO4 corresponds to the DLN semimetal the nodal line of which exists along the whole BZ boundary. The low-energy effective Hamiltonian up to the quadratic order near the \( X \) point is given by

\[
H_{eff} = D_p + \left( t_1' - \frac{D_p}{2} \right) k_y^2 + k_x (t_2' τ_x + t_3' τ_y σ_z).
\]

Here, we ignored the \( k_z^2 \) term the coefficient of which vanishes in the low-energy region. Because of the mirror symmetry \( M_z = iσ_z \otimes (k_z → -k_z) \), the above effective Hamiltonian for the DLN state can be divided into two sub-Hamiltonians according to the mirror eigenvalues \( λ = ±i \):

\[
H_{DLN}^λ = D_p + \left( t_1' - \frac{D_p}{2} \right) k_y^2 + k_x (t_2' τ_x \pm t_3' τ_y).
\]

The energy eigenvalues are given by

\[
ε(κ) = D_p + ak_y^2 \pm sb|k_x|,
\]

where \( a = t_1' - D_p/2, b = \sqrt{t_2'^2 + t_3'^2} \) and \( s = +1 \) (-1) denotes the conduction (valence) band. The corresponding eigenstate is given by

\[
|φ_{κk}^λ⟩ = \frac{1}{\sqrt{2}} \begin{pmatrix} ±1 \\ \frac{t_3' \pm t_1'}{b} \end{pmatrix}.
\]

Note that the eigenstate is independent of \( κ \) and \( s \). Next, let us consider the following coordinate transformation:

\[
k_x → \xi b r^2 \cos^2 θ, \quad k_y → r \sin θ,
\]

where \( ξ = +1 (-1) \) for \( k_x ≥ 0 \) \((-k_x ≤ 0)\). Then the energy eigenvalue of the upper band [Eq. (A17); \( s = 1 \)] becomes

\[
ε(κ) = D_p + ar^2.
\]

The velocity \( v_κ^±(κ) \) can be expressed as

\[
v_κ^x = \frac{ξ b}{h} r^2 \cos^2 θ, \quad v_κ^y = \frac{2a}{b} r \sin θ.
\]

The Jacobian of the transformation \( J(r, θ) \) is given by

\[
J(r, θ) = \begin{vmatrix} \frac{∂k_x}{∂r} & \frac{∂k_y}{∂r} \\ \frac{∂k_x}{∂θ} & \frac{∂k_y}{∂θ} \end{vmatrix} = \frac{2a}{b} r^2 \cos θ.
\]

Appendix B: Scattering rate

1. Calculation of the scattering rate for the DPN state

In order to obtain the optical conductivity \( σ_{ij}(ω) \) in Eq. (13), we calculate the scattering rate (or relaxation time).
Within the relaxation-time approximation, the relaxation time in Eqs. (7) and (9) for isotropic and anisotropic systems can be calculated by evaluating $W_{kk'}$ in Eq. (6), thus we calculate the matrix element of the impurity potential $V_{kk'}$:

$$V_{kk'} = \langle k | V | k' \rangle = \int dr \langle k | r \rangle V(r) \langle r | k' \rangle$$

$$= \int dr e^{i(k-k')r} V(r) \langle \phi_k | \phi_{k'} \rangle = V(q) \langle \phi_{k} | \phi_{k'} \rangle,$$  

(B1)

where $\langle k | r \rangle = e^{ikr} | \phi_k \rangle$ in the Bloch basis and $q = k' - k$. Then we have

$$W_{kk'} = \frac{2\pi}{\hbar} n_{\text{imp}} |V(q)|^2 F_{kk'} \delta(\epsilon_k - \epsilon_{k'}),$$  

(B2)

where $F_{kk'} = |\langle \phi_{k} | \phi_{k'} \rangle|^2$ is a square of the overlap function between $k$ and $k'$ states in the same band. Thus, we obtain the following equation of the relaxation time for the anisotropic Dirac Hamiltonian [Eq. (A11)] with energy $\epsilon_k = v_F \sqrt{\eta^2 k_x^2 + k_y^2} = v_F \eta r$ ($s = 1$; conduction band):

$$1 = \frac{2\pi}{\hbar} n_{\text{imp}} \int \frac{d\theta' d\theta}{(2\pi)^2} J(r', \theta') |V(q)|^2 F_{kk'}$$

$$\times \delta(v_F \eta r_F - v_F \eta r') \left( \tau^{(i)} - \frac{d^{(i)}_{\theta \theta'} \tau^{(i)}_{\theta'}}{\epsilon^{(i)}_{k'} / \epsilon^{(i)}_k} \right)$$

(B3)

$$= \frac{n_{\text{imp}}}{2\pi\hbar^2 v_F^2 \eta} \int \frac{d\theta'}{|V(q)|^2} \frac{1}{2} \frac{1 + \cos(\theta - \theta')}{}$$

$$\times \left( \tau^{(i)}_{\theta} - d^{(i)}_{\theta \theta'} \tau^{(i)}_{\theta'} \right),$$

where $F_{kk'} = \frac{1 + \cos(\theta - \theta')}{2}$ [see Eq. (A12)], $d^{(i)}_{\theta \theta'} \equiv \frac{\epsilon^{(i)}_{k'}}{\epsilon^{(i)}_k}$, and $\tau^{(i)}_{\theta}$ is the angle-dependent relaxation time along the $i$th direction. For isotropic systems ($\eta = 1$), we can obtain the relaxation time by using $\tau^{(i)}_{\theta} = \tau$.

### a. Energy-dependent scattering rate

Now, we calculate the anisotropic scattering rate by taking into account the two limiting cases of impurity potential: the BC potential $V_{\text{BC}}(r) \sim \frac{1}{r}$ and the ZD potential $V_{\text{ZD}}(r) \sim \delta(r)$ where $V_{\text{BC}}(q) = \frac{2\pi^2}{\eta q}$ and $V_{\text{ZD}}(q) = V_0$ in momentum space.

Let us first consider the BC potential. The anisotropic relaxation time in Eq. (B3) becomes

$$1 = \frac{n_{\text{imp}}}{2\pi\hbar^2 v_F^2 \eta} \int \frac{d\theta'}{|V(q)|^2} \frac{1}{2} \frac{1 + \cos(\theta - \theta')}{}$$

$$\times \left( \tau^{(i)}_{\theta} - d^{(i)}_{\theta \theta'} \tau^{(i)}_{\theta'} \right)$$

(B4)

where $q = r^2 \left[ \frac{1}{\eta} (\cos \theta' - \cos \theta)^2 + (\sin \theta' - \sin \theta)^2 \right]$. By introducing the dimensionless relaxation time,

$$\tau^{(i)}_{\theta} = \frac{2\pi e^4 n_{\text{imp}}}{\hbar^2 R^2 v_F} \left( \frac{1}{\eta} (\cos \theta' - \cos \theta)^2 + (\sin \theta' - \sin \theta)^2 \right),$$

(B5)

we have

$$1 = \int_0^{2\pi} d\theta' \omega(\theta, \theta') \left( \tau^{(i)}_{\theta} - d^{(i)}_{\theta \theta'} \tau^{(i)}_{\theta'} \right),$$

(B6)

where $\omega(\theta, \theta') = \frac{1 + \cos(\theta - \theta')}{2}$. This dimensionless equation can be numerically solved by discretizing $\theta$ to $\theta_n = \frac{n \pi}{N}$, $n = 1, 2, \cdots, N$ with $\Delta \theta = \frac{2\pi}{N}$. Along the $x$ direction, where $d^{(i)}_{\theta \theta'} = \frac{\cos \theta' - \cos \theta}{\sin \theta' - \sin \theta}$, $i = 1$, Eq. (B6) then becomes

$$\cos \theta_n = \sum_{n'} \Delta \theta \omega(\theta_n, \theta_{n'}) \left( \tau^{(i)}_{\theta_n} - \tau^{(i)}_{\theta_{n'}} \right),$$

(B7)

where the index of summation $n'$ runs from 1 to $N$, except for $n' = n$. From this, we generate $N$ equations by inserting $n$ from 1 to $N$. Then the set of relaxation times $\{\tau^{(i)}_{\theta_n}\}$, and thus the angle-dependent relaxation time $\tau^{(i)}_{\theta_n}$, can be easily obtained by solving $N$-coupled linear equations. Similarly, one can obtain $\tau^{(i)}_{\theta'}$ where $d^{(i)}_{\theta \theta'} = \frac{\cos \theta - \cos \theta'}{\sin \theta - \sin \theta'}$ (sin $\theta \neq 0$). Note that the angle-dependent scattering rate of the BC potential $\gamma^{(i)}_{\text{BC}}(\theta) = \frac{1}{\tau^{(i)}_{\theta}}$ is inversely proportional to energy $\epsilon_k (= \hbar v_F r)$ as seen in Eq. (B5), irrespective of the angle $\theta$. This is consistent with the following scattering rate of the BC potential obtained for the isotropic system, graphene, $\frac{1}{\tau^{(i)}_{\text{BC}}} = \frac{\pi e^4 n_{\text{imp}}}{\hbar^4 c^2} \frac{1}{\epsilon_k}$.

Next, we consider the ZD potential. The anisotropic relaxation time in Eq. (B3) becomes

$$1 = \frac{n_{\text{imp}}}{2\pi\hbar^2 v_F^2 \eta} \int \frac{d\theta'}{|V(q)|^2} \frac{1}{2} \frac{1 + \cos(\theta - \theta')}{}$$

$$\times \left( \tau^{(i)}_{\theta} - d^{(i)}_{\theta \theta'} \tau^{(i)}_{\theta'} \right)$$

(B9)

Let us introduce the following dimensionless relaxation time:

$$\tau^{(i)}_{\theta} = \frac{n_{\text{imp}} V_0^2}{2\pi \hbar^2 v_F^2} \frac{1}{\tau^{(i)}_{\theta}}.$$

(B10)

Then we have

$$1 = \int_0^{2\pi} d\theta' \omega(\theta, \theta') \left( \tau^{(i)}_{\theta} - d^{(i)}_{\theta \theta'} \tau^{(i)}_{\theta'} \right),$$

(B11)
where \( \omega(\theta, \theta') \equiv \frac{1 + \cos(\theta - \theta')}{2} \). This equation can also be solved by discretizing \( \theta \) to \( \theta_n \), as we did for the BC potential case. Interestingly, we obtain

\[
\frac{1}{\tau^{(i)}} = \frac{1}{\tau^{(i)}} = \frac{1}{\tau_{\text{iso}}} = \frac{n_{\text{imp}} V_0^2}{4 \hbar^2 v_F^2} \frac{1}{\eta} = \frac{1}{\eta} \tau_{\text{iso}}^{(i)} \tag{B12}
\]

where \( \tau_{\text{iso}}^{(i)} \) is the scattering rate of the case. Noting that the scattering rate \( \tau^{(i)} \) is proportional to the energy \( \epsilon_\text{k} \).

### b. Scattering rate due to temperature-dependent screening

Using the effective Hamiltonian at the X point in Eq. (A11), we consider the finite-temperature screening effect arising from Dirac fermions around charged impurities within the random-phase approximation (RPA). In the RPA, the static dielectric function \( \varepsilon(q, T) \) is given by \( \varepsilon(q, T) = 1 + \nu_s(Q, q, T) \) where \( \nu_s(q) = 2 \pi e^2 / k q \) and \( Q(q) \) is the finite-temperature polarization function given by the bare bubble diagram [5].

\[
\Pi(q, T) = -\frac{g}{A} \sum_{s, s'} \sum_{k} \frac{f_{s k} - f_{s' k'}}{\epsilon_{s k} - \epsilon_{s' k'}} F_{s k, s' k'}, \tag{B13}
\]

where \( A \) is the area of the system and \( f_{s k} = \{ \exp(\beta(\epsilon_{s k} - \mu(T))) + 1 \}^{-1} \) with \( \beta = 1 / k_B T \). Given that \( \epsilon_{s k} = s v_F \sqrt{\eta k_x^2 + k_y^2} = s v_F \eta r \) and \( F_{s k, s' k'} = | \langle \phi_{s k} | \phi_{s' k'} \rangle |^2 = 1 + \cos(\theta - \theta') \) in our DPN state, we have

\[
\Pi(q, T) = -\frac{g}{\eta} \sum_{s, s'} \int \frac{d \theta d \theta'}{(2\pi)^2} \frac{f_{s k} - f_{s' k'}}{\epsilon_{s k} - \epsilon_{s' k'}} \frac{1 + \eta \eta' \cos(\theta - \theta')}{2}, \tag{B14}
\]

where we have changed the summation to an integral in the polar coordinate \( (r, \theta) \). Note that the polarization function for our anisotropic Dirac Hamiltonian only differs by the \( \eta \) factor from the isotropic graphene case [6]. The normalized polarization function \( \bar{\Pi}(q, T) = \Pi(q, T) / D_0 \), where \( D_0 \equiv g E_F / 2 \pi \hbar^2 v_F^2 \eta \) is the density of states at the Fermi level, has the same form as graphene. Therefore, we use the following dimensionless polarization function \( \Pi(q, T) \), derived in graphene [6],

\[
\Pi(q, T) = \frac{\pi q}{8 r_F} + \frac{\mu(T)}{\epsilon_F} + \frac{T}{T_F} \ln(1 + e^{-\beta \mu}) + \frac{1}{r_F} \int_0^{q/2} dr \frac{\sqrt{1 - (2 r/q)^2}}{1 + \exp(\beta(\epsilon_{k} - \mu(T)))} - \frac{1}{r_F} \int_0^{q/2} dr \frac{\sqrt{1 - (2 r/q)^2}}{1 + \exp(\beta(\epsilon_{k} + \mu(T)))}, \tag{B15}
\]

In the \( q \to 0 \) limit (Thomas-Fermi approximation), the dielectric function becomes \( \varepsilon(q, T) = 1 + q_{\text{TF}}(T)/q \), where the Thomas-Fermi wave vector \( q_{\text{TF}}(T) \) is given by

\[
q_{\text{TF}}(T) \equiv \lim_{q \to 0} q v_F D_0 \bar{\Pi}(q, T) = \frac{4 r_F \alpha}{\eta} \left[ \frac{\mu(T)}{\epsilon_F} + \frac{T}{T_F} \ln(1 + e^{-\beta \mu}) \right], \tag{B16}
\]

where \( \alpha = e^2 / \hbar v_F \) is the effective fine-structure constant which characterizes the interaction strength of charged impurities. Then Eq. (B3) becomes

\[
1 = \frac{n_{\text{imp}}}{2 \pi \hbar^2 v_F^2 \eta} \int \frac{d \theta' \left( \tau_0 - \theta_{\text{imp}}^{(i)} \right) V(q)}{2 \epsilon_\text{k} \cos(\theta - \theta')} + \frac{1 + \cos(\theta - \theta')}{2}
\]

\[
\frac{2 \eta}{n_{\text{imp}} \hbar^2 k^2 v_F} \int \frac{d \theta' \left( \theta_{\text{imp}}^{(i)} \right) \left[ \kappa(q + q_{\text{TF}}(T)) \right]^{2} + \cos(\theta - \theta')}{2}
\]

\[
\frac{1 + \cos(\theta - \theta')}{2} \left( \frac{r \sqrt{1 - (\cos \theta' - \cos \theta)^2} + (\sin \theta' - \sin \theta)^2 + q_{\text{TF}}(T)}{2} \right)^2.
\]

Here, by introducing the dimensionless relaxation time and discretizing \( \theta \) to \( \theta_n \), we can obtain the anisotropic scattering rate. Note that there is a temperature dependence in the scattering rate, contrary to the previously discussed energy-dependent scattering rate for the BC and ZD potentials. The calculated \( T \)-and \( E \)-dependent scattering rates, the angle dependence of which is averaged, for the Tb-doped and La-doped systems are presented in Figs. 5(d) and 5(e), respectively. We set the effective background dielectric constant \( \kappa = 1 \) (and thus \( \alpha = 5.9 \)) for simplicity, and the choice of \( \kappa \) does not qualitatively change the temperature dependence of the scattering rates for the Tb- and La-doped systems. For comparison, we also plot the calculated \( T \)-and \( E \)-dependent scattering rate for graphene with the energy \( \epsilon_k = \hbar v_F k \) [Fig. 5(f)], which is given by

\[
\gamma(T, E) = \frac{4 \pi e^4 n_{\text{imp}}}{\hbar \kappa^2} \frac{1}{\epsilon_k} \int_0^1 dx \sqrt{x^2 \left( \frac{1 - x^2}{x + \hbar v_F q_{\text{TF}}(T)/2 \epsilon_k} \right)^2},
\]

where \( q_{\text{TF}}(T) \) is given by Eq. (B16) with \( \eta = 1 \). Here, we used \( \kappa = 1 \) (\( \alpha = 2.2 \)) which corresponds to the suspended graphene in vacuum.

#### 2. Calculation of the scattering rate for the DLN state

For the DLN state, we only consider the energy-dependent scattering rate. The integral equation of the relaxation time [Eq. (B13)] for the DLN state with the energy \( \epsilon(k) = D_p + \)
ak^2 + b|k_z| = D_s + ar^2 \text{ [Eqs. (A17) and (A20); } s = 1, \text{ conduction band]} \text{ is given by}

\begin{align}
1 = \frac{2\pi}{\hbar} n_{\text{imp}} \int dr'd\theta' \left(\frac{2\pi^2}{k_s^2} J(r', \theta') |V(q)|^2 \right) F_{k'k} \delta (ar^2 - ar'^2) \\
\times \left(\tau_i^{(i)} - \frac{v_i^{(i)}}{v_k^{(i)}} \tau_i^{(i)} \right) \\
= \frac{n_{\text{imp}}}{\pi \hbar} \frac{1}{b} \int dr'd\theta' r'^2 \cos \theta' |V(q)|^2 \frac{1}{2\pi} \delta (r' - r) \\
\times \left(\tau_i^{(i)} - d_{\theta \theta}^{(i)} \tau_i^{(i)} \right) \\
= \frac{n_{\text{imp}}}{2\pi \hbar} \frac{1}{b} \int dr' \cos \theta' |V(q)|^2 \left(\tau_i^{(i)} - d_{\theta \theta}^{(i)} \tau_i^{(i)} \right), \tag{B19}
\end{align}

where we have used \(\delta (ar^2 - ar'^2) = \frac{1}{2\pi} \left[ \delta (r'-r)+\delta (r'+r) \right].\)

\(F_{k'k} = 1\) [see Eq. (A18)], and \(d_{\theta \theta}^{(i)} = \frac{v_\theta^{(i)}}{v_k^{(i)}}.\)

Let us first consider the BC potential. The anisotropic relaxation time in Eq. (B19) becomes

\begin{align}
1 &= \frac{n_{\text{imp}}}{2\pi \hbar \varepsilon} \int dr' \left(\tau_i^{(i)} - d_{\theta \theta}^{(i)} \tau_i^{(i)} \right) \cos \theta' \left| \frac{2\pi e^2}{\varepsilon} \right|^2 \\
&= \frac{2\pi e^2 n_{\text{imp}}}{\hbar \varepsilon r} \int dr' \left(\tau_i^{(i)} - d_{\theta \theta}^{(i)} \tau_i^{(i)} \right) \\
&\times \cos \theta' \left[ \frac{2}{b} (\xi' \cos^2 \theta' - \xi \cos^2 \theta)^2 + (\sin \theta' - \sin \theta)^2 \right], \tag{B20}
\end{align}

where \(q^2 = r^2 \left[ \frac{2}{b} (\xi' \cos^2 \theta' - \xi \cos^2 \theta)^2 + (\sin \theta' - \sin \theta)^2 \right].\)

By introducing the dimensionless relaxation time,

\[\tau_0^{(i)} = \frac{2\pi e^2 n_{\text{imp}}}{\hbar \varepsilon r} \tau_i^{(i)}, \tag{B21}\]

we have

\[1 = \int_0^{2\pi} d\theta' \omega(\theta, \theta') \left(\tilde{\tau}_0^{(i)} - d_{\theta \theta}^{(i)} \tilde{\tau}_0^{(i)} \right), \tag{B22}\]

where \(\omega(\theta, \theta') \equiv \frac{1}{\varepsilon} \left[ \frac{2}{b} (\xi' \cos^2 \theta' - \xi \cos^2 \theta)^2 + (\sin \theta' - \sin \theta)^2 \right].\)

This dimensionless equation can be numerically solved by discretizing \(\theta\) to \(\theta_n\) (\(n = 1, 2, \cdots, N\)) with an interval \(\Delta \theta = 2\pi / N\), as we did for the DPN state. Here, however, we are only interested in the energy dependence of the scattering rate of the BC potential \(\gamma_{\text{BC}}\) which is used to calculate the optical conductivity in the main text. As can be seen in Eq. (B21), the relaxation time is proportional to \(r (\sim \sqrt{\epsilon_k})\), and thus \(\gamma_{\text{BC}} \propto 1 / \sqrt{\epsilon_k}\). Note that, although there is a term \(\frac{2}{b} \left( \xi' \cos^2 \theta' - \xi \cos^2 \theta \right)^2\) in the argument of the integral in Eq. (B22), its magnitude is much smaller than the \((\sin \theta' - \sin \theta)^2\) term \((a^2 r^2 / b^2 < 0.02\) for our range of interest); thus, it is considered that \(\frac{2}{b} \left( \xi' \cos^2 \theta' - \xi \cos^2 \theta \right)^2\) vanishes.

Next, we consider the ZD potential. The anisotropic relaxation time in Eq. (B19) becomes

\[1 = \frac{n_{\text{imp}} V_0^2}{2\pi \hbar b} r \int d\theta' \cos \theta' \left(\tau_i^{(i)} - d_{\theta \theta}^{(i)} \tau_i^{(i)} \right), \tag{B23}\]

Again, let us introduce the following dimensionless relaxation time:

\[\tilde{\tau}_0^{(i)} = \frac{n_{\text{imp}} V_0^2}{2\pi \hbar b} \tau_0^{(i)}. \tag{B24}\]

Then we have

\[1 = \int_0^{2\pi} d\theta' \cos \theta' \left(\tilde{\tau}_0^{(i)} - d_{\theta \theta}^{(i)} \tilde{\tau}_0^{(i)} \right), \tag{B25}\]

which can also be solved by discretizing \(\theta\) to \(\theta_n\). We find that there is no anisotropy in the relaxation time, as for the DPN case. From Eq. (B24), one can find that the scattering rate of the ZD potential \(\gamma_{\text{ZD}}\) is proportional to \(\sqrt{\epsilon_k}\); \(\gamma_{\text{ZD}} \propto \sqrt{\epsilon_k}\).
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