Acceleration of Feynman loop integrals in high-energy physics on many core GPUs
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Abstract. The current and future colliders in high-energy physics require theorists to carry out a large scale computation for a precise comparison between experimental results and theoretical ones. In a perturbative approach several methods to evaluate Feynman loop integrals which appear in the theoretical calculation of cross-sections are well established in the one-loop level, however, more studies are necessary for higher-order levels. Direct Computation Method (DCM) is developed to evaluate multi-loop integrals. DCM is based on a combination of multi-dimensional numerical integration and extrapolation on a sequence of integrals. It is a fully numerical method and is applicable to a wide class of integrals with various physics parameters. The computation time depends on physics parameters and the topology of loop diagrams and it becomes longer for the two-loop integrals. In this paper we present our approach to the acceleration of the two-loop integrals by DCM on multiple GPU boards.

1. Introduction

Much of the success of the Standard Model in high-energy physics rests on the result of the various precision measurements[1, 2]. These precision measurements require the knowledge of higher order quantum corrections. In Feynman diagrammatic approach followed by most of the automated systems, the cross sections can be obtained by computing directly the squared of matrix elements or amplitudes. In order to include higher order corrections in the Standard model or beyond it is indispensable to handle evaluations of Feynman loop integrals.

The most general form of the scalar Feynman loop integral with $L$ loops and $n$ internal lines is given by

\[
\mathcal{I} = \lim_{\epsilon \to 0^+} \int \prod_{j=1}^{L} \frac{d^4 l_j}{i(2\pi)^4} \prod_{r=1}^{n} \frac{1}{D_r}.
\]

(1)

where $l_j$ is the $j$-th loop momentum and we put the space-time dimension 4. Here

\[
D_r = q_r^2 - m_r^2 + i\epsilon,
\]

(2)

is the inverse of Feynman propagator with the momentum $q_r$ and $m_r$ the mass of the $r$-th particle. Using the generalized Feynman’s identity,

\[
\prod_{r=1}^{n} \frac{1}{D_r} = \Gamma(n) \int_0^1 dx_r \frac{\delta(1 - \sum x_r)}{(\sum x_r D_r)^n},
\]

(3)
we find

\[ I = \left( \frac{1}{4\pi} \right)^{4L/2} \Gamma \left( \frac{n - 4L}{2} \right) \times I, \]  

where

\[ I = (-1)^n \int_0^1 \prod_{i=1}^n dx_i \delta(1 - \sum x_i) \frac{C^{n-4(L+1)/2}}{(D - iC)^{n-4L/2}}. \]  

Here \( D \) function is a polynomial in Feynman parameters \( \{x_i\} \) and it contains physics parameters such as external momenta and particle masses and \( C \) function is a polynomial in \( \{x_i\} \). Both functions are determined by the topology of Feynman diagram. The details on how to get them are summarized in [3].

In the case of modern theoretical calculations in high-energy physics, loop integrals are performed with new mathematical methods and are based on an intense use of computer power to get theoretical predictions of cross-sections for particle reactions. Depending on the number of loops, legs, and physics parameters, it may take long computation time. In fact it is reported that the two-loop box (four legs) with arbitrary masses requires long computation time[3]. To reduce this practical problem, current hardware trends such as many-core/multi-core computation can be available. Recently GPU boards have been used in scientific applications which require a huge computation time. Also in high-energy physics successful computations on GPU have been reported in [4, 5]. In this paper, we show our approach to reduce the computation time of loop integrals on multiple GPUs and show its performance.

The plan of this paper is as follows; we explain numerical techniques of our program for loop integrals in Section 2. The environment for the acceleration of the computation and the results of the performance test are shown in Section 3. Section 4 gives summary of this paper.

2. Numerical Techniques

One of the difficult points for the numerical computation of loop integrals is vanishing denominators in (5). Our program code for loop integrals is a combination of numerical multi-dimensional integration and extrapolation in order to reduce the difficulty. It consists of the following three steps:

(i) Let \( \epsilon \) in (5) be finite as \( \epsilon_l = \epsilon_0 / (\text{const.})^l \), with \( l = 0, 1, 2, \ldots \), where a starting \( \epsilon, \epsilon_0 \), and constant are positive numbers.

(ii) Evaluate the multi-dimensional integral \( I \) in (5) numerically. Thanks to \( \epsilon_l \) we get finite value corresponding to each \( l \). Repetition of integration gives a sequence of \( I(\epsilon_l), l = 0, 1, 2, \ldots \).

(iii) Extrapolate the sequence \( I(\epsilon_l) \) to the limit and determine \( I \).

We call above prescriptions Direct Computation Method (DCM). Please note that in the unphysical region extrapolation is not necessary and we can put \( \epsilon = 0 \) in (5) because singularities do not appear and the integration is not difficult in this region. On the other hand, singularities appear in the physical region and we should take the parameters for extrapolation, \( \epsilon_0 \) and constant, appropriately corresponding to physics parameters such as masses. In current DCM, the way to define them automatically is not included and we take them empirically.

In DCM, the integration routine plays a central role. The numerical result of the integral should be as precise as possible for each \( \epsilon_l \), so that the extrapolation of \( I(\epsilon_l) \) converges well. For multi-dimensional integration we can make use of any method when once it gives a good approximation. We have been using two different integration methods. One is an adaptive algorithm routine, DQAGE, in QUADPACK[6] and the other is Double Exponential Formulas[7], shortly DE. We call the combination of DQAGE and and the extrapolation technique DQ-DCM and call the combination of DE and the extrapolation technique DE-DCM.
We use Wynn’s ε algorithm[8, 9, 10] for the extrapolation and we usually repeat the integration 15 times. Since computation time for the extrapolation of the sequence is negligible small compared to that for the integration, we do not go further about the extrapolation.

Throughout this paper, we concentrate exclusively on the acceleration of DE-DCM. Let us explain about DE formulas briefly. An integral with the interval \((a, b)\) is given as

\[
I = \int_a^b f(x)dx
\]  \hspace{1cm} (6)

and with \(x = \phi(t)\), \(a = \phi(-\infty)\) and \(b = \phi(\infty)\).

\[
I = \int_{-\infty}^{\infty} g(t)dt,
\]  \hspace{1cm} (7)

where

\[
g(t) = f(\phi(t))\phi'(t).
\]  \hspace{1cm} (8)

Application of the trapezoidal rule with mesh size \(h\) gives

\[
I_h = h \sum_{k=-\infty}^{\infty} f(\phi(kh))\phi'(kh).
\]  \hspace{1cm} (9)

Here note the infinite sum should be truncated appropriately as

\[
I_h^N = h \sum_{k=-N_-}^{N_+} f(\phi(kh))\phi'(kh),
\]  \hspace{1cm} (10)

\[
N = N_- + N_+ + 1,
\]  \hspace{1cm} (11)

where \(N\) is the number of function evaluation. In DE-DCM we take the following transformation

\[
I = \int_0^1 f(x)dx,
\]  \hspace{1cm} (12)

\[
\phi(t) = \frac{1}{2}(1 + \tanh(\frac{\pi}{2}\sinh(t))).
\]  \hspace{1cm} (13)

Through our experiences in DE-DCM[11], we point out following things:

• DE is effective for singularities appearing in the boundary of the integration domain,
• When singularities appear in the integration domain, we may split the integration domain,
• DE has been developed for the one-dimensional integration, we apply it in an iterative way,
• The parallelization of DE is straightforward.

2.1. Two-loop self-energy integral

In this paper, we take two-loop self-energy integrals (two legs) as an example because there is a rich literature on the analytic methods or semi-numerical methods such as [12, 13, 14] and we can compare numerical results by DE-DCM to analytic ones.
\[ D = -s(x_5(x_1 + x_3)(x_2 + x_4) + (x_1 + x_2)x_3x_4 + (x_3 + x_4)x_1x_2) + C\tilde{M}^2, \]  
(14) 
\[ C = (x_1 + x_2 + x_3 + x_4)x_5 + (x_1 + x_2)(x_3 + x_4), \]  
(15) 
\[ \tilde{M}^2 = \sum_{i=1}^{5} x_i m_i^2. \]  
(16) 

Here, \( m_i \) is a mass of an internal particle indicated Feynman parameter \( x_i \) and \( s \) is a physics parameter.

**Figure 1.** Two-loop self-energy diagram with five internal lines. \( x_i \) is Feynman parameter related to each line and \( p \) a physics parameter which determines \( s \) in (14) as \( p^2 \) is \( s \).

**Figure 2.** Numerical results of real part of two-loop self-energy integrals with \( n = 1024 \) and \( h = 8.36181640625 \times 10^{-3} \). All filled circles are results after the extrapolation. The starting \( \epsilon \) for the extrapolation, \( \epsilon_0 \), is \( 1.2^{-15} \) and constant is 1.2. In this computation we did not split the integration domain.

The numerical results of the real part of the integrals for \( 4.0 \leq s \leq 10.0 \) GeV\(^2 \) in the physical region with mass parameters as \( m_1 = m_2 = m_5 = 10.0 \) GeV and \( m_3 = m_4 = 0.0 \) GeV are plotted in Fig.2. For positive \( s \), we repeated the integration to obtain \( I(\epsilon_l) \) for the extrapolation. For above physics parameter setting we don’t have to split the integration domain because the values of masses given are not so small compared to \( s \). All the computation shown here has been done in the double precision arithmetic because there is no infrared divergence in this case. For example, for the case \( s = 10.0 \) GeV\(^2 \), a numerical result is \( 0.26673229 \times 10^{-1} \pm 0.191 \times 10^{-8} \). The result using analytic formulas in [12] is \( 0.266732 \times 10^{-1} \) and the agreement is excellent.

3. Acceleration of Computation

In this section firstly we explain the software environment and the modification of DE-DCM program code for the acceleration. Then we show the hardware environment for the computation time measurement and results.
3.1. Software Environment
We use LSUMP compiler[15] which has been developed by Nakasato et al. [15]. In addition to the LSUMP, we use Goose[16] software package which enables us parallel programming with Goose directives on the SIMD hardware accelerator. Both are originally developed for astrophysical N-body simulations and several very effective N-body simulation codes are available on GPU or special-purpose computers. With the combination of LSUMP and Goose, we only have to define the inner-most computation loop in the program. In order to use LSUMP and Goose, we transform the variables so as to make integration domain as [0, 1] and then divide multiple computation loops for the multi-dimensional integration to double loops. Though the double precision and quadruple precision arithmetic are available with LSUMP[17] and Goose[18], all computation shown in this paper has been done in double precision arithmetic for the physics parameters given in Section 2.

3.2. Hardware Environment
We setup two kinds of hardware environment. One is a host computer (AMD Phenon II x6 1090T 3.2GHz) with two AMD/ATI HD5870 GPU boards and the other is a host computer (AMD FX-8150 3.6GHz) with four AMD/ATI HD6970 GPU boards. Parameters of each GPU board are shown in Table 1.

|                     | HD5870 | HD6970 |
|---------------------|--------|--------|
| Clock [MHz]          | 850    | 880    |
| number of cores      | 1600   | 1536   |
| SP FP [GFLOP]        | 2740   | 2732   |
| DP FP [GFLOP]        | 544    | 683    |

Table 2. Computation time for $s = 5.0$ GeV$^2$ with $N = 1024$ and $s = -1.0$ GeV$^2$ with $N = 2048$.

| $s$      | GPU | # of boards | time [sec] |
|----------|-----|-------------|------------|
| 5.0      | HD5870 | 1     | 242.313    |
|          | HD6870 | 2     | 122.251    |
| 5.0      | HD6970 | 1     | 221.059    |
|          | HD6970 | 2     | 110.715    |
|          | HD6970 | 3     | 74.519     |
|          | HD6970 | 4     | 55.638     |
| -1.0     | HD6970 | 4     | 882.288    |

3.3. Computation Time Measurement
We have measured the computation time using one to four GPU boards taking two-loop self-energy integral for $s = 5.0$ GeV$^2$ with $N = 1024$ and $h = 8.362 \times 10^{-3}$ as examples. The measured results are shown in Table 2. For positive $s$, in the physical region, we should repeat the integration to obtain the sequence $I(\epsilon_l)$ and extrapolate it to accomplish the loop integral. However, the values of computation time shown in Table 2 are time required for only one repetition for simplicity. Therefore the amount of time in total becomes 15 times longer in the practical computation. We also run the same program code compiled by Goose on a host computer using one core with same integration parameters for $s = 5.0$ GeV$^2$ and roughly speaking it takes about one day. For example on AMD Phenon II x6 1090T 3.2GHz, it took 79903.860 seconds.

In DE-DCM, the expected computation time for one repetition in both the unphysical region and the physical region is more or less the same and it depends on the value of $N$. For comparison
we also show the computation time for \( s = -1.0 \) GeV\(^2\) with \( N = 2048 \) and \( h = 4.181 \times 10^{-3} \) in Table 2 even though it is in the unphysical region. Please note that the computation time with \( N = 2048 \) is about 16 times longer compared to one with \( N = 1024 \), because the integration is 4-dimensional one.

4. Summary
We have been developing a fully numerical method for Feynman loop integrals, Direct Computation Method (DCM). DCM is based on the numerical integration and extrapolation method and it can handle the singularities due to the vanishing denominator in the expression of loop integrals. The numerical integration plays a central role in DCM and in this paper we used Double Exponential Formulas in an iterated way for the multi-dimensional integration. Since it is fully numerical, it can be applicable to multi-loop integrals with multi-leg and arbitrary physics parameters in principle. However, the computation time becomes longer for higher-order loops and reducing it is a crucial problem. In this paper we demonstrated the acceleration of the loop integrals taking two-loop self-energy integral as an example. In the performance test, it is clearly shown that the reduction of the computation time is excellent on multiple GPU boards. Concerning the further development we need to test various two-loop integrals with more legs and various physics parameters different from those in this paper.
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