Mixed quantum-classical approach to model non-adiabatic electron-nuclear dynamics: Detailed balance and improved surface hopping method
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We develop a density matrix formalism to describe coupled electron-nuclear dynamics. To this end we introduce an effective Hamiltonian formalism that describes electronic transitions and small (quantum) nuclear fluctuations along a classical trajectory of the nuclei. Using this Hamiltonian we derive equations of motion for the electronic occupation numbers and for the nuclear coordinates and momenta. We show that in the limit when the number of nuclear degrees of freedom coupled to a given electronic transition is sufficiently high (i.e., the strong decoherence limit), the equations of motion for the electronic occupation numbers become Markovian. Furthermore the transition rates in these (rate) equations are asymmetric with respect to the lower-to-higher energy transitions and vice versa. In thermal equilibrium such asymmetry corresponds to the detailed balance condition. We also study the equations for the electronic occupations in non-Markovian regime and develop a surface hopping algorithm based on our formalism. To treat the decoherence effects we introduce additional “virtual” nuclear wavepackets whose interference with the “real” (physical) wavepackets leads to the reduction in coupling between the electronic states (i.e., decoherence) as well as to the phase shifts that improve the accuracy of the numerical approach. Remarkably, the same phase shifts lead to the detailed balance condition in the strong decoherence limit.

I. INTRODUCTION

Accurate modeling of coupled electron-nuclear dynamics is key to understanding molecular photophysics and optoelectronics. To model molecules larger than a few atoms, one can use direct nonadiabatic molecular dynamics simulations, where the total molecular energy and forces on the nuclei are calculated on-the-fly for all required electronic states. These quantities, calculated by time-dependent or linear response electronic structure methods, are used in either a mixed quantum-classical or fully quantum algorithm to calculate the dynamics. The prior often suffer from “overcoherence” problems due to mean-field treatment of the electronic or electron-nuclear wavefunction. The latter is intractable on fixed high-dimensional grids, necessitating the use of trajectory-guided basis functions. Most often the basis functions are guided through an approximate mean-field or \textit{ad hoc} cloning/spawning algorithm, which does not guarantee completeness of the basis set. Additionally, for direct dynamics the energy and forces are not known for all nuclear configurations which leads to further approximations in the fully quantum dynamics approach, \textit{i.e.} a mid-point or bra-ket averaged Taylor approximation for matrix elements involving different basis functions. Due to the uncertainties in these approaches, there is a need for algorithms which provide the best possible semi-classical dynamics for the trajectories, which also only depend on the energy and forces of the instantaneous nuclear configuration calculated in direct dynamics.

Over the past few years, there have been efforts by ourselves and others to develop non-adiabatic molecular dynamics algorithms which consider the electronic states as strictly defined by the time dependent Schrödinger equation for the electronic wavefunction. However, the classical regime at finite temperature is critical to thermal equilibration, and has been subject of much recent theoretical interest. Recently, we refined this concept by defining an effective momentum-jump Hamiltonian and formulated an improved Ehrenfest-like algorithm, which can be employed in cloning/spawning algorithms. Here we formulate a density matrix based generalization of the approach in order to pose a tractable, albeit slightly more complex, surface-hopping-like algorithm to model the coupled electron-nuclear dynamics, which interpolates between the quantum, slightly-decoherent and non-Markovian regime, and the classical, highly-decoherent regime and 2) demonstrate and interpret the realization of detailed balance in the classical regime at finite temperature. The latter is poorly represented by common mixed quantum classical methods, is critical to thermal equilibration, and has been subject of much recent theoretical interest.

The structure of the paper is as follows. In Sec. II we formulate the effective Hamiltonian to treat the coupled mixed electron-nuclear dynamics. Then we derive the equations of motion for the electronic density matrix as well as equation of motion for the nuclei determined by the effective Hamiltonian. We also show that under the appropriate conditions the equations for
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the electronic occupations become classical rate (master) equations that obey the property of detailed balance. In Sec. III we describe the details of algorithm to model non-adiabatic electron-nuclear dynamics based on the equations of motion derived in Sec. II. We apply the algorithm to the Tully’s test problems and discuss the results in Sec. IV. Additional derivations and technical details are delegated to the Appendices.

II. THEORY

A. The effective Hamiltonian

The molecular Hamiltonian can be represented as

\[ \hat{H} = \hat{\mathcal{T}} + \hat{\mathcal{H}}_{\text{el}}(\mathbf{R}). \] (1)

The first term corresponds to the kinetic energy of the nuclei \( \hat{\mathcal{T}} = \sum_R \frac{p_R^2}{2M_R} \), with \( p_R = -i\nabla_{\mathbf{R}_n} \) being a momentum operator, where \( \mathbf{R}_n \) stands for the \( n \)-th component of the set of nuclear coordinates \( \mathbf{R} = (R_1, R_2, \ldots, R_{3N}) \) and \( N \) is the number of nuclei. The term \( \hat{\mathcal{H}}_{\text{el}} \) stands for the Hamiltonian of the electronic subsystem. It contains the electronic kinetic energy, all electron-electron, electron-nuclear, and nuclear-nuclear interactions, and parametrically depends on the position of all nuclei \( \mathbf{R} \). Throughout the paper, we assume atomic units, i.e. \( \hbar = k_B = \epsilon_0 = 1 \), for convenience.

The Hamiltonian (1) is usually presented in the basis of the eigenstates of the electronic Hamiltonian \( \hat{\mathcal{H}}_{\text{el}}(\mathbf{R}) \):29

\[ \hat{\mathcal{H}}_{\text{el}}(\mathbf{R})|n(\mathbf{R})\rangle = E_n(\mathbf{R})|n(\mathbf{R})\rangle, \] (2)

where \( E_n(\mathbf{R}) \) is referred to as a potential energy surface (PES) of the adiabatic electronic state \( |n(\mathbf{R})\rangle \). Within this basis the molecular Hamiltonian given by Eq. (1) transforms into a “velocity-gauge” Hamiltonian28 (see the derivation in Appendix A).

However, if one works with the adiabatic eigenstates \( |n(\mathbf{R})\rangle \) which are functions of 3N-dimensional vector of nuclear coordinates \( \mathbf{R} \), computation of PESs and NACVs quickly becomes prohibitive due to exponential increase in the required computational resources with the increase of the number of the nuclear degrees of freedom. In these cases, on-the-fly methods for \textit{ab-initio} of the number of the nuclear degrees of freedom. In these cases, on-the-fly methods for \textit{ab-initio} of the number of the nuclear degrees of freedom.

The Hamiltonian (1) is usually presented in the basis of the eigenstates of the electronic Hamiltonian \( \hat{\mathcal{H}}_{\text{el}}(\mathbf{R}) \):29

\[ i\hbar \frac{\partial}{\partial t} \Psi(\mathbf{R}, t) = \hat{\mathcal{H}}(\Psi(\mathbf{R}, t)), \]

one obtains

\[ \frac{i}{\hbar} \sum_n \left[ \frac{\partial}{\partial t} \psi_n(\mathbf{R}, t) \right] |n(t)\rangle + i \sum_n \psi_n(\mathbf{R}, t) \frac{\partial}{\partial t} |n(t)\rangle \]

\[ = \sum_{n'} \hat{\mathcal{H}} \psi_{n'}(\mathbf{R}, t) |n(t)\rangle. \] (4)

\[ i\hbar \frac{\partial}{\partial t} \psi_{n'}(\mathbf{R}, t) = \sum_n h_{n'n} \psi_n(\mathbf{R}, t), \] (5)

where \( h_{n'n} = \langle n'(t) | \hat{\mathcal{H}} | n(t) \rangle - i \langle n'(t) | \frac{\partial}{\partial t} | n(t) \rangle \). This leads to the representation of the molecular Hamiltonian in a “length gauge”18

\[ \hat{\mathcal{H}}_{\text{el}} = \hat{\mathcal{T}} + \sum_{n,n'} \left[ \langle n(t) | \hat{\mathcal{H}}_{\text{el}}(\mathbf{R}) | n'(t) \rangle \right] |n(t)\rangle \langle n'(t)|. \] (6)

where \( U_{nn'} = \langle n(t) | \hat{\mathcal{H}}_{\text{el}}(\mathbf{R}) | n'(t) \rangle \). Here we assume that no magnetic field is applied to the system. In this case, the electronic Hamiltonian \( \hat{\mathcal{H}}_{\text{el}} \) is real and \( U_{nn'} = U_{n'n} \).

To proceed, we speculate that the nuclear wavefunctions, \( \psi_n(\mathbf{R}, t) \), are strongly localized in the vicinity of \( \mathbf{R}(t) \). We expand the electronic Hamiltonian \( \hat{\mathcal{H}}_{\text{el}} \) around \( \mathbf{R} \) retaining only the zero- and the first-order terms

\[ \hat{\mathcal{H}}_{\text{el}}(\mathbf{R}) \approx \hat{\mathcal{H}}_{\text{el}} + \nabla_{\mathbf{R}} \hat{\mathcal{H}}_{\text{el}}(\mathbf{R}) \cdot (\mathbf{R} - \mathbf{R}). \] (7)

The higher-order terms are assumed to be negligible for a sufficiently localized nuclear wavefunction.

Using Eqs. (7) and (2) along with the Hellmann-Feynman theorem39, one obtains for \( U_{nn'} \) the result as follows

\[ U_{nn'} = \delta_{nn'} \left[ E_n(\mathbf{R}) - F_n(\mathbf{R}) \cdot (\mathbf{R} - \mathbf{R}) \right] + (1 - \delta_{nn'}) \Delta E_{nn'}(\mathbf{R}) A_{nn'}(\mathbf{R} - \mathbf{R}), \] (8)

where \( A_{nn'}(\mathbf{R}) \equiv \langle n(\mathbf{R}) | \nabla_{\mathbf{R}} n'(\mathbf{R}) \rangle \) is referred to as a non-adiabatic coupling vector (NACV) and \( F_n(\mathbf{R}) = -\nabla_{\mathbf{R}} E_n(\mathbf{R}) \) is the force acting on a nucleus on the \( n \)-th PES at coordinate \( \mathbf{R} \).

\[ \langle n(\mathbf{R}) | \frac{\partial}{\partial t} n'(\mathbf{R}) \rangle = \hat{\mathbf{R}} \cdot \langle n(\mathbf{R}) | \nabla_{\mathbf{R}} n'(\mathbf{R}) \rangle = \mathbf{v} \cdot A_{nn'}(\mathbf{R}), \] (9)

where \( \mathbf{v} = \hat{\mathbf{R}} \) is the velocity of the center of the nuclear wavepacket.

Substituting Eqs. (8) and (9) into the Hamiltonian (A6), one obtains \( \hat{\mathcal{H}}_{\text{el}} = \hat{\mathcal{H}}_0 + \hat{\mathcal{V}} \), where \( \hat{\mathcal{H}}_0 \) is the diagonal part given by

\[ \hat{\mathcal{H}}_0 = \hat{\mathcal{T}} + \sum_n \left[ E_n(\mathbf{R}) - F_n(\mathbf{R}) \cdot (\mathbf{R} - \mathbf{R}) \right] |n\rangle \langle n|. \] (10)

The off-diagonal part \( \hat{\mathcal{V}} \) reads

\[ \hat{\mathcal{V}} = \sum_{n,n'} \left[ \mathbf{v} \cdot A_{nn'}(\mathbf{R}) \right. \]

\[ + \Delta E_{nn'}(\mathbf{R}) A_{nn'}(\mathbf{R}) \cdot (\mathbf{R} - \mathbf{R}) \] \| n \rangle \langle n | \]

\[ \equiv -i \sum_{n,n'} \mathbf{v} \cdot A_{nn'}(\mathbf{R}) \left[ 1 + i \Delta E_{nn'}(\mathbf{R}) \cdot (\mathbf{R} - \mathbf{R}) \right] |n'\rangle \langle n|. \] (11)
where $\Delta E_{nn'}(\mathbf{R}) = E_n(\mathbf{R}) - E_{n'}(\mathbf{R})$ is the energy difference between $n$-th and $n'$-th PESs at coordinate $\mathbf{R}$ and
\[
\Delta \mathbf{p}_{nn'} = -\Delta E_{nn'} \mathbf{A}_{nn'}/(\mathbf{v} \cdot \mathbf{A}_{nn'}). \quad (12)
\]
Hereinafter, for brevity, we use a shorthand notation $|n\rangle = |n(t)\rangle$.

Since the nuclear wavefunction is strongly localized near $\mathbf{R}$, the condition $\Delta \mathbf{p}_{nn'} \cdot (\mathbf{R} - \mathbf{R}) \ll 1$ holds. In this case, the last line in Eq. (11) can be approximated as
\[
\dot{\psi} \approx i \sum_{n,n'} \mathbf{v} \cdot \mathbf{A}_{nn'}(\mathbf{R}) e^{i \Delta \mathbf{p}_{nn'} \cdot (\mathbf{R} - \mathbf{R})} |n\rangle \langle n| \quad (13)
\]

The Hamiltonian in Eq. (13) is a much more efficient representation of the interaction between the electronic states and the nuclei than the interaction Hamiltonian in Eq. (11) for both physical and computational reasons. If we assume the nuclear wavefunction takes a Gaussian form, a very common semiclassical anzatz that we will be using below, the application of the Hamiltonian (13) to the nuclear state leaves it in Gaussian form, albeit with a new momentum and amplitude. Application of the Hamiltonian in Eq. (11) transforms a Gaussian wavefunction into the first order Hermite polynomial. If the Hamiltonian in Eq. (13) is applied twice, the Gaussian wavepacket remains the same (of course, except for its amplitude), while the dual application of the Hamiltonian (13) leads to the superposition of first and second order Hermite polynomials. The latter wavefunction does not have a straightforward classical analog, unlike a Gaussian wavepacket which corresponds to the semiclassical particle strongly confined around its average (classical) position and momentum. Thus the interaction Hamiltonian in Eq. (13) tends to maintain the “classicality” of the nuclei, which is important both for physical interpretation and numerical modeling. Indeed, application of Hamiltonian in Eq. (11) requires extended basis set of Hermite polynomials that grows exponentially with the number of the nuclear degrees of freedom.

Using the approximation (13), we finally arrive at the momentum-jump Hamiltonian
\[
\hat{H}_{nj} = \hat{T} + \sum_n \left[ E_n(\mathbf{R}) - F_n(\mathbf{R}) \cdot (\mathbf{R} - \mathbf{R}) \right] |n\rangle \langle n| + i \sum_{n,n'} \mathbf{v} \cdot \mathbf{A}_{nn'}(\mathbf{R}) e^{i \Delta \mathbf{p}_{nn'} \cdot (\mathbf{R} - \mathbf{R})} |n\rangle \langle n'|. \quad (14)
\]

\[
\dot{\rho}_1 = -2\text{Re}\left\{ \int_0^t d\tau \text{Tr}\left[ e^{-iH_1(t-\tau)} V_{12}(\tau) e^{-iH_2(t-\tau)} \bar{V}_{12}(\tau) \rho_{11}(\tau) - \bar{V}_{12}(\tau) e^{iH_1(t-\tau)} V_{12}(\tau) e^{-iH_2(t-\tau)} \rho_{22}(\tau) \right] \right\}, \quad (20)
\]
where we used Eq. (16) and the cyclic permutation property of the trace. The equation of motion for $\mathcal{P}_2(t)$ is derived in the analogous manner.

Using that $\text{Tr} \left[ \hat{O} \rho_{nn}(t) \right] = \langle \Psi_{n}(t) | \hat{O} | \Psi_{n}(t) \rangle$, where $\hat{O}$ stands for a quantum-mechanical operator, Eq. (20) takes
the form
\[ \hat{P}_1 = 2d_{12}(t) \int_0^t d\tau \, d_{12}(\tau) \times \text{Re} \left[ \langle \Psi_1(\tau) | e^{i H_1(t-\tau)}\hat{\sigma}_{12}(t)e^{-i H_2(t-\tau)}\hat{\sigma}_{21}(\tau) | \Psi_1(\tau) \rangle - \langle \Psi_2(\tau) | \hat{\sigma}_{21}(\tau)e^{i H_1(t-\tau)}\hat{\sigma}_{12}(t)e^{-i H_2(t-\tau)} | \Psi_2(\tau) \rangle \right], \]

where we have introduced a notation \( d_{12}(t) \equiv \bar{v}(t)A_{12}(\bar{R}(t)) \) and used Eq. (18) and the property \( A_{nn'} = -A_{n'n} \).

Let us invoke here the Gaussian anzats by assuming the nuclear state to be of the form
\[ |\Psi_n(t)\rangle = C_n(t)|g_n(\bar{R}, \bar{p}; R, t)\rangle, \]

where
\[ |g_n(\bar{R}, \bar{p}; R, t)\rangle = G_n(\bar{R}, \bar{p}; R, t)|n(t)\rangle, \]

\[ \langle g_n(\bar{R}, \bar{p}; R, t)|g_n(\bar{R}, \bar{p}; R, t)\rangle = 1 \]

stands for the normalized Gaussian state with
\[ G_n(\bar{R}, \bar{p}; R, t) = \exp \left[ i \alpha_n(t) \left( R - \bar{R}(t) \right)^2 + i \bar{p}(t) \left( R - \bar{R}(t) \right) + i \gamma_n(t) \right]. \]

The Gaussian wave packet \( G_n(\bar{R}, \bar{p}; R, t) \) is localized around the position \( \bar{R}(t) \) and propagates along the \( n \)-th PES with the average momentum \( \bar{p}(t) \). The average momentum \( \bar{p}(t) \) and position \( \bar{R}(t) \) of the wave packet are governed by the classical equations of motion.

In this subsection, to simplify notation, we restrict ourselves to the one-dimensional case. Extension to the multidimensional case (i.e., to multi-atomic systems) is straightforward, particularly within the approximations utilized in this work. We will carry it out when needed, particularly in the next subsection.

Complex parameters \( \alpha_n(t) \) and \( \gamma_n(t) \) evolve according to the Heller’s equations of motion\(^{31}\)
\[ \dot{\alpha}_n(t) = -\frac{2}{M} \alpha_n(t) - \frac{1}{2} \frac{\partial^2 E_n(R)}{\partial R^2} \bigg|_{R=\bar{R}}, \quad (25a) \]
\[ \dot{\gamma}_n(t) = \frac{i}{M} \alpha_n(t) + \frac{\bar{p}^2(t)}{2M} - E_n(\bar{R}(t)). \quad (25b) \]

Next, following the assumption of strong localization of the wave packet pivotal in the derivation of the momentum-jump Hamiltonian \( H_{mj} \), we drop the second term on the right-hand side (rhs) of Eq. (25a). The solution of this equation reads
\[ \alpha_n(t) \equiv \alpha(t) = \frac{\alpha_0}{2\alpha_0 M^{-1} t + 1}, \quad \alpha_0 = \frac{i}{2\sigma^2}, \quad (26) \]

which corresponds to the case of a free wave packet propaga- tion. The solution of Eq. (25b) reads as\(^{31}\)
\[ \gamma_n(t) = \gamma_0 + \frac{i}{2} \ln \left( \frac{2}{M} \alpha_0 t + 1 \right) + S_n(t, 0), \quad (27) \]

where \( \gamma_0 = i \ln (2\alpha_0/\pi) / 4 \) and
\[ S_n(t, 0) = \int_0^t du \left[ \frac{\bar{p}^2(u)}{2M} - E_n(\bar{R}(u)) \right] \]

stands for a classical action produced by a wave packet during time \( t \).

Using the anzats given by Eq. (22) in Eq. (21) and taking into account that \( \hat{P}_n(t) = |C_n(t)|^2 \), one arrives at a set of equations of motion for the adiabatic states populations as follows
\[ \hat{P}_1(t) = \int_0^t d\tau \text{Re} \left[ Q_2(t; \tau)P_2(\tau) - Q_1(t; \tau)P_1(\tau) \right], \quad (29a) \]
\[ \hat{P}_2(t) = \int_0^t d\tau \text{Re} \left[ Q_1(t; \tau)P_1(\tau) - Q_2(t; \tau)P_2(\tau) \right], \quad (29b) \]

where \( Q_1(t; \tau) \) and \( Q_2(t; \tau) \) are determined as
\[ Q_1(t; \tau) = 2d_{12}(t)d_{12}(\tau)\Lambda_1(t; \tau), \quad (30a) \]
\[ Q_2(t; \tau) = 2d_{12}(t)d_{12}(\tau)\Lambda_2(t; \tau), \quad (30b) \]

with \( \Lambda_{1,2}(t; \tau) \) given by
\[ \Lambda_1(t; \tau) = \langle g_1(\bar{R}, \bar{p}; R, \tau) | e^{i H_1(t-\tau)}\hat{\sigma}_{12}(t)e^{-i H_2(t-\tau)}\hat{\sigma}_{21}(\tau) | g_1(\bar{R}, \bar{p}; R, \tau) \rangle, \quad (31a) \]
Using Eqs. (23) and (24), Eqs. (31) transform into

\[ \Lambda_1(t; \tau) = \langle g_2(\bar{R}_1, \bar{p}_1; R, t) | g_2(\bar{R}_1', \bar{p}_1'; R, t) \rangle, \]  
(32a)

\[ \Lambda_2(t; \tau) = \langle g_1(\bar{R}_2, \bar{p}_2; R, t) | g_1(\bar{R}_2', \bar{p}_2'; R, t) \rangle, \]  
(32b)

which correspond to the overlaps of pairs of Gaussian wave packets.

In the case of \( \Lambda_1(t; \tau) \), these wave packets are results of propagation of the Gaussian wave packet (with momentum \( \bar{p} \) and position \( \bar{R} \)) residing on PES 1 at time \( \tau \) over two different trajectories (1a and 1b). The schematic representation of these trajectories is demonstrated in Fig. 1a. Trajectory 1a corresponds to propagation of the wave packet along PES 1 from position \( \bar{R}(\tau) \) to \( \bar{R}_1(t) \) and a jump to PES 2 at an instant \( t \). That is, at the end of this trajectory the wave packet momentum changes by \( \Delta p_{12}(t) \). Trajectory 1b consists of a jump from PES 1 to PES 2 at an instant \( \tau \) (accompanied by an instantaneous change in momentum by \( \Delta p_{12}(\tau) \)) and propagation over PES 2 from position \( \bar{R}(\tau) \) to \( \bar{R}_1'(t) \) during the interval of time \( [\tau, t] \).

Similarly, for \( \Lambda_2(t; \tau) \), we deal with the overlap of wave packets obtained as a result of propagation of the Gaussian wave packet residing on PES 2 at an instant \( \tau \) over trajectories 2a and 2b (see Fig. 1b). Trajectory 2a consists of a piece corresponding to propagation over PES 2 during the interval \( [\tau, t] \) from \( \bar{R}(\tau) \) to \( \bar{R}_2(t) \) followed by a jump to PES 1 at an instant \( t \). Again the momentum of the wavepacket changes by \( \Delta p_{21}(t) \) at the end of trajectory 2a. Trajectory 2b corresponds to a jump from PES 2 to PES 1 at \( \tau \) and propagation over PES 1 from \( \bar{R}(\tau) \) to \( \bar{R}_2'(t) \).

Using Eq. (24) along with Eqs. (27) and (28) in Eq. (32), one obtains

\[ \Lambda_1(t; \tau) = \exp \left[ -i \varphi_{12}(t; \tau) \right] \exp \left[ -\frac{1}{4\sigma^2} \left( \bar{R}_1(t) - \bar{R}_1'(t) - (t - \tau) \left( \frac{\bar{P}_1(t) - \bar{P}_1'(t)}{M} \right) \right)^2 - \frac{\sigma^2}{4} \left( \bar{P}_1(t) - \bar{P}_1'(t) \right)^2 \right], \]  
(33a)

\[ \Lambda_2(t; \tau) = \exp \left[ -i \varphi_{21}(t; \tau) \right] \exp \left[ -\frac{1}{4\sigma^2} \left( \bar{R}_2(t) - \bar{R}_2'(t) - (t - \tau) \left( \frac{\bar{P}_2(t) - \bar{P}_2'(t)}{M} \right) \right)^2 - \frac{\sigma^2}{4} \left( \bar{P}_2(t) - \bar{P}_2'(t) \right)^2 \right], \]  
(33b)

where \( \bar{P}_1(t), \bar{P}_1'(t), \bar{P}_2(t) \) and \( \bar{P}_2'(t) \) are the final momenta of trajectories 1a, 1b, 2a and 2b, respectively.

The phases \( \varphi_{12}(t; \tau) \) and \( \varphi_{21}(t; \tau) \) in Eqs. (33) are given by

\[ \varphi_{12}(t; \tau) = \int_{\tau}^{t} du \left[ \frac{\bar{p}_{1a}^2(u)}{2M} - E_1(\bar{R}_{1a}(u)) \right] - \int_{\tau}^{t} du \left[ \frac{\bar{p}_{1b}^2(u)}{2M} - E_2(\bar{R}_{1b}(u)) \right] - \frac{1}{2} \left[ \bar{P}_1(t) + \bar{P}_1'(t) \right] \left[ \bar{R}_1(t) - \bar{R}_1'(t) \right], \]  
(34a)

\[ \varphi_{21}(t; \tau) = \int_{\tau}^{t} du \left[ \frac{\bar{p}_{2a}^2(u)}{2M} - E_2(\bar{R}_{2a}(u)) \right] - \int_{\tau}^{t} du \left[ \frac{\bar{p}_{2b}^2(u)}{2M} - E_1(\bar{R}_{2b}(u)) \right] - \frac{1}{2} \left[ \bar{P}_2(t) + \bar{P}_2'(t) \right] \left[ \bar{R}_2(t) - \bar{R}_2'(t) \right], \]  
(34b)

Several comments should be made regarding Eqs. (34). The average wavepacket positions and momenta propa-
gate according to the classical equations of motion according to the Hamiltonian $H_0$ in Eq. (18). This Hamiltonian depends parametrically on $R_n$, which is the reference point around which we expand the electronic Hamiltonian $H_{el}(R)$ in order to derive Eq. (14). Note that the states $|\xi_1(p_1; R, t)\rangle$ and $|\xi_2(p_2; R, t)\rangle$ are different, hence $R_1$ and $R_2$ are different. While their choice, generally speaking, is arbitrary (as long as the expansion in Eq. (7) is accurate enough), it is reasonable to choose that $R_1$ coincides with either $R_{1a}$ or $R_{1b}$ (here we choose $R_1 = R_{1a}$), and similarly we set $R_2 = R_{2a}$.

One can then argue that the potential energies $E_2$ for the trajectories $1b$ and $2b$ must be evaluated at points $R_{1a}(u)$ and $R_{2a}(u)$, not $R_{1b}(u)$ and $R_{2b}(u)$. However, this is not so: Effective Hamiltonians, e.g. Eq. (18), associated with these trajectories contain extra c-number time-dependent terms $F_2(R_{1a}(u))(R_{1a}(u) - R_{1b}(u))$ and $F_2(R_{2a}(u))(R_{2a}(u) - R_{2b}(u))$, which arise due to the fact that the energies and forces are evaluated at points $R_{1a}(u)$ and $R_{2a}(u)$, respectively. These terms combine with $E_2(R_{1a}(u))$ and $E_2(R_{2a}(u))$ shifting the latter to $E_2(R_{1b}(u))$ and $E_2(R_{2b}(u))$, respectively, which is accounted for in the Eqs. (34). Furthermore, using that

$$
\bar{R}_{1a}(\tau) = \bar{R}_{1b}(\tau), \quad \bar{R}_{1a}(t) = \bar{R}_1(t), \quad \bar{R}_{1b}(t) = \bar{R}_1'(t),
$$

$$
\bar{p}_{1a}(t) + \Delta p_{12}(t) = \bar{P}_1(t), \quad \text{and} \quad \bar{p}_{1b}(t) = \bar{P}_1'(t),
$$

(35a, 35b)

(as well as analogous relations for the coordinates and momenta for the $2a$ and $2b$ trajectories), we integrate the kinetic terms by parts. The boundary term partially cancels the last term (in both expressions) in Eq. (34), leaving a term

$$
\Delta p_{12}(\bar{R}_1(t)) \left[ \bar{R}_1(t) - \bar{R}_1'(t) \right]/2
$$

in the rhs of the expression for $\varphi_{12}(t; \tau)$ in Eq. (34) and an analogous expression for $\varphi_{21}(t; \tau)$, but with indices 1 and 2 interchanged. For the remaining integral (in the expression for $\varphi_{12}(t; \tau)$) we have

$$
\int_{\tau}^{t} du \left( \bar{p}_{1a}(u) + \bar{p}_{1b}(u) \right) \frac{(\bar{R}_{1a}(u) - \bar{R}_{1b}(u))}{2} = \int_{\tau}^{t} du \left( \bar{F}_1(\bar{R}_{1a}(u)) + F_2(\bar{R}_{2a}(u)) \right) \frac{(\bar{R}_{1a}(u) - \bar{R}_{1b}(u))}{2},
$$

where we have utilized the fact that the average coordinates and momenta evolve according to the Newtonian equations of motion. This last expression can be combined with the integrals over the potential energies in Eq. (34), and so we obtain

$$
\varphi_{12}(t; \tau) = \int_{\tau}^{t} du \frac{\Delta E_{12}(R_{c1}(u))}{2} - \frac{\Delta p_{12}(\bar{R}_1(t))\Delta R_1(t)}{2},
$$

(36a)

$$
\varphi_{21}(t; \tau) = \int_{\tau}^{t} du \frac{\Delta E_{21}(R_{c2}(u))}{2} - \frac{\Delta p_{21}(\bar{R}_2(t))\Delta R_2(t)}{2},
$$

(36b)

where $\Delta R_n(t) = \bar{R}_{n}(t) - \bar{R}'_{n}(t)$, $R_{cn} = (\bar{R}_{na} + \bar{R}_{nb})/2$, and $\Delta E_{nn'}(R) = E_n(R) - E_{n'}(R)$ with $n, n' \in \{1, 2\}$.

For the momentum differences at the end of trajectories, we set

$$
\bar{P}_n(t) - \bar{P}'_n(t) \approx 0, \quad n \in \{1, 2\}.
$$

(37)

This relation is exact, of course, only for flat PESs. However, for non-flat PES we note that the difference in the impulses of forces on different PESs,

$$
\int_{\tau}^{t} du \left( \bar{F}_1(\bar{R}_{1a}(u)) - F_2(\bar{R}_{2a}(u)) \right),
$$

is compensated, at least partially, by the difference in $\Delta p_{12}(t)$ and $\Delta p_{21}(t)$, e.g. Eq. (12).

Then we arrive at the expression

$$
\Lambda_{12}(t, \tau) \approx \exp \left\{ - \frac{\Delta R_{1}^2(t)}{4\sigma^2} \right\} \exp \left[ i\phi_{12}(t; \tau) \right],
$$

(38)

where $\phi_{12}$ is given by Eq. (36).

The expression for $\Lambda_{21}$ is analogous

$$
\Lambda_{21}(t, \tau) \approx \exp \left\{ - \frac{\Delta R_{2}^2(t)}{4\sigma^2} \right\} \exp \left[ i\phi_{21}(t; \tau) \right].
$$

(39)

In the following we set $R_{c2} = R_{c1} = R_c$ and $\Delta R_2 = \Delta R_1 = \Delta R$. Indeed, in the semiclassical limit and for a relatively small region of non-adiabatic coupling we expect that the trajectories $1b$ and $2a$ (as well as $1a$ and $2b$), see Fig. 1, to be very close to each other (except for the and points at $\tau$ and $t$, of course). This is a consequence of Frank-Condon principle, that states that in the vicinity of level crossing the coordinates and momenta of the nuclear states $\Psi_{1}(\tau)$ and $\Psi_{2}(\tau)$ (or $|\xi_{1}\rangle$ and $|\xi_{2}\rangle$ wavepackets) must be the same. Then we can write

$$
\bar{P}_1(t) = -2d_{12}(t) \int_{0}^{t} d\tau D(t; \tau) \left\{ \cos \left[ \varphi_{12}(t; \tau) \right] \bar{P}_1(\tau) - \cos \left[ \varphi_{21}(t; \tau) \right] \bar{P}_2(\tau) \right\},
$$

(40a)

$$
\bar{P}_2(t) = -2d_{12}(t) \int_{0}^{t} d\tau D(t; \tau) \left\{ \cos \left[ \varphi_{21}(t; \tau) \right] \bar{P}_2(\tau) - \cos \left[ \varphi_{12}(t; \tau) \right] \bar{P}_1(\tau) \right\},
$$

(40b)
with

\[ D(t; \tau) = \exp \left\{ -\frac{[R_c(t) - R_v(t, \tau)]^2}{4\sigma^2} \right\}, \tag{41} \]

\[ \varphi_{nn'}(t; \tau) = \int_{\tau}^{t} du \Delta E_{nn'}(R_v(u)) - \frac{\Delta p_{12}(R_v(t)) [R_v(t) - R_v(t, \tau)]}{2}, \tag{42} \]

and \( R_c(t) = (R_c(t) + R_v(t, \tau))/2 \), where, from now on, the subscripts \( r \) and \( v \) label “real” 1a (2b) and “virtual” 1b (2a) trajectories, respectively. Note that in Eq. (42) we have set the argument of \( \Delta p_{12} \) to the midpoint \( R_c \), which is within the accuracy of the effective Hamiltonian in Eq. (14). The gaussian \( D(t; \tau) \) in Eqs. (40a) (40b) describes the effective reduction of the non-adiabatic coupling due to the reduced wavepacket overlap.

We emphasize that \( R_v(t) \) consists of two “pieces”: \( R_v(0, \tau) \), which is a part of trajectory where the virtual wavepacket coincides with the real one \( R_v(0, \tau) = R_r(\tau) \), for \( \tau < t \), and \( R_v(t, \tau) \), where after having hopped on another PES, the wavepacket propagates on that new PES until time \( t \), \( R_v(t) = R_r(\tau) + R_v(t, \tau) \). In general, a rigorous evaluation of \( R_v(t, \tau) \), though possible, yet, represents a serious computational expense. In the limit of strong decoherence, when the first exponent in Eq. (38) is very rapidly decaying for \( \tau \neq t \), we can use an estimate

\[ R_r(t) - R_v(t, \tau) \approx \frac{\Delta p_{12}(R_v(t))}{M} (t - \tau). \tag{43} \]

This estimate is used in the next subsection, where we will derive rate equations using expressions in Eqs. (38) and (36). For quantum coherent dynamics we use another simple prescription for evaluating the difference:

\[ R_r(t) - R_v(t, \tau) \approx R_r(t) - R_r(0), \tag{44} \]

which implies that the virtual wavepacket is created at time 0, i.e. at the moment when the real wavepacket enters the region with sufficiently strong non-adiabatic coupling. Equation (44) is valid when such region and the typical energy gap in this region is relatively small and/or that the momentum of the incident (real) wavepacket is high enough, so that the momenta of the real and virtual wavepackets are not very different. In Section III we describe a surface hopping algorithm to model non-adiabatic dynamics in molecular systems based on this assumption, e.g. Eqs. (44).

C. Detailed balance

While in the derivation of Eqs. (40a)-(42) we explicitly considered a single nuclear coordinate, it is easy to see that the extension to the multidimensional case is trivial (as long as we neglect the Hessian in Eq. (25a)): \( R_{r(v)} \) and \( \Delta p_{12} \) become multicomponent vectors and therefore the exponents in Eqs. (40a)-(42) contain sums over these components. For the sake of simplicity we will assume that all the degrees of freedom have same mass \( M \) and same momentum uncertainty \( \sigma^{-1} \).

If the number of the degrees of freedom coupled to the transition is sufficiently high, one can expect that the exponent in the Gaussians in Eqs. (40a)-(40b) is sufficiently large when \( t - \tau \) is small (i.e., smaller than the typical timescale for the nuclei). In that case Eq. (43) is applicable, and,

\[ D(t; \tau) \approx \exp \left\{ -\frac{\Delta p^2_{12}(t - \tau)^2}{4M^2\sigma^2} \right\} \equiv \exp \left\{ -\frac{(t - \tau)^2}{\tau_{dec}^2} \right\}, \tag{45} \]

where

\[ \tau_{dec}(t) \equiv \frac{2M \sigma(t)}{|\Delta p_{12}(t)|}. \tag{46} \]

Parameter \( \tau_{dec} \) is a timescale at which states of the nuclei (at times \( t \) and \( t + \tau_{dec} \)) become (nearly) orthogonal to each other.

When the decoherence time \( \tau_{dec} \) is sufficiently small, we can replace the argument \( \tau \) in the probabilities \( \mathcal{P}_1(\tau) \) and \( \mathcal{P}_2(\tau) \) in Eqs. (40a) and (40b) by \( t \), so that these equations become simple differential (master) equations

\[ \dot{\mathcal{P}}_1(t) \approx \Gamma_{21}(t)\mathcal{P}_2(t) - \Gamma_{12}(t)\mathcal{P}_1(t), \tag{47a} \]

\[ \dot{\mathcal{P}}_2(t) \approx \Gamma_{12}(t)\mathcal{P}_1(t) - \Gamma_{21}(t)\mathcal{P}_2(t). \tag{47b} \]

The rates \( \Gamma_{12}(t) \) and \( \Gamma_{21}(t) \) are given by

\[ \Gamma_{nn'}(t) = 2\sigma_{12}^2(t) \int_{-\infty}^{t} d\tau \cos \left[ \mathcal{E}_{nn'}(\tau) (t - \tau) \right] \times \exp \left\{ -\frac{(t - \tau)^2}{\tau_{dec}^2} \right\}, \tag{48} \]

where we have replaced the lower integration limit by \( -\infty \) (which is well justified in the strong decoherence limit, i.e., when \( t \gg \tau_{dec} \)) and

\[ \mathcal{E}_{nn'}(t) = \Delta E_{nn'}(t) - \frac{\Delta p^2_{12}(t)}{2M}. \tag{49} \]
Evaluating Gaussian integral in Eq. (48) we arrive at
\[
\Gamma_{nn'}(t) \approx \sqrt{\pi} \tau_{\text{dec}} d_{12}^2(t) \exp \left[ -\frac{1}{4} \frac{c^2}{\Gamma_{nn'}(t)} \tau_{\text{dec}}^2 \right].
\] (50)

It is instructive to look at the ratio of the rates,
\[
\frac{\Gamma_{12}(t)}{\Gamma_{21}(t)} = \exp \left[ -\frac{\Delta E_{12}(t) \tau_{\text{dec}}(t)}{2M} \right]
\] (51)
\[= \exp \left[ -2M \sigma^2 \Delta E_{12}(t) \right].
\]

Equation (51) is, in fact, the detailed balanced condition. To see this recall that \(\sigma \sqrt{2}\) is the inverse of the root mean square deviation of momentum, e.g., Eqs. (24) - (25a). Furthermore, if nuclear degrees of freedom are in local equilibrium, the average momentum is zero and therefore
\[
\frac{1}{2\sigma^2} = \langle \hat{p}_n^2 \rangle = MT,
\]
where the later equality is due to equipartition condition and \(T\) is temperature of the nuclei. Then we have
\[
\frac{\Gamma_{12}^{\text{eq}}}{\Gamma_{21}^{\text{eq}}} = \exp \left[ -\frac{\Delta E_{12}}{T} \right],
\] (52)
which is the conventional detailed balanced condition. Note that the detailed equilibrium property is a direct consequence of the phase shift \(\Delta p_{12} \Delta R/2\) in Eq. (42).

D. Nuclear dynamics

The average value of the nuclear position operator evolves as
\[
\partial_t \langle \hat{R}(t) \rangle = -i \langle [\hat{R}(t), \hat{H}_n] \rangle = \frac{\langle \hat{p}(t) \rangle}{M}.
\] (53)

The equation of motion for the nuclear momentum operator reads
\[
\partial_t \hat{p}(t) = \sum_{n=1}^{2} F_n(R(t)) \hat{R}_{nn} + i \Delta p_{12} \hat{V}_{12}(t) \left[ \hat{V}_{12}(t) - \hat{V}_{21}(t) \right].
\] (54)

Averaging this equation over the nuclear state Eq. (22) leads to
\[
\partial_t \langle \hat{p}(t) \rangle = \sum_{n=1}^{2} F_n(R(t)) P_n(t) + i \Delta p_{12} \langle \hat{R}(t) \rangle \hat{P}_1(t).
\] (55)

Equation (55) can be viewed as the “averaged” equation of motion of the so-called surface hopping dynamics \(^{21}\), where nuclei propagating along one energy surface can instantaneously and randomly hop to another surface with probabilities prescribed by Eqs. (40a) and (40a). To see this, we introduce a discreet random variable \(\Sigma\) that can take on values 0 and 1 and switches between these values at random times \(t_1, t_2, \ldots\). We also assume that the switching rate of \(\Sigma(t)\) is defined by Eqs. (40a) and (40a), so that probabilities \(P_1(t) = 1 - P_1(t)\) correspond to the probabilities of \(\Sigma\) being equal to 1 and 0, respectively, \((\Sigma(t)) = P_1(t)\). Then we define a stochastic equation of motion for the nuclear momentum as,
\[
\partial_t \hat{p}(t) = F_1(R(t)) \Sigma(t) + F_2(R(t)) [1 - \Sigma(t)]
\] (56)
\[+ i \Delta p_{12} \langle \hat{R}(t) \rangle \Sigma(t).
\]

The first two terms in the rhs of Eq. (56) describe forces acting on the nuclei depending on the state of the electrons. The second term describes surface hopping. Indeed, since \(\Sigma(t)\) in Eq. (56) changes steplike, momentum changes discontinuously by \(\pm \Delta p_{12}(t)\) at random times \(t_1, t_2, \ldots\), which corresponds to the hopping between the PES. (Note that the value of the \(\Delta p_{12}\) is such that the energy of the nuclei is approximately conserved in the hops.) Upon averaging, Eq. (56) transforms into Eq. (55), thus the stochastic hops governed by Eq. (56) on average correspond to the mean dynamics described by Eq. (55).

Note that this statement is correct only in adiabatic basis: In arbitrary basis (e.g., diabatic basis, etc) the last term in the nuclear equation of motion (55) is different, and therefore the hopping description of Eq. (56) is not applicable.

III. THE ALGORITHM

In the previous section we derived equations of motion for the propagation of electronic occupation probabilities and nuclear coordinates. The equations for the electronic occupation probabilities significantly simplify when Markovian approximation is applicable as they become simple rate equations, e.g., Eqs. (47). The range of applicability of such Markovian dynamics is limited to the case of strong decoherence, i.e., when many nuclear degrees of freedom are coupled to a given electronic transition so that the decoherence time \(\tau_{\text{dec}}\) is small. This is not necessarily the case, in particular for few-atomic molecules. In such molecules the effects of decoherence are moderate and so one needs to solve more general equations \((40a)\) and \((40a)\). When the region of non-adiabatic coupling is narrow, one can apply Eq. (44), which greatly simplifies the computation.

Furthermore, while realistic non-adiabatic molecular dynamics frequently involves more than two PES, we emphasize that the applicability of the numerical approach to be outlined below is not limited to a two-PES case only. Quite frequently in molecules the non-adiabatic dynamics is limited to the relatively narrow and well separated regions of electronic level crossing. Equations \((40a)\) and \((40a)\) are specifically designed to treat such regions. After passing through such a region, the nuclear degrees of freedom can again be treated within the conventional
Born-Openheimer approximation, until they encounter
another level crossing, possibly a different one (or the
same), where the non-adiabatic dynamics occurs again.
For practical description of such intermittent dynamics
the electronic probabilities are being reset after leaving a
non-adiabatic region and depending on which electronic
state the system is; see below.
In order to model nuclear dynamics based on (40a),
(40a), (54) and (56), we use the modified FSSH
non-adiabatic region and depending on which electronic
the electronic probabilities are being reset after leaving a
non-adiabatic region and depending on which electronic
state the system is; see below.

1. We put the nuclear wave packet (referred to as
“real”) on the PES $n_0$ at coordinate $R_0$ outside
the NAC region and launch it towards the latter.

2. When the wave packet reaches the NAC region,
point $\vec{r}$, we spawn the “virtual” wave packet on
the other PES $n'_{0}$ with momentum $p_{t}(t) + \Delta p_{n_{0}n'_{0}}(\vec{r})$.
As a criterion for spawning, we use the condition
\[ \mathcal{M} > \zeta, \quad \mathcal{M} = \left| \frac{\tilde{v}A_{12}(\vec{r})}{\Delta E_{12}(\vec{r})} \right|, \tag{57} \]
where $\mathcal{M}$ is the Massey parameter\textsuperscript{21}. Typically the
value of $\zeta$ is much smaller than 1, in the range of
$10^{-2} - 10^{-4}$ depending on the problem; see discus-

3. We propagate “real” and “virtual” wave packets as
classical particles along the trajectories determined
by the Newtonian equations of motion:
\[ \dot{R}_{w}(t) = \frac{p_{w}(t)}{M}, \tag{58a} \]
\[ \dot{p}_{w}(t) = F_{n}(R_{w}(t)), \tag{58b} \]
where $w \in \{r, v\}$ are indices attributed to “real”
and “virtual” wave packet, respectively, and $n \in
\{1, 2\}$ denotes the PES where the wave packet with
index $w$ propagates.

4. At each time step, we attempt to make a hop of
the “real” wave packet to another PES by checking the
condition
\[ \frac{\tilde{P}_{n}(t)}{P_{n}(t)} > \xi, \tag{59} \]
where $\xi \in [0, 1]$ is a random number.

(a) In case, the condition (59) does not hold, we
return to step 3 and continue the propagation of
the wave packets along the same PESs using
Eqs. (58a) and (58b).

(b) If the condition (59) is fulfilled and the hops of
both “real” and “virtual” wave packets are en-
ergetically allowed, we perform instantaneous
hops of both wave packets from their current
PES on the opposite PES $(1 \leftrightarrow 2)$ and adjust
their momenta as
\[ p_{w}(t) \rightarrow p_{w}(t) - \Delta p_{n_{0}n'_{0}}(t). \tag{60} \]

After hops, positions of wave packets remain
unaltered. Then, we return to step 3 and con-
tinue propagation of the wave packets along
new PESs using Eqs. (58a) and (58b) until
the next hop event when the condition (59) is
met.

5. When both wave packets leave the region of
NAC, i.e., when $\mathcal{M} < \zeta$, we eliminate the virtual
wavepacket and run the real wavepacket accord-
ing to Eqs. (58a) and (58b) until it reaches an-
other region of NAC or leaves the desired simu-
lation time or space domain. In the former case
we proceed with Step 2 and reassign the initial
electronic probabilities accordingly (i.e., $P_{n} = 1$
for the real wavepacket). In the latter case the
trajectory is complete. Similarly to the original
Tully’s approach, to obtain scattering probabilities
we run multiple trajectories. Then, we count the
number of trajectories of the “real” wave packet
that correspond to a particular scattering scenario
(e.g., final PES number and/or forward or back-
ward scattering) and divide it by the total number
of simulated trajectories $N_{trj}$.

The key difference of the proposed approach from the
Tully’s method is the way we evaluate the populations of
the adiabatic states. For this purpose, we use Eqs. (40a)
and (40b) which account for the effects of decoherence and
phases. To solve these equations for PESs popu-
lations evolution, we propagate a pair of wave packets
(“real” and “virtual”) on different PESs, in contrast to a
single wave packet used in the original FSSH algorithm.

Now let us discuss in details how the equations of
motion for the adiabatic states populations are solved.
Due to the “decoherence factor” $D(t; \tau)$ in Eqs. (40a)
and (40b), the computational complexity of the problem
scales $\propto N_{st}^2$, where $N_{st}$ is the number of time steps re-
quired to finish the trajectory. We overcome this issue using
the decomposition of the “decoherence factor”, which
allows to represent $D(t; \tau)$ as a series of products of func-
tions dependent on $t$ and $\tau$ (see details in Appendix B).
This approach leads to the equations of motion for $P_{1,2}(t)$ of the form
\[ P_{1}(t) \approx 2d_{12}(t) \sum_{j=0}^{N_{st}} Y_{j}(t) \times \text{Re} \left\{ e^{i\xi_{21}(t)} Z_{21}^{(j)}(t) - e^{i\xi_{12}(t)} Z_{12}^{(j)}(t) \right\}, \tag{61a} \]
\[ P_{2}(t) \approx 2d_{12}(t) \sum_{j=0}^{N_{st}} Y_{j}(t) \times \text{Re} \left\{ e^{i\xi_{21}(t)} Z_{21}^{(j)}(t) - e^{i\xi_{12}(t)} Z_{12}^{(j)}(t) \right\}. \tag{61b} \]
Parameter \( N_{\text{nt}} \) denotes the number of terms we take in the series to ensure the convergence. Function \( Y^{(j)}(t) \) is given by
\[
Y^{(j)}(t) = \frac{\lambda^j \sqrt{1 - \lambda^2}}{2^j j!} \exp \left[ (\lambda - 1)\eta^2(t) \right] H_j(\eta(t)),
\]
where \( \eta(t) \) reads as
\[
\eta(t, \tau) = \frac{R_e(t) - R_v(t, \tau)}{2\pi},
\]
\( \lambda = (\sqrt{5} - 1)/2 \), and \( H_j(x) \) denotes the \( j \)-th order Hermite polynomial. Function \( Z_{nn'}^{(j)}(t) \) (where \( n, n' \in \{1, 2\} \) and \( n \neq n' \)) obeys the equation of motion as follows
\[
Z_{nn'}^{(j)}(t) = d_{12}(t)Y^{(j)}(t)P_n(t)e^{i\mathcal{E}_{nn'}(t)}
\]
with the initial condition \( Z_{nn'}^{(j)}(0) = 0 \).

**IV. NUMERICAL RESULTS AND DISCUSSION**

We test our approach on a set of test problems proposed by J. Tully.\(^{21} \) This set includes three model problems involving one nuclear degree of freedom and a pair of coupled PESs and is routinely employed for verification of novel NAMD methods. The details of these problems are presented in Appendix C. We compare the results obtained using the approach presented in this paper to the results obtained via the exact numerical solution of the TDSE and the standard FSSH method. In all three problems, the wave packet initially resides on the lower PES and its wavefunction is given by
\[
|g_1(R_0, p_0; R, 0)\rangle = \frac{1}{\sqrt{\pi \sigma_0^2}} \exp \left[ ip_0 R - \frac{(R - R_0)^2}{2\sigma_0^2} \right] |1\rangle,
\]
where the wave packet initial position \( R_0 < 0 \) is set outside the NAC region, and \( p_0 > 0 \) stands for the nuclear initial momentum. The initial width of the wave packet is taken to be \( \sigma_0 = 20/p_0 \) as in Tully\(^{21} \). For all problems, the nuclear mass is set close to the mass of a hydrogen nucleus (proton), \( M = 2000 \) a.u. For computation, we set \( N_{\text{nt}} = 5 \). To calculate the scattering probabilities, we sampled \( N_{\text{traj}} = 2500 \) trajectories for each value of the initial momentum \( p_0 \) for both our approach and the FSSH method. In what follows all quantities are given in the atomic units.

The first problem we consider is the single avoided crossing (SAC). For this problem, we choose \( \zeta = 10^{-4} \) in the condition (57). Figure 2 demonstrates the dependence of the probability of the wave packet transmission on the lower PES \( T_1 \) on the initial momentum calculated using the TDSE, FSSH, and our approach. Computations demonstrate that for this problem, both the standard FSSH and our approach exhibit good agreement with the exact results.

The second model, a double avoided crossing (DAC), features a quantum interference between two pathways along lower and upper PESs, which results in the Stueckelberg oscillations\(^{33} \) in the scattering probability as shown in Fig. 3. The FSSH method works well for large values of the initial momentum \( p_0 > 30 \). However, for the lower \( p_0 \) the results given by the FSSH and the exact results are out of phase. Our approach reproduces the exact results quantitatively for \( p_0 > 20 \) and qualitatively for \( p_0 < 20 \). This implies that our approach correctly grasps the interference effects since it operates with two wave packets rather than with one as in the standard FSSH approach. Note that Eqs. (40a) and (40b) account for different positions of real and virtual wavepackets, which leads, in particular, to the extra phase shift term in Eq. (42). We find \( \zeta = 10^{-2} \) in Eq. (57) to be optimal for this problem.

The third problem we use to test our approach is frequently referred to as an extended coupling with reflection (ECR). It is distinctive by the fact that for the initial wave packet momenta \( p_0 < 28 \) the conventional FSSH method is incapable of reproducing the results given by the TDSE quantitatively nor qualitatively (see Figs. 4b
and 4c). This failure occurs due to the lack of decoherence in the standard FSSH algorithm\textsuperscript{32–41}. Note that our equations for the adiabatic states populations, e.g., Eqs. (40a) and (40b), do not account for the scenario, when one of the wave packets used for simulation propagates along the upper PES and reflects off the potential energy barrier, thus changing its direction of propagation. This situation, however, is taken care of by the spawning procedure: When wave packets leave the NAC region, which is determined from the condition $\mathcal{M} < \zeta$ (with $\zeta = 10^{-3}$ for this problem), the virtual wavepacket is eliminated and probabilities are reset as described in Step 5 of the algorithm. Then the real wavepacket either leaves the computation domain (if its on the lower PES), or returns back to the NAC region (if it is on the upper PES), where the computation proceeds from Step 2. As demonstrated by Fig. 4, our method reproduces the exact numerical results.

The computational cost of our algorithm is somewhat higher compared to the standard FSSH algorithm since it is required to solve more differential equations. However, this is a reasonable trade-off for much more consistent results in DAC and ECR problems.

In summary, in this paper we developed a formalism to describe the decoherence effects related to quantum fluctuations of nuclear positions (and momenta). We have shown that the proper account of superpositions of the nuclear wavefunctions corresponding to the classical nuclear trajectories along different PES leads to the detailed balance property for the electronic populations. Also, using this formalism, we have modified the FSSH algorithm to account for the aforementioned decoherence effects.
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Appendix A: The Hamiltonian in the "velocity gauge"

Using that the adiabatic electronic states form a complete orthonormal basis

$$\sum_n \left\langle n(R) \right| n(R) \left| \right\rangle = 1,$$  \hspace{1cm} (A1a)

one can formally represent the Hamiltonian (1) as

$$\hat{H} = \sum_n \sum_{n'} \left\langle n(R) \right| \hat{H} \left| n'(R) \right\rangle \left| n(R) \right\rangle \left\langle n'(R) \right|,$$  \hspace{1cm} (A2)

where $\left\langle n(R) \right| \hat{H} \left| n'(R) \right\rangle$ reads

$$\left\langle n(R) \right| \hat{H} \left| n'(R) \right\rangle = -\sum_{\alpha} \frac{\langle n(R) | \nabla_{R}^2 | n'(R) \rangle}{2M_n} + E_n(R) \delta_{nn'}.$$  \hspace{1cm} (A3)

The matrix elements $\langle n(R) | \nabla_{R}^2 | n'(R) \rangle$ can be expressed as\textsuperscript{18,29,42,43}

$$\langle n(R) | \nabla_{R}^2 | n'(R) \rangle = \delta_{nn'} \nabla_{R}^2 + \langle n(R) | \nabla_{R} n'(R) \rangle \nabla_{R} + \nabla_{R} \langle n(R) | \nabla_{R} n'(R) \rangle - \langle \nabla_{R} n(R) | \nabla_{R} n'(R) \rangle.$$  \hspace{1cm} (A4)

Inserting the resolution of unity (A1a) into the last term on the rhs of the above expression and recalling that

\hspace{1cm}

FIG. 4. Scattering probabilities versus the initial wave packet momentum for the ECR problem: (a) probability of transmission on the lower PES, inset demonstrates the transmission probability on the upper PES; (b) reflection probability on the lower PES; (c) reflection probability on the upper PES.
\begin{align}
\langle n(R) | \nabla_R n(R) \rangle &= A_{nn'}(R), \quad \text{one obtains}
\langle n(R) | \nabla^2_R | n'(R) \rangle &= \delta_{nn'} \nabla^2_R - A^2_{nn'} \\
&+ A_{nn'} \nabla_R + \nabla_R A_{nn'}. \tag{A5}
\end{align}

Using this result in Eq. (A3), one arrives at the effective molecular Hamiltonian in a “velocity gauge”:\textsuperscript{29,42,44,45}
\[ \hat{H}_{\text{vg}} = \sum_\alpha \frac{(\hat{p}_\alpha - i \hat{A}_\alpha)^2}{2M_\alpha} + \sum_n E_n(R) \langle n(R) | n(R) \rangle \langle n(R) | n'(R) \rangle, \tag{A6} \]
where \( \hat{A} = \sum_{n,n'} A_{nn'}(R) \langle n(R) | n'(R) \rangle. \)

**Appendix B: Decomposition of the “decoherence factor” \( \mathcal{D}(t; \tau) \)**

Let us formally rewrite \( \mathcal{D}(t; \tau) \) given by Eq. (41) as
\[ \mathcal{D}(t; \tau) = \exp \left\{ \kappa \alpha^2 [\eta^2(t) + \eta^2(\tau)] \right\} W(t; \tau) \tag{B1} \]
where \( \kappa = \lambda - 1/2 \) and \( W(t; \tau) \) has the form
\[ W(t; \tau) = \exp \left\{ -\alpha^2 \frac{1 + \lambda^2}{2(1 - \lambda^2)} [\eta^2(t) + \eta^2(\tau)] \right\} \times \exp \left[ 2\alpha^2 \frac{\lambda}{1 - \lambda^2} \eta(t)\eta(\tau) \right]. \tag{B2} \]
Function \( W(t; \tau) \) can be decomposed as:\textsuperscript{46}
\[ W(t; \tau) = \sqrt{1 - \lambda^2} \sum_{j=0}^{\infty} \lambda^j \Theta_j(\alpha \eta(t)) \Theta_j(\alpha \eta(\tau)), \tag{B3} \]
where \( \Theta_j(x) \) is given by
\[ \Theta_j(x) = \sqrt{\frac{1}{2^j j!}} H_j(x) e^{-x^2/2}. \tag{B4} \]
Combining Eq. (B2) with Eq. (B1), substituting the result into Eq. (40a) and limiting the number of terms in the decomposition to \( N_{\text{nt}} \), one obtains Eq. (61a).

**Appendix C: Tully’s problem suite**

For the two-state problems with single nuclear degree of freedom, the molecular Hamiltonian in the diabatic representation acquires the form
\[ \hat{H} = -\frac{\partial^2}{2M} \mathbf{\hat{I}} + \begin{pmatrix} H^d_{11}(R) & H^d_{12}(R) \\ H^d_{21}(R) & H^d_{22}(R) \end{pmatrix}, \tag{C1} \]
where \( \mathbf{\hat{I}} \) is a 2 \times 2 identity matrix and the matrix \( H^d \) determines a pair of coupled PES in the diabatic representation.

For the SAC problem, the elements of the matrix \( H^d \) are given by
\[ H^d_{11}(R) = 0.01 \text{sgn}(R) \left( 1 - e^{-1.6|R|} \right), \]
\[ H^d_{22}(R) = -H^d_{11}(R), \]
\[ H^d_{12}(R) = H^d_{21}(R) = 0.005 e^{-R^2}. \tag{C2} \]

The corresponding adiabatic PESs and NACs are shown in Fig. 5a. For the DAC problem, the matrix \( H^d \) is determined as
\[ H^d_{11}(R) = 0, \]
\[ H^d_{22}(R) = 0.05 - 0.1 e^{-0.28 R^2}, \tag{C3} \]
\[ H^d_{12}(R) = H^d_{21}(R) = 0.015 e^{-0.06 R^2}. \]
Figure 5b shows the corresponding adiabatic PESs and NACs. The ECR problem is given by the following diabatic surfaces
\[ H^d_{11}(R) = 6 \times 10^{-4}, \]
\[ H^d_{22}(R) = -H^d_{11}(R) \tag{C4} \]
and couplings
\[ H^d_{12}(R) = \begin{cases} 0.1 e^{0.9 R^2}, & R < 0, \\ 0.1(2 - e^{-0.9 R^2}), & R \geq 0. \end{cases} \tag{C5} \]

The corresponding adiabatic PESs and NACs are demonstrated in Fig. 5c.
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