CLASSIFICATION OF NILPOTENT ASSOCIATIVE ALGEBRAS OF SMALL DIMENSION

WILLEM A. DE GRAAF

Abstract. We describe a method for classifying nilpotent associative algebras, that is analogous to the Skjelbred-Sund method for classifying nilpotent Lie algebras (cf. [19], [8]). Subsequently we classify nilpotent associative algebras of dimensions \( \leq 3 \) over any field, and 4-dimensional commutative nilpotent associative algebras over finite fields and over \( \mathbb{R} \).

1. Introduction

The classification of associative algebras is an old and often recurring problem. The first investigation into it was perhaps done by Peirce ([16]). Many other publications related to the problem have appeared. Without any claim of completeness, we mention work by Hazlett ([9], nilpotent algebras of dimension \( \leq 4 \) over \( \mathbb{C} \)), Mazzola ([11] - associative unitary algebras of dimension 5 over algebraically closed fields of characteristic not 2, [12] - nilpotent commutative associative algebras of dimension \( \leq 5 \), over algebraically closed fields of characteristic not 2,3), and recently, Poonen ([13] - nilpotent commutative associative algebras of dimension \( \leq 5 \), over algebraically closed fields).

All these publications have in common that the ground field is assumed to be algebraically closed. In this paper we consider the problem over non algebraically closed fields. This is motivated by two applications. The first concerns the classification of Hopf Galois structures on field extensions \( L/K \) (see [4], [7]). Here the classification of commutative nilpotent algebras over finite fields comes into play. The second is related to the classification of Novikov algebras ([3]) - a Novikov algebra with an abelian Lie algebra is nothing but a commutative associative algebra.

In Sections 3, 4, we obtain a classification of nilpotent associative algebras of dimensions \( \leq 3 \), over any field. In Section 5 we classify the nilpotent commutative associative algebras of dimension 4, over finite fields and \( \mathbb{R} \). We end with some comments on the situation when the ground field is \( \mathbb{Q} \). In Section 2 we describe the method that we use for classifying nilpotent associative algebras. It is very similar to a well-known method for classifying nilpotent Lie algebras (cf. [19], [8]). We note that similar ideas also have come up in the classification of \( p \)-groups ([15], [14]).

It turns out that over an infinite field there is an infinite number of isomorphism classes of 3-dimensional nilpotent associative algebras. In fact, there is a series depending on one parameter, where different values of the parameter yield nonisomorphic algebras. On the other hand, over \( \mathbb{F}_q \) there are \( q + 6 \) (isomorphism classes of) such algebras, if \( q \) is odd, and \( q + 5 \) if \( q \) is even. The classification of the nilpotent commutative associative algebras of dimension 4 is different for odd and even order finite fields. However, in both cases there are 11 isomorphism classes of such algebras. Over \( \mathbb{R} \) there are 12 isomorphism classes.
2. THE CLASSIFICATION METHOD

The proofs of the main results in this section are simply translations of those for Lie algebras (cf. [19, 8]), and are therefore omitted.

Throughout the ground field of the vector spaces and algebras will be denoted $F$.

2.1. Central extensions. Let $A$ be an associative algebra, $V$ a vector space, and $\theta : A \times A \to V$ a bilinear map. Set $A_\theta = A \oplus V$. For $a, b \in A, v, w \in V$ we define $(a + v)(b + w) = ab + \theta(a, b)$. Then $A_\theta$ is an associative algebra if and only if

$$\theta(ab, c) = \theta(a, bc) \text{ for all } a, b, c \in A.$$ 

The bilinear $\theta$ satisfying this are called cocycles. The set of all cocycles is denoted $Z^2(A, V)$. The algebra $A_\theta$ is called a (dim $V$-dimensional) central extension of $A$ by $V$ (note that $A\theta V = VA_\theta = 0$).

Let $\nu : A \to V$ be a linear map, and define $\eta(a, b) = \nu(ab)$. Then $\eta$ is a cocycle, called a coboundary. The set of all coboundaries is denoted $B^2(A, V)$. Let $\eta$ be a coboundary; then $A_\theta \cong A_{\theta + \eta}$. Therefore we consider the set $H^2(A, V) = Z^2(A, V)/B^2(A, V)$. If we view $V$ as a trivial $A$-bimodule, then $H^2(A, V)$ is the second Hochschild-cohomology space (cf. [17]).

Now let $B$ be an associative algebra. By $C(B)$ we denote the ideal consisting of all $b \in B$ with $bB = Bb = 0$. We call this the multiplication kernel of $B$. Suppose that $C(B)$ is nonzero, and set $V = C(B)$, and $A = B/C(B)$. Then there is a $\theta \in H^2(A, V)$ such that $B \cong A_\theta$.

We conclude that any algebra with a nontrivial multiplication kernel can be obtained as a central extension of a algebra of smaller dimension. So in particular, all nilpotent algebras can be constructed this way.

2.2. The radical. When constructing nilpotent algebras as $A_\theta = A \oplus V$, we want to restrict to $\theta$ such that $C(A_\theta) = V$. If the multiplication kernel of $A_\theta$ is bigger, then it can be constructed as a central extension of a different algebra. (This way we avoid constructing the same algebra as central extension of different algebras.)

Now the radical of a $\theta \in Z^2(A, V)$ is

$$\theta^\perp = \{a \in A \mid \theta(a, b) = \theta(b, a) = 0 \text{ for all } b \in A\}.$$ 

Then $C(A_\theta) = (\theta^\perp \cap C(A)) + V$, and hence

**Proposition 2.1.** $\theta^\perp \cap C(A) = 0$ if and only if $C(A_\theta) = V$.

2.3. Isomorphism. Let $e_1, \ldots, e_s$ be a basis of $V$, and $\theta \in Z^2(A, V)$. Then

$$\theta(a, b) = \sum_{i=1}^s \theta_i(a, b)e_i,$$

where $\theta_i \in Z^2(A, F)$. Furthermore, $\theta$ is a coboundary if and only if all $\theta_i$ are.

Let $\phi \in \text{Aut}(A)$. For $\eta \in Z^2(A, V)$ define $\phi\eta(a, b) = \eta(\phi(a), \phi(b))$. Then $\phi\eta \in Z^2(A, V)$. So $\text{Aut}(A)$ acts on $Z^2(A, V)$. Also, $\eta \in B^2(A, V)$ if and only if $\phi\eta \in B^2(A, V)$ so $\text{Aut}(A)$ acts on $H^2(A, V)$.

**Proposition 2.2.** Let $\theta(a, b) = \sum_{i=1}^s \theta_i(a, b)e_i$ and $\eta(a, b) = \sum_{i=1}^s \eta_i(a, b)e_i$. Suppose that $\theta^\perp \cap C(A) = \eta^\perp \cap C(A) = 0$. Then $A_\theta \cong A_\eta$ if and only if there is a $\phi \in \text{Aut}(A)$ such that the $\phi\eta_i$ span the same subspace of $H^2(A, F)$ as the $\theta_i$. 
2.4. Central components. Let $A = I_1 \oplus I_2$ be the direct sum of two ideals. Suppose that $I_2$ is contained in the multiplication kernel of $A$. Then $I_2$ is called a central component of $A$.

Proposition 2.3. Let $\theta$ be such that $\theta^+ \cap C(A) = 0$. Then $A_\theta$ has no central components if and only if $\theta_1, \ldots, \theta_s$ are linearly independent.

2.5. The classification procedure. Based on Propositions 2.1, 2.2, 2.3 we formulate a procedure that takes as input a nilpotent algebra $A$ of dimension $n - s$. It outputs all nilpotent algebras $B$ of dimension $n$ such that $B/C(B) \cong A$, and $B$ has no central components. For this we need some more terminology. Let $\Omega$ be an $s$-dimensional subspace of $H^2(A, F)$ spanned by $\theta_1, \ldots, \theta_s$. Let $V$ be an $s$-dimensional vector space spanned by $e_1, \ldots, e_s$. Then we define $\theta \in H^2(A, V)$ by $\theta(a, b) = \sum_1^s \theta_i(a, b)e_i$. We call $\theta$ the cocycle corresponding to $\Omega$ (or more precisely, to the chosen basis of $\Omega$). Furthermore, we say that $\Omega$ is useful if $\theta^+ \cap C(A) = 0$. Note that $\theta^\perp$ is the intersection of the $\theta_i^\perp$.

Now the procedure runs as follows:

1. Determine $Z^2(A, F)$, $B^2(A, F)$ and $H^2(A, F)$.
2. Determine the orbits of $\text{Aut}(A)$ on the set of useful $s$-dimensional subspaces of $H^2(A, F)$.
3. For each orbit let $\theta$ be the cocycle corresponding to a representative of it, and construct $A_\theta$.

Comments:

- Of course the hard part is Step 2. Note that $\text{Aut}(A)$ is an algebraic group. This means that whether two useful subspaces lie in the same $\text{Aut}(A)$-orbit is equivalent to the existence of a solution over $F$ of a set of polynomial equations. On some occasions we cannot decide solvability by hand. Then we use the technique of Gröbner bases (cf. [5]). This is an algorithmic procedure to compute an equivalent set of polynomial equations that is sometimes easier to solve. On all occasions where we use this the equations have coefficients in $\mathbb{Z}$. For the Gröbner basis calculation we take the ground field to be $\mathbb{Q}$. A priori this yields results that are only valid over fields of characteristic 0. However, the MAGMA computational algebra system ([2]) has the facility to compute the coefficients of an element of the Gröbner basis relative to the input basis. We use this in order to derive conclusions valid in all characteristics. This will be illustrated in more detail in Section 4
- The procedure only gives those algebras without central components. So we have to add the algebras obtained by taking the direct sum of a smaller-dimensional algebra with a nil-algebra (that has trivial multiplication).
- In dimension 4 we only classify the commutative nilpotent algebras. For that we only have to consider commutative smaller-dimensional algebras $A$, and cocycles $\theta \in H^2(A, F)$ with $\theta(a, b) = \theta(b, a)$ for all $a, b \in A$.

2.6. Notation. Let $A$ be an associative algebra with basis elements $a_1, \ldots, a_n$. Then by $\Delta_{a_i, a_j}$ we denote the bilinear map $A \times A \to F$ with $\Delta_{a_i, a_j}(a_k, a_l) = 1$ if $i = k$ and $j = l$, and otherwise it takes the value 0. Moreover, by $\Sigma_{a_i, a_j}$ we denote the symmetric bilinear map with $\Sigma_{a_i, a_j}(a_k, a_l) = 1$ if $i = k$ and $j = l$, or $i = l$ and $j = k$, and it takes the value 0 otherwise.

Throughout the basis elements of the algebras will be denoted by the letters $a, b, \ldots$. The multiplication of an algebra is specified by giving only the nonzero products among the basis elements.
3. Dimensions 1 and 2

There is only one nilpotent algebra of dimension 1: it is spanned by $a$, and $a^2 = 0$. We denote it by $A_{1,1}$.

Now $H^2(A_{1,1}, F)$ is spanned by $\Delta_{a,a}$. So we get two nilpotent algebras of dimension 2, corresponding to $\theta = 0$ and $\theta = \Delta_{a,a}$ respectively. They are $A_{2,1}$, which is spanned by $a, b$, and all products are zero, and $A_{2,2} : a^2 = b$.

4. Dimension 3

In this section we classify nilpotent associative algebras of dimension 3, over any field.

First we get the algebras that are the direct sum of an algebra of dimension 2 and a 1-dimensional ideal, isomorphic to $A_{1,1}$, spanned by $c$. We denote them $A_{3,1}$ (all products zero), and $A_{3,2} : a^2 = b$.

There are no 2-dimensional central extensions of $A_{1,1}$. So we consider 1-dimensional central extensions of $A_{2,1}$. Here $H^2(A_{2,1}, F)$ consists of $\theta = \alpha \Delta_{a,a} + \beta \Delta_{a,b} + \gamma \Delta_{b,a} + \delta \Delta_{b,b}$. The automorphism group consists of all

$$\phi = \begin{pmatrix} u & x \\ v & y \end{pmatrix}, \text{ with } uy - vx \neq 0.$$ 

Write $\phi \theta = \alpha' \Delta_{a,a} + \cdots + \delta' \Delta_{b,b}$. Then

$$\alpha' = u^2 \alpha + uv \beta + uv \gamma + v^2 \delta$$
$$\beta' = ux \alpha + uy \beta + vx \gamma + vy \delta$$
$$\gamma' = ux \alpha + vx \beta + uy \gamma + vy \delta$$
$$\delta' = x^2 \alpha + xy \beta + xy \gamma + y^2 \delta.$$ 

We distinguish a few cases.

Case 1. First suppose that $\delta \neq 0$, then we can divide to get $\delta = 1$. Choose $u = y = 1, x = 0, v = -\gamma$ to get $\gamma' = 0$ and $\delta' = 1$. So we may assume that $\delta = 1$ and $\gamma = 0$. Choose $x = v = 0, y = 1$; this leads to $\delta' = 1, \gamma' = 0$, and $\beta' = u \beta$. We can still freely choose $u \neq 0$. So we are left with two cases: $\beta = 0, 1$.

Case 1a. If $\beta = 0$, then we get the cocycles $\theta_{\alpha}^1 = \alpha \Delta_{a,a} + \Delta_{b,b}$. If we choose $x = v = 0$ then $\delta' = 1, \gamma' = \beta' = 0$, and $\alpha' = u^2 \alpha$. So we see that $\theta_{\alpha}^1$ and $\theta_{\alpha}^{1,2,0}$ for any $u \neq 0$, lie in the same $\text{Aut}(A_{2,1})$-orbit. In order to show the converse let $\phi$ be as above. Then $\phi \theta_{\alpha}^1 = \lambda \theta_{\beta}^1$ (for some nonzero $\lambda \in F$) amounts to the following polynomial equations

$$f_1 := u^2 \alpha + v^2 = -\lambda \beta = 0,$$
$$f_2 := u x \alpha + vy = 0,$$
$$f_3 := x^2 \alpha + y^2 = -\lambda = 0.$$ 

To these we add

$$f_4 := D(uy - vx) - 1 = 0,$$

which ensures that $\det \phi \neq 0$.

Now a reduced Gröbner basis of the ideal generated by $f_1, \ldots, f_4$ contains the polynomials $u^2 \alpha - v^2 \beta$, and $v^2 - x^2 \alpha \beta$. Using MAGMA it is not only possible to
compute this Gröbner basis, but also to write its elements in terms of the $f_i$. In this case we have
\[ u^2a - y^2\beta = (Dvz + 1)f_1 + (Dxy\beta - Duv)f_2 - (Dvx\beta + \beta)f_3 + (v^2 - x^2\alpha\beta)f_4 \]
\[ v^2 - x^2\alpha\beta = -Dvx f_1 + (Duv - Dxy\beta)f_2 + Dvx\beta f_3 + (x^2\alpha\beta - v^2)f_4. \]

We see that the coefficients that appear all lie in $\mathbb{Z}$; so these equations are valid over any field $F$. Hence if there is a $\phi \in \text{Aut}(A_{2,1})$ with $\phi \theta_\alpha^2 = \lambda \theta_\beta^2$, then there are $u,v,x,y \in F$ with $u^2a - y^2\beta = v^2 - x^2\alpha\beta = 0$ and $uv - vx \neq 0$. Now this implies that there exists $\varepsilon \in F^*$ with $A = \varepsilon^2 \beta$. The conclusion is that the spaces spanned by $\theta_\alpha$ and $\theta_\beta$ lie in the same $\text{Aut}(A_{2,1})$-orbit if and only if there is a $A \in F^*$ with $A = \varepsilon^2 \beta$.

Case 1b. If $\beta = 1$, then we get the cocycles $\theta_\alpha^2 = \alpha \Delta_{a,a} + \Delta_{a,b} + \Delta_{b,b}$. Note that these cannot be $\text{Aut}(A_{2,1})$-conjugate to a $\theta_\alpha^3$ as the latter is symmetric. Also here we use a Gröbner basis calculation, of which we do not give all the details. In this case when we write the polynomial equations that are equivalent to $\phi \theta_\alpha^2 = \lambda \theta_\beta^2$ and compute a Gröbner basis, then we find that it contains $A - \beta$. Also, writing $A - \beta$ in terms of the initial polynomials (as above) we conclude that this is valid over all fields. So, in this case the spaces spanned by $\theta_\alpha^2$ and $\theta_\beta^2$ lie in the same $\text{Aut}(A_{2,1})$-orbit if and only if $A = \beta$.

Case 2. If $\delta = 0$ but $A \neq 0$, then we can choose $u = y = 0$, and $x = v = 1$, and get $\delta \neq 0$, and we are back in Case 1.

Case 3. If $\alpha = \delta = 0$, and $\beta \neq -\gamma$, then we can choose $x$ and $y$ such that $xy \neq 0$; then $\delta' \neq 0$, and again we are back in Case 1.

Case 4. The remaining case is $\alpha = \delta = 0$ and $\beta = -\gamma = 0$. Then after dividing we get $\theta^3 = \Delta_{a,b} - \Delta_{b,a}$. We have that $\phi \theta^3$ is a multiple of $\theta^3$. Hence it is not conjugate to any of the previous cocycles.

So we get the nonzero cocycles $\theta_\alpha^3, \theta_\beta^3, \text{and } \theta^3$. For the first we need $A \neq 0$, otherwise $a$ lies in the radical. This leads to the algebras:

\[ A_{3,3}^3 : a^2 = ac, \ b^2 = c, \ \alpha \neq 0 \]
\[ A_{3,4}^3 : a^2 = ac, \ b^2 = c, \ ab = c, \]
\[ A_{3,5}^3 : ab = c, \ ba = -c. \]

From the above discussion it follows that $A_{3,3}^3$ is isomorphic to $A_{3,3}^0$ if and only if there is an $\varepsilon \in F^*$ with $A = \varepsilon^2 \beta$.

Next we consider 1-dimensional central extensions of $A_{2,2}$. Here we get that $Z^2(A_{2,2},F)$ is spanned by $\Delta_{a,a}$ and $\Delta_{a,b} + \Delta_{b,a}$. Moreover, $B^2(A_{2,2},F)$ is spanned by $\Delta_{a,a}$. So we get only one cocycle $\theta = \Delta_{a,b} + \Delta_{b,a}$, yielding the algebra

\[ A_{3,6}^1 : a^2 = b, \ ab = ba = c. \]

Concluding, we have the following nilpotent 3-dimensional algebras: $A_{3,1}, A_{3,2}, A_{3,3}^2$, where $\alpha \in F^*/(F^*)^2$, $A_{3,4}^3$, where $\alpha \in F$, $A_{3,5}, A_{3,6}$. So over an infinite field there is an infinite number of them, whereas over $F_q$ there are $q + 6$ for $q$ odd, and $q + 5$ for $q$ even.

5. Commutative nilpotent algebras of dimension 4

In this section we consider the classification of the 4-dimensional commutative nilpotent associative algebras. First we assume that the ground field is of characteristic different from 2. We obtain a slightly rough classification, meaning that there will be a series of algebras $A_{4,\alpha,\beta}^\delta$, depending on two parameters $\alpha, \beta$, among which we cannot describe the isomorphisms in general. In subsequent subsections we then complete the classification over finite fields of odd order, finite fields of even order and $\mathbb{R}$. Finally we comment on what happens over $\mathbb{Q}$. 
From the previous section we get that the 3-dimensional commutative nilpotent algebras (over fields of characteristic not 2) are: \( A_{3,1}, A_{3,2}, A_{3,3}^a, A_{3,6} \).

First we get the algebras that are the direct sum of a 3-dimensional algebra, and \( A_{1,1} \). This way we get \( A_{4,1} = A_{3,1} \oplus A_{1,1}, \ A_{4,2} = A_{3,2} \oplus A_{1,1}, \ A_{4,3} = A_{3,3}^a \oplus A_{1,1}, \ A_{4,4} = A_{3,6} \oplus A_{1,1} \).

Next we consider 2-dimensional extensions of \( A_{2,1} \). We want to construct commutative algebras we consider the space \( V \) consisting of \( \alpha \Sigma_{a,a} + \beta \Sigma_{a,b} + \gamma \Sigma_{b,b} \).

We need to classify the \( GL_2(F) \)-orbits of 2-dimensional subspaces of \( V \). This is the same as classifying the \( GL_2(F) \)-orbits on the lines in the space \( V \wedge V \). Write the matrix of an element \( \phi \in GL_2(F) \) as in the previous section. Abbreviate \( e_1 = \Sigma_{a,a} \), \( e_2 = \Sigma_{a,b} \), \( e_3 = \Sigma_{b,b} \). Write \( \delta = \det(\sigma) = uy - vx \). Then \( \phi(\alpha e_1 + e_2 + \beta e_1 \wedge e_3 + \gamma e_2 \wedge e_3) = \alpha' e_1 \wedge e_2 + \beta' e_1 \wedge e_3 + \gamma' e_2 \wedge e_3 \), where

\[
\begin{align*}
\alpha' &= \delta(a^2 \alpha + uv \beta + v^2 \gamma) \\
\beta' &= \delta(2ux \alpha + (uy + vx)\beta + 2vy \gamma) \\
\gamma' &= \delta(x^2 \alpha + xy \beta + y^2 \gamma).
\end{align*}
\]

If \( \gamma = 0 \) then we can choose \( x, y \) such that \( \gamma' \neq 0 \). So we may assume \( \gamma = 0 \), and after dividing, \( \gamma = 1 \). Then setting \( x = 0, u = y = 1, v = -\frac{1}{2} \beta \) we get \( \beta' = 0 \). So we may assume that \( \beta = 0 \). So we get the vectors \( w_\alpha = \alpha e_1 \wedge e_2 + e_2 \wedge e_3 \). Now the polynomial equations that are equivalent to \( \phi w_\alpha = \lambda w_\beta \) are the same as those considered in Section 4.3. Case 1a. Hence if the lines through \( w_\alpha \) and \( w_\beta \) lie in the same \( Aut(A_{2,1}) \)-orbit then there is \( \epsilon \in F^* \) with \( \alpha = \epsilon^2 \beta \).

Now \( w_\alpha = e_2 \wedge (-\alpha e_1 + e_3) \). So the subspace of \( V \) corresponding to it is spanned by \( -\alpha \Sigma_{a,a} + \Sigma_{b,b} \) and \( \Sigma_{a,b} \). We get the algebras

\[ A_{1,5}^1 : a^2 = -\alpha c, \ ab = ba = d, \ b^2 = c. \]

From the above discussion it follows that \( A_{1,5}^1 \cong A_{1,5}^2 \) implies that there is an \( \epsilon \in F^* \) with \( \alpha = \epsilon^2 \beta \). Conversely, if there is such an \( \epsilon \), then setting \( a' = \epsilon^{-1} a, \ b' = b, \ c' = c, \ d' = \epsilon^{-1} d \) we get a basis of \( A_{1,5}^2 \), but with the multiplication table of \( A_{1,5}^1 \).

The conclusion is that \( A_{1,5}^2 \cong A_{1,5}^1 \) if and only if there is a \( \epsilon \in F^* \) with \( \alpha = \epsilon^2 \beta \).

\( A_{2,2} \) does not have 2-dimensional central extensions, so we are left with determining the 1-dimensional extensions of \( A_{3,1} \).

We start with \( A_{3,1} \). The usable 1-dimensional subspaces of the space of symmetric cocycles are spanned by nondegenerate symmetric bilinear forms on \( A_{3,1} \). It is well-known (cf. [10]) that such a form is equivalent to a diagonal one. In other words, after dividing to get the first coefficient equal to 1, we are left with the cocycles \( \theta_{a,b} = \Sigma_{a,a} + \alpha \Sigma_{b,b} + \beta \Sigma_{c,c} \), with \( \alpha, \beta \neq 0 \). Now the problem is to describe exactly when there exists a \( \phi \in Aut(A_{3,1}) = GL_3(F) \) with \( \phi \theta_{a,b} = \lambda \theta_{a,b} \).

The answer to this question depends strongly on the ground field. For algebraically closed fields it is easy: there is only one orbit, with representative \( \theta_{1,1} \). In the next subsections we treat finite fields and \( \mathbb{R} \). Over \( \mathbb{Q} \) the question appears to be very difficult (cf. [1]). We comment on it in the final subsection.

The \( \theta_{a,b} \) correspond to the algebras

\[ A_{1,6}^\alpha : a^2 = d, \ b^2 = ad, \ c^2 = \beta d. \]

Now we consider \( A_{3,2} \). We have that \( H^2(A_{3,2}, F) \) consists of \( \theta = \alpha \Sigma_{a,b} + \beta \Sigma_{a,c} + \gamma \Sigma_{b,c} \). Furthermore the automorphism group consists of

\[
\phi = \begin{pmatrix}
a_{11} & 0 & 0 \\
a_{21} & a_{11}^2 & a_{23} \\
a_{31} & 0 & a_{33}
\end{pmatrix}.
\]
Writing $\phi \theta = \alpha' \Sigma_{a,b} + \beta' \Sigma_{a,c} + \gamma' \Sigma_{c,c}$ we have

\[ \begin{align*}
\alpha' &= a_{11}^3 \alpha \\
\beta' &= a_{11}a_{23} \alpha + a_{11}a_{33} \beta + a_{31}a_{33} \gamma \\
\gamma' &= a_{33}^2 \gamma.
\end{align*} \]

We need $\alpha \neq 0$, and one of $\beta, \gamma$ nonzero, in order to have that $b$ or $c$ do not lie in the radical of $\theta$. So after dividing we may assume $\alpha = 1$. Choose $a_{31} = 0$ and $a_{11} = a_{33} = 1$ and $a_{23} = -\beta$. Then $\beta' = 0$. So we may assume $\beta = 0$. This then implies $\gamma \neq 0$. So we get the algebra

\[ A^\gamma : a^2 = b, \quad ab = ba = b, \quad c^2 = \gamma d. \]

Now putting $a' = \gamma a$, $b' = \gamma^2 b$, $c' = \gamma c$, $d' = \gamma^3 d$ we get the same multiplication table, but the parameter has changed to 1. So we may assume $\gamma = 1$, and we get only one algebra

\[ A_{4,7} = A^1. \]

Now consider $A_{\alpha}^{a,b}$. For a $\theta \in Z^2(A_{3,3}, F)$ we have that $\theta(u, c) = 0$ for all $u \in A_{\alpha}^{a,b}$. It follows that $c$ always lies in the radical. So we do not need to consider central extensions of this algebra.

Finally we consider $A_{3,6}$. Here $H^2(A_{3,6}, F)$ is spanned by $\theta = \Sigma_{a,c} + \Sigma_{b,b}$. So we get the algebra

\[ A_{4,8} : a^2 = b, \quad ab = ba = c, \quad ac = ca = d, \quad b^2 = d. \]

### 5.1. Odd order finite ground fields.

Here we assume the ground field $F$ to be finite and of odd characteristic. In order to complete the classification in this case we need to describe the isomorphisms among the algebras $A_{\alpha}^{a,b}$, or, equivalently, the $\text{GL}_3(F)$-orbits of usable 1-dimensional subspaces of the space of symmetric cocycles of $A_{3,1}$.

Let $V$ be a 3-dimensional vector space over $F$, with basis $a, b, c$. Up to equivalence there are two nondegenerate symmetric bilinear forms, $\Sigma_{a,a} + \Sigma_{b,b} + \Sigma_{c,c}$ and $\Sigma_{a,a} + \Sigma_{b,b} + \gamma \Sigma_{c,c}$, where $\gamma$ is a non-square in $F$ (see [15]). Denote the first form by $\Theta$. By [15], 62:1 quadratic forms are universal in this situation, so there exist $a_{31}, a_{32} \in F$ with $a_{31}^2 + a_{32}^2 = \gamma$. Now set $a' = a_{32} b + a_{31} c$, $b' = -a_{31} b + a_{32} c$, $c' = \gamma a$. Note that they are linearly independent as $a_{31}^2 + a_{32}^2 = \gamma \neq 0$. Then we get that $\theta = \gamma \Sigma_{a',a'} + \gamma \Sigma_{b',b'} + \gamma^2 \Sigma_{c',c'}$. We see that after dividing by $\gamma$ we get the second form. Hence of the algebras $A_{3,6}^{a,b}$ there remains only one: $A_{4,6}^{1,1}$.

Concluding, we have the following classification over a finite field of odd characteristic: $A_{4,1}, A_{4,2}, A_{4,3}^{1,1,3} (\alpha = 1, \gamma), A_{4,4}, A_{4,5}^{1,1,5} (\alpha = 0, 1, \gamma), A_{4,6}^{1,1,6}, A_{4,7}, A_{4,8}$. Here $\gamma$ is a fixed non-square in $F$. So we get 11 algebras.

### 5.2. Even order finite ground fields.

Now we suppose that the field is finite of characteristic 2. Here we also need to consider 1-dimensional central extensions of $A_{3,5}$. However, a short calculation shows that any cocycle of $A_{3,5}$ will have $c$ in the radical. So we can dispense with this case.

In characteristic 2, the 2-dimensional extensions of $A_{2,1}$ yield extra problems, due to the coefficients 2 that appear in the action of $\text{GL}_2(F)$. Here we cannot get $\beta' = 0$.

First of all, assuming $\beta = 0$ we get the algebras $A_{4,5}^\gamma$. However, also the isomorphism condition changes. Writing the equations we see directly that $A_{4,5}^\alpha \cong A_{4,5}^\beta$ if and only if there are $u, v, x, y \in F$ with $uy + vx \neq 0$ and

\[ \alpha = \frac{y^2 \beta + v^2}{x^2 \beta + u^2}. \]
This defines a $\text{GL}_2(F)$-action on $F$. In the case of a finite field, everything is a square, and we see that $A_{4.5}^0 \cong A_{4.5}^0$.

Now assume $\beta \neq 0$. Then choose $x = 0$, $y = 1$, $u = \beta^{-1}$. Then (after dividing by the determinant) we get $\gamma' = \beta' = 1$. This yields the vectors $w_\alpha = \alpha e_1 \wedge e_2 + e_1 \wedge e_3 + e_2 \wedge e_3 = (e_1 + e_2) \wedge (\alpha e_2 + e_3)$. So the subspace corresponding to $w_\alpha$ is spanned by $\Sigma_{a,a} + \Sigma_{a,b}$ and $\alpha \Sigma_{a,b} + \Sigma_{b,b}$, yielding the algebras

$$B_{4.1}^\alpha : \quad a^2 = c, \quad ab = ba = c + \alpha d, \quad b^2 = d.$$ 

Write $\phi \in \text{Aut}(A_{2.1})$ as in Section [3] Then the polynomial equations equivalent to $\phi w_\alpha = \lambda w_\beta$ amount to

$$u^2 \alpha + uv + v^2 + (uy + vx)\beta = 0$$
$$x^2 \alpha + xy + y^2 + uy + vx = 0$$
$$uy + vx \neq 0.$$ 

Let $F = F_{2^n}$ be the ground field, and let $f : F \to F$ be defined $f(T) = T^2 + T$. We claim that the above equations have a solution over $F$ if and only if $\alpha + \beta$ lies in the image of $f$. Indeed, if $v$ is such that $v^2 + v + \alpha + \beta = 0$ then we set $x = 0$ and $u = y = 1$ and obtain a solution. Conversely, the (reduced) Gröbner basis of the ideal generated by the above polynomials (where we replace the last inequality by the polynomial $D(uy + vx) + 1$) contains the polynomials

$$u^2 + ux + x^2(\alpha + \beta) + xy + y^2$$
$$v^2 + vy + x^2\alpha^2 + xy\alpha + y^2(\alpha + \beta).$$ 

So if a solution exists then those polynomials have to vanish as well. If the solution has $x \neq 0$ then we divide the first polynomial by $x^2$ and get that $\alpha + \beta$ lies in the image of $f$. On the other hand, if $x = 0$ then we get that conclusion from the second polynomial (note that then $y \neq 0$ so we can divide by $y^2$).

Now $f$ is a linear map with kernel $F_2$. It follows that the image of $f$ is a subspace $W$ of order $2^{n-1}$. Hence $F = W \cup \gamma_0 + W$, where $\gamma_0$ is a fixed element of $F \setminus W$. Here we obtain two orbits of 1-dimensional subspaces, with representatives $w_0$ and $w_{\gamma_0}$. Hence we also get two algebras: $B_{4.1}^{\gamma_0}$ and $B_{4.1}^{w_0}$.

What remains is to describe the 1-dimensional central extensions of $A_{3.1}$, where we use some theory from [10].

Let $\theta$ be a bilinear form on a vector space $V$ of characteristic 2. Then $\theta$ is called alternate if $\theta(v, v) = 0$ for all $v \in V$. The matrix of such a form can be taken to be block diagonal with blocks

$$\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},$$ 

or zero. So if dim $V$ is odd, then such a form is degenerate.

On the other hand, if $\theta$ is not alternate, then there exists a basis of $V$ with respect to which the matrix of $\theta$ is diagonal. Also, in the case of a finite field, all elements are squares. It follows that we obtain one 1-dimensional central extension of $A_{3.1}$, namely $A_{4.6}$.

Hence we get the following algebras over a finite field of characteristic 2: $A_{4.1}$, $A_{4.2}$, $A_{4.3}$, $A_{4.4}$, $A_{4.5}^0 (\alpha = 0, 1)$, $B_{4.1}^{\gamma_0} (\alpha = 0, \gamma_0)$, $A_{4.6}$, $A_{4.7}$, $A_{4.8}$.

So, funny, here we also get 11 algebras.
5.3. **Ground field** $\mathbb{R}$. By [10], Chapter V, Section 9, it follows that there are two $\text{GL}_3(\mathbb{R})$-orbits of usable 1-dimensional subspaces of the space of symmetric cocycles of $A_{3,1}$. They have representatives $\Sigma_{a,a} + \Sigma_{b,b} + \Sigma_{c,c}$ and $\Sigma_{a,a} + \Sigma_{b,b} - \Sigma_{c,c}$. So over $\mathbb{R}$ we get the following algebras: $A_{4,1}, A_{4,2}, A_{4,3}^\alpha (\alpha = -1,1), A_{4,4}, A_{4,5}^\alpha (\alpha = -1,0,1), A_{4,6}^\alpha, A_{4,7}^{1,-1}, A_{4,8}$. The total number is 12.

5.4. **Ground field** $\mathbb{Q}$. Again the problem is to classify the $\text{GL}(A_{3,1})$-orbits of usable 1-dimensional subspaces of the space of symmetric cocycles of $A_{3,1}$. Let $\theta, \eta$ be two such cocycles. They are called equivalent if they lie in the same $\text{GL}(A_{3,1})$-orbit. Here Hasse’s local-global principle holds: $\theta, \eta$ are equivalent if and only if they are equivalent over all $p$-adic fields, and over $\mathbb{R}$ ([10], §7.5, Theorem 2). This, however, does not yield an explicit classification of the symmetric cocycles up to equivalence. Furthermore, we are interested in a slightly different relation. Write $\theta \sim \eta$ if there is a $\phi \in \text{GL}(A_{3,1})$, and $\lambda \in \mathbb{Q}$ with $\phi \theta = \lambda \eta$. Also here an explicit classification is not in sight.

But, using ideas from [5] we can connect a 4-dimensional central simple associative algebra to the problem.

Let $A$ be the matrix of $\theta_{\alpha,\beta}$, that is $A$ is diagonal with $1, \alpha, \beta$ on the diagonal. Let $\mathfrak{g}_3(\mathbb{Q})$ be the Lie algebra of $3 \times 3$-matrices with coefficients in $\mathbb{Q}$, and set

$$\mathfrak{g}_A = \{ X \in \mathfrak{g}_3(\mathbb{Q}) \mid \text{there is a } \lambda \in F \text{ with } X^T A + AX = \lambda A \}.$$ 

Then $\mathfrak{g}_A$ is a 4-dimensional Lie algebra, spanned by the identity matrix and

$$X_1 = \begin{pmatrix} 0 & -\alpha & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad X_2 = \begin{pmatrix} 0 & 0 & -\beta \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad X_3 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & \beta \\ 0 & -\alpha & 0 \end{pmatrix}.$$ 

The subalgebra spanned by $X_1, X_2, X_3$ is simple; we denote it by $\mathfrak{g}_A^0$.

Consider

$$C_1 = \begin{pmatrix} 0 & 0 & -\alpha \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad C_2 = \begin{pmatrix} 0 & 0 & \alpha \beta \\ 0 & 0 & 1 \\ 0 & -\beta & 0 \end{pmatrix}, \quad C_3 = \begin{pmatrix} 0 & -\alpha \beta & 0 \\ 1 & 0 & 0 \\ 0 & 0 & -\alpha \beta \end{pmatrix}.$$ 

Then the $C_i$ together with the $4 \times 4$ identity matrix span a 4-dimensional central simple associative algebra over $\mathbb{Q}$, denoted $\mathcal{A}_A$. The map sending $X_i$ to $\frac{1}{2} C_i$ is an isomorphism of $\mathfrak{g}_A^0$ into the Lie algebra corresponding to $\mathcal{A}_A$ (i.e., with Lie product $[x,y] = xy - yx$).

Let $B$ now be the matrix corresponding to $\theta_{\gamma,\delta}$. Note that $\theta_{\alpha,\beta} \sim \theta_{\gamma,\delta}$ is equivalent to the existence of $M \in \text{GL}_3(\mathbb{Q})$ with $M^T AM = \lambda B$. Futhermore, if such $M$ exists then $M^{-1} \mathfrak{g}_A M = \mathfrak{g}_B$. But then also $\mathcal{A}_A$ and $\mathcal{A}_B$ are isomorphic over $\mathbb{Q}$. It follows that any maximal orders of these algebras will have the same discriminant.

As a consequence, if this does not happen then $\theta_{\alpha,\beta} \not\sim \theta_{\gamma,\delta}$. With MAGMA it is possible to compute maximal orders and their discriminants. Here are some cocycles that are not equivalent with respect to $\sim$ (the numbers in brackets are the discriminants): $\theta_{1,-1} (1), \theta_{1,1} (4), \theta_{3,3} (9), \theta_{5,-2} (36), \theta_{5,2} (100), \theta_{7,2} (25), \theta_{7,2} (49), \theta_{7,13} (169), \theta_{7,13} (676), \theta_{7,-13} (8281), \theta_{19,13} (61009)$.

Furthermore, we have that $\theta_{\gamma,\delta} \sim \theta_{1,-1}$ if and only if the curve given by $x^2 + \gamma y^2 + 2z^2 = 0$ has a rational point over $\mathbb{Q}$, if and only if the discriminant of a maximal order of $\mathcal{A}_B$ is 1.

**References**

[1] A. I. Borevich and I. R. Shafarevich. *Number theory*. Translated from the Russian by Newcomb Greenleaf, Pure and Applied Mathematics, Vol. 20. Academic Press, New York, 1966.
[2] W. Bosma, J. Cannon, and C. Playoust. The Magma algebra system. I. The user language. *J. Symbolic Comput.*, 24(3-4):235–265, 1997. Computational algebra and number theory (London, 1993).

[3] Dietrich Burde and Willem A. de Graaf. Classification of small-dimensional Novikov algebras. in preparation, 2010.

[4] Lindsay N. Childs. Elementary abelian Hopf Galois structures and polynomial formal groups. *J. Algebra*, 283(1):292–316, 2005.

[5] D. Cox, J. Little, and D. O’Shea. *Ideals, Varieties and Algorithms: An Introduction to Computational Algebraic Geometry and Commutative Algebra*. Springer Verlag, New York, Heidelberg, Berlin, 1992.

[6] Willem A. de Graaf, Michael Harrison, Jana Pilniková, and Josef Schicho. A Lie algebra method for rational parametrization of Severi-Brauer surfaces. *J. Algebra*, 303(2):514–529, 2006.

[7] S. C. Featherstonhaugh, A. Caranti, and L. N. Childs. Abelian Hopf Galois structures on prime-power Galois field extensions. submitted for publication, August 2010.

[8] Willem A. de Graaf. Classification of 6-dimensional nilpotent Lie algebras over fields of characteristic not 2. *J. Algebra*, 309(2):640–653, 2007.

[9] O. C. Hazlett. On the Classification and Invariantive Characterization of Nilpotent Algebras. *Amer. J. Math.*, 38(2):109–138, 1916.

[10] Nathan Jacobson. *Lectures in abstract algebra*. Springer-Verlag, New York, 1975. Volume II: Linear algebra, Reprint of the 1953 edition [Van Nostrand, Toronto, Ont.], Graduate Texts in Mathematics, No. 31.

[11] Guerino Mazzola. The algebraic and geometric classification of associative algebras of dimension five. *Manuscripta Math.*, 27(1):81–101, 1979.

[12] Guerino Mazzola. Generic finite schemes and Hochschild cocycles. *Comment. Math. Helv.*, 55(2):267–293, 1980.

[13] E. A. O’Brien. The $p$-group generation algorithm. *J. Symbolic Comput.*, 9(5-6):677–698, 1990. Computational group theory, Part 1.

[14] E. A. O’Brien and M. R. Vaughan-Lee. The groups with order $p^7$ for odd prime $p$. *J. Algebra*, 292(1):243–258, 2005.

[15] O. Timothy O’Meara. *Introduction to quadratic forms*. Classics in Mathematics. Springer-Verlag, Berlin, 2000. Reprint of the 1973 edition.

[16] Benjamin Peirce. Linear Associative Algebra. *Amer. J. Math.*, 4(1-4):97–229, 1881.

[17] R. S. Pierce. *Associative Algebras*. Springer-Verlag, New York, Heidelberg, Berlin, 1982.

[18] Björn Poonen. Isomorphism types of commutative algebras of finite rank over an algebraically closed field. In *Computational arithmetic geometry*, volume 463 of *Contemp. Math.*, pages 111–120. Amer. Math. Soc., Providence, RI, 2008.

[19] Tor Skjelbred and Terje Sund. Sur la classification des algèbres de Lie nilpotentes. *C. R. Acad. Sci. Paris Sér. A-B*, 286(5), 1978.

Dipartimento di Matematica, Università di Trento, Italy