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Abstract

This paper describes the TSUP team’s submission to the ISCSLP 2022 conversational short-phrase speaker diarization (CSSD) challenge which particularly focuses on short-phrase conversations with a new evaluation metric called conversational diarization error rate (CDER). In this challenge, we explore three kinds of typical speaker diarization systems, which are spectral clustering (SC) based diarization, target-speaker voice activity detection (TS-VAD) and end-to-end neural diarization (EEND) respectively. Our major findings are summarized as follows. First, the SC approach is more favored over the other two approaches under the new CDER metric. Second, tuning on hyperparameters is essential to CDER for all three types of speaker diarization systems. Specifically, CDER becomes smaller when the length of sub-segments setting longer. Finally, multi-system fusion through DOVER-LAP will worsen the CDER metric on the challenge data. Our submitted SC system eventually ranks the third place in the challenge.

Index Terms: speaker diarization, spectral clustering, TS-VAD, EEND

1. Introduction

Speaker diarization is to determine “who spoke when” in an audio stream that may contain an unknown number of speakers [1, 2]. It is an indispensable task in multimedia information retrieval, speaker turn analysis and audio processing [3, 4]. In particular, speaker diarization has the potential to significantly improve automatic speech recognition (ASR) accuracy in multi-speaker conversation scenarios [5, 6].

Clustering-based methods have dominated speaker diarization for many years, which is composed of multiple, independently-optimized modules including voice activity detection (VAD), speech segmentation, speaker embedding extraction and speaker clustering [7, 8]. Although these systems have shown superior performance in several speaker diarization challenges [5, 9], there are apparently two defects in such clustering-based methods. Specifically, they cannot properly deal with speaker overlap and the independent optimization of different sub-modules may lead to sub-optimal performance [10, 11, 12].

To deal with the overlapping speech problem particularly, speech separation can be used as a pre-processing step [5] and target-speaker voice activity detection (TS-VAD) can be adopted as a post-processing step [13]. Particularly, the use of TS-VAD has led the speaker diarization system to achieve state-of-the-art (SOTA) performance in several open challenges [9, 14]. However, TS-VAD has a drawback that the oracle information about the maximum number of speakers in an audio stream has to be known in advance.

Recently, end-to-end neural diarization (EEND) [15, 16] has been proposed to deal with both overlapping speech as well as to directly optimize a diarization system via diarization error minimization. Specifically, EEND treats speaker diarization as a classification task and estimates speech activities of all speakers jointly frame-by-frame. To solve the permutation problem [17], Fujita et al. introduced a permutation-free scheme [18, 19] particularly into the training objective function. Thus the EEND system is trained in an end-to-end fashion under the objective function that provides minimal diarization errors.

To advance the speaker diarization performance in conversational short-phrase scenario, ISCSLP2022 specifically held a CSSD challenge with a new conversation dataset. In conversations like agent-customer telephone calls, the speech utterance from each side is usually very brief and sometimes it is limited to only a short phrase, which results in frequent speaker changes. Speaker diarization in such a scenario poses particular challenges to both current systems as well as evaluation metrics. Different from the previous speaker diarization challenges [20, 21], the evaluation metric of the CSSD challenge is the so-called conversational diarization error rate (CDER) [22] rather than the typical diarization error rate (DER). Although DER has been used as a standard metric for speaker diarization for a long time, it fails to give enough emphasis to the short conversational phrases which last for a short time but accurate discrimination on them play a vital role to the downstream tasks such as speech recognition and understanding. Different from DER calculated on the time duration level, CDER is regardless of the length of the utterance, and all types of mistakes are equally reflected in the evaluation metric [22]. Under this measurement, short-phrase and long sentences have identical importance.

Considering the specific task and the new evaluation metric, in this paper, we make a comparative study on the aforementioned three typical speaker diarization approaches – spectral clustering (SC), TS-VAD and EEND. Our major findings are twofold. First, SC is more preferred by the new CDER metric because frame-level prediction nature of TS-VAD and EEND may lead to more errors on short segments, which makes small impact on DER but significant impact on CDER which equally treats long and short utterances. Second, tuning on hyperparameters is essential to CDER for all three types of speaker di-
arization system. Specifically, CDER will be reduced when the length of sub-segments setting longer. Finally our submitted spectral clustering system manages to win the third place in the challenge.

2. System Description

In the CSSD challenge, we explore several systems including SC, TS-VA-D and EEND, which are summarized in Figure 1. In addition, we also explore DOVER-LAP [23] to fuse the RTTM outputs inferred from the above three systems to get the final speaker diarization results.

2.1. Spectral Clustering System

A clustering-based speaker diarization system generally consists of VAD, speaker embedding extractor and clustering modules. In general, the VAD module can be simple energy-based or neural network based. Thanks to the recent advances in neural speaker verification, various types of speaker embedding extractors, including x-vectors [24], ResNet [25] and ECAPA-TDNN [26], can be considered to extract discriminative speaker embeddings from audio segments. As for the clustering step, agglomerative hierarchical clustering (AHC) [27] and spectral clustering [28] are the two typical methods.

In this challenge, we implement a ResNet-LSTM based VAD module similar to [14] using the allowed training data and its performance on the dev and test sets is comparable with that achieved by the TDNN-based VAD in Kaldi [29] which is trained using more data. The timestamp labels during training are generated from the transcripts of the training set. In our VAD module, the ResNet structure is first to extract frame-level feature map. Then the current frame feature map is concatenated with the feature maps from both the previous and next frames and the concatenated feature map then goes through a statistics pooling layer. Finally, two BLSTM layers and a linear layer are used to obtain the probabilities of speech for the current frame.

The structure of our speaker embedding extractor is ResNet34 [30], which is used to extract utterance-level embeddings after speaker segmentation. Finally, we adopt the spectral clustering algorithm to cluster the speaker identity of the embeddings. Spectral clustering has been widely adopted in speaker diarization. The conventional AHC approach is highly time-consuming where the processing time for an audio stream depends on the number of the initial segments. SC is thus introduced to mitigate this problem.

In details, spectral clustering is a graph-based clustering algorithm. After scoring pairs of sub-segment embeddings after speaker segmentation, we can get a similarity matrix. Given the similarity matrix $S$, SC finds a partition of the graph such that different groups edges have very low weights. Our implementation on SC is summarized in Algorithm 1.

2.2. Target-speaker Voice Activity Detection

A TS-VA-D system [13] aims to handle the overlapped speech in speaker diarization, which adopts the target-speaker embeddings to identify the specific speakers within the overlapped speech. The target-speaker embeddings are estimated based on the initial diarization results from the clustering-based system.

Our TS-VA-D system follows the structure in [30], which consists of a ResNet front-end and a detection back-end. We use a deep speaker embedding model to extract frame-level embeddings instead of the original TS-VA-D [13] taking four CNN layers to process the acoustic features. For audio, we expect to detect speech segments for each speaker. First, we use a ResNet34 network which has the same structure with the speaker embedding model to extract frame-level embeddings. Unlike speaker embedding model that applies statistics pooling to project variable-length utterances into fixed-length speaker representation embeddings, our TS-VA-D employs the same pooling on each frame which is combined with its adjacent frames to obtain frame-level embeddings. Then, the frame-level embeddings are concatenated with the target-speaker embeddings. Next, a Transformer encoder is used to extract detection state of each speaker. After that a BLSTM layer processes these detection states which are concatenated together to find relationship between each speaker. Finally, a linear layer with a sigmoid function are used to determine the probabilities of each speaker at every time step. By analyzing and processing the speech probabilities, we can obtain speech segments of each speaker.

2.3. End-to-End Neural Diarization

EEND adopts a single neural network to obtain the final diarization result directly from input audio feature. EEND is composed of an encoder block and a binary classification block. Given a sequence generated from an audio signal, encoder block extracts the feature containing diarization information and classification block estimates a two-dimensional sequence to express a probability of whether a speaker speaks at a frame. We employ permutation invariant training (PIT) [15] to traverse all orders and optimize the minimal one because changing speakers order does not affect the final result in diarization task. Eventually, each frame is classified into one of the following three cases, non-speaker, one-speaker and overlap.

In this challenge, we attempt two kinds of model structures, which are residual auxiliary EEND (RX-EEND) [31] and speaker-wise chain EEND (SC-EEND) [32]. In RX-EEND, each encoder block is enriched by a residual connection to restrict gradient to a reasonable range. In addition, the output tensor of the encoder block with the exception of the last block is aggregated to calculate an extra auxiliary loss to gather more diarization information. In SC-EEND, there is an LSTM layer to model the relation that whether a speaker spoken in the past will affect other speakers between different speakers since we will indeed be temporarily silent when the other person is talking during the real conversation. RX-EEND improves the structure of the network and SC-EEND models a more appropriate structure in the application scene.

---

Algorithm 1 Spectral clustering algorithm

**Input:** The similarity matrix $S \in \mathbb{R}^{n \times n}$

**Output:** The clustering label of every segment embedding.

1. Set similarity matrix $S$ diagonal elements to 0.
2. Compute the normalized Laplacian $L_{norm}$ of matrix $S$.
3. Compute the eigenvalues and eigenvectors of $L_{norm}$.
4. Compute the number of cluster $k$. In our implementation, we set a threshold $\alpha$ and count the number of eigenvalues which is below $\alpha$ as $k$.
5. Concatenate the eigenvectors $\lambda_1, \cdots, \lambda_k$ as columns corresponding to the $k$ smallest eigenvalues into a matrix $P \in \mathbb{R}^{n \times k}$.
6. For $i = 1, \cdots, n$, let $r_i$ be the $i$-th row of $P$. Cluster row vectors $r_1, \cdots, r_n$ with the $k$-means algorithm.
7. Return The label of each embedding $A_1, A_2, \cdots, A_n$ where $A_i = \{j|j = 1, \cdots, k\}$
3. Experiments

In this section, we first describe the model configuration and training details. Then the score metric used in the challenge is introduced. Finally we report the experimental results and major findings.

3.1. Model Configuration and Training

3.1.1. Speaker Embedding Model

Following the challenge rules, our experiments are conducted on VoxCeleb [33], CN-Celeb [34] and MagicData-RAMC [35] datasets. We use ResNet34 as the speaker embedding model which has \{32, 64, 128, 256\} channels of residual blocks. The pooling layer is statistics pooling and the embedding size is 128. AAMSoftmax [36] with a margin of 0.2 and scale of 32 is used to train the ResNet34 model. The input of model is 1.5s fix-chunked wave and the acoustic feature is 80-dim log Mel filter bank feature with 25ms frame length and 10ms frame shift. Specifically, we use a two-stage training strategy to optimize the speaker embedding extractor. First, we pre-train the speaker embedding extractor for 10 epochs with the VoxCeleb and CN-Celeb datasets and the learning rate is set to 0.01. To mitigate the mismatch between the pre-training datasets and the MagicData-RAMC data, we adopt fine-tuning to get the in-domain speaker embedding extractor. Specifically, the model is fine-tuned for 30 epochs using the non-overlapped speech segments of MagicData-RAMC training set and the learning rate is set to 0.001. The optimizer is Adam. We also perform online data augmentation during the training of the speaker embedding model. Specifically, frequency-domain SpecAug [37], additive noise augmentation [38] and reverberation augmentation [39] are adopted.

3.1.2. VAD

We implement a ResNet-LSTM based VAD model which follows the configuration in [14]. The input is 16s chunked waveform, and the acoustic feature is 80-dim log Mel filter bank with a frame size of 25ms and a frame shift of 10ms. The model is trained on the MagicData-RAMC training set for 30 epochs with a learning rate of 0.0001. We optimize the model with binary cross-entropy (BCE) loss and Adam optimizer.

3.1.3. TS-VAD

We build a simulated dataset from the MagicData-RAMC training set for training the TS-VAD model. The data simulation method is similar to that described in [30]. First, we extract all non-overlapped speech segments from the MagicData-RAMC training set for each speaker. Then, the corresponding labels are extracted from the transcripts associated with the MagicData-RAMC training set. The difference is that we do not remove the silence region, which aims to learn silence information so that TS-VAD can detect speaker change region better. Finally, in training stage, we fill the activated region with non-overlapped speech segments.

The ResNet front-end configuration is the same as the speaker embedding model as well as the Transformer encoder includes four encoder layers with 256 attention units containing 2 heads and 1024 internal units. The TS-VAD model is first trained on the simulated dataset for 10 epochs with freeze ResNet34 front-end. Next, we train the whole system for 5 epochs further on the simulated dataset. Finally, we fine-tune the whole system using the MagicData-RAMC training set. We apply the learning rate of 0.001 when training on the simulated dataset and 0.00001 during the fine-tuning stage respectively. The model is optimized with binary cross-entropy (BCE) and Adam optimizer.

In the inference stage of TS-VAD model, we first extract all the non-overlapped speech segments from the results of the SC system. Then we extract the target-speaker embeddings. Next, we split one audio stream into 16s chunk waves with a 4s shift as the input of the TS-VAD model. After getting the probabilities of each speaker at the frame level, we use median filtering with a window size of 5 to smooth the probabilities. Then we binarize the probabilities with the threshold of 0.9 and delete speech segments shorter than 0.1s.

3.1.4. EEND

In the RX-EEND and SC-EEND models, we use four encoder blocks with 256 attention units containing four heads. We use 2048 internal units in a position-wise feed-forward layer. The input feature is 23-dim log Mel filter bank with total of 15 frames context and sub-sampling ratio is 10. The loss function is BCE with the permutation-free scheme. The Adam optimizer is used, where the learning rate schedule with warm-up steps of 100,000 is applied [40].

EEND has two stages in training. Initially, we simulate 100,000 two-speakers conversations as training data and reserve 500 for evaluation. The simulation algorithm is described in [15]. We train a pre-train model using these simu-data for 100 epochs. Afterwards, we fine-tune the pre-train model using MagicData-RAMC training set for 30 epochs with 0.00001 learning-rate. In the inference stage, we prepare a 50 frames buffer [41] to save partial input sequence and corresponding
prediction from model to prevent memory overflow, because the average duration of MagicData is 30 minutes which is too large to process the entire audio in GPU.

3.2. Score Metric

The speaker embedding models are evaluated by equal error rate (EER) and min detection cost function (minDCF) with $P_{\text{target}} = 0.01$ and $C_{\text{F,A}} = C_{\text{M,miss}} = 1$.

The speaker diarization task generally employs diarization error rate (DER) as an evaluation metric on time duration level. In order to make all types of mistakes equally reflect in the final evaluation metric, this challenge adopts conversational-DER (CDER) [22] to evaluate the performance of the speaker diarization system on the sentence level.

3.3. Experimental Results

3.3.1. Speaker Embedding Model

Speaker embedding extractor contributes a lot to the performance of the speaker diarization system. So we first evaluate the EER/minDCF of our speaker embedding extractor and results which are shown in Table 1. After fine-tuning, the EER/minDCF on MagicData-RAMC dev and test set are absolutely reduced by 0.45%/0.04 and 0.17%/0.02 respectively.

Table 1: The EER (%) and minDCF observer of speaker embedding model.

| Training     | EER | minDCF | EER | minDCF | EER | minDCF |
|--------------|-----|--------|-----|--------|-----|--------|
| Pre-training | 1.27| 0.14   | 7.13| 0.45   | 4.40| 0.56   |
| Fine-tuning  | 2.95| 0.52   | 3.15| 0.32   | 0.26| 0.24   |

3.3.2. VAD

Table 2 shows the false alarm (FA), miss detection (MISS) and accuracy (ACC) on MagicData-RAMC dev set and test set. We report the performance of Kaldi VAD model and our ResNet-LSTM VAD model at different thresholds. As presented in Table 2, the ResNet-LSTM VAD model and Kaldi VAD model have comparable performance. When we evaluate CDER performance after each VAD model is integrated into the overall speaker diarization system, we find ResNet-LSTM VAD(0.5) model achieves the lowest CDER. Therefore, ResNet-LSTM is selected as the VAD module in our submitted speaker diarization system.

Table 2: The false alarm (FA), miss detection (MISS) and accuracy (ACC) of VAD models at different threshold.

| Model          | MagicData-Dev | MagicData-Test |
|----------------|---------------|---------------|
| FA             | MISS          | ACC           |
| Kaldi VAD [29] | 8.19          | 95.69         | 8.35          | 95.16          |
| ResNet-LSTM (0.5) | 6.37          | 92.11         | 6.80          | 93.05          |
| ResNet-LSTM (0.4) | 6.87          | 93.13         | 5.95          | 94.05          |
| ResNet-LSTM (0.3) | 5.98          | 94.02         | 5.00          | 95.00          |

3.3.3. Speaker Diarization

Table 3 shows the DER (collar=0.25) and CDER results of all the systems on the MagicData-RAMC dev, test set and final blind test set. Results show that all the performance of our models are better than those of baseline [22] on CDER. For the TS-VAD model, we obtain the best CDER of 9.70% on the dev set. In addition, the SC system achieves the lowest CDER of 9.50% on the test set. On blind-test set, the TS-VAD model does not achieve the acceptable result. Finally, we obtain a CDER of 9.10% in SC system, which is our submitted results on the leaderboard of CSSD challenge.

Table 3: The DER (%) and CDER (%) of different speaker diarization systems on MagicData-RAMC dev, test and blind test sets.

| Model               | MagicData-Dev | MagicData-Test | Blind-Test |
|---------------------|---------------|---------------|------------|
| DER                 | CDER          | DER           | CDER       | CDER       |
| Baseline            | 5.57          | 26.90         | 7.96       | 28.20      | -           |
| SC                  | 14.33         | 12.00         | 18.19      | 9.50       | 16.40       |
| TS-VAD              | 12.79         | 9.70          | 17.52      | 10.50      | 16.40       |
| RX-EEND             | 12.05         | 16.30         | 12.01      | 19.20      | -           |
| SC-EEND             | 11.29         | 17.80         | 13.36      | 24.20      | -           |
| SC&T-S-VAD Fusion   | 18.22         | 11.40         | 16.82      | 13.40      | -           |

After manual tuning hyperparameters, we find that CDER is reduced as the length of sub-segments setting longer. Figure 2 shows the trend of the influence of sub-segments duration to the DER/CDER. Since the penalty of mistakes caused by different lengths in the calculation of CDER is the same, the expanse of the mistake penalty caused by short sub-segments is relatively larger. We observe that longer sub-segment duration can help to reduce this kind of mistake, which improves the performance of CDER at the same time. This means that a sentence from one speaker is divided into several sub-segments with short duration, and these sub-segments may be recognized as two or more speakers, which leads to serious error. As a result, longer sub-segment can help to avoid this problem.

Furthermore, the DOVER-LAP [23] fusion strategy is used to fuse the SC and TS-VAD systems. However, the CDER of the fusion result decreases to 11.40%/13.40% on MagicData-RAMC dev and test sets respectively. This is mainly because there is few speaker overlaps in the MagicData-RAMC dataset while DOVER-LAP is originally designed to better handle overlapped speech via voting.

4. Conclusion

In the ISCSLP2022 CSSD challenge, we have explored three different speaker diarization systems – spectral clustering (SC), target speaker VAD (TS-VAD) as well as end-to-end neural diarization (EEND). Our study shows that spectral clustering based speaker diarization is still competitive in the current challenge setup, i.e., accessing speaker diarization performance via the new CDER metric for conversations composed of short-phrase. With the submitted SC system, we achieve our lowest CDER of 12.0% and 9.5% on the dev set and test set respectively, eventually leading our system to the 3rd rank on the blind test set.
5. References

[1] X. Anguera, S. Bozonnet, N. Evans, C. Fredouille, G. Friedland, and O. Vinyals, “Speaker diarization: A review of recent research,” TASLP, vol. 20, no. 2, pp. 356–370, 2012.

[2] T. J. Park, N. Kanda, D. Dimitriadis, K. J. Han, S. Watanabe, and S. Narayanan, “A review of speaker diarization: Recent advances with deep learning,” Computer Speech & Language, vol. 72, p. 101317, 2022.

[3] Q. Wang, C. Downey, L. Wan, P. A. Mansfield, and I. L. Moreno, “Speaker diarization with lstm,” in ICASSP. IEEE, 2018, pp. 5239–5243.

[4] J. Basu, S. Khan, R. Roy, M. Pal, T. Basu, M. S. Bepari, and T. K. Basu, “An overview of speaker diarization: Approaches, resources and challenges,” in O-COCOSDA. IEEE, 2016, pp. 166–171.

[5] X. Xiao, N. Kanda, Z. Chen, T. Zhou, T. Yoshioka, S. Chen, Y. Zhao, G. Liu, Y. Wu, J. Wu et al., “Microsoft speech diarization system for the voxceleb speaker recognition challenge 2020,” in ICASSP. IEEE, 2021, pp. 5824–5828.

[6] F. Yu, S. Zhang, Y. Fu, L. Xie, S. Zheng, Z. Du, W. Huang, P. Guo, Z. Yan, B. Ma et al., “M2net: The icassp 2022 multi-channel multi-party meeting transcription challenge,” in ICASSP. IEEE, 2022, pp. 6167–6171.

[7] H. Ning, M. Liu, H. Tang, and T. S. Huang, “A spectral clustering approach to speaker diarization,” in Ninth International Conference on Spoken Language Processing, 2006.

[8] Q. Lin, R. Yin, M. Li, H. Bredin, and C. Barras, “Listm based similarity measurement with spectral clustering for speaker diarization,” INTERSPEECH, 2019.

[9] Y.-X. Wang, J. Du, M. He, S. Niu, L. Sun, and C.-H. Lee, “Scenario-dependent speaker diarization for dihard-iii challenge.” in INTERSPEECH, 2021, pp. 3106–3110.

[10] D. Raj, Z. Huang, and S. Khudanpur, “Multi-class spectral clustering with overlaps for speaker diarization,” in SLT. IEEE, 2021, pp. 582–589.

[11] K. Wang, X. Mao, H. Wu, C. Ding, C. Shang, R. Xia, and Y. Wang, “The Bytedance speaker diarization system for the voxceleb speaker recognition challenge 2021,” INTERSPEECH, 2021.

[12] T. J. Park, K. J. Han, M. Kumar, and S. Narayanan, “Auto-tuning spectral clustering for speaker diarization using normalized maximum eigengap,” SPL, vol. 27, pp. 381–385, 2019.

[13] I. Medennikov, M. Korenevsky, T. Prisyach, Y. Khokhlov, M. Korenevskaya, I. Sorokin, T. Timofeeva, A. Mitrofanov, A. Andrusenko, I. Podluchny et al., “Target-speaker voice activity detection: a novel approach for multi-speaker diarization in a dinner party scenario,” INTERSPEECH, 2020.

[14] W. Wang, D. Cai, Q. Lin, L. Yang, J. Wang, J. Wang, and M. Li, “The dku-dukece-levono system for the diarization task of the 2021 voxceleb speaker recognition challenge,” INTERSPEECH, 2021.

[15] Y. Fujita, N. Kanda, S. Horiguchi, K. Nagamatsu, and S. Watanabe, “End-to-end neural speaker diarization with permutation-free objectives,” INTERSPEECH, 2019.

[16] Y. Fujita, N. Kanda, S. Horiguchi, Y. Xue, K. Nagamatsu, and S. Watanabe, “End-to-end neural speaker diarization with self-attention,” in ASRU. IEEE, 2019, pp. 296–303.

[17] S. Adavanne and T. Virtanen, “A report on sound event detection with different binaural features,” arXiv preprint arXiv:1710.02997, 2017.

[18] J. R. Hershey, Z. Chen, J. Le Roux, and S. Watanabe, “Deep clustering: Discriminative embeddings for segmentation and separation,” in ICASSP. IEEE, 2016, pp. 31–35.

[19] D. Yu, M. Kolbæk, Z.-H. Tan, and J. Jensen, “Permutation invariant training of deep models for speaker-independent multi-talker speech separation,” in ICASSP. IEEE, 2017, pp. 241–245.

[20] N. Ryant, P. Singh, V. Krishnamohan, R. Varma, K. Church, C. Cieri, J. Du, S. Gangapathy, and M. Liberman, “The third du-hard diarization challenge,” INTERSPEECH, 2020.

[21] A. Brown, J. Huh, J. S. Chung, A. Nagarani, and A. Zisserman, “Voxsec 2021: The third voxceleb speaker recognition challenge,” arXiv preprint arXiv:2201.04583, 2022.

[22] G. Cheng, Y. Chen, R. Yang, Q. Li, Z. Yang, L. Ye, P. Zhang, Q. Zhang, L. Xie, Y. Qian et al., “The conversational short-phrase speaker diarization (cspd) task: Dataset, evaluation metric and baselines,” arXiv preprint arXiv:2208.00402, 2022.

[23] D. Raj, L. P. Garcia-Pera, R. Zhang, S. Watanabe, D. Povey, A. Stolcke, and S. Khudanpur, “Dover-lap: A method for combining overlap-aware diarization outputs,” in SLT. IEEE, 2021, pp. 881–888.

[24] D. Snyder, D. Garcia-Romero, G. Sill, D. Povey, and S. Khudanpur, “X-vectors: Robust dnn embeddings for speaker recognition,” in ICASSP. IEEE, 2018, pp. 5329–5333.

[25] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in CVPR. IEEE, 2016, pp. 770–778.

[26] B. Desplanques, J. Thienpondt, and K. Demuynck, “Ecaap-tmd: Emphasized channel attention, propagation and aggregation in tmd based speaker verification,” INTERSPEECH, 2020.

[27] F. Murtagh and P. Contreras, “Algorithms for hierarchical clustering: an overview,” Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery, vol. 2, no. 1, pp. 86–97, 2012.

[28] D. S. Park, W. Chan, Y. Qin, and M. Li, “Cross-channel attention-based target speaker voice activity detection: Experimental results for the m2net challenge,” in ICASSP. IEEE, 2022, pp. 9171–9175.

[29] Y. Yu, D. Park, and H. K. Kim, “Auxiliary loss of transformer with residual connection for end-to-end speaker diarization,” in ICASSP. IEEE, 2022, pp. 8377–8381.

[30] Y. Fujita, S. Watanabe, S. Horiguchi, Y. Xue, J. Shi, and K. Nagamatsu, “Neural speaker diarization with speaker-wise chain rule,” arXiv preprint arXiv:2006.01796, 2020.

[31] A. Nagarani, J. S. Chung, and A. Zisserman, “Voxceleb: a large-scale speaker identification dataset,” INTERSPEECH, 2017.

[32] Y. Fan, J. Kang, L. Li, K. Li, H. Chen, S. Cheng, P. Zhang, Z. Zhou, Y. Cai, and D. Wang, “Cn-celeb: a challenging chinese speaker recognition dataset,” in ICASSP. IEEE, 2020, pp. 7604–7608.

[33] D. Snyder, G. Chen, and D. Povey, “Open source magicdata-ramc: A rich annotated mandarin conversational (rame) speech dataset,” arXiv preprint arXiv:2203.16844, 2022.

[34] J. Deng, J. Guo, N. Xue, and S. Zafeiriou, “Arcface: Additive angular margin loss for deep face recognition,” in Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, 2019, pp. 4690–4699.

[35] D. S. Park, W. Chan, Y. Zhang, C.-C. Chiu, B. Zoph, E. D. Cubuk, and Q. V. Le, “Specaugment: A simple data augmentation method for automatic speech recognition,” INTERSPEECH, 2019.

[36] D. Snyder, G. Chen, and D. Povey, “Musan: A music, speech and noise corpus,” arXiv preprint arXiv:1510.08484, 2015.

[37] E. A. Habets, “Room impulse response generator,” Technische Universiteit Eindhoven., Tech. Rep, vol. 2, no. 2, p. 1, 2006.

[38] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, L. Kaiser, and I. Polosukhin, “Attention is all you need,” Advances in neural information processing systems, vol. 30, 2017.

[39] Y. Xue, S. Horiguchi, Y. Fujita, S. Watanabe, P. Garcia, and K. Nagamatsu, “Online end-to-end neural diarization with speaker-triggering buffer,” in SLT. IEEE, 2021, pp. 841–848.