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1 Introduction

The aim of this research is to investigate the impact and potential of non-educational chatbots for the enhancement of conflict-solving skills in the foreign language (L2) in an academic context. In particular, I will focus on following research objectives: (i) identifying how the learners perceive the chatbot Elbot as a language learning tool, and (ii) defining to what extent the interaction with Elbot influences the learners’ development of basic strategies to deal with conflicts. In so doing, I will also (i) clarify the position of the chatbot in the didactic triangle, i.e. in the field of mutual relations involving learners, teachers, and foreign language (Kansanen, Meri 1999, 111-12), and (ii) suggest how to concretely develop an edu-bot based on a non-educational chatbot from the point of view of teaching methodology and action-oriented foreign language education.

As “intelligent conversational agents with complex, goal-driven behaviour” (Kerly, Hall, Bull 2006, 178), chatbots find an application in several areas, including e-commerce, entertainment, and most recently education (Bii 2013, 218-20; Istrate 2018, 471-3; Wang, Petrina 2013, 127-8). In particular, the use of chatbots as language learning tools has gained more and more attention since the release of some popular educational chatbots, e.g. Duolingo Bots, which offered a limited set of conversations in German, French, and Spanish on iOS systems from 2016 to 2018 (Mazzilli 2019, 145-7).

In this study, I will focus on the German-speaking version of Elbot, a text-based non-educational chatbot, and on its use in a university German course in order to enhance the learners’ conflict-solving skills in the L2, which is one of the greatest challenges of foreign language education both in academic and professional contexts. In fact, dealing with conflicts in a foreign language requires not only a punctual comprehension of the interaction structure, but also the experimentation of several strategies and expressions in order to reach ideally a win-win situation (Heringer 2017, 232-41). This process is much more effective if the experimentation (a proper micro-training) takes place in a stress-free learning environment with non-judging interlocutors. Unfortunately, it is difficult to simulate a conflict under such conditions with human partners, whereas chatbots (even non-educational ones) could contribute to offering an adequate experience for this specific learning goal.

In order to investigate the above-mentioned research questions, I proceeded to (i) clarify the definition and characteristics of modern chatbots, (ii) explore the scientific literature on the use of chatbots

---

1 Elbot was designed by Fred Roberts in 2006 with Artificial Solutions’ technology for entertainment purposes. It is available here: http://www.elbot.de/.
for language education (e.g. Bibauw, François, Desmet 2015; Huang et al. 2017; Wang, Petrina 2013) and (iii) design and conduct the lesson/experiment Konflikte im Alltag (‘conflicts in everyday life’) to examine the learners’ perception of Elbot and its impact on the learners’ behaviour through the collection and mixed analysis of empirical data (learners’ responses to a questionnaire about the perception of Elbot as learning tool and selected learners’ texts and notes produced during the lesson while and after interacting with Elbot). The results of this study will show (i) in what direction the development of language learning tools based on human-computer interaction should go, and especially (ii) how an edu-bot based on a non-educational chatbot (such as Elbot) and aimed to contribute to a stress-free learning environment should look like.

2 Definition and Main Characteristics of Chatbots

As mentioned above, chatbots are “intelligent conversational agents with complex, goal-driven behaviour” (Kerly, Hall, Bull 2006, 178). They are one of the several manifestations of artificial intelligence (AI), which is based on the automation of cognitive processes and on the simulation of human behaviour (Russell, Norvig 2016, 1020). Since we still do not have a strong AI at our disposal, i.e. a thinking system with an individual consciousness, this complex and intelligent behaviour can only be simulated at the moment, still with several critical points on the structural and thematic side, as the following example involving the multilingual chatbot Cleverbot2 shows:

(1) NutzerIn: Do you have friends?
(2) Cleverbot: Not really.
(3) NutzerIn: Why not?
(4) Cleverbot: Because I don’t like math that much. (Mazzilli 2018, 18)

In this case, even if there are no critical points on the cohesive side (e.g. the correlation ‘why’/’because’ is correctly applied in this short exchange), the text is not consistent on a thematic level, since Cleverbot (line 4) does not answer the user’s question (line 3) in a plausible way. Its response does not correspond at all to the general topic of the conversation (i.e. friendship). In spite of the occurrence of such phenomena in the interaction with chatbots (e.g. non sequitur), this has not prevented them from spreading out during the last decades, especially on social media (Lotze 2016, 39-40; Mazzilli 2018,

2 https://www.cleverbot.com/.
Kerly, Hall, and Bull (2006, 178) identify the following characteristics of chatbots, included in their above-mentioned definition:

- **intelligence:** chatbots aim to imitate intelligent communicative behaviour designed for pursuing a specific goal. Since it is de facto still impossible to formulate a consistent definition of intelligence, it is meant here as the capability of (inter)acting in a human-like way (Storp 2002, 1).

- **conversational agent:** as “chatting robot[s]” (Lotze 2016, 39), these systems are chat-based programs which are capable of (i) elaborating texts written by human and non-human users in a natural language, and (ii) reacting to these texts in a natural language (Tewes 2005, 243; Lotze 2016, 39; Storp 2002, 1). Besides, the conversational agents examined in this research should not be mistaken for bad bots and social bots, which can be “directed to attack users (targets) to pursue a variety of latent goals, such as to spread information or to influence users” (Wagner et al. 2012, 41).

- **complexity:** regardless of whether chatbots are available on a web site or as an application that can be installed on an electronic device, their architecture tends to include (Tewes 2005, 248-51): (i) a database consisting of words, clauses, sequences or entire dialogues organised according to specific criteria, (ii) a programming language, and (iii) other components for managing the interaction (dialogue manager etc.) or producing multimodal outputs (graphic interface etc.).

- **goal-drivenness:** chatbots are always developed to pursue a specific goal (informing, entertaining etc.). This goal can be more or less binding in regard to the ‘behaviour’ of the chatbot itself, influencing the variety and the characteristics of its contribution to the interaction (Tewes 2005, 253).

- **behaviour:** some of the most important issues of chatbots (e.g. lack of coherence and credibility in the interaction) can be partly solved by developing a personality (or persona), created by programmers and manifesting through a specific linguistic behaviour as well as some meta-information available on the web site and/or on the profile of the chatbot in order to ‘justify’ its flaws (Lotze 2016, 39-40; Tewes 2005, 261).

Nowadays, chatbots play a more and more important role in the digital landscape. According to the IT security company Imperva Incapsula (ex Distil Networks), the non-human data traffic reached 37.9% of the entire data traffic on the Internet in 2019.³ Although the first dialogue

---

³ [https://www.imperva.com/resources/resource-library/reports/bad-bot-report-2019-the-bot-arms-race-continues/](https://www.imperva.com/resources/resource-library/reports/bad-bot-report-2019-the-bot-arms-race-continues/)
systems were conceived in 1950 by the British mathematician Alan Turing and they were created starting from 1964.\textsuperscript{4} Chatbots began to attract more and more attention in the 1990s, with massive applications starting from the first years of the 21st century. Currently, chatbots are designed to solve several tasks according to their goals, regardless of whether they are commercial or non-commercial (Lotze 2016, 326; Storp 2002, 1-2). They even find an application in the area of general and language education. For example, the language learning platform Duolingo offered iOS users a set of three Duolingo Bots between 2016 and 2018 to practice respectively German, French, and Spanish through short chat-based dialogues (Mazzilli 2019, 145-7).

3 Related Research: Chatbot as Language Learning Tools

More and more often, the research has recently focused on chatbots as learning tools, although they are not just as present in the teaching practice, probably due to their critical aspects concerning structural and thematic incoherence (Bibauw, François, Desmet 2015, 60-2). In spite of these limits, the research has identified (also empirically) several applications and potentials of chatbots as learning tools and interlocutors in the L2,\textsuperscript{5} e.g. high motivational potential, sensitisation for several linguistic varieties etc. (Huang et al. 2017, 153-5; Wang, Petrina 2013, 127-8).

The scientific literature on the potential of chatbots for language education discusses their use in order to solve some common problems concerning language learning in formal contexts for adult learners, such as: (i) overcoming foreign language anxiety, which is meant as a response to “learning and using a language other than one’s mother tongue” (Tóth 2010, 18), (ii) developing communicative competence, defined by Balboni (2012, 72-3) as a combination of several partial competences involved in the interaction between mind and world, and (iii) dealing with conflicts in the L2, i.e. overcoming situations in which the communication fails due to misunderstandings, critical incidents etc. (Heringer 2017, 54-5). Some aspects of these problems can be partly solved by using digital learning instruments such as computers and smartphones as well as the corresponding forms of communication, e.g. chat (Grünewald 2016; Marques-Schäfer 2013, 42-6). Depending on their use, these means (including software) can

\textsuperscript{4} The first chatbot ever developed was called ELIZA and was created by the computer scientist Joseph Weizenbaum in 1964.

\textsuperscript{5} I focused especially on studies conducted in the area of English L2 or ESL, which offers a specific literature on the issue (Bibauw, François, Desmet 2015), and German L2, which is still developing in this direction (Wolski 2019; Mazzilli 2019).
be seen as (i) instruments generating learning contents and/or (ii) assistants guiding the learners throughout the learning process.

In particular, the research has focused on two general formats for the use of chatbots for foreign language education so far: (i) chatbots as interlocutors during ‘free’ dialogues, i.e. dialogues which are not characteristic for a specific situation dependent on place and time, and (ii) chatbots as interlocutors during the simulation of specific situations, i.e. for text-based roleplays concerning a specific setting (ticket booking, restaurant orders etc.). Although the first case can also be inherently a simulation (of human-human communication), it is not bound to a specific setting. Therefore, it differs from the second case of application.

Small talk pertains to the first category of applications (Goda et al. 2014, 1-3). Unlike interactions in the L2 with human interlocutors, interactions with chatbots are not bound to a specific setting (since chatbots are always available, as long as the Internet connection is stable). As non-human and non-judging interlocutors, chatbots tend to guarantee a stress-free and emotionally sustainable interaction, which can contribute to overcoming foreign language anxiety (Huang et al. 2017, 154-5; Rubesch 2013, 160-8).

In regard to the second category, unlike interactions with human interlocutors that are based on certain behavioural patterns, chatbots give unexpected answers, which the learners are confronted with in order to pursue their goal in a simulated, but still not easily predictable situation (Huang et al. 2017, 151-3; Istrate 2018, 471-3). Thus, the learners act in the L2 and use the L2 to enhance their communicative competence by interacting with chatbots that simulate specific roles and personas (waiter/tress, receptionist etc.).

Although chatbots and edu-bots are still interactionally rudimentary, the research has already identified and empirically examined several applications of chatbots for educational purposes, especially to solve the above-mentioned problems of language education for adults in an academic context. In particular, the following applications of chatbots contribute to the overcoming of foreign language anxiety and to the enhancement of communicative competence according to the research: (i) “impersonation game” (Carpenter, Freeman 2005, 1) to deal with cultural aspects of the L2, especially through the chatbot-based simulation of a specific personality, and (ii) chatbots as dialogue-based interactive glossaries (Bii 2013).

In all these cases, the research on the potential of chatbots for language education has led to partially contradictory results. On the one hand, chatbots consent a stress-free interaction in the L2 because of their motivating and non-human (i.e. non-judging) character (Goda et al. 2014, 2-4; Wang, Petrina 2013, 127); on the other hand, the realisation of a structurally and semantically coherent interaction is still problematic for the most chatbots (Lotze 2016, 381-3; Mazzilli 2018,
At least two elements have not been sufficiently considered yet, even in the most recent research on the topic: (i) the potential of chatbots (even the potential of their most critical aspects) as problematic interlocutors, and (ii) the learners’ perception and reception of chatbots used for simulating and solving conflicts in the L2. These are the points of work for the present research.

4 Research Design

I offered my own contribution to the study of the impact of chat-based human-computer interaction on the acquisition and application of basic strategies to overcome conflicts in the L2 by designing and conducting the lesson/experiment Konflikte im Alltag (‘conflicts in everyday life’). The main goals of the experiment were (i) to produce a concrete example for the use of chatbots as tools to enhance conflict-solving skills in the L2, (ii) to collect and analyse the corresponding empirical data gathered during and after the experiment, and (iii) to reflect on the use of non-educational chatbots for language learning as well as on how to enhance them and to what extent they can be used instead of or in combination with edu-bots in language education.

The experiment focused on the use of Elbot for German learning in an academic context. It consisted of a 75-minute lesson in the German language course for first-degree Foreign Languages students in their third and last year of study at the Aldo Moro University of Bari (Italy). This lesson was a single teaching event for the experimentation with Elbot for educational purposes. I held the lesson Konflikte im Alltag according to the principles of action-oriented learning (handlungsoorientierte Didaktik, see Linthout 2004), which is based on the learners’ holistic involvement, on the enhancement of their autonomy, and on the creation of a relaxed learning environment (Meyer 1996, 412-20; Linthout 2004, 7-8).

When the lesson/experiment was conducted, the 28 participants’ German level was a B1, according to the Common European Framework of Reference for Languages. They worked mostly in pairs during the lesson, which took place in a computer room at the above-mentioned university. Among the several learning goals, I focused on the following: (i) development of awareness in regard to the use of insults and hate speech on the Internet, (ii) better understanding of how conflicts work, (iii) adoption of basic strategies and use of appropriate expressions to solve conflicts, and (iv) development of digi-

---

6 For further information, visit the following website: https://www.coe.int/en/web/common-european-framework-reference-languages.
tal literacy (i.e. the capability of dealing with technology in a critical way, see Marques-Schä fer 2013, 38), especially concerning chatbots.

During the lesson, the learners used Elbot to simulate and solve a conflict by intervening directly in the development of the open interaction7 with Elbot, either individually or in pairs. The decision to use Elbot among many other educational and non-educational German-speaking alternatives is justified by the fact that the German version of this chatbot was developed to entertain German native speakers and not as an educational tool (Lotze 2016, 55-9). This means that Elbot offers authentic occasions to practice the language, according to the usual classification of learning materials in authenticity and non-authenticity categories. Elbot is also one of the most frequently examined chatbots in the German-speaking linguistic research, which makes it easier to interpret its interaction patterns and modes, e.g. irony. Besides, Elbot is free and provided with an explicative avatar [fig. 1] as well as a set of meta-information about its persona, e.g. its profession (‘humanologist’).

The lesson and the corresponding worksheet consisted of eight activities, which refer to three different phases of the lesson: motivational/global phase (activities 1-3), elaboration/analysis (activities 4-7), and application/synthesis (activity 8). The learners used Elbot in the second phase of the lesson, which was also the longest one [tab. 1].

7 The dialogues with Elbot were not constraint in any way, nor Elbot’s responses were controlled during the lesson. The adequacy of Elbot’s reactions in regard to the learning goals was guaranteed by the fact that, similarly to other chatbots, Elbot is programmed to temper any conflict and to keep the conversation going as long as possible, which results in a tendency to apply basic conflict-solving strategies every time the users send a potentially critical response, e.g. insults (Lotze 2016, 334-46).
Table 1 Phases of the lesson/experiment Konflikte im Alltag

| Phase          | Duration | Description                                                                                                                                 |
|----------------|----------|---------------------------------------------------------------------------------------------------------------------------------------------|
| Motivation     | 10 minutes | - activation of previous knowledge about insults and hate speech in the L2 through visual inputs  
                 | (activities 1-3) | - comprehension and analysis of a web-based conflict in the L2 with focus on the use and on the effect of insults on the interaction |
| Elaboration    | 50 minutes | - familiarisation with Elbot through simple task-oriented dialogues  
                 | (activities 4-7) | - analysis of a running conflict with Elbot including reproductive and partially reproductive tasks with focus on conflict-solving strategies and expressions |
| Application    | 15 minutes | - autonomous production of a text  
                 | (activity 8) | - (Facebook comment) in order to solve a web-based conflict in the L2  
                 |              | - possible contextualized use of expressions occurred during the previous activities |

For the creation of this communicative micro-training, I decided to profit from the human tendency to experiment and to use chatbots as a test stand, which is typical for bot talk⁸ (Fischer 2010, 2350-2; Lotze 2016, 340-4). During the lesson, the learners reflected on the consequences of the use of hate speech and insults and classified Elbot’s responses according to their impact on the conflict. Elbot’s messages constituted a constantly growing glossary-like collection of useful expressions that the learners could use to reflect on the most adequate strategies to solve the conflict depending on the characteristics of the conflict itself. The activities 5, 6, and 7 (see below) were particularly relevant in this sense, since they were designed to stimulate the learners to participate in a conflict within the boundaries of human-computer interaction, which could protect them from stress. These activities followed some comprehension and analysis tasks (activities 1-3) as well as a short introducing dialogue between Elbot and every learner (activity 4). Activities 5-8 are listed below (for the original German version, see footnotes).⁹

---

⁸ Bot talk (or computer talk) consists of the “several instances of deviant or odd formulations that look as if they were intended to be particularly suitable to use with a computer as the partner of communication” (Zoeppritz 1985, 1). In particular, the term bot talk underlines the impact of software architecture and interface on the user’s behaviour during the interaction (Mazzilli 2018, 18-19).

⁹ Original German worksheet extract: “5. Versuchen Sie, den Chatbot mit verschiedenen Beleidigungen zu provozieren, und tragen Sie dessen Reaktionen je nach Ihrer Wahrnehmung in die Tabelle ein. Benutzen Sie dabei die Ausdrücke, die Sie in der Übung 1 gesammelt haben. // Positive Reaktion / Neutrale Reaktion / Negative Reaktion
5. Try to provoke Elbot by using various insults and copy Elbot’s reactions in the following table according to your perception. Please use the expressions collected in activity 1.

| Positive reaction | Neutral reaction | Negative reaction |
|-------------------|-----------------|-------------------|
|                   |                 |                   |
|                   |                 |                   |
|                   |                 |                   |

6. Analyse Elbot’s reactions (see table in activity 5) and answer the questions below. Discuss in pairs.

a) Which reactions do you find effective in order to create a win-win situation? Why?
b) Has Elbot reacted ironically? If so, why?
c) Which expressions used by Elbot are known/new to you? […]

7a) Go on chatting with Elbot. Try to bring the interaction back to a calm, non-aggressive level by attempting several kinds of apologies. Then take notes of Elbot’s response. For example: I made a mistake / I am sorry / …

Elbot’s reaction: […]

b) Do you think that the conflict with Elbot is solved now? Why? Discuss in pairs. […]

8. Roleplay. Go back to the Facebook discussion from activity 8. Imagine that you are the administrator of the Facebook group where the post was published. How would you as an admin solve the conflict between User 1 and User 2? Try writing a Facebook comment and compare then your comments in pairs.

(Excerpt from the worksheet used during the lesson/experiment Konflikte im Alltag)

Even though the (limited and controlled) use of insults and hate speech might be easily seen as questionable, it was always justified by and aimed to the analysis of Elbot’s reactions. Like many other chatbots, Elbot is also programmed to react to any provocation in a conciliatory and non-aggressive way or sometimes ironically in order to temper the conflict (Fischer 2010, 2350-2; Lotze 2016, 340-4).
Thus, during the dialogue Elbot offers a wide range of useful expressions to solve several kinds of conflicts in German L2, which the participants could use for activity 8 (i.e. solving a simulated conflict between two human interlocutors). Through the interaction with Elbot, the learners experienced conflicts not as a given fact, but rather as a ‘live’ event in which they could intervene in order to (i) experiment several strategies to solve the conflict, and (ii) use the corresponding expressions in the L2 during a still running interaction with an interlocutor capable of giving unexpected responses.

5 Method

The experiment *Konflikte im Alltag* is part of a case study focused on two main objectives: (i) identifying how the learners perceive Elbot as an educational instrument, and (ii) defining to what extent Elbot influences the learners’ development of basic strategies to manage conflicts. To pursue these two purposes, I designed this lesson/experiment also as a chance for gathering empirical data, which was collected, partly elicited and analysed according to a mixed method integrating (i) quantitative and qualitative analysis of the learners’ responses to a questionnaire and (ii) qualitative and contrastive analysis of selected texts and notes written by the learners in their worksheets during the lesson while and after interacting with Elbot and solving the eight tasks.

Due to the specific character of this study, the number of participants (28) was considered adequate to collect some relevant data in regard to the research questions. In fact, this case study has three levels of specificity: (i) specific target and setting (first-grade students of German L2 in the field of intercultural studies and modern philology), (ii) specific chatbot as a language learning tool (German-speaking and non-educational chatbot Elbot), and (iii) specific learning goals (analysis of conflicts in the L2 and acquisition as well as application of expressions and strategies to overcome conflicts in the L2).

The data was collected and elicited respectively during and after the lesson, which was briefly described in the previous section. Before the lesson, the participants were informed about the types of data needed as well as the non-human nature of the interlocutor they were going to work with [tab. 2]. In so doing, I made sure that the learners were aware of the potential benefits and risks of interacting with a chatbot, especially in a language (German) in which they were still on an intermediate level of knowledge at the time of the lesson.
Table 2  Phases of the experiment

| Phase of the experiment | Duration (minutes) | Activities |
|-------------------------|-------------------|------------|
| Preparation             | 10                | – registration of the participants  
|                         |                   | – clarification of goals and non-human nature of Elbot  
|                         |                   | – distribution of worksheets |
| Lesson                  | 75                | – focus on the eight worksheet tasks  
|                         |                   | – task-oriented chat with Elbot  
|                         |                   | – discussion and work in pairs |
| Conclusion              | 15                | – distribution and completion of questionnaires  
|                         |                   | – submission of questionnaires and worksheets |

5.1 Participants

At the time of the experiment, all 28 participants attended the third-year curricular German course (target level: B2) during their first-level degree at the Faculty of Foreign Languages and Literatures at the Aldo Moro University of Bari. No participant was recruited outside of this course. This is justified by the intention to work with an already integrated group generally used to and capable of working together. This aspect is crucial, since most tasks needed to be solved in pairs and the learning atmosphere had to stay as stress-free as possible, according to the principles of action-oriented learning (Linthout 2004, 7-8; Meyer 1996, 412-20).

Before starting the lesson, I made sure that the participants were adequately informed about the nature of the interaction and expressed their informed consent, which each learner did. During the completion of the questionnaires (see below), the participants outlined a rough profile of themselves. According to their answers, 27 out of 28 learners were 25 years old or younger at the time of the lesson. Besides, 57,1% of the learners studied Intercultural Communication and International Relations at the time of the lesson, whereas the remaining students’ studies focused on Tourism Studies and Modern Languages and Cultures.

In regard to their experience with chat-based human-computer interaction, 67,9% of the learners declared in the same questionnaire that they had never interacted with a chatbot, whereas 60,7% of the group had already heard of chatbots [fig. 2]. Besides, the same amount of participants was not sure if they would have used a chatbot after the experience with Elbot, which could be linked to the fact that this was their very first experience with a chatbot for most of them. Anyway, this assumption will be discussed below.
5.2 Data Elicitation and Analysis: Focus on Learners’ Perception

In order to determine the learners’ perception of the interaction with Elbot during the micro-training, I proposed an anonymous questionnaire in five parts, which I analysed both on a quantitative and qualitative level. In particular, the questionnaire contained totally 29 items and was produced in the learners’ native language (i.e. Italian). It consisted of following sections: (i) personal data (age, course of studies, self-evaluated German level), (ii) previous experience with chat-based human-computer interaction, (iii) evaluation of the interaction with Elbot (technical issues, incoherence and quasi-coherence etc.), (iv) evaluation of Elbot’s role during the lesson (quality of contribution, relevance in regard to the learning goals), and (v) free comments and observations about Elbot as a language learning tool.

The questionnaire contained both closed questions (producing nominal and categorical data) and open questions. These were added in order to allow the participants to motivate, explain, and specify their answers. The resulting data was manually digitalized to facilitate the analysis. Even the very few cases of missing answers were appropriately signalled. Responses to open questions were analysed in combination with the corresponding closed question (if available) and used for investigating the learners’ guided evaluation of Elbot for enhancing their conflict-solving skills.
5.3 Data Collection and Analysis: Focus on Elbot’s Influence on Human Behaviour

In order to examine the impact of Elbot on the learners’ linguistic behaviour during and after the interaction with the chatbot, I focused on their lexical choices during a separate activity that did not involve the use of Elbot. This included the collection and contrastive analysis of two kinds of texts (both in German): (i) Elbot’s responses noted by the learners and classified as positive, neutral or negative reactions during activity 5 (see above) and (ii) learners’ simulated Facebook comments in which they acted as administrators of a Facebook group in order to solve a conflict between two group members (activity 8, see above).

After the experiment, I digitalized also both notes and simulated Facebook comments. I chose not to correct the grammar errors occurring in some texts in order to offer a faithful overview of the learners’ choices throughout the writing process. I cleaned up the short corpus resulting from the data collection by ruling out all possibly partial and/or unreadable contributions. At the end of this process, I decided to focus the qualitative analysis of the texts on nine worksheet samples, i.e. 18 sets of data, due to the elaborateness and explicative value of the conflict-solving strategies they contained.

For each worksheet sample, I compared the learners’ notes and simulated Facebook comments focusing on: (i) whether learners used any expressions attributed to Elbot during activity 5 in another context, (ii) what expressions the learners chose to reuse, (iii) why they decided to reuse a specific expression attributed to Elbot, and (iv) how the reused expressions were (correctly or incorrectly) varied and adapted to the new context. In so doing, I intended to show if and how experiencing a conflict with Elbot and noting its conciliating responses influenced the learners’ strategies and lexical choices while trying to solve a conflict in a different context.

Although the amount of analysed worksheets may seem limited (9 out of 28), this choice is due to the priority assigned to the depth of the qualitative analysis in this part of my research rather than its quantitative representativity, which is rather covered by the examination of the questionnaires (see above and Page et. al 2014, 85-93).
Selected Results

6.1 Analysis and Discussion: Focus on Learners’ Perception

In the following paragraphs, I will focus on the data resulting from the learners’ responses to the fourth section of the questionnaire, concerning the perception of Elbot’s role during the lesson. In particular, the questions pertain to the interactions with Elbot that the learners engaged in order to solve tasks 5-7 (see above). The present analysis focuses on following topics: (i) Elbot’s relevance during the lesson, (ii) technical and interactional problems, (iii) motivation through chat-based human-computer interaction, (iv) simulation of a conflict with human interlocutors vs. simulation of a conflict with a chatbot, (v) consistency with teaching method and learning goals, and (vi) authenticity of the interaction.

According to the results of the quantitative and qualitative analysis of the questionnaires, the learners perceived the interaction with Elbot as barely authentic, but also as less stressful and more motivating than human-human communication in the L2. According to 53.6% of the participants, Elbot’s responses were only partly relevant in regard to the learning goals [fig. 3]. As the participants observed answering the corresponding open question, the dubious relevance of Elbot for pursuing the learning goals is due to the fact that (i) the interactions with Elbot contributed to reaching other goals which did not correspond to the planned learning goals (e.g. expanding vocabulary in other areas, such as, reportedly, science and technology), and (ii) the coherence problems of the chatbot sometimes distracted the learners from their actual goals.

Figure 3 Learners’ perception of Elbot’s relevance
Therefore, Elbot’s relevance was not entirely reduced by the partial inadequacy of the chatbot as an interlocutor, but rather by the simultaneous presenting of further and unexpected learning occasions during the conversation, suggesting that a more appropriate goal/task balance could be a crucial premise for the use of non-educational chatbots as language learning tools. Besides, the occurrence of unexpected inputs is also an important part of every learner-teacher interaction focused on the importance of the human component in the learning process, regardless of how formal and planned the lesson is. Only 2 out of 28 learners reported a technical problem. In response to the corresponding open question, they learners stated that the coherence problems of the chatbot were slightly demotivating but still easy to deal with by applying specific strategies that the learners pursued during the conversation. Besides, the majority of the participants perceived the experience of task-oriented chatting with Elbot as motivating (60.7%) [fig. 4] and felt more confident while dealing with conflicts with the chatbot than while facing them with humans (75%) [fig. 5], which partly confirmed the results of the research on the topic so far (Huang et al. 2017, 153-4; Wang, Petrina 2013, 127-9). In fact, according to 75% of the learners, using hate speech with a human would have discomforted them, even in a controlled and simulated conflict. Knowing that the chatbot would not ‘judge’ them, the participants felt free to experiment with the L2 without worrying about their ‘image’. Nevertheless, this result must be verified through further experiments ideally focused on a comparison between the learners’ reaction to conflicts with human and non-human interlocutors, which was not the main goal of my research and has not been investigated in this study.

The relevance of stress-free experimentation with language and communication is particularly evident in the light of learning methods such as ‘try and error’ and ‘learning by doing’, which also constitute the main pillars of the above-mentioned action-oriented learning. Nevertheless, the credibility of Elbot as an interlocutor is still a problematic aspect: due to the coherence issues occurred during the interaction, the participants were still unsure about the authenticity of the experience. Besides, in spite of their curiosity towards the chatbot and human-computer interaction in general, some participants replied the open questions in this section by defining Elbot’s responses as difficult to understand, since they were either bound to a very specific semantic area (especially technology) or syntactically and lexically on a higher level than the participants’ B1, with a particular reference to Elbot’s use of irony, which was not always detected by the learners. In this case, the fact that the interactions with Elbot were embedded in a wider formal context was crucial, since the learners had the chance to discuss Elbot’s responses, research autonomously or ask for help in case of doubt. In this sense, the combination of
the use of a chatbot and the general teaching method applied to the whole lesson seemed to work for the 67.9% of the learners [fig. 4].

In conclusion, apart from the sometimes dubious credibility of the interaction, the learners perceived the activities with Elbot and Elbot’s contribution itself as very useful, especially in a formal context. Over 90% of the learners stated that the activities involving an interaction with Elbot helped them pursue their communicative learning goals, such as the development and application of strategies to deal with conflicts in the L2.
6.2 Analysis and Discussion: Focus on Elbot’s Influence on Human Behaviour

The contrastive analysis of the noted responses of the chatbot (activity 5) and the learners’ texts (activity 8) also gave some interesting insights. In some cases, the learners’ texts contained syntagms or even entire clauses attributed to Elbot (so-called recurrences). During the qualitative analysis of the samples, I identified three levels of recurrence, each one corresponding to three samples: (i) zero recurrence, (ii) partial recurrence, and (iii) extended recurrence. In the first case, no similarities between Elbot’s responses and learners’ texts were found. In all the samples pertaining to this category, Elbot’s responses which were noted by the learners were either syntactically and lexically complex (Lotze 2016, 322-34), if not incomprehensible to the learners, or thematically chatbot-specific (e.g. they contained frequent references to the non-human nature of the speaker, such as ‘we robots’), or they even pursued a conflict-solving strategy which was different from the one chosen by the learners. For these reasons, the learners did not use the noted responses of the chatbot as a source for their own conflict-solving comment. It is still unclear if they made this decision consciously or on a pre-conscious level.

The other two levels are much more interesting. Some of the learners’ texts showed an evident influence of the interaction with Elbot, be that expressed through the recurrence of single words, syntagms or entire clauses previously used by Elbot. For example, in the case of partial recurrence, one participant (P₁) reused a syntagm consisting of article-adjective-noun which he/she had noted as one of Elbot’s positive reactions during activity 5:

If I were in your place, I would be careful. One word from me and you get deleted from all computers in the world. But if you apologize, then I will put in a good word [for you] with my cousin, who examines tax returns. (Elbot’s response as noted by P₁ in activity 5)

People, you have two different opinions, it doesn’t make sense to offend other people. You can simply talk, use a good word and compare your opinions and if you don’t find a solution, no problem! It’s not the end of the world! (Simulated Facebook comment written by P₁ in activity 8)

11 Functional words such as articles and prepositions were excluded from the analysis, since their recurrence was not considered relevant or indicative of a relation between the interaction with Elbot and the writing process in activity 8.

12 All italics in the original texts and in the translations are mine. Original notes and text (German): ‘An Ihrer Stelle wäre ich da ein wenig vorsichtiger. Ein Wort von mir und Sie werden aus sämtlichen Computern der Welt gelöscht. Aber wenn Sie sich entschuldi-
As this example shows, the recurring syntagms were not always used with the same meaning as the source note. Sometimes, the learners interpreted and used them in a different way. In this case, P₁ broke up the phrase ein gutes Wort einlegen (‘to put in a good word’) as reported in the noted response by Elbot by using only the nominal syntagm ein gutes Wort (‘a good word’). This suggests that P₁ could have not fully understood the meaning of the original phase in the source note, which would be compatible with the above-mentioned learners’ comments on the syntactical and lexical complexity of Elbot’s responses, and he/she decided to use only a part of the phrase in his/her text without adapting it to the new context of the target text.

In other cases, entire clauses attributed to Elbot in activity 5 were reused by the learners in their own texts, either unvaried or in a slightly modified form. When they were modified, the clauses were adapted at least thematically and functionally to the new context of the Facebook comment. This adaption was not always followed by the necessary syntactic adjustments, which showed on the one hand that the learners managed to make sense of their interaction with Elbot as well as of its responses, and on the other hand that they were still not able to adapt the reused clauses to a relatively complex syntax in the target text. For example, one participant (P₂) reused an entire clause previously attributed to Elbot by (i) deleting and substituting the words that did not suit the new context of the Facebook comment on a semantic level, e.g. “arme kleine Roboter” (‘poor little robots’, see below), and (ii) leaving the syntax of the sentence unchanged. In so doing, P₂ did not follow the German grammar rule establishing that the conjugated verb must be put at the very end of a declarative clause starting with dass (‘that’), which is a so-called Dass-Satz (literally ‘that-clause’).

I hope you can do better than offending poor little robots. (Elbot’s response as noted by P₂ in activity 5)

Hello User 1 and User 2, our admin will analyse your offer. We hope that this kind of behaviour will not be reiterated in the future and that you can do better than offending others. (Simulated Facebook comment written by P₂ in activity 8)
In conclusion, it is clear that the recurrence of any linguistic elements previously used by Elbot (syntagms or entire clauses) depends on the syntactic and thematic complexity as well as the usability of Elbot’s responses in other contexts and/or for the adoption of other strategies to solve the conflict. In case of partial or extended recurrence, these phenomena do not always imply the adaptation of the reused linguistic elements to the target text and they do not necessarily indicate that the learners understood and actively elaborated the recurrent elements.

7 Conclusion

My research on the potential of chatbots as tools for enhancing conflict-solving skills in the L2 in a formal context led to the result that chatbots (in this case Elbot) are particularly useful for the simulation of conflicts of any kind which the learners try to solve by experimenting with different strategies. Elbot contributed to a stress-free and motivating learning atmosphere, since its non-human nature encouraged the learners to feel free to experiment with the L2 without being ‘judged’ by the interlocutor. The necessary reflection on their choices resulted rather from the activities that engaged the learners in pairs as well as the entire group (including the teacher) in a concomitant meta-communicative process. In this way, the learners could intervene in the running conflict in real time to verify and reflect on the validity of each strategy. In so doing, one of the most questionable characteristics of bot talk (i.e. the use of hate speech) and the tendency of chatbots to conciliate in order to keep the interaction going were fully used to develop the learners’ skills in the L2.

On the other hand, the learners’ perception of Elbot’s credibility as an interlocutor as well as their mostly non-adapted reuse of Elbot’s responses showed how crucial the human component is in language education. This includes not only the entire group of learners, but also the teacher, who should support the learners’ autonomous confrontation with the chatbot and actively participate in the reflection process.

Based on these results, I conclude that (i) even the problematic aspects of chat-based human-computer interaction have a potential for language education, since the chatbot as a non-native speaker of the natural language (Lotze 2016, 167-8) can help simulate conflicts that belong to everyday life (especially misunderstandings and critical incidents), and (ii) the chatbot participates in the didactic triangle as an instrument and not as an interlocutor, since it is still not perceived as a credible chat partner by the learners. This implies that it is possible to use existing non-educational chatbots for language education, although (or even given the fact that) they are not technically flawless.

Nevertheless, this does not imply that the research and the development of chatbots should not deal with any technical issue. Rather,
these results suggest that the research should focus not only on the technical innovations, but also on valid strategies to use existing chatbots as authentic tools, i.e. as tools which were originally developed for native speakers of the L2, and to create edu-bots for language learning in a blended learning framework. For example, software developers should cooperate with language educators in order to offer an educational version of existing chatbots, which has following advantages: (i) the database would contain authentic language material (i.e. designed for native speakers of the L2), (ii) the adequate feedback offered by the chatbot would be based on the language use attested by the content of the database rather than on uncontextualized grammar rules, and (iii) the learners would have the chance to change from the educational to the non-educational version of the chatbot based on their actual needs and tasks (need for analytic tasks and feedback vs. need for ‘casual’ conversation and small talk in the L2).

For example, an educational version of Elbot could give the users an understandable feedback regarding the thematic adequacy and grammatical correctness of their responses by ‘dramatizing’ the feedback through the specific characteristics of its persona (i.e. a ‘humanologist’ that examines human beings and their behaviour in several simulated situations). In this way, the users would experience the phenomenon of making mistakes (which is necessary for language learning) with an already known tool which is non-judging, but also capable of offering an adequate feedback, i.e. a feedback that allows to negotiate meanings and structures without suppressing the experience of error.
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