Dynamics with autoregressive neural quantum states: application to critical quench dynamics
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Despite very promising results, capturing the dynamics of complex quantum systems with neural-network ansätze has been plagued by several problems, one of which being stochastic noise that makes the dynamics unstable and highly dependent on some regularization hyperparameters. We present an alternative general scheme that enables one to capture long-time dynamics of quantum systems in a stable fashion, provided the neural-network ansatz is normalized, which can be ensured by the autoregressive property of the chosen ansatz. We then apply the scheme to time-dependent quench dynamics by investigating the Kibble-Zurek mechanism in the two-dimensional quantum Ising model. We find an excellent agreement with exact dynamics for small systems and are able to recover scaling laws in agreement with other variational methods.

I. INTRODUCTION

The use of artificial neural networks to represent wavefunctions has opened up a new avenue in the understanding of many-body quantum systems [1]. These neural quantum states (NQS) have found many important applications, including finding the ground state [2, 3], investigating the dynamics of strongly correlated systems [4–5], quantum tomography [6], open quantum systems [7–11], and the classical simulation of quantum circuits [12–13]. In fact, NQS approaches have proved to be the most accurate variational method in approximating the J\textsubscript{1}–J\textsubscript{2} model’s ground state in the frustrated regime [3, 14–16]. In addition, several works have recently demonstrated the superior capacity of some neural-network architectures over tensor-network states in representing volume-law entangled states [17–20] or area-law entangled states in 2D [21]. This property makes NQS very promising for numerically simulating the dynamics of quantum many-body systems, since their growth of entanglement with time [22–24] is a limitation for tensor-network approaches.

The study of nonequilibrium dynamics is essential to understand spectral properties of complex quantum systems and investigate, for instance, correlation propagation [25]. Impressive results for the transverse-field Ising model on large lattices have been obtained using convolutional neural networks [1]. It is therefore of particular interest to continue investigating such problems that could yield important insights into nonequilibrium phenomena. In particular, studying the quantum Kibble-Zurek mechanism in higher dimensions has recently attracted attention [26] and NQS techniques are deemed to be employed for the dynamics of time-dependent finite-size systems.

While early works focused on the restricted Boltzmann machine (RBM) ansatz, more recent works on ground-state search have employed networks that are closer to the state of the art in machine learning such as autoregressive convolutional models [2] or recurrent neural networks [27–28], for which the accuracy of the variational ground state energy was significantly improved. These networks have a so-called autoregressive structure, which means that one can perform direct sampling of uncorrelated configurations for arbitrarily large system sizes, thereby reducing the number of required samples. It is therefore of crucial importance to investigate the use of similar networks for quantum dynamics.

However, the widespread application of more complex and autoregressive neural networks for quantum dynamics has been held back by issues arising with time-dependent variational Monte Carlo (t-VMC) [29]. This procedure, most often used to propagate NQS over time, involves the inversion of a stochastically constructed singular matrix, which makes it particularly prone to noise. While some regularization techniques have helped improving the accuracy of the method [30], accessing all regimes at long times via t-VMC remains a challenge [31–33].

In this work, we show that the stability of t-VMC strongly depends on the chosen ansatz, and that, in particular, it fails when applied to those based upon recurrent neural networks (RNN). To circumvent this issue, we propose an alternative scheme to numerically solve the dynamics of quantum systems. The scheme consists in casting an arbitrary Runge-Kutta integration scheme of any order into minimizing a variational distance at each time step, while only involving a polynomial overhead. This enables one to employ recurrent neural networks for quantum dynamics, which leads to a drastic reduction in the number of required samples. Our scheme can be implemented for any order of a chosen integration method, for a polynomial overhead in memory. We then apply our scheme to both time-dependent and sudden quenches, enabling us to recover Kibble-Zurek scaling laws for large system sizes and high precision on the dynamics during the full quench.
II. TIME-EVOLUTION OF NEURAL QUANTUM STATES

A. Autoregressive neural quantum states

Let us define an autoregressive NQS by its complex amplitudes $\psi(\sigma) = \langle \sigma | \psi\rangle$, with $\sigma = |\sigma_1 \sigma_2 \ldots \sigma_N\rangle$ the basis elements of the Hilbert space $|\psi\rangle$ belongs to, $\sigma_i$ local spin configurations and $\theta$ the variational parameters. The amplitudes $\psi(\sigma)$ satisfy the autoregressive property:

$$\psi(\sigma) = \prod_i \phi_i(\sigma_i|\sigma_{i-1}\ldots \sigma_1),$$ (1)

with $\phi_i$ some normalized parametrized functions, which we refer to as the conditional amplitudes. It follows that the Born conditional probabilities, $p_i(\sigma_i|\sigma_{i-1}\ldots \sigma_1) = |\phi_i(\sigma_i|\sigma_{i-1}\ldots \sigma_1)|^2$, share this structure. Furthermore, upon ensuring they are properly normalized, the resulting NQS has unit norm $\langle \psi | \psi \rangle = 1$. The conditional structure also enables one to perform direct sampling of $p(\sigma) = |\psi(\sigma)|^2$. This is a key advantage of autoregressive ansätze with respect to more traditional ones, which rely on Markov-chain Monte Carlo sampling, since here the obtained samples will be uncorrelated. Recurrent neural-network architectures, commonly used in the machine learning literature, such as the gated recurrent unit (GRU) and long-short term memories (LSTM) are inherently autoregressive. For a GRU ansatz, the conditional amplitudes are given by

$$\phi_i(\sigma_i|\sigma_{i-1}\ldots \sigma_1) = \phi_i(\sigma_i, h_{i-1}) = \text{GRU}(\sigma_i, h_{i-1}),$$ (2)

where the information on the previous spin variables is contained in the hidden vectors $h_i$. The explicit form of the map corresponding to the GRU unit is detailed in Appendix A. The number of parameters of a GRU ansatz is fully specified by the dimension of the hidden vector $h_i$, that we denote by $d_h$, in the following, and scales quadratically with $d_h$. The architecture of such an ansatz is schematically represented in Fig. 1(a) for a two-dimensional lattice system.

B. Issues with t-VMC

As seen previously, in order to propagate a NQS in time according to some Hamiltonian $\hat{H}$, one should minimize the following variational distance:

$$D(\hat{\theta}) = \text{dist} \left( |\psi_\theta\rangle, \exp \left\{-i\hat{H}\delta t\right\} |\psi_\theta\rangle \right)$$ (3)

over the variational parameters $\hat{\theta}$ after each time step $\delta t$. By Taylor expanding $|\psi_\theta\rangle$ with respect to the variational parameters and keeping only second-order terms, one obtains the following dynamical equation [1]:

$$\dot{S}_{k,k'}\hat{\theta}_{k'} = -i F_k,$$ (4)

with $\dot{\hat{\theta}}_k := \partial_k \hat{\theta}$, $F_k = \langle O_k^\dagger E_{\text{loc}} \rangle - \langle O_k^\dagger \rangle \langle E_{\text{loc}} \rangle$, and $S_{k,k'} = \langle O_{k'}^* O_k \rangle - \langle O_{k'}^* \rangle \langle O_k \rangle$, known as the quantum geometric tensor [31], where the previous expectation values are calculated on the state $|\psi_\theta\rangle$. The $O_k$ terms are the log-derivatives of the NQS ansatz, as given by

$$O_k(\sigma) = \partial_k \ln \psi_\theta(\sigma).$$ (5)
The local energy $E_{\text{loc}}$ is defined as
\[ E_{\text{loc}}(\sigma) = \sum_{\sigma'} \frac{\psi_{\theta}(\sigma')}{\psi_{\theta}(\sigma)} \langle \sigma | \hat{H} | \sigma' \rangle. \] (6)

The parameters $\theta$ are then updated at each time step according to their derivatives $\theta_k$ using a numerical solver. This procedure is known as t-VMC [1, 29] and is closely related to natural gradient descent in machine learning [30]. Several difficulties can arise. Firstly, the $S$ matrix to be inverted is in general singular, which makes the process extremely sensitive to stochastic variations coming from sampling. Hence, regularization must be used to obtain a non-diverging derivative $\theta_k$ of the parameter vector. This increases the stability of the method, although impacting its accuracy, making it challenging to obtain accurate long-time dynamics. Secondly, state-of-the-art regularization techniques involve the inversion of the $S$ matrix via its singular-value decomposition, which makes the complexity of the method of order $O(N_{\text{par}}^3)$, with $N_{\text{par}}$ the number of parameters for the NQS [37]. This is one of the reasons why natural gradient and second-order optimization protocols is rarely used for other machine-learning applications, involving models with up to billions of parameters. Thirdly, for a NQS ansatz with real parameters, one may split the real and imaginary parts of Eq. (4) and solve either of the two resulting equations [38]:
\[ \text{Re}(S_{kk'}) \theta_k' = 0, \]
\[ \text{Im}(S_{kk'}) \theta_k' = -F_k. \]

Solving the first forces one to impose a condition on $\theta_k$ to obtain a non-trivial solution ($\theta \neq 0$), while solving the second one is difficult in general since the diagonal elements of $\text{Im}(S)$ are zero ($S$ is Hermitian) and remaining off-diagonal elements are close to 0 for various ansätze with real parameters we have tested. This poor conditioning makes regularization schemes even harder and yields large parameter time derivatives, thereby requiring smaller time steps.

To see explicitly such issues with t-VMC, let us consider for example the transverse field Ising Hamiltonian:
\[ \hat{H}_{\text{TFI}} = -J \sum_{(m,n)} \hat{\sigma}_m^x \hat{\sigma}_n^x + g \sum_m \hat{\sigma}_m^z, \] (7)
with $J$ the nearest-neighbor coupling strength, and $g$ the transverse field strength. At zero temperature, this model exhibits a quantum phase transition for $g_c = J$ in one dimension and for $g_c \approx 3.044J$ in two dimensions [39]. For $J > 0$, the transition separates a ferromagnetic [40] phase from a paramagnetic phase, where the spins tend to align with the transverse-field. In the former, when $g \ll J$, the ground state is degenerate and belongs to the space spanned by $|\uparrow, \uparrow, \ldots, \uparrow\rangle$ and $|\downarrow, \downarrow, \ldots, \downarrow\rangle$, while in the latter, when $g \gg J$ the ground state is $|\rightarrow, \rightarrow, \ldots, \rightarrow\rangle$, with $|\rightarrow\rangle$ the eigenstate of $\hat{\sigma}_z$.

This model serves as a convenient benchmark for NQS dynamics [1, 4, 5] and is of high interest experimentally, as it has been successfully implemented on quantum simulators [11].

In Fig. 1(b), the spectra of $S$, computed on the ground state of the TFI Hamiltonian, is shown for three different ansätze: a restricted Boltzmann machine (RBM), an autoregressive convolutional network with complex parameters (ARNN), and the GRU ansatz presented in the previous section, for different values of $g/g_c$ (we have fixed $J = 1$) for a two-dimensional array of $N = 16$ spins. Two key observations can be made from this figure: firstly, the range of vanishing eigenvalues grows as $g/J$ decreases, something that makes t-VMC less applicable to ferromagnetic-like states. This is the case for both for ground-state search and dynamics, which involve the full spectrum of the Hamiltonian. One can also see that the RBM spectrum is the less singular, and presents a shell-like structure, making it simpler to regularize. In contrast, both the convolutional autoregressive network and GRU ansätze’s spectra indicate that the variational space is extremely flat for all values of $g/J$, as very few eigenvalues are of a high enough value, and the magnitude of the eigenvalues decrease extremely rapidly. This inherent poor conditioning implies that if such states are the initial states of a dynamical evolution, the inversion of $S$ will yield a parameter update $\theta$ whose norm is large with respect to $\|\theta\|$, forcing one to dramatically reduce the time step which makes calculations impractical. This last spectrum is tricky to regularize, as there is no clear separation of the eigenvalues.

### III. VARIATIONAL RUNGE-KUTTA ALGORITHMS

As identified in the previous section, t-VMC suffers from a number of limitations that make it unsuitable for use with certain variational ansätze, in particular for the GRU ansatz. We propose to circumvent these issues by resorting back to the original Dirac-Frenkel variational principle (Eq. (3)) and solving an optimization problem at each time step. The general form of this problem is the minimization of the distance
\[ D(\tilde{\theta}) = \text{dist} \left( |\psi(\theta)\rangle, \hat{T} |\psi(\theta)\rangle \right), \] (8)
where $\tilde{\theta}$ denotes the set of variational parameters to optimize, $\theta$ those at the previous time step $t$, and $\hat{T}$ a propagator evolving the state of the system between times $t$ and $t + \delta t$ under the action of the Hamiltonian of interest. While expanding the propagator to first order in $\delta t$ yields a valid first-order update of the variational state, we instead propose to build a variational principle upon a $s$-order Runge-Kutta approximant, as generated by a propagator $\hat{T}_s$ such that:
\[ |\psi(t + \delta t)\rangle = \hat{T}_s(t) |\psi(t)\rangle + O(\delta t^{s+1}). \] (9)
General explicit expressions for this operator are derived in Appendix A for arbitrary diagonally implicit Runge-Kutta schemes. In particular, for the standard (second-order) Heun method used throughout the paper, one has:

$$\hat{T}_{\text{Heun}}(t) = \mathbb{1} - i\delta t\hat{H}(t) - \frac{\delta t^2}{2} \hat{H}(t + \delta t)\hat{H}(t). \quad (10)$$

The variational method induced by this scheme involves an integration error per time step of third order in $\delta t$. In practice, rather than the Fubini-Study distance, we use the following numerically well-behaved metric based upon the quantum fidelity:

$$\text{dist}(|\psi\rangle, |\phi\rangle) = 1 - \frac{|\langle\psi|\phi\rangle|^2}{\langle\psi|\psi\rangle\langle\phi|\phi\rangle},$$

which for normalized quantum states reduces to

$$D(\tilde{\theta}) = 1 - \frac{|\langle\tilde{\psi}_\theta|\tilde{T}_{s}\tilde{T}_{s}^\dagger|\psi_\theta\rangle|^2}{\langle\tilde{\psi}_\theta|\tilde{T}_{s}^\dagger\tilde{T}_{s}\psi_\theta\rangle}. \quad (12)$$

For the Heun method, this may be simplified as

$$D(\tilde{\theta}) = 1 - |\langle\tilde{T}_{\text{Heun}}|\psi_\theta\rangle|^2 + O(\delta t^4), \quad (13)$$

with

$$\langle\tilde{T}_{s}|\tilde{T}_{s}^\dagger\rangle = \langle\tilde{T}_{\text{Heun}}|\tilde{T}_{\text{Heun}}\rangle,$$ \hspace{1cm} (14)

where $\hat{T}_{\text{loc}}$ is an operator acting as a local estimator and whose non-zero entries are given by

$$T_{\text{loc}}(\sigma) = \langle\sigma|\hat{T}_{\text{loc}}|\sigma\rangle = \sum_{\sigma'}\frac{|\psi_\theta(\sigma')|^2}{|\psi_\theta(\sigma)|^2}\langle\sigma|\hat{T}_s|\sigma'\rangle.$$ \hspace{1cm} (15)

Technical details on the derivation of Eq. (13) are provided in Appendix E.

It thus appears from the above that any $s$-order Runge-Kutta update can be cast into a variational problem consisting in maximizing the squared expectation value of an observable. Furthermore, this expectation value can be efficiently sampled at every step of the optimization process as the average

$$\langle\psi_\theta|\hat{T}_{\text{loc}}|\psi_\theta\rangle = \mathbb{E}_{\sigma\sim|\psi_\theta|^2}[T_{\text{loc}}(\sigma)].$$ \hspace{1cm} (16)

over configurations $\sigma$ drawn from the probability distribution corresponding to $|\psi_\theta\rangle$. Note that this involves summing over the connected elements of $\hat{T}$ as can be seen in Eq. (15). This will in general become more expensive as the order $s$ increases, as powers of the Hamiltonian will be contained in $\hat{T}$. The number of connected elements will depend on the sparsity of the Hamiltonian; for the transverse-field Ising model for instance, the number of connected elements in $\hat{H}^s$ scales as $N^s$ (which means $N^2$ for a second-order integration scheme). Therefore, the computational cost of the presented method scales as $O(N^s n_x N_{\text{par}} n_g)$ per time step, with $n_x$ the number of samples, $N_{\text{par}}$ the number of variational parameters and $n_g$ the number of gradient evaluations, or minimization
steps. This comes from the minimization of the distance that includes $n_g$ gradient calculations at each time step. This scaling can be compared to the cost of the inversion of the $S$ matrix in t-VMC that scales as $O(N^3_{\text{par}})$ for regularization techniques to be used. We therefore believe our method is better suited for large neural network architectures, as it only scales linearly with the number of parameters.

IV. APPLICATION: CRITICAL QUENCHES

A. The Kibble-Zurek mechanism

The Kibble-Zurek mechanism \cite{42,43} predicts the formation of topological defects in quenched systems undergoing a second-order phase transition as the system parameters are linearly swept across a critical point. This universal behavior stems from the fact that there exists a time, denoted $t_0$, at which the characteristic evolution time of the system (the relaxation time $t_R(t_0)$, related to the inverse of the energy gap) becomes larger than the characteristic quench timescale $q(t_0) \sim |t_0/t_q|$, as schematically shown in Fig. 2(a). Before $t_0$, the dynamics remains quasi-adiabatic, as the Hamiltonian parameters are tuned slowly with respect to the characteristic time scale of the system. However, after this time, genuinely non-equilibrium dynamics takes place as critical slowing down sets in and the dynamics becomes slower than the Hamiltonian parameter sweep. Ignoring specific details of this dynamics, one can derive a scaling law for the density of created defects at the end of a linear quench \cite{26}, namely

$$\langle n_d(t_q) \rangle \sim \tau_q^{-\nu/(\nu+1)}$$  \hspace{1cm} (17)

with $d$ the dimensionality of the system and $\nu$ universal critical exponents. Note that $n_d$ will depend on the geometry of the system, and is not always easily accessible experimentally. For this reason some works consider other observables, such as the number of domain walls \cite{14}, or the injected energy density \cite{26}, defined as

$$E = \frac{1}{L^2} \left[ \langle \hat{H}(t) \rangle - E_0(t) \right],$$  \hspace{1cm} (18)

where $E_0$ denotes the ground-state energy, which is a witness of the injected defects. These are excitations of the system with respect to its ground state at time $t$, hence $E$ must scale as the density of defects. This quantity is convenient as it does not depend on the geometry of the physical system under consideration. In Ref. \cite{26}, authors extract a scaling law going as $\tau_q^{0.72}$ for the 2D transverse-field Ising model based upon various numerical methods that they used to extract a correlation length by estimating the gap of the system for different values of $g/g_c$. We consider a similar protocol in this paper, in which both $J$ and $g$ are varied in time. The Hamiltonian reads

$$\hat{H}_{\text{TFI}}/\hbar = -J(t) \sum_{(m,n)} \hat{\sigma}_m^x \hat{\sigma}_n^x + g(t) \sum_m \hat{\sigma}_m^z,$$  \hspace{1cm} (19)

with $J(t) = J(1 + t/\tau_q)$, $g(t) = g_0(1 - t/\tau_q)$ and $g_0 = g_c$. This type of quench involves all regimes ($0 \leq g/J < +\infty$), hence t-VMC does not enable one to access the full dynamics in two dimensions \cite{26}. However, our approach does not suffer from such issues, which is one of its major strengths. In Fig. 2(b), we show the injected energy (not rescaled for readability) $\langle \hat{H}(t) \rangle - E_0(t)$ for various system sizes, for different values of the quench time. One can see that the exact results are closely matched for fast quenches, and precision drops for slower quenches ($J/\tau_q > 1$). This is related to the fact that dynamics become almost fully adiabatic, hence the NQS dynamics is not precise enough to capture the small amount of injected energy. The presented method most accurately reproduces the dynamics of the system in the non-adiabatic regime, where the dynamics presents universal features; this is the regime of relevance when studying the Kibble-Zurek mechanism. For lattices above $5 \times 5$, we can no longer compare our results with exact-diagonalization, but the scaling predicted in [26] is recovered, indicating that the results are reliable. We also note that for small systems, such as the $3 \times 3$ system, inaccuracies appear for large values of $J\tau_q$, which corresponds to slow quenches. This is due to the system remaining in an adiabatic regime, since its gap is larger. Hence the value of the injected energy decreases, requiring more samples and a smaller time step to be resolved within a comparable relative error. However, when investigating Kibble-Zurek quenches, one is mainly interested in the (universal) non-adiabatic regime. In Fig. 3 we also show correlation functions for various quench times, as well as the residual error corresponding to the full dynamics, as given by

$$\epsilon(t) = \text{dist} \left( \left\langle \psi_0 \right| \hat{T} \right| \psi_0 \rangle \right)$$

$$= 1 - \left| \left\langle \psi_0 \right| \hat{T} \left| \psi_0 \right\rangle \right|^2.$$  \hspace{1cm} (20)

One observes that for panels (a) and (b), corresponding to fast quenches, the dynamics is accurately captured, while for panel (c), corresponding to a slower quench, the dynamics is reproduced although with poorer accuracy as $t$ approaches $\tau_q$. Note also that the cumulative error $\sum_t \epsilon(t)$ increases by an order of magnitude from panel to panel. This can be partially ascribed to the larger number of time steps required to faithfully simulate the dynamics of longer quenches.

B. Sudden quenches

One can also investigate the nonequilibrium dynamics of many-body systems without relying on regularization hyperparameters and instabilities stemming from t-
Figure 3. Numerical results obtained for a linear quench for various values of the total quench time $\tau_q$. On the upper panels, the average correlation function is shown as a function of time for both the exact (dashed line) and the GRU simulations (solid lines). The associated cumulative error as a function of time is shown in the lower panels (note the scales of the vertical axis). For panels (b) and (c), the time step was chosen to be linearly decreasing, as the characteristic time scale changes as a function of time. Parameters for each quench are given in Appendix C. Here $N = 4 \times 4$ spins.

VMC. As a benchmark of the presented method, we consider the two-dimensional time-independent transverse-field Ising model, defined in Eq. (7). We prepare the system in the ground state of the TFI Hamiltonian for $g \gg J$, which is $|\psi_0\rangle = |\uparrow, \uparrow, \ldots, \uparrow\rangle$, and quench the magnetic field to the values $g/g_c = 2$, 1, and 1/10. The corresponding results are displayed in panels (a), (b), and (c) of Fig. 4 respectively. By doing this, one spontaneously creates excitations of all the eigenstates of the Hamiltonian corresponding to the final value of the parameters. This is of high interest experimentally, as it can be used to probe the properties of non-integrable systems close to the critical point. It is expected that a quench near the critical point is the most difficult to simulate, since it involves states that are correlated at all scales in the thermodynamical limit. In contrast to other approaches, the use of direct sampling here ensures that the dynamics will be accurate for a lower number of samples. Here, we have imposed the reflection and $\mathbb{Z}_2$ symmetries for panels (a) and (b), and no symmetry for panel (c). Surprisingly, in this last case, imposing symmetries, leads to a worsened accuracy as we show in Appendix C.

C. Error analysis

The residual error $\epsilon$ depends on the chosen time step $\delta t$. In Fig. 5 this is shown as a function of the chosen time step $\delta t$ for the Euler, (implicit) midpoint, and Heun integration schemes. The propagators $\hat{T}$ for the Euler and the implicit midpoint method are respectively given by

$$\hat{T}_{\text{Eul}} = \mathbb{1} - i\delta t \hat{H},$$

$$\hat{T}_{\text{mid}} = \mathbb{1} - i\delta t \hat{H} + \frac{\delta t^2}{4} \hat{H}^2.$$  \hspace{1cm} (21)

(22)

The Heun propagator is given by Eq. (10). Euler is a first-order method, while the midpoint and Heun methods are both second-order methods. The midpoint method conserves a symplectic symmetry in the exact case, which for the Schrödinger equation corresponds to energy conservation. Note, however, that by variationally propagating an NQS in time, this is no longer guaranteed, as the time evolution is approximated stochastically. Using $\hat{T}_{\text{mid}}$ as a propagator is equivalent to minimizing the distance proposed in Ref. [5] and is expected to yield a second-order update. However, an integration error of order $O(\delta t^2)$, characteristic of first-order methods, is instead observed in Fig. 5 for this scheme. This poorer scaling can be ascribed to $\hat{T}_{\text{mid}}$ being non-unitary to second order in $\delta t$. Interestingly, as shown in Appendix E this method requires the norm of the NQS to depart from unity to second order in $\delta t$ to match its optimal order of accuracy, making it effectively first-order when applied to normalized ansätze. In contrast, the $\delta t^4$ scaling of the error of the Heun method is found to be better than the usual $\delta t^3$ scaling of second-order methods. Hence, in this context, the midpoint method carries the disadvantage of having an error comparable to an Euler update while having the
computational complexity of the Heun method. One can also see that for the Heun method there is a threshold around $g \delta t = 0.01$ past which the error cannot be reduced by decreasing the time step. This is due to the systematic error stemming from the optimization process for a given set of hyperparameters. Nevertheless, this minimal error bound can be decreased by tuning the hyperparameters, and, in particular, by increasing the number of samples. Note that in the constant-error regime, reducing the time step is detrimental as, for a given fixed total simulation time, a larger number of time steps is required, thereby proportionally increasing the total error. There is therefore an optimal time step, which we find to be $g \delta t \approx 0.01$ for the various hyperparameters used in this work. In Fig. 5(b), the standard deviation of the error is shown for each time step of a sudden quench from the paramagnetic phase to $g/g_c = 2$. One can distinguish two regimes: the standard deviation of the residual error first grows till $gt \approx 1$, and then saturates. This can be attributed to a harder optimization after a given time, where an optimum is indeed found but with a greater variance as the quench goes on. These results are reminiscent of those
recently reported in Ref. [45], where authors demonstrate that quantum states become harder to fit with an NQS at later times after a sudden quench, which is not always related to the growth of entanglement. Standard deviations of the error are shown for increasing values of \( N_s \), the number of samples considered for each optimization step. One can see that \( \sigma_{\epsilon}(t) \) indeed decreases as \( \sqrt{N_s} \), as expected from direct sampling.

V. CONCLUSION

We have presented an alternative scheme for the real-time evolution of quantum many-body systems with an NQS ansatz. This scheme does not rely on hyperparameter tuning for regularization and is found to be stable, and is not limited by the regime of the physical system. We therefore expect it to be useful when t-vMC fails, when one uses autoregressive models or when the network contains a large number of variational parameters. This scheme could be used to further investigate the limits of the Kibble-Zurek mechanism in nontrivial quantum systems, such as frustrated systems in triangular lattices or in systems with multiple critical points. As other applications, quantum control [46] and pulse optimization problems [47] could also be considered, where accurate methods to simulate time-dependent dynamics are required. As an outlook, the scheme could further be improved by considering different cost functions that lead to weaker optimization errors and variance. We also expect the scheme to be helpful for the dynamics of open quantum systems [5] [11] [48] or to compute individual quantum trajectories in approaches such as Monte Carlo wavefunction [49,51] or corner methods based on low-rank representations of the density matrix [52].
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Appendix A: Models

Here we present the different variational ansätze we considered in the paper. In section IIB we compare the spectra of the quantum geometric tensor $S$ for three different ansätze.

**Restricted Boltzmann machine (RBM)** – The first ansatz we used is the RBM, whose amplitudes are defined as:

$$
\Psi_\theta(\sigma) = e^{b^i_\sigma} \prod_{i=1}^M 2 \cosh (b^i_{h,i} + W^i_{i,\sigma}),
$$

(A1)

where $b^i_{h,i}$ and $W^i_{i,\sigma}$ denote the $i$th hidden bias and weight matrix row, respectively, and $b^i_v$ denotes the visible bias.

**Convolutional autoregressive neural network** – This network is a convolutional feed-forward neural network whose convolutional filters have been masked so as to respect the autoregressive property: a directionality of the connections in the neural network is imposed, as the output of the $i$th unit in any layer of the network must ultimately depend only on the local spin configurations $\sigma_{j<i}$. This ansatz roughly resembles a simplified version of the ansatz considered in [2].

**Gated recurrent unit (GRU)** – The third ansatz is the one used throughout the paper, the GRU ansatz, a variant of the recurrent neural network. The conditional amplitudes for this ansatz are obtained through the following transformation, which depends on $\sigma_j$, the local spin, and $h_{i-1}$, the hidden unit coming out of the previous RNN cell:

$$
\phi_i(\sigma_i, h_{i-1}) := GRU(\sigma_i, h_{i-1}) = A(\sigma_i) \exp(i \varphi(\sigma_i)),
$$

(A2)

$$
A(\sigma_i) = \varsigma(UA h_i + b_A),
$$

(A3)

$$
\varphi(\sigma_i) = \varsigma \varsigma(U_\varphi h_i + b_\varphi),
$$

(A4)

where $\varsigma$ and $\varsigma \varsigma$ denote a softmax and softsign transformation respectively, and where we have defined the conditional modulus $A(\sigma_i)$ and phase $\varphi(\sigma_i)$ that depend on matrices $U_A$ and $U_\varphi$ respectively, which each contain variational parameters. The hidden vector $h_i$ is given by

$$
h_i = (1 - z_j) \odot h_{i-1} + z_j \odot \tilde{h}_j
$$

(A5)

where $\odot$ denotes the Hadamard product and the latent hidden vector $\tilde{h}_j$ is given by

$$
\tilde{h}_j = \tanh (\tilde{W}[r_j \odot h_{j-1}, \sigma_j] + \tilde{b})
$$

(A6)

and the update gate $z_j$ and reset gate $r_j$:

$$
z_j = \text{sig}(W_z [h_{j-1}; \sigma_{j-1}] - b_z),
$$

(A7)

$$
r_j = \text{sig}(W_r [h_{j-1}; \sigma_{j-1}] - b_r),
$$

(A8)

where sig denotes the sigmoid function and where we have defined the matrices $\tilde{W}, W_r, W_z$ and bias vectors $\tilde{b}, b_r, b_z$ which are all variational parameters. [$h_{j-1}; \sigma_{j-1}$] denotes a concatenation of vectors $h_{j-1}$ and $\sigma_{j-1}$, the latter corresponding to the one-hot encoding of the local spin configuration $\sigma_{j-1}$. The important point here is that the total number of variational parameters scales quadratically with the dimension of the hidden vector $d_h$, since the $W$ matrices each contain $d_h \times (d_h + 2)$ variational parameters for a one-hot encoding of the local spins $\sigma_i$. One can see from this transformation that the GRU ansatz naturally respects the autoregressive property.

Appendix B: Computational details

The exact simulations were performed with QuTiP [53], and the variational simulations and optimization were performed thanks to NetKet 3 modules [33]. In the following table we show the parameters used to produce the results in the main text. For all the simulations we used the Adam optimizer with $b_1 = 0.9, b_2 = 0.999, \epsilon = 10^{-8}$.
For Fig. 5 (b) and (c), we have considered a linearly decreasing time step, to account for the fact that during a Kibble-Zurek quench timescales change during the dynamics. This leads to a roughly constant error per time step as can be seen in the corresponding lower panels.

Appendix C: Effect of imposing symmetries

In Fig. 6 we show the effect of imposing symmetries in two cases, where a sudden quench is performed, both to the critical point and to the ferromagnetic phase. For the critical point, one can see that imposing both $\mathbb{Z}_2$ and horizontal permutation symmetries dramatically improves the obtained dynamics. In constrast, imposing any symmetry when performing the dynamics of a ferromagnetic quench, although improving the precision at the beginning, eventually it yields a wrong time evolution.

Appendix D: High-order integration methods for NQS

1. Generalization to higher-order methods

Let us consider some linear ordinary differential equation of the form

$$\partial_t |\psi(t)\rangle = \hat{\Phi}_t |\psi(t)\rangle,$$  \hspace{1cm} (D1)
whose solution $|\psi\rangle$ is discretized over a set of well-defined times $\{t_n\}_{n=0}^N$ such that $|\psi^{(n)}\rangle \equiv |\psi(t_n)\rangle$. Linear Runge-Kutta (RK) methods provide us with the following prescription for approximately updating $|\psi^{(n)}\rangle$:

$$
|\psi^{(n+1)}\rangle = |\psi^{(n)}\rangle + h_n \sum_{i=1}^{s} b_i |\kappa_i^{(n)}\rangle,
$$

(D2)

where $s$ denotes the number of stages of the method, $h_n = t_{n+1} - t_n$, $t_{n,i} = t_n - c_i h_n$ and the coefficients $\{a_{ij}\}_{i,j}$, $\{b_i\}$, and $\{c_i\}$ are completely determined by the Butcher tableau of the considered method:

$$
\begin{bmatrix}
\begin{array}{cccc}
  c_1 & a_{11} & a_{12} & \cdots & a_{1s} \\
  c_2 & a_{21} & a_{22} & \cdots & a_{2s} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  c_s & a_{s1} & a_{s2} & \cdots & a_{ss} \\
\end{array}
\end{bmatrix}
\begin{bmatrix}
  b_1 \\
  b_2 \\
  \vdots \\
  b_s
\end{bmatrix}.
$$

(D4)

Indeed, one has:

$$
|\kappa_i^{(n)}\rangle = \hat{\Pi}_i^{(n)} |\psi^{(n)}\rangle + h_n \sum_{j=1}^{i-1} \hat{\Pi}_i^{(n)} a_{ij} |\kappa_j^{(n)}\rangle,
$$

(D5)

with

$$
\hat{\Pi}_i^{(n)} = \left[ \mathbb{I} - a_{ii} h_n \hat{\Phi}_{t_{n,i}} \right]^{-1} \hat{\Phi}_{t_{n,i}}.
$$

(D6)

Indeed, one has:

$$
|\kappa_i^{(n)}\rangle = \left\{ \hat{\Pi}_i^{(n)} + h_n \hat{\Pi}_i^{(n)} a_{ij} \hat{\Pi}_j^{(n)} + h_n^2 \hat{\Pi}_i^{(n)} a_{ij} \hat{\Pi}_j^{(n)} a_{jk} \hat{\Pi}_k^{(n)} + \ldots \right\} |\psi^{(n)}\rangle,
$$

(D7)

and thus

$$
|\psi^{(n+1)}\rangle = \hat{T}^{(n)} \hat{T}^{(n)} |\psi^{(n)}\rangle,
$$

(D8)

with

$$
\hat{T}^{(n)} = \hat{\Pi}_i^{(n)} + \sum_{i=1}^{s} b_i \left( h_n \hat{\Pi}_i^{(n)} + h_n^2 \hat{\Pi}_i^{(n)} a_{ij} \hat{\Pi}_j^{(n)} + h_n^3 \hat{\Pi}_i^{(n)} a_{ij} \hat{\Pi}_j^{(n)} a_{jk} \hat{\Pi}_k^{(n)} + \ldots \right).
$$

(D9)

Representing the wavefunctions above with a variational ansatz, namely $\langle \sigma | \psi_{\eta} \rangle = \psi_{\eta} (\sigma)$, the generic update can finally be recast into the following optimization process:

$$
|\psi_{\eta_{n+1}}\rangle = \arg\min_{|\psi_{\eta}\rangle} \left\{ \langle \psi_{\eta} | \hat{T}^{(n)} |\psi_{\eta}\rangle \right\}.
$$

(D10)

2. Time-independent explicit case

The equations above considerably simplify when considering time-independent Hamiltonians and an explicit integration method. Indeed, to any order $s$, we have

$$
\hat{T}^{(n)} = \sum_{m=0}^{s-1} \lambda_m h_n^m \hat{\Pi}^{(n)m} = \sum_{m=0}^{s-1} \lambda_m (-i \hbar \hat{H})^m,
$$

(D11)
with
\[ \lambda_m := \begin{cases} 1, & m < 2, \\ b^m a^{m-2} c, & \text{else.} \end{cases} \] (D12)

Two common Butcher tableaus corresponding to the fourth-order Runge-Kutta method are:

\[
\begin{array}{c|cccc}
0 & 1/2 & 1/2 & 0 \ 1/2 & 0 & 1/2 & 2/3 & -1/3 & 1 \\ 1 & 0 & 0 & 1 & 1 & 1 & -1 & 1 \\
\hline
1/6 & 1/3 & 1/3 & 1/6 & 1/8 & 3/8 & 3/8 & 1/8
\end{array}
\] (D13)

For these, we have:

\[
\begin{array}{cccc}
\lambda_0 & \lambda_1 & \lambda_2 & \lambda_3 \\
1 & 1/2 & 1/6
\end{array}
\]

This corresponds to the usual factor \( \lambda_m = 1/m! \) of the truncated Taylor expansion of the propagator. Note, however, that this is generally no longer the case in a time-dependent scenario, as will appear below.

3. Time-dependent implicit midpoint method

The implicit midpoint method is characterized by the tableau

\[
\begin{array}{c|c}
1/2 & 1/2 \\
\hline
1/2
\end{array}
\] (D14)

and yields

\[
\hat{T}_1^{(n)} = \mathbb{1} + h_n b_1 \hat{\Phi}_{t_n,1} + h_n^2 a_{11}^2 \hat{\Phi}_{t_n,1}^2 = \mathbb{1} - ih_n \hat{H}(t_n + h_n/2) - \frac{h_n^2}{4} \hat{H}^2(t_n + h_n/2). \] (D15)

4. Time-dependent Heun method

The Butcher tableau of this explicit second-order Runge-Kutta method reads

\[
\begin{array}{c|c}
0 & 1 \\
1 & 1/2 \ 1/2 \\
\hline
1/4 & 3/4
\end{array}
\] (D16)

and yields the following propagator:

\[
\hat{T}_2^{(n)} = \mathbb{1} + h_n b_1 \hat{\Phi}_{t_n,1} + h_n b_2 \hat{\Phi}_{t_n,2} + b_2 a_{21} h_n^2 \hat{\Phi}_{t_n,2} \hat{\Phi}_{t_n,1} = \mathbb{1} - \frac{h_n}{2} \hat{H}(t_n + h_n/2) - \frac{h_n^2}{2} \hat{H}(t_n + h_n) \hat{H}(t_n). \] (D17)

5. Time-dependent Ralston method

The Butcher tableau of this explicit second-order Runge-Kutta method reads

\[
\begin{array}{c|c}
0 & 2/3 \ 2/3 \\
2/3 & 1/4 \ 3/4
\end{array}
\] (D18)
and yields the following propagator:
\[
\hat{T}_2^{n_\alpha} = 1 + h_n b_1 \hat{\Phi}_{t_{n,1}} + h_n b_2 \hat{\Phi}_{t_{n,2}} + b_2 a_{21} h_n^2 \hat{\Phi}_{t_{n,2}} \hat{\Phi}_{t_{n,1}} = 1 - i h_n \frac{\hat{H}(t_n) + 3 \hat{H}(t_n + h_n)}{4} - \frac{h_n^2}{2} \hat{H}(t_n) \hat{H}(t_n).
\]

(D19)

**Appendix E: Scaling of the error with $\delta t$**

The presented implicit midpoint method yields an update of the form
\[
|\psi(t + \delta t)\rangle = \hat{T}_{\text{mid}}(t) |\psi(t)\rangle + O(\delta t^3),
\]
and as such may in principle be regarded as being of second order, provided one is able to approximate $|\psi(t + \delta t)\rangle$ with an NQS up to an error of order $O(\delta t^3)$. However, this condition cannot be satisfied with a normalized ansatz such as those used in this work. Indeed, the norm of the ideal updated state to be matched is given by:
\[
|\langle \psi(t) | \hat{T}_{\text{mid}}^\dagger \hat{T}_{\text{mid}} | \psi(t) \rangle| = |\langle \psi(t) | (1 + \frac{3 \delta t^2}{2} \hat{H}^2) | \psi(t) \rangle| + O(\delta t^3) = 1 + O(\delta t^2).
\]

(E2)

This must depart from 1 to second order in $\delta t$, implying that the implicit midpoint method effectively yields a first-order update when using ansätze normalized by design.

In contrast to the midpoint method, the Heun method does not suffer from this issue, indeed:
\[
\hat{T}_{\text{Heun}}^\dagger \hat{T}_{\text{Heun}} = \left(1 + i \delta t \hat{H} - \frac{\delta t^2}{2} \hat{H}^2\right) \left(1 - i \delta t \hat{H} - \frac{\delta t^2}{2} \hat{H}^2\right) = 1 + O(\delta t^4).
\]

(E3)

This property allowed us to simplify the expression of the distance in Eq. (12) as Eq. (13), considerably reducing the complexity of evaluating the gradients of the loss function.

These considerations generalize to the time-dependent scenario, where for the Heun method we have
\[
\hat{T}_{\text{Heun}}^\dagger \hat{T}_{\text{Heun}}(t) = \left(1 + i \delta t \hat{H}(t) - \frac{\delta t^2}{2} \hat{H}(t) \hat{H}(t + \delta t)\right) \left(1 - i \delta t \hat{H}(t) - \frac{\delta t^2}{2} \hat{H}(t) \hat{H}(t + \delta t)\right)
\]
\[
= 1 + \delta t^2 \hat{H}(t)^2 - \frac{\delta t^2}{2} \{\hat{H}(t), \hat{H}(t + \delta t)\} + O(\delta t^3).
\]

(E4)

Provided one can expand $\hat{H}(t + \delta t) = \hat{H}(t) + \delta t \partial_t \hat{H}(t) + O(\delta t^2)$, as is the case for any analytic quench, the second-order terms in Eq. (E4) cancel out exactly, implying that the Heun method remains of second order when using normalized ansätze.