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We consider a system of weakly interacting bosons confined on a planar double ring lattice subjected to two artificial gauge fields. We determine its ground state by solving coupled discrete non-linear Schrödinger equations at mean field level. At varying inter-ring tunnel coupling, flux and interactions we identify the vortex, Meissner and biased-ladder phases also predicted for a bosonic linear ladder by a variational Ansatz. We also find peculiar features associated to the ring geometry, in particular parity effects in the number of vortices, and the appearance of a single vortex in the Meissner phase. We show that the persistent currents on the rings carry precise information on the various phases. Finally, we propose a way of observing the Meissner and vortex phases via spiral interferogram techniques.
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I. INTRODUCTION

Experimental progress with ultracold quantum gases has made possible to engineer the coupling between different internal states of the atoms, and to realize synthetic gauge fields [1–3]. When a neutral atom moves in a properly designed laser field, its center-of-mass motion mimics the dynamics of a charged particle in a magnetic field, under the effect of a Lorentz-like force. The corresponding Aharonov-Bohm phase is related to the Berry’s phase that emerges when the atom adiabatically follows one of the dressed states of the atom-laser interaction [1]. These advances allow the quantum simulation of a wide range of Hamiltonians, in particular relevant in condensed matter physics. Indeed, some of the most intriguing phenomena in condensed matter physics involve the presence of strong magnetic fields. For instance, topological states of matter are realized in quantum Hall systems, which are insulating in the bulk, but bear conducting edge states [4].

A ladder is the simplest geometry where one can get some insight on two-dimensional quantum system subjected to a synthetic gauge field [5, 6]. The bosonic linear ladder has been the subject of intense theoretical work. The phase diagram has been established by means of field-theoretical methods [7, 8], and intensive DMRG simulations [9]. Those studies, in addition to common features of Bose-Hubbard models such as superfluid and Mott insulating phases, revealed new exciting phase of matter induced by the magnetic field: chiral superfluid phases, chiral Mott insulating phases displaying Meissner currents [8, 10] and vortex-Mott insulating phases [11]. In the weakly interacting regime, on which we will focus on this work, an additional phase has been predicted [12] a biased ladder phase characterized by an imbalanced population of the bosons between the two legs, explicitly breaking $\mathbb{Z}_2$ symmetry. This phase was shown to be stable in the interacting case, except for a special value of the applied flux, where umklapp processes destabilize it [13]. The dependence of the critical flux separating Meissner and vortex phase on interparticle interactions has been also studied [14]. In parallel to these theoretical advances, the experimental realization of the bosonic flux ladder has been reported in optical lattices [15] as well as for lattices in synthetic dimensions, both for fermions and bosons [16, 17].

In this work, we consider a system made of two one-dimensional coupled lattice rings subjected to different flux in each leg. This specific bosonic ladder corresponds to different boundary conditions than the case of a linear ladder. In particular, this double ring lattice geometry allows to study persistent currents in dimension larger than one [18], which shows promising applications for atomtronics developments [19, 20]. At difference from [21, 22], we focus on a planar geometry with concentric rings, as could be realized eg with dressed potentials [23], or using copropagating Laguerre-Gauss beams [24].

We study first the properties of the non interacting gas. After identifying the vortex and Meissner phases, we discuss specific features of the double ring lattice geometry, as the appearance of a vortex in the Meissner phase and parity effect in the vortex phase, and the behavior of persistent currents.

Through a numerical study we then explore the dilute, weak-interacting regime and address the nature of the ground state at mean field level. In particular we identify known phases such as the Meissner, vortex and biased-ladder phases [12] as well as the effect of commensurability of the total flux. Finally, we propose the spiral interferogram images – obtained by interference among the two rings during time of flight expansion – as a probe of vortex-carrying phases, specifically adapted to the ring geometry.
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II. THE MODEL

We consider a Bose gas confined in a double ring lattice. In the tight-binding approximation we model the system using the Bose-Hubbard model:

\[
\hat{H} = \hat{H}_0 + \hat{H}_{\text{int}} = \\
- \sum_{l=1}^{N_s} J_p \left( a_{l,1}^\dagger a_{l+1,1} e^{i\Phi_l} + a_{l+1,1}^\dagger a_{l,1} e^{-i\Phi_l} \right) \\
- K \sum_{l=1}^{N_s} \left( a_{l,1}^\dagger a_{l,2} + a_{l,2}^\dagger a_{l,1} \right) + \frac{U}{2} \sum_{l=1}^{N_s} \sum_{p=1,2} a_{l,p}^\dagger a_{l,p} a_{l,p} a_{l,p}
\]

where the angular position on the double ring lattice is given by \( \theta_l = \frac{2\pi}{N_s} l \) where \( l \) is an integer \( l \in [1, N_s] \) with \( N_s \) the number of sites in each ring. In Eq (1) \( J_1 \) and \( J_2 \) are respectively the tunneling amplitude from one site to another along each ring, the parameter \( K \) is the tunneling amplitude between the two rings, connecting only sites with the same position index \( l \) and \( \Phi_{1,2} \) are the fluxes threading the inner and outer ring respectively. In the case where the gauge fields are induced by applying a rotation to each ring one has \( \Phi_i = \frac{2\pi}{N_s} \Phi_i \), with \( \Phi_i = \Omega R_i^2 \), \( \Omega \) being the angular rotation frequency, \( R_i \) radius of ring \( i \), \( \Phi_0 = 2\pi \hbar/m \) the Coriolis flux quantum. As \( J_i \approx \frac{\hbar^2}{2mR_i^2} \), to lowest order we can consider \( J_1 = J_2 \) corresponding to two rings close to each other, or realized using adjusted lattice potential. In the following, it will be useful to introduce the relative flux \( \phi = \Phi_1 - \Phi_2 \) and average flux \( \Phi = (\Phi_1 + \Phi_2)/2 \).

III. NON INTERACTING REGIME

We first proceed by analyzing the non-interacting problem. The diagonalization of \( \hat{H}_0 \) (see Appendix A for details) yields the following two-band Hamiltonian:

\[
\hat{H}_0 = \sum_k \alpha_k^\dagger \alpha_k E_+(k) + \beta_k^\dagger \beta_k E_-(k),
\]

where

\[
\begin{pmatrix}
\alpha_k \\
\beta_k
\end{pmatrix} = 
\begin{pmatrix}
\nu_k & -\nu_k \\
-\nu_k & \nu_k
\end{pmatrix}
\begin{pmatrix}
\alpha_k \\
\beta_k
\end{pmatrix},
\]

and the functions \( \nu_k \) and \( \nu_k \) depend on the parameters \( \phi \) and \( K/J \) (see Appendix A for details), the momentum in units of inverse lattice spacing takes discrete values given by \( k = \frac{2\pi n}{N_s} \), with \( n = 0, 1, 2...N_s - 1 \) and the dispersion relation \( E_{\pm}(k) \) reads

\[
E_{\pm}(k) = -2J \cos(\phi/2) \cos(k - \Phi) \\
\pm \sqrt{K^2 + (2J)^2 \sin(\phi/2)^2 \sin(k - \Phi)^2}.
\]

We see that the only influence of the average flux \( \Phi \) is to shift in momentum space the energy spectrum.

![Figure 2: (Color online) Energy spectrum (in units of \( J \) with \( N_s = 40 \) sites on each ring) as a function of wavevector \( k \) (in units of inverse lattice spacing) of non-interacting bosons on a double ring lattice, for several values of the tunneling ratio \( K/J \) at fixed relative flux \( \phi = \pi/2 \) (bottom) and several values of \( \phi \) at fixed \( K/J = \sqrt{2} \) (top).](image-url)
The relevant ground state properties are obtained from the low-energy branch spectrum since, for a finite size, at $T = 0$ and $U = 0$ the bosons form a condensate in the lowest-energy state available. At varying tunneling ratio $K/J$ and relative flux $\phi$, two possible situations arise from the lowest-energy branch $E_-(k)$ (see Fig. 2). When $E_-(k)$ has a single minimum, the bosons condense in the state $k = \Phi$, corresponding to the Meissner phase, while one has a vortex phase when $E_-(k)$ has two minima and bosons condense with the same occupancy in each of the two minima $k_1$ and $k_2$ given by

$$k_{1,2} = \Phi \mp \arccos \left[ \cot \left( \frac{\phi}{2} \right) \sqrt{\frac{K^2}{2J} + \sin^2 \left( \frac{\phi}{2} \right)} \right].$$

Other possible occupancies of the two minima are discussed in Appendix A. The vortex to Meissner phase transition has been experimentally observed in bosonic linear flux ladders [15]. At fixed $K/J$ value, the critical flux where the transition appears is obtained by determining the change of curvature in $E_-(k = \Phi)$, thus yielding [7]:

$$\phi_c = 2 \arccos \left[ \sqrt{\frac{(K^2}{4J})^2 + 1 - \frac{K}{4J}} \right].$$

The Meissner phase is characterized by vanishing transverse currents $j_{i \perp} = iK(a^\dagger_{l,1}a_{l,2} - a^\dagger_{l,2}a_{l,1})$; the longitudinal currents on each ring, defined as $j_{i,p} = iJ(a^\dagger_{l,p}a_{l+1,p}e^{i\phi_p} - a^\dagger_{l+1,p}a_{l,p}e^{-i\phi_p})$, are opposite and the chiral current, i.e $J_c = \sum_l (j_{l,1} - j_{l,2})$ is saturated. The vortex phase is characterized by a modulated density, jumps of the phase of the wave function, and non-zero, oscillating transverse currents which create a vortex pattern. This is illustrated in Fig. 4 which shows the longitudinal and transverse current configurations both in the Meissner and in the vortex phase.

### A. Vortex configurations on a finite double ring lattice

Figure 4 shows the distribution of the phase and density of the condensate wave function of the noninteracting gas in the vortex phase, which reads

$$\psi_{l,p} = \sqrt{\frac{N}{2\pi \xi}} \left( \delta_{p,1}(u_{kl}e^{ik_1l} + u_{k2}e^{ik_2l}) + \delta_{p,2}(v_{kl}e^{ik_1l} + v_{k2}e^{ik_2l}) \right),$$

for various values of the system parameters. The number $N_v$ of vortices is obtained by counting the number of jumps in the phase. Since it is also associated to the number of oscillations in the density, which are characterized by the wavevector $k = k_2 - k_1$, it is readily obtained as $N_v = N_v(k_2 - k_1)/2\pi$. Recalling that the value of the total flux $\Phi$ fixes the position of the minima of the dispersion relation $[4]$, in the case where the total flux is multiple of $\frac{\pi}{\xi}$ we obtain specific features associated to the commensurability of $\Phi$ with the allowed values of the discrete wavevector $k$. Figure 5 depicts the various possibilities. When $\Phi = 2j\frac{\pi}{N_v}$, with $j$ integer number, the dispersion relation is centered on an allowed value of the quantized momentum $k$. In this case vortices start to form when the dispersion relation displays a double-minima structure, and the number of vortices is even.

On the other hand, when $\Phi = (2j + 1)\frac{\pi}{N_v}$ the value of $\Phi$ falls among two adjacent values of quantized momentum $k$ (see again Fig 5). In this case, in the vortex phase, the distance among the two minima corresponds to an odd multiple of $\frac{\pi}{N_v}$, giving rise to an odd number of vortices. Quite interestingly, in the Meissner phase, i.e for a choice of parameters $\phi$ and $K/J$ leading to a single minimum in the single-particle excitation dispersion $E_-(k)$, for $\Phi = (2j + 1)\frac{\pi}{N_v}$ we find a nontrivial pattern in the current profiles, corresponding to a single vortex con-
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Figure 4: (Color online) Phase and density profiles of the condensate wavefunction for noninteracting bosons along the double ring lattice as a function of the lattice index. Top panel: odd number of vortices for average flux Φ = \(\pi/N_s\). Bottom panel: even number of vortices for Φ = 0. The other parameters are \(K/J = 0.8\), \(\phi = \pi/2\), \(N_s = 20\) and \(n = N/N_s\).

Figure 5: (Color online) Scheme of the occupancy of the single-particle levels by noninteracting bosons at zero temperature (filled green circles), on the single-particle dispersion relation in the energy-momentum plane (empty circles joined by line), for various choices of total flux Φ (dashed vertical line). In the Meissner phase, when \(Φ = 2j\pi\) (left top panel, with \(Φ = 10\pi/N_s\)) bosons condense in the \(k = Φ\) mode. When \(Φ = (2j + 1)\pi\) (right top panel, with \(Φ = 9\pi/N_s\)), \(Φ\) lies between two momentum modes, the lowest-energy states are doubly degenerate and the system supports a vortex in the Meissner phase. In the vortex phase, when \(Φ = 2j\pi\) (bottom left panel, with \(Φ = 8\pi/N_s\)) we find an even number of vortices, whereas when \(Φ = (2j + 1)\pi\) (bottom right panel, with \(Φ = 9\pi/N_s\)) the number of vortices is odd. Notice that the scheme is completely general for values of \(Φ\) equal to any odd or even multiple of \(\pi/N_s\).

B. Persistent and chiral currents

We proceed next to study the persistent currents on the ring. They are defined as \(I_p = \partial\langle H\rangle/\partial Φ\). Since for the Hamiltonian \(H\) one has \(\partial\langle H\rangle/\partial Φ = 0\), we obtain that \(I_1 = -I_2 = I\) and we have a correspondence between chiral current \(J_c\) and persistent current:

\[J_c = 2I = \frac{∂\langle H\rangle}{∂Φ}.\]  \hspace{1cm} (7)

In particular, Fig 6 represents the dependence of the excitation spectrum branches on the relative flux. In order to obtain the persistent currents for each value of \(Φ\) we identify the lowest-energy branch as defined piece-wise by following the lowest-energy part of \(E_-(k)\) (see Fig 6 upper panel). The persistent current is then readily obtained by deriving this curve with respect to the flux \(Φ\). The resulting persistent current as a function of relative flux \(φ\) is illustrated in Fig 6 (bottom panel). By incrementing the relative flux at fixed \(K/J\), the system undergoes a

configuration (see Fig 3 third panel). This is a mesoscopic effect associated to the finite size and the geometry of the ring. As we shall see below, however, this vortex is more fragile than those appearing in the vortex phase, and is destroyed in the presence of interactions.
IV. WEAKLY-INTERACTING REGIME

A. Variational Ansatz

In the case of non interacting bosons, when the single-particle spectrum has two degenerate minima, the many-body ground state energy is highly degenerate as it corresponds to all possible partitions of the particles among the two minima. In the presence of interactions this degeneracy is broken. Introducing the variational Ansatz

$$|\Phi_N\rangle = \frac{1}{\sqrt{N!}} \left( \cos(\theta/2) \beta_k^\dagger + \sin(\theta/2) \beta_k^\dagger \right)^N |0\rangle,$$

which is valid in weakly interacting regime, Wei and Mueller [12] have identified two phases, corresponding to two different partitions of the bosons on the minima \( k_1 \) and \( k_2 \): a vortex phase, when each minimum is occupied by \( N/2 \) bosons, occurring if \( 1 - 6u_{k_1}v_{k_1} > 0 \); and a biased ladder phase, characterized by symmetry breaking and full occupancy of only one of the two minima, occurring when \( 1 - 6u_{k_1}v_{k_1} < 0 \). The biased ladder phase is characterized by the absence of density modulations and different density values on the two rings.

B. Coupled discrete nonlinear Schrödinger equations (DNLSE)

In order to explore in a broader way the weakly-interacting regime, we study the ground state of the system in the mean-field approximation, obtained by neglecting the quantum fluctuations and correlations.

We start from the equations of motion for the bosonic field operators in the Heisenberg picture:

$$i\hbar \frac{da_{l,p}(t)}{dt} = [a_{l,p}(t), H].$$

Taking the mean-field approximation, ie setting \( \Psi_{l,p}(t) = \langle a_{l,p}(t) \rangle \) we obtain two coupled discrete non-linear Schrödinger equations (DNLSE):

$$i\partial_t \Psi_{l,1}(t) = -J \Psi_{l+1,1}(t)e^{i(\Phi+\phi/2)} - J \Psi_{l-1,1}(t)e^{-i(\Phi+\phi/2)} - K \Psi_{l,2}(t) + U|\Psi_{l,1}(t)|^2 \Psi_{l,1}(t)$$

$$i\partial_t \Psi_{l,2}(t) = -J \Psi_{l+1,2}(t)e^{i(\Phi-\phi/2)} - J \Psi_{l-1,2}(t)e^{-i(\Phi-\phi/2)} - K \Psi_{l,1}(t) + U|\Psi_{l,2}(t)|^2 \Psi_{l,2}(t)$$

This is the lattice version of the Gross-Pitaevskii equations. The above equations are expected to hold for weak interactions and large number of particle on each site.

The corresponding energy functional is given by

$$E[\Psi_1, \Psi_2] = -J \sum_{l,p} \langle \Psi_{l,p}^* \Psi_{l+1,p} e^{i\Phi_p} + c.c. \rangle$$

$$- K \sum_{l} \langle \Psi_{l,1}^* \Psi_{l,2} + c.c. \rangle + \frac{U}{2} \sum_{l,p} |\Psi_{l,p}|^4,$$

transition from Meissner to vortex phase. For low \( \phi \) values, the particle stays in the branch \( E_-(k = \Phi) \) as long as it is in the Meissner phase. At the critical value \( \phi_c \) for entering the vortex phase, the persistent current displays a jump, and takes an angular momentum value equal to \( \Phi + 2\pi/N_+ \). As the flux \( \phi \) increases, the persistent currents display several other jumps, each corresponding to the appearance of a vortex pair in the ring. We notice that the total number of jumps in the current curve corresponds to \( N_+/2 \), ie the maximal number of vortex pairs on the ring.
where $\Psi_p = \{\Psi_{t,p}\}$.

We use a split-step Fourier transform method [25] to solve the discrete time dependent NLSE and perform imaginary-time evolution to obtain the ground state of the system with the normalization condition,

$$\sum_{l=1}^{N_x} \sum_{p=1;2} |\Psi_{t,p}|^2 = N$$

(13)

where $N$ is the number of particles in the system.

V. NUMERICAL RESULTS

A. Mean field ground state phase diagram

We use the numerical solution of the DNLSE [10] to explore the nature of the ground state at varying interactions and inter-ring tunnel coupling, as identified by the ratios $Un/J$ and $K/J$, with $n = N/N_x$. For simplicity of the analysis, we choose a fixed value $\phi = \pi/2$ for the relative flux. Our results are illustrated in Fig. 7 showing the particle imbalance among the two rings $\Delta = |\sum_i (n_{1,i} - n_{2,i})|/N$. For a choice of total flux $\Phi$ corresponding to an even multiple of $\pi/N_x$ (upper panel of Fig. 7) at varying interaction and tunnel parameters we identify three phases: the vortex (V) and Meissner (M) phases found in the non-interacting regime, as well as the biased-ladder phase (BL-V) predicted by the variational Ansatz. We have denoted this latter phase BL-V since it is competing with the vortex phase, and are both obtained from the Ansatz when the single-particle spectrum has a double minimum structure. Figure 7 shows the corresponding density profiles of the various phases: biased-ladder, Meissner and vortex phases are illustrated in panels (BL-V), (M) and (V) respectively.

For values of total flux corresponding to an odd multiple of $\pi/N_x$ (lower panel of Fig. 7) in place of the Meissner phase admitting a single vortex, we find a biased-ladder phase (denoted as BL-M in the figure). As it will be discussed in section V.B, this is a mesoscopic effect due to the finite size of the ring – the imbalance decreases with increasing number of sites on the ring.

B. Fate of the single vortex in the Meissner phase

As discussed in Sec[III A] in the case when the total flux $\Phi = (2j + 1)\pi$ and the system is in the Meissner phase, the noninteracting solution predicts the formation of a single vortex. We explore here the fate of such a vortex in the presence of weak interactions.

A first answer is provided by the variational Ansatz introduced in Ref.[12] specialized to the case where the bosons occupy two neighbouring momentum states of the single-particle excitation spectrum centered around $k = 0.8$, with $\theta = \pi/2$ if $1 - 6u^2_{\Phi + \pi/N_x}v^2_{\Phi + \pi/N_x} < 0$, while one has $\theta = \pi/2$ if $1 - 6u^2_{\Phi + \pi/N_x}v^2_{\Phi + \pi/N_x} > 0$. However, by using the results of Appendix A for the amplitudes $u_k$ and $v_k$, one readily finds that in the Meissner phase $1 - 6u^2_{\Phi + \pi/N_x}v^2_{\Phi + \pi/N_x}$ is always negative, and we conclude that lowest-energy solution is of biased-ladder type.

Figure 7: (Color online) Color map of the imbalance among particle numbers in each ring, in the ($K/J, Un/J$) plane, for (upper panel) $\phi = \pi/2$, $\Phi = 6\pi/N_x$ and $N_x = 20$, (lower panel) $\phi = \pi/2$, $\Phi = \pi/N_x$ and $N_x = 20$. The letters indicate the parameter regimes where we find a biased-ladder phase (BL-V) where the single-particle spectrum has a double minimum, a Meissner phase (M), a vortex phase (V) and a biased-ladder phase (BL-M) where the single-particle spectrum has a single minimum. The corresponding density profiles are illustrated in Fig. 8 and 9.

Figure 9: (Color online) Color map of the density profile in each ring in the ($K/J, Un/J$) plane. The letters indicate the parameter regimes where we find a biased-ladder phase (BL-V) where the single-particle spectrum has a double minimum, a Meissner phase (M), a vortex phase (V) and a biased-ladder phase (BL-M) where the single-particle spectrum has a single minimum. The corresponding density profiles are illustrated in Fig. 8 and 9.

\begin{align*}
\Psi_N &= \frac{1}{\sqrt{N!}} \left( \cos(\theta/2)\beta^3_{\Phi + \pi/N_x} + \sin(\theta/2)\beta^3_{\Phi - \pi/N_x} \right)^N |0\rangle.
\end{align*}

(14)

One readily obtains that the total energy is minimized by the choice $\theta = \pi$ if $1 - 6u^2_{\Phi + \pi/N_x}v^2_{\Phi + \pi/N_x} < 0$, while one has $\theta = \pi/2$ if $1 - 6u^2_{\Phi + \pi/N_x}v^2_{\Phi + \pi/N_x} > 0$. However, by using the results of Appendix A for the amplitudes $u_k$ and $v_k$, one readily finds that in the Meissner phase $1 - 6u^2_{\Phi + \pi/N_x}v^2_{\Phi + \pi/N_x}$ is always negative, and we conclude that lowest-energy solution is of biased-ladder type.
We have verified this prediction by the numerical solution of the DNLSE, and we confirm that no vortex is found at finite interactions and the density profile is of biased-ladder type, as illustrated in Fig. 9 and in the phase diagram (Fig. 7, lower panel). By performing calculations at varying system size, we find that the imbalance among the two rings decreases with increasing $N_s$.

It is interesting to notice that this is different from the case of the biased ladder phase BL-V obtained for values of flux corresponding to even multiples of $\pi/N_s$. In this case, the particle imbalance does not depend on $N_s$ and the phase is also found in the thermodynamic limit.

**C. Persistent currents for interacting bosons on the double ring lattice**

The numerical solution of the DNLSE allows also to obtain the persistent currents in the presence of weakly repulsive interactions. Figure 10 shows the dependence on persistent currents amplitude on relative flux $\phi$ for the interacting double ring lattice. As compared to the noninteracting case, notable differences occur at increasing $\phi$ when the phase boundary is crossed: due to the presence of interactions, the persistent current amplitude decreases more rapidly with increasing $\phi$.

**Figure 8:** (Color online) Density profiles along each ring as a function of the lattice index along the ring, with $N_s = 20$, $\phi = \pi/2$, $\Phi = 6\pi/N_s$, in the various phases identified in the diagram of Fig. 7 with parameter $\phi = \pi/2$, $N_s = 20$, $Un/J = 0.05$ and biased-ladder phase (BL-V), for $K/J = 1.1$; Meissner phase (M), for $K/J = 2$; vortex phase (V), for $K/J = 0.5$ and $Un/J = 0.3$.

**Figure 9:** (Color online) Density profile for a double ring lattice of interacting bosons with total flux $\Phi = \pi/N_s$, in the absence of interactions, single vortex in the Meissner phase (upper panel) and for weak repulsive interactions biased-ladder (BL-M) phase (lower panel). The other parameters are $N_s = 20, K/J = 2, \phi = \pi/2$.

**Figure 10:** (Color online) Chiral currents in units of $J$ as a function of the relative flux $\phi$ (dimensionless) for noninteracting bosons (blue, thin solid line) and weakly interacting ones $Un/J = 0.1$ (red, thick solid line) for $N_s = 20$ and $K/J = 3$. 
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![Figure 10](image10.png)
of the intermediate biased-ladder phase, the jumps in the persistent current are suppressed as they are associated to the creation of vortices. For the parameter choice used in Fig. 10 one can then identify both the transition from Meissner to biased ladder and from the latter to the vortex phase. Persistent currents thus provide a powerful tool to explore the phases of the double ring lattice.

VI. SPIRAL INTERFEROGRAMS

It has been shown \cite{20,28} that it is possible to reconstruct the phase pattern of ring trapped Bose-Einstein condensate by studying its interference pattern with a reference disk-shaped condensate placed at the center of the ring. Using a similar principle, we show here that the interference pattern of two concentric rings allows to characterize the vortices in the bosonic double ring lattice.

Assuming that the distance between neighboring sites on each ring is larger than the difference of the radii of the two rings, the main contribution to the interference process is due to radially overlapping condensates belonging to the same site index in each ring (i.e. with the same angular coordinate). In this case, the wave function after a time $t_{\text{TOF}}$ from releasing the double ring trap is given by (see Appendix D for details):

$$\Psi_p(r, \theta) \approx \tilde{\Psi}_0(k_{s,p})e^{i\frac{k_{s,p}^2}{2m}t_{\text{TOF}}} e^{i \phi_{l,p}} \sqrt{m_l}$$

where $\phi_{l,p}$ and $n_{l,p}$ are respectively the phase and the number of particles of a condensate on the ring $p$ at site $l$, and $k_{s,p} = (R_p-r_i)\sqrt{m_l}$ is related to the velocity at which each wave function evolve after releasing the trap. The interference pattern intensity is given by $I(r, \theta) = 2 \text{Re}[\Psi_1^*(r, \theta)\Psi_2(r, \theta)]$. By recalling that in density-phase representation $\sqrt{n_{l,1}n_{l,2}}e^{i(l_{1,1}-l_{2,2})} = \langle a_{l,1}^\dagger a_{l,1}\rangle$, we obtain the following intensity distribution in the polar plane $(r, \theta)$:

$$I(r, \theta) = \langle a_{l,1}^\dagger a_{l,1}\rangle + \langle a_{l,2}^\dagger a_{l,2}\rangle + 2\text{Re}[e^{i\Delta \phi}e^{iQr}\langle a_{l,1}^\dagger a_{l,2}\rangle]$$

with $Q = \frac{m(R_1-R_2)}{m_{\text{TOF}}}$ and $\Delta \phi = \langle \theta_2^2 - \theta_1^2 \rangle m_{\text{TOF}}$.

In order to analyze typical interference profiles in the various phases, we start from the noninteracting regime. In this case, using the results of Appendix A, in the Meissner phase one readily obtains

$$I(r, \theta) \propto \frac{1}{N_s} \cos(Qr + \Delta \phi) + n_{\theta_i}$$

where $n_{\theta_i} = \langle a_{l,1}^\dagger a_{l,1} + a_{l,2}^\dagger a_{l,2}\rangle$. This corresponds to an interference pattern made of concentric rings, as illustrated in the first panel of Fig. 11.

In the case of a single vortex in the Meissner phase, (second panel of Fig. 11) the interference pattern displays a line of dislocations, which are due to the phase slip and vanishing of the density in correspondence of the vortex core.

In the vortex phase, Eq. \ref{eq:16} yields

$$I(r, \theta) \propto \frac{1}{N_s}[2v_{k_1}v_{k_2}\cos(Qr + \Delta \phi) + v_{k_1}^2\cos(\theta_1(k_2-k_1) - \Delta \phi - Qr) + v_{k_2}^2\cos(\theta_1(k_2-k_1) + \Delta \phi + Qr)] + n_{\theta_i}.$$  \hspace{1cm} \text{(18)}$$

In this case, the interference pattern is composed of a term which is constant along $\theta$, that gives rise to concentric rings and two spirals patterns with uniform intensity each of them corresponding to one of the two ring, one going clockwise and the other counter-clockwise. The superposition of the three contributions yields a modulated spiral pattern, shown in Fig. 11. This method, which is specific for the ring geometry, is a very powerful characterization of the vortex phase, as the number of branches in the pattern yields the number of vortices in the system. This allows in particular to evidence the possibility of having even or odd number of vortices, depending on the value of the total flux. As a final remark we notice that the interference pattern is dependent on the choice of gauge, other choices will lead to different spiral interferogram pictures.
VII. CONCLUSIONS AND OUTLOOK

In this work, we have studied the ground-state properties of weakly interacting bosons on a double ring lattice, subjected to two gauge fields. Depending on the ratio between inter-ring and intra-ring tunnel energies, as well as on the relative flux, the bosons are found to be in the Meissner or vortex phases, previously identified for the linear ladder geometry. As specific of the ring geometry, for the non interacting gas, we have found a parity effect on the number of vortices in the system, which originates from the commensurability of total flux with respect to allowed momentum states on the rings. Also, for special values of total flux Φ, due to finite size effects, we have found that the ground state may host a single vortex even in the Meissner phase. The analysis of persistent currents shows that at varying relative flux it is possible to identify both the Meissner and vortex phase. In the latter, due to finite-size of the double ring lattice, it is possible to monitor the appearance of pairs of vortices at increasing φ.

We have then considered the effect of weakly repulsive interactions, as described within a mean-field approach. We have identified the biased ladder phase and shown that the Meissner phase becomes imbalanced at odd value of the total flux Φ due to mesoscopic effects. Even in the presence of interactions, the study of persistent currents is a useful tool to characterize the various phases.

Finally, we have proposed the interference patterns among the two rings as probe of the various phases, specifically adapted to the our ring geometry, yielding in particular spiral images in the presence of vortices.

An analysis beyond mean field suggests that the very small ring lattice at weak filling displays fragmentation in a similar way as what is found for spin-orbit coupled Bose gases. In outlook, it would be interesting to explore the crossover from mean-field to fragmented state at decreasing the lattice filling and size.
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Appendix A: Diagonalisation of the non interacting Hamiltonian

In order to diagonalize the Hamiltonian \( H_0 \) in Eq. (1) we introduce the Fourier transform of the field operator according to \( a_{l,p} = \frac{1}{\sqrt{N_s}} \sum_k a_{k,l,p} e^{-ik \cdot l}. \) Periodic boundary conditions on each ring \( a_{l,p} = a_{l+N_s,p} \) lead to quantized values for the wavevectors \( k = \frac{2\pi}{N_s} j, \) where \( j \in [0, N_s - 1] \) is an integer number. The Hamiltonian in Fourier space then reads

\[
\hat{H}_0 = \sum_k \left( a_{k,1}^\dagger a_{k,2}^\dagger \right) H(k) \left( a_{k,1}, a_{k,2} \right), \tag{A1}
\]

where \( H(k) \) is given by

\[
H(k) = \begin{pmatrix}
-2J \cos(k - \Phi - \phi/2) & -K \\
-K & -2J \cos(k - \Phi + \phi/2)
\end{pmatrix} \tag{A2}
\]

We diagonalize it using the unitary transformation

\[
\begin{pmatrix}
\alpha_{k,1} \\
\alpha_{k,2}
\end{pmatrix} = \begin{pmatrix}
v_k & u_k \\
u_k & v_k
\end{pmatrix} \begin{pmatrix}
\alpha_k \\
\beta_k
\end{pmatrix}, \tag{A3}
\]

where \( u_k \) and \( v_k \) are given by

\[
v_k = \frac{1}{\sqrt{2}} \left(1 + \frac{\sin(\phi/2) \sin(k - \Phi)}{\sqrt{(K/2J)^2 + \sin^2(\phi/2) \sin^2(k - \Phi)}}\right), \tag{A4}
\]

\[
u_k = \frac{1}{\sqrt{2}} \left(1 - \frac{\sin(\phi/2) \sin(k - \Phi)}{\sqrt{(K/2J)^2 + \sin^2(\phi/2) \sin^2(k - \Phi)}}\right). \tag{A5}
\]

The final form for the Hamiltonian reads

\[
\hat{H}_0 = \sum_k \alpha_{k,1}^\dagger \alpha_{k,2} E_+(k) + \beta_{k,1}^\dagger \beta_{k,2} E_-(k), \tag{A6}
\]

with

\[
E_\pm = -2J \cos(\phi/2) \cos(k - \Phi) + \sqrt{K^2 + (2J)^2 \sin^2(\phi/2) \sin^2(k - \Phi)}. \tag{A7}
\]

In the non-interacting region, in the parameter region where the energy spectrum has a double minimum, the ground state has the form \( |\psi\rangle = \frac{1}{\sqrt{N_s}} \left( \cos(\theta/2) \beta_{k,1}^\dagger + \sin(\theta/2) \beta_{k,2}^\dagger \right)^N |0\rangle. \) This state is fully degenerate in the occupancy of the minima, ie it provides the same ground-state energy for any choice of \( \theta. \) As discussed in section IV, this degeneracy is broken at the level of mean-field by the interactions. In section III we chose to consider, in the non-interacting regime, only the case \( \theta = \pi/2 \) which leads to the same occupancy of the minima and hence the same density profiles on the two rings. Different choices for \( \theta \) will induce different density profiles, eg an imbalanced vortex for \( \theta \in [0, \pi[ \) and \( \theta \neq \pi/2, \) and a biased-ladder for \( \theta = 0 \) and \( \theta = \pi \) (see Fig. 12).

Figure 12: Density on the double ring for \( K/J = 0.95, N_s = 20, \phi = \pi/2 \) and upper panel \( \theta = 0.01, \) down panel \( \theta = 0. \)

Appendix B: Numerical method for the solution of the DNLSE

We provide here the details for the numerical solution of the DNLSE \([10]\), obtained by iterative steps of the type

\[
\begin{pmatrix}
\Psi_1(t + \Delta t) \\
\Psi_2(t + \Delta t)
\end{pmatrix} = U(\Delta t) \begin{pmatrix}
\Psi_1(t) \\
\Psi_2(t)
\end{pmatrix}, \tag{B1}
\]

where \( U(\Delta t) = \exp(-iH\Delta t) \) is the time-evolution operator and we have introduced the vector notation \( \Psi_p = \{\Psi_{1,p},...,\Psi_{N_s,p}\} \) Using the Campbell Hausdorff formula we approximate it to order \( (\Delta t)^2 \) by

\[
U(t, t + \Delta t) = e^{-iH_0 \Delta t} e^{-iH_{\text{int}} \Delta t} + O(\Delta t)^2 \tag{B2}
\]

The interacting Hamiltonian being diagonal in position space and the kinetic one in k-space, we use the split-step Fourier algorithm \([25]\). Furthermore, to obtain the ground-state wave function we perform an evolution in imaginary times. Hence the evolution of our wave function can be recast as follows:
\[
\begin{pmatrix}
\Psi_1(t + \Delta t) \\
\Psi_2(t + \Delta t)
\end{pmatrix}
= \mathcal{F}^{-1}\left[ M \left( e^{-E_j \Delta t} I_{N_x \times N_x} \right) \right] \mathcal{F}^{-1}\left[ \left( e^{-U|\Psi_1(t)|^2 \Delta t} \Psi_1(t) \right) \right],
\]

(3)

where \(|\Psi_p(t)|^2 = \{|\Psi_{l,p}|^2, \ldots, |\Psi_{N_x,p}|^2\}|, E_{\pm} = (E_{\pm}(2\pi/N_x), \ldots, E_{\pm}(2\pi j/N_x), \ldots, E_{\pm}(2\pi)), and M is the unitary matrix which diagonalizes the noninteracting Hamiltonian \(H(k)\) according to

\[
M = \begin{pmatrix}
 u_k & u_k \\
-\bar{u}_k & \bar{u}_k
\end{pmatrix}
\]

(B4)

and \(\mathcal{F}\) indicates the Fourier transform.

**Appendix C: Interference patterns of expanding rings**

We derive here the expression for the intensity of the interference pattern of expanding rings given in Eq. (17).

We consider first the expansion dynamics of a single condensate initially subjected to a tightly confining potential. We follow the time evolution of the condensate wavefunction following a sudden turn-off of the confinement at time \(t = 0\). We will also assume that, due to a sudden decrease of the condensate density, interactions can be neglected during the dynamics, they indeed affect the dynamics of the condensate only in the initial stages of the expansion \(\tau_{\text{TOF}}\). If \(|\Psi(0)\rangle\) is the initial state of the system, its time evolution following the trap opening is given by

\[
|\Psi(t)\rangle = e^{-iH_{\text{kin}}t/\hbar}|\Psi(0)\rangle
\]

\[
\approx \sum_k \Psi_0(k)e^{-i\frac{\hbar^2 k^2}{2m}t}|k\rangle
\]

(C1)

where \(H_{\text{kin}} = \frac{p^2}{2m}\) is the kinetic part of the Hamiltonian. This readily yields

\[
\Psi(x, t) = \int d^2k \Psi_0(k)e^{-i\frac{\hbar k^2}{2m}t}e^{i k \cdot x}
\]

(C2)

Using the saddle-point method to approximate the above integral, in the long-time limit we obtain

\[
\Psi(x, t) \approx \sqrt{\frac{2\pi m}{\hbar}} \tilde{\Psi}_0(\tilde{k}_x, \tilde{k}_y)e^{i \frac{m}{\pi \hbar} (x^2 + y^2)},
\]

(C3)

where \(\tilde{k}_x = x m/(\hbar t), \tilde{k}_y = y m/(\hbar t)\), thus corresponding to the ballistic regime of the expansion – the condensate expands at constant velocity, reaching a point in space fixed by its initial momentum in the trap.

In the specific case where the initial confining potential is a double ring lattice, where \(V(x) = \sum_i \frac{1}{2} m \omega^2 |x - x_i|^2\)

and \(x_i\) indicate the minima of the double ring lattice in a two-dimensional plane, we study the expansion and interference of the condensates released from each ring lattice. Assuming a deep lattice for each ring, and weak inter-ring tunneling, one may consider each lattice site \(l\) as occupied by a condensate with phase \(\phi_{l,p}\) and density \(n_{l,p}\) weakly coupled to the condensates on the adjacent sites.

After releasing both ring lattices, as well turning off the artificial gauge fields, using Eq. (C3) above, the condensate wavefunctions will overlap and give rise to an interference pattern at position \(r\). If the confinement is very tight in the radial direction or the inter-ring distance is larger than the distance among adjacent sites, the first interference fringes are obtained by the superposition of the condensates wavefunctions radially expanding, ie belonging to the same site index \(l\). This is estimated assuming that each condensate has travelled a distance \((R_p - r)\) at constant velocity \(k_{x,p} = (-1)^p(R_p - r)m/\hbar \tau_{\text{TOF}}\), where \(p = 1, 2\) labels each ring, thus acquiring a dynamical phase \(\hbar \tau_{\text{TOF}} k_{x,p}^2/2m\), which adds to the initial phase \(\phi_{l,p}\). Taking into account the normalization of each condensate, one readily obtains Eq. (15). As discussed in \(\tau_{\text{TOF}}\) \(\tau_{\text{TOF}}\) these interference fringes, and in particular the spirals founds in the vortex phase, occur for typical times \(\tau_{\text{TOF}}\) of the order of \(\tau_{\phi} = m(R_2 - R_1)\sigma_r/\hbar\) with \(\sigma_r\) the size of the initial condensate in each well. This time is large enough to ensure ballistic expansion (ie on times larger than \(\tau_{\phi} = m\sigma_r^2/\hbar\), but shorter than the time where neighbouring condensates would contribute to the interference pattern (ie \(\tau_{\phi} = 2\pi m R_p \sigma_r/\hbar N_x\)) and would wash out the spirals. At extremely long times, the time-of-flight images will correspond to the momentum distribution of the initial double ring lattice.