Gender Prediction by Speech Analysis
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Abstract. Speech is one of the important methods of communication for humans. The speech signal itself contain linguistic information that can be used to identify the speaker information such as gender, emotions and many more. There are some problems that involve in detection gender of the speaker. In forensic analysis, the police need to detect criminal profile from any evidence such as voice from any calls and while in healthcare aspect, some vocal fold pathologies can be bias to a particular gender such as vocal fold cyst can be seen particularly in female patients and the patient will have problem with their voices. Three features are extract from the speech signal which are Mel Frequency Cepstrum Coefficient (MFCC), Linear Prediction Coding (LPC) and Linear Prediction Coding Coefficient (LPCC). While for the classification, two classifier are used which are Support Vector Machine (SVM) and k-Nearest Neighbour (KNN). The recognition rate is higher for the combination of MFCC and LPCC compared to other features. SVM classifier had outperformed KNN classifier and obtained highest recognition rate of 97.45%. Lastly a graphical user interface system is develop that will record the voice of the speakers, pre-process the signal, extract MFCC and LPCC and classify it using SVM.

1. Introduction
Humans can deliver message and information between each other through speech. Human voice is particularly a piece of human sound creation in which the human vocal chords is the essential sound source, which plays an important role in the conversation [1]. Linguistic information such as gender, emotions and others can be recognize through speech signal. Speech processing is the study of speech signals, and various of methods used to process them. Many applications such as speech coding, speech synthesis, speech recognition and speaker recognition technologies is employed using speech processing. One of important step in speech and speaker recognition is gender recognition [2]. Physiological differences such as vocal fold thickness or vocal tract length and differences in speaking style of humans can be identify as partly the reason gender based differences in human speech [3]. Since these differences are reflected in the speech signal, acoustic measures related to those properties can be helpful for gender classification. Female voice usually has higher resonance frequencies and higher pitch than male voice [4]. The main objective of this paper is to investigate the relationship between the speech signals towards the gender of the speakers. In order to predict the gender of the speaker, this research has proposed a method to extract several features from the speaker voice and class it according to its
gender. This study involved the methods of pre-processing of speech signal, extracting features from the filtered signal and classified it to two classes which are male or female.

2. Experiment
2.1. Data Acquisition
There are twenty four subjects which included twelve male and twelve female had volunteered to participate in this experiment. Microphone used for data acquisition in this experiment is Philips Speechmike Premium LFH3500. It is USB dictation microphone with push-button operation that can connected with the laptop. A Graphical User Interface (GUI) in MATLAB is developed to record the voice for each subject and stored the data. Sampling frequency was set to 16 000 Hz and 16 bit. User can record the voice and also play back the recorded voice.

2.2. Data Acquisition
First, a brief is given to the subjects on how the workflow of the experiment and what they need to do. Then, demonstration is given to them on how to handle the microphone and what button they need to push. The subjects need to sit in front of the laptop and sit with relax. The device is placed 3 to 4 cm from the mouth. The recorder will start and the subjects will pronounce a sequence of number from ‘0’ to ‘9’. The sequence of number is repeat for ten trials with random sequence. Lastly, the recorder will stop and end of data acquisition process.

3. Speech Signal Processing
The recorded speech signal was analysed in signal processing which comprises of three stages. It started with pre-processing of the signal, feature extraction from the signal and lastly classification into two classes which are male and female.

3.1. Pre-processing
The signal needs to be processed before undergoes feature extraction. If there are some noises, it needs to be eliminate and filter to enhance the speech signal features on the waveform. Most of the gender information in the speech signal lies in the voiced region of the speech signal. The signal needs to be segmented for each number from ‘0’ to ‘9’. The silence and unvoiced region are removed by set up a threshold value of energy for the voiced region. The energy value of signal above the threshold value is considered as voiced region and the energy value below the threshold value will considered as unvoiced region. Next, pre-emphasis is used to neutralize pronunciation effect of speech signal from the lip. It boosts input frequency range that most susceptible to noise and makes the position of dominant energy in frequency more crucial. In this case, the value of pre-emphasis used is 0.98.

3.2. Feature Extraction
Some useful information needs to extract from the signal to distinguish whether the speaker is male or female. The feature extraction that will be use in this project is Mel Frequency Cepstrum Coefficient (MFCC), Linear Prediction Coefficient (LPC) and Linear Predictive Cepstral Coefficient (LPCC).

3.2.1. Mel Frequency Cepstrum Coefficient (MFCC)
Mel Frequency Cepstrum Coefficient (MFCC) are based on the known variation of the human ear’s critical bandwidth frequencies with filters spaced linearly at low frequencies and logarithmically at high frequencies used to capture the important characteristics of speech [5]. The signals were divided into small frame size with the length 30 ms. Hamming window is used in this research to eliminate discontinuities at the edges and integrates all the closest frequency lines. The third step is to apply Fast Fourier Transform (FFT) which convert each frame of N samples from time domain to frequency domain and to extract the frequency components of the signal. After that, the signal needs to go through
Mel Filter Bank to filter the signal so it approximates to Mel scale. Each filter output is the sum of its filtered spectral components. Lastly, Discrete Cosine Transform (DCT) is computed by converting log Mel spectrum into time domain. Final result of the conversion is what it called Mel Frequency Cepstrum Coefficient.

3.2.2. Linear Predictive Coding (LPC)
Linear predictive coding (LPC) is a tool used mostly in audio signal processing and speech processing for representing the spectral envelope of a digital signal of speech in compressed form, using the information of a linear predictive model [6]. Pre-processing techniques of this method is including pre-emphasis, frame blocking and Hamming window. The autocorrelation analysis is used to identify fundamental frequency or pitch from the speech signal. Lastly, the signals need to undergo LP analysis.

3.2.3. Linear Predictive Cepstral Coefficient (LPCC)
Linear Predictive Cepstral Coefficient (LPCC) can generates vocal tract coefficients and it can represent the spectral magnitude of speech signal. It behaves in the Cepstrum domain which is also used in Linear Predictive Coefficient (LPC). In this method, speech signal also need to undergo pre-processing technique such as pre-emphasis, frame blocking and Hamming window and autocorrelation analysis. Auto correlation is used as the method to obtain the parameters by assuming that the output of the system is predicted as linear combination of past output samples while input is unknown [7]. Next, in LPC analysis, it will convert auto correlation coefficient into LPC parameters. The Levinson-Durbin recursive algorithm can be used to identify the coefficients [8].

3.3. Classifier
Classifier that had been chosen is Support Vector Machine (SVM) and K-Nearest Neighbour (KNN).

3.3.1. Support Vector Machine (SVM)
Firstly, kernel function is applied that performs a low to high dimensional feature transformation and in this case linear kernel function, Gaussian kernel function and polynomial kernel function is used. Next, this classifier constructs a maximum margin hyperplane to draw the decision boundary between classes. SVM search for an optimal hyperplane $H$ that separates this data space into two distinct subspaces and each corresponding to a class. This hyperplane can be described as the following equation [9-10]:

$$H: x^T w + b = 0$$

Where $w$ is the perpendicular vector to the hyperplane $H$ and $b$ is the bias of this function.

3.3.2. K-Nearest Neighbour (KNN)
K-Nearest Neighbour is base of an unknown sample on the “votes” of K of its nearest neighbour rather than only it’s single neighbour. The input of KNN classifier in the feature space consists of the k closest training example [11-13]. However, the output of the KNN are depends on the usage of the KNN either it is used for classification or regression. For the KNN classification, the class membership is the output of the classifiers. The data is classified using majority vote of the neighbours and the data is assigned to its classes according to its most common its k nearest neighbour [14-15]. The nearest neighbour are found by minimising a distance function, usually the Euclidean distance. K-value used is varies from 1 to 10 folds with 10-fold cross validation.
4. Result and Discussion

4.1. Comparison of SVM and KNN
Table 1 shows the recognition rate of SVM based on features extracted using several kernel functions.

| Kernel function | MFCC  | LPC   | LPCC  | MFCC+LPCC |
|-----------------|-------|-------|-------|------------|
| Linear          | 89.43%| 89.70%| 89.08%| 92.82%     |
| Gaussian        | 92.90%| 91.25%| 93.31%| 95.06%     |
| Polynomial      | 95.54%| 95.59%| 95.96%| 97.45%     |

From Table 1, it can be seen that polynomial kernel function has highest recognition rate of gender prediction compared to the linear and Gaussian kernel functions. The accuracy achieved is 95.54% for MFCC, 95.59% for LPC, 95.96% for LPCC and the highest is 97.45% for MFCC+LPCC. Table 2 shows the recognition rate of KNN based on features extracted using different k-values.

| k-value | MFCC  | LPC   | LPCC  | MFCC+LPCC |
|---------|-------|-------|-------|------------|
| 1       | 88.87 | 87.45 | 89.76 | 90.89      |
| 2       | 87.63 | 85.77 | 88.67 | 89.37      |
| 3       | 86.31 | 84.48 | 87.25 | 87.98      |
| 4       | 85.69 | 83.96 | 86.69 | 87.44      |
| 5       | 85.55 | 83.83 | 86.51 | 87.40      |
| 6       | 85.50 | 83.65 | 86.36 | 87.36      |
| 7       | 85.36 | 83.36 | 86.17 | 87.26      |
| 8       | 85.25 | 83.13 | 85.99 | 87.19      |
| 9       | 85.15 | 83.00 | 85.89 | 87.11      |
| 10      | 85.07 | 82.91 | 85.81 | 87.05      |

From Table 2, combination of MFCC and LPCC has the highest recognition rate using KNN in all k-value compared to the others feature which the highest value is 90.89%. Followed by MFCC and LPCC that have higher accuracy than LPC. Then, the lowest rate is achieved by LPC which most of its recognition rate is below than 90%. Furthermore, the result shows that combination of MFCC and LPCC is the most suitable features in gender prediction and able to distinguish the gender since MFCC and LPCC is more sensitive and nearest feature to human voice in both classifiers.

4.2. Graphical User Interface (GUI) Development
GUI was developed to build a system for prediction of gender of the speaker by using MATLAB software. This GUI can be used to record the voice and display the speech signal, segment word by word and display the signal, extract MFCC and LPCC features and classify the gender of the speaker. The layout of the GUI for gender prediction system is shown in Figure 1.
5. Conclusion
From the analysis of results, SVM classifier had outperformed KNN classifier and obtained highest recognition rate of 97.45%. This could be because KNN is a lazy algorithm that depends barely on statistics and comparison, and it must keep track of large amount of features whereas SVM uses offline learning to find the optimal hyperplane so it can distinguish gender well and very effective.
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