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1. Introduction

1.1. The Euler Alignment and Cucker–Smale Models

Consider the Euler Alignment model on \( \mathbb{R}^n \):

\[
\begin{aligned}
\partial_t \rho(x, t) + \text{div}_x (\rho u)(x, t) &= 0, \quad x \in \Omega(t) := \{ x \in \mathbb{R}^n : \rho(t) > 0 \}, \\
\partial_t u(x, t) + u \cdot \nabla u(x, t) &= \kappa \int_{\Omega(t)} \phi(x - y)(u(y, t) - u(x, t))\rho(y, t) \, dy, \\
\rho(x, 0) &= \rho_0(x); \quad \rho(x, 0) = \rho_0(x) \geq 0; \quad \Omega(0) = \Omega.
\end{aligned}
\]

Here \( \rho \) denotes the density profile, which is positive inside the time-dependent set \( \Omega(t) \) and zero elsewhere. The velocity \( u \) is defined inside \( \Omega(t) \), and \( \Omega(t) \) evolves according to the flow...
\(X : \Omega \to \Omega(t)\) generated by \(u\). That is, \(\dot{X}(\alpha, t) = u(X(\alpha, t), t)\), \(X(\alpha, 0) = \alpha\), and \(\Omega(t) = X(\Omega, t)\), where \(\Omega = \Omega(0)\) is a given open, bounded subset of \(\mathbb{R}^n\). The function \(\phi\) represents the (nonnegative) communication protocol, and the parameter \(\kappa > 0\) governs the strength of the communications. The set \(\Omega\) is usually taken to be bounded; boundedness of \(\Omega(t)\) is then propagated by the flow map. We make the global assumption that \(\phi\) is radial (and usually radially decreasing).

The system (1) constitutes a hydrodynamic description of the celebrated Cucker–Smale model of ODEs [3, 4], which has received a great deal of attention in recent years:

\[
\begin{aligned}
\dot{x}_i &= v_i, \\
\dot{v}_i &= \kappa \sum_{j=1}^{N} \phi(x_{ij}) v_{ij} m_j, \\
x_i(0) &= x_{i0}; \ v_i(0) = v_{i0}; \ x_{i0}, v_{i0} \in \mathbb{R}^n; \ i = 1, \ldots, N.
\end{aligned}
\]

Here, we use the shorthand notation \(x_{ij} = x_i - x_j\), \(v_{ij} = v_i - v_j\). The system (CS) describes the evolution of \(N\) agents with positions \(x_i\), velocities \(v_i\), and (fixed) masses \(m_j\). One obtains the system (1) from (2) by first passing through a kinetic model (cf. [2, 9, 17] and references therein). One can easily (but formally) derive (1) from the kinetic equation by taking appropriate moments of the kinetic equation, then making the “monokinetic ansatz” \(f(x, v, t) = \rho(x, t) \delta_0(v - u(x, t))\), where \(u\) is the macroscopic velocity. Rigorous derivations are given in [7, 11].

The salient feature of the system (2) is that the interaction of the agents, governed by the communication protocol \(\phi\), tends to align the velocities. One can make stronger statements about this phenomenon by making assumptions on, for example, the communication weight \(\phi\), the coupling strength \(\kappa\), and/or connectivity properties of the initial configuration of agents. There is a wide literature dedicated to formulating appropriate assumptions for concluding that velocity alignment and “flocking” occur; here, “velocity alignment” means that the diameter of the velocities tends to zero, and “flocking” means that the diameter of the agents stays bounded for all time. As one should expect, the hydrodynamic system (1) also exhibits a tendency for \(\phi\) to align the velocities; contributors to velocity alignment and flocking at the discrete level also tend to produce hydrodynamic alignment and flocking.

Since flocking is a phenomenon that by definition occurs on long time-scales, a prerequisite for flocking to occur is of course the global-in-time existence of a solution. Let us now turn our attention to consideration of the question of wellposedness, which will be the focus of the present work.

1.2. The Roles of Vacuum and of the Problem Domain for Wellposedness

When studying wellposedness of the hydrodynamic model, one of the first choices one must make is the domain on which to ask that the PDE should be satisfied. One primary consideration in this choice is how one wants to deal with the vacuum and/or regions of low density. Such regions create difficulty for the wellposedness theory, because positive density is what drives the alignment force on the right side of (1) and thus steers the system away from Burgers’-type blowup. As alternatives to the formulation (1) listed above, one can also pose the problem on all of \(\mathbb{R}^n\) (by imposing a velocity in the vacuum), or in the periodic setting \(\mathbb{T}^n\) (where one can avoid discussion of the vacuum entirely by propagating a lower bound on the density). The periodic setting is useful for studying flocking “in the bulk”, and for certain kernels, a wellposedness theory is currently not available without such a lower bound. (For strongly singular kernels—which in the hydrodynamic setting means \(\phi(x) \sim |x|^{-n-s}, s \in (0, 2)\)—the existing wellposedness theory relies on a lower bound on \(\rho\) to keep the dissipation of energy active. Cf. [6, 12, 14, 21–23] for the 1D theory, and [5, 20], for results in higher dimensions.) However, at the largest scales, the full space setting is a more appropriate choice, whether the PDE is to be satisfied on all of \(\mathbb{R}^n\) or on
\(\Omega(t)\) only. We refer to these two formulations on the full space using the phrases “with vacuum velocity” (abbreviated (VV)) and “without vacuum velocity” (abbreviated (NVV)).

If one works with (VV), one can avoid the problem of tracing the dynamics of \(\Omega(t)\) itself; most of the wellposedness literature on the full space setting uses this framework, cf. [1, 10, 24, 25]. However, this technical simplification comes at a cost. Physically, it requires the vacuum region to move as if it contained massless agents influenced by the dynamics inside \(\Omega(t)\). And from a technical standpoint, the fact that one must choose an initial velocity inside the vacuum is problematic. Ideally, such data should be chosen so as to be compatible with the existence or non-existence of a solution to the formulation without vacuum velocity. However, it is not a priori obvious whether a compatible choice necessarily even exists, and proving finite-time blowup for a given choice of vacuum data does not imply blowup for (NVV). (On the other hand, proving global-in-time existence for (VV) for a given choice of initial data does guarantee existence for, and thus compatibility with, (NVV).)

Authors using with the formulation (VV) have dealt with the vacuum issue in a few different ways. Tadmor and Tan [24] impose separate conditions inside and outside the density profile in order to guarantee wellposedness. In one dimension, this criterion was sharpened by Carrillo, Choi, Tadmor, and Tan in [1] to a single condition that works for both the density profile and the vacuum region. In [10], He and Tadmor treat the two-dimensional case, sharpening the previous work in [24]. They use a single condition for both the density profile and the vacuum region, but they give a discussion of how one might consider the velocity only inside a “finite horizon” region, consisting of the density profile and a vacuous annulus around it, outside of which the alignment mechanism is effectively inactive.

The primary purpose of this note is to address the possible discrepancy between (VV) and (NVV), in the context of the 1D Euler Alignment model with smooth \(\phi\), where the formulation (VV) is essentially resolved at the level of strong solutions. We treat (NVV) directly and characterize the initial data that lead to strong solutions. We show that, in fact, every solution of (NVV) can be extended to a strong solution of (VV) in a natural way. We also consider the case of “weakly singular” \(\phi\), which for the 1D hydrodynamic model means that \(\phi(x) \sim |x|^{-s}\) near the origin, for some \(s \in (0, 1)\). Wellposedness of the model with these kernels has been studied in [25]. The latter resolves the case of subcritical and supercritical initial data, and shows that some critical initial data leads to finite-time blowup. However, the analysis of [25] does not apply to all critical initial data. Our second main result shows that a large class of critical initial data leads to global-in-time existence and thus slightly sharpens the criteria in [25].

This paper is organized as follows. In Section 2, we write down the Lagrangian formulation for (1) and make a simple observation that dramatically simplifies the system in 1D. We state our first result formally here. In Section 3, we give a self-contained proof of this result. In Section 4, we compare our Theorem with previous results, especially the “critical threshold” criterion of [1] for (VV). In Section 5, we apply the simplification we observed for the smooth case to prove bounds on the separation of particle trajectories, valid for both smooth and weakly singular kernels. Our result on the wellposedness for weakly singular kernels follows from these bounds.

### 2. The Lagrangian Formulation

When (1) is recast in Lagrangian variables, its relationship to the discrete system is especially self-evident:

\[
\begin{align*}
\dot{X}_\alpha &= V_\alpha, \\
\dot{V}_\alpha &= \kappa \int_\Omega \phi(X_{\alpha\gamma}) V_{\gamma\alpha} \, dm_\gamma, \quad \alpha \in \Omega. \\
X_\alpha(0) &= \alpha, \quad V_\alpha(0) = u_0(\alpha),
\end{align*}
\]
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Above, we used the notation \( X_\alpha = X(\alpha, t) \) to denote the flow map, \( V_\alpha = V(\alpha, t) \) to denote the velocity, and \( X_{\alpha y} = X_\alpha - X_y, V_{\alpha y} = V_\alpha - V_y \). Given an initial mass measure \( m \) and a solution \((X_\alpha, V_\alpha)\) on \( \mathcal{D} \) (such that \( \alpha \to X_\alpha(t) \) remains bijective for all time), the pushforward measure \( m^t(E) = m(X^{-1}(E \cap \mathcal{D}(t)), t) \) then satisfies (1) in the sense of distributions:

\[
\int_{\mathbb{R}^n} \xi(y, T) \, d m_y^T - \int_{\mathbb{R}^n} \xi(y, 0) \, d m_y = \int_0^T \int_{\mathbb{R}^n} \frac{D \xi}{D t} (y, t) \, d m_y^t, \quad \xi \in C^\infty_c(\mathbb{R}^n \times \mathbb{R}_+). \tag{4}
\]

where \( \frac{D}{D t} \) is the material derivative. Of course, the initial mass measure we have in mind is \( \frac{d m_y}{d \alpha} \), the Radon–Nikodym derivative of \( m \) with respect to Lebesgue measure; the latter gives \( \rho(X(\alpha, t), t) = \rho_0(\alpha)(\det \nabla_a X(\alpha, t))^{-1} \) if \( \det \nabla_a X > 0 \). Since \( m \) need not be absolutely continuous with respect to Lebesgue measure in order to make sense of (3), one can sometimes apply results on (1) directly to the discrete model (2) by using an initial mass measure of the form \( m = \sum_{i=1}^N m_i \delta_{x_i(0)} \), where \( \delta_{x_i} \) denotes the Dirac delta distribution based at \( a \in \mathbb{R}^n \). For simplicity, we only consider the case where \( \rho_0 \) is at least continuous on \( \Omega \) (though it may “jump” across \( \partial \Omega \)), but we continue to use the notation suggestive of a more general mass measure.

### 2.1. Local Existence for Smooth Kernels

For the convenience of the reader (and because it can be done quickly), we now give a brief discussion of local existence for (1), for smooth kernels. We do not deal with the sharpest possible spaces, nor do we attempt to incorporate general locally integrable kernels. We instead refer the reader to the following references for more details: [1, 8, 13, 25].

If \( \phi \) is a smooth kernel, \( \Omega \) is a given open subset of \( \mathbb{R}^n \), and \( u_0 \) is sufficiently smooth on \( \Omega \), then it is straightforward to show that a local-in-time classical solution to (3) exists for all time and is as regular as \( u_0 \) is. (That is, if \( u_0 \in C^k(\Omega) \), then \( (X, V) \in C^2([0, \infty); C^k(\Omega)) \) and \( C^1([0, \infty); C^k(\Omega)) \).) This solution to (3) gives rise to some notion of solution to (1) as long as \( X(\cdot, t) : \Omega \to \Omega(t) \) remains bijective. We would like to have a notion of solution to (1) that makes sense pointwise, so we specify that \( d m_y = \rho_0(\gamma) d y \), with \( \rho_0 \in C^h(\Omega), \ h \in \mathbb{N} \cup \{0\}, \ u_0 \in C^k(\Omega), \ k > h \). We also make the assumption on \( u_0 \) (and \( \Omega \)) that there exists an extension \( \tilde{u}_0 \in C^k(\mathbb{R}^n) \) of \( u_0 \in C^k(\Omega) \) to all of \( \mathbb{R}^n \), so that we may assume without loss of generality (only for the purpose of local-in-time existence) that \( \Omega = \mathbb{R}^n \). If \( (\tilde{X}, \tilde{V}) \) is a local-in-time solution to (3) with \( \Omega = \mathbb{R}^n \), then \( \alpha \to \tilde{X}_a(t) \) remains bijective provided that \( \det \nabla_a X > 0 \) there; the latter is guaranteed to hold at least over some small time interval. We conclude that the (restricted) solution \( X \) remains bijective on this same time interval and satisfies \( \det \nabla_a X \geq c > 0 \) on some time interval \([0, T]\). Note carefully, however, that the map \( \alpha \to \tilde{X}_a(t) \) might cease to be bijective before \( \alpha \to X_\alpha(t) \) does (this is the point of restricting attention to \( \Omega \), cf. the discussion in the previous subsection), so we discard the extension \( \tilde{u}_0 \) once local existence has been established. We define

\[
\rho(x, t) = \rho_0(X^{-1}(x, t))(\det \nabla_a X(X^{-1}(x, t), t))^{-1}, \quad u(x, t) = V(X^{-1}(x, t), t), \quad x \in \Omega(t).
\]

It follows that for every \( t > 0 \) and \( x \in \Omega(t) \) that there exists a space-time neighborhood \( U \) of \((x, t)\) with the following property: on the set \( U \), we have that \( \rho \) and \( u \) are continuous in time, as well as \( h \) and \( k \) times differentiable in space, respectively, as long as \( X(\cdot, t) \) remains bijective and \( \det \nabla_a X > 0 \). The latter conditions are true at least on some finite time interval under our assumptions. However, note carefully that the second condition (positivity of \( \det \nabla_a X \)) does not, in general, imply the first (bijectivity of \( X(\cdot, t) \)). The pair \((\rho, u)\) satisfies (1)_2 and achieves the initial data pointwise; it satisfies (1)_1 in the sense of distributions (i.e. (4)) if \( \rho_0 \in C(\Omega) \), and satisfies (1)_1 pointwise if \( \rho \in C^k(\Omega) \) for some \( k \geq 1 \). We refer to solutions to (1) of the type discussed above as regular solutions.
2.2. Special Properties in 1 Dimension

Suppose that $n = 1$ and $\phi$ is at least locally integrable. Then the right side of (3)$_2$ is a perfect time derivative. Indeed, denoting
\[ \varphi(x) = \int_0^x \varphi(y) \, dy, \]
we see that (3)$_2$ can be written as
\[ V_\alpha = -\kappa \frac{d}{dt} \int_\Omega \varphi(X_{\alpha\gamma}) \, dm_\gamma, \]
or
\[ V_\alpha = u_0(\alpha) + \kappa(\varphi * m)(\alpha) - \kappa \int_\Omega \varphi(X_{\alpha\gamma}) \, dm_\gamma. \]

Equation (6) has several important consequences. First of all, it gives the following time-independent quantity:
\[ \psi_0(\alpha) := u_0(\alpha) + \kappa(\varphi * m)(\alpha) = V_\alpha + \kappa \int_\Omega \varphi(X_{\alpha\gamma}) \, dm_\gamma, \quad \alpha \in \Omega. \]
(We stress that $\psi_0$ is defined only in $\Omega$.) We can thus write (3) as a first-order system:
\[ \begin{cases} \dot{X}_\alpha = \psi_0(\alpha) - \kappa \int_\Omega \varphi(X_{\alpha\gamma}) \, dm_\gamma, \\ X_\alpha(0) = \alpha, \quad \psi_0 = u_0 + \kappa \varphi * m, \quad \alpha \in \Omega. \end{cases} \]  

And finally, one has the following equation for the evolution of the distance between two Lagrangian trajectories. Denoting $\psi_{\beta\alpha} = \psi_0(\beta) - \psi_0(\alpha)$, we can write
\[ \dot{X}_{\beta\alpha} = \psi_{\beta\alpha} - \kappa \int_{X_\alpha}^{X_\beta} \int_\Omega \varphi(y - X_\gamma) \, dm_\gamma \, dy, \quad \alpha, \beta \in \Omega, \ \alpha < \beta. \]

Equation (9) gives crucial information about the wellposedness of (1). Indeed, establishing bijectivity of the flow map $X(\cdot, t)$ is one of the main steps in proving the global-in-time existence of solutions to (1), so lower bounds on $X_{\beta\alpha}$ like the ones we obtain below using (9) are key.

We can now state our main Theorem on the 1D formulation (NVV), with smooth $\phi$. (See Section 5 for a discussion of what is possible for certain kernels with weakly singular kernels.)

**Theorem 1.** Suppose $\phi$ is a smooth, radially decreasing interaction kernel on $\mathbb{R}$. Let $\Omega$ be a finite union of intervals: $\Omega = \bigcup_{j=0}^J (\ell_j, r_j)$, with $r_{j-1} < \ell_j$ for each $j \in \{1, \ldots, J\}$. Assume $\rho_0 \in C^h(\Omega)$ and $u_0 \in C^k(\Omega)$ (h, k $\in \mathbb{N} \cup \{0\}$, k $> h$). Then (1) has a global-in-time regular solution $(\rho, u)$ associated to the initial data $(\rho_0, u_0)$, if and only if $\psi_0 = u_0 + \varphi * \rho_0$ is monotonically increasing on $\Omega$. Furthermore, if $\psi_0$ is monotonically increasing on $\Omega$, then $u_0$ has an extension $\tilde{u}_0$ to all of $\mathbb{R}$ such that $(\rho_0, \tilde{u}_0)$ yields a global-in-time solution of the Euler Alignment model with vacuum velocity, which is as regular as the initial data $(\rho_0, u_0)$ allows. If $\psi_0(\ell_{j-1}) < \psi_0(\ell_j)$ for each $j$, then $\tilde{u}_0$ can be taken to be as smooth as $u_0$.

3. Global-in-Time Existence without Vacuum Velocity

In this section, we restrict attention to the case $n = 1$. In light of the local existence theory for smooth kernels discussed in the previous section, we now treat the bijectivity of $X$ and the positivity of $\partial_\alpha X$. We frame some of the discussion in terms of more general locally integrable kernels so that it does not have to be re-done in Section 5 when we discuss weakly singular kernels.

The following Proposition is an easy consequence of equation (9).
Proposition 2. Assume $\phi \in L^1_{\text{loc}}(\mathbb{R})$ and $u_0, \rho_0$ are given and sufficiently smooth on the bounded open set $\Omega = \{\rho_0 > 0\} \subset \mathbb{R}$. A necessary condition for the global-in-time existence of a regular solution to (1) is that the function $\psi_0 = u_0 + \phi * \rho_0$ should be monotonically increasing on $\Omega$. On the other hand, a sufficient condition for the bijectivity of the flow map $X(\cdot, t) : \Omega \to \Omega(t)$ (on the time interval of existence of (3)) is that $\psi_0$ is strictly increasing on $\Omega$.

Proof. If $\psi_0(\alpha) > \psi_0(\beta)$, but $\alpha < \beta$, then (9) shows that $X_{\beta \alpha}(t) \leq (\beta - \alpha) - \kappa(\psi_0(\alpha) - \psi_0(\beta))$ until the maximal time of existence, which is at most $\frac{\chi(\psi_0(\alpha) - \psi_0(\beta))}{\chi(\alpha - \beta)}$.

Assume on the other hand that $\psi_0$ is strictly increasing, and pick $\alpha < \beta \in \Omega$. If $X_{\beta \alpha} = 0$ at some first time $t_0 \in (0, +\infty)$, then $\dot{X}_{\beta \alpha}(t_0) = \psi_{\beta \alpha} > 0$, which indicates that $X_{\beta \alpha}(t) < 0$ at some time $t$ previous to $t_0$, a contradiction.

Despite its simplicity, Proposition 2 is, to the best of the author's knowledge, new (though the relation to the critical threshold condition of [1] should be pointed out, see the following section). Observe that it does not require any knowledge of $\phi$ other than its local integrability.

Let us similarly look at $\partial_\alpha X$, at first without specifying more about $\phi$. Differentiating (8) with respect to $\alpha$ yields

$$\partial_\alpha X_\alpha = \psi'_0(\alpha) - \kappa \left( \int_\Omega \phi(X_{\alpha \gamma}) \, dm_\gamma \right) \partial_\alpha X_\alpha. \quad (10)$$

Integrating in time, we obtain

$$\partial_\alpha X_\alpha(t) = \exp(-\kappa \int_0^t \int_\Omega \phi(X_{\alpha \gamma}) \, dm_\gamma \, ds) + \psi'_0(\alpha) \int_0^t \exp(-\kappa \int_s^t \int_\Omega \phi(X_{\alpha \gamma}) \, dm_\gamma \, dr) \, ds. \quad (11)$$

Clearly $\partial_\alpha X_\alpha(t)$ reaches zero in finite time (prior to time $t = \int_0^t \int_\Omega \phi(X_{\alpha \gamma}) \, dm_\gamma \, ds$) if $\psi'_0(\alpha) < 0$, in agreement with Proposition 2. So let us assume that $\psi'_0(\alpha) \geq 0$. In order to get a lower bound on $\partial_\alpha X_\alpha(t)$, we need one additional assumption. Suppose, for example, that

$$\kappa \int_\Omega \phi(X_{\alpha \gamma}) \, dm_\gamma \leq C, \quad \text{for all } \alpha \in \Omega, \quad (12)$$

on the time interval of existence. Then we get the lower bound

$$\partial_\alpha X_\alpha(\alpha, t) \geq \exp(-Ct) + \frac{\psi'_0(\alpha)}{C} \left[ 1 - \exp(-Ct) \right]. \quad (13)$$

In the case where $\phi$ is bounded, (12) is trivially satisfied with $C = \kappa ||\phi||_{L^\infty} M_0$ (where $M_0 = ||m||$, the total mass, i.e., the total variation of $m$). If $\phi$ has a singularity at zero, it is no longer clear whether (12) holds. We will consider this case in Section 5. We record the estimate (13) as a Proposition:

Proposition 3. Assume $\phi \in L^1_{\text{loc}}(\mathbb{R})$ and $u_0, \rho_0$ are given and sufficiently smooth on the bounded open set $\Omega = \{\rho_0 > 0\} \subset \mathbb{R}$. Assume that $\psi'_0(\alpha) \geq 0$ for all $\alpha \in \Omega$ and that (12) holds. Then on the time interval of existence of the solution to (3), the lower bound (13) holds for all $\alpha \in \Omega$.

Finally, let us use the assumption that $\phi$ is bounded in order to conclude bijectivity of $X$ when $\psi_0$ is just monotonically increasing rather than strictly increasing. If $\phi$ is bounded, we can actually write down an explicit lower bound for $X_{\beta \alpha}$ if $\psi_{\beta \alpha} \geq 0$. Indeed, from (9), we see that

$$X_{\beta \alpha} \geq \psi_{\beta \alpha} - \kappa ||\phi||_{L^\infty} M_0 X_{\beta \alpha}, \quad (\alpha < \beta)$$

and thus

$$X_{\beta \alpha} \geq (\beta - \alpha) \exp(-\kappa ||\phi||_{L^\infty} M_0 t) \frac{\psi_{\beta \alpha}}{\kappa ||\phi||_{L^\infty} M_0} (1 - \exp(-\kappa ||\phi||_{L^\infty} M_0 t)), \quad (\alpha < \beta). \quad (14)$$

We have now proved that $\partial_\alpha X(t) \geq c(t) > 0$ and that $X$ remains bijective for all time, provided that $\psi_0$ is monotonically increasing. This proves the existence part of Theorem 1. The extension to a solution of (VV) is now a triviality: If $\psi_0 : \Omega \to \mathbb{R}$ is increasing on $\Omega$, then it has an increasing extension $\overline{\psi}_0 : \mathbb{R} \to \mathbb{R}$ which can be taken to be as smooth as $\psi_0$ if $\psi_0(r_{j-1}) < \psi_0(r_j)$ for each $j$, for all $\alpha \in \Omega$. \(\square\)
and can be taken to be piecewise as smooth as \( \psi_0 \) if \( \psi_0(r_{j-1}) = \psi_0(\ell_j) \) for some \( j \). Then one can define \( \tilde{u}_0 := \psi_0 - \phi \ast \rho_0 \) to finish.

**Remark 4.** We could have of course derived the bound (13) (with \( C = \kappa \| \phi \|_{L_\infty} M_0 \)) from (14) in the case of bounded kernels. We choose to work with (13) directly in order to include it more naturally later in our discussion of weakly singular kernels in Section 5.

### 4. Further Discussion on Global Existence

To get local existence for the formulation (VV), one can, for example, add a viscous regularization to the model (local existence for the regularized model can be established easily). Then one proves a priori estimates independent of the viscosity parameter to get a standard continuation criterion for a solution that is known to exist on the time interval \([0, T]\):

\[
\int_0^T |\nabla u(x, t)| \, dt < +\infty.
\]

See for example [1, 13, 25] for more details. (Of these, only [13] explicitly includes the viscous regularization argument.) The usual way of establishing a bound on \( |\nabla u|_{L_\infty} \), and thus existence for (VV), involves the quantity \( e = \text{div} \, u + \phi \ast \rho \), which satisfies the equation

\[
\partial_t e + \text{div}(ue) = (\text{div} u)^2 - \text{Tr}(\nabla u)^2.
\]

In dimension \( n = 1 \), the right hand side of this equation is zero, and one has

\[
\frac{d}{dt} e(X(\alpha, t), t) = -[e(e - \kappa \phi \ast \rho)](X(\alpha, t), t).
\]

In the case of smooth kernels, one can read off from this equation that \( e(X(\alpha, t), t) \) moves toward the (bounded) quantity \( \kappa \phi \ast \rho \) if \( e_0(\alpha) > 0 \), tends to \( -\infty \) in finite time if \( e_0(\alpha) < 0 \), and remains zero for all time if \( e_0(\alpha) = 0 \). Again since \( \phi \ast \rho \) is bounded, it follows that \( \partial_x u(X(\alpha, t), t) \) remains bounded for all \( \alpha \) if and only if \( e(X(\alpha, t), t) \) does, which occurs if and only if \( e_0 \) is everywhere nonnegative. One therefore refers to the condition \( e_0 \geq 0 \) as the **critical threshold condition** for smooth kernels.

Of course, the quantity \( e_0 = \partial_x u_0 + \phi \ast \rho_0 \) is just the derivative of \( \tilde{u}_0 \) from the previous section, and monotonically increasing \( \tilde{u}_0 \) is the same as \( e_0 \geq 0 \). We emphasize, however, that \( e_0|_{\Omega} \geq 0 \) is not sufficient to guarantee existence of a solution to (1). This is clear from Theorem 1, and is illustrated even more vividly by the following example.

**Example 5.** Let \( \phi \) be any radially decreasing smooth interaction protocol. Choose \( \epsilon > 0 \), then choose (if possible) \( \delta_0 > 0 \) so that

\[
\kappa \int_{-\delta_0}^{\delta_0} \int_{\mathbb{R}} \phi(\beta - \gamma) \, d\beta \, d\gamma = 2\epsilon.
\]

If no such \( \delta_0 \) exists, put \( \delta_0 = +\infty \). Choose \( \delta > 0 \) and define

\[
\Omega_+ = \left( \delta, \frac{1}{2} + \delta \right], \quad \Omega_- = \left( -\frac{1}{2} - \delta, -\delta \right], \quad \Omega = \Omega_+ \cup \Omega_-,
\]

\[
\rho_0 = 1_{\Omega}, \quad u|_{\Omega} = \mp \epsilon.
\]

Then \( \partial_x u_0 \equiv 0 \) on \( \Omega \) and thus \( \text{inf}_{\Omega} v_0 > 0 \). However, we have global-in-time existence if \( \delta \geq \delta_0 \) and blowup at time prior to \( T = \delta / (\kappa \epsilon) \) if \( 0 < \delta < \delta_0 \). Indeed, one has \( \psi_0(\delta) - \psi_0(-\delta) = -2\epsilon + \alpha \int_{\Omega} \phi(y - X_0) \, dm_y \, dy \). If \( \delta < \delta_0 \), then this quantity is negative, so the characteristics originating in \( \Omega_+ \) and \( \Omega_- \) cross in finite time. On the other hand, if \( \delta \geq \delta_0 \), then \( \psi_0 \) is monotonically increasing on all of \( \Omega \) and thus we have global-in-time existence.
The above example shows several points: First of all, it demonstrates explicitly that \( e_0|_{\Omega} \geq 0 \) is not a sufficient condition for the existence of a solution to (NVV). And although we used Theorem 1 to find our sharp \( \delta_0 \), one does not need to introduce the function \( \psi_0 \) in order to show that crossing of characteristics occurs for small enough \( \delta > 0 \). In particular, one can construct similar explicit examples in higher dimensions (where the function \( \psi_0 \) is not available). In higher dimensions, one can do this even if \( \Omega \) is connected.

Note also that the initial velocity in Example 5 is arbitrarily small. This implies that any Theorem on existence of solutions to (NVV), even a small data result, must somehow take into account the geometry of \( \Omega \). The requirement that \( \psi_0 \) must be monotonically increasing reflects the separation between intervals (and thus the geometry of \( \Omega \)) in the following way: it guarantees that the alignment force “has enough room” to avoid collision of two adjacent intervals, by balancing the difference in velocities \( u_0(\ell_j) - u_0(r_{j-1}) \) with the difference \( \phi * \rho_0(\ell_j) - \phi * \rho_0(r_{j-1}) \) (the latter indicates the capacity of the trajectories \( X(r_{j-1}, t) \) and \( X(\ell_j, t) \) to avoid collision).

The only other work known to the author that treats wellposedness of (1) directly (as opposed to the formulation (VV)) is [8], which claims a small data result in any dimension. While their proof does establish a lower bound on \( \partial_\alpha X \), their smallness assumption does not account for the geometry of \( \Omega \) and thus cannot be true in full generality, as demonstrated by Example 5. It would be interesting to study precisely what geometric condition is needed in order to rule out crossing of characteristics of the kind that is not detected by \( \nabla_\alpha X \).

In higher dimensions, the right side of (16) is not zero, which complicates the analysis. As a result, the wellposedness theory is far less developed in higher dimensions than in the 1D case. Sufficient conditions for existence are available in [10, 24]. See also the recent work [13] of Lear and Shvydkoy for an analysis of the special case of “unidirectional” flows.

**Remark 6.** Another proof of the equivalence of global-in-time existence to (NVV) with monotonically increasing \( \psi_0 \) on \( \Omega \) goes as follows: If \( \psi_0 \) is not monotonically increasing, then a global-in-time solution cannot exist, by Proposition 2. If \( \psi_0 \) is monotonically increasing, consider a monotonically increasing Lipschitz extension \( \tilde{\psi}_0 \) to \( \mathbb{R} \). Then use the work of [1] to conclude global-in-time existence, since \( e_0 = \tilde{\psi}_0' \geq 0 \) everywhere (except possibly on \( \partial\Omega \), where \( \tilde{\psi}_0 \) might not be differentiable). The author feels, however, that the self-contained proof in Section 3 gives a more transparent picture of why the Theorem should be true.

5. **Weakly Singular Kernels**

In this section, we discuss the implications of the simplified system (8) on the wellposedness theory for weakly singular kernels. We give some bounds for the separation between trajectories, and we use these bounds to sharpen somewhat the known criteria sufficient for the existence of a global-in-time solution, in the case where the order of the singularity is less than \( \frac{1}{2} \). In what follows, we set \( \kappa = 1 \) and encode the coupling strength directly into the protocol \( \phi \).

5.1. **Bounds on the Separation of Trajectories**

We first give a lower bound on the separation of particle trajectories, assuming an upper bound on \( \phi \) of the form \( \phi(x) \leq \Lambda |x|^{-s} \) near the origin. Note that the case \( s = 0 \) has already been discussed, so we don’t include it in the statement of the following Proposition.

**Proposition 7 (A lower bound on the separation of trajectories).** Assume that \( \phi : \mathbb{R} \to \mathbb{R}_+ \) is a radially decreasing, weakly singular interaction protocol, satisfying

\[
\phi(x) \leq \Lambda |x|^{-s}, \quad |x| < R_0, \quad \text{for some } s \in (0, 1).
\]  
(19)
Assume $\alpha, \beta \in \Omega$, with $\alpha < \beta$. Then whenever $0 < X_{\beta \alpha} < 2 R_0$, we have
\[ \dot{X}_{\beta \alpha} \geq \psi_{\beta \alpha} - \frac{2^s \Lambda M_0}{1 - s} X_{\beta \alpha}^{1-s}. \] (20)

Consequently,
\[ \inf_{t \geq 0} X_{\beta \alpha}(t) \geq \min \left\{ \beta - \alpha, \left( \frac{(1-s)\psi_{\beta \alpha}}{2^s \Lambda M_0} \right)^{\frac{1}{1-s}}, 2 R_0 \right\}, \] (21)
and
\[ \liminf_{t \to +\infty} X_{\beta \alpha} \geq \min \left\{ \left( \frac{(1-s)\psi_{\beta \alpha}}{2^s \Lambda M_0} \right)^{\frac{1}{1-s}}, 2 R_0 \right\}; \] (22)
if $\beta - \alpha$ is less than the value on the right side of (22), then $X_{\beta \alpha}$ increases monotonically at least until it reaches this value.

**Proof.** We prove only the validity of the differential inequality (20); the other statements follow immediately. Note that for fixed $\alpha, \beta$, the quantity $\int_{X_{\alpha}}^{X_{\beta}} \phi(y-z) \, dy$ is maximized when $z = \frac{X_{\alpha} + X_{\beta}}{2}$, simply by virtue of the fact that $\phi$ is radially decreasing. We thus have
\[ \int_{X_{\alpha}}^{X_{\beta}} \phi(y-z) \, dy \leq 2 \int_0^{\frac{X_{\beta}}{2}} \phi(r) \, dr \leq \frac{2^s \Lambda}{1-s} X_{\beta \alpha}^{1-s}, \] if $X_{\beta \alpha} \leq 2 R_0$.
Substituting this bound into (9) (for each $\gamma \in \Omega$), we obtain (20) whenever $X_{\beta \alpha} < 2 R_0$. \[ \square \]

One can prove an upper bound in a similar way, under an assumption of the form $\phi(x) \geq \lambda |x|^{-s}$ near the origin. For this bound, we do include the case $s = 0$ of bounded kernels.

**Proposition 8 (An upper bound on the separation of trajectories).** Assume that $\phi : \mathbb{R} \to \mathbb{R}_+$ is a radially decreasing smooth or weakly singular interaction protocol, satisfying
\[ \lambda |x|^{-s} \leq \phi(x), \quad |x| < R_0, \quad \text{for some } s \in [0,1). \] (23)
For all pairs $(\alpha, \beta)$ satisfying
\[ \max \left\{ \beta - \alpha, \left( \frac{(1-s)\psi_{\beta \alpha}}{\lambda m([\alpha, \beta])} \right)^{\frac{1}{1-s}} \right\} \leq R_0, \] (24)
one has
\[ X_{\beta \alpha} \leq \psi_{\beta \alpha} - \frac{\lambda m([\alpha, \beta])}{1-s} X_{\beta \alpha}^{1-s}. \] (25)
Consequently,
\[ \sup_{t \geq 0} X_{\beta \alpha}(t) \leq \max \left\{ \beta - \alpha, \left( \frac{(1-s)\psi_{\beta \alpha}}{\lambda m([\alpha, \beta])} \right)^{\frac{1}{1-s}} \right\} \leq R_0. \] (26)

**Proof.** Assume $X_{\beta \alpha} \in (0, R_0)$. For $z \in (X_{\alpha}, X_{\beta})$, the integral $\int_{X_{\alpha}}^{X_{\beta}} \phi(y-z) \, dy$ is minimized when $z = X_{\alpha}$ or $z = X_{\beta}$, simply by virtue of the fact that $\phi$ is radially decreasing. Therefore
\[ \int_{\Omega} \int_{X_{\alpha}}^{X_{\beta}} \phi(y-X_{\gamma}) \, dy \, d\mu_{\gamma} \geq \int_{\alpha}^{\beta} \int_{X_{\alpha}}^{X_{\beta}} \phi(y-X_{\gamma}) \, dy \, d\mu_{\gamma} \geq m([\alpha, \beta]) \int_0^{X_{\beta \alpha}} \phi(r) \, dr \geq \frac{\lambda m([\alpha, \beta])}{1-s} X_{\beta \alpha}^{1-s}. \]
Substituting the above into (9) yields (25). \[ \square \]

**Remark 9.** Both the Propositions above have applications for the wellposedness theory; see the discussion in the following subsection. One might also be tempted to build a flocking Theorem out of Proposition 8. This is certainly possible but does not yield a very strong statement, for reasons outlined presently. The natural hypotheses for a flocking Theorem based on Proposition 8...
would be for $\Omega$ to be chain connected at scale $R_0/2$ (in the sense described by Morales, Peszek, and Tadmor in [16]) and that some chain $(\alpha_i)_{i=0}^N$ in $\overline{\Omega}$ satisfies

$$\max \left\{ \alpha_i - \alpha_{i-1}, \left( \frac{(1-s)\psi_{\alpha_i}\alpha_{i-1}}{\lambda m([\alpha_{i-1}, \alpha_i])} \right)^{\frac{1}{1-s}} \right\} \leq \frac{R_0}{2}, \quad i = 1, \ldots, N,$$

with $\Omega \subset \bigcup_{i=1}^N [\alpha_{i-1}, \alpha_i]$. This gives the conclusion that $\text{diam}(\Omega(t))$ remains uniformly bounded for all time (by $NR_0/2$), and that the velocities align exponentially fast to a constant (following an argument of Morales, Peszek, and Tadmor [16], but with simplifications due to the a priori knowledge of the upper bound in Proposition 8). As happy a situation as this might seem on its face, the result is actually rather weak. Indeed, translating the hypothesis (24) into a condition on $u_0(\beta) - u_0(\alpha)$, we see that it requires

$$u_0(\beta) - u_0(\alpha) \leq \frac{\lambda R_0^{1-s}}{1-s} m([\alpha, \beta]) - \int_\alpha^\beta \int_\Omega \phi(\eta - \gamma) \, dm_\gamma \, d\eta,$$  

(27)

the right hand side of which need not be positive. So, this condition can require that the trajectories $X(\alpha, t)$ and $X(\beta, t)$ are initially moving toward each other in order to conclude a uniform upper bound on their separation, whereas we would ideally like an upper bound for particles initially moving away from one another. Despite this shortcoming, Proposition 8 still has the following useful interpretation: If the trajectories initially at $\alpha$ and $\beta$ (with $0 < \beta - \alpha < R_0$) are initially moving towards each other quickly enough (according to (27)), then they can never be separated beyond some threshold distance. Note that (27) depends on the initial velocity field only at $\alpha$ and $\beta$. So, once this threshold (27) is met, the trajectories cannot be influenced by the velocity field outside $[\alpha, \beta]$ to separate, no matter what this velocity field is.

5.2. Wellposedness

The wellposedness of the Euler Alignment model with weakly singular kernels has been analyzed by Tan in [25]. Tan’s results can be summarized as follows:

- The case $\inf_0 e_0 < 0$ yields blowup, by essentially the same argument as for smooth kernels.
- If $\inf_0 > 0$, then $\phi * \rho$ satisfies a nonlinear maximum principle, which one can use to prove a uniform-in-time bound on $\|\rho(t)\|_{L^\infty}$, thus on $\|\phi * \rho(t)\|_{L^\infty}$ and then $\|\partial_x u(t)\|_{L^\infty}$. (Note that the argument of [1] does not immediately apply here.)
- If $e_0 \equiv 0$ on an interval $[\alpha, \beta]$ with $m([\alpha, \beta]) > 0$, then $\chi_{\beta\alpha} \to 0$ in finite time, giving finite-time blowup of the density. This distinguishes the wellposedness theory for smooth and weakly singular kernels. (The case where $e_0 = 0$ on a set of $m$-measure zero is left unresolved.)

We now compare Tan’s results with what can be obtained using the function $\psi_0$. The conclusion for the case $\inf_0 e_0 < 0$ is apparent from Proposition 2. One can also adapt Tan’s nonlinear maximum principle argument to get a lower bound on $\partial_\alpha X$ under the assumption that $\inf_\Omega \psi_0' > 0$. However, we do not give the details, since this does not provide any new information. Tan’s analysis of the case $e_0 \equiv 0$ on $[\alpha, \beta]$ relies on the inequality (25) in the special case $\psi_{\beta\alpha} = 0$; this was available even without using the function $\psi_0$ due to the fact that the set $\{e_0 \equiv 0\}$ is invariant in time on the interval of existence.

We now discuss the case where $e_0 \geq 0$, but $e_0 = 0$ at a finite number of points inside $\Omega$; this case is not treated by [25]. From our Proposition 2, we can already see that such points cannot prevent the flow map from being bijective, since $\psi_0$ will still be strictly increasing. What is not clear is whether or not the density can become infinite (or equivalently, whether $\partial_\alpha X$ can become zero) at or near such points. This is where the lower bound (21) becomes useful.
Let us recall that we have proved in Section 3 the lower bound (13) on \( \partial_\alpha X \) under the assumption (12). For \( \phi \) satisfying (19) in the restricted range \( s \in (0, \frac{1}{2}) \), we make an additional assumption on \( \psi_0 \) that is weaker than Tan’s, but which will still allow us to conclude (12).

Let us first of all assume that our \( \psi_0 \) satisfies
\[
\psi_\beta \geq c(\beta - \alpha)\mu, \quad 0 \leq (\beta - \alpha) < R_1, \alpha, \beta \in \Omega, \tag{28}
\]
for some \( R_1 < R_0 \) (\( R_1 \ll 1 \)) and some \( \mu > 1 \). This guarantees that \( \psi_0 \) is strictly increasing but allows for the possibility that its derivative vanishes somewhere. Clearly, the larger \( \mu \) is, the less stringent a requirement (28) is; we now determine the range of \( \mu \)’s that will allow us to establish the upper bound (12) and thus the global-in-time existence of a solution. Assuming \( \psi_0 \) satisfies (28), the lower bound (21) guarantees that for \( |\beta - \alpha| < R_1 \), we have
\[
\inf_{t \geq 0} |X_\beta (t)| \geq \left( \frac{(1-s)cR_1}{2^sM_0} \right)^\frac{1}{1-s} \geq \left( \frac{(1-s)c}{2^sM_0} \right)^\frac{1}{1-s}. \tag{29}
\]
Denote
\[
R_2 := \left( \frac{(1-s)cR_1}{2^sM_0} \right)^\frac{1}{1-s}, \quad \bar{c} := \left( \frac{(1-s)c}{2^sM_0} \right)^\frac{1}{1-s}.
\]
Then
\[
\int_\Omega \phi(X_{\alpha\gamma}) \, dm_\gamma \leq \int_{\Omega \cap |\alpha - \gamma| \geq R_1} \phi(X_{\alpha\gamma}) \, dm_\gamma + \int_{\Omega \cap |\alpha - \gamma| < R_1} \phi(X_{\alpha\gamma}) \, dm_\gamma
\]
\[
\leq \phi(R_2)M_0 + \Lambda \bar{c}^{-s}\int_{\Omega \cap |\alpha - \gamma| < R_1} |\alpha - \gamma|^{-\mu} \, dm_\gamma,
\]
which is uniformly bounded by a constant if \( \rho_0 \) is bounded (which we assume) and if \( \frac{\mu s}{1-s} < 1 \). Rearranging the latter yields
\[
1 < \mu \frac{1-s}{s}, \tag{30}
\]
which is a nonempty range when \( s \in (0, \frac{1}{2}) \).

We can now give the following Theorem. The hypotheses are adapted so that we can use the local existence theory for weakly singular kernels in [25].

**Theorem 10.** Assume \( \phi \) is a radially decreasing, weakly singular kernel satisfying (19) for some \( s \in (0, 1) \). Assume that \( \Omega \) is a finite union of disjoint open intervals: \( \Omega = \bigcup_{j=0}^J (\ell_j, r_j) \), with \( r_{j-1} < \ell_j \) for each \( j \in \{1, \ldots, J\} \). Assume \( \rho_0 \in H^k(\mathbb{R}) \) and \( \psi_0 \in H^{k+1}(\Omega) \), \( k \geq 1 \), with \( \psi_0 = u_0 + \varphi \ast \rho_0 \) strictly increasing on \( \Omega \). Then there exists an associated global-in-time solution \((\rho, u)\) to (1) under either of the following assumptions:

(i) \( \inf_\Omega \psi_0' > 0 \), or

(ii) \( s \in (0, \frac{1}{2}) \), and \( \psi_0 \) satisfies (28) for some \( \mu \in (1, \frac{1-s}{s}) \).

**Proof.** We use the extension/restriction argument suggested by Remark 6, with some additional verifications under the second assumption. As a by-product of the proof, we also obtain a solution to the formulation \((\text{VV})\) associated to any extension of \( \psi_0 \) to all of \( \mathbb{R} \) that satisfies the requirements outlined in the proof.

Under the first assumption, \( \psi_0 \) has an extension \( \tilde{\psi}_0 \) satisfying \( \tilde{\psi}_0' \in H^k(\mathbb{R}) \) and \( \inf_\Omega \psi_0' > 0 \). Thus the result of Tan applies, and no further argument is needed. If \( \psi_0 \) satisfies the second assumption, we can again extend it to a strictly increasing \( \tilde{\psi}_0 \) on all of \( \mathbb{R} \), with \( \tilde{\psi}_0' \in H^k(\mathbb{R}) \). However, Tan’s result does not apply, since we may have \( \tilde{\psi}_0' = 0 \) somewhere; therefore we argue as follows.

We have already observed that the second assumption guarantees a uniform-in-time upper bound on the quantity
\[
\sup_{\alpha \in \Omega} \int_{\Omega} \phi(X_{\alpha\gamma}) \, dm_\gamma = \sup_{\alpha \in \Omega} \phi \ast \rho(X(\alpha, t), t).
\]
The latter implies a uniform upper bound on \( \phi * \rho(y, t) = \int_{\Omega} \phi(y - X_{\gamma}) \, d\gamma \) on all of \( \mathbb{R} \). Indeed, for \( y \notin \Omega(t) \), we can use the trivial estimates

\[
\int_{\Omega} \phi(y - X_{\gamma}) \, d\gamma \leq \sum_{j=0}^{l} \int_{\Omega} \phi(X_{\ell_j, \gamma}) + \phi(X_{r_j, \gamma}) \, d\gamma \leq 2(J + 1)C
\]

if \( \text{dist}(y, \Omega(t)) \) is small (less than \( R_1 \), say), and

\[
\int_{\Omega} \phi(y - X_{\gamma}) \, d\gamma \leq \phi(R_1)M_0,
\]

otherwise. So, we have a bound on \( \phi * \rho \) that is uniform in time and space. We can thus use the original argument of [1] to get a uniform bound on \( \| e(t) \|_{L^{\infty}(\Omega)} \) and thus \( \| \partial_x u \|_{L^{\infty}(\mathbb{R})} \).

**Remark 11.** In assumption (ii), we need \( \psi_0 \) to be increasing on \( \overline{\Omega} \) rather than just on \( \Omega \) only so that it is possible to obtain an extension \( \tilde{\psi}_0 \) with the same smoothness as \( \psi_0 \). The assumption (28) is enough to guarantee that \( X_{\ell_{r_{i-1}}} \) remains strictly positive for all time even if \( \psi_{\ell_{i=r_{i-1}}} = 0 \). To see this, one can adapt the argument of Proposition 7, taking into account that \( \int_{\Omega} \phi(y - X_{\gamma}) \, d\gamma \) is uniformly bounded in time and space if (28) holds.

In closing, we remark that the value \( s = \frac{1}{2} \) plays a distinguished role in the theory for weakly singular kernels at the discrete and the kinetic levels (in any dimension), at least in terms of what can be proven about the equations. See the works [15, 17–19]. Future research may reveal that this role is a technical rather than a fundamental one; nevertheless, it would be interesting to understand whether there is a connection between the reasons this barrier appears at the particle/kinetic and at the hydrodynamic levels. The two are not obviously related by the analysis above; in works on the discrete and kinetic models, the significance of particle/kinetic and hydrodynamic levels. The two are not obviously related by the analysis above; in works on the discrete and kinetic models, the significance of particle/kinetic and hydrodynamic levels. The two are not obviously related by the analysis above; in works on the discrete and kinetic models, the significance of particle/kinetic and hydrodynamic levels. The two are not obviously related by the analysis above; in works on the discrete and kinetic models, the significance of particle/kinetic and hydrodynamic levels.
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