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Abstract

Negation poses a challenge in many natural language understanding tasks. Inspired by the fact that understanding a negated statement often requires humans to infer affirmative interpretations, in this paper we show that doing so benefits models for three natural language understanding tasks. We present an automated procedure to collect pairs of sentences with negation and their affirmative interpretations, resulting in over 150,000 pairs. Experimental results show that leveraging these pairs helps (a) T5 generate affirmative interpretations from negations in a previous benchmark, and (b) a RoBERTa-based classifier solve the task of natural language inference. We also leverage our pairs to build a plug-and-play neural generator that given a negated statement generates an affirmative interpretation. Then, we incorporate the pretrained generator into a RoBERTa-based classifier for sentiment analysis and show that doing so improves the results. Crucially, our proposal does not require any manual effort.

1 Introduction

Natural Language Understanding is a crucial component to build intelligent systems that interact with humans seamlessly. While recent papers sometimes report so-called superhuman performance, simple adversarial attacks including adding negation and other input modifications remain a challenge despite they are obvious to humans (Naik et al., 2018; Wallace et al., 2019). Further, many researchers have found that state-of-the-art systems struggle with texts containing negation. For example, Kassner and Schütze (2020) show that pretrained language models such as BERT (Devlin et al., 2019) do not differentiate between negated and non-negated cloze questions (e.g., \textit{Birds cannot [MASK]} vs. \textit{Birds can [MASK]}). Other studies show that transformers perform much worse in many other natural language understanding tasks when there is a negation in the input sentence (Ribeiro et al., 2020; Ettinger, 2020; Hossain et al., 2020b; Hosseini et al., 2021; Hossain et al., 2022a; Truong et al., 2022).

In this paper, we address this challenge building upon the following observation: negation often carries affirmative meanings (Horn, 1989; Hasson and Glucksberg, 2006). For example, people intuitively understand that \textit{John read part of the book} from \textit{John didn’t read the whole book}. Our fundamental idea is to leverage a large collection of sentences containing negation and their affirmative interpretations. We define an affirmative interpretation as a semantically equivalent sentence that does not contain negation. We explore this idea by automatically collecting pairs of sentences with negation and their affirmative interpretations from parallel corpora and backtranslating. Figure 1 exemplifies the idea with English-Norwegian and English-Spanish parallel sentences. Note that (a) either the original English sentence or the backtranslation contains a negation, and the other one is an affirmative interpretation. In this paper, we show that leveraging sentences with negation and their affirmative interpretations is beneficial for several natural language understanding tasks including natural language inference and sentiment analysis.

| English-Norwegian (en-no) parallel sentences: |
| --- |
| (en) \textit{There is no more than one Truth.} |
| (no) \textit{Og det finnes kun en Sannhet.} |
| Backtranslation: \textit{And there is only one truth.} |

| English-Spanish (en-es) parallel sentences: |
| --- |
| (en) \textit{The term gained traction only after 1999.} |
| (es) \textit{El término no se popularizó hasta después del 1999.} |
| Backtranslation: \textit{The term was not popular until 1999.} |

Figure 1: Parallel sentences from bitext corpora (English-Norwegian and English-Spanish) and backtranslations into English. Either the original English sentence or the backtranslation contains a negation, and the other one is an affirmative interpretation. In this paper, we show that leveraging sentences with negation and their affirmative interpretations is beneficial for several natural language understanding tasks including natural language inference and sentiment analysis.
is equivalent.

Armed with the large collection of sentences containing negation and their affirmative interpretations, we show that leveraging them yields improvements in three natural language understanding tasks. First, we address the problem of generating affirmatively interpretations in the AFIN benchmark (Hossain et al., 2022b), a collection of sentences with negation and their manually curated affirmative interpretations. Second, we address natural language inference using three common benchmarks: RTE (Dagan et al., 2006; Bar-Haim et al., 2006; Giampiccolo et al., 2007; Bentivogli et al., 2009), SNLI (Bowman et al., 2015), and MNLI (Williams et al., 2018). Third, we address sentiment analysis using SST-2 (Socher et al., 2013). The main contributions of this paper are:

1. A large collection (153,273) of pairs of sentences containing negation and their affirmative interpretations. We present an automated procedure to get these pairs and an analysis of the negation types (single tokens, morphological, lexicalized, etc.).
2. Experimental results with the T5 transformer (Raffel et al., 2020) showing that blending our pairs during the fine-tuning process is beneficial to generate affirmative interpretations from the negations in AFIN.
3. Experimental results showing that a RoBERTa-based classifier (Liu et al., 2019) to solve the task of natural language inference benefits from training with new premise-hypothesis derived from our pairs (two entailments per pair).
4. Experimental results showing that a RoBERTa-based classifier for sentiment analysis benefits from a novel component that automatically generates affirmative interpretations from the input sentence.

The key resource enabling the experimental results is our large collection of pairs of sentences containing negation and their affirmative interpretations. As we shall see, the experiments under (2) and (3) are a somewhat straightforward applications of these pairs. The affirmative interpretation generator we use to improve sentiment analysis, however, has the potential to improve many natural language understanding tasks.

2 Related Work

Solving natural language understanding tasks when the input text contains negation is challenging. Researchers have approached negation processing mainly by identifying the scope (Vincze et al., 2008; Morante and Daelemans, 2012a) and focus (Blanco and Moldovan, 2011). Scope refers to the part of the meaning that is negated and focus refers to the part of the scope that is most prominently negated (Huddleston and Pullum, 2002). There are many works targeting scope detection (Fancellu et al., 2016, 2017; Li and Lu, 2018; Jumelet and Hupkes, 2018; Chen, 2019; Zhao and Bethard, 2020) and focus detection (Zou et al., 2014, 2015; Shen et al., 2019; Hossain et al., 2020a). While scope and focus pinpoint what is and what is not negated, they do not reveal affirmative interpretations as defined in this paper. Additionally, there is limited empirical evidence showing that scope or focus is beneficial to solve a natural language understanding task. Jiménez-Zafra et al. (2021) show that scope improves sentiment analysis, but they do not experiment with modern networks that may not benefit from explicit scope information.

Outside of scope and focus, Jiang et al. (2021) work with commonsense implications involving negations (e.g., “If X doesn’t wear a mask” then “X is seen as carefree”). Closer to our work, Hosseini et al. (2021) pretrain BERT with an unlikelihood loss calculated with automatically obtained negated statements. Their negated statements do not preserve meaning. The authors show that their method, BERTNOT, outperforms BERT with LAMA (Kassner and Schütze, 2020) and the same natural language inference corpora we work with. The work proposed here outperforms theirs (Section 4.2) and does not require any manual effort.

We are not the first to work with affirmative interpretations from negated statements. For example, Sarabi et al. (2019) create a small corpus of verbal negations retrieved from Simple Wikipedia and their affirmative interpretations (total: 5,900). Simple Wikipedia is a version of Wikipedia that uses shorter sentences and simpler language. Hossain et al. (2022b) propose a question-answer driven approach to create AFIN, a collection of 3,001 sentences with negation and their affirmative interpretations. Both of these previous efforts employ humans to collect affirmative interpretations and neither one conducts extrinsic evaluations. Unlike
Table 1: Number of parallel sentences in the English-Norwegian and English-Spanish parallel corpora we work with, and pairs of sentences with negation and affirmative interpretations we automatically generate via backtranslation. The yield (%pairs) is low, but as we shall see these pairs are useful to solve natural language understanding tasks when negation is present without hurting results when negation is not present.

| Source      | #parl. sents. | #pairs | %pairs |
|-------------|---------------|--------|--------|
| en-no       | WikiMatrix    | 530,000| 10,274 | 1.94   |
|             | CCMatrix      | 8,000,000| 73,394 | 0.92   |
| en-es       | UNPC          | 2,800,000| 28,028 | 1.00   |
|             | WikiMatrix    | 3,290,000| 41,577 | 1.26   |
| All         |               | 14,620,000| 153,273| 1.05   |

3.2 Identifying Negation Cues in Multiple Languages

In order to detect negation in the parallel sentences, we develop a multilingual negation cue detector that works with English, Norwegian, and Spanish texts. To this end, we fine-tune a multilingual BERT (mBERT)\(^2\) (Devlin et al., 2019) with negation cue annotations in the three languages we work with: English (Morante and Daelemans, 2012b), Norwegian (Mæhlum et al., 2021), and Spanish (Jiménez-Zafra et al., 2018). We fine-tune jointly for all three languages by combining the original training splits into a multilingual training split. We terminate the training process after the F1 score in the (combined) development split does not increase for 5 epochs; the final model is the one which yields the highest F1 score during the training process. Additional details regarding training procedure and hyperparameters are provided in Appendix A. Our multilingual detector is not perfect but obtains competitive results (F1 scores): English: 91.96 (test split), Norwegian: 93.40 (test split), and Spanish: 84.41 (dev split, as gold annotations for the test split are not publicly available). The system detects various negation cue types including single tokens (no, never, etc.), affixal, and lexicalized negations (Section 3.4).

We use our multilingual cue detector to detect negation in the 14.6 million of parallel sentences. In the English-Norwegian parallel sentences (8.5M), negation is present in both sentences (WikiMatrix: 7.3%, CCMatrix: 14.2%), either sentence (WikiMatrix: 5.2%, CCMatrix: 5.2%), or neither sentence (WikiMatrix: 87.5%, CCMatrix: 80.6%). Similarly, in English-Spanish parallel sentences, negation is present in both sentences (UNPC: 10.7%, WikiMatrix: 5.7%), either sentence (WikiMatrix: 5.2%, CCMatrix: 5.2%), or neither sentence (WikiMatrix: 87.5%, CCMatrix: 80.6%). Since we are interested in sentences containing negation and their affirmative interpretations, we only keep the sentences in which either the source or target sentence contains negation.

3.3 Generating Affirmative Interpretations

After identifying negation cues in the parallel sentences, we backtranslate into English the sentence in the target language (either Norwegian or Spanish; they may or may not contain a negation).
Negation Type Examples

Single tokens (49.6%) They are still not integrated into the German community.
They have yet to integrate into German society.
I have no doubt that we will reach our goal.
We shall surely get there!

This process allows for higher precision that could never be achieved by hand.
This process allows more precision than anyone performed manually.

Affixal (30.15%) The north wing was left largely untouched and forms the present house.
Only the North wing remained quite intact, and constitutes the current house.

We fall in love, and any attempt at logic is useless.
We fall in love and any attempt at logic is futile.

Lexicalized (8.76%) A further problem was the lack of skilled labour.
Another problem was the issue of obtaining sufficiently qualified personnel.

Multitoken (2.58%) After some time, the drainage of water no longer occurs.
After a certain time, the drainage of water ends.

Multiple negations (8.95%) The declaration before the courts is not valid if the child is not 14 years old.
Any statement in a court is invalid if the child is below 14 years of age.

Table 2: Examples of sentences with negation and their affirmative interpretations automatically obtained from bitext corpora via backtranslation. We present examples for several negation types; common single-tokens that are not lexicalized negations are the most frequent. These sentences with negations and their affirmative interpretations come from our collection (Section 3) and include errors. For example, the affirmative interpretation in the second to last example includes ends, a lexicalized negation, because our cue detector did not identify it.

particular, we utilize Google Cloud Translation API. Before backtranslating, we exclude sentences in the target language if they are longer than 40 tokens, as longer sentences tend to result in lower translation quality (Fonteyne et al., 2020).

Backtranslating into English from either Norwegian or Spanish may introduce or remove a negation cue. We discard such backtranslations since our goal is to obtain pairs of sentences containing negation and its affirmative interpretation (i.e., a semantically equivalent sentence that does not contain negation). The last two columns in Table 1 present how many pairs we obtain (total: 153,273). While the yield is small (1.05%), we note that the process is automated and could be expanded to use additional parallel corpora.

3Google Translate API - https://cloud.google.com/translate

3.4 Quality and Analysis

The process to collect pairs of sentences with negation and their affirmative interpretations is noisy. First, the negation cue detector is not perfect thus there are pairs in which the affirmative interpretation contains a negation. Additionally, backtranslating introduces errors thus the affirmative interpretations are not always semantically equivalent to the sentences containing negation. Our goal is not to create a gold standard but to collect a large collection that we can leverage to improve models for natural language understanding tasks (Section 4).

Despite 100% correctness is not the goal, we conducted a manual validation with a random sample of 100 pairs. We discovered that 78% are correct, where correct means that the affirmative interpretation satisfies the definition (i.e., no negation and semantically equivalent to the sentence with negation). We found two main reasons for incorrect pairs. First, the negation cue detector sometimes fails to detect cues, resulting in affirmative interpretations that contain negation (e.g., The execution had been unlawful: This act would have been illegal; the prefix il- is not identified as a negation cue). Second, the backtranslation sometimes results in the original sentence without the negation cue and thus opposite meanings. (e.g., English-Norwegian parallel sentences: How can you not enjoy this trip!, Hvordan kan du nyte denne turen!; backtranslation: How can you enjoy this trip!).

Analyzing the Negations and Affirmative Interpretations The negation cue detector identifies
several types of negation cues. As a result, our collection of pairs of sentences with negation and their affirmative interpretations includes several negation types (Table 2). Note that this table presents real examples from our collection including erroneous ones (e.g., some affirmative interpretations contain negation). The most frequent negation type (49.6%) are common single-token negation cues such as not, n’t and never. Affixal negations are surprisingly common (30.15%) and include both prefixes (e.g., untouched) and suffixes (useless). Lexicalized negations usually take the form of a noun (e.g., lack, dismissal) or verb (e.g., prevent, avoid) and account for almost 9%. Finally, a few negations (2.58%) are multitoken (e.g., no longer, not at all), and several negations (almost 9%) appear in sentences with at least one more negation.

The corresponding affirmative interpretation is never just the original sentence with negation after removing the negation cue—doing so results in a sentence that is not semantically equivalent. The required modification are sometimes relatively simple and mainly require swapping a verb or adjective. For example, are still not integrated becomes have yet to integrate, largely untouched becomes quite intact, and is useless becomes is futile. Yet the affirmative interpretation often is a more thorough rewrite of the original sentence:

- I have no doubt that we will reach our goal. becomes We shall surely get there!
- higher precision that could never be achieved by hand becomes more precision than anyone performed manually; and
- lack of skilled labour becomes issue of obtaining sufficiently qualified personnel.

4 Experiments with Natural Language Understanding Tasks

We leverage our collection of sentences with negation and their affirmative interpretations to enhance models for three natural language understanding tasks. First, we leverage them in a blending training setup to generate affirmative interpretations from the negations in a previous benchmark (Section 4.1). Second, we leverage them to create new premise-hypothesis pairs and build more robust models for natural language inference (Section 4.2). Third, we use them to train a plug-and-play neural component to generate affirmative interpretations from negation. Then, we incorporate the generator into the task of sentiment analysis (Section 4.3).

We use existing corpora for all tasks as described below: for natural language inference and sentiment analysis we use the versions released by the GLUE benchmark (Wang et al., 2018).

Our experimental results show that leveraging the large collection of negations and their affirmative interpretations improves results across all tasks using previously proposed benchmarks. Specifically, we obtain either slightly better or comparable results when negation is not present in the input, and always better results when negation is present.

4.1 Generating Affirmative Interpretations from Negation

There are a couple corpora with sentences containing negation and their manually curated affirmative interpretations (Section 2). In our first experiment, we explore whether leveraging our collection is beneficial to generate affirmative interpretations from the negations in AFIN (Hossain et al., 2022b), a manually curated corpus that is publicly available. AFIN contains 3,001 sentences with negation and their affirmative interpretations. Unlike our collection (Section 3), AFIN only considers verbal negations (i.e., the negation cues always modify a verb). Here are some examples:

- It was not formed by a natural process. It was formed by an artificial process.
- An extinct volcano is one that has not erupted in recent history.
- An extinct volcano erupted in the past.

The AFIN authors experiment with the T5 (Raffel et al., 2020) transformer to automatically generate affirmative interpretations. While the task remains a challenge and our results are much worse than the human upper bound, we show that incorporating our collection of sentences containing negation and their affirmative interpretations during the training process results in a more robust generator.

Blending Our Collection of Negations and Affirmative Interpretations

We adopt a blending technique by Shnarch et al. (2018) in order to maximize the chances that the training process benefits from our collection of negations and affirmative interpretations. Since our collection is much larger than the training split in AFIN (153k vs. 2.1k), simply adding our collection to the training split and fine-tuning T5 as usual would result in a model that underperforms with AFIN. There are three phases in the training process. In the first phase, we fine-tune T5 with the combination of our collection and
Table 3: Automatic evaluation of the T5 transformer on the task of generating affirmative interpretations as defined in the AFIN benchmark (Hossain et al., 2022b). Blending our pairs in the process of fine-tuning T5 yields improvements with all metrics.

|                  | BLEU | chrf++ | METEOR |
|------------------|------|--------|--------|
| T5 transformer   | 26.5 | 50.5   | 43.5   |
| + blending Ours  | 28.6 | 52.5   | 45.8   |

Table 4: Manual evaluation of the T5 transformer on the task of generating affirmative interpretations as defined in the AFIN benchmark. The upper bound comes from the manual validation by the creators of AFIN. Blending our pairs in the fine-tuning process generates more correct interpretations (higher validation scores are better).

|                  | 4   | 3   | 2   | 1   | 0   | n/a |
|------------------|-----|-----|-----|-----|-----|-----|
| Upper Bound      | 86.2| 11.6| 2.0 | 0.2 | n/a |
| T5 transformer   | 32.0| 15.3| 12.0| 3.3 | 37.3|
| + blending Ours  | 37.0| 14.0| 13.0| 10.0| 26.0|

4.2 Natural Language Inference

Our collection of pairs of sentences with negation and their affirmative interpretations can be seen as semantically equivalent sentences in which only one statement contains negation. By definition, there are two entailment relationships between semantically equivalent sentences—using either sentence as premise and the other one as hypothesis. We thus create two premise-hypothesis sets from each pair in our collection and label them as entailment to create a large collection of entailments involving negation. For example, we generate the following entailments from the pair (The universal nature of these rights and freedoms does not admit doubts, The universal nature of these rights and freedoms is beyond question):

- Premise: The universal nature of these rights and freedoms does not admit doubts.
  Hypothesis: The universal nature of these rights and freedoms is beyond question.
- Premise: The universal nature of these rights and freedoms is beyond question.
  Hypothesis: The universal nature of these rights and freedoms does not admit doubts.

This process results in 306,546 new premise-hypothesis annotated entailment (2 per pair in our collection) without any manual effort.

We experiment with (a) three transformer-based classifiers without any fine-tuning designed to improve results when there is a negation in the premise or hypothesis, (b) BERTNOT (Hosseini et al., 2021), a BERT transformer pretrained with a
Table 5: Results (accuracy) using several transformers and (a) the development splits in RTE, SNLI, and MNLI, and (b) the new premise-hypothesis containing negation (neg. P-H) from Hossain et al. (2020b). RoBERTa blending new premise-hypothesis derived from our sentences with negation and their affirmative interpretations substantially outperforms the three transformers without any negation fine-tuning and BERTNOT with the new premise-hypothesis that contain negation while obtaining comparable results with the original development splits.

Table 5 presents the results. We train all models with the corresponding training split, except RoBERTa blending Ours, which also blends our 306k new entailment premise-hypothesis pairs during the training process. We present results with the corresponding development split (gold labels for the test split are not available for all of them) and the premise-hypothesis including negation. We find that blending our 306k premise-hypothesis is beneficial despite these pairs (a) only include entailments and (b) inherit the errors present in our collection of sentences with negation and their affirmative interpretations.

Results and Discussion Table 5 presents the results. We train all models with the corresponding training split, except RoBERTa blending Ours, which also blends our 306k new premise-hypothesis pairs during the training process. We present results with the corresponding development split (gold labels for the test split are not available for all of them) and the premise-hypothesis including negation. We find that blending our 306k premise-hypothesis is beneficial despite these pairs (a) only include entailments and (b) inherit the errors present in our collection of sentences with negation and their affirmative interpretations.

4.3 Sentiment Analysis

We close our experiments exploring the task of sentiment analysis (i.e., classifying sentences according to their sentiment: positive or negative). Our motivation is that state-of-the-art systems for sentiment analysis face challenges with negation (Ribeiro et al., 2020). Unlike generating affirmative interpretations (Section 4.1) and natural language inference (Section 4.2), however, it is unclear how to leverage our large collection of sentences with negation and their affirmative interpretations.
to alleviate the issue.

We propose a task-agnostic solution: complement input sentences containing negation with their automatically generated affirmative interpretations. Figure 2 illustrates this proposal in the architecture at the bottom. Rather than feeding all sentences to a transformer-based classifier (top), we first check whether input sentences contain a negation with our cue detector (Section 3). If they do not, we feed them to the classifier as usual. If they do, we (a) automatically generate its affirmative interpretation with the generator described in Section 4.1 and (b) feed to the transformer-based classifier both the original sentence with negation and the affirmative interpretation separated by the [SEP] token. Appendix D provides additional details about the training process.

We experiment here with RoBERTa as it produces very competitive results. Note that our strategy to complement negated inputs with their affirmative interpretations could be used with any classifier for any task as long as it takes a text as its input. Regarding corpora, we use SST-2 (Socher et al., 2013) as released by GLUE (Wang et al., 2018). It consists of 70,042 movie reviews and sentiment annotations for each sentence.

Here are a few examples of automatically generated affirmative interpretations from sentences containing negation in SST-2:

- It is not a bad film.
  Affirmative interpretation: It is a good movie.
- She may not be real, but the laughs are.
  Affirmative interpretation: She is fictional.
- He feels like a spectator and not a participant
  Affirmative interpretation: He feels like a spectator rather than participant.
- The movie has no idea of it is serious.
  Affirmative interpretation: The movie has a lack of idea that it is serious.
- A thriller without a lot of thrills.
  Aff. interpretation: A thriller with little thrills.

Note that they are by no means perfect, but they mostly preserve meaning while not using negation. For example, the second affirmative interpretation only covers the meaning of part of the original sentence with negation (i.e., She may not be real), and the second to last includes a negation (lack).

**Results and Discussion** Table 6 presents the results (macro F1). We provide results with the sentences in the development split depending on whether they contain a negation (gold labels for the test split are not publicly available). Additionally, we use the grouping of negations by Hossain et al. (2022a): important or unimportant. A negation is unimportant if removing it does not change the sentiment (e.g., both I got a headache watching this meaningless downer and I got a headache watching this downer are negative).

Incorporating our affirmative interpretation generator is always beneficial. This includes instances containing negation (94.8 vs. 93.0) and, surprisingly, instances that do not contain negation (94.7 vs. 94.0). We hypothesize that this is the case because our negation cue detector is not perfect thus instances are sometimes fed through the incorrect branch after the Negation? fork (Figure 2). As one would expect, the generator makes the classifier more robust with important negations (89.8 vs. 86), but we also observe improvements with unimportant negations (95.8 vs. 95.0).

| affirmative intpn. generator? | No   | Yes       |
|-----------------------------|------|-----------|
| dev. w/o neg.               | 94.0 | 94.7 (+0.7%) |
| dev. w/ neg.                | 93.0 | 94.8 (+1.9%) |
| important negs.             | 86.0 | 89.8 (+4.4%) |
| unimportant negs.           | 95.0 | 95.8 (+0.8%) |

Table 6: Results (macro F1) with RoBERTa using the SST-2 development split. We provide results with instances that contain and do not contain negation as well as important and unimportant negations. Our affirmative interpretation generator yields improvements across the board, especially with instances containing important negations (i.e., when removing the negation changes the sentiment polarity (positive or negative)).

**5 Conclusions**

Negation poses a challenge for natural language understanding. Understanding negation requires humans to infer affirmative meanings (Horn, 1989) (e.g., The lot has not been vacant conveys The lot has been occupied). Inspired by this insight, we collect a large collection (153k) of pairs of sentences containing negation and their affirmative interpretations. We define the latter as a semantically equivalent sentence that does not contain negation. Our collection process relies on parallel corpora and backtranslation and is automated.

We show that leveraging our collection is beneficial to solve three natural language understanding tasks: (a) generating affirmative interpretations,
(b) natural language inference, and (c) sentiment analysis. All our experiments use out-of-domain, manually curated corpora. Crucially, our proposal yields better results when negation is present in the input while slightly improving or obtaining comparable results when it is not. Additionally, our proposal does not require any manual annotations.

Limitations

In order to create a large collection of sentences with negation and their affirmative interpretations, we use publicly available parallel sentences. We note that in two of the three sources (i.e., WikiMatrix (Schwenk et al., 2021a) and CCMatrix (Schwenk et al., 2021b; Fan et al., 2021)), the authors use auto-alignment methodologies to collect the parallel sentences. This step may introduce errors in the original sources. Next, to detect negation cues in the huge collections of parallel sentences (14.6 millions), we develop a multilingual cue detection system that is certainly not 100% perfect. While the cue detector performs well on the negation corpora it is trained with (Section 3.2), some incorrect predictions can be expected in the parallel corpora we use. Furthermore, the translation API introduces additional noise backtranslating from Norwegian or Spanish into English (Section 3.3). Regarding models and experiments, we leverage RoBERTa and T5 (Section 4) as systems based on them perform well on natural language understanding tasks.4 However, we acknowledge that other transformers such as XLNet (Yang et al., 2019) and DeBERTa (He et al., 2021) may yield better results.
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A Additional Details on Identifying Negation Cues in Multiple Languages

Refraining to Section 3.2 of the paper, we employ an off-the-shelf multilingual BERT-Base model (cased version) pretrained on 104 languages.\footnote{https://github.com/google-research/bert/blob/master/multilingual.md} We concatenate the contextualized representations from the last and third-to-last layers. Then, we pass the concatenation to a fully connected layer. Finally, we leverage a conditional random field (CRF) layer that yields the output sequence identifying negation cues. Since a negation cue can consist of multiple tokens (e.g., by no means), we use the BIO (B: Beginning, I: Inside, and O: Outside)
# Hyperparameters

| Hyperparameter | Value |
|----------------|-------|
| Maximum Epochs | 25    |
| Batch Size     | 10    |
| Patience       | 5     |
| Maximum sentence length | 150  |
| Optimizer      | AdamW |
| Learning rate (mBERT) | 1e-5  |
| Learning rate (FC and CRF) | 1e-3  |
| Weight decay (mBERT) | 1e-5  |
| Weight decay (FC) | 1e-3  |
| Dropout (mBERT) | 0.5   |
| Gradient clipping | 5.0   |
| Warmup epochs | 5     |
| Accumulate step | 1     |

Table 7: Hyperparameters for finetuning the multilingual cue detector (Section 3.2 in the paper). FC refers to Fully Connected layer.

| Hyperparameter | Value |
|----------------|-------|
| Maximum Epochs | 20    |
| Batch Size     | 8     |
| Patience       | 5     |
| Input sentence length (max.) | 80   |
| Target sentence length (max.) | 50   |
| Optimizer      | Adafactor |
| Learning rate  | 1e-5  |
| Weight decay   | 1e-6  |
| Gradient clipping | 5.0   |
| Warmup epochs  | 3     |
| Accumulate step | 1     |
| top_k          | 50    |
| top_p          | 0.95  |
| repetition_penalty | 2.5   |

Table 8: Hyperparameters for finetuning our affirmative interpretation generator (Section 4.1 in the paper).

B Additional Details on Generating Affirmative Interpretations from Negation

We utilize the Huggingface implementation (Wolf et al., 2020) of T5, a conditional generation model (Section 4.1). In each run, the system requires approximately 7.2 hours to train on a single core NVIDIA Tesla V100 (32GB). Table 8 shows the hyperparameters for this experiment. Regarding Section 4.1 in the paper (Manual Validation), we present examples of each score in Table 9.

C Additional Details on Solving Natural Language Inference

We evaluate the systems on the development splits of the NLI benchmarks we work with (Section 4.2) as test split labels are not publicly available. So, we randomly select 15% examples of the original training split in order to tune the hyperparameters and to select the best model during the training process for each benchmark. We note that we evaluate on the development split with matched genres for MNLI. In each run, the system (blending with ours) requires approximately 2.1 hours to train for RTE, 7.8 hours for SNLI, and 9.6 hours for MNLI on a single core NVIDIA Tesla V100 (32GB). Table 10 presents the hyperparameters we use in this experiment.

D Additional Details on Solving Sentiment Analysis

To experiment with SST-2, we randomly select 5% examples of the original training split for tuning the hyperparameters as well as for selecting the best model during the training process since test labels are not publicly available in SST-2 (part of GLUE (Wang et al., 2018)). On average, the system takes half an hour to train on a single core NVIDIA Tesla V100 (32GB). We share the tuned hyperparameters in Table 11.

Table 9: Examples of each score in Manual Validation.

Table 10: The system takes 1.5 hours on average to train on a single core NVIDIA Tesla V100 (32GB). Table 7 lists the tuned hyperparameters for the cue detector. We avail the code for all our experiments at [https://github.com/mosharafhossain/large-afin-and-nlu](https://github.com/mosharafhossain/large-afin-and-nlu).

Table 11: Hyperparameters for SST-2 experiment.
Examples

Extremely confident
(Score: 4)

Move them to low places so that they do not fall.
Affirmative Interpretation: They fall when they are in higher places.
The ones that were not rewarded were not marked with fields.
Affirmative Interpretation: The ones that were rewarded were marked with fields.

Very confident
(Score: 3)

The most recent successful bids for the Olympic and Paralympic Games were in cities that had never hosted them before.
Affirmative Interpretation: Other cities had hosted them once.
No other studies could find a link between the vaccine and autism.
Affirmative Interpretation: A study found a link between the vaccine and autism.

Moderately confident
(Score: 2)

In 1984, because the games were in New York, and because of the boycott, from when we boycotted in 1980, not a lot of European countries came over.
Affirmative Interpretation: Lots of European countries came over in 1980.
It occurs when the body does not receive enough iron.
Affirmative Interpretation: The body receives too little iron.

Slightly confident
(Score: 1)

I understand third party candidates have no success.
Affirmative Interpretation: Third party candidates have minimal success.
I don’t expect that the lack of British participation will stop any action.
Affirmative Interpretation: I expect that the lack of British participation will slow down any action.

Wrong affirmative interpretation
(Score: 0)

I have throughout my career not supported needle exchanges as anti-drug policies.
I have supported needle exchanges as anti-drug policies.
Unlike other organelles, the ribosome is not surrounded by a membrane.
The ribosome is surrounded by a membrane.

Table 9: Examples of sentences containing negation from AFIN and their affirmative interpretations automatically generated. The generator uses T5 trained with our large collection of sentences with negation and their affirmative interpretations (Section 4.1). We show examples of the manual validation; scores range from 0 to 4.

| Hyperparameter          | RTE | SNLI | MNLI |
|------------------------|-----|------|------|
| Maximum epochs         | 10  | 8    | 8    |
| Warmup epochs          | 4   | 2    | 3    |
| Batch size             | 24  | 16   | 10   |
| Patience               | 5   | 5    | 5    |
| Maximum sentence length| 100 | 80   | 100  |
| Optimizer              | AdamW | AdamW | AdamW |
| Learning rate          | 1e-5 | 1e-5 | 1e-5 |
| Weight decay           | 0.0  | 5e-6 | 5e-6 |
| Gradient clipping      | 5.0  | 5.0  | 5.0  |
| Dropout                | 0.2  | 0.3  | 0.3  |

Table 10: Hyperparameters for finetuning RoBERTa with blending our pairs and the NLI benchmarks (Section 4.2 in the paper).
| Hyperparameter                        | Value  |
|--------------------------------------|--------|
| Maximum Epochs                       | 5      |
| Batch Size                           | 16     |
| Patience                             | 3      |
| Maximum sentence length              | 80     |
| Optimizer                            | AdamW  |
| Learning rate                        | 1e-5   |
| Weight decay                         | 0.0    |
| Dropout                              | 0.5    |
| Gradient clipping                    | 5.0    |
| Warmup epochs                        | 5      |
| Accumulate step                      | 1      |

Table 11: Hyperparameters for finetuning our SST-2 system presented in Section 4.3 in the paper.