ABSTRACT

The state-of-the-art Machine learning approaches are based on classical Von-Neumann computing architectures and have been widely used in many industrial and academic domains. With the recent development of quantum computing, a couple of tech-giants have attempted new quantum circuits for machine learning tasks. However, the existing quantum machine learning is hard to simulate classical deep learning models because of the intractability of deep quantum circuits. Thus, it is necessary to design approximated quantum algorithms for quantum machine learning. This work explores variational quantum circuits for deep reinforcement learning. Specifically, we reshape classical deep reinforcement learning algorithms like experience replay and target network into a representation of variational quantum circuits. On the other hand, we use a quantum information encoding scheme to reduce the number of model parameters as small as the scale of $\text{poly} \left( \log N \right)$ in contrast to $\text{poly} \left( N \right)$ in a standard configuration. Besides, our variational quantum circuits can be deployed in many near-term noisy intermediate quantum machines.
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1 Introduction

Deep Learning (DL) [1] has been widely used in many machine learning domains, such as computer vision [2,3,4], natural language processing [5], communication network congestion control [6], and mastering the game of Go [7]. The successful deployment of DL is primarily attributed to the improvement of new computer architectures associated with powerful computing capabilities in the past decades. With a recent development of quantum computing, many machine learning work start to consider techniques of quantum mechanics such as quantum many-body physics [8,9,10], phase-transitions [11], quantum control [12,13], and quantum error correction [14,15] because those methods can be used for machine learning data analysis. Although quantum computing machines have been brought to the market by a few technological companies (e.g., IBM’s and D-Wave’s hardware solutions [16,17].) However, a large scale of quantum circuits cannot be faithfully employed upon the quantum computing platforms due to the lack of quantum error correction [18,19]. Therefore, our work designs approximate quantum algorithms and encoding schemes [20] on the devices with noise tolerance. More specifically, we take the advantages of quantum entanglement [20,21] in quantum computing to reduce our model size into an essentially small number such that quantum algorithms can be realized on the available quantum platforms which are named as Noisy Intermediate-Scale Quantum machines (NISQ).
By taking the strengths of quantum computing on NISQ with significantly fewer parameters, variational quantum circuits on NISQ have succeeded in implementing standard classification and clustering algorithms on classical benchmark datasets. Besides, NISQ based quantum computation enables us to employ quantum circuits for implementing new DL algorithms like generative adversarial networks [22] (GAN). However, to our best knowledge, variational circuit on current NISQ quantum computing for deep neural network based decision making and policy selection have not been discussed, which constrains the application of NISQ in many machine learning scenarios with continuous time frames.

Since reinforcement learning (RL) and deep reinforcement learning (DRL) are two potential issues and satisfy the requirements of automatic policy learning under uncertainty, our work focuses on the empowerment of DRL on NISQ quantum computation, which refers to an agent interacting with the environment to gain a knowledge of backgrounds and deriving the policy of decision making accordingly. [23, 24]. Furthermore, we generalize variational quantum circuits to standard DRL based action-value function approximation [24, 25].

Finally, we propose a novel variational quantum circuit on the current NISQ platform to resolve the circuit challenges. Besides, we analyze the policy reward and the memory cost for performance of our NISQ based DRL in comparison with standard RL and DRL approaches.

2 Methods

2.1 Reinforcement Learning

Reinforcement learning is a machine learning paradigm in which an agent interacts with the environment $E$ over a number of discrete time steps [23]. At each time step $t$, the agent receives a state or observation $s_t$ and then chooses an action $a_t$ from the set of possible actions $A$. The policy is a function mapping the state $s_t$ to action $a_t$. After executing the action $a_t$, the agent receives the state of the next time step $s_{t+1}$ and a scalar reward $r_t$. The process continues until the agent reaches the terminal state. An episode is defined as an agent starting from a randomly selected initial state and following the aforementioned process all the way through the terminal state.

Define $R_t = \sum_{t'=t}^T \gamma^{t'-t} r_{t'}$ as the total discounted return from time step $t$, where $\gamma$ is the discount factor that lies in $(0, 1]$. In principle, $\gamma$ is provided by the investigator to control how future rewards are given to the decision making function. When a large $\gamma$ is concerned, the agent takes into account future rewards no matter what a discount rate is: As to a small $\gamma$, an agent can quickly ignore future rewards within a few time steps. The goal of the agent is to maximize the expected return from each state $s_t$ in the training process. The action-value function or Q-value function $Q^\pi(s, a) = \mathbb{E}[R_t | s_t = s, a]$ is the expected return for selecting an action $a$ in state $s$ based on policy $\pi$. The optimal action value function $Q^\pi(s, a) = \max_a Q^\pi(s, a)$ gives a maximal action-value across all possible policies. The value of state $s$ under policy $\pi$, $V^\pi(s) = \mathbb{E}[R_t | s_t = s]$, is the agent’s expected return by a following policy $\pi$ from the state $s$.

2.1.1 Q-Learning

Q-learning [23] is a model-free RL algorithm. Before the learning process begins, $Q$ is initially assigned to an arbitrary fixed value (chosen by the programmer). Then, at each time, the agent selects an action $a_t$, observes a reward $r_t$, enters a new state $s_{t+1}$ (that may depend on both the previous state $s_t$ and the selected action), and then $Q$ is updated.

$$Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \alpha \left[ R_{t+1} + \gamma \max_a Q(S_{t+1}, a) - Q(S_t, A_t) \right].$$ (1)

2.1.2 SARSA

An SARSA [24] agent interacts with the environment and updates the policy based on the undertaking actions. In other words, it is known as an online policy learning algorithm. The $Q$ value for a state-action is updated by an error, adjusted by the learning rate $\alpha$. $Q$ values represent the possible reward received in the next time step for taking action $a$ in state $s$, plus the discounted future reward received from the next state-action observation:

$$Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \alpha [R_{t+1} + \gamma Q(S_{t+1}, A_{t+1}) - Q(S_t, A_t)]$$ (2)

2.1.3 Deep Q-Learning

The action-value function $Q(s, a)$ can be explicitly represented by a two-dimensional table with a total number of entries $s \times a$. However, when the state space or the action space is large or even continuous the tabular method is
unfeasible. In such a situation, the action-value function is represented with function approximators such as neural networks [24, 25].

The employment of neural networks for function approximators to represent the Q-value function has been studied extensively [24, 25] and succeeded in many tasks like playing video games. In this setting, the action-value function $Q(s, a; \theta)$ is parameterized by $\theta$. The $\theta$ can be derived by a series of iterations from a variety of optimization methods adapted from other machine learning tasks. The simplest form is the Q-learning. In this method, the goal is to directly approximate the optimal action-value function $Q^*(s, a)$ with the loss function:

$$
L(\theta) = \mathbb{E}[(r_t + \gamma \max_{a'} Q(s', a'; \theta^*) - Q(s, a; \theta))^2]
$$

The target is $r_t + \gamma \max_{a'} Q(s', a'; \theta^*)$ and the prediction is $Q(s, a; \theta)$, where $s'$ is the state encountered after playing action $a_t$ at state $s$.

Since DRL is normally hard to converge, it is likely to get diverged when a nonlinear approximator like a neural network is used to represent the action-value function [25]. There are several possible culprits: When the states or observations are serially correlated with each other along the trajectory, thereby violating the assumption that the sample needs to be independent and identically distributed (IID), the $Q$ function changes dramatically and changes the policy at a relatively large scale. In addition, the correlation between the action-value $Q$ and the target values $r_t + \gamma \max_{a'} Q(s', a')$ can be large. Unlike the supervised learning where the targets are given and invariant, the setting of deep reinforcement learning allows targets vary with $Q$, causing the $Q$ to chase a nonstationary target.

The deep Q-learning presented in the work [25] addressed these issues through two mechanisms:

- **Experience replay**: To perform experience replay, we store each transition the agent encounters. The transition is stored as a tuple in the following form: $(s_t, a_t, r_t, s_{t+1})$ at each time step $t$. To update the $Q$-learning parameters, we randomly sample a batch of experiences from the replay memory and then perform gradient descent with the following loss function:

$$
L(\theta) = \mathbb{E}_{\text{replay batch}}[(r_t + \gamma \max_{a'} Q(s', a'; \theta^*) - Q(s, a; \theta))^2]
$$

The key importance of experience replay is to lower the correlation of inputs for training the $Q$-function.

- **Target Network**: $\theta^*$ is the parameter of the target network and these parameters are only updated at every finite steps. This setting helps to stabilize the $Q$-value function training since the target is relatively stationary compared to the action-value function.

### 2.2 Variational Quantum Circuits

The variational quantum circuit is one type of quantum circuits with tunable parameters which need to be optimized in an iterative manner. These parameters can be seen as the *weights* in artificial neural networks. Due to the lack of quantum error correction and fault-tolerant quantum computing in the near-term quantum devices, these variational circuits can be relatively robust against noises because the related deviations can be absorbed by the parameters during the iterative optimization process. Therefore, the machine learning algorithms powered by variational quantum circuits can circumvent the complex quantum errors which exist in the available quantum devices. Previous works [26, 20, 27] have demonstrated that the variational circuits can model any function approximators, classifiers and even quantum-many-body physics that are intractable on classical computers. For example, the work [20] shows that a variational quantum circuits can approximate an analytical function $f(x)$. It is hard to simulate the quantum circuits with large number of qubits via classical computers, which implies that the variational quantum circuits own a better expressive power than the classical function approximators like a neural network.

### 2.3 Variational Quantum Deep Q Learning

In this work, we attempt to expand the expressive power of variational quantum circuits for the action-value function. The variational quantum circuits require fewer parameters than a conventional neural network, making them promising for modeling complex environments. For a target network, we construct two sets of circuit parameters with the same circuit architecture. The targeted circuit is updated per 20 steps. For experience replay, the replay memory is set for the length of 80 to adapt to the testing environment Frozen-Lake and length of 1000 for Cognitive Radio, and the size of training batch is 5 for all of the environments. The process of optimization needs to calculate gradients of expectation values of quantum measurements, which can be conducted by the same circuit architecture and slightly different parameters, respectively [28]. Further, we encode the state with *computational basis encoding*. In the Frozen-Lake environments, there are totally 16 states. Thus, it requires 4 qubits to represent all states. In the Cognitive-Radio experiments, we apply similar method and circuit architectures with different number of qubits to match the number of possible channels Figure 2. Besides, [29] provides a general discussion about the different encoding schemes.
Algorithm 1 Variational Quantum Deep Q Learning

Initialize replay memory $\mathcal{D}$ to capacity $N$
Initialize action-value function circuit $Q$ with random parameters

for episode = 1, $M$ do
  Initialise state $s_1$
  for $t = 1, T$ do
    With probability $\epsilon$ select a random action $a_t$
    otherwise select $a_t = \max_a Q(s_t, a; \theta)$
    Execute action $a_t$ in emulator and observe reward $r_t$ and next state $s_{t+1}$
    Store transition $(s_t, a_t, r_t, s_{t+1})$ in $\mathcal{D}$
    Sample random minibatch of transitions $(s_j, a_j, r_j, s_{j+1})$ from $\mathcal{D}$
    Set $y_j = \begin{cases} r_j & \text{for terminal } s_{j+1} \\ r_j + \gamma \max_{a'} Q(s_{j+1}, a'; \theta) & \text{for non-terminal } s_{j+1} \end{cases}$
    Perform a gradient descent step on $(y_j - Q(s_j, a_j; \theta))^2$
  end for
end for

2.3.1 Computational Basis Encoding

For a general $n$-qubit state, it can be represented as:

$$|\psi\rangle = \sum_{(q_1, q_2, \ldots, q_n) \in \{0,1\}^n} c_{q_1,\ldots,q_n} |q_1\rangle \otimes |q_2\rangle \otimes |q_3\rangle \otimes \cdots \otimes |q_n\rangle,$$  \hspace{1cm} (4)

where $c_{q_1,\ldots,q_n} \in \mathbb{C}$ is the amplitude of each quantum state and each $q_n \in \{0,1\}$.

The square of the amplitude is the probability of measurement with the output $|q_1\rangle \otimes |q_2\rangle \otimes |q_3\rangle \otimes \cdots \otimes |q_n\rangle$ and the total probability should sum to 1.

$$\sum_{(q_1, q_2, \ldots, q_n) \in \{0,1\}^n} ||c_{q_1,\ldots,q_n}||^2 = 1$$  \hspace{1cm} (5)

For example, there are 16 possible states in the environment Frozen-Lake. Each possible state is labeled with an integer in the range from 0 to 15. The encoding procedure is as the following: The decimal number is first converted into a binary number and then encoded into the quantum states through single qubit unitary rotation. In other words, each quantum state can be denoted by a four-digit binary number $b_1b_2b_3b_4$, where $b_1, b_2, b_3, b_4$ can only take the value of 0 or 1. Therefore, the encoded quantum state is $|b_1\rangle \otimes |b_2\rangle \otimes |b_3\rangle \otimes |b_4\rangle$. For example, the state observed by the agent, 12, is first converted to the binary number 1100, which will be $|1\rangle \otimes |1\rangle \otimes |0\rangle \otimes |0\rangle$.

We propose the following single qubit unitary rotation method to encode the classical states from the testing environments into the quantum circuits Fig1. The rotation angles are:

$$\theta_i = \pi \times b_i$$
$$\phi_i = \pi \times b_i$$

where $i$ represents the index of each qubit. In this work, the total number of qubits is 4; therefore, the index is the set $\{1, 2, 3, 4\}$. 


We set up the experiment following the circuit architecture in Fig 1. The quantum circuit as shown in the figure is a neural network-based deep Q-learning. The parameters labeled $\theta$ and $\phi$ are for state preparation and are not subject to iterative optimization. The CNOT gates are used to entangle quantum states from each qubit. Parameters labeled $\alpha$, $\beta$, and $\gamma$ are the ones for iterative optimization. Note that the grouped box may repeat several times to increase the number of parameters. The number of qubits can be adjusted to fit the problem of interest and the capacity of the simulators of quantum machines. In this work, the grouped circuit repeats two times and therefore the total number of circuit parameters subject to optimization is $4 \times 3 \times 2 = 24$. It is often to add a bias after the quantum measurement, the length of the bias vector is the same as the number of qubits. The bias vector is also subject to optimization. Therefore, the total number of parameters in this example is $24 + 4 = 28$.

### 2.4 Quantum Circuit for Radio Network

In the experiments on the cognitive radio, the total number of channels that can be selected by the agent at each time-step is known in advance. Since the channel changes from time to time, it is necessary to include not only the channel but also the temporal information into the observation. The observation is in the following form: (channel, time). Let the number of channel is $N$, there are $N$ time-steps in a full channel-changing cycle. The number of possible states is thus $N^2$. In addition, at each time-step, the agent can select one of the channel from the set of all possible channels, which is of number $N$. Given this scenario, classical Q-learning, which is tabular based, will have $N^3$ entries in the table. In the neural network based deep Q-learning, the number of parameters will be $2 \times N^2 + 2 \times N^{[30]}$. However, with our proposed variational quantum circuits, the number of circuit parameters is $N \times (3 \times 2 + 1)$, see Table 3 and Figure 6.

![Figure 1: Generic circuit architecture for the deep reinforcement learning.](image)

![Figure 2: For circuit configurations for cognitive radio experiment.](image)

### 3 Experiment and Results

#### 3.1 Environment Setup

We set up the experiment following the circuit architecture in Fig 1. The quantum circuit as shown in the figure is numerically simulated with the software package PennyLane [31]. We use the standard package PyTorch [32] to help the
Table 1: The list of reward in our testing environment Frozen-Lake and Cognitive Radio. In Frozen-Lake, the environment is non-slippery. Setting of this not only encourages the agent to achieve the goal but also encourages it to select the shortest path.

(a) Frozen-Lake

| Location | Reward |
|----------|--------|
| HOLE     | -0.2   |
| GOAL     | +1.0   |
| OTHER    | -0.01  |

(b) Cognitive-Radio

| Location          | Reward |
|-------------------|--------|
| Occupied Channel  | -1.0   |
| Available Channel | +1.0   |

linear algebraic manipulation to accelerate the simulation. OpenAI Gym [33] provides the testing environment. In this work, we choose an environment with low computational complexity, FrozenLake, to implement the proof-of-concept experiments. The FrozenLake environment mapping is:

- Observation: observed records of all time steps.
- Action: there are four actions in the action space. The outputs from the quantum circuit are 0, 1, 2, 3 and they correspond to the action LEFT, DOWN, RIGHT, UP
- Reward: The rewards in this environment are +1.0 for successfully achieve the goal, −0.2 for failing the task, which is stepping into the HOLE. Moreover, to encourage the agent to take the shortest path, there is also a −0.01 reward for each step taken.

3.2 Numerical Simulation

The optimization is chosen to be RMSprop with learning rate = 0.01, alpha = 0.99 and eps = 10^{-8}, which is used widely in deep reinforcement learning. The batch-size for the experience replay is 5. The ε-greedy strategy used in Frozen-Lake is the following:

\[ \epsilon \leftarrow \frac{\epsilon}{\text{episode}^{100}} + 1 \]  

and in the environment Cognitive-Radio the ε is updated in every single step as:

\[ \epsilon \leftarrow 0.99\epsilon \]

with initial \( \epsilon = 1.0 \) for encouraging more exploration in early episodes and shifting to more exploitation in later episodes.

3.3 Simulation with Noise

To investigate the robustness of our proposed variational quantum circuit-based RL against the noise from current and possible near-term devices. We perform the additional simulation which included the noises from the real quantum computer. The experiment setting is the same as the previous experiments, except that the simulation backend is replaced with the Qiskit-Aer simulation software, which has the capability to incorporate the noise model from the IBM quantum computers. The noise model data used in this work is stored at the GitHub repository.

3.4 Performance Analysis

In the Frozen-Lake experiment, we ran 500 episodes and the agent converged to reward 0.9 after the 198th episode, see Figure 3. It is noted that, however, several sub-optimal results occurred. This phenomenon is probably due to the ε-greedy policy selection. In the Cognitive-Radio experiment experiment, we tested situations where there are 2, 3, 4 and 5 possible channels for the agent to choose, respectively. In the all four situations, we ran 500 episodes and the agent converged to optimal at around 100 iterations, see Figure 4. In the simulation with the noise model from the IBM quantum machine, the agent converged to optimal at around 100 iterations, which is comparable to previous ideal and noiseless simulations, showing that our proposed quantum circuit based RL is robust against noise in current machines. For the numerical simulation code and the parameters, please refer to the GitHub repository.

[https://github.com/ycchen1989/Var-QuantumCircuits-DeepRL](https://github.com/ycchen1989/Var-QuantumCircuits-DeepRL)
Figure 3: Variational quantum circuit for Deep Q Learning. The figure shows our proposed DQL-agent reach the optimal policy with a total reward of 0.9 at the 198th iteration. The gray area in the figure represents the standard deviation of reward in each iteration during exploration with the standard reinforcement learning reproducible setting \(^\text{[34]}\) for stability. The policy learned via Quantum Circuit becomes more stable after the 301st iteration.

Table 2: Comparison of Classical Reinforcement Learning Algorithms with Discrete Action Space

| Algorithm       | Policy     | Action Space | State Space | Operator | Complexity of Parameters |
|-----------------|------------|--------------|-------------|----------|--------------------------|
| Monte Carlo     | Off-policy | Discrete     | Discrete    | Sample-means | \(O(n^3)\)          |
| Q-Learning      | Off-policy | Discrete     | Discrete    | Q-value   | \(O(n^4)\)          |
| SARSA           | On-policy  | Discrete     | Discrete    | Q-value   | \(O(n^4)\)          |
| DQN             | Off-policy | Discrete     | Continuous  | Q-value   | \(O(n^4)\)          |
| VQ-DQN\(^1\)    | Off-policy | Quantum      | Quantum     | Q-value   | \(O(n)\)            |
| VQ-DQN\(^2\)    | Off-policy | Quantum      | Quantum     | Q-value   | \(O(\log n)\)       |

3.5 Quantum Advantage on Memory Consumption

In our proposed method, the quantum advantage refers to the memory consumption, which means there are much less parameters in the quantum circuits. The quantum advantage in terms of the parameters of the quantum circuit relies on the data encoding schemes. For example, as to an amplitude coding, the number of parameters is \(\text{poly}(\log N)\) in contrast to \(\text{poly}(N)\) in a standard neural network\(^1\). However, computational basis encoding involves \(N\) parameters in our proposed quantum RL, \(N^2\) parameters in neural network based RL, and \(N^3\) in tabular \(Q\)-learning, where \(N\) is the dimension of input vector.\(^2\) In the Frozen-Lake environment, the number of parameters in our proposed variational quantum circuit based RL is 28, while in tabular Q-Learning, the table needs to store all the state-action information is of the size \(16 \times 4 = 64\), which reduces the parameters as a rate of \((64 - 28)/64 = 56.25\%\). In the Cognitive-Radio environment with \(N\) possible channels, the parameter numbers are separately \(N \times (3 \times 2 + 1)\) in our quantum circuit based RL, \(2 \times N^2 + 2 \times N\) in neural network based RL, and \(N^3\) in tabular \(Q\)-learning method. By comparison, the parameters of our proposed method grows linearly with the dimension of the input vector, which is shown in Figure6.

\(^1\)VQ-DQN with amplitude encoding can harvest full logarithmic less parameters compared with classical models.

\(^2\)The number of parameters in VQ-DQN with computational basis encoding grows only linearly with the dimension of the input vector \(n\).
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Figure 4: Variational quantum circuit for Deep Q Learning on Cognitive-Radio. In the Cognitive-Radio experiments, we limit the maximum steps an agent can run to 100, and the reward scheme is that for each correct choice of the channel, the agent will get a +1 reward and −1 for incorrect selection. The maximum reward an agent can achieve under this setting is 100. The figure shows our proposed DQL-agent reach the optimal policy with a total reward of 100 in the 2-Channel and 5-Channel case at only several iterations. For the case of 3-Channel and 4-Channel, the agent also reach near-optimal policy at only several iterations. The gray area in the figure represents the standard deviation of reward in each iteration during exploration with the standard reinforcement learning reproducible setting [34] for stability. The policy learned via Variational Quantum Circuits becomes more stable after around 100 iterations for all four cases.

Table 3: Comparison of Number of Parameters in Classical Q-Learning and Quantum Deep Reinforcement Learning

| Env.          | 2-Channels          | 3-Channels          | 4-Channels          | 5-Channels          | Frozen-Lake |
|---------------|---------------------|---------------------|---------------------|---------------------|-------------|
| Q-Learning    | $2 \times 2$       | $3 \times 3$       | $4 \times 4$       | $5 \times 5$       | $4 \times 4$ |
| VQ-DQN        | $2 \times (3 \times 2 + 1)$ | $3 \times (3 \times 2 + 1)$ | $4 \times (3 \times 2 + 1)$ | $5 \times (3 \times 2 + 1)$ | $4 \times (3 \times 2 + 1)$ |

4 Discussions

4.1 Overview of Quantum Machine Learning

A general review of the field quantum machine learning can refer to [35] and [36]. As for quantum reinforcement learning, [37][38] have proposed a framework called projective simulation. The key concept in this setting is that the agent keeps a memory of the transition history. Before executing each action, the agent will simulate several possible outcomes according to historical data stored in the memory. It is conceptually related to the well-known Monte-Carlo Tree Search [7][39] and it is interesting to investigate the quantum counterparts and possible quantum advantages.

4.2 Empirical Applications on a Multi-channel Radio Network

We further extend our VQ-DQN on a classical spectrum control problem in cognitive radio, with the ns3-gym [30] environment. We consider the problem of radio channel selection in a wireless multi-channel environment, e.g. 802.11 networks with external interference. We first create a scalable reinforcement learning environment sim-radio-spectrum (SRS) with a customized state and an action echo in a real multi-channel spectrum scenario. The objective of the agent selects a channel free of interference of the next time slot. We consider a simple illustrative example where the external interference follows a periodic pattern, i.e. sweeping over all channels one to four in the same order as shown in the
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Figure 5: Variational quantum circuit for Deep Q Learning on Cognitive-Radio with IBM Qiskit Aer Quantum Simulator and noise from the real Quantum machine. In this experiment, we investigated the robustness of the VQ-DQN against the noise in quantum machines. The device noise is downloaded from remote real quantum machines and then incorporated with the simulator software qiskit-aer provided by IBM. This noisy backend then replaced the noiseless backend in previous experiments. The experiment shows that our proposed variational quantum circuit based DQN is robust against noise in current quantum machines.

Figure 3. This extra environment offer a feasible test-bed for quantum RL with desirable self-defined environment with a lower action and space complexity working in the NISQ.

Our proposed quantum reinforcement learning environment on radio-channel-access network included:

- **State** – ns3 statistics with the radio channels capacity, with a customized channel number = N. (e.g., a state of [1 0 0 0] represents for N = 4 channel and a primary user on the 1st channel.)
- **Action** – selecting one channel for the secondary accessing a radio channel out of N channels.
- **Reward** – -1 for a collision with the primary user; +1 for no collision.
- **Info** – Boolean format of terminal when radio learning agent(s) faces to collision more than three times.

Different with the benchmark environments of complex reinforcement learning like Atari games. Our environments require much more qubits for conducting simulations. Although it can be encoded with computational basis encoding or amplitude encoding, the number of qubits needed is intractable for numerical simulations on classical computers and also exceed commercially available quantum devices. We could further investigate these complex RL environments with the same setting proposed in this work when large quantum machines are released.

### 4.3 Future Work: Amplitude Encoding Scheme

Unlike an amplitude encoding, the computational basis encoding has not fully employed the quantum advantages. Although in a constraint condition of quantum simulators, we can verify the feasibility of applying quantum circuits for resolving deep reinforcement learning problems. The related empirical results suggest that the quantum advantages outperform both tabular Q-learning and neural network based RL. To obtain the ideal quantum circuits with significantly less parameters, we apply amplitude encoding to reduce the complexity of parameters as small as poly(log N) in contrast to a standard neural network with poly(N) parameters. Future work includes an investigation of applying variational quantum circuits to represent the high-dimensional data under complicated environment.
Figure 6: **Comparison of Memory Consumption in different learning scheme** The figure shows our proposed DQL-agent has the quantum advantage in memory consumption compared to classical $Q$-learning and Deep $Q$-learning. Specifically, in our cognitive radio channel selection experiment, we set up four different testing environment, with 2, 3, 4, 5 possible channels respectively. With the classical $Q$-learning, the number of parameters grow with $n^3$ and in Deep $Q$-learning the number of parameters grow with $n^2$, however, with our proposed variational quantum circuit based RL, the number of parameter grows as $n \times (3 \times 2 + 1)$ only.

5 Conclusions

This is the first demonstration of variational quantum circuits to approximate the deep $Q$-value function with experience replay and target network. Our proposed framework shows that the quantum advantage in terms of less memory consumption and the reduction of model parameters. Specifically, the variational quantum deep $Q$-learning involves parameters as small as $O(n)$, but the tabular $Q$-learning and neural network based deep $Q$-learning have $O(n^3)$ and $O(n^2)$ parameters, respectively.
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