ABSTRACT The citation intent extraction and classification has long been studied as it is a good measure of relevancy. Different approaches have classified the citations into different classes; including weak and strong, positive and negative, important and unimportant. Others have gone further from binary classification to multi-classes, including extension, use, background, or comparison. Researchers have utilized various elements of the information, including both meta and contents of the paper. The actual context of any referred article lies within the citation context where a paper is referred. Various attempts have been made to study the citation context to capture the citation intent, but very few have encoded the words to their contextual representations. For automated classification, we need to train deep learning models, which take the citation context as input and provides the reason for citing a paper. Deep neural models work on numeric data, and therefore, we must convert the text information to its numeric representation. Natural languages are much complex than computer languages. Computer languages have a pre-defined fixed syntax where each word has a unique meaning. In contrast, every word in natural language may have a different meaning and may well be understood by understanding the position, previous discussion, and neighboring words. The extra information provides the context of a word within a sentence. We have, therefore, used contextual word representation, which is trained through deep neural networks. Deep models require massive data for generalizing the model, however, the existing state-of-the-art datasets don’t provide much information for the training models to get generalized. Therefore, we have developed our own scholarly dataset, Citation Context Dataset with Intent (C2D-I), an extension of the C2D dataset. We used a transformers based model for capturing the contextual representation of words. Our proposed method outperformed the existing benchmark methods with F1 score of 89%.
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to work under discussion [2]. In order to fully understand the nature of a citation we must study the full contents of a publication. Of particular interest, out of the full content of an article, is the text where in-text citation has been made called the citation context.

Different authors have categorized the citation reason, also called citation intent or citation function, into various categories. [3] have categorized the citations into three classes with a positive, weak, or neutral relationship with the citing paper. Jurgens et al. [4] have claimed that the citation may be for six different reasons, and the strength of relevancy of these categories are different from each other. The earlier citation intent classification methods were based on non-textual information including bibliographic information [5], metadata and profiling of the authors [6]. With the advancement in natural language processing techniques full contents exploration has become more robust and effective in summarization, and text classification. Therefore, recent approaches are based on full text information utilizing the actual contents of a paper for exploring why a paper is cited in a citing paper [7]–[12].

In this paper, we present a similar technique which is based on the full content a research article in order to investigate the citation reasons. We can thus investigate the maps of science by reading the edge labels of a citation network and see how a portion of a citation network is connected to the rest of the network. We have used advanced context based language models for converting the text data and classifying the text to a particular class of intent based on the context in which a paper is being cited. We have used the BERT transformer for the contextual representation using attention model. The model is trained on a large number of citation context achieving F1 score of 89 percent as compared to previously claimed benchmark 79, and 84 percent by Jurgens et al. [4] and Cohan et al. [13], respectively. This study will have its applications in citation recommender systems, domain-specific expert searching, digital libraries, and academic search engines, building academic-social networks, and other research-oriented information systems. The citation information system, strengthened with the citation reasons, will help authors avoid inappropriate references in a paper and suggest the relevant one to the authors.

The rest of the paper is organized as follows: in Section II, we introduce existing citation intent classification methods. Section III discusses our proposed study framework. The details of each of the steps are further discussed in the subsections of section III. Section IV evaluates the classification models and compares the results. Finally, we conclude our study in section V.

II. RELATED WORK

Protracted literature exists for studying the science of relating articles to recommend, summarize, categorize, and extract common interests of authors. In this section we first discuss the general types in which we can categorize the methods of finding paper relevance and intent classification. Afterwards, we highlight the recent work and explore their strengths and limitations.

A. CATEGORIES OF METHODS

We have categorized the existing techniques into various categories based on four types of information used by these techniques: bibliographic, metadata, collaborative, and contents of the authors and research articles. Each group follows a general methodology and typically has some common steps of procedures that they go through. We discuss the general methods of each of these categories and their benefits and limitations in detail.

1) BIBLIOGRAPHIC INFORMATION BASED METHODS

Bibiliographic information is based on the references within an article. Citation is a systematic method of referring to a scientific article to support, negate, or associate a claim, knowledge, or methodology. A network of citations is formed as a result of mutually referring publications for various reasons. This network of citations has been studied and investigated by researchers to induce a relationship among the documents. It plays a significant role in calculating the impact of journals, institutions, and authors, including Impact Factor [14] and H-Index [15] to name a few. Many state-of-the-art methods have been proposed based on bibliographic information to predict the relationship among research articles. They normally share the assumption that if an author1 cites author2 or a paper1 cites paper2, they are relevant, irrespective of the citation purpose, importance, sentiment, topic, or reason. Raja et al. [5] have used bibliographic information for finding relevant articles of a queried paper. F. Xia et al [16] uses bibliographic information to extract network structure of citations. Haifeng Liu et al. [6] uses the associative mining technique to obtain a paper representation of the citing paper from the citation context.

The bibliographic-based approaches mostly use one of the two concepts: bibliographic coupling and co-citation coupling. M.M. Kessler introduced bibliographic coupling in 1963 [17]. Bibliographic coupling occurs when two papers refer to a common paper, then the two citing papers are said to be bibliographically coupled with each other and considered a strong relationship between these two papers. The strength of such coupled papers becomes stronger with an increased number of references they have in common. The concept is explained in Figure 1 where the article A and B are bibliographically coupled as they have referenced three papers; C, D, and E together.

S. Henry introduced the concept of co-citation coupling in 1973 [18] and claimed it as a better similarity indicator of research documents. Co-citation coupling appears when two papers list together in the list of referenced articles, although they do not cite each other directly. The strength of the relationship becomes more robust when their co-citation increases. Thus the frequency of co-cited is defined by the frequency with which they appear together in the reference list of some other paper. In Figure 2 article A and B are
co-cited, having frequency 3, as they both are cited in papers C, D, and E.

Although bibliographic information-based approaches are most widely used these techniques have some limitations along with their strengths. Below are some of the strengths and limitations of bibliographic information-based techniques:

- **Strengths:**
  - Reference is obligatory to scientific articles; therefore, it works for all the research documents, uniformly
  - Bibliography information is openly available in case of both open and close journals; therefore, the availability of this information is guaranteed
  - Metrics like impact factor, H-Index are already using it and are considered very stable and reliable

- **Limitations:**
  - Documents other than scientific articles may not have this information as they may not cite documents within them.
  - The reason for citation and thus nature of relativity of documents may not be measured by using the only bibliographic information

- If papers from a different domain are cited in a research article, they will be considered relative to each other, irrespective of the reason for citation

2) **METADATA BASED METHODS**

It is not all in the data; some information lies in the extra details gathered alongside the information being contributed, as depicted in Figure 3. Metadata is defined as data about data. In the context of research publications, metadata will mean the data about published articles, including title, list of authors, keywords, publication venue, publication date, journal category, the topic of a research article, volume, issue, and page numbers as shown in Figure 3. All such information which is not essentially the part of publication contents, form metadata. Metadata is also freely available, irrespective of the scope of the venue. Apart from research articles, Web 2.0 has made metadata of more interest, motivating authors of web documents to entertain extra information about the contents on the web. The exposure of meta contents has made the system communicate intelligently and seamlessly to extract data semantics. Scientific communities have also built systems on top of metadata, although relatively less focused than web documents. Almost all the indexing services use metadata information for some necessary information mining. Afzal et al. [19] used topic information, authors, and publication date for searching the important, relevant research articles. They developed a recommender system that recommends articles published by the same group of authors having topic information. The system fails to provide recommendations in case of a lack of topic information. Sajid et al [20] have proposed finding the topic information based on the references within a paper.

We have summarised the advantages and weaknesses of metadata-based techniques below:

- **Strengths:**
  - A relatively more straightforward approach to implement
  - The information can simply be used as a feature list, as most of the metadata are common in all datasets
  - Suitable for statistical-based approaches. The information usually is readily available, and fewer efforts are required to extract such information

- **Limitations:**
  - The pieces of information are not comprehensive and do not exhibit many details about the article contents
  - The similarity of documents is judged based on keywords, venue, topic, and other similar information.

3) **COLLABORATIVE FILTERING (CF) BASED APPROACHES**

The user profiling provides comprehensive information about the interests, domain, likes, and dislikes of that user. Collaborative filtering process information from the collaboration of community members based on their history and interests, as described in Figure 4. It is performed by monitoring
the users’ profile and their activities. The user profile and activities exhibit the user interest group and their behavior. User profiles are managed by analysing their ratings and click streams, co-downloads, and other types of similar information. Researchers used collaborative filtering-based approaches to advocate the relationship among authors, journals, topics, and research articles. Khalid et al. [21] have proposed a collaborative filtering-based approach. These approaches generally have data sparsity, reduced coverage, synonymy, privacy, shilling, grey and black sheep issues, as explained by Su et al. [22].

- **Strengths:**
  - The nature of this technique is not specific to scientific articles but remains valid in any electronic form of information. Therefore, this method may be used for any kind of application.
  - Devastating user profiling and data sharing techniques have made its mode progressive and feasible. Therefore, we see newly emerged recommender systems built on top of collaborative filtering approaches [23], [24].

- **Limitations:**
  - In the case of research articles, authors do not share their interests as openly as in the case of other information; for example, users thoughts on a tweet or a post in a social networking application.
  - The system may not have enough information in case of new authors, a cold start problem. Therefore, without having enough information, the system based solely on collaborative filtering approaches will fail.
These approaches are firmly based on user input which may be misleading and may not be exhibiting the interests of an author.

- The recommendation of an article can be made by this method, but it is not possible to determine the article relationship using this techniques.

4) CONTENT-BASED APPROACHES
The real meaning and nature of a publication may not be clearly explained by just a piece of information like metadata, author interests, or how they have cited each other. For a clear idea of the relationship among the documents, an information system must have the semantics of a paper’s full contents. Content-based approaches utilise the text of a document, which is the real information belonging to an article. The similarity of publications is measured by the similarity between the contents of those two papers [2]. These techniques require the contents only and do not rely on any other measures, for instance, the references or metadata availability; therefore, these approaches can be generally applied to any kind of documents, including research articles, web pages, or news articles. However, understanding the full-text of a paper may be straightforward for humans, but computers are still combating to grasp the semantics of a text. Efforts have been made to make computers understand paper contents. We can mainly categories these techniques into two major categories. The statistical methods and contextualised approaches, discussed in detail below:

5) NON-CONTEXTUALIZED/STATISTICAL METHODS
These approaches have tried to predict the similarity of documents based on the statistical grounds of the text. Text filtration is applied to the content to extract key-terms, calculate term frequency, and find root words to understand the similarity between two documents. The text selected for this purpose may not necessarily be the full text of the paper as extensive text processing may become difficult. Therefore, different approaches have selected a different content types, including the abstract, title, a summary of a paper, citing paragraph, or the citation context. The text filtration process typically goes through the following steps:

a: TEXT PreProcessing
Pre-processing is one of the critical steps in text classification tasks. Uysal et al. [25] discussed four common text classification steps; stop word removal, tokenisation, case conversion, and stemming/lemmatisation.

1) Tokenization: In the tokenization stage, a sentence is broken into recognizable groups of characters that are validated from a dictionary, for example, WordPiece [26]. The text is typically converted to a lower case before tokenizing them. Certain characters are removed, including punctuation marks and special characters. A token can minimum contain a single character in case it is not a recognized word in the dictionary. The complete process is explained in section II-A5.

2) Filtering: In filtration step all those words which do not contribute to the meaning or context of words in a sentence are removed. The most common approach is the stop words removal. Stop words are the words that frequently occur in text irrelevant to the topic. Stop words frequently occurs in text without having much information. These include prepositions, conjunctions, articles. Stop word removal is a language-specific task requiring knowledge of a particular language, which is English in our case. We have used Natural Language Toolkit (NLTK) [27] for removing stop words in Python. It has a massive list of stop words already defined in 16 different languages. We have also extended a list of stop words provided by NLTK by adding some numbers and special characters that do not change the meaning of sentences.

3) Stemming: It is also language-dependent task which tries to obtain the root of derived words. It reduces the words by removing last few characters from them. The new word may not be a meaningful correct word. Stemming has remarkable effects on word embedding, as studied by Kantrowitz et al. [28].

4) Lemmatization: Stemming and lemmatization both extracts the root words by considering morphological analysis of the words. The only difference between the two is that stemmed words are not necessarily proper dictionary words whereas, the lemmatization maps words to their valid truncated form. It is also a language specific task, and is performed using various methods discussed by Peter et al. [29].

b: MEASURING THE TEXT SIMILARITY
After the applying the preprocessing steps on text, tokens are extracted as a result. The tokens similarity is computed by using various types of distance measuring techniques. The statistical methods of similarity makes a study to relate a number of data units. The measures further acts as building blocks for various clustering and classification algorithms. Some of the text distance measuring techniques are listed below:

1) Manhattan or City Block Distance Measure: It is the simplest method of calculating the distance between two points. It is called City Block distance as it resembles the blocks in streets, and the distance is measured by traveling in those blocks of the street. It calculates the distance between two points not by going straight but first horizontal and then vertical, as depicted in Figure 5.

For example, having two points; \( p1(x_1, y_1) \) and \( p2(x_2, y_2) \) the distance by looking at the difference between the \( x \) and \( y \) coordinates of the points. The distance is calculated by using the following expression:

\[
distance = |x_2 - x_1| + |y_2 - y_1|
\]
2) **Euclidean Measure:** Euclidean distance takes the advantage of measuring the direct difference between the points. The length of line between two points is given by the hypotenous of a right angle triangle, given in Figure 6. The Pythagorean theorem is used to calculate this length, by using the following:

\[
distance = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2}
\]

3) **Cosine Similarity Measure:** Cosine similarity is most widely used for computing the distance between two vector representation of words. This measure is very different than the previous measures. It is more concerned with the orientation of two points in space rather than the direct distance between them, as shown in Figure 7. It calculates the distance by using the following equation, considering our previous example of \( p_1 \) and \( p_2 \):

\[
cos(\theta) = \frac{(x_1x_2 + y_1y_2)}{\sqrt{x_1^2 + y_1^2} \sqrt{x_2^2 + y_2^2}}
\]

The value of cosine ranges from 0 to 1. When the values is 1 it means the vectors are similar to each other. In case of 0 the vectors are not similar at all. The values may lie in between 0 and 1, which means the vectors are somehow similar.

4) **Jaccard Similarity:** It is also called Jaccard similarity coefficient. It compares the elements of a set and extracts the matching and not matching members. It computes the similarity of two sets of data. The value ranges from 0 to 100%. The similarity of the documents is directly proportional to the value of Jaccard similarity percentage, calculated as:

\[
J(A, B) = \frac{|A \cap B|}{|A \cup B|}
\]

6) **SEMANTIC BASED APPROACHES**

In the previous section, we discussed the general method of techniques based on measuring the word level similarity among research articles. In this section, we provide an overview of the techniques based on the semantics of the contents of documents. The semantics is differently defined by authors subject to their proposed technique. Some have used structural scaffolding, which considers the position of the words within a document or measure the word/sentence sentiments [13]. Similarly, WordNet ontologies, an extensive lexical database for the English language, have defined semantics for retrieving the sense of words [30].

For understanding the internal meanings of the text of a research article word embedding have been largely used. Word embedding gives a numeric representation to words. The words having similar meaning will have similar representations. Word embedding provides a distributed
representation instead of ‘localist representation’ or ‘one hot encoding’ [31]. Distributed representation has the ability to represent a concept in a low-dimensional vector space. The vectors are dense, rather than sparse, as in case of ‘one hot encoding’. One of the key developments for inspiring operations of deep neural networking methods for natural language processing tasks is the distributed representation of text. Word embedding are known for providing this distributed presentation of a text, and therefore, making text feasible in training deep learning models.

B. RECENT LITERATURE FOR IDENTIFICATION OF RELEVANT ARTICLES AND CITATION INTENT

In this section we study recent research that is carried out for the identification of citation intent in order to find relevant documents. The summary of this literature is provided in Table 1 along with each of these approaches’ strengths and weaknesses. The methods fall in one of the categories that have been discussed above. Some methods use the benefits of more than one, such as utilising contents information and the metadata details [32]–[34].

The important, relevant information has always been the need for researchers to analyse the existing approaches and study in a particular research area. Keeping in view the importance of the need, understanding the semantics of relationship among research articles have been studied for more than a decade utilising different techniques. Recent research in this area is conducted by Sakib et al. [33], who proposed a collaborative approach using citation context and provided a 2-level citation relationship. They proposed a recommender system that takes a paper of interest (POI) and recommends a number of candidate papers that might be relevant to the POI. In the first stage the proposed framework extracts all the candidate papers that might be similar to the POI. The candidate list is based on two lists; the citation and reference lists. The citation paper list includes the paper citing POI while the reference papers are the ones cited by POI. A binary occurrence matrix is created for citation and reference of candidate papers with POI.

The similarity, using these matrices, are measured using the Jaccard similarity coefficient, named $J_{co-occurred}$ and $J_{co-occurring}$. The final score of a candidate paper is measured by normalising the values of $J_{co-occurred}$ and $J_{co-occurring}$. Thus by using a 2-level relationship of co-occurrence a list of Top-N most similar paper $C_1$, $C_2$, $C_3$, ..., $C_n$ are presented in recommendation list. They have used a very small publicly available dataset provided by Sugiyama et al. [35]. For comparison they have used McNee et al. [36], Liu et al. [6], Haruna et al. [21] as baseline and evaluated the proposed techniques using Precision, Recall, Mean Average Precision (MAP), and Mean Reciprocal Rank (MRR) measures. This method is simply based on the occurrence matrices and does not utilise the paper contents, or metadata for recommending similar paper. It is a statistical approach and have used a very small dataset experiment.

S. Hassan et al. [34] proposed using deep learning to classify the significance of a citation from a collection of cited publications. They claimed that not all of the references are equally relevant. To discriminate between significant and irrelevant citations, they utilised a deep-learning model based on the Long Short-Term Memory (LSTM) [37]. They also provided a machine learning-based classification strategy for selecting the highest performing features using the Random Forest (RF) [38] classifier. The writers have compiled a list of 14 characteristics of a citation context.

Predefined hand-engineered characteristics such as linguistic patterns derived from paper content were criticised by Cohan et al. [13]. They thought that by directly extracting improved representations from the data, they might get better results. They presented a multitasking framework for incorporating paper structural knowledge. As structural scaffolding, their framework has two tasks: 1. predicting section title and 2. predicting if a citation is required. Their scaffolding also predicts the citation intent of a citation as background, method, or result class. They also used crowdsourcing to build the SciCite dataset, which consists of 6,627 publications with a total of 11,020.

Cohan et al. [13] compared their model to [4]’s state-of-the-art technique for citation intent classification. In terms of Precision, Recall, and F1 metrics, [13] outperformed the previous results. Jurgens et al. [4] employed pattern-based characteristics such as phase sequence, parts of speech, lexical categories representing positive or negative sentiments, and particular categories such as words, which they expanded from the previous state-of-the-art technique. They took [39] pattern list and supplemented it with newly discovered patterns and classifications. They further investigated topic-based features by claiming that a topic thematic framing can extract the citation function. A citation context detailing technique, for example, is more likely to be associated with the ‘USES’ function, but a citation context giving any definition is more likely to be associated with the ‘BACKGROUND’ class.

They also studied a list of arguments that reflect a class of citations, as well as archetypal argument characteristics. They discovered commonly recurring arguments in syntactic locations for archetypal argument featuring. For the ‘EXTEND’ class of citations, for example, the words ‘follow,’ ‘unfold,’ and ‘extend’ are commonly used. The occurrence of an argument is represented by a vector. The resemblance of a citation to a citation class is determined by the average of those occurrences. This work has shown to be state-of-the-art research in this field, since it employed natural language processing characteristics in depth to measure the citation reason and importance. When referencing a research article, writers are attentive to the discourse structure and publication venue, according to this study.

Suppawong et al. [32] utilized both meta and contents for extracting the usage intent of algorithms within research articles. They investigated that AlgorithmSee [40], a prototype algorithm search engine within web documents, fail
to capture the properties including algorithm class, complexity, performance, type of problem and data-structure, and instruction-wise information. Furthermore, they highlighted the importance of understanding the impact and reason of using an algorithm. An algorithm extensively used to solve a problem can be categorized as generalizable and therefore can be recommended as solution to solve a particular problem in that domain. Whereas, an algorithm used as building block is highlighted as influential and can be recommended as benchmark to newly proposed algorithms. The automatic classification of why an algorithm is used in a literature is studied by using the citation context where the algorithm is referred. Although this study focuses on algorithm reason identification and may not be relevant to our study, but the core concept of automatic extraction of reason of citing an algorithm is directly relevant to our study.

Chen et al. [41] proposed Citation Authority Diffusion (CAD) technique for the identification of important survey papers. Their proposed system may be accessed via web service call names “Survey Importance Measurement (SIM)”. SIM automatically provides an authoritative paper list in a research area. Their approach consists of three modules including information collection, organization and presentation. Information collector consists of key concept extractor and survey material finder. Key concept extractor discovers the potential concept of the target paper. Material finder collects the relevant survey material simulating human behaviour for collecting information of interest. The information organizer discovers the potential survey papers and their relationship. The final module, information presentation, discovers the survey novelty score towards the target research. The novelty of papers is calculated on the bases of number of citations. Academic papers published before 2008 are extracted from CiteSeer in order to perform experiments. The testing dataset consists of 1,612 papers having quality references. They also performed experiments on a graph of papers extracted from Google Scholar. CAD recommends papers related to referenced article. It also suggests other related important papers that are not included in the bibliography of a paper. They can focus on the important papers among the recent relevant articles. The authors have claimed to achieve a considerable accuracy in terms of Recall and Co-cited probability measure.

Valenzuela et al. [42] proposed a supervised classification approach, using an SVM classifier, to indicate that the cited work is used or extended in the new work. They have modeled the task in two levels. At the first level, they have classified work into important and non-important. At the second level, they have classified references into four classes: related work, comparison, use, extension. They annotated a dataset of 450 citations, which is publicly available. Their approach is based on three key observations: 1) A paper is more important if it has a larger number of citations, 2) The importance of a citation can be judged from its appearance in a research article. For example, articles cited in the Method section are more important than ones cited in the Related Work section, 3) The citation form as direct or indirect may reflect its importance. The authors identified the direct citations using rules that follow the citation format using a regular expression. The indirect citations were identified by focusing on author names and description of the algorithm cited in a paper. Their approach outperformed the baseline achieving a precision of 0.65 for a recall of 0.9, compared to 0.2 by the baseline. Valenzuela et al. [42] have studied the importance of research articles but their proposed classifier is trained on a very small dataset of only 450 records, which cannot generalize the behavior of citations. Their study is based on multiple information from the full text of a paper, considering section information, citation counts, and the way a citation is made but that statistical information cannot contribute enough while studying them alone without looking at the internal context of a citation context.

Faiza et al. [43] proposed an important paper identification classification method based on meta information from the research articles. Their main objective was to analyze the extent to which metadata can behave similarly to content-based approaches. The proposed a binary supervised learning classification model using features like titles, authors, keywords and references, etc. They employed SVM, Kernel Logistic Regression (KLR), and RF classifiers to classify the documents as important or non-important. The calculated similarity and dissimilarity are based on metadata and content information. The metadata similarity is calculated based on title, authors, keywords, and bibliographic coupling. The content-based similarity is measured based on abstract and cue terms. Experiments were performed by analyzing different combinations of features while increasing the number of combinations in each set. They used two datasets having 465, and 488 paper citation pairs, respectively. The proposed is a good choice where the full content of a paper is not available, as it is based on metadata and has provided results very close to in-text citation-based methods. This approach is good in relating documents as important or non-important for each other but may fail to provide the reason for their relativity. This is because the classification is only binary in nature and the proposed method finds the global relatively of the documents. The datasets they have used are also very small for a large study and for training a machine learning-based model.

Nazir et al. [45] proposed a binary classification method and explored the significance of applying a threshold value of frequency count. The frequency count has significance in understanding the important citations from a manuscript. But the limits of the cut-off value of frequency count were never studied before and therefore this study attempted to set a threshold value. For evaluation purposes, they annotated 465 pairs by domain experts and compared their results with state-of-the-art precision values. They achieved a precision of 0.75 in comparison to the previous 0.72 state-of-the-art precision value.
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| Paper | Inputs & Outputs | Strengths | Weaknesses |
|-------|-----------------|-----------|------------|
| **Paper:** Chen et al. [41]  
**Dataset:** CiteSeerX  
**Method:** Bibliographic information  
**Citation Intent:** No Measures  
**Recall, Co-citation Probability** | **Input:** List of papers cited  
**Output:** Relevant survey articles, topic discovery | - CAD recommends papers related to referenced article  
- It also suggests other related important papers that are not included in the bibliography of a paper  
- They can focus on the important papers among the recent relevant articles | - The system is experimented on CiteSeerX dataset only, and therefore is not generalized. The claimed accuracy may not be achieved in case of other sources. The papers also belong to only Computer Science domain, in which case results may change for other domains  
- The novelty assessment would be incomplete without fetching information from other data sources |
| **Paper:** Zhu et al. [44]  
**Dataset:** 3,143 pairs annotated by domain expert  
**Method:** Full contents of a paper  
**Citation Intent:** Yes Measures  
**Precision, Recall, F-measure** | **Input:** Count-based, similarity-based, context-based, and position-based features  
**Output:** Classified citation as Influential or Non-Influential | - Classified the citations as influential and non-influential with the claim that most of the citation are not influential and find the influential ones is a crucial   
- Out of five features the author concluded that citation frequency is the best feature for finding the influence of a reference | - The dataset used is very small  
- Domain expertise of the annotators is not explained which may be questioned |
| **Paper:** Valenzuela et al. [42]  
**Dataset:** Developed their own  
**Method:** Contents  
**Citation Intent:** Yes Measures  
**Precision-Recall Curve** | **Input:** Section in which citation made, number of citations, citation form(direct or indirect)  
**Output:** Important, Not Important | - Their study is based on multiple information from the full text of a paper, considering section information, citation counts, and the way a citation is made   
- Two level of citation classification is considered. Classifying citation into important and un-important and further as related, comparison, usage, or extend | - The dataset is too small for a machine learning to well generalized on given examples in each class  
- Although multiple features are considered for classifying the citations as important/unimportant yet the statistical information cannot contribute enough while studying them alone without looking at the internal context of a citation context |
| **Paper:** Jurgens et al. [4]  
**Dataset:** ACL-ARC  
**Method:** Contents  
**Citation Intent:** Yes Measures  
**Macro F1** | **Input:** Citation context  
**Output:** Classify citation context intent as one of six classes. | - Pattern-based features (lexical categories-sentiment, specific categories-we extend, ‘we build upon’)  
- Topic-based features(describing topic-background, describing methodology-USBS)  
- Prototypical Argument features(vector of arguments) and Why a paper is cited  
- Authors are sensitive to discourse structure and publication venue when citing a research paper | - The dataset is too small for machine learning to generalize on it, particularly in case of some classes like ‘future’  
- Pattern-based features may not be good for understanding the internal contextual meanings of a citation context  
- Although used natural language processing extensively but the feature cannot be fully automated |
| Paper | Inputs & Outputs | Strengths | Weaknesses |
|-------|-----------------|-----------|------------|
| Paper: Hassan et al. [34]  
Dataset: Developed their own [34]  
Method: Deep Learning, Machine Learning  
Citation Intent: Yes  
Measures: Precision and Recall | Input: Full-text of a paper. The citation context is provided as input to the algorithm  
Output: Identifies the citation as ‘important’ or ‘not-important’ | - Can help improve citation-based full-text summarization techniques  
- Identified 14 features of citation importance  
- The importance of citation is explored using more sophisticated method instead of scoring on the bases of number of citations | - The features are somehow identical, and most of them can be combined together  
- LSTM based model normally fails to capture the real context of words in a sentence, as the model does not read the tokens in both directions (left to right and right to left) |
| Paper: Faiza et al. [43]  
Dataset: –  
Method: Metadata  
Citation Intent: Yes  
Measures: F-measure | Input: Titles, Authors name, Keywords, Categories, and References  
Output: Important, Non-Important | - The study has achieved results almost similar to content-based approaches using meta information about the articles  
- This approach can be best utilized in cases where the full contents of a paper are not accessible | - The approach finds the global relevancy of a document and does not look into the citation context local intent  
- The classification is a binary one, classifying a paper as important or not important only |
| Paper: Cohan et al. [13]  
Dataset: ACL-ARC [4], Sci-Cite [13]  
Method: Contents  
Citation Intent: Yes  
Measures: Precision, Recall, F1 | Input: Citation Context, Section information  
Output: Citation Intent as ‘background’, ‘method’, or ‘results’ | - Bi-directional LSTM reads the context of words in a sentence from both sides  
- The three classes distribution seems more reasonable  
- They have also proposed a new state-of-the-art datasets  
- The dataset is not specific to a single domain | - Two bi-directional LSTM are trained seperately, which does not really provide the actual context of words in citation context  
- The dataset is crowdsourced and involves human/expert annotation which may be biased |
| Paper: Sakib et al. [33]  
Dataset: Sugiyama et al. [35]  
Method: Collaborative, Co-occurrence  
Citation Intent: No  
Measures: Precision, F1, MAP, MRR and Jaccard Coefficient | Input:  
- Paper of Interest  
- Cited papers  
Output:  
- Relevant papers  
- Useful papers  
- Recommends papers for Interest | - Does not depend on priori user profiles—a major issue in collaborative filing based approaches  
- Utilized 2-level paper-citation relations to find hidden associations between papers  
- Recommends papers of interest | - This method is simply based on the occurrence matrices and does not utilize the paper contents, or metadata for recommending similar paper  
- Used a very small dataset experiments  
- Does not extract the citation intent |
| Paper: Nazir et al. [45]  
Dataset: 465 pairs annotated by domain expert  
Method: Citation Frequency  
Citation Intent: Yes  
Measures: Precision, Recall, Accuracy, F-measure | Input:  
- Extracted data from ACL Anthology site  
- Converted to pdf  
- Extracted citation count from full text of the papers  
Output: Classified citation as Important or Non-Important | - Threshold of citation count is explored for the first time  
- Achieved improvement for binary classification in terms of precision as compared to state-of-the-art values  
- Comparatively simple technique as it used only one feature while the state-of-the-art used 8 features | - The dataset used is very small  
- Domain expertise of the annotators is not explained which may be questioned  
- Authors have different behaviors while citing the same research paper multiple times in an article. Some authors do not cite a paper frequently once cited already |

2https://github.com/slab-itu/imp_citations
TABLE 1. (Continued.) Recent literature for identification of relevant articles and citation intent.

| Paper: Suppawong et al. [32] | Input: Structure, Lexical, Morphological, Grammatical, Cue Words, Sentiment, Venue |
|-------------------------------|---------------------------------|
| Dataset: AlgoCite             | Output: Classify Algorithm citation function as Use, Extend, Mention, NotAlgo |
| Method: Contents              |                                 |
| Citation Intent: Yes          |                                 |
| Measures: Precision, Recall, F1, Receiver Operating Characteristic (ROC) |                                 |
| Weaknesses                    |                                 |
| Zhu et a. [44] used in-text, similarity, context, and position-based features for classifying citations into two classes: influential and non-influential. They argued that not all citations in an article are influential – are closely related. The authors further claimed that most of the citations are merely to provide background information on the proposed work. To evaluate their proposed citation classification method, they developed a dataset of 3,143 pairs from around 100 research publications. The crawled Association for Computational Linguistics Anthology and annotated the paper-reference pairs by domain experts for construction of the dataset. The classification model is trained using a support vector machine which gained 0.35 precision. The recent literature listed in Table 1 for citation intent classification and relevant document identification is mainly based on meta-information, which does not provide the complete details that may be extracted from the entire contents of research articles. Furthermore, the methods which are based on full contents have used statistical methods like counting the number of cue phrases based on various key-term identification approaches. The final category includes those directly related techniques that have utilized the contextual approaches to extract the citation intent from the citation context. Those approaches have their own limitations in capturing the real meaning of the context from the citation context. The bidirectional methods can capture the actual context in which a referenced article has been cited.

III. PROPOSED WORK

We discussed the existing state-of-the-art techniques for important, relevant article identification in the previous section. We observed that the citation context plays a vital role in predicting citation and identifying the relationship between cited and citing paper. This section discusses our proposed method for automated citation classification and measuring the similarity between two articles, as depicted in Figure 8. We first discuss the selection of features for our proposed classification model training, followed by the development of the model for intent classification.

A. FEATURE SELECTION FOR TRAINING THE MODEL

The input to our proposed system includes citation context and section in which in-text citation has been made. Literature has made several attempts [19], [20] to investigate the importance of various features to understand the reason of a citation and thus measure relativity among the research documents. Citation context has proved to be the most effective in finding the reason for citation [4], [13]. The previous study has made attempts to understand the citation context by using the statistical approaches and natural processing approaches. The natural processing methods have mainly utilised text feature extraction. Recently the importance of contextual analyses of text has been explored after new advances in natural language processing, including LSTM [37], two-way LSTM [12], and transformers [46] for contextual analyses of the text. Therefore, we have also selected the citation context as input to the system. Several methods have been used in the literature to extract the citation context. They have set different citation context window sizes, including the citing sentence, the sentence before and after it, and the complete paragraph in which a paper has been cited.

B. CITATION INTENT CLASSIFICATION MODEL DEVELOPMENT

When the system is provided with the input features, it predicts the citation reason of a referenced articles. We have developed and trained a classification model for citation intent extraction. Training a huge number of text data, starting with language modeling and then domain specific training, requires tremendous amount of computation and time. Computers do not understand words rather they work on numbers and matrices, called word embeddings. The idea is to map each word to a point in space where similar words in meaning are physically closer to each other in the embedding space, depicted in Figure 9.
The text data is a sequential data where the input has some defined order. If we use Recurrent Neural Networks (RNN), for calculating the word embeddings, it will take a lot of time for our sequence-to-vector neural model. The network will also have vanishing/exploding gradient effect for long sentences. A truncated back-propagation version will also be not applicable in our case due to longer sentences and hence longer size of networks. Long Short Term Memory (LSTM) [37] solves problem by skipping a lot of processing by retaining the memory for longer sequences. This will solve the problem for longer sentence but for average text data LSTM have proved to be slower than RNN. The main problem with LSTM is that the sequential data is passed serially rather than in parallel. LSTM also fails to capture the true meaning of words as LSTM networks learn from left to right only. The bidirectional-LSTM [12] are shallow networks of right-to-left and left-to-right networks. They are learning left-to-right and right-to-left context separately and then concatenating them, therefore, the true context is lost.

We needed to parallelize the sequential data to make the process efficient. We also wanted to learn both right-to-left and left-to-right contexts simultaneously to truly capture the context of a sentence. Transformers network architecture solved this problem in 2017 [48] by introducing encoder-decoder architecture, much like RNN networks. In the case of RNN, we pass input sequences one after the other, managing the input’s timestep. Embeddings are generated one timestep at a time. The current word hidden states have dependencies with the previous word embeddings. In the case of transformers, there is no concept of timesteps for the input. We pass all the words of a sentence simultaneously and determine the word embedding at once. This increases the network performance tremendously by processing all the words in parallel and captures the actual context of a sentence by looking at both left-to-right and right-to-left contexts.

Transformers include both the encoder and decoder having a stack of six encoder and decoders [48]. The encoding component produces the embeddings of the input text having context information. The decoding component takes
the embeddings produced by the encoding component and map the input context to the output context. For example, in the case of sequence-to-sequence models like language translation, the encoding component captures the context of the input sentence. It passes the input context to the decoder component, which produces the output language sentence. Both components can work separately, have some underlying understanding of the language, and therefore can build a new architecture based on transformers. One such example is the Bi-Directional Encoder Representation from Transformers (BERT) [49]. The transformers alone could be used for language translation, but the BERT model can be used for various tasks, including neural machine translation, question answering, sentiment analysis, and text summarization.

The reason behind this fact is that BERT extracts the internal contextual representation of a text, and that representation can be used for a variety of tasks. BERT has two models: BERT base and BERT large. The BERT base has 12 transformer blocks consisting of 12 attention heads trained on 110 million parameters [49]. BERT large has 24 layers with 16 attention heads trained on 340 million parameters, depicted in Figure 8 and 11.

BERT is trained in two steps. The first step, pre-training, is general for all the tasks while the second step, fine-tuning, is for a specific downstream tasks. The steps are explained in detail in next section.

1) PRE-TRAINING STEP
Pre-training is based on the concept of Transfer Learning (TL) [50]. TL is a machine learning concept that aims to transfer knowledge gained during the process of solving one related problem to a different but related one [50]. The practical implementation of TL in the case of word embedding is by training a neural network on a relatively more extensive set of text data and transferring that knowledge to a domain-specific problem on text data. This concept has long been used in computer vision for a couple of years now, where a model is pre-trained on the huge ImageNet corpus [51]. The model, thus, learns on general image features rather than randomly initialized. The model is then fine-tuned for any vision-specific task. In the case of text data, the pre-training procedure mostly follows the existing literature on language model pre-training. BERT uses the BooksCorpus having 800M words and English Wikipedia having 2,500M words, for the pre-training step. The focus was mainly on long sentences rather than lists, tables, and heading while pre-training the model [46].

BERT has been trained for two tasks simultaneously; Masked Language Model and Next Sentence Prediction.

1) Masked Language Model (MLM): For training a language model, a prediction goal is set; typically, the next word prediction (“Amir was hit by a _____ ”). The next word predictions adopt directional approaches, as discussed earlier, usually left-to-right. The directional approaches fail to capture the context of a sentence. BERT adopts the MLM approach to overcome the problem, in which 15 percent of the words are masked – kept hidden with a [MASKED] token. The prediction goal is thus set to predict the masked words only, without adjusting the model parameters for the rest of the tokens. The rest of the terms provides the context to the masked words. The loss function ignores the prediction of the non-masked words, consequently increasing the context-awareness.

2) Next Sentence Prediction (NSP): The next sentence prediction task predicts the subsequent sentence of an input sentence. During training, 50% of the inputs are the correct pairs in which the second sentences are the ones from the original document. The rest of the 50% pairs have the second sentence randomly selected from the corpus. The prediction goal is to find the pair having randomly selected the second sentence. The training process requires tokenizing the sentences and adding sentence and positional embedding to each of the tokens. A softmax is added to calculate the probability of isNextSentence.

2) FINE-TUNING STEP
The model learned the language and context using masking and next sentence prediction tasks in the pre-training step. Now the model has a general idea of how the language is framed. To use the language for a specific task, we must fine-tune the earlier trained model on more task-specific natural language processing tasks. We need to replace the fully connected output layers with a new set of output layers, as shown in Figure 10.

We can perform a supervised training of the initially trained model with a task-specific training set, which in our case is the labelled citation sentences. The underlying task in our case is the citation classification, and therefore we input the labelled dataset containing citation context annotated with citation intent classes.

The model is fine-tuned on the basis of input labels. The training does not take long as only the output parameters are learned from scratch, whereas the rest of the model is slightly fine-tuned. As a result, training time is much faster while capturing both the right-to-left and left-to-right context of each of the words in a citation context, providing better contextual analyses.

Figure 11 explains our proposed model for the citation intent classification describing the encoding of citation context and predicting the citation intent. Assuming Figure’ citation’, let R denotes a reference/citation and C denotes the sentence in which the article is referred. The tokens of C are given by \( T_c = t_1, t_2, \ldots, t_n \). Each of the tokens is fed into the contextual embedding. The tokens pass through 24 stacked encoders. The encoders contain a self-attention and feed-forward network. The encoders are stacked such that the output of one encoder becomes the input to the next encoder, and finally, we get the contextualized word representation of the input citation context. The contextualized
word representation is then fed into a classifier, classifying the citation context as one of the citation intents.

Once we have the citation intent of all the citations, we can measure the relevancy of a cited paper with a citing paper based on the assigned citation intent class and its section information in which the article has been cited. We explain the citation scoring calculation in the next section.

IV. RESULTS AND DISCUSSION
In this section, we demonstrate the practical implementation of our proposed methodology using various datasets. We set an experimental environment for executing our method. We then simulate our work using the Kaggle platform using Python language. We explain the functions of various Python libraries used during simulation. We also provide a comparison of the results of our proposed method with the existing state-of-the-art methods. For comparison, we used various measures, including Precision, Recall and F1 score.

A. EXPERIMENTAL SETUPS
We performed experiments using the Kaggle platform. We used three datasets, given in Table 2. The ACL-ARC dataset has six intent classes, whereas SciCite and C2D-I datasets have only three intent classes, as shown in Table 2. ACL-ARC and SciCite are manually curated, whereas C2D-I is a synthetic dataset. C2D-I is relatively much larger than the other two datasets and, therefore, may potentially provide better results when used by deep neural network approaches as they generalize well on large datasets. For comparison on each of these datasets, the intent classes must be the same, and therefore we removed the extra classes from the ACL-ARC dataset having less than a hundred instances, including Motivation, Extension, and Future Work. It is difficult to generalize the model based on such a small number of instances, as argued by [7]. The Uses class in ACL-ARC is the same as the Method class in SciCite and C2D-I. Similarly, the Comparison class is the same as the Results class in SciCite and C2D-I. After this assumption, we have the same number and label of intent classes in all of our selected datasets. We also balanced the C2D-I dataset, as recommended by [52], by taking the same number of instances from each of the citation intent classes. Having the datasets, we are ready to perform the experiments using Python language in the Kaggle platform. The python code along with with the additional files can be found at github reposity https://github.com/romankht84/BERTcic.

The datasets contain labelled citation contexts, which are fed into the model as input parameters. For contextual embedding of the citation intent, we have proposed our model in the previous section. We have used BERT embedding for the contextual representation of citation sentences. It takes one or two sentences as input. Each of the sentences is separated
by [SEP] token. In our case, we input only one sentence as in the text classification task, unlike the QuestionAnswer task, which takes two sentences. The input text starts with a special token [CLS]. BERT requires both of the tokens, [SEP] and [CLS], even if we are supplying only one sentence, as in our case.

In case of two sentences (an example from ACL-ARC dataset):

[CLS] It was used to obtain value to define \n the utility → model

[SEP] This was done by MERT optimisation towards post ← -edits under the TER target metric

In the case of one sentence (an example from ACL-ARC dataset):

[CLS] It was used to obtain value to define the utility model [SEP]

1) TOKENISATION

The first step in converting the words to numerical representation is tokenising the input text. We used official tokenisation script created by the Google team for BERT which is based on WordPiece [26] tokenisation. Before tokenisation, the text is converted to lower case and then tokens are created as given below:

```python
3!wget --quiet https://raw.githubusercontent.com/tensorflow/models/master/official/nlp/bert/tokenization.py
```

```python
text = tokenizer.tokenize(text)
text = text[:max_len-2]
input_sequence = ["[CLS]" + text + "[SEP]"
```

TABLE 2. Selected datasets for citation intent classification.

| # | Dataset | Dataset Type | Intent Classes and Instance Distributions |
|---|---------|--------------|------------------------------------------|
| 1 | ACL-ARC | Manual       | • Background = 987
• Uses = 363
• CompareOrContrast = 347
• Motivation = 86
• Extension = 72
• Future Work = 69 |
| 2 | SciCite  | Manual       | • Background = 6,375
• Method = 3,154
• Results = 1,491 |
| 3 | C2D-I   | Synthetic    | • Background = 10,000
• Method = 10,000
• Results = 10,000 |
The tokens created from the input citation context are:
\['[CLS]', 'it', 'was', 'used', 'to', 'obtain', 'value', 'to', 'define', 'the', 'utility', 'model', '[SEP]']

In case a word is not available in BERT vocabulary it is split into subwords, for example:

**Sentence:** 'This sentence is used for Embedding'

Will have the following tokens:
\['[CLS]', 'this', 'sentence', 'is', 'used', 'for', 'em', '##bed', '##ding', '[SEP]']

Notice that the word 'embedding' has been split into sub-words having first word followed by ## representation of the sub-words. An extreme level of sub-words can have single characters of a word. BERT vocabulary consists of approximately 30K tokens [49]. After tokenising the citation context, the sentence is converted to vocabulary indices, for example in Table 3.

tokens = tokenizer.convert_tokens_to_ids

→ (input_sequence)

2) SEGMENT ID

The initial training of BERT is performed on sentence pairs, and therefore it assumes input to be given in pairs. It uses 1s and 0s to distinguish between the two sentences. In our case, however, we have provided only one sentence; therefore, we have set the segment Id 1s for all the tokens of a citation context.

segments_ids = [1] * len(input_sequence) + [0] * pad_len

The pad_len is used for padding the sentences which are shorter than the max_length parameters which is set to 512 in our case. A sentence can be of maximum 512 size. The rest of the size, in case of smaller inputs, will be padded to make the vectors of same size.

Having the input ready, we set the model for fine-tuning. We used the tensorflow_hub package for accessing the TensorFlow Hub repository. A pre-trained model of BERT “bert_en_uncased_L-24_H-1024_A-16/1” is added from the repository. This model is trained on lower case words having 24 transformer blocks (hidden layers). The tensors have 1024 hidden states with an attention size of 16. The pre-trained model is then fine-tuned by supplying the datasets to the pre-trained model. We tried to be as closer to the basic model of BERT as possible. The shape of the input tensor is given by (batch_size, max_len, hidden_dim)

3) BATCH SIZE

Batch size is a hyper-parameter. It specifies the sample count to be used for adjusting the model parameters. The model parameters can be adjusted based on a single sample (in case of stochastic gradient descent (SGD) [53], all training samples (in case of batch gradient descent), or a group of training samples (in case of mini-batch gradient descent). We have set 32 as the batch_size value for our experiments. The number of steps during each epoch is, therefore, the training size divided by the batch_size.

4) SIZE OF INPUT SAMPLE

The maximum size of the input to the model is 512. The rest of the text is simply truncated by the BERT model. Some other studies take end part of the input text, the first part of the center text from the input instance. For longer sentences [54]–[56] have proposed a solution that can take longer inputs than 512 words.

5) EPOCHS

Epochs define the number of times each sample/batch is used while fitting the model. It is a hyper-parameter that is sent as an argument to learning algorithms. Due to the complexity of our model, dataset size, and the number of parameters, each epoch took 20 to 40 minutes. We also used TPU accelerators to reduce the training time. Traditionally, the epoch does not take much time, the epochs are usually in hundreds, but we used the early stopping strategy. The early stopping stops the training process once there is no further improvement in terms of accuracy or loss. Our training was completed in 34, 17, and 10 epochs for ACL-ARC, SciCite, and C2D-I datasets.

6) VALIDATION SPLIT

We used a stratified split of 80 - 20% from the training set of each of the datasets for training and validation set, meaning that training will not be performed on 20 percent of the training data. Only 80% of the records will be used to train the model during each epoch. The rest of 20% will be used to validate the results after each epoch. We then calculate accuracy and loss for both training and validation.

7) TRAINING OPTIMIZER

We selected the Adam optimizer [57] as it is the de-facto optimizer in many cases. Optimizers define how neural networks learn. They adjust the model parameters such that the loss function is at its lowest. Some of the famous optimizers include gradient descent, SGD, SGD with momentum, Adam, and Adam [58]. Each of the optimizers has its benefits in a particular type of problem. The choice of selecting the optimizer is more empirical than mathematical. Adam works well in most cases and therefore is the de-facto optimizer for most of the neural networks.

Furthermore, we used ‘softmax’ as the activation function, ‘categorical_crossentropy’ as loss, and ‘accuracy’ as the metrics.

8) MODEL OUTPUT

After setting the model and feeding data to it, we train the model. Understanding the model output is essential. The output can be taken in two ways:

1) **Sequence Output:** This form of output is the sequence of embeddings (hidden-states) at the last layer of the model. It includes embeddings for individual tokens, including the [CLS] token. Our input example will produce seven embeddings, having one embedding for
TABLE 3. Assignment of vocabulary indices to tokens.

| Tokens | [CLS] | it | was | used | to | obtain | value | define | ... | [SEP] |
|--------|-------|----|-----|------|----|--------|-------|--------|-----|-------|
| Indices | 101   | 11,232 | 343 | 324  | 532 | 349    | 9,201 | 5,843  | ... | 102   |

2) **Pooled Output**: The pooled output provides a single output embedding for a citation context, as depicted in Figure 13. It uses the [CLS] token embedding as the final embedding, which is further processed by a linear layer and Tanh activation function [59]. The original paper follows the pooled output for the text classification problem, and therefore we have also used the pooled output in our case.

The last layer of hidden states holds the output in the following shape (batch\_size, hidden\_dim), which is (32, 1024) in our case.

The BERT further has the classification layer, which classifies the final embedding to one of the citation intent classes. Unlike other word embedding techniques, BERT has the beauty to classify the vectors to a binary or a multi-class (as in our case). Our final classes include the background, method, and result.

**B. RESULTS AND EVALUATION**

In order to evaluate our proposed techniques, we performed experiments on our three selected datasets, C2D-I, SciCite, and ACL-ARC, listed in Table 4, having 30,000, 11,020, and 1,924 annotated citation contexts.

The datasets are split into training and test sets. The ACL-ARC dataset, developed by [4], has the least records in it. The training set has 88% instances, while the test set has 12% records. The records in the training and test set are annotated for the citation intent classes. The Background intent class has the most extensive set containing 58% of the training set size, while Method and Result classes have 21% instances, making the dataset imbalanced. The distribution is almost the same in the test set as well. This is because the Background class typically has the highest number of citations. In the SciCite dataset, the test set has the 0.25 split. The sets are already divided, and therefore we kept the split ratio unchanged while using the dataset for training and then testing. This dataset is also unbalanced having 55 - 60% records in the Background class. Finally, we selected 30,000 instances from the C2D-I dataset with the test set split of 0.2.

We created three models $M_1$, $M_2$, and $M_3$ based on ACL-ARC, SciCite, and C2D-I datasets, respectively. Each model is trained on the training set of the respective dataset. The models are then tested using the test part of the datasets. Precision, Recall, and F1 measures were then calculated for each model to validate our proposed technique’s effectiveness on different datasets and compare the results with the previous methods setting the same benchmark. For a classification task, as in our case, these measures have proved to be helpful evaluation metrics [60]. We discuss the results of each of these models in detail.

1) **ACL-ARC DATASET MODEL TRAINING AND RESULTS**

Figure 14 is the accuracy curve for training and validation of model $M_1$, based on ACL-ARC dataset. The training stopped after 34\textsuperscript{th} epoch. ACL-ARC dataset is small; therefore, the training time for epoch is lesser. The training curve is not smooth, varying the accuracy up and down. The accuracy goes down near the fifth epoch and fifteen after achieving local optima. It then goes smooth until there is no further improvement in training accuracy. The validation accuracy goes up and down, continuously trying to fit itself. Owing to the smaller dataset and complex nature of the model, it does not fit perfectly. We can say that our proposed model is not good for smaller datasets, and therefore, a larger dataset must be used while using transformer-based deep learning approaches. The loss curve portrays almost a similar behav-
TABLE 4. Distribution of dataset instances for training.

| Dataset   | Instances | Training Record Distribution | Test Record Distribution |
|-----------|-----------|------------------------------|--------------------------|
|           |           | Total | Background | Method | Result | Total | Background | Method | Result |
| ACL-ARC   | 1,924     | 1,489 | 867       | 317    | 305    | 208   | 120        | 46     | 42     |
|           |           | 88%   | 58%       | 21%    | 21%    | 12%   | 58%        | 22%    | 20%    |
| SciCite    | 11,020    | 8,243 | 4,840     | 2,294  | 1,109  | 2,777 | 1,535      | 860    | 382    |
|           |           | 75%   | 59%       | 28%    | 13%    | 25%   | 55%        | 31%    | 14%    |
| C2D-I     | 30,000    | 24,000 | 8,000   | 8,000  | 8,000  | 6,000 | 2,000      | 2,000  | 2,000  |
|           |           | 80%   | 34%       | 33%    | 33%    | 20%   | 34%        | 33%    | 33%    |

FIGURE 14. Training and validation accuracy curve.

ior in training and validation curves. Further, testing on the developed $M_1$ is performed on the test records as given in Table 4.

The test results are described using a confusion matrix in Figure 15. The confusion matrix depicts the ratio of predicted intent classes to the actual labels in the dataset. The matrix quantifies the true-positive, false-positive, true-negative, and false-negative for the multi-class problem. The total 208 records from the test set are predicted by the $M_1$. We see the actual class on the vertical side, whereas the predicted class of intent is shown horizontally. The color intensity describes the density of occurrences in that cell. The diagonal cells show the number of correctly classified instances, which is high compared to the rest of the values in each of the classes. The true-positive values for the Background class are higher as compared to the Method and Results class. This shows that the model predicts the Background class well while it can hardly predict the other classes. This behavior is due to the higher number of instances in the Background class while having very few instances labeled with other intent classes. The trained model could not get generalized well for those classes. This also affects the overall F1 score of the ACL-ARC model.

The confusion matrix alone does not provide sufficient information; therefore, we have calculated the other measures of accuracy, as used by [4], [13]. Table 5 lists Precision, Recall, and F1 scores for each class using our selected datasets. The difference in the F1 score of the individual classes is higher due to the imbalanced nature of the dataset. The overall Precision, Recall, and F1 score is given in the last column of the table. The F1 score of $M_1$ is 71.02%, which is better than the previously achieved state-of-the-art (SOTA) as explained in Section IV-C.

2) SCICITE DATASET MODEL TRAINING AND RESULTS

Figure 16 shows accuracy curve for training and validation of $M_2$, based on SciCite dataset. The training stopped after seventeen epochs. The validation accuracy of $M_2$ is better than the training accuracy, which is very rare. This may happen because we have added a dropout that sets a percentage of features to zero during training and does not count them. Dropout helps in generalizing the model instead of overfitting it. During validation, all the neurons are used, making the model more robust, and thus an increased accuracy is achieved during validation. The second reason may be that the validation set is easier, which may be true for a few sentences but not all the sentences in the validation set. Overall the train-
TABLE 5. Precision, Recall and F1 scores of citation intent classes using our selected datasets.

| Dataset | Background | Method | Result | Overall Score |
|---------|------------|--------|--------|---------------|
|         | Precision  | Recall | F1     | Precision     | Recall | F1     | Precision | Recall | F1     |
| C2D-I   | 0.89       | 0.89   | 0.89   | 0.90         | 0.89   | 0.89   | 0.89      | 0.90   | 0.90   | 89.3%  | 89.3% | 89.23% |
| SciCite | 0.89       | 0.87   | 0.88   | 0.81         | 0.85   | 0.83   | 0.82      | 0.81   | 0.81   | 85.45% | 84.17% | 84.07% |
| ACL-ARC | 0.79       | 0.81   | 0.8    | 0.68         | 0.74   | 0.71   | 0.69      | 0.57   | 0.62   | 71.81% | 70.62% | 71.02% |

Further testing of the model is performed using the test part of the dataset having 2,777 records. The results are described using a confusion matrix in Figure 17. The true-positive values in the diagonal of the matrix have much higher values than the wrongly predicted intent classes. The Precision, Recall and F1 scores are listed in Table 5.

3) C2D-I DATASET MODEL TRAINING AND RESULTS

Figure 18 is the accuracy curve for training and validation of model $M_3$, based on C2D-I dataset. The accuracy curve in Figure 18 for training is very closed yet better than the validation curve, showing that the model is well trained and regularized. The starting accuracy is very less with larger jumps in accuracy after training epochs. Once a significant accuracy is achieved, there is minimal change in accuracy which finally becomes negligible, where the model stops further training, and we use the trained model for testing using the test part of the C2D-I dataset.

The test results are shown in Figure 19 using a confusion matrix. The total 6,000 records from the test set are predicted by the $M_3$, which is trained on the C2D-I dataset. The true-positive values for the Method and Result class are higher than the Background class as the model was more accurate in predicting these two classes. This may be because the Background citation context is more generalized and does not have any specific high-frequency words.

The results of $M_3$ are better than the other two models. This is clearly because the $M_3$ is trained and tested on a balanced dataset. A balanced dataset can generalize a model for each of the classes instead of being biased for a particular class of intent, as argued by [52].

The confusion matrix alone does not provide sufficient information; therefore, we have calculated the other measures of accuracy, shown in Table 5. The table lists Precision, Recall, and F1 scores for each class using our selected datasets.

The difference in the F1 score of the individual classes, in Table 5, is almost negligible as the C2D-I is a balanced dataset.
TABLE 6. Comparison of the results using various dataset with previous SOTA.

|   | Dataset  | Original | State-of-the-art | BERT<sub>base</sub> | BERT<sub>CIC</sub> |
|---|----------|----------|------------------|---------------------|-------------------|
| 1 | ACL-ARC  | 54.6     | 67.9             | 66.32               | 71.02             |
| 2 | SciCite   | 84       | 84               | 79.56               | 84.07             |
| 3 | C2D-I    |          |                  | 84.65               | 89.23             |

FIGURE 19. Multi-class confusion matrix of our proposed methodology using C2D-I dataset.

dataset, and therefore the model is well generalized for each of the classes. The overall Precision, Recall, and F1 score is given in the last column of the table. M3 has achieved a new state-of-the-art (SOTA) F1 score of 89.23% which is a significant increase compared to the previously achieved best results. The gain can be considered much higher considering the title and citation worthiness scaffoldings in the previous SOTA, discussed in brief in Section IV-C.

C. COMPARISON WITH THE BENCHMARK

In order to understand the gain in prediction accuracy of our proposed technique, we compared the results with previous state-of-the-art (SOTA) techniques, as shown in Table 6. The table provides the F1 score of classification prediction reported by the original paper of the dataset. The table then lists the SOTA F1 score that has been reported by any paper using a specific dataset. We have further used the BERT<sub>base</sub> and our proposed BERT<sub>CIC</sub> on these datasets to compare the accuracy measures with the previous benchmarks.

In the case of ACL-ARC, the originally reported results by Jurgens et al. [4] are improved by Cohan et al. [13]. Because Cohan et al. employed two scaffoldings, title and citation worthiness, in addition to Embeddings from Language Model (ELMO) [12], our BERT<sub>base</sub> model has a lower F1 score than the SOTA predictions. However, our proposed BERT<sub>CIC</sub> has performed better than the SOTA F1 score with a ∆3.12. The F1 score gain achieved, in comparison to the originally reported results, is 16.42. The ACL-ARC dataset is relatively tiny, so the models generally cannot perform well due to their short size, particularly for the intent classes like result and method where the number of instances is too tiny for a deep learning model to train.

When comparing the F1 score for the SciCite dataset to its fine-tuned version, there is not much of a difference, as shown in Table 6. Our proposed model produces results that are virtually identical to the fine-tuned version of SciCite, which also considers the section title in which the citation is made as well as the citation worthiness. We could not compare the results to SciCite without scaffolding since Cohan et al. didn’t disclose them. However, SciCite reports 77.8, 78.1, and 79.1 for section title scaffolding, citation worthiness, and both scaffolding, respectively. These results clearly dictate the minimal improvement of ∆6.27. The F1 score improvement in the case of SciCite is approximately two times that of ACL-ARC as this dataset is comparatively larger in size, and therefore the model is trained better.

The proposed model shows a significant improvement when trained on our own dataset, C2D-I. We have achieved a gain of 11.43 compared to the single scaffolding result of Cohan et al., which is considered the highest score achieved on the citation intent classification task in literature. Looking at Table 5 we observed consistency in the Precision, Recall, and F1 scores of the C2D-I dataset as the dataset is balanced, and the training is equally performed for each of the intent classes.

The results presented above indicate the improvements in the prediction of citation intent class using our proposed model. The addition of some prominent scaffolding like section title, frequency of citing an article, authorship, and citation network can make the classification better.

V. CONCLUSION

The number of research articles being published every day is increasing with newly emerged areas in science. For understanding a particular area, the current literature plays a vital role. Research papers refer to previous work in order to support their claim or information they are sharing. The citations, therefore, are essential to understand the relevant papers. A network of citations is formed, having the referenced article of every paper in it. Each citation in a paper may have its reason for citing a paper. Some citations are merely for the purpose of definitions or area exploration. Others may refer to a previous benchmark, using a methodology, comparing results, or extending someone’s work. Understanding the reason for a citation, called the citation intent, can help understand the type of relationship. The citation intent can also describe the strength of the relationship as some intent classes have a stronger association than others.
The type of relationship among research articles has long been studied using different information related to publications. The approaches are mainly categorized as metadata, bibliographic, collaborative, or content-based. Although the rest of the approaches seem realistic and have simple mathematical reasoning, one can understand that co-authorship frequency has a significant impact on understanding the relevance of the research article. However, we cannot understand the relation type unless we have access to the full content of a paper. The paper contents further have various sections of which the most relevant part is the citation context. Citation context has the actual text which describes the referenced article. It is simple for a human to understand the citation reason, but machines require extensive training to understand the semantics of a text.

Advances in natural language processing have made computers able to understand the sentiment and intent of a text. For machines to understand the text, it must be transformed into a machine-readable format. The machines can work on numeric data; therefore, the citation context must be converted to a numerical representation of word embedding. Researchers have long studied word embeddings. Natural languages do not have discrete meanings like numbers. The same words have different meanings depending on their position in a sentence. The same sentence may have different meanings depending on its position in the paragraph. Statistical non-contextualized word representations like one-hot vector, CBOW, n-gram, and word2vec have tried to capture the context of words in a sentence. However, new contextual representations, including ELMO, Infersent, and BERT, have been proven a paradigm shift in natural language processing. The contextual representation has solved many problems, including polysemy words. Polysemy means words with entirely different meanings depending on a word’s position; for example, ‘apple’ can be a fruit or a company name. Therefore, we have proposed a contextual word representation of citation context to capture the intent of a citation. We have utilized a transformer-based deep neural model for vector representation of words. The deep model training can be more generalized if we train it on a large dataset; therefore, we developed our own synthesized dataset. We then trained our model for following a chain of complex tasks, starting from text preprocessing. We further pooled the output to feed it to the final classification layer to classify the citation context into one of the three classes of intent.

We have performed detailed experiments to evaluate our proposed methodology. We used Precision, Recall, and F1 score to evaluate our classification model. In the first step, we checked the consistency of our proposed method on various datasets. We observed better results in the case of a huge dataset, which proved our first hypotheses. To further validate our proposed methodology, we compared our results with previous benchmark methods. We observed an accuracy of 89 percent. This proved our second hypothesis which is regarding the transformer-based contextual word representation of citation context classification.

This study has proved a significant contribution to finding important, relevant research articles. The study can also make the current indexing services more robust in giving the most pertinent information and categorizing the cited articles by their reason for citation.

In the future study, we can consider the other NLP-based meta information, other than the citation context, for understanding the citation relevancy and strength using deep contextualized word embedding. We can also combine the meta and NLP-based parameters as multi-folded features to a recommender system for recommending citation on the fly.
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