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ABSTRACT:

In this paper we present a necessary and sufficient condition for Hamiltonian graphs and also two algorithms and two examples in another part.
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1. INTRODUCTION

We consider finite and simple graphs in this paper; undefined notations and terminology can be found in [1]. A Hamiltonian graph is a graph with a spanning cycle, also called a Hamiltonian cycle [2]. We note that the spanning cycle is not unique. Now suppose that $E'$ is a nonempty subset of $E$. The sub graph of $G$ where vertex set is the set of ends of edges in $E'$ and whose edge set is $E'$ is called the sub graph of $G$ induced by $E'$ and is denoted by $G[E']$. $G[E']$ is an edge-induced sub graph of $G$ [1]. A chord of a cycle $C$ is an edge not in $C$ whose endpoints put in $G$ [2].

$$\Lambda = \{ C_i : \text{is a cycle, such that it has an edge it of } E(G) \}.$$

We note that including the edge $i$ of $E$ is not unique. In this paper we suppose that $\Lambda \neq \emptyset$, then $G$ has a cycle at least. Let $C_0$, $C_1$, ..., $C_n$ be cycles, if and only if $C_i$ with $i \geq 1$ are intersected, we call $\{ C_i \}_{i=0}^{n-1}$ a sequence of cycles. Also spanning sequence $S$ is a sequence of cycles, which $V[G]=V[S]$.

If $C_1$ and $C_2$ are cycles of graph $G$ such that $V(C_1) \subseteq V(C_2)$ then we say that $C_2$ Extends $C_1$. So $C$ is a minimal cycle, if there is not a cycle $C'$, where $C$ extends $C'$.

2. MAIN RESULTS

Theorem 2.1. If $G$ is a graph of order $n$, then $G$ is Hamiltonian if and only if $G$ satisfies in the following condition (*);

(* ) There is a finite sequence of members, where this sequence is an edge-induced and spanning sub graph (with initial cycle $C_0$), and only for every $i$ that $i \geq 1$, $C_{i-1}$ and $C_i$ intersect in $i$, which $i$ is an edge of $E(G)$.
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Remark 2.2. Indeed we give to make this sequence a finite number of members.

Proof (Necessity). We suppose that G is Hamiltonian, then G has at least one spanning cycle C, with sequence of distinct vertices $v_0 v_1 v_2 \ldots v_{n-1} v_n$. If G = C, then we must consider C as a single sequence. But if G $\neq$ C, so complement of C in G has a finite number of edge (chord), which it is introduced by $C^c$. We prove by induction on number of the chord i.e. $|C^c| = m^*$, the existence of sequence.

Basis step: if $k=1$, this is obvious (look at the graph in Figure 1).

But for $k=2$, i.e. if there are two chords and, we will have two cases. The first, for $i \leq j \leq s \leq t$, there exists by Figure (2) $\{C_i\}_{i=0}^2$. In the second, if $i < j < s < t$, according to the graph in Figure 3, we delete one of the chords, and so by $k=1$, there are two cycles. This is straightforward to understand that there is not any case.

Induction step: We suppose that claim holds for all values less than m, also length of sequence is t. Now by adding chord $m^*$, we establish the existence a spanning sequence of members, where only for every i with $i \geq 1$, and are common in one edge i. If the chord $m^*$ is in two distinct cycles and, such that $g-h=r$ with $r \geq 1$, i.e. endpoints are not just lied in one cycle. We give these cycles (r +1 cycles) as two new cycle. Therefore a spanning sequence is found and the statement is
established by induction hypothesis. But if this chord is only in one cycle as $C_h$. The cycle decomposes into two smaller cycles. Hence there is a spanning sequence of members in $\Lambda$, that its length is $t$ or $t + 1$, as claimed.

**Proof (sufficiency).** Let $G$ be a graph that satisfies the (*)). Since this sequence contains all the vertices of $G$, we must achieve by removing the edges shared between any two consecutive cycles a spanning cycle. Therefore $G$ is Hamiltonian.

**Remark 2.3.** In the necessity proof of Theorem 2.1, we show a sequence with respect to (*)). and the Growing process of sequence is not denoted. We use Theorem 2.1.

**Algorithm 2.5.** According to the Theorem 2.1, we consider an initial cycle that is denoted by firstly. Afterwards we give as a new cycle of $G$, which and are common in only one edge, and is too. With doing the same process (this process) we achieve a basic algorithm.

**Example 2.6.** Note to Figure (5-a). We know already this graph is Hamiltonian.

"Figure (5-a), dodecahedron"

"Figure (5-b) sequence $\{C_i\}$ with the equivalent condition of theorem 2.1"
In Figure (5-b), sequence \( \{c_i\}_{i=0}^{5} \) is taken, such that:

\[
\begin{align*}
C_0 &: v_0, v_1, v_{17}, v_{18}, v_{19}, v_0, \\
C_1 &: v_1, v_2, v_{15}, v_{16}, v_{17}, v_1, \\
C_2 &: v_2, v_3, v_{13}, v_{14}, v_{15}, v_2, \\
C_3 &: v_3, v_4, v_5, v_{12}, v_{13}, v_3, \\
C_4 &: v_5, v_6, v_7, v_{11}, v_{12}, v_5, \\
C_5 &: v_7, v_8, v_9, v_{10}, v_{11}, v_7,
\end{align*}
\]

Which it has the initial cycle \( C_0 \). At each step, we mark by a little straight line the edge shared of two consecutive cycle.

As you have understand so far, providing the conditions of Theorem 2.1, is required to test cycles Dependent to single-edges (the same members). Thus for the design of more advanced algorithm Respect to the Algorithm 2.5, you must select the with restrictions. One of these ways we denote the following.

**Algorithm 2.7.** Firstly we define a set \( A = \{c_i : c_i \) is a minimal cycle, that it has an edge \( \text{ith of E(G)} \} \)

**Remark 2.8.** We note that \( A \), and every element of \( A \) is not unique. Also every element of \( A \) can be Considered as a Hamiltonian graph on its vertices set, which if this cycle has chords, we must consider it as a sequence of smaller cycles with Algorithm 2.5. By doing the same process, a sequence of \( A \) members must be achieved for the smaller cycles.

**Continue of the Algorithm 2.7.** Now, we study the equivalent condition of Theorem 2.1 over members of \( A \). If a spanning sequence of \( A \) is found, then \( G \) is Hamiltonian. If not, let \( S \) be a maximum sequence and \( C \) is a generated cycle by method of Algorithm 2.5 in \( S \). Afterwards \( C \) is a member of \( A \) too, by deleting chords of \( C \). At present, we study again the condition (\( \ast \)) over members of the redefined collection \( A \) and we use the above method. Finally either a spanning cycle is found by doing this process, and so \( G \) is a Hamiltonian graph, or a longest cycle where it is not spanning.

This is obvious, if \( G \) is a Hamiltonian graph, we can find a spanning cycle by method of Algorithm 2.7, but we must verify the following theorem.

**Theorem 2.9.** If \( C \) is the longest and not spanning cycle of \( G \), which it is built by the method of Algorithm 2.7, then \( G \) is not Hamiltonian.

**Proof.**

By contradiction, let \( G \) be a Hamiltonian graph. Thus it has a spanning cycle as \( C_1 \), and this cycle is not built by the method of Algorithm 2.7. Therefore has at least one chord (because \( C \) is not spanning). Now we give a sequence of the \( A \) members, as in the method of Algorithm 2.5.
Afterwards with the second part of Remark 2.8, G has a cycle, which it is built as in the method of Algorithm 2.7. This is contrary to the primary assumption.

**Result 2.10.** If we may not prove that G is Hamiltonian as in the method of Algorithm 2.7, then G is not Hamiltonian.

**Proof.** This clear.

"Figure (6), Hershel graph and two of the most longest sequence with length 4"
Example 2.11. Note to the Figure (6), that it has a Herschel graph $G$ (already we know that it is not Hamiltonian) and three of the longest sequences, but these sequences are not spanning, then $G$ is not Hamiltonian by the Algorithm 2.7. And so $G$ is not Hamiltonian with Result 2.10.

Explanation 2.12. Clearly finding the longest sequence is the most important section of the method of Remark 2.7.
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