Fast algorithms for interpolation with L-splines for differential operators $L$ of order 4 with constant coefficients. *
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Abstract

In the classical theory of cubic interpolation splines there exists an algorithm which works with only $O(n)$ arithmetic operations. Also, the smoothing cubic splines may be computed via the algorithm of Reinsch which reduces their computation to interpolation cubic splines and also performs with $O(n)$ arithmetic operations. In this paper it is shown that many features of the polynomial cubic spline setting carry over to the larger class of $L$-splines where $L$ is a linear differential operator of order 4 with constant coefficients. Criteria are given such that the associated matrix $R$ is strictly diagonally dominant which implies the existence of a fast algorithm for interpolation.
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1 Introduction

Interpolation and smoothing with polynomial splines is an important technique in nonparametric regression. It is outlined in [23] that smoothing with more general types of splines allows to include additional prior knowledge for estimating the data and to retain several aspects of the data. For example, for the estimation of the gross domestic product data it is assumed that the model curve is a linear combination of the functions

\[ 1, \exp(\gamma t), \sin \omega t, \cos \omega t, \] (1)

while for melanoma data the model curve is linear combination of

\[ 1, t, \sin \omega t, \cos \omega t. \] (2)

In [8], [9], [24] the reader can find an efficient algorithm for \( L \)-spline smoothing based on reproduction kernel techniques associated to the differential operator. On the other hand it is a natural question whether the ideas and methods for cubic splines (see [25]) can be modified to obtain efficient algorithms for interpolation and smoothing for special classes of \( L \)-splines. In our recent paper [19] we have shown this for the case where the differential operator \( L \) is of the form

\[ L = \left( \frac{d}{dt} - \xi^2 \right)^2 \]

and \( \xi \) is a real number. Our motivation for the analysis of these univariate problems stems from the fact that these differential operators play an important role in the study of polysplines of order 2 on strips (see [13], [14], [15], [16]). For the study of polysplines of order 2 on annular regions in \( \mathbb{R}^d \) differential operators of the form

\[ L = \left( \frac{d}{dt} - k \right) \left( \frac{d}{dt} - k - 2 \right) \left( \frac{d}{dt} + k + 2 - d \right) \left( \frac{d}{dt} + k + 4 - d \right) \]

are needed where \( k \in \mathbb{N}_0 \). This has motivated us to study the question whether the results for classical cubic splines can be extended to any linear differential operators \( L \) with constant coefficients of order 4. Note that the basis functions in examples (1) and (2) are also solutions of differential operators of order 4.

Let us recall that a linear differential operator of order \( N + 1 \) is of the form

\[ L = L(x) = \prod_{j=0}^{N} \left( \frac{d}{dx} - \lambda_j \right). \] (3)
where \( \lambda_0, \ldots, \lambda_N \) are arbitrary complex numbers, and we say that a function \( g : [a, b] \to \mathbb{C} \) is an \( L \)-spline of order \( N + 1 \) with knots \( t_1 < \ldots < t_n \) if \( g \) is \( N - 1 \) times continuously differentiable such that the restriction of \( g \) to each interval \((t_j, t_{j+1})\) is a solution of the equation \( L_N (g) = 0 \), see e.g. [26]. Moreover we define

\[
E (\lambda_0, \ldots, \lambda_N) := \{ f \in C^N (\mathbb{R}, \mathbb{C}) : L_N f = 0 \}
\]

where \( C^N (\mathbb{R}, \mathbb{C}) \) is the space of all \( N \)-times continuously differentiable complex-valued functions \( f : \mathbb{R} \to \mathbb{C} \). The elements in \( E(\lambda_0, \ldots, \lambda_N) \) are called \( \text{exponential polynomials} \) or \( \text{L-polynomials} \), and \( \lambda_0, \ldots, \lambda_N \) are called \( \text{exponents} \) or \( \text{frequencies} \) (see e.g. Chapter 3 in [4]).

It is matter of fact that many important formulas occurring in the analysis of \( L \)-splines can be expressed in terms of the so-called fundamental function \( \Phi_{\Lambda_N} \) – and that this is a great advantage has been demonstrated in the case of error estimates for interpolation of \( L \)-splines of order 4 in [18]. Let us recall that for every \( \Lambda_N = (\lambda_0, \ldots, \lambda_N) \in \mathbb{C}^{N+1} \) there exists a unique solution \( \Phi_{\Lambda_N} \in E(\lambda_0, \ldots, \lambda_N) \) to the Cauchy problem

\[
\Phi_{\Lambda_N} (0) = \ldots = \Phi_{\Lambda_N}^{(N-1)} (0) = 0 \text{ and } \Phi_{\Lambda_N}^{(N)} (0) = 1,
\]

and \( \Phi_{\Lambda_N} \) is called the \textit{fundamental function} in \( E(\lambda_0, \ldots, \lambda_N) \) (see Proposition 13.12 in [12], or Chapter 9 in [20], or [22]). Since \( \Phi_{\Lambda_N} \) is an analytic function there exists \( \delta > 0 \) such that

\[
\Phi_{\Lambda_N} (x) \neq 0 \text{ for all } x \in (0, \delta).
\]

Throughout this paper we make the following assumption:

**Condition 1** For a given linear differential operator \( L(\lambda_0, \ldots, \lambda_3) \) assume that the nodes \( t_1 < \ldots < t_n \) in the definition of an \( L \)-spline satisfy

\[
t_{j+1} - t_j < \delta \quad \text{for all } j = 0, \ldots, n - 1
\]

where

\[
\delta = \min \left\{ \frac{2\pi}{|\text{Im} (\lambda_1 - \lambda_0)|}, \frac{2\pi}{|\text{Im} (\lambda_3 - \lambda_2)|} \right\}.
\]

It is easy to see (cf. Proposition 8) that Condition 1 implies that

\[
\Phi_{(\lambda_0, \lambda_1)} (t) \neq 0 \quad \text{and} \quad \Phi_{(\lambda_2, \lambda_3)} (t) \neq 0
\]

(5)
for all $t \in (0, \delta)$. Note that for real $\lambda_0, ..., \lambda_3$ the imaginary part of $\lambda_1 - \lambda_0$ and $\lambda_3 - \lambda_0$ is zero and we may choose $\delta = \infty$ in Condition 1.

Now let us recall some basic facts about interpolation splines in the classical polynomial setting: for given real numbers $t_1 < ... < t_n$ with $n > 2$ there exists a symmetric positive definite $(n-2) \times (n-2)$ matrix $R$ and a $n \times (n-2)$ matrix $Q$ (we follow here the notation given in [8]) such that

$$Q^T g = R\gamma$$

for any natural (i.e. with vanishing second derivative at $t_1$ and at $t_n$) cubic spline $g$ with knots $t_1 < ... < t_n$ where

$$g^T = (g(t_1), g(t_2), ..., g(t_n))$$

$$\gamma^T = (g''(t_2), g''(t_3), ..., g''(t_{n-1}))$$

The matrix $R$ can be described explicitly: it has tridiagonal form and for the diagonal and the two off-diagonals we have

$$R_{jj} = \frac{1}{3}(h_{j-1} + h_j) \quad \text{and} \quad R_{j,j+1} = R_{j+1,j} = \frac{1}{6}h_j$$

where $h_j = t_{j+1} - t_j$. The algorithm for the interpolation splines and the Reinsch algorithm for smoothing splines are based on the matrices $R$ and $Q$ allowing the computation of the interpolating natural spline in $O(n)$ arithmetic operations. In the context of $L$-splines we define

Definition 2 An $L$–spline for $\Lambda_3 = (\lambda_0, \lambda_1, \lambda_2, \lambda_3)$ is called natural if it satisfies the conditions

$$L_{(\lambda_0,\lambda_1)} g(t_1) = L_{(\lambda_0,\lambda_1)} g(t_n) = 0.$$ 

Note that the definition of an $L$-spline does not depend on the order of $\lambda_0, ..., \lambda_3$ in the vector $\Lambda_3 = (\lambda_0, \lambda_1, \lambda_2, \lambda_3)$. However, the definition of a natural spline is related to the first two entries $\lambda_0, \lambda_1$ in the vector $(\lambda_0, \lambda_1, \lambda_2, \lambda_3)$ (we may interchange $\lambda_0$ and $\lambda_1$).

Now let us outline the results in this paper: In Section 2 we shall recall several properties of the fundamental function $\Phi_{\Lambda_N}$. In Section 3 we shall show that under the general Condition 1 one can define a $(n-2) \times (n-2)$ matrix $R$ and a $n \times (n-2)$ matrix $Q$ such that the relation (6) holds for the vectors $g$, and $\gamma$ defined by

$$g^T = (g(t_1), g(t_2), ..., g(t_n))$$

$$\gamma^T = (L_{(\lambda_0,\lambda_1)} g(t_2), L_{(\lambda_0,\lambda_1)} g(t_3), ..., L_{(\lambda_0,\lambda_1)} g(t_{n-1}))$$
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where \( g \) is a natural spline – hence \( \gamma_j := L_{(\lambda_0, \lambda_1)} g (t_j) \) is equal to zero for \( j = 1 \) and \( j = n \). The entries of the matrix \( R \) and \( Q \) will depend on the step size \( h_j = t_{j+1} - t_j \) and on the frequencies \( \lambda_0, ..., \lambda_3 \) – and on the order of \( \lambda_0, ..., \lambda_3 \) in the vector \( (\lambda_0, \lambda_1, \lambda_2, \lambda_3) \). More precisely, we will show that the matrix \( R \) is tridiagonal and that the diagonal and the first off-diagonal entries are given by

\[
R_{j,j} = \rho (t_j - t_{j-1}) - \rho (- (t_{j+1} - t_j)) \tag{11}
\]

\[
R_{j,j+1} = \sigma (t_{j+1} - t_j) \quad \text{and} \quad R_{j+1,j} = -\sigma (- (t_{j+1} - t_j)) \tag{12}
\]

where \( \rho \) and \( \sigma \) are functions defined by

\[
\rho(x) = \frac{\Phi'_{(\lambda_0, ..., \lambda_4)}(x) \Phi_{(\lambda_0, \lambda_1)}(x) - \Phi_{(\lambda_0, ..., \lambda_3)}(x) \Phi'_{(\lambda_0, \lambda_1)}(x)}{\Phi_{(\lambda_0, \lambda_1)}(x) \Phi_{(\lambda_2, \lambda_3)}(x)}, \tag{13}
\]

\[
\sigma(x) = \frac{\Phi_{(\lambda_0, ..., \lambda_4)}(x)}{\Phi_{(\lambda_0, \lambda_1)}(x) \Phi_{(\lambda_2, \lambda_3)}(x)}. \tag{14}
\]

Let us emphasize that a description of the matrix entries \( \rho \) and \( \sigma \) in terms of the fundamental function \( \Phi_{\Lambda_N} \) is often more useful than an explicit formula in terms of the exponential functions \( e^{\lambda_0 x}, ..., e^{\lambda_N x} \). In a similar way the matrix \( Q \) can be defined.

In Section 4 we shall provide a simple sufficient criterion which guarantees that the matrix \( R \) is strictly diagonally dominant. In the case that \( (\lambda_0, \lambda_1) \in \mathbb{C}^2 \) and \( (\lambda_2, \lambda_3) \in \mathbb{C}^2 \) are conjugation invariant we shall show that for any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that the estimate

\[
|R_{j,j-1}| + |R_{j,j+1}| \leq \left( \frac{1}{2} + \varepsilon \right) |R_{jj}|
\]

holds for all \( t_1 < ... < t_n \) such that \( t_{j+1} - t_j < \delta \) for \( j = 1, ..., n - 1 \). Thus we obtain strict diagonal dominance of the matrix \( R \) if we make the step size \( t_{j+1} - t_j \) sufficiently small.

In Section 5 we will show that for special vectors \( \Lambda_3 \) stronger results hold: for \( \Lambda_3 = (−a, a, −b, b) \in \mathbb{R}^4 \) with \( a, b \geq 0 \) we show the estimate

\[
R_{j,j-1} + R_{j,j+1} \leq \frac{1}{2} R_{jj}.
\]

For the example in [2] we shall discuss in detail the question of diagonal dominance of the matrix \( R \). Examples will show that an estimate of the form

\[
R_{j,j-1} + R_{j,j+1} \leq C_{a,b} R_{jj} \quad \text{and} \quad 0 < C_{a,b} < 1 \tag{15}
\]
does not hold for general real frequencies $\lambda_0, \ldots, \lambda_3$.

In Section 6 we show that the entries in (11) and (12) are positive numbers provided that $\lambda_0, \ldots, \lambda_3$ are real numbers. In combination with the fact that a strictly diagonally dominant matrix with non-negative entries is positive definite, one deduce from these results sufficient criteria for the positive-definiteness of the matrix $R$.

It is well known that in the polynomial case the matrix $R$ is symmetric. It is interesting to provide necessary and sufficient conditions that $R$ is symmetric. In Section 7 we will show that the matrix $R$ is symmetric if and only if the vector $(\lambda_0, \ldots, \lambda_3)$ is symmetric, and this is equivalent to say that the function $\sigma(x)$ defined in (14) is odd. On the other hand, we shall show that the function $\rho(x)$ defined in (13) is odd if and only if $\lambda_0 + \lambda_1 = \lambda_2 + \lambda_3$.

2 The fundamental function

We assume that we are given a vector $\Lambda \in \mathbb{C}^{N+1}$, with the first coordinate having index 0, namely

$$\Lambda = \Lambda_N = (\lambda_0, \ldots, \lambda_N).$$

In the case of pairwise different $\lambda_j, j = 0, \ldots, N$, the space $E(\lambda_0, \ldots, \lambda_N)$ is the linear span generated by the functions $e^{\lambda_0 x}, e^{\lambda_1 x}, \ldots, e^{\lambda_N x}$. In the case when $\lambda_j$ occurs $m_j$ times in $\Lambda_N = (\lambda_0, \ldots, \lambda_N)$, a basis of the space $E(\lambda_0, \ldots, \lambda_N)$ is given by the linearly independent functions

$$x^s e^{\lambda_j x} \quad \text{for } s = 0, 1, \ldots, m_j - 1. \quad (16)$$

In the case that $\lambda_0 = \cdots = \lambda_N = 0$, the space $E(\lambda_0, \ldots, \lambda_N)$ is just the space of all polynomials of degree at most $N$, and we shall refer to this as the polynomial case.

We say that the space $E(\lambda_0, \ldots, \lambda_N)$ is closed under complex conjugation, if for $f \in E(\lambda_0, \ldots, \lambda_N)$ the complex conjugate function $\overline{f}$ is again in $E(\lambda_0, \ldots, \lambda_N)$. It is easy to see that for complex numbers $\lambda_0, \ldots, \lambda_N$ the space $E(\lambda_0, \ldots, \lambda_N)$ is closed under complex conjugation if and only if there exists a permutation $p$ of the indices $\{0, \ldots, N\}$ such that $\lambda_j = \lambda_{p(j)}$ for $j = 0, \ldots, N$. In other words, $E(\lambda_0, \ldots, \lambda_N)$ is closed under complex conjugation if and only if the vector $\Lambda_N = (\lambda_0, \ldots, \lambda_N)$ is equal up to reordering to the conjugate vector $\overline{\Lambda}_N$. 
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We say that the vector \( \Lambda_N \) is symmetric if there exists a permutation \( p \) of the set \( \{0, \ldots, N\} \) such that \( -\lambda_j = \lambda_{p(j)} \) for \( j = 0, \ldots, N \), or, symbolically, \( -\Lambda_N = \Lambda_N \). If \( \Lambda_N \) is symmetric then
\[
\Phi_{\Lambda_N}(-x) = (-1)^N \Phi_{\Lambda_N}(x).
\]
The formula shows that for odd \( N \) the complex-valued function \( \Phi_{\Lambda_N} \) is odd, and for even \( N \) the function \( \Phi_{\Lambda_N} \) is even.

Here are two examples for the fundamental function.

**Example 3** In (1) we have the frequencies \( \Lambda_3 = (0, \gamma, i\omega, -i\omega) \) with \( \gamma \neq 0 \) and \( \omega \neq 0 \). Then the fundamental function is given by
\[
\Phi_{\Lambda_3}(t) = \frac{\gamma^2 \left( \cos \omega t - 1 \right) - \omega \gamma \sin \omega t + \omega^2 \left( e^{\gamma t} - 1 \right)}{\omega^2 \gamma \left( \omega^2 + \gamma^2 \right)}.
\]

**Example 4** In (2) we have the frequencies \( \Lambda_3 = (0, 0, i\omega, -i\omega) \) and the fundamental function is given by
\[
\Phi_{\Lambda_3}(t) = \frac{\omega t - \sin \omega t}{\omega^3}.
\]

An explicit formula for \( \Phi_{\Lambda_N} \) is
\[
\Phi_{\Lambda_N}(x) = \frac{1}{2\pi i} \int_{\Gamma_r} \frac{e^{xz}}{(z - \lambda_0) \cdots (z - \lambda_N)} \, dz,
\]
where \( \Gamma_r \) is the path in the complex plane defined by \( \Gamma_r(t) = re^{it}, t \in [0, 2\pi] \), surrounding all the complex numbers \( \lambda_0, \ldots, \lambda_N \) (see Proposition 13.12 in [12]).

The fundamental function can be seen as analogue of the power function \( x^N \) in the space \( E(\lambda_0, \ldots, \lambda_N) \); In the polynomial case, i.e., \( \lambda_0 = \ldots = \lambda_N = 0 \), the fundamental function is
\[
\Phi_{\text{pol.},N}(x) = \frac{1}{N!} x^N.
\]

The next three properties follow directly from (17):
\[
\left( \frac{d}{dx} - \lambda_{N+1} \right) \Phi_{(\lambda_0, \ldots, \lambda_{N+1})}(x) = \Phi_{(\lambda_0, \ldots, \lambda_N)}(x),
\]
\[
\Phi_{\Lambda_N}(-x) = (-1)^N \Phi_{-\Lambda_N}(x)
\]
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where \(-\Lambda_N\) is the vector \((-\lambda_0, \ldots, -\lambda_N)\) and

\[
\Phi_{\overline{\Lambda_N}}(x) = \overline{\Phi_{\Lambda_N}(x)}
\]  

(21)

where \(\overline{\Lambda_N}\) is the vector \((\overline{\lambda_0}, \ldots, \overline{\lambda_N})\).

From (21) we directly obtain

**Proposition 5** If \(\Lambda_N = \overline{\Lambda_N}\) then \(\Phi_{\overline{\Lambda_N}}(t)\) is a real-valued function.

**Proposition 6** If \(\lambda_0, \ldots, \lambda_N\) are real numbers then \(\Phi(\lambda_0, \ldots, \lambda_N)(t) > 0\) for all \(t > 0\).

**Proof.** It is well known that \(E(\lambda_0, \ldots, \lambda_N)\) is an extended Chebyshev system over the real line, so each function \(f \in E(\lambda_0, \ldots, \lambda_N)\) has at most \(N\) zeros (including multiplicities). Since \(\Phi(\lambda_0, \ldots, \lambda_N)(t)\) has at most \(N\) zeros we infer that \(\Phi(\lambda_0, \ldots, \lambda_N)(t) \neq 0\) for all \(t \neq 0\). The result follows since \(\Phi(\lambda_0, \ldots, \lambda_N)(0) = 1\) and \(\Phi(j)(\lambda_0, \ldots, \lambda_N)(0) = 0\) for all \(j = 0, \ldots, N - 1\).

In the following we describe the fundamental function \(\Phi(\lambda_0, \lambda_1)\): if \(\lambda_0 = \lambda_1 = 0\), or if \(\lambda_0 = \lambda_1 \neq 0\) then

\[
\Phi(\lambda_0, \lambda_1)(x) = x = e^{(\lambda_0 + \lambda_1)x/2}x \quad \text{and} \quad \Phi(\lambda_0, \lambda_1)(x) = e^{(\lambda_0 + \lambda_1)x/2}x.
\]

In the case \(\lambda_0 \neq \lambda_1\) we have

\[
\Phi(\lambda_0, \lambda_1)(x) = e^{\lambda_1x} - e^{\lambda_0x} = e^{(\lambda_0 + \lambda_1)x/2}e^{(\lambda_1 - \lambda_0)x/2} - e^{-(\lambda_1 - \lambda_0)x/2} \lambda_1 - \lambda_0.
\]

(22)

In any of these cases there exists an odd function \(\psi(\lambda_0, \lambda_1)(x)\) such that

\[
\Phi(\lambda_0, \lambda_1)(x) = e^{(\lambda_0 + \lambda_1)x/2} \psi(\lambda_0, \lambda_1)(x).
\]

(23)

Hence for all complex numbers \(\lambda_0, \lambda_1\) we have established the following useful formula

\[
\Phi(\lambda_0, \lambda_1)(-x) = -e^{(\lambda_0 + \lambda_1)x} \Phi(\lambda_0, \lambda_1)(x).
\]

(24)

We deduce from this the following result which will be needed later:

**Proposition 7** Let \(\lambda_0, \lambda_1, \lambda_2\) and \(\lambda_3\) be complex numbers. Then

\[
\Phi(\lambda_0, \lambda_1)(-x)\Phi(\lambda_2, \lambda_3)(-x) = e^{-(\lambda_0 + \lambda_1 + \lambda_2 + \lambda_3)x} \Phi(\lambda_0, \lambda_1)(x)\Phi(\lambda_2, \lambda_3)(x).
\]

(25)

The function \(\Phi(\lambda_0, \lambda_1)(x)\Phi(\lambda_2, \lambda_3)(x)\) is even if and only if \(\lambda_0 + \cdots + \lambda_3 = 0\).
Proof. Applying (24) to \((\lambda_0, \lambda_1)\) and \((\lambda_2, \lambda_3)\) gives (25). If \(\lambda_0 + \cdots + \lambda_3 = 0\) then by (25) the function \(\Phi(\lambda_0, \lambda_1)(x) \Phi(\lambda_2, \lambda_3)(x)\) is even. Conversely, if \(\Phi(\lambda_0, \lambda_1)(x) \Phi(\lambda_2, \lambda_3)(x)\) is even then by (25) we have \(e^{-(\lambda_0 + \lambda_1 + \lambda_2 + \lambda_3)x} = 1\) for all \(x\) and this implies \(\lambda_0 + \cdots + \lambda_3 = 0\). ■

Proposition 8 Let \(\lambda_0, \lambda_1\) be complex numbers and define

\[
\delta = \frac{2\pi}{|\text{Im}(\lambda_1 - \lambda_0)|},
\]

then \(\Phi(\lambda_0, \lambda_1)(t) \neq 0\) for all \(t \in (0, \delta)\).

Proof. Assume at first that \(\lambda_1 = \lambda_0\). Then \(\delta = \infty\) (by interpreting \(\frac{2\pi}{0} = \infty\)). On the other hand, \(\Phi(\lambda_0, \lambda_1)(x) = e^{(\lambda_0 + \lambda_1)x/2}x \neq 0\) for all \(x \neq 0\), so the statement is true in this case. In the case \(\lambda_1 \neq \lambda_0\) we see that \(\Phi(\lambda_0, \lambda_1)(x) = 0\) implies that \(e^{(\lambda_1 - \lambda_0)x} = 1\). On the other hand, we see that for any positive \(x < \delta = \frac{2\pi}{|\text{Im}(\lambda_1 - \lambda_0)|}\) we have \(e^{(\lambda_1 - \lambda_0)x} \neq 1\). ■

3 The matrix \(R\)

For complex numbers \(\lambda_0, \ldots, \lambda_3\) we define the linear differential operators

\[
L_1 = \left( \frac{d}{dt} - \lambda_0 \right) \left( \frac{d}{dt} - \lambda_1 \right), \quad L_2 = \left( \frac{d}{dt} - \lambda_2 \right) \left( \frac{d}{dt} - \lambda_3 \right),
\]

\[
L_3 = L_1 L_2.
\]

Now we define solutions \(A^{[2]}_j(t)\) and \(B^{[2]}_j(t)\) of the equation \(L_i u = 0\) in \([t_j, t_{j+1}]\) by

\[
A^{[2]}_j(t) = \frac{\Phi(\lambda_0, \lambda_1)(t - t_{j+1})}{\Phi(\lambda_0, \lambda_1)(t_j - t_{j+1})} \quad \text{and} \quad B^{[2]}_j(t) = \frac{\Phi(\lambda_0, \lambda_1)(t - t_j)}{\Phi(\lambda_0, \lambda_1)(t_{j+1} - t_j)},
\]

where we use our general Condition [1] which implies that for the nodes \(t_1 < \ldots < t_n\) in the definition of an \(L\)-spline we have

\[
\Phi(\lambda_0, \lambda_1)(t_{j+1} - t_j) \neq 0 \quad \text{and} \quad \Phi(\lambda_2, \lambda_3)(t_{j+1} - t_j) \neq 0 \quad (27)
\]

for \(j = 1, \ldots, n - 1\). We see that

\[
A^{[2]}_j(t_j) = 1, \quad A^{[2]}_j(t_{j+1}) = 0, \quad B^{[2]}_j(t_j) = 0, \quad B^{[2]}_j(t_{j+1}) = 1.
\]
Proposition 9 Let $\lambda_0, ..., \lambda_3$ be complex numbers and $t_1 < \ldots < t_n$ such that (27) holds. Then there exist unique function $A_j^{[1]}(\cdot)$ and unique function $B_j^{[1]}(\cdot)$ in $E(\lambda_0, ..., \lambda_3)$ such that $L_2 \left( L_1 \left( A_j^{[1]}(t) \right) \right) \equiv 0$ in $[t_j, t_{j+1}]$ and

$$A_j^{[1]}(t_j) = 0 \quad \text{and} \quad L_1 A_j^{[1]}(t_j) = 1; \quad L_1 A_j^{[1]}(t_{j+1}) = 0, \quad (28)$$
$$B_j^{[1]}(t_j) = 0 \quad \text{and} \quad L_1 B_j^{[1]}(t_j) = 0; \quad L_1 B_j^{[1]}(t_{j+1}) = 1. \quad (29)$$

Proof. We define a function $A_j(\cdot)$ in $E(\lambda_0, ..., \lambda_3)$ by

$$A_j(t) := \Phi(\lambda_0, ..., \lambda_3)(t - t_{j+1}) - A_j^{[2]}(t) \cdot \Phi(\lambda_0, ..., \lambda_3)(t_j - t_{j+1}).$$

Then it is straightforward to check $A_j(t_{j+1}) = A_j(t_j) = 0$. Since $L_1(A_j(t)) = \Phi(\lambda_0, ..., \lambda_3)(t - t_{j+1})$ we infer that $L_1(A_j(t_{j+1})) = 0$. Further $L_1(A_j(t_j)) = \Phi(\lambda_0, ..., \lambda_3)(t_j - t_{j+1})$ and we see that

$$A_j^{[1]}(t) = \frac{\Phi(\lambda_0, ..., \lambda_3)(t - t_{j+1})}{\Phi(\lambda_0, ..., \lambda_3)(t_j - t_{j+1})} - A_j^{[2]}(t) \cdot \frac{\Phi(\lambda_0, ..., \lambda_3)(t_j - t_{j+1})}{\Phi(\lambda_0, ..., \lambda_3)(t_j - t_{j+1})}$$

is the desired solution. Similar arguments show that

$$B_j^{[1]}(t) = \frac{\Phi(\lambda_0, ..., \lambda_3)(t - t_j)}{\Phi(\lambda_0, ..., \lambda_3)(t_{j+1} - t_j)} - B_j^{[2]}(t) \cdot \frac{\Phi(\lambda_0, ..., \lambda_3)(t_{j+1} - t_j)}{\Phi(\lambda_0, ..., \lambda_3)(t_{j+1} - t_j)}.$$

To see why uniqueness holds we refer to two obvious observations. We first note that if $v(t) \equiv 0$ in $[t_j, t_{j+1}]$ together with $v(t_j) = v(t_{j+1}) = 0$ for $i = 1, 2$ imply $v(t) \equiv 0$ in $[t_j, t_{j+1}]$. Applying this claim twice consecutively we obtain that if $w(t) \equiv 0$ in $[t_j, t_{j+1}]$ together with $w(t_j) = w(t_{j+1}) = 0$ imply $w(t) \equiv 0$ in $[t_j, t_{j+1}]$. Then uniqueness follows by contradiction.

The proof of the following simple result is omitted:

Proposition 10 Let $\lambda_0, ..., \lambda_3$ be complex numbers and $t_1 < \ldots < t_n$ be such that (27) holds. Let $\Lambda_3 = (\lambda_0, ..., \lambda_3)$. Then any $L$-spline $g(\cdot)$ with $L = L_3$ restricted to the interval $(t_j, t_{j+1})$ is equal to

$$\psi_j(t) := L_1 g(t_j) A_j^{[1]}(t) + L_1 g(t_{j+1}) B_j^{[1]}(t) + g(t_j) A_j^{[2]}(t) + g(t_{j+1}) B_j^{[2]}(t). \quad (30)$$

Using the notations in formula (10) we may rewrite (30) as

$$\psi_j(t) := \gamma_j A_j^{[1]}(t) + \gamma_{j+1} B_j^{[1]}(t) + g_j A_j^{[2]}(t) + g_{j+1} B_j^{[2]}(t). \quad (31)$$
The following is the main result of this section:

**Theorem 11** Let \( \lambda_0, \ldots, \lambda_3 \) be complex numbers and \( t_1 < \ldots < t_n \) be such that \([27]\) holds. Let \( g \) be a natural spline for \( \Lambda_1 = (\lambda_0, \lambda_1, \lambda_2, \lambda_3) \) with data points \( g_1, \ldots, g_n \) and then there exists an \( n \times (n - 2) \) matrix \( Q \) and a \((n - 2) \times (n - 2)\) matrix \( R \) such that

\[
Q^T g = R \gamma,
\]

where \( \gamma \) has been defined in \([10]\).

**Proof.** Let \( g \) be a natural spline for \( L_2 \Lambda_1 \) with data points \( g_1, \ldots, g_n \) (we remind that \( L_1 g(t_1) = L_1 g(t_n) = 0 \)). Then for \( t \in (t_j, t_{j+1}) \) and \( j = 1, \ldots, n - 1 \) the functional value \( g(t) \) is equal to

\[
\psi_j(t) = L_1 g(t) A_j^{[1]}(t) + L_1 g(t_{j+1}) B_j^{[1]}(t) + g(t) A_j^{[2]}(t) + g(t_{j+1}) B_j^{[2]}(t).
\]

Further on, \( g(t) \) is equal to \( \psi_{j-1}(t) \) on the interval \((t_{j-1}, t_j)\). Since \( g \) has a continuous derivative at \( t_j \) we conclude that for every \( j = 2, \ldots, n - 1 \)

\[
\frac{d}{dt} \psi_{j-1}(t_j) = L_1 g(t_{j-1}) \frac{dA_j^{[1]}}{dt}(t_j) + L_1 g(t_{j+1}) \frac{dB_j^{[1]}}{dt}(t_j) + g(t) \frac{dA_j^{[2]}}{dt}(t_j) + g(t_{j+1}) \frac{dB_j^{[2]}}{dt}(t_j)
\]

is equal to

\[
\frac{d}{dt} \psi_j(t_j) = L_1 g(t_j) \frac{dA_j^{[1]}}{dt}(t_j) + L_1 g(t_{j+1}) \frac{dB_j^{[1]}}{dt}(t_j) + g(t_j) \frac{dA_j^{[2]}}{dt}(t_j) + g(t_{j+1}) \frac{dB_j^{[2]}}{dt}(t_j).
\]

We bring the summands containing \( L_1 g \)'s to the left hand side and the summands containing \( g \)'s to the right hand side: then

\[
\bar{R}_j := L_1 g(t_{j-1}) \frac{dA_j^{[1]}}{dt}(t_j) + L_1 g(t_j) \frac{dB_j^{[1]}}{dt}(t_j) - L_1 g(t_{j+1}) \frac{dA_j^{[1]}}{dt}(t_j) - L_1 g(t_j) \frac{dB_j^{[1]}}{dt}(t_j)
\]

is equal to

\[
\bar{Q}_j := g(t_j) \frac{dA_j^{[2]}}{dt}(t_j) + g(t_{j+1}) \frac{dB_j^{[2]}}{dt}(t_j) - g(t_{j-1}) \frac{dA_j^{[2]}}{dt}(t_j) - g(t_j) \frac{dB_j^{[2]}}{dt}(t_j).
\]

The number \( \bar{R}_j \) is an inner product of the \( j \)-th row of a \((n - 2) \times (n - 2)\) matrix \( \bar{R} \) and the vector \((L_1 g(t_j))_{j=2,\ldots,n-1}^T\) (recall that \( L_1 g(t_1) = L_1 g(t_n) = 0 \)).
0 since \( g \) is a natural spline) where the diagonal entries \( R_{j,j} \) of \( R \) are defined by

\[
R_{j,j} = \frac{dB_{j}^{[1]}}{dt}(t_{j}) - \frac{dA_{j}^{[1]}}{dt}(t_{j})
\]

and the nonzero off-diagonal entries

\[
R_{j,j+1} = -\frac{dB_{j}^{[1]}}{dt}(t_{j}) \quad \text{and} \quad R_{j,j-1} = \frac{dA_{j}^{[1]}}{dt}(t_{j}).
\]

Similarly we see that \( \tilde{Q}_{j} \) is the inner product of the row vector

\[
\left(0, 0, \ldots, 0, -\frac{dA_{j-1}^{[2]}}{dt}(t_{j}), \frac{dA_{j}^{[2]}}{dt}(t_{j}) - \frac{dB_{j}^{[2]}}{dt}(t_{j}), \frac{dB_{j}^{[2]}}{dt}(t_{j}), 0, \ldots, 0\right)
\]

with the column vector \( (g(t_{j}))_{j=1,\ldots,n} \).

**Theorem 12** Let \( \lambda_{0}, \ldots, \lambda_{3} \) be complex numbers and \( t_{1} < \ldots < t_{n} \) be such that (27) holds. Then the tridiagonal matrix \( R \) is given by

\[
R_{j,j} = \rho(t_{j} - t_{j-1}) - \rho(-(t_{j+1} - t_{j})) \quad \text{and} \quad R_{j,j+1} = \sigma(t_{j+1} - t_{j}) \quad \text{and} \quad R_{j,j+1} = -\sigma(-(t_{j+1} - t_{j}))
\]

where \( \rho \) and \( \sigma \) are defined in (13) and (14).

**Proof.** According to (26) we see that

\[
\frac{dA_{j}^{[2]}}{dt}(t) = \frac{\Phi'_{(\lambda_{0},\lambda_{1})}(t-t_{j+1})}{\Phi_{(\lambda_{0},\lambda_{1})}(t_{j}-t_{j+1})} \quad \text{and} \quad \frac{dB_{j}^{[2]}}{dt}(t) = \frac{\Phi'_{(\lambda_{0},\lambda_{1})}(t-t_{j})}{\Phi_{(\lambda_{0},\lambda_{1})}(t_{j+1}-t_{j})}.
\]

Since

\[
\frac{dB_{j}^{[1]}}{dt}(t) = \frac{\Phi'_{(\lambda_{0},\ldots,\lambda_{3})}(t-t_{j})}{\Phi_{(\lambda_{2},\lambda_{3})}(t_{j+1}-t_{j})} - \frac{\Phi_{(\lambda_{0},\ldots,\lambda_{3})}(t_{j+1}-t_{j})}{\Phi_{(\lambda_{2},\lambda_{3})}(t_{j+1}-t_{j})} \quad \frac{\Phi'_{(\lambda_{0},\lambda_{1})}(t-t_{j})}{\Phi_{(\lambda_{0},\lambda_{1})}(t_{j+1}-t_{j})} \quad \frac{\Phi'_{(\lambda_{0},\lambda_{1})}(t-t_{j})}{\Phi'_{(\lambda_{0},\lambda_{1})}(t_{j+1}-t_{j})}
\]

we obtain

\[
R_{j,j+1} = -\frac{dB_{j}^{[2]}}{dt}(t_{j}) = \frac{\Phi_{(\lambda_{0},\ldots,\lambda_{3})}(t_{j+1}-t_{j})}{\Phi_{(\lambda_{2},\lambda_{3})}(t_{j+1}-t_{j})} \quad \frac{1}{\Phi_{(\lambda_{0},\lambda_{1})}(t_{j+1}-t_{j})} = \sigma(t_{j+1}-t_{j}).
\]

Similarly it follows that

\[
R_{j,j+1} = \frac{dA_{j}^{[1]}}{dt}(t_{j+1}) = -\frac{\Phi_{(\lambda_{0},\ldots,\lambda_{3})}(t_{j}-t_{j+1})}{\Phi_{(\lambda_{2},\lambda_{3})}(t_{j}-t_{j+1})} \quad \frac{1}{\Phi_{(\lambda_{0},\lambda_{1})}(t_{j}-t_{j+1})} = -\sigma(-(t_{j+1}-t_{j})).
\]
Next we consider

\[ R_{j,j} = \frac{dB_{j-1}^{[1]}}{dt} (t_j) - \frac{dA_j^{[1]}}{dt} (t_j). \]

The formula for \( R_{j,j} \) in the theorem now follows from

\[ \frac{dB_{j-1}^{[1]}}{dt} (t_j) = \frac{\Phi'_{(\lambda_0, \ldots, \lambda_j)}(t_j - t_{j-1})}{\Phi_{(\lambda_2, \lambda_3)}(t_j - t_{j-1})} - \frac{\Phi'_{(\lambda_0, \ldots, \lambda_j)}(t_j - t_{j-1})}{\Phi_{(\lambda_2, \lambda_3)}(t_j - t_{j-1})} \Phi_{(\lambda_0, \lambda_j)}(t_j - t_{j-1}) \]

\[ \frac{dA_j^{[1]}}{dt} (t_j) = \frac{\Phi'_{(\lambda_0, \ldots, \lambda_j)}(t_j - t_{j+1})}{\Phi_{(\lambda_2, \lambda_3)}(t_j - t_{j+1})} - \frac{\Phi'_{(\lambda_0, \ldots, \lambda_j)}(t_j - t_{j+1})}{\Phi_{(\lambda_2, \lambda_3)}(t_j - t_{j+1})} \Phi_{(\lambda_0, \lambda_j)}(t_j - t_{j+1}) \]

\[ \]  

\[ \text{Proof.} \] According to (33) we first see that

\[ q_{j-1,j} = -\frac{1}{\Phi_{(\lambda_0, \lambda_j)}(t_{j-1} - t_j)}, \quad q_{j+1,j} = \frac{1}{\Phi_{(\lambda_0, \lambda_j)}(t_{j+1} - t_j)} \] \hspace{1cm} (34)

and

\[ q_{j,j} = \frac{\Phi'_{(\lambda_0, \lambda_j)}(t_j - t_{j+1})}{\Phi_{(\lambda_0, \lambda_j)}(t_j - t_{j+1})} - \frac{\Phi'_{(\lambda_0, \lambda_j)}(t_j - t_{j-1})}{\Phi_{(\lambda_0, \lambda_j)}(t_j - t_{j-1})} \]

for \( j = 2, 3, \ldots, n - 1 \).

**Proof.** According to (33) we first see that

\[ \frac{dA_j^{[2]}}{dt} (t) = \frac{\Phi'_{(\lambda_0, \lambda_j)}(t - t_{j+1})}{\Phi_{(\lambda_0, \lambda_j)}(t_j - t_{j+1})} \quad \text{and} \quad \frac{dB_j^{[2]}}{dt} (t) = \frac{\Phi'_{(\lambda_0, \lambda_j)}(t - t_j)}{\Phi_{(\lambda_0, \lambda_j)}(t_{j+1} - t_j)}. \]

It follows that

\[ q_{j-1,j} = -\frac{dA_j^{[2]}}{dt} (t_j) = -\frac{\Phi'_{(\lambda_0, \lambda_j)}(t_j - t_{j-1})}{\Phi_{(\lambda_0, \lambda_j)}(t_{j-1} - t_j)} = \frac{1}{\Phi_{(\lambda_0, \lambda_j)}(t_{j-1} - t_j)} \]

\[ q_{j+1,j} = \frac{dB_j^{[2]}}{dt} (t_j) = \frac{\Phi'_{(\lambda_0, \lambda_j)}(t_j - t_{j-1})}{\Phi_{(\lambda_0, \lambda_j)}(t_j - t_{j-1})} = \frac{1}{\Phi_{(\lambda_0, \lambda_j)}(t_j - t_{j-1})} \]

and

\[ q_{j,j} = \frac{dA_j^{[2]}}{dt} (t_j) - \frac{dB_j^{[2]}}{dt} (t_j) = \frac{\Phi'_{(\lambda_0, \lambda_j)}(t_j - t_{j+1})}{\Phi_{(\lambda_0, \lambda_j)}(t_{j+1} - t_j)} - \frac{\Phi'_{(\lambda_0, \lambda_j)}(t_j - t_{j-1})}{\Phi_{(\lambda_0, \lambda_j)}(t_j - t_{j-1})} \]
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So far we have derived formulae connecting the values \( g = (g(t_1), ..., g(t_n))^T \) and the derivatives \( \gamma = (L_1 g(t_2), ..., L_1 g(t_{n-1}))^T \) of the \( L \)-spline \( g \). The arguments can be reversed to construct the corresponding \( L \)-spline \( g \) interpolating given data \( z = (z_1, ..., z_n)^T \) as we shall now outline:

Step 1 Set \( g(t_i) = z_i \) for \( i = 1,..,n \),

Step 2 Set \( x = Q^T g \) and solve \( R \gamma = x \) (assuming that the matrix \( R \) is invertible).

Then we use formula (31) to recover the values of the \( L \)-spline on every interval \([t_j, t_{j+1})\).

Thus the solvability of the equation \( R \gamma = x \) is a key property for the existence of interpolation \( L \)-splines for arbitrary interpolation data \( g \). The fact that the matrix \( R \) is tridiagonal and \( Q \) is tridiagonal-like imply that the number of operations for the computation of the \( L \)-spline \( g \) is \( O(n) \).

The Levy–Desplanques theorem says that a strictly diagonally dominant matrix (or an irreducibly diagonally dominant matrix) is invertible, see [11], Theorem 6.1.10. In the following section 4 and section 5 we shall provide sufficient criteria such that the matrix \( R \) is strictly diagonally dominant, and in particular invertible.

4 Diagonal dominance of \( R \) in the general case

At first we present a simple criterion for diagonal dominance of the matrix \( R \).

**Theorem 14** Let \( (\lambda_0, \lambda_1, \lambda_2, \lambda_3) \in \mathbb{C}^4 \) and assume that \( \rho(x) \) and \( -\rho(-x) \) are positive on the interval \((0, \delta)\), and let \( M_\delta > 0 \) be such that

\[
|\sigma(-x)| \leq M_\delta |\rho(x)| \quad \text{for all} \quad x \in [-\delta, \delta].
\]  

Then the estimate

\[
|R_{j,j-1}| + |R_{j,j+1}| \leq M_\delta |R_{j,j}|
\]

holds for all partitions \( t_1 < \ldots < t_n \) such that \( t_{j+1} - t_j \leq \delta \) for \( j = 1, ..., n-1 \).

**Proof.** Since \( R_{j,j+1} = \sigma(t_{j+1} - t_j) \) and \( R_{j,j-1} = -\sigma(-(t_j - t_{j-1})) \) we have the general formula:

\[
|\frac{R_{j,j-1}}{R_{j,j}}| + |\frac{R_{j,j+1}}{R_{j,j}}| = \frac{|\sigma(t_{j+1} - t_j)| + |\sigma(-(t_j - t_{j-1}))|}{|\rho(t_j - t_{j-1}) - \rho(-(t_{j+1} - t_j))|}
\]
Using the estimate (35) we obtain
\[
\frac{|R_{j,j-1}| + |R_{j,j+1}|}{|R_j|} \leq M_\delta \left| \frac{\rho(-(t_{j+1} - t_j)) + \rho(t_j - t_{j-1})}{\rho(t_j - t_{j-1}) - \rho(-(t_{j+1} - t_j))} \right|. \tag{36}
\]
for all partitions \(t_1 < \ldots < t_n\) such that \(t_{j+1} - t_j \leq \delta\) for \(j = 1, \ldots, n\). Since we assume that \(\rho(x)\) and \(-\rho(-x)\) are positive on the interval \((0, \delta)\) the fraction on the right hand side in (36) is equal to 1. \(\blacksquare\)

The sufficient criterion reduces the problem of finding the best constant \(M_\delta\) for strict diagonal dominance to the determination of the absolute maximum of the function
\[
\tau(x) := \frac{-\sigma(-x)}{\rho(x)} \quad \text{for } x \in \mathbb{R}.
\]

It is convenient to consider the numerators of the functions \(\rho(x)\) and \(\sigma(x)\) given by
\[
\rho_0(x) = \Phi'(\lambda_0, \ldots, \lambda_3)(x)\Phi(\lambda_0, \ldots, \lambda_3)(x) - \Phi'(\lambda_0, \ldots, \lambda_3)(x)\Phi'(\lambda_0, \lambda_1)(x) \tag{37}
\]
\[
\sigma_0(x) = \Phi(\lambda_0, \ldots, \lambda_3)(x) \tag{38}
\]

The Taylor expansion of \(\Phi(\lambda_0, \ldots, \lambda_3)\) has been discussed in [17]:
\[
\Phi(\lambda_0, \ldots, \lambda_3)(x) = \frac{x^3}{3!} + \frac{A}{4!}x^4 + \frac{B}{5!}x^5 + g_6(x) \tag{39}
\]
where \(g_6\) has a zero of order 6 and \(A = \lambda_0 + \lambda_1 + \lambda_2 + \lambda_3\) and
\[
B = \lambda_0^2 + \lambda_1^2 + \lambda_2^2 + \lambda_3^2 + \lambda_0\lambda_1 + \lambda_0\lambda_2 + \lambda_0\lambda_3 + \lambda_1\lambda_2 + \lambda_1\lambda_3 + \lambda_2\lambda_3. \tag{40}
\]

It is easy to check that
\[
B = \frac{1}{2}A^2 + \frac{1}{2}\left(\lambda_0^2 + \lambda_1^2 + \lambda_2^2 + \lambda_3^2\right) \tag{41}
\]

**Proposition 15** Let \((\lambda_0, \lambda_1, \lambda_2, \lambda_3) \in \mathbb{C}^4\) and define \(A = \lambda_0 + \lambda_1 + \lambda_2 + \lambda_3\) and \(C = \lambda_0 + \lambda_1\). Then
\[
\tau(x) = \frac{-\sigma(-x)}{\rho(x)} = \frac{\Phi(A-\lambda_0, \ldots, A-\lambda_3)(x)}{\rho_0(x)}. \tag{42}
\]

The Taylor polynomial of degree 2 of \(\tau(x)\) is given by
\[
\frac{1}{2} + \frac{1}{8}\left(3A - C\right)x + \frac{1}{8}\left(\frac{7A^2}{16} - \frac{AC}{2} + \frac{C^2}{4} - \frac{B}{5}\right)x^2.
\]
Proof. By Proposition 7 we see that

$$\tau(x) = \frac{-\sigma(-x)}{\rho(x)} = \frac{-\sigma_0(-x)\Phi_{(\lambda_0,\lambda_1)}(x)\Phi_{(\lambda_2,\lambda_3)}(x)}{\rho_0(x)\Phi_{(\lambda_0,\lambda_1)}(-x)\Phi_{(\lambda_2,\lambda_3)}(-x)} = \frac{-\sigma_0(-x)e^{(\lambda_0+\cdots+\lambda_3)x}}{\rho_0(x)}$$

and (42) follows from the identity

$$-\sigma_0(-x)e^{(\lambda_0+\cdots+\lambda_3)x} = \Phi_{(-\lambda_0,\ldots,-\lambda_3)}(x)e^{Ax} = \Phi_{(A-\lambda_0,\ldots,A-\lambda_3)}(x).$$

The Taylor expansion of $\Phi_{(\lambda_0,\lambda_1)}$ is of the form

$$\Phi_{(\lambda_0,\lambda_1)}(x) = x + \frac{C}{2!}x^2 + \frac{D}{3!}x^3 + h_4(x)$$

where $C = \lambda_0 + \lambda_1$ and $D = \lambda_0^2 + \lambda_0\lambda_1 + \lambda_1^2$ and $h_4(x)$ has a zero of order 4 at $x = 0$. This can be directly seen for $\lambda_1 \neq 0$ from the Taylor expansion of (22). Then with $g_5 = g_6'$ and $h_3 := h'_4$ we can write

$$\rho_0(x) = \left(\frac{x^2}{2!} + \frac{A}{3!}x^3 + \frac{B}{4!}x^4 + g_5\right)\left(x + \frac{C}{2}x^2 + \frac{D}{3!}x^3 + h_4\right)$$

$$- \left(\frac{x^3}{3!} + \frac{A}{4!}x^4 + \frac{B}{5!}x^5 + g_6\right)\left(1 + Cx + \frac{D}{2}x^2 + h_3\right).$$

It follows that

$$\rho_0(x) = \frac{1}{3}x^3 + \left(\frac{1}{8}A + \frac{1}{12}C\right)x^4 + \left(\frac{1}{30}B + \frac{1}{24}AC\right)x^5 + G_6(x)$$

for some $G_6$ which has a zero of order 6. Now we apply formula (39) applied to the vector $(\lambda_0,\ldots,\lambda_3) = (A - \lambda_0,\ldots,A - \lambda_3)$, providing the expansion

$$\Phi_{(A-\lambda_0,\ldots,A-\lambda_3)}(x) = \frac{1}{3!}x^3 + \frac{\bar{A}}{4!}x^4 + \frac{\bar{B}}{5!}x^5 + r_6(x)$$

where $\bar{A} = \lambda_0 + \cdots + \lambda_3 = 3A$ and using (41)

$$\bar{B} = \frac{1}{2}\bar{A}^2 + \frac{1}{2}\left(\lambda_0^2 + \lambda_1^2 + \lambda_2^2 + \lambda_3^2\right)$$

$$= \frac{9}{2}A^2 + \frac{1}{2}\left((A^2 - 2\lambda_0A + \lambda_0^2) + \ldots + (A^2 - 2\lambda_3A + \lambda_3^2)\right)$$

$$= \frac{9}{2}A^2 + 2A^2 - A^2 + \frac{1}{2}(\lambda_0^2 + \lambda_1^2 + \lambda_2^2 + \lambda_3^2) = 5A^2 + B$$
Hence we have
\[ \frac{\Phi(A-\lambda_0,\ldots,A-\lambda_3)}{\rho_0(x)} = \frac{\frac{1}{3}x^3 + \frac{3A}{4}x^4 + \frac{5A^2+B}{8}x^5 + r_6(x)}{\frac{1}{3}x^3 + \left(\frac{1}{5}A + \frac{1}{12}C\right)x^4 + \left(\frac{1}{30}B + \frac{1}{24}AC\right)x^5 + G_6}. \]

Cancel the power \(x^3\) and write
\[ \frac{\Phi(A-\lambda_0,\ldots,A-\lambda_3)}{\rho_0(x)} = \frac{p_2 + G_3}{q_2 + R_3} \]
where \(p_2 = \frac{1}{3} + \frac{3A}{4}x + \frac{5A^2+B}{8}x^2\) and \(q_2 = \frac{1}{3} + \left(\frac{1}{5}A + \frac{1}{12}C\right)x + \left(\frac{1}{30}B + \frac{1}{24}AC\right)x^2\). Note that
\[
\frac{p_2 + G_3 - p_2}{q_2 + R_3} = \frac{(p_2 + G_3)q_2 - p_2(q_2 + R_3)}{q_2(q_2 + R_3)} = \frac{G_3q_2 - p_2R_3}{q_2(q_2 + R_3)} = \frac{x^3H(x)}{q_2(q_2 + R_3)}.
\]
Thus the Taylor polynomials of second order of \(\frac{p_2+G_3}{q_2+R_3}\) and \(\frac{p_2}{q_2}\) are identical. A computation shows that
\[
\frac{p_2(x)}{q_2(x)} = 1 + \frac{1}{8} \left(\frac{3}{2}A - C\right)x + \frac{1}{8} \left(\frac{7}{16}A^2 - \frac{1}{2}AC + \frac{1}{4}C^2 - \frac{1}{5}B\right)x^2 + O\left(x^3\right).
\]

With similar methods one can show that
\[
\rho(x) = \frac{1}{3}x - \frac{\lambda_2 + \lambda_3 - \lambda_0 - \lambda_1}{24}x^2 + a_2x^3 + O\left(x^4\right).
\]
where
\[
a_2 = -\frac{1}{720}\left(\lambda_0^2 + \lambda_1^2 + \lambda_2^2 + \lambda_3^2 - 14\lambda_0\lambda_1 + 6\lambda_0\lambda_2 + 6\lambda_0\lambda_3 + 6\lambda_1\lambda_2 + 6\lambda_1\lambda_3 - 14\lambda_2\lambda_3\right).
\]
This gives immediately the following result:

**Corollary 16** Let \((\lambda_0, \lambda_1, \lambda_2, \lambda_3) \in \mathbb{C}^4\). If \(\rho(x)\) is a real-valued for \(x \in \mathbb{R}\) then \(\lambda_2 + \lambda_3 - \lambda_0 - \lambda_1\) is a real number. If \(\rho\) is an odd function then \(\lambda_0 + \lambda_1 = \lambda_2 + \lambda_3\).

Recall that a vector \(\Lambda_N = (\lambda_0, \ldots, \lambda_N)\) is conjugation invariant if there exists a permutation \(p: \{0, \ldots, N\} \rightarrow \{0, \ldots, N\}\) such that \(\overline{\lambda_j} = \lambda_{p(j)}\) for \(j = 0, \ldots, N\). In this case the fundamental function \(\Phi_{\Lambda_N}\) is real-valued. If \((\lambda_0, \lambda_1)\) and \((\lambda_2, \lambda_3)\) are conjugation-invariant then \((\lambda_0, \lambda_1, \lambda_2, \lambda_3)\) is conjugation invariant and we infer that
\[
\Phi_{(\lambda_0, \lambda_1)}, \Phi_{(\lambda_2, \lambda_3)}, \overline{\Phi_{(\lambda_0, \lambda_1, \lambda_2, \lambda_3)}}, \overline{\Phi'_{(\lambda_0, \lambda_1, \lambda_2, \lambda_3)}} \text{ and } \Phi'_{(\lambda_2, \lambda_3)}
\]
are real-valued functions. Our general Condition 1 implies that
\[ \Phi(\lambda_0, \lambda_1)(t) \neq 0 \text{ and } \Phi(\lambda_2, \lambda_3)(t) \neq 0 \text{ for } t \in (0, \delta) \]
for some \( \delta > 0 \), hence the functions \( \rho(x) \) and \( \sigma(x) \) are real-valued and
well-defined and all entries of the matrices \( R \) and \( Q \) are real-valued for all \( t_1 < \ldots < t_n \) such that \( |t_{j+1} - t_j| < \delta \) for \( j = 1, ..., n - 1 \).

Proposition 15 guarantees that we may find a small enough \( \delta > 0 \) such
that \( M_\delta < 1 \) which provides the strict diagonal dominance property of the
matrix \( R \). In view of that it is worth studying the equation \( M_\delta = 1 \),
for estimating the critical value of \( \delta \) for which this equality is achieved.

**Theorem 17** Suppose that \( (\lambda_0, \lambda_1) \) and \( (\lambda_2, \lambda_3) \) are conjugation invariant
and \( \varepsilon > 0 \). Then there exists \( \delta > 0 \) such that the estimate
\[ |R_{j-1,j}| + |R_{j,j+1}| \leq \left( \frac{1}{2} + \varepsilon \right) |R_{j,j}| \]
holds for all partitions \( t_1 < \ldots < t_n \) such that \( t_{j+1} - t_j \leq \delta \) for \( j = 1, ..., n - 1 \).

**Proof.** We know that \( \Phi(\lambda_0, \lambda_1)(x) \) and \( \Phi(\lambda_2, \lambda_3)(x) \) are positive for all \( x \in (0, \delta_0) \) for some \( \delta_0 > 0 \). Further
\[ \rho_0(x) = \Phi(\lambda_0, \ldots, \lambda_3)(x) \frac{\Phi(\lambda_0, \lambda_1)(x)}{\Phi(\lambda_0, \lambda_3)(x)} - \Phi(\lambda_0, \ldots, \lambda_3)(x) \phi(\lambda_0, \lambda_1)(x) \]
is real-valued since \( \Phi(\lambda_0, \ldots, \lambda_3)(x) \) is real-valued. Since \( \rho_0^{(3)}(0) = 2 \) and \( \rho^{(j)}(0) = 0 \)
for \( j = 0, 1, 2 \) it follows that \( \rho_0(x) \) is positive on some interval \( (0, \delta_j) \) with
\( 0 < \delta_j \leq \delta_0 \), hence \( \rho(x) \) is positive on \( (0, \delta_j) \). Since \( \rho(x) \) has a simple zero
\( x = 0 \) we conclude that \( \rho(-x) \) must be negative for all \( x \in (0, \delta_2) \) for suf-
ficiently small \( \delta_2 > 0 \). Thus \( \rho(x) \) and \( -\rho(-x) \) are both positive on \( (0, \delta_j) \).
For given \( \varepsilon > 0 \) we can choose \( \delta > 0 \) such that
\[ \frac{\sigma(x)}{\rho(-x)} \leq \frac{1}{2} + \varepsilon \]
since we know that \( \sigma(x)/(-\rho(-x)) \rightarrow \frac{1}{2} \) for \( x \rightarrow 0 \). Now apply Theorem 14.

**Corollary 18** Under the assumptions of Theorem 17 for \( \varepsilon < 1/2 \) the ma-
trix \( R \) is non-singular.

The following example shows that in the case of real exponents one
can not expect that the matrix \( R \) is (strictly) diagonally dominant for all
partitions \( t_1 < \ldots < t_n \). Indeed, the function \( \tau \) can be unbounded, can have
local maxima and local extrema as the following example shows:
Example 19 \( \Lambda_3 = (3, 3, -1, -1) \). Then \( \Phi_{(3,3)}(x) = xe^{3x} \) and \( \Phi_{(-1,-1)}(x) = xe^{-x} \) and it is easy to check that
\[
\Phi_{(3,3,-1,-1)}(x) = \frac{1}{32} \left( -e^{3x} + 2xe^{3x} + e^{-x} + 2xe^{-x} \right).
\]

A computation shows that
\[
\rho_0(x) = -\frac{1}{4} e^{2x} - \frac{1}{8} xe^{2x} + \frac{1}{32} e^{6x} - \frac{1}{32} e^{2x}.
\]

Then
\[
\tau(x) = -\frac{\sigma_0(-x) e^{(\lambda_0 + \cdots + \lambda_3)x}}{\rho_0(x)} = \frac{1}{32} - \frac{1}{4} e^{2x} - \frac{1}{8} xe^{2x} + \frac{1}{32} e^{6x} - \frac{1}{32} e^{2x}.
\]

has a local minimum at \( x = 0 \) and a local maximum at some point \( x_0 \in (0.7, 1) \). Further \( \tau(x) \) is unbounded for \( x \to -\infty \) and \( \tau(x) \to 0 \) for \( x \to 0 \).

Fig. 1: Graph of \( \tau(x) = -\sigma(-x)/\rho(x) \)

On the other hand, if we assume \( \lambda_0 < 0 < \lambda_1 \) there is a substantial change in the behavior of \( \rho \). In the next example we take \( \Lambda_3 = (-1, 3, -1, 3) \) which leads to the same spline space as in example 19 but provides a different definition of a natural spline:

Example 20 Let \( \Lambda_3 = (-1, 3, -1, 3) \). Then \( \Phi_{(-1,3)}(x) = \frac{e^{3x}-e^{-x}}{4} \) and a computation shows that
\[
-\frac{\sigma(-x)}{\rho(x)} = -\frac{1}{32} \left( -e^{-3x} - 2xe^{-3x} + e^x - 2xe^x \right) e^{4x}.
\]

In this case \( R \) is strictly diagonally dominant for all partitions \( t_1 < \ldots < t_n \).
5 Diagonal dominance of $R$ for special exponents

We will use the Taylor expansion of $\tau(x)$ in Proposition 15 to show the following result:

**Proposition 21** Let $(\lambda_0, \lambda_1, \lambda_2, \lambda_3) \in \mathbb{R}^4$. Then the function

$$\tau(x) = \frac{-\sigma(-x)}{\rho(x)}$$

has a local maximum at $x = 0$ provided that $\lambda_0 + \lambda_1 = -3(\lambda_2 + \lambda_3)$ and

$$\lambda_0^2 - 4\lambda_0\lambda_1 + \lambda_1^2 + 3(\lambda_2^2 + \lambda_3^2) > 0.$$  

In particular, if $\lambda_0 \leq 0 \leq \lambda_1$ or $\lambda_1^2 + \lambda_0^2 < \lambda_2^2 + \lambda_3^2$ this condition is satisfied.

**Proof.** From the Taylor expansion of $\tau(x)$ we see that $x = 0$ is critical point if and only if

$$0 = 3A - 2C = 3(\lambda_0 + \lambda_1 + \lambda_2 + \lambda_3) - 2(\lambda_0 + \lambda_1) = \lambda_0 + \lambda_1 + 3(\lambda_2 + \lambda_3).$$

Thus we have $A = \frac{2}{3}C$. The second Taylor coefficient is given by

$$a_2 := \frac{1}{8} \left( \frac{7A^2}{16} - \frac{AC}{2} + \frac{C^2}{4} - \frac{B}{5} \right) = \frac{1}{8} \cdot \frac{5}{9} \left( \frac{5C^2 - B}{9} \right).$$

Further

$$B = \frac{1}{2}A^2 + \frac{1}{2}(\lambda_0^2 + \lambda_1^2 + \lambda_2^2 + \lambda_3^2) = \frac{2}{9}C^2 + \frac{1}{2}(\lambda_0^2 + \lambda_1^2 + \lambda_2^2 + \lambda_3^2).$$
Thus $a_2$ is negative if $\frac{1}{3} C^2 < \frac{1}{2} \left( \lambda_0^2 + \lambda_1^2 + \lambda_2^2 + \lambda_3^2 \right)$. This is equivalent to the positivity of

$$M := 3 \left( \lambda_0^2 + \lambda_1^2 + \lambda_2^2 + \lambda_3^2 \right) - 2 \left( \lambda_0 + \lambda_1 \right)^2 = \lambda_0^2 - 4 \lambda_0 \lambda_1 + \lambda_1^2 + 3 \left( \lambda_2^2 + \lambda_3^2 \right).$$

When $\lambda_0 \leq 0 \leq \lambda_1$ then $-\lambda_0 \lambda_1 \geq 0$ we see that $M$ is positive if some $\lambda_0, \ldots, \lambda_3 \neq 0$. In the case $\lambda_0 = \lambda_1 = \lambda_2 = \lambda_3 = 0$ we have the polynomial case and the statement is well known. Next let us add the two equations

$$M = (\lambda_0 - 2 \lambda_1)^2 - 3 \lambda_1^2 + 3 \left( \lambda_2^2 + \lambda_3^2 \right)$$
$$M = (\lambda_1 - 2 \lambda_0)^2 - 3 \lambda_0^2 + 3 \left( \lambda_2^2 + \lambda_3^2 \right)$$

and we see that

$$2M = (\lambda_0 - 2 \lambda_1)^2 + (\lambda_1 - 2 \lambda_0)^2 + 3 \left( \lambda_2^2 + \lambda_3^2 - \lambda_1^2 - \lambda_0^2 \right).$$

Thus $\lambda_1^2 + \lambda_0^2 < \lambda_2^2 + \lambda_3^2$ implies that $M$ is positive. ■

**Remark 22** Example 19 provides a function $\tau$ which has a local minimum at $x = 0$.

Next we consider a class of examples which occur naturally in the study of polysplines.

**Proposition 23** Let $a$ and $b$ be two non-zero complex numbers such that $a^2 \neq b^2$ and $(\lambda_0, \ldots, \lambda_3) = (a, -a, -b, b)$. Then

$$\rho_0(x) = \frac{(b - a) \sinh (a + b)x - (a + b) \sinh (b - a)x}{2ab(b^2 - a^2)}. \tag{43}$$

If $a$ and $b$ are real then the functions $\rho(x)$ and $-\rho(-x)$ are positive for all $x > 0$.

**Proof.** It is easy to see that $\Phi_{(a,-a)}(x) = \frac{1}{a} \sinh ax$ and $\Phi_{(b,-b)}(x) = \frac{1}{b} \sinh bx$ and

$$\Phi_{(a,-a,b,-b)}(x) = \frac{1}{b^2 - a^2} \left( \frac{1}{b} \sinh bx - \frac{1}{a} \sinh ax \right). \tag{44}$$

A computation shows that the numerator $\rho_0(x)$ of $\rho(x)$ in (44) is given by

$$\rho_0(x) = \frac{b \sinh ax \cosh bx - a \cosh ax \sinh bx}{ab(b^2 - a^2)}$$
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Since $\cosh(bx) \sinh(ax) = \frac{1}{2} \sinh(ax + bx) + \frac{1}{2} \sinh(ax - bx)$ we obtain

$$\rho_0(x) = \frac{(b-a) \sinh(a+b)x - (a+b) \sinh(b-a)x}{2ab(b^2-a^2)}. \quad (45)$$

If $a$ and $b$ are real then $\rho_0(x)$ is an exponential polynomial with real frequencies $\pm (a+b)$ and $\pm (b-a)$, and it has therefore at most 3 real zeros. Since $\rho_0$ has obviously a zero of order 3 at $x = 0$ it follows that $\rho(x) \neq 0$ for all real $x \neq 0$, and it is now easy to see that $\rho(x)$ and $-\rho(-x)$ are positive for all $x > 0$.

Now we present the main result of this section:

**Theorem 24** Let $a,b \geq 0$ and $\Lambda_3 = (a, -a, -b, b)$. Then the following estimate holds

$$R_{j,j-1} + R_{j,j+1} \leq \frac{1}{2} R_{j,j}$$

for all $t_1 < t_2 < ... < t_n$.

**Proof.**

1. If $a = b = 0$ this is known from the polynomial case. If $0 < a = b$ this follows from the results in [19].

2. Now let us assume that $a, b > 0$ and $a \neq 0$. Since $A = \lambda_0 + \ldots + \lambda_3 = 0$ Proposition [15] shows that

$$\tau(x) = \frac{-\sigma(-x)}{\rho(x)} = \frac{\Phi(-\lambda_0, \ldots, -\lambda_3)(x)}{\rho_0(x)} = \frac{\Phi(a, -a, b, -b)(x)}{\rho_0(x)}.$$ 

Further (44) and (45) show that

$$\tau(x) = \frac{2ab \left( \frac{1}{2} \sinh bx - \frac{1}{2} \sinh ax \right)}{(b-a) \sinh(a+b)x - (a+b) \sinh(b-a)x}.$$ 

Since $a + b > \max \{a, b\}$ we see that $\tau(x) \to 0$ for $x \to \infty$.

3. Our assumptions imply that $\lambda_0 + \lambda_1 = 0 = -3(\lambda_2 + \lambda_3)$. Then Proposition [21] shows that $\tau(x) \leq \frac{1}{2} = \tau(0)$ for all $x$ in a neighborhood of 0 and $\tau(x)$ is strictly decreasing for small $x > 0$. Let $(0, \alpha)$ be the maximal interval such that $\tau'(x) < 0$, so $\tau(x)$ is decreasing on $(0, \alpha)$. Assume that $\alpha < \infty$. Then $\tau'(\alpha) = 0$, and $\tau$ is increasing on some interval $(\alpha, \alpha + \delta)$. Since $\tau(x) \to 0$ for $x \to \infty$ we see that there exists $C > 0$ such that $0 < x_1 < \alpha < x_2 < x_3$ with $\tau(x_j) = C$ for $j = 1, 2, 3$. Since $\tau$ is obviously even, we have as well $\tau(-x_j) = C$ for $j = 1, 2, 3$. We consider

$$G(x) := C\rho_0(x) - \Phi(A-\lambda_0, \ldots, A-\lambda_3)(x).$$
Then $G$ has a zero of order 3 at $x = 0$ and the zeros $x_1, x_2, x_3, -x_1, -x_2, -x_3$, so the function $G$ has at least 9 zeros (including multiplicities). But $G$ is an exponential polynomial with frequencies $\pm (a + b), \pm (b - a), \pm b, \pm a$, which has dimension 8, so $G$ can have at most 7 zeros. This contradiction shows that $\alpha = \infty$, so $\tau(x)$ is decreasing for all $x > 0$. Since $\tau$ is even we see that

$$0 \leq \tau(x) = \frac{-\sigma(-x)}{\rho(x)} \leq \frac{1}{2}.$$  

Now apply Theorem 14.

4. In the case that $(0, 0, b - b)$ we have $\Phi_{(0, 0)}(x) = x$, and

$$\Phi_{(b, b)}(x) = \frac{1}{b} \sinh bx$$

and $\Phi_{(0, 0, -b, b)} = \frac{1}{b^2} \left( \frac{1}{b} \sinh bx - x \right)$.

A computation shows that

$$\rho_0(x) = \frac{1}{b^3} (bx \cosh bx - \sinh bx).$$

and $\rho_0$ an exponential polynomial which depends on the frequencies $(b, -b, b, -b)$. Further

$$\tau(x) = \frac{\sinh bx - bx}{bx \cosh bx - \sinh bx}$$

is an even function and $\tau(x) \to 0$ for $x \to \infty$. Now argue as in point 3.

5. In the case $(b, -b, 0, 0)$ a computation shows that $\rho_0(x)$ and $\tau(x)$ are identical to the functions in item 4. 

The following example shows the surprising fact that the function $\tau$ may have a local maximum at $x = 0$ when $\Lambda_3$ is not symmetric.

**Example 25** Let $\Lambda_3 = (-1, 4, -2, 1)$. Then $\Phi_{(-1, 4)} = \frac{e^{4x} - e^{-x}}{3}$ and $\Phi_{(-2, 1)} = \frac{e^x - e^{-2x}}{3}$ and it is easy to verify that

$$\Phi_{(-1, 4, -2, 1)} = \frac{1}{10} e^{-x} - \frac{1}{18} e^x - \frac{1}{18} e^{-2x} + \frac{1}{90} e^{4x}.$$  

Then

$$\tau(x) = \frac{-\sigma(-x)}{\rho_0(x)} = \frac{\left( \frac{1}{10} e^{-x} - \frac{1}{18} e^x - \frac{1}{18} e^{-2x} + \frac{1}{90} e^{4x} \right) e^{-2x}}{\frac{1}{15} e^{-2x} - \frac{1}{90} e^{3x} - \frac{1}{9} e^{-3x} + \frac{1}{30} e^{-5x} + \frac{1}{45}}.$$  

Then $\tau(x)$ has a local maximum at $x = 0$ and $\tau(x)$ is bounded by $\frac{1}{2}$. Note that $\Lambda_3$ is not symmetric as the following graph shows.
For the frequencies $0, 0, b, -b$ one can form the vectors $\Lambda_1 = (0, 0, b, -b)$ and $\Lambda_2 = (b, -b, 0, 0)$, and $\Lambda_3 = (0, -b, 0, b)$ and $\Lambda_4 = (0, b, 0, -b)$. For $\Lambda_1$ and $\Lambda_2$ we have proved strict diagonal dominance with factor $\frac{1}{2}$. Cases $\Lambda_3$ and $\Lambda_4$ are identical if we replace $b$ by $-b$. We show that also in this case we have strict diagonal dominance:

**Proposition 26** If $\Lambda_3 = (0, b, 0, -b)$ for real $b \neq 0$ then $R_{j,j-1} + R_{j,j+1} < R_{j,j}$ for all $t_1 < \ldots < t_n$, i.e. $R$ is strictly diagonally dominant.

**Proof.** For $b \neq 0$ we have $\Phi(0, b, 0, -b)(x) = e^{bx} - \frac{1}{b}$ and $\Phi(0, -b)(x) = e^{-bx} - \frac{1}{b}$, and

$$\Phi(0, b, 0, -b) = \frac{1}{b^2} \left( \frac{1}{b} \sinh bx - x \right)$$

and

$$\sigma(x) = \frac{\sinh bx - bx}{b^2 x \sinh bx}.$$

A calculation shows that

$$\rho_0(x) = \frac{(\cosh bx - 1) (e^{bx} - 1) - (\sinh bx - bx) e^{bx}}{b^3} = f(bx),$$

where $f(x) = (\cosh x - 1) (e^x - 1) - (\sinh x - x) e^x$. Note that $f'(x) = x e^{x} - \sinh x$ is positive for $x > 0$ (note that $g = f'$ in $E(1, 1, -1)$ and it has a double zero at $x = 0$, so it has no more zeros). It follows that $\rho(x) > 0$ for all $x > 0$ and $-\rho(-x) > 0$ for all $x > 0$. We apply Theorem 14 and we have to estimate

$$\frac{-\sigma(-x)}{\rho(x)} = \frac{\Phi(0, b, 0, -b)(x)}{\rho_0(x)} = \frac{b \sinh bx - bx}{(\cosh bx - 1) (e^{bx} - 1) - (\sinh bx - bx) e^{bx}} = g(bx)$$

for all $x \in \mathbb{R}$ where

$$g(x) = \frac{\sinh x - x}{(\cosh x - 1) (1 - e^{-x}) - (\sinh x - x) e^{-x}}.$$

The behavior of the function $g$ is demonstrated in the following graph:
If we allow complex frequencies we still obtain strict diagonal dominance, but again with weaker constants:

**Proposition 27** Let $0 < \delta \leq \pi$. Then for $\Lambda_3 = (0, 0, -i\beta, i\beta)$ with $\beta > 0$ we have

$$R_{j,j-1} + R_{j,j+1} \leq \frac{\sin \delta - \delta}{\delta \cos \delta - \sin \delta} R_{j,j} < R_{j,j}$$

for all $t_1 < ... < t_n$ such that $\beta(t_{j+1} - t_j) \leq \delta$ for $j = 1, ..., n - 1$.

**Proof.** Clearly $\Phi(\lambda_0, \lambda_1)(x) = x$ is positive for all $x > 0$, and

$$\Phi(\lambda_2, \lambda_3)(x) = \frac{1}{\beta} \sin \beta x$$

is positive for all $x \in (0, \pi/\beta)$. Note that

$$\Phi(0, 0, -i\beta, i\beta)(x) = \frac{1}{\beta^3} (\beta x - \sin \beta x)$$

is positive for all $x > 0$ since the function $x - \sin x$ is positive for all $x > 0$. Then

$$\sigma(x) = \frac{\sin \beta x - \beta x}{\beta x \cos \beta x - \sin \beta x} = f(\beta x)$$

where

$$f(x) := \frac{\sin x - x}{x \cos x - \sin x} \quad (46)$$

satisfies $\lim_{x \to 0^+} f(x) = \frac{1}{2}$ which is obtained by applying three times the l’Hospital’s rule.

The function (46) is positive in $(0, \pi)$ because $\sin x - x < 0$ for $x > 0$, $x < \tan x$ with $\cos x > 0$ on $(0, \pi/2)$ and $\cos x < 0, \sin x > 0$ on $(\pi/2, \pi)$. 25
We next show that it is increasing in \((0, \pi)\). We first note that \(f'(\pi) = 2/\pi > 0\), i.e. \(f(\cdot)\) is increasing around \(x = \pi\). Hence, to establish that it is increasing in \((0, \pi)\), it suffices to show that it is monotone in this interval. Aiming at contradiction, suppose that there exist \(x_1 < x_2 \in (0, \pi)\) such that
\[
\frac{\sin x_j - x_j}{x_j \cos x_j - \sin x_j} = C > 0 \quad \text{for} \quad j = 1, 2.
\]
Then
\[
F(x) = \sin x - x - C(x \cos x - \sin x)
\]
vanishes at \(x_1\) and \(x_2\), and clearly \(F\) has a zero of order 3 at 0. By the theorem of Rolle
\[
G(x) = \frac{d^2}{dx^2} \left( (\sin x - x) - C(x \cos x - \sin x) \right) = C \sin x - \sin x + Cx \cos x
\]
has at least two zeros, say \(y_1 < y_2\), in \((0, \pi)\). Define \(H(x) = x \cot x\). Then
\[
H(y_j) = \frac{1 - C}{C}
\]
for \(j = 1, 2\). But the function \(H(x) = x \cot x\) is decreasing on \((0, \pi)\) because
\[
H'(x) = \frac{\sin x \cos x - x}{\sin^2 x} = \frac{1}{2} \sin 2x - x.
\]
The numerator is a function vanishing at \(x = 0\) and having derivative \(\cos 2x - 1 < 0\), i.e. the numerator is negative in \((0, \pi)\) which yields \(H'(x) < 0\) in \((0, \pi)\), i.e. \(H(\cdot)\) is decreasing in this interval. But this contradicts \((47)\). Hence, \(H(\cdot)\) is increasing in \((0, \pi)\). This yields
\[
\frac{\sigma(x)}{-\rho(-x)} \leq \frac{\sin \delta - \delta}{\delta \cos \delta - \sin \delta} =: M_\delta
\]
for all \(x \in [0, \delta/\beta]\). Note that \(M_\pi = 1\). □

6 Positivity properties of the matrix \(R\)

In this section we shall show that the entries in (11) and (12) are positive numbers provided that \(\lambda_0, ..., \lambda_3\) are real numbers. In combination with the fact that a strictly diagonally dominant matrix with non-negative entries is positive definite, one deduce from these results sufficient criteria for the positive-definiteness of the matrix \(R\) which we will not formulate explicitly here.
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For a simple proof of the positivity of entries in (11) and (12) the next Theorem 28 will be very useful. It states the crucial fact that $\rho_0$, the numerator of $\rho(x)$ defined in (37), is an exponential polynomial which depends only on five frequencies, so $\rho_0$ is in the vector space

$$E(\lambda_0 + \lambda_2, \lambda_0 + \lambda_3, \lambda_1 + \lambda_2, \lambda_1 + \lambda_3, \lambda_0 + \lambda_1).$$

This is surprising since the definition of $\rho_0(x)$ is based on the products $\Phi(\lambda_0, \ldots, \lambda_3)\Phi'(\lambda_0, \lambda_1)$ and $\Phi'(\lambda_0, \ldots, \lambda_3)\Phi(\lambda_0, \lambda_1)$ which are clearly exponential polynomials with frequencies $\lambda_j + \lambda_k$ where $j = 0, \ldots, 3$ and $k = 0, 1$. Thus it is an obvious fact that $\rho_0$ can be written as an exponential polynomial with 8 frequencies.

**Theorem 28** Let $(\lambda_0, \lambda_1, \lambda_2, \lambda_3) \in \mathbb{C}^4$ and define $D_\lambda f = f' - \lambda f$. Then

$$D_{\lambda_1 + \lambda_0}\rho_0(x) = \Phi(\lambda_0, \lambda_1)(x)\Phi(\lambda_2, \lambda_3)(x).$$

Moreover, $\rho_0$ is an exponential polynomial contained in (48) satisfying the initial conditions $\rho_0^{(j)}(0) = 0$ for $j = 0, 1, 2$ and $\rho_0^{(3)}(0) = 2$ and $\rho_0^{(4)}(0) = 5\lambda_0 + 5\lambda_1 + 3\lambda_2 + 3\lambda_3$.

**Proof.** It is trivial to see that

$$\rho_0 = D_{\lambda_0}\Phi(\lambda_0, \ldots, \lambda_3)\Phi'(\lambda_0, \lambda_1) - \Phi(\lambda_0, \ldots, \lambda_3)\Phi(\lambda_0, \lambda_1)\cdot D_{\lambda_0}\Phi(\lambda_0, \lambda_1).$$

Using that

$$D_{(\lambda + \mu)}(fg) = D_\lambda f \cdot g + f \cdot D_\mu$$

it follows that

$$D_{\lambda_1 + \lambda_0}\rho_0 = D_{\lambda_1}D_{\lambda_0}\Phi(\lambda_0, \ldots, \lambda_3)\Phi(\lambda_0, \lambda_1) + D_{\lambda_0}\Phi(\lambda_0, \ldots, \lambda_3)\cdot D_{\lambda_0}\Phi(\lambda_0, \lambda_1)
- D_{\lambda_0}\Phi(\lambda_0, \ldots, \lambda_3)\Phi(\lambda_0, \lambda_1)\cdot D_{\lambda_1}D_{\lambda_0}\Phi(\lambda_0, \lambda_1).$$

The last summand is zero, the second and third summand cancel. Since $D_{\lambda_1}D_{\lambda_0}\Phi(\lambda_0, \ldots, \lambda_3) = \Phi(\lambda_2, \lambda_3)$ by (19) we conclude that

$$D_{\lambda_1 + \lambda_0}\rho_0(x) = \Phi(\lambda_2, \lambda_3)(x)\Phi(\lambda_0, \lambda_1)(x).$$

We look now at the derivatives of $\rho_0$. We know that

$$D_{\lambda_1 + \lambda_0}\rho_0 = \rho_0' - (\lambda_0 + \lambda_1)\rho_0 = \Phi(\lambda_0, \lambda_1)\Phi(\lambda_2, \lambda_3).$$
Further we know that \( \rho_0^{(j)} (0) = 0 \) for \( j = 0, 1, 2 \). Then

\[
\rho_0^{(4)} = (\lambda_0 + \lambda_1) \rho_0^{(2)} + \Phi''_{(\lambda_0, \lambda_1)} (x) + 2 \Phi'_{(\lambda_0, \lambda_1)} (x) + \Phi_{(\lambda_0, \lambda_1)} (x).
\]

Since \( \rho_0^{(2)} (0) = 0 \) and \( \Phi_{(\lambda_0, \lambda_1)} (0) = 0 \) we have

\[
\rho_0^{(4)} (0) = 2 \Phi'_{(\lambda_0, \lambda_1)} (0) \Phi_{(\lambda_2, \lambda_3)} (0) = 2
\]

Further by Leibniz’s rule

\[
\rho_0^{(4)} = (\lambda_0 + \lambda_1) \rho_0^{(3)} + \Phi''_{(\lambda_0, \lambda_1)} (x) + 3 \Phi'_{(\lambda_0, \lambda_1)} (x) + \Phi_{(\lambda_0, \lambda_1)} (x),
\]

and we obtain

\[
\rho_0^{(4)} (0) = 2 (\lambda_0 + \lambda_1) + 3 (\lambda_0 + \lambda_1) + 3 (\lambda_2 + \lambda_3) = 5 (\lambda_0 + \lambda_1) + 3 (\lambda_2 + \lambda_3).
\]

\[\blacksquare\]

**Theorem 29** Suppose that \( \lambda_0, \ldots, \lambda_3 \) are real numbers. Then the values \( \sigma (x) \) and \( -\sigma (-x) \), and \( \rho (x) \) and \( -\rho (-x) \) are positive for all \( x > 0 \).

**Proof.** We know that \( \Phi_{(\lambda_0, \ldots, \lambda_3)} (x) > 0 \) for all \( x > 0 \) whenever \( \lambda_0, \ldots, \lambda_3 \) are real, and therefore

\[
\sigma (x) = \frac{\Phi_{(\lambda_0, \ldots, \lambda_3)} (x)}{\Phi_{(\lambda_0, \lambda_1)} (x) \Phi_{(\lambda_2, \lambda_3)} (x)} > 0
\]

for all \( x > 0 \). Further on, for \( x > 0 \) we have

\[
\sigma (-x) = \frac{\Phi_{(\lambda_0, \ldots, \lambda_3)} (-x)}{\Phi_{(\lambda_0, \lambda_1)} (-x) \Phi_{(\lambda_2, \lambda_3)} (-x)} = \frac{(-1)^3 \Phi_{(-\lambda_0, \ldots, -\lambda_3)} (-x)}{\Phi_{(-\lambda_0, -\lambda_1)} (-x) \Phi_{(-\lambda_2, -\lambda_3)} (-x)} < 0.
\]

Note that \( \rho_0 \) is a real-valued function. By Theorem 28 we have

\[
\frac{d}{dx} \left( \rho_0 (x) e^{(\lambda_0 + \lambda_1) x} \right) = e^{(\lambda_0 + \lambda_1) x} \left( D_{\lambda_0 + \lambda_1} (\rho_0 (x)) = \Phi_{(\lambda_0, \lambda_1)} (x) \Phi_{(\lambda_2, \lambda_3)} (x). \right)
\]

Note that \( \Phi_{(\lambda_0, \lambda_1)} (x) \) and \( \Phi_{(\lambda_2, \lambda_3)} (x) \) are positive for \( x > 0 \), and negative for \( x < 0 \). Thus \( \Phi_{(\lambda_0, \lambda_1)} (x) \Phi_{(\lambda_2, \lambda_3)} (x) > 0 \) for all \( x \neq 0 \). Hence the function \( \rho_0 (x) e^{(\lambda_0 + \lambda_1) x} \) is increasing for \( x > 0 \) and since \( \rho_0 (0) = 0 \) it follows that \( \rho_0 (x) > 0 \) for all \( x > 0 \), and \( \rho_0 (x) < 0 \) for all \( x < 0 \). \[\blacksquare\]

**Corollary 30** Suppose that \( \lambda_0, \ldots, \lambda_3 \) are real numbers. Then the entries \( R_{j,j} \), as well as \( R_{j,j-1} \) and \( R_{j,j+1} \) are positive numbers for all \( t_j < \ldots < t_n \).
7 Symmetry properties

Since in the polynomial case the matrix $R$ is symmetric, it is natural to investigate about the symmetry in the more general case. In the present section we study some symmetry properties of the matrix $R$ and of the functions $\rho$ and $\sigma$.

**Theorem 31** Let $\Lambda_3 = (\lambda_0, ..., \lambda_3)$ be given. Then the following statements are equivalent:

a) $\Lambda_3$ is symmetric.

b) $\sigma(x)$ is odd.

c) The matrix $R$ for is symmetric for any choices of interpolation points $t_1 < ... < t_n$.

d) $\Phi_{(\lambda_0, \lambda_1, \lambda_2, \lambda_3)}(x)$ is odd.

**Proof.** For $a) \rightarrow b)$ assume that $\Lambda_3$ is symmetric. Then $\sigma(x)$ is odd since by Proposition 7

$$\sigma(-x) = \frac{\Phi_{(\lambda_0, ..., \lambda_3)}(-x)}{\Phi_{(\lambda_0, \lambda_1)}(-x)\Phi_{(\lambda_2, \lambda_3)}(-x)} = \frac{-\Phi_{(\lambda_0, ..., \lambda_3)}(x)}{\Phi_{(\lambda_0, \lambda_1)}(x)\Phi_{(\lambda_2, \lambda_3)}(x)} = -\sigma(x).$$

For $b) \rightarrow c)$ assume that $\sigma$ is odd. Then $R$ is symmetric since by (12)

$$R_{j,j+1} = \sigma(t_{j+1} - t_j) = -\sigma(-(t_{j+1} - t_j)) = R_{j+1,j}.$$ 

For $c) \rightarrow d)$ assume that $R$ is symmetric for any choices of interpolation points $t_1 < ... < t_n$. It follows that that the function $\sigma(x)$ is odd. According to (23) we can write

$$\sigma(x) = \Phi_{(\lambda_0, ..., \lambda_3)}(x)e^{-\left(\lambda_0 + \lambda_1 + \lambda_2 + \lambda_3\right)x/2}$$

where $\psi_{(\lambda_0, \lambda_1)}(x)\psi_{(\lambda_2, \lambda_3)}(x)$ is even. Since $\sigma$ is odd it follows that

$$\varphi(x) = \Phi_{(\lambda_0, ..., \lambda_3)}(x)e^{-\left(\lambda_0 + \lambda_1 + \lambda_2 + \lambda_3\right)x/2}$$

is odd. Note that $\varphi(\cdot)$ has a zero of order 3 at $x = 0$. If $\varphi(\cdot)$ is odd then the even derivatives are zero, so $\tau^{(4)}(0) = 0$. According to Proposition 4 in [17] we have

$$\Phi_{(\lambda_0, ..., \lambda_3)}^{(4)}(0) = \lambda_0 + \lambda_1 + \lambda_2 + \lambda_3.$$
Using Leibniz’s formula we obtain

\[ \varphi^{(4)}(0) = 4 \sum_{k=0}^{4} \binom{4}{k} \Phi_{(\lambda_0,\ldots,\lambda_3)}(0) \left(- (\lambda_0 + \lambda_1 + \lambda_2 + \lambda_3) / 2\right)^{(4-k)} \]

\[ = 4 \left(- (\lambda_0 + \lambda_1 + \lambda_2 + \lambda_3) / 2\right)^{(4-4)} + \Phi_{(\lambda_0,\ldots,\lambda_3)}(0) \]

\[ = (\lambda_0 + \lambda_1 + \lambda_2 + \lambda_3)(-2 + 1) . \]

Since \( \varphi^{(4)}(0) = 0 \) it follows that \( \lambda_0 + \lambda_1 + \lambda_2 + \lambda_3 = 0 \). Hence \( \Phi_{(\lambda_0,\ldots,\lambda_3)}(\cdot) \equiv \tau(\cdot) \) is odd.

For \( d \to a \) assume that \( \Phi_{(\lambda_0,\ldots,\lambda_3)}(\cdot) \) is odd. Write

\[ \Phi_{(\lambda_0,\ldots,\lambda_3)}(x) = \sum_{k=0}^{l} P_k(x)e^{\lambda_kx} . \]

where \( l \) is an integer between 0 and 3, \( P_k(\cdot) \) are nontrivial polynomials and \( \lambda_k \neq \lambda_j \) for \( k \neq j \). The fact that \( \Phi_{(\lambda_0,\ldots,\lambda_3)}(\cdot) \) is odd yields

\[ \sum_{k=0}^{l} P_k(x)e^{\lambda_kx} + \sum_{k=0}^{l} P_k(-x)e^{-\lambda_kx} \equiv 0 . \]

From here one easily obtains that the \( \lambda \)-s have to be pairwise opposite to each other. \( \blacksquare \)

It would be interesting to know when \( \rho(x) \) is odd.

**Theorem 32** Let \( \lambda_3 = (\lambda_0,\ldots,\lambda_3) \) be given. Then the function \( \rho(x) \) is odd if and only if \( \lambda_0 + \lambda_1 = \lambda_2 + \lambda_3 \).

**Proof.** Corollary [16] shows the necessity. For the converse, we see at first by Proposition [7] that

\[ \rho(-x) = \frac{\rho_0(-x)}{\Phi_{(\lambda_0,\lambda_1)}(-x)\Phi_{(\lambda_2,\lambda_3)}(-x)} = \frac{\rho_0(-x)e^{(\lambda_0+\lambda_1+\lambda_2+\lambda_3)x}}{\Phi_{(\lambda_0,\lambda_1)}(x)\Phi_{(\lambda_2,\lambda_3)}(x)} . \]

Thus \( \rho(x) \) is odd if and only if

\[ \rho_0(-x)e^{(\lambda_0+\lambda_1+\lambda_2+\lambda_3)x} = -\rho_0(x) . \]

From Theorem [28] it is easy to see that the exponential polynomial

\[ g(x) = \rho_0(-x)e^{(\lambda_0+\lambda_1+\lambda_2+\lambda_3)x} . \]
where the last exponent stems from the calculation \(- (\lambda_0 + \lambda_1) + \lambda_0 + \lambda_1 + \lambda_2 + \lambda_3 = \lambda_2 + \lambda_3\). Our assumption ensures that \(g(x)\) and \(h(x) := -\rho_0(x)\) are in the same exponential space \(\mathfrak{E}\). In order to prove that \(g\) and \(h\) are identical it suffices to show that \(g^{(j)}(0) = h^{(j)}(0)\) for \(j = 0, 1, 2, 3, 4\). Clearly this is true for \(j = 0, 1, 2\), and clearly
\[
g''(0) = (-1)^3 \rho''_0(0) = -2 = h''(0).
\]
Further we see that
\[
g^{(4)}(0) = \rho^{(4)}_0(0) + \binom{4}{3} (-1) 2 \rho^{(3)}_0(0) (\lambda_0 + \lambda_1 + \lambda_2 + \lambda_3)
\]
\[= -3\lambda_0 - 3\lambda_1 - 5\lambda_2 - 5\lambda_3\]
where we used that \(\rho^{(4)}_0(0) = 5\lambda_0 + 5\lambda_1 + 3\lambda_2 + 3\lambda_3\), and we see that \(g^{(4)}(0) = -\rho^{(4)}_0(0) = h^{(4)}(0)\). The proof is accomplished. 
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