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Abstract

Induction motor (IM) is commonly used in various industrial applications. Reliable online IM health condition monitoring systems are critically needed in industries to improve operational accuracy and safety of the IMs and the machinery. A new evolving algorithm is proposed to provide more decision-making transparency, as well as better classification and processing efficiency. The effectiveness of the developed intelligent classifier is examined by simulation and experimental tests.

Keywords

Evolving Fuzzy Classifier, Clustering, Automatic Fault Diagnostics, Induction Motors

1. Introduction

Induction motors (IMs) are widely used in industrial applications such as pumping stations, manufacturing facilities, electric vehicles, etc. IMs have simple construction and high efficiency relative to other types of motors [1]. On the other hand, IMs consume about 40% of the electrical power generated in the world [2]; consequently, there is a strong incentive to ensure that IMs operate efficiently and do not break down unexpectedly. To achieve this goal, research has been conducted over decades to develop technologies and tools to detect IM faults at their incipient stage, prior to reaching more serious levels, so as to prevent performance degradation, malfunction, or even catastrophic failures of the IMs and the related driven facilities. This active monitoring process is known as condition monitoring [3], which serves as a form of predictive maintenance strategy. IM defects include imperfections in support rolling element bearings, stator systems, rotor bars, etc. Condition monitoring should be performed piece
by piece to improve accuracy. This work focuses on broken rotor bar fault diagnostics.

An IM health condition monitoring system consists of three general modules: 1) data acquisition, 2) fault feature extraction, and 3) automatic diagnostic classification. This work focuses on the automatic diagnostic classification.

Pattern classification is a means to classify features obtained by appropriate signal processing techniques into different IM health categories. To automatically perform pattern classification, multiple soft-computing-based methods have been proposed in literature, such as support vector machines [4], principle component analysis [5], k-nearest-neighbors, and artificial neural networks [6]. However, these methods have a disadvantage of being black box processing where its decision-making process is either unclear or the results are difficult to explain, and hence is less suitable for IM fault diagnosis in industrial applications.

An adaptive neuro-fuzzy-inference-system (ANFIS), has a clear decision-making process by using linguistic fuzzy reasoning structure [7]. It uses error back-propagation to automatically adjust fuzzy inference system (FIS) parameters with its training data. However, expertise is required to set up the number of membership functions (MFs) in advance and for training error control. For example, if a user-specified error threshold is too low, it tends to lead to overtraining. Under these conditions, the FIS cannot accurately assess subsequent testing inputs if these inputs have a large divergence from the training data [8]. In addition, if dynamics of the monitored system change dramatically, parameter adjustment alone may not ensure an ANFIS classifier to have a reasonable decision-making accuracy.

To solve the parameter and expertise-related problems of ANFIS-based classifiers, an evolving FIS system can be used for classification, where both system parameters and linguistic fuzzy reasoning structure are evolved iteratively. Such clustering can be achieved with evolutionary algorithms based on measures such as data potential (a measure of data density) [9] [10]. However, the basis of this data potential calculation on a previous datapoint at \((k - 1)\) may cause the resulting clusters to be less accurate since they do not reflect the most recent datapoint at \(k\). In addition, aggressive clustering schemes can cause overly-simplified reasoning structures which in turn, generate a deficit of rules that cannot adequately describe all the possible output classes.

Insufficient reasoning structures will reduce the interpretability of the diagnostic results, which in turn decrease the clarity of reasoning behind false or missed alarms.

To tackle the aforementioned problems, an evolving fuzzy (EF) classifier is developed in this work to integrate features from several fault detection techniques for a more reliable IM rotor bar fault diagnosis. It is new in the following aspects: 1) A new updated clustering algorithm is proposed for an evolving fuzzy system; 2) a new strategy is suggested to implement the proposed EF classifier for an IM rotor bar condition monitoring application.
The remainder of this paper is organized as follows. Section 2 discusses the development of the EF classifier. The effectiveness of the proposed technology is verified in Section 3. Some concluding remarks are summarized in Section 4.

2. The Proposed EF Classifier

A first-order Takagi-Kang-Sugeno (TSK-1) fuzzy inference architecture is selected as the reasoning platform in this proposed EF classifier, due to its ability in effective data modeling [7]. For such an intelligent system to be functional, two general processes must be completed, a training phase followed by performance evaluation. These processes will be detailed in the proceeding sections.

2.1. System Training Overview

The procedure for training an EF system is illustrated in Figure 1.

The training procedures can be described in the following steps:
1) Cluster inputs with an evolutionary algorithm.
2) Project clusters into fuzzy MFs.
3) Process inputs with MFs to determine each rule’s firing strength.
4) Normalize all firing strengths, as a measure of the rules’ contributions to the final output.
5) Formulate an input matrix by multiplying normalized firing strengths and inputs into a TSK-1 model.
6) Update the TSK-1 consequent parameters using available training data pairs.

Assume that an input to the fuzzy classifier has the form \( x(j, k) \), where \( j = 1, 2, \ldots, J \), and \( J \) is the number of dimensions or attributes of the input; \( k = 1, 2, \ldots, K \) represents the instance of normalized data point inputs to the classifier system. Each output class (i.e., healthy motor, faulty motor) corresponds to one or more rules in the fuzzy system. As an illustration, consider a fuzzy classifier with only two dimensions or \( j = 1, 2 \). Then the \( \text{th} \) rule, \( R_j \), can be represented as [7] [8]:

\[
R_j : \quad \text{IF } \left[ x(1, k) \text{ is } M_{F_1}(1) \right] \text{ AND } \left[ x(2, k) \text{ is } M_{F_2}(2) \right] \quad \text{THEN } y(k) \text{ is } O_j(k) \quad (1)
\]

where \( O_j(k) \) is the classifier output of rule \( R_j \); \( M_{F_i} \) is a fuzzy MF representing a degree of belongingness of an input along the \( i \)th dimension. Details for obtaining the results of the fuzzy classifier will be discussed in the proceeding sections.

2.2. Input Clustering

The clustering takes two steps: 1) evolve cluster centers, and 2) compute cluster spreads after evolution. The clustering in the input spaces can be achieved with an evolutionary algorithm based data potential, a measure of data density. Based on the fundamental definition of potential in [9], a recursive computation of the data potential is proposed as:
Figure 1. Training with respect to system layers.

\[ P(k) = \frac{k}{k \left[ 1 + \sum_{j=1}^{k} x(j,k)^2 \right] - 2 \sum_{j=1}^{k} x(j,k) B(k) + D(k)} \]  

where,

\[ B(k) = \sum_{a=1}^{k-1} x(j,a) + x(j,k) \]  

and,

\[ D(k) = \sum_{a=1}^{k} \sum_{j=1}^{k} \left[ x(j,a)^2 + x(j,k)^2 \right] \]  

\( B(k) \) and \( D(k) \) are variables representing the relationship between the previous datapoints up to \( k-1 \), and the present data point at \( k \).

In cluster center identification, from Equation (2), the initial (i.e., the first) cluster center is established at the first datapoint. With subsequent datapoints, the potential of the \( m \)th existing cluster center can be recursively updated by:

\[ P_m(k) = \frac{k}{k \left[ 1 + \sum_{j=1}^{k} x(j,c_m)^2 \right] - 2 \sum_{j=1}^{k} x(j,c_m) B(k) + D(k)} \]  

where \( x(j,c_m) \) is the datapoint corresponding to a cluster center.

A new cluster center is established when the data potential at datapoint \( k \), \( P(k) \) is larger than the data potential of any other existing cluster center, or \( \exists m = 1,2, \cdots, P(k) \geq P_m(k) \). Once the data potential and cluster centers of every datapoint have been computed, the spread is determined with an algorithm [10] expressed as:

\[ \sigma_m = \sqrt{\frac{\sum_{j=1}^{k} \sum_{s=1}^{k} \left[ x(j,c_m) - x(j,s) \right]^2}{S_j}} \]  

where \( S_j \) is the data scatter, or the number of datapoints that have the shortest Euclidean distance to a cluster center \( x(j,c_m) \). From the known training output data, each cluster center is assigned to its respective class, for example, the cluster “1” represents a healthy motor condition, cluster “2” represents a faulted motor condition, etc.

Once the initial cluster centers and spreads have been computed, post-processing is undertaken to generate a single representative cluster per rule.
2.3. Membership Function and Firing Strength Formulation

To perform fuzzy reasoning, the inputs are fuzzified with Gaussian MFs, expressed as:

$$M_{Fi}(j) = \exp \left( -\frac{(x(j,k) - x(j,c_i))^2}{2\sigma^2_m} \right) \in (0,1],$$  \hspace{1cm} (7)

where $i = 1, 2, \cdots, I$ is the rule associated with a cluster. From Equation (7), the MFs are derived from the cluster centers and spreads. To implement the fuzzy reasoning structure of Equation (1), the firing strength of the $i$th rule, $w_i(k)$, is as follows:

$$w_i(k) = \min \{M_{Fi}(1), M_{Fi}(2), \cdots, M_{Fi}(J)\},$$  \hspace{1cm} (8)

where the min operator is a fuzzy $t$-norm operator (e.g., AND) [8].

2.4. Consequent Parameters for the Evolving Fuzzy Inference System

The output of the classifier system, $O(k)$, is computed as:

$$O(k) = \sum_{i=1}^{I}\{\overline{w}_i(k) f_i[x(j,k)]\}; \quad \overline{w}_i(k) = w_i(k)/\sum_{i,m} w_i(k),$$  \hspace{1cm} (9)

where $\overline{w}_i(k)$ is the normalized firing strength, which represents the contribution of the firing strength of the $i$th rule to the output. $f_i$ is the TSK-1 consequent function of the $i$th rule, represented as:

$$f_i[x(j,k)] = C_{i0} + \sum_{j=1}^{J} x(j,k) C_{ij},$$  \hspace{1cm} (10)

where $C_{i0}, C_{i1}, \cdots, C_{iJ}$ are the consequent parameters of the $i$th rule of the EF classifier. These unknown linear consequent parameters can be estimated by training. For example, if $T(k)$ is the target of the $i$th, training data pair, then:

$$T(k) = \sum_{i=1}^{I}\{\overline{w}_i(k) f_i[x(j,k)]\},$$  \hspace{1cm} (11)

which can be expanded to,

$$T(k) = \begin{bmatrix} \overline{w}_1(k) & \overline{w}_1 x(1,k) & \cdots & \overline{w}_j x(1,k) & \cdots & \overline{w}_j x(J,k) \\ \vdots & \vdots & \ddots & \vdots & \overline{w}_j x(1,k) & \cdots & \overline{w}_j x(J,k) \end{bmatrix} \begin{bmatrix} C_{i0} & C_{i1} & \cdots & C_{iJ} \end{bmatrix}^T.$$  \hspace{1cm} (12)

Equation (12) can be represented in a matrix/vector form:

$$\tilde{T} = \tilde{Z}\tilde{C},$$  \hspace{1cm} (13)

where $\tilde{T}$, $\tilde{Z}$, and $\tilde{C}$ are the target vector, input matrix, and consequent parameter vector, respectively. Since $Z$ is likely a non-square matrix and its inverse may not be computed directly, the singular value decomposition (SVD) will be used to solve for $\tilde{C}$. The SVD breaks down the $Z$ matrix into three components:

$$Z = UDV^T,$$  \hspace{1cm} (14)

where $U$ and $V$ are the respective left and right singular values, and $D$ are the...
singular eigenvalues of \( Z \). From Equation (14), the Moore-Penrose pseudoinverse [11] is computed by,

\[
Z^+ = VD^*U^T,
\]

(15)

where \( D^* \) is the reciprocal of all non-zero elements of \( D \). With Equation (15), the consequent parameters \( \tilde{C} \) can then estimated by

\[
Z^+\tilde{T} = Z^+Z\tilde{C} \approx \tilde{C}.
\]

(16)

It is noted that the entire training process is one-pass, without the need for a back propagation of error. Upon solving the consequent parameters of Equation (16), it is applied to Equation (9)-(10) for the testing inputs to determine the EF classifier’s output.

3. Performance Evaluation

The effectiveness of the proposed EF classifier is first assessed with benchmark datasets [12] by simulation. Then it is implemented for IM rotor bar condition monitoring. For comparison, variants of both the proposed and evolving fuzzy classifier proposed in [9] will be evaluated. The variants differ primarily based on the requirements to form clusters: 1) Loose clustering: New clusters are formed when the data potential is larger than any existing cluster center [10];

2) Strict clustering: New clusters are formed when the data potential is larger than all existing cluster centers [9].

The classifiers evaluated will be represented as follows:

• Classifier #1: The proposed EF classifier using the proposed clustering algorithm and a loose clustering variant;

• Classifier #2: A comparison classifier, using the EF clustering algorithm and a strict clustering scheme;

• Classifier #3: A comparison classifier using a classical clustering algorithm and a loose clustering scheme;

• Classifier #4: A comparison classifier using a classical clustering algorithm and a strict clustering scheme.

3.1. Simulation, Iris and Wine Datasets

The Iris and wine datasets have four and thirteen inputs respectively, representing pertinent physical measurements, with more details found in Reference [12]. Both datasets have three outputs, representing the different classes of iris flower or wine types. The datasets used for simulation are summarized in Table 1.

**Table 1.** Summary of datasets used for simulation.

| Dataset  | Number of classifications | Number of attributes | Total Number of datapoints used |
|----------|---------------------------|----------------------|---------------------------------|
| Iris [12] | 3                         | 4                    | 150                             |
| Wine [12] | 3                         | 13                   | 144                             |
3.1.1. Clustering and Identified Fuzzy Model

The data and clustering across all attributes in one representative trial with the iris dataset are shown in Figure 2. It can be observed that the clusters closely correspond to the original data, showing clear distinctions between the different classes. Based on these clustering results, the resulting recognized fuzzy model is shown in Figure 3.

3.1.2. Comparison and Discussion

Results across the simulated datasets are shown in Table 2.

Table 2. Summary of results for the Iris and Wine datasets each with 36 test samples per trial. All results are averaged over 100 trials.

| Evolving Fuzzy Classifier Variant | Dataset                      | Average          |
|----------------------------------|------------------------------|------------------|
|                                  | Iris                         | Wine             |
| Class #1                         | Proposed (loose clustering)  | Accuracy (%)     | 99.81 | 94.92 |
|                                  |                              | No. of clusters (average) | 2.99  | 2.95  |
|                                  |                              | Classes represented (%) | 99.67 | 98.33 |
|                                  |                              | Time/Sample (us)    | 84.95 | 91.74 |
|                                  |                              | Accuracy (%)        | 99.97 | 90.89 |
| Class #2                         | Comparison (strict clustering) | No. of clusters (average) | 2.02  | 1.27  |
|                                  |                              | Classes represented (%) | 67.33 | 42.33 |
|                                  |                              | Time/Sample (us)    | 78.01 | 84.78 |
|                                  |                              | Accuracy (%)        | 99.67 | 97.25 |
| Class #3                         | Comparison (loose clustering) | No. of clusters (average) | 26.10 | 18.81 |
|                                  |                              | Classes represented (%) | 99.33 | 95.67 |
|                                  |                              | Time/Sample (us)    | 119.95| 127.79|
|                                  |                              | Accuracy (%)        | 99.92 | 91.06 |
| Class #4                         | Comparison (strict clustering) | No. of clusters (average) | 5.26  | 3.66  |
|                                  |                              | Classes represented (%) | 66.67 | 41.00 |
|                                  |                              | Time/Sample (us)    | 89.02 | 95.58 |

Figure 2. (a) Training data; (b) Resultant clusters of the iris dataset, where green, red, and black, correspond to the three flower types.
From these processing results, the accuracy of the proposed Classifier #1 is comparable to that of Classifiers #2, #3 and #4, but with additional significant advantages. Although Classifier #2 takes less processing times than Classifier #1, due to its the generation of fewer clusters, its resulting clusters do not sufficiently represent the classes, with much lower class representation. As a result, Classifier #2 does not have a fully transparent fuzzy rule base for decision making. Furthermore, the proposed Classifier #1 outperforms Classifiers #3 and #4, in terms of class representation, with a significant advantage of having a more transparent rule base. In addition, Classifier #1 has lower processing times than #3 and #4 due to having fewer clusters.

The proposed EF Classifier #1 demonstrates improvement in terms of processing time and class representation of the clusters, making it more suitable for an IM condition monitoring application as will be discussed in the next section. Hence, the proposed EF classifier has been successfully validated with simulation results.

### 3.2. IM Condition Monitoring for Rotor Bar Fault Diagnosis

#### 3.2.1. Experimental Setup

Five fractional horsepower IMs are tested, with varying defects: healthy #1, healthy #2, 1-bar, 2-bar, 3-bar fault tested under 4 loading conditions: decoupled, low, medium, and heavy load. These defects are representative of a motor with a gradually worsening state prior to reaching a catastrophic failure condition. In addition, the tests are conducted under 2 line frequencies of 50 Hz and 60 Hz, respectively. Data acquisition is performed with split-core current transformers with a custom-built wireless data acquisition system sampling 64,000 samples at
1 kHz. The fault feature extraction is based on the current spectrum analysis, involving sidebands to the fundamental line frequency [13] as well as higher magnetomotive force-based harmonics [14].

To serve as the inputs to the EF classifier, monitoring indices are created on the signal-to-noise ratio of the extracted fault features, where a higher index indicates a higher severity of a faulted condition. An example of such a monitoring index is illustrated in Figure 4. The datasets used for implementation are summarized in Table 3.

In addition, it can be noted that the influence of noise of this EF classifier for this application has been mitigated by two factors: 1) the long data acquisition period that effectively averages out the influences of non-periodic noise signals, and 2) the clustering algorithm, where an outlier data input would have an insufficient data potential to form the cluster required to influence the fuzzy reasoning of the EF classifier.

### 3.2.2. Clustering and Identified Fuzzy Model

The data and clustering across all attributes in one representative trial with the 60 Hz rotor bar dataset are shown in Figure 5. It can be observed that the clusters closely correspond to the original data, showing clear distinctions between the different classes. Based on these clustering results, the corresponding recognized fuzzy models are shown in Figure 6.

**Figure 4.** IM fault monitoring index examples, where green, red, black, blue, and purple lines correspond to healthy #1, healthy #2, 1-bar, 2-bar, and 3-bar faults, respectively.

**Figure 5.** (a) Training data; (b) Clustering results of 60 Hz rotor bar faulted data, where green, red, black, blue, and purple correspond to healthy #1, healthy #2, 1-bar, 2-bar, and 3-bar faults, respectively.
Figure 6. Recognized fuzzy reasoning model of the 60 Hz faulted rotor bar dataset. All inputs are normalized from [0.0, 1.0]. Approximations of membership functions are represented by “vs” (very small), “s” (small), “m” (medium), “l” (large), and “vl” (very large), denoting input ranges of [0.0, 0.2), (0.2, 0.4], (0.4, 0.6], (0.6, 0.8], (0.8, 1.0], respectively.

Table 3. Summary of datasets used for implementation of IM health condition monitoring.

| Dataset            | Number of classifications | Number of Attributes | Total Number of datapoints used |
|--------------------|---------------------------|----------------------|--------------------------------|
| Rotor Bar, 50 Hz   | 5                         | 3                    | 1000                           |
| Rotor Bar, 60 Hz   | 5                         | 3                    | 1000                           |

3.2.3. Comparison and Discussion

Results across the implementation datasets are summarized in Table 4.

For these processing results, it is seen that the accuracy of the proposed EF Classifier #1 performs the best in comparison with all the other three classifiers. This can be attributed to the new clustering algorithm’s improved tracking to changing data. Although Classifier #2 has faster average processing speed than Classifier #1, due to fewer clusters. As a result, Classifier #2 does not have a fully transparent fuzzy rule base for decision making. Likewise, the proposed EF Classifier #1 outperforms Classifiers #3 and #4, in terms of class representation of the clusters and the number of generated clusters; it also has a significant advantage of having a more transparent rule base and faster processing efficiency due to having less clusters.

In summary, the proposed Classifier #1 has the best classification accuracy, improved processing time efficiency and class representation. With better transparent cluster representation, missed and false alarms in a diagnostic application can be investigated upon, where it is possible to track the monitoring indices responsible for an incorrect classifier output.
Table 4. Summary of results for the 50 Hz and 60 Hz faulted rotor bar datasets, each with 250 test samples per trial. All results are averaged over 100 trials.

| Evolving Fuzzy Classifier Variant | Dataset | 50 Hz | 60 Hz |
|----------------------------------|---------|-------|-------|
| **Classifier #1** Proposed (loose clustering) | Accuracy (%) | 99.37 | 99.45 |
| | No. of clusters (average) | 5.00 | 4.75 |
| | Classes represented (%) | 100.00 | 95.00 |
| | Time/Sample (us) | 19.79 | 16.80 |
| | Accuracy (%) | 92.30 | 88.47 |
| **Classifier #2** Comparison (strict clustering) | No. of clusters (average) | 2.86 | 2.00 |
| | Classes represented (%) | 57.20 | 40.00 |
| | Time/Sample (us) | 14.20 | 13.18 |
| | Accuracy (%) | 98.90 | 98.90 |
| **Classifier #3** Comparison (loose clustering) | No. of clusters (average) | 115.02 | 106.99 |
| | Classes represented (%) | 100.00 | 87.60 |
| | Time/Sample (us) | 148.93 | 126.73 |
| | Accuracy (%) | 94.44 | 86.25 |
| **Classifier #4** Comparison (strict clustering) | No. of clusters (average) | 9.13 | 8.47 |
| | Classes represented (%) | 58.40 | 40.00 |
| | Time/Sample (us) | 23.54 | 21.59 |

The processing time for each sample across all datasets is in the order of tens of microseconds. This is significantly faster than the generation of the inputs, which require processes such as data acquisition, signal processing, and monitoring index generation. Hence, this classifier demonstrates suitability for use in real industrial condition monitoring applications.

3.2.4. Assumptions and Limitations

For this application of the proposed EF classifier to IM condition monitoring the following are assumed: 1) The inputs are representative of the condition of the motor being monitored, 2) During the training process, there are known outputs corresponding to given inputs, so that the consequent parameters of Equation (16) can be estimated.

The developed EF classifier could have the following limitations to be improved: 1) The monitoring indices are based on the signal-to-noise ratio (SNR) of representative features, which could vary with the use of the data acquisition system and motor dynamics. 2) When the developed EF classifier is used in a new application, some test data are needed to update the initial classification architecture.

4. Conclusion

An EF classifier has been developed in this work for IM health condition moni-
A new updated evolutionary clustering algorithm is proposed for fuzzy inference reasoning and to formulate a rule structure accounting for multiple clusters belonging to different output classes. Its effectiveness is verified by simulation tests using some benchmark datasets. In addition, the EF classifier is implemented for IM rotor bar fault diagnosis. Test results have shown that the developed EF classifier has improved classification accuracy, processing efficiency, and ability to produce distinct fuzzy clusters/rules to clearly indicate the reasoning process behind every classification. Due to these factors, the developed intelligent IM monitoring system has the potential to be used in real industrial predictive maintenance applications.
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