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Abstract. Long Short-Term Memory (LSTM) is one of the developments from Recurrent Neural Network (RNN) architecture. In this paper, we use LSTM architecture for modeling and forecasting the Indonesian Composite Stock Price Index (IHSG) closing value data. We also compare the performance of the LSTM method with the ARIMA and the Radial Basis Function (RBF) Neural Network method. In the implementation, we use both R and Python open source software. For empirical study we use the data from January until August 2020 to see the performance of the considered methods during Covid-19 pandemic periods of time. From the analysis, we found that LSTM performs better than ARIMA, but outperformed by RBF for this data.

1. Introduction
In time series modeling, we already know some classic method like Autoregressive (AR), Moving Average (MA), Autoregressive Moving Average (ARMA), and Autoregressive Integrated Moving Average (ARIMA). Besides that, also known model for heteroscedastic data such as Autoregressive Conditional Heteroscedasticity (ARCH) and Generalized Autoregressive Conditional Heteroscedasticity (GARCH) [36].

In order to assist researchers to implementing statistical method and analysis, machine learning algorithms are introduced, where machine learning learns how computers are learning (or improving model performance) based on data [18]. The advent of machine learning makes it easier for researchers to implement and develop these classical methods in the form of algorithms, so that its use in various fields is becoming increasingly widespread. However, the development of machine learning is also followed by the increase of complexity and volume data, where the data used in the analysis becomes increasingly large and the pattern of the data that we obtained becomes increasingly irregular.

Furthermore, these issues become a problem that occurs on time series modeling using classic methods like ARIMA. The greater the size of the data and the more irregular data patterns that formed, then the ARIMA model equation that formed will be more complicated and this will result in overfitting of the model, so the resulting performance of the model decreases. Therefore, deep learning are introduced to overcome those complexity data problem.

In deep learning, there is a neural network architecture that known as Recurrent Neural Network (RNN). RNN is a family of neural networks for processing data that have a form or nature of sequential data, such as text data and time series data. Then, an improvement of RNN – called Long Short-Term Memory (LSTM) [19] – are developed to overcome RNN problems, such as long memory problem and vanishing gradient problem.

The discovery of LSTM becomes a breakthrough for researchers to modeling sequential data, especially time series data. Apart from that, with the emergence of deep learning algorithms, gives motivation for researchers to develop methods for modeling time series using neural networks, start with using regular MLP to using Deep LSTM model (See [3], [11], [15], [29], [32], [35], and [37]).
In this paper, we build a LSTM model that specified for time series modelling by using IHSG data from January to August 2020 for the case study. The difference of this research from the previous researches are we compare the LSTM model performance with classic method like ARIMA and RBF neural network, and conduct the forecast beyond dataset using the LSTM, ARIMA, and RBF model, respectively.

2. Neural network architecture
In this section, LSTM architecture will be explained by giving the brief concept of RNN and LSTM, then the explanation of the hyperparameter that we used for the analysis.

One of the problem that the researchers encountered when using Multilayer Perceptron (MLP) architecture is the inability of MLP to read the sequence dependency on the sequence data. This become the motivation for the development of RNN [28]. Unlike MLP, the RNN architecture can read the sequence dependency on the sequence data, where the information flow on the previous state of hidden vector flows to the next state of hidden vector, which is illustrated on Figure 1.

![Figure 1 Recurrent Neural Network (RNN) architecture](image1)

![Figure 2 LSTM memory cell](image2)
The difference between LSTM and original RNN are located on the hidden state. While RNN using regular hidden state, LSTM using specific memory cell that illustrated on Figure 2 that contains more parameter and gating system unit that controls information flow. This gating system makes the LSTM able to overcome RNN weakness, such as long memory problem and vanishing gradient problem that suffered by original RNN, thus makes the LSTM performance better than RNN. The equation that LSTM memory cell uses can be written as recursive equation

$$i_t = \sigma(W_{xi}x_t + W_{hi}h_{t-1} + W_{ci}c_{t-1} + b_i)$$ \hspace{1cm} (3)

$$f_t = \sigma(W_{xf}x_t + W_{hf}h_{t-1} + W_{cf}c_{t-1} + b_f)$$ \hspace{1cm} (4)

$$c_t = f_t c_{t-1} + i_t \sigma(W_{xc}x_t + W_{hc}h_{t-1} + W_{cc}c_{t-1} + b_c)$$ \hspace{1cm} (5)

$$o_t = \sigma(W_{xo}x_t + W_{ho}h_{t-1} + W_{co}c_{t-1} + b_o)$$ \hspace{1cm} (6)

$$h_t = o_t \tanh(c_t)$$ \hspace{1cm} (7)

where $\sigma$ denotes sigmoid function, $W$ denotes weight matrices, and $i_t, f_t, c_t, o_t, h_t$ are input gate, forget gate, state cell, output gate, and hidden vector on state $t$, respectively.

3. Model training

In this section, we will explain the hyperparameter that we used for training the model, with the loss function, optimizer, and the evaluation metrics as well.

The following are the hyperparameter that we use on the neural network model (LSTM and RBF) for this analysis.

| Parameters                        | LSTM  | RBF   |
|-----------------------------------|-------|-------|
| Input shape on data train and data test | (127, 1, 1) and (35, 1, 1) | (127, 1) and (35, 1) |
| Output shape on data train and data test | (127, 1) and (35, 1) | (127, 1) and (35, 1) |
| Hidden layers                     | 3     | 2     |
| LSTM Neurons                      | 50    | 50    |
| Epochs                            | 150   | 150   |
| Dropout usage                     | 0.1   | -     |
| Activation function               | ReLu  | Radial Basis Function |
| Learning rate                     | 0.01  | 0.01  |

Neural network model that we used in this paper will be trained using Adam method [23] for the optimizer, and the loss function that we use here are Mean Square Error (MSE), since this paper is about time series modeling problem. The evaluation metrics that we use to compare the model performance are Mean Absolute Percentage Error (MAPE), Mean Absolute Error (MAE), MSE, and Root Mean Square Error (RMSE), with the evaluation metric equations are follows.

$$MAPE = \frac{1}{N} \sum_{k=1}^{N} \left| \frac{y_k - \hat{y}_k}{y_k} \right| \times 100\%$$ \hspace{1cm} (8)

$$MAE = \frac{1}{N} \sum_{k=1}^{N} |y_k - \hat{y}_k|$$ \hspace{1cm} (9)

$$MSE = \frac{1}{N} \sum_{k=1}^{N} (y_k - \hat{y}_k)^2$$ \hspace{1cm} (10)

$$RMSE = \sqrt{\frac{1}{N} \sum_{k=1}^{N} (y_k - \hat{y}_k)^2}$$ \hspace{1cm} (11)
4. Case study: jakarta composite index (ihsg) from january to august 2020

In this section, we will explain the case study for this paper by constructing ARIMA, RBF, and LSTM model for Jakarta Composite Index (Indeks Harga Saham Gabungan, IHSG) data.

The data that we used on this paper are the IHSG closing price from January 2nd to August 19th, 2020 on business day [13]. Before we conduct the analysis, we conduct some data preprocessing by impute the missing value on the data by the data before the missing value occurs. This method are used because the nature of the stock price – it only changes on the trading time, so it assumes that the stock value when the missing value happen are same with the value prior to the missing value periods. The preprocessed data plot can be seen on Figure 3.

![IHSG stock value plot](image)

Figure 3 IHSG stock value plot

From the plot above, we can see that the data have an decreasing trend, then followed by increasing trend, and the pattern that generated on the data are irregular (i.e. the data pattern are nonlinear). By using ARCH-LM test (see on [1] and [2]) for nonlinear data, we can conclude that the IHSG data are nonlinear. Then, we split the data into training and testing data, where training data consists of the data from January 2nd to June 30th, 2020 and testing data consists of the data from July 1st to August 19th, 2020.

For the ARIMA model, here we test the stationarity of data with the Augmented Dickey-Fuller test (see on [26]), and based from the test we found that the data are stationer on second-order differencing. Then, from the correlogram of differenced data (see on Figure 4), we find out that the base model for ARIMA model creation are ARIMA(4,2,1) with the models underfitting, whether it uses mean constant or not. The ARIMA model underfitting can be seen on Table 2.

| Table 2. ARIMA model underfitting |
|-----------------------------------|
| ARIMA (4,2,1) with constant        | ARIMA (4,2,1) without constant  |
| ARIMA (4,2,0) with constant        | ARIMA (4,2,0) without constant  |
| ARIMA (3,2,1) with constant        | ARIMA (3,2,1) without constant  |
| ARIMA (3,2,0) with constant        | ARIMA (3,2,0) without constant  |
| ARIMA (2,2,1) with constant        | ARIMA (2,2,1) without constant  |
| ARIMA (2,2,0) with constant        | ARIMA (2,2,0) without constant  |
| ARIMA (1,2,1) with constant        | ARIMA (1,2,1) without constant  |
| ARIMA (1,2,0) with constant        | ARIMA (1,2,0) without constant  |
| ARIMA (0,2,1) with constant        | ARIMA (0,2,1) without constant  |
From the ARIMA model, we found that the best model are ARIMA(1,2,1) without constant, and if we see from the model’s forecast on test data (see on Figure 5 and 6), we found that the forecast result are very different compared with the actual data. In other words, the ARIMA model suffers overfitting.

Next, we create the neural network model using LSTM and RBF architecture. Before we conduct the model creation using neural network, first we transform the data using min-max transformation using the following equation

$$z = \frac{x - \min(x)}{\max(x) - \min(x)}$$

(12)
Where $z$ denotes the transformed data, $x$, $\min(x)$, and $\max(x)$ denotes the original data, minimum value of original data, and maximum value of original data, respectively. After we obtain the predicted value from model, then we conduct the inverse transforming to revert it to the original value using the following equation.

$$x = z(\max(x) - \min(x)) + \min(x)$$  \hspace{1cm} (13)

Next, we change the data format into supervised learning format – consists of input value and output value – by observing the correlogram of the data. Based on the correlogram on Figure 7, we find out that the PACF lag are significant on first lag. Therefore, the input value that we use for neural network model are the IHSG data from $(t - 1)$-th period, and the output value are from $t$-th period.

![Figure 7 The correlogram of IHSG original data](image)

For the LSTM model, we reshape the input data into [sample, timestamps, features] format, since the LSTM on Tensorflow library only accepts 3-dimensional inputs. The following are the training result, comparison of actual and forecast in data train, and comparison of actual and forecast in data train from LSTM, respectively.

![Figure 8 Train and test loss from LSTM model training](image)
From the training result, we can see that the LSTM model generate the decreasing loss values – both on training and validation data – over the epochs. This means that the LSTM model performs well in the training process using the data that we use in this analysis.

![Forecast Plot in Training Data (LSTM)](image1)

**Figure 9** Comparison of actual and forecast data on training data (LSTM)

![Forecast Plot in Testing Data (LSTM)](image2)

**Figure 10** Comparison of actual and forecast data on testing data (LSTM)

From the actual and forecast data comparison on Figure 9 and 10, by exploratory we can see that the LSTM model forecast pattern are pretty close with the actual data (both on training and testing data). Therefore, by exploratory means, we can conclude that LSTM performance are better than ARIMA.

The following are the comparison of actual and forecast in data train and comparison of actual and forecast in data train from RBF, respectively.
From the actual and forecast data comparison on Figure 11 and 12, by exploratory we can see that the RBF model forecast pattern are closer with the actual data (both on training and testing data) than LSTM. Therefore, by exploratory means, we can conclude that RBF performance are better than ARIMA and LSTM. To prove it, we compare the evaluation metrics on the testing dataset from each model as follows.

**Table 3.** Evaluation metrics of each model on testing data

| Model  | MAPE      | MAE       | MSE        | RMSE     |
|--------|-----------|-----------|------------|----------|
| ARIMA  | 3.806265% | 194.6707  | 44004.7    | 209.7730 |
| LSTM   | 2.901452% | 146.9627  | 26271.87   | 162.086  |
| RBF    | 0.7582347%| 38.61302  | 2762.742   | 52.56179 |
From the evaluation metrics comparison on Table 3, we can see that the LSTM model generates lower evaluation metrics score – all from MAPE, MAE, MSE, and RMSE than ARIMA model, but higher than RBF model. This means that LSTM model performs better than ARIMA, but still outperformed by RBF. This is happen because of the lack of the observation in the data and the data pattern in training data and testing data that are very different – especially on the data trend, thus makes the LSTM overfits the training data.

The difference between the previous researches with this research, here we conduct forecast beyond dataset for every model in 30-day period, to find out the models performance in forecast process. The result of forecast beyond dataset are as follows.

**Table 4.** Forecast beyond dataset in 30-day period for IHSG data

| Date       | ARIMA  | LSTM   | RBF    |
|------------|--------|--------|--------|
| 20-Aug-20  | 4877.644 | 5298.538 | 5324.871 |
| 21-Aug-20  | 4876.754 | 5305.227 | 5379.951 |
| 24-Aug-20  | 4875.865 | 5306.97  | 5437.991 |
| 25-Aug-20  | 4874.975 | 5307.433 | 5498.607 |
| 26-Aug-20  | 4874.085 | 5307.543 | 5561.502 |
| 27-Aug-20  | 4873.196 | 5307.574 | 5626.367 |
| 28-Aug-20  | 4872.306 | 5307.585 | 5692.736 |
| 31-Aug-20  | 4871.417 | 5307.585 | 5760.048 |
| 01-Sep-20  | 4870.527 | 5307.585 | 5827.777 |
| 02-Sep-20  | 4869.637 | 5307.585 | 5895.356 |
| 03-Sep-20  | 4868.748 | 5307.585 | 5962.159 |
| 04-Sep-20  | 4867.858 | 5307.585 | 6027.643 |
| 07-Sep-20  | 4866.968 | 5307.585 | 6091.174 |
| 08-Sep-20  | 4866.079 | 5307.585 | 6152.359 |
| 09-Sep-20  | 4865.189 | 5307.585 | 6210.768 |
| 10-Sep-20  | 4864.299 | 5307.585 | 6266.057 |
| 11-Sep-20  | 4863.411 | 5307.585 | 6317.899 |
| 14-Sep-20  | 4862.522 | 5307.585 | 6366.166 |
| 15-Sep-20  | 4861.631 | 5307.585 | 6410.696 |
| 16-Sep-20  | 4860.741 | 5307.585 | 6451.634 |
| 17-Sep-20  | 4859.851 | 5307.585 | 6488.934 |
| 18-Sep-20  | 4858.962 | 5307.585 | 6522.757 |
| 21-Sep-20  | 4858.072 | 5307.585 | 6553.182 |
| 22-Sep-20  | 4857.182 | 5307.585 | 6580.474 |
| 23-Sep-20  | 4856.293 | 5307.585 | 6604.846 |
| 24-Sep-20  | 4855.403 | 5307.585 | 6626.475 |
| 25-Sep-20  | 4854.513 | 5307.585 | 6645.614 |
| 28-Sep-20  | 4853.624 | 5307.585 | 6662.494 |
| 29-Sep-20  | 4852.734 | 5307.585 | 6677.328 |
| 30-Sep-20  | 4851.845 | 5307.585 | 6690.369 |
5. Conclusions
From the analysis that we conduct on the previous section, we find out that LSTM model generates lower evaluation metrics score – all from MAPE, MAE, MSE, and RMSE than ARIMA model, but higher than RBF model. This means that LSTM model performs better than ARIMA, but still outperformed by RBF. This is happen because of the lack of the observation in the data and the data pattern in training data and testing data that are very different – especially on the data trend, thus makes the LSTM overfits the training data – although, it still can prevent overfitting that suffered by ARIMA model. This means that the LSTM model performs better in greater dataset with the same trend on training data and testing data.

The suggestion that we can give from this analysis for future research are we would like to create RNN model using complex number input value since many of RNN implementation are using real number input value.
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