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Abstract. A local expansion is proposed for two-point distributions involving an ultraviolet regularization in a four-dimensional globally hyperbolic space-time. The regularization is described by an infinite number of functions which can be computed iteratively by solving transport equations along null geodesics. We show that the Cauchy evolution preserves the regularized Hadamard structure. The resulting regularized Hadamard expansion gives detailed and explicit information on the global dynamics of the regularization effects.
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1. INTRODUCTION

Hadamard states play an important role in quantum field theory because they are a suitable starting point for the perturbative treatment (see for example [9, 7] or the recent textbook [28]). From the point of view of microlocal analysis, quasifree Hadamard states are characterized by the singularity structure of their two-point distribution as expressed in terms of its wave front set (see [27] or [22, 32]). Alternatively, this singularity structure becomes apparent when writing the two-point distribution in local coordinates (see [33]). For a scalar wave or a Klein-Gordon field on a four-dimensional globally hyperbolic Lorentzian manifold \((M, g)\), the two-point distribution \(T(x, y)\) of a Hadamard state admits locally a Hadamard expansion of the form (see for example [21, 33])

\[
T(x, y) = \lim_{\varepsilon \to 0} \left( \frac{U(x, y)}{\Gamma_\varepsilon(x, y)} + V(x, y) \log \Gamma_\varepsilon(x, y) + W(x, y) \right)
\]

(1.1)

with

\[
\Gamma_\varepsilon(x, y) := \Gamma(x, y) - i\varepsilon (t(y) - t(x)),
\]

1.
where \( t \) is a time function and \( \Gamma(x,y) \) is the geodesic distance squared, with the sign convention that \( \Gamma \) is positive in timelike and negative in spacelike directions. Moreover, the functions \( U, V \) and \( W \) should have an expansion in powers of \( \Gamma \)

\[
U = \sum_{n=0}^{\infty} U_n \Gamma^n, \quad V = \sum_{n=0}^{\infty} V_n \Gamma^n, \quad W = \sum_{n=0}^{\infty} W_n \Gamma^n
\]  

(1.2)

with smooth coefficient functions \( U_n, V_n \) and \( W_n \). The method to obtain the Hadamard expansion is to insert the above ansatz into the hyperbolic partial differential equation, and to evaluate the resulting terms order by order in powers of \( \Gamma \). This gives rise to a system of transport equations along null geodesics which can be solved iteratively. This method of integration along characteristics goes back to Jacques Hadamard and Marcel Riesz [21, 29]; see also the textbooks [16, 2]. Before going on, for clarity we point out that the infinite sums in (1.2) are to be understood as formal power series defined only via the approximation of the partial sums. This is unproblematic because the existence of the bi-distribution \( T(x,y) \) in (1.1) is guaranteed using non-perturbative constructions for hyperbolic partial differential equations. Therefore, the purpose of the Hadamard expansion merely is to describe the local behavior of the singularity on the light cone.

The Hadamard expansion can be carried out similarly for other linear hyperbolic equations. In particular, for a Dirac field one chooses a local chart on the Lorentzian manifold \((M,g)\) and a local trivialization of the spinor bundle \( SM \). Then a distributional bi-solution \( P(x,y) \) of the Dirac equation

\[
(D - m)P(x,y) = 0
\]

is of Hadamard form if (see [30] or [20, page 156])

\[
P(x,y) = \lim_{\varepsilon \to 0} \mathcal{D}_x \left( \frac{U(x,y)}{\Gamma_\varepsilon(x,y)} + V(x,y) \log \Gamma_\varepsilon(x,y) + W(x,y) \right),
\]

where \( U, V \) and \( W \) are now mappings between the corresponding spinor spaces,

\[
U(x,y), \ V(x,y), \ W(x,y) : S_y M \to S_x M.
\]

(1.3)

The motivation and interest in regularizing the Hadamard expansion evolved as follows. Generally speaking, ultraviolet regularizations are an important tool in quantum field theory needed in order to make divergent expressions mathematically well-defined. In the simplest case of a scalar field in Minkowski space, the most obvious regularization is obtained by not taking the limit \( \varepsilon \to 0 \) in (1.1), i.e. by setting

\[
T_\varepsilon(x,y) = \frac{U(x,y)}{\Gamma_\varepsilon(x,y)} + V(x,y) \log \Gamma_\varepsilon(x,y) + W(x,y)
\]

(1.4)

with

\[
\Gamma_\varepsilon(x,y) = (y - x)^2 - i\varepsilon \left( y^0 - x^0 \right)
\]

(1.5)

(here \( (y - x)^2 = \sum_{i,j=0}^{3} g_{ij} (y - x)^i (y - x)^j \) is the Minkowski inner product with sign convention \( g_{ij} = \text{diag}(1, -1, -1, -1) \)). Then the parameter \( \varepsilon > 0 \) gives the length scale of the regularization; it can be thought of as a microscopic length scale (for example the Planck scale). Of course, the above choice for \( T_\varepsilon \) is very special, because there are many other ways to regularize. In the renormalization program, one shows that the limit \( \varepsilon \to 0 \) of all observables exists if the masses and coupling constants are suitably rescaled in powers of \( \varepsilon \). It is generally believed (although in most situations not proven) that this limit should not depend on how the regularization is chosen. With this in
mind, in the renormalization program the regularization is merely a mathematical tool with no physical significance.

This picture changed when physicists began taking the concept seriously that on a microscopic length scale (often thought of as the Planck scale) space-time should no longer be modeled by Minkowski space or by a Lorentzian manifold, but that it could have instead a different, yet unknown, microstructure. One approach is string theory, where the fundamental objects are strings propagating in a higher-dimensional space-time (see for example [3]). Another approach is non-commutative geometry, where the microstructure is described by generalizing the commutative algebra of functions on a manifold to a non-commutative algebra (see [6] or the generalization to Lorentzian signature in [4]). In other approaches like causal dynamical triangulations and causal sets (see for example [1, 5]), the microstructure of space-time is discrete. In all these approaches, which are sometimes subsumed under the keyword “quantum geometry,” the microscopic structures can be regarded as a “regularization” of the usual space-time continuum for very small distances. In other words, in these approaches the regularization does have a physical significance, because it models the microscopic structure of space-time.

These concepts are also implemented in the theory of causal fermion systems, being a recent approach to fundamental physics (see [11] or the survey article [13]). In this theory, the regularized objects are considered as the physical objects. In particular, the regularization encodes physical parameters like the bosonic masses and the coupling constants. Consequently, if the properties of the regularization vary in space-time, this should lead to a dynamical behavior of these physical parameters. This idea was first explored in [15] for the gravitational coupling constant.

In view of these developments, it is an important task to describe the regularization effects and to study their dynamical behavior. The present paper is the first work dedicated to the systematic study of this problem. Taking a conservative approach, we do not modify the underlying equations (for regularizations which do modify the underlying equations see for example [10, Chapter 4]). Thus the regularized scalar distribution \( T^\varepsilon(x,y) \) should still satisfy the Klein-Gordon equation

\[
(\Box + m^2) T^\varepsilon(x,y) = 0
\]

(1.6)

(where \( \Box = \nabla^i \nabla_i \) is the scalar wave operator, where we always choose the signature convention \((+,−,−,−)\)). This implies that \( T^\varepsilon \), and therefore also the dynamics of the regularization, is determined from initial data on a Cauchy surface. This observation by itself is not very helpful because, in general, the Cauchy problem cannot be solved explicitly. The interesting point, which also makes the connection to the Hadamard expansion (1.1), is that many regularization effects are also described by transport equations along null geodesics. Compared to (1.1), the resulting regularized Hadamard expansion contains a lot of additional explicit information on the dynamics of the regularization effects.

We now explain our results and put them in the context of previous works. The first systematic study of regularization effects was carried out in [10, Chapter 4] in Minkowski space, however in a more general setting where the underlying equations were modified by the regularization. This analysis distinguished certain regularization effects (arising from the so-called mass expansion) as being universal in the sense that they do not depend on the details of the regularization. The resulting contributions
to $T^\varepsilon(x,y)$ are used in a crucial way in the analysis of the continuum limit (see also the recent textbook [11]). It is precisely these contributions which are described by transport equations and which will be specified in detail below. The analysis in [10, Chapter 4] also revealed that other regularization effects (in particular those which describe the behavior near the diagonal $x = y$) are not universal and seem to depend on the details of the regularization. In our context, these contributions to $T^\varepsilon$ can be characterized by the fact that they cannot be described by transport equations.

The just-described distinction between contributions which can and cannot be described by transport equations can be made precise in terms of a scaling behavior in $\varepsilon$, as we now explain. For clarity, we begin in Minkowski space. We write Minkowski vectors as $x = (x^0, \vec{x})$ with $x^0 \in \mathbb{R}$ and $\vec{x} \in \mathbb{R}^3$. Then a simple regularization is obtained by analytic continuation of the time variable to the complex plane via the replacement (for details see [11, §2.4.1] or Example 4.1 below)

$$ (y - x)^0 \rightarrow (y - x)^0 - i\varepsilon. $$

(1.7)

Regularizing $\Gamma$ in this way,

$$ \Gamma \rightarrow (y^0 - x^0 - i\varepsilon)^2 - |\vec{y} - \vec{x}|^2 = \Gamma - 2i\varepsilon (y^0 - x^0) - \varepsilon^2, $$

(1.8)

one sees that this so-called $i\varepsilon$-regularization is indeed very similar to the procedure in (1.4). Namely, it differs from (1.5) only by a factor of two (which is irrelevant because it can be absorbed into $\varepsilon$) and the term of the order $\varepsilon^2$. The replacement (1.7) has the advantage that it preserves the Klein-Gordon equation (1.6) without error terms. Generally speaking, we want to neglect terms which are small even near the light cone. More precisely, by “near the light cone” we mean that the spatial distance of $y - x$ from the light cone is of the order $\varepsilon$ of the regularization scale. Thus, setting $\xi = y - x$,

$$ |\xi^0| - |\xi| \lesssim \varepsilon. $$

On this scale,

$$ |\Gamma| \lesssim \varepsilon |\xi^0|, $$

showing that the summand $2i\varepsilon \xi^0$ in (1.8) is not small and cannot be neglected. But the term quadratic in $\varepsilon$ in (1.8) can be omitted if we write the error term as

$$ \varepsilon^2 = \varepsilon |\xi^0| \Theta\left(\frac{\varepsilon}{|\xi^0|}\right) \quad \text{or alternatively} \quad \varepsilon^2 = \Gamma \Theta\left(\frac{\varepsilon^2}{\Gamma}\right). $$

This simple observation, which was indeed the starting point for developing the formalism of the continuum limit, extends to a much more general setting. Namely, it leads to the general rule to take into account only the terms linear in $\varepsilon$, but to neglect quadratic and higher orders. This rule was derived and explained in different variants in [10, Chapter 4] and [11, Section 2.4]. It can be understood already in Minkowski space without interaction from the fact that only the structure of the linear terms in $\varepsilon$ is robust when considering general regularizations (as is explained in [11, §2.4.2] in the example of linear combinations of $i\varepsilon$-regularizations; for the general analysis see [10, Chapter 4]). If an interaction is present, one sees explicitly from the analysis in [10, Appendix D] and [11, Appendix F] that the quadratic terms in $\varepsilon$ cannot be described by transport equations. With this in mind, in this paper we always restrict attention to the terms linear in $\varepsilon$. Writing the resulting error term in the form

$$ \left(1 + \Theta\left(\frac{\varepsilon^2}{\Gamma}\right)\right), $$

(1.9)
this error term is dimensionless and can be used in curved space-time as well (we remark that these error terms will be refined in Section 2.2; see (2.12)).

We now give an outline of our main results. In Section 2 a Klein-Gordon field is considered. For the regularized Hadamard expansion of a bi-solution $T^\varepsilon$ we make the ansatz

$$T^\varepsilon(x,y) = \frac{X_{-1}(x,y)}{\Gamma_{[-1]}(x,y)} + \sum_{n=0}^\infty X_n(x,y) \Gamma_{[n]}(x,y)^n \log \Gamma_{[n]}(x,y) + \sum_{n=0}^\infty Y_n(x,y) \Gamma_{\{n\}}(x,y)^n,$$

where

$$\Gamma_\bullet(x,y) = \Gamma(x,y) + i\varepsilon f_\bullet(x,y) \quad (1.11)$$

$$X_n(x,y) = A_n(x,y) + i\varepsilon a_n(x,y) \quad (1.12)$$

$$Y_n(x,y) = B_n(x,y) + i\varepsilon b_n(x,y) \quad (1.13)$$

with smooth real-valued functions $A_{-1}$, $A_n$ and $B_n$ as well as real-valued continuous functions $f_\bullet$, $a_\bullet$ and $b_\bullet$ which are smooth away from the diagonal $x = y$ (where the bullets stand for any subscripts). Going to Minkowski space and choosing all the functions $f_\bullet$ equal to $x^0 - y^0$, we recover the $i\varepsilon$-regularization (1.4). Moreover, taking the limit $\varepsilon \rightarrow 0$, we recover (1.1), provided that the functions $f_\bullet(x,y)$ have the same sign as $t(x) - t(y)$.

The functions $A_{-1}$, $A_n$ and $B_n$ are shown to satisfy the transport equations of the standard Hadamard expansion (as worked out for example in [2, Section 2]). The regularization is described by the sequences of functions

$f_{[-1]}$, $f_{[0]}$, $f_{[1]}$, \ldots \quad and \quad f_{\{0\}}$, $f_{\{1\}}$, \ldots

as well as

$a_{-1}$, $a_0$, $a_1$, \ldots \quad and \quad b_0$, $b_1$, \ldots$

Our main result is to show that these functions also satisfy transport equations, which we derive and analyze. Before stating our main results, we need to briefly explain the freedom in modifying the above expansion while preserving the Klein-Gordon equation (1.6). First, we can obviously

multiply $T^\varepsilon$ by a complex constant. \quad (1.14)

Moreover, we can add to $T^\varepsilon$ any smooth solution of the Klein-Gordon equation. This amounts to the freedom of

choosing $B_0$ and $b_0$ arbitrarily. \quad (1.15)

Having already chosen the standard Hadamard coefficients, the above freedom (1.14) and (1.15) reduces to

multiply $T^\varepsilon$ by an imaginary constant $\sim \varepsilon$ \quad (1.16)

choose $b_0$ arbitrarily. \quad (1.17)

We first state our local result.

**Theorem 1.1.** The functions $f_\bullet(x,y)$, $a_\bullet(x,y)$ and $b_\bullet(x,y)$ must satisfy transport equations along the light cone (for details see Proposition 2.2 below). These equations can be solved iteratively to obtain continuous solutions which are smooth away from
the diagonal $x = y$. The solution of the transport equations for $f_{[-1]}$ involves one free parameter along each null geodesic. The solutions of all the other transport equations are unique up to the freedom (1.16) and (1.17). Moreover, the functions $f_\ast$ in (1.11) are antisymmetric in $x$ and $y$ in the sense that the equations
\begin{equation}
  f_\ast(x, y) = -f_\ast(y, x)
\end{equation}
hold on the light cone.

In order to clarify the global structure of our expansion, we show that the functions $f_\ast$ are uniquely determined globally by specifying the multiplicative parametrization of each null geodesic (for details see the family $\mathcal{L}$ in Definition 3.1). Having made this choice, the regularized Hadamard expansion is unique, up to the obvious freedom (1.16) and (1.17) as well as well-defined error terms. Estimating these error terms in the time evolution, we prove that the regularized Hadamard form is preserved by the time evolution (see Theorem 3.5). This theorem can be applied to prove the existence of the regularized Hadamard expansion in generic space-times (see Theorem 4.2), simply by adapting gluing constructions which are commonly used for the construction of Hadamard states in generic space-times.

In Section 5 our methods and results are extended to the Dirac field. The regularized Hadamard expansion reads
\begin{equation}
  P^\varepsilon(x, y) = (D + m) T^\varepsilon(x, y),
\end{equation}
where $T^\varepsilon(x, y)$ is again of the form (1.10). The transport equations also remain valid if one only keeps in mind that, similar to (1.3), the functions $X_\ast$ and $Y_\ast$ are now mappings between corresponding fibres of the spinor bundle.

We close with a remark on the symmetry properties of $T^\varepsilon$ and $P^\varepsilon$ in its two arguments. We point out that all our results apply without any symmetry assumptions. The symmetry property (1.18) is a mere consequence of the assumption that in the limit $\varepsilon \searrow 0$, our expansion should go over to the usual unregularized Hadamard expansion. Having bi-solutions, the symmetric and anti-symmetric components defined by
\begin{align*}
  &\frac{1}{2} \left( T^\varepsilon(x, y) \pm T^\varepsilon(y, x) \right) \quad \text{and} \quad \frac{1}{2} \left( P^\varepsilon(x, y) \pm P^\varepsilon(y, x)^\ast \right)
\end{align*}
(where the star denotes the adjoint with respect to the inner product on the spinor spaces) are again bi-solutions. Therefore, we can perform the regularized Hadamard expansion of each of them separately, giving rise to obvious symmetry properties of the regularized Hadamard coefficients. In particular, for symmetric bi-solutions, the function $a_{-1}$ has the symmetry property
\begin{equation}
  a_{-1}(x, x) = 0,
\end{equation}
which fixes the arbitrariness (1.16). This makes the local expansion unique up to the usual freedom to add smooth bi-solutions.

The paper is organized as follows. In Section 2 the transport equations are derived and solved for a Klein-Gordon field. Moreover, we give the proof of Theorem 1.1. In Section 3 we work out the global character of the expansion and prove a theorem on the propagation of regularized singularities (see Theorem 3.5). In Section 4 an explicit example of a regularized Hadamard expansion is given, and it is used to show the existence of regularized Hadamard bi-solutions in generic space-times. In Section 5 our methods and results are extended to the Dirac equation. Appendix A contains the detailed computations needed for the derivation of the transport equations.
2. A Klein-Gordon Field

Let \((M, g)\) be a four-dimensional globally hyperbolic Lorentzian manifold with Cauchy time function \(t\). In this section we always restrict attention to a geodesically convex set \(\Omega \subset M\) (see [2, Definition 1.3.2]). Then for any \(x, y \in \Omega\) there is a unique (unparametrized) geodesic \(\gamma\) in \(\Omega\) joining \(y\) and \(x\). We denote the squared length of this geodesic by
\[
\Gamma(x, y) = g\left(\exp_y^{-1}(x), \exp_y^{-1}(x)\right)
\]
(note that \(\Gamma\) is positive for timelike and negative for spacelike separation).

2.1. Ansatz for the Regularized Hadamard Expansion. For the calculations it is most convenient to set
\[
X_0 = U_0, \quad X_n = V_n, \quad Y_n = W_n + U_{n-1}.
\]
Then the Hadamard expansion (1.1)–(1.2) takes the form
\[
T(x, y) = \lim_{\varepsilon \to 0} \left( X_0 - \Gamma_\varepsilon + \log \Gamma_\varepsilon \sum_{n=0}^{\infty} X_n \frac{\Gamma^n_\varepsilon}{\varepsilon} + \sum_{n=0}^{\infty} Y_n \frac{\Gamma^n_\varepsilon}{\varepsilon} \right).
\]
For the regularized Hadamard expansion (1.10) we insert functions \(i\varepsilon f_n\) and \(i\varepsilon f_n\) into the factors \(\Gamma\) (see (1.11)). Moreover, we choose the functions \(X_n\) and \(Y_n\) according to (1.12) and (1.13). The advantage of (1.10) is that it contains information on the dynamics of the regularization. In view of later generalizations, it is preferable to replace the square of the mass by an arbitrary smooth function \(\mu(x)\). Thus we must solve the equation
\[
\left(\Box x + \mu(x)\right) T^\varepsilon(x, y) = 0, \quad (2.1)
\]
order by order in \(n\) and modulo error terms of the form (1.9).

2.2. The Transport Equations. Evaluating the regularized Hadamard expansion (1.10) in the Klein-Gordon equation (2.1) gives rise to families of transport equations. In order not to distract from the main constructions, we here state these transport equations and refer to the detailed computations to Appendix A. For the functions \(X_\bullet\) and \(Y_\bullet\), which already appear in the unregularized Hadamard expansion, we obtain the usual transport equations:

**Proposition 2.1.** The functions \(A_\bullet\) and \(B_\bullet\) must satisfy for all \(n \in \mathbb{N}_0\) the transport equations
\[
2 \langle \nabla \Gamma, \nabla A_{n+1} \rangle = -\left(\Box \Gamma + 4n\right) A_{n+1} - \frac{(\Box + \mu) A_n}{n+1} \tag{2.4}
\]
where \(B_0\) is an undetermined smooth function.

The point of interest is that we also get transport equations for the functions describing the regularization:
Proposition 2.2. The functions \( f \), \( a \), and \( b \) must satisfy for all \( n \in \mathbb{N}_0 \) the transport equations

\[
\begin{align*}
  f &:= f_{[-1]} = f \quad \text{and} \quad 2 \langle \nabla \Gamma, \nabla f \rangle = 4 f \quad (2.6) \\
 2 \langle \nabla \Gamma, \nabla a_{-1} \rangle - (8 - \Box \Gamma) a_{-1} &= -2 \langle \nabla f, \nabla A_{-1} \rangle - (\Box f) A_{-1} \quad (2.7) \\
 2 \langle \nabla \Gamma, \nabla a_0 \rangle - (4 - \Box \Gamma) a_0 &= -2 \langle \nabla f, \nabla A_0 \rangle - (\Box a_{-1} + \mu(x) a_{-1}) \quad (2.8) \\
 2 \langle \nabla \Gamma, \nabla a_{n+1} \rangle + (4n + \Box \Gamma) a_{n+1} &= -2 \langle \nabla f, \nabla A_{n+1} \rangle - \frac{1}{n+1} (\Box a_n + \mu(x) a_n) \quad (2.9) \\
 2 \langle \nabla \Gamma, \nabla b_{n+1} \rangle + (4n + \Box \Gamma) b_{n+1} &= -2 \langle \nabla f, \nabla B_{n+1} \rangle - \frac{1}{n+1} (\Box b_n + \mu(x) b_n) \quad (2.10) \\
&\quad + \frac{1}{(n+1)^2} \left( \Box a_n + \mu(x) a_n \right) - 4 a_{n+1} \quad (2.11)
\end{align*}
\]

where \( b_0 \) is an undetermined function.

Note that the right side of these equations are determined by the solutions of the previous transport equations and can therefore be treated as given inhomogeneities.

At this stage, we can make the error terms of our expansion more precise. In view of (2.6), all the functions \( \Gamma \) coincide. Therefore, we can simplify the notation by setting

\[ \Gamma_{\epsilon} := \Gamma_{[-1]} . \]

Moreover, we can improve the error term (1.9) to

\[ \left( 1 + O \left( \frac{\epsilon^2}{\Gamma_{\epsilon}} \right) \right) . \]

This is the error term which we will work with in what follows.

2.3. Solving the Transport Equations. We now explain how to solve transport equations. Our task is to show existence of solutions, and to specify in which sense the regularized Hadamard expansion is unique. We begin with the first group of transport equations (2.2)–(2.5). These equations do not involve the regularization, and they appear in exactly the same way in the standard Hadamard expansion (see for example [2 Section 2]). In order to analyze existence and uniqueness, we evaluate these equations for \( x = y \). This gives for \( n \in \mathbb{N}_0 \) the conditions

\[
\begin{align*}
(2.2) : \quad 0 &= -(8 - 8) A_{-1} \\
(2.3) : \quad 0 &= -(8 - 4) A_0 - (\Box + \mu) A_{-1} \\
(2.4) : \quad 0 &= -(8 + 4n) A_{n+1} - \frac{(\Box + \mu) A_n}{n+1} \\
(2.5) : \quad 0 &= -(8 + 4n) B_{n+1} - \frac{(\Box + \mu) B_n}{n+1} - 4 A_{n+1} + \frac{(\Box + \mu) A_n}{(n+1)^2} .
\end{align*}
\]

The condition resulting from (2.2) is trivially satisfied. Obviously, multiplying a solution \( A_{-1} \) of the transport equation (2.2) by any complex number again gives a solution
of the transport equation. This corresponds to the freedom of multiplying the distribution \( T_\varepsilon(x, y) \) by a prefactor. In order to fix this freedom, we choose \( A_{-1} \) as the square root of the van Vleck-Morette determinant (see for example [26] or [2, eqns (1.9) and (2.4)]),

\[
A_{-1} = \mathcal{V},
\]

which in normal coordinates around \( y \) is given by

\[
\mathcal{V}(x, y) = | \det(g(x)) |^{-\frac{1}{4}}.
\]

Being smooth, the function \( B_0 \) is undetermined. The conditions for the other transport equations (2.3)–(2.5) determine the initial conditions \( A_0(x, x) \), \( A_{n+1}(x, x) \) as well as \( B_{n+1}(x, x) \) (for \( n = 0, 1, 2 \ldots \)). As a consequence, the resulting transport equations have unique solutions. For more details and explicit formulas we refer to [2, Sections 2.2 and 2.3].

We now turn attention to the transport equations (2.6)–(2.11) for the functions \( f \), \( a_\bullet \) and \( b_\bullet \). The transport equation (2.6) has a structure which is very similar to that of the usual Hadamard transport equations in Proposition 2.1. However, there is a major difference: The requirement \( \lim_{\varepsilon \to 0} T_\varepsilon = T \) implies that the function \( f(x, y) \) must have the same sign as \( t(x) - t(y) \). In particular, this leads to the condition

\[
f(x, x) = 0.
\]

Therefore, the question is whether the transport equations in Proposition 2.2 admit solutions with boundary conditions (2.13), and to which extent they are unique. We begin with the uniqueness problem:

**Lemma 2.3.** The solutions of the transport equations of Proposition 2.2 subject to the initial condition (2.13) are unique up to contributions of the following form:

\[
f \text{ is unique up to a multiplicative constant} \quad (2.14)
\]

\[
a_{-1} \text{ is unique up to a multiple of } A_{-1} \quad (2.15)
\]

\[
b_0 \text{ is arbitrary} \quad (2.16)
\]

\[
a_0, a_1, \ldots \text{ are unique} \quad (2.17)
\]

\[
b_0, b_1, \ldots \text{ are unique} \quad (2.18)
\]

**Proof.** The statement (2.14) follows immediately from the fact that (2.6) is a homogeneous ODE of first order. In order to prove (2.15), we note that the homogeneous part of (2.7) coincides with the transport equation for \( A_{-1} \) in (2.2), whose general solution is a multiple times the van Vleck-Morette determinant. The statement (2.16) is obvious because there is no transport equation for \( b_0 \). The uniqueness problem for the resulting transport equations (2.8)–(2.11) can be solved exactly as for the transport equations (2.3)–(2.5) by noting that the factor \( \Box \Gamma + 4n \) is non-zero on the diagonal for \( n \geq -1 \). This concludes the proof. \( \square \)

Before delving into the existence problem, we point out that it suffices to solve the transport equations along all null geodesics. Indeed, doing so determines the functions \( f, a_{-1}, a_n \) and \( b_n \) for points \( x \) and \( y \) with lightlike separation. Extending these functions smoothly to \( M \times M \), the resulting freedom gives rise to errors which are taken care of by the transport equations in the subsequent order of the expansion.
For a null geodesic $\gamma$, the transport equation (2.6) means that $f$ is an affine parameter along $\gamma$. This observation, which was first made in [15, Appendix B], is verified as follows: Let $\Gamma$ be a null geodesic with $\gamma(0) = y$ and $\gamma(\tau) = x$. Then
\[ \nabla_x \Gamma(x, y) = 2\tau \frac{d}{d\tau}\gamma(\tau) \]
(note that the right side does not depend on the multiplicative parametrization of $\gamma$).

Therefore, we may write the transport equation (2.6) as
\[ \tau \dot{\gamma}^j(\tau) \partial_j f(\gamma(\tau)) = f(\gamma(\tau)) , \]
implying that
\[ \tau \frac{d}{d\tau}f(\gamma(\tau)) = f(\gamma(\tau)) . \]

Setting $h(\tau) = h(\gamma(\tau))$, we obtain the ordinary differential equation
\[ \tau \frac{d}{d\tau}h(\tau) = h(\tau) , \]
having the general solution $h(\tau) = c\tau$ with a free real parameter $c$. We conclude that $f$ has the general form
\[ f(\gamma(\tau)) = c\tau . \]
Hence along a null geodesic through $y$, the function $f(\cdot, y)$ simply is an affine parameter along this geodesic with $f(y, y) = 0$. The non-uniqueness (2.14) corresponds precisely to the freedom in choosing a distinguished parametrization of each null geodesic.

We now give a systematic procedure for solving the transport equations of Proposition 2.2. To this end, given $y \in M$ we choose a null geodesic $\gamma$ through $y$ and consider a point $x$ along this geodesic. As already mentioned above, $f$ is an affine parameter along $\gamma$. Using (2.13), it is unique up to a multiplicative constant. We always choose the parametrization of the geodesics to depend smoothly on the null geodesic. Then the resulting function $f(x, y)$ is smooth in $x$ and $y$ (where $x$ is always on the light cone centered at $y$), provided that $x$ stays away from $y$. On the diagonal $x = y$, however, the function $f$ is only continuous, but it will in general not be smooth. We also point out that this procedure determines $f$ only on the light cone (i.e. for pairs of points $x, y$ with $\Gamma(x, y) = 0$). Away from the light cone, we are free to modify $f$ arbitrarily.

Solving the ODE (2.7) is more subtle. Using that $\nabla \Gamma(x, x) = 0$ and that $f$ vanishes according to (2.13), evaluating this transport equation at $x = y$ gives rise to the algebraic conditions
\[ -2 \langle \nabla f, \nabla A_{-1} \rangle - (\Box f) A_{-1} = 0 , \]
which must hold at $x = y$. At this point, we can make use of the fact that the function $f$ need not be smooth on the diagonal, and that it can be changed arbitrarily away from the light cone. Using this freedom, one can indeed arrange that the function vanishes on the light cone in a neighborhood of $y$, as we now explain: We want to arrange that (2.19) holds on the light cone centered at $y$. In order to eliminate the first order term, it is preferable to write this equation equivalently as
\[ \Box (f A_{-1}) = (f A_{-1}) \Box A_{-1} . \]

This partial differential equation is analyzed most conveniently in light cone coordinates $(u, v, \vartheta, \varphi)$ around $y$, where $u$ vanishes on the future light cone and $v$ vanishes on the past light cone (both centered at $y$). We choose double null coordinates at $y$. To this end, we first choose a Gaussian coordinate system $(t, x, y, z)$
where $g_{ij}(y) = \text{diag}(1,-1,-1,-1)$ is the Minkowski metric. Choosing standard coordinates $(r, \vartheta, \varphi)$ and null coordinates $u = (t - r)/2$ and $v = (t + r)/2$, the line element becomes
\[ ds^2 = \left(4 \, du \, dv + (v - u)^2 \, g_{S^2}(\vartheta, \varphi)\right) \left(1 + O(u) + O(v)\right), \]
so that the Laplacian at $y$ takes the form
\[ \Box = \frac{\partial}{\partial u} \frac{\partial}{\partial v} + \frac{1}{v - u} \left(\frac{\partial}{\partial v} - \frac{\partial}{\partial u}\right) - \frac{1}{(v - u)^2} \Box_{S^2}. \]
The function $f_{A^{-1}}$ is already determined on the light cone. It grows linearly in $v - u$ and is smooth in the angular variables. Hence the angular part of the Laplacian has at most a simple pole at the origin, i.e. on the future light cone
\[ \frac{1}{(v - u)^2} \Box_{S^2}(f_{A^{-1}}) \big|_{u=0} \lesssim \frac{1}{v}. \]
Therefore, choosing the $u$-derivative on the upper light cone such that
\[ \partial_u (f_{A^{-1}}) \big|_{u=0} \lesssim \frac{1}{v}, \]
one can arrange that the equation (2.20) is satisfied on the future light cone in a neighborhood of $y$. Similarly, by choosing the $v$-derivative on the lower light cone appropriately, we can arrange that (2.20) holds on the past light cone in a neighborhood of $y$. Finally, we extend the function $f_{A^{-1}}$ respecting its prescribed first derivatives on the light cone such that it is smooth for $x \neq y$ and continuous at $x = y$.

In this way, we have arranged that (2.19) holds on the light cone in a neighborhood of $y$. As a consequence, the transport equation (2.7) clearly admits a solution which vanishes at $x = y$.

The remaining transport equations (2.8)–(2.11) can be solved exactly as the usual transport equations (2.3)–(2.5).

In order to complete the proof of Theorem 1.1 it remains to analyze the symmetry properties of the solution $f$.

**Lemma 2.4.** The function $f$ is antisymmetric (1.18).

*Proof.* We again fix $y$ and choose a null geodesic $\gamma$ through $y$. Then, as explained above, the function $f(x, y)$ is an affine parameter $\tau$ of the geodesic, i.e. $f(x, y) = \tau(x) - \tau(y)$. This shows that $f(x, y) = -f(y, x)$, concluding the proof. \qed

### 3. Propagation of Regularized Singularities

So far, the regularized Hadamard expansion was performed locally in a convex neighborhood $\Omega \subset M$. In this section we specify assumptions under which the expansion is globally well-defined. Moreover, we show that the regularized Hadamard form is preserved by the time evolution. By a *global expansion* we mean an expansion which can be performed in every convex neighborhood and is uniquely determined, up to smooth contributions and well-defined error terms. In particular, the expansions in two convex neighborhoods should coincide in the intersection of these neighborhoods.

The first step in the construction is to determine the function $f$ globally. To this end, we distinguish parametrizations of null geodesics as follows: Let $\gamma(\tau)$ be a parametrized future-directed null geodesic defined on an open interval $I \subset \mathbb{R}$. Such a geodesic can
be reparametrized in several ways. One obvious freedom is to change the parameter by an additive constant,
\[ \tilde{\gamma}(\tau) := \gamma(\tau + c) \quad \text{with} \quad \tau \in \tilde{I} := I - c. \]  

Moreover, one may reparametrize by a non-negative multiplicative constant \( \lambda \), i.e.
\[ \tilde{\gamma}(\tau) := \gamma(\lambda \tau) \quad \text{with} \quad \tau \in \tilde{I} := I/\lambda \quad \text{and} \quad \lambda > 0. \]
This freedom scales the velocity vector by \( \dot{\tilde{\gamma}}(\tau) = \lambda \dot{\gamma}(\lambda \tau) \). The additive and multiplicative reparametrizations indeed exhaust the freedom to change parametrizations of null geodesics.

In the next definition we distinguish the multiplicative parametrization of every null geodesic. Clearly, it suffices to consider maximal geodesics (i.e. geodesics which are inextendible), because all other null geodesics can be obtained by restriction to a smaller parameter domain.

**Definition 3.1.** We introduce a set of parametrized future-directed maximal null geodesics
\[ \mathcal{L} = \{ (\gamma, I) \mid \gamma : I \to M \text{ is a future-directed maximal null geodesic} \} \]
with the following properties:
(a) For every \((\gamma, I) \in \mathcal{L}\), reparametrizing by an additive constant \(3.1\) again gives a geodesic in \(\mathcal{L}\).
(b) For every maximal null geodesic \(\gamma(\tau)\) in \(M\), there is exactly one \(\lambda > 0\) such that the multiplicative reparametrization \(3.2\) gives a geodesic \((\tilde{\gamma}, \tilde{I}) \in \mathcal{L}\).

For any space-time point \(p \in M\) we introduce the set
\[ D_p \mathcal{L} = \{ \dot{\gamma}(\tau) \mid (\gamma, I) \in \mathcal{L}, \tau \in I \text{ and } \gamma(\tau) = p \} \subset T_p M. \]
Clearly, this set is a subset of the light cone centered at \(p\), i.e.
\[ D_p \mathcal{L} \subset \{ u \in T_p M \mid \langle u, u \rangle_p = 0 \}. \]

Given \(\mathcal{L}\), the function \(f\) can be chosen canonically as follows. Let \(\Omega\) be a convex neighborhood and let \(x, y \in \Omega\) be two space-time points with lightlike separation. Then there is a unique unparametrized null geodesic joining \(x\) and \(y\). According to Definition \(3.1\) (ii) there is a corresponding parametrized null geodesic \(\tilde{\gamma}(\tilde{\tau})\) in \(\mathcal{L}\), which is unique up to additive reparametrizations. We choose \(\tau_x\) and \(\tau_y\) with \(\tilde{\gamma}(\tau_x) = x\) and \(\tilde{\gamma}(\tau_y) = y\) and set
\[ f(x, y) = \tau_x - \tau_y. \]  

We refer to this choice as the function \(f\) induced by \(\mathcal{L}\).

The next question is whether a family \(\mathcal{L}\) exists which has the desired smoothness properties. An easy method for constructing \(\mathcal{L}\) is to choose the parametrizations on a Cauchy surface:

**Lemma 3.2.** Let \(\mathcal{N}\) be a Cauchy surface. For any \(p \in \mathcal{N}\) we let \(\lambda\) be a positive smooth function on the sphere bundle,
\[ \lambda : S.\mathcal{N} \subset T.\mathcal{N} \to \mathbb{R}^+ \]
(thus \(\lambda\) maps any vector in \(T_x \mathcal{N}\) which has length one with respect to the induced Riemannian metric to a positive number). Then there is a unique family of parametrized
null geodesics $\mathcal{L}$ as in Definition 3.1 such that for every parametrized null geodesic in $\mathcal{L}$ with $\gamma(0) \in \mathcal{N}$,

$$\dot{\gamma}(0) \in \{ \lambda(n) (\nu + n) \mid n \in S_\gamma(0) \cap \mathbb{N} \}, \tag{3.4}$$

where $\nu$ denotes the unit future normal on $\mathcal{N}$ in $\gamma(0)$ (and we consider $n$ as a vector in $S_\gamma(0) \cap \mathbb{N} \subset T_\gamma(0) \mathcal{M}$).

**Proof.** Since every maximal null geodesic intersects the Cauchy surface $\mathcal{N}$ exactly once, the condition (3.4) determines the multiplicative parametrization uniquely. □

We point out that this construction applies even if there are conjugate points, implying that two points $x, y \in \mathcal{M}$ may be joined by two different geodesics. In this case, the family $\mathcal{L}$ can still be constructed, because the geodesic equation is globally well-defined. The function $f$, on the other hand, is only defined locally in convex neighborhoods, but since it is induced by $\mathcal{L}$ via (3.3), it is uniquely determined by $\mathcal{L}$ in any convex neighborhood.

The basic difficulty is to control the error of the expansion in the time evolution. It turns out that error terms of the form (1.9) are not suitable. Instead, we must work with the expansion parameter $\varepsilon^2 / \Gamma \varepsilon$. Moreover, it does not suffice to consider the terms of zero order in this expansion, but instead we must consider an expansion in powers of $\varepsilon^2 / \Gamma \varepsilon$ up to a fixed order $k_{\text{max}}$ (to be specified below). This leads us to the ansatz

$$R^\varepsilon(x, y) = \sum_{k=0}^{k_{\text{max}}} \varepsilon^{2k} \Gamma^{-k} (A_{-1,k} + i\varepsilon a_{-1,k}) + \sum_{n=0}^{k_{\text{max}}} \sum_{k=0}^{n} \varepsilon^{2k} \Gamma^{-k} \left[ (A_{n,k} + i\varepsilon a_{n,k}) \log \Gamma + (B_{n,k} + i\varepsilon b_{n,k}) \right], \tag{3.5}$$

where all coefficient functions are continuous as well as smooth away from the diagonal. In order to bypass convergence issues, we always truncate this series by setting

$$R^\varepsilon_N(x, y) = \sum_{k=0}^{k_{\text{max}}} \varepsilon^{2k} \Gamma^{-k} (A_{-1,k} + i\varepsilon a_{-1,k}) + \sum_{n=0}^{N} \sum_{k=0}^{k_{\text{max}}} \varepsilon^{2k} \Gamma^{-k} \left[ (A_{n,k} + i\varepsilon a_{n,k}) \log \Gamma + (B_{n,k} + i\varepsilon b_{n,k}) \right], \tag{3.6}$$

where $N \in \mathbb{N}$ is a parameter which we will be allowed to choose arbitrarily large. Since the factor $\log \Gamma \varepsilon$ is never multiplied by negative powers of $\Gamma \varepsilon$, we demand that

$$A_{n,k} = a_{n,k} = 0 \quad \text{if } k > n. \quad \text{Moreover, we fix the freedom to add smooth solutions by setting the constant terms to zero,}$$

$$B_{n,k} = b_{n,k} = 0 \quad \text{if } k = n. \quad \text{Given a compact subset } K \subset \Omega, \text{ we choose a continuous distance function } d \text{ on } K$$

introduce the compact set

$$\mathcal{P}_{K,d} := \{ (x, y) \in K \times K \mid d(x, y) \geq 1 \}.$$
Differentiating in \( x \) we obtain similarly of regularized Hadamard form on the Cauchy surface \( N \) would be of the form
\[
(\mathbb{P}_K) = C^s(\mathbb{P}_{K,d}) \mathcal{O}(\varepsilon^2) + C^N(\mathbb{P}_{K,d}) \tag{3.7}
\]
The precise connection is obtained as follows. If \( T^\varepsilon \) had an exact expansion of the form \( 3.6 \) with \( N = k = \infty \), then the leading error terms of the difference \( T^\varepsilon - R_N^\varepsilon \) would be of the form
\[
\sim \Gamma^{N+1} (1 + \log \Gamma) \quad \text{and} \quad \sim \varepsilon^{2k_{\max}+2} \Gamma^{-2-k_{\max}}.
\]
Differentiating in \( x \) decreases the order of \( \Gamma \) at most by one. Therefore, for any multi-index \( \alpha \) with \( |\alpha| = p \),
\[
\left| \frac{\partial^p}{\partial x^\alpha} \Gamma^{N+1} (1 + \log \Gamma) \right| \lesssim |\Gamma|^{N+1-p} (1 + |\log \Gamma|) \lesssim |\Gamma|^{N-p},
\]
showing that the first error term is of the class
\[
\Gamma^{N+1} (1 + \log \Gamma) \in C^s(\mathbb{P}_{K,d}) + \mathcal{O}(\varepsilon^2) C^{N-1}(\mathbb{P}_{K,d}).
\]
Differentiating the second error term, we obtain similarly
\[
\left| \frac{\partial^p}{\partial x^\alpha} \Gamma^{2k_{\max}+2} \Gamma^{-2-k_{\max}} \right| \lesssim \varepsilon^{2k_{\max}+2} \Gamma^{2+k_{\max}+p} \lesssim \frac{\varepsilon^{2k_{\max}+2}}{\|f(x,y)\|^{2+k_{\max}+p}} = \varepsilon^{k_{\max}-p}.
\]
Hence the second error term is of the class
\[
\varepsilon^{2k_{\max}+2} \Gamma^{-2-k_{\max}} \in \mathcal{O}(\varepsilon^2) C^{k_{\max}-2}(\mathbb{P}_{K,d}).
\]
Comparing with \( 3.7 \), we are led to choosing
\[
k_{\max} = s + 2 \quad \text{and} \quad N \geq s + 1. \tag{3.8}
\]

**Definition 3.4.** The bi-solution \( T^\varepsilon(x, y) \) is of regularized Hadamard form on \( U \subset M \) to the order \( \mathcal{O}^s(\varepsilon^2) \) if every \( x_0 \in U \) has a convex neighborhood \( \Omega \subset M \) such that there is a series \( R^\varepsilon \) of the form \( 3.5 \) defined on \( \Omega \times \Omega \) which approximates \( T^\varepsilon(x, y) \) to the order \( \mathcal{O}^s(\varepsilon^2) \).

**Theorem 3.5.** Assume that the bi-solution \( T^\varepsilon(x, y) \) of the Klein-Gordon equation is of regularized Hadamard form on the Cauchy surface \( N \) to the order \( \mathcal{O}^s(\varepsilon^2) \) with
\[
s \geq 2 + \left[ \frac{m}{2} \right] \tag{3.9}
\]
(\text{where } m = \dim N \text{ is the spatial dimension}). Then it is of regularized Hadamard form on all of \( M \) to the order \( \mathcal{O}^r(\varepsilon^2) \), where
\[
r = s - 2 - \left[ \frac{m}{2} \right].
\]

We now enter the proof of this theorem, which will be completed at the end of this section. We begin with a lemma on the structure of the regularized Hadamard expansion \( 3.6 \) and the corresponding transport equations:

**Lemma 3.6.** Evaluating the equation
\[
(\Box x + \mu(x)) R^\varepsilon_N(x, y) = 0
\]
in increasing order in \( n \) and \( k \), one obtains transport equations for the unknown functions \( A_{n,k}, B_{n,k} \) and \( a_{n,k}, b_{n,k} \) of the general form
\[
(\nabla \Gamma, \nabla g) = \cdots ,
\]

where the right side depends on \( g \) as well as on previously computed functions. The error term is of the class
\[
(\Box x + \mu(x)) R_N^e(x, y) \in C^{s-1}(\mathcal{P}_{K,d}) \mathcal{O}(\varepsilon^2) + C^N(\mathcal{P}_{K,d})
\]
(where we again chose \( k_{\text{max}} \) according to (3.11).

**Proof.** The transport equations for \( k = 0 \) are derived in Appendix A. The error term involves a power of \( \varepsilon^2/\Gamma_\varepsilon \) (see (A.2) and the explicit formula for \( R(x, y) \) at the end of the appendix). Therefore, we can proceed inductively in \( k \), giving rise to transport equations of the form (3.10). It remains to determine the error terms. We begin with the error terms due to the truncation in \( n \). For \( k = 0 \), we obtain an error term of the form
\[
(\Box x + \mu(x)) R_N^e(x, y) \sim \Gamma_\varepsilon^N \log \Gamma_\varepsilon .
\]

In order to determine the regularity of the right side, we again use that differentiating decreases the order of \( \Gamma_\varepsilon \) at most by one. Therefore, for any multi-index \( \alpha \) with \( |\alpha| = p \),
\[
\left| \frac{\partial^p}{\partial x^\alpha} (\Box x + \mu(x)) R_N^e(x, y) \right| \lesssim |\Gamma_\varepsilon|^{-N-p} (1 + |\log \Gamma_\varepsilon|) \lesssim |\Gamma_\varepsilon|^{-N-p-1} ,
\]
showing that the error term is of the class \( C^{N-1} \). Since increasing \( k \) gives a scaling factor \( \varepsilon^2/\Gamma_\varepsilon \), we conclude that the error terms of the truncation of \( n \) have the regularity
\[
(\Box x + \mu(x)) R_N^e(x, y) \in C^N + \varepsilon^2 C^{N-1} + \cdots + \varepsilon^{2k_{\text{max}}} C^{N-k_{\text{max}}} .
\]

In the case \( k_{\text{max}} = 0 \), the leading error term coming from the truncation in \( N \) is computed in Appendix A to be
\[
(\Box x + \mu(x)) R_N^e(x, y) \sim \frac{\varepsilon^2}{\Gamma_\varepsilon^2} .
\]
(see again (A.2) and the explicit formula for \( R(x, y) \) at the end of the appendix). Since incrementing \( k \) gives rise to a a factor \( \varepsilon^2/\Gamma_\varepsilon \), the leading error for general \( k_{\text{max}} \) is given by
\[
(\Box x + \mu(x)) R_N^e(x, y) \sim \frac{\varepsilon^{2+2k_{\text{max}}}}{\Gamma_\varepsilon^{3+k_{\text{max}}}^2} .
\]

Therefore, for any any multi-index \( \alpha \) with \( |\alpha| = p \),
\[
\left| \frac{\partial^p}{\partial x^\alpha} (\Box x + \mu(x)) R_N^e(x, y) \right| \lesssim \frac{\varepsilon^{2+2k_{\text{max}}}}{\Gamma_\varepsilon^{3+k_{\text{max}}+p}} \lesssim \frac{\varepsilon^{2+2k_{\text{max}}}}{(\varepsilon |f(x,y)|)^{3+k_{\text{max}}+p}} = \frac{\varepsilon^{k_{\text{max}}-p-1}}{|f(x,y)|^{3+k_{\text{max}}+p}} .
\]
We conclude that, away from diagonal,
\[
(\Box x + \mu(x)) R_N^e(x, y) \in C^{s-1} \mathcal{O}(\varepsilon^2)
\]
with \( s \) according to (3.35). Collecting all the error terms gives the result. \( \square \)

**Lemma 3.7.** Let \((\mathcal{N}_t)_{t \in \mathbb{R}}\) be a foliation of \( M \) by Cauchy surfaces. Given \( s \) satisfying (3.9), the Cauchy problem
\[
(\Box x + \mu(x)) \phi(x) = g(x) \in W^{s-1,2}_{\text{loc}}(\mathcal{N}_0)
\]
with initial values

\[ \phi|_{\mathcal{N}} = \phi_0 \in W^{s,2}_{\text{loc}}(\mathcal{N}_0), \quad \partial_{\nu}\phi|_{\mathcal{N}} = \phi_1 \in W^{s-1,2}_{\text{loc}}(\mathcal{N}_0) \]

has a unique global weak solution. Its restriction to any other Cauchy surface \( \mathcal{N}_t \) is of the class \( W^{s,2}_{\text{loc}}(\mathcal{N}_t) \).

**Proof.** Due to finite propagation speed, it clearly suffices to solve the Cauchy problem in a local chart. Rewriting the equations as a symmetric hyperbolic system for \( \psi = (\partial_t \phi, \nabla \phi, \phi) \), the initial data and the inhomogeneity are in the Sobolev space \( W^{s-1,2}_{\text{loc}}(\mathbb{R}^m) \). Therefore, there is a unique global solution in this Sobolev space (see for example [23, Chapter 5.3] or [14, Chapter 9]). Moreover, since the first derivatives of the function \( \phi \) are in \( W^{s-1,2}_{\text{loc}}(\mathbb{R}^m) \), this function is even in \( W^{s,2}_{\text{loc}}(\mathbb{R}^m) \). \( \square \)

**Proof of Theorem 3.5.** Applying the Sobolev embedding \( W^{s,2}_{\text{loc}}(\mathbb{R}^m) \hookrightarrow \mathcal{C}^r(\mathbb{R}^m) \) (see for example [8, Section 5.6.3]) it suffices to estimate \( T^\varepsilon - R_N^\varepsilon \) in the Sobolev space \( W^{s,2}_{\text{loc}}(\mathbb{R}^m) \) on Cauchy surfaces.

Let \( x_0 \in M \). We want to show that \( T^\varepsilon \) is of regularized Hadamard form at \( x_0 \). Without loss of generality we can assume that \( x_0 \) lies in the future of the Cauchy surface \( \mathcal{N} \). Closely following the construction in [18], we choose a point \( z \) in the future of \( x_0 \) and let \( \Omega \) be a convex neighborhood of \( x_0 \) contained in the causal past \( J^\wedge(z) \) of \( z \) (see Figure 1).

Let \( t \) be a Cauchy time function on \( M \) with \( t^{-1}(0) = \mathcal{N} \). We denote the corresponding Cauchy surfaces by \( \mathcal{N}_t := t^{-1}(t) \). We first argue that there is \( \delta > 0 \) such that it suffices to consider points \( x, y \in \Omega \) whose time functions differ at least by \( \delta \),

\[ |t(x) - t(y)| \geq \delta. \]

Indeed, for any points \( x, y \in \Omega \) with \( d(x, y) > 1 \) this can be arranged by slightly modifying the time function in a neighborhood of \( \Omega \) (see Figure 2). Moreover, by symmetry in \( x \) and \( y \), it suffices to consider the case that \( x \) lies to the future of \( y \), i.e.

\[ t(x) - t(y) \geq \delta. \quad (3.12) \]

Since \( M \) is globally hyperbolic, the set \( K := J^\wedge(z) \cap J^\vee(\mathcal{N}) \) is compact. We choose \( \delta_1, \delta_2 > 0 \) such that the set \( Q(x, \delta_1, \delta_2) \) defined by

\[ Q(x, \delta_1, \delta_2) = \{ y \in M \mid |t(x) - t(y)| < \delta_1 \text{ and } \Gamma(x, y) > -\delta_2 \} \]
is a normal neighborhood for all \( x \in K \). Let \( N \) be an integer with \( N \delta_1 > 2t(z) \). Let \( t_j = j \frac{t(z)}{N} \) and let \( \mathcal{N}_j \) be the Cauchy surface \( t = t_j \). Finally, we let

\[
V_j = \left\{ w \in K \mid t_{j-1} - \frac{\delta_1}{4} < t(w) < t_j + \frac{\delta_1}{4} \right\}.
\]

Now we can proceed inductively. Thus, assuming that \( T^\varepsilon \) is of regularized Hadamard form on \( \mathcal{N}_{t_j-1} \cap K \), it remains to show that it is also of regularized Hadamard form in the set \( V_j \) which includes \( \mathcal{N}_{t_j} \cap K \).

By the induction hypothesis, every point \( y \in \mathcal{N}_{t_j-1} \cap K \) has a convex neighborhood where \( T^\varepsilon \) is of regularized Hadamard form. We cover \( \mathcal{N}_{t_j-1} \cap K \) by a finite number of such convex neighborhoods and denote their union by \( U \). We choose \( \tilde{t} > t_{j-1} \) such that \( \mathcal{N}_{\tilde{t}} \cap K \subset U \) (see Figure 3). Next we choose the distance function \( d \) such that the corresponding distance of \( \mathcal{N}_{\tilde{t}} \cap K \) and \( \mathcal{N}_j \cap K \) is bigger than one. Let \( y \in \mathcal{N}_{j-1} \cap K \).

By extending \( R^\varepsilon(\cdot, y) \) smoothly to zero, the regularized Hadamard expansion is well-defined for all \( x \in \mathcal{N}_{\tilde{t}} \cap K \). Moreover, choosing \( N \), we know by hypothesis that

\[
(T^\varepsilon - R^\varepsilon)(\cdot, y) = W^{s,2}_{\text{loc}}(\mathcal{N}_{\tilde{t}} \cap K) \varepsilon^2 + W^{N,2}_{\text{loc}}(\mathcal{N}_{\tilde{t}} \cap K).
\]

We now consider the transport equations for the functions \( A_{n,k}, B_{n,k} \) and \( a_{n,k}, b_{n,k} \). According to Lemma 3.6, these transport equations all have the general form (3.10). Since \( \nabla \mathcal{T} \) is non-zero in a convex neighborhood away from the diagonal, these transport equations all have unique solutions away from the diagonal. Therefore, we can extend the regularized Hadamard expansion \( R^\varepsilon_N(\cdot, y) \) to the set

\[
U_j := V_j \cap K \cap J^N(\mathcal{N}_{\tilde{t}}) \cdot
\]

According to (3.11), we know furthermore that for all \( t \in [\tilde{t}, t_j] \),

\[
(\Box_x + \mu(x)) (T^\varepsilon - R^\varepsilon)_N(\cdot, y) \in W^{s-1,2}_{\text{loc}}(\mathcal{N}_{\tilde{t}} \cap K) + W^{N,2}_{\text{loc}}(\mathcal{N}_{\tilde{t}} \cap K).
\]

Solving the Cauchy problem for \( T^\varepsilon - R^\varepsilon_N \) in \( U_j \), we can apply Lemma 3.7 to conclude that for all \( t \in [\tilde{t}, t_j] \),

\[
(T^\varepsilon - R^\varepsilon_N)(\cdot, y) = W^{s,2}_{\text{loc}}(\mathcal{N}_{\tilde{t}} \cap K) \varepsilon^2 + W^{N,2}_{\text{loc}}(\mathcal{N}_{\tilde{t}} \cap K).
\]

We note that, since the set \( \mathcal{N}_{t_j-1} \cap K \) is compact, this estimate is uniform in \( y \).

In order to translate \( y \) to the future, we proceed as follows. Fix \( x \) for example on the surface \( \mathcal{N}_j \). Exchanging the roles of \( x \) and \( y \) in the above argument, we can solve the Cauchy problem in the variable \( y \) to the future up to any Cauchy surface which has the property that that its time distance from \( \mathcal{N}_{t_j} \) is at least \( \delta \). With this procedure, we obtain the desired regularized Hadamard expansion for all \( x \) and \( y \) in \( V_j \), under
the constraint that \( x \) lies to the future of \( y \) and that (3.12) holds. This concludes the proof. □

4. AN EXPLICIT EXAMPLE AND GLUEING CONSTRUCTIONS

**Example 4.1.** We let \( M = \mathbb{R}^{1,3} \) be four-dimensional Minkowski space. Let \( T(x, y) \) be the distribution

\[
T(x, y) = \int \frac{d^4 k}{(2\pi)^4} \delta(k^2 - m^2) \Theta(-k^0) e^{-ik(x-y)}
\]

(where \( k = (k^0, \vec{k}) \) and \( k^2 = (k^0)^2 - |\vec{k}|^2 \) is the Minkowski inner product). By direct computation, one sees that this distribution is a bi-solution of the Klein-Gordon equation

\[
(\Box - m^2) \phi = 0
\]

(where \( \Box = \partial^2_t - \Box_{\mathbb{R}^3} \) is the wave operator). Computing the integrals in terms of Bessel functions and expanding in powers of \( m^2 \) (for details see for example [11, Section 1.2]) one sees that this distribution is indeed of Hadamard form (1.4). The simplest method to regularize it is to insert a convergence-generating factor \( e^{\varepsilon k^0} \) into the integrand,

\[
T^\varepsilon(x, y) := \int \frac{d^4 k}{(2\pi)^4} \delta(k^2 - m^2) \Theta(-k^0) e^{\varepsilon k^0} e^{-ik(x-y)}.
\]

The effect of the convergence-generating factor can be described conveniently in position space. Namely, introducing the short notations

\[
\omega = k^0 \quad \text{and} \quad y - x = (t, \vec{\xi}),
\]

one can combine the exponential with the phase factor of the Fourier transform,

\[
\exp(\varepsilon k^0) e^{i\omega(t-i\varepsilon)} = e^{i\omega(t-i\varepsilon)} e^{-i\varepsilon \vec{\xi}}.
\]

This shows that the regularization amounts to the replacement

\[
t \to t - i\varepsilon.
\]

This simple replacement rule motivates the name \( i\varepsilon \)-regularization (see [11, Section 2.4]). According to [11,8], this replacement rules gives rise to the regularized Hadamard expansion with \( f \equiv 2 \), up to errors of the form (1.9). Even more, writing the replacement rule as

\[
\Gamma \to \Gamma^\varepsilon - \varepsilon^2
\]

and expanding in powers of \( \varepsilon^2 \), one obtains an expansion of the form considered in Section 3. More precisely, truncating in \( n \) and \( k \), we obtain the expansion \( R^N_\Lambda \) in (3.6).
Therefore, \( T^\varepsilon(x, y) \) is of regularized Hadamard form on \( M \) to the order \( O^s(\varepsilon^2) \) for any \( s \in \mathbb{N} \) (see Definition 3.4).

Combining this explicit example with the result on the propagation of regularized singularities of Theorem 3.5, we can adapt the well-known gluing constructions for Hadamard states in [17] to the case with regularization:

**Theorem 4.2.** Let \((M, g)\) be a four-dimensional globally hyperbolic space-time whose Cauchy surfaces are diffeomorphic to \( \mathbb{R}^3 \). Then for any \( s \in \mathbb{N} \), there is a family \( T^\varepsilon \) of distributions which are of regularized Hadamard form in all of \( M \) to the order \( O^s(\varepsilon^2) \).

**Proof.** We choose a global foliation by Cauchy surfaces \((\mathcal{N}_t)_{t \in \mathbb{R}}\). We proceed in two steps. In the first step, we take the future of the Cauchy surface \( \mathcal{N}_1 \) and glue it together with the subset \( \mathbb{R}^- \times \mathbb{R}^3 \) of Minkowski space. More precisely, we apply the construction in [17, Proposition C.1] to obtain a globally hyperbolic space-time \( \tilde{M} \) with foliation by Cauchy surfaces \((\tilde{\mathcal{N}}_t)_{t \in \mathbb{R}}\) such that the submanifold \( \bigcup_{t > 1} \tilde{\mathcal{N}}_t \) is isometric to \( \bigcup_{t > 1} \mathcal{N}_t \), whereas the submanifold \( \bigcup_{t < 0} \tilde{\mathcal{N}}_t \) is isometric to the subset \( \mathbb{R}^- \times \mathbb{R}^3 \) of Minkowski space. We let \( \tilde{\mathcal{T}}^\varepsilon \) be the family of bi-distributions on \( \tilde{M} \times \tilde{M} \) which for negative times coincides with the explicit example in Minkowski space (4.1). Applying Theorem 3.5, it follows that \( \tilde{\mathcal{T}}^\varepsilon \) is of regularized Hadamard form in all of \( \tilde{M} \).

In the second step, we let \( \mathcal{T}^\varepsilon \) be the family of bi-distributions on \( M \times M \) which for \( t > 1 \) coincides with \( \tilde{\mathcal{T}}^\varepsilon \). Again applying Theorem 3.5, it follows that \( \mathcal{T}^\varepsilon \) is of regularized Hadamard form in all of \( M \).

---

5. A Dirac Field

We now explain how the above methods and results extend to a Dirac field, also relying on constructions in [12, 15]. Thus we consider a family \( P^\varepsilon(x, y) \) of solutions of the Dirac equation,

\[
(D - m) P^\varepsilon(x, y) = 0 .
\]

Similar as in [12, Lemma 5.6], it is convenient to write this family as

\[
P^\varepsilon(x, y) = (D + m) T^\varepsilon(x, y)
\]

\((T^\varepsilon(x, y)\) can be obtained for example by solving this inhomogeneous hyperbolic equation for any given initial data). Then \( T^\varepsilon(x, y) \) satisfies the equation

\[
0 = (D - m)(D + m) T^\varepsilon(x, y) = (D^2 - m^2) T^\varepsilon(x, y) = \left( -\Box S + \frac{s^2}{4} - m^2 \right) T^\varepsilon(x, y) ,
\]

where we used the Lichnerowicz-Weitzenböck identity (see for example [24, Theorem II.8.8] or [31, 25]), and \( s \) denotes scalar curvature. Choosing

\[
\mu(x) = m^2 - \frac{s(x)}{4} ,
\]

we obtain the equation

\[
(\Box^S_x + \mu(x)) T^\varepsilon(x, y) = 0 ,
\]

which coincides with (2.1), but now taking values in the spinor bundle \( SM \). In analogy to (1.10), for the regularized Hadamard expansion of \( T^\varepsilon \) we make the ansatz

\[
T^\varepsilon = \frac{1}{\Gamma_{[-1]}} X_{-1} + \sum_{n=0}^{\infty} \Gamma^u_n \log \Gamma_{[u]} X_n + \sum_{n=0}^{\infty} \Gamma^n_{[u]} Y_n ,
\]

(5.2)
where the coefficients now are linear mappings between spinor spaces:

\[ X_\bullet(x, y), Y_\bullet(x, y) : S_y M \to S_x M, \]

whereas \( \Gamma_\bullet \) are again complex-valued functions. Exactly as explained for the Klein-Gordon equation in Section 2, we again work with the ansatz (1.11)–(1.13). Finally, the regularized Hadamard expansion for \( P^\varepsilon(x, y) \) is obtained from (5.2) by differentiation (5.1).

In this bundle setting, the derivation of the transport equations is more subtle because one must carefully keep track of the order of multiplication of the linear operators acting on spinors. We wrote the computations in Section 2.2 and Appendix A in such a way that they again apply without changes. In particular, the above transport equations (2.2)–(2.5) and (2.7)–(2.11) again hold as spinorial equations, whereas (2.6) is complex-valued. These differential equations can be solved exactly as described in Section 2.3, again with the boundary conditions (2.13). The solutions of the usual transport equations (2.2)–(2.5) are computed more explicitly for example in [12, Appendix A].

**Appendix A. Derivation of the Transport Equations**

We substitute the regularized Hadamard expansion (1.10) into the Klein-Gordon equation (2.1) and compute the Laplacian term by term, omitting error terms of the order (1.9). From now on all derivatives act on the variable \( x \). We remark that the identity

\[ |\nabla \Gamma|^2 \equiv (\nabla_j \Gamma)(\nabla^j \Gamma) = 4 \Gamma \]

holds (see [2, Lemma 1.3.19] or [15, Lemma B.1]). As a consequence,

\[
|\nabla \Gamma_\bullet|^2 = |\nabla \Gamma|^2 - \varepsilon^2 |\nabla f_\bullet|^2 + 2i \varepsilon \langle \nabla \Gamma, \nabla f_\bullet \rangle \\
= 4 \Gamma - \varepsilon^2 |\nabla f_\bullet|^2 + 2i \varepsilon \langle \nabla \Gamma, \nabla f_\bullet \rangle \\
= 4 \Gamma - 4i \varepsilon f_\bullet - \varepsilon^2 |\nabla f_\bullet|^2 + 2i \varepsilon \langle \nabla \Gamma, \nabla f_\bullet \rangle,
\]

(A.1)

(where the bullets again stand for any subscript \([\cdot]\) or \(\{\cdot\}\)). Hence

\[
\Box \left( \frac{1}{\Gamma_{[-1]}} X_{-1} \right) = \frac{1}{\Gamma_{[-1]}} \Box X_{-1} - \frac{2}{\Gamma_{[-1]^2}} \langle \nabla \Gamma_{[-1]}, \nabla X_{-1} \rangle \\
+ \frac{2}{\Gamma_{[-1]^3}} |\nabla \Gamma_{[-1]}|^2 X_{-1} - \frac{1}{\Gamma_{[-1]^2}} \Box \Gamma_{[-1]} X_{-1} \\
\stackrel{(A.1)}{=} \frac{i \varepsilon}{\Gamma_{[-1]^3}} \left( 4 \langle \nabla \Gamma, \nabla f_{[-1]} \rangle - 8 f_{[-1]} \right) X_{-1} \\
- \frac{2 \varepsilon^2}{\Gamma_{[-1]^3}} |\nabla f_{[-1]}|^2 X_{-1} \\
+ \frac{1}{\Gamma_{[-1]^2}} \left( -2 \langle \nabla \Gamma, \nabla X_{-1} \rangle + 8 X_{-1} - (\Box \Gamma) X_{-1} \right) \\
+ \frac{i \varepsilon}{\Gamma_{[-1]^2}} \left( -2 \langle \nabla f_{[-1]}, \nabla X_{-1} \rangle - (\Box f_{[-1]}) X_{-1} \right) \\
+ \frac{1}{\Gamma_{[-1]}} \Box X_{-1}.
\]
Next, for all $n = 0, 1, 2, \ldots$,

$$\square \Gamma^\eta_{\{n\}} = n \Gamma^\eta_{\{n\}} \square \Gamma_{\{n\}} + n(n - 1) \Gamma^\eta_{\{n\}} \log \Gamma_{\{n\}} |\nabla \Gamma_{\{n\}}|^2 \tag{A.1}$$

\[ \square \Gamma^\eta_{\{n\}} \square \Gamma_{\{n\}} + n(n - 1) \Gamma^\eta_{\{n\}} \left( 4 \Gamma_{\{n\}} - 4i \varepsilon f_{\{n\}} - \varepsilon^2 |\nabla f_{\{n\}}|^2 + 2i \varepsilon \langle \nabla \Gamma, \nabla f_{\{n\}} \rangle \right) \]

$$\square (\Gamma^\eta_{\{n\}} Y_n) = \Gamma^\eta_{\{n\}} (\square Y_n) + 2n \Gamma^\eta_{\{n\}} \langle \nabla \Gamma_{\{n\}}, \nabla Y_n \rangle + (\square \Gamma^\eta_{\{n\}}) Y_n$$

$$= \Gamma^\eta_{\{n\}} (\square Y_n) + 2n \Gamma^\eta_{\{n\}} \langle \nabla \Gamma_{\{n\}}, \nabla Y_n \rangle$$

$$+ n \Gamma^\eta_{\{n\}} \square \Gamma_{\{n\}} Y_n$$

$$+ n(n - 1) \Gamma^\eta_{\{n\}} \left( 4 \Gamma_{\{n\}} - 4i \varepsilon f_{\{n\}} - \varepsilon^2 |\nabla f_{\{n\}}|^2 + 2i \varepsilon \langle \nabla \Gamma, \nabla f_{\{n\}} \rangle \right) Y_n$$

$$= i \varepsilon \Gamma^\eta_{\{n\}} 2n(n - 1) \left( - 2f_{\{n\}} + \langle \nabla \Gamma, \nabla f_{\{n\}} \rangle \right) Y_n$$

$$+ \Gamma^\eta_{\{n\}} n \left( 2 \langle \nabla \Gamma, \nabla Y_n \rangle + (\square \Gamma) Y_n + 4(n - 1) Y_n \right)$$

$$+ i \varepsilon \Gamma^\eta_{\{n\}} n \left( 2 \langle \nabla f_{\{n\}}, \nabla Y_n \rangle + \square f_{\{n\}} Y_n \right)$$

$$+ \Gamma^\eta_{\{n\}} (\square Y_n)$$

$$- \varepsilon^2 \Gamma^\eta_{\{n\}} n(n - 1) |\nabla f_{\{n\}}|^2 Y_n$$

We now compute the terms involving logarithms,

$$\square (\Gamma^\eta_{\{n\}} \log \Gamma_{\{n\}}) = \nabla \left( \left( n \Gamma^\eta_{\{n\}} \log \Gamma_{\{n\}} + \Gamma^\eta_{\{n\}} \right) \nabla \Gamma_{\{n\}} \right)$$

$$= (n \Gamma^\eta_{\{n\}} \log \Gamma_{\{n\}} + \Gamma^\eta_{\{n\}}) \square \Gamma_{\{n\}}$$

$$+ \left( n(n - 1) \Gamma^\eta_{\{n\}} \log \Gamma_{\{n\}} + (2n - 1) \Gamma^\eta_{\{n\}} \right) |\nabla \Gamma_{\{n\}}|^2 \tag{A.1}$$

$$\square (\Gamma^\eta_{\{n\}} \log \Gamma_{\{n\}} |X_n\rangle) = \Gamma^\eta_{\{n\}} \log \Gamma_{\{n\}} (\square X_n) + 2 \Gamma^\eta_{\{n\}} \langle \nabla \Gamma_{\{n\}}, \nabla X_n \rangle$$

$$+ 2n \Gamma^\eta_{\{n\}} \log \Gamma_{\{n\}} \langle \nabla \Gamma_{\{n\}}, \nabla X_n \rangle + \square (\Gamma^\eta_{\{n\}} \log \Gamma_{\{n\}}) X_n$$

$$= \Gamma^\eta_{\{n\}} \log \Gamma_{\{n\}} (\square X_n)$$

$$+ 2 \Gamma^\eta_{\{n\}} \left( \langle \nabla \Gamma, \nabla X_n \rangle + i \varepsilon \langle \nabla f_{\{n\}}, \nabla X_n \rangle \right)$$

$$+ 2n \Gamma^\eta_{\{n\}} \log \Gamma_{\{n\}} \left( \langle \nabla \Gamma, \nabla X_n \rangle + i \varepsilon \langle \nabla f_{\{n\}}, \nabla X_n \rangle \right)$$

$$+ \square (\Gamma^\eta_{\{n\}} \log \Gamma_{\{n\}}) X_n$$

$$= \Gamma^\eta_{\{n\}} \log \Gamma_{\{n\}} (\square X_n)$$
+ \Gamma_{[n]}^{n-1} \left( 2 \langle \nabla \Gamma, \nabla X_n \rangle + 4(2n-1) X_n + \Box \Gamma X_n \right)
+ i \varepsilon \Gamma_{[n]}^{n-1} \left( 2 \langle \nabla f_{[n]}, \nabla X_n \rangle + \Box f_{[n]} X_n \right)
+ \Gamma_{[n]}^{n-1} \log \Gamma_{[n]} \ n \left( 2 \langle \nabla \Gamma, \nabla X_n \rangle + 4(n-1) X_n + \Box \Gamma X_n \right)
+ i \varepsilon \Gamma_{[n]}^{n-1} \log \Gamma_{[n]} \ n \left( 2 \langle \nabla f_{[n]}, \nabla X_n \rangle + \Box f_{[n]} X_n \right)
+ i \varepsilon \Gamma_{[n]}^{n-1} \left( -2f_{[n]} X_n + \langle \nabla \Gamma, \nabla f_{[n]} \rangle \right)
- \varepsilon^2 \Gamma_{[n]}^{n-2} (2n-1) |\nabla f_{[n]}|^2 X_n
+ i \varepsilon \Gamma_{[n]}^{n-2} \log \Gamma_{[n]} \ 2n(n-1) \left( -2f_{[n]} + \langle \nabla \Gamma, \nabla f_{[n]} \rangle \right) X_n
- \varepsilon^2 \Gamma_{[n]}^{n-2} \log \Gamma_{[n]} \ n(n-1) |\nabla f_{[n]}|^2 X_n.
\]

Combining all the terms, we obtain

\[
\Box_x + \mu(x) \right) T^x(x,y) = \sum_{n=-2}^{\infty} \mathcal{L}_n(x,y) + i \varepsilon \sum_{n=-3}^{\infty} \mathcal{I}_n(x,y)
+ \sum_{n=0}^{\infty} \mathcal{M}_n(x,y) + i \varepsilon \sum_{n=0}^{\infty} \mathcal{M}_n(x,y) + \varepsilon^2 R(x,y),
\] (A.2)

where the terms are ordered according to their singularity on the light cone; namely

\[\mathcal{I}_n, \mathcal{L}_n \sim \begin{cases} 
\Gamma_n^n \log \Gamma_n & \text{if } n < 0 \\
\Gamma_n^n & \text{if } n \geq 0
\end{cases} \quad \text{and} \quad \mathcal{M}_n, \mathcal{M}_n \sim \Gamma_n^n.\]

The contributions \( \mathcal{L}_n \) and \( \mathcal{M}_n \) are computed by (where always \( n = 0, 1, 2, \ldots \))

\[\mathcal{L}_{-2} = -\Gamma_{[-1]}^{-2} \left( 2 \langle \nabla \Gamma, \nabla A_{-1} \rangle - (8 - \Box \Gamma) A_{-1} \right)\]
\[\mathcal{L}_{-1} = \Gamma_{[0]}^{-1} \left( 2 \langle \nabla \Gamma, \nabla A_0 \rangle - (4 - \Box \Gamma) A_0 \right)
+ \Gamma_{[-1]}^{-1} \left( \Box A_{-1} + \mu(x) A_{-1} \right)\]
\[\mathcal{L}_n = \Gamma_{[n+1]}^{n} \log \Gamma_{[n+1]} \ (n+1) \left( 2 \langle \nabla \Gamma, \nabla A_{n+1} \rangle + (4n + \Box \Gamma) A_{n+1} \right)\]
The first summand can be treated as above. Rewriting the difference of the logarithms organize the terms as

\[ \mathfrak{M}_n = (n + 1) \Gamma_{[n+1]} \left( 2 (\nabla \Gamma, \nabla B_{n+1}) + (4n + \Box \Gamma) B_{n+1} \right) \]

+ \Gamma_{[n]} \Box B_n + \mu(x) B_n \]

+ \Gamma_{[n+1]} \left( 2 (\nabla \Gamma, \nabla A_{n+1}) + (4(2n + 1) + \Box \Gamma) A_{n+1} \right) .

Solving the equation \((\Box + \mu) \Gamma^\varepsilon = 0\) gives rise to the usual transport equations in the standard (i.e unregularized) Hadamard expansion as given in Proposition 2.1. Using these transport equations, the above functions simplify to

\[ \mathcal{L}_{-2} = 0 \] (A.3)

\[ \mathcal{L}_{-1} = (\Gamma_{[-1]} - \Gamma_{[0]}) \left( (\Box + \mu) A_{-1} \right) \] (A.4)

\[ \mathcal{L}_0 = (\Gamma_{[n]} \log \Gamma_{[n]} - \Gamma_{[n+1]} \log \Gamma_{[n+1]} \right) (\Box + \mu) A_n \] (A.5)

\[ \mathfrak{M}_n = 4(n + 1) \left( \Gamma_{[n+1]} \Gamma_{[n]} \right) A_{n+1} \]

+ \Gamma_{[n]} \Box B_n \] (A.7)

- \left( \Gamma_{[n+1]} \Gamma_{[n+1]} \right) \Box \mu A_n \] (A.8)

The formulas for \(\mathcal{L}_{-1}, \mathcal{L}_0\) and \(\mathfrak{M}_n\) involve differences of expressions involving factors \(\Gamma_*\) with different lower indices. The next lemma gives relations between such expressions.

Lemma A.1. For any \(n \in \mathbb{Z}\) and any subscripts \(a\) and \(b\),

\[ \left( \Gamma_a^n - \Gamma_b^n \right) \left( 1 + \mathcal{O}(\varepsilon^2 / \Gamma^2) \right) = i \varepsilon (f_a - f_b) n \Gamma_b^{n-1} \]

\[ \left( \Gamma_a^n \log \Gamma_a - \Gamma_b^n \log \Gamma_b \right) \left( 1 + \mathcal{O}(\varepsilon^2 / \Gamma^2) \right) = i \varepsilon (f_a - f_b) \left( n \Gamma_b^{n-1} \log \Gamma_b + \Gamma_a^{n-1} \right) . \]

Proof. For any \(n \geq 0\), the binomial formula yields

\[ \Gamma_a^n - \Gamma_b^n = (\Gamma_b + i \varepsilon (f_a - f_b))^n - \Gamma_b^n = n i \varepsilon (f_a - f_b) \Gamma_b^{n-1} + \mathcal{O}(\varepsilon^2 / \Gamma) \Gamma_b^n . \]

For negative \(n\), we bring the terms on a common denominator,

\[ \Gamma_a^n - \Gamma_b^n = \Gamma_a^n \Gamma_b^n \left( \Gamma_b^{-n} - \Gamma_a^{-n} \right) , \]

making it possible to proceed just as in the case \(n > 0\). If logarithms appear, we first organize the terms as

\[ \Gamma_a^n \log \Gamma_a - \Gamma_b^n \log \Gamma_b = \left( \Gamma_a^n - \Gamma_b^n \right) \log \Gamma_a + \Gamma_a^n \left( \log \Gamma_a - \log \Gamma_b \right) . \]

The first summand can be treated as above. Rewriting the difference of the logarithms as

\[ \log \Gamma_a - \log \Gamma_b = \log \left( \frac{\Gamma_a}{\Gamma_b} \right) = \log \left( \frac{\Gamma_b + i \varepsilon (f_a - f_b)}{\Gamma_b} \right) = \log \left( 1 + i \varepsilon \frac{f_a - f_b}{\Gamma_b} \right) , \]

and expanding the logarithm gives the result. \(\square\)

The error term in the above lemma requires a detailed explanation. If \(y\) is not on the light cone centered at \(x\), the function \(\Gamma\) is non-zero, so that the error term \(\mathcal{O}(\varepsilon^2 / \Gamma^2) = \mathcal{O}(\varepsilon^2)\) is of higher order in \(\varepsilon\). In particular, the error term becomes small as \(\varepsilon \searrow 0\). In this sense, the transformations in Lemma A.1 are well-defined away from the light cone. On the light cone, however, when the function \(\Gamma\) vanishes, the error terms in Lemma A.1 do not need to be small, and the transformations are not sensible. One
may wonder whether the formulas in Lemma A.1 can be given a mathematical meaning on the light cone. An obvious idea would be to write the error term for example as

\[ O(\varepsilon^2/\Gamma_a^2) \]  
\( (A.9) \)

The identity

\[ \frac{\varepsilon^2}{\Gamma_a^2} = \frac{\varepsilon^2}{\Gamma^2 + \varepsilon^2 f_a^2} \leq \frac{1}{f_a^2} \]

shows that the error term is uniformly bounded, provided that \( f_a \) is non-zero. But it is in general not small on the light cone. Therefore, working with error terms of the form \( (A.9) \) is not admissible. In contrast, “regularizing” the error term \( (1.9) \) accordingly gives

\[ O(\varepsilon^2/\Gamma_a) \quad \text{with} \quad \left| \frac{\varepsilon^2}{\Gamma_a} \right| \leq \frac{\varepsilon}{|f_a|}. \]  
\( (A.10) \)

This error term is small even on the light cone, provided that \( f_a \) is non-zero. In what follows, we shall always work with error terms of the form \( (A.10) \), but errors like \( (A.9) \) or the error terms in Lemma A.1 are not good enough for us.

We conclude that, working with error terms of the form \( (A.10) \), we cannot transform the lower indices of the factors \( \Gamma_\bullet \). Since the functions \((\Box + \mu)A_\bullet \) and \((\Box + \mu)B_\bullet \) in \( (A.3) \)–\( (A.8) \) in general do not vanish, we are led to choosing all functions \( f_\bullet \) equal,

\[ f_{[n]} = f_{[n]} = f_{[-1]} \quad \text{for all} \quad n = 0, 1, 2, \ldots. \]

For ease in notation, we omit the lower indices of the function \( f \) and replace the lower index of \( \Gamma_\bullet \) by an \( \varepsilon \),

\[ f := f_\bullet \quad \text{and} \quad \Gamma_\varepsilon := \Gamma_\bullet. \]

Then the conditions \( (A.3) \)–\( (A.8) \) are all satisfied.

We next consider the functions \( l_\bullet \) and \( m_\bullet \) in \( (A.2) \). The equation

\[ 0 = l_{-3} = 4\Gamma_\varepsilon^{-3} \left( \langle \nabla \Gamma, \nabla f \rangle - 2f \right) X_{-1} \]

gives rise to the transport equation

\[ \langle \nabla \Gamma, \nabla f \rangle = 2f. \]

Using this transport equation, we obtain

\[ l_{-2} = -\Gamma_\varepsilon^{-2} \left( 2 \langle \nabla \Gamma, \nabla a_{-1} \rangle - \left( 8 - \Box \Gamma \right) a_{-1} \right) \]
\[ - \Gamma_\varepsilon^{-2} \left( 2 \langle \nabla f, \nabla X_{-1} \rangle + \Box f \right) X_{-1} \]
\[ l_{-1} = \Gamma_\varepsilon^{-1} \left( 2 \langle \nabla \Gamma, \nabla a_0 \rangle - \left( 4 - \Box \Gamma \right) a_0 \right) \]
\[ + \Gamma_\varepsilon^{-1} \left( \Box a_{-1} + \mu(x) a_{-1} \right) \]
\[ + \Gamma_\varepsilon^{-1} \left( 2 \langle \nabla f, \nabla X_0 \rangle + \Box f \right) X_0 \]
\begin{align*}
I_n &= \Gamma^n_\varepsilon \log \Gamma_\varepsilon (n + 1) \left( 2 \langle \nabla \Gamma, \nabla a_{n+1} \rangle + (4n + \Box \Gamma) a_{n+1} \right) \\
&\quad + \Gamma^n_\varepsilon \log \Gamma_\varepsilon (\Box a_n + \mu(x) a_n) \\
&\quad + (n + 1) \Gamma^n_\varepsilon \log \Gamma_\varepsilon \left( 2 \langle \nabla f, \nabla X_{n+1} \rangle + (\Box f) X_{n+1} \right) \\
M_n &= (n + 1) \Gamma^n_\varepsilon \left( 2 \langle \nabla \Gamma, \nabla b_{n+1} \rangle + (4n + \Box \Gamma) b_{n+1} \right) \\
&\quad + \Gamma^n_\varepsilon (\Box b_n + \mu(x) b_n) \\
&\quad + \Gamma^n_\varepsilon \left( 2 \langle \nabla \Gamma, \nabla a_{n+1} \rangle + (4(n+1) + \Box \Gamma) a_{n+1} \right) \\
&\quad + (n + 1) \Gamma^n_\varepsilon \left( 2 \langle \nabla f, \nabla Y_{n+1} \rangle + (\Box f) Y_{n+1} \right) \\
&\quad + \Gamma^n_\varepsilon \left( 2 \langle \nabla f, \nabla X_{n+1} \rangle + (\Box f) X_{n+1} \right) \\
R(x, y) &= -\frac{2}{2^{\frac{3}{2}}} \left| \nabla f \right|^2 X_{-1} + \frac{1}{2^{\frac{3}{2}}} \left| \nabla f \right|^2 X_0 - \frac{1}{2^{\frac{3}{2}}} \left| \nabla f \right|^2 X_1 \\
&\quad - \sum_{n=0}^{\infty} \Gamma^n_\varepsilon \log \Gamma_\varepsilon (n + 2)(n + 1) \left| \nabla f \right|^2 X_{n+2} \\
&\quad - \sum_{n=0}^{\infty} \Gamma^n_\varepsilon (n + 2)(n + 1) \left| \nabla f \right|^2 Y_{n+2} \\
&\quad - \sum_{n=0}^{\infty} \Gamma^n_\varepsilon (2n + 3) \left| \nabla f \right|^2 X_{n+2}.
\end{align*}

Comparing the terms \( \sim \varepsilon^2 \Gamma^n_\varepsilon \) as described by \( R(x, y) \) with the corresponding contributions \( \sim \Gamma_\varepsilon \), one sees that these terms are of the order \( (2.12) \). Moreover, to this order we may replace the factors \( X_n \) by \( A_n \) and \( Y_n \) by \( B_n \). We thus obtain the transport equations of Proposition 2.2.
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