Resolving charm and bottom quark masses in precision Higgs boson analyses
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Masses of the charm and bottom quarks are important inputs to precision calculations of Higgs boson observables, such as its partial widths and branching fractions. They constitute a major source of theory uncertainties that needs to be better understood and reduced in light of future high-precision measurements. Conventionally, Higgs boson observables are calculated in terms of $m_c$ and $m_b$, whose values are obtained by averaging over many extractions from low-energy data. This approach may ultimately be unsatisfactory, since $m_c$ and $m_b$ as single numbers hide various sources of uncertainties involved in their extractions some of which call for more careful estimations, and also hide correlations with additional inputs such as $\alpha_s$. Aiming at a more detailed understanding of the uncertainties from $m_c$ and $m_b$ in precision Higgs boson analyses, we present a calculation of Higgs boson observables in terms of low-energy observables, which reveals concrete sources of uncertainties that challenge sub-percent-level calculations of Higgs boson partial widths.
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1 Introduction

Precision studies of the Higgs boson are crucial for understanding the origin of electroweak symmetry breaking and searching for new physics beyond the Standard Model (SM). Many well-motivated new physics scenarios predict percent-level deviations from the SM for the Higgs couplings [1]. Accordingly, it is hoped that data at a later stage of the LHC or future facilities will enable (sub)percent-level determinations of the Higgs boson branching fractions and the important partial widths $\Gamma_{H \rightarrow Q\bar{Q}}$ ($Q = c, b$) [2, 3, 4, 5]. However, this does not necessarily imply that percent-level new physics effects can be probed. In fact, the power of precision Higgs analyses is limited by theory uncertainties, which are dominated by the parametric uncertainties from the input parameters, especially the charm and bottom quark masses [6, 7, 8].

$\ast$In terms of the scale-invariant masses in the $\overline{\text{MS}}$ scheme [i.e. solutions to $m_Q(\mu) = \mu$], the uncertainty propagation, according to Ref. [7],

$$\frac{\Delta \Gamma_{H \rightarrow \bar{c}c}}{\Gamma_{H \rightarrow \bar{c}c}} \approx \frac{\Delta m_c(m_c)}{10 \text{ MeV}} \times 2.1\%, \quad \frac{\Delta \Gamma_{H \rightarrow \bar{b}b}}{\Gamma_{H \rightarrow \bar{b}b}} \approx \frac{\Delta m_b(m_b)}{10 \text{ MeV}} \times 0.56\%, \quad (1)$$

indicates that this parametric uncertainty is at the level of a few percent at present, if the input quark masses are taken from the PDG particle listings [10].

$$m_c(m_c) = 1.275(25) \text{ GeV}, \quad m_b(m_b) = 4.18(3) \text{ GeV}. \quad (2)$$

Note also that $\Delta \Gamma_{H \rightarrow \bar{b}b}$ propagates into the calculations of all branching fractions since $b\bar{b}$ is the dominant decay channel of the SM Higgs boson. In light of the projected experimental precision on the Higgs observables, it is thus highly desirable to have a detailed understanding of this dominant theory uncertainty, and hence the improvements needed. In particular, instead of treating $m_c$ and $m_b$ as single numbers to be read from the PDG, we will make an initial attempt to incorporate the extraction of $m_c, m_b$ from low-energy experiments into precision Higgs analyses. As a result, the vague notion of “uncertainties from quark masses” will be decomposed into concrete sources, some of which represent a serious challenge that calls for further investigation of the low-energy observables. Further details of this work can be found in Ref. [11].

2 A global approach to precision Higgs analyses

A conventional approach to precision Higgs analyses is to regard $m_c$ and $m_b$ as input “observables”, namely to put them on the same footings as $m_Z$ and $m_H$. As such they are assigned “experimental” central values and error bars, as in Eq. [2]. However, unlike $m_Z$ and $m_H$, quark masses are not well-defined observables due to

$\ast$The perturbative uncertainty for $\Gamma_{H \rightarrow Q\bar{Q}}$ is well below 1%, thanks to the N$^4$LO calculation [9].
confinement. Instead, they are just parameters in the SM Lagrangian. Their values are extracted from the true observables whose theory predictions depend on them. In fact, the PDG quark masses quoted in Eq. (2) are obtained by averaging over many results in the literature, which are extracted from a variety of observables. Much information is hidden by this averaging procedure, making the conventional approach of using the numbers in Eq. (2) unsatisfactory in several aspects. First, the averaging unrealistically assumes no correlations among the various quark masses extractions, some of which use similar data and/or methods. Second, there are correlations between $m_Q$ and $\alpha_s$ because $\alpha_s$ enters the quark masses extractions as an input, but such correlations are not retained in Eq. (2). $m_Q$ and $\alpha_s$ are then treated as independent inputs when the Higgs observables are calculated, which is strictly speaking incorrect. Furthermore, the meaning of the error bars in Eq. (2) is obscure. They contain not only various experimental and theoretical uncertainties associated with many different observables, but also a self-described inflation of uncertainties by the PDG (see the “Quark masses” review in Ref. [10]). The latter is introduced to account for possibly underestimated uncertainties in some of the reported quark masses in the literature. The problem of uncertainty underestimation was first noticed in Ref. [12], and its impact on precision Higgs analyses will be discussed below.

These unsatisfactory aspects of the conventional approach can in principle be eliminated if we include only true observables \{\hat{O}_i\} in the $\chi^2$ fit, where the $\chi^2$ function

$$\chi^2 = \sum_{ij} \left[ \hat{O}_i^{\text{th}}(\{I_k\}) - \hat{O}_i^{\text{expt}} \right] V_{ij}^{-1} \left[ \hat{O}_j^{\text{th}}(\{I_k\}) - \hat{O}_j^{\text{expt}} \right],$$

(3)

with appropriately determined uncertainties and correlations contained in the covariance matrix $V$, is minimized with respect to the inputs of the calculation \{I_k\}. $m_c$ and $m_b$ are in the set \{I_k\}, but not in the set \{\hat{O}_i\}.

For such a fit to be useful, the fit observables \{\hat{O}_i\} should include those contributing to the extraction of $m_c$ and $m_b$. Interestingly, while our starting point is precision Higgs analyses, the observables dominating the PDG average of $m_Q$ are associated with much lower energy scales $E \sim m_Q \ll m_H$. They include, for example, low [12, 13, 14, 15, 16] and high [17, 18, 19, 20] moments of $e^+e^- \rightarrow Q\bar{Q}$ inclusive cross section, defined by

$$\mathcal{M}_n^Q \equiv \int \frac{ds}{s^{n+1}} R_Q(s), \quad \text{where} \quad R_Q \equiv \frac{\sigma(e^+e^- \rightarrow Q\bar{Q}X)}{\sigma(e^+e^- \rightarrow \mu^+\mu^-)},$$

(4)

variants of these moments [21, 22], and moments of lepton energy and hadron mass distributions of semileptonic $B$ decay [23, 24, 25].
As a result, we are led to the following picture:

\[
\begin{align*}
\{ \hat{O}_i^\text{low}(m_c, m_b, \alpha_s, \ldots) \} & \xrightarrow{\text{Inputs}} \{ \hat{O}_i^\text{Higgs}(m_c, m_b, \alpha_s, \ldots) \} \\
\{ \hat{O}_i^\text{low}(m_c, m_b, \alpha_s, \ldots) \} & \xrightarrow{\ldots} \{ \hat{O}_i^\text{Higgs}(m_c, m_b, \alpha_s, \ldots) \} \\
\ldots & \xrightarrow{\ldots} \{ \hat{O}_i^\text{Higgs}(m_c, m_b, \alpha_s, \ldots) \}.
\end{align*}
\]

(5)

The low-energy observables \( \{ \hat{O}_i^\text{low} \} \) play an important role in precision Higgs analyses, because they are sensitive to the same set of inputs as the Higgs observables \( \{ \hat{O}_i^\text{Higgs} \} \). The role of low-energy observables is not obvious in the conventional approach, where a large amount of information from \( \{ \hat{O}_i^\text{low} \} \) has been highly processed into just two numbers \( m_c \) and \( m_b \). As we strive for higher-precision calculations, this information should be resolved, and the low-energy observables should be more directly engaged. In this way it is in principle straightforward to include correlations among the observables, and retain the correct \( \alpha_s \) dependence in each observable. We propose this global approach as a long-term goal for the precision Higgs analysis program, which will become more relevant as experimental precisions on \( \{ \hat{O}_i^\text{Higgs} \} \) improve over time, for both rigorous tests of the SM and fits to SM extensions. The observables set can also be enlarged to include precision electroweak observables (e.g. \( Z \)-pole observables, \( m_W \), and LEP2 data) to make the global approach even more powerful.

### 3 Anatomy of theory uncertainties in \( \Gamma_{H \rightarrow c\tau}, \Gamma_{H \rightarrow b\bar{b}} \)

To assess the theory uncertainties in calculating \( \{ \hat{O}_i^\text{Higgs} \} \) without performing a full-fledged \( \chi^2 \) fit, in particular the uncertainties from our imprecise knowledge of \( m_c \) and \( m_b \), it is helpful to pick out two low-energy observables from the set \( \{ \hat{O}_i^\text{low} \} \), and eliminate \( m_c \) and \( m_b \) in favor of them in the functions \( \hat{O}_i^\text{Higgs}(m_c, m_b, \alpha_s, \ldots) \).

We will choose \( \mathcal{M}_1^c \) and \( \mathcal{M}_2^b \), defined in Eq. (41), as the two low-energy observables, motivated by the simplicity of their calculations and the small quoted uncertainties for \( m_c \) and \( m_b \) extracted from them. These moments can be calculated by the method of relativistic QCD sum rules [26] (see e.g. Refs. [27, 28] for reviews), which relate them to the vector current correlators:

\[
\mathcal{M}_n^Q = \frac{12\pi^2}{n!} \left( \frac{d}{dq^2} \right)^n \Pi_Q(q^2) \Big|_{q^2=0} ,
\]

(6)

where

\[
(q^2 g_{\mu\nu} - q_\mu q_\nu)\Pi_Q(q^2) = -i \int d^4x e^{iq.x} \langle 0 | T_{j_\mu}(x) j_\nu^\dagger(0) | 0 \rangle .
\]

(7)

\footnote{We note in passing that the sum rules approach has been recently recast by the lattice QCD community [29–31]. See Ref. 8 for its possible impact on future precision Higgs analyses.}
\[ j_\mu \text{ is the electromagnetic current of the quark } Q = (c, b). \] 
\[ \Pi_Q \text{ can be calculated via an operator product expansion:} \]
\[ M_n^Q = \left( \frac{Q_Q/(2/3)}{2m_Q(\mu_m)} \right)^2 \sum_{i,a,b} C_{n,i}^{(a,b)}(n_f) \left( \frac{\alpha_s(\mu) \pi}{n} \right)^i \ln^a \frac{m_Q(\mu_m)^2}{\mu_m^2} \ln^b \frac{m_Q(\mu_m)^2}{\mu_m^2} + M_n^{Q,\text{np}}, \]
where \( Q_Q \) is the electric charge of the quark \( Q \), and \( C_{n,i}^{(a,b)} \) are functions of the number of active quark flavors \( n_f \) (4 for \( M_n^c \) and 5 for \( M_n^b \)). The two terms come from perturbation theory and nonperturbative condensates, respectively. Low moments (small \( n \)) are preferred so that the perturbative part, which has been calculated up to \( \mathcal{O}(\alpha_s^3) \) \[32\], dominates. The nonperturbative piece \( M_n^{Q,\text{np}} \) is dominated by the gluon condensate contribution, which has been calculated to next-to-leading order \[33\], and is nonnegligible only for the charm quark.

The moments \( M_n^Q \) are functions of \( m_Q \) and \( \alpha_s \), which are renormalized at \( \mu_m \) and \( \mu_\alpha \), respectively, in the \([\overline{MS}]\) scheme. Physical observables like \( M_n^Q \) should not depend on the renormalization scales \( \mu_m, \mu_\alpha \). But when they are calculated to finite order in perturbation theory there is residual scale dependence, which is conventionally used to estimate the effects of unknown higher-order terms. It used to be a common practice to set \( \mu_m = \mu_\alpha \), but it is argued in Ref. \[12\] that the perturbative uncertainty is generally underestimated in this way. Keeping \( \mu_m \) and \( \mu_\alpha \) separate, we can invert Eq. \[8\] to extract \( m_Q \), as has been done in Refs. \[12, 16\],
\[
\begin{align*}
\alpha_{s}(m_Z) & = m_c(m_c) \left[ \alpha_{s}(m_Z), M_{1}^{c}, \mu_{m}, \mu_{\alpha}, M_{1}^{c,\text{np}} \right], \quad (9) \\
\alpha_{s}(m_Z) & = m_b(m_b) \left[ \alpha_{s}(m_Z), M_{1}^{b}, \mu_{m}, \mu_{\alpha}, M_{1}^{b,\text{np}} \right]. \quad (10)
\end{align*}
\]
Here we have assumed the input \( \alpha_s \) is at the scale \( m_Z \), from which \( \alpha_s(\mu) \) can be derived by the renormalization group (RG) equations \[34\]. Also, RG equations allow us to convert the extracted \( m_Q(\mu_m) \) to \( m_Q(m_Q) \). It is clear that the quark masses depend not only on the low-energy observables \( M_n^Q \), but also on \( \alpha_s(m_Z) \) and the renormalization scales in the calculation of \( M_n^Q \). All this dependence is retained in Eqs. \[9\] and \[10\], and is eventually propagated into the calculated Higgs observables in \{\overline{O}_i^\text{Higgs}\}. We will focus on the partial widths \( \Gamma_{H \rightarrow c\overline{c}}, \Gamma_{H \rightarrow b\overline{b}} \) in the following. Neglecting correlations between \( m_Q \) and \( M_1^{c,\text{np}} \) (which is justified given the large uncertainties in \( M_1^{c,\text{np}} \), see Ref. \[11\]), we have
\[
\begin{align*}
\Gamma_{H \rightarrow c\overline{c}} & = \Gamma_{H \rightarrow c\overline{c}} \left[ \overline{O}_k^\text{in}, m_c(m_c), \mu_H^c \right] \\
& = \Gamma_{H \rightarrow c\overline{c}} \left[ \overline{O}_k^\text{in}, M_{1}^{c}, \mu_{m}, \mu_{\alpha}, \mu_H^c, M_{1}^{c,\text{np}} \right], \quad (11) \\
\Gamma_{H \rightarrow b\overline{b}} & = \Gamma_{H \rightarrow b\overline{b}} \left[ \overline{O}_k^\text{in}, m_b(m_b), \mu_H^b \right] \\
& = \Gamma_{H \rightarrow b\overline{b}} \left[ \overline{O}_k^\text{in}, M_{1}^{b}, \mu_{m}, \mu_{\alpha}, \mu_H^b \right]. \quad (12)
\end{align*}
\]
where \( \{ \hat{O}_k^n \} \equiv \{ m_Z, G_F, \alpha(m_Z), m_t, \alpha_s(m_Z), m_H \} \) is the input observables set familiar in precision electroweak analyses. \( \mu_H^Q \sim \mathcal{O}(m_H) \) collectively denotes the renormalization scales chosen in the calculations of \( \Gamma_{H \rightarrow \tau \tau} \) and \( \Gamma_{H \rightarrow b\bar{b}} \), and should not be confused with \( \mu_m^Q, \mu_\alpha^Q \sim \mathcal{O}(2m_Q) \). Note that the \( \alpha_s(m_Z) \) dependence has changed in the second equalities in Eqs. [11] and [12] to account for the correlations between \( \alpha_s \) and \( m_Q \) reflected in Eqs. [9] and [10].

Eqs. [11] and [12] show the decomposition of the theory uncertainties in \( \Gamma_{H \rightarrow \tau \tau}, \Gamma_{H \rightarrow b\bar{b}} \). In particular, what people usually refer to as “uncertainties from \( m_c \) and \( m_b \)” are broken down into concrete sources of uncertainties, the most important ones being the parametric uncertainty from the measurements of the low-energy observables \( \mathcal{M}_1^c \) and \( \mathcal{M}_2^b \), and the perturbative uncertainty reflected by the residual scale dependence. While the former is straightforward to quantify and interpret, the latter necessarily involves artificial prescriptions that may lead to bias in its estimation, as we will discuss below. We also note that the parametric uncertainty from \( \alpha_s(m_Z) \) is affected by the dependence of the extracted \( m_Q(m_Q) \) on \( \alpha_s(m_Z) \), and is found to be smaller than the incorrect estimate neglecting this correlation; see Fig. [2] below.

To visualize the perturbative uncertainty from the dependence on \( \mu_m, \mu_\alpha \), we fix all the input observables at their experimental central values listed in Ref. [11] and set \( \mu_H = m_H \), and make contour plots for the calculated \( \Gamma_{H \rightarrow \tau \tau}, \Gamma_{H \rightarrow b\bar{b}} \) in the \( \mu_m-\mu_\alpha \) plane. These plots, shown in Fig. [1] illustrate the propagation of the scale dependence from the low-energy observables to the Higgs boson partial widths, as the latter are seen to depend on the renormalization scales chosen when calculating the former. The necessity to go beyond \( \mu_m = \mu_\alpha \) is clear since the diagonal does not capture all the scale dependence. To estimate the perturbative uncertainty, a common practice is to vary the renormalization scales within a factor of 2 around a characteristic scale of the process. But this does not directly apply to \( \mu_m \) and \( \mu_\alpha \), because the \( \mathcal{M}_n^Q \) receive contributions from all \( \sqrt{s} \); see Eq. [4]. Therefore, for illustration we will vary \( \mu_m \) and \( \mu_\alpha \) independently within an adjustable range \([\mu_{\min}, \mu_{\max}] \), and plot the estimated perturbative uncertainty as a function of \( \mu_{\min} \) for a few choices of \( \mu_{\max} \) in Fig. [2]. The leading parametric uncertainties are shown in the same figure for comparison.

It is seen from Fig. [2] that the perturbative uncertainty from \( \mu_m, \mu_\alpha \) is very sensitive to the somewhat arbitrary choice of \( \mu_{\min} \), and can dominate the total theory uncertainty for \( \Gamma_{H \rightarrow \tau \tau}, \Gamma_{H \rightarrow b\bar{b}} \) if lower renormalization scales are allowed in the calculations of \( \mathcal{M}_n^Q \). This represents a serious challenge for higher-precision Higgs boson partial widths calculations, and can be truly overcome only by calculating \( \mathcal{M}_n^Q \), or equivalently \( \left( \frac{d}{dq^2} \right)^n \Pi_Q(q^2) \bigg|_{q^2=0} \) to higher order. Before this calculation is done, ideas on more enlightened prescriptions for the uncertainty estimation may be helpful. Two

\footnote{Note, however, a complication due to the fact that the “experimental” uncertainty of \( \mathcal{M}_n^b \) contains a contribution from perturbative QCD input for \( \sqrt{s} > 11.2 \) GeV where no data is available at present. This leads to a large “experimental” uncertainty in \( \mathcal{M}_n^b \), and explains why the second moment \( \mathcal{M}_2^b \) is preferred for extracting \( m_b \). The situation is expected to improve in the future.}
Figure 1: Contours of $\Gamma_{H \rightarrow c\bar{c}}$, $\Gamma_{H \rightarrow b\bar{b}}$ in MeV in the $\mu-m_\alpha$ plane. Unlabeled contours represent decreasing values toward the top-left corner in steps of 0.002, 0.005, respectively. The diagonal $\mu_m = \mu_\alpha$ does not capture all the perturbative uncertainty.

possibilities, the convergence test \cite{16} and optimal scale setting \cite{35, 36, 37}, are discussed in Ref. \cite{11}, but both of them are still unsatisfactory at present. It is possible that the actual situation is better in a global $\chi^2$ fit incorporating more observables in $\{O^\text{low}_i\}$, but it remains to investigate other low-energy observables sensitive to $m_c$, $m_b$ and see if their calculations are plagued by similar scale-setting ambiguities.

In passing we briefly comment on the perturbative uncertainty from $\mu_H$, which is usually estimated by varying $\mu_H$ from $m_H/2$ to $2m_H$; see e.g. Ref. \cite{7}. It can be argued that this procedure is incomplete, since the calculations of $\Gamma_{H \rightarrow c\bar{c}}$, $\Gamma_{H \rightarrow b\bar{b}}$ also involve more than one renormalized parameters, and the renormalization scales chosen for $m_Q$ and $\alpha_s$ need not be equal. However, we have found that in this case, keeping the scales separate does not significantly increase the estimated uncertainty. Thus, the estimates in the literature with only one scale are expected to be robust.

4 Conclusions

The success of the SM is based on its agreement with data for processes across all accessible energy scales. Charm and bottom quark masses provide a bridge connecting two distinct scales $m_Q$ and $m_H$. At the next level of precision in testing the Higgs sector of the SM, theory calculations need to be improved to match the projected experimental precision. For a better understanding and a more consistent treatment of the theory uncertainties, it is desirable to resolve the information contained in
Figure 2: Percent relative uncertainties in $\Gamma_{H \rightarrow c\bar{c}}$, $\Gamma_{H \rightarrow b\bar{b}}$ as functions of $\mu_{\text{min}}$ from various sources: perturbative uncertainty with $\mu_{\text{max}}^c = 4$ GeV, $\mu_{\text{max}}^b = 15$ GeV (red solid) or alternatively $\mu_{\text{max}}^c = 3, 5$ GeV, $\mu_{\text{max}}^b = 13, 17$ GeV (red dashed), parametric uncertainties from $M_{c_1}$ or $M_{b_2}$ (orange), $\alpha_s(m_Z)$ (cyan solid), $M_{c_{1\text{opt}}}$ (blue, for $\Gamma_{H \rightarrow c\bar{c}}$ only) and $m_H$ (purple). The parametric uncertainty from $\alpha_s(m_Z)$ incorrectly calculated assuming no correlation with $m_Q$ (cyan dotted) is also shown for comparison. See Ref. [11] for more details.

$m_c$ and $m_b$ extracted from low-energy data. We have proposed a global approach involving low-energy observables and Higgs observables as a long-term goal for the precision program, and performed a first calculation that connects the two sets of observables. The analysis gives us a more detailed understanding of the “uncertainties from $m_c$, $m_b$”, and points to future directions for the precision Higgs analysis program.
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