A DETERMINANTAL POINT PROCESS GOVERNED BY AN INTEGRABLE PROJECTION KERNEL IS GIAMBELLI COMPATIBLE
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Abstract. The first main result of this note, Theorem 1.2, establishes the determinantal identities (7) and (8) for the expectation, under a determinantal point process governed by an integrable projection kernel, of scaling limits of characteristic polynomials sampled at several points. The determinantal identities (7) and (8) can be seen as the scaling limit of the identity of Fyodorov and Strahov for the averages of ratios of products of the values of the characteristic polynomial of a Gaussian unitary matrix. Borodin, Olshanski and Strahov derived the determinantal identity of Fyodorov and Strahov from the stability of the Giambelli formula under averaging. In Theorem 1.4 the stability of the Giambelli formula under averaging is established for determinantal point processes with integrable projection kernels. The proof of Theorems 1.2 and 1.4 relies on the characterization of conditional measures of our point processes as orthogonal polynomial ensembles.

1. Introduction

1.1. Formulation of the main results. The main results of this note are Theorem 1.2 and its equivalent reformulation, Theorem 1.4. In the spirit of Fyodorov and Strahov, Theorem 1.2 described in Section 1.1.1 establishes the determinantal identities (7) and (8) for averages of products of ratios of scaling limits of characteristic polynomials for determinantal point processes induced by integrable projection kernels. The determinantal identities (7) and (8) are expressed in terms of Giambelli compatibility introduced by Borodin, Olshanski and Strahov in [11], see Theorem 1.4 in Section 1.1.2.

1.1.1. An identity for analogues of characteristic polynomials for determinantal point processes. Fyodorov and Strahov proved in [24], [41] that, if $P(z)$ is the characteristic polynomial of a Gaussian Hermitian matrix, then we have

$$
\mathbb{E}[P(z_1)\ldots P(z_n)P(w_1)\ldots P(w_n)] = \det \left( \frac{1}{z_i - w_j} \right)_{1 \leq i,j \leq k} \det \left( \mathbb{E}[P(z_i)P(w_j)] \right)_{i,j=1}^n.
$$

(1)

Our first main result is a sufficient condition for determinantal point processes on a subset of $\mathbb{R}$ to satisfy an analogue of the above identity (1). Let $E$ be a subset of $\mathbb{R}$, either open or countable and without accumulation points. The space of configurations on $E$, denoted by $\text{Conf}(E)$, is the set of all subsets of $E$ without accumulation points. Let $\mu$ be a Radon measure on $E$ and let $\mathbb{P}$ be a determinantal point process on $(E, \mu)$ with correlation kernel $K$, see section 3 below. We assume that the kernel $K$ induces an orthogonal projection on $L^2(E, d\mu)$, and that we have

$$
\int_E \frac{K(x,x)}{1 + x^2} d\mu(x) < +\infty.
$$

(2)
Our first task is to regularize the products

\[
\prod_{x \in X} \frac{z - x}{w - x}
\]

which might diverge. For \( R > 0 \) and \( u \in \mathbb{C} \) such that \( u - iR \notin \mathbb{R} \), we introduce the function

\[
g_u : \mathbb{R} \to \mathbb{C} \quad (3)
\]

\[
x \mapsto 1 - \frac{u}{x + iR} \quad (4)
\]

Observe that, for \( z, w \in \mathbb{C} \setminus \mathbb{R} \), the ratio \( g_{z+iR}/g_{w+iR} \) does not depend on \( R \) as we have

\[
\frac{g_{z+iR}(x)}{g_{w+iR}(x)} = \frac{z - x}{w - x}.
\]

In what follows, log stands for the principal branch of the logarithm, defined on \( \mathbb{C} \setminus (-\infty, 0] \).

The following Proposition is proved in Section 6.1.

\textbf{Proposition 1.1.} Let \( \mathbb{P} \) be a determinantal point process on \((E, \mu)\) induced by an orthogonal projection \( K \) satisfying \((2)\).

\begin{enumerate}[(i)]
\item For any \( u \in \mathbb{C} \setminus \mathbb{R} \), the limits

\[
\Psi_X(u) := \lim_{T \to +\infty} \left\{ \exp \left( -\int_{-T}^{T} \log g_{u+iR}(x)K(x, x)dx \right) \prod_{x \in X, |x| \leq T} g_{u+iR}(x) \right\}
\]

\[
\tilde{\Psi}_X(u) := \lim_{T \to +\infty} \left\{ \exp \left( -u \int_{-T}^{T} \frac{1}{x + iR}K(x, x)dx \right) \prod_{x \in X, |x| \leq T} g_{u+iR}(x) \right\}
\]

exist in \( L^1(\text{Conf}(E), \mathbb{P}) \).

\item For any \( n \in \mathbb{N} \), and any \( z_1, \ldots, z_n, w_1, \ldots w_n \in \mathbb{C} \setminus \mathbb{R} \), the algebra generated by the random variables

\[
\Psi_X(z_j) \pm 1, \quad \Psi_X(w_j) \pm 1,
\]

and the algebra generated by

\[
\tilde{\Psi}_X(z_j) \pm 1, \quad \tilde{\Psi}_X(w_j) \pm 1,
\]

are contained in \( L^1(\text{Conf}(E), \mathbb{P}) \).

\item There exists a Borel set \( \mathcal{W} \subset \text{Conf}(E) \) satisfying \( \mathbb{P}(\mathcal{W}) = 1 \) such that for any compact set \( K \subset \mathbb{C} \setminus \mathbb{R} \), there exists an increasing sequence \( (T_N)_{N \in \mathbb{N}} \) tending to \(-\infty\) as \( N \to \infty \) along which the convergences in \((5)\) and \((6)\) are uniform for \( u \in K \) for all \( X \in \mathcal{W} \). The functions \( u \mapsto \Psi_X(u) \) and \( u \mapsto \tilde{\Psi}_X(u) \) are analytic for all \( X \in \mathcal{W} \).
\end{enumerate}

We focus on determinantal point processes governed by an orthogonal projection with correlation kernel having an integrable form in the following sense.
Definition 1.1. We say that the kernel \(K\) has an integrable form if there exist an open set \(U \supset E\) and smooth functions \(A, B : U \to \mathbb{R}\) such that
\[
K(x, y) = \frac{A(x)B(y) - A(y)B(x)}{x - y}, \quad x \neq y
\]
\[
K(x, x) = A'(x)B(x) - A(x)B'(x).
\]

Our first main result is the following Theorem. The symbol \(\mathbb{E}_P\) stands for the expectation under \(P\). The definition of rigidity, in the sense of Ghosh and Peres, is recalled in Section 2, Definition 2.2.

Theorem 1.2. If \(P\) is a rigid determinantal point process on \((E, \mu)\) induced by a projection kernel having an integrable form, then for all \(n \in \mathbb{N}\) and all pairwise distinct non-real complex numbers \(z_1, \ldots, z_n, w_1, \ldots w_n \in \mathbb{C} \setminus \mathbb{R}\), we have
\[
\mathbb{E}_P \left[ \prod_{i=1}^{n} \frac{\Psi_X(z_i)}{\Psi_X(w_i)} \right] = \det \left( \frac{1}{z_i - w_j} \right)_{1 \leq i, j \leq n}^{-1} \det \left( \frac{1}{z_i - w_j} \mathbb{E}_P \left[ \frac{\Psi_X(z_i)}{\Psi_X(w_j)} \right] \right)_{i, j = 1}^{n}, \tag{7}
\]
and
\[
\mathbb{E}_P \left[ \prod_{i=1}^{n} \frac{\Psi_X(z_i)}{\Psi_X(w_i)} \right] = \det \left( \frac{1}{z_i - w_j} \right)_{1 \leq i, j \leq n}^{-1} \det \left( \frac{1}{z_i - w_j} \mathbb{E}_P \left[ \frac{\tilde{\Psi}_X(z_i)}{\Psi_X(w_j)} \right] \right)_{i, j = 1}^{n}. \tag{8}
\]

Remark 1.3. In order to consider the case when some of the \(z_j\) (or \(w_j\)) are equal, we may use the following formula, which is a direct application of the Cauchy determinant formula
\[
\det \left( \frac{1}{z_i - w_j} \right)_{1 \leq i, j \leq k}^{-1} = \prod_{1 \leq i, j \leq k} (z_i - w_j) / \prod_{1 \leq i < j \leq k} (z_i - z_j)(w_j - w_i),
\]
and then apply L’Hôpital rule. For example, we have
\[
\mathbb{E}_P \left[ \frac{\Psi_X(z_1)^2}{\Psi_X(w_1)\Psi_X(w_2)} \right] = \frac{(z_1 - w_1)^2(z_1 - w_2)^2}{w_1 - w_2} \frac{\partial}{\partial z_2} \left\{ \det \left( \frac{1}{z_i - w_j} \mathbb{E}_P \left[ \frac{\Psi_X(z_i)}{\Psi_X(w_j)} \right] \right)_{i, j = 1}^{2} \right\}_{z_2 = z_1}. \tag{1.2}
\]

1.1.2. Giambelli compatible point processes. Theorem 1.2 can be restated in terms of Giambelli compatibility. The formalism of Giambelli compatible point processes was introduced by Borodin-Olshanski-Strahov in [11]. Let \(\Lambda\) be the algebra over \(\mathbb{C}\) of symmetric functions, i.e. of symmetric polynomials of finite degree in infinitely many formal variables \(x_1, x_2, \ldots\), see [33]. We consider homomorphisms of the algebra \(\Lambda\) into the algebra of functions on the space of configurations on a Polish space \(E\), that is, the space \(\text{Conf}(E)\) defined as the space of all subsets of \(E\) without accumulation points and endowed with the natural Borel sigma-algebra, see Section 2 below.

Definition 1.2. An algebra homomorphism \(\rho\) from \(\Lambda\) to the algebra of Borel functions on \(\text{Conf}(E)\) is called a specialization. Given a Borel probability measure \(P\) on \(\text{Conf}(E)\), we say that the specialization \(\rho\) is an \(L^1\)-specialization if its image is contained in \(L^1(\text{Conf}(E), P)\).

We extend a specialization \(\rho\) to the algebra of power series with coefficients in \(\Lambda\), denoted by \(\Lambda[[z]]\), by setting
\[
\rho(F)(z) := \sum_{k=0}^{+\infty} \rho(F_k)(X)z^k, \quad F = \sum_{k=0}^{+\infty} F_k z^k \in \Lambda[[z]], \quad X \in \text{Conf}(E).
\]
A distinguished basis of the algebra $\Lambda$ is formed by the Schur functions $s_{\lambda}$, indexed by Young diagrams $\lambda$, cf. Section 4. Using the Frobenius notation, write $\lambda = (p_1, \ldots, p_d | q_1, \ldots, q_d)$. The Schur function $s_{\lambda}$ satisfies the Giambelli formula

$$s_{\lambda} = \det(s_{(p_i | q_j)})_{i,j=1}^d.$$ 

A Giambelli compatible point process is then a point process for which the Giambelli formula is stable under averaging. More precisely, we have

**Definition 1.3** (Borodin-Olshanski-Strahov, [11]). Let $P$ be a point process on $E$ and let $\rho$ be an $L^1$-specialization. We say that the pair $(P, \rho)$ is Giambelli compatible if, for any partition $\lambda = (p_1, \ldots, p_d | q_1, \ldots, q_d)$, we have

$$E_P[\rho(s_{\lambda})] = \det (E_P[\rho(s_{p_i | q_j})])_{i,j=1}^d.$$ 

Under certain technical conditions on the specialization $\rho$, the Giambelli compatibility is equivalent to the validity of formula (1), where the characteristic polynomials $P(z)$ are replaced by the specialization of the generating series of the complete homogeneous and the elementary symmetric functions, see Proposition 5.2. Namely, we introduce the notion of uniform $L^1$-specialization for which the specializations of these generating series converge and belong to $L^1$, see Section 5 below.

For $R > 0$, consider the specialization $\rho^R$ given by

$$P_k \mapsto \rho^R(P_k) := \sum_{x \in X} \frac{1}{(x + iR)^k} - E_P \sum_{x \in X} \frac{1}{(x + iR)^k}, \quad k = 1, 2, \ldots$$

and the specialization $\tilde{\rho}^R$ given by

$$\tilde{\rho}(P_1) = \rho(P_1), \quad \tilde{\rho}(P_k) = \sum_{x \in X} \frac{1}{(x + iR)^k}, \quad k \geq 2,$n

where the $p_k$ are the Newton power sums, see section 4. It will be seen that if $P$ is a determinantal point process for which the correlation kernel is the kernel of an orthogonal projection satisfying (2), then $\rho^R$ and $\tilde{\rho}^R$ are uniform $L^1$-specializations. It will also be seen, see Proposition 6.1, that the image by $\rho^R$ of the generating series of the elementary symmetric functions $E(u)$ (resp. of the complete homogeneous symmetric functions $H(u)$) is the random function $\Psi_X(-u)$ (resp. the random function $\Psi_X^{-1}(u)$) defined in Section 1.1.1 above, while the image by $\tilde{\rho}^R$ of the series $E(u)$ (resp. $H(u)$) is the function $\tilde{\Psi}_X^{-1}(u)$. Theorem 1.2 is then equivalent to the following

**Theorem 1.4.** If $P$ is a rigid determinantal point process on $(E, \mu)$ induced by an orthogonal projection admitting an integrable kernel $K$ satisfying (2), then the pairs $(P, \rho^R)$ and $(P, \tilde{\rho}^R)$ are Giambelli compatible.

Our argument relies on a proposition from [16] to the effect that determinantal point processes with integrable projection kernels conditioned to be equal to a specific fixed configuration outside a compact interval are orthogonal polynomial ensembles, cf. Proposition 3.4 below.

**Remark 1.5.** A characterization of integrable projection kernels is provided by [19] and [15]. A kernel $K$ of orthogonal projection onto a space $L \subset L^2(E, d\mu)$ has an integrable form if
and only if the space $L$ satisfies the following division property: if $f \in L$ and $p \in E$ is such that $f(p) = 0$, then the function

$$x \mapsto \frac{f(x)}{x - p}$$

belongs to $L$.

Examples of determinantal point processes with an integrable projection kernel include the sine process, the Airy process, the Bessel process (see [14]), as well as determinantal point processes governed by reproducing kernels of de Branges spaces (see [20]). In the discrete setting, the discrete sine process ([9]), the process with the Gamma kernel ([10]) and the process with the discrete Bessel kernel ([6]) also form examples.

See for example [7] for a survey on determinantal point processes.

Borodin, Olshanski and Strahov [11] (see also Borodin-Strahov [13]) derive the determinantal property from Giambelli compatibility.

**Conjecture 1.** Let $\mathbb{P}$ be a point process on $E$ such that $\rho^R$ is an $L^1$-specialization. The pair $(\mathbb{P}, \rho^R)$ is Giambelli compatible only if $\mathbb{P}$ is a determinantal point process.

For further background on the use of symmetric functions in the theory of point processes, see e.g. [34], [36], [35], [27], [12], [8], [21], while for further background on characteristic polynomials of random matrices, one can see [28], [24], [11], [3], or, more recently, [22], [13], [11], [5], [30] for the discrete case.

1.2. The scheme of the argument. The proof of Theorems 1.2 and 1.4 proceeds as follows. We first develop the notion of uniform $L^1$-specialization for which the Giambelli compatibility is equivalent to the validity of the analogue of formula (1), where the characteristic polynomials are replaced by the specialization of the generating series of the complete homogeneous and elementary symmetric functions, see Proposition 5.2.

We construct two families of uniform $L^1$-specializations for determinantal point processes with a specific additive structure, see Proposition 5.4 and establish a key lemma in this context, Lemma 5.9 below. This Lemma allows to derive the Giambelli compatibility for the whole process from the Giambelli compatibility for the point process conditioned to be equal to a specific configuration outside a compact interval $[-T, T]$.

The Lemma is proved in the following way: the conditional expectations of the analogues of characteristic polynomials form a reverse martingale, and satisfy an analogue of formula (1). By [18], Osada-Osada [37], Lyons [31], the tail sigma-algebra of a determinantal point process induced by an orthogonal projection is trivial. The additive structure of the specializations leads to the Giambelli compatibility for the whole point process by passing to the limit as $T \to +\infty$ in the analogue of formula (1).

It is then easily seen that the specializations of interest, the specializations $\rho^R$ and $\tilde{\rho}^R$ introduced above, fit into this formalism. By Theorems 1.1, 1.4 from [16], we know that, if $\mathbb{P}$ is a determinantal point process on $E \subset \mathbb{R}$ with an integrable projection kernel satisfying (2), then for $\mathbb{P}$-almost every $X \in \text{Conf}(E)$ and for any $T > 0$, the point process in $[-T, T] \cap E$ conditioned to be equal to $X$ outside $[-T, T]$ is an orthogonal polynomial ensemble. We adapt the argument from [11] in order to prove that orthogonal polynomial ensembles are Giambelli compatible for the specializations $\rho^R$ and $\tilde{\rho}^R$, see Proposition 6.2. We conclude the proof by Lemma 5.9.
1.3. Organization of the paper. The paper is organized as follows. In Section 2, we recall the necessary background on point processes and their conditional measures. In Section 3, we recall the definition of determinantal point processes, both via their additive and multiplicative functionals. We introduce the orthogonal polynomial ensembles and see them as a class of examples of determinantal point processes. We recall the definition of integrable kernels, and state results from [16] on conditional measures of determinantal point processes. In Section 4, following [33], we recall the Giambelli formula. The section ends with the statement of a generalized version of the Giambelli formula, together with the formula (15) relating the generating series of the elementary and complete homogeneous symmetric functions to Schur functions indexed by hooks. The formula (15) is used in Section 5.1, where we establish the equivalence of the Giambelli compatibility of a point process and the validity of formula (11) for analogues of characteristic polynomials. We first introduce the notion of uniform $L^1$-specializations for which this equivalence takes place, see Proposition 5.2. We prove in Proposition 5.3 that, for a uniform $L^1$-specialization, the Giambelli compatibility is invariant when one modifies the image of the Newton power sums by adding a constant. We then construct in Section 5.2 uniform $L^1$-specializations associated to a sequence of functions for determinantal point processes satisfying condition (2) and governed by an orthogonal projection, see Proposition 5.4. In Section 5.3, we state and prove the key Lemma 5.9 by means of Propositions 5.2, 5.4, 5.3, and using the tail triviality. In Section 6.1, we introduce the specializations $\rho^R$ and $\tilde{\rho}^R$, and see them as particular examples of the above defined formalism. We derive Proposition 6.1 from the general Proposition 5.4 and from Proposition 6.1 saying that the random functions $\Psi_X (u)$ (resp. $\tilde{\Psi}_X$) are analytic continuations of the images by $\rho^R$ (resp. $\tilde{\rho}^R$) of the generating series of the complete homogeneous and elementary symmetric functions. The equivalence of Theorem 1.2 and 1.4 follows now from Proposition 5.2. We prove in Section 6.2 that orthogonal polynomial ensembles are Giambelli compatible for the specializations $\rho^R$ and $\tilde{\rho}^R$, adapting the argument of Borodin-Olshanski-Strahov ([11]), see Proposition 6.2. We conclude the proof of Theorems 1.2 and 1.4 in Section 6.3 by means of Lemma 5.9, Propositions 5.4 and 6.2.
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2. Point processes and conditioning

Let $E$ be a subset of $\mathbb{R}$, either open or countable and without accumulation point. Recall that the space of configurations on $E$, denoted $\text{Conf}(E)$, is the set of all subsets of $E$ without accumulation points. For a finite set $A$, we write $\#(A)$ for the cardinality of $A$. We equip
the space $\text{Conf}(E)$ with the sigma-algebra $\mathcal{F}_E$ generated by the maps

$$
\#_B : \text{Conf}(E) \to \mathbb{N}, \quad X \mapsto \#(X \cap B), \quad B \subset E, \ B \text{ is a bounded Borel set.}
$$

**Definition 2.1.** A point process is a probability measure $\mathbb{P}$ on $(\text{Conf}(E), \mathcal{F}_E)$.

See also [23] for further background on point processes.

We use the notion of *rigidity* introduced by Ghosh and Peres. For a subset $W \subset E$, we denote by $\mathcal{F}_W \subset \mathcal{F}_E$ the sigma-algebra generated by the maps $\#_B$, where $B \subset W$ is a bounded Borel set. We denote by $\mathcal{F}_{\mathbb{P}}^W$ the completion of $\mathcal{F}_W$ with respect to $\mathbb{P}$.

**Definition 2.2** (Ghosh-Peres, [25], [26]). A point process is said to be *rigid* if, for any bounded set $B \subset E$, the random variable $\#_B$ is $\mathcal{F}_{\mathbb{P}}^{|-T,T|^c \cap E}$-measurable.

We introduce a natural filtration on $\text{Conf}(E)$, and define conditional measures of $\mathbb{P}$. For $T > 0$, we write $\mathcal{F}_{\mathbb{P}}^T := \mathcal{F}_{[-T,T]^c \cap E}$. The sequence $(\mathcal{F}_{\mathbb{P}}^T)_{T>0}$ is a reverse filtration, and we denote by $\mathcal{F}_{\mathbb{P}}^\infty$ the tail sigma-algebra

$$
\mathcal{F}_{\mathbb{P}}^\infty = \cap_{T>0} \mathcal{F}_{\mathbb{P}}^T.
$$

For a subset $W \subset E$, we make the identification $\text{Conf}(E) \simeq \text{Conf}(W) \times \text{Conf}(W^c)$. Let $\pi_W$ be the map

$$
\pi_W : \text{Conf}(E) \to \text{Conf}(W)
X \mapsto X \cap W.
$$

For a point process $\mathbb{P}$ and $(\pi_W)_*(\mathbb{P})$-almost every configuration $X \in \text{Conf}(W)$, we define the measure $\mathbb{P}(|X,W)$ supported on $\{X\} \times \text{Conf}(W^c)$ by the disintegration formula

$$
\mathbb{P}(B) = \int_{\text{Conf}(W)} \mathbb{P}(B|X,W)(\pi_W)_*(\mathbb{P})(dX), \quad B \subset \text{Conf}(E) \text{ is a Borel set.}
$$

The measure $\mathbb{P}(|X,W)$ is the conditional measure of $\mathbb{P}$ on $W^c$ under the condition that the configuration coincide with $X$ in $W$. For $\mathbb{P}$-almost every configuration $X \in \text{Conf}(E)$ we write

$$
\mathbb{P}(|X,W) := \mathbb{P}(|X \cap W, W),
$$

and for $T > 0$, we will write

$$
\mathbb{P}(|X,T) := \mathbb{P}(|X,[-T,T]^c).
$$

For an integrable random variable $F : \text{Conf}(E) \to \mathbb{C}$, and $\mathbb{P}$-almost every configuration $X \in \text{Conf}(E)$, we denote by

$$
\mathbb{E}_{\mathbb{P}}[F|X,T] = \mathbb{E}_{\mathbb{P}}[F|\mathcal{F}_{\mathbb{P}}^T](X)
$$

its expectation with respect to $\mathbb{P}(\cdot |X,T)$.
3. Determinantal point processes

We now define determinantal point processes, first via their additive functionals (3.1), and later with their multiplicative functionals (3.2). We refer to [39] for the notion of trace class operators and their Fredholm determinants. Let $\mu$ be a Radon measure on a subset $E$ of $\mathbb{R}$. We consider here the continuous case when the set $E$ is open and $\mu$ has no atoms, or the discrete one when the set $E$ is countable and has no accumulation point and $\mu$ is the counting measure on $E$.

**Definition 3.1.** A point process $P$ on $E$ is called a determinantal point process on $(E, \mu)$ if there exists a function $K: E \times E \to \mathbb{C}$, called a correlation kernel for $P$, such that for all $n \in \mathbb{N}$ and all bounded Borel compactly supported functions $f: E^n \to \mathbb{C}$, one has

$$
\mathbb{E}_P \left[ \prod_{x \in X} f(x_1, \ldots, x_n) \right] = \int_{E^n} f(x_1, \ldots, x_n) \det (K(x_i, x_j))_{i,j=1}^n \, d\mu(x_1) \ldots d\mu(x_n),
$$

where $\sum^*$ denotes the sum over all pairwise distinct points $x_1, \ldots, x_n$ in the random configuration $X \in \text{Conf}(E)$.

We assume that the kernel $K$ induces a locally trace-class integral operator acting in $L^2(E, d\mu)$ and for which we keep the same letter $K$

$$
K: L^2(E, d\mu) \to L^2(E, d\mu)
$$

$$
f \mapsto \left( x \mapsto \int_E f(y) K(x, y) d\mu(y) \right).
$$

For any bounded Borel set $B \subset E$, we have

$$
\text{Tr}(\chi_B K \chi_B) = \int_B K(x, x) d\mu(x) = \mathbb{E}_P[\#B].
$$

Conversely, by the Macchi-Soshnikov/Shirai-Takahashi Theorem ([32], [40], [38]), a Hermitian locally trace class operator gives rise to a determinantal point process if and only if it is a positive contraction. In particular, any locally trace class orthogonal projection gives rise to a determinantal point process. An equivalent definition to (3.1) is the following

**Definition 3.2.** A point process $P$ is a determinantal point process if there exists a kernel $K$ such that for any function $g: E \to \mathbb{C}$ such that $g - 1$ is compactly supported, one has

$$
\mathbb{E}_P \left[ \prod_{x \in X} g(x) \right] = \det (I + \chi_B K(g - 1)),
$$

where $B \subset E$ is a bounded Borel set containing the support of $g - 1$, and $\det$ denotes the Fredholm determinant in $L^2(E, d\mu)$ of the trace class operator $\chi_B K(g - 1)$.

A first class of examples of determinantal point processes we will be interested in is the one of orthogonal polynomial ensembles, which have a fixed number of particles.
Definition 3.3. Let $N \in \mathbb{N}$ be a positive integer. An $N$-orthogonal polynomial ensemble is a probability measure $\mathbb{P}_N$ on $E^N$ defined by

$$d\mathbb{P}_N(x_1, \ldots, x_N) = C_N \prod_{1 \leq i < j \leq N} (x_i - x_j)^2 \prod_{i=1}^N d\omega(x_i),$$

where $\omega$ is a measure on $E$ with finite moments of all orders.

Setting

$$m_N := \det \left( \int x^i j d\omega(x) \right)_{i,j=0}^{N-1},$$

for the normalizing constant we have

$$C_N^{-1} = N!m_N.$$

Below we need a slightly more general

Proposition 3.1. Let $\omega$ be a measure on $E$ with finite moments of all orders. For $a \in \mathbb{C}$ and $N \in \mathbb{N}$, set :

$$m_N(a) = \det \left( \int (x+a)^i j d\omega(x) \right)_{i,j=0}^{N-1}. $$

Then for all $a \in \mathbb{C}$ we have

$$\int_{E^N} \prod_{1 \leq i < j \leq N} (x_i - x_j)^2 d\omega(x_1) \ldots d\omega(x_N) = N!m_N(a).$$

In particular, $m_N(a) = m_N$ does not depend on $a$.

Proof. We clearly have

$$\int_{E^N} \prod_{1 \leq i < j \leq N} (x_i - x_j)^2 d\omega(x_1) \ldots d\omega(x_N)$$

$$= \int_{E^N} \prod_{1 \leq i < j \leq N} (x_i + a - (x_j + a))^2 d\omega(x_1) \ldots d\omega(x_N)$$

$$= \int_{E^N} \det \left( (x_i + a)^j i,j=1 \right)^N \det \left( (x_i + a)^j i,j=1 \right)^N d\omega(x_1) \ldots d\omega(x_N).$$

The Andréief Formula \cite{1} yields the equality

$$\int_{E^N} \det \left( (x_i + a)^j i,j=1 \right)^N \det \left( (x_i + a)^j i,j=1 \right)^N d\omega(x_1) \ldots d\omega(x_N)$$

$$= N! \det \left( \int_E (x+a)^i j d\omega(x) \right)_{i,j=0}^{N-1} = N!m_N(a),$$

and the proof is complete. \qed

Remark 3.2. It would be interesting to have a direct proof of the fact that $m_N(a)$ does not depend on $a$. 
Since an orthogonal polynomial ensemble as defined above is a symmetric measure on $E^N$ which does not charge any $N$-tuple with equal coordinates, it is identified with a point process on $E$. This point process is determinantal (see e.g. [29] and references therein, or [4]):

**Proposition 3.3.** An $N$-orthogonal polynomial ensemble is a determinantal point process on $(E, \omega)$. Its kernel is the projection kernel onto the space of polynomials of degree less than $N$.

Recall statements 2 from Theorems 1.1 and 1.4 in [16]

**Proposition 3.4.** Let $\mathbb{P}$ be a determinantal point process governed by an orthogonal projection, and such that its correlation kernel has an integrable form and satisfy the growth condition (2). Assume that $\mathbb{P}$ is rigid in the sense of Definition 2.2, and let $T > 0$. Then, for $\mathbb{P}$-almost every $X \in \text{Conf}(E)$, the point process $\mathbb{P}(\cdot | X, T)$ is an orthogonal polynomial ensemble.

4. **The Giambelli Formula**

4.1. **Power sums, complete homogeneous functions and elementary symmetric functions.** Here we recall from Macdonald [33] the properties of symmetric functions that we will use in Section 5. Let $\Lambda$ be the algebra over $\mathbb{C}$ of symmetric functions in the formal variables $x_1, x_2, \ldots$, see [33]. A distinguished basis in $\Lambda$ is provided by the Newton power sums

$$p_k(x_1, x_2, \ldots) = \sum_{i=1}^{+\infty} x_i^k, \quad k = 1, 2, \ldots$$

The elementary symmetric functions $\{e_k\}_{k \geq 0}$ and the complete homogeneous function $\{h_k\}_{k \geq 0}$ are defined as follows

$$e_k = \sum_{i_1 < \cdots < i_k} x_{i_1} \cdots x_{i_k}, \quad h_k = \sum_{i_1 \leq \cdots \leq i_k} x_{i_1} \cdots x_{i_k}, \quad k = 0, 1, \ldots$$

In particular, $h_0 = e_0 = 1$, and we agree that

$$h_{-1} = h_{-2} = \cdots = e_{-1} = e_{-2} = \cdots = 0.$$ 

The following identities hold for the generating series of the three above-defined families of symmetric functions

\begin{align}
H(u) &:= \sum_{k=0}^{+\infty} h_k u^k = \exp \left( \sum_{k=1}^{+\infty} \frac{p_k u^k}{k} \right), \\
E(u) &:= \sum_{k=0}^{+\infty} e_k u^k = (H(-u))^{-1},
\end{align}

and also

\begin{align}
H(u) &= \prod_{i=1}^{+\infty} (1 - ux_i)^{-1}, \\
E(u) &= \prod_{i=1}^{+\infty} (1 + ux_i).
\end{align}
4.2. Young diagrams, Schur functions and the Giambelli formula. Another basis in \( \Lambda \) is formed by the Schur functions, which are indexed by Young diagrams. A Young diagram \( \lambda = (\lambda_1 \geq \lambda_2 \geq \ldots) \) is an almost zero non-increasing sequence of non-negative integers. The set of all Young diagrams is denoted by \( \mathbb{Y} \), and for \( \lambda \in \mathbb{Y} \), we let \( l(\lambda) \) be the index of its last non-zero entry, and we write

\[
|\lambda| = \sum_{i \geq 1} \lambda_i.
\]

The transposed diagram \( \lambda' \) of a Young diagram \( \lambda \in \mathbb{Y} \) is defined by

\[
\lambda'_i = |\{ j, \lambda_j \geq i \}|, \quad i = 1, 2, \ldots.
\]

A Young diagram can also be written using the Frobenius notation. For \( \lambda = (\lambda_1 \geq \lambda_2, \ldots) \in \mathbb{Y} \), let \( d \) be the number of diagonal boxes in \( \lambda \), i.e. \( d = \max\{i = 1, 2, \ldots, \lambda_i \geq i \} \), and for \( i = 1, \ldots, d \), the Frobenius coordinates \( p_i, q_i \) are defined by

\[
p_i = \lambda_i - i, \quad q_i = \lambda'_i - i.
\]

The Frobenius notation for \( \lambda \) is then \( \lambda = (p_1, \ldots, p_d | q_1, \ldots, q_d) \). In particular, for \( p, q \in \mathbb{N} \), \( (p | q) \) is the Frobenius notation for the Young diagram \( (p + 1, 1^q) \).

The Schur functions can be defined by the Jacobi-Trudi formula

\[
s_\lambda = \det (h_{\lambda'_i - i + j})_{i,j=1}^n = \det (e_{\lambda'_i - i + j})_{i,j=1}^n,
\]
valid under the assumption \( n \geq l(\lambda') \) for the first equality, \( n \geq l(\lambda) \) for the second. In particular, we have

\[
s_0 = h_r, \quad s_{(1^r)} = e_r.
\]

Equivalently, Schur functions can be defined as the projective limits in \( \Lambda \) of the Schur polynomials

\[
s_\lambda(x_1, \ldots, x_n) = \frac{\det(x_i^{\lambda_j - j + n})_{i,j=1}^n}{\prod_{1 \leq i < j \leq n}(x_i - x_j)},
\]
where \( n \geq l(\lambda) \). The Schur functions satisfy the Giambelli formula ([33], I.3 ex.9): if, in the Frobenius notation, \( \lambda = (p_1, \ldots, p_d | q_1, \ldots, q_d) \) then

\[
s_\lambda = \det(\tilde{s}_{\lambda}(p_i | q_j))_{i,j=1}^d.
\]

A more general statement holds, see [33], ch. I.3 ex.21.

**Proposition 4.1.** Let \( \{h_{r,s}\}_{r \in \mathbb{Z}, s \geq 0} \) be a collection of commuting indeterminates such that \( h_{0,s} = 1 \) for all \( s \geq 0 \); \( h_{r,s} = 0 \) for all \( r < 0, s \geq 0 \).

For \( \lambda \in \mathbb{Y} \) and \( N \geq l(\lambda) \), define

\[
\tilde{s}_\lambda = \det(h_{\lambda_i - i + j - 1})_{i,j=1}^N.
\]

We then have, if \( \lambda = (p_1, \ldots, p_d | q_1, \ldots, q_d) \),

\[
\tilde{s}_\lambda = \det(\tilde{s}_{\lambda}(p_i | q_j))_{i,j=1}^d.
\]
Another useful formula is the following ([33], I.3, ex. 14):

\[
H(\mathbf{u})E(\mathbf{v}) = 1 + (\mathbf{u} + \mathbf{v}) \sum_{p,q=0}^{+\infty} s_{(p|q)} \mathbf{u}^p \mathbf{v}^q.
\]

(15)

**Remark 4.2.** Both identities (14) and (15) follow from the fact that

\[
s_{(p|q)} + s_{(p+1|q-1)} = h_{p+1} e_q,
\]

which itself is a direct consequence of Jacobi-Trudi formula.

5. Specializations of the algebra of symmetric functions and Giambelli compatible point processes

We introduce in Section 5.1 the notion of uniform \(L^1\)-specializations of the algebra \(\Lambda\) for a given point process, and prove that the Giambelli compatibility is equivalent to the validity of formula (11), where the product

\[
\rho(E(z))\rho(H(w)),
\]

plays the rôle of the ratio \(P(z)/P(w)\) of characteristic polynomials, see Proposition 5.2. In Section 5.2 we construct two classes of uniform \(L^1\)-specializations for determinantal point processes. We finally prove in Section 5.3 that the Giambelli compatibility of a determinantal point process with a uniform \(L^1\)-specialization follows from the Giambelli compatibility of the conditioned point processes.

5.1. Uniform \(L^1\)-specializations.

**Definition 5.1.** Let \(\rho : \Lambda \to L^1(\text{Conf}(\mathbb{R}), \mathbb{P})\) be a specialization, and let \(R > 0\). We say that the specialization \(\rho\) is a \(R\)-uniform \(L^1\)-specialization if for \(\mathbb{P}\)-almost every configuration \(X \in \text{Conf}(E)\), the radius of convergence of the series

\[
S^\rho_X(u) := \sum_{k=1}^{+\infty} \frac{\rho(p_k)(X)}{k} u^k
\]

is at least \(R\) and if furthermore we have

\[
\exp \left( \sum_{k=1}^{n} S^\rho_X(w_k) - S^\rho_X(z_k) \right) \in L^1(\text{Conf}(E), \mathbb{P}),
\]

for all \(n \in \mathbb{N}\) and all \(z_1, \ldots, z_n, w_1, \ldots, w_n \in D(0, R)\) where \(D(0, R)\) is the open disk centered at the origin and of radius \(R\): \(D(0, R) = \{ z \in \mathbb{C} | |z| < R \}\).

**Remark 5.1.** The requirement that the radius of convergence of the series \(S^\rho_X(u)\) is at least \(R > 0\) independently of the configuration \(X \in \text{Conf}(E)\) is stronger than that the series \(S^\rho_X(u)\) have a positive radius of convergence for \(\mathbb{P}\)-almost every \(X \in \text{Conf}(E)\).

Observe that, if \(\rho\) is a \(R\)-uniform \(L^1\)-specialization, formulas (10) and (11) specialize into

\[
\exp (S^\rho_X(w)) = \sum_{k=0}^{+\infty} \rho(h_k)(X) w^k = \rho(H)(w),
\]

(18)

\[
\exp (-S^\rho_X(z)) = \sum_{k=0}^{+\infty} (-1)^k \rho(e_k)(X) z^k = \rho(E)(-z),
\]

(19)
the series having radius of convergence at least \( R > 0 \). We also have from (15) that

\[
\exp \left( S_X^\rho(w) - S_X^\rho(z) \right) = \rho(H)(w)\rho(E)(-z) = 1 + (w - z) \sum_{p,q=0}^{+\infty} (-1)^q \rho(s_{(p,q)})(X)w^pz^q, \tag{20}
\]

for all \( z, w \in D(0,R) \). These observations and especially the latter formula (20) lead to the following Proposition, analogous to Proposition 2.2. in [11].

**Proposition 5.2.** Let \( \rho \) be a \( R \)-uniform \( L^1 \)-specialization. Then \( \rho \) is an \( L^1 \)-specialization and \((\mathbb{P},\rho)\) is Giambelli compatible if and only if, for all \( n \in \mathbb{N} \) and all pairwise distinct \( z_1, \ldots, z_n, w_1, \ldots, w_n \in D(0,R) \), we have

\[
\mathbb{E}_p \left[ \exp \left( \sum_{i=1}^{n} S_X^\rho(w_i) - S_X^\rho(z_i) \right) \right] = \det \left( \frac{1}{z_i - w_j} \right)_{1 \leq i,j \leq n}^{-1} \det \left( \frac{1}{z_i - w_j} \mathbb{E}_p \left[ \exp(S_X^\rho(w_i) - S_X^\rho(z_j)) \right] \right)_{i,j=1}^{n}. \tag{21}
\]

**Proof.** Let \( z_1, \ldots, z_n, w_1 \ldots w_n \in D(0,R) \) be pairwise distinct. From formulas (10) and (11), equation (21) can be written as

\[
\mathbb{E}_p \left[ \prod_{i=1}^{n} \rho(H)(w_i)\rho(E)(-z_i) \right] = \det \left( \frac{1}{z_i - w_j} \right)_{1 \leq i,j \leq n}^{-1} \det \left( \frac{1}{z_i - w_j} \mathbb{E}_p \left[ \rho(H)(w_i)\rho(E)(z_j) \right] \right)_{i,j=1}^{n}. \tag{22}
\]

The proof we present is adapted from [11], Proposition 2.2, and is based on identity (20). For brevity, we omit the specialization \( \rho \) and write simply

\[
f(X) := \rho(f)(X), \quad f \in \Lambda, \quad X \in \text{Conf}(E),
\]

\[
F(z) := \rho(F)(z), \quad F \in \Lambda[[z]].
\]

By formula (20), we have for \( \mathbb{P} \)-a.e. \( X \in \text{Conf}(\mathbb{R}) \)

\[
\det \left( \frac{H(w_j)E(-z_i) - 1}{z_i - w_j} \right)_{i,j=1}^{n} = \det \left( \sum_{p_1, q_1=0}^{+\infty} (-1)^{q_1} s_{(p_1,q_1)}(X)w_j^{p_j}z_i^{q_1} \right)_{i,j=1}^{n}
\]

\[
= \sum_{p_1, \ldots, p_n, q_1, \ldots, q_n=0}^{+\infty} (-1)^{q_1+\cdots+q_n} s_{(p_1,\ldots,p_n,q_1,\ldots,q_n)}(X)w_1^{p_1} \ldots w_n^{p_n}z_1^{q_1} \ldots z_n^{q_n}.
\]

Cauchy’s contour integral formula now implies that \( \rho \) is an \( L^1 \)-specialization, as the left-hand-side of equation (23) is integrable with respect to \( \mathbb{P} \) by condition (17). Assume now that \( \mathbb{P} \) is Giambelli compatible in the sense of Definition 1.3. Taking expectation with respect
to \( \mathbb{P} \) on both sides of the latter equality (23), we have

\[
\text{(24) } \mathbb{E}_\mathbb{P} \left[ \left( \frac{H(w_j)E(-z_i) - 1}{z_i - w_j} \right)_{i,j=1}^n \right] = \sum_{p_1,\ldots,p_n,q_1,\ldots,q_n=0}^{+\infty} (-1)^{q_1+\cdots+q_n} \mathbb{E}_\mathbb{P}[s(p_1,\ldots,p_n|q_1,\ldots,q_n)(X)]w_{p_1}^{p_1} \cdots w_{p_n}^{p_n} z_{q_1}^{q_1} \cdots z_{q_n}^{q_n},
\]

where the interchange of summation and expectation is justified from the local uniform convergence of the series \( H(u) \) and \( E(u) \) on \( D(0, R) \). Since \( \mathbb{P} \) is Giambelli compatible, we obtain

\[
\text{(25) } \mathbb{E}_\mathbb{P} \left[ \left( \frac{H(w_j)E(-z_i) - 1}{z_i - w_j} \right)_{i,j=1}^n \right] = \sum_{p_1,\ldots,p_n,q_1,\ldots,q_n=0}^{+\infty} (-1)^{q_1+\cdots+q_n} \det \left( \mathbb{E}_\mathbb{P}[s(p_i|q_j)(X)] \right)_{i,j=1}^n w_{p_1}^{p_1} \cdots w_{p_n}^{p_n} z_{q_1}^{q_1} \cdots z_{q_n}^{q_n},
\]

which again might be written as

\[
\text{(26) } \mathbb{E}_\mathbb{P} \left[ \left( \frac{H(w_j)E(-z_i) - 1}{z_i - w_j} \right)_{i,j=1}^n \right] = \det \left( \sum_{p_j,q_i=0}^{+\infty} (-1)^q \mathbb{E}_\mathbb{P}[s(p_j|q_i)(X)]w_j^{p_j} z_i^{q_i} \right)_{i,j=1}^n = \det \left( \mathbb{E}_\mathbb{P} \left[ \frac{H(w_j)E(-z_i) - 1}{z_i - w_j} \right] \right)_{i,j=1}^n.
\]

We now want to get rid of the \(-1\). Consider the \( n \times n \) matrices

\[
A = (A(i,j))_{i,j=1}^n = \left( \frac{H(w_j^{-1})E(-z_i^{-1}) - 1}{z_i - w_j} \right)_{i,j=1}^n, \quad B = (B(i,j))_{i,j=1}^n = \left( \frac{1}{z_i - w_j} \right)_{i,j=1}^n,
\]

and for subsets \( I, J \subset \{1, \ldots, n\} \) with \(|I| = |J|\), denote by \( A_{I,J} \) (resp. \( B_{I,J} \)) the submatrix of \( A \) (resp. \( B \)) with entries indexed by \( I \times J \). The preceding argument can be repeated in order to establish that

\[
\mathbb{E}_\mathbb{P}[\det(A_{I,J})] = \det(\mathbb{E}_\mathbb{P}[A(i,j)])_{i \in I, j \in J}.
\]

From the expansion

\[
\det(A + B) = \sum_{I,J \subset \{1, \ldots, n\}, |I| = |J|} \det(A_{I,J}) \det(B_{I^c,J^c}),
\]

where the interchange of summation and expectation is justified from the local uniform convergence of the series \( H(u) \) and \( E(u) \) on \( D(0, R) \). Since \( \mathbb{P} \) is Giambelli compatible, we obtain

\[
\text{(25) } \mathbb{E}_\mathbb{P} \left[ \left( \frac{H(w_j)E(-z_i) - 1}{z_i - w_j} \right)_{i,j=1}^n \right] = \sum_{p_1,\ldots,p_n,q_1,\ldots,q_n=0}^{+\infty} (-1)^{q_1+\cdots+q_n} \det \left( \mathbb{E}_\mathbb{P}[s(p_i|q_j)(X)] \right)_{i,j=1}^n w_{p_1}^{p_1} \cdots w_{p_n}^{p_n} z_{q_1}^{q_1} \cdots z_{q_n}^{q_n},
\]
since $B$ is deterministic, we have

$$\mathbb{E}_\rho[\det(A + B)] = \sum_{I,J \subseteq \{1, \ldots, n\}, |I| = |J|} \det(B_{I^c,J^c}) \mathbb{E}_\rho[\det(A_{I,J})] = \sum_{I,J \subseteq \{1, \ldots, n\}, |I| = |J|} \det(B_{I^c,J^c}) \det(\mathbb{E}_\rho[A(i,j)])_{i \in I, j \in J} = \det(\mathbb{E}_\rho[A + B]),$$

i.e.

$$\mathbb{E}_\rho \left[ \det \left( \frac{H(w_j) E(-z_i)}{z_i - w_j} \right)_{i,j=1}^n \right] = \det \left( \mathbb{E}_\rho \left[ H(w_j) E(-z_i) \right] \right)_{i,j=1}^n.$$

Using the multiplicativity of the determinant, the latter equality can be rewritten as

$$\mathbb{E}_\rho \left[ \prod_{j=1}^n H(w_j) E(-z_j) \right] = \det \left( \frac{1}{z_i - w_j} \right)_{i,j=1}^{1 \leq i, j \leq k} \det \left( \frac{1}{z_i - w_j} \mathbb{E}_\rho[H(w_j)E(z_i)] \right)_{i,j=1}^n.$$

The “only if” part of the proposition is established.

For the “if” part, observe that all the arguments above can be reversed. Indeed, (22) is equivalent to (27), which is equivalent to (26). One obtains the Giambelli compatibility (9) by equating the coefficients in the expansion performed in (24). The proof is complete. \(\Box\)

The structure of equation (21) implies the following proposition, which we will use later in Lemma 5.9.

**Proposition 5.3.** Let $\rho$ be a $R$-uniform $L^1$-specialization and let $a = (a_k)_{k \geq 1} \subset \mathbb{C}$ be a bounded sequence of complex numbers. We define the specialization $\rho_a$ by

$$\rho_a(p_k) = \rho(p_k) - a_k, \quad k = 1, 2, \ldots$$

Assume that there exists $R' > 0$ such that $\rho_a$ is a $R'$-uniform $L^1$-specialization. Then $(\mathbb{P}, \rho)$ is Giambelli compatible if and only if $(\mathbb{P}, \rho_a)$ is Giambelli compatible.

**Proof.** From definition of the series $S_X^\rho(u)$ [16], we have for all $z, w \in D(0, \min(R, R', 1))$

$$S_X^\rho_w(z) = S_X^\rho(z) - \sum_{k \geq 1} \frac{a_k}{k} (z^k - w^k).$$

Thus, on the one hand, one can write

$$\mathbb{E}_\rho \left[ \exp \left( \sum_{i=1}^n S_X^\rho(w_i) - S_X^\rho(z_i) \right) \right] = \exp \left( \sum_{i=1}^n \sum_{k \geq 1} \frac{a_k}{k} (w_i^k - z_i^k) \right) \mathbb{E}_\rho \left[ \exp \left( \sum_{i=1}^n S_X^\rho(w_i) - S_X^\rho(z_i) \right) \right],$$
for all pairwise distinct $z_1, \ldots, z_n, w_1, \ldots, w_n \in D(0, \min(R, R', 1))$. On the other hand, the multilinearity of the determinant implies that
\[
\det \left( \frac{1}{z_i - w_j} \mathbb{E}_P \left[ \exp \left( S^\rho_X(w_j) - S^\rho_X(z_i) \right) \right] \right)_{i,j=1}^n = \exp \left( \sum_{i=1}^n \sum_{k \geq 1} \frac{a_k}{k} (w_i^k - z_i^k) \right) \det \left( \frac{1}{z_i - w_j} \mathbb{E}_P \left[ \exp \left( S^\rho_X(w_j) - S^\rho_X(z_i) \right) \right] \right)_{i,j=1}^n.
\]
Thus, the factor
\[
\exp \left( \sum_{i=1}^n \sum_{k \geq 1} \frac{a_k}{k} (w_i^k - z_i^k) \right)
\]
can be cancelled out on both sides of the equation
\[
\mathbb{E}_P \left[ \exp \left( \sum_{i=1}^n S^\rho_X(w_i) - S^\rho_X(z_i) \right) \right] = \det \left( \frac{1}{z_i - w_j} \right)_{1 \leq i, j \leq n} \det \left( \frac{1}{z_i - w_j} \mathbb{E}_P \left[ \exp \left( S^\rho_X(w_j) - S^\rho_X(z_i) \right) \right] \right)_{i,j=1}^n
\]
and one obtains equation \((21)\). Recalling Proposition 5.2, the proof is complete. \(\square\)

5.2. **Uniform $L^1$-specializations for determinantal point processes.** Let $E$ be a subset of $\mathbb{R}$, $\mu$ a Radon measure on $E$ and $\mathbb{P}$ a determinantal point process on $(E, \mu)$ with correlation kernel $K$. We assume that the kernel $K$ is the kernel of an orthogonal projection. Let $(f_k)_{k \geq 1}$ be a sequence of bounded functions $f_k : E \to \mathbb{C}$ such that there exists $R > 0$ such that
\[(28)\]
\[\sup_{k \geq 1} R^k \| f_k \|_{L^\infty(E, d\mu)} < +\infty.\]
The latter condition implies that the radius of convergence of the series
\[f_u(x) := \sum_{k \geq 1} \frac{f_k(x)}{k} u^k\]
is at least $R$, for $\mu$-almost every $x \in E$. We assume that
\[(29)\]
\[\int_E |f_1(x)|^2 K(x, x) d\mu(x) < +\infty,\]
\[(30)\]
\[\int_E |f_k(x)| K(x, x) d\mu(x) < +\infty, \quad k \geq 2,\]
and that there exists a function $h : E \to [0, +\infty)$ measurable with respect to the measure $\mu$ verifying
\[(31)\]
\[\int_E h(x) K(x, x) d\mu(x) < +\infty\]

and such that
\[ |f_u(x) - uf_1(x)| = O(h(x)) \]
as \(|x| \to +\infty\), uniformly in \(u\) on compact sets. The last assumption we need is
\[ \int_E \exp \left( \sum_{j=1}^l f_{w_j}(x) - \sum_{j=1}^l f_{z_j}(x) \right) - 1 \left| K(x, x) d\mu(x) < +\infty, \right. \]
for all \(l, l' \in \mathbb{N}\) and all \(z_1, \ldots, z_l, w_1, \ldots, w_{l'} \in D(0, R)\).

The main result of this section is the following Proposition.

**Proposition 5.4.** The specializations \(\rho\) and \(\tilde{\rho}\) defined by
\[
\rho(p_k) := \sum_{x \in X} f_k(x) - \mathbb{E}_p \sum_{x \in X} f_k(x), \quad k = 1, 2, \ldots
\]
and
\[
\tilde{\rho}(p_1) = \rho(p_1), \quad \tilde{\rho}(p_k) = \sum_{x \in X} f_k(x), \quad k \geq 2,
\]
are \(R\)-uniform \(L^1\)-specializations.

The proof requires some steps. The following lemma guarantees the existence of the above-defined specializations \(\rho\) and \(\tilde{\rho}\).

**Lemma 5.5.** Under condition (29), there exists an increasing sequence \((T_N)_{N \in \mathbb{N}}\) tending to \(+\infty\) as \(N \to +\infty\) such that the limit
\[
\lim_{N \to +\infty} \sum_{x \in X \cap [-T_N, T_N]} f_1(x) - \mathbb{E}_p \sum_{x \in X \cap [-T_N, T_N]} f_1(x), \quad k = 1, 2, \ldots
\]
exists \(\mathbb{P}\)-almost surely and in \(L^1(\text{Conf}(E), \mathbb{P})\). Condition (30) implies that, for all \(k \geq 2\), the sums
\[
\sum_{x \in X} f_k(x)
\]
are absolutely convergent for \(\mathbb{P}\)-almost every \(X \in \text{Conf}(E)\) and belong to \(L^1(\text{Conf}(E), \mathbb{P})\).

**Proof.** By condition (29), the variances of the sums
\[
\sum_{x \in X} f_1(x)
\]
is finite. By [15, Proposition 4.1], the random variable
\[
\sum_{x \in X} f_1(x) - \mathbb{E}_p \sum_{x \in X} f_1(x)
\]
is a well-defined element of \(L^2(\text{Conf}(E), \mathbb{P}) \subset L^1(\text{Conf}(E), \mathbb{P})\). The first statement of the Lemma follows. Observe now that, for all \(k \geq 2\), we have
\[
\mathbb{E}_p \sum_{x \in X} |f_k(x)| = \int_E |f_k(x)| K(x, x) d\mu(x),
\]
which establishes the second statement. \(\square\)
Lemma 5.6. Under condition (33), the limit
\[ \lim_{T \to +\infty} \sum_{x \in X \cap [-T,T]} f_u(x) - E_P \sum_{x \in X \cap [-T,T]} f_u(x) \]
exists in \( L^1(\text{Conf}(E), \mathbb{P}) \). If there exists a function \( h : E \to [0, +\infty) \) satisfying conditions (31) and (32), then the limit
\[ \lim_{T \to +\infty} \sum_{x \in X \cap [-T,T]} f_u(x) - E_P \sum_{x \in X \cap [-T,T]} uf_1(x) \]
exists in \( L^1(\text{Conf}(E), \mathbb{P}) \). Moreover, there exists a Borel set \( W \subset \text{Conf}(E) \) such that, for any \( r \in [0, R) \), there exists a sequence \( (T_N)_{N \in \mathbb{N}} \) tending to +\( \infty \) as \( N \to +\infty \) such that the limits
\[ \lim_{N \to +\infty} \sum_{x \in X \cap [-T_N,T_N]} f_u(x) - E_P \sum_{x \in X \cap [-T_N,T_N]} f_u(x), \]
\[ \lim_{N \to +\infty} \sum_{x \in X \cap [-T_N,T_N]} f_u(x) - E_P \sum_{x \in X \cap [-T_N,T_N]} uf_1(x) \]
exist for all \( X \in W \), uniformly for \( u \in D(0, r) \).

Proof. Since, for any fixed \( u \in D(0, R) \), the function \( f_u(x) \) is bounded, the function
\[ \left| \frac{\exp(f_u(x)) - 1}{f_u(x)} \right| \]
is bounded away from 0 and +\( \infty \). Thus, condition (33) implies that
\[ \int_E |f_u(x)|^2 K(x, x) d\mu(x) < +\infty. \]
The variance of the sum
\[ \sum_{x \in X} f_u(x) \]
is then finite. By (15, Proposition 4.1), the limit
(36) \[ \lim_{T \to +\infty} \sum_{x \in X \cap [-T,T]} f_u(x) - E_P \sum_{x \in X \cap [-T,T]} f_u(x) \]
exists in \( L^1(\text{Conf}(E), \mathbb{P}) \). Observe now that, for any \( T > 0 \), we have
\[
\sum_{x \in X \cap [-T,T]} f_u(x) - E_P \sum_{x \in X \cap [-T,T]} uf_1(x)
= \sum_{x \in X \cap [-T,T]} f_u(x) - E_P \sum_{x \in X \cap [-T,T]} (f_u(x) - f_u(x) + uf_1(x))
= \sum_{x \in X \cap [-T,T]} f_u(x) - E_P \sum_{x \in X \cap [-T,T]} f_u(x) + \int_{-T}^{T} (f_u(x) - uf_1(x)) K(x, x) d\mu(x).
\]
If there exists a function $h : E \to [0, +\infty)$ satisfying (31) and (32), the integral
\[
\int_{E} (f_u(x) - u f_1(x)) K(x, x) d\mu(x)
\]
is absolutely convergent, whence the limit
\[
\lim_{T \to +\infty} \sum_{x \in X \cap [-T, T]} f_u(x) - \mathbb{E} \sum_{x \in X \cap [-T, T]} u f_1(x)
\]
exists in $L^1(\text{Conf}(E), \mathbb{P})$. As a consequence of the convergence (36), there exists a Borel set $W \subset \text{Conf}(E)$ satisfying $\mathbb{P}(W) = 1$ and a sequence $(T_N)_{N \in \mathbb{N}}$ such that the limits
(37)
\[
\lim_{N \to +\infty} \sum_{x \in X \cap [-T_N, T_N]} f_u(x) - \mathbb{E}_P \sum_{x \in X \cap [-T_N, T_N]} f_u(x)
\]
(38)
\[
\lim_{N \to +\infty} \sum_{x \in X \cap [-T_N, T_N]} u f_1(x) - \mathbb{E}_P \sum_{x \in X \cap [-T_N, T_N]} u f_1(x)
\]
exist for all $X \in W$. It remains to prove that the convergence in (37) and (38) are uniform in $u$ on compact sets. To this end, we define
\[
S(X, u; T_N) = \sum_{x \in X \cap [-T_N, T_N]} f_u(x) - u f_1(x),
\]
\[
H(X; T_N) = \sum_{x \in X \cap [-T_N, T_N]} f_1(x) - \mathbb{E}_P \sum_{x \in X \cap [-T_N, T_N]} f_1(x),
\]
\[
I(u; T_N) = \mathbb{E}_P \sum_{x \in X \cap [-T_N, T_N]} (uf_1(x) - f_u(x)) = \int_{-T_N}^{T_N} (uf_1(x) - f_u(x)) K(x, x) d\mu(x),
\]
and write
(39)
\[
\sum_{x \in X \cap [-T_N, T_N]} f_u(x) - \mathbb{E}_P \sum_{x \in X \cap [-T_N, T_N]} f_u(x) = S(X, u; T_N) + uH(X; T_N) + I(u; T_N),
\]
(40)
\[
\sum_{x \in X \cap [-T_N, T_N]} f_u(x) - \mathbb{E}_P \sum_{x \in X \cap [-T_N, T_N]} u f_1(x) = S(X, u; T_N) + uH(X; T_N).
\]
From (31) and (32), the sum $S(X, u; T_N)$ is absolutely convergent for all $X \in W$, uniformly in $u$ on compact sets. The integral $I(u, T_N)$ is also absolutely convergent, uniformly in $u$ on compact sets. Since the left-hand-side of (39) (or (40)) converges as $N \to +\infty$ for all $X \in W$, we obtain that $H(X; T_N)$ converges as $N \to +\infty$, for all $X \in W$. Thus, the convergence in (37) and (38) are uniform in $u$ on compact sets, and the Lemma is proved.

**Lemma 5.7.** For $\mathbb{P}$-almost every $X \in \text{Conf}(E)$, the radius of convergence of the series
\[
S_X^P(u) := \sum_{k \geq 1} \frac{\rho(P_k)}{k} u^k
\]
and
\[
\tilde{S}_X^P(u) := \sum_{k \geq 1} \frac{\tilde{\rho}(P_k)}{k} u^k
\]
is at least $R$. 
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Proof. By Fubini’s Theorem, we have
\[ S_X^0(u) = \sum_{x \in X} f_u(x) - \mathbb{E}_P \sum_{x \in X} f_u(x) \]
and
\[ S_X^0(u) = \sum_{x \in X} f_u(x) - \mathbb{E}_P \sum_{x \in X} u f_1(x). \]

Thus by Lemma 5.6 the functions \( S_X^0 \) and \( S_X^0 \) are analytic in \( D(0, R) \), for \( \mathbb{P} \)-almost every \( X \in \text{Conf}(E) \). The Lemma is proved.

In order to complete the proof of Proposition 5.4 it remains to prove that
\[ \exp \left( \sum_{i=1}^n S_X^0(w_i) - S_X^0(z_i) \right), \exp \left( \sum_{i=1}^n S_X^0(w_i) - S_X^0(z_i) \right) \in L^1(\text{Conf}(E), \mathbb{P}), \]
for any \( z_1, \ldots, z_n, w_1, \ldots, w_n \in D(0, R) \). To this aim, we use the following proposition coming from the regularization of multiplicative functionals performed in [15].

**Proposition 5.8.** Let \( g : E \to \mathbb{C} \setminus (-\infty, 0] \) be a function such that \( |g| \) is bounded away from zero and \( +\infty \) and verifying
\[ \int_E |g(x) - 1|^2 K(x, x) d\mu(x) < +\infty. \]
Set
\[ \overline{S}_{\log g}(X) = \sum_{x \in X} \log g(x) - \mathbb{E}_P \sum_{x \in X} \log g(x). \]

Then we have
\[ \exp \left( \overline{S}_{\log g}(X) \right) \in L^1(\text{Conf}(E), \mathbb{P}). \]

**Proof.** The existence of \( \overline{S}_{\log g}(X) \) follows from condition [11] and [15 Proposition 4.1]. In the sequel, we slightly adapt the argument of [15], Proposition 4.6. For \( T > 0 \), we define
\[ g_T(x) := \chi_{[-T, T]}(x) g(x) + \chi_{[-T, T]^c}(x). \]

By Fatou’s lemma, we have
\[ \mathbb{E}_P \left| \exp \left( \overline{S}_{\log g}(X) \right) \right| \leq \liminf_{T \to +\infty} \mathbb{E}_P \left| \exp \left( \overline{S}_{\log g_T}(X) \right) \right|. \]

Fix \( T > 0 \). Since \( g_T - 1 \) has compact support, both quantities \( \sum_{x \in X} \log g_T(x) \) and \( \mathbb{E}_P \sum_{x \in X} \log g_T(x) \) are well defined. Also observe that
\[ \left| \exp \left( \overline{S}_{\log g_T}(X) \right) \right| = \exp \left( \mathbb{E}_P \sum_{x \in X} \log g_T(x) - \mathbb{E}_P \sum_{x \in X} \log g_T(x) \right) \]
\[ = \exp \left( \sum_{x \in X} \log |g_T(x)| - \mathbb{E}_P \sum_{x \in X} \log |g_T(x)| \right) = \exp \left( \overline{S}_{\log |g_T|}(X) \right). \]

Now, we have
\[ \mathbb{E}_P \prod_{x \in X} |g_T(x)| = \det \left( I + \chi_{[-T, T]} K(|g_T| - 1) \right) \leq \exp \text{Tr} \left( \chi_{[-T, T]} K(|g_T| - 1) \right), \]
where we used the inequality $1 + u \leq e^u$. We obtain

$$(43) \quad \log \mathbb{E}_p \prod_{x \in X} |g_T(x)| \leq \text{Tr} \left( \chi_{[-T,T]} K(|g_T| - 1) \right) = \int_E (|g_T(x)| - 1) K(x,x) d\mu(x).$$

Since $|g_T|$ is bounded away from zero and $+\infty$, and since $|\log(u) + 1 - u|/(u - 1)^2$ is bounded away from zero and $+\infty$ as long as $u$ is, we have

$$\left| \int_E (|g_T(x)| - 1) K(x,x) d\mu(x) - \int_E \log |g_T(x)| K(x,x) d\mu(x) \right| \leq C \int_E |g_T(x) - 1| K(x,x) d\mu(x),$$

whence

$$(44) \quad \mathbb{E}_p \sum_{x \in X} \log |g_T(x)| = \int_E \log |g_T(x)| K(x,x) d\mu(x) \geq \int_E (|g_T(x)| - 1) K(x,x) d\mu(x) - C \int_E |g_T(x) - 1|^2 K(x,x) d\mu(x).$$

Summing the inequalities (43) and (44), we obtain

$$\log \mathbb{E}_p \left| \exp \left( S_{\log g_T}(X) \right) \right| = \log \mathbb{E}_p \prod_{x \in X} |g_T(x)| - \mathbb{E}_p \sum_{x \in X} \log |g_T(x)| \leq C \int_E |g_T(x) - 1|^2 K(x,x) d\mu(x) \leq C \int_E |g(x) - 1|^2 K(x,x) d\mu(x).$$

Recall the inequalities (42) and (41), and the proof is complete.  

We now conclude the proof of Proposition 5.3. Applying the latter Proposition 5.5 to $g(x) = \exp \left( \sum_{i=1}^n f_{w_i}(x) - f_{z_i}(x) \right)$, we obtain that $\exp \left( \sum_{i=1}^n S^\phi_X(w_i) - S^\phi_X(z_i) \right) \in L^1(\text{Conf}(E), \mathbb{P})$. Observing that

$$\exp \left( \sum_{i=1}^n S^\phi_X(w_i) - S^\phi_X(z_i) \right) = \exp \left( \sum_{i=1}^n \left\{ \int_E (f_{w_i}(x) - w_i f_1(x)) K(x,x) d\mu(x) - \int_E (f_{z_i}(x) - z_i f_1(x)) K(x,x) d\mu(x) \right\} \right) \times \exp \left( \sum_{i=1}^n S^\phi_X(w_i) - S^\phi_X(z_i) \right),$$

we obtain

$$\exp \left( \sum_{i=1}^n S^\phi_X(w_i) - S^\phi_X(z_i) \right) \in L^1(\text{Conf}(E), \mathbb{P}).$$
The proof is complete.

5.3. **A sufficient condition for Giambelli compatibility.** In this section, we prove that in the above-defined context, the Giambelli compatibility of the conditional point processes implies the Giambelli compatibility of the whole point process. Consider a rigid determinantal point process \( P \) on \((E, \mu)\) with a correlation kernel \( K \) being the kernel of an orthogonal projection. Let \((f_k)_{k \geq 1}\) be a sequence of functions satisfying conditions (28), (29), (30), (33) and such that there exists a function \( h : E \to [0, +\infty) \) satisfying (31) and (32). Let \( \rho \) and \( \tilde{\rho} \) be the \( R \)-uniform \( L^1 \)-specializations defined by

\[
\rho(p_k)(X) = \sum_{x \in X} f_k(x) - E_p \sum_{x \in X} f_k(x), \quad X \in \text{Conf}(E), \quad k = 1, 2, \ldots
\]

\[
\tilde{\rho}(p_1)(X) = \rho(p_1), \quad \tilde{\rho}(p_k)(X) = \sum_{x \in X} f_k(x), \quad X \in \text{Conf}(E), \quad k \geq 2, \ldots
\]

For a finite configuration \( X \in \text{Conf}(E) \), we set

\[
\rho_0(p_k)(X) = \sum_{x \in X} f_k(x).
\]

The main lemma of this section is the following.

**Lemma 5.9.** Assume that the tail sigma-algebra \( \mathcal{F}_\infty \) is trivial. If, for \( \mathbb{P} \)-almost every \( X \in \text{Conf}(E) \) and all \( T > 0 \) the pair \((\mathbb{P}(\cdot|X,T), \rho_0)\) is Giambelli compatible, then \((\mathbb{P}, \rho)\) and \((\mathbb{P}, \tilde{\rho})\) are Giambelli compatible.

We first need the following auxiliary result.

**Lemma 5.10.** Let \( N \in \mathbb{N} \) and let \( \mathbb{P}_N \) be an \( N \)-point process, i.e. such that

\[
\mathbb{P}_N(\#(X) = N) = 1.
\]

Then for any bounded sequence \( a = (a_k)_{k \geq 1} \subset \mathbb{C} \), the specialization \( \rho_a \) defined by

\[
(45) \quad \rho_a(p_k)(X) = \sum_{x \in X} f_k(x) - a_k, \quad k = 1, 2, \ldots
\]

is a \( \min(R,1) \)-uniform \( L^1 \)-specialization.

**Proof.** As \( \#(X) = N \) for \( \mathbb{P}_N \)-almost every \( X \in \text{Conf}(E) \), we clearly have from condition (30) that

\[
|\rho_a(p_k)(X)| \leq N||f_k||_{L^\infty(E,\mu)} + ||a||_\infty \leq CNR^{-k} + ||a||_\infty,
\]

for \( \mathbb{P}_N \)-a.e. \( X \in \text{Conf}(E) \), where \( ||a||_\infty = \sup_{k \geq 1} |a_k| \). The series

\[
S_X^{\rho_a}(u) = \sum_{k \geq 1} \frac{\rho_a(p_k)}{k} u^k
\]

converges in the disk \( D(0, \min(R,1)) \) and for \( z_1, \ldots, z_n, w_1, \ldots, w_n \in D(0, \min(R,1)) \), the random variable

\[
\exp\left( \sum_{i=1}^n S_X(w_i) - S_X(z_i) \right)
\]

belongs to \( L^\infty(\text{Conf}(E), \mathbb{P}_N) \). The proof is complete. \( \square \)
We now prove Lemma 5.9 above.

**Proof of Lemma 5.9.** We only prove that the pair \((\mathbb{P}, \rho)\) is Giambelli compatible, the proof of the Giambelli compatibility of the pair \((\mathbb{P}, \tilde{\rho})\) being similar. Let \(T > 0\) and let \((T_N)_{N \in \mathbb{N}}\) be an increasing sequence tending to \(+\infty\) as \(N \to +\infty\) such that the limits

\[
\lim_{N \to +\infty} \sum_{x \in X \cap [-T_N, T_N]} f_k(x) - \mathbb{E}_\rho \sum_{x \in X \cap [-T_N, T_N]} f_k(x), \quad k = 1, 2, \ldots
\]

exist \(\mathbb{P}\)-almost surely and in \(L^1(\text{Conf}(E), \mathbb{P})\). Let \(N \in \mathbb{N}\) be such that \(T_N \geq T\). Set

\[
a_k^{T, N} = \mathbb{E}_\rho \sum_{x \in X \cap [-T_N, T_N]} f_k(x) - \sum_{x \in X \cap (E \setminus [-T, T) \cap [-T_N, T_N]} f_k(x), \quad k = 1, 2, \ldots
\]

The sequence \(a_k^{T, N} = (a_k^{T, N})_{k \geq 1}\) is bounded. Since \(\mathbb{P}\) is rigid, the conditioned point process \(\mathbb{P}(\cdot|X, T)\) has a fixed number of particles, and by Lemma 5.10 the specialization \(\rho_{a_k^{T, N}}\) is a uniform \(L^1\)-specialization for \(\mathbb{P}(\cdot|X, T)\). By Proposition 5.3, the pair \((\mathbb{P}(\cdot|X, T), \rho_{a_k^{T, N}})\) is Giambelli compatible and we have

\[
\mathbb{E}_\rho \left[ \exp \left( \sum_{i=1}^{n} S^\rho_{a_k^{T, N}}_{X \cap [-T_N, T_N]}(w_i) - S^\rho_{a_k^{T, N}}_{X \cap [-T_N, T_N]}(z_i) \right) \bigg| X, T \right] = \det \left( \frac{1}{z_i - w_j} \right)_{1 \leq i, j \leq n}^{\rho_{a_k^{T, N}}}_{X \cap [-T_N, T_N]}(u) \to S^\rho_X(u)
\]

\(\mathbb{P}\)-almost surely and in \(L^1(\text{Conf}(E), \mathbb{P})\). By Proposition 5.4, we can pass to the limit as \(N \to +\infty\) in (46) and we obtain

\[
\mathbb{E}_\rho \left[ \exp \left( \sum_{i=1}^{n} S^\rho_X(w_i) - S^\rho_X(z_i) \right) \bigg| X, T \right] = \det \left( \frac{1}{z_i - w_j} \right)_{1 \leq i, j \leq n}^{\rho_{a_k^{T, N}}}_{X}(u) \to S^\rho_X(u)
\]

Now observe that for any \(F \in L^1(\text{Conf}(E), \mathbb{P})\), the sequence

\[
\mathbb{E}_\rho[F|X, T]\big|_{T>0}
\]

is a reversed martingale with respect to \((\mathcal{F}_T)_{T>0}\). Since the tail sigma-algebra is trivial, we have

\[
\lim_{T \to +\infty} \mathbb{E}_\rho[F|X, T] = \mathbb{E}_\rho[F]
\]

\(\mathbb{P}\)-almost surely and in \(L^1(\text{Conf}(E), \mathbb{P})\). Considering

\[
F(X) = \exp \left( \sum_{i=1}^{n} S^\rho_X(w_i) - S^\rho_X(z_i) \right)
\]

in the left-hand-side of equation (47), and

\[
F(X) = \exp \left( S^\rho_X(w_j) - S^\rho_X(z_i) \right), \quad i, j = 1, \ldots, n,
\]
for the right-hand-side, one can pass to the limit $T \to +\infty$ in (47) and we obtain equation (21). The lemma is proved. □

6. Proof of Theorem 1.2 and Theorem 1.4

6.1. The specializations $\rho^R$ and $\tilde{\rho}^R$, the proof of Proposition 1.1, and the equivalence of Theorems 1.2 and 1.4. Let $\mathbb{P}$ be a determinantal point process on $(E, \mu)$ with correlation kernel $K$ being the kernel of an orthogonal projection and satisfying condition (2). Let $R > 0$ and consider the sequence of functions $(f_k)_{k \geq 1} \subset L^\infty(E, d\mu)$ defined by

$$f_k(x) := \frac{1}{(x + iR)^k}, \quad k = 1, 2, \ldots$$

Inequality (28) is satisfied, and by condition (2), the sequence $(f_k)_{k \geq 1}$ satisfies conditions (29) and (30). We now compute for $u \in D(0, R)$

$$f_u(x) := \sum_{k \geq 1} \frac{f_k(x)}{k} u^k = \sum_{k \geq 1} u^k \frac{k}{k(x + iR)^k} = -\log \left(1 - \frac{u}{x + iR}\right).$$

We thus have

$$f_u(x) = u f_1(x) + O \left(\frac{1}{x^2}\right),$$

as $|x| \to +\infty$, uniformly in $u$ on compact sets, which by condition (2) implies that conditions (31) and (32) are satisfied with $h(x) = (1 + x^2)^{-1}$. Condition (33) follows from condition (2) and formula (48). By Proposition 1.1, the specializations $\rho^R$ and $\tilde{\rho}^R$ defined by

$$\rho^R(p_k)(X) = \sum_{x \in X} f_k(x) - \mathbb{E}_\mathbb{P} \sum_{x \in X} f_k(x), \quad X \in \text{Conf}(E), \quad k = 1, 2, \ldots$$

$$\tilde{\rho}^R(p_1) = \rho(p_1), \quad \tilde{\rho}^R(p_k)(X) = \sum_{x \in X} f_k(x), \quad X \in \text{Conf}(E), \quad k \geq 2,$

are $R$-uniform $L^1$-specializations. In particular, the series

$$S_X^R(u) := \sum_{k=1}^{+\infty} \frac{\rho(p_k)}{k} u^k = \sum_{x \in X} f_u(x) - \mathbb{E}_\mathbb{P} \sum_{x \in X} f_u(x)$$

and

$$\tilde{S}_X^R(u) := \sum_{k=1}^{+\infty} \frac{\tilde{\rho}(p_k)}{k} u^k = \sum_{x \in X} f_u(x) - \mathbb{E}_\mathbb{P} \sum_{x \in X} u f_1(x)$$

converge in $D(0, R)$ for $\mathbb{P}$-almost every $X$ in $\text{Conf}(E)$ and are analytic functions.

From (48), we deduce that the function $u \mapsto -\log g_u(x)$ is an analytic continuation of the series $u \mapsto f_u(x)$ on $\mathbb{C} \setminus (\mathbb{R} + iR)$, where $g_u$ has been defined in (1). Recalling the definitions of the random functions $\Psi_X(u)$ and $\tilde{\Psi}_X(u)$ in Proposition 1.1, we have established the following

**Proposition 6.1.** For $\mathbb{P}$-almost every $X \in \text{Conf}(E)$, the function $\Psi_X(u)$ is an analytic continuation of

$$\exp \left(-S_X^R(u + iR)\right)_{24}$$
on $\mathbb{C} \setminus \mathbb{R}$, and the function $\tilde{\Psi}_X(u)$ is an analytic continuation of
\[ \exp\left(-\tilde{S}^R_X(u + iR)\right) \]
on $\mathbb{C} \setminus \mathbb{R}$

Proposition 1.1 is now proved in the same way as Proposition 5.4: applying Proposition 5.8 to the function
\[ g(x) = g_{z_1+iR(x)} \cdots g_{z_l+iR(x)} \]
for any $l, l' \in \mathbb{N}$ and any $z_1, \ldots, z_l, w_1, \ldots, w_{l'} \in \mathbb{C} \setminus \mathbb{R}$, one obtains points (i) and (ii) of Proposition 1.1. The point (iii) is proved in the same way as Lemma 5.6.

Proposition 5.2 and Proposition 6.1 now imply the equivalence of Theorems 1.2 and 1.4.

6.2. The Giambelli compatibility of orthogonal polynomial ensembles. For point processes supported on $N$-points configurations, the specialization $\rho^0_R$ is defined by
\[ \rho^0_R(p_k) = \sum_{x \in X} f_k(x) = \sum_{x \in X} \frac{1}{(x + iR)^k}. \]
Let $\mathbb{P}_N$ be an $N$-orthogonal polynomial ensemble on $E$ with weight $\omega$. We have the following Proposition, analogous to Theorem 3.1 in [11].

**Proposition 6.2.** The pair $(\mathbb{P}_N, \rho^0_R)$ is Giambelli compatible.

We will need the following elementary observation.

**Proposition 6.3.** For all finite $X = \{x_1, \ldots, x_N\} \in \text{Conf}(E)$, and all $\lambda \in \mathbb{Y}$, with $l(\lambda) \leq N$ we have
\[ \rho^0_R(s_\lambda)(X) = \frac{\det((x_k + iR)^{l-\lambda(l-1)})_{k,l=1}^N}{\prod_{1 \leq k < l \leq N}(x_k - x_l)}. \]

**Proof.** From equation (13), we have
\[ \rho^0_R(s_\lambda)(x_1, \ldots, x_N) = \frac{\det((x_k + iR)^{l-\lambda(l-1)})_{k,l=1}^N}{\prod_{1 \leq k < l \leq N}((x_k + iR)^{-1} - (x_l + iR)^{-1})}. \]

It suffices now to observe that
\[ \prod_{1 \leq k < l \leq N} ((x_k + iR)^{-1} - (x_l + iR)^{-1}) = \frac{\prod_{1 \leq k < l \leq N}(x_l - x_k)}{\prod_{k=1}^N (x_k + iR)^{N-1}}, \]
and the proof is complete. \[\square\]

**Proof of Proposition 6.2.** The proof is adapted from [11], Theorem 3.1. Using Proposition 6.3 and applying the Andréief Formula [11], we have
\[ \mathbb{E}_{\mathbb{P}_N}[\rho^0_R(s_\lambda)(X)] = C_N \int_{E^N} \det((x_k + iR)^{l-\lambda(l-1)})_{k,l=1}^N \det((x_k + iR)^{N-l})_{k,l=1}^N d\omega(x_1) \cdots d\omega(x_N) \]
\[ = N! C_N \left( \int_E (x + iR)^{k-\lambda(k-1)+N-l} d\omega(x) \right)_{k,l=1}^N. \]
For $n \in \mathbb{Z}$, set

$$A_n^R := \int_E (x + iR)^n d\omega(x).$$

We define the semi-infinite matrix $g = (g_{k,l})_{k \geq 0, l = 0, \ldots, N-1}$ by $g_{k,l} = A_{N-k-1+l}^R$, so that

$$\mathbb{E}_N[\rho_R^N(s_\lambda)(X)] = N!C_N \det(g_{\lambda_k-k+N,N-l})_{k,l=1}^N.$$

Observe that we have from Proposition 3.1

$$\det(g_{k,l})_{k,l=0}^{N-1} = \det(A_{N-k-1+l}^R)_{k,l=0}^{N-1} = m_N(iR) = m_N = \frac{1}{N!C_N}.$$

The square matrix $(g_{k,l})_{k,l=0}^{N-1}$ is thus non-degenerate. We multiply the matrix $g$ to the right by a suitable $N \times N$ matrix so that the resulting matrix, $\tilde{g}$, is lower triangular, and that its diagonal entries equal 1. Equation (49) becomes

$$\mathbb{E}_N[\rho_0^R(s_\lambda)(X)] = \det(\tilde{g}_{\lambda_k-k+N,N-l})_{k,l=1}^N.$$

We now set

$$h_{r,s} = \begin{cases} \tilde{g}_{r-s+N-1,N-s-1}, & r \geq 0, s = 0, \ldots, N-1, \\ 1, & r = 0, s \geq N, \\ 0, & r < 0, s \geq 0. \end{cases}$$

By construction, we have

$$\mathbb{E}_N[\rho_0^R(s_\lambda)(X)] = \det(h_{\lambda_i-i+j,N-1})_{i,j=1}^N,$$

and $h_{0,s} = 1$ for all $s \geq 0$ as well as $h_{r,s} = 0$ for all $r < 0, s \geq 0$. By Proposition 4.1, we deduce that, if $\lambda = (p_1, \ldots, p_d|q_1, \ldots, q_d)$, we have

$$\mathbb{E}_N[\rho_0^R(s_\lambda)(X)] = \det(\mathbb{E}_N[\rho_0^R(s_{p_i|q_j})(X)])_{i,j=1}^d,$$

and the proof is complete. $\Box$

**Remark 6.4.** Akemann, Strahov and Wurfel [2] prove that “polynomial ensembles” are Giambelli compatible. Polynomial ensembles constitute a class of finite determinantal point processes with a non-symmetric correlation kernel, and extend the notion of orthogonal polynomial ensembles.

**6.3. Conclusion of the proof.** By Proposition 3.4, if $\mathbb{P}$ is a rigid determinantal point process with an integrable kernel, then the conditional measures $\mathbb{P}(.|X,T)$ are orthogonal polynomial ensembles for $\mathbb{P}$-almost every $X \in \text{Conf}(E)$ and all $T > 0$. By Proposition 6.2 $\mathbb{P}(.|X,T)$ is then Giambelli compatible for the specialization $\rho_0^R$ defined by

$$\rho_0^R(p_k)(X) = \sum_{x \in X} \frac{1}{(x + iR)^k}, \quad k = 1, 2, \ldots$$

From [18], Osada-Osada [37], Lyons [31], the tail sigma-algebra of a determinantal point process induced by an orthogonal projection is trivial. By Lemma 5.9, the pairs $(\mathbb{P}, \rho^R)$ and $(\mathbb{P}, \tilde{\rho}^R)$ are Giambelli compatible, where

$$\rho^R(p_k)(X) = \rho_0(p_k)(X) - \mathbb{E}_P\rho_0(p_k)(X), \quad k = 1, 2, \ldots$$

$$\tilde{\rho}^R(p_1) = \rho(p_1), \quad \tilde{\rho}(p_k)(X) = \rho_0(p_k)(X), \quad k \geq 2.$$
References

[1] C. Andréief: Note sur une relation entre les intégrales définies des produits des fonctions, Mém. Soc.Sci. Bordeaux (3) 2 (1883), 1-14.
[2] G. Akemann, E. Strahov, T. R. Wurfc Averages of Products and Ratios of Characteristic Polynomials in Polynomial Ensembles Annales Henri Poincare Vol. 21 No. 12 (2020), 3973-4002.
[3] J. Baik, P. Deift, E. Strahov. Products and ratios of characteristic polynomials of random hermitian matrices Journal of mathematical physics Vol. 44 No. 8 (2003), 923-975.
[4] J. Baik, P. Deift, T. Suidan. Combinatorics and random matrix theory. Graduate series in mathematics, 172. American Mathematical Society. (2016).
[5] M Bertola, G. Ruzza. Matrix models for stationary Gromov-Witten invariants of the Riemann sphere Preprint arXiv:2001.10466 (2020)
[6] A. Borodin. Riemann-Hilbert problem and the discrete Bessel kernel International Mathematics Research Notices Vol. 2000 (2000)
[7] A. Borodin. Determinantal point processes. The Oxford handbook of random matrix theory, 231-249, Oxford Univ. Press, Oxford, 2011.
[8] A. Borodin, V. Gorin. Lectures on integrable probability, Probability and Statistical Physics in St. Petersburg, Proceedings of Symposia in Pure Mathematics, Vol. 91, (2016), 155–214.
[9] A. Borodin, A. Okounkov, G. Olshanski. Asymptotics of Plancherel measures for symmetric groups Journal of the american mathematical society Vol.13 No.3 (2000), 481-515.
[10] A. Borodin, G. Olshanski. Random partitions and the Gamma kernel Advances in mathematics Vol.194 (2005), 141-202.
[11] A. Borodin, G. Olshanski, E. Strahov Giambelli compatible point processes Advances in applied mathematics Vol. 37 No. 2 (2006), 209-248.
[12] A. Borodin, E. Rains. Eynard–Mehta Theorem, Schur Process, and their Pfaffian Analogs J. Stat. Phys., Vol. 121, (2005), 291–317.
[13] A. Borodin and E. Strahov. Averages of characteristic polynomials in Random Matrix Theory Commun. Pure and Applied Math. 59 (2006), no. 2, 161-253.
[14] A. I. Bufetov Rigidity of determinantal point processes with the Airy, the Bessel and the Gamma kernel Bull. Math. Sci. Vo. 6 No. 1 (2016),163–172.
[15] A. I. Bufetov Quasi-symmetries of determinantal point processes Annals of probability. Vo. 46, No. 2 (2018), 956-1003.
[16] A. I. Bufetov. Conditional measures of determinantal point processes Functional Analysis and its Applications. Vol. 54 (2020), 7-20.
[17] A. I. Bufetov, Y. Qiu. Conditional measures of generalized Ginibre point processes Journal of Functional analysis Vo. 272 No. 11 (2017).
[18] A. I. Bufetov, Y. Qiu, A. Shamov. Kernels of conditional determinantal measures and the proof of the Lyons-Peres Conjecture (2021), to appear in Journal of the European Mathematical Society
[19] A. I. Bufetov, R. V. Romanov. Division subspaces and integrable kernels Bulletin of the London Mathematical society Vo. 51, No. 2 (2018), 267-277.
[20] A. I. Bufetov, T. Shirai. Quasi-symmetries and rigidity for determinantal point processes associated with de Branges spaces. Proc. Japan Acad. Ser. A Math. Sci. Vo.93 No.1 (2017), 1-5.
[21] A. Bufetov, V. Gorin. Fluctuations of particle systems determined by Schur generating functions Advances in Mathematics Vo. 338 (2018). 702-781.
[22] R. Chhaibi, J. Najnudel, A. Nikeghbali. The circular unitary ensemble and the Riemann zeta function: the microscopic landscape and a new approach to ratios Inventiones mathematicae, 207 (2017), 23–113.
[23] D.J. Daley, D. Vere-Jones. An Introduction to the Theory of Point Processes, Vol II, General Theory and Structure Springer Verlag (2008)
[24] Y. V. Fyodorov and E. Strahov. An exact formula for general spectral correlation function of random Hermitian matrices J. Phys. A 36 (2003) 3203-3213.
[25] S. Ghosh Determinantal processes and completeness of random exponentials: the critical case. Probability Theory and Related Fields Vol. 163 No. 3 (2015) 643-665.
[26] S. Ghosh and Y. Peres. Rigidity and tolerance in point processes: Gaussian zeros and Ginibre eigenvalues. *Duke Mathematical Journal* Vol. 166 No. 10 (2017) 1789–1858.

[27] K. Johansson. Non-intersecting paths, random tilings and random matrices, *Probability Theory and related fields*, Vol. 123 (2002), No. 2, 225-280.

[28] J. P. Keating, N. C. Snaith. Random Matrix Theory and zeta(1/2+it) *Commun. Math. Phys.* 214 (2000), 57-89.

[29] W. König. Orthogonal polynomial ensembles in probability theory *Probability Surveys* Vol. 2 (2005), 385-447.

[30] P. Lazag. Christoffel deformations of discrete ensembles related to random partitions *Preprint*. (2019), arxiv.org/abs/1907.03683.

[31] R. Lyons. A Note on Tail Triviality for Determinantal Point Processes *Electron. Commun. Probab.* Vol. 23 (2018), no. 72, 1-3.

[32] O. Macchi. The coincidence approach to stochastic point processes. *Adv. Appl. Prob.* 7, (1975) 83-122.

[33] I.G. Macdonald. Symmetric functions and Hall polynomials *Second edition. Oxford mathematical monographs* (1995)

[34] A. Okounkov. Infinite wedge and random partitions *Selecta Mathematica* (2001) 7-57.

[35] A. Okounkov. The uses of random partitions, *Proc. of the XIVth International Congress on Mathematical Physics*, (2006), 379-403.

[36] A. Okounkov, N. Reshetikhin. Correlation function of Schur process with application to local geometry of a random 3-dimensional Young diagram, *Journal of the American Mathematical Society*, Vol. 16, (2003), 581-603.

[37] H. Osada, S. Osada. Discrete approximations of determinantal point processes on continuous spaces: Tree representations and tail triviality *J. Stat. Phys.* Vol. 170 no. 2, (2018), 421–435.

[38] T. Shirai, Y. Takahashi Random point fields associated with certain Fredholm determinants I: fermion, Poisson and boson point processes. *J. Funct. Anal.* 205 (2003), 414-463.

[39] B. Simon. Trace ideals and their applications. *Second Edition, Mathematical surveys and Monographs, Vol. 120. American Mathematical Society* (2005).

[40] A. Soshnikov. Determinantal random point fields. *Russian Math. Surveys* 55 no 5 (2000) 923-975

[41] E. Strahov and Y. V. Fyodorov Universal Results for Correlations of Characteristic Polynomials: Riemann-Hilbert Approach. *Commun. Math. Phys.* 241 (2003) 343-382.

CNRS, UMR 7373, ÉCOLE CENTRALE DE MARSEILLE, INSTITUT DE MATHÉMATIQUES DE MARSEILLE, AIX-MARSEILLE UNIVERSITÉ, MARSEILLE, FRANCE, STEKLOV MATHEMATICAL INSTITUTE OF RUSSIAN ACADEMY OF SCIENCES, MOSCOW, RUSSIA, INSTITUTE FOR INFORMATION TRANSMISSION PROBLEMS, RUSSIAN ACADEMY OF SCIENCES, MOSCOW, RUSSIA

CNRS, UMR 7373, ÉCOLE CENTRALE DE MARSEILLE, INSTITUT DE MATHÉMATIQUES DE MARSEILLE, AIX-MARSEILLE UNIVERSITÉ, MARSEILLE, FRANCE