A Segmentation Algorithm of Image Semantic Sequence Data Based on Graph Convolution Network
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Image semantic data have multilevel feature information. In the actual segmentation, the existing segmentation algorithms have some limitations, resulting in the fact that the final segmentation accuracy is too small. To solve this problem, a segmentation algorithm of image semantic sequence data based on graph convolution network is constructed. The graph convolution network is used to construct the image search process. The semantic sequence data are extracted. After the qualified data points are accumulated, the gradient amplitude forms complete rotation field and no scatter field in the diffusion process, which enhances the application scope of the algorithm, controls the accuracy of the segmentation algorithm, and completes the construction of the data segmentation algorithm. After the experimental dataset is prepared and the semantic segmentation direction is defined, we compare our method with four methods. The results show that the segmentation algorithm designed in this paper has the highest accuracy.

1. Introduction

In recent years, deep learning has achieved revolutionary changes and success in the field of machine learning and data mining, especially for the processing of unstructured data, such as image recognition, natural language processing, and machine translation, which has made full progress and development, making artificial intelligence technology to a new level. Deep learning has powerful ability of feature extraction and expression. It can overcome the complicated preprocessing process of artificial feature engineering in traditional machine learning methods, automatically identify and extract the potential feature law behind the training data, and learn the feature law for data modeling. For image, speech, and other unstructured data, the processing method of the deep learning algorithm is to simplify it into grid data forms, such as multidimensional array or multidimensional vector (tensor), which is used for data modeling, recognition, and processing. For this kind of data which can be simplified into tensor form, it is called “Euclidean domain” data, and the strong point of deep learning is that it can be used for efficient processing of Euclidean data [1]. However, in reality, there are many data that do not conform to the Euclidean domain, such as e-commerce data, social network data, and protein molecular spatial structure. These data have complex spatial topological relationships, which cannot be simply treated as tensor data such as multidimensional array or multidimensional vector. Therefore, similar data with spatial structure and spatial connection is called “non-Euclidean” data. For non-Euclidean domain data, the expression ability of the deep learning algorithm has certain limitations, and the processing effect is poor. Therefore, a new method that can efficiently process non-Euclidean domain data needs to be explored and proposed.

Image semantic segmentation is to cluster pixels belonging to the same category in digital image into a region. Generally speaking, scene annotation and human interpretation belong to the category of pixel-level classification. Its common point is that each pixel of image is classified into predefined specific category and background category. The image semantic segmentation algorithm has been applied to road sign detection and recognition, brain tumor
segmentation, medical instrument tracking, colon recess segmentation, land use, and cover classification, and other specific fields. Semantic segmentation has been applied to 2D image, video, and 3D data and has become one of the key questions in the field of computer vision. Traditional machine learning usually needs a delicate structure and professional knowledge to design a feature extractor when dealing with unprocessed data. It transforms the original data into an appropriate internal feature representation or feature vector and then constructs a classifier to detect and classify the input samples [2]. Deep learning is a feature learning method, which transforms the original data into a higher level and more abstract expression through some simple but nonlinear models. Compared with traditional pattern recognition, the core of deep learning is that different levels of features are not designed by artificial engineering but learned from data by a common learning process. Deep learning has also achieved the best results in other visual tasks such as object detection and recognition, action recognition, face verification and recognition, image segmentation, and so on.

Image object detection algorithms can be used to extract semantic concepts in a single video frame. Image object detection algorithms are mainly divided into two categories: traditional algorithms based on artificial design features and object detection models based on deep convolution neural network. The traditional object detection algorithm follows the framework of artificial design features and shallow classifier. This method extracts image features from the image content in the window by sliding the detection window on the image and then trains the traditional machine learning classifier based on these features. The effect of this algorithm depends heavily on the design of features and the performance of the classifier. At the same time, the mechanism of sliding window also makes the time cost of the algorithm very large. With the development of image feature extraction and machine learning theory, different methods are proposed to improve the effect and speed of object detection algorithm. These improvements mainly focus on the detection window, feature design, and classifier performance optimization. However, traditional feature extraction methods are difficult to mine deep feature values, which affects the subsequent image segmentation and object detection performance.

In this paper, we propose a novel segmentation algorithm of image semantic sequence data based on graph convolution network (GCN). First, we construct image search process based on GCN to update edge weights according to accuracy automatically, thereby reducing the randomness caused by sampling. Then, using the edge weights of images, the multiple-level features of semantic sequence data are extracted. Afterwards, due to the gradient amplitude formed by continuous diffusion, the accuracy of the segmentation algorithm is improved. Finally, the results of simulation experiment indicate that the proposed method achieved better accuracy in shorter execution time, which outperformed the compared methods. In short, we present a new image segmentation algorithm and get promising results.

Our contribution is threefold as follows:

1. In view of the limitations of existing segmentation algorithms, this paper uses graph convolutional network to construct the image search process and constructs a segmentation algorithm of image semantic sequence data based on graph convolutional network.

2. After the accumulation of qualified data points, the gradient amplitude formed a complete rotation field, and there was no scattered point field in the diffusion process, which enhanced the application range of the algorithm, controlled the precision of the segmentation algorithm, and completed the construction of the data segmentation algorithm.

3. Experimental results show that the proposed segmentation algorithm has the highest segmentation accuracy.

The paper is organized as follows. In Section 2, we discuss related work, and in Section 3, we elaborate the proposed image segmentation algorithm. Then, we design a simulation experiment to validate the effectiveness of our method in Section 4. In Section 5, we summarize and review the algorithm proposed in this paper.

2. Related Work

2.1. Image Semantic Segmentation. Guo et al. provided an overview of image semantic segmentation based on deep learning and divided the literature into three categories: region-based, fully convolutional network (FCN)-based, and weakly supervised segmentation methods [3]. Hu et al. summarized the most commonly used RGB-D datasets for semantic segmentation, as well as traditional machine learning-based methods and deep learning-based network architectures for RGB-D segmentation [4]. Le et al. conducted extensive investigations on deep learning architectures, datasets, and evaluation methods to use deep neural networks for semantic segmentation of natural images [5]. Similarly, for medical imaging, Goceri and Goceri outlined the medical image analysis technology and application fields based on deep learning [6]. Hesamian et al. outlined the latest methods of medical image segmentation using deep learning by covering the literature related to network structure and model training techniques [7]. Karimi et al. reviewed the literature on techniques for processing label noise in deep learning-based medical image analysis and evaluated existing methods on three medical imaging datasets for segmentation and classification tasks [8]. Zhou et al. presented an overview of the medical image proposed technologies that integrate multiple image medical image segmentation methods [9]. Goceri discussed fully supervised, weak-supervised, and transfer learning techniques for training deep neural networks for medical image segmentation [10]. He also discussed existing methods to solve the problems of lack of data and class imbalance. Zhang et al. reviewed the methods for solving small sample problems in medical image analysis and divided the literature into five
categories, including interpretation, weak supervision, storage, transfer learning, and active learning technology [11]. Tajbakhsh et al. proposed a review of the relevant literature to deal with scarce annotations and weak annotations [12].

2.2. Graph Neural Network. Graph neural network includes graph convolution network (GCN) [13, 14], graph attention network (GAT) [15], graph autoencoders [16–18], and graph generation network [19–21]. Graph convolutional networks extend convolution operations from traditional data (such as images) to graph data. The core idea is to learn a functional map. Attention mechanisms are now widely used in sequence-based tasks and have the advantage of amplifying the impact of the most important parts of the data. This feature has proven useful for many tasks, such as machine translation and natural language understanding. Nowadays, the number of models incorporating attention mechanism continues to increase, and graph neural network also benefits from this. It uses attention in the process of aggregation to integrate the output of multiple models. Graph autoencoder is a kind of graph embedding method, whose purpose is to use neural network structure to represent the vertices of a graph as low-dimensional vectors. A typical solution is to obtain node embedding using MLP as encoders, in which the decoder reconstructs the neighborhood statistics of the node. The goal of a graph generation network is to generate new graphs given a set of observed graphs. Many of the ways in which graphs generate networks are domain specific.

3. A Segmentation Algorithm of Image Semantic Sequence Data Based on Graph Convolution Network

3.1. Graph Convolution Network Used to Construct Image Search Process. When using graph convolution network to construct image search process, a chain structure framework is constructed to continuously update graph convolution network. The chain structure is shown in Figure 1.

Using the chain frame structure shown in Figure 1, a subnetwork structure is obtained in the search space through a controller RNN, and then the network structure is trained on the dataset, and the accuracy R is tested on the verification set. The accuracy R is sent back to the RNN for the next step adjustment, and the network structure is continuously optimized. This process is repeated until the stable convergence result is obtained, and the neural network structure search is completed in the whole process [22]. In this version of neural network structure search, RNN only generates information about the size, number, and sliding step size of convolution kernel, not about the connection mode of network. The parameter $\theta$ in the controller is the optimized variable of RNN, which is passed to $\theta$ through $R$, so as to maximize the expectation of this accuracy. Here, the calculation method is as follows:

$$J(\theta) = \frac{E_p(a; T_\theta)}{[R]}$$

where $[R]$ is the convolution sum of graph convolution, $a_i$ is the optimized variable, $T_\theta$ is the action period of graph convolution network, $p(a; T_\theta)$ is the sliding step length of convolution sum, and $E$ is the expectation function. However, after each update, the accuracy rate is a discrete variable, which is not continuous, so it cannot be differentiated like conventional CNN. Therefore, the author uses the first-order approximation to train the network. The approximate expression of this method has a more convenient solution mode:

$$\nabla J(\theta) = \sum_{k=1}^{m} \sum_{t=1}^{T} \nabla \log p(a_1; T_\theta),$$

where $m$ is the number of different structures in a training batch, $T$ is the number of super parameters, $V_\theta$ is the dataset training process, and the meaning of other parameters remains unchanged. For operations involving parameter nonlinearity, such as using sigmoid to calculate input data, through the above calculation process, we can see that the RNN and reinforcement learning structure are used to make the final network give a serialized neural network structure. After splitting the programmed structure into multiple cells, each cell is defined as the directed acyclic edge of $N$ nodes. Each node is a network layer, denoted as $x^{(i)}$, and the edge between nodes is represented as $o^{(i,j)}$. In this case, the operation from node $i$ to new feature in the network can be expressed as follows:

$$x^{(i)} = \sum_{j<k} o^{(i,j)}(x^{(i)})$$

In the above feature processing process, a DAG operation similar to convolution is obtained. The discretization structure is the same, and there is still no continuous value and differential expression. Therefore, the above relationship needs to be remapped to other operations to complete the continuity.

Assuming that $\varphi$ is a subsidiary set of operations $o^{(i,j)}$, the edge weights and operation vectors of the neural network are transformed into a continuous variable $\alpha$, and the discretization process can be expressed as follows:

$$o^{(i,j)}(\alpha) = \sum_{\alpha} \sum_{\varphi} \exp(a^{(i,j)}(\alpha))$$

In formula (4), $a_0$ represents the initial variable of graph convolution network, and the meaning of other parameters remains unchanged. If the operation and weight are assigned to a number at the same time, the essence of this number is a network structure [23]. Discretization is that nodes and weights exist separately. If continuous operations put these two values on the same number, then the structure that integrates these two points must be a network. With this network, it can really move towards the goal. By deriving the continuous numerical value, it can find the optimal value based on this result, that is, the current optimal structure. The gradient descent method is used to solve the above networks to get the following:
at this time, if it wants to add the regularization of the edge, it needs to display the weight of the edge. In PC-DARTS, the redefined edge (i, j) of the display is expressed as follows:

\[ x_{ij}^{PC} = \sum_{i,j} \frac{\exp(a_{ij}^{(i,j)})}{\exp(a_{ij}^{(i,j)})} \]  

In the above calculation formula, the meaning of each parameter remains unchanged. After such regularization, the edge weights will automatically form a search process. On the basis of the above search process, the semantic sequence data will be extracted to form the basis for the construction of the segmentation algorithm.

3.2. Extraction of Semantic Sequence Data. In the above formed search process, the image obtained from the search is randomly selected as the cascade feature extraction target, the number of Gabor filter transform features is set as 64 dimensions, the frequency of dimension is set as four frequencies, and the four frequencies constitute eight directions [26]. The direction value F is set as follows:

\[ F = \left(0, \frac{\pi}{8}, \frac{3\pi}{8}, \frac{5\pi}{8}, \frac{7\pi}{8}, \frac{\pi}{8}, \frac{3\pi}{8}, \frac{5\pi}{8}, \frac{7\pi}{8}, \frac{\pi}{8}, \frac{3\pi}{8}, \frac{5\pi}{8}, \frac{7\pi}{8}, \frac{\pi}{8}, \frac{3\pi}{8}, \frac{5\pi}{8}, \frac{7\pi}{8}, \frac{\pi}{8}, \frac{3\pi}{8}, \frac{5\pi}{8}, \frac{7\pi}{8} \right) \]

Under the above direction value, the characteristic value of the direction is extracted, respectively, and the image can be expressed by setting the processed image of the direction value as I(x, y) and the complex characteristic value of images as follows:

\[ g(x, y) = \exp\left(\frac{x^2 + y^2}{2\sigma^2}\right) \left(2\pi x \lambda + \psi\right) \]

where \(\lambda\) is the wavelength of sine function, \(\sigma\) is the standard deviation of Gaussian function, \(\gamma\) is the aspect ratio of space, and \(\psi\) is the phase shift. The changes of image complex features in the extraction period are shown in Figure 2.

In the period variation range shown in Figure 2, the numerical period of the fixed cascade feature is between 30 and 100. When the complex feature is cascade, the real part and imaginary part of the complex feature are filtered [27]. The filtered complex feature is as follows:
where $i$ is the direction of the feature parameter, and the meaning of other parameters remains unchanged. The real part and the imaginary part of the complex feature of an image are regarded as cascading objects [28, 29]. The cascade object is represented as follows:

$$
t_x = \begin{bmatrix} SX_1(1) & SX_1(2) & \cdots & SX_1(64) \\
SX_2(1) & SX_2(2) & \cdots & SX_2(64) \\
\vdots & \vdots & \ddots & \vdots \\
SX_n(1) & SX_n(2) & \cdots & SX_n(64) \end{bmatrix}. \quad (11)
$$

In formula (11), $t_x$ represents the cascade sample set of complex features and $n$ represents the cascade feature dimension. In the cascade set constructed by the above calculation formula, the cascade process as shown in Figure 3 is constructed. Feature cascade process is shown in Figure 3.

In the cascade process as shown in Figure 3, firstly, the color feature data in the image are extracted, and the RGB color space method is used to represent the color components in the image in the cascade process [30]. The calculation formula can be expressed as follows:

$$
\begin{align*}
\begin{cases}
R &= \int_{\lambda} E(\lambda) S_R(\lambda) d\lambda \\
G &= \int_{\lambda} E(\lambda) S_G(\lambda) d\lambda \\
B &= \int_{\lambda} E(\lambda) S_B(\lambda) d\lambda
\end{cases} \quad (12)
\end{align*}
$$

where $S_R$, $S_G$, and $S_B$ represent the filters of different colors, $E(\lambda)$ represents the light ray entering the filter, and $\lambda$ represents the wavelength of the light ray. The extraction of semantic sequence is a dynamic process, and the color component forms a certain image color conversion in the process of semantic sequence transformation [31]. The color conversion process can be expressed as follows:

$$
\begin{align*}
\begin{cases}
H &= \arctan \left( \frac{\sqrt{3} (G - B)}{R - G + (R - B)} \right) \\
I &= \frac{R + G + B}{3} \\
S &= 1 - \frac{\min{(R, G, B)}}{I}
\end{cases} \quad (13)
\end{align*}
$$

where $H$, $I$, and $S$, respectively, represent the color space after color conversion, and the meaning of other parameters remains unchanged. Given formula (13), an interval $[0, 1]$ forms a region to be extracted, and the whole image region to be extracted can be divided into three fan-shaped regions [32]. The area of the region can be expressed as follows:

$$
A = \frac{S \cos H}{2 \cos (60^\circ - H)}. \quad (14)
$$

where $A$ is the area of the region, $r$ is the radius of the sector, and the meaning of other parameters remains unchanged. A segmentation algorithm is constructed by using the fan area formed by the cascade features as the construction object of the segmentation algorithm.

### 3.3. Completing the Construction of Segmentation Algorithm

Taking the above process as the basis of algorithm construction, when accumulating qualified data points [33], it is assumed that the fan area formed by cascade is $R$ with a size of $N \times N$, $R^i_j$ is the corresponding block search subimage of reconstruction, and the pixel gray values of reconstruction image and original image are expressed as $R^i_j(m, n)$ and $T(m, n)$. The average value of pixel gray values of volume image is calculated:

$$
\bar{R}^i(j, i) = \frac{1}{M^2} \sum_{m=1}^{M} \sum_{n=1}^{N} R^i(j, i) = \frac{1}{M^2} \sum_{m=1}^{M} \sum_{n=1}^{N} T(m, n). \quad (15)
$$

In formula (15), $(m, n)$ is any imaging pixel data point, and the error of formula (7) is calculated.

$$
\kappa(i, j, m_k, n_k) = |R^i(j, i) - \bar{R}^i(j, i) - T(m_k, n_k) - T(i, j)|. \quad (16)
$$

The constant threshold $(m, n)$ calculated by formula (16) is selected, and a pixel data point is randomly selected from $R^i(j, i)$. The data point error [34] calculated by formulae (15) and (16) is used, to continue to accumulate until the accumulated value is greater than the set constant threshold $Q_C$, then the accumulation process is stopped, and the times of current accumulated $r$ is recorded. At this time, the accumulated degree surface is expressed as follows:

$$
L(i, j) = [r | \min{\kappa(i, j, m_k, n_k)} \geq Q_C)]. \quad (17)
$$

$L(i, j)$ calculated in formula (17) is the matching point, and the maximum point $(i, j)$ in the point $L(i, j)$ with the least accumulated error times is selected as the final reconstructed data point. Within the scope of the surface, the reconstructed data point area is shown in Figure 4.

In the data region points reconstructed in Figure 4, the reconstruction degree of qualified data points is measured by the cross-correlation value. Assuming that the size of the image $G_x$ before segmentation is $M_x \times N_x$, and the size of the semantic sequence image containing the maximum value of segmentation data $(i, j)$ is $M_x \times N_x$, the measure of normalization of segmentation semantics is as follows:

$$
\chi_g(u, v) = \frac{\sum_{i=1}^{M_x} \sum_{j=1}^{N_x} \left[ G_x(i + u, j + v) - \bar{G}_x(u, v) \right]^2}{\sum_{i=1}^{M_x} \sum_{j=1}^{N_x} \left[ G_x(i + u, j + v) - \bar{G}_x(u, v) \right]^2}. \quad (18)
$$

The measurement calculated by formula (18) uses the deaveraging operation to eliminate the deviation of the
amount of data in the algorithm and improve the anti-interference ability of the algorithm in dealing with unqualified data [35].

Using the reconstructed data points calculated from the first-order derivative Bezier curve fitting, it is assumed that there are \( n + 1 \) data nodes in the reconstruction and the node position can be expressed as follows:

\[
T_i \quad (k = 0, 1, ..., n).
\]  

(19)

In this case, the Bezier curve reconstructed by \( n \) times can be expressed as follows:

\[
T(i) = T_0 (1 - i)^n + \binom{n}{1} T_1 (1 - i)^{n-1} i + ... + T_n i^n, \quad i \in [0, 1].
\]  

(20)

By simplifying formula (12), the final calculation is as follows:

\[
\begin{aligned}
T(i) &= \sum_{k=0}^{n} T_i B_{k,n}(i), \quad i \in [0, 1] B_{k,n}(i) = C_n^k (1 - i)^{n-k} i^k.
\end{aligned}
\]  

(21)

In formula (21), \( i \) is the parameter, \( T_0 \) is the starting point, \( T_i \) is the control point, \( T_n \) is the end point, and \( B_{k,n}(i) \) is the Bezier basis function, which consisted of the starting point \( T_0 \) to the end point \( T_n \). Connecting different control points from the starting point, Bezier curve control polygon can be connected and fit. In order to overcome the edge ambiguity of the tensor after curve fitting [36], the edge ambiguity of the linear tensor is calculated by simultaneous formulae (20) and (21). After transformation, the representation parameters of the reconstruction algorithm expression are obtained, which are integrated into the matrix field representing the smoothing strength and direction of the curve. The calculation formula is as follows:

\[
V(x, y) = [u(x, y), v(x, y)].
\]  

(22)

In formula (22), \( u(x, y) \) is the matrix field of smoothing force and \( v(x, y) \) is the matrix field of smoothing direction [37]. In order to keep the curve of the reconstructed algorithm after fitting smooth and enhance the data processing ability of the fitting algorithm [38], formula (18) is minimized to obtain the edge processing formula at this time.

\[
\rho = \int \left( \mu (u_x^2 + u_y^2 + v_x^2 + v_y^2) \right) dx dy.
\]  

(23)

In formula (23), \( \mu \) is the weight factor of gradient amplitude. The final calculation expression of the reconstruction algorithm is as follows:

\[
\begin{aligned}
\mu \nabla^2 u - (u - f_x) (f_x^2 + f_y^2) &= 0, \\
\mu \nabla^2 v - (v - f_y) (f_x^2 + f_y^2) &= 0,
\end{aligned}
\]  

(24)

where \( \nabla^2 u \) is Laplacian operator and \( f (x, y) \) is gradient amplitude factor in semantic sequence. The gradient amplitude factor calculated by continuous diffusion ensures the existence of amplitude value in the segmented image semantic sequence data so that the gradient amplitude is not completely rotating field and no scattering field in the diffusion process [39], which enhances the segmentation accuracy of the algorithm. Based on the above processing, the research on the segmentation algorithm of image semantic sequence data based on graph convolution network is completed.

4. Simulation Experiment

4.1. Experimental Preparation. The dataset used in the experiment is ShapeNet part. This dataset contains 16 categories of 16881 image models. These image models are segmented and prelabeled into 50 different categories of components, and each independent model is labeled with no more than 6 components. Different components in each model are labeled with different semantic information, that is, different category information labels, for the verification of point cloud segmentation experiments basis. The ShapeNet part datasets of 16881 graph convolution networks are divided into three different data subsets: training set, cross validation set, and test set. There are 12137 data models in 16 categories in training set, 1870 data models in 16 categories in cross validation set, and 2874 data models in 16 categories in test set [40]. 2048 data points of each graph convolution network are uniformly sampled to generate a point cloud dataset of a single object, which is used as the original input of the separation model, and each data point has a unique prelabeled information label, which is used as the test basis of the experiment on the segmentation algorithm of image semantic sequence data [41]. The performance evaluation index of the model used in the experiment is the intersection and union ratio commonly used in semantic segmentation or target detection tasks, as shown in Figure 5.

Under the semantic sequence segmentation shown in Figure 5, controlling the ratio of intersection and union of “Predicted border” and “Real border” calculated by IoU is a performance quantitative index at pixel level. The larger the value of IoU is, the higher the overlap between predicted
value and real value is and the more accurate the actual segmentation result is. With the help of deep learning framework, a NVIDIA GTX 1080Ti GPU is adopted to train and test the model, and the results of independent segmentation of experimental dataset are obtained. The set segmentation speed is as shown in Figure 6. Under the segmentation speed set in Figure 6, the experimental datasets are kept running normally under different algorithms. The data to be segmented in the image semantics of the datasets are collected, and the collected data are shown in Table 1.

In the experimental dataset shown in Table 1, the segmentation algorithm in references [4, 6, 10, 12], which are named as Seg-MF, Seg-U-Net, Seg-U-Like-Net, Seg-GMM, respectively, and the segmentation algorithm designed in this paper, Seg-GCN, are used to carry out experiments, and the performance of the three segmentation algorithms are compared.

4.2. Results and Analysis. Based on the above experimental preparation, the unprocessed data in each data group of the experiment are defined as the residual redundant data, and the residual redundant data of the three algorithms are taken as the comparison index. The final residual redundant data results of the three data segmentation algorithms are shown in Figure 7.

From the results of residual redundant data shown in Figure 7, taking the sample data collected in the preparation stage of the experiment as the experimental object, the three segmentation algorithms show different amounts of residual data. According to the above results, when the number of redundant data is 200, Seg-MF and Seg-U-Net have more residual redundant data, with the value of about 25. The redundant data segmentation algorithm designed in this paper has the least number of redundant data, which can basically segment all the collected sample data without corresponding data redundancy.

In the above experimental environment, it takes the beginning of the algorithm as the time record point and the complete image of the computer running the algorithm as the time statistics cut-off point, to count the execution time results of the three segmentation algorithms. The results are shown in Figure 8.

From the above experimental results, it can be seen that the three segmentation algorithms show different execution time in actual application. The Seg-MF has the longest actual execution time, with an average execution time of 14 ms. The Seg-U-Net has an execution time of 10 ms, with a shorter actual execution time. The final execution time of Seg-GCN is 2 ms. Compared with other two segmentation algorithms in the reference, the algorithm in this paper has the shortest execution time and the best running timeliness.

Keeping the above experimental environment unchanged and defining the segmentation accuracy of the segmentation algorithm, the calculation formula can be expressed as follows:

$$P = 1 - \frac{P_1}{R}$$  \hspace{1cm} (25)

where $P$ is the segmentation degree of the algorithm, $P_1$ is the semantic distance of the image, and $R$ is the confidence degree of the semantic sequence data. Under the control of the above calculation formula, the final segmentation accuracy results of the three data segmentation algorithms are shown in Figure 9.

It can be seen from the experimental results shown in Figure 9 that, according to the performance of different segmentation algorithms, after setting the semantic distance that can be run, under the control of three segmentation algorithms and defining six data segmentation points, the actual maximum segmentation accuracy of Seg-MF is about 0.6, and the accuracy value is the smallest. The maximum segmentation accuracy of Seg-U-Net is about 0.8, and the
Figure 4: Reconstruction of data point area.

Figure 5: Semantic sequence segmentation process.

Figure 6: Set segmentation speed.
Table 1: Collected image semantic sequence dataset.

| Name         | IoU value | Ours   | PCNN  | KD-Net |
|--------------|-----------|--------|-------|--------|
| ARFO         | 82.3      | 81.7   | 76.4  | 90.3   |
| BAG          | 82.4      | 85.4   | 74.3  | 90.4   |
| CAP          | 84.0      | 78.5   | 71.2  | 91.1   |
| CAR          | 81.2      | 83.1   | 79.9  | 89.9   |
| CHAIR        | 82.7      | 87.6   | 79.5  | 89.7   |
| EAR PHONE    | 82.5      | 87.1   | 75.2  | 91.2   |
| GUITAR       | 83.4      | 85.6   | 73.6  | 91.7   |
| KNIFE        | 81.2      | 82.8   | 79.3  | 89.5   |
| LAMP         | 82.6      | 80.8   | 77.1  | 90.4   |
| LAP          | 82.8      | 85.4   | 76.5  | 89.9   |
| MOTOR        | 82.4      | 85.1   | 76.5  | 90.5   |
| MUG          | 82.6      | 85.6   | 80.6  | 89.9   |
| PISTOL       | 82.1      | 86.8   | 76.5  | 91.3   |
| TABLE        | 82.3      | 81.3   | 79.1  | 90.2   |

Figure 7: Residual redundant data results of five data segmentation algorithms.

Figure 8: Execution time results of five segmentation algorithms.
segmentation accuracy is high. Compared with the two kinds of segmentation algorithms in the reference, the segmentation accuracy of the segmentation algorithm designed in this paper is the highest, which is suitable for practical use.

5. Conclusion

This paper studies the image semantic segmentation algorithm based on deep learning. The current framework of the algorithm is deep network feature extraction, feature graph up sampling, and pixel Softmax loss sum, which is used as the process to achieve end-to-end semantic segmentation. The segmentation algorithm designed in this paper focuses on improving the depth network to extract effective features, so there are a lot of improvements in resolution sampling and loss function design for segmentation. On the other hand, the content focuses on image semantic segmentation, which can provide a certain research direction for the future research of the sequential data segmentation algorithm.

A limitation to address in the future is to optimize the parameters of the proposed segmentation algorithm and further improve the segmentation performance. Another direction for improvement is to expand the scale of the used experimental data and ameliorate the generalization ability of the algorithm.
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