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Abstract
The intersection cut paradigm is a powerful framework that facilitates the generation of valid linear inequalities, or cutting planes, for a potentially complex set $S$. The key ingredients in this construction are a simplicial conic relaxation of $S$ and an $S$-free set: a convex zone whose interior does not intersect $S$. Ideally, such $S$-free set would be maximal inclusion-wise, as it would generate a deeper cutting plane. However, maximality can be a challenging goal in general. In this work, we show how to construct maximal $S$-free sets when $S$ is defined by a general quadratic inequality. Our maximal $S$-free sets are such that efficient separation of a vertex in LP-based approaches to quadratically constrained problems is guaranteed.

Mathematics Subject Classification 90C20 \cdot 90C26 \cdot 90C30

1 Introduction
Cutting planes have been at the core of the development of tractable computational techniques for integer-programming for decades. Their rich theory and remarkable empirical performance have constantly caught the attention of the optimization community, and has recently seen renewed efforts on their extensions to the nonlinear setting.

Consider a generic optimization problem, which we assume to have linear objective without loss of generality:

$$\begin{align*}
\min & \quad c^T s \\
\text{s.t.} & \quad s \in S \subseteq \mathbb{R}^p.
\end{align*}$$
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We assume that $S$ is a nonconvex set which admits a readily available linear relaxation. A common framework for tackling this optimization problem is to first find $\bar{s}$, an extreme point optimum of an LP relaxation of (1.1), and check if $\bar{s} \in S$. If so, then (1.1) is solved. Otherwise, try to find a cutting plane: a linear inequality separating $\bar{s}$ from $S$. Such inequality is used to refine the LP relaxation of (1.1).

One way of finding such a cutting plane is through the intersection cut \cite{4,27,48} framework. We refer the reader to \cite{20} for the necessary background on this procedure. For the purposes of this article, it suffices to know that to compute an intersection cut we need $\bar{s} \notin S$ as above, a simplicial conic relaxation of $S$ with apex $\bar{s}$, and an $S$-free set $C$—a convex set satisfying $\text{int}(C) \cap S = \emptyset$—such that $\bar{s} \in \text{int}(C)$. Here $\text{int}(C)$ denotes the interior of $C$. In this work, we focus on the construction of $S$-free sets $C$ that contain a given $\bar{s} \notin S$ in their interior.

A particularly important case is obtained when (1.1) is a quadratic problem, that is,

$$S = \{ s \in \mathbb{R}^p : s^T Q_i s + b_i^T s + c_i \leq 0, i = 1, \ldots, m \}$$

for certain $p \times p$ matrices $Q_i$, not necessarily positive semi-definite. Note that if $\bar{s} \notin S$, then there exists $i \in \{1, \ldots, m\}$ such that

$$\bar{s} \notin S_i := \{ s \in \mathbb{R}^p : s^T Q_i s + b_i^T s + c_i \leq 0 \},$$

and constructing an $S_i$-free set containing $\bar{s}$ would suffice to ensure separation. Thus, slightly abusing notation, given $\bar{s}$ we focus on a systematic way of constructing $S$-free sets containing $\bar{s}$, where $S$ is defined using a single quadratic inequality:

$$S = \{ s \in \mathbb{R}^p : s^T Q s + b^T s + c \leq 0 \}.$$

As a final note, if we consider the simplest form of intersection cuts, where the cuts are computed using the intersection points of the $S$-free set and the extreme rays of the simplicial conic relaxation of $S$ (i.e., using the gauge function), then the larger the $S$-free set the better the cut. In other words, if two $S$-free sets $C_1, C_2$ are such that $C_1 \subsetneq C_2$, the intersection cut derived from $C_2$ is stronger than the one derived from $C_1$ \cite[Remark 6.6]{21}. Therefore, we aim at computing maximal $S$-free sets, that is, $S$-free sets that are not strictly contained in any other $S$-free set.

**Remark 1.1** A maximal $S_i$-free set will not, in general, be a maximal $\bigcap_{i=1}^{m} S_i$-free set. The scope of this paper is to construct maximal $S_i$-free sets. Constructing maximal $\bigcap_{i=1}^{m} S_i$-free sets is an open problem for $m \geq 2$.

---

\footnote{This citation deals with $S$ being the lattice, but the argument extends trivially to any closed $S$.}
1.1 Motivation

Our main motivation comes from Bienstock et al. [10,11]. In this work, the authors construct maximal outer-product-free sets, which are $S$-free sets with

$$S := \{X \in \mathbb{S}_+^n : \text{rank}(X) = 1\}.$$  

Here $\mathbb{S}_+^n$ is the space of symmetric $n \times n$ positive semi-definite matrices. Using these sets, the authors obtain intersection cuts for any polynomial optimization problem, relying on an extended formulation. In the case of QCQPs, this extended formulation amounts to introducing a new variable $X_{i,j}$ in place of each bilinear term $x_i x_j$ and requiring $X_{i,j} = x_i x_j$.

The derivation of one family of maximal outer-product-free sets involves the construction of maximal $S'$-free sets, where

$$S' := \{(x, y, w, z) \in \mathbb{R}^4 : xy = wz\}.$$  

This set arises from the condition $X_{i,j} X_{k,l} = X_{i,l} X_{k,j}$ that any matrix $X \in S$ must satisfy. The set $S'$ is quadratically-defined, and one family of maximal $S'$-free sets constructed by Bienstock et al. are actually maximal $S'$-free sets. This means that even though a rank-1 requirement involves multiple conditions of the form $X_{i,j} X_{k,l} = X_{i,l} X_{k,j}$, each one of these quadratic requirements, and their corresponding maximal quadratic-free sets, yield $S$-free sets.

The computational results of Bienstock et al. suggest that this path can be an important new avenue for deriving cutting planes in non-convex optimization. Moreover, from all the families of $S$-free sets proposed by Bienstock et al., the ones where maximality was guaranteed (which include the sets constructed from $S'$) exhibited the best empirical performance.

The natural question that arises is whether it is possible to generalize the construction of Bienstock et al. for $S'$ to arbitrary quadratics. In this work we present such generalization.

We also note that the well-known split cuts [21] can be viewed from a “quadratic-free set” perspective. A disjunctive set $D := \{s \in \mathbb{R}^p : a^T s \leq b \lor a^T s \geq b'\}$, with $b < b'$ (or “split”) can be alternatively described as the following quadratic set

$$D = \{s \in \mathbb{R}^p : (a^T s - b)(a^T s - b') \geq 0\}.$$  

The set $D$ is reverse-convex, thus the unique maximal $D$-free set is $\{s \in \mathbb{R}^p : a^T s \geq b \land a^T s \leq b'\}$. Our procedure below is always guaranteed to find a quadratic-free set containing $\tilde{s} \notin D$, therefore in this case we would obtain the unique maximal $D$-free set which would yield a split cut.

1.2 Contributions

The main contribution is an explicit construction of maximal $S$-free sets when $S$ is defined using a non-convex quadratic inequality (Theorems 6.1 and 6.3). We begin
by constructing maximal $S$-free sets when $S$ is defined by a homogeneous quadratic inequality. For non-homogeneous quadratics we rely on the fact that such inequality can be represented using a homogeneous quadratic inequality intersected with an affine equality. As an intermediate step, we also derive maximal $S$-free sets for sets $S$ defined as the intersection of a homogeneous quadratic inequality and a homogeneous linear inequality. This case is of independent interest as well.

In order to show our results, we state and prove a criterion for maximality of $S$-free sets which generalizes a criterion proven by Dey and Wolsey (the ‘only if’ of [24, Proposition A.4]) in the case of maximal lattice-free sets (Definition 3.2 and Theorem 3.1). We also develop a new criterion that can handle a special phenomenon that arises in our setting and also in nonlinear integer programming: the boundary of a maximal $S$-free set may not even intersect $S$. Instead, the intersection might be “at infinity”. We formalize this in Definition 3.3 and show the criterion in Theorem 3.3.

The main results of this paper were presented in [39] without proofs. Here, we present an extended version of this work: we include all proofs and intermediate steps that yield more nuanced results than in [39].

1.3 Literature review

The history of intersection cuts dates back to the 60’s. They were originally introduced in the nonlinear setting by Tuy [48] for the problem of minimizing a concave function over a polytope. Later on, they were introduced in integer programming by Balas [4] and have been largely studied since. The more modern form of these cuts deduced from an arbitrary $S$-free set is due to Glover [27], although the term $S$-free was coined by Dey and Wolsey [24].

While the origin of intersection cuts was in nonlinear optimization, most developments have been in mixed-integer linear programming. See e.g. [6,19,22] for in-depth analyses of the relation of intersection cuts using maximal $\mathbb{Z}^n$-free sets and the generation of facets of conv(S). We also refer the reader to [2,3,5,14,23,29] and references therein. For extensions to the mixed-integer conic case see [1,8,9,31,32,36,37,44,49]. Recently, Towle and Luedtke [47] proposed a method for constructing valid cutting planes with a similar approach to intersection cuts, but allowing $\bar{x}$ to be outside the $S$-free set.

Lately, there has been several developments of intersection cuts in a nonlinear setting. Fischetti et al. [25] applied intersection cuts to bilevel optimization. Bienstock et al. [10,11] studied outer-product-free sets; these can be used for generating intersection cuts for polynomial optimization when using an extended formulation. Serrano [42] showed how to construct a concave underestimator of any factorable function and from them one can build intersection cuts for factorable mixed integer nonlinear programs. Fischetti and Monaci [26] constructed bilinear-free sets through a bound disjunction and McCormick inequalities [35].

Of all these intersection cut approaches in nonlinear settings, the only one that ensures maximality of the corresponding $S$-free sets is the work of Bienstock et al. [10,11]. While their approach can also be used to generate cutting planes in our quadratic setting, the definition of $S$ differs: Bienstock et al. use a moment-based extended
formulation of polynomial optimization problems [33,34,45] and from there define $S$ as the set of matrices which are positive semi-definite and of rank 1, which the authors refer to as outer-products. While this approach is our main motivation, the relationship with our methods in terms of the resulting cutting planes is unclear at this point: in a quadratic setting, the approach of Bienstock et al. would compute a cutting plane in extended space of dimension proportional to $n^2$, whereas our approach can construct a maximal $S$-free set in the original space. The quadratic dimension increase can be a drawback in some applications, however stronger cuts can be derived from extended formulations in some cases [12]. We refer to the survey [13] for other efforts of extending cutting planes to the nonlinear setting.

Moving away from the traditional intersection cut approach, one could rely on a second-order cone instead of a simplicial cone to compute a cut, by means of the results in [16,31]. Another alternative can be conceived from a recent result showing that the convex hull of a single quadratic constraint over a polytope is second-order cone representable [41]. However, it is not clear at this point how to use this approach to efficiently generate cutting planes. These questions are subject of future work.

1.4 Notation

We mostly follow standard notation. $\| \cdot \|$ is the euclidean norm in $\mathbb{R}^n$ and given a positive definite matrix $A$, we denote $\| \cdot \|_A$ the norm defined by $\sqrt{x^TAx}$. $D_1(0)$ denotes the euclidean unit sphere, i.e., $D_1(0) = \{ y \in \mathbb{R}^n : \|y\| = 1 \}$. Given a vector $v$ and a set $C$, we denote the distance between $v$ and $C$ as $\text{dist}(v, C) = \inf_{x \in C} \|v - x\|$. We denote the set $\{ v + x : x \in C \}$ as $v + C$. For vectors $\{ v^1, \ldots, v^k \} \subseteq \mathbb{R}^n$, we denote by $\text{lin}\{ v^1, \ldots, v^k \}$ the subspace generated by them. We denote an inequality $\alpha^T x \leq \beta$ by $(\alpha; \beta)$. We denote $\text{proj}_H C$ the projection of $C \subseteq \mathbb{R}^n$ onto the subspace $H$. $(\cdot)^c$, $\text{conv}(\cdot)$, $\text{int}(\cdot)$ and $\text{rec}(\cdot)$ denote the complement, convex hull, interior and recession cone of a set, respectively.

1.5 Outline

The rest of the paper is organized as follows. In Sect. 2 we describe our high-level strategy and state our main results. In Sect. 3 we prove our maximality criteria of $S$-free sets. In Sect. 4 we show how to construct maximal $S$-free sets when $S$ is defined by a homogeneous quadratic function. Section 5 presents the construction of maximal $S$-free sets when $S$ is defined by a homogeneous quadratic function and a homogeneous linear inequality constraint. The construction of a maximal $S$-free set when $S$ is defined by a non-homogeneous quadratic function is presented in Sect. 6. In Sect. 7, we present an explicit cut computation example, discuss computational aspects of generating cuts using our maximal quadratic-free sets, and show a maximal quadratic-free set which is not generated by our approach. In Sect. 8 we conclude.
2 Preliminaries

2.1 Canonical representations of quadratic sets

To ease the presentation of our construction of maximal quadratic-free sets, it is convenient to first map a general quadratic set to what we refer to as a canonical representation. Consider a non-convex quadratic set

\[ S = \{ s \in \mathbb{R}^p : s^T Q s + b^T s + c \leq 0 \}. \]

Using, e.g., homogenization and diagonalization, any set \( S \) can be mapped via an affine one-to-one map to a set of either of the following forms

\[ \left\{ (x, y, z) \in \mathbb{R}^{n+m+l} : \|x\| \leq \|y\| \right\} \quad (2.1) \]

\[ \left\{ (x, y, z) \in \mathbb{R}^{n+m+l} : \|x\| \leq \|y\|, \ a^T x + d^T y + h^T z = -1 \right\} \quad (2.2) \]

Whether the set is mapped to (2.1) or (2.2) depends on whether the quadratic inequality defining \( S \) is homogeneous or not. Since the transformation is affine and one-to-one, constructing a maximal (2.1)-free or maximal (2.2)-free set is sufficient to generate a maximal \( S \)-free set.

**Remark 2.1** The choice of the map bringing a non-homogeneous quadratic to the form (2.2) is not unique. Different choices can produce different vectors \( a, d, h \) and, perhaps surprisingly, different maximal \( S \)-free sets. The effect of different transformations is subject of ongoing work.

Additionally, below (see Remark 3.2) we argue why the \( z \) variables can be ignored in the construction of (2.1)-free or (2.2)-free sets. Thus, throughout this work we explicitly construct maximal \( S^h \)- and \( S^g \)-free sets, where

\[ S^h = \{ (x, y) \in \mathbb{R}^{n+m} : \|x\| \leq \|y\| \} \quad (2.3) \]

\[ S^g = \{ (x, y) \in \mathbb{R}^{n+m} : \|x\| \leq \|y\|, \ a^T x + d^T y = -1 \}. \quad (2.4) \]

We refer to these as canonical representations of a quadratic set. The reader might wonder why we use norms in our canonical representations as opposed to their squares. This is a subtle point which we discuss in Appendix A.1.

As we mentioned in the introduction, we also assume we have a point \( \bar{s} \notin S \) which we would like our maximal \( S \)-free set to contain in its interior. We note that by transforming the set \( S \) into a canonical representation, \( \bar{s} \) will be mapped to a point \( (\bar{x}, \bar{y}) \) such that

\[ \|\bar{x}\| > \|\bar{y}\| \quad \text{in the case of } S^h, \quad (2.5) \]

\[ \|\bar{x}\| > \|\bar{y}\| \land a^T \bar{x} + d^T \bar{y} = -1 \quad \text{in the case of } S^g. \quad (2.6) \]

Our \( S^h \)- and \( S^g \)-free sets contain such point \( (\bar{x}, \bar{y}) \) in its interior.
Another simplification that makes the analysis cleaner is the fact that it cannot be that \(a = d = 0\). Therefore, through a further change of variables we may assume without loss of generality that \(\max\{\|a\|, \|d\|\} = 1\).

Our overall strategy begins with the construction of maximal \(S^h\)-free sets. Then, before moving to \(S^g\), we study the following set

\[
S_{\leq 0} = \{(x, y) \in \mathbb{R}^{n+m} : \|x\| \leq \|y\|, a^T x + d^T y \leq 0\}.
\] (2.7)

This set is interesting on its own, and provides an important intermediate step into our construction of maximal \(S^g\)-free sets. As before, we require our maximal \(S_{\leq 0}\)-free sets to contain a point \((\bar{x}, \bar{y})\) in its interior, where

\[
\|\bar{x}\| > \|\bar{y}\| \land a^T \bar{x} + d^T \bar{y} \leq 0.
\] (2.8)

### 2.2 Summary of constructed sets

Using the techniques we develop in Sect. 3, we show the following.

**Theorem 2.1** Consider \(S^h\) defined as (2.3), \(\lambda \in D_1(0)\) and

\[
C_\lambda = \{(x, y) \in \mathbb{R}^{n+m} : \lambda^T x \geq \|y\|\}.
\]

Then, \(C_\lambda\) is a maximal \(S^h\)-free set. Furthermore, if \(\lambda = \frac{x}{\|x\|}\) with \((\bar{x}, \bar{y})\) satisfying (2.5), \(C_\lambda\) contains \((\bar{x}, \bar{y})\) in its interior.

A geometrical interpretation of \(C_\lambda\) is as follows. Note that \(C_\lambda\) has a lineality space given by \(L = \{(x, y) : \lambda^T x = 0, y = 0\}\), and projecting \(C_\lambda\) onto \(L^\perp\) yields a second-order cone.

We also remark that each \(\lambda \in D_1(0)\) in Theorem 2.1 generates a different maximal \(S^h\)-free set; we only use \(\lambda = \frac{x}{\|x\|}\) to ensure that \(C_\lambda\) contains \((\bar{x}, \bar{y})\) in its interior. This implies that, even from a fixed canonical representation, we can generate more than one \(S^h\)-free set. These are infinitely-many if \(n \geq 2\). In the latter case, we can even generate infinitely-many \(S^h\)-free sets that contain \((\bar{x}, \bar{y})\) in their interiors by considering values of \(\lambda\) in a neighborhood of \(\frac{x}{\|x\|}\).

For the intermediate set \(S_{\leq 0}\) the situation is more complex. We show

**Theorem 2.2** Consider a non-convex set \(S_{\leq 0}\) defined as (2.7), such that \(\max\{\|a\|, \|d\|\} = 1\), and \((\bar{x}, \bar{y})\) satisfying (2.8). Define \(\lambda = \frac{x}{\|x\|}\). Then

\[
C_{\phi_{\lambda,a,d}} := \{(x, y) \in \mathbb{R}^n : \phi_{\lambda,a,d}(y) \leq \lambda^T x\}
\] (2.9)

with

\[
\phi_{\lambda,a,d}(y) = \begin{cases} 
\|y\|, & \text{if } \lambda^T a\|y\| + d^T y \leq 0 \\
\sqrt{\left(\|y\|^2 - (d^T y)^2\right)(1 - (\lambda^T a)^2)} - d^T y \lambda^T a, & \text{otherwise.}
\end{cases}
\] (2.10)
is maximal $S_{\leq 0}$-free and contains $(\bar{x}, \bar{y})$ in its interior.

**Remark 2.2** In this last theorem (and in the following theorem as well) we are only considering $\lambda = \bar{x}/\|\bar{x}\|$. This is a slight simplification of our results; later we argue that having $\lambda$ in a neighborhood of $\bar{x}/\|\bar{x}\|$ suffices to ensure maximality, and in some cases we only need $\lambda \in D_1(0)$, much like in Theorem 2.1. In particular, this implies that infinitely-many maximal $S_{\leq 0}$-free can be generated when $n \geq 2$.

At this point it may be unclear that $C_{\phi_{\lambda,a,d}}$ is maximal $S_{\leq 0}$-free and where the function $\phi_{\lambda,a,d}$ comes from. Moreover, it is not even clear why $C_{\phi_{\lambda,a,d}}$ is convex. In Sect. 5 we provide all technical details that clarify this, including a proof of convexity of $\phi_{\lambda,a,d}$. Surprisingly, the construction of the set $C_{\phi_{\lambda,a,d}}$ and its maximality proof, involve a case distinction which yields two completely different paths that reach the same expression.

The same case distinction is also needed for $S^g$, although they do not reach the same expression. These are summarized in the following Theorem.

**Theorem 2.3** Consider a non-convex set $S^g$ defined as (2.4), satisfying that $\max\{\|a\|, \|d\|\} = 1$, and $(\bar{x}, \bar{y})$ satisfying (2.6). Let $H = \{(x, y) \in \mathbb{R}^{n+m} : a^T x + d^T y = -1\}$, and $\lambda = \bar{x}/\|\bar{x}\|$. Then, either $C_{\phi_{\lambda,a,d}}$ defined in (2.9) or

$$C_{\phi_{\lambda,a,d}}^g = \begin{cases} (x, y) : \phi_{\lambda,a,d} \left( y - \frac{d}{1 - \|d\|^2} \right) \leq \lambda^T \left( x + \frac{a}{1 - \|d\|^2} \right) \text{ otherwise} \end{cases}$$

is maximal $S^g$-free with respect to $H$ and contains $(\bar{x}, \bar{y})$ in its interior.

First of all, note that in this case we use the term maximal with respect to $H$. We define this properly in Definition 3.1, and it is meant to avoid trivialities that can arise since $S^g$ is contained in the hyperplane $H$.

As in the case of Theorems 2.2, 2.3 is a slight simplification of more nuanced results. In Sect. 6 we provide all these details. In particular, we show precisely in which case $C_{\phi_{\lambda,a,d}}$ or $C_{\phi_{\lambda,a,d}}^g$ is the desired set. We also note that a similar discussion to Remark 2.2 holds for the role of $\lambda$ in $S^g$-free sets.

### 3 Techniques for proving maximality

In this section we describe some sufficient conditions to prove that a convex set $C$ is maximal $S$-free. We remark that in this section we do not assume $S$ comes from a quadratic inequality, and all results hold in general.

Since we apply our criteria to various sets, some of which are contained in a hyperplane (such as $S^g$), we need the following definition. See also [5].

**Definition 3.1** Given $S, C, H \subseteq \mathbb{R}^n$ where $S$ is closed, $C$ is closed and convex and $H$ is an affine hyperplane, we say that $C$ is $S$-free with respect to $H$ if $C \cap H$ is $S \cap H$-free w.r.t the induced topology in $H$. We say $C$ is maximal $S$-free with respect to $H$, if for any $C' \supseteq C$ that is $S$-free with respect to $H$ it holds that $C' \cap H \subseteq C \cap H$. 
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The next definition is motivated by the sufficient (and necessary) condition for a full dimensional $\mathbb{Z}^n$-free set to be maximal: it must be a polyhedron containing a point of $\mathbb{Z}^n$ in the relative interior of each facet [21, Theorem 6.18]. For a general set $S$, non-polyhedral maximal $S$-free sets may exist, which may not even have facets. However, a similar property can be captured.

**Definition 3.2** Given a convex set $C \subseteq \mathbb{R}^n$ and a valid inequality $(\alpha; \beta)$, we say that a point $x_0 \in \mathbb{R}^n$ exposes $(\alpha; \beta)$ with respect to $C$ if: $\alpha^T x_0 = \beta$ and if $(\gamma; \delta)$ is any other non-trivial valid inequality for $C$ such that $\gamma^T x_0 = \delta$, then there exists a $\mu > 0$ such that $\gamma = \mu \alpha$ and $\beta = \mu \delta$. We omit saying “with respect to $C$” if it is clear from context. We also say that $(\alpha; \beta)$ is exposed by $x_0$ or that $x_0$ is an exposing point of $(\alpha; \beta)$.

To get some intuition, if $C$ is a polyhedron and $x \in C$ exposes an inequality, then that inequality is a facet and $x$ is in the relative interior of the facet. Points that expose inequalities are also called smooth points [28]. A related concept is that of blocking points [7]. Some remarks are in order.

**Remark 3.1** If there is a point exposing a valid inequality of $C$, then $C$ is full dimensional. The reader should keep this in mind throughout the paper.

In general, a point $x \notin C$ can expose a valid inequality of $C$. Consider $C = \{x \in \mathbb{R}^2 : x_1 + x_2 \geq 1\}$. Then, $(0, 0) \notin C$ exposes $x_1 + x_2 \geq 0$.

The name “exposing” comes from the concept of exposed point from convex analysis. For the interested reader, we would like to point that if $C$ is convex with 0 in its interior and the valid inequality $\alpha^T x \leq 1$ has an exposing point, then $\alpha$ is an exposed point of the polar of $C$.

**Lemma 3.1** Let $K, K' \subseteq \mathbb{R}^n$ be convex sets such that $K \subseteq K'$. If $\alpha^T x \leq \beta$ is valid for $K$, not valid for $K'$, and exposed by $x_0 \in K$ with respect to $K$, then $x_0 \in \text{int}(K')$.

**Proof** As $x_0 \in K$ exposes $\alpha^T x \leq \beta$, it holds that $\alpha^T x_0 = \beta$ and, thus, $x_0$ is in the boundary of $K$. Suppose $x_0$ is not in the interior of $K'$. Then it must be in the boundary of $K'$ and there is a valid inequality for $K'$, $\gamma^T x \leq \delta$, such that $\gamma^T x_0 = \delta$.

As $K \subseteq K'$, $\gamma^T x \leq \delta$ is also valid for $K$. Given that $(\gamma; \delta)$ is tight at $x_0$ and $x_0$ exposes $(\alpha; \beta)$, we conclude that there is a $\mu > 0$ such that $\gamma = \mu \alpha$ and $\beta = \mu \delta$. However, since $\alpha^T x \leq \beta$ is not valid for $K'$, it follows that $\gamma^T x \leq \delta$ cannot be valid for $K'$. This contradiction proves the claim.

This last lemma yields our first maximality criterion.

**Theorem 3.1** Let $S \subseteq \mathbb{R}^n$ be a closed set and $C \subseteq \mathbb{R}^n$ an $S$-free set. Assume that $C = \{x \in \mathbb{R}^n : \alpha^T x \leq \beta, \forall (\alpha, \beta) \in \Gamma\}$ for some $\Gamma \subseteq \mathbb{R}^{n+1}$ such that for every $(\alpha, \beta) \in \Gamma$ there is an $x \in S \cap C$ that exposes $(\alpha; \beta)$. Then, $C$ is maximal $S$-free.

**Proof** It suffices to show that for every $\bar{x} \notin C$, $S \cap \text{int}(\text{conv}(C \cup \{\bar{x}\}))$ is nonempty. Let $\bar{x} \notin C$ and let $(\alpha; \beta) \in \Gamma$ be a separating inequality, i.e., $\alpha^T \bar{x} > \beta$. Let $C' = \text{conv}(C \cup \{\bar{x}\})$. By hypothesis, there is an $x_0 \in S \cap C$ that exposes $(\alpha; \beta)$. Since $(\alpha; \beta)$ is valid for $C$ and not for $C'$, Lemma 3.1 implies that $x_0 \in \text{int}(C')$. \( \square \)
With minor modifications one can also get the following sufficient condition for maximality with respect to a hyperplane.

**Theorem 3.2** Let $S \subseteq \mathbb{R}^n$ be a closed set, $H$ be an affine hyperplane, and $C \subseteq \mathbb{R}^n$ be an $S$-free set. Assume that $C = \{ x \in \mathbb{R}^n : \alpha^T x \leq \beta, \forall (\alpha, \beta) \in \Gamma \}$ for some $\Gamma \subseteq \mathbb{R}^{n+1}$ such that for every $(\alpha, \beta) \in \Gamma$ there is an $x \in S \cap C \cap H$ that exposes $(\alpha; \beta)$. Then, $C$ is maximal $S$-free with respect to $H$.

There is another phenomenon that does not occur when $S = \mathbb{Z}^n$. If $S$ is a quadratic set, the inequalities of a maximal $S$-free set might not be exposed by any point of $S$. For instance, consider $S = \{(x, y) \in \mathbb{R}^2 : x^2 + 1 \leq y^2 \}$. The boundary of $S$ is a hyperbola with asymptotes $x = \pm y$. Thus, $C = \{(x, y) \in \mathbb{R}^2 : x \geq |y|\}$ is a maximal $S$-free set, because its inequalities are asymptotes of $S$, but they are not exposed by points of $S$. This phenomenon also occurs when $S = \mathbb{Z}^n \cap K$, with $K$ convex [38]. However, in that case, maximal $S$-free sets are polyhedral and their constructions rely on the concept of a facet (see e.g. [38, Theorem 3.2]). In our case, we extend the definition of what it means for an inequality to be exposed in order to handle a situation like the one above. We do this by interpreting that asymptotes are exposed “at infinity”.

**Definition 3.3** Given a convex set $C \subseteq \mathbb{R}^n$ with non-empty recession cone and a valid inequality $\alpha^T x \leq \beta$, we say that a sequence $(x_n) \subseteq \mathbb{R}^n$ exposes $(\alpha; \beta)$ at infinity with respect to $C$ if

- $\|x_n\| \to \infty$,
- $\frac{x_n}{\|x_n\|} \to d \in \text{rec}(C)$,
- $d$ exposes $\alpha^T x \leq 0$ with respect to $\text{rec}(C)$, and
- there exists $y$ such that $\alpha^T y = \beta$ and $\text{dist}(x_n, y + \text{lin}\{d\}) \to 0$.

As before, we omit saying “with respect to $C$” if it is clear from context.

Using this definition, we can prove an analogous result to Lemma 3.1.

**Lemma 3.2** Let $K, K' \subseteq \mathbb{R}^n$ be convex sets such that $K \subseteq K'$. If $\alpha^T x \leq \beta$ is valid for $K$, not valid for $K'$, and exposed at infinity by $(x_n)_n$ with respect to $K$, then there exists a $k$ such that $x_k \in \text{int}(K')$.

**Proof** Suppose that for all $k$, $x_k$ is not in the interior of $K'$. Then, for each $k$ there exists a non-trivial valid inequality for $K'$, $\gamma_k^T x \leq \delta_k$, such that $\gamma_k^T x_k \geq \delta_k$. We can assume without loss of generality that $\|(\gamma_k, \delta_k)\| = 1$. Hence, going through a subsequence if necessary, there exist $\gamma \in \mathbb{R}^n$ and $\delta \in \mathbb{R}$ such that $\gamma_k \to \gamma$ and $\delta_k \to \delta$ when $k \to \infty$ and $\|(\gamma, \delta)\| = 1$. Note that the inequality $(\gamma; \delta)$ is valid for $K'$. The idea is to show that $(\gamma; \delta)$ is the same as $(\alpha; \beta)$.

Since $(\gamma; \delta)$ is valid for $K' \supseteq K$, it follows that $\gamma^T x \leq 0$ is valid for $\text{rec}(K)$. As $d = \lim_{k \to \infty} \frac{x_k}{\|x_k\|} \in \text{rec}(K)$ (see Definition 3.3), we have that $\gamma^T d \leq 0$. On the other hand,

$$\frac{\delta_k}{\|x_k\|} \leq \frac{\gamma_k^T x_k}{\|x_k\|} \implies 0 \leq \gamma^T d.$$
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We conclude that $\gamma^T d = 0$. As $d$ exposes $\alpha^T x \leq 0$ with respect to $\text{rec}(K)$, there exists a $\mu \geq 0$ such that $\gamma = \mu \alpha$. Note that we cannot conclude that $\mu > 0$ since, at this point, we do not know that $(\gamma; \delta)$ is a non-trivial inequality (e.g. it could be $0^T x \leq 1$).

Let $y$ be such that $\alpha^T y = \beta$ and $\text{dist}(x_k, y + \text{lin}(d)) \to 0$, which exists by Definition 3.3. Let $w_k = x_k - d^T x_k d$. We have that

$$\text{dist}(x_k, y + \text{lin}(d)) = \text{dist}(x_k - y, \text{lin}(d))$$

$$= \|x_k - y - d^T(x_k - y)d\| = \|w_k - (y - d^T yd)\|.$$ 

Thus, $w_k \to y - d^T yd$ as $k \to \infty$.

Since each $(\gamma_k; \delta_k)$ is valid for $K'$, $\gamma_k^T d \leq 0$. Additionally, for large enough $k$ it must hold that $d^T x_k > 0$. Therefore,

$$\delta_k \leq \gamma_k^T x_k = \gamma_k^T(d^T x_k d + w_k) \leq \gamma_k^T w_k.$$ 

Computing the limit when $k \to \infty$ we get,

$$\delta \leq \mu \alpha^T(y - d^T yd) = \mu \alpha^T y = \mu \beta.$$ 

If $\mu = 0$, then $\gamma = 0$ and $\delta \leq 0$. As $\|(\gamma, \delta)\| = 1$, it follows that $\delta = -1$, which cannot be since $(\gamma; \delta)$ is a valid inequality for $K'$ and $K'$ is, by hypothesis, non-empty. We conclude that $\mu > 0$ and that $\mu \alpha^T x \leq \mu \beta$ is valid for $K'$, which implies that $\alpha^T x \leq \beta$ is valid for $K'$, contradicting the hypothesis of the theorem.

With the previous results it is straightforward to prove the following generalization of Theorem 3.2.

**Theorem 3.3** Let $S \subseteq \mathbb{R}^n$ be a closed set, $H$ be an affine hyperplane, and $C \subseteq \mathbb{R}^n$ be an $S$-free set. Assume that $C = \{x \in \mathbb{R}^n : \alpha^T x \leq \beta, \forall (\alpha; \beta) \in \Gamma\}$ for some $\Gamma \subseteq \mathbb{R}^{n+1}$ such that for every $(\alpha; \beta) \in \Gamma$ there is, either, an $x \in S \cap C \cap H$ that exposes $(\alpha; \beta)$, or sequence $(x_n)_n \subseteq S \cap H$ that exposes $(\alpha; \beta)$ at infinity. Then, $C$ is maximal $S$-free with respect to $H$.

Another useful result in the study of maximal $S$-free sets is the following (see also [21, Lemma 6.17]). It states that in some cases we can project $S$ into a lower dimensional space and find maximal sets that are free for the projection.

**Theorem 3.4** Let $C$ be a full dimensional closed set with lineality space $L$. Let $S \subseteq \mathbb{R}^n$ be closed. Then, $C$ is maximal $S$-free if and only if $(C \cap L^\perp)$ is maximal $\text{cl}(\text{proj}_{L^\perp} S)$-free.

**Proof** ($\Rightarrow$) If $C \cap L^\perp$ is not maximal, let $K \subseteq L^\perp$ be a $\text{cl}(\text{proj}_{L^\perp} S)$-free set that contains it. Then, $K + L \supseteq C$. Since $C$ is maximal $S$-free, there exists an $x \in S$ such that $x \in \text{int}(K + L) = \text{int}(K) + \text{int}(L)$ ([40, Corollary 6.6.2]). That is, $x = k + \ell$ with $k \in \text{int}(K)$ and $\ell \in L$. Thus, $x - \ell \in K \subseteq L^\perp$ which implies that $x - \ell \in \text{proj}_{L^\perp} S$ and contradicts the fact that $K$ is $\text{cl}(\text{proj}_{L^\perp} S)$-free.

($\Leftarrow$) By contradiction, suppose that $C$ is not maximal $S$-free and let $K \supseteq C$ be a closed $S$-free set. Then $K \cap L^\perp \supseteq C \cap L^\perp$, which implies that $K \cap L^\perp$ is not $\text{cl}(\text{proj}_{L^\perp} S)$-free.
This implies that $\exists \tilde{s} \in \text{cl}(\text{proj}_{L^\perp} S) \cap \text{int}(K \cap L^\perp)$. Moreover, we can further assume $\tilde{s} \in \text{proj}_{L^\perp} S \cap \text{int}(K \cap L^\perp)$, as any sequence contained in $\text{proj}_{L^\perp} S$ converging to an element of $\text{cl}(\text{proj}_{L^\perp} S) \cap \text{int}(K \cap L^\perp)$ must have an element in $\text{proj}_{L^\perp} S \cap \text{int}(K \cap L^\perp)$.

By the definition of orthogonal projection, there must exist $\tilde{s} \in \text{proj}_{L^\perp} S \cap \text{int}(K \cap L^\perp)$, as any sequence contained in $\text{proj}_{L^\perp} S$ converging to an element of $\text{cl}(\text{proj}_{L^\perp} S) \cap \text{int}(K \cap L^\perp)$ must have an element in $\text{proj}_{L^\perp} S \cap \text{int}(K \cap L^\perp)$.

By the definition of orthogonal projection, there must exist $s \in S$ and $\ell \in L$ such that $\tilde{s} = s - \ell$. Thus, we obtain $s - \ell \in \text{int}(K \cap L^\perp)$, i.e.

$$s \in \text{int}(K \cap L^\perp) + L.$$ 

Since the lineality space of $K$ must contain $L$, we conclude $s \in \text{int}(K)$; a contradiction with $K$ being $S$-free.

\[\Box\]

**Remark 3.2** As we anticipated, Theorem 3.4 allows us to ignore the $z$ variables in (2.1) and (2.2). In the former, we can clearly see that $C \times \mathbb{R}^l$ is maximal (2.1)-free, where $C$ is any maximal $S^h$-free. The story for (2.2) is similar. If $h \neq 0$, then $C \times \mathbb{R}^l$ is maximal $S$-free (with respect to the corresponding hyperplane), where $C$ is any maximal $S^h$-free.

### 4 Maximal quadratic-free sets for homogeneous quadratics

We first construct maximal $S^h$-free sets and prove Theorem 2.1. Recall that

$$S^h = \{(x, y) \in \mathbb{R}^{n+m} : \|x\| - \|y\| \leq 0\}.$$ 

A simple way of obtaining an $S^h$-free set is via a concave underestimator of the function $f(x, y) = \|x\| - \|y\|$ (see [42]). It is not hard to see that $\tilde{x}^T x \|\tilde{x}\| - \|y\|$ is a concave underestimator of $f(x, y)$, which is tight at $\tilde{x} \neq 0$. Thus,

$$\{(x, y) \in \mathbb{R}^{n+m} : \frac{\tilde{x}^T x}{\|\tilde{x}\|} - \|y\| \leq 0\} \supseteq S^h.$$ 

The set on the left is reverse-convex, which yields the $S^h$-free set

$$C_\lambda = \{(x, y) \in \mathbb{R}^{n+m} : \lambda^T x \geq \|y\|\}, \quad (4.1)$$

where $\lambda = \frac{\tilde{x}}{\|\tilde{x}\|}$. $C_\lambda$ turns out to be maximal, even if we consider any other $\lambda \in D_1(0)$. We note that in [10], the authors use a similar technique and reformulate a 4-variable homogeneous quadratic condition of outer-product-free sets in the form $\|x\| \leq \|y\|$ (see the discussion in Sect. 1.1). This allows them to construct maximal outer-product-free sets that are of the form $C_\lambda$.

We now prove that $C_\lambda$ is maximal $S^h$-free. The idea is to exploit that every inequality describing $C_\lambda$ is exposed by a point in $S^h \cap C_\lambda$ and use Theorem 3.1. We begin with a lemma whose technical proof is in the appendix. We recall that a function is sublinear if and only if it is convex and positively homogeneous.
Lemma 4.1 Let \( \phi : \mathbb{R}^n \to \mathbb{R} \) be a sublinear function, \( \lambda \in D_1(0) \), and let

\[
C = \{(x, y) : \phi(y) \leq \lambda^T x\}.
\]

Let \((\bar{x}, \bar{y}) \in C\) be such that \(\phi\) is differentiable at \(\bar{y}\) and \(\phi(\bar{y}) = \lambda^T \bar{x}\). Then \((\bar{x}, \bar{y})\) exposes the valid inequality \(-\lambda^T x + \nabla \phi(\bar{y})^T y \leq 0\).

We now prove Theorem 2.1, which we restate here to aid the reader.

Theorem 2.1 Consider \( S^h \) defined as (2.3), \( \lambda \in D_1(0) \) and \( C_\lambda = \{(x, y) \in \mathbb{R}^{n+m} : \lambda^T x \geq \|y\|\} \). Then, \( C_\lambda \) is a maximal \( S^h \)-free set. Furthermore, if \( \lambda = \frac{\bar{x}}{\|\bar{x}\|} \) with \((\bar{x}, \bar{y})\) satisfying (2.5), \( C_\lambda \) contains \((\bar{x}, \bar{y})\) in its interior.

Proof \( S^h \)-freeness follows by construction. To show that \( C_\lambda \) is maximal, we first notice that

\[
C_\lambda = \{(x, y) \in \mathbb{R}^{n+m} : -\lambda^T x + \beta^T y \leq 0, \ \forall \beta \in D_1(0)\}.
\]

Since the norm function \( \|\cdot\| \) is sublinear, differentiable everywhere but in the origin, and \( \|\beta\| = 1 = \lambda^T \lambda \), Lemma 4.1 shows that \((\lambda, \beta) \in S^h \cap C_\lambda\) exposes \((-\lambda, \beta); 0\). From Theorem 3.1 we conclude that \( C_\lambda \) is maximal \( S^h \)-free. The fact that \((\bar{x}, \bar{y}) \in \text{int}(C_\lambda)\) when \( \lambda = \frac{\bar{x}}{\|\bar{x}\|} \), can be verified directly. \[ \square \]

Example 4.1 When \( n = m = 2 \), Theorem 2.1 states that

\[
\{(x, y) \in \mathbb{R}^4 : \|y_1, y_2\| \leq \lambda_1 x_1 + \lambda_2 x_2\}
\]

is always maximal \( S^h \)-free, when \( \|(\lambda_1, \lambda_2)\| = 1 \). Up to a change of variables, this is one of families of sets presented in [10], although maximality is proved with respect to a different feasible set. In Examples 5.1 and 5.2 we show more examples of sets of the form \( C_\lambda \).

5 Homogeneous quadratics with a single homogeneous linear constraint

We now construct maximal \( S_{\leq 0} \)-free sets with \((\bar{x}, \bar{y})\) in its interior, where

\[
S_{\leq 0} = \{(x, y) \in \mathbb{R}^{n+m} : \|x\| \leq \|y\|, a^T x + d^T y \leq 0\},
\]

\[
\max\{\|a\|, \|d\|\} = 1, \text{ and } (\bar{x}, \bar{y}) \text{ satisfies (2.8)}. \text{ The maximal } S_{\leq 0} \text{-free sets we construct, as described in Theorem 2.2, are of the form } C_{\phi_{\lambda, a, d}} := \{(x, y) \in \mathbb{R}^n : \phi_{\lambda, a, d}(y) \leq \}
\]

\[ \square \] Springer
\[ \lambda^T x \}, \text{ with} \]

\[ \phi_{\lambda, a, d}(y) = \begin{cases} \|y\|, & \text{if } \lambda^T a \|y\| + d^T y \leq 0 \\ \sqrt{(\|y\|^2 - (d^T y)^2)(1 - (\lambda^T a)^2)} - d^T y \lambda^T a, & \text{otherwise.} \end{cases} \]

The derivation of this closed-form expression follows two different paths depending on whether \( \|a\| = 1 \) or \( \|a\| = 1 \). These require significantly different analyses, with \( \phi_{\lambda, a, d} \) arising from two seemingly unrelated expressions. Therefore, the proof of Theorem 2.2 is provided in separate cases.

In the previous section, the strategy for proving maximal \( S^h \)-freeness of \( C_\lambda \) was to use the outer-description

\[ C_\lambda = \{ (x, y) \in \mathbb{R}^{n+m} : -\lambda^T x + \beta^T y \leq 0, \ \forall \beta \in D_1(0) \}, \]

and to find an exposing point in \( S^h \cap C_\lambda \) for each of the inequalities defining \( C_\lambda \). As \( S_{\leq 0} \subseteq S^h \), \( C_\lambda \) is clearly \( S_{\leq 0} \)-free. However, if we try to prove it is maximal following the same technique, we find that it is not clear that some inequalities have exposing points in \( S_{\leq 0} \cap C_\lambda \). The exposing point of inequality \((-\lambda, \beta); 0\), which is \((\lambda, \beta)\), is in \( S_{\leq 0} \) if and only if \( a^T \lambda + d^T \beta \leq 0 \). Let

\[ G(\lambda) = \{ \beta : \|\beta\| = 1, a^T \lambda + d^T \beta \leq 0 \}. \]

It is natural to ask, then, if

\[ C_1 = \{ (x, y) \in \mathbb{R}^{n+m} : -\lambda^T x + \beta^T y \leq 0, \ \forall \beta \in G(\lambda) \} \]

is maximal \( S_{\leq 0} \)-free. Intuitively, \( C_1 \) is obtained from \( C_\lambda \) by removing from its description all inequalities that do not have an exposing point in \( a^T \lambda + d^T \beta \leq 0 \). It is reasonable to expect maximality, as, by construction, every inequality has a point exposing it. Indeed,

**Proposition 5.1** If \( C \) is any \( S_{\leq 0} \)-free set such that \( C_\lambda \subseteq C \), then \( C \subseteq C_1 \).

**Proof** Suppose, by contradiction, that \( C \not\subseteq C_1 \). This implies that there must exist \( \beta_0 \in G(\lambda) \) such that \(-\lambda^T x + \beta_0^T y \leq 0 \) is not valid for \( C \). As \( C_\lambda \subseteq C_1 \), \(-\lambda^T x + \beta_0^T y \leq 0 \) is valid for \( C_\lambda \).

As we saw in Theorem 2.1, \( (\lambda, \beta_0) \in C_\lambda \) exposes \(-\lambda^T x + \beta_0^T y \leq 0 \), and since \( C_\lambda \subseteq C \), Lemma 3.1 implies that \( (\lambda, \beta_0) \in \text{int}(C) \). However, since \( \beta_0 \in G(\lambda) \), we have \( (\lambda, \beta_0) \in S_{\leq 0} \). This contradicts the \( S_{\leq 0} \)-freeness of \( C \). \( \Box \)

In light of Proposition 5.1, we just need for \( C_1 \) to be \( S_{\leq 0} \)-free for it to be maximal. \( C_1 \) is clearly convex. Additionally, note that

\[ C_1 = \{ (x, y) \in \mathbb{R}^{n+m} : \max_{\beta \in G(\lambda)} y^T \beta \leq \lambda^T x \}, \quad (5.1) \]

and so to prove \( S_{\leq 0} \)-freeness, it is enough to show that for every \( (x, y) \in S_{\leq 0} \), \( \max_{\beta \in G(\lambda)} y^T \beta \geq \lambda^T x \). The case distinction discussed above arises when trying to
prove this inequality. As we show below, $C_1$ is only $S_{\leq 0}$-free when $\|a\| \leq \|d\| \land m > 1$, and the remaining case needs a significantly different approach. The following remark dismisses a simple case.  

**Remark 5.1** If $m = 1$ and $\|a\| < \|d\|$ then $S_{\leq 0}$ is convex. To see this, assume that $d > 0$ and let $(x, y) \in S_{\leq 0}$ with $y \neq 0$. Then, $\frac{dy}{dx} \leq \frac{a^T x}{\|a\|} \leq \|a\| \|x\| \leq \|a\| |y| < \|d\| |y|$. This can only happen if $y < 0$. Therefore, $S_{\leq 0}$ is the second order cone $\{(x, y) : \|x\| \leq -y\}$. The case $d < 0$ is analogous. We remark that the assumption $\|a\| < |d|$ is fundamental for the argument. As we show in Example 5.3, $S_{\leq 0}$ is not necessarily convex if $\|a\| = |d|$.

We divide the remaining cases as follows:

**Case 1:** $\|a\| \leq \|d\| = 1 \land m > 1$.

**Case 2:** $\|d\| \leq \|a\| = 1$.

### 5.1 Case 1: $\|a\| \leq \|d\| = 1 \land m > 1$

**Proposition 5.2** Let $(\bar{x}, \bar{y})$ be as in (2.8), i.e. $\|\bar{x}\| > \|\bar{y}\| \land a^T \bar{x} + d^T \bar{y} \leq 0$, and $\lambda = \frac{\bar{x}}{\|\bar{x}\|}$. If $\|a\| \leq \|d\| = 1$ and $m > 1$, then $C_1$ is maximal $S_{\leq 0}$-free and contains $(\bar{x}, \bar{y})$ in its interior. Moreover, $C_1 = C_{\phi, a, d}$.

**Proof** As discussed above, in order to establish that $C_1$ is maximal $S_{\leq 0}$-free, it is enough to show that

$$\max_{\beta \in G(\lambda)} y^T \beta \geq \lambda^T x$$

for every $(x, y) \in S_{\leq 0}$. (5.2)

As the objective function of $\max_{\beta \in G(\lambda)} y^T \beta$ is linear and $m > 1$, we can replace the $\|\beta\| = 1$ constraint with an inequality and obtain

$$\max_{\beta \in G(\lambda)} y^T \beta = \max\{y^T \beta : \|\beta\| \leq 1, a^T \lambda + d^T \beta \leq 0\}.$$ (5.3)

As $G(\lambda)$ is constructed from an infeasible point $(\bar{x}, \bar{y}) \notin S_{\leq 0}$ such that $a^T \bar{x} + d^T \bar{y} \leq 0$, i.e., $\|\bar{y}\| < \|\bar{x}\|$, we have $\|\bar{y}\|/\|\bar{x}\| < 1$. Moreover, perturbing the latter we can argue that the rightmost optimization problem in (5.3) has a strictly feasible point. Thus, Slater’s condition holds and so does strong duality.

The conic dual of this problem is given by $\inf \{\mu - \lambda^T a \theta : \theta \geq 0, \mu \geq \|y - \theta d\|\}$, and the inequality involving $\mu$ must be tight in an optimal solution, thus

$$\max\{y^T \beta : \|\beta\| \leq 1, a^T \lambda + d^T \beta \leq 0\} = \inf_{\theta \geq 0} \|y - d\theta\| - \lambda^T a \theta.$$ (5.4)

Using (5.4), (5.2) is equivalent to

$$\inf_{\theta \geq 0} \|y - d\theta\| - \lambda^T a \theta \geq \lambda^T x$$

for every $(x, y) \in S_{\leq 0}$.
We now prove that if \((x, y) \in S_{\leq 0}\), then \(\lambda^T(x + a\theta) \leq \|y - d\theta\|\), which implies the result. By Cauchy-Schwarz and \(\|\lambda\| = 1\), we have that \(\lambda^T(x + a\theta) \leq \|x + a\theta\|\). Furthermore, \(\|x + a\theta\|^2 = \|x\|^2 + 2\theta a^T x + \|a\|^2\). Since \(\theta \geq 0\), \(\theta a^T x \leq -\theta d^T y\). Together with \(\|x\|^2 \leq \|y\|^2\) they imply
\[
\|x + a\theta\|^2 \leq \|y\|^2 - 2\theta d^T y + \|a\|^2 \theta^2 = \|y - d\theta\|^2 + (\|a\|^2 - \|d\|^2) \theta^2 \leq \|y - d\theta\|^2,
\]
where the last inequality follows since \(\|d\| \geq \|a\|\).

We have shown that \(\|x + a\theta\| \leq \|y - d\theta\|\). Hence, \(\lambda^T(x + a\theta) \leq \|y - d\theta\|\) as we wanted to show, which implies that \(C_1\) is \(S_{\leq 0}\)-free. Proposition 5.1 implies the maximality of \(C_1\), and \((\tilde{x}, \tilde{y}) \in \text{int}(C_1)\) since \(C_\lambda \subseteq C_1\).

To obtain the closed-form expression given by \(C_{\phi_{\lambda, a, d}}\), we use Proposition A1 (after relabeling variables) to show that
\[
\max_{\beta} \{y^T \beta : \|\beta\| \leq 1, a^T \lambda + d^T \beta \leq 0\} = \phi_{\lambda, a, d}(y) \tag{5.6}
\]

\[\square\]

**Remark 5.2** Although it is not needed in this case, convexity of \(\phi_{\lambda, a, d}\) in the case \(\|a\| \leq \|d\| = 1\) is implied by (5.6), since it is maximum of linear functions. This is in contrast with the case \(\|d\| \leq \|a\| = 1\) below, where proving convexity of \(\phi_{\lambda, a, d}\) is crucial, and harder to obtain.

**Remark 5.3** Setting \(\lambda\) to \(\tilde{x}/\|\tilde{x}\|\) is important to obtain a strictly feasible point for (5.3) and to ensure that \(C_1\) contains \((\tilde{x}, \tilde{y})\) in its interior. However, we can also consider \(\lambda\) in a neighborhood of \(\tilde{x}/\|\tilde{x}\|\) such that \(\|\lambda\| = 1\) and obtain the same result. This implies that, when \(n \geq 2\), we can obtain infinitely-many maximal \(S_{\leq 0}\)-free sets, as mentioned in Sect. 2.

The proof of Proposition 5.2 heavily relies on our assumptions \(\|a\| \leq \|d\|\) (to show (5.5)) and \(m > 1\) (to show (5.3)), so the natural question is whether these conditions are actually necessary for our statement to be true. Before moving on to the next case, we argue through illustrative examples why they indeed are.

**Example 5.1** Consider the following set of the type \(S_{\leq 0}\), which we denote \(S^1_{\leq 0}\):
\[
S^1_{\leq 0} = \{(x, y_1, y_2) \in \mathbb{R}^3 : |x| \leq \|y\|, \ ax + d^T y \leq 0\}
\]
with \(a = \frac{1}{\sqrt{2}}\) and \(d = \left(\frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}}\right)^T\). Let us consider the point \((\tilde{x}, \tilde{y}) = (-1, 0, 0)^T\), clearly satisfying the linear inequality, but not in \(S^1_{\leq 0}\). In Fig. 1 we show \(S^1_{\leq 0}\), the \(S^1_{\leq 0}\)-free set given by \(C_\lambda\), and the set \(C_1\) for \(\lambda = \frac{\tilde{x}}{\|\tilde{x}\|}\). Since in this case \(|a| = \frac{1}{\sqrt{2}} \leq 1 = \|d\|\) and \(m > 1\), we know \(C_1\) is maximal \(S^1_{\leq 0}\)-free.
Example 5.2  Consider the set \( S_{\leq 0}^2 \), defined as

\[
S_{\leq 0}^2 = \{ (x_1, x_2, y) \in \mathbb{R}^3 : \|x\| \leq |y|, \quad a^T x + dy \leq 0 \}
\]

with \( a = (-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})^T \) and \( d = \frac{1}{\sqrt{2}} \), and \((\bar{x}, \bar{y}) = (-1, -1, 0)^T\). This point satisfies the linear inequality in \( S_{\leq 0}^2 \), but it is not in \( S^2_{\leq 0} \). Let \( \lambda = \frac{\bar{x}}{\|\bar{x}\|} \).

In this case \( a^T \lambda = 0 \), and as a consequence \( G(\lambda) = \{-1\} \). This implies that \( C_1 = \{ (x_1, x_2, y) \in \mathbb{R}^3 : \frac{1}{\sqrt{2}} (x_1 + x_2) - y \leq 0 \} \). In contrast, a simple calculation using (2.10) yields

\[
\phi_{\lambda, a, d}(y) = \begin{cases} 
-y, & \text{if } y \leq 0 \\
\frac{y}{\sqrt{2}}, & \text{if } y > 0,
\end{cases}
\]

which implies

\[
C_{\phi_{\lambda, a, d}} = \{ (x, y) : \frac{1}{\sqrt{2}} (x_1 + x_2) - y \leq 0, \quad \frac{1}{\sqrt{2}} (x_1 + x_2) + \frac{1}{\sqrt{2}} y \leq 0 \}.
\]

Clearly, \( C_1 \neq C_{\phi_{\lambda, a, d}} \). This does not contradict Proposition 5.2 since \( \|a\| = 1 > \frac{1}{\sqrt{2}} = |d| \). Furthermore, we have no guarantee on the \( S^2_{\leq 0}\)-freeness of \( C_1 \) and, indeed, it is not. Figure 2 shows \( S^2_{\leq 0} \), the \( S^2_{\leq 0}\)-free set given by \( C_\lambda \), and the set \( C_1 \), which is clearly not \( S^2_{\leq 0}\)-free. The set \( C_{\phi_{\lambda, a, d}} \) is depicted in Fig. 3, see Example 5.4.

Example 5.3  Let \( n = 2, m = 1, a = (-\frac{3}{5}, \frac{4}{5})^T, d = 1, (\bar{x}, \bar{y}) = -(4, 3, 1), \) and \( \lambda = \frac{\bar{x}}{\|\bar{x}\|} \). Clearly, \( \|d\| = \|a\| = 1 \), and all hypotheses of Proposition 5.2 are satisfied, but \( m > 1 \). Note that \( (x, y) = (3, -4, 5) \in S_{\leq 0} \), and \( \lambda^T x + y = 0 + 5 > 0 \). Since \( G(\lambda) = \{-1\} \), the inequality implies that \( (x, y) \notin \text{int}(C_1) \). Thus, \( C_1 \) is not \( S_{\leq 0}\)-free.
5.2 Case 2: \( \|d\| \leq \|a\| = 1 \)

As we have seen in Example 5.2, when \( \|a\| \leq \|d\| \) does not hold, \( C_1 \) is not necessarily \( S_{\leq 0} \)-free. As we anticipated, we show below that a maximal \( S_{\leq 0} \)-free set is given by \( C_{\varphi \lambda, a, d} \), which in this case does not correspond to \( C_1 \).

5.2.1 Projecting-out the lineality space, and back

As before, we look for a maximal \( S_{\leq 0} \)-free set \( C \) containing \( C_\lambda \). The lineality space of \( C_\lambda \) is \( L = \{(x, y) : \lambda^T x = 0, y = 0\} \) and it must be contained in the lineality space of \( C \). By Theorem 3.4, \( \text{proj}_{L^\bot} C \) is maximal \( \text{proj}_{L^\bot} S_{\leq 0} \)-free, thus, we look for \( C \) by studying maximal \( \text{proj}_{L^\bot} S_{\leq 0} \)-free sets. \(^2\) Note that

\[
L^\bot = \text{lin}\{\lambda\} \times \mathbb{R}^m \quad \text{and} \quad \text{proj}_{L^\bot} S_{\leq 0} = \{(\lambda^T x, y) : \|x\| \leq \|y\|, a^T x + d^T y \leq 0\}. 
\]

Since we are interested in an \( S_{\leq 0} \)-free set containing \((\bar{x}, \bar{y})\), the following result guides us to where in \((\text{proj}_{L^\bot} S_{\leq 0})^c\) the projection of \((\bar{x}, \bar{y})\) is, thus motivating our construction of \( S_{\leq 0} \)-free set.

**Lemma 5.1** Consider \((\bar{x}, \bar{y})\) such that \( \|\bar{x}\| > \|\bar{y}\| \) and \( a^T \bar{x} + d^T \bar{y} \leq 0 \) and \( \lambda = \frac{\bar{x}}{\|\bar{x}\|} \). The projection of \((\bar{x}, \bar{y})\) onto \( L^\bot \) is given by \((\lambda^T \bar{x}, \bar{y})\) and satisfies

\[
\lambda^T \bar{x} > \max_x \{\lambda^T x : (x, \bar{y}) \in S_{\leq 0}\}. 
\]

**Proof** The fact that the projection of \((\bar{x}, \bar{y})\) onto \( L^\bot \) is given by \((\lambda^T \bar{x}, \bar{y})\) can be easily verified. Additionally,

\[
\max_x \{\lambda^T x : \|x\| \leq \|\bar{y}\|, a^T x + d^T \bar{y} \leq 0\} \leq \|\bar{y}\| < \|\bar{x}\| = \lambda^T \bar{x}. 
\]

\(^2\) The original motivation to look into the projection was to plot high-dimensional examples. These plots suggested that the complement of \( \text{proj}_{L^\bot} S_{\leq 0} \) is formed by two disjoint convex sets. This motivated the definition and study of (5.7) below.

@Springer
This lemma shows that the epigraph of the function
\[ y \mapsto \max_x \{ \lambda^T x : \|x\| \leq \|y\|, a^T x + d^T y \leq 0 \}, \quad (5.7) \]
contains the corresponding projection of \((\bar{x}, \bar{y})\) in its interior. In addition, such epigraph clearly does not contain an element of \(\text{proj}_{S \perp} S_{\leq 0}\) in its interior. This gives us a candidate for a maximal \(S_{\leq 0}\)-free set containing \((\bar{x}, \bar{y})\). Going back to the original space, the candidate becomes
\[ C_2 = \{(x, y) \in \mathbb{R}^{n+m} : (5.7) \leq \lambda^T x\}. \quad (5.8) \]
At this point, this is only a motivation. We can ensure \(\text{int}(C_2) \cap S_{\leq 0} = \emptyset\) directly, but we do not yet know if \(C_2\) is convex. In fact it is not, in general.

### 5.2.2 Convexity of \(C_2\)

We begin by showing that the function in (5.7) is defined over all \(\mathbb{R}^m\).

**Proposition 5.3** If \(\|d\| \leq \|a\|\), then for every \(y\) the set \(\{(x, y) : \|x\| \leq \|y\|, a^T x \leq -d^T y\}\) is not empty.

**Proof** It can be directly verified that \(x = -d^T y \frac{a}{\|a\|^2}\) belongs to the set. \(\square\)

We now provide a full characterization of the function defined in (5.7), which implies the convexity of \(C_2\).

**Proposition 5.4** Let \(\lambda \in \mathcal{D}_1(0), a \in \mathbb{R}^n\) and \(d \in \mathbb{R}^m\) such that \(\|d\| \leq \|a\| = 1\) (i.e. \(a \in \mathcal{D}_1(0)\)). Then, (5.7) = \(\phi_{\lambda, a, d}\). Furthermore, \(\phi_{\lambda, a, d}\) is sublinear and

- if \(\|d\| = 1 \wedge m > 1\), then \(\phi_{\lambda, a, d}\) is differentiable \(\mathbb{R}^m \setminus d\mathbb{R}_+\),
- otherwise \(\phi_{\lambda, a, d}\) is differentiable in \(\mathbb{R}^m \setminus \{0\}\).

**Remark 5.4** We recall the definition of \(\phi_{\lambda, a, d}\) to aid the reader.

\[ \phi_{\lambda, a, d}(y) = \begin{cases} \|y\|, & \text{if } \lambda^T a \|y\| + d^T y \leq 0 \\ \sqrt{\left(\|y\|^2 - (d^T y)^2\right)(1 - (\lambda^T a)^2)} - d^T y \lambda^T a, & \text{otherwise.} \end{cases} \]

The discussion of the convexity of \(\phi_{\lambda, a, d}\) in Remark 5.2, does not help in this case. Remark 5.2 shows convexity of \(\phi_{\lambda, a, d}\) when \(\|a\| \leq \|d\| = 1\), in which case \(\phi_{\lambda, a, d}\) is the maximum of linear functions in (5.6). In our current case, \(\phi_{\lambda, a, d}\) is no longer equal to (5.6) (see Example 5.2).

**Proof** We leave the proof that (5.7) = \(\phi_{\lambda, a, d}\) when \(\|d\| \leq \|a\| = 1\) in the appendix (Proposition A1). The fact that \(\phi_{\lambda, a, d}\) is positively homogeneous can be verified directly. Thus convexity and differentiability remains.

First, note that if \(\lambda = a\), then \(\phi_{\lambda, a, d}(y) = -d^T y\). This function is clearly sublinear and differentiable everywhere. On the other hand, if \(\lambda = -a\), then \(\phi_{\lambda, a, d}(y) = \|y\|\).
This function is clearly sublinear and differentiable everywhere but the origin. We now consider \( \lambda \neq \pm a \). Let

\[
A_1 := \{ y : \lambda^T a \|y\| + a^T y \leq 0 \}, \quad A_2 := \{ y : \lambda^T a \|y\| + a^T y \geq 0 \},
\]

and let \( \phi_{\lambda,a,d}^1 \) and \( \phi_{\lambda,a,d}^2 \) be the restriction of \( \phi_{\lambda,a,d} \) to \( A_1 \) and \( A_2 \), respectively.

To show that \( \phi_{\lambda,a,d} \) is convex we are going to use \([46, \text{Theorem } 3]\). In our particular case, since \( \phi_{\lambda,a,d} \) is positively homogeneous, this theorem implies that we just need to check that \( \phi_{\lambda,a,d} \) is convex on each convex subset of \( A_1 \) and \( A_2 \), \( \phi_{\lambda,a,d}^1 \) on \( A_1 \cap A_2 \), and that

\[
\phi_{\lambda}^1(y; \rho) + \phi_{\lambda}^1(y; -\rho) \geq 0, \text{ for all } \rho \in \mathbb{R}^m \setminus \{0\}, y \in A_1 \cap A_2.
\]

(5.10)

Here, \( \phi_{\lambda,a,d}^1(y; \rho) \) is the directional derivative of \( \phi_{\lambda,a,d} \) at \( y \) in the direction \( \rho \).

Clearly, \( \phi_{\lambda,a,d} \) is convex in each convex subset of \( A_1 \). The function \( \phi_{\lambda,a,d}^2 \) is of the form \( c_1 \|y\|_W - c_2 d^T y \), where \( W = I - d d^T \geq 0 \) and \( c_1, c_2 \in \mathbb{R}_+ \). Thus, \( \phi_{\lambda,a,d} \) is convex on each convex subset of \( A_2 \).

It is not hard to see that \( \phi_{\lambda,a,d}^1(y) = \phi_{\lambda,a,d}^2(y) \) for \( y \in A_1 \cap A_2 \).

Let us verify (5.10) for \( y \neq 0 \). For this, first notice that \( \phi_{\lambda,a,d}^1(y) \) is differentiable whenever \( y \neq 0 \). Likewise, \( \phi_{\lambda,a,d}^2(y) \) is differentiable whenever \( y \neq 0 \) if \( \|d\| < 1 \) or whenever \( y \notin d \mathbb{R}_+ \) if \( \|d\| = 1 \). However, if \( y \in A_1 \cap A_2 \setminus \{0\} \) and \( \|d\| = 1 \), then \( y \notin d \mathbb{R}_+ \), thus \( \phi_{\lambda,a,d}^2 \) is differentiable in a neighborhood of \( y \). Furthermore,

\[
\nabla \phi_{\lambda,a,d}^2(y) = \frac{(1 - (\lambda^T a)^2)(I - dd^T)y}{\sqrt{\|y\|^2 - (d^T y)^2}(1 - (\lambda^T a)^2)} - \lambda^T ad = \frac{y}{\|y\|} - \nabla \phi_{\lambda,a,d}^1(y).
\]

Therefore, \( \phi_{\lambda,a,d} \) is differentiable for \( y \neq 0 \) if \( \|d\| < 1 \) or for \( y \notin d \mathbb{R}_+ \) if \( \|d\| = 1 \). Thus, (5.10) holds with equality for \( y \in A_1 \cap A_2 \setminus \{0\} \).

It remains to verify (5.10) for \( y = 0 \). Let \( \rho \) be such that \( \rho \in A_1 \) and \( -\rho \in A_2 \). As \( \phi_{\lambda,a,d} \) is positively homogeneous, \( \phi_{\lambda,a,d}^1(0; \cdot) = \phi_{\lambda,a,d}^2(\cdot) \). Hence,

\[
\phi_{\lambda,a,d}^1(0; \rho) = \|\rho\| \text{ and } \phi_{\lambda,a,d}^1(0; -\rho) = \sqrt{1 - (\lambda^T a)^2} \sqrt{\|\rho\|^2 - (d^T \rho)^2} + d^T \rho \lambda^T a.
\]

We need to prove that

\[
\sqrt{1 - (\lambda^T a)^2} \sqrt{\|\rho\|^2 - (d^T \rho)^2} + d^T \rho \lambda^T a + \|\rho\| \geq 0.
\]

By Cauchy-Schwarz, \(|d^T \rho \lambda^T a| \leq \|d\| \|\rho\| < \|\rho\| \). Thus, \( d^T \rho \lambda^T a + \|\rho\| > 0 \). Since \( \sqrt{1 - (\lambda^T a)^2} \sqrt{\|\rho\|^2 - (d^T \rho)^2} \geq 0 \), the inequality follows.

We have proved that \( \phi_{\lambda,a,d} \) is convex and differentiable in \( \mathbb{R}^m \setminus \{0\} \) if \( \|d\| < 1 \) and in \( \mathbb{R}^m \setminus \mathbb{R}_+ \) if \( \|d\| = 1 \). It remains to show that if \( m = 1 \) and \( \|d\| = 1 \), then
Let us recall the set $\phi_{\lambda}$, Fig. 3 (orange) and the maximal $S_{\leq 0}$-free $C_2$ (blue) (colour figure online) in $D$.

In the cases where $\phi_{\lambda}$, figure online) just showed is $C_\lambda$ is $S_{\leq 0}$-free but not maximal, and $C_1$ is not $S_{\leq 0}$-free. Figure 3 depicts $C_2$, which we just showed is $S_{\leq 0}$-free and, due to Proposition 5.4, $C_2 = \phi_{\lambda,a,d}$. Thus, an explicit description of $C_2$ is in Example 5.2. Maximality of $C_2$ remains to be proved, and it is the subject of the next section.

5.2.3 Maximality proof

**Proposition 5.5** Let $\lambda \in D(1(0))$, $a \in \mathbb{R}^n$ and $d \in \mathbb{R}^m$ such that $\|d\| \leq \|a\| = 1$ (i.e. $a \in D(1(0))$). Then $C_2 = \phi_{\lambda,a,d}$ is maximal $S_{\leq 0}$-free. Additionally, if $(\bar{x}, \bar{y})$ satisfies (2.8), i.e. $\|\bar{x}\| > \|\bar{y}\| \land a^T \bar{x} + d^T \bar{y} \leq 0$, then $\lambda = \frac{\bar{x}}{\|\bar{x}\|}$ ensures $(\bar{x}, \bar{y}) \in \text{int}(C_2)$.

**Proof** We already know $C_2$ is convex. Moreover, $C_2$ is $S_{\leq 0}$-free since every $(x, y) \in S_{\leq 0}$ is feasible for the optimization problem (5.7). We now focus on proving maximality. In the cases where $\phi_{\lambda,a,d}$ is differentiable in $\mathbb{R}^m \setminus \{0\}$, we have

$$C_2 = \{(x, y) \in \mathbb{R}^{n+m} : \nabla \phi_{\lambda,a,d}(\beta)^T y \leq \lambda^T x, \forall \beta \in D(1(0))\}.$$ 

Let $\beta \in D(1(0))$ and let $x_\beta$ be the optimal solution of the problem (5.7). That is, $\lambda^T x_\beta = \phi_{\lambda,a,d}(\beta)$. By Lemma 4.1, the inequality $-\lambda^T x + \nabla \phi_{\lambda,a,d}(\beta)^T y \leq 0$ is exposed by $(x_\beta, \beta)$.

The only remaining case is $\|d\| = 1 \land m > 1$, where $\phi_{\lambda,a,d}$ is only differentiable in $D(1(0)) \setminus \{d\}$. Since in this case $m > 1$ we can safely remove a single inequality from the outer-description of $C_2$ without affecting it, i.e.,

$$C_2 = \{(x, y) \in \mathbb{R}^{n+m} : \nabla \phi_{\lambda,a,d}(\beta)^T y \leq \lambda^T x, \forall \beta \in D(1(0)) \setminus \{d\}\}.$$ 

Using the same argument as above we can find an exposing point of each inequality $-\lambda^T x + \nabla \phi_{\lambda,a,d}(\beta)^T y \leq 0$ for $\beta \in D(1(0)) \setminus \{d\}$. The fact that $(\bar{x}, \bar{y}) \in \text{int}(C_2)$ when $\lambda = \frac{\bar{x}}{\|\bar{x}\|}$ follows directly since $C_\lambda \subseteq C_2$. 

$\square$
6 Non-homogeneous quadratics

We now consider the set \( S^g \) defined in (2.4), that is,
\[
S^g = \{ (x, y) \in \mathbb{R}^{n+m} : \| x \| \leq \| y \|, a^T x + d^T y = -1 \},
\]
and consider \((\bar{x}, \bar{y}) \notin S^g\) satisfying (2.6) (i.e. only violating the nonlinear constraint in \( S^g \)). As in Sect. 5, we begin by dismissing a simple case.

Remark 6.1 When \( \| a \| \leq \| d \| \land m = 1, S^g \) is convex. Indeed, as \( d \neq 0 \) (if not, then \( a = 0 \) and \( S^g = \emptyset \)) we can write \( y = \frac{1}{d}(-1 - a^T x) \) and consequently
\[
S^g = \{ (x, y) \in \mathbb{R}^{n+1} : \| x \|^2 \leq \frac{1}{d^2}(1 + 2a^T x + (a^T x)^2), a^T x + d^T y = -1 \}
\]
\[
= \{ (x, y) : x^T \left( I - \frac{1}{d^2}aa^T \right) x - \frac{1}{d^2}(1 + 2a^T x) \leq 0, a^T x + d^T y = -1 \}.
\]
Since \( I - \frac{1}{d^2}aa^T \succeq 0 \) whenever \( |d| \geq \| a \| \), the set \( S^g \) is convex.

Similarly to Sect. 5, we distinguish the following cases:

Case 1: \( \| a \| \leq \| d \| = m > 1 \). \hspace{1cm} Case 2: \( \| d \| < \| a \| = 1 \).

Since \( S^g \subsetneq S_{\leq 0} \), then \( C_1 (C_2) \) is \( S^g \)-free in Case 1 (Case 2) as per Sect. 5. It is natural to wonder whether these sets are already maximal for \( S^g \).

6.1 Case 1: \( \| a \| \leq \| d \| = m > 1 \)

The intuition for this case is as follows. We showed maximality of \( C_1 \) with respect to \( S_{\leq 0} \) by exploiting that \( C_1 \) is defined by the inequalities of \( C_\lambda \) exposed by elements in \( S_{\leq 0} \). Similarly, we study which inequalities of \( C_1 \) are exposed by a point of \( S^g \). Recall that
\[
C_1 = \{ (x, y) \in \mathbb{R}^{n+m} : -\lambda^T x + \beta^T y \leq 0, \forall \beta \in G(\lambda) \},
\]
where \( G(\lambda) = \{ \beta \in \mathbb{R}^m : \| \beta \| = 1, a^T \lambda + d^T \beta \leq 0 \} \).

Consider an inequality in the definition of \( C_1 \) given by \((-\lambda, \beta); 0\) such that \( a^T \lambda + d^T \beta < 0 \). Then, the point \((\lambda, \beta) \in S_{\leq 0}\) can be scaled by \( \mu = \frac{-1}{a^T \lambda + d^T \beta} \) to the exposing point \( \mu(\lambda, \beta) \in S^g \). Thus, almost every inequality describing \( C_1 \) is exposed by points of \( S^g \). As for the inequalities \((-\lambda, \beta); 0\) with \( a^T \lambda + d^T \beta = 0 \), we will show that we can drop them from the description of \( C_1 \), without changing it. To do so, we use the following intermediate lemma.

Lemma 6.1 Consider \( \alpha \in \mathbb{R}^m \), with \( m > 1 \) and \( \alpha_0 \in \mathbb{R} \) such that
\[
\{ \beta \in \mathbb{R}^m : \alpha^T \beta < \alpha_0, \| \beta \| \leq 1 \} \neq \emptyset.
\]
Additionally, consider \( \beta_0 \) such that \( \| \beta_0 \| = 1 \land \alpha^T \beta_0 = \alpha_0 \). Then, there exists a sequence \((\beta_i)_{i \in \mathbb{N}}\) such that \( \| \beta_i \| = 1, \alpha^T \beta_i < \alpha_0 \) and \( \lim_{i \to \infty} \beta_i = \beta_0 \).

**Proof** From assumption (6.1), for \( \epsilon > 0 \) small enough, the following optimization problem is feasible

\[
\nu(\epsilon) := \max\{\beta^T \beta : \alpha^T \beta \leq \alpha_0 - \epsilon, \| \beta \| \leq 1\}.
\]

Let \( \beta_\epsilon \) be an optimal solution of (6.2). Since \( m > 1 \), we may assume \( \| \beta_\epsilon \| = 1 \) and feasibility implies \( \alpha^T \beta_\epsilon < \alpha_0 \). Since (6.2) is a convex problem, \( \nu(\epsilon) \) is continuous (see e.g. [15, Section 5.6.1]) and, additionally, \( \nu(0) = \| \beta_0 \| = 1 \), therefore \( \beta_0^T \beta_\epsilon \to 1 \) when \( \epsilon \to 0 \). As \( \beta_0^T \beta_\epsilon = 1 - \frac{1}{2} \| \beta_0 - \beta_\epsilon \|^2 \), we conclude that \( \beta_\epsilon \to \beta_0 \) when \( \epsilon \to 0 \). The definition of the sequence using \( \beta_\epsilon \) follows directly. \(\Box\)

**Theorem 6.1** Consider a non-convex set \( S^g \) defined as (2.4), with \( \| a \| \leq \| d \| = 1 \land m > 1 \), and \((\tilde{x}, \tilde{y})\) satisfying (2.6), i.e. \( \| \tilde{x} \| > \| \tilde{y} \| \land a^T \tilde{x} + d^T \tilde{y} = -1 \). Let \( \lambda = \frac{\tilde{x}}{\| \tilde{x} \|}, \) and \( H = \{ (x, y) \in \mathbb{R}^{n+m} : a^T x + d^T y = -1 \} \). Then, \( C_1 \) is maximal \( S_{\leq 0}\)-free with respect to \( H \) and contains \((\tilde{x}, \tilde{y})\) in its interior.

**Proof** By Proposition 5.2, we know that \( C_1 \) is maximal \( S_{\leq 0}\)-free. Thus, \( C_1 \) is \( S_{\leq 0}\)-free with respect to \( H \). From the proof of Proposition 5.2 we know that \{\( \beta \in \mathbb{R}^m : \| \beta \| \leq 1, a^T \lambda + d^T \beta < 0 \)\} \( \neq \emptyset \). Since \( m > 1 \), Lemma 6.1 implies that every \( \beta \) such that \( a^T \lambda + d^T \beta = 0 \) can be obtained as a limit, thus

\[
C_1 = \{ (x, y) \in \mathbb{R}^{n+m} : -\lambda^T x + \beta^T y \leq 0, \forall \beta \in \hat{G}(\lambda) \},
\]

where \( \hat{G}(\lambda) = \{ \beta \in \mathbb{R}^m : \| \beta \| = 1, a^T \lambda + d^T \beta < 0 \} \). Consider \( \beta_0 \in \hat{G}(\lambda) \). As we saw in Proposition 5.1, \((\lambda, \beta_0) \in C_1 \cap S_{\leq 0}\) exposes the inequality \((\lambda, \beta_0)\). As \( C_1 \cap S_{\leq 0}\) is a (non-convex) cone, we have that for any \( \mu > 0 \), \( \mu (\lambda, \beta_0) \in C_1 \cap S_{\leq 0}\) exposes the inequality \((\lambda, \beta_0)\). Since \( a^T \lambda + d^T \beta_0 < 0 \), \( \mu = -\frac{1}{a^T \lambda + d^T \beta_0} > 0 \) and so

\[
-\frac{(\lambda, \beta_0)}{a^T \lambda + d^T \beta_0} \in S_{\leq 0} \cap H \cap C_1,
\]

exposes the inequality \((\lambda, \beta_0)\). The claim now follows from Theorem 3.2. \(\Box\)

The above theorem states that obtaining a maximal \( S^g \)-free set in this case amounts to simply using the maximal \( S_{\leq 0}\)-free set \( C_1 \), and then intersecting with \( H \) (recall that \( S^g = S_{\leq 0} \cap H \)). Note that in this case \( \lambda \) can also be fixed to other values and produce different maximal \( S^g \)-free set, as per our discussion in Remark 5.3.

The next case is considerably different.

**6.2 Case 2:** \( \| d \| < \| a \| = 1 \)

Unfortunately, in this case the maximal \( S_{\leq 0}\)-free set \( C_2 \) is not maximal \( S^g \)-free, as the following example shows.
Example 6.1 We continue with $S^2_{\leq 0}$ defined in Example 5.2. In Fig. 3 we showed how $C_2$ gives us a maximal $S^2_{\leq 0}$-free set. If we now consider $H = \{(x, y) \in \mathbb{R}^{n+m} : a^T x + d^T y = -1\}$ with $a = (-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})^T$ and $d = \frac{1}{\sqrt{2}}$, we do not obtain that $C_2 \cap H$ is maximal $S^2_{\leq 0} \cap H$-free, as shown by Fig. 4.

Figure 4 displays an interesting feature though: the inequalities defining $C_2$ seem to have the correct “slope” and just need to be translated. In what follows, we show that this idea yields maximal $S^g$-free sets.

6.2.1 Set-up

Recall that $C_2 = C_{\phi_{\lambda},a,d}$ and note that, since $\|d\| < \|a\| = 1$, $\phi_{\lambda,a,d}$ is differentiable in $D_1(0)$ (see Proposition 5.4). Thus we can write

\[
C_2 = \{(x, y) : \phi_{\lambda,a,d}(y) \leq \lambda^T x\} = \{(x, y) : -\lambda^T x + \nabla \phi_{\lambda,a,d}(\beta)^T y \leq 0, \forall \beta \in D_1(0)\}.
\]

We denote by $r(\beta)$ the maximum we can relax each inequality of $C_2$ such that

\[
C^g_{\phi_{\lambda,a,d}} = \{(x, y) : -\lambda^T x + \nabla \phi_{\lambda,a,d}(\beta)^T y \leq r(\beta), \forall \beta \in D_1(0)\}, \tag{6.3}
\]

is $S^g$-free. Note that when $\beta$ satisfies $\lambda^T a + d^T \beta < 0$, the inequalities of $C_2$ are the same as the ones of $C_1$ and, just like in Sect. 6.1, they have exposing points in $S^g$. An inequality of this type can be seen in Fig. 4b: it is the inequality of $C_2$ tangent to $S$ at one of its exposing points. Thus, we expect that $r(\beta) = 0$ when $\lambda^T a + d^T \beta < 0$. In the following we find $r(\beta)$ when $\lambda^T a + d^T \beta \geq 0$ and show maximality of the resulting set.

As in Sect. 5.2, not all statement in this section require $\lambda = \frac{\hat{x}}{\|\hat{x}\|}$. However, we assume $\lambda \neq \pm a$. This assumption is not restrictive when constructing maximal $S^g$-free sets, as the following remark shows.
Remark 6.2 If $\lambda = -a$, then for every $\beta \in D_1(0)$ it holds that $\lambda^T a + d^T \beta < 0$. In this case $r(\beta)$ will be simply defined as $0$ everywhere and $C^g_{\phi_{\lambda,a,d}} = C_2$. This means all inequalities defining $C^g_{\phi_{\lambda,a,d}}$ have an exposing point in $S^g$ and maximality follows directly.

On the other hand, if we take $\lambda = \bar{x} \parallel \bar{x} \parallel$ with $(\bar{x}, \bar{y}) \in H$ and $\parallel \bar{x} \parallel > \parallel \bar{y} \parallel$, we have that if additionally $\lambda = a$

$$a^T \bar{x} + d^T \bar{y} = -1 \iff \parallel \bar{x} \parallel + d^T \bar{y} = -1 \Rightarrow \parallel \bar{y} \parallel + d^T \bar{y} < -1.$$ 

The latter cannot be, as $\parallel d \parallel < 1$.

Remark 6.3 The assumption $\lambda \neq \pm a$ has an unexpected consequence: as $\lambda \neq \pm a$ and $\parallel a \parallel = \parallel \lambda \parallel = 1$, it must hold that $n \geq 2$. This implicit assumption, however, does not present an issue: whenever $n = 1$ either $\lambda = a$ or $\lambda = -a$. By Remark 6.2, if we use $\lambda = \bar{x} \parallel \bar{x} \parallel$, then $\lambda = -a$. Thus, $C^g_{\phi_{\lambda,a,d}} = C_2$ and maximality holds.

6.2.2 Construction of $r(\beta)$

Let $\beta \in D_1(0)$ be such that $\lambda^T a + d^T \beta \geq 0$. Then, the face of $C_2$ defined by the valid inequality $-\lambda^T x + \nabla \phi_{\lambda,a,d}(\beta)^T y \leq 0$ does not intersect $S^g$. See Lemma A1 for a proof of this statement. In particular, the inequality is not exposed by any point in $S^g \cap C_2$. However, it is exposed by $(x_\beta, \beta) \in S_{\leq 0}$, where $x_\beta$ is the optimal solution of (5.7) (see the proof of Proposition 5.5). Note that $(x_\beta, \beta) \in H_0 = \{ (x, y) : a^T x + d^T y = 0 \}$, as otherwise we can scale it so that it belongs to $S^g$.

The quantity $r(\beta)$ is the amount we need to relax the inequality in order to be an “asymptote”, and we compute it as follows. We first find a sequence of points, $(x_n, y_n)_{n \in \mathbb{N}}$, in $S_{\leq 0}$ that converge to $(x_\beta, \beta)$, enforcing that no element of the sequence belongs to $H_0$. To do so, we take $y_n = \beta$ and $x_n$ such that $\parallel x_n \parallel = 1, a^T x_n + d^T \beta < 0$, and $x_n \to x_\beta$. Such a sequence always exists: since we are assuming $\parallel a \parallel = 1$ and $\parallel d \parallel < 1$ it follows that $-a \in \{ x \in \mathbb{R}^n : a^T x + d^T \beta < 0, \parallel x \parallel \leq 1 \}$.

The sequence $x_n$ is then obtained in virtue of Lemma 6.1 (using $n$ in place of $m$, which satisfies $n > 1$ as mentioned in Remark 6.3). Then, we scale the sequence:

$$z_n = -\frac{(x_n, \beta)}{a^T x_n + d^T \beta} \in S^g.$$ (6.4)

This last scaled sequence diverges, as the denominator goes to 0. The idea is that the violation $(-\lambda, \nabla \phi_{\lambda,a,d}(\beta))^T z_n$ given by this sequence will give us, in the limit, the maximum relaxation that will ensure $S^g$-freeness. We illustrate such a sequence with our running example.
Fig. 5 Projection onto \((x_1, x_2)\) of \(S_{\leq 0}^2 \cap H\) (orange) and \(C_2\) (blue), along with the first two coordinates of the sequence \((z_n)_{n \in \mathbb{N}}\) defined in Example 6.2 for several values of \(n\) (red). The sequence is diverging “downwards” (colour figure online).

**Example 6.2** We continue with Example 6.1. From Examples 5.2 and 5.4,

\[ C_2 = \left\{ (x, y) : \frac{1}{\sqrt{2}}(x_1 + x_2) - y \leq 0, \frac{1}{\sqrt{2}}(x_1 + x_2) + \frac{1}{\sqrt{2}}y \leq 0 \right\}. \quad (6.5) \]

It is not hard to check that \(-\left(1, 1, \sqrt{2}\right) \in S_{\leq 0}^2 \cap H \cap C_2\) exposes the leftmost inequality in (6.5). This is the tangent point in Fig. 4b we discussed above. On the other hand, the rightmost inequality in (6.5), which is obtained from \(\beta = 1\), does not have an exposing point in \(S_{\leq 0}^2 \cap H \cap C_2\), and corresponds to an inequality we should relax as per our discussion. This inequality, however, is exposed by \((x_\beta, \beta) = (0, -1, 1) \in S_{\leq 0}^2 \cap C_2\).

Consider the following sequence

\[ (x_n, \beta) = \left( \frac{1}{\sqrt{n^2 + 1}}, -\frac{n}{\sqrt{n^2 + 1}}, 1 \right) \in S_{\leq 0}^2. \]

Clearly \(x_n \to x_\beta = (0, -1)\) and

\[ a^T x_n + d^T \beta = \frac{1}{\sqrt{2}} \left( -\frac{1}{\sqrt{n^2 + 1}} - \frac{n}{\sqrt{n^2 + 1}} + 1 \right) < 0. \]

Now we scale the sequence to obtain \(z_n \in S_{\leq 0}^2 \cap H\) as in (6.4). Continuing with Fig. 4, in Fig. 5 we plot the first two components of the sequence \((z_n)_{n \in \mathbb{N}}\) along with \(S_{\leq 0}^2 \cap H \cap C_2\). From this figure we can anticipate where our argument is going: the sequence \((z_n)_{n \in \mathbb{N}}\) moves along the boundary of \(S_{\leq 0}^2 \cap H\) towards an “asymptote” from where we can deduce \(r(\beta)\).

Motivated by the discussion above, we define

\[ r(\beta) = \lim_{n \to \infty} (-\lambda, \nabla \phi_{\lambda, a, d}(\beta))^T z_n = -\lim_{n \to \infty} \frac{-\lambda^T x_n + \nabla \phi_{\lambda, a, d}(\beta)^T \beta}{a^T x_n + d^T \beta}. \]

In what follows, we show that this limit is well-defined, and that such definition of \(r(\beta)\) yields the desired maximal \(S^8\)-free set.
6.2.3 Computing $r(\beta)$

Since $x_\beta \in H_0$ and it is the optimal solution of (5.7)

$$\nabla \phi_{\lambda,a,d}(\beta)^T \beta = \phi_{\lambda,a,d}(\beta) = \lambda^T x_\beta,$$

and $d^T \beta = -a^T x_\beta$.

Thus,

$$r(\beta) = -\lim_{n \to \infty} \frac{-\lambda^T x_n + \lambda^T x_\beta}{a^T x_n - a^T x_\beta} = \lim_{n \to \infty} \frac{\lambda^T (x_n - x_\beta)}{a^T (x_n - x_\beta)}.$$

From the explicit expression of $x_\beta$ (see (A.3)), we can see that $x_\beta \in \Lambda := \text{lin}\{\lambda, a\}$. Note that $\Lambda$ is 2-dimensional, since $\lambda \neq \pm a$ (see Remark 6.2). Furthermore, we can assume that $x_n$ also belongs to $\Lambda$ as any other component of $x_n$ is irrelevant for the value of the limit. Indeed, as $\mathbb{R}^n = \Lambda \oplus \Lambda^\perp$, then $x_n = x_n^\parallel + x_n^\perp$, where $x_n^\parallel \in \Lambda$ and $x_n^\perp \in \Lambda^\perp$, and

$$\frac{\lambda^T (x_n - x_\beta)}{a^T (x_n - x_\beta)} = \frac{\lambda^T (x_n^\parallel - x_\beta)}{a^T (x_n^\parallel - x_\beta)}.$$

To compute the limit observe that

$$\frac{\lambda^T (x_n - x_\beta)}{a^T (x_n - x_\beta)} = \frac{\lambda^T \frac{x_n-x_\beta}{\|x_n-x_\beta\|}}{a^T \frac{x_n-x_\beta}{\|x_n-x_\beta\|}}.$$

Notice that $\frac{x_n-x_\beta}{\|x_n-x_\beta\|}$ converges, as $x_n \in \Lambda$, $\|x_n\| = 1$, and $x_n \to x_\beta$. Let $\hat{x}$ be the limit of the ratio $\frac{x_n-x_\beta}{\|x_n-x_\beta\|}$ and note that $\hat{x}$ is orthogonal to $x_\beta$. Indeed,

$$x_\beta^T \hat{x} = \lim_{n \to \infty} x_\beta^T \frac{x_n-x_\beta}{\|x_n-x_\beta\|} = \lim_{n \to \infty} \frac{x_\beta^T x_n - 1}{\|x_n-x_\beta\|} = \lim_{n \to \infty} -\frac{\|x_n-x_\beta\|^2}{2\|x_n-x_\beta\|} = 0.$$

Hence,

$$r(\beta) = \lim_{n \to \infty} \frac{\lambda^T (x_n - x_\beta)}{a^T (x_n - x_\beta)} = \frac{\lambda^T \hat{x}}{a^T \hat{x}}.$$

Since we are interested in the quotient of $\lambda^T \hat{x}$ and $a^T \hat{x}$, any multiple of $\hat{x}$ can be used, that is, any vector orthogonal to $x_\beta$ in $\Lambda$. Using $\lambda$ and $a$ as basis for $\Lambda$, we have that for $x \in \Lambda$ with coordinates $x_\lambda$ and $x_a$, the vector $y$ with coordinates $y_\lambda = -(x_a + x_\lambda \lambda^T a)$ and $y_a = x_\lambda + x_a \lambda^T a$ is orthogonal to $x$. Indeed,

$$x^T y = (x_\lambda \lambda + x_a a)^T (y_\lambda \lambda + y_a a) = x_\lambda y_\lambda + x_a y_a + (x_\lambda y_a + x_a y_\lambda) \lambda^T a = (x_\lambda + x_a \lambda^T a) y_\lambda + (x_a + x_\lambda \lambda^T a) y_a = 0.$$
Thus, let \( \tilde{x} = -(x_{\beta a} + x_{\beta \lambda} \lambda^T a) \lambda + (x_{\beta \lambda} + x_{\beta a} \lambda^T a) a. \) Given that \( \lambda^T a + d^T \beta \geq 0, \) from (A.3) we have

\[
x_{\beta} = \sqrt{\frac{1 - (d^T \beta)^2}{1 - (\lambda^T a)^2}} \lambda - \left( d^T \beta + \lambda^T a \sqrt{\frac{1 - (d^T \beta)^2}{1 - (\lambda^T a)^2}} \right) a.
\]

(6.6)

Note that while this last explicit formula for \( x_{\beta} \) is the one stated for the case \( \lambda^T a + d^T \beta > 0, \) it also holds when \( \lambda^T a + d^T \beta = 0. \) Therefore,

\[
\tilde{x} = (d^T \beta) \lambda + \left( \sqrt{\frac{1 - (d^T \beta)^2}{1 - (\lambda^T a)^2}} \right) - \left( d^T \beta + \lambda^T a \sqrt{\frac{1 - (d^T \beta)^2}{1 - (\lambda^T a)^2}} \right) \lambda^T a \)
\]

\[
= (d^T \beta) \lambda + \phi_{\lambda, a, d}(\beta) a.
\]

Altogether, we obtain

\[
r(\beta) = \frac{\lambda^T \tilde{x}}{\tilde{x}} = \frac{d^T \beta + \lambda^T a \phi_{\lambda, a, d}(\beta)}{\phi_{\lambda, a, d}(\beta) + d^T \beta \lambda^T a}.
\]

Note that if \( \lambda^T a + d^T \beta = 0, \) then \( r(\beta) = 0. \) We summarize the above discussion in the following result.

Lemma 6.2 Let \( \alpha, \lambda, \beta \in D_1(0), d \) such that \( \|d\| < \|a\| = 1, \) and \( \lambda \neq \pm a \) be such that \( \|d\| < \|a\| \) and \( \lambda^T a + d^T \beta \geq 0. \) Then, every sequence \((x_n)_{n \in \mathbb{N}} \subseteq \text{lin} \{\lambda, a\}\) converging to \( x_{\beta} \) such that \( \|x_n\| = 1 \) and \( a^T x_n + d^T \beta < 0, \) satisfies

\[
r(\beta) = \lim_{n \to \infty} \frac{\lambda^T (x_n - x_{\beta})}{a^T (x_n - x_{\beta})} = \frac{d^T \beta + \lambda^T a \phi_{\lambda, a, d}(\beta)}{\phi_{\lambda, a, d}(\beta) + d^T \beta \lambda^T a}.
\]

Such sequences are always guaranteed to exist.

Therefore, for \( \beta \in D_1(0), \) we define

\[
r(\beta) = \begin{cases} 
0, & \text{if } \lambda^T a + d^T \beta \leq 0 \\
\frac{d^T \beta + \lambda^T a \phi_{\lambda, a, d}(\beta)}{\phi_{\lambda, a, d}(\beta) + d^T \beta \lambda^T a}, & \text{otherwise}.
\end{cases}
\]

(6.7)

We extend \( r \) to \( y \in \mathbb{R}^m \setminus \{0\} \) by \( r(y) = r \left( \frac{y}{\|y\|} \right) \) and leave it undefined at 0.

Example 6.3 We continue with our running example in Example 6.2. In this case \( r(-1) = 0, \) and since \( \phi_{\lambda, a, d}(\beta) = 1/\sqrt{2}, \lambda^T a = 0 \) and \( d = 1/\sqrt{2} \) it can be checked that \( r(1) = 1. \) Now, let

\[
C^g_{\phi_{\lambda, a, d}} = \left\{ (x, y) : -\lambda^T x + \nabla \phi_{\lambda, a, d}(\beta)^T y \leq r(\beta), \text{ for all } \beta \in D_1(0) \right\}
\]

Springer
(a) $S^2_{\leq 0}$ (orange), $H$ (green) and $C_{\phi_{\lambda,a,d}}^{g}$ (blue). $C_{\phi_{\lambda,a,d}}^{g}$ is no longer $S^2_{\leq 0}$-free.

(b) Projection onto $(x_1, x_2)$ of $S^2_{\leq 0} \cap H$ (orange) and $C_{\phi_{\lambda,a,d}}^{g} \cap H$ (blue).

**Fig. 6** Plots of $S^2_{\leq 0}$, $H$ and $C_{\phi_{\lambda,a,d}}^{g}$ as defined in Example 6.3 showing that $C_{\phi_{\lambda,a,d}}^{g}$ is maximal $S^2_{\leq 0}$-free with respect to $H$ (colour figure online).

\[
\begin{aligned}
\{ (x, y) : & \frac{1}{\sqrt{2}}(x_1 + x_2) - y \leq 0, \frac{1}{\sqrt{2}}(x_1 + x_2) + \frac{1}{\sqrt{2}}y \leq 1 \}.
\end{aligned}
\]

Figure 6 shows the same plots as Fig. 4 with $C_{\phi_{\lambda,a,d}}^{g}$ instead of $C_{2}$.

The characterization of $r$ as a limit is going to be useful to prove maximality of $C_{\phi_{\lambda,a,d}}^{g}$. However, to show that $C_{\phi_{\lambda,a,d}}^{g}$ is $S^g$-free, we need a different interpretation of $r$, which connects it with the dual of (5.7). Under the assumptions of Lemma 6.2, we show in Proposition A1 that the lagrangian dual of (5.7) is given by

\[
\inf_{\theta} \{ \|\lambda - \theta a\|y\| - \theta d^T y : \theta \geq 0 \}.
\]

Moreover, the optimal dual solution is $\theta : \mathbb{R}^m \to \mathbb{R}_+ \cup \{+\infty\}$,

\[
\theta(y) = \begin{cases} 
0, & \text{if } \lambda^T a \|y\| + d^T y \leq 0 \\
\lambda^T a + d^T y \frac{1- (\lambda^T a)^2}{\sqrt{\|y\|^2 - (d^T y)^2}}, & \text{otherwise.}
\end{cases}
\]

The following unexpected lemma, whose proof we leave in the appendix, links $\theta(\beta)$ and $r(\beta)$.

**Lemma 6.3** For every $\beta \in D_1(0)$ and every $\mu \in \mathbb{R}$, $\mu > 0$, it holds that $r(\beta) = \theta(\mu \beta)$, where $\theta(\mu \beta)$ is the optimal dual solution of the optimization problem (5.7).

### 6.2.4 $S^g$-freeness and maximality proofs

**Theorem 6.2** Let $\lambda \in D_1(0)$ such that $\lambda \neq \pm a$, $C_{\phi_{\lambda,a,d}}^{g}$ defined in (6.3), that is,

\[
C_{\phi_{\lambda,a,d}}^{g} = \{ (x, y) : -\lambda^T x + \nabla \phi_{\lambda,a,d}(\beta)^T y \leq r(\beta), \text{ for all } \beta, \|\beta\| = 1 \}.
\]
with \( r(\beta) \) as in (6.7), and \( S^g \) defined as in (2.4), with \( \|d\| < \|a\| = 1 \). Then, \( C^g_{\phi_{\lambda,a,d}} \) is \( S^g \)-free.

**Proof** \( C^g_{\phi_{\lambda,a,d}} \) is clearly convex. Let \((x_0, y_0) \in S^g\) and let \( \beta_0 = \frac{m}{\|y_0\|} \). The claim will follow if we are able to show that \(-\lambda^T x_0 + \nabla \phi_{\lambda,a,d}(\beta_0)^T y_0 \geq r(\beta_0)\). Since \( x_0 \) satisfies \( \|x_0\| \leq \|y_0\| \) and \( a^T x_0 + d^T y_0 = -1 \), it follows that

\[
\lambda^T x_0 \leq \max_x \{ \lambda^T x : \|x\| \leq \|y_0\|, a^T x + d^T y_0 \leq -1 \}.
\]

By weak duality we have

\[
\max_x \{ \lambda^T x : \|x\| \leq \|y_0\|, a^T x + d^T y_0 \leq -1 \} \leq \inf_{\theta \geq 0} \|y_0\| \|\lambda - a\theta\| - (d^T y_0 + 1)\theta.
\]

Recall that \( \theta(y_0) \) is the optimal dual solution to the optimization problem (5.7), which corresponds to \( \phi_{\lambda,a,d}(y_0) \). Thus, it holds that \( \theta(y_0) \in \mathbb{R}_+ \) and \( \theta(y_0) < +\infty \) because \( \|d\| < 1 \). Consequently,

\[
\inf_{\theta \geq 0} \|y_0\| \|\lambda - a\theta\| - (d^T y_0 + 1)\theta \leq \|y_0\| \|\lambda - a\theta(y_0)\| - (d^T y_0 + 1)\theta(y_0)
\]

\[
= \phi_{\lambda,a,d}(y_0) - \theta(y_0),
\]

where the last equality follows from the strong duality. See Proposition A1. All the inequalities together show that

\[
\lambda^T x_0 \leq \phi_{\lambda,a,d}(y_0) - \theta(y_0).
\]

From Lemma 6.3 it follows \( \theta(y_0) = \theta(\beta_0) = r(\beta_0) \). Thus,

\[
-\lambda^T x_0 + \phi_{\lambda,a,d}(y_0) \geq r(\beta_0),
\]

as we wanted to establish. \( \square \)

**Theorem 6.3** Let \( \lambda, a, d, S^g \) and \( C^g_{\phi_{\lambda,a,d}} \) be as in Theorem 6.2, and \( H = \{(x, y) \in \mathbb{R}^{n+m} : a^T x + d^T y = -1\} \). Then, \( C^g_{\phi_{\lambda,a,d}} \) is maximal \( S^g \)-free with respect to \( H \). Additionally, if \( \lambda = \frac{\bar{x}}{\|\bar{x}\|} \) with \((\bar{x}, \bar{y}) \in H \) and \( \|\bar{x}\| > \|\bar{y}\| \), then \((\bar{x}, \bar{y}) \in \text{int}(C^g_{\phi_{\lambda,a,d}}) \).

**Proof** Theorem 6.2 established \( S^g \)-freeness. To show maximality we will use Theorem 3.3, that is, we will show that every inequality of \( C^g_{\phi_{\lambda,a,d}} \) is either exposed by a point in \( S^g \cap C^g_{\phi_{\lambda,a,d}} \) or exposed at infinity by a sequence in \( S^g \).

Let \( \beta_0 \in D_1(0) \) and consider the valid inequality \(-\lambda^T x + \nabla \phi_{\lambda,a,d}(\beta_0)^T y \leq r(\beta_0) \). Assume, first, that \( a^T \lambda + d^T \beta_0 < 0 \) as \( a^T \lambda + d^T \beta_0 < 0 \), we have that \( r(\beta_0) = 0 \), \( \phi_{\lambda,a,d}(\beta_0) = \|\beta_0\| = 1 \), and \( \nabla \phi_{\lambda,a,d}(\beta_0) = \beta_0 \). Hence, the inequality is \(-\lambda^T x + \beta_0^T y \leq 0 \). It is exposed by

\[
-\frac{1}{a^T \lambda + d^T \beta_0}(\lambda, \beta_0) \in S^g \cap C_2 \subseteq S^g \cap C^g_{\phi_{\lambda,a,d}}.
\]
Now, let us assume that $a^T \lambda + d^T \beta_0 \geq 0$. We will show that $-\lambda^T x + \nabla \phi_{\lambda,a,d}(\beta_0)^T y \leq r(\beta_0)$ is exposed at infinity. Let $(x_n) \subseteq \text{lin}\{\lambda, a\}$ be a sequence converging to $x_{\beta_0}$ as in Lemma 6.2, that is, $\|x_n\| = 1$, $a^T x_n + d^T \beta_0 < 0$, and $r(\beta_0) = \lim_{n \to \infty} \frac{\lambda^T (x_n - x_{\beta_0})}{a^T (x_n - x_{\beta_0})}$. Consider the sequence conformed by

$$z_n = -\frac{(x_n, \beta_0)}{a^T x_n + d^T \beta_0} = \frac{(x_n, \beta_0)}{a^T (x_n - x_{\beta_0})} \in S^g,$$

where the equality above follows from $a^T x_{\beta_0} + d^T \beta_0 = 0$. We proceed to verify that $z_n$ exposes $-\lambda^T x + \nabla \phi_{\lambda,a,d}(\beta_0)^T y \leq r(\beta_0)$ at infinity.

As $x_n \to x_{\beta_0}$, we have that $\|z_n\| \to \infty$. Also, $\frac{z_n}{\|z_n\|} = \frac{1}{\sqrt{2}} (x_n, \beta_0)$ converges to $v = \frac{1}{\sqrt{2}} (x_{\beta_0}, \beta_0) \in C_2 = \text{rec}(C^g_{\phi_{\lambda,a,d}})$ and exposes $-\lambda^T x + \nabla \phi_{\lambda,a,d}(\beta_0)^T y \leq 0$.

Finally, we have to show that there exists a $w$ such that $(-\lambda, \nabla \phi_{\lambda,a,d}(\beta_0))^T w = r(\beta_0)$ and $\text{dist}(z_n, w + \text{lin}\{v\}) \to 0$. Let $\hat{x} = \lim_{n \to \infty} \frac{x_n - x_{\beta_0}}{\|x_n - x_{\beta_0}\|}$ and let $w = (-\hat{x}, 0)$. We have that $(-\lambda, \nabla \phi_{\lambda,a,d}(\beta_0))^T w = r(\beta_0)$. Also,

$$z_n - \frac{\sqrt{2}}{a^T (x_{\beta_0} - x_n)} v = \frac{1}{a^T (x_{\beta_0} - x_n)} (x_n - x_{\beta_0}, 0) \to -\left(\frac{\hat{x}}{a^T \hat{x}}, 0\right) = w.$$

Thus, $\text{dist}(z_n, w + \text{lin}\{v\}) \to 0$. □

### 6.2.5 A closed-form formula for $C^g_{\phi_{\lambda,a,d}}$

Since the construction of $C^g_{\phi_{\lambda,a,d}}$ involves translating some of the inequalities of $C_2$ of its outer-description, it is natural to ask if this translation yields a translation of the whole function $\phi_{\lambda,a,d}$. This would yield a closed-form formula for $C^g_{\phi_{\lambda,a,d}}$ which is much more appealing from a computational standpoint. In what follows, we ask whether there exists an $(x_0, y_0)$ such that the following equation holds

$$\{(x, y) : -\lambda^T x + \nabla \phi_{\lambda,a,d}(\beta)^T y \leq r(\beta), \text{ for all } \beta, \lambda^T a + d^T \beta \geq 0\}$$

$$= \{(x, y) : -\lambda^T (x - x_0) + \nabla \phi_{\lambda,a,d}(\beta)^T (y - y_0) \leq 0, \text{ for all } \beta, \lambda^T a + d^T \beta \geq 0\}.$$

In order to reach this equality it would suffice to satisfy

$$\lambda^T x_0 - \nabla \phi_{\lambda,a,d}(\beta)^T y_0 = -r(\beta). \quad (6.8)$$

Note that since $\lambda^T a + d^T \beta \geq 0$

$$\nabla \phi_{\lambda,a,d}(\beta) = \sqrt{1 - (\lambda^T a)^2 \frac{W^\beta}{\|\beta\| W}} - \lambda^T a \frac{W^\beta}{\|\beta\| W}$$

$$r(\beta) = \lambda^T a + d^T \beta \sqrt{1 - (\lambda^T a)^2 \frac{W^\beta}{\|\beta\| W}}. \quad (6.9)$$
where \( W = I - dd^T \). Thus (6.8) becomes

\[
\lambda^T (x_0 + ad^Ty_0) - \sqrt{1 - (\lambda^T a)^2} \frac{\beta^T Wy_0}{\|\beta\|_W} = -\lambda^T a - d^T \beta \frac{\sqrt{1 - (\lambda^T a)^2}}{\|\beta\|_W}.
\]

From the last expression, we see that if we are able to find \((x_0, y_0)\) such that

\[
\begin{align*}
  x_0 + ad^Ty_0 &= -a \\  d^T \beta &= \beta^T Wy_0
\end{align*}
\]

then (6.8) would hold. Note that \( d \) is an eigenvector of \( W = I - dd^T \) with eigenvalue \( 1 - \|d\|^2 \). Thus, with \( y_0 = \frac{d}{1-\|d\|^2} \), we can easily check that (6.10b) holds. With \( y_0 \) defined, in order to satisfy (6.10a) it suffices to set

\[
x_0 = -a(d^Ty_0 + 1) = -\frac{a}{1-\|d\|^2}.
\]

Finally, noting that when \( \lambda^T a \|y\| + d^Ty \leq 0 \) we have \( \phi_{\lambda,a,d}(y) = \|y\| \), we arrive to the following expression for \( C_{\phi_{\lambda,a,d}}^g \),

\[
C_{\phi_{\lambda,a,d}}^g = \left\{ (x, y) : \begin{array}{ll}
\|y\| \leq \lambda^T x & \text{if } \lambda^T a \|y\| + d^Ty \leq 0 \\
\phi_{\lambda,a,d} \left( y - \frac{d}{1-\|d\|^2} \right) \leq \lambda^T \left( x + \frac{a}{1-\|d\|^2} \right) & \text{otherwise}
\end{array} \right\}.
\]

(6.11)

This concludes the construction and maximality proofs of all our quadratic-free sets.

7 Remarks on computational aspects and other considerations

The focus of this work has been the construction of maximal quadratic-free sets, which is the main ingredient in the computation of intersection cuts —our main motivation. The explicit computation of such cutting planes and their computational evaluation is the subject of current work; the interested reader can find early promising results in [17,18]. Nonetheless, we would like to point out important observations regarding the numerical aspects of the intersection cut computations using our maximal quadratic-free sets, and to illustrate the resulting cutting plane our procedure would generate in an example. We also show an example of a maximal quadratic-free set that is not generated by our current framework and thus motivates future work.
7.1 Example of a cutting plane computation

Let us consider a set \( \hat{Q} \) defined as the intersection of quadratic and linear inequalities. For the intersection cut computation, we assume we have \( \vec{s} \notin \hat{Q} \) and a simplicial cone \( K \supseteq \hat{Q} \) with apex \( \vec{s} \) —the vector \( \vec{s} \) is typically a vertex of a polyhedral relaxation of \( \hat{Q} \) and \( K \) is obtained from a basis defining \( \vec{s} \). As mentioned in the introduction, since \( \vec{s} \notin \hat{Q} \), we may assume \( \vec{s} \notin Q \), where \( Q \) is defined using a single quadratic inequality of \( \hat{Q} \). Our procedure would generate a maximal \( Q \)-free set which can be used to compute a cutting plane. In what follows, we show this computation explicitly in a continuation of Example 6.3.

Remark 7.1 The computations in this example involve irrational numbers, which we handle exactly using Mathematica 12.3 [30]. In Sect. 7.2 we discuss how the presence of irrational numbers can be handled, which is part of the implementation in the follow-up work [17,18].

Let us consider \( \hat{Q} = Q \cap K \), with

\[
Q = \{ s \in \mathbb{R}^2 : s_1 s_2 + \sqrt{2}s_1 - \sqrt{2}s_2 \leq 1 \},
K = \{ s \in \mathbb{R}^2 : s_1 \geq -3, s_2 \geq -3 \}.
\]

Also consider \( \vec{s} = (-3, 3) \notin Q \), and note that \( K \) is a simplicial cone with apex \( \vec{s} \). The reader can find plots of \( Q, K \) and \( \vec{s} \) in Fig. 7a.

The first step in the cut computation is to construct a canonical representation of the set \( Q \). It can be easily verified that the following is a valid canonical description

\[
S = \{ (x, y) \in \mathbb{R}^3 : x_1^2 + x_2^2 \leq y^2, a^T x + d^T y = -1 \},
\]

with \( a = (-1/\sqrt{2}, 1/\sqrt{2})^T \) and \( d = 1/\sqrt{2} \). Indeed, \( Q \) is the projection of \( S \) onto the \( x \) variables: to see this, it suffices to notice that \( y = -\sqrt{2} + x_1 - x_2 \), and rename the \( x \) variables to \( s \). In the \((x, y)\) variables, the point \( \vec{s} \) to separate is represented as \((\vec{x}, \vec{y}) = (-3, -3, -\sqrt{2})\).

In the second step, we construct the maximal \( S \)-free set with respect to the corresponding hyperplane \( H = \{ (x, y) \in \mathbb{R}^3 : a^T x + d^T y = -1 \} \). Note that \( \lambda = \vec{x}/\|\vec{x}\| = (1/\sqrt{2}, 1/\sqrt{2}) \), therefore the parameters \( \lambda, a, d \) are the same as discussed in Example 6.3. Following this example, we construct the following \( S \)-free set

\[
C^g_{\phi, \lambda, a, d} = \left\{ (x, y) : \frac{1}{\sqrt{2}}(x_1 + x_2) - y \leq 0, \frac{1}{\sqrt{2}}(x_1 + x_2) + \frac{1}{\sqrt{2}}y \leq 1 \right\}.
\]

Returning to the \( s \) variables, this corresponds to the following maximal \( Q \)-free set

\[
C = \left\{ s \in \mathbb{R}^2 : s_1 \leq \sqrt{2}, \left( \frac{1}{\sqrt{2}} - 1 \right)s_1 + \left( \frac{1}{\sqrt{2}} + 1 \right)s_2 + \sqrt{2} \leq 0 \right\}.
\]
In Fig. 7a we display $C$. The maximality of $C$ may not be appreciated in this plot, however, the reader can refer to Fig. 6, which shows $C$ over a larger domain.

Now that we have the $Q$-free set, the third step involves, for each extreme ray $r_j$ of $K$, the calculation of the step-lengths $\alpha^*_j \in (0, \infty]$ defined as $\alpha^*_j = \sup \{ \alpha : \bar{s} + \alpha r_j \in C \}$. The intersection cut is the hyperplane that contains all intersection points $\bar{s} + \alpha^*_j r_j$ when $\alpha^*_j < \infty$, and is parallel to all rays $r_j$ such that $\alpha^*_j = \infty$ (see [20]).

In this case, the extreme rays of $K$ are simply $r^1 = (1, 0)$ and $r^2 = (0, 1)$, and the corresponding intersection points are $s^1 = (\sqrt{2}, -3)$ and $s^2 = (-3, -3\sqrt{2} - 1)\sqrt{2+1}$. In Fig. 7b we show both intersection points and the resulting cutting plane, which is given by

$$4s_1 + \left(5 + 4\sqrt{2}\right)s_2 + 8\sqrt{2} + 15 \geq 0.$$

### 7.2 Numerical considerations

Since the expressions of our maximal quadratic-free sets are not simple in some cases, the reader might wonder how challenging the step-length calculations can be, and if there is a numerically stable way of dealing with the potential presence of irrational intersection points as in the previous example.

Firstly, note that in order to transform $S$ to either $S^h$ or $S^g$ it suffices to use a matrix factorization and homogenization. These can be computed efficiently in practice. As for the step-length calculations using our maximal $S^h$ or $S^g$-free sets, in [17,18] the authors show how to reduce them to computing the roots of single-variable quadratic equations. Additionally, the exact step-length is not needed to obtain a valid cutting plane: a step-back (i.e. a smaller step-length) can be used to obtain a valid cutting plane with a step-length that is computationally more amenable (for example, a rational number). The latter computations can be performed quickly and safely using binary search.

For details such as the explicit equations involved, and a numerically stable path for the calculation of the coefficients, see [17,18].
7.3 A different type of maximal quadratic-free set

While our approach can generate potentially infinitely-many quadratic-free sets that contain any given point in their interior, and can prove their maximality, there are maximal quadratic-free sets that our approach misses.

Consider $H = \{(x, y) \in \mathbb{R}^2 \times \mathbb{R}^2 : -x_1 - x_2 = -1\}$, $S^g = \{(x, y) \in \mathbb{R}^2 \times \mathbb{R}^2 : x_1^2 + x_2^2 \leq y_1^2 + y_2^2\} \cap H$, and $C = \{(x, y) \in \mathbb{R}^2 \times \mathbb{R}^2 : |y_i| \leq x_i, i = 1, 2\}$. The set $C$ can be proven to be maximal $S^g$-free (with respect to $H$), but with the techniques developed in this paper, unfortunately, we cannot prove its maximality. The set $C$ does not have exposing points in $S^g \cap C$ (every element of $S^g \cap C$ belongs to at least two facets of $C \cap H$) and it does not have exposing sequences ($C \cap H$ is a polytope). Future work involves refining our maximality criteria so that it can handle this example and direct the construction of new families of maximal quadratic-free sets.

8 Summary and future work

In this work we have shown how to construct maximal quadratic-free sets, i.e., convex sets whose interiors do not intersect the sublevel set of a quadratic function. We strongly believe that, by carefully laying a theoretical framework for quadratic-free sets, this work provides an important contribution to the understanding and future computational development for solving non-convex quadratically constrained optimization problems.

The maximal quadratic-free sets we construct in this work allow for an efficient computation of the corresponding intersection cuts. Computing such cutting planes amount to solving one-dimensional convex optimization problems using the quadratic-free sets we show here. The closed-form expressions we provide for the sets $C_\lambda, C_{\phi_{\lambda,a,d}},$ and $C^g_{\phi_{\lambda,a,d}}$ ensure this efficient separation in LP-based methods for quadratically constrained optimization problems.

The empirical performance of the resulting intersection cuts is subject of ongoing work. Early results on these lines can be found in [17,18], where a promising computational performance of these cuts is observed in the root node experiments. This computational work shows that a careful implementation can ensure these calculations to be numerically stable as well.

Future work includes a careful comparison of the resulting intersection cuts and the related approaches mentioned in the literature review, in particular the work of [10] and [16]. Other important open questions involve a better understanding of the role different canonical representations of a quadratic set have, since we have evidence that different transformations from $S$ to a set of the type $S^g$ can result in different $S$-free sets. We would also like to perform a theoretical and empirical comparison with the method proposed by Bienstock et al. [10,11]. Finally, motivated by the example in Sect. 7.3, we would like to devise new methods for producing other families of quadratic-free sets and new criteria that can assert their maximality.
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A Appendix

A.1 Removing strict convexity matters

In Sect. 4 we construct a maximal $S^h$-free set for $S^h = \{(x, y) \in \mathbb{R}^{n+m} : \|x\| \leq \|y\|\}$ using a concave underestimator of the function $\|x\| - \|y\|$. It is worthwhile to show what happens if we use the same approach with an equivalent description of $S^h$, namely

$$S^h = \{(x, y) \in \mathbb{R}^{n+m} : \|x\|^2 \leq \|y\|^2\}.$$

Recall we assume we are given $(\bar{x}, \bar{y})$ such that $\|\bar{x}\|^2 > \|\bar{y}\|^2$. A concave underestimator of $f(x, y) = \|x\|^2 - \|y\|^2$, tight at $(\bar{x}, \bar{y})$, is given by $\|\bar{x}\|^2 + 2\|\bar{x}\|(x - \bar{x}) - \|y\|^2$. This concave underestimator yields the $S^h$-free set $\{ (x, y) \in \mathbb{R}^{n+m} : \|\bar{x}\|^2 + 2\|\bar{x}\|(x - \bar{x}) - \|y\|^2 \geq 0\}$. A simple example shows that such an $S^h$-free set is not maximal.

Example A.1 The case $n = m = 1$ with $\bar{x} = 3$ yields the $S^h$-free set

$$C = \{(x, y) \in \mathbb{R}^2 : -9 + 6x - y^2 \geq 0\}$$

In Fig. 8 we can see that the set is not maximal $S^h$-free.

The problem seems to be that $\|x\|^2$ is a strictly convex function. Indeed, suppose $S = \{x \in \mathbb{R}^n : f(x) \leq 0\}$ where $f$ is strictly convex. The $S$-free set obtained via a concave underestimator at $\bar{x}$ is $C = \{x \in \mathbb{R}^n : f(\bar{x}) + \nabla f(\bar{x})(x - \bar{x}) \geq 0\}$. It is not hard to see that the strict convexity of $f$ implies that $C$ is not maximal $S$-free. The reason is that the linearization of $f$ at $\bar{x} \notin S$ will not support the region $S$. On the other hand, if $f$ is instead sublinear, then any linearization of $f$ will support $S$. See [43] for an extended discussion on this phenomenon.

Fig. 8 $S^h$ in Example A.1 (blue) and the $S^h$-free set constructed using a concave underestimator of $\|x\|^2 - \|y\|^2$ (orange) (colour figure online)
A.2 Technical results

Lemma 4.1 Let $\phi : \mathbb{R}^n \to \mathbb{R}$ be a sublinear function, $\lambda \in D_1(0)$, and let

$$C = \{(x, y) : \phi(y) \leq \lambda^T x\}.$$

Let $(\bar{x}, \bar{y}) \in C$ be such that $\phi$ is differentiable at $\bar{y}$ and $\phi(\bar{y}) = \lambda^T \bar{x}$. Then $(\bar{x}, \bar{y})$ exposes the valid inequality $-\lambda^T x + \nabla \phi(\bar{y})^T y \leq 0$.

Proof We need to verify both conditions of Definition 3.2. $\alpha$ and $\theta$ are such that $\theta \neq 0$ as otherwise $\alpha = \gamma = 0$ and the inequality would be trivial.

Given that any $(x, 0)$ such that $\lambda^T x = 0$ belongs to $C$, it follows that $\alpha$ is parallel to $\lambda$, i.e., there exists $v \in \mathbb{R}$ such that $\alpha = v \lambda$. Furthermore, $(\mu \lambda, 0) \in C$ for every $\mu \geq 0$, implies that $0 > \alpha^T \lambda = v$. Therefore, $\gamma = -v \nabla \phi(\bar{y})$ and the inequality reads $v \lambda^T (x-\bar{x}) - v \nabla \phi(\bar{y})^T (y-\bar{y}) \leq 0$. Dividing by $|v|$ and using that $-\lambda^T x + \nabla \phi(\bar{y})^T y \leq 0$ is tight at $(\bar{x}, \bar{y})$, we conclude that the inequality can be written as

$$-\lambda^T x + \nabla \phi(\bar{y})^T y \leq 0.$$ 

Proposition A1 Let $a, \lambda \in D_1(0), \lambda \neq \pm a$ and let $d \in \mathbb{R}^m$ be such that $\|d\| \leq 1$. The (Lagrangian) dual problem of

$$\max_{x} \{\lambda^T x : \|x\| \leq \|y\|, a^T x + d^T y \leq 0\} \quad (A.1)$$

is

$$\inf_{\theta} \{\|\lambda - \theta a\| \|y\| - \theta d^T y : \theta \geq 0\}. \quad (A.2)$$
The optimal solution to (A.1) is $x : \mathbb{R}^m \to \mathbb{R}^n$,

$$x(y) = \begin{cases} 
\lambda \|y\|, & \text{if } \lambda^Ta \|y\| + d^Ty \leq 0 \\
\sqrt{\|y\|^2 - (d^Ty)^2} \lambda - (d^Ty + \lambda^T a \sqrt{\|y\|^2 - (d^Ty)^2}) a, & \text{otherwise.}
\end{cases}$$

(A.3)

The optimal dual solution is $\theta : \mathbb{R}^m \to \mathbb{R}_+ \cup \{+\infty\}$,

$$\theta(y) = \begin{cases} 
0, & \text{if } \lambda^Ta \|y\| + d^Ty \leq 0 \\
\lambda^T a + d^Ty \sqrt{\frac{1-(\lambda^T a)^2}{\|y\|^2 - (d^Ty)^2}}, & \text{otherwise.}
\end{cases}$$

(A.4)

Here, $\frac{1}{0} = +\infty$ and $r + (+\infty) = +\infty$ for every $r \in \mathbb{R}$. Moreover, strong duality holds, that is, (A.1) = (A.2), and

$$\min_{x} \{ \|y\|, \sqrt{(\|y\|^2 - (d^Ty)^2)(1 - (\lambda^T a)^2)} - d^Ty \lambda^T a \} \quad (A.5)$$

Finally, (A.5) holds even if $\lambda = \pm a$.

Proof First, note that since $\lambda \neq \pm a$ and $\|d\| \leq 1$, $x(y)$ and $\theta(y)$ are defined for every $y \in \mathbb{R}^m$. Second, to make some of the calculations that follow more amenable, let $S(y) = \sqrt{\frac{\|y\|^2 - (d^Ty)^2}{1 - (\lambda^T a)^2}}$. The Lagrangian of (A.1) is $L : \mathbb{R}^n \times \mathbb{R}^2_+ \to \mathbb{R}$,

$$L(x, \mu, \theta) = \lambda^T x - \mu(\|x\| - \|y\|) - \theta(a^T x + d^Ty).$$

Thus, the dual function is

$$d(\mu, \theta) = \max_x L(x, \mu, \theta).$$

We have that $d(\mu, \theta)$ is infinity whenever $\mu < \|\lambda - a\theta\|$, and $\mu \|y\| - \theta d^Ty$ otherwise. Hence, the dual problem, $\min_{\theta, \mu \geq 0} d(\mu, \theta)$, is $\min_{\mu \|y\| - \theta d^Ty} : \theta \geq 0, \mu \geq \|\lambda - a\theta\|$ which is (A.2).

Let us assume that $\lambda^T a \|y\| + d^Ty \leq 0$. Clearly, $x(y) = \lambda \|y\|$ is feasible for (A.1). Its objective value is $\|y\|$. On the other hand, $\theta(y) = 0$ is always feasible for (A.1). Its objective value is also $\|y\|$, therefore, $x(y)$ is the primal optimal solution and $\theta(y)$ the dual optimal solution.

Now let us consider the case $\lambda^T a \|y\| + d^Ty > 0$. Let us check that $\theta(y)$ is dual feasible, that is, $\theta(y) \geq 0$. Note that, due to the positive homogeneity of $\theta(y)$ and the condition $\lambda^T a \|y\| + d^Ty > 0$ with respect to $y$, we can assume without loss of generality that $\|y\| = 1$. 

\[ Springer \]
Let $\alpha = \lambda^T a$ and $\beta = d^T y$. Since $\theta(d) = +\infty \geq 0$ when $\|d\| = 1$, we can assume that $y \neq d$ when $\|d\| = 1$. Note that the same does not occur when $y = -d$ since we are assuming $\lambda^T a \|y\| + d^T y > 0$. Thus, $\alpha, \beta \in (-1, 1)$.

We will prove that $\theta(y)\sqrt{1 - \beta^2} = \alpha\sqrt{1 - \beta^2} + \beta\sqrt{1 - \alpha^2} \geq 0$, which implies that $\theta(y) \geq 0$. If $\alpha, \beta \geq 0$, then we are done. As $\alpha + \beta > 0$, at least one of them must be positive. Let us assume $\alpha > 0$ and $\beta < 0$, the other case is analogous. Then, $\alpha > -\beta \geq 0$. This implies that $\alpha^2 > \beta^2$. Subtracting $\alpha^2 \beta^2$, factorizing and taking square roots we obtain the desired inequality.

Let us compute the value of the dual solution $\theta(y)$. First, $y = d$ and $\|d\| = 1$, $\theta(y) = +\infty$, which means that the optimal value is

$$\lim_{\theta \to +\infty} \|\lambda - \theta a\| - \theta = -\lambda^T a.$$ 

One way of computing this limit is to multiply and divide the expression by $\|\lambda - \theta a\| + \theta$, expand, and simplify the numerator and denominator until one obtains something simple enough.

Now assume $y \neq d$ if $\|d\| = 1$. Observe that $\|\lambda - \theta(y) a\| \|y\| - \theta(y)d^T y = \sqrt{\|\lambda - \theta(y) a\|^2 \|y\| - \theta(y)d^T y}$. We have that

$$\|\lambda - \theta(y) a\|^2 = 1 + \theta(y)(\theta(y) - 2\lambda^T a)$$

$$= 1 + (\theta(y) - \lambda^T a + \lambda^T a)(\theta(y) - \lambda^T a - \lambda^T a)$$

$$= 1 + (\theta(y) - \lambda^T a)^2 - (\lambda^T a)^2.$$ 

Replacing $\theta(y)$, we obtain

$$\|\lambda - \theta(y) a\|^2 = 1 + \frac{(d^T y)^2}{S(y)} - (\lambda^T a)^2$$

$$= \frac{1}{S(y)}(S^2(y)(1 - (\lambda^T a)^2) + (d^T y)^2) = \frac{\|y\|^2}{S^2(y)}.$$ 

Therefore,

$$\|\lambda - \theta(y) a\| \|y\| - \theta(y)d^T y = \frac{\|y\|^2}{S(y)} - d^T y \lambda^T a - \frac{(d^T y)^2}{S(y)}$$

$$= \frac{\|y\|^2 - (d^T y)^2}{S(y)} - d^T y \lambda^T a$$

$$= \sqrt{\|y\|^2 - (d^T y)^2(1 - (\lambda^T a)^2) - d^T y \lambda^T a}.$$ 

Let us now check the feasibility of $x(y)$. Let us first check that $\|x(y)\|^2 \leq \|y\|^2$. We have $\|x(y)\|^2 = S^2(y) - 2S(y)(d^T y + \lambda^T a) + (d^T y + \lambda^T a S(y))^2$. Expanding and removing common terms yields $\|x(y)\|^2 = S^2(y)(1 - (\lambda^T a)^2) + (d^T y)^2 = \|y\|^2$. Thus, the first constraint is satisfied.

To check the second constraint just notice that, as $\|a\| = 1$, $a^T x(y) = -d^T y$. 
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The primal value of $x(y)$ is

$$\lambda^T x(y) = S(y)(1 - (\lambda^T a)^2) - d^T y \lambda^T a = \sqrt{(\|y\|^2 - (d^T y)^2)(1 - (\lambda^T a)^2) - d^T y \lambda^T a}.$$ 

As it coincides with the value of the dual solution, even when $y = d$ and $\|d\| = 1$, we conclude that both are optimal.

It only remains to check (A.5) for $\lambda = \pm a$. If $\lambda = -a$, then the linear constraint becomes $\lambda^T x \geq d^T y$ and the optimal solution is $x = \lambda \|y\|$. If $\lambda = a$, then the linear constraint becomes $\lambda^T x \leq -d^T y$ and $x = -d^T y \lambda$ is then optimal. In both cases (A.5) holds.

**Lemma A1** Consider the set

$$S^g = \{(x, y) \in \mathbb{R}^{n+m} : \|x\| \leq \|y\|, a^T x + d^T y = -1\}$$

with $a$, $d$ such that $\|a\| > \|d\|$. Let $\lambda, \beta \in D_1(0)$ be two vectors satisfying $\lambda^T a + d^T \beta \geq 0$ and consider $C_2$ defined in (5.8).

Then, the face of $C_2$ defined by the valid inequality $-\lambda^T x + \nabla \phi_{\lambda,a,d}(\beta)^T y \leq 0$ does not intersect $S^g$.

**Proof** Recall that in this case $C_2 = C_{\phi_{\lambda,a,d}}$. By contradiction, suppose that $(\bar{x}, \bar{y}) \in C_2$ is such that

$$(\bar{x}, \bar{y}) \in S^g \land -\lambda^T \bar{x} + \nabla \phi_{\lambda,a,d}(\beta)^T \bar{y} = 0.$$ 

The latter equality and the fact that $\phi_{\lambda,a,d}$ is sublinear implies $\phi_{\lambda,a,d}(\bar{y}) = \lambda^T \bar{x}$. Moreover, $\bar{x}$ is a feasible solution of the optimization problem $\phi_{\lambda,a,d}(\bar{y})$, which implies it is an optimal solution.

By Lemma 4.1 we know $(\bar{x}, \bar{y})$ exposes the valid inequality of $C_2$ given by $-\lambda^T x + \nabla \phi_{\lambda,a,d}(\bar{y})^T y \leq 0$. By definition of exposing point this means

$$\nabla \phi_{\lambda,a,d}(\bar{y}) = \nabla \phi_{\lambda,a,d}(\beta).$$

From (6.9), since $W$ is invertible, we can see that this implies $\beta = \frac{\bar{y}}{\|\bar{y}\|}$. However, as $\lambda^T a + d^T \beta \geq 0$, the optimal solution in the definition of $\phi_{\lambda,a,d}(\bar{y}), x_0$, must satisfy $a^T x_0 + d^T \bar{y} = 0$. This contradicts $\phi_{\lambda,a,d}(\bar{y}) = \lambda^T \bar{x}$, since $\bar{x}$ is an optimal solution but $a^T \bar{x} + d^T \bar{y} = -1$.

**Lemma 6.3** For every $\beta \in D_1(0)$ and every $\mu \in \mathbb{R}, \mu > 0$, it holds that $r(\beta) = \theta(\mu \beta)$, where $\theta(\mu \beta)$ is the optimal dual solution of the optimization problem (5.7).

**Proof** From (A.4), we see that it suffices to show the result for $\mu = 1$. If $\lambda^T a + d^T \beta \leq 0$, $r(\beta) = 0 = \theta(\beta)$. Let $\beta \in D_1(0)$ be such that $\lambda^T a + d^T \beta > 0$. Then,

$$r(\beta) = \frac{d^T \beta + \lambda^T a \phi_{\lambda,a,d}(\beta)}{\phi_{\lambda,a,d}(\beta) + d^T \beta \lambda^T a} = \frac{d^T \beta + \lambda^T a \sqrt{1 - (\lambda^T a)^2} \sqrt{1 - (d^T \beta)^2} - d^T \beta (\lambda^T a)^2}{\sqrt{1 - (\lambda^T a)^2} \sqrt{1 - (d^T \beta)^2}}.$$
\[
\begin{align*}
\frac{d^T \beta \sqrt{1 - (\lambda^T a)^2}}{\sqrt{1 - (d^T \beta)^2}} + \lambda^T a &= \theta(\beta).
\end{align*}
\]
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