POSET LIMITS AND EXCHANGEABLE RANDOM POSETS

Abstract. We develop a theory of limits of finite posets in close analogy to the recent theory of graph limits. In particular, we study representations of the limits by functions of two variables on a probability space, and connections to exchangeable random infinite posets.

1. Introduction and main results

A deep theory of limit objects of (finite) graphs has in recent years been created by Lovász and Szegedy [15] and Borgs, Chayes, Lovász, Sós and Vesztergombi [6, 7], and further developed in a series of papers by these and other authors. It is shown by Diaconis and Janson [8] that the theory is closely connected with the Aldous–Hoover theory of representations of exchangeable arrays of random variables, further developed and described in detail by Kallenberg [14]; the connection is through exchangeable random infinite graphs. (See also Tao [20] and Austin [2].)

The basic ideas of the graph limit theory extend to other structures too; note that the Aldous–Hoover theory as stated by Kallenberg [14] includes both multi-dimensional arrays (corresponding to hypergraphs) and some different symmetry conditions (or lack thereof). For bipartite graphs and digraphs (i.e., directed graphs), some details are given by Diaconis and Janson [8]. For hypergraphs, an extension is given by Elek and Szegedy [9]; see also [8] (where no details are given) and Tao [20] and Austin [2].

It seems possible that some future version of the theory will be formulated in a general way that includes all these cases as well as others. While waiting for such a theory, it is interesting to study further structures. In the present paper, we develop a theory for limits of finite posets (i.e., partially ordered sets).

The theory for posets can be developed in analogy with the theory for graph limits, but it can also be obtained as a special case of the theory for digraphs. We will in this paper use both views.

In this paper, all posets (and graphs) are assumed to be non-empty. They are usually finite, but we will sometimes use infinite posets as well. If \((P, <)\) is a poset, we call \(P\) its ground set; we also say that \((P, <)\) is a poset on \(P\). For simplicity, we often use the same notation for a poset and its ground set when there is no danger of confusion. Sometimes we write \(<_P\) for the partial order and \(P^o\) for the ground set of a poset \(P\). We let \(\mathcal{P}\) denote the set of
unlabelled finite posets. (For this and other definitions, see also Sections 2–3 where more details are given.)

We may regard a poset \((P, \lt)\) as a digraph, with vertex set \(P\) and a directed edge \(i \rightarrow j\) if and only if \(i < j\) for all \(i, j \in P\). (In particular, the digraph is loopless.) The poset and the digraph determine each other uniquely, so we may identify a poset with the corresponding digraph, but note that not every digraph is a poset. Hence, we can regard \(P\) as a subset of the set \(D\) of unlabelled finite digraphs. A simple characterization of the digraphs that are posets is given in Lemma 2.1.

A poset homomorphism \(Q \rightarrow P\) is a map \(\varphi : Q \rightarrow P\) between the ground sets such that \(x <_Q y \implies \varphi(x) <_P \varphi(y)\). We say that \(Q\) is a subposet of \(P\), and write \(Q \subseteq P\), if \(Q \subseteq P^\circ\) and \(x <_Q y \implies x <_P y\), i.e., if the identity map \(Q \rightarrow P\) is a poset homomorphism. We say that \(Q\) is an induced subposet of \(P\) if further \(x <_Q y \iff x <_P y\) for all \(x, y \in Q^\circ\). If \(P\) is a poset and \(A\) is a subset of its ground set \(P^\circ\), then \(P|_A\) denotes the restriction of \(P\) to \(A\), i.e., \(A\) with the order \(<_P\) inherited from \(P\). Thus, \(Q\) is an induced subposet of \(P\) if and only if \(Q\) equals \(P|_A\) for some (non-empty) \(A \subseteq P^\circ\). Note that these definitions agree with the corresponding definitions for digraphs, so we may identify posets with digraphs as above without problems.

In analogy with the graph case in [15; 6], we define the functional \(t(Q, P)\) for finite posets as the proportion of all maps \(Q \rightarrow P\) that are poset homomorphisms. We similarly also define \(t_{\text{inj}}(Q, P)\) as the proportion of all injective maps \(Q \rightarrow P\) that are poset homomorphisms and \(t_{\text{ind}}(Q, F)\) as the proportion of all injective maps \(\varphi : Q \rightarrow P\) such that \(x <_Q y \iff \varphi(x) <_P \varphi(y)\) (i.e., \(\varphi\) is an isomorphism onto an induced subposet of \(P\)).

We say that a sequence \((P_n)\) of finite posets with \(|P_n| \rightarrow \infty\) converges, if \(t(Q, P_n)\) converges for every finite poset \(Q\). (All unspecified limits in this paper are as \(n \rightarrow \infty\).) For completeness, we also say that a sequence \((P_n)\) of finite posets with \(|P_n| \not\rightarrow \infty\) converges if it is eventually constant.

If a sequence of posets converge in this sense, what is its limit? Exactly as for graph limits [15; 6; 8], we may define limit objects in several different, equivalent, ways. One possibility is to define the limit objects as equivalence classes of convergent sequences, where two convergent sequences \((P_n)\) and \((P'_n)\) are defined to be equivalent if the combined sequence \((P_1, P'_1, P_2, P'_2, \ldots)\) converges. This is similar to the standard construction of the completion of a metric space using Cauchy sequences. In fact, it is easy to define a metric on \(P\) such that the Cauchy sequences are exactly the convergent sequences, and then the poset limits are exactly the elements of the completion. A simple way to construct such a metric is to use one of the embedding in Theorem 3.1 of \(P\) into a compact metric space. Equivalently, this is the method that we find technically most convenient, we choose one of these embeddings, for example \(\hat{\tau}^+ : P \rightarrow [0,1]^P = [0,1]^P \times [0,1]\) defined in Section 3, identify \(P\) and its image \(\hat{\tau}^+(P)\), and let \(\hat{\mathcal{P}}\) be its closure
in $[0,1]^P$; thus $\overline{P}$ is the set of poset limits. We also define $P_\infty := \overline{P} \setminus P$, the set of proper poset limits. Note that $\overline{P}$ is a compact metric space, because $[0,1]^P$ is. Further, $P$ is an open dense subset of $\overline{P}$, and thus $P_\infty$ is a closed subset and thus itself a compact metric space.

It follows from this construction that the functionals $t(Q, \cdot), t_{\text{inj}}(Q, \cdot)$ and $t_{\text{ind}}(Q, \cdot)$ extends by continuity to $\overline{P}$ for every $Q \in P$, and that $P_n \to \Pi \in P_\infty$ if and only if $|P_n| \to \infty$ and $t(Q,P_n) \to t(Q,\Pi)$ for every $Q \in P$. As a consequence, a proper poset limit $\Pi \in P_\infty$ is determined by $t(Q,\Pi)$, $Q \in P$.

Just as for graph limits, this construction is convenient for the definition and existence of poset limits, but a more concrete representation is desirable. We will study two such representations, by kernels and by exchangeable random posets.

For graph limits, Lovász and Szegedy [15] gave an important (non-unique) representation by symmetric functions $W : [0,1]^2 \to [0,1]$ (or, more generally, $W : S^2 \to [0,1]$ for a probability space $S$), see also [6, 8]. (See [5] and Section [10] below for the more complicated version for digraphs.) A similar construction for poset limits is as follows.

**Definition 1.1.** An ordered probability space $(S, \mathcal{F}, \mu, \prec)$ is a probability space $(S, \mathcal{F}, \mu)$ equipped with a partial order $\prec$ such that $\{(x,y) : x \prec y\}$ is a measurable subset of $S \times S$ (i.e., belongs to the product $\sigma$-field $\mathcal{F} \times \mathcal{F}$).

A kernel on an ordered probability space $(S, \mathcal{F}, \mu, \prec)$ is a measurable function $W : S \times S \to [0,1]$ such that, for $x, y, z \in S$,

\[
W(x,y) > 0 \implies x \prec y, \quad (1.1)
\]

\[
W(x,y) > 0 \text{ and } W(y,z) > 0 \implies W(x,z) = 1. \quad (1.2)
\]

A strict kernel is a kernel such that $W(x,y) > 0 \iff x \prec y$.

When convenient, we may omit parts of the notation that are clear from the context and say, e.g., that $S$ or $(S, \mu)$ is a probability space or an ordered probability space.

**Remark 1.2.** We may when convenient suppose that the kernel is strict, by replacing the order $\prec$ on $S$ by $\prec'$ defined by $x \prec' y$ if $W(x,y) > 0$. Note further that by (1.2), a strict kernel $W(x,y)$ is typically determined to be 0 or 1 for many $(x,y)$; it is only when $(x,y)$ forms a gap in the order $\prec'$ that we have the freedom to choose $W(x,y) \in (0,1)$.

Let $[n] := \{1, \ldots, n\}$ for $n \in \mathbb{N} := \{1, 2, \ldots\}$, and $[\infty] := \mathbb{N}$. Thus $[n]$ is a set of cardinality $n$ for all $n \in \mathbb{N} \cup \{\infty\}$.

**Definition 1.3.** Given a kernel $W$ on an ordered probability space $(S, \mathcal{F}, \mu, \prec)$, we define for every $n \in \mathbb{N} \cup \{\infty\}$ a random poset $P(n,W)$ of cardinality $n$ by taking a sequence $(X_i)_{i=1}^\infty$ of i.i.d. points in $S$ with distribution $\mu$, and independent uniformly distributed random variables $\xi_{ij} \sim U(0,1)$, $i,j \in \mathbb{N}$, and then defining $P(n,W)$ to be $[n]$ with the partial order $\prec' \equiv \prec_{P(n,W)}$ defined by: $i \prec' j$ if and only if $\xi_{ij} < W(X_i,X_j)$. In other words, given
we define the partial order randomly such that \( i \prec^* j \) with probability \( W(X_i, X_j) \), with (conditionally) independent choices for different pairs \((i, j)\).

Note that \( \prec^* \) really is a partial order because of (1.1), which implies irreflexivity and asymmetry, and (1.2), which implies transitivity. (This is the reason why we have to insist that \( W(x, z) = 1 \) in (1.2).)

Remark 1.4. We insist in Definition 1.1 that (1.1)–(1.2) hold for all \( x, y, z \), and not just a.e.; this will require some technical arguments in proofs in Section 5 to replace a candidate kernel by a kernel that is a.e. equal to it.

Note that we can define \( P(n, W) \) as above also if \( W \) only satisfies (1.1)–(1.2) a.e.; \( P(n, W) \) then will be a poset a.s. (We will use this in the proof of Theorem 1.9 below.)

Example 1.5. For any ordered probability space, \( W(x, y) = 1[x \prec y] \) is a strict kernel. (We use \( 1[E] \) to denote the indicator function of the event \( E \), which is 1 if \( E \) occurs and 0 otherwise.) In this case \( i \prec_{P(n, W)} j \iff X_i \prec X_j \) and we do not need the auxiliary random variables \( \xi_{ij} \). In other words, \( P(n, W) \) then is (apart from the labelling) just the subset \( \{X_1, \ldots, X_n\} \) of \( S \) with the induced order, provided \( X_1, \ldots, X_n \) are distinct (or, in general, if we regard \( \{X_1, \ldots, X_n\} \) as a multiset).

Note that every strict kernel with values in \( \{0, 1\} \) is of this type. (In particular, every strict kernel on an ordered probability space with a continuous order.)

Example 1.6. Let \( S = \{0, 1\} \) with \( \mu\{0\} = \mu\{1\} = 1/2 \) and \( 0 \prec 1 \); let further \( W(0, 1) = p \) for some given \( p \in [0, 1] \), and, as required by (1.1), \( W(0, 0) = W(1, 0) = W(1, 1) = 0 \). Then \( P(n, W) \) consists of a random \('lower'\) set of roughly half the vertices and a complementary \('upper'\) set, and \( u \prec_{P(n, W)} v \) with probability \( p \) for all lower \( u \) and upper \( v \) (and never otherwise), independently for all pairs \((u, v)\).

Further examples are given below and in Section 9.

One of our main results is the following representation theorem, parallel to the result for graph limits by Lovász and Szegedy [15]. The proofs of this and other theorems in the introduction are given in later sections.

**Theorem 1.7.** Every kernel \( W \) on an ordered probability space \((S, \mathcal{F}, \mu, \prec)\) defines a poset limit \( \Pi_W \in \mathcal{P}_\infty \) such that the following holds.

(i) \( P(n, W) \xrightarrow{a.s.} \Pi_W \) as \( n \to \infty \).

(ii) \( t(Q, \Pi_W) = \int_{\mathcal{P}} \prod_{ij: i < j} W(x_i, x_j) \, d\mu(x_1) \ldots d\mu(x_{|Q|}), \quad Q \in \mathcal{P}. \) (1.3)

Moreover, every poset limit \( \Pi \in \mathcal{P}_\infty \) can be represented in this way, i.e., \( \Pi = \Pi_W \) for some kernel \( W \) on an ordered probability space \((S, \mathcal{F}, \mu, \prec)\).

Unfortunately, the ordered probability space and the kernel \( W \) in Theorem 1.7 are not unique (just as in the corresponding representation of graph limits). We discuss the question of when two kernels represent the same poset limit in Section 7. We note, however, the following important fact.
Theorem 1.8. Let \( \Pi \in \mathcal{P}_\infty \) and \( n \in \mathbb{N} \cup \{ \infty \} \). Then the random poset \( P(n, W) \) has the same distribution for every kernel \( W \) on an ordered probability space that represents \( \Pi \). We may consequently define the random poset \( P(n, \Pi) \) as \( P(n, W) \) for any kernel \( W \) such that \( \Pi_W = \Pi \).

It is easy to see that if \( Q \) is a finite poset, \( n \geq |Q| \), and \( W \) is a kernel, then

\[
\mathbb{E} t_{\text{inj}}(Q, P(n, W)) = \int_{S_{|Q|}} \prod_{i<j \leq Q} W(x_i, x_j) \, d\mu(x_1) \ldots d\mu(x_{|Q|}), \tag{1.4}
\]

the integral in (1.3). Hence, for every poset limit \( \Pi \), finite poset \( Q \) and finite \( n \geq |Q| \),

\[
\mathbb{E} t_{\text{inj}}(Q, P(n, \Pi)) = t(Q, \Pi). \tag{1.5}
\]

If \( Q \) is a finite labelled poset with ground set \( \subset \mathbb{N} \) we similarly find

\[
\mathbb{P}(Q \subset P(\infty, \Pi)) = t(Q, \Pi). \tag{1.6}
\]

This is easily seen to be equivalent to (see (3.8)--(3.9) and (5.16)--(5.17))

\[
\mathbb{P}(P(\infty, \Pi)_{[n]} = Q) = \mathbb{P}(P(n, \Pi) = Q) = t_{\text{ind}}(Q, \Pi), \tag{1.7}
\]

for every (labelled) poset \( Q \) on \([n]\), which describes the distribution of \( P(\infty, \Pi) \).

We can use the non-uniqueness of the representation to our advantage by imposing further conditions (normalizations) that may be useful in various situations.

Theorem 1.9. We may in Theorem 1.7 choose one of the following further conditions and impose it on the representing kernel \( W \):

(i) \( W \) is a strict kernel.

(ii) \((S, \mathcal{F}, \mu) = [0, 1]^2 \) with Lebesgue measure; i.e., \( W \) is a kernel on \(([0, 1], \mathcal{B}, \lambda, \prec)\), where \( \mathcal{B} \) is the Borel \( \sigma \)-field, \( \lambda \) is Lebesgue measure and \( \prec \) is some (measurable) partial order, not necessarily the standard order.

(iii) \((S, \mathcal{F}, \mu) = [0, 1]^2 \) with Lebesgue measure, and \((x_1, y_1) \prec (x_2, y_2)\) if and only if \( x_1 < x_2 \) in the standard order.

When \( \mu \) is the Lebesgue measure \( \lambda \) (in one or several dimensions), we take \( \mathcal{F} \) to be the Borel \( \sigma \)-field. (We could use the Lebesgue \( \sigma \)-field instead; this would not make any essential difference since a Lebesgue measurable function into \([0, 1]\) is a.e. equal to a Borel measurable function.)

We have, however, not yet been able to see whether it always is possible to use \((S, \mathcal{F}, \mu) = [0, 1]^2 \) with Lebesgue measure and the standard order \( \prec \). (This would supersede both (ii) and (iii) in Theorem 1.9 and yield a simplified representation of poset limits.) We state this as an open problem:

Problem 1.10. Can every proper poset limit be represented by a kernel on \(([0, 1], \mathcal{B}, \lambda, \prec)\), with the standard order \( \prec \)?
Example 1.11 (Continuation of Example 1.6). Let $S$ and $W$ be as in Example 1.6, and let $Q = S = \{0, 1\}$. Then Theorem 1.7(ii) yields
\[ t(Q, \Pi_W) = \int_{S^2} W(x, y) \, d\mu(x) \, d\mu(y) = p/4. \]
This shows that different $p$ yield different $\Pi_W$. Consequently, $\mathcal{P}_\infty$ is uncountable.

Example 1.12. Let $P$ be a finite poset. Take $S = P$ and let the probability measure $\mu$ be the uniform distribution on $P$:
\[ \mu\{i\} = \frac{1}{|P|} \text{ for every } i \in P. \]
Then $P$ becomes an ordered probability space, and $W_P(x, y) := 1[x <_P y]$ is a strict kernel on $P$, see Example 1.5. For any $Q \in \mathcal{P}$, Theorem 1.7(ii) shows that
\[ t(Q, \Pi_{W_P}) = \mathbb{P}(i <_P j \text{ when } i <_Q j) \]
for i.i.d. random vertices $x_i$ in $P$, which is just the probability that the random mapping $i \mapsto x_i$ is a poset homomorphism. Thus, writing $\Pi_P := \Pi_{W_P}$,
\[ t(Q, \Pi_P) = t(Q, P) \tag{1.8} \]
for all $Q \in \mathcal{P}$.

We have shown that for every finite poset $P$ there is a poset limit $\Pi_P \in \mathcal{P}_\infty$ such that (1.8) holds for all $Q \in \mathcal{P}$. Note that this defines $\Pi_P$ uniquely; however, the map $P \mapsto \Pi_P$ is not injective, as is shown by the example $\{0, 1\} \times [n]$ discussed further in Section 3 or the trivial posets in Example 1.2. Note also that the mapping is not surjective, since $\mathcal{P}$ is countable and $\mathcal{P}_\infty$ is uncountable (e.g., by Example 1.11). Hence only some (exceptionally simple) poset limits can be represented as $\Pi_P$ for a finite poset $P$.

We can now state a convergence criterion in terms of the cut metric defined in Section 6 (See [6] for the graph version.)

Theorem 1.13. Let $(P_n)$ be a sequence of finite posets with $|P_n| \to \infty$ and let $\Pi \in \mathcal{P}_\infty$. Let $W_{P_n}$ be the kernel defined by $P_n$ as in Example 1.12, and let $W$ be any kernel that represents $\Pi$. Then, as $n \to \infty$, $P_n \to \Pi$ if and only if $\delta_\square(W_{P_n}, W) \to 0$.

Our second representation of graph limits uses exchangeable random posets.

Definition 1.14. A random infinite poset (or digraph) on $\mathbb{N}$ is exchangeable if its distribution is invariant under every permutation of $\mathbb{N}$.

Similarly, an array $\{I_{ij}\}_{i,j=1}^\infty$ of random variables is (jointly) exchangeable if the array $\{I_{\sigma(i)\sigma(j)}\}_{i,j=1}^\infty$ has the same distribution as $\{I_{ij}\}_{i,j=1}^\infty$ for every permutation $\sigma$ of $\mathbb{N}$.

Consequently, if $R$ is a random poset on $\mathbb{N}$ and $I_{ij} := 1[i < R j]$, then $R$ is exchangeable if and only if the array $\{I_{ij}\}$ is.

The random poset $P(\infty, W)$ defined in Definition 1.3 is evidently exchangeable, and thus so is $P(\infty, \Pi)$ in Theorem 1.8. More generally, we can construct exchangeable random infinite posets by taking mixtures of such distributions, i.e., by taking $P(\infty, W)$ or $P(\infty, \Pi)$ with a random kernel $W$ or a random graph limit $\Pi$ (which of course is assumed to be independent of
the other random variables $X_i$ and $\xi_{ij}$ in the construction); cf. the classical de Finetti’s theorem for exchangeable sequences of random variables, see e.g. Kallenberg [14, Theorem 1.1]. Another of our main results is that this yields all exchangeable random infinite posets, which can be seen as a de Finetti theorem for posets. (It is a special case of the general representation theorem for exchangeable arrays by Aldous and Hoover [1; 11; 14]. Cf. the graph case in [8].) Moreover, the poset limits correspond to exchangeable random infinite posets whose distribution is an extreme point in the set of all such distributions, and this yields a unique representation of poset limits as follows.

**Theorem 1.15.** (i) There is a one-to-one correspondence between distributions of random elements $\Pi \in \mathcal{P}_\infty$ and distributions of exchangeable random infinite posets $R \in \mathcal{P}_\infty$ given by $R \overset{d}{=} P(\infty, \Pi)$; this relation between $\Pi$ and $R$ is equivalent to either of

$$E t(Q, \Pi) = P(R \supset Q) \quad (1.9)$$

or

$$E t_{\text{ind}}(Q, \Pi) = P(R|_{A} = Q) \quad (1.10)$$

for every finite labelled poset $Q$ with a ground set $A \subset \mathbb{N}$. Furthermore, then $R \mid_{[n]} \overset{d}{\rightarrow} \Pi$ in $\mathcal{P}$ as $n \rightarrow \infty$.

(ii) There is a one-to-one correspondence between poset limits $\Pi \in \mathcal{P}_\infty$ and extreme points of the set of distributions of exchangeable random infinite posets $R$. This correspondence is given by $R \overset{d}{=} P(\infty, \Pi)$, or, equivalently, either of

$$t(Q, \Pi) = P(R \supset Q) \quad (1.11)$$

or

$$t_{\text{ind}}(Q, \Pi) = P(R|_{A} = Q) \quad (1.12)$$

for every finite labelled poset $Q$ with a ground set $A \subset \mathbb{N}$. Furthermore, then $R \mid_{[n]} \overset{a.s.}{\rightarrow} \Pi$ in $\mathcal{P}$ as $n \rightarrow \infty$.

We can characterize these extreme point distributions of exchangeable random infinite posets as follows. Let $\mathcal{P}_N^L$ be the space of all (labelled) infinite posets on $\mathbb{N}$. This can be seen as a subset of the product space $\{0,1\}^{\mathbb{N} \times \mathbb{N}}$, using indicators $I_{ij}$ as above. We equip this product space with the product topology, which is compact and metric; then $\mathcal{P}_N^L$ is a closed subset and thus itself a compact metric space.

**Theorem 1.16.** Let $R$ be an exchangeable random infinite poset. Then the following are equivalent.

(i) The distribution of $R$ is an extreme point in the set of exchangeable distributions in the space $\mathcal{P}_N^L$ of all labelled infinite posets on $\mathbb{N}$.
P \subset D \subset \mathbb{P}

...as defined above (and in Definition 3.2 below), i.e., in

This turns out to be equivalent to convergence of the unlabelled posets

\hat{\mathbb{P}}(R \supset Q_1 \cup Q_2) = \mathbb{P}(R \supset Q_1) \mathbb{P}(R \supset Q_2).

(Here \(Q_1 \cup Q_2\) denotes the poset with ground set \(Q_1^0 \cup Q_2^0\) and \(x <_Q y \iff x < Q_1 y \text{ or } x < Q_2 y; \text{ in particular } x \not\sim_Q y \text{ if } x \in Q_1^0 \text{ and } y \in Q_2^0 \text{ or conversely.})

(iii) The restrictions \(R|_{[k]}\) and \(R|_{[k+1,\infty)}\) are independent for every \(k\).

(iv) Let \(\mathcal{F}_n\) be the \(\sigma\)-field generated by \(R|_{[n,\infty)}\). Then the tail \(\sigma\)-field

\(\cap_{n=1}^\infty \mathcal{F}_n\) is trivial, i.e., contains only events with probability 0 or 1.

There is also a more direct relation between poset limits and exchangeable random infinite posets, without going through kernels and \(P(\infty, \Pi)\). Poset limits are limits of unlabelled finite posets. For labelled finite posets there is another, more elementary, notion of a limit as an infinite poset. More precisely, if \(P_n\) is a labelled poset on the ground set \([N_n]\) for some finite \(N_n\) with \(N_n \to \infty\) as \(n \to \infty\), and \(R\) is a poset on \(N\), we say that \(P_n \to R\) if, for every pair \((i,j) \in \mathbb{N}^2\), \(1[i <_{P_n} j] \to 1[i <_R j]\), i.e., if \(i <_R j\) then \(i <_{P_n} j\) for all large \(n\) and if \(i \not<_{P_n} j\) then \(i \not<_{R_n} j\) for all large \(n\). Equivalently, we may regard each \(P_n\) as an element of the space \(\mathcal{P}_N^L\) of posets on \(N\) by adding an infinite number of points incomparable to everything else (in fact, any extension to \(\mathbb{N}\) would do, but it seems natural to choose the trivial one); then \(P_n \to R\) in this sense just means convergence in \(\mathcal{P}_N^L\) with the topology just introduced. For unlabelled posets, we can always choose a labelling. Of course, the choice of labelling may affect the result, so we choose a random labelling. Thus, if \(P\) is a finite unlabelled poset, we let \(\hat{P}\) be the labelled poset obtained by randomly labelling \(P\) by \(1, \ldots, |P|\), with the same probability \(1/|P|\) for each possible labelling. As above, we can also extend \(\hat{P}\) to a random poset on \(\mathbb{N}\), which we by abuse of notation still denote by \(\hat{P}\). The appropriate limit for a sequence \((P_n)\) of finite posets then is limit in distribution of \((\hat{P}_n)\) as random elements of the compact metric space \(\mathcal{P}_N^L\).

This turns out to be equivalent to convergence of the unlabelled posets \(\hat{P}_n\) as defined above (and in Definition 3.2 below), i.e., in \(\mathcal{P}\).

**Theorem 1.17.** Let \((P_n)\) be a sequence of finite unlabelled posets and assume that \(|P_n| \to \infty\). Then the following are equivalent.

(i) \(P_n \to \Pi\) in \(\mathcal{P}\) for some \(\Pi \in \mathcal{P}\).

(ii) \(\hat{P}_n \overset{d}{\to} R\) in \(\mathcal{P}_N^L\) for some random \(R \in \mathcal{P}_N^L\).

If these hold, then \(R\) is exchangeable, and \(R \overset{d}{=} P(\infty, \Pi)\); consequently, (1.11) and (1.12) hold for every finite labelled poset \(Q\) with a ground set \(A \subset \mathbb{N}\).

Finally, we note that by regarding posets as digraphs, we obtain an embedding \(\mathcal{P} \subset \mathcal{D}\) which extends to an embedding \(\overline{\mathcal{P}} \subset \overline{\mathcal{D}}\). The poset limits can thus be seen as special digraph limits. We characterize the digraph limits that are poset limits in several ways in Theorem 10.1.
Sections 2–3 contain definitions and some basic properties of poset limits. The theorems above are proven in Sections 4–5 and 8. The cut metric is defined and studied in Sections 6 and 8; in particular we show that it makes the set of all kernels into a compact metric space, which is homeomorphic to $\mathcal{P}_\infty$ (Theorems 6.11 and 8.1.) The (lack of) uniqueness of the representation by kernels is discussed in Section 7, where conditions for equivalence are given. Further examples are given in Section 9. The relation between poset limits and digraph limits is discussed further in Section 10, and the final Section 11 contains further comments.

2. Preliminaries

We consider both labelled and unlabelled posets and digraphs. We use for convenience $[n]$ as our standard ground set for labelled posets and vertex set for labelled digraphs, i.e., we use the labels $1, 2, \ldots$.

A digraph (directed graph) $G$ consists of a vertex set $V(G)$ and an edge set $E(G) \subseteq V(G) \times V(G)$; the edge indicators thus form an arbitrary zero–one matrix $\{X_{ij}\}, i, j \in V(G)$. We let $|G|$ denote the number of vertices. Unless we state otherwise explicitly, we assume that $1 \leq |G| < \infty$, but we will also sometimes consider infinite digraphs.

Let, for $n \in \mathbb{N}$, $D^L_n$ be the set of the $2^{n^2}$ labelled digraphs with vertex set $[n]$ and let $D_n$ be the set of unlabelled digraphs with $n$ vertices; $D_n$ can formally be defined as the quotient set $D^L_n \cong$ modulo isomorphisms. Further, let $D^L := \bigcup_{n \geq 1} D^L_n$ and $D := \bigcup_{n \geq 1} D_n$; thus $D$ is the set of finite unlabelled graphs.

Similarly, let $P^L_n$ be the set of all posets with ground set $[n]$ and let $P_n$ be the quotient set $P^L_n / \cong$ of unlabelled posets with $n$ vertices, and let $P^L := \bigcup_{n \geq 1} P^L_n$ and $P := \bigcup_{n \geq 1} P_n$, the set of finite unlabelled posets.

As said above, we can regard every poset as a digraph. This works for both labelled and unlabelled posets and yields the inclusions $P^L_n \subset D^L_n$, $P_n \subset D_n$, $P^L \subset D^L$, $P \subset D$. Further, every labelled poset or digraph can be regarded as an unlabelled one by ignoring the labels. Hence it often does not matter whether the posets and digraphs are labelled or not, but we shall be explicit the times it does matter.

We can characterize the digraphs that are posets using a few special digraphs. Let, for $n \geq 1$, $C_n$ be the directed cycle with $n$ vertices and $n$ edges, and let $P_n$ be the directed path with $n + 1$ vertices and $n$ edges. (Thus $C_1$ is a loop and $C_2$ a double edge.) We regard these as unlabelled digraphs. Note that these, except $P_1$, are not posets. Moreover, if $G$ is a digraph, consider the relation $i \rightarrow j$, meaning that there is an edge from $i$ to $j$. This relation is irreflexive if and only if $G$ contains no loop, i.e. no subgraph $C_1$. Similarly, it is asymmetric if and only if $G$ contains no double edge, i.e. no $C_2$. Assuming these properties of $G$, if $x, y, z$ are three vertices such that $x \rightarrow y$ and $y \rightarrow z$, then necessarily $x, y$ and $z$ are distinct, and either $z \rightarrow x$ or $\{x, y, z\}$ induces a subgraph $P_2$ or $C_3$; consequently, the relation then is
transitive if and only if there is no such induced subgraph. We have proven
the following characterization.

**Lemma 2.1.** A (finite or infinite) digraph $G$ is a poset if and only if it does
not have any induced subgraph $C_1$, $C_2$, $C_3$, or $P_2$. □

3. Digraph and poset limits

We repeat some of the notation and results for digraphs in [8] and give
corresponding results for posets.

If $G$ is an (unlabelled) digraph and $v_1, \ldots, v_k$ is a sequence of vertices in
$G$, then $G(v_1, \ldots, v_k)$ denotes the labelled digraph with vertex set $[k]$ where
we put an edge $i \to j$ if $v_i \to v_j$ in $G$. We allow the possibility that $v_i = v_j$
for some $i$ and $j$.

We let $G[k]$, for $k \geq 1$, be the random digraph $G(v_1, \ldots, v_k)$ obtained by
sampling $v_1, \ldots, v_k$ uniformly at random among the vertices of $G$, with re-
placement. In other words, $v_1, \ldots, v_k$ are independent uniformly distributed
random vertices of $G$.

For $k \leq |G|$, we further let $G[k]'$ be the random digraph $G(v'_1, \ldots, v'_k)$
where we sample $v'_1, \ldots, v'_k$ uniformly at random without replacement; the
sequence $v'_1, \ldots, v'_k$ is thus a uniformly distributed random sequence of $k$
distinct vertices. Hence, $G[k]'$ is the induced subgraph on a random set of $k$
vertices, with the vertices relabelled $1, \ldots, k$.

For a finite poset $P$, we similarly define $P(v_1, \ldots, v_k)$, $P[k]$ and $P[k]'$ (the
latter if $k \leq |P|$); these are posets with ground set $[k]$, and $P[k]$ and $P[k]'$ are
random. Note that these definitions are consistent with our identification of
cosets and (certain) digraphs: for example, $P[k]$ is the same for the poset $P$
as for $P$ regarded as a digraph.

The graph limit theory in [15] and subsequent papers is based on the study
of the functional $t(F, G)$ which is defined for two graphs $F$ and $G$ as the
proportion of all mappings $V(F) \to V(G)$ that are graph homomorphisms
$F \to G$. In probabilistic terms, $t(F, G)$ is the probability that a uniform
random mapping $V(F) \to V(G)$ is a graph homomorphism. For the digraph
version, see [8], $\varphi : V(F) \to V(G)$ is a homomorphism if $i \to j$ in $F$
implies $\varphi(i) \to \varphi(j)$ in $G$. Thus, using the notation just introduced and assuming
that $F$ is labelled and $k = |F|$, we can write the definition as

$$t(F, G) := \mathbb{P}(F \subseteq G[k]). \quad (3.1)$$

Note that both $F$ and $G[k]$ are digraphs on the same vertex set $[k]$, so the
relation $F \subseteq G[k]$ is well-defined as $E(F) \subseteq E(G[k])$. We further define,
again following [15] (and the notation of [6] and [8]), with $k = |F|$ as in
(3.1),

$$t_{inj}(F, G) := \mathbb{P}(F \subseteq G[k]'), \quad (3.2)$$
the proportion of injective maps $V(F) \to V(G)$ that are graph homomorphisms, and

$$t_{\text{ind}}(F,G) := \mathbb{P}(F = G[k])$$

provided $F$ and $G$ are digraphs with $|F| \leq |G|$. If $|F| > |G|$ we set $t_{\text{inj}}(F,G) := t_{\text{ind}}(F,G) := 0$. Note that although the relations $F \subseteq G$, $F \subseteq G[k]'$ and $F = G[k]'$ may depend on the labelling of $F$, the probabilities in (3.1)–(3.3) do not, by symmetry, so $t(F,G)$, $t_{\text{inj}}(F,G)$ and $t_{\text{ind}}(F,G)$ are well defined for unlabelled $F$ and $G$ (by choosing any labellings).

The definitions (3.1)–(3.3) can be used for finite posets too. Thus, if $P$ and $Q$ are finite (unlabelled) posets, then $t(P,Q)$, $t_{\text{inj}}(P,Q)$ and $t_{\text{ind}}(P,Q)$ are defined as numbers in $[0,1]$. For example (the poset version of an example in [15] and [6]), the posets $\{0,1\} \times [n]$ with $(x_1,y_1) < (x_2,y_2)$ if $x_1 < x_2$ have the same images under $\tau$ and $\hat{\tau}$ for all $n \in \mathbb{N}$. However, it is easy to see that $\tau^+$, $\tau_{\text{inj}}$ and $\tau_{\text{ind}}$ are injective on $\mathcal{D}$, cf. [8], and, similarly, that $\hat{\tau}^+$, $\hat{\tau}_{\text{inj}}$ and $\hat{\tau}_{\text{ind}}$ are injective on $\mathcal{P}$, (This uses the special definitions of $\tau_{\text{inj}}(F,G)$ and $\tau_{\text{ind}}(F,G)$ when $|F| > |G|$.)

Although the mappings $\hat{\tau}^+$, $\hat{\tau}_{\text{inj}}, \hat{\tau}_{\text{ind}}$ contain only part of the information in $\tau^+$ and so on, the injectivity of them shows that they in fact contain all possible information. This is also seen in the following stronger result concerning limits.

**Theorem 3.1.** Suppose that $P_n$ is a sequence of finite posets. Then the following conditions are equivalent.

(i) $\hat{\tau}^+(P_n)$ converges in $[0,1]^{\mathcal{P}}$, i.e. $t(Q,P_n)$ converges for every poset $Q \in \mathcal{P}$ and $|P_n|$ converges to some limit in $\mathbb{N} \cup \{\infty\}$. 
(ii) \( \tilde{\tau}_{\text{inj}}(P_n) \) converges in \([0,1]^P\), i.e. \( t_{\text{inj}}(Q,P_n) \) converges for every poset \( Q \in \mathcal{P} \).

(iii) \( \tilde{\tau}_{\text{ind}}(P_n) \) converges in \([0,1]^P\), i.e. \( t_{\text{ind}}(Q,P_n) \) converges for every poset \( Q \in \mathcal{P} \).

(iv) \( \tau^+(P_n) \) converges in \([0,1]^{D^+}\), i.e. \( t(F,P_n) \) converges for every digraph \( F \in \mathcal{D} \) and \( |P_n| \) converges to some limit in \( \mathbb{N} \cup \{\infty\} \).

(v) \( \tau_{\text{inj}}(P_n) \) converges in \([0,1]^{D}\), i.e. \( t_{\text{inj}}(F,P_n) \) converges for every digraph \( F \in \mathcal{D} \).

(vi) \( \tau_{\text{ind}}(P_n) \) converges in \([0,1]^{D}\), i.e. \( t_{\text{ind}}(F,P_n) \) converges for every digraph \( F \in \mathcal{D} \).

Proof. It is easily seen that each of the conditions implies that \( |P_n| \) converges to a limit in \( \mathbb{N} \cup \{\infty\} \). Further, if \( |P_n| \) converges to a finite limit, each of the statements implies that \( P_n = P \) for all sufficiently large \( n \) and some (unlabelled) poset \( P \in \mathcal{P} \).

It thus suffices to consider the case \( |P_n| \to \infty \). In this case, for every \( F \in \mathcal{D} \), \( t(F,P_n) - t_{\text{inj}}(F,P_n) = O(|F|^2/|P_n|) \to 0 \), see \([12]\) and \([3]\), and thus (i) \( \iff \) (ii) and (iv) \( \iff \) (v).

Further, see \([9]\), \([13]\) or \([8]\) for the easy details, one can go between the two families \( \{t_{\text{inj}}(F,\cdot)\}_{F \in \mathcal{D}} \) and \( \{t_{\text{ind}}(F,\cdot)\}_{F \in \mathcal{D}} \) of functionals on \( \mathcal{D} \) by summation and inclusion-exclusion, and for posets a similar argument holds for the families \( \{t_{\text{inj}}(F,\cdot)\}_{F \in \mathcal{P}} \) and \( \{t_{\text{ind}}(F,\cdot)\}_{F \in \mathcal{P}} \); hence it follows that (ii) \( \iff \) (iii) and (v) \( \iff \) (vi).

Finally, (iii) \( \iff \) (vi) because \( t_{\text{ind}}(F,P_n) = 0 \) for every digraph \( F \) that is not a poset. \( \square \)

**Definition 3.2.** A sequence \((P_n)\) of finite posets **converges** if one, and thus all, of the conditions in Theorem 3.1 holds.

**Remark 3.3.** As seen in the proof of Theorem 3.1, the case when \( |P_n| \not\to \infty \) is not very interesting since then \((P_n)\) converges if and only if the sequence is eventually constant. The interesting case is thus \( |P_n| \to \infty \), and then convergence of \((P_n)\) is also equivalent to convergence of \( \tilde{\tau}(P_n) \) in \([0,1]^P\) or \( \tau(P_n) \) in \([0,1]^{D}\).

Since \( \tilde{\tau}^+ \) is injective, we can identify \( \mathcal{P} \) with its image \( \tilde{\tau}^+(\mathcal{P}) \subseteq [0,1]^{P^+} \) and define \( \overline{\mathcal{P}} \subseteq [0,1]^{P^+} \) as its closure. Alternatively, we can consider \( \tilde{\tau}_{\text{inj}} \) or \( \tilde{\tau}_{\text{ind}} \); we can again identify \( \mathcal{P} \) with its image and consider its closure \( \overline{\mathcal{P}} \) in \([0,1]^{P}\). It follows from Theorem 3.1 that the three compactifications \( \overline{\tau^+(\mathcal{P})} \), \( \overline{\tilde{\tau}_{\text{inj}}(\mathcal{P})} \), \( \overline{\tilde{\tau}_{\text{ind}}(\mathcal{P})} \) are homeomorphic and we can use any of them for \( \overline{\mathcal{P}} \). Moreover, we can also, again by Theorem 3.1, use \( \tilde{\tau}^+ \), \( \tilde{\tau}_{\text{inj}} \) or \( \tilde{\tau}_{\text{ind}} \) and embed \( \mathcal{P} \) in \([0,1]^{P^+}\) or \([0,1]^{D}\) and obtain \( \overline{\mathcal{P}} \) as a compact subset of \([0,1]^{P^+}\) or \([0,1]^{D}\). This is equivalent to regarding posets as digraphs and using the embeddings \( \mathcal{P} \subseteq \mathcal{D} \subseteq \overline{\mathcal{D}} \) and defining \( \overline{\mathcal{P}} \) as the closure of \( \mathcal{P} \) in \( \overline{\mathcal{D}} \). (Thus \( \overline{\mathcal{P}} \) can be regarded as a subset of \( \overline{\mathcal{D}} \).) Since all these constructions yield homeomorphic results it does not matter which one we use. Note that \( \overline{\mathcal{P}} \)
is a compact metric space. Different, equivalent, metrics are given by the
embeddings above into $[0,1]^{P_+}, [0,1]^P, [0,1]^{D_+}, [0,1]^D.$

We let $P_\infty := \overline{P} \setminus P$; this is the set of all limit objects of sequences $(P_n)$
in $P$ with $|P_n| \to \infty$; i.e., $P_\infty$ is the set of all proper poset limits.

For every fixed digraph $F$, the functions $t(F, \cdot), t_{\text{inj}}(F, \cdot)$ and $t_{\text{ind}}(F, \cdot)$ have
unique continuous extensions to $\overline{D}$, for which we use the same notation. In
particular, $t(Q, \Pi)$ is defined for every finite poset $Q$ and poset limit $\Pi \in \overline{P}$.
We similarly extend $\cdot |^{-1}$ continuously to $\overline{D}$ by defining $|\Gamma| = \infty$ and thus
$|\Gamma|^{-1} = 0$ for $\Gamma \in D_\infty := \overline{D} \setminus D$. It is easily seen that
\begin{equation}
t_{\text{inj}}(F, \Gamma) = t(F, \Gamma) \tag{3.8}
\end{equation}
for every $F \in D$ and $\Gamma \in D_\infty$; in particular for $F \in P$ and $\Gamma \in P_\infty$.
Moreover, for any $Q, P \in P$, $t_{\text{inj}}(Q, P) = \sum_{Q' \supseteq Q} t_{\text{ind}}(Q', P)$, where we sum
over all posets $Q' \supseteq Q$ with the same ground set $Q^\circ$, and thus by continuity
\begin{equation}
t_{\text{inj}}(Q, \Pi) = \sum_{Q' \supseteq Q} t_{\text{ind}}(Q', \Pi) \tag{3.9}
\end{equation}
for every $Q \in P$ and $\Pi \in \overline{P}$.

Thus $P_\infty = \{ \Pi \in \overline{P} : |\Pi|^{-1} = 0 \}$, which shows that $P_\infty$ is a closed
and thus compact subset of $\overline{P}$. Conversely, $P$ is an open subset of $\overline{P}$; by
Remark 3.3 it has the discrete topology. Note further that $P$ is countable
while $\overline{P}$ and $P_\infty$ are uncountable, e.g. by Example 1.11.

We summarize the results above on convergence.

**Theorem 3.4.** A sequence $(P_n)$ of finite posets converges in the sense of
Definition 3.2 if and only if it converges in the compact metric space $\overline{P}$. \hfill $\square$

The construction of $P$ further immediately implies the following related
characterization of convergence in $P_\infty$.

**Theorem 3.5.** A sequence $\Pi_n$ of proper graph limits (i.e., elements of $P_\infty$)
converges [to a proper graph limit $\Pi$] if and only if $t(Q, \Pi_n)$ converges [to
$t(Q, \Pi)$] for every finite poset $Q$.

We can here replace $t$ by $t_{\text{inj}}$ or $t_{\text{ind}}$; further, we may let $Q$ range over all
finite digraphs instead of posets. \hfill $\square$

4. Exchangeable random infinite posets

It is straightforward to verify that Sections 3–5 of Diaconis and Janson
hold with only notational changes for the poset case as well as for the
digraph case treated there. Rather than repeating the details, we therefore
omit them and refer to [8], giving only a few comments. We first obtain the
following basic result on convergence in distribution of random unlabelled
posets, corresponding to [8, Theorem 3.1].

**Theorem 4.1.** Let $P_n, n \geq 1$, be random unlabelled posets and assume that
$|P_n| \overset{P}{\to} \infty$. The following are equivalent, as $n \to \infty$.
(i) $P_n \xrightarrow{d} \Pi$ for some random $\Pi \in \mathcal{P}$.
(ii) For every finite family $Q_1, \ldots, Q_m$ of (non-random) finite posets, the random variables $t(Q_1, P_n), \ldots, t(Q_m, P_n)$ converge jointly in distribution.
(iii) For every (non-random) $Q \in \mathcal{P}$, the random variables $t(Q, P_n)$ converge in distribution.
(iv) For every (non-random) $Q \in \mathcal{P}$, the expectations $E t(Q, P_n)$ converge.

If these properties hold, then the limits in (ii), (iii) and (iv) are $(t(Q_i, \Pi))_{i=1}^{m}$, $t(Q, \Pi)$ and $E t(Q, \Pi)$, respectively; conversely, if (ii), (iii) or (iv) holds with these limits for some random $\Pi \in \mathcal{P}$, then (i) holds with the same $\Pi$. Furthermore, $\Pi \in \mathcal{P}_\infty$ a.s.

The same results hold if $t$ is replaced by $t_{\text{inj}}$ or $t_{\text{ind}}$. □

Using this we then obtain Theorem 1.17, which corresponds to [8, Theorems 4.1 and 5.2]; note that (1.12) is the poset version of a formula in [8, Theorem 4.1], which follows because, if $n$ is so large that $A \subseteq [n]$, $\mathbb{P}(\hat{P}_n|A = Q) = t_{\text{ind}}(Q, P_n) \to t_{\text{ind}}(Q, \Pi)$, and that (1.11) easily follows from (1.12) by summing over $Q' \supseteq Q$ on the same ground set. We really cannot prove the equality $R \xrightarrow{d} P(\infty, \Pi)$ yet, since we have defined $P(\infty, \Pi)$ using kernels and Theorem 1.7, which is not yet proven. Instead, we note only that $R \xrightarrow{d} P(\infty, \Pi)$ will follow by (1.11) and (1.6) or (1.12) and (1.7) once we have proven Theorem 1.7 and thus verified (1.6) and (1.7) in Section 5. (Alternatively, we could have used (1.6) and (1.7) as a definition of $P(\infty, \Pi)$.)

**Remark 4.2.** Actually, [8, Theorems 4.1] is stated more generally for sequences of random graphs, and similarly Theorem 1.17 extends to the case of random finite posets $P_n$ with $|P_n| \xrightarrow{p} \infty$; then the limit $\Pi \in \mathcal{P}$ is in general random too, and (i) becomes $P_n \xrightarrow{d} \Pi$ while (1.11) and (1.12) have to be replaced by (1.9) and (1.10).

We then obtain Theorem 1.15, which corresponds to [8, Theorems 5.3 and Corollary 5.4], and Theorem 1.16, which corresponds to [8, Theorems 5.5]. The a.s. convergence of $R|_{[n]} = P(\infty, \Pi)|_{[n]}$ in Theorem 1.15(ii) follows, as in [8, Remark 5.1], because $t_{\text{inj}}(Q, R|_{[n]}), n \geq |Q|$, is a reverse martingale for every $Q \in \mathcal{P}$.

5. **Kernels**

**Proof of Theorem 1.7.** First, let $W$ be a kernel on an ordered probability space. Then $R = P(\infty, W)$ defined in Definition 1.3 is an exchangeable random infinite poset, which satisfies the independence condition Theorem 1.16(ii) hence, by Theorem 1.16(iii) its distribution is an extreme point in the set of exchangeable distributions, and by Theorem 1.15(ii) there exists a poset limit $\Pi$ (which we call $\Pi_W$) such that (1.11) and (1.12) hold,
and $P(n, W) = R_{[n]} \overset{a.s.}{\to} \Pi = \Pi_{W}$ in $\mathcal{P}$. This proves \[\text{(i)}.\]
Further, it follows directly from the definition of $P(\infty, W)$ that if $Q$ is a finite labelled poset, then
\[
\mathbb{P}(P(\infty, W) \supset Q) = \int_{S|Q} \prod_{i\neq j, i<j} W(x_i, x_j) \, d\mu(x_1) \ldots d\mu(x_{|Q|}),
\]
and thus \[\text{(ii)}.\] follows by \[\text{(1.11)}.\]

For the converse, suppose that $\Pi \in \mathcal{P}_\infty$, and consider the corresponding exchangeable random infinite poset $R$ given by Theorem 1.15. (I.e., $P(\infty, \Pi)_c$.) Let $I_{ij} := 1_{i < R j}$, $i, j \in \mathbb{N}$. Then $(I_{ij})$ is a jointly exchangeable random array of zero–one variables, with the diagonal entries $I_{ii} = 0$. For such exchangeable random arrays, the Aldous–Hoover representation theorem takes the form, see Kallenberg [14, Theorem 7.22],
\[
I_{ij} = f(\xi_{\emptyset}, \xi_i, \xi_j, \xi_{ij}), \quad i \neq j,
\]
where $f : [0, 1]^4 \to \{0, 1\}$ is a (Borel) measurable function, $\xi_{ij} = \xi_{ij}$, and $\xi_{\emptyset}, \xi_i (1 \leq i)$ and $\xi_{ij} (1 \leq i < j)$ are independent random variables uniformly distributed on $[0, 1]$. By Theorem 1.15(ii), the distribution of the array $(I_{ij})$ is an extreme point in the set of exchangeable distributions, and thus by Theorem 1.16 and [14, Lemma 7.35], there exists such a representation where $f$ does not depend on $\xi_{\emptyset}$, so (5.1) becomes $I_{ij} = f(\xi_i, \xi_j, \xi_{ij})$, $i \neq j$.

We then further define
\[
W_0(x, y) := \mathbb{P}(f(x, y, \xi) = 1) = \mathbb{E} f(x, y, \xi),
\]
where $\xi \sim U(0, 1)$. (In general, the variable $\xi_{\emptyset}$ can be interpreted as making $W$ random; this is needed if we consider a random $\Pi$ as in Theorem 1.15(i), but not in the present case.)

As our ordered probability space we take $[0, 1]$ with Lebesgue measure, with an order to be defined later. The function $W_0$ is almost the sought kernel, but not quite. The problem is that the function $f$, and thus $W_0$, can be arbitrarily changed on a null set without affecting the distribution of $(I_{ij})$; consequently we can only show properties such as (1.12) a.e. for $W_0$. We thus have to make a suitable choice of $W$ among all functions that are a.e. equal to $W_0$.

Recall that a point $(x, y)$ is a Lebesgue point of an integrable function $F$ on $\mathbb{R}^2$ if
\[
(2\varepsilon)^{-2} \iint_{|x' - x| < \varepsilon, |y' - y| < \varepsilon} |F(x', y') - F(x, y)| \, dx' \, dy' \to 0 \quad \text{as } \varepsilon \to 0,
\]
and that a.e. point is a Lebesgue point of $F$, see e.g. Stein [19, §1.8]. This applies trivially to functions defined on $(0, 1)^2$ too, by extending the functions to $\mathbb{R}^2$ by defining them as 0 outside $(0, 1)^2$. We modify the function
W₀ in two steps. We first define
\[
W₁(x, y) := \liminf_{\varepsilon \to 0} (2\varepsilon)^{-2} \int \int_{|x'-x|<\varepsilon, |y'-y|<\varepsilon} W₀(x', y') \, dx' \, dy', \tag{5.4}
\]
and note that W₁ = W₀ at every Lebesgue point of W₀ and thus a.e.

Next, we let E be the set of all Lebesgue points of W₁ in (0, 1)² and define W(x, y) := W₁(x, y)1[(x, y) ∈ E]. Then 0 ≤ W(x, y) ≤ 1 and W = W₁ = W₀ a.e. Moreover, if W(x, y) > 0, then W₁(x, y) = W(x, y), (x, y) ∈ (0, 1)² and (x, y) is a Lebesgue point of W₁; hence, using (5.1) and (5.2), and the independence of W₁ = W₀ and (x, y) is a Lebesgue point of W₁. Hence, using W₁(x, y) = W(x, y) and W₁ = W a.e., (x, y) is a Lebesgue point of W. Finally, if (x, y) ∈ (0, 1)² and
\[
(2\varepsilon)^{-2} \int \int_{|x'-x|<\varepsilon, |y'-y|<\varepsilon} W(x', y') \, dx' \, dy' \to 1 \tag{5.5}
\]
as \varepsilon → 0, then W₁(x, y) = 1 by (5.3); thus, using W₁ ≤ 1, (5.5) implies that (x, y) is a Lebesgue point of W₁, and hence (x, y) ∈ E and W(x, y) = W₁(x, y) = 1.

After these preliminaries, note that I₁₂ = I₂₃ = 1 implies I₁₃ = 1 since R is a poset. Hence, using (5.1) and (5.2), and the independence of \{ξ₁, ξₖ\},
\[
0 = \mathbb{P}(I₁₂ = I₂₃ = 1, I₁₃ = 0)
\]
\[
= \mathbb{E}(f(ξ₁, ξ₂, ξ₁₂)f(ξ₂, ξ₃, ξ₂₃)(1 - f(ξ₁, ξ₃, ξ₁₃)))
\]
\[
= \mathbb{E}(W₀(ξ₁, ξ₂)W₀(ξ₂, ξ₃)(1 - W₀(ξ₁, ξ₃)))
\]
\[
= \mathbb{E}(W(ξ₁, ξ₂)W(ξ₂, ξ₃)(1 - W(ξ₁, ξ₃)));
\]
thus
\[
W(x₁, x₂)W(x₂, x₃)(1 - W(x₁, x₃)) = 0 \quad \text{a.e.} \tag{5.6}
\]

Similarly, since R does not contain a directed cycle 1 ≰₂ 2 ≰₃ 3 ≰₁, P(I₁₂ = I₂₃ = I₃₁ = 1) = 0 and
\[
W(x₁, x₂)W(x₂, x₃)W(x₃, x₁) = 0 \quad \text{a.e.} \tag{5.7}
\]

Now assume that x, y and z are such that W(x, y) > 0 and W(y, z) > 0. Let \varepsilon > 0 and let \(X^ε_x\) be a random, uniformly distributed, point in \((x - \varepsilon, x + \varepsilon)\) and let similarly \(X^ε_y\) and \(X^ε_z\) be random points in \((y - \varepsilon, y + \varepsilon)\) and \((z - \varepsilon, z + \varepsilon)\); these three variables being independent. Since W(x, y) > 0, (x, y) is a Lebesgue point of W, and thus (5.3) shows that \(\mathbb{E}|W(X^ε_x, X^ε_y) - W(x, y)| \to 0\) as \(\varepsilon \to 0\). In particular, using Markov’s inequality, \(\mathbb{P}(W(X^ε_x, X^ε_y) = 0) \to 0\) as \(\varepsilon \to 0\). Similarly, \(\mathbb{P}(W(X^ε_y, X^ε_z) = 0) \to 0\) as \(\varepsilon \to 0\). On the other hand, (5.3) implies \(W(X^ε_x, X^ε_y)W(X^ε_y, X^ε_z)(1 - W(X^ε_x, X^ε_z)) = 0\) a.s., and thus
\[
\mathbb{P}(W(X^ε_x, X^ε_y) < 1) \leq \mathbb{P}(W(X^ε_x, X^ε_y) = 0) + \mathbb{P}(W(X^ε_y, X^ε_z) = 0) \to 0,
\]
as \(\varepsilon \to 0\). It follows that (5.5) holds at \((x, z)\), and thus, by the remarks above, W(x, z) = 1. Consequently,
\[
W(x, y) > 0 \text{ and } W(y, z) > 0 \implies W(x, z) = 1, \tag{5.8}
\]
which is (1.2).

Similarly, still assuming \(W(x, y) > 0\) and \(W(y, z) > 0\), (5.7) implies
\[
\mathbb{P}(W(X^ε_x, X^ε_y)W(X^ε_y, X^ε_z)W(X^ε_z, X^ε_x) = 0) \text{ a.s., and thus}
\]
\[
\mathbb{P}(W(X^ε_x, X^ε_y) > 0) \leq \mathbb{P}(W(X^ε_x, X^ε_y) = 0) + \mathbb{P}(W(X^ε_y, X^ε_z) = 0) \to 0, \quad (5.9)
\]
as \(ε \to 0\). If further \(W(z, x) > 0\), then \((z, x)\) is a Lebesgue point of \(W\) and
\[
\mathbb{P}(W(X^ε_x, X^ε_z) = 0) \to 0 \text{ as } ε \to 0, \text{ which contradicts (5.9).}
\]
Consequently,
\[
W(x, y) > 0 \text{ and } W(y, z) > 0 \implies W(z, x) = 0. \quad (5.10)
\]

Now suppose that \(W(x, x) > 0\) for some \(x\). Taking \(y = z = x\) in (5.10) we find \(W(x, x) = 0\), a contradiction. Hence, \(W(x, x) = 0\) for every \(x\). Further, if both \(W(x, y) > 0\) and \(W(y, x) > 0\) for some \(x\) and \(y\), then (5.8) yields \(W(x, x) = 1\), which was just shown to be impossible. Hence \(W(x, y)W(y, x) = 0\) for all \(x\) and \(y\). These properties and (5.8) show that we may define a partial order \(<\) on \(S = [0, 1]\) by \(x < y\) if \(W(x, y) > 0\), and then \(W\) is a (strict) kernel on the ordered probability space \(([0, 1], \mathcal{B}, \lambda, <)\), where \(\lambda\) is the Lebesgue measure. (We took \(f\) Borel measurable, and then \(W_0, W_1, E\) and \(W\) are Borel measurable too.)

Finally, it follows from (5.1) and (5.2) that for every finite poset \(Q\) with ground set \(A \subset \mathbb{N}\),
\[
\mathbb{P}(Q \subset R) = \mathbb{P}\left(\prod_{i,j: i < Q} I_{ij} = 1\right) = \mathbb{E}\left(\prod_{i,j: i < Q} I_{ij}\right) = \mathbb{E}\left(\prod_{i,j: i < Q} f(\xi_i, \xi_j, \xi_{ij})\right)
\]
\[
= \mathbb{E}\left(\prod_{i,j: i < Q} W_0(\xi_i, \xi_j)\right) = \mathbb{E}\left(\prod_{i,j: i < Q} W(\xi_i, \xi_j)\right)
\]
\[
= \int_{\mathcal{S}^{|Q|}} \prod_{i,j: i < Q} W(x_i, x_j) \, d\mu(x_1) \ldots \, d\mu(x_{|Q|}). \quad (5.11)
\]
Hence, by (1.11) and (1.3), \(t(Q, \Pi) = \mathbb{P}(Q \subset R) = t(Q, \Pi_W)\) for all such posets \(Q\), and thus \(\Pi W = \Pi\). \qed

**Remark 5.1.** Remember that we have \(\xi_{ij} = \xi_{ji}\), which in principle may give a dependence between \(ij\) and \(ji\) terms. This is an important complication in other situations, for example for digraphs \([8]\), but is of no concern for posets, where at most one of \(W(\xi_i, \xi_j)\) and \(W(\xi_j, \xi_i)\) is non-zero, and similarly, in (5.11), at most one of \(i < Q j\) and \(j < Q i\) holds.

As remarked above, it now follows that \(R \overset{d}{=} P(\infty, \Pi)\) in Theorems 1.15 and 1.17 for example by (1.7) and (1.12), or directly by (5.11).

**Remark 5.2.** Alternatively, we can regard \(R\) as an exchangeable random infinite digraph, and use the representation by a quintuple of functions \(W = (W_{00}, W_{01}, W_{10}, W_{11}, w)\) as in Diaconis and Janson \([8]\, Theorem 9.1]\), see Section 10 here \(W_{00} : [0, 1]^2 \to [0, 1]\) and \(w : [0, 1] \to [0, 1]\). The function \(w\) generates loops and \(W_{11}\) generates doubly directed edges (i.e., cycles \(C_2\)); hence \(w = 0\) and \(W_{11} = 0\) in the poset case. Further, \(W_{01}(x, y) = W_{10}(y, x)\)
and \( \sum_{\alpha,\beta=0}^1 W_{\alpha\beta}(x,y) = 1 \), so the quintuple \( W \) is determined by \( W_{10} \). We then can replace \((5.2)\) by \( W_0 := W_{10} \), and complete the proof by adjusting \( W_0 \) on a null set as above.

**Lemma 5.3.** Let \((\mathcal{S}, \mathcal{F}, \mu, \prec)\) be an ordered probability space, and let \( g(x) := \mu\{z \in \mathcal{S} : z \prec x\} \). Then, the set \( \{(x,y) \in \mathcal{S}^2 : x \prec y \text{ and } g(x) \geq g(y)\} \) is a null set in \( \mathcal{S}^2 \).

**Proof.** Let, for \( x \in \mathcal{S}, D_x := \{z : z \prec x\} \) and \( E_x := \{z : z \prec x \text{ and } g(z) \geq g(x)\} \). If \( z \in E_x \), then \( z \prec x \) and thus \( D_z \subseteq D_x \), and \( \mu(D_z) = g(z) \geq g(x) = \mu(D_x) \); hence \( g(z) = g(x) \) and \( \mu(D_x \setminus D_z) = 0 \). In particular, then \( \mu(E_x \setminus D_z) = 0 \), because \( E_x \subseteq D_x \).

For two points \( y, z \in E_x \), at least one of \( y \notin D_z \) and \( z \notin D_y \) holds, and thus by symmetry
\[
\mu(E_x)^2 \leq 2 \int_{E_x} \int_{E_x} 1[y \notin D_z] \, d\mu(y) \, d\mu(z) = 2 \int_{E_x} \mu(E_x \setminus D_z) \, d\mu(z) = 0.
\]

Hence, \( \mu(E_x) = 0 \) for every \( x \), and thus
\[
\mu \times \mu\{(z,y) \in \mathcal{S}^2 : z \prec y \text{ and } g(z) \geq g(y)\} = \int_{\mathcal{S}} \mu(E_y) \, d\mu(y) = 0.
\]

**Proof of Theorem 1.7.** The proof of Theorem 1.7 above gives a kernel satisfying \((i)\) and \((ii)\).

For \((iii)\), we start with a kernel \( W_1 \) on an ordered probability space \(([0,1], \mathcal{B}, \lambda, \prec)\) as in \((iii)\) thus \( \prec \) is some partial order on \([0,1]\), in general different from the standard order \( < \). Define \( g(x) := \lambda\{z \in [0,1] : z \prec x\} \). Then \( x \preceq y \implies g(x) \leq g(y) \). Moreover, by Lemma 5.3 for a.e. \((x,y), x \prec y \implies g(x) < g(y) \).

Let \( W_2(x,y) := W_1(x,y)1[g(x) < g(y)] \); this too is a kernel on \(([0,1], \mathcal{B}, \lambda, \prec)\). Since \( W_1(x,y) > 0 \implies x \prec y \implies g(x) < g(y) \) for a.e. \((x,y)\) by Lemma 5.3, we have \( W_2 = W_1 \) a.e., and thus \( \Pi W_2 = \Pi W_1 = \Pi \). Moreover,
\[
W_2(x,y) > 0 \implies g(x) < g(y).
\]

Let \( U_1, U_2 \sim U([0,1]) \) be independent uniform random variables. Let \( \xi := g(U_1) \), and let \( h : [0,1] \to [0,1] \) be the right-continuous inverse of its distribution function \( s \mapsto \mathbb{P}(g(U_1) \leq s) \); then \( h \) is a non-decreasing function such that \( h(U_1) \overset{d}{=} g(U_1) = \xi \).

By the transfer theorem \cite[Theorem 6.10]{13} with \( \xi := g(U_1), \eta := U_1, \xi := h(U_1) \overset{d}{=} \xi \), there exists a measurable function \( f : [0,1]^2 \to [0,1] \) such that if \( \bar{\eta} := f(\xi, U_2) \), then \( (\xi, \bar{\eta}) \overset{d}{=} (\xi, \eta) = (g(U_1), U_1) \). This implies \( \bar{\xi} - g(\bar{\eta}) \overset{d}{=} \xi - g(\eta) = 0 \) and thus \( \bar{\xi} = g(\bar{\eta}) \) a.s., i.e.
\[
\begin{align*}
h(U_1) = g(\bar{\eta}) = g(f(\xi, U_2)) = g(f(h(U_1), U_2)) & \quad \text{a.s.}; \\
h(x_1) = g(f(h(x_1), x_2)) & \quad \text{a.e. on } [0,1]^2.
\end{align*}
\]
Hence, the distribution of $P$ does not depend on the choice of $W$ determined by the distribution of $\| \cdot \|$.

It is easily seen that (3.8), for every finite poset $Q$, by (3.9), it follows that for any finite $W$ of probability spaces.

Proof of Theorem 1.8. Alternatively, one can take $\Pi = W \Pi$ where the supremum is taken over all pairs of measurable subsets of $P$. Then $W$ is a kernel on $(S, F, \mu, \prec)$. Further, if $W_3((x_1, x_2), (y_1, y_2)) > 0$, then (5.14) and (5.12) yield $g(f(h(x_1), x_2)) < g(f(h(y_1), y_2))$, which by (5.13) implies, except on a null set in $S^2 = [0, 1]^4$, that $h(x_1) < h(y_1)$ and thus, since $h$ is non-decreasing, $x_1 < y_1$. Consequently, $W_3 = W_4$ a.e. on $S^2 = [0, 1]^4$.

Since $f(h(U_1), U_2) = f(\tilde{\xi}, U_2) = \tilde{\eta} = \eta = U_1$ is uniformly distributed on $[0, 1]$, it follows from the construction of $P(n, W)$ that $P(n, W_4) = P(n, W_3) = P(n, W_2)$ for every $n \leq \infty$. Thus by Theorem 1.7(i) or 1.15(ii), $\Pi_{W_4} = \Pi_{W_2} = \Pi$ and $W_4$ is a kernel on $(S, F, \mu, \prec)$ that represents $\Pi$. □

Proof of Theorem 1.8. Let $W$ be a kernel with $\Pi_W = \Pi$. By (1.4), (1.3) and (3.8), for every finite poset $Q$ and $n \geq |Q|,

$$\mathbb{E} t_{\text{inj}}(Q, P(n, W))) = t(Q, \Pi_W) = t(Q, \Pi) = t_{\text{inj}}(Q, \Pi).$$

By (3.9), it follows that for any finite $n$ and labelled poset $Q$ on $[n],

$$\mathbb{P}(Q = P(n, W)) = \mathbb{E} t_{\text{ind}}(Q, P(n, W))) = t_{\text{ind}}(Q, \Pi).$$

Hence, the distribution of $P(n, W)$ is determined by $\Pi$ for finite $n$, and does not depend on the choice of $W$. Further, the distribution of $P(\infty, W)$ is determined by the distribution of $P(n, W) = P(\infty, W)|_{[n]}$, $1 \leq n < \infty$, so this distribution too is determined by $\Pi$. □

Moreover, (1.5)–(1.7) follow from (5.16)–(5.17).

6. CUT NORM AND METRIC

In this section it will be convenient to (usually) ignore orders and study general probability spaces.

Let $(S, \mu)$ be a probability space. We define the cut norm $\|W\|_\square$ of $W \in L^1(S^2)$ by, see [10, 6, 3],

$$\|W\|_\square := \sup_{S,T} \left| \int_{S \times T} W(x, y) \, d\mu(x) \, d\mu(y) \right|,$$

where the supremum is taken over all pairs of measurable subsets of $S$. Alternatively, one can take

$$\|W\|_\square := \sup_{\|f\|_\infty,\|g\|_\infty \leq 1} \left| \int_{S^2} f(x) W(x, y) g(y) \, d\mu(x) \, d\mu(y) \right|.$$

It is easily seen that $\|W\|_\square_1 \leq \|W\|_\square_2 \leq 4\|W\|_\square_1$; thus the two norms $\| \cdot \|_\square_1$ and $\| \cdot \|_\square_2$ are equivalent. It will for our purposes not be important
which one we use, and we shall write $\| \cdot \|_\square$ for either norm. (There are further, equivalent versions of the cut norm; see \[6\].) Note that for either definition of the cut norm we have $|\int W| \leq \|W\|_\square \leq \|W\|_{L^1}$.

If $W$ is a function defined on $S^2$ for some space $S$, and $\varphi : S' \to S$ is a function, we define the function $W^{\varphi}$ on $S^2$ by

$$W^{\varphi}(x, y) = W(\varphi(x), \varphi(y)). \quad (6.3)$$

Given two integrable functions $W_j : S_j^2 \to \mathbb{R}$, $j = 1, 2$, where $S_1$ and $S_2$ are two, in general different, probability spaces, we define the cut metric $\square$ by

$$\delta_\square(W_1, W_2) = \inf_{\varphi_1, \varphi_2} \|W_1^{\varphi_1} - W_2^{\varphi_2}\|_\square, \quad (6.4)$$

taking the infimum over all pairs $(\varphi_1, \varphi_2)$ of measure preserving maps $\varphi_1 : S \to S_1$ and $\varphi_2 : S \to S_2$ defined on a common probability space $(S, \mu)$. (See further \[6\] and \[4\] where some equivalent versions are given and discussed, and Lemma 6.4 below.) Note that

$$\delta_\square(W, W^\varphi) = 0 \quad (6.5)$$

for every $W$ and every measure preserving $\varphi$; this is the point of using $\delta_\square$. Clearly, $0 \leq \delta_\square(W_1, W_2) < \infty$ and $\delta_\square(W_1, W_2) = \delta_\square(W_2, W_1)$. The triangle inequality holds too, so $\delta_\square$ is a semimetric (but not a metric because of \[6.5\]); this is not quite obvious so for completeness we give a proof (which is longer than we would like), first giving another simple lemma.

We say that a function $W$ on $S^2$ (where $S$ is a probability space) is of finite type if there exists a finite measurable partition $S = \cap_{i=1}^N A_i$ such that $W$ is constant on each $A_i \times A_j$.

**Lemma 6.1.** If $S$ is a probability space and $W \in L^1(S^2)$, then for every $\varepsilon > 0$ there exists a finite type $W' \in L^1(S^2)$ such that

$$\delta_\square(W, W') \leq \|W - W'\|_\square \leq \|W - W'\|_{L^1} < \varepsilon.$$  

Proof. The set of finite type functions is dense in $L^1(S^2)$ by standard integration theory, so we may choose $W'$ with $\|W - W'\|_{L^1} < \varepsilon$. The first two inequalities are immediate from the definitions. \hfill \square

**Lemma 6.2.** For any probability spaces $S_\ell$ and integrable functions $W_\ell : S_\ell \times S_\ell \to \mathbb{R}$, $\ell = 1, 2, 3$, we have the triangle inequality:

$$\delta_\square(W_1, W_3) \leq \delta_\square(W_1, W_2) + \delta_\square(W_2, W_3).$$

Proof. It is easy to see that $\delta_\square(U_1, U_2) \leq \delta_\square(V_1, V_2) + \|U_1 - V_1\|_{L^1} + \|U_2 - V_2\|_{L^1}$ for any integrable functions $U_1, V_1, U_2, V_2$ defined on the corresponding spaces. Hence, if $W'_\ell : S_\ell^2 \to \mathbb{R}$ are finite type functions,

$$\delta_\square(W_1, W_3) - \delta_\square(W_1, W_2) - \delta_\square(W_2, W_3)$$

$$\leq \delta_\square(W'_1, W'_3) - \delta_\square(W'_1, W'_2) - \delta_\square(W'_2, W'_3) + 2 \sum_{\ell=1}^3 \|W_\ell - W'_\ell\|_{L^1(S_\ell^2)},$$
so by Lemma [6.1], it suffices to prove the triangle inequality for finite type functions \(W_f\).

Thus, assume now that \(W_1, W_2, W_3\) are finite type functions, with corresponding partitions \(\{A_i\}_{i=1}^{N_1}, \{B_i\}_{i=1}^{N_2}, \{C_i\}_{i=1}^{N_3}\) of \(S_1, S_2, S_3\), respectively. Suppose further that \(\varepsilon > 0\) and that \(\varphi_1 : S \to S_1\) and \(\varphi_2 : S \to S_2\) are measure preserving with \(\|W_1^{\varphi_1} - W_2^{\varphi_2}\|_\Box \leq \delta_\Box(W_1, W_2) + \varepsilon\), and similarly that \(\varphi'_2 : S' \to S_2\) and \(\varphi'_3 : S' \to S_3\) are measure preserving with \(\|W_2^{\varphi'_2} - W_3^{\varphi'_3}\|_\Box \leq \delta_\Box(W_2, W_3) + \varepsilon\). Our task is to couple the two couplings \((\varphi_1, \varphi_2)\) and \((\varphi'_2, \varphi'_3)\), which seems difficult in general, but is simple in the finite type case.

It is easy to see that if \(W\) is of finite type and constant on the sets \(A_i \times A_j\) for a partition \(\{A_i\}\), then the integrals in (6.1) and (6.2) are maximized by considering \(S\) and \(T\) that are unions of some sets \(A_i\), and \(f\) and \(g\) that are constant on each \(A_i\). Consequently, \(\|W\|_\Box\) depends only on the values \(W(A_i \times A_j)\) and the measures \(\mu(A_i)\). Since \(W_1^{\varphi_1} - W_2^{\varphi_2}\) is finite type with partition \(\{\varphi_1^{-1}(A_i) \cap \varphi_2^{-1}(B_j)\}_{i,j}\) of \(S\), it follows that \(\|W_1^{\varphi_1} - W_2^{\varphi_2}\|_\Box\) depends only on \(W_1, W_2\) and the measures \(\mu(\varphi_1^{-1}(A_i) \cap \varphi_2^{-1}(B_j))\). The corresponding holds for \(\|W_2^{\varphi'_2} - W_3^{\varphi'_3}\|_\Box\).

Define (with 0/0 interpreted as 0)

\[
a_{ij} := \frac{\mu(\varphi_1^{-1}(A_i) \cap \varphi_2^{-1}(B_j))}{\mu_1(A_i)\mu_2(B_j)}
\]

and

\[
a'_{jk} := \frac{\mu'(\varphi_2^{-1}(B_j) \cap \varphi_3^{-1}(C_k))}{\mu_2(B_j)\mu_3(C_k)},
\]

and note that, provided \(\mu_2(B_j) \neq 0\),

\[
\sum_i a_{ij} \mu_1(A_i) = \frac{\mu(\varphi_2^{-1}(B_j))}{\mu_2(B_j)} = 1 \quad (6.6)
\]

and, similarly,

\[
\sum_k a'_{jk} \mu_3(C_k) = \frac{\mu(\varphi_2'^{-1}(B_j))}{\mu_2(B_j)} = 1. \quad (6.7)
\]

Define a measure \(\nu\) on \(S^* := S_1 \times S_2 \times S_3\) by

\[
\nu(E) = \sum_{i,j,k} a_{ij} a'_{jk} \mu_1 \times \mu_2 \times \mu_3(\mu_1(A_i) \times \mu_2(B_j) \times \mu_3(C_k)),
\]

and let \(\pi_i : S^* \to S_i\) be the projection. Then, by (6.7),

\[
\nu(\pi_1^{-1}(A_i) \cap \pi_2^{-1}(B_j)) = \nu(A_i \times B_j \times S_3)
\]

\[
= \sum_k a_{ij} a'_{jk} \mu_1(A_i) \mu_2(B_j) \mu_3(C_k) = a_{ij} \mu_1(A_i) \mu_2(B_j)
\]

\[
= \mu(\varphi_1^{-1}(A_i) \cap \varphi_2^{-1}(B_j)).
\]
Hence, by the comments above, \( \|W_1^{\varphi_1} - W_2^{\varphi_2}\| = \|W_1^{\pi_1} - W_2^{\pi_2}\|. \) Similarly, \( \|W_2^{\varphi_2} - W_3^{\varphi_3}\| = \|W_2^{\pi_2} - W_3^{\pi_3}\|. \) Consequently,
\[
\delta(\square(W_1, W_3)) \leq \|W_1^{\pi_1} - W_3^{\pi_3}\| \leq \|W_1^{\pi_1} - W_2^{\pi_2}\| + \|W_2^{\pi_2} - W_3^{\pi_3}\|
\]
which completes the proof since \( \epsilon > 0 \) is arbitrary.

We let our kernels, and in this section more general functions, be defined on arbitrary probability spaces. Sometimes it is convenient to use the special space \([0, 1], \mathcal{B}, \lambda\). (For simplicity we write often \([0, 1]\) instead of \([0, 1], \mathcal{B}, \lambda\). Thus, \([0, 1]\) is assumed to be equipped with Lebesgue measure unless we state otherwise.) The next lemma shows that this can be done without loss of generality.

**Lemma 6.3.** If \( W \in L^1(S^2) \) for some probability space \( S \), then there exists a function \( W' \in L^1([0, 1]^2) \) with \( \delta(W, W') = 0 \).

**Proof.** It is shown in Janson [12] Proof of Theorem 7] first that there exists a function \( h : S \to D := \{0, 1\}^\infty \) and a function \( V : D^2 \to \mathbb{R} \) such that \( W = V^h \), and secondly that if \( \nu \) is the measure on \( D \) that makes \( h \) measure preserving, then there exists a measure preserving \( \varphi : [0, 1] \to (D, \nu) \). Take \( W' := V^\varphi \). Then \( \delta(\square(W, V)) = \delta(\square(V^h, V)) = 0 \) and \( \delta(W, W') = \delta(V, V^\varphi) = 0 \), so \( \delta(W, W') = 0 \) by Lemma 6.2.

**Lemma 6.4.** If \( W_1, W_2 \in L^1([0, 1]^2) \), then
\[
\delta(\square(W_1, W_2)) = \inf_\varphi \|W_1 - W_2^\varphi\|, 
\]
where the infimum is over all measure preserving bimeasurable bijections \( \varphi : [0, 1] \to [0, 1] \).

**Proof.** By definition, \( \delta(\square(W_1, W_2)) \leq \|W_1 - W_2^\varphi\| \) for every such \( \varphi \).

Conversely, by Lemma 6.1 again, it suffices to consider finite type \( W_1 \) and \( W_2 \). Thus, suppose that \( W_1 \) and \( W_2 \) are finite type with corresponding partitions \( \{A_i\} \) and \( \{B_j\} \) of \([0, 1]\). If \( \varphi_1, \varphi_2 : S \to [0, 1] \) are measure preserving, where \( (S, \mu) \) is any probability space, then, as remarked in the proof of Lemma 6.2, \( \|W_1^{\varphi_1} - W_2^{\varphi_2}\| \) depends only on the numbers \( b_{ij} := \mu(\varphi_1^{-1}(A_i) \cap \varphi_2^{-1}(B_j)) \). Since \( \sum_j b_{ij} = \mu(\varphi_1^{-1}(A_i)) = \lambda(A_i) \) and \( \sum_i b_{ij} = \mu(\varphi_2^{-1}(B_j)) = \lambda(B_j) \), we may partition each \( A_i \) as \( \bigcup_{j} A_{ij} \) and each \( B_j \) as \( \bigcup_{i} B_{ij} \) with \( \lambda(A_{ij}) = \lambda(B_{ij}) = b_{ij} \). We may then construct \( \varphi \) such that \( \varphi \) is a measure preserving bijection of \( A_{ij} \) onto \( B_{ij} \) for all \( i, j \) (possibly excepting some null sets; these are easily handled). Then \( \varphi^{-1}(B_j) = \varphi^{-1}(\bigcup_{i} B_{ij}) = \bigcup_{i} A_{ij} \), and thus \( A_i \cap \varphi^{-1}(B_j) = A_{ij} \) and
\[
\lambda(A_i \cap \varphi^{-1}(B_j)) = \lambda(A_{ij}) = b_{ij} = \mu(\varphi_1^{-1}(A_i) \cap \varphi_2^{-1}(B_j)).
\]
Consequently, with \( \iota \) the identity function, \( \|W_1 - W_2^\varphi\| = \|W_1^\iota - W_2^\varphi\| = \|W_1^{\varphi_1} - W_2^{\varphi_2}\| \), and the result follows.
\[\square\]
By Lemma [6.2] the relation \( W \cong W' \) if \( \delta(\omega, W, W') = 0 \) defines an equivalence relation between functions \( W \), possibly defined for different probability spaces. We let, for a probability space \( S \), \( W(S) \) be the set of all measurable functions \( W : S^2 \to [0, 1] \), and let \( \overline{W} \) be the quotient space of \( \bigcup_S W(S) \) modulo \( \cong \). (The careful reader might correctly object that the collection of all probability spaces is not a set, so \( \bigcup_S \) is not defined. However, Lemma [6.3] implies that it actually suffices to consider \( W([0, 1]) \) modulo \( \cong \), or the union for \( S \) in any set of probability spaces containing \([0, 1]\).)

It follows from Lemma [6.2] that \( (\overline{W}, \delta) \) is a metric space. The following important result is a minor variation of the symmetric version in Lovász and Szegedy [16]; for completeness we give a proof although it is essentially the same as in the symmetric case.

**Theorem 6.5.** \((\overline{W}, \delta)\) is a compact metric space.

**Proof.** Recall that a metric space is compact if and only if it is complete and totally bounded.

We first show that \((\overline{W}, \delta)\) is complete. It suffices to show that if \((W_n)_{n=1}^\infty\) is a sequence in \( W([0, 1]) \) such that \( \delta(W_n, W_{n+1}) < 2^{-n} \), then \( \delta(W_n, W) \to 0 \) for some \( W \in \overline{W}([0, 1]) \).

We choose, using Lemma [6.3], measure preserving mappings \( \varphi_n : [0, 1] \to [0, 1] \) such that \( \|W_n - W^{\varphi_n}\| \to 0 \) for some \( W \in \overline{W}([0, 1]) \), and let \( \psi_n = \varphi_n \circ \psi \); then \( W_n^{\psi_n} := (W_n^{\varphi_n})^{\psi_n} \) and

\[
\|W_n - W_n^{\psi_{n+1}}\| = \|W_n - W_n^{\varphi_n}\| = \|W_n - W_n^{\varphi_n}\| < 2^{-n}.
\]

Hence the functions \( W_n := W_n^{\psi_n} \) form a Cauchy sequence in \( L^1([0,1]^2, \| \cdot \|_1) \). Moreover, each \( W_n \) is in the unit ball of \( L^\infty([0,1]^2) = L^1([0,1]^2)^* \), so by sequential weak-* compactness (which holds because \( L^1([0,1]^2) \) is separable), there exists \( W \in L^\infty([0,1]^2) \) such that \( W_n \stackrel{\text{w-*}}{\to} W \).

The assumption \( 0 \leq W_n \leq 1 \) implies \( 0 \leq \int W_n(x,y)1_A(x)1_B(y) \leq \lambda(A)\lambda(B) \) for all measurable \( A \) and \( B \). Since \( W_n \stackrel{\text{w-*}}{\to} W \), this implies \( 0 \leq \int W(x,y)1_A(x)1_B(y) \leq \lambda(A)\lambda(B) \) for all \( A \) and \( B \), and thus by Lebesgue’s differentiation theorem (see e.g. Stein [19, §1.8] again), \( 0 \leq W \leq 1 \) a.e.; hence we may assume \( W \in W([0,1]) \).

For all \( f,g \in L^\infty([0,1]) \) with \( \|f\|_\infty, \|g\|_\infty \leq 1 \), the function \( f(x)g(y) \) belongs to \( L^1([0,1]^2) \), and thus the weak-* convergence implies (using for definiteness \( \| \cdot \|_{1,2} \))

\[
\left| \int \int (W_n(x,y) - W(x,y)) f(x)g(y) \, dx \, dy \right|
= \lim_{m \to \infty} \left| \int \int (W_n(x,y) - W_m(x,y)) f(x)g(y) \, dx \, dy \right|
\leq \lim_{m \to \infty} \|W_n - W_m\| \leq 2^{1-n}.
\]
Taking the supremum over \( f \) and \( g \) we find \( \|W'_n - W\|_{\square} \leq 2^{1-n} \), and thus
\[
\delta_{\square}(W_n, W) = \delta_{\square}(W'_n, W) \leq \|W'_n - W\|_{\square} \to 0.
\]
This proves the completeness of \( \square W \).

We next show that \( (\square W, \delta_{\square}) \) is totally bounded. Let, for \( N \geq 1 \), \( K_N \) be the set of finite type functions in \( W([0,1]) \) with a partition with at most \( N \) parts; we regard \( K_N \) as a subset of \( \square W \).

Let \( \varepsilon > 0 \). As in the proof in Lovász and Szegedy [16, Section 4] of Lemma 3.1 there (but now taking \( K_n := \{1_{S \times T}\} \) in Lemma 4.1 rather than \( K_n := \{1_{S \times S}\} \) as in the symmetric case given there), each \( f \in W([0,1]) \) has distance at most \( \varepsilon \) to \( K_N \) with \( N := \lceil \varepsilon^{-2} \rceil \).

By an obvious rearrangement, each element of \( K_N \) has a representation with a partition of \([0,1]\) into \( N \) intervals. Let \( A := \{(s_1, \ldots, s_{N-1}) : 0 \leq s_1 \leq \cdots \leq s_{N-1} \leq 1\} \) and \( B := [0,1]^N \). Thus, the function \( f : A \times B \to K_N \) given by
\[
f(s_1, \ldots, s_{N-1}, (a_{ij})_{i,j=1}^N) := \sum_{i,j=1}^N a_{ij} 1_{(s_{i-1}, s_i)}(x) 1_{(s_{j-1}, s_j)}(y),
\]
with \( s_0 := 0 \) and \( s_N := 1 \), is thus onto \( K_N \); further, \( f \) is continuous into \( L^1([0,1]^2) \) and thus into \( (\square W, \delta_{\square}) \). Consequently, \( K_N = f(A \times B) \) is a continuous image of a compact set, and thus \( K_N \) is a compact subset of \( \square W \). Hence, there exists a finite subset \( F \) of \( K_N \) such that every point in \( K_N \) has distance at most \( \varepsilon \) to \( F \). Consequently, every point in \( \square W \) has distance at most \( 2\varepsilon \) to \( F \). Since \( F \) is arbitrary, this shows that \( \square W \) is totally bounded. \( \qed \)

We use the construction in Definition 1.3 for an arbitrary \( W \in \mathcal{W}(S) \); in general, \( \prec^* \) will not be a partial order so \( P(n, W) \) will not be a poset, but we can always regard \( P(n, W) \) as a random digraph (with \( i \prec^* j \) interpreted as a directed edge \( ij \)). We further define
\[
t(F, W) := \int_{S^{|F|}} \prod_{ij \in F} W(x_i, x_j) \, d\mu(x_1) \cdots d\mu(x_{|F|}) \quad (6.8)
\]
for every \( W \in \mathcal{W}(S) \) and every finite digraph \( F \); thus (1.3) says that \( t(Q, \Pi_W) = t(Q, W) \) for every finite poset \( Q \) and kernel \( W \). Equivalently,
\[
t(F, W) = \mathbb{P}(i \prec^* j \text{ for every edge } ij \text{ in } F), \quad (6.9)
\]
where \( \prec^* \) is the relation in \( P(\infty, W) \).

We say that a digraph is simple if it can be obtained by orienting a simple graph; in other words, a digraph is simple if it has no loops or double edges (i.e., no induced \( C_1 \) or \( C_2 \)). In particular, a poset is a simple digraph.

**Lemma 6.6.** Let \( W_1 \in \mathcal{W}(S_1) \) and \( W_2 \in \mathcal{W}(S_2) \) where \( S_1 \) and \( S_2 \) are probability spaces. Then, for every simple finite digraph \( F \), if \( m \) is the number of edges in \( F \), then
\[
|t(F, W_1) - t(F, W_2)| \leq m \delta_{\square}(W_1, W_2).
\]
In particular, for every finite poset \( Q \) (with \( m \) the number of pairs \((i,j)\) with \( i < Q j \)),
\[
|t(Q, \Pi_{W_1}) - t(Q, \Pi_{W_2})| \leq m \delta(W_1, W_2).
\]

Proof. This is identical to the proof in the symmetric case (when \( F \) is a finite undirected graph) given in \([3]\) (with an unimportant extra factor in the constant); see also \([4, \text{Lemma 2.2}]\) for a nice formulation (with the constant given above).

Note that we exclude digraphs \( F \) with a loop or a double edge (an induced \( C_1 \) or \( C_2 \)) since we do not want factors of the type \( W(x_i, x_i) \) or \( W(x_i, x_j)W(x_j, x_i) \) in the integrals. (In fact, Lemma \([6, \text{Lemma 6.6}]\) fails for \( F = C_1 \) or \( C_2 \).)

We now focus on functions \( W \in \mathcal{W}(S) \) that are kernels (recall Definition \([1, 1]\)) We define three special digraphs \( D_1, D_2, D_3 \) with vertex sets \( \{1, 2, 3\} \) and edge sets \( E(D_1) = \{12, 23\}, E(D_2) = \{12, 23, 13\} \) and \( E(D_3) = \{12, 23, 31\} \). (Thus \( D_2 \) is a poset, but not \( D_1 \) and \( D_3 \), and \( D_3 = C_3 \).)

**Lemma 6.7.** Let \( W \in \mathcal{W}([0, 1]) \). Then the following are equivalent.

(i) For every finite \( n \), \( P(n, W) \) is a.s. a poset.
(ii) \( P(\infty, W) \) is a.s. a poset.
(iii) There exists a partial order \( \prec \) on \([0, 1]\) and a kernel \( W' \) on \(([0, 1], \mathcal{B}, \lambda, \prec) \) such that \( W = W' \text{ a.e.} \)
(iv) \( t(D_1, W) = t(D_2, W) \) and \( t(D_3, W) = 0 \).

Proof. \([\text{iii}] \iff [\text{ii}] \) is obvious because \( P(n, W) = P(\infty, W)[n] \).
\([\text{ii}] \iff [\text{iii}] \) is clear since \( P(n, W) = P(n, W') \) a.s.
\([\text{iii}] \iff [\text{ii}] \) holds, then \( R := P(\infty, W) \) is an exchangeable random infinite poset. We follow the proof of Theorem \([1, 7]\) in Section \([5]\) noting that by Definition \([1, 3]\), \( I_{ij} := 1[\xi_{ij} \prec W(X_i, X_j)] \) so we already have the representation \([5, 1]\) (with \( \xi_i = X_i \)), and \([5, 2]\) yields \( W_0(x, y) := \mathbb{P}(\xi \prec W(x, y)) = W(x, y) \). The remainder of the proof of Theorem \([1, 7]\) shows that we may modify \( W_0 \) on a null set such that the result (denoted \( W \) there and \( W' \) here) is a kernel on \(([0, 1], \mathcal{B}, \lambda, \prec) \) for some partial order \( \prec \) on \([0, 1] \).
\([\text{iv}] \iff [\text{iii}] \) We have
\[
0 = t(D_1, W) - t(D_2, W) = \int_{[0, 1]^3} W(x_1, x_2)W(x_2, x_3)(1 - W(x_1, x_3)) \, dx_1 \, dx_2 \, dx_3
\]
and
\[
0 = t(D_3, W) = \int_{[0, 1]^3} W(x_1, x_2)W(x_2, x_3)W(x_3, x_1) \, dx_1 \, dx_2 \, dx_3.
\]
Thus, \([5, 6]\) and \([5, 7]\) in the proof of Theorem \([1, 7]\) hold. The proof of Theorem \([1, 7]\) actually used the assumption that \( R = P(\infty, W) \) is a poset only to show \([5, 6]\) and \([5, 7]\); hence we may argue exactly as for \([\text{ii}] \iff [\text{iii}] \). By \([6, 9]\),
\[
t(D_3, W) = \mathbb{P}(1 \prec^* 2, 2 \prec^* 3, 3 \prec^* 1)
\]
and
t(D_1, W) - t(D_2, W) = \mathbb{P}(1 \prec^* 2, 2 \prec^* 3, 1 \not\prec^* 3),
and both are 0 if \( P(\infty, W) \) a.s. is a poset.

Remark 6.8. The implications (i) \( \iff \) (ii) \( \Rightarrow \) (iv) hold for \( W \in \mathcal{W}(S) \) for any probability space \( S \). We do not know whether that is true for the other implications, or whether there might be measure theoretic complications.

We prove a kernel version of Lemma 6.3.

Lemma 6.9. If \( W \) is a kernel on an ordered probability space \((S, F, \mu, \prec)\), then there exists a kernel \( W' \) on \(([0, 1], B, \lambda, \prec)\), for some partial order \( \prec \) on \([0, 1]\), such that \( \delta(\square, W, W') = 0 \).

Proof. By Lemma 6.3, there exists \( W_1 \in \mathcal{W}([0, 1]) \) such that \( \delta(\square, W, W_1) = 0 \).
If \( F \) is any simple finite digraph, then Lemma 6.6 implies \( t(F, W) = t(F, W_1) \).
Since \( P(\infty, W) \) is a random infinite poset, Lemma 6.7 and Remark 6.8 show that \( t(D_1, W_1) = t(D_1, W) = t(D_2, W) = t(D_2, W_1) \) and \( t(D_3, W_1) = t(D_3, W) = 0 \), and thus Lemma 6.7 shows the existence of a kernel \( W' \) with \( W' = W_1 \) a.e. and thus \( \delta(\square, W, W') = \delta(\square, W, W_1) = 0 \).

We define \( \overline{\mathcal{W}}_P \) as
\[
\{ W : W \text{ is a kernel on some ordered probability space } S \}, \tag{6.10}
\]
or
\[
\{ W : W \text{ is a kernel on } ([0, 1], B, \lambda, \prec) \text{ for some } \prec \}, \tag{6.11}
\]
modulo the equivalence relation \( \sim \); note that (6.10) and (6.11) are equivalent by Lemma 6.9. Thus \( \overline{\mathcal{W}}_P \) is a subset of the metric space \( \overline{\mathcal{W}} \), and we equip \( \overline{\mathcal{W}}_P \) with the inherited metric \( \delta(\square) \).

By Lemma 6.6, the functionals \( t(F, \cdot) \) are well-defined and continuous on the quotient space \( \overline{\mathcal{W}}_P \).

Lemma 6.10. \( \overline{\mathcal{W}}_P = \{ \overline{W} \in \overline{\mathcal{W}} : t(D_1, \overline{W}) = t(D_2, \overline{W}) \text{ and } t(D_3, \overline{W}) = 0 \} \).

Proof. If \( \overline{W} \in \overline{\mathcal{W}}_P \), we may by Lemma 6.3 choose a representative in \( \mathcal{W}([0, 1]) \), and the result then follows by Lemma 6.7.

Theorem 6.11. The metric space \((\overline{\mathcal{W}}_P, \delta(\square))\) is compact.

Proof. \( \overline{\mathcal{W}}_P \) is a closed subset of \( \overline{\mathcal{W}} \) by Lemma 6.10 and the fact that the functionals \( t(D_\ell, \cdot) \) are continuous on \( \overline{\mathcal{W}} \). Hence the result follows from Theorem 6.5.

7. Equivalence of kernels

Suppose that \((S_1, \mu_1)\) and \((S_2, \mu_2)\) are two probability spaces and that \( \varphi : S_1 \to S_2 \) is a measure preserving map. If \( W : S_2 \times S_2 \to \mathbb{R} \), we let \( W^\varphi : S_1 \times S_1 \to \mathbb{R} \) be the function given by \( W^\varphi(x, y) = W(\varphi(x), \varphi(y)) \). If \( S_2 \) is an ordered probability space with order \( \prec_2 \) and \( W \) is a kernel on \( S_2 \), then we can define a partial order \( \prec_1 \) on \( S_1 \) by \( x \prec_1 y \iff W^\varphi(x, y) > 0; \)
then $S_1$ is an ordered probability space, $W^\varphi$ is a (strict) kernel on $S_1$, and $\varphi : S_1 \to S_2$ is order preserving. Furthermore, in this case, if $(X_i)_{i=1}^\infty$ are i.i.d. points in $S_1$, then $(\varphi(X_i))_{i=1}^\infty$ are i.i.d. points in $S_2$, and it follows from Definition 1.3 that

$$P(n, W^\varphi) \overset{d}{=} P(n, W) \quad \text{for every } n \leq \infty; \quad (7.1)$$

hence Theorem 1.7 implies that the kernels $W^\varphi$ and $W$ define the same poset limit $\Pi_W$. As in the case of graph limits, see [6; 14; 3, 4], this is not quite the only source of non-uniqueness of the representing kernel $W$, but it is 'almost' so, in a sense made precise below.

A Borel space is a measurable space $(S, \mathcal{F})$ that is isomorphic to a Borel subset of $[0, 1]$, see e.g. [13, Appendix A1] and [17]. In fact, a Borel space is either isomorphic to $([0, 1], \mathcal{B})$ or it is countable infinite or finite. Moreover, every Borel subset of a Polish topological space (with the Borel $\sigma$-field) is a Borel space. A Borel probability space is a probability space $(S, \mathcal{F}, \mu)$ such that $(S, \mathcal{F})$ is a Borel space.

We state a general equivalence theorem, which is the poset version of [8, Theorem 7.1] for graph limits. (This theorem in [8] is for simplicity stated only for functions defined on $([0, 1], \mathcal{B}, \lambda, <)$, but it extends to arbitrary Borel probability spaces in the same way as here.) The parts (viii) and (ix) are also gives an equivalent condition with for graph limits in [8]. (For graph limits, [8] also gives an equivalent condition with $W_1 = V^{\varphi_1}$ and $W_2 = V^{\varphi_2}$ for some $\varphi_1, \varphi_2$ and $V$. We conjecture that a similar result is true for poset limits too, but we have not yet investigated this.)

If $W$ is a kernel (or other function) $S^2 \to [0, 1]$, where $S$ is a probability space, we say following [8] that $x_1, x_2 \in S$ are twins if $W(x_1, y) = W(x_2, y)$ and $W(y, x_1) = W(y, x_2)$ for a.e. $y \in S$. We say that $W$ is almost twinfree if there exists a null set $N \subset S$ such that there are no twins $x_1, x_2 \in S \setminus N$ with $x_1 \neq x_2$.

**Theorem 7.1.** Suppose that $W_1 : S_1^2 \to [0, 1]$ and $W_2 : S_2^2 \to [0, 1]$ are two kernels defined on two ordered probability spaces $(S_1, \mathcal{F}_1, \mu_1, \prec_1)$ and $(S_2, \mathcal{F}_2, \mu_2, \prec_2)$ such that $(S_1, \mu_1)$ and $(S_2, \mu_2)$ are Borel spaces, and let $\Pi_1 = \Pi_{W_1}$ and $\Pi_2 = \Pi_{W_2}$ be the corresponding poset limits in $\mathcal{P}_\infty$. Then the following are equivalent.

(i) $\Pi_1 = \Pi_2$ in $\mathcal{P}_\infty$.
(ii) $t(Q, \Pi_1) = t(Q, \Pi_2)$ for every poset $Q$.
(iii) The exchangeable random infinite posets $P(\infty, W_1)$ and $P(\infty, W_2)$ have the same distribution.
(iv) The random posets $P(n, W_1)$ and $P(n, W_2)$ have the same distribution for every finite $n$.
(v) There exist measure preserving maps $\varphi_j : [0, 1] \to S_j$, $j = 1, 2$, such that $W_1^{\varphi_j} = W_2^{\varphi_j}$ a.s., i.e. $W_1(\varphi_1(x), \varphi_1(y)) = W_2(\varphi_2(x), \varphi_2(y))$ a.e. on $[0, 1]^2$. 


(vi) There exists a measurable mapping \( \psi : S_1 \times [0, 1] \to S_2 \) that maps \( \mu_1 \times \lambda \) to \( \mu_2 \) such that \( W_1(x, y) = W_2(\psi(x, t_1), \psi(y, t_2)) \) for a.e. \( x, y \in S_1 \) and \( t_1, t_2 \in [0, 1] \). (Equivalently, if further \( \pi : S := S_1 \times [0, 1] \to S_1 \) is the projection, then \( W_1^\pi = W_2^\psi \) a.s. on \( S^2 \).)

(vii) \( \delta_{W_1}(W_1, W_2) = 0. \)

If further \( W_2 \) is almost twinfree, then these are also equivalent to:

(viii) There exists a measure preserving map \( \varphi : S_1 \to S_2 \) such that \( W_1 = W_2^\varphi \) a.s., i.e. \( W_1(x, y) = W_2(\varphi(x), \varphi(y)) \) a.e. on \( S_1^2 \).

If both \( W_1 \) and \( W_2 \) are almost twinfree, then these are also equivalent to:

(ix) There exists a measure preserving map \( \varphi : S_1 \to S_2 \) such that \( \varphi \) is a bimeasurable bijection of \( S_1 \setminus N_1 \) onto \( S_2 \setminus N_2 \) for some null sets \( N_1 \subset S_1 \) and \( N_2 \subset S_2 \), and \( W_1 = W_2^\varphi \) a.s., i.e. \( W_1(x, y) = W_2(\varphi(x), \varphi(y)) \) a.e. on \( S_1^2 \). (If further \( (S_2, \mu_2) \) has no atoms, for example if \( S_2 = [0, 1] \), then we may take \( N_1 = N_2 = \emptyset \).)

Proof. (i) \iff (ii) By our definition of \( P_\infty \subset \overline{P} \) in Section 3.

(i) \iff (iii) By Theorem 7.1(ii).

(iii) \iff (iv) Obvious.

(v) \implies (iii) (iv). By (7.1), \( P(n, W_1) \overset{d}{=} P(n, W_1^{\varphi_1}) = P(n, W_1^{\varphi_2}) \overset{d}{=} P(n, W_2). \)

(vi) \implies (iii) (iv). Similar.

(iii) \implies (v) (vi). Consider first the case \( (S_1, \mu_1) = (S_2, \mu_2) = ([0, 1], \lambda) \).

In this case, (v) and (vi) follow, as in the graph case in [8], from Hoover’s equivalence theorem for representations of exchangeable arrays in the version by Kallenberg [14, Theorem 7.28]; we refer to [8, Proof of Theorem 7.1] for the details rather than copying them here.

For general \( S_1 \) and \( S_2 \), we first note that since every Borel space is either finite, countably infinite or (Borel) isomorphic to \([0, 1]\), it is easily seen that there exist measure preserving maps \( \gamma_j : [0, 1] \to S_j \), \( j = 1, 2 \). (Recall that \([0, 1]\) is equipped with the Lebesgue measure \( \lambda \) unless another measure is explicitly given.) Let \( \tilde{W}_j := W_j^{\gamma_j} : [0, 1]^2 \to [0, 1] \). Then, by (7.1), \( P(n, W_j) \overset{d}{=} P(n, \tilde{W}_j) \) for \( n \leq \infty \), and thus (iii) holds for \( \tilde{W}_1 \) and \( \tilde{W}_2 \) defined on \([0, 1]\). Hence, by the special case just treated, there exist measure preserving functions \( \varphi_j : [0, 1] \to [0, 1] \) such that \( \tilde{W}_1^{\varphi_1} = \tilde{W}_2^{\varphi_2} \) a.e., and thus (v) holds with \( \varphi_j := \gamma_j \circ \varphi_j \).

Similarly, by (vi) for \( \tilde{W}_1 \) and \( \tilde{W}_2 \), there exists a measure preserving function \( h : [0, 1]^2 \to [0, 1] \) such that \( \tilde{W}_1(x, y) = \tilde{W}_2(h(x, z_1), h(y, z_2)) \) for a.e. \( x, y, z_1, z_2 \in [0, 1] \). Apply Lemma 7.2 below with \( (S, \mu) = (S_1, \mu_1) \) and \( \gamma = \gamma_1 \). This yields \( \alpha : S_1 \times [0, 1] \to [0, 1] \) that is measure preserving and
with \( \gamma_1(\alpha(s,u)) = s \text{ a.e.} \) Hence, for a.e. \( x,y \in S_1 \) and \( u_1,u_2,z_1,z_2 \in [0,1] \),
\[
W_1(x,y) = W_1(\gamma_1 \circ \alpha(x,u_1),\gamma_1 \circ \alpha(y,u_2)) = \tilde{W}_1(\alpha(x,u_1),\alpha(y,u_2))
\]
\[
= \tilde{W}_2(h(\alpha(x,u_1),z_1),h(\alpha(y,u_2),z_2))
\]
\[
= W_2(\gamma_2 \circ h(\alpha(x,u_1),z_1),\gamma_2 \circ h(\alpha(y,u_2),z_2)).
\]
Finally, let \( \beta = (\beta_1,\beta_2) \) be a measure preserving map \([0,1] \to [0,1]^2\), and define \( \psi(x,t) := \gamma_2 \circ h(\alpha(x,\beta_1(t)),\beta_2(t)) \).
\[
\begin{align*}
&\text{(v)} \implies \text{(vii)} \quad \text{Obvious by (6.5) and Lemma 6.2} \\
&\text{(vii)} \implies \text{(iii)} \quad \text{By Lemma 6.6} \\
&\text{(vi)} \implies \text{(viii)} \quad \text{Since, for a.e.} \ x,y,t_1,t_2,t'_1, \\
&W_2(\psi(x,t_1),\psi(y,t_2)) = W_1(x,y) = W_2(\psi(x,t'_1),\psi(y,t_2))
\end{align*}
\]

\( \psi \) is measure preserving, it follows that for a.e. \( x,t_1,t'_1,\psi(x,t_1) \) and \( \psi(x,t'_1) \) are twins for \( W_2 \). If \( W_2 \) is almost twin-free, with exceptional null set \( N \), then further \( \psi(x,t_1),\psi(x,t'_1) \notin N \) for a.e. \( x,t_1,t'_1 \), since \( \psi \) is measure preserving, and consequently \( \psi(x,t_1) = \psi(x,t'_1) \) for a.e. \( x,t_1,t'_1 \). It follows that we can choose a fixed \( t'_1 \) (almost every choice will do) such that \( \psi(x,t) = \psi(x,t'_1) \) for a.e. \( x,t \). Define \( \varphi(x) := \psi(x,t'_1) \). Then \( \psi(x,t) = \varphi(x) \) for a.e. \( x,t \), which in particular implies that \( \varphi \) is measure preserving, and \( \text{(vi)} \) yields \( W_1(x,y) = W_2(\varphi(x),\varphi(y)) \) a.e.
\[
\begin{align*}
&\text{(viii)} \implies \text{(ix)} \quad \text{Let} \ N' \subset S_1 \text{ be a null set such that if} \ x \notin N', \text{ then} \\
&W_1(x,y) = W_2(\varphi(x),\varphi(y)) \text{ for a.e.} \ y \in S_1. \text{ Similarly, let} \ N'' \subset S_1 \text{ be a null set such that if} \ x \notin N'', \text{ then} \\
&W_1(y,x) = W_2(\varphi(y),\varphi(x)) \text{ for a.e.} \ y \in S_1. \text{ If} \\
x,x' \in S_1 \setminus (N' \cup N'') \text{ and} \ \varphi(x) = \varphi(x'), \text{ then} \ x \text{ and} \ x' \text{ are twins for} \ W_1. \\
\text{Consequently, if} \ W_1 \text{ is almost twinfree with exceptional null set} \ N, \text{ then} \ \varphi \text{ is injective on} \ S_1 \setminus N_1 \text{ with} \\
N_1 := N' \cup N'' \cup N. \text{ Since} \ S_1 \setminus N_1 \text{ and} \ S_2 \text{ are Borel spaces, the injective map} \ \varphi : S_1 \setminus N_1 \to S_2 \text{ has measurable range and} \\
\text{is a bimeasurable bijection} \ \varphi : S_1 \setminus N_1 \to S_2 \setminus N_2 \text{ for some measurable set} \\
N_2 \subset S_2. \text{ Since} \ \varphi \text{ is measure preserving,} \ \mu_2(N_2) = 0.
\end{align*}
\]
If \( S_2 \) has no atoms, we may take an uncountable null set \( N'_2 \subset S_2 \setminus N_2. \text{ Let} \\
N'_1 := \varphi^{-1}(N'_2). \text{ Then} \ N_1 \cup N'_1 \text{ and} \ N_2 \cup N'_2 \text{ are uncountable Borel spaces so there is a bimeasurable bijection} \\
\psi : N_1 \cup N'_1 \to N_2 \cup N'_2. \text{ Redefine} \\
\varphi \text{ on} \ N_1 \cup N'_1 \text{ so that} \ \varphi = \psi \text{ there; then} \ \varphi \text{ becomes a bijection} \ S_1 \to S_2. \quad \square
\]

**Lemma 7.2.** Suppose that \( (S,\mu) \) is a Borel probability space and that \( \gamma : [0,1] \to S \) is a measure preserving function. Then there exists a measure preserving function \( \alpha : S \times [0,1] \to [0,1] \) such that \( \gamma(\alpha(s,y)) = s \text{ for} \mu \times \lambda \text{-a.e.} \ (s,y) \in S \times [0,1]. \)

**Proof.** Let \( \eta : [0,1] \to [0,1] \) and \( \xi : S \to S \) be the identity maps \( \eta(x) = x, \xi(s) = s \), and let \( \xi = \gamma : [0,1] \to S \). Then \( (\xi,\eta) \) is a pair of random variables, defined on the probability space \( ([0,1],\lambda) \), with values in \( S \) and \( [0,1] \), respectively; further, \( \xi \) is a random variable defined on \( (S,\mu) \) with
\[ \tilde{\xi} \overset{d}{=} \xi. \] By the transfer theorem [13, Theorem 6.10], there exists a measurable function \( \alpha : \mathcal{S} \times [0, 1] \to [0, 1] \) such that if \( \tilde{\eta}(s, y) := \alpha(\tilde{\xi}(s), y) = \alpha(s, y) \), then \( (\tilde{\xi}, \tilde{\eta}) \) is a pair of random variables defined on \( \mathcal{S} \times [0, 1] \) with \( (\tilde{\xi}, \tilde{\eta}) \overset{d}{=} (\xi, \eta) \). Since \( \xi = \gamma(\eta) \), this implies \( \tilde{\xi} = \gamma(\tilde{\eta}) \) a.s., and thus \( s = \tilde{\xi}(s) = \gamma(\alpha(s, y)) \) a.s.

8. More on the cut metric

**Theorem 8.1.** Let \( W \) and \( W_1, W_2, \ldots \) be kernels on ordered probability spaces \( \mathcal{S}, \mathcal{S}_1, \mathcal{S}_2, \ldots \). Then, as \( n \to \infty \), \( \Pi_{W_n} \to \Pi_W \iff \delta_\square(W_n, W) \to 0 \). In other words, the mapping \( W \mapsto \Pi_W \) is a homeomorphism of \( (\mathcal{W}_\mathcal{P}, \delta_\square) \) onto \( \mathcal{P}_\infty \).

**Proof.** The mapping \( W \mapsto \Pi_W \in \mathcal{P}_\infty \) is well-defined and continuous on \( \mathcal{W}_\mathcal{P} \) by Lemma 6.6 and the construction of \( \mathcal{P}_\infty \) (see Theorem 3.3); further, the mapping is surjective by Theorem 1.7 and it is injective by Theorem 7.1 \( (i) \implies (vii) \), using the definition (6.11). Since \( \mathcal{W}_\mathcal{P} \) is compact by Theorem 6.11, the mapping is thus a homeomorphism. \( \square \)

**Proof of Theorem 7.13.** Let \( W_n = W_{P_n} \). Thus \( \Pi_{P_n} := \Pi_{W_n} \), and \( t(Q, P_n) = t(Q, \Pi_{P_n}) = t(Q, \Pi_{W_n}) \) for every \( Q \in \mathcal{P} \) by Example 1.12. It follows from Theorems 3.4 and 3.5 that \( P_n \to \Pi \iff \Pi_{W_n} \to \Pi \), and the result follows from Theorem 8.1. \( \square \)

9. Further examples

**Example 9.1.** For each finite \( n \), all totally ordered sets with \( n \) elements are isomorphic, and there is thus a unique unlabelled totally ordered poset in \( \mathcal{P}_n \), which we denote by \( T_n \). Let \( (\mathcal{S}, \mathcal{F}, \mu, <) \) be a totally ordered set with a continuous probability measure \( \mu \) (i.e., a probability measure such that \( \mu\{x\} = 0 \) for every \( x \in \mathcal{S} \)), and let \( W(x, y) = 1[x < y] \) as in Example 1.5. Since \( \mu \) is continuous, the random points \( X_i \) in Definition 1.3 are (a.s.) distinct, and thus, see Example 1.5 \( P(n, W) \) is isomorphic to a subset of \( \mathcal{S} \) and thus totally ordered. In other words, \( P(n, W) = T_n \) as unlabelled posets. (As labelled posets, \( P(n, W) \overset{d}{=} \hat{T}_n \), which is obtained by applying a random permutation to \( [n] \) with the usual order.) By Theorem 1.7 (1), thus \( T_n \to \Pi_W \), which shows that \( \Pi_W \) does not depend on the choices of \( \mathcal{S} \) and \( \mu \). We write \( \Pi_T \) for this poset limit and have thus shown that there exists a (unique) poset limit \( \Pi_T \in \mathcal{P}_\infty \) such that \( T_n \to \Pi_T \) and \( P(n, \Pi_T) = T_n \) for all finite \( n \). We may call \( \Pi_T \) the total poset limit.

It is convenient to choose \( \mathcal{S} \) as \([0, 1]\) with Lebesgue measure; we then see that \( P(\infty, \Pi_T) \) is the random infinite total order defined by a sequence of i.i.d. random points in \([0, 1]\) with the standard order.

Note that \( \mu \) has to be continuous in this example; otherwise (i.e., if \( \mu \) has an atom), there will (a.s.) be repetitions in \( X_1, X_2, \ldots \) and thus incomparable points in \( P(\infty, W) \) (and with positive probability in \( P(n, W) \) for
finite \( n \geq 2 \); hence \( P(\infty, \Pi_W) = P(\infty, W) \not\equiv P(\infty, \Pi_T) \) and \( \Pi_W \neq \Pi_T \) by Theorem \( 1.1(\text{ii}) \). In particular, \( \Pi_P \) defined in Example \( 1.12 \) for a finite totally ordered set \( P = T_m \) does \textit{not} equal \( \Pi_T \). (Although, as a consequence of \( (1.8) \), \( \Pi_{T_m} \to \Pi_T \) in \( \mathcal{P}_\infty \) as \( m \to \infty \).)

**Example 9.2.** The other extreme is the poset where \( x \not\prec y \) for all \( x, y \); we call these posets trivial, and let \( E_n \) denote the (unique) unlabelled trivial poset with \( |E_n| = n \). Then, trivially, \( t(Q, E_n) = 0 \) for every finite poset \( Q \) that is not itself trivial, while \( t(E_m, E_n) = 1 \) for all \( m \) and \( n \). Consequently the sequence \( (E_n) \) converges, and the limit is a poset limit \( \Pi_0 \in \mathcal{P}_\infty \) with

\[
t(Q, \Pi_0) = \begin{cases} 
1, & Q = E_m \text{ for some } m, \\
0, & \text{otherwise.}
\end{cases}
\]

(9.1)

Taking \( P = E_n \) in Example \( 1.12 \) we see further by \( (1.8) \) that \( \Pi_{E_n} = \Pi_0 \) for every \( n \). Trivially, \( \hat{E}_n = E_n \), and by \( (1.6) \) \( P(\infty, \Pi_0) \) is the trivial infinite poset on \( \mathbb{N} \). Similarly, \( P(n, \Pi_0) = P(\infty, \Pi_0)[|n\rangle] \) is trivial, so \( P(n, \Pi_0) = E_n \).

Note also that if \( \mathcal{S} \) is any ordered probability space and \( W = 0 \), which always is a kernel, then \( P(n, W) \) is trivial for all \( n < \infty \), and by Theorem \( 1.1(\text{ii}) \) or \( (\text{ii}) \) \( \Pi_W = \Pi_0 \). (This explains our notation \( \Pi_0 \).)

**Example 9.3.** Let \( \mathcal{S} = [0, 1]^2 \) with Lebesgue measure and the product order \( (x_1, x_2) < (y_1, y_2) \) if \( x_1 < y_1 \) and \( x_2 < y_2 \). Again, let \( W(x, y) = 1[x < y] \) as in Example \( 1.6 \). Then \( P(n, W) \) is the poset defined by \( n \) random points in \( [0, 1]^2 \), which also can be described as the intersection of two independent random total orders on \( [n] \).

**Example 9.4.** Let \( G(n, p) \) denote the random graph with \( n \) vertices \( \{1, \ldots, n\} \) where each possible edge \( ij \) appears with probability \( p \), independently of all other edges. We make \( G(n, p) \) into a (random) poset by directing each edge from the smaller endpoint to the larger, and then taking the transitive closure. In other words, \( i \prec j \) in \( G(n, p) \) if and only if there is an increasing path \( i = i_1, i_2, \ldots, i_n = j \) in \( G(n, p) \). We use \( G(n, p) \) to denote this random poset too.

It can be shown, see \( [18] \) and the references therein, that if \( p \to 0 \) and \( (j - i)/(\frac{1}{p} \log \frac{1}{p}) \to c \), then \( \mathbb{P}(i \prec j) \to 0 \) if \( c < 1 \) and \( \mathbb{P}(i \prec j) \to 1 \) if \( c > 1 \). Assume now that \( n \to \infty \) and \( p \to 0 \) such that \( pn/\log n \to a \in [0, \infty] \). It then follows easily that for every finite poset \( Q \), using \( (5.8) \) and \( (3.3) \),

\[
\mathbb{E} t(Q, G(n, p)) \to t(Q, W_a) = t(Q, \Pi_{W_a}),
\]

where \( W_a \) is the kernel on \( \{0, 1\}, \mathcal{B}, \lambda, \prec \) given by \( W_a(x, y) := 1[y - x > a^{-1}] \). (In particular, \( W_a = 0 \) if \( a \leq 1 \).) By Theorem \( 1.1 \) thus \( G(n, p) \overset{d}{\to} \Pi_{W_a} \); since \( \Pi_{W_a} \) is non-random, this means \( G(n, p) \overset{p}{\to} \Pi_{W_a} \).

In particular, if \( a \leq 1 \), then \( G(n, p) \overset{p}{\to} \Pi_0 \), see Example \( 9.2 \). The other extreme is \( a = \infty \); then \( W_a(x, y) = 1[y > x] \) on the totally ordered set \( [0, 1] \), so \( G(n, p) \overset{p}{\to} \Pi_T \), see Example \( 9.1 \).
Example 9.5. Let $S = \{(x, y) : 0 \leq x \leq y \leq 1\}$ with the partial order $(x_1, y_1) < (x_2, y_2)$ if $y_1 < x_2$. We can interpret $S$ as the set of closed intervals in $[0,1]$, with $I_1 < I_2$ if $I_1$ lies entirely to the left of $I_2$. Any probability measure $\mu$ on $S$ thus defines a distribution of random intervals, and the kernel $W(x,y) := 1[x < y]$ as in Example 1.5 yields random posets $P(n,W)$, and a poset limit $\Pi$.

We note that although it is natural to represent $\Pi$ by the kernel $W$ on $(S, \mu)$, $\Pi$ can also be represented by a kernel on $([0,1], B, \lambda, \prec)$. (Thus Problem 1.10 has a positive answer in this case.) To see this, we construct a measure preserving map $\varphi : ([0,1], \lambda) \to (S, \mu)$ such that $\varphi(s) < \varphi(t) \implies s < t$; then $W^\varphi$ is a kernel on $[0,1]$ that represents $\Pi$. We may construct $\varphi$ by first partitioning $S$ into $S_0 := \{(x, y) : x \leq y < 1/2\}$, $S_1 := \{(x, y) : x < 1/2 \leq y\}$ and $S_2 := \{(x, y) : 1/2 \leq x \leq y\}$, and a corresponding partitioning of $[0,1]$ into $I_0 := [0, \mu(S_0))$, $I_1 := [\mu(S_0), 1-\mu(S_1))$ and $I_2 := [1-\mu(S_1), 1]$. Noting that all elements of $S_0 \cup S_2$ are incomparable, we define $\varphi$ on $I_0$ as any measure preserving map $I_0 \to S_0$. We then continue recursively and define $\varphi : I_0 \to S_0$ and $I_2 \to S_1$ by partitioning $S_0$ and $S_1$ into three parts each, and so on. (In the kth stage, the partitioning is according to the kth binary digit of $x$ and $y$.) Let $\Delta := \{(x,x)\}$ be the diagonal in $S$. If $\mu(\Delta) = 0$, then the recursive procedure just described defines $\varphi$ at least a.e. on $[0,1]$. If $\mu(\Delta) > 0$, there will remain a Cantor like subset of $[0,1]$ of measure $\mu(\Delta)$; the construction then is completed by mapping this set to $\Delta$ by an increasing measure preserving map.

10. Poset limits as digraph limits

As said repeatedly, we can regard posets as digraphs, which yields an inclusion mapping $\mathcal{P} \to \mathcal{D}$. We saw in Section 3 that this mapping extends to a (unique) continuous inclusion mapping $\overline{\mathcal{P}} \to \overline{\mathcal{D}}$; we may thus regard $\overline{\mathcal{P}}$ as a compact subset of $\overline{\mathcal{D}}$, with $\mathcal{P}_\infty$ a compact subset of $\mathcal{D}_\infty$. We can now characterize the subset $\mathcal{P}_\infty$ of $\mathcal{D}_\infty$ in several ways.

We first recall that, as shown in Diaconis and Janson, the digraph limits in $\mathcal{D}_\infty$ can be represented by quintuples $\mathbf{W} = (W_{00}, W_{01}, W_{10}, W_{11}, w)$ where $W_{\alpha\beta} : [0,1]^2 \to [0,1]$ and $w : [0,1] \to \{0,1\}$ are measurable functions such that $\sum_{\alpha,\beta=0}^1 W_{\alpha\beta}(x,y) = 1$ and $W_{\alpha\beta}(x,y) = W_{\beta\alpha}(y,x)$ for $\alpha, \beta \in \{0,1\}$ and $x, y \in [0,1]$. Let $\mathbf{W}_5$ be the set of all such quintuples. For $\mathbf{W} \in \mathbf{W}_5$, we define a random infinite digraph $G(\infty, \mathbf{W})$ by specifying its edge indicators $I_{ij}$ as follows (cf. Definition 1.3); we first choose a sequence $X_1, X_2, \ldots$ of i.i.d. random variables uniformly distributed on $[0,1]$, and then, given this sequence, let $I_{ii} = w(X_i)$ and for each pair $(i,j)$ with $i < j$ choose $I_{ij}$ and $I_{ji}$ at random such that

$$\mathbb{P}(I_{ij} = \alpha \text{ and } I_{ji} = \beta) = W_{\alpha\beta}(X_i, X_j), \quad \alpha, \beta \in \{0,1\}; \quad (10.1)$$

this is done independently for all pairs $(i,j)$ with $i < j$ (conditionally given $\{X_k\}$). The infinite random digraph $G(\infty, \mathbf{W})$ is exchangeable, and it is shown in [8], by digraph analogues of Theorems 1.16 and 1.15 above, that
its distribution is an extreme point in the set of exchangeable distributions and that it corresponds to a digraph limit $\Gamma_W$; for example, $G(n, W) := G(\infty, W)|_{[n]} \rightarrow \Gamma_W$ in $\mathfrak{D}$ a.s.

Theorem 10.1. Let $\Gamma \in \mathcal{D}_\infty$ be a digraph limit. Then the following are equivalent.

(i) $\Gamma \in \mathcal{P}_\infty$, i.e., $\Gamma$ is a poset limit.

(ii) $t_{\text{ind}}(F, \Gamma) = 0$ for every finite digraph $F$ that is not a poset.

(iii) $t_{\text{ind}}(C_1, \Gamma) = t_{\text{ind}}(C_2, \Gamma) = t_{\text{ind}}(C_3, \Gamma) = t_{\text{ind}}(P_2, \Gamma) = 0$.

(iv) If $W = (W_{00}, W_{01}, W_{10}, W_{11}, w)$ is some (any) quintuplet representing $\Gamma$, then $w = 0$ a.e., $W_{11} = 0$ a.e., and $\{(x, y, z) : W_{10}(x, y) > 0$ and $W_{10}(y, z) > 0$ and $W_{10}(x, z) < 1\}$ is a null set in $[0,1]^3$.

(v) There exists a quintuplet $W = (W_{00}, W_{01}, W_{10}, W_{11}, w)$ representing $\Gamma$ with $w = 0$, $W_{11}(x, y) = 0$, $W_{10}(x, x) = 0$, and $W_{10}$ satisfying (1.2).

Proof. (i) \implies (ii). If $P$ is a poset regarded as a digraph, then every induced subgraph is a poset. Thus, if $F \in \mathcal{D} \setminus \mathcal{P}$, then $t_{\text{ind}}(F, P) = 0$ for all $P \in \mathcal{P}$, and by continuity, $t_{\text{ind}}(F, \Gamma) = 0$ for all $\Gamma \in \mathcal{P}_\infty$ too.

(ii) \implies (iii). Trivial.

(iii) \implies (iv). Let $W = (W_{00}, W_{01}, W_{10}, W_{11}, w)$ represent the digraph limit $\Gamma$ as above. Then, by the digraph version of (1.5), for once regarding $C_1, C_2, C_3, P_2$ as labelled digraphs (in the obvious way),

$$0 = t(C_1, \Gamma) = \mathbb{P}(C_1 \subset G(\infty, W)) = \mathbb{P}(I_{11} = 1) = \mathbb{E}w(X_1).$$

Thus $w = 0$ a.e. Similarly,

$$0 = t(C_2, \Gamma) = \mathbb{P}(C_2 \subset G(\infty, W)) = \mathbb{P}(I_{12} = I_{21} = 1) = \mathbb{E}W_{11}(X_1),$$

and thus $W_{11} = 0$ a.e. Finally, using $W_{11} = 0$,

$$0 = t(C_3, \Gamma) + t(P_2, \Gamma) = \mathbb{P}(C_3 \subset G(\infty, W)) + \mathbb{P}(P_2 \subset G(\infty, W))$$

$$= \mathbb{P}(I_{12} = I_{23} = 1, I_{31} = 0)$$

$$= \mathbb{E}W_{10}(X_1, X_2)W_{10}(X_2, X_3)(1 - W_{10}(X_3, X_1)).$$

(iv) \implies (i). By the calculations in the preceding step,

$$\mathbb{P}(C_1 \subset G(\infty, W)) = \mathbb{P}(C_2 \subset G(\infty, W))$$

$$= \mathbb{P}(C_3 \subset G(\infty, W)) + \mathbb{P}(P_2 \subset G(\infty, W)) = 0.$$

By exchangeability, $G(\infty, W)$ thus a.s. does not have any induced subgraph $C_1, C_2, C_3$ or $P_2$, and thus Lemmas 2.1 shows that $G(\infty, W)$ and its induced subgraphs $G(n, W)$ are posets a.s. Since $\Gamma = \lim G(n, W)$ a.s., $\Gamma$ is a limit of posets.

(i) \implies (v). By Theorems 1.7 and 1.3(ii), we can represent $\Gamma$ regarded as a poset limit by a kernel $W$ on $[0,1], [\mathcal{B}, \lambda)$ (with some partial order $\prec$). We define $W_{10}(x, y) = W(x, y)$, $W_{01}(x, y) = W(y, x)$, $W_{11}(x, y) = 0$, $W_{00}(x, y) = 1 - W(x, y) - W(y, x)$ and $w(x) = 0$. (Alternatively, we can
show (iv) $\implies$ (v) by modifying $W$ on a null set similarly to the proof of Theorem 1.7.

(v) $\implies$ (iv). Trivial. □

11. Further comments

One might ask for topological properties of the compact metric space $\mathcal{P}_\infty$. We only give one simple result here.

**Theorem 11.1.** $\mathcal{P}_\infty$ is a contractible topological space, and in particular connected and simply connected.

**Proof.** To be contractible means that there is a homotopy between the identity map $\mathcal{P}_\infty \to \mathcal{P}_\infty$ and a constant map, i.e., a continuous map $\Psi : \mathcal{P}_\infty \times [0, 1] \to \mathcal{P}_\infty$ such that $\Psi(\Pi, 0) = \Pi$ and $\Psi(\Pi, 1) = \Pi'$ for all $\Pi$ and some fixed $\Pi'$ in $\mathcal{P}_\infty$. We construct such a map with $\Pi' = \Pi_0$ as follows.

For a poset $Q$, let $|Q|_+ := |\{x \in Q : x < y \text{ or } y < x \text{ for some } y \in Q\}|$, the number of elements of $Q$ that are comparable to at least one other element. Then, as a consequence of Theorem 1.7(ii), for every finite poset $Q$,

$$t(Q, \Pi_{(p)}) = p|Q|_+ t(Q, \Pi). \tag{11.1}$$

In particular, this shows that $\Pi_{(p)}$ depends on $\Pi$ and $p$ only, and not on the choice of the kernel $W$. Furthermore, $\Pi_{(1)} = \Pi$, while, by (11.1) and (9.1), $\Pi_{(0)} = \Pi_0$ defined in Example 9.2, for every $\Pi \in \mathcal{P}_\infty$. Moreover, (11.1) shows that the map $(\Pi, s) \mapsto \Pi_{(s)}$ is a continuous map $\mathcal{P}_\infty \times [0, 1] \to \mathcal{P}_\infty$. Consequently, $\Psi(\Pi, s) := \Pi_{(1-s)}$ defines the desired homotopy. □

The poset limit $\Pi_{(p)}$ in the proof can be regarded as a thinning of $\Pi$. The corresponding exchangeable random infinite poset $\mathbb{P}(\infty, \Pi_{(p)})$ is obtained from $P(\infty, \Pi)$ by randomly selecting elements with probability $1 - p$ each, independently, and making them incomparable to everything.
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