Recursive Calculation of the Optical Response of Multicomponent Metamaterials
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We develop a recursive computational procedure to efficiently calculate the macroscopic dielectric function of multi-component metamaterials of arbitrary geometry and composition within the long wavelength approximation. Although the microscopic response of the system might correspond to non-Hermitian operators, we develop a representation of the microscopic fields and of the response, and we introduce an appropriate metric that makes all operators symmetric. This allows us to use a modified Haydock recursion, introducing complex Haydock coefficients that allow an efficient computation of the macroscopic response and the microscopic fields. We test our procedure comparing our results to analytical ones in simple systems, and verifying they obey a generalized multicomponent Keller’s theorem and the Mortola and Stef’s theorem for four component metallic and dielectric systems.

1 Introduction Metamaterials made up of a repeated pattern of one or more ordinary materials within a host have optical properties that might differ substantially from those of its components \cite{1}. According to their geometry and composition they might display both electric and magnetic resonances of dipolar and quadrupolar nature \cite{2} around which their macroscopic permittivity and permeability may become negative, yielding an exotic negative refraction \cite{3,4,5,6,7}. A usual typical geometry of these left-handed and other exotic metamaterials is that of pairs of wires and split conducting rings within a dielectric. Nevertheless, to avoid the dissipation inherent within the conducting phases, all-dielectric structures employing high index of refraction have also been investigated \cite{8,9}, and it has been shown that their Mie like resonances may also be employed for guiding light and for enhancing nonlinear optical effects. All dielectric structures of appropriate shapes may also exhibit negative dispersion \cite{10}.

The microscopic field within metamaterials may have small regions where the field is very high. Small modifications of the composition at these regions may produce notable macroscopic effects. Thus, metamaterials have been used to develop different kinds of sensors for different spectral regions \cite{11,12,13,14}. Many other known and emerging applications of metamaterials have been reviewed recently \cite{15,16}.

The permeability and permittivity, as well as chiral properties of a metamaterial may be obtained from its reflection and transmission properties \cite{17} and from the dispersion of guided modes within metamaterial waveguides \cite{18}, but more fundamentally, from the frequency and wavevector dependence of an appropriately defined spatially-dispersive macroscopic dielectric function \cite{19,20,21,22,23,24}.

A very efficient scheme for the calculation of the optical properties of metamaterials has been developed for binary metamaterials by exploiting an analogy between the macroscopic dielectric tensor and the projected Green’s function corresponding to a Hermitian Hamiltonian \cite{25} which may be obtained through Haydock’s recursive pro-
procedure [26,27,28]. The method has been used to study extraordinary transmission through perforated metallic slabs [25], to calculate plasmonic properties of odd shaped metallic inclusions [29], to study enhanced birrefringency and dichroism in anisotropic metamaterials [30], for the design and optimization of optical devices to control the absorption [31] and polarization of light [32], and to optimize electrical and optical properties of semitransparent contacts [33]. The method has also been generalized to account for retardation, yielding a non-local macroscopic response from which the complete band structure of photonic crystals may be obtained [34] and from which magnetic properties may be extracted [35].

There has also surged interest in the nonlinear properties of metamaterials [36,37] and metasurfaces [38]. The Haydock’s recursive approach has been extended to calculate the microscopic field and from it the macroscopic non-linear optical response of metamaterials. In particular, to obtain the second harmonic generation spectra of metamaterials, in particular, to calculate the microscopic field and from it the macroscopic response of metamaterials [36,37] and metasurfaces [37]. The purpose of the present paper is to generalize the efficient homogenization procedure using Haydock’s recursion, as presented in Ref. [25], in order to deal with periodic metamaterials of arbitrary geometry and composition and with an arbitrary number of components, or even with a dielectric response that varies continuously in space. To that end, we realize that though the dielectric response is not in general an Hermitian operator, it corresponds to a symmetrical complex operator. Thus, we can cautiously employ well know theorems of linear algebra provided we define an appropriate Euclidean-like metric instead of the usual Hermitian metric. However, this metric couples Bloch waves moving in opposite directions, requiring us to introduce a spinor-like two-component representation of the Bloch states, with one component for each of the opposing propagation directions. Besides obtaining the macroscopic dielectric response of the system, we can also calculate the microscopic electric field, so our procedure can further be employed in non-linear calculations. We restrict ourselves to the non-retarded, long-wavelength approximation, though the same ideas can be applied to fully retarded calculations.

In order to verify the suitability of our computational procedure, we calculate the macroscopic response of various 2D multicomponent systems and verify that our results are consistent with a generalized [47] Keller’s theorem [48], and with Mortola and Steff’s exact expression [49,50] for four-component chess-board systems.

The structure of the paper is the following. In Sec. 2, we present our theory: In Subsec. 2.1, we develop our recursive approach to the calculation of the dielectric function. In order to test our results, in Subsec. 2.2, we obtain analytical approximate formulae for the response of a simple multicomponent system, in Subsec. 2.3, we present a generalized Keller’s theorem for multicomponent 2D systems and in Subsec. 2.4, we discuss a 2D four component system for which exact analytical expressions are available. In Sec. 3, we present numerical results for a variety of 2D systems and verify that they agree with analytical results in the appropriate limits, that in general they obey Keller’s theorem and that they are consistent with Mortola and Steffe’s expression. Finally, Sec. 4 is devoted to conclusions.

2 Theory

2.1 Multicomponent metamaterials In the non-retarded, long-wavelength limit, the longitudinal projection of the macroscopic dielectric function of a periodic system may be obtained from \[ \left( \varepsilon_{LL}^{a} \right)^{-1} = \left( \varepsilon_{LL}^{\hat{a}} \right)^{-1}, \] \[ (1) \]
where the superscript LL and the subscript aa on an operator \( \hat{O} \) denote the application of longitudinal projectors \( \hat{P}^L \) and the application of spatial average projectors \( \hat{P}_a \) on
both sides of \( \hat{O} \). For a periodic system with its fields represented in reciprocal space we may express the longitudinal and average projectors by the matrices

\[
P_{GG'}^a = \hat{G}_k \hat{G}_k \delta_{GG'},
\]

and

\[
P_{GG'}^a = \delta_{GG'} \delta_{G} 0,
\]

where \( \{ G \} \) is the reciprocal lattice and we abbreviate the unit vectors,

\[
\hat{G}_k \equiv \frac{k + G}{|k + G|}
\]

where \( k \) is a small Bloch’s wavevector which in the long-wavelength approximation is assumed to be much smaller than \( G \), except for the case \( G = 0 \), for which we define the direction \( \hat{0}_k \equiv \hat{k}/|k| \). We remark that we may simplify our calculations by reinterpreting the \( \hat{O} \) by repeatedly applying \( \hat{G}_k \cdot \hat{O}_{GG'} \hat{G}_k' \). For a system with only two components \( A \) and \( B \) we define a characteristic function \( B(r) \) which takes the values \( 0 \) when \( r \in A \) and \( 1 \) when \( r \in B \). In this case, we may write the microscopic dielectric function

\[
\epsilon(r) = \epsilon_a(u - B(r)),
\]

where \( \epsilon_a \) is the dielectric function of component \( \alpha = A, B \) and

\[
u = \frac{1}{1 - \epsilon_B/\epsilon_A},
\]

is the spectral variable. From Eqs. (1) and (5) it is clear that we only need the average projection of the operator

\[
\hat{G}(u) = (u - B^{LL})^{-1},
\]

which plays the role of a Green’s function for the operator \( B^{LL} \), the longitudinal projection of the characteristic function. The spectral variable \( u \) would then play the role of a complex energy which depends on the dielectric functions of both media, which in turn are generally complex valued functions of the frequency. As \( B^{LL} \) is a Hermitian operator, it can be represented as a tridiagonal real matrix with diagonal elements \( a_n \) and subdiagonal and superdiagonal elements \( b_n \). Its Haydock coefficients, in a basis of Haydock states \( |n\rangle \) obtained from an initial macroscopic state \( |0\rangle \) by repeatedly applying \( B^{LL} \) and orthonormalizing the resulting state, i.e., defining

\[
B^{LL} |n\rangle \equiv b_{n+1} |n + 1\rangle + a_n |n\rangle + b_n |n - 1\rangle,
\]

with the condition

\[
|n\rangle |m\rangle = \delta_{nm},
\]

The resulting response is given by the continued fraction

\[
\epsilon_{LL}^{MM} = \frac{\epsilon_A}{u - a_0 - \frac{b_1^2}{u - a_1 - \frac{b_2^2}{u - \cdots}}},
\]

Details of this procedure may be seen in Ref. [25].

For multicomponent metamaterials the procedure above does not work, as the geometry of the system would no longer be described by a single characteristic function, and if we introduce several characteristic functions, one for each component, then it wouldn’t be possible to represent all of them by tridiagonal matrices in the same basis. One way out of this difficulty is to use the longitudinal part of the microscopic dielectric function \( \epsilon^{LL} \) as the operator to use in Haydock’s recursion. If we replace the recursion (8) by

\[
\epsilon^{LL} |n\rangle \equiv b_{n+1} |n + 1\rangle + a_n |n\rangle + b_n |n - 1\rangle,
\]

then the macroscopic response would be given by

\[
\epsilon_{LL}^{MM} = \left( a_0 - \frac{b_1^2}{a_1 - \frac{b_2^2}{a_2 - \cdots}} \right),
\]

Nevertheless, this procedure would only work in the absence of dissipation, when \( \epsilon(r) \) is real and \( \epsilon^{LL} \) is a Hermitian operator. Otherwise, there would be no reason for Eq. (11) to contain only three terms on its RHS with real coefficients nor for its first and third terms to contain coefficients from the same set \( \{ b_n \} \). We would have instead

\[
\epsilon^{LL} |n\rangle \equiv b_{n+1} |n + 1\rangle + a_n |n\rangle + c_n |n - 1\rangle + d_n |n - 2\rangle + \ldots
\]

with complex coefficients \( a_n, b_n, c_n, d_n \ldots \), and Eq. (11) would no longer hold. For this reason we flagged Eq. (11) and (12) with ND (no dissipation).

We notice that even when there is dissipation, the longitudinal dielectric function is a symmetrical operator. To show this, we chose an Euclidean scalar product between states

\[
\langle \phi | \psi \rangle \equiv \int d^3r \phi(r) \psi(r)
\]

where \( \phi(r) \) and \( \psi(r) \) are the wavefunctions that represent the states \( |\phi\rangle \) and \( |\psi\rangle \) in real space. Notice that in Eq. (14) we didn’t conjugate \( \phi(r) \) as we would have done had we chosen a Hermitian product. We can express this scalar product in reciprocal space as

\[
\langle \phi | \psi \rangle \equiv \int \frac{d^3q}{(2\pi)^3} \phi(-q) \psi(q) = \int \frac{d^3q}{(2\pi)^3} \phi(q) \psi(-q),
\]

The resulting response is given by the continued fraction

\[
\epsilon_{LL}^{MM} = \frac{\epsilon_A}{u - a_0 - \frac{b_1^2}{u - a_1 - \frac{b_2^2}{u - \cdots}}},
\]
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where we define the Fourier transform $\zeta(q)$ of any function $\zeta(r)$ through

$$
\zeta(r) \equiv \int \frac{d^3q}{(2\pi)^3} \zeta(q) e^{iqr}.
$$

(16)

Notice in Eq. (15) the minus sign in the argument of $\phi$ instead of the its conjugate as in Parseval’s theorem. Then, we may compute a matrix element of $\hat{\epsilon}^{LL}$ as

$$
\langle \phi|\hat{\epsilon}^{LL}|\psi \rangle = -\int \frac{d^3q}{(2\pi)^3} \int \frac{d^3q'}{(2\pi)^3} \phi(q) \bar{q} \epsilon(-q-q') \bar{q}(q),
$$

(17)

where $\epsilon(q)$ is the Fourier transform of $\epsilon(r)$. Clearly, $\langle \phi|\hat{\epsilon}^{LL}|\psi \rangle = \langle \psi|\hat{\epsilon}^{LL}|\phi \rangle$ showing that the operator $\hat{\epsilon}^{LL}$ is symmetric under the appropriate scalar product.

Notice that for a periodic system, $\epsilon(r) = \epsilon(r + R)$ may be written as a Fourier series with coefficients

$$
\epsilon_G = \int_{UC} \frac{d^3r}{V} \epsilon(r) e^{-iGr},
$$

(18)

related to the Fourier transform $\epsilon(q) = (2\pi)^3 \sum_G \epsilon_G \delta(q - G)$, where $\{R\}$ is the Bravais lattice, $\{G\}$ its reciprocal lattice, and UC indicates that the integral is over a unit cell, whose volume is $V$. Thus, we can write Eq. (17) as

$$
\langle \phi|\hat{\epsilon}^{LL}|\psi \rangle = \int_{BZ} \frac{d^3k}{(2\pi)^3} \sum_G \phi(-k-G) \bar{G} \cdot \epsilon_G \hat{G}_k \psi(k+G'),
$$

(19)

where we replaced the wavevector $q$ by the sum of a Bloch’s vector $k$ and some reciprocal vector $G$, and BZ indicates that the integral is over the first Brillouin zone. Ordinarily, in a periodic system, the normal modes of the system may be chosen as Bloch waves with a single Bloch’s vector $k$. However, our chosen metric couples $k$ to $-k$. Thus we will consider simultaneously states with given Bloch’s vectors $\pm k$ and denote them using a spinor-like notation as,

$$
|\zeta\rangle \rightarrow \begin{pmatrix} \zeta(k + G) \\ \zeta(-k + G) \end{pmatrix}.
$$

(20)

Consequently, we represent the dielectric response as a $2 \times 2$ matrix,

$$
\hat{\epsilon}^{LL} \rightarrow \begin{pmatrix} \hat{G}_k \cdot \epsilon_G \hat{G}'_k & 0 \\ 0 & \hat{G}_{-k} \cdot \epsilon_G \hat{G}'_{-k} \end{pmatrix}.
$$

(21)

The scalar product (15) becomes

$$
\langle \phi|\psi \rangle = \sum_G \langle \phi(-k-G)|\psi(k+G) \rangle + \langle \phi(k-G)|\psi(-k+G) \rangle.
$$

(22)

From Eqs. (20)–(22) we get

$$
\langle \phi|\hat{\epsilon}^{LL}|\psi \rangle = \sum_{G'} \left( \phi(-k-G) \bar{G}_k \cdot \epsilon_{G-G'} \hat{G}'_{k} \psi(k+G') + \phi(k-G) \bar{G}_{-k} \cdot \epsilon_{G-G'} \hat{G}'_{-k} \psi(-k+G') \right).
$$

(23)

Using Eqs. (20)–(23) we can proceed to build a Haydock’s representation of the operator $\hat{\epsilon}^{LL}$. We start from a couple of macroscopic states representing longitudinal waves propagating in the directions $\pm \hat{k}$, corresponding to the starting spinor

$$
|0\rangle \rightarrow \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix} \delta_{G0}.
$$

(24)

normalized according to Eq. (22). We also define a state $|-1\rangle \rightarrow 0$. Then we repeatedly apply $\hat{\epsilon}^{LL}$ using the matrix representation (21) and we orthonormalize the resulting states to the previously obtained states, through Haydock’s recursion

$$
b_{n+1} |n + 1\rangle = \hat{\epsilon}^{LL} |n\rangle - a_n |n\rangle - b_n |n - 1\rangle,
$$

(25)

where we demand

$$
\langle n|m \rangle = \delta_{nm},
$$

(26)

using the product (22). Thus,

$$
a_n = \langle n|\hat{\epsilon}^{LL}|n \rangle
$$

(27)

and

$$
b_{n+1} = \langle n|\hat{\epsilon}^{LL} - a_n |n\rangle - b_n |n - 1\rangle.
$$

(28)

We remark that the symmetry of $\hat{\epsilon}^{LL}$ guarantees that the coefficient of $|n - 1\rangle$ is $b_n$, that there are no more terms in Eq. (25), and that the resulting state $|n + 1\rangle$ is implicitly orthogonal to all previous states $|0\rangle \ldots |n - 1\rangle$ even though we only orthogonalize it explicitly to $|n\rangle$, except for the accumulation of numerical errors, which would have to be handled in the implementation. In analogy to Ref. [25], the products by $\hat{G}_{\pm k}$ and $\hat{G}'_{\pm k}$ in Eq. (23) may be performed in reciprocal space, while the convolution with $\epsilon_G \hat{G}'$ may be replaced by a simple multiplication with $\epsilon(r)$ in real space, so that we may apply the operator $\hat{\epsilon}^{LL}$ without involving any large matrix product. The Haydock coefficients in Eqs. (27) and (28) are not guaranteed to be real and positive as those in Eq. (6) and may be complex valued. As in Ref. [25], in the orthonormal basis $\{|n\rangle\}$ the microscopic longitudinal dielectric function is represented by a tridiagonal symmetric matrix

$$
\hat{\epsilon}^{LL} \rightarrow T_{nn'} = \begin{pmatrix} a_0 & b_1 & 0 & 0 & \ldots \\ b_1 & a_1 & b_2 & 0 & \ldots \\ 0 & b_2 & a_2 & b_3 & \ldots \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \vdots & \vdots & \vdots & \ldots & \ddots \end{pmatrix}.
$$

(29)
from which Eq. (1) allows to extract the macroscopic response

$$
\epsilon_{LL}^M = \left( \frac{a_0 - \frac{b_1^2}{a_1 - \frac{b_2^2}{a_2 - \frac{b_3^2}{a_3 - \cdots}}} \right) .
$$

(30)

Notice that Eq. (30) seems identical to (12), but its Haydock coefficients are different, as they are obtained by using spinor-like states and an Euclidean metric. Thus, Eq. (30) may be used for arbitrary compositions, including multiple dispersive and dissipative media or even a continuously varying complex response $\epsilon(r)$.

By identifying the longitudinal displacement field $D_L$ with an external macroscopic field and thus with no spatial fluctuations, we may represent it in Haydock’s basis as a column vector with components $D_L \rightarrow d_n = D \delta_{0n}$. We may expand the longitudinal electric field in the same basis as $E^L \rightarrow e_n$, and solve the tridiagonal system

$$
\sum_{n'} T_{nn'} e_{n'} = d_n,
$$

(31)

for the unknowns $e_n$ to obtain a representation of the macroscopic electric field $E^L = \sum e_n |n\rangle$ which may be translated into reciprocal or real space to obtain $E^L(k+G)$ or $E^L(r)$.

We have implemented the formalism above as a set of modules written in the Perl programming language, using its Perl Data Language (PDL) [56] extension for efficient numerical calculations, and the Moose [57] object system, and we have incorporated them into the publicly available package Photonic [58].

2.2 Coated cylinders

A simple system to test our approach above is that of a lattice of coated cylindrical particles. Consider a single multilayered cylindrical particle with a core ($p = 1$) covered by $N – 1$ coaxial shells ($p = 2, \ldots, N$) within vacuum ($p = N + 1$). Each layer is characterized by an outer radius $a_p$ and a dielectric function $\epsilon_r$. The system is subject to an external field $E_{ex} = E_{ex} \hat{x}$. The potential within each layer may be written as

$$
\phi_p(r) = (A_p r^2 + B_p/r) \cos \theta
$$

(32)
in polar coordinates, where, using the symmetry of the system, we restricted ourselves to the angular momentum $l = 1$ of the external potential. The boundary conditions at the $p$-th boundary may be written as

$$
\begin{pmatrix}
A_{p+1} \\
B_{p+1}
\end{pmatrix} = M_p
\begin{pmatrix}
A_p \\
B_p
\end{pmatrix},
$$

(33)

where we introduced the transfer matrix

$$
M_p = \frac{1}{2}
\begin{pmatrix}
\epsilon_{p+1} + \epsilon_p & \epsilon_{p+1} - \epsilon_p \\
\epsilon_{p+1} - \epsilon_p & \epsilon_{p+1} + \epsilon_p
\end{pmatrix}
$$

(34)

Using Eq. (33) repeatedly, we may relate

$$
\begin{pmatrix}
A_{N+1} \\
B_{N+1}
\end{pmatrix} = M
\begin{pmatrix}
A_1 \\
B_1
\end{pmatrix},
$$

(35)

with $M = M_N \cdots M_1$. As we may identify $A_{N+1} = -E_{ex}$ and $B_{N+1} = 2p$, with $p$ the total dipole moment per unit length, and as $B_1 = 0$ to avoid a singularity at $r = 0$, from Eq. (35) we may obtain the polarizability per unit length of the particle

$$
\alpha = \frac{p}{E_{ex}} = -\frac{M_{21}}{2M_{11}}.
$$

For a square array of such coated cylinders we may approximate the macroscopic dielectric response through the Claussius-Mossotti 2D relation

$$
\epsilon_M = 1 + \frac{2\pi n^2}{1 – 2\pi n}
$$

(37)

where $n$ is the number density. We expect this expression to hold as long as the distance between cylinders is not so short as to allow exciting multipoles higher than the dipole.

2.3 Keller’s theorem

In order to further test our result (30) we will show below that they satisfy a generalization of Keller’s theorem [47] for multicomponent metamaterials, which we prove in a simple (limited) form below. Consider a 2D metamaterial with three or more components $A$, $B$, $C$, . . . , each characterized by a dielectric function $\epsilon_A$, $\epsilon_B$, $\epsilon_C$. . . . Then, we write its dielectric function as

$$
\epsilon \equiv \epsilon(\epsilon_A, \epsilon_B, \epsilon_C, \ldots) = \epsilon A + \epsilon B + \epsilon C + \ldots
$$

(38)

where we introduced characteristic functions $A(r)$, $B(r)$, $C(r), . . . , that take the value 1 when $r$ lies within the corresponding region $A$, $B$, $C$, . . . and 0 otherwise. We expect the use of the same letters to denote materials, regions and characteristic functions will not be confusing, as their use may be distinguished by context. In the absence of external charge and neglecting retardation, the microscopic displacement and electric fields are solenoidal and irrotational respectively,

$$
\nabla \cdot D = 0, \ \nabla \times E = 0,
$$

(39)

and they are related through

$$
D = \epsilon(\epsilon_A, \epsilon_B, \epsilon_C, \ldots) E = \epsilon E.
$$

(40)

Now consider the rotated fields $D^R(r) \equiv R D(r)$ and $E^R(r) \equiv R \ E(r)$, where

$$
R \equiv \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}
$$

(41)

is a rotation matrix by $\pi/2$. Notice that we rotate the fields but not their application point $r$. As $R$ coincides with the Levi-Civita symbol in 2D, then

$$
\nabla \cdot E^R = 0, \ \nabla \times D^R = 0,
$$

(42)
which are similar to Eqs. (39) but with the substitutions

\[ D \rightarrow \tilde{D} \equiv E^R, \quad E \rightarrow \tilde{E} \equiv D^R. \] (43)

Notice that

\[ \tilde{D} = \epsilon(1/\epsilon_A, 1/\epsilon_B, 1/\epsilon_C \ldots) \tilde{E} \equiv \epsilon \tilde{E}. \] (44)

Thus, \( \tilde{D} \) and \( \tilde{E} \) obey the same equations as \( D \) and \( E \) but they are related through a microscopic dielectric response \( \tilde{\epsilon} \) identical to that in Eq. (38) but for the replacements \( \epsilon_A \rightarrow 1/\epsilon_A, \epsilon_B \rightarrow 1/\epsilon_B, \epsilon_C \rightarrow 1/\epsilon_C \ldots \)

Through a homogenization procedure, such as using Eq. (1), from Eqs. (40) and (44) we obtain \( D_M = \epsilon_M E_M \) and \( \tilde{D}_M = \tilde{\epsilon}_M \tilde{E}_M \), where \( \epsilon_M \) is the microscopic dielectric tensor of the original system and \( \tilde{\epsilon}_M \) is the corresponding response of the system obtained from the original one by replacing the response of each component by its inverse. Then we may write

\[ E_M = \mathcal{R}^{-1} \tilde{D}_M = \mathcal{R}^{-1} \tilde{\epsilon}_M \tilde{E}_M = \mathcal{R}^{-1} \epsilon_M \mathcal{R} \epsilon_M \mathcal{R} E_M, \] (45)

and cancelling \( E_M \) we finally obtain

\[ \epsilon_M^R \epsilon_M = 1, \] (46)

where \( \epsilon_M^R = \mathcal{R}^{-1} \epsilon_M \mathcal{R} \). Thus the original macroscopic response times the rotated microscopic response of the system with the reciprocal dielectric functions yields the unit tensor. This is Keller’s theorem for multicomponent metamaterials in 2D.

### 2.4 Mortola and Steffe’s theorem

Consider now a 2D system made of a square lattice whose unit cell is divided into four identical squares that are occupied from left to right, top to bottom, by four materials \( A, B, C, D \). Mortola and Steffe proposed an expression [29] for the macroscopic conductivity of this system in terms of the conductivities of its components. This expression was later proved by Milton [50]. However, as argued in [47], we expect that the correct expression for finite frequencies is that written in terms of the dielectric response, i.e.,

\[ \epsilon_M^{xx} = \frac{[\epsilon_A + \epsilon_C)(\epsilon_B + \epsilon_D)(\epsilon_A \epsilon_B \epsilon_C + \epsilon_B \epsilon_C \epsilon_D + \epsilon_C \epsilon_D \epsilon_A + \epsilon_D \epsilon_A \epsilon_B)]/[\epsilon_A \epsilon_B \epsilon_C + \epsilon_B \epsilon_C \epsilon_D + \epsilon_C \epsilon_D \epsilon_A + \epsilon_D \epsilon_A \epsilon_B]}{1/2}. \] (47)

A similar expression holds for \( \epsilon_M^{yy} \) obtained from Eq. (47) by exchanging \( B \leftrightarrow C \).

### 3 Results

In Figure 4 we show the imaginary part of the dielectric function of a square lattice of thin coated and uncoated Ag cylinders of radius \( a_{Ag} = 0.1L \) within vacuum, where \( L \) is the lattice parameter. As the cylinders are very thin, their mutual interaction is negligible. Thus, in the case of the uncoated cylinders, there is a peak around \( h\omega \approx 3.7eV \) which corresponds to the surface plasmon of an isolated Ag cylinder, given by \( \epsilon_{Ag} = -1 \). If the cylinder is coated by a SiO\(_2\) layer of outer radius \( a_{SiO_2} = 0.25L \) the peak is redshifted. The analytical result based on the Clausius-Mossotti relation using the polarizability given by Eq. (36) based on a transfer matrix formalism agrees quite closely with the numerical calculation based on Haydock’s recursion for the case of coated cylinders and is indistinguishable for the case of uncoated cylinders. The numerical calculation was done using a 401 \( \times \) 401 grid and with up to 200 pairs of Haydock coefficients.

In Figure 5 we show the real and imaginary parts of the macroscopic dielectric function for a system similar to that in Fig. 4 but with an SiO\(_2\) core of radius \( a_{SiO_2} = 0.3L \) covered by an Ag shell of outer radius \( a_{Ag} = 0.45L \). As neighboring cylinders are closer together than in Fig. 4 dipolar and higher multipoles may couple together. Thus, the extension [37] of the Clausius-Mossotti formalism may not be accurate. The response obtained from the numerical calculation has a peak around 1.92eV further red-shifted from that of the isolated cylinder than the peak of the analytical calculation around 2.04eV. Nevertheless, a numerical calculation based on Keller’s theorem, Eq. (46), obtained by inverting the dielectric functions of the components, calculating the corresponding dielectric function using our recursive formalism and inverting the result, seems to agree perfectly with the straightforward numerical calculation. Thus, our recursive procedure agrees with Keller’s theorem even for large inclusions and strong interactions.

In Figure 6 we show the real and imaginary parts of a component \( \epsilon_M^{xx} \) of the macroscopic dielectric tensor of a metamaterial made up of four materials, Au, Ag, TiO\(_2\) and SiO\(_2\) filling square prisms occupying a 2\( \times \)2 block and repeated periodically in a checkerboard geometry, as illustrated in Figure 4. The calculation was performed using the procedure described in Subsec. 2.4 using a 201 \( \times \) 201 grid and with up to 300 Haydock coefficient pairs. In the figure we also show the results of an analytical calculation using the formula presented in Subsec. 2.4. Notice the good agreement for both the real and imaginary parts for a wide energy range.

### 4 Conclusions

We have developed a recursive procedure based on a Haydock’s representation that allows the efficient calculation of the macroscopic dielectric function and the microscopic fields of multicomponent metamaterials of arbitrary composition and geometry. Our formalism admits materials that can be insulating, conducting, transparent, opaque, dissipative, and/or dispersive. Although the response of the system may be non-Hermitian, we could take advantage of its symmetric nature by introducing an appropriate scalar product and using a spinor-like representation of the fields. Though efficient, the procedure developed here is not as fast as that for only two materials, as in the current case the Haydock coefficients depend on...
the composition and not only on the geometry. The results presented here correspond to the non-retarded limit, though we have verified that the same ideas may be extended to the retarded region where they may even be applied to chiral systems. We have prepared computational modules implementing our procedures and added them to a publicly available software package. We tested our formalism by calculating the response of simple systems for which approximate analytical formulae are available, and by demonstrating that our results are consistent with some exact conditions, namely, Keller’s and Mortola and Steffe’s theorems.
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We develop an efficient procedure to compute recursively the fields and the response of metamaterials made of any number of components with an arbitrary geometry and composition, metallic or dielectric, transparent or dissipative, using a spinor-like representation of the field states. We test the procedure against systems with analytically determined properties. The figure shows the field of a square array of Ag covered SiO$_2$ cylinders close to resonance.