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Abstract

Conserved motifs in biological sequences are closely related to their structure and functions. Recently, discriminative motif discovery methods have attracted more and more attention. However, little attention has been devoted to the data imbalance problem, which is one of the main reasons affecting the performance of the discriminative models. In this article, a simulated evolution method is applied to solve the multi-class imbalance problem at the stage of data preprocessing, and at the stage of Hidden Markov Models (HMMs) training, a random under-sampling method is introduced for the imbalance between the positive and negative datasets. It is shown that, in the task of discovering targeting motifs of nine subcellular compartments, the motifs found by our method are more conserved than the methods without considering data imbalance problem and recover the most known targeting motifs from Minimotif Miner and InterPro. Meanwhile, we use the found motifs to predict protein subcellular localization and achieve higher prediction precision and recall for the minority classes.

Introduction

Biological sequence motif is the over-represented pattern in biopolymer (nucleotide or protein) sequences relative to a background model [1]. It is, or is conjectured to be related to the structure and functions of the molecules which the sequences represent. For example, sequence motifs can represent transcription factor binding sites (TFBSs), ribosome binding sites and restriction sites in DNA molecules, splice junctions in RNA molecules, and DNA binding domains (DBDs), post-translational modification sites, protein-protein interaction sites and signal peptide in protein molecules, respectively. So sequence motif discovery algorithm plays an important role in understanding how the cell functions.

Representation of biological sequence motifs can usually be classified into two categories: fixed-length motif representation and variable-length motif representation [1]. The fixed-length motif representation includes: REs (Regular Expressions), PWMs (Position Weight Matrices) and PSSMs (Position-Specific Scoring Matrices), while the variable-length motif representation includes: Profiles, HMMs and profile HMMs [2]. Traditionally, motif finding problem has been dominated by generative models using only the positive class of sequences to produce descriptive motifs of the class, such as MEME [3] using PWMs, and HMMER [2] using profile HMMs. Recently, many studies are focused on discovering of discriminative motifs that occur more frequently in the positive set of sequences and scarcely in the negative set of sequences. When constructing the models, these discriminative methods not only use the information within the positive set of sequences as the traditional generative ones do, but also employ the important information of the negative set. Consequently, the information of the negative set may further refine the models to make the differences between similar classes more obvious.

Up to now, most of the discriminative methods have been used in discovering the DNA motifs. DIPS [4] proposes a probabilistic score to quantify the total number of occurrences of a PWM (motif) in a sequence, defines the objective function to discriminate positive and negative sets of sequences based on this score and uses heuristic hill climbing to search the sequences for motifs that maximizes this function. Seeder [5] is an integrated algorithm that combines the advantages of a pattern-driven method (used in seed PWM searching) and sequence-based method (used in PWM building) and identifies discriminative motifs that are statistically significant (enriched) in the positive set as compared to the background set (negative set). DREME [6] performs a heuristic search of seed motifs represented by REs in the first place, employs a beam search to find motifs represented by PSSMs in the space of seed motifs in the next place and uses the Fisher’s Exact Test to compute the significance of the relative enrichment of each motif in both positive and negative set to make the found motifs more statistically significant and discriminative. DECOD [7] represents motifs by PWMs and searches for PWMs that match many k-mers on the positive set while only matching a few on the negative set. Meanwhile, it uses a deconvolution method to accelerate the algorithm, but it does not work well on motifs with large gaps in the middle.

Few investigations have been done on the discriminative motif discovery methods in protein sequences. DEME [8] applies substring retrieval followed by branching discovery to find seed motifs in the global search, refines the data model based on the seed motifs in the local search and combines these to find DNA and protein motifs (represented by PWMs) that optimally
Discriminate between the positive and negative set of sequences. DiscHMM [9] represents protein sequence motifs by profile HMMs with ‘Plan 7’ architecture [2] which are considered to be more expressive for protein sequences with insertion and deletion than PWMs, and optimizes the maximal mutual information estimate (MMIE) criterion with extended Baum-Welch algorithm [10], a technique that was primitively applied to speech recognition, to obtain discriminative HMMs. MERCI [11] identifies degenerate motifs based on the candidate generation principle and a given classification of amino acids according to their physico-chemical properties. It introduces two parameters, the minimal frequency threshold for the positive sequences and the maximal frequency threshold for the negative sequences, to find the top K motifs that are most frequent in a positive set of sequences involved in a biological process of interest, and absent from a negative set. DLocalMotif [12] combines three discriminative scoring features: MSC (motif spatial confinement), MOR (motif over-representation), and MRE (motif relative entropy) to determine whether a motif is positioned in a sequence interval in a positive set and is generally absent in a negative set. It first uses a greedy enumeration to generate candidate motifs represented by a triple, and then refines the candidate motifs into a consensus string and subsequently a PWM.

To the author’s knowledge, there is little information available in literature about the data imbalance problem in discriminative motif discovery, although it is an important issue in the field of machine learning [13,14]. The results may be due to (i) most of the benchmark datasets used to discovery motifs, no matter synthetic or real biological, are initially built to be balanced, especially the synthetic ones, although it’s actually not the case [9,15–17], (ii) the imbalance problem of sequence data (DNA and protein sequences in motif discovery) are more complex than usual data, consequently, traditional methods for data imbalance problem are no longer applicable. However, some discriminative motif discovery methods, especially those for multi-class classification problem [18], may suffer from the data imbalance problem. For example, DiscHMM tries to find multiple non-redundant targeting motifs for each one of the nine subcellular locations and uses them to convert a new protein into a feature vector for classification, but the precisions and recall rates of relative minority classes, such as secreted, peroxisome and Golgi apparatus, are very low, even zeros. These results indicate that the DiscHMM method is not able to find discriminative motifs for minority classes due to the adverse impact of the data imbalance problem.

In this article, we focus on the data imbalance problem in discriminative motif discovery inspired by DiscHMM which employs MMIE, a discriminative HMM training method, to discover targeting motifs and uses the found motifs for predicting protein subcellular localization. There are two types of data imbalance problems to be solved. The first data imbalance problem is the multi-class imbalance problem that has more than two classes with uneven distributions. The second one relates to the imbalance between the positive and negative datasets at the stage of HMMs training. A lot of methods have been proposed to solve the data imbalance problem such as sampling methods, cost-sensitive methods, kernel-based methods and active learning methods [14]. Among these methods, a sampling method based on over-sampling or under-sampling may be a simple and effective method. Furthermore, it has been empirically evaluated that neither the over-sampling nor the under-sampling alone is always the best one to use, and a combining strategy could be useful and effective [19]. Consequently, we introduce a way to combine the two resampling methods. Firstly, an over-sampling method based on the simulated evolution is applied [15] at the data preprocessing stage. Secondly, a random under-sampling method is employed in the discriminative HMMs training.

A biological benchmark dataset has been used to characterize the efficiency of our method compared with other methods. The results indicate that our method has superior precision and recall for minority classes because of its ability to use phylogenetic knowledge imported by simulated evolution and information in the negative training set. In addition, our method recovers the most known targeting motifs from Minimotif Miner [20] and InterPro [21] and discovers more novel conserved motifs than the methods without considering the data imbalance problem. Furthermore, we believe that the strategy of solving the data imbalance problem proposed in this article is useful for further studies on discriminative motif discovery of multi-class protein sequences.

Methods

Our method is described below in the following aspects: problem formulation, combining strategy of sampling, protein subcellular localization prediction, datasets and implementation.

Problem Formulation

We represent the motifs by HMMs and use the following notations: \( V = \{v_1, v_2, \ldots, v_N\} \) denotes the 20 kinds of amino acids. The training sequences are given as \( \{O^{(1)}, O^{(2)}, \ldots, O^{(N)}\} \), where \( N \) is the number of training sequences. \( O^{(n)} = O^{(n)}_1 \circ O^{(n)}_2 \circ \cdots \circ O^{(n)}_{T_n} \), where \( T_n \) is the length of \( O^{(n)} \) and \( O^{(n)}_l \in V, l = 1, 2, \ldots, T_n, 1 \leq n \leq N \). Let the class labels of the sequences be \( c_{0,1,2,\ldots,M} \), \( 1 \leq n \leq N \). The HMM for the \( m \)-th class is denoted as \( \lambda^{(m)} = (\alpha^{(m)}_0, \beta^{(m)}_0, f, \pi^{(m)}_0) \), where \( \alpha^{(m)}_0 \) and \( \beta^{(m)}_0 \) represent the transition and emission probability of \( \lambda^{(m)} \) respectively.

Generative training of HMMs is to optimize the maximum likelihood estimation (MLE) criterion with the Baum-Welch algorithm [22]. The MLE objective function is given by the following formula:

\[
\mathcal{F}_{\text{MLE}} = \sum_n \log p(O^{(n)}|\lambda^{(m)})p(\lambda^{(m)})
\]

While discriminative training of HMMs is to optimize the MMIE criterion with the extended Baum-Welch algorithm [10]. The MMIE objective function can be defined as follows:

\[
\mathcal{F}_{\text{MMIE}} = \sum_n \log \frac{p(O^{(n)}|\lambda^{(m)})p(\lambda^{(m)})}{\sum_{\lambda^{(m)'}} p(O^{(n)}|\lambda^{(m)'})p(\lambda^{(m)'})}
\]

The assumption of one occurrence per sequence (OOPS) model [23–25] for motif occurrences per sequence is used and motifs are found on flat and hierarchical structure of compartments (see Figure S1 in File S1) similar to the approach taken by DiscHMM, where the hierarchical structure is a tree structure that mimics cellular sorting pathways [26] and it can provide some prior knowledge for motif discovery and prediction of protein subcellular localization which the flat structure cannot. When training HMMs by MMIE, the positive and negative training sets need to be used at the same time, so the one-vs.-all strategy [27] is adopted. For the flat structure, the negative training set is picked as the union of all the class sets except the positive one. While for the hierarchical structure, the negative training set is selected as the
union of all the class sets except the positive one under the root node or the same intermediate node. Additional details of motif finding on flat and hierarchical structure of compartments are provided in [9].

After a motif (represented by HMM) is found, top motif instances will be retrieved from protein sequences by posterior decoding; for each candidate motif, we scan all protein sequences, identify all possible positions (motif instances) of the begin state and the end state of the motif and compute the product of the posterior probabilities of the begin state and the nearest end state for ranking. Then, all positions in all sequences are ranked by this product. Finally, when the number of the top positions is given, they are selected according to the ranking.

Combining Over-sampling with Under-sampling to Deal with Data Imbalance

The targeting motifs discovered by DiscHMM are more discriminative according to their effect in the overall accuracy of predicting protein subcellular localization than the generative motifs. However, the precision and recall of the relative minority classes are very low, even zeros. Therefore, a combining strategy of resample is adopted to solve the data imbalance problem. This strategy applies the over-sampling method via simulated mutation to generate new sequences for the minority classes and random under-sampling method in MMIE for HMM training.

Over-sampling via Simulated Evolution

The first kind of data imbalance problem is the multi-class imbalance, which is the main reason for the low precision and recall of minority classes. To solve this problem, we try to use over-sampling method to add new sequences into the minority classes. In order to avoid over-fitting, we do not use the random over-sampling method that randomly selects sequences from the minority class sets, replicates them and adds the replicated ones into the original sets [28]. Besides the random over-sampling method, there are no suitable over-sampling methods for protein sequences, since most of the over-sampling methods in the field of machine learning such as SMOTE [29] are not designed for sequence data. So in this paper, we intend to employ simulated evolution [15–17], an over-sampling method that incorporates phylogenetic knowledge and has been successfully applied to classify protein families and recognize beta-structural motifs.

We use the BLOSUM (BLOcks SUbstitution Matrix) matrix as the model of evolutionary mutations. The BLOSUM matrix is a substitution matrix used to measure the similarity between protein sequences for alignment of them. BLOSUM matrices are derived from about 2000 blocks of aligned sequence segments characterizing more than 500 groups of related proteins [30]. We conduct an experiment to test BLOSUM45, BLOSUM62 [31] and BLOSUM80 for simulated mutation. The results (see Figure S2 in File S1, Figure S3 in File S1 and Figure S4 in File S1) empirically demonstrate that substituting amino acid residues in the simulated mutation through BLOSUM62 may ensure both the conservation and diversity of the generated sequences, so that we can not only make the found motifs evolutionary conserved, but also get multiple non-redundant motifs that are useful for predicting protein locations. Detailed discussions are provided in Supporting Information. Consequently, we choose the BLOSUM62 matrix as the model of simulated mutations. Our purpose is to make the severely skewed class distribution to be uniform. To achieve this goal, the simulated evolutionary approach is used to make the number of training sequences in every class the same as the one of the largest class set. The pseudo-code for simulated evolution is shown as follows.

Simulated Evolution algorithm

Input: Training sequences \{O(1), O(2), \ldots, O(N)\}
Sizes of classes \{N_1, N_2, \ldots, N_M\}
Mutation rate \(r\), \(0 < r < 1\)
Calculate the largest size of classes \(N_{max} = \max\{N_1, N_2, \ldots, N_M\}\)
For \(m = 1, 2, \ldots, M\)
For \(k = 1, 2, \ldots, N_{max} - N_m\), do
1. Randomly select a sequence \(O\) from class \(c_m\)
2. Obtain the length \(L\) of \(O\) and the number \(N_{mut}\) of amino acids need to be mutated in \(O\), where \(N_{mut} = L \times r\)
3. Randomly pick \(N_{mut}\) positions in \(O\)
4. Replace the amino acid in every one of the \(N_{mut}\) positions with another one that has the highest probability value in the BLOSUM62 matrix
5. Add the new sequence into the set of class

Output: The new training datasets

Random Under-sampling for MMIE

After building the new training datasets by simulated evolution, we can use it and the extended Baum-Welch algorithm to optimize the MMIE criterion to get discriminative motifs represented by HMMs. Although the found motifs by the above methods are discriminative and useful for classification, both the percentage and significance of the conserved motif instances retrieved by those HMMs are low, which will be described in details later. The results may be attributed to the one-vs.-all strategy adopted for MMIE, since we have used the simulated evolution method to generate so many new sequences and the negative training set becomes so large that the extended Baum-Welch algorithm is affected.

Therefore, the random under-sampling method is applied to make the size of negative training set as large as the positive one. Moreover, we don’t intend to randomly select a set of the original negative set before the training of HMMs as usual machine learning methods do, which may cause the extended Baum-Welch algorithm to miss important sequences of the negative set resulting in less discriminative HMMs [14]. In order to fully exploit the useful information in the negative training set and prevent the loss of important negative samples, a set of the original negative set is randomly selected at each iteration of the extended Baum-Welch algorithm. The number of the negative sequences selected at each iteration is the same as that of the positive ones. However, this simple trick has achieved very good results which will be shown and discussed later.

Protein Localization Prediction and Motif Ranking

The main evaluation of the discovered motifs is based on their classification performance, so the log-likelihood ratio [32] is used as the feature and the support vector machine classifier (SVM) as the base classifier for classification. The log-likelihood ratio is shown as the formula (3), where \(O\) is a new sequence needed to be classified, \(\lambda\) represents one of the multiple non-redundant motifs (HMMs) of a certain class and \(\phi\) denotes the background model or known as null model which is selected as the default one in HMMER. The SVM is used with the flat and hierarchical structure and a 10-fold cross-validation procedure is carried out that the proposed method are trained on part of the sequence set and tested on proteins not used to learn the motifs.
The found motifs are ranked by using one-step backward feature selection to further evaluate their contributions for predicting subcellular localization. For the SVM and the feature vector consisting of log-likelihood ratios, the accuracy after predicting subcellular localization. For the SVM and the feature selection to further evaluate their contributions for implementing the prediction results to evaluate motif finding and accuracy, and they are given by the following formulas:

\[
score(O) = \log \frac{P(O|\lambda)}{P(O|\phi)}
\]

The primary goal of our work is to identify novel discriminative targeting motifs which are occurring frequently in the positive set while scarcely or not occurring in the negative set. Since there is still a little current knowledge about targeting signals, finding a discriminative targeting motif based on its effect of classifying positive and negative sequences may be a useful and effective way. As a result, we use the found motifs to predict localization and further apply the prediction results to evaluate motif finding methods. The evaluation criteria used here are recall, precision and accuracy, and they are given by the following formulas:

| Compartment       | Num.I | Percent.I | Num.II | Percent.II |
|-------------------|-------|-----------|--------|------------|
| Cytosol           | 190   | 15.73     | 453    | 23.98      |
| ER                | 84    | 6.95      | 156    | 8.26       |
| Golgi             | 25    | 2.07      | 77     | 4.08       |
| Vacuole           | 30    | 2.48      | 43     | 2.28       |
| Mitochondria      | 312   | 25.83     | 345    | 18.26      |
| Nuclear           | 454   | 37.58     | 647    | 34.25      |
| Peroxisome        | 17    | 1.41      | 24     | 1.27       |
| Membrane          | 86    | 7.12      | 126    | 6.67       |
| Secreted          | 10    | 0.83      | 18     | 0.95       |
| Total             | 1208  | 100       | 1889   | 100        |

This table shows that the compartment distribution is severely skewed. The first column is the cellular compartment; the second and third columns are the number and percentage of sequences in each cellular compartment of the dataset I, while the fourth and fifth columns are those of the dataset II.

doi:10.1371/journal.pone.0087670.t001

Combining Resampling Improves Prediction Precision and Recall for Minority Classes

The primary goal of our work is to identify novel discriminative targeting motifs which are occurring frequently in the positive set while scarcely or not occurring in the negative set. Since there is still a little current knowledge about targeting signals, finding a discriminative targeting motif based on its effect of classifying positive and negative sequences may be a useful and effective way. As a result, we use the found motifs to predict localization and further apply the prediction results to evaluate motif finding methods. The evaluation criteria used here are recall, precision and accuracy, and they are given by the following formulas:
1. The total accuracy of GenM, DiscM and DiscMU are higher than Gen and Disc, this is probably due to the application of over-sampling via simulated evolution, as a result, the multi-class imbalance problem has been solved, so that the precision and recall of minority classes increase substantially which will be described in detail later.

2. The hierarchical structure, that mimics the cellular sorting pathways and may provide another layer of biological information, leads to great improvement in classification results for Gen and Disc which has been shown in DiscHMM, but it has a little effect on DiscMU and even worse than flat structure for GenM and DiscM. The reasons for the above situations may be that we use over-sampling method based on a simple simulated evolutionary model to generate new sequences and don’t consider embodying the information of the cellular sorting pathways in that model, therefore, some of the new sequences may contain more targeting information of the negative class than their own class, so that it is affected when using the hierarchical structure of compartments for training and classification. These have greater impact on GenM and DiscM than DiscMU since in DiscMU we use under-sample to reduce this impact to some extent.

3. The method Disc doesn’t outperform Gen as it is presented in [9], although only a few differences between our experiments and DiscHMM in the experimental parameter settings such as the number of random initializations reduces from 100 to 10 and the maximum iterations for both generative and discriminative training reduce from 100 to 50. The reason may be that no matter the Baum-Welch algorithm for MLE or the extended Baum-Welch algorithm for MMIE, both of them are based on the EM (expectation-maximization) algorithm which is easy to fall into local optimum when choosing an inappropriate initial estimates of the HMM parameters [22]. So this result may be caused by the reduction of initializations.

4. GenM and DiscM, versions of Gen and Disc respectively combining over-sampling, receive high prediction accuracies. Specifically the DiscM with flat structure which reaches the highest accuracy (62.5%). However, both the percentage and significance of the conserved motif instances discovered by these two methods are lower than Gen and Disc which will be shown in detail later. This indicates that the motifs found by these two methods are very helpful in classifying, but them may be not potential sorting signals or involved in other functions that proteins in a given compartment need to carry out. Further, we will discuss later that the motifs found by DiscMU method, versions of Disc combining over-sampling and under-sampling, are not only beneficial to classification, but also can find more conserved motifs.

The above discussions on overall accuracy don’t adequately reflect the negative impact of data imbalance problem and the superiority of our algorithm. Therefore, we do a further test on dataset I to illustrate the performance of Disc and DiscMU on each compartment. The results are displayed in Table 2 and Table 3, where parenthesis after the rows are percentage of labels. As we can see, the precision and recall of almost all compartments are improved by our method, except the precision of Membrane (7.1) reduces from 67.13% by Disc on flat structure to 66.26% by DiscMU on tree structure, the recall of Membrane (7.1) reduces from 43.30% by Disc on tree structure to 34.32% by DiscMU on tree structure and the recall of Nuclear (37.6) reduces from 73.62% by Disc on flat structure to 73.36% by DiscMU on flat structure. However, the precision and recall of the relatively minority classes, such as Secreted (0.8), Peroxisome (1.4) and Golgi (2.1), improve greatly. The results imply that the discriminative HMMs training with the strategy of combining over-sampling with under-sampling is an effective method for protein subcellular localization prediction.

The three most discriminative motifs found by Disc and DiscMU using hierarchical compartment structure are shown in Figure 2. The discriminative motifs are ranked by one-step backward feature selection as described before. Motifs are visualized using HMM logos [40]. A stack of letters represents a match state, the total stack height is the relative entropy between the match state’s emission distribution and the background distribution of letters, the relative height of each letter in the stack is proportional to its emission probability. A red-shaded stack visualizes an inserted state, where widths of dark and light part correspond to the hitting probability and the expected length respectively.

**Over-sampling via Simulated Evolution Helps to Recover Known Targeting Motifs**

After evaluating the found motif by precision and recall of localization prediction, we would like to identify how many of motifs discovered by different methods were previously known.

A list of known targeting motifs collected by Lin [9] is used in this paper. This list includes 56 known targeting motifs, 23 of them from Minimotif Miner and 33 from InterPro, where the InterPro motif may be associated with two or three distinct localizations (see Table S2 in File S1). A comparison of found motif instances with known motif instances is executed to determine whether a known targeting motif is recovered. For instances of a known motif, retrieving top instances of the found motifs by posterior decoding as described above where the number of found motifs’ instances is four times the number of the known motif’s instances, the evaluation criterion of whether the known motif is recovered is that one-third of its instances are overlapped by the instances of the found motifs at least half the motif length.

Figure 3 shows the number of known motifs recovered by different methods and their corresponding p-value used to estimate statistical significance which is calculated by generating random motifs [for how to calculate the p-value, please see the Supporting Information for details]. As we can see, those motif discovery methods in which we employ simulated evolution (GenM, DiscM and DiscMU) were able to identify the most motifs followed by Disc. The reasons to explain this result are the sample
diversity and phylogenetic knowledge brought by simulated mutation. The simulated evolution generates a lot of new training sequences integrated with phylogenetic knowledge by using the information in the BLOSUM62 matrix, this may make our method conducive to identify the known targeting motifs. Moreover, DiscMU, in which we incorporate simulated evolution and under-sampling into the discriminative HMM training method, finds the same number of motifs in known targeting motif database Minimotif Miner and InterPro while other methods recover few motifs in InterPro than Minimotif Miner. This may imply that DiscMU is not susceptible to the influence of the difference between databases when recovering known targeting motifs. A comparison of the HMM logos of the motifs found by DiscMU and the regular expressions of known motifs recovered is provided in Table S1 in File S1 and Table S3 in File S1.

Combining Resampling Improves Percentage and Significance of Conserved Motifs

The previous discussion shows that methods with over-sampling by simulated evolution were able to recover the most known motifs. However, they recover only a few known targeting motifs,
even the most effective method recovers only 4 from 56. This is probably due to that there have been many real targeting motifs that are unknown up to now. Moreover, since the found motifs are very useful for protein subcellular localization predicting, some of them may play an as yet unidentified role in localization or other different biological interpretations of sequence signatures that differentiate between proteins that reside in different compartments. The key problem is how to validate them as potential sorting signals or involved in other functions that proteins in a given compartment need to carry out. One way is using the analysis of motif conservation: the found motifs that are expected to be potential sorting signals are more conserved among evolutionarily close species [41].

First, according to Saccharomyces Genome Database (SGD) fungal alignments [42] for seven yeast species [43,44], each amino acid in the 1,521 Saccharomyces cerevisiae protein sequences is defined as four conservation states: no conservation versus weak, strong, and identical conservation (across seven species). Second, for each of the five methods, 20 most discriminative motif candidates defined by backward feature selection as described previously are chosen. Third, for each of the 20 motifs, the top 30 positions based on likelihood or posterior probability are retrieved. Finally, for each motif instance, it is considered conserved if all sites in that instance are labeled as having strong or identical conservation by ClustalW [45].

The percentage of conserved motif instances for different methods and the corresponding statistical significance are presented in Figure 4 (for how to calculate the p-value, please see the Supporting Information for details). The percentage of conserved 4-mers is only 41 [9]. In contrast, for motifs identified by DiscMU using flat or hierarchical structure, 50 percent and 45 percent of motif instances are conserved, respectively, and for GenM, 43 percent instances are conserved. The conservation achieved by DiscMU using hierarchical structure is the highest among the methods.

These results clearly indicate that motif instances discovered by all methods are significantly conserved when compared to conserved 4-mers. Moreover, for GenM and DiscM, versions of Gen and Disc respectively combining over-sampling, both the percentage and significance of the conserved motif instances are lower than Gen and Disc, although they are very useful in predicting locations. As we mentioned before, since we have used the simulated evolution method to generate a large number of new sequences, when we adopt the one-vs.-all strategy for MMIE, the negative training set becomes so large that the extended Baum-Welch algorithm is affected for training HMM. Consequently, HMM trained by GenM and DiscM cannot reflect the common characteristics of the positive training sequences. However, DiscMU, incorporating simulated mutation and random undersampling into discriminative HMM training, achieves relatively high percentage, significance of the conserved motif instances and prediction accuracy. This suggests that the proposed method is not only contributing to classify proteins, but also more useful for discovering conserved motifs.

**Discussion**

We have developed and used a new method that applies a simple strategy of combining over-sampling with under-sampling method in discriminative HMM training to discover protein targeting motifs. The combining strategy contains over-sampling method via the simulated evolution for multi-class imbalance problem at the data preprocessing stage and random undersampling method for the imbalance between the positive and negative datasets at discriminative HMM training stage. It successfully deals with these data imbalanced problems and assists
in identifying more discriminative motifs in terms of prediction precision and recall for all compartments especially the minority classes. According to the conservation analysis, most of the novel motifs discovered are considered to be potential sorting signals or involved in other functions that proteins in a given compartment need to carry out. The advantage of our method is probably due to

**Figure 3. Number of known motifs recovered by different methods.** The p-values are calculated by generating random motifs. doi:10.1371/journal.pone.0087670.g003

**Figure 4. Percentage of conserved instances of the top 20 candidate motifs.** The p-values are calculated by hypergeometric test. doi:10.1371/journal.pone.0087670.g004
two aspects: first, the over-sampling method via simulated evolution contains phylogenetic knowledge obtained from the information in the BLOSUM62 matrix [15], while avoiding over-fitting as a result of the diversity of new generated sequences. Second, while guaranteeing the full use of useful information in negative training set, the random under-sampling method reduces the influence of the excessive negative training sequences.

Our method provides a way to solve the data imbalance problem in discriminative motif discovery with multiple-class. Although we take the discovery of protein targeting motifs as an example to show the power of our method, our method can be easily applied to other problems of motif discovery and can contribute significantly to finding efficient, discriminative and conserved motifs, e.g., DBDs, post-translational modification sites and protein-protein interaction sites.

Although the results presented in our paper show that the proposed method is relatively efficient in solving the data imbalance problem in discriminative motif finding, there are still some inadequacies in our work. For example, we select the 20% mutations in our experiment since it performs better for building profile HMMs to recognize G-protein coupled receptor proteins and SCOP super-family proteins, however, it is very important to research on how different mutation rates affect the establishment of profile HMMs for targeting motifs and how to build different mutation models for different subcellular compartments, such as the β-Strand mutation model for beta-structural motifs [16], to avoid destroying the invariant amino acids of targeting motif instances. In addition, the motif length is set to 4 for HMM training in our experiment, but when we compare the known motifs and found motifs, it indicates that when the length of the known motifs is around 4, the regular expressions of the known motifs recovered match the found HMMs relatively better, otherwise they are not good and especially when the length of the known motif is particularly long (see Table S1 in File S1 and Table S3 in File S1). Therefore, finding the optimal motif length is very important in motif discovery and we will consider this problem in future research.

In addition to the cases mentioned above, it is helpful to take advantage of the attributes of short linear motifs [37] to limit the motif discovery intervals in protein sequences and reduce the computational complexity of the Baum-Welch algorithm [46], so that the proposed approach can be applied on large datasets more effectively. Meanwhile, for future work, we would like to incorporate some known information of subcellular localization into the HMM as the prior knowledge to make the targeting motifs more precise and introduce self-adaptive sampling method according to the weights of sequences instead of treating all sequences equally to make the found motifs more discriminative in HMM training.

Supporting Information

File S1 Supporting Information. Figure S1. Hierarchical (tree) structure of compartments based on cellular sorting. Figure S2. Accuracy of predictions based on simulated evolution by using BLOSUM45, BLOSUM62 and BLOSUM80 respectively. Figure S3. Number of known motifs recovered based on simulated evolution by using BLOSUM45, BLOSUM62 and BLOSUM80 respectively. Figure S4. Percentage of conserved instances of the top 20 candidate motifs based on simulated evolution by using BLOSUM45, BLOSUM62 and BLOSUM80 respectively. Table S1. The known motifs of InterPro recovered by DiscMU. Table S2. The sequences that contain IPR004246. Table S3. The known motifs of Minimotif Miner recovered by DiscMU.

Acknowledgments

The authors wish to thank the editor and anonymous reviewers for their helpful comments and suggestions.

Author Contributions

Conceived and designed the experiments: TS HG. Performed the experiments: TS. Analyzed the data: TS HG. Contributed reagents/materials/analysis tools: HG. Wrote the paper: TS. Designed the program used in experiments: TS.

References

1. Bailey TL (2000) Discovering sequence motifs. In: Computational Genomics, Springer. 271–292.
2. Eddy SR (1998) Profile hidden markov models. Bioinformatics 14: 755–763.
3. Bailey TL, Williams N, Mimochi C, Li WW (2006) Meme: discovering and analyzing dna and protein sequence motifs. Nucleic acids research 34: W369–W373.
4. Sima S (2006) On counting position weight matrix matches in a sequence, with application to discriminative motif finding. Bioinformatics 22: e154–e163.
5. Fautex F, Blanchette M, Strounov MV (2008) Seeder: discriminative seeding dna motif discovery. Bioinformatics 24: 2303–2307.
6. Bailey TL (2011) Dreme: motif discovery in transcription factor chip-seq data. Bioinformatics 27: 1633–1639.
7. Huggins P, Zheng S, Shilt I, Beckerman R, Laptenko O, et al. (2011) Decod: fast and accurate discriminative dna motif finding. Bioinformatics 27: 2361–2367.
8. Redhead E, Bailey TL (2007) Discriminative motif discovery in dna and protein sequences using the deme algorithm. BMC bioinformatics 8: 305.
9. Lin Th, Murphy RF, Bar-Joseph Z (2011) Discriminative motif finding for predicting protein subcellular localization. Computational Biology and Bioinformatics, IEEE/ACM Transactions on 8: 441–451.
10. Gopalanrishnam PS, Kanvesh D, Naidas A, Nahamoo D (1991) An inequality for rational functions with applications to some statistical estimation problems. Information Theory, IEEE Transactions on 37: 107–113.
11. Vens C, Rosso MN, Danchin EG (2011) Identifying discriminative classification-based motifs in biological sequences. Bioinformatics 27: 1231–1238.
12. Mehdi AM, Sehgal MSB, Kobe B, Bailey TL, Bodén M (2013) Docalmotif: a discriminative approach for discovering local motifs in protein sequences. Bioinformatics 29: 39–46.
13. Chavela NV, Japkowicz N, Kotez A (2004) Editorial: special issue on learning from imbalanced data sets. ACM SIGKDD Explorations Newsletter 6: 1–6.
14. He H, Garcia EA (2009) Learning from imbalanced data. Knowledge and Data Engineering, IEEE Transactions on 21: 1265–1284.
15. Kumar A, Cowen L (2009) Augmented training of hidden markov models to recognize remote homology via simulated evolution. Bioinformatics 25: 1602–1608.
16. Kumar A, Cowen L (2010) Recognition of beta-structural motifs using hidden markov models trained with simulated evolution. Bioinformatics 26: 287–289.
17. Daniels NM, Houry R, Berger B, Cowen LJ (2012) Smartline: combining simplified markov random fields with simulated evolution improves remote homology detection for beta-structural proteins into the twilight zone. Bioinformatics 28: 1216–1222.
18. Aly M (2005) Survey on multiclass classification methods. Neural Netw : 1–9.
19. Estabrooks A, Jo T, Japkowicz N (2004) A multiple resampling method for learning from imbalanced data sets. Computational Intelligence 20: 18–36.
20. Balsa S, Thapar V, Verma S, Luong T, Faghi T, et al. (2006) Minimotif miner: a tool for investigating protein function. Nature methods 3: 175–177.
21. Mulder NJ, Aprwiler R, Attwood TK, Barrett A, Burrell D, et al. (2003) The interpro database, 2003 brings increased coverage and new features. Nucleic acids research 31: 315–318.
22. Rahiner LR (1989) A tutorial on hidden markov models and selected applications in speech recognition. Proceedings of the IEEE 77: 257–286.
23. Bailey TL, Elkan C (1995) The value of prior knowledge in discovering motifs with meme. In: Ismb. volume 3, 21–29.
24. Bailey TL, Bode M, Bueske FA, Frith M, Grant CE, et al. (2009) Meme suite: tools for motif discovery and searching. Nucleic acids research 37: W202–W208.
25. Lawrence CE, Reilly AA (1990) An expectation maximization (em) algorithm for the identification and characterization of common sites in unaligned biopolymer sequences. Proteins: Structure, Function, and Bioinformatics 7: 41–51.
26. Nair R, Rost B (2005) Mimicking cellular sorting improves prediction of subcellular localization. Journal of molecular biology 348: 85–100.

27. Rifkin R, Klautau A (2004) In defense of one-vs-all classification. The Journal of Machine Learning Research 5: 101–144.

28. Mease D, Wyner AJ, Buja A (2007) Boosted classification trees and class probability/quantile estimation. The Journal of Machine Learning Research 8: 409–439.

29. Chavda NV, Bowyer KW, Hall LO, Kegelmeyer WP (2011) Smote: synthetic minority oversampling technique. arXiv preprint arXiv: 11061813.

30. Henikoff S, Henikoff JG (1992) Amino acid substitution matrices from protein blocks. Proceedings of the National Academy of Sciences 89: 10915–10919.

31. Eddy SR (2004) Where did the blosum62 alignment score matrix come from? Nature biotechnology 22: 1035–1036.

32. Eddy SR, Mitchison G, Durbin R (1995) Maximum discrimination hidden markov models of sequence consensus. Journal of Computational Biology 2: 9–23.

33. Scott MS, Calafell SJ, Thomas DY, Hallett MT (2005) Refining protein subcellular localization. PLoS computational biology 1: e66.

34. Bairoch A, Apweiler R, Wu CH, Barker WC, Boeckmann B, et al. (2005) The universal protein resource (uniprot). Nucleic acids research 33: D154–D159.

35. Forney GD Jr (1973) The viterbi algorithm. Proceedings of the IEEE 61: 268–278.

36. Viterbi A (1967) Error bounds for convolutional codes and an asymptotically optimum decoding algorithm. Information Theory, IEEE Transactions on 13: 260–269.

37. Davey NE, Van Roey K, Weatheritt RJ, Toedt G, Uyar B, et al. (2012) Attributes of short linear motifs. Molecular BioSystems 8: 268–281.

38. Lin Th, Bar-Joseph Z, Murphy RF (2011) Learning cellular sorting pathways using protein interactions and sequence motifs. Journal of Computational Biology 18: 1769–1772.

39. Joachims T (1999) Making large-scale support vector machine learning practical. In: Advances in kernel methods. MIT Press, 169–184.

40. Schuster-Bockler B, Schultze J, Rahmann S (2004) Hmms for visualization of protein families. BMC bioinformatics 5: 7.

41. Nair R, Rost B (2002) Sequence conserved for subcellular localization. Protein Science 11: 2836–2847.

42. Christo KR, Weng S, Balakrishnan R, Costanzo MC, Dolinski K, et al. (2004) Saccharomyces genome database (sgd) provides tools to identify and analyze sequences from saccharomyces cerevisiae and related sequences from other organisms. Nucleic acids research 32: D311–D314.

43. Clifton P, Sudarsanam P, Desikan A, Fulton L, Fulton B, et al. (2003) Finding functional features in saccharomyces genomes by phylogenetic footprinting. science 301: 71–76.

44. Koell M, Patterson N, Endrizzi M, Birren B, Lander ES (2003) Sequencing and comparison of yeast species to identify genes and regulatory elements. Nature 423: 241–254.

45. Chenna R, Sugawara H, Koike T, Lopez R, Gibson TJ, et al. (2003) Multiple sequence alignment with the clustal series of programs. Nucleic acids research 31: 3497–3500.

46. Khreich W, Granger E, Miri A, Sabourin R (2010) On the memory complexity of the forward - backward algorithm. Pattern Recognition Letters 31: 91–99.