Software for Pollutants Transport in Rivers and for Identification of Excessive Pollution Sources

Abstract

The program packages of realization of mathematical models of pollutants transport in rivers and for identification of river water excessive pollution sources located between two controlled cross-sections of the river will be considered and demonstrated. The software has been developed by the authors on the basis of mathematical models of pollutant transport in the rivers and statistical hypotheses testing methods. The identification algorithms were elaborated with the supposition that the pollution sources discharge different proportions of pollutants into the rivers. One-, two-, and three-dimensional advection-diffusion mathematical models of river water quality formation both under classical and new, original boundary conditions are realized in the package. New finite-difference schemes of calculation have been developed and the known ones have been improved for these mathematical models. At the same time, a number of important problems which provide practical realization, high accuracy and short time of obtaining the solution by computer have been solved. Classical and new constrained Bayesian methods of hypotheses testing for identification of river water excessive pollution sources are realized in the appropriate software. The packages are designed as up-to-date convenient, reliable tools for specialists of various areas of knowledge such as ecology, hydrology, building, agriculture, biology, ichthyology and so on. They allow us to calculate pollutant concentrations at any point of the river depending on the quantity and quality of river water excessive pollution sources when such necessity arises.
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Introduction

For solving the problems of analysis and control of the quality of the environmental objects, it is necessary to process big volume of measurement information about physical, chemical and biological parameters of these objects. To process big data with guaranteed quality in acceptable period of time is possible by means of wide application of mathematical methods and computers. For collecting, storage and processing data of the environment, there are developed the automated systems of the quality control of the environmental objects and universal software packages [1]. Among them the most widespread are environmental water and air pollution levels control systems. Among the most topical problems of control of environmental water quality, the task of modeling of polluting substances propagation in water objects should be emphasized.

Mathematical Models Describing the Pollutants Transport in Rivers

Transport and diffusion equation

The diffusion of polluting substances in rivers is mostly described by the three-dimensional equation of turbulent diffusion of non-conservative substances [1-4]:

\[
\frac{\partial \Phi(t, r)}{\partial t} - (\nabla \Phi(t, r)) + \phi(t, r) \Phi(t, r) + (r \nabla) \Phi(t, r) + \zeta(r) \Phi(t, r) = f(t, r),
\]

Where \( \Phi(t, r) \) is the time-averaged concentration of non-conservative pollutant; \( t \) is the time; \( r = [x, y, z] \) is the radius vector; its components \( x, y, z \) are the spatial coordinates (the axis \( x \) is horizontal and its direction coincides with the direction of averaged current of the flow, the axis \( y \) is perpendicular to the free surface and is directed downwards; the axis \( z \) is directed across the flow); \( K(r) \) is the tensor of turbulent diffusion, \( \zeta(r) \) is the vector of time-averaged speed of the river flow; \( f(t, r) \) is the coefficient of non-conservatism of pollutants, \( f(t, r) \) is the power of polluting sources.

For the engineering practice very often the two-dimensional or one-dimensional models are considered instead of the three-dimensional one [2,5]. If the non-uniformity of distribution of concentrations of pollutants on the depth of the watercourse is not taken into account, then it is possible to obtain the two-dimensional turbulent diffusion equation. The equation of one-dimensional turbulent diffusion is applied when the distribution of the concentration of the pollutant across the stream is homogeneous. It is also used when average indicators are used to represent pollution across the river [1].
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Initial and boundary conditions

The unknown function $\Phi(t,r)$ is defined at $r \in G$ and $t \in T$, where $G$ is some region with the boundary $\partial G$, or $r \in T \subset [0,L]$ (in one-dimensional model).

The additional conditions are specified in the form of

$$\Phi(0,r)=\Phi_0, \quad \Phi(t,r)|_{r=\sigma}=\Phi(t,0)$$

($S_0, \sigma = \text{const}$). The boundary conditions in the lower extremity of the river section may be classical or non-classical. The classical conditions (condition of complete mixing) look like

$$\frac{\partial}{\partial \nu} \Phi(t,r)|_{r=L}=0; \quad \text{(condition of full mixing)}$$

non-classical conditions –

$$\Phi(t,r)|_{r=L}=q \Phi(t,r)|_{r=L-1}; \quad \text{(not local boundary condition)}$$

Here $q$ is the coefficient of self-cleaning of the river on the considered section, $L$ is the length of the section [5,6].

At using of two- or three-dimensional models, the following boundary conditions on the other part of the line or on the surface $\partial G$ (Neumann condition), are set also:

$$\left\{\begin{array}{l}
\nu \cdot \nabla \Phi(t,r) |_{r \in \partial G} = 0,
\end{array}\right.$$

where $\nu$ is unit vector of external normal to the border $\partial G$. In particular, at $m=3$, it should be

$$\frac{\partial}{\partial \nu} \Phi(t,r) |_{r=0} = 0.$$

Algorithms of solving of the initial-boundary-value problems

For solving the considered initial-boundary-value problems one of the following three algorithms is offered to the user at choice in the considered software [5]:

a. Using the classical explicit different scheme;

b. Using the classical implicit different scheme;

c. Using the method of decomposition of the operator.

The problems of optimum choosing of the algorithm parameters on which depend the accuracy, the time and the possibility of practical realization of the equation solution are realized in these algorithms [5,8].

The method of decomposition of the operator is the original algorithm of solving of the diffusion equation use in multidimensional problems. In this algorithm solution of multidimensional diffusion equation is represented in the form of a linear combination of solutions of some one-dimensional diffusion equations [5,7,8]. Thus, the multidimensional problem is reduced to the one-dimensional one. As the experience shows, the algorithm of decomposition of the operator can be realized by computer much more quickly than the classical explicit and implicit different schemes.

Description of river banks by splines

The problem of the analytical description of plane or spatial region for which the diffusion equations and the boundary conditions are investigated is solved [5,9]. This region represents the part of the channel of the river filled with water in the section for which we are modeling water pollution. The interpolation by splines is used for the analytical description of the plane curve, represented in the form of a sequence of distinct points with given Cartesian coordinates. Such a sequence, in particular, could be one of the river bank lines. The construction algorithms for splines of two types of the simplest explicit form which ensure continuous dependence of the tangent vector of the curve on its parameter are realized in the package. In particular, the river bottom is described by polynomial splines, and the river banks are described by trigonometrical splines [9,10].

Optimum choice of time and spatial steps of digitization

The problem of optimum choice of the steps of digitization of the algorithms of all realized different schemes is solved in the considered software [5,10,11]. The criteria of optimality are the requirements of reduction of the time and the errors of calculation as much as possible. The algorithms are proper for the functions describing the polluting substances transport in water having the derivatives up to the fourth order inclusive.

The total number of nodal points $N$ in the difference schemes determines the time necessary for realization of the algorithm; the accuracy of the obtained result depends on it. Naturally, there arises the question: how to select the numbers $n_l, \ldots, n_m$ at the given value of $N$ so that the algorithm should be somewhat optimum.

This problem is solved in the following way [11]: at the given values of total nodal points $N$, there are determined such values of spatial steps of the grid along coordinate axes $h_k \rightarrow h_p$ for which the upper bound of the module of the residual takes on the minimum value:

$$\sum_{k=1}^{n} \Theta_k h_k^2 \rightarrow \min,$$

$$\prod_{k=1}^{m} h_k^2 = H = \text{const},$$

Where $\Theta$ is the error of approximation of the equation along the $k$-th coordinate ($k=1,\ldots,m$).

The solution of this optimization problem is determined by the formula:

$$h_k^2 = \frac{1}{\Theta_k} \left( \prod_{k=1}^{m} \Theta_k h_k^2 \right)^{1/m} (k=1,\ldots,m).$$

The problem of optimum choice of the value of the parameter $\tau$ at given spatial steps of the grid is solved in the following way:
at the given value of upper bound of the module of the residual of the equation which is equal to \( \tau \), there are determined such values of \( N \) and \( N' \) for which the time of calculation takes on the minimum value:

\[
N^2 ; t \rightarrow \min ,
\]

\[
c_t \tau^2 + PN^{-2/w} = \varepsilon = \text{const} .
\]

Where \( \Theta \) is the error of approximation of the equation by the time coordinate; \( K \) is the constant dependent on the algorithm of solution of the sets of linear equations, usually \( k = 1 \); \( \varepsilon \) is the given value of the upper bound of the module of the equation residual.

The solution of this optimization problem is determined by the formula:

\[
N = \frac{P(k+1/m)}{k/\varepsilon} ; \quad \tau^2 = \frac{1}{c_t} 1 + km ;
\]

\[
c_t k^2 = \ldots = c_t k_m = k c, \tau^2 = \frac{k c}{1 + km} .
\]

The main difficulty for practical realization of the described scheme of optimization is connected with the necessity in estimation of the upper bound of partial derivatives of the function \( \Phi(t, r) \) with respect to the spatial coordinates in terms of which parameters \( \Theta \) and \( \Theta_b \) are expressed without solving the diffusion equation.

**Estimation of derivatives of the unknown function**

For practical realization of the described optimization schemes, it is necessary to estimate somehow the upper bounds of the modules of partial derivatives of the unknown function with respect to independent variables without solving the initial task. It should be taken into account that the derivatives of these functions can be estimated with the accuracy of the common constant multiplier.

One way of solution of this problem consists in the following: for some values of the parameters \( h_k \) and \( \Phi \) (at solving the diffusion equation), the values of the function \( \Phi \) are determined as the first approximation. Then, using the numerical differentiation operations, the required derivatives are determined and the values of the desired parameters are calculated. Using these values, new values of the function \( \Phi \) are determined and so on until the difference between the neighboring calculated values of the function are less than the given value [12].

At solving the diffusion equation, it is possible to use the explicit scheme at the first stage. Then the determination of the values of the sought for function with higher accuracy is necessary. In this case, for calculation of the unknown function values, the iteration method similar to the one used in work [1] for calculation of the multidimensional integral by the Monte-Carlo method is applied. It is known that the operations of numerical differentiation are not stable, but this should not prevent the realization of the offered method since it requires only rough estimates of unknown derivatives. An obvious drawback of this method is the necessity in performance of a plenty of additional actions. Though, due to the capabilities of modern personal computers, it is negligible at solving the particular tasks.

**The effect of smoothness of the inhomogeneous part of the diffusion equation on the accuracy of the results**

The inhomogeneous parts of diffusion equation (1) realized in the package contain the impulse functions, which are linear combinations of Dirac delta-functions. These functions and their derivatives are not bounded. Therefore the difference schemes of the solution of diffusion equations are not correct in the vicinities of pollution source localization points.

For elimination of this drawback, it is necessary to consider a model, in which the delta function \( \delta(x-a) \) is replaced by the bounded numerical function \( D(u, x-a) \), where \( u \) is the additional parameter. It means that the point sources are replaced by extended ones, the capacity of each of which has the maximum corresponding to the capacity of the source at the point of its location. Such sources can be named quasi-point sources.

The function \( D(u, x) \) should satisfy the following requirements: it reaches the maximum value proportional to \( 1/u \) at the point \( x=0 \); it tends to zero at \( x \rightarrow \pm \infty \); its integral between the limits \( \pm \infty \) and \( +\infty \) is equal to unit; its plot represents a bell-shaped curve. The width of such curve is naturally defined as the width of the rectangle which height is equal to the ordinate of the peak of the curve, and its area is equal to the area of the figure limited by the curve and the axis of abscissas. Thus, the parameter \( u \) characterizes the width of the plot of the function \( D(u, x) \), i.e. the sizes of the source. At \( u \rightarrow 0 \), the function \( D(u, x) \) tends to \( \delta(x) \).

One of the elementary continuous functional dependences which may be used for setting the function \( D(u, x) \) is the trapezoid dependence:

\[
D(u, x) = \begin{cases} 1/u & \text{at } t < 1-s, \\ (1-s-t)/(2us) & \text{at } 1-s \leq t \leq 1+s, \\ 0 & \text{at } t > 1+s, \end{cases}
\]

Where \( t = 2s)/u ; s \) is any real parameter from the interval \((0,1)\). The plot of this function together with the axis of abscissas forms an isosceles trapezium, the top and bottom bases of which have the lengths equal to \( u(1-s) \) and \( u(1+s) \), respectively, and the height of which is equal to \( 1/u \). The less is value \( s \), the less this trapezium differs from a rectangle.

Besides the trapezoid dependence, in the developed software package the following dependences are offered to the user’s choice:

- **Gaussian**

\[
D(u, x) = \frac{2}{2\pi u(1+(x/u)^2)} ;
\]
b. Lorentzian

\[ D(u, x) = \frac{2}{2\pi u(1+(x/u)^2)} . \]

In fact, the function \( D(u, x) \) defined by one of the two latter relations plays the part of a smoothing function, which allows us to transform any function from \( L^2 \) into an infinitely differentiable function by means of the operation of convolution [10,11].

If the pollution sources do not operate continuously, but they operate for a limited interval of time \([0,T]\), then the capacity of each source should be smoothed not only by spatial coordinates, but also by time. It means that the function should be proportional to \( A(v,t-T) \), where \( v \) is the additional parameter, and \( A(v,t) \) is the function satisfying the following conditions: at \( t \rightarrow \infty \) it tends to unit, and at \( t \rightarrow -\infty \) to zero. Its plot represents a quasi-stepped curve, which steepness is maximum at \( 1/v \), and this maximum value of the steepness is proportional to \( 1/v \). The parameter \( v \) characterizes the time of diminution of the function of discharge. At \( A(v,x) \), the function \( A(v,x) \) tends to \( 1-\delta(x) \), where \( \delta(x) \) is Heaviside's stepped function. In the developed software package, it is possible to choose an explicit form of the function \( A(v,x) \) from the following types:

a. 

\[ A(v,t)=\frac{1}{2\pi} \frac{1}{\arctan(t/v)} . \]

As the computation results show, the smoother are the functions of discharge, the more accurate are the results of solution of the equations in the vicinities of the points of discharge. For given types of functions \( D(u,x) \) and \( A(v,t) \), the accuracy of the results increases as the values of parameters \( u \) and \( v \) increase.

Capabilities of the package

Input and editing of the initial data

The input of information necessary for operation of the package is performed in the form of separate constants, tables or the choice of the appropriate line from the pull-down. Data for editing are chosen by means of teams of the main menu (Figure 1).

The entered data which form sequences of elements of the same type are represented in the form of tables (Figure 2). When there are several editing windows with tables on the screen, different windows correspond to different sections of the river.

Realization of computation and representation of the results

The results of calculations are displayed in the form of text messages, tables, graphs, etc. For example, the formats of display of computation results as diagrams and tables are shown in Figure 3 & 4, respectively.

The represented text and diagrams may be printed or written in a text- or graphic files, the name of which is determined by default or indicated by the user.

![Figure 1: Data for editing are chosen by means of teams of the main menu.](image)
Figure 2: The entered data which form sequences of elements of the same type are represented.

Figure 3: The results of calculations are displayed in the form of text messages.
Software for Identification of Excessive Pollution Sources

The software for identification of river water excessive pollution sources located between two controlled cross-sections of the river has been developed by the authors on the basis of mathematical models of pollutant transport in the rivers (described above) and statistical hypotheses testing methods. Depending on the available a priori information, different methods of statistical hypotheses testing can be chosen in the software for identification. With increasing of a priori information, application of more complicated methods becomes possible, thus providing their higher assurance. The following statistical tests are realized in this package:

A. The Euclidean distance method;
B. The Mahalanobis distance method;
C. The unconstrained Bayesian method with the stepwise and arbitrary loss functions;
D. The Constrained Bayesian Method (CBM);
E. The quasi-optimal test based on CBM.

The peculiarities of CBM methods are described in [13-18]. Therefore we will not spend space here for their description. Other methods are widely known and described in many scientific works. Let’s show only some characteristics of the package. In particular, in Figure 5 are shown the modes realized in the package, the input of the initial data and the calculation regimes. In Figure 6 is shown the graphical view of package output information where the 3-rd point in the bed of the river corresponds to the pollution source guilty of the excessive pollution (Figure 6).

Discussion

The results of detailed experimental research of algorithms and appropriate programs included in computer packages described above are given in [5]. There are considered the results of research of algorithms of calculation of concentration of polluting substances in the rivers with the help of diffusion equations and also sensitivity of models of different dimensions to the geometrical sizes of a section of the river and dependence of quality of identification of emergency pollution sources on the level of the noise, deforming results of measurement. They show truth and reliability both the created algorithms and programs of their realization [19-23].
From the results of calculations, the following practical recommendation concerning the use of the developed models may be given. If geometric sizes, locations of pollution sources, hydrologic characteristics and pollution conditions of the river are such that full mixing of water takes place upstream of the lower controlled section, then it is enough to use the one-dimensional river models, which are considerably faster and require less computer memory than the models of greater dimensionality. Otherwise it is necessary to use the models of greater dimensionality. When choosing a working model for a concrete section of a certain river, it is necessary to perform preliminary studies with due regard for the above factors. The proper choice of the model and its parameters ensures the qualitative modeling and identification of excessive discharge sources.

**Conclusion**

The computer packages of realization of mathematical models of propagation of polluting substances in rivers and for identification of excessive pollution sources of the river have been created. The packages comprise original models, methods and algorithms developed by the authors. The software packages are realized for IBM-compatible personal computers according...
to the generally accepted standard for similar production all over the world. The consumer can use them as a modern, convenient, simple and reliable tool for resolution the problems he deals with in the considered area. Versatile experimental investigation of the developed software packages and the algorithms realized in them, have confirmed their high computing, operational and service qualities. They are good tools for the experts of different professions for qualified solving many practical problems.
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