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Abstract

The ability of humans to quickly identify general concepts from a handful of images has proven difficult to emulate with robots. Recently, a computer architecture was developed that allows robots to mimic some aspects of this human ability by modeling concepts as cognitive programs using an instruction set of primitive cognitive functions. This allowed a robot to emulate human imagination by simulating candidate programs in a world model before generalizing to the physical world. However, this model used a naive search algorithm that required 30 minutes to discover a single concept, and became intractable for programs with more than 20 instructions. To circumvent this bottleneck, we present an algorithm that emulates the human cognitive heuristics of object factorization and sub-goaling, allowing human-level inference speed, improving accuracy, and making the output more explainable.
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Introduction

Humans can readily infer the high-level concept represented in a pair of images and then apply it in a diverse array of circumstances (Fig.1A-B). This capability allows everything from LEGO instructions to traffic signs to provide language-independent guides to human behavior. Robots, in contrast, are typically programmed by tediously specifying a sequence of movements or poses for a single, highly controlled setting. More recently, imitation learning has been employed in attempts to provide more versatility to robots by allowing them to learn from demonstrations (Akgun, Cakmak, Jiang, & Thomaz, 2012; Duan et al., 2017). However, by using fragile mapping from image frame pixels to actions, imitation learning policies often fail to generalize in response to changes in object appearance or lighting conditions (Tung, Harley, Huang, & Fragkiadaki, 2018).

Providing robots the ability to infer concepts with the speed and data efficiency of humans would not only allow broader task automation, it would make human-robot communication more intuitive, successful task completion more explainable, and failures more readily diagnosed.

Recently, an architecture called visual cognitive computer (VCC) was developed that allowed robots to learn concepts from fewer than 10 input/output image pairs and then apply them in diverse physical settings (Lzaro-Gredilla et al., 2019). VCC is based on key ideas from cognitive science, including image schemas (Mandler & Cnovas, 2014), deictic mechanisms (Ballard, Hayhoe, Pook, & Rao, 1997), perceptual symbol systems (Barsalou, 1999), visual routines (Ullman, 1996), and mental imagery (Roelfsema & de Lange, 2016). The central idea was to represent concepts as cognitive programs: sequences of primitive instructions analogous to the operations in the instruction set of a microprocessor. Rather than basic arithmetic and control-flow functions, the VCC instructions implement fundamental cognitive functions such as parsing a visual scene, directing gaze and attention, imagining new objects, manipulating the contents of a visual working memory, and controlling arm movement (Fig.2A-B).

Because concepts are abstract in nature, the VCC must parse pixel-based input scenes into symbolic lists of objects and their visuospatial properties, such as position, shape, and color. However, to simulate non-symbolic interactions such as object collisions, the VCC must also be capable of mapping a symbolic scene representations back to the pixel level. VCC accomplishes both of these functions through a vision hierarchy (VH) based on a generative model that achieves near human-level performance on image segmentation tasks.
Figure 2: VCC architecture and program execution examples. (A) Functional components of VCC and their interactions. The vision hierarchy can parse the input scene and identify, attend to, and imagine objects. The hand controller moves the hand to different locations in the scene, and the fixation controller commands position the center of the eye. Object indexing commands iterate through the objects currently attended to. The attention controller can set the current attention based on object shape or color. (B) The full instruction set of VCC. Parentheses denote instructions with arguments. (C-D) examples of discovered programs and visualizations of their execution steps. Digits next to the visualizations correspond to program line numbers. Blue highlight indicates the shape attended to. Red “X” indicates the point of fixation. Adapted with permission from Lzaro-Gredilla et al. (2019).

Each instruction can be thought of as an operation that changes the state of the agent (hand position, fixation position, contents of attention buffer, etc.) or its environment (color and position properties of objects). For a given concept, the general program induction problem is to find a sequence of instructions belonging to an instruction set of size $N$ that successfully changes the properties of the objects in every input example to match the objects in every output example (Fig.2C-D).

While the VCC represents an impressive synthesis of cognitive science principles in an architecture with the novel capability of discovering conceptual understanding without demonstration data, its ability to scale to more complex tasks is limited by the nature of its program induction algorithm. Apart from the input and output example images, the only information available to the VCC is whether a given program solves every example of a concept, which makes program induction a tree search problem, where each program is a node on an $N$-ary tree. If we assume that a given concept can be solved by a unique ground-truth program of length $L$, the brute-force run time is $O(N^L)$, which quickly becomes intractable for longer programs. The search algorithm described in Lzaro-Gredilla et al. (2019) employs several heuristics to make the task more tractable by allowing the VCC to learn from previous attempts:

- Pruning of invalid nodes (programs) from further search
- Argument prediction using fixation guidance and convolutional neural networks (CNNs)
- A Markov model that prioritizes search by learned instruction transition probabilities
- Identification of subroutines

Pruning of invalid programs was the most effective heuristic, since, typically, over 50% of instruction transitions were never valid (e.g. calling release_object before grab_object).

Argument prediction effectively reduced $N$ by 33% in the best case since the instruction set contains 36 primitives if counting different argument options as separate instructions, but only 24 otherwise. This benefit is mostly orthogonal to that of pruning since the validity of a transition is mostly independent of an instruction’s arguments.

The Markov model also acted by effectively reducing $N$, though its benefits overlap with those of pruning and argument prediction.

These heuristics dramatically improve the speed of the search, but they do not fundamentally change the exponential scaling of the run time because they do not change the minimum depth $L$ of the search tree. The use of subroutines identified from common sequences of instructions is the only heuristic that, in theory, effectively reduces $L$. However, this approach did not empirically result in significant improvement.

These heuristics allowed the VCC to solve most of the 546 concepts on which it was tested with reasonable efficiency, solving a typical concept in 30 minutes after executing 3 million programs. However, it was unable to solve many of the
more complex concepts, including most concepts similar to that illustrated in Fig.1 that involve stacking variable numbers of two different types of objects. This is especially concerning for future applications that will require larger instruction sets and longer programs. Moreover, because success of a program is a binary metric, failure cases include no partial solutions to aid in explaining the reason for the failure.

Here, we address this bottleneck with a novel program induction algorithm using a divide-and-conquer approach. We provide the VCC with more fine-grained feedback during the search by evaluating program success on the basis of individual objects rather than the entire scene. In combination with a program mutation function that addresses multi-object dependencies, this approach greatly improves the scalability of the VCC and brings it closer to human performance in terms of inference time and explainability.

**Fast Program Induction Algorithm**

Although the VCC (Lzaro-Gredilla et al., 2019) used object-factorized representations for parsing, dynamics, and instruction set, its search algorithm had two primary deficiencies. First, it did not exploit the object-factorizations in the search process. Second, the search was a purely feed-forward open-loop process, where partial attainments of goals did not alter the search process. That is, the search was driven purely by the input image, and the output-image was used purely for verification. In contrast, humans use object-factorizations and sub-goaling to drive the search process, and the sub-goals are obtained by jointly considering the input and output images.

**Object Factorization and Sub-goaling**

The central idea of our new approach is to factorize the search by object. That is, split the input/output examples into sub-goals in which we search for a program that transforms the properties (usually spatial coordinates and sometimes color) of a single object in the input to match the output. Assuming each unmatched object requires the same number of instructions to solve, this approach will solve a concept with \( k \) unmatched objects in \( O(kNl/k) \) time as long as the object sub-goals are independent.

There are several ways to incorporate this approach as a heuristic in the program induction process. The most important choices are how to formulate and schedule the sub-goals for search. As an example, suppose we have 3 unmatched objects and we represent the solved state of each with a one-hot array \([m_1\ m_2\ m_3]\), \( m_i \in \{0,1\} \). One strategy would be to choose a random ordering of objects to match and try to solve them sequentially in that order. For example, one ordering could be \([1\ 0\ 0],[1\ 1\ 0],[1\ 1\ 1]\). After a program is found for a sub-goal, we restart the search with that program as the root node. If, after trying for some threshold number of programs, we are not able to solve the concept with a particular ordering, we restart from scratch with another ordering. However, this strategy does not address how to identify conceptually equivalent objects from separate examples. Consider all the concepts that require moving one object to the left. The defining property of the object to be moved left could be color, shape, distance from the center, etc. This is a nontrivial unsupervised clustering problem, and a single error could render a concept unsolvable because the exact clustering is used as the basis for evaluating the success of a program on a given sub-goal.

For this reason, we opted for the following strategy: run the search as normal until a program matches at least one previously-unmatched object in every example, then restart the search with that program as the root node. The fact that each object from a different example is matched by the same program is the best evidence that they belong to the same conceptual cluster. Conversely, the fact that a program matches an object in every example is evidence that it represents a valid sub-concept.

**Program Mutation**

There are some concepts that fundamentally cannot be solved using an object factorization approach on its own. For instance, the concepts that have different numbers of unmatched objects in each example require one or more loops to solve. However, the object factorization strategy is unlikely to find programs with loops. This is because the \( \text{loop}_\text{start} \) instruction must occur prior to the sequence of instructions that matches each individual object (Fig.2D), but the object factorization fixes a successful instruction sequence in the new root node, which precludes insertion of the necessary \( \text{loop}_\text{start} \). Another case is when an object must be moved to the previous location of a different object (Fig.2C). Here, the VCC must fixate the first object before it moves it. Otherwise, it will have no memory of the location.

To address these limitations while maintaining the benefits of object factorization, we introduce a program mutation function inspired by the technique of iterative mutation, screening, and selection in protein engineering known as directed evolution (Arnold, 1998). The mutation function finds all unseen, valid, single-instruction transpositions, deletions, changes, and insertions (except those that would change the first or last instruction) for an input program of length \( l \) and returns the corresponding “mutant” programs that find at least as many objects as the input program. Any programs deemed valid (defined as having a finite description length calculated from the log Markov transition matrix) are executed on the VCC and are counted toward the total program budget. Because a program must have loop closure to solve any objects, if an inserted instruction is \( \text{loop}_\text{start} \), then we also try to insert a \( \text{loop}_\text{end} \) instruction at each position after that.

The mutation function is used as follows. A mutation threshold is initialized as \( n_{progs}/10 \) where \( n_{progs} \) is the program budget. If at least one sub-goal has been solved and the number of visited programs is greater than the threshold, the mutation function is executed on the current root node. If any mutants solve all the objects, the shortest mutant is the found program. If any mutants find new (but not all) objects in all examples, they become the new root nodes for the next sub-
Table 1: Performance improvements.

|                        | Naive search | Object factorization |
|------------------------|--------------|----------------------|
| Concepts found         | 526 (96.3%)  | 534 (97.8%)          |
| Program budget         | 3,000,000    | 4,000                |
| Median run time        | 30 min/concept | 1 min/concept        |

goal search. If any mutants find the same objects, they are pushed onto the search queue. Otherwise, the search continues with no change.

Other Improvements

To further narrow the search space and to prevent the VCC from inadvertently undoing its progress after achieving a sub-goal, we enforced that a program should be pruned from further search if it results in a previously-matched object becoming unmatched.

We also enforced that an object must be released from the hand in order to qualify as matched. Previously, an object could qualify as matched if in the correct position but still in the hand, which introduced an added dependency between sub-goals since the VCC would need to release the grabbed object before attending to the next one. This makes some programs slightly more difficult by requiring the additional `release_object` instruction at the end, but overall it improved performance in our framework.

Results

Performance Improvements

We used Dijkstra’s algorithm for search, where the “distance” to a given program is its description length calculated from the Markov transition matrix. The search used 10.4 GB of memory. The CNN and provided fixation were used for argument prediction, and the first-order Markov model was trained using the 16 ground truth programs of length 6 or less. Subroutines were disabled. The search was executed on a laptop using 8 cores.

To speed up testing, the transition matrix was initialized with an empirical dependency graph that sets to zero the probability of any transition that is never needed to solve any of the concepts. This approximates speed improvement obtained from the Markov model after running the search for multiple iterations.

The histograms in Fig.3 show the distribution of the number of visited programs and per-concept search time for the object factorization search algorithm. 95% of concepts are found in under 2 minutes, with a median per-concept search time of 1 min. This is similar to the time typically needed by humans to identify simple visual concepts, such as those in the Raven Progressive Matrices Test, where subjects have 40 minutes to identify 46 concepts (Carpenter, Just, & Shell, 1990).

Though this relative reduction in run time is significant, it is more than an order of magnitude smaller than the relative reduction in program budget. As we made no attempt to optimize our code for speed, we suspect this discrepancy is due to the more thorough optimization of search algorithm code in Lzar-Gredilla et al. (2019).

Moreover, these gains likely understate the improvement offered by object factorization because they do not consider performance improvements on concepts involving more than two functionally independent types of objects. For instance, based on the median run time, a concept requiring 8 objects to be moved to the 4 edges and 4 corners could be discovered by object factorization search in under 10 minutes but would be exponentially more difficult for the naive search, requiring at least 2 days.

Failure Cases

The new search algorithm failed to find 12 of the 546 concepts. Here, the object factorization approach offers an additional advantage in that we can examine any partial solutions generated by the VCC to diagnose the reason for failure. Among the 12 failure cases, there appear to be 4 reasons the VCC fails to find the correct program: solving the objects in the wrong order (2 cases), mistaken object identity (6 cases), faulty argument pre-
diction (2 cases), and lack of sufficient search budget (2 cases). We provide an example of each failure mode below (we abbreviate `move_hand_to_attended_object` as `move_hand_to_object` here for space).

| Table 2: Failure case: wrong object order |
|------------------------------------------|
| Concept: make the green object touch the red object and change the color of the object being touched |

| Best found program | Ground truth program |
|--------------------|---------------------|
| scene_parse        | scene_parse         |
| set_color_attn(red) | set_color_attn(green) |
| top_down_attend    | top_down_attend     |
| fill_color(yellow) | move_hand_to_object |
| grab_object        | grab_object         |
| reset_attn         |                      |
| move_hand_up       | move_hand_to_object |
| move_hand_left     | release_object      |
|                   | next_object         |
|                   | top_down_attend     |
|                   | move_hand_to_object |
|                   | grab_object         |
|                   | move_hand_to_fixation |

In the example of wrong object order in Table 2, changing the color of the red object requires a shorter program than moving the green object. The algorithm thus does this first, “solving” the object and resetting the root node (Fig.4A). However, the color of the object was used to identify it as the object to be touched, meaning any argument prediction of the color to attend to will no longer be accurate. In this case, argument prediction likely assigned a very low probability to all `set_color_attn()` instructions with arguments other than ‘green’. Failures in this category could likely be solved with a strategy that reserves some of the search budget for attempts at matching the objects in a different order.

| Table 3: Failure case: mistaken object identity |
|-----------------------------------------------|
| Concept: move the central objects to the upper left corner and move the other object to the previous object’s location |

| Best found program | Ground truth program |
|--------------------|---------------------|
| scene_parse        | scene_parse         |
| top_down_attend    | top_down_attend     |
| fixate_object      | fixate_object       |
| move_hand_to_object | move_hand_to_object |
| grab_object        | grab_object         |
| move_hand_up       | move_hand_up        |
| move_hand_left     | release_object      |
| next_object        | top_down_attend     |
|                   | move_hand_to_object |
|                   | grab_object         |

In the example of mistaken object identity in Table 3, the two objects are both red squares with identical size, and so it appears that the object close to the center does not move since the other object is moved to its previous location (Fig.4B). Consequently, when that object is moved up, the VCC considers it to be a matched object becoming unmatched and prunes the program from further search. Failures in this category, which account for half of the failure cases, could be solved by encoding an “object ID” in the input and output examples, or by relaxing the node pruning condition.

| Table 4: Failure case: faulty argument prediction |
|-----------------------------------------------|
| Concept: make the star shape touch the circle shape |

| Best found program | Ground truth program |
|--------------------|---------------------|
| scene_parse        | scene_parse         |
| set_shape_attn(star) | set_shape_attn(star) |
| top_down_attend    | top_down_attend     |
| move_hand_to_object | move_hand_to_object |
| grab_object        | grab_object         |
| reset_attn         | reset_attn          |
| move_hand_to_object | move_hand_to_object |
| release_object     | release_object      |

In the example of faulty argument prediction in Table 4, an extremely low probability was assigned to the (correct) ‘*star*’ argument, causing all transitions to `set_shape_attn(star)` to be assigned an extremely low value in the Markov transition matrix, so the correct node was never visited. Because argument prediction is implemented with neural networks, we are unable to explain why it failed in this particular case. Failures in this category could likely be solved with an improved argument prediction model.
Table 5: Failure case: insufficient search budget

| Best found program | Ground truth program |
|--------------------|---------------------|
| scene_parse        | scene_parse         |
| top_down_attend    | top_down_attend     |
| move_hand_to_object| move_hand_to_object |
| grab_object        | grab_object         |
| fixate_object      | fixate_object       |
| move_hand_down     | move_hand_down      |
| release_object     | release_object      |
| next_object        | next_object         |
| top_down_attend    | top_down_attend     |
| move_hand_to_object| move_hand_to_object |
| grab_object        | grab_object         |
| fixate_object      | fixate_object       |
| fixate_previous    | fixate_previous     |
| move_hand_to_fixation | move_hand_to_fixation |
| release_object     | release_object      |
| reset_attention    | reset_attention     |
| next_object        | next_object         |
| top_down_attend    | top_down_attend     |
| move_hand_to_object| move_hand_to_object |
| grab_object        | grab_object         |
| fixate_next        | fixate_next         |
| move_hand_to_fixation | move_hand_to_fixation |
| release_object     | release_object      |

Table 5 shows the most difficult concept in data set. In addition to requiring 23 instructions (the longest program requires 24), it makes use of instructions such as fixate_previous and fixate_next that are rare in other concepts and thus are assigned low transition probabilities. Most importantly from the perspective of object factorization, this concept requires 15 instructions before the first object is matched. Since the naive search algorithm was able to find all programs of length 16 with a search budget of 500,000 programs, we might expect object factorization to overcome this failure and others like it if given a search budget in this range.

**Conclusions**

Overall, the object factorization approach and other improvements made to the search algorithm increased the search efficiency of the program induction by three orders of magnitude while also significantly decreasing the failure rate. Analysis of the few failure cases, aided by the improved explainability afforded by sub-goaling, suggests the new failure rate can be at least halved with minor changes to the object identification or pruning strategy. Run time can likely also be further improved, as the current implementation is not optimized for computational efficiency. This dramatic reduction in the computational cost of concept inference opens the door to several future directions of exploration, such as extending the instruction set to solve concepts in 3D space or solving more complex compositional concepts requiring hierarchies of sub-goals. Such developments will bring us closer to robots that learn tasks from diagrams on the fly with human-like flexibility.
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