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1. Introduction

Clustering is an unsupervised knowledge extraction technique for discovering and organizing related data elements into different groups in massive datasets. Clustering (also known as cluster analysis) is a technique for grouping items into similar patterns which are easier to comprehend and handle. Clustering can be easily performed by a process called k-means method [1–4] that is quite so useful for the ability to cluster big data sets efficiently. Ruspini [5] and Bezdek [6] report fuzzy variants of the k-means approach, in which each characteristic is permitted to have membership functions to every group instead of possessing a definite membership to one group. Furthermore, because these k-means-type methods can indeed work data with numerical information, they can be used very less in fields like data where big categorical or multivalued data sets are widespread. Hierarchical clustering techniques that are using Gower’s likeness coefficient [7] or another divergence procedures [8], the PAM computation, and fuzzy-statistical procedures, combined with theoretical clustering techniques are some other techniques for cluster analysis with categorical data. When implemented to enormous categorical-only data sets, all of these techniques suffer from a widely known inefficiency issue.
A group of $n$ items $X = \{X_1, X_2, \cdots, X_n\}$ with a collection of $s$ features $A = \{F_1, F_2, \cdots, F_s\}$ are used to represent the data for information analysis. The data collection $X$ is characterized in model as a tabular database with $n$ rows along with $s$ dimensions; everywhere each row represents a particular item, as well as each dimension represents an attribute where values with an element are a unique value. In real-world situations, characteristics in a database may have multiple entries for an object in some attributes.

In this study, Giannotti et al. [10] provide a paradigm for separating as well as handling data, i.e., the modelling of discrete data with changeable volume. The authors finally reshape the cluster centroid notion by adapting the precise mathematical segregation conception provided in the k-means approach to represent transaction proximity. In comparison, Ghosh and Dubey’s k-means and fuzzy c-means [12] cluster algorithms are based on its efficiency in choosing the optimum data evaluation technique. This clustering technique collected the information into account in the form of locations across various intermediate data objects. FCM is an unsupervised categorization procedure that is being used and employed around a variety of disciplines, including agriculture, scientific, pharmacological, ecologic, medical image processing, categorization, and clustering. The efficiency of the FCM’s clustering approaches is compared to those from the k-means grouping approach in this study. Mukhopadhyay et al. [13] offered several multiobjective evolutionary procedures. Each and every time the number of attributes remains large, the binary coding scheme’s key limitation cannot be grouped. Furthermore, this study looked at two different methods using multiobjective workable clustering algorithm, MODENAR and MODE, as well as three distinct kinds of information, which is like qualitative, quantitative, and fuzzy data gathering procedures. The experiment revealed that categorical data clustering algorithms may efficiently group large amounts of data with a diverse set of characteristics.

Hedjazi et al. [14] introduced a different feature extraction technique which covers all blending kinds and greater dimensions available facts on participation limitations to enhance the efficiency of fuzzy classifiers. The findings demonstrate that the strategy improves the classification efficiency of both fuzzy classification in addition other related classifiers significantly. According to Zhen, in [15], an instructional ability assessment technique centered on big data fuzzy k-means grouping and information fusion is suggested to fix the challenges of erroneous classification of big data knowledge in standard English training capacity assessment techniques. To begin, the researcher applies the knowledge of k-means gathering to the gathered existing error data and eliminates the data that the procedure recognises uncertain, uses the remainder valid measurements to compute the weighting factor of the altered fuzzy logic algorithm, analyses the weighted average with the node data measured, and obtains the final fusion value. Furthermore, the author combines big data content fusion and the k-means clustering approach, resulting in grouping and index variable integration.

Many generalised FKM techniques have really been developed to this purpose, utilizing breakthroughs in various machine learning approaches. Some authors, for example, sought to alleviate the noise sensitivity problem by

2. Relevant Work

Giannotti et al. [10] aimed a grouping approach for data points with transnational records by employing k-means methodology and the Jaccard distance measures towards group the multivalued dataset; however, somehow the technique has a low consolidation. Shu and Qian [11], on the unlabeled items, proposed a measure of similarity. Then, to enable faster the selection process of attributes, a feature-based approach is devised and characterized by mutual information that is included in a decreasing environment. In this study, Giannotti et al. [10] provide a paradigm for separating as well as handling data, i.e., the modelling of discrete data with changeable volume. The authors finally reshape the cluster centroid notion by adapting the precise mathematical segregation conception provided in the k-means approach to represent transaction proximity. In comparison, Ghosh and Dubey’s k-means and fuzzy c-means [12] cluster algorithms are based on its efficiency in choosing the optimum data evaluation technique. This clustering technique collected the information into account in the form of locations across various intermediate data objects. FCM is an unsupervised categorization procedure that is being used and employed around a variety of disciplines, including agriculture, scientific, pharmacological, ecologic, medical image processing, categorization, and clustering. The efficiency of the FCM’s clustering approaches is compared to those from the k-means grouping approach in this study. Mukhopadhyay et al. [13] offered several multiobjective evolutionary procedures. Each and every time the number of attributes remains large, the binary coding scheme’s key limitation cannot be grouped. Furthermore, this study looked at two different methods using multiobjective workable clustering algorithm, MODENAR and MODE, as well as three distinct kinds of information, which is like qualitative, quantitative, and fuzzy data gathering procedures. The experiment revealed that categorical data clustering algorithms may efficiently group large amounts of data with a diverse set of characteristics.

Hedjazi et al. [14] introduced a different feature extraction technique which covers all blending kinds and greater dimensions available facts on participation limitations to enhance the efficiency of fuzzy classifiers. The findings demonstrate that the strategy improves the classification efficiency of both fuzzy classification in addition other related classifiers significantly. According to Zhen, in [15], an instructional ability assessment technique centered on big data fuzzy k-means grouping and information fusion is suggested to fix the challenges of erroneous classification of big data knowledge in standard English training capacity assessment techniques. To begin, the researcher applies the knowledge of k-means gathering to the gathered existing error data and eliminates the data that the procedure recognises uncertain, uses the remainder valid measurements to compute the weighting factor of the altered fuzzy logic algorithm, analyses the weighted average with the node data measured, and obtains the final fusion value. Furthermore, the author combines big data content fusion and the k-means clustering approach, resulting in grouping and index variable integration.

Many generalised FKM techniques have really been developed to this purpose, utilizing breakthroughs in various machine learning approaches. Some authors, for example, sought to alleviate the noise sensitivity problem by
involving outlier groups into the FKM design [16]. Ménard et al. suggested a fuzzy generalised k-means process [17] to develop a near relationship among both the framework MEC [16] and FKM. To produce spatial-smooth membership function parameters, Pham introduced a new penalty name to the fitness function of FKM [18]. Cai et al. suggested a quick and vigorous FKM approach to picture separation by incorporating local spatial and grey features [19].

Guo et al. introduced a unique grouping approach in which all the \( L_{21} \) norm is utilized to diminish the power of outliers by combining fuzzy k-means and nonnegative spectral grouping into a common structure [20]. Zhang et al. introduced a resilient integrated deep k-means clustering method to give an expressive association expression among observations for deep neural networks, and the norm system of measurement is being applied to regulate the feature function procedure of the auto encoder system [21].

### 2.1. Data Based on Attributes with Multiple Values

Distance measurements are being used to compare the affinities of two things. The Euclidean distance [22] has been a few of the well commonly employed distance measure when referring to quantitative data in specific classification systems. When dealing with nominal data, distance is usually calculated by assigning a 0 to distinct kinds of values and then a 1 to entirely equal values. When single and multivalued characteristics are present, a unique proximity metric idea must be established that is capable of reliably contrasting different sets. As a result, the researchers propose various criteria for describing the closeness of two sets. The research [23–25] reflects the closeness measure among different features and has been assembled for the implementation of such evaluations in this suggested study.

Distance guesstimate of all research findings produced comparable results; hence, the average similarity test findings were mentioned in this manuscript. A differential evolution-based multivalued attribute data (DEC-MVA) grouping technique, designed by LNC Prakash [26], was adopted to measure the relative relevance of every component in respect to multiple data gathering challenges to support the most effective multivalued characteristics. This approach also created an evolutionary technique that integrates the transaction utility as an optimized process and uses a differential evolution approach. The article’s insight offers a novel distance function that suits multivalued properties of multiple types of frameworks; this scale is applicable for both supervised and unsupervised machine learning techniques of data mining research [27]. In almost the same manner [28], RMULT, a multifunctional feature significance test, was utilized for evaluating the importance for classification, along with its multivalued characteristic. This measure is used to evaluate the extent of multivalued categorization features. Nonetheless, because multivalued characteristics combine several quantities, variations of these features correlate to distinct categories [29]. In [30], it is studied on multivalued data and developed techniques to filter out strong however uninteresting rules in association rule mining. Two theories, namely, MMC and MMDT, were explained for multivalued databases in [31, 32]; the two approaches are established by the decision tree methodology. The revised version of MMC is MMDT; of these, the MMC distinguishes features, whereas the MMDT method in addition enhances certain features, to ensure the highest effectiveness of classification details. The study [33] explains a new process to select the best set of values for multivalued features, which makes it simpler to measure their importance for extraction method. This model recommended to choose values built on associated transaction weight, in difference to the general trend of selecting values for multivalued features varying on the frequency. The established model is produced by the utility analysis methods, in which the values are selected corresponding to their importance as a replacement of its existence.

### 3. Similarity Measure

Basis of the discussion of distance measures in the previous section, important aspects must be considered while selecting a fair distance measure for multivalued grouping. These factors typically would include the sort of analysis and the objective of the research, both of which influence the type of distance measure that will be employed. When determining likeness for multivalued attributes, the occurrence of exact comparable patterns is indeed required, but it is additionally necessary to include limited similarity in the same way as mismatched values of the multivalued feature principles [34]. During grouping, the approach for finding correlation among objects with multiple values is based on multivalued characteristics [35]. Now compared with existing metrics, it permits for the exploitation of several points of comparison to determine grouping similarity. The following is how the similarity of things is determined in this exploration.

\[
PMA(X, Y) = \frac{1}{2} \left( \sum_{i=1}^{m} \sum_{j=1}^{n} \min(x_i, y_j) \right)
\]

where \( X = \{x_1, x_2, x_3, \ldots, x_n\}, n \geq 2 \) and \( Y = \{y_1, y_2, y_3, \ldots, y_m\}, m \geq 2 \), which is determined by thinking about the closeness among the item values of the multivalued attribute by using Tversky measure.

| ID | Name | Gender | Age | Fluency | Activities |
|----|------|--------|-----|---------|------------|
| 1  | Raju | M      | 29  | [Telugu, Urdu] | [Swimming, reading] |
| 2  | Rani | F      | 32  | [Telugu, Kannada] | [Music, watching movie] |
| n  | Jill | M      | 37  | [Kannada, Tamil] | [Reading, sports] |
where \( a \) and \( b \) have been specified by \( a = \min(|X-Y|, |Y-X|) \) and \( b = \max(|X-Y|, |Y-X|) \). The symmetric difference between multivalued attribute values is given in the subsequent way, \( X - Y = \{ x_i \in X \mid x_i \notin Y \} \) and \( Y - X = \{ y_j \in Y \mid y_j \notin X \} \). Further, \( \alpha, \beta \geq 0 \) are parameters of the above similarity measure. Setting \( \alpha = \beta = 1 \) produces the Tanimoto coefficient; setting \( \alpha = \beta = 0.5 \) produces the Dice coefficient. By considering \( X \) to be the prototype and \( Y \) to be the variant, then \( \alpha \) corresponds to the weight of the prototype, and \( \beta \) corresponds to the weight of the difference. Tversky measures with \( \alpha + \beta = 1 \) are of particular interest. This formulation also rearranges parameters \( \alpha \) and \( \beta \). Thus, \( \alpha \) controls the balance between \( |X-Y| \) and \( |Y-X| \) in the denominator. Similarly, \( \beta \) monitors the impact of the symmetric variation \( |X-Y| \) versus \( |X \cap Y| \) in the denominator.

The proximity \( \text{PROX}(T_i, T_k) \) between two data vectors \( T_i \) and \( T_k \), that are represented by a collection of \( s \) quantity of characteristics, is calculated in expressions of specific dimensions’ likeness. PMA can be used to assess dimensional similarity for multivalued attributes \( (X, Y) \). The subsequent formula can be applied to measure the value of \( \text{PROX}(T_i, T_k) \).

\[
\text{PROX}(T_i, T_k) = \frac{\sum_{j=1}^{n} \text{PMA}(T_{ij}, T_{kj})}{s}.
\]

4. Clustering by Fuzzy C-Means Procedure

The fuzzy c-means methodology addressing multivalued data points is mainly described in this segment. Let \( X = \{X_1, X_2, \ldots, X_n\} \) is a data base with \( n \) records along with multivalued attributes. Assume that data \( X_i \) \((1 \leq i \leq n)\) is characterized by means of a set of attributes \( \{A_1, A_2, A_3, \ldots, A_s\} \); here, each attribute \( A_i \) is a feature with unique value or with multiple values. Each \( A_i \) illustrates a set different value called domain which is symbolized by \( D(A_i) = \{a_{i1}^1, a_{i2}^1, \ldots, a_{ip}^1\} \), where \( p \) is the quantity of distinct values of the feature \( A_i \) for \( 1 \leq l \leq s \). When \( A_i \) is an attribute with unique value, then each \( a_{il}^1 \) \((1 \leq l \leq p)\) is believed as a set with unique value, and when \( A_i \) is an attribute with multiple values, then each \( a_{il}^1 \) \((1 \leq l \leq p)\) is taken as a set with more than one value, and also \( D(A_i) \) is characterized as a predetermined and with order less. Consider \( X_j \) be symbolized by \( \{x_{j1}, x_{j2}, \ldots, x_{js}\} \); therefore, \( X_j \) be able to reasonably exemplified as a combination of attributes. The intention of the FCM procedure for multivalued data set is to group the data set \( X \) hooked on \( c \) clusters before diminishing the equation as presented in \( L_m(V, C : X) \).

\[
L_m(V, C : X) = \frac{\sum_{j=1}^{n} \sum_{i=1}^{C} \left( \mu_{ij} \right)^m d_{ij}^2}{\sum_{j=1}^{n} \sum_{i=1}^{C} \left( \mu_{ij} \right)^m},
\]

where \( n \) is the tuples appearing in \( X \); \( C \) is the total number of clusters going to form; \( U \) is the matrix of membership function, and the components of \( U \) are \( (\mu_{ij}) \); \( \mu_{ij} \) is the association membership for which the \( i \)th tuple belonging to the \( j \)th group; \( d_{ij} \) is the distance from \( X_i \) to \( C_j \), in which \( C_j \) denotes the cluster center of the \( j \)th cluster; and \( m \) is the protagonist on \( \mu_{ij} \) that monitors fuzziness or extent of groups intersect.

The fuzzy c-means methodology concentrates on diminishing \( L_m \) with respect to the subsequent limitations on \( U \):

\[
\mu_{ij} \epsilon [0, 1]; \quad 1 \leq j \leq c; \quad 1 \leq i \leq n,
\]

\[
\sum_{i=1}^{n} \mu_{ij} = 1, \quad i = 1 \ldots n,
\]

\[
0 < \sum_{i=1}^{n} \mu_{ij} < n, \quad j = 1 \ldots c,
\]

where \( \mu_{ij} \) is the participation level of the record \( X_i \) to \( j \)th cluster and is furthermore a component of a \( n \times c \) matrix \( V = [\mu_{ij}] \). \( C = \{C_1, C_2, \ldots, C_c\} \) entails the centroids of the fuzzy groups. The cluster centroid \( C_j \) is characterized as \( \{C_{jl}, C_{j2}, \ldots, C_{jc}\} \), and the value \( m \) monitors the fuzziness of association of every record.

To group multivalued records, the fuzzy c-means system continues to group data with multivalued attributes centered on the fuzzy c-means style process. The way of determining the proximity among a cluster centroid as well as a data point, but also the technique for revising the group centroid through each repetition, is presented initially. The closeness among a centroid \( C_i \) and a multivalued piece of data \( X_j \) is calculated using the similarity metric, which would be the formula given in (1).

The centroids of each different cluster are revised as the group centroid \( C_j = \{C_{jl}, C_{j2}, \ldots, C_{jc}\} \) is given; each \( C_{jl} \epsilon C_j \) for \( 1 \leq l \leq c \) centered on the kind of the attribute. When the numerical attribute \( A_j \) is present, the \( C_{jl} \) is then updated as presented as follows:

\[
C_{jl}^k = \frac{\sum_{i=1}^{n} \left( \mu_{ij}^{(k-1)} \right)^m x_i}{\sum_{i=1}^{n} \left( \mu_{ij}^{(k-1)} \right)^m}, \quad j = 1 \cdots C.
\]

For the categorical or multivalued attribute \( A_i \), the centroid value \( C_{jl} \) is updated as given as follows:

\[
C_{jl}^k = a_{l}^{(q)} \epsilon D(A_i),
\]

where \( \sum_{x_{il}^{(q)}=a_{l}^{(q)}}^{m} \left( \mu_{ij} \right)^m \geq \sum_{x_{il}^{(q)}=a_{l}^{(q)}}^{m} \left( \mu_{ij} \right)^m, \quad 1 \leq t \leq p \text{ and } q \neq t.
\]

To improve the empirical function \( L_m(U, C : X) \) discussed in equation (3) with projected centers that exist
defined in equation (5) and equation (6), the intended procedure that applies the fuzzy c-means kind model to group data set with multivalued attributes is given in Algorithm 1. Figure 1 represents the flow of the fuzzy c-means procedure for multivalued data.

5. Assessment of Effectiveness and Experimentation

This portion of the article presented epidemiological findings on data sources, assessment methods, and enabling
technologies of the developed model. To approximate the usefulness of the suggested clustering procedure, experiments are accomplished on k-means categorization which aims to cluster the dataset. The distance function [29], the average similarity used here is as given as follows:

$$\text{SIM}(X, Y) = \begin{cases} \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} s(x_i, y_j)}{|X||Y|}, & \text{If } X \neq Y, \\ 0, & \text{If } X = Y, \end{cases}$$  \hspace{1cm} (7)

where $d(x_i, y_j)$ is the similarity between every pair of principles constructed from the tuples $X$ and $Y$ that is depicted as presented as follows:

$$s(x_i, y_j) = \begin{cases} |x_i - y_j|, & \text{if } x_i \text{ and } y_j \text{ are continuous values}, \\ 0, & \text{if } x_i \text{ and } y_j \text{ are discrete and } x_i = y_j, \\ 1, & \text{if } x_i \text{ and } y_j \text{ are discrete and } x_i \neq y_j. \end{cases}$$  \hspace{1cm} (8)

The scripts are written in scripting language and are used to analyse the effectiveness on the resulting clusters. This segment delves into the representation and characteristics of the real dataset used in the investigation. CORA [36] is the real source of data used during the experimental studies.

5.1. Real Database. The CORA [36] dataset is of particular importance in the study because it contains 2,708 data recordings which performs a significant role in investigation. All data tuples are a scholarly way of contributing the one of seven groupings, which include machine learning techniques, CBR designs, probabilistic methodologies, rule-based studying strategies, neural network-based genetic methods, and theory centered designs. Each one data tuple contains several items with 1,433 different words known as attributes. Citing and cited publications are the value sets of almost any two features that can carry multiple values. Each CORA article contains a subset of 5,429 special example characteristics selected as a group of multiple values for such characteristics typically require several values. The correctness in addition to standard of work methodology is ascertained by incorporating different group persistence specifications such as cluster pureness and cluster HM, as well as contrasting constructs of both. To accomplish this, the recommended data files are chosen as information sources focused on topic viewpoints. Furthermore, categorization of these files into repositories is demonstrated to aid in the best possible perseverance of clusters based on the chosen specifications.

5.2. Evaluation of the Proposed Solution Characteristics and Approaches. Purity is an effective feedback metric of cluster efficiency used in cluster analysis in the metric domain [0.1]; also, this is the percent of the overall quantity of items (data items) that were properly categorised. Purity is a metric for how many clusters include a single class. The following is an example of its calculation: count the number of observations from either the cluster’s most common category for each group. The inverted purity metric is used and is necessary for assessing data clusters as comparable categories. This inverted statistic is critical for determining which cluster has the highest recall value for each category. Because this factor is impotent to negate the mixture of numerous records gathered from various groups, determining a cluster containing all the tuples yields maximum amount to inverted purity. In addition to the foregoing two factors, the HM of document clusters is taken into account. The inverse purity and conjunction of purity, referred to as F-measure, are calculated on each category of the cluster with the highest combined precision and recall [37–40]. The procedure was tested on a system with a 4 GB RAM capacity and an i5 CPU. The scripts use the Python programming language to describe how to measure the outcomes on the generated clusters.

5.3. Study of the Proposed Work from a Statistical and Practical Perspective. The proposed approach aids in the improvement of clusters that are derived from datasets of documents with multiple value attributes for the reason that the F-measure of individual groupings is superior; also, the amount of purity for all discovered clusters observed with higher accuracy percentages. To emphasise the significance of the proposed methodology, the k-means grouping procedure is utilized by using the averaged similarity metric. In addition, the proposed model achieves best possible purity and F-measure characteristics. The parameter estimates that resulted are more impactful than the values that contributed from previous systems. The quantitative information relating to the exploratory assessment of the research solutions is illustrated in Table 2.

| Proposed clustering with Tversky measure | k-Means clustering with average similarity measure |
|------------------------------------------|-----------------------------------------------|
| Classes in the database (clusters)       | 7                                             |
| Overall average F-measure                | 0.93                                          |
| Overall average cluster purity           | 0.94                                          |
| Overall average clustering accuracy       | 0.88                                          |
| Count of single valued attributes        | 1433                                          |
| Count of attributes with multiple values  | 2                                             |
| The size of the database (rows)          | 2708                                          |
| The size of the dataset (rows)           | 2708                                          |
| Count of attributes with multiple values  | 2                                             |
| Classes in the database (clusters)       | 7                                             |

Table 2: Underlying data statistics as well as the outcomes achieved.
The given Figure 2 depicts the results of Table 2 which expresses that the proposed measure produces optimal results when compared with existing with respect to the average cluster performance evaluation methods.

The purity, F-measure, and accuracy values of different clusters are shown in the diagrams below.

Figure 3 depicts the purity for both strategies. It signifies the precise terms of percentage value between an assessed cluster’s obtained and original true data. Figure 4 illustrates the F-measure for both schemes. It embodies the accurate expressions of percentage value between considered cluster’s obtained and original true data. Figure 5 portrays the
accuracy for both approaches. It signifies the accurate terms of proportion value between an assessed cluster’s found and original true data.

6. Conclusions

The research presented in this publication is the step in the direction of clusters with multivalued data. Several analytic techniques demand clustering based on unordered multivalued features. Clustering multivalued data has certain unique issues that does not present in single valued information. This research looked at a comparison measure for data objects with multiple values that are unordered. The investigational findings showed that the anticipated system is appropriate as a clustering technique when applied on the CORA data set [36], which contains both multiple values and single value characteristics.

The research investigation also shown the use of the suggested distance function applied on the given data during the cluster learning process. The developed model’s effectiveness was assessed by examining it to the results of another comparable model known as average distance with respect to purity, F-measure, and accuracy and produced significant results. The results of the experimental study stimulated further research in different kinds of ways, including the use of the suggested method in different methods and ways to develop new useful models for determining similarity of the characteristics with multiple values. Additionally, in future, the conclusions of the practical assessment are influencing the investigation to develop in a diversity of ways, containing the use of proximity measures in other applications such as analysis of surveys, reviews, investigations, and medical data analysis in which the multivalued data is involved.
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