Abstract—For a group of cooperating UAVs, localizing each other is often a key task. This paper studies the localization problem for a group of UAVs flying in 3D space with very limited information, i.e., when noisy distance measurements are the only type of inter-agent sensing that is available, and when only one UAV knows a global coordinate basis, the others being GPS-denied. Initially for a two-agent problem, but easily generalized to some multi-agent problems, constraints are established on the minimum number of required distance measurements required to achieve the localization. The paper also proposes an algorithm based on semidefinite programming (SDP), followed by maximum likelihood estimation using a gradient descent initialized from the SDP calculation. The efficacy of the algorithm is verified with experimental noisy flight data.

I. INTRODUCTION

Research on multi-agent systems has been attracting increasing interest in recent years. This is due to the potential applications of this research in a variety of fields, including sensor networks, distributed power grids, distributed computation and so on. For certain multi-agent systems, such as a cooperating group of unmanned airborne vehicles (UAVs), there are some tasks, e.g. formation shape control, state consensus, or self-localization, which often need to be performed in a distributed way and using limited sensing.

A common task for UAV formations is that of localizing a target, such as a radio-frequency emitter. A prerequisite for this is for all agents to know their positions in a common (global) coordinate basis, since otherwise vehicles cannot sensibly cooperate by sharing measurements from the emitter in order to localize it. However, not all vehicles may have access to GPS, depending on their location or possible jamming, but if one vehicle does have such access, then it can seek to localize the other vehicles in the same formation (allowing subsequently all vehicles to localize the target). Those other vehicles, while not GPS-equipped, are assumed to be equipped with inertial navigation sensing, which means that each views its position and motion in a local coordinate frame whose orientation and relative to the global frame are unknown. The book chapter provides a high level introduction to localisation in a 3D environment, including limited consideration of mobility. While this can be achieved in principle if vehicles have sensors delivering relative positions (range and bearing) of their neighbors, and an ability to communicate with their neighbors, distance-only sensing is preferred in many scenarios due to its reliability, low cost, low power and light weight sensors. Therefore, a method that can localize non-GPS-equipped UAVs using distance-only measurements (and INS data from non-GPS-equipped vehicles) is of great appeal. Providing such a method is the motivation for this paper. Additionally, we seek a method which degrades gracefully, rather than collapses, in the presence of increasing noise.

For the sake of completeness, we remark that there are a number of works using very different approaches in the utilization of distance-only measurements in multi-agent systems to achieve localization of vehicles whose global coordinates are not measured by GPS; most of them require the vehicles, playing the role of mobile sensors, to move in certain standard trajectory patterns. The trajectories are adopted simply for the purpose of achieving self localization in a global coordinate basis of each agent, and so may conflict with achieving formation objectives such as surveillance of a target. Fundamentally too, this setting, though presented in many papers, is likely to be energy inefficient. In another direction again, some work in the robotics literature studies the problem of determining relative position and orientation between two robots given distance measurements between them. The paper does some pioneering work in this area and investigates this problem in 3D, with interagent distances assumed to be measurable with high though not perfect accuracy. However, this method is only applicable to agent pairs, not to multi-agent formations. Further, noise robustness is not high. In our paper, we obtain location information, as long as orientation information of the local coordinates using distance-only measurements, much like localizing a rigid body.

On the algorithm side, there are some previous work looking at localization problems using SDP, see e.g. [13]. However, those formulations cannot be adopted in the case of distance-only measurements. In this case, the relative position vector must be squared to reveal the distance-only measurements, and then, in the noisy case, the associated least-squares formulation will lift the order of polynomials to 4. Our paper gives a SDP formulation specifically used in the distance-only measurements case that remains of order 2.

This paper provides an implementation of a localization algorithm given noisy distance measurements combining semidefinite programming (SDP) and Maximum Likelihood Estimation (MLE), which is applicable in both a two-agent
situation and a number of multi-agent situations. The two-agent situation is particularly important because, in a multi-agent setting, it is often desired that only one agent emitting signals is enough for the localization of all other agents in the network. Such a scenario gives a star topology, which is trivial to treat once we obtain solutions in the two-agent situation. However, we will look at generic multi-agent cases in the future. Compared to other similar research, in our proposed method, 1. Agents are not required to move in any designated pattern; 2. Only one GPS equipped agent (which must be moving) is required; 3. Only distance measurements between sensors are used, and 4. real noisy data verifies the robustness of the algorithm in noise. In short, this paper provides a practical SDP formulation to achieve localization using distance-only measurements.

The rest of this paper is organized as follows:

Section II poses, in a mathematical framework, the problem of localizing in 3D space an agent without GPS using distance measurements to a second GPS-equipped agent. It also discusses the minimal number of measurements required via the theory of graph rigidity. Section III is the most comprehensive section of the paper; it explains how the problem can be solved, using several major steps. These steps include semidefinite programming (SDP), which gives an initial solution, and determination of a maximum likelihood estimate via a gradient algorithm initialized by the SDP solution. Issues of gradient flow on a manifold are also discussed. In addition, the usage of the proposed algorithm in limited multi-agent cases is also discussed. Simulations and separately results from flight testing data are presented in Section IV. Concluding remarks are provided in Section VI.

II. THE 3D LOCALIZATION PROBLEM AND NUMBER OF MEASUREMENTS REQUIRED

In this section, we first introduce the general localization problem for an agent pair. Then we use graph rigidity theory to determine a minimal number of measurements required to achieve localization.

A. Problem formulation

The problem of a pair of agents localizing each other is the most elementary version of the larger scale multi-agent localization problem. Consider two agents in 3D space, as shown in Figure [1] Agent 0 is the reference agent, whose position in the global coordinate system is denoted by \( p_0 = [x_0, y_0, z_0]^T \). Agent 1 is the agent to be localized, whose position in its own local coordinate system (almost certainly derived from an inertial navigation system) is denoted by \( p_1 = [x_1, y_1, z_1]^T \). Suppose further that a coordinate system transformation, including a \( 3 \times 3 \) rotation matrix \( R \) and a \( 3 \times 1 \) translation vector \( T \), can transfer agent 1’s local coordinates into global coordinates, so that the position of agent 1 in the global coordinate system is \( Rp_1 + T \). The matrix \( R \) and vector \( T \) are assumed to be constant (and unknown) through the interval over which measurements are taken, i.e. the cumulative drift in the INS system over the time interval of measurements is negligible. Equivalently, the time interval is sufficiently short.

In addition, suppose \( d \) is the distance between the two agents and define

\[
\bar{p} = Rp_1 + T - p_0
\]

Thus \( \bar{p} \) is the relative position vector of agent 1 as seen from agent 0, using global coordinates. Immediately we have

\[
d = \|\bar{p}\| = \|Rp_1 + T - p_0\| \tag{1}
\]

Suppose at time instants \( \tau = \tau_k, \ k = 1, 2, \ldots, N \), each agent takes distance measurements \( d[k] \) and each knows the coordinates \( p_0[k] \) and \( p_1[k] \) at these time instants through message interchange. The objective is to infer \( R \) and \( T \) after a finite number of measurements. Knowledge of \( R \) and \( T \) yields knowledge of the positions of agent 1 in global coordinates, i.e. solves the localization problem for that agent.

Note that there are 6 degrees of freedom to pin down, three each associated with \( R \) and \( T \). Therefore, one must expect that at least 6 measurements would be needed to solve the relevant equation set. As summarized in [7] there are generally 40 solutions of that set \[7\]. One disambiguates only by using further measurements. Although for generic agent trajectories, the minimal number of measurements to secure disambiguation is 7, there could be a problem if the trajectories are special. E.g., for two agents both flying in exactly straight lines, as it turns out, distance only measurements will never give a unique solution. In the rest of this paper, we refer to a “generic trajectory” as a trajectory that has a unique solution when there are more than 7 distance measurements. Note the set of “generic trajectories” will

\[1\] The equation set is actually a set of simultaneous polynomial equations. Unless all the equations are linear, as a matter of algebra n simultaneous equations in n unknowns always have multiple solutions, provided they are solvable in the first place.
happen with probability 1 if agents are doing a random walk.

Regarding the SDP based approach we discuss later in this paper, if less than 7 measurements are taken, then the algorithm will randomly give one solution from the multiple possibilities that satisfies all measurements, but the solution may be far away from the ground truth. Noise contaminating the distance measurements is a further issue to contemplate.

**B. Identifying the minimal number of measurements required**

On the theory side, there are some previous papers providing some analysis of this problem for the two agent case or solving a simplified version of this problem in 2D. The paper [13] points out that the two-agent problem in 2D is almost always solvable with no less than 4 inter-agent measurements, followed by a computationally effective solution of the problem in a two-dimensional ambient space via the concept of four bar chain in mechanics [5]. Because the solution of this two-agent localization problem in 3D is analogous to solving the forward kinematics of a Stewart-Gough platform [19] without the constraints that both the fixed and mobile platform are planar, we know that with 6 distance measurements, the elementary two-agent localization problem stated formally in Section III normally has 40 distinct solutions [7], though some of the solutions may not be real and hence must be discarded. Not unsurprisingly, an additional, i.e. 7th, interagent distance measurement is enough to disambiguate the multiple solutions, at least generically, so that a unique solution results.

A related result along these lines can be found in [22], expressed in terms of the merging of globally rigid frameworks. A globally rigid framework essentially is a framework of vertices and bars of known lengths joining the vertices, such that the specification of the lengths defines the framework up to a congruence. Now the coordinate-alignment problem of interest to us can generally be reformulated as one which (a) associates a 3D (globally rigid) body with each agent (the body being a polyhedron with vertices defined by the agent positions at each time an interagent distance is measured), (b) associates a bar (or link between two bodies) with each interagent distance measurement, and (c) seeks conditions on the overall number of links and rules concerning the points on the bodies to which they can be incident to ensure that the entire framework is globally rigid, i.e. every joint or bar end in the framework has a computable location in a coordinate frame fixed to the framework, which cannot flex.

The result of [22] states that if two globally rigid frameworks in an ambient three-dimensional space are joined by 7 or more bars of fixed lengths (and the endpoints of the bars can only coincide to a limited extent, or are distinct) then the merged framework is again globally rigid. This means that if one of the frameworks before merging is localized, the whole framework after merging (and thus the second framework before merging) is localized.

Other relevant literature includes that on multi body-bar problems, see [6], [20]. A body-bar framework is one where bars are regarded as joining rigid bodies, rather than intersect in a point or joint. In our context, each rigid body is defined, as noted above, by the set of points at which a particular agent is located at the times distance measurements are taken. These papers focus on determination of counting conditions on the links to ensure rigidity (nondeformability roughly) and global rigidity (unique specification up to congruence) of body-bar frameworks. In the particular case of two agents, they provide the same conclusion already noted, i.e. generically 7 measurements are required. The counting conditions are also consistent with the limited set of multiagent cases we discuss later in this paper.

Hence, in the end, we consider vehicle localization for setups corresponding to a proper subset of all possible globally rigid body-bar frameworks, or equivalently a subset of all possible information patterns linking multiple UAVs, in order that recursive localization can be achieved.

**III. Solution to the Two-Agent Problem**

In this section, we consider the two agent case, apart from noting at the end of the section in a Remark how the ideas can be applied to certain multiagent arrangements. We first present, in subsection A, a semidefinite programming (SDP) approach for solving a constrained least squares problem in the case of no less than 7 measurements. This solution actually is a relaxed solution (in the sense of optimization theory) of the problem of interest, and so a further step may have to be undertaken to deal with possible consequences of the relaxation. This further step may induce failure of the constraint that the matrix $R$ is orthogonal with determinant 1, and so we show how to modify the outcome of the calculations of Subsection 3.1 to achieve an orthogonal matrix in Subsection 3.2. The outcome of the SDP computations is an estimate of the rotation matrix and translation vector. These estimates however are not maximum likelihood estimates, even if the noise contaminating the distance measurements is zero mean and gaussian. In Subsection 3.3, we show how a maximum likelihood estimate of the matrix and vector can be obtained by a gradient flow; it is vital to initialize this properly, and the result of the SDP calculation is used for that purpose.

In this section, because there are only two agents, we let agent $x$ be the reference agent, whose position in the global coordinate system is denoted by $p_x = [x_1, x_2, x_3]^\top$. On the other hand, agent $y$ is the agent to be localized, whose position in its own local coordinate system is denoted by $p_y = [y_1, y_2, y_3]^\top$. Suppose further that a coordinate system transformation, including a $3 \times 3$ rotation matrix $R$ and a $3 \times 1$ translation vector $T$, can transfer agent $y$’s local coordinates into global coordinates, so that the position of agent $y$ in the global coordinate system is $\bar{p} = Rp_y + T$. As before, $d$ denotes an interagent distance.
A. A semidefinite programming (SDP) relaxation

Suppose \( R = \{r_{ij}\} \), \( T = [t_1, t_2, t_3]^\top \). There holds for measurements at time \( \tau_1, \tau_2, \ldots, \tau_N \) (with the time index suppressed in the following equations)

\[
d^2 = \|\bar{y} - p_x\|^2
\]

The equation for \( d^2 \) can be written as

\[
d^2 = \|Rp_y + T - p_x\|^2
= \|p_y\|^2 + \|T\|^2 + \|p_x\|^2 + 2T^\top Rp_y - 2p_y^\top Rp_y - 2p_x^\top T
\]

(3)

The fourth term involves quadratic expressions of the unknowns, i.e. the entries of \( R \) and \( T \). The fifth and sixth terms involve linear terms only. The end result is the following quadratic constraint on the entries of \( R \) and \( T \), presented to place all the unknowns on the right side of the equation:

\[
d^2 - \|p_x\|^2 - \|p_y\|^2
= - 2x_1y_1t_{11} - 2x_1y_2t_{12} - 2x_1y_3t_{13}
- 2x_2y_1t_{21} - 2x_2y_2t_{22} - 2x_2y_3t_{23}
- 2x_3y_1t_{31} - 2x_3y_2t_{32} - 2x_3y_3t_{33}
- 2x_1t_{11} - 2x_2t_{22} - 2x_3t_{33}
+ 2y_1 \sum r_{1i}t_i + 2y_2 \sum r_{2i}t_i + 2y_3 \sum r_{3i}t_i + \sum t_i^2
\]

(4)

If we regard each summand in (4) as a product of known values \(-2x_1y_1, -2x_1y_2, \ldots, 1 \) and independent unknowns \( r_{1i}, r_{12}, \ldots, \sum t_i^2 \), one can seek to solve the set of equations with a sufficient number of measurements. Generally 16 measurements are sufficient because there are 16 linearly independent unknowns \( r_{11}, r_{12}, \ldots, \sum t_i^2 \) (at least if the associated coefficient matrix has full rank, which proves to be almost always the case). When the coefficient matrix is close to singular, more measurements are required. If there are more measurements than required, a least-squares solution is used.

In the above solution process, we regard each summand in (4) as a product of a known value and an independent unknown. This therefore leaves out the consideration of the nonlinear constraints (though recall that (4) only arises after use of a number of such constraints). Using these constraints may reduce the number of measurements required and improve the estimation accuracy in the presence of noise as we now argue in more detail.

Define \( \Theta = [\theta_1, \theta_2, \ldots, \theta_{16}]^\top \) to be the 16-vector of unknowns \( r_{11}, r_{12}, \ldots, \sum r_{3i}t_i, \sum t_i^2 \) in (4) and \( A[k] = [a_1, a_2, \ldots, a_{16}] \) to be the row vector of known values \(-2x_1y_1, -2x_1y_2, \ldots, 1 \) in (4) at time \( t_k \). Further, for assuming convenience for there are 16 measurements, suppose

\[
A = \begin{bmatrix} A[1]^\top \ A[2]^\top \cdots \ A[16]^\top \end{bmatrix}^\top \quad \text{and} \quad b = \text{a column vector with the } k\text{th entry being } z[k]^2 - \|p_x[k]\|^2 - \|p_y[k]\|^2.
\]

The optimization problem we are trying to solve is

\[
\arg\min_{\Theta} \frac{1}{2} \|A\Theta - b\|^2
\quad \text{subject to } C(\Theta) = 0
\]

(5)

where \( C(\Theta) = 0 \) expresses all the constraints among the \( \theta_i \). Note there are altogether 10 independent constraints expressed in \( C(\Theta) \) as listed in the Appendix. An additional four constraints are listed which are not independent of the 10 just mentioned.

We now show how to solve (5), using semidefinite programming. Define

\[
X = \begin{bmatrix} \Theta & -1 \\ -1 & -1 \end{bmatrix}^\top
\]

Solving for \( \Theta \) is equivalent to solving for \( X \) with the constraints that

1. \( X \) is positive semidefinite (denoted by \( X \succeq 0 \))
2. \( \text{rank}(X) = 1 \)
3. The bottom right corner element \( X_{17,17} = 1 \)

Suppose that \( \langle u, v \rangle \) denote the inner product of two matrices \( u \) and \( v \), i.e. \( \langle u, v \rangle = \text{trace}(u^\top v) \), and define

\[
P = \begin{bmatrix} A & b \\ -1 & -1 \end{bmatrix}^\top \begin{bmatrix} A & b \\ -1 & -1 \end{bmatrix}
\]

The objective function can be written as

\[
\frac{1}{2} \|A\Theta - b\|^2 \propto \begin{bmatrix} \Theta & -1 \\ -1 & -1 \end{bmatrix}^\top \begin{bmatrix} A & b \\ -1 & -1 \end{bmatrix} = \langle P, X \rangle
\]

Similarly, the constraints in (15) can be written in terms of \( X \)

\[
\langle Q_i, X \rangle = q_i, \quad i = 1, \ldots, 10
\]

where \( Q_i \) are 17 by 17 symmetric matrices and \( q_i \) are 10 scalars. Now the optimization problem becomes

\[
\arg\min_X \langle P, X \rangle
\quad \text{subject to } \langle Q_i, X \rangle = q_i, \quad i = 1, \ldots, 10
\]

\[
X_{17,17} = 1
\]

(6)

\[
\text{rank}(X) = 1
\]

A naive semidefinite programming (SDP) relaxation is given by removing the rank constraint. After removing the constraint, \( C_i = 0, i = 1, \ldots, 10 \) no longer implies \( C_i = 0, i = 11, \ldots, 14 \), so it is best to add those constraints as well. As observed in a number of simulations, the above additional constraints are helpful to obtain a low-rank solution for generic trajectories, and therefore helpful to reduce the rounding error when we recover the rank-1 solution using SVD (as shown later in the paper). In addition, because entries in the rotation matrix should satisfies \(-1 \leq r_{ij} \leq 1 \), one can also consider including Reformulation-linearization-technique (RLT) constraints to further reduce the set of feasible solutions.

After finding the solution, we can find its best rank 1 approximation under matrix 2-norms by using SVD and
setting all but the largest singular value to zero, see Section 4.3 of [10]. In fact, it is generally a very good approximation because the solution of the relaxed problem is very close to rank 1. In a number of numerical simulations, the largest singular value of the solution is generally $10^2 \sim 10^3$ larger than the second largest singular value.

The solution of the above SDP can then be used as an initial condition to the gradient optimization presented below in Subsection [III-C]. One should note that the number of measurements used in the semidefinite programming method can increase arbitrarily and decrease to 7. Although the validity of the semidefinite programming approach does not straightforwardly imply that the minimum number of measurements is 7, we nevertheless assume that this constraint always holds; this will be discussed in more detail in Subsection [IV-B].

B. Obtaining a rotation matrix

In the noisy case, let $\hat{T}$ and $\hat{R}$ denote the estimated value of $T$ and $R$ respectively. Note that the imposition of the rank 1 constraint through approximation, as a final tidy-up step of the algorithm, may destroy orthogonality, though up to that point, SDP guarantees orthogonality by virtue of the equality constraints. In this case, the obtained $\hat{R}$ may not satisfy all the conditions to be a rotation matrix; therefore, one more step can be taken to find the rotation matrix $\hat{R}$ that has the closest Frobenius norm to $R$. Thus one seeks

$$\hat{R} = \arg \min_{\Omega} \| \Omega - R \|_F \quad \text{subject to } \Omega \Omega^T = I, \det \Omega = 1.$$  

(7)

where $\| \cdot \|_F$ denotes the Frobenius norm.

This minimization problem is a special case of the Orthogonal Procrustes problem [8, pp. 29-34]. To find this orthogonal matrix $\hat{R}$, the singular value decomposition can be used

$$\hat{R} = U \Sigma V^*$$  

(8)

Suppose $J$ is a diagonal matrix with the last entry on the diagonal being $-1$ and all other entries on the diagonal being $1$. The solution of this constrained version of the Orthogonal Procrustes problem is

$$\hat{R} = \begin{cases} 
UV^* & \text{if } \det(UU^*) = 1 \\
UJV^* & \text{if } \det(UU^*) = -1
\end{cases}$$  

(9)

Note that $\det(\Sigma - I)$ can be used as an error measure.

C. Maximum Likelihood Estimation and Gradient Flow on Manifold

To refine the solution of the SDP, it is natural to contemplate a gradient descent optimization. In the noisy situation, we want a maximum likelihood estimate of $R$ and $T$, and this will not be given by the quadratic index and constrained least squares estimate of SDP. Hence we will formulate a new index whose minimization yields the MLE, and then examine a gradient descent algorithm to compute the minimum.

Suppose the measurement of distance $\tilde{z}[k]$ is contaminated by a Gaussian noise with zero mean and some standard deviation; i.e. the measurement sensor delivers $\tilde{z}[k] = z[k] + \xi$, $\xi \sim N(0, \sigma^2)$. We assume in this section that $p_x$ and $p_y$ can be obtained without noise and that the measurement noise values at different times are independent.

Now we obtain $\tilde{z}[k] - \|Rp_y[k] + T - p_x[k]\| \sim N(0, \sigma^2)$. The likelihood function is

$$\mathcal{L}(p_x, p_y, z|R, T) = \frac{1}{\sigma \sqrt{2\pi}} \prod_{k=1}^{N} \exp \left[ -\frac{(\tilde{z}[k] - \|Rp_y[k] + T - p_x[k]\|)^2}{2\sigma^2} \right]$$  

(10)

and

$$\log \mathcal{L}(p_x, p_y, z|R, T) = \sum_{k=1}^{N} \left[ -\frac{(\tilde{z}[k] - \|Rp_y[k] + T - p_x[k]\|)^2}{2\sigma^2} \right] - \log(\sigma \sqrt{2\pi})$$  

(11)

Therefore the maximum likelihood estimate is given by solving the optimization problem below

$$\hat{R}, \hat{T} = \arg \min_{R, T} \sum_{k=1}^{N} (\tilde{z}[k] - \|Rp_y[k] + T - p_x[k]\|)^2 \quad \text{subject to } RR^T = 1, \det(R) = 1.$$  

(12)

Like many MLE estimation problems, the index is not convex and minimization is not necessarily straightforward. A particular problem with using gradient descent on any nonconvex function is to find an initialization within the capture region of the global minimum, and this is where the calculations of the previous subsections become relevant if not critical. We use the result from linear processing (with the number of measurements being 16) or the SDP approach (with the number of measurements being greater than or equal to 7) in the previous subsections to initialize a gradient descent algorithm aimed at finding the minimum.

It is useful for this purpose to know how to calculate the gradient of a function of a special orthogonal matrix on the manifold of special orthogonal matrices. Consider $f: SO_3 \rightarrow \mathbb{R}$, mapping special orthogonal matrices to the reals. Suppose we want to compute the gradient, reflecting the orthogonal property.

The general idea (technically a consequence of the fact that $SO_3$ is a Riemannian manifold and so inherits a metric from the Euclidean space in which it is embedded [9]) is: first we consider a point $R \in \mathbb{R}^3 \times 3$ on the $SO_3$ manifold, and compute the gradient $\frac{df}{dt}$ in the standard way, then we project it onto the tangent space of $SO_3$ at the point $R$. For this purpose, we need to have the tangent space and normal
spaces of $SO_3$ at some point $R$, and also the projection of a vector to the tangent space.

**Lemma 1.** i. The tangent space of $SO_3$ at $R \in SO_3$ is the set of $P$ such that \[ (*) \quad P^T R + R^T P = 0 \]

or equivalently

\[
T_{SO_3}(R) = \{ RQ, Q + Q^T = 0 \}
\]

and the normal space is

\[
N_{SO_3}(R) = \{ RS, S - S^T = 0 \}
\]

where $T_{SO_3}(R)$ and $N_{SO_3}(R)$ denote the tangent and normal spaces at $R$ respectively.

ii. Furthermore, suppose at a point $R \in SO_3$, the gradient of $f$ in $\mathbb{R}^{3 \times 3}$ is

\[
\frac{\partial f}{\partial R} = M
\]

Then the projection of $M$ on the tangent space $T_{SO_3}(R)$ is given by

\[
M_T = \frac{1}{2} M - \frac{1}{2} R M^T R
\]

**Proof.** The first part of the proof regarding the tangent and normal spaces of $SO_3$ (i.) is given in [9]. We now prove that (ii.) the projection of $M$ on $T_{SO_3}(R)$ is given by $M_T = \frac{1}{2} M - \frac{1}{2} R M^T R$.

First, let $M_N = \frac{1}{2} M + \frac{1}{2} R M^T R$. Observe that

\[
M^T M_N = \frac{1}{2} R^T M + \frac{1}{2} M^T R
\]

is symmetric; therefore, $M_N \in N_{SO_3}(R)$ is normal to the tangent space $T_{SO_3}(R)$ at $R$. Furthermore,

\[
R^T M_T = \frac{1}{2} R^T M - \frac{1}{2} M^T R
\]

is skew-symmetric; thus $M_T \in T_{SO_3}(R)$. Further because $M_T + M_N = M$, $M_T$ is the projection of $M$ on $T_{SO_3}(R)$. \(\square\)

Now suppose $f = \sum_{x=1}^{N} (z[k] - ||R_{p_x}[k] + T - p_{x}[k]||^2)$. It is straightforward to obtain the gradient $M_T$ and $\frac{\partial f}{\partial T}$, and so we have the gradient flow

\[
\dot{R} = -M_T \quad \dot{T} = \frac{\partial f}{\partial T}
\]

(13)

The SDP relaxation of Section III is likely to give a good initial condition, and then a gradient method using a discretization of (13) is sufficient in solving this optimization problem. The use of the Procrustes problem algorithm can be applied in each step to tidy up departures from orthogonality due to round-off and discretization error.

**Remark 1.** In the case of multi-agent localization, the same algorithm can be adopted for those networks where each non-GPS equipped agent has 7 measurements to a GPS-equipped agent. Thus if there is only one GPS-equipped agent, the graph will be a star form; each of the GPS-denied agents (with INS) must have 7 or more distance measurements between it and the GPS-equipped agent. This allows a collection of two-agent problems to be solved (possibly in parallel). Note that this topology may well correspond to the physical situation of one agent remaining high above a building canyon, while other agents explore the building canyon.

**IV. Simulations and Performance Evaluation**

**A. Simulation and Comparison between SDP and Gradient Descent**

Simulations are given below. In the simulations, white Gaussian noise is added to the measurements of $d$, and there are 7 such measurements. Furthermore, SNR denotes the Signal-to-noise ratio in dB. Here SNR is defined as $\text{SNR}_{\text{dB}} = 20 \log_{10} \left( \frac{A_{\text{signal}}}{A_{\text{noise}}} \right)$ where $A_{\text{signal}}$ is the average distance between agents and $A_{\text{noise}}$ is the root mean square (RMS) amplitude of the noise added to the measurements.

- In each figure, the upper subplot shows the measurements $z$, the second subplot shows the three entries of the translation $T$, and the third subplot shows the nine entries of the rotation matrix $R$. The ordering of the entries is $r_{11}, r_{12}, r_{13}, r_{21}, \ldots$. Note the correction as described in section III-B is applied.
- In the upper subplot, the blue line shows the true value of $z$ and the red line shows the noisy distance observations $\tilde{z}$.
- In the middle and lower subplot, ‘o’ marks the true value, ‘+’ marks the value obtained by solving the SDP relaxation and ‘×’ marks the value obtained by gradient descent refinement.
- Figure 2 depicts the noiseless case, i.e. SNR $\to \infty$, in Figure 3 SNR = 30 and in Figure 4 SNR = 10. It is well known that in practice the distance accuracy (1-sigma distance error) is inversely proportional to signal bandwidth as well as the square root of SNR. For passive RF detection problems the SNR in free space is inversely proportional to distance squared. At 1km the SNR is usually high say 20 or more dB. [7]

- Gradient descent refinement can provide an improved result in comparison to simple SDP relaxation. This is partly because gradient descent refinement uses a better estimator, and partly because of the relaxation error in SDP. However, it is also notable that SDP relaxation is important in providing the initial condition to avoid convergence to a local nonglobal minimum in the gradient descent search for the MLE optimum.

In the above simulations, which all have 7 measurements, a unique solution can be found for generic trajectories. A detailed argument based on algebraic geometry will then imply that for almost all instances of the problem, the coefficient matrix $P$ in the objective function is of rank 7, carrying enough information to obtain a unique solution.

[7] The value is relevant for the DSTG vehicles used to obtain the real data discussed below.
Furthermore, as more and more measurements are obtained, the rank of $P$ will further increase, allowing more and more accurate estimation. Nevertheless, there exist special cases where the rank of $P$ is always less than 7.

Suppose for example the two agents pursue two parallel straight line paths. It is not hard to see there is insufficient data to obtain a unique rotation matrix. Also, with noise, nearly but not exactly parallel straight line paths may cause a problem.

With more measurements provided, the result can be improved in both the SDP relaxation and gradient descent refinement for generic trajectories.

Remark 2. The objective function of the constrained linear least squares problem and the objective function of the gradient descent method are different. The first one is designed to exploit as far as possible the linear occurrence of unknowns in the $z^2$ expression while the second one is derived from a maximum likelihood estimator. As noted, the constrained least squares problem is used to find an appropriate starting point for the gradient descent method, which then finds the accurate maximum likelihood estimate.

B. Number of measurements vs. estimation error

From [7], one can conclude that with 6 distance measurements, the 3D geolocation problem has 40 solutions, where some of the solutions may not be real and must be discarded. The paper [22] further shows that an additional measurement can almost always disambiguate the solutions and with 7 distance-only measurements, a unique solution can be found.

Although the use of SDP followed by the gradient-based MLE algorithm as proposed in this paper does not require a
minimum number of measurements, an implicit assumption is that the number of measurements is greater than or equal to 7. In the case of less than or equal to 5 measurements, the gradient of the objective function of the MLE optimization is always zero on a manifold, and the final result is randomly located on the manifold. In addition, in the case of 6 measurements, there is no way to deal with the issue of disambiguating local optima. With the number of measurements being greater than or equal to 7, it is reasonable to expect that the performance of the approach will be improved as the number of measurements increases. To study this, let us suppose a direction error measure is defined as

$$E_{\text{direction}} = \arccos \left( \frac{\hat{T}^T T}{\|T\|} \right)$$  \hspace{1cm} (14)

Figure 5 shows the change of direction error in degrees as the number of measurements increases. The simulations were run with three different levels of SNR: 10dB, 20dB and 30 dB. In the above figure, the blue curve shows the result with SNR=10, the red curve shows the result with SNR=20 and the yellow curve shows the result with SNR=30. With each number of measurements and each level of SNR, the result shown in the above figures is the average of 200 simulations with random vehicle trajectories and white noise.

C. Trial on real data

Real flight data provided by Australian Defence Science and Technology Group is used in this section to test the performance of the proposed method in practice. The data consists of: the true positions of UAV1 in the global coordinates, the positions of UAV2 in its local INS coordinates and the distance measurements between the pair of agents. The relevant numbers are recorded in Table I.

| Time(s) | UAV1 Global Coordinates | UAV2 Local Coordinates | Distances measured (m) |
|---------|--------------------------|------------------------|------------------------|
| 3.2     | 349.1 -924.1 374.4       | 1038.3 600.9 311.2     | 1541.0                 |
| 12.9    | 576.2 -495.0 371.9       | 1249.5 637.9 311.0     | 1516.7                 |
| 22.7    | 781.0 -870.3 372.5       | 1481.7 679.0 308.5     | 1381.6                 |
| 32.5    | 936.8 -712.4 373.7       | 1708.6 717.2 309.4     | 1149.9                 |
| 42.3    | 1007.0 -522.7 373.3      | 1939.5 755.1 309.3     | 907.7                  |
| 52.1    | 992.0 -259.4 373.5       | 2084.3 867.7 308.5     | 800.7                  |
| 61.8    | 869.8 -91.3 373.2        | 2040.9 1088.0 309.4    | 899.1                  |
| 71.6    | 660.1 -38.6 372.9        | 2004.3 1305.7 310.1    | 1120.9                 |
| 80.5    | 431.4 58.6 373.3         | 1976.8 1507.0 309.5    | 1435.9                 |
| 91.1    | 189.7 -49.1 373.3        | 1933.3 1723.2 310.7    | 1867.1                 |
| 100.9   | 33.9 -262.2 373.6        | 1724.3 1755.4 310.5    | 2084.6                 |

![Fig. 6. 3D plot of the UAV positions in global coordinate systems](image)

In this paper, we first proposed a novel semidefinite optimization approach for solving the problem of 3D mobile localization of a GPS-denied agent using distance-only measurements. After that, a maximum likelihood estimator is used in a further approach to enhance the accuracy of localization, with simulations using real field test data. Future work includes introducing systematic treatment for the multi-agent case using similar procedure with this paper. We are also involved in a separate study of localization of GPS-denied agents using bearing-only (azimuth and elevation) measurements.

V. CONCLUSIONS

In this paper, we first proposed a novel semidefinite optimization approach for solving the problem of 3D mobile localization of a GPS-denied agent using distance-only measurements. After that, a maximum likelihood estimator is used in a further approach to enhance the accuracy of localization, with simulations using real field test data. Future work includes introducing systematic treatment for the multi-agent case using similar procedure with this paper. We are also involved in a separate study of localization of GPS-denied agents using bearing-only (azimuth and elevation) measurements.
APPENDIX

The 10 constraints are listed as below. Let $C_i(\Theta)$ be the $i$th constraint and we have

\begin{align*}
    C_1 &= \theta_1^2 + \theta_2^2 + \theta_3^2 - 1 = 0 \\
    C_2 &= \theta_1^2 + \theta_3^2 + \theta_4^2 - 1 = 0 \\
    C_3 &= \theta_2^2 + \theta_4^2 + \theta_5^2 - 1 = 0 \\
    C_4 &= \theta_2^2 + \theta_5^2 + \theta_6^2 - 1 = 0 \\
    C_5 &= \theta_3^2 + \theta_6^2 + \theta_7^2 - 1 = 0 \\
    C_6 &= \theta_1 \theta_2 + \theta_4 \theta_5 + \theta_7 \theta_8 = 0 \\
    C_7 &= \theta_1 \theta_{10} + \theta_3 \theta_{11} + \theta_7 \theta_{12} - \theta_{13} = 0 \\
    C_8 &= \theta_2 \theta_{10} + \theta_5 \theta_{11} + \theta_8 \theta_{12} - \theta_{14} = 0 \\
    C_9 &= \theta_3^2 + \theta_{11}^2 + \theta_{12}^2 - \theta_{16} = 0 \\
    C_{10} &= \theta_3 \theta_{13} + \theta_4 \theta_{14} + \theta_5 \theta_{15} - \theta_{16} = 0
\end{align*}

(15)

Note there are 10 independent equality constraints and 16 independent variables, so the problem has 6 degrees of freedom. That is consistent with the fact that each of the rotation matrix $R$ and the translation matrix $T$ has three degrees of freedom. One should also note that the equation set used to express those constraints is not unique. In fact, there are 4 other constraints being dropped here, which can be derived from $C_i = 0, i = 1, \ldots, 10$. The additional constraints are

\begin{align*}
    C_{11} &= \theta_2^2 + \theta_5^2 + \theta_6^2 - 1 = 0 \\
    C_{12} &= \theta_1 \theta_3 + \theta_4 \theta_6 + \theta_7 \theta_9 = 0 \\
    C_{13} &= \theta_2 \theta_3 + \theta_5 \theta_6 + \theta_8 \theta_9 = 0 \\
    C_{14} &= \theta_3 \theta_{10} + \theta_6 \theta_{11} + \theta_9 \theta_{12} - \theta_{15} = 0
\end{align*}
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