MG-NET: Leveraging Pseudo-Imaging for Multi-Modal Metagenome Analysis
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Abstract. The emergence of novel pathogens and zoonotic diseases like the SARS-CoV-2 have underlined the need for developing novel diagnosis and intervention pipelines that can learn rapidly from small amounts of labeled data. Combined with technological advances in next-generation sequencing, metagenome-based diagnostic tools hold much promise to revolutionize rapid point-of-care diagnosis. However, there are significant challenges in developing such an approach, the chief among which is to learn self-supervised representations that can help detect novel pathogen signatures with very low amounts of labeled data. This is particularly a difficult task given that closely related pathogens can share more than 90% of their genome structure. In this work, we address these challenges by proposing MG-Net, a self-supervised representation learning framework that leverages multi-modal context using pseudo-imaging data derived from clinical metagenome sequences. We show that the proposed framework can learn robust representations from unlabeled data that can be used for downstream tasks such as metagenome sequence classification with limited access to labeled data. Extensive experiments show that the learned features outperform current baseline metagenome representations, given only 1000 samples per class.
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1 Introduction

Advances in DNA sequencing technologies [21,22] have made possible the determination of whole-genome sequences of simple unicellular (e.g., bacteria) and complex multicellular (e.g., human) organisms at a cheaper, faster, and larger scale. The abundance of collected genome sequences require reliable and scalable frameworks to detect novel pathogens and study further mutations of such pathogens to mitigate threatening disease transmissions. Zoonotic diseases, like SARS-CoV-2, are a prime example for the need for rapid learning from noisy and limited data, due to their ability to mutate and cause pandemic situations. To this end, DNA sequencing-based approaches, such as metagenomics, have been
Fig. 1. Overall Architecture. Our approach, MG-Net, is illustrated here. There are three major components (i) a global structural feature, (ii) a pseudo-imaging module to generate multi-modal representation, and (iii) integrated structural reasoning with attention for learning robust features with self-supervision.

explored by several researchers [7,11] for plant and animal disease diagnostics. Metagenome-based diagnostics are pathogen agnostic and theoretically have unlimited multiplexing capability. Unlike traditional methods, metagenome-based diagnostics can also provide information on the host’s genetic makeup that can aid in personalized medicine [10]. However, metagenome diagnostics encounter the problem of long-tail distribution of pathogen sequences in the data. The problem aggravates for pathogen detection tasks when we consider pathogens from the same genus. For example, *Mannheimia haemolytica* and *Pasteurella multocida* share as much as 95.5% of their genome. In this work, we consider the Bovine Respiratory Disease Complex (BRD) as a model and aim to detect the presence of six associated bacterial pathogens, namely *Mannheimia haemolytica*, *Pasteurella multocida*, *Bibersteinia trehalosi*, *Histophilus somni*, *Mycoplasma bovis*, and *Trueperella pyogenes*.

One of the major challenges in metagenome-based diagnostics is the need for specialized bioinformatics pipelines for analysis of the enormous amounts of DNA sequences for detecting disease markers [7,11]. Machine learning research offers several opportunities to analyze DNA sequences collected directly from environment samples [6]. Deep learning models, in particular, have been explored for representation learning from metagenome sequences for many associated tasks including, but not limited to: capturing simple nucleotide representations with reverse complement CNNs and LSTMs [4], depth-wise separable convolutions to predict taxonomy of metagenome sequences [5], genomic sub-compartment prediction [11] and disease gene predictions [13] with graph representations, predicting taxonomy of sequences by learning representations with bidirectional LSTMs with k-mer embedding and self attention mechanism [18], learning metagenome representations with ResNet [12] to predict the taxonomy.

**Pseudo-Imaging** is often used in astrophysics [24] and medicine [27] to study objects/tissues by forming images in another modality using alternative
sensing methods, which exhibit detailed representations compared to conventional imaging. In particular, pseudo imaging is widely used in medicine to obtain pseudo-CT estimations from MRI images [17] and ultrasound deformation fields [32]. Deep learning models are particularly suited to handling pseudo image data, due to the success of convolutional neural networks in computer vision research [12,30]. However, there have been very few methods used for metagenome analysis. For example, Self-Organizing Maps (SOM) [26] and Growing Self-Organizing Maps (GSOM) [25] have been used to represent metagenome sequences as images and a shallow CNN model was used for disease prediction. A matrix representation of a polygenetic tree has been used with CNN to predict host phenotype of metagenome sequences [28].

2 MG-NET: Leveraging Pseudo-Imaging for Multimodal Metagenome Analysis

In this section, we introduce our MG-NET framework for extracting robust, self-supervised representations from metagenome data. Our approach has three major components: (i) capturing a global structural prior for each metagenome sequence conditioned on the metagenome structure, (ii) extracting local structural features from pseudo-images generated from metagenome sequences, and (iii) integrate local and global structural features in an integrated, attention-driven structural reasoning module for multi-modal feature extraction. The overall approach is illustrated in Figure 1. We jointly model the global and local structural properties in a unified framework, which is trained in a self-supervised manner, without labels, to capture robust representations aimed for metagenome classification with limited and unbalanced labeled data.

2.1 Capturing the Global Structure with Graph Representations

First, we construct a global graph representation of the entire metagenome sample, i.e., the graph provides a structural representation of the sequenced clinical sample. We take inspiration from the success of De Bruijn graphs for genome analysis [20,23] and use a modified version to represent the metagenome sample. Given a metagenome sample $X$ with sequence reads $X_0, X_1, \ldots, X_n \in X$, we construct a weighted, directed graph whose nodes are populated by k-mers $x_j$ such that $x_0, x_1, \ldots, x_l \in X_i$. Each k-mer is a subsequence from a genome read $X_i$ of length $k$, extracted using a sliding window of length $k$ and stride $s$. Each edge direction is determined by order of occurrence of each observed k-mer in the sliding window. The edge weights are iteratively updated based on the observation of the co-occurrence of the nodes and are a function of the frequency of co-occurrence of the k-mers. The updated weights are given by

$$\Psi(x_i, x_j) = f_s(\epsilon_{i,j} / \| e_{i,j} - e'_{i,j} \|^2)$$

where $e_{i,j}$ is the current weight between the k-mer nodes $x_i$ and $x_j$ and $e'_{i,j}$ is the new weight to be updated; $f_s(\cdot)$ is a weighted update function that bounds...
the new weight within a given range. In our experiments, we bound the edge weights to be between -2 and 2 and hence set $f_s(q) = 2\sqrt{\max(q-1,1)} + (\min(q-2,2)+2)$ to capture the relative increase in frequency to highlight structures that emerge through repeated co-occurrence while suppressing spurious links. The edge weights are initially set to 1. Given this structural representation, we extract features for each k-mer using node2vec \[9\] to capture the “community” or neighborhood structure of a k-mer to reject clutter due to observation noise \[10\]. The resulting representation $x_{st}$ for each k-mer $x_i$ captures its neighborhood within a sequence and provides a structural prior over the metagenome structure. The global structural representation for a sequence $X_i$ is the average-pooled (AP) representations of each k-mer given by $X_i^g = \text{AP}(\{x_{st1}, x_{st2}, \ldots, x_{sTN}\})$.

### 2.2 Pseudo-Imaging for Local Structural Properties

The second step in our framework is to generate a pseudo-image $I_r$ for each metagenome sequence read $X_r \in \mathcal{X}$. The key intuition behind generating a pseudo-image is to represent and learn recurring patterns (or “fingerprints” \[31\]) in metagenome sequence reads that belong to the same pathogen species automatically. For example, in Figure 2, it can be seen that two sequences from the same pathogen *Mannheimia haemolytica* have recurring patterns across clinical samples. Inspired by the success of Gray Level Co-occurrence Matrix (GLCM) \[32\], we use a histogram-based formulation to provide a visual representation of a metagenome sequence. Instead of binary co-occurrence, we use relative co-occurrence to generate images with varying intensity. Each “pixel” $p_{i,j} \in I_r$ is representative of the frequency of co-occurrence between the k-mers $x_i$ and $x_j$ in a sequence read. The resulting pseudo-image representation is given by

$$I_r(i,j) = \sum_{i=1}^{4k} \sum_{j=i+s}^{4k} \begin{cases} 255 \times f(i,j)/N, & \text{if } f(x_i, x_j) > \lambda_{\text{min}} \\ 0, & \text{otherwise} \end{cases}$$ (2)

**Fig. 2.** Pseudo-Images generated from our approach. Highly distinct patterns returned from attention maps for the species *Mannheimia haemolytica* from different clinical samples are shown with a red bounding box.
where \( f(x_i, x_j) \) is the relative co-occurrence between k-mers \( x_i \) and \( x_j \) computed using Equation 4. \( s \) is the stride length; \( N \) is the sum of all co-occurrences to scale the value between 0 and 1; \( \lambda_{\min} \) is a cutoff parameter to reduce the impact of noise introduced due to any read errors [16]. Note that the \( e(i, j) \) is computed per sequence read and not at the sample level as done in Section 2.1. This allows us to model sequence-level patterns and hence capture species-specific patterns. The depth of the image is set to be 3 and the pixel values are duplicated to simulate an RGB image and hence allow us to leverage advances in deep neural networks to extract automated features. In our experiments, we set \( \lambda_{\min} = 0 \).

### 2.3 Structural Reasoning with Attention

The third and final step in our framework is to use the global representations (Section 2.1) to help learn local structural properties from pseudo-images (Section 2.2) using attention as a structural reasoning mechanism. Specifically, we use a convolutional neural network (CNN) to extract local structural features from a given pseudo-image. As can be seen from Figure 1, we use the intermediate (4th convolutional block) layer of the CNN as a local feature representation \( X_{lc}^i \) of a sequence read \( X_i \). We obtain a robust representation by using attention-based reasoning mechanism given by

\[
X_{MG}^i = \text{GAP}(\text{softmax}(X_g^i \odot X_{lc}^i) \odot X_g^i)
\] (3)

where \( \text{GAP} \) refers to the Global Average Pooling function [19] and \( X_g^i \) is global structural feature representation provided by the global graph representation from Section 2.1. We train the network end-to-end by having a decoder block (a mirrored network of deconvolutional operations) to reconstruct the input pseudo-image from this structural representation. Note that our goal is to learn robust representations from limited labeled metagenome data rather than reconstruction or segmentation. Hence, adding skip connections like U-Net [29] will allow the network to “cheat” and not learn robust, “compressed” representations. We augment the features from the CNN with structural features from the node2vec representations using Equation 3 where we flatten the feature maps so that they match the dimensions for element-wise multiplication in the attention mechanism. We use L2-norm between the reconstructed and the actual pseudo-image as the objective function to train the network in a self-supervised manner. Formally, we define the loss function as

\[
L_{\text{recons}} = \|I'_i - I_i\|^2,
\]

where \( I'_i \) and \( I_i \) refer to the reconstructed and actual pseudo-images, respectively. We show empirically (Section 3) that the integrated reasoning during training enhances the performance as opposed to mere concatenation of auto-encoder and global features.

### 2.4 Implementation Details

We use a 4-layer convolutional neural network based on VGG-16 [30] as our feature extractor in Section 2.2. We mirror the network to have a 4-layer decoder network to reconstruct the pseudo-image. The network is trained end-to-end for
| Max Training Sequences/Class | Host | H. somni. | M. bovis. | M. haemo. | P. multo. | T. pyoge. | B. treha. |
|-----------------------------|------|-----------|-----------|-----------|-----------|-----------|---------|
|                            | Prec.| Rec.      | Prec.     | Rec.      | Prec.     | Rec.      | Prec.    |
| 0                           | 0.97 | 0.23      | 0.61      | 0.60      | 0.50      | 0.01      | 0.08     | 0.01 | 0.16 | 0.02 | 0.93 | 0.00 | 0.00 |
| 25                          | 0.96 | 0.23      | 0.13      | 0.02      | 0.48      | 0.15      | 0.02     | 0.33 | 0.02 | 0.13 | 0.00 | 0.07 | 0.00 |
| 100                         | 0.87 | 0.27      | 0.07      | 0.05      | 0.48      | 0.74      | 0.03     | 0.13 | 0.00 | 0.01 | 0.00 | 0.00 | 0.00 |
| 250                         | 0.96 | 0.34      | 0.16      | 0.09      | 0.42      | 0.90      | 0.03     | 0.14 | 0.00 | 0.01 | 0.04 | 0.87 | 0.00 |
| 500                         | 0.97 | 0.85      | 0.66      | 0.46      | 0.59      | 0.96      | 0.33     | 0.67 | 0.03 | 0.01 | 0.10 | 1.00 | 0.00 |
| 1000                        | 0.98 | 0.89      | 0.70      | 0.57      | 0.68      | 0.96      | 0.34     | 0.61 | 0.04 | 0.01 | 0.14 | 1.00 | 0.00 |

Table 1. Recognition results. Performance of the proposed MG-NET with varying number of training samples the recognition task on clinical metagenome data. Precision and Recall are reported for each class. Note that *P. Multocida* and *B. Trehalosi* have maximum of 21 and 17 samples across all settings, respectively.

25 epochs with a batch size of 64 and converges in about 30 minutes on a server with an NVIDIA Titan RTX and a 32-core AMD ThreadRipper CPU. The extracted representations are then finetuned for 10 epochs with a 3-layer deep neural network for pathogen classification. The learning rate is set to $1 \times 10^{-4}$ for both stages and optimized using the standard gradient descent optimizer. Empirically, we find that having a k-mer length of 5 and stride of 10 provides the best results and present other variations in the ablation study (Section 3) for completeness. Default parameters were used for node2vec representations. All networks are trained from scratch during the pre-training phase.

### 3 Experimental Evaluation

**Data Collection.** For constructing the dataset for the training and evaluation of automated metagenome-based pathogen detection, we collected metagenome sequences from 13 Bovine Respiratory Disease Complex (BRDC) lung specimens at a local (name redacted to preserve anonymity) diagnostic laboratory using the DNeasy Blood and Tissue Kit (Qiagen, Hilden, Germany). Sequencing libraries are prepared from the extracted DNA using the Ligation Sequencing Kit and the Rapid Barcoding Kit. Prepared libraries are sequenced using MinION (R9.4 Flow cells), and sequences with an average Q-score of more than 7 are used in the final genome. RScript MinIONQC [15] was used for quality assessment.

**Annotation and Quality Control.** We used the MiFi platform [8] for labeling metagenome sequence data. This platform is based on the modified version of the bioinformatics pipeline discussed by Stobbe *et al.* [31]. Using MiFi, unique signature sequences referred to as *e-probes* were developed for the pathogen of interest. These e-probes were then used to identify and label pathogen specific sequences in the metagenome reads, and differentiate them from other sequences (host, commensals, and other pathogen sequences). Clinical metagenome sam-

---
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Table 2. Comparison with other representations. Performance evaluation of machine learning baselines using other metagenome representations. Average F1 scores are reported across pathogen and host classes.

| Classifiers | Node2Vec | SPK | WLK | GSK | Seq2Vec | MG-Net |
|-------------|----------|-----|-----|-----|---------|--------|
|             | Host     | Path| Host | Path| Host    | Path   |
| Linear      | 0.05     | 0.07| 0.02| 0.04| 0.04    | 0.05   |
| LR          | 0.82     | 0.04| 0.86| 0.13| 0.87    | 0.10   |
| SVM         | 0.81     | 0.07| 0.86| 0.11| 0.86    | 0.10   |
| MLP         | 0.85     | 0.09| 0.86| 0.08| 0.88    | 0.07   |
| DL          | 0.74     | 0.10| 0.78| 0.09| 0.81    | 0.13   |

Effect of Limited Labels. Since our representations are learned in a self-supervised manner, we also evaluate its metagenome recognition performance with limited labeled data and summarize results in Table 1. First, we evaluate when there is no labeled data using k-means clustering to segment the features into groups and align the predicted clusters with the ground-truth using the Hungarian method, following prior works [14]. It can be seen that we perform
**Table 3. Ablation Studies.** Performance evaluation of different variations to evaluate the effect of each design choice in the overall framework. * indicates final model.

| Approach                  | Host Precision | Host Recall | Host F1 | Pathogen Precision | Pathogen Recall | Pathogen F1 |
|---------------------------|----------------|-------------|---------|--------------------|-----------------|-------------|
| Autoencoder Only          | 0.950          | 0.800       | 0.869   | 0.242              | 0.453           | 0.315       |
| Autoencoder + Structural Priors | 0.980          | 0.970       | 0.975   | 0.523              | 0.543           | 0.533       |
| Structural Priors Only    | 0.990          | 0.960       | 0.975   | 0.522              | 0.615           | 0.565       |
| MG-Net (k=3, s=5)         | 0.980          | 0.980       | 0.980   | 0.598              | 0.628           | 0.613       |
| MG-Net (k=3, s=10)        | 0.99           | 0.980       | 0.984   | 0.595              | 0.640           | 0.617       |
| MG-Net (k=4, s=5)         | 0.980          | 0.980       | 0.980   | 0.610              | 0.598           | 0.604       |
| MG-Net (k=4, s=10)        | 0.980          | 0.980       | 0.980   | 0.580              | 0.581           | 0.581       |
| MG-Net (k=5, s=5)         | 0.980          | 0.980       | 0.980   | 0.573              | 0.588           | 0.581       |
| MG-Net* (k-5, s=10)       | 0.990          | 0.980       | 0.984   | 0.615              | 0.648           | 0.631       |

reasonably well considering we do not use any labels from the ground-truth to train. As expected, the performance gets better with the use of increasing amounts of labeled data. It is interesting to note that we match the performance of fully supervised models like sequence-level graph-based representations [23] and end-to-end deep learning models like Seq2Vec with as little as 500 samples and outperform their performance with as little as 1000 labeled samples per class. Given the performance of the linear classifier (Table 2), we can see that our approach learns robust representations with limited data.

**Comparison with Other Representations.** We compare our representations with other baselines and summarize the results in Table 2. We use a mix of traditional approaches (MLP, SVM, and LR) and a deep neural network (DL). We also train a linear classifier on top of each of the representations to assess their robustness. As can be seen, the representations from MG-Net outperform all other baselines by a significant margin. In fact, a linear classifier outperforms all other baseline representations that use deep neural networks. Our MG-Net features with a deep learning classifier achieve an average pathogen F-score of 63% and a host F-score of 98%, which are significantly higher than baseline representations. Evaluation with 5-fold cross validation (see supplementary material) corroborates the results. It is interesting to note that both the graph kernels and Seq2Vec use sequence read-level features, and our approach with only an autoencoder from Table 3 has comparable performance indicating that the global structural features have a significant impact on the performance.

**Ablation Studies.** Finally, we systematically evaluate each component of the framework independently to identify their contribution. Specifically, we provide ablations of our approach with using only image features (autoencoder only), image+structural features without the MG-Net architecture (Autoencoder + Structural Priors), and only structural features (from node2vec). From Table 3, we can see that the use of structural priors greatly improves the performance. We remove the structural prior and use an autoencoder trained on only
the pseudo-images (*Autoencoder Only*) and use a late fusion strategy (*Autoencoder + Structural Priors*) to evaluate the structural reasoning module. While the performance is better than other baselines, the final MG-Net architecture outperforms all variations. Finally, we also vary the length of k-mer sequences and stride lengths and see that the performance increases with an increase in stride lengths while reducing the k-mer length reduces the performance.

4 Conclusion and Future Work

In this work, we presented MG-Net, one of the first efforts to offer a multi-modal perspective to metagenome analysis using the idea of co-occurrence statistics to construct pseudo-images. A novel, attention-based structural reasoning framework is introduced to perform multi-modal feature fusion, allowing for joint optimization over multiple modalities. Extensive real-world clinical data experiments show that the learned representations outperform existing baselines by a significant margin and offer a way forward for metagenome classification under limited resources. We aim to leverage these results to build automated diagnosis and intervention pipelines for novel pathogen diseases with limited supervision.
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