Abstract: Advancements in technology have recently made it possible to obtain various types of biometric information from humans, enabling studies on estimation of human conditions in medicine, automobile safety, marketing, and other areas. These studies have pointed to eye movement as an effective indicator of human conditions, and research on its applications is actively being pursued. The devices now widely used for measuring eye movements are based on the video-oculography (VOG) method, wherein the direction of gaze is estimated by processing eye images obtained through a camera. Applying convolutional neural networks (ConvNet) to the processing of eye images has been shown to enable accurate and robust gaze estimation. Conventional image processing, however, is premised on execution using a personal computer, making it difficult to carry out real-time gaze estimation using ConvNet, which involves the use of a large number of parameters, in a small arithmetic unit. Also, detecting eye movement events, such as blinking and saccadic movements, from the inferred gaze direction sequence for particular purposes requires the use of a separate algorithm. We therefore propose a new eye image processing method that batch-processes gaze estimation and event detection from end to end using an independently designed lightweight ConvNet. This paper discusses the structure of the proposed lightweight ConvNet, the methods for learning and evaluation used, and the proposed method’s ability to simultaneously detect gaze direction and event occurrence using a smaller memory and at lower computational complexity than conventional methods.
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1. Introduction

Eye movements reflect various human emotions, perceptions, and states of attentiveness, drowsiness, etc. [1], [2], [3]. Eye movement, therefore, has gained attention as an objective indicator of human conditions, and has potential applications in various fields such as automobile safety, marketing, sports, personal healthcare, etc. Eye movement measurement devices are also now being used as input interfaces for smartphones and games [4]. Eye measurement technologies, therefore, are foreseen to have an increasingly large impact on society.

In this study, we propose a new eye image processing method based on a head-mounted video-oculography (VOG) measurement system using a compact arithmetic unit. This measurement device is portable and can be used for measuring eye movements outdoors or in experiments that involve moving subjects. Since VOG can non-invasively measure eye movement sequence, it is used in a wide range of applications other than in inferring human conditions [5].

VOG measurement systems estimate gaze direction (center of pupil) through image processing of eye images taken with a head-mounted camera. Accurate gaze estimation has recently been demonstrated to be possible with the application of deep learning. For example, DeepVOG [6] uses convolutional neural network (ConvNet) for robust gaze estimation at an accuracy of approximately 0.5 degrees.

The application of deep learning in conventional methods like in DeepVOG is premised on the use of a PC equipped with a GPU and therefore requires a large memory and involves high computational complexity because of the large number of parameters used in ConvNet. Real-time gaze estimation and event detection, therefore, have been difficult to carry out using small devices with limited computing resources. Also, in DeepVOG for example, post-processing of the ConvNet output after computing gaze direction requires the use of a separate algorithm for detecting eye movement events such as blinking, fixed gaze, or saccades.

In this paper, therefore, we propose a new image processing method for gaze inference and event detection that is suitable for use with compact devices. The proposed method uses an end-to-end, batch-processing neural network (hereinafter referred to as the “model”) to process the outputs of the two tasks of gaze estimation and eye movement event detection based on the inputted eye movement video. As a result of the simultaneous processing of the two tasks, the proposed method does not require a separate algorithm for post-processing. Memory consumption and computational complexity of ConvNet were reduced by using MobileNetV2 [7] for one part of the model.

First, in this paper, we will describe the details of the structure of the model used in the proposed method and learning method of the model. We will then explain the method for creating the...
datasets for learning and evaluation of the model and present the results of the evaluation using the created datasets.

2. Proposed Method

2.1 Outline

Figure 1 shows the overview of the proposed method. The eye video (input video) indicated on the upper left of the figure is the input to the model, and the keypoints (output keypoints) and eye movement events (output events) indicated in the lower right of the figure are the outputs of the model. Outline arrows indicate the time flow and black arrows indicate the data flow. The rounded boxes indicate the processing carried out along the black arrows.

The model of the proposed method is composed of three convolutional neural networks (ConvNet); namely, the feature extraction component, the keypoint detection component, and the event detection component. First, the feature extraction component of the model computes the feature map from each frame of the eye video and outputs the sequence of feature maps for all the frames. The keypoint detection component then detects the keypoints based on the feature map. In particular, it outputs the coordinates for nine keypoints: center of pupil (red point on the keypoint image on the lower right), two endpoints each for the minor axis (green points) and the major axis (blue points) of the pupil ellipse, and the four apex points of the curved line along the outer corner, inner corner, upper eyelid, and lower eyelid of the eyes (orange points). The event detection component detects the eye movement event of each frame from the feature map sequence. In particular, it detects and outputs the type of eye movement event (“output event” in lower right) in each frame as fixation, blink, or saccade. In accordance with the number of detected eye movement events, there are three feature dimensions in the output layer of the proposed method. Any number of eye movement events can be set for detection by adding corresponding datasets and increasing the number of feature dimensions of the output layer.

Although parameters other than the nine keypoints and the three eye movement events above can be outputted as detection results, in this study, we chose these keypoints and eye movement events for detection because they are the widely used indicators in the analysis of eye movements. Also, although the model of the proposed method uses feature maps outputted by the feature extraction component to process two tasks, the number of tasks to be processed can be increased to three or more. For example, to detect drowsiness from eye movements, an independent neural network that uses feature maps as input can be added to expand...
the model to simultaneously detect drowsiness along with the two tasks performed by the model.

2.2 Learning of the Model

Learning in ConvNet usually requires a large amount of data. However, since there are few publicly available eye video datasets that can be used in the learning and evaluation of the proposed method’s model, there was a need to independently create datasets for learning and evaluation. Acquiring large amounts of eye videos and annotating them, however, is not easy. DeepLabCut[8], however, was able to successfully learn accurate keypoint detection for different subjects such as humans, mice, and horses, even with only a small amount of annotated images. Since DeepLabCut enables accurate keypoint detection through transfer learning of a model previously trained based on large-scale data, we also decided to use transfer learning in this study. Since transfer learning enables reusing pre-trained neural networks for different tasks and data, it is used as a method for relearning new data.

Although DeepLabCut uses ResNet[9] for transfer learning, to achieve accurate detection of keypoints and events in real time in the proposed method, we used MobileNetV2[7] because it enables faster processing at a discrimination accuracy comparable with ResNet. MobileNetV2 has a publicly available pre-trained dataset on the Internet called ImageNet[10].

Training of the model is carried out through mini-batch gradient descent method using error back-propagation. To enable detection regardless of the resolution of the image inputted to the model, for training, we used images randomly expanded and reduced through bi-linear interpolation. The coordinates of the keypoints were also expanded and reduced accordingly.

2.3 Structure of the Model

As explained above, the model of the proposed method is composed of three ConvNets; namely, the feature extraction component, the keypoint detection component, and the event detection component. The structure of each ConvNet is explained below.

2.3.1 Feature Extraction Component

The inputs for the feature extraction component are the frame-by-frame eye videos, and its outputs are their feature maps. In this model, the output of MobileNetV2 is used as the output (feature maps) of the feature extraction component. The resolution of the feature map is computed as follows based on the resolution of the input image. First, the convolutional layers of MobileNetV2 either have stride (s) or not; resolution of the output image is the same as the resolution of the input image for the layers without stride, but is lowered for those that have. Generally, if the resolution of the input image for convolutional layer is i, the output resolution (o) for i can be computed using the following equation[11]:

\[
o = \left\lfloor \frac{i + 2p - k}{s} \right\rfloor + 1
\]

The first term in parenthesis represents the floor function, where p and k are the padding number and kernel size, respectively, for each layer.

In this model, a 14-layer MobileNetV2 is used. Of the 14 layers of MobileNetV2, four have stride and parameters of those layers are \( s = 2, p = 1, k = 3 \). Therefore, by repeatedly applying Equation 1 for the four layers, the resolution of the feature map becomes around 1/16 of the input image resolution.

Also, the number of dimensions is increased by 1.4 times in each convolutional layer to increase the expressive power of the model. Therefore, the output will have 136 feature dimensions for each dimension of the input feature.

The output of the feature extraction component will be the input for the keypoint detection component and the event detection component described below.

2.3.2 Keypoint Detection Component

As with the output layer of DeepLabCut, the keypoint detection component is composed of two transposed convolution layers (tConv layers). In the ConvNet of the keypoint detection component, the coordinates of the keypoints are computed based on score map and location refinement (locref)[12].

“Keypoint detection” in the lower left of Fig. 1 shows the score map and locref matrices outputted by the two tConv layers based on the feature map. The score map maps the coordinates of the space dimension to the coordinates of the input image and expresses the probability that a keypoint exists in those coordinates. Since one feature dimension corresponds to one keypoint, there are nine feature dimensions in the proposed method because there are nine keypoints for detection. The number of space dimensions (resolution) outputted by tConv is twice the number of space dimensions of the inputted feature map. Since the space dimension number of the input image is around 1/16, increasing the number of space dimensions of the feature map to twice would not restore the original space dimension number, wherein it is reduced to around 1/8. Therefore, the score map can be said to roughly express the coordinates of the keypoints in the input image. The coordinates of the green box in the score map in Fig. 1 points to the location where the corresponding keypoint (center of pupil in this case) exists with high probability. Whereas, locref expresses the distance that is needed to accurately infer the coordinates of the keypoint, i.e., the distance between the input image coordinates, which are mapped in the same way as in the score map, and the coordinates of the keypoint. The longitudinal and transverse components of the distance respectively express the two feature dimensions. Since two feature dimensions are needed for one keypoint, there are 18 locref feature dimensions in the proposed method.

“locref” in the lower left of Fig. 1 shows the inferred distance of the transverse component from the center of the pupil for each coordinate. The green box represents the coordinates that correspond to the maximum value in the score map. The brightness of each coordinate corresponds to the distance for correcting the keypoint coordinates. Figure 1 shows that the distance needed for correction becomes smaller towards the green box. The coordinates of the keypoint are computed by using only the maximum value of the score map from among the locref matrix values and adding that locref value to the coordinates of the green box.

For the loss functions of keypoint detection, as with DeepLabCut, cross-entropy error based on the sigmoid function is used for
the score map, and the Huber loss function for locref.

2.3.3 Event Detection Component

The event detection component is composed of a two convolutional layers and a Global Average Pooling (GAP) layer. The structure of the event detection component is shown in the upper right (“Event Detection”) of Fig. 1. The length and width of the box in the figure represent the space dimensions, the depth represents the feature dimension, and the outline arrow (time) represents the time dimension. The input of the event detection component is the feature map sequence, with the frame rate of the input video set to 60 FPS. The event detection component estimates the eye movement event for each frame from the information for five frames around each frame (83 ms). For this purpose, in the first convolutional layer (conv1), the feature dimension number is reduced to 64 through convolutional operations for 1 space dimension and 5 time dimensions. Next, in the second layer (conv2), the feature dimension number is reduced to the number of events through convolutional operations for 3 space dimensions and 3 time dimensions. And, in the GAP layer, the average for each feature dimension in the space dimension is obtained, and the probability of each event is computed. For the loss function of event detection, cross-entropy error based on the softmax function is used.

The “output event” shown in the lower right of Fig. 1 is an example of event detection results showing the sequence of events wherein 1 represents the event with maximum output value and 0 represents the other events, after executing the above operations for all frames of the input video.

Since the model of the proposed method is composed of operations that are not dependent on space dimension, i.e., through convolutional and GAP layers, its structure is not dependent on the resolution of the input image, and arbitrary resolutions for the input image can therefore be used. Also, since the feature extraction component and keypoint detection component are composed of operations that are not dependent on time, processing for keypoint detection in particular can be carried out from one eye image input.

3. Evaluation Method

The validity of the proposed method was evaluated based on the following five criteria: (1) whether the feature map extracted by the feature extraction component through transfer learning reflects features that are effective for keypoint detection and eye movement event detection, (2) whether keypoint detection is possible through the use of the feature map, and, at the same, (3) whether event detection is possible through the use of pre-trained feature map in keypoint detection, and also, (4) whether it is possible to apply the proposed method for different devices and subject data, and (5) whether it is scalable for multi-task learning related to eye movement. The eye movement measurement device used for obtaining the datasets for evaluation and the evaluation procedures are described below.

3.1 Eye Movement Measurement Device

For the evaluation, coordinates of eye keypoints estimated using a currently available VOG-based eye movement measurement device were used as training data for the proposed method. In particular, we used the EyeSeeCam (EyeSeeTec) [13] as the measurement device. EyeSeeCam is widely used for medical purposes and can take eye videos for both eyes at a maximum of 500 FPS and accurately record eye rotation angle (both yaw and pitch). Also, to evaluate the performance of the proposed method when applied to eye videos obtained with a different eye movement measurement device, we fabricated a head-mounted device (hereinafter referred to as “RPiCam”) by attaching an infrared LED camera (Kuman, model SC15) to a Raspberry Pi Zero W. RPiCam only has a function for sending images wirelessly through Wi-Fi, wherein image processing was carried out in the laptop PC to which the images were sent.

3.2 Procedures

Transfer learning in the ConvNet of the proposed method was carried out in this study through the following procedures to evaluate the above five criteria (1) to (5).

First, since the keypoint detection and event detection in the proposed method have different time scales despite being related tasks, the model of the proposed method is evaluated by learning keypoint detection and event detection separately. In other words, although keypoint detection involved only learning the eye images with different gaze directions by frame, event detection required learning each different image with different eye movement events separately. Therefore, to simplify the training algorithm for the ConvNet of the proposed method, we perform transfer learning for event detection independently of transfer learning for keypoint detection.

Figure 2 shows the procedures for transfer learning. The rectangles in the figure show that transfer learning is carried out for the ConvNet up to that point before the arrow. The contents of the rectangles indicate the type of learning and the names of subject groups (A, B, and C) and datasets (dev1, dev2, dev3, and dev4). The white rectangles represent transfer learning for keypoint detection, and the gray rectangles represent the transfer learning for event detection. The rounded boxes at the bottom of the figure represent the testing of the two tasks using the datasets for testing (test1, test2). In the evaluation, keypoint detection was trained using three datasets, and each task was tested using the dataset for testing, after training of event detection using one dataset. Each dataset was created from three subject groups (A, B, and C). Subject Group A data were measured using both EyeSeeCam and RPiCam, once for each device, and were used for
evaluating keypoint detection through the proposed method using both devices (Details on data number, etc. are explained in Section 4.1). The data were also used for evaluating event detection using RPiCam. Subject Group B data were measured using RPiCam, and were used for evaluating the proposed method for data obtained from different subjects through transfer learning of ConvNet trained with Subject Group A data. Subject Group C data were not used in training of ConvNet, and were only used in evaluating ConvNet trained for keypoint detection and event detection.

4. Datasets

Six types of datasets were created for the four learning operations and two tests described in Section 3.2. First, we conducted an experiment for recording eye videos. Next, we extracted data for keypoint detection and event detection from the recorded eye videos. Each set of extracted data was then annotated.

4.1 Experiment

Eye movements were recorded from 21 subjects to create the datasets through the procedure below.

Subjects were asked to sit on a chair in a dark room and fix their heads by placing their chins on a chin support at a distance of 62 cm from a display (35-inch, MARS3500-B, BenQ) with a screen size of 67 deg width and 31 deg length. Points of focus for the subjects to fix their gaze on were created by generating a single white point in the center of the screen, as well as 8, 12, 16, 20, 24, 28, 32, 36, 40, and 44 white points arranged at equal intervals respectively inside 10 concentric circles with a radius of 3, 5, 8.5, 12, 16, 20, 24, 28, 32, and 36 deg. From the generated points, a total of 135 points were displayed within the screen.

Subjects were asked to fix their gaze once on a particular point according to a specified order. The particular point of focus was specified by encircling the point in a circle. The circle was moved randomly to encircle each of the 135 points for around 1 second each. Eye movements during this procedure were recorded for a total of around 2 minutes and 30 seconds. An eye video file included the subject’s eye movement events, such as saccade, fixation, and natural blinking movements.

Of the 21 subjects, 5 were assigned to Subject Group A, and 8 each to Subject Group B and C. A total of 26 eye videos were recorded at 256 FPS using EyeSeeCam for the five subjects in Group A, and at 60 FPS using RPiCam for all the 21 subjects (total of 26 eye videos).

The resolution of the videos recorded using EyeSeeCam was 188 (width) by 100 (height) pixels. For the videos recorded using RPiCam, images were clipped as shown in the lower right of Fig. 1 by manually setting the region for each subject. Resolution of images, therefore, varied for each video and ranged from 180 to 270 in width and from 85 to 150 in height for this experiment.

4.2 Extraction of Data

Images or videos were clipped from the eye videos recorded using EyeSeeCam and RPiCam to create datasets for training and evaluation of keypoint detection and event detection tasks. Table 1 shows the number of extracted images and videos and the names of the datasets.

4.3 Annotation

Extracted data were annotated as follows.

4.3.1 Keypoint Detection

The extracted images for keypoint detection were annotated by assigning the coordinates for the nine keypoints by visual observation. Annotation of pupil center coordinates for images recorded using EyeSeeCam was based on the EyeSeeCam output. We used an independently developed GUI application for annotation. The coordinates for the five keypoints including the pupil center and surrounding keypoints were annotated so that the ellipse matches the edges of the pupil by adjusting three parameters; namely, the center of the ellipse, the length of the major and the minor axes, and the rotation angle. The coordinates for the other four keypoints were annotated by visually checking the location of the keypoint and assigning the coordinates by pointing the mouse over the eye image.
4.3.2 Event Detection

Ongoing eye movement events (fixation, blink, or saccade) were annotated on each frame of the videos extracted for event detection by visually checking them while playing back the video frame by frame. All frames that did not include blinking or saccade movements were annotated as fixation.

In videos with blinking events, blinking occurred throughout all the 16 frames; while in videos with saccade events, saccade occurred in 4 to 12 of the 16 frames.

5. Evaluation Results

ConvNets of the proposed method were trained according to the procedure shown in Fig. 2. As described in the learning method in Section 2.2, input images were randomly reduced and expanded to between 0.64 to 1.5 times, with a learning rate of 0.005. The following are the results of the evaluation of keypoint detection and event detection tasks.

5.1 Keypoint Detection

5.1.1 Learning

Transfer learning was carried out using dataset dev1 with the pre-trained MobileNetV2 as the feature extraction component. In training of keypoint detection, ConvNet parameters for the feature extraction component and keypoint detection component were updated. The 500 images of dataset dev1 were divided in an 8 : 2 ratio for each subject as training data (400 images) and validation data (100 images). Its learning curves are shown in the topmost graph of Fig. 3, with epoch number on the horizontal axis and loss on the vertical axis. The black curve represents the learning curve for the training data, and the gray curves represent the learning curves for the five subjects using dev1 validation data. From the learning curves, it was determined that convergence of learning took place at 1,000 epochs, and the ConvNet immediately after 1,000 training epochs was considered as the pre-trained ConvNet based on dev1.

The pre-trained ConvNet based on dataset dev1 was used for transfer learning with dev2. Using the same ratio as for dataset dev1, 200 of the 250 images of dev2 were used as training data and the remaining 50 as validation data. Learning curves for dev2 are shown in the middle graph of Fig. 3. As with training with dev1, it was determined from the learning curves that convergence took place at 1,000 epochs, and the ConvNet immediately after 1,000 training epochs was considered as the pre-trained ConvNet based on dev2.

The pre-trained ConvNet based on dataset dev2 was used for transfer learning with dev3. Using the same ratio as for the above training processes, 320 of the 400 images of dev3 were used as training data and the remaining 80 as validation data. Learning curves for dev3 are shown in the bottom graph of Fig. 3. From the learning curves, it was determined that convergence took place at 200 epochs, and the ConvNet immediately after 200 training epochs was considered as the pre-trained ConvNet based on dev3.

5.1.2 Accuracy

The accuracy of keypoint coordinates inferred through the proposed method was evaluated using the root-mean-square error (RMSE) between the annotated keypoint coordinates and the corresponding keypoint coordinates inferred through the proposed method as the estimation error. Figure 4 shows histograms of the estimation errors for the inferred keypoint coordinates for each image using test1 testing dataset, with RMSE on the horizontal axis and number of images on the vertical axis. Histograms are arranged from top to bottom according to the dataset used, with the results for estimation using ConvNet pre-trained based on dev1 at the topmost row, followed by those using dev2 and those using dev3. From left to right, histograms are arranged according to the three groups of the nine keypoints; namely, pupil center (1 point), pupil ellipse (4 points: 2 points each for the major and the minor axes), and eyelid edges (4 points: outer corner, inner corner, upper eyelid, and lower eyelid). The values on the horizontal axis of the histogram range from 0 to 20 pixels, and results beyond that range were considered as failure. The number on the upper right of each histogram is the number of images for which estimation failed among the total of 400 images. Most of the images for which estimation failed were for blinking.

Table 2 shows mean and standard deviation of estimation error after learning of each dataset for pupil center, pupil ellipse, and eyelid edges in pixel. The average size of input images is 200
pixels in widths and 100 pixels in height.

5.2 Event Detection

5.2.1 Learning

Transfer learning for the ConvNet in the event detection component was carried out using the dataset for event detection (dev4), by learning the ConvNet pre-trained based on dev2 dataset for keypoint detection from Subject Group A. In the training for event detection, parameters for the feature extraction component were fixed, and only the event detection parameters were updated. From among the 150 dev4 videos, 120 were used as training data and 30 as validation data. Figure 5 shows the learning curves, with epoch number on the horizontal axis and loss on the vertical axis. The black curve represents the learning curve for the training data, and the gray curve represents the learning curve for the validation data. From the learning curves, it was determined that convergence of learning took place at 1,000 epochs, and the accuracy of event detection was evaluated using the dataset for testing (test2).

5.2.2 Accuracy

Table 3 shows the detection accuracy and F1 score for each eye movement event. Detection accuracy was computed as the ratio of correctly inferred eye movement events within the 3,840 frames that represent ongoing blinking, saccade, and fixation movements included in a total of 240 16-frame videos (80 blink videos and 160 saccade videos). Although the accuracy for detecting saccade is lower than the other events, this is attributed to the relatively lower number of frames with saccade events, which could have led to insufficient learning. Judging only whether a saccade event occurred in each video of test2, detection rate was 87.0% (F1 score of 0.906).

6. Discussion

The following is a discussion of the five evaluation criteria mentioned in Chapter 3 based on the results of evaluation.

6.1 Keypoint Detection

The topmost row of Fig. 4 shows estimation errors computed using test1 dataset obtained using RPiCam for ConvNet trained
based on dev1 dataset obtained using EyeSeeCam. The estimation errors for pupil center (left) were smaller than the estimation errors for pupil ellipse (center) and eyelid edges (right). Also, cameras with different performances were used (EyeSeeCam and RPiCam) to obtain eye images at varying angles of view and resolutions. In other words, the model of the proposed method was able to detect keypoints of eye images that were recorded using RPiCam and were not used in learning, pointing to its ability to detect keypoints even when using a different device for capturing eye images.

Also, as shown in Fig. 4 and Table 2, estimation accuracy remained almost the same even after learning with additional subjects using dev2 in the middle row and dev3 in the bottom row. This points to the high versatility of the proposed method even when used for different subjects.

Since the proposed method was able to estimate pupil center coordinates at an error of around 2 pixels, it possesses an accuracy that is sufficient for application in gaze estimation for marketing and gaming purposes.

On the other hand, the learning curves for training data shown in Fig. 3 indicate that the loss values for convergence differ depending on the subjects, meaning that it is not enough to simply increase the number of subjects, but there is a need to add data in consideration of individual differences and differences in quality of images in each video.

Moreover, the histograms at the bottom of Fig. 4 show that there is smaller improvement in estimation error for transfer learning from dev2 to dev3 than for transfer learning from dev1 to dev2. This suggests that improving accuracy entails not only adding data, but also enhancing the ConvNet structure, such as improving the model based on dependency between keypoints.

In regard to the evaluation criteria mentioned in Chapter 3, since the proposed method enables keypoint detection for gaze estimation (criteria 2) and possesses versatility even when used with different devices or subjects (criteria 4), it can be applied for tasks using different devices and subjects.

6.2 Event Detection

Table 3 shows that the proposed method results in F1 scores above 0.8, indicating that it can detect eye movement events at high accuracy.

Also, since the feature extraction component parameters were not updated for event detection learning, the event detection results are also based on the same feature values as those for keypoint detection. This shows that the feature map outputted by the feature extraction component trained for keypoint detection reflects features that are effective not only for keypoint detection but also for eye movement event estimation.

In regard to the evaluation criteria, it was shown that the feature map of the trained ConvNet reflects features that are effective for keypoint detection and event detection (criteria 1), and that event detection using that feature map is possible (criteria 3). Also, in the event detection component, the gaze estimation task is added after training, wherein the eye movement event detection task is expanded, indicating that it is possible to expand the method for multi-task learning related to eye movement (criteria 5).

6.3 Trade-off between Accuracy and Lightness

There is a trade-off between accuracy and lightness of neural network. The number of parameters in the neural network employed in DeepVOG is around 37 million. In contrast, our lightweight model has around 1.3 million parameters. This reduction of parameters indicates the advantages of the proposed method in memory consumption and computational complexity. On the other hand, DeepVOG achieved around 1 pixel estimation error in pupil center detection when the resolution of images is 320 × 240 pixels. By contrast, the estimation error of the proposed method is around 2 pixels when the average resolution of images is 200 × 100 pixels. Users should choose either method by considering this trade-off.

6.4 Training Procedure

In this article, we designed multi-stage transfer learning as shown in Fig. 2 to evaluate five evaluation criteria. However, when users apply our proposed method to their own device or datasets, they should design an appropriate training procedure for the particular device or datasets.

In multi-stage transfer learning, inappropriate source of transfer learning reduces the performance of the inference model [14]. As shown in Fig. 4, the estimation error of eye lid edges on dev1 is bigger than other results. This result indicates that the trained model failed to learn to estimate eye lid edges on dev1 because of inappropriate source of transfer learning. Therefore, if users can collect a large number of annotated images from their own device, they can train the model from full scratch and multi-stage transfer is not necessary.

On the other hand, when collecting a large number of annotated images is difficult, multi-stage transfer learning is useful to efficiently train the model of the proposed method. At least in the estimation of pupil center, the model of our proposed method can be trained by using the multi-stage transfer learning described in this article on a small number of annotated images collected from users own device.

7. Conclusion

In this paper, we proposed a new image processing method based on deep learning to be used for VOG eye movement measurement devices. By using MobileNetV2 for the ConvNet to be used in image processing and by implementing end-to-end batch processing of gaze estimation and event detection, we were able to develop a model with minimal memory consumption and computational complexity. To demonstrate the validity of the proposed method, we designed a unique evaluation method and fabricated an inexpensive eye-movement-measuring device in addition to the use of an existing high-performance measurement device. We created original datasets from 21 subjects and used the datasets to train and evaluate the performance of the model. Results showed that the proposed method possesses versatility that allows it to be used independently from device or subjects as well as scalability for it to be used in multi-task processing.

The proposed method enabled ConvNets for extracting feature values that are effective in analyzing eye movement from eye images. The model of the proposed method is easily scalable to han-
dle three or more tasks depending on the purpose, and has potential for use in a variety of applications. For example, we believe that it would be useful in building eye-movement-analysis systems for end-to-end processing of eye videos for use in detection of movements not dealt with in this paper, such as smooth pursuit, optokinetic reflex, vestibulo-ocular reflex, and microsaccade.

The development of technologies related to deep learning has progressed rapidly in recent years. Other than GPUs, processors such as TPUs, which can rapidly execute neural network operations, are being developed for use in smartphones and embedded devices and are now available in the market. Methods similar to the proposed method, which carries out end-to-end batch-processing of eye movement analysis, unlike conventional methods, can reap the benefits of these new technologies.
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