The CSL inflationary power spectrum at second order
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Cosmic inflation, which describes an accelerated expansion of the early Universe, yields the most successful predictions regarding temperature anisotropies in the cosmic microwave background (CMB). Nevertheless, the precise origin of the primordial perturbations and their quantum-to-classical transition is still an open issue. The continuous spontaneous localization model (CSL), in the cosmological context, might be used to provide a solution to the mentioned puzzles by considering an objective reduction of the inflaton wave function. In this work, we calculate the primordial power spectrum at the next leading order in the Hubble flow functions that results from applying the CSL model to slow roll inflation within the semiclassical gravity framework. We employ the method known as uniform approximation along with a second order expansion in the Hubble flow functions. We analyze some features in the CMB temperature and primordial power spectra that could help to distinguish between the standard prediction and our approach.

I. INTRODUCTION

The most recent observational data obtained from the Cosmological Microwave Background (CMB) are consist-ent with the hypothesis that the early Universe underwent an accelerated expansion [1]. The model to describe that epoch, known as inflation, is now considered as an essential part of the concordance ΛCDM cosmological model. The success of the inflationary scenario is based on its predictive power to yield the initial conditions for all the observed cosmic structure, which are commonly referred to as primordial perturbations [2].

In the simplest inflationary model, the origin of primordial perturbations is substantially related to quantum vacuum fluctuations of the scalar field driving the accelerated expansion. Here a subtle question arises: How exactly do these quantum fluctuations become actual (classical) inhomogeneities/anisotropies? And in particular, How does the standard inflationary model accounts for the transition from the initially homogeneous and isotropic quantum state (i.e. the vacuum) into a state lacking such symmetries? It is fair to say that the answer to these questions have not been completely settled, and a large amount of literature has been devoted to this subject [3-13].

The main reason why this debate continues is because it touches on another controversial issue, i.e. the quantum measurement problem. Specifically, in the standard Copenhagen interpretation of Quantum Mechanics (QM), it is an essential requirement to define (or identify) an observer who performs a measurement with some kind of device. However, in the early Universe there are no such entities, and the measurement problem becomes exacerbated [9, 14-16]. One of the first attempts to deal with the aforementioned issue was by invoking the decoherence framework [8, 9]. Although, decoherence can provide a partial understanding of the issue, it does not fully addresses the problem mainly because decoherence does not solve the quantum measurement problem [17]. We will not dwell in all the conceptual aspects regarding the appeal of decoherence during inflation; instead, we refer the interested reader to Refs. [18] for a more in depth analysis.

There are many approaches to the subject of Foundations of Quantum Theory and in particular to the quantum measurement problem, but a good method to classify them is provided by the result of [19]. There, one can find a particularly useful way to state the measurement problem, which consists in a list of three statements that cannot be all true at the same time:

A. The physical description given by the quantum state is complete.
B. Quantum evolution is always unitary.
C. Measurements always yield definite results.

The need to forsake (at least) one of the above forces one towards a specific conceptual path depending on the choice one makes. Concretely speaking, forsaking (A) leads naturally to hidden variable theories, such as de Broglie-Bohm or “pilot wave” theory [20, 21]. Forsaking (B), one is naturally led to collapse theories and which for the cosmological case seem to leave no option but those of the spontaneous kind, such as the Ghirardi-Rimini-Weber or Continuous Spontaneous Localization models [22, 23]. The reason is that there is clearly no role for servers with our own astronomical observations. This argument is rebuked, because if that is the case, then the Universe was homogeneous and isotropic until our astronomers started making observations; however, that is impossible because a Universe that is homogeneous and isotropic contains no astronomers.
conscious observers or measuring devices that might be meaningfully brought to bear to the situation at hand. Finally, forsaking (C) seems to be the starting point of approaches such as the Everettian type of interpretations [25]. The latter, again, seem quite difficult to be suitably implemented in the context at hand, simply because “observers”, “minds”, and such notions, that play an important role in most attempts to characterize the world branching structure in those approaches, can only be accounted for within a Universe in which structure has already developed, well before the emergence of the said entities.

All of those approaches have been followed to investigate the generation of primordial perturbations during inflation [3, 4, 7, 10, 12, 20, 28]. In the present work, we will focus on the Continuous Spontaneous Localization (CSL) model applied to the standard slow roll inflationary scenario, and just for notation comfort, from now on we will refer to this idea as the CSL inflationary model (CSLIM). Several aspects of the CSLIM have been studied before. The first implementation, based on the semiclassical gravity framework [2] was done in [5]. Afterwards, using observational data it was possible to statistically constrain the cosmological parameters of the model: also a Bayesian analysis was performed in order to compare the model performance within the standard cosmological model [20].

Moreover, in [30, 32], and working in the context of semiclassical gravity, it was shown that the CSLIM predicts a strong suppression of primordial B-modes, i.e. the predicted amplitude of the tensor power spectrum is very small generically (undetectable by current experiments). Also in [33] it was found that, when enforcing the CSLIM, the condition for eternal inflation can be bypassed.

One of the main features of the CSLIM is that it modifies the standard primordial power spectrum through a characteristic k dependence [20]: specifically, the spectrum is of the form $P(k) \propto (k/k_0)^{n_s-1}C(k)$, where $C(k)$ is a new function of the model’s parameters (and $k_0$ is the pivot scale). The predicted spectral index $n_s$ is given in terms (as in the traditional approach) of the slow roll parameters or equivalently in terms of the Hubble flow functions (HFF). At this point, we introduce the main motivation for the present work; our purpose is to answer the question: How can one distinguish the k dependence introduced by the CSLIM from a “simple” running of the spectral index? And is it possible to use observational data (recent or future) to answer that question? Here we remind the reader that the running of the spectral index is traditionally interpreted as an extra k dependence induced, in the power spectrum, by the spectral index $n_s(k)$. In single field slow roll inflation, one immediately realizes that an attempt to answer those questions requires first a calculation of the power spectrum at second order in the HFF within the CSLIM. In the present paper, we present the result and computational details for such calculation. Furthermore, we perform a comparison between our prediction and the second order power spectrum given in the traditional approach [31, 30]. Also we perform a preliminary analysis of the observational consequences for each model. Our calculations made use of the uniform approximation method [34, 31]: these are supplemented in two Appendixes, where one can also find our prediction for $n_s$ and $\alpha_s$ at higher order in the HFF.

We can further motivate the significance of the sought result in this paper. Recent data from Planck collaboration seem to indicate that a scale dependence of the scalar spectral index is still allowed by observations [1]. As we have mentioned, this scale dependence of $n_s$ is known as the running of the spectral index $\alpha_s$. The current data from Planck indicates that $\alpha_s = -0.0045 \pm 0.0067$ at 68% CL and $\alpha_s = -0.005 \pm 0.013$ at 95% CL (when the running of the spectral index is set to zero). Although these values are consistent with a zero running, future experiments may detect a non-zero value of $\alpha_s$. The relevant issue here would be the order of magnitude of $\alpha_s$.

Let us recall that at the lowest order in the HFF, the standard prediction from slow roll inflation yields: $n_s - 1 = -2\epsilon_{10} - \epsilon_{20}$, $r = 16\epsilon_{10}$ (known as the tensor-to-scalar ratio) and $\alpha_s = -2\epsilon_{10} - 2\epsilon_{20} - \epsilon_{30}$, where $\epsilon_{ij}$ denotes the HFF evaluated at the pivot scale; consequently, $\alpha_s = (n_s - 1) - r/8 + \epsilon_{30}$. Furthermore, as more tight constraints on $r$ are obtained by future collaborations [see e.g. [12]], a plausible scenario could ensue: It may be the case that $r$ would remain undetected, decreasing the order of magnitude of $\epsilon_{10}$ allowed by the data. In that case, a conservative estimate for the magnitude of the running would be $|\alpha_s| \approx |n_s - 1||r/8 + \epsilon_{30}|$. However, assuming also a detection of the running of order $|\alpha_s| \approx 10^{-3}$, and taking into account that current data indicate $|n_s - 1| \approx 10^{-2}$, then we would have the estimate $|\epsilon_{30}| \approx 10^{-1}$. That result can be puzzling for the traditional slow roll inflationary paradigm, because one would have $|\epsilon_{30}| > |\epsilon_{20}| > |\epsilon_{10}|$. In other words, the so called hierarchy of the HFF [37] would be lost, suggesting a possible inconsistency with the single field slow roll inflationary model [43]. Note that $|\alpha_s| \approx 10^{-3}$ is not an unrealistic estimate based on the current 1σ, 2σ CL reported by Planck [1] and by future observations [43].

Moreover, a recent theoretical motivated proposal, known as the Trans-Planckian Censorship Conjecture (TCC) [45], leads to the prediction of a negligible amplitude of primordial gravitational waves, that is $|\epsilon_{10}| < 10^{-31}$ [40]. The TCC simply put states that in an expanding Universe sub-Planckian quantum fluctuations should remain quantum and can never become larger than the Hubble horizon and classically freeze [2].
we will left for future work how exactly the TCC could be implemented in the CSLIM, the implications of the TCC do serve to highlight that it is not quite improbable that predictions and observations in standard slow roll inflation might face some issues in the future.

The CSLIM also predicts a strong suppression of primordial gravity waves, but in this case the tensor modes are generated by second order scalar perturbations [31, 32]; in fact, an estimate for the tensor-to-scalar ratio has been obtained in Ref. [31]: \( r = 10^{-7} e^{2} \). This result means that in the CSLIM, \( r \) is no longer related at the leading order with \( n_s - 1 \) and \( \alpha_s \), which contrasts with the standard prediction. Moreover, since in the CSLIM the predicted spectrum has an extra \( k \) dependence through the function \( C(k) \), then, in principle, it is possible that \( C(k) \) acts as a “running effect” which does not depend entirely on \( \alpha_s \). As a consequence, the supposed scenario above in the traditional approach, and which would lead to inconsistencies in the slow roll inflationary model, might be resolved within the CSLIM. In particular, a non-detection of \( r \) (with tightest constraints) and a sufficiently high detection of a running of the spectral index could be consistent within our proposed framework, but the hierarchy of the HFF would not be violated (as would be the case in the standard approach). These plausible sequence of events, would also serve to show that the CSLIM is not “just a philosophically” motivated model (as sometimes is often dismissed) but that it can have important observational consequences.

Thus, in the present work, we will make a first step in that direction, obtaining a prediction for the primordial spectrum at second order in the HFF. This will allow us to analyze clearly the dependence on \( k \) of the primordial spectrum, i.e. to single out the contribution given by \( \alpha_s \) and \( C(k) \) in the predicted form of the power spectrum. Hopefully, future observations could be used to perform a full data analysis using the result obtained here.

The paper is organized as follows: In Sec. II we present the technical setting that, based on the semiclassical gravity framework, represents an adequate application of the collapse hypothesis to standard slow roll inflation; this is done at second order in the HFF, also we show how we can obtain a formula for the primordial power spectrum with the previous considerations. In Sec. III the quantum treatment of inflaton is shown by taking into account the CSL model, the novel feature here, with respect to previous works, is the second order equations in the HFF. These equations enable us to obtain the primordial spectrum at the next leading order. In Sec. IV we compare the primordial power spectrum obtained in the previous section with the phenomenological expression from standard inflationary models. Specifically, we plot the primordial power spectrum at second order for some particular parameterizations of the collapse parameter and compare it with the primordial spectrum preferred by the data, which corresponds to the standard prediction in slow roll inflation. Moreover, we present our prediction for the CMB temperature fluctuation spectrum and show that possible differences exist with respect to the best fit model obtained in traditional slow roll inflation. The analysis presented in this section takes into account the inflaton parameters \( A_s \), \( n_s \) and \( \alpha_s \). Finally, in Sec. V we summarize the main results of the paper and present our conclusions.

We have included two appendixes with the aim to provide supplementary material for the reader interested in all the computational details. Appendix A contains the technical steps required to solve of the CSL equations at second order in the HFF, these are based on the uniform approximation method. Employing those results, in Appendix B we provide the calculations used to obtain the primordial power spectrum at second order, and also include the prediction for the spectral and running spectral indexes at third and fourth order respectively.

Regarding notation and conventions, we will work with signature \((-++++)\) for the metric, and we will use units where \( c = \hbar = 1 \) but keep the gravitational constant \( G \).

II. THE COLLAPSE PROPOSAL AND THE PRIMORDIAL POWER SPECTRUM

Before addressing in full detail the main equations of our model, we present the framework that underlies our description of the space-time metric and that of the inflaton [49-55]. The proposed model is based on the semiclassical gravity framework, in which gravity is treated classically and the matter fields are treated quantum mechanically. This approach accepts that gravity is quantum mechanical at the fundamental level, but considers that the characterization of gravity in terms of the metric is only meaningful when the space-time can be considered classical. Therefore, semiclassical gravity can be treated as an effective description of quantum matter fields living on a classical space-time. Clearly this approach is very different from the standard inflationary theory, in which the perturbations of both the metric and the matter fields are treated in quantum mechanical terms. The framework employed is thus based on semiclassical Einstein's equations (EE),

\[
G_{ab} = 8\pi G \langle \hat{T}_{ab} \rangle.
\]  

In our approach the initial state of the quantum field is taken to be the same as the standard one, i.e. the Bunch-Davies (BD) vacuum. Nonetheless, the self-induced collapse will spontaneously change this initial state into a final one that does not need to share the symmetries of the BD vacuum. These symmetries are homogeneity and
isotropy. Consequently, after the collapse, the expectation value \( \langle T_{ab} \rangle \) will not have the symmetries of the BD vacuum, and this will led, through semiclassical EE, to a geometry that is no longer homogeneous and isotropic generically. The interested reader can consult Refs. [50–53]; in those works the formalism of the collapse proposal within the semiclassical gravity framework has been developed. In the present paper, we will only make use of the most relevant equations.

A. Classical description of the perturbations

As in standard slow roll inflationary models, we consider the action of a single scalar field, minimally coupled to gravity, with an appropriate potential:

\[
S[\phi, g_{ab}] = \int d^4 x \sqrt{-g} \left[ \frac{1}{16\pi G} R[g] - \frac{1}{2} \nabla_a \phi \nabla_b \phi g^{ab} - V[\phi] \right].
\]

The background metric is described by a flat FRW spacetime, with \( a(t) \) the scale factor. Meanwhile the matter sector can be modeled by a scalar field which can be decomposed into a homogeneous part plus “small” perturbations \( \phi(x, t) = \phi_0(t) + \delta \phi(x, t) \).

In order to describe slow roll (SR) inflation, it is convenient to introduce the Hubble flow functions \( \epsilon_i \) (HFF) [39], these are defined as

\[
\epsilon_{n+1} = \frac{d \ln \epsilon_n}{d N}, \quad \epsilon_0 = \frac{H_{ini}}{H}.
\]

where \( N \equiv \ln(a/a_{ini}) \) is the number of e-folds from the beginning of inflation; \( H \equiv \dot{a}/a \) the Hubble parameter and the dot denotes derivative respect to cosmic time \( t \). Inflation occurs if \( \epsilon_1 < 1 \) and the slow roll approximation assumes that all these parameters are small during inflation \( |\epsilon_n| \ll 1 \). Additionally, since \( dN = H dt \), it is straightforward to obtain another useful expression for the HFF, i.e.

\[
\dot{\epsilon}_n = H \epsilon_n \epsilon_{n+1}.
\]

In terms of the first two HFF, the dynamical equations for the homogeneous part of the model can be expressed as

\[
H^2 = \frac{V}{M_P^2 (3 - \epsilon_1)}.
\]

\[
3H \dot{\phi} \left( 1 - \frac{\epsilon_1}{3} + \frac{\epsilon_2}{6} \right) = -\partial_\phi V.
\]

The previous equations are exact.

Let us now focus on the perturbations part of the theory. We start by switching to conformal coordinates: thus, the components of the background metric are \( g^{(0)}_{\mu\nu} = a(\eta) \eta_{\mu\nu} \), with \( \eta \) the conformal cosmological time; \( \eta_{\mu\nu} \) the components of the Minkowskian metric.

We choose to work in the longitudinal gauge; in such a gauge, and focusing on the scalar perturbations at first order, the line element associated to the metric is:

\[
ds^2 = a^2(\eta) \left[ -(1 + 2\Phi) d\eta^2 + (1 - 2\Psi) \delta_{ij} dx^i dx^j \right],
\]

where \( \Phi \) and \( \Psi \) are scalar fields, and \( i, j = 1, 2, 3 \). In fact, Einstein’s equations (EE) with components \( i \neq j \) lead to \( \Psi = \Phi \), from now on we will use this result and refer to \( \Psi \) as the Newtonian potential. Furthermore, in the longitudinal gauge \( \Psi \) represents the curvature perturbation (i.e. the intrinsic spatial curvature on hypersurfaces on constant conformal time for a flat Universe).

Combining the full set of the perturbed EE at linear order, one obtains

\[
\Psi'' - \nabla^2 \Psi + 2 \left( \mathcal{H} - \frac{\phi''_0}{\phi'_0} \right) \Psi' + 2 \left( \mathcal{H}' - \mathcal{H} \frac{\phi''_0}{\phi'_0} \right) \Psi = 0.
\]

Regarding notation, primes denote derivative with respect to conformal time \( \eta \), and \( H \equiv a'/a \).

Switching to Fourier’s space, in the super-Hubble limit \( k \eta \to 0 \), the solution to the above differential equation is

\[
\Psi_k(\eta) = C_G(k)[\epsilon_1 + (\epsilon_1^2 + \epsilon_2 \epsilon_3)] + \mathcal{O}(\epsilon^3),
\]

where \( C_G(k) \) is a constant fixed by the initial conditions. Also note that solution (9) is approximately constant. From (1), (4), it follows that the lowest order of \( \Psi_k' \) is order 2 in the HFF. In particular, we have that

\[
\Psi_k' \mathcal{H}^{-1} \simeq \epsilon_2 \Psi_k.
\]

This will be a useful result in the following, however note that the approximation breakdowns at order 3 or higher in \( \epsilon_n \).

The collapse of the inflaton’s wave function, which is governed by the CSL mechanism, is the process that generates the curvature perturbations. We will be more specific in the next section, but for now let assume that the CSL process simply changes randomly the initial state of the field to a different one. This mechanism can be implemented in the early Universe using the semiclassical gravity framework. The semiclassical EE at linear order in the perturbations read \( \delta G_{ab} = 8\pi G \langle \delta T_{ab} \rangle \). The perturbed EE in Fourier space, together with (10), lead to the following main equation for the metric perturbation:

\[
\Psi_k \simeq \frac{1}{M_P^2} \sqrt{\frac{\epsilon_1}{2}} \langle |\delta \phi_k| \rangle, \quad k \gg H.
\]

where \( M_P^2 \equiv 1/(8\pi G) \) is the reduced Planck’s mass, and the approximation is valid up to order 2 in \( \epsilon_n \).

This is the main result of the present subsection. Equation (11) indicates that when the state is the vacuum, one has \( \langle |\delta \phi_k| \rangle = 0 \), i.e. there are no perturbations at any scale \( k \); thus \( \Psi_k = 0 \). It is only after the collapse has taken place \( |\Psi_k| \to |\Xi| \), that the expectation value satisfies \( \langle |\delta \phi_k| \rangle \neq 0 \), and thus giving birth to the primordial perturbations.
B. The scalar power spectrum

In this subsection, we want to find an expression for the scalar power spectrum in terms of the metric perturbation equation. We begin by recalling a well known quantity defined as

$$ R \equiv \Psi + \left( \frac{2\rho}{3} \right) \left( \frac{H^{-1}\Psi'}{\rho + P} + \Psi \right), $$

where $\rho$ and $P$ are the energy and pressure densities associated to the type of matter driving the expansion of the Universe. The importance of the quantity $R$ is that, for non-adiabatic perturbations, it is conserved for super-Hubble scales, irrespective of the cosmological epoch one is considering. The type of cosmological epoch is characterized by the equation of state $P = \omega \rho$. For a matter dominated epoch $\omega \simeq 0$, and for a radiation dominated epoch $\omega \simeq 1/3$. The Newtonian potential $\Psi$, is also a conserved quantity for super-Hubble scales, but its amplitude changes between epoch transitions; on the contrary, the amplitude of $R$ does not change during the transitions. The amplitude variation of $\Psi$ during the transition from radiation to matter dominated epoch is not very significant, $|\Psi_{\text{rad.}}| \simeq (9/10)|\Psi_{\text{mat.}}|$. Nevertheless, the amplitude variation between inflation and radiation era does changes significantly; let us see this explicitly.

During inflation $\rho + P = \phi^2/\alpha^2 = M_p^2 H^2 2\epsilon_1/\alpha^2$, and because of Friedmann’s equation $H^2 = a^2/3M_p^2$, we have

$$ R = \Psi + \frac{1}{\epsilon_1} \left( H^{-1}\Psi' + \Psi \right). $$

The above equation is exact. However, using approximation for the Fourier components results in

$$ R_k \simeq \frac{\Psi_k}{\epsilon_1} (1 + \epsilon_1 + \epsilon_2). $$

On the other hand, during the radiation dominated epoch $R_k = (3/2)\Psi_{\text{rad.}}^k$. Since $R$ is a conserved quantity, hence, we can obtain the change in the amplitude of the Newtonian potential from the inflationary epoch to the radiation dominated epoch,

$$ |\Psi_{\text{rad.}}| = \frac{2(1 + \epsilon_1 + \epsilon_2)}{3\epsilon_1} |\Psi_k|. $$

Thus, in the radiation epoch, the amplitude of the Newtonian potential during inflation is amplified by a factor of $1/\epsilon_1$.

Another important aspect of the quantity $R$ is that in the comoving gauge, it represents the curvature perturbation. In fact, the primordial power spectrum usually shown in the literature is associated to $R$. The scalar power spectrum (associated to the curvature perturbation in the comoving gauge) in Fourier space is defined as

$$ \mathcal{R}_k \mathcal{R}_q^* \equiv \frac{2\pi^2}{k^3} \mathcal{P}_s(k) \delta(k - q), $$

where $\mathcal{P}_s(k)$ is the dimensionless power spectrum. The bar appearing in denotes an ensemble average over possible realizations of the stochastic field $\mathcal{R}_k$. In the CSLIM each realization will be associated to a particular realization of the stochastic process characterizing the collapse process.

On the other hand, our main equation from the last subsection, was obtained in the longitudinal gauge. Fortunately, Eq. relates $\Psi$ and $R$ exactly; in other words, we can compute the curvature perturbation in the longitudinal gauge using the CSLIM, and then switch to the comoving gauge in order to compare the primordial spectrum obtained in our model with the standard one. Furthermore, during inflation, we can use approximation to compute the scalar power spectrum, associated to $R_k$, that results from our main equation. This is,

$$ \mathcal{R}_k \mathcal{R}_q^* = \frac{1}{2M_p^2 \epsilon_1} \frac{(1 + \epsilon_1 + \epsilon_2)^2}{(1 + \epsilon_2)^2} \langle \delta \phi_k \rangle^2 \langle \delta \phi_q \rangle^*. $$

Therefore, we can identify the scalar power spectrum as

$$ \mathcal{P}_s(k) \delta(k - q) = \frac{k^3}{4\pi^2 M_p^2 \epsilon_1} \frac{(1 + \epsilon_1 + \epsilon_2)^2}{(1 + \epsilon_2)^2} \langle \delta \phi_k \rangle^2 \langle \delta \phi_q \rangle^*. $$

The quantity $\langle \delta \phi_k \rangle^2 \langle \delta \phi_q \rangle^*$ must be evaluated in the super-Hubble regime $k\eta \to 0$. In the next section, we will focus on that quantity.

III. QUANTUM TREATMENT OF THE PERTURBATIONS: THE CSL APPROACH

We now proceed to describe the quantum theory of the perturbations. Our treatment is based on the QFT of $\phi(x, \eta)$ in a curved background described by a quasi-de Sitter spacetime. Expanding the action up to second order in the perturbations, one can find the action associated to the matter perturbations. Given that we are working within the semiclassical gravity framework, we are only interested in quantize the matter degrees of freedom. Introducing the rescaled field variable $y = a\delta \phi$, the second order action is $\delta^{(2)}S = \int d^4x \delta^{(2)}L$, where

$$ \delta^{(2)}L = \frac{1}{2}
\left[
\left(\frac{\partial y}{\partial \eta}\right)^2 - \nabla y \nabla y - y^2 \frac{\dot{a}^2}{a^2} V_{,\phi} - \frac{\dot{a}''}{a} y^2
\right] + a[4\phi_0^2 \Psi y - 2a^2 V_{,\phi} \Psi y] $$

and $V_{,\phi}$ indicates partial derivative with respect of $\phi$. Note that in $\delta^{(2)}L$ there are terms containing metric perturbations. In the vacuum state, according to our approach, $\Psi = \Psi' = 0$. However, since the CSL mechanism is a continuous collapse process, the quantum state characterizing the system will change from $|0\rangle$ to a new final state $|\Xi\rangle$. As a consequence, the metric perturbations (which are always classical) will be changing from zero to a non-vanishing value in a continuous manner. Thus,
including the terms containing $\Psi$ and $\Psi'$ in the action can be considered as a backreaction effect of the CSL model, and as we will see this effect is of second order in the HFF.

We next switch to Fourier space. This is justified by the fact that we work with a linear theory and, hence, all the modes evolve independently. We define the field’s modes as

$$y(x, \eta) = \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} d^3k \ y_k(\eta)e^{ikx}, \quad (20)$$

$$\Psi(x, \eta) = \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} d^3k \ \Psi_k(\eta)e^{ikx}, \quad (21)$$

with $y_{-k} = y^*_k$ and $\Psi_{-k} = \Psi^*_k$ because $y(x, \eta)$ and $\Psi(x, \eta)$ are real. Substituting the Fourier expansions into Lagrangian (19), the resulting action is $\delta^2 S = \int d\eta L(2)$, with $L(2) = \int_{\mathbb{R}^3} d^3k L(2)$,

$$L(2) \equiv y_k'y_k' \big(-k^2 - \frac{a''}{a} + a^2 V_{,\phi\phi}\big) y_ky_k' + 4a\phi'(\Psi_k'y_k + \Psi_ky_k') - 2a^3V_{,\phi}(\Psi_ky_k' + \Psi_k'y_k) + \Psi_k'y_ky_k' + \Psi_k'y_k + \Psi_ky_k'). \quad (22)$$

Note that we are defining $L(2)$ by integrating the function $L(2)$ over the $k^+$ half-space.

The CSL model is based on a non-unitary modification to the Schrödinger equation; consequently, it will be advantageous to perform the quantization of the perturbations in the Schrödinger picture, where the relevant physical objects are the Hamiltonian and the wave functional.

We first define the canonical conjugated momentum associated to $y_k$ is $p_k \equiv \partial L(2)/\partial y_k'$, that is $p_k = y_k'$. The Hamiltonian associated to Lagrangian $L(2)$, can be found as $H(2) = \int_{\mathbb{R}^3} d^3k (y_k'^p_k + y_kp_k') - L(2)$. Therefore, $H(2) = \int_{\mathbb{R}^3} d^3k H(2)$, with

$$H(2) \equiv p_k'y_k + y_k'y_k \left( k^2 - \frac{a''}{a} + a^2 V_{,\phi\phi} \right) - 4a\phi'(\Psi_k'y_k + \Psi_ky_k') + 2a^3V_{,\phi}(\Psi_ky_k' + \Psi_k'y_k). \quad (23)$$

From the Hamiltonian above we can find the equation of motion for $y_k$ and $p_k$. That is, using that

$$p'_k = -\frac{\partial H(2)}{\partial y_k'}, \quad y'_k = \frac{\partial H(2)}{\partial p_k}, \quad (24)$$

the field’s mode equation of motion is

$$y''_k + \left( k^2 - \frac{a''}{a} + a^2 V_{,\phi\phi} \right) y_k - 4a\phi'(\Psi_k' + 2a^3V_{,\phi'}\Psi_k) = 0. \quad (25)$$

The previous equation coincides with the evolution equation for $\delta \phi_k$ usually found in the literature [54], thus it serves as a self-consistency check.

Given that we are carrying out the quantization in the Schrödinger picture, it will be more convenient to work with real variables, which later can be associated to Hermitian operators. Therefore, we introduce the following definitions

$$y_k = \frac{1}{\sqrt{2}}(y^R_k + iy^I_k), \quad p_k = \frac{1}{\sqrt{2}}(p^R_k + ip^I_k), \quad (26)$$

and also

$$\Psi_k = \frac{1}{\sqrt{2}}(\Psi^R_k + i\Psi^I_k). \quad (27)$$

In the Schrödinger approach, the quantum state of the system is described by a wave functional, $\Phi[y(x, \eta)]$. In Fourier space (and since the theory is still free in the sense that it does not contain terms with power higher than two in the Lagrangian), the wave functional can also be factorized into mode components as

$$\Phi[y(x, \eta)] = \prod_k \Phi_k[y^R_k, y^I_k] = \prod_k \Phi^R_k(y^R_k)\Phi^I_k(y^I_k). \quad (28)$$

Quantization is achieved by promoting $y_k$ and $p_k$ to quantum operators, $\hat{y}_k$ and $\hat{p}_k$, and by requiring the canonical commutation relations,

$$[\hat{y}^R_k, \hat{p}^I_q] = i\delta(k - q). \quad (29)$$

In the field representation, the operators would take the form:

$$\hat{y}^R_k\Phi = y^R_k\Phi, \quad \hat{p}^I_k\Phi = -i\frac{\partial \Phi}{\partial y^R_k}. \quad (30)$$

For the moment let us put aside the CSL mechanism, and analyze the standard evolution of the wave function. The wave functional $\Phi$ obeys the Schrödinger equation which, in this context, is a functional differential equation. However, since each mode evolves independently, this functional differential equation can be reduced to an infinite number of differential equations for each $\Phi_k$. Concretely, we have

$$i\frac{\partial \Phi^R_k}{\partial \eta} = \hat{H}^R_k\Phi^R_k, \quad \hat{H}^R_k = \int_{\mathbb{R}^3} d^3k (\hat{H}^R_k + \hat{H}^I_k), \quad (31)$$

where the Hamiltonian densities $\hat{H}^{R,I}_k$, are related to the Hamiltonian as $\hat{H}(2) = \int_{\mathbb{R}^3} d^3k (\hat{H}^R_k + \hat{H}^I_k)$, with the following definitions

$$\hat{H}^R_k = \frac{(\hat{p}_k^I)^2}{2} + \frac{(\hat{y}_k^R)^2}{2} \left( k^2 - \frac{a''}{a} + a^2 V_{,\phi\phi} \right) - 4a\phi'(\Psi^R_k y^I_k + \Psi^I_k y^R_k) + 2a^3V_{,\phi}(\Psi^R_k y^I_k + \Psi^I_k y^R_k). \quad (32)$$

The standard assumption is that, at an early conformal time $\tau \to -\infty$, the modes are in their adiabatic ground state, which is a Gaussian centered at zero with certain
spread. In addition, this ground state is commonly referred to as the Bunch-Davies (BD) vacuum. Thus, the conformal time \( \eta \) is in the range \( [\tau, 0^+] \).

Since the initial quantum state is Gaussian and the Hamiltonian (as well as the collapse Hamiltonian, see Eq. (37)) is quadratic in \( \hat{y}_{k}^{R.I.} \) and \( \hat{p}_{k}^{R.I.} \), the form of the state vector in the field basis at any time is

\[
\Phi_{k}^{R.I.}(\eta, \hat{y}_{k}^{R.I.}) = \exp[-A_{k}(\eta)(\hat{y}_{k}^{R.I.})^{2} + B_{k}(\eta)\hat{y}_{k}^{R.I.} + C_{k}(\eta)].
\]

(33)

Therefore, the wave functional evolves according to Schrödinger equation, with initial conditions given by

\[
A_{k}(\tau) = \frac{k}{2}, \quad B_{k}(\tau) = C_{k}(\tau) = 0.
\]

(34)

Those initial conditions correspond to the BD vacuum, which is perfectly homogeneous and isotropic in the sense of a vacuum state in quantum field theory.

After the identification of the Hamiltonian that results in Schrödinger’s equation, which from now on we refer to as the “free Hamiltonian,” we now incorporate the CSL collapse mechanism. We further assume that the reduction mechanism acts on each mode of the field independently. Also, it is suitable to choose \( \hat{y}_{k} \) as the CSL parameter, now it depends on the mode \( k \). As a matter of fact, if \( \lambda_{k} = 0 \), then the evolution of the state vector follows the standard Schrödinger’s equation. Also, we postulate that the white noise \( \mathcal{W} \), which appears in the standard CSL mechanism, is now a stochastic field that depends on \( k \) and the conformal time. That is, since we are applying the CSL collapse dynamics to each mode of the field, it is natural to introduce a stochastic function for each independent degree of freedom. Henceforth, the stochastic field \( \mathcal{W}(k, \eta) \) might be regarded as a Fourier transform on a stochastic spacetime field \( \mathcal{V}(\vec{x}, \eta) \). Taking the time derivative of (35) (see [23]) one finds,

\[
\frac{\partial}{\partial \eta} \Phi_{k}^{R.I.}(\eta, \hat{y}_{k}^{R.I.}) = -i\dot{H}_{k}^{R.I.} + \dot{H}_{k}^{R.I.}_{\text{CSL}}|\Phi_{k}^{R.I.}(\eta, \hat{y}_{k}^{R.I.})|,
\]

(36)

with

\[
\dot{H}_{k}^{R.I.}_{\text{CSL}} = -\frac{\mathcal{W}(k, \eta)^{2}}{4\lambda_{k}} + \mathcal{W}(k, \eta)\dot{y}_{k}^{R.I.} - \lambda_{k}(\dot{y}_{k}^{R.I.})^{2}.
\]

(37)

Next, taking into account that our main goal is to obtain the primordial power spectrum, see Eq. (18), we turn our attention to compute the quantity \( \langle \hat{y}_{k} \hat{y}_{q} \rangle \). The expectation values of course will be evaluated at the evolved state provided by (35).

In terms of the real and imaginary parts, we have

\[
\langle \hat{y}_{k} \rangle \langle \hat{y}_{q} \rangle = \left( \langle \hat{y}_{k}^{R.I.} \rangle^{2} + \langle \hat{y}_{k}^{R.I.} \rangle^{2} \right) \delta(k - q).
\]

(38)

Note that we have assumed that the CSL model does not induce modes correlations. Also from (38), it is clear that we are interested in computing the quantities \( \langle \hat{y}_{k}^{R.I.} \rangle^{2} \). In fact, the calculation of the real and imaginary part are exactly the same, so we will only focus on one of them. Additionally, we simplify the notation by omitting the indexes R.I from now on.

Using the Gaussian wave function (33) and the CSL evolution equations, it can be shown [5] that

\[
\langle \hat{y}_{k} \rangle^{2} = \langle \hat{y}_{k}^{R.I.} \rangle^{2} + \frac{1}{4\Re[A_{k}(\eta)]}.
\]

(39)

Therefore, in order to obtain a prediction for the power spectrum, we need to calculate the two terms on the right hand side of (39). Explicit computation of Eq. (39) implies solving the CSL equations. At this point we would like to mention that the actual calculations are long and cumbersome, but we have include them in Appendix A for the interest reader. The final result corresponding to the quantity \( \langle \hat{y}_{k} \rangle^{2} \) is given in (A32).

IV. ANALYSIS OF THE PRIMORDIAL AND ANGULAR POWER SPECTRA

Given the solutions of the CSL equations, we can obtain the power spectrum. Clearly, this allow us to compare the predictions between the standard model and our proposal.

The path is straightforward: we substitute \( \langle \hat{y}_{k} \rangle^{2} \) [whose explicit form is shown in (A32)] into (18), this yields the power spectrum. The detailed calculations can be found in Appendix B and the resulting expression of \( \mathcal{P}_{s}(k) \) is given in (B26). Such an expression represents the primordial power spectrum at second order in the HFF, and can also be used to obtain \( n_{s} \) and \( \alpha_{s} \) at third and fourth order in the HFF respectively [see Appendix B Eqs. (B29) and (B30)].

Using expressions for \( \mathcal{P}_{s}, n_{s} \) and \( \alpha_{s} \) at second order in the HFF allow us to parameterize the primordial power spectrum in terms of the scalar spectral index and its running, this is

\[
\mathcal{P}_{s}(k) = A_{s} \left( \frac{k}{k_{0}} \right)^{n_{s} - 1 + \frac{2\alpha_{s}}{3\ln\frac{k}{k_{0}}}} C(k)
\]

(40)

with

\[
A_{s} = \frac{H_{0}^{2}}{\pi^{2}M_{P}^{2}v_{10}}.
\]

(41)
The function $C(k)$ expressed in terms of $n_s$ (scalar spectral index) and $\alpha_s$ (running of the spectral index) is

\[
C(k) = 1 + \frac{\lambda_k |k\tau|}{k^2} + \frac{\lambda_k}{2k^2} \cos(2|k\tau|) \\
- \exp \left\{ \left[ -4 + n_s + \alpha_s \ln \frac{2k}{k_0} \right] \ln \zeta_k - \frac{\alpha_s}{2} \left( \ln^2 \zeta_k - \theta_k^2 \right) \right\} \\
\times \cos \left\{ \left[ -4 + n_s + \alpha_s \ln \frac{2k}{k_0} \right] \theta_k - \alpha_s \left( -\Delta N_0 + \frac{2}{3} + D + \ln \frac{k}{2k_0} \right) \theta_k \ln \zeta_k \right\}^{-1},
\]  

(42)

where $k_0 = 0.05 \text{ Mpc}^{-1}$ is a pivot scale, $D = 1/3 - \ln 3$ and $\Delta N_0$ is the number of e-folds from the horizon crossing of the pivot scale to the end of inflation, typically $\Delta N_0 \sim 60$. The quantities $\theta_k$ and $\zeta_k$ are defined as:

\[
\zeta_k \equiv \left( 1 + \frac{4\lambda_k^2}{k^4} \right)^{1/4}, \quad \theta_k \equiv \frac{1}{2} \arctan \left( \frac{2\lambda_k}{k^2} \right).
\]  

(43)

We note that if $\lambda_0 = 0$ (which means $\zeta_k = 1$ and $\theta_k = 0$), one can check that $C(k) = 0$, hence $P(k) = 0$. This is consistent with our model in which the collapse of the wave function, given by the CSL mechanism, is the source of the metric perturbations. Therefore, in our approach if there is no collapse, and the vacuum state remains unchanged there are no primordial perturbations, thus, $P(k) = 0$ because $\Psi_k = 0$ at all scales.

We next propose the following parameterization for the collapse rate at each scale

\[
\lambda_k = \lambda_0 k,
\]  

(44)

where $\lambda_0$ is the universal CSL parameter. For the purpose of our analysis, we set the numerical value of the CSL parameter as $\lambda_0 = 10^{-14} \text{ s}^{-1}$. This is consistent with the historical value suggested by GRW [22], and also with empirical constraints obtained from different experimental data such as: spontaneous X-ray emission [55], matter-wave interferometry [56], gravitational wave detectors [57] and neutron stars [58]. Our proposed parameterization in Eq. (44) is the most simple one for a $k$ dependence in the $\lambda_k$ parameter, although it is not the only possibility. As we shall see in the following analysis, the CSLIM induces oscillatory features in $P_s(k)$ that remain at some scales, showing that the effect of the collapse cannot be “turned off”.

In order to analyze the new features introduced by the CSLIM, we plot expression (40). The resulting plot is shown in Fig. 1 together with the prediction corresponding to the standard model, the latter being essentially Eq. (40) with $C(k) = 1$. The values of the inflationary parameters we have used are: $n_s = 0.9641$ and $\alpha_s = -0.0045$. Oscillations appear at low scales while no difference at all can be found for $k > 0.0001 \text{ Mpc}^{-1}$. In fact the oscillations, induced by the CSLIM around the standard spectrum, show a decrease in amplitude at the higher end of scales.
cal density $\Omega_B h^2 = 0.02237$, dark matter density in units of the critical density $\Omega_{CDM} h^2 = 0.12$, Hubble constant in units of Mpc$^{-1}$ km s$^{-1}$ $H_0 = 67.36$. We also include in that set the aforementioned values of $n_s$, $\alpha_s$, and $k$-pivot; all represent the best-fit values presented by the Planck collaboration [59]. The value of $A_s$ is $2.1 \times 10^{-9}$ for both CSLIM and canonical model.

Figure 2 shows the temperature auto-correlation (TT) spectrum for both CSL and canonical models, showing no difference between them. As can be seen there, oscillating features at low $k$ in our predicted power spectrum do not translate into any peculiar features in the theoretical predictions of the $C_l$ coefficients characterizing the angular temperature anisotropies. In this way, parameterization [44] represents a good choice to set a basis for comparison with the canonical model, and in a sense also serves as a consistency check.

At this point of the analysis we have learned that $\lambda_k = \lambda_0 k$ yields an indistinguishable prediction from the canonical model. However, there is no reason to expect an exact $k$ dependence of $\lambda_k$. As a consequence, we proceed to explore possible effects of the CSLIM that can be reflected in the observational data by introducing a new parameter $B$ through the parameterization $\lambda_k$. The role of $B$ will be to imprint a slight departure from the canonical model shape. The new proposal to parameterize $\lambda_k$ is

$$\lambda_k = \lambda_0 (k + B),$$  \hspace{1cm} (45)

where $B$ has units of Mpc$^{-1}$ and conforms a new parameter of the model that needs to be estimated with recent observational data, this will be left for future work. In the rest of the present section, we will be interested in analyzing the consequences of varying $B$ on the predicted spectrum.

The effect of considering different values of $B$ on the power spectrum is shown in Fig. 3 where the same plot of Fig. 1 has been included as the case $B = 0$, and serves as a reference. For negative $B$ (green line) the CSLIM power spectrum seems to approach to the canonical one from below, showing significant differences for $k < 10^{-4}$ Mpc$^{-1}$. Meanwhile, for positive $B$ the CSLIM power spectrum approaches from above (black and red lines). The differences in the predicted spectrum between the CSLIM and the canonical seem to dissolve progressively as $B$ approaches zero, remaining only a small differences at low $k$ due to the oscillations. Also, it is worthwhile to mention that oscillations present in the $B = 0$ case cannot be significantly appreciated in the rest of cases. Figure 3 suggests that observational predictions in the CSLIM may be distinguished from the ones of the canonical model. In the next final part, we analyze whether these departures (from the canonical model) have observable consequences on the CMB fluctuation spectrum.

Figure 2. Temperature auto-correlation (TT) spectrum comparison between the canonical model (boxes) and the CSLIM (blue solid line), the latter using the parameterization $\lambda_k = \lambda_0 k$. No difference is shown among them. Oscillations at low values of $k$ in the primordial power spectrum, as shown in Fig. 1 are wiped off in the TT spectrum.

Figure 3. Here we appreciate small departures from the canonical power spectrum. The departures are parameterized by $B$. The set of $B$ values considered show effects properly attributed to the CSLIM, and become explicitly manifest in the primordial power spectrum. Power suppression is seen at low scales for negative values of $B$, whereas positive values imply an upper departure from the canonical model. In this figure, $B$ and $k$ are given in Mpc$^{-1}$.

Figure 4 shows our prediction for the CMB temperature fluctuation spectrum and the canonical one, where we used the same values for the cosmological parameters as before. From Fig. 4, it can be inferred an estimated upper limit for the $B$ parameter, i.e. for $B = 10^{-3}$ Mpc$^{-1}$ the first peak is shifted upwards which is totally incompatible with the latest high precision observational measurements. The negative $B$ value tested does not induce any significant difference in parameter estimation when compared with the canonical model. In the case of $B = 10^{-4}$ Mpc$^{-1}$, a small departure from the canonical prediction is seen at low multipoles. Whether this change is favored by the data or simply lost in the cosmic
variance uncertainty will be addressed in future research. Nonetheless, from this analysis we can infer that in order for our predicted power spectrum to be consistent with the best fit temperature auto-correlation spectrum, and at the same time, to manifest departures from the canonical model, the $B$ parameter must be then constrained between $B > 0$ and $B < 10^{-3}$ Mpc$^{-1}$.

Our result $P_s(k) = A_s k^{n_s - 1 + \alpha_s} \ln \frac{k}{k_0} C(k)$, with $C(k)$ depending explicitly on $\lambda_k$, $\alpha_s$ and $n_s$, allow us to identify exactly the dependence on $k$ attributed to the CSL model, the spectral index and the running of the spectral index. We think this is an important result because of the following. Our predicted PS allows departures from the traditional inflationary approach that can be tested experimentally. As we have argued in the Introduction, if future experiments detect a significant value of the running of the spectral index, i.e. of order $|\alpha_s| \simeq 10^{-3}$ and the tensor-to-scalar ratio $r$ remains undetected, then the hierarchy of the HFF would be broken and the standard slow roll inflationary model would be in some sense jeopardized. On the other hand, the CSLIM generically predicts a strong suppression of tensor modes, that is $r \simeq e_2^2 10^{-12}$. And, since the function $C(k)$ introduces an extra $k$ dependence on the PS, the situation described previously, in principle, could not yield an inconsistency between the CSLIM and hierarchy of the HFF. Specifically, what in the standard approach might be identified as a running of the spectral index, which is essentially a particular dependence on $k$ attributed to the CSL model, the spectral index and the running of the spectral index, the PS characterized by a “running of the spectral index” in particular, within the range $B = -10^{-6}$ Mpc$^{-1}$ and $B = 0$ there are no differences between the prediction of the CSLIM and the standard inflationary model, in spite of the evident variations in the PS. However, between $B > 0$ and $B < 10^{-3}$ Mpc$^{-1}$ there are important departures from the standard model prediction in the temperature fluctuation spectrum but at the same time could be consistent with the best fit temperature auto-correlation spectrum. We have also shown that values $B \geq 10^{-3}$ Mpc$^{-1}$ could be discarded without performing any statistical analysis.

Our result $P_s(k) = A_s k^{n_s - 1 + \alpha_s} \ln \frac{k}{k_0} C(k)$, with $C(k)$ depending explicitly on $\lambda_k$, $\alpha_s$ and $n_s$, allow us to identify exactly the dependence on $k$ attributed to: the CSL model, the spectral index and the running of the spectral index. We think this is an important result because of the following. Our predicted PS allows departures from the traditional inflationary approach that can be tested experimentally. As we have argued in the Introduction, if future experiments detect a significant value of the running of the spectral index, i.e. of order $|\alpha_s| \simeq 10^{-3}$ and the tensor-to-scalar ratio $r$ remains undetected, then the hierarchy of the HFF would be broken and the standard slow roll inflationary model would be in some sense jeopardized. On the other hand, the CSLIM generically predicts a strong suppression of tensor modes, that is $r \simeq e_2^2 10^{-12}$. And, since the function $C(k)$ introduces an extra $k$ dependence on the PS, the situation described previously, in principle, could not yield an inconsistency between the CSLIM and hierarchy of the HFF. Specifically, what in the standard approach might be identified as a running of the spectral index, which is essentially a particular dependence on $k$ attributed to the CSL model, the spectral index and the running of the spectral index, the PS characterized by a “running of the spectral index” in the standard approach.

Evidently, to test if the above conjecture is true, we require to perform a complete statistical analysis using the most recent (and future) observational data from the CMB. In particular, we would be able to constrain the value of $B$ as well as $n_s$ and $\alpha_s$ within our model. Nevertheless, our main conclusion is that the CSLIM possesses
observational consequences, different from the standard inflationary paradigm. In fact, some particular observations that would cause some issues in the traditional model, could be potentially resolved within our approach. A final important lesson to be drawn from this analysis is that it displays how, at least in applications to cosmology, considerations regarding the quantum measurement problem can lead to striking alterations concerning observational issues. This contributes to oppose a posture that claims such questions as of mere philosophical interest and dismisses their relevance regarding physical predictions.
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Appendix A: Solving the CSL equations

We begin by writing some useful expressions involving $V$, $\partial_\phi V$ and $\partial_{\phi\phi}^2 V$ in terms of the Hubble flow functions (HFF). Therefore, one has the following quantities \[35, 37\]

$$M_p^2 \frac{\partial_\phi^2 V}{V} = \epsilon_1 \left( 1 + \frac{\epsilon_2}{2(3 - \epsilon_1)} \right)^2, \quad (A1)$$

$$M_p^2 \frac{\partial_{\phi\phi}^2 V}{V} = 6\epsilon_1 - 3\epsilon_2/2 - 2\epsilon_1^2 - \epsilon_2^2/4 + 5\epsilon_1\epsilon_2/2 - \epsilon_2\epsilon_3/2, \quad (A2)$$

There are no approximations in the previous equations.

Next, we focus on the first term of the right hand side of \([39]\), i.e. $\langle \hat{y}_k \rangle$. We define the quantities $Q \equiv \langle \hat{y}_k \rangle$, $R \equiv \langle \hat{y}_k \hat{y}_k \rangle$ and $S \equiv \langle \hat{y}_k \hat{y}_k + \hat{y}_k \hat{y}_k \rangle$. The evolution equations of $Q$, $R$, and $S$, can be obtained from the CSL evolution equation \([36]\). In fact, for any operator any operator $\hat{O}$ one has

$$\frac{d}{d\eta} \langle \hat{O}_k \rangle = -i [\langle \hat{O}_k, \hat{H}_k \rangle] - \frac{\lambda_k}{2} [\langle \hat{y}_k, [\hat{y}_k, \hat{O}_k] \rangle], \quad (A3)$$

which is the evolution equation of the ensemble average of the expectation value of any operator $\hat{O}$. Thus, the evolution equations of $Q$, $R$ and $S$ obtained from \([A3]\) are:

$$Q' = S, \quad (A4a)$$

$$R' = -m_1(\eta)S - 2m_2(\eta)\langle \hat{y}_k \rangle + \lambda_k, \quad (A4b)$$

$$S' = 2R - 2Qm_1(\eta) - 2m_2(\eta)\langle \hat{y}_k \rangle, \quad (A4c)$$

where

$$m_1(\eta) \equiv k^2 - \frac{\alpha''}{\alpha} + \alpha^2 V_{,\phi\phi}, \quad (A5)$$

and

$$m_2(\eta) \equiv -4\alpha\phi'\Psi_k^2 + 2\alpha^3 V_{,\phi}\Psi_k. \quad (A6)$$

At this point it is important to point out that in our approach the metric perturbation, characterized by $\Psi$, is sourced by $\langle \hat{y}_k \rangle$. In particular, that relation is given by our equation \([11]\), which can be rewritten as

$$\Psi_k = \frac{\phi_0'}{2aM_p^2 \mathcal{H}(1 + \epsilon_2)} \langle \hat{y}_k \rangle. \quad (A7)$$

Therefore, the term $m_2(\eta)$ can be considered as a sort of “backreaction” effect of the collapse, since $m_2$ contains explicitly the terms $\Psi'$, $\Psi$. Moreover, by using approximation \([10]\), i.e. $\Psi_k \approx \mathcal{H}\epsilon_2\Psi_k$, together with \([A7]\), we reexpress $m_2$ as

$$m_2(\eta) \approx \langle \hat{y}_k \rangle \mathcal{H}^2(-6\epsilon_1 + 2\epsilon_1^2 + \epsilon_2). \quad (A8)$$

From Eq. \([A8]\), we see that $\Psi'$ and $\Psi$ induce terms of order 2 in the HFF. Using thus \([A8]\), we rewrite the evolution equations \([A4]\) as

$$Q' = S, \quad (A9a)$$

$$R' = -[k^2 - M(\eta)]S + \lambda_k, \quad (A9b)$$

$$S' = 2R - 2Q[k^2 - M(\eta)], \quad (A9c)$$

where

$$M(\eta) \equiv \mathcal{H}^2 \left[ 2 - \epsilon_1 + \frac{3}{2} \epsilon_2 + \frac{\epsilon_2^2}{2} - 7\frac{2}{7} \epsilon_1 \epsilon_2 + \frac{\epsilon_2 \epsilon_3}{2} \right]. \quad (A10)$$

The solutions to Eqs. \([A9]\), are

$$Q = C_1 y_1^2 + C_2 y_2^2 + C_3 y_1 y_2 + Q_p, \quad (A11a)$$

$$R = C_1 y_1^2 + C_2 y_2^2 + C_3 y_1 y_2 + R_p, \quad (A11b)$$

$$S = C_1 y_1 y_1' + C_2 y_2 y_2' + C_3 (y_1 y_2 + y_1 y_2') + S_p, \quad (A11c)$$

where $y_1$ and $y_2$ are two linearly independent solutions of

$$y_{1,2}'' + [k^2 - M(\eta)]y_{1,2} = 0. \quad (A12)$$

The functions $Q_p$, $R_p$ and $S_p$ are particular solutions of the system \([A9]\). The constants $C_i$, with $i = 1, 2, 3$.
are determined by imposing the initial conditions corresponding to the Bunch-Davies vacuum state. The function \(Q(\eta)\) is the quantity that we are interested. We proceed to solve \([A12]\).

At first order in the HFF, equation \([A12]\) is solved exactly in terms of Bessel functions. However, at second order we require new techniques. Here we choose to use the uniform approximation technique \([11]\). The idea is to rewrite the term \(M(\eta)\) as

\[
M(\eta) = \frac{\nu(\eta)^2 - 1/4}{\eta^2},
\]

where the former equation should be understood as the definition of the function \(\nu(\eta)\). Then two new functions are introduced:

\[
g(\eta) \equiv \frac{\nu^2}{\eta^4} - k^2, \quad f(\eta) \equiv \frac{|\eta - \eta_*|}{2} \int_{\eta_*}^{\eta} d\eta' \sqrt{g(\eta')}^{2/3}.
\]

The time \(\eta_*\) is defined by the condition \(g(\eta_*) = 0\) and is called the turning point, i.e. \(\eta_* \equiv -\nu(\eta_*)/k\). According to the uniform approximation, the two linearly independent solutions of \([A12]\) are

\[
y_1(\eta) = \left(\frac{f}{g}\right)^{1/4} \text{Ai}(f), \quad y_2(\eta) = \left(\frac{f}{g}\right)^{1/4} \text{Bi}(f),
\]

where \(\text{Ai}\) and \(\text{Bi}\) denote the Airy functions of first and second kind respectively. One advantage of the Airy functions is that their asymptotic behavior is quite familiar.

At the onset of inflation, i.e. when \(\eta = \tau \to -\infty\), we have

\[
g^{1/4} = \sqrt{k} e^{i\pi/4}, \quad f = -\left|\frac{3}{2} k^2 \tau\right|^{2/3}.
\]

In this regime, the Airy functions oscillate. Specifically, if \(x \to +\infty\), then

\[
\text{Ai}(-x) \simeq \frac{\sin \left(\frac{\pi}{4} x^{3/2} + \frac{\pi}{4}\right)}{\sqrt{\pi} x^{1/4}}, \quad \text{Bi}(-x) \simeq \frac{\cos \left(\frac{\pi}{4} x^{3/2} + \frac{\pi}{4}\right)}{\sqrt{\pi} x^{1/4}}.
\]

Thus, at the beginning of inflation we approximate the solutions

\[
y_1(\tau) \simeq \frac{1}{\sqrt{k}} \sin \left(|k\tau| + \frac{\pi}{4}\right), \quad (A18a)
\]

\[
y_2(\tau) \simeq \frac{1}{\sqrt{k}} \cos \left(|k\tau| + \frac{\pi}{4}\right). \quad (A18b)
\]

On the other hand, the Airy functions exhibit exponential behavior for large and positive arguments. That is, for \(x \to +\infty\), the Airy functions are approximated by

\[
\text{Ai}(x) \simeq \frac{1}{2 \sqrt{\pi}} x^{-1/4} \exp \left(-\frac{2}{3} x^{3/2}\right), \quad (A19a)
\]

\[
\text{Bi}(x) \simeq \frac{1}{\sqrt{\pi}} x^{-1/4} \exp \left(\frac{2}{3} x^{3/2}\right). \quad (A19b)
\]

Therefore, in the super-Hubble regime, that is, when \(|k\eta| \to 0\), the approximated solutions are

\[
y_1(\eta) \simeq \frac{1}{2 \sqrt{\pi}} g^{-1/4} \exp \left(-\frac{2}{3} f^{3/2}\right), \quad (A20a)
\]

\[
y_2(\eta) \simeq \frac{1}{\sqrt{\pi}} g^{-1/4} \exp \left(\frac{2}{3} f^{3/2}\right). \quad (A20b)
\]

Note that in this regime \(f \to +\infty\).

Taking into account that the power spectrum is evaluated in the super-Hubble regime, and by considering the exponential solutions \((A18)\), together with \(g^{1/2} \simeq -\nu/\eta\), we conclude that the term \(C_2 y_2^2\) dominates over the rest of the terms in \([A11]a\). The quantity of interest is then

\[
Q(\eta) \equiv \left(\frac{\eta}{f}\right)^{\nu/2} \simeq \frac{C_2}{\pi} \left(-\frac{\eta}{\nu}\right)^{e^{2F}}, \quad (A21)
\]

with

\[
F \equiv \frac{2}{3} f^{3/2}. \quad (A22)
\]

The constants \(C_i\) are found by imposing the initial conditions \(Q(\tau) = 1/2k, R(\tau) = k/2, S(\tau) = 0\) and using the approximated solutions \((A18)\) in the system of equations \([A11]\). One also has to take into account the solutions \(Q_p, R_p\) and \(S_p\). In particular, in the sub-Hubble regime, \(Q_p \simeq \lambda k/2k^2\). The constant \(C_2\) of \([A21]\) obtained is

\[
C_2 = \frac{\pi}{2} + \frac{\lambda k^2 |k\tau|}{2k^2} + \frac{\lambda k^2}{4k^2} \cos(2|k\tau|). \quad (A23)
\]

This completes the calculation of \(Q = (\eta)^{\nu/2}\). Now let us focus on the second term on the right hand side of \([39]\), i.e. the term \(4\text{Re}(A_k)\)^{-1}.

We apply the CSL evolution operator as characterized by Eq. \([36]\) to the wave function \([33]\), and regroup terms of order \(y^2, y^4\) and \(y^6\); the evolution equations corresponding to these terms are thus decoupled. Fortunately, the evolution equation corresponding to \(y^2\) only contains \(A_k(\eta)\), which is the function we are interested in. The evolution equation is then

\[
A_k = \frac{i}{2} \left[k^2 - M(\eta)\right] + \lambda_k - 2iA_k^2, \quad (A24)
\]

where once again we have assumed that the Newtonian potential is sourced by the expectation value \((\eta)^{\nu/2}\). By performing the change of variable \(A_k \equiv u_k'/(2i u_k)\), the evolution equation of \(A_k\) is equivalent to

\[
u_k'' + \left[q^2 - M(\eta)\right] u_k = 0, \quad (A25)
\]

where we have introduced

\[
q^2 \equiv k^2 \left(1 - \frac{2i\lambda_k}{k^2}\right). \quad (A26)
\]
Equation (A25) is of the same form as (A12). The general solution is thus

\[ u = c_1 \left( \frac{f}{g} \right)^{1/4} \text{Ai}(f) + c_2 \left( \frac{f}{g} \right)^{1/4} \text{Bi}(f), \]  

(A27)

the definitions of \( g \) and \( f \) given by (A14) hold as before, with the replacement \( k^2 \rightarrow q^2 \) in (A14). Henceforth, \( g \) and \( f \) are complex functions in this case.

The constants \( c_{1,2} \) are found by imposing the initial conditions associated to the Bunch-Davies vacuum: \( A_k(\tau) = k/2 \). Therefore, by using the asymptotic behavior of the Airy functions when \( \eta = \tau \rightarrow -\infty \) given by (A17), we find that

\[ c_1 = \sqrt{\frac{2}{\pi}} e^{-i\pi/4}, \quad c_2 = ic_1. \]  

(A28)

It is straightforward to check that

\[ \text{Re}(A_k) = \frac{W_k}{|u_k|^2 |i|}, \]  

(A29)

where, \( W_k \) is the Wronskian of (A25), i.e. \( W_k = u_k u_k^* - u_k^* u_k \). We now proceed to evaluate \( \text{Re}(A_k) \) in the regime of observational interest, that is, when \(-k\eta \rightarrow 0\). As before, in this regime, the Airy functions can be approximated by (A19). Consequently, the solution \( u_k \) is

\[ u_k(\eta) \simeq \frac{e^{-i\pi/4}}{\sqrt{2q^{1/4}}} \left[ \frac{1}{2} \exp \left( -\frac{2}{3} f^{3/2} \right) + i \exp \left( \frac{2}{3} f^{3/2} \right) \right]. \]  

(A30)

After a long series of calculations using (A29), (A30) and \( g^{1/2} \approx -\nu/\eta \), we find

\[ \frac{1}{4\text{Re}(A_k)} \simeq -\frac{\eta}{2\nu} e^{2\text{Re}(F)} \text{cos}[2\text{Im}(F)], \]  

(A31)

where \( F \equiv \frac{2}{3} f^{3/2} \). In principle \( F \neq F \), although their definition in terms of \( f \) is the same (see (A22)), the quantity \( F \) is real and \( F \) is complex.

Putting together \( Q \) given in (A21), and \[ 4\text{Re}(A_k) \] obtained in (A31), we can finally obtain \( \langle \tilde{y}_k \rangle^2 = Q - [4\text{Re}(A_k)]^{-1} \), which is

\[ \frac{\langle \tilde{y}_k \rangle^2}{\langle \tilde{y}_k \rangle^2} = -\frac{\eta}{2\nu} \left[ \left( 1 + \frac{\lambda_k k^2}{k^2} + \frac{\lambda_k}{2k^2} \cos(2|k\tau|) \right) e^{2F} \right. \]  

\[ \left. \left. - \frac{e^{2\text{Re}(F)}}{\text{cos}[2\text{Im}(F)]]} \right]. \]  

(A32)

The last equation is the main result of this Appendix.

**Appendix B: Calculation of the scalar power spectrum at second order**

In this Appendix, we proceed to compute the explicit form of the scalar power spectrum at second order in the HFF.

Using our previous main results, Eqs. (18), (38) and (A32), the full power spectrum is

\[ P_s = \frac{k^3}{4\pi^2 M_P^2} \left( 1 + \epsilon_1 + \epsilon_2 \right)^2 |\eta e^{2F} a^2 \epsilon_1 \nu \right] \]  

\[ \times \left( 1 + \frac{4k^2 k^2}{k^2} + \frac{\lambda_k}{2k^2} \cos(2|k\tau|) \right) \]  

\[ - \frac{\exp[2\text{Re}(F) - F]}{\text{cos}[2\text{Im}(F)]} \right]. \]  

(B1)

In the former expression, there are functions that depend on \( \eta \), these are: \( a^2(\eta), \epsilon_{1,2}(\eta), \nu(\eta), \mathcal{F}(\eta) \) and \( \mathcal{F}(\eta) \). However as we will show in the following, when these functions are expressed explicitly as a function of \( \eta \), the \( P_s \) remains a constant, i.e. independent of \( \eta \). Furthermore, we will express all of these functions at second order in the HFF, and finally exhibit explicitly the \( k \) dependence that for now remains implicit in some terms of \( P_s \). This latter step is required to identify the so called spectral index, and running of the spectral index. In fact, we will make use of some of the results obtained in [33] and [36].

We begin by recalling our definition of \( \nu \), (A13), which is explicitly given by

\[ \nu = \left[ \frac{1}{4} + \eta^2 \mathcal{H}^2 \left( 2 - \epsilon_1 + \frac{3}{2} \epsilon_2 + \frac{\epsilon_2}{2} - \frac{7}{2} \epsilon_1 \epsilon_2 + \frac{2 \epsilon_2}{2} \right) \right]^{1/2}. \]  

(B2)

In that equation, the functions \( \mathcal{H}^2, \epsilon_1, \epsilon_2 \) depend on \( \eta \), however the second order terms involving \( \epsilon_{1,2,3} \) can already considered to be constant.

The explicit dependence on the linear terms \( \epsilon_{1,2} \), can be found by expanding around \( N_s \). We remind the reader the definition \( N \equiv \ln(a/a_{\text{ini}}) \) and that \( N_s \) represents the turning point i.e. it is the time at which \( q(q_s) = 0 \), see (A14). Thus, \( N_s \) is evaluated at \( a(q_s) \). The expansion yields

\[ \epsilon_1 = \epsilon_{1*} + \frac{d\epsilon_1}{dN_s} (N - N_s) + \frac{1}{2} \left( \frac{d\epsilon_1}{dN_s} \right)^2 (N - N_s)^2 + \ldots \]  

\[ = \epsilon_{1*} + \epsilon_{1*,2*} \ln \left( \frac{a}{a_{*}} \right) \]  

\[ + \frac{1}{2} \left( \epsilon_{1*,2*} + \epsilon_{1*,2*,3*} \right) \ln^2 \left( \frac{a}{a_{*}} \right) + \ldots \]  

\[ = \epsilon_{1*} - \epsilon_{1*,2*} \ln \left( \frac{\eta}{\eta_{*}} \right) \]  

\[ + \frac{1}{2} \left( \epsilon_{1*,2*} + \epsilon_{1*,2*,3*} \right) \ln^2 \left( \frac{\eta}{\eta_{*}} \right) + \ldots \]  

(B3)

where in the second line the definition of the HFF [3] was used, and in the third line we used that \( a(\eta) \propto 1/\eta \). As we see from (B3), the function \( \epsilon_1 \) now exhibits explicit its \( \eta \) dependence. A similar procedure is used to obtain

\[ \epsilon_2 = \epsilon_{2*} - \epsilon_{2*,3*} \ln \left( \frac{\eta}{\eta_{*}} \right) \]  

\[ + \frac{1}{2} \left( \epsilon_{2*,3*} + \epsilon_{2*,3*,4*} \right) \ln^2 \left( \frac{\eta}{\eta_{*}} \right) + \ldots \]  

(B4)
Using the expansions (B3) and (B4), one can find the expression for $\mathcal{H}$ up to second order in HFF, this is [31]:

$$
\mathcal{H} = \frac{-1}{\eta} \left(1 + \epsilon_{1*} + \epsilon_{1*}^2 + \epsilon_{1*} \epsilon_{2*} + \frac{1}{\eta} \ln \frac{\eta}{\eta_0} + O(\epsilon^3)\right).
$$

Moreover, from the last equation one can find an expression for a expanded at second order in HFF [31]

$$
a(\eta) \simeq \frac{-1}{H \eta} \left[1 + \epsilon_{1*} + \epsilon_{1*}^2 + \epsilon_{1*} \epsilon_{2*}
- \left(\epsilon_{1*} + 2 \epsilon_{1*}^2 + \epsilon_{1*} \epsilon_{2*}\right) \ln \frac{\eta}{\eta_0}
+ \frac{1}{2} \left(\epsilon_{1*}^2 + \epsilon_{1*} \epsilon_{2*}\right) \ln^2 \frac{\eta}{\eta_0}\right].
$$

(B5)

Therefore, using expansions (B3), (B4) and (B5), the expression corresponding to $\nu$ (B2) expanded up to second order in HFF is

$$
\nu(\eta) = \nu_s - \left(\epsilon_{1*} \epsilon_{2*} + \frac{1}{2} \epsilon_{1*} \epsilon_{2*}\right) \ln \frac{\eta}{\eta_0} + O(\epsilon^3)
$$

(B7)

with

$$
\nu_s \equiv \frac{3}{2} + \epsilon_{1*} + \epsilon_{1*}^2 + \frac{1}{2} \epsilon_{2*} + \frac{5}{6} \epsilon_{1*} \epsilon_{2*} + \frac{1}{6} \epsilon_{1*} \epsilon_{2*}.
$$

(B8)

At this point, we have found the explicit dependence in the $\eta$ variable corresponding to the functions: $\epsilon_{1,2}(\eta)$, $\alpha(\eta)$ and $\nu(\eta)$. But we still require to calculate the functions $\mathcal{F}$ and $F$ to obtain the complete expression for $\mathcal{P}_s$. This will be done by solving the corresponding integrals.

Let us focus on $\mathcal{F}$. From the definition $\mathcal{F} \equiv \frac{2}{3} f^{3/2}$ and $F$, defined in (A14), we have

$$
\mathcal{F} = \int_{\eta_0}^{\eta} d\tilde{\eta} \sqrt{\frac{\nu^2(\tilde{\eta})}{\tilde{\eta}^2} - q^2}.
$$

(B9)

Using the definition of $q^2$ (A26), we can check that if $\lambda_k = 0$, i.e. if there is no collapse of the wave function, then $q^2 = k^2$. Thus, $\mathcal{F} = F$ when $\lambda_k = 0$ (recall $F$ is defined in (A22), and that $F$ is real while $\mathcal{F}$ is complex). Therefore, we can obtain $\mathcal{F}$ and $F$ from the same integral, i.e. solving integral (B9), automatically yields $\mathcal{F}$, and by setting $\lambda_k = 0$ in that result, we can obtain also $F$.

Inserting (B7) into the previous formula and expanding everything to second order, the integrand in (B9) reads

$$
\sqrt{\frac{\nu^2(\tilde{\eta})}{\tilde{\eta}^2} - q^2} \approx \frac{-\nu_s}{\tilde{\eta}} \left(1 - \frac{q^2 \tilde{\eta}^2}{\nu_s^2}\right)^{1/2}
+ \frac{3}{2 \nu_s} \left(\epsilon_{1*} \epsilon_{2*} + \frac{1}{2} \epsilon_{1*} \epsilon_{2*} \epsilon_{3*}\right)
\times \left(1 - \frac{q^2 \tilde{\eta}^2}{\nu_s^2}\right)^{-1/2} \ln \left(\frac{\tilde{\eta}}{\eta_0}\right).
$$

(B10)

Therefore, we have two different integrals to calculate in order to evaluate the term $\mathcal{F}$. In the following we write,

$$
\mathcal{F} \equiv \mathcal{F}_1 + \mathcal{F}_2,
$$

(B11)

and calculate each of the $\mathcal{F}_{1,2}$ separately. These integrals can be solved analytically [31], for our model, the result is

$$
\lim_{|\eta| \to 0} \mathcal{F}_2 = \frac{3}{16 \nu_s} \left(\epsilon_{1*} \epsilon_{2*} + \frac{1}{2} \epsilon_{2*} \epsilon_{3*}\right) \left(4 \ln^2 \frac{\eta}{\eta_0} - 4 \ln^2 2 + \frac{\pi^2}{3}\right) + \frac{12}{16 \nu_s} \left(\epsilon_{1*} \epsilon_{2*} + \frac{1}{2} \epsilon_{2*} \epsilon_{3*}\right) \left[\ln^2 \zeta_k - \theta_k^2\right]
$$

(B14)

The explicit dependence on the collapse parameter $\lambda_k$ is now manifested in the previous equations through $\zeta_k$ and $\theta_k$. We notice that $\mathcal{F}_1$ and $\mathcal{F}_2$ contain terms that are logarithmically divergent in the limit $|\eta| \to 0$. We will see that this is not a serious problem, the final expression of $\mathcal{P}_s(k)$ will not have any divergent terms.

Equations (B13) and (B14) enable us to calculate $\mathcal{F} \equiv \mathcal{F}_1 + \mathcal{F}_2$ and $F$. The latter, as we have indicated previously, is obtained by setting $\lambda_k = 0$, i.e. $\zeta_k = 1$ and
\( \theta_k = 0 \), yielding

\[
F = -\nu_s \left[ 1 + \ln \left| \frac{\eta}{\eta_s} \right| - \ln 2 \right] + \frac{3}{16 \nu_s} \left( \epsilon_{1*} \epsilon_{2*} + \frac{1}{2} \epsilon_{2*} \epsilon_{3*} \right) \times \left( 4 \ln^2 \left| \frac{\eta}{\eta_s} \right| - 4 \ln^2 2 + \frac{\pi^2}{3} \right). \tag{B15}
\]

and

\[
2[\text{Re}(F) - F] = -2\nu_s \ln \zeta_k + \frac{3}{2\nu_s} \left( \epsilon_{1*} \epsilon_{2*} + \frac{1}{2} \epsilon_{2*} \epsilon_{3*} \right) \left[ \ln^2 \zeta_k \theta_k^2 \right]. \tag{B16}
\]

We have all the expressions needed to give an expression of the \( \mathcal{P}_s \) in terms of: the collapse parameter and the second order HFF. Therefore, collecting Eqs. (B15), (B16), (B17), as well as the corresponding ones to \( \epsilon_{1,2}(\eta) \), \( a(\eta) \) and \( \nu(\eta) \) (this is Eqs. (B3), (B4), (B6) and (B7)), it is straightforward, although lengthy, to obtain the power spectrum from (B1). The final expression is

\[
\mathcal{P}_s \simeq \frac{18\epsilon^{-3} H_*^2}{\pi^2 M_p^2} \left\{ 1 + \epsilon_{1*} \left( -\frac{2}{3} + 2 \ln 2 \right) + \epsilon_{2*} \left( -\frac{1}{3} + \ln 2 \right) + \epsilon_{1*}^2 \left( -\frac{26}{9} + \frac{2}{3} \ln 2 + 2 \ln^2 2 \right) + \epsilon_{2*}^2 \left( -\frac{1}{18} + \frac{1}{3} \ln 2 + \frac{1}{2} \ln^2 2 \right) + \epsilon_{1*} \epsilon_{2*} \left( -\frac{43}{9} + \frac{\pi^2}{12} + \frac{1}{3} \ln 2 + \ln^2 2 \right) + \epsilon_{2*} \epsilon_{3*} \left( -\frac{1}{9} + \frac{\pi^2}{24} + \frac{1}{3} \ln 2 - \frac{1}{2} \ln^2 2 \right) \right\} C(k), \tag{B18}
\]

where we have defined

\[
C(k) \equiv \left( 1 + \frac{\lambda_k |k\tau|}{k^2} + \frac{\lambda_k}{2k^2} \cos(2|k\tau|) \right) - \frac{\exp\{2[\text{Re}(F) - F]\}}{\cos[2\text{Im}(F)]}, \tag{B19}
\]

with

\[
\exp\{2[\text{Re}(F) - F]\} = \zeta_k^{-3} \exp \left[ -2 \left( \epsilon_{1*} + \epsilon_{1*}^2 + \frac{1}{2} \epsilon_{2*} + \frac{5}{6} \epsilon_{1*} \epsilon_{2*} + \frac{1}{6} \epsilon_{2*} \epsilon_{3*} \right) \ln \zeta_k + \left( \epsilon_{1*} \epsilon_{2*} + \frac{1}{2} \epsilon_{2*} \epsilon_{3*} \right) \right] \tag{B20}
\]

and

\[
\cos[2\text{Im}(F)] = \cos \left\{ \left( 3 + 2 \epsilon_{1*} + 2 \epsilon_{1*}^2 + 2 \epsilon_{2*} + \frac{5}{3} \epsilon_{1*} \epsilon_{2*} + \frac{1}{3} \epsilon_{2*} \epsilon_{3*} \right) \theta_k \right. \\
\left. - 2 \left( \epsilon_{1*} \epsilon_{2*} + \frac{1}{2} \epsilon_{2*} \epsilon_{3*} \right) \left( \theta_k \ln \zeta_k \right) \left[ 1 + \ln \left| \frac{\eta}{\eta_s} \right| \right] \right\}. \tag{B21}
\]

At this point a few comments are in order. First, as discussed in Refs. [34, 36, 61], the presence of the factor \( 18\epsilon^{-3} \simeq 0.896 \) is typical for the uniform approximation, and from now on, we will simply set this factor equal to one. Second, the divergent logarithmic term appears only in \( C(k) \) but as an argument of a cosine function, which in turn appears in the denominator in the definition of \( C(k) \); thus it represents no problem at all. In fact, we can set \( \ln \left| \frac{\eta}{\eta_s} \right| \simeq \ln \left| \frac{a_0}{a} \right| = \Delta N_s \), i.e. is the number of e-folds from \( \eta_s \) to the end of inflation.

Additionally, from the resulting expression of \( \mathcal{F}_1 + \mathcal{F}_2 = \mathcal{F} \) we have,

\[
2\text{Im}(\mathcal{F}) = -2\nu_s \theta_k + \frac{3}{\nu_s} \left( \epsilon_{1*} \epsilon_{2*} + \frac{1}{2} \epsilon_{2*} \epsilon_{3*} \right) (\theta_k \ln \zeta_k) \times \left[ 1 + \ln \left| \frac{\eta}{\eta_s} \right| \right], \tag{B16}
\]

Our expression of \( \mathcal{P}(k) \) depends on \( \eta_s \), and the HFF, as well as \( H_* \) all evaluated at \( \eta_s \), which is the turning point of \( g \), this means \( \eta_s \equiv -\nu(\eta_s)/k \). Thus, there is a \( k \) dependence that remains hidden in those quantities. In order to recover the \( k \) dependence, we define a pivot wavenumber \( k_0 \) and expand all those terms around an unique conformal time \( \eta_0 \). It is customary to set this \( \eta_0 \) as the time of “horizon crossing,” which is defined as

\[
-k_0 \eta_0 = 1. \tag{B22}
\]

Technically, this means that, for instance, the Hubble
parameter $H_*$ must be rewritten as an expansion around $\eta_0$, 

$$H_* = H_0 \left[ 1 + (\epsilon_{10}^2 + \epsilon_{10}) \ln \frac{\eta_0}{\eta_*} + \frac{1}{2} (\epsilon_{10}^2 + \epsilon_{10} \epsilon_{20}) \ln^2 \frac{\eta_0}{\eta_*} \right]$$

(B23)

and the $k$ dependence is thus uncovered by the relation

$$\frac{\eta_*}{\eta_0} = \frac{k_0}{k} \nu_*.$$  

(B24)

Expanding the previous equation at second order in HFF, we obtain

$$\ln \left( \frac{\eta_*}{\eta_0} \right) = \left( \ln \frac{3}{2} + \ln \frac{k_0}{k} \right) \left( 1 - \frac{2}{3} \epsilon_{10} \epsilon_{20} - \frac{1}{3} \epsilon_{20} \epsilon_{30} \right)$$

$$+ \frac{2}{3} \epsilon_{10} + \frac{1}{3} \epsilon_{20} + \frac{4}{9} \epsilon_{10}^2 - \frac{1}{18} \epsilon_{20}^2$$

$$+ \frac{1}{9} \epsilon_{20} \epsilon_{30} + \frac{1}{3} \epsilon_{10} \epsilon_{20}.$$  

(B25)

Hence, substituting (B25) into (B23), will exhibit explicitly the $k$ dependence in the Hubble factor $H_*$. 

Applying this same technique to the HFF $\epsilon_{i\nu}$ and $\nu_*$ lead us to our main expression. This is, the scalar power spectrum at second order in the HFF given by the CSL model is

$$\mathcal{P}_s = \frac{H_*^2}{\pi^2 M^2_{Pl} \epsilon_{10}} \left\{ 1 - D \epsilon_{10} - D \epsilon_{20} + \left( -\frac{10}{9} - 2D + 2D^2 \right) \epsilon_{10}^2 + \left( \frac{2}{9} + \frac{D^2}{2} \right) \epsilon_{20}^2 \right.$$ 

$$+ \left( -\frac{29}{9} - D + 2D^2 + \frac{\pi^2}{12} \right) \epsilon_{10} \epsilon_{20} + \left( \frac{\pi^2}{24} - \frac{1}{18} - \frac{D^2}{2} \right) \epsilon_{20} \epsilon_{30} \right.$$ 

$$+ \left[ -2 \epsilon_{10} - 2(1-2D) \epsilon_{10}^2 - (1-2D) \epsilon_{10} \epsilon_{20} + D \epsilon_{20}^2 - D \epsilon_{20} \epsilon_{30} \right] \ln \left( \frac{k}{k_0} \right)$$

$$+ \left[ 2 \epsilon_{10} + \epsilon_{10} \epsilon_{20} + \frac{1}{2} \epsilon_{20}^2 - \frac{1}{2} \epsilon_{20} \epsilon_{30} \right] \ln^2 \left( \frac{k}{k_0} \right) \right\} C(k),$$

(B26)

where $D \equiv 1/3 - \ln 3$ and in $C(k)$ (defined in (B19)) we have the following expressions for the $\exp\{2\Re(\mathcal{F}) - F\}/\cos[2\Im(\mathcal{F})]$ term:

$$\exp\{2\Re(\mathcal{F}) - F\} = \zeta_0^{-3} \exp \left\{ \left[ -2 \epsilon_{10} - \epsilon_{20} - 2 \epsilon_{10}^2 + \left( -\frac{5}{3} + 2 \ln \frac{3}{2} - 2 \ln \frac{k}{k_0} \right) \epsilon_{10} \epsilon_{20} \right. \right.$$ 

$$+ \left. \left( -\frac{1}{3} + \ln \frac{3}{2} - \ln \frac{k}{k_0} \right) \epsilon_{20} \epsilon_{30} \right\} \left. \ln \zeta_k + \left( \epsilon_{10} \epsilon_{20} + \frac{1}{2} \epsilon_{20} \epsilon_{30} \right) \left( \ln^2 \zeta_k - \theta_k^2 \right) \right\}$$

(B27)

and

$$\cos[2\Im(\mathcal{F})] = \cos \left\{ \left[ -3 - 2 \epsilon_{10} - \epsilon_{20} - 2 \epsilon_{10}^2 + \left( -\frac{5}{3} + 2 \ln \frac{3}{2} - 2 \ln \frac{k}{k_0} \right) \epsilon_{10} \epsilon_{20} \right. \right.$$ 

$$+ \left. \left( -\frac{1}{3} + \ln \frac{3}{2} - \ln \frac{k}{k_0} \right) \epsilon_{20} \epsilon_{30} \right\} \theta_k$$

$$+ 2 \left( \epsilon_{10} \epsilon_{20} + \frac{1}{2} \epsilon_{20} \epsilon_{30} \right) \left( \theta_k \ln \zeta_k + \left[ 1 - \Delta N_0 - \ln \frac{3}{2} + \ln \frac{k}{k_0} \right] \right).$$

(B28)

Notice that the former divergent logarithmic term, has now transformed into $\Delta N_0$ which is the number of e-folds from the horizon crossing of the pivot scale $k_0$ to the end of inflation. Typically $\Delta N_0 \sim 60$. Equation (B26), is our final expression for the PS, within the CSLIM, written in terms of the HFF and the collapse parameter $\lambda_k$. 

In the standard approach for the predicted power spectrum (PS), the $k$ dependence can be parameterized by the so called scalar spectral index $n_s$ and the running of the spectral index $\alpha_s$. The parameters $n_s$ and $\alpha_s$ are of interest since they are used to constrain the shape of the PS consistent with the observational data. On the other hand, in our main result (B26), we can see that the CSL model induces an extra $k$ dependence on the PS through $C(k)$ as expected. Consequently, it would be helpful to identify the parameters $n_s$ and $\alpha_s$, and then including them, if necessary, in the function $C(k)$. This will allow us to compare directly the observational consequences between our approach and the standard inflationary model. That preliminary analysis is done in Sec. 4.
Thus, in order to deduce an expression for \( n_s \) and \( \alpha_s \) in terms of the HFF, we set \( C(k) = 1 \) and follow the method in [36]. Additionally, since the amplitude of the PS was computed up to second order in HFF, the expression for \( n_s \) is valid up to third order and \( \alpha_s \) up to fourth order. Hence, the scalar spectral index is given by

\[
\begin{align*}
    n_s - 1 &= -2\epsilon_{10} - \epsilon_{20} - 2\epsilon_{10}^2 - (1 + D)\epsilon_{10}\epsilon_{20} - D\epsilon_{20}\epsilon_{30} - 2\epsilon_{10}^3 + \left( -\frac{47}{9} - 5D + 3D^2 \right) \epsilon_{10}\epsilon_{20} \\
        &+ \left( -\frac{9}{2} \epsilon_{20}\epsilon_{30} + \left( -\frac{1}{18} - D + \frac{\pi^2}{24} \right) \epsilon_{20}\epsilon_{30} + \left( -\frac{1}{18} - D^2 + \frac{\pi^2}{24} \right) \epsilon_{20}\epsilon_{30}\epsilon_{40} \\
        &+ \left( -\frac{29}{9} - 2D + \frac{\pi^2}{12} \right) \epsilon_{10}\epsilon_{20}\epsilon_{30} + \left( -\frac{38}{9} - D + \frac{\pi^2}{12} \right) \epsilon_{10}\epsilon_{20}^2 \right) (B29)
\end{align*}
\]

and the running of the spectral index yields

\[
\begin{align*}
    \alpha_s &= -2\epsilon_{10}\epsilon_{20} - \epsilon_{20}\epsilon_{30} - 6\epsilon_{20}\epsilon_{10}^2 - 12\epsilon_{20}\epsilon_{10}^3 - D\epsilon_{20}\epsilon_{30}^2 - D\epsilon_{20}\epsilon_{30}\epsilon_{40} + \frac{8}{9} \epsilon_{20}\epsilon_{30} + \frac{4}{9} \epsilon_{20}\epsilon_{30}\epsilon_{40} \\
        &+ \left( 6D^2 - 11D - \frac{121}{9} \right) \epsilon_{20}\epsilon_{10}^2 + \left( 3D^2 - 6D - \frac{65}{9} \right) \epsilon_{20}\epsilon_{30}\epsilon_{10}^2 + \left( -\frac{D^2}{2} + \frac{\pi^2}{24} - \frac{1}{18} \right) \epsilon_{20}\epsilon_{30}^3 \\
        &+ \left( -\frac{D^2}{2} + \frac{\pi^2}{24} - \frac{1}{18} \right) \epsilon_{20}\epsilon_{30}\epsilon_{40}^2 + \left( -\frac{3D^2}{2} + \frac{\pi^2}{8} - \frac{1}{6} \right) \epsilon_{20}\epsilon_{30}\epsilon_{40}^3 + \left( -\frac{D^2}{2} + \frac{\pi^2}{24} - \frac{1}{18} \right) \epsilon_{20}\epsilon_{30}\epsilon_{40}^5 \\
        &+ \left( -\frac{38}{9} - D + \frac{\pi^2}{12} \right) \epsilon_{20}\epsilon_{10} + \left( -3D + \frac{\pi^2}{12} - \frac{29}{9} \right) \epsilon_{20}\epsilon_{30}\epsilon_{10} + \left( -4D + \frac{\pi^2}{4} - \frac{38}{3} \right) \epsilon_{20}\epsilon_{30}\epsilon_{10} \\
        &- (D + 2)\epsilon_{20}\epsilon_{30}\epsilon_{10} + \left( -3D + \frac{\pi^2}{12} - \frac{29}{9} \right) \epsilon_{20}\epsilon_{30}\epsilon_{40} (B30)
\end{align*}
\]

We note that at the lowest order in the HFF, \( n_s \) and \( \alpha_s \) coincides with the standard expressions.
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