An Efficient Scheme for Determining the Power Loss in Wind-PV Based on Deep Learning
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ABSTRACT Power loss is a bottleneck in every power system and it has been in focus of majority of the researchers and industry. This paper proposes a new method for determining the power loss in wind-solar power system based on deep learning. The main idea of the proposed scheme is to freeze the feature extraction layer of the deep Boltzmann network and deploy deep learning training model as the source model. The sample data with closer distribution with the data under consideration is selected by defining the maximum mean discrepancy contribution coefficient. The power loss calculation model is developed by configuring the deep neural network through the sample data. The deep learning model is deployed to simulate the non-linear mapping relationship between the load data, power supply data, bus voltage data and the grid loss rate during power grid operation. The proposed algorithm is applied to an actual power grid to evaluate its effectiveness. Simulation results show that the proposed algorithm effectively improved the system performance in terms of accuracy, fault tolerance, nonlinear fitting and timeliness as compared with existing schemes.

INDEX TERMS Renewable energy, PV, optimization, deep learning, power loss.

I. INTRODUCTION

In recent years, the distributed power generation-based PV systems have achieved rapid development. The large number of distributed photovoltaic access has brought a certain impact on the reactive power of the distribution network, which is likely to cause problems such as the voltage limit of the grid connection point and the user power factor exceeding the standard. One of the main factors restricting the development of photovoltaics in highlighted in these references [1]–[5]. With the continuous innovation and breakthrough of renewable energy power generation technology worldwide, like in the countries like Pakistan, India etc. policy support for the development of renewable energy has increased, therefore, the renewable energy has shown an accelerated development trend [6]. With the implementation of new energy development strategy, the photovoltaic power generation industry has developed tremendously, and photovoltaic grid-connected systems are gradually becoming large-scale development [7], [8]. At present, several megawatt-level grid-connected photovoltaic power stations have been installed in different places [9].

The network loss rate is an important research topic for the economic operation of the power system. As an important economic indicator for measuring and evaluating the production and operation of the power supply unit, the calculation of the network loss rate can help the power supply unit to conduct a more targeted network loss analysis and loss reduction jobs [10]. With the rapid development of modern power systems, the power grid has basically formed a
The characteristics of distance transmission and heavier load, and the introduction of power system competition mechanism, make the equipment running in the grid often reach its rated value. For this kind of high-strength power system, the power flow calculation often fails to converge or has no solution [11]. Solving the power flow problem is a complex nonlinear programming problem, which usually needs to be solved by an iterative method. The iterative calculation process is slow, resulting in poor timeliness. Therefore, it is generally only used for offline calculations. In addition, the data required for calculation will be missing, incomplete collection or collection errors [12]. Therefore, finding a fast, accurate, and highly error-tolerant theoretical online calculation method for the loss of data, so as to formulate practical loss reduction measures to reduce the loss of the network, is an urgent problem for power companies to solve [13], [14].

At present, the network loss rate calculation methods mainly include traditional power flow calculation methods, intelligent algorithms, and big data processing technologies based on cloud computing platforms. The calculation methods of network loss rate for processing high-dimensional data electrical networks are mostly based on data mining methods, including neural networks, support vector machines, cluster analysis, cloud computing and a combination of multiple methods. Reference [15] puts forward a calculation method of network loss rate based on the statistical data of network loss rate and its influencing factors, which is a combination of analytic hierarchy process and multiple gray correlation techniques, which solves the problem of complex calculations, but handles high-dimensional data. There are shortcomings in calculation speed and accuracy. The authors in [16] propose a joint network loss rate calculation method for vertical-lateral error matching, which improves the calculation accuracy, but there are insufficient calculation speeds when processing high-dimensional data. The authors in [17], [18] propose a calculation method based on neural network, which solves the problem of calculation speed in high-dimensional data, but it has a strong dependence on initial parameters, and improper selection of initial data will produce larger errors. Therefore, genetic algorithms are often used. The initial parameters are optimized to reduce errors.

Wind power and photovoltaic power generation are intermittent and uncertain. The power transmission caused by wind power and photovoltaic grid connection and the impact on the power system flow make the change trend of the grid loss rate and the output of wind power photovoltaic. It is closely related, and the data collection system of the new energy power generation system is imperfect, making the data missing situation more serious. The current shallow learning methods have limited processing capabilities for high-dimensional data input features, and cannot well achieve the problem of calculating the network loss rate when the power system is high-dimensional.

Deep learning theory [19], as the latest research result in the field of machine learning, has achieved fruitful research results in image and speech processing [20], [21] with its powerful modeling and representation capabilities. However, the application research of combining it with the related problems of power system is very limited. The authors in [22] introduced deep learning technology to the calculation of wind power and photovoltaic power, and achieved good calculation results. The authors in [23] combined variational modal decomposition and particle swarm optimization with deep confidence networks to calculate short-term electricity consumption. In [24], the authors proposed a method based on deep belief network to improve power system transient stability evaluation (TSA) The method of accuracy. Reference [25] proposed a joint calculation method of short-term electrical, thermal, and gas load based on deep structure multi-task learning. So far, there is no relevant research on the application of deep learning in the calculation of network loss rate.

The combination of migration and deep learning improves the learning ability and generalization ability of deep learning. The authors in [26] proposed a sentiment analysis method based on deep representation learning and Gaussian process knowledge transfer learning, which effectively improves the performance of text sentiment classification. In [27], the authors aimed at the practical application of deep face learning models in big data, and proposed a solution to this problem by migrating a pre-trained deep face model to a specific task.

This paper proposes a new method for determining the power loss in wind-solar power system based on deep learning. The main contributions of the paper are as follows:

- The power loss calculation model is developed by configuring the deep neural network through the sample data.
- The deep learning model is deployed to simulate the non-linear mapping relationship between the load data, power supply data, bus voltage data and the grid loss rate during power grid operation.
- The proposed algorithm is applied to an actual power grid to evaluate its effectiveness.
- The DBN-DNN deep learning calculation method has higher calculation accuracy than the traditional shallow structure back propagation (BP) neural network calculation method. In this paper, the calculation accuracy of the DBN-DNN model is 4.95% higher than that of the BP neural network, which shows that the DBN-DNN model has more advantages in processing high-dimensional input data of the power system.
- The deep learning, migration learning and the calculation of the grid loss rate of the actual regional power grid containing wind power and photovoltaic power in the power system are combined to verify the practicability and feasibility of the model.

The remaining of the paper is organized as follows. In Section II, the deep transfer learning method is discussed. In Section III, the theoretical power loss calculation method is described. In Section IV, the case analysis is
performed with numerical results while Section V concludes the paper.

II. DEEP TRANSFER LEARNING

In this section, the analysis and illustrations of deep belief network, deep belief network based deep neural network (DBN-DNN), maximum mean difference (MMD) and MMD contribution coefficient is presented underlying concepts are explained.

A. DEEP BELIEF NETWORK

The deep belief network (DBN) is a generative structure model with multiple hidden layers. This machine is stacked with restricted Boltzmann machine (RBM), which has powerful feature extraction capabilities. The restricted Boltzmann machine [28], [29] is a Markov random field model, which has a 2-layer structure, as shown in Figure 1. The lower layer is the input layer, containing $m$ input units $v_i$, used to represent input data, and each input unit contains a real-valued offset $a_i$; the upper layer is the hidden layer, containing $m$ hidden units $h_j$, which represent the input extracted by RBM abstract feature of data, each hidden unit contains a real-valued bias $b_j$. The RBM has the characteristics of no connection within the layer and full connection between the layers, that is, there is no connection between nodes in the same layer, and each node is connected to the adjacent layer. All nodes in are fully connected, and there are real-valued weights $w_{ij}$ on the connections, which ensures the independence of conditions between layers.

The RBM model is an energy model. For a set of state quantities $(v, h)$, its energy function can be defined as $E_{\theta} (v, h)$, where $\theta$ is the network parameter, $\theta = \{a_i, h_i, w_{ij}\}$. The hidden layer and the visible layer total probability distribution can be defined as $P(v, h)$, namely

$$
\begin{aligned}
E_{\theta} (v, h) &= - \sum_{i=1}^{n} \sum_{j=1}^{m} w_{ij} v_i h_j - \sum_{i=1}^{m} a_i v_i - \sum_{j=1}^{n} b_j h_j \\
P(v, h) &= \frac{1}{z_{\theta}} e^{-E(v,h)}
\end{aligned}
$$

where $z_{\theta}$ is the partition function, $z_{\theta} = \sum_{v,h} e^{-E(v,h)}$.

According to the conditional independence between RBM layers, if the input data is given, the node value of the output layer satisfies the following conditional probability:

$$
P(v_i = 1|v, \theta) = \varphi \left( b_j + \sum_{i=1}^{n} w_{ij} v_i \right)
$$

where $\varphi(x) = 1 / (1 + e^{-x})$ is the sigmoid activation function. Correspondingly, when the data of the output layer is determined, the conditional probability of the value of the input node is:

$$
P(v_i = 1|v, \theta) = \varphi \left( a_i + \sum_{j=1}^{n} w_{ij} h_j \right)
$$

Given a set of training samples $S = \{v^1, v^2, \ldots, v^n\}$, training RBM is to adjust the parameter $\theta$, to fit the given training learning sample so that the probability distribution represented by the corresponding RBM under this parameter is as close as possible to the training distribution of learning data is consistent. Usually the network parameters are adjusted by the method of maximum likelihood estimation. Therefore, the goal of training RBM is to maximize the likelihood function $L(\theta)$ of the network to obtain the parameter $\theta$, namely $L(\theta, v) = \prod_{i=1}^{n} p(v^i)$. To simplify the calculation, write it as Logarithmic form:

$$
\begin{aligned}
\ln L(\theta, v) &= \sum_{i=1}^{n} \ln p(v^i) \\
\theta &= \arg \max L(\theta) = \arg \max \sum_{i=1}^{n} p(v^i)
\end{aligned}
$$

Here, contrast divergence algorithm [16] is used to train RBM.

B. DEEP LEARNING MODEL BASED ON DBN-DNN

The deep learning model in this paper is the deep learning theoretical network loss rate calculation model DBN-DNN, which is a combination of deep neural network (DNN) and DBN. The deep learning network based on the DBN-DNN combination is a complex nonlinear mapping from input to output. It does not require precise expressions of the relationship between input and output, and can obtain complex nonlinear mapping between input and output through a large amount of learning, so that the deep learning network has the ability to express the characteristics of data layer by layer and deeply mine the value of data. First, use the greedy unsupervised learning algorithm to initialize the entire DBN deep belief network model. After layer-by-layer training, the abstract feature vector learned by DBN is used as the input of the deep neural network, so that the deep neural network can perform quickly, effectively, stably and reliably. training. Finally, the BP algorithm is used to supervise the training of DNN to fit the label data, as shown in Figure 2.

C. MAXIMUM MEAN DIFFERENCE

Transfer learning can help the target task to learn with the help of related fields (source fields) or task knowledge. Knowledge can be borrowed or transferred between the source domain, task and target domain, and tasks, which indicates that the source must be some correlation or similarity between domain data and target domain data. Therefore, it is important to measure the similarity or difference of data distribution between two fields or tasks in transfer learning. Based on our knowledge, there is still no unified method for measuring the similarity or difference of data distribution between domains or tasks. At present, the common methods...
to measure the distribution difference between domains are: KL divergence, Bregman divergence, maximum mean difference (MMD) measurement \cite{30}, \cite{31}, etc. Among the above-mentioned three kinds of measurement methods for the distribution difference between the domains or tasks, MMD is the most widely used. Suppose there is a source data \(x(\text{s}) = \left[ x_1^{(\text{s})}, x_2^{(\text{s})}, \ldots, x_n^{(\text{s})} \right] \) satisfying the distribution and a target data satisfying the \(q\) distribution \(x^{(t)} = \left[ x_1^{(t)}, x_2^{(t)}, \ldots, x_n^{(t)} \right] \). Let \(H\) denote the regenerated kernel Hilbert space (RKHS) \cite{32}, \(\phi(\cdot) : X \rightarrow H\) denote the non-linear feature mapping function from the original feature space to RKHS. Since RKHS is usually a high-dimensional or even infinite space, the corresponding kernel generally chooses to represent an infinite-dimensional Gaussian kernel \cite{33}, \cite{34}:

\[
k(x, x') = e^{-\left( \frac{\|x - x'\|^2}{2\sigma^2} \right)}
\]  

(6)

The MMD of \(X^{(s)}, X^{(t)}\) in RKHS can be expressed as

\[
\varepsilon_{\text{MMD}} = \frac{1}{n_s} \sum_{i=1}^{n_s} \varphi(x_i^{(s)}) - \frac{1}{n_t} \sum_{j=1}^{n_t} \varphi(x_j^{(t)})
\]  

(7)

For the convenience of calculation, we usually use the square form of \(\varepsilon_{\text{MMD}}\), namely \(\varepsilon_{\text{MMD}}^2\). Expand it to

\[
\varepsilon_{\text{MMD}}^2 = \frac{1}{N_T^2} \sum_{i=1}^{N_T} \sum_{j=1}^{N_T} \varphi(x_i) \varphi(y_j) + \frac{1}{N_S^2} \sum_{i=1}^{N_S} \sum_{j=1}^{N_S} \varphi(x_i) \varphi(y_j) - \frac{2}{N_S N_T} \sum_{i=1}^{N_S} \sum_{j=1}^{N_T} \varphi(x_i) \varphi(y_j)
\]  

(8)

Introduce the kernel trick here:

\[
< \varphi(x), \varphi(y) >_H < k(x, .) , k(y, .) >_H = k(x, y)
\]  

(9)

D. MAXIMUM MEAN DIFFERENCE CONTRIBUTION COEFFICIENT

In order to find out the irrelevant or not relevant data of the source data and the target data, this paper defines the maximum mean difference contribution coefficient (CCMMD) of each source data. Let \(\rho_i\) denote the maximum mean difference contribution coefficient of the \(i\)-th sample. Suppose \(\varepsilon_{\text{MMD}}^2 \neq i\) lacking the \(i\)-th source data sample is

\[
\varepsilon_{\text{MMD}}^2 = \frac{1}{N_T^2} \sum_{i=1}^{N_T} \sum_{j=1}^{N_T} k(x_i, y_j) + \frac{1}{N_S^2} \sum_{i=1}^{N_S} \sum_{j=1}^{N_S} k(x_i, y_j) - \frac{2}{N_S N_T^2} \sum_{i=1}^{N_S} \sum_{j=1}^{N_T} k(x_i, y_j)
\]  

(10)

MMD measures the overall mean difference between source data and target data. It can be used to represent the distribution difference between two data sets and is widely used in transfer learning. It can be seen from equation (7) that when MMD measures the distribution difference between source data and target data, all source data is used. If there is irrelevant data, it will affect the result. Therefore, we must consider each importance of the source data.

\[
\varepsilon_{\text{MMD}}^2 \neq i \left\| \frac{1}{n_s} \sum_{i=1,k \neq i}^{n_s} \varphi(x^{(s)}_i) - \frac{1}{n_t} \sum_{j=1}^{n_t} \varphi(x^{(t)}_j) \right\|_H
\]  

(11)

where \(k = 1, 2, \ldots, n\), then \(\rho_i\) is

\[
\rho_i = \frac{\varepsilon_{\text{MMD}}^2 \neq i - \varepsilon_{\text{MMD}}}{\varepsilon_{\text{MMD}}}
\]  

(12)

If \(\rho_i > 0\), it means that the \(i\)-th sample has contributed to MMD. On the contrary, if \(\rho_i \leq 0\), it means that the \(i\)-th sample has “negative” contribution to MMD. By calculating the \(\rho_i\) of each source data, the sample data with \(\rho_i > 0\) is filtered out, and the source data that is closer to the target data distribution is obtained, which is used to fine-tune the high-level DNN neural network.
III. THEORETICAL POWER LOSS RATE CALCULATION

A. POWER LOSS CALCULATION

This paper uses the deep learning model to simulate the non-linear mapping relationship between the load data, power supply data, bus voltage data and the grid loss rate during power grid operation. Considering the strong feature extraction ability and strong fitting performance ability of the deep learning model, the active power data, reactive power data and bus voltage data of each node in the electrical network equivalent model are used as the input matrix \( X \) of the deep learning model, and the corresponding network theory, the network loss rate is used as the output matrix \( T \). Assuming that the power grid has \( n \) nodes, including \( mPQ \) nodes, \( n - m - 1 \) PU node, and 1 balance node, the input and output matrices of the deep learning model are shown in equations (13) and (14):

\[
X = \begin{bmatrix}
P_{1,1} & P_{1,2} & \cdots & P_{1,M} \\
Q_{1,1} & Q_{1,2} & \cdots & Q_{1,M} \\
\vdots & \vdots & \ddots & \vdots \\
P_{m,1} & P_{m,2} & \cdots & P_{m,M} \\
Q_{m,1} & Q_{m,2} & \cdots & Q_{m,M} \\
P_{m+1,1} & P_{m+1,2} & \cdots & P_{m+1,M} \\
U_{m+1,1} & U_{m+1,2} & \cdots & U_{m+1,M} \\
\vdots & \vdots & \ddots & \vdots \\
P_{n-1,1} & P_{n-1,2} & \cdots & P_{n-1,M} \\
U_{n-1,1} & U_{n-1,2} & \cdots & U_{n-1,M} \\
\theta_{n,1} & \theta_{n,2} & \cdots & \theta_{n,M} \\
U_{n,1} & U_{n,2} & \cdots & U_{n,M}
\end{bmatrix} \tag{13}
\]

\[
T = [\Delta P_1 \ \Delta P_2 \ \cdots \ \Delta P_M] \tag{14}
\]

where \( M \) is the number of sections

B. MODEL BUILDING AND SOLVING

The theoretical network loss rate calculation model based on deep migration learning is shown in Figure 3. First of all, it uses the grid load, wind power, photovoltaic, bus voltage and other operating data as the input data of the DBN-DNN deep learning model, and the network loss rate as the output data, train the deep learning model, and freeze the DBN layer. Then, since the real-time running data such as wind power, photovoltaics, and load of the grid to be calculated will have a distribution difference with the training data over time, the maximum mean difference distance MMD in migration learning is introduced to measure the difference between the task data to be calculated and the training data. Distribution difference, and defines the maximum mean difference contribution of the training data. Sample data that is closer to the distribution of the data to be calculated is migrated from the training data to fine-tune the DNN to obtain the TDBN-DNN deep migration learning model, and use TDBN-DNN to treat the calculation task data loss rate is calculated.

The specific steps of the model solving are described below.

1) Data processing. Due to the different value ranges and units of load data, power output data, and bus voltage data, in order not to be affected by the dimension, to prevent the absolute value of the characteristics from being different and the data “to eat the small” situation, the input data is standardized:

\[
\alpha'_{i,j} = \frac{\alpha_{i,j} - \alpha_{\min,j}}{\alpha_{\max,j} - \alpha_{\min,j}} \tag{15}
\]

where \( \alpha_{i,j} \) is the i-th sample data of the j-th data feature, \( i = 1, 2, \ldots, M \), \( j = 1, 2, \ldots, 2n; \alpha'_{i,j} \) is the j-th normalized data of the i-th sample data of the feature; \( \alpha_{\min,j} \) is the minimum value of the j-th data feature in the sample data; \( \alpha_{\max,j} \) is the maximum value of the j-th data feature in the sample data.

2) Pre-trained deep learning model. First, according to the sample size and real-time requirements, it determines the number of hidden layers of the deep learning network and the number of nodes, and initialize the network parameters. Then it uses standardized grid power, load, voltage and other sample data as the input data, and the corresponding section loss rate is the label data. The greedy unsupervised learning algorithm is used to train the entire DBN deep confidence network model layer by layer. Finally, the feature vector of the output of DBN is given to DNN a better initial value, and the BP algorithm is used to supervisory train the DNN with the corresponding section loss rate such that to fit the label data.

3) Transfer deep learning models. First, it freezes the underlying general-purpose network that is generally considered a deep learning model. Then, the MMD is used to measure the distribution difference between the source training data and the target data, and the CCMMD of each sample in the source data is calculated, and the sample data with \( p_i > 0 \) is selected. Finally, it uses the selected source sample data to fine-tune the pre-trained DNN to obtain the deep transfer learning model TDBN-DNN.
IV. CASE STUDY ANALYSIS

The calculation example system is derived from the actual power grid into a certain area in northern Pakistan, and the calculation example data and the power grid operating structure are obtained from a scientific research project. Various types of wind power and photovoltaic power sources connected to the grid in this region, such as wind power stations, photovoltaic power stations, wind and solar storage power stations, etc., due to the large access capacity, the uncertainty and volatility of the wind power and photovoltaic power output have a significant impact on the grid loss rate. The simulation analysis software program used for evaluating and experimentation of the proposed study is MATLAB. The training and learning data are from August 1, 2019 to August 20, 2020, and the task data to be calculated is August 21, 2020, with the sample time of 15 minutes.

A. CALCULATION EXAMPLE

The calculation examples used in this paper include regional 110kV and 220kV power grids. The power supply is all distributed on the 220kV side, as shown in Figure 4, including 1 wind power station, 1 wind and solar storage power station, 3 photovoltaic power stations, 2 thermal power stations, thermal power plant 1 contains a single 330MW unit, thermal power plant 2 contains 2 units 300MW unit. Part of the wind power and photovoltaic power plants generation is connected to the 110kV busbar. Because the remaining new energy power of the regional power grid is sent from station A, and when the power supply of the regional power grid is insufficient, it may also be powered by the high-voltage side of station A, which is responsible for the power balance of the regional power grid. Therefore, station A is selected as the balanced node in the calculation.

4) Network loss rate calculation. After the task target input data is standardized, it inputs this data into the TDBN-DNN network loss rate calculation model to obtain the calculated network loss rate value.

B. SAMPLE DATA

In this paper, the DBN-DNN model source training data adopts the data of August 2019 (1-20), and the data of the task to be calculated adopts the data of August 21, 2020. Due to the randomness of the output of wind power and photovoltaic power, the model training and calculation are difficult. The input data produces data distribution differences, and at the same time, it will also have a greater impact on the fluctuation of the network loss rate, as shown in Figures 5 and 6.

C. COMPARISON OF DBN-DNN AND BP ALGORITHMS

In order to highlight the powerful non-linear fitting ability of high-dimensional input data of the deep training model than the shallow network, the calculation effect of the deep learning model DBN-DNN and the single hidden layer BP neural network model is compared. The deep learning model DBN-DNN consists of 2 RBMs and 5 layers of ordinary
neural networks. The number of neurons in each layer is 146, 40, 25, 10, 1, respectively. The learning rate is \( \eta = 0.01 \), and the number of learning rounds is \( e_{\text{poch}} = 50 \). The performance goal is \( g_{\text{goal}} = 0.001 \). The number of hidden layer neurons in normal BP is 104. The average accuracy obtained from the average absolute percentage error is used as the evaluation index of the calculation effect. The representations are based on:

\[
M_{\text{APE}} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{x(i) - y(i)}{x(i)} \right| \times 100\% \\
M_{\text{A}} = 1 - M_{\text{APE}}
\]

where \( x(i) \) and \( y(i) \) are the actual value and calculated value at time \( i \) respectively; \( n \) is the amount of calculated sample data.

Figure 7 shows a comparison of the training effect of the deep learning model DBN-DNN and the single hidden layer BP neural network model. It can be seen from Figure 7 that the training effect based on the DBN-DNN combined calculation model is significantly better than the shallow BP neural network, which makes the DBN-DNN calculation model better fit.

Figures 8 and 9 are the calculation results of the shallow BP neural network and DBN-DNN model respectively. It can be seen intuitively from Figures 8 and 9, that the DBN-DNN deep learning model for high-dimensional input data has better nonlinear fitting capabilities than shallow BP neural networks, and the calculation accuracy is higher. The \( M_{\text{A}} = 84.41\% \) for BP neural network and the \( M_{\text{A}} = 89.36\% \) for the DBN-DNN deep learning model. Therefore, the accuracy increased by 4.95%.

D. COMPARISON OF DBN-DNN AND TDBN-DNN ALGORITHMS

In order to highlight the powerful non-linear fitting ability. Since the amount of source training data is relatively large relative to the amount of task data, and the amount of data to be calculated is small, in order to test whether the amount of task data affects the migration result when the source training data is migrated based on the maximum mean difference contribution coefficient method, auxiliary sample data is introduced and set are 10 auxiliary sample batches, and the data of August 22, August (22-23), August (22-24),..., August (22-31) are taken as 10 sample data, the number of samples is 96,192,..., 960 in sequence. Then take the data under different auxiliary samples as the target data, migrate data close to the target data distribution from the source data, calculate the MMD value of each auxiliary sample, the source data, and the migrated data respectively, and use the migration data of each auxiliary sample The TDBN-DNN model obtained after fine-tuning the network calculates the target task data, and the Gaussian kernel width control parameter \( \sigma = 2 \).

Figure 10 shows the samples migrated from the source training data under different auxiliary samples. The result is that the number of migrated data for each auxiliary sample differs very little, all around 1023 samples.

Figure 11 shows the MMD value of each auxiliary sample and the data before and after the migration. When the number of auxiliary samples is small, the MMD value of the source data is relatively large. When the number of the first auxiliary sample is 96, the maximum mean difference MMD is 0.0912, because the smaller the number of auxiliary samples, the more local the information represented, and the greater the difference with the source data. When the number...
of auxiliary samples is 384, the MMD value is 0.0592. When the number of auxiliary samples increases, the MMD value decreases slowly. When the number of auxiliary samples is 960, the MMD value is 0.0523. The MMD value of each auxiliary sample data and the migrated data is basically reduced, which is 0.03 lower than before the migration on average. After fine-tuning the DBN-DNN network for the migration data of each auxiliary sample, the average accuracy of TDBN-DNN’s calculation of the target task data is shown in Table 1.

The average calculation accuracy of the migrated TDBN-DNN model of the 10 auxiliary samples in Table 1 is about 95%, and the average value is 95.48%, which is 6.12% higher than the DBN-DNN network calculation result on average. This shows that the number of auxiliary samples basically does not affect the migration results. The number of auxiliary samples is different, but the number of samples migrated is basically the same, and the calculation accuracy after each batch of fine-tuning networks is basically the same. In addition, although the auxiliary data MMD value of TDBN is only 0.03 lower than that before the migration, but the calculation accuracy of TDBN-DNN is significantly improved compared with DBN-DNN.

In this example, the calculation result of TDBN-DNN obtained by fine-tuning the DBN-DNN network is shown in Figure 12 after the data migration of the task to be calculated for migration learning.

| Auxiliary sample batch | $M_A(\%)$ | $M_{AP}(\%)$ |
|------------------------|-----------|--------------|
| 1                      | 95.29     | 4.71         |
| 2                      | 96.17     | 3.83         |
| 3                      | 94.85     | 5.15         |
| 4                      | 95.64     | 4.36         |
| 5                      | 96.10     | 3.90         |
| 6                      | 95.77     | 4.23         |
| 7                      | 94.81     | 5.19         |
| 8                      | 95.55     | 4.45         |
| 9                      | 94.63     | 5.37         |
| 10                     | 95.56     | 4.44         |

TABLE 1. Comparison of the calculation accuracy of tdbn-dnn versus sample batch.

It can be seen from Figure 13 that the calculation accuracy of the BP neural network obtained by training the BP neural network after the migration is 90.15%, which is significantly higher than the calculation accuracy of the BP neural network before the migration is 84.41%, which verifies the role of the migration calculation this time. The accuracy and time of the four calculation models involved in the calculation example are depicted in Table 2.
The calculation effect of TDBN-DNN is better than that of DBN-DNN network, and the calculation accuracy is increased by 5.49%. The calculation effect of T-BP is better than BP neural network, and the calculation accuracy is increased by 5.74%, which shows that in the case of wind power photovoltaic power supply, Migration learning improves the calculation performance of BP neural network and deep learning model by migrating data from the source data that is closer to the distribution of the data to be calculated. In addition, the calculation time of the four models is counted. The structure of the deep model is better than that of the shallow layer. The structure is more complex, and the calculation time is about 2s longer. However, because the model eliminates the complicated power flow iteration process, it has a great time advantage compared with the original power flow calculation time of 91s, which verifies the validity of the model. Under the construction of modern smart grids, with the rapid development of the Internet of Things in the power system, the use of artificial intelligence platforms can meet real-time requirements while meeting a certain accuracy, and quickly complete the calculation of the network loss rate, which has important exploratory research significance.

### E. TOLERANCE ANALYSIS OF TDBN-DNN

In view of the lack of data in traditional power flow calculations, the incomplete collection or the inability to calculate when the data is collected incorrectly, the simulation verifies the calculation performance of the deep transfer learning TDBN-DNN model when the data is missing, and tests its fault tolerance effect.

The TDBN-DNN deep transfer learning model is a complex non-linear fitting model that simulates input data and output data. For data that meets the input dimension, fitting calculations can be performed, and the results are output. In order to verify the deep transfer TDBN-DNN learning model calculation effect of missing data. According to the above research example, samples with different missing numbers are designed. The input data of the above-mentioned simulated area power grid is 146 dimensions, 96 section data points a day, and the set of missing data sample input is missing 1, 2, …, 7 dimensions, the amount of missing data corresponding to one day is 96, 192, …, 672, and the percentage of missing data is 0.07%, 0.14%, …, 4.79%. The calculation results of each missing sample are shown in Table 3.

| Parameter | DBN-DNN | TDBN-DNN |
|-----------|---------|----------|
| MA (%)    | M_A (%) | MA (%)   |
| Time (s)  | 3.42    | 3.12     | 5.88     | 6.09     |

It can be seen from Table 3 that in the case of missing data, the deep migration TDBN-DNN learning model can still be calculated, which has certain data fault tolerance, and the percentage of data missing is within 3.42%. In this example, the section data is missing 5 when 480 data are missing throughout the day, the calculation results still have high accuracy. When the percentage of missing data reaches 4.1%, the accuracy of the calculation begins to decrease significantly. When the percentage of missing data reaches 4.79%, the accuracy is 86.67% which is far from the computing performance of TDBN-DNN.

### V. CONCLUSION

This paper proposes a calculation model based on TDBN-DNN to determine the grid loss rate of the wind-PV power system. The simulation experiment is carried out with a power grid in northern Pakistan as an example. The results show that:

1) The DBN-DNN deep learning calculation method has higher calculation accuracy than the traditional shallow structure BP neural network calculation method. In this paper, the calculation accuracy of the DBN-DNN model is 4.95% higher than that of the BP neural network, which shows that the DBN-DNN model has more advantages in processing high-dimensional input data of the power system.

2) After transfer learning, the TDBN-DNN deep transfer learning model has improved calculation accuracy and speed. The MMD value of the data migrated from the source data and the data to be calculated is lower than before the migration. The calculation accuracy of the TDBN-DNN model is 5.49% higher than that of the DBN-DNN model, and the calculation speed is greatly improved, which verifies the model’s performance Effectiveness.

3) The deep transfer learning TDBN-DNN calculation model has certain data fault tolerance under the premise of meeting high accuracy. When data is missing, the model can still perform calculations.

In this paper, deep learning, migration learning and the calculation of the grid loss rate of the actual regional power
grid containing wind power and photovoltaic power in the power system are combined to verify the practicability and feasibility of the proposed model. The simulation results show the effectiveness of our proposed model which provides an effective solution to overcome the power rate loss issue in the hybrid wind-PV power generation system.

As a future work, we are going to implement and test the proposed model in a distributed power generation system and to perform the analysis and evaluation of the results.
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