The role of the ‘monopole’ instability in the evolution of 2D turbulent free shear layers
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The role of instability in the growth of a 2D, temporally evolving, ‘turbulent’ free shear layer is analyzed using vortex-gas simulations that condense all dynamics into the kinematics of the Biot-Savart relation. The initial evolution of perturbations in a constant-vorticity layer is found to be in accurate agreement with the linear stability theory of Rayleigh. There is then a stage of non-universal evolution of coherent structures that is closely approximated not by Rayleigh stability theory, but by the Karman-Rubach-Lamb linear instability of monopoles, until the neighboring coherent structures merge. After several mergers, the layer evolves eventually to a self-preserving reverse cascade, characterized by a universal spread rate found by Suryanarayanan et al. (Phys. Rev. E 89, 013009, 2014) and a universal ratio of the value of dominant spacing of structures (Λf) to the layer thickness (δω). In this universal, self-preserving state, the local amplification of perturbation amplitudes is accurately predicted by Rayleigh theory for the locally existing ‘base’ flow. The model of Morris et al. (Proc. Roy. Soc. A 431, 219-243, 1990.), which computes the growth of the layer by balancing the energy lost by the mean flow with the energy gain of the perturbation modes (computed from an application of Rayleigh theory), is shown, however, to provide a non-universal asymptotic state with initial condition dependent spread-rate and spectra. The reason is that the predictions of the Rayleigh instability, for a flow regime with coherent structures, are valid only at the special value of Λf/δω achieved in the universal self-preserving state.

I. INTRODUCTION

Beginning from Kelvin, Stokes and Rayleigh (see Darrigo) in the nineteenth century, instability has been conjectured to be an explanation for why flows of real, slightly viscous fluids behave so differently from known steady solutions of Euler’s equations. Small perturbations have been shown to destabilize a free shear layer by different approaches - matching pressures below and above a vortex sheet (by Kelvin), analysis based on migration of the vorticity in a vortex sheet due to the induced velocity obtained from the Biot-Savart relation (by Helmholtz), and calculation by matching pressures between the outer irrotational flow and inner rotational flow for a piece-wise linear velocity profile (by Rayleigh, who also derived a generalized equation cast as an eigen value problem). While these results and later developments are useful in describing the early evolution of perturbations in free shear layers, the central question remains whether one can identify the connection between the initial instability, which is strongly initial-condition dependent, and the asymptotic self-preservation state observed in experiments (e.g. Brown & Roshko). Though turbulence is generally considered to be a strongly non-linear phenomenon, an understanding from an instability point of view has been sought beginning with Malkus for a channel (which ultimately proved to be unsuccessful). Such attempts have been more useful in the case of the free-shear layer (see Roshko). There have been attempts to use linear (e.g. Gaster et al.) or weakly non-linear (e.g. Monkewitz) stability theories to describe the growth of perturbations in a turbulent free shear layer. Though such studies have achieved some success in predicting growth rates of externally imposed perturbations (see Ho & Huerr, for a review), they have been controversial. The most significant development in connecting instability theory with asymptotic behavior has been the model of Morris et al. In this model, the self-preservation growth of a shear layer is computed by balancing the energy gained in the instability modes (as predicted by linear stability theory) with the loss of mean flow energy.

Before proceeding further with the discussion on instability, we note that two controversies exist in understanding the asymptotic evolution of the fully three-dimensional flow in planar free shear layers. First is the role of three-dimensionality in determining the large scale evolution (spread rate and growth mechanism) before and after the mixing transition. The second is whether the asymptotic self-preserving state is universal or dependent on initial conditions. Extensive simulations (using the vortex-gas model, to be described in detail in Sec. 2) of a 2D
temporally evolving free shear layer by Suryanarayanan, Narasimha and Hari Das\textsuperscript{19} (SNH henceforth) have provided new insights. In this work, it was shown that a temporally evolving free shear layer in a gas of point vortices, in a streamwise periodic domain \( L \), exhibits three distinct regimes. The final Regime (RIII) is a long term solution involving a single structure in \( L \) (found to be related to equilibrium statistical mechanics\textsuperscript{20}) and the early evolution (RI) is strongly dependent on initial conditions. The intermediate regime (RII) was, however, found to be a self-preserving state that was independent of initial conditions and domain size. Remarkably, it exhibited universality in growth rate and other flow parameters. A Galilean transformation of this spreading rate from SNH is in broad agreement with the self-preservation spread rates in high Reynolds number experiments (on spatial mixing layers whose ratio of low to high speed velocity is greater than one third, e.g. refs. \textsuperscript{18}, \textsuperscript{19}). This comparison is summarized in Suryanarayanan \& Narasimha\textsuperscript{19, 20} who also demonstrate existence of universal self-preserving states in spatial vortex-gas shear layers.

One possible interpretation of this agreement is that the large scale evolution of even post-mixing-transition plane free shear layers is dominated by quasi-2D coherent structure interactions and thus could be described, in part, by purely 2D mechanisms. (Such an interpretation, broadly dependent on a multi-pole expansion of the vorticity field, would suggest that the universal self-preservation observed in the 2D vortex gas is broadly applicable in real shear layers.) Regardless of the relevance to real shear layers, however, the universality observed for the 2D free shear layer raises the following question in the present context: how does a deterministic approach such as instability analysis (which is dependent on initial conditions) eventually yield the observed self-preservation state, which is independent of initial conditions, for the 2D inviscid case? This context forms the basis of this study.

The present paper attempts to understand the universality observed by SNH in the context of instability. The same vortex-gas method used by SNH is employed. This method does not seek a differential equation for a velocity perturbation but rather a velocity field based on the vorticity field at any instant of time, through the Biot-Savart relationship. The vorticity in the next time step is moved in accord with that velocity field; that is, the vorticity of a fluid particle remains constant as it moves in the velocity field. An important aspect of this form of the dynamics is that it permits nonlinear evolution for all times; it does not have the limitation of linear stability theory which allows a small perturbation in the vorticity field to be transported only with the mean velocity in the streamwise direction. Furthermore, the vortex-gas method provides a simple way to understand the mechanics. That is, even an accurate solution of the Euler equations may be difficult to understand from the solution for the velocity field because the pressure field (which could be obtained) is complicated, and its gradient (which is the force that acts to change the velocity field locally) would not be easy to interpret in the unsteady flow. For a Biot-Savart approach, which is readily visualized, the dynamics is in the conservation of vorticity following a particle and in the velocity field which is necessarily connected with the vorticity through the Biot-Savart relationship.

The paper is organized as follows. In Sec. II the governing equations and numerical method are described. In Sec. III we study linear instability using the vortex-gas method and compare the solution with the result from Rayleigh theory. Section IV focuses on the emergence of and the role played by coherent structures. In this context, the usefulness of the linear instability theory of Rayleigh is evaluated on the one hand and a monopole approximation as in the linear Karman-Rubach-Lamb (KRL) instability on the other. In Sec. V we focus on the applicability of instability approaches, including the Morris model, and a proposal for understanding the universal self-preservation state found by SNH and in the present simulations. We conclude in Section VI. Appendix A compares and contrasts the eigen modes of Rayleigh theory with results computed from the vortex-gas calculations. A note on the Krasny type desingularization\textsuperscript{22} is presented in Appendix B. Appendix C describes the result from a case with initial conditions for a thick shear layer, which covers the entire phase of relaxation to self-preservation and supports the observations and conclusions made in Sections III, IV. Appendix D provides details of the Morris model as applied to incompressible 2D temporal free shear layers.

\section{COMPUTATIONAL SETUP}

The dynamics of the 2D temporally evolving shear layer are perhaps most directly understood by studying the evolution of the 2D vorticity equation, obtained by taking the curl of the Euler equations (which eliminates pressure) and defining vorticity \( \omega = \partial v / \partial x - \partial u / \partial y \). For the inviscid plane flow considered here, such a vorticity equation is conceptually very simple, namely

\[ \frac{D \omega}{Dt} = \frac{\partial \omega}{\partial t} + u \frac{\partial \omega}{\partial x} + v \frac{\partial \omega}{\partial y} = 0 \]  

The velocity is an integral of the vorticity through the Biot-Savart relationship, i.e. \( \mathbf{u} = \text{curl}^{-1} \omega \). In 2D, \( u = \partial \psi / \partial y, v = -\partial \psi / \partial x \) with the stream function, \( \psi(\mathbf{r}) = -(1/2\pi) \int \omega(\mathbf{r'}) \ln|\mathbf{r} - \mathbf{r'}| d\mathbf{r'} \).
FIG. 1. Details of the present setup showing the initial vortex locations. The corresponding piece-wise linear induced velocity profile is shown in (red) dashed lines.

Of course today there are numerical methods that could be used to solve for the evolution of a continuous distribution of vorticity (see ref.\textsuperscript{23} for a review). There is attractiveness, however, in an initial discretization of the vorticity field into small areas in which the vorticity is then concentrated in a point vortex that has the same circulation as the vorticity in the small area which it represents. Such a discretization allows a very simple description and comprehension of the mechanics in the evolution of a two-dimensional shear flow as the strength of each vortex remains constant and the integral of the vorticity field, from which the velocity is obtained, is reduced to a simple algorithm for summing the contributions of each point vortex (including an infinite array based on an initial domain repeated to infinity). An additional advantage is that the numerical accuracy of solutions for very long times can in part be conveniently assessed through any change over time in the Hamiltonian for this system. While this method appears simple, there are mathematical theorems (eg. Beale & Majda\textsuperscript{24}, Marchioro & Pulvirenti\textsuperscript{25}) that prove the convergence of the vortex-gas to weak solutions of the Euler equations under appropriate limits (see refs.\textsuperscript{12,19} for further discussion). The use of the point-vortex approximation has a long history which includes the early work of Rosenhead\textsuperscript{26} and subsequently of Hama and Burke\textsuperscript{27}, Acton\textsuperscript{28}, Delcourt & Brown\textsuperscript{29}, Aref & Siggia\textsuperscript{30} and others. Most recently, extensive simulations (using up to 32,000 vortices) of the temporal vortex gas shear layer by SNH\textsuperscript{19} yielded fresh insights on 2D free shear layers, particularly the role of initial conditions, the universality and self-preservation of an intermediate regime and relation of the final state to equilibrium statistical mechanics.

In the present work, the same approach and numerical method are used as in SNH; i.e. a singly-periodic Hamiltonian system of point vortices is numerically integrated using double precision RK-4. The only differences between SNH and the present study are the class of initial conditions explored, the temporal regimes of focus and the methods of analysis. The present approach involves representing a continuous vorticity field using an array of $N$ point vortices that are by default equi-spaced in $x$ and $y$ (with spacing $l$) at $t = 0$. Note that in contrast to SNH and most earlier approaches, we adopt initial conditions that have many ‘layers’ or rows of point vortices and discretize a small area of vorticity rather than a single line of point vortices at $t = 0$.

The present arrangement (as in Fig.1) has $N$ point vortices in a periodic domain of length $L$ containing an inviscid fluid. As a consequence of the periodicity, for each vortex in the domain that exists at $(x, y)$, there exist vortices at \{$(x+kL, y)$; $k = \{-\infty,-2,-1,0,1,2,...\infty\}$}. The velocity field in the domain at any time $t$ is completely determined by the instantaneous location of all the vortices, which includes the vortices in all other periodic domains. This summation of the Biot-Savart relation over all the periods leads to the closed form expression (see Lamb\textsuperscript{31} for details),

$$u(x, y) = \sum_{j=1, j\neq i}^{N} \frac{-\gamma_j}{2L} \frac{\sinh(2\pi(y-y_j)/L)}{\cosh(2\pi(y-y_j)/L) - \cos(2\pi(x-x_j)/L)}$$  \hspace{1cm} (2)

$$v(x, y) = \sum_{j=1, j\neq i}^{N} \frac{\gamma_j}{2L} \frac{\sin(2\pi(x-x_j)/L)}{\cosh(2\pi(y-y_j)/L) - \cos(2\pi(x-x_j)/L)}$$  \hspace{1cm} (3)

where $x_j, y_j$ and $\gamma_j$ are respectively the $x$ and $y$ locations and the circulation of the $j^{th}$ vortex. The governing equation for vorticity in two dimensions (eqn.1) results in the vorticity at any point being advected by the velocity at that point (which in turn is determined by the vorticity everywhere via the Biot-Savart relation). Therefore, for the system of point vortices,
where the velocity is given by eqns. [23]. Hence this leads to a system of $2N$ coupled first order ODEs that can be solved as an initial value problem. We set the circulation of each vortex to be equal to $\gamma = 2UL/N$, so that the $x-$velocity is $-U$ and $+U$ above and below the layer respectively (with velocity difference $\Delta U = 2U$; see Fig.1). We adopt a time step of 0.1 times the ratio of the initial inter-vortex spacing to the velocity difference of the two far-field velocities.

One of the conserved quantities of this system is the Hamiltonian (often also called Kirchoffs function) that is defined as [29]

$$\mathcal{H} = \frac{-1}{8\pi} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \gamma_i \gamma_j \ln \left[ \frac{1}{2} \left( \cosh(2\pi(y_i - y_j)/L) - \cos(2\pi(x_i - x_j)/L) \right) \right]$$

(6)

The present numerical scheme and time step ensure that the Hamiltonian is preserved to better than 1 in $10^5$ of its initial value.

A momentum thickness, $\theta = \int ((1/4) - (\Delta U)^2) dy$, and a vorticity thickness $\delta_\omega = \Delta U / \max[\partial u/\partial y]$, are computed from the $x$-averaged velocity profile. The stream function $\psi$ is computed using the expression (obtained from the definitions of $u$, $v$ and $\psi$)

$$\psi(x, y) = \frac{-1}{4\pi} \sum_{j=1}^{N} \gamma_j \ln \left[ \frac{1}{2} \left( \cosh(2\pi(y_i - y_j)/L) - \cos(2\pi(x_i - x_j)/L) \right) \right]$$

(7)

Desingularization (e.g. Krasny [22]) has not been adopted in most of the simulations presented in this script as it does not affect the major conclusions. This is elaborated in Appendix B, which also presents some results and discussion on convergence.

III. LINEAR INSTABILITY OF A CONSTANT-VORTICITY SHEAR LAYER

To understand instability from a mechanistic point of view, we first consider a problem for which a closed form solution exists: the growth of small perturbations in a piece-wise linear velocity profile (i.e. constant vorticity strip of finite thickness). The application of the Rayleigh equation leads to an exponential growth for a range of wavenumbers ($2\pi \delta_\omega / \Lambda$) less than 1.28 with a maximum exponent of 0.402 occurring at a wavenumber of 0.798 (i.e. $\Lambda / \delta_\omega = 7.87$). The vorticity eigen function is a pair of vortex sheets, one located at the upper edge and the other at the lower edge of the initial constant vorticity profile, and each sheet has a strength that varies sinusoidally in $x$.

The most amplified mode in the vortex-gas is simulated first, using 19 rows of vortices with 140 vortices per row ($N = 2660$), equi-spaced in both $x$ and $y$ (contributing to an unperturbed ‘thickness’ $\delta_\omega 0 = 18l$). At $t = 0$, all the vortices are given a sinusoidal perturbation in $y$, with a wavelength $\Lambda_f$ exactly equal to the length $L$ of the periodic domain and an amplitude of 0.005$\Lambda_f$ ($\Lambda_f / \delta_\omega = 140/18 \approx 7.8$ ; the subscript $f$ stands for fundamental). It can be seen from Fig. 2 that the initial perturbation grows in time, and is marked by a migration of vorticity. Unlike the Rayleigh approximation no vortex sheets are introduced; instead the shape of the field of vorticity changes. The evolution of the perturbation eventually leads to a roll up into a coherent vortical structure. Figure 3A shows that after a short initial transient of $tU/\delta_\omega 0 \sim 2.5$ (the transient can be eliminated by initializing with a ‘Biot-Savart eigen mode’ initial condition discussed in Appendix A), the amplitude of the perturbation (stream-function) grows exponentially. The exponent closely agrees with the Rayleigh solution, which provides a demonstration of the theorem that the point vortex approximation provides a weak solution of the Euler equations. Additional notes on convergence with $N$ can be found in Appendix B. The exponential growth begins to saturate at $tU/\delta_\omega 0 \sim 8.5$. Note that the time of this departure approximately coincides with the formation of the coherent structure. Figure 3B shows the distribution of the perturbation streamfunction in $y$ observed in the vortex-gas solution and compares it with that produced by the
FIG. 2. Temporal evolution of the vortex gas representation of the constant-vorticity free shear layer with a single mode perturbation showing the migration of vorticity.

FIG. 3. (A) Evolution of the modal amplitude of the perturbation stream function at \( y = 0 \), shown in log-linear scale. Note that the growth is exponential (linear in log scale) for \( tU/\delta_0 \approx 2.5 \) to 8.5 and the exponent is in excellent agreement with that predicted by Rayleigh theory. (B) The distribution of perturbation streamfunction from the full vortex-gas calculation is close to that created by the pair of vortex-sheets in Rayleigh theory.
two vortex-sheets, one at each edge of the constant vorticity layer constituting the eigen function of Rayleigh. Again there is close agreement.

Using de-singularized vortices gives similar results, but the emergence of chaos within the structure is delayed. As long as the desingularization radius is small compared to the wavelength of the instability, the evolution of the coarse grained vorticity field and the conclusions henceforth are largely unaffected. More details are presented in appendix B. The results for single mode analysis shown in Figs. 2 and 3 compare and contrast the Rayleigh and Kelvin-Biot-Savart approaches to instability, ultimately demonstrating the equivalence of the two approaches for the linear evolution (Regime Ia) despite the different nature of the approximations (Rayleigh being a linear approximation to the strong solution to the Euler equation while the vortex-gas provides a weak solution). The Kelvin-Biot-Savart approach provides a vorticity-transport-understanding of the Rayleigh eigen-function. The remarkable and important fact is that for inviscid flow all of the dynamics (linear stability, saturation and non-linearity) is contained in the simple Kelvin-Biot-Savart mechanics. The instability of a finite thickness and uniform distribution of spanwise vorticity results in the migration of point vortices in different regions, and hence also of the vorticity which remains constant following a particle. This leads to regions of accumulation and depletion of this vorticity. In the Rayleigh instability theory this is approximated by two non-physical vortex sheets placed at \( \pm \frac{\delta_0}{2} \) having sinusoidal variations in strength. With hindsight this approximation to the actual migration of the vorticity is self-evident; it is also clear why the same approximation is accurate in the linear region but fails, of course, to account for the saturation of the amplitude due to the non-linearity.

\[ \text{IV. EMERGENCE AND ROLE OF COHERENT STRUCTURES} \]

The simulation presented in Section 3 showed the linear and nonlinear evolution of a single mode culminating in a roll up into a coherent structure. Due to the choice of \( \Lambda_f = L \), the single coherent structure does not have the opportunity for merging with other structures as wavelengths greater than \( L \) are not permitted. In a simulation with much larger domains (as adopted in SNH), the subsequent evolution may be expected to be governed by the interaction of several structures. As a first step towards understanding such a process, we simulate here the evolution of the free shear layer with two modes, essentially doubling \( L \) from the previous section and imposing an additional longer wavelength disturbance in the initial condition. The resulting simulation has 5320 vortices, arranged in 19 rows as before. At \( t = 0 \), the \( y \)-positions of the vortices are perturbed with two modes. The first mode has a wavelength \( \Lambda_f = L/2 \) and an amplitude \( a_f = 0.005 \Lambda_f \), and we shall call it the fundamental (as in the fluid-dynamical literature). The second mode, called the subharmonic, has a wavelength \( \Lambda_s = L = 2 \Lambda_f \) and amplitude \( a_s = 0.001 \Lambda_f \). As in the case of the single-mode perturbation, the waves are found to roll up into structures at \( t \delta_0/\omega_0 \sim 8 \). Beyond this time, the evolution seems to be dominated by what appears to be an interaction of the two structures, as seen in Fig. 4.

The evolution of the subharmonic amplitude is plotted in Fig. 4. Both the fundamental (not shown) and the subharmonic initially grow exponentially until the saturation of the fundamental. After this, the subharmonic enters a new regime of exponential growth. Interestingly, the observed exponent (0.2) is larger than the one predicted by the application of the Rayleigh theory to a local new base flow (which has grown in thickness following the roll-up, and is closely approximated by a tanh velocity profile, see Fig. 5). The Rayleigh exponent for the tanh profile with thickness equal to that observed at \( t \delta_0/\omega_0 = 12 \) is 0.12. If the vorticity thickness of the velocity profile time averaged between \( t \delta_0/\omega_0 \) of 12 and 24, the duration over which exponential growth is observed, Rayleigh theory predicts an exponent of 0.16.

To understand this lack of agreement, a closer look is taken at the evolution of the layer during this time. A natural, simplified way to describe the flow field at \( t \delta_0/\omega_0 = 12 \) is to consider each structure as a single point vortex (referred to as a monopole), located at the respective centroid of the structure and with a strength equal to the circulation of the structure (which, for the vortex gas case, is equal to the sum of the strengths of all the point vortices contained within the structure), rather than to consider a uniform-in-\( x \) base flow with perturbations (as in Rayleigh theory). Since the number of vortices located in the thin braids is small (less than 10%) compared to the number in the structure, we can crudely approximate the locations of the monopoles based on the centroid of vortices with \( x < L/2 \) and \( x > L/2 \) respectively. Such a monopole approximation initialized at the locations of the centroids is shown in the inset at \( t \delta_0/\omega_0 = 12 \). The system of two monopoles (shown as black crosses) is now simulated and it is found that the monopoles closely follow the trajectories of the centroids (shown as red circles) and this approximation seems sufficient to provide a simple description of the evolution, before the onset of merger of the two structures (\( t \delta_0/\omega_0 > 28 \) approximately).

A theory of growth of small perturbations to a system of such monopoles was first proposed by Karman & Rubach\(^{22}\) and reproduced in detail by Lamb\(^{32}\), and it shall therefore be referred to as Karman-Rubach-Lamb (KRL) theory. The basis of this instability is that any perturbation to either the strengths or the locations of the monopoles in this array is unstable because the velocity of at least one vortex due to all of the vortices to the left will not be...
FIG. 4. Evolution of the (logarithm of) perturbation stream function amplitudes corresponding to the subharmonic. Following the ‘saturation’ of the initial exponential growth, the subharmonic enters a new regime, also growing exponentially over $12 \leq tU/\delta_\omega \leq 24$ with an exponent of 0.20 as shown by a dashed line, which is closer to the KRL prediction than that of Rayleigh. Also shown are snapshots, which show the evolution of the structures in the full simulations at $tU/\delta_\omega = 12$, 20 and 28, superimposed with the evolution of monopoles (shown by crosses). The monopole approximation (as well as the KRL instability) is useful from the time coherent structures first form to the time they are about to merge.

FIG. 5. Evolution of the velocity profile with time. The $x$–averaged velocity field relaxes from an initially piece-wise linear profile to one that is well approximated by a tanh profile beyond $tU/\delta_\omega \sim 12$
exactly equal and opposite to the velocity induced by all the vortices to the right of it. That vortex will therefore move, and the resulting motion increases the imbalance. In the limit of the monopole displacements from their base locations \((x = L/2 \pm L/4, y = 0)\) being small compared to the distance between them \((\Delta x_m = L/2)\), the evolution of their perturbations can be analytically calculated to be exponential, with an exponent of \(\Gamma \pi/(4(\Delta x_m)^2)\) (see Lam[11]). For the present flow with \(12 < tU/\delta_{x0} < 24\), the displacement of the monopole locations is less than 15\% of the initial distance between them, and hence a small displacement approximation seems reasonable. Indeed, the exponent computed using \(\Gamma \pi/(4(\Delta x_m)^2)\), with \(\Gamma = \gamma N/2\) and \(\Delta x_m = L/2\), is \(\pi U/L = 0.20U/\delta_{x0}\), is the same as the observed value (to within two significant digits) of the exponent in the present computations during the interval \(12 < tU/\delta_{x0} < 24\), as shown in Fig. 4.

Thus the evolution immediately following the emergence of coherent structures is governed by the monopole instability of KRL, and not by the instability of a base velocity profile (i.e. the Rayleigh approximation).

V. THE RELAXATION TO UNIVERSAL SELF-PRESERVATION

A. Vortex-gas observations

Sections III and IV have shown the role of instability in determining the evolution of perturbations before and immediately after the formation of coherent structures. As discussed in Sec IV at the end of the KRL instability, the coherent structures merge resulting in the growth of the layer thickness. Experiments by Winant & Browand[24] carried out at moderate Reynolds numbers identified mergers as the mechanism of layer growth. After several sets of mergers, the layer enters a universal self-preserving state[19].

The role of instability in the universal self-preservation state, is discussed in this section. We adopt the SNH terminology to identify the different regimes in the temporal evolution of the shear layer - RI refers to the initial condition dependent evolution, which here is subdivided into I(a) and I(b) referring to the part of the relaxation before and after the emergence of coherent structures; RII refers to the self-preservation regime, found to be universal for the 2D vortex-gas by SNH; the finite domain driven RIII of SNH is not considered here.

A simulation of a constant vorticity shear layer initialized with broad band initial conditions is discussed in Appendix C. It was found to go through an initial, pre-coherent structure Regime I(a), where growth exponents of individual modes are accurately predicted by the Rayleigh model, consistent with findings in Section III. Regime I(a) is followed by the nonlinear roll-up and formation of coherent structures, constituting Regime (Ib). Here it was found that the KRL model (an application of which will be described shortly) predicts the observed growth exponents, but the Rayleigh model does not. Thus these observations establish the general applicability of the findings presented in Sec IV. Subsequently the layer was found to evolve to the same self-preserving ‘reverse cascade’ (Regime II) of SNH characterized by universal growth rate as well as spectral content. The detailed results of this simulation, that connects the results presented in earlier sections with Regime II, are presented in Appendix C. For the analysis of Regime II in the rest of this section, however, we shall use the data from SNH owing to the availability of larger sample size in terms of number of realizations; though broadly similar conclusions can be obtained from the thick sheet initial condition, see Appendix C, the reduced statistical scatter associated with the more extensive data enables more precise conclusions to be drawn.

To analyze the role of instability, the spectrum of growth exponents is computed at a specified time from the spectral evolution of the perturbations, about the \(x\)-averaged base flow at that time, over a short duration (20\%L/U). This is done using the following procedure. The (discrete) Fourier transform of the perturbation stream function at \(y = 0\) is taken and then the logarithm of the ratio of the amplitudes for a given mode at two time instants (that are sufficiently close to ensure that the bulk statistics such as thickness have not changed significantly) is calculated to yield the local growth exponent. We compare the exponent distribution so obtained with the prediction of growth exponents based on the solution of the linearized Euler equation for the \(x\)-averaged base flow (approximated by an equivalent tanh profile) at that time. This shall henceforth be referred to as the ‘Rayleigh model’.

SNH showed that a chaotic but structured motion develops in R II. The remarkable result of a universal growth rate for the mean vorticity thickness, independent of initial conditions, was obtained. This universality is expected to extend to universal probability distributions for the spacing between structures, non-dimensionalized by the mean vorticity thickness, and for the strength of coherent structures, non-dimensionalized by the mean vorticity thickness and the mean free-stream velocity difference. Rough estimates of such distribution functions, obtained from a small data set, are shown in Fig. 6 (insets B2 and C2). The main result here demonstrates that in R II there is a system of structures, which do not have equal strengths and spacing. Nevertheless, to simplify this system in order to compare with predictions of a linear ‘KRL model’, the flow is approximated by a set of monopoles of equal strength and spacing corresponding to the spectral peak in the perturbation streamfunction derived from the vortex-gas solution at that time. The KRL theory is used to calculate how such a system of monopoles would respond to a perturbation of a
FIG. 6.  A. Snapshot of the RII solution at $tU/l = 300$. The centroids of the 25 identified structures are shown as black squares. B1. Spacing $\Delta_i = x_{i+1} - x_i$ between the centroids of the structures. B2. PDF of this spacing; the 25 data points used here is not sufficient for a reliable PDF, but suggests a possibility of a non-Gaussian distribution with a mean of 2.9$\delta_\omega$ (in broad agreement with literature) and a standard deviation of 24%. C1 and C2, normalized strengths ($\Gamma = 2.9\delta_\omega\Delta U$) of the structures and the PDF (standard deviation is 31% of mean) of the normalized strengths of the structures. Note that there is a correlation (but not a perfect match) between the spacing and strength.

The underlying instability mechanisms of this universal self-preserving regime are now identified by computing the local growth exponent as a function of wavenumber ($\Lambda$) and comparing this exponent distribution with that predicted by the Rayleigh and KRL models. It can be concluded from Fig.7A that this self-preservation flow has a continuous spectral content (in the limit), but it has a peak value. The wavelength (i.e., value of the abscissa) corresponding to this peak is denoted by $S ((2\pi\delta_\omega)/S \sim 1.6)$, and represents a measure of the most probable spacing between the coherent structures.

(Note that there is a difference between this value of $S = (2\pi\delta_\omega)/1.6 \sim 3.9\delta_\omega$ and the value $2.9\delta_\omega$ obtained in Fig.6. The former is obtained from the spectral distribution of the perturbation stream function amplitude at $y = 0$, whereas $2.9$ was obtained (from a relatively small sample) by subjectively identifying coherent structures and measuring the spacing between their centroids. One reason for the difference is that when the perturbation has a continuous spectral content as opposed to being a single wavenumber, the peaks observed in the streamfunction field may be shifted to larger wavelength from that observed for the vorticity field (the spectrum of the latter is loosely the wavenumber squared times the former). The physical interpretation of the shift is that structures that are in the process of merging may sometimes be identified as two separate structures from the vorticity field, but may effectively behave as a single monopole in terms of their long range influence. This effect is captured by the spectrum of the streamfunction field as it is an integral quantity. Based on this argument, it was felt that when a continuous range of spacings is to be simplified into a system with a single spacing, the spacing obtained from the streamfunction field was a physically more convincing choice and hence adopted here as an input into the KRL model. If we had chosen $2.9$ instead, it would have shifted the KRL predictions (green dashed lines) in Figs.7C and D higher and towards the right, slightly worsening the agreement with the vortex gas data at small wavenumbers and slightly improving the agreement at long wavenumbers, and thus would not alter any major conclusion).

The following observations can be made from Fig.7D. The growth exponent has a maximum value of around 0.4 at $(2\pi\delta_\omega)/\Lambda \sim 0.8$, which is about half of $(2\pi\delta_\omega)/S$ and hence represents the growth of the subharmonic of the spacing. Surprisingly, this peak and the positive exponent distribution are accurately predicted by both the Rayleigh model and the KRL model (except at high-wavenumbers, which are beyond the monopole description). That is, two opposite approximations, one involving small perturbations to a uniform-in-x base flow and the other which replaces each coherent structure with a single monopole, both appear to be in agreement with each other and provide a reasonable approximation of the flow in Regime II. This is puzzling, because the predictions of the former depend only upon the thickness of the layer, while that of the latter depend only upon the dominant spacing of the structures. We shall return to explore this issue in Sec.V C, but at present it is important to note the agreement with the Rayleigh model. If it were taken by itself, this finding would support the use of a Rayleigh inspired model to predict turbulent free shear layer evolution. One such model has been proposed by Morris et al.10
FIG. 7. Spectral evolution in Regime II computed for SNH case R1. Note that $\delta_\omega$ indicates vorticity thickness (computed from the $x-$averaged velocity field) at the specified time and $\bar{\delta}_\omega$ is the short-time averaged vorticity thickness (between $t_1$ and $t_2$ which are respectively 200 and 220 in B, C and for the red line in D, and 400 and 420 for the blue line in D). The arrow in B shows the shift in the spectral content with the small change in time.
A by a factor of nearly 4 is observed for the variation in reason why the dependence was not noticed by Morris et al.

Energy amplitude Rayleigh based model can be explained by the following. While the growth exponents are independent of the initial spread rate on amplitude of a given mode to that of the most amplified mode is \( \exp((G_{\text{max}} - G) t) \), and hence decreases with increase in \( t \). For a given value of saturation amplitude, the time taken for the amplitude of the most amplified mode to attain a specified value (say, at saturation), increases with increase in \( A_0 \). (The ratio of the amplitude of a given mode to that of the most amplified mode is \( \exp((G_{\text{max}} - G) t) \), and hence decreases with increase in \( t \). For a given value of saturation amplitude, the time taken for the amplitude of the most amplified mode to attain that saturation amplitude is reduced for higher initial amplitudes.) Hence, higher initial amplitudes lead to higher layer spread rates as more energy is distributed to the longer wavelengths that would subsequently become the most unstable modes under the increased layer thickness, and vice versa. This argument is consistent with the findings in Fig. 8, particularly in Fig. 8C, which shows the dependence of the final spectrum on the initial conditions. In each case, the spectrum evolves from the broadband initial condition to a self-similar distribution, which has a distinct maximum, but the width of the distribution and the precise location of the maximum depend on the initial condition. The Morris model therefore leads to a non-universal self-preservation. That is inconsistent with the SNH vortex-gas observations, which strongly support universal self-preservation (a unique, universal growth rate and self-similarity) over a wide-range of initial conditions for 2D free shear layers.

B. The Morris model prediction

The two major assumptions made by the Morris model are: (i) the spread rate of the layer can be computed by balancing the energy gained by the perturbations in an integral sense and the energy lost by the growth of the layer, and (ii) the perturbation amplitudes (appropriately normalized to include the eigen function information) always grow exponentially in accordance with the application of the Rayleigh theory on the mean (in \( x \)) velocity profile at any given time. The first assumption seems likely to be true for the vortex-gas shear layer. It is not clear at this point whether the second assumption would be valid, since Rayleigh theory was observed to provide accurate predictions in Regimes Ia and II but failed in the intermediate Rlb. Furthermore, it is important to note that at any instant the spread of the layer determined by this model will depend on the existing spectral content, though the growth exponents themselves depend only on the thickness. This leads to the important question of whether there is an inbuilt mechanism in the model that could lead to universal self-preservation regardless of initial conditions.

In order to consider this question further, some preliminary simulations of the model based on Morris et al. are performed. This involves solving the coupled ODEs (D14 and D15) in Appendix D. These simulations were performed with a set of broadband initial conditions with each case having a different initial value of \( A_0^2 \), the kinetic energy per wavenumber (nondimensionalized by local thickness, see Appendix D for definitions). The results for the growth of the layer for the different initial conditions are shown in Fig. 8A. It can been seen that while a state of constant spread rate (i.e. self-preservation) is reached in each of the cases (over nearly a logarithmic decade in time for some cases), the value of the spread rate itself is a function of \( A_0 \), which is associated with the initial conditions. Note that the self-preservation spread rate changes only very slowly with changes in \( A_0 \) (see Fig. 8B) and this may have been a reason why the dependence was not noticed by Morris et al.. However, a difference in self-preservation spread-rate by a factor of nearly 4 is observed for the variation in \( A_0 \) considered in Fig. 8. Further, the functional dependence of spread rate on \( A_0 \) also does not appear to settle down to any unique value.

This dependence of the self-preservation spread rate on the characteristic of the initial disturbance spectrum for a Rayleigh based model can be explained by the following. While the growth exponents are independent of the initial energy amplitude \( A_0 \), it can be shown that the amplitude \( A \) of any mode, at a time at which the amplitude of the most amplified mode reaches a specified value (say, at saturation), increases with increase in \( A_0 \). The spread rate (i.e. self-preservation) is reached in each of the cases (over nearly a logarithmic decade in time for some cases), the value of the spread rate itself is a function of \( A_0 \), which is associated with the initial conditions. Note that the self-preservation spread rate changes only very slowly with changes in \( A_0 \) (see Fig. 8B) and this may have been a reason why the dependence was not noticed by Morris et al.. However, a difference in self-preservation spread-rate by a factor of nearly 4 is observed for the variation in \( A_0 \) considered in Fig. 8. Further, the functional dependence of spread rate on \( A_0 \) also does not appear to settle down to any unique value.

This dependence of the self-preservation spread rate on the characteristic of the initial disturbance spectrum for a Rayleigh based model can be explained by the following. While the growth exponents are independent of the initial energy amplitude \( A_0 \), it can be shown that the amplitude \( A \) of any mode, at a time at which the amplitude of the most amplified mode reaches a specified value (say, at saturation), increases with increase in \( A_0 \). The spread rate (i.e. self-preservation) is reached in each of the cases (over nearly a logarithmic decade in time for some cases), the value of the spread rate itself is a function of \( A_0 \), which is associated with the initial conditions. Note that the self-preservation spread rate changes only very slowly with changes in \( A_0 \) (see Fig. 8B) and this may have been a reason why the dependence was not noticed by Morris et al.. However, a difference in self-preservation spread-rate by a factor of nearly 4 is observed for the variation in \( A_0 \) considered in Fig. 8. Further, the functional dependence of spread rate on \( A_0 \) also does not appear to settle down to any unique value.

C. Further comments on the failure of the Morris model and comments on the universal spacing to thickness ratio

The failure of the Morris model to reproduce the vortex-gas results on the universality of the growth rate merits closer consideration. This may seem somewhat surprising, since it is based on the Rayleigh model which accurately predicts the growth exponents of perturbation modes in RI. Recall, however, the failure of the Rayleigh model in the intermediate Regime Ib. The Morris model does not provide any special treatment to address this regime.

Consider therefore Rlb and RI in greater detail. Why did the Rayleigh model fail in Regime Ib but provide good predictions in Regime II? One plausible reason why the Rayleigh approximation appeared to provide good predictions in Regime II is the following. After several mergers, the coherent structures are less orderly than what they were initially (Rlb), and hence the perturbations they cause over the uniform-in-\( x \) base flow are small relative to those
FIG. 8.  A. Evolution of thickness in the Morris model for a temporal shear layer with broadband initial conditions of different amplitudes. B. Variation in the self-preservation spread rate with initial perturbation energy amplitude $A_0$. C. The self-preservation spectrum for different initial amplitudes.

in RIIb and perhaps sufficiently small for the linear approximation of Rayleigh to hold. To investigate whether this argument is correct, let us closely examine the predictions of the Rayleigh model and KRL in RIIb and RII.

Note, however, that the Rayleigh model predictions are broadly based on the layer thickness and the KRL model predictions are broadly based on the spacing between structures. Figure 9 shows the maximum growth exponent, scaled with thickness, predicted by the Rayleigh model (black dashed line) and KRL (green dash-dot line) models for a given layer-thickness to structure-spacing ratio. As expected, since the Rayleigh model does not take structure information into account, its prediction does not depend on the spacing to thickness ratio and hence $G_{\text{max}} \delta_\omega / U = \text{constant}$. On the other hand, the KRL gives $G_{\text{max}} \delta_\omega / U = \text{constant} \times \delta_\omega / S$, as $G_{\text{max}} \propto 1 / S$ in this model. The vortex-gas data from regimes RIIb (from the initially thick shear layer discussed in Appendix C) and RII (case R1, Fig. 7), are both plotted on the Figure.

The data can now be seen in new light. First, RIIb and RII both lie on the KRL line. Secondly, RII lies at the intersection of the KRL and Rayleigh models. One set of interpretations of these observations is that (a) KRL is valid for all spacing-to-thickness ratios, and (b) the spacing-to-thickness ratio of RII is determined by the intersection of the KRL and Rayleigh models.
FIG. 9. Measured and predicted maxima (over wavenumber) of growth exponents scaled with thickness, plotted as a function of thickness-to-spacing ratio.

To add more points to this plot, a set of calculations have been performed using three artificially generated configurations. The first two are obtained by re-scaling the $y$ positions of all the point vortices. The first case involves scaling down $y$-location of all vortices by a factor of two, while the second case involves scaling them up by a factor of two. We also consider a third case in which the thickness of the layer is increased by approximately a factor of two, by a sudden diffusion. This is achieved by the addition of random numbers (drawn from a Gaussian distribution) to the $x$ and $y$ locations of each vortex (see Chorin for details on simulating viscosity by random walk of point vortices). It is important to note that no particular conservation law has been violated; these cases provide altered initial conditions for entirely new vortex-gas simulations. The purpose is to obtain configurations that retain the broad ‘chaotic but structured’ character seen in Regime II but with different values of $2\pi\delta_\omega/S$. The local growth exponents for these specified states are computed from the vortex-gas calculations, and the data from these simulations (after neglecting the anomalous very low wavenumber peak for the $2\pi\delta_\omega/S \approx 1$ point) are also plotted in Fig. 9. It can be seen that the points roughly line up with the KRL predictions, but only for the Regime II value of $2\pi\delta_\omega/S$ are the predictions from the Rayleigh model acceptable. One might therefore conclude that the Rayleigh model is not uniformly valid in an evolution with coherent structures for arbitrary structure spacings.

There is then further clarity on why the Morris model does not predict the universal self-preservation attained in the full (vortex-gas) simulation. The initial amplification for small perturbations is indeed in accordance with the modal growth based on the Rayleigh model. This leads to the formation of coherent structures whose spacing to the initial thickness ratio (and the relative amplitudes of the subharmonics and the shape of the spectrum) will depend on the initial conditions, and may or may not be the special value eventually attained in Regime II: only at this special value does the Rayleigh model provide good predictions of growth exponents. The growth exponents of the subsequent evolution necessarily depend on this spectral information. Therefore a KRL type instability, which the Morris model does not have, is required to describe this part of the evolution. It can be further conjectured that the KRL instability in conjunction with the Rayleigh model, leads to the universal self-preservation, with the Regime II value of $2\pi\delta_\omega/S$, beyond which predictions can be made with either the Rayleigh or the KRL model. But since the Morris model or any proposal that is based on the Rayleigh model alone, misses the KRL mechanism that leads to this universal $2\pi\delta_\omega/S$; instead it leads to solutions in which both $d\delta_\omega/dt$ and $2\pi\delta_\omega/S$ are dependent on initial conditions. Based on the results presented in Fig. 9, the important conclusion can be drawn: that the spacing between coherent...
structures in a turbulent free shear layer is determined by what may be called a resonance between the Rayleigh and KRL instabilities.

D. Comments on the monopole instability and a simple merger model

As with a modal development purely based on the Rayleigh model, a pure monopole model is also incomplete in describing the entire shear layer evolution because it fails during the mergers of coherent structures. This is evident in Fig. 4. Simple merger models, however, have previously been proposed (e.g. PK Dutta). Here a simple model is considered in which two monopoles of strength $\Gamma_1$ and $\Gamma_2$ located at $x_1$ and $x_2$ respectively, are replaced with a single monopole of strength $\Gamma_1 + \Gamma_2$ located at $(\Gamma_1 x_1 + \Gamma_2 x_2) / (\Gamma_1 + \Gamma_2)$, when $|x_1 - x_2| < (C(\Gamma_1 + \Gamma_2))/2\Delta U$. The only adjustable parameter in this model is $C$. From the two structure merger results described in Sec. 4 (Fig. 1), a value of $C = 0.7$ is a reasonable first choice. With this model it is of interest to consider the evolution well within the universal self-preservation regime. Individual structures are replaced by monopoles with a circulation equal to that of the sum of the respective structures (i.e. with different monopole strengths) and then the full vortex-gas system and the monopole system are independently integrated beyond this point. The results for the full vortex-gas simulation, namely the basic monopole system without mergers and the monopole system with the simple merger model, are shown in Fig. 10. It can be seen that the monopoles without the merger model provide short time predictions of the evolution of structures in the self-preservation regime. (The agreement of the KRL growth exponents in Fig. 7 for long waves that correspond to scenarios in which spacing between coherent structures is larger than their size, is consistent with this observation.) After the first set of mergers, however, the monopoles no longer track the evolution of the subsequent structures. (Therefore the monopole model by itself is not self-preserving. Note however, that after a sufficiently long time, the monopoles will begin to cluster once again, and Regime II would be eventually recovered, as shown by SNH). The introduction of the simple merger model ensures the correct description of the entire evolution, even after 3 sets of mergers. This model works in both regime Ib and II, for long times. Unlike the Rayleigh or KRL model, this monopole merger model is nonlinear and involves an adjustable constant, but it appears to be the simplest reduced-order model that describes the entire, post-coherent-structure evolution of the shear layer. It also highlights the basic instability processes that determine shear layer growth. It captures the essence of the ‘reverse cascade’ to larger and larger scales which provides both chaotic behavior and a universal growth rate independent of initial conditions.

VI. CONCLUSIONS

The results from single mode analyses compare and contrast the Rayleigh and Kelvin-Biot-Savart approaches to instability. They demonstrate the equivalence of the two approaches for the linear evolution (Regime Ia), despite the different nature of the approximations involved. The agreement with the Rayleigh solution, while not unexpected, is nevertheless remarkable because the same Biot-Savart formulation is subsequently used to study the formation of coherent structures, their interaction, and eventually a universal self-preservation. Furthermore, the agreement between the vortex-gas and linearized Euler equations during the linear evolution emphasizes the important fact that, for inviscid flow, all of the dynamics is contained in the simple Kelvin, Biot-Savart mechanics.

The nonlinear saturation of the initially growing modes leads to the formation of coherent structures. It is found that the immediate evolution following the emergence of coherent structures (Regime Ib) can also be described by a linear theory - not the Rayleigh model for the growth of modes in a uniform-in-z base flow, but the Karman, Rubach & Lamb (KRL) model for the linear instability of monopoles. Once the initial growing mode is saturated and the vorticity is located in coherent structures of equal (or nearly equal) strength, the instability of the resulting array is well described by a distribution of equal-strength monopoles as in the KRL instability. The basis of this instability is that any perturbation to either the strength or location of the monopoles in the array is unstable because the velocity of at least one vortex due to all of the vortices to the left will not be exactly equal and opposite to the velocity induced by all the vortices to the right of it. Such a vortex will move in a way the resulting motion increases the imbalance.

Subsequently the layer evolves to a self-preserving reverse cascade (Regime II) of SNH characterized by a universal growth rate and spectral content. Surprisingly, both Rayleigh and KRL models (for large wavelengths) are found to provide good local predictions for the growth of perturbations. In this universal regime, if the mean vorticity profile and the linear instability of this profile are assumed, and there is an energy coupling between the modes and the mean profile as in the model of Morris et al., it is found that it is possible to obtain the universal self-preservation, observed in the full simulations, only if a specific choice of the initial conditions is made in the Morris model. The model therefore leads to a self-preservation growth rate and spectrum that is initial-condition dependent and it therefore fails in general to predict the universality observed in the full simulations. One possible reason for this failure is that
FIG. 10. Evolution of the full vortex gas solution in Regime II (blue dots) compared with the evolution of monopoles with (black squares) and without (red circles) the merger model.
predictions of the Rayleigh theory are valid only at a special value for the ratio of the average coherent structure spacing to layer thickness attained in Regime II. Interestingly, this value is found to be close to the intersection of the maximum growth rates given by the linear theories of Rayleigh (assuming the mean vorticity distribution) and KRL (assuming arrays of coherent structures of uniform strength and equal spacing). This suggests the possibility of some locking between the two. It is also shown that, if in this universal regime the coherent structures are replaced by monopoles, reasonable short term predictions are found for different values of mean thickness to coherent structure spacing ratios. However, this simplification fails during merger between coherent structures. The addition of a simple semi-empirical model for mergers leads to good predictions of the long-term behavior observed in the full simulations in all regimes following the formation of the first coherent structures. This monopole merger model captures the essence of the basic instability, which leads to a ‘reverse cascade’ to larger and larger scales and to order and disorder implied in the universal growth rate and self-preservation with a statistical distribution of monopole strengths and spacings. The simplicity of the Kelvin Biot-Savart formulation in this two-dimensional inviscid case and the connection that has been shown between the linear instability theory for the mean vorticity profile and the monopole instability of coherent structures, illustrate both the chaotic and structured behavior of the vorticity field in this simple case. Such behavior may be broadly characteristic of many more complex turbulent shear flows. Preliminary analyses suggest that the Kelvin Biot-Savart formulation is perhaps of more general applicability to instability in shear flows, and can be used to describe evolution of 2D Bickley jets and viscosity stratified flows (Suryanarayanan, Tendedo Ventanas, Govindarajan and Theofilis, manuscript under preparation).
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Appendix A: The point-vortex ‘eigen mode’

The Rayleigh solution for the instability of a piecewise linear velocity profile (a uniform vorticity shear layer of finite thickness 2δ) is a pair of vortex sheets at \( y = \pm \delta \), whose strengths grow exponentially with time. Due to the linear approximation, the vorticity does not actually ‘move’ in the Rayleigh solution. In the point-vortex solution however, the vorticity crosses \( y = \pm \delta \) and does so even at very early times. That is, in the point-vortex system, during the initial stage of exponential growth of perturbations, there is a sinusoidal perturbation of the outer row of vortices and also of every initial row, but with varying amplitude and phase. The inter-vortex spacing on each initial row also varies approximately sinusoidally with \( x \), with its amplitude and phase varying for each row. While this may appear at first sight as if a vorticity perturbation is generated within the strip, the coarse-grained vorticity, averaged over the area of the initial cell, is still conserved. The reason is that the combination of an increase in the local concentration of vortices along a row is matched by a local increase in distance between rows and this leads to a negligible change in vortices per unit area. This is true because the velocity field is the curl of a vector potential, from which the Biot-Savart relationship is found, and hence the velocity field is divergence-free. The shape of the area gets distorted with time.

As a consequence, the vorticity eigenmode of the point-vortex system has a subtle difference from that of linear stability theory, though it could be expected to be very close in the small amplitude limit. In order to understand this better, we repeated the simulation with the same number of vortices, but initialized the displacements of the vortices from their regular undisturbed positions with a ‘numerically obtained eigen mode’. This was obtained by (i) ‘rescaling’ the observed exponentially growing \( x \) and \( y \) perturbations in the position of vortices in each row found in the linear (exponential) regime of the simulation shown in Fig 12 and (ii) then reducing the perturbations exponentially to a much earlier time when the normal displacement amplitude on the central row was only 0.0005 of the wavelength (c.f. initially 0.05). With this initial condition, exponential growth was found from very nearly \( t = 0 \), as seen in Fig 12 and the least-square fitting of the growth rate agrees with the exact solution to three significant digits. This procedure, therefore, gives an approximation to the actual eigen function for the distribution of the vorticity (Fig 11); this result is obtained here, in the absence of a theory, through the successive application of the Biot-Savart relationship.
FIG. 11. The numerically obtained eigen mode for vortex spacing. \( \text{amp}_{\text{x}}, \text{amp}_{\text{y}} \) denote the perturbation amplitudes of the \( x \)-spacing and \( y \)-displacements from the base configuration, and \( \text{ph}_{\text{x}} \) and \( \text{ph}_{\text{y}} \) denote the respective phases.

FIG. 12. Exponential growth from \( t = 0 \) with the ‘eigen mode’ initial condition. The growth rate given by Rayleigh (0.402) is shown in dashed lines.

Appendix B: Convergence, Chaos and Desingularization

It is well known that more than three point vortices (in an infinite plane) can become chaotic\(^{37,38} \). The emergence of irregular behavior in the roll up of a vortex sheet, represented by a single row of point vortices, has been studied in detail\(^{39–41} \). The problem is less severe in the evolution of a finite thickness shear layer represented by multiple rows of point vortices, as the correct large scale behavior is recovered. However it can be observed that the motion of some point vortices became chaotic in local regions during the non-linear evolution of the present system.

Figure 13 explains a possible origin for this behavior. The original area in the initial distribution of point vortices shown in Fig. 13(a), and is represented by the blue square in Fig. 13(c). The area becomes distorted by the straining motion into an approximate rectangle with a high aspect ratio, as in Figures 13(b) and 13(c). The single point vortex at the center becomes much closer to that representing the vorticity in the adjacent area. Thus some of the vortices, that were initially in the same row, move toward each other and away from adjacent rows. It is easy to understand that the closer they are the more susceptible they would become to a local rotation about each other, which could be expected to lead to locally chaotic behavior. The method conserves the area of an element of fluid (by continuity), but the shape of the area can become greatly distorted. It can be seen that the place where chaos emerges is the
FIG. 13. ‘Ill-conditioning’ due to the straining motion on the initial elemental area whose uniform vorticity distribution is represented by a delta function.

FIG. 14. The effect at different times of increasing the Krasny desingularization parameter. The values of the desingularization ‘core radius’, with respect to the initial inter-vortex spacing, are 0, 1.4, 7 and 28, and 0, 0.078, 0.389 and 1.55 in terms of $\delta_{\omega_0}$ place where the elements at that time become most ‘ill-conditioned’.

Another way of thinking about the phenomenon is that when the distance between rows is large and the distance between neighboring vortices in a row is small, as it is when the area becomes ill-conditioned, the row increasingly behaves locally like an isolated vortex sheet. It is then subject to the instability of a sheet, namely it becomes susceptible to the smallest wavelength perturbation. Hence it may suffer instability at the scale of inter-vortex spacing, leading to a local roll up and subsequent chaotic behavior. Hence the Krasny-Majda desingularization method, which was developed for a sheet, might also be expected to delay chaos in the present system.

Figure 14 shows the evolution of instability with identical initial conditions for different desingularization parameters. As illustrated, desingularization delays the onset of chaos by limiting the local velocity between neighboring vortices. This leads evidently to a better local representation of the continuous (constant) vorticity field. The local sheets are now of finite thickness and hence are not unstable to small wavelength perturbations. But this only delays the onset of chaos, as eventually disturbances of wavelengths that are long enough to destabilize the local finite-thickness sheet, emerge. Further, when the desingularization radius becomes larger than approximately 15% of the fundamental wavelength, the large scale behavior in these calculations becomes noticeably affected.

As seen in Figure 14, the large scale development associated with the roll-up of the fundamental appears essentially
FIG. 15. Evolution of a shear layer initialized with a fundamental and subharmonic with and without desingularization.

unaffected by desingularization up to a core radius of at least 7 with respect to the initial vortex spacing (5% of the instability wavelength). However, the point vortex chaos can act as a weak ‘random forcing to the ‘monopole’ locations, and this introduces a weak sub-harmonic forcing that can trigger the subsequent evolution (i.e. Regime I(b)), even when no sub-harmonic perturbation was present in the initial condition. However, as long as a subharmonic is explicitly introduced in the initial condition, the subsequent evolution (in a coarse-grained sense) is unaffected by desingularization as seen in Fig. 15.

A related question is on the role of chaos and the convergence of the solution with increasing \( N \), ultimately to a solution of the 2D Euler equations (i.e to the evolution of the continuous vorticity field). There have been many theorems on convergence of vortex methods. Hald proposed that the vortex blob method converges to the smooth solution of the Euler equations in the limit \( N \to \infty \) but only when the inter vortex spacing goes to zero faster than the blob radius, implying that the blobs must overlap. This means that the true point vortex methods (i.e \( \epsilon = 0 \)) do not converge to the continuous solution. It was later shown that the convergence criterion is influenced by the choice of the norm, and Goodman showed that the blob method converges in the limit of point vortices provided the correct norm is adopted. Further discussion including proofs on the point vortex method providing a weak solution of the Euler equations are presented by Marchioro & Pulvirenti.

Without getting into an elaborate discussion of the mathematical theorems, we present a numerical demonstration of convergence. In the finite-thickness shear-layer evolution considered earlier, the solution converges in a coarse grained sense with increase in \( N \), as seen in Fig. 16. Individual vortex motion is chaotic beyond a certain critical time that may depend on \( N \), and hence there will not be a one to one correspondence at the level of individual vortices, but the coarse-grained / large-scale solution can be observed to converge with \( N \). This is clearer from the stream function which is obtained from the vector potential. As it is derived from the vorticity field, it is still technically chaotic, but being an integral quantity, it is dominated by the long range influence of the large scale vorticity distribution rather than by locally chaotic motion. We are interested in the large scale motion of coherent structures, because once the coherent structures form their subsequent interaction is initially described by the instability of monopoles.
FIG. 16. (a) - (c) time evolution of a finite thickness shear layer initialized with fundamental and sub-harmomic discretized by 256, 1024 and 4096 vortices. (d) and (e) - contour plot of streamfunction at $tU/\delta_0 = 25$ for $N = 1024$ and 4096.
FIG. 17. A. Increase in $\epsilon$ delays (in terms of $t\Delta U/L$ and $t\Delta U/l$) the onset of Regime II, but has no influence on the spread rate in Regime II. The observation on universality in the non-equilibrium evolution is unaffected on desingularizing the vortices (with any given $\epsilon/l$ at sufficiently large $N$). B. Scaling based on $\epsilon$, (note that $\theta/\epsilon = F[t\Delta U/\epsilon]$ for $\epsilon >> a$ and $t\Delta U/L << 1$) showing agreement between the different datasets.

(see Sec [IV], i.e. it does not depend on the detailed vorticity distribution within the coherent structure. The solution is eventually chaotic at the level of coherent structures, but once again the detailed structure does not matter owing to the statistical nature of the evolution (elaborated in the following paragraph). Since the solution is seen to converge with $N$ and is independent of desingularization at the level of large scale description (Fig.17), the present results, taken together with Appendix C, can be considered as having general applicability and relevant to the solution of the 2D Euler equations.

Thus the results on convergence, chaos and desingularization in the context of the results presented in this paper can be summarized as follows. The origin of chaos during the initial roll up into structures (i.e. Regime R1a) may be dependent on factors such as $N$ and $\epsilon$. But once the structures roll up, all cases (including the continuous vorticity case) essentially transform into a system of monopoles, where each coherent structure behaves as a vortex. Such a system is necessarily chaotic (regardless of the numerical method) as long as there is a sufficiently large number of coherent structures in all. So once there is chaos at the level of the coherent structures, even an infinitesimal noise (which may arise from free stream turbulence, wind tunnel noise, thermal noise due to molecular motion, numerical round-off errors that exist in all numerical methods) will lead to an initial-condition and stochastic forcing independent statistical solution. In mechanistic terms this can be described in the following way. Once there are coherent structures (which are achieved by roll up of the initial instability waves), even if they are all ordered, their subsequent motion is very sensitive to the smallest perturbations in the system. As a result, the smallest perturbation will cause them to migrate from their unstable equilibria and the subsequent chaos will lead them to merge unevenly leading to a next generation of coherent structures that have different strengths and different locations, even if starting with equispaced, equal strength structures. The process continues till statistics become independent of the initial conditions or the noise in the system. So while the exact source of initial noise or stochastic forcing may be different for each method (e.g. continuous vorticity on discrete grid vs. discrete vortex method, wind tunnel vs. numerical simulations), and such a forcing may be essential, the answer beyond a point does not depend on the precise nature of the forcing.

The above statements are be supported by the following different kinds of evidences. (1) The same universality is obtained using different initial conditions and different $N$ (2) The same universality for different values of the desingularization parameter that suppresses small scale chaos (Fig. 17). (3) The same universality is obtained when a deliberate stochastic ‘forcing’ is introduced via adding a random walk component to vortex motion (4) Most high Reynolds number experiments and DNS are in close agreement with the universal spread rate observed in RII of point-vortex shear layers.
FIG. 18. Evolution of momentum thickness of vortex gas (thick) shear layer. The dashed line shows the universal spreading rate \( \frac{d\theta}{dt \Delta U} = 0.0166 \) (SNH) in Regime II. Region A corresponds to times when the base flow (thickness) hardly changes, region B indicates a region where the layer grows rapidly but not at the universal rate, and region C when the layer grows at the universal rate. The respective spectral evolutions are analyzed and presented in Figures 19, 20 and 21 respectively.

Appendix C: Results for growth exponents for an initially ‘thick’ shear layer

In this Appendix the results of a simulation with an initially ‘thick’ shear layer are presented. To generate the initial condition for this simulation 4480 vortices arranged in 4 rows (i.e. \( L/l = 1120 \)), such that they are equi-spaced in both \( x \) and \( y \). A uniformly distributed random number (with \( a = 0.5l \)) is then added to the \( y \)-positions of each column of vortices. We use a Krasny-type desingularization for these simulations, with \( \epsilon/l = 1 \). The combination of the present initial condition and desingularization results in an initial vorticity thickness \( \delta_\omega = 4l \). The results are then averaged over 16 realizations.

The evolution of the momentum thickness is shown in Fig. 18. At small times, the thickness of the layer hardly changes. This is consistent with Regime I(a), the linear growth of initial perturbations. The evolution of the layer from \( tU/\delta_\omega = 2.5 \) to 5.0 (marked as region A in Fig. 18) is shown in Fig. 19. It can be seen that the growth exponents (Fig. 19B2) agree with the predictions of Rayleigh theory, consistent with findings in Sec. III.

We next consider the evolution of the layer from \( tU/\delta_\omega = 18.75 \) to 25. The thickness of the layer has rapidly increased, and is over double the initial thickness by \( tU/\delta_\omega = 18.75 \). The evolution of the layer during this time is shown in Fig. 20. It can be observed (Fig. 20B3 and B4) that there are distinct coherent structures during this phase of the evolution of the layer. The spectrum at \( tU/\delta_\omega = 18.75 \) has a distinct peak, and that at \( tU/\delta_\omega = 25.00 \) has a second peak, approximately at the ‘subharmonic’. The growth exponents (Fig. 20B2) do not agree with the predictions of Rayleigh theory for the ‘base flow’ but closely agree with the KRL predictions. These observations are consistent with the Regime I(b) results presented in Sec. IV.

At later times (say from \( tU/\delta_\omega = 46.25 \) to 52.5 - marked as ‘C’ in Fig. 18), the momentum thickness grows with the same universal rate as the ‘thin shear layer’ case discussed in Sec. V. The evolution of the layer is shown in Fig. 21. The results shown here, namely that the observed growth exponents agree with both Rayleigh and KRL, are consistent with the RII results discussed in Sec. V Thus all three regimes - RI(a), RI(b) and RII are recovered, and can be distinctly observed for this class of initial conditions.
FIG. 19. Spectral evolution during early times (marked as A in Fig. 18) $tU/\delta_0 = 2.5$ to 5.0. B1 shows the power spectral density of the perturbation stream function and B2 shows the respective growth exponents, B3 and B4 show the vortex-positions at $tU/\delta_0 = 2.5$ and 5.0 that clearly indicate that distinct coherent structures are yet to form.

FIG. 20. Evolution during $tU/\delta_0 = 18.75$ to 25.0 (RIb, after formation of coherent structures). $\overline{\delta_0}$ is the average thickness during the evolution considered. B1 shows the power spectral density of the perturbation stream function and B2 shows the growth exponents, B3 and B4 show the vortex-positions at $tU/\delta_0 = 18.75$ and 25.0.
Appendix D: The Morris-model for the 2D Incompressible temporal free shear layer

Consider perturbation modes of the form \( \hat{\mathbf{u}}(\kappa, y, t) \exp(i\kappa x) \). The perturbation velocity field in the limit of a large number of modes is

\[
\mathbf{u}' = \delta_\omega \int d\kappa \exp(i\kappa x)\hat{\mathbf{u}}(\kappa, y, t) \tag{D1}
\]

Note that both \( u' \) and \( \hat{\mathbf{u}} \) have dimensions of velocity.

The kinetic energy per unit length in \( x \) associated with the perturbations is

\[
E_p(t) = \frac{1}{2} \int_{-\infty}^{\infty} dy < \mathbf{u}', \mathbf{u}' > = \frac{\delta_\omega}{2} \int d\kappa \int_{-\infty}^{\infty} dy < \hat{\mathbf{u}}, \hat{\mathbf{u}} > \tag{D2}
\]

If we choose \( A \) to represent an effective amplitude, such that
\( A^2(\kappa, t) = (1/4) \int_{-\infty}^{\infty} dy < \hat{\mathbf{u}}, \hat{\mathbf{u}} > \), eqn.\( D2 \) can be written as

\[
E_p(t) = 2 \int d\kappa \delta_\omega A^2(\kappa, t) \tag{D3}
\]

Note that \( A \) not only depends on the physical amplitude of the perturbation but also the distribution of the mode in \( y \). The constant in front has no unique meaning, it is chosen to agree with the choice of normalization adopted by Morris et al. \( 10 \). (It can be shown that if the model were to lead to a self-similar solution independent of the initial conditions, the exact normalization is irrelevant, as it can be absorbed in the equations in such a way that it will only change the initial value of \( A \)).

The rate of change of the perturbation energy is given by

\[
\frac{dE_p}{dt} = 2 \int d\kappa \left( \frac{d(\delta_\omega A^2)}{dt} \right) \tag{D4}
\]
The Morris model assumes that the perturbation grows via linear mechanisms, i.e. \( A \sim \exp(Gt) \), where \( G \) is a growth exponent given by Rayleigh theory for the base flow at that instant of time. If the base flow is frozen,

\[
\frac{dA^2}{dt} = 2GA^2
\]

But the Morris model also accounts for the growth of the base flow. Therefore

\[
\frac{d}{dt}(A^2 \delta_\omega) = 2G(A^2 \delta_\omega)
\]

Thus eq(D4) can be written as

\[
\frac{dE_p}{dt} = 4\delta_\omega \int d\kappa A^2(\kappa,t)G(\kappa)
\]

The change in the kinetic energy of the base flow is

\[
\frac{d}{dt}(E_m(t)) = \frac{d}{dt} \left( \frac{1}{2} \int_{-\infty}^{\infty} dy U^2 \right) = \int_{-\infty}^{\infty} dy U \frac{dU}{dt}
\]

where \( U = \Delta UF(\eta \equiv \frac{y}{\delta_\omega(t)}) \)

\[
\frac{d}{dt}(E_m(t)) = -\frac{d\delta_\omega}{dt} \Delta U^2 \int_{-\infty}^{\infty} d\eta FF'
\]

For a tanh profile with unit velocity difference and unit vorticity thickness, the integral on the right hand side is equal to 1/8. Thus

\[
\frac{d}{dt}(E_m(t)) = -\Delta U^2 \frac{d\delta_\omega}{dt}
\]

Since the total kinetic energy is conserved for the incompressible flow,

\[
\frac{d}{dt}(E_m(t) + E_p(t)) = 0
\]

Substituting eq(D7) and eq(D10) in eq(D11)

\[
4\delta_\omega \int d\kappa A^2(\kappa,t)G(\kappa) - \Delta U^2 \frac{d\delta_\omega}{dt} = 0
\]

\[
4\delta_\omega \int d\kappa A^2(\kappa,t)G(\kappa) - \frac{\Delta U^2}{8} \frac{d\delta_\omega}{dt} = 0
\]

Rearranging, we get the growth rate of the layer as

\[
\frac{d\delta_\omega}{dt} = \frac{32}{\Delta U^2} \int d\kappa A^2(\kappa,t)G(\kappa)
\]

Rewriting eqn(D6) we obtain the following equation for the growth of the normalized amplitude of each mode as

\[
\frac{d}{dt}(A^2(\kappa,t)) = A^2(\kappa,t) \left( 2G(\kappa) - \frac{1}{\delta_\omega} \frac{d\delta_\omega}{dt} \right)
\]

where the growth exponents \( G(\kappa) \) are obtained from linear stability theory (Rayleigh). Equations D14 and D15 can be solved as an initial value problem in time.
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