Measurement of the $t\bar{t}$ production cross section in $pp$ collisions at $\sqrt{s} = 1.96$ TeV

V.M. Abazov$^{36}$, B. Abbott$^{75}$, M. Abolins$^{65}$, B.S. Acharya$^{29}$, M. Adams$^{51}$, T. Adams$^{49}$, E. Aguilo$^{6}$, S.H. Ahn$^{31}$, M. Ahsan$^{59}$, G.D. Alexeev$^{36}$, G. Alkhazov$^{40}$, A. Alton$^{64}$, G. Alverson$^{63}$, G.A. Alves$^{2}$, M. Anastasio$^{35}$, L.S. Ancu$^{35}$, T. Andeen$^{53}$, S. Anderson$^{45}$, B. Andrieu$^{17}$, M.S. Anzelm$^{53}$, M. Aoki$^{60}$, M. Arthaud$^{18}$, A. Askew$^{49}$, B. Åsman$^{41}$, A.C.S. Assis Jesus$^{3}$, O. Atramento$^{49}$, C. Avila$^{3}$, C. Ay$^{24}$, F. Badaud$^{13}$, A. Baden$^{61}$, L. Bagby$^{50}$, B. Baldin$^{50}$, D.V. Bandurin$^{39}$, P. Banerjee$^{29}$, S. Banerjee$^{29}$, E. Barberis$^{53}$, A.-F. Barfuss$^{15}$, P. Bargassa$^{40}$, P. Baringe$^{58}$, J. Barreto$^{4}$, J.F. Bartlett$^{50}$, U. Basler$^{15}$, D. Bauer$^{15}$, S. Beale$^{6}$, A. Bean$^{58}$, M. Begalli$^{3}$, M. Belgeli$^{73}$, C. Belanger-Champagne$^{41}$, L. Bellantoni$^{50}$, A. Bellavance$^{50}$, J.A. Benitez$^{65}$, S.B. Beri$^{27}$, G. Bernardi$^{17}$, R. Bernhard$^{42}$, I. Bertram$^{42}$, M. Besançon$^{18}$, R. Beuselinck$^{33}$, V.A. Bezzubov$^{39}$, P.C. Bhat$^{50}$, V. Bhatnagar$^{27}$, A. Lobodenko$^{45}$, S. Kermiche$^{30}$, M.W. Grünewald$^{3}$, E. Gallas$^{18}$, M. Corcoran$^{7}$, F. Couderc$^{18}$, M.-C. Cousinou$^{15}$, I. Bertram$^{3}$, L. Bellantoni$^{42}$, L. B часа$^{3}$, L. Han$^{50}$, S. Banerjee$^{74}$, N. Parashar$^{56}$, N. Parua$^{74}$, M. Pangilinan$^{77}$, N. Parua$^{74}$, O. Mundal$^{16}$, C. Ochando$^{16}$, D.C. O'Neil$^{6}$, G. Obrant$^{40}$, C. Ochoa$^{16}$, D. Osprienko$^{59}$, N. Oshima$^{50}$, N. Osman$^{43}$, J. Osta$^{55}$, R. Otec$^{50}$, G.J. Otero y Garzón$^{60}$, M. Owen$^{44}$, P. Padley$^{80}$, M. Pangilinan$^{77}$, N. Parashar$^{56}$, S.-J. Park$^{72}$, S.K. Park$^{31}$, J. Parsons$^{70}$, R. Partridge$^{27}$, N. Parun$^{34}$, A. Patwa$^{73}$, G. Pawloski$^{80}$, B. Penning$^{23}$, M. Perfilov$^{38}$, K. Peters$^{44}$,
We measure the $t\bar{t}$ production cross section in $pp$ collisions at $\sqrt{s} = 1.96$ TeV in the lepton+jets channel. Two complementary methods discriminate between signal and background, $b$-tagging and a kinematic likelihood discriminant. Based on 0.9 fb$^{-1}$ of data collected by the D0 detector at the Fermilab Tevatron Collider, we measure $\sigma_{t\bar{t}} = 7.62 \pm 0.85$ pb, assuming the current world average $m_t = 172.6$ GeV. We compare our cross section measurement with theory predictions to determine a value for the top quark mass of $170 \pm 7$ GeV.
The standard model fixes all properties of the top quark except its mass. The cross section for top quark production depends on the couplings of the top quark and on its mass. In this Letter, we report the most precise measurement of the top-antitop quark pair (t\bar{t}) production cross section to date. By comparing the measured cross section to predictions we test whether the top quark conforms with standard model expectations. We also for the first time extract a constraint on the top quark mass based only on this comparison. This determination of the top quark mass is complementary to direct measurements and has the advantage that it is done in a well-defined renormalization scheme, that employed in the calculation of the cross section.

The Tevatron collides protons and antiprotons at \( \sqrt{s} = 1.96 \text{ TeV} \). Most top quarks at the Tevatron are created in pairs through the strong interaction, although evidence of single top quark production has been reported recently [1]. For a top quark mass of 175 GeV, the standard model predicts a t\bar{t} production cross section of about 6.7 pb [2, 3]. Previous measurements [4, 5] agree with the prediction to within 15%. Here we present an substantially improved measurement of the t\bar{t} production cross section, based on data collected by the D0 detector [6] between August 2002 and December 2005 with an integrated luminosity of 0.9 fb\(^{-1}\).

In the standard model the top quark always decays to a W boson and a b quark. The decay modes of the W boson define the possible final states. Here we focus on the lepton+jets channel in which one W boson decays to e\nu, \mu\nu, or \tau\nu followed by \( \tau \rightarrow e\nu\bar{\nu} \) or \( \mu\nu\bar{\nu} \). We refer to such leptons as prompt. The other W boson decays to jets or to \( \tau\nu \) followed by a hadronic \( \tau \) decay. The branching fraction for this channel is 38%. The D0 detector acquires these events by triggering on an electron or muon and at least one jet with large momentum component transverse to the beam direction (\( p_T \)). The event selection [7] requires exactly one electron or muon, that is isolated from other objects in the detector, with \( |\eta| < 2 \) (for \( \mu \)) and \( |\eta| < 1.1 \) (for e) from \( p_T > 20 \text{ GeV} \) and at least three jets with \( p_T > 20 \text{ GeV} \) and \( |\eta| < 2.5 \). The pseudorapidity is defined as \( \eta = -\ln(\tan(\theta/2)) \) and \( \theta \) is the polar angle with the proton beam. The leading jet must have \( p_T > 40 \text{ GeV} \) and the lepton \( p_T \) and \( \vec{p}_T \) vectors must be separated in azimuth to reject background events with mismeasured particles. Jets are reconstructed using the Run II cone algorithm [8] with cone size \( \sqrt{(\Delta\phi)^2 + (\Delta y)^2} = 0.5 \), in terms of azimuth \( \phi \) and rapidity \( y \). We call this the inclusive lepton+jets sample. Table I gives the number of selected events (\( N_{\text{data}} \)). The expected t\bar{t} signal accounts only for about 20% of this sample. Most events originate from other processes that produce prompt leptons and jets (mostly W+jets production) and from events with jets which mimic the signature of a lepton. We use two complementary techniques to distinguish the t\bar{t} signal from these backgrounds; b-tagging and a kinematic likelihood discriminant.

We model the t\bar{t} signal and all backgrounds with prompt leptons using Monte Carlo (MC) simulations. We carry out the analyses using t\bar{t} events generated at a reference mass of 175 GeV. W+jets and Z+jets production are generated using the ALPGEN [9] generator and PYTHIA [10] for showering. A matching algorithm [11] avoids double counting of final states. Single top production is generated using SINGLETOP [12] and COMHEP [13]. Diboson and t\bar{t} production are generated by PYTHIA. All simulated events are processed by a detector simulation based on GEANT [14] and by the same reconstruction programs as the collider data.

We first determine the background from events without prompt leptons in the inclusive lepton+jets sample using loose data samples defined by relaxing the electron identification and the muon isolation requirements. We use simulated events to determine the probability \( \epsilon_s \) for leptons from W boson decays that satisfy the loose selection to also pass the selection used for the measurement. We correct this efficiency for known differences between efficiencies observed in the MC simulation and in data. We determine the corresponding efficiency \( \epsilon_s \) for misidentified leptons using data selected with the criteria given above except for requiring \( p_T < 10 \text{ GeV} \) to minimize contributions from leptons from W boson decays. The number of events in our selected sample is \( N_{\text{data}} = N_{ij} + N_{jj} \), where \( N_{ij} \) is the number of events with prompt leptons and \( N_{jj} \) the number of events without prompt leptons. The number of events in the corresponding loose sample is \( N_{\text{loose}} = N_{ij}/\epsilon_s + N_{jj}/\epsilon_s \). These two equations determine \( N_{ij} \) given in Table I. We predict the number of events, \( N_{other} \), from the smaller background processes (single top, Z+jets, and diboson production) using the MC simulation and next-to-leading order cross sections [15].

| \( e+3 \text{ jets} \) | \( e\geq4 \text{ jets} \) | \( \mu+3 \text{ jets} \) | \( \mu\geq4 \text{ jets} \) |
|---|---|---|---|
| \( N_{\text{data}} \) | 1300 | 320 | 1120 | 306 |
| \( N_{\text{loose}} \) | 2592 | 618 | 1389 | 388 |
| \( \epsilon_s(\%) \) | 84.8±0.3 | 84.0±1.8 | 87.3±0.5 | 84.5±2.2 |
| \( \epsilon_b(\%) \) | 19.5±1.7 | 19.5±1.7 | 27.2±5.4 | 27.2±5.4 |
| \( N_{ij} \) | 182±20 | 156±17 | 137±15 | 129±14 |
| \( N_{W/\text{jets}} \) | 718±42 | 69±20 | 302±26 | 131±16 |
| \( N_{other} \) | 132±15 | 35±4 | 139±15 | 36±4 |
| \( N_{j\bar{j}} \) | 268±34 | 60±10 | 42±14 | 10±6 |

**TABLE I:** Event counts in the inclusive lepton+jets sample.
For the b-tag analysis, we start with the expected \( t \bar{t} \) cross section to get a first estimate of the number of \( t \bar{t} \) events in the sample. After we obtain a cross section as described below we update this estimate using the measured cross section and iterate the cross section calculation until the result is stable. We fix the number of \( W+\)jets events in the inclusive sample so that the sum of all background and signal contributions equals the observed number of events.

The b-tag analysis enhances signal purity by requiring that at least one jet be tagged as a b-jet, i.e., identified to contain the decay of a long-lived particle such as a b-hadron \[16\]. We determine the number of background events without prompt leptons as above and the number of events expected from other background sources from the number of background events in the inclusive sample times their probability to be b-tagged. We obtain the b-tagging probability from the MC simulation corrected for differences in the b-tagging efficiencies observed in the simulation and in data. In order for the MC model to correctly predict the number of lepton+jets events with two jets with at least one b-tagged jet, we have to scale the number of \( W+\)jets events with heavy quarks (b, c) by a factor of 1.17±0.18 relative to the rest of the \( W+\)jets events. We use the same scale factor for \( W+\)jets events. Figure 1 shows the jet multiplicity spectrum of events with b-tags compared to expectations. The composition of the b-tagged samples is given in Table III. The \( t \bar{t} \) contribution in Fig. 1 and Tables I and II is based on the cross section measured in the b-tag analysis.

We calculate the cross section using a maximum likelihood fit \[17\] to the number of events in eight different channels defined by lepton flavor (e, \( \mu \)), jet multiplicity (3, \( \geq 4 \)), and b-tag multiplicity (1, \( \geq 2 \)). The likelihood is defined as \( L = \prod_i P(N_i, \mu_i(\sigma_\mu)) \), where \( i \) runs over the eight channels and \( P(N, \mu) \) is the Poisson probability to observe \( N \) events when \( \mu \) are expected. The expected number of events is the sum of the number of events from all backgrounds plus the number of \( t \bar{t} \) events as a function of \( \sigma_\mu \). We obtain \( \sigma_\mu = 8.05 \pm 0.54(\text{stat}) \pm 0.70(\text{syst}) \pm 0.49(\text{lumi}) \) pb for \( m_t = 175 \) GeV. The third uncertainty arises from the measurement of the integrated luminosity \[18\].

Table III lists the systematic uncertainties which arise from the following main categories. Selection covers acceptance and efficiency for leptons and jets. Jet energy calibration accounts for jet energy scale and resolution. The b-tagging efficiencies for b, c, and light quark/gluon jets make up the b-tagging uncertainty. MC model uncertainties originate from the cross sections used to normalize the simulated backgrounds, differences observed between \( t \bar{t} \) samples generated with ALPGEN and PYTHIA, the factorization and renormalization scale in the \( W+\)jets simulation, and the parton distributions functions (PDF). \( N_{ij} \) covers the determination of the number of events without prompt leptons.

The likelihood analysis is based on kinematic differences between events with \( t \bar{t} \) decays and backgrounds. No single kinematic quantity can separate signal and background effectively. We therefore build a likelihood discriminant from 5-6 variables, listed in Table IV, in each channel. The variables were selected to be well modelled

![Figure 1: Jet multiplicity spectra for e+jets and µ+jets events. Figure 1 shows the jet multiplicity spectrum of events with b-tagging.](image-url)

**Table II: Numbers of events in the b-tagged analysis.**

| Number of Events | 3 jets, 1 tag | 3 jets, ≥2 tags | ≥4 jets, 1 tag | ≥4 jets, ≥2 tags |
|-----------------|--------------|----------------|---------------|-----------------|
| 4 jets, 1 tag   | 66±49 pb     | 73±33 pb       | 80±44 pb      | 87±47 pb        |
| 4 jets, ≥2 tags | 74±36 pb     | 82±43 pb       | 90±47 pb      | 98±49 pb        |
| 4 jets, ≥3 tags | 83±39 pb     | 92±47 pb       | 101±51 pb     | 110±53 pb       |
| 4 jets, ≥4 tags | 92±43 pb     | 101±51 pb      | 110±53 pb     | 119±56 pb       |
| 5 jets, 1 tag   | 104±48 pb    | 115±55 pb      | 125±58 pb     | 135±61 pb       |
| 5 jets, ≥2 tags | 115±55 pb    | 127±60 pb      | 138±63 pb     | 149±66 pb       |
| 5 jets, ≥3 tags | 127±60 pb    | 139±65 pb      | 151±68 pb     | 163±71 pb       |
| 5 jets, ≥4 tags | 139±65 pb    | 151±68 pb      | 163±71 pb     | 175±74 pb       |
| 6 jets, 1 tag   | 147±51 pb    | 159±58 pb      | 171±61 pb     | 183±64 pb       |
| 6 jets, ≥2 tags | 159±58 pb    | 171±61 pb      | 183±64 pb     | 195±67 pb       |
| 6 jets, ≥3 tags | 171±61 pb    | 183±64 pb      | 195±67 pb     | 207±70 pb       |
| 6 jets, ≥4 tags | 183±64 pb    | 195±67 pb      | 207±70 pb     | 219±73 pb       |
| 7 jets, 1 tag   | 205±54 pb    | 217±60 pb      | 229±63 pb     | 241±66 pb       |
| 7 jets, ≥2 tags | 217±60 pb    | 229±63 pb      | 241±66 pb     | 253±69 pb       |
| 7 jets, ≥3 tags | 229±63 pb    | 241±66 pb      | 253±69 pb     | 265±72 pb       |
| 7 jets, ≥4 tags | 241±66 pb    | 253±69 pb      | 265±72 pb     | 277±75 pb       |
| 8 jets, 1 tag   | 263±57 pb    | 275±63 pb      | 287±66 pb     | 299±69 pb       |
| 8 jets, ≥2 tags | 275±63 pb    | 287±66 pb      | 299±69 pb     | 311±72 pb       |
| 8 jets, ≥3 tags | 287±66 pb    | 300±69 pb      | 313±72 pb     | 325±75 pb       |
| 8 jets, ≥4 tags | 300±69 pb    | 313±72 pb      | 325±75 pb     | 337±78 pb       |

**Table III: Breakdown of systematic uncertainties.**

| Source                  | b-tag likelihood combined |
|-------------------------|--------------------------|
| Selection efficiency    | 0.26 pb 0.29 pb 0.25 pb  |
| Jet energy calibration  | 0.30 pb 0.11 pb 0.20 pb  |
| b-tagging               | 0.48 pb — 0.24 pb       |
| MC model                | 0.29 pb 0.11 pb 0.19 pb  |
| \( N_{ij} \)           | 0.06 pb 0.10 pb 0.07 pb  |
| Likelihood fit          | — 0.15 pb 0.08 pb       |

**Table IV: Variables used for the likelihood discriminant.**

| Variable                        | Channel       |
|---------------------------------|---------------|
| \( \sum_{i=1}^{N_{ij}} p_T(i) \) | all           |
| \( \sum_{i=1}^{N_{ij}} p_T(i)/\sum_{i=1}^{N_j} p_T(i) \) | \( e+3 \) jets, \( e+4 \) jets |
| \( \sum_{i=1}^{N_{ij}} p_T(i)/\sum_{i=1}^{N_j} p_T(i) \) | \( e+3 \) jets, \( e+4 \) jets |
| \( \Delta R \) between lepton and jet 1 all | \( e+2 \) jets, \( e+4 \) jets |
| \( \Delta R \) between jets 1 and 2 | \( e+2 \) jets, \( e+4 \) jets |
| \( \Delta \phi \) between lepton and \( p_T \) | \( e+3 \) jets, \( e+4 \) jets |
| \( \Delta \phi \) between jet 1 and \( p_T \) | \( e+3 \) jets, \( e+4 \) jets |
| Sphericity                    | all but \( e+3 \) jets |
| Aplanarity                    | all but \( e+3 \) jets |
by the MC simulation and to have good discrimination power. For this analysis, we use the inclusive lepton+jets sample with the additional requirement that events with three jets must satisfy \( \sum_{i=1}^{N_{j}} p_{T}(i) > 120 \text{ GeV} \). The events are divided into four channels defined by lepton flavor and jet multiplicity (3, \( \geq 4 \)).

We determine the probability density functions of the likelihood discriminant for signal and prompt lepton backgrounds from the simulation and for events without prompt leptons from a control data sample. We perform a maximum likelihood fit to the likelihood discriminant spectra from data in all four channels simultaneously with the \( t\bar{t} \) production cross section as a free parameter. The number of events without prompt leptons is constrained to the value obtained from the loose data sample in the same way as described above. Table V gives the sample composition for the best fit and Figure 2 shows the corresponding likelihood discriminant distributions. We measure \( \sigma_{t\bar{t}} = 6.62 \pm 0.78(\text{stat}) \pm 0.36(\text{syst}) \pm 0.40(\text{lumi}) \text{ pb} \) for \( m_{t} = 175 \text{ GeV} \). The systematic uncertainties are listed in Table ||| in the same categories as for the \( b \)-tag analysis plus Likelihood fit which gives the uncertainty from statistical fluctuations in the likelihood discriminant shapes from the MC simulation.

We combine the two analyses using the BLUE method [14]. Their statistical correlation factor is 0.31, determined by MC generated pseudodata sets that model the statistical correlation between the two analyses. The systematic uncertainties from each source are completely correlated between both analyses. The combined result is \( \sigma_{t\bar{t}} = 7.42 \pm 0.53(\text{stat}) \pm 0.46(\text{syst}) \pm 0.45(\text{lumi}) \text{ pb} \) for \( m_{t} = 175 \text{ GeV} \), with \( \chi^{2} = 2 \) for one degree of freedom, corresponding to a p-value of 0.16. We use samples of \( t\bar{t} \) events simulated with different values of the top quark mass to determine the cross section as a function of top quark mass. A polynomial fit gives \( \sigma_{t\bar{t}}/\text{pb} = 7.42 - 7.9 \times 10^{-2} \Delta m + 9.7 \times 10^{-4} (\Delta m)^2 - 1.7 \times 10^{-5} (\Delta m)^3 \), where \( \Delta m = m_{t}/\text{GeV} - 175 \), as shown in Figure 3.

We define likelihoods as a function of \( \sigma_{t\bar{t}} \) and \( m_{t} \) for the theory prediction and our measurement. There are two sources of uncertainty in the calculated cross sections, a theory uncertainty that arises from the termination of the perturbative calculation and the uncertainty from the PDFs. For each value of \( m_{t} \), we represent the former by a likelihood function that is constant within the ranges given in Refs. [2, 3] and zero elsewhere and the latter by a Gaussian likelihood function with rms equal to the uncertainty determined in Ref. [2] for the CTEQ6M [20] error PDF sets. We then convolute the two functions and average the likelihood functions from the two calculations. The cross section measurement is represented by a Gaussian likelihood function centered on the measured value with rms equal to the total experimental uncertainty. We multiply the theory and measurement likelihoods to obtain a joint likelihood. The contour in Figure 2 shows the smallest region of the joint likelihood that contains 68% of its integral. We integrate over the cross section to get a likelihood function that depends only on the top quark mass. We find that at 68% C.L. \( m_{t} = 170 \pm 7 \text{ GeV} \), in agreement with the current world average of direct measurements of the top quark mass of 172.6 \( \pm 1.4 \text{ GeV} \) [21].

In conclusion, we find that \( t\bar{t} \) production in \( p\bar{p} \) collisions agrees with standard model predictions. At the world average of direct top quark mass measurements of 172.6 GeV we measure \( \sigma_{t\bar{t}} = 7.62 \pm 0.85 \text{ pb} \). This is the most precise measurement of the \( t\bar{t} \) production cross section. By comparing the cross section measurement with the theory prediction we determine the top quark mass to be 170 \( \pm 7 \text{ GeV} \).
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