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ABSTRACT
Supercomputer FCFS-based scheduling policies result in many transient idle nodes, a phenomenon that is only partially alleviated by backfill scheduling methods that promote small jobs to run before large jobs. Here we describe how to realize a novel use for these otherwise wasted resources, namely, deep neural network (DNN) training. This important workload is easily organized as many small fragments that can be configured dynamically to fit essentially any node×time hole in a supercomputer’s schedule. We describe how the task of rescaling suitable DNN training tasks to fit dynamically changing holes can be formulated as a deterministic mixed integer linear programming (MILP)-based resource allocation algorithm, and show that this MILP problem can be solved efficiently at run time. We show further how this MILP problem can be adapted to optimize for administrator- or user-defined metrics. We validate our method with supercomputer scheduler logs and different DNN training scenarios, and demonstrate efficiencies of up to 93% compared with running the same training tasks on dedicated nodes. Our method thus enables substantial supercomputer resources to be allocated to DNN training with no impact on other applications.
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1 INTRODUCTION
Supercomputers typically service requests for computational resources with policies that adhere roughly to first come first serve (FCFS) semantics. This approach inevitably results in idle nodes as larger tasks block subsequent tasks from executing. Backfilling [38], a strategy by which later tasks are promoted to run sooner if doing so does not delay other tasks, can improve efficiency, but substantial idle resources inevitably remain. For example, if tasks T1, T2, and T3 request 20%, 90%, and 50% of all nodes, respectively, FCFS will run these tasks sequentially, in that order, with the result that 80% and 10% of the machine is idle as T1 and T2 execute, respectively. If T3 requires less time than T1, then backfilling can promote it to run concurrently with T1, but substantial idle resources remain.

Such unfillable nodes are common on leadership-class supercomputers that operate under policies that prioritize large applications that cannot run on small clusters or would take so long as to be impractical: what is known as capability computing [3, 23, 28]. We refer to a node that the main scheduler does not use for (regular or backfilled) jobs as an idle node, and denote the set of all idle nodes at a particular time as $N$.

We describe here how $N$ can be used effectively for DNN training, an activity that consumes growing numbers of compute resources in the cloud [30] and at supercomputer centers [45]. DNN training is malleable due to the data parallelism mechanism used to process a batch of data for gradient calculation, and can easily be rescaled as one needs to checkpoint only the model weights and (in the case of stateful optimizers) optimizer state. Indeed, deep learning frameworks such as AdaptDL [30], TorchElastic of PyTorch [27], and Elastic Horovod [34] enable scaling up and down the number of workers dynamically at runtime with slight cost, without requiring a restart or resuming from checkpoints saved to durable storage.

Our proposed BFTrainer leverages this malleability of DNN training to make optimal use of non-backfilled idle supercomputer nodes. Basically, BFTrainer collects idle nodes into a resource pool, $\hat{N}$, from which it reallocates them for DNN training jobs (referred to as Trainers in the rest of the paper). The core idea is that because nodes in $\hat{N}$ can come and leave without any commitment, the use of BFTrainer does not affect jobs submitted to the main scheduler. That same characteristic makes it difficult for conventional HPC applications that are not malleable, and are expensive to migrate or checkpoint and restart, to use $\hat{N}$ effectively.

BFTrainer may be used in two ways. In the first, a single user runs multiple Trainers: for example, for hyperparameter optimization (HPO) or neural architecture search (NAS). Here each user has an isolated BFTrainer instance and specifies a metric (e.g., aggregated throughput) for BFTrainer to allocate nodes optimally for their Trainers. To support multiple users or if a single user cannot consume all idle nodes, we can divide the entire supercomputer into several small clusters logically and have one BFTrainer for each small cluster to manage idle nodes for that cluster. In the second scenario, all users submit to a single BFTrainer instance; in this case, an administrator needs to propose a priority score (e.g., efficiency) for BFTrainer to plan resource allocation optimally.

Specific benefits of BFTrainer include the following:

- Zero cost to jobs in the main scheduler: All Trainers running on idle nodes are fully preemptable at all times; thus, BFTrainer has no impact on other jobs.
• **Optimal elastic scheduling**: A mathematical optimization model is used to identify node allocations for Trainers that are optimal given available information.

• **Customizable objective**: Administrators or users can assign a metric, for example, throughput, scaling efficiency, or priority score, and BFTrainer will allocate resources to different Trainers to optimize the metric.

The use of BFTrainer can deliver benefits to both supercomputer centers and supercomputer users. For a supercomputer center, BFTrainer can increase the amount of computing performed; for users, assuming that their supercomputer center incentivizes the use of BFTrainer by reduced charges, it can reduce their costs if they are prepared to accept a less certain scheduling approach (e.g., AWS spot instances provide a similar tradeoff). Note that depending on relative demand, BFTrainer may run slower or faster than the main queue.

We next use Summit supercomputer logs to obtain quantitative data on the frequency of unfillable nodes (§2); define an MILP model for allocating nodes in \( N \) to Trainers (§3); introduce our experimental setup and evaluation metrics (§4); evaluate our resource allocation algorithm by replaying real traces with real DNN models (§5); review related work (§6); and conclude (§7).

### 2 SITUATION IN PRACTICE

Our first concern is the characteristics of idle nodes of modern supercomputers and the limitations of current implementations. Specifically, we want to answer the following questions before designing the resource allocation scheme: What is the quantity of idle nodes on average? Is it large enough to motivate having the BFTrainer? What is the typical lifetime of an idle node? How frequently does \( N \) change (nodes join and leave)?

#### 2.1 Idle-node characterization

We studied idle nodes on Summit, a 4608-node supercomputer at Oak Ridge National Laboratory that uses IBM Spectrum Load Sharing Facility (LSF) as its batch scheduler. To identify idle nodes, we ran, every 10 seconds, the LSF `jobstat` command to identify jobs that are currently running or scheduled to run, and `bslots` to inspect backfill windows and identify currently idle nodes. We remove from the resulting list of idle nodes those listed as idle in the period between when one job releases a node and the next job starts to use that node (these usually appear only in one `bslots` record). We then generate events by removing records for which there is no change in \( N \) from one record to the next.

We monitored the state of each node continuously for two months; see Tab. 1. Here we study the characteristics of the idle state of each node for the first two weeks that we will use for experiments in §4 and §5. Integrating the number of nodes over time, we determined that Summit nodes are idle for a total of 407 node-hours over the two weeks, equivalent to 407 nodes or 8.6% of the whole machine being idle for two weeks. For ease of reference, we refer to each change in the composition of \( N \), whether by nodes joining and/or leaving, as an event. If multiple nodes join or leave \( N \) at the same time, we treat this as one event. We use fragment to represent a period during which a particular node is idle; thus, one physical node may lead to many fragments in the logs at different times.

We identified 22,883 events (∼68 per hour), during two arbitrary weeks: 14,049 in which at least one node joined \( N \) (∼42 per hour) and 10,573 in which at least one node left \( N \) (∼31 per hour).

#### Figure 1: Cumulative distribution of fragment length.

Besides the frequency of the change to \( N \), the length of fragments, which indicates the granularity of resources, is also important for the design of the resource allocation algorithm. Fig. 1 shows a cumulative distribution of the fragment length. We see that most idle node times are short: for example, about 58% of the fragments are idle less than 10 minutes. Although those short fragments account for only a small portion of all idle resources in node×time (e.g., these 58% short node-spans contribute to only about 10% of total idle node×time), there is a static cost in scaling up applications in order to make use of each node span. Moreover, because of the stochastic pattern of job submission and the uncertainties of wall-time estimation, we cannot know the size of fragment at the time when a node joins \( N \). Thus, these short fragments may lead us to pay the rescaling cost to scale up Trainers when nodes join \( N \) and then soon be forced to scale down (with a cost) by preemption and end up with no progress on Trainers.

Tab. 1 summarizes idle nodes on three leadership-class supercomputers based on their scheduler logs. The number of idle nodes changes less frequently on Theta and Mira (both on full 2019 logs) than on Summit (2021 Feb. and Mar.), because the former machines constrain the minimum number of nodes that can be requested (128 and 512 for Theta and Mira, respectively) in order to encourage large-scale jobs that cannot be run elsewhere [3, 23], whereas Summit allows requests of a single node. Constraining the minimum number of nodes leads to fewer changes, but more idle resources.

| System | Duration | INC/h | DEC/h | Ratio | eq-Nodes |
|--------|----------|-------|-------|-------|----------|
| Summit | 2 months | 41.7  | 28.6  | 11.1% | 524      |
| Theta  | 1 year   | 6.3   | 6.2   | 12.5% | 547      |
| Mira   | 1 year   | 2.8   | 2.4   | 10.3% | 5071     |

These availability characteristics make it challenging to use such fragmented resources efficiently because there is always a cost to rescale/restart an application. For example, if scaling up a job takes 20 seconds and a job is running on 10 nodes, then adding one
idle node to that job will result in 10 nodes waiting 20 seconds as the new node is initialized and integrated into the job: a cost of 200 node-seconds. Thus, an efficient strategy is needed to decide, whenever \( N \) changes, whether and how to rescale each Trainer.

**Observation 1.** On average, about 10% of nodes cannot be backfilled, a number that is larger on supercomputers that impose large minimum job sizes to encourage capability computing. Most idle fragments are short and contribute little node-time; for example, 58% are smaller than 10 minutes and contribute only 10% of total node-time on Summit. Short fragments are challenging to use because there is a fixed cost to rescale a running job and we cannot know fragment duration.

### 2.2 Existing implementations

The killable queue of Summit is a preemptable queue that allows jobs within a certain size constraint to request wall time of up to 24 hours. A job submitted to this queue becomes preemptable once it reaches the guaranteed runtime limit, which depends on job size. killable is beneficial to applications, including deep learning training, that can easily restart from a checkpoint. Assume a job \( J \) submitted to the killable queue with size of \( \tilde{N} \) asking for a guaranteed runtime of \( \tilde{T} \) started to run at time \( t=0 \). The key differences between killable and BFTrainer are as follows:

1. \( J \) can use only exactly \( \tilde{N} \) nodes, that is, any additional idle nodes from \( t=0 \) to \( \tilde{T} \) cannot be used even if \( J \) is malleable.
2. If any nodes that were allocated to \( J \) are not available after \( \tilde{T} \), the job will be killed instead of being rescaled or migrated.
3. BFTrainer collects all idle nodes into a \( N \) and allocates them to multiple Trainers so that the goal (e.g., utilization efficiency, aggregated throughput) is optimized.

In summary, the scheduling strategies used on leadership-class systems to support capability computing unavoidably result in considerable idle but fragmented resources. BFTrainer is designed to improve the utilization of such systems without impacting the resources delivered to other jobs (whether currently in the queue or to be submitted in the future) by the main scheduler. Other utilization-improving solutions such as dynamic priorities between users and groups [2, 39] are complementary.

### 3 MILP MODEL

As noted in §2.1, nodes may join \( N \) at any time, without any commitment, and may leave \( N \) at any time, without warning. From the point of view of a Trainer, a preemption cost is unavoidable when one or more of the nodes that it is using leave, and there is always a cost when scaling a Trainer up or down. Thus, we face the challenge of determining an allocation of nodes to Trainers at each event or when a Trainer completes, in order to maximize the return (e.g., aggregated throughput).

Fig. 2 demonstrates the rescaling decision choices that arise for a Trainer when nodes leave \( N \) at time \( T_c \), forcing some Trainers to scale down and thus creating a potentially suboptimal use of nodes. There are \( J \) Trainers in BFTrainer, and for each we may do the following: (i) not change the number of nodes: incurs no rescaling cost; (ii) scale up (other Trainers must scale down to release nodes): incurs cost \( R_{up} \); or (iii) scale down (will scale up others to use the released nodes): incurs cost \( R_{dw} \). The task is the same if nodes join \( N \) at time \( T_c \). Fig. 3 illustrates decisions that BFTrainer needs to make in different scenarios (two Trainers try to fill fragments out of 11 nodes). Since each Trainer can run on a number of nodes \( n_j \in S_j = [0, N_{j_{min}}, \ldots, N_{j_{max}}] \), where \( n_j = 0 \) corresponds to setting the Trainer to a “waiting” state, there are a total of \( |S_j| \) decision choices for each Trainer. Although it is straightforward to quantify the gain and loss associated with each choice (i.e., the slope that denotes the rate of progress increases or decreases), the search space will be \( |S_1| \times |S_2| \cdots |S_j| \) (i.e., \( \prod_{j=1}^J |S_j| \)) to find the optimal decision to maximize the total throughput of \( J \) Trainers. This exponentially increasing search space leads us to seek a deterministic global optimization solution from mathematical programming solutions.

Linear programming (LP) is a technique for optimizing a linear objective function, subject to linear equality and linear inequality constraints. Mixed-integer linear programming (MILP), a subset of LP, involves problems in which some variables are constrained to be integers, while others may be nonintegers. An LP problem comprises three elements: decision variables, quantities that need to be determined in order to solve the optimization problem; an objective function, which provides a criterion to be maximized or minimized; and constraints, which describe the limitations that restrict choices of decision variables. All constraints and the objective function must be linear and continuous in order to be solvable.

Here, we optimize resource allocation by solving a MILP problem where the decision variable is the allocation of each node and the objective function is the metric (e.g., total throughput) to optimize. In practice, we solve a MILP whenever there is a change to \( N \), a Trainer completes, or a new Trainer is ready to run. We detail the three elements (decision variables, constraints, and objective function) of our MILP problem in §3.2, §3.3, and §3.4 respectively.

**Figure 2:** The \( |S_j| \) decision choices that arise when rescaling a Trainer, shown here for the case \( |S_j|=7 \).

**Figure 3:** Event-driven resource reallocation and rescaling. C: Continue; P: Preemption; U: Upscaling; D: Downscaling. Black fill: main scheduler occupancy; White gap: rescaling/preemption cost.
3.1 Definition of Sets and Indices

We represent the resources managed by BFTrainer by three sets:

**Nodes**, $\mathcal{N}$, is the set of idle nodes.

**Jobs**, $\mathcal{J}$, is the set of Trainers running in BFTrainer.

**Event**, $\mathcal{E}$, is the events ($e_1, e_2, \ldots, e_i, \ldots$) in which nodes join and/or leave $\mathcal{N}$ at time $T_e$.

We represent a Trainer $j$, $j \in \mathcal{J}$, by the following variables.

$N_j^{\min}$ and $N_j^{\max}$ are the minimum and maximum number of nodes on which Trainer $j$ can run.

**Job Scale**, $\mathcal{C}$, is the number of nodes allocated to Trainer $j$.

**Throughput**, $A_{thor}$, is a measure of application throughput: for deep learning model training, we use samples per second.

**Scale Up**, $R_j^{up}$, is the time in seconds to scale up Trainer $j$; i.e., the time that $N_j$ nodes sit idle as the new node(s) are prepared (clone current model and initialize data pipeline).

**Scale Down**, $R_j^{dw}$, the time in seconds to scale down Trainer $j$, is usually smaller than $R_j^{up}$.

**Objective Metric**, $O_j(N_j)$, a function of Trainer scale ($N_j$), denotes the gain (toward the objective) obtained per second if Trainer $j$ is run on $N_j$ nodes. $O_j(N_j)$ is agnostic to weak or strong scaling. A Trainer can either fix global batch size by adjusting batch size per node or fix the batch per node with dynamic global batch. In the latter case, we assume that the user employs strategies, e.g., Adasum [25], for dynamic global batches.

Values must be supplied for $N_j^{\min}$, $N_j^{\max}$, $R_j^{up}$, and $R_j^{dw}$. The function $O_j(N_j)$ (e.g., throughput) can be determined by BFTrainer by experiment; alternatively, it can be provided by the user.

**BigM**, $M$, is a sufficiently large constant ($> |\mathcal{N}|$) used for modeling purposes.

**Nodes to Trainer map**, $c_{jn}$, is a 2D binary matrix, indexed by $j$ and $n$; each element is 1 if node $n$ ($n \in \mathcal{N}$) is allocated for Trainer $j$ ($j \in \mathcal{J}$).

3.2 Decision Variables

The decision variable $x_{jn}$ is binary, with value 1 iff node $n$ is allocated for Trainer $j$. Basically, solving the MILP problem transfers $c_{jn}$ to $x_{jn}$ to maximize the objective (integral) for each event $e \in \mathcal{E}$; the number of nodes allocated to Trainer $j$ changes from

$$C_j = \sum_{n \in \mathcal{N}} c_{jn} \quad \forall j \in \mathcal{J}$$

(1)

to

$$N_j = \sum_{n \in \mathcal{N}} x_{jn} \quad \forall j \in \mathcal{J}$$

(2)

after the event.

3.3 Constraints

3.3.1 Job size constraints. The number of nodes allocated to Trainer $N_j$ must satisfy $N_j = 0$ (i.e., the Trainer sits idle) or $N_j^{\min} \leq N_j \leq N_j^{\max}$. Logically, it is equivalent to

$$N_j^{\min} \leq N_j \quad \text{||} \quad N_j = 0$$

$$N_j \leq N_j^{\max} \quad \text{||} \quad N_j = 0$$

(3)

We then reformulate the nonlinear constraints described as Eqn. 3 into Eqn. 4 to satisfy the requirements of MILP:

$$N_j \geq N_j^{\min} - M y_j^u$$

$$N_j \leq M(i - y_j^u)$$

$$N_j^{\max} \geq N_j - M y_j^d$$

$$N_j \leq M(1 - y_j^u)$$

$$y_j^d, y_j^u \in \{0, 1\}$$

(4)

where $y_j^d$ and $y_j^u$ are auxiliary (binary) decision variables.

3.3.2 Node allocation constraints. As each node can be allocated only to at most one Trainer, we have constraints

$$\sum_{j \in \mathcal{J}} x_{jn} = 1 \quad \forall n \in \mathcal{N}.$$  

(5)

3.3.3 Job migration constraints. Since the migration of a Trainer from one node to another will always introduce a cost and provides no benefit in this study, we include constraints to disallow it:

$$\sum_{n \in \mathcal{N}} x_{jn} \oplus c_{jn} = -\left(\sum_{n \in \mathcal{N}} x_{jn} \oplus c_{jn}\right) \quad \forall j \in \mathcal{J},$$  

(6)

where $\oplus$ denotes the XOR (exclusive or) operation. Eqn. 6 is equivalent to

$$\sum_{n \in \mathcal{N}} x_{jn} - \sum_{n \in \mathcal{N}} c_{jn} \geq \left(\sum_{n \in \mathcal{N}} x_{jn} \oplus c_{jn}\right) \quad \forall j \in \mathcal{J},$$  

(7)

which can further be formulated as linear constraints

$$\sum_{n \in \mathcal{N}} x_{jn} - \sum_{n \in \mathcal{N}} c_{jn} \geq \sum_{n \in \mathcal{N}} x_{jn} \oplus c_{jn} - M z_j$$

$$\sum_{n \in \mathcal{N}} x_{jn} - \sum_{n \in \mathcal{N}} c_{jn} \leq -\sum_{n \in \mathcal{N}} x_{jn} \oplus c_{jn} + M(1 - z_j)$$

(8)

$$z_j \in \{0, 1\}, \forall j \in \mathcal{J}$$

by introducing an auxiliary (binary) variable $z_j \in \{0, 1\}$.

To reformulate the XOR operation of variable $x_{jn}$ and constant $c_{jn}$, we define auxiliary variable $u_{jn} \in \{0, 1\}, \forall j \in \mathcal{J}, \forall n \in \mathcal{N}$ to represent $x_{jn} \oplus c_{jn}$, and introduce these constraints:

$$u_{jn} \leq x_{jn} + c_{jn}$$

$$u_{jn} \geq x_{jn} - c_{jn}$$

$$u_{jn} \geq c_{jn} - x_{jn}$$

$$u_{jn} \leq 2 - x_{jn} - c_{jn}$$

$$u_{jn} \in \{0, 1\}, \forall j \in \mathcal{J}, \forall n \in \mathcal{N}.$$
3.4 Objective Function

The objective function has two parts: the calculation of the objective function value for the new resource allocation map and the cost to rescale (up or down) Trainers. The new objective is calculated based on an expected steady state, $T_{\text{fwd}}$, referred to as forward-looking time, during which we assume no nodes will leave $N$ (i.e., no Trainer will be forced to scale down). The cost to rescale Trainers is a one-time cost regardless of $T_{\text{fwd}}$.

3.4.1 Objective metric approximation. A Trainer’s objective metric, such as scalability, is usually a nonlinear function. Consider a nonlinear scalability function $O_j(N_j)$ that models the throughput of Trainer $j$ when run with different numbers of nodes ($N_j^{\text{min}} \leq N_j \leq N_j^{\text{max}}$). The graph in Fig. 4 depicts the growing of $O_j(N_j)$ for $N_j \in [1, 60]$. Triangles indicate selected discretization points for $N_j$. We observe that in this case the approximation (straight lines connecting the triangles) remains close to the real curve using only just a few discretization points. Additional discretization points can be included, not necessarily evenly distributed, for improved precision.

To enable the MILP model to work with these functions, we use special ordered sets (SOSs) to obtain linear approximations. SOSs are ordered sets of variables in which only one or two contiguous variables can assume nonzero values [7]. They provide powerful means of modeling nonconvex functions [6] and can improve the performance of the branch-and-bound algorithm. Type 2 SOS (S2), a set in which up to two consecutive variables may assume nonzero values, are especially useful for modeling piecewise linear approximations of nonlinear functions. Here we use S2 to model or approximate the scalability function of $O_j(N_j)$.

To approximate $O_j(N_j)$, for each Trainer $j \in J$, we discretize its scalability into $D_j$-1 sections, in other words, for consecutive points $N_j \in \{N_j^1, \ldots, N_j^{D_j}\}$, which correspond to $O_j = O_j(N_j) \in \{s_j^1, \ldots, s_j^{D_j}\}$. We define auxiliary continuous variables $0.0 \leq w_j^1, \ldots, w_j^{D_j} \leq 1.0 \ \forall j \in J$ (i.e., this optimization becomes MILP because of the variable $w$). Then, for any given $n_x \in [N_j^{\text{min}}, N_j^{\text{max}}]$, the approximation of $O(n_x)$ could be computed with the following constraints over $n, s$, and $w_j^1, \ldots, w_j^{D_j}$:

\[
\sum_{i \in D_j} w_j^i = 1
\]

\[
0.0 \leq w_j^i \leq 1.0, \forall i \in D_j, \forall j \in J
\]

provided that $\{(w_1, n_1), \ldots, (w_{D_j}, n_{D_j})\}$ is included as an S2 in the solver, where $D_j = \{1, \ldots, D_j\}$. The approximated $O_j(n)$ is then:

\[
O_j(n) = \sum_{i \in D_j} w_j^i s_j^i.
\]

3.4.2 Rescaling cost. Scaling up is usually more expensive than scaling down because of the significant initialization (e.g., data pipeline) costs incurred on the new nodes. Basically the rescaling cost, $R_j$ in seconds, for Trainer $j$ will be

\[
R_j = \begin{cases} R_{jw}^f & N_j < C_j \\ 0 & N_j = C_j \\ R_{jup}^f & N_j > C_j \end{cases}
\]

where $R_{jw}^f$ and $R_{jup}^f$ are Trainer-dependent scale-down and scale-up costs, respectively; $N_j = \sum_{n \in N} x_{jn}$ is the number of nodes to be allocated to Trainer $j$; and $C_j = \sum_{n \in N} c_{jn}$ is the number of nodes on which Trainer $j$ is currently running. We introduce two auxiliary variables, $z_j^u, z_j^d \in \{0, 1\}$, for each Trainer to represent scale-up and scale-down costs, respectively, and reformulate Eqn. 13 as

\[
R_j = \sum_{j \in J} \left( R_{jup}^f z_j^u + R_{jw}^f z_j^d \right).
\]

which is constrained to

\[
N_j \leq C_j + (M - C_j)z_j^u
\]

\[
N_j \geq (C_j + 1)z_j^u
\]

\[
N_j \leq (C_j - 1) + (M - (C_j - 1))(1 - z_j^d)
\]

\[
N_j \geq C_j(1 - z_j^d)
\]

\[
\forall j \in J
\]

to satisfy linear programming. If the objective function is an integration of time (e.g., total outcome in $T_{\text{fwd}}$), we will need to integrate the Trainer throughput over the cost on time (Eqn. 14) to compute the rescaling cost in the objective function.

3.4.3 Objective function. The final objective function will be

\[
\sum_{j \in J} T_{\text{fwd}} f_j(N_j) - \sum_{j \in J} f_j(C_j) R_j
\]

where $T_{\text{fwd}}$ is the forward-looking time during which we assume no nodes leave $N$. If $T_{\text{fwd}}$ is too optimistic, the decision will not be optimal because Trainers will be forced to scale down due to preemption. If $T_{\text{fwd}}$ is too conservative, we lose flexibility to get even better allocation in decision-making. In §5.1 we evaluate the influence of $T_{\text{fwd}}$ with real experiments. In practice, $T_{\text{fwd}}$ is not predictable because of the uncertainty of job submission to the main queue. For a new system, however, we can look into the
scheduler logs to extract a representative $T_{\text{fwd}}$ statistically and use that value in the optimization. If $T_{\text{fwd}}$ shows high variance in real scheduler logs, an estimation (with reduced variance) based on the current state of scheduler queue using machine learning or advanced statistical techniques may benefit the optimization.

3.5 Full Model
The complete mixed-integer optimization problem is then

$$\text{maximize } \quad c(\mathbf{x})$$

subject to

$$\sum_{i=1}^{J} a_{ij} x_{ij} \leq b_j \quad \text{for each repetition, called the MILP solver to reallocate nodes for Trainers, and measured the wall time taken. The solution time on a 2.3 GHz 8-Core Intel Core i9 processor (see Fig. 5) is typically less than one second: negligible because relatively short when compared with the time gaps between events. Furthermore, nodes in $N$ are not idle but just used suboptimally during the optimization. Since all variables except the S2 are binary, the high dimensionality of the model is the major contributor to computation costs. The resulting search problem thus has limited opportunities for parallelism, and the best approach to further acceleration is likely to be using processors with better single-core performance [19]. Systems with higher clock rates (instead of more cores) and the fastest available memory can be used with parallel and distributed optimization solvers [12] to accelerate solving large MILP problems. Furthermore, because MILP problems are generally solved by using a LP-based branch-and-bound algorithm, we can set a timeout for the MILP solver in practice. If the solver returns a status of timeout but finds feasible solutions, we pick the better one between the current map $c$ and the best-so-far solution. Otherwise, if it does not come back with any feasible solution within the time limit, we keep the current nodes-to-Trainers map (i.e., let $x = c$).

4 EXPERIMENTAL SETUP
We introduce evaluation metrics, computing resources, DNN training scenarios, and design of the experiment for evaluating resource utilization and observing best practices of parameter configuration.

4.1 Evaluation Metrics
4.1.1 Resource integral. Makespan, a widely used metric for evaluating scheduling policies, is not well suited to our context because of the frequent fluctuations in $N$. For example, if we observe on a computer system of fixed size that two policies take 10 and 11 hours, respectively, to run the same workload, we may conclude that the second policy is just 10% less efficient than the first. In our context, however, there may have been many more idle nodes during that 11th hour. Thus, we instead use the actual resources consumed—the integral of $|N|$ over time: Eqn. 17—for comparing different policies. It is the same as makespan times the number of nodes (i.e., leads to node-hours) in conventional scheduling for dedicated nodes. Specifically, assume that there are $K$ events $\{e_1, e_2, \ldots, e_K\} \in E$ during a given period of $t = T_{e_K} - T_{e_1}$ seconds. Then the total resource amount can be quantified, in node-hours, as

$$R_{e_1 \rightarrow e_K} = \sum_{k=1}^{K-1} N_{e_k} \frac{T_{e_{k+1}} - T_{e_k}}{3600},$$

where $N_e$ is the size of $N$ between $e_k$ and $e_{k+1}$. This amount is theoretical; the effective resources usable for running Trainers will be smaller than $R_{e_1 \rightarrow e_K}$ because both preemption (when nodes leave $N$) and rescaling Trainers (when $J$ or $N$ change) incur costs.

4.1.2 Resource utilization efficiency. $R_{e_1 \rightarrow e_K}$ is equivalent to having a static $N_{e_1 \rightarrow e_K}^\text{eq}$ nodes for $t = T_{e_K} - T_{e_1}$ seconds from the perspective of node-hours, where

$$N_{e_1 \rightarrow e_K}^\text{eq} = \frac{\sum_{k=1}^{K-1} N_{e_k} (T_{e_{k+1}} - T_{e_k})}{T_{e_K} - T_{e_1}}.$$
As the total outcome if we run $\mathcal{J}$ using static $N^*_{e_1 \rightarrow e_k}$ nodes for $t$ seconds (assume $\mathcal{J}$ is too large to finish in $t$ seconds). Since there is no additional cost when using static $N^*_{e_1 \rightarrow e_k}$ nodes, we can use $A_S$ as a baseline for the machine time of $R_{e_1 \rightarrow e_k}$ to run the given list of Trainers using BFTrainer for $t$ seconds. We can then define the resource utilization efficiency of BFTrainer as $U = \frac{A_S}{A} \times 100\%$.

While the unavoidable preemption costs incurred when nodes leave $N$ mean that $A_S < A$, we can improve $A_S$ by identifying a better resource allocation for Trainers (e.g., via the proposed MILP model).

### 4.2 DNN Training Scenarios

Data parallelism is commonly used for DNN training in distributed-computing environments [8]. In data parallelism, a model is replicated across a set of Trainer replicas, and each minibatch is divided into equal-sized partitions per node. Each node computes a local gradient using its own data partition; these local gradients are then averaged across all replicas (typically by using a collective all-reduce operation or parameter servers) to obtain the desired gradients for the optimizer. Then, on each node the optimizer updates the weights of the model replica using the desired gradients.

In an isolated network environment such as HPC, the time needed to average local gradients and synchronize model parameters across all Trainer replicas depends only on model size. According to Amdahl’s law [4], the runtime for each training iteration is lower bounded by the model synchronization time. Therefore, it is desirable to increase the batch size so that a larger proportion of time can be spent on computing the local gradient estimates instead of synchronizing gradients and the model [30]. However, although a larger batch size is beneficial to computation, simply increasing batch size without also increasing learning rate cannot accelerate model training convergence [37, 45].

The learning rate and batch size are training parameters typically chosen by the model developer. In BFTrainer, the per-node minibatch size is fixed, and thus the global batch size depends on the number of nodes that BFTrainer allocates to a Trainer. The user specifies on submission the minimum and maximum number of nodes on which the application can run; and a learning rate scheduler that can adjust learning rate according to the global batch size [13, 45]. Tab. 2 shows the (weak) scaling of several DNN models for the ImageNet dataset on Summit using a minibatch of 32 per GPU. Of these seven DNNs, AlexNet, developed in 2012, is the least compute-intensive (727 MFLOPs/sample), and DenseNet, published in 2016, is the most compute-intensive (3 GFLOPs/sample). We ran 100 epochs for each DNN in Tab. 2, corresponding to processing 130 million samples in each case. We note that although we consider weak scaling in this experiment, a BFTrainer user can employ either strong scaling, with a static global batch size, or weak scaling, with strategies to deal with dynamic global batch size [25]. To make the evaluation more representative, we designed experiments that need to run at least one week in practice.

### 4.3 Use of Summit Logs to Drive Simulations

We used events in logs for an arbitrarily chosen 1024 Summit nodes over a week (see Fig. 6) to drive our simulations of $N$ behavior. We used Horovod [34] with PyTorch [27] and model architecture implementations from the torchvision package (a part of the PyTorch project) for the experiments in this study. Elastic Horovod enables Horovod to scale up and down the number of workers (i.e., nodes in this study) dynamically at runtime, without requiring a restart or resuming from checkpoints saved to durable storage. To use BFTrainer, a user simply provides a training script as would be done if running in a conventional manner, with the one difference being that it needs to have Elastic Horovod enabled. BFTrainer then runs the resulting Trainer elastically, starting it or rescaling it to fit in a series of suitable fragments whenever the MILP algorithm indicates that it is cost-effective to do so. BFTrainer can also work with other DNN distributed training frameworks such as AdapDL [30] and TorchElastic (a framework of PyTorch [27]). In principle, any iterative applications that can scale up and down at runtime with reasonably small cost can be run using BFTrainer.

### 5 EXPERIMENTS AND EVALUATIONS

We present experiment results for BFTrainer in two scenarios: single-user HPO/NAS and as a central resource manager for multiple users. Our experiments evaluate MILP in these different scenarios and provide guidance for best practices.

#### 5.1 Hyperparameter Optimization

HPO is an essential step in deep learning workflows. It increases model quality by systematically evaluating many different sets of hyperparameters (each called a “trial”) and picking the best outcome. HPO is resource intensive, with the resource demand roughly proportional to the number of trials performed.

In the HPO context, we assume that all trials within an experiment have the same scaling properties (parameters that control
the model architecture are considered as NAS) [21]. We arbitrarily chose ShuffleNet [46] from Tab. 2 to evaluate BFTrainer for HPO. We used total throughput from all nodes as the objective metric to optimize when allocating nodes to Trainers. ShuffleNet is a high-accuracy neural network with 5.4 M parameters and 524 M multiply-accumulates (MACs); its relatively low number of FLOPS makes it suitable for edge devices, and it usually benefits more from HPO when dealing with the trade-off between MACs and accuracy [15]. In this experiment, we ran 1000 trials while replaying Summit logs for the dynamics of \( N \). Fig. 6 shows the statistics for the first 168 hours. Depending on the parameter \( T_{\text{fwd}} \) in MILP, about 200 hours of log time are needed to complete all 1000 trials.

We compare these results against those achieved with a baseline scheme that distributes nodes equally to Trainers. If there is no preemption within the forward-looking time, MILP is guaranteed to perform no worse than the baseline because the heuristic also meets all MILP constraints. That is, the baseline scheme produces the optimal MILP solution when there is no rescaling cost and no preemption (i.e., resources are dedicated). We also conducted experiments with different \( T_{\text{fwd}} \) to study the influence of \( T_{\text{fwd}} \) and identify guidelines for picking a good \( T_{\text{fwd}} \).

5.1.1 Forward-looking time implication. Fig. 7a shows the percentage of preemption within the forward-looking time. As expected, the chance of preemption within forward-looking time increases with \( T_{\text{fwd}} \) and reaches 90% when \( T_{\text{fwd}} \geq 170 \) seconds.

![Figure 7: Influence of forward-looking time on preemption.](image)

Since the MILP tries to maximize total outcome and minimize rescaling cost (i.e., Eqn. 16), we show in Fig. 7b the rescaling cost. This cost increases with forward-looking time because the rescaling cost is static regardless of the forward-looking time. The MILP model will try to aggressively rescale Trainers to maximize the aggregated outcome when the forward-looking time is long, because the rescaling cost is then small relative to total outcome in \( T_{\text{fwd}} \). As a comparison, the average rescaling cost of the baseline is \( 1.03 \times 10^6 \) samples per event, that is, \( 76\times \) more (worse) than the MILP with a forward-looking time of 10 seconds.

For a given event \( e_i \), MILP optimally (re)allocates nodes to Trainers to maximize the total outcome within the given forward-looking time. If we view the rescaling cost as an investment and the total outcome from \( e_i \) to \( e_{i+1} \) as return, Fig. 8 compares the return on investment (ROI) when different forward-looking times are used. Here we do not compare the return within the forward-looking time because it is an expectation. Preemption may happen within the forward-looking time, thus leading to a suboptimal operation. As one can see from Fig. 8, the ROI decreases with the increase of forward-looking time. This decrease is because the rescaling cost (i.e., investment) increases with forward-looking time as shown in Fig. 7b but the total outcome increases with forward-looking time only to some extent and then is saturated (green dotted line in Fig. 8). Moreover, since \( T_{\text{fwd}} \) does not appear in any of MILP’s constraints, the optimal solution for a shorter \( T_{\text{fwd}} \) is a suboptimal solution of a longer \( T_{\text{fwd}} \), and vice versa. Although a longer \( T_{\text{fwd}} \) cannot keep increasing the throughput after a certain value, it does give a smaller yet more stable ROI.

5.1.2 Resource utilization efficiency. The dynamic nature of \( N \) introduces costs to Trainers as BFTrainer needs to rescale them to fit \( N \). We use resource utilization efficiency, \( U \), defined in §4.1 to quantify how well MILP can use nodes in \( N \). Basically three factors influence resource utilization efficiency: preemption cost, rescaling cost, and the scale at which Trainers run. The preemption cost is caused by the dynamics of \( N \) and is outside of our control. Enabling Trainers to run at a more efficient scale needs more investment to rescale running Trainers, for example, by migrating nodes from large Trainers to smaller Trainers. In our MILP, a longer \( T_{\text{fwd}} \) allows for more efficient resource allocation, since the MILP can then expect a better return and can thus invest more in rescaling.

![Figure 8: Influence of forward-looking time on rescaling investment and return. Solid red line is average return on investment.](image)

![Figure 9: HPO resource utilization efficiency as a function of forward-looking time.](image)
every six hours in a week. Fig. 10 shows results for the MILP and heuristic schemes. As expected, MILP performs better than the heuristic, achieving up to 32% higher efficiency. On average, MILP achieved an efficiency of 80% and up to ~90% for three of the six-hour periods. The efficiency also depends on the size of $N$ and on dynamic features such as the number of events, as shown in Fig. 6. For example, if nodes join and leave $N$ only rarely, both the heuristic and MILP should easily get close to 100%. However, if events are frequent, that is, if the length of fragments is extremely short, it is impractical to get high efficiency because of the unavoidable rescaling cost and preemption.

![Figure 10: HPO resource utilization efficiency over a week.](image)

To obtain further insight into why MILP can use fragmented resources efficiently, we computed its preemption and rescaling costs (Fig. 11). We do not control the preemption cost we see in Fig. 11a little difference between the heuristic and MILP. Since MILP tries to maximize aggregated throughput (within the forward-looking time), thus also minimizing the rescaling cost in Eqn. 16, its rescaling cost is much less than that of the heuristic (Fig. 11b). This explains why MILP uses resources more efficiently (Fig. 10).

To evaluate the effectiveness of MILP resource allocations, we computed the number of images processed between pairs of contiguous events and divided the outcome of BFTrainer by that of the baseline scheme to get a speedup metric. We find that because the change of preemption is unknown, MILP is not always superior to the heuristic, performing worse for 6.9% of events. However, if events are frequent, that is, if the length of fragments is extremely short, it is impractical to get high efficiency because of the unavoidable rescaling cost and preemption.

![Figure 11: Job preemption and rescaling costs over a week.](image)

### 5.2 Diverse Trainers

We evaluated a scenario in which Trainers in $\mathcal{J}$ are diverse in order to mimic the scenario where only one BFTrainer instance is managed by administrators and users submit DNNs with diverse scalability. It can also mimic scenarios in which a user employs BFTrainer for NAS. We modeled Trainer submission as a Poisson process but limited the number of concurrent Trainers to 10 in this experiment. The characteristics of the DNN for each Trainer submission were cyclically sampled from Tab. 2 for 1000 Trainers.

#### 5.2.1 Objective metric

Resource allocation aims to rescale Trainers to optimize the aggregated objective metric. Besides constraints such as the minimum and maximum scale of each Trainer, the main consideration when rescaling a Trainer is the trade-off between rescaling cost and potential (based on the forward-looking time) increase in the objective metric. Throughput is a straightforward objective metric to maximize. However, MILP biases resource allocation to high throughput rather than compute-intensive Trainers when scheduling Trainers with diverse scalability and resource demands. Another metric can be scaling efficiency, a normalized version of throughput that is agnostic to DNN throughput.

We used both metrics for a comparison study to elucidate their implications for recommending best practices. Fig. 12 compares the average runtime of different DNNs using the different optimization metrics. We see that every DNN gets similar runtime when using the normalized scaling efficiency as the objective metric, although their computing demands are different according to Tab. 2. When using throughput as the metric, however, MILP apparently gives priority to high-throughput DNNs such as AlexNet; compute-intensive DNNs such as DenseNet take much more time. We note that although different DNNs will have different runtimes even if the same resources are allocated because of their difference in computing demand, it is not as different as shown in Fig. 12 according to Tab. 2. For example, the difference between Alexnet and DenseNet on throughput is only about 7x, but the runtime difference is more than 40x on average and up to 70x. We conclude that throughput is not a good metric in terms of fair share when Trainers differ significantly in their throughput. We note that although MILP biases resource allocation to higher-throughput Trainers when raw throughput is used as the objective metric, it still needs to follow the FCFS policy. Thus, limiting maximum parallel jobs helps alleviate starvation of Trainers with low throughput (see §5.3 for details).

Fig. 13 shows how resource utilization efficiency varies with objective metric and forward-looking time. The influence of the latter on efficiency is similar to the HPO scenarios. $U$ is consistently better when scaling efficiency is used as the objective metric because MILP biases resources to high-throughput Trainers, leading them to run on many nodes but with reduced efficiency.

---

**Observation 2.** HPO is a good application scenario for BFTrainer because it is resource-consuming and all trials have the same scalability. The forward-looking time is a parameter of the MILP that needs to be set based on the dynamics of the $N$. A small $T_{\text{fwd}}$ discourages rescaling a Trainer that leads to inefficient use of fragments. The MILP is more robust to a large $T_{\text{fwd}}$ setting because it relaxes the rescaling cost and thus enables exploring more efficient use of fragments.
Observation 3. BFTrainer understands user goals through an objective metric. Selecting this metric is straightforward for a single user training diverse DNNs (e.g., for NAS) because the user has a single goal. With multiple users, the choice is a game between resource provider and users; a Trainer-wise normalized metric provides better fairness.

5.3 Maximum Parallel Trainers

In conventional HPC scheduling, each job has a fixed size and thus the number of parallel running jobs, $P^\text{max}$, is determined by job sizes and computer size. However, in BFTrainer each job is elastic, and the number of nodes changes dynamically. The maximum number of parallel Trainers should in principle depend on the size of $N$ and the minimum scale of the Trainers in the queue. If Trainers in the queue are treated as FCFS, there is no need for MILP to consider a number of Trainers more than the maximum, since doing so will cause serious job starvation [10]. In this experiment we ran the two cases in §5.2 (i.e., diverse Trainers with two different objective metrics) with different $P^\text{max}$. Fig. 14 shows resource integrals, run time and average runtimes when different $P^\text{max}$ are used.

As expected, if at a given time $P^\text{max}$ increases, each Trainer’s size decreases because $N$ is fixed. Since Trainer’s scaling efficiency decreases with Trainer size, the resource utilization increases (Fig. 14c). The resource integral (in aggregated node-hours shown in Fig. 14a) decreases, because each application runs at a more efficient scale with a larger $P^\text{max}$. However, as shown in Fig. 14b, Trainer’s runtime also increases significantly. The trade-off between the resource integral (or resource utilization efficiency) and Trainer runtime is clear: for example, a 28% decrease in the resource integral leads to a 442% increase in average Trainer runtime in this particular scenario when we increase the maximum number of parallel Trainers from 5 to 35. In this experiment 12.4% and 2.1% of the machine time in the cases of 5 and 10 parallel Trainers, respectively, are unoccupied because the size of $N$ is larger than the sum of the maximum sizes of all Trainers at a few events. All other cases are fully occupied. This is why the resource integral for the $P^\text{max}=5$ case is significantly larger than others and the efficiency is much smaller than others. Since the total computation demand are the same in all cases, the resource utilization efficiency increases with $P^\text{max}$, as shown in Fig. 14c. This is because a larger $P^\text{max}$ gives the scheduler opportunity to make more Trainers run at a more efficient size (i.e., smaller scale).

A proper number of parallel Trainers depends on the trade-off between the resource integral (directly related to resource utilization efficiency) and runtime of each individual Trainer. For applications such as HPO using grid search, since the runtime of each individual Trainer does not make a difference but the resource integral makes a bigger difference, it is desirable to use a large number of parallel Trainers (e.g., upper bounded by maximum estimated $N$ size and the minimum scale of each Trainer). However, in cases such as reinforcement learning or differential-method-based neural network architecture search [22, 29, 44] or heuristic algorithm-based HPO [18] where the next batch of Trainers depends on the outcome of the current Trainer, a shorter Trainer runtime is preferred and can be achieved by using less parallelism.

Table 3: Average runtime (hours) of different Trainers with samples per second used as the objective metric.

| DNN          | $P^\text{max}$ | 5   | 10  | 15  | 20  | 25  | 30  | 35  |
|--------------|----------------|-----|-----|-----|-----|-----|-----|-----|
| AlexNet      | 0.5            | 0.6 | 0.5 | 0.6 | 0.5 | 0.5 | 0.6 |
| ResNet18     | 0.4            | 0.4 | 0.4 | 0.4 | 0.5 | 0.5 | 0.5 |
| MnasNet      | 0.7            | 0.7 | 0.8 | 0.8 | 0.9 | 0.9 | 1.1 |
| MobileNets   | 0.8            | 0.9 | 0.8 | 0.9 | 1.0 | 1.2 | 1.4 |
| ShuffleNet   | 0.9            | 1.0 | 0.9 | 1.2 | 1.4 | 1.6 | 1.8 |
| VGG-16       | 2.3            | 3.4 | 4.1 | 5.4 | 6.1 | 6.3 | 7.4 |
| DenseNet     | 4.1            | 9.5 | 16.1| 22.4| 29.2| 36.3| 42.3|

Tab. 3 compares average DNN runtimes for different $P^\text{max}$ with samples per second as the objective metric. As shown in Tab. 2, AlexNet and DenseNet have the highest and lowest throughputs, respectively. For easy comparison, Tab. 3 is ordered by DNN throughput. Comparing DNNs by row, we see a clear increasing trend because MILP biased resources to high-throughput DNNs on the top. Comparing by columns, we see that high-throughput DNNs can...
maintain the runtime regardless of $P_j^{\text{max}}$ because they always get high priority, but the runtime of DenseNet (always lowest priority) increases significantly with $P_j^{\text{max}}$.

Table 4: Average runtime (in hours) of different Trainer when scaling efficiency is used as objective metric.

| DNN    | $P_j^{\text{max}}$ | 5  | 10 | 15 | 20 | 25 | 30 | 35 |
|--------|--------------------|----|----|----|----|----|----|----|
| VGG-16 | 1.98               | 2.8| 3.3| 3.8| 4.5| 5.0| 5.2|
| DenseNet| 2.58              | 3.4| 4.6| 5.2| 6.4| 6.5| 7.8|
| ResNet18| 0.77              | 1.1| 1.5| 1.9| 2.1| 2.4| 2.6|
| MobileNets| 0.89            | 1.8| 2.7| 3.8| 4.7| 5.9| 7.4|
| ShuffleNet| 1.15             | 2.1| 2.9| 4.2| 5.4| 7.2| 8.5|
| MnasNet| 1.15              | 2.3| 3.8| 5.5| 7.0| 9.4| 10.7|
| AlexNet| 0.94              | 2.4| 3.9| 5.3| 6.8| 7.6| 8.8|

Similarly, Tab. 4 compares the average runtime of different DNNs for different $P_j^{\text{max}}$ with scaling efficiency as the objective metric. Comparing with Tab. 3, we see that different DNNs get relatively similar runtimes for each $P_j^{\text{max}}$. AlexNet has the worst scaling efficiency and VGG-16 is the best according to Tab. 2. Lower priorities are given to AlexNet, especially for large $P_j^{\text{max}}$ where fewer resources are allocated to each Trainer, and thus Trainers with bad scalability are starved more. DNNs with bad scalability are more sensitive to $P_j^{\text{max}}$. For example, the runtime of AlexNet increases nearly 10× (i.e., starved) while VGG-16 increases only 2.6× when $P_j^{\text{max}}$ increases from 5 to 35. Therefore, using a large $P_j^{\text{max}}$ can increase the resource utilization and thus reduce the resource integral (Fig. 14a), but it also starves Trainer.

Observation 4. Because Trainers are malleable, the number of jobs that can be run in parallel on a given number of nodes is flexible. Greater parallelism enables more efficient resource use but lengthens the runtimes, especially for Trainers that get low priority based on the objective metric. $P_j^{\text{max}}$ needs to be adjusted depending on the particular goal(s) of a resource provider or user.

5.4 Further discussion of diverse Trainers

Two things of Trainers determine if they can be efficiently run using BFTrainer: scalability and rescaling cost. In this section we design experiments to evaluate the efficiency of BFTrainer by varying the scalability and rescaling cost of Trainers respectively.

5.4.1 Scalability. The scalability of a DNN depends, according to Amdahl’s law [4], on the relative time spent in computation and communication, assuming that file I/O is not the bottleneck. For example, different models for the same ImageNet classification problem have quite different scalabilities, as shown in Tab. 2.

In order to evaluate BFTrainer’s efficiency $U$ for DNNs with different scalabilities, we run the HPO experiment for each DNN shown in Tab. 2. As the shortest-running (AlexNet) only took about 70 hours to complete, we compute overall resource utilizations for each DNN over just the first 60 hours, so that all see the same resource availability. Our results are in Fig. 15.

We see that all DNNs studied achieve >75% resource utilization with BFTrainer, with utilization efficiency increasing slightly with DNN scalability, from 75% for AlexNet to 83% for DenseNet. These results imply that optimizations that improve the scalability of individual Trainers are also beneficial to BFTrainer. We note that while DNN training tasks that are less scalable on dedicated nodes are also less efficient with BFTrainer, due to their less efficient use of larger resources, we see no evidence that they perform relatively worse than more scalable DNNs when run with BFTrainer rather than on dedicated nodes.

5.4.2 Rescaling cost. BFTrainer efficiency is also influenced by Trainer’s rescaling costs. For example, as illustrated in Fig. 2, scaling up from $n_j = 4$ to $n_j = 7$ involves an investment of $R_{up}$, which becomes profitable only after time $T_p$. A larger $R_{up}$ leads to a later $T_p$, and as a Trainer can be preempted at any time, further increases the chance of preemption (and thus a negative return). If $R_{up}$ is large, the MILP will scale up only if it can do so by a large factor; if not, it will keep available nodes idle, leading to a lower $U$. To study the influence of rescaling cost on utilization efficiency, we repeat the experiment of §5.1 while artificially increase rescaling costs by from 2 to 10×. We present our results in Fig. 16. As one can see, the resource utilization efficiency achieved by BFTrainer decreased slightly with increased rescaling cost but much sublinearly.

Observation 5. BFTrainer is agnostic to DNN tasks. The scalability and rescaling cost of a particular DNN determine if it can be run efficiently using BFTrainer. DNNs with bad scalability is not appropriate for distributed training neither for BFTrainer. DNNs with more costly rescaling, including cost of cache missing in data pipeline because of rescaling, will lower the resource utilization efficiency of BFTrainer.
6 RELATED WORK

Researchers have developed methods for running preemptible jobs on otherwise idle computers [5, 26, 42]; others have investigated methods for backfilling non-preemptible jobs in batch schedulers [38, 40, 47, 48], but always in the context of arbitrary, typically nonmalleable jobs. BFTrainer, in contrast, leverages specialized properties of DNN training jobs to make efficient use of otherwise unusable idle resources.

Rodrigo et al. [32] proposed an HPC application-aware scheduling model to enable flexible backfilling of data-intensive applications by making use of dynamically malleable applications. Their survey of current scheduling challenges showed that malleable jobs are becoming increasingly common but that few HPC schedulers can exploit their particular characteristics.

The AdaptDL [30] resource-adaptive DNN training and scheduling framework aims to make distributed deep learning easy and efficient in dynamic-resource environments such as shared clusters and the cloud. It uses Kubernetes [1] for scheduling, rescheduling, and reconfiguring job batch size and learning rate to optimize training performance and resource utilization. In contrast to BFTrainer, it works actively but not preemptively.

Pilot-job systems (e.g., [11, 24, 31, 33, 35], and this comprehensive survey [43]), which submit placeholder jobs to queues, have long been used to enable flexible use of HPC resources. Some such systems rescale jobs to make efficient use of these computing nodes [9]. In contrast, BFTrainer does not provision and hold nodes; instead, it passively uses whatever nodes cannot be used by other jobs in the main batch queue.

7 CONCLUSION AND FUTURE WORK

BFTrainer makes optimal use of idle supercomputer nodes that cannot be, or are not, backfilled, to run applications (Trainers) that are (1) runnable at a range of scales and (2) re-scalable at modest cost. It does so while optimizing a performance metric of choice by using mixed integer linear programming to reallocate resources for Trainers each time there is a change in idle resources or the number of Trainers. We focused in this proposal on one particular class of Trainers, deep neural network training, due to their growing importance at many supercomputer centers. In future work, we will explore the application of BFTrainer to other applications, and also investigate how to incorporate supercomputer network topology into the resource allocation algorithm, so as to consider the location of idle nodes when allocating to tasks.
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