GLOBAL PROPERTIES OF VECTOR FIELDS ON COMPACT LIE GROUPS IN KOMATSU CLASSES. II. NORMAL FORMS
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Abstract. Let $G_1$ and $G_2$ be compact Lie groups, $X_1 \in \mathfrak{g}_1$, $X_2 \in \mathfrak{g}_2$ and consider the operator

$$L_{aq} = X_1 + a(x_1)X_2 + q(x_1, x_2),$$

where $a$ and $q$ are ultradifferentiable functions in the sense of Komatsu, and $a$ is real-valued. We characterize completely the global hypoellipticity and the global solvability of $L_{aq}$ in the sense of Komatsu. For this, we present a conjugation between $L_{aq}$ and a constant-coefficient operator that preserves these global properties in Komatsu classes. We also present examples of globally hypoelliptic and globally solvable operators on $T^1 \times S^3$ and $S^3 \times S^3$ in the sense of Komatsu. In particular, we give examples of differential operators which are not globally $C^\infty$–solvable, but are globally solvable in Gevrey spaces.
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1. Introduction

The present paper is a continuation of our paper [14] where we have characterized the global hypoellipticity and global solvability in the sense of Komatsu (of Roumieau and Beurling types) of constant-coefficients vector fields defined on compact Lie groups, and the influence of lower-order perturbations in the preservation of these properties.

In this paper, we present a class of first-order operators with variable coefficients that can be reduced to a constant-coefficient operator employing a conjugation. Such a reduction ensures that the original
operator and the conjugated constant-coefficient operator have the same type of global properties in Komatsu sense. This equivalence was inspired in reduction to normal forms, which is a technique widely used in this context, see for example [5,8–10,12,17]. It should be emphasized here that, as far as we know, this is the first time that this technique is extended to ultradifferentiable functions and ultradistributions in Komatsu classes, especially in the Beurling setting. In the case of Gevrey spaces of Roumieu type, this technique was used in [1] and [3] to reduce vector fields (and systems of vector fields) defined on tori to their normal forms. In the case of Lie groups, this reduction was firstly used in [13] in the smooth and distributional cases.

The definition of such a conjugation depends on the characterization of ultradifferentiable functions and ultradistributions through their partial Fourier series in Komatsu classes, which is done in Section 3. With this characterization in place, in Section 4, we use the properties of the Komatsu classes to show that the conjugation is well defined in Komatsu classes, in Roumieu and Beurling settings. Finally, we obtain the normal form of the given operator and, in Section 5, we provide the characterization of global hypoellipticity and global solvability in the sense of Komatsu.

We conclude the paper presenting new examples of globally hypoelliptic and globally solvable operators, in the sense of Komatsu, on $T^1 \times S^3$ and $S^3 \times S^3$. In particular, we construct an example of operator with variable coefficients that is neither globally hypoelliptic in the sense of Komatsu, nor globally solvable in $C^{\infty}$-sense, but it is globally solvable in Gevrey spaces.

2. Preliminaries

In this section, we recall most of the notations and preliminary results necessary for the development of this study. A very careful presentation of these concepts and the demonstration of all the results presented here can be found in the references [11] and [20].

Let $G$ be a compact Lie group and let $\text{Rep}(G)$ be the set of continuous irreducible unitary representations of $G$. Since $G$ is compact, every continuous irreducible unitary representation $\phi$ is finite dimensional and it can be viewed as a matrix-valued function $\phi : G \to \mathbb{C}^{d_\phi \times d_\phi}$, where $d_\phi = \dim \phi$. We say that $\phi \sim \psi$ if there exists an unitary matrix $A \in \mathbb{C}^{d_\phi \times d_\phi}$ such that $A\phi(x) = \psi(x)A$, for all $x \in G$. We will denote by $\hat{G}$ the quotient of $\text{Rep}(G)$ by this equivalence relation.

For $f \in L^1(G)$ the group Fourier transform of $f$ at $\phi \in \text{Rep}(G)$ is

$$\hat{f}(\phi) = \int_G f(x)\phi(x)^* \, dx,$$

where $dx$ is the normalized Haar measure on $G$. By the Peter-Weyl theorem, we have that

$$(2.1) \quad B := \left\{ \sqrt{d_\phi} \phi_{ij} : \phi = (\phi_{ij})_{i,j=1}^{d_\phi}, [\phi] \in \hat{G} \right\},$$

is an orthonormal basis for $L^2(G)$, where we pick only one matrix unitary representation in each class of equivalence, and we may write

$$f(x) = \sum_{[\phi] \in \hat{G}} d_\phi \text{Tr}(\phi(x)\hat{f}(\phi)).$$
Moreover, the Plancherel formula holds:

\[ \|f\|_{L^2(G)} = \left( \sum_{[\phi] \in \hat{G}} d_\phi \|\hat{f}(\phi)\|_{HS}^2 \right)^{1/2} =: \|\hat{f}\|_{L^2(G)}, \]

where

\[ \|\hat{f}(\phi)\|_{HS}^2 = \text{Tr}(\hat{f}(\phi)\hat{f}(\phi)^*) = \sum_{i,j=1}^{d_\phi} |\hat{f}(\phi)_{ij}|^2. \]

The group Fourier transform of \( u \in \mathcal{D}'(G) \) at a matrix unitary representation \( \phi \) is the matrix \( \hat{u}(\phi) \in \mathbb{C}^{d_\phi \times d_\phi} \), whose components are given by

\[ \hat{u}(\phi)_{ij} = \langle u, \overline{\phi_{ji}} \rangle, \]

where \( \langle \cdot, \cdot \rangle \) denotes the distributional duality.

Let \( \mathcal{L}_G \) be the Laplace-Beltrami operator of \( G \). For each \([\phi] \in \hat{G}\), its matrix elements are eigenfunctions of \( \mathcal{L}_G \) correspondent to the same eigenvalue that we will denote by \(-\nu_{[\phi]}\), where \( \nu_{[\phi]} \geq 0 \). Thus

\[ -\mathcal{L}_G \phi_{ij}(x) = \nu_{[\phi]} \phi_{ij}(x), \quad \text{for all } 1 \leq i, j \leq d_\phi, \]

and we will denote by

\[ \langle \phi \rangle := \left( 1 + \nu_{[\phi]} \right)^{1/2} \]

the eigenvalues of \((I - \mathcal{L}_G)^{1/2}\). We have the following estimate for the dimension of \( \phi \) (Proposition 10.3.19 of [20]): there exists \( C > 0 \) such that for all \([\xi] \in \hat{G}\) it holds

\[ d_\phi \leq C\langle \phi \rangle \frac{\dim G}{2}. \]

For \( x \in G, X \in \mathfrak{g} \) and \( f \in C^\infty(G) \), define

\[ L_X f(x) := \frac{d}{dt} f(x \exp(tX)) \bigg|_{t=0}. \]

The operator \( L_X \) is left-invariant, that is, \( \pi_L(y)L_X = L_X \pi_L(y) \), for all \( y \in G \). When there is no possibility of ambiguous meaning, we will write only \( Xf \) instead of \( L_X f \).

Let \( P : C^\infty(G) \to C^\infty(G) \) be a continuous linear operator. The symbol of the operator \( P \) in \( x \in G \) and \( \phi \in \text{Rep}(G) \), \( \phi = (\phi_{ij})_{i,j=1}^{d_\phi} \) is

\[ \sigma_P(x, \phi) := \phi(x)^*(P(\phi))(x) \in \mathbb{C}^{d_\phi \times d_\phi}, \]

where \((P(\phi))_{ij} := (P\phi_{ij})(x)\), for all \( 1 \leq i, j \leq d_\phi \), and we have

\[ Pf(x) = \sum_{[\phi] \in \hat{G}} \dim(\phi)\text{Tr}\left(\phi(x)\sigma_P(x, \phi)\hat{f}(\phi)\right), \]

for all \( f \in C^\infty(G) \) and \( x \in G \).

When \( P : C^\infty(G) \to C^\infty(G) \) is a continuous linear left-invariant operator, that is \( P\pi_L(y) = \pi_L(y)P \), for all \( y \in G \), we have that \( \sigma_P \) is independent of \( x \in G \) and

\[ \hat{P}f(\phi) = \sigma_P(\phi)\hat{f}(\phi), \]
for all $f \in C^\infty(G)$ and $[\phi] \in \hat{G}$ and, by duality, this remains true for all $f \in \mathcal{D}'(G)$. For instance, by relation (2.2), we obtain

$$ (2.3) \quad \widehat{L_G} f(\phi) = -\nu(\phi) \hat{f}(\phi), $$

for all $f \in \mathcal{D}'(G)$ and $[\phi] \in \hat{G}$.

Let $Y \in \mathfrak{g}$. It is easy to see that the operator $iY$ is symmetric on $L^2(G)$. Hence, for all $[\phi] \in \hat{G}$ we can choose a representative $\phi$ such that $\sigma_{iY}(\phi)$ is a diagonal matrix, with entries denoted by $\lambda_m(\phi) \in \mathbb{R}$, $1 \leq m \leq d_\phi$. By the linearity of the symbol, we obtain

$$ \sigma_X(\phi)_{mn} = i\lambda_m(\phi)\delta_{mn}, \quad \lambda_j(\phi) \in \mathbb{R}. $$

Notice that $\{\lambda_m(\phi)\}_{m=1}^{d_\phi}$ are the eigenvalues of $\sigma_{iX}(\phi)$ and they are independent of the choice of the representative, since the symbol of equivalent representations are similar matrices. Moreover, since $-(L_G - X^2)$ is a positive operator and commutes with $X^2$, we have

$$ (2.4) \quad |\lambda_m(\phi)| \leq (\phi), $$

for all $[\phi] \in \hat{G}$ and $1 \leq m \leq d_\phi$.

Let $G_1$ and $G_2$ be compact Lie groups and set $G = G_1 \times G_2$. Given $f \in L^1(G)$ and $\xi \in \text{Rep}(G_1)$, the partial Fourier coefficient of $f$ with respect to the first variable is defined by

$$ \hat{f}(\xi, x_2) = \int_{G_1} f(x_1, x_2) (\xi(x_1))^* \, dx_1 \in \mathbb{C}^{d_\xi \times d_t}, \quad x_2 \in G_2, $$

with components

$$ \hat{f}(\xi, x_2)_{mn} = \int_{G_1} f(x_1, x_2)(\xi(x_1))_{mn} \, dx_1, \quad 1 \leq m, n \leq d_\xi. $$

Analogously we define the partial Fourier coefficient of $f$ with respect to the second variable. Notice that, by definition, $\hat{f}(\xi, \cdot)_{mn} \in C^\infty(G_2)$ and $\hat{f}(\cdot, \eta)_{rs} \in C^\infty(G_1)$.

Let $u \in \mathcal{D}'(G)$, $\xi \in \text{Rep}(G_1)$ and $1 \leq m, n \leq d_\xi$. The $mn$-component of the partial Fourier coefficient of $u$ with respect to the first variable is the linear functional defined by

$$ \tilde{u}(\xi, \cdot)_{mn} : \quad C^\infty(G_2) \longrightarrow \mathbb{C} $$

$$ \psi \longmapsto \langle \tilde{u}(\xi, \cdot)_{mn}, \psi \rangle := \langle u, (\xi_{mn} \times \psi) \rangle_G. $$

In a similar way, for $\eta \in \text{Rep}(G_2)$ and $1 \leq r, s \leq d_\eta$, we define the $rs$-component of the partial Fourier coefficient of $u$ with respect to the second variable. It is easy to see that $\tilde{u}(\xi, \cdot)_{mn} \in \mathcal{D}'(G_2)$ and $\tilde{u}(\cdot, \eta)_{rs} \in \mathcal{D}'(G_1)$.

Notice that

$$ \hat{u}(\xi, \eta)_{mn, rs} = \hat{u}(\xi, \eta)_{rs, mn} = \hat{u}(\xi \otimes \eta)_{ij}, $$

with $i = d_\eta(m-1) + r$ and $j = d_\eta(n-1) + s$, whenever $u \in C^\infty(G)$ or $u \in \mathcal{D}'(G)$. More details about partial Fourier series in the framework of smooth functions and distributions can be found in [15].

In this paper, we deal with operators and their properties in Komatsu classes. So we need to introduce some notations, results and technical lemmas that will be used in the sequel. All definitions are taken from [7], [16] and [19].

Let $\{M_k\}_{k \in \mathbb{N}_0}$ be a sequence of positive numbers such that there exist $H > 0$ and $A \geq 1$ satisfying
(M.0): \( M_0 = 1. \)

(M.1): (stability) \( M_{k+1} \leq AH^k M_k, \quad k = 0, 1, 2, \ldots. \)

(M.2): \( M_{2k} \leq AH^{2k} M_k^2, \quad k = 0, 1, 2, \ldots. \)

(M.3): \( \exists \ell, C > 0 \) such that \( k! \leq CL^k M_k, \) for all \( k \in \mathbb{N}_0. \)

(M.4): \( \frac{M_{r+s}}{r!} \leq \frac{M_{r+s}}{(r+s)!}, \quad \forall r, s \in \mathbb{N}_0. \)

We will assume also the logarithmic convexity:

(LC): \( M_k^2 \leq M_{k-1}M_{k+1}, \quad k = 1, 2, 3, \ldots. \)

Given any sequence \( \{M_k\} \) that satisfies (M.0)–(M.3), there exists an alternative sequence that satisfies

the logarithmic convexity and defines the same classes that we will study. So assuming (LC) does not restrict the generality compared to (M.0)–(M.3). The condition (M.4) is used only twice in this paper,

in (4.8) and (4.12), to prove that an automorphism is well-defined.

From (M.0) and (LC) we have \( M_k \leq M_{k+1}, \) for all \( k \in \mathbb{N}, \) that is, \( \{M_k\} \) is a non-decreasing sequence. Moreover, for \( k \leq n \) holds

\[ M_k \cdot M_{n-k} \leq M_n. \]

The condition (M.2) is equivalent to \( M_k \leq AH^k \min_{0 \leq q \leq k} M_q M_{k-q}, \) (see [18], Lemma 5.3).

Given a sequence \( \{M_k\} \) we define the associated function as

\[ M(r) := \sup_{k \in \mathbb{N}_0} \log \frac{r^k}{M_k}, \quad r > 0, \]

and \( M(0) := 0. \) Notice that \( M \) is a non-decreasing function and by its definition, for every \( r > 0 \) we have

\[ \exp\{M(r)\} = \sup_{k \in \mathbb{N}_0} \frac{r^k}{M_k} \quad \text{and} \quad \exp\{-M(r)\} = \inf_{k \in \mathbb{N}_0} \frac{M_k}{r^k}. \]

It follows from these properties that for a compact Lie group \( G, \) for every \( p, q, \delta > 0 \) there exists \( C > 0 \) such that

\[ (\phi)^p \exp\{-\delta M(q(\phi))\} \leq C, \]

for all \( |\phi| \in \hat{G}. \) Moreover, for every \( q > 0 \) we have

\[ \exp\{-\frac{1}{2}M(q(\phi))\} \leq \sqrt{A} \exp\{-M(q(\phi))\}, \]

for all \( |\phi| \in \hat{G}, \) where \( q_2 = \frac{q}{\Pi} \) (see [6] for more details).

**Definition 2.1.** The Komatsu class of Roumieu type \( \Gamma_{\{M_k\}}(G) \) is the space of all complex-valued \( C^\infty \)

functions \( f \) on \( G \) such that there exist \( h > 0 \) and \( C > 0 \) satisfying

\[ \|\partial^\alpha f\|_{L^2(G)} \leq Ch^{\lambda_1} M_{|\alpha|}, \quad \forall \alpha \in \mathbb{N}_0^d. \]

In the definition above, we could take the \( L^\infty \)-norm and obtain the same space. The elements of \( \Gamma_{\{M_k\}}(G) \) are often called ultradifferentiable functions and can be characterized by their Fourier coefficients as follows:

\[ f \in \Gamma_{\{M_k\}}(G) \iff \exists N > 0, \exists C > 0; \quad |\hat{f}(\xi, \eta)_{mnrs}| \leq C \exp\{-M(N(|\xi| + |\eta|))\}, \]

\[ \forall |\xi| \in \hat{G}_1, \quad |\eta| \in \hat{G}_2, \quad 1 \leq m, n \leq d_\xi, \quad 1 \leq r, s \leq d_\eta, \]
Similarly, the ultradistribution of Roumieu type can be characterized in the following way:

\begin{equation}
(2.10) \quad u \in \Gamma'_{(M_k)}(G) \iff \forall N > 0, \exists C_N > 0; \quad |\hat{u}(\xi, \eta)_{mn, r}| \leq C_N \exp\{M(N(\langle \xi \rangle + \langle \eta \rangle))\}, \forall [\xi] \in \mathcal{G}_1, [\eta] \in \mathcal{G}_2, 1 \leq m, n \leq d_\xi, 1 \leq r, s \leq d_\eta.
\end{equation}

Next, to define Komatsu classes of Beurling type, let us replace (M.3) by the following stronger condition:

\begin{itemize}
\item[(M.3')] \forall \ell > 0, \exists C_\ell \text{ such that } k! \leq C_\ell k^\ell M_k, \text{ for all } k \in \mathbb{N}_0.
\end{itemize}

\textbf{Definition 2.2.} The Komatsu class of Beurling type \(\Gamma_{(M_k)}(G)\) is the space of \(C^\infty\) functions \(f\) on \(G\) such that for every \(h > 0\) there exists \(C_h > 0\) such that we have

\[\|\partial^\alpha f\|_{L^2(G)} \leq C_h h^{|\alpha|} M_{|\alpha|}, \quad \forall \alpha \in \mathbb{N}_0^n.\]

Notice that \(\Gamma_{(M_k)}(G) \subset \Gamma_{(M_k)}(G)\). The elements of \(\Gamma_{(M_k)}(G)\) can be characterized by their Fourier coefficients as follows:

\begin{equation}
(2.11) \quad f \in \Gamma'_{(M_k)}(G) \iff \forall N > 0, \exists C_N > 0; \quad |\hat{f}(\xi, \eta)_{mn, r}| \leq C_N \exp\{-M(N(\langle \xi \rangle + \langle \eta \rangle))\}, \quad \forall [\xi] \in \mathcal{G}_1, [\eta] \in \mathcal{G}_2, 1 \leq m, n \leq d_\xi, 1 \leq r, s \leq d_\eta.
\end{equation}

Similarly, the ultradistribution of Beurling type can be characterized in the following way:

\begin{equation}
(2.12) \quad u \in \Gamma'_{(M_k)}(G) \iff \exists N > 0, \exists C > 0; \quad |\hat{u}(\xi, \eta)_{mn, r}| \leq C \exp\{M(N(\langle \xi \rangle + \langle \eta \rangle))\}, \quad \forall [\xi] \in \mathcal{G}_1, [\eta] \in \mathcal{G}_2, 1 \leq m, n \leq d_\xi, 1 \leq r, s \leq d_\eta.
\end{equation}

3. Partial Fourier series in Komatsu classes

In this section, we will present the characterization of ultradifferentiable functions and ultradistributions in Komatsu classes of both Roumieu and Beurling types through the analysis of the behavior of their partial Fourier series. This will allow us to study global properties of a variable coefficient operator on a product of compact Lie groups analyzing its normal form, which was completely characterized in [14]. First, we present some technical results on the associated function that we will use throughout the text.

\textbf{Proposition 3.1.} For every \(r, s > 0\) we have

\begin{itemize}
\item[(i)] \(\exp\{-M(r)\} \exp\{-M(s)\} \leq \exp\{-M\left(\frac{r+s}{2}\right)\}\);
\item[(ii)] \(\exp\{M(r)\} \exp\{M(s)\} \leq A \exp\{M\left(H(r + s)\right)\}\).
\end{itemize}

\textbf{Proof.} (i) Let \(r, s > 0\). By (2.6) we obtain

\[\exp\{-M(r)\} \exp\{-M(s)\} \leq \frac{M_j M_\ell}{r^j s^\ell} \leq \frac{M_j + \ell}{r^j s^\ell},\]

for all \(j, \ell \in \mathbb{N}_0\). Let \(k \in \mathbb{N}_0\). Thus for \(\ell = k - j\) we have

\[\exp\{M(r)\} \exp\{M(s)\} \geq \frac{r^j s^{k-j}}{M_k},\]

so

\[2^k \exp\{M(r)\} \exp\{M(s)\} = \sum_{j=0}^{k} \binom{k}{j} \exp\{M(r)\} \exp\{M(s)\} \geq \sum_{j=0}^{k} \binom{k}{j} \frac{r^j s^{k-j}}{M_k} = \frac{(r+s)^k}{M_k},\]
that is,
\[ \exp\{-M(r)\} \exp\{-M(s)\} \leq \frac{M_k}{(r + s)^k}, \]
for all \( k \in \mathbb{N}_0 \). Therefore
\[ \exp\{-M(r)\} \exp\{-M(s)\} \leq \exp\{-M\left(\frac{r + s}{2}\right)\}. \]

(ii) Let \( r, s > 0 \). We have \( M_{k+\ell} \leq AH^{k+\ell} M_k M_\ell \) and \( r^k s^\ell \leq (r + s)^{k+\ell} \), for all \( k, \ell \in \mathbb{N}_0 \). Thus
\[ \log \frac{r^k}{M_k} + \log \frac{s^\ell}{M_\ell} = \log \frac{r^k s^\ell}{M_k M_\ell} \leq \log A \frac{H(r + s)^{k+\ell}}{M_{k+\ell}} = \log A + \log \frac{(H(r + s)^{k+\ell}}{M_{k+\ell}} \]
\[ \leq \log A + M(H(r + s)). \]

For every \( \ell \in \mathbb{N}_0 \) fixed we have
\[ \log \frac{r^k}{M_k} \leq \log A + M(H(r + s)) - \log \frac{s^\ell}{M_\ell} \implies M(r) \leq \log A + M(H(r + s)) - \log \frac{s^\ell}{M_\ell}. \]

Now,
\[ \log \frac{s^\ell}{M_\ell} \leq \log A + M(H(r + s)) - M(r), \; \forall \ell \in \mathbb{N}_0, \]
which implies that
\[ M(s) \leq \log A + M(H(r + s)) - M(r). \]

By the properties of the exponential function we obtain
\[ \exp\{M(r)\} \exp\{M(s)\} \leq A \exp\{M(H(r + s))\}, \]
and the proof is complete. \( \square \)

**Proposition 3.2.** For every \( r, s > 0 \) and \( t \in \mathbb{N}_0 \) we have

(i) \( r^t \exp\{-M(sr)\} \leq A (Hs^{-1})^t M_t \exp\{-M(H^{-1}sr)\}; \)

(ii) \( r^t \exp\{M(sr)\} \leq As^{-t} M_t \exp\{M(Hsr)\}. \)

**Proof.** (i) Let \( r, s, t > 0 \). We have
\[ r^t \exp\{-M(sr)\} \leq r^t \frac{M_k}{s^{k+t}} = s^{-t} \frac{M_k}{(sr)^{k-t}}, \; \forall k \geq t. \]

Since \( M_k \leq AH^{k+\ell} M_{k+\ell} \), for all \( k \geq t \), we obtain
\[ r^t \exp\{-M(sr)\} \leq As^{-t} H^k M_t \frac{M_{k-t}}{(sr)^{k-t}} = A(s^{-1} H)^t M_t \frac{M_{k-t}}{(H^{-1}sr)^{k-t}}, \; \forall k \geq t, \]

Therefore
\[ r^t \exp\{-M(sr)\} \leq A (Hs^{-1})^t M_t \exp\{-M(H^{-1}sr)\}. \]

(ii) Let \( r, s, t > 0 \). We have
\[ r^t \exp\{M(sr)\} = r^t \sup_{k \in \mathbb{N}_0} \frac{(sr)^k}{M_k} = \sup_{k \in \mathbb{N}_0} \frac{s^{k+t}}{M_k} = s^{-t} \sup_{k \in \mathbb{N}_0} \frac{(sr)^{k+t}}{M_k} \]

Since \( M_{k+t} \leq AH^{k+\ell} M_k M_\ell \), we obtain
\[ r^t \exp\{M(sr)\} \leq As^{-t} M_t \sup_{\ell \in \mathbb{N}_0} \frac{(Hsr)^{k+t}}{M_{k+t}} \leq As^{-t} M_t \sup_{\ell \in \mathbb{N}_0} \frac{(Hsr)^{\ell}}{M_\ell}. \]

Therefore
\[ r^t \exp\{M(sr)\} \leq As^{-t} M_t \exp\{M(Hsr)\}. \]
Theorem 3.3. Let $G_1$ and $G_2$ be compact Lie groups, set $G = G_1 \times G_2$, and let $f \in C^\infty(G)$. Then $f \in \Gamma_{\{M_k\}}(G)$ if and only if $\widehat{f}(\cdot, \eta)_{rs} \in \Gamma_{\{M_k\}}(G_1)$ for every $[\eta] \in \widehat{G}_2$, $1 \leq r, s \leq d_\eta$ and there exist $h, C, \varepsilon > 0$ such that

\begin{equation}
\max_{x_1 \in G_1} |\partial^n \widehat{f}(x_1, \eta)_{rs}| \leq C h^{1/|\alpha|} M_{|\alpha|} \exp\{-M(\varepsilon(\eta))\},
\end{equation}

for all $[\eta] \in \widehat{G}_2$, $1 \leq r, s \leq d_\eta$ and $\alpha \in \mathbb{N}_0^d$.

Proof. ( $\impliedby$ ) Let $\alpha \in \mathbb{N}_0$. Recall that $-\nu_{[\xi]}$ is the eigenvalue of the Laplacian operator $L_{G_1}$ associated to the eigenfunctions $\{\xi_{mn}, 1 \leq m, n \leq d_\xi\}$. By (2.3), we obtain

\begin{equation}
\nu_{[\xi]}^2 \widehat{f}(\xi, \eta)_{rs_{mn}} = \left| L_{G_1}^\alpha \widehat{f}(\xi, \eta)_{rs_{mn}} \right|
\end{equation}

\begin{align}
= & \left| \int_{G_1} L_{G_1}^\alpha \widehat{f}(x_1, \eta)_{rs} \xi(x_1)_{nm} dx_1 \right|
\leq & \int_{G_1} |L_{G_1}^\alpha \widehat{f}(x_1, \eta)_{rs}| |\xi(x_1)_{nm}| dx_1
\leq & \left( \int_{G_1} |L_{G_1}^\alpha \widehat{f}(x_1, \eta)_{rs}|^2 dx_1 \right)^{1/2} \left( \int_x |\xi(x)_{nm}|^2 dx \right)^{1/2}.
\end{align}

Notice that, by (2.1), we have $\|\xi_{nm}\|_{L^2(G_1)} \leq 1$, for all $[\xi] \in \widehat{G}_1$. Moreover, we can write $L_{G_1}^\alpha$ as a sum of $d_1^\alpha$ derivatives of order $2\alpha$, where $d_1 = \dim G_1$. So, by (3.1), we obtain

\begin{equation}
\nu_{[\xi]}^2 \widehat{f}(\xi, \eta)_{rs_{mn}} \leq C d_1^{\alpha} h^{2\alpha} M_{2\alpha} \exp\{-M(\varepsilon(\eta))\}.
\end{equation}

By definition of $\langle \xi \rangle$, there exists $C > 0$ such that $\langle \xi \rangle^2 \leq C \nu_{[\xi]}$, for all $[\xi] \in \widehat{G}_1$. By the property (M.2) of the sequence $\{M_k\}$, we have $M_{2\alpha} \leq AH^{2\alpha} M_\alpha$. Thus

\begin{equation}
|\widehat{f}(\xi, \eta)_{rs_{mn}}| \leq C (\sqrt{d_1} h H)^{2\alpha} \langle \xi \rangle^{-2\alpha} M_\alpha^{2\alpha} \exp\{-M(\varepsilon(\eta))\}, \quad \forall \alpha \in \mathbb{N}_0.
\end{equation}

Hence,

\begin{equation}
|\widehat{f}(\xi, \eta)_{rs_{mn}}| \leq C \left( \inf_{\alpha \in \mathbb{N}_0} \frac{M_\alpha}{\langle \xi \rangle (\sqrt{d_1} h H)^{2\alpha} \langle \xi \rangle^{2\alpha}} \right)^2 \exp\{-M(\varepsilon(\eta))\}
\end{equation}

\begin{align}
&= \exp\{-2M((\sqrt{d_1} h H)^{-1} \langle \xi \rangle)\} \exp\{-M(\varepsilon(\eta))\}
&\leq \exp\{-M((\sqrt{d_1} h H)^{-1} \langle \xi \rangle)\} \exp\{-M(\varepsilon(\eta))\}.
\end{align}

Set $2N = \min\{((\sqrt{d_1} h H)^{-1}, \varepsilon \}$. In this way, we get

\begin{equation}
|\widehat{f}(\xi, \eta)_{rs_{mn}}| \leq C \exp\{-M(2N \langle \xi \rangle)\} \exp\{-M(2N \langle \eta \rangle)\}
\end{equation}

and by Proposition 3.1,

\begin{equation}
|\widehat{f}(\xi, \eta)_{rs_{mn}}| \leq C \exp\{-M(N(\langle \xi \rangle + \langle \eta \rangle))\},
\end{equation}

for all $[\xi] \in \widehat{G}_1$ non-trivial, $[\eta] \in \widehat{G}_2$. It is easy to see that we can also obtain this inequality for the trivial representation of $G_2$ from the hypothesis. Therefore $f \in \Gamma_{\{M_k\}}(G)$.
( \implies ) We can characterize the elements of $\Gamma_{(M_k)}(G)$ as follows (Theorem 2.3 of [7]): $\varphi \in \Gamma_{(M_k)}(G)$ if and only if there exist $C, h > 0$ such that

$$\max_{(x_1, x_2) \in G} |\partial^\alpha_1 \partial^\beta_2 \varphi(x_1, x_2)| \leq Ch^{[\alpha]+[\beta]} M_{[\alpha]+[\beta]},$$

for all $\alpha \in \mathbb{N}_0^d, \beta \in \mathbb{N}_0^d$.

For $f \in \Gamma_{(M_k)}(G)$ we have

$$\nu^\beta_{\eta,\gamma} |\partial^\gamma \hat{f}(x_1, \gamma)_{rs}| = |\partial^\gamma \mathcal{L}_{G_2} f(x_1, \eta)_{rs}|$$

$$\leq \int_{G_2} |\partial^\gamma \mathcal{L}_{G_2} f(x_1, x_2)||\eta(x_2)_{sr}| \, dx_2$$

$$\leq \left( \int_{G_2} |\partial^\gamma \mathcal{L}_{G_2} f(x_1, x_2)|^2 \, dx_2 \right)^{1/2} \left( \int_{G_2} |\eta(x_2)_{sr}|^2 \, dx_2 \right)^{1/2}$$

$$\leq \frac{1}{\sqrt{d^\eta}} \sum_{|\gamma| = 2\beta} \max_{(x_1, x_2) \in G} |\partial^\gamma \hat{f}(x_1, x_2)|$$

$$\leq C d^\beta_2 h^{[\alpha]+2\beta} M_{[\alpha]+2\beta},$$

where $d_2 = \dim G_2$. Thus, when $[\eta]$ is not trivial we obtain

$$|\partial^\gamma \hat{f}(x_1, \eta)_{rs}| \leq C d^\beta_2 h^{[\alpha]+2\beta} M_{[\alpha]+2\beta}^{-2\beta}$$

$$\leq Ch^{[\alpha]+2\beta} AH^{[\alpha]+2\beta} M_{[\alpha]} h^{2\beta} d^\beta_2 M_2^\beta (\eta)^{-2\beta}$$

$$\leq C(hH)^{[\alpha]} M_{[\alpha]} h^{2\beta} d^\beta_2 H^{4\beta} M_2^\beta (\eta)^{-2\beta}$$

$$\leq C(hH)^{[\alpha]} M_{[\alpha]} \exp\{-2M((d_2 h H^2)^{-1}(\eta))\}$$

$$\leq C(hH)^{[\alpha]} M_{[\alpha]} \exp\{-M((d_2 h H^2)^{-1}(\eta))\}.$$ 

Put $h' = hH$ and $\varepsilon = (\sqrt{d_2 h H^2})^{-1}$ to obtain

$$\max_{x_1 \in G_1} |\partial^\gamma \hat{f}(x_1, \eta)_{rs}| \leq Ch^{[\alpha]} M_{[\alpha]} \exp\{-M(\varepsilon(\eta))\},$$

for all non-trivial $[\eta] \in \widehat{G_2}, 1 \leq r, s \leq d_\eta, \alpha \in \mathbb{N}_0^d$.

For $[\eta] = [1_{G_2}]$ we have

$$|\partial^\gamma \hat{f}(x_1, 1_{G_2})| = \left| \int_{G_2} \partial^\gamma f(x_1, x_2) \, dx_2 \right|$$

$$\leq |\partial^\gamma f(x_1, x_2)|$$

$$\leq Ch^{[\alpha]} M_{[\alpha]}.$$

In this way, adjusting $C$ if necessary, we obtain

$$|\partial^\gamma \hat{f}(x_1, 1_{G_2})| \leq Ch^{[\alpha]} M_{[\alpha]} \exp\{-M(\varepsilon(1_{G_2}))\},$$

and so the proof is complete.

\hfill \Box

**Theorem 3.4.** Let $G_1$ and $G_2$ be compact Lie groups, set $G = G_1 \times G_2$, and let $f \in C^\infty(G)$. Then $f \in \Gamma_{(M_k)}(G)$ if and only if $\hat{f}(\cdot, \eta)_{rs} \in \Gamma_{(M_k)}(G_1)$ for every $[\eta] \in \widehat{G_2}, 1 \leq r, s \leq d_\eta$ and for all $h > 0$. 

and \( \varepsilon > 0 \) there exists \( C_{h \varepsilon} > 0 \) such that we have

\[
\max_{x_1 \in G_1} |\partial_1^\alpha \hat{f}(x_1, \eta)|_{rs} \leq C_{h \varepsilon} \ell^{h|\alpha|} M_{|\alpha|} \exp\{-M(\varepsilon \langle \eta \rangle)\},
\]

for all \( \eta \in \hat{G}_2, 1 \leq r, s \leq d_\eta \) and \( \alpha \in \mathbb{N}_0^{d_\ell} \).

**Proof.** (\( \Leftarrow \)) By the proof of Theorem 3.3, we have

\[
|\hat{f}(\xi, \eta)|_{rs_m} \leq C_{h \varepsilon} \exp\{-M((\sqrt{d_1}hH)^{-1} \langle \xi \rangle)\} \exp\{-M(\varepsilon \langle \eta \rangle)\}.
\]

Given \( N > 0 \), choose \( h = \frac{1}{2\sqrt{d_1}NH} \) and \( \varepsilon = 2N \). So

\[
|\hat{f}(\xi, \eta)|_{rs_m} \leq C_N \exp\{-M(2N \langle \xi \rangle)\} \exp\{-M(2N \langle \eta \rangle)\}
\]

\[
\leq C_N \exp\{-M(N(\langle \xi \rangle + \langle \eta \rangle))\}.
\]

Therefore \( f \in \Gamma^\prime_{(M_k)}(G) \).

(\( \Rightarrow \)) We can characterize the elements of \( \Gamma^\prime_{(M_k)}(G) \) as follows (see [7]): \( \varphi \in \Gamma^\prime_{(M_k)}(G) \) if and only if for all \( h > 0 \) there exists \( C_h > 0 \) such that

\[
\max_{(x_1, x_2) \in G} |\partial_1^\alpha \partial_2^\beta \hat{f}(x_1, x_2)| \leq C \ell^{h|\alpha|+|\beta|} M_{|\alpha|+|\beta|},
\]

for all \( \alpha \in \mathbb{N}_0^{d_\ell}, \beta \in \mathbb{N}_0^{d_\ell} \). Let \( f \in \Gamma^\prime_{(M_k)} \). In the proof of Theorem 3.3 we have obtained

\[
|\partial_1^\alpha \hat{f}(x_1, \eta)|_{rs} \leq C_\ell \ell^{h|\alpha|} \exp\{-M((\sqrt{h}H)^{-1} \langle \eta \rangle)\}.
\]

Given \( \ell \varepsilon < (\sqrt{n}H)^{-1} \), take \( h = \ell H \). In this case,

\[
|\partial_1^\alpha \hat{f}(x_1, \eta)|_{rs} \leq C_\ell \ell^{h|\alpha|} \exp\{-M((\sqrt{n}H)^{-1} \langle \eta \rangle)\}
\]

\[
\leq C_\ell \ell^{h|\alpha|} \exp\{-M(\varepsilon \langle \eta \rangle)\}.
\]

If \( \ell \varepsilon \geq (\sqrt{n}H)^{-1} \), take \( h = (\sqrt{n}H)^{-1} \). So

\[
|\partial_1^\alpha \hat{f}(x_1, \eta)|_{rs} \leq C_\ell \ell^{h|\alpha|} \exp\{-M((\sqrt{n}H)^{2} \langle \eta \rangle)\}
\]

\[
\leq C_\ell \ell^{h|\alpha|} \exp\{-M(\varepsilon \langle \eta \rangle)\},
\]

and the proof is complete. \( \square \)

**Theorem 3.5.** Let \( G_1 \) and \( G_2 \) be compact Lie groups, and set \( G = G_1 \times G_2 \). Then \( u \in \Gamma^\prime_{(M_k)}(G) \) if and only if for all \( \varepsilon, h > 0 \) there exists \( C_{h \varepsilon} > 0 \) such that

\[
|\hat{u}(\cdot, \eta)|_{rs} |\varphi| \leq C_{h \varepsilon} \|\varphi\|_h \exp\{M(\varepsilon \langle \eta \rangle)\}, \quad \forall \varphi \in \Gamma^\prime_{(M_k)}(G_1),
\]

where \( \|\varphi\|_h := \sup_{\alpha, x_1} |\partial_1^\alpha \varphi(x_1)| h^{-|\alpha|} M_{|\alpha|}^{-1} \).

**Proof.** (\( \Leftarrow \)) Let \( \varphi = \xi_{nm} \). We have

\[
|\partial_1^\alpha \xi_{nm}(x_1)| \leq C \ell^{h|\alpha|} \exp\{-M(\varepsilon \langle \eta \rangle)\},
\]
where $p$ is any natural number satisfying $p \geq \frac{\dim G}{2}$ (see [6]). Then
\[
|\langle \hat{u}(\cdot, \eta)_{rs}, \xi_{nm} \rangle| \leq C_{he} \|\xi_{nm}\| h \exp\{M(\varepsilon(\eta))\} \\
= C_{he} \sup_{x} |\partial^\alpha \xi_{nm}(x) h^{-|\alpha|} M_{|\alpha|}^{-1}| \exp\{M(\varepsilon(\eta))\} \\
\leq C_{he} \langle \xi \rangle^p \sup_{x} |\xi h^{-|\alpha|} M_{|\alpha|}^{-1}| \exp\{M(\varepsilon(\eta))\} \\
= C_{he} \langle \xi \rangle^p \exp\{M(h^{-1}C_0(\xi))\} \exp\{M(\varepsilon(\eta))\}.
\]

By Proposition 3.2, we have
\[
\langle \xi \rangle^p \exp\{M(h^{-1}C_0(\xi))\} \leq A(h^{-1}C_0)^{-p} M_p \exp\{M(Hh^{-1}C_0(\xi))\}.
\]

By Proposition 3.1, we obtain
\[
|\langle \hat{u}(\cdot, \eta)_{rs}, \xi_{nm} \rangle| \leq C_{he} \exp\{M(HHh^{-1}C_0(\xi) + \varepsilon(\eta))\}.
\]

Given $N > 0$, choose $h = \frac{H^2C_0}{N}$ and $\varepsilon = \frac{N}{pH}$. In this way,
\[
|\hat{u}(\xi, \eta)_{mn, rs}| \leq C_{N} \exp\{M(N(\xi) + \varepsilon(\eta))\},
\]

which implies that $u \in \Gamma'_{\{M_k\}}(G)$.

( $\implies$ ) Since $u \in \Gamma'_{\{M_k\}}(G)$, for every $\ell > 0$, there exists $C_\ell > 0$ such that
\[
|\langle u, \psi \rangle| \leq C_\ell \sup_{\alpha, \beta} \alpha^{|\alpha| + |\beta|} M_{|\alpha| + |\beta|}^{-1} \sup_{x_1} |\partial^\alpha \partial^\beta \psi(x_1)|_{L^\infty(G)},
\]

for all $\psi \in \Gamma_{\{M_k\}}(G)$. Given $\varphi \in \Gamma_{\{M_k\}}(G_1)$, take $\psi = \varphi \times \eta_{rs}$. Then
\[
|\langle \hat{u}(\cdot, \eta)_{rs}, \varphi \rangle| = |\langle u, \varphi \times \eta_{rs} \rangle| \\
\leq C_\ell \sup_{\alpha, \beta} \alpha^{|\alpha| + |\beta|} M_{|\alpha| + |\beta|}^{-1} \sup_{x_1} |\partial^\alpha \varphi(x_1)| \sup_{x_2} |\partial^\beta \eta_{rs}(x_2)|.
\]

Similar to what was done above, we have
\[
\sup_{\beta, x_2} |\partial^\beta \eta_{rs}(x_2)| \alpha^{|\alpha| + |\beta|} M_{|\alpha| + |\beta|}^{-1} \leq C_\ell \exp\{M(HC_0(\eta))\}.
\]

By the property $M_{|\alpha|} M_{|\beta|} \leq M_{|\alpha| + |\beta|}$ we obtain
\[
|\langle \hat{u}(\cdot, \eta)_{rs}, \varphi \rangle| \leq C_\ell \sup_{\alpha, x_1} |\partial^\alpha \varphi(x_1)| M_{|\alpha|}^{-1} \exp\{M(HC_0(\eta))\}.
\]

Given $h, \varepsilon > 0$. If $\varepsilon h \leq C_0 H$, take $\ell = \frac{\varepsilon h}{C_0 H}$. Thus $\ell \leq h^{-1}$ and
\[
|\langle \hat{u}(\cdot, \eta)_{rs}, \varphi \rangle| \leq C_{he} \|\varphi\|_h \exp\{M(\varepsilon(\eta))\}.
\]

On the other hand, if $\varepsilon h > C_0 H$, take $\ell = h^{-1}$. Thus $HC_0 < \varepsilon$ and
\[
|\langle \hat{u}(\cdot, \eta)_{rs}, \varphi \rangle| \leq C_{he} \|\varphi\|_h \exp\{M(\varepsilon(\eta))\},
\]

completing the proof. $\square$

**Theorem 3.6.** Let $G_1$ and $G_2$ be compact Lie groups, and set $G = G_1 \times G_2$. Then $u \in \Gamma'_{\{M_k\}}(G)$ if and only if there exist $\varepsilon, h, C > 0$ such that we have
\[
|\langle \hat{u}(\cdot, \eta)_{rs}, \varphi \rangle| \leq C \|\varphi\|_h \exp\{M(\varepsilon(\eta))\}, \quad \forall \varphi \in \Gamma_{\{M_k\}}(G_1).
The proof of this theorem is analogous to the Roumieu case and it will be omitted.

4. Normal Form

Let $G_1$ and $G_2$ be compact Lie groups and consider the operator $L_a$ defined on $G := G_1 \times G_2$ by

$$
(4.1) \quad L_a = X_1 + a(x_1)X_2,
$$

where $X_1 \in \mathfrak{g}_1$, $X_2 \in \mathfrak{g}_2$, and $a \in \Gamma(M_k)(G_1)$ is a real-valued function. For each $[\xi] \in \hat{G}_1$, we can choose a representative $\xi \in \text{Rep}(G_1)$ such that

$$
\sigma_{X_1}(\xi)_{mn} = i\lambda_m(\xi)\delta_{mn}, \quad 1 \leq m, n \leq d_\xi,
$$

where $\lambda_m(\xi) \in \mathbb{R}$ for all $[\xi] \in \hat{G}_1$ and $1 \leq m \leq d_\xi$. Similarly, for each $[\eta] \in \hat{G}_2$, we can choose a representative $\eta \in \text{Rep}(G_2)$ such that

$$
\sigma_{X_2}(\eta)_{rs} = i\mu_r(\eta)\delta_{rs}, \quad 1 \leq r, s \leq d_\eta,
$$

where $\mu_r(\eta) \in \mathbb{R}$ for all $[\eta] \in \hat{G}_2$ and $1 \leq r \leq d_\eta$.

The idea is to apply the same technique used in [2, 4, 13] and several other references of studying the global properties of (4.1) by analyzing the same properties of the equivalent constant-coefficient operator $L_{a_0} = X_1 + a_0X_2$, where

$$
a_0 := \int_{G_1} a(x_1) \, dx_1.
$$

For this end, we have the following additional hypothesis:

**Hypothesis 4.1.** For the real-valued function $a \in \Gamma(M_k)(G_1)$ (respectively, $a \in \Gamma(M_k)(G_1)$), there exists $A \in \Gamma(M_k)(G_1)$ (respectively, $A \in \Gamma(M_k)(G_1)$) such that

$$
(4.2) \quad X_1A(x_1) = a(x_1) - a_0,
$$

for all $x_1 \in G_1$.

**Remark 4.2.** When $G_1$ is the one-dimensional torus, the operator $X_1 = \partial_t$ is globally solvable and $a - a_0$ belongs to the set of admissible functions, therefore this hypothesis is satisfied. However, for other compact Lie groups, including higher-dimensional torus and the sphere $\mathbb{S}^3$, it is not difficult to construct examples of a function $a$ for which there is no $A$ satisfying (4.2).

Now we define the operator $\Psi_a$ as

$$
(4.3) \quad \Psi_a u(x_1, x_2) := \sum_{[\eta] \in \hat{G}_2} \left( \int_{G_1} \sum_{r,s=1}^{d_\eta} e^{i\mu_r(\eta)A(x_1)} \hat{u}(x_1, \eta)_{rs} \eta_{sr}(x_2) \right).
$$

In [13] it was proved that $\Psi_a$ is an automorphism of $C^\infty(G)$ and $\mathcal{D}'(G)$, with inverse $\Psi_{-a}$. Moreover, we have

$$
(4.4) \quad \Psi_a \circ L_a = L_{a_0} \circ \Psi_a.
$$

Since the operator $L_a$ is the same as in [13], the expression (4.4) remains valid in Komatsu classes.
In the next results, we present sufficient conditions for the operator $\Psi_a$ to be an automorphism in the space of ultradifferentiable functions and ultradistributions of both Roumieu and Beurling types. First, by the definition of ultradifferentiable functions, there exist $K', \ell' > 0$ such that for all $\alpha \in \mathbb{N}_0^{d_1}$ we have

$$|\partial^\alpha A(x_1)| \leq K'\ell'^{|\alpha|}M_{|\alpha|}, \quad \forall x_1 \in G_1.$$  

Since $M_{|\alpha|} \leq AH^{|\alpha|}M_1M_{|\alpha|-1}$, we obtain for all non-zero $\alpha \in \mathbb{N}_0^{d_1}$

$$|\partial^\alpha A(x_1)| \leq K\ell^{|\alpha|-1}M_{|\alpha|-1}, \quad \forall x_1 \in G_1,$$

where $K = K'\ell'HAM_1$ and $\ell = \ell'H$.

Similarly, if $A \in \Gamma_{(M_1)}(G_1)$, for any $\ell > 0$ there exists $K_\ell > 0$ such that for all non-zero $\alpha \in \mathbb{N}_0^{d_1}$ we have

$$|\partial^\alpha A(x_1)| \leq K_\ell\ell^{|\alpha|-1}M_{|\alpha|-1}, \quad \forall x_1 \in G_1.$$  

**Proposition 4.3.** Let $a \in \Gamma_{(M_1)}(G_1)$. Then the operator $\Psi_a$, defined in (4.3), is an automorphism of $\Gamma_{(M_1)}(G_1 \times G_2)$.

**Proof.** It is enough to show that $\Psi_a u \in \Gamma_{(M_1)}(G_1 \times G_2)$ when $u \in \Gamma_{(M_1)}(G_1 \times G_2)$. By the characterization of ultradifferentiable functions of Roumieu type from their partial Fourier coefficients, there exist $C, h, \varepsilon > 0$ such that

$$|\partial^\alpha \hat{u}(x_1, \eta)| \leq \exp \{-M(\varepsilon \langle \eta \rangle)\},$$

for all $\alpha \in \mathbb{N}_0^{d_1}$, $x_1 \in G_1$, $\eta \in \widehat{G}_2$ and $1 \leq r, s \leq d_\eta$. Notice that

$$\Psi_a u(x_1, \eta)_{rs} = e^{i\mu_\varepsilon(\eta)A(x_1)} \hat{u}(x_1, \eta)_{rs}.$$  

Thus, for $\alpha \in \mathbb{N}_0^{d_1}$, we have

$$|\partial^\alpha \Psi_a u(x_1, \eta)| \leq \left| \partial^\alpha \left( e^{i\mu_\varepsilon(\eta)A(x_1)} \hat{u}(x_1, \eta)_{rs} \right) \right| \leq \sum_{\beta \leq \alpha} \left( \begin{array}{c} \alpha \\ \beta \end{array} \right) |\partial^\beta e^{i\mu_\varepsilon(\eta)A(x_1)}| \left| \partial^{\alpha - \beta} \hat{u}(x_1, \eta)_{rs} \right|.$$

Using that $|\mu_\varepsilon(\eta)| \leq \langle \eta \rangle$ and (4.5), we have by Faà di Bruno’s Formula that

$$|\partial^\beta e^{i\mu_\varepsilon(\eta)A(x_1)}| \leq \sum_{k=1}^{\lfloor |\beta| \rfloor} K^k (\langle \eta \rangle)^k |\beta|^{-k} \left( \sum_{\lambda \in \Delta(|\beta|, k)} \frac{1}{r(\lambda)} \prod_{j=1}^{\lfloor |\beta| \rfloor} M_{\lambda_j - 1} \right),$$

where $\Delta(|\beta|, k) = \{ \lambda \in \mathbb{N}_0^k ; |\lambda| = |\beta| \text{ and } \lambda_1 \geq \cdots \geq \lambda_k \geq 1 \}$ and $r(\lambda)$, is an automorphism of $\mathbb{N}_0^{d_0}$, where $r(\lambda)_j$ counts how many times $j$ appears on $\lambda$.

By property (M.4) of the sequence $\{M_k\}_{k \in \mathbb{N}_0}$ we obtain

$$|\beta| \left( \prod_{j=1}^{\lfloor |\beta| \rfloor} M_{\lambda_j - 1} \right) \leq |\beta|! \prod_{j=1}^{\lfloor |\beta| \rfloor} \frac{M_{\lambda_j - 1}}{\lambda_j!} \leq |\beta|! \prod_{j=1}^{\lfloor |\beta| \rfloor} \frac{M_{\lambda_j - 1}}{(\lambda_j - 1)!} \leq |\beta|! \frac{M_{|\beta| - k}}{(|\beta| - k)!},$$

for $\lambda \in \Delta(|\beta|, k)$. Using the fact that

$$\sum_{\lambda \in \Delta(|\beta|, k)} \frac{1}{r(\lambda)} = \left( \frac{|\beta| - 1}{k - 1} \right) \frac{1}{k!},$$
we have
\[ |\partial^\beta e^{i\mu_r(\eta) A(x_1)}| \leq \sum_{k=1}^{[\beta]} \left( \frac{|\beta| - 1}{k - 1} \right) \frac{1}{k!} K^k \langle \eta \rangle^k \ell^{|\beta| - k} |\beta|! \frac{M_l|\beta| - k}{(|\beta| - k)!}.\]

By (4.7), we have
\[ |\partial^\alpha \Psi_a u(x_1, \eta)|_{rs} | \leq C \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) \sum_{k=1}^{[\beta]} \left( \frac{|\beta| - 1}{k - 1} \right) \frac{1}{k!} K^k \langle \eta \rangle^k \ell^{|\beta| - k} |\beta|! \frac{M_l|\beta| - k}{(|\beta| - k)!} \times |\beta|! \frac{M_l|\beta| - k}{(|\beta| - k)!} h_a |\alpha| - |\beta| M_{|\alpha| - |\beta|} \exp\{-M(\varepsilon \langle \eta \rangle)\}.\]

By Proposition 3.2,
\[ \langle \eta \rangle^k \exp\{-M(\varepsilon \langle \eta \rangle)\} \leq A \left( \frac{H - \varepsilon}{\varepsilon} \right)^k M_k \exp\{-M(\varepsilon H^{-1}\langle \eta \rangle)\}.\]

So,
\[ |\partial^\alpha \Psi_a u(x_1, \eta)|_{rs} | \leq AC \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) \sum_{k=1}^{[\beta]} \left( \frac{|\beta| - 1}{k - 1} \right) \frac{1}{k!} K^k \langle \eta \rangle^k \ell^{|\beta| - k} |\beta|! \frac{M_l|\beta| - k}{(|\beta| - k)!} \times |\beta|! \frac{M_l|\beta| - k}{(|\beta| - k)!} h_a |\alpha| - |\beta| M_{|\alpha| - |\beta|} \exp\{-M(\varepsilon \langle \eta \rangle)\}.\]

Notice that
\[ |\beta|! \frac{M_l|\beta| - k}{(|\beta| - k)!} M_{|\alpha| - |\beta|} \leq |\beta|! \frac{M_l|\beta|}{|\beta|} M_{|\alpha| - |\beta|} \leq M_{|\alpha|}.\]

Denote by \( S = \max\{H, \ell\} \). Thus
\[ |\partial^\alpha \Psi_a u(x_1, \eta)|_{rs} | \leq AC \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) S^{|\beta|} h_a |\alpha| - |\beta| M_{|\alpha|} \exp\{-M(\varepsilon H^{-1}\langle \eta \rangle)\} \sum_{k=1}^{[\beta]} \left( \frac{|\beta| - 1}{k - 1} \right).\]

We have \( \sum_{k=1}^{[\beta]} \left( \frac{|\beta| - 1}{k - 1} \right) = 2^{[\beta] - 1} \). Moreover,
\[ \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) (2S)^{|\beta|} h_a |\alpha| - |\beta| = \sum_{|\beta| = 0}^{[\alpha]} \left( \frac{|\alpha|}{|\beta|} \right) (2S)^{|\beta|} h_a |\alpha| - |\beta| = (2S + h)^{|\alpha|}.\]

In this way
\[ |\partial^\alpha \Psi_a u(x_1, \eta)|_{rs} | \leq AC (2S + h)^{|\alpha|} M_{|\alpha|} \exp\{-M(\varepsilon H^{-1}\langle \eta \rangle)\}.\]

By Theorem 3.3 we conclude that \( \Psi_a u \in \Gamma_{(M_1)}(G_1 \times G_2). \)

\( \square \)

**Proposition 4.4.** Assume that \( a \in \Gamma_{(M_1)}(G_1) \). Then \( \Psi_a \) is an automorphism of \( \Gamma_{(M_1)}(G_1 \times G_2) \).

**Proof.** Let \( u \in \Gamma_{(M_1)}(G_1 \times G_2) \). By (4.5) we have that
\[ |\partial^\alpha A(x_1)| \leq K_\ell |\alpha| M_{|\alpha| - 1}, \forall x_1 \in G_1.\]

By Theorem 3.4 for all \( h, \varepsilon > 0 \) there exists \( C_{h\varepsilon} > 0 \) such that
\[ |\partial^\alpha \tilde{a}(x_1, \eta)|_{rs} | \leq C_{h\varepsilon} h^{|\alpha|} M_{|\alpha|} \exp\{-M(\varepsilon \langle \eta \rangle)\},\]

for all \( \alpha \in \mathbb{N}_0^d, x_1 \in G_1, \langle \eta \rangle \in \widehat{G}_2 \) and \( 1 \leq r, s \leq d_\eta \). We can follow the proof of Roumieu type case and obtain
\[ |\partial^\alpha \Psi_a u(x_1, \eta)|_{rs} | \leq C_{h\varepsilon} (2S + h)^{|\alpha|} M_{|\alpha|} \exp\{-M(\varepsilon H^{-1}\langle \eta \rangle)\},\]
where $S = \max\{\frac{K_H}{\varepsilon}, \ell\}$. Given $j, \delta > 0$, choose $\ell = \frac{j}{4}$ and $\varepsilon = \max \left\{ \frac{\delta H}{4}, \frac{4K_H}{j} \right\}$. Thus $S = \frac{j}{4}$ and
\[
\exp\{-M(\varepsilon H^{-1}(\eta))\} \leq \exp\{-M(\delta(\eta))\},
\]
for all $[\eta] \in \tilde{G}_2$. Hence
\[
|\partial^\alpha \tilde{\Psi}_a u(x_1, \eta)_{rs}| \leq \Lambda C_{h_0} \left( \frac{j}{4} + h \right) |\alpha| M_{|\alpha|} \exp\{-M(\delta(\eta))\},
\]
Choose now $h = \frac{j}{4}$. Therefore
\[
|\partial^\alpha \tilde{\Psi}_a u(x_1, \eta)_{rs}| \leq C_j \delta |\alpha| M_{|\alpha|} \exp\{-M(\delta(\eta))\},
\]
which implies that $\tilde{\Psi}_a u \in \Gamma_{(M_\ell)}(G_1 \times G_2)$.

**Proposition 4.5.** For $a \in \Gamma_{(M_\ell)}(G_1)$, the operator $\tilde{\Psi}_a$ is an automorphism of $\Gamma'_{(M_\ell)}(G_1 \times G_2)$.

**Proof.** Most of the estimates that we will use here were proved in the demonstration of Theorem 4.3. Let us show that $\tilde{\Psi}_a u \in \Gamma'_{(M_\ell)}(G_1 \times G_2)$ when $u \in \Gamma_{(M_\ell)}(G_1 \times G_2)$. By the characterization of ultradistributions of Roumieu type (Theorem 3.5) for all $h, \varepsilon > 0$, there exists $C_{h\varepsilon} > 0$ such that
\[
|\langle \tilde{\Psi}_a (\cdot, \eta)_{rs}, \varphi \rangle| \leq C_{h\varepsilon} \|\varphi\|_h \exp\{M(\varepsilon(\eta))\}, \quad \forall \varphi \in \Gamma_{(M_\ell)}(G_1).
\]
In this way, for $\varphi \in \Gamma_{(M_\ell)}(G_1)$, we have
\[
\langle \tilde{\Psi}_a (\cdot, \eta)_{rs}, \varphi \rangle = \left\langle e^{i \mu_r(\eta) A(\cdot)} u(\cdot, \eta)_{rs}, \varphi \right\rangle = \langle \tilde{u}(\cdot, \eta)_{rs}, e^{i \mu_r(\eta) A(\cdot)} \varphi \rangle.
\]
Hence,
\[
\langle \tilde{u}(\cdot, \eta)_{rs}, e^{i \mu_r(\eta) A(\cdot)} \varphi \rangle \leq C_{h\varepsilon} \|e^{i \mu_r(\eta) A(\cdot)} \varphi\|_h \exp\{M(\varepsilon(\eta))\}.
\]
Notice that
\[
|\partial^\alpha \left( e^{i \mu_r(\eta) A(x_1)} \varphi(x_1) \right)| \leq \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) \left| \partial^\beta e^{i \mu_r(\eta) A(x_1)} \right| \left| \partial^{\alpha - \beta} \varphi(x_1) \right|.
\]
By (4.9), using that $|\partial^{|\alpha|} A(x_1)| \leq K^{|\alpha|} \ell^{M_{|\alpha|} - 1}$, we obtain
\[
|\partial^\beta e^{i \mu_r(\eta) A(x_1)}| \leq \sum_{k=1}^{[\beta]} \left( \frac{[\beta] - 1}{k - 1} \right) K^{k} \eta^{-k} \ell^{M_{[\beta]} - k} \frac{M_{[\beta]} - k}{([\beta] - k)!}.
\]
By Proposition 3.2,
\[
\langle \eta \rangle^k \exp\{M(\varepsilon(\eta))\} \leq A \ell^{-k} M_{\ell k} \exp\{M(H \varepsilon(\eta))\},
\]
and then by the property (M.4) we obtain
\[
(4.12) \quad \left| \partial^\alpha \left( e^{i \mu_r(\eta) A(x_1)} \varphi(x_1) \right) \right| \exp\{M(\varepsilon(\eta))\} \leq A \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) \sum_{k=1}^{[\beta]} \left( \frac{[\beta] - 1}{k - 1} \right) K^{k} \ell^{[\beta]} M_{[\beta]} \times \left| \partial^{\alpha - [\beta]} \varphi(x_1) \right| \exp\{M(H \varepsilon(\eta))\}.
\]
Let $S = \max \{ \frac{K}{\varepsilon}, \ell \}$, then for any $j > 0$ we have

$$\left| \partial^\alpha \left( e^{i\mu_r(\eta)A(x)} \varphi(x) \right) \right| \leq A \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) S^{|\beta|} M^{|\beta|} \left| \partial^{\alpha - |\beta|} \varphi(x) \right| \sum_{k=1}^{|\beta|} \left( \frac{|\beta| - 1}{k - 1} \right) \times \exp \{ M(H\varepsilon(\eta)) \}
$$

$$\leq A \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) (2S)^{|\beta|} M^{|\beta|} ||\varphi||_j \sum_{k=1}^{|\beta|} \left( \frac{|\beta| - 1}{k - 1} \right) \exp \{ M(H\varepsilon(\eta)) \}. $$

Using the fact that $M_{|\alpha| - |\beta|} M^{|\beta|} \leq M_{|\alpha|}$ and (4.10), we obtain

$$\left| \partial^\alpha \left( e^{i\mu_r(\eta)A(t)} \varphi(t) \right) \right| \leq A (2S + j)^{|\alpha|} \exp \{ M(H\varepsilon(\eta)) \}. $$

Given $j, \delta > 0$, choose $\varepsilon = \frac{\delta}{h}$ and then $h = 2S + j$. Notice that

$$\left\| e^{i\mu_r(\eta)A(\cdot)} \varphi \right\|_h \exp \{ M(\varepsilon(\eta)) \} \leq A \| \varphi \|_j \exp \{ M(\delta(\eta)) \},$$

then we conclude that

$$\left\langle \tilde{\Psi}_a u(.\varepsilon, \eta)_{rs}, \varphi \right\rangle \leq C_{h\varepsilon} \left\| e^{i\mu_r(\eta)A(\cdot)} \varphi \right\|_h \exp \{ M(\varepsilon(\eta)) \} \leq C_{j\delta} \| \varphi \|_j \exp \{ M(\delta(\eta)) \}.$$

Therefore $\Psi_a u \in \Gamma'_{(M_{\varepsilon})}(G_1 \times G_2)$ and then $\Psi_a$ is an automorphism. \qed

**Proposition 4.6.** For $a \in \Gamma'_{(M_{\varepsilon})}(G_1)$, the operator $\Psi_a$ is an automorphism of $\Gamma'_{(M_{\varepsilon})}(G_1 \times G_2)$.

**Proof.** Let us show that $\Psi_a u \in \Gamma'_{(M_{\varepsilon})}(G_1 \times G_2)$ when $u \in \Gamma'_{(M_{\varepsilon})}(G_1 \times G_2)$. By the characterization of ultradistributions of Beurling type (Theorem 3.6) there exist $h, \varepsilon, C > 0$ such that

$$| \langle \tilde{u}(\cdot, \eta)_{rs}, \varphi \rangle | \leq C \| \varphi \|_h \exp \{ M(\varepsilon(\eta)) \}, \quad \forall \varphi \in \Gamma'_{(M_{\varepsilon})}(G_1).$$

In this way, for $\varphi \in \Gamma'_{(M_{\varepsilon})}(G_1)$,

$$\langle \tilde{\Psi}_a u(\cdot, \eta)_{rs}, \varphi \rangle = \left\langle e^{i\mu_r(\eta)A(\cdot)} \tilde{u}(\cdot, \eta)_{rs}, \varphi \right\rangle = \left\langle \tilde{u}(\cdot, \eta)_{rs}, e^{i\mu_r(\eta)A(\cdot)} \varphi \right\rangle.$$

We have

$$\left\langle \tilde{u}(\cdot, \eta)_{rs}, e^{i\mu_r(\eta)A(\cdot)} \varphi \right\rangle \leq C \left\| e^{i\mu_r(\eta)A(\cdot)} \varphi \right\|_h \exp \{ M(\varepsilon(\eta)) \}. $$

Following the proof of Proposition 4.5, by the fact that $a \in \Gamma'_{(M_{\varepsilon})}(G_1)$ we obtain

$$\left\| e^{i\mu_r(\eta)A(\cdot)} \varphi \right\|_{2S+j} \exp \{ M(\varepsilon(\eta)) \} \leq A \| \varphi \|_j \exp \{ M(\varepsilon(\eta)) \},$$

where $S = \max \{ \frac{K\varepsilon}{\ell}, \ell \}$. Now, choose $\ell = \frac{4}{2}$ and consider $\varepsilon$ sufficiently large such that $S = \ell$. For $j = \frac{\ell}{2}$, we obtain

$$\left\langle \tilde{\Psi}_a u(\cdot, \eta)_{rs}, \varphi \right\rangle \leq C \left\| e^{i\mu_r(\eta)A(\cdot)} \varphi \right\|_h \exp \{ M(\varepsilon(\eta)) \} \leq C \| \varphi \|_{\frac{\ell}{2}} \exp \{ M(\varepsilon(\eta)) \},$$

which implies that $\Psi_a u \in \Gamma'_{(M_{\varepsilon})}(G_1 \times G_2)$. \qed
5. Global Komatsu hypoellipticity and solvability

Let us turn our attention to the study of global properties of the operator \( L_a \) defined on the compact Lie group \( G := G_1 \times G_2 \) by

\[
L_a = X_1 + a(x_1)X_2,
\]

where \( X_1 \in \mathfrak{g}_1, X_2 \in \mathfrak{g}_2, \) and \( a \in \Gamma_{\{M_k\}}(G_1) \) (or \( a \in \Gamma_{\{M_k\}}(G_1) \)) is a real-valued function.

The case where \( a \) is a constant was studied in [14] and we have the following characterization of the global properties of \( L_a \):

**Theorem 5.1** (Thms 3.2, 3.4, 3.6 and 3.8 of [14]). The operator \( L_a = X_1 + aX_2 \), with \( a \in \mathbb{C} \), is globally \( \Gamma_{\{M_k\}} \)-hypoelliptic (respectively, globally \( \Gamma_{\{M_k\}} \)-hypoelliptic) if and only if the following conditions hold:

1. The set
   \[
   N = \{([\xi],[\eta]) \in \widehat{G}_1 \times \widehat{G}_2; \quad \lambda_m(\xi) + a \mu_r(\eta) = 0, \quad \text{for some} \quad 1 \leq m \leq d_\xi \text{ and } 1 \leq r \leq d_\eta \}
   \]
   is finite.

2. \( \forall N > 0 \) (respectively, \( \exists N > 0 \)), \( \exists C_N > 0 \) such that
   \[
   |\lambda_m(\xi) + a \mu_r(\eta)| \geq C_N \exp\{-M(N(\xi + \eta))\},
   \]
   for all \( [\xi] \in \widehat{G}_1, [\eta] \in \widehat{G}_2, \quad 1 \leq m \leq d_\xi, \quad \text{and} \quad 1 \leq r \leq d_\eta, \)
   whenever \( \lambda_m(\xi) + a \mu_r(\eta) \neq 0. \)

Moreover, the operator \( L_a \) is globally \( \Gamma_{\{M_k\}} \)-solvable (respectively, globally \( \Gamma_{\{M_k\}} \)-solvable) if and only if the condition 2. above is satisfied.

Recall that \( L_{a_0} = X_1 + a_0X_2 \), where \( a_0 := \int_{G_1} a(x_1) \, dx_1 \). Now, if \( L_{a_0}u = f \in \Gamma'_{\{M_k\}}(G) \), for some \( u \in \Gamma'_{\{M_k\}}(G) \), then

\[
i(\lambda_m(\xi) + a_0 \mu_r(\eta))\hat{u}(\xi,\eta)_{mnrs} = \hat{f}(\xi,\eta)_{mnrs},
\]

for all \( [\xi] \in \widehat{G}_1, [\eta] \in \widehat{G}_2, \quad 1 \leq m \leq d_\xi, \quad \text{and} \quad 1 \leq r \leq d_\eta \) (see [14] for more details). In particular, \( f \) belongs to the following set

\[
\mathcal{K}_{a_0} := \{g \in \Gamma'_{\{M_k\}}(G_1 \times G_2); \quad \hat{g}(\xi,\eta)_{mnrs} = 0, \quad \text{whenever} \quad \lambda_m(\xi) + a_0 \mu_r(\eta) = 0 \}.
\]

In order to study the solvability of the operator \( L_a \), assume that \( L_{a_0}u = f \in \Gamma'_{\{M_k\}}(G_1 \times G_2) \) for some \( u \in \Gamma'_{\{M_k\}}(G_1 \times G_2) \). We can write \( u = \Psi_{-a}(\Psi_a u) \), so \( L_a(\Psi_{-a}(\Psi_a u)) = f \). Thus, using the fact that \( \Psi_a \circ L_a = L_{a_0} \circ \Psi_a \), we obtain \( \Psi_{-a}L_{a_0}\Psi_a u = f \), that is,

\[
L_{a_0}\Psi_a u = \Psi_a f.
\]

This implies that \( \Psi_a f \in \mathcal{K}_{a_0} \) and motivates the following definition:

**Definition 5.2.** We say that the operator \( L_a \) is globally \( \Gamma'_{\{M_k\}} \)-solvable if \( L_a(\Gamma'_{\{M_k\}}(G_1 \times G_2)) = \mathcal{J}_a \), where

\[
\mathcal{J}_a := \{v \in \Gamma'_{\{M_k\}}(G_1 \times G_2); \quad \Psi_a v \in \mathcal{K}_{a_0} \}.
\]

Similarly one defines these global properties for Komatsu classes of Beurling type. Using the results from the previous section, we obtain the following connection between the operator \( L_a \) and its normal form, whose proof will be omitted because it is the same as in the smooth case (see [13]).
Proposition 5.3. Let $a \in \Gamma_{(M_k)}(G_1)$ (respectively, $a \in \Gamma_{(M_k)}(G_1)$) then:

1. the operator $L_a$ is globally $\Gamma_{(M_k)}$-hypoelliptic (respectively, $\Gamma_{(M_k)}$-hypoelliptic) if and only if $L_{aa}$ is globally $\Gamma_{(M_k)}$-hypoelliptic (respectively, $\Gamma_{(M_k)}$-hypoelliptic);

2. the operator $L_a$ is globally $\Gamma_{(M_k)}$-solvable (respectively, $\Gamma_{(M_k)}$-solvable) if and only if $L_{aa}$ is globally $\Gamma_{(M_k)}$-solvable (respectively, $\Gamma_{(M_k)}$-solvable).

From the automorphism $\Psi_a$ we recover for the operator $L_a$ the connection between the different notions of global hypoellipticity and global solvability, obtained in [14] for constant-coefficients vector fields, summarized in the following diagram:

$$
\begin{align*}
GH & \implies \Gamma_{(M_k)} H & \implies \Gamma_{(M_k)} H \\
GS & \implies \Gamma'_{(M_k)} S & \implies \Gamma'_{(M_k)} S
\end{align*}
$$

Notice that we need to assume that $a \in \Gamma_{(M_k)}(G)$ for the implications involving Komatsu classes of Beurling type.

5.1. Perturbations by low-order terms.

We can use the results about perturbations of constant-coefficients vector fields presented in [14] to study the operator $L_{aq}$ defined on $G_1 \times G_2$ by

$$
L_{aq} = X_1 + a(x_1)X_2 + q(x_1, x_2),
$$

where $a \in \Gamma_{(M_k)}(G_1)$ is a real-valued ultradifferentiable function and $q \in \Gamma_{(M_k)}(G_1 \times G_2)$. The case where $a$ and $q$ are constants was presented in [14]:

Theorem 5.4 (Thm 6.1 of [14]). The operator $L_{aq} = X_1 + aX_2 + q$, with $a, q \in \mathbb{C}$, is globally $\Gamma_{(M_k)}$-hypoelliptic (respectively, globally $\Gamma_{(M_k)}$-hypoelliptic) if and only if the following conditions hold:

1. The set

$$
N = \{(\xi, \eta) \in \widehat{G_1} \times \widehat{G_2}; \lambda_m(\xi) + a\mu_r(\eta) - iq = 0, \text{ for some } 1 \leq m \leq d_{\xi}, 1 \leq r \leq d_{\eta}\}
$$

is finite.

2. $\forall N > 0$ (respectively, $\exists N > 0$), $\exists C_N > 0$ such that

$$
|\lambda_m(\xi) + a\mu_r(\eta) - iq| \geq C_N \exp(-M(N(\xi) + \langle \eta \rangle)),
$$

for all $[\xi] \in \widehat{G_1}$, $[\eta] \in \widehat{G_2}$, $1 \leq m \leq d_{\xi}$, $1 \leq r \leq d_{\eta}$, whenever $\lambda_m(\xi) + a\mu_r(\eta) - iq \neq 0$.

Moreover, the operator $L_{aq}$ is globally $\Gamma_{(M_k)}$-solvable (respectively, globally $\Gamma_{(M_k)}$-solvable) if and only if the condition 2. above is satisfied.

As discussed in [14], also previously in Remark 4.2, we will assume that there is $Q \in \Gamma_{(M_k)}(G_1 \times G_2)$ such that

$$
(X_1 + a(x_1)X_2)Q = q - q_0,
$$
where $q_0$ is the average of $q$ in $G_1 \times G_2$. For instance, if the operator $X_1 + a(x_1)X_2$ is globally $\Gamma_{\{M_k\}}^-$-solvable (see Proposition 5.3) and $q - q_0$ is an admissible ultradifferentiable function, then this assumption is satisfied. We have that $e^Q \in \Gamma_{\{M_k\}}(G_1 \times G_2)$ and
\[
e^Q \circ L_{aq} = L_{aq_0} \circ e^Q,\]
where $L_{aq_0} = X_1 + a(x_1)X_2 + q_0$. Now, we obtain
\[
\Psi_a \circ L_{aq} = L_{aq_0} \circ \Psi_a,\]
where $L_{aq_0} = X_1 + a_0X_2 + q_0$. Therefore,
\[
\Psi_a \circ e^Q \circ L_{aq} = \Psi_a \circ L_{aq_0} \circ e^Q = L_{aq_0} \circ \Psi_a \circ e^Q.\]

The next result is a consequence of what was done previously.

**Proposition 5.5.** The operator $L_{aq}$ is globally $\Gamma_{\{M_k\}}$-hypoelliptic if and only if $L_{aq_0}$ is globally $\Gamma_{\{M_k\}}$-hypoelliptic. Similarly, the operator $L_{aq}$ is globally $\Gamma_{\{M_k\}}$-solvable if and only if $L_{aq_0}$ is globally $\Gamma_{\{M_k\}}$-solvable.

We have similar results in the settings of Komatsu classes of Beurling type.

### 6. Examples

In this section we will consider the sequence $\{M_k\}_{k \in \mathbb{N}_0}$ given by $M_k = (k!)^s$, with $s \geq 1$. So, the Komatsu class of Roumieu type associated to this sequence is the Gevrey space $\gamma^s(G)$ and we have that the associated function satisfies
\[
M(r) \simeq r^{1/s},
\]
for all $r \geq 0$.

In this framework we present a class of examples in $T^1 \times S^3$ and in $S^3 \times S^3$. Examples of operators defined on tori in Gevrey spaces can be found on [1,3].

#### 6.1. $G = T^1 \times S^3$

Consider the continued fraction $\alpha = [10^{11}, 10^{21}, 10^{31}, \ldots]$ and a normalized vector field $X \in \mathfrak{g}^3$. Using rotation on $S^3$, without loss of generality, we may assume that $X$ has the symbol
\[
\sigma_X(\ell)_{mn} = im\delta_{mn}, \quad \ell \in \frac{1}{2}\mathbb{N}_0, \quad -\ell \leq m, n \leq \ell, \quad \ell - m, \ell - n \in \mathbb{N}_0,
\]
with $\delta_{mn}$ standing for the Kronecker’s delta. The details about the Fourier analysis on $S^3$ can be found in Chapter 11 of [20].

Consider the operator
\[
L_a = \partial_t + a(t)X,
\]
where $a(t) = \sin(t) + \alpha$. Notice that $a \in \gamma^s(T^1)$, for all $s \geq 1$ and the function $A : t \mapsto -\cos(t)$ satisfies $\partial_t A(t) = a(t) - \alpha$. By Proposition 5.3, we can study the global properties of $L_a$ from the operator
\[
L_{aq} = \partial_t + \alpha X.
\]
By Theorem 5.1, the operator $L_{aq}$ is not globally $\gamma^s$-hypoelliptic because the set
\[
\mathcal{N} = \{(k, \ell) \in \mathbb{Z} \times \frac{1}{2}\mathbb{N}_0; \; k + \alpha m = 0, \text{ for some } -\ell \leq m \leq \ell, \; \ell - m \in \mathbb{Z}\}
\]
has infinitely many elements. However, since $\alpha$ is not an exponential Liouville number of order $s$, for any $s \geq 1$, for all $N > 0$ there exists $C_N > 0$ such that
\[
|k + \alpha m| \geq C_N \exp\{-N(|k| + \ell + 1)^{1/s}\},
\]
for all $k \in \mathbb{Z}$, $\ell \in \mathbb{N}_0$, $-\ell \leq m \leq \ell$, $\ell - m \in \mathbb{N}_0$, whenever $k + \alpha m \neq 0$. Therefore, the operator $L_{aq}$ is globally $\gamma^s$-solvable, for any $s \geq 1$. In addition, since $\alpha$ is a Liouville number, the operator $L_{aq}$ is not globally solvable in the $C^\infty$-sense.

We conclude then that the operator $L_a$ is neither globally $\gamma^s$-hypoelliptic, nor globally solvable, but it is globally $\gamma^s$-solvable, for any $s \geq 1$.

Consider now
\[
L_{aq} = \partial_t + a(t)X + q(t, x)
\]
where $X \in s^2$, $a(t) = \sin(t) + \alpha$, and $q(t, x) = \cos(t) + (\sin(t) + \alpha)h(x) + \frac{1}{2}i$, where $h$ is expressed in Euler’s angle by
\[
h(x(\phi, \theta, \psi)) = -\cos \left(\frac{\phi + \psi}{2}\right),
\]
where $0 \leq \phi < 2\pi$, $0 \leq \theta \leq \pi$, $-2\pi \leq \psi < 2\pi$. Notice that $q$ is an analytic function, which implies that $q \in \gamma^s(T^1 \times S^1)$ for all $s \geq 1$.

The vector field $X$ is the operator $\partial_\psi$ in Euler’s angle and we have that $X \text{tr}(x) = h(x)$, where the trace function $\text{tr}$ is expressed in Euler’s angle by
\[
\text{tr}(x(\phi, \theta, \psi)) = 2\cos \left(\frac{\phi + \psi}{2}\right),
\]
The function $Q(t, x) = \sin(t) + \text{tr}(x)$ satisfies
\[
(\partial_t + a(t)X)Q(t, x) = q(t, x) - \frac{1}{2}i.
\]

By Proposition 5.5, the operator
\[
L_{aq} = \partial_t + (\sin(t) + \alpha)X + \{\cos(t) + (\sin(t) + \alpha)h(x) + \frac{1}{2}i\}
\]
is globally $\gamma^s$-hypoelliptic if and only if
\[
L_{aq0} = \partial_t + \alpha X + \frac{1}{2}i
\]
is globally $\gamma^s$-hypoelliptic. By Example 6.7 of [14], we conclude that $L_{aq}$ is globally $\gamma^s$-hypoelliptic for any $s \geq 1$, which implies that it is also globally $\gamma^s$-solvable, for any $s \geq 1$. In addition, the operator $L_{aq}$ is neither globally hypoelliptic nor globally solvable in $C^\infty$-sense, because $L_{aq0}$ has these properties.

Similarly, the operator
\[
L_{aq} = \partial_t + (\sin(t) + \alpha)X + \{\cos(t) + (\sin(t) + \alpha)h(x) + \alpha i\}
\]
is not globally $\gamma^s$-hypoelliptic but is globally $\gamma^s$-solvable because
\[
L_{aq0} = \partial_t + \alpha X + \alpha i
\]
has these properties. Again, the operator $L_{aq}$ is neither globally hypoelliptic nor globally solvable in the $C^\infty$-sense.

6.2. $G = S^3 \times S^3$.

Consider the operator

$$L_h = X_1 + h(x_1)X_2,$$

where $X_1, X_2 \in g^3$, $h$ is expressed in Euler’s angle by

$$h(x_1(\phi_1, \theta_1, \psi_1)) = -\cos \left( \frac{\phi_1}{2} \right) \sin \left( \frac{\phi_1 + \psi_1}{2} \right) + \alpha,$$

where $0 \leq \phi_1 < 2\pi$, $0 \leq \theta_1 \leq \pi$, $-2\pi \leq \psi_1 < 2\pi$, and $\alpha$ is the continued fraction $[10^{11}, 10^{21}, 10^{31}, \ldots]$. Moreover, we will assume that the vector field $X_1$ acts only in the first variable, while $X_2$ acts only in the second variable. In this way, we may assume that

$$\sigma_{X_1}(\ell)_{mn} = i m \delta_{mn}, \quad \ell \in \frac{1}{2}\mathbb{N}_0, \quad -\ell \leq m, n \leq \ell, \quad \ell - m, \ell - n \in \mathbb{N}_0,$$

and

$$\sigma_{X_2}(\kappa)_{rs} = i r \delta_{rs}, \quad \kappa \in \frac{1}{2}\mathbb{N}_0, \quad -\kappa \leq r, s \leq \kappa, \quad \kappa - r, \kappa - s \in \mathbb{N}_0.$$

So, the $X_j$ is the operator $\partial_{\psi_j}$ in Euler’s angles, for $j = 1, 2$. Since $X_1 \text{tr}(x_1) = h(x_1) - \alpha$, with tr as in Example 6.1, it is enough to understand the global properties of the operator

$$L_{h_0} = X_1 + \alpha X_2$$

for the study of the global properties of $L_h$. By Theorem 5.1, the operator $L_{h_0}$ is not globally $\gamma^s$-hypoelliptic because the set

$$\mathcal{N} = \left\{ (\ell, \kappa) \in \frac{1}{2}\mathbb{N}_0 \times \frac{1}{2}\mathbb{N}_0; \quad m + \alpha r = 0, \quad \text{for some} \quad -\ell \leq m \leq \ell, \quad -\kappa \leq r \leq \kappa \right\}$$

has infinitely many elements. However, since $\alpha$ is not an exponential Liouville number or order $s$, for any $s \geq 1$, for all $N > 0$ there exists $C_N > 0$ such that

$$|m + \alpha r| \geq C_N \exp\{-N(\ell + \kappa + 1)^{1/2}\},$$

for all $\kappa, \ell \in \frac{1}{2}\mathbb{N}_0, \quad -\ell \leq m \leq \ell, \quad -\kappa \leq r \leq \kappa$, whenever $m + \alpha r \neq 0$. Thus, the operator $L_{h_0}$ is globally $\gamma^s$-solvable, for any $s \geq 1$. Furthermore, $L_{h_0}$ is not globally solvable in the $C^\infty$-sense because $\alpha$ is a Liouville number. Therefore, the operator $L_h$ is neither globally $\gamma^s$-hypoelliptic, nor globally $C^\infty$-solvable, but it is globally $\gamma^s$-solvable, for any $s \geq 1$.

Consider now the operator

$$L_{hq} = X_1 + h(x_1)X_2 + q(x_1, x_2),$$

where $q$ is given by

$$q(x_1, x_2) = p_1(x_1) + h(x_1)p_2(x_2) + \frac{1}{2}i,$$

where $p_1$ and $p_2$ are the projections of $SU(2) \cong S^3$ given in Euler’s angle by

$$p_1(x(\phi, \theta, \psi)) = \cos \left( \frac{\phi}{2} \right) e^{i(\phi + \psi)/2} \quad \text{and} \quad p_2(x(\phi, \theta, \psi)) = i \sin \left( \frac{\phi}{2} \right) e^{i(\phi - \psi)/2},$$
where $0 \leq \phi < 2\pi$, $0 \leq \theta \leq \pi$, $-2\pi \leq \psi < 2\pi$. It is easy to see that the function $Q(x_1, x_2) = 2i(p_2(x_2) - p_1(x_1))$ satisfies

$$(X_1 + h(x_1)X_2)Q(x_1, x_2) = q(x_1, x_2) - \frac{1}{2}i.$$ 

Since $Q$ is analytic, we have that $Q \in \gamma^s(S^1 \times S^3)$, for any $s \geq 1$. By Proposition 5.5, we can extract the global properties of $L_{hq}$ from the operator

$$L_{hq} = X_1 + \alpha X_2 + \frac{1}{2}i.$$ 

As in Example 6.1, we conclude by Theorem 5.4 that the operator $L_{hq}$ is globally $\gamma^s$–hypoelliptic for any $s \geq 1$, but is not globally solvable in the $C^\infty$–sense. By Proposition 5.5, the operator $L_{hq}$ has the same properties of $L_{hq_0}$.
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