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We introduce in quantum mechanics a concept of rigidity and a concept of a pinned point of a wave function. The concept of a pinned point is a generalization of a familiar concept in the description of a vibrating string, while the concept of rigidity is introduced to describe the sensitivity of a wave function to changes in energy, potential, and/or external perturbation. Through these concepts and their mathematical implications, we introduce and formulate cusp conditions and cusp functions as fundamental properties of an arbitrary N-body quantum system with \( N \geq 2 \), greatly expanding their relevance beyond the Coulombic systems. The theory provides rigorous constraints on an arbitrary N-body quantum system, specifically on its short-range pair correlation that is essential to a better understanding of strongly correlated systems. More broadly, the theory and the derivations presented here are part of a reconstruction of the mathematical and conceptual foundation of an N-body quantum theory, incorporating previously hidden properties and insights revealed through the concepts of rigidity and pinned points. It includes general analytic properties of a 2-body wave function versus energy, and their relations to cusp conditions and cusp functions. It includes a rigorous derivation and an understanding, in terms of an emergent length scale, of the 2-particle separability in an \( (N \geq 2) \)-body quantum system and its relations to cusp conditions. It also includes a classification of quantum systems, both 2-body and N-body, based on the universal behaviors in their short-range correlation. For systems of Coulombic interactions, the theory extends their cusp functions to infinite range and puts their understanding within a generalized Coulomb class covering all potentials with a behavior of \( v(r) \sim \pm D_\alpha/r^\alpha \) with \( \alpha < 2 \), including the cases of negative \( \alpha \).

I. INTRODUCTION

In the effort to understand the world around us as a quantum system of atoms and molecules, such as building a quantum theory for liquids and for interactions and reactions therein, we encounter two broad classes of difficulties. One has to do with the interaction, and the other has to do with the quantum treatment of strongly interacting particles, especially particles that can attract and bind. As put succinctly by Evans et al., “most molecules are not like argon: The Lennard-Jones model has its limitations” [1]. Atomic and molecular interactions, from potentials [2–4] to scattering and reactions [5], can already be complex. If they are so complex to be systemic-specific and to defy any universal behavior, there would be no meaningful N-atom or N-molecule theory beyond system-specific computation. Universal behavior in 2-body interaction is a prerequisite for a meaningful N-body theory.

A recent development on interaction is that of a multichannel quantum-defect theory for anisotropic potentials (MQDTA) [6]. With this progress, we can finally assert that atomic and molecular interactions in the intermediate and long range do in general fall into universal classes and can be treated systematically in a generalization quantum-defect theoretical (QDT) framework [6] that builds upon the more traditional frameworks [7–11]. Thus the universal behaviors that have been found and verified in atomic and molecular interactions and reactions (see, e.g., Refs. [12–19]) are not accidental, nor fundamentally limited in scope. They are initial examples that can be extended to more atomic and molecular classes including those with complex anisotropic interactions, and be extended to cover greater ranges of energies through multiscale generalizations [20, 21]. Much further developments along those lines await, especially in the context of an N-body theory [22–25], but it is clear conceptually [22, 23] that universal behaviors and systematic theories should exist in N-atom or N-molecule systems at least for the intermediate and the long range correlations.

The other fundamental difficulty is the generic N-body difficulty for strongly interacting particles, especially particles that can attract and bind, which is true for basically all atoms and molecules in their ground electronic state. Compared to the substantial success of treating many electrons (see, e.g., Refs. [26, 27]), which repel each other [28] via Coulomb repulsion, our understanding of N-body quantum systems made of particles that can attract and bind has been limited to a few special cases such as He (see, e.g., [29, 30]), with its unusually weak interaction, or systems of ultra-low densities at ultracold temperatures (see, e.g., Refs. [31–33]). The lack of fundamental progress in this area over many decades is an indication that either something fundamental is missing, or there will be no true theory for such systems.

This work aims to show that a key missing component is at the fundamental level of quantum mechanics, in concepts that we will introduce as the concept of rigidity and the concept of a pinned point. These concepts and their mathematical implications lead to a reconstruction of the mathematical and conceptual foundation of an N-
body theory that includes a general formulation of cusp conditions and their universal behaviors, far beyond that for the Coulomb potential [27, 34–37]. It also includes a much more complete understanding of the analytic property of a 2-body wave function versus energy, a rigorous derivation and understanding of 2-particle separability in an \( (N > 2) \)-body quantum system, and a classification of quantum systems, both 2-body and \( N \)-body, based on the universal behaviors in their short-range pair correlation. This reconstruction is a key step towards a quantum \( N \)-body theory of strongly interacting particles, especially particles that can attract and bind.

The paper is organized as follows. We introduce the concept of rigidity and concept of a pinned point starting from the simplest case of 1-D motion in Sec. II, before progressing, in Sec. III, to their definitions and implications in 2-body systems in 3-D, and further to their implications for \( N \)-body quantum systems in Sec. IV. We discuss, briefly, nonadditive potentials, multiparticle rigidity and multiparticle cusp conditions in Sec. V, before concluding with outlook in Sec. VI.

II. THE CONCEPTS OF RIGIDITY AND PINNED POINT IN 1-D

The 1-D Schrödinger equation for a particle of mass \( m \) moving in a potential \( v(x) \) takes the form of

\[
H \psi_\epsilon(x) = \left[ -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + v(x) \right] \psi_\epsilon(x) = \epsilon \psi_\epsilon(x), \tag{1a}
\]

or equivalently

\[
\frac{d^2}{dx^2} \psi_\epsilon(x) + \frac{2m}{\hbar^2}[\epsilon - v(x)] \psi_\epsilon(x) = 0, \tag{1b}
\]

where \( \epsilon \) is the energy. We are interested in cases where \( H \) is Hermitian, corresponding to \( v(x) \) and \( \epsilon \) being real. And we focus on real, “standing wave”, solutions, which always exist in such cases [38], and from which other solutions, such as traveling wave solutions and scattering solutions, can be constructed as needed (see, e.g., [6, 11]). We introduce a concept of rigidity to describe the sensitivity of a (real) wave function at a point in space to changes in energy, potential, and/or external perturbations, with the following considerations.

The 1-D Schrödinger equation is a second-order homogeneous equation. Before imposing any boundary condition, there are two linearly independent solutions at each energy. Upon imposing a single boundary condition on either \( \psi_\epsilon|_{x=x_0}, \psi_\epsilon'|_{x=x_0}, \) or \( \psi_\epsilon'(\psi_\epsilon)^{-1}|_{x=x_0} \) at \( x_0 \) (here prime refers to the spatial derivative), we have one solution at every energy \( \epsilon \), determined up to a normalization constant. For each such solution \( \psi_\epsilon \), there is a corresponding log-derivative defined by

\[
\mathcal{L}(x, \epsilon) := \psi_\epsilon'(x)[\psi_\epsilon(x)]^{-1}, \tag{2}
\]

and a \( R \)-matrix (see, e.g., Refs. [39, 40]) defined by

\[
\mathcal{R}(x, \epsilon) := \psi_\epsilon(x)[\psi_\epsilon'(x)]^{-1}, \tag{3}
\]

which are the inverse of each other. Either quantity, together with the initial condition, has all the information contained in \( \psi_\epsilon \). Unlike \( \psi_\epsilon \), however, \( \mathcal{L} \) and \( \mathcal{R} \) are unique, independent of the normalization constant which is a global property.

In defining the concept of rigidity, the specific wave functions that we are referring to are the 1-boundary-condition (1BC) solutions \( \psi_\epsilon \) mentioned above. They exist at all energies and are determined up to a normalization constant. They each correspond to a unique log-derivative function \( \mathcal{L}(x, \epsilon) \) and a unique \( R \)-matrix function \( \mathcal{R}(x, \epsilon) \).

The simplest measure of the energy dependence of a function is its energy derivative. Since we would like our concept of rigidity to measure the energy dependence locally, we would like it to be related to either

\[
\frac{\partial \mathcal{L}}{\partial \epsilon} = \left( \frac{\partial \psi_\epsilon'}{\partial \epsilon} \right)(\psi_\epsilon)^{-1} - \psi_\epsilon' \left( \frac{\partial \psi_\epsilon'}{\partial \epsilon} \right)(\psi_\epsilon)^{-2},
\]

or

\[
\frac{\partial \mathcal{R}}{\partial \epsilon} = \psi_\epsilon \left( \frac{\partial \psi_\epsilon'}{\partial \epsilon} \right)(\psi_\epsilon')^{-1} - \left( \frac{\partial \psi_\epsilon'}{\partial \epsilon} \right)(\psi_\epsilon')^{-2},
\]

both locally unique and independent of the global normalization constant. Either quantity, however, would have limitation without adjustment. This is in addition to the decision as to which of the two to choose. The \( \partial \mathcal{R}/\partial \epsilon \) is singular at ordinary nodes of \( \psi_\epsilon'(x) \). Such singularities cannot be physically meaningful in the definition of rigidity as the corresponding \( \partial \mathcal{L}/\partial \epsilon \) are finite at the same locations. The simple derivative \( \partial \mathcal{L}/\partial \epsilon \) has similar difficulties at the ordinary nodes of \( \psi_\epsilon(x) \). Fortunately all issues can be resolved simultaneously by recognizing that both quantities, properly regularized, become the same. More specifically,

\[
\left( \frac{\partial \mathcal{R}}{\partial \epsilon} \right)(\psi_\epsilon')^2 = - \left( \frac{\partial \mathcal{L}}{\partial \epsilon} \right)(\psi_\epsilon)^2,
\]

by definitions of \( \mathcal{L} \) and \( \mathcal{R} \), which suggests that there exists a unique quantity that is a good measure of the rigidity of a wave solution.

We define the rigidity of a wave function, specifically of the 1BC solution \( \psi_\epsilon \), as

\[
\mathcal{G}(x, \epsilon) := - \left[ \frac{\hbar^2}{2m} \left( \frac{\partial \mathcal{L}}{\partial \epsilon} \right)(\psi_\epsilon)^2 \right]^{-1}, \tag{4a}
\]

\[
= \left[ \frac{\hbar^2}{2m} \left( \frac{\partial \mathcal{R}}{\partial \epsilon} \right)(\psi_\epsilon')^2 \right]^{-1}. \tag{4b}
\]

The symbol \( \mathcal{G} \) is taken from rigididity, considering that the first letter \( R \) has already many other widely used meanings such as the \( R \)-matrix and the hyperradius.
Thus the rigidity is basically a derivative of the $R$-matrix with respect to energy or a derivative of the log-derivative with respect to energy, regularized to rid of the artificial singularities at either the regular nodes of $\psi'_r$ or the regular nodes of $\psi$. The inverse is taken such that “more rigid”, namely greater rigidity $\mathcal{G}$, should correspond to a smaller $|\partial L/\partial \epsilon|$ or $|\partial R/\partial \epsilon|$, namely being less sensitive to energy. The constant in the definition is chosen such that $\mathcal{G}$ is a dimensionless number when $\psi$ is normalized to 1. This concept of rigidity is well defined at every energy, corresponding to every 1BC solution $\psi_r$. Before discussions of its properties, we first note, from Eq. (1b), that $v \to v + \Delta v$, representing a change in potential or the application of an external perturbation, is equivalent to $\epsilon \to \epsilon - \Delta \epsilon$. Thus a local measurement of the sensitivity to energy is simultaneously a local measurement of the sensitivity to a change in potential or to an external perturbation.

The properties of rigidity are closely tied to the concept of a pinned point, which is a generalization of a similar concept in the description of a vibrating string. Specifically, we define a pinned point, $x_p$, to be a point where the wave function satisfies the boundary condition of $\psi_r|_{x=x_p} = 0$ independent of energies. It can be understood as a special node of the wave function $\psi_r(x)$ that does not move with energy. For comparison, an ordinary node would move with energy.

Let there be a pinned point $x_p$ in 1-D motion. For easy comparison and generalization to 3-D, we can take this point, without any loss of generality, to be the origin, $x_p = 0$, and focuses on the characteristics of the resulting 1BC solution, $\psi_r$, in the region of $x > 0$. In other words, we focus on the special set of 1BC solutions that are pinned at the origin, satisfying the boundary condition of $\psi_r|_{x=0} = 0$ independent of energy. For this set of solutions, one can show from the Schrödinger equation that there exists a fundamental relation between the probability of finding the particle within $(0, x)$ around the pinned point, and the energy derivative of either the log-derivative or the $R$-matrix of the wave function, at the boundary point $x$. Specifically,

$$\int_0^x [\psi_r(x')]^2 dx' = -\frac{\hbar}{2m} \left( \frac{\partial L(x, \epsilon)}{\partial \epsilon} \right) [\psi_r(x)]^2 \ 	ext{or} \ \frac{\hbar}{2m} \left( \frac{\partial R(x, \epsilon)}{\partial \epsilon} \right) [\psi'_r(x)]^2. \ (5a)$$

This relation, in its 3-D form for the log-derivative, was given years ago in a nearest-neighbor theory for a Bose gas or liquid [24]. An outline of the derivation is given in Appendix A. In terms of rigidity, as defined by Eq. (4), Eq. (5) can be rewritten as

$$\mathcal{G}(x, \epsilon) = \left[ \int_0^x [\psi_r(x')]^2 dx' \right]^{-1}. \ (6)$$

which we call the fundamental result for rigidity.

The mathematical relation, Eq. (5), was originally developed for the purpose of the evaluation of the normalization type of integrals on its left-hand side [24]. The introduction of the rigidity concept helps to reveal its further and deeper implications. We summarize the key points as follows, all of which are easily observed or derived from Eqs. (6) and (4).

i. The rigidity $\mathcal{G}$ is everywhere positive for $x > 0$, and it is a monotonically decreasing function of $x$, namely in the direction away from the pinned point. This is obvious from Eq. (6).

ii. The property of $\mathcal{G} > 0$ everywhere for $x > 0$ implies that

$$\frac{\partial L}{\partial \epsilon} = -\frac{2m}{\hbar^2} \mathcal{G}^{-1} (\psi_r)^{-2} < 0. \ (7)$$

It means that the log-derivative of a 1BC solution, $\psi_r$, pinned at the origin, is a piecewise monotonically decreasing function of energy at any point $x > 0$. Similarly we have

$$\frac{\partial R}{\partial \epsilon} = \frac{2m}{\hbar^2} \mathcal{G}^{-1} (\psi_r)^{-2} > 0. \ (8)$$

It means that the $R$-matrix of a 1BC solution, $\psi_r$, pinned at the origin, is a piecewise monotonically increasing function of energy, at any point $x > 0$.

iii. A pinned point is a singular point of the rigidity, as reflected in $\mathcal{G} \sim 0 \sim \infty$ from Eq. (6). Mathematically and physically, its implication can be further understood from

$$\frac{\partial L}{\partial \epsilon} \sim O(x) \sim 0, \quad \text{and} \quad \frac{\partial R}{\partial \epsilon} \sim O(x^3) \sim 0.$$  

Namely, both the log-derivative and the $R$-matrix are independent of energy in the limit of $x \to 0$. For the wave function itself, it means that it can depend on energy only through a normalization constant in the limit of $x \to 0$,

$$\psi_r(x) \sim 0 \sim \epsilon_{cp}^3 F^{cp}(x), \quad (9)$$

where $F^{cp}(x)$ is a function of $x$ that is independent of energy.

iv. Moving away from the pinned point where the rigidity is infinite, a 1BC solution $\psi_r$ remains largely rigid, namely remains nearly energy-independent aside from the normalization constant, throughout the region of small probability, until a region is reached where the particle can be found with a substantial probability.

The property iii, specifically Eq. (9), defines what we call the strict cusp condition in 1-D that comes with every
pinned point. We call the energy-dependent normalization constant in Eq. (9), $c^p$, the cusp amplitude. And we call the energy-independent function, $F^p(x)$, the strict cusp function. The details of the strict cusp functions are determined by the behavior of the potential in the neighborhood of the pinned point, namely by $\lim_{x \to 0} v(x)$, and can be classified accordingly. We defer further developments and discussions to the next section since 1-D cusp conditions in 3-D, corresponding to that of an s wave ($\ell = 0$).

There is another reason that we do not dwell on the 1-D case much further. In 1-D motion, a pinned point, thus the cusp condition associated with it, does not necessarily have to exist. It needs to be imposed. Specifically, a 1-D wave function needs to be pinned either by a singular potential, such as a hard wall at $x = 0$, or by symmetry, specifically the parity conservation, $v(-x) = v(x)$, which would pin the odd-parity states at $x = 0$. While it is important that the concept of rigidity and the concept of a pinned point are well defined and useful in 1-D motion, what makes them fundamental is their omnipresence in N-body quantum systems with $N \geq 2$ in 3-D, to be discussed in the next two sections.

III. 2-PARTICLE RIGIDITY AND ITS IMPLICATIONS FOR 2-BODY SYSTEMS IN 3-D

We introduce here the concept of rigidity for 2-body systems in 3-D, and derive and discuss in detail its substantial set of consequences. They include definitions of two related cusp functions that we call the cusp function and the strict cusp function, the general analytic structure of a 2-body regular solution versus energy, and its relation to the cusp functions. We further reveal universal behaviors in cusp conditions and provide a classification of quantum system based on them, using a method that can be called the QDT for cusp functions, or QDT for short-range correlation, to emphasize both its similarities and its differences from the more standard QDTs [7–11]. Compared to our discussions of 1-D equation and 1-D pinned point, it is well defined for every partial wave and every energy, including negative energies and energies below the minimum of the potential.

A. 2-body rigidity

While a pinned point needs to be imposed in 1-D, what makes the concept universally important is that it arises naturally in any N-body quantum system with $N \geq 2$, regardless of the interaction potential (including the case of no interaction), as a part of the physical constraints on the wave function [38, 41].

For a 2-body system interacting via a central potential $v(r)$, the relative motion in the center-of-mass frame is described by (see, e.g., [38])

$$-\frac{\hbar^2}{2\mu} \nabla^2 + v(r) \psi_\epsilon = \epsilon \psi_\epsilon.$$ (10)

Its solution can always be written as

$$\psi_\epsilon = \sum_{\ell,m} a_{\ell m} \frac{u_{\ell\epsilon}(r)}{r} Y_{\ell,m}(\theta, \phi),$$

where $Y_{\ell,m}$ is the standard spherical harmonics [42, 43], $a_{\ell m}$’s are the constants of superposition. The radial wave function, $u_{\ell\epsilon}(r)$, satisfies an effective 1-D Schrödinger equation, defined in $0 \leq r < \infty$ for a reduced mass $\mu$,

$$\left[ -\frac{\hbar^2}{2\mu} \frac{d^2}{dr^2} + \frac{\hbar^2\ell(\ell + 1)}{2\mu r^2} + v(r) \right] u_{\ell\epsilon}(r) = \epsilon u_{\ell\epsilon}(r),$$ (11)

and what we call the physical boundary condition of

$$u_{\ell\epsilon} |_{r=0} = 0,$$ (12a)

or more generally,

$$u_{\ell\epsilon} \sim 0$$ (12b)

This boundary condition, satisfied by all physical solutions of a 2-body system, is due to a combination of the physical interpretation of a wave function and the mathematical self-consistency of the theory [38, 41].

We introduce here the concept of rigidity for 2-body systems in 3-D, and derive and discuss in detail its substantial set of consequences. They include definitions of two related cusp functions that we call the cusp function and the strict cusp function, the general analytic structure of a 2-body regular solution versus energy, and its relation to the cusp functions. We further reveal universal behaviors in cusp conditions and provide a classification of quantum system based on them, using a method that can be called the QDT for cusp functions, or QDT for short-range correlation, to emphasize both its similarities and its differences from the more standard QDTs [7–11], which have traditionally been about the long-range behavior only.

A. 2-body rigidity

While a pinned point needs to be imposed in 1-D, what makes the concept universally important is that it arises naturally in any N-body quantum system with $N \geq 2$, regardless of the interaction potential (including the case of no interaction), as a part of the physical constraints on the wave function [38, 41].

For a 2-body system interacting via a central potential $v(r)$, the relative motion in the center-of-mass frame is described by (see, e.g., [38])

$$-\frac{\hbar^2}{2\mu} \nabla^2 + v(r) \psi_\epsilon = \epsilon \psi_\epsilon.$$ (10)

Its solution can always be written as

$$\psi_\epsilon = \sum_{\ell,m} a_{\ell m} \frac{u_{\ell\epsilon}(r)}{r} Y_{\ell,m}(\theta, \phi),$$

where $Y_{\ell,m}$ is the standard spherical harmonics [42, 43], $a_{\ell m}$’s are the constants of superposition. The radial wave function, $u_{\ell\epsilon}(r)$, satisfies an effective 1-D Schrödinger equation, defined in $0 \leq r < \infty$ for a reduced mass $\mu$,

$$\left[ -\frac{\hbar^2}{2\mu} \frac{d^2}{dr^2} + \frac{\hbar^2\ell(\ell + 1)}{2\mu r^2} + v(r) \right] u_{\ell\epsilon}(r) = \epsilon u_{\ell\epsilon}(r),$$ (11)

and what we call the physical boundary condition of

$$u_{\ell\epsilon} |_{r=0} = 0,$$ (12a)

or more generally,

$$u_{\ell\epsilon} \sim 0$$ (12b)

This boundary condition, satisfied by all physical solutions of a 2-body system, is due to a combination of the physical interpretation of a wave function and the mathematical self-consistency of the theory [38, 41]. Compared to our discussions of 1-D equation and 1-D pinned point, it is clear that for a 2-body quantum system interacting via a central potential, the origin, more precisely the point of 2-particle coalescence, is a naturally pinned point for the two-body relative radial motion. It is naturally pinned in the sense that it needs no external condition, such as an infinite potential, to impose.

With this understanding, all results of Sec. II can be generalized to the 3-D case for each partial wave $\ell$, with the substitutions of $m$, $x$, and $\psi_\epsilon$ by $\mu$, $r$, and $u_{\ell\epsilon}$, respectively. For simplicity and consistent with standard convention, we call the 1BC physical solution satisfying the boundary condition of Eq. (12), $u_{\ell\epsilon}$, the regular solution for partial wave $\ell$. In terms of this regular solution, the $R$-matrix (see, e.g., Refs. [39, 40]) for partial wave $\ell$ is defined by

$$R_\ell (r, \epsilon) := u_{\ell\epsilon}(r) | u'_{\ell\epsilon}(r) |^{-1}.$$ (13)

The log-derivative is defined by

$$L_\ell (r, \epsilon) := u'_{\ell\epsilon}(r) | u_{\ell\epsilon}(r) |^{-1}.$$ (14)

There is one unique $R_\ell$ and one unique $L_\ell$ for each partial wave and for every energy.

For each regular solution $u_{\ell\epsilon}$, we define the rigidity for partial wave $\ell$ as [cf. Eq. (4)]

$$\mathcal{G}_\ell (r, \epsilon) = \left[ \frac{\hbar^2}{2\mu} \left( \frac{\partial R_\ell}{\partial \epsilon} \right) (u_{\ell\epsilon})^2 \right]^{-1},$$ (15a)

$$\mathcal{L}_\ell (r, \epsilon) = -\left[ \frac{\hbar^2}{2\mu} \left( \frac{\partial L_\ell}{\partial \epsilon} \right) (u_{\ell\epsilon})^2 \right]^{-1}.$$ (15b)

It is well defined for every partial wave and every energy, including negative energies and energies below the minimum of the potential.
Similar to the 1-D case, we have (see [24] and Appendix A)
\[ \int_0^r [u_{\ell}(r')]^2 dr' = -\frac{\hbar^2}{2\mu} \left( \frac{\partial L_\ell(r,\epsilon)}{\partial \epsilon} \right) [u_{\ell}(r)]^2, \quad (16a) \]
\[ = \frac{\hbar^2}{2\mu} \left( \frac{\partial R_\ell(r,\epsilon)}{\partial \epsilon} \right) [u_{\ell}(r')]^2. \quad (16b) \]

It gives the fundamental result for rigidity in 3-D,
\[ \mathcal{G}_\ell(r,\epsilon) = \left[ \int_0^r [u_{\ell}(r')]^2 dr' \right]^{-1}, \quad (17) \]
which relates rigidity to the probability of finding the pair to be within \((0, r)\). Contained in this relation and in the definition of rigidity are the following general properties of any regular solution for 2-body relative motion in 3-D. They are sufficiently important to repeat here despite their similarities to the 1-D case.

1. For any regular solution \(u_{\ell}(r)\) describing 2-body relative motion in partial wave \(\ell\), the rigidity \(\mathcal{G}_\ell\) is always positive, and it is a monotonically decreasing function of \(r\), namely in the direction away from the pinned point.

2. The property of \(\mathcal{G}_\ell > 0\) everywhere implies that
\[ \frac{\partial L_\ell}{\partial \epsilon} = -\frac{\hbar^2}{2\mu} \mathcal{G}_\ell^{-1} (u_{\ell})^{-2} < 0. \quad (18) \]
It means that for any regular solution \(u_{\ell}(r)\) describing 2-body relative motion, the log-derivative at any point in space is a piecewise monotonically decreasing function of energy. Similarly we have
\[ \frac{\partial R_\ell}{\partial \epsilon} = \frac{\hbar^2}{2\mu} \mathcal{G}_\ell^{-1} (u_{\ell}')^{-2} > 0. \quad (19) \]
It means that for any regular solution \(u_{\ell}(r)\) describing 2-body relative motion, the \(R\)-matrix at any point in space is a piecewise monotonically increasing function of energy.

3. The 2-body coalescence point, \(r = 0\), is a naturally pinned point, where the rigidity is infinite, independent of the pair potential and including the case of free particles. Mathematically and physically, this is further understood as
\[ \frac{\partial L_\ell}{\partial \epsilon} \xrightarrow{r \to 0} O(r) \xrightarrow{r \to 0} 0, \quad (20) \]
and
\[ \frac{\partial R_\ell}{\partial \epsilon} \xrightarrow{r \to 0} O(r^3) \xrightarrow{r \to 0} 0. \quad (21) \]
Namely, both the log-derivative and the \(R\)-matrix are independent of energy in the limit of \(r \to 0\). For the wave function itself, it means that it can depend on energy only through a normalization constant in the limit of \(r \to 0\),
\[ u_{\ell} \xrightarrow{r \to 0} c^{\ell}_{\ell} F^{\ell p}_{\ell}(r), \quad (22) \]
where \(F^{\ell p}_{\ell}(r)\) is a function of \(r\) that is independent of energy.

4. Moving away from \(r = 0\) where the rigidity is infinite, the regular solution \(u_{\ell}\) remains largely rigid, namely remains nearly energy-independent aside from the normalization constant, throughout the region of small probabilities, until a region is reached where the particle can be found with a substantial probability.

The Property 1 is a general property of rigidity that leads to Property 2 and in part to Property 4. The Property 2, specifically the \(R\) matrix being a piecewise monotonically increasing function of energy, has also been derived in the \(R\)-matrix theory by Wigner and Eisenbud [44]. The Properties 3 and 4, and some of their consequences, are the further focus of this section. The Property 3, specifically Eq. (22), defines what we call the \textit{strict cusp condition} for 2-particle relative motion in 3-D. We call the energy-dependent normalization constant in Eq. (22), \(c^{\ell p}_{\ell}\), the \textit{cusp amplitude}. And we call the energy-independent function, \(F^{\ell p}_{\ell}(r)\), the \textit{strict cusp function}. The details of the strict cusp function depend on the behavior of the potential in the neighborhood of the pinned point, namely by \(\lim_{r \to 0} v(r)\), and can be classified accordingly. This will be done in the next section. We note here that contained in the strict cusp function are the energy-independent limits for the log-derivative and the \(R\)-matrix, as implied by Eqs. (20) and (21), and given explicitly in terms of the \(F^{\ell p}_{\ell}(r)\) by
\[ L_\ell \xrightarrow{r \to 0} \frac{dF^{\ell p}_{\ell}(r)}{dr} \left[ F^{\ell p}_{\ell}(r) \right]^{-1}, \quad (23) \]
\[ R_\ell \xrightarrow{r \to 0} F^{\ell p}_{\ell}(r) \left[ \frac{dF^{\ell p}_{\ell}(r)}{dr} \right]^{-1}. \quad (24) \]
Thus the essence of a cusp condition, stated in simplest terms as having an energy-independent log-derivative or \(R\)-matrix at a 2-particle coalescence, is not a result of the singularity of a potential, as has been generally believed [27, 34, 35]. It is a general property at a 2-particle coalescence, attributable to the physical boundary condition of Eq. (12) that makes the coalescence point a pinned point. We call all mutually related limiting behaviors at a 2-particle coalescence, Eqs. (22), (2, and (24), \textit{strict cusp conditions}.

B. Analytic structure of a regular solution versus energy

The Property 4 associated with the rigidity means that the energy dependence of a regular solution, excluding that of the normalization constant, can only develop
Such a function can always be written, using its Taylor expansion up to a point of coalescence as specified by the strict cusp function $F^\ell_0(r)$, to cusp conditions representing asymptotic behaviors applicable over a greater range of $r$, can be done in way that further reveals the general analytic structure of the regular solution $u_{\epsilon\ell}(r)$ versus energy.

Corresponding to the strict form of the cusp condition, Eq. (22), one can always define a special regular solution, $u^\text{cp}_{\epsilon\ell}$, which we call the cusp solution, through

$$u_{\epsilon\ell} = c^\text{cp}_{\epsilon\ell} u^\text{cp}_{\epsilon\ell}, \quad (27a)$$

with

$$u^\text{cp}_{\epsilon\ell}(r) \sim r^0 F^\text{cp}_{\epsilon\ell}(r). \quad (27b)$$

The cusp solution, $u^\text{cp}_{\epsilon\ell}$, is thus a special regular solution with an energy-independent behavior near the point of coalescence as specified by the strict cusp function $F^\text{cp}_{\epsilon\ell}(r)$. Such a regular solution, with its energy-independent initial conditions for both $u^\text{cp}_{\epsilon\ell}$ and $du^\text{cp}_{\epsilon\ell}/dr = dF^\text{cp}_{\epsilon\ell}/dr$, is an entire function of energy at any finite $r$, with only a minor requirement of $v(r')$ being continuous up to $r$, namely in the region $0 < r' < r$ [45–47]. Such a function can always be written, using its Taylor expansion in energy, as

$$u^\text{cp}_{\epsilon\ell}(r) = f^\text{cp}_{\epsilon\ell}(r) + \sum_{j=1}^{\infty} c^\text{cp}_j x^{(j)}_{\epsilon\ell}(r), \quad (28a)$$

with

$$f^\text{cp}_{\epsilon\ell}(r) = u^\text{cp}_{\epsilon\ell=0,\epsilon}(r), \quad (28b)$$

and

$$x^{(j)}_{\epsilon\ell}(r) = \frac{1}{j!} \left. \frac{\partial^j u^\text{cp}_{\epsilon\ell}(r)}{\partial \epsilon^j} \right|_{\epsilon=0}. \quad (28c)$$

Any regular solution, because it has to satisfy the strict cusp condition of Eq. (22), can differ from the cusp solution only by a normalization constant, as is already implied by Eq. (27a). Equations (27) and (28) thus provide the general analytic structure as a function of energy followed by all regular solutions for all potentials that are continuous in $(0, \infty)$. It is sufficiently important that we regroup the result as

$$u_{\epsilon\ell} = c^\text{cp}_{\epsilon\ell} u^\text{cp}_{\epsilon\ell},$$

$$= c^\text{cp}_{\epsilon\ell} \left[ f^\text{cp}_{\epsilon\ell}(r) + \sum_{j=1}^{\infty} c^\text{cp}_j x^{(j)}_{\epsilon\ell}(r) \right], \quad (29)$$

where $f^\text{cp}_{\epsilon\ell}(r)$, and $x^{(j)}_{\epsilon\ell}(r)$ for all $j$, are all independent of energy. The condition of Eq. (27b), which has to be satisfied for all energies as a result of $r = 0$ being a point of infinite rigidity, further implies that $x^{(j)}_{\epsilon\ell}(r)$ has to satisfies

$$x^{(j)}_{\epsilon\ell}(r)/f^\text{cp}_{\epsilon\ell}(r) \sim r^0 x^{(j)}_{\epsilon\ell}(r)/f^\text{cp}_{\epsilon\ell}(r) \sim r^0 0, \quad (30)$$

for all $j = 1, 2, \cdots$. Such a regular solution exists at all energies.

One of the implications of this analytic structure versus energy is that the strict cusp condition of Eq. (22) is now generalized to Eq. (26), which we call the cusp condition, applicable over a broader range of $r$. This range can approach infinite for $\epsilon$ within a sufficiently small range around $\epsilon = 0$. More precisely, at every energy, Eq. (26) is satisfied for sufficiently small $r$, and at every finite $r$, it is satisfied for sufficiently small energy. We group the conditions together to write

$$u_{\epsilon\ell} \sim c^\text{cp}_{\epsilon\ell} f^\text{cp}_{\epsilon\ell}(r) \sim r^0 c^\text{cp}_{\epsilon\ell} F^\text{cp}_{\epsilon\ell}(r), \quad (31)$$

which is a more complete statement of cusp conditions. We call $f^\text{cp}_{\epsilon\ell}(r)$ the cusp function to distinguish it from the strict cusp function $F^\text{cp}_{\epsilon\ell}(r)$. Embedded in the same more complete statement of cusp conditions is a further understanding that the two limits of the cusp solution, the strict cusp limit of $r \to 0$ described by $F^\text{cp}_{\epsilon\ell}(r)$ as in Eq. (27b), and the limit of $\epsilon \to 0$ described by $f^\text{cp}_{\epsilon\ell}(r)$,

$$u^\text{cp}_{\epsilon\ell}(r) \sim r^0 f^\text{cp}_{\epsilon\ell}(r), \quad (32)$$

as implied by Eq. (28a), are related, by Eq. (25), (but generally different except for potentials that do not have a length scale, as will become evident later in the paper).

Another implication of $u_{\epsilon\ell}$, up to a normalization constant, being an entire function of energy is that the corresponding $R_\ell$ and $L_\ell$ are meromorphic functions of energies, a conclusion that is also known from the R-matrix theory [40, 44]. In terms of the entire cusp solution $u^\text{cp}_{\epsilon\ell}$, they can be written explicitly as

$$L_\ell = \frac{du^\text{cp}_{\epsilon\ell}(r)}{dr} [u^\text{cp}_{\epsilon\ell}(r)]^{-1}, \quad (33)$$

$$R_\ell = u^\text{cp}_{\epsilon\ell}(r) \left[ \frac{du^\text{cp}_{\epsilon\ell}(r)}{dr} \right]^{-1}, \quad (34)$$

leading to the generalizations of their strict cusp conditions of Eqs. (23) and (24) to more complete cusp conditions

$$L_\ell \sim \frac{df^\text{cp}_{\epsilon\ell}(r)}{dr} [f^\text{cp}_{\epsilon\ell}(r)]^{-1} \sim r^0 \frac{dF^\text{cp}_{\epsilon\ell}(r)}{dr} [F^\text{cp}_{\epsilon\ell}(r)]^{-1}, \quad (35)$$
with meanings similar to those discussed earlier for $u_{\epsilon L}$. The analytic structure of a regular solution versus energy, its relations to the cusp conditions, and the constraints specified by Eq. (30), which are all derived here from the concept of rigidity, are some of the key results of this work. They are fundamental results on wave function from which many other results, including the $N$-body cusp conditions of Sec. IV, are derived.

Embedded in our derivation and discussion is also a practical method to find the cusp functions. Specifically, the cusp function $f_{\epsilon}^{cp}(r)$ is obtained, using Eq. (28b), as the zero-energy cusp solution of the radial equation, namely a regular solution of the radial equation at the zero energy with an energy-independent normalization near the origin. From $f_{\epsilon}^{cp}(r)$, the strict cusp function can be obtained from [cf. Eq. (25)]

$$F_{\epsilon}^{cp}(r) = \lim_{r \to 0} f_{\epsilon}^{cp}(r).$$  \hspace{1cm} (37)

This method, which highlights the special role of the zero-energy solution both in the analytic structure versus energy and in cusp conditions, will be amply illustrated in later examples.

Our analysis greatly expands the existing understanding of the analytic properties of a wave function versus energy (see, e.g., Refs. [46, 48–51]), not only in the extra constraints and in their relations to cusp conditions, but also in the scope of potentials we cover. The previous studies have focused on potentials satisfying the Jost-Pais-Newton (JPN) criterion [46, 48] of

$$\int_0^\infty dr r|v(r)| < \infty,$$  \hspace{1cm} (38)

or its equivalent which requires that the potential goes to zero faster than $1/r^2$ at infinity and diverge slower than $1/r^2$ at the origin. This latter requirement, as will become clear in Sec. III C, would have limited us only to a class of potentials with $1/r^2$ type of strict cusp conditions for the wave function. Our analysis is much broader in scope and covers all potentials that are continuous in $(0, \infty)$, which, we believe, includes all “real” physical potentials. The broader scope in potential will be reflected in more classes of cusp conditions, to be addressed in Sec. III C. We also point out that the JPN criterion, due partly to its original focus on the analytic properties of scattering, even excludes some of the well-known potentials such as the linear (Stark) potential and the harmonic-oscillator potential. Our analysis has no such exclusion.

1. An example of the free-particle (F) class

The free-particle (F) class, corresponding to $v(r) = 0$,

$$E_{\epsilon} \sim f_{\epsilon}^{F}(r) \left[\frac{df_{\epsilon}^{F}(r)}{dr}\right]^{-1} \sim f_{\epsilon}^{F}(r) \left[\frac{df_{\epsilon}^{F}(r)}{dr}\right]^{-1},$$  \hspace{1cm} (36)

everywhere, provides a simple example with analytic solutions. It also provides a reference point with respect to which the effects of interaction can be understood.

The cusp function $f_{\epsilon}^{cp}(r)$ for the F class, to the denoted by $f_{\epsilon}^{cp(F)}(r)$, is easily found from its zero energy solution (see, e.g., [38]). We obtain

$$f_{\epsilon}^{cp(F)}(r, s_L) = \frac{1}{2^{\ell+1} \Gamma(\ell + \frac{3}{2})} (r/s_L)^{\ell+1}.$$  \hspace{1cm} (39)

Here $s_L$ is a length scale that makes $r^{\ell+1}$ term dimensionless. Since the free-particle potential has no intrinsic length scale by itself, $s_L$ can be understood here as the unit one chooses for $r$, and as a part of the energy-independent normalization constant (see also Appendix B). It is a “free” length scale that is ready to be replaced by other length scales whenever they arise in the system.

The strict cusp function, $F_{\epsilon}^{cp}(r)$ for the F class, to the denoted by $F_{\epsilon}^{cp(F)}(r)$, is obtained from $f_{\epsilon}^{cp(F)}(r) = \lim_{r \to 0} f_{\epsilon}^{cp(F)}(r)$, which, in the special case of the F class, is equal to $f_{\epsilon}^{cp(F)}(r)$ itself,

$$F_{\epsilon}^{cp(F)}(r, s_L) = f_{\epsilon}^{cp(F)}(r, s_L) = \frac{1}{2^{\ell+1} \Gamma(\ell + \frac{3}{2})} (r/s_L)^{\ell+1}.$$  \hspace{1cm} (40)

This equality means, from our earlier discussion, that for free particles the limits of $\epsilon \to 0$ and $r \to 0$ for the cusp solution are the same.

For the F class, we know the regular solution at all energies (see, e.g., [38])

$$u_{\epsilon}^{F} = C r j_\ell(k r),$$

where $j_\ell(x)$ is the spherical Bessel function [42, 43], $k := \sqrt{2\mu\epsilon/\hbar^2}$ for all energies with the understanding of $k = i \kappa$, $\kappa := \sqrt{2\mu(-\epsilon)/\hbar^2}$ for $\epsilon < 0$. From the series expansion of the spherical Bessel function [42, 43], one can easily check that the solution can indeed by written in the form of Eq. (29), with $f_{\epsilon}^{cp}$ given by $f_{\epsilon}^{cp(F)}(r)$ and with

$$r^{j} \ell(r) = \frac{(-1)^j (2\mu/\hbar^2)^j}{2^{2j+\ell+1/2} j! \Gamma(j + \ell + 3/2)} (r/s_L)^{\ell+1} r^{2j}.$$  \hspace{1cm} (41)

It is clear that the conditions of Eq. (30) are satisfied, and so are all the cusp conditions. For instance,

$$E_{\epsilon} \sim \frac{\ell + 1}{r} \sim \frac{\ell + 1}{r},$$  \hspace{1cm} (41)

where the first asymptotic behavior is not only satisfied at sufficiently small $r$, but also at any finite $r$ for sufficiently small energies.

C. Universal aspects of 2-particle cusp functions

The cusp function $f_{\epsilon}^{cp}(r)$, up to an energy-independent normalization, is determined by the behavior of the potential $v(r')$ in the region from the origin up to $r$, namely
in \(0 < r' < r\). For sufficiently small \(r\), \(v(r)\) can be represented by the leading term(s) of its expansion around \(r = 0\), giving rise to, as we show here, a classification and a corresponding set of universal behaviors for both \(f_{\ell}^{\alpha_p}(r)\) and \(F_{\ell}^{\alpha_p}(r)\) according to the behavior of the potential around the coalescence.

We are interested in potentials \(v(r)\) that are continuous in \(0 < r < \infty\), but can in general be singular with a pole of finite order at either \(r = 0\) or \(r = \infty\). Such potentials can be broadly grouped into 2 categories according to its behavior at the origin: the regular classes for which \(v(r)\) is analytic at \(r = 0\), with \(\lim_{r \to 0^+} v(r)\) being a constant, and the singular classes for which \(v(r)\) has a pole at \(r = 0\).

A singular potential with a pole at \(r = 0\) can be written as \(v(r) = D(r)/r^\alpha\) with \(\alpha > 0\) and \(D(r)\) being analytic at \(r = 0\). It can be expanded around \(r = 0\) by expanding \(D(r)\) in a power series. The resulting expansion (the Laurent expansion of \(v(r)\) around \(r = 0\)) in the special case of \(\alpha\) being an integer can be written as

\[
v(r) = \pm \frac{D_\alpha}{r^\alpha} + \sum_{\{\alpha' < \alpha\}} \frac{(-1)^{\alpha'}}{r^{\alpha'}} + \sum_{\{\alpha' > 0\}} \frac{D_{\alpha'}}{r^{\alpha'}} ,
\]

where we have chosen \(D_\alpha > 0\) and \(D_{\alpha'} > 0\) by definition and have isolated the leading term from the rest for easier discussion. The sum over \(\alpha'\) is over successively smaller ones. If it does not terminates, it would become, after a finite number of terms, a sum over negative \(\alpha'\) corresponding to a positive power of \(r\), namely \(\pm D_{\alpha'} r^{(-\alpha')}\) with \((-\alpha') > 0\). A regular potential, regular at \(r = 0\), can be represented by formally the same expansion if we extend it to include the case of \(\alpha \leq 0\).

In all cases, the expansion of the potential around the origin is made of terms of the form of \(\pm D_\alpha/r^\alpha\). Each such term has an important characteristic that for all \(\alpha \neq 2\), including the cases of \(\alpha = 0\) and \(\alpha < 0\), the strength parameter \(D_\alpha\) defines a length scale given by \([11]\)

\[
\beta_\alpha = \left(2\mu D_\alpha/\hbar^2\right)^{1/(\alpha-2)} . \tag{42}
\]

The case \(\alpha = 2\) is a special case that does not define a length scale. The \(D_2\) parameter defines, instead, a dimensionless strength parameter (see, e.g., \([38]\])

\[
\gamma_2 = 2\mu D_2/\hbar^2 . \tag{43}
\]

In the limit of \(r \to 0\), all terms of \(\alpha' < 0\) go to zero, and we have the general asymptotic form for a singular potential

\[
v(r) \sim 0 = v^{(\alpha)}(r) , \tag{44a}
\]

where

\[
v^{(\alpha)}(r) = \pm \frac{D_\alpha}{r^\alpha} + \sum_{\{\alpha' < 0\}} \frac{(-1)^{\alpha'}}{r^{\alpha'}} + \sum_{\{\alpha' > 0\}} \frac{D_{\alpha'}}{r^{\alpha'}} , \tag{44b}
\]

consisting of, in general, a finite number of terms with the notation \(\{\alpha\}\) representing the set of all exponents in the expansion. It is a Laurent polynomial if \(\{\alpha\}\) are all integers, and can be called a generalized Laurent polynomial in other cases.

For a regular potential, all terms with \(\alpha' < 0\) go to zero. Keeping only the lowest-order term, we have

\[
v(r) \sim 0 = \pm \frac{D_\alpha}{r^\alpha} ,
\]

with \(\alpha \leq 0\). This includes, as a special case, the case of \(\alpha = 0\), corresponding to \(v(r) \sim v_\alpha = \pm D_0\). It is clear that the asymptotic behavior for a regular potential can be grouped into and regarded as a special, single-scale, case of the more general \(v^{(\alpha)}(r)\) of Eq. (44).

This discussion shows that the behavior of a potential in the neighborhood of \(r = 0\) can be generally represented by \(v^{(\alpha)}(r)\) of Eq. (44), characterized by a set of exponents \(\{\alpha\}\) and a corresponding set of strength parameters \(\{D_\alpha\}\). A regular potential has an asymptotic behavior described by a single-term or a single-scale potential, characterized by a single \(\alpha \leq 0\). A singular potential may generally require a \(v^{(\alpha)}(r)\) with multiple \(\alpha > 0\), to be called a multi-term potential or a multiscale potential, in which case \(r = 0\) is called a multi-term singularity or multiscale singularity.

Since the cusp function \(f_{\ell}^{\alpha_p}(r)\) at \(r = 0\) depends only on the potential in region \((0, r),\) and the strictly cusp function \(F_{\ell}^{\alpha_p}(r)\) depends only on the asymptotic behavior of the potential near the origin, the classification of the asymptotic behavior of the potential near the origin implies a corresponding classification of \(F_{\ell}^{\alpha_p}(r)\) and a corresponding set of universal behaviors for \(f_{\ell}^{\alpha_p}(r)\), all based on the cusp solution for the \(v^{(\alpha)}(r)\) potential,

\[
\left[ -\frac{\hbar^2}{2\mu} \frac{d^2}{dr^2} + \frac{\hbar^2}{2\mu r^2} + v^{(\alpha)}(r) \right] u'_{\alpha_p}(r) = \epsilon u'_{\alpha_p}(r) . \tag{45}
\]

Specifically, its cusp solution at zero energy,

\[
f_{\ell}^{\alpha_p}(r) = u^{\alpha_p}(r) , \tag{46}
\]

gives the cusp function for potential \(v^{(\alpha)}(r)\). Its corresponding strict cusp function is given by

\[
F_{\ell}^{\alpha_p}(r) = \lim_{r \to 0} f_{\ell}^{\alpha_p}(r) . \tag{47}
\]

For any potential with an asymptotic behavior of Eq. (44), its strict cusp function depends only on the asymptotic behavior and is given by the strict cusp function for \(v^{(\alpha)}(r)\), namely

\[
F_{\ell}^{\alpha_p}(r) = \lim_{r \to 0} f_{\ell}^{\alpha_p}(r) = F_{\ell}^{\alpha_p}(r) . \tag{48}
\]

And its cusp function follows the universal behavior of

\[
f_{\ell}^{\alpha_p}(r) \sim r^{\alpha_0} f_{\ell}^{\alpha_p}(r) , \tag{49}
\]

where

\[
\alpha_0 = \frac{\alpha}{2}. \tag{50}
\]
where \( r_0 \) is the radius within which the potential \( v(r) \) is well represented by \( v^{(a)}(r) \) as in Eq. (44).

Thus potentials \( v^{(\alpha)}(r) \), similar in form to those of interest in QDTs \([7–9, 11]\) and multiscale QDTs \([20, 21]\), play a role in understanding cusp functions and cusp conditions. Their cusp functions not only give those for themselves, but also describe universal behaviors of all potentials with \( v(r) \sim r^{-\alpha} \) \( v^{(\alpha)}(r) \). Understanding universal properties of cusp functions is in this sense mathematically similar to the theory of QDT reference functions \([7–9, 11, 20]\). Both require solutions for potentials of the form of Eq. (44). The main difference is in their focus. The cusp functions only require the regular solution at the zero energy. It is a far easier task than that in a full QDT formulation which would require pairs of linearly independent solutions for all energies \([7–9, 11, 20]\). The use of the notation \( D_\alpha \)'s for the strength parameters in \( v^{(\alpha)}(r) \) helps to emphasize that they correspond to the expansion around the origin, and are generally different from (but can be same as) the parameters \( C_\alpha \) (the van der Waals coefficients) describing the long-range potential \([2, 4]\).

Similar to the treatment of long-range universal behavior in a QDT, the essence of universal behaviors of cusp functions is contained in the single-term (or single-scale) potential

\[
v^{(\alpha)}(r) := \pm \frac{D_\alpha}{r^\alpha}.
\]

It covers all regular potentials sufficiently close to the origin and most of the singular potentials of practical interest. The only exceptions, the intrinsically multi-term singular (IntS) potentials that cannot be approximated by their dominant term, will be addressed when they arise in meaningful physical contexts in future studies, after related discussions in a general multiscale QDT (msQDT) for long-range behaviors where IntS potentials are of greater interest. The relevant cusp functions and conditions in those cases are still given by Eqs. (45)-(49). The difference is that \( f^{\exp(\alpha)}(r) \) may no longer have an exact analytic solution, and will need a numerical or a semiclassical solution instead.

Through analytic solutions for single-term potentials of the form Eq. (50) at zero energy (see the Appendix B), we show in the next few subsections that depletion on the exponent \( \alpha \) and the strength parameter \( \pm D_\alpha \), all single-term potentials can be grouped into 4 classes, with distinctive cusp functions and strict cusp functions for each group. They are the generalized Coulomb (GC) class with \( \alpha < 2 \), the allowed charge-dipole (aCD) class with \( \alpha = 2 \) and a condition on the strength parameter, the repulsive van der Waals (rVdW) class with \( \alpha > 2 \) and \( + D_\alpha \). All other potentials with a single-term singularity, including in particular the attractive van der Waals (aVdW) potentials with \( \alpha > 2 \), are nonphysical. This classification will lead to corresponding classifications of both 2-body and \((N > 2)\) -body quantum systems according to the short-range behavior of their interaction potentials.

1. The generalized Coulomb (GC) class

Potentials within the generalized Coulomb (GC) class include all single-scale potentials, Eq. (50), with \( \alpha < 2 \) including zero and negative \( \alpha \)'s. The cusp function for the GC class is obtained from the zero-energy solution of Eq. (45), specialized to a single-scale potential [see Eq. (B1) of Appendix B]. The solution can be viewed from different perspectives that provide different insights. In one perspective, the repulsive and attractive potentials are treated separately. For the “attractive” GC (aGC) class, \( v^{(\alpha)} = -D_\alpha/r^\alpha \), we obtain (see Appendix B)

\[
f_{\ell}^{\exp(\alpha-)}(r) \overset{\alpha < 2}{=} b_\ell \sqrt{\frac{2}{(2 - \alpha)}} r^{1/2} J_{\nu_0}(y), \tag{51}
\]

where \( b_\ell \) is a normalization constant, \( J_\nu(y) \) is the Bessel function of the first kind [42],

\[
r_s := r/\beta_\alpha, \tag{52}
\]

is a scaled, dimensionless, radius,

\[
y := \frac{2}{|\alpha - 2|} r_s^{(2-\alpha)/2} \overset{\alpha \leq 2}{=} \frac{2}{(2 - \alpha)} r_s^{(2-\alpha)/2}, \tag{53}
\]

and

\[
\nu_0 := \frac{2}{|\alpha - 2|} (\ell + 1/2) \overset{\alpha \leq 2}{=} \frac{2}{(2 - \alpha)} (\ell + 1/2). \tag{54}
\]

For the “repulsive” GC (rGC) class, \( v^{(\alpha)} = +D_\alpha/r^\alpha \), we obtain (see Appendix B)

\[
f_{\ell}^{\exp(\alpha+)}(r) \overset{\alpha \geq 2}{=} b_\ell \sqrt{\frac{2}{(2 - \alpha)}} r^{1/2} I_{\nu_0}(y), \tag{55}
\]

where \( I_\nu(y) \) is the modified Bessel function of the first kind [42]. The \( b_\ell \), \( y \) and \( \nu_0 \) are the same as those defined for the “attractive” class.

Computationally, the cusp functions, given separately in Eqs. (51) and (55) for “attractive” and “repulsive” GC potentials, respectively, are the most convenient. They show that for a single-scale potential such as the GC class, the strength of the interaction, \( D_\alpha \) comes into play in the cusp function solely through the length scale \( \beta_\alpha \) defined by Eq. (42).

Conceptually, and also for the purpose of comparison with existing results for the Coulomb potential \([34, 35, 52, 53]\), it is useful to recognize that the results for the aGC class and the rGC class can be combined into a single solution that include, within it, also the free (F) class solution given earlier in Sec. III B 1.
Define a strength parameter \( G_\alpha \) that includes the sign of the potential, as in

\[
v^{(\alpha)}(r) = \pm \frac{D_\alpha}{r^{\alpha}} =: \frac{G_\alpha}{r^{\alpha}}, \tag{56}
\]

which also implies that \( D_\alpha = |G_\alpha| \). Further pick the normalization constant \( b_\ell \) to be

\[
b_\ell = \frac{(2 - \alpha)^{\nu_\ell + 1/2} \Gamma(\nu_\ell + 1)}{2^{\ell + 1} \Gamma(\ell + 3/2)}, \tag{57}
\]

the aGC and rGC solutions can be combined into a single solution

\[
f^{\text{cp}(\alpha)}_\ell(r, s_L) = f^{\text{cp}(F)}_\ell(r, s_L) I^\alpha_\nu(z). \tag{58}
\]

Here \( f^{\text{cp}(F)}_\ell \) is the free-particle cusp function given by Eq. (39), and we have defined a variable

\[
z := \left(\frac{1}{2}\right)^2 = \frac{1}{(2 - \alpha)^2} \left( \frac{2 \mu G_\alpha}{\hbar^2} \right) r^{(2 - \alpha)}, \tag{59}
\]

and an analytic function of \( z, I^\alpha_\nu(z) \), given explicitly by a Taylor expansion

\[
I^\alpha_\nu(z) = \sum_{j=0}^{\infty} \frac{\Gamma(\nu + 1)}{j! \Gamma(\nu + j + 1)} z^j. \tag{60a}
\]

It is the analytic portion of the corresponding modified Bessel function of the first kind \( I_\nu(y) \) [42], related by

\[
I_\nu(y) = \left(\frac{4}{3}\right)^\nu \frac{G^\nu}{\Gamma(\nu + 1)} I^\alpha_\nu(z), \tag{60b}
\]

and with a property

\[
I^\alpha_\nu(z) \sim z^{\nu_\ell} \text{ as } z \to 0. \tag{60c}
\]

The combined solution, \( f^{\text{cp}(\alpha)}_\ell \) of Eq. (58), is related to the separated aGC and rGC solutions in a simple way, and contains also the F class solution. Specifically,

\[
\begin{align*}
f^{\text{cp}(\alpha-)}_\ell(r) &= f^{\text{cp}(\alpha)}_\ell(r, s_L = \beta_\ell)|_{G_\alpha = -D_\alpha}, \tag{61a} \\
f^{\text{cp}(F)}_\ell(r, s_L) &= f^{\text{cp}(\alpha)}_\ell(r, s_L)|_{G_\alpha = 0}, \tag{61b} \\
f^{\text{cp}(\alpha+)}_\ell(r) &= f^{\text{cp}(\alpha)}_\ell(r, s_L = \beta_\ell)|_{G_\alpha = +D_\alpha}. \tag{61c}
\end{align*}
\]

The combined solution \( f^{\text{cp}(\alpha)}_\ell \) has a conceptual value of showing explicitly that it is an analytic function of \( G_\alpha \), the strength parameter including sign, at \( G_\alpha = 0 \) with a corresponding Taylor expansion. The solution depends on \( G_\alpha \) only through \( z \) which has the property of \( z \propto G_\alpha \). Such an analytic property implies that for the cusp function at any finite \( r \), a GC potential can be turned on adiabatically, its solution can evolve analytically from the free-particle solution, and a solution for an attractive potential can evolve analytically from a solution for a repulsive potential. Such characteristics should not be taken for granted. They do not hold for the VdW class of potentials, to be discussed in a later subsection.

The introduction of the “free” length scale \( s_L \) emphasizes the physics that \( \beta_\ell \), the length scale associated with the strength parameter \( D_\alpha = |G_\alpha| \), disappears in the free-particle limit of \( G_\alpha \to 0 \).

The combined solution is easier for comparison with existing results. Writing out the first few terms of the expansion for \( I^\alpha_\nu \) explicitly, we have

\[
f^{\text{cp}(\alpha)}_\ell(r, s_L) = f^{\text{cp}(F)}_\ell(r, s_L) \left[ 1 + \frac{1}{\nu_\ell + 1} z + \frac{1}{2(\nu_\ell + 2)(\nu_\ell + 1)} z^2 + \cdots \right]. \tag{62}
\]

Specializing to the Coulomb potential with \( \alpha = 1 \) and \( G_\alpha = 2 \sqrt{\alpha} \), the term to first order in \( r \) gives the famous Coulomb cusp condition [34, 35]. The higher-order terms extends the cusp function to infinite range. Our result also puts the Coulomb potential, both attractive and repulsive cases, within a much more general GC class that include all single-scale \( 1/r^{\alpha} \) potentials with \( \alpha < 2 \), including the case \( \alpha = 0 \), corresponding to a constant potential, and the case of \( \alpha < 0 \), corresponding to other regular single-scale potentials. Within this context, we note that \( z \propto r^{(2 - \alpha)} \) with an \( \alpha \)-dependent exponent. While the first order term in \( z \) is of the order \( r \) for a Coulomb potential \( (\alpha = 1) \), it would be of the order of \( r^3 \) for a linear (Stark) potential corresponding to \( \alpha = -1 \).

All potentials within the GC class have the same strict cusp function that is independent of \( \alpha \), and is given by that of a free particle

\[
f^{\text{cp}(\alpha)}_\ell(r) = \lim_{r \to 0} f^{\text{cp}(\alpha)}_\ell(r) = F^{\text{cp}(F)}_\ell(r, s_L), \tag{63}
\]

where \( F^{\text{cp}(F)}_\ell(r, s_L) \) is the strict cusp function for the F class given by Eq. (40). In other words, they all have the familiar \( r^{\nu_\ell + 1} \) type of behavior near the origin.

The cusp functions for the GC class are not only of interest by themselves. They describe universal behaviors shared by all potentials with the behavior

\[
v(r) \sim r^{\nu_\ell} v^{(\alpha)}(r) = \pm \frac{D_\alpha}{r^{\alpha}} =: \frac{G_\alpha}{r^{\alpha}},
\]

and with \( \alpha < 2 \). We will label this class of potentials by SR-GC class, where SR stands for short-range. It is the most important class of potentials that includes the Coulomb potential \( v(r) = G_\alpha/r \), all regular potentials, and all single-scale-singular potentials satisfying the JPN criterion of Eq. (38). For all such potentials,

\[
f^{\text{cp}}_\ell(r) \sim r^{\nu_\ell} f^{\text{cp}(\alpha)}_\ell(r), \tag{64}
\]

where \( r_0 \) is the radius within which the potential is well represented by a GC potential. It further implies that

\[
F^{\text{cp}}_\ell(r) = \lim_{r \to 0} f^{\text{cp}}_\ell(r) = F^{\text{cp}(F)}_\ell(r, s_L), \tag{65}
\]

meaning all potentials of the SR-GC class have the same strict cusp function as the free particle, with \( r^{\nu_\ell + 1} \) type behavior.
2. The allowed charge-dipole (alCD) class

Potentials within the allowed charge-dipole (alCD) class include all single-term potentials, Eq. (50), with \( \alpha = 2 \) and a constraint on the strength parameter such that \( \gamma_2 < 1/4 \) for an attractive potential. There is no constraint on the strength parameter for a repulsive potential.

The cusp function for the alCD class is easily found from the familiar F class solution, as the potential only transforms the partial wave quantum number \( \ell \) into a "transformed" \( \ell_t \) which is generally no longer an integer. We obtain

\[
f_{\ell}^{\text{cp}(2)}(r, s_L) = f_{\ell_t}^{\text{cp}(F)}(r, s_L) = \frac{1}{2^{\ell_t+2} \Gamma(\ell_t+3/2)} (r/s_L)^{\ell_t+1},
\]

where \( s_L \) is again a "free" length scale,

\[
\ell_t = \sqrt{(\ell + \frac{1}{2})^2 + \gamma_2 - 1/2},
\]

for all repulsive CD potentials, and

\[
\ell_t = \sqrt{(\ell + \frac{1}{2})^2 - \gamma_2 - 1/2}.
\]

for attractive CD potentials with \( \gamma_2 < 1/4 \). Similar to the F class, the strict cusp function for the alCD class is the same as the cusp function. Specifically,

\[
F_{\ell}^{\text{cp}(2)}(r, s_L) = \lim_{r \to 0} f_{\ell}^{\text{cp}(2)}(r) = F_{\ell_t}^{\text{cp}(F)}(r, s_L).
\]

It is the same as the free-particle strict cusp function except for a transformed, strength-dependent \( \ell_t \).

The cusp functions for the alCD class are well behaved at \( D_2 = 0 \). Both repulsive and attractive potentials can be described by a single analytic function by introducing a strength parameter \( G_2 \) that includes the sign of the potential, as in

\[
v^{(2)}(r) = \pm \frac{D_2}{r^2} = \frac{G_2}{r^2},
\]

and by redefining

\[
\gamma_2 = 2 \mu G_2 / \hbar^2,
\]

with \( \ell_t \) given by Eq. (67) for both repulsive and attractive potentials. In such a formulation that covers both attractive and repulsive alCD potentials, the criterion of \( \gamma_2 < 1/4 \) for an attractive potential translates into the condition of \( \gamma_2 > -1/4 \) in the new definition. The cusp function, at any finite \( r \), being analytic at \( G_2 = 0 \), implies that the potential can be turned on adiabatically, meaning that the solution can evolve analytically from a non-interacting, free-particle solution.

The cusp functions for the alCD class are not only of interest for a pure alCD potential. They also describe universal behaviors shared by all potentials with the behavior

\[
v(r) \sim_{r \to 0} v^{(\alpha)}(r) = \pm \frac{D_2}{r^\alpha} = \frac{G_2}{r^\alpha}.
\]

We will label this class of potentials as the SR-alCD class, where SR again stands for short-range. It is a class of physical potentials that violates the JPN criterion of Eq. (38). For all such potentials,

\[
f_{\ell}^{\text{cp}}(r) \leq_{r \to 0} f_{\ell}^{\text{cp}(2)}(r),
\]

where \( r_0 \) is the radius within which the potential is well represented by an alCD potential. It further implies that

\[
F_{\ell}^{\text{cp}}(r) = \lim_{r \to 0} f_{\ell}^{\text{cp}}(r) = F_{\ell_t}^{\text{cp}(F)}(r, s_L),
\]

meaning all potentials of the SR-alCD class have the same strict cusp function with a \( r^{\ell_t+1} \) type behavior with \( \ell_t \) being dependent on the strength parameter.

3. The repulsive van der Waals (rVdW) class

Potentials within the repulsive van der Waals (rVdW) class include all single-scale potentials, Eq. (50), with \( +D_2 \) and \( \alpha > 2 \). The cusp function for the rVdW class is found in a way similar to the GC class. We obtain (see the Appendix B)

\[
f_{\ell}^{\text{cp}(\alpha+)}(r) \leq_{r \to 0} \frac{2}{\pi} \frac{1}{\sqrt{(\alpha - 2)}} r_s^{1/2} K_{\nu_0}(y),
\]

where \( K_{\nu}(y) \) is the modified Bessel function of the second kind [42],

\[
y := \frac{2(\alpha - 2)\alpha_{\geq2}}{\alpha - 2} y_s^{-1/2},
\]

and

\[
\nu_0 := \frac{2}{\alpha - 2} \frac{1}{(\ell + 1/2)_{\alpha_{\geq2}}}. \]

The corresponding strict cusp function is obtained from the cusp function through the strict cusp limit of \( r \to 0 \), as in Eq. (37). We note that for the rVdW class, with \( \alpha > 2 \), the limit of \( r \to 0 \) corresponds to the limit of \( y \to \infty \). This is different from the GC class, for which, with \( \alpha < 2 \), the limit of \( r \to 0 \) corresponds to the limit of \( y \to 0 \). From the large-\( y \) asymptotic behavior of the Bessel function \( K_{\nu}(y) \), we have

\[
F_{\ell}^{\text{cp}(\alpha+)}(r) = \lim_{r \to 0} f_{\ell}^{\text{cp}(\alpha+)}(r) = H_{\text{cp}(\alpha)}(r).
\]
where we have defined, for $\alpha > 2$,
\[
H^{p(\alpha)}(r) = \frac{1}{\sqrt{\pi}} r_s^{\alpha/4} \exp \left( -\frac{2}{\alpha - 2} r_s^{-(\alpha - 2)/2} \right).
\]

Such a strict cusp function is fundamentally different from the $r^{\ell+1}$ behavior for the GC class or the $r^{\ell+1}$ behavior for the alCD class, with two unique characteristics. First, the strict cusp function, $F_\ell^{p(\alpha+)}(r)$ for $\alpha > 2$, is $\ell$-independent. It is a key characteristic that underlies the partial-wave-insensitive formulations of QDTs [6, 11, 54], which is an important approach to relate and to treat contributions from a large number of partial waves. Second, unlike the GC class or the alCD class, the cusp function for rVdW class, Eq. (74), is singular at $D_\alpha = 0$ for any finite $r$. It is a reflection that the solution for a rVdW potential is qualitatively different from the free-particle solution ($D_\alpha = 0$) and solutions for attractive van der Waals (aVdW) potentials, which, as discussed in the next subsection, are nonphysical. Unlike the GC class or the alCD class, a rVdW potential cannot be turned on adiabatically. Its solution does not evolve analytically from the F class of solutions nor the aVdW class of solutions. The rVdW class of potentials violate the JPN criterion of Eq. (38). In 2-body scattering by a pure rVdW potential (see, e.g. [55]), this violation can manifest through a violation of the Levinson’s theorem [28]. The cusp functions for the rVdW class are not only of interest for a pure rVdW potential. They also describe universal behaviors shared by all potentials with the behavior

\[ v(r) \sim r^0 v^{(\alpha)}(r) = \frac{1}{r^\alpha}, \]

with $\alpha > 2$. We label this class of potentials as the SR-rVdW class. It is a class of potentials that violates the JPN criterion of Eq. (38). For all such potentials,

\[ f_\ell^{p}(r) \sim f_\ell^{p(\alpha+)}(r), \]

where $r_0$ is the radius within which the potential is well represented by a rVdW potential. It further implies that

\[ F_\ell^{p}(r) = \lim_{r \to 0} f_\ell^{p}(r) = H^{p(\alpha)}(r), \]

which means that all potentials of the SR-rVdW class have the same strict cusp function with an $\ell$-independent behavior given by $H^{p(\alpha)}(r)$. It is the most important class of physical potentials not covered by the JPN criterion of Eq. (38).

4. Nonphysical classes and other classes

Other than the SR-GC class, the SR-alCD class, and the SR-rVdW class of potentials, all other potentials with a single-term singularity are nonphysical. They include the short-range attractive van der Waals (SR-aVdW) class of potentials that behave as

\[ v(r) \sim r^0 v^{(\alpha)}(r) = -\frac{D_\alpha}{r^\alpha}, \]

with $\alpha > 2$, and the short-range nonphysical charge-dipole (SR-npCD) class of potentials that behave as Eq. (71) but is too attractive as characterized by $G_2 < -1/4$. Such potentials being nonphysical are known [38], and can be argued from different perspectives. One is such a system would not be stable since it would have an energy spectrum that is not bounded from below [38]. (See, e.g., Refs. 22, 56, 57 for further details on related energy spectra.) The second argument is that the particle(s) would fall to the center in such a system [38]. The same arguments also apply to potentials with a multi-term singularity if the dominant term is of an aVdW or an npCD class. There are other arguments that can be made to further solidify why such potentials are nonphysical. Because they are lengthy and do not change the conclusion, we will leave them to a better and more relevant context. Here we only emphasize that the same aVdW or npCD type of potentials, which characterize behaviors not allowed near the origin, constitute some of the most important classes of long-range potentials in a QDT [11]. There is no contradiction. Most physical potentials evolve from one type of physically-allowed behavior near the origin to a different type of behavior at large $r$.

The only other physically-allowed potentials with short-range behaviors not yet classified are those that belong to the allowed intrinsically multi-term-singular (alMultiS) class of potentials. They are potentials that behave as Eq. (44), with the dominant term being allowed, namely not an aVdW nor a npCD type, but with a behavior that cannot be fully approximated by a single-term solution. Their cusp functions and behaviors, determined by Eqs. (45)-(49), will generally require a numerical or a semiclassical solution.

Table I summaries a classification of physically-allowed 2-body quantum systems according to the short-range behaviors of their interaction potential and the properties of their corresponding cusp functions. From the results of the next section, it will become clear that a similar classification applies to physically-allowed $(N > 2)$-body systems except that they may have multiple classes present simultaneously if consisting of particles of multiple kinds.

IV. 2-PARTICLE SEPARABILITY AND 2-PARTICLE CUSP CONDITIONS IN AN $N$-BODY QUANTUM SYSTEM

We establish here rigorously the 2-particle separability in an $N$-body quantum system. Specifically we show that a 2-body subsystem within an $(N > 2)$-body system becomes separable from the rest of the system in a version of the coalescence limit $r \to 0$ that is generally different...
TABLE I. Classification of physically-allowed 2-body quantum systems according to the short-range behavior of their interaction potential, and a summary of the properties of their corresponding cusp functions. A similar classification applies to physically-allowed (N > 2)-body system except that they may have multiple classes simultaneously if consisting of particles of multiple kinds. Note that the the strict cusp function for the SR-GC class is independent of α, and the strict cusp function for the SR-rVdW class is independent of ℓ. r0 is the radius within which the potential is well represented by its asymptotic behavior used for classification. It can be infinite if the asymptotic potential is applicable for all r.

| Class  | Potential | Cusp function property | Strict cusp function |
|--------|-----------|------------------------|---------------------|
| SR-GC  | v(ρ) ∼ 0 Gρ/vρ, α < 2 | fFk(ρ) r < r0 fFk(ρ)(r), sL | FspFk(ρ)(r, sL) |
| SR-alCD | v(ρ) ∼ G2/ρ2, 2 > -1/4 | fFk(ρ) r < r0 fFk(ρ)(r), sL | FspFk(ρ)(r, sL) |
| SR-rVdW | v(ρ) ∼ 0 + Dα/ρα, α > 2 | fFk(ρ) r < r0 fFk(ρ)(α)(r) | HspFk(ρ)(r) |
| SR-allIntS | v(ρ) ∼ 0 v(α)(ρ) | fFk(ρ) r < r0 fFk(ρ)(α)(r) | FspFk(ρ)(α)(r) |

from the strict cusp limit of the previous section. The 2-particle cusp conditions in an N-body quantum system follow naturally from separability, but require an understanding of the energy and the partial wave dependences of the 2-body solution at the level of the previous section. Both results are part of a reconstructed foundation of an N-body quantum theory. Through their derivations we hope to explain the subtleties that, until now, may have prevented their understanding.

A. 2-particle separability in an N-body system

Consider an N-body quantum systems with N > 2 interacting via pairwise potentials. It is described by a Hamiltonian

\[ H^{(N)} = \sum_{i=1}^{N} -\frac{\hbar^2}{2m_i} \nabla_i^2 + \sum_{i<j=1}^{N} \hat{v}_{ij}(r_{ij}), \]  

and a corresponding Schrödinger equation at an energy \( E \)

\[ H^{(N)} \Psi_{E \gamma}^{(N)} = E \Psi_{E \gamma}^{(N)}. \]  

Here γ represents all quantum numbers required to uniquely specify an N-body state. \( \hat{v}_{ij}(r_{ij}) \) is the interaction potential between particles i and j. It is generally an operator if more-than-one internal states, including spin states, are involved in the energy range of interest. For simplicity, but without loss of generality for our purposes here, we assume \( \hat{v}_{ij}(r_{ij}) = v_{ij}(r_{ij}) \) to be a scalar central potential. The cases of spin-dependent, multichannel, and/or anisotropic potentials [6] will be addressed in future studies.

For any chosen pair (i, j) out of the N > 2 particles, which may, or may not, be identical, the Hamiltonian can always be regrouped, using the center-of-mass frame of the pair (i, j), as

\[ H^{(N)} = h_{ij} + H^{(ij)}. \]  

Here

\[ h_{ij} := -\frac{\hbar^2}{2\mu_{ij}} \nabla_i^2 + v_{ij}(r), \]

describes the relative motion of the pair (i, j) interacting via a two-body central potential \( v_{ij}(r) \), in the center-of-mass frame of the pair (i, j) defined by

\[ r := r_{ij} := r_j - r_i, \]

\[ c := (m_i r_i + m_j r_j)/(m_i + m_j), \]  

and with \( \mu_{ij} = m_i m_j/(m_i + m_j) \) being the 2-particle reduced mass. \( H^{(ij)} \) is the Hamiltonian for all other degrees of freedom that include the other N − 2 particles, the center-of-mass motion of the pair (i, j), and the interaction between pair (i, j) and other particles. Specifically,

\[ H^{(ij)} := H^{(N-2)} - \frac{\hbar^2}{2m_{ij}} \nabla_{c}^2 + V^{(ij)}, \]

where \( H^{(N-2)} \) is the Hamiltonian describing the (N − 2)-body subsystem, \( -\frac{\hbar^2}{2m_{ij}} \nabla_{c}^2 \) with \( m_{ij} = m_i + m_j \) is the kinetic energy of the center-of-mass of the pair (i, j), and

\[ V^{(ij)} := \sum_{k \neq (i,j)} [v_{ik}(r_{ik}) + v_{jk}(r_{jk})], \]

is the interaction between the pair (i, j) and the (N − 2)-body subsystem.

The first key to deriving cusp conditions for an N-body system is the recognition that the two-body relative motion of the pair (i, j) become separable from the other degrees of freedom in the limit of \( r \to 0 \). Specifically, we have, for basically all physical potentials (see Appendix C)

\[ V^{(ij)} \sim 0 V^{(ij)}_{sp} := \sum_{k \neq (i,j)} [v_{ik}(R_k) + v_{jk}(R_k)], \]

becoming independent of \( r \), where we have defined \( R_k := |r_k - c| \) being the distance from particle k to the center-of-mass of the pair (i, j). Correspondingly, we have

\[ H^{(ij)} \sim 0 H^{(ij)}_{sp} := H^{(N-2)} - \frac{\hbar^2}{2m_{ij}} \nabla_{c}^2 + V^{(ij)}_{sp}, \]
becoming independent of \( r \), and

\[
H^{(N)} \underset{r\to 0}{\sim} H_{sp}^{(N)} := h_{ij} + H_{sp}^{(ij)}, \tag{89}
\]

becomes two parts that are independent of each other. We are using the subscript of \( sp \) to represent the results in the separable limit.

The separability of the pair \((i, j)\) relative motion, described by \( h_{ij} \), from the other degrees of freedom implies that all 2-body properties that we have discussed in Sec III, including the physical boundary condition of Eq. (12) leading to the 2-particle coalescence being a naturally pinned point, and the resulting concept of rigidity and all its consequences, apply to the pair \((i, j)\) relative motion in an \(N\)-body system for a sufficiently small \( r \). Mathematically, the separability further implies that in the limit of \( r \to 0 \), the \( N\)-body wave function can always be written as a linear superposition of product states, specifically,

\[
\Psi_{E\gamma}^{(N)} \underset{r\to 0}{\sim} \sum_{\lambda \ell m \gamma'} a_{\lambda \ell m s \gamma'} \psi_{\lambda \ell s m} \Psi_{(E-\lambda)\gamma'}^{sp},
\]

\[
\underset{r\to 0}{\sim} \sum_{\lambda \ell m s \gamma'} a_{\lambda \ell m s \gamma'} \frac{u_{\lambda}(r)}{r} Y_{\ell m}(\theta, \phi) s_{m} \Psi_{(E-\lambda)\gamma'}^{sp}. \tag{90}
\]

Here \( \psi_{\lambda \ell s m} \) is the wave function for the pair \((i, j)\) relative motion at a pair energy \( \lambda \),

\[
h_{ij} \psi_{\lambda \ell s m} = \lambda \psi_{\lambda \ell s m}, \tag{91}
\]

with \( u_{\lambda}(r) \) being its radial component, \( s = s_{i} + s_{j} \) being the total spin of the pair, and \( m_{s} \) being its projection on a \(z\)-axis. \( \Psi_{(E-\lambda)\gamma'}^{sp} \) is an eigenfunction of \( H_{sp}^{(ij)} \) at energy \( E-\lambda \), for the other \( N-2 \) particles plus the center-of-mass motion of the pair \((i, j)\),

\[
H_{sp}^{(ij)} \Psi_{(E-\lambda)\gamma'}^{sp} = (E-\lambda) \Psi_{(E-\lambda)\gamma'}^{sp}. \tag{92}
\]

The sum over direct products, with \( a_{\lambda \ell m \gamma} \) being the constant coefficients of superposition, is constrained by symmetries and conservation laws, with details determined by the degree to which the 2-particle states are mixed by its interaction with other \((N-2)\) particles outside of the region of separability. In particular, the sum over the pair \((i, j)\) relative energy \( \lambda \), which generally includes both a sum over a discrete spectrum and an integration over a continuum spectrum for a pair \((i, j)\) that can bind, describes a mixing of pair wave functions of different energies. At a simplest qualitative level, this mixing can be characterized by a mean \( \lambda \) and an uncertainty \( \Delta \lambda \) which gives a measure of the degree of mixing. We call Eq. (90), a rigorous result on a \(N\)-body wave function, the separability condition, more precisely a 2-particle separability condition of an \((N > 2)\)-body wave function. It is a rigorous mathematical statement of a physical picture that we, and perhaps others, have envisioned many years ago [22].

Both the separability and the resulting wave function separability condition are straightforward. The mathematics behind the separability, Eq. (89), at least that specialized to a Coulomb potential, is contained, if somewhat hidden and not stated explicitly, in the derivations of the Coulomb cusp conditions, in particular those by Pack and Brown [58] and by Kimball [58]. The wave function separability condition of Eq. (90) is an automatic consequence. The idea of separability has motivated multiple significant works in many-body physics [59–62], but in our opinion, never been fully established nor fully understood. The reason is likely twofold. One is that without an understanding of the energy dependence of the pair wave function presented in Sec. III, not much conclusion can be drawn from the separability condition of Eq. (90) due to the energy mixing. The alternative approaches that avoided dealing directly with energy [35, 58, 59] made use of the Coulomb potential being singular at the coalescence, leading to an impression and/or a belief that a dominant singular potential was the key to separability. In reality, our derivation shows that the 2-particle relative motion in a \(N\)-body system is always separable, for sufficiently small \( r \), from the other degrees of freedom for all physical potentials that is continuous in \((0, \infty)\) and once or twice differentiable (see Appendix C).

The other subtlety, necessary to fully understand and extract the consequences of separability, is a deeper understanding of the separable limit, represented by \( r \to 0 \) in Eq. (89), specifically its potential difference from the strict cusp limit, also represented by \( r \to 0 \) in the 2-body context. In the 2-body theory of Sec. III, the limit of \( r \to 0 \), under which we have established the strict cusp conditions, means more rigorously \( r/\beta_{\alpha} \to 0 \) where \( \beta_{\alpha} \) is the shortest of length scales in the potential, or \( r/s_{L} \to 0 \) if the potential itself, being F or alCD type, has no length scale. This mixture of cases is part of the reason, in addition to simplicity, that we have chosen the \( r \to 0 \) notation for the strict cusp limit. It would be easy to think both \( r \to 0 \) mean the same. If this were true, only strict cusp conditions would leave their traces in an \(N\)-body system.

In a 2-body system, the only intrinsic length scales are those associated with the potential, namely the \( \beta_{\alpha} \)’s. In transition from 2- to 3-body and beyond, a new length scale, \( r_{\rho} \), emerges. It is the average value of \( R_{k} \) in Eq. (87), namely the mean separation of the center-of-mass of pair \((i, j)\) from other particles. The precise value of \( r_{\rho} \) does not matter, what is important are its qualitative features. It is an independent length scale well defined starting from a 3-body system. It has an order of magnitude of \( r_{\rho} = (4\pi \rho_{\#}/3)^{-1/3} \) for a many-body system in terms of local number density \( \rho_{\#} \) (the number of particles per unit volume). It can be as small as \( \beta_{\alpha} \) for a tightly-bound few-body system or a dense many-body system, and can be infinitely large, e.g., in a weakly-bound few-body system, or in the low-density limit of a many-body system.

With the emergence of \( r_{\rho} \), the coalescence limit of
and \( r \to 0 \) has now two distinctive possibilities of \( r/\beta_n \to 0 \) and \( r/r_\rho \to 0 \). Though their mathematical meanings are the same for a tightly-bound few-body states or a high-density many-body states for which \( r_\rho \sim \beta_n \), they can be very different for loosely-bound few-body states and low-density many-body states, for which we can have \( r_\rho \gg \beta_n \) with no upper limit. To determine which of the two limits represents the separable limit, one needs a closer look at the correction terms beyond the separable limit of \( H^{(N)} \), Eq. (89), at terms of higher order in \( r \).

For all \( N \)-body systems with electromagnetic-type interactions, which include all atomic and molecular interactions, we show in Appendix C that the separable limit is more precisely \( r/\beta_n \) beyond the cusp region, which in \( N > 2 \)-body cases include interactions of the pair \((i,j)\) with other particles. Its differences from the two-body cusp amplitude contain information on the effects of other particles in an \( N \)-body system on the short-range pair correlation.

Equation (95) is what we call the general 2-particle cusp condition for an \( N \)-body quantum system. It is a general asymptotic behavior in the separable region of \( r \ll r_\rho \), in the following sense. For any \( N \)-body system in any state, it is satisfied for sufficiently small \( r \). Importantly and similar to the 2-particle (partial) cusp condition, \( c^{(2)}_n \), it is a global property that depends on conditions beyond the cusp region, which in \( (N > 2) \)-body cases include interactions of the pair \((i,j)\) with other particles. Its differences from the two-body cusp amplitude contain information on the effects of other particles in an \( N \)-body system on the short-range pair correlation.

\[
\Psi_{E_\gamma}^{(N)} \sim \sum_{\lambda\ell m} a_{\lambda\ell m}^{(r)} \tilde{Y}_{\ell m}(\theta,\phi)|s_m\rangle \tilde{\Phi_{E_\gamma}^{(N)}}^{(E-\lambda)\gamma'}, 
\]

Thus for electromagnetic-type systems at sufficiently low densities, we can have the separable condition of \( r \ll r_\rho \) well satisfied while simultaneously having \( r \gg \beta_n \), namely not only outside of the region of strict cusp condition but also outside of the range of the 2-body potential entirely. This understanding of separability, in terms of the emergent length scale \( r_\rho \), is one of the keys to future formulations of \( N \)-body theories, including the cusp conditions of the next subsection. And with the introduction of \( r_\rho \), the degree of mixing of 2-particle energy states, as measured by \( \Delta \lambda \), can be estimated to be of the order of \( \lambda \) if different and greater in magnitude.

### B. 2-particle cusp conditions in an \( N \)-body system

We focus, hereafter, on systems of electromagnetic type. The separability condition of Eq. (94) makes it clear how aspects of 2-body correlation, as reflected in \( u_{\lambda\ell} \), survive in an \((N > 2)\)-body system. Specifically, it is the energy and the partial wave dependences of \( u_{\lambda\ell} \) that determine how they survive and are reflected in an \( N \)-body solution. From Eq. (31), or Eq. (29) together with the property of \( x_i^{(j)} \) given by Eq. (30), we have from Eq. (94)

\[
\Psi_{E_\gamma}^{(N)} \sim \sum_{\ell} \Psi_{E_\gamma}^{(N)} C^{(2)}_{E_\gamma\ell} f^{(2)}_\ell (r) \frac{r}{\lambda}. 
\]

Here \( f^{(2)}_\ell (r) \) is the 2-particle cusp function defined earlier for an arbitrary pair potential. The \( \Phi_{E_\gamma}^{(N)} \) defined by

\[
C^{(2)}_{E_\gamma\ell} \Phi_{E_\gamma}^{(N)} = \sum_{\lambda\ell m} a_{\lambda\ell m}^{(r)} c^{(2)}_n \tilde{\Phi_{E_\gamma}^{(N)}}^{(E-\lambda)\gamma'} Y_{\ell m}(\theta,\phi)|s_m\rangle ,
\]

is a wave function describing all degrees of freedom of the \( N \)-body system other than \( r \), and we can choose it to be normalized such that

\[
\langle \Phi_{E_\gamma}^{(N)} | \Phi_{E_\gamma}^{(N)} \rangle = \delta_{\gamma'\gamma} \delta_{\ell'\ell} .
\]

\( C^{(2)}_{E_\gamma\ell} \) is an energy-dependent constant that we call the 2-particle (partial) cusp amplitude for an \( N \)-body quantum system. Just like the 2-particle (partial) cusp amplitude, \( c^{(2)}_n \), it is a global property that depends on conditions beyond the cusp region, which in \((N > 2)\)-body cases include interactions of the pair \((i,j)\) with other particles. Its differences from the two-body cusp amplitude contain information on the effects of other particles in an \( N \)-body system on the short-range pair correlation.

Contained in Eq. (95) is the physics that the pair wave functions in different partial waves are generally mixed due to interactions with other particles. This mixing is generally important for tightly-bound few-body states and for many-body systems of high densities. It is worth noting, however, that there are important special cases in which the interaction and the state of interest is such that \( \ell \) is conserved or approximately conserved. This is especially true for a pair \((i,j)\) that can attract and bind. For a bound pair \((i,j)\), no matter how weakly, its relative angular momentum \( \ell \) is approximately conserved if its size is much smaller than \( r_\rho \), its mean separation from other particles. This can happen in a few-body system if the density of other particles is sufficiently small. We write out the 2-particle cusp condition for such cases more explicitly as

\[
\Psi_{E_\gamma}^{(N)} \sim \sum_{\ell} \frac{C^{(2)}_{E_\gamma\ell} f^{(2)}_\ell (r)}{\lambda}. 
\]
The ability to describe such 2-particle “molecular” states naturally and self-consistently within an \( N \)-body theory is a first important step towards a better understanding of \( N \)-body systems made of particles that can bind.

Also contained in Eq. (95) are more strict 2-particle cusp condition in an \( N \)-body system, applicable over a more restricted range of \( r \) and obtained by considering further limits towards the eventual strict cusp limit of \( r \to 0 \). For the SR-GC class and SR-alCD class of systems, \( f^{cp}(r) \) follows universal behavior described by \( f^{rp} \) with \( \alpha < 2 \) for the SR-GC class and \( \alpha = 2 \) for SR-alCD class (see Table 1). These \( f^{rp}(r) \)'s depend on the partial wave \( \ell \) with a predominant dependence of the type \( r^\ell \) or \( r^{\ell+1} \) as in Eqs. (58) and (66). For any \( \ell \)-mixture states not included in Eq. (98), the sum over \( \ell \) becomes, at sufficiently small \( r \), dominated by the term with smallest \( \ell \). We obtain,

\[
\Psi^{(N)}_{E_N} \sim \Phi^{(N)}_{E_N} \frac{C_{N r}}{C_{N r}^f} f^{cp} \left( r, s_L \right) + \sum_{\ell_1} \Phi^{(N)}_{E_N} \frac{C_{N r}}{C_{N r}^f} f^{rp} \left( r, s_L \right) + \sum_{\ell_2} \Phi^{(N)}_{E_N} \frac{C_{N r}}{C_{N r}^f} f^{rp} \left( r, s_L \right),
\]

Equations (99) and (101) are what we call the strict 2-particle cusp condition for an \( N \)-body quantum system. They are simpler and represent the shorter-range universal behaviors embedded in the more general cusp condition of Eq. (95).

V. DISCUSSIONS

A. Beyond pairwise potentials

While we have assumed pairwise potentials for \( (N > 2) \)-body systems for definiteness and for initial applications, it is important to point out that our results only require that the total \( N \)-body potential \( V^{(N)} \) satisfies

\[
V^{(N)}(r_1, \ldots, r_N) \sim_{r \to r_0} v_{ij}(r) + V_{sp}^{(ij)},
\]

with \( v_{ij}(r) \) being independent of \( r = r_0 \). Here \( v_{ij}(r) \) can furthermore be different from the pair potential in the absence of other particles. In other words, nonadditive potentials would lead to the same conclusion provided they satisfy the condition of Eq. (104). It is a much weaker condition than pairwise potentials. Mathematically, it only requires that \( V^{(N)} \) is well behaved everywhere with only possible exceptions at the points of coalescence, where, if singular, the nature of the singularity depends only on the interparticle separations of the particles approaching coalescence. It is our expectation that such a condition is satisfied for all physical potentials, including nonadditive potentials for systems of composite particles such as atoms (see, e.g., [4]). There is no change to the theory except for a proper reidentification of \( v_{ij}(r) \) that defines the cusp functions and cusp conditions.

B. Multiparticle rigidity and multiparticle cusp conditions

The concept of 2-particle rigidity and 2-particle cusp conditions in 2-body and \( (N > 2) \)-body systems can be extended to \( N_{cp} \)-particle rigidity and \( N_{cp} \)-particle cusp conditions in \( N_{cp} \)-body and \( (N > N_{cp}) \)-body quantum systems with \( N_{cp} > 2 \). The extension can be carried out using a hyperspherical coordinate system (see, e.g., Refs. [64, 65]). Let \( R_{cp} \) be the hyperradius for an \( N_{cp} \)-particle system, one can again show, from the Schrödinger equation for the hyperradial degree of freedom [65], that the \( N_{cp} \)-particle coalescence point, characterized by \( R_{cp} \to 0 \), is a pinned point with its related concept of rigidity and \( N_{cp} \)-particle cusp conditions. Similarly, such cusp conditions survive in a \( (N > N_{cp}) \)-body system because the \( N_{cp} \)-particle subsystem becomes separable from the the rest of the system in a version of the coalescence limit of \( R_{cp} \to 0 \).
It is useful to note, however, that a multiparticle cusp condition is qualitatively different, not contained in the 2-particle cusp condition only if the interaction potential $v_{ij}(r)$ is singular at $r = 0$. The infinite rigidity at the 2-particle coalescence means that the behavior around it remains unchanged by the presence of other particles if their interactions with those particles remain finite. Even when nontrivial multiparticle cusp conditions do exist, such as for singular potentials, their effects can be expected to be small except at extremely high densities where ultimately all atomic interactions becomes Coulombic [66, 67]. Thus beyond Coulombic systems [36, 68], the generalization to multiparticle rigidity and multiparticle cusp conditions, while conceptually interesting, is not urgent and is not expected to have much qualitative impact in practice.

VI. CONCLUSIONS AND OUTLOOK

In conclusion, we have introduced a concept of rigidity to measure the sensitivity of a wave function to changes in energy, potential, and/or external perturbation. Through this concept, we have established cusp conditions and related functions as fundamental properties of an arbitrary $N$-body quantum system with $N \geq 2$.

In a 2-body system, we have defined, and made distinction of, both the cusp function and the strict cusp function, of which the cusp function is well defined at all interparticle separations and can be found either analytically, when possible, or numerically for any physical potential. Importantly, we have established the connection between the cusp function and the general analytic properties of a 2-body regular solution versus energy. These general analytic properties, together with the concept of rigidity and its related properties, further strengthen the mathematical and conceptual foundation of 2-body QDTs [6–11], and provide motivations and tools for their further development.

We have derived analytic cusp functions and strict cusp functions for all single-term physical potentials and used them to provide a general classification of quantum systems based on the short-range behavior of their interaction potential. It shows that there are classes of quantum systems, in particular the SR-rVdW class, that have short-range behaviors completely different from the more standard and more familiar $r^{n+1}$ type of behavior that characterizes the SR-GC class.

We have shown that the relative motion of any 2-particle subsystem of an ($N > 2$)-body system is separable from other degrees of freedom under a separable limit of $r/r_p \to 0$ which is a version of the coalescence limit that can be substantially different from the strict cusp limit of $r/\beta_p \to 0$. From this separability, we have derived the general 2-particle cusp conditions for an arbitrary ($N > 2$)-body system and their classifications according to the short-range potential. Such a theory for cusp conditions and functions can be called a QDT for short-range correlation, to reflect its mathematical and conceptual similarity to traditional QDTs focusing on the long-range correlation [6–11].

Amid the complexity of an $N$-body quantum system, the cusp conditions and the rigidity of a wave function around the coalescence points provide important anchor points upon which a quantum theory of strongly interacting particles can be built. We emphasize that similar to the physical boundary condition, Eq. (12), for a 2-body system, the cusp conditions for an $N$-body system are not “contained” in the Schrödinger equation and need to be enforced to ensure a correct solution. Without enforcing such conditions, one can hope, but cannot be sure, that a solution is a reasonable approximation to the real physics. This explains the success of quantum Monte Carlo (QMC) methods based on Jastrow and Slater-Jastrow functions [27, 69–71]. Such calculations are often accurate because their trial wave functions can be chosen, and often have been chosen as inherent in the Jastrow formulation [69], to satisfy the correct cusp conditions. A key forward is to build theories in which the cusp conditions are enforced rigorously and efficiently, not only for a particular state but for all states including highly excited states and scattering and reactive states.

With little or no modification, the results presented here can be used with existing theories of $N$-body quantum systems, such as Hartree-Fock-type mean-field theory or quantum Monte Carlo methods [27, 69–71] to improve the description of short-range correlation. For systems with purely repulsive potentials [28], such improvement is likely already sufficient to provide an accurate description of the system, similar to the improvements of R12 [27, 72, 73] and F12 [27, 74–76] theories to the Hartree-Fock theory of electronic structure.

For systems of particles that can attract and bind, such as systems of atoms and molecules (in which the nuclei are also treated quantum-mechanically unlike in electronic structure), the results and the concepts here will play a more fundamental role in enabling new classes of $N$-body theories. While hints and hopes for such theories can be found in some of our old works [22–25], the mathematical and conceptual foundation were not sufficiently strong nor sufficiently general for their further development at the time. The results presented here are expected to be sufficient to build better theories for at least some phases and/or states of such systems, in particular the states of a single homogeneous phase and states in which only 2-particle binding needs to be considered. We hope to soon illustrate such theories with applications to ultracold atomic or molecular gases, motivated both by their relative simplicity and more importantly by the prospects of comparison with precise experiments [32, 33].

For a more complete description of vastly many other states of $N$-body quantum systems made of particles that can bind, including states of mixed phases consisting of clusters or molecules of different sizes, nanoparticles, droplets, and surfaces, we will need at least one more
piece of foundation. It is a foundation built around the concept of arrangement, known in collisions and reactions [51] and to be generalized in an upcoming work to an N-body quantum system [77], to further address the unique complexities and difficulties associated with binding. The concept of arrangement is another emergent concept in going from 2- to 3-body, similar to the the length scale $r_p$ of this work, but unique for systems of particles that can attract and bind. Also important for such systems will be multiparticle separability, namely an $N_{cp}$-particle subsystem becomes separable from the rest of the system in a version of the coalescence limit of $R_{cp} \rightarrow 0$ (see Sec. V). These topics will be addressed in an upcoming paper [77].

With such a reconstructed foundation, and a better treatment of intermediate and long-range correlations in N-body systems using QDT methods that further build upon our old works [22–25], we expect to be in a much closer position to build rigorously what we call QDTs for N-body quantum systems, not only for the ground-state structure, but also for excited states and excited structures, and for interactions and reactions. They are expected to reflect more fully our view that the mathematical essence of quantum mechanics is an efficient representation of functions. For a function that we know both its short-range and long-range behaviors sufficiently well to squeeze the unknown into a finite region in space in which the potential is finite and continuous, the unknown should be representable by a polynomial or other equivalent finite basis. This is true for a function of a single variable, and can be expected to remain true for multiparticle wave functions for which the points of coalescence serve as effective origins. This point of view can be partly traced back to the R-matrix theory of 2-body interactions pioneered by Wigner and coworkers [39, 40, 44, 78], and we intend to push it to an extreme in future QDT formulations, by squeezing on both ends when needed and through generalizations to N-body systems.
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Appendix A: Derivation of the fundamental equations of rigidity

The fundamental equation of rigidity for 1-D, Eq. (6), is obtained from Eq. (5) and the definition of rigidity, Eq. (4). Equation (5) is derived from the 1-D Schrödinger equations at two different energies $\epsilon$ and $\epsilon'$,

$$
\begin{align*}
-\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + v(x) \psi_\epsilon(x) &= \epsilon \psi_\epsilon(x), \\
-\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + v(x) \psi_{\epsilon'}(x) &= \epsilon' \psi_{\epsilon'}(x),
\end{align*}
$$

(A1) (A2)

from which it is straightforward to show

$$(\epsilon' - \epsilon) \int_0^x \psi_{\epsilon'}(x') \psi_\epsilon(x') dx' = \frac{\hbar^2}{2m} \mathcal{W}_{x'}(\psi_{\epsilon'}(x'), \psi_\epsilon(x'))|_0^x,$$

(A3)

where $\mathcal{W}_{x}(f, g)$ is a Wronskian with respect to $x$ defined by

$$
\mathcal{W}_{x}(f, g) := f \left( \frac{d}{dx} g \right) - \left( \frac{d}{dx} f \right) g.
$$

(A4)

With $x = 0$ being a pinned point defined by the boundary condition of $\psi_{\epsilon_{|x=0}} = 0$ independent of energies, we also have $\psi_{\epsilon'}_{|x=0} = 0$, leading to $\mathcal{W}_{x}(\psi_{\epsilon'}, \psi_\epsilon)|_0^x = 0$. Taking the limit of $\Delta \epsilon = \epsilon' - \epsilon \rightarrow 0$ on both sides of the equation and using the definition of a partial derivative, we obtain Eq. (5), from which Eq. (6). The derivation of the fundamental equation of rigidity in 3-D, Eq. (17), follows a similar script. We note that the same boundary condition, $\psi_{\epsilon_{|x=0}} = 0$, being satisfied at different energies, namely $x = 0$ being a special node that does not move with energy, is critical to the derivation, and to the very definition of a pinned point.

The normalization integrals given in forms similar to Eq. (A3) or its 3-D equivalent have been well known and used in other contexts especially in QDT formulations [7, 8]. Its implications on the energy derivatives, in the forms of Eqs. (5) and (16), were first given in Ref. [24] and used for the evaluation of normalization integrals. Further implications of these relations were suspected by us for many years, but never fully understood until much later through the concept of rigidity, as presented here.

Appendix B: Cusp functions and normalization constants for single-term potentials

The cusp functions for single-scale potentials are obtained from the zero-energy regular solution of the radial equation for a single-scale potential $v^{(\alpha)}(r) = \pm D_\alpha/r^\alpha$ with $\alpha \neq 2$,

$$
\left[ -\frac{\hbar^2}{2\mu} \frac{d^2}{dr^2} + \frac{\hbar^2 \ell(\ell+1)}{2\mu r^2} \pm \frac{D_\alpha}{r^\alpha} \right] u^{(\alpha \pm)}_{\epsilon \ell}(r) = cu^{(\alpha \pm)}_{\epsilon \ell}(r).
$$

(B1)

Specifically, the cusp function $f^{cp(\alpha \pm)}_{\ell}(r)$ for potential $v^{(\alpha)}(r)$ is obtained from its zero-energy cusp solution

$$
f^{cp(\alpha \pm)}_{\ell}(r) = u^{cp(\alpha \pm)}_{\epsilon = 0, \ell}(r),
$$

(B2)
satisfying the boundary condition
\[ u^{cp(\alpha \pm)}_{\epsilon=0,\ell}(r) \sim 0 \text{ at } r=0, \]
with an energy-independent normalization constant. Its corresponding strict cusp function is given by
\[ F^{cp(\alpha \pm)}_{\ell}(r) = \lim_{r \to 0} f^{cp(\alpha \pm)}_{\ell}(r), \]
where \( r \to 0 \) is, strictly speaking, the strict cusp version of the coalescence limit: \( r/\beta_\alpha \to 0 \).

The “repulsive” and “attractive” potentials, corresponding the the \( \pm D_\alpha \), respectively, are treated and labeled separately because their solutions are, in general, qualitatively different. Mathematically, this is reflected as the solution being generally singular at \( D_\alpha = 0 \), separating repulsive and attractive solutions. (Rigorously speaking, the true physical meaning of being repulsive and attractive gets reversed for \( \alpha < 0 \). Our simplified naming convention should not lead to any confusion.)

Using a scaled radius, \( r_s = r/\beta_\alpha \), and making a further change of variable to
\[ y := \frac{2}{|\alpha - 2|} r_s^{2-\alpha/2}, \]
to rewrite the zero-energy cusp solution as
\[ u^{cp(\alpha \pm)}_{\epsilon=0,\ell}(r) = C_\ell r_s^{1/2} w(y), \]
one can show that \( w(y) \) satisfies
\[ \left[ y \frac{d^2}{dy^2} + y \frac{d}{dy} \mp y^2 - \nu_0^2 \right] w(y) = 0, \]
where \( \mp \) corresponds to the \( \pm \) of Eq. (B1), respectively, and
\[ \nu_0 := \frac{2}{|\alpha - 2|} (\ell + 1/2). \]
The function \( w(y) \) has the Bessel class [42] of linearly independent solutions \( J_{\nu_0}(y) \) and \( Y_{\nu_0}(y) \) for an “attractive” \((-D_\alpha)\) potential, and linearly independent solutions \( I_{\nu_0}(y) \) and \( K_{\nu_0}(y) \) for a “repulsive” \((+D_\alpha)\) potential, from which we need only to identify the regular solution and to choose a proper energy-independent normalization constant.

In identifying the regular solution, we note that depending on the value of \( \alpha \), whether \( \alpha < 2 \) or \( \alpha > 2 \), the limit of \( r \to 0 \) means different limits for \( y \). For the GC class with \( \alpha < 2 \), the limit of \( r \to 0 \) corresponds to the limit of \( y \to 0 \). For the VdW classes with \( \alpha > 2 \), the limit of \( r \to 0 \) corresponds to the limit of \( y \to \infty \). We have thus different cusp functions depending both on the sign of the potential, and on whether \( \alpha < 2 \) or \( \alpha > 2 \).

For the “attractive” GC class (aGC), we have
\[ f^{cp(\alpha -)}_{\ell}(r) \alpha \leq 2 b_\ell \frac{2}{(2-\alpha)} r_s^{1/2} J_{\nu_0}(y). \]

For the “repulsive” GC class (rGC), we have
\[ f^{cp(\alpha +)}_{\ell}(r) \alpha \geq 2 b_\ell \frac{2}{(2-\alpha)} r_s^{1/2} J_{\nu_0}(y). \]

Contained in these results are the special cases of \( \alpha = 1 \) for attractive and repulsive Coulomb potentials, the special case of \( \alpha = 0 \) for attractive and repulsive constant potentials, the special case of \( \alpha = -1 \) for attractive and repulsive linear potentials, and the special case of \( \alpha = -2 \) for attractive and repulsive quadratic potentials.

For the repulsive van der Waals (rVdW) class, we have
\[ f^{cp(\alpha +)}_{\ell}(r) \alpha \geq 2 b_\ell \frac{1}{\sqrt{(\alpha - 2)}} r_s^{1/2} \sqrt{K_{\nu_0}(y)}. \]

The choices of normalization constants for cusp functions are in principle arbitrary. In the main text, we discussed the choice of \( b_\ell \) for the purpose of grouping together the aGC and rGC solutions and the F class solution. There are other considerations that go into our specific choices. We briefly mention them here since it also helps to put the cusp function within a greater context of a more complete QDT for short-range correlation or more generally a QDT for a reference potential that has a physically-allowed behavior at the origin, instead of a nonphysical behavior such as the aVdW class [11].

In a complete QDT for a single-scale potential of \( v(\alpha)(r) = \pm D_\alpha/r^{\alpha} \) with \( \alpha \neq 2 \), we would also consider the energy dependence of the solution \( u^{cp(\alpha \pm)}_{\epsilon}(r) \) of Eq. (B1), and an irregular solution in addition to the regular solution. In such a theory, we would have a pair of linearly independent solutions, \( f^{cp(\alpha \pm)}_{\epsilon}(r_s) \) and \( g^{cp(\alpha \pm)}_{\epsilon}(r_s) \), at each scaled energy \( \epsilon_s = \epsilon/s_{WE} \) where \( s_{p} = h^2/2\mu_\alpha^2 \), similar to the QDT for the aVdW class [11]. The cusp function is a special case of \( f^{cp(\alpha \pm)}_{\epsilon}(r_s) \) at zero energy, namely
\[ f^{cp(\alpha \pm)}_{\epsilon}(r) = f^{cp(\alpha \pm)}_{\epsilon=0,\ell}(r_s), \]
and corresponding to each \( f^{cp(\alpha \pm)}_{\ell} \), there is an irregular solution
\[ g^{cp(\alpha \pm)}_{\ell}(r) = g^{cp(\alpha \pm)}_{\epsilon=0,\ell}(r_s). \]

Their normalization constants are chosen such that
\[ \mathcal{W}_{\ell}(f^{cp(\alpha \pm)}_{\ell}, g^{cp(\alpha \pm)}_{\ell}) = \frac{2}{\pi}, \]
is satisfied, to be consistent with conventions that we have adopted in other QDTs [11]. Here \( \mathcal{W}_{\ell}(f,g) \) is a Wronskian with respect to \( r_s \), defined by
\[ \mathcal{W}_{\ell}(f,g) := f \left( \frac{d}{dr_s} g \right) - \left( \frac{d}{dr_s} f \right) g. \]
While we do not use the irregular solutions, \( g_{\ell}^{cp(\alpha \pm)}(r) \), explicitly in this work, we give them here for completeness, and in preparation for future applications. For the “attractive” GC class (aGC), we have

\[
g_{\ell}^{cp(\alpha -)}(r) \overset{\alpha \leq 2}{=} \frac{1}{b_{\ell}} \sqrt{\frac{2}{(2 - \alpha)}} r^{1/2} Y_{\nu}(y). \tag{B13}
\]

For the “repulsive” GC class (aGC), we have

\[
g_{\ell}^{cp(\alpha +)}(r) \overset{\alpha \geq 2}{=} -\frac{1}{b_{\ell}} \frac{2}{\pi} r^{1/2} K_{\nu}(y). \tag{B14}
\]

For the repulsive van der Waals (rVdW) class, we have

\[
g_{\ell}^{cp(\alpha +)}(r) \overset{\alpha \geq 2}{=} -\frac{2}{\sqrt{(\alpha - 2)}} r^{1/2} \frac{1}{2} [I_{\nu}(y) + I_{-\nu}(y)]. \tag{B15}
\]

The normalization constants for the F and aCD classes of solutions are chosen with similar considerations with respect to their corresponding irregular solutions,

\[
g_{\ell}^{cp(F)}(r, s_L) = -\frac{2^{\ell + 1} \Gamma(\ell + \frac{1}{2})}{\pi} (r/s_L)^{-\ell}. \tag{B16}
\]

for the F class, and

\[
g_{\ell}^{cp(2)}(r, s_L) = \frac{2^{\ell + 1} \Gamma(\ell + \frac{1}{2})}{\pi} (r/s_L)^{-\ell}. \tag{B17}
\]

for the aCD class. They are chosen such that Eq. (B11) is satisfied with an understanding of \( r_s = r/s_L \) for those classes.

**Appendix C: Notes on 2-particle separability**

The Taylor expansion in 3-D can be written as

\[
f(x + \Delta x) = \exp(\Delta x \cdot \nabla) f(x), \tag{C1}
\]

\[
= \sum_{j=0}^{\infty} \frac{1}{j!} (\Delta x \cdot \nabla)^j f(x). \tag{C2}
\]

It gives, for a central potential \( v(r) \),

\[
v(|R + \Delta R|) = v(R) + \nabla v(R) \cdot \Delta R + \frac{1}{2} (\nabla v(R))^2 = v(R) + \frac{1}{6} (\Delta R)^2 v''(R) P_2(\cos \gamma) + \frac{1}{2} (\Delta R \cdot \nabla)^2 v(R) + \ldots, \tag{C3}
\]

\[
= v(R) + \Delta R \cdot \nabla v(R) + \frac{1}{2} (\Delta R \cdot \nabla)^2 v(R) + \ldots,
\]

where \( P_2(x) \) is the standard Legendre polynomial [43], and \( \gamma \) is the angle between \( R \) and \( \Delta R \).

Applying this result to \( v_{ik}(r_{ik}) + v_{jk}(r_{jk}) \), we obtain

\[
v_{ik}(\{r_{ik} - r_i\}) + v_{jk}(\{r_{jk} - r_j\})
\]

\[
= v_{ik}(R_k) + v_{jk}(R_k) + \frac{m_j}{m_i + m_j} r_{ij} v'_{ik}(R_k) P_1(\cos \gamma)
\]

\[
- \frac{m_i}{m_i + m_j} r_{ij} v'_{jk}(R_k) P_1(\cos \gamma) + \ldots, \tag{C4}
\]

for particles \( i \) and \( j \) being different and with \( R_k := |r_k - c| \) and \( \gamma \) being the angle between \( R_k := r_k - c \) and \( r := r_j - r_i \). For particles \( i \) and \( j \) being identical such that \( v_{ik}(r) = v_{jk}(r) = : v(r) \), we obtain

\[
v_{ik}(\{r_k - r_i\}) + v_{jk}(\{r_k - r_j\})
\]

\[
= 2v(R_k) + \frac{1}{12} r^2 |v''(R_k) + 2v'(R_k)/R_k|
\]

\[
+ \frac{1}{6} r^2 |v''(R_k) - v'(R_k)/R_k| P_2(\cos \gamma) + \ldots \tag{C5}
\]

These results make it clear that the 2-particle separability condition for potential \( V^{(ij)} \) [cf. Eq. (87)]

\[
V^{(ij)} \sim 0 \quad v^{(ij)}_{sp},
\]

is satisfied in the generic coalescence limit of \( r \to 0 \) for any \( v_{ik}(r) \) that is continuous in \((0, \infty)\), which we have required for a physical potential in Sec. III, with only a minor additional requirement of \( v_{ik}(r) \) being at least once or twice differentiable (C1 or C2 class).

A deeper understanding of the separability requires a closer look at the correction terms. For an \( N \)-body system, as discussed in the main text, the order of \( R_k \) is measured by an emergent length \( r_\rho \), which, for a many-body system, can be estimated as \( r_\rho = (4\pi \rho_{sp}/3)^{-1/3} \) in terms of a local number density \( \rho_{sp}(r) \). Equations (C4) and (C5) show that \( V^{(ij)} - V^{(ij)}_{sp} \) is an expansion in \( r^2 v'(r_\rho)/v(r_\rho) \), which, to be a small parameter, requires that \( v(r) \) is a slowly varying function around \( r_\rho \) such that the magnitude of its change over \( r \), \( |v'(r_\rho)| \), is small compared to the magnitude of \( v(r_\rho) \) itself. A qualitative understanding of this parameter will help us better understand the more precise meaning of \( r \to 0 \), which is strict cusp version of the coalescence limit, or \( r/r_\rho \to 0 \).

A physical interaction potential \( v(r) \) can always be characterized by a finite number of length scales, with \( \beta_\alpha \) denoting the shortest, \( \beta_{\rho} \) denoting the longest, and a finite number of other scales describing a finite intermediate region, if necessary. For a tightly-bound few-body state or a high-density many-body system, \( r_\rho \sim \beta_\alpha \), and there is no difference between \( r/\beta_\alpha \to 0 \) and \( r/r_\rho \to 0 \). The key is with “low-density” states (which we also use to include loosely-bound few-body states) where \( r_\rho \gg \beta_\alpha \), for which the two limits can be very different.

For interactions of electromagnetic type, such as those between atoms and molecules, \( v(r) \) can always be characterized, at sufficiently long range corresponding typically...
to \( r \sim \beta_n \) or greater, by a single-term \( v^{(n)} := \pm C_n/r^n \) \([4, 6]\). At a sufficiently low-density, where \( r_\rho \sim \beta_n \) or \( r_\rho \geq \beta_n \)

\[
|r v'(r_\rho)/v(r_\rho)| = |n|(r/r_\rho) .
\]

Thus the correction to a separable potential is in this case an expansion in \( r/r_\rho \), independent of the strength parameter \( C_n \) or its corresponding length scale \( \beta_n \). The more precise definition of \( r \to 0 \) that defines the separable limit is in this case \( r/r_\rho \to 0 \), or characterized as an asymptotic region as the region of \( r \ll r_\rho \).

The distinction between the two versions of the coalescence limit is less significant for smaller \( r_\rho \) more comparable to \( \beta_n \), where the potential of electromagnetic type would generally require multiple terms of the form \( \pm C_n/r^n \) or \( \pm D_n/r^n \). But it is still worth noting that even in region of such multi-term potentials, \( |r v'(r_\rho)/v(r_\rho)| \sim (r/r_\rho) \) remains true qualitatively because it is true for each term. Thus for interactions of electromagnetic type, the separable limit can very generally be characterized by \( r/r_\rho \to 0 \).

The dual-expansion nature around the coalescence, or equivalently the dual meaning of the coalescence limit of \( r \to 0 \) as either the strict cusp limit of \( r/r_\rho \to 0 \) or the separable limit of \( r/r_\rho \to 0 \), is an importance characteristic of \( N \geq 2 \)-body systems of electromagnetic type. For comparison, if \( v(r) \) were of a Yukawa-type nuclear potential resulting from exchange of particles of finite mass, e.g., \( v(r) = G_Y e^{-r/\beta_Y}/r \) with \( \beta_Y \) representing the range of the interaction \([80]\), we would have,

\[
|r v'(r_\rho)/v(r_\rho)| \sim r/r_\rho .
\]

for \( r_\rho \geq \beta_Y \). The corrections to a separable potential would in this case be an expansion in \( r/r_\rho \), and the separable limit would be the same as the strict cusp limit of \( r/r_\rho \to 0 \) regardless of density. Thus the emergent length scale, \( r_\rho \), which exists for all \( N \geq 2 \)-body system, does not always mean dual expansion around coalescence, as it does for interactions of electromagnetic type.
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