STATISTICS OF PARTIAL PERMUTATIONS VIA CATALAN MATRICES
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ABSTRACT. A generalized Catalan matrix \((a_{n,k})_{n,k\geq 0}\) is generated by two seed sequences \(s = (s_0, s_1, \ldots)\) and \(t = (t_1, t_2, \ldots)\) together with a recurrence relation. By taking \(s_t = 2\ell + 1\) and \(t_t = \ell^2\) we can interpret \(a_{n,k}\) as the number of partial permutations, which are \(n \times n\) 0,1-matrices of \(k\) zero rows with at most one 1 in each row or column. In this paper we prove that most of fundamental statistics and some set-valued statistics on permutations can also be defined on partial permutations and be encoded in the seed sequences. Results on two interesting permutation families, namely the connected permutations and cycle-up-down permutations, are also given.

1. INTRODUCTION

1.1. Catalan matrices and Partial permutations. Given two sequences \(s = (s_0, s_1, \ldots)\) and \(t = (t_1, t_2, \ldots)\) with \(t_i \neq 0\) for all \(i\), we can define an infinite lower triangular matrix \(A^{s,t} = (a_{n,k})_{n,k\geq 0}\) from the recurrence relation

\[
\begin{align*}
    a_{0,0} &= 1, a_{0,k} = 0 \quad (k > 0), \\
    a_{n,k} &= a_{n-1,k-1} + s_k a_{n-1,k} + t_k a_{n-1,k+1} \quad (n \geq 1),
\end{align*}
\]

where \(a_{n,-1}\) is defined to be zero. \(A^{s,t}\) is called the generalized Catalan matrix associated with the seed sequences (or seeds for short) \(s\) and \(t\). The numbers \(a_{n,0}\) in the left-most column are called the generalized Catalan numbers associated with \(s\) and \(t\). These names are from the fact that if we take \(s = (0, 0, 0, \ldots)\) and \(t = (1, 1, 1, \ldots)\), then \(a_{2n+1,0} = 0\) and \(a_{2n,0} = \frac{1}{n+1} \binom{2n}{n}\) is the \(n\)-th ordinary Catalan number. In this paper when we refer to Catalan numbers or Catalan matrices we always mean the generalized ones. Catalan matrices are closely related with orthogonal polynomials, lattice paths and Riordan groups, see [11 11 17] for more information.

Let \(S_n\) be the set of permutations of length \(n\). A permutation \(\pi \in S_n\) can be seen as an \(n \times n\) permutation matrix, which is a 0,1-matrix with exactly one 1 in each column and each row. Define a partial permutation of order \(n\) to be an \(n \times n\) \((0,1)\)-matrix with at most one 1 in each column and each row. Let \(P_{n,k}\) be the set of partial permutations of order (length) \(n\) with \(k\) zero rows (hence \(k\) zero columns), and \(P_n = \bigcup_k P_{n,k}\). It is easy to see that

\[
|P_{n,k}| = \binom{n}{k}^2 (n-k)!
\]

By definition \(P_{n,0}\) is exactly the set of the ordinary permutation matrices. Our study is motivated by the observation that if we take \((s_{\ell}, t_{\ell}) = (2\ell + 1, \ell^2)\) as the seeds, then in the associated Catalan matrix we have \(a_{n,k} = |P_{n,k}|\) and \(a_{n,0} = n!\).
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The notion of partial permutations is a natural extension of ordinary permutations. They have been studied in various settings such as percolation model on \( \mathbb{Z}^2 \) [5], Erdős-Ko-Rado theorem [14], cross-intersecting families [3], and braid monoid [10]. Note that there is a different (nonequivalent) combinatorial structure bear the same name [5, 13] and is also widely studied. Readers should not confuse between these two.

1.2. Theme of this paper. The central theme of this paper is that most of the classic statistics over ordinary permutations can be also defined on partial permutations and it is delightful to us that all the information is encoded in the seeds.

We take Corollary 3.3 as an introductory example. Let

\[
[n] := 1 + q + q^2 + \cdots + q^{n-1}, \quad [n]! = [1][2] \cdots [n], \quad \binom{n}{k} := \frac{[n]!}{[k]![n-k]!}
\]

be the \( q \)-analog of the number \( n \), the factorial \( n! \) and the binomial coefficient \( \binom{n}{k} \) respectively. There we will prove that if we set the seeds to be

\[
(s_\ell, t_\ell) = (2\ell^2q^{2\ell}, \ell^2 q^{2\ell-1}),
\]

then \( a_{n,k} \) is exactly the generating function of \( \mathcal{P}_{n,k} \) with respect to the inversion statistic \( \text{inv} \) (to be defined later). Note that in [8] another ‘inversion’ statistic is defined but it is different from ours. Moreover, we can have the explicit form

\[
a_{n,k} = \sum_{\pi \in \mathcal{P}_{n,k}} q^{\text{inv}(\pi)} = \binom{n}{k}^2 [n-k]!.
\]

When \( k = 0 \) we recover the inversion enumerator of ordinary permutations.

The rest of the paper is organized as follows. Notations and the definitions of statistics will be put in Section 2. In Section 3 we discuss the joint distribution of inversion, weak excedance and right-to-left minimum. In Section 4 we discuss the relation among descent, weak-excedance and excedance. In Section 5 we introduce the concept of extended Catalan matrix which help us to generalize some ordinary integer-valued statistics to set-valued statistics and investigate the joint distribution of set-valued fixed point, cycle and right-to-left-minimum over partial permutations. In Sections 6 and 7 we discuss two interesting permutation families whose statistics can also be encoded in the seeds, namely the connected partial permutations and cycle-up-down partial permutations.

2. Statistics over partial permutations

2.1. Partial permutations. A permutation in \( \mathfrak{S}_n \) is isomorphic to an \( n \times n \) \((0,1)\)-matrix with exactly 1 in each column and each row. A partial permutation \( \pi \) of order (or length) \( n \) is defined to be an \( n \times n \) \((0,1)\)-matrix with at most one 1 in each column and each row and we call this matrix the matrix notation of \( \pi \) and let \( \pi_{i,j} \) be its \((i,j)\)-entry. Let \( \mathcal{P}_n \) be the set of partial permutations of order \( n \) and \( \mathcal{P}_{n,k} \) be the set of partial permutations of order \( n \) with \( k \) zero rows (hence \( k \) zero columns). For example,

\[
\pi = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
is a partial permutation in $\mathfrak{P}_{9,2}$.

The two-line notation of a partial permutation $\pi \in \mathfrak{P}_n$ is a $2 \times n$ array, in which the entries of the first row are $1, 2, \ldots, n$ and the $i$-th entry of the second row is $j$ if the $(i, j)$-entry in its matrix notation is $1$, or $X$ if the $i$-th row is a zero row. By omitting the first row we obtain the one-line notation $\pi = \pi_1 \pi_2 \ldots \pi_n$. For the above $\pi$ its two-line notation and one-line notation are respectively

$$
\pi = \begin{pmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
6 & 1 & X & 4 & 9 & 2 & 3 & X & 5
\end{pmatrix}
$$

and

$$
\pi = 61X4923X5.
$$

Regard the two line notation as a mapping sending $i$ to $\pi_i$ for $1 \leq i \leq n$. Choose an $i$ and successively trace the images and pre-images we obtain either a cycle starting from and back to $i$, which we call a full cycle, or a sequence stops at $X$, which we call a partial cycle if we write this sequence as a cycle. In this way $\pi$ is decomposed into a collection of full and partial cycles, which is called the cycle notation of $\pi$. For example, the above $\pi$ has the cycle notation

$$
\pi = (216)(73X)(4)(8X)(59).
$$

Here $(216), (4), (59)$ are full cycles and $(73X), (8X)$ are partial cycles. Clearly for any $\pi \in \mathfrak{P}_{n,k}$ there are $k$ partial cycles.

2.2. Statistics of a partial permutation. We extend the definitions of classic statistics of a permutation to a partial permutation. Let $\pi = \pi_1 \pi_2 \ldots \pi_n$ be a partial permutation.

- **fix.** The fixed point statistic is defined by

  $$
  \text{fix}(\pi) := \text{the number of } i \text{ such that } \pi_i = i.
  $$

- **cyc.** The cycle statistic of $\pi$ is defined by

  $$
  \text{cyc}(\pi) := \text{number of full cycles}.
  $$

  We will also see $\text{cyc}_{\geq 2}(\pi)$ later, which is the number of full cycles of length greater than or equal to 2. Note that for an ordinary permutation all cycles are full.

- **inv.** For an ordinary permutation $\pi$, the definition of the inversion statistic is

  $$
  \text{inv}(\pi) := |\{(i, j) : i < j \text{ and } \pi_i > \pi_j\}|.
  $$

  We need the following equivalent fact. If we write the ordinary permutation $\pi$ in the matrix notation and delete all entries to the right and below of each 1 then $\text{inv}(\pi)$ is the remaining number of 0. For a partial partition $\pi$ we do similarly: for each 1 we delete all entries to its right and below and define

  $$
  \text{inv}(\pi) := \text{number of remaining 0 which has a 1 either in its row or column (or both)}.
  $$

- **exc and wex.** Write $\pi$ in the matrix notation. We say $i$ is an excedance if $\pi_{ij} = 1$ and $i < j$, and a weak excedance if $\pi_{ij} = 1$ and $i \leq j$. Then we define the excedance and weak excedance statistics by

  $$
  \text{exc}(\pi) := \text{number of excedances},
  $$

  $$
  \text{wex}(\pi) := \text{number of weak excedances}.
  $$

  These definitions clearly inherit those from an ordinary permutation.

- **rlmin.** A number $\pi_i = j$ is a right-to-left minimum in an ordinary permutation if in its one-line notation $1, 2, \ldots, j - 1$ are all to the left of $j$. This fact can be restated in terms of the matrix notation and we use this to define a right-to-left minimum of a partial permutation: $\pi_{i,j} = 1$ contributes 1 to right-to-left minimum if $j = 1$, or for every column $1 \leq k < j$ there is a 1 to the upper left of $\pi_{i,j}$. The right-to-left minimum statistics is defined by

  $$
  \text{rlmin}(\pi) := \text{number of right-to-left minimums}.
  $$
• des. Recall that for a word $c = c_1 \ldots c_n$ its descent statistic is

$$\text{des}(c) := |\{i : c_i > c_{i+1}\}|.$$ 

For $\pi \in \mathcal{P}_{n,k}$, let $j_1 < j_2 < \cdots < j_k$ be the numbers in $[n]$ not appearing in the one-line notation of $\pi$ and $\pi$ will be of the form $\pi = \pi_{(1)}X\pi_{(2)}X\ldots X\pi_{(k+1)}$, where each $\pi_{(i)}$ is a (possibly empty) word. We define the descent statistic of $\pi$ to be

$$\text{des}(\pi) := \text{des}(\pi_{(1)}j_1) + \text{des}(\pi_{(2)}j_2) + \cdots + \text{des}(\pi_{(k)}j_k) + \text{des}(\pi_{(k+1)}),$$

where each $\text{des}(\pi_{(i)}j_i)$ is the descent statistic of the word $\pi_{(i)}j_i$.

For our running example $\pi = 61X4923X5$ we have $\text{fix}(\pi) = 1$, $\text{cyc}(\pi) = 3$, $\text{inv}(\pi) = 18$, $\text{exc}(\pi) = 2$, $\text{exced}(\pi) = 3$, $\text{rlmin}(\pi) = 4$ and

$$\text{des}(\pi) = \text{des}(617) + \text{des}(49238) + \text{des}(5) = 1 + 1 + 0 = 2.$$ 

Note that we do not define the major index $\text{maj}$, which will be discussed in the last section. We use the notation $\text{stat}_1 \sim \text{stat}_2$ to mean two statistics are equidistributed and use $\text{stat}_1, \text{stat}_2$ to denote their joint distribution. For example, it is well known that over $\mathfrak{S}_n$ we have $\text{inv} \sim \text{maj}, \text{cyc} \sim \text{rlmin}$ and $\text{des} \sim \text{exc} \sim (\text{exced} - 1)$. Also we have the symmetric joint distribution $(\text{cyc}, \text{rlmin}) \sim (\text{rlmin}, \text{cyc})$ over $\mathfrak{S}_n$. Readers are referred to [2] for more information. A statistic is Mahonian if it is equidistributed with inv, is Stirling if equidistributed with rlmin, and is Eulerian if equidistributed with des.

3. INVERSION, WEAK EXCEDANCE AND RIGHT-TO-LEFT MINIMUM

Our first result reveals that in partial permutations $\text{rlmin}, \text{inv}$ and $\text{exced}$ can be jointly encoded in the seed sequences. Define

$$[n]_{w,q} := w + q + \cdots + q^{n-1} = [n] - 1 + w$$

by replacing the constant term of $[n]$ by $w$. Note that $[1]_{w,q} = w$ and $[0]_{w,q} = 0$ by definition.

**Theorem 3.1.** Let the seed sequences be $s_0 = wp$ and

$$(s_\ell, t_\ell) = \left( ([\ell]_{w,q} + p[\ell + 1]q)^\ell, p[\ell]_{w,q}q^{\ell - 1} \right)$$

for $\ell \geq 1$. Then $a_{n,k}$ of the Catalan matrix is the generating function of $\mathcal{P}_{n,k}$ with respect to $\text{rlmin}, \text{inv}$ and $\text{exced}$. Namely,

$$a_{n,k} = \sum_{\pi \in \mathcal{P}_{n,k}} w^{\text{rlmin}(\pi)} p^{\text{inv}(\pi)} q^{\text{exced}(\pi)}.$$ 

**Proof.** Let

$$b_{n,k} := \sum_{\pi \in \mathcal{P}_{n,k}} w^{\text{rlmin}(\pi)} p^{\text{inv}(\pi)} q^{\text{exced}(\pi)}$$

and we will prove $b_{n,k}$ satisfies the same recurrence as $a_{n,k}$ does. Note that $b_{0,0} = 1 = a_{0,0}$. The idea of the proof is to partition $\mathcal{P}_{n,k} = \cup_{r=1}^4 \mathcal{P}_{n,k}^{(r)}$ into a disjoint union of four sets. Given $\pi \in \mathcal{P}_{n,k}$ we say $\pi$ belongs to

1. $\mathcal{P}_{n,k}^{(1)}$, if entries in the last row and column are all zeros;
2. $\mathcal{P}_{n,k}^{(2)}$, if $\pi_{nn} = 1$;
3. $\mathcal{P}_{n,k}^{(3)}$, if $\pi_{nn} = 0$, and either entries of the last row or the last column are all zeros;
4. $\mathcal{P}_{n,k}^{(4)}$, if $\pi_{nn} = 0$, and neither the last row nor the last column are all zeros.
We shall compute
\[ b_{n,k}^{(i)} := \sum_{\pi \in \mathfrak{I}^{(i)}_{n,k}} u^{\text{rlmin}(\pi)} p^{\text{wex}(\pi)} q^{\text{inv}(\pi)} \]
for \( i = 1, 2, 3, 4 \), and prove that
\[ b_{n,k}^{(1)} = b_{n-1,k-1}, \quad \text{for } k \geq 0, \]
\[ b_{n,k}^{(2)} = \begin{cases} wpb_{n-1,0}, & \text{for } k = 0 \\ pq^2 b_{n-1,k}, & \text{for } k \geq 1 \end{cases}, \]
\[ b_{n,k}^{(3)} = (\lceil k \rceil w, q + p\lceil k \rceil q)b_{n-1,k}, \quad \text{for } k \geq 0, \]
\[ b_{n,k}^{(4)} = (p[k+1] w, q[k+1] q^{2k+1}) b_{n-1,k+1}, \quad \text{for } k \geq 0. \]

We discuss each set one by one:

1. If \( \pi \in \mathfrak{I}^{(1)}_{n,k} \), delete its last column and row we get a \( \pi' \in \mathfrak{I}^{(1)}_{n-1,k-1} \). On the other hand, given \( \pi' \in \mathfrak{I}^{(1)}_{n-1,k-1} \) there exists exactly one \( \pi \in \mathfrak{I}^{(1)}_{n,k} \) by attaching a zero column and a zero row. It is easy to see that \( \text{rlmin}(\pi) = \text{rlmin}(\pi') \), \( \text{wex}(\pi) = \text{wex}(\pi') \) and \( \text{inv}(\pi) = \text{inv}(\pi') \) and hence
\[ b_{n,k}^{(1)} = \sum_{\pi \in \mathfrak{I}^{(1)}_{n,k}} u^{\text{rlmin}(\pi)} p^{\text{wex}(\pi)} q^{\text{inv}(\pi)} = \sum_{\pi' \in \mathfrak{I}^{(1)}_{n-1,k-1}} u^{\text{rlmin}(\pi')} p^{\text{wex}(\pi')} q^{\text{inv}(\pi')} = b_{n-1,k-1}. \]

2. If \( \pi \in \mathfrak{I}^{(2)}_{n,k} \), delete its last column and row we get a \( \pi' \in \mathfrak{I}^{(2)}_{n-1,k} \). On the other hand, given \( \pi' \in \mathfrak{I}^{(2)}_{n-1,k} \) there is exactly one corresponding \( \pi \in \mathfrak{I}^{(2)}_{n,k} \). It is clear that \( \text{wex}(\pi) = \text{wex}(\pi') + 1 \) and by definition \( \text{inv}(\pi) = \text{inv}(\pi') + 2k \). Now if \( k = 0 \), then \( n \) is a right-to-left minimum and we have \( \text{rlmin}(\pi) = \text{rlmin}(\pi') + 1 \). If \( k \geq 1 \), then \( \text{rlmin}(\pi) = \text{rlmin}(\pi') \).

Hence
\[ \sum_{\pi \in \mathfrak{I}^{(2)}_{n,k}} u^{\text{rlmin}(\pi)} p^{\text{wex}(\pi)} q^{\text{inv}(\pi)} = \begin{cases} wpb_{n-1,0} & \text{if } k = 0, \\ pq^{2k} b_{n-1,k} & \text{if } k \geq 1. \end{cases} \]

3. If \( \pi \in \mathfrak{I}^{(3)}_{n,k} \), delete its last column and row we get a \( \pi' \in \mathfrak{I}^{(3)}_{n-1,k} \). On the other hand, given \( \pi' \in \mathfrak{I}^{(3)}_{n-1,k} \) there are \( 2k \) choices to put a 1 into the last column or row and result in a \( \pi \in \mathfrak{I}^{(3)}_{n,k} \). Let these possible positions be \( (n,j_1),(n,j_2),\ldots,(n,j_k) \), where \( j_1 < j_2 < \cdots < j_k < n \) and \( (i_1,n),(i_2,n),\ldots,(i_k,n) \), where \( i_1 < i_2 < \cdots < i_k < n \).

First let us see if \( \pi_{n,j_\ell} = 1 \) for some \( 1 \leq \ell \leq k \). By the definition of the inversion, from \( \pi' \) to \( \pi \) there will be \( k \) extra inversions in the \( j_\ell \)-th column and \( k \ell - 1 \) extra inversions in the last row. So
\[ \text{inv}(\pi) = \text{inv}(\pi') + k + \ell - 1. \]

As \( j_\ell \) is a right to left minimum if and only if \( \ell = 1 \), we have \( \text{rlmin}(\pi) = \text{rlmin}(\pi') + 1 \) if \( \ell = 1 \), and \( \text{rlmin}(\pi) = \text{rlmin}(\pi') \) if \( \ell > 1 \). There is no extra weak exceedance and \( \text{wex}(\pi) = \text{wex}(\pi') \). Adding these up we know that in this case from \( \pi' \) to \( \pi \) we should multiply a factor
\[ wq^k + q^{k+1} + q^{k+2} + \cdots + q^{2k-1} = [k]_w q^k. \]
Therefore, from (1)-(4) we have
\[ \text{if } \pi \in \mathcal{P}^{(4)}_{n,k} \quad \text{then} \quad b_{n,k}^{(4)} = \sum_{\pi \in \mathcal{P}^{(4)}_{n,k}} w^{\text{rmin}(\pi)} q^{\text{we}(\pi)} \]

Hence
\[ b_{n,k}^{(4)} = \left( \left( \left( \left( [k]_{\text{w},q} + p[k]_{\text{q}} \right) q^{k} \right) b_{n-1,k} \right) \right). \]

Also \( b_{n,0}^{(4)} = 0 \) by definition.

(4) If \( \pi \in \mathcal{P}^{(4)}_{n,k} \), delete its last column and row we get a partial permutation in \( \mathcal{P}_{n-1,k+1} \). On the other hand, given \( \pi' \in \mathcal{P}^{(4)}_{n-1,k+1} \) there are \( 2k + 2 \) positions to put 1 into the last column or row and result in a \( \pi \in \mathcal{P}^{(4)}_{n,k} \), say \( (n, j_1), (n, j_2), \ldots, (n, j_{k+1}) \) with \( j_1 < j_2 < \cdots < j_{k+1} < n \) and \( (i_1, n), (i_2, n), \ldots, (i_{k+1}, n) \) with \( i_1 < i_2 < \cdots < i_{k+1} < n \).

Let \( \pi_{n,j_1} = 1 \) for some \( 1 \leq \ell \leq k + 1 \) and \( \pi_{i_{k+1},n} = 1 \) for some \( 1 \leq \ell' \leq k + 1 \). Similar to the discussion above, we have \( \text{inv}(\pi) = \text{inv}(\pi') + 2k + 1 + (\ell - 1) + (\ell' - 1) \); \( \text{rmin}(\pi) = \text{rmin}(\pi') + 1 \) if \( \ell = 1 \) and \( \text{rmin}(\pi) = \text{rmin}(\pi') + 1 \) if \( \ell > 1 \). Also \( \text{we}(\pi) = \text{we}(\pi') + 1 \).

Hence
\[ b_{n,k}^{(4)} = \sum_{\pi \in \mathcal{P}^{(4)}_{n,k}} w^{\text{rmin}(\pi)} q^{\text{we}(\pi)} \]
\[ = [k + 1]_{\text{w},q} [k + 1]_{\text{q}} q^{2k+1} b_{n-1,k+1}. \]

Therefore, from (1)-(4) we have
\[ b_{n,0} = b_{n,0}^{(1)} + b_{n,0}^{(2)} + b_{n,0}^{(3)} + b_{n,0}^{(4)} \]
\[ = 0 + w p b_{n-1,0} + 0 + p [1]_{\text{w},q} [1]_{\text{q}} q b_{n-1,1} \]
\[ = s_q b_{n-1,0} + t_1 b_{n,1}, \]

and if \( k \geq 1 \) we have
\[ b_{n,k} = b_{n,k}^{(1)} + b_{n,k}^{(2)} + b_{n,k}^{(3)} + b_{n,k}^{(4)} \]
\[ = b_{n-1,k-1} + pq^{2k} b_{n-1,k} + ([k]_{\text{w},q} + p[k]_{\text{q}}) q^{k} b_{n-1,k} + \left( p [k + 1]_{\text{w},q} [k + 1]_{\text{q}} q^{2k+1} \right) b_{n-1,k+1} \]
\[ = b_{n-1,k-1} + ([k]_{\text{w},q} + p[k + 1]_{\text{q}}) q^{k} b_{n-1,k} + \left( p [k + 1]_{\text{w},q} [k + 1]_{\text{q}} q^{2k+1} \right) b_{n-1,k+1} \]
\[ = b_{n-1,k-1} + s_k b_{n-1,k} + t_{k+1} b_{n,k+1}. \]

which is exactly the same recurrence relation satisfied by \( a_{n,k} \) and the proof is completed. \( \square \)

Table 1 presents some initial values. By putting \( q = 1, w = 1 \) or \( p = 1 \) we may obtain several specializations. Among them the bivariate generating function with respect to \( \text{rmin} \) and \( \text{inv} \) has a nice closed form.

**Theorem 3.2.** Let \( n, k \) be nonnegative integers. Then
\[ \sum_{\pi \in \mathcal{P}_{n,k}} w^{\text{rmin}(\pi)} q^{\text{we}(\pi)} = \binom{n}{k} [n]_{\text{w},q} [n - 1]_{\text{w},q} \cdots [k + 1]_{\text{w},q}. \]
Proof. For $\pi \in \Psi_{n,k}$ in its matrix notation, let

$$S = \{i : \text{the } i\text{-th row of } \pi \text{ is nonzero}\} = \{i_1, i_2, \ldots, i_{n-k}\}$$

with $i_1 < i_2 < \cdots < i_{n-k}$ being the row indices of its 1’s and let $T = [j_1, j_2, \ldots, j_{n-k}]$ be the $(n-k)$-permutation of $\{1, 2, \ldots, n\}$ in the one-line notation such that $(i_1, j_1), (i_2, j_2), \ldots, (i_{n-k}, j_{n-k})$ are the positions of 1’s. Conversely, given a pair $(S, T)$ for an $(n-k)$-subset $S$ and an $(n-k)$-permutation $T$ of $\{1, 2, \ldots, n\}$, we can determine $\pi$ uniquely.

For this $\pi$, let us first count the inversions on those rows whose indices are not in $S$. Clearly these inversions are possible only at the $j_1$-th columns and there are $i_\ell - k$ such inversions at the $j_\ell$-th column for $1 \leq \ell \leq n - k$. Therefore, the number of such inversions equals the inversion $\text{inv}(c_S)$ of the binary word $c_S = c_1c_2 \ldots c_n$, where $c_\ell = 0$ if $\ell \in S$ and $c_\ell = 1$ otherwise. Note that $c_S$ only depends on the choice of $S$.

Note that for any inversion of $\pi$ not enumerated yet, there is a 1 to its right. Now we fix an $(n-k)$-subset $S$. We put a 1 from top to bottom for each row indexed by $S$ and compute the inversions to its left and the right-to-left minimums it may produce. It is clear that for $1 \leq \ell \leq n - k$, there are $n + 1 - \ell$ choices of positions to put a 1 in the $i_{\ell}$-th row. Among these positions, only if we choose the leftmost feasible position will it contributes 1 to $\text{rlmin}(\pi)$. Also, if we choose the $r$-th feasible position from left to right, it contributes $r - 1$ to $\text{inv}(\pi)$. Hence we arrive at the generating function

$$\prod_{\ell=1}^{n-k} (w + q + q^2 + \cdots + q^{n-\ell}).$$

Note that it only depends on the size of $S$. Therefore, we have

$$\sum_{\pi \in \Psi_{n,k}} w^{\text{rlmin}(\pi)} q^{\text{inv}(\pi)} = \sum_{S \subseteq [n], |S| = n-k} \left( q^{\text{inv}(c_S)} \prod_{\ell=1}^{n-k} (w + q + q^2 + \cdots + q^{n-\ell}) \right)$$

$$= \sum_{S \subseteq [n], |S| = n-k} q^{\text{inv}(c_S)} \left( \prod_{\ell=1}^{n-k} (w + q + q^2 + \cdots + q^{n-\ell}) \right)$$

$$= \left[\binom{n}{k}\right] [n]_{w,q}[n-1]_{w,q} \cdots [k+1]_{w,q}$$

and the theorem is proved. ∎

By letting $w = 1$ and $q = 1$ respectively we obtain the following corollaries, generalizing the classic results in $\mathfrak{S}_n$.

**Corollary 3.3.** Let $n, k$ be nonnegative integers, Then

$$\sum_{\pi \in \Psi_{n,k}} q^{\text{inv}(\pi)} = \left[\binom{n}{k}\right] [n]_{w,q}[n-1]_{w,q} \cdots [k+1]_{w,q}$$

| $n \backslash k$ | 0 | 1 | 2 | 3 |
|-----------------|---|---|---|---|
| 1               | $pw$ | $pw^2 + pqw$ | $pq^2 + pq + pw + qw$ | 1 |
| 2               | $p^2w^2 + pqw$ | $pq^2 + pq + pw + qw$ | 1 |
| 3               | $p^3w^3 + p^2q^3w + p^2q^2w$ | $p^2q^4 + pq^3 + pq^2w + 2pq^2q^3 + p^2q^2w$ | $pq^3 + pq^2 + 2pq^2$ |

| | $pq^2 + 3pq^3w + p^2q^2q^3 + p^2q^2w$ | $+p^2q^2w + pqw^2 + q^2w^3 + pqw$ | $+pw + qw$ |

**Table 1.** Partial permutations with $\text{rlmin}, \text{wex}, \text{inv}$. 


Corollary 3.4. Let \( n, k \) be nonnegative integers, then
\[
\sum_{\pi \in \mathcal{P}_{n,k}} w^{r_{\text{min}}(\pi)} = \binom{n}{k} (w + k)(w + k + 1) \cdots (w + n - 1).
\]

An implication of the Corollary 3.3 (respectively Corollary 3.4) is that other Mahonian (respectively Stirling) statistics over \( \mathcal{P}_{n,k} \) should share the same generating function with respect to \( \text{inv} \) (respectively \( r_{\text{min}} \)). For Eulerian statistics, a possible checkpoint is the equidistribution with \( \text{wex} \). One can observe several interesting patterns in Table 2.

| \( n \) \( \backslash \) \( k \) | 0   | 1   | 2   | 3   | 4   |
|---|---|---|---|---|---|
| 0 | 1 |   |   |   |    |
| 1 |   |   |   |   | 1  |
| 2 |   |   | 1 | 1 |    |
| 3 | 1 | 7 | 6 | 1  |    |
| 4 | 1 | 25| 10| 1  |    |

Table 2. Generating functions of partial permutations by \( \text{wex} \).

4. Descent, Excedance and Weak Excedance

In this section we prove that the fundamental result \( \text{exc} \sim \text{des} \) over \( \mathcal{S}_n \) remains true for partial permutations, and \( \text{exc} \sim (\text{wex} - 1) \) is also true with a new point of view.

4.1. Excedance and Weak Excedance. We first prove that \( \text{exc} \) and \( \text{wex} \) are ‘equidistributed’ in the following sense.

**Theorem 4.1.** Let \( n, k \) be nonnegative integers. Then the number of partial permutations \( \pi \in \mathcal{P}_{n,k} \) with \( i \) excedances, \( 1 \leq i \leq n - k \), equals those partial permutations with \( n - k - i \) weak excedances. Namely, if we let
\[
f_n^{(k)}(q) = \sum_{\pi \in \mathcal{P}_{n,k}} q^{\text{exc}} \quad \text{and} \quad g_n^{(k)}(q) = \sum_{\pi \in \mathcal{P}_{n,k}} q^{\text{wex}},
\]
then for \( 1 \leq i \leq n - k \) we have
\[
[q^i]f_n^{(k)}(q) = [q^{n-k-i}]g_n^{(k)}(q).
\]

**Proof.** Let \( \phi \) be the bijection on \( \mathcal{P}_{n,k} \) such that \( \phi(\pi) \) is obtained by rotating the matrix form of \( \pi \) by 180°. It is easy that if \( \text{exc}(\pi) = i \) then \( \text{wex}(\phi(\pi)) = n - k - i \) and the result follows. □

From this theorem the number of ordinary permutations with \( r + 1 \) weak excedances equals those with \( n - r - 1 \) excedances, hence equals those with \( r \) excedances since \( \sum_{\pi \in \mathcal{S}_n} q^{\text{exc}} = \sum_{\pi \in \mathcal{S}_n} q^{\text{des}} \) and the latter is palindromic. This offers an interesting way to understand the classic result \( (\text{wex} - 1) \sim \text{exc} \).

4.2. Descent and Excedance. A key for a combinatorial proof of \( \text{des} \sim \text{exc} \) over \( \mathcal{S}_n \) is the fundamental bijection (20, p.23).

**Fundamental bijection** \( \phi : \mathcal{S}_n \rightarrow \mathcal{S}_n \). Given \( \pi = \pi_1 \pi_2 \cdots \pi_n \in \mathcal{S}_n \) we perform the following steps.

(i) Put a vertical bar to the right of each right-to-left minimum of \( \pi \). Hence \( \pi \) is cut into segments.

(ii) Regard each segment as a cycle, resulting in the cycle notation of a new permutation \( \phi(\pi) \).
For example, the bijection maps $\pi = 316425$ to $\phi(\pi) = (31)(642)(5) = 361254$ via

$$316425 \rightarrow 31|642|5 \rightarrow (31)(642)(5).$$

To perform the inverse, first we write a permutation in its cycle notation and arrange cycles in a way that in each cycle the smallest element is put at the last and these smallest elements are in increasing order among cycles. The desired permutation is obtained by dropping off all parentheses. Note that $\phi$ can be extended to a subsequence of a permutation since the above steps still make sense once we can locate the right-to-left minimums.

Now we generalize the fundamental bijection to partial permutations.

**Generalized fundamental bijection $\phi : P_{n,k} \to P_{n,k}$**. Given $\pi \in P_{n,k}$ in the one line notation and let $i_1 < i_2 < \cdots < i_k$ be the numbers not appearing in $\pi$. We perform the following steps.

(i) Write $\pi$ as

$$\pi = \pi_1X\pi_2X\cdots X\pi_{k+1},$$

where each $\pi_{(i)}$ is a (possibly empty) word.

(ii) Perform Fundamental bijection (only) on $\pi_{(k+1)}$ and result in $\pi_{(k+1)}$.

(iii) Define

$$\phi(\pi) := (\pi_{(1)}i_1X)(\pi_{(2)}i_2X)\cdots (\pi_{(k)}i_kX)\pi_{(k+1)},$$

where $\pi_{(k+1)}$ is in the cycle notation.

For instances, we have $\phi(1\cdot 245) = (13\cdot 2)(4)(5)$, $\phi(1\cdot 3\cdot 756) = (12\cdot 3)(4\cdot 75)(6)$, and $\phi(32\cdot X\cdot 186X) = (324\cdot 5\cdot X)(1867X)$.

The inverse mapping $\phi^{-1}$ can be done as follows. Given $\pi \in P_{n,k}$, we write its cycle notation in its standard form

$$\pi = c_1'c_2'\cdots c_k'c_1c_2\cdots c_{\text{cyc}(\pi)},$$

where $c_1', \ldots, c_k'$ are partial cycles in which the last numbers among them are increasing, and $c_1, \ldots, c_{\text{cyc}(\pi)}$ are full cycles with the convention that in each $c_i$ we put its smallest number to be the last one and we arrange $c_i$ in increasing order with respect to these last numbers. Then $\phi^{-1}(\pi)$ is obtained by deleting the last number for each $c_i'$ and erase all parentheses.

We can now prove the equidistribution of descents and excedances.

**Theorem 4.2.** Let $n, k$ be nonnegative integers. Then

$$\text{des} \sim \text{exc}$$

over $P_{n,k}$.

**Proof.** We will give a bijection $\varphi$ on $P_{n,k}$ such that $\text{exc}(\pi) = \text{des}(\varphi(\pi))$ for all $\pi \in P_{n,k}$. Given $\pi \in P_{n,k}$, we perform the following steps.

(i) Write $\pi$ in the cycle notation (the order of the cycles does not matter).

(ii) Reverse entries of each cycle but keeping $X$ unmoved.

(iii) Arrange these cycles into the standard form.

(iv) Perform $\phi^{-1}$ and result in $\varphi(\pi)$.

For example, take $\pi = 4X35XX2 = (3)(72X)(6X)(145X)$. Step 2 leads to $(3)(27X)(6X)(541X)$, and Step 3 leads to $(541X)(6X)(27X)(3)$. Therefore

$$\varphi(4X35XX2) = \phi^{-1}((541X)(6X)(27X)(3)) = 54XX2X3.$$  

Readers may try another example $\varphi(1376X42) = X173264$. It is direct to verify that $\text{exc}(\pi) = \text{des}(\varphi(\pi))$ and the proof is done.  
\[\square\]
5. Extended Catalan matrix and set-valued statistics

The notion of set-valued statistic over permutations is a natural generalization of the ordinary integer-valued statistic and have attracted much attention recently, see [11, 12, 15, 16, 18] for examples. In this section, we shall introduce the notion of extended Catalan matrix, generated from two 2-dimensional seed sequences, to help us deal with set-valued statistics over partial permutations.

Given two 2-dimensional sequences \( s = (s_{i,j})_{0 \leq i \leq j} \) and \( t = (t_{i,j})_{1 \leq i \leq j} \), we define an infinite lower triangular matrix \( A^{s,t} = (a_{n,k})_{n,k \geq 0} \) in a similar way from the recurrence

\[
\begin{align*}
    a_{0,0} &= 1, a_{0,k} = 0 \quad (k > 0), \\
    a_{n,k} &= a_{n-1,k-1} + s_k^{(n)} a_{n-1,k} + t_k^{(n)} a_{n-1,k+1} \quad (n \geq 1),
\end{align*}
\]

where \( a_{n,-1} \) is set to be zero. The matrix \( A^{s,t} \) is called the extended Catalan matrix associated to the extended seed sequences (or extended seeds for short) \( s \) and \( t \). We will encode some set-valued statistics over partial permutations in the extended seeds.

Given \( \pi \in \Psi_{n,k} \) in the matrix notation. We define the following set-valued statistics:

- \( \text{Fix}(\pi) := \{ i : \pi_{ii} = 1 \} \), the set of fixed points.
- \( \text{Sfix}(\pi) \). We call \( i \) a strong fixed point of \( \pi \) if \( \pi_{ii} = 1 \) and the principal submatrix of \( \pi \) formed by the first \( i \) rows and columns is a permutation matrix. Let \( \text{Sfix}(\pi) := \{ i : i \text{ is a strong fixed point} \} \) be the set of strong fixed points and \( \text{sfix}(\pi) := |\text{Sfix}(\pi)| \).
- \( \text{Cyc}(\pi) := \{ i : i \text{ is the largest number in a full cycle} \} \).
- \( \text{Cyc}_{\geq 2}(\pi) := \text{Cyc}(\pi) \setminus \text{Fix}(\pi) \).
- \( \text{Scyc}(\pi) \). Let \( C \) be a full cycle of \( \pi \) and \( i \) is the largest number in \( C \). If the principal submatrix of \( \pi \) formed by the first \( i \) rows and columns is a permutation matrix, then \( C \) is called a strong cycle. Define \( \text{Scyc}(\pi) := \{ i : i \text{ is the largest number in a strong cycle} \} \) and \( \text{scyc}(\pi) := |\text{Scyc}(\pi)| \).
- \( \text{Excl}(\pi) := \{ j : \pi_{ij} = 1 \text{ and } i < j \} \).
- \( \text{Rlmip}(\pi) := \{ i : \pi_{ij} = 1 \text{ and } j \text{ is a right-to-left minimum of } \pi \} \).

Note that for \( \pi \in \Psi_{n,0} \), \( \text{Scyc}(\pi) \setminus \{ n \} = \text{Sfix}(\pi) \cup \text{Scyc}_{\geq 2}(\pi) \setminus \{ n \} \) is the connectivity set of permutation \( \pi \) introduced by Stanley [19]. Therefore we define the connectivity set of \( \pi \in \Psi_{n,k} \) to be \( \text{Scyc}(\pi) \setminus \{ n \} \). Also we define

\[
x^S := \prod_{i \in S} x_i
\]

for a set of integers \( S \).

We give an example to demonstrate the interests of set-valued statistics. By letting \( p = q = 1 \) in Theorem 3.1 we know that by taking seed sequences \( s_0 = w \) and \( (s_\ell, t_\ell) = (2\ell + w, \ell(\ell - 1 + w)) \) for \( \ell \geq 1 \), we have

\[
a_{n,k} = \sum_{\pi \in \Psi_{n,k}} \omega_{\text{dmin}(\pi)}.
\]

The corresponding set-valued analogue is the following.

**Theorem 5.1.** Let the seed sequences be \( s_0^{(i)} = w_i \) and

\[
(s_\ell^{(i)}, t_\ell^{(i)}) = (2\ell + w_i, \ell(\ell - 1 + w_i))
\]
for \( \ell \geq 1 \). Then \( a_{n,k} \) of the extended Catalan matrix is the generating function of \( \mathfrak{P}_{n,k} \) with respect to \( \mathbb{R}_{\text{lmip}} \). Namely,

\[
a_{n,k} = \sum_{\pi \in \mathfrak{P}_{n,k}} w^{\mathbb{R}_{\text{lmip}}(\pi)}.
\]

In fact, the main result of this section is to prove the following generalization.

**Theorem 5.2.** Let the seed sequences be \( s^{(i)}_{\ell} = a_{i}w_{i}u_{i} \), \( t^{(i)}_{\ell} = b_{i}w_{i}p_{i}v_{i} \) and

\[
s^{(i)}_{\ell} = \ell - 1 + a_{i} + w_{i} + \ell p_{i} \quad \text{for } \ell \geq 1,
\]

\[
t^{(i)}_{\ell} = (\ell - 1 + b_{i})(\ell - 1 + w_{i})p_{i} \quad \text{for } \ell \geq 2.
\]

Then \( a_{n,k} \) of the extended Catalan matrix is the generating function of \( \mathfrak{P}_{n,k} \) with respect to \( \mathbb{F}_{\text{ix}}, \mathbb{C}_{\geq 2}, \mathbb{R}_{\text{lmip}}, \mathbb{E}_{\text{xcl}}, \mathbb{S}_{\text{fix}} \) and \( \mathbb{S}_{\text{cy}c} \). Namely,

\[
a_{n,k} = \sum_{\pi \in \mathfrak{P}_{n,k}} a^{\mathbb{F}_{\text{ix}}(\pi)} b^{\mathbb{C}_{\geq 2}(\pi)} w^{\mathbb{R}_{\text{lmip}}(\pi)} p^{\mathbb{E}_{\text{xcl}}(\pi)} u^{\mathbb{S}_{\text{fix}}(\pi)} v^{\mathbb{S}_{\text{cy}c}(\pi)}.
\]

**Proof.** The idea of the proof is similar to that of Theorem 3.1. Let

\[
b_{n,k} = \sum_{\pi \in \mathfrak{P}_{n,k}} a^{\mathbb{F}_{\text{ix}}(\pi)} b^{\mathbb{C}_{\geq 2}(\pi)} w^{\mathbb{R}_{\text{lmip}}(\pi)} p^{\mathbb{E}_{\text{xcl}}(\pi)} u^{\mathbb{S}_{\text{fix}}(\pi)} v^{\mathbb{S}_{\text{cy}c}(\pi)}.
\]

We will show that it satisfies the same recurrence as \( a_{n,k} \) does. By definition \( b_{0,0} = 1 = a_{0,0} \). We partition \( \mathfrak{P}_{n,k} \) into four disjoint sets \( \mathfrak{P}_{n,k} = \cup_{r=1}^{4} \mathfrak{P}_{n,k}^{(r)} \) and define

\[
b_{n,k}^{(r)} = \sum_{\pi \in \mathfrak{P}_{n,k}^{(r)}} a^{\mathbb{F}_{\text{ix}}(\pi)} b^{\mathbb{C}_{\geq 2}(\pi)} w^{\mathbb{R}_{\text{lmip}}(\pi)} p^{\mathbb{E}_{\text{xcl}}(\pi)} u^{\mathbb{S}_{\text{fix}}(\pi)} v^{\mathbb{S}_{\text{cy}c}(\pi)},
\]

\( 1 \leq r \leq 4 \), as in the proof of Theorem 3.1. It is easy to see that

\[
b_{n,k}^{(1)} = b_{n-1,k-1}
\]

and

\[
b_{n,k}^{(2)} = \begin{cases} a_{n} \cdot w_{n} \cdot u_{n} \cdot b_{n-1,0}, & \text{if } k = 0, \\ a_{n} \cdot b_{n-1,k}, & \text{if } k \geq 1. \end{cases}
\]

For \( \mathfrak{P}_{n,k}^{(3)} \) we proceed as follows. If \( k = 0 \), then \( \mathfrak{P}_{n,k}^{(3)} = \emptyset \) and \( b_{n,k}^{(3)} = 0 \). Suppose \( k \geq 1 \). Given \( \pi \in \mathfrak{P}_{n,k}^{(3)} \), by deleting its last column and row we obtain a \( \pi' \in \mathfrak{P}_{n-1,k} \). On the other hand, given \( \pi' \in \mathfrak{P}_{n-1,k} \), the \( 2k \) possible positions to put an \( 1 \) in the appended new last column or row to result in a \( \pi \in \mathfrak{P}_{n,k}^{(3)} \) can be described in terms of the cycle decomposition of \( \pi' \). Namely, let the \( k \) partial cycles of \( \pi' \) be

\((h_{1} \cdots h_{1}X), (h_{2} \cdots h_{2}X), \ldots, (h_{k} \cdots h_{k}X),\)

with \( h_{1} < h_{2} < \cdots < h_{k} \). Then it is clear that the positions of the appended \( 1 \) can be at

\((n, h_{1}), (n, h_{2}), \ldots, (n, h_{k}), (h_{1}', n), (h_{2}', n), \ldots, (h_{k}', n).\)

It is easy to see that \( n \in \mathbb{E}_{\text{xcl}}(\pi) \) if and only if the appended \( 1 \) is at \((h_{i}', n)\) for \( 1 \leq i \leq k \). Note that the number of the full cycles keeps the same no matter where this \( 1 \) is, and only when it is at \((n, h_{1})\) does it result in \( n \in \mathbb{R}_{\text{lmip}}(\pi) \). Hence we have

\[
b_{n,k}^{(3)} = \begin{cases} 0, & \text{if } k = 0, \\ (w_{n} + k - 1 + kp_{n})b_{n-1,k}, & \text{if } k \geq 1. \end{cases}
\]
If π ∈ Ψ^{(4)}_{n,k}, delete its last column and row we get a partial permutation π’ in Ψ_{n−1,k+1}. On the other hand, given π’ ∈ Ψ_{n−1,k+1}, there are 2k + 2 positions to put 1 into the appended new last column or row to form a π ∈ Ψ^{(4)}_{n,k}. Similar to the discussion of the above case, we let the
\[(h_1 \ldots h_i X), (h_2 \ldots h_j X), \ldots, (h_{k+1} \ldots h_{k+1} X)\]
be the partial cycles of π’ with \(h_1 < h_2 < \cdots < h_{k+1}\). We need to put 1’s in two positions \((n, h_i)\) and \((h_j', n)\) for some \(1 \leq i, j \leq k + 1\). For each choice we have \(n \in \text{Excl}(\pi)\). Note that if \(i = j\), then Cyc(π) = Cyc(π’) ∪ \{n\} and the new full cycle has length at least 2. Otherwise \(i \neq j\) and Cyc(π) = Cyc(π’). Moreover, only if the new 1 is at \((n, h_1)\) does it result in \(n \in \text{Rlmip}(\pi)\).

If \(k = 0\), clearly there is the only choice \(i = j = 1\) and \(n \in \text{Sfix}(\pi)\). Hence we have
\[b_{n,0} = a_n w_n u_n b_{n−1,0} + b_n w_n p_n v_n b_{n−1,1}\]
while for \(k \geq 1\) we have
\[b_{n,k} = b_{n−1,k−1} + (a_n + w_n + k − 1 + kp_n)b_{n−1,k} + (b_n + k)(w_n + k)p_n b_{n−1,k+1} + 1 \geq k ≥ 1\]
These share the same recurrences as \(a_{n,k}\) does and hence the result follows. □

Since a fixed point is a cycle of length 1, by letting \(a_n = b_n\) for each \(n\) we have the following enumerator for Cyc, Rlmip, Excl, Sfix and Scyc.

**Corollary 5.3.** Let the extended seeds be \(s^{(i)}_0 = a_i w_i u_i, t^{(i)}_1 = a_i w_i p_i v_i\) and \((s^{(i)}_\ell, t^{(i)}_{\ell+1}) = (\ell − 1 + a_i + w_i + \ell p_i, (a_i + \ell)(w_i + \ell)p_i)\) for \(\ell \geq 1\). Then
\[a_{n,k} = \sum_{\pi \in \Psi_{n,k}} a^{\text{Cyc}(\pi)} w^{\text{Rlmip}(\pi)} p^{\text{Excl}(\pi)} u^{\text{Sfix}(\pi)} v^{\text{Scyc}(\pi)}\]
in the extended Catalan matrix.

Note that the parameters \(a, w\) are symmetric. That is, if we exchange \(a_i\) and \(w_i\) for each \(i\), then the extended seeds keep unchanged. Hence we have the following result, generalizing the well-known result that over \(\mathcal{S}_n\) the cycles and the right-to-left minimums have the symmetric joint distribution.

**Theorem 5.4.** For any \(n, k \geq 0\), we have
\[(\text{Cyc}, \text{Rlmip}, \text{Excl}, \text{Sfix}, \text{Scyc}) \sim (\text{Rlmip}, \text{Cyc}, \text{Excl}, \text{Sfix}, \text{Scyc})\]
over \(\Psi_{n,k}\). In particular, Cyc and Rlmip are equidistributed and have symmetric joint distribution over \(\Psi_{n,k}\). That is,
\[(\text{Cyc}, \text{Rlmip}) \sim (\text{Rlmip}, \text{Cyc}).\]

Theorem 5.4 generalizes Foata and Han’s [12] result that \((\text{Cyc}, \text{Rlmip}) \sim (\text{Rlmip}, \text{Cyc})\) over \(\mathcal{S}_n\).

By letting \(a_i = a, b_i = b, w_i = w, p_i = p, u_i = u\) and \(v_i = v\) for all \(i\) in Theorem 5.2, we can also encode statistics cycle, right-to-left minimum, excedence, strong fixed point and non-singleton strong cycle in the seeds of a Catalan matrix.
Corollary 5.5. Let the seeds be $s_0 = auw$, $t_1 = bvwp$ and $(s_\ell, t_{\ell+1}) = (\ell - 1 + a + w + \ell p, (b + \ell)(w + \ell p))$ for $\ell \geq 1$. Then

$$a_{n,k} = \sum_{\pi \in \mathcal{P}_{n,k}} a^{\text{fix}(\pi)} b^{\text{cyc}_2(\pi)} p^{\text{rlmin}(\pi)} q^{\text{ex}(\pi)} r^{\text{sfix}(\pi)} u^{\text{scyc}(\pi)}$$

in the Catalan matrix.

For completeness’ sake we give a bijective proof of $\text{cyc} \sim \text{rlmin}$ over $\mathcal{P}_{n,k}$. To this end we define a new statistic $\text{star right-to-left minimum } \text{rlmin}^*$. Given $\pi \in \mathcal{P}_{n,k}$, let $\pi = \pi(1)X\pi(2)X \cdots X\pi(k+1)$ ($\pi(i)$ could be empty) be its one-line notation and define

$$\text{rlmin}^*(\pi) := \text{the number of right-to-left minimums of the word } \pi(k+1),$$

and $\text{rlmin}^*(\pi) = 0$ if $\pi(k) = \emptyset$.

Proof. We will show that $\text{rlmin} \sim \text{rlmin}^* \sim \text{cyc}$.

Two easy observations of $\text{rlmin}$ and $\text{rlmin}^*$ on the matrix notation of $\pi$ are useful. Both are immediate from definition.

1. The entry $\pi_{i,j} = 1$ contributes 1 to $\text{rlmin}(\pi)$ if and only if there is no zero column before the $j$-th column and all entries to the left or below position $(i,j)$ are zeros.
2. The entry $\pi_{i,j} = 1$ contributes 1 to $\text{rlmin}^*(\pi)$ if and only if there is no zero row after the $i$-th row, and all entries to the left or below position $(i,j)$ are zero.

We first prove $\text{rlmin} \sim \text{rlmin}^*$. This is done by reflecting $\pi$ of the matrix notation with respect to its antidiagonal. Let $\psi(\pi)$ be the reflection. Then by the observations above, The entry $(i,j) = 1$ contributes 1 to $\text{rlmin}^* \pi$ if and only if $(n+1-j, n+1-i) = 1$ contributes 1 to $\text{rlmin}^* \psi(\pi)$. Hence $\text{rlmin}(\pi) = \text{rlmin}^*(\psi(\pi))$ and $\text{rlmin} \sim \text{rlmin}^*$.

The fact $\text{rlmin}^* \sim \text{cyc}$ is easier. It is a direct consequence from the definition of the generalized fundamental bijection $\phi(\pi)$ as in $\phi$ we know that $\pi(i)$ does not contribute any cycle for $1 \leq i \leq k$ and all manipulations only involve $\pi(k+1)$. Hence the desired conclusion is proved. \qed

6. Connected partial permutations

Different seeds may result in matrices whose entries count interesting permutation families. In this and the next sections we present two nontrivial instances, namely the connected permutations and cycle-up-down permutations. We start with the connected partial permutations.

Recall that a permutation $\pi \in \mathcal{S}_n$ is connected if $n$ is the least number $i$ such that $\{\pi_1, \pi_2, \ldots, \pi_i\} = \{1, 2, \ldots, i\}$. Similarly, we say a partial permutation $\pi \in \mathcal{P}_{n,k}$ is connected if in its matrix notation there is no $1 \leq i < n$ such that the principal submatrix formed by the first $i$ rows and columns is a permutation of $\{1, 2, \ldots, i\}$. Let $\mathcal{C}_{n,k}$ be the set of connected partial permutations in $\mathcal{P}_{n,k}$ and

$$C_{n,k}(z) := \sum_{\pi \in \mathcal{C}_{n,k}} z_1^{\text{Stat}_1(\pi)} z_2^{\text{Stat}_2(\pi)} \cdots z_r^{\text{Stat}_r(\pi)},$$

be the generating function of $\mathcal{C}_{n,k}$ with respect to set-valued statistics $\text{Stat}_1, \text{Stat}_2, \ldots, \text{Stat}_r$ and integer-valued statistics $\text{stat}_1, \text{stat}_2, \ldots, \text{stat}_r$, respectively. Also let $\mathcal{C}_n := \mathcal{C}_{n,0}$ be the set of ordinary connected permutations. Our investigation is from the following observation, whose proof will be clear later. See Table 3 for initial values.
Now, it is easy to see that

**Proof.** It suffices to prove

\[ s \]

Let \( \lambda \) be the entry of the extended Catalan matrix \( A \). Theorem 6.2.

Let \( P \) be the submatrix obtained by deleting the last row and column. Recall that \( P \) with respect to set-valued statistics \( Stat \).\( n,k \geq 0 \), we have

\[
(1) a_{n,k} = |C_{n+1,k+1}|.
(2) a_{n,0} = |C_{n+2}|.
\]

The highlight in this section is the following, which says that under certain conditions results on connected partial permutations inherit those from partial permutations. Our arguments depend on the partition \( \Psi_{n,k} = \bigcup_{i=1}^{4} \Psi_{n,k}^{(i)} \) as before. For \( \pi \in \Psi_{n,k} \), we define \( \pi' \) to be the submatrix obtained by deleting the last row and column. Recall that \( \pi' \) belongs to \( \Psi_{n-1,k-1}, \Psi_{n-1,k}, \Psi_{n-1,k} \) or \( \Psi_{n-1,k-1} \) if \( \pi \) belongs to \( \Psi_{n,k}^{(1)}, \Psi_{n,k}^{(2)}, \Psi_{n,k}^{(3)} \) or \( \Psi_{n,k}^{(4)} \) respectively.

**Theorem 6.2.** Let

\[
a_{n,k} = \sum_{\pi \in \Psi_{n,k}} Z_{\text{Stat}}(\pi) := \sum_{\pi \in \Psi_{n,k}} Z_{1}^{\text{Stat}}(\pi) \cdot Z_{2}^{\text{Stat}}(\pi) \cdot \ldots \cdot Z_{r}^{\text{Stat}}(\pi)
\]

be the entry of the extended Catalan matrix \( A_{\text{ext}} \) from the extended seeds \( s = (s_{\ell}^{(1)}) \) and \( t = (t_{\ell}^{(i)}) \) with respect to set-valued statistics \( (\text{Stat}_{1}, \text{Stat}_{2}, \ldots, \text{Stat}_{r}) \). Suppose the following hold:

\[
(1) \text{ For any } \rho \in \Psi_{n-1,k-1}, \text{ we have } \sum_{\pi \in \Psi_{n,k}^{(1)}, \pi' = \rho} Z_{\text{Stat}}(\pi) = Z_{\text{Stat}}(\rho),
\]

\[
(2) \text{ For any } \rho \in \Psi_{n-1,k}, \text{ we have } \sum_{\pi \in \Psi_{n,k}^{(2)} \cup \Psi_{n,k}^{(3)}, \pi' = \rho} Z_{\text{Stat}}(\pi) = s_{k}^{n}(n) Z_{\text{Stat}}(\rho),
\]

\[
(3) \text{ For any } \rho \in \Psi_{n-1,k+1}, \text{ we have } \sum_{\pi \in \Psi_{n,k}^{(4)}, \pi' = \rho} Z_{\text{Stat}}(\pi) = t_{k+1}^{(n)} Z_{\text{Stat}}(\rho).
\]

Let \( s^{+} = (s_{\ell+1}^{(i+1)}) \) and \( t^{+} = (t_{\ell+1}^{(i+1)}) \) and \( A_{\text{ext}}^{s^{+},t^{+}} \) be the extended Catalan matrix generated by \( s^{+}, t^{+} \). Then

\[
\begin{bmatrix} A_{\text{ext}}^{s^{+},t^{+}} \end{bmatrix}_{n,k} = C_{n+1,k+1}(Z)
\]

and

\[
C_{n,0}(Z) = t_{1}^{(n)} C_{n-1,1}(Z).
\]

**Proof.** It suffices to prove \( C_{n+1,k+1}(Z) \) satisfies the recurrence. By definition \( C_{1,1}(Z) = a_{1,1} = 1 \). Now, it is easy to see that \( \pi \in \Psi_{n,1} \) is connected if and only if \( \pi' \notin \Psi_{n-1,0} \) and \( \pi' \) is not
Corollary 6.4. analogous to Theorem 3.1, Theorem 5.2 and Theorem 6.3 are also satisfied. Hence we immediately have following corollaries over $\mathcal{C}_{n,k}$. Let $\pi$ be an extended Catalan matrix.

Let the seed sequences be $s_0 = (w + p(1 + q))q$ and $t_0 = (\ell + 1)w_q + p(\ell + 1)q^{\ell+1}$, $p(\ell + 1)w_q(\ell + 1)q^{2\ell+1}$.

For $k \geq 2$, $\pi \in \mathcal{P}_{n,k}$ is connected if and only if $\pi'$ is connected, hence

$$C_{n+1,k+1}(Z) = C_{n,k}(Z) + s_{k+1}(n+1) C_{n,k+1}(Z) + t_{k+2}(n+1) C_{n,k+2}(Z)$$

for $k \geq 1$ by a similar argument. Therefore, $C_{n+1,k+1}(Z)$ satisfies the same recurrence of $a_{n,k}$ and $\left[ A^{s^t,t^t} \right]_{n,k} = C_{n+1,k+1}(Z)$. For the second desired equation, it is easy to see that $\pi \in \mathcal{C}_{n,0}$ if $\pi \in \mathcal{P}_{n,0}$ and $\pi' \in \mathcal{C}_{n,-1}$. Hence the result follows.

We also have an integer-valued analogue of Theorem 6.2. The proof is almost the same so we omit it here. Note that Theorem 6.2 does not imply Theorem 6.3 because some integer-valued statistics like ivw do not have a set-valued version which can be encoded in the extended seeds of an extended Catalan matrix.

Theorem 6.3. Let $a_{n,k}$ be the entry of the Catalan matrix $A^{s^t}$ from the seeds $s = (s_0, s_1, \ldots)$ and $t = (t_1, t_2, \ldots)$ and

$$a_{n,k} = \sum_{\pi \in \mathcal{P}_{n,k}} z_{\text{stat}(\pi)} := \sum_{\pi \in \mathcal{P}_{n,k}} z_{\text{stat}_1(\pi)} z_{\text{stat}_2(\pi)} \cdots z_{\text{stat}_r(\pi)}$$

with respect to statistics $\left( \text{stat}_1, \text{stat}_2, \ldots, \text{stat}_r \right)$. Suppose the following hold:

1. For any $\rho \in \mathcal{P}_{n-1,k-1}$, we have $\sum_{\pi \in \mathcal{P}_{n,k}, \pi' = \rho} z_{\text{stat}(\pi)} = z_{\text{stat}(\rho)}$.
2. For any $\rho \in \mathcal{P}_{n-1,k}$, we have $\sum_{\pi \in \mathcal{P}_{n,k}, \pi' = \rho} z_{\text{stat}(\pi)} = s_{k} z_{\text{stat}(\rho)}$.
3. For any $\rho \in \mathcal{P}_{n-1,k+1}$, we have $\sum_{\pi \in \mathcal{P}_{n,k}, \pi' = \rho} z_{\text{stat}(\pi)} = t_{k+1} z_{\text{stat}(\rho)}$.

Let $s^t = (s_1, s_2, \ldots)$ and $t^t = (t_1, t_2, \ldots)$ and $A^{s^t,t^t}$ be the Catalan matrix generated. Then

$$\left[ A^{s^t,t^t} \right]_{n,k} = C_{n+1,k+1}(Z)$$

and

$$C_{n,0}(Z) = t_1 C_{n-1,1}(Z).$$

Proposition 6.1 is now immediate by Theorem 6.3. Recall that in the proofs of the Theorem 3.1 and Theorem 5.2 we use the same partition of $\mathcal{P}_{n,k}$ as above and the assumptions of Theorem 6.2 or Theorem 6.3 are also satisfied. Hence we immediately have following corollaries over $\mathcal{C}_{n,k}$, analogous to Theorem 3.1, Theorem 5.2 and 5.3 respectively.

Corollary 6.4. Let the seed sequences be $s_0 = (w + p(1 + q))q$ and

$$(s_\ell, t_\ell) = \left( (\ell + 1)w_q + p(\ell + 2)q^{\ell+1}, p(\ell + 1)w_q(\ell + 1)q^{2\ell+1} \right).$$
for \( \ell \geq 1 \), then \( a_{n, k} \) is the generating function of \( \mathcal{C}_{n+1, k+1} \) with respect to \( \text{rlmin}, \text{inv} \) and \( \text{wex} \). Namely,

\[
a_{n, k} = \sum_{\pi \in \mathcal{C}_{n+1, k+1}} u^{\text{rlmin}(\pi)} p^{\text{wex}(\pi)} q^{\text{inv}(\pi)}.
\]

Moreover, we have

\[
\sum_{\pi \in \mathcal{C}_{n, 0}} u^{\text{rlmin}(\pi)} p^{\text{wex}(\pi)} q^{\text{inv}(\pi)} = wpq \sum_{\pi \in \mathcal{C}_{n-1, 1}} u^{\text{rlmin}(\pi)} p^{\text{wex}(\pi)} q^{\text{inv}(\pi)}.
\]

**Corollary 6.5.** Let the extended seed sequences be

\[
(s^{(i)}_\ell, t^{(i)}_\ell) = (\ell + a_i + w_i + (\ell + 1)p_i, (\ell + b_i)(\ell + w_i)p_i).
\]

Then \( a_{n, k} \) of the extended Catalan matrix is the generating function of \( \mathcal{C}_{n+1, k+1} \) with respect to \( \text{Fix}, \text{Cyc}_{\geq 2}, \text{Rlmip} \) and \( \text{Excl} \). Namely,

\[
a_{n, k} = \sum_{\pi \in \mathcal{C}_{n+1, k+1}} a^{\text{Fix}(\pi)} b^{\text{Cyc}_{\geq 2}(\pi)} w^{\text{Rlmip}(\pi)} p^{\text{Excl}(\pi)}.
\]

**Corollary 6.6.** Let the extended seed sequences be

\[
(s^{(i)}_\ell, t^{(i)}_\ell) = (\ell + a_i + w_i + (\ell + 1)p_i, (\ell + a_i)(\ell + w_i)p_i).
\]

Then \( a_{n, k} \) of the extended Catalan matrix is the generating function of \( \mathcal{C}_{n+1, k+1} \) with respect to \( \text{Cyc}, \text{Rlmip} \) and \( \text{Excl} \). Namely,

\[
a_{n, k} = \sum_{\pi \in \mathcal{C}_{n+1, k+1}} a^{\text{Cyc}(\pi)} w^{\text{Rlmip}(\pi)} p^{\text{Excl}(\pi)}.
\]

Moreover, we have

\[
\sum_{\pi \in \mathcal{C}_{n, 0}} a^{\text{Cyc}(\pi)} w^{\text{Rlmip}(\pi)} p^{\text{Excl}(\pi)} = a_n w_n p_n \sum_{\pi \in \mathcal{C}_{n-1, 1}} a^{\text{Cyc}(\pi)} w^{\text{Rlmip}(\pi)} p^{\text{Excl}(\pi)}.
\]

Again, since \( a_i \) and \( w_i \) are symmetric we have the following.

**Corollary 6.7.** For any \( n, k \geq 0 \), we have

\[
(\text{Cyc}, \text{Rlmip}, \text{Excl}) \sim (\text{Rlmip}, \text{Cyc}, \text{Excl})
\]

over \( \mathcal{C}_{n, k} \). In particular, \( \text{Cyc} \) and \( \text{Rlmip} \) have a symmetric joint distribution over \( \mathcal{C}_{n, k} \) for \( n, k \geq 0 \).

7. **Cycle-up-down Partial Permutations**

A permutation \( \pi \in \mathcal{G}_n \) is called *cycle-up-down* if in each of its cycle \( (i_1 i_2 i_3 \ldots) \) with \( i_1 \) being the smallest element then the elements of the cycle form a zig-zag pattern

\[
i_1 < i_2 > i_3 < \cdots.
\]

Let \( \mathcal{U}_n \) be the set of cycle-up-down permutations in \( \mathcal{G}_n \). Deutsch and Elizalde \[7\] proved that \( |\mathcal{U}_n| \) is the Euler number \( E_{n+1} \), which counts the up-down permutations \( \pi \) with \( \pi_1 > \pi_2 < \pi_3 \ldots \). The first values of \( \{E_n\}_{n \geq 0} \) are 1, 1, 1, 2, 5, 16, 61, 272, \ldots

The counting of cycle-up-down permutations by cycles is especially interesting. Let \( u_{n, j} \) be the number of cycle-up-down permutations on \([n]\) with \( j \) cycles.
Theorem 7.1. [7] We have
\[ \sum_{n \geq 0} \left( \sum_{\pi \in \mathcal{U}_n} q^{\text{fix}(\pi)} t^{\text{cyc}_{\geq 2}(\pi)} \right) \frac{z^n}{n!} = e^{(q-t)z} \left(1 - \sin z\right)^t. \]
In particular,
\[ \sum_{n \geq 0} \left( \sum_{j=1}^{n} u_{n,j} t^j \right) \frac{z^n}{n!} = \frac{1}{(1 - \sin z)^t}. \]

Then \( u_{n,j} \) is also the number of André Permutations (of both types I and II) on \([n+1]\) with \( j + 1 \) right-to-left minimums [9]. In graph theory, it is also known that \((-1)^{n-j} u_{n,j}\) is the coefficient of \( x^j \) of the co-adjoint polynomial of the complete graph of order \( n \) [6]. In this section we generalize the concept of cycle-up-down permutations and above theorem to partial permutations.

7.1. cycle-up-down partial permutations. We say \( \pi \in \mathcal{P}_{n,k} \) is cycle-up-down if for each full cycle \((a_1a_2 \ldots), a_1 \) is the smallest element and \( a_1 < a_2 > a_3 < \cdots \); and for each partial cycle \((a_1a_2 \ldots X)\) there is \( a_1 < a_2 > a_3 < \cdots \). Note that in a partial cycle \( a_1 \) is not necessarily the smallest element. Let \( \mathcal{U}_{n,k} \) be the set of cycle-up-down partial permutations in \( \mathcal{P}_k \).

Our first result reveals that the generating function of \( \mathcal{U}_{n,k} \) with respect to fixed points and longer cycles can be encoded in seeds.

Theorem 7.2. Let the seeds be
\[ (s_\ell, t_\ell) = \left( \ell + q, \frac{1}{2} \ell(\ell - 1 + 2t) \right), \]
then \( a_{n,k} \) is the generating function of cycle-up-down partial permutations with respect to fixed and \( \text{cyc}_{\geq 2} \). Namely,
\[ a_{n,k} = \sum_{\pi \in \mathcal{U}_{n,k}} q^{\text{fix}(\pi)} t^{\text{cyc}_{\geq 2}(\pi)}. \]

Proof. Let
\[ b_{n,k} = \sum_{\pi \in \mathcal{U}_{n,k}} q^{\text{fix}(\pi)} t^{\text{cyc}_{\geq 2}(\pi)}. \]
Again it suffices to show that it satisfies the same recurrence as \( a_{n,k} \) does. It is clear \( b_{0,0} = 1 \).
This time we partition \( \mathcal{U}_{n,k} \) into five disjoint sets according to the cycle \( \hat{c} \) containing \( n \):
- \( \mathcal{U}_{n,k}^{(1)} \): \( \hat{c} = (nX) \).
- \( \mathcal{U}_{n,k}^{(2)} \): \( \hat{c} = (n) \).
- \( \mathcal{U}_{n,k}^{(3)} \): \( \hat{c} = (a_1a_2 \ldots a_rX), r \geq 2, \) and \( a_1 \) is the smallest element in \( \hat{c} \).
- \( \mathcal{U}_{n,k}^{(4)} \): \( \hat{c} = (a_1a_2 \ldots a_r), r \geq 2. \) (Note that \( a_1 \) is the smallest element in \( \hat{c} \) by definition.)
- \( \mathcal{U}_{n,k}^{(5)} \): \( \hat{c} = (a_1a_2 \ldots a_rX), r \geq 2, \) and \( a_1 \) is not the smallest element in \( \hat{c} \).

Let \( b_{n,k}^{(i)} = \sum_{\pi \in \mathcal{U}_{n,k}^{(i)}} q^{\text{fix}(\pi)} t^{\text{cyc}_{\geq 2}(\pi)} \). In the following we shall prove that
- (1) \( b_{n,k}^{(1)} = b_{n-1,k-1} \).
- (2) \( b_{n,k}^{(2)} = q \cdot b_{n-1,k} \).
- (3) \( b_{n,k}^{(3)} = k \cdot b_{n-1,k} \).
- (4) \( b_{n,k}^{(4)} = (k+1) \cdot t \cdot b_{n-1,k+1} \).
- (5) \( b_{n,k}^{(5)} = \frac{(k+1)\ell}{2} b_{n-1,k+1} \).
The cases (1) and (2) are trivial. For (3), we present a bijection $\phi$ between the set 
$$S_{n-1,k} = \{(\pi,c) : \pi \in \mathfrak{S}_{n-1,k} \text{ and } c \text{ is a partial cycle of } \pi\}$$
and the set $\mathcal{U}_{n,k}^{(3)}$. We need the concept of local complement: for $\alpha_i \in \{\alpha_1, \ldots, \alpha_r\}$ with $\alpha_1 < \alpha_2 < \cdots < \alpha_r$, the local complement of $\alpha_i$ with respect to this set is $\alpha_{r+1-i}$. Given $(\pi,c) \in S_{n-1,k}$, with the set of entries in $c$ being $\{\alpha_1, \ldots, \alpha_r\}$, we perform the following steps and obtain an element in $\mathcal{U}_{n,k}^{(3)}$.

(i) insert $n$ into the first place of $c$.
(ii) replace every entry $i$ of this cycle by its local complement with respect to $\{n, \alpha_1, \ldots, \alpha_r\}$, while keep all other cycles intact.

For example, for $n = 5$ and $c = (143X)$, we obtain $(1534X)$. This is easily seen a bijection and
$$b_{n,k}^{(3)} = k \cdot b_{n-1,k},$$
and the fact that $\phi((\pi,c))$ and $\pi$ have the same full cycles.

The case (4) can be done similarly from the bijection $\psi : S_{n-1,k+1} \to \mathcal{U}_{n,k}^{(4)}$. However, after (ii) above we also erase $X$ and result in a full cycle. Then one can check that there is one more full cycles in $\psi((\pi,c))$ than $\pi$ and
$$|S_{n-1,k+1}| = (k+1) b_{n-1,k+1}.$$

Hence $b_{n,k}^{(4)} = (k+1) \cdot b_{n-1,k+1}$.

For (5), let $\text{min}(c)$ denote the smallest element of a cycle $c$. We give a bijection $\varphi$ between the set
$$T_{n-1,k+1} = \{(\pi,c_1,c_2) : \pi \in \mathfrak{S}_{n-1,k+1}, c_1, c_2 \text{ are partial cycles of } \pi, \text{ and } \min(c_1) > \min(c_2)\}$$
and $\mathcal{U}_{n,k}^{(5)}$. Given $(\pi,c_1,c_2) \in T_{n-1,k+1}$ with $c_1 = (\alpha_1 \alpha_2 \cdots \alpha_r X)$ and $c_2 = (\beta_1 \beta_2 \cdots \beta_s X)$ we perform the following steps and obtain an element in $\mathcal{U}_{n,k}^{(5)}$:

(i) Merge $c_1, c_2, n$ into a partial cycle $(\alpha_1 \cdots \alpha_r \beta_1 \cdots \beta_s X)$.
(ii) If $\alpha_{r-1} < \alpha_r$, then replace every element of $\beta_i$ and $n$ of this new cycle with its local complement with respect to the set $\{n, \beta_1 \cdots \beta_s\}$ and leave other cycles intact. Otherwise we do nothing.

For example, let $n = 9$. From $c_1 = (273X)$ and $c_2 = (16X)$ we obtain $(273916X)$ after two steps; while from $c_1 = (2734X)$ and $c_2 = (16X)$ we obtain $(2734916X)$ after the first step, then $(2734916X)$ after the second. The inverse of this bijection is just to reverse the steps depending on the order of $n$ and the minimum in the resulting partial cycle. Now it is easy to check that
$$b_{n,k}^{(5)} = \left(\frac{k+1}{2}\right) b_{n-1,k+1}.$$

As $b_{n,k} = b_{n,k}^{(1)} + b_{n,k}^{(2)} + \cdots + b_{n,k}^{(5)}$, the theorem is proved by combining everything above. □

Let $q = t$ we obtain the seeds for the generating function of cycle-up-down permutations enumerated by cycles.

**Corollary 7.3.** Let the seeds be $(s_{\ell,t}) = (\ell + q, \frac{q}{2}(\ell - 1 + 2q))$, then
$$a_{n,k} = \sum_{\pi \in \mathcal{U}_{n,k}} q^{\text{cyc}(\pi)}.$$

In particular, $a_{n,0} = \sum_{j=1}^{n} u_{n,j} q^j$. 
7.2. Generating function for cycles. Now we generalize Theorem 7.1 to partial permutations. Let \( a_{n,k} = \sum_{\pi \in \Pi_{n,k}} q^{\text{fix}(\pi)} t^{\text{cyc}(\pi)} \) and

\[
\Lambda_k(z) := \sum_{n \geq 0} a_{n,k} \frac{z^n}{n!}
\]

be the exponential function of the sequences of the \( k \)-th column.

**Theorem 7.4.** For each \( k \), we have

\[
\Lambda_k(z) = \frac{e^{(q-1)z}}{(1 - \sin z)^t} \cdot \frac{1}{k!} \cdot \left( \frac{\cos z}{1 - \sin z} - 1 \right)^k.
\]

For the proof we need some facts from the theory of Sheffer matrices. We summarize what we need in the following. Readers are referred to Chapter 7 of [1] for details.

Let \((Q_n)\) be a sequence defined by \( Q_0 = 1 \) and \( Q_n = q_1 q_2 \cdots q_n \) for some sequence \((q_n)\). We define a linear map \( \Delta \) on the formal power series of \( z \) such that

\[
\Delta(1) = 0 \quad \text{and} \quad \Delta(z^n) = q_n z^{n-1}.
\]

For a Catalan matrix \( A^{s,t} = (a_{n,k}) \), let

\[
A_k(z) = \sum_{n \geq 0} a_{n,k} \frac{z^n}{Q_n}
\]

be the generating function of the \( k \)-th column \((k \geq 0)\) and denote \( B(z) := A_0(z) \). The following result says that under certain conditions we can find a formal power series \( F(z) \) such that \( A_k(z) \) can be determined from \( B(z) \) and \( F(z) \).

**Lemma 7.5 ([1]).** Under the above notations, there exists \( F(z) \) such that

\[
A_k(z) = B(z) \frac{F(z)^k}{Q_k}
\]

for \( k \geq 1 \) if and only if

\[
\begin{cases}
    B(z) = aB(z) + bB(z)F(z), \\
    \Delta(B(z)F(z)^k) = q_k B(z)F(z)^{k-1} + s_k B(z)F(z)^k + u_{k+1} B(z)F(z)^{k+1} \quad (k \geq 1),
\end{cases}
\]

where \( u_k = \frac{4}{q_k} \) for \( k \geq 0 \).

Let \( q_n = n \) for \( n \geq 0 \) (hence \( Q_n = n! \)) we have the following.

**Corollary 7.6 ([1]).** With the assumptions above, there exists \( F(z) \) such that

\[
A_k(z) = \frac{B(z)F(z)^k}{k!}
\]

for \( k \geq 1 \) if and only if the \( k \)-th term of the seed sequences have the form

\[
s_k = a + ku \quad \text{and} \quad k(b + (k-1)v)
\]

for some \( a, b, u, v \). Moreover, we have

\[
F'(z) = 1 + uF(z) + vF(z)^2 \quad \text{and} \quad B'(z) = aB(z) + bB(z)F(z).
\]

Now we can complete our proof of Theorem 7.4.

**Proof of Theorem 7.4.** From Corollary 7.3 the seeds are \((s_k, t_k) = (k + q, k(\frac{1}{2}(k-1) + t))\) (here we let \( k \) be the indices to fit the format of Corollary 7.6). Now by Corollary 7.6 we have

\[
\Lambda_k(z) = B(z) \frac{F(z)^k}{k!}, \quad F'(z) = 1 + F(z) + \frac{1}{2} F(z)^2, \quad \text{and} \quad B(z)' = qB(z) + tB(z)F(z).
\]
Solve these differential equations we result in

\[ F(z) = \frac{\cos z}{1 - \sin z} - 1 \quad \text{and} \quad B(z) = \frac{e^{(q-t)z}}{(1 - \sin z)^r}. \]

Hence

\[ A_k(z) = \frac{e^{(q-t)z}}{(1 - \sin z)^r} \cdot \frac{1}{k!} \left( \frac{\cos z}{1 - \sin z} - 1 \right)^k, \]

as desired. \( \square \)

### 7.3. Connected cycle-up-down partial permutations

Along the line of Section 7, we consider connected cycle-up-down partial permutations and show that Theorem 7.2 can be extended to connected cycle-up-down partial permutations in this section.

Recall the partition \( \mathcal{U}_{n,k} = \bigcup_{i=1}^{5} \mathcal{U}^{(i)}_{n,k} \) and the bijections \( \phi, \psi, \varphi \) in the proof of Theorem 7.2

For \( \rho \in \mathcal{P}_{n,k} \), let \( \mathcal{C}(\rho) \) be the set of partial cycles of \( \rho \). From the proof of Theorem 7.2, we can easily get the following lemma and proposition and the proofs are omitted.

**Lemma 7.7.** The following holds:

1. For \( \rho \in \mathcal{U}_{n-1,k-1} \), we have
   \[ q^{\text{fix}(\rho(nX))} \psi_{\text{cyc}}(\rho(nX)) = q^{\text{fix}(\rho)} \psi_{\text{cyc}}(\rho). \]
2. For \( \rho \in \mathcal{U}_{n-1,k} \), we have
   \[ q^{\text{fix}(\rho(n))} \psi_{\text{cyc}}(\rho(n)) = q \cdot q^{\text{fix}(\rho)} \psi_{\text{cyc}}(\rho). \]
3. For \( \rho \in \mathcal{U}_{n-1,k} \), we have
   \[ \sum_{c \in \mathcal{C}(\rho)} q^{\text{fix}(\rho(c))} \psi_{\text{cyc}}(\rho(c)) = k \cdot q^{\text{fix}(\rho)} \psi_{\text{cyc}}(\rho). \]
4. For \( \rho \in \mathcal{U}_{n-1,k+1} \), we have
   \[ \sum_{c \in \mathcal{C}(\rho)} q^{\text{fix}(\rho(c))} \psi_{\text{cyc}}(\rho(c)) = (k + 1) \cdot q^{\text{fix}(\rho)} \psi_{\text{cyc}}(\rho). \]
5. For \( \rho \in \mathcal{U}_{n-1,k+1} \), we have
   \[ \sum_{\text{distinct } c_1, c_2 \in \mathcal{C}(\rho)} q^{\text{fix}(\rho(c_1,c_2))} \psi_{\text{cyc}}(\rho(c_1,c_2)) = \binom{k + 1}{2} q^{\text{fix}(\rho)} \psi_{\text{cyc}}(\rho). \]

**Proposition 7.8.** (i) For \( \pi \in \mathcal{P}_{n,0} \) and \( c \in \mathcal{C}(\pi) \), \( \pi(n+1X) \) and \( \pi(n+1) \) are always not connected. (ii) For \( n, k \geq 1 \) and \( \pi \in \mathcal{P}_{n,k} \), we have

1. \( \pi \) is connected if and only if \( \pi(n+1X) \) is connected.
2. \( \pi \) is connected if and only if \( \pi(n+1) \) is connected.
3. Given \( c \in \mathcal{C}(\pi) \), \( \pi \) is connected if and only if \( \phi(\pi, c) \) is connected.
4. Given \( c \in \mathcal{C}(\pi) \), \( \pi \) is connected if and only if \( \psi(\pi, c) \) is connected.
5. Given distinct \( c_1, c_2 \in \mathcal{C}(\pi) \), \( \pi \) is connected if and only if \( \varphi(\pi, c_1, c_2) \) is connected.

Finally we can obtain the following.

**Theorem 7.9.** Let the seeds be

\[ (s_\ell, t_\ell) = (\ell + 1 + q, \frac{1}{2}(\ell + 1)(\ell + 2t)). \]
Then $a_{n,k}$ is the generating function of connected cycle-up-down partial permutations with respect to fix and cyc$_{\geq 2}$. Namely,

$$a_{n,k} = \sum_{\pi \in U_{n,k} \cap C_{n,k}} q^{\text{fix}(\pi)} t^{\text{cyc}_{\geq 2}(\pi)}.$$ 

**Proof.** Combining Lemma 7.7 and Proposition 7.8 we know that $\sum_{\pi \in U_{n,k} \cap C_{n,k}} a_{\text{fix}(\pi)} t^{\text{cyc}_{\geq 2}(\pi)}$ satisfies the same recurrence as $a_{n,k}$ does. Hence the result follows. $\square$

8. **Concluding remarks**

In this paper we extend classic statistics (inversion, descent, excedance, weak excedance, right-to-left minimum, cycle, and fixed point) of a permutation to a partial permutation and prove that the generating functions with respect to these statistics can be encoded in the seed sequences of the Catalan matrix. Moreover, it turns out that many classic results on permutation statistics can be carried to partial permutations.

Unfortunately, we are not able to find a suitable major index maj of a partial permutation. A natural checkpoint is its equidistribution with the inv defined in this paper.

**Problem 8.1.** Find a suitable major index over partial permutations.

The ordinary cycle-up-down permutations are counted by Euler numbers, which also count many important permutation families, among them the alternating permutations, André permutations of both types, and simsun permutations. It will be interesting to have partial versions of these families.

More generally, we may take a combinatorial structure whose counting sequence can be generated as the leftmost column of a Catalan matrix. As shown in this paper, it sounds promising that we might have a definition of the ‘partial structure’ and the enumerators with respect to certain statistics could be encoded in the seeds. We hope that this is a new approach for studying combinatorial statistics. More examples will be given in a forthcoming article.
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