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Abstract—This paper studies an intelligent reflecting surface (IRS)-aided downlink ultra-reliable and low-latency communication (URLLC) system, in which an IRS is dedicatedly deployed to assist a base station (BS) to send individual short-packet messages to multiple users. To enhance the URLLC performance, the users are divided into different groups and the messages for users in each group are encoded into a single codeword. By considering the time division multiple access (TDMA) protocol among different groups, our objective is to minimize the total latency for all users subject to their individual reliability requirements, via jointly optimizing the user grouping and block-length allocation at the BS together with the reflective beamforming at the IRS. We solve the latency minimization problem via the alternating optimization, in which the blocklengths and the reflective beamforming are optimized by using the techniques of successive convex approximation (SCA) and semi-definite relaxation (SDR), while the user grouping is updated by K-means and greedy-based methods. Numerical results show that the proposed designs can significantly reduce the communication latency, as compared to various benchmark schemes, which unveil the importance of user grouping and reflective beamforming optimization for exploiting the joint encoding gain and enhancing the worst-case user performance.

Index Terms—Ultra-reliable and low-latency communication (URLLC), intelligent reflecting surface (IRS), user grouping, reflective beamforming.

I. INTRODUCTION

Ultra-reliable and low-latency communications (URLLC) has emerged as an important usage scenario for the fifth-generation (5G)-and-beyond networks to enable mission-critical Internet-of-Things (IoT) applications such as industrial automation [1], [2], which require ultra-low transmission latency (e.g., less than 1 ms) and extremely high reliability (e.g., packet error probability (PEP) less than 10^{-9}) with relatively low data rate. Different from conventional communications that rely on the Shannon capacity based on the application of sufficiently long codewords, URLLC generally relies on the short-packet transmission [3], under which the achievable rate in terms of bits per symbol can be approximated as

\[
\frac{d}{m} \approx \log_2(1 + \gamma) - \sqrt{\frac{1}{m} \left(1 - \frac{1}{(1 + \gamma)^2}\right) Q^{-1}(\epsilon)} \ln 2,
\]

where \(\epsilon\) denotes the PEP, \(d\) denotes the number of information bits, \(m\) denotes the number of symbols over one code block, \(\gamma\) denotes the received signal-to-noise ratio (SNR), and \(Q^{-1}(x)\) denotes the inverse function of the Gaussian Q-function

\[
Q(x) = \int_x^\infty \frac{1}{\sqrt{2\pi}} \exp(-t^2/2) dt.
\]

It is observed from (1) that under a given PEP \(\epsilon\), the communication rate \(\frac{d}{m}\) corresponds to the Shannon capacity subtracting a new channel dispersion term that is monotonically decreasing with respect to the code length \(m\). In this case, to reduce the value of channel dispersion term for increasing the communication rate, it is desirable to encode different users' messages into a single codeword with an enlarged length. However, when the users' messages are jointly encoded, the Shannon capacity term in (1) would be determined by the minimum received SNR of these users, which may decrease as more users' messages are jointly encoded. Thus, it introduces an important but non-trivial design tradeoff in grouping users between exploiting the joint encoding gain versus avoiding the associated SNR loss. In the literature, some prior works [5], [6] proposed to jointly encode the messages of all users into one single codeword to minimize the channel dispersion, which, however, may lead to a severe SNR loss, especially when the channel conditions of different users become more distinctive.

On the other hand, intelligent reflecting surface (IRS) has been recognized as a potential key technology for beyond-5G and sixth-generation (6G) wireless networks to increase the system spectral and energy efficiency [7], [8]. In practice, IRS is a passive meta-material panel composed of a large number of reflecting elements, each of which can introduce an independent phase shift on the incident signals to reconfigure the wireless propagation environments, thus enhancing the coverage and improving the performance of worst-case users (e.g., at the cell edge) [7]. As a result, it is expected that IRS can play an important role for URLLC, especially for the deteriorating worst-case SNR of grouped users. In the literature, various prior works (e.g., [9], [10]) have been devoted to investigate the impacts of IRS on URLLC. For instance, the authors in [9] considered the multi-cell multiuser orthogonal frequency division multiple access (OFDMA) URLLC systems aided by an IRS and [10] studied a URLLC system with...
both an IRS and unmanned aerial vehicles (UAVs). However, these works did not consider the impacts of user grouping for URLLC and their results are not applicable to the system of our interest.

In this letter, we study an IRS-assisted multiuser URLLC system with optimized user grouping, where a BS broadcasts individual short-packet messages to a set of distributed users assisted by an IRS. First, the users can be properly grouped such that the messages for users in each group are jointly encoded into a single codeword. Then, the time division multiple access (TDMA) protocol is employed to facilitate the downlink transmission for different user groups. Under this setup, our objective is to minimize the total latency of all users (or their total blocklength), by jointly optimizing the user grouping and the blocklength allocation at the BS, as well as the reflective beamforming at the IRS, subject to the users’ individual maximum PEP and the IRS’s practical reflection constraints. However, the formulated latency minimization problem is highly non-convex due to the coupling between optimization variables. To deal with this issue, we propose efficient algorithms based on alternating optimization for obtaining a high-quality suboptimal solution, in which the blocklengths and the reflective beamforming are jointly optimized by exploiting the successive convex approximation (SCA) and semi-definite relaxation (SDR) techniques, and the user grouping is updated by using the K-means and greedy-based methods. Numerical results demonstrate that by exploiting the joint encoding gain via user grouping and enhancing the worst-case user performance via IRS’s reflective beamforming, the proposed designs can considerably reduce the communication latency, as compared to various conventional schemes without deploying the IRS and/or with different users’ messages encoded individually or into one single codeword.

Notations: Boldface letters refer to vectors (lower case) or matrices (upper case). For a square matrix $S$, $\text{Tr}(S)$ denotes its trace, and $S \succeq 0$ means that $S$ is positive semidefinite. For an arbitrary-size matrix $M$, $\text{rank}(M)$ and $M^H$ denote its rank and conjugate transpose, respectively. The distribution of a circularly symmetric complex Gaussian (CSCG) random vector with mean vector $x$ and covariance matrix $\Sigma$ is denoted by $\mathcal{CN}(x, \Sigma)$; and $\sim$ stands for “distributed as”. $\mathbb{C}^{x \times y}$ denotes the space of $x \times y$ complex matrices. $\| \cdot \|_2$ denotes the set of positive integers. $\| \cdot \|_2$ denotes the Euclidean norm of a vector.

II. System Model and Problem Formulation

We consider an IRS-aided multi-group downlink URLLC system, where one BS sends short-packet messages to $K$ users, assisted by one IRS. It is assumed that the BS and users are single-antenna devices, and the IRS is equipped with $N$ reflecting elements. Let $K \triangleq \{1, \ldots, K\}$ denote the set of users. Let $h_k \in \mathbb{C}^{1 \times N}$, $g \in \mathcal{CN}^{1 \times 1}$, and $f_k \in \mathcal{CN}^{N \times 1}$ denote the channels from the BS to user $k$, from the BS to the IRS, and the IRS to user $k \in K$, respectively. We consider a quasi-static flat-fading channel model, where the wireless channels remain unchanged within each transmission block of our interest, but may vary over different blocks. Furthermore, we assume that the perfect channel state information (CSI) is available at the BS (via channel estimation methods in, e.g., \[\text{Channel estimation methods}\]) for resource allocation design.

Suppose that the $K$ users are assigned into $G$ groups, denoted by set $G \triangleq \{1, \ldots, G\}$. Let $K_i$ denote the set of users in group $i \in G$, and $|K_i|$ denote its cardinality. Also, each user is assigned into only one group for reducing the transmission latency, and accordingly we have $K_i \cap K_j = \emptyset$, $\forall i, j \in G, i \neq j$, and $\cup_{i \in G} K_i = K$. Let $d_k$ denote the number of channel shifts imposed by the $n$-th reflecting element. Notice that the reflective beamforming vector at the IRS is assumed to remain unchanged over the $G$ time slots. This is due to the fact that adaptively reconfiguring the phase shifters at the IRS for every time slot may consume extra time, signaling overhead, and energy, and thus may not be able to be implemented at the interested time scale for URLLC. Accordingly, we have the cascaded end-to-end channel from the BS to user $k$ as $h_k + v^H f_k$, where $\phi_k \triangleq \text{diag}(f_k^H) g \in \mathbb{C}^{N \times 1}$. In this case, the signal received by user $k$ in group $i$ is accordingly expressed as

$$y_k = \sqrt{P}(h_k + v^H \phi_k)s_i + z_k, k \in K_i, i \in G,$$

where $P$ is the constant maximum transmit power at the BS and $z_k$ denotes the additive white Gaussian noise (AWGN) at user $k$ with zero mean and variance $\sigma_z^2$, i.e., $z_k \sim \mathcal{CN}(0, \sigma_z^2), \forall k \in K$. Accordingly, the received SNR at user $k$ is given by

$$\gamma_k = P|h_k + v^H \phi_k|^2 / \sigma_z^2.$$}

Since the achievable rate of each user group is limited by the worst-case user with the minimum received SNR, we denote the minimum SNR of all users in group $i$ as

$$\gamma_{\text{min}} = \min_{k \in K_i} \{\gamma_k\}.$$}

According to the achievable rate formula with finite blocklength in \[\text{rate formula with finite blocklength}\], the worst-case PEP of users in group $i$ can be written as a function of blocklength $m_i$ and SNR $\gamma_{\text{min}}$, i.e.,

$$\epsilon(m_i, \gamma_{\text{min}}) = Q \frac{m_i \ln(1+\gamma_{\text{min}}) - \ln 2D_i}{\sqrt{m_i} \sqrt{1-(1+\gamma_{\text{min}})^{-2}}}, i \in G.$$}

Similarly, when $\epsilon_i \leq 0.5$, the blocklength of group $i$ can be written as a function of $\epsilon_i$ and $\gamma_{\text{min}}$, i.e.,

$$m(\epsilon_i, \gamma_{\text{min}}) = \frac{D_i \ln 2}{\ln(1+\gamma_{\text{min}})} \left( \frac{\lambda_i^2}{2} + \lambda_i \left( \frac{\lambda_i^2}{2} + D_i \ln 2 \right) \right) - \frac{\lambda_i^2}{2}, \quad i \in G.$$}

where

$$\lambda_i = \sqrt{1-(1+\gamma_{\text{min}})^{-2}} Q^{-1}(\epsilon_i)/\ln(1+\gamma_{\text{min}}).$$}

Our objective is to minimize the total latency of the system (or equivalently the users’ total blocklength) by jointly

\[\text{minimize total latency} \]

\[\text{subject to} \]

\[\text{SNR constraint} \]

\[\text{rate constraint} \]

\[\text{blocklength constraint} \]

\[\text{power constraint} \]

\[\text{non-negativity} \]

\[\text{group allocation} \]

\[\text{user grouping} \]

\[\text{IRS deployment} \]

\[\text{channel estimation} \]

\[\text{CSI availability} \]

\[\text{end-to-end channel} \]

\[\text{reflective beamforming} \]

\[\text{joint encoding gain} \]

\[\text{user grouping} \]

\[\text{optimization variables} \]

\[\text{dealing with latency} \]

\[\text{system model} \]

\[\text{problem formulation} \]
optimizing the user grouping and the reflective beamforming at the IRS as well as the blocklength of each group, subject to the practical constraints on the users’ maximum PEP at each group and the IRS reflection. The latency minimization problem is formulated as

$$\text{(P1): } \min_{\{m_i\}, \{v_i\}, \upsilon} \sum_{i \in G} m_i$$

s.t. $$Q \left( \frac{m_i \ln(1+\gamma_k) - \ln 2D_i}{\sqrt{m_i \left[ 1 - (1+\gamma_k)^{-2} \right]}} \right) \leq \epsilon_{max}, \forall k \in K_i, i \in G, (8)$$

$$|v_n| = 1, \forall n \in \{1, \ldots, N\}, (9)$$

$$K_i \cap K_j = \emptyset, \forall i \in K_i, i \in G, (10)$$

$$m_i \in \mathbb{Z}^+, \forall i \in G. (11)$$

Problem (P1) is highly non-convex and challenging to be optimally solved. To tackle this difficulty, we propose efficient algorithms based on the alternating optimization to obtain an suboptimal solution to problem (P1). In particular, we first optimize $$\{m_i, v_i\}$$ under given $$\{K_i\}$$ in Section III and then optimize the user grouping $$\{K_i\}$$ in Section IV.

### III. Joint Blocklength and Reflective Beamforming Design

In this section, we propose an efficient algorithm to jointly optimize the blocklength $$\{m_i\}$$ and the reflective beamforming $$v$$ under any given user grouping $$\{K_i\}$$.

#### A. Problem Reformulation

With given $$\{K_i\}$$, we relax the positive integer constraints in (11) as the continuous one and recast problem (P1) as

$$\text{(P2): } \min_{\{m_i\}, \upsilon(\mu)} \sum_{i \in G} m_i$$

s.t. $$Q \left( \frac{m_i \ln(1+\gamma_k) - \ln 2D_i}{\sqrt{m_i \left[ 1 - (1+\gamma_k)^{-2} \right]}} \right) \leq \epsilon_{max}, \forall k \in K_i, i \in G, (12)$$

$$|\upsilon_n| = 1, \forall n \in \{1, \ldots, N\}. (13)$$

However, problem (P2) is still non-convex. To facilitate the derivation, we first reformulate problem (12) as

$$R (m_i, \gamma_k) = m_i \ln(1+\gamma_k) - \ln 2D_i$$

$$-Q^{-1}(\epsilon_{max}) \sqrt{m_i \left[ 1 - (1+\gamma_k)^{-2} \right]} \geq 0, \forall k \in K_i, i \in G, (14)$$

and then introduce auxiliary optimization variables $$\{\mu_k\}$$, where $$\mu_k$$ denotes the lower bound of SNR at user $$k$$. Accordingly, problem (P2) can be rewritten as the following equivalent problem:

$$\text{(P2.1): } \min_{\{m_i\}, \upsilon(\mu)} \sum_{i \in G} m_i$$

s.t. $$R (m_i, \mu_k) \geq 0, \forall k \in K_i, i \in G, (15)$$

$$P |h_k + \upsilon^H \phi k|^2 \geq \mu_k \sigma_k^2, \forall k \in K_i, i \in G, (16)$$

$$|\upsilon_n| = 1, \forall n \in \{1, \ldots, N\}. (17)$$

Next, we apply the SDR technique to convexify the non-convex constraints in (16) and (17). To this end, we first define

$$R_k = \begin{bmatrix} \phi_k \phi_k^H & \phi_k \phi_k^H \\ h_k h_k^H & h_k h_k^H \end{bmatrix} \begin{bmatrix} \upsilon \\ 1 \end{bmatrix}$$.

Then, we define $$V = \bar{v} \bar{v}^H$$ with $$V \succeq 0$$ and $$\text{rank}(V) \leq 1$$. Motivated by the idea of SDR, we relax the non-convex rank-

2Note that the number of user groups, $$G$$, also needs to be optimized, as implied in $$\{K_i\}$$.

3After obtaining the fractional solution of $$\{m_i\}$$ in (P2), we can round them up to the nearest integer to obtain a feasible solution for the original problem (P1), where the enlarged blocklength results in a smaller PEP such that the constraints in (14) are satisfied.

one constraint on $$V$$ and obtain a relaxed version of problem (P2.1) as

$$\text{(P2.2): } \min_{\{m_i\}, \upsilon(\mu)} \sum_{i \in G} m_i$$

s.t. $$R (m_i, \mu_k) \geq 0, \forall k \in K_i, i \in G, (19)$$

$$\text{Tr}(R_k V) + |h_k|^2 \geq \mu_k \sigma_k^2, \forall k \in K_i, i \in G, (20)$$

$$V \succeq 0, V_{n,n} = 1, \forall n \in \{1, \ldots, N+1\}. (21)$$

However, problem (P2.2) is still challenging to be optimally solved due to the non-convex constraints in (19). In the next subsection, we solve (P2.2) by updating the optimization variables $$\{m_i, \mu_k, V\}$$ iteratively via the SCA technique. Notice that the obtained solution to problem (P2.2) may not be feasible for problem (P2.1) (i.e., the SDR may not be tight). Therefore, after solving (P2.2), a Gaussian randomization procedure [12], [13] should be further adopted to recover a rank-one solution to (P2.1). In general, the Gaussian randomization process needs to be implemented multiple times and the best solution among them is selected as the solution to (P2.1).

#### B. Proposed Solution to (P2.2)

Now, we focus on solving problem (P2.2) via SCA in an iterative manner. First, consider a particular iteration $$l \geq 1$$. At the current point $$\{m_i^{(l-1)}, \mu_k^{(l-1)}, V^{(l-1)}\}$$, we establish a lower bound of non-convex function $$R (m_i, \mu_k)$$ in (21) by replacing the non-convex component by its first-order Taylor expansion with respect to $$m_i$$ and $$\mu_k$$, as shown in (23) at the top of next page.

Furthermore, due to the non-convex constraint in (19), a trust region constraint is introduced to tighten the lower bound in (23) to (24) and (25) at the top of next page.

Let $$m = [m_1, \ldots, m_G]$$ and $$\mu = [\mu_1, \ldots, \mu_K]$$ denote the vectors consisting of the optimization variables $$\{m_i\}$$ and $$\{\mu_k\}$$, respectively. Accordingly, the imposed trust region constraint is expressed as

$$\| [m, \mu]^T - [m^{(l-1)}, \mu^{(l-1)}]^T \|_2 \leq \Gamma, (23)$$

where $$\Gamma$$ is the trust region radius. By adding the trust region constraint (23) and replacing $$R (m_i, \mu_k)$$ by $$R (m_i, \mu_k)_{m_i^{(l-1)}, \mu_k^{(l-1)}}$$ in (22), problem (P2.2) is approximated as

$$\text{(P2.3): } \min_{\{m_i\}, \upsilon(\mu)} \sum_{i \in G} m_i$$

s.t. $$\hat{R} (m_i, \mu_k)_{m_i^{(l-1)}, \mu_k^{(l-1)}} \geq 0, \forall k \in K_i, i \in G, (24)$$

$$\| [m, \mu]^T - [m^{(l-1)}, \mu^{(l-1)}]^T \|_2 \leq \Gamma, (25)$$

Problem (P2.3) is convex and thus can be solved optimally by CVX [16]. Let $$\{m_i^{*}, \mu_k^{*}, V^{*}\}$$ denote the obtained optimal solution of problem (P2.3).

Next, we update $$\{m_i\}$$. Notice that the PEP is strictly decreasing with respect to the blocklength $$m_i$$ and the received SNR $$\gamma_{\text{min}}$$, respectively. As such, the optimal blocklength $$m_i$$ for group $$i$$ must ensure that $$\epsilon (m_i, \gamma_{\text{min}}) = \epsilon_{\text{max}}$$, however, may not hold at the solution to (P2.3) due to the approximation. To deal with this issue, in each iteration $$l$$ of SCA, after solving problem (P2.3), we substitute the obtained $$m_i^{(l)}$$ into the objective function of (P2.3). If the objective value decreases, then we update the blocklength $$m_i$$ as $$m_i = m_i^{(l)} m_i^{(\text{min})}$$ and accordingly set $$V^{(l)} = V^{*}$$; otherwise, we reduce the trust region $$\Gamma$$ and solve...
IV. User Grouping

In this section, we design the user grouping \{\mathcal{K}_i\} with any given reflective beamforming \mathbf{v}, to fully exploit the benefit of joint encoding. As exhaustively searching the optimal user grouping solution requires a prohibitively large computational complexity, we propose two low-complexity user grouping schemes based on the K-means and greedy-based clustering, respectively. Notice that by alternately implementing the solution to (P2.1) and the proposed user grouping algorithms, we can obtain an efficient solution to problem \(\text{(P1)}\).

A. User Grouping with K-means Clustering

In this subsection, we propose a user grouping scheme by using the K-means clustering [13], in which the users with proximate SNR values are classified into the same group. This scheme is motivated by the fact that the communication performance users in each group is limited by that with the minimum SNR, and it is thus desired to separate the high-SNR users from low-SNR ones for minimizing the total latency.

In particular, under given \(v\), the SNR of each user \(k\) is expressed as \(\gamma_k\) in (4). Suppose that the \(K\) users are partitioned into \(G\) groups, each of which is associated with a (virtual) cluster SNR center, which is defined as the mean of the users’ SNR values. In the K-means clustering scheme, we first choose \(G\) users with most distinct SNR values and each of which is assigned into one of the \(G\) user groups. Next, we perform the following two-step iteration. In the first step, we calculate the distance between each user’s SNR value and each cluster center, and accordingly assign each user to the group with the nearest cluster center. In the second step, we update the value of each cluster center as the mean of all users’ SNR values in that group. The two steps are iteratively implemented until the cluster centers do not change.

Notice that for K-means clustering, how to properly choose the value of \(G\) is critical. In this scheme, we implement the above procedures for any \(G \in \{1, \ldots, K\}\), and choose \(G\) achieving the best performance as the optimal number of groups. Also notice that the complexity of the K-means clustering based user grouping scheme is \(O(K^3)\).

B. User Grouping with Greedy-based Clustering

This subsection proposes another heuristic user grouping scheme, based on the greedy method [19] that is implemented in an iterative manner as follows. We denote \(\mathcal{K}\) as the set of un-grouped users, \(\mathcal{K}_1, \mathcal{K}_2, \ldots, \mathcal{K}_G\) as the set of users in the \(G\) groups, and \(\mathcal{K}^{(l)}\) as the set of grouped users in each iteration \(l \geq 1\), where \(\mathcal{K}^{(0)}\) is an empty set. To start with, we initialize the \(\mathcal{K} = \mathcal{K}\) and \(G = 0\). In each iteration \(l \geq 1\), we temporarily assign any one user \(k \in \bar{\mathcal{K}}\) into one existing group \(\mathcal{K}_i\) for any \(i \in \{1, \ldots, G\}\), or a new group \(\mathcal{K}_{G+1} = \{k\}\), and calculate the corresponding achieved total latency by the grouped users in \(\mathcal{K}^{(l-1)}\) and the newly added user \(k\) (in group \(i\) or new group \(i = G + 1\)) as \(m^{(l)}(k, i), \forall k \in \bar{\mathcal{K}}, i \in \{1, \ldots, G, G + 1\}\) via (6). Let \((k^{(l)}, i^{(l)}) = \arg \max_{k \in \bar{\mathcal{K}}, i \in \{1, \ldots, G, G + 1\}} m^{(l)}(k, i)\). Then if \(i^{(l)} \leq G\), we assign user \(k^{(l)}\) in group \(\mathcal{K}^{(l)}\) in this iteration, i.e., \(\mathcal{K}^{(l+1)} = \mathcal{K}^{(l)} \cup \{k^{(l)}\}\); otherwise, assign user \(k^{(l)}\) into a new group, i.e., \(\mathcal{K}_{G+1} = \{k^{(l)}\}\) and set \(G \leftarrow G + 1\). Accordingly, we update \(\bar{\mathcal{K}} = \bar{\mathcal{K}} \setminus \{k^{(l)}\}\) and \(\mathcal{K}^{(l+1)} = \mathcal{K}^{(l)} \cup \{k^{(l)}\}\). The above iteration will be implemented \(K\) times until all the users are grouped. Note that the computational complexity of the user grouping with greedy-based clustering is \(O(K^3)\) for the worst case, which is the same as that for K-means clustering.

V. Numerical Results

This section provides numerical results to validate the performance of our proposed designs for IRS-aided URLLC. In the simulation, we consider a Cartesian coordinate system, where a BS is located at \((0,0)\), an IRS is deployed at \((100, 20)\), and \(K\) users are randomly located in a circle with radius of 10 m and centre of \((100, 0)\). We assume that the information bits conveyed to each user are identical to be 32 bytes [20]. The noise power at each user \(k\) is set as \(\sigma_k^2 = -80\) dBm, \(\forall k \in \mathcal{K}\). We consider Rayleigh fading for both the BS-user and IRS-user links and LOS channel for the BS-IRS link, with path-loss exponents being 3.5, 2.5, and 2.0, respectively [12, 13]. All the results are averaged over multiple independent channel realizations.

For comparison, we consider various benchmark schemes, e.g., without IRS (i.e., \(N = 0\)), and/or with the individual encoding (i.e., \(G = K\) such that each user’s message is encoded individually) and single-codebook encoding (i.e., \(G = 1\) such that all the \(K\) users’ messages are jointly encoded into one single codeword), respectively. Besides, we also consider the exhaustive search based user grouping to achieve the performance upper bound or latency lower bound, in which we first solve problem \(\text{(P2)}\) with any given \(\{\mathcal{K}_i\}\), and then compare the corresponding latency values to find the minimum one.

Fig. 1 shows the total blocklength (latency) versus the number of reflecting elements \(N\) at the IRS when \(K = 5\). It is observed that the performance of our proposed designs (with K-means and greedy) approaches closely to the upper bound achieved by the exhaustive search. It is also observed that the individual encoding scheme outperforms the single-codebook encoding when \(N \leq 30\), and the opposite is true when \(N > 30\), while the single-codebook encoding design performs close to our proposed designs for large \(N\). This shows that the IRS elements \(N\) is beneficial in
improving the SNR of the worst-case users. Furthermore, it is observed that there is a marginal gain in the latency reduction with respect to the increasing \( N \), as large \( N \) will no longer be a limiting factor to the performance in the considered setup when the number of users is small.

Fig. 2 shows the total blocklength versus the number of users \( K \), where \( N = 20 \) is set for the schemes with IRS. It is observed that for both cases with and without IRS, our proposed designs with user grouping considerably outperform the benchmark schemes with individual encoding and single-codebook encoding. In fact, the performance gap increases with the number of users as the increasing number of users impose more stringent constraints to problem (P1). This justifies the benefits of grouping users for joint encoding. It is also observed that the greedy-based user grouping outperforms the K-means-based one in the case without IRS. This is due to the fact that although the K-means-based user grouping design minimizes the intra-group SNR variance, it may produce more groups than that of the greedy-based one.

Fig. 3 shows the total blocklength versus the maximum PEP when \( N = 20 \) and \( K = 30 \). Similar observations are made as in Fig. 2. Furthermore, it is observed that the individual encoding scheme performs close to the proposed designs when the PEP becomes small, while the proposed user grouping designs significantly outperform the benchmark schemes when the PEP becomes large.

VI. CONCLUSION

In this letter, we considered an IRS-aided multiuser URLLC system with user grouping, where a BS broadcasts short-packet messages to grouped users with the help of the IRS. We minimized the total latency, by jointly optimizing the BS’s user grouping, the blocklength of different groups, and the IRS’s reflective beamforming. By using the optimization and clustering techniques, efficient algorithms were proposed to obtain an efficient suboptimal solution to the formulated latency minimization problem. Numerical results showed the superior performance of the proposed designs over existing baseline schemes. This demonstrates the benefits of joint encoding and IRS in enhancing the multiuser URLLC performance.
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