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Abstract
We show an abstract time-periodic bifurcation theorem in Banach spaces. The key point as well as the novelty of the method is to split the original evolution equation into two different coupled equations, one for the time-average of the sought solution and the other for the “purely periodic” component. This approach may be particularly useful in studying physical phenomena occurring in unbounded spatial regions. Actually, we furnish a significant application of the theorem, by providing sufficient conditions for time-periodic bifurcation from a steady-state flow of a Navier-Stokes liquid past a three-dimensional obstacle.

1 Introduction
Time-periodic bifurcation from a steady-state regime is a commonly observed phenomenon in the dynamics of viscous liquid, for both bounded and unbounded flow; see, e.g. [11, Section 10.3], [19, Chapter 3]. As is well-known, it may take place when the magnitude of the driving mechanism, \( m \) (say), reaches a certain critical value, \( m_c \). Basically, if \( m < m_c \) the flow is steady, whereas once \( m > m_c \) the flow shows an unsteady, time-periodic character. It must be emphasized that the latter occurs even though the driving mechanism is time-independent.

The rigorous mathematical analysis of this type of bifurcation for bounded flow, including stability properties of the bifurcating branch, has received a number of important contributions, beginning with the works of Iudovich
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Joseph & Sattinger [15], and Iooss [13] in the early 1970. In particular, these papers laid the foundation for a rigorous understanding of complicated bifurcation phenomena occurring in the Taylor-Couette experiment; see [4].

However, it must also be emphasized that the approaches employed by these authors—mostly resembling ideas introduced by E. Hopf in [12] on similar problems for systems with a finite degree of freedom—do not apply to the case of an unbounded flow. As a result, the important time-periodic bifurcation phenomenon occurring in the flow of a viscous liquid past body, like a cylinder (in 2D) or a ball (in 3D), is left out. From a strictly technical viewpoint, this failure is due to the circumstance that the above approaches require the relevant time-independent, linearized operator, $L$, to be continuously invertible in the appropriate Hilbert space where the problem is formulated. Now, while this condition is certainly satisfied if the region of flow is bounded, since in that case 0 can only be an eigenvalue for $L$, in the case of an unbounded flow it fails, because 0 becomes a point of the essential spectrum [2, Theorem 2 and Remark 2]. Nevertheless, as first pointed out and proved by Babenko [3], the operator $L$ becomes Fredholm of index 0 provided it is defined in the Banach space, $B$, where steady-state solutions belong. Therefore, the bounded invertibility of $L$, thus defined, is again ensured by requiring that 0 is not an eigenvalue. In the light of these considerations, it becomes natural to formulate the time-periodic bifurcation problem in the space $B$, an approach first taken by Babenko [3], and, successively extended and improved by Sazonov [17].

However, this kind of procedure has two drawbacks. On the one hand, it gives up the simplicity of the Hilbert-space formulation, and, on the other hand and more importantly, it is not able to cover the case of time-periodic bifurcation of plane flow past a cylinder [1, p. 39]. Motivated by the latter, in [8] the present author has introduced a different method for the study of time-periodic bifurcation of viscous flow that allows him to overcome both drawbacks. The method stems from the observation that, in the case of an unbounded flow, the (time-independent) time-average over a period, $v$, of the sought solution, and the “purely periodic” (time-dependent) component, $w$, belong, in general, to two different function spaces, with, in particular, $v \in B$. With this in mind, the original time-dependent equation can be equivalently rewritten as two coupled equations, one of the elliptic type (for $v$), and the other of parabolic type (for $w$). The problem then simplifies to a great extent, in that one can show that, in order to obtain the desired bifurcation result, it suffices to investigate, basically, only the properties of the evolution equation which is proved to be naturally formulated in the same Hilbert-space framework as that of bounded flow.
We believe that the method introduced in [8] could be very useful in many other problems of mathematical physics, and, in particular, those regarding phenomena occurring in unbounded spatial regions.

For this reason, the main objective of this paper (Section 3) is to employ the basic ideas introduced in [8] to prove an abstract time-periodic bifurcation result that could be applied to more general problems; see Theorem 3.1. As hinted earlier on, this theorem is formulated for the coupled systems constituted by a time-independent and a first order time-dependent equation in Banach and Hilbert spaces, respectively; see (3.5)\(^{(1)}\). Under suitable regularity conditions on the nonlinearities (see (H4) and Remark 3.3) and technical assumptions (see (H3)), we then show the existence of a one-parameter family of bifurcating time-periodic solutions, provided the spectrum of the relevant linearized operators satisfies certain specific conditions (see (H1), (H2), (H5)). Roughly speaking, they amount to assume that the linear (time-independent) operator involved in the evolution equation possesses a pair of simple, purely imaginary, complex conjugate eigenvalues, “crossing” the imaginary axis with non-zero speed; see also Remark 3.1. Moreover, we show that this bifurcating branch is unique, and that the type of bifurcation can only be super- or sub-critical.

The second part of the paper (Section 4) is dedicated to the application of Theorem 3.1 to the study of time-periodic bifurcation of a steady-state solution to the Navier-Stokes equation in an exterior three-dimensional domain (flow past a body). In particular, we show that all technical assumptions of Theorem 3.1 are indeed met (see Proposition 4.1–Proposition 4.3) so that the results stated in Theorem 3.1, under the above mentioned hypotheses on the spectrum, apply. We wish to stress out that our results differ from those of [17] on the one hand, because they are obtained, basically, in a Hilbert-space framework, and, on the other hand, because unlike [17], we also show the uniqueness property of bifurcating solutions.

2 Notation

The symbols \(\mathbb{N}, \mathbb{Z}, \text{and } \mathbb{R}, \mathbb{C}\) stand, in the order, for the sets of positive and relative integers, and the fields of real and complex numbers.

\(\Omega\) denotes a fixed exterior domain of \(\mathbb{R}^3\), namely, the complement of the closure of a bounded, open, and simply connected set, \(\Omega_0 \subset \mathbb{R}^3\). We shall assume \(\Omega\) of class \(C^2\), and take the origin \(O\) of the coordinate system in \(\Omega_0\).

\(^{(1)}\)We wish to remark that our approach also admits of a straightforward extension to Banach spaces; see Remark 3.2.
Also, we denote by \( R_\ast > 0 \) a number such that the closure of \( \Omega_0 \) is strictly contained in \( \{ x \in \mathbb{R}^3 : (x_1^2 + x_2^2 + x_3^2)^{\frac{1}{2}} < R_\ast \} \).

For \( R \geq R_\ast \), we let

\[
\Omega_R = \Omega \cap \{ x \in \mathbb{R}^3 : (x_1^2 + x_2^2 + x_3^2)^{\frac{1}{2}} < R \}, \quad \Omega^R = \Omega - \overline{\Omega_R},
\]

where the bar denotes closure.

We set \( u_t := \frac{\partial u}{\partial t}, \partial_1 u := \frac{\partial u}{\partial x_1} \), and indicate by \( D^2 u \) the matrix of the second derivatives of \( u \).

For an open and connected set \( A \subseteq \mathbb{R}^3 \), \( L^q(A), L^q_{\text{loc}}(A), 1 \leq q \leq \infty \), \( W^{m,q}(A) \), \( W^{0,q}(A) \), \( W^{0,q}_0(A) \) stand for the usual Lebesgue and Sobolev classes, respectively, of real or complex functions. \(^2\) Norms in \( L^q(A) \) and \( W^{m,q}(A) \) are indicated by \( \| \cdot \|_{q,A} \) and \( \| \cdot \|_{m,q,A} \). The scalar product of functions \( u, v \in L^2(A) \) will be denoted by \( \langle u, v \rangle_A \). In the above notation, the symbol \( A \) will be omitted, unless confusion arises.

As customary, for \( q \in [1, \infty] \) we let \( q' = \frac{q}{q-1} \) be its Hölder conjugate.

By \( D^{1,q}(\Omega) \), \( 1 < q < \infty \), we denote the space of (equivalence classes of) functions \( u \) such that \( \| \nabla u \|_q < \infty \). Moreover, setting,

\[
D(\Omega) := \{ u \in C^\infty_0(\Omega) : \text{div} u = 0 \}
\]

we let \( D^{1,2}(\Omega) \) be the completion of \( D(\Omega) \) in the norm \( \| \nabla (\cdot) \|_2 \), and set

\[
Z^{2,2}(\Omega) := W^{2,2}(\Omega) \cap D^{1,2}(\Omega).
\]

Furthermore, we denote by \( H^q(\Omega) \), \( 1 < q < \infty \), \( (H^2(\Omega) \equiv H(\Omega)) \) the completion of \( D(\Omega) \) in the norm \( L^q(\Omega) \) and let \( P_q \) be the (Helmholtz) projection from \( L^q(\Omega) \) onto \( H^q(\Omega) \). \( P_q \) is independent of \( q \) \(^2\) III.1, so that we shall simply denote it by \( P \).

We define

\[
X^{2,q}(\Omega) := \{ u : u \in L^4(\Omega) \cap D^{1,2}(\Omega) \cap D^{1,q}(\Omega), \partial_1 u, D^2 u \in L^q(\Omega) \}
\]

and

\[
X^{2,q}_0(\Omega) := \{ u \in X^{2,q}(\Omega) : \text{div} u = 0, \ u|_{\partial \Omega} = 0 \}.
\]

As is known, \( X^{2,q}(\Omega) \) and \( X^{2,q}_0(\Omega) \) become Banach spaces when endowed with the “natural” norm

\[
\| u \|_{X^{2,q}} := \| u \|_4 + \| \nabla u \|_2 + \| \nabla u \|_{q'} + \| \partial_1 u \|_{q'} + \| D^2 u \|_{q'};
\]

see \(^9\). \(^2\) We shall use the same font style to denote scalar, vector and tensor function spaces.
Remark 2.1 A function $u \in X^{2,3}(\Omega)$ decays to 0 as $|x| \to \infty$ in a well defined sense. Precisely

$$\lim_{R \to \infty} \int_{S_2} |u(R, \Theta)|^{\frac{3}{2}} d\Theta = 0$$

where $S_2$ is the unit sphere in $\mathbb{R}^3$; see [6, Lemma II.6.3].

If $M$ is a map between two spaces, we denote by $D[M], N[M]$ and $R[M]$ its domain, null space and range, respectively.

In the following, $B$ is a real Banach space with associated norm $\| \cdot \|_B$.

By $B_C := B + iB$ we denote the complexification of $B$.

For $q \in [1, \infty]$, $L^q(-\pi, \pi; B)$ is the space of functions $u : (-\pi, \pi) \to B$ such that

$$\left( \int_{-\pi}^{\pi} \|u(t)\|_B^q \right)^{\frac{1}{q}} < \infty, \text{ if } q \in [1, \infty); \quad \text{ess sup}_{t \in [-\pi, \pi]} \|u(t)\|_B < \infty, \text{ if } q = \infty.$$ 

Given a function $u \in L^1(-\pi, \pi; B)$, we let $\overline{u}$ be its average over $[-\pi, \pi]$, namely,

$$\overline{u} := \frac{1}{2\pi} \int_{-\pi}^{\pi} u(t) dt.$$ 

Furthermore, we shall say that $u$ is $2\pi$-periodic, if $u(t + 2\pi) = u(t)$, for a.a. $t \in \mathbb{R}$. We then define

$$\mathcal{W}^2_{2\pi,0}(\Omega) := \left\{ u \in L^2(-\pi, \pi; Z^{2,2}(\Omega)) \text{ and } u_t \in L^2(-\pi, \pi; H(\Omega)) : \text{ } u \text{ is } 2\pi\text{-periodic with } \overline{u} = 0 \right\}$$

with associated norm

$$\|u\|_{\mathcal{W}^2_{2\pi,0}} := \left( \int_{-\pi}^{\pi} \|u(t)\|_2^2 dt \right)^{\frac{1}{2}} + \left( \int_{-\pi}^{\pi} \|u_t(t)\|_2^2 dt \right)^{\frac{1}{2}}.$$ 

Remark 2.2 Since $W^{2,2} \subset W^{1,6}$, from [6, Theorem II.9.1] it follows that if $w \in \mathcal{W}^2_{2\pi,0}(\Omega)$ then

$$\lim_{|x| \to \infty} |w(x, t)| = 0 \text{ uniformly in } x, \text{ for a.a. } t \in [-\pi, \pi].$$
Setting
\[ \Omega_{2\pi} := \Omega \times [-\pi, \pi] \]
we define
\[ \mathcal{L}_{2\pi,0}(\Omega) := \left\{ u \in L^2(\Omega_{2\pi}) : u \text{ is } 2\pi\text{-periodic with } \bar{u} = 0 \right\}, \]
and its subspace
\[ \mathcal{H}_{2\pi,0}(\Omega) := \left\{ u \in L^2(-\pi, \pi; H(\Omega)) : u \text{ is } 2\pi\text{-periodic with } \bar{u} = 0 \right\}. \]
Moreover, for \( u, v \in \mathcal{L}_{2\pi,0}^2(\Omega) \) we put
\[ (u|v) := \int_{-\pi}^{\pi} \langle u(t), v(t) \rangle \, dt. \]
Finally, by \( c, c_0, c_1, \) etc., we denote positive constants, whose particular value is unessential to the context. When we wish to emphasize the dependence of \( c \) on some parameter \( \xi \), we shall write \( c(\xi) \).

3 An Abstract Bifurcation Theorem

Objective of this section is to prove a time-periodic bifurcation result for a general class of equations in Banach spaces. Before proceeding in that direction, however, we first would like to make some comments that will also provide the motivation of our approach.

Many evolution problems in mathematical physics can be formally written in the form
\[ u_t + L(u) = N(u, \mu), \tag{3.1} \]
where \( L \) is a linear differential operator (with appropriate homogeneous boundary conditions), and \( N \) is a nonlinear operator depending on the parameter \( \mu \in \mathbb{R} \), such that \( N(0, \mu) = 0 \) for all admissible values of \( \mu \). Then, roughly speaking, time-periodic bifurcation for (3.1) amounts to show the existence a family of non-trivial time-periodic solutions \( u = u(\mu; t) \) of (unknown) period \( T = T(\mu) \) (\( T \)-periodic solutions) in a neighborhood of \( \mu = 0 \), and such that \( u(\mu; \cdot) \to 0 \) as \( \mu \to 0 \). Setting \( \tau := 2\pi t/T \equiv \omega t \), (3.1) becomes
\[ \omega u_{\tau} + L(u) = N(u, \mu) \tag{3.2} \]
and the problem reduces to find a family of $2\pi$-periodic solutions to (3.2) with the above properties. We now write $u = \overline{u} + (u - \overline{u}) := v + w$ and observe that (3.2) is formally equivalent to the following two equations

\[
L(v) = N(v + w, \mu) := N_1(v, w, \mu),
\]
\[
\omega w_{\tau} + L(w) = N(v + w, \mu) - \overline{N(v + w, \mu)} := N_2(v, w, \mu).
\] (3.3)

At this point, the crucial issue is that in many applications—typically when the physical system evolves in an unbounded spatial region—the “steady-state component” $v$ lives in function spaces with quite less “regularity” than the space where the “purely periodic” component $w$ does. For this reason, it is much more appropriate to study the two equations in (3.3) in two different function classes. As a consequence, even though formally being the same as differential operators, the operator $L$ in (3.3)$_1$ acts on and ranges into spaces different than those the operator $L$ in (3.3)$_2$ does. With this in mind, (3.3) becomes

\[
L_1(v) = N_1(v, w, \mu); \quad \omega w_{\tau} + L_2(w) = N_2(v, w, \mu).
\]

The general abstract theory that we are about to describe stems exactly from the above considerations.

To this end, let $\mathcal{X}, \mathcal{Y},$ be Banach spaces with norms $\| \cdot \|_\mathcal{X}, \| \cdot \|_\mathcal{Y},$ respectively, and let $\mathcal{H}$ be a Hilbert space with norm $\| \cdot \|_\mathcal{H}$ and corresponding scalar product $\langle \cdot, \cdot \rangle$. Moreover, denote by

\[
L_1 : \mathcal{X} \mapsto \mathcal{Y},
\]

a bounded linear operator, and by

\[
L_2 : D[L_2] \subset \mathcal{H} \mapsto \mathcal{H},
\]

a densely defined, closed linear operator, with a non-empty resolvent set $\mathcal{P}(L_2)$. For a fixed (once and for all) $\theta \in \mathcal{P}(L_2)$ we denote by $\mathcal{W}$ the linear subspace of $\mathcal{H}$ closed under the norm $\|w\|_\mathcal{W} := \|(L_2 + \theta I)w\|_\mathcal{H}$, where $I$ stands for the identity operator. We then define the following spaces

\[
\mathcal{H}_{2\pi,0} := \{w \in L^2(\pi, \pi; \mathcal{H}) : 2\pi \text{-periodic with } \overline{w} = 0\}
\]
\[
\mathcal{W}_{2\pi,0} := \{w \in L^2(\pi, \pi; \mathcal{W}), w_t \in L^2(\pi, \pi; \mathcal{H}) : 2\pi \text{-periodic with } \overline{w} = 0\},
\]

(3) Here ‘regularity’ is meant in the sense of behavior at large spatial distances.

(4) Without any risk of confusion, we use here the same symbol as the $L^2$-scalar product introduced earlier on.
with corresponding norms
\[
\|w\|_{H^{2\pi,0}} := \left( \int_{-\pi}^{\pi} \|w(s)\|_{H^2}^2 \, ds \right)^{\frac{1}{2}},
\]
\[
\|w\|_{W^{2\pi,0}} := \left( \int_{-\pi}^{\pi} \left( \|w(s)\|_{W^2}^2 + \|w_s(s)\|_{H^2}^2 \right) \, ds \right)^{\frac{1}{2}}.
\]

The scalar product in $H^{2\pi,0}$ is defined by\(^{(5)}\)
\[
\langle w_1 | w_2 \rangle := \int_{-\pi}^{\pi} \langle w_1(s), w_2(s) \rangle \, ds.
\]

Next, let
\[
N : X \times W^{2\pi,0} \times \mathbb{R} \mapsto Y \oplus H^{2\pi,0}
\]
be a (nonlinear) map satisfying the following properties:
\[
N_1 : (v, w, \mu) \in X \times W^{2\pi,0} \times \mathbb{R} \mapsto \overline{N(v, w, \mu)} \in Y;
\]
\[
N_2 := N - N_1 : X \times W^{2\pi,0} \times \mathbb{R} \mapsto H^{2\pi,0}.
\]

We can then formulated the following.

Bifurcation Problem: Find a neighborhood of the origin
\[
U(0, 0, 0) \subset X \times W^{2\pi,0} \times \mathbb{R}
\]
such that the equations
\[
L_1(v) = N_1(v, w, \mu), \ \text{in} \ Y; \quad \omega \, w + L_2(w) = N_2(v, w, \mu), \ \text{in} \ H^{2\pi,0},
\]
possess there a family of non-trivial $2\pi$-periodic solutions $(v(\mu), w(\mu; \tau))$ for some $\omega = \omega(\mu) > 0$, such that $(v(\mu), w(\mu; \tau)) \to 0$ in $X \times W^{2\pi,0}$ as $\mu \to 0$.

Whenever the Bifurcation Problem admits a positive answer, we say that $(u = 0, \mu = 0)$ is a bifurcation point. Moreover, the bifurcation is called supercritical [resp. subcritical] if the family of solutions $(v(\mu), w(\mu; \tau))$ exists only for $\mu > 0$ [resp. $\mu < 0$].

With a view to solve the above problem, we begin to make the following assumptions (H1)–(H5) on the involved operators.

(H1) $L_1$ is a homeomorphism;

(H2) The spectrum $\sigma(L_2)$ (computed with respect to $H^\infty$) contains a simple eigenvalue $\nu_0 := i \omega_0$, $\omega_0 > 0$\(^{(5)}\) whereas $k \nu_0 \notin \sigma(L_2)$, for all $k \in \mathbb{N} - \{0, 1\}$;

---

\(^{(5)}\)Without any risk of confusion, we use here the same symbol as the $H^{2\pi,0}$-scalar product introduced earlier on.

\(^{(6)}\)That is, $N_c[L_2 - \nu_0 I] \cap R_c[L_2 - \nu_0 I] = \{0\}$. 
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(H3) The operator
\[ Q: w \in W_{2\pi,0} \mapsto \omega_0 w + L_2(w) \in H_{2\pi,0}, \]
is Fredholm of index 0;

(H4) The nonlinear operators \( N_1, N_2 \) are analytic in the neighborhood \( U_1(0,0,0) \subset X \times W_{2\pi,0} \times R \), namely, there exists \( \delta > 0 \) such that for all \( (v, w, \mu) \) with \( \|v\|_X + \|w\|_{W_{2\pi,0}} + |\mu| < \delta \), the Taylor series
\[
N_1(v, w, \mu) = \sum_{k,l,m=0}^{\infty} R_{klm} v^k w^l \mu^m,
\]
\[
N_2(v, w, \mu) = \sum_{k,l,m=0}^{\infty} S_{klm} v^k w^l \mu^m,
\]
are absolutely convergent in \( Y \) and \( H_{2\pi,0} \), respectively, for all \( (v, w, \mu) \in U_1 \). Moreover, we assume that the multi-linear operators \( R_{klm} \) and \( S_{klm} \) satisfy \( R_{klm} = S_{klm} = 0 \) whenever \( k + l + m \leq 1 \), and \( R_{011} = R_{00m} = S_{00m} = 0 \), all \( m \geq 2 \).

In order to prove our main Theorem 3.1, we begin to draw a number of consequences from the above assumptions. In this regard, let \( v_0 \) be the (unique) normalized eigenvector of \( L_2 \) corresponding to the eigenvalue \( \nu_0 \), and set
\[
v_1 := \Re[v_0 e^{-i\tau}], \quad v_2 := \Im[v_0 e^{-i\tau}].\]

**Lemma 3.1** Under the assumption (H2), we have \( \dim N[Q] = 2 \), and \( \{v_1, v_2\} \) is a basis in \( N[Q] \).

**Proof.** Clearly, \( \mathcal{S} := \text{span} \{v_1, v_2\} \subseteq N[Q] \). Conversely, take \( w \in N[Q] \), and expand it in Fourier series
\[
w = \sum_{\ell=-\infty}^{\infty} w_{\ell} e^{-i\ell \tau}; \quad w_{\ell} := \frac{1}{2\pi} \int_{-\pi}^{\pi} w(\tau) e^{i\ell \tau} d\tau, \quad w_0 \equiv \overline{w} = 0.
\]
Obviously, \( w_{\ell} \in W_C \equiv D_C[L_2] \). From \( Q(w) = 0 \) we deduce
\[-\ell \mu_0 w_{\ell} + L_2(w_{\ell}) = 0, \quad w_{\ell} \in D_C[L_2], \quad \ell \in \mathbb{Z},\]
which, by (H2) and the fact that \( w_0 = 0 \), implies \( w_{\ell} = 0 \) for all \( \ell \in \mathbb{Z} - \{\pm 1\} \). Thus, recalling that \( \mu_0 \) is simple, we infer \( w \in \mathcal{S} \) and the lemma follows.
Denote by $L^*_2$ the adjoint of $L_2$. Since $\nu_0$ is simple (by (H2)), from classical results on Fredholm operators (e.g. [20, Section 8.4]), it follows that there exists at least one element $v_0^* \in \mathbb{N}_C[L_2^* - \nu_0 I]$ such that $\langle v_0^*, v_0 \rangle \neq 0$. Without loss, we may take $\langle v_0^*, v_0 \rangle = \pi^{-1}$. (3.6)

We then define $v_1^* := \Re \{v_0^* e^{i\tau}\}$, $v_2^* := \Im \{v_0^* e^{i\tau}\}$, and set

$\hat{H}_{2\pi,0} = \{w \in H_{2\pi,0}: (w|v_1^*) = (w|v_2^*) = 0\}$, $\hat{W}_{2\pi,0} = \mathcal{W}_{2\pi,0} \cap \hat{H}_{2\pi,0}$.

For future reference, we observe that with the normalization (3.6), it follows that $\langle v_1^*|v_1^* \rangle = \langle v_2^*|v_2^* \rangle = 1$, $\langle v_2^*|v_1^* \rangle = 0$, $\langle ((v_1)_{\tau}|v_1^*) = 0$, $\langle ((v_1)_{\tau}|v_2^*) = -1$. (3.7)

**Lemma 3.2** Let (H2) and (H3) hold. Then, the operator $Q$ maps $\hat{W}_{2\pi,0}$ onto $\hat{H}_{2\pi,0}$ homeomorphically.

**Proof.** By (H3), $Q$ is Fredholm of index 0, whereas by Lemma 3.1 $\dim \mathcal{N}[Q] = 2$. From classical theory of Fredholm operators (e.g. [20, Proposition 8.14(4)]) it then follows that $\dim \mathcal{N}[Q^*] = 2$ where

$Q^* = \omega_0(\cdot)_{\tau} + L_2^*$

is the adjoint of $Q$. In view of the stated properties of $v_0^*$, we infer that $\text{span} \{v_1^*, v_2^*\} = \mathcal{N}[Q^*]$, and the lemma follows from another classical result on Fredholm operators (e.g. [20, Proposition 8.14(2)]).

With this result in hand, we shall now follow a more or less standard procedure to show that our Bifurcation Problem has in fact a solution. To this end, in order to ensure the the solutions we are looking for are non-trivial, we endow (3.5) with the side condition

$(w|v_1^*) = \varepsilon$, $\langle w|v_1^* \rangle = 0$, (3.8)

where $\varepsilon$ is a real parameter ranging in a neighborhood of 0.

We may then prove the main result of this section.
Theorem 3.1 Suppose (H1)–(H5) hold and, in addition

\[(S_{011}(v_1)|v_1^*) \neq 0.\]

Then, the following properties are valid.

(a) Existence. There are analytic families

\[(v(\varepsilon), w(\varepsilon), \omega(\varepsilon), \mu(\varepsilon)) \in \mathcal{X} \times \mathcal{W}_{2\pi,0} \times \mathbb{R}_+ \times \mathbb{R}\]

satisfying (3.5), (3.8), for all \(\varepsilon\) in a neighborhood \(\mathcal{I}(0)\) and such that

\[(v(\varepsilon), w(\varepsilon) - \varepsilon v_1, \omega(\varepsilon), \mu(\varepsilon)) \to (0, 0, \omega_0, 0) \text{ as } \varepsilon \to 0.\]

(a) Uniqueness. There is a neighborhood

\[U(0, 0, \omega_0, 0) \subset \mathcal{X} \times \mathcal{W}_{2\pi,0} \times \mathbb{R}_+ \times \mathbb{R}\]

such that every (nontrivial) \(2\pi\)-periodic solution to (3.5), \((z, s)\), lying in \(U\) must coincide, up to a phase shift, with that member of the family \(3.9\) having \(\varepsilon \equiv (s|v_1^*)\).

(a) Parity. The functions \(\omega(\varepsilon)\) and \(\mu(\varepsilon)\) are even:

\[\omega(\varepsilon) = \omega(-\varepsilon), \quad \mu(\varepsilon) = \mu(-\varepsilon), \text{ for all } \varepsilon \in \mathcal{I}(0).\]

Consequently, the bifurcation due to these solutions is either subcritical or supercritical, a two-sided bifurcation being excluded\(^{(7)}\).

Proof. We scale \(v\) and \(w\) by setting \(v = \varepsilon v, w = \varepsilon w\), so that problem (3.5), (3.8) becomes

\[L_1(v) = N_1(\varepsilon, v, w, \mu), \text{ in } \mathcal{V};\]

\[\omega_0 w_\tau + L_2(w) = N_2(\varepsilon, \omega, v, w, \mu), \text{ in } \mathcal{H}_{2\pi,0}, \quad (w|v_1^*) = 1, \quad (w|v_1^*) = 0,\]

where

\[N_1(\varepsilon, v, w, \mu) := (1/\varepsilon) N_1(\varepsilon v, \varepsilon w, \mu),\]

\[N_2(\varepsilon, \omega, v, w, \mu) := (1/\varepsilon) N_2(\varepsilon v, \varepsilon w, \mu) + (\omega_0 - \omega)w_\tau.\]

Define the map

\[F : (\varepsilon, U) := (\varepsilon, \mu, \omega, v, w) \in \mathcal{I}(0) \times U(0) \times V(\omega_0) \times \mathcal{X} \times \mathcal{W}_{2\pi,0}\]

\[\mapsto \left((L_1(v) - N_1(\varepsilon, v, w, \mu), \exists \varphi(w) - N_2(\varepsilon, \omega, v, w, \mu), (w|v_1^*) - 1, (w|v_1^*) \right)\]

\[\in \mathcal{V} \times \mathcal{H}_{2\pi,0} \times \mathbb{R}^2,\]

\(^{(7)}\)Unless \(\mu \equiv 0.\)
with $U(0)$ and $V(\omega_0)$ neighborhoods of 0 and $\omega_0$. Since, by (H4), we have in particular $N_1(0,0,v_1,0) = N_2(0,\omega_0,v_1,0) = 0$, using (3.7), we deduce that, at $\varepsilon = 0$, the equation $F(\varepsilon,U) = 0$ has the solution $U_0 = (0,\omega_0,0,v_1)$. Therefore, since by (H4) we have that $F$ is analytic at $(0,U_0)$, by the analytic version of the Implicit Function Theorem (e.g. [20, Proposition 8.11]), to show the existence statement -including the validity of (3.10)- it suffices to show that the Fréchet derivative, $DF(0,U_0)$, of $F$ with respect to $U$ evaluated at $(0,U_0)$ is a bijection. Now, in view of the assumption (H4), it easy to see that the Fréchet derivative of $N_1$ at $(\varepsilon = 0, v = 0, w = v_1, \mu = 0)$ is equal to 0, while that of $N_2$ at $(\varepsilon = 0, \omega = \omega_0, v = 0, w = v_1, \mu = 0)$ is equal to $-\omega(v_1)_\tau + \mu S_{011}(v_1)$. Therefore, $DF(0,U_0)$ is a bijection if we prove that for any $(f_1,f_2,f_3,f_4) \in \mathcal{Y} \times \mathcal{H}_{2,\pi,0} \times \mathbb{R} \times \mathbb{R}$, the following set of equations has one and only one solution $(\mu,\omega,v,w) \in \mathbb{R} \times \mathbb{R} \times \mathcal{X} \times \mathcal{W}_{2\pi,0}$:

$$
L_1(v) = f_1 \text{ in } \mathcal{Y},
$$

$$
\mathcal{L}(w) = -\omega(v_1)_\tau + \mu S_{011}(v_1) + f_2 \text{ in } \mathcal{H}_{2,\pi,0},
$$

$$
(w|v^*_1) = f_3, \quad (w|v^*_2) = f_4 \text{ in } \mathbb{R}.
$$

In view of (H1), for any given $f_1 \in \mathcal{Y}$, equation (3.12) has one and only one solution $v \in \mathcal{X}$. Therefore, it remains to prove the existence and uniqueness property only for the system of equations (3.12) To this aim, we observe that, by Lemma 3.2, for a given $f_2 \in \mathcal{H}_{2,\pi,0}$, equation (3.12) possesses a unique solution $w_1 \in \mathcal{W}_{2\pi,0}$ if and only if its right-hand side is in $\mathcal{H}_{2,\pi,0}$, namely,

$$
( -\omega(v_1)_\tau + \mu S_{011}(v_1) + f_2|v^*_1) = ( -\omega(v_1)_\tau + \mu S_{011}(v_1) + f_2|v^*_2) = 0.
$$

Taking into account (3.7), the above conditions will be satisfied provided we can find $\mu$ and $\omega$ satisfying the following algebraic system

$$
\mu(S_{011}(v_1)|v^*_1) = -(f_2|v^*_1),
$$

$$
\omega + \mu(S_{011}(v_1)|v^*_2) = -(f_2|v^*_2).
$$

However, by virtue of (H6), this system possesses a uniquely determined solution $(\mu,\omega)$, which ensures the existence of a unique solution $w_1 \in \mathcal{W}_{2\pi,0}$ to (3.12) corresponding to the selected values of $\mu$ and $\omega$. We now set

$$
w := w_1 + \alpha v_1 + \beta v_2, \quad \alpha, \beta \in \mathbb{R}.
$$

Clearly, by Lemma 3.1, $w$ is also a solution to (3.12). We then choose $\alpha$ and $\beta$ in such a way that $w$ satisfies both conditions (3.12) for any given
$f_i \in \mathbb{R}, \ i = 1, 2$. This choice is made possible by virtue of (3.7). We have thus shown that $DF(0, U_0)$ is surjective. To show that it is also injective, set $f_i = 0$ in (3.12). From (3.13) and (16) it then follows $\mu = \omega = 0$ which in turn implies, by (3.12) and Lemma 3.1, $w = \gamma_1 v_1 + \gamma_2 v_2$, for some $\gamma_i \in \mathbb{R}, \ i = 1, 2$. Replacing this information back in (3.12) with $f_3 = f_4 = 0$, and using (3.7) we conclude $\gamma_1 = \gamma_2 = 0$, which proves the claimed injectivity property. Thus, $DF(0, U_0)$ is a bijection, and the proof of the existence statement in (a) is completed. We shall next show the uniqueness statement in (b) by adapting to the present case the argument of [20, Theorem 8.B]. Let $(z, s) \in X \times W_{2\pi,0}$ be a $2\pi$-periodic solution to (3.5) with $\omega \equiv \tilde{\omega}$ and $\mu \equiv \tilde{\mu}$. By the uniqueness property associated with the implicit function theorem, the proof of the claimed uniqueness amounts to show that we can find a sufficiently small $\rho > 0$ such that if

$$
\|z\|_X + \|s\|_{W_{2\pi,0}} + |\tilde{\omega} - \omega| + |\tilde{\mu}| < \rho,
$$

then there exists a neighborhood of $0, \mathcal{I}(0) \subset \mathbb{R}$, such that

$$
\begin{align*}
& s = \eta v_1 + \eta s, \ z = \eta z, \text{ for all } \eta \in \mathcal{I}(0), \\
& |\tilde{\omega} - \omega| + |\tilde{\mu}| + \|z\|_X + \|s\|_{W_{2\pi,0}} \to 0 \text{ as } \eta \to 0.
\end{align*}
$$

To this end, we notice that, by (3.7), we may write

$$
s = \sigma + \tilde{s}
$$

where $\sigma = (s|v_1^*) v_1 + (s|v_2^*) v_2$ and

$$
(s|v_i^*) = 0, \ i = 1, 2.
$$

We next make the simple but important observation that if we modify $s$ by a constant phase shift in time, $\delta$, namely, $s(\tau) \to s(\tau + \delta)$, the shifted function is still a $2\pi$-periodic solution to (3.5) and, moreover, by an appropriate choice of $\delta$,

$$
\sigma = \eta v_1,
$$

with $\eta = \eta(\delta) \in \mathbb{R}$. (The proof of (3.18) is straightforward, once we take into account the definition of $v_1$ and $v_2$.) Notice that from (3.14), (3.16)–(3.18) it follows that

$$
|\eta| + \|\tilde{s}\|_{W_{2\pi,0}} \to 0 \text{ as } \rho \to 0.
$$

From (3.5) we thus get

$$
L_1(z) = N_1(z, \eta v_1 + \tilde{s}, \tilde{\mu})
$$
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and, recalling Lemma 3.1

\[ \mathcal{Q}(\tilde{s}) = \eta (\omega_0 - \omega)(v_1)_r + (\omega_0 - \omega)\tilde{s}_r + N_2(z, \eta v_1 + \tilde{s}, \tilde{\mu}). \]  

(3.21)

In view of (H4) and (3.14), we easily deduce deduce

\[ N_1(z, \eta v_1 + \tilde{s}, \tilde{\mu}) = R_{110} z (\eta v_1 + \tilde{s}) + R_{101} z \tilde{\mu} + R_{202} (\eta v_1 + \tilde{s})^2 + n_1(z, \eta, \tilde{s}, \tilde{\mu}), \]

where

\[ \|n_1(z, \eta, \tilde{s}, \tilde{\mu})\|_Y \leq \epsilon(\rho) \left( \|z\|_X + \|\tilde{s}\|_{W_{2\pi,0}} + \eta^2 \right), \quad \epsilon(\rho) \to 0 \text{ as } \rho \to 0, \]

so that, by (3.20) and (H1) we obtain by taking \( \rho \) sufficiently small

\[ \|z\|_X \leq c_1 (|\eta|^2 + \|\tilde{s}\|_{W_{2\pi,0}}^2 + \epsilon(\rho)\|\tilde{s}\|_{W_{2\pi,0}}). \]  

(3.22)

Likewise,

\[ N_2(z, \eta v_1 + \tilde{s}, \tilde{\mu}) = S_{011}(\eta v_1 + \tilde{s})\tilde{\mu} + S_{110} z (\eta v_1 + \tilde{s}) + S_{101} z \tilde{\mu} + S_{202} z^2 + S_{020}(\eta v_1 + \tilde{s})^2 + n_2(z, \eta, \tilde{s}, \tilde{\mu}), \]  

(3.23)

where \( n_2 \) enjoys the same property as \( n_1 \). From (3.21), (3.23) and (3.1) we infer, according to Lemma 3.2, that the following (compatibility) conditions must be satisfied

\[ -\eta \tilde{\mu} (S_{011}(v_1)|v^*_1) = ((\omega_0 - \omega)\tilde{s}_r + S_{110} z (\eta v_1 + \tilde{s}) |v^*_1) + (S_{202} z^2 + S_{020}(\eta v_1 + \tilde{s})^2 |v^*_1) + (n_2|v^*_1), \]

\[ \eta (\omega - \omega_0) = ((\omega_0 - \omega)\tilde{s}_r + S_{011} \tilde{\mu} + S_{110} z (\eta v_1 + \tilde{s}) |v^*_2) + (S_{202} z^2 + S_{020}(\eta v_2 + \tilde{s})^2 |v^*_2) + (n_2|v^*_2), \]

so that, from (H6) and the property of \( n_2 \) we show

\[ \|\eta (|\tilde{\mu}| + |\omega - \omega_0|) \leq c_2 (|\omega - \omega_0| + |\tilde{\mu}|) \|\tilde{s}\|_{W_{2\pi,0}} + |\eta| \|z\|_X + \|z\|_X^2 \]

\[ + \|\tilde{s}\|_{W_{2\pi,0}}^2 + \eta^2) + \epsilon(\rho) (\|z\|_H + \|\tilde{s}\|_{W_{2\pi,0}}). \]  

(3.24)

Also, applying Lemma 3.2 to (3.21) and using (3.23), (3.14) with \( \rho \) sufficiently small we get

\[ \|\tilde{s}\|_{W_{2\pi,0}} \leq c_3 (|\eta| (|\tilde{\mu}| + |\omega - \omega_0|) + (|\eta| + |\tilde{\mu}| + \epsilon(\rho)) \|z\|_X + \|z\|_X^2 + \eta^2). \]  

(3.25)
Summing side by side (3.22), (3.24) and \((1/(2c_3)) \times (3.25)\), and taking again \(\rho\) small enough, we thus arrive at

\[ |\eta| (|\tilde{\mu}| + |\omega - \omega_0|) + \|z\|_{\mathcal{X}} + \|\delta\|_{W_{2\pi,0}} \leq c_4 \eta^2, \]

from which we establish the validity of (3.15), thus concluding the proof of the uniqueness property (b). Finally, in order to show the parity property in (c), we notice that if \((-\varepsilon, w(-\varepsilon; \tau))\) is the solution corresponding to \(-\varepsilon\), we have \((w(-\varepsilon; \tau + \pi)|v_1^*) = \varepsilon v_1\), which, by part (b), implies that, up to a phase shift, \((v(-\varepsilon), w(-\varepsilon; \tau)) = (v(\varepsilon), w(\varepsilon; \tau))\). This, in turn, furnishes \(\omega(-\varepsilon) = \omega(\varepsilon)\) and \(\mu(-\varepsilon) = \mu(\varepsilon)\). From the latter and the analyticity of \(\mu\) we then obtain that either \(\mu \equiv 0\) or else there is an integer \(k \geq 1\) such that

\[ \mu(\varepsilon) = \varepsilon^{2k} \mu_k + O(\varepsilon^{2k+2}) \quad \mu_k \in \mathbb{R} - \{0\}. \]

Thus, \(\mu(\varepsilon) < 0\) or \(\mu(\varepsilon) > 0\), according to whether \(\mu_k\) is negative or positive.

The theorem is completely proved. \(\square\)

**Remark 3.1** By means of a classical result on eigenvalues perturbations, we can give an equivalent (and more familiar) formulation of (H6). To this end, let

\[ L_2(\mu) := L_2 + \mu S_{011}, \]

and observe that, by (H2), \(\nu_0\) is a simple eigenvalue of \(L_2(0) \equiv L_2\). Therefore, denoting by \(\nu(\mu)\) the eigenvalues of \(L_2(\mu)\), we know (e.g. [21, Proposition 79.15 and Corollary 79.16]) that in a neighborhood of \(\mu = 0\) the map \(\mu \mapsto \nu(\mu)\) is well defined and of class \(C^\infty\), and that

\[ \nu'(0) = \langle v_0^*, S_{011}(v_0) \rangle. \]

With the help of the latter and a straightforward calculation we then show that (H6) is equivalent to the condition

\[ \mathbb{R}[\nu'(0)] \neq 0, \]

which in turn tells us that the eigenvalue \(\nu(\mu)\) must cross the imaginary axes with “non-zero speed”.

**Remark 3.2** The arguments used in the proof of Theorem 3.1 go through in the more general case where the evolution equation (3.5) is formulated in a Banach space, provided we modify (H3) by adding the assumption that \(N[2]\) is two-dimensional. However, we preferred the Hilbert formulation just to emphasize that, as shown in the next section, time-periodic bifurcation of a Navier-Stokes steady-state flow past an obstacle can be safely and successfully handled in the simpler Hilbert-space framework.
Remark 3.3 The assumption of analyticity of $N_1$ and $N_2$ with respect to $(v, w, \mu)$ is not necessary. Actually, a suitably modified version of Theorem 3.1 continues to hold if the nonlinear terms are of class $C^k$ in all variables, for some $k \geq 2$. In such a case, the family of branching solutions of Theorem 3.1 will be of class $C^{k-1}$ in the parameter $\varepsilon$.

4 Time-periodic Bifurcation of Steady-State Solutions to the Navier-Stokes Equations Past an Obstacle

In this section we will apply the general theory developed in the previous one to the study of time-periodic bifurcation from a steady-state flow of a Navier-Stokes liquid past a three-dimensional obstacle. To this end, assume that an obstacle, $\mathcal{B}$, of diameter $d$ is placed in the flow of a Navier-Stokes liquid having an upstream velocity $v_\infty$. Then, the bifurcation problem amounts to study the following set of (dimensionless) equations

$$
\begin{align*}
V_t + \lambda (V - e_1) \cdot \nabla V &= \Delta V - \nabla P \quad \text{in } \Omega \times \mathbb{R} \\
\text{div } V &= 0 \\
V &= e_1 \quad \text{at } \partial \Omega \times \mathbb{R},
\end{align*}
$$

(4.1)

with the further condition

$$
\lim_{|x| \to \infty} V(x, t) = 0, \quad t \in \mathbb{R}.
$$

(4.2)

Here $V$ and $P$ are velocity and pressure fields of the liquid, $\Omega$ is the region of flow, namely, the entire three-dimensional space exterior to $\mathcal{B}$, $e_1$ is a unit vector parallel to $v_\infty$, and $\lambda := |v_\infty|/(|\mathcal{B}| d)$, with $|\mathcal{B}|$ kinematic viscosity of the liquid, is the Reynolds number. It will be shown (see Proposition 4.1) that, under suitable assumptions on $\lambda_0$, the above equations possess a unique steady-state solution branch $(u(\lambda), p(\lambda))$, with $\lambda$ in a neighborhood $U(\lambda_0)$. Writing $V = v(x, t; \lambda) + u(x; \lambda)$, $P = p(x, t; \lambda) + p(x; \lambda)$, equations (4.1)–(4.2) become

$$
\begin{align*}
v_t + \lambda [(v - e_1) \cdot \nabla v + u(\lambda) \cdot \nabla v + v \cdot \nabla u(\lambda)] &= \Delta v - \nabla p \quad \text{in } \Omega \times \mathbb{R} \\
\text{div } v &= 0 \\
v &= 0 \quad \text{at } \partial \Omega \times \mathbb{R},
\end{align*}
$$

(4.3)
with
\[
\lim_{|x| \to \infty} v(x, t) = 0, \quad t \in \mathbb{R}.
\] (4.4)

Our bifurcation problem consists then in finding sufficient conditions for the existence of a non-trivial family of time-periodic solutions to \((4.3)-(4.4), (v(\lambda), p(\lambda)), \lambda \in U(\lambda_0), \) of period \(T = T(\lambda)\) (unknown as well), such that \((v(t; \lambda), \nabla p(t; \lambda)) \to (0, 0)\) as \(\lambda \to \lambda_0\).

We shall show that \((4.3)-(4.4)\) can be put in the form \((3.5), \) for an appropriate choice of the involved operators and function spaces, and that if conditions \((H1), (H2)\) and \((H6)\) hold, then the bifurcation result of Theorem 3.1 applies.

In this regard, for \(u_0 \in X^{2,4/3}(\Omega)\) and \(\lambda_0 > 0\) define the operator
\[
\mathcal{L}_1 : v \in X^{2,4/3}_0 \mapsto P[\Delta v + \lambda_0(\partial_1 v - u_0 \cdot \nabla v - v \cdot \nabla u_0)] \in H^{4/3}_0(\Omega). \quad (4.5)
\]

By the properties of the \(X\)- and \(H\)-spaces and the Hölder inequality, we easily show that \(\mathcal{L}_1\) is well-defined. The following result holds.

**Proposition 4.1** \(\mathcal{L}_1\) is Fredholm of index 0. Moreover, assume that \((u_0, p_0) \in X^{2,4/3} \times D^{1,4/3}\) is a steady-state solution to problem \((4.1)-(4.2)\) with \(\lambda = \lambda_0, \) namely, \((u_0, p_0)\) solves
\[
\begin{align*}
\Delta u + \lambda \partial_1 u &= \lambda u \cdot \nabla u + \nabla p \\
\text{div } u &= 0 \\
\nabla p &= 0
\end{align*}
\] in \(\Omega\)
(4.6)

corresponding to \(\lambda = \lambda_0.\) Then, if \(N[\mathcal{L}_1] = \{0\},\) problem \((4.6)\) has a solution that is (real) analytic at \(\lambda = \lambda_0.\) Precisely, there is a neighborhood \(U(\lambda_0)\) of \(\lambda_0\) and a solutions family to \((4.6), (u(\lambda), p(\lambda)) \in X^{2,4/3}(\Omega) \times D^{1,4/3}(\Omega), \lambda \in U(\lambda_0),\) such that the series
\[
u(\mu + \lambda_0) = u_0 + \sum_{k=1}^{\infty} \mu^k u_k, \quad p(\mu + \lambda_0) = p_0 + \sum_{k=1}^{\infty} \mu^k p_k, \quad \mu := \lambda - \lambda_0
\]
are absolutely convergent in \(X^{2,4/3}(\Omega)\) and \(D^{1,4/3}(\Omega),\) respectively.

**Proof.** The Fredholm property is shown in [3, Theorem 3.1]. Next, we notice that setting \(\bar{u} := u - u_0, \phi := p - p_0,\) from \((4.6)\) we deduce that \((\bar{u}, \mu)\) satisfies
\[
\mathcal{F} \big(\bar{u}, \mu\big) := \mathcal{L}_1(\bar{u}) - N(\bar{u}, \mu) = 0
\] (4.7)
where

\[ N(\tilde{u}, \mu) := P \left[ -\mu (\partial_1 \tilde{u} - u_0 \cdot \nabla \tilde{u} - \tilde{u} \cdot \nabla u_0) - (\mu + \lambda_0)(u_0 \cdot \nabla \tilde{u} + \tilde{u} \cdot \nabla u_0) \right]. \]

By the Hölder inequality, we show at once that the bilinear form

\[(u_1, u_2) \in X^{2,\frac{2}{3}}(\Omega) \times X^{2,\frac{2}{3}}(\Omega) \mapsto u_1 \cdot \nabla u_2 \in L^{\frac{2}{3}}(\Omega),\]

is continuous, and therefore the operator \(N: (\tilde{u}, \mu) \in X_0^{2,\frac{2}{3}} \times \mathbb{R} \mapsto N \in H^{\frac{2}{3}}\)

is analytic at any \((\tilde{u}, \mu)\), and so is \(F: (\tilde{u}, \mu) \in X_0^{2,\frac{2}{3}} \times \mathbb{R} \mapsto L^1 - N \in H^{\frac{2}{3}}\).

Now, \(F(0, 0) = 0\), and, being \(N[L] = \{0\}\) by assumption, the Fréchet derivative \(D \tilde{u} F(0, 0) = \mathbb{I}\) is a homeomorphism. As a consequence the lemma follows from the analytic version of the Implicit Function Theorem (e.g. [20, Proposition 8.11]).

\[\square\]

We now introduce the operator

\[L_2: v \in D[L_2] \subset H(\Omega) \mapsto -P [\Delta v + \lambda_0(\partial_1 v - u_0 \cdot \nabla v - v \cdot \nabla u_0)] \in H(\Omega),\]

\[D[L_2] := Z^{2,2}(\Omega).\]

Since \(Z^{2,2}(\Omega)\) is dense in \(H(\Omega)\), \(L_2\) is densely defined. Moreover, with the help of Hölder inequality and the embedding \(W^{2,2} \subset W^{1,4} \subset L^{12}\) it is easy to check that \(R[L_2] \in H(\Omega)\), provided \(u_0 \in X^{2,\frac{2}{3}}(\Omega)\) \(\mathbb{8}\) Our main objective is to show that the intersection of the spectrum \(\sigma(L_2)\) (computed with respect to \(H_C\)) with \(\{i \mathbb{R} - \{0\}\}\) is constituted at most by a finite or countable number of eigenvalues with finite multiplicity (see Proposition 4.1).

The proof of this property requires some preparatory results.

**Lemma 4.1** Let \(\omega \in \mathbb{R} - \{0\}\). Then, for a given \(f \in L^2_C(\Omega)\) there is a unique corresponding \((u, p) \in W^{2,2}_C(\Omega) \times D^{1,2}_C(\Omega)\) such that

\[
\begin{align*}
\Delta u + \lambda_0 \partial_1 u - i \omega u &= f + \nabla p \quad \text{in } \Omega, \\
\text{div } u &= 0 \\
u &= 0 \quad \text{at } \partial \Omega.
\end{align*}
\]

Moreover, there are constants \(c\) and \(c_0\) depending only on \(\Omega\), such that \((u, p)\) satisfies the following inequality

\[\|D^2 u\|_2 + |\omega|^\frac{1}{2} \|
abla u\|_2 + |\omega| \|u\|_2 + \|
abla p\|_2 \leq c \|f\|_2, \quad |\omega| \geq \max\{\lambda_0^2, 1\}.\]

\(\mathbb{8}\) See also \(4.12, 4.13\).
Proof. The proof is entirely analogous to that of \[8, Lemma 4.1\]) and will be thus omitted. \qed

Lemma 4.2 The operator
\[ \mathcal{K} : v \in Z^{2,2}(\Omega) \mapsto u_0 \cdot \nabla v + v \cdot \nabla u_0 \in L^2(\Omega) \]
is compact.

Proof. We begin to recall the embeddings
\[ Z^{2,2}(\Omega) \subset W^{1,4}(\Omega) \subset L^{12}(\Omega), \]
\[ Z^{2,2}(\Omega) \subset W^{1,4}(\Omega_R) \subset L^{12}(\Omega_R), \quad \text{compact, for all } R > R_* . \quad (4.11) \]
Let \( \{v_n\} \subset Z^{2,2}(\Omega) \) with \( \|v_n\|_{2,2} = 1 \), for all \( n \in \mathbb{N} \), and let \( \mathbf{v} \in Z^{2,2}(\Omega) \) be its weak limit. Without loss of generality, we may assume \( \mathbf{v} = 0 \), which gives \( \mathcal{K}(\mathbf{v}) = 0 \). For any \( R > R_* \) we show, by Hölder inequality and (4.11), that
\[ \|u_0 \cdot \nabla v_n\|_2 \leq \|u_0\|_4 \|\nabla v_n\|_{4,\Omega_R} + c_1 \|u_0\|_{4,\Omega_R} \|v_n\|_{2,2} \quad (4.12) \]
Likewise,
\[ \|v_n \cdot \nabla u_0\|_2 \leq \|\nabla u_0\|_{12} \|v_n\|_{12,\Omega_R} + c_2 \|\nabla u_0\|_{12,\Omega_R} \|v_n\|_{2,2} . \quad (4.13) \]
As a result, since \( u_0 \in X^{2,\frac{4}{3}}(\Omega) \), by (4.11)–(4.13), and taking \( R \) arbitrarily large, we may conclude
\[ \lim_{n \to \infty} \|\mathcal{K}(v_n)\|_2 = 0 . \]
which proves the claimed compactness property of \( \mathcal{K} \), and completes the proof of the proposition. \qed

Lemma 4.3 Let \( u_0 \in X^{2,\frac{4}{3}}(\Omega) \), and let \( \omega \in \mathbb{R} - \{0\} \). Then\(^{(9)}\) the operator
\[ \mathcal{L}_\omega := \mathcal{L}_2 - i \omega I , \quad (4.14) \]
is Fredholm of index 0.

\(^{(9)}\)By \( I \) we mean the identity operator in \( H_\mathbb{C} \).
Proof. $L_\omega$ is (graph) closed. In fact, this follows from [16] Theorem 1.11 in Chapter IV, since $L_\omega = L_1 + K$, where $L_1$ is a homeomorphism (Lemma 4.1) and thus obviously closed, whereas by Lemma 4.2 $K$ is $L_1$-compact. These two combined properties also show that (4.14) is Fredholm of index 0 (e.g. [10] Theorem XVII.4.3)). The lemma is proved.

We are now in a position to show the first main result of this section.

**Proposition 4.2** Let $u_0 \in X^{2,4}(\Omega)$. Then $\sigma(L_2) \cap \{i \mathbb{R} - \{0\}\}$ consists, at most, of a finite or countable number of eigenvalues, each of which is isolated and of finite (algebraic) multiplicity, that can only accumulate at 0.

**Proof.** By Lemma 4.3 we know that $L_\omega : H^2(\Omega) \to H^2(\Omega)$ is an (unbounded) Fredholm operator of index 0, for all $\omega \in \mathbb{R} - \{0\}$. Thus, in view of well-known results (e.g. [10] Theorem XVII.2.1)), in order to prove the stated property it is enough to show that there is $\omega_0 > 0$ such that for all $|\omega| > |\omega_0|$, $N[L_\omega] = \{0\}$. Now, the equation $L_\omega(v) = 0$ is equivalent to the following problem

$$\begin{align*}
\Delta v + \lambda_0 \partial_1 v - i \omega v &= \lambda_0 (u_0 \cdot \nabla v + v \cdot \nabla u_0) + \nabla p \quad \text{in } \Omega, \\
\text{div } v &= 0, \\
v &= 0 \quad \text{at } \partial \Omega,
\end{align*}$$

with $(v, p) \in Z_{c}^{2,2}(\Omega) \times D^{1,2}_c(\Omega)$. Using Lemma 4.1 and (4.10) in problem (4.15), with the help of Hölder inequality we get, in particular, for all $|\omega| \geq \max\{\lambda_0^2, 1\}$,

$$\|D^2v\|_2 + |\omega|^\frac{1}{2}\|\nabla v\|_2 + |\omega|\|v\|_2 \leq c \lambda_0 \|u_0 \cdot \nabla v + v \cdot \nabla u_0\|_2$$

$$\leq c \lambda_0 \left(\|u_0\|_4\|\nabla v\|_4 + \|\nabla u_0\|_\frac{11}{6}\|v\|_\frac{11}{2}\right).$$

Using in the latter the following Nirenberg-type inequalities (see [5] Theorem 2.1)

$$\|\nabla v\|_4 \leq c_0 \|D^2v\|_\frac{7}{2}\|v\|_\frac{7}{2}, \quad \|v\|_8 \leq c_0 \|D^2v\|_\frac{8}{4}\|v\|_\frac{8}{2},$$

we infer, with the help of Young’s inequality, that

$$\|D^2v\|_2 + |\omega|^\frac{1}{2}\|\nabla v\|_2 + |\omega|\|v\|_2 \leq m \|v\|_2$$

(4.16)

where

$$m : = c_1 \left(\lambda_0^8 \|\nabla u_0\|_4^8 + \lambda_0^9 \|\nabla u_0\|_\frac{9}{4}^9\right).$$
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and $c_1 = c_1(\Omega)$. The desired result follows from (4.16) by choosing $\omega := \max\{m, \lambda_0^2, 1\}$.

We now turn our focus to the study of some properties of the time-dependent operator

$$Q := \omega_0 (\cdot)_{\tau} + \mathcal{L}_2 : \mathcal{H}^2_{2\pi,0}(\Omega) \rightarrow \mathcal{H}_{2\pi,0}(\Omega), \quad \omega_0 > 0. \quad (4.17)$$

We begin to recall the following result, proved in [7, Lemma 5] for the two-dimensional case. However the proof carries over verbatim to the three-dimensional case and, therefore, will be omitted.

**Lemma 4.4** The operator

$$\omega_0 (\cdot)_{\tau} - P [\Delta + \lambda_0 \partial_1] : \mathcal{H}^2_{2\pi,0}(\Omega) \rightarrow \mathcal{H}_{2\pi,0}(\Omega)$$

is a homeomorphism.

With the help of this result, we can prove the following one.

**Proposition 4.3** Let $u_0 \in X^{2,4}(\Omega)$. Then, the operator $Q$ defined in (4.17) is Fredholm of index 0.

**Proof.** In view of Lemma 4.4 it is enough to show that the operator

$$C : v \in \mathcal{H}^2_{2\pi,0}(\Omega) \mapsto u_0 \cdot \nabla v + v \cdot \nabla u_0 \in \mathcal{L}^2_{2\pi,0}(\Omega)$$

is compact. Let $\{v_k\} \subset \mathcal{H}^2_{2\pi,0}(\Omega)$ with $\|v_k\|_{\mathcal{H}^2_{2\pi,0}} = 1$, for all $k \in \mathbb{N}$. We may then select a sequence (again denoted by $\{v_k\}$) and find $v_* \in \mathcal{H}^2_{2\pi,0}(\Omega)$ such that

$$v_k \rightharpoonup v_* \text{ weakly in } \mathcal{H}^2_{2\pi,0}(\Omega). \quad (4.18)$$

Without loss of generality, we may take $v_* \equiv 0$. From (4.18), (4.11), and Lions-Aubin lemma we then have

$$\int_{-\pi}^{\pi} (\|v_k(\tau)\|_{12,\Omega_R}^2 + \|\nabla v_k(\tau)\|_{14,\Omega_R}^2) \rightarrow 0 \quad \text{as } k \rightarrow \infty, \text{ for all } R > R_* \cdot \quad (4.19)$$

By the Hölder inequality,

$$\int_{-\pi}^{\pi} \|u_0 \cdot \nabla v_k(\tau)\|_2^2 \leq \|u_0\|_4 \int_{-\pi}^{\pi} \|\nabla v_k(\tau)\|_{12,\Omega_R}^2 + \|u_0\|_{4,\Omega_R}^2 \int_{-\pi}^{\pi} \|\nabla v_k(\tau)\|_{14,\Omega_R}^2 \cdot$$

which, by (4.11), (4.18), (4.19) and the arbitrariness of $R$ furnishes

$$\lim_{k \rightarrow \infty} \int_{-\pi}^{\pi} \|u_0 \cdot \nabla v_k(\tau)\|_2^2 = 0. \quad (4.20)$$
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Likewise, again by Hölder inequality,
\[
\int_{-\pi}^{\pi} \|v_k(\tau) \cdot \nabla u_0\|^2 \leq \|\nabla u_0\|^2_{L^2, \Omega_R} \int_{-\pi}^{\pi} \|v_k(\tau)\|^2_{L^2, \Omega_R} + \|\nabla u_0\|^2_{L^2, \Omega_R} \int_{-\pi}^{\pi} \|v_k(\tau)\|^2_{L^2, \Omega_R}.
\]

From the latter, and again (4.11)1, (4.18), and (4.19) we deduce
\[
\lim_{k \to \infty} \int_{-\pi}^{\pi} \|v_k(\tau) \cdot \nabla u_0\|^2 = 0.
\]  
(4.21)

Combining (4.20) and (4.21) we thus conclude
\[
\lim_{k \to \infty} \|C(v_k)\|_{L^2(\Omega_{2\pi})} = 0,
\]
which completes the proof of the lemma.

Our next and final objective is to rewrite (4.15) in the abstract form (3.5), so that under the appropriate assumptions, we may apply Theorem 3.1 and provide the desired bifurcation result.

To that purpose, we introduce the scaled time \(\tau := \omega t\), split \(v\) and \(p\) as the sum of their time average, \((\overline{v}, \overline{p})\), over the time interval \([-\pi, \pi]\), and their “purely periodic” component \((w := v - \overline{v}, \phi := p - \overline{p})\). In this way, problem (4.15) can be equivalently rewritten as the following coupled nonlinear elliptic-parabolic problem

\[
\begin{align*}
\begin{cases}
\Delta \overline{v} + \lambda_0 (\partial_1 \overline{v} - u_0 \cdot \nabla \overline{v} - u_0 \cdot \nabla v) = \nabla \overline{p} + N_1(\overline{v}, w, \mu) \\
\text{div} \overline{v} = 0
\end{cases}
\end{align*}
\]
\[
\text{in } \Omega
\]
\[
\overline{v} = 0 \text{ at } \partial \Omega, \quad \lim_{|x| \to \infty} \overline{v}(x) = 0
\]

(4.22)

and

\[
\begin{align*}
\begin{cases}
\omega w_\tau - \Delta w - \lambda_0 (\partial_1 w - u_0 \cdot \nabla w - w \cdot \nabla u_0) \\
\quad = \nabla \phi + N_2(\overline{v}, w, \mu)
\end{cases}
\end{align*}
\]
\[
\text{div } w = 0
\]
\[
\text{in } \Omega_{2\pi}
\]
\[
\begin{cases}
w = 0 \text{ at } \partial \Omega_{2\pi}, \quad \lim_{|x| \to \infty} w(x, t) = 0,
\end{cases}
\]

(4.23)
where

\[ N_1 := -\mu \left[ \partial_1 \sigma - u(\mu + \lambda_0) \cdot \nabla \sigma - \nabla u(\mu + \lambda_0) \right] + \lambda_0 \left[ (u(\mu + \lambda_0) - u_0) \cdot \nabla \sigma + \nabla (u(\mu + \lambda_0) - u_0) \right] + (\mu + \lambda_0) \left[ \nabla \sigma + \nabla w \cdot \nabla w \right], \tag{4.24} \]

and

\[ N_2 := \mu \left[ \partial_1 w - u(\mu + \lambda_0) \cdot \nabla w - w \cdot \nabla u(\mu + \lambda_0) \right] - \lambda_0 \left[ (u(\mu + \lambda_0) - u_0) \cdot \nabla w + w \cdot \nabla (u(\mu + \lambda_0) - u_0) \right] + (\mu + \lambda_0) \left[ w \cdot \nabla \sigma + \nabla w \cdot \nabla w + w \cdot \nabla w - w \cdot \nabla w \right], \tag{4.25} \]

where, we recall, \( \mu := \lambda - \lambda_0 \), and \( u_0 \equiv u(\lambda_0) \).

We prove next some functional properties of the quantities \( N_i, i = 1, 2 \).

**Lemma 4.5** The following bilinear maps are continuous

\[ M_1 : (v_1, v_2) \in [X^{2,4}_2(\Omega)]^2 \mapsto v_1 \cdot \nabla v_2 \in L^+(\Omega), \]

\[ M_2 : (w_1, w_2) \in [Y^2_{2\pi,0}(\Omega)]^2 \mapsto \int_{-\pi}^{\pi} w_1 \cdot \nabla w_2 \in L^r(\Omega), \quad r = \frac{4}{3}, 2, \]

\[ M_3 : (v, w) \in X^{2,4}_2(\Omega) \times Y^2_{2\pi,0}(\Omega) \mapsto v \cdot \nabla w \in L^2_{2\pi,0}(\Omega), \]

\[ M_4 : (v, w) \in X^{2,4}_2(\Omega) \times Y^2_{2\pi,0}(\Omega) \mapsto w \cdot \nabla v \in L^2_{2\pi,0}(\Omega), \]

\[ M_5 : (w_1, w_2) \in Y^2_{2\pi,0}(\Omega)]^2 \mapsto w_1 \cdot \nabla w_2 \in L^2_{2\pi,0}(\Omega). \]

**Proof.** The continuity of \( M_1 \) is shown in [3] Theorem 2.2. In order to show the remaining properties, we begin to observe that, by Hölder inequality and \((4.11)\),

\[ \|M_2(w, w)\|_\frac{4}{3} \leq \int_{-\pi}^{\pi} \|w_1\|_4 \|\nabla w_2\|_2 \leq c_1 \|w_1\|_{Y^2_{2\pi,0}} \|w_2\|_{Y^2_{2\pi,0}}, \]

\[ \|M_2(w, w)\|_2 \leq \int_{-\pi}^{\pi} \|w_1\|_4 \|\nabla w_2\|_4 \leq c_2 \|w_1\|_{Y^2_{2\pi,0}} \|w_2\|_{Y^2_{2\pi,0}}, \]

\[ \|M_3(w, w)\|_{Y^2_{2\pi,0}} \leq (2\pi)^{\frac{1}{4}} \|v\|_4 \left( \int_{-\pi}^{\pi} \|\nabla w_2\|_2^2 \right)^{\frac{1}{2}} \leq c_3 \|v\|_{X^{2,4}_2} \|w_2\|_{Y^2_{2\pi,0}}, \]

\[ \|M_4(w, v)\|_{Y^2_{2\pi,0}} \leq (2\pi)^{\frac{1}{4}} \|\nabla v\|_{12} \left( \int_{-\pi}^{\pi} \|w\|_{12}^2 \right)^{\frac{1}{2}} \leq c_4 \|v\|_{X^{2,4}_2} \|w\|_{Y^2_{2\pi,0}}. \]
Furthermore,

\[ \|M_5(w_1, w_2)\|_{L^2_{2\pi, 0}} \leq (2\pi)^{\frac{1}{2}} \text{ess sup} \|w_1(\tau)\| \left( \int_{-\pi}^{\pi} \|\nabla w_2\|^2 \right)^{\frac{1}{2}} \]

\[ \leq c_5 \|w_1\|_{W^2_{2\pi, 0}} \|w_2\|_{W^2_{2\pi, 0}}, \]

where, in the last step, we have used (4.11) and the embedding \( W^2_{2\pi, 0}(\Omega) \subset L^\infty(-\pi, \pi; L^4(\Omega)) \); see [18, Theorem 2.1].

□

Let

\[ \mathcal{N}_1 : (\overline{v}, w, \mu) \in X^{2,\frac{4}{3}}_0(\Omega) \times \mathcal{W}^{2,0}_2(\Omega) \times U(0) \mapsto P N_1((\overline{v}, w, \mu) \in H(\Omega) \]

\[ \mathcal{N}_2 : (\overline{v}, w, \mu) \in X^{2,\frac{4}{3}}_0(\Omega) \times \mathcal{W}^{2,0}_2(\Omega) \times U(0) \]

\[ \mapsto P N_2(\overline{v}, w, \mu) \in \mathcal{H}^{2\pi,0}(\Omega). \]

From Lemma 4.5 it follows that \( \mathcal{N}_i, i = 1, 2 \), are well defined, which allows us to rewrite (4.22)–(4.25) in the following abstract form entirely analogous to (3.5), with the obvious interpretation of the function spaces involved:

\[ \mathcal{L}_1(\overline{v}) = \mathcal{N}_1(\overline{v}, w, \mu) \text{ in } H(\Omega); \quad \omega w + \mathcal{L}_2(w) = \mathcal{N}_2(\overline{v}, w, \mu) \text{ in } \mathcal{H}^{2\pi,0}. \]  

(4.26)

Notice that the spatial asymptotic conditions on \( \overline{v} \) and \( w \) in (4.22) and (4.23) are interpreted in the sense of Remark 2.1 and Remark 3.2. Moreover, again by Lemma 4.5 and under the assumptions of Proposition 4.1, we deduce that \( \mathcal{N}_i, i = 1, 2 \), are, in fact, analytic in a neighborhood of \((0, 0, 0) \subset X^{2,\frac{4}{3}}_0(\Omega) \times \mathcal{W}^{2,0}_2(\Omega) \times U(0)\). We may then show that \( \mathcal{N}_i, i = 1, 2 \), match the assumption (H5) of the abstract formulation, along with the stated properties of the coefficients \( R \) and \( S \). In particular, it is easy to check that

\[ S_{011}(w) = P [\partial_1 w - u_0 \cdot \nabla w - w \cdot \nabla u_0 - \lambda_0 (u'(\lambda_0) \cdot \nabla w + w \cdot \nabla u'(\lambda_0))], \]  

(4.27)

where \( ' \) means differentiation with respect to \( \mu \).

We now turn to the linear operators \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \). We assume

\[ N[\mathcal{L}_1] = \{0\}. \]  

(\( H1 \))

Since, by Proposition 4.1, \( \mathcal{L}_1 \) is Fredholm of index 0, condition (\( H1 \)) implies that (\( H1 \)) is satisfied. Furthermore, supported by Proposition 4.2, we assume

\[ \nu_0 := i \omega_0 \text{ is an eigenvalue of multiplicity } 1 \text{ of } \mathcal{L}_2, \]

\[ k \nu_0, k \in \mathbb{N} - \{0, 1\} \text{ is not an eigenvalue of } \mathcal{L}_2, \]  

(\( H2 \))
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Let \( v_1 = \Re[v_0 e^{i\tau}] \), \( v_1^* = \Re[v_0 e^{-i\tau}] \), where \( v_0 \) and \( v_0^* \) are eigenvectors of \( \mathcal{L}_2 \) and its adjoint \( \mathcal{L}_2^* \) normalized as in (3.6) and corresponding to the eigenvalue \( \nu_0 \). Denote by \( \nu(\mu) \) the eigenvalue of \( \mathcal{L}_2 - \mu S_{011} \) with \( S_{011} \) given in (4.27). By Remark 3.1 we know that \( \nu(\mu) \) is a smooth well-defined function and that

\[
\Re[\nu'(0)] = (S_{011}(v_1)|v_1^*)
\]

We then assume

\( \Re[\nu'(0)] \neq 0 \). (H3)

Finally, we observe that, thanks to Proposition 4.3 the operator \( \mathcal{Q} \) obeys condition (H4).

The following bifurcation result for the steady-state flow of a Navier-Stokes liquid past an obstacle is then an immediate consequence of Theorem 3.1.

**Theorem 4.1** Suppose (H1)–(H3) hold. Then, the following properties are valid.

(a) Existence. There are analytic families

\[
(\overline{\nu}(\varepsilon), w(\varepsilon), \omega(\varepsilon), \mu(\varepsilon)) \in \mathcal{X}^{2,4}_0(\Omega) \times \mathcal{W}^{2,0}_{2\pi,0}(\Omega) \times \mathbb{R}_+ \times \mathbb{R}
\]

satisfying (4.22)–(4.25), for all \( \varepsilon \) in a neighborhood \( \mathcal{I}(0) \) and such that

\[
(\overline{\nu}(\varepsilon), w(\varepsilon) - \varepsilon v_1, \omega(\varepsilon), \mu(\varepsilon)) \to (0, 0, \omega_0, 0) \quad \text{as} \quad \varepsilon \to 0.
\]

(a) Uniqueness. There is a neighborhood

\[
U(0, 0, \omega_0, 0) \subset \mathcal{X}^{2,4}_0(\Omega) \times \mathcal{W}^{2,0}_{2\pi,0}(\Omega) \times \mathbb{R}_+ \times \mathbb{R}
\]

such that every (nontrivial) \( 2\pi \)-periodic solution to (1.22)–(1.25), \( (z, s) \), lying in \( U \) must coincide, up to a phase shift, with that member of the family (4.28) having \( \varepsilon \equiv (s|v_1^*) \).

(a) Parity. The functions \( \omega(\varepsilon) \) and \( \mu(\varepsilon) \) are even:

\[
\omega(\varepsilon) = \omega(-\varepsilon), \quad \mu(\varepsilon) = \mu(-\varepsilon), \quad \text{for all} \quad \varepsilon \in \mathcal{I}(0).
\]

Consequently, the bifurcation due to these solutions is either subcritical or supercritical, a two-sided bifurcation being excluded.\( ^{(10)} \)

\( ^{(10)} \)Unless \( \mu \equiv 0 \).
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