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Abstract— We deal with the problem of planning collision-free trajectories for robots operating in a shared space. Given the start and destination position for each of the robots, the task is to find trajectories for all robots that reach their destinations with minimum total cost such that the robots will not collide when following the found trajectories. Our approach starts from individually optimal trajectory for each robot, which are then penalized for being in collision with other robots. The penalty is gradually increased and the individual trajectories are iteratively replanned to account for the increased penalty until a collision-free solution is found. Using extensive experimental evaluation, we find that such a penalty method constructs trajectories with near-optimal cost on the instances where the optimum is known and otherwise with 4-10% lower cost than the trajectories generated by prioritized planning and up to 40% cheaper than trajectories generated by local collision avoidance techniques, such as ORCA.

1. INTRODUCTION

Thanks to recent advances in robotics, teams of autonomous robotic systems start to pervade not only industrial settings, but also our private spaces. Apart from numerous deployments in military settings [12], autonomously navigating robots are more and more found in warehouses and manufacturing plants [18], many private households make use of autonomous cleaning robots, and transport systems consisting of large numbers of unmanned aerial vehicles (UAVs) are considered for delivering medium sized packages to the consumers.

One of the important problems in multi-robotics is simultaneous operation of multiple autonomous vehicles in shared spaces and their mutual collision avoidance. That is, given a number of vehicles, together with their starting and destination positions, we are interested in finding a set of individual trajectories so that the do not collide with each other, while at the same time the overall costs (e.g., sum of trajectory lengths) is minimized. The problem of finding such trajectories has been studied under different names since at least 1980s. It is known that even the simple variant of the problem involving rectangular-shaped vehicles in a bounded 2-d space is PSPACE-hard [7]. While the problem is relatively straightforward to formulate as a planning problem in the Cartesian product of the state spaces of the individual robots, the solutions are difficult to find using standard search techniques because the joint state-space grows exponentially with the number of robots. The complexity can be partly mitigated using independence detection techniques such as ID [13] and M* [17] which detect independent conflict clusters and solve the resulting lower-dimensional problems separately. However, each such sub-conflict can be still prohibitively large to solve.

Prioritized planning [5], [3] is a heuristic approach based on the idea of sequential planning for the individual robots in the order of their priorities, where each robot considers the trajectories of higher-priority robots as moving obstacles and plans its trajectory to avoid them. While fast, prioritized planning is incomplete and often fails to find a solution even if one exists. Moreover, due to its greedy nature, the resulting trajectories are typically noticeably suboptimal.

Reactive approaches based on the velocity obstacle paradigm such as DRCA [9] or ORCA [15] are also popular in practice thanks to their computational efficiency. However, they resolve conflicts only locally and thus they cannot guarantee that the resulting motion will be deadlock-free.

Efficient guaranteed algorithms such as Push&Rotate [4] and Bibox [14] exist for a specific formulation of the problem, where the robots move on a graph, and each robot occupies exactly one vertex. A collision occurs only if two robots occupy the same vertex or travel on the same edge. Hence, these techniques are not suitable for fine-grained planning of robot’s motion, where the collision is defined in terms of the separation distance between the robots.

The techniques of mathematical optimization have been also studied in the context trajectory generation. In particular, the penalty-based approaches [10] have been tried for single-robot trajectory generation [11] and for the rendezvous multi-robot planning problem [2].

We explore the penalty-based approach in the context of multi-robot path finding for collision avoidance and introduce the k-step penalty method that can be seen as a generalization of prioritized planning approach. The approach solves the multi-robot path planning problem by performing a series of single-robot path planning queries in a dynamic environment in which trajectories that get close to trajectories of other robots are penalized. That is, starting from trajectories that disregard collisions with other robots, the conflicts between robots’ trajectories are gradually being penalized with increasing severity so as to finally, in a limit, the trajectories of individual robots are forced out of conflict regions as the penalties tend to infinity. Using extensive experiments, we demonstrate that this heuristic approach tends to generate near-optimal trajectories that are of significantly lower cost than the trajectories generated by currently used techniques for collision avoidance prioritized planning and ORCA [15].

After a brief problem statement in the following section, Section III introduces the kPM algorithm. Subsequently, Section IV provides an extensive experimental evaluation.
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and analysis of the algorithm’s performance and compares it with the relevant state-of-the-art algorithms in terms of success rate, solution quality and runtime. Finally, Section V concludes the paper with a discussion of its contributions.

II. MULTI-ROBOT PATH PLANNING

Consider a team of circular mobile robots indexed 1, . . . , n, each with a radius ri > 0 operating in a shared 2-d workspace with static obstacles. Each robot has a task to move from its start position si to some goal position gi. A trajectory of robot πi is a mapping πi(t) : [0, ∞) → R2 representing the position of the center of the robot at each future time point. A trajectory of each robot is required to start at the robot’s starting position si and finish at its goal position gi. Further, each such trajectory πi bears a cost, denoted c(πi). For simplicity, we will identify the cost of a trajectory with the time the robot spends outside its destination position.

We say that two trajectories πi, πj are conflict-free iff the bodies of the two robots never intersect during the execution of their trajectories. More formally, for robots i and j we require that for each time-point t ∈ [0, ∞), the distance of the corresponding robots’ positions is greater than the sum of their radii, formally:

∀t ∈ [0, ∞) : |πi(t), πj(t)| > ri + rj,

where |·,·| is the Euclidean distance between two points.

Given the assumptions above, the multi-robot path planning problem is to find a set of trajectories π1, . . . , πn corresponding to the individual robots 1, . . . , n, such that i) each pair of trajectories πi, πj with i ≠ j is conflict-free, and ii) the sum of trajectory costs \( \sum_{i=1}^{n} c(\pi_i) \) is minimal.

To solve the problem, we could consider all robots in the system as one composite robot with many degrees of freedom and use some path planning algorithm to find a joint path for all the robots. However, the size of such a joint configuration space grows exponentially with the number of robots and thus this approach quickly becomes impractical if one wants to plan for more than a few robots.

A pragmatic approach that is often useful even for large multirobot teams is prioritized planning. The idea has been first articulated by Erdman and Lozano-Pérez in [5]. In prioritized planning each robot is assigned a unique priority. The trajectories for individual robots are then planned sequentially from the highest priority robot to the lowest priority one. For each robot a trajectory is planned so that it avoids both the static obstacles in the environment as well as the higher-priority robots moving along the trajectories planned in the previous iterations. Works such as [16], [1] investigate heuristics for choosing a good priority sequence for the robots. Prioritized planning is more efficient than planning in the joint configuration space, but there are scenarios in which prioritized planning fails to provide a solution even if all possible priority sequences are tried (cf. Figure 1). Further, the solutions generated by prioritized planning are in most cases noticeably suboptimal, see Figure 2 for an example of such scenario.

III. PENALTY-BASED METHOD

We propose an approach which can be seen as a generalization of prioritized planning that attempts to mitigate the two mentioned drawbacks of the prioritized approach, but in the same time retain its tractability. We combine the idea of decoupled planning as used in prioritized planning with a process of iterative increasing of penalty, which is a popular approach for solving constrained optimization problems [10].

In the proposed approach, the requirement on minimal separation between two trajectories is modeled by a penalty function that assigns a penalty to each pair of trajectories based on how much do they violate the separation requirement. The solution to the multi-robot pathfinding problem is constructed by gradually increasing the penalty assigned when a robot passes through a collision region and by letting each robot replan its trajectory to account for the increased penalty.

Initially, the algorithm ignores interactions between the robots and finds an optimal trajectory for each robot. Then, the algorithms starts gradually increasing penalty. After each increase in weight, one of the robots is selected and a new
optimal trajectory that reflects the increased penalty is found for the robot. The process is repeated until the penalties are large enough to start dominating the cost of trajectories, effectively forcing them out of the collision regions.

The minimal separation constraints between a pair of robots \(i,j\) is approximated by a penalty function assigning penalty to each part of the trajectory of robot \(i\) that gets closer to the trajectory of robot \(j\) than the required separation distance \(d_{ij}^{sep} = r_i + r_j\). The penalty function has the form

\[
\Omega_{ij}(\pi_i, \pi_j) = \int_0^\infty \omega_{ij}(|\pi_i(t) - \pi_j(t)|) \, dt,
\]

where \(\omega_{ij}(d) : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}\) is a continuous function assigning a time-point penalty for interaction of the trajectories \(\pi_i\) and \(\pi_j\) at a time-point \(t\). In the case the trajectories do not violate the separation distance \(d_{sep}\) at the timepoint \(t\), the function assigns zero penalty. Generally, the function needs to satisfy the following conditions:

\[
\forall d \begin{cases} 
\omega_{ij}(d) = 0 & \text{if } d \geq d_{ij}^{sep} \\
\omega_{ij}(d) > 0 & \text{if } d < d_{ij}^{sep}.
\end{cases}
\]

An example of a smooth function that satisfies these conditions is a bump function

\[
\omega_{ij}(d) = \begin{cases} 
p_{max} \cdot \exp\left(-\frac{d^2}{2s^2}\right) & \text{for } d < d_{ij}^{sep} \\
0 & \text{otherwise}
\end{cases},
\]

where \(p_{max}\) is a constant that can be used to adjust the penalty at \(d = 0\) and \(s\) is a constant that can be used to adjust the “steepness” of the function. The intuition is that the “more” the vehicles violate the separation constraint in a given time-point, that is, the closer they get, the higher penalty should be assigned to the violation in that time-point. Figure 3a depicts example plots of three bump functions having different values of the parameter \(s\).

Algorithm 1 exposes the \textit{k-step Penalty Method} (kPM) algorithm that replans the trajectory of each robot exactly \(k\)-times. The algorithm starts by finding a cost-optimal trajectory for each robot using \(w = 0\), i.e., while ignoring interactions with other robots. Then, it gradually increases the weight \(w\) and thus the penalties start to be taken into account. After each increase of the weight coefficient, one of the robots is selected and its trajectory is replanned to account for the increased penalty. After the iterative phase finishes, the trajectories of all robots are replanned for the last time with the weight coefficient set to infinity. If the final set of trajectories is conflict-free, the algorithm returns the trajectories as a valid solution, otherwise it reports failure.

Since each robot replans once in the beginning (line 3) and once at the end (line 9) of the algorithm, the robot is left with \(k - 2\) opportunities for replanning in the iterative phase of the algorithm. Hence, it performs \(n(k - 2)\) iterations in the iterative stage with all the robots taking turns in a round-robin fashion (line 7).

During the iterative phase, the weights are increased in a sequence \(w_1, \ldots, w_l\), with \(l = n(k - 2)\). To model the gradual hardening of the separation constraints ultimately to the hard separation constraint, the sequence needs to converge to infinity. One way of generating such a sequence is using functions of the following form \(w_i = \tan\left(\frac{\pi}{2} \cdot i\right)\) for \(i = 1, \ldots, l\). Figure 3b shows an example plot of such a sequence.

In each iteration of the algorithm, a selected robot can generally respond in two ways to a weight increase. On the one hand side, it can accept the increase and simply leave its trajectory unchanged. On the other hand side, in can find a higher-cost trajectory that avoids the penalized region. The optimal trajectory for the robot, however, often lies in between these two extremes and avoids the penalty region only partially such that the increased cost of the trajectory with decreased received penalty are optimally traded off. This corresponds to finding a optimal trajectory subject to a spatio-temporal cost function. To find such a trajectory we discretize the free space in form of a grid-like graph and add a discretized time dimension. An optimal discrete solution is then obtained by running the A* algorithm on such a space-time graph.
Illustration of benefits

The penalty method has two benefits over prioritized planning. First, the penalty method can solve instances that are out of reach of prioritized planning. For example, the corridor swap scenario (introduced in Figure 1) can be resolved by the penalty method in $k = 10$ iterations. Figure 4 illustrates how penalty method resolves the corridor swap problem. Second, for many problem instances, the penalty method can find cheaper solutions than prioritized planning. For instance, if the penalty method is applied to the heads-on scenario (introduced in Figure 2), the algorithm constructs a solution in which both robots slightly divert theirs trajectories and divide the cost of collision avoidance. This solution is cheaper then the solution returned by prioritized planning in which one of the robots takes all the cost. Figure 5 illustrates how penalty method resolves the heads-on problem.

IV. EXPERIMENTAL EVALUATION

In this section we compare the performance of our k-step penalty method (abbreviated as PM or PM(k=...)) against prioritized planning (PP) and a state-of-the-art optimal algorithm called operator decomposition (OD) on a range of dense multi-robot path planning instances. Specifically, we focus on small and dense collision situations in which all robots are involved in a single conflict cluster. These situations usually represent bottlenecks in solving multi-robot pathfinding problems since sparser scenarios can be in most cases decomposed into a number of independent conflict clusters and solved separately.

Since reactive techniques based on the velocity obstacle paradigm [6] are often used as a practical approach for collision avoidance between robots in multi-robot teams, we also compare our method with optimal reciprocal collision avoidance (ORCA), one of the most popular algorithms belonging to this family.

Experiment setup

The experimental comparison is done in three environments depicted in Figure 6. The robots are modeled as 2-d discs that move on a 16-connected grid graph depicted in Figure 7. The start and goal position for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster. In Scenario A and B, the start and destination for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster. In Scenario A and B, the start and destination for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster. In Scenario A and B, the start and destination for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster. In Scenario A and B, the start and destination for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster. In Scenario A and B, the start and destination for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster. In Scenario A and B, the start and destination for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster. In Scenario A and B, the start and destination for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster. In Scenario A and B, the start and destination for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster. In Scenario A and B, the start and destination for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster. In Scenario A and B, the start and destination for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster. In Scenario A and B, the start and destination for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster. In Scenario A and B, the start and destination for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster. In Scenario A and B, the start and destination for each robot is chosen randomly. When generating start and destination for each robot we ensure that a) robots do not overlap at start position, b) robots do not overlap at goal position, and c) when adding a robot, its individually optimal trajectory must be in conflict with the trajectory of some previously added robot, i.e. the robots form a single conflict cluster.

We generated 25 random problem instances for different numbers of robots in each environment. On each instance we run all the algorithms and record the solution quality of the returned solution and the runtime. The bars in the graphs indicate standard error of the average. Experiment runs were executed on 1 core of Intel Xeon E5-2665 2.40GHz, 4 GB RAM. A bundle that includes implementation of all
Algorithms used in the comparison

Penalty Method (PM): The penalty-based method described in Section III was tried for different values of parameters $k$ ranging from $k = 3$ to $k = 100$.

Prioritized Planning (PP): In prioritized planning (PP) we use a fixed random priority ordering over the robots. The ordering used in PP identical to the ordering used in the penalty method.

Operator Decomposition (OD): Operator Decomposition [13] is a complete and optimal forward-search algorithm for multi-robot path planning on a graph representing a discretization of the joint state space of a number of robots. The joint state space is searched using the operator decomposition technique that decomposes joint-actions to trees of single-robot moves, which allows more efficient pruning and better utilization of a heuristic estimate during the search process. We use OD algorithm to find provably optimal solutions.

Optimal Reciprocal Collision Avoidance (ORCA): The reactive technique ORCA [15] is typically used as a closed-loop controller that at each time instant selects collision-avoiding velocity vector from the continuous space of robot’s velocities that is the closest to the robot’s desired velocity. In our implementation, at each time instant the algorithm computes a shortest path from the robots current position to its goal on the same graph that is used by other methods. The desired velocity vector then points at the this shortest path at the maximum speed. When using ORCA, we often witnessed dead-lock situations during which the robots either moved at extremely slow velocity or stopped completely. If a prolonged deadlock situation was detected, we considered the run as failed.

Results

Success rate: The comparison of success rate of the tested algorithms is in Figure 8. The plots shows the ratio of successfully solved instances for each algorithm in each test environment. Since the runtime of OD grows exponentially, we limited the runtime of OD to 1 hour. The simulation of ORCA was terminated with failure if a deadlock was detected.

Sub-optimality: Figure 9 shows average sub-optimality of solutions returned by the PM algorithm for different values of $k$ parameter in each environment. The average suboptimality of solutions returned by PP algorithm is also shown for each environment. The sub-optimality of a solution on a particular instance is computed as $-\frac{(c - c^*)}{c^*}$, where $c$ is the cost of the solution returned by the measured algorithm and $c^*$ is the cost of optimal solution computed using OD algorithm. The averages are computed only from the subset of instances that were successfully resolved by all tested algorithms and for which we were able to compute the optimum.

Time spent outside goal: Figure 10 shows the average time spent outside goal position when the robots execute the solutions found by PM, PP and ORCA in all instances in Scenario B that involve 10 robots. The averages are computed on the subset of instances that were successfully resolved by all compared algorithms.

CPU runtime: Figure 11 shows average CPU runtime that PM and PP algorithms require to return a solution. The averages are computed only on the subset of instances that were successfully resolved by both PP and PM.

Results interpretation

Our results show that the optimal algorithm OD is practical only for instances that contain three or fewer robots. Prioritized planning generally scales better than OD, but returns
solutions that are on average 2-4% suboptimal (cf. Figure 9). Although PM requires more time to provide a solution than PP (cf. Figure 11), it does not exhibit the exponential drop in ability to solve larger instances that OD suffers from. Yet, the cost of solutions returned by PM tend to converge to the vicinity of the optimal cost with increasing number of iterations $k$ for the instances where the optimum is known, (cf. Figure 9) and otherwise converges to solutions that are of significantly lower cost than the solutions returned by PP (cf. Figure 10). Further, besides the improved quality of the returned solutions, PM achieves higher success-rate on our instances (cf. Figure 8). E.g., in the empty environment with 20 robots (cf. Figure 8), PM($k=100$) solves 88% of the instances, where PP solves only 28%.

Although ORCA exhibits high success rate on our instances in Scenario B, it should be noted that the trajectories resulting from this collision avoidance process are very costly. We have observed that in instances involving higher number of robots $k$PM returns trajectories that are more than 40% faster than the trajectories returned by ORCA (cf. Figure 10).

Real-world maps

To demonstrate the applicability of our method, we have deployed the penalty method to coordinate trajectories of a number of simulated robots in two representative real-world maps.
In this work we have explored the applicability of penalty-based method to improve success rate and the quality of returned solution of prioritized planning. We have formulated a new penalty-based algorithm for finding collision-avoiding trajectories in multi-robot teams. The algorithm starts from an individually optimal trajectory for each robot. Then, the parts of the trajectories that lie in collision with other robots are penalized and the magnitude of the penalty is gradually increased towards infinity. After each such increase, the trajectory of one of the robots is replanned to account for the increased penalty. Using this process, the trajectories are gradually forced out of collisions.

We have compared our penalty-based method with a state-of-the-art optimal algorithm, prioritized planning and reactive technique ORCA on three benchmark scenarios. Our results show that with increasing number of iterations, the algorithm constructs solutions with near-optimal cost (on instances where the optimum was known). On the instances where the optimum was not known, our method consistently provided solutions that are 4-10% cheaper than solutions provided by prioritized planning and up to 40% cheaper than the solutions provided by a widely-used reactive technique ORCA.
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Fig. 12: Office corridor: Coordination of 16 robots in an office corridor.

Fig. 13: Logistic center: Coordination of 35 robots in a logistic center.