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1. Network Architecture

The network we leverage for point cloud reconstruction from single images includes a 2D encoder and a 3D point cloud decoder. The 2D encoder is a CNN with 7 layers. The first layer has a $5 \times 5$ kernel with 16 channels and a stride of 2. Each of the remaining layers has 3 kernels and comes in pairs, where one layer in the pair has a stride of 2 and the other has a stride of 1. The number of channels grows by a factor of 2 after each strided layer. These convolutional layers are followed by two fully connected layers with a dimension of 1024. The 3D point cloud decoder has one fully connected layer with a dimension of 1024 and then predicts a point cloud. The point cloud of $N$ points is predicted as a vector with a dimension of $3N$ (point coordinates).

2. Single Image Reconstruction

We present more single image reconstruction in this section. We randomly select 100 shapes in the test set in each of Airplane, Car, and Chair classes in Fig. 1, Fig. 2, and Fig. 3, respectively, where each shape is represented by 16000 points. We can see that our method can reconstruct shapes with arbitrary topologies in high accuracy.

3. Novel Shape Generation

We present more generated novel shapes in this section. We randomly sample 100 noise in the 32 dimensional Gaussian space, which is further used to generate 100 novel shapes using the trained point decoder. We demonstrate the generated shapes with 16000 points in Fig. 4, which shows that our method can generate plausible and reasonable shapes.

4. Loss visualization

We visualize the loss curves employed during the training with 16000 points under Airplane, Car, and Chair dataset in Fig. 5. We can see that our method trains a network to stably achieve to a minimum, which produces our good results.

5. Source Code

Our code, data and models are available at https://github.com/chenchao15/2D_projection_matching
Figure 1. More single image reconstructions under Airplane class.

Figure 2. More single image reconstructions under Car class.
Figure 3. More single image reconstructions under Chair class.

Figure 4. More novel chairs generated by our method.