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Abstract. We consider the simple exclusion process in the integer segment $[1, N]$ with $k \leq N/2$ particles and spatially inhomogeneous jumping rates. A particle at site $x \in [1, N]$ jumps to site $x - 1$ (if $x \geq 2$) at rate $1 - \omega_x$ and to site $x + 1$ (if $x \leq N - 1$) at rate $\omega_x$ if the target site is not occupied. The sequence $\omega = (\omega_x)_{x \in \mathbb{Z}}$ is chosen by IID sampling from a probability law whose support is bounded away from zero and one (in other words the random environment satisfies the uniform ellipticity condition). We further assume $\mathbb{E}[\log \rho_1] < 0$ where $\rho_1 := (1 - \omega_1)/\omega_1$, which implies that our particles have a tendency to move to the right. We prove that the mixing time of the exclusion process in this setup grows like a power of $N$. More precisely, for the exclusion process with $N^{\beta + o(1)}$ particles where $\beta \in [0, 1)$, we have in the large $N$ asymptotic

$$N^{\max\left(1, \frac{1}{2} \lambda + 1\right) + o(1)} \leq t_{\text{mix}}^{N, k} \leq N^{C + o(1)}$$

where $\lambda > 0$ is such that $\mathbb{E}[\rho_1^\lambda] = 1$ ($\lambda = \infty$ if the equation has no positive root) and $C$ is a constant which depends on the distribution of $\omega$. We conjecture that our lower bound is sharp up to sub-polynomial correction.

1. Introduction

1.1. Overview. From the viewpoint of Probability and Statistical Mechanics, the simple exclusion process is one of the simplest interacting particle systems. It is a reasonable toy model to describe the relaxation of a low density gas and we refer to [Lig12, Chapter VIII.6] for a historical introduction. Its relaxation to equilibrium has been the object of extensive study under a variety of perspective: Hydrodynamic limits [Ros81, KOV89, Rez91], Relaxation Time [DSC93, Qua92] log-Sobolev inequalities [Yau97] and Mixing Time [BHCM05, Mor06] (the list of references is very far from exhaustive).

All the above mentioned works are concerned with the exclusion in an homogeneous medium and a small modification of this setup can lead to a drastic change of the pattern of relaxation, see for instance [FGS16, FN17] (and references therein) for the phenomenology induced by the change of the jump rate on a single bond. The disordered setup, where the jump rate of the particles is random and varies in space fostered interest only more recently, see for instance [Fag08, PRS19, Sch19].

In the present paper, we are interested in the case IID site disorder on a one dimensional segment, in particular in the case where the local drift felt by particles has a non-constant sign. For the system to reach equilibrium, individual particles need to travel on macroscopic distances and in particular have to fight against drift in some regions. This phenomenon, also present in the case of the random walk in a random environment [GK13, KKS75], induces a slower mixing than in the constant nonzero bias case, as was proved in [Sch19]. Our objective is to quantify further this slow down of the mixing time.

Key words and phrases. Interacting Particle Systems, Random Environment, Markov Chain Mixing time.

AMS subject classification: 60K37; 60J27.
In order to estimate the mixing time of the disordered exclusion process, we need to understand in details how these regions with unfavorable drift – which we refer to as traps – affect the pattern of relaxation to equilibrium. We make two important steps toward this objective:

- We prove that the mixing time grows at most like a power of $N$ (the upper bound we prove displays a non optimal exponent).
- We obtain a lower bound on the mixing time, which we conjecture to be optimal, and which allows to identify, depending on the parameters of the system, which is the main factor that slows down the mixing.

More precisely, our proof of the lower bound shows that the mixing time can be bounded from below by three different mechanisms:

(i) Particles cannot move faster than ballistically, so that the mixing time is at least of order $N$ which is the length of the system.

(ii) The particles may remain trapped in potential wells which are created by the environment (see the definition 2.11), so that the mixing time is at least of order $e^{\Delta V}$ where $\Delta V$ is the height of the worse potential well in the system.

(iii) The potential wells also limit the flow of particles through the system which is at most of order $e^{-\Delta V/2}$. For this last reason, the mixing time is at least of order $ke^{\Delta V/2}$ when $k$ is the number of particles in the system.

While the two first limitations (i) and (ii) follow from early studies of one dimensional random walk in a random environment [KKS75] and have already been used to determine its mixing time [GK13]. The third limitation is specific to systems with many particles, and to our knowledge, had not been identified so far. It creates a third phase in the conjectured mixing time diagram (see Figure 3).

1.2. The exclusion process in a random environment. Let us introduce formally the random process whose study is the object of this paper. The exclusion process on the segment $[1, N]$ with $k$ particles and $1 \leq k \leq N/2$ is a Markov process that can informally be described as follows.

(A) Each site is occupied by at most one particle (we refer to this constraint as the exclusion rule). Therefore at all time there are $k$ occupied sites and $N-k$ empty sites.

(B) Each of the $k$ particles performs a random walk on the segment, independently of the others, except that any jump that violates the exclusion rule is cancelled.

More precisely, we want to consider the case exclusion process in a random environment where the jump rates of the particles are specified by sampling an IID sequence of random variables $\omega = (\omega_x)_{x \in \mathbb{Z}}$, and the transition rates are given by

$$
\begin{align*}
q_N^\omega(x, x+1) &= \omega_x 1_{\{x \leq N-1\}}, \\
q_N^\omega(x, x-1) &= (1 - \omega_x) 1_{\{x \geq 2\}}, \\
q_N^\omega(x, y) &= 0 \quad \text{if } y \notin \{x-1, x+1\}.
\end{align*}
$$

(1.1)

The random walk with transitions $q_N^\omega$ which corresponds to the case $k = 1$ is an extensively studied process, usually referred to as Random Walk in a Random Environment (RWRE). The RWRE on the full line $\mathbb{Z}$ was first studied by Solomon in [Sol75] who established a criterion for recurrence/transience. The limit law of the random walk in a random environment is studied by Kesten et al. in [KKS75] when the random walk is transient, and by Sinai in [Sin82] when the random walk is recurrent (we refer to [Szn04, Zei04] for complete introductions to this research field).

We are interested in the following quantitative question: How long does the system need to relax to equilibrium, forgetting the information of its initial configuration in the sense of
total-variation distance? More precisely we are interested in the asymptotic in the limit when \(k, N \to \infty\) of this total-variation mixing time. This question has been extensively studied in the case where the sequence \(\omega = (\omega_x)_{x \in \mathbb{Z}}\) is constant, which we refer to as the homogeneous environment case:

1. When \(\omega_x \equiv \frac{1}{2}\), Wilson in [Wil04] showed that the system takes time of order \(N^2 \log \min(k, N-k)\) and later Lacoin in [Lac16b] proved that the lower bound in [Wil04] is sharp.
2. When \(\omega_x \equiv p \neq \frac{1}{2}\), Benjamini et al. in [BBHM05] told that the system takes time of order \(N\), and later Labbé and Lacoin in [LL19] provided the exact constant.
3. The case \(\omega_x \equiv \frac{1}{2} + \varepsilon_N\) with \(\lim_{N \to \infty} \varepsilon_N = 0\) is studied by Levins and Peres in [LP16], Labbé and Lacoin in [LL20].

From the results mentioned above, for homogeneous environment the system takes time at least of order \(N\) and most of order \(N^2 \log N\) to relax to equilibrium. However, when the sequence \(\omega = (\omega_x)_{x \in \mathbb{Z}}\) is chosen by independently sampling a nondegenerate common law, the system can exhibit a very different behavior because the random environment can create wells of potential which trap particles (see Equation (2.11) below for a definition of the potential associated to \(\omega\)).

Gantert and Kochler has studied the mixing time problem when \(k=1\) (and transient environment) in [GK13] for random environment and identified the mixing time, which is related with the depth of the deepest trap and may be much larger than \(N^2 \log N\). Schmid [Sch19] studied the question in the case of a positive density of particles, when the environment is ballisitic to the right, (that is, when the random walk is transient with positive speed) and provided bounds for the mixing time, showing in particular that the mixing time is of order larger than \(N\) as soon as the local drift (which is equal to \(2\omega_x - 1\)) is not uniformly bounded from below by a positive constant and is larger than \(N^{1+\delta}\) for some \(\delta > 0\) when some sites can display negative drift (\(\mathbb{P}[\omega_x < 1/2] > 0\)).

In our study we focus on the case of random environments which are such that the random walk is transient (the case of recurrent environment is quite different and should be considered separately). In that setup, the results in [Sch19] leave several questions open, among which the following ones:

(A) Is the mixing time always bounded from above by a power of \(N\)?
(B) If this is the case, for the exclusion process with \(k_N = N^\beta\) particles and \(\beta \in (0,1)\), can one identify an exponent \(\nu > 0\) (depending on \(\beta\) and the distribution) which is such that the mixing time is of order \(N^\nu\)?

We provide a positive answer to question (A) by proving an upper bound on the mixing time which grows like a power of \(N\). This upper bound is achieved by using a censoring procedure which allows to transport particles one by one to their equilibrium positions. Concerning question (B), we provide a new lower bound on the mixing time which we believe to be optimal and provide a conjecture concerning the value of \(\nu\). The bound is based on an analysis of the effect of the deepest trap on the particle flow through the system. Significant technical obstacles prevented us from obtaining a matching upper bound.
2. Model and result

2.1. An introduction to Random Walk in a Random Environment $\omega$. Let us recall the definition for random walk in a random environment. Given $\omega = (\omega_x)_{x \in \mathbb{Z}}$ a sequence with values in $(0, 1)$, the random walk in the environment $\omega$ is the continuous time Markov chain on $\mathbb{Z}$ whose transition rates are given by

\[
\begin{align*}
q^\omega(x, x + 1) &= \omega_x, \\
q^\omega(x, x - 1) &= 1 - \omega_x, \\
q^\omega(x, y) &= 0 \quad \text{if } |x - y| \neq 1.
\end{align*}
\]

We let $(X_t)_{t \geq 0}$ denote the random walk in environment $\omega$ and initial condition 0 (we let $Q_\omega$ denote the corresponding law). This process has been extensively studied in the case where $\omega = (\omega_x)_{x \in \mathbb{Z}}$ is (the fixed realization of) a sequence of IID random variables (we will use $P$ and $E$ denote the associated law and expectation respectively), and we refer to [Szn04, Zei04] for recent reviews.

Simple criteria have been derived on the distribution of $\omega$ as necessary and/or sufficient conditions for recurrence/transience, ballisticity etc... Even though most of the results are valid in a more general setup, for the sake of simplicity let us assume in the discussion that the variables $(\omega_x)_{x \in \mathbb{Z}}$ are bounded away from 0 and 1, that is, for some $\alpha \in (0, 1/2)$ we have $P(\omega_1 \in [\alpha, 1 - \alpha]) = 1$.

Setting $\rho_x := (1 - \omega_x)/\omega_x$, it has been proved in [Sol75] that

\[
\begin{align*}
E[\log \rho_1] = 0 \Rightarrow X_t \text{ is recurrent under } Q_\omega, \text{ } P\text{-a.s.}, \\
E[\log \rho_1] \neq 0 \Rightarrow X_t \text{ is transient under } Q_\omega, \text{ } P\text{-a.s.}
\end{align*}
\]

More precisely in the second case we have with probability one $\lim_{t \to \infty} X_t = \infty$ (resp. $-\infty$) if $E[\log \rho_1] < 0$ (resp. $E[\log \rho_1] > 0$).

When transience holds, the rate at which $X_t$ goes to infinity has also been identified in [KKS75]. It can be expressed in terms of a simple parameter of the distribution $\omega$, yielding in particular a necessary and sufficient condition for ballisticity. Let us assume that $E[\log \rho_1] < 0$, and set

\[
\lambda = \lambda_P := \inf\{s > 0, E[\rho_1^s] \geq 1\} \in (0, \infty).
\]

It has been proved in [KKS75] that if $\lambda > 1$ then there exists $\vartheta_P > 0$ such that

\[
\lim_{t \to \infty} \frac{X_t}{t} = \vartheta_P
\]

and that if $\lambda \in (0, 1]$ then

\[
\lim_{t \to \infty} \frac{\log(X_t)}{\log t} = \lambda.
\]

2.2. The Simple Exclusion process in an environment $\omega$.

Definition. Given a sequence $\omega = (\omega_x)_{x \in \mathbb{Z}}$ taking values in $(0, 1)$, $N \geq 2$ and $1 \leq k \leq N - 1$, the simple exclusion process in a random environment on the line segment $[1, N]$ (we use the notation $[a, b] := [a, b] \cap \mathbb{Z}$) with $k$ particles is a Markov process on the space

\[
\Omega_{N,k} := \left\{ \xi \in \{0, 1\}^N : \sum_{x=1}^N \xi(x) = k \right\}.
\]

The 1s' are denoting particles while 0s' correspond to empty sites. It can be informally described as follows: each of the $k$ particles performs independently a random walk with transitions given
by \( q^\omega \) in (2.1), with the constraints that particles must remain in the segment and each site can be occupied by at most one particle. All transitions that would make this constraint violated (that is, a particle tries to jump either on 0, \( N + 1 \) or an already occupied site) are cancelled.

More formally we let \( \xi^{x,y} \) is the configuration obtained by swapping the values of \( \xi \) at sites \( x \) and \( y \) of the configuration \( \xi \), more formally defined by

\[
\forall z \in [1, N], \quad \xi^{x,y}(z) = \xi(z)1_{[1,N]\setminus\{x,y\}} + \xi(x)1_{\{y\}} + \xi(y)1_{\{x\}}. \tag{2.7}
\]

The simple exclusion process in environment \( \omega \) is the Markov process with transition rates given by

\[
r^\omega(\xi, \xi^{x,x+1}) := \begin{cases} 
\omega_x & \text{if } \xi(x) = 1 \text{ and } \xi(x+1) = 0, \\
1 - \omega_{x+1} & \text{if } \xi(x+1) = 1 \text{ and } \xi(x) = 0,
\end{cases} \quad \text{for } x \in [1, N-1] \tag{2.8}
\]

\[
r^\omega(\xi, \xi') := 0 \quad \text{in all other cases.}
\]

Equivalently the generator of the process is defined for \( f : \Omega_{N,k} \to \mathbb{R} \) by

\[
\mathcal{L}^\omega_{N,k}(f)(\xi) := \sum_{x=1}^{N-1} r^\omega(\xi, \xi^{x,x+1})[f(\xi^{x,x+1}) - f(\xi)]. \tag{2.9}
\]

The chain is ergodic and reversible. In order to give a simple compact expression for the equilibrium measure, let us introduce the random potential \( V^\omega : \mathbb{N} \to \mathbb{R} \) defined as follows, \( V^\omega(1) := 0 \) and for \( x \geq 2 \)

\[
V^\omega(x) := \sum_{y=2}^{x} \log \left( \frac{1 - \omega_y}{\omega_{y-1}} \right). \tag{2.10}
\]

With a small abuse of notation, we extend \( V^\omega \) to a function of \( \Omega_{N,k} \). This extension is obtained by summing the value of \( V^\omega \) among the positions of the particles in the configuration \( \xi \):

\[
V^\omega(\xi) := \sum_{x=1}^{N} V^\omega(x)\xi(x). \tag{2.11}
\]

We consider the probability measure \( \pi^\omega_{N,k} \) defined by

\[
\pi^\omega_{N,k}(\xi) := \frac{1}{Z^\omega_{N,k}} e^{-V^\omega(\xi)} \quad \text{with} \quad Z^\omega_{N,k} = \sum_{\xi \in \Omega_{N,k}} e^{-V^\omega(\xi)}. \tag{2.12}
\]

It is immediate to check by inspection that \( \pi^\omega_{N,k} \) satisfies the detailed balance condition for \( \mathcal{L}^\omega_{N,k} \) and thus that it is the unique invariant probability measure on \( \Omega_{N,k} \).

If \( \xi \in \Omega_{N,k} \), we let \( (\sigma^\xi_t)_{t \geq 0} \) denote the Markov chain with initial condition \( \xi \). We are going to provide a construction \((\sigma^\xi_t)_{t \geq 0}\) for all \( \xi \in \Omega_{N,k} \) on a common probability space in Section 3.2 and we use \( P \) and \( E \) for the corresponding probability law and expectation respectively. We let \( (P_t)_{t \geq 0} \) (the dependence in \( \omega, N, k \) is omitted in the notation to keep it light) denote the corresponding Markov semi-group and set \( P^\xi_t := P(\sigma^\xi_t \in \cdot) = P_t(\xi, \cdot) \) to be the marginal distribution of \((\sigma^\xi_t)_{t \geq 0}\) at time \( t \).

**Mixing time and spectral gap.** In a standard fashion, we set the total variation-distance to equilibrium at time \( t \) to be

\[
d^\omega_{N,k}(t) := \max_{\xi \in \Omega_{N,k}} \| P^\xi_t - \pi^\omega_{N,k} \|_{TV} \tag{2.13}
\]
where $\|\nu_1 - \nu_2\|_{TV} := \sup_{A \subset \Omega_{N,k}} |\nu_1(A) - \nu_2(A)|$ denotes the total variation between two probability measures $\nu_1$, $\nu_2$ on $\Omega_{N,k}$. Since the Markov chain is irreducible, we know that (cf. [LP17, Theorem 4.9])

$$\lim_{t \to \infty} d_{N,k}^\omega(t) = 0. \tag{2.14}$$

We are interested in having quantitative statements relating $d$ to the convergence (2.14), and for this reason we want to evaluate the mixing time and spectral gap of the chain (see [LP17] for a motivated and thorough introduction to these notions). For $\varepsilon \in (0,1)$, let the $\varepsilon$-mixing time of the chain be defined by

$$t_{\text{mix}}^{N,k,\omega}(\varepsilon) := \inf \left\{ t \geq 0 : d_{N,k}^\omega(t) \leq \varepsilon \right\}. \tag{2.15}$$

By convention, we simply write $t_{\text{mix}}^{N,k,\omega}$ when $\varepsilon = 1/4$. The spectral gap of the chain $\text{gap}_{N,k}^\omega$, in our context, can be defined as the smallest non-zero eigenvalue of $-L_{N,k}^\omega$. It can be shown using a spectral decomposition (see for instance [LP17, Corollary 12.7]) to determine the asymptotic rate of convergence of $d_{N,k}^\omega$ as

$$\lim_{t \to \infty} \frac{1}{t} \log d_{N,k}^\omega(t) = -\text{gap}_{N,k}^\omega. \tag{2.16}$$

The mixing time and spectral gap are related to one another by the following relation valid for $\varepsilon \in (0,1/2)$ (cf. [LP17] Theorems 12.4 and 12.5)

$$\frac{1}{\text{gap}_{N,k}^\omega} \log \left( \frac{1}{2\varepsilon} \right) \leq t_{\text{mix}}^{N,k,\omega}(\varepsilon) \leq \frac{1}{\text{gap}_{N,k}^\omega} \log \left( \frac{1}{\varepsilon \pi_{\min}} \right) \tag{2.17}$$

where

$$\pi_{\min} = \min_{\xi \in \Omega_{N,k}} \pi_{N,k}^\omega(\xi).$$

2.3. Results. The main object of the paper is the study of the exclusion process in an IID environment. On the way to our main result, we also prove bounds on the mixing time which are valid for any realization of $\omega$, and which we present first.

*Universal bounds for the mixing time on the exclusion process.* We assume without loss of generality (by symmetry) that $k \leq N/2$. We prove that the mixing time grows at least linearly with the size of the system and at most exponentially. Both results are in a sense optimal (see the discussion in Section 2.4 below).

**Proposition 2.1.** For any $k \in [1, N/2]$ and $N \geq 2$, for any $(\omega_x)_{x \in \mathbb{Z}}$ we have

$$t_{\text{mix}}^{N,k,\omega} \geq \frac{1}{16} N. \tag{2.18}$$

Furthermore, if $k_N$ is a sequence such that

$$k_N \leq N/2 \quad \text{and} \quad \lim_{N \to \infty} k_N = \infty, \tag{2.19}$$

we have for any $\varepsilon > 0$, for $N \geq N_0(\varepsilon)$ sufficiently large for any $(\omega_x)_{x \in \mathbb{Z}}$

$$t_{\text{mix}}^{N,k_N,\omega}(1 - \varepsilon) \geq \frac{1}{30} N. \tag{2.20}$$

For the upper bound, we require an assumption similar to (2.2), that is

$$\forall x \in \mathbb{Z}, \quad \omega_x \in [\alpha, 1 - \alpha]. \tag{2.21}$$
Proposition 2.2. For any sequence \((\omega_x)_{x \in \mathbb{Z}}\) satisfying (2.21) all \(N \geq 2\) and all \(k \in [1, N/2]\), we have
\[
gap_{N,k}^\omega \geq \alpha N^{-2} |\Omega_{N,k}|^{-1} \left( \frac{1 - \alpha}{\alpha} \right)^{-N/2},
\]
and as a consequence for all \(\varepsilon \in (0, 1/2)\)
\[
t_{\text{mix}}^{N,k,\omega}(\varepsilon) \leq \alpha^{-1} N^2 |\Omega_{N,k}| \left( \frac{1 - \alpha}{\alpha} \right)^{N/2} \left( \log |\Omega_{N,k}| + Nk \log \frac{1 - \alpha}{\alpha} - \log \varepsilon \right).
\]

Mixing time for the exclusion process in a random environment. Let us now introduce our main results concerning the exclusion process in a random environment. We assume that (2.2) holds,
\[
E[\log \rho_1] < 0 \quad \text{and} \quad 1 \leq k \leq N/2.
\]
Using the various symmetries of the system (between left and right, particles and empty sites...), assumption (2.21) entails almost no-loss of generality, and the only case being left aside is that of a recurrent environment (that is \(E[\log \rho_1] = 0\)). We are also going to consider that \(\lambda \rho_1 < \infty\), this corresponds to saying that \(P[\omega_1 < 1/2] = 0\) (the case \(P[\omega_1 \geq 1/2] = 1\) is discussed in the next section).

In order to bet a better intuition on the result, let us provide a description of the equilibrium measure. We introduce the event \(A_r \subset \Omega_{N,k}\) that the leftmost particle and rightmost empty site are at a distance smaller than \(2r\) of their respective maximal and minimal possible values:
\[
A_r := \{ \xi \in \Omega_{N,k} : \forall x \in [1, N - k - r], \xi(x) = 0 ; \forall x \geq N - k + r, \xi(x) = 1 \}.
\]

The following result tells us that the mass of \(\pi_{N,k}^\omega\) is essentially concentrated at a finite distance of the configuration \(\xi_{\text{max}}\) with all \(k\) particles packed to the right (see (3.3)).

Lemma 2.3. Under the assumptions (2.21) and (2.24), for all \(N\) sufficiently large we have w.h.p.
\[
\lim_{r \to \infty} \inf_{N \geq 1 \quad k \in [1, N/2]} \mathbb{E} \left[ \pi_{N,k}^\omega (A_r) \right] = 1.
\]

Our first main result is that if the environment satisfies the assumptions (2.2) and (2.24), the system relaxes to equilibrium in polynomial time, or in other words that \(t_{\text{mix}}^{N,k,\omega}\) grows like a power of \(N\) with an explicit upper bound on the growth exponent. In order to describe our explicit bound, we need to introduce the function \(F\) which is the log-Laplace transform of \(\log \rho_1\)
\[
F(u) := \log \mathbb{E} [\rho_1^u].
\]

Since \(V^\omega\) is, up to a small modification, a sum of IID variables with the same distribution as \(\log \rho_1\), the function \(F\) is used to compute the large deviations of \(V^\omega\), and in particular
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to determine the geometry of the deepest potential wells. It is strictly convex and satisfies $F(0) = F(\lambda) = 0$ (see Figure 2). We let $u_0$ be defined by

$$F(u_0) = \min_{u \in \mathbb{R}} F(u) < 0.$$ 

Given a sequence of events $(A_N)_{N \geq 1}$, we say that $A_N$ holds with high probability (which we sometimes abbreviate as w.h.p.) if $\lim_{N \to \infty} \mathbb{P}[A_N] = 1$. Given a sequence $(B_{N,k})_{N \geq 1,k \in [1,N/2]}$, we say that $B_{N,k}$ holds with high probability if

$$\lim_{N \to \infty} \inf_{k \in [1,N/2]} \mathbb{P}[B_{N,k}] = 1.$$ 

We are now ready to state the result.

**Theorem 2.4.** Under the assumptions (2.2) and (2.24), then with high probability we have

$$t_{\text{mix}}^{N,k,\omega} \leq 80kN\alpha^{-1} \left(\frac{3t_{u_0} + 2}{F(u_0)} \log N\right)^4 N^{\frac{3\alpha}{\alpha + 2} (2\log \frac{1}{\alpha} + 4\log 4 - 3\log 3)}.$$ 

(2.28)

Our second result provides a lower bound for the mixing time which depends both on $N$ and $k$.

**Theorem 2.5.** Under the assumptions (2.2) and (2.24) and assuming further that $\lambda_\beta < \infty$, there exists a positive constant $c(\alpha, \mathbb{P})$ such that w.h.p. we have for every $N$ and $k \in [1,N/2]$

$$t_{\text{mix}}^{N,k,\omega} \geq c \max \left\{ N, N^{\frac{2}{\theta} (\log N)^{-2}}, kN^{\frac{2}{3\theta} (\log N)^{-2(1+\frac{1}{\theta})}} \right\}. $$

(2.29)

2.4. Related work. Let us provide now a short review of related results present in the literature.

**Mixing time for the exclusion process in a homogeneous environment.** The mixing time of the exclusion process on the line segment has been extensively studied in the case where the sequence $\omega$ is constant, i.e. $\omega \equiv p$. In that case, not only the right order of magnitude has been identified for the mixing time, but also the sharp asymptotic equivalent. The case of the exclusion with no bias that is $p = 1/2$ (the simple symmetric exclusion process), it was shown in [Ald83] that the mixing time for the exclusion process on the segment is of order at least $N^2$ and at most $N^2(\log N)^2$. It was later established (see [Wil04] for the lower bound and [Lac16a] for the upper bound) that if $k_N$ satisfies (2.19), we have

$$t_{\text{mix}}^{N,k_N}(\varepsilon) = \left(1 + o(1)\right) \frac{2^2}{\pi^2} N^2 \log k_N.$$ 

(2.30)

In the case where the walk presents a bias, that is $p \neq 1/2$, it was shown in [BBHM05] that the mixing time is of order $N$. This result was refined in [LL19] by identifying the proportionality constant, showing that if $k_N$ satisfies $\lim_{N \to \infty} k_N/N = \theta$, then

$$t_{\text{mix}}^{N,k_N}(\varepsilon) = \left[1 + o(1)\right] \frac{(\sqrt{\theta} + \sqrt{1 - \theta})^2}{|2p - 1|} N.$$ 

(2.31)

The case where $p$ is allowed to depend on $N$ was investigated in [LP16, LL20] where the order of magnitude and the sharp asymptotic of the mixing time were respectively determined. Note that in (2.30) and (2.31) the asymptotic behavior of $t_{\text{mix}}^{N,k_N}(\varepsilon)$ does not display any dependence on $\varepsilon$ at first order. This implies that $d_{N,k_N}(t)$ abruptly drops from 1 to 0 on the time scale $N^2 \log k_N$ and $N$ respectively. This phenomenon, called cutoff, is expected to hold for a large class of Markov chains, we refer to [LP17, Chapter 18] for an introduction.

Let us also mention that the mixing time for the one-dimensional exclusion process has also been investigated for a variety of different boundary conditions. We refer to [Lac16a] for a sharp estimate of the convergence profile to equilibrium for the periodic boundary condition in the
symmetric case and to [GNS20] (and references therein) for the study of a variety of boundary conditions, with or without bias. The case of higher dimension has also been considered, see e.g. [Mor06] where the order of magnitude of the mixing time is determined up to a constant.

**Mixing time for the random walk in a random environment.** In [GK13], the case of the mixing time for a random walk in the segment with a transient random environment (which corresponds to the case \(k = 1\) in the present paper) was investigated. It is shown that whenever \(\lambda_P > 1\) then

\[
t_{\text{mix}}^{N,1,\omega}(\varepsilon) = [1 + o(1)] \frac{N}{\mathbb{E}[Q[Q_1T_1]]},
\]

where \(T_1\) is the first hitting time of 1 for the random walk in a random environment \(\omega\) starting from 0 (the result in [GK13] is slightly more precise and the assumption is more general than (2.2)). When \(\lambda_P < 1\), it is shown that the mixing time is of a much larger magnitude but that cutoff does not hold. More precisely, for \(\lambda_P \leq 1\) we have

\[
\lim_{N \to \infty} \frac{\log t_{\text{mix}}^{N,1,\omega}(\varepsilon)}{\log N} = \frac{1}{\lambda_P}.
\]

The asymptotic \(N^{1/\lambda_P + o(1)}\) corresponds to the time that is required to overcome the largest potential barrier present in the system, whose height is of order \((1/\lambda) \log N\).

**Mixing time for the exclusion in a ballistic environment.** In [Sch19], the mixing time \(t_{\text{mix}}^{N,kN,\omega}\) were investigated under the assumption that \(\lim_{N \to \infty} kN/N = \theta \in (0,1/2]\) and \(\lambda_P > 1\). Three different cases are considered.

- When \(\text{ess inf } \omega_1 > 1/2\), it is shown that the mixing \(t_{\text{mix}}^{N,kN,\omega}\) is of order \(N\), by a simple comparison with the case of homogeneous asymmetric environment.
- When \(\text{ess inf } \omega_1 < 1/2\), it is shown that there exists a positive \(\delta\) such that the mixing time satisfies \(t_{\text{mix}}^{N,kN,\omega} \geq N^{1+\delta}\).
- When \(\text{ess inf } \omega_1 = 1/2\), it is shown that

\[
\liminf_{N \to \infty} \frac{t_{\text{mix}}^{N,kN,\omega}(\varepsilon)}{N} = \infty \quad \text{and} \quad t_{\text{mix}}^{N,kN,\omega}(\varepsilon) \leq CN(\log N)^3,
\]

\[\text{(2.34)}\]

together with a quantitative lower bound if \(\mathbb{P}[\omega_1 = 1/2] > 0\).

**Other perspectives concerning the exclusion process and random environments.** The exclusion process with other types of random environment has also been considered in the literature. One possibility is to consider a random environment on bonds instead of sites. A particular choice which makes the uniform measure on \(\mathbb{Z}\) reversible for the random walk is the model of random conductance. In that case the mixing property of the system strongly differs from model considered here: the equilibrium measure is uniform on \(\Omega_{N,k}\) so that there is no trapping by potential. It is expected that for a large class of environment in that case the mixing properties are very similar to that of the homogeneous system. The hydrodynamic limit of exclusion processes with bond–dependent random transition rates have been studied in [Fag08, Jar11] (see also [Fag20] for a recent work going slightly beyond the random conductance model).

Another corpus of work has been considering the (homogeneous) exclusion process itself as a dynamical random environment, which determines the transition probability of the random walk. The asymptotic behavior of a random walker in this setup is studied in [HKT20, HS15], and the hydrodynamic limit for the exclusion process as seen by this walker is studied in [AFJV15]. In a more general setup for the jump rates of the walker, an invariance principle about the random walk when the exclusion process starts from equilibrium is studied in [JM20].

2.5. Interpretation of our results and conjectures.
Comments on Propositions 2.1 and 2.2. The asymptotic for the mixing time for ASEP in homogeneous environment (2.31) shows that the lower bound of Proposition 2.1 is sharp up to a constant factor. An important observation is also that (2.20) is not true without the assumption that $k_N$ goes to infinity, even if $1/30$ is replaced by an arbitrarily small constant provided that it is not allowed to depend on $\varepsilon$.

However the constant in our bounds (2.18) and (2.20) are clearly not optimal. Let us state now a natural conjecture. We believe that if \[ \lim_{N \to \infty} \frac{k_N}{N} = \theta \in (0, 1/2], \quad \omega_x \in [\alpha, 1-\alpha] \]
for all $x \in \mathbb{Z}$ (with the possibility of having $\alpha = 0$) then we should have
\[
\lim \inf_{N \to \infty} \frac{1}{N} t_{mix}^{N,k_N}(1-\varepsilon) \geq \left(\frac{\sqrt{\theta} + \sqrt{1-\theta}}{1 - 2\alpha}\right)^2. \tag{2.35}
\]
One can obtain counter examples to (2.35) in the zero density case by considering the case $\omega_x = 1-\alpha$ in the first half of the segment $[1, N]$ and $\omega = \alpha$ in the second half of the segment, and $k_N$ diverging to infinity such that $\lim_{N \to \infty} k_N/(\log N) = 0$. In that case, one can with some minor efforts, show that the mixing time is asymptotically equivalent $\frac{N}{2-4\alpha}$ (which is half of the lower bound in (2.35)).

Proposition 2.2 can also be shown to be sharp within constant in the sense that there exists a constant $C_\alpha$, and for given $N$ and $k$ it is always possible to construct an environment $\omega$ such that
\[
\text{gap}_{N,k}^{\omega} \geq e^{-C_\alpha N}. \tag{2.36}
\]
We conjecture that the best possible lower bound on the spectral gap when $\lim_{N \to \infty} k_N/(\log N) = \theta \in (0, 1/2]$ is the following
\[
\lim \inf_{N \to \infty} \frac{\log \text{gap}_{N,k_N}^{\omega}}{N} = -\frac{(1-\theta)}{2} \log \left(\frac{1-\alpha}{\alpha}\right). \tag{2.37}
\]
The lim inf is reached asymptotically by the environment
\[
\begin{align*}
\omega_x &= \alpha & \text{if } 1 \leq x \leq \frac{(1-\theta)N}{2}, \\
\omega_x &= 1-\alpha & \text{if } \frac{(1-\theta)N}{2} < x \leq N.
\end{align*} \tag{2.38}
\]

Comments on Theorems 2.4 and 2.4. Our paper brings a complement to the results in [Sch19], in the case when $\essinf \omega_1 < 1/2$. Firstly it provides a complementary upper bound result, which shows that the mixing time in transient environment always scales like a power of $N$, even in the non-ballistic case $\lambda_F \leq 1$.

Secondly, it provides a more quantitative lower bound. In (2.29) the mixing time is bounded by the maximum of three quantities. Each of them corresponds to a different mechanism which prevents the mixing time to be lower than a certain value.

- **Mass transport cannot be faster than ballistic:** Which is explored in Proposition 2.1 is that particle cannot move faster than ballistically (and this is independent of the choice of $\omega$), so that the time required to transport the mass of particles to equilibrium has to be at least of order $N$. This idea is already present in [BBHM05].
- **Individual particles may be blocked by traps in the potential profile:** As soon as $\essinf \omega_1 < 1/2$, the potential profile $V$ is non-monotone and will create energy barriers. It is known since [KKS75] that these energy barriers can slow down particles to subballistic speed in $\lambda_F \leq 1$ by creating traps that will require a long time to be crossed. This is the mechanism that was used to identify the mixing time in case of a single particle in [GK13] (recall (2.33)), and it corresponds to the time needed to cross the largest trap in the potential. This yields the second term in (2.29).
- **Potential barrier may also create bottleneck for the flow of particles:** The third mechanism which was partially identified in [Sch19] is that potential barrier may also limit the flow of particles throughout the system. The limitation on the flow does not correspond to the inverse of the time that a particle needs to cross the trap, but rather to the square root of this inverse. The reason for this is that when particles are flowing through the system, the particle are “filling” half of the potential well, so that the remaining potential barrier to be crossed is halved. This reasoning yields the third term in (2.29).

We believe that the three mechanism described above are the only possible limiting factor to mixing, and thus that the lower bound give in Theorem 2.5 is sharp as far as the exponent is concerned. Let us formulate this as a conjecture. Let us assume that \( k_N \) satisfies

\[
\lim_{N \to \infty} \frac{\log k_N}{\log N} = \beta,
\]

and then we should have the following convergence w.h.p.

\[
\lim_{N \to \infty} \frac{t_{N,k_N}^{\text{mix}}}{\log N} = \max \left( 1, \frac{1}{\lambda}, \frac{1}{2\lambda} + \beta \right).
\] (2.39)

We refer to Figure 3 for the phase diagram concerning the conjectured exponent of the mixing time.
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**Figure 3.** The phase diagram for the exponent of the mixing time (the lower bound is proved rigorously and the upper bound is only conjectured). The transition between the blue and red (hatched) regions of the diagram corresponds to the transition of the RWRE from the ballistic phase to the transient-with-zero-speed phase. A third phase represented by the white region appears when one considers a large number of particles, in this phase the main limitation to mixing is the flow of particle through the deepest trap.

In particular this means that when \( \beta \leq 1/(2\lambda) \) then the mixing time of the exclusion process on the segment coincides (as far as the exponent is concerned) with that of the random walk in the segment.

**Organization.** Section 3 is devoted to some technical preliminaries including the particle description, equilibrium estimates, partial order, a graphical construction and a composed censoring inequality.

Section 4 is devoted to universal lower and upper bounds on the mixing time for all random environments, that is, the proof of Propositions 2.1 and Proposition 2.2.

Section 5 is devoted to lower bounds on the mixing time, that is Theorem 2.5. There are three bounds to prove, one of them is a consequence of Proposition 2.1, the other two are presented as two distinct results (Proposition 5.1 and Proposition 5.2) and proved in separate subsections.
The first bound rely on controlling the displacement of the leftmost particle while the other is based on a control of the particle flow.

Section 6 is concerned with the upper bound on the mixing time (Theorem 2.4). The proof is based on application of the censoring inequality and of our upper bound from Proposition 2.2, blocking the transition along carefully chosen edges (in a way that varies through time) we guide all particles to the right of the segment (where they are typically located at equilibrium) in polynomial time.

Notation. We use \( c(\alpha, \mathbb{P}) \) and \( C(\alpha, \mathbb{P}) \) to stress that the constants \( c \) and \( C \) depend on \( \alpha \) and the law of the random environment \( \omega \). Moreover, we use \( " := " \) (or \( " := " \)) to define a new quantity on the left-hand (right-hand, resp.) side, and \( [a, b] := [a, b] \cap \mathbb{Z} \). Furthermore, we let \( \Omega_{[a,b],k} := \{ \xi \in \{0,1\}^{[a,b]} : \sum_{x \in [a,b]} \xi(x) = k \} \) denote the state space of \( k \) particles performing exclusion process restricted in the interval \([a, b]\) and environment \( \omega \), and let \( \pi_{[a,b],k}^\omega \) denote the corresponding equilibrium probability measure.
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3. Technical preliminaries

3.1. Partial order on \( \Omega_{N,k} \). Given \( \xi \in \Omega_{N,k} \) we define \( \xi : [1, k] \to [1, N] \) as an increasing function which provides the positions of the particles of \( \xi \) from left to right:

\[
\{\xi(i) = x\} \iff \left\{ \xi(x) = 1 \text{ and } \sum_{y=1}^{x} \xi(x) = i \right\}.
\]

We introduce a natural partial order relation “\( \leq \)” on \( \Omega_{N,k} \times \Omega_{N,k} \) as follows

\[
(\xi \leq \eta) \iff (\forall i \in [1, k], \ \xi(i) \leq \eta(i)).
\]

Informally \( \xi \leq \eta \) means that the particles in the configuration \( \eta \) are located “more to the right” than those of \( \xi \). Let \( \xi_{\max} \) and \( \xi_{\min} \) denote the maximal and minimal configurations of \( (\Omega_{N,k}, \ " \leq \") \) respectively, given by

\[
\xi_{\max} := 1_{\{N-k+1 \leq x \leq N\}} \quad \text{and} \quad \xi_{\min} := 1_{\{1 \leq x \leq k\}}.
\]

This order plays a special role for our dynamic \( (\sigma_1^\xi)_{t \geq 0} \), and the next two subsections provide tools to exploit this link.

3.2. Canonical coupling via graphical construction. Let us present a construction of a grand coupling for the exclusion process on the segment \([1, N]\) which has the property of conserving the order defined above.

To each site \( x \in [1, N] \) we associate an independent rate 1 Poisson clock process \((T_i^{(x)})_{i \geq 1}\) (the increments of the sequence \((T_i^{(x)})_{i \geq 1}\) are independent exponential variables of parameter 1) and an independent sequence of IID variables \((U_i^{(x)})_{i \geq 1}\) with uniform distribution on \([0,1]\). These variables are independent of the environment \( \omega = (\omega_x)_{x \in \mathbb{Z}} \), and the trajectory \((\sigma_t^\xi)_{t \geq 0}\) for each \( \xi \) is a deterministic function of \((T_i^{(x)}, U_i^{(x)})_{i \geq 1, x \in [1, N]}\). In the remainder of the paper,
\( P \) denote the joint law of \((T_i^{(x)}, U_i^{(x)})_{i \geq 1, x \in [1,N]}, \) and \( E \) denotes the corresponding expectation. Let us also introduce a natural filtration \((F_t)_{t \geq 0}\) in this probability space setting

\[
i_0(x,t) := \max\{i \geq 1 : T_i^{(x)} \leq t\}
\]

with the convention that \( \max \emptyset = 0 \) and set

\[
F_t := \sigma \left( T_i^{(x)}, U_i^{(x)}, x \in \mathbb{Z}, i \leq i_0(x,t) \right).
\]

Now, given \( 1 \leq k \leq N - 1 \) and an initial configuration \( \xi \in \Omega_{N,k} \), we construct the trajectory \((\sigma_t^{(\xi)})_{t \geq 0}\) as follows:

1. \((\sigma_t^{(\xi)})_{t \geq 0}\) is càdlàg and may change its value only at times \( T_i^{(x)}, x \in [1,N] \) and \( i \geq 1 \).
2. We construct the trajectory starting with \( \sigma_0 = \xi \) and modifying it sequentially at the update times \((T_i^{(x)})_{i \geq 1, x \in [1,N]}\). For instance if \( t = T_i^{(x)} \) we obtain \( \sigma_t^{(\xi)} \) from \( \sigma_i^{(\xi)} \) as follows:

   a. If \( U_i^{(x)} \leq \omega, x \leq N - 1, \sigma_i^{(\xi)}(x) = 1 \) and \( \sigma_i^{(\xi)}(x + 1) = 0, \) then \( \sigma_t^{(\xi)}(x + 1) = 1 \) and \( \sigma_t^{(\xi)}(x) = 0 \) (and \( \sigma_t^{(\xi)}(y) = \sigma_i^{(\xi)}(y) \) for \( y \notin \{x, x + 1\} \)).

   b. If \( U_i^{(x)} > \omega, x \geq 2, \sigma_i^{(\xi)}(x) = 1 \) and \( \sigma_i^{(\xi)}(x - 1) = 0, \) then \( \sigma_t^{(\xi)}(x - 1) = 1 \) and \( \sigma_t^{(\xi)}(x) = 0 \) (and \( \sigma_t^{(\xi)}(y) = \sigma_i^{(\xi)}(y) \) for \( y \notin \{x - 1, x\} \)).

   c. In all other cases \( \sigma_t^{(\xi)} = \sigma_i^{(\xi)} \).

It is immediate by inspection to check that the above construction corresponds indeed to the Markov chain with generator \( L_{N,k}^{\omega} \). Note also that our process is adapted and Markov with respect to the filtration \((F_t)_{t \geq 0}\). In the same manner, the reader can check that it preserves the order in the following sense.

**Proposition 3.1.** For the coupling constructed above, we have for all \( \xi, \xi' \in \Omega_{N,k} \)

\[
\xi \leq \xi' \Rightarrow P \left[ \forall t \geq 0, \quad \sigma_t^{(\xi)} \leq \sigma_t^{(\xi')} \right] = 1.
\]

3.3. Composed censoring inequality. We are going to use a variant of the censoring inequality introduced by Peres and Winckler [PW13]. Let \( E_N = \{\{n, n + 1\} : n \in [1, N - 1]\} \) be the set of edges in \([1, N]\), and a censoring scheme \( C : [0, \infty) \rightarrow \mathcal{P}(E_N) \) is a deterministic càdlàg function where \( \mathcal{P}(E_N) \) is the set of all subsets of \( E_N \).

The censored chain \((\sigma_t^{(\xi,C)})_{t \geq 0}\) is a time inhomegenous Markov chain, with a generator obtained by cancelling the transition using edges in \( C(t) \)

\[
L_{N,k}^{C,t}(f)(\xi) := \sum_{x=1}^{N-1} r_{N,k}^{\omega}(\xi, x \mid x+1) \mathbf{1}_{\{x \mid x+1 \notin C(t)\}} \left[ f(x+1) - f(x) \right],
\]

where \( r_{N,k}^{\omega}(\xi, x \mid x+1) \) is defined in (2.3). We let \( P_t^C \) be the associated semigroup (the solution of \( \partial_t P_t = P_t L_{N,k}^{C,t} \) with initial condition given by the identity). We will use the following corollary of the censoring inequality [PW13 Theorem 1] (recall (3.3)).

**Proposition 3.2.** For any \( \xi \in \Omega_{N,k} \) and any censoring scheme \( C \), we have

\[
P_t(\xi, \xi_{\max}) \geq P_t^C(\xi_{\min}, \xi_{\max})
\]

**Sketch of proof.** Proposition 3.1 implies that \( P_t(\xi, \xi_{\max}) \geq P_t(\xi_{\min}, \xi_{\max}) \). To compare \( P_t(\xi_{\min}, \xi_{\max}) \) with \( P_t^C(\xi_{\min}, \xi_{\max}) \), we rely on the censoring inequality [PW13 Theorem 1] (to see that the exclusion process fits the setup in [PW13], one uses the height function representation see e.g. [Lac16b Section A.2]) which implies that \( P_t(\xi_{\min}, \cdot) \) stochastically dominates \( P_t^C(\xi_{\min}, \cdot) \).
We consider a modified censored dynamics, where on top of censoring, at fixed time, we replace the current configuration by one which is lower for the order $\geq$ by moving some particles to the left. For the application we have in mind, we can consider that these replacements are performed deterministically (although the result would hold also for random replacements).

Let $(s_i)_{i=1}^I$ be an increasing time sequence tending to infinity and let $(Q_i)_{i=1}^I$ be a sequence of stochastic matrices on $\Omega_{N,k}$ such that for all $\xi$ in $\Omega_{N,k}$ there exists $\xi'$ (depending on $\xi$ and $i$) such that

$$
\begin{cases}
\xi' \leq \xi, \\
Q_i(\xi, \xi') = 1, \\
Q_i(\xi, \xi'') = 0, \text{ when } \xi'' \neq \xi'.
\end{cases}
(3.9)
$$

We consider $\tilde{P}_t$ the semigroup defined by

$$
\begin{align*}
\tilde{P}_0 &= \text{Id}, \\
\partial_t \tilde{P}_t &= \tilde{P}_t C^t, \text{ if } t \notin \{s_i\}_{i=1}^I, \\
\tilde{P}_{s_i} &= \tilde{P}_{(s_i)}^{-1} Q_i.
\end{align*}
(3.10)
$$

**Proposition 3.3.** For any choice of $(s_i)_{i=1}^I$, $(Q_i)_{i=1}^I$ and $C$, we have for all $t \geq 0$

$$
P_t^C(\xi_{\text{min}}, \xi_{\text{max}}) \geq \tilde{P}_t(\xi_{\text{min}}, \xi_{\text{max}}).
(3.11)
$$

**Proof.** We construct both $(\tilde{\sigma}_t^{\text{min}})_{t \geq 0}$ with transition probability $\tilde{P}_t$ with initial condition $\xi_{\text{min}}$ and $(\sigma_t^{\min,C})_{t \geq 0}$ the censored dynamics with the same initial condition on the same probability space, using the variables $(T^{(x)}_i, U_i^{(x)})_{i \geq 1, x \in [1,N]}$.

For $(\sigma_t^{\text{min,C}})_{t \geq 0}$ we use the same procedure as for $(\sigma_t^\xi)_{t \geq 0}$ (for $\xi = \xi_{\text{min}}$) with the following added requirement for the transitions: $\{x, x + 1\} \notin C(t)$ in the case $(A)$ and $\{x, x - 1\} \notin C(t)$ in the case $(B)$.

For $(\tilde{\sigma}_t^{\text{min}})_{t \geq 0}$ we use the same procedure as for $(\sigma_t^{\min,C})_{t \geq 0}$ but with the addition of new deterministic jumps in the trajectories at times $(s_i)_{i \in I}$. More precisely if $t = s_i$, $\tilde{\sigma}_t^{\text{min}}$ is determined from $\sigma_0^{\text{min}}$ as the unique element of $\Omega_{N,k}$ such that

$$
Q_i(\tilde{\sigma}_t^{\text{min}}, \tilde{\sigma}_t^{\text{min}}) = 1.
(3.12)
$$

We have by definition $\tilde{\sigma}_0^{\text{min}} = \sigma_0^{\text{min,C}}$, and it can be checked by inspection that all the transitions are order preserving (this is a property of the graphical construction when $t \notin \{s_i\}_{i=1}^I$ and a consequence of (3.9) for the special values $t \in \{s_i\}_{i=1}^I$).

\[\square\]

### 3.4. Equilibrium estimates.

Recalling (2.27) let us define

$$
\kappa := F'(\lambda) = \mathbb{E} \left[ \rho_1 \log(\rho_1) \right] > 0,
(3.13)
$$

and set

$$
\Delta V_{\text{max}}^{\omega,N} = \max_{1 \leq x \leq y \leq N} (V(y) - V(x)).
(3.14)
$$

The literature on the subject of random walks in a random environment contains very sharp information concerning $\Delta V_{\text{max}}^{\omega,N}$, and the length of the corresponding trap (see [GK13]). In particular it is known under quite general assumptions that $|\Delta V_{\text{max}}^{\omega,N} - \frac{1}{\lambda} \log N|$ displays random fluctuations of order 1 and that the corresponding traps are of a length $\frac{1}{\lambda \kappa} \log N$ at first order.
For the sake of completeness we include a short proof of the following non-optimal result which is sufficient to our purpose. Set
\[ q_N := \frac{3u_0 + 2}{|F(u_0)|} \log N, \]  
(3.15)
where \( u_0 \) is the point at which \( F \) attains its minimum.

**Proposition 3.4.** We have
\[
\lim_{N \to \infty} \mathbb{P} \left[ -\left(1 + \frac{\varepsilon}{\lambda}\right) \log \log N \leq \Delta V_{\text{max}}^{\omega,N} - \frac{1}{\lambda} \log N \leq \frac{\varepsilon}{\lambda} \log \log N \right] = 1.
\]  
(3.16)
Furthermore we have
\[
\lim_{N \to \infty} \mathbb{P} \left[ \max_{1 \leq x \leq y \leq q_N} (V(y) - V(x)) \geq -3 \log N \right] = 0.
\]  
(3.17)
In particular, with high probability we have
\[
\forall x, y \in [1,N], \quad \{ V(y) - V(x) = \Delta V_{\text{max}}^{\omega,N} \} \Rightarrow \{(y - x) \leq q_N\}.
\]

**Proof.** At the cost of an additive constant on our bounds (which we omit in the proof for readability), using our uniform ellipticity assumption we can replace \( V(y) - V(x) \) in the definition of (3.14) by a sum of IID random variables, setting \( \bar{V}(1) = 0 \) and
\[
\sum_{z=x+1}^{y} \log \rho_z := \bar{V}(y) - \bar{V}(x).
\]  
(3.18)
By definition of \( \lambda, M_n = (\prod_{x=1}^{n} (\rho_x)^{\lambda})_{n \geq 1} \) is a martingale for the filtration \( \mathcal{G}_n := \sigma(\omega_x, x \in [1,n]) \).

Using the optional stopping theorem at \( T_A := \inf\{n, M_n \geq A\} \) and using that
\[
\left\{ A \leq M_{T_A} \leq A \left(\frac{1-\alpha}{\alpha}\right)^{\lambda}, \right. \\
\lim_{n \to \infty} M_n = 0,
\]  
(3.19)
we have for any \( A \)
\[
\frac{1}{A} \left(\frac{\alpha}{1-\alpha}\right)^{\lambda} \leq \mathbb{P} \left[ \max_{n \geq 1} \prod_{x=1}^{n} (\rho_x)^{\lambda} \geq A \right] \leq \frac{1}{A}.
\]  
(3.20)
The bound above can be used to obtain the upper bound on \( \Delta V_{\text{max}}^{\omega,N} \) via a union bound using translation invariance
\[
\mathbb{P} \left[ \max_{1 \leq x \leq y \leq N} \bar{V}(y) - \bar{V}(x) \geq \frac{1}{\lambda} \log N + \frac{\varepsilon}{\lambda} \log \log N \right]
\leq \sum_{x=1}^{N} \mathbb{P} \left[ \max_{y \geq x} \bar{V}(y) - \bar{V}(x) \geq \frac{1}{\lambda} \log N + \frac{\varepsilon}{\lambda} \log \log N \right]
\leq N \mathbb{P} \left[ \max_{n \geq 1} \prod_{x=1}^{n} (\rho_x)^{\lambda} \geq N(\log N)^{\varepsilon} \right] \leq (\log N)^{-\varepsilon}.
\]  
(3.21)
Before proving the corresponding lower bound, let us move to the proof of (3.17). Again using translation invariance and union bound, it is sufficient to show that
\[
\lim_{N \to \infty} N \mathbb{P} \left[ \max_{n \geq q_N} \sum_{x=1}^{n} \log \rho_x \geq -3 \log N \right] = 0.
\]  
(3.22)
We use Doob’s maximal inequality for the martingale $e^{-nF(u_0)} \prod_{x=1}^{n} (\rho_x)^u_0$. Since $F(u_0) < 0$, we have
\[
\mathbb{P} \left[ \max_{n \geq qN} \prod_{x=1}^{n} (\rho_x)^u_0 \geq N^{-3u_0} \right] \leq \mathbb{P} \left[ \max_{n \geq 1} e^{-nF(u_0)} \prod_{x=1}^{n} (\rho_x)^u_0 \geq N^{-3u_0} e^{-qN F(u_0)} \right] \leq N^{-3u_0} e^{qN F(u_0)} \leq N^{-2}. \tag{3.23}
\]
This is sufficient to conclude the proof of (3.17). Note that as a consequence by (3.20) and (3.23), we have for $N$ sufficiently large
\[
\mathbb{P} \left[ \max_{1 \leq n \leq qN} \prod_{x=1}^{n} (\rho_x)^\lambda \geq N (\log N)^{(1+\varepsilon)} \right] \geq \frac{1}{2} \left( \frac{\alpha}{1-\alpha} \right)^\lambda N^{-1} (\log N)^{(1+\varepsilon)}. \tag{3.24}
\]
As a consequence of independence we have
\[
\mathbb{P} \left[ \forall (i, j) \in [1, [N/qN] - 1] \times [1, qN], \ V(iN + j) - \bar{V}(iN) \leq \frac{\log N - (1 + \varepsilon) \log \log N}{\lambda} \right] \leq \left( 1 - \frac{1}{2} \left( \frac{\alpha}{1-\alpha} \right)^\lambda N^{-1} (\log N)^{(1+\varepsilon)} \right)^{[N/qN]-1} \leq e^{-c(\log N)^{\varepsilon}} \tag{3.25}
\]
This yields the lower bound in (3.16).

\[\square\]

**Proof of Lemma 2.3.** For $\xi \in \Omega_{N,k}$, we define the positions of its leftmost particle and rightmost empty site to be respectively
\[
L_{N,k}(\xi) := \inf \{ x \in [1, N] : \xi(x) = 1 \}, \quad R_{N,k}(\xi) := \sup \{ x \in [1, N] : \xi(x) = 0 \}. \tag{3.26}
\]
Then
\[
\pi_1^{\omega} \left( A^5_\varepsilon \right) \leq \pi_1^{\omega} (L_{N,k}(\xi) \leq N - k - r) + \pi_1^{\omega} (R_{N,k}(\xi) \geq N - k + r).
\]
Let us bound the second term, the first one can be treated in a symmetric manner. Moreover, we have
\[
\pi_1^{\omega} (R_{N,k}(\xi) \geq N - k + r) = \sum_{x \in [1, N-k]} \sum_{y \in [N-k+r, N]} \pi_1^{\omega} (L_{N,k} = x, R_{N,k} = y) \tag{3.27}
\]
Furthermore, we recall that $\xi^{x,y}$, defined in (2.7), denotes the configuration obtained by swapping the values at sites $x, y$ of the configuration $\xi$, and observe that the map $\xi \mapsto \xi^{x,y}$ is injective from $\{\xi \in \Omega_{N,k} : L_{N,k}(\xi) = x, R_{N,k}(\xi) = y\}$ to $\Omega_{N,k}$ defined by $\xi \mapsto \xi^{x,y}$. Then we have
\[
\pi_1^{\omega} (L_{N,k} = x, R_{N,k} = y) = \sum_{\xi : L_{N,k}(\xi) = x, R_{N,k}(\xi) = y} \pi_1^{\omega} (\xi^{x,y}) e^{V^\omega(y) - V^\omega(x)} \leq e^{V^\omega(y) - V^\omega(x)} \leq c e^{V^\omega(y) - V^\omega(x)}. \tag{3.28}
\]
Now from the law of large number applied to sum of IID variables, we have
\[
\lim_{r \to \infty} \inf_{k \in [1, N/2]} \mathbb{P} \left[ \forall (x, y) \in [1, N - k] \times [N - k + r, N], \ V^\omega(y) - V^\omega(x) \leq \frac{(y - x) \mathbb{E} |\log \rho_1|}{2} \right] = 1. \tag{3.29}
\]
Moreover, since
\[ \sum_{x \in [1,N-k]} \sum_{y \in [N-k+r,N]} e^{\frac{E[\log \rho_1(y-x)]}{2}} \leq \frac{e^{E[\log \rho_1]/2}}{(1 - e^{E[\log \rho_1]/2})^2} \]
we have
\[ \lim_{r \to \infty} \inf_{N \geq 1} \pi_{N,k}^\omega \left[ N - k + r \right] = 1, \quad (3.30) \]
which concludes the proof.

4. Bounds for the mixing time with arbitrary environments

4.1. Proof of Proposition 2.1. We look at the variable
\[ m(\xi) := \sum_{x=1}^{N} x \xi(x). \]
Note that \( m(\xi) \in \left[ \frac{k(k+1)}{2}, \frac{k(2N-k+1)}{2} \right] \). We assume that
\[ \pi_{N,k}^\omega \left( m(\xi) \geq \frac{k(N+1)}{2} \right) \geq 1/2 \]
(the other case can be treated symmetrically). Now, since at all time each particle jumps to right with a rate which is at most one, starting from \( \xi_{\min} \) (we write \( \sigma_t^{\min} \) for \( \sigma_t^{\xi_{\min}} \) to lighten the notation) we have
\[ \mathbb{E} \left[ m(\sigma_t^{\min}) \right] \leq \frac{k(k+1)}{2} + kt. \quad (4.1) \]
As a consequence of Markov's inequality, we have
\[ \mathbb{P} \left[ m(\sigma_t^{\min}) \geq \frac{k(N+1)}{2} \right] = \mathbb{P} \left[ m(\sigma_t^{\min}) - \frac{k(k+1)}{2} \geq \frac{k(N-k)}{2} \right] \leq \frac{2t}{N-k}, \quad (4.2) \]
which is smaller than 1/4 if \( t \leq N/16 \).

When the number of particles goes to infinity, we use the same kind of reasoning but adding concentration estimates for \( m(\xi) \), under the equilibrium measure \( \pi_{N,k}^\omega \) (which is denoted simply by \( \pi \) in this proof for readability). Let us prove that
\[ \text{Var}_\pi [m(\xi)] \leq N^2 k. \quad (4.3) \]
To this end we introduce the filtration \( (\mathcal{G}_i)_{i=1}^N \) defined by \( \mathcal{G}_i := \sigma(\xi(x), x \in [1,i]) \), and consider the martingale
\[ M_i := \mathbb{E}_\pi \left[ m(\xi) \mid \mathcal{G}_i \right] \quad (4.4) \]
where \( \mathbb{E}_\pi [\cdot \mid \mathcal{G}_i] \) denotes the conditional expectation under \( \pi \). We have by construction
\[ \text{Var}_\pi [m(\xi)] = \sum_{i=1}^{N} \text{Var}(M_i - M_{i-1}) \quad (4.5) \]
Now, we are going to show that
\[ \text{Var}(M_i - M_{i-1}) \leq \pi(\xi_i = 1)(N - i)^2 \quad (4.6) \]
which implies (4.3). To prove (4.6) we are going to show that for any \( \epsilon \in \{0,1\}^{i-1} \) with at most \( k - 1 \) ones and at most \( N - k - 1 \) zeros, the quantity

\[
\Delta_i(\chi) = E_\pi[m(\xi) \mid \xi_{[1,i-1]} = \chi, \xi(i) = 0] - E_\pi[m(\xi) \mid \xi_{[1,i-1]} = \chi, \xi(i) = 1]
\]

satisfies

\[
0 \leq \Delta_i(\chi) \leq N - i. \tag{4.8}
\]

Note that we have

\[
E_\pi[m(\xi) \mid \xi_{[1,i-1]} = \chi] = \sum_{x=1}^{i-1} x\chi(x) + \pi^\omega_\xi[i,N],k - \sum_{x=1}^{i-1} \chi(x) \left( \sum_{x=1}^N x\chi(x) \right), \tag{4.9}
\]

where if \( I \) is a segment on \( \mathbb{Z} \) and \( k' \leq |I| \), \( \pi^\omega_{\xi,k'} \) denotes the equilibrium measure for exclusion process on \( I \) with \( k' \) particles and environment \( \omega \). For this reason it is sufficient to prove (4.7) for \( i = 1 \), and arbitrary \( k \) (not necessarily assuming \( k \leq N/2 \)). Hence we need to prove that for \( N \geq 1 \) and \( k \in [1,N-1] \) we have

\[
0 \leq E_\pi[m(\xi) \mid \xi(1) = 0] - E_\pi[m(\xi) \mid \xi(1) = 1] \leq N - 1. \tag{4.10}
\]

To prove this we observe that there exists a probability \( \Pi \) on \( \Omega^2_{N,k} \) with marginals \( \pi(\cdot \mid \xi(1) = 0) \) and \( \pi(\cdot \mid \xi(1) = 1) \) such that

\[
\Pi \left( \sum_{x=1}^N 1\{\xi^1(x) \neq \xi^2(x)\} = 2 \right) = 1
\]

(meaning that \( \xi^1(x) = \xi^2(x) \) except at two sites, 1 and another random site). With this coupling we have

\[
E_\pi[m(\xi) \mid \xi(1) = 0] - E_\pi[m(\xi) \mid \xi(1) = 1] = \Pi \left[ \sum_{x=1}^N x(\xi^1(x) - \xi^2(x)) \right], \tag{4.11}
\]

which yields (4.10). The coupling \( \Pi \) can be achieved using the graphical construction: we define \( (\xi^1) \) and \( (\xi^2) \) starting with initial configuration \( 1_{[2,k+1]} \) and \( 1_{[1,k]} \) respectively and evolving using the graphical construction with the edge \( \{1,2\} \) censored (recall Section 3.3). The dynamic conserves the number of discrepancy and \( \pi(\cdot \mid \xi(1) = 0) \) and \( \pi(\cdot \mid \xi(1) = 1) \) are the respective equilibrium distribution of the marginals, so that any limit point of \( \mathbf{P}[(\xi^1,\xi^2) \in \cdot] \) (existence is ensured by compactness) provides a coupling satisfying (4.11).

Now to see that (4.7) implies (4.6), we simply observe that, conditioned to the state of the first \( i = 1 \) vertices of the segment, \( (M_i - M_{i-1}) \) can only assume two values which differ by an amount \( \Delta_i(\chi) \) (cf. (4.11)). The corresponding conditioned variance is equal to \( \Delta_i(\chi)^2 \) times that of the corresponding Bernoulli variable that is

\[
E_\pi[(M_i - M_{i-1})^2 \mid \xi_{[1,i-1]} = \chi] = \pi(\xi(i) = 1 \mid \xi_{[1,i-1]} = \chi)\pi(\xi(i) = 0 \mid \xi_{[1,i-1]} = \chi)\Delta_i(\chi)^2
\]

\[
\leq \pi(\xi(i) = 1 \mid \xi_{[1,i-1]} = \chi)(N - i)^2. \tag{4.13}
\]

We then consider the average the inequality with respect to \( \xi_{[1,i-1]} \) to conclude. Now using (4.3) we can assume that for any \( \epsilon \) there exists \( N(\epsilon) \) such that for \( N \geq N(\epsilon) \) we have

\[
\min \left[ \pi^\omega_{N,k}(m(\xi) \leq Nk/3), \pi^\omega_{N,k}(m(\xi) \geq 2Nk/3) \right] \leq \epsilon/2. \tag{4.14}
\]

Let us assume that the first of these two terms is smaller (the other case is treated symmetrically). To conclude, we must show that for \( t = \frac{N}{30} \) we have

\[
\mathbf{P} \left( m(\sigma^\text{min}_t) > Nk/3 \right) \leq \epsilon/2. \tag{4.15}
\]
To check this we observe that

\[ m(\sigma^\text{min}_t) \leq \frac{k(k+1)}{2} + N_t \]

where \( N_t \) is the total number of particle jumps to the right. Since each particle jumps at most with rate one, we have for \( N \) sufficiently large

\[ \Pr[N_t \geq 2kt] \leq \frac{\varepsilon}{2}, \]

which allows to conclude.

\[ \Box \]

4.2. Proof of Proposition 2.2. For the proof of Proposition 2.2, we apply the so-called flow method (see [LP17, Chapter 13.4]). A path \( \Gamma \) is a sequence of configurations \((\xi_0, \ldots, \xi_{|\Gamma|})\) which is such that \( r^\omega(\xi_{i-1}, \xi_i) > 0 \) for \( i \in [1, |\Gamma|] \). For any given ordered pair \((\xi, \xi') \in \Omega_{N,k} \times \Omega_{N,k}\), we assign a path \( \Gamma_{\xi,\xi'} \), whose starting point is \( \xi \) and ending point is \( \xi' \).

Using [LP17, Corollary 13.21], the spectral gap of the chain can be controlled by a simple quantity depending on the functional \( (\xi, \xi') \mapsto \Gamma_{\xi,\xi'} \). We say that an unordered pair \( e = \{\xi, \xi'\} \subset \Omega_{N,k} \) is an edge if \( q(e) := \pi_{N,k}^\omega(\xi) r(\xi, \xi') > 0 \) (note that by reversibility \( q(e) \) does not depend on the orientation). We write \( e \in \Gamma = (\xi_0, \ldots, \xi_{|\Gamma|}) \) if there exists \( i \in [1, |\Gamma|] \) such that \( e = \{\xi_{i-1}, \xi_i\} \).

We have then (the factor 1/2 is irrelevant but appears because we are considering unoriented edges rather than oriented one)

\[ \text{gap}_{\Omega_{N,k}} \geq \left( \max_e \frac{1}{2q(e)} \sum_{(\xi, \xi') \in \Omega_{N,k} \times \Omega_{N,k} : e \in \Gamma_{\xi,\xi'}} \pi_{N,k}^\omega(\xi) \pi_{N,k}^\omega(\xi') |\Gamma_{\xi,\xi'}| \right)^{-1}. \]

In the proof we describe a choice for \( \Gamma_{\xi,\xi'} \) which yields a relevant bound for the spectral gap. Let us fix a state \( \xi* \in \Omega_{N,k} \) which has maximal probability, that is such that

\[ V^\omega(\xi*) = \min_{\xi \in \Omega_{N,k}} V^\omega(\xi) \]

(we make an arbitrary choice if there are several minimizers). Now to build the path \( \Gamma_{\xi,\xi'} \) we are going to build first a path from \( \xi \) to \( \xi* \) and then one from \( \xi* \) to \( \xi' \) and then concatenate the two.

We can thus focus on the construction of \( \Gamma_{\xi,\xi*} \). Let

\[ m := d_H(\xi, \xi*) := \frac{1}{2} \sum_{x=1}^N |\xi(x) - \xi*(x)| \]

denote the Hamming distance between \( \xi \) and \( \xi* \). Our first step is to build a sequence \( \xi^{(0)}, \ldots, \xi^{(m)} \) which reduces the Hamming distance in incremental steps that is such that

\[ \begin{cases} 
\xi^{(0)} = \xi \quad \text{and} \quad \xi^{(m)} = \xi*, \\
d_H(\xi^{(i-1)}, \xi^{(i)}) = 1 \quad \text{for } i \in [1, m], \\
d_H(\xi^{(i)}, \xi*) = m - i \quad \text{for } i \in [1, m].
\end{cases} \]
The choice we make for $\xi^{(0)}, \ldots, \xi^{(m)}$ is not relevant for the result but let us fix one for the sake of clarity. Let the sequences $(x_i)_{i=1}^m$ and $(y_i)_{i=1}^m$ be defined by

$$
x_i := \min \left\{ x \in [1, N] : \sum_{x=1}^N (\xi(x) - \xi^*(x))_+ = i \right\},
$$

$$
y_i := \min \left\{ y \in [1, N] : \sum_{y=1}^N (\xi^*(y) - \xi(y))_+ = i \right\}.
$$

These sequences locate the discrepancies between $\xi$ and $\xi^*$. Then we define $\xi^{(i)}$ inductively as being obtained from $\xi^{(i-1)}$ by moving the particle at $x_i$ to $y_i$ which is equivalent to setting

$$
\xi^{(i)} = \xi \land \xi^* + \sum_{j=1}^i 1_{\{y_j\}} + \sum_{j'=i+1}^m 1_{\{x_{j'}\}}.
$$

Finally, our path from $\xi$ to $\xi^*$ is defined by concatenating paths $\Gamma^{(i)}, i \in [1, m]$, linking $\xi^{(i-1)}$ to $\xi^{(i)}$. We define $\Gamma^{(i)} = (\xi^{(i)}_0, \ldots, \xi^{(i)}_{|x_i-y_i|})$ as a path of minimal length $|x_i-y_i|$ linking $\xi^{(i)}_0 := \xi^{(i-1)}$ to $\xi^{(i)}_{|x_i-y_i|} = \xi^{(i)}$. To define the intermediate steps, let us assume for notational simplicity (and without loss of generality) that $x_i < y_i$. Moreover, let $(z_j)_{j=1}^b$ be defined as the decreasing sequence such that

$$
\xi^{(i-1)}|_{[x_i, y_i]} = 1_{\{z_j\}}_{j=1}^b.
$$

We then set $d_j := y_i-z_j$ if $j \in [1, b]$ and $d_0 := 0$, and define $(\xi^{(i)}_\ell)_{\ell=1}^{y_i-x_i}$ by setting if $d_{j-1} < \ell \leq d_j$

$$
\xi^{(i)}_\ell := \xi^{(i-1)}_\ell - 1_{\{z_j\}} + 1_{\{z_j+\ell-d_{j-1}\}}.
$$

In other words, we move the particle at site $z_j$ ($j \geq 1$) to site $z_{j-1}$ (with $z_0 = y_i$) starting from $j = 1$ until $j = b$. We refer to Figure 12 for a graphical description.

**Lemma 4.1.** For the path collection $(\Gamma_{\xi, \xi'})$ constructed above, we have

$$
B := \max_{e} \frac{1}{2g(e)} \sum_{(\xi, \xi') \in \Omega_{N,k} \times \Omega_{N,k}} \pi_{N,k}^\omega(\xi) \pi_{N,k}^\omega(\xi') |\Gamma_{\xi, \xi'}| \leq \alpha^{-1} N^2 |\Omega_{N,k}| \left(\frac{1 - \alpha}{\alpha}\right)^{N/2}.
$$

Let us now conclude the proof of Proposition 2.2. By (2.18) and Lemma 4.1 we have

$$
gap \pi_{N,k}^\omega \geq \alpha^{-2} |\Omega_{N,k}|^{-1} \left(\frac{1 - \alpha}{\alpha}\right)^{-N/2}.
$$

Observe that

$$
\max_{\xi, \xi' \in \Omega_{N,k}} (\varphi(\xi) - \varphi(\xi')) \leq Nk \log \frac{1 - \alpha}{\alpha},
$$

and then

$$
\min_{\xi \in \Omega_{N,k}} \pi_{N,k}^\omega(\xi) \geq |\Omega_{N,k}|^{-1} \left(\frac{1 - \alpha}{\alpha}\right)^{-Nk}.
$$

By (2.17), we have for $\varepsilon \in (0, 1/2)$

$$
t_{\text{mix}}^{N,k,\omega}(\varepsilon) \leq \alpha^{-1} N^2 |\Omega_{N,k}| \left(\frac{1 - \alpha}{\alpha}\right)^N \left(\log |\Omega_{N,k}| + Nk \log \frac{1 - \alpha}{\alpha} - \log \varepsilon\right).
$$
Proof of Lemma 4.1. A first observation is that by construction, our paths are of length smaller than $N^2$. Let $e$ be an edge and $(\xi, \xi')$ such that $e \in \Gamma_{\xi, \xi'}$. By symmetry and taking away the factor $1/2$, we can always assume that $e$ belongs to the first part of the path linking $\xi$ to $\xi^*$. After replacing $|\Gamma_{\xi, \xi'}|$ by the upper bound and summing over all $\xi'$, we obtain that the quantity we want to bound is exactly

$$\frac{1}{2q(e)} \sum_{(\xi, \xi') \in \Omega_{N,k} \times \Omega_{N,k}} \pi^{(0)}_{N,k}(\xi) \pi^{(0)}_{N,k}(\xi') |\Gamma_{\xi, \xi'}| \leq N^2 \sum_{\xi \in \Omega_{N,k}} \frac{\pi^{(0)}_{N,k}(\xi)}{q(e)}. \quad (4.27)$$

Now let $\chi_0(e, \xi)$ denote the first end of $e$ which is visited by the path going from $\xi$ to $\xi^*$. Now simply observing that $q(e)$ is at least $\alpha$ times the smallest probability $\pi^{(0)}_{N,k}$ of its two end points, we have

$$\frac{\pi^{(0)}_{N,k}(\xi)}{q(e)} \leq \sup_{\xi' \in \Gamma_{\xi, \xi^*}} \alpha^{-1} e^{V(\xi') - V(\xi)}. \quad (4.28)$$

Hence using the bound in the sum in (4.27) we obtain that

$$\log B \leq \log \alpha^{-1} N^2 |\Omega_{N,k}| + \sup_{\xi \in \Omega_{N,k}} \sup_{\xi' \in \Gamma_{\xi, \xi^*}} V(\xi') - V(\xi). \quad (4.29)$$

To conclude we only need to prove that for every $\xi \in \Omega_{N,k}$ and $\xi' \in \Gamma_{\xi, \xi^*}$ we have

$$V(\xi') - V(\xi) \leq \frac{N}{2} \log \left( \frac{1 - \alpha}{\alpha} \right). \quad (4.30)$$

This follows simply by inspection from the following observation which follows from our construction and our assumptions.

(i) In one step of $\Gamma_{\xi, \xi^*}$, $V$ varies at most by $\log \left( \frac{1 - \alpha}{\alpha} \right)$ in absolute value.

(ii) Along the sequence $(\xi^{(i)})_{i=1}^m$, $V(\xi^{(i)})$ is non-increasing.

(iii) Each concatenated path $\Gamma^{(i)}$ has a length smaller than $N$ (hence each $\xi^{(i)}$ is within $N/2$ steps of either $\xi^{(i)}$ or $\xi^{(i-1)}$) so that we have

$$\max_{0 \leq i \leq \ell - y_i} (V(\xi^{(i)}) - V(\xi)) \leq \max_{0 \leq i \leq \ell - y_i} \left( V(\xi^{(i)}) - V(\xi^{(i-1)}) \land V(\xi^{(i)}) \right) \leq \frac{N}{2} \log \frac{1 - \alpha}{\alpha}. \quad \text{Figure 4.}$$

A bold circle represents a particle, and a particle at the same site for the configurations $\xi^{(i-1)}$ and $\xi^{(i)}$ is colored black. Otherwise, it is red or blue. (L) A graphical description of the movements of the particle at site $x_i$ of $\xi^{(i-1)}$ to the empty site $y_i$ and the numbers above the arrows are the relative order of the movements. (R) We draw the graph of $(\ell, V(\xi^{(i)}))$. \hfill \Box
5. Lower bounds on the mixing time

Theorem 2.5 contains three separate lower bounds. The first one is a consequence of Proposition 2.1. In this section, we are going to prove the two remaining bounds which are restated below as Propositions 5.1 and 5.2 respectively. The proof of these propositions rely on the two mechanisms exposed in Subsection 2.5: The potential barrier created by rare fluctuations of $V^\omega$ (cf. Proposition 3.4) has the effect of trapping individual particles and slowing down the particle flow.

5.1. A lower bound from the position of the first particle.

Proposition 5.1. We have with high probability

$$t_{\text{mix}}^{N,k,\omega} \geq [N \log N - 2]^{1/4}.$$  \hfill (5.1)

Proof. We let $y_1(\omega) > x_1(\omega)$ be such that $V(y_1(\omega)) - V(x_1(\omega))$ is maximized within $1 \leq x \leq y \leq N/4$ (the event that $V^\omega$ is non-increasing on $[1, N/4]$ is unlikely, and then it can be ignored). We are going to prove that w.h.p.

$$t_{\text{mix}}^{N,k,\omega} \geq \frac{1}{2e} e^{V(y_1) - V(x_1)} - 1.$$  \hfill (5.2)

As a consequence of Proposition 3.4 (applied to the segment $[1, N/4]$), we have w.h.p.

$$V(y_1) - V(x_1) \geq \frac{1}{\lambda} \log N - \frac{2}{\lambda} \log \log N + \log 20,$$

so that (5.1) follows from (5.2). Recall the notation (3.1). Then considering that $\xi_{\text{min}}$ should be the worst initial condition, we observe that

$$d_{\tilde{N},k}(t) \geq P \left[ \sigma_{\text{tmin}}(1) \leq \frac{N}{4} \right] - \pi_{\tilde{N},k} (\tilde{\xi}(1) \leq N/4).$$  \hfill (5.3)

As a consequence of Lemma 2.3 we have w.h.p.

$$\pi_{\tilde{N},k}(\tilde{\xi}(1) \leq N/4) \leq 1/4.$$

To have an estimate on the mixing time, we must prove that $P \left[ \sigma_{\text{tmin}}(1) \leq \frac{N}{4} \right] \geq 1/2$. We define

$$\tau_{y_1} := \inf \left\{ t \geq 0 : \sigma_{\text{tmin}}(1) = y_1 \right\}.$$

We have

$$P \left[ \sigma_{\text{tmin}}(1) > \frac{N}{4} \right] \leq P[\tau_{y_1} \leq t].$$  \hfill (5.4)

We are going to show that

$$P[\tau_{y_1} \leq t] \leq e(t + 1)e^{V(x_1) - V(y_1)},$$  \hfill (5.5)

which is sufficient for us to conclude that (5.2) holds. Using the graphical construction (with an enlargement of the probability space to sample the initial condition) we can couple $\sigma_{\text{tmin}}$ with $X_t^\pi$ a random walk on the interval $[1, y_1]$ with transitions rates given by $q_{y_1}^\omega$ (cf. (1.1)) and starting with an initial distribution sampled from the equilibrium measure $\pi_{y_1,1}^\omega$, in such a way that

$$\forall t \leq \tau_{y_1}, \quad \sigma_{\text{tmin}}(1) \leq X_t^\pi.$$

Setting $\bar{\tau}_{y_1} := \inf \left\{ t \geq 0 : X_t^\pi = y_1 \right\}$, we then have

$$P[\tau_{y_1} \leq t] \leq P[\bar{\tau}_{y_1} \leq t].$$  \hfill (5.6)

We define the occupation time

$$u(t) := \int_0^t 1_{\{y_1\}}(X_s^\pi)ds.$$
We have
\[
\mathbb{E}[u(t+1)] \geq P[u(t+1) \geq 1] \geq P[\tau_{y_1} \leq t]P[\forall s \in [0,1] : X^\omega_{\tau_{y_1}+s} = y_1] \geq e^{-1} P[\tau_1 \leq t],
\]
where in the last inequality we use the strong Markov property. As the process \((X^\omega_t)_{t \geq 0}\) is stationary,
\[
\mathbb{E}[u(t+1)] = (t+1)\pi^\omega_{y_1,1}(y_1) \leq (t+1)e^{V(y_1) - V(x_1)},
\]
which allows to conclude that
\[
P[\tau_1 \leq t] \leq e(t+1)e^{V(y_1) - V(x_1)}. \tag{5.8}
\]

5.2. A lower bound derived from flow consideration. Let us now derive the third bound which is necessary to complete the proof of Theorem 2.5.

**Proposition 5.2.** There exists a positive constant \(c = c(\alpha, \mathbb{P})\) such that w.h.p. we have
\[
i^\omega_{\text{mix}} \geq ckN^{\frac{1}{2k}}(\log N)^{-2(1+\epsilon)}. \tag{5.9}
\]

To prove the above result, we adopt the strategy developed in [Sch19, Proposition 4.2] by investigating the flow of particles through a slow segment of size of order \((\log N)\) where the drift of the random environment points to the left. This flow of particles is controlled via a comparison with a boundary driven exclusion process.

In [Sch19] the slow segment is selected to be such that \(\omega_x < 1/2\) for every site. It has the advantage of simplifying the computation since it allows for comparison with the homogeneous exclusion process for which computation has been performed in [BECE00]. Our approach brings an improvement by selecting the slow segment based on the potential function \(V^\omega\). The relevant quantity that limits the flow is the worst potential barrier that the particles have to overcome. Proposition 3.3 allows to identify the worst potential barrier in the system. We let \(x_2(\omega) \leq y_2(\omega)\) be the smallest elements of \([N/2, 3N/4]\) such that
\[
V^\omega(y_2) - V^\omega(x_2) = \max_{N/2 \leq x \leq 3N/4} (V^\omega(y) - V^\omega(x)).
\]

According to Proposition 3.3 we have w.h.p.
\[
V(y_2) - V(x_2) \geq \frac{1}{\lambda}(\log N - 2\log \log N) \quad \text{and} \quad y_2 - x_2 \leq q_N. \tag{5.10}
\]

In order to illustrate how the mixing time can be controlled using the flow of particles, we start with a simple lemma. Let \(J_t\) denote the number of particles on the last portion of the segment,
\[
J_t := \sum_{x \geq y_2+1} \sigma_{t \min}(x). \tag{5.11}
\]

**Lemma 5.3.** For any \(\epsilon > 0\), we have with high probability for every \(t \geq 0\).
\[
d^\omega_{N,k}(t) \geq 1 - \frac{4\mathbb{E}[J_t]}{k} - \epsilon. \tag{5.12}
\]

**Proof.** Setting \(B := \{\xi \in \Omega_{N,k} : \sum_{x \geq y_2+1} \xi(x) < k/4\}\), we have
\[
d^\omega_{N,k}(t) \geq ||P^\omega_{t \min} - \pi^\omega_{N,k}||_{TV} \geq P[\sigma_{t \min} \in B] - \pi^\omega_{N,k}(B). \tag{5.13}
\]

By Lemma 2.3, the second term is smaller than \(\epsilon\) with high probability. Concerning the first term, we have by Markov’s inequality
\[
P[\sigma_{t \min} \in B] = 1 - P[J_t \geq k/4] \geq 1 - \frac{4\mathbb{E}[J_t]}{k}. \tag{5.14}
\]
Now we can control $\mathbb{E}[J_t]$ by comparing our system with one in which the particles flow faster. We consider a process on a different state space

$$\tilde{\Omega}_{x_2,y_2} := \{ \xi : [x_2, y_2 + 1] \to \mathbb{Z}_+ : \forall x \in [x_2, y_2], \xi(x) \in \{0, 1\} \}.$$  

(5.15)

Under this new process the particles follow the exclusion dynamics in the bulk but new rules are added at the boundaries. If $\xi(x_2) = 0$ then a particle is added at site $x_2$ with rate one. At the other end of the segment particles can jump from site $y_2$ to site $y_2 + 1$ without respecting the exclusion rule (i.e., the site $y_2 + 1$ is allowed to contain arbitrarily many particles) and particles at site $y_2 + 1$ remain there forever. We define the generator of the process to be (for $f : \tilde{\Omega}_{x_2,y_2} \to \mathbb{R}$)

$$\tilde{\omega}_{x_2,y_2} f(\xi) := \sum_{z=x_2}^{y_2-1} r^\omega(\xi, \xi^{z,z+1}) [f(\xi^{z,z+1}) - f(\xi)] + \omega_{x_2-1} \mathbf{1}_{\{\xi(x_2) = 0\}} [f(\xi + \delta_{x_2}) - f(\xi)] + \omega_{y_2} \mathbf{1}_{\{\xi(y_2) = 1\}} [f(\xi - \delta_{y_2} + \delta_{y_2+1}) - f(\xi)],$$  

(5.16)

where $r^\omega$ is defined in (2.28). We refer to Figure 5 for a graphical description. We let $(\tilde{\sigma}_t^\xi)_{t \geq 0}$ denote the corresponding process starting from an initial condition $\xi \in \tilde{\Omega}_{x_2,y_2}$.

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{figure5.png}
\caption{A graphical representation of the boundary driven process: a bold circle represents a particle, and the number above every arrow represents the jump rate while a red "×" represents an inadmissible jump. In addition, the site $y_2 + 1$ can accommodate infinite many particles and all particles at site $y_2 + 1$ stay put.}
\end{figure}

Lemma 5.4. Let $0$ denote the configuration with all sites in $[x_2, y_2 + 1]$ being empty, and then we have

$$J_t \leq \tilde{\sigma}_t^0(y_2 + 1),$$  

(5.17)

where $J_t$ is defined in (5.11).

Proof. The process $(\sigma_t^0)_{t \geq 0}$ can be constructed together with $(\sigma_t^{\min})_{t \geq 0}$ on the same probability space using the graphical construction of Section 3.2 (with the obvious adaptation of the construction to fit the boundary condition for $(\tilde{\sigma}_t^0)_{t \geq 0}$ using the same clocks $(T_n^{(x)})_{x,n \in \mathbb{N}}$ and auxiliary variables $(U_n^{(x)})_{x,n \in \mathbb{N}}$ for the two processes. It can then be checked by inspection that for every $t \geq 0$

$$\forall x \in [x_2, y_2 + 1] \quad \sum_{z=x}^{y_2+1} \sigma_t^{\min}(z) \leq \sum_{z=x}^{y_2+1} \tilde{\sigma}_t^0(z).$$  

(5.18)

Since the above inequality is satisfied at $t = 0$, it is sufficient to check that it is conserved by any update of the two processes. The result then just corresponds to the case $x = y_2 + 1$. \hfill $\square$

Proposition 5.5. There exists a constant $C = C(\alpha, \mathbb{P})$ such that for all $t \geq 0$ w.h.p. we have

$$\mathbb{E}[\tilde{\sigma}_t(y_2 + 1)] \leq tCN^{-\frac{\alpha}{6}}(\log N)^{2(1+\frac{1}{\alpha})}.$$  

(5.19)
With Proposition 5.5 whose proof is detailed in the next subsection, we are ready for the proof of Proposition 5.2.

**Proof of Proposition 5.2.** By Lemma 5.3 and Lemma 5.4, we have

\[ d_{N,k}(t) \geq \frac{7}{8} - 4 \frac{E[\bar{\sigma}_t(y_2 + 1)]}{k}. \]  

(5.20)

By Proposition 5.5, we take \( t = \frac{1}{8} C k N \) in (5.20) to conclude the proof. \( \square \)

5.3. **Proof of Proposition 5.5.** Note that \( \bar{\sigma}_t^0(y_2 + 1) \) is a superadditive ergodic sequence. To see this we let \( \vartheta_s \) denote the time shift operator on the graphical construction variables.

Recalling (3.4) we set

\[ \vartheta_s((T(x), U(x))_{x \in Z, i \geq 1}) := (T(x)_{i+0(x,s)}, U(x)_{i+0(x,s)})_{x \in Z, i \geq 1}. \]  

(5.21)

Now we observe that the graphical construction preserves the order \( \preceq \) on \( \bar{\Omega}_{x_2,y_2} \) defined by

\[ \xi \preceq \xi' \text{ if } \forall x \geq x_2, \sum_{z=x}^{y_2+1} \xi(z) \leq \sum_{z=x}^{y_2+1} \xi'(z). \]  

(5.22)

Hence comparing the dynamic in the interval \([s, s + t]\) with that starting from 0 at time \( s \), we obtain

\[ \bar{\sigma}_{s+t}^0(y_2 + 1) \geq \bar{\sigma}_s^0(y_2 + 1) + (\vartheta_s \circ \bar{\sigma}_t^0)(y_2 + 1). \]  

(5.23)

Since the shift operator \( \vartheta_s \) on \((T, U)\) is ergodic, we obtain from Kingman’s subadditive ergodic Theorem [Kin73] (continuous time version) that

\[ \mathbb{E}[\bar{\sigma}_t^0(y_2 + 1)] \leq t \left( \lim_{s \to \infty} \frac{1}{s} \bar{\sigma}_s^0(y_2 + 1) \right). \]  

(5.24)

Letting \( N_s := \sum_{x \in x_2} \bar{\sigma}_s^0(x) \) denote the number of mobile particles in the system (particles at site \( y_2 + 1 \) which have stopped moving are not counted), we have

\[ \bar{\sigma}_t^0(y_2 + 1) = \sum_{s \in (0,t]} \mathbf{1}(N_s < N_{s-}). \]  

(5.25)

Letting \((T_n)_{n \geq 1}\) denote the sequence of time at which \( N_t < N_{t-} \) (in increasing order), we have

\[ \lim_{n \to \infty} \frac{1}{n} \bar{\sigma}_n^0(y_2 + 1) = \lim_{n \to \infty} \frac{n}{T_n}. \]  

(5.26)

Similarly to (5.23), using preservation of order and the fact that

\[ \sigma_s^0 \preceq [\sigma_s^0(y_2 + 1) + y_2 - x_2 + 1] \mathbf{1}_{\{y_2+1\}}, \]

we have for every \( s > 0 \)

\[ \bar{\sigma}_{s+t}^0(y_2 + 1) \leq \bar{\sigma}_s^0(y_2 + 1) + (\vartheta_s \circ \bar{\sigma}_t^0)(y_2 + 1) + y_2 - x_2 + 1. \]  

(5.27)

Now we have for every \( s > 0 \)

\[ T_{i+y_2-x_2+2} \geq \mathcal{T}_l + \vartheta_{\mathcal{T}_l} \mathcal{T}_1. \]  

(5.28)
Since $\mathcal{T}$ is a stopping time with respect to $(\mathcal{F}_t)_{t \geq 0}$ (recall (3.5)), by the strong Markov property $\mathcal{F}_t \circ \mathcal{T}$ is independent of $\mathcal{T}_1$ and has the same distribution. Iterating the process we obtain that

$$\mathcal{T}_{(r-1)(y_2-x_2+2)+1} \geq \mathcal{T}_1^{(1)} + \cdots + \mathcal{T}_1^{(r)}$$

(5.29)

where $(\mathcal{T}_1^{(a)})_{a=1}^r$ is a sequence of IID copies of $\mathcal{T}_1$. This yields that

$$\liminf_{n \to \infty} \frac{T_n}{n} \geq \frac{1}{y_2-x_2+2} \mathbb{E}[T_1].$$

(5.30)

Finally let us compare $(\sigma^0_t)_{t \geq 0}$ with $(\tilde{\sigma}_t)_{t \geq 0}$ starting from another initial condition. Now we specify the initial condition. Let us first choose the number of particle by setting $\Lambda(\omega) := \{x \in [x_2, y_2] : V(x) \leq [V(y_2) + V(x_2)]/2\}$, $k'(\omega) := \#\Lambda(\omega)$.

We let $(\tilde{\sigma}_t)_{t \geq 0}$ be the dynamic with generator (5.16) and initial configuration $\sigma^0_0$ is obtained by setting $\sigma^0_0(y_2 + 1) = 0$ and sampling $\pi_{[x_2, y_2], k'}$ (the invariant probability measure for the exclusion process on the segment $[x_2, y_2]$ with $k'$ particles) to set the values of $(\sigma^0_0(x))_{x \in [x_2, y_2]}$.

Using monotonicity again we have

$$\mathcal{T}_1 \geq \inf \{t \geq 0 : \tilde{\sigma}_t(y_2 + 1) = 1\} \geq \inf \{t \geq 0 : \tilde{\sigma}_t(x_2) = 0 \text{ or } \tilde{\sigma}_t(y_2) = 1\} =: \mathcal{T}'.$$  

(5.32)

Now let us observe that until time $\mathcal{T}'$, the process $(\tilde{\sigma}_t)_{t \geq 0}$ (or rather, its restriction to $[x_2, y_2]$) coincides with the exclusion process on the segment $[x_2, y_2]$ with $k'$ particles. Using this we can prove the following (the proof is postponed to the end of the section).

**Lemma 5.6.** We have

$$\mathbb{E}[\mathcal{T}'] \geq \frac{1}{16e^2(y_2-x_2)} \frac{e^{V(y_2)-V(x_2)}}{e}. $$

(5.33)

Let us now conclude the proof of Proposition 5.5. Combining (5.24), (5.26), (5.30) and (5.32), we have

$$\mathbb{E}[\sigma^0_{t}(y_2+1)] \leq t \left[ \lim_{s \to \infty} \frac{1}{s} \sigma^0_{s}(y_2+1) \right] \leq t \frac{(y_2-x_2+2)}{\mathbb{E}[\mathcal{T}]} \leq \frac{t(y_2-x_2+2)}{\mathbb{E}[\mathcal{T}']}.$$  

(5.34)

Using Lemma 5.6, we obtain

$$\mathbb{E}[\sigma^0_{t}(y_2+1)] \leq t16e^2(y_2-x_2+2)^2 e^{-\frac{V(y_2)-V(x_2)}{2}}.$$  

(5.35)

By (5.10), we have w.h.p.

$$\mathbb{E}[\sigma^0_{t}(y_2+1)] \leq t16e^2(q_N + 2)^2 N^{-\frac{1}{\alpha}}(\log N)^{\frac{1}{\alpha}}.$$  

(5.36)

**Proof.** Proof of Lemma 5.6 With a small abuse of notation, in this proof $(\sigma^0_t)_{t \geq 0}$ denotes the exclusion process on the segment $[x_2, y_2]$ with $k'$ particles starting from stationarity. Since $\mathbb{E}[\mathcal{T}'] \geq t\mathbb{P}[\mathcal{T}' > t]$, our goal is to provide a lower bound on $\mathbb{P}[\mathcal{T}' > t]$. We define

$$\mathcal{B}_1 := \{\xi \in \Omega_{[x_2, y_2], k'} : \xi(x_2) = 0\},$$  

$$\mathcal{B}_2 := \{\xi \in \Omega_{[x_2, y_2], k'} : \xi(y_2) = 1\}.$$  

(5.37)

Using the strong Markov property at $\mathcal{T}'$ and the fact that jumping rates for particles are bounded from above by one at every site, we have

$$\mathbb{P}[\forall t \in [\mathcal{T}', \mathcal{T}' + 1], \sigma^0_t \in \mathcal{B}_1 \cup \mathcal{B}_2] \geq e^{-2}.$$
Using independence as in (5.7), we have
\[ P [ T' \leq t ] \leq e^2 (t + 1) \pi^{\omega}_{[x_2,y_2],k'} (B_1 \cup B_2). \] (5.38)

We now head to provide an upper bound on \( \pi^{\omega}_{x_2,y_2},k' (B_1) \). Recalling the definition of \( \Lambda \) in (5.31), we observe that when \( \xi \in B_1 \), since \( x_2 \in \Lambda \) and there are \( k' \) particles, there must be a particle in \( \Lambda^c := [x_2,y_2] \setminus \Lambda \). Let \( R(\xi) \) be the position of the rightmost such particle
\[ R(\xi) := \sup \{ z \in \Lambda^c : \xi(z) = 1 \}, \]
and set for \( z \in \Lambda^c \)
\[ B_{1,z} := \{ \xi \in B_1 : R(\xi) = z \}. \]

By moving the particle from site \( z \) to site \( x_2 \) as in (3.28), we obtain
\[ \pi^{\omega}_{x_2,y_2},k' (B_1) = \sum_{\xi \in B_{1,z}} \pi^{\omega}_{x_2,y_2},k' (B_{1,z}) \leq (y_2 - x_2) e^{-V(y_2) - V(x_2) / 2}. \] (5.39)

Similarly, we can obtain
\[ \pi^{\omega}_{x_2,y_2},k' (B_2) \leq (y_2 - x_2) e^{-V(y_2) - V(x_2) / 2}. \] (5.40)

Combining (5.39) with (5.40), in (5.38) we take
\[ t = \frac{1}{4e^2 (y_2 - x_2)} e^{V(y_2) - V(x_2) / 2} - 1 \]
to obtain
\[ E [ T' ] \geq \frac{1}{2} \left( \frac{1}{4e^2 (y_2 - x_2)} e^{V(y_2) - V(x_2) / 2} - 1 \right) \geq \frac{1}{16e^2 (y_2 - x_2)} e^{V(y_2) - V(x_2) / 2}. \] (5.41)

\[ \square \]

6. Upper bound on the mixing time

This section is dedicated to the proof of Theorem 2.4. First in Section 6.1 we are going to reduce the problem to the estimation of the hitting time of \( \xi_{\max} \). Afterwards using Proposition 3.3 and Proposition 3.4 we are going to provide estimate of this hitting time using a modified censored dynamics. First in Section 6.2 we treat the case of \( k \leq q_N \) which is a bit simpler and treat the more general case \( q_N < k \leq N/2 \) in Section 6.4.

6.1. Deducing the mixing time from the hitting time of the maximal configuration. Let us first show that the study of the mixing time can be reduced to that of the probability of hitting the configuration \( \xi_{\max} \) starting from the other extremal configuration \( \xi_{\min} \).

**Proposition 6.1.** We have for every \( t > 0 \) and \( n \in \mathbb{N} \)
\[ d_{N,k}^{\omega} (nt) \leq (1 - P_t (\xi_{\min}, \xi_{\max}))^n. \] (6.1)
Proof. We have (see for instance [LP17, Lemma 4.10])
\[
d_{N,k}^x(t) \leq \bar{d}_{N,k}^x(t) := \max_{\xi,\xi'} \| P_t^\xi - P_t^{\xi'} \|_{TV} \leq \max_{\xi,\xi'} P \left[ \sigma_t^\xi \neq \sigma_t^{\xi'} \right] \tag{6.2}
\]
Using the monotonicity under the graphical construction (cf. Proposition 3.1) for all $\xi \in \Omega_{N,k}$ and $t \geq 0$ we have
\[
\sigma_t^{\min} \leq \sigma_t^\xi \leq \sigma_t^{\max},
\]
where $\sigma^{\min}$ and $\sigma^{\max}$ are starting from the extremal conditions $\xi^{\min}$ and $\xi^{\max}$ in (3.3). As a consequence for arbitrary $\xi$ and $\xi'$ with $\tau' := \inf \{ t \geq 0 : \sigma_t^\xi = \sigma_t^{\xi'} \}$, we have
\[
\forall t \geq \tau', \quad \sigma_t = \sigma_t^{\xi'}.
\tag{6.3}
\]
On the other hand we have
\[
\tau' \geq \tau := \inf \{ t \geq 0 : \sigma_t^{\min} = \xi^{\max} \}.
\tag{6.4}
\]
Therefore (6.2) implies that
\[
d_{N,k}^x(t) \leq P(\tau > t). \tag{6.5}
\]
Using again the Markov property and the monotonicity in Proposition 3.1, we have for any positive integer $n$
\[
P(\tau > nt) \leq P(\sigma_t^{\min} \neq \xi^{\max}, \forall i \in \llbracket 1, n \rrbracket) \leq P(\sigma_t^{\min} \neq \xi^{\max})^n. \tag{6.6}
\]
\[\square\]

6.2. The case $k_N \leq q_N$. Before stating the main result of this section, let us present a strategy to bound $P_t(\xi^{\min}, \xi^{\max})$ from below. We present in the process a few key technical lemmas whose proof is presented in the next subsection. We consider environment within the following event
\[
\mathcal{A}_N := \left\{ \omega : \max_{1 \leq x \leq y \leq N, y-x \geq 4q_N} (V(y) - V(x)) \leq -3 \log N \right\}. \tag{6.7}
\]
Note that by Proposition 3.1 this is a high probability event. The event $\mathcal{A}_N$ ensures that on segments of length $4q_N$, at equilibrium the particles concentrate on the right half of the segment with high probability. It also ensures that with high probability the last site is occupied by a particle.

Lemma 6.2. If $\omega \in \mathcal{A}_N$, then we have for any $x \in \llbracket 0, N - 4q_N \rrbracket$ and any $k \leq q_N$,
\[
\pi_\omega^{[x+1,x+4q_N],k} \left[ \frac{\xi(1)}{\xi(0)} \right] \leq x + 2q_N \leq 2q_N^2 N^{-3},
\pi_\omega^{[x+1,x+4q_N],q_N} \left[ \xi(x + 4q_N) = 0 \right] \leq 3q_N N^{-3}. \tag{6.8}
\]
Our second technical lemma is a direct consequence of Proposition 2.2. It allows to bound the mixing time of the system for each of the intervals of length $4q_N$ in a quantitative way. We define
\[
T = T_N := 80 \alpha^{-1} q_N^{4} \left( \frac{q_N}{4} \right)^{2q_N} \left( \frac{1 - \alpha}{\alpha} \right) \log \left( \frac{1 - \alpha}{\alpha} \right).
\]
The following result is obtained by taking $\varepsilon = N^{-3}$ in Proposition 2.2.

Lemma 6.3. Under the assumption (2.21) we have for all $k \leq q_N$, all $\omega$ and all $x \in \llbracket 0, N - 4q_N \rrbracket$
\[
d_{[x+1,x+4q_N],k}^x(T) \leq N^{-3}. \tag{6.9}
\]
We are going to use the censoring inequality to guide all the particles to the right with the following plan. We are going to design our censoring such that on the time interval \([iT, (i + 1)T]\), with \(i \in \mathbb{Z}_+\) satisfying \(2(i + 2)q_N < N\), our \(k\) particles perform the exclusion process restricted in the interval on the interval \([2iq_N + 1, 2(i + 2)q_N]\) (of length \(4q_N\)). Hence at each such time step, particles take a time \(T\) to shift towards the right of an amount \(2q_N\). After the whole \([N/(2q_N)] - 1\) steps have been performed, all particles are in \([N - 4q_N + 1, N]\). Once this is done we conclude using censoring again by showing that the dynamics in \([N - 4q_N + 1, N]\) with less than \(q_N\) particles hits \(\xi_{\text{max}}\) after time \(T\) with a positive probability. For this last step we need the following result which states roughly that \(\xi_{\text{max}}\) has a positive weight with high probability under the equilibrium measure.

**Lemma 6.4.** We have

\[
\lim_{\varepsilon \to 0} \inf_{N \geq 1} \inf_{k \in [1, N/2]} \mathbb{P} \left[ \pi_{N,k}^\omega (\xi_{\text{max}}) > \varepsilon \right] = 1. \tag{6.10}
\]

In particular if \(B_{N,k} := \{\omega : \pi_{[N - 4q_N + 1, N]}^\omega (\xi_{\text{max}}) \geq 2q_N^{-1}\}\), we have

\[
\lim_{N \to \infty} \inf_{k \in [1, q_N]} \mathbb{P} [B_{N,k}] = 1. \tag{6.11}
\]

**Proposition 6.5.** If \(k \leq q_N\), if \(\omega \in A_N \cap B_{N,k}\) and setting \(t_0 := T \left(\left\lceil \frac{N}{2q_N}\right\rceil - 1\right)\), we have

\[
P_{t_0}(\xi_{\text{min}}, \xi_{\text{max}}) \geq \frac{3}{2q_N}. \tag{6.12}
\]

In particular the inequality holds with high probability.

The last part of the statement is of course a direct consequence of the first part combined with (6.11) and of Proposition 3.4 (which ensures that \(A_N\) and \(B_{N,k}\) are high probability events). Before proving a proof of Proposition 6.5 using the strategy exposed above, let us use it to conclude the proof of the upper bound on the mixing time.

**Proof of Theorem 2.4** when \(k \leq q_N\). By Proposition 6.1 and Proposition 6.5 we have

\[
d_{N,k}^\omega (2q_N t_0) \leq (1 - P_{t_0}(\xi_{\text{min}}, \xi_{\text{max}}))^{2q_N} \leq \left(1 - \frac{1}{4q_N}\right)^{2q_N} \leq \frac{1}{4}, \tag{6.13}
\]

which allows us to conclude the proof for the case \(k \leq q_N\) with the inequality

\[
\left(\frac{4q_N}{q_N}\right) \leq \left(\frac{4^4}{3^4}\right)^{q_N}. \tag{6.14}
\]

Now we move to prove Proposition 6.5 using the censoring inequality (Proposition 3.2). More precisely, we define for \(i \in [0, \left\lceil N/(2q_N)\right\rceil - 3]\)

\[
C_i := \{\{i2q_N, i2q_N + 1\}, \{(i + 2)2q_N, (i + 2)2q_N + 1\}\}, \tag{6.15}
\]

and set

\[
C_{\left\lceil N/(2q_N)\right\rceil - 2} := \{N - 4q_N, N - 4q_N + 1\}. \tag{6.16}
\]

We define a censoring scheme by setting

\[
C(t) := C_i \quad \text{for} \quad t \in [iT, (i + 1)T), i \in [0, \left\lceil N/(2q_N)\right\rceil - 2], \tag{6.17}
\]

and \(C(t) = \emptyset\) for \(t \geq \left\lceil N/(2q_N)\right\rceil - 1\). Let us write

\[
A_{\text{fin}} := \{\xi \in \Omega_{N,k} : \forall x \in [0, N - 4q_N], \xi(x) = 0\}. \tag{6.18}
\]
Recalling the notation of Section 3.3, we let \((\sigma^{\min,C}_{t\geq 0})\) denote the corresponding censored dynamics with initial condition \(\xi_{\text{min}}\).

**Lemma 6.6.** If \(\omega \in \mathcal{A}_N\), we have
\[
P\left[\sigma^\text{\(\min,C\)}_{([N/2qN] - 2)T} \in A_{\text{fin}}\right] \geq 1 - N^{-1}. \tag{6.18}
\]

**Proof.** For \(i \in [0, [N/2qN] - 2]\), we define
\[
A_i := \{\xi \in \Omega_{N,k} : 2i q_N < \bar{\xi}(1) \leq 2(i + 2)q_N\}.
\]
Now we prove by induction that for all \(i \in [0, [N/2qN] - 3]\)
\[
P\left[\sigma^\text{\(\min,C\)}_{iT} \in A_i\right] \geq 1 - 4q_N^2 N^3. \tag{6.19}
\]
From the definitions of \(C\) and \(\xi_{\text{min}}\), the inequality in (6.19) holds for \(i = 0\). Assuming that (6.19) holds for \(i\), then \(k\) particles perform the simple exclusion process restricted in the interval \([2i q_N + 1, 2(i + 2)q_N]\). By Lemma 6.2 and Lemma 6.3 with \(x = 2i q_N\), we have
\[
P\left[\sigma^\text{\(\min,C\)}_{(i+1)T} \in A_{i+1}\right] \geq N - 4q_N.
\]
This concludes the induction and the case \(i = [N/2qN] - 3\) in (6.20) to concludes the proof of the lemma since
\[
2([N/2qN] - 2)q_N \geq N - 4q_N.
\]

**Proof of Proposition 6.2.** Using Proposition 3.2, it is sufficient to bound the corresponding probability for the censored dynamics, that is, \(P_C([N/2qN] - 1)T(\xi_{\text{min}}, \xi_{\text{max}})\). If \(\sigma^\text{\(\min,C\)}_{([N/2qN] - 2)T} \in A_{\text{fin}}\), then the restriction to the segment \([N - 4q_N + 1, N]\) of the dynamics corresponds to an exclusion process with \(k\) particles on a segment of length \(4q_N\). Let \(\pi[N-4qN+1,N] , k\) and \(d[N-4qN+1,N] , k\) denote respectively the equilibrium measure and the distance to equilibrium for this dynamics, and then we have
\[
P_C([N/2qN] - 1)T(\xi_{\text{min}}, \xi_{\text{max}}) \geq P_C([N/2qN] - 2)T(\pi[N-4qN+1,N] \xi_{\text{max}} - d[N-4qN+1,N] , k(T))
\]
\[
\geq (1 - N^{-1})(2q_N^{-1} - N^{-3}) \geq \frac{3}{2q_N}
\]
where we have used the definition of \(B_{N,k}\) (recall (6.11)) and Lemma 6.3 with \(x = N - 4q_N\). (6.21)

## 6.3. Proof of auxiliary lemmas.

**Proof of Lemma 6.7.** To provide an upper bound on \(\pi^\omega_{[x+1,x+4qN] , k} \left[\hat{\xi}(1) \leq x + 2qN\right], \) for \(\xi \in \Omega_{[x+1,x+4qN], k}\) we define its rightmost empty site to be
\[
\bar{R}(\xi) := \sup \{y \in [x + 1, x + 4qN] : \xi(y) = 0\}.
\]
As in (3.28), we have
\[
\pi^\omega_{[x+1,x+4qN] , k} \left[\hat{\xi}(1) = z, \bar{R}(\xi) = y\right] \leq e^{V^\omega(y) - V^\omega(z)} \leq N^{-3}
\]
where we have used \(y - z \geq q_N\) and \(\omega \in \mathcal{A}_N\). Then we have
\[
\pi_{x+1,x+4qN,k}^\omega [\xi(1) \leq x + 2qN] = \sum_{z \in [x+1,x+2qN]} \pi_{[x+1,x+4qN],k} [\xi(1) = z, R(\xi) = y] \leq 2q^2 N^{-3}. \tag{6.24}
\]

We now move to deal with \(\pi_{x+1,x+4qN},q_N [\xi(x + 4qN) = 0]\). For \(\xi \in \Omega_{[x+1,x+4qN],q_N}\), we define its leftmost particle to be
\[
L(\xi) := \inf \{ y \in [x+1,x+4qN] : \xi(y) = 1 \}.
\]

As in (3.28), we have
\[
\pi_{x+1,x+4qN,q_N}^\omega [\xi(x + 4qN) = 0; L(\xi) = y] \leq e^{V(\omega(x + 4qN) - V(\omega))} \leq N^{-3} \tag{6.25}
\]
where we have used \(y \leq x + 3q_N\) and \(\omega \in A_N\). Then
\[
\pi_{x+1,x+4qN,q_N}^\omega [\xi(x + 4qN) = 0] = \sum_{y \in [x+1,x+3qN]} \pi_{x+1,x+4qN,q_N}^\omega [\xi(x + 4qN) = 0; L(\xi) = y] \leq 3q_N N^{-3}. \tag{6.26}
\]

Proof of Lemma 6.4. Recall the event \(A_r\) in (2.25). Observe that
\[
\max_{\xi \in A_r} (V(\omega(\xi_{\max}) - V(\omega(\xi))) \leq 2r^2 \log \frac{1 - \alpha}{\alpha}, \tag{6.27}
\]
and then we have
\[
\frac{\pi_{N,k}^\omega(\xi_{\max})}{\pi_{N,k}^\omega(A_r)} \geq |A_r|^{-1} \exp \left( -\max_{\xi \in A_r} (V(\omega(\xi_{\max}) - V(\omega(\xi))) \right) \geq 2^{-2r} e^{-2r^2 \log \frac{1 - \alpha}{\alpha}}. \tag{6.28}
\]

For given \(\varepsilon > 0\) sufficiently small, we take
\[
r(\varepsilon) := \left( \frac{-\log 2\varepsilon}{\log \frac{2(1-\alpha)}{\alpha}} \right)^{1/2} \tag{6.29}
\]
so that the rightmost hand-side of (6.28) is larger than \(2\varepsilon\). Moreover, by (3.30) we know that
\[
\lim_{r \to \infty} \inf_{N \geq 1} \inf_{k \in [1,N/2]} \mathbb{P} \left[ \pi_{N,k}^\omega (A_r) \geq 1 - 2(1 - e^{-\frac{2 \log \rho_1}{2}})^{-2} e^{-\frac{2 \log \rho_1 r}{2}} \right] = 1. \tag{6.30}
\]
Since when \(r\) is sufficiently large we have
\[
1 - 2(1 - e^{-\frac{2 \log \rho_1}{2}})^{-2} e^{-\frac{2 \log \rho_1 r}{2}} \geq \frac{1}{2},
\]
then by (6.30) with \(r\) chosen as in (6.29) we obtain
\[
\lim_{\varepsilon \to 0} \inf_{N \geq 1} \inf_{k \in [1,N/2]} \mathbb{P} \left[ \pi_{N,k}^\omega (\xi_{\max}) \geq \varepsilon \right] = 1. \tag{6.31}
\]
6.4. The case $k_N \geq q_N$. To treat the case of a larger number of particles, the small problem there is with the strategy of the previous subsection is that it does not allow to channel all the $k$ particles to the right at the same time. What we do instead is that we use the process to transport one particle to the right, and then use Proposition 3.3 to be able to move all other particles to the left and iterate the process. We largely recycle the strategy used in the previous section. In the final step as in (6.21), we need to deal with the leftmost $q_N$ particles performing the exclusion process restricted in the interval $[N - k - 3q_N, 1, N - k + q_N]$, and then define

$$B'_{N,k} = \left\{ \omega : \pi^\omega_{[N-k-3q_N+1,N-k+q_N]}(\xi'_{\text{max}}) \geq 2q_N^{-1} \right\}$$

where $\xi'_{\text{max}} := 1_{\{N-k+1 \leq x \leq N-k+q_N\}}$. By Lemma 6.4 we have

$$\lim_{N \to \infty} \inf_{k \in [q_N + 1, N/2]} \mathbb{P}[B'_{N,k}] = 1. \quad (6.32)$$

**Proposition 6.7.** If $k > q_N$ and $\omega \in \mathcal{A}_N \cap B'_{N,k}$, setting $t_1 := \left(\left\lceil \frac{N-k+q_N}{2q_N} \right\rceil - 1\right) (k - q_N + 1)T$ we have

$$P_{t_1}(\xi_{\text{min}}, \xi_{\text{max}}) \geq \frac{1}{q_N}. \quad (6.33)$$

**Proof of Theorem 2.4 when $k > q_N$.** By Proposition 6.1 and Proposition 6.7 we have

$$d_{N,k}^\omega(2q_N t_1) \leq (1 - P_{t_1}(\xi_{\text{min}}, \xi_{\text{max}}))^{2q_N} \leq (1 - \frac{1}{4q_N})^{2q_N} \leq \frac{1}{4}, \quad (6.34)$$

which allows us to conclude the proof for the case $k > q_N$ with the inequality

$$\left(\frac{4q_N}{q_N}\right)^{q_N} \leq \left(\frac{4^4}{3^3}\right)^{q_N}. \quad \square$$

The remaining of the subsection is devoted to the proof of Proposition 6.7. This time we need to combine our censoring scheme with displacements of particles to the left (using Proposition 3.3). Our plan is to first move (one by one) the rightmost $k - q_N$ particles to the segment $[N - k + q_N + 1, N]$ and use censoring to block the these $k - q_N$ particles afterwards. We are then left with the problem of moving the remaining $q_N$ particles, and this can be treated as in Proposition 6.5.

Let us explain our plan to move the the rightmost $k - q_N$ particles one by one with censoring and displacement. We proceed by induction (each step is going to leave aside an event of small probability, and our technical estimates are such that the sum over all steps of these probabilities will remain small). We set $r = \left\lceil (N - k + q_N)/2q_N \right\rceil - 1$, and define for $j \in [0, k - q_N]$, $i \in \left[0, \left\lfloor (N - k + q_N)/2q_N \right\rfloor - 3\right]$, $a_{i,j} := k - q_N - j + 2q_N i$,

$$C_{i,j} := \left\{ a_{i,j}, a_{i,j} + 1, \{a_{i,j} + 4q_N, a_{i,j} + 4q_N + 1\}, \{N - j, N - j + 1\} \right\}, \quad (6.35)$$

$$C_j^* = \left\{ \{N - 4q_N - j, N - 4q_N - j + 1\}, \{N - j, N - j + 1\} \right\}.$$  

We define the censoring scheme $C$ by setting

$$C(t) = \begin{cases} C_{i,j} & \text{if } t \in [(i + rj)T, (i + rj + 1)T), \\ C(t) = C_j^* & \text{if } t \in [(r(j + 1) - 1)T, r(j + 1)T), \\ C(t) = \emptyset & \text{if } t \geq r(k - q_N + 1)T. \end{cases} \quad (6.36)$$

The censored dynamic $(\sigma_t^C)_{t \geq 0}$ moves the first particle to the right in a time $rT$. Indeed, the same mechanism used in the proof of Proposition 6.5 moves (w.h.p) the last $q_N$ particles in the
segment \([N - 4q_N + 1, N]\) by time \((r - 1)T\). Then we mix the \(q_N\) particles within the segment \([N - 4q_N + 1, N]\) and Lemma 6.2 ensures that after an additional time \(T\), the last site \(N\) is occupied by a particle.

We then proceed by induction to show that for \(j \leq k - q_N\) all the sites in the segment \([N - j + 1, N]\) are occupied by particles by time \(r_j T\). Our censoring is designed so that after time \(r_j T\) the number of particles in the \(j\) rightmost sites does not change.

In order to facilitate the induction (this is not strictly necessary though) at each time of the form \(r_j T = s_j\) we move all the leftmost \(N - j\) particles to the left on the segment \([1, N - j]\), so that the beginning of each induction step looks the same. We define thus \(Q_j\) by setting

\[
\tilde{Q}_j(x) = Q_j(x, t) = \begin{cases} \tilde{x}, & \text{if } l \leq k - j, \\ x, & \text{if } l > k - j. \end{cases}
\]

Since \(\tilde{x} \leq x\), \(Q_j\) satisfies (3.9). We let \((\tilde{\sigma}_i)_{i \geq 0}\) denote the composed censored dynamics (recall (3.10)) corresponding to \(C\), \((s_j)_{j=1}^{k-q_N}\) and \((Q_j)_{j=1}^{k-q_N}\) and starting from \(\xi_{\min}\). We set

\[
\xi^0_j := 1_{[1,k-j]} + 1_{[N-j+1,N]}.
\]

The following lemma formalizes in a quantitative manner the induction described above.

**Lemma 6.8.** For all \(j \in [0, k - q_N]\), we have

\[
\mathbb{P}\left[\tilde{\sigma}_{r_j T} = \xi^0_j\right] \geq 1 - 4jq_NN^{-2}.
\]

**Proof.** The statement is trivial for \(j = 0\). For the induction step it is sufficient to prove that

\[
\mathbb{P}\left[\tilde{\sigma}_{r_j T} = \xi_{j+1}^0 \mid \tilde{\sigma}_{r_j T} = \xi^0_j\right] \geq 1 - 4jq_NN^{-2}.
\]

With our choice for \(C\), the \(j\) particles in the interval \([N-j+1, N]\) do not move between time instants \(r_j T\) and \(r(j+1)T\), it is therefore sufficient to control \(\mathbb{P}\left[\tilde{\sigma}_{r_j T} = \xi^0_j\right]\). Let us define

\[
B_j := \left\{ \xi \in \Omega_{N,k} : \sum_{N-j-4q_N + 1}^{N-j} \xi(x) = q_N \right\}
\]

We can repeat the proof of Lemma 6.6 to obtain that

\[
\mathbb{P}\left[\tilde{\sigma}_{r_{j+1} T + (r-1)T} \in B_j \mid \tilde{\sigma}_{r_j T} = \xi^0_j\right] \geq 1 - (r-1)\frac{4q_N^2}{N^3}.
\]

Now in the time interval \([r_j T + (r-1)T, r(j+1)T]\), the censoring makes the restriction of the dynamics to the segment \([N-j-4q_N+1, N-j]\) an exclusion process with \(q_N\) particles. Hence using Lemma 6.3 and the second estimate in Lemma 6.2 we have for any \(\chi \in B_j\)

\[
\mathbb{P}\left[\tilde{\sigma}_{r_{j+1} T} = 1 \mid \tilde{\sigma}_{r_{j+1} T + (r-1)T} = \chi\right] \geq 1 - N^{-3}(1 + 3q_N^2).
\]

Combining (6.42) and (6.43), we obtain

\[
\mathbb{P}\left[\tilde{\sigma}_{r_{j+1} T} = \xi^0_j\right] \geq \mathbb{P}\left[\tilde{\sigma}_{r_{j+1} T} = \xi^0_j\right] - r\frac{4q_N^2}{N^3} \geq 1 - 4(j+1)q_NN^{-2}.
\]

\(\square\)
Proof of Proposition 6.7. Taking \( j = k - q_N \) in Lemma 6.8 from now on we assume that the event \( \{ \hat{\sigma}_{(k-q_N)rT} = \xi_k^{k-q_N} \} \) holds. Then the rightmost \( k - q_N \) particles are frozen in the rightmost \( k - q_N \) sites for \( t \geq (k - q_N)rT \), and at \( t = (k - q_N)rT \) the leftmost \( q_N \) particles are in the leftmost \( q_N \) sites. Thus we can repeat the proof in Proposition 6.5 to obtain

\[
P \left( \hat{\sigma}_{(k-q_N+1)rT} = \xi_{\max} \right) \geq \frac{3}{2} q_N^{-1} \left( 1 - (k - q_N) \frac{4q_N}{2} \right) \geq \frac{1}{q_N}
\]

(6.45)

where we have used \( \omega \in B_{N,k}' \). We conclude the proof by Proposition 3.2 and Proposition 3.3. \( \square \)
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