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Figure 1: Left: shape analogy synthesis problem. Given two shapes $A$, $B$ related by a functional map $F$, the difference between them is described by means of the shape difference operator $D_{A,B}$, which captures how the respective inner products change under the functional map. Given another shape $C$ related to $A$ by a functional map $G$, the goal is to find a new shape $X$ that would be analogous to $B$, in the sense that $D_{C,X} = D_{A,B}$. Right: recovery of the unknown analogous shape $X$ from the difference operator using the solution of the shape-from-operator problem proposed in this paper. Our approach starts with the embedding of the shape $C$ and alternates inner iterations of minimization of the energy describing the misfit of the two operators w.r.t. to the discrete metric (metric-from-operator or MfO, Algorithm 1), and minimization of the stress of embedding the metric into $\mathbb{R}^2$ by a few iterations of a multidimensional scaling (MDS, Algorithm 2). Repeating for several outer iterations produces a monotonously decreasing energy (right, top), which results in shape deformation into the desired result (right, bottom). Color shows the vertex-wise energy $\epsilon_i$; hotter colors correspond to larger values (log scale). See text for details.

Abstract

Shape-from-X is an important class of problems in the fields of geometry processing, computer graphics, and vision, attempting to recover the structure of a shape from some observations. In this paper, we formulate the problem of shape-from-operator (SfO), recovering an embedding of a mesh from intrinsic differential operators defined on the mesh. Particularly interesting instances of our SfO problem include synthesis of shape analogies, shape-from-Laplacian reconstruction, and shape exaggeration. Numerically, we approach the SfO problem by splitting it into two optimization sub-problems that are applied in an alternating scheme: metric-from-operator (reconstruction of the discrete metric from the intrinsic operator) and embedding-from-metric (finding a shape embedding that would realize a given metric, a setting of the multidimensional scaling problem).

1 Introduction

Shape reconstruction problems, colloquially known as ‘Shape-from-X’, have been a topic of intensive research in computer vision, graphics, and geometry processing for several decades. Classical examples of ‘X’ include motion [Poelman and Kanade 1997; Kanatani 1985; Snavely et al. 2006], shading [Ikeuchi and Horn 1981; Valgaerts et al. 2012; Yu et al. 2013], photometric stereo [Woodham 1980], as well as more exotic examples such as texture [Ikeuchi 1984; Rosenholtz and Malik 1997; Forsyth 2001], contour [Witkin 1980; Brady and Yuille 1984] and sketches [Karpenko and Hughes 2006].

A recent line of works by Maks Ovsjanikov and co-authors have brought operator-based approaches to geometric processing and analysis problems such as correspondence [Ovsjanikov et al. 2012], signal processing on manifolds [Azencot et al. 2013], and quantifying differences between shapes [Rustamov et al. 2013]. In the latter paper, shape differences are modeled by an intrinsic linear operator, which allows to tell in a convenient way not only how different two shapes are, but also where and in which way they are different. A particularly appealing use of shapes difference operators is to describe shape analogies, i.e. to tell how much the difference between shapes $A$ and $B$ is similar to the difference between $C$ and $D$, even if $A$ and $C$ themselves are very different (for example, a sphere and a cylinder in Figure 1). However, while the authors show convincingly in their work how to use difference operators to describe analogies between given shapes, the challenging question how to generate such analogies (i.e., given $A$, $B$ and $C$, synthesize $D$) remains unanswered.

Main contributions. In this paper, we study the problem of shape reconstruction from intrinsic differential operators, such as Laplacians or the aforementioned shape difference operators. By ‘shape reconstruction’ we intend finding an embedding of the shape in the 3D space inducing a Riemannian metric, that, in turn, induces intrinsic operators with desired properties. Particularly interesting instances of our shape-from-operator problem (SfO) include synthesis of shape analogies, shape-from-Laplacian reconstruction, and shape exaggeration.

Numerically, we approach the SfO problem by splitting it into two optimization sub-problems: metric-from-operator (reconstruction of the Riemannian metric from the intrinsic operator) and embedding-from-metric (finding a shape embedding that would realize a given metric, a setting of the multidimensional scaling problem).
lengths) and embedding-from-metric (finding a shape embedding that would realize a given metric). These sub-problems are applied in an alternating way, producing the desired shape (see example in Figure 1).

The rest of the paper is organized as follows. In Section 2, we overview some of the related works. Section 3 introduces the notation and mathematical setting of our problem. In Section 4 we formulate the shape-from-operator problem, and consider two of its particular settings: shape-from-Laplacian and shape-from-difference operator. We also discuss a numerical optimization scheme for solving this problem. Section 5 provides experimental validation of the proposed approach. We show examples of shape reconstruction from Laplacian, shape analogy synthesis, and shape caricaturization. Limitations and failure cases are discussed in Section 6, which concludes the paper.

2 Related work

As already noted, shape-from-X problems have been of interest in various communities for a long time, and our problem can be regarded as another animal in this zoo. Recently, a few works appeared questioning what structures can be recovered from the Laplacian. A well-known fact in differential geometry is that the Laplace-Beltrami operator is fully determined by the Riemannian metric, and, conversely, the metric is determined by the Laplace-Beltrami operator (or a heat kernel constructed from it) [Rosenberg 1997]. In the discrete setting, the length of edges of a triangular mesh plays the role of the metric, and fully determines intrinsic discrete Laplacians, e.g. cotangent weights [Pinkall and Polthier 1993; Meyer et al. 2003]. Zeng et al. [Zeng et al. 2012] showed that the converse also holds for discrete metrics, and formulated the problem of discrete metric reconstruction from the Laplacian. It was shown later by [de Goes et al. 2014] that this problem boils down to minimizing the conformal energy.

At the other end, we have problems generally referred to as multidimensional scaling (MDS) [Kruskal 1964; Borg and Groenen 2005; Aflalo and Kimmel 2013], consisting of finding a configuration of points in the Euclidean space that realize, as isometrically as possible, some given distance structure. In our terminology, MDS problems can be regarded as problems of shape-from-metric reconstruction. In a sense, our SfO problem is a marriage between these two problems.

Several applications we discuss in relation to our problem have been considered from other perspectives. Methods for shape deformation and pose transfer have been proposed by [Sumner and Popovič 2004; Sorkine et al. 2004; Rong et al. 2008]. Analysis and transfer of shape style have been presented by [Welniacka et al. 2011; Ma et al. 2014; Alhashim et al. 2014]. Finally, shape exaggeration and caricaturization have been studied in several recent works (see e.g., [Lewiner et al. 2011; Clarke et al. 2011]).

3 Background

3.1 Basic definitions

Throughout the paper, we denote by $A = (a_{ij})$, $a = (a_i)$, and $A$ matrices, vectors, and scalars respectively, $\|A\|_F = \sqrt{\sum_i |a_i|^2}$ denotes the Frobenius norm of a matrix.

We model a 3D shape as a simply-connected smooth compact two-dimensional surface $X$ without boundary. We denote by $T_x X$ the tangent space at point $x$ and define the Riemannian metric as the inner product $\langle \cdot, \cdot \rangle_{T_x X} : T_x X \times T_x X \to \mathbb{R}$ on the tangent space.

We denote by $L^2(X)$ the space of square-integrable functions and by $H^1(X)$ the Sobolev space of weakly differentiable functions on $X$, respectively, and define the standard inner products

$\langle f, g \rangle_{L^2(X)} = \int_X f(x)g(x)da(x); \quad (1)$

$\langle f, g \rangle_{H^1(X)} = \int_X \langle \nabla f(x), \nabla g(x) \rangle_{T_x X} da(x) \quad (2)$

on these spaces (here $da$ denotes the area element induced by the Riemannian metric).

The Laplace-Beltrami operator $\Delta f$ is defined through the Stokes formula,

$\langle \Delta f, g \rangle_{L^2(X)} = \langle f, g \rangle_{H^1(X)}, \quad (3)$

and is intrinsic, i.e., expressible entirely in terms of the Riemannian metric.

3.2 Discrete metrics and Laplacians

In the discrete setting, the surface $X$ is approximated by a manifold triangular mesh $(V, E, F)$ with vertices $V = \{1, \ldots, n\}$, in which each edge $ij \in E$ is shared by exactly two triangular faces $(ijk)$ and $ijh \in F$; see Figure 2 for this and the following definitions). A real function $f : X \to \mathbb{R}$ on the surface is sampled on the vertices of the mesh and can be identified with an $n$-dimensional vector $f = (f_1, \ldots, f_n)^T$. A discrete Riemannian metric is defined by assigning each edge $ij$ a length $\ell_{ij} > 0$, satisfying the strong triangle inequality$^2$:

$\ell_{ij} + \ell_{jk} - \ell_{ki} > 0,$

$\ell_{jk} + \ell_{ki} - \ell_{ij} > 0,$

$\ell_{ki} + \ell_{ij} - \ell_{jk} > 0,$

for all $ij \in E$. We denote by $E = (\ell_{ij} \in E)$ the vector of edge lengths of size $|E|$, representing the discrete metric.

The standard inner product on the space of functions on the mesh is discretized as $\langle f, g \rangle_{L^2(X)} = f^T A g$, where

$A = \text{diag}(a_1, \ldots, a_n)$

\begin{equation}
\text{a}_i = \frac{1}{3} \sum_{jk: ij \in E} A_{ijk}
\end{equation}

is the local area element equal to one third of the sum of the areas of triangles sharing the vertex $i$, and $A_{ijk}$ denotes the area of triangle $ijk$. Using Heron’s formula for triangle area, we can express

$A_{ijk} = \sqrt{s(s - \ell_{ik})(s - \ell_{kj})(s - \ell_{ij})},$

$s = (\ell_{ik} + \ell_{kj} + \ell_{ij})/2,$

$^2$We require a strong version of the triangle inequality to avoid flat triangles.
With this metric, it is easy to verify that formula (7) becomes

\[ w_{ij}(\ell) = -\frac{\ell_{ij}^2 + \ell_{jk}^2 + \ell_{ki}^2}{8A_{ijk}} + \frac{\ell_{ij}^2 + \ell_{jh}^2 + \ell_{hi}^2}{8A_{ijh}} \]  

(7)

for \( ij \in E \).

An embedding is the geometric realization of the mesh \((V,E,F)\) in \( \mathbb{R}^3 \) specified by providing the three-dimensional coordinates \( x_i \) for each vertex \( i \in V \) (we will hereinafter represent the embedding by an \( n \times 3 \) matrix \( X \)). Such an embedding induces a metric

\[ \ell(X) = \|x_i - x_j\| : i,j \in E \].

(8)

With this metric, it is easy to verify that formula (7) becomes the standard cotangent weight [Pinkall and Polthier 1993; Meyer et al. 2003]

\[ w_{ij} = \frac{\left( \cot \alpha_{ij} + \cot \beta_{ij} \right) / 2}{\sum_{k \neq i,j} w_{ik}} \]  

(9)

since \( \cot \alpha_{ij} = -\frac{\ell_{ij}^2 + \ell_{ik}^2 + \ell_{kj}^2}{4A_{ijk}} \) [Jacobson and Sorkine 2012]. Thus, an embedding \( X \) defines a discrete metric \( \ell(X) \), and consequently, a discrete Laplacian \( W(\ell(X)) \).

In the following, with slight abuse of notation, we will use \( X \) to also refer to the triangular mesh approximating the underlying smooth surface, depending on the context. Also, we will use \( X \) and \( X \) interchangeably when referring to a 3D shape.

### 3.3 Metric-from-Laplacian

Several recent works considered the reconstruction of shape intrinsic geometry from a Laplacian operator. Zeng et al. [Zeng et al. 2012] showed that the cotangent Laplacian and the discrete Riemannian metric (unique up to a scaling) represented by edge lengths are mutually defined by each other, and that all set of discrete metrics that can be defined on a triangular mesh is convex. The authors showed that it is possible to find a discrete metric \( \ell \) that realizes a given ‘reference’ Laplacian defined through edge weights \( W = (w_{ij}) \), by minimizing the convex energy given implicitly by

\[ E_{imp}(\ell) = \int_{E_0} \sum_{ij} (\bar{w}_{ij} - w_{ij}(\ell)) d\ell_{ij} \]  

(10)

where \( w_{ij}(\ell) \) are the metric-dependent weights defined according to (7).

De Goes et al. [De Goes et al. 2014] derived a closed-form expression of (10), which turns out to be the classical conformal energy

\[ E_{conf}(\ell) = \frac{1}{2} \sum_{ij} (\bar{w}_{ij}(\ell) - \bar{w}_{ij}) \ell_{ij}^2. \]  

(11)

### 3.4 Shape difference operators

Let us now consider two shapes \( X \) and \( Y \) related by a point-wise bijective map \( f : Y \to X \). Ovsjanikov et al. [Ovsjanikov et al. 2012] showed that \( t \) induces a linear functional map \( F : L^2(X) \to L^2(Y) \), by which a function \( f \) on \( X \) is translated into a function \( Ff = f \circ t \) on \( Y \). Note that in general \( F \) is not necessarily a pointwise map, in the sense that a delta-function on \( X \) can be mapped to a ‘blob’ on \( Y \).

Rustamov et al. [Rustamov et al. 2013] showed that the difference between shapes \( X \) and \( Y \) can be represented in the form of a linear operator on \( L^2(X) \) that describes how the respective inner products change under the functional map. Let \( \langle \cdot, \cdot \rangle_X \) and \( \langle \cdot, \cdot \rangle_Y \) denote some inner products on \( L^2(X) \) and \( L^2(Y) \), respectively. Then, the shape difference operator is a unique linear operator \( D_{X,Y} : L^2(X) \to L^2(Y) \) satisfying

\[ \langle f, D_{X,Y}g \rangle_X = \langle Ff, Fg \rangle_Y, \]  

(12)

for all \( f, g \in L^2(X) \). The shape difference operator depends on the choice of the inner products \( \langle \cdot, \cdot \rangle_X \) and \( \langle \cdot, \cdot \rangle_Y \). Rustamov et al. [Rustamov et al. 2013] considered the two inner products (1) and (2). The former gives rise to the area-based shape difference denoted by \( V_{X,Y} \), while the latter results in the conformal shape difference \( R_{X,Y} \) (we refer the reader to [Rustamov et al. 2013] for derivations and technical details).

In the discrete setting, shapes \( X \) and \( Y \) are represented as triangular meshes with \( n \) and \( m \) vertices, respectively. The functional correspondence is represented by an \( m \times n \) matrix \( F \), and the inner products are discretized as \( \langle f, g \rangle_X = f^\top H_X g \) and \( \langle p, q \rangle_Y = p^\top H_Y q \) (here \( H_X \) and \( H_Y \) are \( n \times n \) and \( m \times m \) positive-definite matrices, respectively). For the two aforementioned choices of inner products, the area-based difference operator is given by an \( n \times n \) matrix

\[ V_{X,Y} = A_X^{-1} F^\top A_Y F, \]  

(13)

where \( A \) is defined as in (5). The conformal shape difference operator is

\[ R_{X,Y} = W_X^\top F^\top W_Y F, \]  

(14)

where \( W \) is the matrix of cotangent weights (9) and \( ^\top \) denotes the Moore-Penrose pseudoinverse.\(^3\) We note that both operators \( V_{X,Y} \) and \( R_{X,Y} \) are intrinsic, since matrices \( A \) and \( W \) are expressed only in terms of edge lengths.

### 4 Shape-from-Operator

Rustamov et al. [Rustamov et al. 2013] employed the shape difference operators framework to study shape analogies. Let \( A \) and \( B \) be shapes related by a functional map \( F \), giving rise to the shape difference operator \( D_{A,B} \) (area-based, conformal, or both), and let \( C \) be another shape related to \( A \) by a functional map \( G \). Then, one would like to know what would shape \( X \) be such that the difference \( D_{C,X} \) is equal to \( D_{A,B} \) under the functional map \( G \)? In other words, one wants to find an analogy of the difference between \( A \) and \( B \) (see Figure 1). To find such analogies, Rustamov et al. [Rustamov et al. 2013] considered a finite collection of shapes \( X_1, \ldots, X_K \) and picked up the shape minimizing the energy

\[ X^* = \arg\min_{X \in \{X_1, \ldots, X_K\}} \left\| V_{C,X} G - G V_{A,B} \right\|_F^2 + \left\| R_{C,X} G - G R_{A,B} \right\|_F^2. \]  

(15)

The important question how to generate \( X \) from the given difference operator (rather than browsing through a collection of shapes) was left open.

\(^3\)Note that while the matrix \( A \) is invertible, \( W \) is rank-deficient (it has one zero eigenvalue) and thus is only pseudo-invertible.
4.1 Problem formulation

This question, together with the works of [Zeng et al. 2012; de Goes et al. 2014], is the main inspiration for our present work. More broadly, we consider the following problem we call shape-from-operator (SfO): find an embedding $X$ of the shape, such that the discrete metric $\ell(X)$ it induces would make an intrinsic operator $Q(\ell(X))$ satisfy some property or a set of properties (for example, one may wish to make $Q(\ell(X))$ as similar as possible to some given reference operator $Q$). In this paper, we consider a class of SfO problems of the form

$$X^* = \arg\min_{X \in \mathbb{R}^{n \times 3}} \lambda \|H_1 A(\ell(X)) K_1 - J_1\|_F^2 + (1 - \lambda) \|H_2 W(\ell(X)) K_2 - J_2\|_F^2,$$

(16)

where $0 \leq \lambda \leq 1$ and $H_1$, $K_1$, and $J_1$ are some given matrices of dimensions $m \times n$, $n \times l$, and $m \times l$, respectively. We denote the energy minimized in (16) by $E(X)$.

Shape-from-Laplacian is a particular setting of the SfO problem, wherein one is given a pair of meshes $A$, $B$ related by the functional map $F$. The embedding of $B$ is not given, but instead, we are given its cotangent weights matrix $W_B$. The goal is to find an embedding $X$ (which can be regarded as a deformation of shape $A$) that induces a Laplacian $W(\ell(X))$ as close as possible to $W_B$ under the functional map $F$, by minimizing

$$E_{\text{lap}}(X) = \|W(\ell(X))F - W_B F\|_F^2$$

(17)

It is easy to see that problem (17) is a particular case of (16) when using $\lambda = 0$. $H_2 = I$, $K_2 = F$, and $J_2 = W_B F$. Note that our shape-from-Laplacian problem is different from the metric-from-Laplacian problems considered by [Zeng et al. 2012] and [de Goes et al. 2014] in the sense that we are additionally looking for an embedding that realizes the discrete metric. Secondly, unlike [Zeng et al. 2012; de Goes et al. 2014], we allow for arbitrary (not necessarily bijective) correspondence between $A$ and $B$.

Shape-from-difference operator is the problem of synthesizing the shape analogy (15), where we use the embedding of the given shape $C$ as an initialization, and try to deform it to obtain the desired shape $X$. Importantly, this means that the two meshes $C$ and $X$ are compatible and the functional correspondence between them is identity. We thus have simpler expressions for $V_{C,X}(X) = A_{C}^{-1} A(\ell(X))$ and $R_{C,X} = W_{C} \ell W(\ell(X))$ leading to the energy

$$E_{\text{dif}}(X) = \lambda \|A_{C}^{-1} A(\ell(X)) G - GV_{A,B}\|_F^2 + (1 - \lambda) \|W_{C} \ell W(\ell(X)) G - GR_{A,B}\|_F^2$$

(18)

that is also a particular case of (16) with $H_1 = A_{C}^{-1}$, $H_2 = W_{C}$, $K_1 = K_2 = G$, $J_1 = GV_{A,B}$, and $J_2 = GR_{A,B}$.

4.2 Numerical optimization

In the SfO problem (16), we have a two-level dependence ($W$ or $A$ depending on $\ell$, which in turn depends on the embedding $X$), making the optimization directly w.r.t. the embedding coordinates $X$ extremely hard. Instead, we split the problem into two stages: first, optimize $E$ w.r.t. to the discrete metric $\ell$, and then recover the embedding $X$ from the metric $\ell$.

Embedding-from-metric is a special setting of the multidimensional scaling (MDS) problem [Kruskal 1964; Borg and Groenen 2005]: given a metric $\ell$, find its Euclidean realization by minimizing the stress

$$X^* = \arg\min_{X \in \mathbb{R}^{n \times 3}} \sum_{i,j \in E} (|x_i - x_j| - \ell_{ij})^2$$

$$= \arg\min_{X \in \mathbb{R}^{n \times 3}} \sum_{i > j} v_{ij} (|x_i - x_j| - \ell_{ij})^2,$$

(19)

where $v_{ij} = 1$ if $ij \in E$ and zero otherwise. A classical approach for solving (19) is the iterative SMACOF Algorithm 2 [Leeuw et al. 1977] based on the fixed-point iteration of the form

$$X \leftarrow Z^T B(X) X,$$

(20)

where

$$Z = \begin{cases} -v_{ij} & i \neq j \\ \sum_{j \neq i} v_{ij} & i = j \end{cases}$$

(21)

$$B(X) = \begin{cases} -\frac{\ell_{ij}}{|x_i - x_j|} & i \neq j \text{ and } x_i \neq x_j \\ 0 & i \neq j \text{ and } x_i = x_j \\ -\sum_{j \neq i} b_{ij} & i = j \end{cases}$$

(22)

are $n \times n$ matrices (the matrix $Z^T$ depends only on the mesh connectivity and is pre-computed). It can be shown [Bronstein et al. 2006] that iteration (20) is equivalent to steepest descent with constant step size, and is guaranteed to produce a non-increasing sequence of stress values [Borg and Groenen 2005]. The complexity of a SMACOF iteration is $O(n^4)$.

Metric-from-operator (MFO) is the problem

$$\ell = \arg\min_{\ell \in [\ell]} E(\ell) \text{ s.t. (4)},$$

(23)

where we have to restrict the search to all the valid discrete metrics satisfying the triangle inequality (4). Metric-from-Laplacian restoration of [Zeng et al. 2012] and [de Goes et al. 2014] can be seen as particular settings of this problem. Optimization (23) can be carried out using standard gradient descent-type algorithm. The gradient of the energy $E(\ell)$ is given in the Appendix; the overall complexity of the computation of the energy and its gradient is $O(n^4)$.

The main complication of solving (23) is guaranteeing that the metric $\ell$ remains valid throughout all the optimization iterations. At the same time, we note that all metrics $\ell(X)$ arising from Euclidean embeddings $X$ satisfy the triangle inequality by definition. This brings us to adopting the following optimization scheme:

**Alternating optimization.** We perform optimization w.r.t. to the metric (23) and the embedding (19) alternatingly. Initializing $X$ with the embedding coordinates $C$ of the shape $C$, we compute the metric $\ell(X)$. We make $N_{\text{MFO}}$ steps of safeguarded optimization Algorithm 1 to improve the metric. Then, we compute the embedding of the improved metric performing $N_{\text{MDS}}$ steps of the SMACOF Algorithm 2, starting with the current embedding. These steps are repeated for $N$ outer iterations, as outlined in Algorithm 3.

A convergence example of such a scheme in the shape-from-difference operator problem is shown in Figure 1 (green curve shows the values of the stress at each internal SMACOF iteration; red curve shows the values of the energy $E_{\text{dif}}$ on each internal iteration of Algorithm 1).

We should note that our optimization problem (18) is non-convex and thus the described optimization method does not guarantee global

---

4If the triangle inequality is violated, the energy $E$ is not well-defined, as Heron’s formula would produce imaginary triangle area values.
convergence. However, we typically have a good initialization (X is initialized by the embedding C), which shows in practice good convergence properties.

Algorithm 1 Safeguarded optimization for metric-from-operator recovery (internal iterations of the alternating minimization Algorithm 3).  

| Inputs: initial valid metric ℓ₀, initial step size µ₀ | Output: improved valid metric ℓ |
|-----------------------------------------------------|--------------------------------|
| 1: Initialize ℓ ← ℓ₀                               | 2: for k = 1, . . . , N_MO do |
| 3: Set step size µ ← µ₀                            | 4: while ℓ invalid or ℰ(ℓ) < ℰ(ℓ − µ∇ℰ(ℓ)) do |
| 5: µ ← µ/2                                         | 6: end while |
| 7: ℓ ← ℓ − µ∇ℰ(ℓ)                                 | 8: end for |

Algorithm 2 SMACOF algorithm for embedding-from-metric recovery (internal iterations of the alternating minimization Algorithm 3).  

| Inputs: metric ℓ, initial embedding X₀ | Output: embedding X |
|----------------------------------------|---------------------|
| 1: Initialize X ← X₀                   | 2: for k = 1, . . . , N_MDS do |
| 3: X ← Z'B(X)X.                        | 4: end for |

Algorithm 3 Alternating minimization scheme for shape-from-operator synthesis.  

| Inputs: shape difference operators V_{A,B}, R_{A,B}, functional maps F, G, embedding C of shape C. | Output: embedding X |
|---------------------------------------------------------------------------------------------------|---------------------|
| 1: Initialize the embedding X ← C                                                                | 2: for i = 1, . . . , N do |
| 3: Compute metric ℓ(X) from the embedding X                                                      | 4: Improve metric ℓ using Algorithm 1 |
| 5: Compute embedding X from metric ℓ using Algorithm 2                                             | 6: end for |

5 Results and applications

In this section, we show the applications of our approach for shape synthesis from intrinsic differential operators, considering the shape-from-Laplacian and shape-from-difference operator problems described in Section 4. As we noted, both problems are part of the same framework, so we use the general problem of shape-from-difference operator in various settings.

We used shapes from TOSCA [Bronstein et al. 2008] and AIM@SHAPE [AIM@Shape ] datasets, as well as from Gabriel Peyré’s graph toolbox [Peyré 2007]. All the shapes were downsampled and isotropically remeshed to 1K–3.5K vertices. Shape deformations were created using Blender. The optimization scheme of Section 4.2 was implemented in MATLAB and executed on a MacPro machine with 2.6GHz CPU and 16GB RAM. Typical timing for a mesh with 3.5K vertices was 3.43 sec for a SMACOF iteration and 2.48 sec for an MFO iteration. In most of our experiments, we used the values λ = 0.5, N_MO = 1–10, and N_MDS = 10.

Shape-from-difference operator amounts to computing an unknown shape X from a shape C, given a difference operator between the analogous shapes A and B, as described in Section 4. Figure 3 presents some shape analogies synthesized using our algorithm. Figures 4 and 1 additionally shows the intermediate step of the optimization, where, for visualization purposes, we plot the vertex-wise contribution to the energy $E_{\text{dif}}(X)$,  

$$
\epsilon_i(X) = \lambda \sum_j |e_{ij}| + |(1 - \lambda) \sum_j |e_{ij}^\prime| + |e_{ij}|, \quad (24)
$$

where $E = A_{C}^{-1}A(\ell(X))G - GV_{A,B} \text{ and } E' = W'_{C}W(\ell(X))G - GR_{A,B}$. Note that examples in the first two rows of Figure 4 include only intrinsic differences (or ‘style’) of shapes $A, B$ (man vs woman or thin man vs fat man) that are transferred to a different pose $C$, resulting in $X$ being a shape of style of $B$ in the pose of $C$. In the last row, however, the difference between shapes $A$ and $B$ includes both ‘style’ (thin vs fat man) and pose differences (standing vs running). Shape $C$ is a woman in a standing pose, and the synthesized analogy $X$ is a fat woman in running pose (though the pose of $X$ is attenuated compared to $B$). Obviously, since the operators in our problem are intrinsic, if the pose transformations were a perfect isometry, the pose of $C$ would not change. However, the real pose transformations result in local non-isometric deformations around the knee joint, affecting the metric and the resulting difference operators. Consequently, our optimization tries to account for such a difference by bending the leg of the woman $X$. This result is consistent with the experiments of [Rustamov et al. 2013], who were able to capture expressive shape transformations (poses) by means of intrinsic shape difference operators.

Shape exaggeration is an interesting setting of the shape-from-difference operator problem where $B = C$. In this case, the shape difference between $A$ and $B$ is applied to $B$ itself, ‘caricaturizing’ this difference. Repeating the process several times, an even stronger effect is obtained. Figure 5 shows an example of such caricaturization of the difference between a man and a woman (top row), resulting in an exaggeratedly female shape with large breast and hips, and the difference between a thin and fat man (bottom row), resulting in a very fat man.

Shape-from-Laplacian amounts to deforming shape $A$ into a new shape $B$ (with embedding $X$) in such a way that the resulting $W(\ell(X)) \approx W_B$, as described in Section 4. Figure 6 shows the results of our experiments. The initial shapes $A$ are shown in the leftmost column, shapes $B$ used to compute the reference Laplacian are shown in the second column from left. The result of the optimization $X$ is shown in the rightmost column. Intermediate steps of the optimization with vertex-wise energy are shown in columns 3–6 (in this case, $\epsilon_i(X)$ simply boils down to the mismatch between the ith row and column of $W(\ell(X)) - W_B$). Examples of rows 1–6 show that the Laplacian encodes the ‘style’ of the shape, in the sense that if we e.g. start from a human head and deform it to make its Laplacian close to that of a gorilla, we obtain gorilla’s head. The example of row 8 shows a pose transformation (open vs bent fingers). As we observed in our shape-from-difference operator experiments, since such deformations are not perfectly isometric, the reconstructed result $X$ also has a bent finger. Finally, row 7 shows a combination of ‘style’ and pose transformation (thin man in standing pose used as initialization $A$ vs fat man in running pose whose Laplacian is used as a reference $B$). Here again, the reconstructed $X$ has both the style and the pose (albeit attenuated) of the reference shape $B$.

6 Discussion and conclusions

We presented a framework for reconstructing shapes from intrinsic operators, focusing on the problem of shape-from-difference operator, as this problem includes other important problems such
Figure 3: Synthesis of shape analogies (given $A$, $B$, and $C$, find $X$) by solving the shape-from-difference operator problem using the optimization method described in this paper.

as shape-from-Laplacian and shape exaggeration as its particular instances.

In our experiments, we have encountered two important factors that affect the quality of the obtained results, and which can be considered as limitations of our approach.

**Sensitivity to mesh quality.** The definition of cotangent weights (9) produces $w_{ij} < 0$ if $\alpha_{ij} + \beta_{ij} > \pi$, an issue known to be problematic in many applications (e.g. in harmonic parametrization and texture mapping where it leads to triangle flips [Bobenko and Springborn 2007]). In our case, negative weights have adverse effect on the convergence of the MoF optimization, since the step size $\mu$ in Algorithm 1 becomes very small.

In Figure 7, we exemplify this behavior by showing the plot of the energy $E_{\text{diff}}$ as function of internal iteration (for simplicity, only MoF iterations are shown) in the shape-from-Laplacian problem. When the mesh is completely isotropic (all triangles are acute, Figure 7 left), convergence is very fast (red curve). Adding a few triangles with obtuse angles produces negative weights (marked in red in Figure 7, center) and slows down the convergence of the algorithm (green). Finally, when too many obtuse triangles are present(Figure 7, right), the algorithm fails to converge (blue).

**Sensitivity to functional map quality.** Rustamov et al. [Rustamov et al. 2013] remark that “the quality of the information one gets from [shape difference operators] depends on the quality and density of the shape maps”. We also found that the result of shape synthesis with our approach largely depends on the accuracy of the functional maps between the shapes.

To illustrate this sensitivity, we show in Figure 8 the result of shape-from-Laplacian reconstruction using as shapes $A$ and $B$ the faces from Figure 6 (second row) and varying the quality of the functional map between them. Functional maps were approximated in the bases of the first $K$ Laplace-Beltrami eigenfunctions according to [Ovsjanikov et al. 2012]. Larger values of $K$ result in a better expansion and consequently in better maps (Figure 8, top). Figure 8 (bottom) shows the shape reconstruction result. The output quality is good as long as the functional maps are accurate, and deteriorates only when the map becomes very rough.
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Figure 4: Synthesis of shape analogies: given $A$, $B$, and $C$ (leftmost columns), find $X$ (rightmost column). Columns 4-7 show a few intermediate steps of the optimization method described in this paper. Colors represent the vertex-wise contribution to the energy; hotter colors correspond to higher values (log scale).

Figure 5: Shape exaggeration is the setting of the shape-from-difference operator with $C = B$, resulting in an exaggeration of the difference between shapes $A$ and $B$. In this example, we caricaturize the difference between a man and a woman (top), and a man and its fat version (bottom). Shown left-to-right: shape $A$ (man), shape $B$ (woman or fat man, respectively); result of the shape $X$ synthesis (exaggerated woman or fat man); result of the same process repeated once again.
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Appendix: Derivatives of the energy

In this section, we derive the gradient of the energy used in Section 4.2, considering a generic energy of the form $\mathcal{E}(\ell) = ||HQ(\ell)K - J||^2_F$, with $Q(\ell)$ being either $A(\ell)$ or $W(\ell)$. By the chain rule,

$$\frac{\partial \mathcal{E}(\ell)}{\partial \ell} = \frac{\partial \mathcal{E}(\ell)}{\partial Q(\ell)} \frac{\partial Q(\ell)}{\partial \ell},$$

where

$$\frac{\partial Q(\ell)}{\partial \ell} = 2H^T (HQ(\ell)K - J)K^T$$

is an $n \times n$ matrix, which is row-stacked into an $1 \times n^2$. The gradient $\frac{\partial \mathcal{E}(\ell)}{\partial Q(\ell)}$ can be represented as an $n^2 \times |E|$ matrix, which, when multiplied by $\frac{\partial \mathcal{E}(\ell)}{\partial Q(\ell)}$, produces a vector of size $|E|$.

For $Q = A$, a diagonal matrix of area elements (5), the computation of the gradient is based on the derivative of the area element (6).

$$\frac{\partial A_{ijk}}{\partial \ell_{i'j'k'}} = \begin{cases} 
\gamma(\ell_{ij}, \ell_{jk}, \ell_{ki}) & i'j' = ij \\
\gamma(\ell_{jk}, \ell_{ij}, \ell_{ki}) & i'j' = jk \\
\gamma(\ell_{ki}, \ell_{ij}, \ell_{jk}) & i'j' = ki \\
0 & \text{else}
\end{cases}$$

where $\gamma$ is defined as

$$\gamma(x, y, z) = \frac{1}{4A_{ijk}} [(s-x)(s-y)(s-z) + s(s-x)(s-y) + s(s-x)(s-z) - s(s-y)(s-z)].$$

Then,

$$\frac{\partial a_{ij}}{\partial \ell_{i'j'}} = \begin{cases} 
0 & i \neq j \\
\frac{1}{3} \sum_{kli: ikl \in E} \frac{\partial A_{ijk}}{\partial \ell_{i'j'}} & i = j
\end{cases}$$

for $i'j' \in E$.

For $Q = W$, we have

$$\frac{\partial w_{ij}}{\partial \ell_{i'j'}} = \begin{cases} 
\ell_{ij} \left( \frac{\partial A_{ijk}}{\partial \ell_{i'j'}} \ell_{ij} - 2A_{ijk} \right) A_{ijk}^{-1} & i'j' = ij \\
\ell_{ij} \left( \frac{\partial A_{ijk}}{\partial \ell_{i'j'}} \ell_{ij} - 2A_{ijk} \right) 2A_{ijk}^{-1} & ij \in \{ik, ik, ih, jh\} \\
0 & \text{else}
\end{cases}$$

for $i'j' \in E$.