Kinetic theory based force treatment in lattice Boltzmann equation
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Abstract

In the gas kinetic theory, it showed that the zeroth order of the density distribution function \( f^{(0)} \) and local equilibrium density distribution function were the Maxwellian distribution \( f^{(eq)}(\rho, \mathbf{u}, T) \) with an external force term, where \( \rho \) the fluid density, \( \mathbf{u} \) the physical velocity and \( T \) the temperature, while in the lattice Boltzmann equation (LBE) method numerous force treatments were proposed with a discrete density distribution function \( f_i \) apparently relaxed to a given state \( f_i^{(eq)}(\rho, \mathbf{u}^*) \), where the given velocity \( \mathbf{u}^* \) could be different with \( \mathbf{u} \), and the Chapman-Enskog analysis showed that \( f_i^{(0)} \) and local equilibrium density distribution function should be \( f_i^{(eq)}(\rho, \mathbf{u}^*) \) in the literature. In this paper, we start from the kinetic theory and show that the \( f_i^{(0)} \) and local equilibrium density distribution function in LBE should obey the Maxwellian distribution \( f_i^{(eq)}(\rho, \mathbf{u}) \) with \( f_i \) relaxed to \( f_i^{(eq)}(\rho, \mathbf{u}^*) \), which are consistent with kinetic theory, then the general requirements for the force term are derived, by which the correct hydrodynamic equations could be recovered at Navier-Stokes level, and numerical results confirm our theoretical analysis.
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I. INTRODUCTION

The fluid transport phenomena is the results of the molecular random motions or interactions at microscopic level and it is observed in nature or engineering processes. From the kinetic theory, the molecular random motions could be described by a probability density distribution function \( f(x, \xi, t) \) at position \( x \) and time \( t \) with molecular velocity \( \xi \), and its evolution equation is governed by Boltzmann equation (BE), which could capture the transport phenomena in all fluid regimes \([1]\). Owing to the complex of the integro-differential collision operator, it’s difficult to derive a solution directly. Fortunately, some attractive discrete methods are developed to mimic the BE with a Bhatnagar-Gross-Krook (BGK) collision operator \([2]\) such as lattice Boltzmann equation (LBE) method \([3, 4]\) and gas kinetic scheme \([5]\), which show a great successful application in computational fluid dynamics \([5–8]\).

As we know, Chapman-Enskog (CE) analysis is widely used in the gas kinetic theory, and it is also an important tool in LBE. There has no doubt about the CE analysis for the discrete density distribution function \( f_i \) without a force term in LBE, in which \( f_i^{(0)} \) is determined by local Maxwellian equilibrium density distribution \( f_i^{(eq)}(\rho, u) \) with fluid density \( \rho \) and physical velocity \( u \). However, when a force is involved in a fluid system, the corresponding force term is usually used to incorporate its effect in the LBE, and the formulations of \( f_i^{(0)} \) and local Maxwellian equilibrium density distribution are not reached the unified viewpoint. In the literature, some classical force treatments such as Shan-Chen scheme \([9, 10]\), He et al scheme \([11]\), Ladd’s scheme \([12]\), Guo et al. scheme \([13]\), Wagner’s scheme \([14]\) and the exact-difference-method (EDM) scheme \([15]\) were used to include the force in LBE community. The aforementioned force schemes could be written in the unified formulation denoted by \( F_i \) and \( f_i \) was apparently relaxed to \( f_i^{(eq)}(\rho, u^*) \) with a relaxation time \( \tau \) and \( u^* \) as a given velocity, that is, a BGK-like relaxation process was applied to model the collision operator term. In Refs. \([12, 13]\), the results of CE analysis showed \( f_i^{(0)} \) was equal to \( f_i^{(eq)}(\rho, u^*) \), where they took \( f^{(eq)}(\rho, u^*) \) as the local Maxwellian equilibrium density distribution function during the analysis, while the kinetic BE required both \( f^{(0)} \) and the local equilibrium density distribution function should be the Maxwellian distribution \( f^{(eq)}(\rho, u, T) \). In this paper, we aim to address these issues from the kinetic theory and analyze the consistency between LBE and the kinetic BE with a force term.

To this end, we start from the kinetic theory, and analyze the local equilibrium density distribution function and the zeroth order distribution function \( f^{(0)} \) by CE, then derive a relation between the LBE with an apparently relaxation process and BE. The rest of this paper is organized as follows. In Sec. II, the consistency between LBE and BE is analyzed in detail, to recover the correct Navier-Stokes (NS) equations, the general requirement of force term in LBE is presented, then numerical simulations are conducted to validate our analysis in Sec. III, and finally a brief conclusion is given in Sec. IV.
II. KINETIC THEORY CONSISTENCY WITH A FORCE TERM

From the kinetic theory, the simplified BE with the BGK collision operator could be written as

\[
\partial_t f + \xi_\alpha \partial_\alpha f + a_\alpha \cdot \nabla_\xi f = -f - \frac{f^{(eq)}(\rho, \mathbf{u}, T)}{\tau} = \Omega_{BGK}(f),
\]

where \(\xi_\alpha\) is the molecular velocity, \(a_\alpha\) is an acceleration. Obviously, \(\Omega_{BGK}\) satisfies the following conservation conditions:

\[
\int \psi_\alpha \Omega_{BGK}(f) d\xi_\alpha = 0,
\]

with \(\psi_\alpha = 1, \xi_\alpha, \xi_\alpha^2/2\) as collision invariants, and the local equilibrium density distribution function \(f^{(eq)}(\rho, \mathbf{u}, T)\) in Eq. (1) is to be

\[
f^{(eq)}(\rho, \mathbf{u}, T) = \frac{\rho}{(2\pi RT)^{D/2}} \exp \left[ \frac{|\xi - \mathbf{u}|^2}{2RT} \right],
\]

where \(R = k_b/m\) is gas constant with \(k_b\) the Boltzmann constant and \(m\) the molecular mass, \(D\) is the dimension, \(T\) is the temperature. The fluid density \(\rho\), physical velocity \(\mathbf{u}\) and temperature \(T\) are defined by

\[
\rho = \int f d\xi, \quad \rho \mathbf{u} = \int \xi f d\xi, \quad \frac{\rho DRT}{2} = \int \frac{|\xi - \mathbf{u}|^2}{2} f d\xi.
\]

Now we apply the CE analysis to the BE, that is,

\[
\partial_t f + \xi_\alpha \partial_\alpha f + a_\alpha \cdot \nabla_\xi f = \Omega_{gs},
\]

however, the basic properties of the collision invariants conditions for \(\Omega_{gs}\) can not be guaranteed with \(\psi_\alpha \neq 1\) and \(\mathbf{u}^* \neq \mathbf{u}\)

\[
\int \psi_\alpha \Omega_{gs} d\xi_\alpha \neq \int \psi_\alpha \Omega_{BGK} d\xi_\alpha = 0,
\]

this implies that the well-known H-theorem \(dH/dt = \int (1 + \ln f) \partial_t f d\xi_\alpha d\mathbf{r}_\alpha \leq 0\) can not be guaranteed by Eq. (6), and the local equilibrium density distribution function can not be
\( f^{(eq)}(\rho, u^*, T) \) with \( u^* \neq u \). Therefore, the given state in the BGK-like relaxation process must be \( f^{(eq)}(\rho, u, T) \) to model the collision operator term in BE, otherwise, the solution of Eq. (6) will deviate from the original BE. In the literature, many LBE models were developed to incorporate the force effect [9–15], and the appearance of collision operator was similar to \( \Omega_{gs} \) in BGK-like relaxation process, but the underlying physics was not clarified. To this end, we begin with the general evolution equation which can be written as

\[
\partial_t f + \xi_\alpha \partial_\alpha f + F = \Omega_{gs},
\]

where \( F \) is the force term to be determined latter. As afore analysis, if the given state relaxation process is used to model the collision operator in BE, the given state must be \( f^{(eq)}(\rho, u, T) \). Therefore, Eq. (8) should be rewritten as

\[
\partial_t f + \xi_\alpha \partial_\alpha f + G = \Omega_{BGK},
\]

where \( G = F + (f^{(eq)}(\rho, u, T) - f^{(eq)}(\rho, u^*, T))/\tau \). To be consistent with the simplified BE in Eq. (1), the general formulation of \( F \) should be chosen

\[
F = a_\alpha \nabla \xi_\alpha f - \frac{f^{(eq)}(\rho, u, T) - f^{(eq)}(\rho, u^*, T)}{\tau},
\]

with Eq. (10) and the CE analysis to Eq. (8), it is shown that both \( f^{(0)} \) and the local equilibrium density distribution function in Eq. (8) are \( f^{(eq)}(\rho, u^*, T) \).

Integrating (8) along the characteristic lines as [11], it gives the following discrete evolution equation

\[
\bar{f}_i(x + \xi_i \delta t) - \bar{f}_i(x, t) = -\omega_f (\bar{f}_i(x, t) - f^{(eq)}_i(\rho, u^*)) + \delta t (1 - \frac{\omega_f}{2}) F_i,
\]

where \( \bar{f}_i = (\bar{f}_i - \delta t (\Omega_{gs} + F_i))/2 \) with \( i \) as the \( i \)th direction of the discrete velocity, time increment \( \delta t \), and \( \omega_f = 2\delta t/(2\tau + \delta t) \), and the discrete formulation of the given state \( f^{(eq)}_i(\rho, u^*) \) is

\[
f^{(eq)}_i(\rho, u^*) = \omega_i \rho \left[ 1 + \frac{\xi_{i\alpha}u_{i\alpha}^*}{RT} + \frac{(\xi_{i\alpha}\xi_{i\beta} - RT\delta_{\alpha\beta})u_{i\alpha}^*u_{i\beta}^*}{2RT^2} \right],
\]

with \( \omega_i \) as the corresponding weight coefficient to the discrete velocity set, then the fluid density \( \rho \) and physical velocity \( u \) are defined by

\[
\rho = \sum_i \bar{f}_i, \quad \rho u = \sum_i \xi_i \bar{f}_i + \frac{\delta t}{2} F.
\]

To derive the correct hydrodynamic equations at NS level, as long as \( F_i \) satisfies the following conditions

\[
\sum_i F_i = 0, \quad B_\alpha = \sum_i \xi_{i\alpha} F_i = F_\alpha - \frac{\rho(u_\alpha - u_{\alpha}^*)}{\tau},
\]

\[
C_{\alpha\beta} = \sum_i \xi_{i\alpha}\xi_{i\beta} F_i = u_\alpha F_\beta + F_\alpha u_\beta - \frac{\rho(u_\alpha u_\beta - u_{\alpha}^* u_{\beta}^*)}{\tau},
\]
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and the corresponding discrete formulation of $F$ at Navier-Stokes level can be written as

$$F_i = \omega_i \left[ \xi_{i\alpha} B_{\alpha} \rho + \frac{(\xi_{i\alpha} \xi_{i\beta} - RT \delta_{i\beta}) C_{\alpha\beta}}{2RT^2} \right]. \tag{15}$$

From the afore theoretical analysis, it should be stressed that the collision term in Eq. (11) seems to be $-\omega_f(\bar{f}_i - f_i^{eq}(\rho, \mathbf{u}^*))$, but physically it can not be termed as "collision term" which is modeling the original collision operator in BE, in fact, it includes the physical collision term $-\omega_f(\bar{f}_i - f_i^{eq}(\rho, \mathbf{u}))$, which is derived from Eq. (9) to model the collision operator in BE. This implies that $-\omega_f(\bar{f}_i - f_i^{eq}(\rho, \mathbf{u}^*))$ could be decomposed into two parts: one as the physical collision term and another as a deviation term, and the CE operator in BE. This implies that the "term" which is modeling the original collision operator in BE, in fact, it includes the physical collision term $-\omega_f(\bar{f}_i - f_i^{eq}(\rho, \mathbf{u}))$ and the corresponding discrete formulation of $F$ at Navier-Stokes level can be written as

$$F_i = \omega_i \left[ \xi_{i\alpha} B_{\alpha} \rho + \frac{(\xi_{i\alpha} \xi_{i\beta} - RT \delta_{i\beta}) C_{\alpha\beta}}{2RT^2} \right]. \tag{15}$$

In this section, three benchmark problems are carried out to validate our theoretical analysis by two-dimensional nine discrete velocity (D2Q9) LBE, i.e., $\xi_0 = (0, 0), \xi_{i=1-4} = (\cos[(i-1)\pi/2], \sin[(i-1)\pi/2]), \xi_{i=5-8} = \sqrt{2}(\cos[(2i-9)\pi/4], \sin[(2i-9)\pi/4]),$ and the corresponding weight coefficients in Eqs. (12) and (15) are $\omega_0 = 4/9, \omega_{1-4} = 1/9$ and $\omega_{5-8} = 1/36$. The first test problem is a two-dimensional Taylor-vortex flow driven by a time and space dependent external force, then a stationary droplet immersed to another fluid is investigated by pseudopotential LBE and finally is a droplet on wettability solid.

### A. Taylor vortex flow

In Fig. 1, a two-dimensional unsteady Taylor vortex problem is investigated by LBE with force schemes of Guo et al. and Wagner, in this case, the flow is driven by an external force $F = (F_x, F_y) = (-k_1 \rho u_0^2 \sin(2k_1 x) \exp[-2\nu(k_1^2 + k_2^2)t]/2, -k_1 \rho u_0^2 \sin(2k_2 y) \exp[-2\nu(k_1^2 + k_2^2)t]/2k_2)$ with $u_0^2$ as the amplitude of the force, $k_1$ and $k_2$ the corresponding wave number in $x$ and $y$ directions, and there has an analytical solution to $\mathbf{u} = (u_x, u_y)$ \[13\]

$$u_x(x, y, t) = -u_0 \cos(k_1 x) \sin(k_2 y) \exp[-\nu(k_1^2 + k_2^2)t], \tag{16}$$

$$u_y(x, y, t) = u_0 \frac{k_1}{k_2} \sin(k_1 x) \cos(k_2 y) \exp[-\nu(k_1^2 + k_2^2)t]. \tag{17}$$

$$\mathbf{u}(x, y, t) = \begin{pmatrix} -u_0 \cos(k_1 x) \sin(k_2 y) \exp[-\nu(k_1^2 + k_2^2)t] \\ u_0 \frac{k_1}{k_2} \sin(k_1 x) \cos(k_2 y) \exp[-\nu(k_1^2 + k_2^2)t] \end{pmatrix},$$
FIG. 1: Numerical predictions of $u_x(0,y^*)$. a) the comparison of Guo et al scheme 13 and Wagner's scheme 14 at $t = t_c$ and $2t_c$; b) the predictions by different $\delta u$ at $t = 2t_c$.

| $\delta u$ | $y^*=-1/2$ | $y^*=-1/4$ | $y^*=0$ | $y^*=1/4$ | $y^*=1/2$ |
|-------------|-------------|-------------|---------|-----------|-----------|
| Guo et al. 13 | 0.002499861 | 0.001767593 | -1.457165e-016 | -0.001767593 | -0.002499861 |
| Wagner 14 | 0.002499861 | 0.001767593 | -2.706163e-016 | -0.001767593 | -0.002499861 |
| $\delta u_1$ | 0.002499861 | 0.001767593 | 2.775552e-017 | -0.001767593 | -0.002499861 |
| $\delta u_2$ | 0.002499861 | 0.001767593 | -1.179610e-016 | -0.001767593 | -0.002499861 |
| $\delta u_3$ | 0.002499861 | 0.001767593 | 1.248998e-017 | -0.001767593 | -0.002499861 |
| $\delta u_4$ | 0.002499861 | 0.001767593 | -1.526554e-016 | -0.001767593 | -0.002499861 |
| $\delta u_5$ | 0.002499861 | 0.001767593 | -6.244992e-017 | -0.001767593 | -0.002499861 |
| $\delta u_6$ | 0.002499861 | 0.001767593 | -2.497996e-016 | -0.001767593 | -0.002499861 |
| Eq. (16) | 0.0025 | 0.001767767 | 0 | -0.001767767 | -0.0025 |

In the simulation, the computational domain is $-\pi/2 \leq x, y \leq \pi/2$, and the parameters of $u_0$, shear viscosity and wave numbers in Eqs. (16) and (17) are set to be $u_0 = 0.01$, $\nu = 0.001$ and $k_1 = k_2 = 1$, respectively. The results show that both numerical predictions agree well with the analytical solution at the location $(x^*, y^*)$ and $t = t_c = ln2/\nu(k_1^2 + k_2^2)$ and $t = 2t_c$, here $x^* = x/\pi$ and $y^* = y/\pi$. In addition, the predictions with different values of $\delta u$ such as $\delta u = -10\delta tF/\rho, -5\delta tF/\rho, -\delta tF/\rho, \delta tF/\rho, 5\delta tF/\rho$ and $10\delta tF/\rho$ are compared at $t = 2t_c$ and the corresponding of $\delta u$ is denoted by $\delta u_1$ to $\delta u_6$ in Fig. 1, and it is observed that all the numerical predictions agree well with analytical solution. In table 1, it shows the numerical predictions of $u_x$ as an example by different $\delta u$ at $t = 2t_c$ and the location $x^* = 0, y^* = -1/2, -1/4, 0, 1/4, 1/2$ together with the analytical results for quantitative comparison. From the table, the predictions by all schemes are completely the same, which are consistent with our theoretical analysis.
B. Stationary droplet

Now a stationary droplet immersed to another fluid is simulated by pseudopotential LBE [9, 16] with Carnahan-Starling (CS) equation of state (EOS) as an example to validate our force analysis, that is,

\[ p_{EOS} = \rho RT \frac{1 + \eta + \eta^2 - \eta^3}{(1 - \eta)^3} - a \rho^2, \]  

(18)

where \( T \) is the temperature, \( \eta = b \rho / 4 \), \( a, b \) are the constant parameters, and the internal force is given as [16, 17]

\[ F = -G\psi(x) \frac{d}{dt} \sum_i \omega_i \psi(x + \xi_i \delta t) \xi_i, \]  

(19)

with \( G \) and \( \psi \) being the interaction strength and interaction potential respectively. Initially, a circular droplet with a radius of \( R \) is placed in the centre of computational domain, when it reaches equilibrium state, the pressure difference \( \delta p \) between inside and outside drop should satisfy the Laplace law, that is, \( \delta p = \sigma / R \). In the simulation, a 100 \( \times \) 100 mesh is used, and periodic boundary condition is applied to both directions. The model parameters are fixed as \( a = 1, R = 1, \) and the relaxation time \( \tau = 1.0 \).

In Fig. 2, the surface tension \( \sigma \) v.s. \( R \) is plotted at reduced temperature \( T_r = T / T_c = 0.9 \), here the critical temperature \( T_c = a / (10.601 R) \), and it is shown that \( \sigma \) is almost constant against \( R \), this implies the Laplace law is almost satisfied. The quantitative comparisons of saturation density, \( \sigma \), the magnitude of spurious velocity \( V_{max} = \sqrt{u_x^2 + u_y^2} \) (\( u_x \) and \( u_y \) the velocity components) and droplet radius predicted by the force schemes of Guo et al,
$$\theta_{eq} = \pi/3$$

$$\theta_{eq} = \pi/2$$

$$\theta_{eq} = 2\pi/3$$

FIG. 3: The density contours of droplet on solid surface with $\theta_{eq} = \pi/3$, $\pi/2$ and $2\pi/3$ by LBE

Wagner and $\delta u1 - \delta u6$ are showed in table 2 with initial radius $R=25$. The results show that all force schemes could give the same predictions, and the reason is that the force schemes in table 2 satisfy the required conditions in Eq. (14).

TABLE II: The predicted saturation density, $\sigma$, $V_{max}$ and droplet radius for stationary droplet by different force scheme

| Force scheme | $\rho_l$ | $\rho_g$ | $\sigma$ | $V_{max}$     | R            |
|--------------|---------|---------|---------|---------------|--------------|
| Guo et al. [13] | 0.246708196 | 0.040526511 | 0.001373667 | 5.993026284e-004 | 26.2006041 |
| Wagner [14]  | 0.246708196 | 0.040526511 | 0.001373667 | 5.993026284e-004 | 26.2006041 |
| $\delta u1$  | 0.246708196 | 0.040526511 | 0.001373667 | 5.993026284e-004 | 26.2006041 |
| $\delta u2$  | 0.246708196 | 0.040526511 | 0.001373667 | 5.993026284e-004 | 26.2006041 |
| $\delta u3$  | 0.246708196 | 0.040526511 | 0.001373667 | 5.993026284e-004 | 26.2006041 |
| $\delta u4$  | 0.246708196 | 0.040526511 | 0.001373667 | 5.993026284e-004 | 26.2006041 |
| $\delta u5$  | 0.246708196 | 0.040526511 | 0.001373667 | 5.993026284e-004 | 26.2006041 |
| $\delta u6$  | 0.246708196 | 0.040526511 | 0.001373667 | 5.993026284e-004 | 26.2006041 |

C. Droplet on wettability surface

Finally, a droplet on a wettability surface is also investigated by the pseudopotential LBE with CS EOS at $T_r = 0.9$. In the simulation, a $100 \times 50$ mesh is applied, periodic boundary condition is applied to $x$ direction and nonslip boundary on solid surface. Similar to the geometric formulation in Ref. [18] is used to mimic the interaction between the fluid
molecules and the solid surface, which is given as

\[ \psi_{\zeta,0} = \psi_{\zeta,2} + \tan\left(\frac{\pi}{2} - \theta\right) |\psi_{\zeta+1,1} - \psi_{\zeta-1,1}| \]  

where \( \zeta \) is the coordinates along the solid surface, 0, 1 and 2 are respectively the ghost nodes, boundary nodes and fluid nodes normal to the solid boundary, and \( \theta \) is the contact angle.

Initially, a half droplet is placed on the solid surface with a constant volume \( V = \pi R^2 / 2 \). The density contours of droplet on the solid surface with equilibrium contact angle \( \theta_{eq} = \pi / 3, \pi / 2 \) and \( 2\pi / 3 \) are showed in Fig. 3, and the results show that present fluid-solid interaction treatment could capture the effect of wettability. The numerical predictions of saturation density, contact angle \( \theta \), the magnitude of spurious velocity \( V_{\max} \) by aforementioned force schemes are compared with \( \theta_{eq} = 2\pi / 3 \) in table 3, it is observed that all the numerical predictions are also consistent with each other. This implies that the constraints of the force term in Eq. (14) should be satisfied with the apparently relaxation process in LBE to derive correct hydrodynamic equations at NS level.

| Force scheme | \( \rho_l \) | \( \rho_g \) | \( \theta \) | \( V_{\max} \) |
|--------------|---------|---------|-------|--------|
| Guo et al. [13] | 0.247052601 | 0.040714200 | 120.483706 | 0.014162536 |
| Wagner [14] | 0.247052601 | 0.040714200 | 120.483706 | 0.014162536 |
| \( \delta u1 \) | 0.247052601 | 0.040714200 | 120.483706 | 0.014162536 |
| \( \delta u2 \) | 0.247052601 | 0.040714200 | 120.483706 | 0.014162536 |
| \( \delta u3 \) | 0.247052601 | 0.040714200 | 120.483706 | 0.014162536 |
| \( \delta u4 \) | 0.247052601 | 0.040714200 | 120.483706 | 0.014162536 |
| \( \delta u5 \) | 0.247052601 | 0.040714200 | 120.483706 | 0.014162536 |
| \( \delta u6 \) | 0.247052601 | 0.040714200 | 120.483706 | 0.014162536 |

### IV. CONCLUSION

Theoretical analysis suggests that LBE with a force term is the way to approximate the kinetic Boltzmann equation, and the CE analysis shows that both \( f^{(0)} \) and local equilibrium density distribution function are \( f^{(eq)}(\rho, \mathbf{u}, T) \) with/without a driven force. Our results also reveal that LBE with a given state relaxation process should be consistent with the kinetic theory, this requires \( f^{(0)}_i \) and local equilibrium density distribution function must to be \( f^{(eq)}_i(\rho, \mathbf{u}) \), and the general force \( F_i \) should satisfy Eq. (14), by which all the predictions are consistent with each other. It should be pointed out that Wagner [14] analyzed the difference between the force schemes of Guo et al. and Wagner, the discussion showed that the correct term in the force term was different even without the higher order interfacial term in Wagner’s scheme ( See Eqs. (59) and (62) in Ref. [14] ). He argued that this inconsistency
was arisen from the different expansion technique, i.e., the CE analysis was applied in Guo et al. force scheme while Taylor expansion technique was used in Wagner's force scheme. However, present work shows both force schemes are completely the same without the higher order interfacial term in Wagner’s force scheme, and the reason for this inconsistency is that the given state $f_i^{(eq)}(\rho, \mathbf{u}^*)$ is not expanded around physical local equilibrium state $f_i^{(eq)}(\rho, \mathbf{u})$ by CE analysis in Ref. [13].

Subsequently, we compare the predictions by different $\delta \mathbf{u}$ with the analytical solution, and the internal force interaction in two phase flow such as stationary droplet problem and the droplet on wettability surface are investigated, all predictions are completely the same or in good agreement with analytical one, which are consistent with our theoretical analysis. This provides a way to model and develop numerical methods for external/internal force driven flows.
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