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Abstract.
This article is devoted to a prediction of gait kinematics based on the Markov chains in the delay space. We use hypercubic grid in the delay space of angles in the sagittal plane in the knee and hip joints to construct Markov states. Our experimental signal (obtained from the telemetry of the prosthesis) provides transition probabilities. The resulting Markov model seems to be helpful for estimation of attractor dimension, characteristic frequencies of the system, and so on.
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Introduction

The prosthetic engineering is highly important as a precedent for the modern-style industry:
1. A prosthesis as a product is inseparable from a rehabilitation service.
2. A prosthesis as a product of collaborative robotics exists in a permanent and without-fulltime-control interaction with a human client.
3. A control system has the ability to adapt itself with help of both a prosthesis telemetry data, as well as statistical information about the gait of other patients (Big Data) and can use correction from a rehabilitation therapist within the framework of telemedicine and “Internet of things” concepts.

Thus, the path of evolution of bionic prostheses is a template for a wide class of industries of the future.

Modern bionic knee prostheses have the ability to actively control the moment of resistance in the knee joint. The problem of building a control system for bionic prostheses lies in the absence of a model of the bionic component of the mechatronic system. The construction of a structural [1] model of human locomotion seems to be too complicated task for practical usage. On the other hand, the phenomenological [2] model should be interpretable for an expert correction. This paper deals with the construction of a Markov model of human
locomotion on a knee prosthesis. Among the advantages of the Markov model [3] it is worth highlighting the simplicity of construction, the interpretability of the matrix coefficients and an extensive methodological base for its analysis. It is also worth noting that one can move to continuous time and describe the dynamics of the system in the form of Kolmogorov's differential equations [4].

To construct a Markov model, a procedure is required that matches a set of discrete states to the flow of sensory information. It is reasonable to define as states the neighborhoods of characteristic points, or some finite elements in the phase space of a dynamical system. In this work, the delay space is interpreted in an extended way: in addition to the quantity and its delay shifts, it can include other sensory information from the telemetry of the product, forces, moments, values of the quantity taken with a delay [5].

**Feature points and phase space**

To provide a metric on a delay space, one should make its axes dimensionless. Since the coordinates $x$ in this space are data from measuring instruments, it is rational to take into account their metrology by referring the values $\bar{x}$ of the measurement results to the corresponding errors $X_\Delta$:

$$x = \frac{\bar{x}}{X_\Delta}$$

For a hypercubic grid, dimensionless coordinates are defined as:

$$x = \left[ \frac{\bar{x}}{X_\Delta (\bar{x}_{\text{max}} - \bar{x}_{\text{min}})} \right]$$

where $[ ]$ is rounding, $L(\bar{x}_{\text{max}} - \bar{x}_{\text{min}})$ is the number of grid cells, is the signal range. Then the choice of characteristic points $X_i$, the distance between which is less than 1, does not add additional information about the dynamics of the system. We propose the following rule for selecting characteristic points:

if $R_i < R_0 \approx 1 \forall i \in [0, n], R_i = (X_i - x)(X_i - x)^T$ (where $n$ is the sample size), then the point with coordinates $x$ is included in the list of characteristic ones $X_{n+1}$. The constructed grid contains a maximum of information about the dynamics of the system under study. On the other hand, with a limitation on the maximum value of the measured value, the amount of information [7] can be estimated as:

$$I = \sum_{i=1}^{n} \ln \left( \frac{X_{\text{max}}}{X_{\Delta i}} \right).$$
A hypercubic partition allows us to estimate the dimension of a dynamical system as:
\[ N = \frac{n}{2} \]
where \( n \) is the number of characteristic points, such that:
\[ R_{i,j} = (X_i - X_j)(X_i - X_j)^T < R_0 k, k \approx 1.4 \]

Visualization of the relationship between the number of neighbors and dimension is shown in Figure 1.

| \( N \) | \( n \) |
|-------|-------|
| 1     | 2     |
| 2     | 4     |
| 3     | 6     |

Fig. 1 - characteristic points and dimension

**Markov model**

The Markov model describes the dependence of the probabilities of belonging to the \( i \)-th state at the moment of time \( t + \Delta t \) as:
\[ P_{t+\Delta t} = MP_t \]

Elements of the matrix of the Markov model \( M_{i,j} \) are composed of frequencies of transition for a period \( \Delta t \) of coordinates \( x \) from the \( i \)-th neighborhood to the \( j \)-th. According to the central limit theorem [8], the estimate of the coefficients \( M \) is corresponding probabilities with an increase in the sample size with the time of training the model. The convergence rate can be estimated by the Chebyshev inequality [9].

**Modal analysis of the Markov model**

To be able to analyze and reduce the system, we consider the eigenvalues \( \lambda \) and forms \( \Phi \) of the matrix \( M = \Phi \lambda \Phi^T \) (we are talking about a generic case without nontrivial Jordan cells).
According to the Perron theorem [10], the eigenvalue $\lambda_{max}$ with maximal absolute value of the matrix $M$ is a real positive eigenvalue, and for the particular case of the Markov model, it is equal to one. The form corresponding to real eigenvalues $\lambda$ describes dynamics on the attractors [11] of a dynamical system (stationary distributions [12]). The number of real eigenvalues $\lambda$ is a lower bound for the degree of the differential equation generating the system.
In generic case the eigenvalues $\lambda$ of the system are complex. Complex and negative eigenvalues $\lambda$ allow us to estimate the oscillation frequency $f$ of the probabilities of being in the $i$-th neighborhood as:

$$f_i = \frac{1}{n_i \Delta t}, \quad n_i = \frac{2\pi}{\arg(\lambda_i)}.$$  

The damping decrement of the mode to the stationary distribution can be defined as:

$$\xi_i = \frac{\ln(|\lambda_i|)}{2\pi f_i \Delta t}.$$  

The modal analysis of the Markov matrix makes it possible to evaluate the dynamics of the system as a superposition of damped oscillation forms. For the consistency of the model, the condition of the convergence of the model forecast results must be satisfied at $R_0 \to 0$.

With a clear definition of the $i$-th neighborhood $x$ as the closest to the characteristic point $X_i$, the modal characteristics of the model depend on the choice $R_0$.
With a fuzzy [14] definition of the measure $F$ of belonging to the $i$-th state as:

$$F_i = \frac{K_i}{\sum_i K_i}, \quad \text{where} \quad K_i = \frac{1}{R_i + \alpha}$$  

is the kernel [13].

Then, upon receipt of sensory information, the matrix is $M$ updated with subsequent normalization by the value $F^T F$.
With this filling scheme, the spectrum of the Markov model $M$ is related to the spectrum of the dynamic model by the relationships presented earlier.

**Test case**

Let us consider as a test example a linear oscillator with a solution of the form
Let's construct a set of characteristic points in the phase space. The calculation result is shown in Figure 2.

The obtained coefficients $M_{ij}$ are estimates of the probabilities of transition from the i-th state to the j-th state. The probability distribution is shown in Figure 3.
Let us define the initial conditions as $P_0$. Then the forecast of the state of the system through $n\Delta t$ can be defined as $M^nP_0$. Due to the presence of fictitious transitions due to the division of the phase space into a finite number of elements (and the identification of trajectories passing through them), the resulting forecast will tend to the attractor faster than the real process $P = MP_0$. Nevertheless, if at each iteration all components of the vector are zeroed, except for the maximum $N + 1$ ($N$ is the dimension of the dynamical system), this effect can be neutralized. Zeroing out more than $N + 1$ components can result in dummy cyclic paths.

The calculation result is shown in Figure 4 in comparison with the initial data on which the Markov chain was trained.

![Figure 3 - Matrix M](image)

**Fig. 3. – Matrix M**

![Figure 4 - The calculation result is presented in comparison with the initial data.](image)

**Fig. 4 – The calculation result is presented in comparison with the initial data.**
For the model example, the maximum number of “neighboring” characteristic points is 4 – dimension 2.

**Test case modal analysis**

Let us estimate the number of attractors and the degree of nonlinearity of the dynamical system as the number of matrix $M$ eigenvalues $\lambda$ close to one. Figure 5 shows the complex eigenvalues $\lambda$ of the system reconstructed from the data.

![Fig. 5 – eigenvalues $\lambda$](image)

Analysis of the eigenvalues $\lambda$ of the matrix $M$ makes it possible to estimate the characteristic periods of oscillations of a dynamic system:

$$T = \frac{\gamma}{2\pi} \Delta, \text{sec.}$$
The closeness of the oscillation periods $kT$, $k \in \mathbb{N}$ to $k$ indicates the linearity of the dynamic system.

The number of attractors of the observed system is 1. Figure 7 shows the eigenvalues form modes for $\lambda_{1,2}$ probabilities in the phase space.

The figure 7 shows, that the form corresponding to the eigenvalue equal to one is concentrated in the vicinity of the attractor. The eigenforms corresponding to the
eigenvalues $\lambda_{1,2}$ with a nonzero phase reflect the stratification of the system dynamics into a set of oscillatory processes.

**Analysis of telemetry data from the knee prosthesis**

Let us represent the dynamics of the walking process in the coordinates of the angles in the knee $\alpha_{KC}$ and the hip $\alpha_{TC}$ joint in Figure 8. In addition to these angles, the sensory information contains the values $\lambda_{1,2}$ of the angle of the hip joint, taken with a lag. To build a model, consider the trajectory of a person's gait in a 4-dimensional space of angles, as well as angles taken with lags.

A diagram of the measured angles is shown in Figure 8.
Fig. 9 - Kinematics of gait of an amputated person

Fig. 10a - Kinematics of gait of an amputated person (normalized angle of the hip joint)
Fig. 10b - Kinematics of gait of a person with amputation (normalized angle of the knee joint)

The dimension was calculated for the case of a uniform hypercubic grid. The dimension estimation graph is shown in Figure 11.

As seen from Fig. 11, the number of neighbors lies in the range [1,8] (a single overshoot towards 9 can be neglected due to discreteness and unevenness of data).
This indicates the correct choice of the dimension of our system. In the case of a continuous signal, all points have a number of neighbors equal to $2 \times N = 8$. However, due to the discreteness of the signal, as well as the unevenness of the location of the points, we get such a range in the number of neighbors. This moment can be corrected by interpolating additional signal points. Also here we can talk about the criterion for choosing $R_0$. If most of the points had less than 2 neighbors, this would indicate that there are few characteristic points in the system, which means that the Markov model is under-trained. In this system, 78.4% of points with neighbors are more than 2, which indicates the correct $R_0$.

Modal analysis of prosthetic kinematics

Figure 12 shows the periods of oscillations obtained from the analysis of the eigenvalues $\lambda$ of the matrix of the Markov model.

![Modal Analysis](image)

**Fig. 12 - Typical periods of fluctuations**
Fig. 13 – Human gait eigenforms in measured angles coordinates.
Conclusions

We suggest the approach to construct and analyze a model of dynamic system by a sample signal, using Markov chains in the delay space. This class of models is in demand when it is impossible to describe a dynamic system by a system of differential equations.

For example, it seems a very complex task to build a control system for prostheses with a structural model of a control object, because we need to know moments of muscle forces, which are generated according to a complex law by the human nervous system.

On the other hand, the control system algorithm should be supplemented with a set of tools, helpful for the qualitative analysis of the resulting model. Among these tools, our article deals with the analysis of the dimensions of the resulting model, the attractor of the dynamic system and the characteristic frequencies of oscillations in the phase space.
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