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Abstract

In spatial epidemiology, when applying Generalized Additive Models (GAMs) with a bivariate locally weighted regression smooth over longitude and latitude, a natural hypothesis is whether location is associated with an outcome, i.e. whether the smoothing term is necessary. An approximate chi-square test (ACST) is available but has an inflated type I error rate. Permutation tests can provide appropriately sized alternatives. This research evaluated powers of ACST and four permutation tests: the conditional (CPT), fixed span (FSPT), fixed multiple span (FMSPT) and unconditional (UPT) permutation tests. For CPT, the span size for observed data was determined by minimizing the Akaike Information Criterion (AIC) and was held constant for models applied to permuted datasets. For FSPT, a single span was selected a priori. For FMSPT, GAMs were applied using 3–5 different spans selected a priori and the significance cutoff was reduced to account for multiple testing. For UPT, the span was selected by minimizing the AIC for observed and for permuted datasets. Data were simulated with a single, circular cluster of increased or decreased risk that was centered in a circular study region. Previous research found CPT to have an inflated type I error when applied with the nominal cutoff. ACST and CPT had high power estimates when applied with reduced significance cutoffs to adjust for the respective inflated type I error rates. FSPT power depended on the span size, while FMSPT power estimates were slightly lower than those of FSPT. Overall, UPT had low power estimates when compared to the other methods.
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Introduction

In geographic spatial epidemiology, researchers use spatial data to determine whether an observed pattern of disease has arisen by chance [1]. Three types of statistical methods, distance based, quadrat [2,3] and regression methods, are applicable to point data, i.e. data collected at the individual level, including precise measures of subject residential location. Distance based methods, such as Cuzick and Edwards’ T and Bonetti and Pagano’s M statistics, compare expected and observed distributions of distances between cases in a study sample [4,5] but have been criticized for unclear inferences as statistics, based on distances, do not describe geographic locations [6]. Quadrat methods, such as the spatial scan statistic, evaluate the likelihood of cases falling within versus outside of a geographic zone of interest [6]. The spatial scan statistic performed well with high power estimates in a number of scenarios [7-9]; however it was disadvantaged as, for a dichotomous outcome, stratified analyses must be applied to adjust for covariates [10]. Kriging, a regression method, is an interpolation technique where estimated outcome values are produced based on observed data; however, applications are somewhat limited as models may only be applied to Gaussian outcomes [11]. Of interest are generalized additive models (GAMs), semiparametric extensions of generalized linear models that allow nonlinear associations between outcomes and covariates [12]. In spatial epidemiology, Webster et al. [14] applied GAMs with a bivariate locally weighted regression (LOESS) smoothing term [12,13] to smooth over subject residential longitude and latitude [14].

Various hypothesis tests have been proposed to test for associations between the outcome and smoothed predictors in applications of GAMs. An approximate chi-square test (ACST), based on the likelihood ratio statistic, is available and is provided by standard software such as R [15] and S-Plus [16]; however the assumed asymptotic chi-square distribution is only approximate [12] and has been shown to have an inflated type I error rate [17]. Tusell (2001) proposed a permutation test when applying GAMs with a univariate spline smoother, Kelsall and Diggle (1998) proposed using Monte Carlo resampling, while other authors used bootstrap sampling methods [18-20] to compare observed statistics to distributions produced under the null hypothesis. Webster et al. [14] proposed a conditional permutation test (CPT) for applications of GAMs with a bivariate smoothing term.

For CPT, prior to analysis, Webster et al. [14] applied GAMs to observed data across a range of span (smoothing parameter) sizes and selected the span corresponding to the minimal Akaike Information Criterion (AIC). They computed the difference in deviance statistics of models including and excluding the LOESS smoothing term. Webster et al. applied GAMs to permuted datasets using the selected span from the observed data and corresponding difference in deviance statistics were recorded. The result was a permutation distribution conditioned on the selected span [14].

In a simulation study evaluating the type I error rates of ACST and CPT hypothesis tests applied with GAMs, two additional permutation tests were proposed. The first was the fixed span permutation test (FSPT) where the span size was determined a priori. The second...
was the unconditional permutation test (UPT) where the span size was determined by minimizing the AIC statistic for observed and for permuted datasets, producing an unconditional permutation distribution of statistics. CPT was found to have an inflated type I error rate, corrected by an empirically determined reduced significance cutoff. FSPT was appropriately sized; however it was unclear how to choose the most appropriate span size. This led to the proposal of the fixed multiple span permutation test (FMSPT) where 3 or 5 span sizes were selected a priori and significance cutoffs were adjusted using a Bonferroni-like adjustment. UPT was appropriately sized but was computationally burdensome and, with current computing power, its application may not be reasonable in model building applications [17].

The type I error rates of ACST and CPT when applied with reduced significance cutoffs and the powers and sensitivities of ACST, CPT, FSPT, FMSPT and UPT have yet to be compared. In this study, we used simulated data to identify which hypothesis testing method, ACST, CPT, FSPT, FMSPT, or UPT, has the greatest power across a range of effect sizes under a simple alternative hypothesis. We examined the power curves of five global hypothesis testing methods. We estimated and compared the sensitivity and false positive rates of point-wise tests for the four permutation methods.

Methods

Simulated data

Data were simulated under a simple case-control setting. The study region was a circular subset of the Euclidean plane with a radius of one unit and a circular cluster located at its center. (Figure 1) This is a simplified version of a pattern that may be observed if subjects living within some radius of an exposure source, such as a lead smelter [21], are at constant increased or decreased risk when compared to subjects living further from the source.

Two scenarios were considered where the cluster covered 15% (Scenario 1) or 5% (Scenario 2) of the study region. In both scenarios the probability of disease outside the cluster was held constant at 20%. Geographic locations were generated from a bivariate uniform distribution of longitude and latitude. For Scenario 1, odds ratios comparing subjects within to outside of the cluster were specified as 0.5, 1.0, 1.5, 2.0, 2.5 and 3.0. For the Scenario 2, odds ratios were 0.25, 1.0, 2.0, 3.0, 4.0 and 5.0. We chose these odds ratios to provide similar ranges of theoretical power estimates for Pearson chi-square tests applied to these scenarios while also reflecting odds ratios that may be observed in epidemiologic applications (Table 2, Table 3).

Odds ratios of 0.25 and 0.5 indicate locations of decreased risk while odds ratios greater than 1.0 indicate areas of increased risk. For each of these odds ratios, 1,000 datasets were simulated, each containing 1,000 observations. We selected the dichotomous outcome and sample size to reflect previous studies in spatial epidemiology that used GAMs as a primary statistical method [22-24]. The nominal type I error rate for each test was 0.05. All simulations and analyses were performed using the statistical software R v2.8.0. [15]. Syntax used to generate synthetic data is available on the Boston University Superfund Basic Research Program website (http://www.busrp.org/).

Theoretical power

The data could be analyzed using a Pearson chi-square test though, in practice, investigators would not be aware that the association was not more complex. To evaluate the performance of the hypothesis testing methods, we computed the theoretical power for a Pearson chi-square test: \[ P \left( \chi^2_{n-1} \geq \chi^2_{\alpha,1} \right) \]

where \( n \) is the sample size, and \( \alpha \) is the type I error rate. Theoretical powers were calculated for each scenario and odds ratio combination. Simulated power for this test was defined as the proportion of datasets where we rejected the null hypothesis with a significance level of 0.05.

Hypothesis testing methods

GAMs were applied to simulated datasets using a bivariate LOESS smoothing term to adjust for geographic location [14] using of the gam package [26] in R v2.8.0. [15]. When necessary we applied GAMs across a range of span sizes between 0.05 and 0.95 and selected the span that minimized the model AIC [27]. As cluster size differed in the two scenarios, we expected the distributions of selected spans to differ as well.

For ACST, it was shown through simulations that the distribution of difference in deviance statistics of models applied with and without smoothing terms can be loosely approximated by a chi-square distribution [12]. In this application, when applying ACST, for each dataset, the span size was selected and the approximate statistic and p-value were recorded. The test was found to have an inflated type I error rate when the significance cut-off was 0.05 with an observed rejection rate of 0.151 (95% CI: 0.137-0.165) under the null hypothesis [17]. Intuitively, one might divide \( \alpha \) by 3 as the observed type I error was approximately 3 times greater than the desired; however this adjustment provided an observed type I error rate of 0.073 (95% CI: 0.059-0.087) and did not correct the test size. Dividing \( \alpha \) by 4 may seem conservative; however simulations showed that this adjustment provided a test of the appropriate size (0.061; 95% CI: 0.047-0.075).
For CPT, the span size was selected for each dataset and the difference in deviances between models including and excluding the bivariate LOESS smoothing term was computed. Through permutation of geographic locations, 999 permuted datasets were created and GAMs were applied. For each permuted dataset the difference in deviance statistic was recorded, conditioned on the selected span size for the observed data. The statistic was ranked and the global null hypothesis of no association between the outcome and smoothed term was rejected if the observed difference in deviance fell in the upper tail of the conditional permutation distribution [14]. The CPT was found to have an inflated type I error rate when applied with a significance cut-off of 0.05 and a rejection rate of 0.09 (95% CI: 0.076-0.104) [17]. We adjusted the nominal cutoff to the upper 2.5% to obtain an observed type I error rate of the correct level.

The FSPT was applied across five span sizes: 0.1, 0.3, 0.5, 0.7 and 0.9, selected to display power estimates across a range of possible span sizes. GAMs with each predetermined span size were applied to observed and permuted datasets. The power for each of the five spans was obtained by rejecting the null hypothesis when

### Table 1: Description of Hypothesis Testing Methods and Significance Cutoffs.

| Hypothesis Testing Method                  | Abbreviation | Description                                                                 | Significance Cutoff |
|-------------------------------------------|--------------|-----------------------------------------------------------------------------|---------------------|
| Approximate Chi-Square Test               | ACST         | Compare the model deviance statistic to an approximate chi-square distribution. | 0.0125              |
| Conditional Permutation Test              | CPT          | Select optimal span size for observed data by minimizing AIC statistic across range of spans. Compare difference in deviance statistic to conditional permutation distribution obtained by holding span size constant. | 0.025               |
| Fixed Span Permutation Test               | FSPT         | Select span size \(\mu\) \textit{a priori}. Compare difference in deviance statistic to conditional permutation distribution obtained by holding span size constant. Reject the null hypothesis if at least one p-value falls below the significance cutoff. | 0.05                |
| Fixed Multiple Span Permutation Test      | FMSPT        | Select 3-5 span sizes \(\mu\) \textit{a priori}. For each span size, compare the difference in deviance statistic to corresponding conditional permutation distribution obtained by holding the span size constant. | 0.05 # Span sizes   |
| Unconditional Permutation Test            | UPT          | Select optimal span size for observed data as in CPT. Compare difference in deviance statistic to unconditional permutation distribution obtained by selecting optimal span size for each permuted dataset. | 0.05                |

### Table 2: Observed Power Estimates.

| Odds Ratios | 0.05 | 1.0 | 1.5 | 2.0 | 2.5 | 3.0 |
|-------------|------|-----|-----|-----|-----|-----|
| Power (95% CI) | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 |
| Type I Error (95% CI) | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 |
| Pearson Chi-Square Test | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| Theoretical Power | 0.70 | 0.70 | 0.70 | 0.70 | 0.70 | 0.70 |
| Observed Power | 0.70 | 0.70 | 0.70 | 0.70 | 0.70 | 0.70 |
| ACST | 0.125 | 0.125 | 0.125 | 0.125 | 0.125 | 0.125 |
| CPT | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 |
| FSPT | Span = 0.1 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| Span = 0.3 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| Span = 0.5 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| Span = 0.7 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| Span = 0.9 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| FMSPT | 0.1, 0.3, 0.5, 0.7, 0.9 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 |
| UPT | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |

### Table 3: Scenario 2 Observed Power Estimates.

| Odds Ratios | 0.25 | 1.0 | 2.0 | 3.0 | 4.0 | 5.0 |
|-------------|------|-----|-----|-----|-----|-----|
| Power (95% CI) | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 |
| Type I Error (95% CI) | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 |
| Pearson Chi-Square Test | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| Theoretical Power | 0.70 | 0.70 | 0.70 | 0.70 | 0.70 | 0.70 |
| Observed Power | 0.70 | 0.70 | 0.70 | 0.70 | 0.70 | 0.70 |
| ACST | 0.125 | 0.125 | 0.125 | 0.125 | 0.125 | 0.125 |
| CPT | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 |
| FSPT | Span = 0.1 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| Span = 0.3 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| Span = 0.5 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| Span = 0.7 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| Span = 0.9 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| FMSPT | 0.1, 0.3, 0.5, 0.7, 0.9 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 |
| UPT | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
the observed statistic fell in the upper 5% of the corresponding permutation distribution [17]. We also evaluated the power of a hypothesis test considering the data at multiple span sizes, the Fixed Multiple Span Permutation Test (FMSPT). For combinations of three or five spans across the range of possible span sizes we rejected the null hypothesis if any of the observed statistics fell in the upper $100 \left( \frac{\# \text{ spans computed}}{\# \text{ spans compared}} \right) \%$ of the corresponding permutation distribution. The adjustment was suggested in a previous paper to obtain tests of the appropriate size [17].

We selected the span size by minimizing the model AIC for observed and permuted datasets to perform the UPT. We rejected the null hypothesis if the observed difference in deviance statistic fell in the upper 5% of the permutation distribution [17].

**Point-wise hypothesis tests**

For each permutation method, point-wise hypothesis tests were performed by recording the predicted logodds from observed and permuted datasets at each point on a fine regular grid (1955 points per unit circle) overlaying the study region. Permutation distributions of point-wise predicted logodds were produced for each point. Hotspots, areas of increased risk, were identified as locations having predicted logodds from the observed data that fell in the upper 2.5% of the corresponding permutation distribution of predicted logodds. Coldspots, areas of decreased risk, were identified as locations with predicted logodds that fell in the lower 2.5% of the distribution [14].

It is unclear whether the conditional or unconditional nature of the permutation tests will affect the results. A point-wise testing method is not available for the ACST.

Sensitivity and false positive rate were defined in a similar manner to Ozonoff et al. [28] when evaluating local hypothesis tests, sensitivity was defined as the conditional proportion of the true cluster correctly identified as increased or decreased risk, given the global null hypothesis was rejected [28, 29].

$$ \text{Sensitivity} = P \left( \text{point identified as high/low risk} \mid \text{point is at high/low risk & global } H_0 \text{ rejected} \right) $$

False positive rate, the complement of specificity, was defined as the proportion of the study region falsely detected by the methods as high or low risk when the global hypothesis was rejected.

$$ \text{False Positive Rate} = P \left( \text{point identified as high/low risk} \mid \text{point not at high/low risk & global } H_0 \text{ rejected} \right) $$

Note that the false positive rate can be computed under the null hypothesis while sensitivity depends on the choice of a specific alternative.

**Results**

The observed power estimates for the Pearson chi-square test were similar to the theoretical power for both Scenarios 1 and 2. (Table 2, Table 3) ACST had observed type I error rates of 0.061 (95% CI: 0.046-0.076) and 0.059 (95% CI: 0.044-0.074) when applied under the null hypothesis. The nominal level of 0.05 fell within a 95% confidence interval of the ACST estimates as well as for the type I error estimates of CPT (Scenario 1: 0.047; 0.034-0.060; Scenario 2: 0.052; 0.038-0.066). The FSPT, FMSPT and UPT had observed type I error rates at or below the nominal level (Table 2, Table 3).

The power estimates for ACST under alternative hypotheses were smaller than the theoretical power, ranging between 0.161 and 0.918 for Scenario 1 and 0.145 and 0.722 for Scenario 2. The CPT had
power of similar magnitude to the ACST with estimates ranging from 0.149 to 0.923 and 0.120 to 0.688 for Scenarios 1 and 2, respectively. (Table 2, Table 3) Compared to their application with an unadjusted significance cutoff of 0.05, the ACST and CPT had reduced power across effect sizes. The shapes of the respective power curves were similar, regardless of the significance cutoffs for each method (Figure 2, Figure 3).

For Scenario 1, the distribution of spans selected for observed data through the minimization of the AIC statistic were left skewed with a single mode near spans of 0.9 for odds ratios of less than 2.0. For odds ratios of at least 2.0 the distributions were bimodal with modes near 0.3 and 0.6. (Figure 4) For Scenario 2, odds ratios less than 3.0 had left skewed distributions of optimal spans while larger odds ratios corresponded to an increased density for span sizes near 0.2 (Figure 5).

In Scenario 1, with a cluster covering 15% of the study region, the FSPT showed unbiased type I error rates across all span sizes and had power estimates ranging from around 0.150 to at least 0.900 for spans greater than 0.1. Estimates for a span of 0.1 were slightly lower. The highest power was observed for spans of 0.5 and 0.7. (Table 2) For a cluster covering 5% of the study region (Scenario 2), the greatest power was observed for a span of 0.3 followed by spans of 0.1 and 0.5. (Table 3) Evaluated at multiple spans, the FMSPT performed well with power estimates slightly smaller than those of the FSPT. The slight power reduction was likely due to the conservative significance cutoff: \( \alpha \) divided by the number of spans compared. The observed type I error rates were conservative for both scenarios. The power estimates ranged from less than 0.100 to approximately 0.900 for Scenario 1 and from less than 0.100 to 0.650 for Scenario 2 (Table 2, Table 3).

UPT had reduced power when compared to the other methods in Scenario 1. Power estimates ranged from around 0.100 to near 0.800, smaller than estimates for FSPT. In Scenario 2, UPT performed better than FSPT with spans of 0.5, 0.7 and 0.9 while it had comparable power estimates to the FSPT with a span of 0.1. The power estimates ranged from 0.125 to 0.650 (Table 2, Table 3).

Comparing computing times, using a personal computer with 504MB RAM, for a single analysis on a dataset including 1,000 observations, CPT, FSPT and FMSPT were completed in less than 15 minutes. For the same analysis, UPT was completed in 5.5 hours.

Examining power curves for Scenarios 1 and 2, ACST and the permutation tests had fairly similar power estimates across the range of effect sizes though they were outperformed by the theoretical and observed Pearson chi-square tests. In Scenario 1, the greatest power was observed for the ACST and CPT however there was little difference between these tests and the power of the fixed spans of 0.5 and 0.7. (Figure 6) In Scenario 2, maximum power was obtained by the ACST, closely followed by the FSPT for a span of 0.3 and similar estimates were observed for a span of 0.1, the CPT and the UPT (Figure 7).

Sensitivity and false positive rates for the permutation based methods are presented in Tables 4 and 5. Scenarios 1 and 2 shared false positive rates of approximately 5% under the null hypothesis, a trend of increasing false positive rates with increasing effect size and higher false positive rates for the UPT with respect to several other methods (Table 4, Table 5).

For Scenario 1, the highest sensitivity rates were observed for FSPT with spans of 0.5 and 0.7 and the UPT. The CPT also performed
In Scenario 1, a circular cluster covered 15% of the circular study region area, representing a large cluster close to the size of Worcester County in Massachusetts, while in Scenario 2, the circular cluster covered 5% of the area representing a small cluster close to the size of Barnstable County in Massachusetts [30]. In previous research we performed a power comparison of CPT, FMSPT and the spatial scan statistic. The relative pattern of power estimates for CPT and FMSPT was preserved through changes in region shape and variation in study region area, representing a large cluster close to the size of Scenarios. In Scenario 2, the highest sensitivity was observed for the UPT, followed closely by the CPT (97%) and the FSPT with spans of 0.1 and 0.3. Across all effect sizes, the sensitivity estimates were similar for all tests. False positive rates increased with increasing effect sizes. Consistently high false positive rates were observed for the UPT followed by the FSPT with spans of 0.7 and 0.9. Lowest false positive rates were observed for the span of 0.1 followed by the span of 0.3 with the CPT also showing low values (Table 5).
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significance cutoff adjustments to provide appropriately sized tests. While there is not sufficient evidence to guarantee these adjustments will hold in future studies, initial evidence based on unpublished research indicates the adjustments are robust to region shape and variations in population densities.

The ACST and CPT, when applied with reduced significance cutoffs, had high power estimates when compared to other methods in both scenarios and across effect sizes. For Scenario 1, the highest power was observed for FSPT with mid-ranged span sizes of 0.5 and 0.7 while for Scenario 2, the most often selected span size was smaller, corresponding to high power estimates for FSPT with spans of 0.1 and 0.3. Comparing power estimates across span sizes, the choice of span for FSPT does not affect the type I error rate; however the span was observed to influence the power of the hypothesis test. FSPT using spans with high densities in Figures 4 and 5 correspond to higher power estimates than for lower density spans. To maximize power, researchers would select a span expected to minimize the AIC statistic for the data at hand. In practice, however, the distribution of selected spans is unknown making the a priori selection of a span to minimize the AIC difficult and likely reducing the power of FSPT.

FMSPT in Scenario 1 showed power estimates smaller than most FSPTs, exceeding only the estimate for a span of 0.1; while in Scenario 2, the power estimates for the FMSPT were greater than all but the fixed spans of 0.1 and 0.3. In both scenarios, the evaluation of the FMSPT produced adequate power in relation to the estimates for a single fixed span, despite its conservative type I error rate.

It is of interest that the UPT was outperformed by the FSPT for all span sizes in Scenario 1 while it had higher power than spans of 0.5 or greater in Scenario 2. When applying the UPT, the critical value for the significance cutoff is determined as the 95th percentile of the ranked deviance statistics, obtained from permuted datasets. In general, the difference in deviance statistics obtained from GAMs with large spans will be smaller than those observed with small spans. Applying the UPT, for each permuted dataset, the span size is selected through the minimization of the AIC statistic. Under the null hypothesis the most appropriate span size is the largest available, i.e. the closest value to 1. By chance, some permuted datasets have characteristics causing a smaller span size to be selected and, as a result, the unconditional permutation distribution has larger variation than would be observed for a conditional permutation distribution.

The rank of the observed statistic in an unconditional permutation distribution is often smaller, i.e. farther to the left, than the ranked statistic in a fixed span permutation distribution. As a result, the null hypothesis is rejected less frequently, corresponding to reduced power for the UPT for a fixed span test.

Though small span sizes may be observed in practice, in the extreme case examined in Scenario 2 with an odds ratio of 5.0, the UPT did not perform much better than the FSPT when applied with fixed large span sizes. Additionally, it was outperformed by the CPT and the FMPST had power estimates nearing those of the UPT.

In Scenario 1, with effect sizes of 2.0 or greater, the UPT and FSPT with span sizes of 0.3 or greater had sensitivity rates of at least 80%. In Scenario 2, with odds ratios of at least 3.0, all tests had sensitivity estimates of at least 80%. Sensitivity of this magnitude or greater indicates that at least 80% of the area that was truly at risk was detected by these methods, a reasonable requirement of a statistical test in practice. Increased sensitivity increases researchers’ abilities to detect areas that are at risk and subsequently provide services to those neighborhoods.

In contrast, researchers aim to reduce false positive rates as increased false detection in spatial epidemiologic studies may waste resources as public health officials target unaffected areas with unnecessary procedures to reduce residential risk. Depending on the severity of the disease of interest, risk of exposure to residents and cost of resources sent to detected areas, different false positive rates may be acceptable to researchers. In Scenario 1, the highest false positive rate was observed for a fixed span of 0.7 with 41% false positives for an odds ratio of 3.0. Depending on the costs, this rate may be considered high and the CPT may be preferred as its false positive rate was smaller at 31%. For Scenario 2, the highest false positive rates were observed for fixed spans of 0.7, 0.9 and for UPT. The CPT outperformed many of the methods with smaller rates than the UPT and the FSPT with spans of at least 0.5. In general, with increased sensitivity comes an increased false positive rate as the two measures are highly related. Researchers must balance the benefits of the sensitivity of a test with the false positive rate in order to select a desirable test that can detect areas of increased risk without extreme false positive rates.

In this study, we considered two simple scenarios with different most appropriate span sizes, one large and one small, expected to minimize the AIC. We included an array of effect sizes and obtained a wide range of observed power estimates. We computed theoretical power using a Pearson chi-square test for comparison to the testing methods performed with GAMs. Though we included only one cluster pattern, other research has indicated that different variations in disease risk are not expected to change the relative patterns of power and sensitivity [29]. Benchmark data is provided on the Boston University Superfund Basic Research Group website (http://www.busrp.com) to allow comparison of GAMs with other methods; however an extensive power comparison in complex scenarios, such as areas with sparse data, irregular boundaries and multiple clusters, is left for future research. While we considered span selection by minimizing the AIC statistic, there are many other methods that can be used. We expect similar patterns of relative power to be observed for any data driven span selection procedures relying on functions of model deviance. The confirmation of this is left to future research.

We proposed type I error rate adjustments for the ACST and CPT based on empirical evidence and a nominal level of 0.05. While the adjustments produced tests of an appropriate size in this application, for other nominal levels simulation studies must be performed to determine appropriate adjustments. Though not rigorously proven, we present an explanation for the relative positioning of the hypothesis testing methods in a hierarchy of power, sensitivity and false positive estimates based on the results of this study. The evaluation of sensitivity and false positive rates for FMSPT is left for future research.

Conclusion

The choice of hypothesis testing method may depend on the motivation of the analysis. For exploratory or model building investigations, ACST, CPT, FSPT and FMSPT are appropriate. The statistic and p-value for ACST are produced by standard software and, when applied with a reduced significance cutoff, the test had high power estimates; however ACST is disadvantaged in the limited information it provides. Permutation tests can detect overall variation in outcomes across the study region and can identify specific areas of increased or decreased risk while ACST can only evaluate overall variations in population densities. CPT uses data driven span selection procedures, allowing investigators to gain...
information about the degree of spatial variation in the study region, to see how this may change in a model building scenario, as well as to perform hypothesis tests. When applied with a reduced significance cutoff it is appropriately sized and produces high power estimates. FSPT is appropriately sized; however it requires the selection of a single span and its power depends on the span size. FMSPT is a better alternative, allowing investigators to produce maps using multiple span sizes and to examine possible associations at a variety of smoothing levels. Though conservative in its type I error rate, FMSPT produced adequate power estimates. UPT, mathematically, is the most appropriate test and may be applied when investigators would like to avoid a priori span size selections while also maintaining the nominal type I error rate without applying significance cutoff adjustments. However, in light of its computational burden, UPT may not be appropriate for model building scenarios at this time as CPT, FSPT and FMSPT can provide more immediate results.
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