The GOGREEN survey: Internal dynamics of clusters of galaxies at redshift 0.9–1.4
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ABSTRACT

Context. The study of galaxy cluster mass profiles \(M(r)\) provides constraints on the nature of dark matter and on physical processes affecting the mass distribution. The study of galaxy cluster velocity anisotropy profiles \(\beta(r)\) informs the orbits of galaxies in clusters, which are related to their evolution. The combination of mass profiles and velocity anisotropy profiles allows us to determine the pseudo phase-space density profiles \(Q(r)\); numerical simulations predict that these profiles follow a simple power law in cluster-centric distance.

Aims. We determine the mass, velocity anisotropy, and pseudo phase-space density profiles of clusters of galaxies at the highest redshifts investigated in detail to date.

Methods. We exploited the combination of the GOGREEN and GCLASS spectroscopic data-sets for 14 clusters with mass \(M_{200} \geq 10^{14} M_\odot\) at redshifts 0.9 ≤ \(z\) ≤ 1.4. We constructed an ensemble cluster by stacking 581 spectroscopically identified cluster members with stellar mass \(M_* \geq 10^9 M_\odot\). We used the MAMPOSSt method to constrain several \(M(r)\) and \(\beta(r)\) models, and we then inverted the Jeans equation to determine the ensemble cluster \(\beta(r)\) in a non-parametric way. Finally, we combined the results of the \(M(r)\) and \(\beta(r)\) analysis to determine \(Q(r)\) for the ensemble cluster.

Results. The concentration \(c_{200}\) of the ensemble cluster mass profile is in excellent agreement with predictions from a cold dark matter (CDM) cosmological numerical simulations, and with previous determinations for clusters of similar mass and at similar redshifts, obtained from gravitational lensing and X-ray data. We see no significant difference between the total mass density and either the galaxy number density distributions or the stellar mass distribution. Star-forming galaxies are spatially significantly less concentrated than quiescent galaxies. The orbits of cluster galaxies are isotropic near the center and more radial outside. Star-forming galaxies and galaxies of low stellar mass tend to move on more radially elongated orbits than quiescent galaxies and galaxies of high stellar mass. The profile \(Q(r)\), determined using either the total mass or the number density profile, is very close to the power-law behavior predicted by numerical simulations.

Conclusions. The internal dynamics of clusters at the highest redshift probed in detail to date are very similar to those of lower-redshift clusters, and in excellent agreement with predictions of numerical simulations. The clusters in our sample have already reached a high degree of dynamical relaxation.
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1. Introduction

Cosmological halos from a cold dark matter (CDM) numerical simulations are known to have an internal mass distribution described by a universal shape, well represented by the Navarro-Frenk-White (NFW) model (Navarro et al. 1996, 1997). Alternative models of this universal profile have been proposed (e.g., Moore et al. 1998; Ricotti et al. 2007; Del Popolo 2010; Navarro et al. 2004; Stadel et al. 2009). The inner slope of the mass distribution might deviate from the NFW model because of several processes such as dynamical friction, central condensation of cooled gas, and active galactic nucleus (AGN) feedback (e.g., Blumenthal et al. 1986; Martizzi et al. 2012; Schaller et al. 2015; Laporte & White 2015; Peirani et al. 2017; He et al. 2020). The external slope of the mass distribution in individual clusters might deviate from the NFW model depending on the mass accretion rate in the cluster outskirts (e.g., Diemer & Kravtsov 2014; More et al. 2015; Vallés-Pérez et al. 2020). The shape of the cluster mass profile also depends on the properties of the dark matter (DM) component. Models that deviate from the classical cold DM (CDM) model generally predict mass density profiles, \(\rho(r)\), that are flatter than the NFW model near the halo center (see, e.g., Hu et al. 2000; Bode et al. 2001; Peter et al. 2010; Spergel & Steinhardt 2000; Rocha et al. 2013). An example of these profiles is the cored profile of Burkert (1995).

The two quantities that characterize most models for the mass profile of cosmological halos, \(M(r)\), are scale parameter, the mass at a given overdensity, \(M_A\), and a shape parameter, the concentration \(c_A \equiv r_A/r_s\), with \(r_s\) the radius where the logarithmic derivative of the mass density profile \(\rho(r)\), \(\gamma \equiv \ln \rho/d\ln r = -2\). A prediction of CDM cosmological simulations is the existence of a relation between \(c_A\) and \(M_A\) (see, e.g., Navarro et al. 1996; Bullock et al. 2001) that depends on the halo’s redshift, \(z\). More massive halos are less concentrated because they form later when the density of the Universe is lower (White & Rees 1978). The concentration is predicted to decrease with increasing \(z\) at a given \(M_A\). and the concentration–mass
relation is predicted to flatten with $z$ (e.g., Navarro et al. 1996; Bullock et al. 2001; Zhao et al. 2003; Neto et al. 2007). The earliest investigations predicted a strong $z$ dependence of the concentration–mass relation, but more recent works indicate a very mild $z$ dependence, with $c_{\text{A}}$ increasing by only $\sim 30\%$ from $z \sim 2$ to $z \sim 0$ (e.g., De Boni et al. 2013; Dutton & Macciò 2014). The normalization and evolution of the concentration–mass relation depends on the cosmological model, in particular on the Hubble and density parameters $h$ and $\Omega_m$; the dispersion of the mass fluctuation within spheres of comoving radius equal to $8 h^{-1}$ Mpc, $\sigma_r$; and the dark energy equation of state parameter $w$ (e.g., Klypin et al. 2003; Dolag et al. 2004; Macciò et al. 2008; Carlesi et al. 2012; De Boni et al. 2013; Kwan et al. 2013). The concentration–mass relation also depends on baryonic processes. Hydrodynamical simulations have shown that, at a given mass, gas cooling and star formation tend to increase the halo concentration compared to the case where only gravitational processes are considered (Fedeli 2012; Martizzi et al. 2012; Rasia et al. 2013; Cui et al. 2016). However, feedback from AGN has the opposite effect, so that the concentrations of cosmological halos turn out to be similar in DM-only and full hydrodynamical simulations (King & Mead 2011; Teyssier et al. 2011; Shirasaki et al. 2018).

The universal shape of the mass profiles of cosmological halos might be the result of an initial fast assembly phase (e.g., Huss et al. 1999; El-Zant 2008; Lapi & Cavaliere 2011), characterized by the chaotic mixing and violent relaxation processes (Hénon 1964; Lynden-Bell 1967). Taylor & Navarro (2001) suggested that an even more universal quantity is the pseudo-shape–space density profile, $Q(r) \equiv \rho(r)/\sigma_v^2$, where $\sigma_v(r)$ is the total velocity dispersion profile of DM particles. Numerical simulations indicate that $Q(r)$, for cosmological halos with a wide range of masses, follows a power-law behavior with a universal slope (e.g., Taylor & Navarro 2001; Dehnen & McLaughlin 2005; Knollmann et al. 2008). An alternative formulation of the pseudo-shape density profile is given by $Q_\beta(r) \equiv \rho(r)/\sigma_v^2$ (Dehnen & McLaughlin 2005), where $\sigma_v$ is the radial component of $\sigma$. The $Q_\beta$ profile also follows a power-law with radius. The lack of a particular scale radius suggests that $Q(r)$ and $Q_\beta$ have a purely gravitational nature, and are more fundamental than $M(r)$ in describing the internal dynamics of cosmological halos. The profiles $Q(r)$ and $Q_\beta(r)$ have been identified with a sort of gravitational entropy, $K \equiv \sigma^2/M^{2/3} = Q^{-2/3}$ (e.g., Lapi & Cavaliere 2009), for its formal analogy with the commonly adopted definition of entropy of the hot intra-cluster medium (ICM), $K_{\text{ICM}} \equiv k_B T/n_e^{2/3}$ (e.g., Biffi et al. 2017). Very little evolution is predicted for $Q(r)$, with its power-law slope steepening by $\lesssim 15\%$ from $z \sim 0$ to $z \sim 2$ (Lapi & Cavaliere 2009).

A relation between the power-law behavior of $Q(r)$ and the NFW shape of $M(r)$ (Navarro et al. 1996, 1997) can be established through the Jeans equation of dynamical equilibrium (Binney & Tremaine 1987) if the logarithmic slope of $\rho(r)$ has a linear relation with the velocity anisotropy profile

$$\beta(r) \equiv 1 - (\sigma_a^2 + \sigma_t^2)/(2 \sigma_v^2),$$

where $\sigma_a$ and $\sigma_t$ are the two tangential components of the velocity dispersion, usually assumed to be identical in clusters of galaxies. The existence of such a linear relation was suggested by Hansen & Moore (2006) and interpreted by Hansen (2009) in terms of the relative shapes of the radial and tangential velocity distribution functions of bound particles in a halo. Studying the velocity anisotropy profile of cosmological halos is thus important for an understanding of their internal dynamics.

Constraining $M(r)$, $Q(r)$, and $\beta(r)$ and their evolution can in principle provide useful information on how and when cosmological halos reach dynamical equilibrium, which physical processes are involved, and the nature of DM. Clusters of galaxies are observational targets of particular interest in this sense because they are expected to be the last halos to achieve virial equilibrium in the CDM scenario (White & Rees 1978), so we can hope to trace their evolution close to their formation epoch by observing them at relatively low $z$. The transition epoch between the early fast accretion phase and the late slow accretion phase is indeed predicted to occur at $z \lesssim 1$ for the most massive halos (Lapi & Cavaliere 2009).

Another advantage of studying clusters of galaxies is that their $M(r)$ can be determined over a wide range of scales in several ways, that is, via X-ray observations of the hot ICM, via the Sunyaev-Zeldovich effect (Sunyaev & Zeldovich 1970), by the gravitational lensing of galaxies in the cluster background, and by analyzing the distribution of cluster members in projected phase-space. (see Pratt et al. 2019, for a review of these methods). The last method determines $M(r)$ from the central $\sim 50$ kpc to very large radii (e.g., Rines & Diaferio 2006; Biviano et al. 2013), and determines the $\beta(r)$ of cluster galaxies (e.g., Biviano & Katgert 2004). Knowledge of $\beta(r)$ allows us to determine $\sigma_v(r)$ and $\sigma_t$ from the line-of-sight velocity dispersion profile of cluster galaxies, $\sigma_{\text{los}}$. If $\beta(r)$ is known from any of the methods mentioned above, $Q(r)$ and $Q_\beta(r)$ of the DM components can then be derived, modulo an assumption about the similarity of the galaxies and DM $\sigma_{\text{los}}$ since the DM $\sigma_{\text{los}}$ (and $\sigma_v$ and $\sigma_t$) are not observables.

There have been many determinations of the $M(r)$ of clusters of galaxies using cluster galaxies as tracers of the potential, both for individual clusters (e.g., Geller et al. 1999; Rines et al. 2000, 2003; Lokas & Mamon 2003; Lokas et al. 2006; Rines & Diaferio 2006; Wojtak & Lokas 2010; Biviano et al. 2013, 2017a; Guennou et al. 2014; Munari et al. 2014; Balestra et al. 2016; Maughan et al. 2016; Sartoris et al. 2020) and for stacks of several clusters (e.g., Carlberg et al. 1997a; van der Marel et al. 2000; Biviano & Girardi 2003; Katgert et al. 2004). Results from these studies have been used to constrain the concentration–mass relation, in most cases by adopting the NFW model (Groener et al. 2016; Biviano et al. 2017b). In general, these studies confirm that the NFW model provides an acceptable fit to the cluster $M(r)$, albeit with considerable variation from cluster to cluster, and there is a reasonable agreement between the observed concentration–mass relation and that predicted by $\Lambda$CDM cosmological numerical simulations. However, all these studies involve clusters at $z < 1$. There are only a few determinations of the $M(r)$ of clusters of galaxies at $z \sim 1$ or above, the one by Biviano et al. (2016, hereafter B+16) based on the phase-space distribution of cluster galaxies in the GCLASS sample (Mazzin et al. 2012), the ones by Babyk et al. (2014) and Amodeo et al. (2016) based on X-ray observations, and the one by Sereno et al. (2015) based on gravitational lensing.

Previous observational determinations of $Q(r)$ and $Q_\beta(r)$ for clusters of galaxies are those of Munari et al. (2014) at $z = 0.09$, Biviano et al. (2013) at $z = 0.44$, and B+16 at $z \sim 1$. All these studies found results that agree with the theoretical predictions, namely that $Q(r)$ and $Q_\beta(r)$ follow power laws with the predicted slopes.

Observational determinations of $\beta(r)$ for clusters of galaxies are also in general agreement with predictions from numerical simulations (e.g., Diaferio 1999; Munari et al. 2013; Lotz et al. 2019), with $\beta(r) \approx 0$ near the cluster center and increasing outside. This means cluster galaxies are on isotropic orbits near
the center and increasingly radial orbits outside (e.g., Natarajan & Kneib 1996; Mahdavi et al. 1999; Biviano & Katgert 2004; Biviano & Poggianti 2009; Lemze et al. 2009; Biviano et al. 2013; Munari et al. 2014; Annunziatella et al. 2016; Capasso et al. 2019; Mamon et al. 2019; Stark et al. 2019). There is, however, considerable variance in the shape of $\beta(r)$ from cluster to cluster (Hwang & Lee 2008; Benatov et al. 2006; Aguerri et al. 2017), as also found in cluster-sized halos from cosmological simulations (Mamon et al. 2013, hereafter MBB). At $z \sim 0$, determinations of cluster $\beta(r)$ indicate a dichotomy in the orbits of early-type, red, and quiescent galaxies on one side, and late-type, blue, star-forming galaxies, on the other. Early-type, red, quiescent galaxies move on isotropic orbits also at large distances from the cluster center, while late-type, blue, star-forming galaxies display more radially elongated orbits (e.g., Mamon et al. 2019, and references therein). At higher-$z$, the orbits of red, quiescent galaxies are more similar to those of blue, star-forming galaxies, that is, more radial outside the center of the cluster (e.g., B+16, and references therein).

In this paper we use the GOGREEN spectroscopic data set (Balogh et al. 2017, 2021) complemented with the GCLASS spectroscopic data set (Muzzin et al. 2012) to probe in detail the internal dynamics of clusters of galaxies at an unprecedented high $z$. In particular, we determine the $M(r)$, $\beta(r)$, $Q(r)$, and $Q_{\perp}(r)$ of a stack of 14 clusters at redshift $0.87 \leq z \leq 1.37$ by using the MAMPOSTH method (MBB) and the Jeans equation inversion technique (Binney & Mamom 1982; Solanes & Salvador-Solé 1990). Our analysis is similar to that of B+16, which was limited to the GCLASS data set. As in B+16 we consider the subsamples of star-forming and quiescent galaxies, and in addition we consider subsamples of clusters in two bins of cluster $z$ and $M_{200}$, and in two bins of galaxy stellar mass $M_*$.

With respect to our previous analysis, here we increase the number of clusters (from 10 to 14) and the total number of cluster members (from 418 to 581).

The structure of this paper is the following. In Sect. 2 we describe our data set, how we identify cluster members (Sect. 2.1), the construction of the ensemble cluster from stacking (Sect. 2.2), and the completeness of the spectroscopic sample (Sect. 2.3). In Sect. 3 we describe the methodology we used to determine $M(r)$ (Sect. 3.1), and provide the results of our analysis for the $M(r)$ of the ensemble cluster and its subsamples. We compare the results with theoretical predictions and previous observational results (Sect. 3.2). We also compare $\rho(r)$ with the number density and $M_*$ density profiles of cluster members (Sect. 3.2). In Sect. 4 we describe the methodology by which we determine $\beta(r)$ (Sect. 4.1) and provide the results of our analysis for the $\beta(r)$ of the ensemble cluster and its subsamples (Sect. 4.2). In Sect. 5 we determine the $Q(r)$ and $Q_{\perp}(r)$ of the ensemble cluster and compare them to the theoretical predictions. In Sect. 6 we discuss our results, separately for $M(r)$ (Sect. 6.1), $\beta(r)$ (Sect. 6.2), and $Q(r)$, $Q_{\perp}(r)$ (Sect. 6.3). In Sect. 7 we provide our conclusions.

Throughout this paper we adopt the following cosmological parameter values: a Hubble constant $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$, a present-day matter density $\Omega_m = 0.3$, and a curvature parameter value $\Omega_k = 0$.

2. The data set

The cluster sample studied in this work is drawn from the GOGREEN (Balogh et al. 2017, 2021) and GCLASS (Muzzin et al. 2012) surveys. The GOGREEN survey targeted 27 clusters and groups at $1.0 < z < 1.5$. Three of these clusters were discovered by the South Pole Telescope (SPT) survey (Brodwin et al. 2010; Foley et al. 2011; Stalder et al. 2013), and another nine were taken from the Spitzer Adaptation of the Red-sequence Cluster Survey (SpARCS, Muzzin et al. 2009; Wilson et al. 2009; Demarco et al. 2010). Nine groups in the COSMOS and Subaru-XMM Deep Survey (Finoguenov et al. 2007, 2010; George et al. 2011) complete the GOGREEN survey. The GCLASS survey targeted ten clusters at $0.8 < z < 1.3$, all taken from the SpARCS; five of them were also targeted in the GOGREEN survey.

The core observations of both GCLASS and GOGREEN were extensive multi-object spectroscopy of cluster galaxies with the GMOS spectrograph at the Gemini telescopes (Hook et al. 2004), with a spectroscopic resolving power $R = 440$ and with a typical individual $cz$ uncertainty of $278$ km s$^{-1}$, corresponding to a cluster rest-frame uncertainty $\delta_c \sim 154$ km s$^{-1}$. This uncertainty is small compared to the $\sigma_{los}$ of the GCLASS and GOGREEN clusters, and thus fully adequate for a dynamical analysis, given that $\delta_c$ contributes to the observed $\sigma_{los}$ in quadrature (Harrison & Noonan 1979; Danese et al. 1980). The combined GCLASS and GOGREEN sample contains 2257 unique objects with good quality $z$ measurements (as defined in Balogh et al. 2021): 1529 from GOGREEN and 728 from GCLASS. To this data set we add 112 unique objects with good $z$ measurements from the literature (references are given in Table 1).

In this paper we only consider the 14 clusters with 20 spectroscopic members or more (membership determination is described in Sect. 2.1). Cluster velocity distributions based on fewer than 20 members can be biased low by the effect of dynamical friction (Old et al. 2013; Saro et al. 2013), and cluster velocity dispersion estimates based on fewer than 20 members can be shown to be statistically unreliable (Girardi et al. 1993). The list of the 14 clusters and their properties are given in Table 1.

2.1. Cluster membership

To identify cluster members we proceeded in three steps. First we identified the main cluster peak in $z$ space (following Beers et al. 1991; Girardi et al. 1993) by selecting those galaxies in the cluster field with $|z - z_c| \leq 6000$ km s$^{-1}$, where $z$ is the speed of light and $z_c$ is the initial cluster redshift estimate, taken from Balogh et al. (2017) for the GOGREEN clusters and B+16 for the GCLASS clusters.

We then applied the Kernel Mixture Model (KMM) algorithm (McLachlan & Basford 1988; Ashman et al. 1994) to the distribution of redshifts located in the main peak. KMM estimates the probability that the $z$ distribution is better represented by $k$ Gaussians rather than a single one. Given the limited number of galaxies with redshifts available for each cluster, we only considered the case $k = 2$. This part of the procedure is meant to identify cases of merging subclusters close to the line of sight, and to separate these subcluster components from the main cluster. Secondary peaks are identified only in two clusters, SpARCS1051, and SpARCS1616. These secondary peaks correspond to two small groups of four galaxies each, and they are removed from the samples of cluster members. Overall, the KMM analysis suggests that the GOGREEN clusters have no strong contamination from foreground groups nor are they undergoing major mergers along the line of sight.

The membership selection of the galaxies that are left in the sample after the main-peak and KMM selections was then refined by using two methods: Clean (MBB) and CLUMPS, a new algorithm that we describe in detail in Appendix A. Both
Clean and CLUMPS identify cluster members based on location in projected phase-space, \( R, \theta_\ell \), where \( R \) is the projected radial distance from the cluster center and \( \theta_\ell \equiv e (z - 2)/(1 + z) \) is the rest-frame velocity, with the mean cluster redshift \( \bar{z} \) estimated on the identified cluster members (see below). For the cluster center we use the position of the brightest cluster galaxy (BCG; van der Burg et al. 2020).

These two methods for cluster membership are conceptually very different. Clean is theoretically motivated, its parameters fixed by our understanding of the properties of cluster-sized halos extracted from cosmological numerical simulations. CLUMPS is instead less model-dependent, and is based only on the fact that a cluster of galaxies is a concentration in projected phase-space. Clean ensures stability thanks to the use of theoretically motivated models, but its results depend on how close the chosen models are to reality. CLUMPS, on the other hand, depends on the choice of parameters that are not linked to a specific model, thus chosen with considerable freedom, and this can cause instability in the results. The combined use of Clean and CLUMPS helps in reducing possible systematics in the process of membership selection (Wojtak et al. 2007) as we expect the two methods to compensate each other for their relative weaknesses.

More specifically, the Clean method uses an estimate of the cluster line-of-sight velocity dispersion, \( \sigma_{\text{los}} \), to provide a first estimate of the cluster mass from a scaling relation. It then adopts the NFW profile, a theoretical concentration–mass relation (Macciò et al. 2008), and a velocity anisotropy profile model (Mamon et al. 2010), to predict \( \sigma_{\text{los}}(R) \) and to iteratively reject galaxies with \( |v_\| > 2.7 \sigma_{\text{los}} \) at any radius (for more details, see MBB). The adopted profiles are known to be a good description of real cluster profiles on average. Adopting different models would not make a large difference in the membership selection since they would predict similar velocity dispersion profiles (for an example, see Fig. 5), but the adopted profiles might not be a good description of the individual cluster profile. For this reason we supplement Clean with CLUMPS. CLUMPS evaluates the density of galaxies in projected phase-space, by counting galaxies in bins of \( R \) and \( \theta_\ell \), and applies a convolution of this density distribution with a Gaussian filter in Fourier space. Then for each bin in the radial direction CLUMPS identifies the main peak in velocity space. The minima around this peak define the velocity boundaries outside which interlopers are removed in any given bin (see Appendix A for more details).

We ran each of these two methods twice. On the first run we defined \( \bar{z} \) as the average redshift of the galaxies that passed the main-peak and KMM selection. On the second run we re-defined \( \bar{z} \) as the average redshift of the galaxies selected as members in the first run.

In Col. 5 of Table 1 we list \( N_M \), the weighted number of cluster members, assigning weight \( = 1.0 \) to objects selected as members by both membership algorithms (described in the text), weight \( = 0.5 \) to objects selected as members by only one of the two membership algorithms, and weight \( = 0.0 \) to objects that are not selected as members by either of the two algorithms. In the same Col. 5 we also list in parentheses \( N_M \), the number of galaxies identified as members by either of the two membership algorithms. InCols. 6 and 7 we provide the cluster mean redshift \( \bar{z} \) and, respectively, velocity dispersion \( \sigma_{\text{los}} \), obtained on the sample of \( N_M \) members with the weighted mean and weighted dispersion estimators, using the galaxy membership weights.

### 2.2. The ensemble cluster

We did not have a sufficient number of spectroscopically identified member galaxies per cluster (typically \( \geq 200 \)) to allow the...
determination of the mass and anisotropy profile of each cluster independently. To improve the statistics we built an ensemble cluster by stacking the data of our 14 clusters, a procedure widely used in the literature (e.g., Carlberg et al. 1997b; Biviano & Girardi 2003; Mahdavi & Geller 2004; Katgert et al. 2004; Rines et al. 2013; Cava et al. 2017). We based our stacking procedure on the theoretical expectation that the mass profile of massive halos are almost homologous. Both theory and observations indicate that, on average, the $M(r)$ of clusters have very similar concentrations at different redshifts and masses (e.g., De Boni et al. 2013; Biviano et al. 2016), and therefore depend on a single parameter, $r_{200}$. We could then build the ensemble cluster by stacking together all the members of our 14 clusters in projected phase-space, by normalizing the clustercentric distances $R$ by $r_{200}$ and the rest-frame velocities $v_{rf}$ by $v_{200}$. We therefore needed to estimate $r_{200}$ for each of our 14 clusters. To check for possible systematic errors, we provided three estimates of $r_{200}$ of each individual cluster. These three estimates are listed in Table 1.

The first estimate is a by-product of the Clean procedure. Clean does in fact use $\sigma_{200}$ to predict the cluster $r_{200}$ in an iterative way (see Appendix B of MBB). We call this $r_{200}$ estimate $r_{200,C}$. The second $r_{200}$ estimate, called $r_{200,Mo}$, comes from application of the MAMPOSSt method (described in Sect. 3.1) to the sample of members defined by Clean and CLUMPS, using membership weights. Since the individual cluster data sets are not large enough to constrain several parameters of the mass and anisotropy profile, we only allowed the value of $r_{200}$ as a free parameter in the MAMPOSSt procedure. We assumed the light-traces-mass hypothesis, by forcing the galaxy number density profile to have the same shape as the mass density profile, and fixed the latter to the NFW profile with a concentration $c_{200} = 3.5$, a typical value for clusters at $z \sim 1$ according to cosmological numerical simulations (e.g., Duffy et al. 2008). We also assumed the $\beta(r)$ model of Tiret et al. (2007), $\beta(r) = \beta_\infty r/(r + r_\infty)$, where $r_\infty$ is the radius where the logarithmic derivative of the mass density profile equals $-2$, and we took $\beta_\infty = 0.5$. This $\beta(r)$ model was found to provide a good fit to the $\beta(r)$ of simulated clusters (e.g., Mamon et al. 2010). Like the previous one, our third $r_{200}$ estimate also comes from an application of the MAMPOSSt method. Here we do not use theoretical estimates of $M(r)$ and $\beta(r)$; instead, we adopt the best-fit profiles obtained by B +16 on the GCLASS sample of clusters, namely a Burkert profile (Burkert 1995) for $M(r)$ and an Opposite profile (Biviano et al. 2013) for $\beta(r)$. We call this $r_{200}$ estimate $r_{200,Mo}$.

The three $r_{200}$ estimates are rather similar; on average, $r_{200,Mo}$ and $r_{200,Mo}$ are equal, $r_{200,Mo}$ and $r_{200,Mo}$ differ by 6%, and $r_{200,Mo}$ and $r_{200,Mo}$ differ by 6%. The maximum difference found among the three $r_{200}$ estimates for any of our 14 clusters is 13%. We adopted $r_{200} = r_{200,Mo}$ to build our ensemble cluster in normalized projected phase-space, $R/r_{200}$ and $v_{rf}/v_{200}$. We verified that our conclusions are not sensitive to this choice. The normalized projected phase-space distribution obtained using $r_{200} = r_{200,Mo}$ is shown in Fig. 1.

To increase the spectroscopic completeness of the sample (important for the dynamical analysis; see Sect. 2.3) we restrict the dynamical analysis to galaxies in the ensemble clusters with stellar mass $M_* \geq 10^{9.5} M_\odot$. This is the $M_*$ limit to which the exposure times, and the associated depths, of the GOGREEN photometry were tailored (van der Burg et al. 2020). This $M_*$ selection only removes 7% of the cluster members.

Properties of this ensemble cluster (and subsamples extracted from it) are listed in Table 2. They are evaluated as weighted averages of the corresponding properties of the 14 clusters that make the ensemble cluster, using the number of members of each cluster as a weight. We considered the following subsamples of the ensemble sample in the current analysis:

- low-$M_{200}$, 7 clusters with $M_{200}$ below the median $M_{200}$ of the ensemble sample, $M_{200} = 2.8 \times 10^{14} M_\odot$;
- high-$M_{200}$, 7 clusters with $M_{200}$ above the median $M_{200}$ of the ensemble sample;
- low-$z$, 7 clusters with $z$ below the median $z$ of the ensemble sample, $z = 1.10$;
- high-$z$, 7 clusters with $z$ above the median $z$ of the ensemble sample.

2.3. Spectroscopic completeness

Our analysis is impacted by the different survey strategies, and particularly by which galaxies were targeted spectroscopically. Spectroscopic incompleteness is not likely to affect the observed distribution of cluster galaxy velocities since velocity segregation with galaxy mass has a very small effect in clusters (Biviano et al. 1992, 2002; Adami et al. 1998; Goto 2005). However, since the number density profiles are affected by spectroscopic incompleteness, it is essential to correct for it in the Jeans dynamical analysis. More precisely, the global value of spectroscopic incompleteness does not affect the dynamical analysis because the number density profile only enters the Jeans equation through its logarithmic derivative. What matters is the radial dependence of the spectroscopic incompleteness. If a sample has different levels of completeness at different distances from the cluster center, the inferred number density profile will differ from the intrinsic one.

It is not feasible to evaluate the spectroscopic correction as a function of $R/r_{200}$ for each individual cluster in a robust way because of poor statistics. However, the spectroscopic completeness (including the dependence on stellar mass and radial distance) is very different for the GOGREEN and GCLASS surveys. Therefore, to evaluate the spectroscopic completeness of our ensemble cluster, we divided our ensemble cluster into three subsamples: one with only GOGREEN spectroscopic data, another with both GOGREEN and GCLASS spectroscopic data, and a third with only GCLASS spectroscopic data (clusters belonging respectively to the GOGREEN, GGCC, and GCLASS surveys).
samples in Table 1). We determined a spectroscopic completeness correction separately for the three subsamples of the ensemble cluster.

We evaluated the spectroscopic completeness of each of the three subsamples following van der Burg et al. (2020). Specifically, in each of several radial bins, we counted the number of galaxies, \(N_p\), with photometric redshifts within a given range of the mean cluster redshift, \(|\Delta z_p| \leq 0.08\), and the number of these galaxies with good quality redshift measurements, \(N_c\). Photometric redshifts were evaluated with the code EAZY of Brammer et al. (2008), as described in van der Burg et al. (2020). We considered radial bins in units of \(r_{200}\), and only galaxies with stellar mass \(M_\star \geq 10^{10.5} M_\odot\) (see Sect. 2.2). In the same radial bins we estimated the fraction \(f_{\text{SF}}\) of the covered area that is masked because of the presence of bright stars, diffraction spikes, and reflective halos, or because of artifacts in any photometric band (see van der Burg et al. 2020, for details). The spectroscopic completeness in each radial bin was then evaluated as \(C = (1 - f_{\text{SF}}) N_c / N_p\).

We plot in Fig. 2 the spectroscopic completeness profiles for the three subsamples of the ensemble cluster, in the radial range that is adopted for the fit of an NFW model to the number density profile (see Sect. 3.1). To avoid over-interpreting completeness oscillations due to Poisson uncertainties, we smoothed these profiles with the LOWESS technique (e.g., Gebhardt et al. 1994) and adopted the smoothing curves to correct the observed number density profiles for incompleteness.

### 3. The mass profile

#### 3.1. Methodology: MAMPOSSt

The MAMPOSSt method (MBB) performs a maximum likelihood fit of the \(M(r)\) and \(\beta(r)\) models to the projected phase-space distribution of cluster members. MAMPOSSt assumes a shape for the 3D velocity distribution (a Gaussian in the current implementation of the method). It has been successfully tested on simulated halos from cosmological simulations that included both dynamically relaxed and unrelaxed halos, and it has already been applied to several data sets (e.g., Biviano et al. 2013, 2017b; Guennou et al. 2014; Munari et al. 2014; Verdugo et al. 2016; Pizzuti et al. 2017; Mamon et al. 2019; Sartoris et al. 2020).

The MAMPOSSt method is based on the Jeans equation of dynamical equilibrium (Binney & Tremaine 1987; Pratt et al. 2009). Changing the \(\Delta z_p\) range from 0.08, the value used in van der Burg et al. (2020), to 0.12 does not modify the completeness curves in a significant way.

#### Table 2. Properties of the ensemble cluster and its subsamples.

| Sample   | \(N_c\)  | \(N_M(N_{m})\) [All radii] | \(f_{\text{SF}}\) | \(z\) | \(r_{200}\) [Mpc] | \(M_{200}\) [10^{14} M_\odot] |
|----------|---------|-----------------------------|-----------------|------|-----------------|-------------------------------|
| ensemble | 14      | 527.5 (581)                 | 0.25            | 1.07 | ± 0.05          | 0.98 ± 0.07                    | 3.6 ± 0.8                    |
| low-\(M_{200}\) | 7      | 231.5 (256)                 | 0.33            | 1.12 | ± 0.07          | 0.78 ± 0.04                    | 2.0 ± 0.3                    |
| high-\(M_{200}\) | 7      | 296.0 (325)                 | 0.21            | 1.04 | ± 0.07          | 1.14 ± 0.09                    | 5.5 ± 1.3                    |
| low-\(z\) | 7      | 281.5 (306)                 | 0.23            | 0.96 | ± 0.03          | 1.07 ± 0.12                    | 4.1 ± 1.4                    |
| high-\(z\) | 7      | 246.0 (275)                 | 0.29            | 1.21 | ± 0.04          | 0.89 ± 0.07                    | 3.1 ± 0.7                    |

Notes. \(N_c\) is the number of clusters in the sample. \(N_M\) and \(N_{m}\) are respectively the sum of the membership weights and the total number of members with \(M_\star \geq 10^{10.5} M_\odot\) in the clusters that are part of the sample, at all radii (Col. 3) and in the radial range used for the dynamical analysis (Col. 5). \(f_{\text{SF}}\) is the fraction of star-forming galaxies among the members in the 0.05 \(\leq R \leq r_{200}\) radial range, identified based on their \(U-V\) and \(V-J\) rest-frame colors (for more details see text and van der Burg et al. 2020). \(z\) and \(r_{200}\) are evaluated using \(N_c\)-weighted averages of the corresponding quantities for the clusters that are part of the sample. \(M_{200}\) is derived from \(r_{200}\); given \(z\) (see footnote 1).

---

Fig. 2. Points with 1\(\sigma\) error bars: radial spectroscopic completeness profiles for galaxies with \(M_\star \geq 10^{10.5} M_\odot\) in three subsamples of the ensemble cluster: GOGREEN (green dots), GCLASS (blue squares), and GGGC (red crosses). The symbols representing the three subsamples have been slightly displaced along the abscissa for display purposes. Solid, dashed, and dash-dotted curves represent LOWESS smoothing of the data represented by the dots, squares, and crosses, respectively.
in van der Marel et al. 2000, for a discussion of the spherical assumption in the case of an ensemble cluster.

We chose to run MAMPOSSt in the Split mode (see Sect. 3.4 in MBB). We first determined the best fit to the number density profile, \( n(r) \), of the ensemble cluster members, and then we determined the best fit to the distribution of cluster member velocities as a function of their radial positions. We used the projected NFW model (Bartelmann 1996) to fit the projected number density profile, \( N(R) \), with a maximum likelihood technique. The only free parameter is the scale radius \( r_c \) so that the total weight is \( \pi r_c^2 \int_0^{r_c} n(r) \, dr \).

We first determined the best fit to the distribution of cluster member velocities in MBB). We first determined the best fit to the number density (see Sect. 2.3 and Fig. 2). In the fit we also weighted for membership, so that the total weight is \( m_i/C(r_i) \), where \( m_i = 1.0 \) when the galaxy is classified as a cluster member by both the Clean and the CLUMPS algorithms, and \( m_i = 0.5 \) when it is classified as a cluster member by only one of the two algorithms.

While not needed for MAMPOSSt, we also determined the fit of an NFW model to the stellar mass density profile, by weighting each galaxy by \( M_i m_i/C(r_i) \). We did this to compare the stellar mass concentration to the total mass concentration (see Sect. 3.2). There are no limitations in the number of parameters that can be used to describe \( M(r) \) and \( \beta(r) \) in MAMPOSSt. Given the size of our data set we considered only three free parameters, two to describe \( M(r) \) and one to describe \( \beta(r) \). For \( M(r) \) the free parameters we considered are \( r_{200} \) and \( r_{-2} \). The ratio \( c_{200} = r_{200} / r_{-2} \) defines the concentration, and therefore the shape of the mass profile, while \( r_{200} \) is related to \( M_{200} \) and this defines the \( M(r) \) normalization. Given that we were working on an ensemble cluster, where radii are in units of \( r_{200} \) and velocities in units of \( r_{200} v_{\text{c}} \), rather than allowing \( r_{200} \) to be a free parameter, we also ran MAMPOSSt by fixing \( r_{200} \) to the weighted average value (listed in Table 2) of the 14 cluster \( r_{200} \) used to stack the clusters. We considered the following \( M(r) \) models (see Eqs. (4)–(6) in Biviano et al. 2013 and Eq. (5) in Sartoris et al. 2020 for the analytic expressions of these models):

- the Burkert model (Burkert 1995);
- the Einasto model (Einasto 1965; Mamon et al. 2010), with \( m = 5 \) (as in Biviano et al. 2013);
- the Hernquist model (Hernquist 1990);
- gNFW, the generalized NFW model, which differs from the NFW model because the inner slope of the mass density profile, \( \gamma \), is allowed to be different from 1. The characteristics of our data set do not allow us to constrain \( \gamma \) as a free parameter. We chose instead to consider four different values, \( \gamma = 0.0, 0.5, 1.0, 1.5 \), with \( \gamma = 1.0 \) corresponding to the traditional NFW model.

For \( \beta(r) \), the only free parameter of MAMPOSSt depends on the chosen model. We considered the following \( \beta(r) \) models:

- C: Constant anisotropy with radius, \( \beta(r) = \beta_c \);
- O: Anisotropy of opposite sign at the center and at large radii (Biviano et al. 2013), \( \beta(r) = \beta_{\infty} (r - r_{-2}) / (r + r_{-2}) \);

- OM: from Osipkov (1979) and Merritt (1985), rapidly increasing radial anisotropy with radius, \( \beta(r) = r^2 / (r^2 + r_0^2) \);
- T: from Tiret et al. (2007), increasing radial anisotropy with radius, \( \beta(r) = \beta_{\infty} r / (r + r_0) \);
- TI: see Tiret et al. (2007) and Mamon et al. (2019), similar to the T model, but using the scale radius of the galaxy distribution rather than the scale radius of the mass distribution, \( \beta(r) = \beta_{\infty} r / (r + r_0) \).

Model C has been frequently used in previous studies because of its simplicity (e.g., Merritt 1987; van der Marel et al. 2000; Lokas & Mamon 2003), but models T and TI appear to better represent the \( \beta(r) \) of cosmological halos (e.g., Mamon et al. 2010, 2013; Munari et al. 2013). Model O (respectively OM) provides the best fit to the \( \beta(r) \) of GCLASS clusters (B+16) (respectively EDisCS clusters; Biviano & Poggianti 2009).

In total we have \( 7 \times 5 = 35 \) MAMPOSSt runs for each combination of the 7 \( M(r) \) and 5 \( \beta(r) \) models. We find the best-fit parameters using the NEWUOA software for unconstrained optimization (Powell 2006). Using the Bayes information criterion (BIC, Schwarz 1978) we find that the results obtained by fixing \( r_{200} \) to the weighted average of the 14 cluster \( r_{200} \) values are statistically favored compared to the results obtained by leaving \( r_{200} \) as a free parameter. In the following we therefore present only the results obtained with two free parameters, \( r_{-2} \) in units of \( r_{200} \) or, equivalently, \( c_{200} \), for \( M(r) \); and \( \beta_C, r_0, \) or \( \beta_{\infty} \), depending on the chosen \( \beta(r) \) model.

### 3.2. Results

In Fig. 3 we show \( N(R) \) of the ensemble sample corrected for spectroscopic incompleteness, and the best-fit (projected) NFW model, for all member galaxies, and for the subsamples of quiescent and star-forming galaxies. Following van der Burg et al. (2020), we identify quiescent and star-forming galaxies based on their \( U - V \) and \( V - J \) rest-frame colors, with quiescent galaxies satisfying the following criteria:

\[
U - V > 1.3 \quad \cap \quad V - J < 1.6 \quad \cap \quad U - V > 0.60 + (V - J).
\]
We list in Table 3 the best-fit values of $c_r$, $c_rQ$, and $c_rSF$ (and their uncertainties) for each (sub)sample (see Table 3). The Table 3. Concentrations of the ensemble cluster and its subsamples.

| Sample   | $c_r$  | $c_rQ$ | $c_rSF$ | $c_*$  | $c_{200}$ |
|----------|--------|--------|---------|--------|-----------|
| ensemble | 3.1 ± 0.5 | 5.1 ± 0.9 | 0.7 ± 0.4 | 4.1 ± 0.7 | 3.2 ± (0.23, 0.12, 0.05) |
| low-$M_{200}$ | 2.0 ± 0.6 | 4.7 ± 1.7 | 0.3 ± 0.4 | 2.3 ± 0.7 | 3.5 ± (0.20, 0.18, 0.24) |
| high-$M_{200}$ | 4.2 ± 0.8 | 6.0 ± 1.4 | 1.2 ± 0.7 | 6.1 ± 1.3 | 3.1 ± (0.27, 0.15, 0.09) |
| low-$z$ | 3.2 ± 0.7 | 5.8 ± 1.5 | 0.3 ± 0.4 | 2.0 ± 0.5 | 3.7 ± (0.43, 0.22, 0.21) |
| high-$z$ | 3.2 ± 0.8 | 5.4 ± 1.7 | 1.5 ± 1.0 | 4.6 ± 1.2 | 2.7 ± (0.22, 0.17, 0.10) |

Notes. $c_r$, $c_rQ$, and $c_rSF$ are the concentrations of the best-fit NFW models to the number density profiles of all, quiescent, and star-forming galaxies, respectively. $c_r$ is the concentration of the best-fit NFW model to the $M_r$ density profile. $c_{200}$ is the $L$-weighted average of the concentrations of the 35 best-fit model $M(r)$ obtained via the MAMPOSSST analysis. The three components to the total uncertainty on $c_{200}$ are given in parentheses: $\delta_{c_r}$, $\delta_{c_\star}$, and $\delta_{c_{200}}$, respectively (see Sect. 3.2 for their definitions).

In Fig. 4 we show the results of the MAMPOSSST analysis for $M(r)$. In particular, we display the weighted average of all 35 best-fit model $M(r)$, using the MAMPOSSST likelihoods $L$ as weights; the best-fit NFW model; and the model with the highest likelihood, a Burkert $M(r)$. Taken at face value, these results suggest that the preferred solutions have $\rho(r)$ with inner slopes that are less steep than in the NFW model. A similar result was suggested by B+16 based on the GCLASS data. However, the evidence is not statistically significant since all models provide statistically acceptable fits to the data, according to the likelihood-ratio test (Meyer 1975).

In general, there is no guarantee that a maximum likelihood solution also provides a good fit to the data if the chosen models are a poor choice. To allow a direct comparison with the data we project the $M(r) + \beta r$ solutions of MAMPOSSST on the velocity dispersion profile and find very good agreement (see Fig. 5). Different models fit almost equally well to the observed velocity dispersion profile, a confirmation that we are unable to distinguish different mass profile models with the current data set.

We evaluate a $L$-weighted average $c_{200} \equiv r_{200}/r_{c}$ from the 35 MAMPOSSST runs for each (sub)sample (see Table 3). The 1σ errors on $c_{200}$ come from the addition of three sources of errors, $\delta_2 = \delta_{c_r} + \delta_{c_\star} + \delta_{c_{200}}$, listed separately in Table 3. The first term, $\delta_{c_r}$, is the statistical error on the weighted average. The second term, $\delta_{c_\star}$, accounts for our incomplete knowledge of $\psi(r)$. It is half the difference between the two values of $c_{200}$ obtained by running MAMPOSSST with either the upper or the lower limit on $c_r$ as input parameter; these limits are obtained in the NFW maximum likelihood fit to $N(R)$. Finally, the third term, $\delta_{c_{200}}$, accounts for sample variance. It is estimated by a jackknife technique (Efron 1982), by taking the rms of the $c_{200}$ obtained by running MAMPOSSST $N_c$ times on $N_c-1$ clusters, eliminating one different cluster at each MAMPOSSST run. Sample variance is not a dominant source of error in our analysis since the amplitude of $\delta_{c_{200}}$ is similar to the amplitudes of the other two error terms.

In Fig. 6 we show the $L$-weighted average $c_{200}$ for the ensemble cluster. In the top panel of the same figure we also display three other observational values of $c_{200}$ from the literature (gray diamonds). One of them is the average value estimated by B+16 for the GCLASS sample. Next to this value we also plot our new determination of $c_{200}$ for the same GCLASS sample (gray dot), including new GOGREEN survey data from the GCLASS clusters. Our new determination is very close to the original one by B+16.

The other two literature values shown in Fig. 6 are obtained by considering the 20 clusters with gravitational lensing
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**Fig. 4.** MAMPOSSST results for the $M(r)$ of the ensemble cluster. Red curve and orange shading: $L$-weighted average of all 35 best-fit model $M(r)$ from the MAMPOSSST analysis, and 1σ error. Blue dashed curve: highest-$L$ among NFW models. Black dot-dashed curve: highest-$L$ model (Burkert).

![Image](image2.png)

**Fig. 5.** Line-of-sight velocity dispersion profile of the ensemble cluster (dots and 1σ error bars, estimated using Eq. (16) in Beers et al. 1990). Also shown are the MAMPOSSST results for $M(r)$ and $\beta r$ projected onto the velocity dispersion profile. Red curve and orange shading: $L$-weighted average of all 35 best-fit model $M(r)$ from the MAMPOSSST analysis, and 1σ error (reduced $\chi^2 = 0.6$). Blue dashed curve: highest-$L$ among NFW models (reduced $\chi^2 = 0.7$). Black dot-dashed curve: highest-$L$ model (Burkert, reduced $\chi^2 = 0.4$). The last point (empty dot) represents the velocity dispersion of galaxies that were not used in the MAMPOSSST analysis because they are at $R \geq 2r_{200}$. 
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determinations of $c_{200}$ and the 8 clusters with X-ray data based
determinations of $c_{200}$, within the $z$ and $r_{200}$ ranges of our
We refer to these two literature values as “Lensing” and “X-ray”, respectively. When a cluster has more than one $c_{200}$
determination listed, we assign the cluster the error-weighted
average of its $c_{200}$ values. We then compute the weighted
average of all the literature values and its error, using the inverse of
the listed $c_{200}$ errors as weights. The $c_{200}$ values on which these
two averages are computed come from Amodeo et al. (2016),
Babyk et al. (2014), Jee et al. (2006, 2011), Maroginier et al.
(2005), and Sereno et al. (2015) and the compilations of Sereno
& Covone (2013) and Groener et al. (2016).

In the bottom panel of Fig. 6 we also show the theoretical
predictions for $c_{200}$ of a halo with the same $M_{200}$ and $z$ as our
ensemble cluster, as obtained from numerical simulations. We
consider, in particular, the theoretical predictions of De Boni
et al. (2013) and Ragagnin et al. (2021), which are based on
hydrodynamical simulations, and those of Bhattacharya et al.
(2013), Dutton & Macciò (2014), Correa et al. (2015), Child et al.
(2018), which are based on gravity-only simulations. Since
these simulations adopted different cosmological parameters, we
use Eq. (7) and Table 2 in Ragagnin et al. (2021) to convert the
theoretical $c_{200}$ values to those expected in the assumed cosmology
in this paper. The value of $\sigma_8$ does not enter in our dynamical
analysis; we assume $\sigma_8 = 0.8$. We neglect the effect of a
change in the baryonic mass density, as this is sub-dominant
with respect to changes in $\Omega_m$ and $\sigma_8$. After transformation to
the same cosmological parameters, the modifications to the pub-
ished theoretical $c_{200}$ values range from $-2$ to $+11\%$ and the
rms among the different values decreases by 10%, from 0.36 to
0.33. The remaining differences can result from the inclusion or
not of baryonic physics in the simulations (De Boni et al. 2013)
and/or from the way the parameter $c_{200}$ has been measured (De
Bonì et al. 2013; Child et al. 2018). According to Bhattacharya
et al. (2013) and Child et al. (2018) the distribution of $c_{200}$ among
cosmological halos has a dispersion of $\approx c_{200}/3$, so the expected
theoretical uncertainty for a $c_{200}$ value based on a sample of $N$
halos is $c_{200}/(3 \sqrt{N})$, which defines the error bars on the theo-
retical values shown in Fig. 6.

The comparison with previous observational determinations
show that our new determination of $c_{200}$ is in good agreement
with that of B+16, only slightly lower, and more precise, thanks
to our larger data set. This agreement is not surprising, given
that the sample of GCLASS clusters investigated by B+16 is
included in our sample. Our $c_{200}$ value is also in good agreement
with the Lensing and X-ray literature values, and it lies between
the two estimates.

Our new determination of $c_{200}$ is also in excellent agreement
with most theoretical predictions, in particular with the most
recent ones, based on either DM-only or on hydrodynamical
simulations. Theoretically predicted $c_{200}$ values of cluster-size
halos have a very mild dependence on baryonic processes.

We do not find any significant difference between the $c_{200}$
values of the low-$z$ and high-$z$ subsamples, nor between the
$c_{200}$ values of the low-$M_{200}$ and high-$M_{200}$ subsamples (see
Table 3 and Fig. 7). This is in line with theoretical expectations
(Ragagnin et al. 2021), according to which $c_{200}$ changes by $<0.2$
in the $z$ and $M_{200}$ ranges of our four subsamples (see Table 2,
Cols. 5 and 7); that is, the predicted changes are less than our
observational uncertainties.

We then compare the $c_{200}$ values found for the different sub-
samples with the concentrations obtained for the number density
profiles of all, quiescent, and star-forming galaxies, $c_\star$, $c_{\odot}$, $c_{\text{SF}}$, respectively, and with the concentration obtained for the stel-
lar mass density profiles using all galaxies, $c_\star$ (see Table 3 and

---

Fig. 6. The concentration of the ensemble cluster compared to previ-
ous observational results and theoretical predictions. Top panel: green
horizontal line: $L$-weighted average $c_{200}$ for the ensemble cluster. Shad-
ings represent the $1\sigma$ error bar on the $c_{200}$, with contributions from
the three terms, $\delta_c$, $\delta_{\sigma_c}$, and $\delta_{\nu}$ (inner dark green shading, inter-
mediate light green shading, and external dark green shading, respectively).
The two symbols with $1\sigma$ error bars labelled “GCLASS” represent the
results of the dynamical analysis of GCLASS clusters, as obtained by
B+16 (diamond) and as obtained in this work by including the new
GOGREEN survey data for the GCLASS clusters. The symbols and $1\sigma$
error bars labelled “Lensing” and “X-ray” represent mean values from
the literature for clusters in the same $r_{200}$ and $z$ range as the clusters in
our sample, obtained through the analysis of gravitational lensing and
X-ray data, respectively (references are given in the text). Bottom panel:
green horizontal line and shadings as in the top panel. Symbols with $1\sigma$
error bars are theoretical predictions from Bhattacharya et al. (2013),
Dutton & Macciò (2014), Correa et al. (2015), Child et al. (2018), De
Bonì et al. (2013), Ragagnin et al. (2021) for a halo of the same $M_{200}$
and $z$ as our ensemble cluster, and rescaled to the cosmological param-
eters used in this paper.

---

Fig. 7. Concentrations ($c_{200}$) for the ensemble cluster and its subsam-
ples (black dots with $1\sigma$ error bars). The green, magenta, red, and blue
squares with dot-dashed $1\sigma$ error bars represent $c_\bullet$, $c_\odot$, $c_{\text{SF}}$, and $c_{\text{SF}}$, respectively.

---
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Fig. 7). The values of \( c_{200} \) are consistent within 2\( \sigma \) with the values of \( c_{\gamma} \) and also with the values of \( c_{(Q)} \), for all (sub)samples. However, \( c_{200} > c_{(Q)} \) at >3\( \sigma \) level for the ensemble cluster and the low-\( M_{200} \) and low-z subsamples. Cluster galaxies therefore seem, in general, to trace the mass distribution if they are not star-forming.

Previous results for clusters at lower-z have found only a mild radial dependence of the total mass per galaxy in clusters (e.g., Biviano & Girardi 2003; Lin et al. 2004; Anunnziatella et al. 2014), which is not in conflict with our result, given the large uncertainties in our concentration values. B+16 found a higher stellar mass concentration compared to the total mass concentration, but we do not confirm their finding.

We do not find any significant difference between \( c_{\gamma} \) and \( c_{\gamma} \), in any of our subsamples, in agreement with van der Burg et al. (2014) who did not find a significant difference between \( c_{\gamma} \) and \( c_{\gamma} \), in any of our subsamples, in agreement with van der Burg et al. (2014). This difference is not found to be statistically significant in all of our subsamples, likely due to the large uncertainties.

4. The velocity anisotropy profiles

4.1. Method: The Jeans inversion technique

With MAMPOSSt it is possible to constrain \( M(r) \) and \( \beta(r) \) at the same time, but only within the limits allowed by the restricted set of models chosen. The choice of \( M(r) \) models is facilitated by the large number of works that have determined cluster and halo \( M(r) \) from observations and cosmological simulations (e.g., Ludlow et al. 2013; Pratt et al. 2019, and references therein). On the other hand, simulations suggest that there is a large variance in the shape of \( \beta(r) \) among different cluster-size halos (see Fig. 1 in Mamon et al. 2013). There is no guarantee that the four \( \beta(r) \) models we adopt in the MAMPOSSt analysis (see Sect. 3.1) are a close fit to the real, average cluster \( \beta(r) \).

We can go beyond the adopted \( \beta(r) \) models by performing the inversion of the Jeans equation by the method of Binney & Mamon (1982) in the implementations of Solanes & Salvador-Solé (1990) and Dejonghe & Merritt (1992). The inversion of the Jeans equation requires knowledge of \( M(r) \). We adopt the \( L \)-weighted average of all 35 MAMPOSSt best-fit model \( M(r) \). The inversion procedure also requires knowledge of two observables: the projected number density profile \( N(R) \) and the line-of-sight velocity dispersion profile \( \sigma_{los}(R) \). In practice, some smoothing of the observed profiles is needed to run the Jeans inversion algorithm, and we use the LOWESS smoothing technique (see, e.g., Gelbard et al. 1994). The number density profile is then deprojected numerically (using Abel’s equation; see Binney & Tremaine 1987). Since the equations to be solved contain integrals up to infinity, we extrapolate the profiles with the functional form of Eq. (10) in Biviano et al. (2013), out to 30 Mpc; we confirmed that this radius is large enough for the results to be stable.

Uncertainties in the \( \beta(r) \) are estimated by performing the Jeans inversion on 100 bootstrap resamplings of the original data sets. The average of the 100 bootstrap resamplings is finally taken as our fiducial \( \beta(r) \) to correct for possible bias in the original estimate (Efron & Tibshirani 1986). The resulting \( \beta(r) \) is finally compared with the \( L \)-weighted average of all 35 MAMPOSSt best-fit model \( \beta(r) \) to check for consistency in the procedure.

4.2. Results

We show in Fig. 8 the velocity anisotropy profile for all galaxies in the ensemble cluster (green line and shading). Rather than displaying \( \beta(r) \), we display \( (\sigma_r/\sigma_\theta)(r) \) since this represents the relative importance of the radial and tangential components of the velocity dispersion in a more linear way. Figure 8 shows that \( (\sigma_r/\sigma_\theta)(r) \) increases from \( \sim 1 \) near the cluster center to slightly \( >1 \) at \( r_{200} \), which means that the orbits of cluster members are isotropic near the cluster center and become more radially elongated at larger radii. The Jeans inversion result is fully consistent with the MAMPOSSt result (magenta dash-dotted curves). In Fig. 8 we also compare our new result with that found for the GCLASS sample by B+16 (gray shading). We find full consistency between the two profiles, the new one being more precise thanks to the increased statistics, now showing stronger evidence for non-isotropic orbits at large radii.

Our new \( \beta(r) \) determination is the highest-z so far obtained for galaxies in clusters. It is very similar to other \( \beta(r) \) found for galaxies in lower-z clusters (e.g., Natarajan & Kneib 1996; Biviano & Katgert 2003; Biviano & Poggianti 2009; Lemze et al. 2012; Biviano et al. 2013; Anunnziatella et al. 2016; Capasso et al. 2019; Mamon et al. 2019).

We also determine the \( \beta(r) \) of eight subsamples of the ensemble cluster (see Fig. 9). Splitting the ensemble cluster into its subsamples reduces the statistics and increases the error bars on the profiles, so in general it is impossible to find significant differences among the subsamples. There is no significant difference between the orbits of galaxies in low-\( M_{200} \) and high-\( M_{200} \) clusters (see upper left panel of Fig. 9) nor between the orbits of galaxies in low-z and high-z clusters (see lower left panel of Fig. 9). These results are in agreement with those of Capasso et al. (2019). Theoretical expectations are for more radial orbits in more massive and higher-z cluster-sized halos (see Fig. 10 in Munari et al. 2013); we might be unable to distinguish any such trend because of the limited statistics and the limited z- and \( M_{200} \)-range of our clusters.

We find that star-forming galaxies have more radially elongated orbits than quiescent galaxies (see upper right panel of Fig. 9), in agreement with previous results (Biviano & Katgert 2003; Biviano & Poggianti 2009; Biviano et al. 2013; Munari et al. 2014; Mamon et al. 2019), but this difference is only
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5. The pseudo phase-space density profiles
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marginally significant. Slightly more significant is the result that

low-$M_\ast$ ($9.5 \leq \log M_\ast / M_\odot < 10.5$) galaxies have more rad-

ially elongated orbits than high-$M_\ast$ ($\log M_\ast / M_\odot \geq 10.5$) galaxies

(see lower right panel of Fig. 9). Given that star-forming galaxies

are, on average, less massive than quiescent ones, the two

results given above are not independent. Taken at face value, the

apparent difference we find between low- and high-$M_\ast$ galaxy

orbits is in the opposite sense of that found by Annunziatella et al. (2016) in a $z = 0.2$ cluster. However, the sample of

Annunziatella et al. (2016) only considered quiescent galaxies

(defined based on galaxy colors) and had a lower cut in $M_\ast$, so

a direct comparison with the current result is difficult and perhaps

not very meaningful.

The orbital difference between quiescent and star-forming
galaxies has generally been interpreted as being the consequence of a different time of accretion into the cluster of the two popu-

lations, with the star-forming, less-massive galaxies being recent

infallers (Lotz et al. 2019). Those that we observe today as mas-

sive quiescent galaxies might have entered the cluster at an ear-

lier phase of its evolution when collective collisions were able to

isotropize galaxy orbits (Lapi & Cavaliere 2011). The lower-

velocity dispersion of clusters at an earlier phase might have

been more suitable to the occurrence of galaxy-galaxy mergers, which could have played a role in dissipating part of the orbital

energy of these galaxies.

6. Discussion

Our dynamical analysis indicates that the velocity distribution

of the members of our $z \approx 1.1$ ensemble cluster (Fig. 5) can

be nicely described by a spherical system of collisionless trac-

ers in dynamical equilibrium on mildly radial anisotropic orbits
(Fig. 8) in a gravitational potential that is quite close to theoretical predictions for cluster-size halos in a ΛCDM cosmology (Figs. 4 and 6).

Our results have been obtained for an ensemble cluster built by stacking 14 different clusters. Even if theory predicts that clusters form a nearly homologous set modulated mostly by rΛ and only mildly by cΛ, there is observational evidence that suggests some variance in the dynamical structure of clusters of similar mass and redshift (Donahue et al. 2002; Biviano et al. 2017a; Lopes et al. 2018). Simulations indicate that the scatter in the cluster mass density profiles has a Gaussian distribution, so the technique of stacking halos should not suffer from bias (Reed et al. 2011). Additional support for the use of a stack sample comes from the analysis of simulated halos by the MAMPOSt technique. MBB have shown that the recovered c200 from a stack of 11 simulated clusters does not suffer from a statistically significant bias. To address the importance of the variance in the cluster mass density profiles, we ran a jackknife analysis. We found that sample variance does not dominate the error budget on the derived c200 (see Sect. 3.2 and Table 3). However, our results for the ensemble cluster must be considered valid only in an average sense.

6.1. The mass profile

The ensemble cluster M(r) is very close to the NFW model (Fig. 4). Although the Burkert (core) model is preferred over the NFW model by the MAMPOSt analysis, the difference between the two models is not significant, and other models (Einasto, Hernquist, gNFW) are in fact equally acceptable. It therefore looks like NFW is an acceptable description of the mass distribution in clusters of galaxies from z ~ 0 (e.g., Carlberg et al. 1997c; Katgert et al. 2004) to z ~ 1.1, although other models could be acceptable as well.

The ensemble cluster c200 is in very good agreement with, albeit slightly smaller than, the corresponding value obtained by B+16 for the GCLASS clusters by a similar analysis. Our new c200 value is also in good agreement with previous estimates for clusters in the same z and r200 range of our 14 clusters, and based on gravitational lensing and X-ray data. It has been argued that c200 estimated from gravitational lensing (Meneghetti et al. 2011, 2014) and X-ray (Rasia et al. 2013) data might be biased high because of selection effects. More concentrated clusters, and clusters with their major axis aligned along the line of sight, are stronger gravitational lenses and have higher X-ray luminosity per given mass. The similarity of the c200 values obtained via three different methods suggests that the current sample of z ≥ 1 clusters for which c200 have been measured is representative of the whole population in the given r200 range.

Our new c200 value is in excellent agreement with several predictions from cosmological simulations for a halo with the same mass and redshift as our ensemble cluster (see Fig. 6, Tables 2 and 3). The agreement is particularly good with the most recent theoretical predictions, based on either DM-only or hydrodynamical simulations. We note that there is very little difference among the c200 values predicted by DM-only (Child et al. 2018) or by hydrodynamical simulations, independently of whether the latter account (Ragagnin et al. 2021) or not (De Boni et al. 2013) for feedback by an active galactic nucleus (AGN) in the central cluster region. The addition of baryonic effects to DM-only simulations can, in principle, lead to a substantial change in the halo c200 (Fedeli 2012; Cui et al. 2016). However, adiabatic contraction and stellar and AGN feedback have the opposite effect on c200 (Teyssier et al. 2011), so the difference between a cluster-size halo c200 in DM-only and full hydrodynamical simulations turns out to be quite small King & Mead (2011), Rasia et al. (2013).

Given the current observational uncertainties on c200 (~ 20%); see Table 3) we cannot use it to constrain the relative importance of different feedback schemes. Since the effects of AGN feedback are strongest near the cluster center (e.g., Martizzi et al. 2013; Schaller et al. 2015; Peirani et al. 2017; Shirasaki et al. 2018), better constraints can be obtained by the determination of the inner slope of the total mass density profile. As already pointed out, our ensemble cluster M(r) is better represented by a cored than by a cuspy model (Fig. 4). Taken at face value, this result would suggest that AGN feedback is required. However, we cannot make the difference between a cored and a cuspy M(r) in a statistically significant way because we lack information on the kinematics in the inner ~50 kpc that could be provided by observation of the stellar velocity distribution of the BCG (Sand et al. 2004; Newman et al. 2013; Sartoris et al. 2020).

The concentration of the total mass profile of our ensemble cluster c200 is not significantly different from either the concentration of the number density profile cν or from the concentration of the M⋆ density profile c⋆. B+16 claimed c200 < cν for the sample of GCLASS clusters and attributed this to an excess of massive galaxies near the center of z = 1 clusters. Our low-z subsample has z ≃ 0.96, similar to that of the GCLASS sample analyzed by B+16, yet we do not see any difference between c200 and cν in this subsample either. Therefore, the difference with respect to B+16 cannot be attributed to a difference in z between our sample and theirs. However, the significance of the claimed c200 versus cν difference in B+16 is only ≲2σ, and our values of c200 and cν are consistent with the respective values of B+16 within ≲1.3σ. So we conclude that there is no real tension between our results and those of B+16, in terms of relative total and stellar mass concentrations.

The similarity of the number density, stellar mass, and total mass concentrations can be rephrased by saying that the distribution of cluster galaxies appears to follow that of the total mass (or vice versa). Lower-z cluster studies have found only a mild difference in the two distributions (e.g., Biviano & Girardi 2003; Lin et al. 2004; Annunziatella et al. 2014), so our result suggests that galaxies retain a similar distribution to that of the mass from z ~ 0 to z ~ 1.1. This similarity is broken when only star-forming galaxies are considered. We find cQ > cSF, as also seen in lower-z clusters (e.g., Gisler 1978; Biviano et al. 1997; Dressler et al. 2013; van der Burg et al. 2014), an indication that the spatial segregation of quiescent and star-forming galaxies is already in place at z ≥ 1.

6.2. The velocity anisotropy profile

The ensemble cluster β(r) is fully consistent (but with smaller error bars thanks to the better statistics) with the result obtained by B+16 for the GCLASS sample. Orbits are isotropic near the center, and β(r) > 0 (σr/σθ > 1) at r > 0.4 r200. The evidence for non-isotropic, radial orbits, at r ≳ r200 is partially significant.

Our ensemble cluster β(r) is very similar to that of DM particles in cluster-size cosmological halos (see Fig. 8 and Mamon et al. 2010; Munari et al. 2013). The central isotropy (β(0) ≈ 0 or σr/σθ ≈ 1) is predicted to be the result of collective collisions taking place in the initial phases of the cluster formation, with the radial extent of the isotropic region being dependent on the efficiency of these collective collisions (Lapi & Cavaliere 2011). At large radii, where cluster growth is mostly governed
by smooth accretion, the radial accretion of material is reflected in $\beta(r) > 0$ (Lapi & Cavaliere 2011).

Different subsamples of the ensemble cluster do not show significantly different $\beta(r)$ (see left panels of Fig. 9). On the other hand, different classes of cluster galaxies do show partially significant different $\beta(r)$ (see right panels of Fig. 9). The orbits of star-forming and low-$M_\ast$ ($9.5 < \log M_\ast/M_\odot < 10.5$) galaxies are more radically elongated than those of quiescent and high-$M_\ast$ ($\log M_\ast/M_\odot \geq 10.5$) galaxies. A similar difference is seen in most (but not all; see Aguerri et al. 2017) lower-$z$ clusters considering galaxies of different morphological (Mamon et al. 2019) and spectral type (Biviano & Katgert 2003; Biviano & Poggianti 2009; Biviano et al. 2013), and different colors (Munari et al. 2014).

A possible interpretation of the orbital difference between quiescent and star-forming galaxies relies on a different time of accretion into the cluster of the two populations, star-forming less-massive galaxies being recent infallers (Lotz et al. 2019). At an earlier time the cluster gravitational potential was rapidly changing, and the cluster velocity dispersion was sufficiently small to make galaxy-galaxy mergers possible. So galaxies residing in clusters for a long time could have had their orbits isotropized by collective collisions and mergers (Lapi & Cavaliere 2011). These galaxies would then evolve into massive quiescent galaxies.

6.3. The pseudo phase-space density profile

The pseudo-phase space density profiles, $Q(r)$ and $Q_\gamma(r)$, of the ensemble cluster are fully consistent with the predicted power-law behavior for cluster-sized halos (Taylor & Navarro 2001; Rasia et al. 2004; Dehnen & McLaughlin 2005; Lapi & Cavaliere 2009, see Fig. 10), both when using $r(\rho)$ and when using $\nu(\rho)$ in the definition of $Q(r)$ and $Q_\gamma(r)$. Our result confirms the previous results obtained for clusters in the range $0 \leq z \leq 0.9$ (Biviano et al. 2013; Munari et al. 2014; Aguerri et al. 2017; Capasso et al. 2019) and for the $z \sim 1$ GCLASS cluster sample (B+16).

The scale-free behavior of $Q \propto r^{\alpha_1}$ and $Q_\gamma \propto r^{\alpha_2}$, and even the value of $\alpha_1$, were predicted by the Bertchinger (1985) self-similar solution for secondary infall of material onto a point-mass perturber in a uniformly expanding universe. Cluster assembly is thought to proceed in a more chaotic way, however, so other explanations are needed for the power-law behavior of $Q(r)$ and $Q_\gamma(r)$. According to Dehnen & McLaughlin (2005), the scale-free behavior of $Q_\gamma(r)$ emerges from an initial scale-free phase-space density that keeps its scale-free behavior after violent relaxation because this process is driven by gravity alone. The system evolves to dynamical equilibrium (as described by the Jeans equation) $\alpha_1 = 1.94 + 0.22 \beta(0)$, thus for $\beta(0) \approx 0$, which is what we find (see Fig. 8), $\alpha_1$ is very close to the value we observe in our ensemble cluster (see Fig. 10).

The analytical solution found by Dehnen & McLaughlin (2005) for $Q_\gamma(r)$ is based on the assumption of a linear relation between $\gamma(r)$ (the logarithmic slope of $r(\rho)$ and $\beta(r)$, as indicated by the analysis of simulated halos (Hansen & Moore 2006). In Fig. 11 we show that $\beta(r)$ and $\gamma(r)$ of our ensemble cluster are indeed consistent with a linear relation, although slightly below that predicted by Hansen & Moore (2006)\footnote{It has been argued by Arora & Williams (2020) that the scale-free behavior of $Q(r)$ is a mere coincidence that results from the Einasto shape of $M(r)$ (we do find that the Einasto model is a good representation of our ensemble cluster $M(r)$; see Sect. 3.2) and the linear $\beta-\gamma$ relation. However, we do not see why the Einasto model or the linear $\beta-\gamma$ relation should be considered more fundamental than the scale-free behavior of $Q(r)$.}.

On average, our results for $M(r)$, $\beta(r)$, $Q(r)$, and $Q_\gamma(r)$ indicate that the clusters in our sample have already reached dynamical equilibrium. The clusters in our sample are not representative of the whole cluster population at $z \approx 1.1$ since they are selected based on the presence of a red-sequence galaxy population (the SpARCS clusters), and a hot intra-cluster gas (the SPT clusters), and both characteristics are typical of mature galaxy systems. In this respect we conclude that at least those $z \approx 1.1$ clusters that contain a hot intra-cluster medium and an evolved galaxy population are also dynamically relaxed.

The highest-$z$ clusters known are at $z \leq 2$ (Stanford et al. 2012; Andreon et al. 2014) and the $z > 2$ regime is generally considered to be the realm of proto-clusters (Overzier 2016). In the hypothesis that, on average, massive clusters start assembling at $z \sim 2$, our results indicate that the $\sim 2$ Gyr between $z \sim 2$ and $z \sim 1$ is sufficient time for clusters to reach dynamical equilibrium after initial assembly. This time is similar to the dynamical time at $z = 1.1$, $t_{\rm dyn} = (G\rho(z))^{-1/2} = 1.5 \text{ Gy}$ (Sarazin 1986), for an overdensity $\Delta = 200$, where $\rho(z)$ is the critical density at redshift $z$. The origin of the universal shape of $M(r)$, $Q(r)$, and $Q_\gamma$ could therefore result from a process that ensures fast dynamical relaxation of clusters at their formation, such as violent relaxation and chaotic mixing (Hénon 1964; Lynden-Bell 1967; Lapi & Cavaliere 2011; Bernaldo e Silva et al. 2019). The orbital shape of cluster galaxies also seems to be largely imprinted after this violent relaxation process since the $\beta(r)$ we find for our ensemble cluster is quite similar to those found for lower-$z$ clusters, at least down to $z \sim 0.2$ (Annunziatella et al. 2016; Capasso et al. 2019).

Our finding that $z \approx 1.1$ clusters are dynamically old appears to fit well in the scenario supported by the analyses of the cluster galaxy population based on GOGREEN survey data. These studies (Old et al. 2020, 2021; van der Burg et al. 2020; Webb et al. 2020) have in fact shown that the GOGREEN clusters are also old in terms of the age of their member galaxies.
GCLASS survey (Muzzin et al. 2012). We stacked the 14 clusters to build an ensemble cluster containing 581 member galaxies with $M_* \geq 10^{9.5} M_\odot$. We used MAMPOSSSt (MBB) to determine the ensemble cluster mass profile $M(r)$, and we inverted the Jeans equation with the method of Solanes & Salvador-Solé (1990) to determine the ensemble cluster velocity anisotropy profile $\beta(r)$. Using the results of the MAMPOSSSt and Jeans inversion analyses, we determined the pseudo-space-phase density profiles $Q(r)$ and $Q(r)$. We also considered four subsamples of the ensemble cluster by separating the 14 clusters that compose it into two groups of two, split by $M_{200}$ or by $z$. Our results are the following:

- Several $M(r)$ models are acceptable and we cannot discriminate between cored and cuspy models, presumably because we lack dynamical tracers in the very inner region (<0.05 Mpc) that could be provided by observations of the BCG stellar kinematics (as in Sartoris et al. 2020).

- The concentration $c_{200}$ of the ensemble cluster mass profile is close to theoretical predictions, and to previous observational determinations from the literature for clusters at similar redshifts, obtained using gravitational lensing and X-ray data.

- The value of $c_{200}$ does not depend on the cluster redshift or mass, as expected from theory, which predicts a very small change in $c_{200}$ over the redshift and mass ranges spanned by our cluster sample.

- The total mass concentration is not significantly different from the concentration of the spatial distribution of galaxies, or from the stellar mass concentration.

- The star-forming galaxies have a less concentrated distribution than the quiescent galaxies.

- The orbits of cluster galaxies are isotropic near the center and more radial outside.

- High-$M_*$ and quiescent galaxies have more isotropic orbits than, respectively, low-$M_*$ and star-forming galaxies, but this orbital difference is only marginally significant.

- The profiles $Q(r)$ and $Q(r)$, determined either using the total mass or the density number profile, are very close to theoretical power-law predictions.

We conclude that the internal dynamics of clusters at the highest redshift probed so far in detail, do not differ from the internal dynamics of lower-redshift clusters, and confirm theoretical predictions. The fundamental dynamical properties of clusters, such as the shape of their mass density profile, the orbits of their galaxies, and the power-law behavior of the pseudo phase-space density profile have been in place since $z \lesssim 1.4$. Given that very few clusters are known to exist beyond $z \sim 2$, clusters must reach their dynamical equilibrium configuration in ~2 Gyr, presumably by some rapid process of dynamical relaxation (Lynden-Bell 1967; Lapi & Cavaliere 2011).

Our work is based on a limited sample of 14 clusters, selected because of the presence of a red sequence of cluster members, or of a hot intra-cluster medium. The similarity of our $c_{200}$ value to those determined using different methods suggests that we are not dealing with a biased cluster sample selection. Nevertheless, we caution that our conclusions might not be applicable to the whole population of $z \approx 1.1$ clusters, and future investigations are needed to confirm our results with a statistically representative sample.
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Appendix A: CLUMPS

In this section we present a new method, called CLUster Membership in Phase Space (CLUMPS), that is calibrated on numerical simulations, and for which particular care is given to poor systems. The main idea of this approach is that the exact position of a galaxy in the phase space plane is not fundamental. Rather, what matters is that many galaxies cluster around the zero-velocity value of this plane.

For this reason the galaxy density field in the phase-space plane of a cluster is computed in a grid, counting the number of galaxies that lie in each bin of the grid. To construct this grid we need to specify the step sizes \(dR\) and \(dV\) in the radial and velocity directions, respectively. These values are converted into an integer number of bins by rounding up the ratio of the extent to the step in each direction. Specifically, the density field is computed well outside the range of the data: in the radial direction the grid starts at 0.999999 times the minimum radius up to twice the maximum radius, while in the velocity direction from twice the minimum velocity up to twice the maximum, doubling the number of bins in both directions. This density field is then smoothed by convolving it with a two-dimensional Gaussian kernel. To define the kernel we need to specify the widths \(\sigma_R\) and \(\sigma_V\) of the Gaussian in the radial and velocity directions, respectively.

Once the density field is smoothed, we consider the smoothed velocity distribution in each radial bin. Since we assume that the velocity center of the cluster is known exactly, the algorithm looks for the maximum closest to zero and the two minima that enclose this peak. The galaxies in each radial bin that have a velocity value within these two minima are considered members. In all radial bins, except for the one closest to the cluster center, instead of requiring that the maximum must be the closest to zero, it is required that the maximum must be the closest to the velocity position of the maximum in the previous radial bin. This is done to avoid jumps in the peak position from bin to bin due to the presence of structures close to the zero-velocity. To find the minima we make use of the SciPy (Virtanen et al. 2020) routine argrelmin, which has a parameter to set how deep a minimum must be to actually be considered as such. This is important for small fluctuations in the density not to be considered minima. We set this value to four.

Here we note that the algorithm performance depends on four free parameters, namely \(dR\), \(dV\), \(\sigma_R\), and \(\sigma_V\). They are chosen by applying the algorithm with different values of such parameters to a mock catalog, for which the true membership is known. By comparing the latter with the one predicted by the algorithm it is possible to choose the set of parameters that provides the best results. In particular, we retrieved data from the Millennium database (Springel et al. 2005; Lemson & the Virgo Consortium 2006) searching the Henriques et al. (2015) light cones. We first downloaded a catalog of halos satisfying the conditions \(M_{200} > 10^{14} M_{\odot} h^{-1}\) and \(0.1 < z < 0.5\). We then created fields of view (FOVs) that are centered on halos with \(1 < RA < 89\) deg and \(-24 < Dec < 24\) deg, and considered all the galaxies that satisfy the following condition: \(0 < RA < 90\) deg and \(-25 < Dec < 25\) deg, \(0.1 \leq z_{\text{obs}} \leq 0.5\), \(z_{\text{obs}}\) being the observed redshift, therefore including peculiar velocities. The center of the FOVs is chosen in a smaller area so that we do not consider FOVs too close to the border, avoiding the risk of a halo that is cut by the area edge. For the same reason, the FOV center in redshift is restricted to \(0.11 < z < 0.49\). For each FOV we retain all the galaxies that lie within a circle of radius 6 Mpc. To avoid FOVs with too few objects, we retain FOVs that have at least ten galaxies within 1 virial radius, and with \(|v_{\text{rel}}| < 6000\) km s\(^{-1}\). This catalog contains 10094 FOVs.

To find the fiducial set of parameters, we run the algorithm on the simulated sample varying the parameters. For each set of parameters and for each FOV we consider all the galaxies with \(|v_{\text{rel}}| < 4000\) km s\(^{-1}\) and within 3 Mpc from the cluster center, and compute the completeness \(C\) and the purity \(P\), defined as

\[
C_i = \frac{N_{\text{mem}}^{-\text{CLUMPS}} < R_{\text{vir}}}{N_{\text{mem}} < R_{\text{vir}}}, \quad (A.1)
\]

\[
P_i = \frac{N_{\text{mem}}^{-\text{CLUMPS}} < R_{\text{vir}}}{N_{\text{CLUMPS}} < R_{\text{vir}}}, \quad (A.2)
\]

where \(N_{\text{mem}} < R_{\text{vir}}\) is the number of members within 1 virial radius that are also identified as members by CLUMPS, \(N_{\text{mem}}^{-\text{CLUMPS}} < R_{\text{vir}}\) is the number of members within 1 virial radius, and \(N_{\text{CLUMPS}} < R_{\text{vir}}\) is the number of galaxies within 1 virial radius that are considered members by CLUMPS. We also measure the velocity dispersion of the candidate members and that of the actual members. Then, for each run, we divide the sample in bins of richness (number of candidate members within 1 virial radius), and for each bin we compute the median completeness, the median purity, and the median value of the velocity dispersion divided by the true velocity dispersion.

We find a good compromise among these quantities when using \(dR = 0.075\) Mpc, \(dV = 105\) km s\(^{-1}\). For \(\sigma_R\) and \(\sigma_V\), instead of using single values, we proceed as follows. For each run the code is actually run 100 times, varying \(\sigma_R\) from 1 to 6 in ten linearly separated values, and \(\sigma_V\) from 1 to 5 in ten linearly separated values. The galaxies identified as members in at least half of these runs are considered as final members.

With such a configuration we find that for the systems with (estimated) richness between 30 and 50, the completeness is 0.95, the purity 0.71, and the velocity dispersion ratio 0.97. When considering richer systems (between 50 and 100) the completeness increases to 0.97, the purity decreases to 0.67, and the velocity dispersion ratio is 0.96.

CLUMPS therefore appears to perform reasonably well for systems with a number of members in the range of our 14 clusters, \(28 \leq N_{\text{mem}} \leq 86\) (see Table 1). In particular, the fact that the cluster velocity dispersion is recovered with 5% accuracy is particularly important for the dynamical analysis that relies on the velocity distribution of cluster galaxies.