**INTRODUCTION**

In contrast to Precision Glass Molding (PGM), Nonisothermal Glass Molding (NGM) has recently promised an economically viable technology for manufacturing complex precision components made of glass. Optical glass components produced by such advanced replication-based technology can be found in numerous applications such as interior automobile components, 3D displays, lighting, and sensor devices. The fundamental distinction of this technology, compared to PGM, is the ability to separate the molding cycle from the time-consuming heating and cooling stages. Thanks to this beneficial property, it enables the hot-forming process at higher glass temperature while the temperature of the mold can be chosen significantly lower. The technological benefits, accordingly, are short process cycle, prolonging mold lifetime, flexible selection of mold materials and scalability.

In NGM process, the temperature difference between glass and mold bodies is significant. Consequently, the heat transfer occurring at the glass-mold interface, i.e., thermal contact
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conductance, becomes the dominant mechanism influencing the thermal behavior of the contact pair. After being brought into contact with the cold mold, the glass temperature largely reduces, even up to hundreds of Kelvin. Such temperature drop of the glass at the contact surface certainly affects the form accuracy and the optical properties of molded glass components. Early studies indicated the influences of the glass temperature on the final shape of the molded lenses. Likewise, Pallicity et al revealed necessity of pressure-dependent thermal contact conductance for the simulation of the glass molding to precisely predict the form deviation and the birefringence of molded lenses. Particularly, a recent work by Kreilkamp et al emphasized the major role of the interfacial temperature on the chill ripple formation and the form deviation of the molded glass optics. Therefore, if the thermal contact conductance is known beforehand, the general prediction of the form accuracy and the optical properties of the molded glass components is enhanced.

There has been very limited research on quantification of the thermal contact conductance for glass molding processes, though. In most of the earlier works, the thermal contact conductance was commonly assumed without adequate experimental justifications. Such deficit is likely due to the complexity of the contact heat transfer experimental setup for glasses. Several investigations for quantifying thermal contact conductance are performed, nevertheless, only at low contact pressure. Recently, a conjugate gradient method combined with infrared thermography has been introduced by the authors. By this method, transient contact heat transfer coefficients over a wide range of molding pressures, interfacial temperatures and surface finishes were experimentally determined.

Beside the experimental studies, modeling the contact heat transfer in glass processing is also conducted by using analytical solutions and numerical approaches. However, these models either neglect the surface topography of the contact pair or simplify the nature of the contact surfaces. In this regard, the computation of contact heat transfer coefficient by means of modeling approach is deficient if the actual topography of the contact surfaces is not considered.

The aim of this paper is to apply and validate an existing numerical approach regarding the quantification of thermal contact conductance in context of glass-molding processes. The approach permits modeling both actual surface topographies and the deformation behaviors of the contact pair, i.e., the glass and mold, to overcome the deficiencies of the current modeling approaches. More specifically, this approach succeeds in dealing with the microscale simulation of contact mechanics and the thermal behavior of three-dimensional (3D) topographies gained by noncontact optical surface measurement. Experiments are carried out to confirm the validity of the proposed approach. The numerical model promises a reliable simulation tool to obtain the thermal contact conductance in glass molding, while expensive efforts on performing contact heat transfer experiments can be avoided.

2 | EXPERIMENTAL SETUP

In order to validate simulation outcomes, experimental results are prerequisite. In this study, the determination of the contact heat transfer coefficients (CC) is relied on an experimental setup established by the authors. The setup uses an infrared thermographic camera (IR-camera) to enable transient temperature measurements, from which CC are derived. Details of the experimental approach have been fully discussed in the work of Vu et al. The objective of this chapter is to highlight essential aspects of the experimental setup.

Figure 1 presents a schematic description of experimental setup for the determination of CC. The experiments are conducted in the press machine Füller GT52, a machine model specifically designed for the NGM process. The glass is placed in between two mold specimens. Borosilicate SUPRAX® 8488 glass and temperature-resistant 1.2787 stainless steel (AISI431) are chosen for this study. The contact heat transfer coefficients are derived from the transient surface temperatures of both glass and mold measured at the positions adjacent to the interface during contact. To minimize the spatial error by the thermographic measuring technique, the upper
mold was fixed permanently in space; therefore, the pixels on the mold surface chosen for the data acquisition by the IR-camera remain at constant positions during the entire measurement. The glass specimen is brought into contact with the upper mold by the upward movement of the lower axis. The PID controller of the machine controls the force exerted, corresponding to the predefined contact pressure chosen for individual experiments.

In addition, particular manipulations are aimed to minimize ambient influences on tracking temperatures of the specimens. Three heating devices are equipped to the press machine for precisely controlling the preset temperatures of the specimens. On the one hand, the upper mold is mainly heated up by a heating coil placed at the top of the mold. Besides, an induction ring is supplemented surrounding the mold surface. This induction ring acts as a compensation heater to reduce the transverse heat loss to the environment. Accordingly, the combined heating concept leads to homogeneous temperature distribution in the upper mold (Figure 2A, left). On the other hand, the glass is heated up in an oven, placed slightly below the pressing position. The oven is set at the predefined temperature with an accuracy of ±0.5°C. Sufficiently long heating time, approximately 20 minutes, is cared for satisfying the temperature homogeneity of the glass specimen. After heating, the glass is driven out of the oven vertically and quickly brought into contact with the upper mold within less than a second to reduce heat losses to the environment. Furthermore, thin black layers are coated on the surfaces of both specimens to minimize influences of ambient radiation being reflected from the measuring surfaces.

During glass pressing, the transient temperature fields of the glass and the upper mold are captured by the IR-camera, the VarioCAM® HD head provided by InfraTech. The camera can detect the IR radiation emitted from measuring objects in the spectral range from 7.5 ± 14 μm and determines temperature fields of both investigating specimens for further thermal analysis. This device enables a temperature measuring range up to 2000°C and the measurement accuracy of ±1°C. Full-frame data acquisition of 30 Hz with high resolution of 1.024 × 768 pixels is chosen to record the temperature fields.

A thin black coating is layered on the surfaces of both glass and upper mold specimens, as mentioned earlier not only to reduce the influences of the ambient radiation, but to precisely determine the emissivity of the measuring objects. This is a high-temperature resistance paint with emissivity of approximately 0.9. In addition, due to a slight deformation of the surfaces under the contact pressure, the temperatures were measured adjacent to the contact interface, which is 250 μm further away from the contact line of both glass and mold, to avoid the noise of measured data signals. Figure 2A provides an example of the temperature fields recorded by the IR-camera. Here, the temperature fields of the contact pair are exhibited at two sequential stages: (a) before pressing, to exhibit the temperature distribution of the upper mold when the glass is being heated in the oven further below the contact area (Figure 2A, left); and (b) during pressing, to demonstrate the temperature fields at first contact when the glass is quickly brought into the mold (Figure 2A, middle), and after 2 seconds of contact time when a steady-state CC is gained (Figure 2A, right). Using the IR-images, the temperature changes of the contact pair during the pressing stage are plotted. As illustrated in Figure 2B, the recorded temperature profiles of the glass and mold are gently smooth over the entire pressing period without any disturbing noise. Thereupon, such temperature inputs promise an accurate determination of the derived contact coefficients and stability of the inverse heat transfer solution.

In addition to the actual experiments, 3D topographical surface profiles of the glass and upper mold are measured by noncontact optical interferometry. Figure 3 displays the roughness of four mold surfaces by different machining methods. Two relatively rough surfaces manufactured with rough ($R_a = 0.47 \, \mu m$-mold 1) and fine grinding ($R_a = 0.16 \, \mu m$-mold 2) are exhibited in Figure 3A,B, respectively. In addition, ultra-precision mold surface finishes machined by ultrasonic-assisted diamond turning, typically used for the mold manufacturing in nonisothermal glass molding, are provided in

---

**FIGURE 2** (A), IR-image of temperature fields; and (B) Temperature changes measured at 250 μm from the contact interface during glass pressing. (Process parameters: initial temperature of the contact pair-640°C/450°C, contact pressure-20 MPa)
Figure 3C,D. Figure 3D exhibits the newly machined surface after the diamond turning ($R_a = 6 \text{ nm}$-mold 4). In contrast, the surface presented in Figure 3C is initially machined by diamond turning and then undergone several glass molding cycles. It is observed that the roughness of mold 3 sharply decreases after the first molding cycles, mainly due to plastic deformation of surface asperities and wear phenomena such as oxidation, glass adhesion or scratch, and afterwards remains almost unchanged. Figure 3C provides the surface roughness measured after 20 molding cycles ($R_a = 35 \mu\text{m}$-mold 3). Such surface profiles are used to investigate the influences of the surface alteration on the contact heat transfer mechanism in both experimental and numerical approaches. Considering the glass specimen, identical profiles manufactured by fine polishing with a roughness of $R_a = 2 \text{ nm}$ are used for all experiments.

To quantify pressure-dependent thermal contact conductance, experiments are performed with applied loads ranging from 2 to 20 MPa. Such pressure range is equivalent to the pressing forces commonly utilized in glass-forming processes. The glass pressing process contains two sequential steps: the position control and force control. First, the glass is quickly brought into contact with the upper mold and pressed until the predefined force is attained; afterwards, this force is kept constant for another 10 seconds and respective temperature changes of the glass and mold surfaces are recorded. For the validation of simulation results, the mold temperature of 450°C and glass temperature of 650°C (corresponding viscosity $\log \eta \approx 10.5 \text{ dPas}$) are chosen.

### 3 | NUMERICAL MODELING

The numerical model presented in this research can be divided into three major parts, including surface geometry, mechanical modeling and thermal modeling, and has been introduced in detail by Frekers et al. Based on the presented numerical model, simulations of contact heat transfer are performed by a self-written MATLAB program. The simulation tool has been validated in previous research. Modeling of the surface geometry, mechanical deformation and thermal modeling are consecutive parts of the simulation. Hence, this chapter begins with the modeling of the surface geometry and following mechanical deformations of the contact surfaces. Lastly, the thermal modeling containing the final deformed surfaces calculated from the mechanical modeling as inputs for the determination of CC is elucidated.

#### 3.1 | Modeling of surface geometry

Either measured or generated surfaces can be utilized for the modeling of the surface geometry. The latter employs characteristic parameters such as roughness or mean slope
to generate the investigated surface. Regardless, both surface types are described by a half-space model, i.e., the 3D surface geometry is represented by using column and rows of a two-dimensional matrix as $x$, $y$-position and corresponding matrix values $z(x, y)$ as the surface height. This procedure, compared to the surface modeling using Finite Element Method (FEM), permits beneficially larger surface areas to be investigated. In addition, the amount of data required for the numerical computation is significantly reduced.

As mentioned in the experimental approach, four different mold surfaces are investigated (Figure 3), using the same measured glass surface for each contact mold. To reduce computational loads, the initial resolution of $640 \times 480$ pixels is reduced to a lower resolution ($320 \times 240$ pixels) by fast-Fourier-transformation (FFT) and following reduced to a quadrangular shape of $240 \times 240$ pixels for modeling. Prior investigations have shown that such resolution is a good compromise between accuracy and computational cost. Figure 4 exhibits an example of the surface sections with the resolution of $240 \times 240$ elements modeled from the oxidized mold surface (mold 3, Figure 3C) and the glass surface.

### 3.2 Mechanical modeling

The mechanical modeling used in this research is mainly based on work presented by Tian et al. and Goerke and Willner. Similar to the method for surface representation, the half-space method is utilized as a framework for the elasto-plastic deformation. The mechanical model couples the applied load with the total displacement—the sum of the elastic and plastic deformation—of two contacting surfaces. First of all, based on the measured profiles, mean planes of the measured glass and mold surface are determined. Then, they are used as the origins of the coordinate systems for the respective surface profile ($z_G(x, y)$ and $z_M(x, y)$), by which the mean separation length $\delta$ is defined as the distance between the two mean planes (Figure 5A). The present algorithm is developed based on the computation of the surface deformation and the resulting contact pressure for one single surface. For this reason, the measured surfaces are combined into one single surface profile ($z_G(x, y) + z_M(x, y)$), and they are partitioned after the deformation calculation. To realize the contact spots and the resulting contact pressure, the combined surface is moved against a rigid plane with the distance $\delta$.

![Figure 4](image1.png) Modeled surface sections of the mold 3 (top) and glass (bottom) for numerical investigation

![Figure 5](image2.png) 2D schematic representation of contacting surfaces. (A) Surface profiles of glass and mold; (B) Simplified contacting surfaces; and (C) Representation of surface overlaps
(Figure 5B). While the distance is reduced, more and more surface spots of the combined surface profile get into contact with the rigid plane (Figure 5C). The overlap with this plane is described by the matrix \( u_\varepsilon \):

\[
\varepsilon (x,y) = (z_G(x,y) + z_M(x,y)) - \delta. \tag{1}
\]

The matrix \( u_\varepsilon \) contains positive entries representing the actual overlap of the surfaces (spots in contact) and negative entries representing the missing distance to get respective surface spots into contact (no contact). Following, negative entries are set to zero, as these do not take part in the actual surface deformation.

Since both pressure distribution and surface deformation are unknown, an iterative procedure needs to be applied. By varying \( \delta \), the resulting surface overlap is obtained and serves as input for determination of the pressure distribution over the contact surface, defined by Equation (2). The contact pressure is resulted from elastic deformation of the surfaces and is calculated by introducing a rigidity matrix \( C \). This matrix correlates the effect of the contact pressure \( p \) at element \( \ell \) with the deformation \( u_\varepsilon \) at element \( k \).

\[
u_{\varepsilon,\ell}(x,y) = \sum_{k=1}^{\ell} C_{\ell k} \cdot p \cdot (x_k,y_k). \tag{2}
\]

The mathematical definition of the rigidity matrix and the considered material properties are described in the work of Goerke and Willner. However, since the displacement of the surface overlap \( u_\varepsilon \) is known by iteration from Equation (1), the pressure profile is solved by replacing the elastic deformation with the total surface overlap, yielding a set of linear equations:

\[
p = C^{-1} u_\varepsilon. \tag{3}
\]

This set of linear equations is successively solved with a Gauss-Seidel algorithm. Furthermore, the local cell pressure \( p \) cannot exceed the material micro-hardness \( H \), as at this pressure level the surface starts to deform plastically restraining further increases of the load. Hence, the algorithm limits the local pressure to a range between 0 and the micro hardmess \( H \). Concluding, the described procedure is embedded in an iteration loop in which the mean separation length \( \delta \) is varied until the target pressure is reached.

After the iteration, the total overlap is given in only one matrix (Equation 1) and following needs to be associated to the corresponding partners. First, the partitioning of elastic deformation, as indicated in the work of Tian et al., can be realized by defining the elastic strain on each surface as a function of the mechanical properties of the respective material:

\[
u_{\varepsilon,\ell} E_G = \frac{u_{\varepsilon,\ell} E_M}{1 - v_G^2} = \frac{u_{\varepsilon,\ell} E_M}{1 - v_M^2}. \tag{4}
\]

Here, the elastic modulus \( E \) and Poisson number \( \nu \) of each material are used to define the elastic strain. Then, Equation (4) contains two unknowns—the elastic displacements of glass \( u_{\varepsilon,\ell} \) and mold \( u_{\varepsilon,\ell} \) respectively. However, since the total elastic displacement is already known from the previously solved iteration, the partitioning of the elastic deformation of each surface is achieved by Equation (5).

\[
u_{\varepsilon,\ell} (x,y) = u_{G,\ell} (x,y) + u_{M,\ell} (x,y). \tag{5}
\]

Finally, for partitioning of the plastic deformation, it is assumed that the glass surface does not undergo the plastic deformation during contact at the temperature of investigations in this study. For glass, it is commonly considered to be elastic at temperatures below \( T_g \) and viscoelastic at molding temperature range above \( T_g \). The validity of this assumption is solidified based on the fact that the surface temperature of glass drops quickly near transition temperature \( T_g \) only after a few seconds being brought into contact with the cold mold (Figure 2). At this temperature, the glass surface turns out a brittle solid. Still, viscoelastic deformation can occur; however, such time-dependent deformation happens at a much larger time scale (>hundreds seconds) than the time to achieve the steady-state contact heat transfer condition, which is less than 2 seconds. Accordingly, it is reasonable to presume that the plastic deformation is solely taking place on the steel solid, e.g., the mold surface, defined by Equation (6):

\[
u_{\varepsilon,\ell} (x,y) = u_{\varepsilon} (x,y) - u_{\varepsilon,\ell} (x,y). \tag{6}
\]

Finally, the deformed surface profiles of the glass, \( z'_G (x,y) \), and the mold \( z'_M (x,y) \) are realized by Equation (7) and serves as a basis for the following thermal calculation.

\[
\begin{cases}
z'_G (x,y) = z_G (x,y) - u_{G,\ell} (x,y) \\
z'_M (x,y) = z_M (x,y) - u_{M,\ell} (x,y) - u_{M,\ell} (x,y).
\end{cases} \tag{7}
\]

### 3.3 Thermal modeling

After modeling the surface deformation, the half-space is extended to a three-dimensional body. It is enabled by discretizing the deformed surface profile in \( z \)-direction into discrete cells leading to three-dimensional matrix mesh grid. Cells, which are equal to one, represent solid material, while remaining cells, equal to zero, correspond to surface cavities. However, compared to the authors’ previous work where a homogenous mesh grid was used to discretize the whole domain, a refinement algorithm is developed for this study to reduce computational costs, while maintaining a high resolution of the surface profile. One refinement level equals the intersection of width, length and height of a cell, leading to eight subcells for each refinement level. Therefore, the \( x \) - and \( y \)-axis
resolution from the mechanical modeling (240 × 240) is chosen for the finest resolution of the length and width at the contact zone, whereas it decreases at distances further away from the contact interface. Such arrangement is demonstrated in Figure 6, emphasizing a higher refinement level with a dark grey tone. Also, a considerable large length-to-height ratio of the cell is chosen to resolve the nanoscale roughness (z-axis) of the contact surface geometries in glass molding, in conjunction with the measured surface area (x- and y-axis) in mm- or µm-scale. Depending on the actual surface roughness of the investigated molds (mold 1-4), the resolution of the cell height varies between 2-20 nm.

After mesh generation, the steady-state temperature field of the contact pair can be determined by solving the heat equation:

\[ \lambda \frac{\partial^2 T}{\partial x^2} + \lambda \frac{\partial^2 T}{\partial y^2} + \lambda \frac{\partial^2 T}{\partial z^2} = 0. \]  

(8)

In this study, numerical implementation for solving the temperature field is accomplished by means of an implicit finite difference scheme. Boundary conditions required for solving Equation (8) are depicted in Figure 6. The bottom of the lower specimen-the glass-is set to a constant temperature. This assumption is feasible because, as mentioned earlier in the experimental procedure chapter, the glass is heated in the oven after a sufficiently long time permitting a homogeneous temperature distribution of the glass body. In contrast, a heat flux boundary condition is applied on the top of the upper specimen-the mold tool. As the investigated surface area is range of less than 1 mm², relatively small heat fluxes in range of 0.15 W are applied. Besides, external surfaces and faces of noncontacting cavities are assumed as adiabatic boundary conditions. Finally, it is noteworthy to point out that, although the temperature changes of the contact pair in a short time scale are dominated by heat conduction through the glass-mold interface, natural convection and particular radiation would become more significant at the investigating temperature above 600°C. These phenomena, however, are not considered in this current thermal model but are sought in our future work.

Figure 7 presents an exemplary temperature field of a cross section at varying contact pressure. Based on the calculated steady-state temperature profile, the temperature of the top of the domain \( T_u \) can be determined, and following the thermal contact conductance \( h_c \) is quantified by using Equation (9):

\[ \dot{q}'' = \frac{T_u - T_l}{R_c} \iff R_c = \frac{T_u - T_l}{\dot{q}''} = \frac{l_G}{\lambda_G} + \frac{l_M}{\lambda_M} + \frac{1}{h_c} \]

\[ \Rightarrow h_c = \left( \frac{T_u - T_l}{\dot{q}''} - \frac{l_G}{\lambda_G} - \frac{l_M}{\lambda_M} \right)^{-1}. \]  

(9)

Here, the total thermal resistance \( R_c \) is correlated with the temperature difference of the upper \( (T_u) \) and lower \( (T_l) \) bodies, and the applied boundary heat flux \( (\dot{q}'') \). Following, the resistance is divided into three major contributions: heat conduction resistance in upper and lower bodies, defined by the ratio of the corresponding body length \( (l) \) and its thermal conductivity \( (\lambda) \), and the thermal contact conductance itself. Rearranging terms, then, yields the final relation to determine the thermal contact conductance \( h_c \) as a function of the known properties.

4 | RESULTS AND VALIDATION

4.1 | Experimental results

Figure 8 demonstrates the transient contact heat transfer coefficient for an exemplary mold surface-mold 3. First, the
temperature changes of the glass and mold over the pressing time are recorded (Figure 8A). Such temperature data are used as inputs for the derivation of the transient contact heat transfer coefficient using conjugate gradient method (Figure 8B). Details of the inverse method and the corresponding computational algorithm used to determine the contact heat transfer coefficient can be referred in the work of Vu et al.3 The derived time-dependent contact coefficient reveals the evolution of heat transfer phenomenon that corresponds with the raise of the applied force during the glass pressing stage (Figure 8C). It rapidly increases when two bodies are brought into contact, followed by gradually approaching a constant value. The increase of applied force promotes a growth of actual contact area due to the glass flow into the microscale cavities of the mold surface. The consequence is the enhancement of heat flux across the interface, resulting in a sharp rise of the contact coefficient. In contrast, when the predefined force is attained, the contact heat transfer approaches its steady-state conditions, ie the contact coefficient remains almost unchanged. The contact heat transfer coefficients at this steady state, $h_{c,\text{steady}}$, are time-averaged and used for the following validation of numerical results.

Figure 9 summarizes the steady contact coefficients of all four different surface finishes. The plot illustrates the influence of surface roughness on the heat transfer across the contact interface in glass molding. Herein, the contact coefficient of the rough surface-mold 1-is much smaller than those of smooth surface-mold 4. This observation strengthens the importance of modeling the nature of microscale surfaces for the thermal contact conductance investigation. The smooth surface enhances the actual contact area growth and thus increases heat transfer across the interface.

Interestingly, the increasing slope of the oxidized surface-mold 3-is not comparable to other mold surfaces. It is observed that, though the average roughness of mold 3 ($R_a = 35$ nm) is much smaller than mold 2 ($R_a = 0.16$ µm), the contact coefficients of these surfaces are not much different at high contact pressures. These experiment results can probably be explained by the flattening effect and the alteration of thermomechanical properties due to the already performed loading cycles. When a surface is newly machined, its microasperities are elastically plastically deformed for the first time under the contact load and become flattened. As a result, the actual contact area increases sharply along with the applying load, which is the case for the fresh surfaces-mold 1, 2 and 4. In contrast, the surface of the mold 3 has been undergone several molding cycles before the experimental investigation. Under this circumstance, there exist thin oxide layers on its surface, which has been illustrated by the scanning electron microscope investigation.3 The oxide layers contain not only higher hardness but also lower thermal conductivity compared to the newly machined surface material, and subsequently cause an increase in heat resistance. In addition, the surface asperities, after sustaining the plastic deformation during earlier molding cycles, prompt an increase in hardness and become less flattened, accordingly. Such mechanical alteration of the surface morphology results in a less significant change in the surface topographies compared to newly machined surfaces. This experimental observation exemplifies the necessity of modeling the deformation behavior of the contact pair in the simulation of contact heat transfer.

4.2 | Simulation results and validation

For visualization purposes, numerical and experiment results are presented in individual plots for each mold surface finish (Figure 10A-D). Within the medium applying loads ($P = 8-16$ MPa), very good agreement between the simulation and experiment results is found, except mold 3 of which the simulated contact coefficients are slightly higher than
experiment ones. The discrepancy can possibly be explained by the alteration of mold’s surface morphology as discussed earlier in Section 4.1. Due to the existence of oxide layers on the surface and the hardened asperities, the actual surface of mold 3 possesses a higher thermal resistance, leading to lower contact coefficients obtained from the experiment. In the numerical simulation, however, the property of oxidized and hardened surfaces is not considered. This assumption turns out less heat resistance at the interface, a larger contact area, and consequently higher computed contact coefficients. This finding reveals a necessity to consider the changes of surface characteristics in future work.

In addition, a slight oscillation of the simulated contact coefficients in the range of the medium applying loads are observed. This behavior can be explained with the elastic deformation of barely contacting asperities that loses contact when the pressure at adjacent asperities increases. A schematic demonstration explaining the loss of contact spots due to elastic deformation is qualitatively shown in Figure 11. As the pressure increases at the left contact spot, this causes a regression in contact spots next to it, which leads, to a decrease in thermal contact conductance. However, by further increasing the contact pressure, these spots get into contact again resulting in an increase of thermal conductance.

Figure 10 shows that the computed contact coefficients underestimate the experiment results at low contact pressures and overestimate those at high loads. Such discrepancy observed at the extreme pressing loads can probably be explained by the current mechanical modeling considered by this study. The nature of glass behavior at forming temperature above $T_g$ exhibits a viscoelastic deformation to some extent. It means that the amount of glass deformation is strongly governed by its viscosity. Decrease in temperature causes a significant increase of viscosity and the deformation resistance. For this reason, when the glass

**FIGURE 8** Derivation of pressure-dependent contact heat transfer coefficient of the mold 3-glass pair. (A) Temperature profiles of the contact pair measured at 250 µm from the contact line; (B) Transient contact heat transfer coefficient; and (C) Recorded applying load

**FIGURE 9** Experimental measurement of steady contact heat transfer coefficients
is brought into contact with the colder mold, the temperature of contacting asperities abruptly drops to $T_g$ by means of heat transfer across the interface. The consequence is the significant increase of the deformation resistance occurring at these local contact spots; meanwhile, temperatures of neighboring asperities are still sufficiently high, as exemplarily illustrated in Figure 7, maintaining the viscoelastic behavior. As long as the applied force is remained, the neighboring spots continue filling into the microscale asperities of the mold surface. Accordingly, further growth of the contact area is occurred, until these surrounding spots contact with the mold surface become “frozen”. Similar study on the simulation of nonisothermal hot glass forming of microstructure optics demonstrates this observation. Such glass filling behavior into the microscale cavities of the mold surface explains the slight increase of the contact coefficient during the period of holding force. However, only a steady state, rather than a time-dependent deformation model is used. Hence, at low contact pressures, the flattening of the surface asperities and the consequent contact area computed by the simulation model is less compared to the actual contact area attained in the real molding experiments. Hence, the computed contact coefficients are underestimated.
At high loads, however, plastic deformation becomes the prevailing process in the mechanical modeling by the simulation. This prevailing deformation, in fact, neglects hardening effects that arise for example due to the surface deformation of the mold or increasing viscosity of the glass in corresponding experiments. Thus, the actual contact area is higher leading to the overestimation of the thermal contact conductance.

5 | CONCLUSIONS AND FUTURE RESEARCH

This paper presents numerical and experimental data quantifying the contact heat transfer across the interface in the glass molding process. The contact heat transfer coefficients are obtained from the modeling of individual 3D topographical geometries of the contact surfaces. Rather than using generated surfaces represented by generic characteristics, the actual surface geometries directly implemented from topographical measurements enables the avoidance of miscalculations, normally overestimated contact coefficients as pointed out in previous studies.16 In addition, the numerical approach successfully incorporates the mechanical model representing the deformation behavior of the glass and mold surfaces to the thermal modelling. Accordingly, the simulation tool permits numerical predictions of contact heat transfer coefficients in dependence on the pressure and surface roughness of the contact pair.

Four different mold surface finishes are used for the validation with the contact pressure ranging from 2 to 20 MPa. The experiment contact coefficients are derived from the transient temperature measurements, recorded by an infrared thermal camera, and using inverse heat transfer method. The simulation results are promising within the medium applying loads, while there exists a discrepancy at extreme load cases. The discrepancy is attributed to the mechanical model used for studying the deformation behavior of the glass surface. Future work, therefore, focuses on the implementation of the viscoelastic behavior into the simulation tool.
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