New Geometric Transition as Origin of Particle Production in Time-Dependent Backgrounds
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By extending the quantum evolution of a scalar field in time-dependent backgrounds to the complex-time plane and transporting the in-vacuum along a closed path, we argue that the geometric transition from the simple pole at infinity determines the multi-pair production depending on the winding number. We apply the geometric transition to Schwinger mechanism in the time-dependent vector potential for a constant electric field and to Gibbons-Hawking particle production in the planar coordinates of a de Sitter space.
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The interaction of quantum field with a background gauge field or spacetime can produce particles as a nonperturbative quantum effect. Schwinger mechanism is pair production by a constant electric field, which provides enough energy to separate charged pairs from the Dirac sea [1]. Hawking radiation is the emission of particles from vacuum fluctuations, which are separated by the horizon of a black hole [2]. Recently Hawking radiation has been interpreted as quantum tunneling of virtual pairs near the horizon of the black hole [3]. Also it has been known for long that an expanding spacetime produces particles [4] and de Sitter (dS) radiation has a thermal distribution [5].

In quantum field theory the out-vacuum of a quantum field may differ from the in-vacuum through the interaction with a background field and may be expressed as multi-particle states of the in-vacuum via the Bogoliubov transformation [6]. In the in-out formalism the scattering matrix between the in-vacuum and the out-vacuum determines the probability for the in-vacuum to remain in the out-vacuum, which in turn is given by the pair-production rate for bosons or fermions [7]. The exact vacuum persistence and pair production requires the solution of the quantum field in the background field. With limited knowledge of exact solutions, approximation scheme proves a practical approach or provides an intuitive understanding for pair production. Various approximation schemes have been proposed for Hawking radiation [8].

Each Fourier mode of a scalar field in the time-dependent vector potential for a constant electric field and in the planar coordinates of a dS space describes the scattering problem over a potential barrier. In the phase-integral method Schwinger pair-production rate is determined by the action integral among quasi-classical turning points in the complex plane of time or space [9, 10]. In particular, the action integral has been proposed as the contour integral in the complex plane for Schwinger mechanism [9] and for Hawking radiation [11]. Furthermore, the Stokes lines and anti-Stokes lines for more than one pair of quasi-classical turning points distinguish boson and fermion pair production [10] and the dimensionality of particle production in dS spaces [12]. The complex analysis has been used in connection with particle production [13, 14], the instanton action [15, 16], and the worldline instanton [17, 18].

In this paper we propose the geometric transition of the Hamiltonian in the complex-time plane as a new interpretation of particle production in time-dependent backgrounds. It has been observed that a time-dependent Hamiltonian can have the geometric transition in the complex-time plane [19–21]. In the functional Schrödinger picture each Fourier mode of quantum field in a time-dependent background has the Hamiltonian with time-dependent frequency and/or mass. We argue that the evolution of the in-vacuum along a complex closed path of non-zero winding number leads to the geometric transition from the simple pole at infinity and results in particle production, in strong contrast with the trivial real-time evolution without level-crossings. The evolution of the in-vacuum along a path in the complex-time plane is reminiscent of the closed-time path integral in the in-in formalism [17].

A complex scalar field with mass $m$ and charge $q$ in a constant electric field in the $(d+1)$-dimensional Minkowski spacetime has the Fourier-decomposed, time-dependent Hamiltonian [in units of $c = \hbar = 1$]

$$H(t) = \int d^d k \left[ \frac{1}{2} \pi_k^\dagger \pi_k + \frac{1}{2} \omega_k^2 \phi_k^\dagger \phi_k \right].$$
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\[ \omega_k^2(t) = m^2 + k^2 + (k_\parallel + qEt)^2. \]  

(2)

Here \( k_\perp \) and \( k_\parallel \) are the transverse and longitudinal momenta and the vector potential is \( A_\parallel(t) = -Et \), which provides a time-dependent background. The complex scalar field is equivalent to two real scalar fields: one for particle and the other for antiparticle. In the planar coordinates of the \((d+1)\)-dimensional dS space

\[ ds^2 = -dt^2 + e^{2H_{HC}t}dx^2, \]

(3)

where \( H_{HC} \) is the Hubble constant, a massive real scalar field has the time-dependent Hamiltonian

\[ H(t) = \int d^d k \left[ \frac{1}{2M(t)} \omega_k^2 \phi_k^2 \right], \]

(4)

where

\[ M(t) = e^{dH_{HC}t}, \quad \omega_k^2(t) = m^2 + \frac{k^2}{e^{2H_{HC}t}}. \]

(5)

In the functional Schrödinger picture, the quantum state obeys the time-dependent Schrödinger equation

\[ i\frac{\partial}{\partial t} |\Psi(t)\rangle = \hat{H}(t) |\Psi(t)\rangle, \quad |\Psi(t)\rangle = \prod_k |\Psi_k(t)\rangle. \]

(6)

For the purpose of this paper, it is sufficient to consider the time-dependent oscillator defined along the real-time axis as

\[ H(t) = \frac{1}{2M(t)} p^2 + \frac{M(t)}{2} \omega(t) q^2, \quad (\omega(t) > 0). \]

(7)

In the real-time evolution, the annihilation and creation operators

\[ \hat{a}(t) = \sqrt{\frac{M(t)\omega(t)}{2}} \hat{q} + \frac{i}{\sqrt{2M(t)\omega(t)}} \hat{p}, \quad \hat{a}^\dagger(t) = \sqrt{\frac{M(t)\omega(t)}{2}} \hat{q} - \frac{i}{\sqrt{2M(t)\omega(t)}} \hat{p} \]

(8)

diagonalize the Hamiltonian as

\[ \hat{H}(t) = \omega(t) \left( \hat{a}^\dagger(t) \hat{a}(t) + \frac{1}{2} \right). \]

(9)

Thus, an initial state

\[ |\Psi(t)\rangle = \hat{U}(t,t_0) |\Psi(t_0)\rangle, \]

(10)

evolves by the evolution operator, which can be given by the time-ordered integral or product integral \[22\]

\[ \hat{U}(t,t_0) = \text{T exp} \left[ -i \int_{t_0}^{t} \hat{H}(t') dt' \right] = \prod_{t_0}^{t} \text{exp} \left[ -i \hat{H}(t') dt' \right]. \]

(11)

In terms of the number states \[9\], the evolution operator can be further written as \[21\]

\[ \hat{U}(t,t_0) = \Phi^T(t) \text{T exp} \left[ -i \int_{t_0}^{t} (H_D(t') - \hat{A}^T(t')) dt' \right] \Phi^*(t_0), \]

(12)

where \( H_D(t) \) and \( \Phi(t) \) denote the diagonal matrix and the column vector, respectively,

\[ H_D(t) = \omega(t) \left( \begin{array}{ccc} \frac{1}{2} & \cdots & \cdots \\ \cdots & \ddots & \cdots \\ \cdots & \cdots & n + \frac{1}{2} \end{array} \right), \quad \Phi(t) = \left( \begin{array}{c} |0, t\rangle \\ \vdots \\ |n, t\rangle \end{array} \right), \]

(13)
and $A(t)$ is the induced vector potential

$$A(t) = i\Phi^*(t) \frac{\partial \Phi^T(t)}{\partial t} = \frac{i}{4\omega(t)} (n(n-1)\delta_{nn-2} - \sqrt{(n+1)(n+2)}\delta_{nn+2}).$$

(14)

Here and hereafter overdots denote derivatives with respect to the real or complex time. Hence $\dot{U}(t_0, t_0)$ from $t_0$ to any future time $t$ and back to $t_0$ along the real-time axis becomes unity since $H_D(t)$ and $A(t)$ do not have any singularity due to $\omega(t) > 0$, which is the case of charged scalars in a time-dependent vector potential or real scalars in a dS space. Note that the path from $t_0$ to $t_0$ along the real-time axis is a loop of zero-winding number, which will be denoted as $C(0)(t_0)$ with the base point $t_0$. In other words, $\dot{U}(C(0)(t_0)) = I$ in the complex-time plane and the scattering amplitude between the in-vacuum and the transported in-vacuum is unity along the real-time axis

$$\langle 0, C(0)(t_0)|0, t_0 \rangle = 1.$$  

(15)

The in-in formalism thus becomes trivial as long as the real time is concerned.

However, a time-dependent Hamiltonian, provided that it has a level-crossing in the complex-time plane, leads to the geometric transition amplitude, which is responsible for an exponential decay of the initial state and the transition to other states [19, 21]. In a similar manner, let us extend the Hamiltonian $H(t)$ to the complex-time plane and assume that $H(z)$ is analytic and the orthonormality $(m, z|n, z) = \delta_{mn}$ holds. In a properly chosen Riemann sheet in the complex-time plane, the frequencies (2) and (5) have two branch points of the form

$$\omega(z) = f(z) \sqrt{(z - z_0)(z - z_0^*)},$$

(16)

where $f(z)$ is an analytic function. Though the complex frequency (16) has level-crossings in the whole complex plane, we cut two branch lines from $z_0$ and $z_0^*$ as shown in Fig. 1, which make $\omega(z)$ analytic in the proper Riemann sheet. Defining $\tilde{H}(z) := H_D(z) - A^T(z)$, we notice that the matrix-valued $\tilde{H}(z)$ does not commute with $\tilde{H}(z')$ in general for $z \neq z'$ unless $\omega(z') \omega(z') = \omega(z) \omega(z')$. Then, without level-crossings, all the time-ordered integrals of $\tilde{H}(z)$ in the complex-time plane along closed paths of the same winding number and with the same base point $t_0$ on the real-time axis are equal to each other [22]

$$\text{T exp} \left[-i \oint_{C_1(t_0)} \tilde{H}(z) dz \right] = \text{T exp} \left[-i \oint_{C_2(t_0)} \tilde{H}(z) dz \right].$$

(17)

Hence the time integral in the complex-time plane is independent of paths and depends only on the homotopy class of winding numbers. In fact, the path in the left panel of Fig. 1 has the winding number 1 and is equivalent to another path $C(0)(t_0)$ along the real-time axis plus the loop $C(1)(0)$ of the winding number 1 encircling $z = 0$ while the path $C(3)(t_0)$ in Fig. 2 has the winding number 3. Thus, since the time integral along $C(0)(t_0)$ in the real-time axis is unity, the time integral along a curve $C(t_0)$ consisting of $C(0)(t_0)$ and $C(n)(0)$ of winding number $n$ around $z = 0$ becomes

$$\text{T exp} \left[-i \oint_{C(t_0)} \tilde{H}(z) dz \right] = \text{T exp} \left[-i \oint_{C(n)(0)} \tilde{H}(z) dz \right].$$

(18)

However, in the lowest order of the Magnus expansion [22], the residue theorem holds for the matrix-valued $\tilde{H}(z)$ [22]

$$\text{T exp} \left[-i \oint_{C(n)(0)} \tilde{H}(z) dz \right] = \exp \left[-2\pi n \text{Res}[\tilde{H}(z_1)] \right].$$

(19)

where Res[$\tilde{H}(z_1)$] is the residue of the simple pole $z_1$ at infinity [24]. In fact, the frequencies (2) and (5) do have the simple pole at infinity, so the scattering amplitude between the in-vacuum and the transported in-vacuum is approximately given by

$$\langle 0, C(n)(t_0)|0, t_0 \rangle = e^{-\pi n \text{Res}[\omega(z = \infty)]},$$

(20)

where the factor of 1/2 for the vacuum state [13] is taken into account and $n$ is the winding number. The dynamical phase does not contribute to the scattering amplitude since it returns to $t_0$ and the frequency does not have any finite simple poles. The exponentially decaying scattering amplitude implies transitions to excited states, that is, particle production. The residue at infinity is found by the large $z$-expansion of the complex frequency [16]

$$\omega(z) = f(z) \left[ z - \frac{z_0 + z_0^*}{2} - \frac{(z_0 - z_0^*)^2}{8z} + \cdots \right].$$

(21)
FIG. 1: The frequency $\omega(z)$ has two branch points at $Z_0$ and $Z_0^*$, which are isolated by two branch cuts, and has the simple pole located at $Z_1 = \infty$. The path $C^{(1)}(t_0)$ starts from the base point $t_0$, follows a loop clockwise and returns to $t_0$, excluding the simple pole at the infinity [left panel]. The equivalent path consists of a real-line segment $C^{(0)}(t_0)$ from $t_0$ to $t_0$ and a loop $C^{(1)}(0)$ encircling $z = 0$ [right panel].

FIG. 2: The path $C^{(3)}(t_0)$ starts from the base point $t_0$, follows clockwise a loop of winding number 3 and returns to $t_0$.

In the first case of charged scalars in the constant field, the proper Riemann sheet is the entire complex plane with branch cuts as shown in Fig. 1. Then the magnitude square of the scattering amplitude

$$\langle 0, C^{(n)}(t_0)|0, t_0\rangle^2 = e^{-\pi \frac{n^2 + k^2}{4m}}$$

is the Schwinger pair-production rate for $n$-pairs of charged particles and antiparticles. It is analogous to the multi-instanton actions for pair production in the Coulomb gauge for static electric fields [15]. In the second case of real scalars in the dS space, the proper Riemann sheet $-\pi/H_{HC} < \text{Im} t \leq \pi/H_{HC}$ and a conformal mapping $e^{H_{HC}t} = z$ may be chosen, in which the scattering amplitude square

$$\langle 0, C^{(n)}(t_0)|0, t_0\rangle^2 = e^{-2n\pi \frac{n}{H_{HC}}}$$

is the Boltzmann factor for Gibbons-Hawking radiation in the dS space.

In summary, we showed that the geometric transition from a simple pole at infinity in the complex-time plane could explain particle production in a constant electric field and in a dS space. The Fourier-decomposed Hamiltonian for charged scalars in the constant electric field and for real scalars in dS space is infinite number of oscillators with
time-dependent frequencies and/or mass. In the real-time evolution, any state prepared at an initial time that evolves into a future time and returns to the initial time remains in the same state with a trivial phase factor since there is no level-crossing, so the scattering amplitude between the in-vacuum and the transported in-vacuum is unity. However, we argued that the evolution along a closed path in the complex-time plane obtains a new geometric transition coming from the residue of the simple pole at the infinity, which differs from the geometric transition coming from level-crossings. Further, the scattering amplitude between the in-vacuum and the in-vacuum transported along a path of winding number \( n \) leads to production of \( n \)-pairs.

Finally, a few comments are in order. First, it is worth to note that the geometric transition for the in-vacuum, though a consequence of nonstationarity of the Hamiltonian, resolves the factor of two puzzle for tunneling interpretation of Hawking radiation. The factor of two puzzle was explained in different ways \([25-28]\) and by including the temporal contribution under the coordinate transformation from the embedding geometry \([29,31]\). The scattering amplitude between the in-vacuum and the transported in-vacuum takes the vacuum energy into account, which counts only a half of the energy quanta. Second, the massless limit of eq. \((23)\) gives a unity scattering amplitude square between the in-vacuum and the transported in-vacuum in the complex plane as in eq. \((15)\). In fact, under the conformal mapping \( z = e^{Ht/\hbar} \) the infinity has a double pole and thus does not contribute to the residue, which implies that the probability for the transported in-vacuum to remain in the in-vacuum is unity. The result is consistent with no production of massless particles in dS spaces in the in-out formalism, but there are subtle issues in the massless limit \([32,33]\). Third, the geometric transition can be generalized to a frequency that has many level crossings and finite simple poles, which is the case of generic time-dependent vector potentials and global coordinates of dS spaces and the Friedmann-Robertson-Walker spacetime \([34]\). Then the homotopy classes of paths are classified by finite simple poles inside the loops. The homotopy classes may have something to do with the Stokes phenomenon for particle production \([10,12]\), which is beyond the scope of this paper. Another issue not pursued in this paper is the stimulated pair production from an initial particle state.
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