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ABSTRACT: The Virasoro minimal models with boundary are described in the Landau-Ginzburg theory by introducing a boundary potential, function of the boundary field value. The ground state field configurations become non-trivial and are found to obey the soliton equations. The conformal invariant boundary conditions are characterized by the reparametrization-invariant data of the boundary potential, that are the number and degeneracies of the stationary points. The boundary renormalization group flows are obtained by varying the boundary potential while keeping the bulk critical: they satisfy new selection rules and correspond to real deformations of the Arnold simple singularities of $A_k$ type. The description of conformal boundary conditions in terms of boundary potential and associated ground state solitons is extended to the $N = 2$ supersymmetric case, finding agreement with the analysis of $A$-type boundaries by Hori, Iqbal and Vafa.
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1. Introduction

Large classes of conformal invariant boundary conditions have been found in rational conformal field theories over the recent years by developing several algebraic methods. The simplest, fully symmetry-preserving conformal boundary states are the so-called Cardy states, that exist for left-right symmetric sectors in the bulk [1]. Conformal boundaries have also been found in the case of non-diagonal bulk sectors or in presence of partial symmetry breaking at the boundary (still preserving conformal invariance) [2]. For many theories, like the Virasoro minimal models, the conformal boundary states have been completely classified [3].

Far less is known about non-conformal boundary conditions, where a relevant interaction breaks scale invariance at the boundary and leads to a renormalization group (RG) flow toward another conformal boundary of the same bulk critical theory. Two relevant
cases have been extensively studied during the last decade: the Kondo problem of magne-
tic impurities in a diamagnetic metal [4] and the resonant scattering of edge excita-
tions in the quantum Hall effect [5]. The main present motivation for studying boundary RG
flows comes from open string theory, where the decay of an unstable brane (or of a stack
of branes) can be modeled by boundary interactions in the corresponding world-sheet con-
formal theories — the so-called “tachyon condensation” [6].

Although the boundary renormalization group flows are formally and perturbatively
analogous to the bulk flows, they may have specific features, and it is useful to have
physical descriptions of the boundary dynamics, such as that of ref. [7]. In the case of
the bulk RG flows, the Landau-Ginzburg mean-field theory has been a valuable source of
intuition: here, the multicritical points are obtained by fine-tuning the parameters in the
scalar potential, and the flows to lower critical points follow by detuning. This description
yields a qualitative chart of the space of flows, basically its topology, that survives quantum
corrections even in two dimensions [8].

Furthermore, the Landau-Ginzburg (LG) theory becomes exact in presence of \( N = 2 \)
supersymmetry, due to the non-renormalization theorems. The beautiful works by Marti-
tinec, Vafa, Warner and others [9] have shown that the study of the multicritical points
of Landau-Ginzburg potentials can be mapped into Arnold’s classification of singularities of
analytic functions modulo reparametrizations [10]. This relation also provides a physical
explanation to the fact that the Virasoro minimal models, the simpler multicritical points
in two dimensions, are classified by A-D-E Dynkin diagrams, as well as the Arnold simple
singularities [11].

The present understanding of boundary multicriticality and boundary RG flows is
based on the study of integrable systems, both in the continuum and on the lattice, and
on numerical analyses. For many theories with critical points of known conformal type,
integrability has been extended in the presence of boundary conditions and boundary
interactions. For example, lattice statistical models are known to realize all the boundary
conditions of the Virasoro minimal models [12] and examples of boundary integrable RG
flows have been obtained by specializing integrable bulk interactions to the boundary [7].
Known numerical methods, such as the truncated conformal space approach [13] and the
thermodynamic Bethe ansatz [14], have been applied to the study of boundary interactions.
In some approaches, such as integrable scattering theory at the boundary, the boundary
dynamics is described by quantum mechanical degrees of freedom that must be added at the
boundary for completeness [12]. Upon integrating them out, one may generate complicate
non-local interactions at the boundary.

In this paper, we describe the generalization of the Landau-Ginzburg theory in presence
of a boundary. We do not introduce new degrees of freedom at the boundary, but rather
describe the dynamics in terms of a tunable scalar boundary potential \( V_b(\varphi_0) \), function of
the boundary value \( \varphi_0 \) of the scalar field \( \varphi \), whereby implicitly assuming locality.\(^1\) Using
these rather restrictive assumptions, but consistent with the results of the corresponding
lattice models [12], we obtain a comprehensive description of the boundary conditions and

\(^1\)This is the traditional approach of LG studies in \((4 - \epsilon)\) dimensions [15].
RG flows in the Virasoro models of the so-called \((A,A)\)-series. The outcome is a rather simple extension of the LG description of multicriticality by fine-tuning, showing again deep relations with Arnold’s work. Our analysis also applies to the corresponding \(N = 2\) supersymmetric minimal models with \(A\)-type boundary conditions, where it matches the earlier inspiring results of ref. [16].

In section 2 we introduce the LG theory with boundary: we consider the \(m\)-th Virasoro minimal model in the \((A,A)\) series, that corresponds to a \((m - 1)\)-fold critical generalization of the Ising model and is described by the LG theory with bulk potential \(V = \lambda \varphi^{2(m-1)}\) [8]. The allowed boundary potentials turn out to be of the form \(V_b = a \varphi^{m-2} + b \varphi^{m-3} + \cdots\), corresponding to the real deformations of the Arnold singularity \(x^m\), associated to the \(A_{m-1}\) Dynkin diagram [10]. We study the non-trivial ground state solutions generated by the boundary term and show that they are related to the solitons of the bulk potential. At bulk criticality, we divide the solutions into equivalence classes modulo field reparametrizations at the boundary, and argue that each class models (i.e. renormalizes to) one conformal invariant boundary condition, whose properties match the known data from conformal field theory [1, 3] and integrable lattice models [12]. We then find that each conformal boundary condition can be associated to a sub-diagram of the \(A_{m-1}\) Dynkin diagram, that specifies the type of stationary point of the boundary potential. In this description, the non-degenerate solutions of the boundary conditions match the stable conformal boundaries, while the degenerate solutions correspond to unstable boundaries, possessing a number of relevant boundary fields equal to the order of degeneracy. The extension of this analysis to the \((A,D)\) and \((A,E)\) series (Potts model and generalization and exceptional cases), presents some limitations inherited from the bulk LG theory [17]; these issues are discussed in the appendix using the Potts model as an example.

In section 3, the boundary RG flows are described by detuning the boundary potential out of one degenerate stationary point to produce less degenerate points — the same mechanism of bulk RG flows working in a richer nested pattern. We then find new selection rules for the RG flows out of a Cardy boundary, that are simply obtained by breaking the associated Dynkin diagram into small diagrams representing the boundaries reached in the infrared limit; these rules confirm and extend the results of ref. [18, 19]. Moreover, the topology of the space of RG flows can be deduced from the parameter space of real deformations of Arnold singularities. The analysis of the tri- and tetra-critical Ising models are worked out explicitly, finding agreement with earlier results from integrable models [20] and perturbative calculations [13].

In section 4, we extend the analysis of ground state solutions with non-trivial boundary to the LG theory with \(N = 2\) supersymmetry [9]; earlier descriptions of the \(A\)-type supersymmetric boundary conditions had already established a connection with soliton equations and singularity theory [16]. The supersymmetric boundary conditions are again determined by the form of the boundary scalar potential and have a regular description at bulk criticality, namely they fit the picture established in the non-supersymmetric case. However, the detailed aspects of the boundary solutions are different in the supersymmetric case and their pattern of RG flows remains to be understood.
1.1 Boundary conditions in the Virasoro minimal models

We start by recalling the properties of the Ising and Tricritical Ising models, that will be used for introducing the main points of our approach. The bulk conformal theory of the Ising model contains three left-right symmetric sectors and, correspondingly, there are three Cardy conformal boundary conditions: they are called $(+)$, $(-)$, representing fixed spin values, and $(f)$ for the free conditions. The corresponding index pairs in the Kac table are, $(r; s) = (1; 1)$, $(1; 2)$ and $(2; 2)$, respectively. By switching on a boundary magnetic field $H_b$, one obtains a RG flow between the free and the fixed boundary conditions. Therefore, $(\pm)$ are stable boundary conditions and $(f)$ is once unstable, namely there is one relevant boundary field compatible with the boundary condition. The allowed boundary fields are listed in the partition function on the upper-half plane, that is conformally equivalent to that of the strip with equal boundaries on the two sides:\footnote{We follow the notations of ref. [3].}

\begin{equation}
Z_{a|a} = \sum_b n^b_{aa} \chi_b, \quad a \equiv (r, s), b \equiv (r', s'),
\end{equation}

where $n^b_{aa}$ are the fusion coefficients and $\chi_{r,s}$ the Virasoro characters. In particular, $Z_{f|f} = \chi_{1,1} + \chi_{1,3}$.

The phase diagram is shown in figure 1. We also sketch the magnetization profile in all the regions: in the broken phase, the magnetization vanishes at the free boundary, while it is enhanced by a boundary magnetic field. Two facts are relevant for the following discussion:

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure1}
\caption{Phase diagram of the Ising model with boundary in two dimension: $T$ is the bulk temperature and $H_b$ the boundary magnetic field. Magnetization profiles $M(x)$ are drawn in the insets, with $x$ measuring the distance from the boundary.}
\end{figure}
i) In more than two dimensions, there is spontaneous magnetization at the boundary, caused by another parity-invariant, relevant boundary parameter, the boundary spin coupling, and there is an associated boundary tri-critical point \[15, 21\]. The two-dimensional boundary phase diagram is much simpler, because spontaneous magnetization cannot occur on the one-dimensional boundary (for \(H_b < \infty\)).

ii) At bulk criticality, \(T = T_c\), the free boundary condition corresponds to a vanishing boundary field value, that is manifestly conformal invariant. The boundary conditions for \(H_b = 0\) instead correspond to non-vanishing boundary values that are not invariant. Here the \((\pm)\) conformal boundary conditions can be identified as follows: one should consider the continuum limit \(\Delta x \to 0\) of the Ising model near \(T = T_c\) and in the presence of the boundary condition. Since the renormalized spin field \(\sigma_R\) acquires a positive scaling dimension \(\delta\), any non-vanishing boundary spin value \(\sigma_o\) renormalizes to infinity, \(\sigma_R = \sigma_o/\Delta x^\delta \to \pm \infty\): the conformal boundary conditions \((\pm)\) are in fact \((\pm \infty)\) \[22\].

The Tricritical Ising model is another well-studied example: the tricritical bulk point is described by the \(m = 4\) Virasoro minimal model, having six left-right symmetric bulk sectors. The corresponding six conformal boundary conditions have been interpreted in the spin model and their boundary RG flows have been found by using the results of integrable models \[23\], numerical analyses \[13\] and perturbative calculations \[18\]. In the lattice description of an Ising model with vacancies, there naturally are three stable boundary conditions, corresponding to fixed spin values:

\[
(+) = (1, 1), \quad (-) = (3, 1), \quad (0) = (2, 1) \quad \text{(no spin).} \quad (1.2)
\]

Next there are the boundaries \((0+), (0-)\), corresponding to partially fixing the spins on the boundary, and finally the free conditions \((f)\) (also called \((d)\) for “degenerate“):

\[
(0+) = (1, 2), \quad (0-) = (1, 3), \quad (f) = (2, 2). \quad (1.3)
\]

We report their partition functions for later use:

\[
Z_{(0+)(0+)} = Z_{(0-)(0-)} = \chi_{1,1} + \chi_{1,3},
Z_{(f)(f)} = \chi_{1,1} + \chi_{1,2} + \chi_{1,3} + \chi_{1,4}. \quad (1.4)
\]

The fields \(\phi_{1,2}\) and \(\phi_{1,3}\) are relevant, so the boundaries \((0\pm)\) and \((f)\) are once and twice unstable, respectively.

The space of RG flows is reported in figure 2 \[24\]. There are two relevant directions out of \((f)\), one is \(Z_2\) even \((y\) axis, \(\phi_{1,3}\) field) and the other one is odd \((x\) axis, \(\phi_{1,2}\) field). All flows verify the conjectured “\(g\)-theorem” that establishes that the boundary entropy \(g\) should decrease along the flow \[23\]. A novel feature, first observed perturbatively in ref. \[18\], is that one can flow from a single Cardy state, \((f)\), to a superposition of them, \((+) \oplus (-)\). The latter boundary has one relevant perturbation, given by the second identity field: the superposition can be disentangled by applying a boundary magnetic field leading to a first-order phase transition at the boundary (namely a discontinuous jump in the boundary magnetization) \[24\].
Figure 2: Space of boundary RG flows in the Tricritical Ising model from ref. [24]; the dashed lines represent first-order transitions; the driving field is reported for each flow.

The boundary dynamics in the higher Virasoro models is only partly known. The critical points in the bulk follow the so-called A-D-E classification, namely each model can be associated to a pair of simply-laced Dynkin diagrams \((A,G)\), where \(G\) can be \(A, D\) or \(E\), such that one has two models for each value of \(c(m) = 1 - 6/m(m + 1)\), \(m = 5, 6, \ldots\), of type \((A,A)\) and \((A,D)\), and a third one of type \((A,E)\) for some special \(m\) values [11].

We shall mostly deal with the \((A,A)\) series of multicritical Ising models, that can be realized by the solid-on-solid integrable lattice models [26]. The bulk conformal theory possesses left-right diagonal partition function and the properties of the conformal boundaries can be easily obtained from Cardy’s analysis [1]. The partition functions on the upper half plane \(Z_{(r,s)|(r,s)}\), is of the form eq. (1.1), with indexes \(1 \leq r \leq m - 1, 1 \leq s \leq m\), and \((r,s) \sim (m - r, m + 1 - s)\).

We can read the boundary operator content from the partition function and count the number of relevant fields for each boundary. In figure 3, we report this number in the corresponding \((r,s)\) box of the Kac table for the \(m = 6\) model (penta-critical Ising). One sees the pattern of two “Aztec pyramids”, with even (resp. odd) number of relevant fields:

Figure 3: Number of relevant fields for each boundary condition of Kac’s indexes \((r, s)\) for \(m = 6\).
there are \((m - 1)\) stable boundaries, with indexes \((r, 1)\), \(1 \leq r \leq m - 1\), then \((m - 2)\) once unstable boundaries \((1, s)\), \(2 \leq s \leq m - 1\), next \((m - 3)\) twice unstable ones and so forth, up to a total of \(m(m - 1)/2\) conformal boundaries.

These boundary conditions have been described in the lattice model as follows \([12]\). The bulk spin or “height” configurations can take \(m\) values, say \(h = 1, \ldots, m\), jumping by \(\pm 1\) on neighbor sites, according to the adjacency rule of the points on the \(A_m\) Dynkin diagram; thus, there are \((m - 1)\) bulk phases of fixed magnetization and a corresponding number of fixed boundary conditions. The other, unstable conformal boundaries have also been uniquely identified in the lattice model by checking the fusion of the boundaries with the “defect lines” (see refs. \([29]\)). The corresponding lattice conditions partially fix the spin at the boundary, that can span increasingly larger ranges of values, as given by the “fusion” of adjacent points in the Dynkin diagram \([12]\). In conclusion, all boundary conditions are local in the spin variable and, moreover, they allow fluctuations gradually raising from nothing (fixed) to full (free): this suggests the association of the degree of boundary fluctuations with that of RG instability, a fact that will be later implemented in the LG description.

Another interesting property of the \((A,A)\) models is the \(\mathbb{Z}_2\) spin parity, that acts on the boundary states as follows:

\[
\mathcal{P} : (r, s) \rightarrow (m - r, s) \sim (r, m + 1 - s),
\]

such that the boundaries can be classified in singlets and doublets: moreover, boundary fields have a definite parity if they appear on invariant boundaries, otherwise they do not. Let us report the results of the analysis in ref. \([27]\).

For \(m\) odd, the invariant boundaries are, \(a = (r, (m + 1)/2), r = 1, \ldots, (m - 1)/2\), and the sign of the fields that can appear in \(\mathbb{Z}_a|a\) is:

\[
\mathcal{P} : \phi_{r,s} \rightarrow (-1)^{(r+1)(\frac{m+1}{2})+\frac{s}{2}} \phi_{r,s}, \quad s \text{ odd}. \tag{1.6}
\]

For \(m\) even, the invariant boundaries are, \(a = (m/2, s), s = 1, \ldots, m/2\), and the sign of the fields is:

\[
\mathcal{P} : \phi_{r,s} \rightarrow (-1)^{(s+1)(\frac{m+1}{2})+\frac{r}{2}} \phi_{r,s}, \quad r \text{ odd}. \tag{1.7}
\]

Note finally that boundaries related by the \(\mathbb{Z}_2\) symmetry have equal boundary entropy, \(g(r,s) = g(m-r,s) = g(r,m+1-s)\).

2. Landau-Ginzburg theory with boundary

2.1 Bulk critical theories and bulk renormalization group flows

Let us start by recalling the LG description of the \((A,A)\) Virasoro minimal models in the boundaryless case \([8]\). We consider a real scalar field with action:

\[
S = \int d^2x \frac{1}{2} (\partial_\mu \varphi)^2 + V(\varphi). \tag{2.1}
\]
The $m$-th minimal model corresponds to the multicritical point of $(m-1)$ coexisting phases; therefore, the $\mathbb{Z}_2$ symmetric potential should have $(m-1)$ minima merging at the critical point, namely:

$$V(\varphi) = V_{\text{crit}}(\varphi) \equiv \lambda \varphi^{2(m-1)}, \quad \text{(at criticality)}.$$ 

(2.2)

The coupling $\lambda$ is relevant near the ultra-violet (UV) point and drives the scalar theory to the interacting infra-red (IR) fixed point corresponding to the minimal model; at this point, $\lambda$ becomes marginal.

Further RG flows to lower-critical models are described as follows: the theory (2.1) and (2.2) at the IR point still possesses the relevant field $\varphi^n$, $n = 1, \ldots, 2(m-2)$, corresponding to detuning the potential (2.2) out of the multicritical point (the field $\varphi^{2m-3}$ is redundant due to the equation of motion). The flow to the $k$-th minimal model, $k < m$, is obtained by adding the term $\varphi^{2(k-1)}$ to the potential:

$$V_{\text{UV}} = \lambda \varphi^{2(m-1)} + \eta \varphi^{2(k-1)} \quad \longrightarrow \quad V_{\text{IR}} = \eta \varphi^{2(k-1)}.$$ 

(2.3)

At the $k$-th infrared fixed point, the coupling $\eta$ becomes itself marginal, while the original coupling $\lambda$ becomes irrelevant and should be discarded.\(^3\)

Although this classical theory gets very strong quantum corrections in two dimensions, the qualitative picture remains valid and it describes the chain of multicritical points in the Virasoro minimal models. It also explains the irreversibility of the RG flow in terms of the detuning of a highly degenerate minimum of the potential. Further evidence for the LG theory is found by matching the relevant fields in the two theories, and by analyzing their symmetries, fusion rules and RG flows, as nicely shown in the refs. \cite{8}.

2.2 Landau-Ginzburg theory with boundary and soliton equations

We now consider the theory on the euclidean half-plane with coordinates $x \geq 0$ and $\tau$, and add a boundary potential $V_b$ to the lagrangian as follows,

$$S = \int_{x>0} d^2x \left( \frac{1}{2} (\partial_\mu \varphi)^2 + V(\varphi) + \int dt \ V_b(\varphi_o) \right), \quad \varphi_o \equiv \varphi(x = 0).$$ 

(2.4)

This is actually the traditional approach in $(4-\epsilon)$ dimensions \cite{15}. We assume that the bulk potential $V$ possesses up to $(m-1)$ distinct minima $\varphi = \varphi_i$, $i = 1, \ldots, m-1$, at the same height, $V(\varphi_i) = 0$, since we are interested in the bulk multicritical point and the nearby region of coexisting phases. The ground state field configuration is obtained by extremizing the action: we consider a static, finite-energy solution, with the field approaching a minimum of $V(\varphi)$ in the bulk, $\lim_{x \to \infty} \varphi(x) = \varphi_{\infty} = \varphi_i$, with vanishing derivative. The stationary conditions read:

$$0 = \frac{\partial^2 \varphi}{\partial x^2} - \frac{\partial V}{\partial \varphi},$$

(2.5)

$$0 = \delta \varphi_o \left( \frac{\partial \varphi}{\partial x} \bigg|_0 - \frac{\partial V_b}{\partial \varphi} \right).$$

(2.6)

\(^3\)This is the case $\eta > 0$; for $\eta < 0$ one clearly flows to a completely massive phase.
We recall that the variational principle let us choose whether to vary the field at the spatial boundary or not: since the (target) field space is represented by the real line, we may consider boundary conditions corresponding to D0 branes, i.e. given points on the line, or to one D1 brane corresponding to the complete line. In the first case, we do not vary the boundary field, $\delta \varphi_o = 0$ and get no conditions from the boundary potential: the solutions are $(m - 1)$ constant field profiles fixed at the bulk minima, $\varphi \equiv v_i$. These are stable boundary conditions by definition.

In the case of D1 branes, we do vary the boundary field and obtain a boundary condition depending on the tunable $V_b$. This is the interesting and generic situation, since the D0 branes will be recovered from localization by the boundary potential. The equation of motion (2.5) can be solved following the well-known analysis of the solitons in the multivalley $V(\varphi)$: it describes a classical particle moving in the upside down potential $U = -V$, having at least two maxima at the same height, $V(v_1) = V(v_2) = 0$. The particle starts at “time” $x = \infty$ from one of the bulk minima with vanishing velocity and energy, and reaches the boundary $\varphi_o$, with velocity determined by the boundary condition (2.5). This non-trivial field configuration corresponds to the classical ground state of the system in the presence of the boundary, and should be distinguished from the usual solitons in the bulk that correspond to excited states.

Let us first consider the simplest case of the Ising model, $m = 3$, with just two minima $v_1 = -v_2 = v$ ($\lambda = 1/2$):

\[ V = \frac{1}{2} (\varphi^2 - v^2)^2, \quad \text{(Ising model).} \] (2.7)

The ground state field profile is given by a soliton of the bulk theory cut at some point (figure 4): we may have the trivial solitons, $\varphi = \pm v$, the usual soliton, $\varphi = \pm v \tanh(v(x-\xi))$, and the singular solitons involving the cotangent. We can also consider superpositions of ground state solutions if degenerate in energy.

Our task here is to represent the conformal-invariant boundary conditions at bulk criticality in terms of carefully chosen solitons solutions for $v \to 0$ (cf. figure 3). It is natural to divide them into “universality classes” whose characteristic properties survive the limit $v \to 0$. Part of the motivations for carrying out this program are coming from the analysis of the $N = 2$ supersymmetric case [16], where it was shown that the $A$-type supersymmetric boundary conditions are in one-to-one relation with the solitons of the bulk theory and that these form universality classes whose critical limits match the (supersymmetric) conformal boundaries.

We thus formulate the following hypothesis:

\[ \text{conformal boundary} \sim \text{universality class of ground state profiles} \sim \text{universality class of soliton solutions} \] (2.8)

The equation of motion (2.5) can be integrated once to obtain the conservation of the particle energy,

\[ \frac{\partial \varphi}{\partial x} = \pm \sqrt{2 (V(\varphi) - V(\varphi_\infty))}, \] (2.9)
Figure 4: Ground state field profile corresponding to a cut soliton.

that determines the field profile by further integration. Upon evaluating the energy at the boundary, we get another boundary condition that can be combined with (2.6):

\[ \frac{\partial \varphi}{\partial x} \bigg|_0 = \frac{\partial V_b}{\partial \varphi_o} = \pm \sqrt{2 \left( V(\varphi_o) - V(\varphi_\infty) \right)}. \]  

(2.10)

The second and third terms give an algebraic equation for the boundary value \( \varphi_o \), that will be very important in the following; this in turns determines the boundary derivative (the first term in (2.10)), since the equation of motion has one boundary condition left to be set.

One important property of the classes of soliton solutions is given by their asymptotic value in the bulk. We shall disregard boundary phases different from that of the bulk (boundary interfaces or “surface wetting” [15]) that can be presumably discussed by tensoring boundaries [29]. Moreover, the absence of spontaneous magnetization at the one-dimensional boundary suggests us to discard solutions with boundary critical points of higher order than that in the bulk.

In the Ising case, we can identify two classes of solitons, one for each asymptote \( \varphi_\infty = \pm v \), having \( \varphi_o \) a fixed non-vanishing value of the same sign of \( v \) (cf. figure 1): these solitons solve eq. (2.10) with an appropriate value of \( V_b = -a \varphi_0 \), and naturally have \( v \to 0 \) limit in the two fixed conformal boundaries (±) (keeping in mind that the scaling limit would naturally drive \( \varphi_o \to \infty \)). The two type of solitons exchange under parity as the conformal boundaries do. Each type exists in the respective phase, and they are simultaneously present at phase coexistence close to bulk criticality. They describe stable boundaries because small variations of \( \varphi_o \) do not change the class of solutions.
As for the free conformal condition \((f)\), we should consider the \(\tanh\) soliton with \(\varphi_o = 0\); there are two of them, \(\varphi_{\pm}(x)\) approaching \(\varphi_\infty = \pm v\). Since the \((f)\) boundary is parity invariant, we should consider a superposition of the two solutions, of the form 
\[
Z = Z[\varphi_+(x)] + Z[\varphi_-(x)],
\]
where \(Z[\varphi] = \exp(-S_{cl}[\varphi])\). Next, we remark that one parity-invariant solution is possible at bulk criticality, \(v = 0\), in the case of \(V_b = 0\):
\[
\frac{\partial \varphi}{\partial x} \bigg|_0 = 0 = \pm \varphi_o^2. \tag{2.11}
\]
This solution is degenerate and can be thought of as the \(v \to 0\) limit of the previous superposition \(Z = Z[\varphi_+(x)] + Z[\varphi_-(x)]\). The instability of this boundary condition is related to its degeneracy, since any addition of \(V_b \neq 0\) would lead to a non-degenerate solution \(\varphi_o \neq 0\) breaking the parity invariance (and altering the superposition \(Z = Z[\varphi_+(x)] + Z[\varphi_-(x)]\) for \(v \neq 0\)). Indeed, the boundary equations (2.10) with a non-vanishing boundary magnetic field have the solutions, for \(v = 0\):
\[
V_b = -H_b \varphi_o \quad \rightarrow \quad \begin{cases} 
\varphi_o = \sqrt{|H_b|} & H_b > 0, \\
\varphi_o = -\sqrt{|H_b|} & H_b < 0.
\end{cases} \tag{2.12}
\]
The two solutions are representative of the \((\pm)\) conformal conditions, as said before.

In conclusion, we have described the three Ising conformal boundaries in terms of classes of ground state profiles at bulk criticality (and in the neighbors of it), in agreement with the known facts and the expected boundary RG flows. We remark that in more than two dimensions the \(Z_2\) even term, \(V_b = a \varphi_o^2\), can be added to the boundary potential \([15]\), causing spontaneous magnetization at the boundary, i.e. simultaneous solutions \(\varphi_o = 0\) and \(\varphi_o \neq 0\) of the algebraic equation (2.10); this term should be discarded in two dimensions and indeed it will be found to be redundant.

### 2.3 Conformal boundary conditions and Arnold’s singularities

We can now formulate the general strategy for finding the classes of solutions matching the Virasoro conformal boundaries:

- Take the critical limit in the bulk, such that all ground state solutions are simultaneously present in the LG equations.

- Study the solutions of the algebraic equation for \(\varphi_o\) (2.10), that can be rewritten as the stationary condition of the “superpotential” \(W\):

\[
\frac{\partial W}{\partial \varphi_o} = 0,
\]
\[
W = \mp \int_{0}^{\varphi_o} d\varphi \sqrt{2V_{\text{crit}}} + V_b = \\
\mp \frac{\varphi_o^{m}}{m} + a_{m-2} \frac{\varphi_o^{m-2}}{m-2} + a_{m-4} \frac{\varphi_o^{m-3}}{m-3} + \cdots + a_0 \varphi_o. \tag{2.13}
\]
Identify stationary points of $W$ up to field reparametrizations at the boundary $\varphi_o \rightarrow \varphi_o + \epsilon(\varphi_o)$.

Map stationary points to conformal boundaries as follows:

\[ \text{non-degenerate stationary points of } W \leftrightarrow \text{stable boundaries} \]
\[ \text{n-fold degenerate stationary points of } W \leftrightarrow \text{n-fold unstable boundaries}. \] (2.14)

In this approach, the boundary multicriticality is recast into a form similar to the bulk case, where the RG flows out of a conformal boundary is associated to the detuning of a degenerate critical point \cite{8}. The hypothesis of field reparametrization invariance is similarly justified (“universality”) and it leads to the pattern of the Virasoro boundaries described in section 1.1, as we now discuss.

The stationary points of $W(\varphi_o)$ can be analyzed by using some results of the Arnold theory of singularities (of the inverse map), here in the real domain \cite{10}. The deformations of the $w = x^m$ singularity are described by adding the polynomials $p(x)$, $w \rightarrow w + p(x)$, and should be identified modulo reparametrizations $x \rightarrow x + q(x)$; they form the ring, $Q = p(x)/(q(x)dw/dx) = \{1, x, x^2, \ldots, x^{m-2}\}$ of dimension $(m-1)$ \cite{11}. This matches the number of relevant fields of the most unstable Virasoro boundary (see section 1.1), plus one for the identity field. Thus, we associate this boundary with the most degenerate stationary point of (2.13) for $V_b = 0$. Note that the redundant perturbation $x^{m-1}$ is discarded (as in the Ising case), and there are no boundary states of higher criticality than that in the bulk.

The other conformal boundaries are related to the less degenerate stationary points. The polynomial $w = x^m + p(x)$ has at most $m - 1$ such points: let us first take them to be all distinct on the real line, where they can be ordered by numbering them from 1 to $m - 1$. These points can be moved upon varying the parameters in $w$; a pair of neighbor points can meet to form a degenerate stationary point, and further deformations move them into the complex plane, i.e. they disappear in pairs; there are no exchanges of singularities in the real case, thus ordering always hold. Therefore, we can count, besides the $m - 1$ simple stationary points, $m - 2$ once degenerate ones, $m - 3$ two-fold degenerate ones and so forth, till the unique $(m-2)$-fold degenerate point. This is precisely the pattern of RG instability of the Virasoro conformal boundaries (figure 3), because the $(n - 1)$-fold degenerate point (merging of $n$ stationary points) has $n - 1$ unfolding parameters — the relative distances between the points. Note that this description of the stationary points on the real line is stable under smooth reparametrizations of $x$, that can move the points but cannot change the order of the singularities.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig5.pdf}
\caption{$A_{m-1}$ Dynkin diagram and associated subdiagrams for $m = 4$, the Tricritical Ising model. The labels of the conformal boundaries are reported next to the diagrams.}
\end{figure}
The pattern of stationary points can be visualized by using Dynkin diagrams. In Arnold’s theory, the singularity \( w = x^m \) is associated to the \( A_{m-1} \) diagram (figure 5): the ordered \( m - 1 \) points can be drawn on the real line representing the non-degenerate stationary points of \( w \); two points joined by a segment can represent a once degenerate point, further joining gives the higher degenerate points, up to the full diagram representing the highest degenerate point.

Further support for this description of Virasoro boundaries is provided by the identification of the relevant fields of the most unstable boundary and their parity symmetry. Let us take the \( m = 6 \) case for example (figure 3). The most unstable boundary state \((r, s) = (3, 3)\) is represented here by the most degenerate solution of the stationary equation (2.13), namely \( \varphi_5 = 0 \) for \( V_0 = 0 \). The deformations of this singularity are parametrized by the terms in the boundary potential \( V_0: \varphi_0, \varphi_2, \varphi_3, \varphi_4 \). On the other hand, the relevant boundary conformal fields are listed in the partition function \( Z_{(3,3)(3,3)} \): they are on the first two diagonals of the Kac table, one every second field: \( \phi_{(3,3)}, \phi_{(5,5)}, \phi_{(3,2)}, \phi_{(5,4)} \). The matching of the fields in the two descriptions is shown in figure 6. The \( Z_2 \) symmetry of the conformal fields was discussed in section 1.1, eqs. (1.6) and (1.7), and is found to agree with that of corresponding LG field powers.

In the \( m \)-th minimal model, the identification of the relevant fields for the most unstable boundary state, \((r, s) = (m/2, m/2)\), for \( m \) even (resp. \((r, s) = ((m - 1)/2, (m + 1)/2)\), for \( m \) odd), is:

\[
\begin{align*}
\text{even:} & \quad \varphi_k^0 \sim \phi_{2k+1,2k+1} & k = 0, 1, \ldots, \frac{m-2}{2}, \\
& \varphi_0^{(m-2)/2+k} \sim \phi_{2k+1,2k} & k = 1, 2, \ldots, \frac{m-2}{2}, \\
\text{odd:} & \quad \varphi_k^0 \sim \phi_{2k+1,2k+1} & k = 0, 1, \ldots, \frac{m-3}{2}, \\
& \varphi_0^{(m-1)/2+k} \sim \phi_{2k+2,2k+1} & k = 0, 1, \ldots, \frac{m-3}{2}.
\end{align*}
\]

(2.15)

The identification of the relevant fields of the other boundaries is more subtle and will be discussed for specific cases in the next section.

In the rest of this section, we show how to compute the ground state field profile at bulk criticality and its classical action (free energy) for each solution of the algebraic equation (2.13). The profile is obtained from eq. (2.9) with critical bulk potential (2.2) (\( \lambda = 1/2 \)):

\[
\varphi_{\text{sol}}(x) = \mp \left[ (m - 2) (x + C) \right]^{-1/(m-2)}.
\]

(2.16)
we find: 

The soliton solution. Indeed, following the standard steps for computing the soliton energy, 

\[ 0 > \varphi_o \frac{\partial \varphi_{sol}}{\partial x} \bigg|_0 = \varphi_o \frac{\partial V_b}{\partial \varphi_o} = \pm \varphi_o^m. \]  

(2.17)

Here we used both equations (2.10) to determine the sign of the derivative.

Equation (2.17) fixes the free sign in eq. (2.13) to be (–) for \( m \) even, and (+) for \( \varphi_o > 0 \) (resp. (+) for \( \varphi_o < 0 \)) for \( m \) odd. The function \( W \) is thus completely specified:

\[ W = \int_0^{\varphi_o} d\varphi \sqrt{2V_{crit}} + V_b = \frac{\varphi_o^m}{m} + a_m - 3 \frac{\varphi_{o}^{m-2}}{m - 2} + \cdots + a_0 \varphi_o, \quad (m \text{ even}); \]

\[ W = \int_0^{\varphi_o} d\varphi \sqrt{2V_{crit}} | + V_b = \bigg| \frac{\varphi_o^m}{m} \bigg| + a_m - 3 \frac{\varphi_{o}^{m-2}}{m - 2} + \cdots + a_0 \varphi_o, \quad (m \text{ odd}). \]  

(2.18)

The reduction of the boundary problem to the stationary condition for \( W \) is not surprising, because this quantity is actually proportional to the classical action evaluated on the soliton solution. Indeed, following the standard steps for computing the soliton energy, we find:

\[ S[\varphi_{sol}] = T E[\varphi_{sol}] + T V_b(\varphi_o) \]

\[ = T \int_0^\infty dx \left( \partial_x \varphi_{sol} \right)^2 + T V_b(\varphi_o) = T W(\varphi_o). \]  

(2.19)

Note that the soliton energy can be written as a boundary term of the same type as the contribution from the boundary potential.

The occurrence of the non-analytic modulus function in \( W(\varphi_o) \) for \( m \) odd, eq. (2.18), might seem to spoil the reparametrization invariance advocated in the study of its stationary points: \( \varphi_o = 0 \) is a special point on the line, and it breaks translation invariance that is part of the reparametrization group. As a consequence, the critical points would be characterized by their degeneracies and relative positions, as well as by their positions with respect to \( \varphi_o = 0 \). Actually, this is not the case: for odd \( m \), the stationary equations for \( W(\varphi_o) \) amount to a pair of reparametrization-invariant problems,

\[ \textbf{I}: 0 = + \varphi_o^{m-1} + a_{m-3} \varphi_o^{m-3} + \cdots + a_1 \varphi_o + a_0, \quad \varphi_o > 0, \]

\[ \textbf{II}: 0 = -\varphi_o^{m-1} + a_{m-3} \varphi_o^{m-3} + \cdots + a_1 \varphi_o + a_0, \quad \varphi_o < 0, \]  

(2.20)

to be combined together with the \( \varphi_0 \) restriction. Each equation allows the identification of the solutions with the boundaries according to the reparametrization-invariant rules discussed before; moreover, the second equation is equal to the first one at the reflected point \((-a_1, \ldots, -a_{m-2})\) of the parameter space. Thus, we can study a single equation at each point \((a_1, \ldots, a_{m-2})\), say eq. \textbf{I}, first identify the solutions to the boundaries, then keep the positive solutions \( \varphi_o > 0 \), and get the negative ones from the reflected point. As the examples of the next section will clarify, the reflection of points by the origin in the parameter space \((a_1, \ldots, a_{m-2})\) will make it different from the moduli space of \( A_{m-1} \).
singularities, but nonetheless the singularities remain well identified: ambiguities can only arise for the solution $\varphi_o = 0$, but they can be resolved by relying on continuity from $\varphi_o = 0^+$ and $\varphi_o = 0^-$.

3. Boundary renormalization group flows

We have seen that the most unstable boundary is represented by the stationary point $\partial W/\partial \varphi_o = \varphi_o^{m-1} = 0$ in eq. (2.13), i.e. by vanishing boundary potential. The RG flows from this point are described by switching on the terms in $V_b$: it results into one or several stationary points of lower degeneracy, whose nature depends on the parameters $(a_1, \ldots, a_{m-2})$. One (or some) of these new stationary points will be identified with the boundary at the infrared point of the RG flow. Further detuning of the latter can continue the flow until the stable boundaries (non-degenerate stationary points of $W$) are reached. Therefore, the boundary RG flows are certain motions in the $\mathbb{R}^{m-2}$ moduli spaces of deformations of Arnold’s singularities.

3.1 Selection rule

Before entering into the detailed analysis of some examples of these spaces, we can derive a selection rule for the flows. In the LG picture, a degenerate singular point is made by collapsing neighbor points of lower singularity; these break apart by the opposite move of detuning, corresponding to the RG flow. We can represent the detuning in terms of the breaking of the UV Dynkin diagram associated to the singular point. First describe the diagrams by the coordinates of their ending points, $(n_1, n_2)$, $1 \leq n_1 \leq n_2 \leq m-1$; let $(n_1, n_2)$ be the diagram of the UV boundary, and let us consider the RG flow ending into a superposition of IR boundaries, whose diagrams have coordinates $\left(m_1^{(\alpha)}, m_2^{(\alpha)}\right)$ for some $\alpha$ values. The breaking of the UV Dynkin diagram into proper sub-diagrams imply the following bounds on the coordinates of the IR diagrams:

$$(n_1, n_2) \rightarrow \bigoplus_{\alpha} \left(m_1^{(\alpha)}, m_2^{(\alpha)}\right), \quad n_1 \leq m_1^{(\alpha)} \leq m_2^{(\alpha)} \leq n_2. \quad (3.1)$$

This selection rule implies that the boundary RG flows form nested patterns.

We can use this rule to identify the conformal boundaries one-to-one with the Dynkin diagrams, i.e. relate the indexes $(n_1, n_2)$ to the Kac labels $(r, s)$ of the boundaries. The $(m-1)$ stable boundaries $(r, 1)$, $r = 1, \ldots, m-1$, are naturally ordered in $r \sim \text{height}$ (also confirmed by the $\mathbb{Z}_2$ action $r \rightarrow m-r$), as much as the non-degenerate stationary points on the real line: thus, $n_1 = n_2 = r$ for $s = 1$. The unstable boundaries can be localized by using their RG flows to superpositions of stable boundaries under the $\phi(1,3)$ perturbation,\footnote{The following formulae do not respect the reflection symmetry of the Kac table, and thus strictly hold for $r, s \ll m$.}
that has been discussed in the refs. [18, 13, 19]:

\[
(r, s) + \phi_{(1,3)} \rightarrow \bigoplus_{\ell=1}^{\min(r,s)} (r + s + 1 - 2\ell, 1),
\]

\[
(r, s) - \phi_{(1,3)} \rightarrow \bigoplus_{\ell=1}^{\min(r,s-1)} (r + s - 2\ell, 1).
\]

(3.2)

In these flows the UV Dynkin diagram gets broken into its smaller pieces, the points, that all occur once. Using the flow selection rule, the position of the UV diagram is tied to that of its points, whose Kac indexes where already identified.

The result of the matching is, for boundaries with even number of relevant fields \((1 \leq n_1 \leq n_2 \leq m - 1)\):

\[
s = \frac{n_2 - n_1}{2} + 1, \quad r = \frac{n_2 + n_1}{2}, \quad (s \leq r \leq m - s);
\]

(3.3)

and for an odd number of relevant fields,

\[
s = \frac{n_2 - n_1 + 1}{2}, \quad r = \frac{n_2 + n_1 + 1}{2}, \quad (s < r < m + 1 - r).
\]

(3.4)

In ref. [19], a similar description of the conformal boundaries in terms of Dynkin diagrams has been proposed, that is based on the relation between CFT and lattice integrable models [12]. The \(m\)-th Virasoro model was actually related to the \(A_m\) Dynkin diagram, rather than the \(A_{m-1}\) one considered here: however, the two diagrams are related by the lattice “duality”, mapping the points of the \(A_{m-1}\) diagram to the bonds of the \(A_m\) one. After duality, one finds that the two proposed identifications diagrams-boundaries agree completely. In ref. [19], the selection rule of breaking the diagrams was already observed in some examples of perturbative RG flows \((m \to \infty)\): our results generalize these findings.

Moreover, the opposite move of joining diagrams were also observed in ref. [19] for flows starting from superpositions of Cardy states, for example (in diagram coordinates):

\[
(n - 2, n - 1) \oplus (n, n + 1) \rightarrow (n - 2, n + 1), \quad (n \ll m \to \infty).
\]

(3.5)

Further flows from that IR point anyhow corresponded to splittings, e.g.

\[
(n - 2, n + 1) \rightarrow (n - 2, n - 1) \oplus (n + 1, n + 1) \rightarrow (n - 1, n - 1) \oplus (n + 1, n + 1).
\]

(3.6)

In the flows (3.3), the two UV diagrams are joined by adding a bond between neighbor points: this amounts to a deformation of \(W\) bringing two stationary points together; such fine-tunings are forbidden for critical phenomena, but allowed for first-order phase transitions. Therefore, these flows are likely to be weak first-order transitions, not distinguishable from second order in the perturbative regime, that are driven by the second identity field present in the UV superposition of boundaries.

Let us finally mention another labelling of boundary states by pairs of Dynkin diagrams. In ref. [3], the boundary states of the Virasoro minimal models have been completely classified: for any model characterized by the pair of diagrams \((A_{h-1}, G_n)\), with
$G = A, D, E$, the boundary states are labelled by the indexes $(r, a)$, denoting the nodes of the respective diagrams in the pair,\(^5\) $r = 1, \ldots, h - 1$ and $a = 1, \ldots, n$. In the $(A, A)$ series considered so far, the boundaries are associated to the nodes of one $A$ diagram and have an extra number attached to it (for the other diagram), while we used both nodes and bonds of a single diagram.

### 3.2 Renormalization group spaces versus moduli spaces of $A_{m-1}$ singularities

#### 3.2.1 Tricritical Ising model and $A_3$ space

The algebraic equation for the LG boundary condition (2.13) corresponds to the deformations of the $A_3$ singularity ($m = 4$),

$$0 = \frac{\partial W}{\partial x} = x^3 - ax + b.$$  \hspace{1cm} (3.7)

This gives rise to the two-dimensional parameter space $(a, b)$ shown in figure 7. The parameter $a$ is parity even, while $b$ is odd; the two-fold degenerate stationary point sits at the origin and the once degenerate points live on the wings of the cusp,

$$
\begin{align*}
\left( \frac{b}{2} \right)^2 &= \left( \frac{a}{3} \right)^3, \\
x_o^I &= -2 \left( \frac{a}{3} \right)^{1/2}, \\
x_o^I &= \left( \frac{a}{3} \right)^{1/2},
\end{align*}
$$  \hspace{1cm} (3.8)

where $x_o^I$ and $x_o^I$ denote the positions of the non-degenerate and degenerate stationary points, respectively. Three non-degenerate solutions exists to the right of the wings and one to the left. It may be useful to schematically draw the shape of the free energy $S(\varphi_0) = T W(\varphi_0)$ in each region of the $(a, b)$ plane. The stationary points of $W$ can be identified with the Tricritical Ising conformal boundaries by using the rules in figure 5 and paying attention to the continuity of solutions w.r.t. parameter changes (see figure 7).

Let us start by discussing the deformations of the most unstable boundary $(f)$ and compare them with the known RG flows summarized in figure 2. The parity-odd flows,

$$ (f) \pm \phi_{1,2} \longrightarrow (\pm), $$  \hspace{1cm} (3.9)

match the deformation to a single non-degenerate critical point made by the $b$ term, $\partial W/\partial x = x^3 + b = 0$.

The parity even flows,

$$ (f) - \phi_{1,3} \longrightarrow (0), \quad (f) + \phi_{1,3} \longrightarrow (+) \oplus (-). $$  \hspace{1cm} (3.10)

correspond to the even $a$ deformation, $x^3 - ax = 0$. Actually, for $a > 0$ all three stable stationary points appear and we should understand which ones are chosen for the IR fixed point.

---

\(^5\)For the diagrams $G = A, D_{odd}, E_6$ presenting a $Z_2$ reflection symmetry, $a \rightarrow \gamma(a)$, the boundaries should be identified in pairs, $(r, a) \sim (h - r, \gamma(a))$.
Figure 7: LG description of the boundary RG flows in the Tricritical Ising model.

Here, we should remark an important difference with respect to the usual mean field theories \cite{18}. In the presence of spontaneous symmetry breaking, the potential barriers separating the different stationary points get renormalized to infinity by volume effects, such that any minimum of the potential corresponds to a stable ground state. In the present case of absence of spontaneous symmetry breaking, the tunnelling barriers remain finite and thus none of the minima (and maxima) of the effective action are stable at the semi-classical level. One stationary point can only be singled out by tuning some of the parameters of $\mathcal{W}$ to infinity: therefore, the IR fixed points of the RG flow should be found at infinity in the $(a, b)$ parameter space, taking limits along certain curves while selecting specific stationary points. Such limits also send $\varphi_o \to \infty$ (with specific speed) in agreement with conformal invariance.

The identification of the conformal boundaries (fixed points) with the stationary points of $\mathcal{W}$ reported in figure \ref{fig:flows} indeed holds for asymptotic values of the $(a, b)$ parameters. It is thus consistent to match the unique stationary point on the left of the wings to three different boundaries, namely $(+), (0), (-)$, in the respective asymptotic regions: $(a, b) = (-\infty, -\infty), (-\infty, 0), (-\infty + \infty)$.

In conclusion, the second RG flow in eq. (3.10) is obtained by letting $a \to +\infty$ and sitting on the degenerate pair of minima $(+), (-)$. The superposition of Cardy boundaries survives the IR limit because the $\mathbb{Z}_2$ symmetry is preserved at all stages.

The plot of $\mathcal{W}$ along the wing $b > 0$ shows a degenerate stationary point corresponding to $(0+) and the stable minimum $(-)$. The mixed flow,

$$ (f) + \lambda \phi_{1,2} + \mu \phi_{1,3} \longrightarrow (0+), $$

is thus reproduced by going to infinity along the wing while sitting on $x = x_o^{LI}(a, b)$ of $\mathcal{W}$. These examples show that the LG description of the flows involves both a choice of deformation parameters, such as $(a, b)$, and a choice of ground state; thus, the deformation parameters can be related to the coupling constants of the perturbed CFT, such as $\lambda, \mu$, but each flow requires specific identifications.
We now perform the limit \( a, b \to \infty \) on the wing \( b > 0 \) for describing the further flows:

\[
\begin{align*}
(0^+) + \gamma \phi_{1,3} & \to (0), & (0^+) - \gamma \phi_{1,3} & \to (+) .
\end{align*}
\] (3.12)

Using parameters that blow up the region around the wing,

\[
\begin{align*}
b & = 2 \left( \frac{a}{3} \right)^{3/2} + \tilde{b}, & x & = \left( \frac{a}{3} \right)^{1/2} + \tilde{x} , & a & \gg \tilde{x}, \tilde{b} ,
\end{align*}
\] (3.13)

we find:

\[
W(x) = \text{const.} + \frac{\tilde{x}^4}{4} + \left( \frac{a}{3} \right)^{1/2} \tilde{x}^3 + \tilde{b} \tilde{x} .
\] (3.14)

In the limit \( a \to \infty \), we can neglect the highest power, reducing the problem to the deformation of the \( A_2 \) singularity \( \tilde{x}^3 = 0 \) already discussed in the Ising case. However, we should pay attention to the convexity of the scaled free energy, \( \tilde{W} \sim \tilde{x}^3 + \tilde{b} \tilde{x} \), at large \( \tilde{x} \): we can take the limit \( \tilde{x} \to +\infty \), but not to \(-\infty \). We can cure this problem by further translating \( \tilde{x} \) for \( \tilde{b} < 0 \), such that one of the two stable stationary points always sits at \( \tilde{x} = 0 \) \((0)\) boundary) and the other one \((+)\) is at \( \tilde{x} > 0 \).

### 3.2.2 Tetracritical model and the “swallow tail” singularity

The stationary equations (2.20) for the \( m = 5 \) LG theory are:

\[
\begin{align*}
\text{I} : & \quad 0 = +\varphi_o^4 + a_2 \varphi_o^2 + a_1 \varphi_o + a_0 , \quad \varphi_o > 0 , \\
\text{II} : & \quad 0 = -\varphi_o^4 + a_2 \varphi_o^2 + a_1 \varphi_o + a_0 , \quad \varphi_o < 0 .
\end{align*}
\] (3.15)

We shall first discuss the parameter space of the \( A_4 \) singularity,

\[
0 = x^4 + a x^2 + b x + c ,
\] (3.16)

and later implement the extra conditions in (3.15). The \( A_4 \) parameter space is drawn in figure 8 together with the Dynkin diagrams associated to the singularities in all the regions. For \( a > 0 \) a surface roughly orthogonal to the \( c \) axis divides the regions with two and no singular points, respectively. The figure is symmetric with respect to the plane \( b = 0 \). For \( a < 0 \) the surface folds in a way similar to the tail of the swallow and creates a three-sided wedge with the tip at the origin of the axis; the region inside the wedge contains four non-degenerate singularities. The two lower edges of the wedge, with equations,

\[
b^2 = \left( \frac{-2a}{3} \right)^{3/2} , & \quad c = -\frac{a^2}{12} , \quad (a < 0) ,
\] (3.17)

extend in the region \( c < 0 , a < 0 \), and locate the two-fold degenerate singularities; the three surfaces of the wedge contain a once degenerate singularity and two non-degenerate ones. On the curve at the pinching of the surface, there are two once degenerate singularities, one of which disappears in the surfaces above the pinching.

The nature of the stationary points can be unambiguously identified in all the regions of the parameter space; besides their Dynkin diagram, let us characterize the points by the following names:

\[
(4) , (3^-) , (3^+) , (2^-) , (2^+) , (1^=) , (1^-) , (1^+) , (1^{++})
\] (3.18)

where the number denotes the degree of degeneracy plus one, and the plus and minuses the ordering of the points on the real line.
Let us proceed to mapping the solutions of equation (3.16) with those of (3.15). First we remark that the reflection condition for $m$ odd (2.20) implies that the physical parameters in $V_b$ have opposite $\mathbb{Z}_2$ parities than those of the $A_4$ singularity: $a_1$ is parity invariant, while $a_2$ and $a_0$ are partially and completely parity breaking, respectively; on the other hand, looking to the eq. (3.16) we see that the $a$ and $c$ deformations are even and the $b$ one is odd.

The flow obtained by switching on the parameters $a_2, a_1, a_0$ in $V_b$ is found by solving the system (3.15) as follows: we consider the $A_4$ singularities (3.16) at the same point, $(a_2, a_1, a_0) = (a, b, c)$, select the positive solutions, $\varphi_o = x_o > 0$, and discard the negative ones; then, we consider the reflected point, $(a_2, a_1, a_0) = (-a, -b, -c)$, and take the negative solutions of (3.16). For example, consider the $\phi_{1,3}$ flow discussed earlier, eq. (3.18):

$$(4) + \phi_{1,3} \rightarrow (1^-) \oplus (1^+) \quad \text{and} \quad (4) - \phi_{1,3} \rightarrow (1^-) \oplus (1^+) \quad (3.19)$$

It is reproduced by moving along the $a$-axis inside the wedge, $a_2 = a < 0$, $a_1 = b = 0$, $a_0 = c = 0^+$: the positive singularities $(1^+), (1^+)$ are kept and the negative ones, $(1^-), (1^-)$, are neglected; instead, from the reflected point $a = -a_2 > 0, b = -a_1 = 0, c = -a_0 = 0^-$,
(1−) is taken and (1+) discarded. The superposition of IR boundaries in the first of eqs. (3.19) is then reproduced: (1+) and (1−) correspond to two minima of $W$ that can be tuned to the same height.

The solutions involving $\varphi_o = 0$ lay on the $c = 0$ plane and need a detailed discussion. The specialization of the $A_4$ parameter space (figure 8) to the $c = 0$ plane is drawn in figure 9. The stationary points of $W$ are identified with the conformal boundaries using continuity from the regions $c = 0^+$ and $c = 0^-$. The underlined symbols correspond to the solution $\varphi_o = 0$. One ambiguity occurs near the $b$ axis, where the vanishing solution indicated by (1) is the limit of (1+) from $c = 0^+$ and of (1−) from $c = 0^-$. It can be interpreted as one of the two cases or as their parity invariant combination $(1^+) \oplus (1^-)$. This ambiguity is resolved after reflection of the negative solutions, as required by eq. (3.15), leading to figure 10. On the $a_1$ axis, corresponding to $W = |\varphi_o^3/5| + a_1\varphi_o^2/2$, one should take the parity invariant combination, (1) $\sim (1^+) \oplus (1^-)$, and in the neighbor regions as well. Inside the wings, the identification is different, (1) $\sim (1^+)$ or (1) $\sim (1^-)$, by comparing with the reflected solutions. In conclusion, the analysis of the $A_4$ theory confirms that the potential ambiguities in the interpretation of the $\varphi_o = 0$ solution can be resolved by using continuity arguments.

3.3 Remarks on the (A,D) and (A,E) series

The Landau-Ginzburg description of the bulk Virasoro models in the (A,D) and (A,E) series has been discussed in the refs. [8] and [17]. The best known example is the three-state Potts model $(A_4,D_4)$ for $m = 5$, that has been described by a two-component scalar theory with $Z_3$-symmetric potential:

$$V_{\text{crit}}(\varphi_1,\varphi_2) = \lambda \Re (\varphi_1 + i\varphi_2)^3.$$  (3.20)
Figure 10: RG flow space of the Tetracritical Ising model for $a_0 = 0$: it has been obtained from figure 9 by reflecting the negative solutions as explained in the text; the boundary $(1^+) \oplus (1^-)$ is indicated by $(1^\pm)$.

The five relevant fields of the Potts model, $\sigma, \overline{\sigma}, \varepsilon, \psi, \overline{\psi}$, have been identified as follows:

$$
\sigma = \varphi_1 + i \varphi_2, \quad \varepsilon = \varphi_1^2 + \varphi_2^2, \quad \psi = (\varphi_1 + i \varphi_2) (\varphi_1^2 + \varphi_2^2),
$$

(3.21)

where the first and third fields are complex and the second one is real. On the other hand, there are three deformations modulo reparametrizations of the Arnold $D_4$ singularity, with real parameters $a, b, c$:

$$
W = x^3 - 3xy^2 + ax + by + c(x^2 + y^2).
$$

(3.22)

Actually, after the identification $(\varphi_1 \sim x, \varphi_2 \sim y)$, the fermion fields $\psi, \overline{\psi}$ corresponds to deformations of $W$ under reparametrizations of the $(x, y)$ plane, of the form $\partial W/\partial x f + \partial W/\partial y g$. Note also that the scaling dimension of $\psi$ is two, i.e. it is marginal at the classical level, but it becomes relevant at the quantum level due the extra anomalous dimension acquired by composite fields.

In conclusions, the quantum theory of the Potts model possesses more relevant fields that those occurring in the semiclassical LG theory, thus signaling a violation of reparametrization invariance. The LG classical theory is only exact in the supersymmetric case $[9]$, where also composite fields do not acquire extra anomalous dimensions. These renormalization effects are also present in the other non-supersymmetric (A,D) and (A,E) Virasoro models that presents roughly twice relevant fields than those found from the reparametrization-invariant deformations of the LG potential.\footnote{The dimensions of the ring of deformations can be computed in all cases by using a formula given in ref. [28].} It turns out that the bulk LG description is nevertheless useful for describing the CFT results on field symmetries and fusion rules $[17]$.\footnote{The dimensions of the ring of deformations can be computed in all cases by using a formula given in ref. [28].}
On the contrary, the LG description of boundary states in this paper is tied to the hypothesis of reparametrization invariance of deformations of Arnold’s singularities and is affected by the mismatch in the set of relevant fields. The Potts model boundaries are described in the appendix: the deformations of the $D_4$ singularity do reproduce all boundary states of the model, but their degree of instability is lower, lacking the pair of the relevant deformations corresponding to $\psi, \bar{\psi}$. The resulting reduced, three-dimensional space of boundary RG flows is nevertheless consistent with the known results from CFT and integrable models [30].

4. $N = 2$ supersymmetric Landau-Ginzburg theory and minimal models

The minimal models of $N = 2$ superconformal symmetry have received a lot of attention over the years due to their relevance for String Theory model building [31] (for a review see [32]). In the last few years, the allowed supersymmetric boundary conditions have been found [33] and several papers have investigated their geometric interpretation [34, 35]. As shown in the paper by Hori, Vafa and Iqbal [16], the Landau-Ginzburg theory can provide an interesting geometrical description of the boundary conditions, building on the rich mathematical properties of the bulk theory already established in ref. [36]. After introducing these results, we shall show that our LG description of the $N = 0$ boundary conditions can be extended to the supersymmetric case, where it is found to be equivalent to the Hori et al. analysis. We shall then conclude with some observations on the supersymmetric boundary RG flows that are quite different from the $N = 0$ case.

4.1 Introduction: BPS solitons and A-type boundary conditions

The $N = 2$ minimal conformal field theories can be realized by the coset $\hat{SU}(2)_k/\hat{U}(1)_4 \otimes \hat{U}(1)_{2k+4}$, with central charge $c = 3k/(k+2)$, $k = 1, 2, \ldots$. Their bulk sectors are labelled by the triples $(\ell, m, s)$, with $m$ modulo $2(k+2)$ and $s$ modulo 4, subjected to one identification and one condition,

$$\begin{align*}
\ell &= 0, 1, \ldots, k, \quad m = -k - 1, \ldots, k + 2, \quad s = -1, 0, 1, 2 ; \\
(\ell, m, s) &\sim (k - \ell, m + k + 2, s + 2), \\
\ell + m + s &= 0 \mod 2, \quad (4.1)
\end{align*}$$

such that there are $(k+2)(k+1)$ states both in the Neveu-Schwarz (NS) $(s = 0, 2)$ and in the Ramond (R) $(s = 1, -1)$ sectors. The dimensions and U(1) charges of the superconformal fields are:

$$\begin{align*}
h_{\ell}^{m,s} &= \frac{\ell(\ell + 2) - m^2}{4(k+2)} + \frac{s^2}{8} + Z, \\
q_{m,s}^\ell &= \frac{m}{k+2} - \frac{s}{2} + 2Z. \quad (4.2)
\end{align*}$$

Each minimal model is characterized by a single A-D-E Dynkin diagram: we shall only deal with the simplest models of the A series that contains all the bulk sectors once.

The $N = 2$ supersymmetry is generated by the four supercurrents $G^\pm, \bar{G}^\pm$ whose zero modes are the supercharges $Q^\pm, \bar{Q}^\pm$. The boundary conditions can respect $N = 2$ supersymmetry in two different ways, called (A) and (B) types, corresponding to the
following linear combinations:

\[(A): \quad Q = \overline{Q}_+ + \eta Q_-, \quad Q^\dagger = \overline{Q}_- + \eta Q_+, \quad \eta = \pm 1, \]
\[(B): \quad Q = \overline{Q}_+ + \eta Q_-, \quad Q^\dagger = Q_+ + \eta Q_-; \tag{4.3} \]

these amount to real and holomorphic identifications of the infinitesimal supersymmetric parameters, \((A): \varepsilon_- = \eta\varepsilon_+\) and \((B): \varepsilon_- = -\eta\varepsilon_+\), respectively. The signs \(\eta = -1, 1\) pertain to the NS and R sectors, respectively.

The \((A)\)-type boundary states can be interpreted as D1 branes and the \((B)\)-type ones can be either D2 or D0 branes [33][35]. The \((A)\)-type boundary states were described by Hori et al. [16] in terms of the BPS solitons of the LG theory.\(^7\) In the conformal theory, the \((A)\) boundaries are (generalized) Cardy states and are labelled by the same quantum numbers \((\ell, m, s)\) of the bulk sectors. The basic generators of the \(\mathbb{Z}_{k+2}\) and \(\mathbb{Z}_2\) symmetries of the theory act on these states by shifting \(m \to m + 2\) and \(s \to s + 2\), respectively. Owing to the symmetries of their labels, the boundary states of the Ramond sector, \(s = \pm 1\), can be associated to the following diagrams: draw a regular polygon with \(k + 2\) vertices, \(z_n = \exp(i2\pi n/(k + 2))\), inside the unit circle; the oriented sides and all the chords of the polygon, between pairs of vertices \((n_1, n_2)\) mod \(k + 2\), represent the \((k + 2)(k + 1)\) boundaries according to the following identification,\(^8\)

\[
\ell + 1 = |n_2 - n_1|, \quad 0 \leq n_1, n_2 \leq k + 1, \\
m = n_1 + n_2, \\
s = \text{sign}(n_2 - n_1), \\
g_{\ell, m, s} = g_\ell \propto \sin \frac{\pi(\ell + 1)}{k + 2}. \tag{4.4} \]

Note that the boundary entropy \(g_{\ell, m, s}\) is proportional to the length of the chords. We remark that the interplay with the \(N = 0\) models is through \(m \sim k + 2\): indeed, the \((n_1, n_2)\) labelling of Dynkin (sub)-diagrams proposed for the \(N = 0\) boundary states in section 3 (figure 5) becomes equal to that of the \(N = 2\) boundary states (4.3) upon replacing the \(A_{k+1}\) Dynkin diagram with that of the corresponding affine Lie algebra \(\tilde{A}_{k+1}^{(1)}\), which contains one extra point and two bonds to close the chain into a polygon.

The bulk \(N = 2\) Landau Ginzburg theory is described by the action [16]:

\[
S = \int d^2x \left[ d^2\theta \ d^2\overline{\theta} \ K(\Phi, \overline{\Phi}) + \int d^2\theta \mathcal{W}(\Phi) + \int d^2\overline{\theta} \ \overline{\mathcal{W}(\overline{\Phi})} \right], \tag{4.5} \]

where \(\mathcal{W}\) is the holomorphic superpotential and the Kähler potential is quadratic in the chiral field \(\Phi\) at the UV point, \(K(\Phi, \overline{\Phi}) = \Phi \overline{\Phi}\). The theory with superpotential given by the (complex) A-D-E polynomial is known to flow to the corresponding A-D-E minimal model [3]: for the \(k\)-th model in the A series, one should consider a single chiral field and the polynomial of the \(A_{k+1}\) singularity:

\[
\mathcal{W}_{\text{crit}} = \lambda \Phi^{k+2}. \tag{4.6} \]

\(^7\)The D2 branes have also been described in the LG theory by adding degrees of freedom at the boundary [37].

\(^8\)A drawing with \(2k + 4\) points on the circle can also be used to represent both NS and R boundaries [35].
As originally discussed in ref. [28], the powers \( \Phi^\ell, \ell = 0, 1, \ldots, k, \) generate the ring of deformations of the singularity and correspond to the chiral fields of the \( N = 2 \) algebra, \((\ell, m, s) = (\ell, \ell, 0),\) the special fields with scaling dimensions proportional to the charge that obey a non-singular operator-product algebra; their classical LG dimensions \( h = \ell/(k+2) \) do not get renormalized.

The bulk LG theory with non-critical \( \mathcal{W} \) possesses non-trivial solutions that are BPS solitons preserving half of the supersymmetry [29]: upon expanding the superfield \( \Phi = \phi + \theta \psi + \cdots, \) the energy of a soliton extending between two stationary points of the potential, \( \mathcal{W}(a) \) and \( \mathcal{W}(b), \) can be written,

\[
E = \frac{1}{2} \int dx \left( \partial_x \phi \partial_x \bar{\phi} + \frac{\partial \mathcal{W}}{\partial \phi} \frac{\partial \mathcal{W}}{\partial \bar{\phi}} \right) - \frac{1}{2} \int dx \left( \partial_x \phi - \omega \frac{\partial \mathcal{W}}{\partial \phi} \right) \left( \partial_x \bar{\phi} - \bar{\omega} \frac{\partial \mathcal{W}}{\partial \bar{\phi}} \right) + \text{Re} \left[ \mathcal{W} \mathcal{W}^\dagger \right]_a^b,
\]

with \( \omega \) a constant phase. The vanishing of the first term in the energy gives the soliton equation, that possesses the first integral:

\[
\text{Im} \left[ \mathcal{W} \mathcal{W}^\dagger \right] = \text{const}. \tag{4.8}
\]

Therefore, the soliton are straight lines in the complex \( \mathcal{W} \) plane connecting the two stationary points \( \mathcal{W}(a) \) and \( \mathcal{W}(b), \) with slope \( \text{Arg}(\omega) = \text{Arg}(\mathcal{W}(b) - \mathcal{W}(a)); \) along the line, the energy \( \text{Re} \left[ \mathcal{W} \mathcal{W}^\dagger \right] \) is monotonically increasing (or decreasing). The type of supersymmetry preserved by the soliton can be found by expressing the supercharges in terms of the LG fields [16]: the result is that the static solitons with \( \omega = \pm i \) yield the invariant states:

\[
\partial_x \phi = \pm i \frac{\partial \mathcal{W}}{\partial \phi} \quad \leftrightarrow \quad Q|BPS \rangle = Q^\dagger|BPS \rangle = 0. \tag{4.9}
\]

The supersymmetric charges \( Q \) and \( Q^\dagger \) are actually the same combinations [4.3] earlier considered for the (A)-type boundary conditions.\(^9\)

The results of the refs. [16, 38] have shown that this relation between solitons and (A)-type boundary conditions is indeed general. For the theory defined on the half space \((t, x > 0),\) the state conditions \((4.9)\) can be read as conditions for the boundary states at \( x = 0 \) in the formulation in which space and time are interchanged, i.e. evolution takes place in \( x. \) By rotating back to the ordinary setting, one finds:

\[
|A\rangle \text{ - type b. c.:} \quad \partial_t \phi = \pm \frac{\partial \mathcal{W}}{\partial \phi} \quad \leftrightarrow \quad \text{Im} \mathcal{W}(\phi) = \text{const}. \tag{4.10}
\]

Therefore, the (A)-type D1 brane is a curve \( \gamma \) in the complex \( \phi \) plane which obeys this soliton equation and is characterized by a constant value of the imaginary part of the superpotential.\(^10\) The careful analysis of the supersymmetric variation of the LG action \((4.5)\) on half space has been carried out in ref. [38], including all the supersymmetric consistency

\(^9\)The most general (A) and (B) boundary conditions can also contain a free phase but this should be conventionally fixed once for all in defining the boundary theory.

\(^10\)For theories with more than one chiral field, the general result is that the boundary is a (middle-dimensional) lagrangian sub-manifold of the target space for which \( \text{Im} \mathcal{W} = \text{const}. \) [4.9].
Figure 11: Vanishing cycles of the massive $\Phi^4$ LG theory in the $W$ plane.

conditions; the result is the boundary term,

$$\delta_{\text{Susy}(A)} S \propto \int_\gamma dt \, \partial_t (\text{Im} W(\phi)),$$

that indeed vanishes on the same type of curves.

Another condition for the boundary curves $\gamma$ is that they should start and end at $t \pm \infty$ into a stationary point $\phi = a$ of $W$: these instantonic configurations give rise to the correct value of the Witten index [16]. As a consequence, the $(A)$ boundaries can be depicted in the $W$ plane as straight half-lines parallel to the real axis, that start from a stationary point $W(a)$ and go to $+\infty$ not crossing any other stationary point by assumption (figure 11):

$$\gamma_a : \quad \text{Im} W(\phi) = \text{Im} W(a), \quad \text{Re} W(\phi) > \text{Re} W(a).$$

Since a soliton connects two stationary points, these curves are topologically equivalent to half-solitons and are called vanishing cycles [36]: the intersection number of two vanishing cycles counts the number (with sign) of solitons that can extend between the corresponding stationary points and the Picard-Lefshetz theory describes how this number changes under monodromy transformations of the cycles in the complex $W$ plane [16].

4.2 Landau-Ginzburg descriptions of A-type superconformal boundary conditions

In order to visualize the D1 brane in field space, i.e. the vanishing cycle, we should invert the relation between $W$ and $\phi$ in (4.12). Let us consider the theory with non-critical potential $W = \Phi^4/4 - \mu \Phi$ for definiteness: at $\text{Re} W = +\infty$, there are four solutions corresponding
Figure 12: Vanishing cycles in the $\phi$ plane for the LG theory with superpotential $W = \Phi^4/4 - \mu \Phi$. Each cycle contains one stationary point $a_i$ of $W$ and intersects the dotted lines either once, $\phi_o$, or twice, $\phi_{o1}, \phi_{o2}$.

to the rays $\phi = \rho \exp(ik\pi/2)$, $k = 0, \ldots, 3$; from these asymptotes, four curves come to finite values of $\phi$ (figure 12). On the other hand, around one stationary point, say $a_1$, the relation is quadratic, $\text{Re}(W(\phi) - W(a_1)) \sim \text{Re}(W''(\phi - a_1)^2)/2)$. Therefore, the vanishing cycle is the curve made by the two branches starting from $\phi = a_1$ and approaching two of the four asymptotes; it is characterized by the pair of numbers $(n_1, n_2)$ mod $k + 2$ labelling its asymptotes ($n_1 \neq n_2$). Two further vanishing cycles correspond to the other stationary points of $W$ in figure 12.

We may consider a general massive deformation of the $A_{k+1}$ model, $W = \Phi^{k+2} + \cdots$, showing $k + 1$ distinct stationary points, $\{a_1, \ldots, a_{k+1}\}$; if $\text{Re}W(a_1) < \cdots < \text{Re}W(a_{k+1})$, their vanishing cycles will not intersect in the $W$ plane and thus they will not do either in the $\phi$ plane. Therefore, this massive theory possesses $k + 1$ (A)-type boundaries, each one characterized by a pair of asymptote numbers. In the bulk critical limit, e.g. $\mu \rightarrow 0$, all these boundary conditions remain present, their curves stick to the asymptotes and become non-smooth at $\phi = 0$. Moreover, different massive deformations may produce different set of vanishing cycles and their union produces all the $(k + 2)(k + 1)$ boundaries that exist in the superconformal theory, being all the pairs of distinct $k + 2$ asymptotes.

This is the LG description of superconformal boundary conditions found by Hori et al. [16]: indeed, the curves have lost any characterization of the original massive theory and are just labelled by the universal data of the asymptote numbers $(n_1, n_2)$. Since the
$k + 2$ asymptotes match one-to-one the vertices of the regular polygon drawn before, the numbers $(n_1, n_2)$ can be identified with the same labels used in [4.3] to represent the CFT boundaries in the Ramond sector. In this framework, Hori et al. could identify the Witten index, namely the overlap of two RR boundary states, with the intersection number of the corresponding vanishing cycles, and could also compute other CFT quantities from path-integral expressions in the LG theory.

We now present a slightly improved description of the A-type boundaries by extending the $N = 0$ approach of section 2 and 3. As shown in the refs. [38], an analytic, polynomial boundary potential $V_b(\phi)$ can be consistently added to the supersymmetric action (4.5):

$$S = S_{\text{bulk } N=2} + \int_\gamma dt \text{Im} (V_b(\phi)).$$

(4.13)

The supersymmetric variation of the action (4.11) with A-type boundary conditions now implies a condition on the sum of the bulk and boundary potentials at the boundary:

$$\gamma : \text{Im} \tilde{W}(\phi) = \text{const.}, \quad \tilde{W} \equiv W + V_b \quad \Rightarrow \quad \partial_\phi = \pm \frac{\partial \tilde{W}}{\partial \phi}.$$  

(4.14)

We can take the critical limit in the bulk, $W \to W_{\text{crit}} = \Phi^{k+2}/(k + 2)$ and consider tunable boundary potentials of the form $V_b(\phi) = a_k \phi^k + \cdots + a_1 \phi + a_0$, i.e. the deformations of the Arnold singularity, as done in section 2. All the previous analysis on vanishing cycles and boundary conditions remains valid upon replacing the non-critical $W(\phi)$ with $\tilde{W}(\phi) = W_{\text{crit}}(\phi) + V_b(\phi)$, because the two polynomials $W$ and $\tilde{W}$ are of the same type. Furthermore, by choosing different forms of $V_b$ we can realize all the smooth vanishing cycles and obtain a non-singular description of the supersymmetric boundary conditions at bulk criticality. As in the $N = 0$ case, these boundary conditions are not manifestly conformal invariant, but they became so in the scaling limit $|\phi|_\gamma \to \infty$; their universal information is given by the data of the curves that survives the limit, i.e. by the asymptote labels $(n_1, n_2)$.

Next we study the ground state field configurations that are allowed in the bulk critical theory with boundary potential (4.13). The classical equations of motion yield the bulk soliton equations and the following boundary term:

$$0 = \partial_\phi \phi + i \left( \frac{\partial \tilde{W}_{\text{crit}}}{\partial \phi} \right),$$

(4.15)

$$0 = \text{Re} \left[ \delta \phi \left( \partial_\phi \phi - i \frac{\partial \tilde{V}_b}{\partial \phi} \right) \right].$$

(4.16)

The fermionic conditions can be obtained from these equations by appropriate supersymmetric transformations; note also that the Cauchy-Riemann equations were used for $V_b$ in the second equation. The boundary variation should be taken parallel to the $\gamma$ curve of the D1 branes, $\delta \phi \propto \partial_\nu |_{\gamma}$, whose parametrization satisfies (4.14). Thus we can rewrite (4.16) as follows:

$$0 = \text{Re} \left[ \pm \frac{\partial (W_{\text{crit}} + V_b)}{\partial \phi} \left( \pm i \frac{\partial \tilde{W}_{\text{crit}}}{\partial \phi} - i \frac{\partial \tilde{V}_b}{\partial \phi} \right) \right];$$

(4.17)

this equation is satisfied by properly choosing the orientation of the bulk soliton.
In summary, the boundary potential allows non-trivial ground state field configurations at bulk criticality that are static half solitons satisfying the (A)-type boundary conditions; on the other hand, the boundary conditions for any field configuration are specified by the \( \theta \) curves in the \( \phi \) plane, that are parametrized by the other, orthogonal solitons evolving in time. The bulk and boundary soliton curves intersect both in the \( \phi \) and \( \mathcal{W} \) planes; in the \( \phi \) plane, the bulk solitons (4.15) are straight lines stemming from \( \phi = 0 \):

\[
\text{Re} \left[ \phi^{k+2} \right] = 0, \quad \text{Im} \left[ \phi^{k+2} \right] > 0, \quad \leftrightarrow \quad \text{Arg}(\phi) = \frac{(2j+1)\pi}{2(k+2)}, \quad j = 0, 2, \ldots ,
\]

(4.18)

namely they are rays from the origin that interpose themselves between the asymptotes of the vanishing cycles (the dotted lines in figure 2). One sees that a “short” cycle, \(|n_1 - n_2| = 1\), \( \ell = 0 \), intersects once the rays of the bulk solitons at the point \( \phi_0 \), resulting into a single ground state profile; the longer cycle, \(|n_1 - n_2| = 2\) has two intersections, i.e. two ground state profiles, respectively ending at \( \phi_{o1} \) and \( \phi_{o2} \).

In the general case, the stationary conditions for the classical action with \( (\ell, m, s) \) boundary state yield \( \ell + 1 \) ground state profiles: contrary to the \( N = 0 \) case, these multiple stationary points should not be thought of as representatives of independent boundary conditions, since they lay on the same D1 brane \( \gamma \), and the free energy should be obtained by summing over them,

\[
Z = e^{-S_{cl}(\phi_{o1})} + \cdots + e^{-S_{cl}(\phi_{o(\ell+1)})} = (\ell + 1) e^{-S_{cl}(\phi_{o1})},
\]

\[
S_{cl}(\phi_{oi}) = T \text{Im} (\mathcal{W}(\phi_{oi}) + V_b(\phi_{oi})).
\]

(4.19)

Note that the contributions are all equal because the points \( \phi_{oi} \) lay on the same vanishing cycle (4.14). Moreover, the ground state energy, \( E = S_{cl}/T \), can be shifted to zero by using the constant term in \( V_b \), thus showing that supersymmetry is preserved. As described in section 3, individual stationary points are not stable semiclassically, unless they are separated by infinite potential barriers that can be produced in the limit of some parameters of \( V_b \) to infinity. In the \( N = 2 \) case, we cannot single out one point out of \( \ell + 1 \), say \( \phi_{o1} \), and send the others to infinity without deforming the cycle \( \gamma \) such that its asymptotes are effectively changed, resulting into another boundary condition \( \gamma' \). Let us finally note that the variation of the parameters in \( V_b \) displaces the stationary points \( \hat{W}(a_i) \) and the corresponding vanishing cycles change according to the Picard-Lefshetz theory (figure 11).

4.3 Remarks on the supersymmetric renormalization group flows

The LG description of the \( N = 2 \) boundary states presented here is consistent with the analysis of the \( N = 0 \) case and it improves the earlier study of Hori et al. by providing a smooth description at bulk criticality. On the other hand, the \( N = 2 \) and \( N = 0 \) cases present some differences: for \( N = 2 \) , we do not see the parametric fine-tuning of \( V_b \) that indicates the RG instability of boundary conditions. Actually, the Cardy-like branes \( (\ell, m, s) \) considered so far are all stable under the renormalization group flows preserving supersymmetry, because they carry no relevant boundary field (besides the identity).
In the refs. [39], some examples of $N = 2$ RG flows were discussed that start from superpositions of Cardy branes, e.g. in the $(n_1, n_2)$ notation of the polygon,

$$(n, n + 1) \oplus (n + 1, n + 2) \rightarrow (n, n + 2),$$

and similar cases where consecutive sides of the $(k + 2)$ polygon are added as vectors of the plane to form a single chord. These flows are due to the extra identity fields that occur in the superposition of Cardy states; actually, the identity field carries vanishing U(1) charge and does not break supersymmetry.

Furthermore, the supersymmetric flows are subjected to the selection rules of the conservation of the K-theory charges forming a $\mathbb{Z}^{k+1}$ lattice [35]: these charges are determined by computing the matrix of Witten indices $I(a, b)$ for all pairs of RR boundaries $(a)$ and $(b)$; the $(k + 1)$-dimensional vector of charges is assigned to each elementary Cardy branes by analyzing the sub-matrix of maximal rank $k + 1$.

It would be interesting to find the LG descriptions of the RG flows and the charge assignments, but we cannot presently provide them. We remark that in terms of the classical free energy, the superposition of boundary states at the UV point in eq. (4.20) is not qualitatively different from the IR boundary, because both amount to superpositions of pairs of ground state solitons. However, the ones in the UV pair have different energies, while those in the IR pair have it equal (cf. (4.19)). We hope that further analysis will reveal the parametric instability that is characteristic of RG flows in the LG approach.

5. Conclusions

In this paper, we studied the Landau-Ginzburg theory of two-dimensional systems with boundary and obtained a rather simple picture of the RG flows between the boundary states of the Virasoro minimal model. This description predicts some selection rules for the flows that would be interesting to check numerically. Several related issues would be worth pursuing: the case with two different boundaries in the strip geometry, the description of boundary fields and fusion rules, the study of defects, or kinks [29], that allow partial reflection and transmission and corresponds to doubles of the boundary states discussed here (i.e. to full solitons). Finally, the boundary entropy $g$ could be computed in this approach from the semiclassical quadratic fluctuations around the LG ground state in the geometry of the disc.
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A. LG description of the Potts model boundaries

The partition function on the torus of the three-state Potts model,

\[ Z = |\chi_I + \chi_{\epsilon'}|^2 + |\chi_\epsilon + \chi_I|^2 + |\chi_{\sigma_1}|^2 + |\chi_{\sigma_2}|^2 + |\chi_{\psi_1}|^2 + |\chi_{\psi_2}|^2. \]  

(A.1)

is diagonal in terms of the six character of the extended chiral algebra \( \mathcal{W}_3 \) and non-diagonal w.r.t. the Virasoro characters, showing eight left-right symmetric terms. Therefore, the conformal boundary conditions are expressed in terms of six Cardy states, which also respect the \( \mathcal{W}_3 \) symmetry, and two boundaries that are just conformal invariant \([1, 30]\). The Cardy states form two triplets: they correspond to the fixed boundary conditions, \((A), (B), (C)\), that are stable, and to the mixed condition \((AB), (BC), (AC)\), that are once unstable. The corresponding boundary partition functions are \([3]\):

\[ Z^{(A)} = Z^{(B)} = Z^{(C)} = \chi_I, \]

(A.2)

The two other states are \( \mathbb{Z}_3 \) singlets that are respectively called \((f)\) and \((n)\) for free and “new” boundary conditions: they are twice and five-fold unstable, respectively,

\[ Z^{(f)} = \chi_I + \chi_{\psi_1} + \chi_{\psi_2}, \]

\[ Z^{(n)} = \chi_I + \chi_\epsilon + \chi_{\psi_1} + \chi_{\psi_2} + \chi_{\sigma_1} + \chi_{\sigma_2}. \]

(A.3)

Several boundary RG flows have been found in ref. \([30]\): for example, the \( \mathbb{Z}_3 \) breaking flow induced by the boundary magnetic field,

\[ (f) \rightarrow (AB) \rightarrow (A), \]

and the \( \mathbb{Z}_3 \)-preserving flow induced by \( \epsilon \):

\[ (n) \rightarrow (f). \]

(A.5)

Other RG flows have been obtained by exploiting the self-duality of the model.

The Landau-Ginzburg description is based on a scalar field with two real components and again a boundary potential:

\[ S = \int_{x>0} d^2 x \left( \frac{1}{2} \sum_{i=1}^{2} (\partial_\mu \varphi_i)^2 + V(\varphi_i) \right) + \int dt \; V_b(\varphi_{oi}), \quad \varphi_{oi} \equiv \varphi_i(x=0). \]

(A.6)

The stationary conditions are:

\[ 0 = \frac{\partial^2 \varphi_i}{\partial x^2} - \frac{\partial V}{\partial \varphi_i}, \quad i = 1, 2, \]

(A.7)

\[ 0 = \delta \varphi_{oi} \left( \frac{\partial \varphi_i}{\partial x} \bigg|_0 - \frac{\partial V_b}{\partial \varphi_{oi}} \right). \]

(A.8)

The boundary conditions on the two-dimensional field plane may correspond to D0, D1 and D2 branes and the boundary fields \( \varphi_{oi} \) should be varied accordingly: as in the one-dimensional case, we will consider the maximal case of D2 branes, \( \delta \varphi_{oi} \neq 0 \), hoping to find
the other cases from localization by the boundary potential. The equation of motions can be integrated once leading to the conservation of energy for a “particle” starting from one asymptote in the bulk and reaching the boundary with velocity specified by $V_b$:

$$
\sum_{i=1}^{2} \left( \frac{\partial \bar{\varphi}_i}{\partial x} \right)^2 = 2 V(\varphi_{oi}) - 2 V(\varphi_i(\infty)) = \sum_{i=1}^{2} \left( \frac{\partial V_b}{\partial \bar{\varphi}_i} \right)^2 .
$$  \hspace{1cm} (A.9)

Upon inserting the standard LG cubic bulk potential (3.20), $V_{\text{crit}} = \lambda \text{Re}(\varphi_1 + i\varphi_2)^3$, one finds that this equation cannot be discussed in terms of deformations of the Arnold singularity $D_4$, because the corresponding polynomial appears inside a square root.

Therefore we shall modify the bulk potential into the $N=1$ supersymmetric form:

$$
V = \frac{1}{2} \sum_{i=1}^{2} \left( \frac{\partial \tilde{V}}{\partial \bar{\varphi}_i} \right)^2 , \qquad \tilde{V} = \lambda \text{Re}(\varphi_1 + i\varphi_2)^3 + \text{deformations} .
$$  \hspace{1cm} (A.10)

At the same time, we shall restrict the solutions of the equations of motion (A.7) to the solitons,

$$
\frac{\partial \bar{\varphi}_i}{\partial x} = \pm \frac{\partial \tilde{V}}{\partial \bar{\varphi}_i} ,
$$  \hspace{1cm} (A.11)

such that the deformations of the bulk potential, the set of relevant fields and the $Z_3$ symmetry are the same in the two descriptions.

We can now analyze the equations (A.8) and (A.11) along the same steps of section 2, finding a relation with the deformations of the Arnold singularity and discussing the new features of the two-dimensional problem. We consider bulk criticality, $\tilde{V} = \tilde{V}_{\text{crit}} = \text{Re}(\varphi_1 + i\varphi_2)^3/3$, and integrate the soliton equations (A.11). They admit the first integral (see section 4):

$$
\text{Im}(\varphi)^3 = 0 , \qquad \varphi \equiv \varphi_1 + i\varphi_2 = \rho e^{i\alpha} ,
$$  \hspace{1cm} (A.12)

namely the solitons describe rays in field space emanating from the origin at angles $\alpha = \pi k/3$, $k = 0, 1, \ldots, 5$. Furthermore, the boundary conditions (A.8) combined with the soliton equations (A.11) evaluated at the boundary yield an algebraic equation for the boundary field values that can be written again as the stationary conditions for the function:

$$
0 = \frac{\partial W}{\partial \bar{\varphi}_i} , \qquad W = \mp \tilde{V}_{\text{crit}} + V_b .
$$  \hspace{1cm} (A.13)

The sign is fixed by requiring that the modulus of the soliton solution decreases inside the bulk:

$$
0 > \frac{\partial}{\partial x} (\varphi_1^2 + \varphi_2^2) = \pm \sum_{i} \varphi_i \frac{\partial \tilde{V}_{\text{crit}}}{\partial \bar{\varphi}_i} = \pm \text{Re}(\varphi_1 + i\varphi_2)^3 .
$$  \hspace{1cm} (A.14)

The result depends on the ray spanned by the soliton solution:

$$
W = + \tilde{V}_{\text{crit}} + V_b , \quad \text{on} \quad \varphi = \rho e^{i2k\pi/3} , \quad k = 0, 1, 2 ,
$$  
$$
W = - \tilde{V}_{\text{crit}} + V_b , \quad \text{on} \quad \varphi = \rho e^{i(2k+1)\pi/3} .
$$  \hspace{1cm} (A.15)
Figure 13: Section \( c = \text{const.} \) of the parameter space of the \( D_4 \) singularity.

The classical action evaluated on the soliton solution takes the familiar form (cf. (2.19)):
\[
S = T \left( \left| \hat{V}_{\text{crit}} \right| + V_b \right). \tag{A.16}
\]

The stationary problem (A.13) involves the study of the deformations of the singularity \( D_4 \),
\[
W = x^3 - 3xy^2 + ax + by + c \left( x^2 + y^2 \right); \tag{A.17}
\]
we shall first discuss the solutions of this problem and later impose the restrictions to the rays (A.15). The pattern of stationary points can be described in the parameter space \((a, b)\) at fixed \( c \) values (figure 13). Let us first discuss the \( \mathbb{Z}_3 \) preserving deformation along the \( c \) axis: the three-fold singularity at the origin splits for \( c \neq 0 \) into a singlet \((x = y = 0)\) and a triplet \(|x + iy| = 2|c|\) of non-degenerate stationary points, that can be identified with the four nodes of the \( D_4 \) Dynkin diagram (\( D_4 \) is made by a central node connected to each of the three other nodes). For small \( a, b \neq 0 \) these solutions slightly move but remain non-degenerate; when the central node meets one of the three others, one eigenvalue \( \lambda_{\pm} \) of the Hessian of the stationary point \( dW = 0 \) vanishes. In complex notations, \( z \equiv x + iy, \eta \equiv a + ib \), these conditions are:
\[
dW = 0 \quad \rightarrow \quad -\eta = \tau^2 + 2cz; \quad \lambda_+ \text{ or } \lambda_- = 0 \quad \rightarrow \quad |z| = |c|. \tag{A.18}
\]
Upon replacing \( z = c \exp(i\alpha) \), say for \( c > 0 \), one obtains a curve in the \((a, b)\) plane in parametric form, \((a(\alpha), b(\alpha))\) corresponding to a cycloid (figure 13): at the three cusps \( \eta = -3c^2 \exp(i2n\pi/3), n = 0, 1, 2 \), one finds a twice degenerate stationary point obtained by merging the central point with two other points, again in agreement with the form of
Table 1: Landau-Ginzburg description of the boundary conditions in the three-state Potts model.

| degeneracy | type   | Potts name | deformations          |
|------------|--------|------------|-----------------------|
| 3 5        | singlet| \(n\)      | \((c) \sim \varepsilon; (a, b) \sim (\sigma_1, \sigma_2); \psi_1, \psi_2\) |
| 2 /        | triplet| \(\)       | \(\)                  |
| 1 1        | triplet| (AB), (AC), (BC) | \((a + b) \sim \varepsilon\) |
| 0 2        | singlet| \(f\)      | \(\psi_1, \psi_2\)    |
| 0 0        | triplet| (A), (B), (C) | \(\)                  |

Table 1: Landau-Ginzburg description of the boundary conditions in the three-state Potts model.

a three-node sub-diagram of the Dynkin diagram. For \(c < 0\) the same curve is obtained with a shift of the parameter \(\alpha \rightarrow \alpha + \pi\). Two solutions exist in the region outside the cycloid.

In conclusion, the pattern of deformations of the \(D_4\) singularity is again described by the sub-diagrams of the associated Dynkin diagram, and is summarized in the table 1. In this table, we also identify the stationary points of \(W\) with the boundary states of the Potts model according to the following discussion.

The conditions coming from eq. (A.15) restrict the solutions found before to lay on one of the rays from the origin at angles \(k\pi/3\), for example on \(\varphi = \rho > 0\): a pair of solutions can be found on that ray for \(c < 0\) and specific values of \((a, b)\), that merge at one point into a once-degenerate solution; however, the simultaneous merging of three points cannot be realized for the parameters at one cusp of the cycloid, because two solutions would be coming from outside the ray. Otherwise said, two directions out of the twice degenerate points are frozen by the conditions (A.15), and thus these points are effectively ordinary stable points. As for the detuning of the highest singularity at \(\varphi = 0\), the restriction of the solutions on the rays put conditions on the phase of \(a + ib\), such that the one out of the two real parameters is actually discrete.

After imposing these conditions, the LG description of the boundary states of the Potts model is rather satisfactory, see table 1; besides the \(Z_3\) symmetry, the identification is based on the sets of deformations as given by operator content, eqs. (A.2) and (A.3), on one side, and by the parameters \((a, b, c)\) on the other side, keeping in mind that the deformations corresponding to the \(\psi_i\) fields are missing in the LG description, as explained in section 3.3. Note that the RG flows of the Potts model,

\[
(n) \rightarrow (AB) \rightarrow (A), \quad (n) \rightarrow (f), \quad (A.19)
\]

are reproduced, but the flow (A.4) is not, because \((f)\) is stable in the LG description.

In conclusion, it seems that the \(\psi_i \rightarrow 0\) projection of the space of boundary RG flows of the Potts model is reproduced: however, our analysis has been rather limited and has relied on a number of additional hypotheses.

References

[1] J.L. Cardy, Boundary conditions, fusion rules and the Verlinde formula, *Nucl. Phys. B* **324** (1989) 581.
[2] G. Pradisi, A. Sagnotti and Y.S. Stanev, *Completeness conditions for boundary operators in 2D conformal field theory*, Phys. Lett. B 381 (1996) 97 [hep-th/9603097].

[3] J. Fuchs and C. Schweigert, *A classifying algebra for boundary conditions*, Phys. Lett. B 414 (1997) 251 [hep-th/9708141].

[4] A. Cappelli and G. D’Appollonio, *Boundary states of c = 1 and 3/2 rational conformal field theories*, J. High Energy Phys. 02 (2002) 031 [hep-th/0201173].

[5] R.E. Behrend, P.A. Pearce, V.B. Petkova and J.-B. Zuber, *Boundary conditions in rational conformal field theories*, Nucl. Phys. B 570 (2000) 525 [hep-th/9908036].

[6] V.B. Petkova and J.B. Zuber, *The many faces of Ocneanu cells*, Nucl. Phys. B 603 (2001) 443 [hep-th/0101153].

[7] for a review, see: V.B. Petkova and J.B. Zuber, *Conformal boundary conditions and what they teach us*, hep-th/0103007.

[8] A.B. Zamolodchikov, *Conformal symmetry and multicritical points in two-dimensional quantum field theory. (In russian)*, Sov. J. Nucl. Phys. 44 (1986) 529; *Renormalization group and perturbation theory near fixed points in two-dimensional field theory*, Sov. J. Nucl. Phys. 46 (1987) 1094.

[9] A.W.W. Ludwig and J.L. Cardy, *Perturbative evaluation of the conformal anomaly at new critical points with applications to random systems*, Nucl. Phys. B 285 (1987) 687.

[10] V.I. Arnold, S.M. Gusein-Zade and A.N. Varchenko, *Singularities of differentiable maps*, Birkhäuser, vol. 1 and 2, Boston 1985.

[11] A. Cappelli, C. Itzykson and J. B. Zuber, *The ADE classification of minimal and A_{1}^{(1)} conformal invariant theories*, Commun. Math. Phys. 113 (1987) 1.

[12] R.E. Behrend and P.A. Pearce, *Integrable and conformal boundary conditions for SL(2) ADE lattice models and unitary minimal conformal field theories*, hep-th/0006094.

[13] K. Graham, I. Runkel and G.M.T. Watts, *Renormalisation group flows of boundary theories*, hep-th/0100082. *Minimal model boundary flows and c = 1 CFT*, Nucl. Phys. B 608 (2001) 527 [hep-th/0101187].
[14] F. Lesage, H. Saleur and P. Simonetti, Boundary flows in minimal models, *Phys. Lett. B* **427** (1998) 53 *hep-th/9802061*.

[15] K. Binder, *Critical behaviour at surfaces*, in C. Domb and J.L. Lebowitz, *Phase transitions and critical phenomena*, Academic Press, vol. 8, London 1983; H.W. Diehl, *Field-theoretical approach to critical behaviour at surfaces*, in C. Domb and J.L. Lebowitz, *Phase transitions and critical phenomena*, vol. 10, Academic Press, London 1986.

[16] K. Hori, A. Iqbal and C. Vafa, D-branes and mirror symmetry, *hep-th/0005247*; see also S. Govindarajan, T. Jayaraman and T. Sarkar, *Worldsheet approaches to D-branes on supersymmetric cycles*, *Nucl. Phys. B* **580** (2000) 519 *hep-th/9907133*; S. Govindarajan and T. Jayaraman, *On the Landau-Ginzburg description of boundary CFTs and special lagrangian submanifolds*, *J. High Energy Phys. O7* (2000) 016 *hep-th/0003242*.

[17] K. Li, *Catastrophe and (super)conformal discrete series*, *Phys. Lett. B* **219** (1989) 297; *Some Landau-Ginzburg models from conformal field theory*, *Int. J. Mod. Phys. A* **5** (1990) 2343.

[18] A. Recknagel, D. Roggenkamp and V. Schomerus, *On relevant boundary perturbations of unitary minimal models*, *Nucl. Phys. B* **588** (2000) 552 *hep-th/0003110*.

[19] K. Graham, *On perturbations of unitary minimal models by boundary condition changing operators*, *J. High Energy Phys. O3* (2002) 028 *hep-th/0111203*.

[20] G. Feverati, P.A. Pearce and F. Ravanini, *Exact field flows in the tricritical Ising model*, *Nucl. Phys. B* **675** (2003) 467 *hep-th/0303078*; *Excited boundary TBA in the tricritical Ising model*, *hep-th/0306196*.

[21] M. Henkel, *Conformal invariance and critical phenomena*, Springer, Berlin 1999.

[22] J.L. Cardy, *Effect of boundary conditions on the operator content of two-dimensional conformally invariant theories*, *Nucl. Phys. B* **275** (1986) 200.

[23] L. Chim, *Boundary S-matrix for the tricritical Ising model*, *Int. J. Mod. Phys. A* **11** (1996) 449 *hep-th/9510006*.

[24] I. Affleck, *Edge critical behaviour of the 2-dimensional tri-critical Ising model*, *J. Phys. A* **33** (2000) 6473.

[25] I. Affleck and A.W.W. Ludwig, *Universal noninteger ‘ground state degeneracy’ in critical quantum systems*, *Phys. Rev. Lett. 67* (1991) 161; see also: D. Friedan and A. Konechny, *On the boundary entropy of one-dimensional quantum systems at low temperature*, *hep-th/0312197*.

[26] H. Saleur and M. Bauer, *On some relations between local height probabilities and conformal invariance*, *Nucl. Phys. B* **320** (1989) 591.

[27] P. Ruelle, *Symmetric boundary conditions in boundary critical phenomena*, *J. Phys. A* **32** (1999) 883.

[28] W. Lerche, C. Vafa and N.P. Warner, *Chiral rings in N = 2 superconformal theories*, *Nucl. Phys. B* **324** (1989) 427.

[29] C.H.O. Chui, C. Mercat and P.A. Pearce, *Integrable lattice realizations of conformal twisted boundary conditions*, *J. Phys. A* **36** (2003) 2623 *hep-th/0210301*; K. Graham and G.M.T. Watts, *Defect lines and boundary flows*, *hep-th/0306167*.
[30] I. Affleck, M. Oshikawa and H. Saleur, Boundary critical phenomena in the three-state Potts model, cond-mat/9804117.

[31] D. Gepner, Exactly solvable string compactifications on manifolds of SU(N) holonomy, Phys. Lett. B 199 (1987) 380.

[32] B.R. Greene, String theory on Calabi-Yau manifolds, hep-th/9702155.

[33] A. Recknagel and V. Schomerus, D-branes in Gepner models, Nucl. Phys. B 531 (1998) 185 [hep-th/9712186]; A. Recknagel and V. Schomerus, Boundary deformation theory and moduli spaces of D-branes, Nucl. Phys. B 545 (1999) 233 [hep-th/9811237].

[34] I. Brunner, M.R. Douglas, A.E. Lawrence and C. Romelsberger, D-branes on the quintic, J. High Energy Phys. 08 (2000) 015 [hep-th/9906200].

[35] J.M. Maldacena, G.W. Moore and N. Seiberg, Geometrical interpretation of D-branes in gauged WZW models, J. High Energy Phys. 07 (2001) 046 [hep-th/0105038].

[36] S. Cecotti and C. Vafa, On classification of N = 2 supersymmetric theories, Commun. Math. Phys. 158 (1993) 569 [hep-th/9211097].

[37] I. Brunner, M. Herbst, W. Lerche and B. Scheuner, Landau-Ginzburg realization of open string TFT, hep-th/0305133.

[38] U. Lindström and M. Zabzine, N = 2 boundary conditions for non-linear sigma models and Landau-Ginzburg models, J. High Energy Phys. 02 (2003) 006 [hep-th/0209098]; U. Lindström, M. Roček and P. van Nieuwenhuizen, Consistent boundary conditions for open strings, Nucl. Phys. B 660 (2003) 147 [hep-th/0301229].

[39] S. Fredenhagen and V. Schomerus, On boundary RG-flows in coset conformal field theories, Phys. Rev. D 67 (2003) 085001 [hep-th/0205011]; S. Fredenhagen, Organizing boundary RG flows, Nucl. Phys. B 660 (2003) 436 [hep-th/0301229].