Computing periodic points on Veech surfaces

Zawad Chowdhury\textsuperscript{1} · Samuel Everett\textsuperscript{2} · Sam Freedman\textsuperscript{3} · Destine Lee\textsuperscript{4}

Received: 8 January 2022 / Accepted: 7 May 2023 / Published online: 22 May 2023
© The Author(s), under exclusive licence to Springer Nature B.V. 2023

Abstract

A non-square-tiled Veech surface has finitely many periodic points, i.e. points with finite orbit under the affine automorphism group. We present an algorithm that inputs a non-square-tiled Veech surface and outputs its set of periodic points. Our algorithm serves as a new proof of the finiteness of periodic points for non-square-tiled Veech surfaces. We apply our algorithm to Prym eigenforms in the minimal stratum in genus 3, proving that in low discriminant these surfaces do not have periodic points, except for the fixed points of the Prym involution.

Keywords Veech surface · Periodic points · Teichmüller dynamics

1 Introduction

A translation surface $(X, \omega)$ is a Riemann surface $X$ with a nonzero holomorphic 1-form $\omega$. This paper concerns the dynamics of the group $\text{Aff}^+(X, \omega)$ of orientation-preserving affine automorphisms of $(X, \omega)$, specifically the periodic points of the $\text{Aff}^+(X, \omega)$-action. For simplicity of the definitions, we restrict our attention to Veech surfaces: translation surfaces where the image of the derivative map $D: \text{Aff}^+(X, \omega) \rightarrow \text{SL}(2, \mathbb{R})$ is a lattice. Points on a Veech surface $(X, \omega)$ that have a finite $\text{Aff}^+(X, \omega)$-orbit are then called periodic. This definition coincides with the one given by Möller in [19], and examples include the zeros of the 1-form $\omega$. 
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Much work has been devoted to the problem of determining periodic points on Veech surfaces, in part due to their role in finite-blocking and illumination problems and providing heuristic evidence for higher-rank orbit closures (see [2] and the references therein). Gutkin-Hubert-Schmidt [8] showed that non-square-tiled Veech surfaces only have finitely many periodic points (this was also established by Möller [19] and Lanneau-Nguyen-Wright [14], and has been recently recovered as a special case of work of Eskin-Filip-Wright [6]), and Shinomiya [21] established explicit upper bounds on their number. Periodic points have been explicitly classified in some cases: Möller addressed the case of genus 2 in [19]; Apisa-Saavedra-Zhang addressed the regular $n$-gon and double regular $n$-gon for $n = 5, n \geq 7$ in [2]; B. Wright addressed the Bouw-Möller examples in [24]. Nonetheless, the problem of determining the periodic points on an arbitrary Veech surface remains open. This paper describes a general algorithm that computes the periodic points on a Veech surface:

**Theorem 1.1** There is an algorithm that, given a non-square-tiled Veech surface as input, outputs the periodic points on that translation surface.

As a corollary to our proof of the correctness of this algorithm, we obtain:

**Corollary 1.2** A non-square-tiled Veech surface has finitely many periodic points.

The algorithm works as follows. First, we use the fact that periodic points on Veech surfaces must lie at rational heights in cylinders containing them (see Lemma 2.3 for a precise statement) to generate finitely many constraints that any periodic point must satisfy. Next, in Lemma 3.2 we combine the constraints coming from two cylinder directions to produce a finite collection of line segments containing all of the periodic points. Applying a well-chosen element of $\text{Aff}^+(X, \omega)$ to these segments (see Lemma 3.5) yields a new collection of line segments, also containing all of the periodic points, that intersects the first collection of lines in a finite set of points. Finally, we use Lemma 3.7 to determine which elements of this finite set have finite orbit under all of $\text{Aff}^+(X, \omega)$, i.e. which points are periodic.

We implemented this algorithm in SageMath [20], subject to the simplifying assumption that the input translation surface admits a Delaunay triangulation that is both horizontally and vertically periodic. A novelty of our implementation is a subroutine that uses Delaunay triangulations to efficiently decompose a Veech surface $(X, \omega)$ into cylinders in the direction of any saddle connection. In contrast to existing algorithms for performing this computation, our approach does not require searching for saddle connections with a given slope. Rather, we iteratively contract a given direction until it is sufficiently short, forcing the direction to appear in every triangle of the contracted surface’s Delaunay triangulation (see Proposition 4.1 and Sect. 4.2 for more details). This implementation has been made publicly available [5].

Using this implementation, we investigated periodic points on Weierstrass Prym eigenforms in the minimal stratum in genus 3 discovered by McMullen in [18]. (See Section 5 for more information.) These are an infinite family of Veech surfaces whose $\text{GL}^+(2, \mathbb{R})$-orbits are specified by an integer discriminant congruent to 0, 1 or 4 modulo 8 (as well as a $\mathbb{Z}/2\mathbb{Z}$-valued invariant). We found:

**Theorem 1.3** For Weierstrass Prym eigenforms in genus 3 of nonsquare discriminant $D$ at most 104, the periodic points are the fixed points of the Prym involution.

We established this result for discriminants $D \geq 12$ with our implementation applied to the type $A^+$ and type $A^-$ polygonal presentations constructed in [13] and pictured in Fig. 7.
The remaining case of discriminant \( D = 8 \) follows from previous work: the corresponding Prym eigenform locus \( \Omega E_8(4) \) consists of a single \( \text{GL}^+(2, \mathbb{R}) \)-orbit (see [13]) and contains the Bouw-Möller surface \( B(3, 4) \), which B. Wright showed in [24] has only the fixed points of the Prym involution as periodic points. (After this work, the third author in [7] proved that Theorem 1.3 holds for all nonsquare discriminants. In fact, the proof relies on our explicit calculations here for the periodic points of Prym eigenforms with small discriminant.)

The paper is organized as follows. In section 2 we give background on translation surfaces, flat geometry, and Delaunay triangulations (which are used in implementing components our algorithm). In In section 3 we prove the correctness of our algorithm, establishing Theorem 1.1. In In section 4 we detail some of the subroutines used in implementing our algorithm, including the “cylinder refinement” procedure in Proposition 4.1 mentioned above. Finally, in In section 5 we present the results of our algorithm applied to Prym eigenforms in the minimal stratum in genus 3, establishing Theorem 1.3 which states that their only periodic points are the fixed points of their Prym involution.

2 Background

We start with a brief background on the theory of translation surfaces. For an in-depth review see e.g. [16, 23, 25]. We then state the important Rational Height Lemma (Lemma 2.3) that restricts the height of a periodic point in a cylinder. Finally, we give some background on Delaunay triangulations (following Bowman’s work in [3]), which are used in the implementation of our algorithm.

2.1 Flat geometry of translation surfaces

As mentioned above, a translation surface can be succinctly defined as a pair \((X, \omega)\) of a Riemann surface with a choice of nonzero holomorphic 1-form. Alternatively, a translation surface can be described as an equivalence class of a collection of polygons in \( \mathbb{C} \) whose parallel sides are identified by translation. Two translation surfaces are defined to be equivalent if their associated polygonal representations are cut-and-paste equivalent. The elements of the finite \( \Sigma \subset X \) of zeros of \( \omega \) are known as singularities or cone points.

A saddle connection on a translation surface is a straight line-segment joining two singularities, such that it has no singularities on its interior. Each saddle connection, when viewed on a polygonal presentation of \((X, \omega)\), has two associated vectors \( \pm v \) in \( \mathbb{C} \) called its direction. Any maximal collection of pairwise disjoint saddle connections determines, a triangulation of the translation surface, where any component of the complement of the saddle connections is isometric to the interior of a Euclidean triangle.

A cylinder \( C \) on a translation surface is the isometric image of an open right angled flat Euclidean cylinder consisting of closed geodesics in a saddle connection direction, whose boundary is a union of saddle connections. Every cylinder has a circumference \( c_C \) and a height \( h_C \), and the ratio \( m_C := h_C/c_C \) is the modulus of the cylinder. The direction of a cylinder is the direction of its boundary saddle connections. We say a translation surface \((X, \omega)\) is periodic in a given direction if \((X, \omega)\) can be decomposed as a union of cylinders in that direction, along with their boundaries.

If \( g \in \text{SL}(2, \mathbb{R}) \) and \((X, \omega)\) is a translation surface given as a collection of polygons, then \( g(X, \omega) \) is the translation surface obtained by acting linearly by \( g \) on the polygons
determining \((X, \omega)\). Similarly, we can define \(g(X, \omega)\) to be the action of taking each chart in the flat structure of \((X, \omega)\) and post-composing it with \(g\).

Let \(\text{SL}(X, \omega)\) denote the stabilizer of \((X, \omega)\) under the action of \(\text{SL}(2, \mathbb{R})\). The \textit{Veech Group} of \((X, \omega)\) is the image of \(\text{SL}(X, \omega)\) in \(\text{PSL}(2, \mathbb{R})\). If \(\text{SL}(X, \omega)\) is a lattice, then \((X, \omega)\) is a \textit{Veech surface}.

Since \(\text{SL}(X, \omega)\) is a discrete subgroup of \(\text{PSL}(2, \mathbb{R})\), it is a Fuchsian group. The elements of trace 2 in the subgroup are called \textit{parabolic}: they have only one eigendirection, which for a Veech surface corresponds to a cylinder direction. The elements of trace greater than 2 are called \textit{hyperbolic}: they have two eigendirections with reciprocal eigenvalues. For further discussion of Fuchsian groups, see [12].

On a Veech surface, knowing that a surface is horizontally periodic tells us that the Veech group \(\text{SL}(X, \omega)\) contains a particular parabolic element:

**Proposition 2.1** Let \((X, \omega)\) be a horizontally periodic Veech surface, decomposed into horizontal cylinders \(\{C_i\}\). Then all moduli \(m_{C_i}\) have rational ratios, and \(\text{SL}(X, \omega)\) contains the matrix \(\begin{pmatrix} 1 & t \\ 0 & 1 \end{pmatrix}\) where \(t := \text{lcm}(m_{C_1}^{-1}, \ldots, m_{C_n}^{-1})\).

See Lemma 9.7 in [17] for a proof. Note that a similar result holds for any direction by first rotating the surface.

**Definition 2.2** (Multiplicity of a cylinder) Let \((X, \omega)\) be a Veech surface that is horizontally periodic. Consider a horizontal cylinder \(H\) in \((X, \omega)\) having modulus \(m_H\). Let \(t\) be the least common multiple of all of the reciprocals of moduli of horizontal cylinders in the horizontal cylinder decomposition of \((X, \omega)\), as in Lemma 2.1. We define the \textit{multiplicity} of \(H\) in \((X, \omega)\), denoted by \(k_H\), to be the integer satisfying the equation \(k_H/m_H = t\).

For an in-depth review of Veech surfaces, see [11].

### 2.2 The Rational Height Lemma

A key property of a periodic point is that its position in any given cylinder containing it is restricted by a certain rationality constraint. That is, suppose a point \(p\) in a cylinder \(C\) is at perpendicular distance \(d\) from a boundary saddle connection of \(C\). If \(C\) has height \(h\), then we say \(p\) has \textit{rational height} in \(C\) if \(d/h\) is rational. The Rational Height Lemma then says that a periodic point must have rational height in every cylinder it lies in:

**Lemma 2.3** (Rational Height Lemma) Let \(C\) be an equivalence class of cylinders so that any two have a rational ratio of moduli. If a periodic point belongs to the interior of a cylinder in \(C\) then it lies at rational height.

**Proof** For a proof see e.g. Lemma 5.4 in [1] or Lemma 2.3 in [24].

### 2.3 Delaunay triangulations

A triangulation \(\tau\) of a Euclidean polygon \(P\) is \textit{Delaunay} if for each vertex \(v\) of \(P\) and triangle \(T \in \tau\), the interior of the circumcircle of \(T\) does not contain \(v\). That no vertex lies inside the circumcircle of a triangle is also called the \textit{Delaunay condition}.

There is also a “local” characterization of the Delaunay property as follows. Call the quadrilateral \(H(e)\) formed by the union of two adjacent triangles \(T_1\) and \(T_2\) sharing a common
edge $e$ a hinge. If $\alpha_1$ and $\alpha_2$ are the angles of $T_1$ and $T_2$, respectively, opposite the edge $e$, then let the dihedral angle of $e$ be $\alpha(e) := \alpha_1 + \alpha_2$. Then, the hinge $H(e)$ is said to be **locally Delaunay** if $\alpha(e) \leq \pi$. It is well-known that the triangulation $\tau$ is Delaunay in the first sense if and only if $H(e)$ is locally Delaunay for all edges $e \in \tau$. See Fig. 1 for examples of hinges.

Note that when the dihedral angle of an edge equals $\pi$, then the four vertices of the hinge all lie on the (common) circumcircle of $T_1$ and $T_2$. Such hinges are said to be **degenerate**.

A triangulation $\tau$ with $\alpha(e) < \pi$ for all edges $e \in \tau$ is said to be a **non-degenerated** Delaunay triangulation, and it is well-known that there is at most one such triangulation.

The local Delaunay condition extends naturally to a definition of a Delaunay triangulation for a translation surfaces. The existence of a Delaunay triangulation for any translation surface, and their uniqueness for a generic translation surface, were established by Masur and Smillie in [15]. See also Bowman’s exposition in [3] and the independent work of Veech in [22].

Given any $g \in SL(2, \mathbb{R})$ and $\tau$ a triangulation of $(X, \omega)$, then $g \cdot \tau = \{ g \cdot T | T \in \tau \}$ is a triangulation of $g \cdot (X, \omega)$. When $\tau$ is a Delaunay triangulation, it is fruitful to consider which matrices $g$ preserve the Delaunay property:

**Definition 2.4** Fix a translation surface $(X, \omega)$, and let $\tau$ be a triangulation of $(X, \omega)$. The **Iso-Delaunay Region (IDR)** $(S, \tau)$ for $\tau$ is the maximal connected open subset $S \subset H = SO(2, \mathbb{R}) \backslash SL(2, \mathbb{R})$ consisting of right cosets $[g]$ such that $g \circ \tau$ is a Delaunay triangulation of $g \cdot (X, \omega)$.

With respect to the hyperbolic metric on $H$, each IDR is a finite-area, geodesically convex hyperbolic polygon, possible with some vertices at infinity (see Proposition 2.12 in [3]). We will call the ideal vertices of an IDR its **cusps**.

Consider the family of triangulations $\{ g_{-t} \cdot \tau \}$, where

$$g_t = \begin{pmatrix} e^t & 0 \\ 0 & e^{-t} \end{pmatrix}$$

is the Teichmüller geodesic flow. Suppose $\tau$ is a Delaunay triangulation of $(X, \omega)$ such that the corresponding IDR $(S, \tau)$ has a cusp at infinity. Then, it follows that $g_{-t} \cdot \tau$ is a Delaunay triangulation of $g_{-t} \cdot (X, \omega)$ for all $t \geq 0$. In other words, such a translation surface has a Delaunay triangulation that persists under contraction in the horizontal direction and expansion in the vertical direction. Translation surfaces with this property were more
amenable to our implementation of our algorithm, motivating the following definition (a version of which appeared in [22]):

**Definition 2.5** We say a hinge $H$ composed of two triangles in a Delaunay triangulation $\tau$ is *eternally Delaunay* if, for all $t \geq 0$ the transformed hinge $g_{-t} \cdot H$ satisfies the local Delaunay property. If every hinge $H$ in a Delaunay triangulation $\tau$ is eternally Delaunay, then we say the triangulation $\tau$ is *eternally Delaunay*.

See Section 4 for useful properties of eternally Delaunay triangulations. We remark that cusps at other boundary points correspond to invariance of the Delaunay property under a rotated $g_t$-flow. For example, if an IDR ($S, \tau$) for a Delaunay triangulation $\tau$ has a cusp at $0 \in \mathbb{R} \subset \partial \mathbb{H}$, then $\tau$ remains Delaunay under $g_{-1} \equiv g_t$ flow.

### 3 Algorithm for finding periodic points

In this section, we describe the results which lead up to a proof of Theorem 1.1. First, Sect. 3.1 describes how we use the Rational Height Lemma (Lemma 2.3) to obtain constraints on the coordinates of periodic points. Then Sect. 3.2 describes an algebraic result called the Constraint Reduction Lemma (Lemma 3.2), which describes how constraints can be reduced to a linear equation. With this tool set up, Sect. 3.3 described how we reduce our search space to a finite set of lines. Then, Sect. 3.4 describes how we can reduce our search space further to a finite set of candidate points. Finally Sect. 3.6 puts everything together explicitly into one algorithm. Further results pertinent to the implementation of this algorithm are described in Sect. 4.

#### 3.1 Rationality constraints from cylinders

The Rational Height Lemma (Lemma 2.3) tells us that the height of a periodic point inside a cylinder is rational. Once we fix a coordinate system for points in the cylinder where the origin is in some corner, the height of a point $(x, y)$ will be some linear polynomial $ax + by + c \in K[x, y]$, where $K$ is the field of definition of the translation surface. Then Lemma 2.3 specifically tells us that $ax + by + c \in \mathbb{Q}$ when $(x, y)$ are the coordinates of a periodic point. We call this a *constraint*, since it constrains the possible coordinates of periodic points.

Our algorithm depends on applying Lemma 2.3 to two distinct cylinders, so that many constraints might be combined into a linear equation. Thus we apply the lemma to regions, defined as follows:

**Definition 3.1** (Region) A region is a connected component of the intersection of two cylinders.

Without loss of generality, our surface decomposes into horizontal and vertical cylinders (by applying a rotation and shear). Thus we can define regions $R$ on the surface by a horizontal cylinder $H$ and a vertical cylinder $V$. Let $h_H$, $c_H$ be the height and circumference of $H$, and $h_V$, $c_V$ the height and circumference of $V$. We embed the region in the Cartesian plane by putting one of the corners at the origin, and drawing the cylinders $H$ and $V$ so that they lie in the first quadrant.

This embedding defines coordinates $(x, y)$ for points in $R$. Suppose $P = (x, y)$ is a periodic point. Then applying Lemma 2.3 to $H$ and $V$ respectively, we get two constraints
Fig. 2 The embedding described above, with cylinder $H$ and its intersection with a vertical cylinder $R$ labeled. Here the multiplicity $k_H = 2$, so two copies of $H$ are included to the right in the embedding to fit the transformed cylinder $T(H)$.

Fig. 3 The case where the periodic point $(x, y) \in R$ goes to $T(x, y) \in R'$ under the $T$ action.

for periodic points $(x, y) \in R$:

$$Q_0 = \frac{1}{h_H} y \in \mathbb{Q}; \quad Q_1 = \frac{1}{h_V} x \in \mathbb{Q}.$$  

We also wish to apply Lemma 2.3 to a periodic point after the application of a Veech group element, in order to obtain a third constraint. By Lemma 2.1, there is a parabolic in the Veech group that is a horizontal shear of the form

$$T = \begin{pmatrix} 1 & k_H/m_H \\ 0 & 1 \end{pmatrix},$$

with $m_H = c_H/h_H$ the modulus and $k_H$ the multiplicity of the cylinder $H$. Any point in $R$ under the image of $T$ will end up in either $H$, or one of $k_H$ copies of $H$ to the right. Therefore, in our embedding we draw the entire cylinder $H$, and add $k_H$ copies of $H$ to the right. This defines coordinates for the image $T(x, y)$ for $(x, y) \in R$. See Fig. 2.

Now, consider the $T$ action on the periodic point $(x, y) \in R$. Suppose this action takes the point to the region $R'$, whose left edge is $d$ apart from the left edge of $R$, as in Fig. 3.

If $x'$ is the $x$-coordinate of $T(P)$, the Rational Height Lemma on the vertical cylinder $V'$ of $R'$ gives us

$$\frac{1}{h_{V'}} (x' - d) \in \mathbb{Q}.$$
We know $T(x, y) = (x + \frac{kH}{mH}y, y)$. Thus we can rewrite the above constraint as

$$Q_2 = \frac{1}{h_V(x + \frac{kH}{mH}y - d)} \in \mathbb{Q}.$$  

Thus assuming a point is periodic in a region $R$, and that its image under the action of $T$ lies in a region $R'$, provides us with three constraints on its coordinates.

### 3.2 The Constraint Reduction Lemma

The previous section shows us how assumptions on the location of a periodic point, or its image under the action of the horizontal shear, can produce constraints on its coordinates. Each constraint produces a measure zero subset of possible periodic points, yet this subset is infinite and dense in every cylinder. To resolve this, we prove an algebraic result which shows how the assumption that three linear functions are rational at a point produces a single linear equation the coordinates of that point must satisfy.

**Lemma 3.2** (Constraint Reduction Lemma) Let $K$ be a finite extension of $\mathbb{Q}$. Take three linear polynomials

$$Q_i(x, y) = a_i x + b_i y + c_i \in K[x, y], \ i = 1, 2, 3$$

where $K$ is a nontrivial extension of $\mathbb{Q}$. Then there exists an algorithm which takes $Q_i$ as input, and outputs a polynomial

$$Q(x, y) = ax + by + c \in K[x, y]$$

such that for any $(x, y) \in K^2$, the constraints $Q_i(x, y) \in \mathbb{Q}$ imply $Q(x, y) = 0$. Moreover, if $Q$ is a constant polynomial, then there exist $d_i \in \mathbb{Q}$ such that $\sum a_i d_i = \sum b_i d_i = 0$.

**Proof** We construct the polynomial $Q$ in a sequence of steps, which should illustrate the algorithm.

First, let

$$Q_{big}(Z_1, Z_2, Z_3) = \det \begin{pmatrix} a_1 b_1 Z_1 - c_1 \\ a_2 b_2 Z_2 - c_2 \\ a_3 b_3 Z_3 - c_3 \end{pmatrix} = m_1 Z_1 + m_2 Z_2 + m_3 Z_3 + d.$$  

Here $m_1 = a_2 b_3 - a_3 b_2$, $m_2 = a_3 b_1 - a_1 b_3$, $m_3 = a_1 b_2 - a_2 b_1$ and $d = -\sum c_i m_i$.

Now, $K$ is a finite extension of $\mathbb{Q}$, and thus can be expressed as a $\mathbb{Q}$-vector field, with 1 as one of the basis elements. Define $\pi_Q : K \rightarrow \mathbb{Q}$ to be the map which projects elements of $K$ to the one dimensional subspace spanned by 1. Now, we define

$$Q_{rat}(Z_1, Z_2, Z_3) = \pi_Q(m_1) Z_1 + \pi_Q(m_2) Z_2 + \pi_Q(m_3) Z_3 + \pi_Q(d)$$

\(\square\) Springer
Finally, we can define $Q$ to be the polynomial obtained by substituting $Q_i$ for $Z_i$. Thus

$$Q(x, y) = Q_{rat}(Q_1, Q_2, Q_3)(x, y) = \pi_Q(m_1)Q_1(x, y) + \pi_Q(m_2)Q_2(x, y) + \pi_Q(m_3)Q_3(x, y) + \pi_Q(d)$$

$$= \left( \sum_i \pi_Q(m_i) a_i \right) x + \left( \sum_i \pi_Q(m_i) b_i \right) y + \left( \sum_i \pi_Q(m_i) c_i \right) + \pi_Q(d)$$

$$= \left( \sum_i \pi_Q(m_i) a_i \right) x + \left( \sum_i \pi_Q(m_i) b_i \right) y + \left( \sum_i \pi_Q(m_i) c_i - \pi_Q(m_i c_i) \right)$$

We now prove that $Q$ has the properties in the statement of the lemma. Suppose $(s, t)$ is a point such that $Q_i(s, t) \in \mathbb{Q}$ for all $i$. We shall prove that this implies $Q(s, t) = 0$.

Let $Q_i(s, t) = r_i$. By the assumption, we know that $r_i \in \mathbb{Q}$. Now, $Q_{big}(r_1, r_2, r_3)$ evaluates to

$$Q_{big}(r_1, r_2, r_3) = \det \begin{pmatrix} a_1 & b_1 & a_1 s + b_1 t \\ a_2 & b_2 & a_2 s + b_2 t \\ a_3 & b_3 & a_3 s + b_3 t \end{pmatrix}.$$

Now $s, t \in K$, and thus the third column above is a linear combination of the first two. Thus the determinant evaluates to zero i.e.

$$Q_{big}(r_1, r_2, r_3) = 0$$

$$m_1 r_1 + m_2 r_2 + m_3 r_3 + d = 0$$

We have an element of the $\mathbb{Q}$-vector field $K$ which equals 0, and thus each projection must equal 0. Also the $r_i$ are rational, which implies

$$0 = \pi_Q(m_1 r_1 + m_2 r_2 + m_3 r_3 + d)$$

$$= \pi_Q(m_1) r_1 + \pi_Q(m_2) r_2 + \pi_Q(m_3) r_3 + \pi_Q(d)$$

$$= Q_{rat}(r_1, r_2, r_3)$$

But $Q_i(s, t) = r_i$, and thus $Q_{rat}(r_1, r_2, r_3) = Q_{rat}(Q_1, Q_2, Q_3)(x, y) = Q(x, y)$. Therefore, $Q_i(s, t) \in \mathbb{Q}$ for all $i$ implies $Q(s, t) = 0$.

Now, let $d_i = \pi_Q(m_i)$, which is necessarily rational. Then if $Q$ is a constant polynomial, the coefficients of $x$ and $y$ are both 0. Thus we have $d_i \in \mathbb{Q}$ such that $\sum d_i a_i = \sum d_i b_i = 0$.

Thus we have a way to take three constraints, and produce a linear polynomial. We also know that non-constant linear polynomials define lines as their zero sets (if the variables are treated as coordinates). Thus, for an appropriate choice of coordinates $(x, y)$ on the translation surface, if we obtain three constraints $a_i x + b_i y + c_i = Q_i(x, y) \in \mathbb{Q}$ for some subset of points (with the added condition that there is no $d_i \in \mathbb{Q}$ such that $\sum a_i d_i = \sum b_i d_i = 0$), we would be guaranteed that all those points lie on the line defined by $Q(x, y) = 0$.

### 3.3 Producing a finite set of line segments for each region

With the machinery of Lemma 3.2, we can now turn the constraints defined in Sect. 3.1 into a line segment.
Lemma 3.3 Consider a Veech surface \((X, \omega)\). Let \(R\) and \(R'\) be two regions in the same horizontal cylinder \(H\), and on vertical cylinders \(V\) and \(V'\) respectively. Let \(T\) be the horizontal shear in \(SL(X, \omega)\) defined by Lemma 2.1, \(c_H\) the circumference of cylinder \(H\) and \(h_V\) the height of cylinder \(V\). Then either \(c_H/h_V \in \mathbb{Q}\), or all periodic points \(p = (x, y) \in R\) such that \(T(p) \in R'\) lie on some line segment in \(R\).

Proof From Sect. 3.1, we have three constraints on any periodic point \((x, y) \in R\) which goes to \(R'\) under the \(T\) action:

\[
Q_0 = \frac{1}{h_H} y \in \mathbb{Q},
Q_1 = \frac{1}{h_V} x \in \mathbb{Q},
Q_2 = \frac{1}{h_V'} (x + k_H c_H h_H^{-1} y - d) \in \mathbb{Q}.
\]

Suppose \(K\) is the field of definition of \((X, \omega)\). We have three polynomials \(Q_0, Q_1, Q_2 \in K[x, y]\) such that \(Q_i(x, y) \in \mathbb{Q}\). By Lemma 3.2, these produce a linear \(Q \in K[x, y]\) such that \(Q(x, y) = 0\). Therefore any periodic point \((x, y) \in R\) with \(T \cdot (x, y) \in R'\) satisfies \(Q(x, y) = 0\).

We now try to figure out the possibility of \(Q\) not representing a line, by applying the degeneracy condition from Lemma 3.2. From the polynomials \(Q_i\), we have the \(a_i\) and \(b_i\) (in vector form):

\[
\vec{a} = \left(0, \frac{1}{h_V}, \frac{1}{h_V'}\right), \quad \vec{b} = \left(\frac{1}{h_H}, 0, \frac{k_H c_H}{h_V}, \frac{c_H}{h_H}\right).
\]

Now, if \(Q\) is a constant polynomial, we have \(d_i \in \mathbb{Q}\) such that \(\sum d_i a_i = \sum d_i b_i = 0\). Plugging in the \(a_i\), we would have \(d_1/h_V + d_2/h_V' = 0\) or \(h_V/h_V' = -d_1/d_2 \in \mathbb{Q}\). Plugging in the \(b_i\), we get \(d_0/h_H + d_2/k_H c_H h_H = 0\) or \(c_H/h_V' = -d_0/k_H d_2 \in \mathbb{Q}\). Combined, these imply \(c_H/h_V \notin \mathbb{Q}\).

Thus if we have \(c_H/h_V \notin \mathbb{Q}\), then the polynomial \(Q\) defines a line segment by Lemma 3.2. In that case, all periodic points such that \(p \in R\) and \(T(p) \in R'\) must be on the line segment \(\{(x, y) \in R : Q(x, y) = 0\}\).

With this lemma, for each region we can construct the finite set of segments on which periodic points must lie.

Lemma 3.4 Consider a non-square-tiled Veech surface \((X, \omega)\). For each region \(R\) on the surface, there exists a finite set of line segments \(L\) such that all periodic points in \(R\) lie on some line segment \(\ell \in L\).

Proof Without loss of generality, \(R\) is defined by a horizontal and vertical cylinder \(H, V\). Let \(h_H, c_H\) be the height and circumference of \(H\), and \(h_V, c_V\) the height and circumference of \(V\). Recall that there are nonzero rationals \(r, s \in \mathbb{Q}\) such that the parabolic elements \(P_H\) and \(P_V\) determined by the horizontal and vertical cylinder decompositions, respectively, are of the form

\[
P_H = \begin{pmatrix} 1 & r c_H/h_H \\ 0 & 1 \end{pmatrix}, \quad P_V = \begin{pmatrix} 1 & 0 \\ sc_V/h_V & 1 \end{pmatrix}.
\]

Now, since \((X, \omega)\) is not square tiled, its trace field cannot be \(\mathbb{Q}\) (see [9]). By Claim 2.1 in [10], this implies that

\[
(r c_H/h_H) \cdot (s c_V/h_H) \notin \mathbb{Q},
\]

\(\square\) Springer
or equivalently \( \frac{c_V c_H}{h_H h_V} \notin \mathbb{Q} \). Then we have \( \frac{c_V}{h_H} \notin \mathbb{Q} \), or \( \frac{c_H}{h_V} \notin \mathbb{Q} \). Without loss of generality, assume the former is true. Then by Lemma 3.3, for any region \( R' \in H \), the periodic points \( p \in R \), \( T(p) \in R' \) lie on a line segment (\( T \) is the horizontal shear). Iterating over all of the finitely many regions in \( H \) (taking \( k_H \) extra copies to account for its image under \( T \), where \( k_H \) is the multiplicity of \( H \)), we have a finite set of line segments covering all periodic points in \( R \).

### 3.4 From segments to points

We now have a finite set \( S \) of line segments on which any periodic points must lie. If we apply Veech group elements to these segments, the periodic points go to periodic points. Thus any periodic point must also lie on some segment in \( g \cdot S \). Therefore if we can pick \( g \in \text{SL}(X, \omega) \) such that \( g \cdot S \cap S \) is a finite set of points, we will have reduced our candidate line segments to a finite set of candidate points. Finding such a \( g \) involves the following lemmas:

**Lemma 3.5** Given a finite set of line segments \( S \) on a translation surface \( (X, \omega) \), there exists a hyperbolic element in the Veech group \( g_0 \in \text{SL}(X, \omega) \) such that none of the line segments in \( S \) are parallel to eigenvectors of \( g_0 \).

**Proof** Without loss of generality, our translation surface is periodic in both horizontal and vertical directions (up to a rotation and a shear). Then, Lemma 2.1 gives us a horizontal shear \( M_H \) and a vertical shear \( M_V \) in \( \text{SL}(X, \omega) \). Let the nonzero off diagonal elements of these matrices be \( t_H \) and \( t_V \) respectively. Consider the matrix \( M_H^a M_V^a \) for \( a \in \mathbb{N} \), which is always a hyperbolic element. An explicit calculation shows that the slopes of the eigenvectors of this matrix are

\[
\frac{1}{2} (at_H \pm \sqrt{a^2 t_H^2 + 4t_H/t_V}).
\]

We can calculate that the product of the two eigenvector slopes is \(-t_H/t_V\). As \( a \) increases, the absolute value positive eigenvector slope strictly increases and the absolute value of the negative eigenvector slope strictly decreases. Therefore only finitely many \( a \) lead to eigenvector slopes which are parallel to segments in \( S \). Picking a different value of \( a \), we obtain a hyperbolic element of the Veech group \( g_0 \) such that none of its eigenvectors are parallel to segments in \( S \). \( \square \)

**Lemma 3.6** Consider a hyperbolic \( h \in \text{SL}(X, \omega) \), and a finite set \( S \) of line segments none of which are parallel to an eigenvector of \( h \). Then there exists \( n \) such that \( h^n \cdot S \cap S \) is a finite set of points.

**Proof** Let \( \theta(v_1, v_2) \) be the angle in \([-\pi/2, \pi/2]\) between vectors \( v_1, v_2 \), defined by

\[
\theta(v_1, v_2) = \cos^{-1}\left(\frac{v_1 \cdot v_2}{|v_1||v_2|}\right).
\]

The angle between a segment and a vector can be calculating by taking the vector parallel to the segment. This angle is well defined modulo \( \pi \).

Consider the attracting eigenvector \( v_a \) of \( h \), which exists as it a hyperbolic element of the Veech group. For a given \( \epsilon > 0 \) and \( v \) not parallel to eigenvectors of \( h \), there exists \( n = n(\epsilon, v) \) such that \( |\theta(v_a, h^n \cdot v)| < \epsilon \).
By assumption, in our set $S$ none of the line segments are parallel to $v_a$. Set $\epsilon = \frac{1}{2} \min_{s \in S} \theta(v_a, s)$. Now, pick

$$n = \max_{s \in S} n(\epsilon, s).$$

Thus $|\theta(v_a, h^n \cdot s)| < \epsilon$ for all $s \in S$. So any segment in $h^n \cdot S$ has a different slope from all the segments in $S$, and so their overlap can only be a set of points.

For a particular $n$, we have a bound on the length of segments in $h^n \cdot S$ and thus a bound on the number of possible intersections between a segment in $h^n \cdot S$ and a segment in $S$. Therefore the intersection $h^n \cdot S \cap S$ will be a finite set of points.

Therefore by picking $h$ from Lemma 3.5 and $n$ from Lemma 3.6, we obtain $g = h^n$ such that $g \cdot S \cap S$ is a finite set of points.

3.5 Reducing candidate points to periodic points

We are very close to obtaining the exact set of periodic points on a translation surface. Before we can prove Theorem 1.1, we must describe one last subroutine:

**Lemma 3.7** Consider a translation surface $(X, \omega)$ and a finite set $S$ which contains all of its periodic points. There exists an algorithm which takes the generators of $\text{SL}(X, \omega)$ as input and outputs the set of periodic points of the surface.

**Proof** Suppose $p_1, \ldots, p_n$ are the points in $S$, and $g_1, \ldots, g_m$ are the generators of $\text{SL}(X, \omega)$. Note that since $\text{SL}(X, \omega)$ is a lattice, it is finitely generated. The algorithm then proceeds as follows:

1. Create a graph with a vertex $v_i$ for each $p_i \in S$, as well as a special vertex $v_X$.
2. For each point $p_i$ and generator $g_k$, calculate the point $p' = g_k \cdot p_i$. If $p' = p_j \in S$, then draw an edge between $v_i$ and $v_j$. Otherwise if $p' \notin S$, draw an edge between $v_i$ and $v_X$.
3. Find the vertices which are not in the connected component containing $v_X$. Then the points corresponding to those vertices are our periodic points.

If we consider a connected component without $v_X$, then the points in that component get permuted by any generator $g_k \in \text{SL}(X, \omega)$. Thus for any point in that component, the component is its $\text{SL}(X, \omega)$ orbit. This is finite, therefore every point which we include in our output is a periodic point.

Now consider a point $p_i$ in the connected component with $v_X$. Following a path from $v_i$ to $v_X$, we can construct an element of $\text{SL}(X, \omega)$ which sends $p_i$ to a point outside of $S$, which must be non-periodic. The $\text{SL}(X, \omega)$ orbit of a periodic point consists of periodic points, thus $p_i$ cannot be periodic. Since $S$ contains all the periodic points, taking the points in the connected components not containing $v_X$ precisely outputs the set of periodic points. $\square$

3.6 Proof of Theorem 1.1 and Corrolary 1.2

We are finally ready to prove Theorem 1.1. We restate the theorem with specifics:

**Theorem 3.8** *(Theorem 1.1)* Suppose $(X, \omega)$ is a non-square-tiled Veech surface. There is an algorithm that takes $(X, \omega)$ as input and outputs the periodic points on the surface.

**Proof** The algorithm has the following steps, whose correctness can be verified by the lemmas in the previous sections:
(1) Obtain the cylinder decomposition of the surface in two distinct periodic directions. Without loss of generality, by applying shears to the surface we may assume these two periodic directions are the horizontal and vertical directions. These cylinders partition the surface into connected components of intersections of a horizontal cylinder with a vertical cylinder. Call these regions $R_1, R_2, \ldots R_k$. In practice, Proposition 4.1 proves that these regions can be obtained through a computationally tractable triangulation, and Sect. 4.2 describes the algorithm to obtain a cylinder decomposition producing such regions.

(2) For each region $R_i$, obtain the set of line segments $L_i$ output by Lemma 3.4. We know that all periodic points on $R_i$ lie on some line segment $\ell \in L_i$. Take $S = \bigcup_{i=1}^k L_i$. Then any periodic point on $(X, \omega)$ lies on some segment in $S$.

(3) By Lemma 3.6, find some $g \in \text{SL}(X, \omega)$ such that $g \cdot S \cap S = P$ is a finite set of points. Any periodic point in $S$ also lies on some segment in $g \cdot S$. Thus $P$ is a finite set of points that contains all the periodic points of $(X, \omega)$.

(4) Apply the algorithm described in Lemma 3.7 on the set $P$, to obtain the set of points periodic under the entire Veech group.

As a corollary of the previous lemmas, we obtain that a non-square-tiled Veech surface has finitely many periodic points:

**Proof of Corollary 1.2** By applying Lemma 3.4 to the finitely many regions determined by a horizontal and vertical cylinder decomposition, we obtain a finite set $S$ of line segments containing all of the periodic points. Applying Lemma 3.6 with the hyperbolic element constructed in Lemma 3.5 to this set $S$, we obtain a finite set of points containing all of the periodic points.

### 4 Results on Delaunay triangulations of translation surfaces

In order to implement the algorithm detailed in the proof of Theorem 1.1, we require a representation of translation surfaces that lends itself to performing the various steps of the algorithm computationally. We found Delaunay triangulations of translation surfaces, as detailed in Sect. 2, to be the ideal representation. In this section, we detail results pertaining to Delaunay triangulations of translation surfaces, that are necessary for ensuring an implementation of the algorithm that behaves correctly. In particular, we explain the details of how we find cylinders as in Step (1) of the algorithm given in proof of Theorem 1.1.

![Fig. 4](https://i.imgur.com/2Z5J5JG.png) **Fig. 4** A refinement of a cylinder by a collection of triangles with edges parallel to direction $v$
4.1 Cylinder refinement

Call a collection \( \{ T_i \} \) of triangles in a triangulation of translation surface \((X, \omega)\) a refinement of a cylinder \(C\), if \( C = \bigsqcup T_i \) (see Fig. 4 for an example). In addition, we say a triangulation \( \tau \) of a translation surface comes from a Delaunay triangulation \( \bar{\tau} \) of a different translation surface, if \( \tau = M \cdot \bar{\tau} \) for some \( M \in SL(2, \mathbb{R}) \).

We begin by stating the following “cylinder refinement proposition,” that is used in a number of steps of our implementation of the algorithm given in Theorem 1.1, as in determining intersection regions of horizontal and vertical cylinders of the surface.

**Proposition 4.1** (Cylinder Refinement) Let \((X, \omega)\) be a Veech surface, periodic in direction \(v\). Then there exists a triangulation \( \tau \) of \((X, \omega)\), coming from a Delaunay triangulation, such that every triangle \( T_i \in \tau \) has an edge parallel to \( v \).

**Corollary 4.2** Let \((X, \omega)\) be a Veech surface, periodic in direction \(v\) with cylinder decomposition \( \{ C_i \} \) in direction \(v\). Then there exists a triangulation \( \tau \) of \((X, \omega)\), coming from a Delaunay triangulation, such that for each cylinder \(C_i\), there is a collection of triangles in \( \tau \) that form a refinement of \(C_i\).

**Proof** Let \((X, \omega)\) be a Veech surface periodic in direction \(v\), with triangulation \( \tau \) such that every triangle \( T_i \in \tau \) has an edge parallel to \( v \) as by Proposition 4.1. We construct a refinement of a cylinder as follows. Take any triangle \( T_i \in \tau \), and inductively develop out across edges not parallel to \( v \) to obtain a collection of triangles \( \{ T_i \} \), where each triangle in the collection is glued to exactly two other triangles also in the collection, along edges not parallel to \( v \). No triangle has a cone point along the interior of an edge by definition, and hence the collection of triangles must compose a cylinder, with the boundary of the cylinder given by the collection of edges parallel to \( v \). See Fig. 4 for an example. \( \square \)

We require the following lemma before proving Proposition 4.1.

**Lemma 4.3** Let \(O = (0,0)\), \(P_1 = (x_1, y_1)\), \(P_2 = (x_2, y_2)\), \(P_3 = (x_3, y_3)\) be the coordinates of a hinge \(H\) formed by triangles \(T_1 = \triangle O P_2 P_3\) and \(T_2 = \triangle O P_1 P_2\) as in Fig. 5. Moreover, assume \(0 \leq y_1 \leq y_2\) and \(0 < y_3 < y_2\). Then \(H\) is not eternally Delaunay.

**Proof** We prove the lemma in two main steps, first assuming \(0 < y_1 < y_2\), and second considering the case when \(y_1 = 0 \) or \(y_2\). In the first case, the standing assumption \(0 < y_3 < y_2\) precludes any of the triangles composing the hinge from having a horizontal edge: \(T_1\) and \(T_2\) are joined along edge \(OP_2\), and neither \(y_1\) nor \(y_3\) can equal \(0\) or \(y_2\).

Let \(\theta_1 = \angle P_1 OP_3\), and \(\theta_2 = \angle P_1 P_2 P_3\). When \(0 < y_1 < y_2\), it is sufficient to show that under the application of \(g_{\tau}^-\) to \(H\), both \(\cos(\theta_1) \to 1\) and \(\cos(\theta_2) \to 1\) as \(t \to \infty\). For then it would follow that \(\theta_1\) and \(\theta_2\) approach \(0\) when \(g_{\tau}^-\) is applied to hinge \(H\) as \(t \to \infty\). This implies the dihedral angle \(\alpha(\epsilon) \to 2\pi\) and hence \(H\) is not eternally Delaunay (see Sect. 2.3).

We demonstrate this fact for \(\theta_1\) with the computation for \(\theta_2\) being similar. For \(\theta_1 = \angle P_1 OP_3\) on the sheared hinge \(g_{\tau}^-H\), we have

\[
\cos(\theta_1) = \frac{g_{\tau}^- P_3 \cdot g_{\tau}^- P_1}{\|g_{\tau}^- P_3\| \|g_{\tau}^- P_1\|} = \frac{e^{-2t} x_1 x_3 + e^{2t} y_1 y_3}{\sqrt{(e^{-2t} x_1^2 + e^{2t} y_1^2)(e^{-2t} x_3^2 + e^{2t} y_3^2)}}
\]

\[
= \frac{e^{-2t} x_1 x_3 + e^{2t} y_1 y_3}{\sqrt{e^{-4t} x_1^2 x_3^2 + e^{4t} y_1^2 y_3^2}}
\]
Fig. 5  A hinge $H$ which is not eternally Delaunay

Taking the limit of the result as $t \to \infty$ gives 1, implying $\theta_1 \to 0$ as $t \to \infty$.

We now consider the case when $y_1 = 0$. Then $\cos(\theta_1)$ is given by

$$
\cos(\theta_1) = \frac{e^{-2t}x_1x_3}{\sqrt{e^{-2t}x_3^2 + e^{4t}y_3^2}} = \frac{e^{-t}x_3}{\sqrt{e^{-2t}(x_3^2 + e^{4t}y_3^2)}}
$$

But taking the limit of the result as $t \to \infty$ gives 0, which implies $\theta_1$ approaches $\pi/2$ under $g_{-t}$-flow, since $\cos(\theta_1) \to 0$ as $t \to \infty$. Similar computation shows the angle $\theta_2$ between vectors $\overrightarrow{P_1 - P_2}$ and $\overrightarrow{P_3 - P_2}$ approaches 0 as the hinge $H$ is transformed under $g_{-t}$-flow and $y_1 = 0$. Then the dihedral angle $\alpha(e) \to 3\pi/2$ as $t \to \infty$, implying the hinge $H$ is not eternally Delaunay when $y_1 = 0$. The case of $y_1 = y_2$ is a similar computation.  

We are now in a position to prove Proposition 4.1.

**Proof of Proposition 4.1** Any Veech surface $(X, \omega)$ periodic in direction $v$ can be made horizontally periodic by a rotation. Recall that IDR’s divide the fundamental domain into finitely many polygons. As a consequence, the fundamental domain of this rotated surface will have an IDR with a cusp at infinity, and hence the surface has a triangulation associated to a noncompact IDR. As such, upon rotation and application of $g_{-t}$ flow for sufficiently large $t$, we may obtain a surface with a Delaunay triangulation associated with such a noncompact IDR, where it follows that every hinge in such a triangulation is eternally Delaunay. It then suffices to show that any triangulation $\tau$ associated with such a non-compact IDR satisfies the property that every triangle $T_i \in \tau$ has a horizontal edge.

Let $\tau$ be a triangulation associated with a non-compact IDR. We aim to show every triangle $T_i \in \tau$ has a horizontal edge. Proceeding by contradiction, assume there exists a triangle $T_i \in \tau$ with no horizontal edge, yet every hinge in the triangulation is eternally Delaunay since the triangulation is associated with a non-compact IDR. Let points $O, P_1, P_2, P_3$ be as in Lemma 4.3 and Fig. 5. Let $T_1 = \triangle OP_2P_3$ so that without loss of generality the coordinates $O = (0, 0)$, $P_2 = (x_2, y_2)$, $P_3 = (x_3, y_3)$ satisfy $0 < y_3 < y_2$.

Let $e_1$ denote the edge $\overrightarrow{OP_2}$ of $T_1$, and let $T_2 = \triangle OP_1P_2$ denote the triangle joined to $T_1$ across edge $e_1$, as in Fig. 5. By Lemma 4.3, if $0 \leq y_1 \leq y_2$, then the hinge $H$ generated by
$T_1$ and $T_2$ would not eternally Delaunay, and could not be in the triangulation. Hence, it is necessary that $y_1 \in (y_2, \infty) \cup (0, -\infty)$. Without loss of generality, let $y_1 \in (y_2, \infty)$. Then it follows that the edge $e_2 = OP_1$ of triangle $T_2$ is such that the $y$-coordinate of $e_2$ is strictly less than the $y$-coordinate of $e_1$.

Repeating the process inductively, for $i \geq 1$, we obtain a sequence of triangles $\{T_i\}$ with non-horizontal edges $\{e_i\}$ whose $y$-coordinates strictly decrease. But any triangulation of $(X, \omega)$ has a finite number of edges, so the $y$-coordinates cannot strictly increase forever, implying existence of a hinge that is not eternally Delaunay by Lemma 4.3, a contradiction. We conclude that every triangle in $\tau$ has a horizontal edge, which completes the proof. □

4.2 Cylinder finding algorithm

We now describe an algorithm that takes a Veech surface $(X, \omega)$ and a periodic direction of the surface, and returns a triangulation that comes from a Delaunay triangulation, which forms a refinement of the cylinder decomposition of the surface in the specified periodic direction.

Definition 4.4 Let $H$ be a hinge quadrilateral defined by two adjacent triangles $T_1$ and $T_2$ in a triangulation. A hinge flip is the operation by which $H$ is replaced by the new hinge $H'$ formed by the other diagonal in the quadrilateral. See Fig. 1 for an example.

As remarked in Section 2.3, if a hinge $H$ is not locally Delaunay, the flipped hinge $H'$ is locally Delaunay. Furthermore, if a triangulation is not Delaunay, it can be made Delaunay by flipping a finite number of hinges. To this end, we can make any triangulation of a Veech surface Delaunay via a finite sequence of hinge flips; the associated IDR to this triangulation will be of particular interest in the sequel.

The following algorithm computes a cylinder refinement of a Veech surface.

1. Begin with a Delaunay triangulation $\tau$ of a Veech surface $(X, \omega)$, and a cylinder direction $v \in S^1$.
2. If $v = (0, 1)^T$, then apply a $\pi/2$-rotation to $\tau$. Otherwise, if $v = (x, y)^T$, apply the shear
   \[ M = \begin{pmatrix} 1 & 0 \\ -y & x \end{pmatrix} \]
   to the triangulation $\tau$, transforming to a horizontal direction. Let $\tau'$ denote the resulting normalized triangulation.
3. Apply the $g_{-t}$ flow matrix to $\tau'$, keeping the triangulation Delaunay by hinge flips, until every triangle in the triangulation has an edge parallel to $(1, 0)^T$. This process must terminate because there exists finite time $t$ such that $g_{-t} \cdot \tau'$ corresponds to a noncompact IDR after making the triangulation Delaunay, and by the proof of Proposition 4.1 every triangle in such a triangulation must have a horizontal edge. Denote the resulting triangulation $\bar{\tau}$.
4. Assemble the collection of triangles in $\bar{\tau}$ into cylinders by developing across non-horizontal edges. Such a refinement of cylinders by triangles in $\bar{\tau}$ is guaranteed by the proof of Corollary 4.2.
5. Apply inverse $g_t$-flow to $\bar{\tau}$ for the same time used in step (3), and then apply the inverse shear or $\pi/2$ rotation matrix from step (2) to $g_t \cdot \bar{\tau}$.

The result is then a triangulation of $(X, \omega)$ that comes from a Delaunay triangulation, so that the triangulation gives a refinement of the cylinders composing the cylinder decomposition of the surface in direction $v$. 
Fig. 6 The dots are the computed periodic points on L table with parameter $D = 44$. Note that the same point may appear twice as opposite parallel sides are identified.

5 Experimental results

In this section we apply our algorithm to different Veech surfaces to compute their periodic points.

5.1 Eigenforms in $\mathcal{H}(2)$

We begin by applying our algorithm to the $\mathcal{H}(2)$ eigenforms, constructed by McMullen [17] and Calta [4]. These genus 2 translation surfaces arise from certain $L$-shaped polygons, and they are classified by an integer discriminant $D$ congruent to 0 or 1 modulo 4, as well as a spin invariant $\epsilon \in \{-1, 1\}$. Möller showed that the periodic points for these surfaces coincide with the fixed points of their hyperelliptic involutions [19]. We tested our algorithm on discriminants through $D = 44$ and returned the correct periodic points. Figure 6 provides a visual example of output from the algorithm.

5.2 Prym eigenforms in genus 3

Each integer $D \geq 8$ satisfying $D \equiv 0, 1 \text{ or } 4 \mod 8$ determines two S-shaped Euclidean polygons as in Fig. 7. Gluing parallel identified sides as shown in the figure gives two genus three translation surfaces $(X_D^+, \omega_D)$ and $(X_D^-, \omega_D^-)$. The surfaces are known as the A+ and A- models of the Weierstrass Prym eigenforms in genus three, and they are one of the known infinite families of Veech surfaces. We don’t give their full description here, but we remark that their underlying Riemann surfaces admit holomorphic involutions known as their Prym involution; the Prym involution has 3 fixed points that are not zeros of the 1-forms. For a complete description, see [13].

We now consider the periodic points of genus 3 Prym eigenforms. For general reasons the fixed points of the Prym involution are periodic, but a priori there could be other periodic points. We ran our algorithm on the surfaces through discriminant $D = 104$ and showed this is not the case, obtaining Theorem 1.3. This experimental evidence was the motivation and starting input for a full classification by the third author in [7] that shows that the Prym fixed points are in fact all the periodic points.
5.3 Example

We walk through the application of our algorithm to \((X_{17}^+, \omega_{17}^+)\). We begin by computing the generators of the Veech group of the surface using an implementation of Bowman’s algorithm [3]. We find that the generators of \(\text{SL}(X_{17}^+, \omega_{17}^-)\) are

\[
\begin{pmatrix}
1 & 2 \\
0 & 1
\end{pmatrix}, \quad \begin{pmatrix}
-1 \\
-2 + \frac{\sqrt{17}}{4}
\end{pmatrix}, \quad \begin{pmatrix}
\frac{\sqrt{17}}{2} + \frac{3}{4} \\
\frac{5}{4} + \frac{\sqrt{17}}{2}
\end{pmatrix}, \quad \begin{pmatrix}
-\frac{3\sqrt{17}}{2} - \frac{13}{4} \\
-\frac{27}{4} - \frac{3\sqrt{17}}{2} + \frac{11}{2}
\end{pmatrix}
\]

We then determine the constraint lines associated with every triangle in a triangulation of the surface, as detailed in Sects. 3.2 and 3.3. In this case, the constraint lines associated with every triangle lie strictly on the boundaries of each triangle.

We then apply each generator of the Veech group to each constraint line to produce a new set of constraint lines (see in Sect. 3.4). Applying the Veech group element

\[
M = \begin{pmatrix}
\frac{\sqrt{17}}{2} + \frac{3}{4} & -2 \\
\frac{5}{4} + \frac{\sqrt{17}}{2} & -1
\end{pmatrix}
\]

\[
= \begin{pmatrix}
-\frac{3\sqrt{17}}{2} - \frac{13}{4} & \frac{3\sqrt{17}}{2} + \frac{9}{2} \\
-\frac{27}{4} - \frac{3\sqrt{17}}{2} + \frac{11}{2} & -\frac{31}{4} + \frac{3\sqrt{17}}{2} + \frac{13}{2}
\end{pmatrix}
\]

to the constraint lines produces the transformed constraint lines as pictured in Fig. 8.

After transforming the constraint lines with \(M\), we compute the intersection points of the two sets of constraints to obtain a set of 857 candidate periodic points. Finally, we determine
Fig. 9 Model $A^+$ surface, $D = 17$. The two points on the opposite vertical edges are identified.

Fig. 10 Model $A^-$ surface, $D = 17$. The points on opposite edges are identified.

which of the candidate points are periodic by applying the algorithm described in Lemma 3.7 on the set of candidate points. In this example, after applying the generator
\[
\begin{pmatrix}
\frac{\sqrt{17}}{2} + \frac{3}{2} & -2 \\
\frac{\sqrt{17}}{4} + \frac{5}{4} & -1
\end{pmatrix}
\]

to the set of 857 candidate periodic points, the only points remaining were the three fixed points of the Prym involution points. The end result is pictured in Fig. 9. Performing a similar analysis for the Model A$-$ surface for $D = 17$, we see in Fig. 10 that the periodic points for this surface are again only the fixed points of the Prym involution.

Our implementation of this algorithm is publicly available at [5].
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