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Abstract

In spite of recent contributions to the literature, informative cluster size settings are not well known and understood. In this paper, we give a formal definition of the problem and describe it from different viewpoints. Data generating mechanisms, parametric and nonparametric models are considered in light of examples. Our emphasis is on nonparametric and robust approaches to the inference on the
marginal distribution. Descriptive statistics and parameters of interest are defined as functionals and they are accompanied with a generally applicable testing procedure. The theory is illustrated with an example on patients with incomplete spinal cord injuries.
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1 Introduction

Clustered data problems are encountered everywhere in biomedical research and, not surprisingly, the statistical methods involving the analysis of cluster correlated data have been subject to intensive research even until today. A typical situation is that instead of sampling \( N \) independent and identically distributed (i.i.d.) random variables, the researcher samples observations in (say) \( M \) clusters with known cluster memberships. Observations within a cluster tend to be similar in some way but can be assumed independent across clusters.

To be more specific, write \( Y_{i1}, \ldots, Y_{iN_i} \) for the \( N_i \) observations in the \( i \)th cluster, \( i = 1, \ldots, M \). Let \( X_{ij} \) be a possible vector of (random or fixed) explanatory variables for the response value \( Y_{ij}, i = 1, \ldots, M; j = 1, \ldots, N_i \). The cluster sizes \( N_1, \ldots, N_M \) are often simply thought to be fixed design constants. In the linear regression model it is then assumed that, for a correct value \( \beta \),

(i) the marginal distributions of \( \epsilon_{ij} = Y_{ij} - \beta X_{ij} \) are all the same,

(ii) all the bivariate distributions of \( (\epsilon_{ij}, \epsilon_{ij'}) \), \( j \neq j' \) are the same, and

(iii) \( \epsilon_{ij} \) and \( \epsilon_{i'j'}, i \neq i' \) are independent.

If multivariate normality of the random errors \( \epsilon_{ij} \) can be assumed, for example, the most popular technique for valid statistical inference for the parameter \( \beta \) is to employ mixed
models with cluster effects as random effects. Alternatively, one can work out the variance terms for different test statistics, and modify the tests accordingly. Introduction of weights (indirectly present in likelihood inference for mixed models) can potentially improve the efficiency of the analysis, but variance adjusted test and estimating procedures based on different weighting schemes all provide valid statistical inference in this model. If $N_1, \ldots, N_M$ are random and the joint distribution of the random errors $\epsilon_{ij}$ does not depend on $N_1, \ldots, N_M$, it is still reasonable to assume that (i)–(iii) hold.

A much more complex setting arises when the cluster size may have an influence on the measured values, or vice versa, or possibly they are both influenced by a third, unobservable latent variable. The setting is termed *informative cluster size*, because the cluster size—which is now also a random variable—could then carry information about the quantities or parameters of interest. Recent examples of informative cluster size problems in the biostatistical literature include:

- volume-outcome studies [Panageas et al., 2007] where specialized surgeons treating many patients may have better outcomes than those treating few patients;
- periodontal studies [Williamson et al., 2003, Wang et al., 2011] where patients with fewer teeth tend to have poorer condition of the still remaining teeth;
- radiation toxicity studies [Datta and Satten, 2008], where the number of measurements on successive measurement on an individual depends on the number of radiation therapies, which in turn depend on the underlying severity of cancer.

More examples are provided in [Dunson et al., 2003, Williamson et al., 2007] and [Williamson et al., 2008], among others.

Hoffman et al. [2001], in their original paper, defined *nonignorable cluster size* as any violation of the property that $E(Y_{ij}|X_{ij}, N_i) = E(Y_{ij}|X_{ij})$ in the framework of generalized estimation equations. As the recent interest in informative cluster size problems has gone far beyond that particular setting, it makes sense to define the concept in a more general way.
Definition 1. We say that cluster size is noninformative if

\[ P(Y_{ij} \leq y | N_i = k) = P(Y_{ij} \leq y), \quad k = 1, 2, \ldots; j = 1, \ldots, k \]

Otherwise, it is called informative. Cluster size is conditionally noninformative if

\[ P(Y_{ij} \leq y | X_{ij}, N_i = k) = P(Y_{ij} \leq y | X_{ij}), \quad k = 1, 2, \ldots; j = 1, \ldots, k \]

Otherwise, it is conditionally informative.

The first part of the definition shows that, in the case of noninformative cluster size \( N_i \) and exchangeable \( Y_{i1}, \ldots, Y_{iN_i} \), the characteristics of their common marginal distribution can be estimated consistently in the usual way, given that the variance terms are corrected appropriately for clustering. By exchangeability we mean that

\[ Y_{ip_1}, \ldots, Y_{ip_{N_i}} \sim Y_{i1}, \ldots, Y_{iN_i} \]

for all permutations \((p_1, \ldots, p_{N_i})\) of \((1, \ldots, N_i)\). Similarly, if the cluster size is conditionally noninformative, the relationship between \( Y_{ij} \) and \( X_{ij} \) is not influenced by cluster size and standard clustered data methods can be used. The standard approaches are not sufficient if the condition is violated.

The outline of this paper is as follows. We first discuss possible data generating mechanisms and appropriate models. They are illustrated with examples from the literature. In section 3 we formulate extensions of common quantities of interest—such as quantities of location, scale, and correlation, and regression coefficients—as alternative functionals, and discuss appropriate choices among their sample counterparts. Section 4 gives a general recipe for constructing tests on the functionals. The theory is illustrated with an example on patients with incomplete spinal cord injuries in Section 5 and Section 6 provides concluding remarks.

2 Models for informative cluster size problems

A reasonable basis for statistical modeling is to assume that the measurements in the \( i \)th cluster are: the cluster size \( N_i \) and a realization of a stochastic process \((Y_{ij})_{j=1}^\infty\),
that is, \((N_i; Y_{i1}, Y_{i2}, \ldots)\). The stochastic process may be finite or infinite, and possibly multivariate. In practice we only observe \(N_i\) and \(Y_i = (Y_{i1}, \ldots, Y_{iN_i})'\), and the observed data consists of 

\[ V_i = (N_i; Y_{i1}, \ldots, Y_{iN_i}), \quad i = 1, \ldots, M. \]

The cluster variables \(V_1, \ldots, V_M\) are assumed to be independent and identically distributed with some probability measure \(P(V)\). The goal is to make valid and efficient statistical inference on the marginal distribution of \(Y_{ij}\)'s, which can be a result of an unconventional data generating mechanism. Any violation of the first condition in Definition 1 means that the cluster size cannot be ignored while making inference on the marginal distribution of \(Y_{ij}\)'s, but needs to be accounted for.

**Remark 1.** A formal way of definition of probability distributions of \(V = (N, Y_1, \ldots, V_N)\), where \(N\) is the cluster size, can be written as follows.

Let \((\Omega, \mathcal{F}, P)\) be the common probability space on which \(N, Y_1, Y_2, \cdots\) are defined. Then \(V\) is a random element on \((\Omega, \mathcal{F}, P)\) taking values in \(X = \bigcup_{k \geq 1} \{k\} \times \mathbb{R}^k\). The appropriate \(\sigma\)-algebra on \(X\) is the \(\sigma\)-algebra generated by the \(\pi\)-class \(\Pi = \emptyset \cup \{ \{k\} \times B_1 \times \cdots \times B_k : B_i = [c_i, d_i) \text{ is a semi-open interval in } \mathbb{R}; 1 \leq i \leq k, k \geq 1 \}\).

We define \(P_V\) on such sets by

\[ P_V(\{k\} \times B_1 \times \cdots \times B_k) = Pr(N = k)Pr(Y_1 \in B_1, \ldots, Y_k \in B_k | N = k). \]

Note that \(P_V\) is \(\sigma\)-additive on \(\Pi\). Let \(A_i = \{k_i\} \times B_{i1} \times \cdots \times B_{ik_i} \in \Pi, i \geq 1, \text{ such that } A_i \cap A_j = \emptyset, \text{ for } i \neq j, \text{ and } \bigcup_{i=1}^{\infty} A_i = A = \{k\} \times B_1 \times \cdots \times B_k \in \Pi. \text{ Then we must have } k_i = k, \forall i \text{ and } C = \bigcup_{i=1}^{\infty} C_i, \text{ where } C = B_1 \times \cdots \times B_k, C_i = B_{i1} \times \cdots \times B_{ik_i}; \text{ furthermore, } C_i \cap C_j = \emptyset, \text{ for } i \neq j. \]

Since the distribution of \((Y_1, \ldots, Y_k)\) given \(N = k\), denoted \(P^k\), say, is a proper probability distribution,

\[ P^k(\bigcup_{i=1}^{\infty} C_i) = \sum_{i=1}^{\infty} P^k(C_i), \]

and hence

\[ P_V(\bigcup_{i=1}^{\infty} A_i) = Pr(N = k)P^k(\bigcup_{i=1}^{\infty} C_i) = Pr(N = k) \sum_{i=1}^{\infty} P^k(C_i) = \sum_{i=1}^{\infty} Pr(N = k)P^k(C_i) = \sum_{i=1}^{\infty} P_V(A_i). \]
Therefore, by the π-λ theorem [Billingsley, 1995], $P_V$ has a unique extension on $\sigma(\Pi)$.

For designed experiments, we also may have a fixed sequence of design variables $(X_{ij})_{j=1}^\infty$ so that the cluster variables are

$$(N_i; Y_{i1}, Y_{i2}, \ldots; X_{i1}, X_{i2}, \ldots)$$

but only $N_i, Y_i = (Y_{i1}, \ldots, Y_{iN_i})'$ and $X_i = (X_{i1}, \ldots, X_{iN_i})'$ are observed. Inference on the conditional distribution of $Y_{ij|X_{ij}}$ may again be confounded by the cluster size.

### 2.1 Parametric models

Informative cluster size settings frequently appear in the biomedical literature. There are three natural ways to generate these type of data. If the parametric model for the data generating mechanism can be correctly identified, maximum likelihood estimates and likelihood ratio tests can be employed for statistical inference.

1. Models where the cluster size is assumed to have an influence on the outcomes.
   
   The data can then be thought to be generated in the following way: First, $N_i$ is generated from its marginal distribution. Second, $(Y_{ij})_{j=1}^\infty$ are generated from a conditional distribution conditioned on $N_i$. If the unobserved are integrated out, the likelihood for what we observe is
   $$\prod_{i=1}^M P(N_i)f(Y_{i1}, \ldots, Y_{iN_i}|N_i).$$
   
   See Remark 1. These types of models are frequently found in the literature. The joint density $f(Y_{i1}, \ldots, Y_{iN_i}|N_i)$ can be for instance a multivariate normal with a intracluster correlation coefficient $\rho(N_i)$.

   **Example 1** (Fetal weights of mice, Dunson et al. 2003). A female mouse is mated with a healthy male likely to result in growing fetuses. If fewer fetuses are produced, more space and nutritional resources will be available for those fetuses. Therefore, there will be an inverse association between litter size and the fetal weights.
2. Models where the cluster size is assumed to depend on the outcomes. We suppose that the sequence \((Y_{ij})_{j=1}^{\infty}\) is first generated from its marginal distribution, and \(N_i\) is then generated from its conditional distribution conditioned on \((Y_{ij})_{j=1}^{\infty}\). If \(Y_{i1}, Y_{i2}, \ldots\) are i.i.d. and if \(P(N_i = k|Y_{i1}, Y_{i2}, \ldots) = P(N_i = k|Y_{i1}, \ldots, Y_{ik}), k = 1, 2, \ldots\), the likelihood for what we observe is
\[
\prod_{i=1}^{M} f(Y_{i1}, \ldots, Y_{iN_i}) P(N_i|Y_{i1}, \ldots, Y_{iN_i}).
\]
Note, however, that although \((Y_{ij})_{j=1}^{\infty}\) are exchangeable, the observed variables \(Y_{i1}, \ldots, Y_{iN_i}\) may not have this property. The following example illustrates this kind of setting.

**Example 2.** In the analysis of recurrent events during follow-up periods of fixed lengths \(c_i\), individuals (clusters) with a tendency to shorter gaps contribute more events to the analysis than individuals with a tendency to longer gaps. Now
\[
N_i = k \iff Y_{i1} + \ldots + Y_{ik-1} < c_i \leq Y_{i1} + \ldots + Y_{ik},
\]
and the observation \(Y_{ik}\) is right-censored. As a result of the design, Kaplan-Meier estimates are biased estimates of the marginal survival function. Exchangeability condition holds for \(Y_{i1}, \ldots, Y_{ik-1}\). Such designs are also subject to other complexities; [Huang and Chen (2003)] give a discussion.

3. In latent variable models, a third unobservable random variable \(\xi_i\) is assumed to be simultaneously influencing both the cluster size \(N_i\) and the outcomes \(Y_{i1}, Y_{i2}, \ldots\). The observed data likelihood contribution of the \(i\)th cluster is obtained by integrating the latent variable \(\xi_i\) and \(Y_{i,N_i+1}, Y_{i,N_i+2}, \ldots\) out of the full likelihood expression. If \(N_i\) and \(Y_{i1}, Y_{i2}, \ldots\) are conditionally independent and \(Y_{i1}, Y_{i2}, \ldots\) conditionally i.i.d, then we get the likelihood
\[
\prod_{i=1}^{M} \left[ \int p(N_i; \xi_i) \prod_{j=1}^{N_i} f(Y_{ij}; \xi_i) dQ(\xi_i) \right].
\]
This is a model where exchangeability is met as well.
Example 3 (Williamson et al. [2003]). Consider the association between the disease status of teeth, from a sample of individuals, and explanatory variables of interest. Disease status of teeth from the same person are correlated, and the individuals with poor dental status are likely to have fewer teeth. Poor dental health or hygiene can be thought to be the latent variable influencing both the disease status and the number of teeth.

Note that introduction of treatments on the female mice in Example 1 may conceptually change it to a latent variable model. As nicely explained by Dunson et al. [2003], treatments may have an effect on fetal weight with or without an effect on fetal losses. Treatment may be acting on some unidentified latent variable, which influences both fetal weight and fetal losses. They argue that in settings like this, it is important to model the cluster size and the outcomes jointly, although the probability distribution of the cluster size is rarely of direct interest.

2.2 Nonparametric models

We have seen in the previous subsection that under appropriate assumptions parametric models can be used. In can be argued, though, that these conditions along with the usual distributional assumptions are fairly restrictive, and perhaps unrealistic. In some settings it may be difficult to postulate a model with natural parameters.

In the nonparametric approach, the general aim is to make inference on the distributions of $Y_{i1}, \ldots, Y_{iN}$ with an unspecified data generating mechanism. Bickel and Lehmann [1975a,b] introduced the general idea that one should first define measures (functionals) of different interesting characteristics of the population and then use the corresponding sample statistics as estimators. For example, if $Y_1, \ldots, Y_M$ is a random sample from an unknown univariate distribution $F$, then for the sample mean $\bar{Y} = \frac{1}{M} \sum_{i=1}^{M} Y_i$ and the sample variance $S^2 = \frac{1}{M} \sum_{i=1}^{M} (Y_i - \bar{Y})^2$, the corresponding functionals are the mean functional $\mu(F) = \int x dF(x)$ and the variance functional $\sigma^2(F) = \int (x - \mu(F))^2 dF(x)$, respectively. Under general assumptions on $F$, two functionals $\mu_1(F)$ and $\mu_2(F)$ may
recover the same value (e.g. the mean functional and the median functional in the nonparametric model of symmetric distribution) but the statistical properties (e.g. efficiency and robustness) of the corresponding estimates (the sample mean and the sample median) may be completely different. The functional approach has now been generally adapted in the robust community. The approach seems particularly attractive in the framework of informative cluster size as it avoids much of the inevitable complexities in the parametric approach.

3 Quantities of interest as functionals

So far, the literature around informative cluster size problems has focused mainly on regression problems and less on the inference on the marginal distribution of the outcome. This section fills the apparent gap and defines a range of useful marginal quantities for informative cluster size settings.

3.1 Mean and variance functionals

Let $V_1, \ldots, V_M$ be a random sample from distribution $P(V)$. Commonly, the population functional of interest is a marginal expected value. Under exchangeability, or if $Y_{i1}, Y_{i2}, \ldots$ are identically distributed conditionally on $N_i$, the target parameter is then $E(Y_{i1})$. However, this assumption is not needed throughout, and is relaxed in Remark 2.

A popular approach to estimate the parameter of interest has been to sample one observation from each cluster randomly, apply standard methods for these i.i.d. observations, and “average over” all resampled sets [Hoffman et al., 2001]. Alternative resampling strategies have also been proposed [Chiang and Lee, 2008]. Indirectly but essentially this approach weights observations from different clusters with the inverses of the cluster size. Another way of doing this would be to take the first observation of each cluster. Or to take all of them, and assign weights.
Our approach first identifies functionals, which recover the value $E(Y_{i1})$, and secondly, chooses among the corresponding sample statistics. Consider functionals $T(P)$ for the unknown probability measure $P$. Assuming that $Y_{i1}, ..., Y_{iN_i}$ are exchangeable, possible functionals are, for example,

$$T_1(P) = E(Y_{i1}) \quad \text{and} \quad T_2(P) = E\left[\frac{1}{N_i} \sum_{j=1}^{N_i} Y_{ij}\right],$$

which lead to sample statistics

$$\hat{T}_1 = \frac{1}{M} \sum_{i=1}^{M} Y_{i1} \quad \text{and} \quad \hat{T}_2 = \frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} \sum_{j=1}^{N_i} Y_{ij},$$

respectively. Although $T_1$ and $T_2$ are equal at the population level under the exchangeability or conditional identical distribution assumption, the corresponding sample statistics are very different. Note that under general assumptions,

$$\sqrt{M} \left( \hat{T}_2 - T_2(P) \right) \rightarrow_D N\left(0, \tau^2(P)\right),$$

where

$$\tau^2(P) = E\left[\left(\frac{1}{N_i} \sum_{j=1}^{N_i} Y_{ij}\right)^2\right] - T_2(P)^2.$$

A consistent estimate of $\tau^2(P)$ is

$$\hat{\tau}^2 = \frac{1}{M} \sum_{i=1}^{M} \left(\frac{1}{N_i} \sum_{j=1}^{N_i} Y_{ij}\right)^2 - \hat{T}_2^2.$$

**Example 4 (Population mean).** Consider the model

$$Y_{ij} = \mu_i + \epsilon_{ij},$$

where $\mu_i \sim N(0, 1)$ and $\epsilon_{ij} \sim N(0, 1)$ independently, and the cluster sizes are generated via $N_i = I(\mu_i < 0)n_a + I(\mu_i \geq 0)n_b$. The dependency of cluster size on the realizations of $\mu_i$ induces the informative cluster size property. We wish to estimate the population
mean \( E(Y_{i1}) = E(Y_{ij}) \) which is zero in this case. \( \hat{T}_1 \) and \( \hat{T}_2 \) are naturally unbiased, that is,

\[
E \left( \frac{1}{M} \sum_{i=1}^{M} Y_{i1} \right) = E \left( \frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} \sum_{j=1}^{N_i} Y_{ij} \right) = 0.
\]

The regular sample mean

\[
\hat{T}_3 = \frac{1}{N} \sum_{i=1}^{M} \sum_{j=1}^{N_i} Y_{ij},
\]

where \( N = \sum_{i=1}^{M} N_i \), is generally not unbiased and not even consistent for \( E(Y_{i1}) \). In fact, there is no corresponding functional \( T_3(P) \). The expected value of \( \hat{T}_3 \) depends not only on \( n_a \) and \( n_b \), but also on \( M \) (see Figure [7]).

The variances of the two unbiased estimators \( \hat{T}_1 \) and \( \hat{T}_2 \) are, of course, quite different:

\[
\text{Var} \left( \frac{1}{M} \sum_{i=1}^{M} Y_{i1} \right) = 0.100 \quad \text{and} \quad \text{Var} \left( \frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} \sum_{j=1}^{N_i} Y_{ij} \right) \approx 0.057,
\]

and we conclude that

\[
\hat{T}_2 = \frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} \sum_{j=1}^{N_i} Y_{ij}
\]

is the preferred estimate for the population quantity \( E(Y_{i1}) \).

**Remark 2.** If it cannot be assumed that \( Y_{i1}, \ldots, Y_{iN_i} \) are exchangeable, a location center can still be defined as an expected value of a randomly chosen observation in a random cluster, which still serves as a descriptive statistic of the distribution. This functional is then defined in the sample space of

\[
V_i^* = (N_i; Y_{i1}, \ldots, Y_{iN_i}; \alpha_i)
\]

where \( \alpha_i \) is a pseudo random variable uniformly distributed in \( \{1, \ldots, N_i\} \). Also \( \alpha_i \) and \( Y_{i1}, \ldots, Y_{iN_i} \) are conditionally independent conditioned on \( N_i \). Let \( \mathbb{P}^* \) be the resulting probability measure. Then the location functional is \( T(\mathbb{P}^*) = E^*(Y_{i\alpha_i}) \). It is then straightforward to see that

\[
E^*[Y_{i\alpha_i}] = E^*[E^*(Y_{i\alpha_i}|N_i)] = E \left[ \frac{1}{N_i} \sum_{j=1}^{N_i} Y_{ij} \right].
\]
If $Y_{i1}, ..., Y_{iN_i}$ are exchangeable, then $T(\mathbb{P}^*) = T_2(\mathbb{P})$ is naturally equal to $E(Y_{i1})$. The resulting estimate is again

$$\frac{1}{M} \sum_{i=1}^M \frac{1}{N_i} \sum_{j=1}^{N_i} Y_{ij}.$$ 

This can be generalized into cases where $\alpha_i$ is not necessarily uniformly distributed.

**Remark 3.** If the cluster size is noninformative, $Y_{i1}, ..., Y_{iN_i}$ exchangeable, and we wish to estimate $E(Y_{i1})$, all the weighted means

$$\left( \sum_{i=1}^M \sum_{j=1}^{N_i} w_{ij} \right)^{-1} \sum_{i=1}^M \sum_{j=1}^{N_i} w_{ij} Y_{ij}$$

are unbiased. Optimal weights can be found in some simple settings. Recall that, for informative cluster size, weights proportional to $N_i^{-1}$ in the $i$th cluster guarantee unbiasedness. It may be possible to find other classes of weights that would also result in estimates having this property.

In a similar way, there are several possible functionals for the variance of $Y_{i1}$. Again,

$$\hat{S}_3 = \frac{1}{N} \sum_{i=1}^M \sum_{j=1}^{N_i} (Y_{ij} - \hat{T}_3)^2$$

is biased,

$$\hat{S}_1 = \frac{1}{M} \sum_{i=1}^M (Y_{i1} - \hat{T}_1)^2$$

is appropriate under exchangeability but loses information, and

$$\hat{S}_2 = \frac{1}{M} \sum_{i=1}^M \frac{1}{N_i} \sum_{j=1}^{N_i} (Y_{ij} - \hat{T}_2)^2$$

is the most natural modification of the sample variance in this setting. It is only asymptotically unbiased. Unlike in the standard setting, a general correction term to correct for the bias in finite samples cannot be given. The variance functional corresponding to $\hat{S}_2$ is naturally

$$S_2(\mathbb{P}) = E \left[ \frac{1}{N_i} \sum_{j=1}^{N_i} (Y_{ij} - T_2(\mathbb{P}))^2 \right].$$
3.2 Other distribution functionals

Let $F$ denote the marginal distribution of a randomly chosen $Y$ in a random cluster. The cumulative distribution function $F(y)$ and the corresponding quantiles $q_\alpha = F^{-1}(\alpha)$ still serve as useful summary measures of the marginal distribution even when exchangeability assumption is violated (Remark 2). A natural functional for $F(y)$ is

$$F(y)(P) = E\left[\frac{1}{n_i} \sum_{j=1}^{n_i} I(Y_{ij} \leq y)\right].$$

The corresponding quantile functional $q_\alpha(P)$ satisfies

$$q_\alpha = \inf\{y \, : \, F(y) \geq \alpha\}.$$

The properly estimated cumulative distribution function yield corresponding estimates of quantiles as well. The conventional estimate $\frac{1}{N} \sum_{i=1}^{M} \sum_{j=1}^{N_i} I(Y_{ij} \leq x)$ is biased for these purposes and there is no corresponding functional.

Even though the correct functional form may appear obvious, we stress that this simple functional structure must be maintained in all levels when the functional nests other functionals within it. This need for caution can be demonstrated by investigating the correct functional of the $\alpha$-trimmed mean

$$E\left[\frac{1}{(1-\alpha)N_i} \sum_{j=1}^{N_i} I(q_{\alpha/2} \leq Y_{ij} \leq q_{1-\alpha/2})Y_{ij}\right],$$

where the $q_{\alpha/2}$ and $q_{1-\alpha/2}$ are the corresponding quantiles. Now the quantiles themselves are functionals which should be based on the correctly defined cumulative distribution functionals.

Another example is the sample correlation, where the correct functional form employs three redefined functionals, as shown by Example 5.

Example 5 (Sample correlation coefficient). Suppose that we observe a sample of i.i.d. clusters with bivariate observations

$$\{N_i; Y_{i1}, \ldots, Y_{iN_i}\}, i = 1, \ldots, M,$$
where \( Y_{ij} = \mu_i + \epsilon_{ij} \) with \( \mu_i \sim N_2(0, I_2) \) and \( \epsilon_{ij} \sim N_2(0, I_2) \). Thus, \( Y_{ij1} \) and \( Y_{ij2} \) are uncorrelated (\( \text{Cov}(Y_{ij1}, Y_{ij2}) = 0 \)) but the cluster size is informative in the following way. Assume that large cluster sizes appear only when both components are large, \( N_i = n_a + I(\mu_{i1} > 1)I(\mu_{i2} > 1)(n_b - n_a) \), where \( n_a = 1 \) and \( n_b = 10 \). Consider the biases of different sample statistics for \( \text{Cov}(Y_{ij1}, Y_{ij2}) \) at \( M = 100 \). First, 

\[
E \left\{ \frac{1}{N} \sum_{i=1}^{M} \sum_{j=1}^{N_i} [(Y_{ij1} - \bar{Y}_1)(Y_{ij2} - \bar{Y}_2)] \right\} = 0.30,
\]

where 

\[
\bar{Y} = (\bar{Y}_1, \bar{Y}_2)' = \frac{1}{N} \sum_{i=1}^{M} \sum_{j=1}^{N_i} Y_{ij}.
\]

Deviation from zero indicates linear dependency and thus, it is clearly not a good estimate of the marginal covariance functional of interest. The weighted covariance functional

\[
E \left\{ \frac{1}{N} \sum_{i=1}^{M} \sum_{j=1}^{N_i} [(Y_{ij1} - \bar{Y}_1)(Y_{ij2} - \bar{Y}_2)] \right\} = 0.08,
\]

is still off the target because of the biased location estimate, and the correct covariance functional,

\[
E \left\{ \frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} \sum_{j=1}^{N_i} [(Y_{ij1} - \bar{Y}_1)(Y_{ij2} - \bar{Y}_2)] \right\} = 0.00
\]

where the estimate of the mean vector is

\[
\bar{Y} = (\bar{Y}_1, \bar{Y}_2)' = \frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} \sum_{j=1}^{N_i} Y_{ij}.
\]

The appropriate covariance functional is

\[
E \left\{ \frac{1}{N_i} \sum_{j=1}^{N_i} [Y_{ij1} - E \left( \frac{1}{N_i} \sum_{j=1}^{N_i} Y_{ij1} \right)] [Y_{ij2} - E \left( \frac{1}{N_i} \sum_{j=1}^{N_i} Y_{ij2} \right)] \right\}.
\]

To estimate the unknown correlation coefficient \( \text{Corr}(Y_{ij1}, Y_{ij2}) \), the correct covariance functional should be standardized using the square root of the product of appropriately defined marginal variance functionals.
Example 5 shows that incorrect functional forms can indicate dependency when it is actually an artefact caused by informative cluster size. The opposite, incorrect functionals suggesting no dependency in presence of real correlation, could also happen in a setting where the cluster sizes are related to the outcomes in a specific way.

### 3.3 Sign and rank based functionals

Much of the literature on informative cluster size has been on nonparametric methods. It thus makes sense to define the basic sign and rank concepts and related quantities in the same functional spirit.

Suppose that the interest lies in the median of the distribution of \( Y_{i1} \) rather than its expected value. Alternative location functionals for this marginal median are then \( T_1(P) \) and \( T_2(P) \) which satisfy

\[
E[I(Y_{i1} \leq T_1)] = \frac{1}{2} \quad \text{and} \quad E\left[\frac{1}{N_i} \sum_{i=1}^{N_i} I(Y_{ij} \leq T_2)\right] = \frac{1}{2},
\]

respectively. Then \( \hat{T}_1 \) is the sample median of \( M \) observations \( Y_{11}, \ldots, Y_{M1} \) and \( \hat{T}_2 \) is the weighted median of all \( N = \sum_{i=1}^{M} N_i \) observations \( Y_{11}, \ldots, Y_{1N_1}, Y_{21}, \ldots, Y_{MN_M} \) with weights proportional to \( 1/N_i \) in the \( i \)th cluster. In the sign test one confronts the hypotheses

\[
H_0 : T_2(P) = 0 \quad \text{vs.} \quad H_1 : T_2(P) \neq 0.
\]

A modified sign test statistic related to \( T_2 \) is

\[
\frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} \sum_{j=1}^{N_i} \text{sign}(Y_{ij}),
\]

which is a special case of weighted sign tests considered by Larocque et al. [2007], but in the case of noninformative cluster size, with weights chosen as \( 1/N_i \). Again, standard asymptotics show that the standardized and quadratic form of the test statistic has a limiting chi-square distribution with one degree of freedom under the null hypothesis.

A signed-rank test for informative cluster size problems was considered by Datta and Satten [2008]. Their test is based on the within-cluster resampling approach proposed by
Hoffman et al. [2001], which cleverly avoids the modeling of the covariance structure. The concepts of rank and signed-rank can be defined in an informative cluster size setting in a functional manner. The estimate for the cumulative distribution functional $F(y)(P)$ is

$$
\hat{F}(y) = \frac{1}{M} \sum_{i=1}^{M} \left[ \frac{1}{N_i} \sum_{j=1}^{N_i} I(Y_{ij} \leq y) \right]
$$

An apparent modification of the rank of $Y_{ij}$ is, accordingly, $\hat{F}(Y_{ij})$. For the signed-rank concept we first need $F^+(y)(P) = E \left[ \frac{1}{N_i} \sum_{j=1}^{N_i} I(|Y_{ij}| \leq y) \right]$ and then the signed-rank of $Y_{ij}$ is $\text{sign}(Y_{ij}) \hat{F}^+(|Y_{ij}|)$. The signed-rank test statistic for testing whether the symmetry center of the distribution of $Y_{ij}$ is zero is then

$$
\frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} \sum_{j=1}^{N_i} \text{sign}(Y_{ij}) \hat{F}^+(|Y_{ij}|).
$$

This test has been proposed in Datta and Satten [2008], where also the limiting distribution is found via the resampling strategy.

To define the Hodges-Lehmann location functional for the distribution of $Y_{i1}$ we need, as in the i.i.d. case, two independent copies of the distribution of $V$, say, $V_i$ and $V_{i'}$. Alternative location functionals $T_1(P)$ and $T_2(P)$ satisfy

$$
E \left[ I(Y_{i1} + Y_{i'1} \leq 2T_1) \right] = \frac{1}{2} \quad \text{and} \quad E \left[ \frac{1}{N_i} \frac{1}{N_{i'}} \sum_{i=1}^{N_i} \sum_{i'=1}^{N_{i'}} I(Y_{ij} + Y_{i'j'} \leq 2T_2) \right] = \frac{1}{2},
$$

respectively. Note then that $\hat{T}_1$ is the Hodges-Lehmann estimate calculated from $M$ observations $Y_{11}, ..., Y_{M1}$ and $\hat{T}_2$ is the weighted Hodges-Lehmann estimate based on all $N$ observations. The signed-rank test given above is related to the latter functional.

### 3.4 Regression $L_2$ functionals

In the linear regression case the cluster variables are $(N_i; Y_{i1}, Y_{i2}, ..., X_{i1}, X_{i2}, ...)$. On each cluster, we observe cluster sizes $N_i$, a matrix $Y_i = (Y_{i1}, ..., Y_{iN_i})'$ consisting of
multivariate outcomes and a matrix of covariates \( X_i = (X_{i1}, \ldots, X_{iN_i})' \). Assume that 

\[
(X_{i1}, Y_{i1}), \ldots, (X_{iN_i}, Y_{iN_i})
\]

are exchangeable and that, for the correct \( \beta \), \( E \left( (Y_{i1} - \beta'X_{i1})X_{i1}' \right) = 0 \). Possible regression coefficient functionals in this case are \( \beta_1(P) \) and \( \beta_2(P) \) satisfying

\[ E((Y_{i1} - \beta_1'X_{i1})X_{i1}') = 0 \quad \text{and} \quad E \left( \frac{1}{N_i} \sum_{j=1}^{N_i} (Y_{ij} - \beta_2'X_{ij})X_{ij}' \right) = 0. \]

Then \( \hat{\beta}_1 \) is the least squares estimate based on \( (X_{11}, Y_{11}), \ldots, (X_{M1}, Y_{M1}) \) and \( \hat{\beta}_2 \) is a weighted least squares estimate using all the observations in the appropriate way.

Again, in the case of informative sample size, there is no functional corresponding to the naive estimate \( \hat{\beta} \) satisfying

\[
\sum_{i=1}^{M} \sum_{j=1}^{N_i} (Y_{ij} - \hat{\beta}'X_{ij})X_{ij}' = 0. \]

It is useful to note that from the estimating equation

\[
\frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} \sum_{j=1}^{N_i} (Y_{ij} - \hat{\beta}_2'X_{ij})X_{ij}' = 0
\]

we get by straightforward calculation that

\[
\hat{\beta}_2 = \left( \frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} X_i'X_i \right)^{-1} \left( \frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} X_i'Y_i \right),
\]

and that

\[
\sqrt{M} \left( \hat{\beta}_2 - \beta_2 \right) = \left( \frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} X_i'X_i \right)^{-1} \left[ \frac{1}{\sqrt{M}} \sum_{i=1}^{M} \frac{1}{N_i} X_i'R_i \right],
\]

where \( R_i = (R_{i1}, \ldots, R_{iN_i})' \) with \( R_{ij} = Y_{ij} - \beta_2'X_{ij}, j = 1, \ldots, N_i \). The first part of the right hand side converges in probability to its expected value, and the second part clearly has a limiting normal distribution. Thus, the statistical inference on the regression coefficients \( (\hat{\beta}_2 - \beta_2) \) can be based on a normal distribution with mean zero and a covariance matrix, which can be estimated by the sandwiching form \( \hat{A}^{-1} \hat{B} \hat{A}^{-1} \), where

\[
\hat{A} = \sum_{i=1}^{M} \frac{1}{N_i} X_i'X_i \quad \text{and} \quad \hat{B} = \sum_{i=1}^{M} \left( \frac{1}{N_i} X_i'R_i \right) \left( \frac{1}{N_i} X_i'R_i \right)',
\]
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For cases where \((X_{i1}, Y_{i1}), \ldots, (X_{iN_i}, Y_{iN_i})\) are not exchangeable, we can define \(\beta(P^*)\) in the sample space of
\[
V_i^* = (N_i; Y_{i1}, \ldots, Y_{iN_i}; X_{i1}, \ldots, X_{iN_i}; \alpha_i).
\]
by
\[
E^* ((Y_{i\alpha_i} - \beta' X_{i\alpha_i}) X_{i\alpha_i}) = E \left( \frac{1}{N_i} \sum_{j=1}^{N_i} (Y_{ij} - \beta' X_{ij}) X_{ij} \right) = 0.
\]
Functional \(\beta(P^*)\) then is a measure of “average regression”.

In standard cluster specific random effects models, if the cluster size distribution only depend on the random effect but not on the covariates, then a simple calculation shows that the corresponding components of the estimators without the \(1/N_i\) weight also converge to the correct regression parameters. In other words, in such cases, the classical analyses will also work for such parameters but the estimates of the other parameters including the intercept terms will continue to be biased. Benhin et al. [2005], Gueorguieva [2005], Wang et al. [2011] and Neuhaus and McCulloch [2011], e.g., consider these types of results.

### 3.5 Regression M functionals

In the univariate case, simultaneous (naive) M functionals \(\beta(P)\) and \(\sigma(P)\) for linear regression are given by equations

\[
E(w_1(R_{i1})R_{i1}X_{i1}) = 0 \quad \text{and} \quad E(w_2(R_{i1})R_{i1}^2) = E(w_3(R_{i1})),
\]

where now
\[
R_{ij} = R_{ij}(\beta, \sigma) = \frac{Y_{ij} - \beta' X_{ij}}{\sigma}, \quad i = 1, \ldots, M; \quad j = 1, \ldots, N_i.
\]

Recall that, in maximum likelihood estimation,

\[
w_1(R) = w_2(R) = -\frac{f'(R)}{Rf(R)} \quad \text{and} \quad w_3(R) \equiv 1,
\]
and Huber’s estimate, for example, is given by

\[ w_1(R) = \min\left(1, c/|R| \right), \quad w_2(R) = d \min\left(1, c^2/R^2 \right), \quad \text{and} \quad w_3(R) = 1, \]

with tuning parameters \( c, d > 0 \). Alternative functionals for clustered data with informative cluster size are given by

\[
E\left(\frac{1}{N_i} \sum_{j=1}^{N_i} w_1(R_{ij}) R_{ij} X_{ij}\right) = 0 \quad \text{and} \quad E\left(\frac{1}{N_i} \sum_{j=1}^{N_i} w_2(R_{ij}) R_{ij}^2\right) = E\left(\frac{1}{N_i} \sum_{j=1}^{N_i} w_3(R_{ij})\right),
\]

Iteration steps to compute the estimates \( \hat{\beta} \) and \( \hat{\sigma} \) are:

1. first update the residuals

\[
R_{ij} \leftarrow Y_{ij} - \frac{\hat{\beta}' X_{ij}}{\hat{\sigma}}, \quad R_i \leftarrow (R_{i1}, ..., R_{iN_i})',
\]

2. next the weights

\[
W_{1i} \leftarrow diag(w_1(R_{i1}), ..., w_1(R_{iN_i}))
\]
\[
W_{2i} \leftarrow diag(w_2(R_{i1}), ..., w_2(R_{iN_i}))
\]
\[
W_{3i} \leftarrow diag(w_3(R_{i1}), ..., w_3(R_{iN_i}))
\]

3. and finally obtain new values of \( \hat{\beta} \) and \( \hat{\sigma} \) as

\[
\hat{\beta} \leftarrow \left(\frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} X_i' W_{1i} X_i\right)^{-1} \left(\frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} X_i' W_{1i} Y_i\right)
\]
\[
\hat{\sigma}^2 \leftarrow \left(\frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} Y_i' W_{3i} Y_i\right)^{-1} \left(\frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} R_i' W_{2i} R_i\right) \hat{\sigma}^2.
\]

The covariance matrix estimate of \( \hat{\beta} \) can be approximated by the sandwich estimate \( \hat{A}^{-1} \hat{B} \hat{A}^{-1} \) where now

\[
\hat{A} = \sum_{i=1}^{M} \frac{1}{N_i} X_i' W_{1i} X_i \quad \text{and} \quad \hat{B} = \sum_{i=1}^{M} \left(\frac{1}{N_i} X_i' W_{1i} R_i\right) \left(\frac{1}{N_i} X_i' W_{1i} R_i\right)'.
\]
4 Test construction

Suppose that the null hypothesis of interest $H_0$ implies that (or can be formulated as)

$$E^*[T(Y_{1\alpha_1}, \ldots, Y_{M\alpha_M})] = 0$$

where $E^*$ corresponds to the probability measure $P^*$ overlying the distribution of $\alpha_i, N_i, Y_{i1}, \ldots, Y_{iN_i}$, plus the covariates $X_{i1}, \ldots, X_{iN_i}$ in the regression case, if they are assumed to be random, too. An appropriate test statistic for this testing problem based on i.i.d. observations $Y_{1\alpha_1}, \ldots, Y_{M\alpha_M}$ (plus covariates in case of regression) is simply given by

$$\hat{T}^* = T(Y_{1\alpha_1}, \ldots, Y_{M\alpha_M}).$$

As for example, if we are interested in testing $H_0 : E^*(Y_{i\alpha_i}) = 0$, then the null hypothesis implies that also $E^*[T(Y_{1\alpha_1}, \ldots, Y_{M\alpha_M})] = 0$ with $T(Y_{1\alpha_1}, \ldots, Y_{M\alpha_M}) = M^{-1} \sum_i Y_{i\alpha_i}$. While $\hat{T}^*$ is a valid test statistic, it is objectionable: (i) this may be inefficient since a large part of the data will be ignored depending on which observations are chosen by the particular realization of the random indices $\alpha_i$ and (ii) the artificial randomization itself may be unsatisfactory for practical application and may lead to additional variability. Therefore, an appropriate strategy will be to take a further expectation of this test statistic $\hat{T}^*$ with respect to conditional distribution of the indices $\alpha_i$ given the original clustered data $V_1, \ldots, V_M$ leading to the test statistic

$$\hat{T}(V_1, \ldots, V_M) = E^*(\hat{T}^*|V_1, \ldots, V_M).$$

Depending on the problem, this can sometimes be analytically calculated exactly or approximately (up to terms that are asymptotically ignorable, as $M \to \infty$) through a linear approximation of $\hat{T}^*$ [Datta and Satten, 2005, 2008]. In the one sample problem of testing location symmetry, Datta and Satten [2008] adopted the signed-rank statistic for clustered data by selecting $\hat{T}^*$ to be the regular signed-rank statistic for i.i.d. data. It turns out that the resulting $\hat{T}$ is algebraically equivalent to the signed-clustered rank test statistic we obtained in Section 3 from an intuitive consideration via statistical functional.
The test statistic $\hat{T}$ can always be estimated using a Monte-Carlo technique that is in the same spirit of the original within-cluster resampling proposal by Hoffman et al. [2001] for the estimation problem:

$$\hat{T} \approx \frac{1}{B} \sum_{b=1}^{B} \hat{T}^*(Y_{1\alpha_1(b)}, \ldots, Y_{M\alpha_M(b)}),$$

where a large number $B$ sets of realizations of the random indices $(\alpha_1, \cdots, \alpha_M)$ are drawn.

An estimate of the sampling variance of this test statistic can be computed in one of three possible ways:

(i) by analytical calculation involving linearization techniques such as projections;

(ii) by the Monte-Carlo variance formula

$$\hat{\text{Var}}(\hat{T}) \approx \frac{1}{B} \sum_{b=1}^{B} \hat{\text{Var}} \left\{ \hat{T}^*(Y_{1\alpha_1(b)}, \ldots, Y_{M\alpha_M(b)}) \right\}$$

$$- \frac{1}{B-1} \sum_{b=1}^{B} \left\{ \hat{T}^*(Y_{1\alpha_1(b)}, \ldots, Y_{M\alpha_M(b)}) - \hat{T} \right\}^2,$$

with the assumption that one has a variance formula for the statistic $\hat{T}^*$; or

(iii) by bootstrap resampling of the entire cluster of observations $V_i$ and by empirical variance of the test values of the test statistics calculated with the resampled data.

Example 6 (A modified $t$-test). An immediate modification of the $t$-test in conjunction with informative cluster size is as follows. The goal is to confront the null hypothesis $H_0 : E^*(Y_{i\alpha}) = 0$ with the alternative $H_0 : E^*(Y_{i\alpha}) \neq 0$, where $\alpha_i$ is uniformly distributed. Alternatively, the null can be formulated as $H_0 : E^* \left( \frac{1}{M} \sum_{i=1}^{M} Y_{i\alpha_i} \right) = 0$, which gives the test statistic $E^* \left( \frac{1}{M} \sum_{i=1}^{M} Y_{i\alpha_i} | V_1, \ldots, V_M \right) = \hat{T}_2$. As $M$ tends to infinity, the limiting distribution of the modified one-sample $t$-statistic is

$$\sqrt{M} \hat{T}_2 / \hat{\sigma} \rightarrow_D N(0,1)$$
where
\[ \hat{\sigma}^2 = \frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i^2} \left( \sum_{j=1}^{N_i} Y_{ij} \right)^2 \]
is a consistent estimate of the limiting variance of \( \sqrt{M} \hat{T}_2 \), because \( g(V_i) = \frac{1}{N_i} \sum_{j=1}^{N_i} Y_{ij} \)
are i.i.d. with expectation zero under the null.

5 A data example on patients with incomplete spinal cord injuries

This data set is based on an observational cohort of patients at the NeuroRecovery Network (NRN). Patients eligible for NRN have incomplete spinal cord injuries (SCI) with lesion at level T10 or above and are not participating in inpatient rehabilitation programs [Harkema et al., 2012]. Patients are discharged from the NRN for non-compliance with treatment, patient election, or if a plateau in the recovery of function is achieved. This last discharge criterion is of particular interest to the present analysis and is the reason for the potential informativeness of the cluster size. More severely impaired patients tended to have more “room for improvement” in function and hence remained enrolled in the NRN for longer periods of time, contributing more observations than those that enrolled with higher pre-existing function. This phenomenon has been previously demonstrated for NRN patients (Figure 2).

The outcome measures per longitudinal evaluation are as follows: The Ten Meter Walk Test is commonly used as a measure of walking capacity in SCI patients. In each test, a patient is instructed to walk as fast (10MW) as possible without assistance from the therapist conducting the assessment. The reliability and validity of this test in measuring walking function has previously been demonstrated [van Hedel et al., 2005].

The sample mean of the ten meter walking speed (meters/second) is \( \hat{T}_3 = 0.439 \). The weighted mean (weights inversely proportional to cluster size) is \( \hat{T}_2 = 0.493 \). This indicates that the marginal mean is underestimated without the proper weighting; in fact, \( \hat{T}_3 \) does not estimate any population functional and it is therefore not a proper
estimate. The sample statistic $\hat{T}_1 = 0.373$ does not estimate the same quantity as $\hat{T}_2$, either, because the assumption of exchangeability is not reasonable due to improvement in patient conditions over time (Figure 2).

We investigate for further illustration purposes the behavior of four estimates of $\beta$ in the linear model of the form

$$Y_{ij} = \beta' X_{ij} + \epsilon_{ij},$$

for studying the effects of gender (1 if male; 0 if female) and four races (indicators $\text{race}_1, \ldots, \text{race}_3$) on the results of the Ten Meter Walk Test (the Ten Meter Walk speed). There are $M = 333$ patients with at least one test result and $\sum_i N_i = 1329$ test results with non-missing values on the covariates. The four estimates of regression coefficients and their standard errors are obtained as follows.

1. Within-cluster resampling (WCR) with 1000 resamples. The model is fitted using ordinary least squares on each resample. Variances and standard errors of the regression coefficients are estimated by the Monte-Carlo variance formula given in section 4.

2. Ordinary least squares (OLS) fitted on the full data completely ignoring the clustering.

3. Inverse cluster size weighted least squares (ICSWLS) with weights inversely proportional to cluster size, and fitted on the full data. Standard errors are derived from the sandwich estimator of the covariance matrix given in section 3.

4. Linear mixed model (MM) with an additional patient random effect. Parameter estimates and their standard errors are derived via restricted maximum likelihood estimation using inverse of the covariance matrix as the weight matrix.

5. Inverse cluster size weighted Huber’s regression (ICWHR) estimate with $c = 1.5$ and $d = 1$ accompanied with standard errors derived from the corresponding sandwich estimator of the covariance.
Table 1: Parameter estimates and their standard errors (in parentheses) obtained by the within-cluster resampling (WCR), ordinary least squares (OLS), weighted least squares (ICSWLS), linear mixed model (MM) and weighted Huber’s regression estimate (ICWHR).

| Parameter | WCR    | OLS    | ICSWLS | MM     | ICWHR  |
|-----------|--------|--------|--------|--------|--------|
| Intercept | 0.418  | 0.297  | 0.420  | 0.415  | 0.385  |
|           | (0.216)| (0.104)| (0.203)| (0.211)| (0.169)|
| gender    | 0.139  | 0.107  | 0.138  | 0.137  | 0.094  |
|           | (0.064)| (0.029)| (0.059)| (0.064)| (0.047)|
| race1     | 0.086  | 0.172  | 0.086  | 0.088  | 0.031  |
|           | (0.220)| (0.107)| (0.218)| (0.214)| (0.176)|
| race2     | 0.042  | 0.258  | 0.040  | 0.053  | 0.032  |
|           | (0.244)| (0.119)| (0.229)| (0.238)| (0.216)|
| race3     | -0.060 | 0.038  | -0.061 | -0.056 | -0.063 |
|           | (0.211)| (0.102)| (0.202)| (0.207)| (0.167)|

WCR and ICSWLS approaches result into nearly identical parameter estimates and they are both known to be unbiased. Differences are attributable to randomness arising from resampling. Their standard errors are similar throughout. OLS estimates are biased, and severely so. The regression coefficient for race3, even has a different sign. Furthermore, the standard errors of the estimates are artificial and much too small as they do not account for the clustering. The parameter estimates from the linear mixed model often fall between ICSWLS and OLS estimates and are not far off, either. It has been noted that under specific conditions, a linear mixed model can result into consistent estimates of the slope parameters [Neuhaus and McCulloch, 2011]; a finding that is supported by these analyses. This, however, is not the case even in a random intercepts model if the covariate is related to the cluster sizes [Wang et al., 2011; Lorenz et al., 2011]. In our setting the explanatory variables are not closely related to the cluster sizes and this is a potential reason for the good performance of the linear mixed model here. Among these methods, our preference would be the ICSWLS leading to unbiased estimates without computational burden due to resampling of data. Inverse cluster size weighted Huber’s estimate provides a robust alternative to these methods and performs extremely well for this particular data set with similar estimates of regression coefficients and smaller standard errors throughout.
6 Concluding remarks

This paper gives an account on appropriate models, summary statistics and generalizing statistical classical, nonparametric and robust procedures on clustered data with possibly informative cluster size. We have demonstrated how subtle the problem is, and hope to have convinced the reader of a general method of dealing with it by appropriate functionals, leading to weighted sample statistics. In fact, it seems to us that the whole classical statistical theory, and the theory of robust statistical procedures with the concepts such as the breakdown point and influence function can be reformulated along these lines for informative cluster size problems.

It is clear that not all clustered data suffer from informative cluster size. Nevertheless, it seems like a good idea to investigate the distribution of the responses as function of the cluster size by means of graphical summaries or similar, to make sure this is not the case. Note, however, that the proposed modified properties are valid also if the cluster size is not informative, at the possible cost of losing some efficiency relative to optimally weighted procedures.
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Figure 1: Expected value of the regular sample mean as a function of $M$ in the setting of Example 4. A numerical estimate of the expected value is shown.
Figure 2: Results in the Ten Meter Walk Test depend on the cluster size, the total number of tests. Results are shown for selected cluster sizes. Furthermore, the tendency for improvement in tests results over time is clearly visible.