Application of a Kinetic Model for Studying the Spatial Spread of COVID-19
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Abstract—A one-dimensional model based on a kinetic-type equation is proposed for studying the dynamic distribution density of virus carriers in time and space while taking into account their distribution from a dedicated center. This model is new and fundamentally different from known models of the diffusion–reaction type. The analytical solution is built; for obtaining a series of calculations, numerical methods are also used. The model and real data from Italy, Russia, and Chile are compared. In addition to the rate of infection, the “rate of recovery” is considered. When the wave of recovery passes through a territory with the greater part of the commonwealth, a conclusion is made about the onset of global recovery, which corresponds to real data. The predictions are proved to have been accurate also for the second wave of the pandemic in Russia. The model is expected to be able also to describe adequately subsequent epidemics instead of only the development of COVID-19.
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Scientific groups around the world are working on the study of the COVID-2019 pandemic using various mathematical methods including very complex ones, which require powerful computing devices. But even simple models capable of identifying the characteristics of the current epidemic can detect regularities that escape due to the abundant data. Such identification would enable one to make certain predictions and, possibly, prevent more dangerous scenarios of the spread of the epidemic. In the articles based on the well-known model SIR and its modifications with a large number of parameters, the solutions are built, as a rule, for studying the development of disease only in time [1–3]. The spatial distribution of viruses is usually studied with the diffusion–reaction model [4–7]; see also [8]. This approach is used in the study of complex autowave processes [9]. However, it is also possible to use kinetic equations, which, in fact, are based on a different physical and mathematical model: such methods are used for describing the traffic streams in [10] and for modelling the sociohistorical processes (model of aggression) in [11, 12].

This study is similar to [11, 12]; however, the model turned out to be simpler due to the linearity of the equation. We emphasize that this is a fundamental difference from the models with diffusion, where the movement of infected people from an area with a large level of infection to an area with a lower level of infection always occurs. It is possible to imagine a situation in which people from an area with a lower level of infection in transport move to an area with a higher level, where quarantine is declared, and the exit is closed.

We use an inhomogeneous transport equation with a kinetic right-hand side. There are two parameters in the equation. The first corresponds to the averaged (over different vehicles) speed of the epidemic. The second corresponds to the value of “resistance” to the spread of virus carriers, which is modeled by the kinetic term describing a decrease in the number of infected passengers, which is associated with their return to places of residence or to places of temporary stay upon leaving the nidus of infection.

Two phases of the spread of infection were distinguished: portable and contact; the first phase lays the foundations for the contact phase. In our study, we investigate the transferential mechanism associated
with the migration of infected carriers from the center of infection. The contact mechanism is secondary: after the appearance of infected carriers, the infections occur locally. The superposition of the two factors gives the sum of all those infected. The contact infections are clearly manifested themselves when the measures of quarantine isolation of individual regions are introduced. The assumptions about isolation and the course of disease in such areas for approximately the same period of time enable us to show that the recovery process is “symmetric” to the infection process: the recovery begins earlier in the places where the infection earlier occurred.

We studied the processes in Russia, Italy, and Chile, where the main sources of the epidemic were associated with the capital centers (Moscow, Milan—the capital of Lombardy, and Santiago), which were visited by passengers from other countries, where the epidemic had already begun. The spread of infection occurred mainly in one direction, which was facilitated by the geographical extent of the countries, which allows us to consider a one-dimensional equation (the absence of infection from the “lateral borders” was taken into account, for example, from the Tyrrhenian and Adriatic seas, the Pacific Ocean, and the Andes, the northern and southern border sparsely populated territories in Russia)—only the areas to the east of Moscow were considered. The data on infections were taken from [13–16].

(2) By analogy with [12], for determining the density of infected passengers disembarking at a certain place at a certain moment of time, the following non-uniform transfer equation is used:

\[
\frac{dn}{dt} + U \frac{dn}{dx} = -\sigma n(t, x),
\]

where \( t \) is the time, \( x \) is the distance, \( n(t, x) \) is the density of moving carriers of the virus in a vehicle, \( U \) is the vehicle velocity, and \( \sigma \) is the coefficient of “resistance” to the motion of infected elements (mainly due to the disembarkation of passengers at their places of residence), which has the dimension of frequency. The initial condition for the Cauchy problem is taken in the form

\[ n_0(x) = H(-x), \]

where \( H(x) \) is the Heaviside function. This formulation of the problem means that, in fact, the carriers of virus enter the area under study \( x > 0 \) through the boundary \( x = 0 \). Using standard methods for solving linear partial differential equations, we obtain the following solution:

\[ n(t, x) = n_0(x - U t) \times e^{-\frac{\sigma x}{U}}. \]

We denote the density of virus carriers that landed at a given point as \( n_M(t, x) \). It is clear that this density grows as \( n(t, x) \) decreases; therefore, we can write

\[ \frac{dn}{dt} + \frac{dn_M}{dt} = 0; \]

\[ \frac{dn}{dt} = \frac{dn}{dt} + U \frac{dn}{dx}; \]

\[ \frac{dn_M}{dt} = \frac{dn_M}{dt}. \]

With taking into account Eq. (1), the equation for \( n_M(t, x) \) takes the following form:

\[ \frac{\partial n_M}{\partial t} = \sigma n. \]  

The solution of this equation is written as follows:

\[ n_M(t, x) = n_{M0}(x) + \int_0^t \sigma n(\tau, x) d\tau. \]

The substitution of expression (2) and the initial conditions \( n_{M0}(x) = 0 \) and \( n_0(x) = H(-x) \) permits us to obtain the expression for \( n_M(t, x) \):

\[ n_M(t, x) = \frac{\sigma}{U} (U t - x) \times H(U t - x) \times e^{-\frac{\sigma x}{U}}. \]

The parameter \( \sigma \) may depend on \( t \) and \( x \) (\( U \) may also be a dependent value, but we assumed it as constant). One of the options for the dependence of \( \sigma \) on the coordinate can be obtained by taking into account the density of the population

\[ \sigma(x) = \sigma_i \rho(x), \]

where \( \rho(x) \) is the linear population density, which has a dimension of \( 1/\text{km} \), and \( \sigma_i \) is a certain constant, which has the dimension of \( \text{km/day} \).

Substituting Eq. (5) into formula (2), we obtain the following expression:

\[ n(t, x) = n_0(x - U t) \times e^{-\frac{\sigma_i}{U} \int_0^t \rho(\zeta) d\zeta}. \]

A similar substitution in formula (4) results in the following:

\[ n_M(t, x) = \frac{\sigma_i \rho(x)}{U} (U t - x) \times H(U t - x) \times e^{-\frac{\sigma_i}{U} \int_0^t \rho(\zeta) d\zeta}. \]

The parameter \( \sigma_i \) is acquired as follows: \( t \) is fixed in formula (6) and the known data for two values of \( x \) are substituted.

The territory of the country is divided into regions along the selected direction of the spread of infection. For approximating the information from known sources in the selected regions, we summarized the values in the regions included in the region with the corresponding weights.

(3) In Italy, the territory was divided into nine regions. The \( U \) parameter, which determines the rate
of virus spread, can be estimated from the data on the first infections in each region. We fixed the first day in which there were at least five cases. By setting the points corresponding to these days, we plot the corresponding straight line using the least squares method. From the tangent of the slope of this straight line in the upper graph in Fig. 1, we find $U$. The lower graph in Fig. 1 corresponds to the spread of recovery. The onset of recovery for the selected region was determined when the peak infections per day were achieved. The least squares method was used with an approximation by the second-order polynomial. For each parabola, we determined the peak, which was taken as the date of the onset of recovery for this region. An example of the application of the least squares method is shown in Fig. 2 for Russia. For Italy, the infection rate was 53 km/day and the recovery rate was 52 km/day.

In Russia, the territory was divided into seven regions to the east of Moscow and similar methods were used for finding the infection rate of 87 km/day and the recovery rate of 52 km/day.

In Chile, the territory was divided into four regions to the north of Santiago and three regions to the south of the capital. These two directions were considered independently of each other. For Chile, infection rates were 44 and 97 km/day for the north and south, respectively. The recovery rates are 23 and 96 km/day.

The comparison of the solution according to the model equations (the lower graph in Fig. 3) with real data (the upper graph in Fig. 3) is shown for the first 18 days of observations (starting from February 24). It can be seen that the nature of the real and theoretical distributions is similar, but the values of the real data are higher than the theoretical ones, since the second contact factor begins to play an important role. Moreover, although the positions of the peaks of the number of infected peoples according to the calculated and real data approximately correspond to the positions of the local peaks of the population density (the middle graph in Fig. 3), the second peaks of infected peoples are lower than the first peaks (and, for the density, the second peak is higher). This fact shows that the model corresponds to reality: in Italy, the rapid decrease in space is associated both with the fact that many people sought to leave Lombardy and with quarantine barriers. Subsequently, with the effect of population density on the contact infections, the second peak...
becomes gradually higher than the first peak (these data after 18 days of infection are not shown).

The proximity of the values of the rates of spread and recovery (this proximity turned out to be true with a certain error for both Russia and Chile) enables us to predict the peak of infections per day in the country using information about the peak infections in the center of spread of the epidemic. For example, on the bases of the data from the first wave of COVID-19 in Russia, it was found that the peak infection in Russia is achieved from two to three weeks after achieving a similar peak in Moscow.

(4) Nowadays, a new wave of the pandemic continues and such clear conditions for the development and spread of COVID-19 are no longer observed. The autumn wave of the pandemic is of a more complex nature, which was facilitated by many factors; in particular, there was no strict isolation such as in the spring. Nevertheless, for Russia, the situation in which is of the greatest interest to us, it can be assumed that Moscow was the main center for spreading the virus to the east. Therefore, the peak infection in Moscow is achieved approximately two—three weeks earlier than in the whole of Russia. The predictions made at the end of December (see Fig. 2), were confirmed with taking into account the real data at the end of January (see Fig. 4). In Figs. 2 and 4, the upper graphs correspond to the nature of infection in Moscow and Russia as a whole, respectively. In Fig. 2, which shows the data for December 30, the peak for Moscow corresponds to December 10—12; for Russia, it is achieved approximately by December 28—30. It can be expected that, from this moment of time, the morbidity rate began to decrease in Russia. The data obtained...
at the end of January confirmed this prediction of the model. The plotted graphs in Fig. 4 show the above-noted lag in Russia as compared to Moscow. However, in accordance with the accepted method for determining the peaks, there was a slight shift of them to somewhat previous dates, but the indicated difference of about two weeks remains. In Fig. 4, the peak corresponds to December 4–5 for Moscow and to December 20–21 for Russia.

The results obtained may have predictive potential for the expected subsequent waves of the pandemic, in particular, for those associated with the emergence of new strains of the virus. For further use of a more detailed two-dimensional model with many centers of infection, it would be necessary to carry out more complex numerical calculations.
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