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We investigate the tendency for financial instruments to form clusters when there are multiple factors influencing the correlation structure. Specifically, we consider a stock portfolio which contains companies from different industrial sectors, located in several different countries. Both sector membership and geography combine to create a complex clustering structure where companies seem to first be divided based on sector, with geographical subclusters emerging within each industrial sector. We argue that standard techniques for detecting overlapping clusters and communities are not able to capture this type of structure, and show how robust regression techniques can instead be used to remove the influence of both sector and geography from the correlation matrix separately. Our analysis reveals that prior to the 2008 financial crisis, companies did not tend to form clusters based on geography. This changed immediately following the crisis, with geography becoming a more important determinant of clustering.

I. INTRODUCTION

Financial markets provide a rich application area for the study of complex networks [x]. In a financial network, nodes represent financial instruments while the edge weights denote the correlation between the price changes of these instruments over some period of time. The purpose of studying financial networks is to gain information about the underlying correlation structure and to better understand how it is influenced by various real-world factors, which is of great importance to risk management [x], investment theory [x], and index tracking [x].

Much work has focused on the task of detecting clusters in financial networks, corresponding to groups of companies which have highly correlated stock price movements. It has been found that companies often form clusters based on the industrial sector to which they belong, with (for example) banks tending to behave differently than telecommunications companies [x]. These studies generally only focus on the analysis of companies located within a single country, however a similar analysis has been carried out currency exchange rates and national stock indexes [x] which shows that there is also evidence of clustering based on geographical location, with East Asian currencies tending to behave differently than European ones, and so on.

The existing literature on financial correlation networks has mainly focused on situations where there is only a single factor which influences the correlation structure - membership when studying individual companies, and geographical location when studying currency exchange rates or national stock indexes. However, many real portfolios will be driven by multiple factors. For example, a portfolio containing companies which are spread across multiple sectors and located in several different countries may be expected to form clusters which are based on both sector and geography, with Spanish banks perhaps behaving in a different manner than British banks. An analysis which focused only on one clustering factor, such as sector, would be inadequate for this type of data. With this in mind, we develop techniques which allow multiple factors to drive the correlation structure. We show that in a naive analysis, it appears that it is mainly sector membership which influences clustering. However a closer look reveals that there is a semblance of geographical clustering, although this is swamped by sector effects. In order to reveal the true influence of geography, we can make a transformation which strips the correlation matrix of the influence of sector membership.

Finally, we investigate how the influence of sector and geography on the clustering structure evolves over time, with a particularly important change occurring during the recent financial crisis where geography starts to become a more important determinant in the countries which were most affected by the sovereign debt crisis. Understanding the time-dynamics of financial correlations is an important area of research [x], and our analysis shows how this can sensibly be carried out in cases where there are multiple latent clustering factors.

II. DATA

The data we will analyse throughout consists of the daily returns of the 350 companies which compose the Standard & Poor (S&P) 350 European stock index. The companies in this index are among the largest in the continent, and together make up approximately 70% of the total European market capitalization.

We obtained the daily closing prices for each company between the dates of January 1st 2003, and March 17th 2012. In order to avoid the difficult problem of synchronizing prices across substantially different time zones, we have excluded companies which trade only on non-European stock exchanges, along with those which either did not have stock quotes going back to 1 January 2003, or which underwent mergers or acquisitions during
III. CLUSTERING ALGORITHM

Clustering is the process of assigning objects to groups such that objects in the same group are similar according to some specified distance metric, while companies in distinct groups are different. As in [2, 3, 4], we put a distance metric on the space of companies which is based over the whole period.

The distance between any two companies $i$ and $j$ can then be defined as:

$$W_{ij} = \sqrt{2(1 - \rho_{ij})}.$$  

This problem differs markedly from the usual scenario considered in the literature on detecting overlapping communities [2, 5], which assumes that, even though a node may belong to multiple communities, these different communities are distinct and well formed. An example of this situation is shown in Fig. 11, which shows a representation of two overlapping clusters colored red and green, plotted in a 2 dimensional space. A small number
of points belong to both clusters, and are plotted in blue.

In contrast, our situation is akin to that shown in Fig. 1b. Here each point has two binary features attached to it, say A and B. If feature A has a value of 1 then the point is colored red, and if it has a value 0 then it is colored blue. Similarly if feature B has a value of 1 then the point is represented by a circle, otherwise it is represented by a triangle. From the plot, it is clear that feature A has the largest effect on the clustering structure, with points being very well separated based on which value they have. However feature B also has some weight, with points being sub-grouped within each cluster based on this. If we were to naively run a clustering algorithm on this data, then it would not be able to detect the effect that feature B has on the clustering because this is masked due to the stronger effect of A. In order to reveal the true effect that B is having, we must first transform the data to remove the effect of feature A in a principled manner.

A reasonable question which might be asked is: if the clustering structure implied by secondary factors such as geography are masked in the financial data to the extent that they are not immediately detectable, then why are they of interest? The simple answer is that the correlation structure of real data is usually not static, but instead changes over time. Although at one point in time the clustering based on geographical location may be masked, it may become more dominant in the future as we will show with reference to the 2008 financial crisis.

V. STATIC ANALYSIS

We begin the data analysis by working with the static correlation matrix defined over the whole 8 years of data, ignoring any time varying structure. In order to aid interpretation of the clusters found by the HC algorithm, it is useful to project the correlation matrix into a two-dimensional space in order to better visualize its structure. Although the actual clustering is performed in the original high-dimensional space rather than in two-dimensions, such a representation can provide an interesting visual summary of the data.

Multidimensional scaling (MDS) can be used for this purpose. MDS is a traditional tool in statistical analysis which allows high dimensional data to be plotted on the Euclidean plane \( \mathbb{R}^2 \). Given a set of \( n \) objects and an arbitrary distance matrix \( \{W_{ij}\} \) where \( W_{ij} \) denotes the distance between object \( i \) and object \( j \), MDS searches for a representation of the objects in two dimensions such that the distance between each pair of objects is as close as possible to the distance between them in the original higher dimensional space. In other words, it seeks a collection of \( n \) vectors \( x_i \in \mathbb{R}^2 \) satisfying:

\[
\min_{x_1,\ldots,x_n} \sum_{i<j} (||x_i - x_j|| - W_{ij})^2.
\]

Fig. 2a shows a MDS plot of the data where each company is represented by a colored point denoting its sector, with each sector having a different color. If companies in the same sector do behave in a similar manner then they will be close to each other on this plot, and we would see large groups of companies all of which have the same color. This is indeed what happens, with the companies in the Financials sector (colored green) in the bottom right corner being especially well separated from the rest. However, there is also substantial overlap between sectors; for example, looking at the top of the plot shows that while companies in the Industrials sector (blue) and Materials sector (cyan) companies do split off from the remainder of the companies, they tend to be quite similar to each other. This provides some indication of why previous approaches to clustering based on sector such as \([?]\) have only achieved limited success; although there is sectoral grouping in the data, it is not strong enough for there to be a formation of completely disconnected sectors, and there is substantial overlap.

Next, Fig. 2b shows the same MDS plot with the companies instead colored based on their geographical location rather than their sector membership. It is visually obvious that there is less clustering structure than in the previous plot, suggesting that geography does not have a strong influence on the clustering. However this naive analysis is slightly misleading. Consider the Industrial companies in the top right which were colored blue in the previous picture. Within these Industrials, there is a definite subclustering based on geography, which is most evident when looking at the group of five companies at the top of Fig. 2b. These form a distinct group within the Industrial sector and have a different color from the rest of that sector, showing that they are in a different country from the rest (Germany). A similar picture can be found looking at the Financial companies in the bottom right of Fig. 2b, again within this sector it can be seen that those in the same country tend to be closer together, suggesting similar behavior. The same pattern can be observed throughout the plot, which suggests that
order to assess this further, we will introduce a more quantitative measure to assess the extent to which the clustering is based on sector and geography. Then, we show how a transformation of the data can remove the effects of sector to make the geographical groupings more visible.

A. Purity

To quantify the extent that the clusters found in the data correspond to real sectorial/geographical groupings, the dendrogram produced by HC must be compared with the information about sectors and geography obtained from S&P. However this is subtle because as we mentioned in Sec. III above, these groupings are rather broad and there may be several sub-sectors within each broad sector classification. A naive approach for assessing whether the clusters found by HC correspond to real sector/geography clusters would be to cut the dendrogram using some suitable entropy-based measure to form hard clusters, and then compare these to the S&P labels. Let $C_i$ be a cluster found in the data, and let $S_j$ be a collection of companies which share the same sector (or geographical) label according to S&P. Then the overlap between $C_i$ and $S_j$ can be defined based on the number of companies they have in common. One possible measure for this is the Jaccard index $\frac{|C_i \cap S_j|}{|C_i \cup S_j|}$.

However this will not work for our purposes; suppose that the clustering algorithm splits the Financial companies into two subgroups, one containing banks and the other containing insurance companies. Both will have a low Jaccard index since neither corresponds exactly with the S&P list of Financial companies. To avoid this problem, we instead define a notion of purity which takes the hierarchical structure of the data into account, and which uses the dendrogram directly. Suppose we wish to quantify the extent to which companies in some sector $S_i$ are clustered together in the HC dendrogram. Let $c_i$ and $c_j$ be two arbitrary companies belonging to this sector. Recall from Sec. III that the HC algorithm hierarchically merges clusters until there is only one cluster remaining, which contains every company in the data set. There will therefore be a lowest point on the dendrogram where $c_i$ and $c_j$ are merged into the same cluster. Intuitively, this is the smallest cluster in the data containing both $c_i$ and $c_j$. The fraction of points in this cluster which belongs to the same sector as $c_i$ and $c_j$ is then computed. The procedure is then repeated for all pairs of companies in the sector, and the average value denotes the sector purity. A similar procedure can be used to measure the purity of each country. This procedure has previously been used by [?] in a slightly different context.
TABLE II: The left hand table shows the purity of each sector and country before any adjustment is made to the data. The right hand table shows the purities after the adjustment discussed in Sec. VI has been performed to remove the effects of sector/geography membership respectively. P-values are given in brackets.

In Table IIa (on the left), we show the purity scores for each of the sectors and countries in the data. It can be seen that these scores broadly reflect the qualitative features of the data we noted in the previous section, with the typical sector-based purity scores being substantially higher than those of the geography groupings.

To aid interpretation of Table IIa, it is important to assess whether the high purity scores represent real structure in the data, or whether they are purely a result of statistical noise. For this purpose, we use a measure of statistical significance similar to that of a permutation test. Suppose that a particular sector or country contains M companies. In order to assess whether the observed purity score is significant, it should be compared to the distribution of purity scores that a random sample of M unrelated companies would have, since the latter represents the score that would be expected to arise through pure chance. The purity score distribution of a random sample can be estimated in the same manner as a permutation test, which is commonly used in statistical applications. First, select a random sample of M companies from the data set, where each company has equal probability of being included in the sample. Next, compute the purity score of this sample; since the companies have been selected randomly, it is unlikely that the resulting score will be high. By repeating this procedure a large number of times using different randomly selected samples, the purity score distribution can be approximated. A p-value can then be computed for each of the purity scores in Table IIa based on the probability of a random sample of the same size having an equal or greater purity. As shown in the table, the resulting p-values are all very small, which suggests that the purity scores found for the sectors and countries given in Table IIa do indeed correspond to genuine structures in the data.

VI. DISCOVERING HIDDEN CLUSTERS

In order to reveal the influence that geographical location has on the clustering structure, we propose adjusting each company’s return series to remove the effects of sector membership. If the effect that sector factors have on the returns is eliminated in a principled way, then the effect of geography should be clearer and less masked in the transformed data.

In previous studies of financial price movements, it has been found that a large percentage of the observed correlation structure can be explained by a single ‘market factor’ which represents the market economy as a whole. In other words, much of the correlation between individual companies can be explained by the fact that each company is highly correlated with a global market factor. This phenomena has been found in many different financial data sets, often using Random Matrix Theory. Recently, it showed that if the correlation matrix is adjusted to remove the effect of the market factor, then the structure of the matrix becomes much less noisy – after the correlation that each company has with the global factor has been removed, the remaining residual correlations allows clustering effects to be more clearly determined.

In the study, several methods for removing the effects of the global market factor are assessed. Each of these essentially involves subtracting the daily price returns of the market factor from the daily price returns of each individual company. The method which they found most successfully decouples the company correlations from the market factor, is as follows. First, the component of the returns associated with the market factor is estimated by a synthetic ‘pseudo-index’ defined as the average returns of all the stocks in the portfolio:

\[ R_t = \frac{1}{N} \sum_{i=1}^{N} r_{i,t} \]  \hspace{1cm} (3)
The effect that this pseudo-index has on the returns of each stock can be removed by using regression. In a standard one variable linear regression model, the relationship between a set of dependent variables \{Y\}_i and a set of independent variables \{X\}_i is modeled as \[ Y_i = \alpha + \beta X_i + \epsilon_i, \quad \epsilon \sim F \]
where \( F \) is some symmetric distribution with mean 0. In this model, the expected value of \( Y_i \) is \( \beta_0 + \beta_1 X_i \), while each \( \epsilon_i \) represents the residual variation in \( Y_i \) which is not explained by \( X_i \). The values of \( \alpha \) and \( \beta \) can be estimated using standard ordinary least squares.

If the returns of the pseudo-index are regressed on the returns of each stock, this leads to the model:
\[ r_{i,t} = \alpha_i + \beta_i R_t + \epsilon_{i,t}, \quad (4) \]
where \( r_{i,t} \) denotes the return of the \( i^{th} \) stock on day \( t \). The residuals \( \epsilon_{i,t} \) then represents the components of the returns of stock \( i \) which are not explained by the market factor. It is shown in [? ] that if each \( r_{i,t} \) is replaced with \( \epsilon_{i,t} \) when it comes to computing the correlations in Eqn. [1] used for clustering, then the results tend to be less noisy since the correlation which each stock has with the market factor is removed. Note that it would be also possible to perform the same adjustment by regressing the returns of each company onto those of a real stock index such as the S&P 500 itself, so that \( R_t \) above is replaced with the daily returns of this index. However we choose to use the pseudo-index from Eqn. [2] instead, since [? ] found via experimental analysis that using such a pseudo-index is more effective at decorrelating the companies than using a real index.

We propose using a similar approach to remove the effects of sector membership. Rather than constructing a pseudo-index to represent the market as a whole, we instead construct a separate pseudo-index for each sector separately, by averaging the returns of only the companies in that sector. Then, each company is regressed against the pseudo-index corresponding to the sector it belongs to. In this way, the sector influence on each company is removed. Suppose that the \( j^{th} \) GICS industrial sector \( S_j \) contains the \( M \) companies with return vectors \( r_{(1)}, \ldots, r_{(M)} \). The corresponding sector pseudo-index is then:
\[ S^j_t = \frac{1}{M} \sum_{i=1}^{M} r_{(i),t}. \quad (5) \]

Each company then has the component of its returns vector associated with its sector membership being removed, by being regressed against the corresponding sector index:
\[ r_{(i),t} = \alpha_{(i)} + \beta_{(i)} S^j_t + \epsilon_{(i),t}. \quad (6) \]

Then, when it comes to computing the correlation matrix from Eqn. [1] used for clustering, the returns of each company are replaced with the residual \( \epsilon_{(i),t} \), representing the component of variance which is not associated with sector membership. As the effect of sector membership will then be largely removed from the data, the effects of geographical location should more clearly show up in the clustering structure.

However a problem occurs when using the above regression technique. Because we are considering each sector separately, there will only be a small number of companies which contribute to each sector pseudo-index \( S^j \). As financial price return series tend to be heavy-tailed and non-Gaussian [? ], there is a risk that an extreme price movement in the returns of one company will drastically skew the results. We therefore instead use techniques from the field of robust regression analysis. First, rather than defining the pseudo-index as the mean of the \( r_{(i),t} \) returns for each stock in the sector, we instead define it as the median. It is well known that the sample median is much less sensitive to outliers than the sample mean. We will now write \( S^j \) for the resulting median-based pseudo-index for sector \( j \) on day \( t \).

Although this leads to more representative pseudo-indexes, if the regression coefficients \( \alpha_i \) and \( \beta_i \) are estimated via ordinary least squares, they will have a high variance if the residuals \( \epsilon_{(i),t} \) come from a non-Gaussian heavy tailed distribution. We therefore instead use the Theil-Sen estimator to estimate each \( \alpha_i \) and \( \beta_i \) rather than the standard least squares estimator. The Theil-Sen approach is widely used when performing regression in situations where there may be extreme values, since it is more robust against outliers than the ordinary least squares [? ]. The Theil-Sen estimates can be computed as follows: for each company \( i \) in sector \( j \), write the data as the ordered pairs \((S^j_t, r_{i,t})\) with \( t = 1, 2, \ldots, T \). The slope estimator \( \hat{\beta}_i \) is then defined as the median of all pairwise slopes between these pairs, i.e.:
\[ \hat{\beta}_i = \text{median} \left( \frac{r_{i,m} - r_{i,n}}{S^j_m - S^j_n} \right), \quad m \neq n, \]

![FIG. 3: MDS projection and dendrogram of the data after adjustment to remove the effects of sector membership, with companies colored based on their geographical location. It can be seen that removing the effect of sector membership gives a much clearer picture of how geographical location affects clustering.](image-url)
where $m$ and $n$ run over all ordered pairs. Given this estimate, the intercept estimator $\hat{\alpha}_i$ is defined as the median of the $r_{i,t} - \hat{\beta}_i S^2_{i,t}$ values. As this estimator is defined in terms of medians, it is highly robust to outliers in the data and will give a better fit to the data than using the standard least squares approach.

After the price returns of each company have been transformed to remove the effects of sector membership according to Eqn. 6 with the $\alpha_i$ and $\beta_i$ coefficients estimated using the Theil-Sen method, the clustering algorithm was rerun on the data. Fig. 3a shows a MDS plot of the companies colored by country, after the effect of sector membership has been removed. Compared to Figure 2b from Sec. V the geographical clusters are now much more distinct, and there are several clear clusters. The green (dark in grayscale) cluster in the bottom left, which represents the countries located in the United Kingdom, make an especially distinct group, as expected, the geographical clusters found are much stronger than before, with much thicker bands of color.

In order to quantitatively assess the impact which the removal of sector membership has on the purity of the geographical clusters found by HC, Table 11 gives the new purity associated with each country. These scores are now much higher than those in Table 11a before the regression adjustment was made, with almost every country showing a much higher purity, particularly Finland, Germany, the United Kingdom, Portugal, Spain and Sweden. This analysis shows that contrary to first impressions, geography plays a strong role in determining the clustering structure. It is only the fact that sector membership has an even stronger influence which masks this.

VII. DYNAMIC ANALYSIS

We now investigate how the clustering purity of each country changes over time. This is important since there is no prior reason to believe that the effect of geography will be static, particularly with the recent financial crisis and sovereign debt concerns. As discussed in the Introduction, this has potential implications for risk management since assessing the risk of a portfolio should take into account potential changes in the dynamic correlation structure, and the potential for companies to cluster based on different factors at different times.

In order to study how the clustering structure evolves over time, we must allow the correlation $\rho_{ij}$ between companies $i$ and $j$ to be time-varying, rather than fixed over the whole period as it was in Eqn. 1 in the static case. Given an appropriately defined time-varying correlation $\rho_{ij,t}$, a dynamic distance measure between the companies can be defined in a similar way as in the static case:

$$W_{ij,t} = \sqrt{2(1 - \rho_{ij,t})}. \quad (7)$$

In order for $\rho_{ij,t}$ to accurately estimate the true (dynamic) correlation at time $t$, it must be defined in a way which gives most weight to the recent stock prices at $t$ and less weight to older prices. The usual way to implement this \([?] \) is via the notion of a sliding window where the correlation at time $t$ is computed using only the most recent $w$ observations, for some choice of the window length $w$. However we feel that this weighting is slightly unrealistic, with the last $w$ observations receiving equal weights and then an abrupt drop-off where older observations receive no weight at all. Therefore we instead use exponential forgetting which allows the weight assigned to older observations to decay more smoothly. Let $\lambda \in [0,1]$ denote a forgetting factor, where a value closer to 1 results in more weight being given to recent observations. The time-varying variance of company $i$ can then be defined as:

$$\sigma^2_{i,t} = (1 - \lambda)\sigma^2_{i,t-1} + \lambda \tilde{r}_{i,t}^2, \quad \sigma^2_{i,0} = 0$$

and the time-varying correlation between companies $i$ and $j$ can be similarly defined:

$$\rho_{ij,t} = (1 - \lambda)\rho_{ij,t} + \lambda \frac{\tilde{r}_{i,t}\tilde{r}_{j,t}}{\sigma_{i,t}\sigma_{j,t}}, \quad \rho_{ij,0} = 0.$$  

This implements exponential smoothing through a weighted moving average which assigns higher weights to more recent observations, with $\lambda$ controlling the rate at which older observations are forgotten. We used the value $\lambda = 0.01$ in the following analysis in order to reduce the effect of short-term fluctuation, particularly in the countries where data on only a small number of countries is available. The distance matrix can then be defined at each time step as $W_{ij,t}$ above, which is used for computing the clustering using HC.

Note also that we have marked the returns $\tilde{r}$ with a tilde to emphasize that we are using the data which has had sector-influence removed via the techniques introduced in the previous section – as will be seen below, this makes the dynamic effect of geographical much more visible.

For each of the 2225 days in the 8 year period, we generated the corresponding $W_{ij,t}$ matrix. The HC clustering algorithm was run over each matrix, and the purity scores of the resulting clusters were computed on each day. Figures 4a and 4b show how the clustering purity for several countries changes over time. These plots show that in the countries most affected by the financial crisis, namely Spain, Greece and Italy, there is a very noticeable increase in the clustering purity after 2008–2009, corresponding to the beginning of the European sovereign debt crisis. This is broadly consistent with other literature \([?] \) which suggests that financial assets become more correlated in times of crisis. However our analysis clearly shows that this does not affect all countries equally, since Great Britain, Germany, France and the Netherlands do not show such a sharp increase, which suggests companies in these countries are not clustering
FIG. 4: Figs. (a) and (b) show how the cluster purity scores for each country change over time after the influence of sector membership has been removed via the technique in Sec. VI. The increased purity scores of the most crisis-hit countries after 2008-2009 are very prominent. Figs. (c) and (d) show the same purity scores computed on the data that has not had sector membership removed. The dynamic structure is clearly masked in these, and cannot be seen.

VIII. CONCLUDING REMARKS

In this work we have studied the effect that multiple correlation factors can have on the clustering structure of a financial portfolio. Unlike previous studies which have considered the effect of sector membership and geographical location separately, we studied both simultaneously and have shown that the interaction between these factors can be complex, and not easily handled by existing techniques for identifying overlapping communities.

In order to reveal the time-varying dynamics of the clustering structure, we proposed a method for adjusting the observed correlation matrices to remove the effects of both sector membership and geography separately. After making this adjustment, the effect that both factors have on the clustering becomes much clearer. This allows the clustering structure to be studied over time. Our analysis reveals that between the years of 2003 and 2008, companies located in the same country did not tend to cluster together. However after the 2008 financial crisis this pattern changed, and geography started to become an important determinant of the clustering. This is especially the case in the countries which were hit hardest by the crisis, such as Spain and Italy.