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In this paper, we mainly investigate two kinds of gauge transformations for the constrained modified KP hierarchy in Kupershmidt-Kiso version. The corresponding gauge transformations are required to keep not only the Lax equation but also the Lax operator. For this, by selecting the special generating eigenfunction and adjoint eigenfunction, the elementary gauge transformation operators of modified KP hierarchy $T_D(\Phi) = (\Phi^{-1})^{-1}\partial\Phi^{-1}$ and $T_I(\Psi) = \Psi^{-1}\partial^{-1}\Psi$, become the ones in the constrained case. Finally, the corresponding successive applications of $T_D$ and $T_I$ on the eigenfunction $\Phi$ and the adjoint eigenfunction $\Psi$ are discussed.
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1. Introduction

In the early 1980s, the modified Kadomtsev-Petviashvili (mKP) hierarchy [15, 17] is introduced as the nonlinear differential equations satisfied by the tau functions. There are many versions of the mKP hierarchy [6, 8, 10, 16, 18–20, 24, 28, 29], and their common features are to convert the relationship between KdV and mKdV into the KP situation. Here, we will only consider the Kupershmidt-Kiso version [6, 18–20, 24]. The mKP hierarchy in Kupershmidt-Kiso version is the particular case of the coupled modified KP hierarchy [29], which is proved that there are two tau functions $\tau_0$ and $\tau_1$. Compared with the KP hierarchy [9, 11] only owning a single tau function, it is more difficult to study the mKP hierarchy with two tau functions. The existence of $\tau_1$ and $\tau_0$ makes the mKP hierarchy in Kupershmidt-Kiso version becomes a relatively separate system, just like the KP hierarchy [9, 11].

Gauge transformation [3–7, 12–14, 21–25, 27] is one kind of powerful methods to construct the solutions of the integrable systems. By now, the gauge transformations of many integrable hierarchies have been studied. For example, the KP and mKP hierarchies [3, 4, 6, 13, 24, 25], the BKP and CKP hierarchies [14, 27], the discrete KP and modified discrete KP hierarchies [22, 23], the $q$-KP and modified $q$-KP hierarchies [5, 7, 12, 21] and so on. For the mKP hierarchy, there are two types of elementary gauge transformation operators [6, 24]: differential type $T_D(\Phi) = (\Phi^{-1})^{-1}\partial\Phi^{-1}$ and integral type $T_I(\Psi) = \Psi^{-1}\partial^{-1}\Psi$, which commute with each other and thus are more applicable.

In this article, we focus on the gauge transformations of the constrained mKP (cmKP) hierarchy. The corresponding gauge transformations are required to keep not only the Lax equation but also
the Lax operator \([1–3, 25, 30]\). For this, by selecting the special generating eigenfunction and adjoint eigenfunction, the elementary gauge transformation operators of the modified KP hierarchy \(T_D(\Phi)\) and \(T_I(\Psi)\), become the ones in the constrained case. In fact, the Lax operator has \(m + 1\) components after the gauge transformation, compared with \(m\) components at initial. Thus one of the components must be 0 to keep the original form of the Lax operator. Special generating functions of \(T_D\) and \(T_I\) must be chosen to satisfy this condition. Finally, the corresponding successive applications of \(T_D\) and \(T_I\) on the eigenfunction \(\Phi\) and the adjoint eigenfunction \(\Psi\) are discussed.

This paper is organized in the following way. In Section 2, some basic facts about the mKP hierarchy are introduced. In Section 3, the gauge transformations of the constrained mKP hierarchy are studied. Then in Section 4, we discuss the successive applications of the gauge transformation operators \(T_D\) and \(T_I\). At last in Section 5, some conclusions and discussions are given.

2. The mKP hierarchy

The mKP hierarchy in Kupershmidt-Kiso version \([18–20, 24]\) is defined as the following Lax equation

\[
\partial_t L = \left[ (L^{(n)})_{n \geq 1}, L \right], \quad n = 1, 2, 3, \ldots
\]  

(2.1)

with the Lax operator \(L\) given by the pseudo-differential operator below\(^a\)

\[
L = \partial^i + u_{i-1} \partial^{i-1} + u_{i-2} \partial^{i-2} + \cdots.
\]  

(2.2)

Here \(\partial = \partial_t\) and \(u_i = u_i(t_1 = x, t_2, \ldots)\). The algebraic multiplication of \(\partial^i\) with the multiplication operator \(f\) is given by the usual Leibnitz rule

\[
\partial^i f = \sum_{j=0}^{i} {i \choose j} f^{(j)} \partial^{i-j}, \quad i \in \mathbb{Z},
\]  

(2.3)

where \(f^{(j)} = \frac{\partial^j f}{\partial t^j}\). For \(A = \sum a_i \partial^i\), \(A_{\geq k} = \sum_{i \geq k} a_i \partial^i\) and \(A_{< k} = \sum_{i < k} a_i \partial^i\). The name of the mKP hierarchy comes from the fact that (2.1) contains the mKP equation

\[
4u_{tx} = (u_{xxx} - 6u_t^2 u_x) + 3u_{xy} + 6u_x u_y + 6u_{xx} \int u_t dx.
\]  

(2.4)

In this paper, for any (pseudo-) differential operator \(A\) and a function \(f\), the symbol \(A(f)\) will indicate the action of \(A\) on \(f\), whereas the symbol \(Af\) or \(A \cdot f\) will denote the operator product of \(A\) and \(f\), and \(*\) stands for the conjugate operation: \((AB)^* = B^* A^*\), \(\partial^* = -\partial\), \(f^* = f\).

Similar to the case of the KP hierarchy \([9, 11]\), the Lax operator \(L\) for the mKP hierarchy can be expressed in terms of the dressing operator \(Z\),

\[
L = Z \partial^i Z^{-1},
\]  

(2.5)

where \(Z\) is given by

\[
Z = z_0 + z_1 \partial^{-1} + z_2 \partial^{-2} + \cdots (z_0^{-1} \text{ exists}).
\]  

(2.6)

\(^a\)Usually, the parameter \(l\) should be 1. Here, we introduce the parameter \(l\) to express the constraint (see (23)) on the Lax operator in a convenient way. When \(l \neq 1\), the corresponding description of the modified KP hierarchy is equivalent to the usual case.
Then the Lax equation (2.1) is equivalent to
\[
\partial_t Z = -(L^{n/l})_{\leq 0} Z = -(Z\partial^n Z^{-1})_{\leq 0} Z.
\]  
(2.7)

Define the wave function and the adjoint wave function \[6, 29\] of the mKP hierarchy in the following way:
\[
w(t, \lambda) = Z\left(e^{\xi(t, \lambda)}\right) = \hat{w}(t, \lambda)e^{\xi(t, \lambda)},
\]
(2.8)
\[
w^*(t, \lambda) = (Z^{-1}\partial^{-1})^*\left(e^{-\xi(t, \lambda)}\right) = \hat{w}^*(t, \lambda)\lambda^{-1}e^{-\xi(t, \lambda)},
\]
(2.9)
with
\[
\xi(t, \lambda) = x\lambda + t_2\lambda^2 + t_3\lambda^3 + \cdots,
\]
(2.10)
\[
\hat{w}(t, \lambda) = z_0 + z_1\lambda^{-1} + z_2\lambda^{-2} + \cdots,
\]
(2.11)
\[
\hat{w}^*(t, \lambda) = z_0^{-1} + z_1^*\lambda^{-1} + z_2^*\lambda^{-2} + \cdots.
\]
(2.12)
Then \(w(t, \lambda)\) and \(w^*(t, \lambda)\) satisfy the bilinear identity \[29\] below
\[
\text{res}_\lambda w(t', \lambda)w^*(t, \lambda) = 1,
\]
which is equivalent to the mKP hierarchy. Here \(\text{res}_\lambda \sum ai\lambda^i = a_{-1}\).

It is proved in \[29\] that there exist two tau functions \(\tau_1\) and \(\tau_0\) for the mKP hierarchy in Kupershmidt-Kiso version such that
\[
w(t, \lambda) = \frac{\tau_0(t - [\lambda^{-1}])}{\tau_1(t)} e^{\xi(t, \lambda)},
\]
(2.13)
\[
w^*(t, \lambda) = \frac{\tau_1(t + [\lambda^{-1}])}{\tau_0(t)} \lambda^{-1}e^{-\xi(\lambda, \lambda)}.
\]
(2.14)
By comparing (2.11) with (2.13), one can find
\[
z_0 = \frac{\tau_0(t)}{\tau_1(t)}, \quad z_1 = -\partial_t \ln \tau_0(t).
\]
(2.15)

The eigenfunction \(\Phi\) and the adjoint eigenfunction \(\Psi\) of the mKP hierarchy \[26\] are defined in the identities below,
\[
\Phi_a = (L^{n/l})_{\geq 1}(\Phi), \quad \Psi_a = -\partial^{-1}(L^{n/l})_{\geq 1} \partial(\Psi).
\]
(2.16)
Note that the definition of the adjoint eigenfunction \(\Psi\) here is different from the one in \[6\]. For \(L\) to be the Lax operator (2.2) of the mKP hierarchy, let
\[
L^{(1)} = TL^{-1}.
\]
(2.17)
If the following Lax equation
\[
\partial_t L^{(1)} = \left[(L^{(1)})^{n/l} L^{(1)}\right]
\]
still holds, then \(T\) is called the gauge transformation operator of mKP hierarchy.
Lemma 2.1 ([6]). If the pseudo-differential operator $T$ satisfies

$$
(T L^n T^{-1}) \geq 1 = T (L^n) \geq 1 T^{-1} + T_n T^{-1},
$$

then $T$ is a gauge transformation operator of the mKP hierarchy.

It is proved in [6], there are two kinds of gauge transformation operators which can commute with each other. The specific forms are as follows:

- **Differential type**
  $$
  T_D(\Phi) = (\Phi^{-1})_x^{-1} \partial \Phi^{-1},
  $$

- **Integral type**
  $$
  T_I(\Psi) = \Psi^{-1} \partial^{-1} \Psi_x
  $$

where $\Phi$ is eigenfunction and $\Psi$ is adjoint eigenfunction. It is important to note that the adjoint eigenfunction $\Psi$ here is different from the one in [6], so the form of $T_I(\Psi)$ here is different.

Further, one can obtain the following lemma.

Lemma 2.2 ([6]). Under the gauge transformation operator $T_D(\Phi)$ and $T_I(\Psi)$, the objects in the mKP hierarchy are transformed in the way shown in Table I.

| $L_{\text{mKP}} \to L_{\text{mKP}}^{(1)}$ | $Z^{(1)} = $ | $\Phi^{(1)}_1 = $ | $\Psi^{(1)}_1 = $ | $\tau^{(1)}_0 = $ | $\tau^{(1)}_1 = $ |
|---------------------------|-------------|-------------|-------------|-------------|-------------|
| $T_D(\Phi)$ | $T_D(\Phi) Z \partial^{-1}$ | $(\Phi_1/\Phi_x)/(\Phi^{-1})_x \cdot \int \Phi \Psi_1 dx$ | $\Phi \tau_1$ | $-\Phi_x \tau_1^2 / \tau_0$ |
| $T_I(\Psi)$ | $T_I(\Psi) Z \partial$ | $\int \Psi_1 \Phi_1 dx / \Psi$ | $(\Psi_1/\Psi_x)_x \cdot \Psi$ | $\Psi_x \tau_0^2 / \tau_1$ | $\tau_0 \cdot \Psi$ |

The constrained mKP hierarchy [26] can be defined by imposing the following additional constraint on the Lax operator (2.2) of the mKP hierarchy,

$$
L = \partial^l + \sum_{i=1}^{l-1} u_i \partial^i + \sum_{i=1}^{m} \Phi_i \partial^{-1} \Psi_i \partial. 
$$

When $l = 1, m = 1$, (2.21) will become into

$$
L = \partial + \phi \partial^{-1} \psi \partial.
$$

Compared with the mKP’s Lax operator (see (2.2)), we can see that

$$
u_0 = \phi \psi, \quad u_1 = -\phi \psi_x, \quad u_2 = \phi \psi_{xx}, \ldots
$$

Then by (2.1) we know that

$$
u_{02} = \phi_{xx} \psi + 2 \phi \psi \psi_x - \phi \psi_{xx} + 2 \phi^2 \psi \psi_x,
\phi_{12} = \phi_{xx} + 2 \phi \psi \phi_x,
\psi_{12} = -\psi_{xx} + 2 \phi \psi \psi_x;
$$
and
\[ u_{0x} = \phi_{xxx} \psi + \phi \psi_{xxx} + 3 \psi^2 (\phi_{xx} + \phi_x^2 + \phi^3 \psi_t) + 3 \phi^2 (\psi^3 + (\phi_t)^2 + (\phi_x)^2) - 3 \phi \phi_x \psi_t, \]
\[ \phi_t = \phi_{xxx} + 3 \phi \psi \phi_{xx} + 3 (\phi_x)^2 \psi + 3 (\phi \psi) \phi_t, \]
\[ \psi_t = \psi_{xxx} - 3 (\phi \psi) \psi_x + 3 (\phi_x)^2 + 3 (\phi \psi)^2 \psi_t. \]

**Remark.** The relation between the KP hierarchy and the modified KP hierarchy can be extended to the constrained cases, which is shown in [26]. In fact, for the Lax operator of the constrained KP hierarchy
\[ L_{KP} = \partial^l + \sum_{i=0}^{l-2} v_i \partial^i + \sum_{i=1}^m q_i \partial^{-1} r_i, \]
and \( f \) be the eigenfunction of the constrained KP hierarchy corresponding to \( L_{KP} \), the transformed operator \( \tilde{L} = f^{-1} \cdot L_{KP} \cdot f \) will be the Lax operator of the constrained mKP hierarchy, satisfying the following constraint
\[ (\tilde{L})_{<1} = \sum_{i=1}^{m+1} \tilde{q}_i \partial^{-1} \tilde{r}_i \partial \]
with
\[ \tilde{q}_i = f^{-1} q_i, \quad \tilde{r}_i = - \int f r_i dx, \quad i = 1, 2, \ldots, m \]
and
\[ \tilde{q}_{m+1} = f^{-1} L(f), \quad \tilde{r}_{m+1} = 1. \]

3. **Gauge transformation of the cmKP hierarchy**

In this section, we will investigate the gauge transformations of the cmKP hierarchy. Different from the mKP hierarchy, the gauge transformation of constrained mKP must preserve the form of Lax operator. In order to discuss this problem more conveniently, here we need to introduce some basic lemmas on pseudo-differential operators.

**Lemma 3.1 ([25]).** For any pseudo-differential operator \( A \) and arbitrary functions \( f, g \), one has the following operator identities:
\[ (Af \partial^{-1})_{<0} = A_{>0}(f) \partial^{-1} + A_{<0} f \partial^{-1}, \]
\[ (\partial^{-1} gA)_{<0} = \partial^{-1} A_{>0}(g) + \partial^{-1} gA_{<0}. \]

**Lemma 3.2.** For any pseudo-differential operator \( A \), one has the following operator identities:
\[ \left( T_D(\Phi) A_{>1} (T_D(\Phi))^{-1} \right)_{<0} = - (T_D(\Phi) A_{>1}) (\Phi) \cdot \partial^{-1} \Phi^{-1} \partial, \]
\[ \left( T_I(\Psi) A_{>1} (T_I(\Psi))^{-1} \right)_{<0} = - \Psi^{-1} \partial^{-1} \cdot \left( \partial^{-1} (T_I(\Psi)^{-1}) (A_{>1})^* (\Psi_x) \right) \partial. \]
Proof. For (3.3), we can use the first expression in Lemma 3.1,
\[
\left( T_D(\Phi) A_{>1} (T_D(\Phi))^{-1} \right)_{<0} = \left( (\Phi^{-1})_{x}^{-1} \partial \Phi^{-1} A_{>1} \partial^{-1} \right)_{<0} \partial \\
- \left( (\Phi^{-1})_{x}^{-1} \partial \Phi^{-1} A_{>1} \Phi \partial^{-1} \Phi^{-1} \right)_{<0} \partial \\
= - \left( (\Phi^{-1})_{x}^{-1} \partial \Phi^{-1} A_{>1} \Phi \partial^{-1} \right)_{<0} \Phi^{-1} \partial \\
= - (T_D(\Phi) A_{>1})(\Phi) \partial^{-1} \Phi^{-1} \partial.
\]

For (3.4), by the second formula in Lemma 3.1,
\[
\left( T_I(\Psi) A_{>1} (T_I(\Psi))^{-1} \right)_{<0} = (\Psi^{-1} \partial^{-1} \Psi \partial^{-1})_{<0} \partial + (\Psi^{-1} \partial^{-1} \Psi \partial^{-1} \Psi)_{<0} \partial \\
= - (\Psi^{-1} \partial^{-1} \int \Psi \partial_{>1} d\partial \partial + (\Psi^{-1} \partial^{-1} \Psi \partial^{-1} \Psi)_{<0} \partial \\
= - \Psi^{-1} \partial^{-1} \left( \partial^{-1} (T_I(\Psi)^{-1})^* (A_{>1})^* (\Psi) \right) \partial.
\]

Lemma 3.3. For any functions q and r, one has the following operator identities:
\[
\left( T_D(\Phi) \cdot q \partial^{-1} r \partial \cdot (T_D(\Phi))^{-1} \right)_{<0} = T_D(\Phi)(q) \cdot \partial^{-1} \cdot (\partial^{-1} (T_D(\Phi)^{-1})^* \partial)_{<0} \partial \\
- \left( T_D(\Phi) q \partial^{-1} r \partial \cdot (T_D(\Phi))^{-1} \right)_{<0} \partial \\
= T_D(\Phi)(q) \cdot \partial^{-1} \cdot (\partial^{-1} (T_D(\Phi)^{-1})^* \partial)_{<0} \partial \\
- \Psi^{-1} \partial^{-1} \cdot (\partial^{-1} (T_I(\Psi)^{-1})^* \partial r \partial^{-1} q \partial)_{<0} \partial.
\]

Proof.
\[
\left( T_D(\Phi) \cdot q \partial^{-1} r \partial \cdot (T_D(\Phi))^{-1} \right)_{<0} = \left( (\Phi^{-1})_{x}^{-1} \partial \Phi^{-1} \cdot q \partial^{-1} r \partial \cdot (\Phi^{-1})_{x}^{-1} \partial^{-1} \right)_{<0} \partial \\
= \left( (\Phi^{-1})_{x}^{-1} \partial \Phi^{-1} \cdot q \partial^{-1} r \partial \cdot (\Phi^{-1} \partial^{-1} - \partial^{-1} \Phi^{-1}) \right)_{<0} \partial \\
= T_D(\Phi)(q) \cdot \partial^{-1} r \partial - III,
\]

where
\[
III = \left( (\Phi^{-1})_{x}^{-1} \partial \Phi^{-1} q \partial^{-1} (r - \partial x) \Phi \partial^{-1} \Phi^{-1} \right)_{<0} \partial \\
= \left( T_D(\Phi) q \partial^{-1} r \partial \right) (\Phi) \cdot \partial^{-1} \Phi^{-1} \partial + T_D(\Phi)(q) \cdot \partial^{-1} \Phi^{-1} \partial \cdot \int r \Phi d\partial \cdot \partial.
\]

Substitute III into (3.7) and we can get (3.5).
As for (3.6),
\[
\left( T_I(\Psi) \cdot q \partial^{-1} r \partial : (T_I(\Psi))^{-1}\right)_{\leq 0} = (\Psi^{-1} \partial^{-1} \Psi_x \cdot q \partial^{-1} r \partial : \Psi^{-1} \partial \Psi^{-1})_{\leq 0} \partial \\
= \Psi^{-1} \partial^{-1} \cdot qr \Psi \partial - IV + V, \tag{3.8}
\]
where
\[
IV = (\Psi^{-1} \partial^{-1} \Psi_x q \partial^{-1} r \partial \Psi^{-1})_{\leq 0} \partial \\
= T_I(\Psi)(q) \cdot \partial^{-1} r \partial \Psi^{-1} \partial - \Psi^{-1} \partial^{-1} \cdot \int \Psi_x q dx r \partial \Psi^{-1} \partial,
\]
\[
V = (\Psi^{-1} \partial^{-1} \Psi_x q \partial^{-1} r \partial)_{\leq 0} \partial \\
= T_I(\Psi)(q) \cdot \partial^{-1} r \partial - \Psi^{-1} \partial^{-1} \cdot \int \Psi_x q dx r \partial.
\]
Due to
\[
\left( \partial^{-1}(T_I(\Psi)^{-1})^* \partial r \partial q \partial \right)(\Psi) = qr \Psi + \int \Psi_x q dx r \partial \Psi^{-1} \Psi - \int \Psi_x q d x r,
\]
(3.6) can be derived after the substitution of IV and V into (3.8).

**Proposition 3.1.** Under the gauge transformation \( T_D(\Phi) \), the initial Lax operator of the constrained mKP hierarchy
\[
L^{(0)} = L_{\geq 1}^{(0)} + \sum_{i=1}^{m} \Phi_i^{(0)} \partial^{-1} \Psi_i^{(0)} \partial
\]
will become into
\[
L^{(1)} = T_D(\Phi)L^{(0)}(T_D(\Phi))^{-1} = L_{\geq 1}^{(1)} + L_{\leq 0}^{(1)},
\]
where
\[
L_{\leq 0}^{(1)} = \Phi_0^{(1)} \partial^{-1} \Psi_0^{(1)} \partial + \sum_{i=1}^{m} \Phi_i^{(1)} \partial^{-1} \Psi_i^{(1)} \partial,
\]
\[
\Phi_0^{(1)} = -(T_D(\Phi)L^{(0)}(\Phi)), \quad \Psi_0^{(1)} = \Phi^{-1},
\]
\[
\Phi_i^{(1)} = T_D(\Phi)(\Phi_i^{(0)}), \quad \Psi_i^{(1)} = \left( \partial^{-1}(T_D(\Phi)^{-1})^* \partial \right)(\Psi_i^{(0)}).
\]

**Proof.** By using (3.3)–(3.5) and Lemma 2.2, the above results can be directly obtained.

Notice that there is an extra term in the integral part of the \( L_{\leq 0}^{(1)} \). To preserve the form of the integral part, we choose \( \Phi \) that coincides with one of the original eigenfunctions that appear in the \( L_{\leq 0}^{(0)} \), e.g., \( \Phi = \Phi_0^{(0)} \). In this case one has \( \Phi_1^{(1)} = 0 \), and \( \Phi_0^{(1)} \) and \( \Psi_0^{(1)} \) take over the roles of \( \Phi_1^{(1)} \) and \( \Psi_1^{(1)} \). Here \( \Phi_0^{(1)} \) and \( \Psi_0^{(1)} \) are still the (adjoint) eigenfunctions, which are proved in the next proposition.

**Proposition 3.2.** Under the gauge transformation operator \( T_D(\Phi) \),
(I) \( \Phi_0^{(1)} = -(T_D(\Phi)L^{(0)}(\Phi)) \) is still the eigenfunction,
(II) \( \Psi_0^{(1)} = \Phi^{-1} \) is the adjoint eigenfunction.
Proposition 3.3. \( \Psi \) function of \( 1 \). It is important to note here that the Lax operator has \( \Box \).

\[ L(0)^{n/1}(\Phi) + L(0)(L(0))^{n/1}(\Phi) \]

\[ = (L(0))^{n/1}(\Phi), \]

From the above we can see \( L(0)(\Phi) \) is the eigenfunction of \( L(0) \). Thus \( -(T_\Phi(L(0)))^t(\Phi) \) is an eigenfunction of \( L(1) \) according to Lemma 2.2.

(II) For \( \Psi_0(1) = \Phi^{-1} \) to be the adjoint eigenfunctions, we can prove by using (2.18).

\[
\left(-\partial^{-1}\left((L(1))^{n/1}\right)^*\partial\right)(\Phi^{-1}) = -\partial^{-1}\left((\Phi^{-1})^{-1}\partial\Phi^{-1}(L(0))^{n/1}\Phi\partial^{-1}(\Phi^{-1})x\right)^*\partial(\Phi^{-1})
\]

\[
-\partial^{-1}\left((\Phi^{-1})_x\partial\Phi^{-1}\phi_\partial^{-1}(\Phi^{-1})_x\right)^*\partial(\Phi^{-1})x
\]

\[
= -\partial^{-1}\left((\Phi^{-1})_x\partial\Phi^{-1}\phi_\partial^{-1}(\Phi^{-1})_x\right)_0(\Phi^{-1})x
\]

\[
= (\Phi^{-1})_x.
\]

Similarly, one can get the following proposition.

Proposition 3.3. Under the gauge transformation \( T_1(\Psi) \), the initial Lax operator of the constrained mKP hierarchy

\[
L(0) = (L(0))_{1} + \sum_{i=1}^{m} \Phi_i(0) \partial^{-1}\Phi_i(0)\partial
\]

will become into

\[
L(1) = T_1(\Psi)L(0)(T_1(\Psi))^{-1} = L_{1} + L_{0},
\]

where

\[
L_{1} = \Phi_0(1) \partial^{-1}\Phi_0(1)\partial + \sum_{i=1}^{m} \Phi_i(1) \partial^{-1}\Phi_i(1)\partial,
\]

\[
\Phi_0(1) = \Psi^{-1}, \quad \Psi_i(1) = -\left(\partial^{-1}(T_\Phi(\Psi)^{-1})(L(0))^{n/1}\partial(\Psi), \right.
\]

\[
\Phi_i(1) = T_\Phi(\Psi)(\Phi_i(0)), \quad \Psi_i(1) = \left(\partial^{-1}(T_\Phi(\Psi)^{-1})(\Phi_i(0)\right).
\]

Proof. It can be proved by (3.4), (3.6) and Lemma 2.2.
Proposition 3.4. Under the gauge transformation operator $T_i(\Psi)$,
(I) $\Phi_0^{(1)} = \Psi^{-1}$ is still the eigenfunction.
(II) $\Psi_0^{(1)} = -\left(\partial^{-1}(T_i(\Psi)^{-1})^*(L_0^{(0)})^*\partial\right)(\Psi)$ is adjoint eigenfunction.

Proof. (I) In order to prove $\Phi_0^{(1)} = \Psi^{-1}$ is an eigenfunction, we just have to prove $\partial_n \Psi^{-1} = (L_0^{(1)}n/l_0) \Psi^{-1}$. In fact according to (2.18),

\[
(L_0^{(1)})_{n/l_0} \Psi^{-1} = (\Psi^{-1} \partial^{-1} \Psi_x L_0 \Psi^{-1} \partial \Psi)_{n/l_0} \Psi^{-1} = (\Psi^{-1} \partial^{-1} \Psi_x (L_0^{(0)})_{n/l_0} \Psi^{-1} \partial \Psi)_{n/l_0} \Psi^{-1} + (\Psi^{-1} \partial^{-1} \Psi_x)_{n/l_0} \Psi^{-1} \partial \Psi(\Psi^{-1}) = (\Psi^{-1})_{n/l_0}.
\]

(II) Due to

\[
\partial_n \left( (\partial^{-1}(L_0^{(0)})^* \partial)(\Psi) \right) = (\partial^{-1}(L_0^{(0)})_{n/l_0}^* \Psi_x + (\partial^{-1}(L_0^{(0)})^*)(\Psi_{n/l_0})
\]

\[
= -\left( (\partial^{-1}(L_0^{(0)})_{n/l_0}^* \Psi_x + (\partial^{-1}(L_0^{(0)})^*)(\Psi_{n/l_0}) \right)
\]

\[
= -\left( (\partial^{-1}(L_0^{(0)})_{n/l_0}^* \Psi_x + (\partial^{-1}(L_0^{(0)})^*)(\Psi_{n/l_0}) \right)
\]

Thus $(\partial^{-1}(L_0^{(0)})^* \partial)(\Psi)$ is the adjoint eigenfunction of $L_0^{(0)}$. Thus $-(\partial^{-1}(T_i(\Psi)^{-1})^*(L_0^{(0)})^* \partial)(\Psi)$ is adjoint eigenfunction of $L_0^{(1)}$ according to Lemma 2.2.

Summarize the results above in the next proposition.

Proposition 3.5. Under the gauge transformation operator $T_D(\Phi_i^{(0)})$ and $T_l(\Psi_1^{(0)})$, the Lax operator of constrained mKP hierarchy

\[
L_0 = L_0^{(0)} + \sum_{i=1}^m \Phi_i^{(0)} \partial^{-1} \Psi_i^{(0)} \partial
\]

becomes into

\[
L_1 = L_1^{(1)} + \sum_{i=1}^m \Phi_i^{(1)} \partial^{-1} \Psi_i^{(1)} \partial.
\]

- Under the action of $T_D(\Phi_i^{(0)})$:

\[
\Phi_i^{(1)} = -\left(T_D(\Phi_i^{(0)})(L_0^{(0)})\right)(\Phi_i^{(0)}), \quad \Psi_i^{(1)} = (\Phi_i^{(0)})^{-1},
\]

\[
\Phi_i^{(1)} = T_D(\Phi_i^{(k)})(\Phi_i^{(k)}), \quad \Psi_i^{(1)} = \partial^{-1}(T_D(\Phi_i^{(0)}))^{-1} \partial \Psi_i^{(0)}, \quad i = 2, \ldots, m.
\]

- Under the action of $T_l(\Psi_1^{(0)})$:

\[
\Phi_i^{(1)} = (\Psi_i^{(0)})^{-1}, \quad \Psi_i^{(1)} = \partial^{-1}(T_l(\Psi_i^{(0)}))^{-1} L_0 \partial \Psi_i^{(0)}
\]

\[
\Phi_i^{(1)} = T_l(\Psi_i^{(0)})(\Phi_i^{(0)}), \quad \Psi_i^{(1)} = \partial^{-1}(T_l(\Psi_i^{(0)}))^{-1} \partial \Psi_i^{(0)}, \quad i = 2, \ldots, m.
\]
Remark. In fact, the special choices in above proposition of the eigenfunction and the adjoint eigenfunction, in order to preserve the forms of the constrained Lax operator, go back to the case of the constrained KP hierarchy in [1, 2].

By using Proposition 3.5, we can find the result below.

**Proposition 3.6.** For the gauge transformation operator of the cmKP hierarchy, we have

\[ T_I(\Psi^{(1)}) T_D(\Phi^{(0)}_1) = T_D(\Phi^{(1)}_1) T_I(\Psi^{(0)}) = 1. \]

**Proof.** We know \( \Psi^{(1)} = (\Phi^{(0)}_1)^{-1} \) from Proposition 3.5, thus

\[ T_I(\Psi^{(1)}) T_D(\Phi^{(0)}_1) = (\Psi^{(1)})^{-1} \partial^{-1} (\Psi^{(1)}) \left( (\Phi^{(0)}_1)^{-1} \right)^{-1} \partial (\Phi^{(0)}_1)^{-1} = 1. \]

Similarly, \( T_D(\Phi^{(1)}_1) T_I(\Psi^{(0)}) = 1. \)

\[ \square \]

4. The successive applications of \( T_D \) and \( T_I \)

From Proposition 3.6, we can know the pair of \( T_D \) and \( T_I \) will cancel in the products. Therefore, one can only consider the products of \( T_D \) or \( T_I \). First, we recall the corresponding results of the mKP hierarchy [6]. Consider the following chain of the gauge transformation operators \( T_D(q) \) and \( T_I(r) \) of the mKP hierarchy.

\[
\begin{align*}
L & \xrightarrow{T_D(q_1)} L^{(1)} \xrightarrow{T_D(q_2)} L^{(2)} \xrightarrow{\cdots} L^{(n-1)} \xrightarrow{T_D(q_{n-1})} L^{(n)} \\
& \xrightarrow{T_I(r_1^{(n)})} L^{(n+1)} \xrightarrow{T_I(r_2^{(n+1)})} \cdots \xrightarrow{T_I(r_k^{(n+k)})} L^{(n+k)}.
\end{align*}
\]

Denote

\[
T^{(n,k)}(r_1, r_2, \ldots, r_k; q_1, q_2, \ldots, q_n) = T_I(r_k^{(n+k-1)}) \cdots T_I(r_1^{(n)}) T_D(q_1^{(n-1)}) \cdots T_D(q_2^{(1)}) T_D(q_1). \tag{4.1}
\]

The generalized Wronskian determinant [13] is needed in the next propositions, which is defined in the following form

\[
IW_{k,n} = IW_{k,n}(r_k, r_{k-1}, \ldots, r_1; q_1, \ldots, q_n) = \begin{vmatrix}
\frac{\int q_1 r_1 dx}{q_1} & \frac{\int q_2 r_1 dx}{q_2} & \cdots & \frac{\int q_n r_1 dx}{q_n} \\
\frac{\int q_1 r_{k-1} dx}{q_1} & \frac{\int q_2 r_{k-1} dx}{q_2} & \cdots & \frac{\int q_n r_{k-1} dx}{q_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\int q_1 r_1 dx}{q_1} & \frac{\int q_2 r_1 dx}{q_2} & \cdots & \frac{\int q_n r_1 dx}{q_n} \\
q_1 & q_2 & \cdots & q_n \\
q_1 x & q_2 x & \cdots & q_n x \\
\vdots & \vdots & \ddots & \vdots \\
q_1 & q_2 & \cdots & q_n \\
q_1^{(n-k)} & q_2^{(n-k)} & \cdots & q_n^{(n-k)}
\end{vmatrix}.
\]
Lemma 4.1 ([6]). For Wronskian determinants,

\[ T^{(n,0)}(q_1, q_2, \ldots, q_n) = \frac{1}{W_n(q_1, q_2, \ldots, q_n)} \begin{vmatrix} q_1 & q_2 & \cdots & q_n & 1 \\ q_1x & q_2x & \cdots & q_{nx} & \partial \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ q_1^{(n)} & q_2^{(n)} & \cdots & q_n^{(n)} & \partial^n \end{vmatrix} \]  

and

\[ T^{(n,0)}(q_1, q_2, \ldots, q_n)^{-1} = \frac{(-1)^{n-1}}{W_n(q_1, q_2, \ldots, q_n)} \begin{vmatrix} q_1^{\partial^{-1}} & q_1^{(n-2)} \\ q_2^{\partial^{-1}} & q_2^{(n-2)} \\ \vdots & \vdots \\ q_n^{\partial^{-1}} & q_n^{(n-2)} \end{vmatrix} \]  

Lemma 4.2 ([6]). For Jacobi expansions,\[ T^{(0,k)}(r_1, \ldots, r_k) = \frac{(-1)^{k-1}}{W_k(r_1, \ldots, r_k)} \begin{vmatrix} r_{1x} & r_{1xx} & \cdots & r_{1}^{(k-1)} & \partial^{-1}r_{1x} \\ r_{2x} & r_{2xx} & \cdots & r_{2}^{(k-1)} & \partial^{-1}r_{2x} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ r_{kx} & r_{kxx} & \cdots & r_{k}^{(k-1)} & \partial^{-1}r_{kx} \end{vmatrix} \]  

and

\[ T^{(0,k)}(r_1, \ldots, r_k)^{-1} = \frac{1}{(-\partial)^k r_1^{(k+1)} \cdots r_k^{(k+1)}} \frac{W_k(r_1, \ldots, r_k)}{W_{k+1}(1, r_1, r_2, \ldots, r_k)^2} \]  

Lemma 4.3 (Jacobi Expansion, [3, 13]). For Wronskian determinants,

\[ \left( \frac{W_n(f_1, f_2, \ldots, f_{n-1}, f_{n+1})}{W_n(f_1, f_2, \ldots, f_{n-1}, f_{n})} \right)_x = \frac{W_{n+1}(f_1, f_2, \ldots, f_{n+1})W_{n-1}(f_1, f_2, \ldots, f_{n-1})}{W_n(f_1, f_2, \ldots, f_{n-1}, f_{n})^2}. \]  

Using the gauge transformation operator \( T_D \), one can construct the following \( n \)-step gauge transformation:

\[ L^{(0)} \xrightarrow{T_D^{(0)}} L^{(1)} \xrightarrow{T_D^{(1)}} L^{(2)} \cdots \xrightarrow{T_D^{(n-1)}} L^{(n)}, \]

where \( T_D^{(i)} = T_D(\Phi_1^{(i)}) \). According to the above formula, we can obtain the following proposition.
Proposition 4.1. For the Lax operator of the constrained mKP hierarchy, under \( n \) steps of \( T_D \), we have

\[
L^{(0)} = (L^{(0)})_{\geq 1} + \sum_{i=1}^{m} \Phi_{i}^{(0)} \partial^{-1} \Psi_{i}^{(0)} \partial, \tag{4.8}
\]

(i) \( \Phi_{1}^{(n)} = (-1)^{n} \frac{W_{n+1}(\Phi_{1}^{(0)}, \eta_{1}, \eta_{2}, \ldots, \eta_{n})}{W_{n}(\Phi_{1}^{(0)}, \eta_{1}, \eta_{2}, \ldots, \eta_{n-1})} \), \tag{4.9}

(ii) \( \Phi_{i}^{(n)} = \frac{W_{n+1}(\Phi_{i}^{(0)}, \eta_{1}, \eta_{2}, \ldots, \eta_{n}, \Phi_{i}^{(0)})}{W_{n}(\Phi_{i}^{(0)}, \eta_{1}, \eta_{2}, \ldots, \eta_{n-1})} \), \tag{4.10}

(iii) \( \Psi_{1}^{(n)} = (-1)^{n-1} \frac{W_{n-1}(\Phi_{1}^{(0)}, \eta_{1}, \eta_{2}, \ldots, \eta_{n-2})}{W_{n}(\Phi_{1}^{(0)}, \eta_{1}, \eta_{2}, \ldots, \eta_{n-1})} \), \tag{4.11}

(iv) \( \Psi_{i}^{(n)} = (-1)^{n} \int \frac{Lw_{i,n}(\Phi_{1}^{(0)}, \eta_{1}, \ldots, \eta_{n})}{W_{n}(\Phi_{i}^{(0)}, \eta_{1}, \eta_{2}, \ldots, \eta_{n-1})} dx, \tag{4.12}
\]

where \( \eta_{k} = (L^{(0)})^{k}(\Phi_{1}^{(0)}), i = 2, 3, \ldots, m \) and \( k = 1, 2, 3, \ldots \).

Proof. (i) According to proposition 3.5,

\[
\Phi_{1}^{(1)} = -T_D(\Phi_{1}^{(0)})(L^{(0)}(\Phi_{1}^{(0)})) = -T_D(\Phi_{1}^{(0)})(\eta_{1}) = -\eta_{1}^{(1)},
\]

\[
\Phi_{1}^{(2)} = (-1)^{2}T_D(\Phi_{1}^{(1)})T_D(\Phi_{1}^{(0)})(L^{(0)}(\Phi_{1}^{(0)})) = (-1)^{2}T_D(\Phi_{1}^{(1)})T_D(\Phi_{1}^{(0)})(\eta_{2}) = (-1)^{2} \eta_{2}^{(2)},
\]

\[
\ldots
\]

we can know \( \Phi_{1}^{(k)} = (-1)^{k} \eta_{k}^{(k)} \) by induction, thus \( T_{D}^{(i)} = T_{D}(\eta_{i}^{(i)}) \).

\[
\Phi_{1}^{(n)} = (-1)^{n}T_{D}^{(n-1)}T_{D}^{(n-2)} \cdots T_{D}^{(1)}T_{D}^{(0)}(L^{(0)n}(\Phi_{1}^{(0)})) = (-1)^{n}T^{(n,0)}(\Phi_{1}^{(0)}, \eta_{1}, \ldots, \eta_{n-1})(\eta_{n}).
\]

Therefore with the help of (4.3), one can obtain (4.9).

(ii)

\[
\Phi_{i}^{(n)} = T^{(n,0)}(\Phi_{1}^{(0)}, \eta_{1}, \ldots, \eta_{n-1})(\Phi_{i}^{(0)}).
\]

In the same way as (i), we can get (ii).

(iii) By Proposition 3.5

\[
\Psi_{1}^{(n)} = \left( \Phi_{1}^{(n-1)} \right)^{-1} = (-1)^{n-1} \frac{W_{n-1}(\Phi_{1}^{(0)}, \eta_{1}, \eta_{2}, \ldots, \eta_{n-2})}{W_{n}(\Phi_{1}^{(0)}, \eta_{1}, \eta_{2}, \ldots, \eta_{n-1})}.
\]

(iv) According to Proposition 3.5 and (4.4),

\[
\Psi_{i}^{(n)} = \partial^{-1} \left( (T^{(n,0)})^{-1} \partial (\Psi_{i}^{(0)}) \right),
\]

we can get (iv).

Similarly, we can construct another \( n \)-step gauge transformation using only \( T_{i} \):

\[ L^{(0)} \xrightarrow{T_{i}^{(0)}} L^{(1)} \xrightarrow{T_{i}^{(1)}} L^{(2)} \xrightarrow{T_{i}^{(2)}} \cdots \xrightarrow{T_{i}^{(n-1)}} L^{(n)}, \]

where \( T_{i}^{(j)} = T_{D}(\Psi_{1}^{(j)}). \) Under the successive application of \( T_{i} \), we have the following conclusions.
Proposition 4.2. For the Lax operator of the constrained mKP hierarchy, under $n$ steps of $T_i$, we have

$$L^{(0)} = (L^{(0)})_{i+1} + \sum_{i=1}^{m} I_i^{(0)} \partial^{-1} I_i^{(0)} \partial,$$

(i) $\psi_i^{(n)} = \frac{W_{n+1}(\Psi_1^{(0)} \hat{\eta}_1, \hat{\eta}_2 \ldots \hat{\eta}_n)}{W_{n+1}(1, \Psi_1^{(0)} \hat{\eta}_1, \hat{\eta}_2 \ldots \hat{\eta}_n-1)},$

(ii) $\phi_i^{(n)} = \frac{W_{n+1}(\Psi_1^{(0)} \hat{\eta}_1, \hat{\eta}_2 \ldots \hat{\eta}_n-1)}{W_{n+1}(1, \Psi_1^{(0)} \hat{\eta}_1, \hat{\eta}_2 \ldots \hat{\eta}_n-1)},$

(iii) $\phi_i^{(n)} = W_n(1, \Psi_1^{(0)} \hat{\eta}_1, \hat{\eta}_2 \ldots \hat{\eta}_n-2),$

(iv) $\phi_i^{(n)} = \frac{W_n(\Psi_1^{(0)} \hat{\eta}_1, \hat{\eta}_2 \ldots \hat{\eta}_n-1)}{W_n(1, \Psi_1^{(0)} \hat{\eta}_1, \hat{\eta}_2 \ldots \hat{\eta}_n-1)},$

where $i = 2, 3, \ldots, m$ and

$$\hat{\eta}_k = \int (L^{(0)})^k (\psi_1^{(0)}) dx, \quad k = 1, 2, 3, \ldots$$

Proof. According to Proposition 3.5,

$$\psi_1^{(1)} = -\partial^{-1}(T_i(\Psi_1^{(0)} )^{-1}) \partial^{-1}(L^{(0)}) \partial(\psi_1^{(0)}) = -\partial^{-1}(T_i(\Psi_1^{(0)} )^{-1}) \partial(\hat{\eta}_1) = -\hat{\eta}_1^{(1)},$$

$$\psi_1^{(2)} = (-1)^2 \partial^{-1}(T_i(\Psi_1^{(1)} T_i(\Psi_1^{(0)}))^{-1}) \partial^{-1}(L^{(0)}) \partial(\psi_1^{(0)})$$

$$= (-1)^2 \partial^{-1}(T_i(\Psi_1^{(1)} T_i(\Psi_1^{(0)}))^{-1}) \partial(\hat{\eta}_2) = (-1)^2 \hat{\eta}_2^{(2)},$$

... 

One can know $\psi_1^{(k)} = (-1)^k \hat{\eta}_k^{(k)}$ by induction. Thus $T_i^{(i)} = T_i(\hat{\eta}_i^{(i)})$. Then all the results can be proved with the same method as the one in Proposition 4.1, by using Lemma 4.2 and Lemma 4.3.

\[ \square \]

5. Conclusions and Discussions

The main results of this paper are as follows. First, we give two kinds of gauge transformations for the constrained modified KP hierarchy, which are summarized in Proposition 3.5. The corresponding gauge transformations should not only maintain the form of the Lax operator, but also keep the form of the Lax equation unchanged. For this, by selecting special generating eigenfunction and adjoint eigenfunction, the elementary gauge transformation operators of modified KP hierarchy $T_D(\Phi) = (\Phi^{-1})^{-1} \partial \Phi^{-1}$ and $T_i(\Psi) = \Psi^{-1} \partial^{-1} \Psi$, become the ones in the constrained case, which are verified in Proposition 3.1 and Proposition 3.3 respectively. Second, we find that the two gauge transformations $T_D$ and $T_i$ can cancel each other. Therefore, in the Section 4, we can only discuss the successive applications of $T_D$ or $T_i$. The specific forms of the successive applications of $T_D$ or $T_i$ are given in Proposition 4.1 and Proposition 4.2 respectively.

The selections of the special generating eigenfunction and adjoint eigenfunction in $T_D(\Phi)$ and $T_i(\Psi)$ are very crucial, which can go back to Aratyn et al’s work in [1, 2] for the constrained KP.
Another kind of important choices is given by Oevel [25]. The eigenfunction $\phi$, satisfying $L_{KP}(\phi) = \lambda \phi$ for some constant $\lambda$, is chosen as the generating eigenfunction for the constrained KP case in [25]. Willox et al.’s work [30] provides one good rule (see (23) in [30]) of selecting eigenfunction in gauge transformation for the constrained KP case, containing the results of Aratyn and Oevel. Based upon these different choices, Willox et al [30] also considered an interesting binary transformation for the constrained KP hierarchy, which is the combination of the Darboux transformation of Aratyn’s type with the one of Oevel’s type.

By considering the relation between the constrained KP and mKP hierarchies [26], it will be very natural and interesting to ask what the relations between their gauge transformations are, and whether there are gauge transformations similar to those in [30] for the case of the constrained mKP hierarchy. For this, we will consider these questions in our future work.
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