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Abstract—One of the critical pieces of the self-driving puzzle is understanding the surroundings of a self-driving vehicle (SDV) and predicting how these surroundings will change in the near future. To address this task we propose MultiXNet, an end-to-end approach for detection and motion prediction based directly on lidar sensor data. This approach builds on prior work by handling multiple classes of traffic actors, adding a jointly trained second-stage trajectory refinement step, and producing a multimodal probability distribution over future actor motion that includes both multiple discrete traffic behaviors and calibrated continuous position uncertainties. The method was evaluated on large-scale, real-world data collected by a fleet of SDVs in several cities, with the results indicating that it outperforms existing state-of-the-art approaches.

I. INTRODUCTION

Predicting future states of other traffic actors, such as vehicles, pedestrians, and bicyclists, represents a key capability for the self-driving technology. This is a challenging task, found to play an important role in accident avoidance both for human drivers [1], [2] and for their autonomous counterparts [3]. Within the context of a self-driving vehicle (SDV) it is important to capture the range of possibilities for other actors, and not just a single most likely trajectory. Consider an opposing vehicle approaching an intersection, which may continue driving straight or turn in front of the SDV (exemplified in Fig. 1). To ensure safety, the SDV needs to accurately reason about both of these possible modes and modulate its behavior accordingly. In addition to the discrete modes, a downstream motion planner may react differently to a prediction depending on the position uncertainty within a predicted trajectory. As an example, if an opposing vehicle looks like it might take a wide turn and come into the SDV’s lane, the SDV can preemptively slow down to reduce the risk. On the other hand, if the prediction shows confidence that the opposing vehicle will stay in its lane the SDV could choose to maintain its current speed.

Bringing the above requirements together, Fig. 1 shows an example of the task addressed by this work. The input is a map and a sequence of lidar data which are projected into a common global coordinate frame using the SDV pose. The output is a multimodal distribution over potential future states for the other actors in the scene. An important challenge is that various actor types such as pedestrians and vehicles exhibit significantly different behavior, while a deployed approach needs to handle all actors present in a given scene.

Prior work in this area has demonstrated strong performance by using end-to-end methods that jointly learn detection and motion prediction directly from sensor data [4], [5], including the addition of a jointly learned refinement stage of the network that leads to improved trajectory prediction [6]. However, these approaches have generally focused only on vehicles and produce a single trajectory rather than full motion distributions. More recent work has shown the ability to learn a continuous distribution directly from sensor data for multiple classes [7], but the distributions are not multimodal. Prediction methods that operate on detections rather than the raw sensor data have shown improved performance by introducing multiclass predictions [8], estimates of uncertainty [9], [10], or incorporating multiple modes [11]. While each of these concepts has been considered individually, this work looks to unify them into a single approach which we empirically show to outperform the competing baselines.

Our work builds on IntentNet [5] to produce an end-to-end motion prediction model with the following contributions:

- joint detection and motion prediction of multiple actor classes: vehicles, pedestrians, and bicyclists;
- multimodal trajectory prediction to capture distinct potential future trajectories of traffic actors along with their corresponding continuous position uncertainties.

Using a large-scale, real-world data set, the proposed approach was shown to outperform the current state-of-the-art.
II. RELATED WORK

Object detection is a critical task for an SDV system, with a number of papers proposed recently in the literature. A popular approach is using a bird’s-eye view (BEV) representation, where lidar points are encoded in 3D voxels [5], which has a strong benefit of being a range-invariant representation of objects. PointPillars [12] proposed to learn the BEV encoding through a computation scheme that provides better speed while keeping accuracy high. Range view (RV) is another popular lidar point representation that provides a compact input while preserving all sensor information. The authors of [13] showed that RV is good at detection of both near- and long-range objects, which can further be improved by combining a camera image with RV lidar [14]. Recent work applies both BEV and RV representations [15], [16], extracting features using separate branches of the network that are fused at a later stage. This fusion method preserves information for both near- and long-range objects, at the cost of a more complex and heavy network structure. In this work we focus on the BEV approach and discuss several ideas on how to improve the current state-of-the-art.

Movement prediction is another major topic in the SDV community. Typically, the prediction models take current and past detections as inputs, and then output trajectories for the next several seconds. A common approach is to train recurrent models to process the inputs and extract learned features [17], [18], [19], [20], [21], [22]. A number of methods have been proposed that take actor surroundings and other contextual information through BEV images as an input, and extract useful scene features using convolutional neural nets (CNNs) [4], [8], [9], [10], [11], [18]. Interestingly, the majority of former research on trajectory prediction has focused on predicting the motion of a particular type of road actor (e.g., vehicle or pedestrian). However, multiple types of traffic actors exist together on public roads, and SDVs need to accurately predict all relevant actors’ motions in order to drive safely. Moreover, different actor types have distinct motion patterns (e.g., bicyclists and pedestrians behave quite differently [8]), and it is important to model them separately. A few recent papers tackled this challenge using recurrent methods [18], [23], [24]. However, unlike in our work, an existence of a detection system was assumed and they were not trained end-to-end using raw sensor data.

Another aspect of the prediction task that is important for ensuring safe SDV operations is modeling the stochasticity of traffic behavior, either by considering multimodality of actor movement (e.g., whether they are going to turn left or right at an intersection) or position uncertainty within a single mode. When it comes to the multimodality of future trajectories there are two common classes of approaches. The first is the use of generative models, either explicitly with conditional variational autoencoders [17], [18], [25] or implicitly with generative adversarial networks [17], [19], [20], [21], [22], [26]. Once trained, trajectories are predicted by sampling from the learned distribution at inference time. The generative models often require the system to draw many samples to ensure good coverage in the trajectory space (e.g., as many as 20 in [19], [21]), which may be impractical for time-critical applications. The second category of approaches directly predicts a fixed number of trajectories along with their probabilities in a single-shot manner [9], [11], [27], [28]. The trajectories and probabilities are jointly trained with a combination of regression and classification losses, and are much more efficient than the alternatives. As a result, most applied work follows the one-shot approach [9], [27].

In addition to multimodality, it is important to capture the uncertainty of actor motion within a trajectory mode. This can be achieved by explicitly modeling each trajectory as a probability distribution, for example by modeling trajectory waypoints using Gaussians [9], [10], [18], [29]. Following a different paradigm, some researchers have proposed non-parametric approaches [30] to directly predict an occupancy map. While parametric approaches can easily be cast into cell occupancy space the reverse is not necessarily true, limiting the applicability of such output representations in downstream modules of the SDV system.

Instead of using independent detection and motion forecasting models, some recent work has proposed to train them jointly in an end-to-end fashion, taking raw sensor data as inputs. This approach was pioneered in the FaF model [4], while IntentNet [5] further included map data as an input and proposed to predict both actor trajectories and their high-level intents. The authors of [31] further extended this idea to an end-to-end model that also includes motion planning. SpAGNN [6] introduced a two-stage model with Rotated Region of Interest (RROI) cropping, a graph neural network module to encode actor relations, as well as modeling the uncertainty of future trajectories. MotionNet [32] used a spatial-temporal pyramid network to jointly perform detection and motion prediction for each BEV grid cell. LaserFlow [7] proposed an end-to-end model using multi-frame RV lidar inputs, unlike the other methods using BEV representations, which can also perform prediction on multiple actor types. Compared to our method, most of the above end-to-end methods do not consider motion prediction on diverse road actor types, and none of them addresses the multimodal nature of possible future trajectories. The earlier work has clearly shown the promise of end-to-end approaches, with researchers looking at various aspects to improve the prediction performance. In this paper we propose the first model to bring these key ideas together, and show in the experimental section the benefits over the baselines.

III. PROPOSED APPROACH

In this section we describe our end-to-end method for joint detection and prediction, called MultiXNet. We first describe the existing state-of-the-art IntentNet architecture [5], followed by a discussion of our proposed improvements.

A. Baseline end-to-end detection and prediction

1) Input representation: In Fig. 2 we show the lidar and map inputs to the network. We assume a lidar sensor installed on the SDV that provides measurements at regular
time intervals. At time $t$ a lidar sweep $S_t$ comprises a set of 3D lidar returns represented by their $(x, y, z)$ locations. Following [5], we encode the lidar data $S_t$ in a BEV image centered on the SDV, with voxel sizes of $\Delta_L$ and $\Delta_W$ along the forward $x$- and left $y$-axes, respectively, and $\Delta_V$ along the vertical axis (representing the image channels). Each voxel encodes binary information about whether or not there exists at least one lidar return inside that voxel. In addition, to capture temporal information we encode the $T - 1$ past lidar sweeps $\{S_{t-T+1}, \ldots, S_1\}$ into the same BEV frame using their known SDV poses, and stack them together along the channel (or vertical) dimension. Assuming we consider an area of length $L$, width $W$, and height $V$, this yields an input image of size $\left[ \frac{L}{\Delta_L} \times \frac{W}{\Delta_W} \times T \right] \times \left[ \frac{V}{\Delta_V} \right]$. Moreover, let us assume we have access to a high-resolution scan of the SDV’s surroundings, with each grid cell comprising input image of size $L \times W \times T$. When it comes to the per-pixel detection loss, a binary focal loss $\ell_focal(\hat{p}) = (1 - p)^\gamma \log \hat{p}$ is used for the probability of a ground-truth object [33], where we empirically found good performance with hyper-parameter $\gamma$ set to 2. Moreover, when there exists a ground-truth object in a particular cell a smooth-$\ell_1$ regression loss $\ell_1(\hat{p} - p) = \| \hat{p} - p \|$ is used for all bounding box parameters (i.e., center, size, and heading), where the loss is computed between the predicted value $\hat{v}$ and the corresponding ground truth $v$. The smooth-$\ell_1$ regression loss is also used to capture prediction errors of future bounding box centers and headings. We refer to a cell containing an object as a foreground (fg) cell, and a background (bg) cell otherwise. Then, the overall loss at horizon $h$ for a foreground cell $L_{fg}(h)$ is computed as

$$L_{fg}(h) = \ell_{focal}(\hat{p}) + \ell_1(\hat{\theta} - \theta) + \ell_1(\hat{v} - v) + \ell_1(\hat{c}_x - c_x) + \ell_1(\hat{c}_y - c_y) + \ell_1(\sin \hat{\theta} - \sin \theta) + \ell_1(\cos \hat{\theta} - \cos \theta), \quad (1)$$

where $c$ equals 1 if the condition $c$ holds and 0 otherwise. The loss for a background cell equals $L_{bg} = \ell_{focal}(1 - p)$.

Lastly, to enforce a lower error tolerance for earlier horizons we multiply the per-horizon losses by fixed weights that are gradually decreasing for future timesteps, and the per-horizon losses are aggregated to obtain the final loss,

$$L = \sum_{h=0}^{H} \lambda^h L_{fg}(h), \quad (2)$$

where $\lambda \in (0, 1)$ is a constant decay factor (set to 0.97 in our experiments). The loss contains both detection and prediction components, and all model parameters are learned jointly in an end-to-end manner.
B. Improving end-to-end motion prediction

In this section we present an end-to-end method that we build on the approach presented in the previous section, extending it to significantly improve its prediction performance.

1) Uncertainty-aware loss: In addition to predicting trajectories, an important task in autonomous driving is the estimation of their spatial uncertainty. This is useful for fusion of results from multiple predictors, and is also consumed by a motion planner to improve SDV safety. In earlier work [10] it was proposed as a fine-tuning step following training of a model that only considered trajectory waypoints without uncertainties. Then, by freezing the main prediction weights or setting a low learning rate, the uncertainty module was trained without hurting the overall prediction performance.

In this paper we describe a method that learns trajectories and uncertainties jointly, where we decompose the position uncertainty in the along-track (AT) and cross-track (CT) directions [34]. In particular, a predicted waypoint $\hat{e}_{AT}$ is projected along AT and CT directions by considering the ground-truth heading $\theta_0$, and the errors along these directions are assumed to follow a Laplace distribution $Laplace(\mu, b)$, where $\mu$ and diversity $b$ are the Laplace parameters. We assume that AT and CT errors are independent, with each having a separate set of Laplace parameters. Taking AT as an example and assuming an error value $\hat{e}_{AT}$, this defines a Laplace distribution $Laplace(\hat{e}_{AT}, b_{AT})$. Then, we minimize the loss by minimizing the Kullback–Leibler (KL) divergence between the ground-truth $Laplace(0, b_{AT})$ and the predicted $Laplace(\hat{e}_{AT}, b_{AT})$, computed as follows [35],

$$KL_{AT} = \log \frac{b_{AT}}{\hat{b}_{AT}} + \frac{\hat{b}_{AT}}{b_{AT}} \exp \left( -\frac{1}{b_{AT}} |\hat{e}_{AT}| \right) + |\hat{e}_{AT}| - 1. \quad (3)$$

Similarly, $KL_{CT}$ can be computed for the CT errors, and we then use $KL_{AT}$ and $KL_{CT}$ instead of the smooth-$\ell_1$ loss for bounding box centers introduced in the previous section. In the experimental section we compare the choice of Laplace versus Gaussian distribution, as well as the choice of KL divergence loss versus negative log-likelihood loss. The results show the benefit of optimizing Laplace KL divergence to model prediction errors.

An important question is a choice of ground-truth diversities $b_{AT}$ and $b_{CT}$. In earlier detection work [36] a percentage of label area covered by lidar points was used, however this may not be the best choice for the prediction task as the prediction difficulty and uncertainty are expected to grow with longer horizons. To account for this, we linearly increase the ground-truth diversity with time as

$$b_\ast(t) = \alpha_\ast + \beta_\ast t, \quad (4)$$

where parameters $\alpha_\ast$ and $\beta_\ast$ are empirically determined, with separate parameters for AT and for CT components. This is achieved by training models with varying $\alpha_\ast$ and $\beta_\ast$ parameters and choosing the parameter set for which the reliability diagrams [10] indicate that the model outputs are the most calibrated, discussed in Sec. [I-VB].

2) Second-stage trajectory refinement: As shown in Fig. 2 following the detection and prediction inference described in Sec. [III-A] we perform further refinement of the motion predictions for the detected objects, where we take the detected objects and infer their improved future trajectories through further processing. The refinement network, which we refer to as the second stage of the model, discards the first-stage trajectory predictions and takes the inferred object center $\hat{e}_0$ and heading $\hat{\theta}_0$, as well as the final feature layer from the main network. Then, it crops and rotates learned features for each actor, such that the actor is oriented pointing up in the rotated image [8], [10], [37] as illustrated in Fig. 2. The RROI feature map is then fed through a lightweight CNN network before the final prediction of future trajectory and uncertainty is performed. Both first- and second-stage networks are trained jointly, using the full loss $L$ in the first stage and only the future prediction loss in the second stage, where the second-stage predictions are used as the final output trajectories. The second stage is fully differentiable and therefore gradients flow through the second stage into the first stage.

The proposed method has several advantages. First, the output representation can be standardized in the actor frame. In the first-stage model the trajectories can radiate in any direction from the actor position, while in the actor frame the majority of the future trajectories grow from the origin forward. In addition, the second stage can concentrate on extracting features for a single actor of interest and discard irrelevant information. Lastly, note that the predictions from the first and second stage can both be used in the final system, depending on the latency requirements. For example, because the second-stage predictions incur additional latency cost, the system can use the first-stage predictions for some actors, and only run the second-stage for actors where this refinement is deemed important.

3) Multimodal trajectory prediction: Traffic behavior is inherently multimodal, as traffic actors at any point may make one of several movement decisions. Modeling such behavior is an important task in the self-driving field, with several interesting ideas being proposed in the literature [9], [11], [27], [28]. In this paper we address this problem, and describe an approach to output a fixed number of trajectories for each detected actor along with their probabilities. In particular, instead of outputting a single predicted trajectory in the second stage for each detected actor, the model outputs a fixed number of $M$ trajectories. Let us denote trajectory modes output by the model as $\{\hat{\tau}_m\}_{m=1}^M$ and their probabilities as $\{\hat{p}_m\}_{m=1}^M$. First, we identify one of the $M$ modes as the ground-truth mode $m_{gt}$, for which purpose we designed a novel direction-based policy to decide the ground-truth mode. More specifically, we compute an angle $\Delta_\theta = \theta_M - \theta_0$ between the last and the current ground-truth heading, where $\Delta_\theta \in (-\pi, \pi]$. Then, we divide the range $(-\pi, \pi]$ into $M$ bins and decide $m_{gt}$ based on where $\Delta_\theta$ falls. In this way, during training each mode is specialized to be responsible for a distinct behavior (e.g., for $M = 3$ we have left-turning, right-turning, and going-straight modes).
Note that there is an option to learn the modes through an Expectation-Maximization scheme, or by directly learning a mixture-density network as discussed in [11]. However, we found the proposed approach to perform best in practice.

Given the predictions and the ground-truth trajectory, and using a similar approach as discussed in [11], the multimodal trajectory loss consists of a trajectory loss of the $m_i$-th trajectory mode as described in Sec. III-B.1 and a cross-entropy loss for the trajectory mode probabilities. Lastly, we continue to use unimodal prediction loss in the first stage to improve the model training, and the multimodal trajectory loss is only applied to train the second-stage network. Note that the accuracy of first-stage detections directly impacts the quality of second-stage predictions, as the second-stage is using the first-stage outputs as its inputs. However, we did not observe issues due to this dependency, and the experimental results show that the second-stage refinement leads to improved prediction performance.

4) Handling multiple actor types: Unlike earlier work [5] that mostly focused on a single traffic actor type, we model the behavior of multiple actor types simultaneously, focusing on vehicles, pedestrians, and bicyclists. This is done by separating three sets of outputs, one for each type, after the backbone network computes the shared BEV learned features shown in Fig. 2. Note that we found that the model achieves the best performance when each class has additional, separate processing following the learned features. Handling all actors using a single model and in a single pass simplifies the SDV system significantly, and helps ensure safe and effective operations. It is important to emphasize that in the case of pedestrians and bicyclists we found that a unimodal output results in the best performance, and we do not use the multimodal loss nor the refinement stage for these traffic actors. Thus, in our experiments we set $M = 3$ for vehicles and $M = 1$ for the other actor types. Then, the final loss of the model is a sum of per-type losses, with each per-type loss comprising the detection loss as described in Sec. III-A.3 as well as the uncertainty-aware trajectory loss described in Sec. III-B.1 Sec. III-B.2 and Sec. III-B.3.

IV. EXPERIMENTS

A. Experimental setup

Following earlier work [6] we evaluated the proposed approach using the open-sourced nuScenes data [38] and proprietary ATG4D data. The ATG4D data was collected by a fleet of SDVs across several cities in North America using a 64-beam, roof-mounted lidar sensor. It contains over 1 million frames collected from 5,500 different scenarios, each scenario being a sequence of 250 frames captured at 10Hz. The labels are precise tracks of 3D bounding boxes at a maximum range of 100 meters from the data-collecting vehicle. Vehicles are the most common actor type in the data set, with 3.2x fewer pedestrians and 15x fewer bicyclists.

We set the parameters of the BEV image to $L = 150m$, $W = 100m$, $V = 3.2m$, $\Delta_L = 0.16m$, $\Delta_W = 0.16m$, $\Delta_V = 0.2m$, and use $T = 10$ sweeps to predict $H = 30$ future states at 10Hz (resulting in predictions that are 3s long). For the second stage, we cropped a $40m \times 40m$ region around each actor. The models were implemented in PyTorch [39] and trained end-to-end with 16 GPUs, a per-GPU batch size of 2, Adam optimizer [40], and an initial learning rate of 2e-4, training for 2 epochs completing in a day. Note that early in training the first-stage detection output is too noisy to provide stable inputs for the second-stage refinement. To mitigate this issue we used the ground-truth detections for the first 2.5k iterations when training the second-stage network.

We compared the discussed approach to our implementation of IntentNet [5] which we extended to support multiple classes and tuned to obtain better results than reported in the original paper. In addition, using the published results we compared to the recently proposed end-to-end SpAGNN method that takes into account interactions between the traffic actors [6]. We evaluated the methods using both detection and prediction metrics. Following earlier literature for detection metrics, we set the IoU detection matching threshold to 0.7, 0.1, 0.3 for vehicles, pedestrians, and bicyclists, respectively. For prediction metrics we set the probability threshold to obtain a recall of 0.8 as the operational point, as proposed in [6]. In particular, we report average precision (AP) detection metric, as well as displacement error (DE) [41] and cross-track (CT) prediction error at 3 seconds. For the multimodal approaches we report both the min-over-M metrics [11], [17] taking the minimal error over all modes (measuring recall) and the performance of the highest-probability mode (measuring precision).

B. Results

The evaluation results on nuScenes data for vehicles, pedestrians, and bicyclists are summarized in Table I with best prediction results shown in bold, where we compare the proposed MultiXNet to the state-of-the-art methods SpAGNN [6] and IntentNet [5]. Note that, in addition to the baseline IntentNet that uses displacement error (DE) in its loss, we also included a version with equally-weighted AT and CT losses instead. This is an extension of the baseline that uses the idea presented in Sec. III-B.1 which was shown to perform well in our experiments.

We can see that all methods achieved similar detection performance across the board. Comparing the state-of-the-art methods SpAGNN and IntentNet, the latter obtained better prediction accuracy on vehicle actors. The authors of SpAGNN did not provide results on other traffic actors so these results are not included in the table. Moreover, we see that IntentNet with AT/CT losses, corresponding to the model described in Sec. III-A.1 that does not model the uncertainty, achieved comparable DE and CT errors as the original IntentNet with DE loss, with slightly improved results for vehicles and bicyclists. While the improvements are not large, this model allows for different weighting of AT and CT error components. This trade-off is an important feature for deployed models in autonomous driving, where prediction accuracies along these two directions may have different importance (e.g., in merging scenarios AT may be more important, while we may care more about CT in passing.
TABLE I: Comparison on nuScenes data using the highest-probability mode, with detection performance evaluated using average precision in % (AP) and prediction using displacement error (DE) and cross-track error (CT) at 3s in centimeters; results computed on the best-matching mode (i.e., min-over-M) for multimodal methods shown in parentheses where available.

| Method         | Vehicles         | Pedestrians       | Bicyclists       |
|----------------|------------------|-------------------|------------------|
|                | AP   | DE   | CT   | AP  | DE   | CT   | AP  | DE   | CT   |
| SpAGNN         | -    | 145.0| -    | -   | -    | -    | -   | -    | -    |
| IntentNet (DE) | 61.0 | 117.4| 37.7 | 64.4| 83.5 | 47.3 | 30.9| 184.6| 73.7 |
| IntentNet (AT/CT) | 60.3 | 118.3| 37.8 | 63.4| 83.6 | 46.8 | 31.8| 173.0| 70.2 |
| MultiXNet      | 60.6 | 105.0| 29.7 | 66.1| 80.1 | 43.8 | 32.6| 203.1| 54.8 |

TABLE II: Ablation study of the proposed MultiXNet on ATG4D data; “Unc.” denotes uncertainty loss from Sec. III-B.1, “2nd” denotes the refinement stage from Sec. III-B.2, and “Mm.” denotes the multimodal loss from Sec. III-B.3.

| Unc. | 2nd | Mm. | Vehicles | AP   | DE   | CT   | Pedestrians | AP  | DE  | CT  | Bicyclists | AP  | DE  | CT  |
|------|-----|-----|----------|------|------|------|-------------|-----|-----|-----|------------|-----|-----|-----|
|      |     |     |          | 83.9 | 90.4 | 26.0 |            | 88.4 | 61.8 | 32.9 |            | 83.2 | 51.7| 23.5 |
| KL-L |     |     |          | 84.1 | 91.9 | 22.8 |            | 88.2 | 57.1 | 30.4 |            | 84.6 | 49.9| 21.1 |
|      | ✓   |     |          | 84.6 | 82.2 | 22.2 |            | 88.7 | 63.2 | 33.2 |            | 84.3 | 51.6| 23.8 |
| KL-L | ✓   | ✓   |          | 84.4 | 83.3 | 20.4 |            | 88.4 | 57.6 | 30.6 |            | 83.9 | 52.0| 21.7 |
|      | ✓   | ✓   |          | 84.0 | 82.4 | 22.4 | (21.8)     | 88.5 | 62.6 | 33.0 |            | 84.2 | 51.2| 23.7 |
| KL-L | ✓   | ✓   |          | 84.2 | 83.1 | 20.2 | (19.8)     | 88.4 | 57.2 | 30.5 |            | 84.6 | 48.5| 20.7 |
| KL-G | ✓   | ✓   |          | 85.0 | 84.3 | 20.6 | (19.7)     | 88.7 | 58.1 | 31.3 |            | 84.7 | 50.4| 20.6 |
| NL-L | ✓   | ✓   |          | 84.6 | 85.3 | 20.2 | (19.8)     | 88.4 | 58.4 | 31.0 |            | 83.9 | 50.4| 20.9 |
| NL-L | ✓   | ✓   |          | 84.5 | 88.5 | 21.1 | (20.7)     | 88.6 | 59.3 | 32.0 |            | 83.5 | 51.8| 21.0 |
| KL-L |      | no rot. |          | 84.4 | 86.9 | 21.9 | (21.2)     | 88.6 | 57.3 | 30.7 |            | 84.0 | 50.4| 21.5 |

scenarios). Lastly, the proposed MultiXNet outperformed the competing methods by a significant margin on all three actor types. Taking only vehicles into account, we see that modeling multimodal trajectories led to improvements when considering the min-over-M mode (result given in parentheses), as well as the highest-probability mode, indicating both better recall and better precision of MultiXNet, respectively.

In Table II we present results of an ablation study of the MultiXNet improvements performed on the larger ATG4D data set, involving the components discussed in Sec. III-B. Note that the first row corresponds to the IntentNet (AT/CT) method, while the last row of the first part of the table corresponds to the proposed MultiXNet (KL-L denotes the KL divergence loss using Laplace distribution). We can see that all methods had nearly the same AP, which is not a surprising result since all approaches have identical detection architectures. Focusing on the vehicle actors for a moment, modeling uncertainty led to improvements when considering the min-over-M mode (result given in parentheses), as well as the highest-probability mode, indicating both better recall and better precision of MultiXNet, respectively.

In Table II we present results of an ablation study of the MultiXNet improvements performed on the larger ATG4D data set, involving the components discussed in Sec. III-B. Note that the first row corresponds to the IntentNet (AT/CT) method, while the last row of the first part of the table corresponds to the proposed MultiXNet (KL-L denotes the KL divergence loss using Laplace distribution). We can see that all methods had nearly the same AP, which is not a surprising result since all approaches have identical detection architectures. Focusing on the vehicle actors for a moment, modeling uncertainty led to improvements when considering the min-over-M mode (result given in parentheses), as well as the highest-probability mode, indicating both better recall and better precision of MultiXNet, respectively.

The last three rows of the upper part of Table II give the performance of different variants of the second-stage model. Similarly to the result given previously, modeling uncertainty led to a substantial improvement of nearly 10% when it comes to the CT error. This can be explained by the fact that outliers are down-weighted due to their larger variance as shown in equation [3], and thus have less impact during training as compared to the case where the variance is not taken into account. Furthermore, in the next two rows we evaluated the models that output multimodal results computed on the best-matching mode (i.e., min-over-M) for multimodal methods shown in parentheses where available.

Finally, in the bottom four rows we perform further ablation studies by modifying the uncertainty-aware loss and the second-stage processing. In particular, we analyze a model using the proposed KL divergence that assumes a Gaussian noise model (KL-G) instead of Laplace (KL-L), as well as models that directly optimize negative log-likelihood with Gaussian (NL-G) and Laplace (NL-L) distributions to model the prediction errors. We can see that using KL loss with Laplace distribution as introduced in Sec. III-B.1 resulted in the lowest prediction errors across the three actor types. Moreover, in the last row we show results of MultiXNet where we do not perform rotation of the cropped features as
Fig. 4: Qualitative results of the competing models, top row: IntentNet, bottom row: MultiXNet; ground truth shown in red, predictions shown in blue, while colored ellipses indicate one standard deviation of inferred uncertainty for future predictions described in Sec. III-B.2. We can see that the omission of rotation resulted in a significant drop in performance, further motivating the use of RROI in the second-stage processing.

Let us discuss the results on pedestrians and bicyclists shown in the remainder of Table II. As explained in Sec. III-B.4, we did not use the second-stage refinement nor the multimodal loss for these actors, and the changes indicated in the 2nd and Mm. columns only affected the vehicle branch of the network (results for the same setup changed slightly due to random weight initialization). Similarly to the experiments with vehicles we see that modeling uncertainty led to improved results, with CT improvements between 9% and 13%, as seen in the second, fourth, and sixth rows.

In addition to improved performance, modeling uncertainty also allows reasoning about the inherent noise of future traffic movement. As mentioned in Sec. I this is an important feature that helps the motion planning generate safe and efficient SDV motions. In Fig. 3 we provide reliability diagrams [10] along the AT and CT dimensions for all three actor types, measured at the prediction horizon of 3 seconds. We can see that the learned uncertainties were well-calibrated, with slight under-confidence for all traffic actors. Bicyclist uncertainties were the least calibrated, followed by pedestrians. As expected, the actor types with the most training data showed the most calibrated uncertainties.

C. Qualitative results

In this section we present several representative case studies, exemplifying the benefits of the proposed MultiXNet over the state-of-the-art IntentNet. Three comparisons of the two methods are shown in Fig. 4 where we do not visualize low-probability MultiXNet trajectories below 0.3 threshold.

In the first case, we see an actor approaching an intersection and making a right-hand turn, where unimodal IntentNet incorrectly predicted that they will continue moving straight through the intersection. On the other hand, MultiXNet predicted a very accurate turning trajectory with high certainty, while also allowing for the possibility of going-straight behavior. Apart from the predictions, we can see that both models detected the two actors in the SDV’s surroundings with high accuracy. In the second case, the SDV is moving through an intersection with a green traffic light, surrounded by vehicles. We can see that both models correctly detected and predicted the movements of the majority of the traffic actors. Let us consider motion prediction for a large truck in a right-turn lane on the SDV’s right-hand side. Again, IntentNet predicted a straight trajectory while in actuality the actor made a turn. As before, MultiXNet generated multiple modes and provided reasonable uncertainty estimates for both the turning and the going-straight trajectories.

Lastly, the third case shows the SDV in an uncommon three-way intersection. As previously, both models provided accurate detections of the surrounding actors, including one pedestrian at the top of the scene. Let us direct our attention to the vehicle actor approaching the intersection from the upper part of the figure. This actor made an unprotected left turn towards the SDV, which IntentNet mispredicted as going straight. Conversely, we see that MultiXNet produced both possible modes, including a turning trajectory with large uncertainty due to the unusual shape of the intersection.

V. CONCLUSION

We introduced MultiXNet, a multistage model that first infers object detections and predictions, and then refines these predictions using a second stage to output multiple potential future trajectories. The proposed method was evaluated on two large-scale data sets collected on the streets of several cities, where it outperformed the existing state-of-the-art. While obtaining good performance, there are several directions along which the method could be improved. For example, the network does not explicitly model actor interactions, and is lidar- and map-focused while introduction of sensors such as radars and cameras could be very beneficial. These avenues represent areas of our future work.
