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Abstract

We provide a formal definition for a class of algorithms known as “particle methods”. Particle methods are used in scientific computing. They include popular simulation methods, such as Discrete Element Methods (DEM), Molecular Dynamics (MD), Particle Strength Exchange (PSE), and Smoothed Particle Hydrodynamics (SPH), but also particle-based image processing methods, point-based computer graphics, and computational optimization algorithms using point samples. All of these rest on a common concept, which we here formally define. The presented definition of particle methods makes it possible to distinguish what formally constitutes a particle method, and what not. It also enables us to define different sub-classes of particle methods that differ with respect to their computational complexity and power. Our definition is purely formal, independent of any application. After stating the definition, we therefore illustrate how several well-known particle methods can be formalized in our framework, and we show how the formal definition can be used to formulate novel particle methods for non-canonical problems.

1 Introduction

Particle Methods are a classic and popular class of algorithms in scientific computing, from applications such as computational plasma physics [18] to computational fluid dynamics [8]. Some of the historically first computer simulations in these domains were done using particle methods [37, 7] and the field is still under active development today [9, 5]. A key advantage of particle methods is their versatility, as they can simulate both discrete and continuous models either stochastically or deterministically.

In simulations of discrete models, particles naturally represent the discrete entities of the model, such as atoms in molecular dynamics simulations [2], cars in simulations of road traffic [26], or grains of sand in discrete-element simulations of granular flows [38]. When simulating continuous models, or numerically solving differential equations, particles represent mathematical collocation points or Lagrangian tracer points of the discretization of the continuous fields [30] [10]. The evaluation of differential operators on these fields can directly be approximated on the particles using numerical methods such as Smoothed Particle Hydrodynamics (SPH) [15, 27], Reproducing Kernel Particle Methods (RKPM) [25], Particle Strength Exchange (PSE) [11, 14], or Discretization-Corrected PSE (DC-PSE) [34, 4]. Also simulations of hybrid discrete-continuous models are possible, as often done in plasma physics, where discrete point charges are coupled with continuous electric and magnetic fields [18]. In addition to their versatility, particle methods can also efficiently be parallelized on
shared- and distributed-memory computers \cite{22, 20, 32, 21, 31}, and they simplify simulations in complex \cite{33} and time-varying \cite{3} geometries, as no computational mesh needs to be generated and maintained. Particle methods have therefore been widely used in numerical simulations.

Beyond the field of simulations, however, structurally similar algorithms have been developed. Examples include particle-based image processing methods \cite{6, 1}, point-based computer graphics \cite{16}, and computational optimization algorithms using point samples, e.g. \cite{17, 28}. The computational and algorithmic structure of these methods is analogous to that of particle methods traditionally used in computer simulations.

Due to this similarity, we here propose a broader definition of particle methods to include all computational algorithms that use points (i.e., particles or zero-dimensional elements) with positions in some space (e.g., physical space, phase space, parameter space) and that carry some properties. These points can evolve their positions and properties as a result of interacting with each other. Therefore, particles are zero-dimensional computational objects that store positions and properties and are able to interact and evolve. We treat the position of a particle as one of its properties, even though in practical applications and implementations the position property is often specifically distinguished. We also restrict particles to only interact pairwise. Higher-order interactions are not permitted and must be reduced to sequences of pairwise interactions using additional particle properties. This leads to a generalized definition of particle methods across application domains, from simulation to graphics, to computer vision and optimization. In this generalized view, of course, the question arises what formally constitutes a particle method and, in reverse, what is not a particle method.

We address this fundamental question by: (1) providing a formal definition of particle methods independent of any application, and (2) illustrate how several classic and well-known particle methods can be formalized in our framework. Illustrating the value of a generic formal definition, we further show that particle methods—according to our definition—can be written for solving problems that were not so far considered typical applications of particle methods.

The present formal definition establishes particle methods as an algorithmic class with a well-defined structure. As a consequence, it becomes possible to write novel particle methods for many problems, guided by the scaffold provided by the definition. This, however, makes no statement about the computational complexity or efficiency of such a method. In many cases, particle methods are not expected to be particularly efficient solutions. They do, however, provide an appealing, since unifying, algorithmic framework with a structure and regularity that can be exploited, for example, in software engineering of scientific codes or in the design of programming languages for scientific computing.

2 Nomenclature and Notation

Before stating our formal definition of particle methods, we introduce the notation and nomenclature used and define the underlying mathematical concepts.

Definition 1 The set of all tuples $A^*$ from the elements of a set $A$, including the empty tuple $()$,
is defined using the Cartesian product as follows:

\[ A^0 := \{()\} \quad (1) \]
\[ A^1 := A \quad (2) \]
\[ A^{n+1} := A^n \times A \quad \text{for } n \in \mathbb{N}_{>0} \quad (3) \]
\[ A^* := \bigcup_{j=0}^{\infty} A^j \quad \left( = \{()\} \cup A \cup A \times A \cup A \times A \times A \cup ... \right) \quad (4) \]

We use the following notational conventions:

- \( p \in P^* \) bold symbols for tuples of arbitrary length
- \( p = (p_1, ..., p_n) \) regular symbols with subscript indices for the elements of these tuples
- \( |p| := n \) a tuple in vertical bars is the length of the tuple
- \( p = (a, b, c) \) a tuple prototype of determined length with specific element names
- \( p_j = (a_j, b_j, c_j) \) an indexed tuple of determined length with named elements

We further use:

**Definition 2** The **composition operator** \( *_h \) of a binary function \( h: A \times B \to A \) then \( *_h: A \times B^* \to A \) is recursively defined as:

\[ a *_h () := a \quad (10) \]
\[ a *_h (b_1, b_2, ..., b_n) := h(a, b_1) *_h (b_2, ..., b_n). \quad (11) \]

**Example 1** For – the ordinary arithmetic subtraction, the operator \( *_- \) is:

\[ 9 *_- () = 9, \]
\[ 13 *_- (3, 4, 1) = (13 - 3) *_- (4, 1) = ((13 - 3) - 4) - 1 = 5. \]

**Definition 3** The **concatenation** \( \circ: A^* \times A^* \to A^* \) of tuples \( a, b \in A^* \) is defined as:

\[ a \circ b = (a_1, ..., a_n) \circ (b_1, ..., b_m) := (a_1, ..., a_n, b_1, ..., b_m). \quad (12) \]

Finally, we define a notational convention for a subtuple \( b \in A^* \) of a tuple \( a \in A^* \):

**Definition 4** Be \( f: A^* \times N \to \{\top, \bot\}; \top = \text{true}, \bot = \text{false} \) the condition for an element \( a_j \) of the tuple \( a \) to be in \( b \), then \( b := (a_j \in a: f(a, j)) \) defines a subtuple of \( a \) as follows:

\[ b := (a_1, ..., a_{j_m}) := (a_j \in a: f(a, j)) \quad (13) \]
\[ \Leftrightarrow a = (a_1, ..., a_{j_1}, ..., a_{j_2}, ..., a_{j_{m-1}}, ..., a_{j_m}) \quad \land \quad \forall k \in \{1, ..., n\} : f(a, j_k) = \top. \]

**Example 2** Be \( \overline{a} = (4, 1, 1, 5, 66, 3, 4, 30) \) and \( f(a, j) := (a_j < 5) \) then

\[ \overline{b} := (\overline{a}_j \in \overline{a} : f(\overline{a}, j)) \]
\[ = (\overline{a}_j \in (4, 1, 1, 5, 66, 3, 4, 30) : \overline{a}_j < 5) \]
\[ = (4, 1, 1, 3, 4). \]

An **index tuple** \( c \in N^* \) can be denoted in a similar way: Be \( f: N \to \{\top, \bot\} \) then \( c := (j \in N : f(j)) \) defines an index tuple as follows:

\[ c := (j_1, ..., j_n) := (j \in N : f(j)) \quad (14) \]
\[ \Leftrightarrow j_1 < j_2 < ... < j_n \quad \land \quad \forall k \in \{1, ..., n\} : f(j_k) = \top. \]
3 Illustrative Example

In order to illustrate our definition of particle methods, we use a single, simple example throughout this manuscript. This example is motivated by the Discrete Element Method (DEM) \cite{35}, but is greatly simplified and reduced to its key constituents. This purely serves didactic purposes and has no ambition to resemble any real physics, but only to illustrate our abstract concepts in a simple and concrete case.

The example we consider models perfectly elastic collisions between spheres of uniform diameter $d$ and constant unit mass in a one-dimensional continuous space. The space is without boundaries, such that no boundary conditions are required.

In this example, position $x$ of an individual sphere changes over time $t$, as:

$$x(t) = x_0 + \int_0^t v(t) \, dt,$$

where $v$ is the velocity of the sphere and $x_0$ its initial position. The explicit Euler time-stepping algorithm discretizes this equation in time using a fixed time step size $\Delta t$, yielding:

$$x^{t+\Delta t} = x^t + v(t)\Delta t,$$

which is iterated until a given final time $T$. A perfectly elastic collision between two spheres 1 and 2 results in them swapping their velocities. The positions before the collision $x^n$ and the positions after the collision $x^{n+1}$ remain the same, leading to the following collision rules:

$$x_1^{n+1} = x_1^n,$$

$$x_2^{n+1} = x_2^n,$$

$$v_1^{n+1} = v_2^n,$$

$$v_2^{n+1} = v_1^n.$$

Two spheres 1 and 2 are considered colliding if and only if $|x_2 - x_1| \leq d$.

4 Definition of Particle Methods

We state a formal definition of the algorithmic class of particle methods using the mathematical concepts from Section 2 and we illustrate every line of the definition using the example from Section 3.

Certainly, our definition is not unique. There are alternative ways of formulating the same concepts. We chose the specific formulation here because it naturally relates to the structural elements of a practical implementation, i.e., to the methods and subroutines often found in particle methods software. Our definition is based on observing and analyzing a large number of existing particle methods and distilling their structural commonalities. We state the definition in its most general form, realizing that many practical examples of particle methods do not require the full expressiveness. This can then later be used to define sub-classes of particle methods.

We subdivide the definition of particles into three parts: First, the definition of the data structures and functions. These data structures and functions are the structural components of algorithms written as particle methods. Second, the definition of the instance of a particle method. The instance of a particle method describes a specific problem, which can then be solved or simulated using the data structures and functions of the particle method. Third, the definition of the state
transitions. The state transitions describes how an instance of a particle method proceeds from one state to the next by using its data structures and functions. The transition functions can be different for different computer architectures and place additional constrains on the data structures and functions. We present them in the most general form without specifying any further limitations at this stage.

4.1 Data structures and functions

The definition of a particle method encapsulates the structural elements of its implementation in a small set of data structures and functions that need to be defined at the onset. This follows a similar logic as some definitions of Turing machines [23]. Both concepts are state transition systems working on discrete objects. Specifically, in our definition, a particle methods needs to define two data structures and five functions as follows:

**Definition 5** A particle method is a 7-tuple \((P,G,u,i,e,\dot{e})\), consisting of the two data structures

\[
P := A_1 \times A_2 \times \ldots \times A_n \quad \text{the particle space,} \tag{21}
\]

\[
G := B_1 \times B_2 \times \ldots \times B_m \quad \text{the global variable space,} \tag{22}
\]

such that \([G \times P^*]\) is the state space of the particle method, and five functions:

\[
u : [G \times P^*] \times \mathbb{N} \to \mathbb{N}^* \quad \text{the neighborhood function,} \tag{23}
\]

\[
f : G \to \{\top, \bot\} \quad \text{the stopping condition,} \tag{24}
\]

\[
i : G \times P \times P \to P \times P \quad \text{the interact function,} \tag{25}
\]

\[
e : G \times P \to G \times P^* \quad \text{the evolve function,} \tag{26}
\]

\[
\dot{e} : G \to G \quad \text{the evolve function of the global variable.} \tag{27}
\]

These are the only objects that need to be defined by the user in order to specify a particle method. In the remainder of this section, we provide additional explanations, examples, and clarification to help understand the above formal definitions.

**Explanation of the Particle Space \(P\) (eq. 21)**

**Explanation of the Particle Space \(P\) (eq. 21)**

\[
P := A_1 \times \ldots \times A_n \quad \text{eq. 21}
\]

The structure of the particle space \(P\) follows directly from the observation that in any particle method, the particles are points in some space that carry/store some properties. Hence, a particle in our definition is a tuple of properties, with its position being one of them. The particle space is the Cartesian product of the property sets \(A_1, \ldots, A_n\), since every of the \(n\) properties of a particle can be of a different data type and hence live in a different space. Examples of particle properties can include, depending on the application, a color, a velocity, an acceleration, a Boolean flag, a position in some space, a vector, a name, and so on.

In the example from Section 3

\[
P := \mathbb{R} \times \mathbb{R} \quad (n = 2, \ A_1, A_2 = \mathbb{R}) \tag{28}
\]

\[
p := (x, v) \in P \tag{29}
\]
In the example, particles are spheres of identical size and mass. A particle is therefore fully described by its position $x$ and its velocity $v$. This means that it is reasonable to choose the space of particles as $P := \mathbb{R} \times \mathbb{R}$.

**Explanation of the Global Variable Space $G$ (eq. 22)**

$G := B_1 \times \ldots \times B_m$  \hspace{1cm} (eq. 22)

The structure of the global variable space $G$ is analogous to that of the particle space. A global variable is also a tuple of properties. The global variable is not necessary from the perspective of computational power, but it simplifies the formulation of many particle methods by encapsulating simulation properties that are not specific to a particle. This improves readability and possibly implementation efficiency. The global variable is accessible throughout the particle method, such that all functions can depend on it. The global variable space is the Cartesian product of the arbitrary property sets $B_1, \ldots, B_m$. In general, the property sets $B_1, \ldots, B_m$ of the $m$ components of the global variable can be of arbitrary data type. Examples of global properties include the time step size of a simulation, the total number of particles in the simulation, the total energy of the system, and so on.

In the example from Section 3:

$G := \mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}$  \hspace{1cm} ($m = 4$, $B_1, \ldots, B_4 = \mathbb{R}$)  \hspace{1cm} (30)

g := (d, t, \Delta t, T) \in G  \hspace{1cm} (31)

In the example, the global variable $g := (d, t, \Delta t, T) \in G$ is the collection of the non-particle-specific diameter $d$ of the spheres and the time parameters of the simulation, the current time $t$, the simulation time step size $\Delta t$, and the stopping time $T$. Again, all can be chosen as real numbers. If instead of storing the time, one would store the index of the current time step, then the corresponding set could be $\mathbb{N}$ instead of $\mathbb{R}$.

**Explanation of the State Space $[G \times P^*]$**

$[G \times P^*]$

The state of a particle method collects all information about a particle method at a certain time point. Hence, the state of a particle method consists of a global variable and potentially many particles collected in a tuple of particles.

Formally, the state space of the particle method is the Cartesian product of the global variable space $G$ and the set of all tuples of particles $P^*$ from the particle space $P$ (see definition 1). An element $[g, p^*] \in [G \times P^*]$ fully describes the state of a particle method at a time point $t$. We use the square brackets ($[·]$) to mean that the state is one element even thought we write the global variable $g$ and the particle tuple $p$ separately.

**Explanation of the Neighborhood Function $u$ (eq. 23)**

$u : [G \times P^*] \times \mathbb{N} \rightarrow \mathbb{N}^*$  \hspace{1cm} (eq. 23)

The neighborhood function $u$ is the only function that, in general, depends on the entire state of the particle method $[g, p]$. We introduce this function to reduce computation. Without it, each particle would need to interact with every other particle in order to decide if they are contributing to their respective changes. If the number of contributing interactions is low compared to the number of all
particles, then the neighborhood function helps reduce the computation by returning the indices of only those interaction partners that actually contribute to the result. For instance, the neighborhood can be defined by a cut-off radius beyond which particles no longer “feel” each other. Cell list [29] or Verlet list [37] can then be used to implement a neighborhood function with linear run-time. In general, however, a neighborhood need not be defined geometrically, but can be an arbitrary set of particle indices.

The neighborhood function therefore operates on particle indices. It takes an index as input, pointing to a particle in the current state, and returns a tuple of indices, pointing to the neighboring particles of the input particles. We chose indices instead of particles directly because an index is a unique identifier of an element in a tuple. Besides, indices provide stable identifiers of particles throughout the whole interaction phase. They remain the same while the particle itself may change.

Formally, the neighborhood function maps a state of a particle method and an index of a particle to a tuple of particle indices. It returns the indices of all interaction partners of the particle with input index.

In the example from Section 3:

$$u([g, p], j) := (k \in \mathbb{N} : p_k, p_j \in p \land 0 < x_k - x_j \leq d)$$

(32)

In the example, the neighborhood function \( u \) returns an index tuple (def. 4) of all collision partners of the particle \( p_j \in p \). In this case, the neighborhood function is written such that each collision pair is considered only once, i.e., if \( p_k \) is in the neighborhood of \( p_j \) than \( p_j \) shall not be in the neighborhood of \( p_k \). This is a matter of definition and typically known as “asymmetric neighborhood” in particle methods. If the neighborhood function \( u \) would be: \( u([g, p], j) := (k \in \mathbb{N} : p_k, p_j \in p \land k \neq j \land |x_k - x_j| \leq d) \), then both collision partners would show up as neighbors of the respective other.

Explanation of the Stopping Condition \( f \) (eq. 24)

$$f : G \rightarrow \{\top, \bot\}$$

(eq. 24)

The stopping condition \( f \) only depends on the global variable. This choice is not limiting, because the global variable can be changed by every particle at any time. This means that each particle can influence the outcome of the stopping condition.

Formally, the stopping condition is a function that maps a global variable to a Boolean value, \( \top \) (true) or \( \bot \) (false). It determines when the algorithm ends. It ends when \( f(g) = \top \).

In the example from Section 3

$$f(g) := (t \geq T)$$

(33)

In the example, the algorithm terminates when the current time \( t \) reaches or exceeds the stopping time \( T \), then \( f(g) = \top \).

Explanation of the Interact Function \( i \) (eq. 25)

$$i : G \times P \times P \rightarrow P \times P$$

(eq. 25)

A particle methods proceeds by computing interactions between particles. The basic building block for this is the interact function, which specifies how two particles interact with each other. Higher-order interactions, e.g. three-body interactions, are realized by a series of pairwise interactions. The interact function can change both particles. This provides a performance advantage in cases of
symmetric interactions. It can therefore not only read information from the interacting particles, but also write information into the interacting particles.

Formally, the interact function maps a triple of a global variable and two particles to two particles. It describes the changes the interaction causes to the properties of both interacting particles. While in general, \( i \) can change both particles, the change can be zero for one or both of them. The interact function is only applied for pairs of particles identified by the tuple of indices provided by the neighborhood function \( u \).

In the example from Section 3:

\[
i(g,p_j,p_k) := ((x_j, v_k), (x_k, v_j))
\]

In the example, an interaction amounts to an elastic collision between two spheres, as described by the collision rules (eqs. 17–20). Hence, the two involved particles \( p_j \) and \( p_k \) keep their positions \( x_j \) and \( x_k \), but swap their velocities \( v_j \) and \( v_k \). In this case the interact function \( i \) changes both particles. Therefore the neighborhood function \( u \) defines an asymmetric neighborhood, which prevents duplicate interactions. Meaning, if \( p_k \) is in the neighborhood of \( p_j \) than \( p_j \) will not be in the neighborhood of \( p_k \). Hence, they interact just once as a pair. In practical applications, this type of symmetric interaction not only reduces the computational cost of the algorithm, but it also helps conserve quantities such as energy. If the interaction would change only one particle, we would need an additional mechanism to ensure that no kinetic energy is lost, e.g. by using additional properties to keep a running tally of the net velocity exchanged.

**Explanation of the Evolve Function** \( e \) (eq. 26)

\[
e : G \times P \rightarrow G \times P^*
\]

The evolve function \( e \) changes the properties of a particle due to its own properties and the global variable. This includes any change that is independent of interactions with other particles. This provides a place to update properties that need to stay constant during all interactions, or to reset properties that serve as temporary accumulators used during the interactions. It is also the place to implement autonomous dynamics, i.e., dynamics that for example only depends on time, but not on the properties of the other particles. Examples include simulations of the chemical reaction terms in a spatio-temporal reaction-diffusion simulation, or autonomous stochastic processes.

Formally, the evolve function maps a global variable and a particle to a global variable and a tuple of particles. It can therefore change the global variable, for instance to implement global reduction operations like summing a property over all particles. Since the result is a tuple of particles, \( e \) can also create or destroy particles. This is for example used in population dynamics simulations or in adaptive-resolution methods for continuous models. Hence, \( e \) potentially changes the total number of particles \( |p| \).

In the example from Section 3:

\[
e(g,p_j) := \left( g, (x_j + \Delta t \cdot v_j, v_j) \right)
\]

In the example, the global variable \( g \) remains unchanged by the evolve function, even though this is not necessary as per the definition. The position \( x_j \) of the particle \( p_j \) in the example is evolved according to the velocity \( v_j \) and the time step size \( \Delta t \in g \) using explicit Euler time-stepping (eq. 16). The velocity \( v_j \) of the particle \( p_j \) stays the same.
Explanation of the Evolve Function of the Global Variable $\dot{e}$ (eq. 27)

$$\dot{e} : G \rightarrow G$$ (eq. 27)

The evolve function of the global variable $\dot{e}$ changes the global variable based only on the current value of the global variable. We chose to have this function because otherwise the only place to change the global variable would be the evolve function of the particles, which would make it difficult to prevent multiple evolutions of the global variable. Hence, the evolve function of the global variable provides us with a structure to describe singleton global behavior of the simulation, such as for example increasing the simulation time after completion of a time step.

Formally, the evolve function of the global variable maps a global variable to a global variable. It describes the changes to the global variable due to its own values. This allows updating the global variable without requiring a global operation.

In the example from Section 3:

$$\dot{e}(g) := (d, t + \Delta t, \Delta t, T)$$ (36)

In the example, the evolve function of the global variable $\dot{e}$, increments the current time $t$ by the time step size $\Delta t$. All other global properties remain unchanged.

4.2 Particle method instance

Using the above definitions of data structures and functions of a particle method, we define an instance of a particle method as a specific realization. This requires specifying the initial set of particles and the initial value of the global variable, as follows:

**Definition 6** An instance of a particle method $(P, G, u, f, i, e, \dot{e})$ is defined by an initial state:

$$[g^1, p^1] \in [G \times P^\ast]$$ (37)

consisting of initial values for the global variable $g^1 \in G$ and an initial tuple of particles $p^1 \in P^\ast$.

The particle method instance specifies the starting point of a particle method. We chose to separate the definition of the instance of a particle method from the definition of the particle method itself in order to distinguish the specific problem from the general algorithm.

Formally, a particle method instance $[g^1, p^1]$ is an element of the state space $[G \times P^\ast]$ of a particle method. Since an element $[g^t, p^t] \in [G \times P^\ast]$ fully describes the state of a particle method at a time point $t$, the particle method instance $[g^1, p^1]$ fully describes the state of a particle method.
In the example from Section 3

\[ g^1, p^1 \in [G \times P^*] \]  
initial state of the particle method  \hspace{1cm} (38)

\[ g^1 := (d, t, \Delta t, T) \in G \]  
initial global variable  \hspace{1cm} (39)

\[ d := 0.5 \]  
diameter of the spheres

\[ t := 0 \]  
initial time

\[ \Delta t := 0.1 \]  
time step size

\[ T := 10 \]  
stopping time

\[ p^1 := (p_1, p_2, p_3) \in P^* \]  
initial particle tuple  \hspace{1cm} (40)

\[ p_1 := (0, 2) \]  
particle 1 with \( x_1 = 0 \) and \( v_1 = 2 \)

\[ p_2 := (0.49, -1) \]  
particle 2 with \( x_2 = 0.49 \) and \( v_2 = -1 \)

\[ p_3 := (2, 1) \]  
particle 3 with \( x_3 = 2 \) and \( v_3 = 1 \)

This example of a particle method instance is the initial state for the didactic example from Section 3. It is a 1D elastic collision simulation of three spheres with the same diameter and mass. Since mass cancels out if it is the same for all spheres we do not explicitly store it. This particle method instance defines the initial state \([g^1, p^1]\). The initial values of the properties of the global variable \(g^1\) are the diameter of the spheres \(d = 0.5\), the initial time \(t = 0\), the time step size \(\Delta t = 0.1\), and the stopping time \(T = 10\). The initial particle tuple \(p\) consists of 3 particles, representing three spheres. These particles are \(p_1 = (0, 2)\), \(p_2 = (0.49, -1)\), and \(p_3 = (2, 1)\). As one can see, \(p_1\) and \(p_2\) are all ready colliding. Their distance is smaller than \(d\), and their velocities point toward each other.

4.3 State transition

In a specific particle method, the elements of the tuple \((P, G, u, f, i, e, \dot{e})\) (eqs. \([21] - [27]) need to be specified. Given a certain starting point as defined by an instance, the algorithm then proceeds in iterations. Each iteration corresponds to one state transition that advances the current state of the particle method \([g^t, p^t]\) to the next state \([g^{t+1}, p^{t+1}]\), starting at the initial state \([g^1, p^1]\). The state transition uses the functions \(u, f, i, e, \dot{e}\) to determine the next state in a canonical way. It is hence the same for every particle method and does not need to be defined by the user. We formally define:

**Definition 7** The **particle method state transition function** \(s\) is a partial function mapping one state to another state:

\[ s : [G \times P^*] \rightarrow [G \times P^*]. \]  \hspace{1cm} (41)

Iterating this generates a sequence of states. The sequence ends when \(s\) is undefined, i.e.:

\[ [g^T, p^T] \text{ is the last state of the state sequence} \]

\[ \iff s([g^T, p^T]) = \text{undef} \land \forall t \in \{1, \ldots, T-1\} : s([g^t, p^t]) \neq \text{undef} \]  \hspace{1cm} (42)

While the state transition function \(s\) is the same for all particle methods, its definition and implementation can be different for different computer architectures. Frequent constraints in practical applications include indexing-order independence on multi-threaded architectures, interaction order limitations on distributed-memory architectures, or data writing synchronizaton constraints on graphics cards.
We here present the most generic form of the state transition function on a sequential computer.

The only assumption we use is that the particle interactions are evaluated sequentially one after another. Further limitations can be imposed if needed, leading to more specific state transition functions.

We define the general sequential state transition function \( s_{\text{general}} \) using five sub-functions \( \iota^1, \iota^{1\times U}, \iota^{N\times U}, \iota^1, \iota^N \). In the most general case, all particles interact with all of their respective interaction partners (possibly all particles), as given by the neighborhood function \( u \). This can be broken down into a loop over all particles \( (\iota^{N\times U}) \), where each particle interacts with its specific neighbors \( (\iota^{1\times U}) \). Each of these interactions, in turn, is a pairwise interaction between two particles \( (\iota^1 \text{ as defined by } i) \). The evolution happens after all interactions are completed. It can be broken down again into a loop over all particles \( (\iota^N) \), where each individual particle evolves \( (\iota^1) \).

After each interaction, in our definition, the current particle tuple is updated, such that the result of the interaction can affect the following interactions. The same is true for the evolve function concerning the global variable \( g \). While this is not required for many practical examples, we include this possibility in the definition for generality. In general, therefore, the result of the algorithm depends on the order in which the interactions and evolutions are evaluated, and hence on the index ordering of the particles. The result of the algorithm becomes independent of particle ordering if the interaction results, as well as the global variable during the evolution, are reduced by a commutative operation, usually the addition, and accumulated in a separate particle property until the final evolve step \( \iota^N \).

The functions \( s_{\text{general}}, \iota^1, \iota^{1\times U}, \iota^{N\times U}, \iota^1, \iota^N \) recursively call each other and are based on the particle method definition functions \( u, f, i, e, \). The function \( \iota^1 \) builds upon the interact function \( i \), the function \( \iota^{1\times U} \) upon \( \iota^1 \) and \( u \), the function \( \iota^{N\times U} \) upon \( \iota^{1\times U} \), the function \( \iota^1 \) upon \( e \), the function \( \iota^N \) upon \( \iota^1 \), and finally the state transition function \( s_{\text{general}} \) brings it all together by building upon \( \iota^{N\times U}, \iota^N, \iota^1, \iota^N \). This defines the following recursions:

\[
\begin{align*}
\iota^1 & : [G \times P^*] \to [G \times P^*], \\
\iota^{1\times U} & : [G \times P^*] \times N \to P^* \\
\iota^{N\times U} & : [G \times P^*] \times N \times N \to P^* \\
\iota^1 & : [G \times P^*] \times N \times N \to [G \times P^*] \\
\iota^N & : [G \times P^*] \to [G \times P^*]
\end{align*}
\]

Using the above formal definition of a particle method, all of these functions are completely defined and can be formally written down. For this, all \( g \in G, p \in P^*, [g, p] \in [G \times P] \), and \( j, k \in N \). Over-bars indicate intermediate results that are used in the subsequent sub-functions, e.g. the result \( (\overline{p}_j, \overline{p}_k) \) of the interact function \( i(g, p_j, p_k) \) is used in \( \iota^1 \). The composition operator \( \ast_h \) (see Definition \[2\]) is only defined for functions \( h \) with exactly two arguments. Therefore, functions with more than two arguments need to be rewritten in an indexed form. For example, the function \( \iota^1([g, p], j, k) \) has 3 arguments and is hence rewritten as \( \iota^1(g, j)(p, k) \), such that only the two arguments \( p \) and \( k \) remain, whereas \( g \) and \( j \) became indices. This then yields the following formal expressions for the
which is the tuple \( p \) interacting particles \( i \) given pair of particles and a given current state of the particle method. It then takes the changed \( \iota \) and over all neighbors of each particle. The function \( \iota \) directly evaluating \( s \).

In the example from Section 3:

Explanation of the First Interaction Sub-function \( \iota \) (eqs. 44, 49)

\[
\iota^1 : [G \times P^*] \times \mathbb{N} \times \mathbb{N} \to P^*
\]

\[
\iota^1((g, p], j, k) := (p_1, ..., p_{j-1}, \overline{p}_j, p_{j+1}, ..., p_{k-1}, \overline{p}_k, p_{k+1}, ..., p_{|p|})
\]

with \( (p_1, ..., p_{|p|}) = p, \ (\overline{p}_j, \overline{p}_k) := i (g, p_j, p_k) \).  

\[
\iota_{\gamma}^1 (g, p], j) := p \ *_{\iota_{\gamma}} u([g, p], j)
\]

with \( \iota_{\gamma}^1 (g, p], j) := i^1 (g, p], j, k) \) (50)

\[
\iota_{\gamma}^N (g, p]) := [g, j] \ *_{\iota_{\gamma}^N} (1, ..., |p|]
\]

with \( \iota_{\gamma}^N (g, p]) := e^1 (g, [p, q], j) \) (53)

\[
s_{\text{general}} ([g, p]) := \begin{cases} 
\text{undef} & \text{if } f (g) \\
\iota ([g, p]) & \text{else}
\end{cases}
\]

with \( \iota ([g, p]) := e^N (g, \ i_{\gamma}^N ([g, p])) \) (54)

\[
[g^{t+1}, p^{t+1}] := s ([g^t, p^t]) .
\]

For the following explanations, we use the example of the particle method definition (sec. 4.1) and the example of the particle method instance (sec. 4.2) for the illustrative example from Section 3.

In the example from Section 3

\[
\iota^1 ([g, p], 1, 2) = \iota^1 (g^1, p_1, p_2)
\]

\[
= i (g^1, (0, 2), (0.49, -1))
\]

\[
= ((0, -1), (0.49, 2))
\]

\[
\iota^1 ([g^1, p_1], 1, 2) = \iota^1 (g^1, [p_1, p_2])
\]

\[
= ((0, -1), (0.49, 2), (2, 1)).
\]
Here, the result of the interaction of the particles \( p_1 \) and \( p_2 \) is \( \overline{p}_1 \) and \( \overline{p}_2 \). Both \( \overline{p}_1 \) and \( \overline{p}_2 \) have the same positions as \( p_1 \) and \( p_2 \), but swapped velocities. The function \( \iota^1 \) replaces in the particle tuple \( p \) the interacting particles \( p_1 \) and \( p_2 \) by their interaction results \( \overline{p}_1 \) and \( \overline{p}_2 \).

**Explanation of the Second Interaction Sub-function** \( \iota^{1 \times U} \) (eqs. 45, 50)

\[
\iota^{1 \times U} : [G \times P^*] \times \mathbb{N} \rightarrow P^* \\
\iota^{1 \times U}([g, p], j) := p \ast \iota^1_{(g, j)} u([g, p], j) \quad \text{with} \quad \iota^1_{(g, j)}(p, k) := \iota^1([g, p], j, k)
\]

The second interaction sub-function \( \iota^{1 \times U} \) describes how the interaction of one particle with all its neighboring particle contributes to the state change of the particle method. It calculates the inner loop where a particle interacts with all its neighbors. Therefore, it uses the previous function \( \iota^1 \) and evaluates it for each neighbor given by \( u \).

Formally, it maps a state of the particle method and a particle index to a tuple of particles. It uses the composition operator \( \ast \) (see Definition 2) over the function \( \iota^1 \) to compute the loop over all neighbors of one particle. It therefore computes the interactions of the particle \( p_j \) with all its neighbors in \( p \). The neighborhood function \( u([g, p], j) \) returns the indices of these neighbors, not necessarily defined geometrically. The result of each pairwise interaction is stored in an altered tuple of particles \( p \). This altered tuple of particles is then used for the next pairwise interaction until \( p_j \) has interacted with all its neighbors.

In the example from Section 3

\[
u([g^1, p^1], 1) = (2), \quad \iota^{1 \times U}([g^1, p^1], 1) = p^1 \ast \iota^1_{(g^1, 1)} u([g^1, p^1], 1) = (2)
\]

The neighboring indices of the first particle in \( p^1 \), which is \( p_1 \), are calculated by the neighborhood function \( u([g^1, p^1], 1) \). The result of this function is the one-element index tuple \( (2) \). Since only particle 2 is colliding with particle 1. This means that the composition operator in the function \( \iota^{1 \times U} \) just needs to iterate over one index. Composition with an empty tuple \( () \) would not change anything. Hence, the result of the function \( \iota^1([g^1, p^1], 1, 2) \) as described in eq. 60 is reduced.

**Explanation of the Third Interaction Sub-function** \( \iota^{N \times U} \) (eqs. 46, 51)

\[
\iota^{N \times U} : [G \times P^*] \rightarrow P^* \\
\iota^{N \times U}([g, p]) := p \ast \iota^N (1, \ldots, |p|) \quad \text{with} \quad \iota^N_{(g, j)}(p, k) := \iota^{1 \times U}([g, p], j)
\]

The third interaction sub-function \( \iota^{N \times U} \) describes how the interactions of all particles with all their respective neighbors contribute to the state change of the particle method. Therefore, it calculates
both the inner and the outer loop to calculate for each particle the interaction with its neighbors, recursively using the second interaction sub-function for the inner loop.

Formally, this maps a state of the particle method to a tuple of particles. It uses the composition operator $\ast$ (see Definition 2) over the second interact function $i_{g}^{1xU}$ to iterate over all indices of the particles in the tuple $p$. The function $i_{N \times U}^{N \times U}$ calculates for each of these particles the interaction between these particles and all of their neighbors, hence completely computing all necessary interactions between all particles in $p$.

In the example from Section 3

\[
i_{N \times U}^{N \times U}([g^{1}, p^{1}]) = p^{1} \ast_{\text{calculation}_{3}} (1, 2, 3) = i_{xU}^{xU}([g^{1}, p^{1}], 1) \ast_{i_{g}^{1}} (2, 3) = (0, -1, (0.49, 2), (2, 1)) \ast_{i_{g}^{1}} (2, 3) = (0, -1, (0.49, 2), (2, 1)).
\]

The function $i_{N \times U}^{N \times U}$ calculates the pairwise interactions of all particles with all their neighbors starting from the particle $p_{1}$ and its neighbors. This is already calculated in the previous step (eqs. 61 – 67) with the result named $\tilde{p}^{1}$ for better readability. The next particle is $p_{2}$. It has to interact with all of its neighbors, calculated through $i_{N \times U}^{N \times U}([g^{1}, \tilde{p}^{1}], 2)$. In the example, particle $p_{2}$ has no neighbors in $\tilde{p}^{1}$. Hence, there is no interaction and no change in $\tilde{p}^{1}$. The same is true for particle $p_{3}$. It has also no neighbors. Hence, there is again no change in $\tilde{p}^{1}$. This makes $\tilde{p}^{1}$ the result particle tuple of the pairwise interactions of all particles with all their neighbors.

**Explanation of the First Evolution Sub-function $\ell^{1}$ (eqs. 47, 52)**

\[
\ell^{1} : [G \times P^{*}] \times P^{*} \times N \rightarrow [G \times P^{*}]
\]

E.g.: $\ell^{1}([g, p], q) := \tilde{[g, \quad q \circ \tilde{q}]}$ with $\tilde{[g, \tilde{q}]} := e(g, p_{j})$.
The first evolution sub-function describes how the evolution of one particle contributes to the state change of the particle method. Therefore it evolves a particle and stores the result in a new particle tuple.

Formally, it maps a state of the particle method, a particle tuple, and an index to a state of the particle method. It handles the result of the evolution of one particle and concatenates (see Definition 3) the result, a particle tuple \( q \), to a particle tuple \( p \). Also, the function \( e^1 \) handles the change this particle causes to the global variable. The calculations are done using the evolve function \( e \) of a given particle method.

In the example from Section 3

\[
\hat{p}_1 = (p_1, \hat{p}_2, \hat{p}_3) = ((0, -1), (0.49, 2), (2, 1)), \tag{82}
\]

\[
(g, q) = e(g^1, \hat{p}_1)
\]

\[
= (g^1, ((\hat{x}_1 + \Delta t \cdot \hat{v}_1, \hat{v}_1))) \tag{83}
\]

\[
= (g^1, ((0 + 0.1 \cdot -1, -1))) \tag{84}
\]

\[
= (g^1, ((-0.1, -1))) \tag{85}
\]

\[
e^1([g^1, \hat{p}_1], (), 1) = [g, (\cdot \circ \hat{q}]
\]

\[
= [g^1, (\cdot \circ ((-0.1, -1))] \tag{86}
\]

\[
= [g^1, (\cdot ((-0.1, -1))] \tag{87}
\]

We use the result \( \hat{p}_1 \) of the previous function \( e^{N \times U} \) (eqs. 68 – 81) as the starting point for this example calculation, since \( e^1 \) and \( e^{N \times U} \) are connected. The result \((g, \hat{q})\) of the evolve function \( e(g^1, \hat{p}_1) \) is the initial global variable \( g^1 \) and the particle \( \hat{p}_1 \) with a changed position from \( \hat{x}_1 = 0 \) to \( \hat{x}_1 = -0.1 \). The velocity stays the same \( \hat{v}_1 = -1 \). The function \( e^1 \) uses this result to change the state \([g^1, ()]\), which consists of the initial global variable \( g^1 \) and an empty particle tuple \( () \). The global variable \( g^1 \) is changed to \( g \) according to \( e(g^1, \hat{p}_1) \) is \( g = g^1 \). Hence, there is no effective change in \( g^1 \). The particle tuple \( \hat{q} = ((-0.1, -1)) \) is concatenated (Definition 3) to the empty tuple \( () \). Hence, the overall result of \( e^1 \) is the state \([g^1, ((-0.1, -1))]\).

**Explanation of the Second Evolution Sub-function** \( e^N \) (eq. 48, 53)

\[
e^N : [G \times P^*] \to [G \times P^*] \tag{eq. 48}
\]

\[
e^N([g, p]) := [g, ()] \ast e_p(1, \ldots, |p|) \quad \text{with} \quad e^1_p([g, q], j) := e^1([g, p], q, j) \tag{eq. 53}
\]

The second evolution sub-function \( e^N \) describes how the evolution of all particles contributes to the state change of the particle method. Therefore, it evolves all particles and stores the results.

Formally, it maps a state of the particle method to a state of the particle method. It uses the composition operator \( \ast \) (see Definition 2) over the first evolution sub-function \( e^1_p \) to iterate over all indices of the particles in the tuple \( p \) and compute their evolution. The function \( e^N \) handles for each of these particles the evolution and accumulates the results in a new state starting from the state \([g, ()]\).
In the example from Section 3

$$\hat{p}^1 = (\hat{p}_1, \hat{p}_2, \hat{p}_3) = ((0, -1), (0.49, 2), (2, 1)), \quad \text{ (eqs. 68 – 81)}$$

$$\epsilon^N([g^1, \hat{p}^1]) = [g^1, (\cdot)] *_{p^1} (1, 2, 3) \quad \text{ (eq. 90)}$$

$$= \epsilon^I([g^1, \hat{p}^1], (\cdot), 1) *_{p^1} (2, 3) \quad \text{ (eq. 91)}$$

We use again the result $\hat{p}^1$ of $\epsilon^N \times U([g^1, p^1])$, which was calculated above (eqs. 68 – 81) for this example, knowing that $\epsilon^N$ and $N \times U$ are connected. Hence, it remains to calculate the evolution of the particles $\hat{p}_1$, $\hat{p}_2$, and $\hat{p}_3$ and add them up into the state $[g^1, (\cdot)]$. The evolution of $\hat{p}_1$, namely $\epsilon^I([g^1, \hat{p}^1], (\cdot), 1)$, has already been calculated above (eqs. 87 – 89). For the next two particles, $\hat{p}_2$ and $\hat{p}_3$, the same procedure is followed. After each evolution, the resulting particle tuple, with just one element, is concatenated to the previous result, such that they combine to a particle tuple of 3 particles in the end. In this example, the global variable $g^1$ remains unchanged by the function $\epsilon^N$. 

**Explanation of the State Transition Function $s_{general}$ (eqs. 41, 54)**

$$s_{general} : [G \times P^*] \to [G \times P^*] \quad \text{ (eq. 43)}$$

$$s_{general} ([g, p]) := \begin{cases} \text{undef} & \text{if } f(g) \\ \hat{e}(\text{[g, p]}) & \text{else} \end{cases} \quad \text{ with } \left[\hat{e}, \text{[p]}\right] := \epsilon^N([g, \epsilon^N \times U([g, p])]) \quad \text{ (eq. 54)}$$

The sequential particle method state transition function brings all calculations together. Hence, it handles all the interactions and evolutions necessary to advance a particle method form one state to the next state.

Formally, the state transition function is a partial function (→) that maps a state of the particle method to a state of the particle method. If $s_{general}$ is undefined, the particle method stops. $s_{general}$ combines the functions $i^{N \times U}$, $\epsilon^N$, $f$, and $\hat{e}$ to advance the algorithm from one state to the next. Input is the current state of the particle method $[g, p]$ with the global variable $g$ and a tuple of particles $p$. The function $s_{general}$ calculates all interactions and evolutions of the particles in $p$ and of the global variable $g$, as defined by the interaction and evolution functions $i$ and $e$, provided the stopping condition $f(g) = \perp$ (false). Otherwise, there is no next state of the particle method. This is the reason why $s_{general}$ is a partial function (→). If $f(g)$ is false, $s_{general}$ returns the new state, which consists of the result of the evolve function of the global variable $\hat{e}(\text{[g]})$ and of the new tuple of particles $\hat{p}$. The state $\left[\hat{e}, \text{[p]}\right]$ is the result of the calculation of all interactions and all evolutions of the particles in $p$, as calculated by $\epsilon^N([g, \epsilon^N \times U([g, p])]).$
In the example from Section 3:

\[
g^1 = (d, t, \Delta t, T) = (0.5, 0, 0.1, 10),
\]

\[
p^1 = ((0, 2), (0.49, -1), (2, 1)),
\]

\[
e^N([g^1, \iota^{N \times U}([g^1, p^1]))] = [g^1, \{(−0.1, −1), (0.69, 2), (2.1, 1)\}],
\]

\[
= p^2
\]

\[
f(g^1) = (t \geq T)
\]

\[
= (0 \geq 10)
\]

\[
= \perp,
\]

\[
s_{general}([g^1, p^1]) := \begin{cases} 
  undefined & \text{if } f(g^1) \\
  \check{e}(g), p & \text{else}
\end{cases}
\]

\[
\text{if } f(g^1) \text{ with } \begin{cases} 
  g, p := e^N([g, \iota^{N \times U}([g^1, p^1])] & \text{else}
\end{cases}
\]

\[
\text{if } \perp
\]

\[
[\check{e}(g^1), p^2]
\]

\[
= [(d, t + \Delta t, \Delta t, T), p^2]
\]

\[
= [(0.5, 0 + 0.1, 0.1, 10), p^2]
\]

\[
= [(0.5, 0.1, 0.1, 10), p^2]
\]

\[
= [g^2, p^2].
\]

The starting state \([g^1, p^1]\) in this example is given as a reminder, as well as the second evolve sub-function \(e^N([g^1, \iota^{N \times U}([g^1, p^1]))]\). We define the particle tuple of the result of \(e^N\) as \(p^2\). This indicates that this particle tuple is already part of the next state \([g^2, p^2]\). This is true because there will be no further change to it. The stopping condition \(f\) determines whether the particle method stops, i.e., if \(f(g) = \perp\). Then, there is no next state. If \(f(g) = \perp\), as in this example, then there is a next state. Since \(e^N([g^1, \iota^{N \times U}([g^1, p^1]])] = [g^1, p^2]\), only the evolution of the global variable \(\check{e}\) remains. \(\check{e}(g^1)\) advances the current time \(t\) by one time step size \(\Delta t\). Hence, the current time increases from \(t = 0\) to \(t = 0.1\). The rest of the properties of the global variable remain unchanged in this example. We call the new global variable \(g^2\) because there is no further change in this step.

**Explanation of the Next State** \([g^{t+1}, p^{t+1}]\) (eq. 55)

\[
[g^{t+1}, p^{t+1}] := s_{general}([g^{t}, p^{t}])
\]

The state transition function applied to the current state \([g^{t}, p^{t}]\) advances the particle method to its next state \([g^{t+1}, p^{t+1}]\). This is iterated until the stopping state is reached (see Definition 7 eq. 12).
In the example from Section 3:

\[
\begin{align*}
[g^2, p^2] &= s_{\text{general}}([g^1, p^1]) \\
&= s_{\text{general}}([(0.5, 0, 0.1, 10), (0.2, 0.49, -1), (2, 1)]) \\
&= [(0.5, 0.1, 0.1, 10), ((-0.1, -1), (0.69, 2), (2, 1))].
\end{align*}
\]

In the example, all calculations are done using the state transition function \(s_{\text{general}}\) of the particle method (eqs. 102–110). This iterates until the state becomes undefined when the stopping time has been reached, as defined by the stopping condition \(f\).

5 Examples

We show how classic particle methods can be formalized using our definition by considering the examples of Particle Strength Exchange (PSE) as a continuous particle method and Molecular Dynamics (MD) as a discrete particle method. We further show how also other algorithms, not generally recognized as particle methods, can be cast in terms of our definition. As examples, we consider triangulation refinement and Gaussian elimination.

5.1 Particle Strength Exchange

Particle Strength Exchange (PSE) is a classic particle method to numerically solve partial differential equations in time and space \([12, 11, 14, 34]\). It provides a general framework for numerically approximating differential operators over sets of irregularly placed collocation points, called particles. Here, we consider the example of using PSE to numerically solve the isotropic, homogeneous, and normal diffusion equation in one dimension:

\[
\frac{\partial w(x, t)}{\partial t} = D \frac{\partial^2 w(x, t)}{\partial x^2} \quad (111)
\]

for the continuous and sufficiently smooth function \(w(x, t) : \mathbb{R}^2 \to \mathbb{R}\). For time integration, we again use the explicit Euler method, whereas space is discretized using PSE on equidistant points with spacing \(h\). This approximates the second derivative in space \(\frac{\partial^2 w}{\partial x^2}\) at location \(x_j\) using the surrounding particles at positions \(x_k\) as \([12]\):

\[
\frac{\partial^2 w}{\partial x^2}(x_j) \approx \frac{h}{\epsilon^2} \sum_{k=1}^{N} (w(x_k) - w(x_j)) \eta_{\epsilon}(x_k - x_j). \quad (112)
\]

Using PSE theory, we determine the operator kernel \(\eta_{\epsilon}\) such as to yield an approximation error that converges with the square of the kernel width \(\epsilon\):

\[
\eta_{\epsilon}(x) := \frac{1}{2\epsilon \sqrt{\pi}} \exp \left( \frac{-x^2}{4\epsilon^2} \right). \quad (113)
\]

The support of the kernel is \([-\infty, \infty]\). However, the exponential quickly drops below the machine precision of a digital computer, so it is custom to introduce a cut-off radius \(r_c\) to limit particle interactions to non-trivial computations. The approximation of the second derivative in space then is:

\[
\frac{\partial^2 w}{\partial x^2}(x_j) \approx \frac{h}{2\epsilon^3 \sqrt{\pi}} \sum_{\substack{x_k: 0 < |x_k - x_j| \leq r_c}} (w(x_k) - w(x_j)) \exp \left( \frac{-(x_k - x_j)^2}{4\epsilon^2} \right). \quad (114)
\]
Time is discretized using the explicit Euler method as introduced in Section 3. The explicit Euler method allows the approximation of the continuous time derivative \( \frac{\partial w}{\partial t} \) at discrete points in time \( t_n \), \( n \in \mathbb{N} \) with time step size \( \Delta t := t_{n+1} - t_n \):

\[
\frac{\partial w}{\partial t}(t_n) \approx \frac{w(t_{n+1}) - w(t_n)}{\Delta t}
\]  

(115)

Hence, the above differential equation is discretized as:

\[
w(x_j, t_{n+1}) \approx w(x_j, t_n) + D\Delta t \frac{\partial^2 w}{\partial x^2}(x_j)
\]

\[
\approx w(x_j, t_n) + \frac{Dh\Delta t}{2\epsilon^3 \sqrt{\pi}} \sum_{x_k: 0 < |x_k - x_j| \leq r_c} (w(x_k, t_n) - w(x_j, t_n)) \exp \left( \frac{-(x_k - x_j)^2}{4\epsilon^2} \right).
\]

(116)

(117)

In order to numerically solve eq. (111) this expression is evaluated over the particles at locations \( x_j \) with property \( w_j \) at time points \( t_n \). For simplicity, we consider a free-space simulation without boundary conditions. Hence, we assume that an instance of this particle method has enough particles with no or low concentration \( w_j \) around the region of interest in the initial tuple of particles. We further assume that the particles are regularly spaced with inter-particle spacing \( h \) such that \( \frac{h}{\epsilon} \leq 1 \) (this is a theoretical requirement in PSE known as the “overlap condition”. Without it, the numerical method is not consistent). This defines the particle method:

\[
p := (x, w, \Delta w) \quad \text{for} \quad p \in P := \mathbb{R} \times \mathbb{R} \times \mathbb{R},
\]

(118)

\[
g := (D, h, \epsilon, r_c, \Delta t, T, t) \quad \text{for} \quad g \in \mathbb{R}^7,
\]

(119)

\[
u([g, p], j) := (k \in \mathbb{N} : p_k, p_j \in p \land 0 < |x_k - x_j| \leq r_c),
\]

(120)

\[
f(g) := (t \geq T),
\]

(121)

\[
i(g, p_j, p_k) := \begin{pmatrix} x_j \\ w_j \\ \Delta w_j + (w_k - w_j) \exp \left( \frac{-(x_k - x_j)^2}{4\epsilon^2} \right) \end{pmatrix}^T, p_k,
\]

(122)

\[
e(g, p_j) := g, \begin{pmatrix} x_j \\ w_j + \Delta t \frac{Dh}{2\epsilon^3 \sqrt{\pi}} \Delta w_j \\ 0 \end{pmatrix}^T,
\]

(123)

\[
\dot{e}(g) := (D, h, \epsilon, r_c, \Delta t, T, t + \Delta t).
\]

(124)

Each particle \( p \) represents a collocation point of the numerical scheme. It is a collection of three properties, each of which a real number: the position \( x \), the concentration \( w \), and the accumulator variable \( \Delta w \) that collects the concentration change through the interactions \( i \). An accumulator variable is required in this case to render the result of the computation independent of the indexing order of the particles.

The global variable \( g \) is a collection of seven real-valued properties that are accessible throughout the whole calculation: the diffusion constant \( D \), the spacing between particles \( h \), the kernel width \( \epsilon \), the cut-off radius \( r_c \), the time step size \( \Delta t \), the end time of the simulation \( T \), and the current time \( t \).

The neighborhood function \( u \) returns the surrounding particles no further away than the cut-off radius \( r_c \) and different from the query particle itself. The stopping condition \( f \) is true \((\top)\) if the current time \( t \) reaches or exceeds the end time \( T \). Then the simulation halts.
The interact function $i$ evaluates the sum in the PSE approximation (eq. 114). Each particle $p_j$ accumulates its concentration change in $\Delta w_j$ during the interactions with the other particles. In the present example, we choose an asymmetric interact function $i$, just changing particle $p_j$. The neighborhood function $u$ accounts for this. This is not necessary, and symmetric formulations of PSE are also possible.

The evolve function $e$ uses the accumulated change $\Delta w_j$ to update the concentration $w_j$ of particle $p_j$ using the explicit Euler method (eq. 117). For that, it also uses $D$, $h$, $\epsilon$, and $\Delta t$ from the global variable $g$. In addition, the evolve function $e$ resets the accumulator $\Delta w_j$ to 0. In this example, the evolve function does not change the global variable $g$. That is exclusively done in $\dot{e}$, which updates the current time $t$ by adding the time step size $\Delta t$ into it.

In order to define a certain instance of this particle method, we need to fix the parameters and the initial condition. For example, we could fix the initial concentration by discretizing the function $w(x) = \frac{1}{\sqrt{4\pi D}} \exp \left( -\frac{x^2}{4D} \right)$ in the domain $x \in [-1.5, 1.5]$ and set the parameters as:

\[
g^1 := (D, h, \epsilon, r_c, \Delta t, T, t) \quad \text{initial global variable}
\]
\[
D := 0.01 \quad \text{diffusion constant}
\]
\[
h := 0.1 \quad \text{spacing between particles}
\]
\[
\epsilon := h \quad \text{PSE kernel width}
\]
\[
r_c := 4h \quad \text{interaction cut-off radius}
\]
\[
\Delta t := 0.1 \quad \text{time step size}
\]
\[
T := 10 \quad \text{end time of the simulation}
\]
\[
t := 0 \quad \text{current time}
\]

\[
p^1 := (p_1, \ldots, p_{31}) \quad \text{initial particle tuple}
\]
\[
p_j := (x_j, w_j, \Delta w_j) \quad \text{j-th particle}
\]
\[
x_j := (j - 1)h - 1.5 \quad \text{equidistant particle positions}
\]
\[
w_j := \frac{1}{\sqrt{4\pi D}} \exp \left( -\frac{x_j^2}{4D} \right) \quad \text{concentrations}
\]
\[
\Delta w_j := 0 \quad \text{accumulator}
\]

The result of executing this instance is visualized in Fig. 1 for times $t = 0, 5, 10$ and compared with the exact, analytical solution of this one-dimensional diffusion problem at the final time $t = T = 10$.

### 5.2 Lennard-Jones Molecular Dynamics

Particle methods cannot only be used to discretize continuous models, such as the PDE from the previous example, but also to simulate discrete models. A famous example is molecular dynamics, where the Newtonian mechanics of a collection of discrete atoms or molecules is simulated by evaluating their interaction forces. A classic molecular dynamics simulation is that of a so-called Lennard-Jones gas, a dilute collection of electrically neutral, inert, and mono-atomic molecules that interact with each other according to the Lennard-Jones potential \[24\]

\[
U(r) = 4\epsilon \left( \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right).
\] (125)
Figure 1: Particle Strength Exchange simulation of diffusion in one dimension at the times $t = 0, 5, 10$ compared with the analytical solution at $t = 10$.

This potential defines the energy of the interaction as a function of the distance $r$ between two atoms. It is a good approximation of how noble gases behave in function of two parameters: $\sigma$ that controls the equilibrium distance between atoms and hence the target density of the gas, and $\epsilon$ that defines the strength of the interactions by setting the energy scale of the potential.

From this interaction potential, the force between any two atoms a distance $r$ apart can be computed as $F = -\frac{dU(r)}{dr}$. From the forces summed up over all other atoms, the acceleration of each atom is computed from Newton’s law $F = ma$, where $m$ is the mass of the atom. The acceleration is then used to update the velocity and position of the atoms using a symplectic (i.e., energy conserving) time-stepping method, such as the velocity Verlet scheme [37, 36].

For simplicity, we choose $\epsilon = \sigma = m = 1$. The acceleration between two atoms $j$ and $k$ a distance $r_{jk} := x_k - x_j$ apart then is:

$$a(r_{jk}) = \frac{24}{r_{jk}^7} - \frac{48}{r_{jk}^{13}}. \quad (126)$$

This acceleration is then used in the velocity-Verlet method [37] to update the velocity $v$ and position $x$ of an atom over a time step $\Delta t$, from $t_n$ to $t_{n+1}$, as:

- Compute $a(t_n)$ from $x(t_n)$, \hspace{1cm} (127)
- $v(t_n) = v(t_{n-\frac{1}{2}}) + \frac{\Delta t}{2} a(t_n)$, \hspace{1cm} (128)
- $v(t_{n+\frac{1}{2}}) = v(t_n) + \frac{\Delta t}{2} a(t_n)$, \hspace{1cm} (129)
- $x(t_{n+1}) = x(t_n) + \Delta t \cdot v(t_{n+\frac{1}{2}})$. \hspace{1cm} (130)

We choose to have periodic boundary conditions at the boundaries of the simulation domain $x \in \mathbb{R}$. 
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These boundary conditions are imposed by a directed distance function

\[ d_D(x, y) := \begin{cases} 
  y - x - D & \text{if } y - x > \frac{1}{2}D, \\
  y - x + D & \text{if } y - x \leq -\frac{1}{2}D, \\
  y - x & \text{else}
\end{cases} \]

and through the modulo operator

\[ a \mod b := r \iff a = b \cdot c + r \quad \text{with} \quad a, b \in \mathbb{R}, \ c \in \mathbb{Z}, \ r \in [0, |b|), \]

that we use to adapt equation 130 to

\[ x(t_{n+1}) = (x(t_n) + \Delta t \cdot v(t_{n+\frac{1}{2}})) \mod D. \]

In a particle method simulation of Lennard-Jones molecular dynamics, each atom is represented as a distinct particle. They interact pairwise to compute the resultant sum of all accelerations of each atom and then evolve their position and velocity using velocity-Verlet time stepping. For simplicity, we again consider a one-dimensional domain without boundaries. This defines the following particle method in our framework:

\[ p := (x, v, a) \quad \text{for} \quad p \in P := \mathbb{R}^3, \]

\[ g := (r_c, D, \Delta t, T, t) \quad \text{for} \quad g \in \mathbb{Q}^5, \]

\[ u([g, p], j) := (k \in \mathbb{N} : p_k, p_j \in p \land 0 < d_D(x_j, x_k) \leq r_c), \]

\[ f(g) := (t \geq T), \]

\[ i(g, p_j, p_k) := \left( x_j + \Delta t \cdot v_j \right) \left( a_j + \frac{24}{d_D(x_j, x_k)^2} \left[ \frac{48}{d_D(x_j, x_k)^2} \right] \right) \]

\[ + \left( x_k + \Delta t \cdot a_k \right) \left( a_k + \frac{24}{d_D(x_k, x_j)^2} \left[ \frac{48}{d_D(x_k, x_j)^2} \right] \right), \]

\[ e(g, p_j) := \left( g, \left( \begin{array}{c} x_j + \Delta t \cdot v_j + \Delta t \cdot a_j \mod D \\ v_j + \Delta t \cdot a_j \\ 0 \end{array} \right) \right) \]

\[ \hat{e}(g) := (r_c, D, \Delta t, T, t + \Delta t). \]

A particle \( p \) is in this example the collection of properties of one atom, namely its position \( x \), velocity \( v \), acceleration \( a \), and previous acceleration \( a_{old} \), as required for the velocity-Verlet method. All properties are real numbers. The global variable \( g \) is a collection of rational numbers: the cut-off radius \( r_c \) for the interactions, the time-step size \( \Delta t \), the end time of the simulation \( T \), and the current time \( t \).

The neighborhood function \( u \) returns the surrounding particles which are no further away than the cut-off radius \( r_c \), are not the particle itself, and are to the right of the particle (absence of absolute value in the distance computation). This hence defines an asymmetric neighborhood, which is used for symmetric interactions. The stopping condition \( f \) is true (\( \top \)) if the current time \( t \) reaches or exceeds the end time \( T \).

The interact function \( i \) sums all forces acting on a particle. Because the neighborhood is asymmetric, the interactions are symmetric, hence changing both involved particles. In each pairwise
interaction of two particles $p_j$ and $p_k$, these particles add the contribution of the Lennart-Jones acceleration into their current acceleration. The evolve function $e$ computes for a particle $p_j$ the new position $x_j$ and the new velocity $v_j$ from the current acceleration $a_j$ (computed in $i$) and the previous acceleration $a^{old}_j$ (stored). For this, it also uses the time step size $\Delta t$ from the global variable $g$. In the velocity-Verlet method, the position $x$ is calculated before the acceleration $a$. Since the acceleration $a$ is calculated in $i$, the position $x$ needs to be calculated afterward. Hence, $x$ for the next time step is calculated in $e$ using $a(t_{n+1})$ and $v(t_{n+1})$. The evolve function also overwrites $a^{old}_j$ with $a_j$ and resets $a_j$ to 0 for the next time step. In this example, it does not change the global variable $g$. That is only done in $\dot{e}$, which advances the current time $t$ by adding the time step size $\Delta t$.

An instance is again defined by fixing the parameters and initial state of the particle method. In this example, we choose to initially place 10 particles with a linearly increasing spacing between them and initialize all other properties to 0, hence:

$$g^i := (r_c, D, \Delta t, T, t)$$
initial global variable

$$r_c := 3$$
cut-off radius

$$D := 19$$
domain size

$$\Delta t := 0.0001$$
time step size

$$T := 10$$
end time of the simulation

$$t := 0$$
current time

$$p^i := (p_1, ..., p_{10})$$
initial particle tuple

$$p_j := (x_j, v_j, a_j)$$
j-th particle

$$x_j := j(0.9 + 0.11j)$$
initial particle positions

$$v_j := 0$$
initial particle velocities

$$a_j := 0$$
initial particle accelerations

The result of executing this instance is shown in Fig. 2 at initial and final time. As a validation, we
show in Fig. 3 that the total (i.e., kinetic plus potential) energy of the system is behaving as expected for a symplectic time integrator like the velocity-Verlet scheme used here. Due to numerical round-off errors, the global energy difference fluctuates around zero with errors comparable to the square of machine epsilon for double-precision floating-point arithmetics, as expected from the second-order time integration method used.

5.3 Triangulation refinement

After having seen two classic particle methods, one for simulating a continuous model and one for simulating a discrete model, we also show two examples of how algorithms not generally recognized as particle methods can be formulated in our definition. This is not to imply that one should actually implement them like this in practice, but to show the generality of our definition and the value of having a formal framework.

The first example considers an algorithm for triangulation refinement as often used in computer graphics [13]. It refines a triangulation by replacing each triangle with four smaller triangles. It does so by first creating three new vertices for each existing triangle, one at the midpoint of each edge of the triangle. These new vertices are then connected with three new edges. Together with the already existing vertices and edges, this creates the refined triangulation. The process is illustrated in Fig. 4.

There are multiple ways of formulating this process as a particle method. An obvious choice might be to represent each vertex of the triangular mesh by a particle, and to store the incoming or outgoing edges as (integer-valued) properties of the particles. Another choice, which we follow here for the sake of illustration, is to represent each triangle by a particle. Each particle (triangle) then
stores a unique index, a vector of three vertices, the indices of its face-connected neighbors, and a “reverse index” storing the information which neighbor (0th, 1st, or 2nd) it is from the perspective of its neighbor particles.

Through the interact function $i$, these neighbor information are exchanged. In the evolve function $e$, they are then used to calculate the neighbor indices of the new, smaller particles (triangles). The old particles (triangles) are deleted by the evolve function $e$ and four new particles (triangles) are created. We choose this representation because it illustrates a case where the evolve function creates and destroys particles. Assuming that everything happens in a two-dimensional space, the resulting particle method reads:

$$p := \left( \iota, \begin{pmatrix} 0 \v_1 \\ 1 \v_2 \\ 2 \v_3 \end{pmatrix}, \begin{pmatrix} 0 \beta \\ 1 \beta \\ 2 \beta \end{pmatrix}, \begin{pmatrix} 0 \gamma \\ 1 \gamma \\ 2 \gamma \end{pmatrix} \right) \quad \text{for} \quad p \in P := \mathbb{N}_0 \times (\mathbb{R}^2)^3 \times (\mathbb{N}_0 \cup \{-1\})^3 \times \{0, 1, 2\}^3,$$

$$g := (T, t) \quad \text{for} \quad g \in G := \mathbb{N}_0 \times \mathbb{N}_0,$$

$$u ([g, p], j) := \left( 0 \beta_j, 1 \beta_j, 2 \beta_j \right),$$

$$f (g) := (t \geq T),$$
\[ i(g, p_j, p_k) := \begin{cases} 
(0 \gamma_j - 1) & \text{with } \gamma_j = r \beta_k \text{ if } \gamma_k = 0 \beta_j \\
(0 \gamma_j r) & \text{with } \gamma_j = r \beta_k \text{ if } \gamma_k = 1 \beta_j \\
(0 \gamma_j r) & \text{with } \gamma_j = r \beta_k \text{ if } \gamma_k = 2 \beta_j 
\end{cases} \]

(145)

\[ e(g, p_j) := \begin{cases} 
4 \tau_j, \left( \begin{array}{c}
0 \beta_j \\
\frac{0 \beta_j + 1 \beta_j}{2} \\
\frac{0 \beta_j + 2 \beta_j}{2} 
\end{array} \right) 
& \left( \begin{array}{c}
0 \beta_j + (0 \gamma_j + 1) \mod 3 \\
1 \beta_j + (1 \gamma_j + 1) \mod 3 \\
2 \beta_j + (2 \gamma_j + 1) \mod 3 
\end{array} \right) \nonumber \\
4 \tau_j + 3, \left( \begin{array}{c}
0 \beta_j + 1 \beta_j \\
\frac{0 \beta_j + 1 \beta_j}{2} \\
\frac{0 \beta_j + 2 \beta_j}{2} 
\end{array} \right) 
& \left( \begin{array}{c}
1 \beta_j + (0 \gamma_j + 1) \mod 3 \\
1 \beta_j + (1 \gamma_j + 1) \mod 3 \\
1 \beta_j + (2 \gamma_j + 1) \mod 3 
\end{array} \right) \nonumber \\
4 \tau_j + 3, \left( \begin{array}{c}
0 \beta_j + 2 \beta_j \\
\frac{0 \beta_j + 2 \beta_j}{2} \\
\frac{0 \beta_j + 2 \beta_j}{2} 
\end{array} \right) 
& \left( \begin{array}{c}
2 \beta_j + (0 \gamma_j + 1) \mod 3 \\
2 \beta_j + (1 \gamma_j + 1) \mod 3 \\
2 \beta_j + (2 \gamma_j + 1) \mod 3 
\end{array} \right) \nonumber \\
4 \tau_j + 3, \left( \begin{array}{c}
0 \beta_j + 2 \beta_j \\
\frac{0 \beta_j + 2 \beta_j}{2} \\
\frac{0 \beta_j + 2 \beta_j}{2} 
\end{array} \right) 
& \left( \begin{array}{c}
2 \beta_j + (0 \gamma_j + 1) \mod 3 \\
2 \beta_j + (1 \gamma_j + 1) \mod 3 \\
2 \beta_j + (2 \gamma_j + 1) \mod 3 
\end{array} \right) \nonumber 
\end{cases} \]

(146)

\[ g, \left( \begin{array}{c}
0 \beta_j \\
\frac{0 \beta_j + 1 \beta_j}{2} \\
\frac{0 \beta_j + 2 \beta_j}{2} 
\end{array} \right) 
& \left( \begin{array}{c}
0 \beta_j + (0 \gamma_j + 1) \mod 3 \\
1 \beta_j + (1 \gamma_j + 1) \mod 3 \\
2 \beta_j + (2 \gamma_j + 1) \mod 3 
\end{array} \right) \nonumber \\
0 \beta_j + (0 \gamma_j + 1) \mod 3 & \left( \begin{array}{c}
0 \beta_j + (0 \gamma_j + 1) \mod 3 \\
0 \beta_j + (0 \gamma_j + 1) \mod 3 \\
0 \beta_j + (0 \gamma_j + 1) \mod 3 
\end{array} \right) \nonumber \\
0 \beta_j + (0 \gamma_j + 1) \mod 3 & \left( \begin{array}{c}
0 \beta_j + (0 \gamma_j + 1) \mod 3 \\
0 \beta_j + (0 \gamma_j + 1) \mod 3 \\
0 \beta_j + (0 \gamma_j + 1) \mod 3 
\end{array} \right) \nonumber 
\end{cases} \]

(147)

\[ \hat{e}(g) := (T, t + 1). \]

In this example, a particle \( p \) is the collection of properties of one triangle: the index \( \tau \), the vertices \((0 \beta, 1 \beta, 2 \beta)^T\), the indices of the neighbor particles (triangles) \((0 \beta, 1 \beta, 2 \beta)^T\), and the storage for the information which neighbor (0th, 1st, or 2nd) the particle is from the perspective of its neighbor.
particles \((0\gamma, 1\gamma, 2\gamma)^T\). The index is a natural number. Each vertex is a real 2-vector storing the position of the vertex in a 2D plane. The neighbor indices are natural numbers as well, but including \(-1\) to indicate if there is no neighbor. The storage order is \(0, 1, 2\). The global variable \(g\) is a collection of two natural numbers including \(0\): the number of refinement steps \(T\) to be made and the current refinement step \(t\).

The neighborhood function \(u\) simply returns the indices of the neighbor particles (triangles) \((0\beta, 1\beta, 2\beta)^T\). The stopping condition \(f\) is true \((\top)\) if the current refinement step \(t\) reaches the number of refinement steps \(T\) to be made.

The interact function \(i\) exchanges the information which neighbor (0th, 1st, or 2nd) the particle \(p_j\) is from the perspective of particle \(p_k\) and saves this information in the \(\gamma_j\) corresponding to the position of the index \(i_k\) of the particle \(p_k\) in \(\beta_j\). The evolve function \(e\) creates the new particles and uses the information stored in \(\gamma\) to determine the indices of the new particles. The old particle does not exist anymore in the next state (refined triangulation), instead, a tuple of new particles is created. In this evolve function, the global variable \(g\) remains unchanged. The evolve method of the global variable \(\hat{e}\) increments the refinement step \(t\) by 1.

An instance of this particle method has to specify the initial set of triangles (particles) and the number of refinement steps that are to be computed. We recapitulate the situation in Fig. 4, performing one refinement step of a single triangle into four smaller triangles. The method therefore starts from one particle with index 0 and vertices \((0, 0), (4, 0), (2, 4)\)^T. The neighbor indices are all set to \(r\beta_1 = -1 (r = 0, 1, 2)\) to indicate that there are no neighbors yet. The reverse indices are arbitrarily set to \(r\gamma_1 = 0 (r = 0, 1, 2)\) but this has no meaning because there are no neighbors yet. This leads to the instance:

\[
\begin{align*}
g^1 &:= (t, T) & \text{initial global variable} \\
T &:= 1 & \text{number of refinement steps} \\
t &:= 0 & \text{current refinement step} \\
p^1 &:= (p^1) & \text{initial particle} \\
p^1 &= \left( i_1, \begin{bmatrix} 0v_1 \\ 1v_1 \\ 2v_1 \end{bmatrix}, \begin{bmatrix} 0\beta_1 \\ 1\beta_1 \\ 2\beta_1 \end{bmatrix}, \begin{bmatrix} 0\gamma_1 \\ 1\gamma_1 \\ 2\gamma_1 \end{bmatrix} \right) & \text{initial triangle} \\
&:= \left( 0, \begin{bmatrix} (0, 0) \\ (4, 0) \\ (2, 4) \end{bmatrix}, \begin{bmatrix} -1 \\ -1 \\ -1 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \right) & \text{initial triangle}
\end{align*}
\]

The result of executing this is as shown in Fig. 4.

### 5.4 Gaussian Elimination

As a second example of a non-canonical particle method, we formulate the classic Gaussian elimination algorithm in the framework of our definition. Gaussian elimination is a classic algorithm to invert a matrix or solve a linear system of equations. It requires a cubic number of computation operations with linear dimension of the matrix.

In our example, we use Gaussian elimination without pivoting to solve a system of 3 linear equations with 3 unknowns. Each row of the resulting \(3 \times 3\) matrix represents the coefficients (weights of the linear combination) of one equation. The right-hand side values are stored in a 3-vector concatenated to the right of the matrix as shown below.
Gaussian elimination uses three operations: swapping two rows, multiplying all entries in a row with a non-zero number, and adding one row to another. These operations are combined in the following steps to reduce the matrix to reduced-row echelon form, i.e., an upper triangular matrix where the first non-zero entry in each row is 1 and no other entry in any leading-1 column is non-zero:

1. Start with the entry in the first row and the first column.

2. If the entry is 0, find the first row with a non-zero entry in the same column and swaps the rows. If there is no non-zero entry, proceed to the next column but stay in the same row and start this step over. If the entry is non-zero, make all other entries below it in the same column zero by adding corresponding multiples of the row to the other rows. Finally, multiply the row with a non-zero number such that its leading element becomes 1.

3. Proceed to the next row and column and repeat step 2. This results in an upper triangular matrix with leading ones once arrived at the last column.

4. Finally, start from the bottom row and add multiples of the current row to the other rows to get 0 entries in all columns containing a leading 1. This results in the reduced-row echelon form of the linear equation system.

In our particle method implementation of this algorithm, a particle represents a row (equation) of the linear equation system. Interactions between particles (rows) change the entries in the rows such as to create the upper triangular matrix and then the reduced-row echelon form. The evolve function reduces normalizes the rows to having leading ones. In the language of our formal definition,
this can be expressed as:

\[ g := (N, m, n) \quad \text{for} \quad g \in \mathbb{N} \times \mathbb{N} \times \mathbb{N}, \]

\[ p := \left( \left( \begin{array}{c} \mathbf{a}_l \end{array} \right)_{l=1}^N, b, \mu \right) \quad \text{for} \quad p \in P := \mathbb{R}^N \times \mathbb{R} \times \mathbb{R}, \]

\[ u([g, p], j) := \begin{cases} (N, \ldots, n+1) & \text{if } j = n, \ m \leq N \\ (1, \ldots, n-1) & \text{if } j = n, \ m > N \\ () & \text{else,} \end{cases} \]

\[ f(g) := (n = 1 \land m > N), \]

\[ i(g, p, k) := \begin{cases} (p_j, \left( \left( \begin{array}{c} l \mathbf{a}_k \end{array} \right)_{l=1}^N, b_k - b_{a_j} \mathbf{a}_j, \mu_k) \right) & \text{if } m \leq N, \ m a_j \neq 0 \\ (p_k, p_j) & \text{if } m \leq N, \ m a_j = 0, \ m a_k \neq 0 \\ (p_j, \left( \left( \begin{array}{c} l \mathbf{a}_k \end{array} \right)_{l=\mu_j}^N, b_k - b_{a_j} \mathbf{a}_j, \mu_k) \right) & \text{else,} \end{cases} \]

\[ e(g, p_j) := \begin{cases} \left( N, m, \left\{ \begin{array}{l} n+1 \quad \text{if } j = n, \ m < N, \ m a_j \neq 0 \\ n-1 \quad \text{if } j = n, \ m = N, \ m a_j = 0 \\ n \quad \text{else} \end{array} \right\}, \right) \]

\[ e(g) := \left( N, m + 1, \left\{ \begin{array}{l} n-1 \quad \text{if } m > N \\ n \quad \text{else} \end{array} \right\} \right). \]

Here, the global variable \( g \) is a collection of three natural numbers: the number of rows and columns \( N \) of the square matrix, the index of the current column \( m \) (\( m > N \) indicates that the algorithm is in step 4), and the index of the current row \( n \). Each particle stores the matrix entries in the row represented by the particle in a vector \( \left( \begin{array}{c} \mathbf{a}_l \end{array} \right)_{l=1}^N \) with \( b \) the corresponding right-hand side of the linear equation system. For simplicity, the column index of the leading 1 is saved in a separate property \( \mu \).

The neighborhood function \( u \) ensures that only the current row (\( j = n \)) has neighbors, and therefore only this one row will participate in the pivoting process. As long as \( m \leq N \), the neighbor particles are the rows below in reverse order. The reverse order ensures that if there is a zero row it will be sorted to the end by the interaction function \( i \). For step 4 of the algorithm (\( m > N \)), the order of the neighbor particles is irrelevant as the neighbor particles are then all the rows above. The stopping condition \( f \) is true (\( \top \)) if the current row is the top row again (\( n = 1 \)) and the algorithm is in step 4 (\( m > N \)).
The first three cases in the interact function are for steps 1 to 3 of the algorithm. The last case for step 4. The first case is the addition of a suitable multiple of the current row to a neighboring row to create zeros in the \( m \)-th column. The second case handles the swapping of two rows if the \( m \)-th entry of the current row \( p_j \) is zero but that of the neighbor row \( p_k \) is non-zero. If the \( m \)-th entry of both interacting rows, \( p_j \) and \( p_k \), is zero then nothing happens (third case). The fourth case creates zeros in the \( \mu_j \)-th (leading 1 entry) column of the interacting rows \( p_k \).

The evolve function \( e \) is only active as long as \( m \leq N \) and only if the evolving particle is the current row of \( j = n \). Otherwise, it amounts to the identity map. In the non-trivial case, it normalizes the leading entry \( m a_j \) of the current particle (row) to 1 by dividing all non-zero coefficients with \( m a_j \). It also saves the index of the leading 1, \( m \), in the particle property \( \mu_j \). The global variable \( g \) is changed, incrementing the index of the current row \( n \) if the current column is not the last one \( (m < N) \) and if the \( m \)-th coefficient of the row is not zero \( (m a_j \neq 0) \). The turning point of the algorithm, where it switches from iterating downward through the rows to iterating back up again, is when \( m = N \). At this point, the index of the current row \( n \) remains unchanged unless the last entry is zero \((m a_j = 0)\), because then the row is completely zero and hence has no leading one. In this case, the algorithm can already go to the row above \((n - 1)\).

The evolve function of the global variable \( \dot{e} \) increments the current column \( m \) by one, so that the algorithm proceeds one column to the right in each iteration. During step 4, \( m \) increments beyond \( N \), but this is irrelevant. Then, however, \( n \) is decremented by one in each iteration in order to move up one row at a time.

An instance of this particle method is defined by specifying the coefficients of the linear system as initial set of particles and the size of the system. The property \( \mu \) can be initialized arbitrarily, as it is overwritten anyway before being used. As an example, we consider the instance for the 3 \( \times \) 3 equation system:

\[
\begin{bmatrix}
1 & 2 & 5 \\
1 & -1 & -4 \\
2 & 6 & 16
\end{bmatrix} \vec{x} = \begin{bmatrix}
2 \\
-4 \\
8
\end{bmatrix}
\]

with unknown variable \( \vec{x} \). For this example, \( N = 3 \) and the particle method instance is:

- \( g := (N, m, n) \) initial global variable
- \( N :=3 \) number of rows and columns
- \( m :=1 \) start from the first column
- \( n :=1 \) start from the first row

- \( p^1 :=(p_1, p_2, p_3) \) initial particle tuple
- \( p :=((a, 1a, 2a), b, \mu) \) particle prototype
- \( p_1 :=((1, 2, 5), 2, 0) \) particle 1 (first row)
- \( p_2 :=((1, -1, -4), -4, 0) \) particle 2 (second row)
- \( p_3 :=((2, 6, 16), 8, 0) \) particle 3 (third row)
Executing the algorithm for this instance produces the four iterations:

\[
\begin{bmatrix}
1 & 2 & 5 & 2 \\
1 & -1 & -4 & -4 \\
2 & 6 & 16 & 8
\end{bmatrix}
\rightarrow
\begin{bmatrix}
1 & 2 & 5 & 2 \\
0 & -3 & -9 & -6 \\
0 & 2 & 6 & 4
\end{bmatrix}
\rightarrow
\begin{bmatrix}
1 & 2 & 5 & 2 \\
0 & -3 & -9 & -6 \\
0 & 0 & 0 & 0
\end{bmatrix}
\rightarrow
\begin{bmatrix}
1 & 2 & 5 & 2 \\
0 & 0 & 1 & 3 \\
0 & 0 & 0 & 0
\end{bmatrix}
\rightarrow
\begin{bmatrix}
1 & 0 & -1 & -2 \\
0 & 1 & 3 & 2 \\
0 & 0 & 0 & 0
\end{bmatrix}.
\]

6 Conclusion and Discussion

We have presented a formal definition of the algorithmic class of particle methods. While particle methods have traditionally been used in plasma physics [18] and in computational fluid dynamics [7, 8], our definition equally applies to popular algorithms in image processing [6, 1], computer graphics [16], and computational optimization [17, 28]. The proposed definition therefore highlights the algorithmic commonalities in the computational structure across applications, and it enables a sharp classification of what constitutes a particle method and what does not. The present definition unifies all particle methods and also enables formulating particle methods for non-canonical problems that were so far solved differently.

The core of our definition is that particles are only allowed to interact with one another pairwise. We illustrated the application of this definition in several examples, covering both canonical particle methods and non-canonical ones. As examples of canonical particle methods, we presented a particle strength exchange (PSE, [11]) simulation of the continuum diffusion equation and a Lennard-Jones [24] molecular dynamics simulation of a discrete model. As non-canonical examples, we presented how triangulation refinement and Gaussian elimination can be formulated as particle methods. While this illustrates the unifying nature of the presented definition, it does not imply that such an implementation would be beneficial in any way. However, it prospectively enables theoretical analysis, comparison, and hopefully also the combination of algorithms from different fields under a common framework.

We deliberately formulated the present definition in the most general way in order for it to encompass everything that we call a particle method. Most practical instances, however, do not exploit the full generality of the definition. For example, one would frequently restrict a particle method to be order-independent, i.e., to produce results that are independent of the indexing order of the particles. Another common restriction is to limit the neighborhood function to only be able to access particles within a certain radius, e.g. using cell list [19] or Verlet list [37] algorithms, or to restrict the computational power of the interact and evolve functions or the memory of the particle state.

Such restrictions are also frequently needed in order to parallelize particle methods on multi-processor computer architectures. While our definition is general, it uses sequential state transitions. A definition of concurrent or parallel particle methods could be achieved by additional restriction on our particle methods definition. In the examples presented, we observe that parallelization is straightforward in all cases, except for Gaussian elimination. Gaussian elimination, when formulated as a particle method, is inherently sequential and the dynamically growing particle size would hamper parallel efficiency and load balance. The generality of our definition therefore prevents efficient concurrent formulations of particle methods unless it is suitably restricted.

Another limitation of the presented definition of particle methods is its monolithic nature. An algorithm composed of many smaller algorithms, like for example a solver for the incompressible
Navier-Stokes equation, will become very large and complex with several nested cases when explicitly formulated in our definition. Finally, our definition is not unique. Alternative, possibly more compact or elegant, but equivalent definitions are possible. We chose the formulation presented here, as we believe it to be close to practical implementations.

Notwithstanding these limitations, the present definition establishes the so-far loose notion of particle methods as a rigorous algorithmic class. This paves the way for future research both in the theoretical algorithmic foundations of particle methods as well as in the engineering of their software implementation.

Future theoretical work could, for example, define different classes of particle methods by formalizing class-specific restrictions to our definition. This would enable classifying particle methods with respect to their implementation complexity, degree of concurrency, or computational power. Different classes of particle methods could correspond to different implementation scenarios, or to different requirements, such as order-independence. Other possible directions of theoretical research include the derivation of complexity bounds for certain classes of particle methods. While it seems intuitive that the present definition of particle methods is Turing-powerful (because one could use a single particle to implement a universal Turing machine in the evolve method), this trivial reduction offers no insight into the algorithmic structure and its computational power. Studying the computational power of certain classes of particle methods could therefore provide interesting insight into what is possible with different classes of particle methods.

On the engineering side, future work can leverage the present definition to better structure software frameworks for particle methods, such as the PPM Library [32], OpenFPM [20], POOMA [31], or FDPS [21]. This would render them easier to understand to users and more maintainable, as the formal definition provides a common vocabulary. The present definition also enables classifications of software frameworks with respect to their expressiveness, coverage of the definition, or optimization toward specific classes of particle methods.

Future work could also attempt a less monolithic definition that allows modular combinations of different particle methods. While this could lead to a formulation that can potentially directly be exploited in software engineering or in the design of domain-specific programming languages for particle methods [22], it does require solving a few theoretical problems: One such problem is how to synchronize data when different particle methods access shared particles. Other open issues include how different types of particles from different methods can interact with one another (e.g., for remeshing) and how access of an algorithm can be restricted to a subset of particles (e.g., for boundary element methods). All of these need to be formally described first, which might necessitate additional data structures or functions to be added to the present definition.

Taken together, the present formal definition of particle methods is a necessary first step towards a sound and formal understanding of what particle methods are, what they can do, and how efficient and powerful they are. It also provides guidance for practical software implementations and enables their comparative evaluation on common grounds. We therefore hope that the present work will generate downstream results and studies in different fields of application of particle methods.
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