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ABSTRACT. For disordered harmonic oscillator systems over the $d$-dimensional lattice, we consider the problem of finding the bipartite entanglement of the uniform ensemble of the energy eigenstates associated with a particular number of modes. Such ensemble define a class of mixed, non-Gaussian entangled states that are labeled, by the energy of the system, in an increasing order. We develop a novel approach to find the exact logarithmic negativity of this class of states. We also prove entanglement bounds and demonstrate that the low energy states follow an area law.

1. Introduction

Quantum entanglement is considered as a key resource for many quantum technologies and information processing [35, 28]. Gaussian states are profoundly important in quantum information [49, 50]; however, the entanglement phenomenon is not confined to this well studied set of states. It has recently become apparent that there is a fundamental need to understand the entanglement beyond Gaussian states [24, 45, 48], as non-Gaussian states are not only advantageous but sometimes necessary to perform certain quantum information tasks; for instance, non-Gaussian states are required for entanglement distillation [18, 20, 26]; they can be used as key ingredients to improve quantum teleportation [17, 36, 41]; and they are necessary for universal quantum computation with continuous variables systems [10].

On the theoretical level, the study of entanglement of many-body systems has been limited to Gaussian states, see e.g., [3, 19, 29, 33], where the problem of finding entanglement reduces to the study of the corresponding correlation (covariance) matrices. The latter are well structured matrices of dimension equal to double the volume of the many-body system. The entanglement story of non-Gaussian states has no such happy ending. General states of many-body systems are usually extremely complicated objects with a number of parameters exponentially large in the volume of the system. For this reason, there are almost no rigorous results on the formidable task of understanding the entanglement of non-Gaussian states.

Understanding energy eigenstates is one of the main problems in many-body and statistical physics. In particular, for disordered regimes, they are of utmost importance in the context of many-body localization (MBL), a phenomenon that has recently received strong attention in the physical community, see e.g., [1, 6, 7, 34] for recent reviews with extensive lists of references. Proving rapid decay of correlations or area laws for eigenstates (at least for the low lying eigenstates) is believed to be a signature of the MBL phase. Examples of mathematical results concerning eigenstate localization beyond the ground state include the XY spin chain in random transversal field (see [2, 5] for area laws and [43] for decay of correlations.) and the Tonks-Girardeau gas [40]. Recently, [21] proved exponential clustering of all eigenstates throughout the droplet spectrum of the XXZ chain in a random field and
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[11] proved area laws for the states in the droplet regime. In fact, [11] represents one of the very few rigorous results on entanglement for non-Gaussian states.

The system of coupled harmonic oscillators is unitary equivalent to a free boson system, reducing it to the diagonalization of an effective one-particle Hamiltonian. The ground state and thermal states of harmonic oscillators are two simple examples of Gaussian states with a long history of entanglement results, see e.g., [9, 39] for the deterministic gapped case and [33] for the disordered gapless case. It has been shown that the entanglement of these Gaussian states follows area laws. But unlike the free fermion systems case, the eigenstates of the coupled harmonic oscillators beyond the ground state are non-Gaussian, and thus understanding their entanglement is an existing challenge. Recently, [4] proved exponential clustering results of arbitrary eigenstates for disordered harmonic oscillator; the corresponding bound increases with the highest mode, which indicates area laws for the low lying eigenstates [13, 14].

In this paper, we consider the problem of finding the entanglement of a class of mixed, non-Gaussian states of (disordered) harmonic oscillator systems. These are states written as a uniform ensemble of energy eigenstates associated with a particular number of modes \( N \) (the \( N \)-modes ensemble states). The expected energy of the system in this class of non-Gaussian states increases with the total number of modes, which means that they can be labeled, in an explicit way, in an increasing order with respect to the number of modes. As expected, the resulting entanglement formula for the \( N \)-modes ensemble states is more complicated than the one associated with Gaussian states, but it is fully characterized by the static ground state correlation matrix. The latter is known to decay exponentially, which allows to find an entanglement bound that is proportional to the surface area of the boundary region between the two subregions, but grows linearly in the total number of modes (see Theorem 2.2). Such estimation is understood as a genuine area law for low particle concentration (relative to the volume of the system), and it demonstrates MBL in the so-called zero temperature regime, as it indicates that the low lying eigenstates are weakly entangled.

We build on the ideas by Vidal and Werner [47] and on the arguments presented in [33] to develop the machinery needed to find the exact formula for the logarithmic negativity of the \( N \)-modes ensemble states. Theorem 3.1 provides general formulas for the expectation of the Weyl operators at arbitrary eigenstates. These formulas include products of multi-variable Laguerre polynomials as pre-factors for the gaussian term, which reflects the fact that the corresponding states are non-Gaussian. Lemma 4.3 represents the central technical fact about multi-variable Laguerre polynomials. It distinguishes the \( N \)-modes ensemble states from general eigenstates, it says that the ensemble averaged multi-variable Laguerre polynomials is a (generalized Laguerre) polynomial of the sum of all variables.

The paper is organized as follows. In the next section, we describe the model, introduce our class of states, and present the main results. Remark 2.1 comments on the validity of our results for a class of deterministic gapped oscillator models. Section 3 includes new results regarding the Weyl operator expectations. In Section 4 we present the complete diagonalization of the partial transpose as needed to calculate the logarithmic negativity. The area laws are then proven in Section 5.
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2. The Model and Results

2.1. The Model. For integers $a < b$ and $d \geq 1$, let $\Lambda$ be the $d$-dimensional box $\Lambda = \mathbb{Z}^d \cap [a, b]^d$, equipped with the $\ell^1$-metric, where we use the notation $| \cdot |$ to denote the 1-norm. We consider harmonic oscillator systems defined over $\Lambda$, coupled by nearest neighbor quadratic interactions, quantified by the interaction’s strength parameter $\lambda > 0$. The Hamiltonian is

$$H_\Lambda = \sum_{x \in \Lambda} (p_x^2 + k_x q_x^2) + \sum_{\{x, y\} \subset \Lambda} \frac{\lambda}{|x - y|} (q_x - q_y)^2,$$

acting on the Hilbert space

$$\mathcal{H}_\Lambda = \bigotimes_{x \in \Lambda} L^2(\mathbb{R}) \cong L^2(\mathbb{R}^\Lambda),$$

where for each site $x \in \Lambda$, we denote the position operator by $q_x$, i.e., the multiplication operator by $q_x$ in $\mathcal{H}_\Lambda$, and by $p_x = -i\partial/\partial q_x$, we denote the corresponding momentum operator. It is well known, see e.g., [38], that the position and the momentum operators are unbounded self-adjoint on suitable domains and satisfy the commutation relations

$$[q_x, q_y] = [p_x, p_y] = 0 \quad \text{and} \quad [q_x, p_y] = i\delta_{x,y} \mathbb{1}$$

for all $x, y \in \Lambda$, where $\delta_{x,y}$ is the Kronecker delta function. For each $x \in \Lambda$, $k_x$ is the corresponding spring constant. We regard the elements of the sequence $\{k_x\}_{x \in \Lambda}$ as i.i.d. random variables with absolutely continuous distribution given by bounded density, supported in $[0, k_{\text{max}}]$ with $0 < k_{\text{max}} < \infty$. The coupling sum in (1) is taken over all undirected edges $\{x, y\}$ from $\Lambda$ that correspond to the nearest neighbor sites $x$ and $y$, i.e., $|x - y| = 1$.

As is well known, the analysis of the Hamiltonian $H_\Lambda$ reduces to the study of the finite volume Anderson model

$$h_\Lambda = \lambda h_{0,\Lambda} + k,$$

where $h_{0,\Lambda}$ is the negative discrete Laplacian on $\Lambda$, and $k = \text{diag}\{k_x, x \in \Lambda\}$. In particular, the harmonic oscillators Hamiltonian $H_\Lambda$ can be written as the bosonic system

$$H_\Lambda = \frac{1}{2} \begin{pmatrix} a & (a^*)^T \end{pmatrix} \begin{pmatrix} h_\Lambda - \mathbb{1} & h_\Lambda + \mathbb{1} \\ h_\Lambda + \mathbb{1} & h_\Lambda - \mathbb{1} \end{pmatrix} \begin{pmatrix} a^* \\ (a^*)^T \end{pmatrix},$$

where $(a^T \ (a^*)^T)$ and $(a \ a^*)$ are the $2|\Lambda|$ row and column vectors of the annihilation and creation operators

$$a_x = \frac{1}{\sqrt{2}}(q_x + ip_x), \quad a_x^* = \frac{1}{\sqrt{2}}(q_x - ip_x), \quad \text{for} \quad x \in \Lambda.$$

As a direct consequence of (3) and (6), the operators $\{a_x\}_{x \in \Lambda}$ satisfy the canonical commutation relations (CCR)

$$[a_x, a_y] = [a_x, a_y^*] = 0, \quad \text{and} \quad [a_x, a_y^*] = \delta_{x,y} \mathbb{1}, \quad \text{for all} \quad x, y \in \Lambda.$$

It is clear that $h_\Lambda$ is self-adjoint and since we work in finite volume, the spectrum of $h_\Lambda$ is discrete and, under our assumption of absolutely continuous distribution of the $\{k_x\}_{x \in \Lambda}$,
almost surely simple. Moreover, using that $0 \leq h_{0,\Lambda} \leq 4d$, the spectrum of $h_{\Lambda}$ is included within the interval

$$(8) \quad \sigma(h_{\Lambda}) \subseteq \left[ \min_{x \in \Lambda} k_x, (4d\lambda + k_{\text{max}}) \right].$$

Meaning that $h_{\Lambda}$ is almost surely positive and the operator $h_{\Lambda}^{1/2}$ is not uniformly bounded in the volume of the system and the disorder.

By standard results, see Proposition A.3(c) in [32], the elements of $h_{\Lambda}^{-1/2}$ decay exponentially away from the diagonal after averaging the disorder, there exist constants $C < \infty$ and $\mu > 0$ such that,

$$(9) \quad \mathbb{E} \left( |\langle \delta_x, h_{\Lambda}^{-1/2} \delta_y \rangle| \right) \leq C e^{-\mu |x-y|}$$

for all $x, y \in \Lambda$, where $\{\delta_x, x \in \Lambda\}$ is the canonical basis of $\ell^2(\Lambda)$ and $\mathbb{E}(\cdot)$ is the disorder average. We remark here that (9) leads to the exponential decay of the static position-position correlations at the ground state of $H_{\Lambda}$, see e.g., [4, 32].

The real nonnegative operator $h_{\Lambda}$ can be diagonalized in terms of an orthogonal matrix $O$, i.e., $h_{\Lambda} = O \gamma^2 O^T$ where $\gamma^2 = \text{diag}\{\gamma^2_x, x \in \Lambda\}$. This defines the Bogoliubov transformation

$$(10) \quad b = \frac{1}{2}(\gamma^\frac{1}{2} + \gamma^{-\frac{1}{2}})O^T a + \frac{1}{2}(\gamma^\frac{1}{2} - \gamma^{-\frac{1}{2}})O^T a^*,$$

which leads to the second quantization representation of the harmonic oscillator systems $H_{\Lambda}$

$$(11) \quad H_{\Lambda} = \sum_{k=1}^{[\Lambda]} \gamma_k (2b_k^* b_k + \mathbb{1}).$$

For more details regarding this reduction to a free boson system we refer the reader to e.g., [32, 33, 4]. Due to the Bogoliubov transformation (10), the operators $\{b_k\}_{k}$ satisfy the CCR. These modes (or quasi-particles) are mixing the creation and annihilation operators. The complete set of eigenfunctions of $H_{\Lambda}$ consists of the Fock states generated from the vacuum $\psi_0$ of the $b$ operators ($b_x \psi_0 = 0$ for all $x \in \Lambda$.)

$$(12) \quad \psi_{\alpha} = \prod_{k=1}^{[\Lambda]} \frac{1}{\sqrt{\alpha_k}} (b_k^*)^{\alpha_k} \psi_0,$$

for any occupation number vector $\alpha = (\alpha_1, \ldots, \alpha_{[\Lambda]}) \in \mathbb{N}_{0}^{[\Lambda]}$. It follows directly that

$$(13) \quad H_{\Lambda} \psi_{\alpha} = \sum_{k=1}^{[\Lambda]} \gamma_k (2\alpha_k + 1) \psi_{\alpha}.$$  

We note here that beside the total number of modes, the distribution of modes over $\Lambda$ plays a crucial role in the determination of the energy at a given eigenstate; yielding no explicit way, in terms of $\alpha$, to label all energy eigenstates in order of increasing energy levels. As is clear from (13), the ground state gap is $2 \min_k \gamma_k$.

Remark 2.1. The results we proved below are also valid for a class of the deterministic, gapped oscillator models over the $d$-dimensional box $\Lambda$

$$(14) \quad \tilde{H}_{\Lambda} = \sum_{x \in \Lambda} p_x^2 + \sum_{x, y \in \Lambda} q_{x,y} h^{(q)}_{x,y} q_{y}$$
defined over the Hilbert space $\mathcal{H}_\Lambda$, where $h^{(q)}_\Lambda := (h^{(q)}_{xy})_{x,y \in \Lambda}$ is real, symmetric, and positive definite banded matrix. We require that $h^{(q)}_\Lambda$ is bounded and boundedly invertible, uniformly in the volume $|\Lambda|$; that is, there exist constants $0 < C_1 < C_2 < \infty$ independent of $\Lambda$ such that
\begin{equation}
C_1 \leq \|h^{(q)}_\Lambda\| \leq C_2.
\end{equation}
We assume that the spectrum of $h^{(q)}_\Lambda$ is simple. Here, $h^{(q)}_\Lambda$ substitutes $h_\Lambda$, given in (4), in the disordered regime described above. The analogue of the exponential decay (9) is satisfied, of course with no need to average, see e.g., [12]. Moreover, it follows from (13) and (15) that $\tilde{H}_\Lambda$ is a gapped system, i.e., there is a robust ground state gap.

2.2. Results. We study the bipartite entanglement of a class of states describing the harmonic oscillator Hamiltonian $H_\Lambda$. Explicitly, we fix a subregion $\Lambda_0 \subset \Lambda$ and consider the bipartite decomposition $H_\Lambda = H_{\Lambda_0} \otimes H_{\Lambda \setminus \Lambda_0}$, where
\begin{equation}
H_{\Lambda_0} = \bigotimes_{x \in \Lambda_0} \mathcal{L}^2(\mathbb{R}) \quad \text{and} \quad H_{\Lambda \setminus \Lambda_0} = \bigotimes_{x \in \Lambda \setminus \Lambda_0} \mathcal{L}^2(\mathbb{R}).
\end{equation}
For any state $\rho \in \mathcal{B}(\mathcal{H}_\Lambda)$, denote by $\rho^{T_1}$, the partial transpose of $\rho$ with respect to the first component in the decomposition (16), and the logarithmic negativity $N(\rho)$ of $\rho$ is the logarithm of the trace norm of the state’s partial transpose
\begin{equation}
N(\rho) = \log \|\rho^{T_1}\|_1.
\end{equation}
It is well known that the logarithmic negativity is an upper bound to the distillable entanglement [47]. We remark that since the bosons $\{b_k\}_k$ are mixing the spacial creation and annihilation operators as in (10), the eigenstates $\psi_\alpha$ are entangled with respect to the decomposition (16). The problem of finding their entanglement bumps into the fact that the ground state is the only Gaussian eigenstate of $H_\Lambda$, see the beginning of Section 3 for a brief definition of Gaussian states on the CCR, references for more details are also provided.

In this work, we find the logarithmic negativity of a class of mixed, entangled, and non-Gaussian states. Explicitly, these states are defined as follows: for each $N \in \mathbb{N}$, we consider the set $\mathcal{J}_N$ that consists of all occupation number vectors that are describing a total of $N$ modes,
\begin{equation}
\mathcal{J}_N := \{\alpha = (\alpha_1, \ldots, \alpha_{|\Lambda|}) \in \mathbb{N}_{0}^{|\Lambda|}; \sum_j \alpha_j = N\},
\end{equation}
then the state under consideration is the uniform statistical ensemble of the $N$-modes eigenstates
\begin{equation}
\rho_N := \frac{1}{|\mathcal{J}_N|} \sum_{\alpha \in \mathcal{J}_N} |\psi_\alpha\rangle \langle \psi_\alpha|.
\end{equation}
Note that the $N$-modes ensemble $\rho_N$ is the orthogonal projection onto the Fock space sector $\mathcal{F}_N$ characterized by $N$ modes, $\mathcal{F}_N = \text{span}\{\psi_\alpha; \sum_j \alpha_j = N\}$. Moreover, $\rho_N$ is the maximum entropy state of the total (quasi-)particle number operator $N^{(b)} := \sum_{j=1}^{|\Lambda|} b_j^* b_j$, see e.g., [23].

It is remarkable that, in contrast to the case with the eigenstates, the expected energy of the harmonic system at $\rho_N$ is increasing in the total number of modes $N$, see Lemma A.1,
\begin{equation}
\text{Tr}[H_\Lambda \rho_N] = \left(1 + \frac{2N}{|\Lambda|}\right) \sum_k \gamma_k.
\end{equation}
Thus, the $N$-modes ensemble states can be used to study the energy dependence of their entanglement. This is beside the fact that the entanglement of $\rho_N$ is made, throughout this work, theoretically accessible. As understood intuitively, it follows from (20) that the energy of the system goes to the ground state energy in the thermodynamic limit. Note also that the expected energy of $H_\Lambda$ at the $N$-modes ensemble with $N = K|\Lambda|$ modes matches the energy of the system at the eigenstate that correspond to the occupation number vector $(K, K, \ldots, K)$.

The $N$-modes ensemble $\rho_N$ is a mixed state by construction, it is obviously entangled since all the energy eigenstates of $H_\Lambda$ are entangled, and aside from the degenerate case associated with the ground state $\rho_{N=0} = |\psi_0\rangle\langle\psi_0|$, $\rho_N$ is not Gaussian.

Our first new result is the exact evaluation of the logarithmic negativity of the $N$-modes ensemble $\rho_N$, which is done through the complete diagonalization of the partial transpose of $\rho_N$ in Theorem 4.1 below. This diagonalization is made possible using the ideas in Theorems 3.1 and 3.2. The former theorem gives a formula for the Weyl operator expectations at arbitrary eigenstates, then Theorem 3.2 defines an operator that corresponds to a scaled version of the Weyl operator expectations.

The second result provides a growing area law in the total number of modes. Meaning that, on average, the logarithmic negativity of $\rho_N$ with respect to the decomposition (16) is proportional to the surface area between the two subsystem, with a coefficient that grows linearly in $N$. Let’s denote the boundary of $\Lambda_0$ by $\partial\Lambda_0$,

$$\partial\Lambda_0 = \{x \in \Lambda_0; \exists y \in \Lambda \setminus \Lambda_0 \text{ with } |x - y| = 1\}.$$  

We will prove the following theorem in Section 5.

**Theorem 2.2.** For any $\Lambda_0 \subset \Lambda$, $N \in \mathbb{N}_0$, and the corresponding $N$-modes ensemble $\rho_N$ as in (19), there exists $\tilde{C} < \infty$ such that

$$E(N(\rho_N)) \leq \tilde{C}(2N + 1)|\partial\Lambda_0|$$

where the constant $\tilde{C}$ is independent of $N$, $\Lambda_0$ and $\Lambda$, but it depends on the parameters $C$ and $\mu$ from (9) as well as on $\lambda$, $k_{\text{max}}$ and $d$.

This is a typical area law for the low lying non-Gaussian states $\rho_N$, that is, when $N/|\Lambda| \ll 1$. The proof follows from the bound in Lemma 5.1 below and the exponential clustering of the ground state, a consequence of (9). This has to mean that exponential clustering of the ground state implies an area law for the ground state and for the low lying states close to the ground state.

A variant version of the proof of Theorem 2.2 provides similar entanglement bounds for a larger class of mixed non-Gaussian states. We construct them as follows: for any $N \in \mathbb{N}_0$ let

$$\Omega_N := \{\omega = (\omega_0, \omega_1, \ldots, \omega_N) \in [0, 1]^{N+1}, \sum_j \omega_j = 1\}$$

then for each $\omega \in \Omega_N$ we can define a mixed state that describes the weighted average of the $L$-modes ensemble states for $L = 0, \ldots, N$

$$\rho_{\omega,N} := \sum_{L=0}^{N} \omega_L \rho_L,$$

where $\rho_L$ is as in (19). It follows from (20) that for each $N \in \mathbb{N}$, the maximum expected energy at $\rho_{\omega,N}$ is the expected energy of the system at the $N$-modes ensemble, i.e.,
max_{ω ∈ Ω_N} \langle H_Λ \rangle_{ρ_{ω,N}} = \langle H_Λ \rangle_{ρ_N}. This makes this class of states less interesting than the N-modes states from the energy-entanglement perspective. But one can still argue that we are providing entanglement bounds for a larger class of non-Gaussian states. The following corollary says that the logarithmic negativity of ρ_{ω,N} has the same bound as N(ρ_N).

**Corollary 2.3.** For any N ∈ N_0 and ρ_{ω,N} as in (24) with ω ∈ Ω_N as in (23), then with the same \( \tilde{C} > 0 \) as in (22) we have

\[
E \left( \max_{ω ∈ Ω_N} N(ρ_{ω,N}) \right) ≤ \tilde{C}(2N + 1)|∂Λ_0|.
\]

Note that the logarithmic negativity is not convex, meaning that Corollary 2.3 is not just a direct consequence of Theorem 2.2. We include the proof of Corollary 2.3 at the end of Section 5.

3. THE WEYL OPERATOR EXPECTATIONS

As was the case in all exact entanglement results of Gaussian states, e.g., [47, 33, 9, 19], our approach to the entanglement of the class \{ρ_N, N ∈ N\} of non-Gaussian states starts from the Weyl operator expectations, often called the (quantum) characteristic functions. We first define the Weyl operators then prove Theorem 3.1, that provides a formula for the characteristic function of arbitrary eigenstates of the harmonic oscillators Hamiltonian \( H_Λ \). Theorem 3.2 provides a stepping stone to study the entanglement of the class of N-modes ensemble \( ρ_N \).

For every \( f : Λ → \mathbb{C} \), the Weyl (or displacement) operator is defined as the unitary operator

\[
W(f) = \exp \left( \frac{i}{\sqrt{2}} (a(f) + a^*(f)) \right) \quad \text{where} \quad a(f) = \sum_{x ∈ Λ} f_x a_x, \quad a^*(f) = \sum_{x ∈ Λ} f_x a_x^*,
\]

where \( a_x \) and \( a_x^* \) are the annihilation and creation operators defined in (6). The CCR gives directly that

\[
W(f) = \bigotimes_{x ∈ Λ} W_{f_x}, \quad \text{where} \quad W_{f_x} := \exp \left( \frac{i}{\sqrt{2}} (f_x a_x + f_x^* a_x^*) \right).
\]

Let’s identify \( ℓ^2(Λ; \mathbb{C}) \) with \( ℓ^2(Λ; \mathbb{R}) ⊕ ℓ^2(Λ; \mathbb{R}) \), i.e.,

\[
f ∈ ℓ^2(Λ; \mathbb{C}) \sim \tilde{f} = \left( \begin{array}{c} \text{Re} f \\ \text{Im} f \end{array} \right) ∈ ℓ^2(Λ; \mathbb{R}) ⊕ ℓ^2(Λ; \mathbb{R}).
\]

A state \( ρ \) on \( B(ℋ_Λ) \) with vanishing first moments, i.e., \( ⟨q_x⟩_ρ = ⟨p_x⟩_ρ = 0 \) for all \( x ∈ Λ \) (like the eigenstates and thermal states of free boson systems), and with position-momentum correlation matrix \( Γ_ρ = ⟨RR^T⟩_ρ \) with \( R = \left( \begin{array}{c} q \\ p \end{array} \right) \) is said to be Gaussian (or quasi-free) if it satisfies the bosonic Wick’s theorem, and it follows that such Gaussian states are exactly those with gaussian characteristic function,

\[
⟨W(f)⟩_ρ := \text{Tr}[W(f)ρ] = e^{-\frac{1}{2}⟨f, Γ_ρ f⟩},
\]

for all \( f ∈ ℓ^2(Λ) \). For a definition of general Gaussian states on the CCR algebra we refer the reader to e.g., [15, 30, 8, 33].
3.1. The characteristic function of eigenstates. Theorem 3.1 gives a formula for the characteristic function of any eigenstate \( \rho_\alpha = |\psi_\alpha\rangle \langle \psi_\alpha| \) of \( H_\Lambda \) in terms of the ground state correlation matrix \( \Gamma_0 \). To state the theorem, we first introduce the \( 2|\Lambda| \times 2|\Lambda| \) matrix \( M \)

\[
M = \begin{pmatrix}
\frac{1}{2} h_\Lambda^{-1} & 0 \\
0 & \frac{1}{2} h_\Lambda
\end{pmatrix}
\]

where \( h_\Lambda = O \gamma^2 O^T \) is defined in (4). For each \( k = 1, \ldots, |\Lambda| \), let \( \chi_k(M) \) be the orthogonal projection of \( M \) onto a subspace spanned by the eigenvectors associated with the eigenvalues \( \gamma_k^{-1} \) and \( \gamma_k \). i.e., \( \chi_k(M) \) is defined as

\[
\chi_k(M) = \begin{pmatrix}
O & 0 \\
0 & O
\end{pmatrix} \chi_k \begin{pmatrix}
O^T & 0 \\
0 & O^T
\end{pmatrix},
\]

where \( \chi_k \) is the restriction operator onto the \( k \)-th site,

\[
\chi_k := \begin{pmatrix}
I_k & 0 \\
0 & I_{(k)}
\end{pmatrix}, \text{ and } I_{(k)} := e_k e_k^T.
\]

We remark that \( M = 2\Gamma_0 + iJ \) where \( J = \begin{pmatrix}
0 & -I \\
I & 0
\end{pmatrix} \) and \( \Gamma_0 \) is the static position-momentum correlation matrix at the ground state, see e.g., [4].

Now we are ready to state the theorem.

**Theorem 3.1.** Let \( \alpha = (\alpha_1, \ldots, \alpha_{|\Lambda|}) \in \mathbb{N}_{|\Lambda|} \) be the vector of occupation modes and let \( \rho_\alpha = |\psi_\alpha\rangle \langle \psi_\alpha| \) be the corresponding eigenstate of \( H_\Lambda \). Then for any \( f : \Lambda \to \mathbb{C} \), the characteristic function of \( \rho_\alpha \) is given by the formula

\[
\langle W(f) \rangle_{\rho_\alpha} = e^{-\frac{1}{4} \langle \tilde{f}, M \tilde{f} \rangle} \prod_{k=1}^{|\Lambda|} L_{\alpha_k} \left( \frac{\langle \tilde{f}, M \chi_k(M) \tilde{f} \rangle}{2} \right).
\]

Here \( \tilde{f} \) is as in (28), \( M \) is given in (30), \( \chi_k(M) \) is its spectral projection given in (31), and \( L_{\alpha_k}(\cdot) \) is the Laguerre polynomial of degree \( \alpha_k \), defined as

\[
L_k(x) = \sum_{n=0}^{\infty} \frac{(-1)^n x^n}{n!} \binom{k}{n}, \text{ for } k = 1, 2, \ldots.
\]

In the ground state \( \rho_0 \), the statement (33) reduces to the well known formula

\[
\langle W(f) \rangle_{\rho_0} = e^{-\frac{1}{4} \langle \tilde{f}, M \tilde{f} \rangle},
\]

see e.g., [32] which originates from Proposition 5.2.28 of [15] or Chapter XII.12 of [31]. In comparison with the characteristic function of Gaussian states in (29), and using that \( M = 2\Gamma_0 + iJ \), with the fact \( \langle \tilde{f}, J \tilde{f} \rangle = 0 \), we observe that the ground state of \( H_\Lambda \) is the only Gaussian eigenstate.

**Proof.** We first show that the characteristic function formula (33) is equivalent to

\[
\langle W(f) \rangle_{\rho_\alpha} = e^{-\frac{1}{4} \| V f \|^2} \prod_{k=1}^{|\Lambda|} L_{\alpha_k} \left( \frac{\| V f \|_{k}}{2} \right), \text{ where } V f = \gamma^{-\frac{1}{2}} O^T \Re[f] + i \gamma \frac{1}{2} O^T \Im[f].
\]
Formula (36) follows from the following argument: first, define $\tilde{V}$ as

$$ (37) \quad \tilde{V} = \begin{pmatrix} \gamma^{-\frac{1}{2}}O^T & 0 \\ 0 & \gamma^{\frac{1}{2}}O^T \end{pmatrix} $$

and note that $\tilde{V}^T \tilde{V} = M$. Then it is straightforward to check the following two statements

$$ (38) \quad \| Vf \|^2 = \langle Vf, Vf \rangle = \langle \tilde{V} \tilde{f}, \tilde{V} \tilde{f} \rangle = \langle \tilde{f}, M \tilde{f} \rangle. $$

$$ (39) \quad |(Vf)_k|^2 = \| \chi_k \tilde{V} \tilde{f} \|^2 = \langle \tilde{f}, M_\chi(M) \tilde{f} \rangle. $$

So we proceed by proving formula (36). One can see from (10), see also [32] for more details, that the Weyl operator can be written in terms of the creation and annihilation operators $b_j^*$ and $b_j$, defined by the Bogoliubov transformation (10), as follows

$$ (40) \quad \mathcal{W}(f) = \exp \left( \frac{i}{\sqrt{2}} (b(Vf) + b^*(Vf)) \right), \text{ where } b(f) = \sum_{j=1}^{\|A\|} \tilde{f}_j b_j $$

and $V$ is given in (36). It is well known that each eigenvector $\psi_\alpha$, with $\alpha \in \ell^\infty(\mathbb{N}_0^{\|A\|})$ is in the analytic vector for $b(f) + b^*(f)$, see e.g., Section 5.2.1.2 from [15]. Thus one can define $\mathcal{W}(V^{-1}f)\psi_\alpha$ by power series expansion, see e.g., Theorem 8.30 in [51],

$$ (41) \quad \mathcal{W}(V^{-1}f)\psi_\alpha = \sum_{m \geq 0} \left( \frac{2^{-1/2}i}{m!} \right)^m (b(f) + b^*(f))^m \psi_\alpha. $$

The Baker-Campbell-Hausdorff formula gives, using $[b(f), b^*(f)] = \|f\|^2$ and the CCR,

$$ (42) \quad \langle \psi_\alpha | \mathcal{W}(V^{-1}f) \psi_\alpha \rangle = e^{-\frac{1}{4}\|f\|^2} \left\{ \prod_{j=1}^{\|A\|} e^{\frac{1}{2} \tilde{f}_j R_j \psi_\alpha}, \prod_{j=1}^{\|A\|} e^{\frac{1}{2} \tilde{f}_j R_j \psi_\alpha} \right\} $$

where the exponential operators are defined by their power series expansions. A direct calculation using the CCR of the $b_j$ operators gives

$$ (43) \quad (b_j)^k \psi_\alpha = \begin{cases} 0, & \text{if } k > \alpha_j; \\ \sqrt{\frac{\alpha_j!}{(\alpha_j - k)!}} \psi_{\alpha - ke_j^T}, & \text{if } k \leq \alpha_j \end{cases} $$

where $\{e_j\}_j$ are the canonical basis of $\ell^2(\mathbb{N}^{\|A\|})$. Meaning that,

$$ (44) \quad e^{\frac{1}{2} \tilde{f}_j R_j \psi_\alpha} = \sum_{k=0}^{\alpha_j} \frac{(2^{-1/2}i)^k \tilde{f}_j^k}{k! \sqrt{(\alpha_j - k)!}} \psi_{\alpha - ke_j^T}. $$

By taking the expectations of $\mathcal{W}(V^{-1}f)$ at any eigenstate $\psi_\alpha$ using the power series expansions (44) for $j = 1, \ldots, \|A\|$,

$$ \langle \mathcal{W}(V^{-1}f) \rangle_{\rho_\alpha} = e^{-\frac{1}{4}\|f\|^2} \left\{ \sum_{k_1, k_2 = 0}^{\alpha_1} \cdots \sum_{k_{\|A\|}, \tilde{k}_{\|A\|} = 0}^{\alpha_{\|A\|}} \prod_{j=1}^{\|A\|} \frac{(2^{-1/2}i)^{k_j + \tilde{k}_j} \tilde{f}_j \tilde{k}_j}{k_j! \tilde{k}_j!} \times \right\} \left( \psi_{(\alpha_1 - k_1, \ldots, \alpha_{\|A\|} - k_{\|A\|})}, \psi_{(\alpha_1 - \tilde{k}_1, \ldots, \alpha_{\|A\|} - \tilde{k}_{\|A\|})} \right) $$
that the expectation of Weyl operator defined on

\[
\langle W_{(a_1 - k_1, \ldots, a_{|A|} - k_{|A|})} \rangle = \prod_{j=1}^{|A|} \delta_{k_j, \tilde{k}_j},
\]

which completes the proof. \square

Let us consider the orthonormal basis

\[
\{|n\rangle; \ n \in \mathbb{N}_0\} \text{ of } L^2(\mathbb{R}),
\]

consisting of the eigenfunctions of the standard harmonic oscillator Hamiltonian \(a^*a + \frac{1}{2} \mathbb{1}\) written in terms of the creation and annihilation operators

\[
a^*|n\rangle = \sqrt{n + 1}|n + 1\rangle, \text{ for } n \geq 0, \text{ and } a|n\rangle = \sqrt{n}|n - 1\rangle, \text{ for } n \geq 1.
\]

It is easy to see from Theorem 3.1 that the expectation of Weyl operator defined on \(L^2(\mathbb{R})\) generated by \(z \in \mathbb{C}\) at the eigenstate \(|n\rangle\langle n|\) associated with \(n\) particles, is given by

\[
\langle W_z \rangle_n := \langle n|W_z|n\rangle = L_n \left(\frac{|z|^2}{2}\right) e^{-\frac{1}{2} |z|^2},
\]

which is a simplified version of the well known result

\[
\langle W_z \rangle_n = e^{\frac{|z|^2}{2}} \sum_{m \geq 0} \frac{(-|z|^2)^m}{2^n m!^2} \frac{(n + m)!}{n!},
\]

see e.g., XII.55 from [31].

3.2. Scaling the characteristic functions. We will need later to deal with a scaled version of the characteristic functions of the eigenstates \(\rho_n = |n\rangle\langle n|\) of the form \(\langle W_{\sqrt{\alpha}z} \rangle_n\) for any positive integer \(a\). The following theorem proves the existence of a unique operator \(\rho^{(\ell)}_\alpha\), such that \(\langle W_{\sqrt{\alpha}z} \rangle_n = \langle W_z \rangle_{\rho^{(\ell)}_\alpha}\). In fact, the theorem defines this operator explicitly.

**Theorem 3.2.** For any \(a > 0\) and \(\ell \in \mathbb{N}_0\), there is a unique self-adjoint trace class operator \(\rho^{(\ell)}_\alpha\) on \(L^2(\mathbb{R})\), for which

\[
\langle W_z \rangle_{\rho^{(\ell)}_\alpha} = \langle W_{\sqrt{\alpha}z} \rangle_\ell = L_\ell \left(\frac{|z|^2}{2}\right) e^{-\frac{1}{2} |z|^2}, \text{ for all } z \in \mathbb{C},
\]

where \(L_\ell(\cdot)\) is the Laguerre polynomial of degree \(\ell\). The operator \(\rho^{(\ell)}_\alpha\) is defined in terms of the orthonormal eigenvectors \(\{|n\rangle, n \in \mathbb{N}_0\}\), given in (47), as follows: for any \(n \in \mathbb{N}_0\)

\[
\rho^{(\ell)}_\alpha |n\rangle = \sum_{j=0}^\ell \sigma_{j,\ell}(\zeta_\alpha) \omega_{n,j,\ell}(\zeta_\alpha) |n\rangle, \quad \zeta_\alpha := \frac{a - 1}{a + 1},
\]

where, for \(x \in \mathbb{R}\), \(\sigma_{j,\ell}(x) := \binom{\ell}{j} (-x)^j (1 + x)^{\ell - j}\), and

\[
\omega_{n,j,\ell}(x) := \begin{cases} \binom{n}{\ell - j} x^{n-(\ell-j)} (1-x)^{\ell-j+1} & \text{if } n \geq (\ell - j) \\ 0 & \text{otherwise.} \end{cases}
\]
Moreover, we have the following bound for the trace norm of $\rho^{(\ell)}_a$
\begin{equation}
\|\rho^{(\ell)}_a\|_1 \leq g_a(\ell) := \begin{cases} a^\ell, & \text{if } a \geq 1 \\ (1/a)^{\ell+1}, & \text{if } a < 1. \end{cases}
\end{equation}

For every $a > 0$, the number $\zeta_a$ satisfies $-1 < \zeta_a < 1$; and let’s note that the function $g_a$ defined in (54) is an increasing function. For fixed $\ell$, $\zeta_a$, and $n$, \{\sigma_{j,\ell}(\zeta_a), j = 1, \ldots, \ell\} represent the weights of $\omega_{n,j,\ell}(\zeta_a)$ where $\sum_j \sigma_{j,\ell}(\zeta_a) = 1$. Moreover, the identity
\begin{equation}
\sum_{n=k}^{\infty} \binom{n}{k} x^{n-k} = \frac{1}{(1-x)^{k+1}}, \quad -1 < x < 1,
\end{equation}
gives that $\sum_{n=0}^{\infty} \omega_{n,j,\ell}(\zeta_a) = 1$, meaning that $\text{Tr} \rho^{(\ell)}_a = 1$. We stress here that $\rho^{(\ell)}_a$ is not necessarily a state as some of its eigenvalues are negatives for certain values of $a$, $\zeta_a$, and $\ell$. The cases $\ell \in \{0, 1\}$ are presented after the proof.

Proof. (of Theorem 3.2) By construction, $\rho^{(\ell)}_a$ is self-adjoint and it is clear that it is trace class. To show the inequality (54), we start from (52), then a calculation using the identity (55) gives
\begin{equation}
\|\rho^{(\ell)}_a\|_1 \leq \sum_{j=0}^{\ell} \binom{\ell}{j} |\zeta_a|^j (1 + \zeta_a)^{\ell-j} \left(\frac{1 - \zeta_a}{1 - |\zeta_a|}\right)^{\ell-j+1}.
\end{equation}
This yields
\begin{equation}
\|\rho^{(\ell)}_a\|_1 \leq \begin{cases} (1 + 2\zeta_a)^\ell, & \text{if } \zeta_a \geq 0 \\ \frac{1 - \zeta_a}{1 + \zeta_a} (1 - 2\zeta_a)^\ell, & \text{if } \zeta_a < 0. \end{cases}
\end{equation}
Using $\zeta_a = \frac{a - 1}{a + 1}$ and noting that $\zeta_a \geq 0$ if and only if $a \geq 1$, we get the desired bound (54).

Next, we prove (51). We expand the trace in $\langle W_z | \rho^{(\ell)}_a \rangle$ over the orthonormal basis $\{|n\}, n \in \mathbb{N}_0\}$ given in (47) to get, using (52) and (53),
\begin{equation}
\langle W_z | \rho^{(\ell)}_a \rangle = \sum_{n=0}^{\infty} \langle n | W_z | \rho^{(\ell)}_a | n \rangle = \sum_{\ell=0}^{\ell} \sigma_{j,\ell}(\zeta_a) \sum_{n=\ell-j}^{\infty} \omega_{n,j,\ell}(\zeta_a) \langle n | W_z | n \rangle.
\end{equation}
The first multiplication theorem of Erdélyi, see e.g., [46], says that for any $x \in \mathbb{R}$ and $k \geq 0$,
\begin{equation}
\sum_{n=k}^{\infty} \binom{n}{k} c_n^{-k} L_n(x) = \frac{e^{-\frac{\zeta_a}{1 - \zeta_a} x}}{(1 - \zeta_a)^{k+1}} L_k \left(\frac{x}{1 - \zeta_a}\right),
\end{equation}
which gives directly that
\begin{equation}
\sum_{n=\ell-j}^{\infty} \omega_{n,j,\ell}(\zeta_a) \langle n | W_z | n \rangle = e^{-\frac{1}{2}(1 + \zeta_a)|z|^2} L_{\ell-j} \left(\frac{1}{1 - \zeta_a} \frac{|z|^2}{2}\right).
\end{equation}
Moreover, one can see that for all $x \in \mathbb{R}$
\begin{equation}
\sum_{j=0}^{\ell} \sigma_{j,\ell}(\zeta_a) L_{\ell-j}(x) = L_{\ell}(1 + \zeta_a)x,
\end{equation}
which follows by expanding the $(\ell - j)$-th degree Laguerre polynomial $L_{\ell-j}(x)$, as in (34), then the change of order of the two summations yields directly the right hand side.
Substitute (60) in (58) then apply (61) with $x = |z|^2/2$,
\[ \langle W_z \rangle_{\rho_a^{(\ell)}} = e^{-\frac{1}{2} \left( \frac{1 + \zeta_a |z|^2}{1 - \zeta_a} \right) L_\ell} \left( \frac{1 + \zeta_a |z|^2}{1 - \zeta_a} \right) = e^{-\frac{1}{2} |z|^2} L_\ell \left( \frac{a |z|^2}{2} \right) \]

The uniqueness follows from Lemma 3.1 in [33].

When $a = 1$, the operator $\rho_1^{(\ell)}$, defined in (52), is the eigenstate $|\ell \rangle \langle \ell |$ of the standard harmonic oscillator as in (49). Moreover, one can see, from (56), that the equality in (54) is attained if and only if $\ell = 0$. This makes Lemma 3.5 in [33] a special case of Theorem 3.2, where the operator $\rho_a^{(0)}$ is defined as
\[ \rho_a^{(0)} |n \rangle = \lambda_a^{(0)} |n \rangle, \text{ where } \lambda_a^{(0)} := (1 - \zeta_a) \zeta_a^n, \ n \in \mathbb{N}_0. \]

Seeing that the eigenvalues in (52) look somehow cumbersome, we present the first nontrivial case $\ell = 1$, (52) reduces to $\rho_1^{(1)} |n \rangle = \lambda_1^{(1)} |n \rangle$, where
\[ \lambda_1^{(1)} := \begin{cases} -\zeta_a (1 - \zeta_a) & n = 0 \\ \zeta_a (1 + \zeta_a) (1 - \zeta_a) \zeta_a^{n-1} - (1 - \zeta_a) \zeta_a^{n+1} & n = 1, 2, \ldots \end{cases} \]

and it is straightforward to check that for even $n$,
\[ \text{sgn}(\lambda_1^{(1)}) = \begin{cases} \text{sgn}(\zeta_a) & n > \frac{\zeta_a^2}{1 - \zeta_a} \\ -\text{sgn}(\zeta_a) & 0 \leq n < \frac{\zeta_a^2}{1 - \zeta_a} \end{cases} \]

where $\text{sgn}(\cdot)$ is the sign function.

4. Diagonalization of the partial transpose

In this section we diagonalize the partial transpose of $\rho_N$ given in (19). This is summarized in the following Theorem.

**Theorem 4.1.** Fix $\Lambda_0 \subset \Lambda$. There exists a unitary $U \in \mathcal{B}(\mathcal{H}_\Lambda)$ such that, for any $N \in \mathbb{N}_0$, and the corresponding set $\mathcal{J}_N$ given in (18), the partial transpose of the $N$-modes ensemble $\rho_N$ with respect to the decomposition (16) is given as
\[ \rho_N^{T_1} = \frac{1}{|\mathcal{J}_N|} \sum_{\alpha \in \mathcal{J}_N} U \left( \bigotimes_{k=1}^{|\Lambda|} \rho_{d_k}^{(\alpha_k)} \right) U^* \]

where for each $\alpha = (\alpha_1, \ldots, \alpha_{|\Lambda|}) \in \mathcal{J}_N$, the operators $\left\{ \rho_{d_k}^{(\alpha_k)}, k = 1, \ldots, |\Lambda| \right\}$ are as in Theorem 3.2, with $\left\{ d_k > 0, k = 1, \ldots, |\Lambda| \right\}$ being the symplectic eigenvalues of
\[ \tilde{M} := \begin{pmatrix} 1 & 0 \\ 0 & \mathbb{P} \end{pmatrix} M \begin{pmatrix} 1 & 0 \\ 0 & \mathbb{P} \end{pmatrix} \]

and $\mathbb{P}$ is the diagonal operator with diagonal entries
\[ \mathbb{P}_{xx} = \begin{cases} -1 & \text{if } x \in \Lambda_0 \\ 1 & \text{otherwise.} \end{cases} \]

Note that for any $\alpha \in \mathcal{J}_N$ and all symplectic eigenvalues $\{ d_k, k = 1, \ldots, |\Lambda| \}$, the operators $\left\{ \rho_{d_k}^{(\alpha_k)}, k = 1, \ldots, |\Lambda| \right\}$ are simultaneously diagonalizable with known eigenvalues given
in (52), meaning that (66) is an exact diagonalization of the partial transpose of $\rho_N$. In particular, the eigenvalues of $\rho_N^{T_1}$ are $\{\lambda_{n_1,\ldots,n_{|A|}}; n_1, \ldots, n_{|A|} \in \mathbb{N}_0\}$ where

$$
\lambda_{n_1,\ldots,n_{|A|}} = \frac{1}{|J_N|} \sum_{\alpha \in J_N} \prod_{k=1}^{\alpha_{|A|}} \left( \frac{\sigma_{j_1,\alpha_k}(\zeta_{d_k}) \omega_{n_{j_1},\alpha_k}(\zeta_{d_k})}{\lambda_{j_1,\alpha_k}(\zeta_{d_k})} \right).
$$

Since $\text{Tr} \rho_a^{(\ell)} = 1$ for any $a > 0$ and $\ell \in \mathbb{N}_0$, we find that $\text{Tr} \rho_N^{T_1} = 1$, as it should be. Since it is clear and guaranteed that for all $N \in \mathbb{N}_0$, the state $\rho_N$ is entangled. And due to the complexity of $\lambda_{n_1,\ldots,n_{|A|}}$, one may want to check whether the Peres-Horodecki criterion is satisfied [37, 27]. Its says that the state is entangled whenever its partial transpose has some negative eigenvalues, the opposite is not generally correct, meaning that some entangled states may not be detected by the logarithmic negativity. The following example deals with the case $N = 1$, and describes the negative eigenvalues of $\rho_N^{T_1}$.

**Example 4.2.** When $N = 1$, $J_{N=1} = \{e_j^T; j = 1,\ldots,|A|\}$, here $\{e_j\}_j$ are the canonical basis of $\ell^2(\Lambda)$. The state $\rho_{N=1}$ is the statistical ensemble of the eigenstates of $H_\Lambda$ that are associated with exactly one excitation in the $j$-th vertex. Theorem 3.2 gives

$$
\rho_{N=1}^{T_1} = \frac{1}{N} \sum_{j=1}^{|A|} U_{\rho_d^{(1)}} \otimes U_{\rho_d^{(0)}} U^*.
$$

Using (63) and (64), one can see that the eigenvalues $\lambda_{n_1,\ldots,n_{|A|}}$ of $\rho_{N=1}^{T_1}$ are negative, for example, for the indices $(n_1,\ldots,n_{|A|}) \in \mathbb{N}_0$ satisfying

$$
n_k = \begin{cases} 
0, & \text{if } d_k > 1 \\
\geq \left\lfloor \frac{c_{d_k}}{1-c_{d_k}} \right\rfloor + 1 \text{ and even} & \text{if } d_k < 1.
\end{cases}
$$

We will need to use the following lemma that provides a crucial part to the proof of Theorem 4.1.

**Lemma 4.3.** Fix $N \in \mathbb{N}_0$, and consider the corresponding set $J_N$ defined in (18) then for any $x_1,\ldots,x_{|A|} \in \mathbb{R}$,

$$
\sum_{\alpha \in J_N} \prod_{k=1}^{\alpha_{|A|}} L_{\alpha_k}(x_k) = Q_N(\sum_{j=1}^{|A|} x_k),
$$

where $L_n(\cdot)$ is the Laguerre polynomial of degree $n$ and

$$
Q_N(x) := L_N^{(|A|-1)}(x) = \sum_{j=0}^{N} (-1)^j \binom{N + |A| - 1}{N - j} \frac{x^j}{j!}, \quad x \in \mathbb{R}
$$

is the $(|A| - 1)$-generalized Laguerre polynomial of degree $N$.

We include the proof of this lemma in Appendix B.

**Proof.** (of Theorem 4.1) A direct calculation gives that the expectation of the Weyl operators at the partial transpose of any state $\rho$ is given as

$$
\langle \mathcal{W}(f) \rangle_{\rho^{T_1}} = \left\langle \mathcal{W} \left( \begin{pmatrix} \mathbb{I} & 0 \\ 0 & \rho \end{pmatrix} \tilde{f} \right) \right\rangle_{\rho}.
$$
where $\mathbb{P}$ is the diagonal operator with diagonal elements given in (68). Let $\rho_\alpha$ be any eigenstate of $H_\Lambda$ associated with occupation number vector $\alpha \in \mathbb{N}_0^{[A]}$. Theorem 3.1 and (73) instantly give

$$\langle \mathcal{W}(f) \rangle_{\rho_\alpha^T_1} = e^{-\frac{1}{2} \langle \tilde{f}, \tilde{M} \tilde{f} \rangle} \prod_{k=1}^{|A|} L_{\alpha_k} \left( \frac{\langle \tilde{f}, \tilde{M} \chi_k(\tilde{M}) \tilde{f} \rangle}{2} \right),$$  

where $\tilde{M}$ is as in (67) and $\chi_k(\tilde{M})$ is the spectral projection of $\tilde{M}$ defined the same way as $\chi_k(M)$ in (31).

Next, for the $N$-modes ensemble $\rho_N$, given in (19), and for any $f \in \ell^2(\Lambda)$, the linearity of the trace and the partial transpose, equation (74), and Lemma 4.3 give

$$\langle \mathcal{W}(f) \rangle_{\rho_N^T} = \frac{1}{|\mathcal{J}_N|} Q_N \left( \frac{\langle \tilde{f}, \tilde{M} \tilde{f} \rangle}{2} \right) e^{-\frac{1}{2} \langle \tilde{f}, \tilde{M} \tilde{f} \rangle},$$  

where we used the resolution of the identity $\sum_{k=1}^{|A|} \chi_k(\tilde{M}) = \mathbb{1}$. Since $\tilde{M}$ is real symmetric and positive definite (almost surely) then by the Williamson Theorem, see e.g., Theorem 8.11 in [25], there exists a $2|\Lambda| \times 2|\Lambda|$ symplectic $S$ such that

$$S^T \tilde{M} S = \begin{pmatrix} D & 0 \\ 0 & D \end{pmatrix}, \quad \text{where } D := \text{diag}\{d_1, \ldots, d_{|A|}\}. $$

Here $d_j > 0$ for all $j$, are the symplectic eigenvalues of $\tilde{M}$, which are the positive eigenvalues of the hermitian matrix $i \tilde{M} \frac{\partial}{\partial \tilde{M}} \tilde{M} \frac{\partial}{\partial \tilde{M}}$, where $J = \begin{pmatrix} 0 & -\mathbb{1} \\ \mathbb{1} & 0 \end{pmatrix}$. Note that the matrix $S$ does not depend on $N$ or $\mathcal{J}_N$.

Symplectic $S$ induces a unitary $U \in \mathcal{B}(\mathcal{H}_\Lambda)$ such that, see e.g., [16, 42]

$$\mathcal{W}(S \tilde{f}) = U \mathcal{W}(\tilde{f}) U^*.$$  

This means that the expectation of the Weyl operator at $U^* \rho_N^T U$ is given as

$$\langle \mathcal{W}(f) \rangle_{U^* \rho_N^T U} = \langle \mathcal{W}(S \tilde{f}) \rangle_{\rho_N^T}.$$  

Equation (75) and the symplectic diagonalization (76) give

$$\langle \mathcal{W}(f) \rangle_{U^* \rho_N^T U} = \frac{1}{|\mathcal{J}_N|} Q_N \left( \sum_{j=1}^{|A|} \frac{d_k|f_k|^2}{2} \right) \exp \left( -\frac{1}{4} \sum_{j=1}^{|A|} d_k|f_k|^2 \right).$$

Lemma 4.3 allows to write the polynomial $Q_N(\cdot)$ back as a sum of products of Laguerre polynomials,

$$\langle \mathcal{W}(f) \rangle_{U^* \rho_N^T U} = \frac{1}{|\mathcal{J}_N|} \sum_{\alpha \in \mathcal{J}_N} \prod_{k=1}^{|A|} L_{\alpha_k} \left( \frac{d_k|f_k|^2}{2} \right) e^{-\frac{1}{4} d_k|f_k|^2}. $$
Theorem 3.2 defines the operators \( \{ \rho^{(\alpha_k)}_d \}_k \) for which

\[
(W(f))_{U^* \rho_N^T U} = \frac{1}{|J_N|} \sum_{\alpha \in J_N} |\Lambda| \prod_{k=1}^{|\Lambda|} \langle W_{f_k} \rangle \rho^{(\alpha_k)}_d_k = \frac{1}{|J_N|} \sum_{\alpha \in J_N} \text{Tr} \left[ W(f) \bigotimes_{k=1}^{|\Lambda|} \rho^{(\alpha_k)}_d_k \right]
\]

where we used (27). The linearity of the trace instantly yields

\[
(W(f))_{U^* \rho_N^T U} = \text{Tr} \left[ W(f) \left( \frac{1}{|J_N|} \sum_{\alpha \in J_N} |\Lambda| \bigotimes_{k=1}^{|\Lambda|} \rho^{(\alpha_k)}_d_k \right) \right]
\]

and since this is true for any \( f \in \ell^2(\Lambda) \) then (66) follows directly by Lemma 3.1 from [33]. □

We discuss here the difficulty we ran into when attempting the diagonalization of the energy eigenstates \( \rho_\alpha \). The matrices in the family \( \{ \tilde{M}_{X_k}(\tilde{M}), k = 1, \ldots, |\Lambda| \} \) from (74) are symmetric non-negative, but not strictly positive. Meaning that none of them is symplectic diagonalizable in the sense of Williamson Theorem as in (76). Our attempts to get around this problem did not succeed. The problem of obtaining bounds for the entanglements of the energy eigenstates of \( H_\Lambda \) still stands as an interesting open problem.

5. Proving the upper bound for the logarithmic negativity

In this section we prove Theorem 2.2 and Corollary 2.3. We start with the following lemma that provides a bound for the logarithmic negativity of \( \rho_N \) in terms of the absolute values of the matrix elements of \( h^{1/2}_\Lambda \).

**Lemma 5.1.** Fix \( \Lambda_0 \subset \Lambda \), for any \( N \in \mathbb{N}_0 \), and the corresponding N-modes ensemble \( \rho_N \) as in (19), we have the following bound for the logarithmic negativity of \( \rho_N \) with respect to the decomposition (16),

\[
N(\rho_N) \leq (2N + 1) \| h^{1/2}_\Lambda \| \sum_{x \in \Lambda_0} \sum_{y \in \Lambda \setminus \Lambda_0} | \langle \delta_x, h^{1/2}_\Lambda \delta_y \rangle |.
\]

Again, in the degenerate case \( N = 0 \), (83) reduces to the well known bound of the logarithmic negativity of the ground state, e.g., [33].

**Proof.** The diagonalization of the partial transpose of \( \rho_N \) in (66) gives directly that

\[
\| \rho_N^{T_1} \|_1 \leq \frac{1}{|J_N|} \sum_{\alpha \in J_N} \prod_{k=1}^{|\Lambda|} \| \rho^{(\alpha_k)}_d_k \|_1.
\]

We recall here that the operators \( \{ \rho^{(\alpha_k)}_d_k, k = 1, \ldots, |\Lambda| \} \) are as in Theorem 3.2, where \( \{ d_k > 0, k = 1, \ldots, |\Lambda| \} \) are the symplectic eigenvalues of \( \tilde{M} \) given in (67) and \( \alpha = (\alpha_1, \ldots, \alpha_{|\Lambda|}) \) is the occupation number vector. Theorem 3.2 implies that for every \( k = 1, \ldots, |\Lambda| \), and \( \alpha = (\alpha_1, \ldots, \alpha_{|\Lambda|}) \in J_N \), we have the following bound

\[
\max_{\alpha \in J_N} \| \rho^{(\alpha_k)}_d_k \|_1 \leq \max_{\alpha \in J_N} g_{d_k}(\| \alpha \|_{\infty}) \leq g_{d_k}(N),
\]
where the functions \( \{g_d k\}_k \) are defined in (54), meaning that

\[
\|\rho_T^N\|_1 \leq \prod_{k=1}^{|\Lambda|} g_d(k(N)).
\]

Thus, the logarithmic negativity can be bounded by

\[
\mathcal{N}(\rho_N) = \log \|\rho_T^N\|_1 \leq \sum_{k=1}^{\lfloor |\Lambda| \rfloor} \log g_d(k(N)) = \sum_{k:d_k \geq 1} \log d_k^N + \sum_{k:d_k < 1} \log d_k^{-(N+1)}.
\]

Recall that \( \{d_k\}_k \) are the positive eigenvalues of the hermitian \( L := i\tilde{M}^tJ\tilde{M}^t \) that has symmetric spectrum about zero (using \( L^T = L \)). A direct calculation gives

\[
L^2 = \begin{pmatrix}
Z^{-1} & 0 \\
0 & PZP
\end{pmatrix},
\]

where \( Z = h_A^{\frac{1}{2}}\mathbb{P}h_A^{\frac{-1}{2}}\mathbb{P}h_A^{\frac{1}{2}} \). Since \( Z^{-1} \) is similar to its inverse \( Z \), and hence to \( \mathbb{P}Z\mathbb{P} \), the symplectic eigenvalues of \( \tilde{M} \) are the square roots of the eigenvalues of one the diagonal block of \( L^2 \). For the sum over \( \{ k : d_k \geq 1 \} \) in (87), we use the matrix \( \mathbb{P}Z\mathbb{P} \), and we use the matrix \( Z^{-1} \) in the second sum. This gives the bound

\[
\mathcal{N}(\rho_N) \leq \frac{1}{2} \text{Tr} [\mathcal{P}_N \log \{ Z \}] \quad \text{where} \quad \mathcal{P}_N := N\mathbb{P}P^{>1}\mathbb{P} + (N + 1)P^{>1}
\]

and \( P^{>1} \) is the orthogonal projections onto the subspace \( Z > 1 \). Next, we proceed as in [33] and we include it for the sake of completeness. We rewrite \( Z \) as follows

\[
Z = h_A^{\frac{1}{2}}\mathbb{P}h_A^{\frac{-1}{2}}\mathbb{P}h_A^{\frac{1}{2}} = h_A^{\frac{1}{2}}\mathbb{P} \left[ h_A^{\frac{-1}{2}}\mathbb{P}, \mathbb{P} \right] h_A^{\frac{1}{2}} + \mathbb{I},
\]

and we use the concavity of the logarithm to get

\[
2\mathcal{N}(\rho_N) \leq \text{Tr} \left[ \mathcal{P}_N \left( h_A^{\frac{1}{2}}\mathbb{P}[h_A^{\frac{-1}{2}}\mathbb{P}, \mathbb{P}]h_A^{\frac{1}{2}} \right) \right] \leq \|h_A^{\frac{1}{2}}\mathbb{P}h_A^{\frac{1}{2}}\mathbb{P}\|_1 \|\mathbb{P}[h_A^{\frac{-1}{2}}\mathbb{P}, \mathbb{P}]\|_1.
\]

We bound the 1-norm by the sum of the absolute values of the matrix elements in any basis, and we note that

\[
\|h_A^{\frac{1}{2}}\mathbb{P}h_A^{\frac{1}{2}}\mathbb{P}\| = (2N + 1)\|h_A^{\frac{1}{2}}\mathbb{P}\|^2 = (2N + 1)\|h_A^{\frac{1}{2}}\mathbb{P}\|
\]

to obtain

\[
2\mathcal{N}(\rho_N) \leq (2N + 1)\|h_A^{\frac{1}{2}}\mathbb{P}\| \sum_{x,y \in \Lambda} |(\delta_x, \mathbb{P}[h_A^{\frac{-1}{2}}\mathbb{P}]\delta_y)|.
\]

The desired bound is then proven by observing that

\[
\langle \delta_x, \mathbb{P}[h_A^{\frac{-1}{2}}\mathbb{P}]\delta_y \rangle = \begin{cases} 0 & \text{if } x, y \in \Lambda_0 \text{ or } x, y \in \Lambda \setminus \Lambda_0 \\ -2\langle \delta_x, h_A^{\frac{-1}{2}}\delta_y \rangle & \text{otherwise}. \end{cases}
\]

Next, we present the proof of the area law for the \( N \)-modes ensemble \( \rho_N \).
Proof. (of Theorem 2.2) By averaging the disorder in the bound in Lemma 5.1 and using (8) and the eigencorrelator localization (9) we obtain

\begin{equation}
\mathbb{E}(\mathcal{N}(\rho_N)) \leq C(2N + 1)(4d\lambda + k_{\max})^{1/2} \sum_{x \in \Lambda_0, \ y \in \Lambda \setminus \Lambda_0} e^{-\mu|x-y|}.
\end{equation}

For each \( x \in \Lambda_0 \) and \( y \in \Lambda \setminus \Lambda_0 \) there is at least one \( z \in \partial \Lambda_0 \) such that \( |x-y| = |x-z| + |y-z| \), thus

\begin{equation}
\mathbb{E}(\mathcal{N}(\rho_N)) \leq C(2N + 1)(4d\lambda + k_{\max})^{1/2} \sum_{z \in \partial \Lambda_0} \sum_{x \in \Lambda_0, \ y \in \Lambda \setminus \Lambda_0} e^{-\mu|x-z|} e^{-\mu|y-z|} \left( \sum_{x \in \mathbb{Z}^d} e^{-\mu|x-z|} \right)^2,
\end{equation}

which gives the bound in (22) with an explicit value for the constant \( \tilde{C} \). \( \square \)

We finally comment on how the above proof of Lemma 5.1 changes to prove Corollary 2.3.

Proof. (of Corollary 2.3) First, note that the symplectic matrix \( S \), that diagonalizes \( \tilde{M} \) in (76), does not depend on \( N \), giving that its induced unitary operator \( U \) in (77) is also independent on \( N \). Thus, (66) gives that for any \( L \in \mathbb{N}_0 \),

\begin{equation}
U^* \rho_L^{T_1} U = \frac{1}{|\mathcal{J}_L|} \sum_{\alpha \in \mathcal{J}_L} \prod_{k=1}^{|\Lambda|} \rho_{d_k}^{(\alpha_k)}.
\end{equation}

Thus, for any \( \omega \in \Omega_N \), defined in (23), and the corresponding state \( \rho_{\omega, N} \), defined in (24), and using the linearity of the partial transpose,

\begin{equation}
U^* \rho_{\omega, N}^{T_1} U = \sum_{L=0}^{N} \frac{\omega_L}{|\mathcal{J}_L|} \sum_{\alpha^{(L)} \in \mathcal{J}_L} \prod_{k=1}^{|\Lambda|} \rho_{d_k}^{(\alpha^{(L)}(k))}.
\end{equation}

Theorem 3.2 gives that \( \|\rho_{d_k}^{(\alpha^{(L)}(k))}\|_1 \leq g_{d_k}(\|\alpha^{(L)}\|_\infty) \leq g_{d_k}(N) \) for all \( k = 1, \ldots, |\Lambda| \), where the functions \( \{g_{d_k}\}_k \) are as in (54). Meaning that the trace norm of \( \rho_{\omega, N}^{T_1} \) is bounded as \( \|\rho_{\omega, N}^{T_1}\|_1 \leq \prod_{k=1}^{|\Lambda|} g_{d_k}(N) \) which coincides with the upper bound for the trace norm of the partial transpose of \( \rho_N \) in (86). \( \square \)

### Appendix A. The expected energy at the \( N \)-modes ensemble

In this appendix we prove the following lemma,

**Lemma A.1.** For any \( N \in \mathbb{N}_0 \) and the corresponding \( N \)-modes ensemble \( \rho_N \) defined in (19), the expected energy of the harmonic Hamiltonian \( H_\Lambda \) given in (1) at \( \rho_N \) is

\begin{equation}
\langle H_\Lambda \rangle_{\rho_N} = \sum_{k=1}^{|\Lambda|} \gamma_k \left( 1 + \frac{2N}{|\Lambda|} \right),
\end{equation}

where \( \{\gamma_k\}_k \) are the eigenvalues of \( H_\Lambda^2 \) defined in (4).
Proof. Using (19) and (13) we get

\begin{equation}
\langle H_\lambda \rangle_{\rho_N} = \frac{1}{|J_N|} \sum_{\alpha \in J_N} \sum_{k=1}^{|\lambda|} \gamma_k (2\alpha_k + 1) = \sum_{k=1}^{|\lambda|} \gamma_k \left( \frac{2}{|J_N|} \sum_{\alpha \in J_N} \sum_{k=1}^{|\lambda|} \gamma_k \alpha_k. \right)
\end{equation}

And due to the symmetry of the set $J_N$, we get

\begin{equation}
\langle H_\lambda \rangle_{\rho_N} = \sum_{k=1}^{|\lambda|} \gamma_k \left( 1 + \frac{2}{|J_N|} \sum_{\alpha \in J_N} \alpha_1 \right).
\end{equation}

A counting argument gives

\begin{equation}
|J_N| = \binom{N + |\lambda| - 1}{N} \quad \text{and} \quad \sum_{\alpha \in J_N} \alpha_1 = \binom{N + |\lambda| - 1}{|\lambda|},
\end{equation}

which gives directly the desired formula. The formula for $|J_N|$ follows from the “multiset coefficient” or the “stars and bars” in the combinatorial mathematics [22, 44].

To find the second sum in (102), $N$ particles need to be decomposed as $(N - k) + k$ with $0 \leq k \leq N - 1$, where we need to place $(N - k)$ particles in the first slot and $k$ particles in the rest $(|\lambda| - 1)$ slots. The latter is performed, using the first result in (102), in $\binom{k + |\lambda| - 2}{k}$ ways, thus

\begin{equation}
\sum_{\alpha \in J_N} \alpha_1 = \sum_{k=0}^{N-1} (N - k) \binom{k + |\lambda| - 2}{k}.
\end{equation}

A careful inspection of this sum using the elementary formula

\begin{equation}
\sum_{\alpha=0}^{n} \binom{\alpha + \ell}{\alpha} = \binom{n + \ell + 1}{n}
\end{equation}

gives the desired formula. \hfill \square

**Appendix B. Proof of Lemma 4.3**

Using (18) and (34), the left hand side of (72) expands as

\begin{equation}
\sum_{\alpha \in J_N} \prod_{k=1}^{|\lambda|} L_{\alpha_k}(x_k) = \sum_{\alpha_1 + \ldots + \alpha_{|\lambda|} = N} \sum_{\ell_1, \ldots, \ell_{|\lambda|} = 0} (-1)^{\ell_1 \ldots \ell_{|\lambda|}} \prod_{j=1}^{|\lambda|} \frac{\alpha_j}{\ell_j} \frac{x_{\ell_1} \ldots x_{\ell_{|\lambda|}}}{\ell_1! \ldots \ell_{|\lambda|}!}.
\end{equation}

The terms in this sum of degree $0 \leq K \leq N$ are precisely given as

\begin{equation}
(-1)^K \sum_{\alpha_1 + \ldots + \alpha_{|\lambda|} = N} \sum_{\ell_1, \ldots, \ell_{|\lambda|} = 0} (-1)^{\ell_1 \ldots \ell_{|\lambda|}} \prod_{j=1}^{|\lambda|} \frac{\alpha_j}{\ell_j} \frac{x_{\ell_1} \ldots x_{\ell_{|\lambda|}}}{\ell_1! \ldots \ell_{|\lambda|}!}.
\end{equation}

Then by changing the order of the two big summations

\begin{equation}
(-1)^K \sum_{\ell_1, \ldots, \ell_{|\lambda|} = 0} \sum_{\alpha_1 = \ell_1, \ldots, \alpha_{|\lambda|} = \ell_{|\lambda|}}^{N} \frac{x_{\ell_1} \ldots x_{\ell_{|\lambda|}}}{\ell_1! \ldots \ell_{|\lambda|}!} \prod_{j=1}^{|\lambda|} \frac{\alpha_j}{\ell_j}.
\end{equation}
The big sum over the $\alpha$’s is a constant for any given set $(\ell_1, \ldots, \ell_{|\Lambda|})$ with $\sum_j \ell_j = K$, in particular,

$$\sum_{\substack{\alpha_1 = \ell_1, \ldots, \alpha_{|\Lambda|} = \ell_{|\Lambda|} \\ \alpha_1 + \ldots + \alpha_{|\Lambda|} = N}} N^{-|\Lambda|} \prod_{j=1}^{|\Lambda|} (\alpha_j) \chi_{\ell_1 + \ldots + \ell_{|\Lambda|} = K} = \left( \frac{N + |\Lambda| - 1}{K + |\Lambda| - 1} \right).$$

Which follows from the use of the identity

$$\binom{n+1}{k+1} = \sum_{\alpha = \ell}^{n} \binom{\alpha}{\ell} \binom{n-\alpha}{k-\ell}, \text{ for } 0 \leq \ell \leq k.$$

Finally, we use the fact that for any $m$ and $n$ in $\mathbb{N}$,

$$(x_1 + x_2 + \ldots + x_m)^n = \sum_{k_1+k_2+\ldots+k_m=n} \frac{n!}{k_1! k_2! \ldots k_m!} x_1^{k_1} x_2^{k_2} \ldots x_m^{k_m}$$

we conclude that the sum of all terms of degree $0 \leq K \leq N$ from the left hand side of (72) can be written as

$$a_K \left( \sum_{j=1}^{|\Lambda|} x_j \right)^K, \text{ where } a_K := (-1)^K \left( \frac{N + |\Lambda| - 1}{K + |\Lambda| - 1} \right) \frac{1}{K!}.$$

This completes the proof of the lemma with the polynomial $Q_N(x) := \sum_{j=0}^{N} a_j x^j$.
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