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Abstract—This paper proposes a distributed cyber-attack detection method in communication channels for a class of discrete, nonlinear, heterogeneous, multi-agent systems that are controlled by our proposed formation-based controller. A residual-based detection system, exploiting a neural network (NN)-based observer, is developed to detect false data injection attacks on agents’ communication channels. A Lyapunov function is used to derive the NN weights tuning law and the attack detectability threshold. The uniform ultimate boundedness (UUB) of the detector residual and formation error is proven based on the Lyapunov stability theory. The proposed method’s attack detectability properties are analyzed, and simulation results demonstrate the proposed detection methodology’s performance.

I. INTRODUCTION

Cyber-Physical Systems (CPSs) are the integration of computation units and communication networks with physical processes [1]. In recent years, much attention has been devoted to studying CPSs due to their modern engineering applications such as traffic networks [2], [3], smart grids [4], [5], Internet of things, and autonomous multi-agent systems such as unmanned aerial vehicles (UAVs) and unmanned ground vehicles (UGV) [6]. Most of the aforementioned systems are connected to the Internet and wireless communication networks through communication channels that attackers can penetrate and change the transmitted data. Several cyber-attacks have been reported in recent years [7], [8] which can deteriorate physical systems’ performance and ultimately lead to failures or unsafe behaviour. As a result, significant attention has been devoted to the study of the security of CPSs. Various cyber-attack detection methods have been proposed in the literature. In [9], a sensor coding mechanism is used to detect stealthy data injection attacks, which is designed by an intelligent attacker with a system model knowledge. In [10], the problem of detecting cyber-attacks on the communication network between interconnected subsystems, governed by a consensus-based control, is investigated and a distributed residual-based attack detection method is proposed for detecting attacks on the neighbouring communication channels. In [11], a strategy is proposed to estimate and compensate attacks in the forward link of a nonlinear CPS. The proposed method is using nonlinear control theory with applied neural networks to develop cyber-attack observers for multi-agents. In [12], an adaptive framework is developed for the control design of cyber-physical systems in the presence of simultaneous adversarial sensor and actuator attacks. In [13], an event-trigger consensus control for stochastic linear discrete-time multi-agent systems with lossy sensors and cyber-attacks is designed to guarantee the prescribed consensus, and a distributed observer has been developed to estimate the relative full states.

In multi-agent systems, consensus and formation are two essential problems that researchers study. In consensus control, agents interact locally in order to reach a common value of a certain state [14]. The formation is defined as a configuration in a space, where each agent is at the desired distance or angle from its neighbours [15]. In this paper, attack detection problem is addressed for formation of a discrete, nonlinear multi-agent system. In a formation control of multi-agent systems, it is necessary for agents to communicate with each other to achieve the formation objective [16]. However, these channels are vulnerable to cyber-attacks. By changing the channel data, agents receive the corrupted data. Receiving the attacked data by each agent violates the formation and increases the possibility of a collision in the system. Therefore, the security of the received data is of paramount importance.

In multi-agent systems, each agent has three types of communication channels: (i) actuator channel, which transfers the control signal from the controller to the plant; (ii) sensor channel, which transfers the system output (the sensor measurements) from the agent plant to the controller; and (iii) neighbouring channels through which each agent receives neighbours’ data. These vulnerable communication channels are prone to cyber-physical attacks [10], [17].

Some distributed methods for attack detection in multi-agent systems have been recently proposed [18], [19], [20], [21], [22], [23]. Most of the works for multi-agent systems consider linear or continuous models without the leader. Moreover, some methods assume that each agent knows the entire topology of the multi-agent system and requires the global model’s knowledge.

On the other hand, in this paper, we propose a method that requires knowledge of the local agent’s model and locally available information or information communicated by neighbouring agents. We present cyber-attack detection methods in a discrete first-order nonlinear multi-agent system with unknown dynamics using an NN-based observer by using radial basis functions neural network (RBFNN). The proposed method is distributed, where the detection action in each agent relies on the agent’s local information and
the received data from its neighbours. Moreover, through Lyapunov stability analysis, a threshold is obtained for the proposed residual-based detector to detect agents’ communication channels’ attacks.

The attack model that has been studied in this paper is a false data injection (FDI) attack on the actuator channel, sensor channel and neighbouring channels. We assume that the attacker does not have access to the agents’ system dynamics. As a result, the covert attack cannot be applied to the system.

The main contributions of this paper are as follows:
1) Development of an observer-based attack detection scheme as well as the detectability condition for a class of discrete, nonlinear multi-agent systems with unknown dynamics.
2) Development of a distributed NN-based attack detection system and a NN-based controller for formation of discrete, nonlinear multi-agent systems with unknown dynamics.
3) Demonstration of how the proposed system is capable of detecting attacks on actuator, sensor and neighbouring channels of multi-agent systems.

This paper is organized as follows: in Section II, the problem formulation and the attacks models are presented. Then, in Section III, the NN-based observer and controller are developed. In Section IV, the attack detectability condition is given, and in Section V, the performance of proposed cyber-attack detection system is demonstrated through the simulation results.

II. PRELIMINARIES AND PROBLEM FORMULATION
A. Graph Theory
Interaction among the agents can be modelled by directed graph. This paper considers the weighted directed graph to define these interactions and communication graph which represents the information flow. Multi-agent systems can be modelled with a weighted directed graph [24]. Let directed graph \( D = (V, E) \) where the set of vertices is \( V = \{v_1, v_2, ..., v_N\} \), and the set of edges is \( E \subseteq V \times V \). An edge in \( D \) is denoted by an ordered pair \((v_j, v_i)\) which is rooted at node \( j \) and ended at node \( i \). In the multi-agent system, the node \( v_j \) denotes the \( i \)-th agent, and \((v_j, v_i) \in E\), if and only if, agent \( j \) sends information to agent \( i \). The node \( j \) is called a neighbour of node \( i \) if \((v_j, v_i) \in E\). The direction of an arrow in the directed graph matches the direction of information flow.

The adjacency matrix for a weighted directed graph is defined as \( A = [a_{ij}] \) where \( a_{ij} > 0 \) when \((v_j, v_i) \in E\), otherwise \( a_{ij} = 0 \). We consider, there is no self-loops e.g., \( a_{ii} = 0 \). The element of \( a_{ij} \) is the weight between vertices \( v_i \) and \( v_j \). The \( d_{in}(v_i) \) is sum of in-degree weight to vertex \( v_i \) which is defined as follows:

\[
d_{in}(v_i) = \sum_{(j | (v_j, v_i) \in E)} a_{ij},
\]

The Degree matrix \( \Delta \in \mathbb{R}^{N \times N} \) which is defined as \( \Delta = \text{diag}(d_{in}(v_i)) \), and in-degree weighted Laplacian is defined as \( L = \Delta - A \).

**Definition 1:** The neighbour set of \( i \)-th agent, \( N_i = \{j | (v_j, v_i) \in E\} \) is the set of agents that send their information to agent \( i \).

A direct path from node \( i \) to node \( j \) is a sequence of successive edges in the form \( \{(v_i, v_m), (v_m, v_l), ..., (v_k, v_j)\} \). We use \( v_l \) to annotate the leader of the multi-agent system. The communication topology between the \( N \) follower agents is assumed to be a directed graph with a fixed topology. The digraph is strongly connected, i.e. there is a directed path from \( v_i \) to \( v_j \) for all distinct nodes. Moreover, we assume that there is at least one directed path from the leader to one of the agents, i.e. the leader-follower structure contains a spanning tree where the leader has a directed path to all of the followers.

In this paper, \( x^+ \) represents the state at time \( t + 1 \), \( \text{tr}(\cdot) \) denotes the trace of matrix, and \( \mathbb{I} \in \mathbb{R}^{N} \) is the vector of 1's. Moreover, \( \bar{\sigma}(\cdot) \) denotes the maximum singular value of a matrix and \( \underline{\sigma}(\cdot) \) denotes the minimum singular value of a matrix. For any vector \( x \) the notation \( ||x|| \) denotes Euclidean norm and the Frobenius norm of any matrix \( A \) is \( ||A||_F = \sqrt{\text{tr}(A^T A)} \).

B. System Model Without Attack

We consider a nonlinear discrete-time multi-agent system that consists of \( N \) agents. The dynamics of each agent is given by

\[
x^+_i = f_i(x_i) + u_i + w_i,
\]

where \( x_i \in \mathbb{R}^n \) is the system state, \( u_i \in \mathbb{R}^n \) is the control input, and \( w_i \in \mathbb{R}^n \) is the structural disturbance. Functions \( f_i(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is locally Lipschitz nonlinear function. We also assume that the dynamics nonlinearity \( f_i \) and disturbance \( w_i \) are unknown. The overall system dynamics can be written as

\[
x^+ = f(x) + u + w,
\]

where the stacked state vector is \( x = [x_1^T, ..., x_N^T]^T \in \mathbb{R}^{nN} \), \( f(x) = [f_1^T(x_1), ..., f_N^T(x_N)]^T : \mathbb{R}^{nN} \rightarrow \mathbb{R}^{nN} \), control input \( u = [u_1^T, ..., u_N^T]^T \in \mathbb{R}^{nN} \), and \( w = [w_1^T, ..., w_N^T]^T \in \mathbb{R}^{nN} \).

**Assumption 1:** The unknown disturbance \( w \) is bounded by \( ||w|| \leq w_M \) with \( w_M \) a fixed bound.

The leader dynamics is defined as follows:

\[
x^+_l = f_l(x_l),
\]

where \( f_l \in \mathbb{R}^n \), and should satisfy the following assumption.

**Assumption 2:** The leader dynamics \( f_l(x_l) \) is bounded by \( ||f_l(x_l)|| \leq F_M \), with a fixed bound \( F_M \).

The objective of each agent is to reach a desired relative position with its neighbouring agents. We designed a distributed control law is designed such that the relative position between neighbouring agents \( i \) and \( j \) converges to the bounded desired relative inter-agent displacement \( d_{ij} \):

\[
x_i - x_j \rightarrow d_{ij}, \quad i, j = 1, ..., N
\]
We define the desired relative inter-agent displacement between agent $i$ and the leader as $d_i$, as a result we can represent $d_{ij} = d_i - d_j$, and define the tracking error between the agent $i$ and leader as
\[ \delta_i = x_i - x_i - d_i. \] (6)

The local formation error of $i$-th agent is defined as:
\[ e_i = \sum_{j \in I_i} a_{ij}(x_j - x_i - d_{ji}) + b_i(x_i - x_i - d_i), \] (7)
where $b_i$ is the direct gain from agent $i$ to the leader and $b_i \geq 0$, with $b_i > 0$ for at least one agent. Then $b_i \neq 0$ only if node $i$ can directly observe the state of the leader. Let matrix $B = diag(b_i)$. The global form of formation error is given as
\[ e = -[(L + B) \otimes I_n]d, \] (8)
where $d = [d_1^T, ..., d_N^T]^T \in \mathbb{R}^{nN}$. Since $b_i \neq 0$ for at least one agent, matrix $L + B$ is full-rank and invertible. The desired relative position between agents and the leader $d$ is bounded by $||d|| < d_M$ with $d_M$ a fixed bound.

By defining the stacked tracking error as $\delta = [\delta_1^T, ..., \delta_N^T]^T$ the global synchronization error can be also written as
\[ e = -[(L + B) \otimes I_n]\delta, \] (9)
and the global synchronization error dynamics can be written as
\[ e^+ = -[(L + B) \otimes I_n](f(x) + u + w - \frac{1}{\sigma} \otimes f(x_i) - d). \] (10)

**Lemma 1** ([25]): Let the graph is strongly connected and $B \neq 0$. Then $||\delta|| \leq ||e||/\sigma (L + B)$.

**C. Radial Basis Function Neural Network**

A NN is used to approximate the unknown nonlinearity $f_i(x_i)$ in equation (3) over a compact set $\Omega_i$ which can be written as:
\[ f_i(x_i) = W_i^T \varphi_i(x_i) + \epsilon_i, \] (11)
where the $W_i \in \mathbb{R}^{d_i \times n}$ is the desired constant unknown weight matrix of the NN, $\varphi_i(x_i) \in \mathbb{R}^{d_i \times n}$ is a NN activation function, and $\epsilon_i$ is the NN approximation error. Additional details on NNs can be found in [26]. The approximation of the overall dynamics nonlinearity $f(x)$ can be written as
\[ f(x) = W^T \varphi(x) + \epsilon, \] (12)
where the overall ideal NN weight matrix $W$ is defined as
\[ W = diag(W_1, ..., W_N), \] \[ \varphi(x) = [\varphi_1^T(x_1), ..., \varphi_N^T(x_N)]^T, \] \[ \epsilon = [\epsilon_1^T, ..., \epsilon_N^T]^T. \]

The estimation of the nonlinearity in the dynamics of multi-agent systems using RBFNN is given as
\[ \hat{f}_i(x_i) = \hat{W}_i^T \varphi_i(x_i), \] (13)
where $\hat{W}_i$ is the current estimated NN weight matrix, and the used activation function $\varphi(x_i)$ is given by
\[ \varphi(x_i) = exp[-(x_i - m_i)^T(x_i - m_i)/p_i], \] (14)

where $m_i$ is the center of the activation function, and $p_i$ is the width of the Gaussian function. The overall nonlinearity $f(x)$ over a compact set $\Omega$ can be estimated as follows:
\[ \hat{f}(x) = \hat{W}^T \varphi(x), \] (15)
where the estimation of the ideal weight matrix $\hat{W}$ is defined as $\hat{W} = diag(\hat{W}_1, ..., \hat{W}_N)$. We use some standard assumptions [25], [27], [28] as follows:

**Assumption 3:** Unknown ideal NN weight matrix $W$ is bounded by $||W||_F \leq W_M$, with a fixed bound $W_M$.

**Assumption 4:** The NN approximation error $\epsilon$ is bounded by $||\epsilon|| \leq \epsilon_M$ with a fixed bound $\epsilon_M$.

**D. Attacks Model**

We assume that the attacker has access to the agent communication channels, and it can change the actuator, sensor and neighbouring channels data of the agents.

**Attack on actuator channel:** Each agent uses the actuator channel to send its control input to the plant, and the attacker can perform the attack on this channel and change the control input. The attack on the actuator channel can be modelled as
\[ u_i^c = u_i + \kappa_i u_i^0, \] (16)
where $u_i^c$ is the corrupted control input, and $\kappa_i$ is "0" in the attack-free case, and it is "1" when there is an attack in the actuator channel.

**Attack on sensor channel:** The system output is sent to the controller through the sensor channel, and the attack can change the sensor data by injecting some false data into the sensor channel. We assume that the system's state is measurable by sensor [29]. As a result, the attack on the sensor channel can be modelled as follows:
\[ x_i^c = x_i + \lambda_i x_i^0, \] (17)
where $x_i^c$ is the corrupted sensor data, and $\lambda_i$ is "0" when there is not an attack on sensor channel, otherwise it is...
"1". So the attacker by corrupting the sensor channel and changing its data, affects the control input since the controller uses the sensor data.

**Attack on neighbouring channel:** We consider that each agent’s control input is a function of the agent’s sensor data and its neighbouring data. If we define $\zeta_i$ as aggregated outputs of $i$-th agent’s neighbours, then the $i$-th agent’s control input is

$$u_i = \mathcal{F}_i(x_i, \zeta_i).$$

(18)

Let vector $x_j^a$ denote the injected attack signal into the neighbouring channel of agent $i$, where $j \in N_i$. The neighbouring channel between agent $i$ and $j$ in presence of attack can be modelled as [10]:

$$\bar{x}_j = x_j + \phi_j^a \bar{x}_j^a,$$

(19)

where $\bar{x}_j^a$ is the corrupted neighbouring data, and $\phi_j^a$ is "1" when there is an attack on neighbouring channel, otherwise it is "0".

**Remark 1:** The $\bar{x}_j$ is the sensor data that agent $j$ ($j \in N_i$) sends to agent $i$ and it is equal to $x_j$.

When the attacker, by injecting $\bar{x}_j^a$, changes $\bar{x}_j$ to $\bar{x}_j^c$, the $\zeta_i$ is changed to $\zeta_i^c$. Therefore, we have the following expression for the corrupted control input of agent $i$

$$u_i' = \mathcal{F}_i(x_i, \zeta_i^c),$$

(20)

where $u_i'$ is the $i$-th agent’s control input, which has been affected by the attack on the agent’s neighbouring channels.

**Assumption 5:** The attacks can compromise the communication channels between followers, but the leader’s communication channel is safe, and the leader can send its information without getting distorted by any attack.

All types of attacks compromise the agent’s control input, which can lead to degrading the control performance, distorting the formation and increasing the possibility of collision between agents.

We propose a distributed residual-based attack detector to detect the aforementioned types of attacks. The attack detection system’s objective is to enable each agent to detect attacks in its communication channels. By exploiting the proposed detector, each agent can detect attacks on its sensor channel, actuator channel, and its neighbouring channels.

III. MAIN RESULT

For a distributed cyber-attack detection system, each agent has a dedicated NN-based observer that generates the residual signal. We propose the following observer to estimate the $i$-th agent’s states

$$\hat{x}_i = \hat{W}_i^T \varphi_i(x_i) + u_i - G_i(x_i - \hat{x}_i) - \sum_{j \in N_i} a_{ij}(x_j - x_i - d_{ij}) + b_i(x_i - d_i),$$

(21)

where the diagonal matrix with nonnegative elements $G_i \in \mathbb{R}^{n \times n}$ is the observer gain.

Moreover, based on the defined control objective, we propose the following distributed control

$$u_i = -\hat{f}_i(x_i) + c(x_i + k_i e_i),$$

(22)

with the diagonal matrix with nonnegative elements $k_i \in \mathbb{R}^{n \times n}$ and scalar $c > 0$ are the control gains. By using the equation (13), the control law (22) can be rewritten as

$$u_i = -\hat{W}_i^T \varphi_i(x_i) + c(x_i + k_i e_i),$$

(23)

or in stacked form

$$u = -\hat{W}^T \varphi(x) + c(x + Ke),$$

(24)

where $K = \text{diag}(k_1, ..., k_N)$.

By defining $\hat{W}_i = W_i - \bar{W}_i$, the function estimation error is

$$\hat{f}(x) = f(x) - \bar{f}(x) = \hat{W}^T \varphi(x) + \epsilon,$$

(25)

with $\hat{W} = \text{diag}(\hat{W}_i)$. Let the observer error $\tilde{x}_i = x_i - \hat{x}_i$ be the attack detection residual. Then, one can obtain the observer error dynamics as

$$\dot{\tilde{x}}_i^+ = G_i \tilde{x}_i + \hat{W}_i^T \varphi(x_i) + e_i + w_i + e_i.$$ 

(26)

The stacked observer error is given by

$$\tilde{x}^+ = G \tilde{x} + \hat{W}^T \varphi(x) + w + \epsilon + e,$$

(27)

where $G = \text{diag}(G_1, ..., G_N) \in \mathbb{R}^{nN \times nN}$.

Let us consider the NN weight matrix tuning law as

$$\dot{\hat{W}}_i = \hat{W}_i + \alpha \varphi(x_i) \tilde{h}_i^T - F_i \hat{W}_i,$$

(28)

where scalar $\alpha > 0$, $F_i = \gamma I_{\phi_i}$, with $0 < \gamma < 1$, and $I_{\phi_i}$ denotes $\phi_i \times \phi_i$ identity matrix, and

$$\tilde{h}_i = \hat{W}_i^T \varphi(x_i) + e_i + w_i.$$ 

(29)

**Definition 2:** Consider the following nonlinear system

$$x^+ = F(x,t),$$

(30)

where $x$ denotes the system state, and $F$ is a nonlinear function. Let the initial time be $t_0$, and the initial condition be $x(t_0) = x_0$. The solution is said to be uniformly ultimately bounded (UUB) if, for all initial states $x_0$, there exists a $b \in \mathbb{R}$ and an $T_f(b,x_0) \in \mathbb{Z}^+$ such that $||x|| \leq b$ for all $t \geq t_0 + T_f$.

**Theorem 1:** Consider a multi-agent system in the absence of attack to be modelled by a weighted undirected graph, for the class of nonlinear systems described by (2), with control law (23), and the NN weights matrix tuning law as (28). If the following conditions hold

$$0 < \tilde{\sigma}(K) < \frac{1}{\tilde{\sigma}(L)},$$

(31)

$$0 < c < \frac{1}{\eta \tilde{\sigma}(P^TP)},$$

(32)

$$\alpha < \frac{1}{||\varphi(x)||^2},$$

(33)

with $\tilde{L} = (L + B) \otimes I_n$, $\eta = 1 + (1 - \alpha \varphi^T \varphi)^{-1}$, and $P = I - K L$, then the NN weight matrix estimation errors $\hat{W}$ and formation error $e$ are UUB, with practical bounds given by (65) and (66) respectively.
Proof: See Appendix.

The system reaches its desired formation if no attack is injected into the system. We propose here a method to detect attacks. As a result, the following theorem is given.

Theorem 2: Consider a multi-agent system that has reached the desired formation in the absence of an attack with the observer \( 21 \). If the following condition holds
\[
\sigma(G) < \frac{1}{\sqrt{\eta}}, \tag{34}
\]
then, the observer error \( \hat{x}_i \) is UUB, with practical bounds given by \( 46 \).

Proof: Consider the desired formation is achieved if there is no injected attack to the multi-agent system (\( \|e\| \leq e_M \)). Let us define the following Lyapunov candidate
\[
V = V_1 + V_2, \tag{35}
\]
where \( V_1 = x^T \hat{x}, \) and \( V_2 = \frac{1}{\alpha} tr \left( W^T \dot{W} \right) \). The first difference of Lyapunov candidate is given by
\[
\Delta V = \Delta V_1 + \Delta V_2. \tag{36}
\]
Let us define \( \mu = w + \epsilon \) and \( \theta = W^T \varphi(x) \). Based on Assumption 1 and Assumption 4, \( \mu \) is bounded by
\[
\|\mu\| \leq \mu_M, \tag{37}
\]
where \( \mu_M = \epsilon_m + w_M \). One can derive \( V_1 \) by using \( 27 \) as follows:
\[
\Delta V_1 = (\hat{x}^T)^T \hat{x} - \hat{x}^T \hat{x} = -\hat{x}^T[I - G^T G] \hat{x} + 2 \hat{x}^T G^T \theta + 2 \hat{x}^T e + 2 \hat{x}^T G^T \mu + 2 \hat{x} G^T e. \tag{38}
\]
By defining \( F = \text{diag}(F_i) \), we use \( 28 \) to obtain \( \Delta V_2 \)
\[
\Delta V_2 = \frac{1}{\alpha} tr \left[ (W^T)^T \dot{W}^T + \dot{W}^T \dot{W} \right] = \frac{1}{\alpha} tr \left[ -2 \alpha \dot{W}^T \varphi \varphi^T \dot{W} - 2 \alpha \varphi^T \dot{W} \dot{W} + 2 \gamma \dot{W}^T W B + \alpha^2 \dot{W}^T \varphi \varphi^T \dot{W} + 2 \alpha \dot{W} \varphi \varphi^T \varphi^T \mu^T - 2 \alpha \dot{W} \varphi \varphi^T F \dot{W} + \dot{W}^T F^T F \dot{W} \right]. \tag{39}
\]
Thus, from \( 38 \) and \( 39 \), one can write \( \Delta V \) as:
\[
\Delta V = 2 \theta^T GS \hat{x} - \hat{x}^T[I - G^T G] \hat{x} + 2 \theta^T e + 2 \hat{x} G^T e + 2 \hat{x}^T \mu + 2 \hat{x} G^T e + 2 \hat{x}^T e + \frac{1}{\alpha} tr \left[ -2 \alpha \dot{W}^T \varphi \varphi^T \dot{W} - 2 \alpha \varphi^T \dot{W} \dot{W} + 2 \gamma \dot{W}^T W B + \alpha^2 \dot{W}^T \varphi \varphi^T \varphi^T \mu^T - 2 \alpha \dot{W} \varphi \varphi^T F \dot{W} + \alpha \varphi \varphi^T \varphi^T \mu^T - 2 \alpha \dot{W} \varphi \varphi^T F \dot{W} + \dot{W}^T F^T F \dot{W} \right]. \tag{40}
\]
recognizing the terms in \( 40 \) yields
\[
\Delta V \leq - (1 - \alpha \varphi \varphi^T) \theta^T \theta - 2 (1 - \alpha \varphi \varphi^T) \theta^T \mu + 2 \theta^T e + 2 \varphi \varphi^T \mu + 2 \varphi \varphi^T G^T e - \frac{1}{\alpha} tr \left[ \gamma^2 \dot{W}^T \dot{W} + 2 \gamma \dot{W}^T (W - \dot{W}) + 2 \alpha \mu \varphi \varphi^T (W - \dot{W}) \right]. \tag{41}
\]
Completing the squares for \( \theta \), one can obtain
\[
\Delta V \leq - (1 - \alpha \varphi \varphi^T) ||\theta||^2 - \frac{1}{1 - \alpha \varphi \varphi^T} G \hat{x} - \gamma + \alpha \varphi \varphi^T \mu^T \mu + 2 \eta \theta^T G^T e + 2 \gamma \theta^T G^T \mu + 2 \eta \theta^T G^T e + (1 - \gamma)^2 \theta^T G^T \mu + 2 \eta \theta^T G^T e + (1 - \gamma)^2 \mu^T e + \eta \theta^T e - \frac{1}{\alpha} [2(2 - \gamma)] ||W||^2 \leq 2(1 - \gamma) W M ||W||^2 - \gamma^2 W^2 \tag{42}
\]
Completing the squares for \( W \), and considering inequality \( 42 \), and the fact that \( ||\varphi(x)|| \leq \varphi_M \), one can have
\[
\Delta V \leq - (1 - \alpha \varphi \varphi^T) ||\theta||^2 - \frac{1}{1 - \alpha \varphi \varphi^T} G \hat{x} - \gamma + \alpha \varphi \varphi^T \mu^T \mu + 2 \eta \theta^T G^T e + (1 - \gamma)^2 \mu^T e + \eta \theta^T e - \frac{1}{\alpha} [2(2 - \gamma)] ||W||^2 \leq 2(1 - \gamma) W M ||W||^2 - \gamma^2 W^2 \tag{43}
\]
\[
\Delta V \leq - (1 - \alpha \varphi \varphi^T) ||\theta||^2 - \frac{1}{1 - \alpha \varphi \varphi^T} G \hat{x} - \gamma + \alpha \varphi \varphi^T \mu^T \mu + 2 \eta \theta^T G^T e + (1 - \gamma)^2 \mu^T e + \eta \theta^T e - \frac{1}{\alpha} [2(2 - \gamma)] ||W||^2 \leq 2(1 - \gamma) W M ||W||^2 - \gamma^2 W^2 \tag{44}
\]
Completing the squares for \( W \), and considering inequality \( 42 \), and the fact that \( ||\varphi(x)|| \leq \varphi_M \), one can have
\[
\Delta V \leq - (1 - \alpha \varphi \varphi^T) ||\theta||^2 - \frac{1}{1 - \alpha \varphi \varphi^T} G \hat{x} - \gamma + \alpha \varphi \varphi^T \mu^T \mu + 2 \eta \theta^T G^T e + (1 - \gamma)^2 \mu^T e + \eta \theta^T e - \frac{1}{\alpha} [2(2 - \gamma)] ||W||^2 \leq 2(1 - \gamma) W M ||W||^2 - \gamma^2 W^2 \tag{45}
\]
\[
\Delta V \leq - (1 - \alpha \varphi \varphi^T) ||\theta||^2 - \frac{1}{1 - \alpha \varphi \varphi^T} G \hat{x} - \gamma + \alpha \varphi \varphi^T \mu^T \mu + 2 \eta \theta^T G^T e + (1 - \gamma)^2 \mu^T e + \eta \theta^T e - \frac{1}{\alpha} [2(2 - \gamma)] ||W||^2 \leq 2(1 - \gamma) W M ||W||^2 - \gamma^2 W^2 \tag{46}
\]
In general \( \Delta V \leq 0 \) in a compact set as long as \( 34 \) is satisfied and \( 46 \) holds. According to a standard Lyapunov extension theorem \( 30 \), this demonstrates that the observer error is UUB.

Theorem 2 shows that when the multi-agent system reaches the desired formation, in the absence of attacks, the observer error is UUB, with bound \( \pi \) (Theorem 2.4.6 in \( 30 \)). That means in attack-free condition \( ||\hat{x}|| < \pi \). By using this fact in attack detection, we consider the observer error as the attack residual with threshold \( \pi \).

IV. ATTACK DETECTABILITY CONDITION

The scalar \( \pi \) is a threshold for the stacked observer error of a multi-agent-system. Using the norm inequality property \( ||x|| \leq ||x||_2 \), the scalar \( \pi \) given by \( 46 \) is each.
agent’s observer error’s threshold. The residual dynamics under attack can be written as:

$$\begin{align*}
\dot{x}_i^T = G_i \dot{x}_i + \hat{W}_i \varphi(x_i) + \epsilon_i + w_i + e_i + s_i,
\end{align*}$$

(47)

where, $s_i$ is the overall attacks effect on residual of $i$-th agent. From equations (16), (19), (21) and (22) the overall attacks effect $s_i$ is given as

$$s_i = \kappa_i u_i^a + \lambda_i G_i x_i^a + \hat{f}_i(x_i) - \hat{f}_i(x_i + \lambda_i x_i^a) + \sum_{j \in N_i} a_{ij} (\lambda_i x_i^a - \phi_j(x_i^a)) + b_i (\lambda_i x_i^a).$$

(48)

The response of residual signal (27) under attack when $x_i(0) = \tilde{x}_i(0)$ can be presented as

$$\tilde{x}_i = \sum_{l=0}^{k-1} G_i^{k-l-1} (\hat{W}_i \varphi(x_i) + e_i + \epsilon + w_i + s_i).$$

(49)

The following Theorem determines the detectability condition.

**Theorem 3:** Consider the $i$-th agent system model described by (2) and the NN observer (21). The agent can detect the attacks if the overall attacks effect $s_i$ satisfies

$$\begin{align*}
||\sum_{l=0}^{k-1} G_i^{k-l-1} s_i|| &\geq \pi + \\
||\sum_{l=0}^{k-1} G_i^{k-l-1} (\hat{W}_i \varphi(x_i) + e_i + \epsilon + w_i)||.
\end{align*}$$

(50)

**Proof:** Similar proof can be found in [31].

**Remark 2:** The attack effect $s_i$ can be due to any type of attacks mentioned earlier including some combination of them.

**Remark 3:** Note that if $d_i = 0$ for $i = 1, ..., N$ in equation (6) the formation control setup becomes a consensus problem [16], where the proposed attack detection method can still be applied.

V. SIMULATION RESULTS

We conducted simulations to evaluate the proposed detection method’s performance and to show that the proposed detection method meets the stated objective, thus enabling each agent to detect attacks on its communication channels.

**Example 1:** Consider a multi-agent system with the leader and three agents as followers, modelled by directed graph Fig. 3.

$$x_i^T = \begin{bmatrix} x_{i1} \\ 1 + x_{i1} \\ x_{i2} \\ 1 + x_{i2} \end{bmatrix} + u_i + w_i,$$

(51)

where $x_i = [x_{i1}, x_{i2}]^T$. The variable $x_{i1}$ and $x_{i2}$ are the position in $x$ and $y$ dimension, respectively. Select the control parameter $k_i = 0.2 I_2$, $c = 0.7$, and the observer gain as $G_i = 0.23 I_2$. The sampling period is chosen as $T = 1$ ms. The initial conditions for the follower agents are: $x_1(0) = (1, -1)^T$, $x_2(0) = (3, 4)^T$, and $x_3(0) = (3, -5)^T$.

The disturbance for each agent is considered as follows

$$w_1 = [0.01, 0.05]^T \sin(2t),
\quad w_2 = [0.02, 0.05]^T \cos(3t),
\quad w_3 = [0.02, 0.01]^T \sin(3t).$$

(52)

RBFNN is selected with 9 neurons with centers $m_j$ evenly spaced for each agent and $F_i = 0.1 I_2$, $\alpha = 0.1$. In the simulation, we test our proposed method for three types of attacks to show the detection system performance. We consider three scenarios of injecting false data to actuator channel, sensor channel, and neighbouring channel. The detection system shows that it is capable of detecting these attacks separately; therefore, it can detect the combination of the mentioned attacks. The attack threshold (46) is $\pi = 0.44$, for the attack-free case. The desired formation and communication topology is shown in Fig. 3, and the desired position of each agent with respect to the leader is given as follows:

$$d_1 : [5, 0]^T, d_2 : [10, 14]^T, d_3 : [-10, 14]^T.$$

(53)

**Case 1: Attack on actuator channel**

For the first case, we consider the following leader trajectory

$$x_{l1} = t + 2,$
\quad x_{l2} = 8t + 4,$

(54)

and we assume the attacker injects a false data on actuator channel of agent 1:

$$u_1^c = u_1 + \kappa_3 u_1^a,$$

(55)

where $\kappa_1 = 1$ when $50 \leq t \leq 70$ and $u_1^a = [2 \sin(t/4), 3 \sin(4t)]^T$.

In Fig. 4, the system formation is shown for the attack-free case, and in Fig. 2(a), the effect of attack can be seen on the system formation. The residual signal of agent 1, which is $\tilde{x}_1$ with the threshold $\pi$ is shown in Fig. 5, which shows the attack increases the residual signal of agent 1 and it exceeds the threshold.

**Case 2: Attack on sensor channel**

We consider that trajectory (54) for the leader, and we assume the attacker injects false data on the sensor channel of agent 3:

$$x_3^c = x_3 + \lambda_3 x_3^a,$$

(56)

where $\lambda_3 = 1$ when $50 \leq t \leq 70$ and $x_3^a = [4 \sin(t/4), 5 \sin(5t)]^T$.

In Fig. 2(b), the effect of the attack on agent 1 sensor channel can be seen. The residual signal of agent 3 is $\tilde{x}_3$ increases in the attack duration and reveals the attack (Fig. 6).

**Case 3: Attack on neighbouring channel**

We consider that the leader trajectory in (54), and we assume the attacker injects false data on the neighbouring channel of agent 2. We consider that the attacker injects the...
false data into the communication channel between agent 3 and agent 2, which means the attacker changes the data that agent 2 receives from agent 3:

$$\bar{x}_3^c = \bar{x}_3 + \phi \bar{x}_3^a,$$

where $\phi^2 = 1$ when $50 \leq t \leq 70$ and $\bar{x}_3^a = [-4sin(t), 3cos(t)]^T$.

Fig. 2(c) shows the effect of the attack on the neighbouring channel of agent 2 is shown, and the residual signal of agent 2 is shown in Fig. 7, which shows the detection of the attack.

VI. CONCLUSION

We developed a cyber-attack detection system for a class of discrete, nonlinear, heterogeneous, multi-agent systems in a formation control setting. We proposed a formation control for a class of nonlinear discrete multi-agent systems. We investigated the false data injection attack into agents’ communication channels, where a NN-based attack detection on the actuator, sensor, and neighbouring communication channel was developed. The Lyapunov stability analysis was used to prove UUB of formation error, NN weight matrix error, and observer error. The simulation results were presented and included examples of attacks on communication between neighbors, sensors, and actuators, showing the functionality and performance of the attack detection system and NN-based observer.

VII. APPENDIX

Proof of Theorem 1: Let us consider the following Lyapunov candidate function

$$V = \frac{1}{\sigma} (L^T L)^T e + \frac{1}{\alpha} tr(\hat{W}^T \hat{W}).$$

(58)

Let us define $\nu = \frac{1}{\alpha} \otimes f_i(x_i) + d$. Based on the Assumption 2, the $\nu$ is bounded by

$$||\nu|| \leq \nu_M,$$

(59)
\[ ∆V = -(2 - αϕ^Tϕ)θ^Tθ - 2(1 - αϕ^Tϕ)θ^Tμ + αϕ^Tϕμ^Tμ - \frac{1}{α}[γ(2 - γ)||W||^2_2 - 2γ(1 - γ)W_M||W||_F - γ^2W^2_M] + 2γ||ϕ||W_Mμ_M - \frac{1}{σ(L^T L)}(1 - e^2P^TP)e^T e + \frac{1}{σ(L^T L)}θ^Tθ^Tθ^Tθ - \frac{2}{σ(L^T L)}c(μ^T + ν^T)^Tθ^Tθ,
\]

recognizing the terms in (60) yields

\[ ∆V \leq -(1 - αϕ^Tϕ)θ^Tθ - 2(1 - αϕ^Tϕ)θ^Tμ + αϕ^Tϕμ^Tμ + 2γμθ - \frac{1}{α}||ϕ||W_M||W||_F - 2γ(1 - γ)W_M||W||_F - γ^2W^2_M + 2γ||ϕ||W_Mμ_M - \frac{1}{σ(L^T L)}(1 - e^2P^TP)e^T e + (μ + ν)^T(μ + ν)
\]

\[ - \frac{2}{σ(L^T L)}cθ^Tθ + \frac{1}{σ(L^T L)}θ^Tθ^Tθ^Tθ - \frac{2}{σ(L^T L)}c(μ^T + ν^T)^Tθ^Tθ + \frac{2}{σ(L^T L)}(μ^T + ν^T)^Tθ^Tθ,
\]

one can have:

\[ ∆V \leq -(1 - αϕ^Tϕ)θ^Tθ - γ + αϕ^Tϕ - \frac{1}{1 - αϕ^Tϕ} - γ^2 + \frac{1}{σ(L^T L)}(1 - e^2P^TP)e^T e + (μ + ν)^T(μ + ν)
\]

\[ - \frac{2}{σ(L^T L)}cθ^Tθ + \frac{1}{σ(L^T L)}θ^Tθ^Tθ^Tθ - \frac{2}{σ(L^T L)}c(μ^T + ν^T)^Tθ^Tθ + \frac{2}{σ(L^T L)}(μ^T + ν^T)^Tθ^Tθ,
\]

where \( Λ_1 \) and \( Λ_2 \) are given as follows:

\[ Λ_1 = \frac{1}{σ(L^T L)}eθ(P)σ(L^T)[\frac{γ + 1}{1 - αϕ^Tϕ}]μ_M + \frac{2}{1 - αϕ^Tϕ}ν^2_M,
\]

and,

\[ Λ_2 = 2γW_Mμ_M + 1 + \frac{γ}{α^2} - γ^2W^2_M + (-2γ + \frac{(1 + γ)^2}{1 - αϕ^Tϕ}μ_M + 2(1 + γ) - \frac{2}{αϕ^Tϕ}ν^2_M)\]

By using (61) and completing the squares for \( e \) we can conclude that \( ∆V < 0 \) as long as

\[ ||e|| \geq Λ_1 + \sqrt{Λ_1^2 + (1 - ηε^2σ(P^TP))Λ_2} \equiv ξ_M. \]

In general \( ∆V \leq 0 \) in a compact set as long as (31) through (33) are satisfied and either (65) or (66) holds. According to a standard Lyapunov extension theorem [30], this demonstrates that the formation error and weight estimates error are UUB. Lemma 1 shows that the tracking error vector \( δ(t) \) is UUB. That means all agents follow the leader while maintaining the desired formation.
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