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Abstract—Creating and maintaining an accurate representation of the environment is an essential capability for every service robot. Especially for household robots acting in indoor environments, semantic information is important. In this paper, we present a semantic mapping framework with modular map representations. Our system is capable of online mapping and object updating given object detections from RGB-D data and provides various 2D and 3D representations of the mapped objects. To undo wrong data associations, we perform a refinement step when updating object shapes. Furthermore, we maintain an existence likelihood for each object to deal with false positive and false negative detections and keep the map updated. Our mapping system is highly efficient and achieves a run time of more than 10 Hz. We evaluated our approach in various environments using two different robots, i.e., a Toyota HSR and a Fraunhofer Care-O-Bot-4. As the experimental results demonstrate, our system is able to generate maps that are close to the ground truth and outperforms an existing approach in terms of intersection over union, different distance metrics, and the number of correct object mappings.

I. INTRODUCTION

In any mobile robotics application, maps are of great importance. While geometrical map representations such as grid maps are an established researched topic, the research on mapping also semantic information becomes more and more popular. Especially for service robots, a proper environment understanding is necessary to not only navigate but also interact reasonably with the world. To generate accurate semantic maps for navigation, most research concentrates on object-based SLAM algorithms [1] or the complete 3D reconstruction of the world with semantic annotations [2]. However, the interest of maps with focus on just the objects has increased noticeably [3]–[7]. One of the main reasons is the usefulness of concrete object instances, which can be accessed more easily in an object-based approach. Most current approaches that create object-oriented maps have in common that they provide a 3D object reconstruction together with the position in the map. While the 3D information is necessary for any kind of manipulation, for navigation tasks often 2D information is sufficient [8].

In our approach, we maintain for each object instance multiple object information to address different applications. Apart from the 3D point cloud describing the object and its semantic type, also the 2D shape in form of a polygon and an oriented bounding box are stored. Due to the modularity, it is easily possible to extend our system with additional task-related representations. A possible application of our system is shown in Fig. 1. With the mapped representations of objects in the environment, the robot is able to identify the requested cup by checking for all cups near a coffee machine. With this information, the robot plans a path to the cup according to the mapped 2D shapes. For grabbing the cup, the 2D shape is not sufficient anymore and the robot can use the 3D point cloud representation.

For the mapping process, we assume the global robot pose to be known. As in other approaches, we combine instance-level segmentation with a fast geometric segmentation to reconstruct objects from the incoming RGB-D data. To be robust against dynamic changes in the environment, we developed a data association that is able to update mapped objects with newly collected object information. Our data association is hereby able to handle wrong object updates due to false segmentation. While existing mapping approaches...
update only currently observed objects [3], we introduce an object-wise likelihood that is also updated for mapped objects not detected in the current field of view.

To sum up, in this paper we present a novel modular semantic mapping system with the following contributions:

- A map representation that provides several object information such as the object label, object point cloud, and two different 2D object shapes,
- A robust data association that is able to undo wrong object updates,
- An existence likelihood calculation for each mapped object to deal with false detections and keep the map updated,
- An experimental evaluation of our system in three different environments that shows the qualitative performance as well as the superior performance in comparison to another semantic mapping approach by Zaenker et al. [5] with respect to different metrics.

II. RELATED WORK

For many scenarios, semantic 2D maps are sufficient, e.g., for simple search and navigation tasks. For example, Regier et al. [8] proposed to label cells of a 2D gridmap with object information and corresponding navigation cost to overcome the obstacles. Leidner et al. [9] presented a semantic mapping approach to augment existing geometric 2D maps. The authors demonstrated the automatic annotation of sub spaces on the example of warehouse environments. The main difference to our approach is that these frameworks do not output single object instances, but only the labeled geometric 2D map.

The research on object-oriented semantic mapping has increased in the last few years. The five approaches closest to our work are [3]–[7], which all address the problem of providing concrete object information. Object-oriented mapping approaches can be generally separated into two main parts, the applied object instance segmentation and the geometric segmentation. For the object instance segmentation, two variants are mainly used. In several approaches, mask R-CNNs [10] are applied to get an accurate instance mask of the detected objects [4], [5], [7]. Other approaches use detectors that provide only bounding boxes [3], [6]. The most popular ones are object detectors such as YOLO [11], the TensorFlow object detection API [12], and single shot detectors [13], which provide many pretrained models that can be used off-the-shelf. For this reason, we use a pretrained faster R-CNN [14] from TensorFlow [12]. Note that it can be replaced by, e.g., a mask R-CNN or the faster Yolact++ [15] with just minor changes.

For the geometric segmentation, the research towards supervised methods has increased [16] [17]. However, those approaches need prior knowledge and training data. Our system, in contrast, does not need any prior knowledge about the object shape. In most approaches, the objects are already segmented in the depth image before computing the corresponding 3D points [3], [6], [7]. While there is no apparent benefit in computing the segments on the depth image and the point cloud has to be computed anyway, we carry out the segmentation on the point cloud. With a cluster computation time of less than 1 ms, our approach is faster than, e.g., Sunderhauf et al. [3].

A different segmentation strategy is proposed by Li et al. [4]. Instead of applying geometric segmentation the authors use a Gaussian mixture model to refine the mapped object regions generated according to the segmentation masks.

While these approaches also generate object-oriented semantic maps as our system, there are three major benefits that are not addressed by the other works. All approaches have in common that the represent the world solely in 3D. Since the map representation depends heavily on the task, our approach is not limited to just a 2D or 3D representation, but combines multiple variants in a modular way. A further benefit is that our approach performs a more robust data association and can fix possible wrong object matchings. Finally, we maintain an existence likelihood for each object. Typically, object-oriented approaches update the objects only if they are re-detected (e.g., [3]). That means that especially if the environment is non-static and objects change their location, the probability of misinterpreting the new object points as the old ones is quite high. In contrast, our proposed system is able to manage these changes and update the map even if objects are no longer present at their previous location.

Our semantic mapping framework follows ideas of the Hypermap framework [5] but has several novel contributions. Hypermap is also an object-oriented semantic mapping system, however, in contrast to our approach, it only maintains a 2D representation. We provide and maintain object shapes in 3D and developed a novel method for data association and dealing with wrong object updates.

III. OBJECT-ORIENTED SEMANTIC MAPPING

In this section, we describe the four main parts of our system. The semantic map generated by our approach consists of N semantic objects $o_1, \ldots, o_N$, which are stored in a list. Each $o_i$ is defined by several features such as the object type, the corresponding point cloud, the 2D shape polygon and oriented bounding box (OBB), as well as the 2D and 3D position, and its existence likelihood. The first part of our framework is the preprocessing and segmentation of the point cloud. Then each segmented part is assigned to a detected object in the RGB image. Subsequently, our system checks whether the object can be associated to an already mapped semantic object, if not, the new objects is included into the semantic map. If an already existing semantic object is updated, the likelihood is re-calculated and used to remove or add objects. Fig. 2 shows an overview of our system. The individual steps are described in detail in the following.

A. Detection of Objects

In semantic mapping, the interest in using instance segmentation masks, e.g., R-CNNs [10] as object detector to get more precise object instances, has increased [4], [7]. However, a major restriction of current object detectors is the limited amount of classes in freely available pretrained
nets. While the popular COCO dataset [18] can detect up to 80 different classes, important objects for office environments such as tables are missing. Therefore, we use a faster R-CNN trained on the OpenImages-Dataset [19]. This dataset includes more than 600 classes, with almost any object commonly seen in households or offices. Note that our framework is modular and the detection method is easily replaceable. Note then even when instance masks are used, clustering in the point cloud (cf. Sec. III-B) is still necessary since the instances are imperfect.

B. Point Cloud Preprocessing

In a first preprocessing step, our system removes the floor and the walls. To facilitate the segmentation of smaller objects on tabletops, they are also removed from the initial point cloud but the corresponding points are stored separately since tables are important semantic objects. We hereby apply the RANSAC algorithm [20]. Fig. 3a shows the result of the filtering step for an example scene. Furthermore, we perform a statistical outlier removal step to increase the accuracy of the point cloud and counter the assignment of wrong points before the geometric segmentation.

C. Geometric Segmentation

As next step, we apply geometric segmentation on the preprocessed point cloud. To perform the geometric segmentation, we apply the Euclidean cluster extraction of PCL [21]. We compute the clusters for the whole preprocessed point cloud instead of just the points corresponding to the objects, since more continuous information is beneficial for the clustering. Because there is a high probability to also have very small objects in the environment, e.g., cups or phones, we hereby use a minimum cluster size of 100 points, that depends on the point cloud density. After the segmentation, we store the generated clusters to combine them with the bounding boxes of the object detector.

D. Initial 3D and 2D Object Shape Generation

Given the bounding box of each object and the generated clusters, our system assigns the best fitting cluster to each bounding box. To do so, it first determines the cluster that has the highest number of points inside the object bounding box. Afterwards, the corresponding points inside the box are stored as the object point cloud. To generate the initial 2D object shape, all 3D points of the object point cloud are projected onto the 2D x-y-plane and the convex hull of the remaining points is computed to express it as a convex polygon.
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center of mass (CoM) of the corresponding representation.

Data association is a key element of every semantic
mapping framework. To determine whether to insert a new
object or update an existing \( o_i \) when processing a new
detection, our system uses an R-tree structure [23] to find
overlapping polygons of the same object type, which can be
combined. The update process then consists of one of the
following two cases.

New object: In the first case, the initial polygon has no in-
tersection with any already mapped object and therefore
our system creates a new semantic object.

Association with at least one existing semantic object: In
the second case, the point clouds of all overlapping
semantic objects are combined together with the newly
found object to create a single semantic object. We
hereby filter the combined point cloud with a voxel
grid to get evenly distributed points. As described
in Section III-D the polygon of the corresponding
combined objects is updated as well as the OBB. While
all previously combined objects are deleted from the
R-tree, the updated object is newly included.

It is possible that in the update process wrong points are
associated to an object, due to errors in the segmentation
process or localization inaccuracies. In this case, there is
a high probability that close-by objects of the same class
are combined because of the expanded object shapes. To
refine the object shape and ensure that multiple incorrectly
combined objects can be separated again, our system calcu-
lates new Euclidean clusters of the object point cloud if an
\( o_i \) was combined more than a predefined amount of times.
If the algorithm finds more than one cluster in the point
cloud of an \( o_i \), the biggest cluster is assigned to the \( o_i \)
and new semantic objects are created for the other clusters.
Depending on the likelihood parameters the system needs
only few further observations to undo wrong mappings that
could arise. Fig. 4 shows the mapping of two chairs with
and without this object refinement step. Without the object
refinement, points from other structures are included in the
point cloud, which wrongly extends the shape. Furthermore,
points of the other chair intersect with the first one and lead
to the combination of the two objects. With our refinement
step, the objects are separated and have sharp boundaries.

F. Object Likelihood

To keep the map updated in case of object displacements
or removals as well as to deal with false detections, object
deletion is an important property of our system. In other
frameworks such as [3], the map is only updated wrt. the
semantics. If the object is re-observed and in case an object is
removed or displaced by another object, the semantic object
instance remains in the map. To counter this problem, we
calculate a likelihood for the existence of each semantic ob-
ject each time the object should be in the field of view (FoV),
i.e., our system counts the number of times an object was
initialized or updated (hit) or not (miss). After each iteration,
our system updates the likelihood of object \( i \) as follows:

\[
L_i = \alpha \cdot \frac{\text{hit}_i}{\text{hit}_i + \text{miss}_i} + \frac{1}{\text{hit}_i + \text{miss}_i + \text{hit}_i} \tag{1}
\]

The higher the likelihood, the higher the confidence that
the object really exists. With the term \( \frac{1}{\text{hit}_i + \text{miss}_i} \) we achieve a
smooth likelihood evolution and keep some uncertainty for
the objects. \( \alpha \in [0,1] \) indicates the survival time factor of
each object and can be calculated as suggested in [24]. In
our experiments, we used \( \alpha = 1 \), which means that we
do not incorporate any prior knowledge of object dynamics.
To delete objects from the map, we use a threshold \( \tau \). If
\( L_i < \tau \), the corresponding semantic object will be deleted.
As a constraint, the summed up maximum amount of hits
and misses is limited to a predefined number so that it
cannot grow infinitely and detections far in the past are not
weighted. To accomplish this, the oldest detection is deleted
and the newest one is added. Furthermore, we consider a
minimum number of summed up hits and misses to encounter
the inconsistency of the object detector and ensure that
early false negative detections will not affect the mapping,
such that the object is removed although it is still in the
environment. For our experiments, we defined a maximum
number of 30 observations, a minimum number of 10, and
a deletion threshold of 0.25.

IV. EXPERIMENTAL EVALUATION

We evaluated our approach on a computer with an
i9-9900K eight-core CPU at 3.60 GHz and an Nvidia 2080
GPU with 8 GB of memory used for the faster R-CNN. Our
approach assumes the robot pose to be given and applies
Monte Carlo localization [25] on a map generated with
gmapping [26]. In the following, we first evaluate the online
mapping capability of our system in different environments and compare it to the closely related approach by Zaenker et al. [5], which is freely available. Then we demonstrate the evolution of the object likelihood values and, finally, analyze the runtime of our system.

A. Online Object Mapping and Map Updates

To show the performance of our system, we carried out four experiments in three different real-world environments. For the first three experiments, we used the Toyota HSR [27] and collected RGB-D data with an Asus Xtion Pro mounted at a height of $1.35m$ and in an angle of $36^\circ$ from the horizontal facing down. The last experiment was carried out with the Fraunhofer Care-O-Bot-4 [28], with an Asus Xtion Pro mounted at a height of $1.02m$ horizontal to the floor. We used a resolution of 640x480 pixels for the cameras.

The first environment is an office environment of $29m^2$. To evaluate the update capability of our system, we split the experiment in the office environment into two parts. In the second part of the experiment, some objects in the room were displaced, exchanged, removed, or newly added. With $60m^2$ the second environment is twice as large and consists of a kitchen as well as a sofa corner as shown in Fig 1. The third environment is a coffee room of $35m^2$ in the Aalto University. This environment was much more cluttered and therefore more challenging.

We evaluated our approach on the four sequences in comparison to the hypermap (H-Map) framework [5]. For each experiment and each approach, we computed the average of each of the following metrics:

Intersection over union (IoU): The IoU shows the general similarity of two shapes. For further evaluations, we assign to each mapped object the ground truth object with the highest IoU.

Hausdorff distance (H-dist): The H-dist is the maximum distance in a set of point pairs and indicates the size inaccuracy of the estimated 2D shape compared to the ground truth.

Distance between the 2D center of mass (CoM): This metric gives the distance between the CoM of two shapes and indicates the displacement of the observed object.

True positives (TP) and false positives (FP): These metrics show how many objects are correctly or falsely mapped during one experiment. An object mapping is counted as TP if the IoU to the ground truth was greater than 0.5 and as FP if there is no corresponding ground truth object or the IoU is less than 0.5.

The results in Tab. I show that our approach outperforms the H-Map in all but the number of FPs (see also the discussion in Sec. V).

To see whether the differences between the results of the metrics are significant, we used the one-sided Wilcoxon sign rank test. The difference of the results marked with a * in Tab. I are significant with a chosen p-value of 0.05. By looking at the resulting maps shown in Fig. 5 the difference between our approach and the H-Map is clearly visible. Especially, the objects on the tabletops and the chairs are better approximated and close to the ground truth.
TABLE I: Quantitative evaluation with respect to the average intersection over union (IoU), center of mass distance (CoM-Dist), Hausdorff distance (H-Dist), as well as the number of true positive (TP) and false positive (FP) object mappings. Also the standard deviation of each metric is shown. The results are in comparison to the hypermap framework by Zaenker et al. [5] where the metrics marked with a * are significant according to the Wilcoxon sign rank test. As can be seen our approach outperform the hypermap in all but the FPs. We explain the higher FP values with the added objects by the object refinement. with more observations this value will decrease.

| Office 1 | IoU* | H-Dist* | CoM-Dist* | TP | FP |
|----------|------|---------|-----------|----|----|
| Polygon  | 0.58 ± 0.16 | 0.12m ± 0.05 | 0.04m ± 0.02 | 20/23 | 4 |
| Obb      | 0.51 ± 0.18 | 0.14m ± 0.06 | 0.04m ± 0.02 | 20/23 | 4 |
| H-map [5] | 0.35 ± 0.18 | 0.44m ± 0.24 | 0.21m ± 0.11 | 16/23 | 1 |

| Office 2 | IoU* | H-Dist* | CoM-Dist* | TP | FP |
|----------|------|---------|-----------|----|----|
| Polygon  | 0.51 ± 0.18 | 0.17m ± 0.12 | 0.08m ± 0.05 | 21/23 | 10 |
| Obb      | 0.45 ± 0.18 | 0.18m ± 0.13 | 0.08m ± 0.06 | 21/23 | 10 |
| H-map [5] | 0.29 ± 0.15 | 0.35m ± 0.44 | 0.27m ± 0.23 | 18/23 | 8 |

| Large | IoU* | H-Dist* | CoM-Dist* | TP | FP |
|-------|------|---------|-----------|----|----|
| Polygon | 0.49 ± 0.15 | 0.24m ± 0.15 | 0.09m ± 0.06 | 25/33 | 8 |
| Obb  | 0.44 ± 0.16 | 0.27m ± 0.16 | 0.10m ± 0.08 | 25/33 | 8 |
| H-map [5] | 0.26 ± 0.12 | 0.53m ± 0.17 | 0.23m ± 0.10 | 18/34 | 1 |

| Cluttered | IoU* | H-Dist* | CoM-Dist* | TP | FP |
|-----------|------|---------|-----------|----|----|
| Polygon  | 0.29 ± 0.19 | 0.45m ± 0.30 | 0.21m ± 0.21 | 19/33 | 8 |
| Obb      | 0.29 ± 0.21 | 0.48m ± 0.33 | 0.21m ± 0.21 | 19/33 | 8 |
| H-map [5] | 0.16 ± 0.09 | 0.76m ± 0.49 | 0.38m ± 0.24 | 14/33 | 4 |

TABLE II: Average run time per frame of the main components of our system and the complete run time for a dataset of the office environment. The run time of the component marked with a * is the average computation time per frame. All components are included in the 85 ms. Note that the output of faster R-CNN can be computed parallel to our system. The run time of the object detector depends highly on the used network and is not included in the overall run time of our system.

| Component | Avg time |
|-----------|----------|
| Point cloud transformation | 31 ms |
| Preprocessing | 31 ms |
| Euclidean segmentation | 31 ms |
| Data association and object updates * | 11 ms |
| Likelihood computation and object deletion | 2 ms |
| Complete average run time per frame | 85 ms |
| Faster R-CNN | 425 ms |

**B. Evolution of the Object Likelihood**

To show the strength of the object update with likelihood values, we recorded a sequence with changing chair and table appearances over time. Fig. 5 shows the evolution of the likelihood values. While the robot observes the object, the likelihood grows constantly until it reaches a value of nearly 1. As long as the robot’s camera view does not cover the position of the mapped object, the likelihood is not updated. If the mapped object is not detected anymore within the FOV, the likelihood decreases and the object is removed as soon as it reaches the predefined threshold of 0.25. In this experiment, we displaced the objects in the scene while they were not in the robot’s FOV. That is why a small time window exists where both objects are mapped. The required time to remove an unseen object from the map depends on the predefined deletion threshold and the maximum number of observations that are considered for the likelihood calculation. In the first mapping of the table, the result of an unstable object detection can be seen. As soon as the robot turns away, it no longer detects the object and therefore the likelihood decreases until the value remains stable when the object is no longer in the FOV. As this example demonstrates, our system is able to keep the map updated in case object locations change and can also deal with false detections and dynamic objects.

**C. Run Time and Memory Consumption**

To show that our system is capable of online mapping, we also evaluated the run time. To measure the time of each component, we used the data set of the office environment. We recorded the experiment over a length of 6.36 minutes and up to 33 mapped objects. The resulting time, shown in Tab. II is the average computation time per frame over the whole data set. It can be seen that the overall run-time of the office environment is 85 ms (11.76 Hz). Most of the time is taken by the outlier removal in the preprocessing and by each object update, which can vary depending on the number of mapped objects and the size of the point cloud. The resulting computation time demonstrates the online mapping capability of our system and the increased runtime performance in comparison to the approaches by Sunderhauf et al. [3] and and Li et al. [4].

**V. DISCUSSION**

The experiments show that our system is capable of online semantic mapping and robust to changes in the environment. A videos of the experiments can be found at [https://youtu.be/JoUEW_-VXq0](https://youtu.be/JoUEW_-VXq0) However, during the experiments we encountered a certain amount of false positive mappings (cf. Tab. II), an example of this can be seen around the lower two chairs in Fig. 5 where an additional shape was falsely added. These mappings can be traced back to the object refinement step where each cluster is assigned to a new object. However, with a longer observation time per observed area or a higher likelihood threshold, the false positives will disappear. This conclusion can be drawn from our results, as each false positive object has a likelihood of less than 0.5, which is lower than the initial likelihood.

**VI. CONCLUSION**

In this paper, we presented an approach to online semantic mapping with modular object representations. Our approach differs from previous works in the way the created map is represented so that it is not restricted to just one representation but maintains multiple of representations within one framework. Furthermore, the introduced likelihood calculation of each object is a way to keep the map updated in case objects change their location and achieve robustness in case of false detections. Our object refinement step ensures that object point assignments can be undone to deal with wrong data association. We demonstrated the efficacy of our approach in four real-world experiments where the results show the increased performance in comparison to an existing framework with respect to various metrics. The evaluation
of the run time highlights that our system is capable of online mapping while the robot is moving through the environment. The code of our system can be found at https://github.com/NilsDengler/sem_mapping.
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