Abstract

Eye tracking data during reading is a useful source of information to understand the cognitive processes that take place during language comprehension processes. Different languages account for different cognitive triggers, however there seems to be some uniform indicators across languages. In this paper, we describe our submission to the CMCL 2022 shared task on predicting human reading patterns for multilingual dataset. Our model uses text representations from transformers and some hand engineered features with a regression layer on top to predict statistical measures of mean and standard deviation for 2 main eye-tracking features. We train an end-to-end model to extract meaningful information from different languages and test our model on two separate datasets. We compare different transformer models and show ablation studies affecting model performance. Our final submission ranked 4th place for SubTask-1 and 1st place for SubTask-2 for the shared task.

1 Introduction

Eye tracking provides an accurate millisecond record of where people are looking while reading and is useful for descriptive study of language processing and understanding of the cognitive processing of brain related to reading. Eye movements are many times language-specific because they depend on structure and ordering of words which are language dependent, however some features tend to be stable and universal and can be observed in all languages. Modeling of human reading has been widely explored in psycholinguistics. The ability to accurately predict eye tracking between languages pushes this field forward, facilitating comparisons between models and analysis of their various functions.

In this paper, we compare our eye-tracking prediction results with some simple baselines using token-level features, which we improve upon with our zero shot cross lingual model which we have described in section 3.

2 Task Description

2.1 Problem Statement

In this section we briefly describe the task at hand which is the challenge of predicting eye-tracking features recorded during sentence processing of multiple languages. This task is more complex as compared to previous editions of the shared task due to changes made compared to the previous edition (Hollenstein et al., 2021); (i) Multilingual data: We use an eye movement dataset with sentences from six languages (Chinese, Dutch, English, German, Hindi, Russian) and (ii) Eye-tracking features: To take into account the individual differences between readers, the task is not limited to predict the mean eye tracking features across readers, but also the standard deviation of the feature values. The task details can be found in Hollenstein et al. (2022).

We formulate the task as a regression task to predict 2 eye-tracking features and the corresponding standard deviation across readers. The targets are briefly described here: first fixation duration (FFDAvg), the duration of the first fixation on the prevailing word; standard deviation (FFDStd) across readers; total reading time (TRTAvg), the sum of all fixation durations on the current word, including regressions; standard deviation (TRTT-Std) across readers.

The shared task is modelled as two related subtasks of increasing complexity:

Subtask 1: Predict eye-tracking features for sentences of the 6 provided languages

Subtask 2: Predict eye-tracking features for sentences from a new surprise language

2.2 Related Work

Multiple deep learning approaches have been explored in the past on cognitive modelling with lin-
The detailed dataset information about the number of sentences in each datasource and the token-wise information is shown in table 1.

### Table 1: Overview of the selected datasets

| Name                             | Abbreviation | Language | Subjects | Training Set | Dev Set | Test Set | Source                           |
|----------------------------------|--------------|----------|----------|--------------|---------|---------|----------------------------------|
| Beijing Sentence Corpus          | BSC          | Z       | 60       | 120          | 1355    | 7       | Pan et al. (2021)                |
| Postdam-Allahabad Hindi-Eye-tracing Corpus | PAHEC     | H       | 30       | 122          | 2021    | 7       | Hussain et al. (2015)            |
| Russian Sentence Corpus          | RSC          | Ru      | 84       | 115          | 1140    | 7       | Laurinavichyute et al. (2019)   |
| Provo Corpus                     | Provo        | En      | 30       | 107          | 2087    | 6       | Luke and Christianson (2018)     |
| ZuCo 1.0 Corpus (NR)             | ZuCo1        | En      | 12       | 240          | 5235    | 15      | Hollenstein et al. (2018)       |
| ZuCo 2.0 Corpus (NR)             | ZuCo2        | En      | 18       | 279          | 5398    | 17      | Hollenstein et al. (2019)       |
| GEOO Corpus (Dutch-L1 part)      | GEOO-NL      | Nl      | 18       | 640          | 7462    | 40      | Cop et al. (2017)               |
| Potsdam Textbook Corpus          | PoTwC        | De      | 75       | 80           | 1465    | 5       | Jäger et al. (2021)             |
| Copenhagen Corpus                | CopCo        | Da      | -        | -            | -       | -       | -                               |

2.3 Dataset

The dataset comprises of the eye-tracking data recorded during natural reading from 8 datasets in 6 languages. The training data contains 1703 sentences, the development set contains 104 sentences, and the test set 324 sentences. The data provided contains scaled features in the range between 0 and 100 to facilitate evaluation via the mean absolute average (MAE). The eye-tracking feature values are averaged over all readers.

The detailed dataset information about the number of sentences in each datasource and the token-wise information is shown in table 1.

3 Our Approach

Our models heavily use contextualised embeddings extracted from the pretrained models based on transformer architecture (Vaswani et al., 2017). We experiment on the training dataset with multilingual transformer models which are briefly described below:

- **mBERT** (Devlin et al., 2019) a deep contextual representation based on a series of transformers trained by a self-supervised objective with data from Wikipedia in 104 languages. It has been trained with masked language modelling objective and training makes no use of explicit cross-lingual signal.
- **XLM** (Lample and Conneau, 2019) is a Transformer-based model that, like BERT, is trained with the masked language modeling (MLM) objective. Additionally, XLM is trained with a Translation Language Modeling (TLM) objective in an attempt to force the model to learn similar representations for different languages.
- **XLM-RoBERTa** (Conneau et al., 2020) uses self-supervised training techniques to achieve state-of-the-art performance in cross-lingual understanding. It is trained on unlabeled text in 100 languages extracted from CommonCrawl datasets.

These transformer methods use either WordPiece or BytePair model for tokenization, due to which we use only the first token embedding of the tokenized word by these methods. We use the above three transformer models and attach the extracted output embeddings from these models to the manually constructed features which we have described in 3.1. The entire model architecture is explained in Figure 1.

3.1 Features

Along with the encoder representations from the multilingual transformer models, we use 3 additional features, which we use to help us provide information to our embeddings. We discard other features like POS-Tag and word_freq, due to non-uniformity in cross-lingual setting and unavailability of reliable and enormous word-frequency list for some of the languages which could reduce the performance and create bias for some languages during training time.

The first two length based features use word division information and the word length information. During neurological processing of language, brain takes up dual pathways to process a word as shown...
in MacGregor and Shtyrov (2013). The third feature is based on the relative length of the word as compared to preceding word.

**tok_len**: This feature is length of the parts of words when the word is tokenized measured in number of parts, which focuses on the complexity of the word based on length as cognitively longer words as processed.

**word_char_len**: This second feature is based on the apparent space taken up by the word evaluated by the number of characters it takes up when represented in UTF-8 format. This feature is inspired by studies shown in Joseph et al. (2009).

**rel_len**: The third feature is the relative length of the word as compared to its preceding word. This can capture a sense of ease in reading a short word immediately after reading a word with great character length. For starting words of the sentence, we take the previous word length as zero.

### 3.3 Implementation and Hyperparameter Details

The models were trained with $\textit{MSE}$ (mean squared error) as loss function and the final evaluation was done using $\textit{MAE}$ (Mean Absolute Error) measure. For the baseline, models were trained taking each label as a regression target variable to remove label correlation if a regressor performs poorly in a multi-output regression setting, while when using transformer based models, we trained a single model with a 4 length output regressor head which corresponded each to the final output target variables. Before the final regression layer, we used a hidden linear layer after the embedding output. The model evaluation for task submission was done using dev set after every epoch to measure the performance improvement and prevent overfitting. The implementation can be found here.¹

The details of the hyperparameters used for the training are given in table 4.

¹https://github.com/hvarS/CMCL-2022
4 Results and Discussion

Table 2 shows the evaluation results on the dev and test set. **Bold** entries are the best performing models for that particular target.

| Model | SubTask-1 | SubTask-2 |
|-------|-----------|-----------|
|       | FFDAvg | FFDStd | TRTAvg | TRTStd | Overall | FFDAvg | FFDStd | TRTAvg | TRTStd | Overall |
| Dev Set | | | | | | | | | | |
| Test Set - SubTask1 | | | | | | | | | | |
| Test Set - SubTask2 | | | | | | | | | | |
| Baseline | 5.921 | 2.984 | 5.556 | 5.666 | 4.355 | 4.898 | 2.945 | 5.602 | 5.654 | 2.432 |
| XLM-RoBERTa | 4.845 | 2.482 | 7.943 | 5.491 | 5.215 | 4.736 | 2.364 | 7.268 | 5.223 | | |

Table 3: Feature Importance Ablation Study. The best performing model XLM-RoBERTa is taken for ablation.

| Parameter | Value |
|-----------|-------|
| Optimizer | AdamW |
| epochs | 100 |
| learning rate | 5e-2 |
| dropout | 0.5 |
| hidden layer size | 1024 |

Table 4: Hyperparameter Details

4.1 Feature Importance

To evaluate the effectiveness of the engineered features; tok_len, word_char_len and rel_len, an ablation study was conducted using the best performing model. We employ the strategy similar to used in Oh (2021); the three input features were ablated by simply replacing them with zeros during inference, which allowed us to effectively analyse the influence of these additional features. Table 3 shows the effects of model performance without the permutation of the engineered features.

Ablations on the external features show that these features affect the mean (µ) feature values, specifically the FFDAvg and the TRTAvg, indicating that these external features influence the final model performance for target mean values while the contextualised embedding portion takes care of the standard deviation (σ) of the targets. It can be observed that the word_char_len feature alleviates trained for masked language modelling purpose, they have inherent inner representations of over 100 languages which helps in cross-lingual downstream tasks. One possible reason that mBERT performs better than XLM on SubTask-1 could be that XLM models are used for general sentence representations which mBERT identifies language from context and infers accordingly. For the same mentioned reason, it is possible that XLM performs better in zero shot setting.
ffects the target FFDAvg value to a large extent, while rel_len clearly affects the model performance on SubTask-2. One of the possible reasons could be the infusion of previous word contextual knowledge captured by rel_len. Also, the feature tok_len in combination with other features also improves the model performance, which may indicate it being not a very strong sole indicator.

5 Conclusion and Future Work

In this paper, we presented our approach to the CMCL 2022 Shared Task on eye-tracking data prediction. Our models use the fusion model that involve using the multilingual contextualized token representations using transformer architecture and attaching input features that we created that aid the model performance in predicting eye tracking features. This approach helped us become language agnostic which essentially helped the model to perform well in the zero shot cross-lingual setting in Subtask-2. Our best model based on XLM-RoBERTa outperforms the baseline and is also competitive with other systems submitted to the shared for both SubTask-1 and SubTask-2. Although the embeddings from large language models as shown previously work fairly well as they consider the context of the sentence into consideration as well, possibly they can be improved further if take into consideration the surprisal index which would positively correlate with the reading time and fixation duration as shown in Salicchi and Lenci (2021).

In future, we aim to use more etymological features based on shared language history and also use the cross language lexical similarity index when predicting in cross lingual setting.
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