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**Abstract.** The arithmetic version of Anderson localization (AL), i.e., AL with explicit arithmetic description on both the localization frequency and the localization phase, was first given by Jitomirskaya (Ann Math 150:1159–1175, 1999) for the almost Mathieu operators (AMO). Later, the result was generalized by Bourgain and Jitomirskaya (Invent Math 148:453–463, 2002) to a class of one dimensional quasi-periodic long-range operators. In this paper, we propose a novel approach based on an arithmetic version of Aubry duality and quantitative reducibility. Our method enables us to prove the same result for the class of quasi-periodic long-range operators in all dimensions, which includes Jitomirskaya (Ann Math 150:1159–1175, 1999) and Bourgain and Jitomirskaya (Invent Math 148:453–463, 2002) as special cases.

1 Introduction

In this paper, we consider the quasi-periodic long-range operator on $\ell^2(\mathbb{Z}^d)$:

\[(L_{V,\alpha,\theta}u)_n = \sum_{k \in \mathbb{Z}^d} \hat{V}_k u_{n-k} + 2 \cos 2\pi(\theta + \langle n, \alpha \rangle) u_n, \quad n \in \mathbb{Z}^d,\]  

where $V(x) = \sum_{k \in \mathbb{Z}^d} \hat{V}(k) e^{2\pi i \langle k, x \rangle} \in C^r(\mathbb{T}^d, \mathbb{R})$ ($r = 0, 1, \cdots, \infty, \omega$), $\theta \in \mathbb{T}$ is called the phase and $\alpha \in \mathbb{T}^d$ is called the frequency.

Operator (1.1) has received a lot of attentions [AJ10, BJ02, GYZ, BJ00, CD93, JK16, Bou05] since the 1980s. On one hand, the spectral properties of operator (1.1) have close relation to that of its Aubry dual

\[(H_{V,\alpha,x}u)_n = u_{n+1} + u_{n-1} + V(x + n\alpha) u_n, \quad n \in \mathbb{Z}.\]  

For partial references, one may consult [BJ02, AJ10, AYZ17, AYZ, GYZ, AJ09, JK16, Pui06, GJL97]. On the other hand, operator (1.1) itself contains several popular quasi-periodic models. If we take $V(x) = \sum_{i=1}^d 2\lambda^{-1} \cos 2\pi x_i$, (1.1) is reduced to quasi-periodic Schrödinger operator on $\ell^2(\mathbb{Z}^d)$:

\[H_{\lambda,\alpha,\theta} = \Delta + 2\lambda \cos 2\pi(\theta + \langle n, \alpha \rangle) \delta_{nn'},\]  

where $\Delta$ is the usual Laplacian on $\mathbb{Z}^d$ lattice. If $d = 1$, operator (1.3) is the famous almost Mathieu operator (AMO).
Anderson localization (pure point spectrum with exponentially decaying eigenfunctions) for quasi-periodic operators has been widely studied over the past sixty years. We give a brief review here. As one can see, both the operators (1.1) and (1.2) are a family of operators parameterized by two parameters, \((\alpha, \theta)\) in (1.1) and \((\alpha, x)\) in (1.2), when \(V\) is fixed. When \(d = 1\), Fröhlich–Spencer–Wittwer [FSW90] and Sinai [Sin87] proved that \(H_{\lambda V, \alpha, x}\) has Anderson localization for a.e. \(x\) and large enough \(\lambda\) if \(V\) is cosine-like and \(\alpha\) is Diophantine.\(^1\) Eliasson [Eli97] proved that if \(V\) is a Gevrey function satisfying non-degenerate conditions, for any fixed Diophantine \(\alpha\), \(H_{\lambda V, \alpha, x}\) has pure point spectrum for a.e. \(x\) and large enough \(\lambda\). Bourgain and Goldstein [BG00] proved that, in the positive Lyapunov exponent regime, for any fixed \(x\), \(H_{\lambda W, \alpha, x}\) has Anderson localization for a.e. \(\alpha\) provided that \(V\) is a non-constant real analytic function. Bourgain and Jitomirskaya [BJ00] generalized the result in [BG00] to certain band models. Klein [Kle05] generalized the results in [BG00] to more general Gevrey potentials.

We would like to remark that [FSW90, Sin87, Eli97] gave an arithmetic description on the localization frequency \(\alpha\), but they didn’t have an arithmetic description on the localization phase \(\theta\), in contrast, [BG00, BJ00, Kle05] proved localization for fixed phase \(\theta\), but there is no arithmetic description on the localization frequency \(\alpha\). Thus, for any fixed \((\alpha, x)\), it is not clear whether \(H_{\lambda W, \alpha, x}\) has AL. The breakthrough belongs to Jitomirskaya [Jit99] who proved that for any fixed Diophantine frequency and any fixed Diophantine phase,\(^2\) the almost Mathieu operator has AL if \(|\lambda| > 1\). Recently, such arithmetic description on the frequency and the phase was explored even in a sharp way [JL18, JL]. Namely, for Diophantine phase, there is a sharp spectral transition in frequency [JL18]. For Diophantine frequency, there is a sharp spectral transition in phase [JL]. For more general quasi-periodic long-range operators (1.1), Bourgain and Jitomirskaya [BJ02] generalized the methods in [Jit99] and proved that for any fixed Diophantine frequency and fixed Diophantine phase, \(L_{\lambda V, \alpha, \theta}\) has AL for small \(\lambda\) and real analytic \(V\). For more such kinds of results, one may consult [AJ10] e.t.c. The localization results which have arithmetic descriptions on both the frequency and the phase, are called arithmetic version of Anderson localization.

We emphasize that all the above localization results are restricted to one dimensional quasi-periodic operators. If the dimension \(d > 1\), one meets essential

---

\(^1\) \(\alpha \in \mathbb{T}^d\) is called Diophantine, denoted by \(\alpha \in DC_d(\kappa, \tau)\), if there exist \(\kappa > 0 \) and \(\tau > d - 1\) such that

\[
DC_d(\kappa, \tau) := \left\{ \alpha \in \mathbb{T}^d : \inf_{j \in \mathbb{Z}} |\langle n, \alpha \rangle - j| > \frac{\kappa}{|n|^\tau}, \quad \forall \, n \in \mathbb{Z}^d \setminus \{0\} \right\}.
\]

Let \(DC_d := \bigcup_{\kappa > 0} DC_d(\kappa, \tau)\).

\(^2\) \(\theta \in \mathbb{T}\) is called Diophantine, denoted by \(\alpha \in DC_\alpha(\kappa, \tau)\), if there exist \(\kappa > 0 \) and \(\tau > d - 1\) such that

\[
DC_\alpha(\kappa, \tau) := \left\{ \theta \in \mathbb{T} : \inf_{j \in \mathbb{Z}} |\langle n, \alpha \rangle - 2\theta - j| > \frac{\kappa}{(|n| + 1)^\tau}, \quad \forall \, n \in \mathbb{Z}^d \right\}.
\]

Let \(\Theta := \bigcup_{\kappa > 0} DC_\alpha(\kappa, \tau)\).
difficulties and AL results are quite few. When \( d = 2 \), Bourgain, Goldstein and Schlag [BGS02] proved that for any fixed \( \theta \), \( H_{\lambda, \alpha, \theta} \) has AL for sufficiently large \( \lambda \) and a positive Lebesgue measure set of \( \alpha \). As a matter of fact, we point out that Bourgain–Goldstein–Schlag’s result [BGS02] is for (1.3) with more general potentials \( V(n_1, n_2) = v(\theta_1 + n_1 \alpha_1, \theta_2 + n_2 \alpha_2) \), where \( v \) is a real analytic function on \( \mathbb{T}^2 \) which is non-constant on any horizontal or vertical line. Later, Bourgain [Bou07] generalized the result [BGS02] to the case when \( d \geq 3 \). Recently, the results in [Bou07] have been largely extended by Jitomirskaya–Liu–Shi [JLS] to general analytic \( k \)-frequency quasi-periodic operators on \( \mathbb{Z}^d \) for arbitrary \( k, d \). Inspired by pioneer work of Fröhlich–Spencer–Wittwer [FSW90] and Sinai [Sin87], Chulaevsky–Dinaburg [CD93] proved essentially the same result as that in [Bou07] for higher dimensional quasi-periodic long-range operator

\[
(Lu)_n = \sum_{k \in \mathbb{Z}^d} \hat{V}_k u_{n-k} + \lambda W(\theta + \langle n, \alpha \rangle) u_n, n \in \mathbb{Z}^d,
\]

with cosine-like potentials \( W \), i.e., for any fixed phase \( \theta \), the operator has AL for positive measure \( \alpha \) if the coupling constant \( \lambda \) is sufficiently large. Finally, Bourgain [Bou05] obtained the same result for the operator \( L \) if \( V \) and \( W \) are real analytic and \( \lambda \) is sufficiently large. We emphasize that all the above higher dimensional AL results are for fixed phase and a positive measure set of frequency (depending on the phase). These results are weaker than those in the one dimensional case where one can prove AL for fixed phase and a full measure set of frequency (again, not uniform for all \( \theta \)).

Recently, a new approach for proving Anderson localization based on Aubry duality and reducibility was given by Avila, You and Zhou [AYZ17], Jitomirskaya and Kachkovskiy [JK16] which leads to stronger conclusions. Firstly, this method doesn’t care about the dimension and the regularity of the potential since reducibility holds for multi-frequency cocycles [DS75, Eli92, LYZ, GYZ] and low regularity cocycles [CG, CCY19]. Based on this, Jitomirskaya and Kachkovskiy [JK16] proved that for any fixed Diophantine \( \alpha \) and real analytic \( V \), \( L_{\lambda V, \alpha, \theta} \) has pure point spectrum for small enough \( \lambda \) and a.e. \( \theta \). Recently, Ge–You–Zhou [GYZ] established a general criterion and proved exponential dynamical localization in expectation for \( L_{\lambda V, \alpha, \theta} \) under the same condition. Secondly, in one dimensional case, one can even get non-perturbative localization in a sharp way by non-perturbative reducibility method. This ultimately leads Avila–You–Zhou’s [AYZ17] to the solution of the measure version of Jitomirskaya’s conjecture [Jit95].

However, if \( d > 1 \), localization is not known for any concrete \( (\alpha, \theta) \). In other words, there is no arithmetic version of Anderson localization. People even do not know if one should expect such result since higher dimensional case is more “random” than the one dimensional case. From a methodological point of view, the method in [Jit99, BJ02] seems non-trivial to be generalized to the higher dimensional case due to obstacles in computing the Green function. While the methods developed by
[AYZ17, JK16] lose control of a zero Lebesgue measure set of phase which leads to loss of an arithmetic description of the localization phase.

In this paper, by introducing an auxiliary measure defined by reducibility, we find a strategy to recover the phases lost in using the method in [AYZ17, JK16]. We thus develop an arithmetic-theoretic Aubry duality which gives, for any fixed Diophantine frequency \( \alpha \), the one-to-one correspondence between the localization phases of (1.1) and the reducibility energies (described by the rotation number) of (1.2). Since reducibility theory can provide a clear arithmetic description on the rotation number of the eigenvalue equation of (1.2), one thus has a clear arithmetic description on the localization phase of the dual model (1.1) and proves Anderson localization for operators (1.1) for all Diophantine frequencies and all Diophantine phases.

Now we state our results. Assume \( V \in C^\omega(T^d, \mathbb{R}) \), we denote by

\[
S^V_E(x) := \begin{pmatrix} E - V(x) & -1 \\ 1 & 0 \end{pmatrix}, \quad E \in \mathbb{R}.
\]

Recall that the cocycle \((\alpha, S^V_E)\) is said to be \( C^\omega \)-almost reducible if there exists a sequence \( B_n \in C^\omega(T^d, PSL(2, \mathbb{R})) \) such that \( B_n^{-1}(x + \alpha)S^V_E(x)B_n(x) \) converges to a constant matrix. Let

\[
\mathcal{AR} = \{ E \in \Sigma_{\alpha,V}|(\alpha, S^V_E) \text{ is } C^\omega \text{ - almost reducible} \},
\]

where \( \Sigma_{\alpha,V} \) is the spectral set of \( H_{\alpha,V,x} \).

**Theorem 1.1.** Assume \( \alpha \in DC_d \), \( V \in C^\omega(T^d, \mathbb{R}) \) and \( \Sigma_{\alpha,V} = \mathcal{AR} \). Then \( L_{V,\alpha,\theta} \) has Anderson localization for \( \theta \in \Theta \), where \( \Theta \) is the set defined in footnote 2.

We remark that Theorem 1.1 is a global result, namely, we don’t need to assume that \( V \) is small. However, by Theorem A in [Eli92], \( \mathcal{AR} = \Sigma_{\alpha,V} \) always holds if \( V \in C^\omega(T^d, \mathbb{R}) \) is sufficiently small. Thus we immediately have the following corollary.

**Corollary 1.1.** Assume that \( \alpha \in DC_d. \) Then there exists \( \lambda_0(\alpha, V, d) \), such that \( L_{V,\alpha,\theta} \) has Anderson localization for \( \theta \in \Theta \) if \( \lambda < \lambda_0 \).

**Remark 1.1.** Corollary 1.1 is the first higher dimensional Anderson localization result with explicit arithmetic description on both the frequency and the phase. Anderson localization with arithmetic description on the frequency but not on the phase was proved in [GYZ, JK16].

**Remark 1.2.** If \( d = 1 \), Bourgain and Jitomirskaya [BJ02] proved that, under exactly the same assumption, Anderson localization holds for \( \theta \in \Theta \). Thus our result can be regarded as a generalization of their result to higher dimensions.

---

3. See Sect. 2.3 for more details.
4. The Anderson localization phase given in [BJ02] is a little larger than \( \Theta \), we mention that we can prove Anderson localization for the same phase set with minor modifications of the proof.
If the dimension is one, by the global theory developed by Avila [Avi15], the spectral set $\Sigma_{\alpha,V}$ can be decomposed into three regimes, the subcritical regime $\Sigma_{\alpha,V}^{\text{sub}}$, the critical regime $\Sigma_{\alpha,V}^{\text{cri}}$ and the supcritical regime $\Sigma_{\alpha,V}^{\text{sup}}$. Moreover, it was proved by Avila in [Avia, Avib], $\Sigma_{\alpha,V}^{\text{sub}} = \mathcal{A} \mathcal{R}$. Thus we can re-state Theorem 1.1 as the following corollary.

**Corollary 1.2.** Assume that $\alpha \in DC_1$, $V \in C^\omega(\mathbb{T}, \mathbb{R})$ and $\Sigma_{\alpha,V} = \Sigma_{\alpha,V}^{\text{sub}}$. Then $L_{V,\alpha,\theta}$ has Anderson localization for $\theta \in \Theta$.

**Remark 1.3.** Corollary 1.2 is a generalization of Jitomirskaya’s localization result in [Jit99] for supercritical AMO.

A key part of our proof is Aubry duality, which has a long history starting from [AA80]. As pointed out in [AA80, JK16], Aubry duality can be understood as the correspondence between absolutely continuous (ac) and pure point (pp) spectra of $\{H_{V,\alpha,x}\}_{x \in \mathbb{T}^d}$ and $\{L_{V,\alpha,\theta}\}_{\theta \in \mathbb{T}}$ and vice versa. However, such correspondence may not hold, even for the almost Mathieu operator, one can see [Las93, JK16] for more details.

A more refined notion than absolutely continuous spectrum is the reducibility of the corresponding Schrödinger cocycle $(\alpha, S^{V}_E)$, see [Eli92]. On the one hand, it is explored in [JK16, AYZ17] that reducibility of $\{(\alpha, S^{V}_E)\}_{E \in \mathbb{R}}$ for a.e. $E$ with respect to the integrated density of states $\mathcal{N}^5$ implies pure point spectrum of $\{L_{V,\alpha,\theta}\}_{\theta \in \mathbb{T}}$ for a.e. $\theta$. On the other hand, as proved in [Pui06, AJ10], pure point spectrum of $\{L_{V,\alpha,\theta}\}_{\theta \in \mathbb{T}}$ for a.e. $\theta$ implies reducibility of $\{(\alpha, S^{V}_E)\}_{E \in \mathbb{R}}$ for a.e. $E$ with respect to the integrated density of states. The above correspondence can be viewed as a *measure-theoretic level of Aubry duality*.

Generally speaking, Aubry duality has been explored at different levels, i.e., the operator-theoretic level [GJL97], the quantitative level [AJ10] and the measure-theoretic level [JK16, AYZ17]. Each level of duality has its own important applications. Based on the operator-theoretic duality developed in [GJL97], Jitomirskaya [Jit99] completely solved the measure version of Aubry–Andre conjecture [AA80] by non-perturbative localization methods. Based on the quantitative duality, Avila and Jitomirskaya [AJ10] proved a non-perturbative Eliasson’s almost reducibility theory, gave a sharp Hölder exponent of integrated density of states and solved the “Dry Ten Martini Problem” for non-critical AMO with Diophantine frequency. Based on the measure-theoretic duality, Avila, You and Zhou [AYZ17] solved the measure version of Jitomirskaya’s conjecture [Jit95] on sharp phase transitions of AMO by non-perturbative reducibility methods. These applications of different levels of duality imply the general philosophy that Aubry duality is a bridge connecting operators and their duals. Once one knows everything about the operators themselves at some level, one knows everything about their duals at this level.

---

5 See Sect. 2.2 for definition.
Thus, an interesting question is whether one can develop a new level of Aubry duality, which gives the arithmetic version of Anderson localization? This level of duality should completely transfer the arithmetic description of reducibility energy of \(((\alpha, S^\alpha_V))_{E \in \mathbb{R}}\) to the arithmetic description of the localization phase of \(\{L_{V,\alpha,\theta}\}_{\theta \in \mathbb{T}}\). More precisely, we hope to give a full measure set \(\Theta\) with precise arithmetic description, such that \(\{L_{V,\alpha,\theta}\}_{\theta \in \mathbb{T}}\) has AL for \(\theta \in \Theta\) if all \(((\alpha, S^\alpha_V))_{E \in \mathbb{R}}\) with the rotation number in \(\Theta\) are reducible. We call such kind of duality arithmetic-theoretic Aubry duality. Before further explanations, we give another reason why arithmetic-theoretic Aubry duality is important. Recently, Jitomirskaya and Liu [JL] further developed their method in [JL18], and proved sharp spectral transition in phase for Diophantine AMO. More importantly, they uncover a new type of hierarchy for quasi-periodic operators which is called reflective-hierarchy structure. As pointed out in [JL], this progress also uncovers some general phenomena for quasi-periodic operators that spectral transition happens not only in frequency, but also in phase. While the spectral transition in phase need a complete arithmetic description on phase which is out of reach by measure-theoretic Aubry duality. This makes an arithmetic version of Aubry duality of particular importance.

We remark that measure-theoretic Aubry duality is much easier than arithmetic-theoretic Aubry duality. The shortcoming is the measure-theoretic Aubry duality gives AL for almost every phase, and loses control of a zero measure subset in \(\Theta\). To prove AL for all \(\theta \in \Theta\), i.e., the arithmetic version of AL, one only need to prove \(d\mu^{pp}_\theta\) is continuous in \(\Theta\). However, this is a difficult job and we don’t know how to prove it since \(d\mu^{pp}_\theta\) sensitively depends on \(\theta\). Our strategy is to define a new measure \(d\nu_\theta\) via reducibility, we call it \(\mathcal{R}\)-measure, which is absolutely continuous with respect to \(d\mu^{pp}_\theta\). The advantage of \(d\nu_\theta\) is its stratified continuity in \(\Theta\) can be proved by quantitative reducibility of \((\alpha, S^\alpha_V)\). In this way, we can approximate each lost phase in \(\Theta\) by localization phases, and prove \(d\mu^{pp}_\theta(\mathbb{R}) = d\nu_\theta(\mathbb{R}) = 1\) for all phases in \(\Theta\).

Finally, we point out an interesting phenomenon based on Theorem 1.1 and the localization result in [Jit99, BJ02]: The localization phase is not sensitive. More precisely, the result in [BJ02] and Theorem 1.1 imply that the localization phase of (1.1) does not sensitively depend on \(V \in C^\omega(\mathbb{T}, \mathbb{R})\) in any dimension. This phenomenon can be viewed as the robustness of localization phase, which leads us to define the robustness of Anderson localization,

**Definition 1.1.** For fixed \(\alpha\), \(H_{V,\alpha,x}\) is said to have \(C^r\) robust Anderson localization if there is a \(C^r\) neighborhood \(B(V)\) of \(V\) and a subset \(\tilde{\Theta}\), such that

\[
\bigcap_{\tilde{V} \in B(V)} \{x \mid H_{\tilde{V},\alpha,x} \text{ has AL} \} = \tilde{\Theta},
\]

moreover \(|\tilde{\Theta}| = 1\).
Remark 1.4. In the above definition, $\alpha$ is fixed. Similarly, one can fix $\theta$ and define another kind robustness by requiring
\[
\left| \bigcap_{\tilde{V} \in B(V)} \{ \alpha | H_{\tilde{V}, \alpha, x} \text{ has } AL \} \right| = 1.
\]
In our forthcoming paper, we will prove that $H_{V, \alpha, x}$ with even cosine-like potential introduced in [FSW90, Sin87] have $C^2$ robust Anderson localization. We guess such robustness holds generally in analytic topology, however the arithmetic description of the localization phase might be more complicated. In one dimensional case, it might relate to the acceleration defined by Avila in [Avi15].

2 Preliminaries

Recall that $sl(2, \mathbb{R})$ is the set of $2 \times 2$ matrices of the form
\[
\begin{pmatrix}
x & y + z \\
y - z & -x
\end{pmatrix}
\]
where $x, y, z \in \mathbb{R}$. It is isomorphic to $su(1, 1)$, the group of matrices of the form
\[
\begin{pmatrix}
it & \nu \\
\bar{\nu} & -it
\end{pmatrix}
\]
with $t \in \mathbb{R}, \nu \in \mathbb{C}$. The isomorphism between $sl(2, \mathbb{R})$ and $su(1, 1)$ is given by
\[
B \rightarrow MBM^{-1}
\]
where
\[
M = \frac{1}{2i} \begin{pmatrix} 1 -i \\ 1 \\ i \end{pmatrix}.
\]
Direct calculation shows that
\[
M \begin{pmatrix} x & y + z \\
y - z & -x \end{pmatrix} M^{-1} = \begin{pmatrix} iz & x - iy \\
x + iy & -iz \end{pmatrix}.
\]

Recall that for a bounded analytic (possibly matrix valued) function $F$ defined on $\{\theta | \Im \theta < h\}$, let $|F|_h = \sup_{|\Im \theta| < h} \| F(\theta) \|$, and denote by $C^\omega_h(\mathbb{T}^d, \ast)$ the set of all these $\ast$-valued functions ($\ast$ will usually denote $\mathbb{R}$, $sl(2, \mathbb{R})$ $SL(2, \mathbb{R})$). Denote $C^\omega(\mathbb{T}^d, \mathbb{R})$ by the union $\cup_{h>0} C^\omega_h(\mathbb{T}^d, \mathbb{R})$.

2.1 Quasi-periodic cocycles. Given $A \in C^0(\mathbb{T}^d, SL(2, \mathbb{C}))$ and rationally independent $\alpha \in \mathbb{R}^d$, we define the quasi-periodic cocycle $(\alpha, A)$:

$$(\alpha, A): \mathbb{T}^d \times \mathbb{C}^2 \to \mathbb{T}^d \times \mathbb{C}^2
\]
\[
(x, v) \mapsto (x + \alpha, A(x) \cdot v).
\]
The iterates of $(\alpha, A)$ are of the form $(\alpha, A)^n = (n\alpha, A_n)$, where
\[
A_n(x) := \begin{cases}
A(x + (n - 1)\alpha) \cdots A(x + \alpha)A(x), & n \geq 0 \\
A^{-1}(x + n\alpha)A^{-1}(x + (n + 1)\alpha) \cdots A^{-1}(x - \alpha), & n < 0.
\end{cases}
\]
The Lyapunov exponent is defined by $L(\alpha, A) := \lim_{n \to \infty} \frac{1}{n} \int_{T^d} \ln \|A_n(x)\| dx$.

The cocycle $(\alpha, A)$ is uniformly hyperbolic if, for every $x \in T^d$, there exists a continuous splitting $C^2 = E^s(x) \oplus E^u(x)$ such that for every $n \geq 0$,

$$|A_n(x)v| \leq C e^{-cn|v|}, v \in E^s(x),$$

$$|A_n(x)^{-1}v| \leq C e^{-cn|v|}, v \in E^u(x + n\alpha),$$

for some constants $C, c > 0$. This splitting is invariant by the dynamics, i.e.,

$$A(x)E^s(x) = E^s(x + \alpha), \quad \alpha \equiv "s" \text{ or } "u", \quad \forall x \in T^d.$$

Assume that $A \in C^0(T^d, SL(2, \mathbb{R}))$ is homotopic to the identity. $(\alpha, A)$ induces the projective skew-product $F_A: T^d \times S^1 \to T^d \times S^1$

$$F_A(x, w) := \left( x + \alpha, \frac{A(x) \cdot w}{|A(x) \cdot w|} \right),$$

which is also homotopic to the identity. Thus we can lift $F_A$ to a map $\tilde{F}_A: \mathbb{T}^d \times \mathbb{R} \to \mathbb{T}^d \times \mathbb{R}$ of the form $\tilde{F}_A(x, y) = (x + \alpha, y + \psi_x(y))$, where for every $x \in \mathbb{T}^d$, $\psi_x$ is $\mathbb{Z}$-periodic. The map $\psi: \mathbb{T}^d \times \mathbb{T} \to \mathbb{R}$ is called a lift of $A$. Let $\mu$ be any probability measure on $\mathbb{T}^d \times \mathbb{R}$ which is invariant by $\tilde{F}_A$, and whose projection on the first coordinate is given by Lebesgue measure. The number

$$\rho(\alpha, A) := \int_{\mathbb{T}^d \times \mathbb{R}} \psi_x(y) \, d\mu(x, y) \mod \mathbb{Z}$$

depends neither on the lift $\psi$ nor on the measure $\mu$, and is called the fibered rotation number of $(\alpha, A)$ (see [Her83, JM82] for more details).

Given $\theta \in \mathbb{T}$, let $R_\theta := \begin{pmatrix} \cos 2\pi \theta & -\sin 2\pi \theta \\ \sin 2\pi \theta & \cos 2\pi \theta \end{pmatrix}$. If $A: \mathbb{T}^d \to PSL(2, \mathbb{R})$ is homotopic to $x \mapsto R_{\langle n, x \rangle}$ for some $n \in \mathbb{Z}^d$, then we call $n$ the degree of $A$ and denote it by $\deg A$. The fibered rotation number is invariant under real conjugacies which are homotopic to the identity. More generally, if $(\alpha, A_1)$ is conjugated to $(\alpha, A_2)$, i.e., $B(x + \alpha)^{-1}A_1(x)B(x) = A_2(x)$, for some $B: \mathbb{T}^d \to PSL(2, \mathbb{R})$ with $\deg B = n$, then

$$\rho(\alpha, A_1) = \rho(\alpha, A_2) + \frac{\langle n, \alpha \rangle}{2}. \quad (2.1)$$

A cocycle $(\alpha, A)$ is called $L^2$-reducible (or $C^0$-reducible) if there exists a matrix function $B \in L^2(\mathbb{T}^d, SL(2, \mathbb{R}))$ (or $B \in C^0(\mathbb{T}^d, SL(2, \mathbb{R}))$) and a constant matrix $R$ such that

$$B^{-1}(x + \alpha)A(x)B(x) = R, \quad \text{for a.e. } x \in \mathbb{T}^d. \quad (2.2)$$

A cocycle $(\alpha, A)$ is called $L^2$-degree 0 reducible if (2.2) holds with

$$R = R_{\rho(\alpha, A)}.
A typical example is the Schrödinger cocycles \((\alpha, S^V_E)\), where
\[
S^V_E(x) := \begin{pmatrix} E - V(x) - 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad E \in \mathbb{R}.
\]
The Schrödinger cocycles are equivalent to the eigenvalue equations \(H_{V,\alpha,x}u = Eu\). Indeed, any formal solution \(u = (u_n)_{n \in \mathbb{Z}}\) of \(H_{V,\alpha,x}u = Eu\) satisfies
\[
\begin{pmatrix} u_{n+1} \\ u_n \end{pmatrix} = S^V_E(x + n\alpha) \begin{pmatrix} u_n \\ u_{n-1} \end{pmatrix}, \quad \forall \ n \in \mathbb{Z}.
\]
The spectral properties of \(H_{V,\alpha,x}\) and the dynamics of \((\alpha, S^V_E)\) are closely related by the well-known fact: \(E \in \Sigma_{V,\alpha}\) if and only if \((\alpha, S^V_E)\) is not uniformly hyperbolic.

Throughout the paper, we will denote \(L(E) = L(\alpha, S^V_E)\) and \(\rho(E) = \rho(\alpha, S^V_E)\) for short.

### 2.2 The integrated density of states.

It is well known that the spectrum of \(H_{V,\alpha,x}\) denoting by \(\Sigma_{\alpha,V}\), is a compact subset of \(\mathbb{R}\), independent of \(x\) if \((1, \alpha)\) is rationally independent. The integrated density of states (IDS) \(N_{\alpha,V} : \mathbb{R} \to [0, 1]\) of \(H_{V,\alpha,x}\) is defined as
\[
N_{\alpha,V}(E) := \int_{\mathbb{T}} \mu_{V,\alpha,x}(-\infty, E) dx,
\]
where \(\mu_{V,\alpha,x}\) is the spectral measure of \(H_{V,\alpha,x}\).

It is well known that \(\rho(E) \in [0, \frac{1}{2}]\) relates to the integrated density of states \(N = N_{\alpha,V}\) as follows:
\[
N(E) = 1 - 2\rho(E).
\]

### 2.3 Global theory of one-frequency Schrödinger operators.

Let us make a short review of Avila’s global theory of one frequency \(SL(2, \mathbb{R})\)-cocycles [Avi15]. Suppose that \(A \in C^\omega(\mathbb{T}, SL(2, \mathbb{R}))\) admits a holomorphic extension to \(\{\Im z < h\}\). Then for \(|\epsilon| < h\), we define \(A_\epsilon \in C^\omega(\mathbb{T}, SL(2, \mathbb{C}))\) by \(A_\epsilon(\cdot) = A(\cdot + i\epsilon)\). The cocycles which are not uniformly hyperbolic are classified into three classes: subcritical, critical, and supcritical. In particular, \((\alpha, A)\) is said to be subcritical if there exists \(h > 0\) such that \(L(\alpha, A_\epsilon) = 0\) for \(|\epsilon| < h\).

A cornerstone in Avila’s global theory is the “Almost Reducibility Conjecture” (ARC), which says that \((\alpha, A)\) is almost reducible if it is subcritical. Recall that the cocycle \((\alpha, A)\) is said to be almost reducible if there exist \(h_* > 0\), and a sequence \(B_n \in C^\omega_{h_*}(\mathbb{T}, PSL(2, R))\) such that \(B_n^{-1}(x + \alpha)A(x)B(x)\) converges to constant uniformly in \(\{\Im x < h_*\}\). The complete solution of ARC was recently given by Avila.

**Theorem 2.1** (Avila [Avia, Avib]). Let \(\alpha \in \mathbb{R} \setminus \mathbb{Q}\) and \(A \in C^\omega(\mathbb{T}, SL(2, \mathbb{R}))\), \((\alpha, A)\) is almost reducible if it is subcritical.
2.4 Aubry duality. Suppose that the quasi-periodic Schrödinger operator
\[(H_{\lambda^{-1}V,\alpha,x}u)_n = u_{n+1} + u_{n-1} + \lambda^{-1}V(x + n\alpha)x_n, \quad n \in \mathbb{Z}.\] (2.4)
has an analytic quasi-periodic Bloch wave \(u_n = e^{2\pi in\theta} \psi(x + n\alpha)\) for some \(\psi \in C^\omega(T^d, \mathbb{C})\) and \(\theta \in [0, 1)\). It is easy to see that the Fourier coefficients of \(\psi(x)\) is an eigenfunction of the following long range operator:
\[(L_{\lambda^{-1}V,\alpha,\theta}u)_m = \sum_{k \in \mathbb{Z}^d} V_k u_{m-k} + 2\lambda \cos 2\pi(\theta + \langle m, \alpha \rangle)u_m, \quad m \in \mathbb{Z}^d.\] (2.5)
\(L_{\lambda^{-1}V,\alpha,\theta}\) is called the dual operator of \(H_{\lambda^{-1}V,\alpha,x}\).

3 \(\mathcal{R}\)-measure

In this section, we introduce a measure via reducibility, we call it \(\mathcal{R}\)-measure. We also give the relation between \(\mathcal{R}\)-measure and the spectral measure.

Before introducing the \(\mathcal{R}\)-measure, let us first give a heuristic description on how reducibility of \((\alpha, S^V_E)\) can be used to study the pure point spectrum problem of dual model \(L_{V,\alpha,\theta}\). As we introduced in Sect. 2.4, reducibility of \((\alpha, S^V_E)\) can provide many Bloch waves of operator (1.2). By Aubry dual, it thus provides many eigenfunctions for the dual operator (1.1). The difficulty is to prove the completeness, i.e., those eigenfunctions form a complete basis of \(\ell^2(\mathbb{Z})\). Here we describe a way to prove such completeness. For a fixed \(\theta\), we define an infinite dimensional matrix \(U\) whose rows are the normalized eigenfunctions provided by reducibility. If we can prove that the \(\ell^2\)-norms of all columns of \(U\) are 1, then \(U\) defines a true unitary operator such that \(U^T L_{V,\alpha,\theta} U\) is a multiple operator, and thus (1.1) has pure point spectrum. \(\mathcal{R}\)-measure is introduced based on this idea.

Assume \(V \in C^0(T^d, \mathbb{R})\). We denote
\[\mathcal{R} = \{ E \in \Sigma_{\alpha,V} \mid (\alpha, S^V_E) \text{ is } C^0 - \text{reducible and } 2\rho(E) \neq \langle k, \alpha \rangle \mod \mathbb{Z}, \forall k \in \mathbb{Z}^d \}.\]

For any \(E \in \mathcal{R}\), by the definition of \(C^0\)-reducibility, there always exist \(\bar{B}_E \in C^0(T^d, SL(2, \mathbb{R}))\) and \(A_E \in SL(2, \mathbb{R})\) such that
\[\bar{B}_E^{-1}(x + \alpha)S^V_E(x)\bar{B}_E(x) = A_E,\] (3.1)
by (2.1), we have
\[\rho(\alpha, A_E) = \rho(E) - \langle \ell_E, \alpha \rangle,\] (3.2)
where \(\ell_E = \frac{\deg \bar{B}_E}{2}\). \(^6\)

Furthermore, for any \(E \in \mathcal{R}\), by the definition, we have \(2\rho(E) \neq \langle k, \alpha \rangle \mod \mathbb{Z}\) for any \(k \in \mathbb{Z}^d\). By (3.2), there exists \(U_E \in SL(2, \mathbb{C})\) such that
\[U_E^{-1} A_E U_E = \begin{pmatrix} e^{2\pi i \rho(\alpha, A_E)} & 0 \\ 0 & e^{-2\pi i \rho(\alpha, A_E)} \end{pmatrix}.\]
\(^6\) We always have \(\ell_E \in \mathbb{Z}^d\) since \(\bar{B}_E \in C^0(T^d, SL(2, \mathbb{R})).\)
with \( 2\rho(\alpha, A_E) \neq \langle k, \alpha \rangle \mod \mathbb{Z} \) for any \( k \in \mathbb{Z}^d \).

Let \( B_E(x) = \tilde{B}_E(x)U_E = \begin{pmatrix} b_{11}^E(x) & b_{12}^E(x) \\ b_{21}^E(x) & b_{22}^E(x) \end{pmatrix} \). We define a vector-valued function \( u_E : \mathcal{R} \to \ell^2(\mathbb{Z}) \) as the following,

\[
u_E(n) = \frac{\hat{b}_{11}^E(n + \ell_E)}{\|b_{11}^E\|_{L^2}}, \]

where \( \hat{b}_{11}^E(n + \ell_E) = \int_{\mathbb{T}^d} b_{11}^E(x)e^{2\pi i(n+\ell_E,x)}dx \).

\( u_E \) may not be unique since the conjugation \( B_E \) is not unique. However, we will show that \( u_E \) with \( u_E(0) \geq 0 \) is unique and doesn’t depend on the conjugation.

**Lemma 3.1.** \( u_E \) with \( u_E(0) \geq 0 \) is well defined for all \( E \in \mathcal{R} \).

**Proof.** Assume that there exist \( \tilde{B}_E, B_E \in C(\mathbb{T}^d, SL(2, \mathbb{C})) \) with same degree\(^7\) such that

\[
\tilde{B}_E^{-1}(x + \alpha)S^V_E(x)\tilde{B}_E(x) = \begin{pmatrix} e^{2\pi i\rho(\alpha, \tilde{A}_E)} & 0 \\ 0 & e^{-2\pi i\rho(\alpha, \tilde{A}_E)} \end{pmatrix}, \quad (3.3)
\]

\[
B_E^{-1}(x + \alpha)S^V_E(x)B_E(x) = \begin{pmatrix} e^{2\pi i\rho(\alpha, A_E)} & 0 \\ 0 & e^{-2\pi i\rho(\alpha, A_E)} \end{pmatrix}. \quad (3.4)
\]

It is obvious that \( \rho(\alpha, A_E) = \rho(\alpha, \tilde{A}_E) \) since \( \deg B_E = \deg \tilde{B}_E \).

(3.3) and (3.4) imply that

\[
B_E(x + \alpha) \begin{pmatrix} e^{2\pi i\rho(\alpha, A_E)} & 0 \\ 0 & e^{-2\pi i\rho(\alpha, A_E)} \end{pmatrix} B_E^{-1}(x)
= \tilde{B}_E(x + \alpha) \begin{pmatrix} e^{2\pi i\rho(\alpha, A_E)} & 0 \\ 0 & e^{-2\pi i\rho(\alpha, A_E)} \end{pmatrix} \tilde{B}_E^{-1}(x),
\]

thus

\[
T_E(x + \alpha) \begin{pmatrix} e^{2\pi i\rho(\alpha, A_E)} & 0 \\ 0 & e^{-2\pi i\rho(\alpha, A_E)} \end{pmatrix}
= \begin{pmatrix} e^{2\pi i\rho(\alpha, A_E)} & 0 \\ 0 & e^{-2\pi i\rho(\alpha, A_E)} \end{pmatrix} T_E(x), \quad (3.5)
\]

where \( T_E(x) = \tilde{B}_E^{-1}B_E(x) = \begin{pmatrix} t_{11}^E(x) & t_{12}^E(x) \\ t_{21}^E(x) & t_{22}^E(x) \end{pmatrix} \)

It follows that

\[
e^{2\pi i\rho(\alpha, A_E)}t_{11}^E(x + \alpha) = e^{2\pi i\rho(\alpha, A_E)}t_{11}^E(x), \quad (3.6)
\]

\(^7\) If \( \ell_E \neq \tilde{\ell}_E \), let \( D_E(x) = B_E(x)MR(\ell_E - \ell_E, x)M^{-1} = \begin{pmatrix} d_{11}^E(x) & d_{12}^E(x) \\ d_{21}^E(x) & d_{22}^E(x) \end{pmatrix} \). It is obvious that \( B_E \) and \( D_E \) define the same \( u_E \). So, one only need to prove the lemma for \( D_E \) and \( \tilde{B}_E \). Thus, without loss of generality, we can assume that \( \deg B_E = \deg \tilde{B}_E \).
\[ e^{2\pi i \rho(\alpha, A_E)} t^{21}_E (x + \alpha) = e^{-2\pi i \rho(\alpha, A_E)} t^{21}_E (x), \quad (3.7) \]
\[ e^{-2\pi i \rho(\alpha, A_E)} t^{12}_E (x + \alpha) = e^{2\pi i \rho(\alpha, A_E)} t^{12}_E (x), \quad (3.8) \]
\[ e^{-2\pi i \rho(\alpha, A_E)} t^{22}_E (x + \alpha) = e^{-2\pi i \rho(\alpha, A_E)} t^{22}_E (x). \quad (3.9) \]

By (3.6), we have
\[
\sum_{k \in \mathbb{Z}^d} \hat{t}^{11}_E (k) e^{2\pi i (k, \alpha)} e^{2\pi i (k, x)} = \sum_{k \in \mathbb{Z}^d} \hat{t}^{11}_E (k) e^{2\pi i (k, x)},
\] thus
\[
(e^{2\pi i (k, \alpha)} - 1) \hat{t}^{11}_E (k) = 0.
\]
Since \( \alpha \) is rational independent, we have \( \hat{t}^{11}_E (k) = 0 \) for \( k \neq 0 \), thus \( t^{11}_E (x) = \hat{t}^{11}_E (0) \).

By (3.7), we have
\[
\sum_{k \in \mathbb{Z}^d} e^{2\pi i \rho(\alpha, A_E)} t^{21}_E (k) e^{2\pi i (k, \alpha)} e^{2\pi i (k, x)} = \sum_{k \in \mathbb{Z}^d} e^{-2\pi i \rho(\alpha, A_E)} t^{21}_E (k) e^{2\pi i (k, x)},
\] thus
\[
e^{2\pi i (2\rho(\alpha, A_E) + (k, \alpha))} \hat{t}^{21}_E (k) = 0.
\]
Since \( 2\rho(\alpha, A_E) \neq (k, \alpha) \) mod \( \mathbb{Z} \) for any \( k \in \mathbb{Z}^d \). We have \( \hat{t}^{21}_E (k) = 0 \) for all \( k \in \mathbb{Z}^d \) which implies that \( t^{11}_E (x) = 0 \).

Similarly, by (3.8) and (3.9), we have \( t^{12}_E (x) = 0 \) and \( t^{22}_E (x) = \hat{t}^{22}_E (0) \). Thus
\[
T_E (x) = \begin{pmatrix} \hat{t}^{11}_E (0) & 0 \\ 0 & \hat{t}^{22}_E (0) \end{pmatrix},
\]
this implies that
\[
\tilde{B}_E^{-1} B_E (x) = \begin{pmatrix} \hat{t}^{11}_E (0) & 0 \\ 0 & \hat{t}^{22}_E (0) \end{pmatrix},
\]
thus \( b^{11}_E (x) = \hat{t}^{11}_E (0) \hat{t}^{11}_E (x) \), by the definition, we have \( u_E = \frac{\hat{t}^{11}_E (0)}{||\hat{t}^{11}_E (0)||} \hat{u}_E \). By the assumption, \( u_E (0) \geq 0 \) and \( \hat{u}_E (0) \geq 0 \), thus \( \frac{\hat{t}^{11}_E (0)}{||\hat{t}^{11}_E (0)||} = 1 \).

We next define \( E : \mathbb{T} \rightarrow \Sigma \) as the following:
\[
E(\theta) = \begin{cases} \rho^{-1}(\theta) & \theta \in [0, \frac{1}{2}], \\ \rho^{-1}(1 - \theta) & \theta \in (\frac{1}{2}, 1]. \end{cases}
\]
Since \( \rho \) is increasing in the spectrum, \( E(\theta) \) takes one value except the case \( 2\theta = (k, \alpha) \) mod \( \mathbb{Z} \) and the gap is open, and in this case \( E(\theta) \) takes two values \( \{ E_- (\theta), E_+ (\theta) \} \).
For fixed $\theta$, we also denote by
\[ \mathcal{N}_\theta = \{m|E_m(\theta) := E(T^m\theta) \in \mathcal{R}\}, \]
\[ \mathcal{E}_\theta = \{E_m(\theta)\}_{m \in \mathcal{N}_\theta}. \]

By Lemma 3.1, for any $E \in \mathcal{E}_\theta$, $u_E$ with $u_E(0) \geq 0$ is well defined. Thus, For any fixed $(\theta, n) \in \mathbb{T} \times \mathbb{Z}^d$, we can define the following measure,

**Definition 3.1.** (R-measure) $\nu_{\theta, \delta_n} : \mathcal{B} \to \mathbb{R}$ is defined as:
\[ \nu_{\theta, \delta_n}(B) = \sum_{m \in N^B_\theta} |u_{E_m(\theta)}(n + m)|^2. \]

for all $B$ in the Borel $\sigma$-algebra $\mathcal{B}$ of $\mathbb{R}$, where $N^B_\theta = \{m|E_m(\theta) \in \mathcal{E}_\theta \cap B\}$. It is easy to see that $\nu_{\theta, \delta_n}$ is a measure, we call it $\mathcal{R}$-measure.

The following lemma motivated by [JK16] gives the relationship between $\nu_{\theta, \delta_n}$ and $\mu_{\theta, \delta_n}$ (the pure point part of the spectral measures $\mu_{\theta, \delta_n}$).

**Lemma 3.2.** For any $n \in \mathbb{Z}^d$ and $B \in \mathcal{B}$, we have

1. $\nu_{\theta, \delta_n}(B) \leq \mu_{\theta, \delta_n}^{\text{pp}}(\mathcal{R} \cap B)$ for every $\theta$,
2. $\nu_{\theta, \delta_n}(B) = \mu_{\theta, \delta_n}^{\text{pp}}(\mathcal{R} \cap B) = \mu_{\theta, \delta_n}(\mathcal{R} \cap B) = |\mathcal{N}(\mathcal{R} \cap B)|$ for a.e. $\theta$,

where $|\cdot|$ is the Lebesgue measure and $\mu_{\theta, \delta_n}$ is the spectral measure of $L_{V, \alpha, \theta}$ defined by
\[ \langle \delta_n, \chi_B(L_{V, \alpha, \theta}) \delta_n \rangle = \int_{\mathbb{R}} \chi_B d\mu_{\theta, \delta_n}. \]

**Proof.** We first prove (1). For any $\theta \in \mathbb{T}$ and $E \in \mathcal{E}_\theta$, by the definition of $\mathcal{E}_\theta$, $(\alpha, S_E^V)$ is $C^0$-reducible, i.e., there exists $B_E \in C^0(\mathbb{T}^d, SL(2, \mathbb{C}))$ such that
\[ B_E^{-1}(x + \alpha)S_E^V(x)B_E(x) = \begin{pmatrix} e^{2\pi i \rho(\alpha, A_E)} & 0 \\ 0 & e^{-2\pi i \rho(\alpha, A_E)} \end{pmatrix}. \tag{3.10} \]

It follows that
\[ b_E^{11}(x) = e^{2\pi i \rho(\alpha, A_E)}b_E^{21}(x + \alpha), \tag{3.11} \]
\[ (E - V(x))b_E^{11}(x) - b_E^{21}(x) = b_E^{11}(x + \alpha)e^{2\pi i \rho(\alpha, A_E)}. \tag{3.12} \]

(3.2), (3.11) and (3.12) imply that
\[ (E - V(x))b_E^{11}(x) = b_E^{11}(x - \alpha)e^{-2\pi i (\ell_E, \alpha)} + b_E^{11}(x + \alpha)e^{2\pi i (\rho(E) - (\ell_E, \alpha))}. \]

We denote by $z_E^{11}(x) = e^{-2\pi i (\ell_E, x)}b_E^{11}(x)$, then one has
\[ (E - V(x))z_E^{11}(x) = z_E^{11}(x - \alpha)e^{-2\pi i \rho(E)} + z_E^{11}(x + \alpha)e^{2\pi i \rho(E)}. \tag{3.13} \]
By the definition,
\[
u_E(n) = \frac{\hat{b}_{11}^E(n + \ell_E)}{\|b_{11}^E\|_{L^2}} = \frac{\hat{z}_{11}^E(n)}{\|z_{11}^E\|_{L^2}},
\]

Taking the Fourier expansion of (3.13), we have
\[
\sum_{k \in \mathbb{Z}^d} u_E(n - k) \hat{V}_k + 2\lambda \cos 2\pi (\rho(E) + \langle n, \alpha \rangle) u_E(n) = E u_E,
\]
i.e. \( \{u_E(n), n \in \mathbb{Z}^d\} \) is an normalized eigenfunction of the long-range operator \( L_{V,\alpha,\rho(E)} \).

For any \( \theta \in \mathbb{T} \) and \( m \in \mathbb{Z}^d \), if \( m \notin \mathcal{N}_\theta \), let \( P_m(\theta) = 0 \). If \( m \in \mathcal{N}_\theta \), let \( P_m(\theta) \) be the spectral projection of \( L_{V,\alpha,\theta} \) onto the eigenspace corresponding to \( E_m(\theta) \). By the definition of \( E_m(\theta) \) and the above argument, \( u_{E_m(\theta)}(n) \) is an normalized eigenfunction of the long-range operator \( L_{V,\alpha,T\theta} \), thus \( T^{-m} u_{E_m(\theta)}(n) \) is an normalized eigenfunction of the long-range operator \( L_{V,\alpha,\theta} \). By the spectral theorem, we have
\[
\mu_{\theta,\delta_n}(\mathcal{R} \cap B) \geq \sum_{m \in \mathcal{N}_\theta^B} \langle P_m(\theta) \delta_n, \delta_n \rangle
\]
\[
\geq \sum_{m \in \mathcal{N}_\theta^B} |T^{-m} u_{E_m(\theta)}(n)|^2
\]
\[
= \sum_{m \in \mathcal{N}_\theta^B} |u_{E_m(\theta)}(n + m)|^2
\]
\[
= \nu_{\theta,\delta_n}(B).
\]

Now, we prove (2). We first define a projection operator for any \( \theta \in \mathbb{T} \) with \( 2\theta \neq \langle k, \alpha \rangle \mod \mathbb{Z} \) for any \( k \in \mathbb{Z}^d \),
\[
P(\theta) = \sum_{m \in \mathcal{N}_\theta^B} P_m(\theta).
\]

Note that \( 2\theta \neq \langle k, \alpha \rangle \) for any \( k \in \mathbb{Z}^d \), thus all these \( E \)'s in \( \mathcal{E}_\theta \) are different and all \( P_m(\theta) \) are mutually orthogonal. It follows that \( P(\theta) \) is a projection. Moreover, we have
\[
\int_\mathbb{T} \langle P(\theta) \delta_n, \delta_n \rangle d\theta = \int_\mathbb{T} \sum_{m \in \mathcal{N}_\theta^B} \langle P_m(\theta) \delta_n, \delta_n \rangle d\theta.
\]

By Fubini theorem, we have
\[
\int_\mathbb{T} \sum_{m \in \mathcal{N}_\theta^B} \langle P_m(\theta) \delta_n, \delta_n \rangle d\theta = \sum_{m \in \mathbb{Z}^d} \int_{T^{-m}(\mathbb{R} \cap B)} \langle P_m(\theta) \delta_n, \delta_n \rangle d\theta.
\]

---

\( T^{-m} \) is a translation defined by \( T^{-m} u(n) := u(n + m) \).
it follows that
\[
\sum_{m \in \mathbb{Z}^d} \int_{T^{-m}(\pm \rho(R \cap B))} \langle P_m(\theta) \delta_n, \delta_n \rangle d\theta = \sum_{m \in \mathbb{Z}^d} \int_{\pm \rho(R \cap B)} \langle P_m(T^{-m}\theta) \delta_n, \delta_n \rangle d\theta.
\]
Since \( T_m L_{V,\alpha,T^{-m}\theta} = L_{V,\alpha,\theta} \), we have
\[
L_{V,\alpha,T^{-m}\theta} u_{E(\theta)} = T_m L_{V,\alpha,\theta} u_{E(\theta)} = E(\theta) T_m u_{E(\theta)} = E_m(T^{-m}\theta) T_m u_{E(\theta)}.
\]
It follows that \( T_m u_{E(\theta)} \) belongs to the range of \( P_m(T^{-m}\theta) \), and for each \( \delta_n \in \ell^2(\mathbb{Z}^d) \), we have
\[
\langle P_m(T^{-m}\theta) \delta_n, \delta_n \rangle \geq | \langle T_m u_{E(\theta)}, \delta_n \rangle |^2.
\]
This implies that
\[
\sum_{m \in \mathbb{Z}^d} \int_{\pm \rho(R \cap B)} \langle P_m(T^{-m}\theta) \delta_n, \delta_n \rangle d\theta \geq \sum_{m \in \mathbb{Z}^d} \int_{\pm \rho(R \cap B)} | \langle T_m u_{E(\theta)}, \delta_n \rangle |^2 d\theta
\]
\[
= \int_{\pm \rho(R \cap B)} \sum_{m \in \mathbb{Z}^d} | \langle T_m u_{E(\theta)}, \delta_n \rangle |^2 d\theta.
\]
Since \( u_{E(\theta)} \) is a normalized eigenfunction, i.e., \( \sum_{m \in \mathbb{Z}^d} | \langle T_m u_{E(\theta)}, \delta_n \rangle |^2 = 1 \). Hence we have
\[
\int_T \langle P(\theta) \delta_n, \delta_n \rangle d\theta \geq \int_{\pm \rho(R \cap B)} \sum_{m \in \mathbb{Z}^d} | \langle T_m u_{E(\theta)}, \delta_n \rangle |^2 d\theta
\]
\[
= 2 | \rho(R \cap B) | = | N(R \cap B) |.
\]
Together with (1), we have
\[
| N(R \cap B) | \leq \int_T \nu_{\theta,\delta_n}(B) d\theta
\]
\[
\leq \int_T \langle P(\theta) \delta_n, \delta_n \rangle d\theta
\]
\[
\leq \int_T \mu_{\theta,\delta_n}(R \cap B) d\theta
\]
\[
\leq \int_T \mu_{\theta,\delta_n}(R \cap B) d\theta \leq | N(R \cap B) |. \tag{3.15}
\]
Thus \( \nu_{\theta,\delta_n}(B) = \langle P(\theta) \delta_n, \delta_n \rangle = \mu_{\theta,\delta_n}(R \cap B) = \mu_{\theta,\delta_n}(R \cap B) \) for a.e. \( \theta \).
Since \( \mu_{\theta,\delta_n}(R \cap B) = \mu_{T\theta,\delta_n}(R \cap B) \), by ergodicity, \( \mu_{\theta,\delta_n}(R \cap B) \) is a constant for a.e. \( \theta \in T \). By (3.15), one has
\[
\nu_{\theta,\delta_n}(B) = \mu_{\theta,\delta_n}(R \cap B) = \mu_{\theta,\delta_n}(R \cap B) = | N(R \cap B) | \]
for a.e. \( \theta \). This finishes the proof.
In the following, we denote by $L_{V,\alpha,\theta}(\mathcal{R})$ the restriction of $L_{V,\alpha,\theta}$ into the subspace $\text{Ran}_{\mathcal{R}}(L_{V,\alpha,\theta}) \subset \ell^2(\mathbb{Z}^d)$. Lemma 3.2 quickly implies the following corollary.

**Corollary 3.1.** $L_{V,\alpha,\theta}(\mathcal{R})$ has pure point spectrum for a.e. $\theta \in \mathbb{T}$. Moreover, if $|\mathcal{N}(\mathcal{R})| = 1$, then $L_{V,\alpha,\theta}$ has pure point spectrum for a.e. $\theta \in \mathbb{T}$.

Note that Corollary 3.1 gives a measure version of pure point spectrum. In the following, we give a criterion for arithmetic version of pure point spectrum. Similar to the criterion of Anderson localization given in [AYZ17] and the criterion of exponential dynamical localization in expectation given in [GYZ], our criterion for arithmetic version of pure point spectrum is based on good control of $\mathcal{R}$-measure, thus based on good control of eigenfunctions.

We denote

$$T_N \mathcal{E}_\theta = \{ E_m(\theta) \}_{m \in \mathcal{N} \cap |m| \leq N},$$

$$\mathcal{R}_N \mathcal{E}_\theta = \{ E_m(\theta) \}_{m \in \mathcal{N} \cap |m| > N}.$$  

(3.16) 

(3.17)

The following proposition gives sufficient conditions for $\mathcal{R}$-measure being a constant on a given set.

**Proposition 3.1.** For any set $\mathcal{A} \subset \mathbb{T}$ and any $B \in \mathcal{B}$,

$$\nu_{\theta,\delta_n}(B) = |\mathcal{N}(\mathcal{R} \cap B)|$$

holds for any $\theta \in \mathcal{A}$ if the following three conditions hold:

1. **(Uniformity Condition)** For any $\epsilon > 0$, there exists $N(\epsilon, \mathcal{A}, B)$ such that

$$\nu_{\theta,\delta_n}(\mathcal{R}_N \mathcal{E}_\theta \cap B) \leq \epsilon$$

holds for $N > N(\epsilon, \mathcal{A}, B)$ and any $\theta \in \mathcal{A}$.

2. **(Continuity Condition)** For any $N > 0$ and any $\epsilon > 0$, there exists $\delta = \delta(\epsilon, N, \mathcal{A}, B)$ such that

$$|\nu_{\theta,\delta_n}(T_N \mathcal{E}_\theta \cap B) - \nu_{\theta',\delta_n}(T_N \mathcal{E}_{\theta'} \cap B)| \leq \epsilon$$

holds for any $\theta, \theta' \in \mathcal{A}$ with $|\theta - \theta'| \leq \delta$.

3. **(Density Condition)** There exists a dense subset $\mathcal{G} \subset \mathcal{A}$ such that

$$\nu_{\theta,\delta_n}(B) = |\mathcal{N}(\mathcal{R} \cap B)|$$

holds for any $\theta \in \mathcal{G}$.

**Proof.** We first prove that $\nu_{\theta,\delta_n}(B)$ is continuous on $\mathcal{A}$. For any $\epsilon > 0$, by (1), there exists $N(\epsilon, \mathcal{A}, B)$ such that

$$\nu_{\theta,\delta_n}(\mathcal{R}_N \mathcal{E}_\theta \cap B) \leq \frac{\epsilon}{4}$$

(3.18)

holds for $N > N(\epsilon, \mathcal{A}, B)$ and any $\theta \in \mathcal{A}$. 

Now we fix $N$ and $B$, by (2) there exists $\delta(\epsilon, N, A, B)$ such that
\[
|\nu_{\theta, \delta_n}(T_NE_{\theta} \cap B) - \nu_{\theta', \delta_n}(T_NE_{\theta'} \cap B)| \leq \frac{\epsilon}{2}
\] (3.19)
holds for any $\theta, \theta' \in A$ with $|\theta - \theta'| \leq \delta$.

(3.18) and (4.1) imply that for any $\epsilon > 0$, there exists $\delta_0(\epsilon, A, B)$ such that if $|\theta - \theta'| \leq \delta_0$, we have
\[
|\nu_{\theta, \delta_n}(B) - \nu_{\theta', \delta_n}(B)|
\leq |\nu_{\theta, \delta_n}(T_NE_{\theta} \cap B) - \nu_{\theta', \delta_n}(T_NE_{\theta'} \cap B)|
+ |\nu_{\theta, \delta_n}(R_NE_{\theta} \cap B) + \nu_{\theta', \delta_n}(R_NE_{\theta'} \cap B)|
\leq \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.
\]

This proves the continuity of $\nu_{\theta, \delta_n}(B)$. Together with (3), we have $\nu_{\theta, \delta_n}(B) = |N(R \cap B)|$ for all $\theta \in A$. Thus we finish the proof.

We remark that if $A$ has a nice topological structure, then condition (3) in Proposition 3.1 is not necessary. Recall that a closed set $S \subset \mathbb{R}$ is called homogeneous if there exist $\mu > 0$ and $0 < \sigma < \text{diam}S$ such that for any $0 < \epsilon < \sigma$ and any $E \in S$, we have
\[
|S \cap (E - \epsilon, E + \epsilon)| > \mu \epsilon.
\]
We immediately have the following corollary.

**Corollary 3.2.** For any homogeneous set $A$ and any $B \in B$,
\[
\nu_{\theta, \delta_n}(B) = |N(R \cap B)|
\]
holds for all $\theta \in A$ if the following two conditions hold:

1. **(Uniformity Condition)** For any $\epsilon > 0$, there exists $N(\epsilon, A, B)$ such that
\[
|\nu_{\theta, \delta_n}(R_NE_{\theta} \cap B)| \leq \epsilon
\]
holds for $N > N(\epsilon, A, B)$ and any $\theta \in A$.

2. **(Continuity Condition)** For any $N > 0$ and any $\epsilon > 0$, there exists $\delta(\epsilon, N, A, B)$ such that
\[
|\nu_{\theta, \delta_n}(T_NE_{\theta} \cap B) - \nu_{\theta', \delta_n}(T_NE_{\theta'} \cap B)| \leq \epsilon
\]
holds for any $\theta, \theta' \in A$ with $|\theta - \theta'| \leq \delta$.

**Proof.** We only need to prove that (3) in Proposition 3.1 holds. By conclusion (2) in Lemma 3.2, there exists a full measure $\mathcal{F}$ such that $\nu_{\theta, \delta_n}(B) = \mathcal{N}(R \cap B)$ for $\theta \in \mathcal{F}$. We denote by $\mathcal{G} = \mathcal{F} \cap A$. For any $\theta \in A$, by the definition of homogeneity, there exist $\mu > 0$ and $0 < \sigma < \text{diam}A$ such that for any $0 < \epsilon < \sigma$, we have
\[
|A \cap (\theta - \epsilon, \theta + \epsilon)| > \mu \epsilon.
\]
This means $|(\theta - \epsilon, \theta + \epsilon) \cap \mathcal{G}| > 0$, i.e. there exists $\theta' \in \mathcal{G}$ such that $|\theta - \theta'| \leq \epsilon$. Thus $\mathcal{G}$ is a dense subset of $A$ and $\nu_{\theta, \delta_n}(B) = \mathcal{N}(R \cap B)$ for $\theta \in \mathcal{G}$. By Proposition 3.1,
\[
\nu_{\theta, \delta_n}(B) = |\mathcal{N}(R \cap B)|, \quad \forall \theta \in A.
\]
4 Arithmetic Version of Anderson Localization

In this section, we prove Theorem 1.1 by Corollary 3.2. Denote by $A_\gamma = DC_\alpha(\gamma, 100\tau + d)$, we only need to prove the following theorem.

**Theorem 4.1.** Assume that $\alpha \in DC_d(\kappa, \tau)$, $V \in C^\omega(T^d)$ and $AR = \Sigma_{\alpha, V}$. Then for any $0 < \gamma < \min\{1, \frac{\kappa}{100}\}$ and any $n \in \mathbb{Z}^d$, we have $\nu_{\theta, \delta_n}(E_{\theta}) = 1$ for $\theta \in A_\gamma$. Moreover, all eigenfunctions decay exponentially.

Theorem 1.1 is a consequence of Theorem 4.1. In fact, by the assumptions in Theorem 1.1, there exist $\kappa > 0$ and $\tau > d - 1$ such that $\alpha \in DC(\kappa, \tau)$. Moreover, since $V \in C^\omega(T^d, \mathbb{R})$ and $AR = \Sigma_{\alpha, V}$, by Theorem 4.1, for any $0 < \gamma < \min\{1, \frac{\kappa}{100}\}$ and any $n \in \mathbb{Z}^d$, we have $\nu_{\theta, \delta_n}(E_{\theta}) = 1$. It follows that $\mu_{\theta, \delta_n}^{pp}(\mathbb{R}) = 1$ for $\theta \in A_\gamma$ from (1) in Lemma 3.2. On the other hand, $\Theta \subset \cup_{0 < \gamma < \kappa/100} A_\gamma$, hence, $\mu_{\theta, \delta_n}^{pp}(\mathbb{R}) = 1$ for $\theta \in \Theta$. This implies that $L_{V, \alpha, \theta}$ has pure point spectrum for $\theta \in \Theta$. Together with the fact that all eigenfunctions decay exponentially, $L_{V, \alpha, \theta}$ has Anderson localization for $\theta \in \Theta$.

Now we prove Theorem 4.1. It is easy to see Theorem 4.1 follows from the following four conditions.

1. $A_\gamma$ is homogeneous for $0 < \gamma < \min\{1, \frac{\kappa}{100}\}$.
2. $\cup_{\gamma > 0} A_\gamma \subset \pm \rho(\mathbb{R})$ and $u_{E(\theta)}$ decay exponentially for $\theta \in \cup_{\gamma > 0} A_\gamma$.
3. For any $\epsilon > 0$, there exists $N(\epsilon, A_\gamma)$ such that
   \[
   \nu_{\theta, \delta_n}(R_{N}E_{\theta}) \leq \epsilon
   \]
   holds for $N > N(\epsilon, A_\gamma)$ and any $\theta \in A_\gamma$.
4. For any $N > 0$ and any $\epsilon > 0$, there exists $\delta(\epsilon, N, A_\gamma)$ such that
   \[
   |\nu_{\theta, \delta_n}(T_{N}E_{\theta}) - \nu_{\theta', \delta_n}(T_{N}E_{\theta'})| \leq \epsilon
   \]
   holds for any $\theta, \theta' \in A_\gamma$ with $|\theta - \theta'| \leq \delta$.

In fact, by (1), (3), (4) and Corollary 3.2, we have $\nu_{\theta, \delta_n}(E_{\theta}) = |N(\mathbb{R})|$ for $\theta \in A_\gamma$ with $\gamma < \min\{1, \frac{\kappa}{100}\}$, by (2) and (2.3), we have $|N(\mathbb{R})| = 1$ and all eigenfunctions $u_{E(\theta)}$ decay exponentially for $\theta \in A_\gamma$.

Now we arrive at the final stage, i.e., the verification of conditions (1)–(4).

### 4.1 Verification of condition (1)

We only need to prove the following Lemma.

**Lemma 4.1.** Assume that $\alpha \in DC_d(\kappa, \tau)$ and $\gamma < \min\{1, \frac{\kappa}{100}\}$. Then $A_\gamma$ is homogeneous.

**Proof.** Let $\tau' = 100\tau + d$ and
\[
DC_{i, \alpha}(\gamma, \tau') := \{\theta \in \left[\frac{i}{4}, \frac{i + 1}{4}\right] : \|2\theta - \langle k, \alpha\rangle\|_{\mathbb{R}/\mathbb{Z}} \geq \frac{\gamma}{(|k| + 1)^{\tau'}}, \forall k \in \mathbb{Z}\},
\]
then
\[ DC_\alpha(\gamma, \tau') = \bigcup_{i=0}^{3} DC_{1, \alpha}(\gamma, \tau'). \]

We only need to prove the above result for \( DC_{0, \alpha}(\gamma, \tau') \) since it is obvious that the union of two homogeneous sets is homogeneous.

Let \( \Theta_k = \{ \theta \in [0, \frac{1}{4}) : \|2\theta - \langle k, \alpha \rangle\|_{\mathbb{R}/\mathbb{Z}} < \frac{\gamma}{\|k| + 1\tau}\} \), then \( \Theta_k \) contains at most one interval. For any \( \theta \in DC_{0, \alpha}(\gamma, \tau') \) and \( \sigma < \min\{2^{-100\tau}, \frac{\kappa^2}{16} \cdot 2^{-100\tau}, \frac{\kappa}{4}\} \). Set
\[ A(\theta, \sigma) = \{ k : \Theta_k \cap (\theta - \sigma, \theta + \sigma) \neq \emptyset \}. \]

Choose \( k_0 = k_0(\theta, \sigma) \) such that \( |k_0| = \min_{k \in A(\theta, \sigma)} |k| \). Note that for any \( k \in A(\theta, \sigma) \), there exist \( \theta_{k_0} \in \Theta_{k_0}, \theta_k \in \Theta_k \) such that
\[ \|2\theta_{k_0} - 2\theta_k\|_{\mathbb{R}/\mathbb{Z}} \leq 4\sigma, \tag{4.1} \]
using the fact \( \gamma < \frac{\kappa}{100} \), \( \tau' > \tau \) and \( \alpha \in DC_d(\kappa, \tau) \), we have
\[ \|2\theta_{k_0} - 2\theta_k\|_{\mathbb{R}/\mathbb{Z}} \geq \|\langle k_0 + k, \alpha \rangle\|_{\mathbb{R}/\mathbb{Z}} - \|2\theta_{k_0} - \langle k_0, \alpha \rangle\|_{\mathbb{R}/\mathbb{Z}} - \|2\theta_k - \langle k, \alpha \rangle\|_{\mathbb{R}/\mathbb{Z}} \]
\[ \geq \frac{\kappa}{\|k_0 + k\|\tau' - \|k_0\| + 1} \tau' - \frac{\gamma}{\|k_0 + 1\|\tau'} \]
\[ \geq \frac{\kappa}{4\|k_0\| + 1}\tau'. \tag{4.2} \]

(4.1) and (4.2) imply that \( 4\sigma \geq \frac{\kappa}{\|k_0\| + 1}\tau' \), thus \( |k_0| \geq \frac{\left(\frac{\kappa}{100}\right)^\frac{\gamma}{\tau'} - 1}{8} \).

Since \( \sigma < \min\{2^{-100\tau}, \frac{\kappa^2}{16} \cdot 2^{-100\tau}\} \), we have
\[ |k_0| > \sigma^{-\frac{1}{2\kappa}}. \]

Thus
\[ \sum_{k \in A(\theta_0, \sigma) \setminus k_0} |\Theta_k \cap (\theta_0 - \sigma, \theta_0 + \sigma)| \leq \sum_{k \in A(\theta_0, \sigma) \setminus k_0} |\Theta_k| \]
\[ \leq \sum_{j > \sigma^{-\frac{1}{2\kappa}}} j^d \frac{\gamma}{(4j + 1)^{-\tau'}} \]
\[ \leq \sigma. \]

The last inequality is due to the facts \( \tau' > d + 100\tau \) and \( \gamma < 1 \).

Since \( \theta_0 \in DC_{0, \alpha}(\gamma, \tau') \), thus \( \theta_0 \notin \Theta_{k_0} \) and
\[ |\Theta_{k_0} \cap (\theta_0 - \sigma, \theta_0 + \sigma)| \leq \sigma, \]

\(^9\) Note that \( k_0 \) maybe not unique.
which means
\[ DC_{0,\alpha}(\gamma, \tau') \cap (\theta_0 - \sigma, \theta_0 + \sigma) \geq \frac{1}{2} \sigma. \]

### 4.2 Verification of condition (2)

We first prove the following global reducibility theorem.

**Theorem 4.2.** Assume that \( \alpha \in DC_d(\kappa, \tau), V \in C^\omega(\mathbb{T}^d, \mathbb{R}), \gamma > 0 \) and \( \Sigma_{\alpha, V} = AR \). Then if \( \rho(E) \in \mathcal{A}_\gamma \), there exist \( \tilde{B}_E \in C^\omega_{h_1}(\mathbb{T}^d, PSL(2, \mathbb{R})) \) and \( A_E \in SL(2, \mathbb{R}) \) such that

\[ \tilde{B}_E(x + \alpha)^{-1}S_E^V(x)\tilde{B}_E(x) = A_E, \]

with estimate

\[ \| \tilde{B}_E \|_{h_*} \leq C(\alpha, V, d, \gamma), \]

where \( h_* \) is a positive constant depending on \( \alpha \) and \( V \).

We need the following lemma,

**Lemma 4.2.** ([GYZ]) Let \( \alpha \in DC_d, V \in C^\omega(\mathbb{T}^d, \mathbb{R}) \) and \( \Sigma_{\alpha, V} = AR \). There exists \( h_1 = h_1(\alpha, V) > 0 \) such that for any \( \eta > 0 \), \( E \in \Sigma_{\alpha, V} \), there exists \( \Phi_E \in C^\omega(\mathbb{T}^d, PSL(2, \mathbb{R})) \) with \( |\Phi_E|_{h_1} < \Gamma(V, \alpha, \eta) \) such that

\[ \Phi_E(x + \alpha)^{-1}S_E^V(x)\Phi_E(x) = R_{\phi(E)}e^{f_E(x)}, \]

with \( \| f_E \|_{h_1} < \eta \).

**Proof.** The proof is exactly the same as that of Lemma 5.1 in [GYZ].

**Proof of Theorem 4.2.** Since \( h_1(\alpha, V) \) in Lemma 4.2 is fixed, and independent of \( \eta \), thus one can always take \( \eta \) small enough such that

\[ \eta \leq \epsilon_*(\kappa, \tau, \tau', h_1, h_1/2, d), \]

where \( \epsilon_*(A_0, \kappa, \tau, \tau', h_1, h_1/2, d) \) is the constant defined in Proposition 5.1. Note that by Remark 5.1, the constant \( \epsilon_* \) given by Proposition 5.1 can be taken uniformly with respect to \( R_\phi \in SO(2, \mathbb{R}) \). By Lemma 4.2, there exists \( \Phi_E \in C^\omega_{h_1}(\mathbb{T}^d, PSL(2, \mathbb{R})) \) such that

\[ \Phi_E^{-1}(x + \alpha)S_E^V(x)\Phi_E(x) = R_{\phi(E)}e^{f_E(x)}. \]

By footnote 5 of [Avia], \( |\deg \Phi_E| \leq C|\ln \Gamma| := \Gamma_1 \) for some constant \( C = C(V, \alpha) > 0 \). Since \( \rho(E) \in \mathcal{A}_\gamma = DC_\alpha(\gamma, \tau') \), one has

\[ \rho(\alpha, \Phi_E^{-1}(\cdot + \alpha)S_E^V(\cdot)\Phi_E(\cdot)) \in DC_\alpha(\gamma(1 + \Gamma_1)^{-\tau'}, \tau'). \]

By our selection, \( \| f_E \|_{h_1} \leq \eta \leq \epsilon_*(\kappa, \tau, \tau', h_1, h_1/2, d) \). Then we can apply Proposition 5.1, and obtain \( B \in C^\omega_{h_2}(\mathbb{T}^d, PSL(2, \mathbb{R})) \) and \( A_E \in SL(2, \mathbb{R}) \), such that

\[ B(x + \alpha)^{-1}R_{\phi(E)}e^{f_E(x)}B(x) = A_E, \]
with estimate
\[ \| B_E \|_{h_1/2} \leq C(\alpha, V, d, \gamma, \tau', h_1) \leq C(\alpha, V, d, \gamma). \]

Let \( \bar{B}_E = \Phi E B \) and \( h_* = \frac{h_1}{2} \), then
\[ \bar{B}_E^{-1}(x + \alpha) S_E^V(x) \bar{B}_E(x) = A_E, \]
with estimate
\[ \| \bar{B}_E \|_{h_*} \leq C(\alpha, V, d, \gamma). \quad (4.6) \]

We are now ready to verify condition (2). By Theorem 4.2, \( \cup \gamma > 0 A_\gamma \subset \pm \rho(\mathcal{R}) \), thus \( u_{E(\theta)} \) with \( u_{E(\theta)}(0) \geq 0 \) is well-defined for \( \theta \in \cup \gamma > 0 A_\gamma \). By (4.6), \( u_{E(\theta)}(n) \) decay exponentially since \( u_{E(\theta)}(n) \) is the Fourier coefficients of \( \bar{B}_E(\theta) U_E(\theta) \) for \( \theta \in \cup \gamma > 0 A_\gamma \).

### 4.3 Verification of condition (3)

For any \( \tilde{\gamma} > 0 \), \( \ell \in \mathbb{Z}^d \), \( C > 0 \), \( 0 < C|\ell| < 1 \), a normalized eigenfunction\(^{10} \) \( u(n) \) is said to be \((\tilde{\gamma}, \ell, C, C|\ell|)\)-good, if
\[ |u(n)| \leq C(e^{-\tilde{\gamma}|n|} + C|\ell|e^{-\tilde{\gamma}|n+\ell|}) \]
for any \( n \in \mathbb{Z}^d \).

Since \( \alpha, d, n, V \) are fixed, condition (3) follows from the following theorem.

**Theorem 4.3.** Assume \( \alpha \in DC_d(\kappa, \tau) \), \( V \in C^\omega(\mathbb{T}^d, \mathbb{R}) \) and \( \Sigma_{\alpha,V} = AR \), then for any \( \theta \in A_\gamma \) and any \( \epsilon > 0 \), there exists \( N_0(\alpha, V, d, \gamma, n, \epsilon) \) such that for any \( N > N_0 \),
\[ \nu_{\theta,\delta_n}(\mathcal{R} N E_{\theta}) \leq \epsilon. \quad (4.7) \]

The proof of Theorem 4.3 is based on the following proposition proved by Ge–You–Zhou in [GYZ].

**Proposition 4.1.** ([GYZ]) Let \( \alpha \in DC_d(\kappa, \tau) \), \( V \in C^\omega(\mathbb{T}^d, \mathbb{R}) \) and \( \Sigma_{\alpha,V} = AR \). Then for any \( \epsilon > 0 \), there exist \( h_1 = h_1(V, \alpha) \), \( C_1 = C_1(V, \alpha, \epsilon) \) with the following properties: if \( \rho(E(\theta)) = \theta \in A_\gamma \), then associated with the eigenvalue \( E(\theta) \), the long range operator \( L_{V,\alpha,\theta} \) has a
\[ \left( 2\pi \left( h_1 - \frac{\epsilon}{96} \right), \ell, C_1 |\ln \gamma|^{4\tau'} \gamma^{-\frac{10}{3h_1}}, \min \left\{ 1, \frac{C_1|\ell|^\tau e^{-2|\ell|(h_1 - \frac{\epsilon}{96})/\gamma}}{\gamma} \right\} \right) \]
-good eigenfunction for some \( |\ell| \leq C_1 |\ln \gamma|^4 \).

\(^{10}\) We say \( u(n) \) is normalized if \( \sum_n |u(n)|^2 = 1 \).
Proof of Theorem 4.3. Since \( \theta \in A_\gamma = DC_\alpha(\gamma, \tau') \), then we have
\[
\|2\theta - \langle m, \alpha \rangle - \langle k, \alpha \rangle\|_{\mathbb{R}/\mathbb{Z}} \geq \frac{\gamma}{(|m + k| + 1)^{\tau'}} \geq \frac{(1 + |k|)^{-\tau'}}{(|m| + 1)^{\tau'}},
\]
this implies that
\[
T^k \theta \in DC_\alpha(\gamma(|k| + 1)^{-\tau'}, \tau').
\] (4.8)

By Proposition 4.1, for any \( \varepsilon > 0 \), the long-range operator \( L_{V,\alpha,T^k\theta} \) has a \( (2\pi(h_1 - \frac{\varepsilon}{96}) \), \( \ell, C_1 |\ln \gamma'|^{4\tau' \gamma' - \frac{\pi}{10} h_1} \), \( \min \left( 1, \frac{C_1 |\ell| \tau' e^{-2\pi |\ell| (h_1 - \frac{\varepsilon}{96})}}{\gamma'} \right) \) -good eigenfunction for some \( |\ell| \leq C_1 |\ln \gamma'|^{4} \)

where \( \gamma' = \gamma(|k| + 1)^{-\tau'} \).

On the other hand, by (3.14), \( \{u_{E(T^k\theta)}(n), n \in \mathbb{Z}^d\} \) is an normalized eigenfunction of \( L_{V,\alpha,T^k\theta} \). Let \( \varepsilon = \frac{h_1}{4} \). By the definition of \( (\gamma, \ell, C_1, C_2) \)-good eigenfunction, we have
\[
|u_{E(T^k\theta)}(n + k)| \leq C_1 |\ln \gamma'|^{4\tau' \gamma' - \frac{1}{10} e^{2C_1 |\ln \gamma'|^{4} \pi h_1} e^{-\frac{2\pi}{2} h_1 |n+k|}} \leq e^{-\pi h_1 |k|},
\]

for \( |k| \geq N_1(\alpha, V, d, \gamma, n) \), since \( C_1 |\ln \gamma'|^{4\tau' \gamma' - \frac{1}{10} e^{2C_1 |\ln \gamma'|^{4} \pi h_1} \) grows sub-exponential with respect to \( k \).

Thus for \( N > N_1 \), we have
\[
\sum_{|k| \geq N} |u_{E(T^k\theta)}(n + k)|^2 \leq \sum_{j \geq N} j^d e^{-\pi j h_1}.
\]

Let \( N_0 > \max\{N_1, \frac{100|\ln \varepsilon|}{\pi h_1}\} \). By the definition of \( \nu_{\theta,\delta_n}(R_N E_\theta) \), for \( N > N_0 \), we have
\[
\nu_{\theta,\delta_n}(R_N E_\theta) \leq \varepsilon.
\]

4.4 Verification of condition (4). We only need to prove the following theorem since \( \alpha, d, n, V \) are fixed.

Theorem 4.4. Assume \( \alpha \in DC_d(\kappa, \tau) \) and \( V \in C^\omega(\mathbb{T}^d, \mathbb{R}) \) and \( \Sigma_{\alpha,V} = AR \), for any \( N > 0, \varepsilon > 0 \) and \( \gamma > 0 \), there exists \( \delta(\alpha, V, d, \gamma, n, \varepsilon, N) \) such that
\[
|\nu_{\theta,\delta_n}(T_N E_\theta) - \nu_{\theta',\delta_n}(T_N E_{\theta'})| \leq \varepsilon
\]
for any \( \theta, \theta' \in A_\gamma \) with \( |\theta - \theta'| \leq \delta \).

Theorem 4.4 follows from the following two lemmas.
LEMMA 4.4. For any $\epsilon > 0$ and $\gamma > 0$, there exists $\delta(\alpha, V, d, \gamma, \epsilon) > 0$, such that if $\theta, \theta' \in \mathcal{A}_\gamma$ and $|\theta - \theta'| < \delta$, there exist $h_* > 0$, $\bar{B}_{E(\theta)}, \bar{B}_{E(\theta')} \in C_{h_*/2}^\omega(T^d, PSL(2, \mathbb{R}))$ and $A_{E(\theta)}, A_{E(\theta')} \in SL(2, \mathbb{R})$, such that

$$
\bar{B}_{E(\theta)}^{-1}(x + \alpha)S_{E(\theta)}^V(x)\bar{B}_{E(\theta)}(x) = A_{E(\theta)},
$$

$$
\bar{B}_{E(\theta')}^{-1}(x + \alpha)S_{E(\theta')}^V(x)\bar{B}_{E(\theta')}(x) = A_{E(\theta')} ,
$$

with estimates

$$
\|\bar{B}_{E(\theta)}\|_{h_*/2} \leq C(\alpha, V, d, \gamma), \quad \forall \theta \in \mathcal{A}_\gamma, \\
\|\bar{B}_{E(\theta)} - \bar{B}_{E(\theta')}\|_{h_*/2} \leq \epsilon, \\
\|A_{E(\theta)} - A_{E(\theta')}\| \leq \epsilon.
$$

LEMMA 4.4. For any $\epsilon > 0$ and $\gamma > 0$, there exists $\delta(\gamma, \epsilon) > 0$, such that if $A, A' \in SL(2, \mathbb{R})$, $\rho(A), \rho(A') \in \mathcal{A}_\gamma$ and $|A - A'| < \delta$, there exist $U, U' \in SL(2, \mathbb{C})$, such that

$$
U^{-1}AU = \begin{pmatrix} e^{2\pi i \rho(A)} & 0 \\ 0 & e^{-2\pi i \rho(A)} \end{pmatrix},
$$

$$
U'^{-1}A'U' = \begin{pmatrix} e^{2\pi i \rho(A')} & 0 \\ 0 & e^{-2\pi i \rho(A')} \end{pmatrix},
$$

with estimates

$$
\|U\|, \|U'\| \leq 2\gamma \sqrt{\|A\| + \|A'\|},
$$

$$
\|U - U'\| \leq \epsilon.
$$

We first prove Theorem 4.4 assuming Lemma 4.3 and Lemma 4.4 hold. Then we give the proof of Lemma 4.3 and Lemma 4.4.

Proof of Theorem 4.4. For fixed $N$, since $\theta, \theta' \in \mathcal{A}_\gamma$, similar to the arguments as (4.8), we have

$$
T^k\theta, T^k\theta' \in DC_\alpha(\gamma(1 + N)^{-\tau'}, \tau'), \quad |k| \leq N.
$$

Let $\gamma_1 = \gamma(1 + N)^{-\tau'}$ and $\epsilon_1 > 0$. By Lemma 4.3, there exists $\delta_1(\alpha, V, d, \gamma_1, \epsilon_1) > 0$, such that the following holds: if $T^k\theta, T^k\theta' \in \mathcal{A}_{\gamma_1}$ and $|T^k\theta - T^k\theta'| = |\theta - \theta'| < \delta_1$, then there exist $h_1 > 0$, $\bar{B}_{E(T^k\theta)}, \bar{B}_{E(T^k\theta')} \in C_{h_1/2}^\omega(T^d, PSL(2, \mathbb{R}))$ and $A_{E(T^k\theta)}, A_{E(T^k\theta')} \in SL(2, \mathbb{R})$, such that

$$
\bar{B}_{E(T^k\theta)}^{-1}(x + \alpha)S_{E(T^k\theta)}^V(x)\bar{B}_{E(T^k\theta)}(x) = A_{E(T^k\theta)},
$$

$$
\bar{B}_{E(T^k\theta')}^{-1}(x + \alpha)S_{E(T^k\theta')}^V(x)\bar{B}_{E(T^k\theta')}(x) = A_{E(T^k\theta')},
$$

with estimates

$$
\|\bar{B}_{E(T^k\theta)}\|_{h_1/2}, \|\bar{B}_{E(T^k\theta')}\|_{h_1/2} \leq C(\alpha, V, d, \gamma_1),
$$

(4.11)
with estimates

\[
\|B_{E(T^k\theta)} - \tilde{B}_{E(T^k\theta')}\|_{h_1/2} \leq \epsilon_1, \quad (4.12)
\]
\[
\|A_{E(T^k\theta)} - A_{E(T^k\theta')}\| \leq \epsilon_1. \quad (4.13)
\]

By (2.1), (4.9) and (4.10), we have

\[
\rho(\alpha, A_{E(T^k\theta)}) = T^k\theta - \frac{\langle \deg B_{E(T^k\theta)}, \alpha \rangle}{2}, \quad (4.14)
\]
\[
\rho(\alpha, A_{E(T^k\theta')}) = T^k\theta' - \frac{\langle \deg B_{E(T^k\theta')}, \alpha \rangle}{2}. \quad (4.15)
\]

by (4.11) and footnote 5 of [Avia], we have

\[
\deg B_{E(T^k\theta)} \leq N_1(\alpha, V, d, N, \gamma). \quad (4.16)
\]

Then (4.14), (4.15) and (4.16) imply

\[
\rho(\alpha, A_{E(T^k\theta)}) \in DC(\gamma(1 + N + N_1)^{-\tau'}, \tau'), \quad (4.17)
\]
\[
\rho(\alpha, A_{E(T^k\theta')}) \in DC(\gamma(1 + N + N_1)^{-\tau'}, \tau'). \quad (4.18)
\]

For any \(\epsilon_2 > 0\) and \(\gamma_2 = \gamma(1 + N + N_1)^{-\tau'}\), by (4.17), (4.18), we have \(\rho(A_{E(T^k\theta)}), \rho(A_{E(T^k\theta')}) \in A_{\gamma_2}\). By Lemma 4.4, there exists \(\delta_2(\epsilon_2, \gamma_2) > 0\), such that if \(\|A_{E(T^k\theta)} - A_{E(T^k\theta')}\| < \delta_2\), then there exist \(U_{E(T^k\theta)}, U_{E(T^k\theta')} \in SL(2, \mathbb{C})\), such that

\[
U_{E(T^k\theta)}^{-1} A_{E(T^k\theta)} U_{E(T^k\theta)} = \begin{pmatrix}
\epsilon^{2\pi i \rho(\alpha, A_{E(T^k\theta)})} & 0 \\
0 & e^{-2\pi i \rho(\alpha, A_{E(T^k\theta)})}
\end{pmatrix},
\]
\[
U_{E(T^k\theta')}^{-1} A_{E(T^k\theta')} U_{E(T^k\theta')} = \begin{pmatrix}
\epsilon^{2\pi i \rho(\alpha, A_{E(T^k\theta')})} & 0 \\
0 & e^{-2\pi i \rho(\alpha, A_{E(T^k\theta')})}
\end{pmatrix},
\]

with estimates

\[
\|U_{E(T^k\theta)} - U_{E(T^k\theta')}\| \leq \epsilon_2, \quad (4.19)
\]
\[
\|U_{E(T^k\theta)}\|, \|U_{E(T^k\theta')}\| \leq 2^{\tau' \sqrt{\frac{|A_{E(T^k\theta)}| + |A_{E(T^k\theta')}|}{\gamma}}}. \quad (4.20)
\]

Hence if we first choose \(\epsilon_2 = \left(\frac{\epsilon}{500(2N+1)^d}\right)^4\), \(C^{-8}\) and then choose \(\epsilon_1 = \delta_2(\frac{\epsilon C^{-4}}{500(2N+1)^d})^2\).

\(2^{\tau' + 1}\frac{|A_{E(T^k\theta)}|}{\gamma}^{-4}\), we have \(\|A_{E(T^k\theta)} - A_{E(T^k\theta')}\| < \epsilon_1 < \delta_2\). Then by (4.11), (4.12), (4.19) and (4.20), we have

\[
\|B_{E(T^k\theta)} - B_{E(T^k\theta')}\| \leq \frac{\epsilon_1}{2}
\]
\[
\leq \|\tilde{B}_{E(T^k\theta)}\| \frac{\epsilon_1}{2} \|U_{E(T^k\theta)} - U_{E(T^k\theta')}\| + \|\tilde{B}_{E(T^k\theta)} - \tilde{B}_{E(T^k\theta')}\| \frac{\epsilon_1}{2} \|U_{E(T^k\theta')}\|
\]
\[
\leq C(\alpha, V, d, N, \gamma)\epsilon_2 + \epsilon_1 \frac{2^{\tau' + 1}}{\gamma} \sqrt{|A_{E(T^k\theta)}|}
\]
Then by (4.11), (4.23) and (4.24), we have
\[
|b_{E(T^s \theta)}^{11}(n + \ell_{E(T^s \theta)}) - b_{E(T^s \theta')}(n + \ell_{E(T^s \theta')})| \leq \left| b_{E(T^s \theta)}^{11}(n) - b_{E(T^s \theta')}(n) \right| L^2 \leq C^{-4} \frac{\epsilon}{500(2N + 1)^d}.
\]

On the one hand,
\[
\left| \left\| b_{E(T^s \theta)}^{11} \right\|_{L^2} - \left\| b_{E(T^s \theta')}^{11} \right\|_{L^2} \right| \leq \left\| b_{E(T^s \theta)}^{11} - b_{E(T^s \theta')}^{11} \right\|_{L^2} \leq \left\| B_{E(T^s \theta)} - B_{E(T^s \theta')} \right\|_{C^0} \epsilon C^{-4} \leq \frac{\epsilon}{500(2N + 1)^d}.
\]

On the other hand, by (4.12), we have \( \ell_{E(T^s \theta)} = \ell_{E(T^s \theta')} \), thus
\[
\left| b_{E(T^s \theta)}^{11}(n + \ell_{E(T^s \theta)}) - b_{E(T^s \theta')}^{11}(n + \ell_{E(T^s \theta')}) \right| \leq \left| \int_{\mathbb{T}} (b_{E(T^s \theta)}^{11}(x) - b_{E(T^s \theta')}^{11}(x)) e^{-2\pi i (n + \ell_{E(T^s \theta)}) x} dx \right| \leq \left\| B_{E(T^s \theta)} - B_{E(T^s \theta')} \right\|_{h_i/2} \epsilon C^{-4} \leq \frac{\epsilon}{500(2N + 1)^d}.
\]

(4.21) and (4.22) imply for any \( n \in \mathbb{Z}^d \),
\[
\left| u_{E(T^s \theta)}(n) - u_{E(T^s \theta')}(n) \right| = \left| \frac{\hat{b}_{E(T^s \theta)}^{11}(n + \ell_{E(T^s \theta)}) - \hat{b}_{E(T^s \theta')}(n + \ell_{E(T^s \theta')})}{\left\| b_{E(T^s \theta)}^{11} \right\|_{L^2} - \left\| b_{E(T^s \theta')}^{11} \right\|_{L^2}} \right| \leq \frac{\epsilon C^{-4}}{500(2N + 1)^d} \left\| b_{E(T^s \theta)}^{11} \right\|_{L^2} \left\| b_{E(T^s \theta')}^{11} \right\|_{L^2} + C.
\]

By (3.11), we have
\[
b_{E(T^s \theta)}^{11}(x) = b_{E(T^s \theta)}^{21}(x + \alpha)e^{2\pi i \rho(\alpha, A_{E(T^s \theta)})},
b_{E(T^s \theta')}^{11}(x) = b_{E(T^s \theta)}^{21}(x + \alpha)e^{2\pi i \rho(\alpha, A_{E(T^s \theta')} )}.
\]

By the fact that \( |\text{det } B_{E(T^s \theta)}| = 1 \), one has
\[
2\left\| b_{E(T^s \theta)}^{11} \right\|_{L^2} = \left\| b_{E(T^s \theta)}^{11} \right\|_{L^2} + \left\| b_{E(T^s \theta')}^{21} \right\|_{L^2} \geq \left\| B_{E(T^s \theta)} \right\|_{C^0}^{-1}.
\]

Then by (4.11), (4.23) and (4.24), we have
\[
\left\| b_{E(T^s \theta)}^{11} \right\|_{L^2} \left\| b_{E(T^s \theta')}^{11} \right\|_{L^2} \geq \frac{1}{4C^2}.
\]
Thus
\[ |u_{E(T^n\theta)}(n) - u_{E(T^n\theta')}(n)| \leq \frac{\epsilon C^{-4}}{500(2N+1)^d} \frac{\|b_{E(T^n\theta)}^{11}\|_{L^2} + C}{\epsilon} < \delta \]
\[
\leq \frac{\epsilon}{100(2N+1)^d}.
\]

Let \(\delta(\alpha, V, d, \gamma, \epsilon) = \min\{\delta_1, \delta_2\}\) and \(|\theta - \theta'| < \delta\). By definition 3.1 and (3.16), one has
\[
|\nu_{\theta,\delta_n}(T_N E\theta) - \nu_{\theta',\delta_n}(T_N E\theta')| = | \sum_{|k|\leq N} |u_{E(T^n\theta)}(n+k)|^2 - \sum_{|k|\leq N} |u_{E(T^n\theta)}(n+k)|^2 | \leq \frac{\epsilon}{50(2N+1)^d} (2N+1)^d \leq \epsilon.
\]
\[ \square \]

The proof of Theorem 4.4 is finished. Now we give the proof of Lemma 4.3 and Lemma 4.4.

**Proof of Lemma 4.3**: We first consider the reducibility of cocycle \((\alpha, S^V_{E(\theta)})\), by Theorem 4.2, there exist \(\bar{B}_{E(\theta)} \in C^\omega_{h_*}(\mathbb{T}^d, PSL(2,\mathbb{R}))\) and \(A_{E(\theta)} \in SL(2,\mathbb{R})\) such that
\[
\bar{B}_{E(\theta)}(x + \alpha)^{-1} S^V_{E(\theta)}(x) \bar{B}_{E(\theta)}(x) = A_{E(\theta)},
\]
with estimate
\[
\|\bar{B}_{E(\theta)}\|_{h_*} \leq C(\alpha, V, d, \gamma).
\]

We now consider the reducibility of cocycle \((\alpha, S^V_{E(\theta')}\)). Note that
\[
\bar{B}_{E(\theta)}^{-1}(x + \alpha) S^V_{E(\theta')}(x) \bar{B}_{E(\theta)}(x) = A_{E(\theta)} + \bar{B}_{E(\theta)}^{-1}(x + \alpha) \begin{pmatrix} E(\theta') - E(\theta) & 0 \\ 0 & 0 \end{pmatrix} \bar{B}_{E(\theta)}(x).
\]
By the definition of \(E(\theta)\), there exists \(\delta' > 0\) such that if \(\theta, \theta' \in \mathcal{A}_\gamma\) and \(|\theta - \theta'| < \delta'\), then \(|E(\theta) - E(\theta')| < \epsilon' = C^{-100} \cdot \epsilon^8\). Thus
\[
\bar{B}_{E(\theta)}^{-1}(x + \alpha) S^V_{E(\theta')}(x) \bar{B}_{E(\theta)}(x) = A_{E(\theta)} + F_{E(\theta)}(x),
\]
with
\[
\|F_{E(\theta)}\|_{h_*} \leq C^2 |E(\theta) - E(\theta')| \leq \epsilon' C^2 \leq \epsilon' \frac{\epsilon}{2}.
\]
By (2.1) and (4.26), we have
\[
\rho(\alpha, A_{E(\theta)} + F_{E(\theta)}(\cdot)) = \rho(\alpha, S^V_{E(\theta')}) - \frac{\langle \deg \bar{B}_{E(\theta)}, \alpha \rangle}{2}
\]
By footnote 5 of [Avia], \( \deg \tilde{B}_E(\theta) \leq N(\alpha, V, d, \gamma) \), thus

\[
\rho(\alpha, A_E(\theta) + F_E(\theta)(\cdot)) \in DC_\alpha(\gamma(1 + N)^{-\tau'}, \tau').
\]

Hence there exists \( \delta \) such that if \(|\theta - \theta'| < \delta(\epsilon'') = \delta(\alpha, V, d, \gamma, \epsilon)\), then \(|E(\theta) - E(\theta')| \leq \epsilon'' = \min\{(\epsilon')^2, \frac{D_0(\gamma(1+N)^{-\tau'})^2}{\|A_{E(\theta)}\|^2C_0} (h_*/2)^{2C_0\tau'}\}\) where \( C_0, D_0 \) are defined in Theorem 5.1, i.e.

\[
\|F_{E(\theta)}\|_{h_*} \leq C^2\epsilon'' \leq \frac{D_0(\gamma(1+N)^{-\tau'})^4}{\|A_{E(\theta)}\|C_0} (h_*/2)^{2C_0\tau'}.
\]

By Theorem 5.1, there exists \( e^{Y_{E(\theta')} \in C_{h_*/2}(T, SL(2, \mathbb{R})) \) close to the identity, such that

\[
e^{-Y_{E(\theta')} (x + \alpha)} (A_{E(\theta)} + F_{E(\theta)}(x)) e^{Y_{E(\theta')}(x)} = A_{E(\theta')},
\]

with estimates \( \|Y_{E(\theta')}\|_{h_*/2} \leq \epsilon''^{1/2}, \|A_{E(\theta)} - A_{E(\theta')}\| \leq \epsilon''^{1/2} \).

Let \( \tilde{B}_{E(\theta')} = \tilde{B}_{E(\theta)} e^{Y_{E(\theta')}}, \) Then

\[
\tilde{B}_{E(\theta')}(x + \alpha)^{-1} S_{E(\theta')}^V(x) \tilde{B}_{E(\theta')}(x) = A_{E(\theta')}, \tag{4.27}
\]

\[
\|\tilde{B}_{E(\theta)} - \tilde{B}_{E(\theta')}\|_{\frac{h_*}{2}} \leq \|\tilde{B}_{E(\theta)}\|_{\frac{h_*}{2}} \epsilon''^{1/2} \leq C\epsilon''^{1/2} \leq \epsilon', \tag{4.28}
\]

\[
\|A_{E(\theta)} - A_{E(\theta')}\| \leq \epsilon''^{1/2} \leq \epsilon'. \tag{4.29}
\]

(4.25), (4.27), (4.28) and (4.29) complete the whole proof. \( \square \)

**Proof of Lemma 4.4.** Since \( \rho(A) \in \mathcal{A}_\gamma \), we have

\[
\text{spec}A = \{e^{2\pi i\rho(A)}, e^{-2\pi i\rho(A)}\}.
\]

By Lemma 5.1 in [HY12], there exists \( U \in SL(2, \mathbb{C}) \) such that

\[
U^{-1}AU = \begin{pmatrix} e^{2\pi i\rho(A)} & 0 \\ 0 & e^{2\pi i\rho(A)} \end{pmatrix}, \tag{4.30}
\]

with estimate

\[
\|U\| \leq 2\tau' \sqrt{\frac{\|A\|}{\gamma}}.
\]

Since \( \|A - A'\| \leq \delta \), we can rewrite \( U^{-1}A'U \) as

\[
U^{-1}A'U = U^{-1}(A' - A)U + \begin{pmatrix} e^{2\pi i\rho(A)} & 0 \\ 0 & e^{2\pi i\rho(A)} \end{pmatrix}
\]
\[
\begin{pmatrix}
  e^{2\pi i \rho(A)} & 0 \\
  0 & e^{2\pi i \rho(A)}
\end{pmatrix}
(I + Y),
\]
with estimate \( \|Y\| \leq 2^{2^r} \|A\| \delta \).

If \( \|A' - A\| \leq \delta < \frac{1}{1000000\pi} (2^r \|A\|)^{10} \), there exists \( \tilde{A} \in \text{sl}(2, \mathbb{C}) \) with
\[
\tilde{A} = \begin{pmatrix}
  a & b \\
  c & -a
\end{pmatrix},
\]
where \( a = 2\pi(x + iy), b, c \in \mathbb{C} \) and \( x, y \in \mathbb{R} \). Such that
\[
U^{-1} A' U = \exp \begin{pmatrix} a & b \\ c & -a \end{pmatrix},
\]
with estimates
\[
|x| + |y - \rho(A)| + |b| + |c| \leq 10\delta^\frac{1}{2},
\]
\[
|\rho(A') - \rho(A)| \leq \delta. \tag{4.31}
\]

Since \( \delta < (\frac{\gamma}{2^r})^{10} \) and \( \rho(A') \in \mathcal{A}_\gamma \), we have \( |x| < 10\delta^\frac{1}{2} < |\rho(A')|/2 \), by (4.31) and (4.32), we have \( y\rho(A') > 0 \), thus
\[
|x + iy + i\rho(A')| \geq |y + \rho(A')| - |x| \geq \frac{1}{2} |\rho(A')|. \tag{4.33}
\]

Let
\[
P = \frac{1}{\sqrt{1 + \frac{b}{2\pi(x + iy + i\rho(A'))^2}}} \begin{pmatrix} 1 & b \\ c & 1 \end{pmatrix} - \frac{b}{2\pi(x + iy + i\rho(A'))},
\]
then
\[
P^{-1} \begin{pmatrix} a & b \\ c & -a \end{pmatrix} P = \begin{pmatrix} 2\pi i \rho(A') & 0 \\ 0 & -2\pi i \rho(A') \end{pmatrix}.
\]

By (4.33), we have
\[
\frac{bc}{4\pi^2(x + iy + i\rho(A'))^2} \leq \frac{|b|^2 + |c|^2}{\pi^2 \rho(A')^2}. \tag{4.34}
\]

Since \( \delta < \frac{1}{1000000\pi} (\frac{\gamma}{2^r})^{10} \) and \( \rho(A') \in \mathcal{A}_\gamma \), by (4.31) we have
\[
\frac{|b|^2 + |c|^2}{\pi^2 \rho(A')^2} \leq \frac{1}{100},
\]
combining with the simple fact \( \frac{1}{\sqrt{1+x}} - 1 \leq 2|x| \) for \( x \leq \frac{1}{10} \), we have
\[
\|P - id\| \leq \frac{8(|b| + |c|)}{\pi \rho(A')} + \frac{|b|^2 + |c|^2}{\pi^2 \rho(A')^2} \leq \delta^\frac{1}{2}.
\]
For any \( \epsilon > 0 \), let \( \delta < \min\{ \frac{1}{1000000\pi}, (\frac{\gamma}{2\pi})^{\frac{1}{10}}, \epsilon^{10} \} \) and \( U' = UP \), we have

\[
U'^{-1}A'U' = \begin{pmatrix}
0 & e^{2\pi i \rho(A')} \\
e^{2\pi i \rho(A')} & 0
\end{pmatrix},
\]

with estimate

\[
\|U' - U\| \leq \|U\|\|P - id\| \leq \delta^{-\frac{1}{10}}\delta^{\frac{1}{4}} \leq \delta^{\frac{1}{10}} \leq \epsilon.
\]

(4.30), (4.35) and (4.36) complete the proof. \( \square \)
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5 Appendix

We list some reducibility results for quasi-periodic \( SL(2,\mathbb{R}) \)-cocyle, one can consult [DS75, Eli92, GYZ] for details.

Theorem 5.1. ([DS75, GYZ, Eli92, HY12]) Let \( \alpha \in DC_d(\kappa, \tau), h > \bar{h} > 0, \tau' > d-1, \tau > d-1, \kappa > 0, \gamma > 0, R \in SL(2,\mathbb{R}) \). Let \( A \in C^\omega_h(\mathbb{T}^d, SL(2,\mathbb{R})) \) with \( \rho(\alpha, A) \in DC_\alpha(\kappa, \tau) \). Then there exist numerical constant \( C_0 \), constant \( D_0 = D_0(\kappa, \tau, d), \epsilon = \epsilon(\tau', \tau, \kappa, \gamma, h, \bar{h}, d, R) \), such that if

\[
\|A(x) - R\|_h \leq \epsilon \leq \frac{D_0 \gamma^4}{\|A\|_{C^0_\alpha}(h - \bar{h})^{C_0 \tau'}},
\]

then there exist \( B \in C^\omega_\bar{h}(\mathbb{T}^d, SL(2,\mathbb{R})) \) and \( \tilde{A} \in SL(2,\mathbb{R}) \) such that

\[
B(x + \alpha)A(\theta)B(x)^{-1} = \tilde{A},
\]

with estimates \( \|B - id\|_\bar{h} \leq \|A(x) - R\|_h^{\frac{1}{2}} \) and \( \|\tilde{A} - R\| \leq \|A(x) - R\|_h. \)

Proposition 5.1. ([GYZ]) For any \( 0 < \bar{h} < h, \kappa > 0, \gamma > 0, \tau > d - 1, \tau' > d - 1. \) Suppose that \( \alpha \in DC_d(\kappa, \tau), \rho(\alpha, A_0 e^{f_0}) \in DC_\alpha(\gamma, \tau'). \) Then there exist \( B \in C^\omega_h(\mathbb{T}^d, PSL(2,\mathbb{R})) \) and \( A \in SL(2,\mathbb{R}) \) satisfying

\[
B^{-1}(x + \alpha)A_0 e^{f_0(x)}B(x) = A,
\]

provided that \( \|f_0\|_h < \epsilon_* \) for some \( \epsilon_* > 0 \) depending on \( A_0, \kappa, \tau, \tau', h, \bar{h}, d. \) In particular, \( \|B\|_h \leq C(\alpha, V, d, \gamma, \tau', h, \bar{h}). \)

Remark 5.1. If \( A_0 \) varies in \( SO(2,\mathbb{R}) \), then \( \epsilon_* \) can be taken uniform with respect to \( A_0. \)
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