Development of a semi-implicit contact methodology for finite volume stress solvers
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Abstract
The past decades have seen numerous efforts to apply the finite volume methodology to solid mechanics problems. However, only limited work has been done by the finite volume community toward the simulation of mechanical contact. In this article, we present a novel semi-implicit methodology for the solution of static force-loading contact problems with cell-centered finite volume codes. Starting from the similarities with multi-material problems, we derive an implicit discretization scheme for the normal contact stress with a straightforward inclusion of frictional forces and correction vectors for non-orthogonal boundaries. With the introduction of a sigmoid blending function interpolating between contact stresses and gap pressure, the proposed approach is extended to cases with partially closed gap. The contact procedure is designed around an arbitrary mesh mapping algorithm to allow for non-conforming meshes at the contact interface between the two bodies. Finally, we verify the contact methodology against five benchmarks cases.
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1 INTRODUCTION

The study of the mechanical contact between two bodies is a fundamental aspect of computational solid mechanics (CSM) and it plays a crucial role in several engineering applications,1 from metal forming to the deformation of structures’ foundations, vehicle crash simulations, biomechanics, and countless more. The numerical solution to contact problems can be challenging, as the mathematical treatment of contact mechanics introduces a severely discontinuous boundary nonlinearity, even for the case of simple linear elasticity.2

Numerous researchers have investigated this topic over the years and most of the efforts have been carried out employing the finite element (FE) methodology, which as of today is the most popular numerical scheme in CSM. Several methods have been developed to enforce the contact constraints in the FE formulation with the most common being the Lagrange multiplier method, the augmented Lagrange multiplier methods, the penalty method and the mortar method.3 A comprehensive review of the FE computational treatment of contact problems can be found in the works from Laursen,4 Wriggers,1 Zavarise and Wriggers,5 and De Lorenzis et al.2 An overview of the more recent contributions in the field can be found in the work from Popp and Wriggers.6
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In the last decades, the finite volume (FV) methodology has become a viable alternative to FE modeling for the solution of solid mechanics problems. Limiting the scope to the cell-centered FV approach also followed in this article, one should certainly mention the works of Demirdžić et al., Jasak and Weller, Tuković and Jasak, Maneeratana, and Cardiff et al. Parallel research directions have investigated the use of other FV variants based on a different grid arrangement, such as the vertex-centered, the staggered grid, the meshless, or the face-centered approaches. A more general overview of the efforts carried out over the last 30 years to employ the FV methodology in CSM applications can be found in the recent review from Cardiff and Demirdžić.

A first cell-centered FV contact stress solver was developed by Jasak and Weller in 2000. They complemented their basic linear elastic solver already discussed in Reference 9 with an additional contact boundary condition, capable of detecting the overlapping portion of the two facing surfaces. Their contact methodology followed a Dirichlet–Neumann coupling approach commonly used in partitioned fluid–structure interaction procedures: they prescribed the normal component of the displacement on one surface while transferring the force on the other surface. The contact algorithm discussed in Reference 18 was tested on a frictionless case but was not extended to deal with nonzero friction.

Cardiff et al. pointed out that the solver developed by Jasak and Weller, was effective in two-dimensions (2D), but it produced unrealistic stress peaks close to the contact region in three-dimensions (3D). Moving from this limitation, Cardiff developed an alternative frictionless contact boundary condition based on the penalty-method. The implementation of the penalty method was explicit, that is, the boundary contact stress is treated as a source term, and it is calculated based on the displacements obtained at the previous iteration. This boundary condition was later extended to include a Coulomb friction component and it was implemented in a FV toolbox for solid mechanics and fluid–solid interaction named solids4Foam, valid both for small strain and finite strain simulations. The contact methodology developed by Cardiff was tested on several benchmark cases, and always compared well against the available analytical solutions or reference numerical solutions obtained with commercial FE codes. Recent efforts to improve the standard penalty method approach or create a valid alternative can be found in the works of Škurić et al. or Batistić et al. A few examples of other important contributions to the treatment of contact mechanics with the FV (outside the cell-center approach considered in this text) are the works from Taylor et al., Bessonov et al., and Suliman et al.

The present work was motivated by the simulation of the thermo-mechanical contact taking place in the fuel rods of commercial nuclear power plants. Treating the contact between the ceramic oxide fuel pellets and the slender metallic cladding is a complex task. One must solve for a force-loading scenario (as opposed to a displacement-loading scenario where all boundary displacements are fixed), that involves multiple free bodies in contact deforming under the influence of thermal expansion and plastic strains, and a gap size that evolves over time, with possible gap reopenings. Also, the time step typically considered in nuclear fuel rod simulation are quite large (they can vary from \( \sim 1 \) to \( \sim 10^5 \) s) and the inertial forces that might otherwise help stabilizing the solution are neglected. For a similar scenario, the penalty method as developed by Cardiff results in an ill-conditioned problem, difficult if not impossible to solve. In some cases, convergence can be reached but only if the solution of the linear system resulting from the discretization of the governing equations is heavily under-relaxed. In the experience of the authors, this under-relaxation technique, combined with the level of mesh refinement typically necessary to obtain an accurate solution with the penalty method, can make the simulation extremely slow.

The objective of this article is to present an alternative methodology to solve static force loading contact problems within a cell-centered FV framework. Partly building on some of the ideas from the original solver from Jasak and Weller, we added the constraint that when two bodies are in contact, they share at the interface not just the traction but also the normal component of the displacement. As in the treatment of multi-material bodies developed by Tuković et al., we derive an implicit discretization of the contact stresses, expressed in terms of the current value of the displacement field. In this work, we introduce the methodology for the simple case of a small-strain stress solver, implemented, and tested within the OpenFOAM framework. Despite being born from the needs of the nuclear fuel modeling community, the methodology here presented can be of general interest for treating complex force-loading contact situations using finite volume discretization techniques.

This article is structured as follows. First, the fundamental aspects of stress analysis within cell-centered FV codes are recalled in Section 2. Then, the novel contact methodology proposed in this article is described in detail in Section 3. Finally, the methodology is validated against five benchmark cases with known solution in Section 4.
2  |  FUNDAMENTAL ASPECTS OF STRESS ANALYSIS WITHIN FINITE VOLUME CODES

The contact methodology presented in this article operates on a finite volume framework for solid mechanics developed in the previously mentioned work by Demirdžić et al. and Tuković and Cardiff. A complete description of the domain and equation discretization, numerical schemes and solution procedures can be found in their respective publications. Nevertheless, the fundamentals of stress analysis with cell-centered FV codes are recalled in this section to ease the understanding of the proposed contact methodology.

2.1  |  Mathematical model

For a solid with volume $V$ bounded by a surface $S$ with outward normal $n$, the strong integral form of the momentum conservation equation is given by:

$$0 = \int_V \nabla \cdot \sigma dV = \oint_S n \cdot \sigma dS,$$

where the inertia and body forces have been neglected for clarity of exposition. The Cauchy stress tensor $\sigma$ for an isothermal linear-elastic material is given by the Hooke’s law constitutive relation:

$$\sigma = 2\mu \varepsilon + \lambda \text{tr}(\varepsilon)I,$$

where $\mu$ and $\lambda$ are the Lamé coefficients. The small-strain tensor $\varepsilon$ is given by:

$$\varepsilon = \frac{1}{2} \left[ \nabla u + (\nabla u)^T \right],$$

where $u$ is the total displacement. Using the relations above, the surface traction vector $t$ is defined as:

$$t = n \cdot \sigma = \mu n \cdot \nabla u + \mu n \cdot (\nabla u)^T + \lambda \text{tr}(\nabla u)n.$$

The definition of the mathematical problem is completed by specifying appropriate initial and boundary conditions, usually displacement, traction, or symmetry.

2.2  |  Domain discretization

In FV codes, the domain is discretized into convex polyhedral control volumes (CVs) that do not overlap and fill the domain completely, and the mathematical problem represented by Equation (1) is solved by applying the governing equation to each CV. The typical FV discretization considers a generic cell of volume $V_p$ centered around the point $P$ and separated from the neighboring cell centered in $N$ by the distance vector $\delta_f$. The face $S_f$ shared between the two cells is centered around the point $f$ and has outward normal $n_f$. Further details on the discretization of the spatial domain are given in References 9 and 20.

The CV bounding surface $S_p$ can be expressed as a combination of internal faces ($f$), boundary faces ($b$) where the traction, the displacement, or a combination of both are fixed, and faces that can potentially contact a separate solid body ($c$):

$$S_p = \sum_f S_f + \sum_b S_b + \sum_c S_c.$$
2.3 | Numerical method and solution procedure

The surface integrals in Equation (1) applied to $V_P$ are substituted with the sum of products over the cell faces calculated at the face center with the mid-point rule:

$$0 = \oint_{S_P} \mathbf{n} \cdot \mathbf{\sigma} dS = \oint_{S_P} t dS = \sum_f t_f S_f + \sum_b t_b S_b + \sum_c t_c S_c. \quad (6)$$

The discretization of each traction above will be discussed in more details in the sections that follow. In general, the discretization of the traction produces various terms designated as:

- **implicit**, if they depend on the cell-center values at the current iteration,
- **explicit**, if they depend on the cell-center values at the previous iteration, or
- **fixed sources**.

Collecting all these terms, Equation (6) is discretized into the following algebraic form:

$$a_P \mathbf{u}_P + \sum_N a_N \mathbf{u}_N + \sum_{P_{(m or s)}} a_{P_{(m or s)}} \mathbf{u}_{P_{(m or s)}} = \mathbf{b}_P, \quad (7)$$

where the neighboring cells from the same body are centered in $N$, while those from a separate body in contact are centered in $P_m$ or $P_s$. The subscripts $m$ and $s$ refer to the *master* and *slave* side of the gap and will be described more in detail in Section 3. The coefficients $a_P$, $a_N$, and $a_{P_{(m or s)}}$, as well as the source term $\mathbf{b}_P$ are discussed in the following sections for each respective traction. Fixed terms and explicit contributions deriving from the boundary conditions are also lumped in $\mathbf{b}_P$.

The system of equations resulting from the complete discretization for each CV might be written in a more compact way as:

$$[A][\mathbf{u}] = [\mathbf{b}], \quad (8)$$

where $[A]$ is the coefficient matrix collecting the diagonal coefficients $a_P$ and off-diagonal coefficients $a_N$ and $a_{P_{(m or s)}}$, and $[\mathbf{b}]$ is the vector collecting all the source terms $\mathbf{b}_P$.

Although efforts are being made in the OpenFOAM community toward the development of block-coupled solvers for solid mechanics applications in which the three components of displacement are solved as a single linear system, the most common solution approach and the one adopted in this article is the segregated solution scheme. The system is decomposed into its three components (one per Cartesian direction) which are solved separately and sequentially, and the dependence on other components is added to the explicit terms.

Because of the presence of explicit terms in the system in Equation (8), it is necessary to iterate the solution until a user pre-defined convergence criterion is met. In this work, the system is solved using the geometric agglomerated algebraic multigrid (GAMG) linear solver. The solution is iterated until the normalized L1-norm of the residual vector, or more simply the residuals $r$, falls below a user defined threshold, which is typically between $10^{-6}$ and $10^{-9}$. The residuals are defined as:

$$r = \frac{1}{n} \sum |[\mathbf{b}] - [A][\mathbf{u}]|, \quad (9)$$

where $n$ is a normalization factor.

2.3.1 | Discretization of traction over internal faces

In the cell-centered FV approach for solid mechanics originally deriving from the work of Demirdžić et al. and then further developed by Jasak and Weller, the surface traction on internal faces is split into an implicit part that directly contributes to the coefficient matrix $[A]$ and an explicit part which contributes to the source of the linear system $[\mathbf{b}]$.
To improve the convergence of the discretization procedure, Equation (4) applied to the internal faces is manipulated as follows:

\[ t_f = \left( (2\mu + \lambda)_{f} \right) \mathbf{n}_f \cdot (\nabla \mathbf{u})_f + \mu_{f} \mathbf{n}_f \cdot (\nabla \mathbf{u})_f^T + \lambda_{f} \text{tr}(\nabla \mathbf{u})_f \mathbf{n}_f - (\mu_{f} + \lambda_{f}) \mathbf{n}_f \cdot (\nabla \mathbf{u})_f. \]  

(10)

As done by Cardiff et al., the equation above can be rewritten in the following equivalent form:

\[ t_f = \left( 2\mu + \lambda \right)_{f} \mathbf{n}_f \cdot (\nabla \mathbf{u})_f + \mathbf{n}_f \cdot \mathbf{s}_{f} - (2\mu + \lambda)_{f} \mathbf{n}_f \cdot (\nabla \mathbf{u})_f. \]  

(11)

The main advantage of Equation (11) with respect to Equation (10) is that the expression above is not limited to isothermal linear-elastic materials. By appropriately defining the stress and strain tensors, Equation (11) can be used also in the presence of additional strain components, such as thermal or plastic strains.

The surface normal gradient in the implicit term is discretized into an implicit orthogonal and an explicit non-orthogonal component, as follows:

\[ \mathbf{n}_f \cdot (\nabla \mathbf{u})_f = \frac{|\Delta_f|}{|\delta_f|} + k_f \cdot (\nabla \mathbf{u})_f, \]  

(12)

where \( \Delta_f = \frac{\delta_f}{\mathbf{n}_f \cdot \delta_f} \) is the orthogonal contribution vector, \( \delta_f \) is the distance vector between the cell-center \( P \) and the center \( N \) of the neighbor cell, and is \( k_f \) the non-orthogonal correction vector as shown in Figure 1.

The cell-center gradient of the displacement field, which is needed to evaluate the stress field according to Equations (2) and (3) are calculated using a least squares approach. This makes the gradient second order in space irrespective of the mesh and it is particularly relevant to avoid large errors in the stress field in the presence of skewed meshes. However, the stresses and the gradients in the explicit terms of Equation (11) are thereafter interpolated to the faces using linear interpolation as this has a smaller effect on the solution accuracy.

Based on Equations (11) and (12), the following diagonal coefficient, off-diagonal coefficient, and source term are obtained from the discretization of the traction over the internal faces:

\[ a_P = -|\Delta_f| \frac{(2\mu + \lambda)_{f} S_f}{|\delta_f|}, \]  

(13)

\[ a_N = |\Delta_f| \frac{(2\mu + \lambda)_{f} S_f}{|\delta_f|}, \]  

(14)

\[ \mathbf{b}_P = S_f \mathbf{n}_f \cdot \mathbf{s}_{f} - (2\mu + \lambda)_{f} S_f \mathbf{n}_f \cdot (\nabla \mathbf{u})_f + (\mathbf{n}_f - \Delta_f) \cdot (\nabla \mathbf{u})_f. \]  

(15)

FIGURE 1  Non-orthogonal correction vectors
The material properties are assumed continuous and smooth, therefore we apply linear interpolation to obtain the value \((2\mu + \lambda)f\) for the internal faces.

### 2.3.2 Discretization of traction over boundary faces

The discretization of the traction on boundary faces \(t_b\) depends on the specific boundary condition used. For fixed displacement (Dirichlet) boundaries, the traction is decomposed as done in Equations (11) and (12) for the internal faces:

\[
t_b = (2\mu + \lambda)_b \frac{u_b - u_P}{|\delta_b|} + n_b \cdot \sigma_b - (2\mu + \lambda)_b n_b \cdot \nabla u_b,
\]

where \(\delta_b\) is the distance vector between cell-center and boundary face-center, and \(n_b\) is the outward normal of the boundary face with area \(S_b\). The value \(u_b\) at the boundary is known and the discretization leads to the following diagonal coefficient and source term:

\[
a_P = -\frac{(2\mu + \lambda)_b S_b}{|\delta_b|},
\]

\[
b_P = (2\mu + \lambda)_b S_b \frac{u_b}{|\delta_b|} + S_b n_b \cdot \sigma_b - (2\mu + \lambda)_b S_b n_b \cdot \nabla u_b.
\]

For fixed-traction boundaries, the traction \(t_b\) is known. Therefore, the diagonal and off-diagonal coefficients are null, while the source term is equal to:

\[
b_P = t_b S_b.
\]

The definition of the traction is still used to calculate the updated boundary displacement \(u_b\). From Equation (11), with minor manipulations, the normal gradient at the current iteration \(i\) is obtained as:

\[
(n_b \cdot \nabla u_b)^i = \left(\frac{t_b - n_b \cdot \sigma_b^{-1}}{2\mu + \lambda}_b \right) + (n_b \cdot \nabla u_b)^{i-1}
\]

In turn, the normal gradient is used to calculate the updated value of the boundary displacement:

\[
u_b^i = u_b^{i-1} + |\delta_P| \left( n_b \cdot \nabla u_b^i \right).
\]

### 3 Proposed methodology for contact boundary conditions

We consider two separate solids that can potentially enter in contact through the section \(S_c\) of their respective boundaries. We assume that the two bodies might be submerged in a fluid with a known pressure \(p_g\). The two opposing surfaces delimit a region of space called the gap, which is either closed, as in case of contact, or open. The two boundaries are typically designated as master (subscript \(m\)) and slave (subscript \(s\)) and must obey the contact constraint conditions. In the remaining of this article, quantities are designated with subscripts \(cm\) or \(cs\) if they belong to the master or slave surface, respectively.

Traditionally, contact problems in FV codes are solved employing the penalty method.\(^{19,20,36}\) Once a slave face-center is detected to penetrate a master face, a local interfacial pressure \(p_i\) is calculated as:

\[
p_i = \left( \frac{A}{V} K \right) |g|,
\]

where \(A\) and \(V\) are the master cell surface area and volume, \(K\) is the master bulk modulus and \(\gamma \geq 0\) is the so-called penalty scale factor which is introduced to prevent numerical instability at the expense of a larger penetration. The local gap width \(g\) (negative in case of penetration) is calculated as:
where $\mathbf{f}_{cm}$ and $\mathbf{f}_{cs}$ are the position vectors associated with the master and slave face-center points. Neglecting friction, the local contact traction is equal to:

$$
t_c = \begin{cases} 
-p_i \mathbf{n}_c & \text{if } g < 0, \\
-p_g \mathbf{n}_c & \text{if } g \geq 0, 
\end{cases}
$$

(24)

where the same known gap/fluid pressure $p_g$ is applied to the two opposing surfaces when the gap is open. If no fluid is considered, the gap pressure is set to zero so that the surface traction is zero when the surfaces are not in contact. The penalty method is explicit: the traction is added directly to the source term as done in Equation (19) for the fixed-traction boundary type, while the corresponding normal gradient is obtained once again from Equation (20).

We developed an alternative implicit contact methodology moving from the consideration that two bodies in contact share strong similarities with bi-material solids. Indeed, when the two opposing surfaces are in contact, they share not just the same traction but also the same position vector, that is, the total displacement summed to the initial position vector, while the gradient of the displacement normally remains discontinuous across the contact interface due to possibly different thermo-mechanical properties. The main differences with bi-material cases are that the contact interface cannot sustain positive traction and that the tangential component of the contact traction might be transmitted only partially, depending on the friction characteristics of the two surfaces.

Imposing the use of conformal meshes would be too restrictive, in particular for complex geometries. For this purpose, the new contact methodology is designed using the arbitrary mesh interpolation (AMI) method as implemented in OpenFOAM, although the extension to the general grid interface (GGI) mapping method as implemented in the foam-extend fork of OpenFOAM would be straightforward.

Figure 2 shows the contact between two identical boundaries, with the surface designated as slave having twice the number of faces as the surface designated as master. When the traction is discretized on one side of the contact interface, the AMI mapping algorithm reconstructs a single opposing cell with its face-center, cell-center and related quantities. As an example, on the right of Figure 2 the slave cells centered in $P_s$ and with volume $V_{P_s}$ are reconstructed from the point of view of the master boundary faces, attached to cells centered in $P_m$ and with volume $V_{P_m}$. The specific interpolation algorithm used in this article is the face-area-weighting technique, which works as follows: For each face on either side of the gap, the AMI calculates the normalized area fractions covered by the projection of the opposing faces; any quantity on the slave side can then be interpolated to the master side and vice versa with a simple weighted average, using the previously calculated area fractions as weights.

In the sections that follow, we derive the contact force discretization always from the point of view of the master surface, that is, when dealing with non-conformal meshes it is always implied that the slave cell in $P_s$ is the reconstructed...
opposing cell as determined by the AMI method. The derivation would be identical if obtained from the point of view of the slave surface, and it is not repeated to avoid making the text unnecessarily cumbersome to read.

We describe the new contact methodology in the next six sub-sections, gradually increasing the complexity of the contact problem considered. First, in Section 3.1, we derive the contact traction for the simple case of fully closed gap for two identical boundaries with orthogonal meshes. Then, in Section 3.2, we add the correction term for non-orthogonal boundaries, which are necessary in the case of non-conformal boundaries. With the introduction of a blending function that interpolates between contact stresses and gap pressure, we extend the contact methodology to scenarios with fully or partially open gap in Section 3.3, and we describe the characteristics of the specific blending function adopted in this work in Section 3.4. Finally, in Section 3.5, we show how to extend the methodology to the more general case of boundaries with different geometry and orientation.

3.1 Implicit contact with closed gap, identical boundaries and orthogonal meshes

As shown in Figure 3, we start by considering the two cells in contact \( V_{P_m} \) and \( V_{P_s} \) in the case of conformal meshes. We assume also that the two outward normal vectors lie in the same direction, that is, \( \mathbf{n}_{cm} = -\mathbf{n}_{cs} \), and are parallel to \( \delta_{cm} \) and \( \delta_{cs} \), defined as the cell-center to face-center distance vectors on the master and slave side, respectively.

Following the derivation described by Tuković et al.\(^{30}\) for internal interfaces (see also Appendix A in Reference 12 for the complementary derivation), the traction vector at the contact interface \( \mathbf{t}_c \) can be decomposed into normal and tangent components:

\[
(t_n)_c = (2\mu + \lambda)\mathbf{n}_c \cdot (\nabla \mathbf{u}_n)_c + \lambda c tr (\nabla \mathbf{u}_t)_c \mathbf{n}_c,
\]

\[
(t_t)_c = \mu c \mathbf{n}_c \cdot (\nabla \mathbf{u}_t)_c + \mu c (\nabla \mathbf{t}_u n)_c,
\]

where the tangent gradient operator \( \nabla_t = (I - \mathbf{n}n) \cdot \nabla \) is introduced, and the subscripts \( n \) and \( t \) refer to the normal and tangent components of traction and displacement.

The normal component of the traction on the two opposite sides of the contact interface \( S_c \) can be discretized as follows:

\[
(t_n)_{cm} = \frac{(u_n)_{cm} - (u_n)_{Pr}}{R_{nm}} + Q_{nm},
\]

\[
(t_n)_{cs} = \frac{(u_n)_{cs} - (u_n)_{Ps}}{R_{ns}} + Q_{ns},
\]

Borrowing terminology from circuit analysis, we have introduced the normal resistances:

\[
R_{nm} = \frac{(\delta_n)_{cm}}{(2\mu + \lambda)_{cm}},
\]

**FIGURE 3** Example of contact between master cell \( V_{P_m} \) and slave cell \( V_{P_s} \). The meshes are conformal and orthogonal.
where the normal cell-center to face-center distances are defined as \( (\delta_n)_{cm} = n_{cm} \cdot \delta_{cm} \) and \( (\delta_n)_{cs} = n_{cs} \cdot \delta_{cs} \). For orthogonal boundaries they coincide with the norms \(|\delta_{cm}|\) and \(|\delta_{cs}|\).

In Equations (27) and (28), we have also introduced the substitutions:

\[
Q_{nm} = \lambda_{cm} tr(\nabla_i u_i)_{cm} n_{cm} = (n_{cm} n_{cm}) \cdot (n_{cm} \cdot \sigma_{cm}) - (2\mu + \lambda)_{cm} n_{cm} \cdot (\nabla u_n)_{cm} ,
\]
\[
Q_{ns} = \lambda_{cs} tr(\nabla_i u_i)_{cs} n_{cs} = (n_{cs} n_{cs}) \cdot (n_{cs} \cdot \sigma_{cs}) - (2\mu + \lambda)_{cs} n_{cs} \cdot (\nabla u_n)_{cs} .
\]

These substitutions are not just for clarity. Indeed, by simply adjusting the definition of strain and stress tensors, the expressions for the traction in Equations (27) and (28) are not limited to linear-elastic materials but can be used also in the presence of additional strain components.

When master and slave faces are in contact and the gap width is zero, it follows from Equation (23) that:

\[
(u_n)_{cm} + [(f_n)_{cm} - (f_n)_{cs}] = (u_n)_{cs} ,
\]

that is, the normal component of the displacement field is continuous at the contact interface only if corrected for initial face-center position. Making use of the continuity of the traction across the contact interface and considering that the outward normal lies in opposite direction, the traction in Equation (27) is equal to the opposite of the traction in Equation (28), that is, \( (\tau_n)_{cm} = - (\tau_n)_{cs} \). Extracting and substituting \( (u_n)_{cs} \) from Equation (33), we derive the following expression for the normal component of the displacement at the boundary:

\[
(u_n)_{cm} = w_n (u_n)_{P_m} + (1 - w_n) (u_n)_{P_s} - \frac{R_{nm} R_{ns}}{R_{nm} + R_{ns}} (Q_{ns} + Q_{nm}) - (1 - w_n) [(f_n)_{cm} - (f_n)_{cs}] ,
\]

where we have introduced the normal interpolation weight:

\[
w_n = \frac{R_{ns}}{R_{nm} + R_{ns}} .
\]

The displacement \( (u_n)_{cs} \) on the slave side can be obtained simply introducing Equation (34) in Equation (33). The boundary displacement in Equation (34) is a weighted linear interpolation between the cell-center values in the two opposing cells, plus an additional explicit term. Finally, substituting Equation (34) in Equation (27), we derive the following relation for the normal component of the contact traction on the master face:

\[
(t_n)_{cm} = (2\mu + \lambda) c (u_n)_{P_m} - (u_n)_{P_s} - w_n Q_{nm} + (1 - w_n) Q_{nm} - \frac{(f_n)_{cm} - (f_n)_{cs}}{\delta_{ns}} ,
\]

where \( \delta_{ns} = (\delta_n)_{cm} + (\delta_n)_{cs}, \) and \( (2\mu + \lambda) c \) is calculated with harmonic interpolation.

\[
(2\mu + \lambda) c = \frac{(\delta_n)_{cm}(2\mu + \lambda)_{cm}}{(\delta_n)_{cm} + (\delta_n)_{cs}} \frac{(\delta_n)_{cs}(2\mu + \lambda)_{cs}}{(\delta_n)_{cm} + (\delta_n)_{cs}} .
\]

The normal traction on the slave face is simply the opposite of Equation (36).

3.1.1 Frictional component

Typically, depending on the surface characteristics of the two materials, only a fraction of the tangent or frictional force is transmitted across the contact surface, usually up to a certain fraction of the normal traction. Thus, we introduce the friction coefficient \( \alpha \in [0, \infty) \) so that:
\[(t_i)_{cm} = \min \left( |(t_i)_{cm,\infty}|, \alpha |(t_n)_{cm}| \right) \frac{(t_i)_{cm,\infty}}{|(t_i)_{cm}|}. \tag{38}\]

The traction \((t_i)_{cm,\infty}\) is the tangent traction on the master face in case of infinite friction coefficient, that is, when the two boundaries in contact cannot slide relatively to each other. Applying the same procedure presented in the previous section, we derive the following relation for the tangent traction on the master face in case of infinite friction coefficient:

\[
(t_i)_{cm,\infty} = \frac{\mu_c (u_i)_p - (u_i)_{p_n}}{\delta_{ns}} - w_i Q_{is} + (1 - w_t) Q_{im}, \tag{39}\]

where \(\mu_c\) is obtained with harmonic interpolation. We have also introduced the substitutions:

\[
Q_{im} = \mu_{cm} \nabla_i u_{nm} = (I - n_{cm} n_{cm}) \cdot (n_{cm} \cdot \sigma_{cm}) - \mu_{cm} n_{cm} \cdot \nabla u_{im}, \tag{40}\]

\[
Q_{is} = \mu_{cs} \nabla_i u_{ns} = (I - n_{cs} n_{cs}) \cdot (n_{cs} \cdot \sigma_{cs}) - \mu_{cs} n_{cs} \cdot \nabla u_{is}, \tag{41}\]

and we have defined the tangent resistances:

\[
R_{im} = \frac{(\delta_n)_{cm}}{\mu_{cm}}, \tag{42}\]

\[
R_{is} = \frac{(\delta_n)_{cs}}{\mu_{cs}}, \tag{43}\]

and the tangent interpolation weight:

\[
w_t = \frac{R_{is}}{R_{im} + R_{is}}. \tag{44}\]

The slave traction is simply the opposite of Equation (38). Given that the tangential traction is found explicitly as a function of the normal component, it is added directly to the source term as done in Equation (19) for the fixed-traction boundary type. The corresponding normal gradient is obtained once again from Equation (20) and it is used to calculate the tangential component of the boundary displacement \((u_n)_{cm}\) and \((u_n)_{cs}\). For this reason, the implicit contact methodology proposed in this article is more precisely semi-implicit.

### 3.2 Correction for non-orthogonal boundaries and non-conformal meshes

In the previous sections, we have assumed that the cell-center to face-center vector \(\delta_n\) is parallel to the outward normal vector and the meshes on both side of the contact interface are identical. Similar to Reference 36, we add in this section an explicit non-orthogonal correction term to accurately discretize the contact traction on non-orthogonal meshes.

As shown in Figure 4, we can define the correction vectors\(^1\):

\[
k_{m}^{corr} = \delta_{cm} - (\delta_n)_{cm} n_{cm}, \tag{45}\]

\[
k_{s}^{corr} = \delta_{cs} - (\delta_n)_{cs} n_{cs}. \tag{46}\]

By extracting the outward normal vector from the equations above and by substituting in Equation (25), we can rewrite the normal traction on the master and slave side (previously defined in Equations 27 and 28) as:

\[
(t_n)_{cm} = \frac{(u_n)_{cm} - (u_n)_{p_n}}{R_{nm}} - \frac{k_{m}^{corr} \cdot (\nabla u_{n})_{cm}}{R_{nm}} + Q_{nm}, \tag{47}\]
Following the same derivation presented in Section 3.1, we obtain the following normal non-orthogonal correction traction. Once again, we show only the relation for the master face as the traction on the slave side is simply the opposite:

\[
(t_n)_{cm} = \frac{(u_n)_{cs} - (u_n)_{Ps}}{R_{ns}} - \frac{k_{corr} \cdot (\nabla u_n)_{cs}}{R_{ns}} - \frac{k_{corr} \cdot (\nabla u_n)_{cm}}{\delta_{ms}} + Q_{ns} \quad (48)
\]

Applying the same procedure to the tangent component of the traction, we derive the tangent non-orthogonal correction traction for the infinite friction case:

\[
(t_t)_{cm,\infty} = \frac{k_{corr} \cdot (\nabla u_t)_{cs} - k_{corr} \cdot (\nabla u_t)_{cm}}{\delta_{ms}}. \quad (50)
\]

A non-orthogonal correction term is always necessary in the presence of non-conformal meshes, even when the original boundaries are orthogonal. Indeed, the AMI can reconstruct the single opposing slave cell, but the reconstructed cell-center and its related fields do not necessarily lie in front of the master face-center. In the example on the left of Figure 5, the master cell \( V_{P_m} \) is in contact only with the slave cell \( V_{P_s} \) in the original geometry. The face-area-weighting technique detects a single interpolation weight equal to one even if the slave cell extends beyond the area in contact with \( V_{P_m} \). When the traction is discretized on the master face, the AMI reconstructs the opposing slave cell as on the right of Figure 5 but the weighted average results in the values of the original slave cell \( V_{P_s} \). (This is valid for any quantity that needs to be reconstructed such as displacement or stress at the boundary or at the cell-center, face-center, cell-center location, etc.). Thus, to calculate the slave traction at the master face-center \( f_{cm} \) (see the example in Figure 5) it is necessary to add a non-orthogonal correction term as the one in Equations (47) and (48). For this purpose, it is sufficient to redefine the slave \( \delta_{cs} \) vector (see the example in Figure 5) as the distance vector between the master face-center and the reconstructed slave cell-center.

As the final discretization of the contact traction is derived from the expression of the traction at the face center from the two sides of the contact interface, the approach described in this and in the previous sections corrects also for face skewness (even in the presence of non-conformal meshes), unlike the standard non-orthogonal correction used in cell-centered FV. In the future, the treatment here proposed for the contact boundaries could be extended to the internal faces. Besides reducing the skewness error, this could be relevant for cases (like those typical of nuclear fuel simulations) where a material presents strong gradients in the thermo-mechanical properties due to a temperature profile.

### 3.3 Transition between open and closed gap

The traction \( t_c \) must reduce to the pressure of the fluid in the gap region \(-p_g n_c\) (or to zero if no fluid is present) when the surfaces are not in contact, while the relations derived in the previous sections are valid only if the gap is closed. The sudden change in surface traction, which translates in the transition from an implicit discretization of the contact forces...
**FIGURE 5** Non-orthogonal correction for non-conformal boundaries. The AMI method introduces non-orthogonality even in the presence of orthogonal original boundaries.

**FIGURE 6** Non-orthogonal correction with open-gap. The master face-center must be projected on the slave face to calculate the slave traction.

To the explicit fixed-traction scheme, can be treated numerically with the introduction of a blending function interpolating between the gap pressure (or traction-free condition) and the contact traction.

Different choices of blending function are possible and more details about the one proposed in this article are given in the next section. More generally, the blending coefficient \( \beta(g) \) is a function of the gap width \( g \), already defined in Equation (33), and must have the following characteristics:

- \( \beta(g) \in [0, 1] \).
- \( \lim_{g \to \infty} \beta(g) = 0 \).

It is also desirable that \( \beta(g) \) is sufficiently small for \( g > 0 \), at least starting from some fraction of the initial gap width. This helps to avoid or limit spurious attractive forces that would be introduced if the two surfaces were considered partly attached, although they are still separated by an open gap. The meaning of “sufficiently small” cannot be defined a-priori and it depends on various factors, such as case setup, boundary conditions and mesh resolution.

To properly account for the presence of an open gap, it is necessary to modify the definition of the slave cell-center to face-center distance vector. As shown in Figure 6, the master face-center is projected across the gap along the outward normal direction, to find the point \( f'_{cm} \) on the slave face. The slave vector \( \delta_{cs} \) is then calculated as the distance between \( f'_{cm} \) and the reconstructed slave cell-center.
With this minor modification to the definition of \( \delta \), and with the addition of the blending function, the contact methodology can be finally extended to open gap scenarios. After adding (implicitly) and subtracting (explicitly) the tangential component of the normal gradient, the total contact traction on the master face can be rewritten as:

\[
\begin{align*}
t_{cm} &= \beta(2\mu + \lambda)c \frac{(u)_p - (u)_i}{\delta_{ms}} - \beta(2\mu + \lambda)c \frac{(u_i)_p - (u_i)_i}{\delta_{ms}} \\
&+ \beta \left[ -w_n Q_{ns} + (1 - w_n) Q_{nm} - (2\mu + \lambda)c \frac{(f_n)_c - (f_n)_c}{\delta_{ms}} + (\tau_i)_c \right] \\
&+ \beta \left[ (2\mu + \lambda)c \frac{L^c_{m} \cdot (\nabla u_n)_{cm} - L^c_{m} \cdot (\nabla u_n)_{cm}}{\delta_{ms}} \right] \\
&+ (1 - \beta) \left( -p_n n_{cm} \right).
\end{align*}
\]

\[ (51) \]

It is important to note that, as for the penalty factor in the penalty method, the introduction of the blending coefficient in the implicit contact methodology can be interpreted as a softening of the contact interface. This inevitably changes the physics of the simulation with larger penetration and wider contact area to preserve the global force balance, but it is necessary for convergence in many situations. Different from the penalty method where the contact pressure is applied only when there is penetration, the blending can be made continuous across the gap, that is, one can select an appropriate blending function to avoid a discontinuous jump from the gap pressure (usually very weak) to the contact stresses (usually very high). Additionally, because the contact stresses are taken care of in a semi-implicit manner, the performances (stability and convergence properties) of the implicit contact methodology are expected to be superior to those of the explicit FV penalty method implementation derived from Cardiff.

### 3.4 The sigmoid blending function

A curve that respects the characteristics described in the previous section and at the same time allows for a smooth and gradual change in blending coefficient is the sigmoid function. The specific function proposed in this article is given as:

\[
\beta(g) = \frac{1}{1 + \exp \left( \ln \left( 10^6 - 1 \right) \frac{(g + o)}{h} \right)}.
\]

\[ (52) \]

The sigmoid above is completely defined by the two parameters shown in Figure 7: the offset \( o \), that is the position of the inflection point along the \( g \) axis, and its width. In our case, we decided to define the latter as the half-width \( h \) of a symmetric interval around inflection point so that \( \beta(h - o) = 10^{-6} \), although any value \( \in (0, 0.5) \) could have been chosen. The user can provide the width and the offset as an absolute value (in meters) or in relative terms as a fraction of the cell-center to face-center distance (designated in this case as \( o_{rel} \) and \( h_{rel} \)).

Figure 8 shows the effect of changing the offset and the width of the blending curve. For the same width, a larger offset causes a higher degree of penetration but reduces the spurious attractive forces when the gap is still open. In certain cases, a larger offset might also obstruct convergence, given that the smaller the blending coefficient, the smaller is the implicit contribution of the traction in Equation (51). Alternatively, for the same offset, a larger half-width allows a smoother change in blending coefficient but increases the risk of incurring in spurious attractive forces when the two bodies are not in contact.

To avoid any spurious positive traction the sigmoid can be truncated, that is, once the user activates the corresponding option the blending function is forced to be equal to 0 for \( g \geq 0 \). The main drawback is the discontinuity at the interface which might worsen the convergence of some simulations. This issue might be partially solved with a more significant relaxation of the displacement field or with smaller time-steps if the problem is time-dependent.

Independently from the truncated option, we found it is useful to cut the sigmoid function using a threshold of \( 10^{-6} \) below this value the blending coefficient is directly set to 0. This avoids oscillations and limits the spurious attractive forces.
3.5 Implicit contact for boundaries with different geometry and orientation

All the relations derived in the previous sections assume that the two outward normal vectors \( \mathbf{n}_{cm} \) and \( \mathbf{n}_{cs} \) lie in the same direction. However, with few simple modifications, we can extend the implicit contact methodology to the more general case of boundaries with different orientation.

First, we introduce the common normal vectors \( \mathbf{n}^{*}_{cm} \) and \( \mathbf{n}^{*}_{cs} \) given by:

\[
\mathbf{n}^{*}_{cm} = \frac{\mathbf{n}_{cm} - \mathbf{n}_{cs}}{|\mathbf{n}_{cm} - \mathbf{n}_{cs}|} = -\mathbf{n}^{*}_{cs}.
\]

Then, as done in Section 3.3, we project the master face-center across the gap on the slave face, only this time the point is projected along the direction determined by \( \mathbf{n}^{*}_{cm} \). The corresponding point is used to calculate the slave vector \( \mathbf{\delta}_{cs} \) as explained in Section 3.2 and as shown in Figure 9.

Following the same derivation presented in Section 3.1, we decompose the contact traction into a normal component along \( \mathbf{n}^{*}_{cm} \) (or \( \mathbf{n}^{*}_{cs} \)) and tangent component perpendicular to \( \mathbf{n}^{*}_{cm} \) (or \( \mathbf{n}^{*}_{cs} \)). It follows that the explicit terms in the definition of the traction must be changed into:

\[
Q_{nm^*} = \lambda_{cm} tr (\nabla r \cdot \mathbf{u}_n)_{cm} \mathbf{n}^{*}_{cm} = (\mathbf{n}^{*}_{cm} \cdot \mathbf{n}_{cm}) (\mathbf{n}_{cm} \cdot \mathbf{\sigma}_{cm}) - (2\mu + \lambda)_{cm} \mathbf{n}^{*}_{cm} \cdot (\nabla \mathbf{u}_n)_{cm},
\]

\[
Q_{ns^*} = \lambda_{cs} tr (\nabla r \cdot \mathbf{u}_n)_{cs} \mathbf{n}^{*}_{cs} = (\mathbf{n}^{*}_{cs} \cdot \mathbf{n}_{cs}) (\mathbf{n}_{cs} \cdot \mathbf{\sigma}_{cs}) - (2\mu + \lambda)_{cs} \mathbf{n}^{*}_{cs} \cdot (\nabla \mathbf{u}_n)_{cs}.
\]
FIGURE 9  Boundaries with different orientation. The master face-center is projected along the common normal $n^*_c$

And:

$$Q_{tm^*} = \mu_{cm^*} \nabla^* \cdot (I - \nabla^* c^*_{cm}) \cdot u_{tm^*} = \mu_{cm^*} \nabla^* \cdot (I - n^*_cm) \cdot (n_{cm} \cdot \sigma_{cm}) - \mu_{cm^*} n^*_cm \cdot \nabla \cdot u_{tm^*},$$  

(56)

$$Q_{ts^*} = \mu_{cs^*} \nabla^* \cdot (I - \nabla^* c^*_{cs}) \cdot u_{ts^*} = \mu_{cs^*} \nabla^* \cdot (I - n^*_cs) \cdot (n_{cs} \cdot \sigma_{cs}) - \mu_{cs^*} n^*_cs \cdot \nabla \cdot u_{ts^*}.$$  

(57)

With these simple modifications, we derive the final relation for the total contact traction on the master side is:

\[
\begin{align*}
\begin{aligned}
\tau_{cm} &= \beta \frac{(u)_{cm^*} - (u)_m}{\delta_{ms}} - \frac{(u)_{cm^*} - (u)_{cm}}{\delta_{ms}} \\
&\quad + \beta \left[ (\kappa_{corr} \cdot (\nabla^* c^*_{cm} - \kappa_{corr} \cdot (\nabla^* c^*_{cm})) \right] + (1 - \beta) \left[ -p_{cm} n_{cm} \right].
\end{aligned}
\end{align*}
\]  

(58)

The discretization of the contact traction on the master face leads to the following diagonal and off-diagonal coefficients, and source term:

\[
\begin{align*}
a_{P_m} &= -\beta \frac{(2\mu + \lambda)}{\delta_{ms}} S_c, \\
a_{N_m} &= \beta \frac{(2\mu + \lambda)}{\delta_{ms}} S_c, \\
b_{P_m} &= S_c \beta \left[ -\frac{(2\mu + \lambda)}{\delta_{ms}} \frac{(u)_{cm^*} - (u)_m}{\delta_{ms}} - w_n \frac{Q_{nm^*}}{S_c} + (1 - w_n) \frac{Q_{nm^*}}{S_c} \right] + S_c \beta \left[ -\frac{(2\mu + \lambda)}{\delta_{ms}} \frac{(f)_{cm^*} - (f)_{cm}}{\delta_{ms}} \right] + (1 - \beta) \left[ -p_{cm} n_{cm} \right].
\end{align*}
\]  

(59-61)

The discretization of the traction on the slave faces leads to the following coefficients and source term:

\[
\begin{align*}
a_{P_s} &= -\beta \frac{(2\mu + \lambda)}{\delta_{ms}} S_c,
\end{align*}
\]  

(62)
\[ a_{P_m} = a_{N_c} = \beta \frac{(2\mu + \lambda)c}{\delta_{ms}} S_c, \]  

\[ b_{P_m} = -\frac{(2\mu + \lambda)c}{\delta_{ms}} \left( (\mathbf{u}_m - \mathbf{u}_r)_P - (\mathbf{u}_m - \mathbf{u}_r)_P \right) + w_n Q_{nm}^* - (1 - w_n) Q_{nm}^* + S_c \beta \left[ \frac{(2\mu + \lambda)c}{\delta_{ms}} (f_{n c} - f_{n c}') + (\tau_{r c}) \right] + S_c \left[ \frac{(2\mu + \lambda)c}{\delta_{ms}} (\nabla \mathbf{u}_m^*) - k_{corr} \cdot (\nabla \mathbf{u}_m^*) \right] + S_c (1 - \beta) \left( -p_n n_r \right). \]

## 4 | BENCHMARK CASES

The implicit contact methodology has been implemented as a custom boundary condition in OFFBEAT, a stress solver developed for nuclear engineering applications and based on the OpenFOAM C++ library. In this section, we verify the methodology against five test cases with known solution. The first two cases show that the contact approach introduced in this work reduces to the treatment of multi-material interfaces developed by Tuković when considering two materials in contact with infinite friction coefficient and closed gap. The third case is a classic contact patch test that studies whether the new contact methodology correctly transfer a constant stress distribution across interfaces with dissimilar meshes. The fourth and fifth cases are traditional punch tests used already for the verification of other contact procedures both with the FVM and the FEM. The main aim is to assess if the new methodology can correctly capture the contact stresses for static force-loading scenarios in the presence of curved contact surfaces and partially open gap.

### 4.1 | Cases 1 and 2: Bi-material cylinder with internal pressure or outer tangential traction

For two bodies in contact with infinite friction coefficient and without the formation of an open gap, the implicit contact procedure should be equivalent to the treatment for multi-material interfaces developed by Tuković.

To validate the use of the implicit contact methodology for similar scenarios, we examine two cases both consisting of a bi-material cylinder in plane stress with the dimensions shown in Figure 10. In Case 1, the inner cylinder is pressurized with a constant pressure \( p_i \), while the outer surface is modeled as stress-free; in Case 2, the inner surface is fixed and a constant tangential load \( \tau \) is applied to the outer cylinder.

Both test cases were analyzed in the original publication from Tuković. The main difference is that in this article the bi-material cylinder is reproduced with two separate concentric cylinders. The two materials, indicated with different color in Figure 10, have a Poisson’s ratio of \( \nu_1 = 0.35 \) and \( \nu_2 = 0.3 \), while the Young’s modulus ratio \( E_2/E_1 \) ranges from 0.2 to 10. The computational model has a total of 50 cells in the radial direction. The cells in the azimuthal direction are 480 for the inner cylinder and 920 for the outer cylinder. This difference in azimuthal discretization is introduced to test the implicit contact methodology on non-conformal meshes.

**Figure 10** Bi-material cylinder, dimensions (left), load for case with uniform internal pressure (center), and load for case with outer tangential traction (right)
As there is no gap opening, it is not necessary to truncate the sigmoid blending function and the relative offset \( o_{rel} \) can be set to zero. Also, the relative half-width \( h_{rel} \) can be set to the small value of 0.1 without incurring in the issue of spurious attractive forces and without affecting the convergence properties of the simulations. With this choice of blending parameters, the final interpenetration (relative to the radial size of the cells on the contact interface) is about \( 10^{-4} \) for Case 1 and it is certainly negligible.

All simulations are in steady state and are performed on the same Intel Xeon CPU E5-1660 v4 using one of the eight 3.2 GHz cores. Relaxation factors are not necessary to reach convergence, and the simulation time varies from \( \sim10 \) to \( \sim35 \) s depending on the boundary conditions (Case 1 or Case 2) and on the \( E_2/E_1 \) ratio.

Case 1 was already analyzed by Phan and Mukherjee,\(^{47}\) where the authors have derived the analytical solutions for the radial and hoop stresses:

\[
\sigma_r(r) = \begin{cases} \frac{r_1^3 - r_2^3 - p_{12} - p_i (2 \nu \frac{R}{2})}{r_1^3 - r_2^3}, & r_1 \leq r \leq r_2, \\ \frac{r_2^3 - r_3^3 - p_{12} - p_i (2 \nu \frac{R}{2})}{r_2^3 - r_3^3}, & r_2 < r \leq r_3, \end{cases} \tag{65}
\]

\[
\sigma_\theta(r) = \begin{cases} \frac{r_1^3 - r_2^3 - p_{12} - p_i (2 \nu \frac{R}{2})}{r_1^3 - r_2^3}, & r_1 \leq r \leq r_2, \\ \frac{r_2^3 - r_3^3 - p_{12} + p_i (2 \nu \frac{R}{2})}{r_2^3 - r_3^3}, & r_2 < r \leq r_3, \end{cases} \tag{66}
\]

where \( p_{12} \) is the contact pressure at the interface:

\[
p_{12}(r) = \frac{2r_1^2 p_i}{E_2 (r_1^2 - r_2^2)} \left( \frac{r_1^2 + r_2^2}{r_1^2 - r_2^2} + \nu_2 \right) + \frac{1}{E_1} \frac{r_2^2 + r_1^2}{r_1^2 - r_2^2} - \nu_1. \tag{67}
\]

Similarly, Case 2 was already analyzed by Nie and Batra,\(^{48}\) where they derived the analytic solution for the shear stress:

\[
\sigma_{\theta\theta}(r) = \frac{\tau}{r^2}. \tag{68}
\]

The solution for the tangential displacement, instead, was derived by Tuković:

\[
\sigma_\theta(r) = \begin{cases} \frac{r_1^3}{2p_1} \left( \frac{r}{r_1} - 1 \right), & r_1 \leq r \leq r_2, \\ \frac{r_2^3}{2} \left( \frac{1}{\mu_1 r_2} - \frac{1}{\mu_2 r_2} + \frac{1}{\mu_2 r_2} \right) \left( r - \frac{1}{\mu_1 r_2} \right), & r_2 < r \leq r_3. \end{cases} \tag{69}
\]

The radial and hoop stress for Case 1 are shown in Figures 11 and 12, while the shear stress and tangential displacement for Case 2 are shown in Figures 13 and 14. Overall, the profiles compare well with the analytical solutions, but the errors are in some cases slightly larger than those reported by Tuković et al. in their original publication where they mention errors below 1%. In our simulations we obtained errors of: \( \sim0.5\% \) for the radial stress and just above 1% for the hoop stress of Case 1; \( \sim0.1\% \) for the shear stress and \( \sim3.5\% \) for the tangential displacement of Case 2.

Two main sources of error are identified. One derives from the non-conformal discretization of the two contact interfaces as the AMI algorithm detects a small gap between the two surfaces, despite them being only different discretization of the same circle. This error seems difficult to avoid in the current implementation of the implicit contact methodology, but it is expected to decrease and approach zero with progressive mesh refinement. The second source of error is simply the result of the introduction of a blending function, given that any value of the blending coefficient lower than one causes some readjustment of the displacement to satisfy the global force balance and might affect the solution. Tests were performed to verify that by doubling the azimuthal mesh resolution for both cylinders or by fixing a blending coefficient higher than 0.99 (as it can be done for example by using a negative offset or by defining a different blending function) one can bring the average errors below 0.1%.
**Figure 11** Radial stress in bi-material cylinder with inner pressure $p_i$ for various $E_1/E_2$ ratios

**Figure 12** Hoop stress in bi-material cylinder with inner pressure $p_i$ for various $E_1/E_2$ ratios

**Figure 13** Shear stress in bi-material cylinder with tangential load $r$ for various $E_1/E_2$ ratios
FIGURE 14  Circumferential displacement in bi-material cylinder with tangential load \( r \) for various \( E_1/E_2 \) ratios

FIGURE 15  Contact patch test. The model with the mesh and boundary conditions is shown on the left. A color map of the relative error for the vertical or normal component of the stress field (with respect to a uniform distribution equal to the top pressure \( p \)) is shown on the right.

4.2  Case 3: Contact patch test

The third verification case is a 2D contact patch test along the classical definition of Taylor and Papadopoulos. Similar tests have been extensively used in the FE community for the verification of contact methodologies as done for example in References 50–55 for the mortar method. The case consists of a 2D square block of side \( L \) pressed by a uniform pressure \( p \) against a second block of identical dimensions. To generalize the test for contact cases involving different material properties, the two materials, indicated with different color on the left of Figure 15, have a Poisson’s ratio of \( \nu_1 = 0.35 \) and \( \nu_2 = 0.3 \), and a Young’s modulus ratio \( E_2/E_1 \) equal to 0.5. A different discretization is used for the two blocks: a \( 5 \times 5 \) grid is selected for the bottom block, a \( 7 \times 7 \) grid for the top one.

With the regards to the parameters of the implicit contact simulation, the relative offset and half-width are set to 0 and 0.1, respectively, while the sigmoid function is not truncated since the gap is closed (i.e., there is no need to limit spurious attractive forces). For the purpose of this test, the threshold for the residuals of the displacement field is set to \( 10^{-14} \), which represents the minimum residual that we could achieve in double precision in OpenFOAM.
The right side of Figure 15 shows a color map of the relative error for the normal stress component with respect to an expected uniform value equal to \( p \) obtained using the implicit contact algorithm. The magnitude of the reported errors is consistent with the chosen residuals, thus confirming a correct transmission of stresses through the contact interface.

4.3 Case 4: Two-dimensional punch test

The fourth verification case is a 2D linear-elastic punch test from the NAFEMS benchmark series, which we have already analyzed in a previous publication using the penalty method. The case, approximated as in plane strain, consists of a cylindrical steel punch pressed with a constant point load of 35 kN on an aluminum foundation. This setup is shown with its main dimensions in Figure 16 where the two bodies are displayed with different colors. The Young’s moduli are \( E_{\text{foundation}} = 70 \text{ GPa} \) and \( E_{\text{punch}} = 210 \text{ GPa} \), while both materials have the same Poisson’s ratio of \( \nu = 0.3 \). The contact is assumed to be frictionless so that the analytical solution found in literature can be used as comparison.

The problem is symmetric and only half of the geometry is reproduced in the computational model, using symmetry boundary conditions. The case is solved with a set of four different mesh refinement levels, from Level 1 to Level 4, with a total of 2660, 8231, 27,491, and 99,469 cells, respectively. All computational models are generated using the Salome platform following the same guiding principle: the 2D NETGEN algorithm with quadrilateral elements and coarse grid settings is used for most of the model, while a regular, quadrangular and more refined grid is used both close to the contact area and close to the point load on the top of the punch. Moving from a refinement level to the next, the cell width in the quadrangular zones is halved. As an example, the coarsest mesh is shown with a detail of the contact area on the center-left side of Figure 16.

The relative offset and half-width are set to 0 and 1, respectively, leading to an average relative interpenetration (with respect to the cell size) of \( \sim 1 \cdot 10^{-2} \) for the finest mesh. The sigmoid function is truncated to limit spurious attractive forces. The same simulations are performed employing a boundary condition based on the penalty method (derived from the implementation of Cardiff), so that the performance and accuracy of the two contact methodologies can be compared. The penalty scale factor is set to 1.

All simulations are performed in steady state on the same Intel Xeon CPU E5-1660 v4, using one of the eight 3.2 GHz cores. For static contact cases with force loading like the one analyzed in this section, the penalty method results in an ill-conditioned problem and an unstable solution. To reach convergence, we use a relaxation factor of 0.1 for the interface pressure together with an equation relaxation factor (as opposed to field relaxation) of 0.999. Due to the partial contact between punch and foundation surfaces and due to the implicit treatment of the boundary stresses, the implicit contact simulations do not require relaxation.
As done in Reference 56 (although another classic reference for this case is Reference 58), an analytical solution for the contact stresses along the rounded edge of the punch can be obtained using Hertzian contact theory which assumes the following parabolic pressure distribution (which is known to be a very good approximation):

\[
p = p_{\text{max}} \sqrt{1 - \xi^2},
\]

(70)

where \( p_{\text{max}} = 3.5854 \, \text{GPa} \) is the maximum pressure, \( \xi = x/l \) is the normalized coordinate along the rounded edge and \( l = 6.210 \, \text{mm} \) is the contact arc length along the punch outer surface.

In Figure 17, the calculated contact pressure is compared against the analytical solution for both the implicit and penalty methodologies. For the sake of a clearer graph, we show only the profiles obtained with the finest mesh, Level 4. Both simulations compare well against the results predicted by the Hertzian contact theory: the implicit contact calculates a maximum pressure of 3.5774 GPa and a contact arc length of 6.315 mm, with a relative difference of −0.2% and 1.7% with respect to the analytical values; while the penalty method predicts a maximum pressure of 3.5673 GPa and a contact arc length of 6.379 mm, with a relative difference of −0.5% and 2.7%.

To examine the discretization errors, the converged value of \( p_{\text{max}} \) is approximated using Richardson’s extrapolation method.\(^5^9\) Figure 18 shows that the discretization errors of the implicit method for the contact pressure are below 1% even on the coarsest mesh, probably due to the small penetration achieved thanks to parameters selected for the blending function. For comparison, the discretization errors for the penalty method simulations are also included in the graph: despite a similar convergence order, the errors are slightly higher. However, more accurate results could be obtained either by using more refined grids or by increasing the penalty scale factor beyond 1, probably at the cost of convergence.
The gain in performance achieved with the implicit contact methodology is difficult to assess. On the one hand, the simulations performed with the penalty-based boundary condition are significantly slower. The speedup offered by the implicit methodology ranges from a factor of $\sim 1000 \times$ on the Level 1 grid to a factor of $\sim 400 \times$ on the Level 4 grid (the performance boost due to the implicit treatment of the boundary stresses decreases as the ratio between the number of boundary faces and the total number of cells decreases). The superior convergence properties are apparent also from Figure 19, where the residuals of the $x$- and $y$-components of the displacement field are plotted against the number of iterations of the linear solver (the residuals are limited to the first 3000 iterations for the simulation with the penalty-based boundary condition). On the other hand, the penalty method simulation is severely affected by the almost point-like nature of the contact case considered, and by the use of the equation relaxation technique. This is known to significantly affect convergence and might not be necessary for dynamic cases with displacement loading. Separate tests were performed to verify that, when using the same computational models to simulate a short transient (e.g., $10 \mu s$ with time steps of $1 \mu s$) or a fixed downward displacement on the punch (as opposed to the point-load), the running times of the two contact methodologies become comparable. Nevertheless, the performance boost remains relevant for improving the analysis of static, force-loading cases with the FVM, which is the main objective of this article.

4.3.1 The impact of the sigmoid blending function parameters

Case 4 is ideal to show the importance of selecting appropriate parameters for the sigmoid blending function. As an example, we use the most refined model, Level 4. Starting from the original simulation with $\sigma_{rel} = 0$, $h_{rel} = 1$ and the truncated option activated, we perform 3 separate simulations where we progressively: deactivate the truncated option; change $h_{rel}$ to 0.5; change $\sigma_{rel}$ to 0.5. We focus on the following three quantities: the maximum contact pressure on the punch; the contact arc length on the curved surface of the punch and the maximum positive stress on the foundation top surface relative to the maximum contact pressure. The results of the three simulations are compared against the original simulation in Table 1.

First, deactivating the truncated option causes a sudden increase in spurious attractive forces. Due to these high positive stresses ($\sim 0.8$ GPa), the contact pressure distribution is slightly distorted to respect the global force balance: the maximum (negative) pressure and the contact arc length increase. Nevertheless, the spurious positive forces are limited to just a few cells near the edge of the contact area, and their effect on the global results of the simulation is surprisingly small (0.1% error for the maximum pressure, 2% for the contact arc length).

Decreasing the relative half-width from 1 to 0.5 makes the blending function steeper (see Section 3.4). Outside the interpenetration zone the value of the blending coefficient is lower, and the spurious attractive forces decrease ($\sim 0.4$ GPa). The maximum pressure and the contact arc length approach more closely the values predicted by the original simulation.

Finally, increasing the relative offset from 0 to 0.5, causes the blending function to shift inward toward the cell-center (see again Section 3.4). For the same interpenetration, the value of the blending coefficient is lower, and it is probably below the $10^{-6}$ threshold immediately outside the interpenetration zone. The interpenetration increases, the contact area

![Figure 19](image-url) Residuals against number of iterations for Case 4 on the finest mesh. Residuals are shown both for the implicit contact and penalty-method based boundary conditions
Table 1 Frictionless 2D punch test: Effect of changes in the blending function parameters on the results for mesh refinement Level 4

| Truncated option | $h_{rel}$ | $a_{rel}$ | Max contact pressure (GPa) | Contact arc length (mm) | Rel. max positive stress |
|------------------|-----------|-----------|----------------------------|-------------------------|--------------------------|
| On               | 1         | 0         | 3.5774                     | 6.315                   | ~0%                      |
| Off              | 1         | 0         | 3.5813                     | 6.444                   | 25%                      |
| Off              | 0.5       | 0         | 3.5790                     | 6.379                   | 11%                      |
| Off              | 0.5       | 0.5       | 3.5763                     | 6.509                   | ~0%                      |

Note: The results considered are the maximum contact pressure on the punch, the contact arc length along the curved surface of the punch, and the maximum positive stress on the foundation top surface relative to the maximum pressure. The first line corresponds to the original simulation performed for the analysis of the benchmark.

4.4 Case 5: Punch test with rounded edge

The last verification case is another linear-elastic punch test from the NAFEMS benchmark series. This time, the punch is a steel cylinder characterized by a rounded edge on its base and pressed with a constant pressure of 100 MPa against a cylindrical aluminum foundation. The setup and its main dimensions are shown in Figure 20, while the material properties for aluminum and steel are the same used in the previous benchmark (Case 4). This punch test has been studied in the past by several authors,60,61 notably by Cardiff et al.21 using a FV contact stress solver based on the penalty method.
As the case is axisymmetric, we consider first a 2D wedge geometry. The model is discretized with a triangular mesh using 3 refinement levels, from Level 1 to Level 3, for a total number of cells of 1389, 4059, and 14,731, respectively. All computational models are created with the Salome platform using the NETGEN algorithm, and are progressively refined in the region closer to the punch rounded edge, as shown in the detail in Figure 20 for the finest mesh. Regarding the settings for the sigmoid blending function, the relative offset is set to zero and the half-width is set to 0.1 for all the simulations, leading to an average relative interpenetration (with respect to the cell size) of \( \sim 5 \cdot 10^{-4} \) on the finest mesh. The sigmoid function is truncated to limit the emergence of spurious positive traction forces along the rounded edge.

The benchmark is reproduced twice, first as a frictionless contact case and then considering a friction coefficient \( \alpha \) equal to 0.1. The reference solution for both conditions is obtained with Code Aster on the highest mesh refinement level or Level 3. The contact formulation used in the Code Aster simulations is the generalized Newton method for both normal and frictional contact stresses. It is described as a continuous formulation of the Signorini–Coulomb law in the form of augmented Lagrangian. Only for the frictionless case, we perform an additional FV simulation for each mesh refinement level employing a boundary condition based on the penalty method and using a standard penalty scale factor of 0.1.

In the three following graphs, we show the axial displacement (Figure 21), the contact stress (Figure 22), and the axial displacement (Figure 23) calculated along the top horizontal edge of the foundation. In these plots, we also include the reference solution from Code Aster and the solution obtained with the penalty method. To avoid overcrowded graphs, we display the results for the frictionless contact case (left part of the figures) and those for the frictional contact (right part of the figures) separately, and we show only the results obtained on the finest mesh, Level 3.

The figures reveal that the accuracy of the implicit contact methodology proposed in this article compares well against the more traditional penalty method. The results are also in line with those obtained by Cardiff with his FV penalty method contact stress solver, although the convergence rate shown in this article might seem faster due to the use of local refinement at the edges of the contact region.

**Figure 21** Punch test with rounded edge, axial displacement on the foundation top edge. On the left, the results obtained for the frictionless contact case. On the right, the results obtained with a friction coefficient equal to 0.1. (A) Frictionless case. (B) Frictional case

**Figure 22** Punch test with rounded edge, contact stress on the foundation top edge. On the left, the results obtained for the frictionless contact case. On the right, the results obtained with a friction coefficient equal to 0.1. (A) Frictionless case. (B) Frictional case
Some minor differences with the solution from Code Aster seem to remain, however, as it emerges from a closer look at the radial displacement curves. Indeed, the implicit contact method (in agreement with the penalty method) predicts a sharper and more peaked profile where the rounded edge touches the foundation, both for the frictionless and frictional contact cases. It is difficult to identify the main reason for these differences, as the reference solution is not analytic. It is likely, however, that this is simply due to numerical differences that will become smaller as the mesh is further refined in both codes.

Regarding the difference in performance between the penalty and implicit contact methods for the FV-based stress solver, the implicit methodology consistently proves to converge more quickly. Table 2 summarizes the running time required by the two methods on the three mesh refinement levels (the comparison can be done for the frictionless case only as the implementation at hand of the penalty method does not include frictional forces). The table also indicates the speedup provided by the implicit contact method, which varies between 4.7 for the coarsest to 3.5 for the finest mesh. These values, although considerably smaller than those obtained for the previous punch test benchmark (Case 4), are still quite significant. As mentioned in the analysis of the previous benchmark, the decrease in performance gain with increasing mesh refinement is expected, considering that the ratio of the number of boundary faces to the total number of cells ratio decreases. Each simulation was performed on an Intel Xeon CPU E5-1660 v4 with eight 3.2 GHz cores, using a single core. A relaxation factor of 0.999 for the equation solution was necessary to reach convergence when employing the penalty-based boundary condition, while a relaxation factor of 0.9 for the displacement field was used to stabilize the solution with the implicit contact methodology.

As done for the previous benchmark case, separate simulations were performed to verify that the performance boost obtained with the implicit methodology becomes less relevant or negligible when considering inertial forces or fixed displacement scenarios, all cases for which the use of an equation relaxation factor is not necessary.

To test the applicability of the methodology for 3D geometries, the frictionless punch test is performed once again using 3D computational models. This time, the three refinement levels contain a total of 13,211, 33,645, and 131,142 cells, from Level 1 to Level 3 respectively. Both the implicit contact and penalty method boundary conditions are used, so that the computation time can be compared also for a 3D simulation. To save computational resources, the model
includes only a quarter of the geometry, making use of the symmetry of the setup. The mesh, shown in Figure 24 for the highest refinement level, is composed mainly of tetrahedral cells and it is generated with the NETGEN algorithm from the SALOME platform.

The results of the 3D simulations compare well against the solutions obtained previously on the 2D wedge geometry. As an example, in Figure 25 we show the axial displacement along the horizontal top edge of the foundation calculated on the most refined 3D mesh. For comparison, we include in the graph the profiles obtained with Code Aster and with the implicit contact algorithm on the most refined 2D wedge model (i.e., the same results already shown in Figure 21).

Finally, as done for the 2D wedge models, we report the running time required for the 3D simulations in Table 3. The gain in performance guaranteed by the implicit contact method is larger than for the respective 2D cases, although it is

---

**Figure 24**  Punch test with rounded edge: Three-dimensional computational model for the finest mesh refinement level

**Figure 25**  Punch test with rounded edge: Axial displacement on foundation top horizontal edge calculated with the most refined 3D model. The reference solution calculated with Code Aster on a 2D wedge model (and the respective implicit contact 2D solution) is included in the graph
TABLE 3  Punch test with rounded edge: Running times for the frictionless case on 3D geometry

| Mesh refinement | Level 1, 3D | Level 2, 3D | Level 3, 3D |
|-----------------|------------|------------|------------|
| Number of cells | 13,211     | 33,645     | 131,142    |
| Number of faces on foundation top | 862 | 1976 | 4854 |
| Implicit contact running time | 15 s | 72 s | 535 s |
| Penalty method running time | 661 s | 1328 s | 5205 s |
| Speedup | 44.1× | 18.4× | 9.7× |

Note: The results are shown for each mesh refinement level (the number of cells and the number of faces is indicated) both for the implicit and penalty method.

even more sensitive to mesh refinement. This confirms that the speedup given by the implicit methodology is case and mesh dependent.

5 CONCLUSIONS

In this article, we have presented a novel (semi-)implicit methodology for the solution of static, force-loading contact problems with finite volume stress solvers. This article joins the international efforts carried out in the last 30 years to make the finite volume method a viable alternative to the more common finite element techniques for solid mechanics problems.

The implicit algorithm presented in this article has been implemented as a custom boundary condition in a cell-centered finite volume stress solver built using the OpenFOAM C++ library. The contact methodology was inspired by the treatment of bi-material interfaces inside the domain developed by Tuković and is based on a semi-implicit discretization of the contact stresses which allows a straightforward inclusion of frictional forces. The introduction of a sigmoid blending function, that interpolates between contact stresses and gap pressure, extends the procedure to cases where the gap is partially open. Further, a treatment for non-conformal boundaries between for the two bodies in contact, which is based on OpenFOAM’s arbitrary mesh interface, has been derived. Finally, the implicit algorithm is accompanied by correctors for non-orthogonal boundaries.

The new method has been validated against five benchmarks with known solution, including cases with fully closed and partially opened gap. The results show good agreement with the reference solutions, either analytic or obtained using the well-known finite element code named Code Aster. For the test cases studied in this article, the performance gain compared to the penalty method was case-dependent but always substantial, as it varied between a factor of 3.5× and a factor of 1000×.

Some problems remain and some aspects of the methodology require a more meticulous analysis. For example, the choice of the contact tolerances, that is, selecting the correct parameters of the blending function, is more complex and less intuitive than choosing a single penalty scale factor when using a penalty method boundary condition. Dedicated studies for cases of interest are needed to define best-practice values for these coefficients and the development of a semi-automated algorithm to identify the optimal blending coefficients would certainly be beneficial. Also, additional efforts should be carried out to study the frictional response of the methodology more in detail.

DATA AVAILABILITY STATEMENT

The data supporting the findings of this study are available from the corresponding author upon reasonable request. They will be made publicly available via a git repository once the OFFBEAT solver used in this study is released. The release is scheduled for early 2022.

ENDNOTES

1It is worth noting that the correction vectors presented in Equations (45) and (46), have different units with respect to the correction vector given in Equation (12). The traction vector defined in Equation (4) has the units of pressure (Pa). Then it follows that the correction vector in Equation (12) is dimensionless, while the vectors presented in Equations (45) and (46), have the units of length (m), as they must have the same units of the $\delta$ vectors (which are distance vectors).
These vectors coincide with the search direction used by the face area weighting technique to calculate the weighting factors for the AMI mapping.

The reference documents report a slightly different solution if compared to the Code Aster results presented in this article. This discrepancy is due to the much coarser mesh used in the mentioned publications. Before the preparation of this paper, by running Code Aster on the two finest mesh refinement levels (Level 2 and Level 3), we verified that the mesh used to obtain the results presented in References 56, 60, and 61 is relatively coarse and the solution therefore not fully converged.
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