Content-Preserving Unpaired Translation from Simulated to Realistic Ultrasound Images
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Abstract. Interactive simulation of ultrasound imaging greatly facilitates sonography training. Although ray-tracing based methods have shown promising results, obtaining realistic images requires substantial modeling effort and manual parameter tuning. In addition, current techniques still result in a significant appearance gap between simulated images and real clinical scans. Herein we introduce a novel content-preserving image translation framework (ConPres) to bridge this appearance gap, while maintaining the simulated anatomical layout. We achieve this goal by leveraging both simulated images with semantic segmentations and unpaired in-vivo ultrasound scans. Our framework is based on recent contrastive unpaired translation techniques and we propose a regularization approach by learning an auxiliary segmentation-to-real image translation task, which encourages the disentanglement of content and style. In addition, we extend the generator to be class-conditional, which enables the incorporation of additional losses, in particular a cyclic consistency loss, to further improve the translation quality. Qualitative and quantitative comparisons against state-of-the-art unpaired translation methods demonstrate the superiority of our proposed framework.
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1 Introduction

Ultrasound (US) is a commonly used medical imaging modality that supports real-time and safe clinical diagnosis, in particular in gynecology and obstetrics. However, the limited image quality and the hand-eye coordination required for probe manipulation necessitate extensive training of sonographers in image interpretation and navigation. Volunteer access and realism of phantoms being limited for training, especially of rare diseases, computational methods become essential as simulation-based training tools. To that end, interpolation of pre-acquired US volumes \cite{6} provide only limited image diversity. Nevertheless, ray-tracing based methods have been demonstrated to successfully simulate images with realistic view-dependent ultrasonic artifacts, e.g. refraction and reflection \cite{4}. Monte-Carlo ray-tracing \cite{14} has further enabled realistic soft shadows
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and fuzzy reflections, while animated models and fusion of partial-frame simulations were also presented [20]. However, the simulation realism depends highly on the underlying anatomical models and the parametrization of tissue properties. Especially the noisy appearance of ultrasound images with typical speckle patterns are nontrivial to parameterize. Despite several approaches proposed to that end [13,21,27], images simulated from anatomical models still lack realism, with the generated images appearing synthetic compared to real US scans.

Learning-based image translation techniques have received increasing interest in solving ultrasound imaging tasks, e.g. cross-modality translation [11], image enhancement [10,26,25], and semantic image synthesis [2,22]. The aim of these methods is to map images from a source domain to target domain, e.g. mapping low- to high-quality images. Generative adversarial networks (GANs) [7] have been widely used in image translation due to their superior performance in generating realistic images compared to supervised losses. In the paired setting, where images in the source domain have a corresponding ground truth image in the target domain, a combination of supervised per-pixel losses and a conditional GAN loss [15] has shown great success on various translation tasks [9]. In the absence of paired training samples, the translation problem becomes under-constrained and additional constraints are required to learn a successful translation. To tackle this issue, a cyclic consistency loss (cycleGAN) was proposed [28], where an inverse mapping from target to source domain is learned simultaneously, while a cycle consistency is ensured by minimizing a reconstruction loss between the output of the inverse mapping and the source image itself. Recent works have extended and applied cycle consistency on multi-domain translation [1,5,29]. Cycle consistency assumes a strong bijective relation between the domains. To relax the bijectivity assumption and reduce the training burden, Park et al. [17] proposed an alternative with a single-sided unpaired translation technique with contrastive learning. For US simulation, the standard cycleGAN was used in [24] to improve the realism of simulated US image frames, however, this method is prone to generate unrealistic deformations and hallucinated features.

In this work, we aim to improve the realism of computationally-simulated US images by converting their appearance to that of real in-vivo US scans, while preserving their anatomical content and view-dependent artefacts originating from the preceding computational simulation. We build our framework on a recent contrastive unpaired translation framework [17] and introduce several contributions to improve translation quality. In particular, to encourage content preservation, we propose to (i) constrain the generator with the accompanying semantic labels of simulated images by learning an auxiliary segmentation-to-real image translation task; and (ii) apply a class-conditional generator, which in turn enables the incorporation of a cyclic loss.

2 Method

Given unpaired source images \( X = \{x \in \mathbb{X}\} \) and target images \( Y = \{y \in \mathbb{Y}\} \), we aim to learn a generator function \( G : \mathbb{X} \mapsto \mathbb{Y} \), such that mapped images \( G(x) \)
Fig. 1. (Left) Overview of our proposed framework. (Right) Illustrations of some of the loss functions used to train our model.

have similar appearance (style) as images in \( Y \), while preserving the structural content of the input image \( x \). To achieve this goal, we divide \( G \) into an encoder \( G_{\text{enc}} \) and a decoder \( G_{\text{dec}} \). \( G_{\text{enc}} \) is restricted to extract content-related features only, while \( G_{\text{dec}} \) learns to generate a desired target appearance using a patch contrastive loss. Combined with both cyclic and semantic regularizations, we design a multi-domain translation framework consisting of a single generator and discriminator (Fig. 1).

**Adversarial loss.** We adopt the patchGAN discriminator \(^{[17]}\) that discriminates real and fake images using a least squares GAN loss:

\[
\mathcal{L}_{\text{GAN}}(X, Y) = \mathbb{E}_y \log((D(y) - 1)^2) + \mathbb{E}_x \log[D(G(x))^2].
\]

(1)

**Contrastive loss.** An unpaired contrastive translation framework (CUT) is presented in \(^{[17]}\) that maximizes mutual information between image patches in the source and target domain to maintain the content of source images. The core of this approach is to enforce each translated patch to be \((i)\) similar to the corresponding input patch, while \((ii)\) different from any other input patches. For the similarity assessment, image patches are represented by hidden features of \( G_{\text{enc}} \). A multi-layer perceptron (MLP) \( H_l \) with two hidden layers is then used to map the chosen encoder features \( h_l \) to an embedded representation \( z_l = H_l(h_l) \in \mathbb{R}^{S_l \times C_l} \) with \( S_l \) spatial locations and \( C_l \) channels, where \( h_l = G_{\text{enc}}^l(x) \) is the \( l \)-th hidden layer of \( G_{\text{enc}} \). For each spatial location \( s \) in \( z_l \), the corresponding patch feature vector \( z_l^{s+} \in \mathbb{R}^{C_l} \) is then the positive sample and the features at any other locations are the negatives \( z_l^{s-} \in \mathbb{R}^{(S_l-1) \times C_l} \). The corresponding patch feature \( \hat{z}_l^{s} = h_l(G_{\text{enc}}^l(\hat{y})) \in \mathbb{R}^{C_l} \) of the output image \( \hat{y} \) acts as the query. The contrastive loss is defined as the cross-entropy loss

\[
l(\hat{z}_l^{s}, z_l^{s+}, z_l^{s-}) = -\log \left[ \frac{\exp(\hat{z}_l^{s} \cdot z_l^{s+} / \tau)}{\exp(\hat{z}_l^{s} \cdot z_l^{s+} / \tau) + \sum_{k=1}^{(S_l-1)} \exp(\hat{z}_l^{s} \cdot z_l^{s-,k} / \tau)} \right],
\]

(2)

with the temperature parameter \( \tau \) set to 0.07, following \(^{[17]}\). Using features from multiple encoder depths allows us to enforce patch similarity on multiple scales,
leading to the following noise contrastive estimation (NCE) loss

$$L_{\text{NCE}}(X) = \mathbb{E}_x \sum_{l=1}^{L} \sum_{s=1}^{S_l} l(\hat{z}_l^s, z_l^{s+}, z_l^{s-}),$$  \hspace{1cm} (3)

where $L$ is the number of layers used for computing the loss. To encourage the generator to translate the domain-specific image appearance only, $L_{\text{NCE}}$ is also evaluated on the target domain $Y$, which acts as an identity loss, similarly to the cyclic consistency loss in [28]. The final objective in CUT [17] is defined as

$$L_{\text{CUT}}(X,Y) = L_{\text{GAN}}(X,Y) + L_{\text{NCE}}(X) + L_{\text{NCE}}(Y).$$  \hspace{1cm} (4)

Semantic-consistent regularization. To encourage the disentanglement of content and style, we leverage available surrogate segmentation maps $S = \{s \in S\}$ of the simulated images (sim). In addition to sim-to-real translation, our generator then learns to also synthesize real images from segmentation maps (seg), i.e. seg-to-real translation. Since segmentation maps contain only content and no style, it is ensured that, after passing $G_{\text{enc}}$, there is no style left in the features, therefore $G_{\text{dec}}$ has to introduce styles entirely from scratch. Learning this auxiliary task thus helps to prevent style leakage from $G_{\text{enc}}$, enforcing $G_{\text{enc}}$ to extract only content-relevant features. In this modified CUT framework with semantic input (CUT+S), we minimize

$$L_{\text{CUT+S}} = L_{\text{CUT}}(X,Y) + L_{\text{GAN}}(S,Y) + L_{\text{NCE}}(S).$$  \hspace{1cm} (5)

In addition, we regularize $G$ to generate the same output for paired seg and sim, thus explicitly incorporating the semantic information of simulated images into the generator. We achieve this by minimizing the following semantic-consistent regularization loss: $L_{\text{REG}}(X,S) = \mathbb{E}_{x,s} \|G(x) - G(s)\|_1$. Our consistency-based training objective then becomes:

$$L_{\text{CUT+SC}} = L_{\text{CUT+S}} + \lambda_{\text{REG}} L_{\text{REG}}(X,S).$$  \hspace{1cm} (6)

Multi-domain translation. In preliminary experiments, we observed that despite the identity contrastive loss and semantic inputs, the generator still alters the image content, since the above losses do not explicitly enforce the structural consistency between input and translated images. To mitigate this issue, we require a cyclic consistency loss similar to [28]. For this purpose, we extend the so-far single-direction translation to a multi-domain translation framework, while keeping a unified (now conditional) generator and discriminator, inspired by StarGAN [5]. Here, $G_{\text{dec}}$ is trained to transfer the target appearance, conditioned by the target class label $\ell \in \{A,B,S\}$ given the classes $A$ simulated image, $B$ real image, and $S$ semantic map. The class label is encoded as a one-hot vector and concatenated to the input of the decoder. The cyclic consistency loss is then defined as

$$L_{\text{CYC}}(X) = \mathbb{E}_{x,\ell,\ell'} \|x - G(G(x, \ell), \ell')\|_1,$$  \hspace{1cm} (7)
where $\ell'$ is the class label of the input image and $\ell$ is label of the target class.

**Classification loss.** To enable class-dependent classification (CLS) with the discriminator $D$, $D$ tries to predict the correct domain class label $\ell'$ for a given real image $x$ as an auxiliary task, i.e.

$$
L_{\text{CLS},r}(X) = \mathbb{E}_{x,\ell'}[-\log D(\ell'|x)],
$$

while $G$ tries to fool $D$ with fake images to be classified as target domain $\ell$ by minimizing

$$
L_{\text{CLS},f}(X) = \mathbb{E}_{x,\ell}[-\log D(\ell|G(x,\ell))].
$$

**Final objective** For our final model (ConPres), the training objective is evaluated by randomly sampling two pairs of domains $(X_i, Y_i) \in \{(A, B, S) \setminus X_i \neq Y_i\}$ for $i = [1, 2]$, given the following discriminator and generator losses

$$
L_{\text{ConPres}}^{D} = \sum_{i=1}^{2} -L_{\text{GAN}}(X_i, Y_i) + \lambda_{\text{CLS},r} L_{\text{CLS},r}(X_i),
$$

$$
L_{\text{ConPres}}^{G} = \sum_{i=1}^{2} L_{\text{CUT}}(X_i, Y_i) + \lambda_{\text{CLS},f} L_{\text{CLS},f}(X_i) + \lambda_{\text{CYC}} L_{\text{CYC}}(X_i) + \mathbb{1}[X_1 = A \land X_2 = S \lor (X_1 = S \land X_2 = A)] \lambda_{\text{REG}} L_{\text{REG}}(X_1, X_2)
$$

with the indicator function $\mathbb{1}[$] and the hyperparameters $\lambda_{\{\cdot\}}$ for weighting loss components. We set $\lambda_{\text{REG}}=0$ when the two source domains are not $A$ and $S$.

### 3 Experiments and Results

**Real in-vivo images.** 22 ultrasound sequences were collected using a GE Voluson E8 machine during standard fetal screening exams of 8 patients. Each sequence is several seconds long. We extracted all 4427 frames and resize them to $256 \times 354$, see Fig. 2 for some examples. The resulting image set was randomly split into training-validation-test sets by a 80-10-10% ratio.

**US simulation.** We used a ray-tracing framework to render B-mode images from a geometric fetal model, by simulating a convex probe placed at multiple locations and orientations on the abdominal surface, with imaging settings listed in Tab 1 At each location, simply rasterizing a cross-section through the triangulated anatomical surfaces at the ultrasound center imaging plane provided corresponding semantic maps. Fig. 3 shows example B-mode images with

---

Fig. 2. Examples of in-vivo images used to train our model.
Table 1. Anatomical model and imaging parameters for the US simulation

| Parameter            | Value    | Parameter          | Value  |
|----------------------|----------|--------------------|--------|
| Triangles fetus      | 400k     | Triangles mother   | 275k   |
| Image depth          | 15.0 cm  | Field-of-view      | 70°    |
| Elevational layer    | 3        | Axial samples      | 3072   |
|                      |          | Ray/scanline       | 32     |

corresponding semantic maps. A total of 6669 simulated frames were resized to $256 \times 354$ and randomly split into training-validation-test sets by 80-10-10%.

Metrics. We use the following metrics to quantitatively evaluate our method:

- **Structural similarity index** (SSIM) measures the structural similarity between simulated and translated images, quantifying content preservation. We evaluate SSIM within regions having content in simulated images.
- **Fréchet inception distance** (FID) \cite{8} measures the feature distribution difference between two sets of images, herein real and translated, using feature vectors of Inception network. Since a large number of samples is required to reduce estimation bias, we use the pre-aux layer features, which has a smaller dimensionality than the default pooling layer features.
- **Kernel inception distance** (KID) \cite{3} is an alternative unbiased metric to evaluate GAN performance. KID is computed as the squared maximum mean-discrepancy between the features of Inception network. We use the default pooling layer features of Inception, to compute this score.

Implementation details. We use a least-squares GAN loss with patchGAN discriminator as in \cite{5}. The generator follows an encoder-decoder architecture, where the encoder consists of two stride-2 convolution layers followed by 4 residual blocks, while the decoder consists of 4 residual blocks followed by two convolution layers with bilinear upsampling. For architectural details, please see the supplementary material. To compute the contrastive loss, we extract features from the input layer, the stride-2 convolution layers, and the outputs of the first three residual blocks of the encoder. For CUT and its variants CUT+S and CUT+SC, we used the default layers in \cite{17}. To compute $\lambda_{\text{REG}}$, the sampled simulated and segmentation images in each batch are paired. We used Adam \cite{12} optimizer to train our model for 100 epochs with an $l_2$ regularization of $10^{-4}$ on model parameters with gradient clipping and $\beta = (0.5, 0.999)$. We set $\lambda_{\text{CLS},*} = 0.1$, $\lambda_{\text{REG}} = 1$ and $\lambda_{\text{CYC}} = 10$. We set the hyper-parameters based on similar losses in the compared implementations, for comparability; while we grid-searched the others, \textit{e.g.} $\lambda_{\text{REG}}$, for stable GAN training. We implemented our model in PyTorch \cite{19}. For KID and FID computations, we used the implementation of \cite{16}.

Comparative study. We compare our proposed ConPres to several state-of-the-art unpaired image translation methods:

- **CycleGAN** \cite{28}: A conventional approach with cyclic consistency loss.
Fig. 3. Qualitative results, with images masked by foreground in segmentations.

- **SASAN** [23]: CycleGAN extension with self-attentive spatial adaptive normalization, leveraging semantic information to retain anatomical structures, while translating using spatial attention modules and SPADE layers [18].
- **CUT** [17]: Unpaired contrastive framework for image translation.
- **StarGAN** [5]: A unified GAN framework for multi-domain translation.

We used the official implementations and default hyperparameters for training all the baselines. To assess the effectiveness of the proposed architecture and losses, we also compare with the models CUT+S (CUT plus the seg-to-real translation) and CUT+SC (CUT+S plus $L_{\text{REG}}$).

In Fig. 3 we show that only learning an auxiliary seg-to-real translation, i.e. CUT+S, cannot guide the network to learn the semantics of simulated images.
Table 2. Quantitative metrics and ranking from the user study (mean±std). Best results are marked bold. ”Seg” gives if semantic maps are used as network input.

| Seg | Method      | SSIM ↑ | FID ↓ | KID ↓ | Ranking ∈ [1, 6] ↓ |
|-----|-------------|--------|-------|-------|---------------------|
| —   | Simulation  | —      | 2.37  | 0.41  | 3.98±1.35           |
| ✗   | CycleGAN [28] | 71.73±5.18 | 1.78  | 0.52  | 2.86±1.27           |
| ✓   | SASAN [23] | 68.20±4.00 | 2.36  | 0.39  | 3.59±1.55           |
| ✗   | CUT [17] | 67.28±4.62 | 1.77  | 0.31  | 2.92±1.20           |
| ✓   | StarGAN [5] | 63.62±4.82 | 1.93  | 0.47  | 5.76±0.61           |
| ✓   | ConPres     | 72.13±4.58 | 1.51  | 0.24  | 1.89±1.07           |
| ✓   | ConPres + SC | 72.13±4.58 | 1.51  | 0.24  | 1.89±1.07           |

CUT+SC with the loss term $\mathcal{L}_{REC}$ largely reduces hallucinated image content, although it still fails to generate fine anatomical details. With the multi-domain conditional generator and additional losses of ConPres, translated images preserve content and feature a realistic appearance. Training without $\mathcal{L}_{NCE}$ leads to training instability.

Comparison to state-of-the-art. As seen qualitatively from the examples in Fig. 3, our method substantially outperforms the alternatives in terms of content preservation, while translating realistic US appearance. CycleGAN, SASAN, and CUT hallucinate nonexistent tissue regions fail to generate fine anatomical structures, e.g., the ribs. StarGAN fails to generate faithful ultrasound speckle appearance, which leads to highly unrealistic images. Our method ConPres preserves anatomical structures, while enhancing the images with a realistic appearance. It further faithfully preserves acoustic shadows, even without explicit enforcement. However, as seen from the last column, the refraction artefact appears artificial in the images translated by all the methods. Note that although the imaging field-of-view (FoV) and probe opening in the simulation is significantly different from the real in-vivo images (Fig. 2) used for training, our ConPres maintains the input FoV closely compared to previous state-of-the-art. The results in Tab 2 quantitatively confirm the superiority of our method. Note that SSIM and FID/KID are used to measure translation performance from two different and sometimes competing aspects, with the former metric for quantifying structure preservation and the latter metrics for image realism.

A user study was performed with 18 participants (14 technical and 4 clinical ultrasound experts) to evaluate the realism of translated images for 20 US frames with example images shown in Figs. 3 and 4. For each frame, a separate questionnaire window opened in a web interface, presenting the participants with six candidate images including the input simulated frame and its translated versions using CUT, CycleGAN, SASAN, StarGAN, and ConPres. As a reference for the given ultrasound machine appearance, we also showed a fixed set of 10 real in-vivo images. The participants were asked to rank the candidate images based on “their likelihood for being an image from this machine”. The average rank score
Fig. 4. Other sim-to-real image translation examples. Top: input simulated images, middle: translated real images, bottom: semantic maps for reference.

Fig. 5. Example results of seg-to-real and seg-to-sim image translation: Top: input semantic maps, middle: translated real images, bottom: translated simulation images.

is reported in Tab 2. Based on a paired Wilcoxon signed rank test, our method is significantly superior to any competing method (all p-values $< 10^{-18}$).

Discussion. Note that, despite both being fetal images, the simulated and the real images have substantially different anatomical contents, which makes the translation task extremely challenging. Nevertheless, our proposed framework is able to generate images with appearance strikingly close to real images, with far superior realism than its competitors. Besides sim-to-real translation, given its multi-domain conditional nature, our proposed framework without any further training can also translate images between the other domains, e.g. seg-to-real or seg-to-sim, with examples presented in Fig. 5.
4 Conclusions

We have introduced a contrastive unpaired translation framework with a class-conditional generator, for improving ultrasound simulation realism. By applying cyclic and semantic consistency constraints, our proposed method can translate domain-specific appearance, while preserving the original content. This is shown to outperform state-of-the-art unpaired translation methods. With the proposed methods, we largely close the appearance gap between simulated and real images. Future works may include an evaluation of the effects of translated images on US training as well as an investigation of seg-to-real image translation, which can enable to completely dispense with any expensive rendering.
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## A Appendix: Network Architecture

### Table 3. Generator Architecture.

IN: instance normalization, K: kernel size of convolution layers, shape \( h \times w \times ch \): height x weight x number of channels. We use bilinear interpolation for Upsample layers. Note that we use instance normalization only in the encoder. **Discriminator Architecture.** K: kernel size of the convolution layers, shape \( h \times w \times ch \): height x weight x number of channels.

#### Generator

| Layer Name | Input Shape | Output Shape | Layer Information |
|------------|-------------|--------------|-------------------|
| **Encoder** |             |              |                   |
| Down-sampling | \( h \times w \times 1 \) | \( h \times w \times 64 \) | CONV-(K7 x 7), IN, ReLU |
|             | \( h \times w \times 64 \) | \( \frac{h}{2} \times \frac{w}{2} \times 128 \) | CONV-(K4 x 4), IN, ReLU |
|             | \( \frac{h}{2} \times \frac{w}{2} \times 128 \) | \( \frac{h}{2} \times \frac{w}{2} \times 256 \) | CONV-(K4 x 4), IN, ReLU |
| Bottleneck  | \( \frac{h}{4} \times \frac{w}{4} \times 256 \) | \( \frac{h}{4} \times \frac{w}{4} \times 256 \) | Residual Block: CONV-(K3 x 3), IN, ReLU |
|             | \( \frac{h}{4} \times \frac{w}{4} \times 256 \) | \( \frac{h}{4} \times \frac{w}{4} \times 256 \) | Residual Block: CONV-(K3 x 3), IN, ReLU |
|             | \( \frac{h}{4} \times \frac{w}{4} \times 256 \) | \( \frac{h}{4} \times \frac{w}{4} \times 256 \) | Residual Block: CONV-(K3 x 3), IN, ReLU |
| Up-sampling | \( \frac{h}{4} \times \frac{w}{4} \times (256 + n_c) \) | \( \frac{h}{4} \times \frac{w}{4} \times 128 \) | CONV-(K3 x 3), Upsample, ReLU |
|             | \( \frac{h}{4} \times \frac{w}{4} \times 128 \) | \( h \times w \times 64 \) | CONV-(K3 x 3), Upsample, ReLU |
| **Final**   | \( h \times w \times 64 \) | \( h \times w \times 1 \) | CONV-(K3 x 3), Tanh |

#### Discriminator

| Layer Name | Input Shape | Output Shape | Layer Information |
|------------|-------------|--------------|-------------------|
| **Input Layer** | \( h \times w \times 1 \) | \( \frac{h}{4} \times \frac{w}{4} \times 64 \) | CONV-(K4 x 4), Leaky ReLU |
| **Hidden Layers** | \( \frac{h}{4} \times \frac{w}{4} \times 64 \) | \( \frac{h}{4} \times \frac{w}{4} \times 128 \) | CONV-(K4 x 4), Leaky ReLU |
|             | \( \frac{h}{4} \times \frac{w}{4} \times 128 \) | \( \frac{h}{4} \times \frac{w}{4} \times 256 \) | CONV-(K4 x 4), Leaky ReLU |
|             | \( \frac{h}{4} \times \frac{w}{4} \times 256 \) | \( \frac{h}{4} \times \frac{w}{4} \times 512 \) | CONV-(K4 x 4), Leaky ReLU |
| **Output Layer:** \( D_{fake/real} \) | \( \frac{h}{16} \times \frac{w}{16} \times 512 \) | \( \frac{h}{16} \times \frac{w}{16} \times 1 \) | CONV-(K3 x 3) |
| **Output Layer:** \( D_{classifier} \) | \( \frac{h}{16} \times \frac{w}{16} \times 512 \) | \( 1 \times 1 \times n_c \) | CONV-(K\( \frac{h}{16} \times \frac{w}{16} \)) |