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Summary
The advances in artificial intelligence enabled by deep learning architectures are undeniable. In several cases, deep neural network driven models have surpassed human-level performance in benchmark autonomy tasks. The underlying policies for these agents, however, are not easily interpretable. In fact, given their underlying deep models, it is impossible to directly understand the mapping from observations to actions for any reasonably complex agent. Producing this supporting technology to "open the black box" of these AI systems, while not sacrificing performance, was the fundamental goal of the DARPA XAI program. In our journey through this program, we have several "big picture" takeaways: 1) Explanations need to be highly tailored to their scenario; 2) many seemingly high performing RL agents are extremely brittle and are not amenable to explanation; 3) causal models allow for rich explanations, but how to present them isn’t always straightforward; and 4) human subjects conjure fantastically wrong mental models for AIs, and these models are often hard to break. This paper discusses the origins of these takeaways, provides amplifying information, and suggestions for future work.
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1 INTRODUCTION

In 2016 we were in the midst of what many would call an Artificial intelligence (AI) boom. Due to advances in deep neural networks (DNNs)[1], the state-of-the-art approach for a variety tasks (e.g., image classification, denoising, generative modeling, translation tasks, autonomy) were being advanced at a staggering rate. However, one reason for this success is due to the vast architectural complexity of the underlying DNNs at the heart of the models that performed these tasks. Although the fundamental mathematical operations used by DNNs are relatively simple, the vast scale of these operations obfuscates the nature of how the systems produces output. For example, consider a linear model that predicts the rent given $x_1$, the apartment area, and $x_2$, the number of bedrooms as features (e.g., $y(x_1, x_2) = 2.1x_1 + 0.6x_2 + 500$). If we have a few instances of the output, it’s straightforward to see how the rent goes up when the area goes up, with a baseline value for lower areas. However, what if we mapped the input to latent features via additional linear models, before mapping to the rent (e.g., $z_1(x_1, x_2) = 0.4x_1 + 0.8x_2 - 232$, $z_2(x_1, x_2) = 1.4x_1 + 2.8x_2 - 500$, and $y'(z_1, z_2) = 0.2z_1 - 0.4z_2 - 125$). Just by looking at a few instances, it would become much harder to see patterns. Now, in a DNN, there may exist thousands or even millions of these latent features, rendering it virtually impossible to understand how the input is mapped to output. To further complicate matters, many networks have skip connections[2], recurrent blocks[3] and convolutional operations[4] that further muddy the waters.
In nearly all cases, this lack of understandability in AIs precludes them from use in critical applications. This need for explainability was a primary motivation for the DARPA XAI program\textsuperscript{5}, whose core goal was to enable the usage of these cutting edge models, while not sacrificing (or even improving) their performance. “Enabling the usage” is a complex, interdisciplinary challenge spanning a full spectrum from computer science to experimental psychology. As a result, the program not only sought to develop technology to explain how advanced AI systems work, but also how to deliver comprehensible explanations for users of the systems, not just the developers of the systems. The latter portion led to a variety of fascinating research revealing the challenging nature in getting humans to accept and trust AI\textsuperscript{6}. Finally, to validate that the explanations were indeed helpful, the program also included a series of user studies, which itself posed many challenges—not the least of which is developing reasonable quantitative measures to test against\textsuperscript{7}.

In this paper, as participants in the XAI program, we highlight some interesting lessons learned along the way. We begin with a discussion on when explainability is appropriate and reasonable for AI-driven autonomy, and dig into our choice for human-machine-teaming scenario. We then discuss the hard truth we faced that our seemingly high-performing RL agents simply memorized their action choices in response to particular environment configurations, with no real concept of the makeup or physics of their world\textsuperscript{8}. Next, we discuss challenges encountered in producing counterfactual explanations, as well as the difficulties in paring down which counterfactuals should be delivered to a user (counterfactuals can informally be thought of as answers to what if? queries). Finally we discuss difficulties in designing AI explanation systems for non-AI experts. Namely, the unforeseen hurdles in overcoming user’s erroneous mental models of how AIs work.

### 2 | SCENARIOS APPROPRIATE FOR EXPLANATIONS

A tenet of our work is that we wanted to provide explanations for autonomy based AIs used in critical scenarios. Given the current maturity of AI-driven autonomy, and in particular verification and validation (V&V) of AI-driven autonomy, we opted for a Human Machine Teaming (HMT) scenario where a human would take on a task alongside an agent (human in the loop). Additionally, we wanted the scenario to be reasonably complex, such that a human would struggle to do this ask alone (due to the divided attention nature of the task), and that a modern deep RL agent is required for sufficient (human-like) performance.

After cutting our teeth with providing explanations for autonomous in the Amidar environment, we began the transition to more complex domains. We selected the domain of StarCraft2 as it supports HMT, allows for custom maps enabling as much or as little complexity as needed and is popular in the AI community\textsuperscript{9} (hence has ample hooks into the environment such as the PySC2 framework\textsuperscript{9}). Critical for our scenario, we wanted the human to have the option of using the AI or not, where it would be beneficial to use the agent in some scenarios, and harmful in others–motivating the user to understand the agent and the scenarios in which they will be helpful. Given the AIs would be so complex that real-time explanations would not be an option, we offer an After Action Review (AAR) interactive training system.

Our first attempt at HMT in StarCraft2 was met with limited success. The complexity of our initial scenario was simply too great; it required highly performing AIs employing micro and macro strategies, and hence required explanations of great breadth and depth for sufficient understanding of the AIs. Our custom map consists of 2 groups of 5 space marines defending a base against 3 roaches; the human has the option of taking control of both groups, or giving control of one group to an AI. The roaches spawn 3 at a time around the edges of the map with different health levels of 100, 200, 300 (see Figure 3). That wave ends when all roaches are killed or all the Marines and the supply depot are destroyed. At the end of each wave, the following points as given: 20 points for each living Marine (up to 200), 1 point for each point of supply depot health (up to 100).

The results of this evaluation gave clear guidance that there must exist a careful balance between the complexity of the environment, the sophistication of the agent, and the nature of how explanations are delivered. In the case above it was clear it would have taken a very sophisticated AI to be successful in our environment. However, in our user study, a user was to have access to the explanation system for approximately one hour, and the user was to not have a background in AI. To sufficiently cover the many nuanced behaviors of the AI, in the many configurations games may take, in that short amount of time in a way that is accessible to a non-AI expert is simply intractable. Hence, it becomes critical to simultaneously consider factors such as how complex the AI is, how complex its environment, how much time a user has access to the system, and the background of the user when designing an XAI framework.
FIGURE 1 The Britleness of our Reinforcement Learning trained Amidar Agent. Figure A) shows the unaltered Amidar environment, where the agent performs well (comparable to a human user) appearing to dodge enemies, and efficiently pursue points. Figure B) shows the Amidar environment with a small, seemingly meaningless perturbation: the addition of a “painted” region (naturally occurs during gameplay). The addition results in an Amidar agent performing significantly worse than when in the original environment, even though this level is no more difficult.

3 LOOK HOW SMART IT IS! CHALLENGES IN TRAINING AGENTS AMENDABLE TO EXPLANATION

Another tenet of work is that a causal understanding of AIs affords explanations that are naturally suited for helping users understand, trust, and effectively use them. To that end, we wanted to train agents where we could intervene on the environment (that is, directly change one aspect of the environment while holding everything else constant) and see how the agent would respond. In doing this, we could generate experimental data allowing us to more easily learn causal models, and obtain the type of explanations we are seeking.

Our starting point for exploring causal explanations was to train a deep reinforcement-learning agent to play an Atari video game. Of the 50+ possible games, we chose to focus on Amidar (see Figure 1): it was a game that was well handled by existing deep RL algorithms and had sufficiently interesting dynamics that we believed it would support rich explanations. (We spent a week playing 1980s era video games and rating each one on whether it was playable—challenging but not too challenging—and whether it was strategically interesting.) We applied an implementation of DQN to learn a policy for the game. We selected DQN because it was the first deep RL algorithm and it was known to perform well on this game.

After training the agent, to the point where it was consistently finishing all or most of the first level of the game, we set out to understand how it was making the decisions it was making. We could see that it sometimes made some very interesting moves, like moving toward an enemy in the game and then turning onto a “side street” at the last possible moment. It could dodge in and out of enemy traffic, completing the board while it did so.

Given a particular action at a particular time, we wanted to know why it did that. In our way of thinking about explanations, it was important to understand under what natural variations of the present circumstances would it have chosen a different action. We were interested in finding things like (see the figure): “It went west at this point to avoid the enemy. In particular, had the enemy not been there (a counterfactual), the agent would have continued traveling in the direction it was moving.” As another example (see the figure), we wished to be able to say: “The agent went north at this point to visit an unvisited patch of the board. In particular, had that patch already been marked as visited (a counterfactual), the agent would have headed toward a different part of the board.”

Try as we might, we couldn’t get our explanatory mechanism to output sensible explanations. The agents did not appear to have any kind of consistent reaction to the counterfactual alternate situations we posed. After significant amounts of debugging, we began to wonder if the problem was in the agent, not in our explanatory mechanism.

To test this possibility, we constructed a set of challenges for our trained agent. We ran Amidar with fewer, or even zero, enemies. We ran Amidar with patches of the board already marked as visited (see Figure 1). We transported the player to other
FIGURE 2 RL agent performance. In Figure A), the x axis represents the number of environment variants encountered by the algorithm during training. After 10,000 variants, PPO2, the policy-based algorithm, generalized to 90% of novel environment variants, while DQN, the value-based algorithm, generalized to only 80% of novel environments variants. Figure B) shows the likelihood of failure of 3 different policies. It is clear the DQN is extremely brittle to environmental changes.

parts of the board. In all cases, we found that the score obtained by the agent plummeted. The agent had learned reasonable action choices to take in the situations it typically encountered during training and testing, but these decisions were not well generalized to even highly similar states. Simply put, the agent had memorized a set of good choices for some states but had not learned a general rule for assessing possible choices in others. As a result, the actions it was taking were fundamentally unexplainable. Why did it take a certain action in a certain state? Because that’s the action it learned to take in that state. We likened it to an actor in a play. Why did you storm out of the room at that point? Because that’s what it said to do in the script. What would you have done if the situation were different? I have no idea, the script didn’t cover any other situations.

Obviously this kind of behavior is not a necessary property of RL algorithms. We set out to try to understand whether some algorithms were better able to learn generalizing policies than others. We carried out a set of experiments in a variety of well-studied RL environments: CoinRun, CartPole, Amidar, Star Craft II, Lunar Lander, Pong, and Pong with access to the underlying RAM. We compared the value-based method DQN we had begun with to the PPO policy-based algorithm that remains one of the most reliable deep RL algorithms. We also experimented with MuZero, a deep model-based algorithm that had been demonstrated to play Atari games effectively. We found that all of the algorithms were prone to a kind of overfitting—if we trained and tested them in the same environment, they did fine. If we intervened and tested them in environments that differed, even subtly, from their training environment, they performed poorly.

The CoinRun domain was particularly interesting because it is designed to allow agents to train in a variety of related environments instead of just one. The authors of the domain had shown that, compared to value-based algorithms, policy-based algorithms tended to require less variability in their training environments to begin to learn robust, consistent behavior that generalized well. We replicated their finding, as shown in the Figure.

In follow-up experiments, we repeated this experiment in a simpler environment, CartPole, and included MuZero as a third test algorithm. (Our attempts to run MuZero on any more complex environments such as CoinRun, Amidar, or Star Craft II failed due to the computational demands of the algorithm. Deep Mind made good use of Google’s resources in running their experiments and we could not replicate them.) In this test, we wanted to know how well the algorithms could balance a pole when the starting configuration varied far more widely in the test evaluations than in training. As shown in Figure PPO again learned the most robust policy—balancing the pole for 500 steps in 92% of the tests compared to DQN’s 82%. MuZero’s performance was far more interesting. It was better than the other algorithms at keeping the pole balanced for 50 or fewer steps. But it came out in the middle when tasked with balancing for the full 500 steps. Interestingly, the design of MuZero requires it to make predictions over a fixed predefined window of steps. We had chosen 50 because longer predictions made the algorithm too expensive to run. Thus, the model-based algorithm was more effective (and likely explainable) than the others when it was applicable. But, due to its high costs, it applied to fewer problems than the other algorithms.
4 | CASUAL MODELS FOR EXPLANATIONS

A key challenge in producing trustworthy AI systems is providing counterfactual explanations. Accurate counterfactual explanations require identifying the inference that a given AI system would have made if the inputs to the system been different. Identifying such counterfactual conclusions appears simple: merely input the counterfactual conditions and determine the system’s inference. However, the level of description of the counterfactual conditions often do not match those of the system’s inputs. For example, if a computer vision system fails to detect a pedestrian, the desired counterfactual explanation might state that the pedestrian would have been detected if the pedestrian had been wearing brighter clothing. The level of the desired explanation (clothing choices) does not match the system input (pixels). Such mismatch has been shown to produce misleading counterfactual conclusions when interventions are made at the level of the system input and then naively used to inform human reasoning about higher-level counterfactuals.

4.1 | Wait, who killed my flowers? Plausibility of explanations

As a result, our approach focused on learning a separate causal model that describes what influences the inferences of an AI system (specifically, an RL policy learned via a deep network). The inputs to the causal model (in causal parlance, the “treatments”) were variables describing the perceptions of the RL agent that were defined at a level that could be used directly in explanations. The outputs of the causal model (“outcomes”) were actions of the RL agent. In the example above, the causal model might indicate how the height, clothing color, and relative position of a pedestrian influences how accurately a computer vision model identifies them as a pedestrian.

With multiple queries to the learned causal model, an explanation system can infer which counterfactual conditions (“interventions”) would change the decision of the RL agent. Almost invariably, however, many different counterfactual conditions can change the agent decision. Relatively large interventions on single conditions can change the agent decision, as can smaller interventions on multiple conditions. One intervention can amplify, or it can hinder, the effect of other interventions.

Thus, an accurate causal model alone is not sufficient for counterfactual explanation. A key problem remains: How to convey this complex counterfactual landscape to a user with limited time and attention. One seemingly simple approach is to rank alternative counterfactual conditions by some criterion and provide a user with a ranked list. How that ranking should be performed, however, is far from clear.

Human reasoning typically considers a range of factors when evaluating which of a set of counterfactual conditions are most relevant for explaining a given outcome. One classic formulation considers how best to explain why the flowers died when both the gardener and the Queen of England failed to water them. If either had acted to water them, the flowers would have survived, but only the gardener’s actions are typically taken as a relevant counterfactual. However, in the general case, automating such reasoning to provide a ranking over counterfactual conditions remains a research frontier.

5 | USER STUDY

A key component of the XAI program was that we were providing explanations for users and not developers of AIs. This created a host of difficulties in delivering explanations concerning extremely technical systems in a non-technical manner, and these difficulties surfaced in our user studies. Our capstone user study paired human participants with Deep RL AI helper agents in a StarCraft2 custom minigame (see Figure 5). We recorded how participants performed during the task and their mental models about the AI at baseline (i.e., doing the whole task themselves), with an AI before any explanation (PreX), and with an AI after CAMEL generated explanations (PostX). The participants were able to choose when to use and when not to use the AI. They could also play the game in a way to attempt to maximize the use of the AI’s strengths and minimize the impact of the AI’s weaknesses. Therefore, participants had a strong incentive to understand the AI and use the explanations. The study was carefully balanced to help ensure: the task was difficult enough that the AI could assist, the AI had strengths and weaknesses that impacted the situations in which it was useful, and that training aDRL AI was feasible under the scope of the study. In this study, we found that CAMEL explanations improved participant mental models and performance on the joint AI teaming task, and we did not find evidence that mental models or performance improved significantly without explanation. Participants were better able to understand when the AI would perform well and when it would perform poorly (as well as the factors that lead to these situations) and enact that understanding to improve performance.
FIGURE 3 The CAMEL Explanation User Interface (XAI). The top right of the XUI shows a replay of StarCraft2 gameplay with overlaid spatial grid. Below the gameplay is a timeline showing all actions taken by the AI; each action can be selected for analysis. In the top left is the “Confidence” plot which shows how well the AI is predicting how well it will perform in this environment. Below this, in the “Action Taken” tile, are counterfactual explanations showing what action the AI took, and the driving environmental factors that led to this (e.g., for the scenario shown here, the agent attacked location B3 due to the number of enemies in the top half, and the marine health value). The grid allows users to localize these driving factors as they are highlighted on the screen (e.g., Location A shows the current location of the marines, and location B shows where the agent has selected to attack).

While the full study findings are presented elsewhere, we learned two major lessons during this study that we present here: (1) we needed to overcome impressively wrong mental models and (2) better mental models led to better teaming.

5.1 Overcoming Impressively Wrong Mental Models

Participants in our study were recruited to have moderate skill playing StarCraft 2. They had 50-100 hours playing StarCraft 2, are probably gamers in general, and have had significant exposure to commercial game AI (e.g., the AI that controls the enemy units during a single-player campaign). During this experience, they developed significant expectations and biases on what it means to be a game AI and how it should perform. Additionally, because even the StarCraft 2 minigame is complex and dynamic, they are likely to develop simplified folk models based on initial impressions. In real world environments, these rapid and approximate mental models enable people to work together in teams almost instantaneously. However, DRL AI systems are both complex and non-intuitive, and these mental models proved to be impressively wrong and surprisingly persistent in many cases. During our pilot tests, we found that setting expectations about the AI system, including general capabilities and expectations for performance, to be critical. Even with these warnings, we found several themes of persistent and incorrect mental models:

- Multiple participants claimed that the “AI is terrible” and were reticent to use it. To balance our experimental conditions, we intentionally created the AI to perform poorly in about 1/3 of the waves. However, commercial game AI is carefully developed to perform well or as expected in a vast majority of situations. A few key failures of the user study AI and some participants were ready to toss it in the bin and move on.

- Other participants claimed that the explanations for the AI “made no sense”, i.e., they couldn’t think of a reason that the AI would fail in that way, because a human would never fail in that way. In some cases, participants rejected the correct
Many participants used metaphors and anthropomorphization to explain the AI behavior, treating it like a human. “It gets overwhelmed.” “It is scared of the big enemies.” In other cases, simple behavior (e.g., attacking the nearest enemy) resulted in complex human-like explanations with goals, beliefs, and tactics: “The main thing that I noticed is that it would take off and go for the biggest guy. It would help me split up, but I would have to bail him out or my guys would be spread too thin. I noticed that he was sort of around the larger one, so it looked like he was controlling them individually while I had my guys clustered.”

Figure 3 shows the CAMEL explanation interface, which was developed to provide detailed and specific causal explanations for any of the AI actions in recorded episode. To reduce bias and increase participant examination of these explanations, we developed a protocol to introduce participants to each element of the interface, an experimenter-led tutorial to enable them to use the interface, and a walkthrough of each explanation. Participants were asked to read explanations aloud and then reflect upon what they meant, and they did this multiple times before being allowed to explore the many actions and explanations freely. Providing stark contrasting examples of good and bad AI behavior and providing consistent domain-oriented narrative explanations for this behavior helped to correct erroneous participant bias and folk models and improve overall participant mental models of the agent and human-AI teaming on this task.

5.2 | Better Mental Models, Better Teaming

A reassuring, if not particularly surprising, finding of the user study was that better mental models led to better teaming. Perhaps more surprising was ways in which they improved performance. Not only were our participants able to better choose when to use and not use the AI, they were also able to accommodate for the AI’s shortcomings when it was activated (see Figure 4). The user study AIs were “poisoned” to recognize specific situations and perform a failure behavior: stop attacking the enemies and simply move towards them. The poisoning combined position, health, and/or number of units in the environment. For example, one poisoning was “if there is an enemy in the bottom left quadrant and you have an odd number of Marines, fail.” If the participant understood this poisoning, they could use their own unit positioning to draw enemies out of the bottom left quadrant and avoid the poisoned situation. We observed this happening often after participants received CAMEL explanations.

In many domains, people who understand how an AI works are better able to work with it. A simpler, more consistent, and less capable AI may result in better human-machine team performance than a complex, nuanced, and more capable AI. We suggest that AIs trained for human-machine teaming should consider the high costs of complexity and unpredictability, and we observe that one of the key contributions of XAI is to enable more capable AI to effectively team with humans through explanation and understanding.
CONCLUSIONS AND FUTURE WORK

Our participation in the DARPA XAI program was illuminating in laying bare the challenges and opportunities in making AI-driven systems more explainable. In this paper we discussed some of our major takeaways from our work with explaining deep RL-driven autonomous systems using causal modeling. The first major takeaway is that good explanations are highly dependent on the user receiving the explanation, and the scenario at hand. The level of technical training by the user, the amount of time they have to process the explanation, the degree to which they need to understand the AI are all of critical importance in supplying effective explanation. The second major takeaway was that one can not always provide meaningful explanations for autonomous agents simply because there fundamentally isn’t necessarily anything meaningful to say about their actions because they are simply reacting to the particular input sample and have no semantic understanding of their environment. The third major takeaway is that causal models can be fantastic tools for providing explanations, but appropriately using them to provide effective explanations is challenging—two primary challenges we experienced was that: output needs to be appropriately mapped to a vocabulary the user understands; and the plausibility of the explanation needs to be addressed. The final takeaway, and perhaps the most salient, is that users quickly formulate deeply entrenched mental models for AIs, and breaking these incorrect mental models and replacing them with correct ones, requires consistent and compelling explanations.

Although much was accomplished along the course of the XAI program, from our team and others, it became clear that there are exciting avenues for future work in the area of explainability for AI systems. In our research we focused on ad hoc explainability, or augmenting pre-existing systems with explainability. E.g., incorporating human understandable features (rather than low level features such as RGB images), adding terms to the loss functioning penalizing a lack of explainability into the learning procedure to actively promote explainability in the learning procedure, or even modifying the architecture to make it more explainable. In realm of using causal modeling, enhancing the sophistication of the underlying model could add to the complexity of the AIs it could describe. E.g., adding latent feature information (e.g., interim layer activation values from a DNN) could help improve the accuracy. Additionally, improving the method of ranking plausibility is a natural follow up to our research. Finally, a potentially very fruitful area of future research is further improving HMT by improving AI usage via more effective training. Specifically, adaptive, tailored explanations for particular users would be extremely helpful as AIs take on more and more complicated tasking. The ability to better audit the AI to build better mental models on how it works and when it will fail will be essential.

ACKNOWLEDGMENTS

This research was developed with funding from the Defense Advanced Research Projects Agency (DARPA). This material is based on research sponsored by the Air Force Research Lab (AFRL) under agreement number FA8750-17-C-0118. The U.S. Government is authorized to reproduce and distribute reprints for governmental purposes notwithstanding any copyright notation thereon. The views, opinions and/or findings expressed are those of the author and should not be interpreted as representing the official views or policies of the Department of Defense or the U.S. Government.

References

1. Goodfellow I, Bengio Y, Courville A, Bengio Y. Deep learning. 1. MIT press Cambridge . 2016.
2. Mao XJ, Shen C, Yang YB. Image restoration using very deep convolutional encoder-decoder networks with symmetric skip connections. arXiv preprint arXiv:1603.09056 2016.
3. Zaremba W, Sutskever I, Vinyals O. Recurrent neural network regularization. arXiv preprint arXiv:1409.2329 2014.
4. LeCun Y, Bengio Y, others. Convolutional networks for images, speech, and time series. The handbook of brain theory and neural networks 1995; 3361(10): 1995.
5. Gunning D. Explainable artificial intelligence (xai). Defense Advanced Research Projects Agency (DARPA), nd Web 2017; 2(2).
6. Lee JD, See KA. Trust in automation: Designing for appropriate reliance. Human factors 2004; 46(1): 50–80.
7. Hoffman RR, Mueller ST, Klein G, Litman J. Metrics for explainable AI: Challenges and prospects. *arXiv preprint arXiv:1812.04608* 2018.

8. Witty S, Lee J, Tosch E. Generalization in Deep Reinforcement Learning. 2018. [http://www.ctan.org/pkg/algorithm2e](http://www.ctan.org/pkg/algorithm2e).

9. Vinyals O, Ewalds T, Bartunov S, et al. Starcraft ii: A new challenge for reinforcement learning. *arXiv preprint arXiv:1708.04782* 2017.

10. Mnih V, Kavukcuoglu K, Silver D, et al. Playing atari with deep reinforcement learning. *arXiv preprint arXiv:1312.5602* 2013.

11. Schrittwieser J, Antonoglou I, Hubert T, et al. Mastering atari, go, chess and shogi by planning with a learned model. *Nature* 2020; 588(7839): 604–609.

12. Cobbe K, Klimov O, Hesse C, Kim T, Schulman J. Quantifying generalization in reinforcement learning. In: *PMLR*. ; 2019: 1282–1289.

13. Atrey A, Clary K, Jensen D. Exploratory not explanatory: Counterfactual analysis of saliency maps for deep reinforcement learning. *arXiv preprint arXiv:1912.05743* 2019.

14. Menzies P, Beebee H. Counterfactual theories of causation. 2001.
