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Abstract

Let \((X_i, d_i), i = 1, 2,\) be proper geodesic hyperbolic metric spaces. We give a general construction for a “hyperbolic product” \(X_1 \times_h X_2\) which is itself a proper geodesic hyperbolic metric space and examine its boundary at infinity.

1 Introduction

Let \((X_i, d_i), i = 1, 2,\) be proper geodesic hyperbolic metric spaces (for definitions see Section 2). We give a general construction for a “hyperbolic product” \(X_1 \times_h X_2\) which is itself a proper geodesic hyperbolic metric space. This construction only depends on chosen basepoints \(z_i \in X_i\) or on points \(u_i \in \partial X_i,\) where \(\partial X_i\) is the boundary at infinity.

For given points \(z_i \in X_i\) consider the set
\[ Y := \left\{ (x_1, x_2) \in X_1 \times X_2 \mid d_1(x_1, z_1) = d_2(x_2, z_2) \right\} \subset X_1 \times X_2 \]
with the induced product metric
\[ d_2((x_1, x_2), (y_1, y_2)) = \left( d_1^2(x_1, y_1) + d_2^2(x_2, y_2) \right)^{1/2}. \]

Let \(d : Y \times Y \to \mathbb{R}^+\) be the corresponding interior metric
\[ d(x, y) := \inf \left\{ L(c) \mid c \text{ connecting } x \text{ to } y \text{ in } Y \right\}, \]
where \(L(c)\) denotes the length of \(c\) in \((Y, d_e)\).

We call \((Y, d)\) the hyperbolic product of \((X_1, z_1)\) and \((X_2, z_2)\) and denote it also by
\[ Y = (X_1, z_1) \times_h (X_2, z_2). \]

This notion is justified by the following
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Theorem 1 Let $X_i$, $i = 1, 2$, be proper geodesic hyperbolic spaces and $z_i \in X_i$, $i = 1, 2$. Then $Y = (X_1, z_1) \times_h (X_2, z_2)$ is also a proper geodesic hyperbolic space and $\partial Y$ is naturally homeomorphic to $\partial X_1 \times \partial X_2$.

The construction can be carried over in the limit case that the points $z_i$ tend to infinity. This limit case seems to be of particular interest. Let $u_i \in \partial X_i$ be given. These points give rise to Busemann functions $B_i : X_i \rightarrow \mathbb{R}$. Define now

$$Y := \left\{ (x_1, x_2) \in X_1 \times X_2 \mid B_1(x_1) = B_2(x_2) \right\} \subset X_1 \times X_2$$

and consider as above the interior metric $d$ on $Y$.

We call $(Y, d)$ the hyperbolic product of $(X_1, B_1)$ and $(X_2, B_2)$, denote it by

$$Y = (X_1, B_1) \times_h (X_2, B_2),$$

and obtain the

Theorem 2 Let $X_i$, $i = 1, 2$, be proper geodesic hyperbolic spaces and $B_i : X_i \rightarrow \mathbb{R}$ Busemann functions on $X_i$. Then $Y = (X_1, B_1) \times_h (X_2, B_2)$ is also a proper geodesic hyperbolic space and $\partial Y$ is naturally homeomorphic to the smashed product $\partial X_1 \wedge \partial X_2$.

Remark 1 i) The smashed product $\wedge$ is a standard construction for pointed topological spaces. Let $(U_1, u_1)$, $(U_2, u_2)$ be two pointed spaces then the smashed product $U_1 \wedge U_2$ is defined as $U_1 \times U_2 / U_1 \vee U_2$, where $U_1 \times U_2$ is the usual product and

$$U_1 \vee U_2 = \left( \{u_1\} \times U_2 \right) \cup \left( U_1 \times \{u_2\} \right) \subset U_1 \times U_2$$

is the wedge product canonically embedded in $U_1 \times U_2$. Thus $U_1 \wedge U_2$ is obtained from $U_1 \times U_2$ by collapsing $U_1 \vee U_2$ to a point. For example $S^m \wedge S^n = S^{m+n}$.

ii) In [BrFa] the authors proved that the hyperbolic product of real hyperbolic spaces $(\mathbb{H}^{m_1}, u_1) \times_h (\mathbb{H}^{m_2}, u_2)$, with $u_i$ in the ideal boundary, is isometric to a real hyperbolic space $\mathbb{H}^{m_1+m_2-1}$.

In [PS] the authors proved that, more generally, the hyperbolic product $(Y, d)$ of Hadamard manifolds of pinched negative sectional curvature $-b^2 \leq K_i \leq -a^2 < 0$ is hyperbolic. This was done by showing that there exists a metric on $Y$ that is bilipschitz to the one induced by the canonical embedding $i : Y \rightarrow X$ and that carries pinched negative sectional curvature.

For related results also see [L1], [L2], [F1] and [F2].

iii) Instead of the Euclidean product metric $d_e$ on $Y$ we could also take e.g. the maximum metric

$$d_m ((x_1, x_2), (y_1, y_2)) := \max \left\{ d_1(x_1, y_1), d_2(x_2, y_2) \right\}$$
and the corresponding inner metric $d'$ on $Y$. Note that $d_e$ and $d_m$ and therefore also $d$ and $d'$ are bilipschitz related.

The following holds in general: If $(Y, d)$ is a proper geodesic metric space and $d'$ is another inner metric on $Y$ which is bilipschitz related to $d$, then $(Y, d')$ also is a proper metric space which implies that it is geodesic since $(Y, d)$ is a length space (see e.g. Theorem 2.5.23 in [BuBuI]). In addition $(Y, d)$ is hyperbolic if and only if $(Y, d')$ is hyperbolic and in that case $\partial(Y, d)$ is homeomorphic to $\partial(Y, d')$.

For technical reasons we use in our proof the metric $d_m$ on $X_1 \times X_2$.

iv) Finally note that the hyperbolic product can similarly be defined for finitely many factors and the analogue of Theorems \[ and \[ hold in that case.

Outline of the paper:
In Section 2 we collect the necessary results on hyperbolic metric spaces. In Sections 3 and 4 we give a proof of Theorem 2. At the end of Section 3 we indicate the necessary changes for the situation of Theorem 1.
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2 Preliminaries

2.1 Hyperbolicity

A metric space $(X, d)$ is called geodesic, if any two points $x, y \in X$ can be joined by a geodesic segment $\overline{xy}$ that is the image of a geodesic path $\gamma_{xy} : [0, d(x, y)] \to X$ from $x$ to $y$ which is parameterized by arclength.

A geodesic metric space is called $\delta$-hyperbolic if for any triangle with geodesic sides in $X$ each side is contained in the $\delta$-neighborhood of the union of the two other sides.

The space is called hyperbolic if it is $\delta$-hyperbolic for some $\delta \geq 0$.

Let $X$ be a metric space and $x, y, z \in X$. Then there exist unique $a, b, c \in \mathbb{R}_0^+$ such that

$$d(x, y) = a + b, \quad d(x, z) = a + c \quad \text{and} \quad d(y, z) = b + c.$$ 

In fact those numbers are given through

$$a = (y \cdot z)_x, \quad b = (x \cdot z)_y, \quad \text{and} \quad c = (x \cdot y)_z,$$

where for instance

$$(y \cdot z)_x = \frac{1}{2} \left[ d(y, x) + d(z, x) - d(y, z) \right].$$

In the case that $X$ is geodesic we may consider a geodesic triangle $\overline{xy} \cup \overline{xz} \cup \overline{yz} \subset X$, where for example $\overline{xy}$ denotes a geodesic segment connecting $x$ to $y$. Given
such a triangle we denote by \( \hat{x} = \gamma_{xy}(a) \) the unique point on \( \overline{yz} \) satisfying \( d(\hat{x}, y) = (x \cdot z)_y \) and in the same way we define \( \hat{y} \in \overline{px} \) and \( \hat{z} \in \overline{xy} \).

Note that for \( X \) being a tree all these points coincide, i.e. \( \hat{x} = \hat{y} = \hat{z} \). In general an upper bound for the distances of these points measures the hyperbolicity of \( (X, d) \).

**Lemma 1** i) **If** \( (X, d) \) **is** \( \delta \)-hyperbolic, **then**

\[
d(z, \hat{z}) \leq c + 2\delta, \quad d\left(\gamma_{xy}(t), \gamma_{xz}(t)\right) \leq 4\delta \quad \forall t \in [0, a]
\]

*and the points \( \hat{x}, \hat{y}, \hat{z} \) have pairwise distance \( \leq 4\delta \).*

ii) **A metric space** \( (X, d) \) **is hyperbolic if and only if** there exists a \( \delta' \in \mathbb{R}_0^+ \) **such that** given any geodesic triangle \( \overline{xy} \cup \overline{zx} \cup \overline{yz} \subseteq X \) the points \( \hat{x} \in \overline{yz}, \hat{y} \in \overline{px} \) and \( \hat{z} \in \overline{xy} \) as defined above have distance less than \( \delta' \) to each other.

**Proof:** i) **By** \( \delta \)-hyperbolicity \( d(\hat{z}, \overline{xz}) \geq \delta \) or \( d(\hat{z}, \overline{yz}) \geq \delta \). **By** triangle inequality we have in the first case \( d(\hat{z}, \hat{y}) \leq 2\delta \) and hence \( d(\hat{z}, z) \leq c + 2\delta \). **The other case** is similar.

Assume that there is \( t_0 \in [0, a] \) with \( d(\gamma_{xy}(t_0), \gamma_{xz}(t_0)) > 4\delta \), then \( d(\gamma_{xy}(t_0 - \delta), \gamma_{xz}(t_0 - \delta)) > 2\delta \) which implies \( d(\gamma_{xy}(t_0 - \delta), \overline{yx}) > \delta \) and by hyperbolicity \( d(\gamma_{xy}(t_0 - \delta), \overline{yz}) < \delta \). Let \( p \in \overline{yz} \) be a point of minimal distance to \( \gamma(t_0 - \delta) \). **By** triangle inequality \( d(p, y) \geq b \) and hence \( d(p, z) \leq c \). Thus

\[
a + c = d(x, z) \leq (t_0 - \delta) + d(\gamma_{xy}(t_0 - \delta), p) + d(p, z) < a + c;
\]

a contradiction. **Since** the corresponding estimate holds for the other sides as well the points \( \hat{x}, \hat{y} \) and \( \hat{z} \) have pairwise distance \( \leq 4\delta \).

For i) **compare to** Proposition III.1.17 in [BriH]. \( \square \)

### 2.2 T-functions

**Definition 1** Let \( \alpha, \omega \in \mathbb{R} \) and \( I := [\alpha, \omega] \).

i) **A function** \( f : I \rightarrow \mathbb{R} \) **is called a** \( T \)-**function** **if** \( f \) **is continuous and there exists** \( \alpha + a \in [\alpha, \omega] \) **such that** the restrictions \( f|_{[\alpha, \alpha+a]} \) **and** \( f|_{(\alpha+a, \omega]} \) **are differentiable with**

\[
f'|_{(\alpha, \alpha+a)} = -1 \quad \text{and} \quad f'|_{(\alpha+a, \omega]} = 1.
\]

ii) **A function** \( f : I \rightarrow \mathbb{R} \) **is called a** \( \delta \)-\( T \)-**function, \( \delta \in \mathbb{R}_0^+ \), if** **there exists a** \( T \)-**function** \( g : I \rightarrow \mathbb{R} \) **such that** \( ||f - g||_{\sup} < \delta \).

iii) **Let** \( X \) **be a geodesic metric space. A function** \( f : X \rightarrow \mathbb{R} \) **is called a** \( \delta \)-\( T \)-**function, if** **for any geodesic segment** \( \gamma : [\alpha, \omega] \rightarrow \mathbb{R} \) **the function** \( f \circ \gamma \) **is a** \( \delta \)-\( T \)-**function.**
Remark 2 It is straightforward to check that

i) Every $T$-function $f$ is convex and Lipschitz with Lipschitz constant $l = 1$.

ii) For $[\alpha, \omega] \subset \mathbb{R}$ and $t_1, t_2 \in \mathbb{R}$ with $|t_1 - t_2| \leq |\alpha - \omega|$ there exists a unique $T$-function with $f(\alpha) = t_1$ and $f(\omega) = t_2$. Indeed there are unique $a, b, c \in \mathbb{R}_+^*$ such that $a + b = |\alpha - \omega|$, $a + c = t_1$, $b + c = t_2$. These are given via:

$$a = \frac{1}{2}(|\alpha - \omega| + t_1 - t_2),$$
$$b = \frac{1}{2}(|\alpha - \omega| + t_2 - t_1),$$
$$c = \frac{1}{2}(t_1 + t_2 - |\alpha - \omega|).$$

Now $f$ satisfies

$$f(\alpha) = t_1, \quad f(\alpha + a) = c, \quad f(\omega) = t_2.$$

iii) $f$ is a $(\delta)$-$T$-function $\implies f + \text{const}$ is a $(\delta)$-$T$-function.

iv) A limit of a sequence of $(\delta)$-$T$-functions is a $(\delta)$-$T$-function.

Lemma 2 Let $X$ be a geodesic metric space. Then the following are equivalent:

i) $X$ is hyperbolic.

ii) There exists a $\delta \in \mathbb{R}^+$ such that for all $x \in X$ the function

$$d_x : X \longrightarrow \mathbb{R}, \quad y \mapsto d(x, y)$$

is a $\delta$-$T$-function.

Proof: “$\implies$” Let $X$ be $\delta$-hyperbolic, $x, y, z \in X$, $d(x, z) = a + c$, $d(y, z) = b + c$ and $\gamma : [0, a + b] \longrightarrow \mathbb{R}$ an arc length parameterized geodesic connecting $x$ to $y$.

Now consider the $T$-function $f : [0, a + b] \longrightarrow \mathbb{R}^+$ determined by

$$f(0) = d(z, \gamma(0)) = a + c \quad \text{and} \quad f(a + b) = d(z, \gamma(a + b)) = b + c.$$

Note that $f(a) = c$ and $(d_z \circ \gamma)(a) \leq c + 4\delta$ by Lemma [ii].

From the fact that $d_z \circ \gamma : [0, a + b] \longrightarrow \mathbb{R}^+$ is 1-Lipschitz it immediately follows that

$$||d_z \circ \gamma - f||_{\sup} \leq 4\delta.$$

Hence $d_z \circ \gamma$ is a $4\delta$-$T$-function.

“$\impliedby$” Let now $X$ satisfy condition ii). We show that $X$ is hyperbolic using the criterion of Lemma [ii]:
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For $x, y, z \in X$ and geodesic segments $xy$, $xz$ and $yz$ connecting these points, condition ii) yields $c \leq d(z, \hat{z}) \leq c + \delta$. We now consider the geodesic triangle $\hat{x}z \cup \hat{z}y \cup \hat{z}x$, where $\hat{x}z \subset xy$ and $\hat{z}y$ is any geodesic segment connecting $z$ to $\hat{z}$. For $\hat{z} \in \hat{x}y$ satisfying $d(z, \hat{z}) = (x \cdot \hat{z})_z$ condition ii) gives $d(\hat{z}, \hat{z}) < \delta$. Furthermore one has $c < d(z, \hat{z}) < c + \frac{\delta}{2}$ and therefore $d(\hat{y}, \hat{z}) < \frac{\delta}{2}$. Thus we achieve

$$d(\hat{z}, \hat{y}) \leq d(\hat{z}, \hat{z}) + d(\hat{z}, \hat{y}) \leq \delta + \frac{\delta}{2} = \frac{3}{2}\delta.$$ 

The same argument of course yields $d(\hat{z}, \hat{x}) \leq \frac{3}{2}\delta$ and $d(\hat{y}, \hat{x}) \leq \frac{3}{2}\delta$. By Lemma $\ref{lemma} ii$ we obtain the result.

![Figure 1: The graph of $d_z \circ \gamma$ lies in the region between the graphs of $f$ and $f + \delta$.](image)

2.3 The boundary at infinity and Busemann functions

We associate to a hyperbolic space $(X, d)$ a boundary $\partial X$ at infinity. There are different descriptions in the literature (see e.g. \cite{BekK}) all of which coincide for proper geodesic hyperbolic spaces.

We choose a basepoint $z \in X$. We say that a sequence $\{x^k\}_{k \in \mathbb{N}}$ of points in $X$ converges to infinity, if

$$\liminf_{k, l \to \infty} (x^k \cdot x^l)_z = \infty.$$ 

Two sequences $\{x^k\}_{k \in \mathbb{N}}$ and $\{y^k\}_{k \in \mathbb{N}}$ converging to infinity are equivalent, $\{x^k\}_{k \in \mathbb{N}} \sim \{y^k\}_{k \in \mathbb{N}}$ if

$$\liminf_{k, l \to \infty} (x^k \cdot y^l)_z = \infty.$$
One shows that \( \sim \) is an equivalence relation and defines \( \partial X \) as the set of equivalence classes. We write \( [\{x^k\}] \in \partial X \) for the corresponding class. One can also show that for every \( x \in X \) and \( v \in \partial X \) there is a geodesic ray \( \gamma_{xv} : [0, \infty] \to X \) parameterized by arclength with \( \gamma_{xv}(0) = x \) and \( [\{\gamma_{xv}(k)\}] = v \).

For \( v \in \partial X \) and \( r > 0 \) one defines

\[
U(v, r) := \left\{ w \in \partial X \mid \exists \{x^k\}, \{y^k\} \text{ s.t. } [\{x^k\}] = v, [\{y^k\}] = w, \liminf_{k,l \to \infty} (x^k \cdot y^l)_z \geq r \right\}.
\]

On \( \partial X \) we consider the topology generated by \( U(v, r) \), \( v \in \partial X, r > 0 \).

If \( X \) is proper, \( \partial X \) is a compact topological space. We now also fix a basepoint \( u \in \partial X \) and a geodesic ray \( \gamma_{zu} \) from \( z \) to \( u \). The function \( B : X \to \mathbb{R}, \ B(x) := \lim_{t \to \infty} [d(x, \gamma_{zu}(t)) - t] \) is called the Busemann function associated to \( \gamma_{zu} \). \( B \) is a \( \delta-T \)-function as a limit of \( \delta-T \)-functions.

**Definition 2** A geodesic ray \( \gamma : [0, \infty) \to X \) is called a B-ray if and only if \( \gamma \) is parameterized by arc length and

\[
B(\gamma(t)) = B(\gamma(0)) - t \quad \forall t \in [0, \infty).
\]

By a standard limit argument we obtain the

**Lemma 3** Let \( X \) be a complete, locally compact, hyperbolic metric space and \( B \) a Busemann function on \( X \). Then for every \( x \in X \) there exists a B-ray \( \gamma \) with \( \gamma(0) = x \).

Let now \( v \in \partial X \setminus \{u\} \) and consider B-rays \( \gamma_{\gamma_{zu}(t)} \) starting at \( \gamma_{zu}(t) \). Then these rays subconverge as sets to a geodesic from \( v \) to \( u \) and by suitable reparameterization we obtain the existence of a geodesic \( \gamma_{vu} : \mathbb{R} \to X \) with

\[
B(\gamma_{vu}(t)) = -t, \quad [\{\gamma_{vu}(k)\}] = u \quad \text{and} \quad [\{\gamma_{vu}(-k)\}] = v.
\]

The hyperbolicity of \( X \) also implies that there exists a constant \( C \) (depending on \( u, v, z \)) such that

\[
d(\gamma_z(t), \gamma_{vu}(t)) \leq C \quad \text{and} \quad d(\gamma_{zu}(t), \gamma_{vu}(-t)) \leq C \quad \forall t \geq 0.
\]

Let now \( x, y \in X \) and \( \gamma_x, \gamma_y \) be B-rays starting at \( x, y \). Then \( \gamma_x, \gamma_y \) and a geodesic segment \( xy \) form an ideal triangle with vertices \( x, y \) and \( u = \gamma_{zu}(\infty) \in \partial X \). We want to look for points \( \hat{u}, \hat{x}, \hat{y} \) as for finite triangles. Clearly there are \( a, b \geq 0 \) such that \( d(x, y) = a + b \) and \( B(\gamma_x(a)) = B(\gamma_y(b)) \). Indeed

\[
a = (y \cdot B)_x := \frac{1}{2} (d(y, x) + B(x) - B(y)) \quad \text{and} \quad b = (x \cdot B)_y := \frac{1}{2} (d(x, y) + B(y) - B(x)).
\]

Let \( \hat{u} \in xy \) be the point with \( d(x, \hat{u}) = a \) and let \( \hat{y} = \gamma_x(a), \ \hat{x} = \gamma_y(b) \).
Lemma 4 i) The points $\hat{x}$, $\hat{y}$ and $\hat{u}$ have pairwise distance $\leq 8\delta$.

ii) For all $t \geq 0$ it holds $d(\gamma_x(a+t), \gamma_y(b+t)) \leq 8\delta$.

Proof: Let $B(x) = \lim_{t \to \infty} (d(x, \gamma_x(t)) - t)$, $z_i = \gamma_{xz}(i)$, $i \in \mathbb{N}$, and consider the triangle $x, y, z_i$ with corresponding values $a_i, b_i, c_i \in \mathbb{R}^+$ as well as points

$$\hat{z}_i = \gamma_{xy}(a_i), \quad \hat{y}_i = \gamma_{xz}(a_i), \quad \hat{x}_i = \gamma_{yz}(b_i).$$

Clearly one has $a_i \to a$ and $b_i \to b$.

Consider also the triangles $x, \gamma_x(a_i), z_i$. Note that $|d(z_i, \gamma_x(a_i)) - d(z_i, \hat{y}_i)| \to 0$ which implies by Lemma 1 ii)

$$\limsup_{i \to \infty} d(\gamma_x(a_i), \hat{y}_i) \leq 2\delta.$$ 

In the same way we obtain

$$\limsup_{i \to \infty} d(\gamma_y(b_i), \hat{x}_i) \leq 2\delta.$$ 

Since $d(\hat{x}_i, \hat{y}_i) \leq 4\delta$ by Lemma 1, we obtain i). The proof of ii) is similar. \hfill \Box

We need the following

Lemma 5 Let $x, y \in X$ and $\sigma : [0, d(x, y)] \to X$ a curve parameterized by arclength such that $\sigma(0) = x$ and $d(\sigma(d(x, y)), y) \leq R$. Then

$$d\left(\gamma_{xy}(t), \sigma(t)\right) \leq \frac{3}{2}R + 4\delta \quad \forall t \in [0, d(x, y)].$$

Proof: For fixed $t \in [0, d(x, y)]$ consider the triangle $x, y, z := \sigma(t)$. Since $d(x, z) \leq t$ and $d(z, y) \leq d(x, y) - t + R$ we have $c = (x \cdot y)z \leq \frac{R}{2}$ and hence there exists $\tilde{z} = \gamma_{xy}(t')$ with $d(z, \tilde{z}) \leq \frac{R}{2} + 4\delta$. Note that $t' = d(x, z) - c$ and $d(x, y) - t' = d(z, y) - c$. Thus $|t - t'| \leq R$ from which the claim follows. \hfill \Box
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2.4 A Morse estimate

We need an estimate whose proof is similar to the proof of the Morse inequality.

**Lemma 6** Let $(X,d)$ be $\delta$-hyperbolic, $x,y \in X$ and $\gamma : [0,1] \to X$ be a continuous path from $x$ to $y$. If there exists a point $p = \gamma_{xy}(s_0) \in \overline{xy}$ such that $d(p,\gamma(t)) \geq R$ for all $t \in [0,1]$ and $R > 90\delta$, then

$$L(\gamma) \geq d(x,y) + \frac{1}{20\delta}R^2.$$

**Proof:** Define $a(t) := (y \cdot \gamma(t))x \in [0,d(x,y)]$. Since $a$ is continuous, $a(0) = 0$ and $a(1) = d(x,y)$ there are $0 < t_- < t_+ < 1$ such that

$$a(t_-) = s_0 - \frac{R}{2}, \quad a(t_+) = s_0 + \frac{R}{2}, \quad a(t) \in \left[ s_0 - \frac{R}{2}, s_0 + \frac{R}{2} \right] \quad \forall t_- < t < t_+.$$

Choose $k + 1 := \left\lfloor \frac{R}{2\delta} \right\rfloor + 1$ points $s_1 \leq \ldots \leq s_{k+1} \in \left[ s_0 - \frac{R}{2}, s_0 + \frac{R}{2} \right]$ such that $|s_{i+1} - s_i| \geq 12\delta$ and let $t_i \in [t_- , t_+]$ be points $t_1 \leq t_2 \leq \ldots \leq t_{k+1}$ with $a(t_i) = s_i$. Now

$$L(\gamma) \geq d(x,\gamma(t_-)) + \sum_{i=1}^{k} d(\gamma(t_{i+1}),\gamma(t_i)) + d(\gamma(t_+),y).$$

By construction

$$d(x,\gamma(t_-)) \geq a(t_-) \quad \text{and} \quad d(y,\gamma(t_+)) \geq d(x,y) - a(t_-).$$

Thus $d(x,\gamma(t_-)) + d(\gamma(t_+),y) \geq d(x,y) - R$. Let $q_i \in \overline{xy}$ be a point such that $d(\gamma(t_i),q_i) = d(\gamma(t_i),\overline{xy})$. Since $d_{\gamma(t_i)} \circ \gamma_{xy}$ is a $4\delta$-$T$-function by Lemma 3, a minimum of this function is assumed in distance $\leq 4\delta$ of the corresponding $T$-function. Thus $d(q_i,\gamma_{xy}(s_i)) \leq 4\delta$, which implies $d(q_i,q_{i+1}) \geq 4\delta$ since $d(\gamma_{xy}(s_{i+1}),\gamma_{xy}(s_i)) \geq 12\delta$.

By Lemma 8.4.23 in [BuBuI] we obtain

$$d(\gamma(t_{i+1},\gamma(t_i)) \geq d(\gamma(t_{i+1}),q_{i+1}) + d(\gamma(t_i),q_i) - 4\delta.$$

Since $d(\gamma(t_i),p) \geq R$ and $d(q_i,p) \leq \frac{R}{2} + 4\delta$ we obtain $d(\gamma(t_{i+1}),\gamma(t_i)) \geq R - 12\delta$. Thus

$$L(\gamma) \geq d(x,y) + \left( \frac{R}{12\delta} \right)(R - 12\delta) - R$$

$$\geq d(x,y) + \frac{1}{20\delta}R^2$$

for $R \geq 90\delta$. \(\square\)
3 The hyperbolic product

In this section we prove the first part of Theorem 3, which is equal to Proposition 3.

Let \((X_i, d_i)\) be \(\delta_i\)-hyperbolic spaces, \(i = 1, 2\), and \(\delta := \max\{\delta_1, \delta_2\}\). Let further \(B_i : X_i \to \mathbb{R}\) be Busemann functions on \(X_i\). We study the set

\[ Y := \{ (x_1, x_2) \in X_1 \times X_2 \mid B_1(x_1) = B_2(x_2) \}. \]

On \(Y\) we consider the maximum metric \(d_m : Y \times Y \to \mathbb{R}\),

\[ d_m((x_1, x_2), (x_1', x_2')) := \max\{d_1(x_1, x_1'), d_2(x_2, x_2')\}. \]

For our use of \(d_m\) instead of \(d_e\) compare Remark 3 iii) in the Introduction.

Let \(p, p' \in Y\). We first construct two curves in \(Y\) between \(p\) and \(p'\), the \(\Gamma\)-curve \(\Gamma_{pp'}\) and the continuous \(\Gamma\)-curve \(\Gamma^c_{pp'}\).

The advantage of \(\Gamma_{pp'}\) is that this curve is conceptually easy to understand. However, \(\Gamma_{pp'}\) is in general not continuous, \(\Gamma^c_{pp'}\) is a continuous variation of \(\Gamma_{pp'}\).

Let \(p = (p_1, p_2)\), \(p' = (p'_1, p'_2)\) and \(\gamma, \gamma'\) be \(B_i\)-rays starting at \(p_i, p'_i\). Let further \(\gamma, \gamma' : \mathbb{R}_+^+ \to Y\) be the geodesic rays

\[ \gamma(t) = (\gamma_1(t), \gamma_2(t)) \quad \text{and} \quad \gamma'(t) = (\gamma'_1(t), \gamma'_2(t)). \]

These geodesics are parameterized by constant speed 1. We set

\[ a_i := (p'_i \cdot B_i)p_i = \frac{1}{2} \left( d(p_i, p'_i) + B_i(p_i) - B_i(p'_i) \right) \quad \text{and} \quad b_i := (p_i \cdot B_i)p'_i = \frac{1}{2} \left( d(p_i, p'_i) + B_i(p'_i) - B_i(p_i) \right), \]
such that \( a_i + b_i = d_i(p_i, p'_i) \). Let \( a := \max\{a_1, a_2\} \) and \( b := \max\{b_1, b_2\} \), then \( a + b = d_m(p, p') \). We define by a slight abuse of notation

\[
\Gamma = \Gamma_{pp'} := \gamma|_{[0, a]} * \gamma'|_{[0, b]}^{-1}.
\]

Note that \( \Gamma_{pp'} \) is not necessarily continuous, since \( \gamma(a) = (\gamma_1(a), \gamma_2(a)) \) is not necessarily equal to \( \gamma'(b) = (\gamma'_1(b), \gamma'_2(b)) \). However, \( d_i(\gamma(a), \gamma'_i(b)) \leq 8\delta_i \) by Lemma 4.

The curve \( \Gamma_{pp'}^c \) is a continuous modification of \( \Gamma_{pp'} \) and defined as

\[
\Gamma_{pp'}^c := \gamma|_{[0, a + 2\delta]} * \Gamma_1 * \Gamma_2 * \gamma'|_{[0, b + 2\delta]}^{-1},
\]

where \( \Gamma_1 \) is a continuous curve in \( Y \) form \( (\gamma_1(a + 2\delta), \gamma_2(a + 2\delta)) \) to \( (\gamma'_1(b + 2\delta), \gamma_2(a + 2\delta)) \) and \( \Gamma_2 \) a continuous curve in \( Y \) from \( (\gamma'_1(b + 2\delta), \gamma_2(a + 2\delta)) \) to \( (\gamma'_1(b + 2\delta), \gamma'_2(b + 2\delta)) \) given in the following way:

Let \( \eta_i : [\alpha_i, \beta_i] \rightarrow X_i \) be a geodesic from \( \gamma_1(a + 2\delta) \) to \( \gamma'_1(b + 2\delta) \). Note that \( L(\eta_1) \leq 8\delta \) and \( B_1(\eta_1(\alpha_1)) = B_2(\eta_1(\alpha_2)) \). Since \( B_1 \) is 1-Lipschitz and a \( 4\delta \)-T-function we obtain

\[
B_1(\eta_1(t)) \leq B_1(\eta_1(\alpha_1)) + 2\delta = B_1(p_1) - a.
\]

Thus \(-B_1(\eta_1(t)) + B_1(p_1) \geq a \geq 0 \) and

\[
\Gamma_1(t) = \left( \eta_1(t), \gamma_2 \left( -B_1(\eta_1(t)) + B_1(p_1) \right) \right)
\]

is well defined. By construction \( \Gamma_1(t) \in Y \) and \( L_{d_m}(\Gamma_1) \leq 8\delta \).

In a similar way one constructs \( \Gamma_2 \).

We can easily estimate the length of \( \Gamma_{pp'}^c \) and obtain the

**Lemma 7** Given two points \( p, p' \in Y \) the continuous curve \( \Gamma_{pp'}^c \) has length \( L(\Gamma_{pp'}^c) \leq d_m(p, p') + 20\delta \).

This immediately implies the

**Proposition 1** Given two points \( p, p' \in Y \), it holds

\[
d_m(p, p') \leq d(p, p') \leq d_m(p, p') + 20\delta.
\]

Thus \( (Y, d_m) \) and \( (Y, d) \) are quasi-isometric and hence bilipschitz on a large scale. But also on a local scale they induce the same topology:

**Lemma 8** The metrics \( d \) and \( d_m|_Y \) induce the same topology on \( Y \).

**Proof:** We need to show that

\[
\lim_{i \to \infty} d_m|_Y(y_i, y_0) = 0 \implies \lim_{i \to \infty} d(y_i, y_0) = 0.
\]

Thus it suffices to prove the
Sublemma 1 Let \( \{y_i\}_{i \in \mathbb{N}} \) be a sequence in \( Y \) that converges to \( y_0 \in Y \) with respect to \( d_m|_Y \). Then for all \( \epsilon > 0 \) there exists \( \rho(\epsilon) > 0 \) such that for all \( y_i \in Y \) satisfying \( d_m|_Y(y_i, y_0) < \rho \) there exists a curve \( \Gamma \) in \( Y \) connecting \( y_i \) to \( y_0 \) of length \( L(\Gamma) \leq \epsilon \).

A sequence \( \{y_i\}_{i \in \mathbb{N}} = \{(y_{ij}, y_{i2})\}_{i \in \mathbb{N}} \) in \( Y \subset X_1 \times X_2 \) converges with respect to \( d_m|_Y \) if and only if the sequences \( \{y_{ij}\}_{i \in \mathbb{N}} \) in \( X_j \) converge with respect to \( d_j \), \( j = 1, 2 \).

Define

\[
K_j := \left\{ \gamma(\frac{\epsilon}{4}) \mid \gamma \text{ is a } B_j\text{-ray with } \gamma(0) = y_{0j} \right\}
\]

and let \( \gamma_{ij} \) be \( B_j\)-rays with \( \gamma_{ij}(0) = y_{ij} \). The local compactness of \( X_j \) implies the Claim: There exists \( \rho > 0 \) such that \( d_j(y_{ij}, y_{0j}) < \delta \) implies \( d(\gamma_{ij}(\frac{\epsilon}{4}), K_j) \leq \frac{\epsilon}{8} \).

Let now \( d_m(y_i, y_0) < \rho \), then \( d_j(y_{ij}, y_{0j}) < \rho \) and thus by the claim there are \( B_j\)-rays \( \gamma_j \) starting at \( y_{0j} \) such that \( d(\gamma_{ij}(\frac{\epsilon}{4}), \gamma_j(\frac{\epsilon}{4})) < \frac{\epsilon}{8} \). Similar to the construction of \( \Gamma_{pp'} \) one now finds a continuous path \( \tilde{\Gamma} \) in \( Y \) connecting successively the points

\[
\left( y_{i1}, y_{i2} \right), \left( \gamma_{i1}(\frac{\epsilon}{8}), \gamma_{i2}(\frac{\epsilon}{8}) \right), \left( \gamma_{1}(\frac{\epsilon}{8}), \gamma_{2}(\frac{\epsilon}{8}) \right), \left( \gamma_{1}(\frac{\epsilon}{8}), \gamma_{2}(\frac{\epsilon}{8}) \right), \left( y_{01}, y_{02} \right)
\]

of length

\[
\tilde{\Gamma} < \frac{\epsilon}{4} + \frac{\epsilon}{8} + \frac{\epsilon}{8} + \frac{\epsilon}{4} = \epsilon.
\]

\( \square \)

Corollary 1 \( (Y, d) \) is locally compact, complete and hence proper and geodesic.

Proof: Since the Busemann functions \( b_i, i = 1, 2 \), are continuous, \( Y \) is a closed subset of the locally compact space \( (X_1 \times X_2, d_m) \) and therefore locally compact itself when endowed with the induced metric \( d_m|_Y \). Thus from Lemma 8 it follows that \( (Y, d) \) is also locally compact.

Every Cauchy-sequence in \( Y \) is a Cauchy-sequence in \( (Y, d_m|_Y) \). But \( (Y, d_m|_Y) \) is complete and therefore the Cauchy-sequence converges in \( (Y, d_m|_Y) \). Now the proof of Lemma 8 yields convergence in \( (Y, d) \). Hence \( (Y, d) \) is complete.

Finally every locally compact, complete length space is proper and geodesic (see e.g. Proposition I.3.7. in [Bril]). \( \square \)

Let \( p, p' \in Y \) and let

\[
\sigma : [0, d(p, p')] \to Y, \quad \sigma(t) = (\sigma_1(t), \sigma_2(t))
\]

be a unit speed geodesic from \( p \) to \( p' \). We want to compare \( \sigma \) with the curve \( \Gamma(p, p') \). To have the same domain, we modify \( \Gamma_{pp'} \) a little: Let \( a, b \) as above
and

\[ a^* = a + \frac{1}{2} \left( d(p, p') - d_m(p, p') \right), \]
\[ b^* = b + \frac{1}{2} \left( d(p, p') - d_m(p, p') \right). \]

We define \( \Gamma^* = \Gamma^*_{pp'} : [0, d(p, p')] \to Y \) via

\[ \Gamma^*_{pp'}(t) := \gamma|_{[0,a^*]} * \gamma'|_{[0,b^*]}^{-1} \]

and prove the

**Proposition 2** For \( \sigma \) and \( \Gamma^* \) as above it holds

\[ d\left( \sigma(t), \Gamma^*(t) \right) \leq 500\delta. \]

To simplify the arguments, we will assume:

(a) \( d(p_1, p'_1) \geq d(p_2, p'_2) \) which implies \( a = a_1 \) and \( b = b_1 \),

(b) \( B_i(p_i) = 0, B_i(\gamma_i(t)) = -t, \) and \( B_i(\gamma'_i(t)) = -t + (b - a). \)

We can assume this without loss of generality: (a) by interchanging the factors and (b) by adding the same constant to both Busemann functions.

The first step in the proof of Proposition 2 is the

**Lemma 9** There exists \( t_0 \in [0, d(p, p')] \) with \( d_1(\sigma_1(t_0), \gamma_1(a)) \leq 30\delta. \)

**Proof:** Consider the ideal triangle \( p_1, p'_1, u_1 = \gamma_1(\infty) = \gamma'_1(\infty) \) in \( X_1 \) with points \( \tilde{p}_1 = \gamma_1(a), \tilde{p}_1 = \gamma'(b), \tilde{u}_1 = \gamma_{p_1, p'_1}(a) \in \tilde{p}_1, \tilde{p}'_1 \) of pairwise distance \( \leq 8\delta. \) Choose \( t_0 \) such that

\[ M := d\left( \sigma_1(t_0), \tilde{u}_1 \right) = \min_t d\left( \sigma_1(t), \tilde{u}_1(t) \right). \]

By Lemma 8 we have \( L_1(\sigma_1) \geq (a + b) + \frac{1}{20\theta} M^2. \) Since \( L_1(\sigma_1) \leq L_{d_m}(\sigma) \leq (a + b) + 20\delta \) we obtain \( M \leq 20\delta \) and thus the result.

We decompose \( \sigma \) into two pieces \( \sigma = \bar{\alpha} \ast \bar{\beta} \) where \( \bar{\alpha} = \sigma|_{[0,t_0]} \) and \( \bar{\beta} = \sigma|_{[t_0,d(p,p')]}, \)

write \( \bar{\alpha} = (\bar{\alpha}_1, \bar{\alpha}_2) \) and \( \bar{\beta} = (\bar{\beta}_1, \bar{\beta}_2) \) and prove the

**Lemma 10** With the notation above it holds

\[ \left| L(\bar{\alpha}_i) - a \right| \leq 50\delta \quad \text{and} \quad \left| L(\bar{\beta}_i) - b \right| \leq 50\delta \quad \text{for} \quad i = 1, 2. \]
Proof: With $M$ as in Lemma 3 we compute

$$L(\tilde{\alpha}_i) \geq |B_1(\sigma_i(t_0)) - B_i(p_i)| = |B_1(\sigma_i(t_0))| \geq a - M - 8\delta \geq a - 30\delta.$$ 

and

$$L(\tilde{\beta}_i) \geq |B_1(\sigma_i(t_0)) - B_i(p'_i)| = |B_1(\sigma_i(t_0)) - (b - a)| \geq b - 30\delta.$$ 

Since $L(\tilde{\alpha}_i) + L(\tilde{\beta}_i) \leq a + b + 20\delta$ by Lemma 8 we obtain the result. \qed

Lemma 11 With $t_0$ as in Lemma 2 it holds $d_2(\sigma_2(t_0), \gamma_2(a)) \leq 100\delta$.

Proof: Consider the ideal triangle $p_2, q = \sigma_2(t_0) = \tilde{\alpha}_2(t_0), u_2 = \gamma_2(\infty)$ in $X_2$ with corresponding points $\tilde{q} = \gamma_2((q \cdot B_2)_{p_2}), \tilde{u}_2, \tilde{p}_2$. Since

$$(q \cdot B_2)_{p_2} = \frac{1}{2}(d(p_2, \tilde{\alpha}_2(t_0)) + B_2(p_2) - B_2(\tilde{\alpha}_2(t_0)))$$

and $|L(\tilde{\alpha}_1 - a)| \leq 50\delta, |B_2(p_2) - B_2(\tilde{\alpha}_c(t_0))| \geq a - 30\delta$ by Lemma 11, we see

$$|(q \cdot B_2)_{p_2} - a| \leq 40\delta$$

and

$$d(\tilde{u}_2, \tilde{p}_2) = \frac{1}{2}(d(p_2, \tilde{\alpha}_2(t_0)) + B_2(\tilde{\alpha}_2(t_0)) - B_2(p_2)) \leq 40\delta.$$ 

Together with Lemma 11 we get the estimate. \qed

Proof of Proposition 2: Lemmata 9, 11 and Proposition 8 imply that $d(\sigma(t_0), \gamma(a)) \leq 120\delta$. Combining some triangle inequalities we obtain $|t_0 - a| \leq 150\delta$ and

$$d(\sigma(a^*), \gamma(a^*)) \leq 300\delta, \quad d(\sigma(a^*), \gamma(b^*)) \leq 300\delta.$$ 

Together with Lemma 5 we obtain Proposition 2. \qed

Proposition 3 $(Y, d)$ is hyperbolic.

Proof: By Lemma 8 it suffices to show that there exists a $\Delta$ such that for all $q, p, p' \in Y$ and all minimal geodesics $\sigma : [0, d(p, p')] \rightarrow Y$ from $p$ to $p'$ the function $t \mapsto d(q, \sigma(t))$ is a $\Delta$-$T$-function. By Propositions 2 and 8 it suffices to show that there exists $\Delta$ such that for all $q, p, p'$ the function

$$[a^*, b^*] \rightarrow \mathbb{R} \quad t \mapsto d_m\left(q, \Gamma^t\right)$$

is a $\Delta$-$T$-function, where $\Gamma^t = \gamma|_{[0, a^*]} \ast \gamma'|_{[0, b^*]}^{-1}$ as defined above.

Define $f, g : [a^*, b^*] \rightarrow \mathbb{R}$ via

$$f(t) := d_1\left(q_1, \Gamma^t_1\right) \quad \text{and} \quad g(t) := d_2\left(q_2, \Gamma^t_2\right).$$
We have to show that \( \max\{f, g\} \) is a \( \Delta-T \)-function. We use without loss of generality as above that \( d_1(p_1, p'_1) \geq d_2(p_2, p'_2) \), i.e. that \( d_m(p, p') = d_1(p_1, p'_1) \).

In this case \( d(\Gamma_1(t), \gamma_{p,p}(t)) \leq \delta' \) for all \( t \in [0, a+b] \), where \( \delta' \) only depends on \( \delta \) and not on \( p, p' \). It follows that \( f \) is a \( \Delta-T \)-function for some \( \Delta \) only depending on \( \delta \).

Note further that \( g|_{[0,a^*]} \) and \( g|_{[a^*, a^*+b^*]} \) are \( 4\delta-T \)-functions by Lemma 2 for every \( \epsilon > 0 \), and hence \( g|_{[a^*, a^*+b^*]} \) is a \( 12\delta \)-function since the jump at \( a^* \) is bounded by \( 8\delta \).

Let \( v = (q_2 \cdot B_2)_{p_2} \), then the function

\[
[0, \infty) \rightarrow [0, \infty), \quad t \mapsto d_2\left(q_2, \gamma_2(t)\right)
\]

assumes the minimum \( 8\delta \)-close to the point \( t = v \).

If \( v > a \), hence \( v \geq a^* - 10\delta \), then by the properties of \( \delta-T \)-functions \( g|_{[0,a^*+b^*]} \) is easily checked to be a \( 30\delta-T \)-function.

Let us assume that \( v < a \). Set \( u := d_2(q_2, p_2) - v \) and let \( \tilde{\gamma}_2 : [0, \infty) \rightarrow X \) be a \( B_2 \)-ray starting at \( q_2 \). Then \( d_2(\tilde{\gamma}_2(u + t), \gamma_2(v + t)) \leq 8\delta \). In particular \( d_2(\tilde{\gamma}_2(u + (a^* - v)), \gamma_2(a^*)) \leq 8\delta \) which implies

\[
8\delta \geq d_2\left(q_2, \gamma_2(a^*)\right) - \left| B_2(q_2) - B_2\left(\gamma_2(a^*)\right)\right|
\]

\[
= d_2\left(q_2, \gamma_2(a^*)\right) - \left| B_1(q_2) - B_1\left(\gamma_1(a^*)\right)\right|
\]

Since \( d_1(q_1, \gamma_1(a^*)) \geq |B_1(q_1) - B_1(\gamma_1(a))| \) we obtain

\[
f(a^*) = d_1\left(q_1, \gamma_1(a^*)\right) \geq d_2\left(q_2, \gamma_2(a^*)\right) - 8\delta \geq g(a^*) - 8\delta.
\]

Since \( g|_{[0,a^*]} \) and \( g|_{[a^*, a^*+b^*]} \) are \( 12\delta \)-functions and \( f \) is a \( \delta'-T \)-function we see that \( (g-f)_+ \leq 20\delta + \delta' \) which implies that \( \max\{f, g\} \) is a \( 20\delta + 2\delta'-T \)-function.

\[\Box\]

Figure 4: This figure visualizes the situation in the proof of Proposition 3.

We finally indicate how the arguments of this section have to be modified to prove Theorem 4. In the case of Theorem 4 let \( B_1 := d(z_1, \cdot), B_2 := d(z_2, \cdot) \) and
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\[ z = (z_1, z_2) \]. The \( B_i \)-rays correspond to the geodesics \( \gamma_i = \gamma_{p_i, z_i}, \gamma'_i = \gamma_{p'_i, z_i} \). Let further

\[
\gamma : [0, d(p, z)] \rightarrow Y, \quad \gamma = (\gamma_1, \gamma_2)
\]

\[
\gamma' : [0, d(p, z)] \rightarrow Y, \quad \gamma' = (\gamma'_1, \gamma'_2)
\]

\[ a_i := (p'_i \cdot z_i)_{p_i} \text{ and } b_i := (p_i \cdot z_i)_{p'_i}. \]

While the definition of \( \Gamma \) is analogous to the one in the case of Theorem 2, the definition of \( \Gamma' \) needs to be slightly modified in the case that \( a + 2\delta > d(p, z) \). In that case just take

\[ \Gamma'_pp := \gamma|_{[0, a+\tau]} \ast \gamma|_{[0, b+\tau]}^{-1}, \]

where \( a \leq \tau < 2\delta \) is chosen such that \( \gamma(\tau) = \gamma'(\tau) = z \).

The proof of Lemma 8 stays valid in the case \( y_0 \neq z, \epsilon < d(y_0, z) \). In the case \( y_0 = z \) the result is obvious.

### 4 The boundary of \( Y \)

In the case of Theorem 2 it is easy to see that \( \partial Y = \partial X_1 \times \partial X_2 \). The situation of Theorem 2 is more interesting:

We study \( \partial Y \) and show that it is homeomorphic to \( \partial X_1 \wedge \partial X_2 \).

Recall that the Busemann functions \( B_i \) are defined as \( B_i(x) = \lim_{t \to \infty} (d_i(x, \gamma_i(t)) - t) \), where \( \gamma_i : [0, \infty) \rightarrow X_i \) is a geodesic ray, \( i = 1, 2 \).

Let \( z_i = \gamma_i(0) \) and \( u_i = \left\{ \{\gamma_i(k)\} \right\} \in \partial X_i, i = 1, 2 \). Let further \( z = (z_1, z_2) \in Y \) and \( \gamma(t) = (\gamma_1(t), \gamma_2(t)) \). Then \( \gamma \) is a ray with \( \gamma(0) = z \) and clearly the Busemann function \( \Gamma: Y \rightarrow \mathbb{R} \) of this ray is \( \Gamma(y_1, y_2) = B_1(y_1) = B_2(y_2) \).

Let \( u := \left\{ \{\gamma(k)\} \right\} \in \partial Y \). Using the results of Sections 2 and 3 there exists a \( \Delta \) such that the following holds:

1. \( Y \) is \( \Delta \)-hyperbolic,
2. \( d(\Gamma^*_y(t), \gamma_y(t)) \leq \Delta \),
3. \( d(\Gamma^*_y(t), \Gamma^*_z(t)) \leq \Delta \quad \forall 0 \leq t \leq (y \cdot z) \),
4. \( d(\Gamma^*_x(t), \gamma(t)) \leq \Delta \quad \forall 0 \leq t \leq (x \cdot B) \),
5. \( |d_m(x, y) - d(x, y)| \leq \Delta \).

For any point \( v \in \partial Y \) consider a geodesic ray \( \sigma : [0, \infty) \rightarrow Y \) such that \( \sigma(0) = z \) and \( v = \left\{ \{\sigma(k)\} \right\} \). Consider the curves \( \Gamma^*_{x\sigma(k)} \) with \( d(\Gamma^*_x(t), \sigma(t)) \leq \Delta \) for \( 0 \leq t \leq k \). By Section 2 \( \Gamma^*_{x\sigma(k)} = \gamma|_{[0, a^*_k]} \ast \gamma|_{[0, b^*_k]}^{-1}, \) where \( |a^*_k - (\sigma \cdot B)z| \leq \Delta \) and \( \gamma^k : [0, \infty) \rightarrow X_i \) is a \( B_i \)-ray with \( \gamma^k(0) = \sigma_i(k) \) and \( d(\gamma^k(t), \gamma_i(a^*_k)) \leq \Delta \).

We distinguish two cases:

(Case 1) There exists a subsequence \( \{a^*_k \} \) with \( \lim_{j \to \infty} \).

Then \( \lim_{j \to \infty}(\sigma(k_j) \cdot B)_z = \infty \) and thus \( \lim \inf_{j \to \infty}(\sigma(k_j) \cdot \gamma(l))_z = \infty \), which
implies \( \{\sigma(k_j)\} \sim \{\gamma(j)\} \), hence \([\{\sigma(k_j)\}] = u\). Since \(\sim\) is an equivalence relation and clearly \( \{\sigma(k_j)\} \sim \{\sigma(j)\} \) we also see that \(\lim_{k \to \infty} a_k = \infty\).

(Case 2) \( \{a_k^*\} \) is bounded. Then it holds \( b_k^* \to \infty \). Reparametrize \( \gamma_i^k : [0, \infty) \to X_i \) as

\[
\tilde{\gamma}_i^k : [a_k^* - b_k^*, \infty), \quad \tilde{\gamma}_i^k(t) = \gamma_i^k(t + b_k^* - a_k^*).
\]

By the discussion of Sections 2 and 3 the \( \tilde{\gamma}_i^k \) converge to a complete geodesic \( \gamma_i^* \) with \( B_i(\gamma_i(t)) = -t \) and \( d_i(\gamma_i(a_k^*), \gamma_i^*(a_k^*)) \leq 8\delta \). Clearly we have \([\{\gamma_i^*(k)\}] = u_i\). Let \( v_i := \{\gamma_i^*(-k)\} \in \partial X_i \setminus \{u_i\} \).

From the discussion of Case 2 it is not difficult to show that the map

\[
\partial Y \setminus \{u\} \to (\partial X_1 \setminus \{u_1\}) \times (\partial X_2 \setminus \{u_2\})
\]

\[
v \mapsto (v_1, v_2)
\]

is a homeomorphism, which by the discussion of Case 1 extends naturally to a homeomorphism

\[
\partial Y \to \partial X_1 \land \partial X_2.
\]
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