Hierarchical Bayesian segmentation for piecewise stationary autoregressive model based on reversible jump MCMC
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Abstract. This paper aims to decompose time series data in segments where many segments are unknown. The data in each segment is modeled as a stationary autoregressive where the model order is unknown. The model parameters include the number of segments, the location of segment changes, the order of each segment, and the autoregressive coefficients of each segment. The Bayesian method is used to estimate parameters, but Bayesian estimator cannot be calculated analytically. The Bayesian estimator is calculated using the reversible jump Markov chain Monte Carlo algorithm. The performance of the algorithm is tested using synthesis data. The simulation results show that the algorithm estimates the model parameters well.

1. Introduction

A constant model per segment is a model that is often used to model various types of data. A constant exponential regression per segment is used to model the excess mortality rate data [1]. A constant autoregressive model per segment is applied to the cell-cycle data [2]. A constant autoregressive model per segment is used to model the Financial Times Stock Exchange (FTSE) data [3]. A constant regression model per segment is applied to the long-term observational data [4]. A stationary model per segment is used to model electroencephalogram data [5].

The method for constant model per segment segmentation is examined by several authors. A reversible jump MCMC method is used to segment sound signals [6]. A fuzzy c-means clustering is used to segment audio signals [7]. A Bayesian method is used to segment tumor data [8]. A spectogram is used to segment seismic data [9]. A time frequency decomposition is used to segment seismic data [10]. An adaptive segmentation method is used to segment photoplethysmography data [11]. An analysis of time frequency maps of group delay is used to segment and cluster seismic data [12]. The Bayesian minimum description length (BMDL) method is used to segment temperature data [13]. A domain assisted parameter semi-free wave mining (DAPs) model is used to segment data epileptic activity data [14].

The AR model that has stationary properties is a useful model in forecasting. Punskaya et al. [6] does not discuss stationary AR models. If the piecewise stationary constant AR model is matched to real data, generally the model parameters are unknown. The parameters here include: number of segments, location of the model changes, and AR model parameters for each segment. The AR model parameters include: order, coefficient, and variance in stochastic disturbances. This paper aims to estimate the stationary-constant-per-segment AR model using the reversible jump MCMC algorithm.
2. Methods

Suppose \( x = (x_1, ..., x_n) \) is \( n \) observations. This data is said to have a constant AR model per segment \( k \) \( (k = 0, 1, ..., k_{\text{max}}) \) if for \( t = 1, ..., n \) this data has the following stochastic equation:

\[
x_t = \tau_t - \sum_{i=1}^{k} \phi_i \cdot \varphi_t - \xi_t, \quad \tau_{i,k} < t \leq \tau_{i+1,k}, \quad i = 0, 1, ..., k
\]

where under the assumption of \( k \) segment: \( \tau_{i,k} \) is the location of the \( i \)th AR model change, with conversions \( \tau_{0,k} = 0 \) and \( \tau_{k+1,k} = n \). For each \( i \)th segment, \( p_{\tau_{i,k}} \) and \( \phi_{i,b} \) is the AR model coefficient corresponding to the \( i \)th segment. \( \xi_t \) is a stochastic error value at \( t \) corresponding to the \( i \)th segment. The \( \tau_t \) is modeled as a normal distribution with mean 0 and variance \( \sigma_{\tau_t}^2 \). Next the \( i \)th AR model \((i = 0, 1, ..., k)\) is called stationary if and only if the equation

\[
\phi(a) = 1 - \exp(-a \rho)
\]

is 0 for the value of \( a \) outside the circle with the radius equal to one.

If the number of segments is assumed to be known, the location of the AR model change is assumed to be known and the assumed order is known, then a problem of the piecewise constant stationary AR model estimation becomes a problem of order identification and AR model parameter estimation for each segment. If the AR model order is assumed to be known, the problem of identifying the AR model order and AR parameter estimation becomes a problem of AR model parameter estimation. In this study, the number of segments and the order of the AR model for each segment is assumed to be unknown. The reversible jump algorithm MCMC is used to detect the number of segments, detect the location of the AR model changes, identify the AR model order and estimate the AR model parameters simultaneously. The Hierarchical Bayesian is adopted to estimate the hyperparameter that appears. The performance of the reversible jump MCMC algorithm will be tested by using synthesis data.

3. Results and Discussion

Suppose \( s = (x_{b_m-1}, ..., x_n) \) is a realization of a piecewise stationary constant AR model. If the values of \( \sigma_0^2 \) and \( \sigma_{\tau_t}^2 \) are known and

\[
\theta = \{ k, \tau^{(k)}_i \}
\]

then the likelihood function of \( s \) can be written more or less as follows:

\[
L(s|\theta, \sigma_0^2) = \prod_{t=1}^{n}(2\pi\sigma_{\tau_t}^2)^{-1/2} \exp\left(-\frac{1}{2\sigma_{\tau_t}^2} \sum_{t=\tau_i+1}^{\tau_i+k} \left(x_t - \sum_{j=1}^{\tau_i+k} G^{-1}(\phi_{i,k}) x_{t-j}\right)^2\right)
\]

for \( t = p_{\text{max}}+1, ..., n \). Suppose \( S_{\phi_{i,k}} \) is the area of stationarity. By using transformation

\[
F: \phi_{i,k} \mapsto \rho_{\phi_{i,k}} \in (-1, 1)_{\phi_{i,k}}
\]

The AR model is stationary if and only if \( \rho_{\phi_{i,k}} \in (-1, 1)_{\phi_{i,k}} \). If

\[
\rho = \{ k, \tau^{(k)}_i, \phi_{i,b} \}
\]

then the likelihood function can be rewritten as:

\[
L(s|\rho, \sigma_0^2) = \prod_{t=1}^{n}(2\pi\sigma_{\tau_t}^2)^{-1/2} \exp\left(-\frac{1}{2\sigma_{\tau_t}^2} \sum_{t=\tau_i+1}^{\tau_i+k} \left(x_t - \sum_{j=1}^{\tau_i+k} G^{-1}(\phi_{i,k}) x_{t-j}\right)^2\right)
\]

3.1. Hierarchical Bayesian Approach

The hierarchical Bayesian approach is used by several authors, for example [16-21]. The selection of prior distributions for the above parameters is as follows:

1. Suppose that \( \pi(k|\lambda) \) is a prior distribution for the number of segments \( k \). A binomial distribution with parameter \( \lambda \) is selected as the prior distribution \( \pi(k|\lambda) \), namely:

\[
\pi(k|\lambda) = (\lambda)^k (1-\lambda)^{k_{\text{max}}-k} \quad \text{for} \quad k = 1, ..., k_{\text{max}} \text{ and is 0 for others.}
\]

2. Suppose that \( \pi(\tau_i|k) \) is the prior distribution for the position \( \tau_i \). The even distribution of indexes from \( 2k + 1 \) sequential statistics is taken uniformly without returns in \( \{1, ..., n-1\} \) is selected as the prior distribution \( \pi(\tau_i|k) \).
3. Suppose that $\pi(p_{ik}|k)$ is prior distribution for order $p_{ik}$. A uniform distribution in $\{1, \ldots, p_{max}\}$ is selected as the prior distribution $\pi(p_{ik}|k)$.

4. Suppose that $\rho^\text{upl}_{ik}$ is a conditional prior distribution for the coefficient vector $\rho^\text{upl}_{ik}$ if it is known $p_{ik}$. A uniform distribution in the interval $(-1,1)^{p_{ik}}$ is selected as the prior distribution $\pi(\rho^\text{upl}_{ik}|p_{ik})$.

5. Suppose that $\pi(\sigma^2_{\nu i}|k, \alpha, \beta)$ is the prior distribution for $\sigma^2_{\nu i}$. An inverse gamma distribution with the parameters $\alpha$ and $\beta$ is selected as the prior distribution $\pi(\sigma^2_{\nu i}|k, \alpha, \beta)$, namely:

$$\pi(\sigma^2_{\nu i}|k, \alpha, \beta) = \frac{\Gamma(\alpha/2)}{\Gamma(\alpha)} \frac{1}{(2\pi)^{\alpha/2}} \frac{1}{\sigma^\alpha_{\nu i}} \exp(-\beta(2\sigma^2_{\nu i})^{-\alpha})$$

for $\sigma^2_{\nu i} > 0$ and is 0 for the others.

The parameter that appears in the prior distribution is called hyperparameter. Suppose that $\pi(\lambda)$ is the prior distribution for the hyperparameter $\lambda$. The distribution $\pi(\lambda)$ is assumed to be uniformly distributed at intervals $(0.1)$. Suppose that $\pi(\beta)$ is the prior distribution for hyperparameter $\beta$. The distribution $\pi(\beta)$ is assumed to be Jeffrey's distribution. Here, the value of $\alpha$ is equal to 2. Let $H_1 = \{k, \tau_{ik}, p_{ik}, \rho^\text{upl}_{ik}, \sigma^2_{\nu i}\}$ and $H_2 = (\lambda, \beta)$, and $\pi(H_1, H_2)$ be the prior distribution for parameter $(H_1, H_2)$. The prior distribution for parameter $H_1$ can be expressed as

$$\pi(H_1, H_2) = \pi(k|\lambda) \pi(\lambda|\tau_{ik}|k) \pi(p_{ik}|k) \pi(\rho^\text{upl}_{ik}|p_{ik}) \pi(\sigma^2_{\nu i}|k, \alpha, \beta) \pi(\beta)$$

According to Bayes's theorem, the posterior distribution for the parameters $H_1$ and $H_2$ can be expressed as:

$$\pi(H_1, H_2|s) \propto L(s|\rho, s_0) \pi(H_1, H_2)$$

The posterior distribution is a combination of likelihood function and prior distributions. In this case, the posterior distribution $\pi(H_1, H_2|s)$ has a complicated form so that the Bayes estimator cannot be determined analytically. The MCMC reversible jump algorithm was adopted to determine Bayes estimator.

### 3.2. Reversible Jump MCMC Algorithm

As in [22], the reversible jump algorithm MCMC was proposed to determine the Bayes estimator. Suppose that $M = (H_1, H_2)$. The general idea of the MCMC reversible jump algorithm is to make a homogeneous Markov chain $M_1, \ldots, M_m$ that satisfies aperiodic and irreducible properties so that the Markov chain $M_1, \ldots, M_m$ can be considered as random variables that follow the distribution $\pi(H_1, H_2|s)$. The Markov chain $M_1, \ldots, M_m$ can be used to calculate the estimation of parameter $M$. The Markov chain is made in two stages: stage 1 simulates the distribution $\pi(H_1|H_2, s)$ and stage 2 simulates the distribution $\pi(H_1|H_2, s)$. Distribution $\pi(H_1|H_2, s)$ has an explicit form. So the Gibbs algorithm can be used to simulate the distribution $\pi(H_1|H_2, s)$. The conditional distribution of $H_1$ known $(H_2, s)$ can be written as:

$$\pi(H_1|H_2, s) = B(k + 1, k_{max} - k + 1) \otimes G\left(\frac{-}{\tau}, (k + 1), \frac{-}{\tau} \right)$$

Conversely, the distribution $(H_1|H_2, s)$ does not have an explicit form. So that the exact simulation is not possible. The simulation of distribution $\pi(H_1|H_2, s)$ is done in three stages, namely: the stage one simulates distribution $\pi(k, \tau(\cdot), p_{ik}, \rho^\text{upl}_{ik}|(p_{ik})^k)$, the stage two simulates distribution $\pi(p_{ik}, \rho^\text{upl}_{ik}|(p_{ik})^k)$, and the stage three simulates distribution $\pi(\sigma^2_{\nu i}|(p_{ik})^k)$.

The reversible jump MCMC algorithm is used in stage one and stage two. The Gibbs algorithm is used in stage three.

### 3.3. Simulation Study

The Figure 1 shows a synthesis data. This synthesis data is made according to equation (1).
Making the synthesis data is done by taking the parameter value $k = 4$ and the location of the AR model change is $\tau = (75, 150, 250, 400)$. Table 1 gives the order, coefficients and variances of the AR model for each segment.

| $i^{th}$ segment | $\sigma_{i,4}$ | $p_{i,4}$ | $\theta_{i,4}^{[\sigma_{i,4}]}$ |
|------------------|----------------|-----------|--------------------------|
| 0                | 0.12           | 3         | (-0.25, -0.79, 0.34)      |
| 1                | 0.5            | 2         | (-1.54, -0.41)            |
| 2                | 0.4            | 1         | (0.19)                    |
| 3                | 0.5            | 4         | (0.59, 0.99, 0.64, 0.87)  |
| 4                | 0.12           | 3         | (0.86, -0.83, -0.96)      |

Based on the data in Figure 1, then the model parameters are estimated using reversible jump MCMC. The reversible jump algorithm MCMC is used to estimate the number of segments, the location of the AR model changes, the AR model order for each segment, the AR model coefficient for each AR model, and the stochastic error variance. For this purpose, the MCMC reversible jump algorithm is implemented with 70,000 iterations with a 10,000 iteration burn-in period. The AR model order value is limited to a maximum of 10 so that $p_{max}$. The histogram for $k$ is presented in Figure 2.
The histogram in Figure 2 shows that the maximum value for the number of segments occurs at $\hat{k} = 4$ so that the estimator for $k$ is $\hat{k} = 4$. The histogram for $\tau$ corresponding to $k = 4$ is given in Figure 3. The result is $\hat{\tau} = (75, 150, 250, 400)$.

The segmentation results are presented in Figure 4.

![Figure 3. Histogram for $\tau$ if known $k = 4$](image)

![Figure 4. Segmentation of data](image)

The estimation results of coefficient and deviation of stochastic error standards for each segment are written in Table 2.

| ith segment | $\hat{\sigma}_{i,4}$ | $\hat{p}_{i,4}$ | $\hat{\theta}_{i,4}$ |
|-------------|---------------------|-----------------|---------------------|
| 0           | 0.13                | 3               | (-0.23, -0.76, 0.23) |
| 1           | 0.47                | 2               | (-0.50, -0.27)      |
| 2           | 0.41                | 1               | (0.34)              |
| 3           | 0.52                | 4               | (0.57, 0.93, 0.62, 0.83) |
| 4           | 0.13                | 3               | (0.86, -0.79, -0.94) |

Based on the output of the reversible jump MCMC algorithm, the data in Figure 1 is divided into 5 segments. In the first segment data is modeled by AR (3), in the second segment data is modeled by AR (2), in the third segment data is modeled by AR (1), in the fourth segment data is modeled by AR (4), and in the fifth segment data is modeled by AR (3).
3.4. Application

The Figure 5 shows a real data. This data is the Dow-Jones utilities index [23].

![Figure 5. Dow-Jones Utilities Index](image)

Based on the data in Figure 5, the model parameters are estimated using the reversible jump MCMC algorithm. For this purpose, the MCMC reversible jump algorithm is implemented with 70,000 iterations with a 10,000 iteration burn-in period. The histogram for k is presented in Figure 6.

![Figure 6. Histogram for k](image)

The histogram in Figure 6 shows that the maximum value for the number of segments occurs at $\hat{k} = 0$. So that the estimator for k is $\hat{k} = 0$. Estimation results for coefficients and standard deviation of stochastic errors are presented in Table 3.

| ith segment | $\hat{\theta}_{i,0}$ | $\hat{\rho}_{i,0}$ | $\hat{\sigma}_{i,0}$ |
|-------------|----------------|----------------|----------------|
| 0           | 0.39           | 1              | -0.46          |

4. Conclusion

The above description is a theoretical study of the reversible jump MCMC algorithm and its application to estimate the piecewise stationary constant AR model. By comparing the parameter values and their estimated values from the synthesis data, it shows that the reversible jump algorithm can estimate the piecewise stationary constant AR model parameters well. The advantage of reversible jump MCMC algorithm is that this algorithm can estimate stationary AR model parameters...
simultaneously. Another advantage is that this algorithm produces a stationary AR model for each segment. The reversible jump MCMC algorithm applied to the Dow-Jones utilities index data. This Dow-Jones utilities index data is modeled by AR(1).
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