Flops and about: a guide
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Abstract. Stratified flops show up in the birational geometry of symplectic varieties such as resolutions of nilpotent orbits and moduli spaces of sheaves. Constructing derived equivalences between varieties related by such flops is, strangely enough, related to areas in representation theory and knot homology. In this paper we discuss how to construct such equivalences, explain the main tool for doing this (categorical Lie algebra actions) and comment on various related topics.
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1. Introduction

The stratified Mukai flop is an algebro-geometric construction relating two birational varieties. There are three basic types of Mukai flops (A, D and E6;I/E6;II) named after the Lie algebra to which they are related. Namikawa coined these terms in [Nam3] where he showed that any two Springer resolutions of a nilpotent orbit closure are connected by a series of such flops (this result also appears in [F]). There are also deformations of these Mukai flops which we call Atiyah flops.

The local model of a Mukai flop of type A is a correspondence which relates the cotangent bundles $T^*G(k, N)$ and $T^*G(N - k, N)$ of Grassmannians. These cotangent bundles are examples of Springer resolutions of the closure of nilpotent
orbits. In this case the orbit is that of a matrix $X \in GL_N$ where $X^2 = 0$ and the rank of $X$ is $\min(k,N-k)$.

Stratified flops also control the birational geometry of moduli spaces of sheaves on surfaces. In [M] Markman examined Brill-Noether type stratifications of the moduli spaces of sheaves on a fixed K3 surface. He showed that two moduli spaces with Mukai vectors related by certain involutions of the Mukai lattice are related by stratified Mukai flops.

A basic question is when two birational varieties $X$ and $Y$ have isomorphic derived categories of coherent sheaves $D(X)$ and $D(Y)$. If $D(X) \cong D(Y)$ then we say that $X$ and $Y$ are derived equivalent. One general conjecture implies that two varieties related by a stratified flop are derived equivalent. In particular, $T^*G(k,N)$ and $T^*G(N-k,N)$ should be derived equivalent.

Constructing this equivalence is the motivating problem discussed in this paper. Of course, $T^*G(k,N)$ and $T^*G(N-k,N)$ are actually isomorphic, but this isomorphism is not canonical. The derived equivalence described in section 4 is canonical in the sense that it also works in families. This means that for any vector bundle $W$ over some base one may consider the relative cotangent bundles $T^*G(k,W)$ and $T^*G(N-k,W)$. These might not be isomorphic (for the same reason $W$ and $W^\vee$ might not be isomorphic) but, nevertheless, are derived equivalent.

The case $k = 1$ goes back a few years to the work of Kawamata [K1] and Namikawa [Nam1] who constructed equivalences $D(T^*G(1,N)) \sim D(T^*G(N-1,N))$. Kawamata [K2] was also able to work out the case $k = 2$ and $N = 4$ and conjecture explicit equivalences when $k = 2$ and $N \geq 4$.

To deal with arbitrary $k$ and $N$ we adopted a technique used by Chuang and Rouquier [CR] in modular representation theory. The idea [CKL1] is to construct a categorical $\mathfrak{sl}_2$ action (defined in section 3) on the union of all $D(T^*G(k,N))$ where $N$ is fixed and $k = 0, \ldots, N$. Recall that given an $\mathfrak{sl}_2$ representation one can construct an action of its Weyl group which induces an isomorphism of weight spaces. Likewise, given a categorical $\mathfrak{sl}_2$ action one can construct an action of its braid group. In this case of cotangent bundles to Grassmannians this braid group induces natural equivalences $D(T^*G(k,N)) \sim D(T^*G(N-k,N))$ [CKL2, CKL3]. In a sense, these equivalences unify Seidel-Thomas twists [ST] and $P^n$-twists [HT] into a more general concept.

Categorical $\mathfrak{sl}_2$ actions have a counterpart for any Kac-Moody Lie algebra $\mathfrak{g}$. When $\mathfrak{g} = \mathfrak{sl}_n$ one can define a categorical $\mathfrak{sl}_n$ action on cotangent bundles to $n$-step partial flag varieties. This induces an action of the braid group on $n$ strands [CK3] on the derived categories of these varieties which generalizes work of Khovanov-Thomas [KT], Riche [Ric] and Bezrukavnikov-Riche [BR].

Stratified flops also show up in the geometry of the affine Grassmannian. More precisely, the twisted products $Gr_\lambda \times Gr_\mu$ and $Gr_\mu \times Gr_\lambda$ of orbits in the affine Grassmannian of $PGL_N$ are related by stratified Mukai flops (see [CK2, Sec. 1]). One can construct a geometric categorical $\mathfrak{sl}_2$ actions here which subsequently induces an equivalence $D(Gr_\lambda \times Gr_\mu) \sim D(Gr_\mu \times Gr_\lambda)$.

More generally, one can define a geometric categorical $\mathfrak{sl}_n$ action on categories of the form $D(Gr_{\lambda_1} \times \cdots \times Gr_{\lambda_n})$ where $\lambda_1, \ldots, \lambda_n$ are fundamental weights. This
action induces a braid group action on these categories. In [CK1, CK2, C2] these
braid group actions were used to construct homological knot invariants such as
Khovanov homology.

This paper is, for the most part, a survey of topics related to flops, categorical
Lie algebra actions and derived equivalences. It is an expanded version of the talk
given at the conference “Derived categories” organized by Yujiro Kawamata and
Yukinobu Toda in Tokyo in January 2011.

1.1. Acknowledgements. I began working in this area with the paper [CK1]
jointly written with Joel Kamnitzer. In it we give an algebro-geometric construc-
tion of Khovanov knot homology. Trying, at first somewhat unsuccessfully, to
generalize this construction led us, over several years, in several tangential direc-
tions. I would like to thank Joel for many years of truly fantastic ideas and insights
which he shared with great enthusiasm and without which I am convinced none of
this would have been possible.

I would also like to thank Yujiro Kawamata and Yukinobu Toda for invitin g me
and organizing a very interesting, inspirational and enjoyable conference in Tokyo
in January 2011.

2. Stratified flops of type A – the local model

Here we recall the definitions of stratified Mukai flops and stratified Atiyah flops
of type A.

2.1. Cotangent bundles to Grassmannians. The local model for a strati-
fied Mukai flop of type A is based on cotangent bundles to Grassmannians. The
cotangent bundle $T^*G(k, N)$ can be described very explicitly as

$$\{(X, V) : X \in \text{End}(\mathbb{C}^N), 0 \xrightarrow{k} V \xrightarrow{N-k} \mathbb{C}^N, X\mathbb{C}^N \subset V \text{ and } XV \subset 0\}$$  \hspace{1cm} (1)

where $G(k, N)$ denotes the Grassmannian of $k$-planes in $\mathbb{C}^N$. The arrows denote
inclusions and the superscripts indicate the codimension of the inclusion.

We will suppose from now on that $2k \leq N$. These cotangent bundles come
equipped with the affinization map

$$p(k, N) : T^*G(k, N) \rightarrow \overline{B}(k, N)$$

where

$$B(k, N) := \{X \in \text{End}(\mathbb{C}^N) : X^2 = 0 \text{ and } \dim(\ker X) = N - k\}$$

and $p$ is the map which forgets $V$. This map is birational since generically the rank
of $X$ is $k$ and one can recover $V$ as the image of $X$. Likewise there is a projection map

$$p(N - k, N) : T^*G(N - k, N) \rightarrow \overline{B}(k, N)$$
which is also birational since one can recover $V$ as the kernel of $X$. The triple

$$
\begin{array}{ccc}
T^*G(k, N) & \xrightarrow{\tilde{p}(k,N)} & B(k, N) \\
\downarrow{p(k,N)} & & \downarrow{\tilde{p}(N-k, N)} \\
T^*G(N-k, N) & \xleftarrow{\tilde{B}(N-k, N)} & \tilde{B}(N, k) \cong \tilde{B}(N-k, N)
\end{array}
$$

is the local model for a stratified Mukai flop of type A. When $k = 1$ this is the usual (and better known) Mukai flop.

2.2. Deformations of cotangent bundles. The cotangent bundles above have a natural one-parameter deformation $T^*G(k, N)$ over $\mathbb{A}^1$. This deformation can be described explicitly as

$$
\{(X, V, x) : X \in \text{End}(\mathbb{C}^N), 0 \subset V \subset \mathbb{C}^N, x \in \mathbb{C}, \dim(V) = k \\
\text{and } X \mathbb{C}^N \subset V, (X - x \cdot id)V \subset 0\}
$$

where the map to $\mathbb{A}^1$ remembers $x$. The fibre over $x = 0$ is clearly just $T^*G(k, N)$. These varieties also come equipped with the affinization map

$$
\tilde{p}(k, N) : T^*G(k, N) \to \tilde{B}(k, N)
$$

where $\tilde{B}(k, N)$ is the variety

$$
\{(X, x) : X \in \text{End}(\mathbb{C}^N), x \in \mathbb{C}, X(X - x \cdot id) = 0 \text{ and } \dim(\ker(X - x \cdot id)) = k\}
$$

and $\tilde{p}(k, N)$ forgets $V$. The map is again birational. In fact, it is an isomorphism if $x \neq 0$ because one can recover $X$ as the kernel of $(X - x \cdot id)$. The diagram

$$
\begin{array}{ccc}
T^*G(k, N) & \xrightarrow{\tilde{p}(k,N)} & \tilde{B}(k, N) \\
\downarrow{\tilde{p}(k,N)} & & \downarrow{\tilde{p}(N-k, N)} \\
T^*G(N-k, N) & \xleftarrow{\tilde{B}(N-k, N)} & \tilde{B}(N, k) \cong \tilde{B}(N-k, N)
\end{array}
$$

is the local model for a stratified Atiyah flop of type A. The isomorphism $\tilde{B}(k, N) \cong \tilde{B}(N-k, N)$ is given by $(X, x) \mapsto (X - x \cdot id, -x)$. When $k = 1$ and $N = 2$ this is the usual Atiyah flop (hence the terminology) where both deformed cotangent bundles turn out to be isomorphic to the total space of the vector bundle $O_{\mathbb{P}^1}(-1) \oplus O_{\mathbb{P}^1}(-1)$ over $\mathbb{P}^1$.

2.2.1. $\mathbb{C}^\times$-actions. There are compatible $\mathbb{C}^\times$-actions on $T^*G(k, N)$ and its deformation defined by

$$
t \cdot (X, V) = (t^2 X, V) \text{ and } t \cdot (X, V, x) = (t^2 X, V, t^2 x)
$$

respectively. Also, notice that both $T^*G(k, N)$ and its deformation carry a tautological bundle, denoted $V$, whose fibre over $(X, V)$ (or $(X, V, x)$) is $V$. 
3. Geometric categorical \( \mathfrak{sl}_2 \) actions

The main tool used to construct derived equivalences between flops is the notion of a geometric categorical \( \mathfrak{sl}_2 \) action. The idea of using categorical \( \mathfrak{sl}_2 \) actions originates with Chuang and Rouquier’s remarkable proof of Broué’s abelian defect group conjecture for symmetric groups [CR]. They construct and use such an action to define equivalences between blocks of representations of the symmetric group in positive characteristic. We adapt their approach to categories of coherent sheaves.

3.1. Preliminary concepts. All varieties are defined over \( \mathbb{C} \). If \( X \) is a variety we denote by \( D(X) \) the bounded derived category of coherent sheaves on \( X \). As usual, we denote by \([1]\) the cohomological shift in \( D(X) \) downwards by \( 1 \).

3.1.1. Fourier-Mukai transforms. An object \( P \in D(X \times Y) \) whose support is proper over \( Y \) induces a Fourier-Mukai (FM) functor \( \Phi_P : D(X) \to D(Y) \) via \((\cdot) \mapsto \pi_2_*(\pi_1^*(\cdot) \otimes P)\) (where every operation is derived). One says that \( P \) is the FM kernel which induces \( \Phi_P \). The right and left adjoints \( \Phi_P^R \) and \( \Phi_P^L \) are induced by \( P_R := \mathcal{P}^V \otimes \pi_2^*\omega_X[\text{dim}(X)] \) and \( P_L := \mathcal{P}^V \otimes \pi_1^*\omega_Y[\text{dim}(Y)] \) respectively.

If \( Q \in D(Y \times Z) \) then \( \Phi_Q \Phi_P \cong \Phi_{Q \ast P} : D(X) \to D(Z) \) where \( Q \ast P = \pi_1^*(\pi_2^*P \otimes \pi_2^*Q) \) is the convolution product. So instead of talking about functors and compositions we will speak of kernels and convolutions.

3.1.2. \( \mathbb{C}^\times \)-equivariance. If \( X \) carries a \( \mathbb{C}^\times \)-action then we will consider the bounded derived category of \( \mathbb{C}^\times \)-equivariant coherent sheaves on \( X \) which, abusing notation, we also denote by \( D(X) \). The sheaf \( \mathcal{O}_X \{i\} \) denotes the structure sheaf of \( X \) shifted with respect to the \( \mathbb{C}^\times \)-action so that if \( f \in \mathcal{O}_X(U) \) is a local function then viewed as a section \( f' \in \mathcal{O}_X \{i\}(U) \) we have \( t \cdot f' = t^{-i}(t \cdot f) \). We denote by \{\( i \)\} the operation of tensoring with \( \mathcal{O}_X \{i\} \).

Since \( D(X) \) carries a grading \{\( \cdot \)\} its Grothendieck group is actually a \( \mathbb{Z}[q, q^{-1}] \)-module where \( -q \) acts by twisting by \{\( \{1\} \)\}. We usually tensor the Grothendieck group with \( \mathbb{C} \) so that it becomes a \( \mathbb{C}[q, q^{-1}] \)-module and denote it \( K(X) \).

3.1.3. Convolution of complexes. Now consider a complex

\[
P_\bullet := \left[ P_m \xrightarrow{d} P_{m-1} \xrightarrow{d} \ldots \xrightarrow{d} P_1 \xrightarrow{d} P_0 \right]
\]

where \( P_i \in D(X) \) and \( d^2 = 0 \). If \( m = 1 \) one can just take the cone and obtain an object in \( D(X) \). If \( m > 1 \) one would like to take an iterated cone. This is commonly called a right or a left convolution of \( P_\bullet \) depending on whether you start the iterated cone from the right end or from the left end. Do not confuse this convolution with the convolution of kernels described above!

In general a right convolution is not guaranteed to exist or to be unique. This is because the Cone operation is not functorial. However, under the following cohomological conditions

\[
\text{Hom}(P_{i+k+1}[k], P_i) = 0 \text{ and } \text{Hom}(P_{i+k+2}[k], P_i) = 0 \text{ for } i \geq 0, k \geq 1
\]
3.2. Definition. Let us recall the definition of a geometric categorical $\mathfrak{sl}_2$ action from \cite{CL}. To shorten notation we will write $\mathcal{H}^*(\mathbb{P}^r)$ for the (doubly) graded vector space
\[ \mathbb{C}[r] \{-r\} \oplus \mathbb{C}[r-2]\{-r+2\} \oplus \cdots \oplus \mathbb{C}[r] \oplus \mathbb{C}[r-2] \oplus \mathbb{C}[r] \oplus \mathbb{C}[r] \{r\}. \]
By convention $\mathcal{H}^*(\mathbb{P}^{-1})$ is zero.

A geometric categorical $\mathfrak{sl}_2$ action consists of the following data.

(i) A collection of smooth complex varieties $Y(\lambda)$ indexed by $\lambda \in \mathbb{Z}$ and equipped with $\mathbb{C}^\times$-actions.

(ii) Fourier-Mukai kernels
\[ \mathcal{E}^{(r)}(\lambda) \in D(Y(\lambda - r) \times Y(\lambda + r)) \quad \text{and} \quad \mathcal{F}^{(r)}(\lambda) \in D(Y(\lambda + r) \times Y(\lambda - r)) \]
(which are $\mathbb{C}^\times$ equivariant). We write $\mathcal{E}(\lambda)$ for $\mathcal{E}^{(1)}(\lambda)$ and $\mathcal{F}(\lambda)$ for $\mathcal{F}^{(1)}(\lambda)$ while $\mathcal{E}^{(0)}(\lambda)$ and $\mathcal{F}^{(0)}(\lambda)$ are equal to the identity kernels $\mathcal{O}_\Delta$.

(iii) For each $Y(\lambda)$ a flat deformation $\tilde{Y}(\lambda) \to \mathbb{A}^1$ carrying a $\mathbb{C}^\times$-action compatible with the action $x \mapsto t^2x$ (where $t \in \mathbb{C}^\times$) on the base $\mathbb{A}^1$.

On this data we impose the following additional conditions.

(i) $Y(\lambda) = \emptyset$ for $\lambda \gg 0$ or $\lambda \ll 0$. Moreover, each (graded piece of the) Hom space between two objects in $D(Y(\lambda))$ is finite dimensional. In particular, this means that if $Y(\lambda) \neq \emptyset$ then $\text{End}(\mathcal{O}_{Y(\lambda)}) = \mathbb{C} \cdot I$.

(ii) All $\mathcal{E}^{(r)}$s and $\mathcal{F}^{(r)}$s are sheaves (i.e. complexes supported in degree zero).

(iii) $\mathcal{E}^{(r)}(\lambda)$ and $\mathcal{F}^{(r)}(\lambda)$ are left and right adjoints of each other up to shift. More precisely

(a) $\mathcal{E}^{(r)}(\lambda)_R = \mathcal{F}^{(r)}(\lambda)[r\lambda]\{-r\} \quad \text{and} \quad \mathcal{F}^{(r)}(\lambda)_L = \mathcal{E}^{(r)}(\lambda)[r\lambda]\{-r\}$

(b) $\mathcal{E}^{(r)}(\lambda)_L = \mathcal{F}^{(r)}(\lambda)[-r\lambda]\{r\} \quad \text{and} \quad \mathcal{F}^{(r)}(\lambda)_R = \mathcal{E}^{(r)}(\lambda)[-r\lambda]\{r\}$

(iv) At the level of cohomology of complexes we have
\[ \mathcal{H}^*(\mathcal{E}(\lambda + r) \ast \mathcal{E}(\lambda - 1)) \cong \mathcal{E}^{(r+1)}(\lambda) \otimes_{\mathbb{C}} \mathcal{H}^*(\mathbb{P}^r). \]

(v) If $\lambda \leq 0$ then
\[ \mathcal{F}(\lambda + 1) \ast \mathcal{E}(\lambda + 1) \cong \mathcal{E}(\lambda - 1) \ast \mathcal{F}(\lambda - 1) \oplus \mathcal{P} \]
where $\mathcal{H}^*(\mathcal{P}) \cong \mathcal{O}_\Delta \otimes_{\mathbb{C}} \mathcal{H}^*(\mathbb{P}^{-\lambda - 1})$.

Similarly, if $\lambda \geq 0$ then
\[ \mathcal{E}(\lambda - 1) \ast \mathcal{F}(\lambda - 1) \cong \mathcal{F}(\lambda + 1) \ast \mathcal{E}(\lambda + 1) \oplus \mathcal{P}' \]
where $\mathcal{H}^*(\mathcal{P}') \cong \mathcal{O}_\Delta \otimes_{\mathbb{C}} \mathcal{H}^*(\mathbb{P}^{\lambda - 1})$. 

a unique right convolution exists. For details see \cite[Sec. 3.4]{CL}. 

\[ \mathbb{C}[r] \{-r\} \oplus \mathbb{C}[r-2]\{-r+2\} \oplus \cdots \oplus \mathbb{C}[r] \oplus \mathbb{C}[r-2] \oplus \mathbb{C}[r] \oplus \mathbb{C}[r] \{r\}. \]
(vi) We have
\[ H^*(i_{23*}\mathcal{E}(\lambda + 1) \ast i_{12*}\mathcal{E}(\lambda - 1)) \cong \mathcal{E}^{(2)}(\lambda)[-1][1] \oplus \mathcal{E}^{(2)}(\lambda)[2][-3] \]
where the \( i_{12} \) and \( i_{23} \) are the closed immersions
\[ i_{12} : Y(\lambda - 2) \times Y(\lambda) \to Y(\lambda - 2) \times \tilde{Y}(\lambda) \]
\[ i_{23} : Y(\lambda) \times Y(\lambda + 2) \to \tilde{Y}(\lambda) \times Y(\lambda + 2). \]

(vii) If \( \lambda \leq 0 \) and \( k \geq 1 \) then the image of \( \text{supp}(\mathcal{E}^{(r)}(\lambda - r)) \) under the projection to \( Y(\lambda) \) is not contained in the image of \( \text{supp}(\mathcal{E}^{(r+k)}(\lambda - r - k)) \) also under the projection to \( Y(\lambda) \). Similarly, if \( \lambda \geq 0 \) and \( k \geq 1 \) then the image of \( \text{supp}(\mathcal{E}^{(r)}(\lambda + r)) \) in \( Y(\lambda) \) is not contained in the image of \( \text{supp}(\mathcal{E}^{(r+k)}(\lambda + r + k)) \).

At the level of Grothendieck groups \( \mathcal{E} \) and \( \mathcal{F} \) induce maps of \( \mathbb{C} \)-vector spaces
\[ E : K(Y(\lambda - 1)) \to K(Y(\lambda + 1)) \text{ and } F : K(Y(\lambda + 1)) \to K(Y(\lambda - 1)). \]
This gives an action of \( \mathfrak{sl}_2 \) on \( \bigoplus K(Y(\lambda)) \) where the weight spaces are \( K(Y(\lambda)) \). In fact, everything is over \( \mathbb{C}[q,q^{-1}] \) and we actually obtain a \( U_q(\mathfrak{sl}_2) \) representation. So the above action should really be called a geometric categorical \( U_q(\mathfrak{sl}_2) \) action.

3.3. Some remarks. The definition above is not necessarily the simplest but is tailored so that it is easier to check on categories of coherent sheaves. Here are some remarks about the relevance of conditions (i) through (vii) above.

Condition (i) is used to ensure that the Krull-Schmidt property holds (namely unique decomposition into irreducibles). Condition (ii) is used to make sense of condition (iv).

Conditions (iv) and (v) are checked only at the level of cohomology. This is because it is often possible to compute the cohomology of an object (like \( P \) in condition (v)) but difficult to show that the object is formal (i.e. the direct sum of its cohomology). The role of the deformation \( \tilde{Y}(\lambda) \to \mathbb{A}^1 \) is actually related to this issue. We explain this now.

The short exact sequence of tangent bundles
\[ 0 \to T_Y(\lambda) \to T_{\tilde{Y}(\lambda)}/Y(\lambda) \to N_{Y(\lambda)/\tilde{Y}(\lambda)} \to 0 \]
gives us a connecting map \( b \in H^1(Y(\lambda), T_{\tilde{Y}(\lambda)}/Y(\lambda)) \) since \( N_{Y(\lambda)/\tilde{Y}(\lambda)} \cong \mathcal{O}_Y(\lambda)[2] \).
This is just the first order deformation corresponding to \( \tilde{Y}(\lambda) \to \mathbb{A}^1 \) and is uniquely defined up to a non-zero multiple. Now, the Hochschild-Kostant-Rosenberg isomorphism states that
\[ \Delta^*\Delta_*\mathcal{O}_Y(\lambda) \cong \bigoplus_i \wedge^i T^*_{Y(\lambda)}[i] \]
where \( \Delta : Y(\lambda) \to Y(\lambda) \times Y(\lambda) \) is the inclusion as the diagonal. This implies that
\[ \text{Hom}(\Delta_*\mathcal{O}_Y(\lambda), \Delta_*\mathcal{O}_Y(\lambda)[2]) \cong H^0(Y(\lambda), \wedge^2 T^*_{Y(\lambda)}) \oplus H^1(Y(\lambda), T^*_{Y(\lambda)}) \oplus H^2(Y(\lambda), \mathcal{O}_Y(\lambda)). \]
In particular, this means that $b$ induces a map
\[ \beta : \Delta_* \mathcal{O}_{Y(\lambda)} \to \Delta_* \mathcal{O}_{Y(\lambda)}[2]{-2}. \] (4)

Unfortunately, in practice it is difficult to get your hands on such a map. The purpose of the deformation $\tilde{Y}(\lambda)$ is simply to yield $\beta$.

Now consider the map
\[ I_\beta I : \mathcal{E} \ast \Delta_* \mathcal{O}_{Y(\lambda)} \ast \mathcal{E} \to \mathcal{E} \ast \Delta_* \mathcal{O}_{Y(\lambda)} \ast \mathcal{E}[2]{-2} \]
where $\mathcal{E} \ast \mathcal{E} \in D(Y(\lambda - 2) \times Y(\lambda + 2))$. The cohomology $H^{-1}$ of both sides is $\mathcal{E}(2){-1}$. The content of condition (vi) is that the map above induces an isomorphism on $H^{-1}$. In turn, this allows you to conclude that $\mathcal{E} \ast \mathcal{E}$ equals $\mathcal{E}(2){-1} \oplus \mathcal{E}(2)[1]{-1}$ on the nose rather than at the level of cohomology. This is by a little trick that goes back at least to Deligne. For more details see [CKL2].

Finally, condition (vii) is an annoying technical condition which is only ever used once (namely in Lemma 4.6 of [CKL2] which is itself technical in nature). Though unsightly, its main advantage is that it is very easy to check.

### 3.4. Inducing equivalences.

We first explain why all this is related to constructing equivalences. Suppose one has an $\mathfrak{sl}_2$ action on a vector space $V$. The action of $H := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \in \mathfrak{sl}_2$ breaks up $V$ into $H$-eigenspaces $V(\lambda)$ where $Hv = \lambda v$ if $v \in V(\lambda)$. Moreover, using the relation $[E, F] = H$ where
\[ E := \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \in \mathfrak{sl}_2 \quad \text{and} \quad F := \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \in \mathfrak{sl}_2 \]
one can check that $E : V(\lambda) \to V(\lambda + 2)$ and $F : V(\lambda) \to V(\lambda - 2)$.

If $V(\lambda) = 0$ for $\lambda \gg 0$ or $\lambda \ll 0$ then this action integrates to an action of the Lie group $SL_2(\mathbb{C})$. Here it is known that the reflection element
\[ t = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \]
induces an isomorphism of vector spaces $V(\lambda) \sim V(-\lambda)$. Moreover, if say $\lambda \geq 0$, we can write $t$ as
\[ t = F^{(\lambda)} - F^{(\lambda+1)} E + F^{(\lambda+2)} E^{(2)} \pm \ldots \] (5)
where $E^{(k)} := E^k/k!$ and $F^{(k)} := F^k/k!$. Notice that the sum is finite since $V(\lambda) = 0$ for $\lambda \gg 0$.

Now we try to imitate this construction with categories. We replace $V(\lambda)$ by the category $D(Y(\lambda))$, the functors $E^{(r)}$ and $F^{(r)}$ by the kernels $\mathcal{E}^{(r)}$ and $\mathcal{F}^{(r)}$ and the sum (5) describing $t$ with a complex
\[ \Theta_s = [\cdots \to \Theta_s \to \Theta_{s-1} \to \cdots \to \Theta_1 \to \Theta_0] \]
where
\[ \Theta_s := \mathcal{F}^{(\lambda + s)}(s) * \mathcal{E}^{(s)}(\lambda + s)[-s][s] \in D(Y(\lambda) \times Y(-\lambda)). \tag{6} \]

Again, this complex is finite since \( Y(\lambda) \) is empty for \( \lambda \gg 0 \) or \( \lambda \ll 0 \). The differential is given by the composition
\[
\mathcal{F}^{(\lambda + s + 1)} \ast \mathcal{E}^{(s + 1)} \to \mathcal{F} \ast \mathcal{E} \ast \mathcal{E}^{(s)}[-\lambda - 2s] \ast \mathcal{E}^{(s)}[1][-1]
\]
where the first map is the inclusion of \( \mathcal{F}^{(\lambda + s + 1)} \) and \( \mathcal{E}^{(s + 1)} \) into the lowest cohomological degrees of \( \mathcal{F}^{(\lambda + s)} \ast \mathcal{F} \ast \mathcal{E} \ast \mathcal{E}^{(s)} \) respectively while the second map is induced by the adjunction map \( \mathcal{F} \ast \mathcal{E} \to \mathcal{O}_A[\lambda + 2s + 1][-\lambda - 2s - 1] \) (using that \( \mathcal{F} \) is the left adjoint of \( \mathcal{E} \) up to a shift). The complex \( \Theta_s \) is sometimes called Rickard’s complex.

**Theorem 3.1.** [CKL3, Thm. 2.8] The complex \( \Theta_s \) has a unique right convolution \( T(\lambda) \in D(Y(\lambda) \times Y(-\lambda)) \). Moreover, \( \Phi_T(\lambda) : D(Y(\lambda)) \simrightarrow D(Y(-\lambda)) \) is an equivalence which categorifies the isomorphism \( t : K(Y(\lambda)) \simrightarrow K(Y(-\lambda)) \).

This theorem is proved in two steps. In the first step [CKL2] we prove that a geometric categorical \( \mathfrak{sl}_2 \) action induces a strong categorical \( \mathfrak{sl}_2 \) action. Without recalling the precise definition of the latter let us note that its most remarkable property is an action of the nilHecke algebra on \( \mathcal{E} \)’s.

More precisely, in [CKL2] we show that given a geometric categorical \( \mathfrak{sl}_2 \) action one can construct two types of maps
\[
X : \mathcal{E} \to \mathcal{E}[2][-2] \quad \text{and} \quad T : \mathcal{E} \ast \mathcal{E} \to \mathcal{E} \ast \mathcal{E}[-2][2]
\]
which satisfy the following relations

(i) \( T^2 = 0 \) where \( T \in \text{End}(\mathcal{E} \ast \mathcal{E}) \),

(ii) \( (IT)(TI)(IT) = (TI)(IT)(TI) \) where \( TI, IT \in \text{End}(\mathcal{E} \ast \mathcal{E} \ast \mathcal{E}) \),

(iii) \( (XI)T - T(IX) = I - (IX)T + T(XI) \) where \( XI, IX, T \in \text{End}(\mathcal{E} \ast \mathcal{E}) \).

Recall that \( \mathcal{E} \) and \( \mathcal{E} \ast \mathcal{E} \) are just (complexes of) sheaves so \( X \) and \( T \) are maps of (complexes of) sheaves. If instead we think of the functors induced by \( \mathcal{E} \) and \( \mathcal{E} \ast \mathcal{E} \) then \( X \) and \( T \) are natural transformations of functors.

In the second step [CKL3] we show that in a strong categorical \( \mathfrak{sl}_2 \) the complex \( \Theta_s \) has a unique right convolution which induces an equivalence. The role of the nilHecke algebra is to help simplify expressions of the form \( \Theta_s \ast \mathcal{F}(\tau) \).

Of course, the second step no longer involves any geometry. In fact, a similar result was proved in [CR]. However, their action was on abelian categories and it was not clear how to extend it to triangulated categories. In the end, the proof we give in [CKL3] is fairly different from that in [CR].

The maps \( X \) and \( T \) are examples of higher structure in the representation theory of \( \mathfrak{sl}_2 \). The rôle of the nilHecke algebra in the (higher) representation theory of \( \mathfrak{sl}_2 \) is studied in detail by Lauda in [L]. Subsequently, Khovanov-Lauda [KL1, KL2, KL3] and Rouquier [Ro2] describe certain graded algebras now called...
quiver Hecke algebras or KLR algebras which play the rôle for other Lie algebras (such as $\mathfrak{sl}_m$) that the nilHecke plays for $\mathfrak{sl}_2$. We will discuss certain categorical $\mathfrak{sl}_m$ actions in section 5 although we do not make any further reference to these KLR algebras.

4. Equivalences for the local model of stratified flops

4.1. Categorical actions on $\oplus_k D(T^*G(k, N))$. In this section we fix $N$ and let

$$Y(\lambda) := T^*G(k, N)$$

and $\tilde{Y}(\lambda) := T^*\widetilde{G}(k, N)$ where $\lambda = N - 2k$. (7)

Consider the correspondences

$$W^r(\lambda) \subset Y(\lambda - r) \times Y(\lambda + r) = T^*G(k + r/2, N) \times T^*G(k - r/2, N)$$

defined by

$$W^r(\lambda) := \{(X, V, V') : X \in \text{End}(C^N), \dim(V) = k + \frac{r}{2}, \dim(V') = k - \frac{r}{2},$$

$$0 \subset V' \subset V \subset C^N, C^N X \rightarrow V' \text{ and } V \rightarrow 0\}.$$ (8)

There are two natural projections $\pi_1 : (X, V, V') \mapsto (X, V)$ and $\pi_2 : (X, V, V') \mapsto (X, V')$ from $W^r(\lambda)$ to $Y(\lambda - r)$ and $Y(\lambda + r)$ respectively. Together they give us an embedding

$$(\pi_1, \pi_2) : W^r(\lambda) \subset Y(\lambda - r) \times Y(\lambda + r).$$

On $W^r(\lambda)$ there are two tautological bundles, namely $V := \pi_1^*(V)$ and $V' := \pi_2^*(V)$ where the prime on the $V'$ indicates that the vector bundle is the pullback of the tautological bundle by the second projection. We also have natural inclusions

$$0 \subset V' \subset V \subset C^N$$

where $C^N$ denotes the trivial vector bundle on $W^r(\lambda)$.

Now define kernels

$$E^r(\lambda) \in D(Y(\lambda - r) \times Y(\lambda + r)) \text{ and } F^r(\lambda) \in D(Y(\lambda + r) \times Y(\lambda - r))$$

by

$$E^r(\lambda) := \mathcal{O}_{W^r(\lambda)} \otimes \det(C^N/V)^{-r} \otimes \det(V')^r \{r(N - \lambda - r)/2\}$$

$$F^r(\lambda) := \mathcal{O}_{W^r(\lambda)} \otimes \det(V/V')^\lambda \{r(N + \lambda - r)/2\}. \quad (9)$$

In [CKL3] (although most of the hard work is done in [CKL1]) we prove the following:

**Theorem 4.1.** [CKL3, Thm. 6.1] The varieties $Y(\lambda)$ and their deformations $\tilde{Y}(\lambda)$ defined in (4) together with the functors $E^r(\lambda)$ and $F^r(\lambda)$ from (8) and (9) define a geometric categorical $\mathfrak{sl}_2$ action.
So, as a consequence of Theorem 3.1 this gives us an equivalence

$$\Phi_{T(k,N)} : D(T^*G(k,N)) \cong D(T^*G(N-k,N))$$

In fact, one can show that $T(k,N)$ is a sheaf (CKL2 Prop. 6.6). In the next section we identify $T(k,N)$ more explicitly.

4.2. The equivalence: an explicit description.

4.2.1. Some geometry. Using the above notation $Y(\lambda) := T^*G(k,N)$ where $\lambda = N - 2k$ recall that the stratified Mukai flop is summarized by the diagram

$$Y(\lambda) \xrightarrow{p(k,N)} B(k,N) \xleftarrow{p(N-k,N)} Y(-\lambda).$$

Now consider the fibre product

$$Z(k,N) := Y(\lambda) \times_{B(k,N)} Y(-\lambda) = \{ ( V, V') / \begin{array}{c} k \Rightarrow \mathbb{C}^N \subset V, X \mathbb{C}^N \subset V', XV \subset 0, XV' \subset 0 \end{array} \}.$$ 

The component $Z_s(k,N)$ can be described more directly as

$$\{(X,V,V') \in Z(k,N) : \dim(\ker X) \geq N-k+s \text{ and } \dim(V \cap V') \geq k-s \}.$$ 

It is helpful to keep in mind the following. Any two components $Z_s(k,N)$ and $Z_{s'}(k,N)$ intersect in a divisor if $|s - s'| = 1$ but their intersection has strictly higher codimension if $|s - s'| > 1$.

Now, since span$(V,V') \subset \ker X$, it follows that dim$(\ker X) + \dim(V \cap V') \geq N$ on $Z(k,N)$. We define the open subscheme

$$Z^o(k,N) := \{ (X,V,V') \in Z(k,N) : N+1 \geq \dim(\ker X) + \dim(V \cap V') \} \subset Z(k,N)$$

and $Z^o_s(k,N) := Z_s(k,N) \cap Z^o(k,N)$.

**Theorem 4.2.** [CKL Thm. 3.8] There exists a $\mathbb{C}^\times$-equivariant line bundle $L(k,N)$ on $Z^o(k,N)$ such that $T(k,N) \cong i_* j_* L(k,N)$ where $i$ and $j$ are the natural inclusions

$$Z^o(k,N) \xrightarrow{i} Z(k,N) \xrightarrow{j} Y(\lambda) \times Y(-\lambda).$$

Note that the map $j$ in Theorem 4.2 is an open immersion. Whenever we have an open immersion in this paper $j_*$ denotes the non-derived push-forward. This is the only case in this paper when a functor is not derived.
The line bundle $L(k, N)$ is uniquely determined by its restriction to each $Z^o_s(k, N)$. One has that $L(k, N)|_{Z^o_s(k, N)}$ is isomorphic to

$$O_{Z^o_s(k, N)}((D_{s+1}^o(k, N)) \otimes \det((C^N/V)^{-s}) \otimes \det(V'^*}\{k(N - k) - (k - s)^2 + s\}$$

where $D_{s+1}^o(k, N)$ is the divisor $Z^o_s(k, N) \cap Z_{s+1}(k, N)$ and $V, V'$ are the tautological bundles on $Z^o_s(k, N) \subset Y(\lambda) \times Y(-\lambda)$ pulled back from $Y(\lambda)$ and $Y(-\lambda)$ respectively.

### 4.2.2. Why is Theorem 4.2 believable?

Recall that $T(k, N)$ is the right convolution of the complex

$$F^{(\lambda+1)} \ast E^{(k)}[-k]\{k\} \rightarrow \cdots \rightarrow F^{(\lambda)} \ast E[-1]\{1\} \rightarrow F^{(\lambda)}.$$  \hfill (10)

Now, for $s = 0, 1, \ldots, k$, one can show [CKL3] Prop. 6.3] that $F^{(\lambda+s)} \ast E^{(s)}$ is a sheaf supported exactly on $Z_s(k, N)$ (actually, one can identify this sheaf explicitly). It then follows quite easily that the convolution in (10) above is also a sheaf supported exactly on $\bigcup Z_s(k, N) = Z(k, N)$.

So we just need to identify this sheaf. To do this we first argue that $T(k, N)$ is (the push-forward by a closed embedding of) a Cohen-Macaulay sheaf. This is done by identifying the kernel which is the inverse of $T(k, N)$ (see section 4.3) and showing by the same argument above that it is also a sheaf. Formal nonsense says that the inverse kernel is just $T(k, N)^\lor$ tensored with some line bundle and a shift. This means $T(k, N)^\lor$ is a sheaf and hence $T(k, N)$ is (the push-forward of) a Cohen-Macaulay sheaf.

Finally, any Cohen-Macaulay sheaf is uniquely determined by its restriction to an open subset of codimension at least two. The last step is to identify the restriction of $T(k, N)$ to $Z^o(k, N)$ which is codimension two inside $Z(k, N)$ (we do this in [C1]). The advantage of $Z^o(k, N)$ over $Z(k, N)$ is that two components $Z^o_s(k, N)$ and $Z^o_s(k, N)$ in $Z^o(k, N)$ intersect in a Cartier divisor if $|s - s'| = 1$ and are disjoint if $|s - s'| > 1$. So $Z^o(k, N)$ avoids all the nastier singularities of $Z(k, N)$.

### 4.3. The inverse.

The inverse $T(k, N)^{-1}$ of $T(k, N)$ is given by its left (or equivalently its right) adjoint. This is equal to the left convolution of the complex

$$(\Theta_0)_L \rightarrow (\Theta_1)_L \rightarrow \cdots \rightarrow (\Theta_{k-1})_L \rightarrow (\Theta_k)_L \rightarrow \cdots$$

where it is easy to check [C1] Sec. 5.1] that

$$(\Theta_s)_L \cong F^{(s)} \ast E^{(N-2k+s)}[-s]\{s\}.$$ 

It then follows that $T(k, N)^{-1}$ is again a sheaf which is the push-forward of a line bundle from an open subset of $Z(k, N)$ [C1] Thm. 5.3]. Perhaps a little more surprising:

**Proposition 4.3.** [CKL3] Cor. 7.5] The kernels $T(k, N)^{-1}$ and $T(N - k, N)$ are related by

$$T(k, N)^{-1} \cong T(N - k, N) \otimes \det(V)^{-1} \otimes \det(V'^*}\{N - 2k\} \in D(Y(-\lambda) \times Y(\lambda)).$$
This isomorphism is something which is special to the example of cotangent bundles of Grassmannians. In other words, such a relation is not a formal consequence of having a geometric categorical action.

4.4. The equivalence: stratified Atiyah flops. Recall the notation $\tilde{Y}(\lambda) := T^*\mathcal{G}(k,N)$ which comes equipped with a map $\tilde{Y}(\lambda) \to \mathbb{A}^1$. Similar to the above description of $T(k,N)$ we now proceed to describe a kernel $\tilde{T}(k,N)$ which induces an equivalence $\Phi_{\tilde{T}(k,N)} : D(\tilde{Y}(\lambda)) \to D(\tilde{Y}(\lambda))$.

4.4.1. Some geometry. Recall that the stratified Atiyah flop is summarized by the diagram

$$\tilde{Y}(\lambda) \xrightarrow{\tilde{\beta}(k,N)} \widetilde{B(k,N)} \cong \widetilde{B(N-k,N)} \xleftarrow{\tilde{\beta}(N-k)} \tilde{Y}(\lambda).$$

Once again we can consider the fibre product

$$\tilde{Z}(k,N) := \tilde{Y}(\lambda) \times_{\tilde{B(k)}} \tilde{Y}(\lambda)$$

$$= \{ 0 \xrightarrow{k} V \xrightarrow{N-k} V' \xrightarrow{k} \mathbb{C}^N : X\mathbb{C}^N \subset V, (X - x \cdot \text{id})\mathbb{C}^N \subset V'$$

$$(X - x \cdot \text{id})V \subset 0, XV' \subset 0 \}$$

which deforms the old fibre product $Z(k,N)$. However, unlike $Z(k,N)$, $\tilde{Z}(k,N)$ is now irreducible. Notice that $\tilde{Z}(k,N)$ is naturally a subscheme of $\tilde{Y}(\lambda) \times_{\mathbb{A}^1} \tilde{Y}(\lambda)$ (where the second projection $\tilde{Y}(\lambda) \to \mathbb{A}^1$ maps $(X,V,x) \mapsto -x$).

Next, as before, we can define an open subscheme $Z^\circ(k,N)$ as follows

$$\{(X,V,V',x) \in \tilde{Z}(k,N) : N + 1 \geq \dim(\ker(X - x \cdot \text{id})) + \dim(V \cap V') \} \subset \tilde{Z}(k,N).$$

Notice that if $x \neq 0$ then $V$ and $V'$ are uniquely determined by $X$ as the kernels of $(X - x \cdot \text{id})$ and $X$ respectively. This means that $Z^\circ(k,N)$ contains all the fibres over $x \neq 0$ since when $x = 0$ we have $V \cap V' = 0$.

Inside $Z^\circ(k,N)$ we have $Z_s^\circ(k,N)$, the components of the central fibre. One can check that these are Cartier divisors.

**Theorem 4.4.** [2] Thm. 4.1] Consider the line bundle on $\tilde{Z}^\circ(k,N)$ given by

$$\tilde{L}(k,N) := O_{\tilde{Z}^\circ(k,N)}(\sum_{s=0}^k \binom{s+1}{2} |Z_s^\circ(k,N)|) \langle k(N-2k) \rangle$$

and let

$$\tilde{T}(k,N) := \tilde{i}_*\tilde{j}_* \tilde{L}(k,N) \in D(\tilde{Y}(\lambda) \times_{\mathbb{A}^1} \tilde{Y}(\lambda))$$

where $\tilde{i}$ and $\tilde{j}$ are the natural inclusions

$$\tilde{Z}^\circ(k,N) \xrightarrow{\tilde{i}} \tilde{Z}(k,N) \xrightarrow{\tilde{j}} \tilde{Y}(\lambda) \times_{\mathbb{A}^1} \tilde{Y}(\lambda).$$

Then $\Phi_{\tilde{T}(k,N)} : D(\tilde{Y}(\lambda)) \sim D(\tilde{Y}(\lambda))$ is an equivalence and the restriction of $\tilde{T}(k,N)$ to $Y(\lambda) \times Y(\lambda)$ is $T(k,N)$. 

Sabin Cautis
The map $\tilde{j}$ above is an open immersion so again $\tilde{j}_*$ denotes the non-derived push-forward. There is no categorical $\mathfrak{sl}_2$ action on $\oplus_\lambda D(\tilde{Y}(\lambda))$ so to prove Theorem 4.4 one guesses the expression for $\tilde{T}(k, N)$ and shows that it restricts to an equivalence over each fibre of the map to $\mathbb{A}^1$. Hence Theorem 4.4 is essentially a corollary of Theorem 4.2.

4.4.2. The case $k = 1$. The central fibre of $\tilde{Z}(1, N)$ contains two components $Z_0(1, N)$ and $Z_1(1, N)$ while

$$\tilde{T}(1, N) \cong \tilde{i}_*\tilde{j}_* O_{Z^1(1, N)}([Z^0(1, N)] \{N - 2\}).$$

Now, one can show [C1, Lem. 5.1] that

$$\tilde{i}_*\tilde{j}_* O_{Z^1(k, N)}(\sum_{s=1}^k \delta[Z^0(k, N)]) \cong O_{Z(k, N)} \otimes \det(\mathbb{C}^N/V)^{\vee} \otimes \det(V')\{2k\} \quad (11)$$

for any $k$. When $k = 1$ this means that

$$\tilde{T}(1, N) \cong O_{Z(1, N)} \otimes \det(\mathbb{C}^N/V)^{\vee} \otimes \det(V')\{N\}.$$

In particular this implies:

**Corollary 4.5.** The fibre product correspondences $Z(1, N)$ and $\tilde{Z}(1, N)$ induce equivalences

$$\Phi_{O_Z(1, N)} : D(Y(1)) \simto D(Y(N - 1))$$

and

$$\Phi_{O_{\tilde{Z}(1, N)}} : D(\tilde{Y}(1)) \simto D(\tilde{Y}(N - 1)).$$

This corollary was originally proved by Kawamata [K1] and Namikawa [Nam1], Namikawa [Nam1, Sec. 2] also shows that the correspondence

$$\xymatrix{ W & \ar[l]_{\pi_1} Y(1) & \ar[r]_{\pi_2} Y(N - 1) \ar[l]_W }$$

where

$$W = \{(X, V, V') : X \in \text{End}(\mathbb{C}^N), 0 \xrightarrow{1} V \xrightarrow{N-2} V' \xrightarrow{\lambda} \mathbb{C}^N, X\mathbb{C}^N \subset V, XV' = 0\}$$

does not induce an equivalence. This correspondence is natural since it is isomorphic to the blowup of the zero section of $Y(1) = T^*G(1, N)$ and of $Y(N - 1) = T^*G(N - 1, N)$.

From the point of view of categorical $\mathfrak{sl}_2$ actions, $\Phi_{O_W}$ is not an equivalence because $O_W$ is equal to $\mathcal{F}^{(N-1)}(0) \in D(Y(1) \times Y(N - 1))$ (up to tensoring by a line bundle). This means that the composition $(O_W)_L \star O_W$ is equal to

$$\mathcal{E}^{(N-1)}(0) \star \mathcal{F}^{(N-1)}(0) \cong O_{\Delta} \otimes \mathcal{F} \otimes \mathcal{E} \otimes \mathcal{H}^*\mathbb{P}^{(N-1)} \quad (12)$$

up to tensoring by a line bundle (this is clearly not equal to $O_{\Delta}$). Note that relation (12) above is a formal consequence of having a categorical $\mathfrak{sl}_2$ action ([CKL3, Lemma 4.2]).
4.4.3. The case \( k = 2 \). The argument above, namely twisting by the line bundle in (11), does not work here to imply that \( \Phi_{\mathcal{O}_{\tilde{Y}(2, N)}} \) is an equivalence. Perhaps even more surprising is Namikawa’s result \([\text{Nam}2]\) that

\[
\Phi_{\mathcal{O}_{\tilde{Z}(2, N)}} : D(Y(2, 4)) \to D(\tilde{Y}(2, 4)) \text{ and } \Phi_{\mathcal{O}_{\tilde{Z}(2, 4)}} : D(\tilde{Y}(2, 4)) \to D(\tilde{Y}(2, 4))
\]

are not equivalences.

In \([\text{K}2]\) Kawamata tried to tweak the kernel \( \mathcal{O}_{\tilde{Z}(2, N)} \) to obtain an equivalence. He defined functors \( \Psi \) and \( \Phi \) as follows. Inside \( \tilde{Y}(2, N) \) there are two natural strata: namely the locus where \( X = 0 \) (isomorphic to \( \mathbb{G}(2, N) \)) and the locus where rank \( X \leq 1 \) (the locus rank \( X \leq 2 \) is the whole central fibre \( Y(2, N) \)). Kawamata blows up the first locus and then the strict transform of the second locus to obtain

\[
\tilde{Y}''(2, N) \overset{f_2}{\to} \tilde{Y}'(2, N) \overset{f_1}{\to} \tilde{Y}(2, N).
\]

Inside \( \tilde{Y}''(2, N) \) we denote by \( E_1 \) the exceptional divisor of \( f_1 \) and by \( E_2 \) the strict transform of the exceptional divisor of \( f_2 \). Warning: our labeling of divisors does not match precisely that in \([\text{K}2]\).

Kawamata then blows up \( Y(N - 2, N) \) in the same way to obtain \( \tilde{Y}''(N - 2, N) \) and identifies this smooth variety with \( \tilde{Y}''(2, N) \). To summarize, we arrive at the following commutative diagram

\[
\begin{array}{ccc}
\tilde{Y}''(2, N) & \cong & \tilde{Y}''(N - 2, N) \\
\downarrow f & & \downarrow \pi \\
\tilde{Y}(2, N) & \xrightarrow{\pi_1} & \tilde{Z}(2, N) & \xrightarrow{\pi_2} & \tilde{Y}(N - 2, N) \\
& & \downarrow & & \\
& & \tilde{B}(2, N). & & \\
\end{array}
\]

Notice that \( \tilde{Z}(2, N) = \tilde{Y}(2, N) \times_{\tilde{B}(2, N)} \tilde{Y}(N - 2, N) \) so the map \( \pi \) exists by the universal property of fibre products. The functors \( \Psi \) and \( \Phi \) are then defined by

\[
\Psi(\cdot) := f_*(f^+ f^+ \cdot \otimes \mathcal{O}_{\tilde{Y}''(2, N)}(E_2)) \quad \Phi(\cdot) := f^+_* (f^+ \cdot \otimes \mathcal{O}_{\tilde{Y}''(2, N)}((2N - 5)[E_2] + (N - 3)[E_1])).
\]

If we ignore the \{\cdot\} shift for convenience we have:

**Proposition 4.6.** \([\text{C}1]\) Prop. 5.7] The functor induced by the kernel

\[
\tilde{i}_* \tilde{j}_* \tilde{L}(2, N) \otimes \det(\mathbb{C}^N/V) \otimes \det(V'')^\vee
\]

is an isomorphism and together with its adjoint are equal to Kawamata’s functors

\[
\Psi, \Phi : D(\tilde{Y}(2, N)) \to D(\tilde{Y}(N - 2, N)).
\]
4.5. Equivalences and K-theory. Namikawa’s proof that $\Phi_{\mathcal{O}_{Z(k,N)}}$ is not an equivalence is via an impressive calculation of Hom spaces which implies that it is not fully-faithful. It would be interesting to have a more conceptual explanation of this fact. Moreover, it is not known if $\Phi_{\mathcal{O}_{Z(k,N)}}$ fails to be an equivalence for any $k \neq 1$ and $N \geq 2k$ (although one expects this is the case).

Namikawa also shows [Nam2] Thm. 2.6 and Thm. 2.7 that on K-theory we do have isomorphisms

$$[\Phi_{\mathcal{O}_{Z(k,N)}}] : K(Y(\lambda)) \cong K(\tilde{Y}(\lambda))$$

where $K(X)$ denotes the usual Grothendieck group of coherent sheaves on a variety $X$. This fact is a consequence of specialization in K-theory. The argument is as follows.

For simplicity let us ignore the $\mathbb{C}^*$-action for a moment. We follow the notation of Chriss and Ginzburg [CG]. Suppose $\tilde{Y} \to \mathbb{A}^1$ is a flat family with central fibre $Y$ and denote $\tilde{Y}^* := \tilde{Y} \setminus Y$. Then [CG] Sec. 5.3 they describe a specialization map in K-theory

$$\lim_{t \to 0} : K(\tilde{Y}^*) \to K(Y).$$

More precisely, they show that given any sheaf $\mathcal{P}^*$ on $\tilde{Y}^*$ there exists a sheaf $\mathcal{P}$ on $Y$ such that:

- $\mathcal{P}$ restricts to $\mathcal{P}^*$ on $\tilde{Y}^*$
- $\mathcal{P}$ has no subsheaves supported on $Y$.

Moreover, they show that for any two such sheaves $\mathcal{P}_1$ and $\mathcal{P}_2$ their restriction to $K(Y)$ are the same. This restriction is by definition $\lim_{t \to 0} \mathcal{P}^*$.

Now let us apply this to $\tilde{Y} := \tilde{Y}(\lambda) \times_{\mathbb{A}^1} \tilde{Y}(\lambda)$ where $\mathcal{P}^* = \mathcal{O}_{Z(k,N)}|_{\tilde{Y}}$. Then $\mathcal{P} = \mathcal{O}_{Z(k,N)}$ is a possible choice for the extension which means that

$$\lim_{t \to 0} \mathcal{P}^* = [\mathcal{O}_{Z(k,N)}].$$

On the other hand, $\tilde{Z}(k,N)$ restricted to $\tilde{Y}^*$ is actually the graph of an isomorphism $\tilde{Y}(\lambda)^* \cong \tilde{Y}(\lambda)^*$ where the $*$ indicates the complement of the central fibre. This immediately implies that $[\mathcal{P}^*]$ is invertible in K-theory, i.e. $[(\mathcal{P}^*)_L] \circ [\mathcal{P}^*] \cong [\mathcal{O}_{\Delta}]$.

Now, in [CG] Thm. 5.3.9 they also show that the specialization map is compatible with convolution. Since $\lim_{t \to 0} [\mathcal{O}_{\Delta}] = [\mathcal{O}_{\Delta}]$ this implies that $[(\mathcal{O}_{Z(k,N)}|_L) * [\mathcal{O}_{Z(k,N)}] \cong [\mathcal{O}_{\Delta}]$ which means that $[\Phi_{\mathcal{O}_{Z(k,N)}}] : K(Y(\lambda)) \cong K(Y(\lambda))$ is invertible. It then follows that $[\Phi_{\mathcal{O}_{Z(k,N)}}]$ is also invertible.

Since the restriction of the line bundle $\mathcal{L}(k,N)$ from Theorem 4.4 to the general fibre is trivial this also means that in K-theory

$$[\mathcal{T}(k,N)] = [\mathcal{O}_{Z(k,N)}] \in K(Y(\lambda) \times Y(\lambda)).$$

But when $k = 2, N = 4$ we know that $\mathcal{T}(k,N)$ induces an equivalence while $\mathcal{O}_{Z(k,N)}$ does not. In particular, there is no natural specialization map at the level.
of categories which lifts the one on K-theory. This is unfortunate as it makes it difficult to use deformations to construct and prove derived equivalences.

**Remark 4.7.** Maulik and Okounkov have been working on a more functorial specialization map in K-theory. It is possible their work can help define a reasonable specialization map at the level of derived categories.

5. **Geometric categorical \(\mathfrak{sl}_m\) actions**

One can define the concept of a *geometric categorical \(\mathfrak{g}\) action* for any simply laced Kac-Moody Lie algebra \(\mathfrak{g}\) [CK3, Sec. 2.2.2]. Let us summarize the definition when \(\mathfrak{g} = \mathfrak{sl}_m\).

The weight lattice of \(\mathfrak{sl}_m\) is denoted \(X\) and \(h := X \otimes \mathbb{Z} \cong \mathbb{A}^{m-1}\). We denote the simple and fundamental roots of \(\mathfrak{sl}_m\) by \(\alpha_i, \Lambda_i \in X\) where \(i = 1, \ldots, m - 1\).

The data of a geometric categorical \(\mathfrak{sl}_m\) action consists of:

(i) A collection of smooth complex varieties \(Y(\lambda)\) where \(\lambda \in X\) equipped with \(\mathbb{C}^\times\)-actions.

(ii) Fourier-Mukai kernels

\[
\mathcal{E}_i^{(r)}(\lambda) \in D(Y(\lambda) \times Y(\lambda + r\alpha_i)) \quad \text{and} \quad \mathcal{F}_i^{(r)}(\lambda) \in D(Y(\lambda + r\alpha_i) \times Y(\lambda))
\]

(which are \(\mathbb{C}^\times\)-equivariant).

(iii) For each \(Y(\lambda)\) a flat deformation \(\tilde{Y}(\lambda) \rightarrow \mathfrak{h}\) carrying a \(\mathbb{C}^\times\)-action compatible with the action \(x \mapsto t^2x\) (where \(t \in \mathbb{C}^\times\)) on the base \(\mathfrak{h}\).

**Remark 5.1.** Unfortunately, the indexing of \(\mathcal{E}_i^{(r)}\) and \(\mathcal{F}_i^{(r)}\) here is slightly different than the convention used in [CKL1, CKL2, CKL3] when \(\mathfrak{g} = \mathfrak{sl}_2\). In that convention, the above \(\mathcal{E}_i^{(r)}(\lambda)\) should be denoted \(\mathcal{E}_i^{(r)}(\lambda + \frac{r}{2} \alpha_i)\). We use the notation here because it is more convenient. This is also the convention adopted in [CK3], [CKL4] and subsequent papers. Sometimes we just write \(\mathcal{E}_i^{(r)}\) and \(\mathcal{F}_i^{(r)}\) when the weight is obvious or irrelevant.

On this data we impose the following conditions.

(i) The spaces \(\{Y(\lambda + r\alpha_i) : r \in \mathbb{Z}\}\) together with deformations \(\tilde{Y}(\lambda + r\alpha_i)\) restricted to \(\text{span}(\alpha_i) \cong \mathbb{A}^1\) and with kernels \(\{\mathcal{E}_i^{(r_1)}(\lambda + r_2\alpha_i), \mathcal{F}_i^{(r_1)}(\lambda + r_2\alpha_i) : r_1, r_2 \in \mathbb{Z}\}\) generate a geometric categorical \(\mathfrak{sl}_2\) action.

(ii) If \(|i - j| = 1\) then

\[
\mathcal{E}_i * \mathcal{E}_j \cong \mathcal{E}_i^{(2)} * \mathcal{E}_j \cong \mathcal{E}_j * \mathcal{E}_i^{(2)}
\]

while if \(|i - j| > 1\) then \(\mathcal{E}_i * \mathcal{E}_j \cong \mathcal{E}_j * \mathcal{E}_i\).

(iii) If \(i \neq j\) then \(\mathcal{F}_j * \mathcal{E}_i \cong \mathcal{E}_i * \mathcal{F}_j\).
(iv) The sheaf $\mathcal{E}_i$ deforms over $\alpha_i^+ \subset \mathfrak{g}$ to some
$$\tilde{\mathcal{E}}_i \in D(Y(\lambda)|_{\alpha_i^+} \times_{\alpha_i^+} Y(\lambda + \alpha_i)|_{\alpha_i^+}).$$

(v) If $|i - j| = 1$ then one can show formally from the relations above that there exists a unique non-zero map $T_{ij} : \mathcal{E}_i \cdot \mathcal{E}_j[-1] \to \mathcal{E}_j \cdot \mathcal{E}_i$ whose cone we denote
$$\mathcal{E}_{ij} := \text{Cone} \left( \mathcal{E}_i \cdot \mathcal{E}_j[-1] \xrightarrow{T_{ij}} \mathcal{E}_j \cdot \mathcal{E}_i \right) \in D(Y(\lambda) \times Y(\lambda + \alpha_i + \alpha_j)).$$

Then $\mathcal{E}_{ij}$ deforms over $B := (\alpha_i + \alpha_j)^\perp \subset \mathfrak{g}$ to some
$$\tilde{\mathcal{E}}_{ij} \in D(Y(\lambda)|_B \times_B Y(\lambda + \alpha_i + \alpha_j)|_B).$$

5.1. Some remarks. The first condition above summarizes conditions (i)-(vii) in [CK3, Sec. 2.2.2] while the last four are conditions (viii)-(xi) in [CK3].

Conditions (ii) and (iii) are just categorical versions of the standard $U_q(\mathfrak{sl}_m)$ relations
$$E_i E_j E_i = \frac{1}{2} (E_i^2 E_j + E_j E_i^2)$$
if $|i - j| = 1$ and $E_i E_j = E_j E_i$ if $|i - j| > 1$
and $E_i F_j = F_j E_i$ if $i \neq j$.

To explain the content of (iv) and (v) recall that the deformation $\tilde{Y}(\lambda) \to \mathfrak{g}$ induces a map
$$\beta_v : \Delta_* \mathcal{O}_{Y(\lambda)} \to \Delta_* \mathcal{O}_{Y(\lambda)|2}[-2]$$
for any $v \in \mathfrak{g}$ by restricting $\tilde{Y}(\lambda)$ to span$(v)$ and then applying the same construction used to obtain the map in (3). The content of (iv) is that for any $v \in \alpha_i^+ \subset \mathfrak{g}$ both maps
$$\beta_v : \Delta_* \mathcal{O}_{Y(\lambda)} \cdot \mathcal{E}_i \to \Delta_* \mathcal{O}_{Y(\lambda)|2}[-2]$$
$$I \beta_v : \mathcal{E}_i \cdot \Delta_* \mathcal{O}_{Y(\lambda + \alpha_i)} \to \mathcal{E}_i \cdot \Delta_* \mathcal{O}_{Y(\lambda + \alpha_i)|2}[-2]$$
are equal to zero.

To see why this is the case consider a deformation $\tilde{Y}(\lambda) \to \mathbb{A}^1$ and denote by $i : Y(\lambda) \to \tilde{Y}(\lambda)$ the inclusion of the fibre over $0 \in \mathbb{A}^1$. Then for any $\mathcal{A} \in D(Y(\lambda))$ there is a natural distinguished triangle
$$\mathcal{A}[1]|{-2} \to i^* i_* \mathcal{A} \to \mathcal{A}$$
which induces a connecting map $\alpha : \mathcal{A}[-1] \to \mathcal{A}[1]|{-2}$. But if $\mathcal{A} = i^* \tilde{\mathcal{A}}$ for some $\tilde{\mathcal{A}} \in D(\tilde{Y}(\lambda))$ (i.e. $\mathcal{A}$ deforms) then
$$i^* i_* \mathcal{A} \cong i^* i_* \tilde{\mathcal{A}} \cong i^* (\tilde{\mathcal{A}} \otimes i_* \mathcal{O}_{Y(\lambda)}) \cong i^* \tilde{\mathcal{A}} \otimes i^* i_* \mathcal{O}_{Y(\lambda)} \cong \mathcal{A} \oplus \mathcal{A}[1]|{-2}.$$
In condition (v) the object $E_{ij}$ should be thought of as the $E_{ij}$ for the root $\alpha_i + \alpha_j$. Then the content of (v) is analogous to that of (iv), namely, it states that for any $v \in (\alpha_i + \alpha_j)^{\perp} \subset h$ both maps

$$
\beta_v I : \Delta_\ast O_{Y(\lambda)} \ast E_{ij} \rightarrow \Delta_\ast O_{Y(\lambda)} \ast E_{ij}[2][-2]
$$
$$
I \beta_v : E_{ij} \ast \Delta_\ast O_{Y(\lambda + \alpha_i + \alpha_j)} \rightarrow E_{ij} \ast \Delta_\ast O_{Y(\lambda + \alpha_i + \alpha_j)}[2][-2]
$$

are zero.

Condition (v) was included in [CK3] because in practice $E_{ij}$ is a natural kernel supported on the union of $supp(E_{i} \ast E_{j})$ and $supp(E_{j} \ast E_{i})$ and one can write down the deformation $\tilde{E}_{ij}$ fairly easily and explicitly. Moreover, from a geometric standpoint, it is interesting to see these deformations. However, the role of (v) in proving the braid relation in [CK3] is quite minimal. Namely, it is used to show in [CK3, Lemma 4.9] that the map

$$
E_i \ast E_j \ast E_i[-1][1] \xrightarrow{T_{ij}} E_j \ast E_i \ast E_i
$$

induces an isomorphism between the summands $E_j \ast E_i^{[2]}[-1][1]$ on either side. However, it turns out one can check this directly without the need of (v) (see [C2]). Thus, condition (v) is essentially redundant.

5.2. Braid group actions. First, recall some basic facts about the weight lattice $X$ of $\mathfrak{sl}_n$. The weight lattice $X$ comes equipped with a symmetric bilinear pairing $\langle \cdot, \cdot \rangle$. Under this pairing we have $\langle \alpha_i, \Lambda_j \rangle = \delta_{ij}$ and $\langle \alpha_i, \alpha_j \rangle$ equals 2, $-1$ or 0 depending on whether $i = j$, $|i - j| = 1$ or $|i - j| > 1$ respectively.

The Weyl group of $\mathfrak{sl}_n$ is the symmetric group $S_m$ generated by $s_1, \ldots, s_{m-1}$ with the usual relations $s_i^2 = 1$, $s_i s_j = s_j s_i$ if $|i - j| > 1$ and $s_i s_j s_i = s_j s_i s_j$ if $|i - j| = 1$. It acts on the weight lattice $X$ via

$$
s_i(\lambda) := \lambda - \langle \lambda, \alpha_i \rangle \alpha_i.
$$

Recall that our motivation behind studying geometric categorical $\mathfrak{sl}_2$ actions is that they induce equivalences (Theorem 4.1). A geometric categorical $\mathfrak{sl}_m$ action contains $m - 1$ different $\mathfrak{sl}_2$ actions, generated by $E_i$ and $F_i$ for $i = 1, \ldots, m - 1$. Thus, for each $i$ one can write down a complex $\Theta_i$, just like the one in (6) but where

$$
\Theta_i := F_i^{(\lambda, \alpha_i) + s} \ast E_i[-s][s] \in D(Y(\lambda) \times Y(s_i \cdot \lambda)).
$$

Here we are assuming that $\langle \lambda, \alpha_i \rangle \geq 0$ (there is a similar complex if $\langle \lambda, \alpha_i \rangle \leq 0$). These complexes have unique right convolutions, denoted $T_i(\lambda) \in D(Y(\lambda) \times Y(s_i \cdot \lambda))$, which induce equivalences. In particular, this means that any two varieties in the same Weyl orbit are derived equivalent.

But having a geometric categorical $\mathfrak{sl}_m$ action is more than having $m - 1$ geometric categorical $\mathfrak{sl}_2$ actions. This extra structure leads to the following result:

**Theorem 5.2.** [CK3, Thm. 2.10] The kernels $T_i$ satisfy the braid group relations. Namely, $T_i \ast T_j \cong T_j \ast T_i$ if $|i - j| > 1$ and $T_i \ast T_j \ast T_i \equiv T_j \ast T_i \ast T_j$ if $|i - j| = 1$. This gives an action of the braid group $B_m$ on $D(\cup Y(\lambda))$ compatible with the action of the Weyl group on the weight lattice.
The key step in the proof of Theorem 5.2 lies in proving that if $|i - j| = 1$ then $\mathcal{E}_{ij} \ast T_i \cong T_i \ast \mathcal{E}_{ij}$. This implies that $T_i \ast T_i \cong T_i \ast T_i$ where $T_i$ is the equivalence built out of $\mathcal{E}_{ij}$ and $\mathcal{F}_{ij}$ (in other words, this is the equivalence induced by the $\mathfrak{sl}_2$ action corresponding to the root $\alpha_i + \alpha_j$). It then follows by a similar argument that $T_i \ast T_i \cong T_i \ast T_i$ which means $T_i \ast T_i \cong T_i \ast T_i$. Thus

$$T_i \ast T_i \cong T_i \ast T_i \cong T_i \ast T_i,$$

and we are done.

5.3. Examples. We now describe some examples of geometric categorical $\mathfrak{sl}_m$ actions.

5.3.1. Example: resolution of Kleinian singularities. Consider the standard diagonal embedding of $G := \mathbb{Z}/m\mathbb{Z}$ inside $SL_2(\mathbb{C})$ and let $\pi : Y \to \mathbb{C}^2/G$ be the minimal resolution. Recall that the exceptional fibre $\pi^{-1}(0)$ contains a chain of $m - 1$ $\mathbb{P}^1$s which we label $E_1, \ldots, E_{m-1}$.

We can construct a geometric categorical $\mathfrak{sl}_m$ action as follows. We let $Y(0) := Y, Y(\lambda) := pt$ for $\lambda$ a root of $\mathfrak{sl}_m$ and $Y(\lambda) := \emptyset$ for all other $\lambda \in X$. The action of $\mathbb{C}^\times$ on $Y$ comes from the scaling action on $\mathbb{C}^2$. We define $\mathcal{E}_i(0) : D(Y) \to D(pt)$ using the kernel $\mathcal{O}_{\Delta_i}(1) \subset D(Y \times pt)$ and similarly with $\mathcal{E}_i(-\alpha_i), \mathcal{F}_i(0)$ and $\mathcal{F}_i(-\alpha_i)$ (all other $\mathcal{E}_i, \mathcal{F}_i$ we need to define are functors $D(pt) \to D(pt)$ which we take to be the identity). The deformation $\tilde{Y}$ of $Y$ is the standard deformation which may be constructed by thinking of $\mathbb{C}^2/G$ as a Slodowy slice or by deforming the polynomial defining the singularity $\mathbb{C}^2/G$.

Fact. This defines a geometric categorical $\mathfrak{sl}_m$ action.

Let us check condition (ii) for having a geometric categorical $\mathfrak{sl}_m$ action (all other conditions are immediate or follow along the same lines). Suppose $|i - j| = 1$ so that $E_i$ and $E_j$ intersect in a point. Then condition (ii) states that

$$\mathcal{E}_i(-\alpha_j) \ast \mathcal{E}_j(0) \ast \mathcal{E}_i(-\alpha_i) \cong \mathcal{E}_j(\alpha_i) \ast \mathcal{E}_i(-\alpha_i) \ast \mathcal{E}_j(-\alpha_j).$$

Now $Y(-\alpha_i + \alpha_j) = \emptyset$ while $\mathcal{E}_i(-\alpha_i) = \mathcal{O}_{\Delta_m} = \mathcal{E}_j(\alpha_j)$. So we see that this is equivalent to the fact that the composition

$$D(pt) \xrightarrow{\mathcal{E}_i(-\alpha_i)} D(Y) \xrightarrow{\mathcal{E}_j(0)} D(pt)$$

is the identity. Since the first functor is given by tensoring with $\mathcal{O}_{E_i}(-1)$ and the second functor is $\text{Ext}^\ell(\mathcal{O}_{E_i}(-1)[-1], \cdot)$ this condition corresponds to the fact that $\text{Ext}^\ell(\mathcal{O}_{E_i}(-1), \mathcal{O}_{E_i}(-1))$ is zero unless $\ell = 1$ in which case it is one-dimensional.

5.3.2. Example: flag varieties. The following generalizes the geometric categorical $\mathfrak{sl}_2$ action on cotangent bundles to Grassmannians from section 4.4.

Fix $m \leq N$ and consider the variety $Fl_m(\mathbb{C}^N)$ of $m$-step flags in $\mathbb{C}^N$. This variety has many connected components, which are indexed by the possible dimensions of the spaces in the flags. In particular, let

$$C(m, N) := \{ \lambda = (\lambda_1, \ldots, \lambda_m) \in N^m : \lambda_1 + \cdots + \lambda_m = N \}.$$
For $\lambda \in C(m, N)$, we can consider the variety of $m$-steps flags where the jumps are given by $\lambda$:

$$F_{\lambda}(\mathbb{C}^N) := \{0 = V_0 \subset V_1 \subset \cdots \subset V_m = \mathbb{C}^N : \dim V_i/V_{i-1} = \lambda_i\}.$$  

Let $Y(\lambda) := T^*F_{\lambda}(\mathbb{C}^N)$ (if $\lambda \notin C(m, N)$ we take $Y(\lambda) = \emptyset$). These will be our varieties for the geometric categorical $\mathfrak{sl}_m$ action. We regard each $\lambda$ as a weight for $\mathfrak{sl}_m$ via the identification of the weight lattice of $\mathfrak{sl}_m$ with the quotient $\mathbb{Z}^m/(1, \cdots , 1)$. By convention the simple root $\alpha_i$ equals $(0, \ldots, 0, -1, 1, 0, \ldots, 0)$ where the $-1$ is in position $i$.

We will use the following description of the cotangent bundle to the partial flag varieties (this generalizes the description for Grassmannians in (11)):

$$Y(\lambda) := \{(X, V) : X \in \text{End}(\mathbb{C}^N), V \in F_{\lambda}(\mathbb{C}^N), XV_i \subset V_{i-1}\}.$$  

This description suggests the following deformation $\tilde{Y}(\lambda)$:

$$\{(X, V, x) : X \in \text{End}(\mathbb{C}^N), V \in F_{\lambda}(\mathbb{C}^N), x \in \mathbb{C}^m, XV_i \subset V_i, X|_{V_i/V_{i-1}} = x_i \cdot \text{id}\}.$$  

We will restrict our deformation over the locus $\{(x_1, \ldots, x_n) \in \mathbb{C}^m : x_m = 0\}$ which we identify with $\mathfrak{h}$, the Cartan for $\mathfrak{sl}_m$.

We define an action of $\mathbb{C}^\times$ on $\tilde{Y}(\lambda)$ by $t \cdot (X, V, x) = (t^2 X, V, t^2 x)$. Restricting to $Y(\lambda) = T^*F_{\lambda}(\mathbb{C}^N)$ this corresponds to a trivial action on the base and a scaling of the fibres.

To construct the kernels $\mathcal{E}^{(r)}_i$ we consider correspondences $W^r(\lambda)$ analogous to $W^r(\lambda)$ defined in section (11). More specifically, let $\lambda, i, r$ be such that $\lambda \in C(m, N)$ and $\lambda + r\alpha_i \in C(m, N)$ (i.e. $\lambda_\text{t} \geq r$). Then we define

$$W^r_i(\lambda) := \{(X, V, V') : (X, V) \in Y(\lambda), (X, V') \in Y(\lambda + r\alpha_i), V_j = V'_j \text{ for } j \neq i, \text{ and } V'_i \subset V_i\}.$$  

From this correspondence we define

$$\mathcal{E}^{(r)}_i(\lambda) := \mathcal{O}_{W^r_i(\lambda)} \otimes \det(V_{i+1}/V_i)^{-r} \otimes \det(V'_i/V_{i-1})^r \{r(\lambda_i - r)\}$$

where, abusing notation, $V_i$ denotes the vector bundle on $Y(\lambda)$ whose fibre over $(X, V) \in Y(\lambda)$ is $V_i$. This sheaf belongs to $D(Y(\lambda) \times Y(\lambda + r\alpha_i))$. Similarly, we define

$$\mathcal{F}^{(r)}_i(\lambda) := \mathcal{O}_{W^r(\lambda)} \otimes \det(V'_i/V_i)^{\lambda_i+1-\lambda_i+r} \{r(\lambda_{i+1})\} \in D(Y(\lambda + r\alpha_i) \times Y(\lambda)).$$

Note that now we regard $W^r_i(\lambda)$ as a subvariety of $Y(\lambda + r\alpha_i) \times Y(\lambda)$ which means that $V_i \subset V'_i$ (since, by convention, the prime indicates pullback from the second factor).

**Theorem 5.3.** [CK3 Thm. 3.1] The datum above defines a geometric categorical $\mathfrak{sl}_m$ action on $D(T^*F_{\lambda}(\mathbb{C}^N))$.

As a corollary of Theorems 5.2 and 5.3 we obtain:
Corollary 5.4. [CK3] Thm. 3.2] There is an action of the braid group $B_m$ on the derived category of coherent sheaves on $T^*Fl_m(C^N)$ which is compatible with the action of $S_m$ on the set of connected components $C(m, N)$.

Although the construction of each kernel $T_i \in D(T^*Fl_{\lambda}(C^N) \times T^*Fl_{N, \lambda}(C^N))$

via a categorical $sl_m$ action is elaborate, $T_i$ has a concrete description like the one in Theorem 4.2 (which is just the special case $m = 2$). In particular, $T_i$ is a Cohen-Macaulay sheaf supported on the variety $Z_i(\lambda) := \{(X, V, V') : X \in \text{End}(C^N), V \in Fl_{\lambda}(C^N), V' \in Fl_{N, \lambda}(C^N)

XV_j \subset V_{j-1}, XV'_j \subset V'_{j-1}$ and $V_j = V'_j$ if $j \neq i\}$.

5.3.3. Special cases of interest. If $N = dm$ for some integer $d$ and we choose $\lambda = (d, \ldots, d)$ then $s_i \cdot \lambda = \lambda$ for all $i$. Thus we obtain an action of the braid group on $D(T^*Fl_{\lambda}(C^N))$ which is a connected variety.

Furthermore, if $d = 1$ (i.e. $N = m$) then $T^*Fl_{\lambda}(C^N)$ is the cotangent bundle of the full flag variety of $C^N$. An action of the braid group on the full flag variety was also constructed by Khovanov-Thomas [KT] and by Riche [Ric], Bezrukavnikov-Riche [BR]. In this case, the generators of the braid group act by Seidel-Thomas (a.k.a. spherical) twists (see section 6.1 below). Their work served as motivation for constructing the braid group actions above between more general partial flag varieties.

5.3.4. Affine braid groups. The (extended) affine braid group of $sl_m$ has generators $T_i$ and $\theta_i$ for $i = 1, \ldots, m - 1$ and relations:

- $T_iT_j = T_jT_i$ if $|i - j| > 1$ and $T_iT_jT_i = T_jT_iT_j$ if $|i - j| = 1$
- $T_i\theta_j = \theta_jT_i$ if $i \neq j$
- $T_i = \theta_{i-1}^{-1}\theta_{i+1}^{-1}\theta_i\theta_{i-1}^{-1}$ for all $i$
- $\theta_i\theta_j = \theta_j\theta_i$ for all $i, j$.

In [CKL4] we show that the braid group action on $D(T^*Fl_m(C^N))$ extends to an affine braid group action as follows:

Corollary 5.5. [CKL4] Thm. 7.2] The kernels $T_i$ together with $\theta_i := \Delta_i\det(V_i)$ induce an action of the (extended) affine braid group of $sl_m$ on the non-equivariant derived category of coherent sheaves on $T^*Fl_m(C^N)$.

5.3.4. Affine braid groups. The (extended) affine braid group of $sl_m$ has generators $T_i$ and $\theta_i$ for $i = 1, \ldots, m - 1$ and relations:

- $T_iT_j = T_jT_i$ if $|i - j| > 1$ and $T_iT_jT_i = T_jT_iT_j$ if $|i - j| = 1$
- $T_i\theta_j = \theta_jT_i$ if $i \neq j$
- $T_i = \theta_{i-1}^{-1}\theta_{i+1}^{-1}\theta_i\theta_{i-1}^{-1}$ for all $i$
- $\theta_i\theta_j = \theta_j\theta_i$ for all $i, j$.

In [CKL4] we show that the braid group action on $D(T^*Fl_m(C^N))$ extends to an affine braid group action as follows:

Corollary 5.5. [CKL4] Thm. 7.2] The kernels $T_i$ together with $\theta_i := \Delta_i\det(V_i)$ induce an action of the (extended) affine braid group of $sl_m$ on the non-equivariant derived category of coherent sheaves on $T^*Fl_m(C^N)$.

5.3.4. Affine braid groups. The (extended) affine braid group of $sl_m$ has generators $T_i$ and $\theta_i$ for $i = 1, \ldots, m - 1$ and relations:

- $T_iT_j = T_jT_i$ if $|i - j| > 1$ and $T_iT_jT_i = T_jT_iT_j$ if $|i - j| = 1$
- $T_i\theta_j = \theta_jT_i$ if $i \neq j$
- $T_i = \theta_{i-1}^{-1}\theta_{i+1}^{-1}\theta_i\theta_{i-1}^{-1}$ for all $i$
- $\theta_i\theta_j = \theta_j\theta_i$ for all $i, j$.

In [CKL4] we show that the braid group action on $D(T^*Fl_m(C^N))$ extends to an affine braid group action as follows:

Corollary 5.5. [CKL4] Thm. 7.2] The kernels $T_i$ together with $\theta_i := \Delta_i\det(V_i)$ induce an action of the (extended) affine braid group of $sl_m$ on the non-equivariant derived category of coherent sheaves on $T^*Fl_m(C^N)$.

In the above Corollary $\theta_i$ is the kernel inducing the functor which is tensoring with the line bundle $\det(V_i)$. Note that this extended action is only possible on the non-equivariant categories as, perhaps a bit surprisingly, the equivariant shifts $\{\cdot\}$ do not work out. Note that the majority of the content in Corollary 5.5 is captured in the relation $T_i = \theta_{i-1}^{-1}\theta_{i+1}^{-1}\theta_i\theta_{i-1}^{-1}$ which generalizes the result in Proposition 4.3.

Again, when $m = N$, this affine braid group action on the full flag variety was constructed first in [KT] [Ric] [BR].
5.3.5. Example: quiver varieties. The varieties in the two examples above (sections 5.3.1 and 5.3.2) are special cases of Nakajima quiver varieties of type $A_{m-1}$ [Nak1, Nak2]. In [CKL4, Thm. 3.2] we construct a geometric categorical action on derived categories of coherent sheaves on arbitrary Nakajima quiver varieties of type $A_{m-1}$ (in fact we do this for any simply laced Kac-Moody Lie algebra $g$). This action recovers the two examples above as special cases.

Note that the geometry involved in constructing the geometric categorical actions on arbitrary Nakajima quiver varieties is precisely the geometry of cotangent bundles on Grassmannians from section 2.1. In particular, the generators of the braid group actions induce derived equivalences between varieties, such as $T^*Fl_{\lambda}(\mathbb{C}^N)$ and $T^*Fl_{\alpha_{\lambda}}(\mathbb{C}^N)$, which are related by stratified Mukai flops. In fact, inspired by work of Nakajima, many of the proofs in [CKL4] reduce the problem to the case of cotangent bundles to Grassmannians.

These quiver varieties are also equipped with natural deformations. These deformations are related to each other via the geometry of stratified Atiyah flops from section 2.2.

6. Twists

One of the first techniques for constructing derived autoequivalences was that of spherical twists as defined by Seidel and Thomas in [ST]. This notion was generalized by various authors (Horja [Ho], Anno [An], and Rouquier [Ro1]) to twists in spherical functors (a relative version). Spherical objects were also generalized to $P$-objects by Huybrechts and Thomas in [HT]. We briefly discuss their work here.

6.1. Seidel-Thomas (spherical) twists. First recall the definition of a spherical functor. Let $X, Y$ be varieties (for convenience, we ignore the $\mathbb{C}^*$-action in this section). Then a FM kernel $P \in D(X \times Y)$ is spherical if:

- $P_R \cong P_L[k]$ for some $k$.
- $\Delta_*O_X \to P_R * P \cong P_L * P[k] \to \Delta_*O_X[k]$ is a distinguished triangle in $D(X \times X)$. Both maps here are the adjunction maps.

The induced map $\Phi_P : D(X) \to D(Y)$ is called a spherical functor. Define

$$T_P := \text{Cone}(P * P_R \xrightarrow{\text{adj}} \Delta_*O_Y) \in D(Y \times Y)$$

where $\text{adj}$ is the natural adjunction map. The induced functor $\Phi_{T_P} : D(Y) \to D(Y)$ is called a spherical twist.

Remark 6.1. The second condition above is sometimes replaced by $P_R * P \cong \Delta_*O_X \oplus \Delta_*O_X[k]$ (which is a priori stronger). The right hand side then resembles the cohomology of a sphere. There is also a mirror side to this story where the twist $T_P$ is often induced by monodromy around a singularity whose vanishing cycle is a sphere. This explains the terminology “spherical functor”.

Sabin Cautis
Theorem 6.2. \cite{St, Ho, An, Ro} If \( P \in D(X \times Y) \) is a spherical kernel then \( \Phi_{TP} : D(Y) \to D(Y) \) is a derived autoequivalence.

If \( X \) is just a point then \( P \in D(Y) \) is referred to as a spherical object. In this case the setup above recovers the construction from \cite{St}.

On the other hand if \( k = 2 \) then a spherical functor is just a special case of a geometric categorical \( \mathfrak{sl}_2 \) action. To see this we take \( Y(\lambda) = \emptyset \) if \( \lambda \notin \{-2, 0, 2\} \) while

\[
Y(-2) := X, Y(0) := Y \text{ and } Y(2) := X.
\]

We then define

\[
E(-1) := P \in D(X \times Y) \quad \quad \quad E(1) := PR[-1] \in D(Y \times X)
\]

\[
F(1) := P \in D(X \times Y) \quad \quad \quad F(-1) := P[1] \in D(Y \times X).
\]

It turns out this case is simple enough that we do not need the deformations \( \tilde{Y}(\lambda) \).

Now one can easily check that the geometric categorical relations on the \( E \)s and \( F \)s defined above are equivalent to the fact that \( P \) is a spherical functor. Furthermore, the complex \( \Theta_{*} \) from section 3.4 becomes

\[
[F \ast E[-1] \to \Delta_{*}O_{Y}] \cong [P \ast PR \to \Delta_{*}O_{Y}]
\]

which means that \( T \cong T_{P} \) and \( \Phi_{TP} \) is an autoequivalence by Theorem 3.1.

This explains how (geometric) categorical \( \mathfrak{sl}_2 \) action induce spherical twists when \( k = 2 \). Now recall that \( \mathfrak{sl}_2 \) is the Lie algebra defined by the Cartan datum consisting of the \( 1 \times 1 \) matrix \((2)\). The matrix \((k)\) for \( k > 2 \) also defines a (generalized) Lie algebra. Geometric categorical actions of this Lie algebra explain the existence of spherical twists for any \( k \geq 2 \). In practice these algebras are similar to \( \mathfrak{sl}_2 \) and the equivalences they induce are also very similar (just like spherical twists for \( k = 2 \) and for \( k > 2 \) are defined by the same basic construction).

6.2. \( \mathbb{P}^{n} \)-twists. In \cite{HT} Huybrechts and Thomas define \( P \in D(Y) \) to be a \( \mathbb{P}^{n} \)-object if \( P \cong P \otimes \omega_{Y} \) and \( \text{Ext}^{*}(P, P) \cong H^{*}(\mathbb{P}^{n}, \mathbb{C}) \) as a graded ring. They then prove:

Proposition 6.3. \cite{HT} Lemma 2.1, Prop. 2.6] Let \( P \in D(Y) \) be a \( \mathbb{P}^{n} \) object and \( h \in \text{Ext}^{2}(P, P) \) a generator. Then inside \( D(Y \times Y) \) the complex

\[
(P \vee P)[[-2]] \xrightarrow{h \vee \text{id} \otimes \text{id}} P \vee P \xrightarrow{\text{tr}} \Delta_{*}O_{Y}
\]

has a unique right convolution \( T_{P} \in D(Y \times Y) \) which induces an autoequivalence \( \Phi_{TP} : D(Y) \to D(Y) \) called a \( \mathbb{P}^{n} \)-twist.

Remark 6.4. This is an analogue of a spherical object with \( k = 2 \). One can clearly replace \( H^{*}(\mathbb{P}^{n}, \mathbb{C}) \) above with a ring where the degree jumps are some arbitrary \( k \geq 2 \). Everything in this section works in this greater generality but for exposition purposes we restrict to the case \( k = 2 \).
In analogy with spherical functors one can define a $\mathbb{P}^n$ functor as follows. A FM kernel $\mathcal{P} \in D(X \times Y)$ is a $\mathbb{P}^n$ kernel if:

- $\mathcal{P}_R \cong \mathcal{P}_L[2n]$.
- $\mathcal{H}^*(\mathcal{P}_R \ast \mathcal{P}) \cong \Delta_*\mathcal{O}_X \otimes_{\mathbb{C}} \mathcal{H}^*(\mathbb{P}^n, \mathbb{C})$ where $\mathcal{H}^*(\cdot)$ denotes the cohomology sheaves.
- there exists a map $\beta : \Delta_*\mathcal{O}_Y \to \Delta_*\mathcal{O}_Y[2]$ in $D(Y \times Y)$ so that
  
  $$I\beta I : \mathcal{P}_R \ast (\Delta_*\mathcal{O}_Y) \to \mathcal{P}_R \ast (\Delta_*\mathcal{O}_Y)[2]$$

  induces an isomorphism (at the level of cohomology) between $n$ summands $\Delta_*\mathcal{O}_X$ on either side.

Note that the third condition is the analogue of the fact that $\text{Ext}^*(\mathcal{P}, \mathcal{P})$ is isomorphic to $\mathcal{H}^*(\mathbb{P}^n, \mathbb{C})$ as a ring (rather than as a vector space). One could replace this condition with a ring condition on $\mathcal{P}_R$ but the language above seems more convenient.

**Remark 6.5.** Nick Addington recently gave a similar definition of a $\mathbb{P}^n$ functor in [Ad, Section 3]. Although his definition is slightly more general the key ideas and properties are the same.

Then the analogue of Proposition 6.3 is:

**Proposition 6.6.** Let $\mathcal{P} \in D(X \times Y)$ be a $\mathbb{P}^n$ functor and suppose $\mathcal{H}H^1(X) = 0$ (where $\mathcal{H}H^*$ denotes Hochschild cohomology). Then inside $D(Y \times Y)$ there is a complex

$$((\mathcal{P} \ast \mathcal{P}_R)[-2] \stackrel{\beta I + I - I \beta}{\longrightarrow} (\mathcal{P} \ast \mathcal{P}_R) \stackrel{\text{adj}}{\longrightarrow} \Delta_*\mathcal{O}_Y)$$

(15)

that has a unique right convolution $\mathcal{T}_\mathcal{P} \in D(Y \times Y)$. This kernel induces an autoequivalence $\Phi_{\mathcal{T}_\mathcal{P}} : D(Y) \to D(Y)$.

**Proof.** The proof of Proposition 6.3 given in [HT] generalizes directly. The only tricky point is to show that the convolution is unique. Using section 3.1.3 it suffices to check that $\text{Hom}((\mathcal{P} \ast \mathcal{P}_R)[-2], \Delta_*\mathcal{O}_Y) = 0$. Now

$$\text{Hom}((\mathcal{P} \ast \mathcal{P}_R)[-2], \Delta_*\mathcal{O}_Y[-1]) \cong \text{Hom}(\mathcal{P}, \mathcal{P}[1])$$

$$\cong \text{Hom}(\mathcal{P}_L \ast \mathcal{P}, \Delta_*\mathcal{O}_X[1])$$

$$\cong \text{Hom}(\Delta_*\mathcal{O}_X \oplus \Delta_*\mathcal{O}_X[2], \Delta_*\mathcal{O}_X[1])$$

$$\cong \mathcal{H}H^1(X) \oplus \mathcal{H}H^{-1}(X).$$

Since $\mathcal{H}H^{-1}(X) = 0$ the result follows. □

**Remark 6.7.** I would like to thank Nick Addington for pointing out that one should add the condition $\mathcal{H}H^1(X) = 0$ as part of the hypothesis in Proposition 6.6. However, I suspect that the convolution of (15) is unique even if $\mathcal{H}H^1(X) \neq 0$ (this condition is sufficient but not necessary). However, the proof involves a lot of diagram chasing so we leave it up to the reader as an exercise/conjecture.
Moreover, the sl₂ action is isomorphic to the unique right convolution of \( \Delta_*O_Y \rightarrow \Delta_*O_Y[2] \) be the map defined using the deformations \( \tilde{Y} \) of \( Y(\lambda) \) as in section 3.3.

We claim that \( \mathcal{P} = \mathcal{F}(n - 1) \) is a \( \mathbb{P}^n \)-kernel. The first two conditions are easy consequences of conditions (iii) and (v) in section 3.2. The last condition is harder to see but essentially follows from condition (vi).

Now, we have

\[
\mathcal{T}(n - 1) \cong \text{Cone}(\mathcal{F}^{(n)} * \mathcal{E}[-1] \rightarrow \mathcal{F}^{(n-1)}) \in D(Y(n - 1) \times Y(-n + 1))
\]

since \( \mathcal{F}^{(n+s)} \circ \mathcal{E}(s) = 0 \) for \( s > 1 \). And likewise

\[
\mathcal{T}(-n + 1) \cong \text{Cone}(\mathcal{E}^{(n)} * \mathcal{F}[-1] \rightarrow \mathcal{E}^{(n-1)}) \in D(Y(-n + 1) \times Y(n - 1)).
\]

Thus \( \mathcal{T}(n - 1) * \mathcal{T}(n - 1) \in D(Y(n - 1) \times Y(n - 1)) \) is given by the right convolution of a complex:

\[
\mathcal{E}(n) * \mathcal{F} * \mathcal{E}^{(n)} * \mathcal{E}[-2] \rightarrow \mathcal{E}(n) * \mathcal{F} * \mathcal{F}^{(n-1)} \oplus \mathcal{E}(n-1) * \mathcal{F}^{(n)} * \mathcal{E}[-1] \rightarrow \mathcal{E}^{(n-1)} * \mathcal{F}^{(n-1)}
\]

which simplifies to

\[
\mathcal{F} * \mathcal{E} \otimes \mathcal{C} H^*(\mathbb{P}^n)[-2] \rightarrow \mathcal{F} * \mathcal{E} \otimes \mathcal{C} H^*(\mathbb{P}^n-1)[-1] \rightarrow \mathcal{F} * \mathcal{E} \otimes \mathcal{C} H^*(\mathbb{P}^n-2)
\]

where we use the convention for \( H^*(\mathbb{P}^n) \) from section 3.2 (i.e., symmetric with respect to degree zero). Note that this simplification uses some basic commutation relations between \( \mathcal{E}s \) and \( \mathcal{F}s \) (Lemma 4.2 of [CKL3]) which follow formally from the relations in section 3.2.

It is not too hard to check that the second map is surjective on summands of the form \( \mathcal{F} * \mathcal{E} \) while the first map is injective on \( n \) such summands. It follows that this complex is homotopic to one of the form

\[
\mathcal{F} * \mathcal{E}[-n - 2] \rightarrow \mathcal{F} * \mathcal{E}[-n] \rightarrow \text{id}.
\]

The second map in this complex is unique and hence must be the adjunction map (up to a non-zero multiple). The first map is a little harder to deduce but it turns out to be equal to \( \beta I * (1 - I) * I \beta \) where \( \beta \) is the map in equation (14). We conclude that:

**Proposition 6.8.** Given a geometric categorical sl₂ action with \( Y(\lambda) = \emptyset \) for \( \lambda > n + 1 \) it follows that \( \mathcal{T}(n - 1) * \mathcal{T}(n - 1) \in D(Y(n - 1) \times Y(n - 1)) \) is isomorphic to the unique right convolution of

\[
\mathcal{F} * \mathcal{E}[-n - 2] \xrightarrow{\beta I * (1 - I) * I \beta} \mathcal{F} * \mathcal{E}[-n] \xrightarrow{\text{adj}} \text{id.}
\]

Moreover, the sl₂ action induces a \( \mathbb{P}^n \)-kernel \( \mathcal{P} := \mathcal{F}(n - 1) \in D(X \times Y) \) where \( Y = Y(n - 1) \) and \( X = Y(n + 1) \) such that the induced \( \mathbb{P}^n \) twist \( \mathcal{T}_\mathcal{P} \) is isomorphic to \( \mathcal{T}(n - 1) * \mathcal{T}(n - 1) \).
Remark 6.9. Notice that unlike the spherical functor case, a $\mathbb{P}^n$ functor does not induce a geometric categorical $\mathfrak{sl}_2$ action because it does not give us the spaces $Y(\lambda)$ for $\lambda \neq n-1, n+1$.

One can imagine trying to compute $\mathcal{T}(-n+1) \ast \mathcal{T}(n-1)$ even if $Y(\lambda)$ is not empty for $\lambda > n+1$. Indeed, one can probably obtain some reasonable expressions for these kernels in terms on complexes where all the terms are of the form $\mathcal{F}^{(s)} \ast \mathcal{E}^{(s)}$ for some $s$.

One could also try to define a Grassmannian $\mathbb{G}(k, N)$ object $\mathcal{P}$ (generalizing $\mathbb{P}^n$ objects). The data for this should contain spaces $Y, X_1, \ldots, X_k$ together with kernels $\mathcal{P}_i \in D(X_i \times Y)$ for $i = 1, \ldots, k$. This is because, imitating the construction above, one needs spaces

$$Y := Y(n-1), X_1 := Y(n+1), \ldots, X_k := Y(n-1+2k)$$

together with kernels $\mathcal{F}^{(i)} \in D(Y(n-1+2i) \times Y(n-1))$ for $i = 1, \ldots, k$.

6.3. Infinite twists and some geometry. Proposition [6.8] when $n = 1$ states that, in a geometric categorical $\mathfrak{sl}_2$ action, if $Y(\lambda) = \emptyset$ for $\lambda > 2$ then $\mathcal{T}^2 \in D(Y(0) \times Y(0))$ is the right convolution of the complex $\mathcal{E}$. Hence $\mathcal{T}^{-2}$ is given by the adjoint which is the left convolution of the complex

$$\text{id} \xrightarrow{adj} \mathcal{F} \ast \mathcal{E}[1] \xrightarrow{\beta I - I - I \beta} \mathcal{F} \ast \mathcal{E}[3].$$

More generally, if you look at $\mathcal{T}^{-2\ell} \in D(Y(0) \times Y(0))$ then a little bit of work shows that it is given as the unique left convolution of

$$\text{id} \xrightarrow{adj} \mathcal{F} \ast \mathcal{E}[1] \xrightarrow{\beta I - I - I \beta} \mathcal{F} \ast \mathcal{E}[2\ell - 1] \xrightarrow{\beta I - I - I \beta} \mathcal{F} \ast \mathcal{E}[2\ell + 1].$$

If we let $\ell \to \infty$ then this complex converges to

$$\text{id} \xrightarrow{adj} \mathcal{F} \ast \mathcal{E}[1] \to \mathcal{F} \ast \mathcal{E}[3] \to \cdots \to \mathcal{F} \ast \mathcal{E}[2\ell - 1] \to \mathcal{F} \ast \mathcal{E}[2\ell + 1] \to \cdots$$

(17)

where the differentials after the left hand adjunction map alternate between $\beta I - I - I \beta$ and $\beta I - I - I \beta$. Here we say that a sequence of complexes converges if it eventually stabilizes in any given degree (see, for instance, [Roz Sec. 3] for more details). We denote the left convolution of (17) by $\mathcal{T}^{-\infty}$.

The object $\mathcal{T}^{-\infty}$ lives naturally in $D^-(Y(0) \times Y(0))$ which is the bounded above derived category of coherent sheaves. This might seem strange since the complex (17) is bounded below. However, $\mathcal{F} \ast \mathcal{E}$ is some bounded complex and $\mathcal{F} \ast \mathcal{E}[2\ell - 1]$, when you perform the left convolution, is shifted by $[2\ell - 1 - \ell] = [\ell - 1]$ so as $\ell \to \infty$ this is shifted lower and lower in cohomology which explains why it belongs to $D^-$ and not $D^+$.

Now consider the geometric categorical $\mathfrak{sl}_2$ action on $Y(0) := T^*\mathbb{P}^1$ where $Y(2) = Y(-2)$ are points and $\mathcal{E} \in D(Y(0) \times \text{pt})$ is given by the twisted zero section $\mathcal{O}_{\mathbb{P}^1}(-1)$ and the same with $\mathcal{F} \in D(pt \times Y(0))$. The map $\beta : \mathcal{E} \to \mathcal{E}[2]$ is the unique map in $\text{Ext}^2_{T^*\mathbb{P}^1}(\mathcal{O}_{\mathbb{P}^1}(-1), \mathcal{O}_{\mathbb{P}^1}(-1))$. Now

$$\mathcal{F} \ast \mathcal{E} \cong \mathcal{O}_{\mathbb{P}^1}(-1) \boxtimes \mathcal{O}_{\mathbb{P}^1}(-1) \in D(T^*\mathbb{P}^1 \times T^*\mathbb{P}^1).$$
This means that $T^{-\infty} \in D^-(T^*P^1 \times T^*P^1)$ is a complex whose cohomology $H^i(T^{-\infty})$ isomorphic to
- $O_{\mathbb{P}^1}(-1) \boxtimes O_{\mathbb{P}^1}(-1)$ if $i < 0$
- is a sheaf supported on $\mathbb{P}^1 \times \mathbb{P}^1 \cup \Delta \subset T^*P^1 \times T^*P^1$ if $i = 0$
- 0 if $i > 0$

Recall the map $p(1, 2) : T^*P^1 \to \overline{B(1, 2)}$. In this case $\overline{B(1, 2)}$ is just the quadric $Q \subset \mathbb{C}P^3$ and $p(1, 2)$ (or $p$ for short) is the map which collapses the zero section inside $T^*P^1$ to a point. The composition $p^*p_*$ does not preserve the bounded derived category since $Q$ is singular but it does preserve the bounded above derived category.

**Proposition 6.10.** The composition $p^*p_* : D^-(T^*P^1) \to D^-(T^*P^1)$ is induced by the kernel $T^\sim \in D^-((T^*P^1) \times T^*P^1)$.

**Proof.** The pushforward and pullback maps from $T^*P^1$ to $Q$ are given by the graph $\Gamma_p$ of $p$ which is the kernel $O_{\Gamma_p} \in D(T^*P^1 \times Q)$. We denote by $K$ the convolution $O_{\Gamma_p} \ast O_{\Gamma_p} \in D^-(T^*P^1 \times T^*P^1)$ which induces $p^*p_*$.

The adjoint map $p^*p_*(\cdot) \to (\cdot)$ corresponds to a natural map $\rho : K \to O_\Delta$. Now, since $p_*O_{\mathbb{P}^1}(-1) = 0$ it follows that

\[ K \ast T^{-1} \cong \text{Cone}(K \ast \text{id} \xrightarrow{\text{adj}} K \ast F \ast E) \cong K. \]

So applying this to $\rho$ we get a map $K \to T^{-1}$. Repeating this and taking the limit we obtain a morphism $\hat{\rho} : K \to T^{-\infty}$. We would like to show that $\text{Cone}(\hat{\rho}) = 0$. To do this we show that it acts by zero on any object in $D^-(T^*P^1)$.

Let $M \in D^-(T^*P^1)$ and consider the exact triangle

\[ p^*p_*M \xrightarrow{\text{adj}} M \to \text{Cone}(\text{adj}). \]

Notice that $p_*\text{Cone}(\text{adj}) = 0$ so it suffices to show that $\Phi_{\text{Cone}(\hat{\rho})}(N)$ for any $N$ where either $N = p^*N'$ for some $N' \in D^-(Q)$ or $p_*N = 0$.

If $N = p^*N'$ then

\[ \Phi_{\text{Cone}(\hat{\rho})}(p^*N') \cong \text{Cone}(\Phi_K(p^*N') \to \Phi_{T^{-\infty}}(N')). \]

Now $\Phi_K(p^*N') \cong p^*p_*p^*N' \cong p^*N'$ and $\Phi_{T^{-\infty}}(p^*N') \cong p^*N'$ since, by a straightforward calculation, $\Phi_\mathcal{E}(p^*N') = 0$. It is not hard to see that the map in (18) above induces an isomorphism and hence $\Phi_{\text{Cone}(\hat{\rho})}(p^*N') = 0$.

On the other hand, suppose $p_*N = 0$ then $N$. Since the fibres of $p$ are at most one-dimensional this means $p_*\mathcal{H}^i(N) = 0$ for any $i$ and so we can assume $N$ is a sheaf. But then by Lemma 4.11 below $N$ is a direct sum of $O_{\mathbb{P}^1}(-1)$. So it suffices to show that $\Phi_{\text{Cone}(\hat{\rho}})(O_{\mathbb{P}^1}(-1)) = 0$.

To see this we check that $\Phi_K(O_{\mathbb{P}^1}(-1)) = 0$ and $\Phi_{T^{-\infty}}(O_{\mathbb{P}^1}(-1)) = 0$. The first follows since $p_*O_{\mathbb{P}^1}(-1) = 0$. On the other hand, it is a standard exercise to check that $\Phi_{T^{-\infty}}(O_{\mathbb{P}^1}(-1)) \cong O_{\mathbb{P}^1}(-1)[1]$. This means that

\[ \Phi_{T^{-\infty}}(O_{\mathbb{P}^1}(-1)) \cong O_{\mathbb{P}^1}(-1)[2] \]

and hence, $\Phi_{T^{-\infty}}(O_{\mathbb{P}^1}(-1)) = 0$. This completes the proof. \qed
Lemma 6.11. If $\mathcal{M}$ is a coherent sheaf on $T^*\mathbb{P}^1$ and $p_*\mathcal{M} = 0$ then $\mathcal{M} \cong \mathcal{O}_{\mathbb{P}^1}(-1)^{\oplus \ell}$.

Proof. Suppose $p_*\mathcal{M} = 0$. Then $\mathcal{M}$ is set theoretically supported on $\mathbb{P}^1$ because $p$ is an isomorphism away from $\mathbb{P}^1$. Now any sheaf of $\mathbb{P}^1$ is a direct sum of structure sheaf and line bundles. So if $\mathcal{M}$ were scheme theoretically supported on $\mathbb{P}^1 \subset T^*\mathbb{P}^1$ then the result would follow because $\mathcal{O}_{\mathbb{P}^1}(-1)$ is the only sheaf with vanishing cohomology.

More generally, consider the short exact sequence

$$0 \rightarrow \mathcal{M}'' \rightarrow \mathcal{M} \rightarrow \mathcal{M}' \rightarrow 0$$

(19)

where $\mathcal{M}'$ is the quotient of $\mathcal{M}$ scheme theoretically supported on $\mathbb{P}^1$ (equivalently, $\mathcal{M}''$ is the part of $\mathcal{M}$ killed by $f$ where $f$ is the local equation defining $\mathbb{P}^1 \subset T^*\mathbb{P}^1$). It would suffice to show $p_*\mathcal{M}' = 0$ since then $p_*\mathcal{M}'' = 0$ and we can proceed up induction to conclude that $\mathcal{M}''$ and $\mathcal{M}'$ are both direct sums of $\mathcal{O}_{\mathbb{P}^1}(-1)$ and then the same must be true of $\mathcal{M}$ since $\text{Ext}^1(\mathcal{O}_{\mathbb{P}^1}(-1), \mathcal{O}_{\mathbb{P}^1}(-1)) = 0$.

We now prove that $p_*\mathcal{M}' = 0$. From the long exact sequence induced by $\mathcal{H}^0(\mathcal{M}) \cong \mathcal{M}'$ and the fact that $Q$ is affine it suffices to show that $H^0(\mathcal{M}') = 0$. On the other hand, take the standard short exact sequence

$$0 \rightarrow \mathcal{O}_{T^*\mathbb{P}^1}(-\mathbb{P}^1) \rightarrow \mathcal{O}_{T^*\mathbb{P}^1} \rightarrow \mathcal{O}_{\mathbb{P}^1} \rightarrow 0$$

and tensor it with $\mathcal{M}$. Then $\mathcal{H}^0(\mathcal{M} \otimes \mathcal{O}_{\mathbb{P}^1}) \cong \mathcal{M}'$ so from the long exact sequence it suffices to show that $H^1(\mathcal{O}_{T^*\mathbb{P}^1}(-\mathbb{P}^1) \otimes \mathcal{M}) = 0$. But $\mathcal{O}_{T^*\mathbb{P}^1}(-\mathbb{P}^1) \cong \pi^*\mathcal{O}_{\mathbb{P}^1}(2)$ where $\pi : T^*\mathbb{P}^1 \rightarrow \mathbb{P}^1$ is the standard projection. Then, by the projection formula

$$\pi_*(\mathcal{O}_{T^*\mathbb{P}^1}(-\mathbb{P}^1) \otimes \mathcal{M}) \cong \pi_*(\pi^*\mathcal{O}_{\mathbb{P}^1}(2) \otimes \mathcal{M}) \cong \mathcal{O}_{\mathbb{P}^1}(2) \otimes \pi_*(\mathcal{M}).$$

Now $\pi_*\mathcal{M}$ on $\mathbb{P}^1$ has no cohomology so it must be isomorphic to $\mathcal{O}_{\mathbb{P}^1}(-1)^{\oplus \ell}$ for some $\ell$. Subsequently $\mathcal{O}_{\mathbb{P}^1}(2) \otimes \pi_*(\mathcal{M}) \cong \mathcal{O}_{\mathbb{P}^1}(1)^{\oplus \ell}$ has no higher cohomology and hence $H^1(\mathcal{O}_{T^*\mathbb{P}^1}(-\mathbb{P}^1) \otimes \mathcal{M}) = 0$.

Remark 6.12. There are two points worth noting here. First is that the limit $T^{-\infty}$ is a projector (i.e. $T^{-\infty} \ast T^{-\infty} \cong T^{-\infty}$) even though $T^{-\ell}$ is invertible for any $\ell$. Secondly, the kernel $T^{-\infty}$, which is defined using a formal construction not involving $p$, has a geometric description as the kernel inducing $p^*p_*$.

More generally, one can consider the cotangent bundle to the full flag variety $T^*\text{Fl}(\mathbb{C}^N)$ where there is a straightforward generalization of the discussion above (which was the case $N = 2$). From section 5.3.2 one can construct a categorical $\mathfrak{sl}_N$ action so that $D(T^*\text{Fl}(\mathbb{C}^N))$ corresponds to the zero weight space. This induces, a braid group action on $D(T^*\text{Fl}(\mathbb{C}^N))$ generated by kernels $T_i^{-1} := \text{Cone}(\text{id} \rightarrow \mathcal{F}_i \ast \mathcal{E}_i)$ for $i = 1, \ldots, N - 1$.

Then the arguments above can be used to show that $T_i^{-\infty} := \lim_{\ell \rightarrow \infty} T_i^{-2\ell}$ is well defined. Moreover, $T_i^{-\infty}$ is isomorphic to the kernel which induces $p_i^*p_i^*$, where $p_i$ is the projection from $T^*\text{Fl}(\mathbb{C}^N)$ given by forgetting $V_i$. 
6.3.1. Non-generalizations. Consider again the situation in Proposition 6.8
where $n \geq 0$ is now arbitrary. This time $T^{-2\ell} \in D(Y(n-1) \times Y(n-1))$ is
isomorphic to the left convolution of the complex

\[
\id \to \mathcal{F} \ast \mathcal{E}[n] \to \mathcal{F} \ast \mathcal{E}[n+2] \to \mathcal{F} \ast \mathcal{E}[3n+2] \to \mathcal{F} \ast \mathcal{E}[3n+4] \to \ldots
\]

\[
\ldots \to \mathcal{F} \ast \mathcal{E}[(2\ell-1)(n+1)-1] \to \mathcal{F} \ast \mathcal{E}[(2\ell-1)(n+1)+1]
\]

where, after the left-most adjunction map, the maps alternate between $(\beta I \ast I - I \ast \beta)$ and $\sum_{i=0}^{n}(\beta I \ast I + I \ast \beta^{n-1})$. This complex also has an obvious limit as $\ell \to \infty$ which we denote $T^{-\infty} \in D^{-}(Y(n-1) \times Y(n-1))$. This is completely
analogous to the case $n = 1$ discussed above.

Now suppose $Y(\lambda) = T \ast G(k, n+1)$ (where $\lambda = n + 1 - 2k$) so that $Y(n-1) = T \ast \mathbb{P}^{n}$. As before we have the map $p(1, n+1) : T \ast \mathbb{P}^{n} \to B(1, n+1)$ which collapses the zero section. However, if $n > 1$, then $T^{-\infty} \not\sim K$ where $K$ is the kernel inducing the map

\[
p(1, n+1)^{*}p(1, n+1) : D^{-}(T^{*}\mathbb{P}^{n}) \to D^{-}(T^{*}\mathbb{P}^{n}).
\]

It turns out $K$ is a stronger projection than $T^{-\infty}$. In other words,

\[
K \ast T^{-\infty} \cong K \cong T^{-\infty} \ast K \in D^{-}(T^{*}\mathbb{P}^{n} \times T^{*}\mathbb{P}^{n}).
\]

The argument used to prove Proposition 6.11 fails because the kernel of the map $p(1, n+1)$, is now larger (and more complicated) than the kernel of the map $T^{-\infty}$. Geometrically, this difference seems to be related to the fact that the singular and intersection cohomologies of $B(1, n+1)$ are the same if $n = 1$ but different for $n > 1$. More precisely, $K$ is akin to singular and $T^{-\infty}$ to intersection cohomology.

In [C2] we use $T^{-\infty}$ (rather than the geometric kernel $K$) to categorify Reshetikhin-Turaev knot invariants. This suggests that $T^{-\infty}$ is at least as natural as $K$. However, this also begs the obvious question: what is the geometric interpretation of the kernel $T^{-\infty} \in D^{-}(T^{*}\mathbb{P}^{n} \times T^{*}\mathbb{P}^{n})$ when $n > 1$?

7. The general flop – a discussion

7.1. The Mukai flop. We recall the definition of a general Mukai flop (see for example [Nam1, Sec. 4]). Let $Y$ be a smooth variety of dimension $2n$ which contains a subvariety $X \subset Y$ isomorphic to $\mathbb{P}^{n}$ so that $N_{X/Y} \cong T^{*}\mathbb{P}^{n}$. If $Y$ is holomorphic symplectic then this second condition is automatically satisfied.

Then one can blow up $Y$ and then then blow down to obtain another variety $Y^{+}$ which also contains a subvariety $X^{+} \cong \mathbb{P}^{n}$ with $N_{X^{+}/Y^{+}} \cong T^{*}\mathbb{P}^{n}$. Moreover, there exists maps $Y \to \overline{Y}$ and $Y^{+} \to \overline{Y}$ to a common (singular) variety $\overline{Y}$ which collapses $X$ and $X^{+}$ to a point but are isomorphisms away from $X$ and $X^{+}$. To
summarize, we have the following diagram:

\[
\begin{array}{ccc}
Y \times Y^+ & \xrightarrow{\pi_1} & Y \\
\downarrow \pi_2 & & \downarrow \pi_2 \\
Y & \xrightarrow{\pi_1} & Y \\
\end{array}
\]

Of course, this generalizes our example above where \( Y = T^*\mathbb{P}^n \). As before, \( Y \times Y^+ \) is a variety with two equidimensional components. Namikawa proves:

**Proposition 7.1.** \([\text{Nam1}, \text{Sec. 4}]\) There exists an isomorphism \( \pi_2^* \pi_1^* : D(Y) \xrightarrow{\sim} D(Y^+) \).

Namikawa first checks this isomorphism for the local case of \( Y = T^*\mathbb{P}^n \). He then uses the fact that the formal neighbourhoods of \( X \subset Y \) and \( \mathbb{P}^n \subset T^*\mathbb{P}^n \) are isomorphic to prove the more general case above.

### 7.2. The stratified Mukai flop of type A.

An abstract definition of a stratified Mukai flop was first discussed by Markman in \([\text{M}]\) while studying the geometry of the moduli spaces of sheaves on K3 surfaces. The idea is to immitate the geometry of the situation in diagram (2). More specifically, there is a filtration

\[
T^*G(k, N) \supset T^*G(k, N)_1 \supset \cdots \supset T^*G(k, N)_k
\]

and the projection map \( p(k, N) : T^*G(k, N) \to B(k, N) \) restricted to \( T^*G(k, N)_i \) is a \( G(i, N - k + i) \)-fibration. In this paper we will use the definition from \([\text{FW}]\), which is similar to that in \([\text{M}]\) but fits better for our discussion.

Let \( Y \) and \( Y^+ \) be two smooth varieties equipped with two collections of closed subvarieties

\[
X_k \subset \cdots \subset X_1 \subset Y \quad \text{and} \quad X_k^+ \subset \cdots \subset X_1^+ \subset Y^+.
\]

Now assume there are two birational maps \( Y \xrightarrow{f} Y \xleftarrow{f^+} Y^+ \) and denote by \( f : Y \xrightarrow{\sim} Y^+ \) the induced birational map. Then this data describes a stratified Mukai flop of type \( A_{N,k} \) (where \( 2k \leq N \)) if the following conditions hold.

- \( f \) induces an isomorphism \( Y \setminus X_1 \xrightarrow{\sim} Y^+ \setminus X_1^+ \).
- \( p(X_j) = p^+(X_j^+) \) for \( j = 1, \ldots, k \). We denote \( S_j := p(X_j) \).
• $S_k$ is smooth and $p|_{X_k} : X_k \to S_k$ is isomorphic to the projection map $\mathbb{G}(k, W) \to S_k$ where $W$ is some $N$-dimensional vector bundle on $S_k$ and $\mathbb{G}(k, W)$ denotes the relative Grassmannian of $k$-planes. Moreover, the normal bundle $N_{X_k/Y}$ is isomorphic to the relative cotangent bundle $T^*_{X_k/S_k}$.

The same thing holds for $p^+|_{X^+_k} : X^+_k \to S_k$ with $W$ replaced by $W^\vee$.

• If $k = 1$ this should be the usual Mukai flop. If $k \geq 2$ let $\text{Bl}_{X_k}Y, \text{Bl}_{X^+_k}Y^+$ and $\text{Bl}_{S_k}Y$ denote the blowups of $Y, Y^+$ and $Y$ in $X_k, X^+_k$ and $S_k$ respectively. Then the proper transforms of all $X_j$ and $X^+_j$ together with the birational maps $\text{Bl}_{X_k}Y \to \text{Bl}_{S_k}Y \leftarrow \text{Bl}_{X^+_k}Y^+$ must describe a stratified Mukai flop of type $A_{N-2,k-1}$.

Remark 7.2. Given just the $A_{N,k}$ contraction $p : Y \to Y$ it follows (just like for the usual Mukai flop) that the corresponding stratified Mukai flop exists. For a proof see, for instance, Proposition 2.1 of [FW].

Of course, one would like an analogue of Proposition 7.1 in the spirit of Theorem 4.2. This theorem would identify an open subset inside $Y \times_{\mathbb{P}^1} Y^+$ which is an analogue of $Z''(k, N)$ and a line bundle on it so that the pushforward of this line bundle is a kernel which induces a derived equivalence $D(Y) \xrightarrow{\sim} D(Y^+)$. One possible approach to proving this equivalence is to deform to the normal cone. This means looking at $X \times_{\mathbb{P}^1} Y^+$ and blowing up $X_k \times \{0\} \subset Y$ (and likewise with $Y^+$). It is shown in [FW, Sec. 5] that the degeneration of $Y \times_{\mathbb{P}^1} Y^+$ to the normal cone

$$\text{Bl}_{X_k \times \{0\}}(Y \times A^1) \times_A \text{Bl}_{X^+_k \times \{0\}}(Y^+ \times A^1)$$

breaks up into the correspondence $Z(k, N)$ (section 4.2.1) for the the local version of the stratified Mukai flop and into the correspondence $\text{Bl}_{X_k}Y \times \text{Bl}_{S_k}Y \leftarrow \text{Bl}_{X^+_k}Y^+$ for a stratified Mukai flop of type $A_{N-2,k-1}$. Then using Theorem 4.2 and induction one can imagine proving the equivalence on the special fibre (the fibre over $0 \in A^1$).

Since a kernel inducing an equivalence fibre-wise is an open condition this would then imply the equivalence on the general fibre too.

7.3. The stratified Mukai flop of type D. We now briefly discuss the stratified Mukai flop of type $D_{2m+1}$.

7.3.1. The local model. Fix a symmetric, non-degenerate bilinear form $\langle \cdot, \cdot \rangle$ on $\mathbb{C}^{2N}$. Denote by $\mathbb{G}(k, 2N)$ the isotropic Grassmannian parametrizing isotropic $k$-planes in $\mathbb{C}^{2N}$. When $k = N$ it turns out $\mathbb{I}G(N, 2N)$ has two components denoted $\mathbb{I}G(N, 2N)^-$ and $\mathbb{I}G(N, 2N)^+$. Two isotropic planes $V, V' \subset \mathbb{C}^{2N}$ belong to the same component if and only if $\dim(V \cap V') \equiv N \mod 2$.

The cotangent bundles of $\mathbb{I}G(N, 2N)^\pm$ can be described as

$$T^*\mathbb{I}G(N, 2N)^\pm = \{(X, V) \in \mathfrak{so}(2N) \times \mathbb{I}G(N, 2N)^\pm : X(\mathbb{C}^{2N}) \subset V, X(V) \subset 0\}$$
where $X \in \mathfrak{so}(2N)$ is a skew-symmetric matrix meaning that $\langle Xv, w \rangle = -\langle v, Xw \rangle$. Now consider the map

$$ip_- : T^*IG(N, 2N)^- \rightarrow IB(N, 2N)$$

given by forgetting $V$ where $IB(N, 2N) := \{ X \in \mathfrak{so}(2N) : X^2 = 0 \}$. A general point $X \in IB(N, 2N)$ has dim(ker $X$) equal to $N$ or $N - 1$ depending on whether $N$ is even or odd. This essentially comes down to the fact that a skew-symmetric matrix of size $N$ has rank at most $N - 1$ if $N$ is odd but can have full rank if $N$ is even.

So there are two cases to consider. If $N$ is even then $IB(N, 2N)$ has two components. Two general points $X_1, X_2 \in IB(N, 2N)$ lie in the same component if and only if $X_1(\mathbb{C}^{2N}) \cap X_2(\mathbb{C}^{2N})$ is even. Then one component has a resolution given by $T^*IG(N, 2N)$ and the other component has a resolution given by $T^*IG(N, 2N)^+$. If $N$ is odd then $IB(N, 2N)$ only has one component. A resolution of this component is the variety

$$\{(X, V) : 0 \rightarrow V \overset{2}{\rightarrow} V^\perp \rightarrow \mathbb{C}^{2N}, X(\mathbb{C}^{2N}) \subset V, X(V^\perp) \subset 0\} \quad (20)$$

where $X \in \mathfrak{so}(2N)$ and $V \in \mathbb{IG}(N - 1, 2N)$. On the other hand, there is a natural map from

$$\{(X, V, V') : 0 \overset{N - 1}{\rightarrow} V \overset{1}{\rightarrow} V' \overset{1}{\rightarrow} V^\perp \overset{N - 1}{\rightarrow} \mathbb{C}^{2N}, X(\mathbb{C}^{2N}) \subset V, X(V^\perp) \subset 0\} \quad (21)$$

to (20). This map is everywhere $2 : 1$ since the fibres are all isomorphic to $\mathbb{IG}(1, 2)$ using the restriction of $\langle \cdot, \cdot \rangle$ to $V^\perp/V$ and $\mathbb{IG}(1, 2)$ is the disjoint union of two points. Forgetting $V$ and $V^\perp$ we get a generically one-to-one map from (21) to the two connected components in $T^*IG(N, 2N)$. Thus if $N$ is odd we get the following diagram (in analogy with 

$$\begin{align*}
T^*IG(N, 2N)^- & \quad T^*IG(N, 2N)^+ \\
\xrightarrow{ip^-} IB(N, 2N) & \quad \xleftarrow{ip^+} IB(N, 2N)
\end{align*} \quad (22)$$

This is the local model for the stratified Mukai flop of type $D_{2m+1}$ where $N = 2m + 1$. We equip everything with the $\mathbb{C}^\times$-action acting on the fibres of $T^*IG(N, 2N)^\pm$ just like in the case of $T^*G(k, N)$.

**Remark 7.3.** The type A Grassmannian $G(k, N)$ corresponds to the minuscule $GL(N)$ representation $\Lambda^k(\mathbb{C}^N)$. In the case of $D_N$ there are three minuscule representations. One of them corresponds to $\mathbb{IG}(1, 2N)$ while the other two correspond to $\mathbb{IG}(N, 2N)^-$ and $\mathbb{IG}(N, 2N)^+$. When $N$ is even the latter two representations are self dual but when $N$ is odd they are dual to each other. This is the representation theoretic manifestation of the dichotomy above.
Example. Let us briefly examine IB(1, 2) and IB(2, 4). We fix the bilinear form \( \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix} \) on \( \mathbb{C}^{2N} \) and write a general element of \( \mathfrak{so}(2N) \) as \( \begin{pmatrix} A & B \\ C & D \end{pmatrix} \) where \( A, B, C, D \) are \( N \times N \) matrices. The condition that it be skew-symmetric translates into 

\[
A + D^t = 0 \quad \text{and} \quad B + B^t = 0 = C + C^t
\]

while the condition that it squares to zero is equivalent to

\[
A^2 + BC = 0, \quad AB = BA^t \quad \text{and} \quad CA = A^tC.
\]

Now, if \( N = 1 \) then the first condition implies that \( B = 0 = C \) and \( D = -A \) and the second condition says \( A = 0 \) so that IB(1, 2) consists of just a point.

If \( N = 2 \) then an elementary calculation (which we omit) shows that IB(2, 4) has two possible types of solutions. The first is of the form \( \begin{pmatrix} A & 0 \\ 0 & -A \end{pmatrix} \) where \( A \) is a \( 2 \times 2 \) matrix with \( \det(A) = 0 = \text{tr}(A) \) (i.e. a 2-dimensional quadric cone). The second solution is of the form

\[
\begin{pmatrix} u & 0 & 0 & x \\ 0 & -u & -x & 0 \\ 0 & y & -u & 0 \\ -y & 0 & 0 & u \end{pmatrix}
\]

where \( u^2 = xy \). So IB(2, 4) is the union of two 2-dimensional quadric cones which intersect only at their apex.

7.3.2. The general model. Fix \( N = 2m + 1 \) from now on. The varieties \( T^*\mathbb{I}G(N, 2N)^\pm \) have a natural filtration

\[
T^*\mathbb{I}G(N, 2N)^\pm \supset T^*\mathbb{I}G(N, 2N)^\pm_1 \supset \cdots \supset T^*\mathbb{I}G(N, 2N)^\pm_{m+1}
\]

where \( T^*\mathbb{I}G(N, 2N)^\pm \) corresponds to the locus where \( \dim(\ker X) \geq N + 1 + 2i \). As before, we denote the image of \( T^*\mathbb{I}G(N, 2N)^\pm \) by \( S_i \). The subvariety \( T^*\mathbb{I}G(N, 2N)^\pm_1 \) consists of the locus where \( \dim(\ker X) = N + 1 + 2i \) and hence is isomorphic to

\[
\{(X, V, V') : 0 \xrightarrow{N-1-2i} V' \xrightarrow{2i+1} V \xrightarrow{2i+1} V'^\perp \xrightarrow{N-1-2i} \mathbb{C}^{2N} \mid X(\mathbb{C}^{2N}) = V', X(V'^\perp) = 0\}
\]

since \( V' \) can be recovered as \( X(\mathbb{C}^{2N}) \). Restricting \( \langle \cdot , \cdot \rangle \) to \( V'^\perp / V' \) we find that \( V/V' \) is isotropic inside \( V'^\perp / V' \). Thus the restriction of \( i^\pm \) to \( T^*\mathbb{I}G(N, 2N)^\perp_1 \) is a \( \mathbb{I}G(2i+1, 4i+2)^\pm \)-fibration onto its image \( S_i \setminus S_{i-1} \).

Motivated by this structure, one can define a stratified Mukai flop of type \( D_{2m+1} \) just like in the type A case. In other words, one has subvarieties

\[
X_m^- \subset \cdots \subset X_1^- \subset Y^- \quad \text{and} \quad X_m^+ \subset \cdots X_1^+ \subset Y^+
\]
and maps $Y \xrightarrow{\text{ip}^-} Y \xleftarrow{\text{ip}^+} Y$ satisfying the same conditions as before. The difference is that $W$ is now a rank $2N$ vector bundle equipped with a fibre-wise non-degenerate, symmetric bilinear form and $\text{ip}^k|_{X_m} \to S_m$ is $\mathbb{H}(N,W)^k \to S_m$ which is the relative isotropic Grassmannian.

### 7.4. Equivalences in type D

Once again we can consider the fibre product

$$IZ(N) := T^*\mathbb{H}(N,2N)^- \times_{\mathbb{B}(N,2N)} T^*\mathbb{I}(N,2N)^+$$

but, as before, we cannot expect $\mathcal{O}_{IZ(N)}$ to induce an equivalence. On the other hand, $IZ(N)$ is made up of $m+1$ components $IZ_0(N), \ldots, IZ_m(N)$ of dimension $N(N-1)$ where

$$IZ_s(N) = \{(X,V,V') : \dim(\ker X) \geq N + 2s + 1 \text{ and } \dim(V \cap V') \geq 2(m-s),$$

$$X(C^{2N}) \subset V, X(C^{2N}) \subset V', X(V) \subset 0, X(V') \subset 0\}$$

inside $T^*\mathbb{I}(N,2N)^- \times T^*\mathbb{I}(N,2N)^+$. One can define open subvarieties $IZ_s(N) \subset IZ_0(N)$ by imposing the additional condition

$$\dim(\ker X) + \dim(V \cap V') \leq 2N + 2$$

just as we did to define $Z_s^0(k,N)$. It is not difficult to check that the open subvariety inside $IZ_s(N) \cap IZ_{s+1}(N)$ given by the condition

$$\dim(\ker X) = N + 2s + 3 \text{ and } \dim(V \cap V') = 2(m-s)$$

is co-dimension one inside $IZ_s(N)$ and $IZ_{s+1}(N)$. This is completely analogous to the situation in type A. So one should strongly expect an analogue of Theorem 4.2.

**Conjecture 7.4.** There exists a $\mathbb{C}^*$-equivariant line bundles $\mathcal{L}(N)$ on $IZ^a(N)$ such that $i_* j_* \mathcal{L}(N)$ induces an equivalence

$$D(T^*\mathbb{H}(N,2N)^-) \xrightarrow{\sim} D(T^*\mathbb{I}(N,2N)^+).$$

Here $i$ and $j$ are the natural inclusions

$$IZ^a(N) \xrightarrow{j} IZ(N) \xrightarrow{i} T^*\mathbb{I}(N,2N)^- \times T^*\mathbb{I}(N,2N)^+.$$

Since the cohomology of $\mathbb{H}(k,2N)$ is fairly different than that of $\mathbb{G}(k,N)$ it does not seem possible to construct a categorical $\mathfrak{g}_k$ action on cotangent bundles to isotropic Grassmannians. Nevertheless, one can imagine that some sort of action still exists. Finally, note that $T^*\mathbb{I}(N,2N)^\pm$ also have natural one-parameter deformations, defined just like in the type A case. This leads to a stratified Atiyah flop of type D. One can also conjecture and study derived equivalences in this case.

**Remark 7.5.** There are also stratified flops of type E which show up naturally in the birational geometry of resolutions of nilpotent orbit closures. See, for instance, [CF] for a description of these. Most questions mentioned above in the case of type D flops also remain valid for type E.
8. Further topics

Deformation quantization: The category of $D$-modules on $\mathbb{C}(k,N)$ can be deformed to the category of coherent sheaves on $T^*\mathbb{C}(k,N)$. The specialization map from $D$-modules to coherent sheaves is given by taking the associated graded. Now consider the open subset $j : U \hookrightarrow \mathbb{C}(k,N) \times \mathbb{C}(N - k, N)$ defined as the locus $(V, V')$ where $V \cap V' = 0$. It turns out that the push-forward $j_* \mathcal{O}_U$ of the $D$-module $\mathcal{O}_U$ is a $D$-module on $\mathbb{C}(k,N) \times \mathbb{C}(N - k, N)$ which induces an equivalence $\text{Dmod}(\mathbb{C}(k,N)) \xrightarrow{\sim} \text{Dmod}(\mathbb{C}(N - k, N))$. In [CDK] we check that the associated kernel of this equivalence is actually the kernel $T(k, N) \in D(T^*\mathbb{C}(k,N) \times T^*\mathbb{C}(N - k, N))$.

Remark 8.1. Calculating the associated graded of a $D$-module is quite difficult in general. In [CDK] we compute the associated graded by first constructing a categorical $\mathfrak{sl}_2$ action on categories of $D$-modules on $\sqcup k \mathbb{C}(k,N)$ and then showing that it agrees, via the associated graded map, with the categorical $\mathfrak{sl}_2$ action on coherent sheaves on $\sqcup k T^*\mathbb{C}(k,N)$. So this approach does not really give an entirely different proof that $T(k, N)$ is invertible.

The category of $D$-modules on $\mathbb{C}(k,N)$ is an example of a deformation quantization of the category of coherent sheaves on $T^*\mathbb{C}(k,N)$. But deformation quantizations also exists for category of coherent sheaves on quiver varieties, for instance. Understanding how these categorical Lie algebra actions and the corresponding equivalences deform to these deformation quantizations is a little explored but interesting problem.

Flops as moduli spaces: Bridgeland [B] describes a way to construct the Atiyah flop $Y^+$ of a 3-fold $p : Y \to \overline{Y}$ as the moduli of perverse coherent sheaves on $Y$ (the definition of these perverse sheaves uses the map $p$). Then the universal family over the product $Y \times Y^+$ induces the derived equivalence $D(Y) \xrightarrow{\sim} D(Y^+)$. Can you generalize this result to other Atiyah or Mukai flops? This question seems difficult (but also interesting) in part because, as we saw in section 4.4.3, the autoequivalence of $D(T^*\mathbb{C}(2,4))$ is not induced by the structure sheaf of the natural fibre product.
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