ABELIAN QUOTIENTS OF THE Y-FILTRATION ON THE HOMOLOGY CYLINDERS VIA THE LMO FUNCTOR
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Abstract. We construct a series of homomorphisms from the $Y$-filtration on the monoid of homology cylinders to torsion modules via the mod $\mathbb{Z}$ reduction of the LMO functor. The restriction of our homomorphism to the lower central series of the Torelli group does not factor through Morita’s refinement of the Johnson homomorphism. We use it to show that the abelianization of the Johnson kernel of a closed surface has torsion elements. We also determine the third graded quotient $Y_3IC_{g,1}/Y_4$ of the $Y$-filtration.
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1. INTRODUCTION

Let $\mathcal{M} = \mathcal{M}_{g,1}$ denote the mapping class group of an oriented surface $\Sigma_{g,1}$ of genus $g$ with one boundary component, and let $H = H_1(\Sigma_{g,1}; \mathbb{Z})$. Choosing a symplectic basis of $H$, the group of automorphisms of $H$ preserving the intersection form is identified with $\text{Sp}(2g; \mathbb{Z})$. The Torelli group $\mathcal{I} = \mathcal{I}_{g,1}$ is the kernel of the homomorphism $\mathcal{M} \to \text{Sp}(2g; \mathbb{Z})$ derived from the action on $H$. Let $\mathcal{I}(n)$ be the $n$-th subgroup of its lower central series, that is, $\mathcal{I}(1) = \mathcal{I}$ and $\mathcal{I}(n+1) = [\mathcal{I}(n), \mathcal{I}]$. When $g$ is sufficiently large, the $\text{Sp}(2g; \mathbb{Z})$-module $\mathcal{I}/\mathcal{I}(2)$ is determined in [16, Theorem 3], and the $\text{Sp}(2g; \mathbb{Q})$-module $(\mathcal{I}(n)/\mathcal{I}(n+1)) \otimes \mathbb{Q}$ is determined in [26, Proposition 6.3] for $n = 3$, in [27, Theorem 1.2] for $n = 4, 5, 6$. Especially, for $n = 1, 3, 4, 5, 6$, the $n$-th Johnson
homomorphism $\tau_n$ induces an injective homomorphism

$$(\mathcal{I}(n)/\mathcal{I}(n+1)) \otimes \mathbb{Q} \rightarrow (H \otimes L_{n+1}) \otimes \mathbb{Q},$$

where $L_n$ is the degree $n$ part of the free Lie algebra generated by $H$. When $n = 2$, $(\mathcal{I}(2)/\mathcal{I}(3)) \otimes \mathbb{Q}$ is determined in [13] Theorem 10.1, and it is shown that the kernel of the homomorphism $\tau_2: (\mathcal{I}(2)/\mathcal{I}(3)) \otimes \mathbb{Q} \rightarrow (H \otimes L_3) \otimes \mathbb{Q}$ is of rank 1, which is detected by the Casson invariant as explained in [24]. Moreover, a presentation of the associated graded Lie algebra $\bigoplus_{n=1}^{\infty} \mathcal{I}(n)/\mathcal{I}(n+1) \otimes \mathbb{Q}$ is given in [13] Theorem 11.1. See [26] and [27], for details of the results on $\mathcal{I}(n)/\mathcal{I}(n+1) \otimes \mathbb{Q}$ mentioned above.

In this paper, we study the torsion subgroup of the graded quotient $\mathcal{I}(n)/\mathcal{I}(n+1)$. Our key tool is the LMO functor which is regarded as an invariant of 3-dimensional cobordisms. In particular, we focus on a cobordism $(M, m)$, where $M$ is homologically the product $\Sigma_{g,1} \times [-1, 1]$, and $m$ is a homeomorphism from $\partial(\Sigma_{g,1} \times [-1, 1])$ to $\partial M$. Such a cobordism is called a homology cylinder over $\Sigma_{g,1}$, and the set $\mathcal{IC} = \mathcal{IC}_{g,1}$ of homology cylinders over $\Sigma_{g,1}$ is a monoid with the multiplication $(M, m) \circ (N, n)$ defined by stacking $N$ on $M$.

Here $\mathcal{IC}$ is related with $\mathcal{I}$ via the monoid homomorphism $\iota: \mathcal{I} \rightarrow \mathcal{IC}$ defined by

$$[f] \mapsto (\Sigma_{g,1} \times [-1, 1], \text{id}_{\Sigma_{g,1}} \times \{-1\} \cup \text{id}_{\partial \Sigma_{g,1} \times [-1,1]} \cup f \times \{1\}).$$

Since this map is known to be injective, one can study $\mathcal{I}$ via $\mathcal{IC}$. It is natural to consider a descending series of submonoids of $\mathcal{IC}$ related to the lower central series of $\mathcal{I}$. Goussarov and Habiro introduced the $Y_n$-equivalence relation among cobordisms and the filtration $Y_n \mathcal{IC}$ satisfying $\iota(\mathcal{I}(n)) \subset Y_n \mathcal{IC}$. Moreover, $\iota$ induces a homomorphism $\text{Gr} \iota: \mathcal{I}(n)/\mathcal{I}(n+1) \rightarrow Y_n \mathcal{IC}/Y_{n+1}$ between abelian groups.

We next review the LMO functor, which is a main tool to construct our abelian quotients. Kontsevich introduced an invariant of knots in $S^3$ which takes values in the series of Jacobi diagrams, where a Jacobi diagram is a uni-trivalent graph with additional information. The Kontsevich invariant unifies finite type invariants of knots, and was extended to an invariant of tangles.

Le, Murakami and Ohtsuki constructed the LMO invariant of closed 3-manifolds which is universal among $\mathbb{Q}$-valued finite type invariants of rational homology 3-spheres (see [28] for instance). Using the Kontsevich invariant, Cheptea, Habiro and Massuyeau [2] extended the LMO invariant to the case of 3-manifolds with boundary. More precisely, they introduced the LMO functor $\widetilde{Z}$ from a certain category of cobordisms between surfaces with connected boundary to a category of series of Jacobi diagrams.

The LMO functor $\widetilde{Z}$ is related to the Johnson homomorphisms $\tau_n$ on homology cylinders. In fact, for $M = (M, m) \in \mathcal{IC}$, if the leading term of the 0-loop (namely, tree) part of the $Y$-part $\widetilde{Z}^Y(M)$ has degree $n$, then it coincides with $-\tau_n(M)$. Note that the sign of $\tau_n$ is different from [2] (compare $\rho_2$ in Section 5.3 with [2] (8-3)). Here we briefly mention Jacobi diagrams, where each univalent vertex is colored by an element of the set $\{1^\pm, 2^\pm, \ldots, g^\pm\}$ of $2g$ elements. A connected Jacobi diagram without trivalent vertices is called a strut. Let $\mathcal{A}_c^\pm$ (resp. $\mathcal{A}_n^\pm$) denote
the $\mathbb{Z}$-module generated by connected Jacobi diagrams (resp. by Jacobi diagrams without struts) with $n$ trivalent vertices modulo some relations (see Section 2.6).

Let us see a relation between the $Y$-part $\bar{Z}^Y$ of the LMO functor (see Section 2.8) and $Y$-filtration. By [2] Theorem 7.11, $\bar{Z}^Y_{<n}(M)$ is the empty diagram $\emptyset$ for $M \in Y_n\text{IC}$, and $\bar{Z}^Y_n$ induces an isomorphism $(Y_n\text{IC}/Y_{n+1}) \otimes \mathbb{Q} \cong A^Y_n \otimes \mathbb{Q}$. It is natural to study for $M \in Y_n\text{IC}$ the next term $\bar{Z}^Y_{n+1}(M)$. In fact, we consider “$\bar{Z}^Y_n$ mod $\mathbb{Z}$”, which is invariant under the $Y_{n+1}$-equivalence.

For $n \geq 1$, $F_n\text{IC}$ is a filtration on the monoid ring $\mathbb{Z}\text{IC}$ (see Section 2.5). We define homomorphisms

$$Z_{n+1}: F_n\text{IC}/F_{n+1}\text{IC} \to A^Y_{n+1} \otimes \mathbb{Q}/\mathbb{Z}$$

and

$$\bar{z}_{n+1}: Y_n\text{IC}/Y_{n+1} \to \mathcal{A}^c_{n+1} \otimes \mathbb{Q}/\mathbb{Z}$$

to be the mod $\mathbb{Z}$ reductions of the degree $(n+1)$-st parts of $\bar{Z}^Y(M)$ and $\log \bar{Z}^Y(M)$, respectively. These homomorphisms are independent of the choice of an associator used to define the LMO functor (see Remark 2.1). On the other hand, they depend on the choice of a basis of $\pi_1(\Sigma_{g,1})$.

In order to compute $Z_{n+1}$ and $\bar{z}_{n+1}$, we introduce a homomorphism $\delta$ which is explicitly written as an operation on Jacobi diagrams in Section 3. More precisely, we give formulas of the abelian quotients of subgroups of the Torelli group. Denote by $\mathcal{A}^c$ the $\mathcal{A}^c$-th subgroup of $\mathcal{A}$. Since the Johnson filtration is central, $J_n\mathcal{M}$ contains $\mathcal{I}(n)$. Recall that the $n$-th Johnson homomorphism

$$\tau_n: J_n\mathcal{M} \to \text{Hom}(H, \pi_1\Sigma_{g,1}(n+1)/\pi_1\Sigma_{g,1}(n+2))$$

is defined by $\tau_n(\varphi)([\gamma]) = \varphi(\gamma)\gamma^{-1}$.

**Theorem 1.1.** The following diagrams commute:

$$\begin{array}{ccc}
A^Y_n & \xrightarrow{\mathcal{G}} & F_n\text{IC}/F_{n+1}\text{IC} \\
\downarrow{\delta+Y} & & \downarrow{\gamma} \\
A^Y_{n+1} \otimes \mathbb{Z}/2\mathbb{Z} & \xrightarrow{\text{id} \otimes \frac{1}{2}} & A^Y_{n+1} \otimes \mathbb{Q}/\mathbb{Z} \\
\downarrow{\mathcal{I}} & & \downarrow{\mathcal{I}} \\
A^c_{n+1} \otimes \mathbb{Z}/2\mathbb{Z} & \xrightarrow{\text{id} \otimes \frac{1}{2}} & A^c_{n+1} \otimes \mathbb{Q}/\mathbb{Z}.
\end{array}$$

Here, $\gamma: A^Y_n \to A^Y_{n+1}$ is defined by $\gamma(J) = \sum_{Y \subset J \cup Y, Y \text{ connected component of } J} \mathcal{L}(n)$, where $Y$ runs over every connected component of $J$ with one trivalent vertex.

We have two applications of the homomorphisms $\bar{z}_{n+1}: Y_n\text{IC}/Y_{n+1} \to A^c_{n+1} \otimes \mathbb{Q}/\mathbb{Z}$ and $\delta: A^Y_n \to A^Y_{n+1} \otimes \mathbb{Z}/2\mathbb{Z}$ which are proved in Section 6. The first one is with respect to abelian quotients of subgroups of the Torelli group. Denote by $\pi_1\Sigma_{g,1}(n)$ the $n$-th subgroup of the lower central series of $\pi_1\Sigma_{g,1}$. A filtration of the mapping class group whose $n$-th term $J_n\mathcal{M} = \text{Ker}(\mathcal{M} \to \text{Aut}(\pi_1\Sigma_{g,1}/\pi_1\Sigma_{g,1}(n+1)))$ is called the Johnson filtration. Since the Johnson filtration is central, $J_n\mathcal{M}$ contains $\mathcal{I}(n)$. Recall that the $n$-th Johnson homomorphism

$$\tau_n: J_n\mathcal{M} \to \text{Hom}(H, \pi_1\Sigma_{g,1}(n+1)/\pi_1\Sigma_{g,1}(n+2))$$

is defined by $\tau_n(\varphi)([\gamma]) = \varphi(\gamma)\gamma^{-1}$.

**Theorem 1.2.** Let $1 \leq n \leq g-2$. Each of the 0-loop part and 1-loop part of $\bar{z}_{2n}: Y_{2n-1}\text{IC}/Y_{2n} \to A^c_{2n} \otimes \mathbb{Q}/\mathbb{Z}$ restricted to

$$\text{Im}(\mathcal{I}(2n-1)/\mathcal{I}(2n) \to Y_{2n-1}\text{IC}/Y_{2n}) \cap \text{tor}(Y_{2n-1}\text{IC}/Y_{2n})$$

is a non-trivial homomorphism. Especially, neither the 0-loop part nor 1-loop part of $\bar{z}_{2n} \circ \text{Gr}: \mathcal{I}(2n-1)/\mathcal{I}(2n) \to A^c_{2n} \otimes \mathbb{Q}/\mathbb{Z}$ factors through the Johnson homomorphism $\tau_{2n-1}$.
By Theorem 1.2, the induced homomorphism on $I(2n-1)/I(2n)$ by $\tau_{2n-1}$ is not injective. Since $\text{Ker} \, \tau_{n} = J_{n+1} \mathcal{M}$, we have the following. When $n = 1$, it is a corollary of 16 Theorem 3.

**Corollary 1.3.** Let $1 \leq n \leq g-2$. The natural homomorphism $I(2n-1)/I(2n) \to J_{2n-1} \mathcal{M}/J_{2n} \mathcal{M}$ induced by the inclusion is non-trivial.

Morita’s refinement
$$\tilde{\tau}_{n}: J_{n} \mathcal{M} \to H_{3}(\pi_{1} \Sigma_{g,1}/\pi_{1} \Sigma_{g,1}(n + 1))$$
of the $n$-th Johnson homomorphism is introduced in 25. There are several equivalent homomorphisms such as Heap’s homomorphism in 13 and Massuyeau’s infinitesimal analogue in 20, Section 4] (see also 13 Section 3.3). As we show in Theorem 4.4, $\tilde{\tau}_{2n}: Y_{2n-1} \mathcal{I} \mathcal{C} \to A_{2n}^{c} \otimes \mathbb{Q}/\mathbb{Z}$ extends to a homomorphism on $Y_{n} \mathcal{I} \mathcal{C}$.

**Corollary 1.4.** For $1 \leq n \leq g-2$, each of the 0-loop part and 1-loop part of the homomorphism $\tilde{\tau}_{2n}: Y_{n} \mathcal{I} \mathcal{C} \to A_{2n}^{c} \otimes \mathbb{Q}/\mathbb{Z}$ restricted to $I(n)$ is non-trivial, and the restriction does not factor through Morita’s refinement $\tilde{\tau}_{n}$.

Let $\mathcal{I} \mathcal{H} = \mathcal{I} \mathcal{H}_{g,1}$ be the homology cobordism group of homology cylinders over $\Sigma_{g,1}$. We see that the 0-loop part of $\tilde{\tau}_{2n}$ factors through $Y_{2n-1} \mathcal{I} \mathcal{H}/Y_{2n}$ in Section 5.3 and that the 1-loop part does not in Section 6.1 where $Y_{n} \mathcal{I} \mathcal{H}$ is the image of the $Y$-filtration $Y_{n} \mathcal{I} \mathcal{C}$ under the projection $q: \mathcal{I} \mathcal{C} \to \mathcal{I} \mathcal{H}$.

Let $K \mathcal{C}$ and $\mathcal{K}$ denote the kernels of the first Johnson homomorphisms on $\mathcal{I} \mathcal{C}$ and $I = J_{1} \mathcal{M}$, respectively. In other words, $\mathcal{K} = J_{2} \mathcal{M}$. We review a homomorphism $K \mathcal{C} \to \mathbb{Z}$ arising from the Casson invariant (see [22 Section 1] or 2 Section 6.8]). Let $e: \Sigma_{g,1} \cup_{0} \Sigma_{0,1} \to S^{3}$ be an embedding such that its image is a Heegaard surface. Then, for $(M, m) \in K \mathcal{C}$, one can obtain an integral homology 3-sphere $M_{e}$ by replacing a tubular neighborhood $e(\Sigma_{g,1}) \times [-1, 1] \subset S^{3}$ with $M$ via the homeomorphism $m$. The Casson invariant of $M_{e}$ gives homomorphisms $K \mathcal{C} \to \mathbb{Z}$ which depend on the choice of $e$, and the difference of two such homomorphisms restricted to $\mathcal{K}$ is known to be written in terms of the second Johnson homomorphism $\tau_{2}$. See 24 Theorem 6.1(iii), for details.

For $n \geq 1$, let $O(a_{1}, a_{2}, a_{3}, \ldots, a_{n}) \in A_{n}^{c}$ denote the 1-loop Jacobi diagram

$$O(a_{1}, a_{2}, a_{3}, \ldots, a_{n}) = \begin{array}{c}
\vdots \\
\vdots \\
a_{1} \\
a_{2} \\
a_{3} \\
a_{n}
\end{array}$$

for $a_{1}, a_{2}, a_{3}, \ldots, a_{n} \in \{1^{\pm}, 2^{\pm}, \ldots, g^{\pm}\}$.

**Theorem 1.5.** For $g \geq 4$, the degree 4 part of $\tilde{Z}_{Y}$ induces a homomorphism
$$\tilde{\tau}_{4}: K \mathcal{C} \to A_{3}^{c} \otimes \mathbb{Q}/\mathbb{Z} \to \left\{ \frac{1}{2} \delta O(a, b, b) \mid a, b \in \{1^{\pm}, 2^{\pm}, \ldots, g^{\pm}\} \right\},$$
and its restriction to the intersection of $\text{Ker} \, \tilde{\tau}_{2} \subset \mathcal{K}$ and the kernels of the homomorphisms induced by the Casson invariant is non-trivial.
The Johnson homomorphism can be considered also for a closed surface of genus \( g \), and let \( K_g \) denote the kernel of the first Johnson homomorphism. In [27], Morita, Sakasai, and the third author determined the first homology \( H_1(K_g; \mathbb{Q}) \), and showed that \( \tilde{\tau}_2 \) and the Casson invariant give an isomorphism between \( H_1(K_g; \mathbb{Q}) \) and their images for \( g \geq 6 \). We see that Theorem 1.5 holds also in the case of closed surfaces, and conclude the following.

**Corollary 1.6.** For \( g \geq 6 \), the torsion subgroup of \( H_1(K_g; \mathbb{Z}) \) is non-trivial.

The second application of \( \bar{z}_{n+1} \) and \( \delta \) is the determination of the module \( Y^3_{IC}/Y^4 \). Massuyeau and Meilhan showed that the natural inclusion \( c: \mathcal{I} \to IC \) induces an isomorphism \( H_1(\mathcal{I}; \mathbb{Z}) \cong IC/Y_2 \) in [21, Theorem 1.3]. They also investigated the \( Y^3 \)-equivalence classes, and showed that the surgery map \( s \) gives an isomorphism \( A_3^c \cong Y^2_{IC} / Y^3 \) in [22, Corollary 5.1]. We determine the abelian group \( Y^3_{IC}/Y^4 \) as described below. After fixing a symplectic basis \( \{ \alpha_1, \beta_1, \ldots, \alpha_g, \beta_g \} \) of \( H \), we identify \( H \) with the free module generated by the set \( \{ 1^\pm, 2^\pm, \ldots, g^\pm \} \) of labels via the correspondence \( \alpha_i \leftrightarrow i^- \) and \( \beta_i \leftrightarrow i^+ \). For \( n \geq 3 \), let us denote by \( T(a_1, a_2, \ldots, a_n) \in A^c_{n-2} \) the tree Jacobi diagram as

\[
T(a_1, a_2, \ldots, a_n) = \begin{array}{cccc}
& & & \\
& a_2 & a_3 & a_{n-1} \\
\ldots & \ldots & \ldots & \ldots \\
a_1 & & & a_n
\end{array}
\]

**Theorem 1.7.** There is an exact sequence

\[
0 \longrightarrow (\Lambda^3 H \oplus \Lambda^2 H) \otimes \mathbb{Z}/2\mathbb{Z} \xrightarrow{j} A_3^c \xrightarrow{s} Y^3_{IC}/Y^4 \longrightarrow 0
\]

of abelian groups, where \( j \) is defined by

\[
j(a \wedge b \wedge c) = T(a, b, c, b, a) + T(b, c, a, c, b) + T(c, a, b, a, c),
\]

\[
j(a \wedge b) = O(a, b, b) + O(b, a, a)
\]

for \( a, b, c \in \{ 1^\pm, \ldots, g^\pm \} \). Especially, we have

\[
Y^3_{IC}/Y^4 \cong (L_3 \oplus S^2 H) \otimes \mathbb{Z}/2\mathbb{Z} \oplus (D_3 \oplus \Lambda^3 H),
\]

where \( D_3 = \text{Ker}(H \otimes L_4 \to L_5) \) is the kernel of the bracket map.

This theorem is related with the Goussarov-Habiro conjecture of finite-type invariants of homology cylinders discussed in Section 6.5.
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2. Preliminaries

We establish some notation on homology cylinders, graph claspers, and Jacobi diagrams following [11] and [2], and review the definition of the LMO functor.
2.1. Homology cylinders and the homology cobordism group. A homology cylinder over \( \Sigma_{g,1} \) is a compact connected oriented 3-manifold \( M \) equipped with an orientation-preserving homeomorphism \( m: \partial(\Sigma_{g,1} \times [-1, 1]) \to \partial M \) such that the two inclusions \( m_{\pm} = m|_{\Sigma_{g,1} \times \{\pm1\}} : \Sigma_{g,1} \times \{\pm1\} \to M \) induce the same isomorphism on their integral homology groups. Two homology cylinders \( (M, m) \) and \( (M', m') \) are said to be equivalent if there exists an orientation-preserving homeomorphism \( \Phi: M \to M' \) such that \( \Phi \circ m = m' \). A homology cylinder is a special case of a cobordism which is a 3-manifold whose boundary consists of \( \Sigma_{g,+,1} \), \( \Sigma_{g,-,1} \) and annulus without any homological condition (see [2] Definition 2.2 for the precise definition).

For two homology cylinders \( (M, m) \) and \( (M', m') \), we obtain a new homology cylinder \( M \circ M' \) by pasting the top of \( M \) and the bottom of \( M' \) using the identification \( m' \circ (m_+)^{-1} \). More generally, for two cobordisms \( M \) from \( \Sigma_{g,1} \) to \( \Sigma_{r,1} \) and \( M' \) from \( \Sigma_{p,1} \) to \( \Sigma_{q,1} \), we obtain a new cobordism \( M \circ M' \) from \( \Sigma_{p,1} \) to \( \Sigma_{r,1} \) in the same way. We denote by \( IC \) the set of equivalence classes of homology cylinders, which forms a monoid with this composition.

Two homology cylinders \( M \) and \( M' \) over \( \Sigma_{g,1} \) are said to be homology cobordant if the closed oriented 3-manifold \( M \cup m_+(m')^{-1} (M') \) bounds a compact oriented smooth 4-manifold \( W \) such that the inclusions induce isomorphisms between their integral homology groups. We denote by \( \sim_H \) this equivalence relation, and also denote the quotient by \( IH = IC/\sim_H \), which is called the homology cobordism group of homology cylinders. We denote the projection map by \( q: IC \to IH \).

2.2. Bottom-top tangles. For \( g \geq 1 \), choose \( g \) pairs of points \( (p_1, q_1), \ldots, (p_g, q_g) \) in \([-1, 1]^2\) uniformly in the first direction as \( p_i = \left( \frac{2(2i-g)-3}{2g+1}, 0 \right) \) and \( q_i = \left( \frac{2(2i-g)-1}{2g+1}, 0 \right) \). Let us call a homology cylinder over \([-1, 1]^2\) a homology cube. Let \( B \) be a homology cube and identify \( \partial[-1, 1]^3 \) with \( \partial B \). For \( g, h \geq 1 \), let \( \gamma = (\gamma^+, \gamma^-) \) be a framed oriented tangle in \( B \) with \( g \) top components \( \gamma_1^+, \ldots, \gamma_g^+ \) and \( h \) bottom components \( \gamma_1^-, \ldots, \gamma_h^- \) such that each \( \gamma_j^+ \) runs from \( q_j \times \{-1\} \) to \( p_j \times \{-1\} \), and each \( \gamma_j^- \) runs from \( p_j \times \{1\} \) to \( q_j \times \{1\} \). Such a pair \( (B, \gamma) \) is called a bottom-top tangle of type \((g, h)\) in a homology cube. We give examples of bottom-top tangles in Table 1.

If we are given a bottom-top tangle \((B, \gamma)\) of type \((g, h)\) in a homology cube, by digging \( B \) along the tangle \( \gamma \), we obtain a cobordism \((M, m)\) from the top surface \( \Sigma_{g,1} \) to the bottom surface \( \Sigma_{h,1} \), where the homeomorphism \( m: \Sigma_{g,1} \cup (S^1 \times [-1, 1]) \cup \Sigma_{h,1} \to \partial M \) is uniquely determined (up to isotopy) by the framing of the tangle \( \gamma \). See [2] Theorem 2.10], for details. Assume that \( g = h \) and that the linking matrix

\[
\text{Lk}(\gamma) = \begin{pmatrix} O_g & I_g \\ I_g & O_g \end{pmatrix},
\]

where \( O_g \) and \( I_g \) are the zero matrix and identity matrix of size \( g \), respectively. In this case, we obtain a homology cylinder over \( \Sigma_{g,1} \) (see [2] Section 8.1]). Let \( \alpha_1, \beta_1, \ldots, \alpha_g, \beta_g \) be the oriented simple closed curves in Figure 1. Conversely, if we are given a cobordism \( M \) from \( \Sigma_{g,1} \) to \( \Sigma_{h,1} \) satisfying some homological condition, by attaching 3-dimensional 2-handles to the boundary of \( M \) along each of \( \beta_1, \ldots, \beta_g \) in the top surface and \( \alpha_1, \ldots, \alpha_h \) in the bottom surface, we obtain
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Figure 1. Oriented simple closed curves $\alpha_i$ and $\beta_i$ on $\Sigma_{g,1}$.

Figure 2. Changing nodes, leaves, and edges into a framed link.

a homology cube $B$. Denoting by $\gamma$ the co-cores of these 2-handles, we obtain a bottom-top tangle $(B, \gamma)$ in a homology cube.

Under this correspondence, the composition of cobordisms $M$ from $\Sigma_{q,1}$ to $\Sigma_{r,1}$ and $M'$ from $\Sigma_{p,1}$ to $\Sigma_{q,1}$ induces that of two bottom-top tangles $\gamma$ of type $(q,r)$ and $\gamma'$ of type $(p,q)$. We denote the composition by $\gamma \circ \gamma'$, which is of type $(p,r)$, and the composition is explicitly described in [2, Section 2.3].

2.3. Graph claspers. Goussarov [7] and Habiro [11] independently constructed tools to study finite-type invariants of links and homology cylinders, which are called clovers and claspers, respectively. Here, we explain graph claspers which Habiro called allowable graph claspers.

Let $M$ be a compact oriented 3-manifold. A graph clasper $G$ is a (not necessarily connected) compact orientable surface embedded into the interior of $M$ which decomposes into 3 kinds of constituents called nodes, leaves, and edges. Nodes, leaves, and edges are homeomorphic to disks, annuli, and $[0,1]^2$'s, respectively. Each edge is glued to exactly two constituents consisting of nodes and leaves along $[0,1] \times \{0\}$ and $[0,1] \times \{1\}$, respectively, and satisfies the conditions as follows. Each leaf should be connected to a single node and to no leaf by an edge, and each node should be connected to exactly three constituents consisting of nodes or leaves. In other words, a graph claser corresponds to a (not necessarily connected) uni-trivalent graph by assigning nodes, leaves, and edges to trivalent vertices, univalent vertices, and edges of the graph, respectively. Note that, by the condition we assigned on leaves, each connected component of a graph clasper has at least one node. By changing nodes, leaves, and edges into a framed link as in Figure 2 with blackboard framings, we obtain a framed link $L(G)$ in $M$, and we denote by $M_G$ the 3-manifold obtained by surgery along $L(G)$. 
2.4. \textit{Y}_n\text{-equivalence and the Y-filtration.} Two homology cylinders \( M \) and \( N \) are said to be \( \text{Y}_n \)-\textit{equivalent} if one can pass from \( M \) to \( N \) by surgery on connected graph claspers in \( M \) each of which has \( n \) nodes. For details, see [2] and [11].

Let us denote a submonoid of \( \mathcal{I}C \) as
\[
\text{Y}_n \mathcal{I}C = \{ M \in \mathcal{I}C \mid M \text{ is Y}_n\text{-equivalent to } \Sigma_{g,1} \times [-1,1] \}.
\]

Move 2 in [11, p. 14], which is the same as in [7, Theorem 2.4], or Move 9 in [11, p. 15] implies that, for \( 1 \leq k \leq l \), if two homology cylinders are \( \text{Y}_l \)-equivalent, they are \( \text{Y}_k \)-equivalent. Thus, we have a filtration
\[
\mathcal{I}C = \text{Y}_1 \mathcal{I}C \supset \text{Y}_2 \mathcal{I}C \supset \text{Y}_3 \mathcal{I}C \supset \cdots
\]
on the monoid \( \mathcal{I}C \) which is called the \( \text{Y}\text{-filtration} \) on \( \mathcal{I}C \).

As shown in [9, Theorem 3] and [11, Section 8.5], \( \mathcal{I}C/\text{Y}_{n+1} \) is a finitely generated nilpotent group, and \( \text{Y}_n \mathcal{I}C/\text{Y}_{n+1} \) is an abelian group for \( n \geq 1 \). Moreover, the graded quotient
\[
\text{Gr}^{Y} \mathcal{I}C = \bigoplus_{n \geq 1} \text{Y}_n \mathcal{I}C/\text{Y}_{n+1}
\]
forms a graded Lie algebra with the Lie bracket defined by
\[
[M, N] = M \circ N \circ M' \circ N' \in \text{Y}_{i+j} \mathcal{I}C/\text{Y}_{i+j+1}
\]
for \( M \in \text{Y}_i \mathcal{I}C \) and \( N \in \text{Y}_j \mathcal{I}C \), where \( M' \) and \( N' \) are representatives of the inverse elements of \( \text{Y}_{i+j} \mathcal{I}C/\text{Y}_{i+j+1} \). By setting \( Y_n \mathcal{I}H = q(Y_n \mathcal{I}C) \), the projection \( q: \mathcal{I}C \to \mathcal{I}H \) induces a homomorphism \( \text{Gr}^{q} \mathcal{I}C = \bigoplus_{n \geq 1} \text{Y}_n \mathcal{I}C/\text{Y}_{n+1} \to \bigoplus_{n \geq 1} Y_n \mathcal{I}H/\text{Y}_{n+1} \).

2.5. The \( F \)-filtration on \( \mathcal{Z} \mathcal{I}C \). Let \( \mathcal{Z} \mathcal{I}C \) be the monoid ring of \( \mathcal{I}C \), that is, the free module generated by the set \( \mathcal{I}C \) of equivalence classes of homology cylinders equipped with the product induced by \( \mathcal{I}C \). For \( M \in \mathcal{I}C \) and a graph clasper \( G \) in \( M \), let \([M,G]\) denote the \textit{surgery bracket} defined by
\[
[M, G] = \sum_{G' \subset G} (-1)^{|G'|} M_{G'} \in \mathcal{Z} \mathcal{I}C,
\]
where \( G' \) runs through all the subsets of the set of connected components of \( G \). The \( F\text{-filtration} \) \( \mathcal{F}_n \mathcal{I}C \) on \( \mathcal{Z} \mathcal{I}C \) is defined to be the submodule
\[
([M,G] \mid M \in \mathcal{I}C \text{ and } G \text{ is a graph clasper in } M \text{ with } n \text{ nodes})
\]
spanned by surgery brackets for \( n \geq 1 \).

2.6. The module of Jacobi diagrams. Let \( C \) be a finite set. We consider a uni-trivalent graph whose each univalent vertex is colored with an element in \( C \), and each trivalent vertex is equipped with a cyclic order of its incident edges. We call such a uni-trivalent graph a \textit{Jacobi diagram}. and we denote by \( \mathcal{A}(C) \) the abelian group defined as
\[
\mathcal{A}(C) = \frac{\mathcal{Z}\{\text{Jacobi diagrams colored with } C\}}{\text{AS, IHX, self-loop}},
\]
where the self-loop relation means that a Jacobi diagram with a self-loop is trivial in $\mathcal{A}(C)$, and the AS and IHX relations are as follows:

$$\text{AS: } \begin{array}{c}
\begin{array}{c}
\text{ }}
\end{array}
\end{array} = - \begin{array}{c}
\begin{array}{c}
\text{ }}
\end{array}
\end{array}, \quad \text{IHX: } \begin{array}{c}
\begin{array}{c}
\text{ }}
\end{array}
\end{array} = 0.
$$

Note that, everywhere in this paper, we assume that trivalent vertices of Jacobi diagrams depicted are oriented counterclockwise.

We mainly consider the case when $C$ is the set $\{1^\pm, \ldots, g^\pm\}$ of $2g$ elements, and simply denote as $\mathcal{A} = \mathcal{A}(\{1^\pm, \ldots, g^\pm\})$. The internal degree i-deg($J$) of a Jacobi diagram $J$ is defined to be the number of trivalent vertices in $J$. Let us denote the submodule of $\mathcal{A}$ generated by the (not necessarily connected) Jacobi diagrams of i-deg = $n$ by $\mathcal{A}_n$. Recall that a strut is a connected Jacobi diagram without trivalent vertices, and that we denote by $\mathcal{A}^c$ (resp. $\mathcal{A}^Y$) the submodule of $\mathcal{A}$ generated by connected Jacobi diagrams (resp. by Jacobi diagrams without struts). We also denote their i-deg = $n$ parts as $\mathcal{A}^c_n = \mathcal{A}^c \cap \mathcal{A}_n$ and $\mathcal{A}^Y_n = \mathcal{A}^Y \cap \mathcal{A}_n$. The submodule of $\mathcal{A}^c_n$ generated by connected Jacobi diagrams with $k$ loops is denoted by $\mathcal{A}^c_{n,k}$, namely, connected Jacobi diagrams with Euler characteristic 1 − $k$.

Let $p, q, r$ be non-negative integers, and let $J$ and $J'$ be Jacobi diagrams colored with $\{1^+, \ldots, q^+, 1^-, \ldots, p^-\}$ and $\{1^+, \ldots, r^+, 1^-, \ldots, q^-\}$, respectively. We assume $J$ has no struts with labels in $\{1^+, \ldots, q^+\}$ in the both ends. In [2, Section 1.2], such $J$ is said to be top-substantial. We denote the composition of $J$ and $J'$ as

$$J \circ J' = \sum \left( \text{all ways of gluing the } i^+\text{-colored vertices of } J \text{ to the } i^-\text{-colored vertices of } J' \text{ for all } 1 \leq i \leq q \right) \in \mathcal{A}(\{1^+, \ldots, r^+, 1^-, \ldots, p^-\}).$$

There is another composition $\star$ on the submodule $\mathcal{A}^Y$. For Jacobi diagrams $J$ and $J'$ colored with $\{1^\pm, \ldots, g^\pm\}$ without struts, we define

$$J \star J' = \sum \left( \text{all ways of gluing some of } i^+\text{-colored vertices of } J \text{ to some of } i^-\text{-colored vertices of } J' \text{ for all } 1 \leq i \leq g \right) \in \mathcal{A}^Y.$$

The product $\star$ makes $\mathcal{A}^Y$ an associative algebra. Actually, it is a co-commutative graded Hopf algebra. See [2] Proposition 8.5, for details.

Furthermore, we denote by $\hat{\mathcal{A}}$ the completion of $\mathcal{A}$ with respect to the total degree of Jacobi diagrams, where the total degree of a Jacobi diagram $J$ is defined to be half the number of vertices of $J$. Then, for a series $x \in \hat{\mathcal{A}}$ of non-empty Jacobi diagrams, $\exp(x) = \sum_{n=0}^{\infty} x^n/n!$ and $\log(\theta + x) = \sum_{n=1}^{\infty} (-1)^{n-1} x^n/n$ make sense, where $x^n$ denotes the disjoint union of $n$ copies of $x$. Note that the subspace $\hat{\mathcal{A}}^Y$ coincides with the completion of $\mathcal{A}^Y$ with respect to the internal degree.

2.7. The surgery map. Here, we review the surgery maps

$$\mathcal{G} : \mathcal{A}^Y_n \to \mathcal{F}_n^{I\mathcal{C}} / \mathcal{F}_{n+1}^{I\mathcal{C}}, \quad \mathcal{S} : \mathcal{A}^c_n \to Y_n^{I\mathcal{C}} / Y_{n+1}^{I\mathcal{C}}.$$

As explained in Section 2.3, we obtain a (not necessarily connected) compact orientable surface from $J \in \mathcal{A}^Y_n$ by assigning disks and annuli called nodes and leaves to trivalent and univalent vertices in $J$, and by gluing them to unit squares corresponding to edges. We embed the surface
in \( \Sigma_{g,1} \times [-1,1] \) and obtain a graph clasper \( G \) as follows. First, we identify \( \Sigma_{g,1} \times [-1,1] \) with a bottom-top tangle \( \gamma \) in a cube \([-1,1]^3\), and embed the surface in \([-1,1]^3 \setminus \gamma\) instead of \( \Sigma_{g,1} \times [-1,1] \). Fix an orientation of the surface, and embed each leaf along a meridian of the tangle which represents the color of the corresponding univalent vertex. The annulus is assumed to be vertical to the tangle, namely, the self linking number of the core circle is zero with respect to the framing induced by the annulus. Also, the orientation of the annulus is assumed to coincide with that of the normal bundle of the tangle in \( \Sigma_{g,1} \times [-1,1] \). Here, we take a sufficiently small meridian, and assume that neither leaves nor edges go through the hole of the annulus. Second, we embed the nodes in an arbitrary way, and connect nodes and leaves by edges in \( \Sigma_{g,1} \times [-1,1] \) so that the orientations of the constituents are compatible. In this way, we obtain a graph clasper \( G \). Define homomorphisms \( \mathcal{S}: \mathcal{A}_{n}^{Y} \to \mathcal{F}_{n}\mathcal{I}\mathcal{C}/\mathcal{F}_{n+1}\mathcal{I}\mathcal{C} \) and \( \mathfrak{s}: \mathcal{A}_{n}^{c} \to \mathcal{Y}_{n}\mathcal{I}\mathcal{C}/\mathcal{Y}_{n+1} \) by

\[
\mathcal{S}(J) = [\Sigma_{g,1} \times [-1,1], G] \in \mathcal{F}_{n}\mathcal{I}\mathcal{C}/\mathcal{F}_{n+1}\mathcal{I}\mathcal{C} \quad \text{and} \quad \mathfrak{s}(J) = (\Sigma_{g,1} \times [-1,1])_{G} \in \mathcal{Y}_{n}\mathcal{I}\mathcal{C}/\mathcal{Y}_{n+1},
\]

respectively. The surgery map \( \mathfrak{s}: \mathcal{A}_{n}^{c} \to \mathcal{Y}_{n}\mathcal{I}\mathcal{C}/\mathcal{Y}_{n+1} \) is surjective when \( n \geq 2 \) as shown in [11, Section 8.5] (see also [2, Theorem 8.8]), and induces an isomorphism \( \mathcal{A}_{n}^{c} \otimes \mathbb{Q} \cong (\mathcal{Y}_{n}\mathcal{I}\mathcal{C}/\mathcal{Y}_{n+1}) \otimes \mathbb{Q} \) whose inverse map up to sign is given by the degree \( n \) part of \( \tilde{Z}^{Y} \) as shown in [2, Theorem 8.8].

2.8. The LMO functor. The LMO functor is an invariant of 3-dimensional cobordisms formulated as a functor from a certain category of cobordisms to a category of Jacobi diagrams. Our homomorphisms \( \mathcal{Z}_{n+1} \) and \( \bar{z}_{n+1} \) mentioned in Section 1 are constructed from the mod \( \mathbb{Z} \) reduction of the LMO functor.

We briefly review the definition of the LMO functor following [2]. We denote by \( \mathcal{LC}\mathcal{Ob}_{q} \) the (non-strict) monoidal category of Lagrangian \( q \)-cobordisms and by \( ^{ts}A \) the strict monoidal category of top-substantial Jacobi diagrams. An object of \( \mathcal{LC}\mathcal{Ob}_{q} \) is an element of the free magma generated by a letter \( \bullet \), and a morphism \( v \to w \) is a Lagrangian \( q \)-cobordism from \( \Sigma_{|v|,1} \) to \( \Sigma_{|w|,1} \), where \( |v| \) denotes the length of \( v \). For instance, \( \bullet((\bullet)\bullet) \) is an object, and “\( q \)” implies that we take into account parentheses. “Lagrangian” means a homological condition on cobordisms which is a 3-manifold with boundary explained in Section 2.1 especially homology cylinders are Lagrangian. The composition \( \circ \) of \( (M,m) \) and \( (N,n) \) is defined by stacking \( N \) on \( M \), namely, \( (M,m) \circ (N,n) = (M \cup_{m_{+}=n_{-}} N, m_{-} \cup n_{+}) \), where \( m_{+} \) and \( m_{-} \) denote identifications of the top surface and bottom surface in \( M \) with reference surfaces as in Section 2.1.

The tensor product \( \otimes \) of \( (M,m) \) and \( (N,n) \) is given by horizontal juxtaposition of them. An object of \( ^{ts}A \) is a non-negative integer and a morphism \( g \to h \) is a series of top-substantial Jacobi diagrams labeled by \( \{1^{+}, \ldots, g^{+}, 1^{-}, \ldots, h^{-}\} \). The composition \( \circ \) is the same as in Section 2.6.

The tensor product of \( x: g \to h \) and \( x': g' \to h' \) is given by the disjoint union of \( x \) and \( x'/i^{+} \mapsto (i+g)^{+}, j^{-} \mapsto (j+h)^{-} \), where \( i = 1, \ldots, g' \) and \( j = 1, \ldots, h' \).

The LMO functor \( \tilde{Z} \) is a functor \( \mathcal{LC}\mathcal{Ob}_{q} \to ^{ts}A \) defined as follows. For an object \( v \), we set \( \tilde{Z}(v) = |v| \). Let \( (M,m) \) be a morphism \( v \to w \) and \( (B,\gamma) \) the corresponding bottom-top \( q \)-tangle obtained as in Section 2.2. Choose a framed link \( L \) in \([-1,1]^{3} \) such that \([-1,1]_{L}^{3} \cong B \). Then the
morphism $\widetilde{Z}(M,m)$ which is a series of Jacobi diagrams is defined via the Kontsevich invariant of the tangle $\gamma \cup L \subset [-1,1]^3$.

For $M = (M,m)$, the value $\widetilde{Z}(M) \in \widehat{A}(\{1^+, \ldots, g^+, 1^-, \ldots, h^-\})$ is uniquely decomposed as $\exp(x) \cup \exp(y)$, where $x, y \in \widehat{A}(\{1^+, \ldots, g^+, 1^-, \ldots, h^-\})$ are a linear combination of struts and a series of connected Jacobi diagrams without struts, respectively. We define the $Y$-part $\widetilde{Z}^Y(M)$ by $\widetilde{Z}^Y(M) = \exp(y)$.

In this paper, we use the algebra homomorphism $\langle \widetilde{Z}^Y \rangle : \mathbb{Q}[\mathcal{I}C] \to \widehat{A}^Y \otimes \mathbb{Q}$ which is the linear extension of $\widetilde{Z}^Y$. Here $\mathcal{I}C$ is regarded as a submonoid of $\mathcal{L}C_{ob}(w,w)$, where $w$ is the word $(\cdots((\bullet\bullet)\bullet)\cdots)$ of length $g$.

**Remark 2.1.** The Kontsevich invariant of tangles depends on the choice of an associator, and we have to care about an associator and parenthesizings when we compute the LMO functor. Throughout this paper, we fix an even rational Drinfel’d associator and consider $\langle \widetilde{Z} \rangle_{\leq 2}(M)$ or the leading term and the next term of $\langle \widetilde{Z}^Y \rangle(M)$. Then one needs not care about parenthesizings due to $\langle \widetilde{Z} \rangle_{\leq 1}(P_{u,v,w}^{\pm 1}) = \text{Id}_3$, and our invariants $Z_{n+1}$ and $\bar{z}_{n+1}$ are independent of the choice of an even rational Drinfel’d associator (see [2, Table 5.2 and Proposition 5.8]). On the other hand, the LMO functor depends on the choice of curves in Figure 1, and so do $Z_{n+1}$ and $\bar{z}_{n+1}$.

| Id1 | c | $\Delta$ | $\psi$ | Y |
|-----|---|--------|------|---|

**Table 1.** Some bottom-top tangles.

For some tangles, we use notation in Table 1 as in [2]. The following values are used in Section 4 (see [2, Table 5.2]):

$$\log \langle \widetilde{Z}(\text{Id}_g) \rangle = \log \text{Id}_g = \sum_{i=1}^{g} \binom{i^+}{i^-},$$

$$\langle \log \langle \widetilde{Z}(c) \rangle \rangle_{\leq 2} = -\begin{pmatrix} 1^+ & 2^- \\ 1^- & 2^+ \end{pmatrix},$$

$$\langle \log \langle \widetilde{Z}(\Delta) \rangle \rangle_{\leq 1} = \begin{pmatrix} 1^+ & 1^- & 1^- \\ 1^+ & 1^- & 1^- \end{pmatrix},$$

$$\langle \log \langle \widetilde{Z}(\psi^{\pm 1}) \rangle \rangle_{\leq 1} = \begin{pmatrix} 1^+ & 1^+ \\ 1^- & 1^+ \end{pmatrix},$$

$$\langle \log \langle \widetilde{Z}(Y) \rangle \rangle_{\leq 2} = \begin{pmatrix} 1^{1+1+2+3^+} & 1^{2+2+3+1^+} & 1^{3+3+1+2^+} \\ 1^2 & 1^2 & 1^2 \end{pmatrix}.$$

**3. The operation $\delta$ on Jacobi diagrams**

As we explained in Section 1, the operation $\delta: \mathcal{A}_n^Y \to \mathcal{A}_{n+1}^Y \otimes \mathbb{Z}/2\mathbb{Z}$ describes our homomorphism $\mathcal{Z}_{n+1}: \mathcal{F}_n \mathcal{I}C/\mathcal{F}_{n+1} \mathcal{I}C \to \mathcal{A}_{n+1}^Y \otimes \mathbb{Q}/\mathbb{Z}$. In this section, we define $\delta: \mathcal{A}_n^Y \to \mathcal{A}_{n+1}^Y \otimes \mathbb{Z}/2\mathbb{Z}$.
(Section 3.1). We also investigate Ker $\delta$ when $n$ is odd (Section 3.2) which gives some estimate on the kernel of the surgery map $\mathfrak{s}: \mathcal{A}_{n,1} \to Y_n / Y_{n+1}$. 

3.1. Definition of $\delta$: $\mathcal{A}^Y_n \to \mathcal{A}^Y_{n+1} \otimes \mathbb{Z}/2\mathbb{Z}$. Let $J$ be a Jacobi diagram colored with $\{1^\pm, 2^\pm, \ldots, g^\pm\}$ without struts, and denote by $U(J)$ the set of univalent vertices. For $v \in U(J)$, we denote by $\delta_v(J)$ the sum of two Jacobi diagrams obtained by changing the neighborhood of the edge incident to $v$ as follows:

$$\delta_v: \cdots \ell(v) \cdots \mapsto \ell(v) \ell(v) + \ell(v) \ell(v)^* \cdots \ell(v) \cdots,$$

where we denote the label of $v$ by $\ell(v) \in \{1^\pm, \ldots, g^\pm\}$ and $(j^\pm)^* = j^\mp$ for $1 \leq j \leq g$. For unordered pairs $\{v, w\}$ in $U(J)$ such that $v \neq w$ and $\ell(v) = \ell(w)$, we also denote by $\delta_{vw}(J)$ the Jacobi diagram obtained by changing the neighborhoods of the edges incident to $v$ and $w$ as:

$$\delta_{vw}: \cdots \ell(v) \cdots \ell(w) \cdots \mapsto \ell(v) \cdots \ell(v),$$

where $v$ and $w$ possibly lie in different connected components of $J$.

Definition 3.1. Denoting

$$\delta' J = \sum_{v \in U(J)} \delta_v J \quad \text{and} \quad \delta'' J = \sum_{\{v, w\} \subset U(J) \atop v \neq w \atop \ell(v) = \ell(w)} \delta_{vw} J,$$

we define a homomorphism $\delta: \mathcal{A}^Y_n \to \mathcal{A}^Y_{n+1} \otimes \mathbb{Z}/2\mathbb{Z}$ by $\delta(J) = \delta'(J) + \delta''(J)$.

Lemma 3.2. The map $\delta: \mathcal{A}^Y_n \to \mathcal{A}^Y_{n+1} \otimes \mathbb{Z}/2\mathbb{Z}$ is well-defined.

Proof. We need to check that two Jacobi diagrams which are equivalent modulo the AS and IHX relations map to the same Jacobi diagram under $\delta$. Let $v$ be a univalent vertex in a Jacobi diagram $J$ of i-deg $n$. For the case of the AS relation, we have equalities

$$\delta_v \left( \begin{array}{c} \ell(v) \\ \hline \end{array} \right) = \begin{array}{c} \ell(v) \ell(v) \\ \hline \end{array} + \begin{array}{c} \ell(v) \ell(v)^* \\ \hline \end{array} = \begin{array}{c} \ell(v) \ell(v) \\ \hline \end{array} + \begin{array}{c} \ell(v) \ell(v)^* \\ \hline \end{array} = \delta_v \left( \begin{array}{c} \ell(v) \\ \hline \end{array} \right) \in \mathcal{A}^Y_{n+1} \otimes \mathbb{Z}/2\mathbb{Z}. $$

For the case of the IHX relation, we also have

$$\delta_v \left( \begin{array}{c} \ell(v) \\ \hline \end{array} \right) = \begin{array}{c} \ell(v) \\ \hline \end{array} - \begin{array}{c} \ell(v) \\ \hline \end{array} + \begin{array}{c} \ell(v) \\ \hline \end{array} = \begin{array}{c} \ell(v) \\ \hline \end{array} - \begin{array}{c} \ell(v) \ell(v)^* \\ \hline \end{array} + \begin{array}{c} \ell(v) \ell(v)^* \\ \hline \end{array} + \begin{array}{c} \ell(v) \ell(v)^* \\ \hline \end{array}. $$
Here, both three terms in the right-hand side equal to 0 in $A^Y_{n+1} \otimes \mathbb{Z}/2\mathbb{Z}$ by the AS and IHX relations. We see that the map $\delta_{vw}$ also preserves the AS and IHX relations in a similar way for univalent vertices $v$ and $w$ with identical labels.

The map $\delta$ satisfies the Leibniz rule as follows.

**Proposition 3.3.** Let $k, l$ be positive integers. For $x \in A^Y_k$ and $y \in A^Y_l$, we have
\[
\delta(x \star y) = (\delta x) \star y + x \star (\delta y) \in A^Y_{k+l+1} \otimes \mathbb{Z}/2\mathbb{Z}.
\]

Since we do not use Proposition 3.3 in the rest of the paper, we give a proof in Appendix B.

### 3.2. The kernel of $\delta$

Recall that $A^c_{n,r}$ is the submodule of $A^c_n$ generated by connected Jacobi diagrams with $r$ loops. Here, we introduce a map $\Delta_{n,r}: A^c_{n,r} \to A^c_{2n+1,2r}$ whose image is in the kernel of our homomorphism $\tilde{z}_{n+1}$. We use $\Delta_{n,r}$ to investigate the kernel of $s$ in Section 5.4.

**Definition 3.4.** For $n \geq 0$ and $r \geq 0$, we define a map $\Delta_{n,r}: A^c_{n,r} \to A^c_{2n+1,2r}$ by
\[
\Delta_{n,r}(J) = \sum_{v \in U(J)} \ell(v) \bullet\bullet J_v
\]
where $J_v$ denotes the complement of a neighborhood of a vertex $v$ in $J$, namely, $J = \ell(v) \bullet\bullet J_v$.

In [5], Conant, Schneiderman, and Teichner defined $\Delta_{n,0}$ to describe the kernel of the composite map $Gr \circ s: A^c_n \to Y_n \mathcal{I} \mathcal{H}/Y_{n+1}$, where $Gr q: Y_n \mathcal{I} \mathcal{C}/Y_{n+1} \to Y_n \mathcal{I} \mathcal{H}/Y_{n+1}$ is the induced map by the projection $q: \mathcal{I} \mathcal{C} \to \mathcal{I} \mathcal{H}$. They used $\Delta_{n,0}$ to determine the kernel of the realization map from $A^c_{n,0}$ to the graded quotient of the Whitney tower filtration on the set of framed links. The map $\Delta_{n,r}$ is a generalization of their map.

**Proposition 3.5.** For $n \geq 0$ and $r \geq 0$,
\[
\delta' \circ \Delta_{n,r} = \delta'' \circ \Delta_{n,r} = 0: A^c_{n,r} \to A^c_{2n+2,2r} \otimes \mathbb{Z}/2\mathbb{Z}.
\]

**Proof.** Let $J$ be a connected Jacobi diagram of $i$-deg$(J) = n$ with $r$ loops. For $v \in U(J)$, we denote by $\Delta_v(J)$ the Jacobi diagram obtained by taking the double of the complement of a neighborhood of $v$ as explained in the definition of $\Delta_{n,r}$. We have
\[
\Delta_{n,r}(J) = \sum_{v \in U(J)} \Delta_v(J).
\]

First, we show that $(\delta'' \circ \Delta_{n,r})(J)$ is zero. For $v, w \in U(J)$ such that $v \neq w$, we denote by $w_1, w_2 \in U(\Delta_v(J))$ the vertices which arise in $\Delta_v(J)$ as two copies of $w \in U(J)$. Since the Jacobi diagram $\Delta_v(J)$ is symmetric with respect to the edge incident to $v$, $\delta''(\Delta_v(J))$ is equal to
\[
\sum_{w \in U(J) \atop w \neq v} \delta_{w_1 w_2}(\Delta_v(J)) \in A^c_{2n+2,2r+1} \otimes \mathbb{Z}/2\mathbb{Z}.
\]
For mutually distinct \(v, w \in U(J)\), denote the Jacobi diagram as \(J = \ell(v) \longrightarrow J_{vw} \longrightarrow \ell(w)\), where \(J_{vw}\) denotes the complement of neighborhoods of \(v, w \in U(J)\). Since we see that

\[
\delta_{w_1w_2}(\Delta_v(J)) = \ell(v) \longrightarrow J_{vw} \longrightarrow \ell(w) = \delta_{v_1v_2}(\Delta_w(J)),
\]

every Jacobi diagram in the sum

\[
(\delta'' \circ \Delta_{n,r})(J) = \sum_{v \in U(J)} \sum_{w \in U(J) \setminus \{v\}} \delta_{w_1w_2}(\Delta_v(J)) \in A_{2n+2,2r+1}^c \otimes \mathbb{Z}/2\mathbb{Z}
\]
appears twice, and the sum is equal to zero.

Next, we consider \((\delta' \circ \Delta_{n,r})(J)\). For \(v \in U(J)\), \(\delta'(\Delta_v(J))\) is equal to \(\delta_v(\Delta_v(J))\) by the symmetry of \(\Delta_v(J)\). It is described as

\[
\delta_v(\Delta_v(J)) = \begin{array}{c}
\ell(v) \\
\hline
J_v
\end{array} \begin{array}{c}
\ell(v) \\
\hline
J_v
\end{array} + \begin{array}{c}
\ell(v) \\
\hline
J_v
\end{array} \begin{array}{c}
\ell(v) \\
\hline
J_v
\end{array}^* \in A_{2n+2,2r}^c \otimes \mathbb{Z}/2\mathbb{Z},
\]

and the second term is zero by the IHX relation and its symmetry. In Lemma 3.6 below, we see that the sum of the first terms in \(\delta_v(\Delta_v(J))\) is also zero, where \(v\) runs through \(U(J)\). \(\square\)

Let \(J\) be a connected Jacobi diagram of i-deg = \(n\). For \(v, w \in U(J)\), let us take two copies of \(J\), and connect the middle point of the edge incident to \(v\) in the first copy to that of the edge incident to \(w\) in the second copy by a new edge. Denote the resulting Jacobi diagram by \(D_{vw} \in A_{2n+2,2r}^c \otimes \mathbb{Z}/2\mathbb{Z}\). Especially, we see that \(D_{vv} = \delta_v(\Delta_v(J))\).

**Lemma 3.6.** For a connected Jacobi diagram \(J\) of i-deg = \(n\),

\[
\sum_{v \in U(J)} D_{vv} = 0 \in A_{2n+2,2r}^c \otimes \mathbb{Z}/2\mathbb{Z}.
\]

**Proof.** Let \(v \in U(J)\). By the AS and IHX relations, or so-called the Kirchhoff law, we have

\[
\sum_{w \in U(J)} D_{vw} = 0
\]

by moving round the attaching point of the new edge in the second copy of \(J\). See, for example, [3, Remark 5.13]. Thus, we obtain

\[
0 = \sum_{v \in U(J)} \sum_{w \in U(J)} D_{vw} = \sum_{v \in U(J)} \sum_{w \in U(J) \setminus \{v\}} D_{vw} + \sum_{v \in U(J)} D_{vv}.
\]

Since \(D_{vw} = D_{vw}\) by the definition, all the Jacobi diagrams in the sum \(\sum_{v \in U(J)} \sum_{w \in U(J) \setminus \{v\}} D_{vw}\) appear twice, and the sum is equal to zero. Thus, we obtain \(\sum_{v \in U(J)} D_{vv} = 0\). \(\square\)
4. The homomorphisms $\mathbb{Z}_{n+1}$ and $\bar{z}_{n+1}$

In this section, we introduce homomorphisms $\mathbb{Z}_{n+1}$ and $\bar{z}_{n+1}$ mentioned in Section 1 and prove Theorem 1.1 which enables us to compute them.

Let $\iota_n: A^Y_n \rightarrow A^Y_n \otimes \mathbb{Q}$ be the natural map defined by $\iota_n(J) = J \otimes 1$. We sometimes denote $\iota = \iota_n$. Recall that $\widehat{Z}^Y: ZIC \rightarrow \widehat{A}^Y \otimes \mathbb{Q}$ is an algebra homomorphism which maps $F_nIC$ to $\widehat{A}^Y_{\geq n} \otimes \mathbb{Q}$. Moreover, it satisfies $\widehat{Z}^Y(F_nIC) \subset \text{Im } \iota_n$ by [2, Proof of Theorem 7.11].

**Definition 4.1.** For $n \geq 1$, define a homomorphism

$$\mathbb{Z}_{n+1}: F_nIC/F_{n+1}IC \rightarrow A^Y_{n+1} \otimes \mathbb{Q}/\mathbb{Z}$$

by $\mathbb{Z}_{n+1}([x]) = \widehat{Z}^Y_{n+1}(x) \mod \mathbb{Z}$. Similarly, a homomorphism

$$\bar{z}_{n+1}: Y_nIC/Y_{n+1} \rightarrow A^c_{n+1} \otimes \mathbb{Q}/\mathbb{Z}$$

is defined by $\bar{z}_{n+1}([M]) = (\log \widehat{Z}^Y(M))_{n+1} \mod \mathbb{Z}$. In other words,

$$\bar{z}_{n+1}(M) = \begin{cases} \widehat{Z}^Y_{n+1}(M) \mod \mathbb{Z} & \text{if } n \geq 2, \\ \widehat{Z}^Y_2(M) - \frac{1}{2} \widehat{Z}^Y_1(M) \sqcup \widehat{Z}^Y_1(M) \mod \mathbb{Z} & \text{if } n = 1. \end{cases}$$

We should check that $\mathbb{Z}_{n+1}$ and $\bar{z}_{n+1}$ are well-defined. First, the inclusion $\mathbb{Z}_{n+1}(F_{n+1}IC) \subset \text{Im } \iota_n$ implies $\mathbb{Z}_{n+1}$ is well-defined. It suffices for the well-definedness of $\bar{z}_{n+1}$ to prove that $(\log \widehat{Z}^Y(M))_{n+1} \equiv (\log \widehat{Z}^Y(M_G))_{n+1} \mod \mathbb{Z}$ for $M \in Y_nIC$ and a connected graph clasper $G$ of degree $n + 1$. Since $M - M_G = [M, G] \in F_{n+1}IC$, we have $\widehat{Z}^Y_1(M) - \widehat{Z}^Y_1(M_G) = 0 \in A^Y_1$ and the inclusion $\mathbb{Z}_{n+1}^Y(F_{n+1}IC) \subset \text{Im } \iota_n$ implies $\widehat{Z}^Y_{n+1}(M) - \widehat{Z}^Y_{n+1}(M_G) \in \text{Im } \iota_n$. Thus, we conclude that $(\log \widehat{Z}^Y(M))_{n+1} \equiv (\log \widehat{Z}^Y(M_G))_{n+1} \mod \mathbb{Z}$.

**Remark 4.2.** In [21, Theorem 1.3], an isomorphism between modules $\mathcal{IC}/Y_2$ and $\Lambda^3H \times \Lambda^3H \otimes \mathbb{Z}/2\mathbb{Z}$ $B_3$ is given, where $B_3$ is the space of cubic boolean functions on the set $\text{Spin}(\Sigma_{g,1})$ of spin structures. In [22], $Y_3$-equivalence classes of homology cylinders and values of $\widehat{Z}^Y_2$ on $\mathcal{KC}$ are investigated. As corollaries of these results, we see that the homomorphism

$$\widehat{Z}^Y_1 \oplus \bar{z}_2: \mathcal{IC}/Y_2 \rightarrow (A^c_1 \otimes \mathbb{Q}) \oplus (A^c_2 \otimes \mathbb{Q}/\mathbb{Z})$$

is injective.

Moreover, we will see in Remark 5.9 that we can describe the mod 2 reduction of $\tau_1$ in terms of $\bar{z}_2$. By combining with [22], $\bar{z}_2$ has all information of the Birman-Craggs homomorphisms.

In the same way as $\bar{z}_{n+1}$, we have the following.

**Proposition 4.3.** For $n \geq 1$, the map

$$(\log \widehat{Z}^Y)_{n+2} \mod \frac{1}{2}\mathbb{Z}: Y_nIC \rightarrow A^c_{n+2} \otimes (\mathbb{Q}/\frac{1}{2}\mathbb{Z})$$

is a homomorphism, and factors through $Y_nIC/Y_{n+1}$.
Proof. For $M, N \in Y_n \mathcal{IC}$, Theorem 1.1 and the surjectivity of $\mathfrak{s}$ imply

$$
\widehat{Z}^Y_{n+2}(M \circ N) - \widehat{Z}^Y_{n+2}(M) - \widehat{Z}^Y_{n+2}(N) \equiv \sum_{i=1}^{n+1} \widehat{Z}^Y_{n+2-i}(M) \ast \widehat{Z}^Y_i(N) \equiv 0 \mod \frac{1}{2}\mathbb{Z}.
$$

By taking the connected part, we see that $(\log \widehat{Z}^Y)_{n+2} \mod \frac{1}{2}\mathbb{Z}$ is a homomorphism.

Next, let $M, N \in Y_n \mathcal{IC}$ satisfy $M \sim_{n+1} N$, and denote by $N' \in Y_n \mathcal{IC}$ a representative of the inverse element of $N$ in $Y_n \mathcal{IC}/Y_{n+1}$. We have $M \circ N' \in Y_{n+1} \mathcal{IC}$, and

$$0 \equiv \widehat{Z}^Y_{n+2}(M \circ N') \equiv \widehat{Z}^Y_{n+2}(M) + \widehat{Z}^Y_{n+2}(N') \equiv \widehat{Z}^Y_{n+2}(M) - \widehat{Z}^Y_{n+2}(N) \mod \frac{1}{2}\mathbb{Z}.
$$

Taking the connected part, we obtain $(\log \widehat{Z}^Y)_{n+2}(M) \equiv (\log \widehat{Z}^Y)_{n+2}(N) \mod \frac{1}{2}\mathbb{Z}$. □

Theorem 4.4. For $n \geq 1$, the homomorphism $\bar{z}_{n+1} : Y_n \mathcal{IC}/Y_{n+1} \to \mathcal{A}^c_{n+1} \otimes \mathbb{Q}/\mathbb{Z}$ extends to a homomorphism on $Y_{\frac{n+1}{2}+1} \mathcal{IC}/Y_{n+1}$.

Proof. For $k \geq 1$ and $M \in Y_k \mathcal{IC}$, we have $\widehat{Z}^Y(M) - 0 \in \mathcal{A}^Y_{\geq k} \otimes \mathbb{Q}$. Thus, for $M, N \in Y_k \mathcal{IC}$,

$$
\widehat{Z}^Y(M \circ N) = \widehat{Z}^Y(M) \ast \widehat{Z}^Y(N)
= \{0 + (\widehat{Z}^Y(M) - 0)\} \ast \{0 + (\widehat{Z}^Y(N) - 0)\}
\equiv 0 + (\widehat{Z}^Y(M) - 0) + (\widehat{Z}^Y(N) - 0) + \widehat{Z}^Y_k(M) \ast \widehat{Z}^Y_k(N) \mod \mathcal{A}^Y_{\geq 2k+1} \otimes \mathbb{Q}.
$$

Since the leading term of $\widehat{Z}^Y_k$ is integral, $\widehat{Z}^Y_k(M), \widehat{Z}^Y_k(N) \in \text{Im} t_k$. Thus, we have

$$
\widehat{Z}^Y_{2k-1}(M \circ N) = \widehat{Z}^Y_{2k-1}(M) + \widehat{Z}^Y_{2k-1}(N) \in \mathcal{A}^Y_{2k-1} \otimes \mathbb{Q}, \quad (4.1)
\widehat{Z}^Y_{2k}(M \circ N) \equiv \widehat{Z}^Y_{2k}(M) + \widehat{Z}^Y_{2k}(N) \mod \mathbb{Z}. \quad (4.2)
$$

When $n$ is even, by setting $k = \frac{n+2}{2}$ in (4.1), we see that $\widehat{Z}^Y_{n+1} \mod \mathbb{Z}$ is a homomorphism on $Y_{\frac{n+2}{2}} \mathcal{IC}/Y_{n+1}$. When $n$ is odd, by setting $k = \frac{n+1}{2}$ in (4.2), we also see that $\widehat{Z}^Y_{n+1} \mod \mathbb{Z}$ is a homomorphism on $Y_{\frac{n+1}{2}} \mathcal{IC}/Y_{n+1}$. □

The proof of Theorem 1.1 is based on a decomposition of a bottom-top tangle into some elementary pieces (see Figure 3), which is a refinement of the decomposition used in [2 Theorem 7.11]. Here the bottom-top $q$-tangles $\Delta_t$ and $\Delta_b$ are defined by

$$
\Delta_t = \quad \text{and} \quad \Delta_b = 
$$

respectively. We set $\Delta_t^0 = \text{Id}.$, and for $m \in \mathbb{Z}_{>0}$, let $\Delta_t^m$ denote the composite $(\Delta_t \otimes \text{Id}_{w_{m-1}}) \circ \cdots \circ (\Delta_t \otimes \text{Id}_{w_1}) \circ \Delta_t$, where $w_j$ is the word $(\cdots ((\bullet \bullet) \cdots )$ of length $j$. We define $\Delta_b^m$ in the same way.
Lemma 4.5. The following equalities hold

\[
\begin{align*}
& (\log \tilde{Z}(\Delta_t^m))_{\leq 1} = \left\langle \left( 1^+ - \epsilon_j \right) \right\rangle_{j=2}^{m+1} - \left\langle \left( 1^- - 2 \epsilon_j \right) \right\rangle_{j=2}^{m+1} \left( 1^+ \right)_{j=2}^{m+1}, \\
& (\log \tilde{Z}(\Delta_c^m))_{\leq 1} = \left\langle \left( 1^+ - \epsilon_j \right) \right\rangle_{j=2}^{m+1} - \left\langle \left( 1^- - 2 \epsilon_j \right) \right\rangle_{j=2}^{m+1} \left( 1^+ \right)_{j=2}^{m+1}.
\end{align*}
\]

Proof. Once we show the case \( m = 1 \), by the induction on \( m \) and the functoriality of \( \tilde{Z} \), we complete the proof. We first use the decomposition \( \Delta_t = \psi^{-1} \circ \Delta \) (see Table 1) and get

\[
(\log \tilde{Z}(\Delta_t))_{\leq 1} = \left\langle \left( 1^+ - \epsilon_j \right) \right\rangle_{j=2}^{m+1} - \left\langle \left( 1^- - 2 \epsilon_j \right) \right\rangle_{j=2}^{m+1} \left( 1^+ \right)_{j=2}^{m+1}.
\]

Next, considering a bottom-top tangle \( c' = (\mu \otimes \mu) \circ (\text{Id}_1 \otimes \Delta_t \otimes \text{Id}_1) \circ (v_+ \otimes v_- \otimes v_+) \) similar to \( c \) and the decomposition \( \Delta_b = (\mu \otimes \text{Id}_1) \circ (\text{Id}_1 \otimes c') \) (see Tables 5.1 and 5.2), we have

\[
(\log \tilde{Z}(\Delta_b))_{\leq 1} = \left\langle \left( 1^+ - \epsilon_j \right) \right\rangle_{j=2}^{m+1} - \left\langle \left( 1^- - 2 \epsilon_j \right) \right\rangle_{j=2}^{m+1} \left( 1^+ \right)_{j=2}^{m+1}.
\]

\( \square \)

Proof of Theorem 1.1. We first prove the first commutative diagram, that is,

\[
\tilde{Z}^Y_{n+1}(\mathcal{G}(J)) = \frac{1}{2}(\delta(J) + \mathcal{Y}(J)) \in \mathcal{A}^Y_{n+1} \otimes \mathbb{Q}/\mathbb{Z}
\]

for a Jacobi diagram \( J \in \mathcal{A}^Y_n \). The commutativity

\[
\tilde{z}_{n+1}(\mathcal{s}(J)) = \frac{1}{2}\delta(J) \in \mathcal{A}^c_{n+1} \otimes \mathbb{Q}/\mathbb{Z}
\]

of the second diagram follows from the the first one. Indeed, for a connected Jacobi diagram \( J \in \mathcal{A}^c_n \), if \( n \geq 2 \), we see

\[
\tilde{z}_{n+1}(\mathcal{s}(J)) = \tilde{Z}^Y_{n+1}(\mathcal{s}(J)) = -\tilde{Z}^Y_{n+1}(\mathcal{G}(J)) = \frac{1}{2}\delta(J).
\]

In the case \( n = 1 \), one has

\[
\tilde{z}_2(\mathcal{s}(J)) = \tilde{Z}^Y_2(\mathcal{s}(J)) - \frac{1}{2}\tilde{Z}^Y_1(\mathcal{s}(J)) \sqcup \tilde{Z}^Y_1(\mathcal{s}(J)) = \left( \frac{1}{2}\delta(J) + \frac{1}{2}J \sqcup J \right) + \frac{1}{2}J \sqcup J = \frac{1}{2}\delta(J).
\]

Let us prove the first commutative diagram. There are \( 3n \) half-edges incident to trivalent vertices of \( J \), which are denoted by \( e_{g+1}, e_{g+2}, \ldots, e_{g+3n} \), and let \( N = \{ g+1, g+2, \ldots, g+3n \} \). Define \( V, E, L_{t,i}, \) and \( L_{b,i} \) for \( 1 \leq i \leq g \) by

\[
\begin{align*}
V &= \left\{ (j, k, l) \in N^3 \mid e_j, e_k, e_l \text{ are the three half-edges incident to a trivalent vertex} \right\} / \text{cyclic permutation}, \\
E &= \left\{ (j, k) \in N^2 \mid e_j, e_k \text{ are the two half-edges of an edge connecting two trivalent vertices} \right\} / \text{permutation}, \\
L_{t,i} &= \{ j \in N \mid \text{the univalent vertex of the edge containing } e_j \text{ is colored with } i^+ \}, \\
L_{b,i} &= \{ j \in N \mid \text{the univalent vertex of the edge containing } e_j \text{ is colored with } i^- \}.
\end{align*}
\]

Set \( r_i = \#L_{t,i} \) and \( s_i = \#L_{b,i} \).
Let $G$ be a graph clasper (in the bottom-top tangle $([-1, 1]^3, \gamma_g)$ corresponding to the cobordism $\Sigma_{g,1} \times [-1, 1]$) realizing $J$ such that $([-1, 1]^3, \gamma_g)_G$ is decomposed as

$$(\text{Id}_g \otimes Y^{\otimes n}) \circ \Psi \circ \left( \left( \bigotimes_{i=1}^g ((\Delta_b \otimes \text{Id}_{r_i}) \circ \Delta_i^{\otimes i}) \right) \otimes c^{\otimes \#E} \right),$$

where $\Psi$ consists of $\psi, \psi^{-1}$ (in Section 2.8) and $\text{Id}_m$ (see Figure 3). Note that $G$ can be more complicated in general, but well-definedness of the surgery map (see Section 2.7) enables us to choose $G$ so that $([-1, 1]^3, \gamma_g)_G$ has the above decomposition. Indeed, one can put $G$ in the front side except for the leaves, and move the trivalent vertices to the bottom-right.

We denote by $\gamma$ the third factor of the above decomposition. Also, we may assume that the $j$-th leaf among $3n$ leaves of $n$ $Y$'s in the decomposition arises from the half-edge $e_{g+j}$. Then, by Section 2.8 and Lemma 4.5, we have the following computation

$$\left( \log \tilde{Z}(\Psi \circ \gamma) \right)_{\leq 1} = \sum_{i=1}^g \left( \sum_{l \in L_{t,i}} \left( \frac{i^+}{i^-} + \sum_{l \in L_{b,i}} \left( \frac{i^+}{i^-} + \sum_{l \in L_{l,i}} \frac{1}{2} \frac{i^+}{i^-} \right) \right) \right) + \sum_{l \in L_{b,i}} \frac{1}{2} \frac{i^+}{i^-} + \sum_{k \in L_{l,i}} \frac{1}{2} \frac{i^+}{i^-} \right),$$

where $\pm$'s are determined by $\Psi$. Here one has

$$\tilde{Z}(\mathcal{G}(J)) = \sum_{G' \subset G} (-1)^{|G'|} \tilde{Z}((\Sigma_{g,1} \times [-1, 1])_{G'}) = (-1)^{n+|G'|}(\text{Id}_g \otimes (\emptyset - \tilde{Z}(Y))^{\otimes n}) \circ \tilde{Z}(\Psi \circ \gamma),$$

where the first equality is just the definition of $\mathcal{G}$ in Section 2.5 and the second equality follows from [2] Proof of Theorem 7.11. Since $\emptyset - \tilde{Z}(Y) \in \tilde{A}_{\geq 1}$, we have

$$(-1)^{n+|G'|} \tilde{Z}_{n+1}(\mathcal{G}(J)) = (\text{Id}_g \otimes (\emptyset - \tilde{Z}(Y))^{\otimes n+1}) \circ \tilde{Z}_0(\Psi \circ \gamma) + (\text{Id}_g \otimes (\emptyset - \tilde{Z}(Y))^{\otimes n}) \circ \tilde{Z}_1(\Psi \circ \gamma).$$
Let us observe the first term in the right-hand side. By considering the internal degrees, a term in $\text{Id}_g \otimes (\emptyset - \widetilde{Z}(Y))_n^{\otimes n}$ which might survive after composing with $\widetilde{Z}_0(\Psi \circ \gamma)$ is either of the form
\[
\text{Id}_g \sqcup \frac{(-1)^{n-1}}{2} \bigg( \bigcup_{(j,k,l) \neq (j',k',l')} l^+ \bigg) \bigg( \bigcup_{(j,k,l) \neq (j',k',l')} l^- \bigg)
\]
for $(j', k', l') \in V$ with $l' \in \bigcup_i L_{t,i} \cup L_{b,i}$ or of the form
\[
\text{Id}_g \sqcup \frac{(-1)^{n-1}}{2!} \bigg( \bigcup_{(j,k,l) \neq (j',k',l')} l^+ \bigg) \bigg( \bigcup_{(j,k,l) \neq (j',k',l')} l^- \bigg) \bigg( \bigcup_{(j,k,l) \neq (j',k',l')} l^+ \bigg) \bigg( \bigcup_{(j,k,l) \neq (j',k',l')} l^- \bigg)
\]
for $(j', k', l') \in V$ with $j', k', l' \in \bigcup_i L_{t,i} \cup L_{b,i}$. The former corresponds to the first term of $\delta'(J)$, and the latter corresponds to $\Psi(J)$.

We next see the second term $(\text{Id}_g \otimes (\emptyset - \widetilde{Z}(Y))_n^{\otimes n}) \circ \widetilde{Z}_1(\Psi \circ \gamma)$. It follows from $\widetilde{Z}_1(\Psi \circ \gamma) = \widetilde{Z}_0(\Psi) \circ \widetilde{Z}_1(\gamma)$ that $\widetilde{Z}_1(\Psi \circ \gamma)$ is the disjoint union of
\[
\exp \left( \sum_{i=1}^g \left( \sum_{l \in L_{t,i}} ^{i^+} + \sum_{l \in L_{b,i}} ^{i^-} \right) - \sum_{(j,k) \in E} ^{j^+} \right) - \sum_{(j,k) \in E} ^{j^-} \right).
\]
and
\[
\sum_{i=1}^g \left( \sum_{l \in L_{t,i}} ^{i^+} - \frac{1}{2} \sum_{l \in L_{t,i}} ^{i^+} \right) + \sum_{l \in L_{b,i}} ^{i^-} + \sum_{l \in L_{b,i}} ^{i^-} - \frac{1}{2} \sum_{l \in L_{t,i}} ^{i^-} - \sum_{l \in L_{b,i}} ^{i^-} + \sum_{l \in L_{b,i}} ^{i^-} \right).
\]
Here one has
\[
\text{Id}_g \otimes (\emptyset - \widetilde{Z}(Y))_n^{\otimes n} = \text{Id}_g \sqcup \bigg( \bigcup_{(j,k,l) \in V} l^+ \bigg) \bigg( \bigcup_{(j,k,l) \in V} l^- \bigg) \bigg( \bigcup_{(j,k,l) \in V} l^+ \bigg) \bigg( \bigcup_{(j,k,l) \in V} l^- \bigg).
\]
Thus, the non-trivial terms of $(\text{Id}_g \otimes (\emptyset - \widetilde{Z}(Y))_n^{\otimes n}) \circ \widetilde{Z}_1(\Psi \circ \gamma)$ arising from the first and third (resp. the second and fourth) terms in (4.3) give the second term of $\delta'(J)$ (resp. $\delta''(J)$).

5. Properties of the homomorphism $\tilde{z}_{n+1}$

In this section, we study the structures of the modules of 1-loop Jacobi diagrams and tree Jacobi diagrams (Sections 5.1 and 5.2). We also show that the 0-loop part of the homomorphism $\tilde{z}_{n+1}$ is an extension of the higher Sato-Levine invariants defined by Conant, Schneiderman, and Teichner (Section 5.3), and give some information on the kernel of the surgery map $s$ (Section 5.4).

5.1. The module of 1-loop Jacobi diagrams. Here, we determine the structure of the module $A_{n,1}^{\otimes n}$ of connected 1-loop Jacobi diagrams.

Let $H$ denote the free module generated by $\{1^\pm, \ldots, g^\pm\}$. We denote by $D_{2n} = \langle x, y \mid (xy)^2, x^n, y^n \rangle$ the dihedral group of order $2n$ which acts on $H^{\otimes n}$ as
\[
x \cdot (a_1 \otimes a_2 \otimes \cdots \otimes a_n) = a_n \otimes a_1 \otimes a_2 \otimes \cdots \otimes a_{n-1}, \quad y \cdot (a_1 \otimes a_2 \otimes \cdots \otimes a_n) = (-1)^n a_n \otimes \cdots \otimes a_2 \otimes a_1.
\]
Let us denote by $(H^{\otimes n})_{D_{2n}}$ the coinvariants of this action. The module $A_{n,1}^{\otimes n}$ is described as follows.
Proposition 5.1. Let \( n \geq 2 \). The homomorphism

\[
\Phi: (H^{\otimes n})_{2n} \to A_{n,1}^c, \quad a_1 \otimes a_2 \otimes \cdots \otimes a_n \mapsto O(a_1, a_2, \ldots, a_n)
\]

is well-defined, and it induces an isomorphism.

To prove Proposition 5.1, we review the free quasi-Lie algebra introduced by Levine. In [18], Levine defined the free quasi-Lie algebra, in which the self-annihilation relation \([x, x] = 0\) of the free Lie algebra is replaced by the weaker anti-symmetry relation \([x, y] = -[y, x]\). Levine identified the free quasi-Lie algebra generated by \(\{1^\pm, \ldots, g^\pm\}\) with the module generated by rooted trees whose univalent vertices are colored by the set \(\{1^\pm, \ldots, g^\pm\}\) modulo the AS relation and IHX relation in [18, Section 3]. The induced Lie bracket on the module of rooted trees is given by gluing neighborhoods of the roots of two rooted trees. Let us denote by \(L_n\) and \(L'_n\) the degree \(n\) parts of the free Lie algebra and free quasi-Lie algebra generated by \(\{1^\pm, \ldots, g^\pm\}\), respectively. For \(k \geq 1\), Levine showed that the natural projection \(\gamma_{2k-1}: L'_{2k-1} \to L_{2k-1}\) is an isomorphism in [18, Lemma 2.1] and that there is an exact sequence

\[
0 \longrightarrow L_k \otimes \mathbb{Z}/2\mathbb{Z} \xrightarrow{\theta_k} L'_{2k} \xrightarrow{\gamma_{2k}} L_{2k} \longrightarrow 0,
\]

where \(\theta_k\) is the induced map by the Lie bracket

\[
L'_{2k} \to L'_{2k}, \quad J \mapsto [J, J]
\]

in [19, Theorem 2.2].

Proof of Proposition 5.1. By the AS relation, we see that

\[
O(a_1, a_2, \ldots, a_n) = (-1)^n O(a_n, \ldots, a_2, a_1).
\]

Thus, \(\Phi\) is well-defined. We construct the inverse map of \(\Phi\) as follows. First, let us pick a connected 1-loop Jacobi diagram \(J\). Note that we consider a Jacobi diagram as a uni-trivalent graph equipped with a cyclic order of incident edges in each trivalent vertex without the AS and IHX relations here.

In the Jacobi diagram \(J\), the set of non-separating edges forms a cycle. When \(k \geq 3\), we denote the edges as \(e_1, e_2, \ldots, e_k\) in order, so that \(e_i\) and \(e_{i+1}\) has one common endpoint \(v_i\) for \(i = 1, 2, \ldots, k\), where \(e_{k+1} = e_1\). When \(k = 2\), we denote the two edges by \(e_1\) and \(e_2\) and their two common endpoints by \(v_1\) and \(v_2\). Let us cut \(J\) at each trivalent vertex \(v_i\), and focus on the tree component which does not contain \(e_i\). We regard it as a rooted tree, and denote it by \(T_i\). If we change the cyclic order of edges in \(v_i\) using the AS relation, we can change \(J\) to the Jacobi diagram of the form as below.
Thus, we have obtained a cyclically ordered set of rooted trees \((T_1, T_2, \ldots, T_k)\) from a connected 1-loop Jacobi diagram modulo the AS relation. To identify a connected 1-loop Jacobi diagram with that of the form above, we need to choose an orientation of the cycle formed by the non-separating edges. Hence, what we actually obtained is a map from the set of connected 1-loop Jacobi diagrams modulo the AS relation to the cyclically ordered set of rooted trees \((T_1, T_2, \ldots, T_k)\) with signs modulo \((T_1, T_2, \ldots, T_k) = (-1)^k(T_k, \ldots, T_2, T_1)\).

Recall that the module of rooted trees is identified with the free quasi-Lie algebra. Using the composite map of the natural projection \(\gamma_m: L'_m \to L_m\) and the natural embedding \(L_m \to H^\otimes m\) for \(m \geq 1\), and taking tensor products, we have a map from the set of cyclically ordered rooted trees \((T_1, T_2, \ldots, T_k)\) with signs to \((H^\otimes n)_c\), where \(n\) is the sum of the numbers of univalent vertices in \(T_1, T_2, \ldots, T_k\).

Finally, to erase the ambiguity coming from the choice of an orientation of the cycle, take the quotient by the inversion \(y\) as \((H^\otimes n)_{\Delta_{2n}} = ((H^\otimes n)_c)_y\). Let us denote the number of univalent vertices of \(T_i\) by \(m_i\), i.e., \(T_i \in L'_m\) for \(1 \leq i \leq k\). Since \(\sum_{i=1}^k (m_i - 1) + k = n\), we have

\[
\gamma_{m_1}(T_1) \otimes \gamma_{m_2}(T_2) \otimes \cdots \otimes \gamma_{m_k}(T_k) = (-1)^k \gamma_{m_k}(T_k) \otimes \cdots \otimes \gamma_{m_2}(T_2) \otimes \gamma_{m_1}(T_1) \in (H^\otimes n)_{\Delta_{2n}}.
\]

Thus, the above element of \((H^\otimes n)_{\Delta_{2n}}\) does not depend on the choice of an orientation of the cycle formed by the non-separating edges.

The above map from connected 1-loop Jacobi diagrams to \((H^\otimes n)_{\Delta_{2n}}\) is actually invariant under the IHX relation with respect to \(e_i, e_{i+1}\), and the edge in \(T_i\) incident to the root \(v_i\). It is also invariant under the IHX relation with respect to the other edges in \(T_i\) since the IHX relation in \(T_i\) corresponds to the Jacobi identity in the free quasi-Lie algebra. Thus, the map induces a homomorphism \(A_{n,1}^c \to (H^\otimes n)_{\Delta_{2n}}\), and it is the inverse map of \(\Phi\).

For \(a_1, \ldots, a_n \in \{1^\pm, 2^\pm, \ldots, g^\pm\}\), we call a 1-loop Jacobi diagram \(O(a_1, a_2, \ldots, a_n)\) symmetric if there exists \(1 \leq k \leq n\) such that \(a_{n-i} = a_{k+i}\) for \(0 \leq i \leq n - 1\) with indices modulo \(n\), and denote by \(A_{n,1}^{c,s}\) the submodule of \(A_{n,1}^c\) generated by symmetric connected 1-loop Jacobi diagrams of \(i\)-deg = \(n\).

**Proposition 5.2.** Let \(n \geq 2\). The rank of the \(\mathbb{Z}\)-module \(A_{n,1}^c\) is as follows:

\[
\text{rank } A_{n,1}^c = \begin{cases} 
\frac{1}{2} N_{2g}(n) + \frac{1}{4} (2g + 1)(2g)^{\frac{n}{2}} & \text{if } n \text{ is even}, \\
\frac{1}{2} N_{2g}(n) - \frac{1}{2} (2g)^{\frac{n+1}{2}} & \text{if } n \text{ is odd}, 
\end{cases}
\]

where \(N_{2g}(n) = (\sum_{d|n} \varphi(d)(2g)^{n/d})/n\) and \(\varphi(d)\) is Euler’s totient function. The torsion subgroup of \(A_{n,1}^c\) is non-trivial only when \(n\) is odd, and described as

\[
\text{tor } A_{n,1}^c \cong A_{n,1}^{c,s} \cong (H^\otimes n)^{\ast} \otimes \mathbb{Z}/2\mathbb{Z}.
\]

**Proof.** Let us denote the set of words in \(\{1^\pm, 2^\pm, \ldots, g^\pm\}\) of length \(n\) by \(W_n\), or simply by \(W\). Recall that we have an isomorphism \(A_{n,1}^c \cong (H^\otimes n)_{\Delta_{2n}}\) in Proposition 5.1. First, we interpret
the module \( (H^\otimes n)_{D_{2n}} \) in terms of \( W \). Consider the action of \( D_{2n} \) on \( W \) defined by
\[
x \ast (a_1a_2 \cdots a_n) = a_na_1a_2 \cdots a_{n-1}, \quad y \ast (a_1a_2 \cdots a_n) = a_n \cdots a_2a_1.
\]
When \( n \) is even, there is a natural \( D_{2n} \)-equivariant injective map
\[
W \to H^\otimes n, \quad a_1a_2 \cdots a_n \mapsto a_1 \otimes a_2 \otimes \cdots \otimes a_n
\]
since \( y \in D_{2n} \) does not change signs of elements in \( H^\otimes n \). It induces an isomorphism \( \mathbb{Z}(W/D_{2n}) \cong (H^\otimes n)_{D_{2n}} \). Consider the case when \( n \) is odd. Define an action of \( D_{2n} \) on \( \mathbb{Z}W \) by
\[
x \cdot (a_1a_2 \cdots a_n) = a_na_1a_2 \cdots a_{n-1}, \quad y \cdot (a_1a_2 \cdots a_n) = (-1)^n a_n \cdots a_2a_1.
\]
Note that this action is different from what is induced by the action of \( D_{2n} \) on \( W \). Under this action, the homomorphism \( \mathbb{Z}W \to H^\otimes n \) is \( D_{2n} \)-equivariant, and induces an isomorphism \( (\mathbb{Z}W)_{D_{2n}} \cong (H^\otimes n)_{D_{2n}} \). Since the action of \( x \in D_{2n} \) on \( \mathbb{Z}W \) is the same as what is induced by the action on \( W \), \( (\mathbb{Z}W)_{(x)} \) is a free module with basis identified with the set \( W/\langle x \rangle \), which we denote by \( \overline{W}_n \) or \( \overline{W} \). Let us call an element \( a_1a_2 \cdots a_n \) in \( \overline{W} \) a cyclic word. If there exists \( 1 \leq k \leq n \) such that \( a_{n-i} = a_{k+i} \) for \( 0 \leq i \leq n-1 \) with indices modulo \( n \), we call \( a_1 \cdots a_n \in \overline{W} \) symmetric in the same way as symmetric Jacobi diagrams, and denote the set of symmetric cyclic words by \( \overline{W}_n^s \) or \( \overline{W}^s \). Since the fixed point set of the action of \( y \in D_{2n} \) on \( W = W/\langle x \rangle \) is \( \overline{W}^s \), we have isomorphisms
\[
(H^\otimes n)_{D_{2n}} \cong (\mathbb{Z}W)_{D_{2n}} \cong ((\mathbb{Z}W)_{(x)})(y) \cong \mathbb{Z}((W/\overline{W})^s)/\langle y \rangle \oplus (\mathbb{Z}/2\mathbb{Z})\overline{W}^s.
\]
Next, we compute the orders of the sets \( W/D_{2n} \), \( (\overline{W}/\overline{W}^s)/\langle y \rangle \), and \( \overline{W}^s \). The order of \( W/D_{2n} \) is the number of \((2g)\)-ary bracelets of length \( n \), and is equal to \( N_{2g}(n)/2 + (2g+1)(2g)^2/4 \) when \( n \) is even and \( N_{2g}(n)/2 + (2g)^{n+1}/2 \) when \( n \) is odd. It is calculated using Pólya’s enumeration theorem (see, e.g., in [1, p. 173]). We also have the equality
\[
|W/D_{2n}| = \frac{1}{2} |\overline{W}/\overline{W}^s| + |\overline{W}^s| = \frac{1}{2} |\overline{W}| + \frac{1}{2} |\overline{W}^s|.
\]
Since the number of \((2g)\)-ary necklaces \( |\overline{W}| \) of length \( n \) is \( N_{2g}(n) \) as in [1, p. 173], when \( n \) is odd, we have
\[
|\overline{W}^s| = 2|W/D_{2n}| - |\overline{W}| = (2g)^{n+1}/2,
\]
\[
|(\overline{W}/\overline{W}^s)/\langle y \rangle| = \frac{1}{2} |\overline{W}/\overline{W}^s| = \frac{1}{2} N_{2g}(n) - \frac{1}{2} (2g)^{n+1}/2.
\]
Lastly, we construct an isomorphism \( H^\otimes \frac{n+1}{2} \otimes \mathbb{Z}/2\mathbb{Z} \cong \text{tor}((H^\otimes n)_{D_{2n}}) \) when \( n \) is odd. The homomorphism
\[
W_{\frac{n+1}{2}} \to \overline{W}_n^s, \quad a_1a_2 \cdots a_{\frac{n+1}{2}} \mapsto a_1a_2 \cdots a_{\frac{n+1}{2}} a_{\frac{n+1}{2}} \cdots a_2
\]
is surjective because every element of \( \overline{W}_n^s \) has a form \( a_1a_2 \cdots a_{\frac{n+1}{2}} a_{\frac{n+1}{2}} \cdots a_2 \). Moreover, we see that it is bijective by comparing their orders. It induces isomorphisms
\[
H^\otimes \frac{n+1}{2} \otimes \mathbb{Z}/2\mathbb{Z} \cong (\mathbb{Z}/2\mathbb{Z})W_{\frac{n+1}{2}} \cong (\mathbb{Z}/2\mathbb{Z})\overline{W}_n^s \cong \text{tor}((H^\otimes n)_{D_{2n}}),
\]
which maps \( a_1 \otimes a_2 \otimes \cdots \otimes a_{\frac{n+1}{2}} \) to \( a_1 \otimes a_2 \otimes \cdots \otimes a_{\frac{n+1}{2}} \otimes a_{\frac{n+1}{2}} \otimes \cdots \otimes a_2 \). \( \square \)
In [11 Section 8.5], [2 Section 8.2], and [12 Section 1.2], they considered a Hopf algebra over \( \mathbb{Q} \) with a symplectic group action denoted by \( A(\Sigma) \), \( A(F_2) \), or \( A^c(H_2) \). It can be defined with integral coefficients which results in a Hopf algebra whose primitive part of \( i \)-deg = \( n \) is isomorphic to \( A^c_n \) as in [13 Remark 6.6]. The authors do not know descriptions of \( A^c_{n,1} \) or \( A^c_{n,1} \otimes \mathbb{Q} \) as the \( \text{Sp}(2g;\mathbb{Z}) \)- or \( \text{Sp}(2g;\mathbb{Q}) \)-module under the identification except for the submodule \( \text{tor} A^c_{n,1} \cong H^{\otimes \frac{n+1}{2}} \otimes \mathbb{Z}/2\mathbb{Z} \) when \( n \) is odd.

Instead, we consider a submodule of \( A^c_{n,1} \) which we use to estimate the image of \( \bar{z}_{n+1} \) in Lemma 5.14. Let \( \mathcal{A}_{2n,1}^{\text{period}} \) denote the abelian group generated by 1-loop Jacobi diagrams \( O(a_1,a_2,\ldots,a_n,a_1,a_2,\ldots,a_n) \), where \( a_1,a_2,\ldots,a_n \in \{1^\pm,2^\pm,\ldots,g^\pm\} \). We also denote \( \mathcal{A}_{2n,1}^{c,s,\text{period}} = \mathcal{A}_{2n,1} \cap \mathcal{A}_{2n,1}^{\text{period}} \), which is equal to the submodule generated by symmetric and periodic 1-loop Jacobi diagrams, namely, \( O(a_1,a_2,\ldots,a_n,a_1,a_2,\ldots,a_n) \) such that there exists \( 1 \leq k \leq n \) satisfying \( a_{n-i} = a_{k+i} \) for all \( 0 \leq i \leq n-1 \) with indices modulo \( n \).

**Lemma 5.3.** Let \( n \geq 2 \). There are isomorphisms

\[
\mathcal{A}_{n,1}^{c} \otimes M \cong \mathcal{A}_{2n,1}^{c,\text{period}} \otimes M, \quad \mathcal{A}_{n,1}^{c,s} \cong \mathcal{A}_{2n,1}^{c,s,\text{period}} \otimes M,
\]

where \( M = \mathbb{Z} \) when \( n \) is even, and \( M = \mathbb{Z}/2\mathbb{Z} \) when \( n \) is odd.

**Proof.** Let \( W_{2n}^{\text{period}} \) be the set of periodic words of length \( 2n \) of the form \( a_1a_2\cdots a_n\bar{a}_1\bar{a}_2\cdots\bar{a}_n \) for \( a_1,a_2,\ldots,a_n \in \{1^\pm,2^\pm,\ldots,g^\pm\} \). The submodule \( \mathcal{A}_{2n,1}^{c,\text{period}} \subset \mathcal{A}_{2n,1}^{c} \) has a basis which corresponds to \( W_{2n}^{\text{period}} / \mathcal{D}_{4n} \). There is a bijection

\[
W_n \to W_{2n}^{\text{period}}, \quad a_1a_2\cdots a_n \mapsto a_1a_2\cdots a_na_1a_2\cdots a_n
\]

whose inverse map is defined by taking the first \( n \)-words. The element \( x^n \in \mathcal{D}_{4n} \) acts on \( W_{2n}^{\text{period}} \) trivially, and the action of \( D_{4n} / (x^n) \) on \( W_{2n}^{\text{period}} \) coincides with that of \( D_{2n} \) on \( W_n \) under the above bijection. Thus, the bijection induces an isomorphism \( \mathcal{A}_{n,1}^{c,s} \cong \mathcal{A}_{2n,1}^{c,\text{period}} \) when \( n \) is even. Since the bijection maps symmetric cyclic words to symmetric cyclic words, we also have an isomorphism \( \mathcal{A}_{n,1}^{c,s} \cong \mathcal{A}_{2n,1}^{c,s,\text{period}} \). When \( n \) is odd, we do not have a map \( \mathcal{A}_{n,1}^{c,s} \to \mathcal{A}_{2n,1}^{c,\text{period}} \) because the action of \( y \in D_{2n} \) on \( \mathbb{Z}W_n \) changes signs, but we have isomorphisms \( \mathcal{A}_{n,1}^{c,s} \otimes \mathbb{Z}/2\mathbb{Z} \cong \mathcal{A}_{2n,1}^{c,\text{period}} \otimes \mathbb{Z}/2\mathbb{Z} \) and \( \mathcal{A}_{n,1}^{c,s} \cong \mathcal{A}_{2n,1}^{c,s,\text{period}} \otimes \mathbb{Z}/2\mathbb{Z} \) in the same way. \( \square \)

**5.2. The module structure of \( \mathcal{A}_{n,0}^{c} \).** Recall that \( L_n' \) is the degree \( n \) part of the free quasi-Lie algebra and that \( \gamma_n : L_n' \to L_n \) is the natural projection explained right after Proposition 5.1. Let \( D_n' \) denote the kernel of the bracket map \( [\ ,\ ] : H \otimes L_{n+1}' \to L_{n+2}' \). Levine computed the structure of \( D_n' \) as follows.

**Theorem 5.4 ([19, Corollary 2.3]).** For \( k \geq 1 \), the sequences

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & D_{2k}' & \overset{id_H \otimes \gamma_{2k+1}}{\longrightarrow} & D_{2k} & \overset{sl}{\longrightarrow} & L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z} & \longrightarrow & 0,
\end{array}
\]

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & (H \otimes L_k) \otimes \mathbb{Z}/2\mathbb{Z} & \overset{sq}{\longrightarrow} & D_{2k-1}' & \overset{id_H \otimes \gamma_{2k}}{\longrightarrow} & D_{2k-1} & \longrightarrow & 0
\end{array}
\]

are exact.
Here, the homomorphism \( \text{id}_H \otimes \theta_k : H \otimes L'_k \rightarrow D'_{2k-1} \) is induced by the map
\[
\text{id}_H \otimes \theta_k : H \otimes L'_k \rightarrow D'_{2k-1}, \quad x \otimes T \mapsto x \otimes [T, T],
\]
and the homomorphism \( \text{sl} : D_{2k} \rightarrow L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z} \) is explained in [19] Remark 2.4 and [5] Definition 5.6.

Levine [18] constructed a homomorphism \( \eta' : A^c_{n,0} \rightarrow D'_n \) which was shown to be an isomorphism in [3, Theorem 1.4]. It is defined as the sum of \( (\eta, \text{sl}) \). It is also considered as an extension of the higher Sato-Levine invariants of framed links in [6].

Relation to the higher Sato-Levine invariants. Let us denote the 0-loop part of \( \langle \rangle \) as the total Johnson map induced by the symplectic expansion. More simply, the 0-loop part of the LMO functor is written as the total Johnson map induced by some symplectic inclusions
\[
\mathcal{L}^0(T) \mapsto \mathcal{L}^0(T), \quad \mathcal{T} \mapsto [T, T],
\]
and it gives an isomorphism \( \pi_1^{\Sigma_g,1} = (H \otimes L_k) \otimes \mathbb{Z}/2\mathbb{Z} \) for \( k \geq 1 \) as we see from the second exact sequence in Theorem 5.4.

5.3. Relation to the higher Sato-Levine invariants. Let us denote the 0-loop part of \( \tilde{\mathcal{Y}}_{n+1} : Y_n \mathcal{IC}/Y_{n+1} \rightarrow A^c_{n+1} \otimes \mathbb{Q}/\mathbb{Z} \) by \( \tilde{\mathcal{Y}}_{n+1} \). Massuyeau [20, Theorem 5.13] showed that the 0-loop part of the LMO functor is written as the total Johnson map induced by some symplectic expansion. More simply, the 0-loop part of \( \tilde{\mathcal{Y}}_{n+1} \) is essentially the action of the nilpotent quotient \( \pi_1^{\Sigma_g,1}/\pi_1^{\Sigma_g,1}(n+2) \). See [13, Sections 3.4 and 4.3], for details. Thus, the homomorphism \( \tilde{\mathcal{Y}}_{n+1} : Y_n \mathcal{IC}/Y_{n+1} \rightarrow A^c_{n+1,0} \otimes \mathbb{Q}/\mathbb{Z} \) is also essentially the mod \( \mathbb{Z} \) reduction of the degree \( n + 1 \) part of the total Johnson map induced by the symplectic expansion. Here, we show that it is also considered as an extension of the higher Sato-Levine invariants of framed links in [6].

Firstly, we review the Johnson homomorphisms on the \( Y \)-filtration constructed in [8]. Recall the homology cobordism group of homology cylinders over \( \Sigma_g,1 \) which we denote by \( \mathcal{IH} \) and the inclusions \( m_+ : \Sigma_g,1 \rightarrow \partial M \) for a homology cylinder \( (M, m) \) in Section 2.1. They induce a homomorphism
\[
\rho_n : \mathcal{IH} \rightarrow \text{Aut}(\pi_1^{\Sigma_g,1}/\pi_1^{\Sigma_g,1}(n+1)), \quad M \mapsto (m_+)^{-1} \circ (m_+),
\]
for all \( n \geq 2 \) identifying the nilpotent quotients of \( \pi_1^{\Sigma_g,1} \) and \( \pi_1 M \) by Stallings’ theorem [29, Theorem 3.4]. Identify the free module \( H \) generated by \( \{1^\pm, \ldots, g^\pm\} \) with the first homology group \( H_1(\Sigma_g; \mathbb{Z}) \) as in right before Theorem 1.7. The quotient group \( \pi_1^{\Sigma_g,1}(n)/\pi_1^{\Sigma_g,1}(n+1) \) is also identified with \( L_n \). By setting \( J_n \mathcal{H} = \text{Ker} \rho_n \), the \( n \)-th Johnson homomorphism on \( J_n \mathcal{H} \) is defined by
\[
\tau_n : J_n \mathcal{H} \rightarrow \text{Hom}(H, L_{n+1}), \quad M \mapsto ([\gamma] \mapsto [\rho_{n+1}(M)(\gamma)\gamma^{-1}])
\]
for $\gamma \in \pi_1 \Sigma_{g,1}/\pi_1 \Sigma_{g,1}(n + 2)$, and we see that $\operatorname{Ker} \tau_n = J_{n+1} \mathcal{H}$ by definition. The intersection form $\mu: H \otimes H \to \mathbb{Z}$ induces an isomorphism $H \cong H^*$ as $x \mapsto \mu(x, \cdot)$, and we identify $\operatorname{Hom}(H, L_{n+1}) = H^* \otimes L_{n+1} \cong H \otimes L_{n+1}$. Under the identification, the image $\operatorname{Im} \tau_n$ is equal to the kernel $D_n = \operatorname{Ker}(H \otimes L_{n+1} \to L_{n+2})$ of the bracket map as shown in \cite{S} Proposition 2.5.

**Remark 5.6.** Since $\tilde{z}_{n+1,0}$ is essentially the mod $\mathbb{Z}$ reduction of the degree $n+1$ part of the total Johnson map as in \cite{20} Theorem 5.13, it factors through $\operatorname{Gr} q: Y_n \mathcal{IC}/Y_{n+1} \to Y_n \mathcal{I}\mathcal{H}/Y_{n+1}$.

Secondly, we review a surjective homomorphism

$$\kappa: \operatorname{Ker}(\tau_{2k-1}: Y_{2k-1} \mathcal{I}\mathcal{H}/Y_{2k} \to D_{2k-1}) \to L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z}$$

constructed by Conant, Schneiderman, and Teichner, which is an analogue of the higher Sato-Levine invariant of framed links. Recall the isomorphisms $\eta': \mathcal{A}_{n,0}^c \cong D_n'$ in \cite{4} Theorem 1.4 for $n \geq 1$. As in \cite{17} Theorem 3, the diagram

$$\begin{array}{ccc}
\mathcal{A}_{n,0}^c & \xrightarrow{\operatorname{Gr} q \circ s} & Y_n \mathcal{I}\mathcal{H}/Y_{n+1} \\
\downarrow \eta' & \cong & \downarrow \tau_n \\
D_n' & \xrightarrow{\operatorname{id}_H \otimes \gamma_{n+1}} & D_n & 
\end{array}
$$

(5.2)

commutes for $n \geq 1$, where $Y_n \mathcal{I}\mathcal{H}/Y_{n+1} \to J_n \mathcal{H}/J_{n+1} \mathcal{H}$ is the natural homomorphism induced by the inclusion $Y_n \mathcal{I}\mathcal{H} \to J_n \mathcal{H}$. Here, $\operatorname{Gr} q \circ s: \mathcal{A}_{n,0}^c \to Y_n \mathcal{I}\mathcal{H}/Y_{n+1}$ is surjective for $n \geq 2$, where $\operatorname{Gr} q: Y_n \mathcal{IC}/Y_{n+1} \to Y_n \mathcal{I}\mathcal{H}/Y_{n+1}$ is defined in Section 2.1. Note that there is an error in \cite{17} which is corrected in \cite{18}. See also \cite{13} Theorem 7.7. By using Theorem 5.4, it is shown that

$$\operatorname{Coker}(Y_{2k} \mathcal{I}\mathcal{H}/Y_{2k+1}) \cong \operatorname{Coker}(D_{2k}^l \to D_{2k}) \cong L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z}$$

and that $\operatorname{Gr} q \circ s: \mathcal{A}_{2k,0}^c \to Y_{2k} \mathcal{I}\mathcal{H}/Y_{2k+1}$ is an isomorphism for $k \geq 1$ in \cite{4} Theorem 6.2. See also \cite{R} Corollary 50. In a similar way to the connecting homomorphism of the snake lemma, the natural homomorphism

$$\operatorname{Ker}(Y_{2k-1} \mathcal{I}\mathcal{H}/Y_{2k} \to J_{2k-1} \mathcal{H}/J_{2k} \mathcal{H}) \to \operatorname{Coker}(Y_{2k} \mathcal{I}\mathcal{H}/Y_{2k+1}) \to J_{2k} \mathcal{H}/J_{2k+1} \mathcal{H})$$

which maps $M \mapsto [M]$ is well-defined, and it induces a homomorphism

$$\kappa: \operatorname{Ker}(\tau_{2k-1}: Y_{2k-1} \mathcal{I}\mathcal{H}/Y_{2k} \to D_{2k-1}) \to L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z}$$

by the identification stated above. In \cite{6} Proposition 25), $\kappa$ is shown to be surjective.

**Remark 5.7.** The map $\kappa$ is essentially the same as the higher Sato-Levine invariants in \cite{5} Section 5.1 on the Whitney tower filtration on the set of framed links in $S^3$.

Thirdly, we relate the 0-loop part $\tilde{z}_{2k,0}: Y_{2k-1} \mathcal{IC}/Y_{2k} \to \mathcal{A}_{2k,0}^c \otimes \mathbb{Q}/\mathbb{Z}$ of $\tilde{z}_{2k}$ with the homomorphism $\kappa$. Define a homomorphism

$$\nu: L_{k+1}' \otimes \mathbb{Z}/2\mathbb{Z} \to \mathcal{A}_{2k,0}^c \otimes \mathbb{Q}/\mathbb{Z}$$
by $T \mapsto (T \cdots T)/2$. As in the exact sequence \([5.1]\), the kernel of the projection $L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z} \to L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z}$ induced by $\gamma_{k+1}$ is generated by $\text{Im} \theta_{k+1}$ when $k$ is odd, and trivial when $k$ is even. By the IHX relation, we see that $\nu$ factors through the projection.

**Proposition 5.8.** For $k \geq 1$, the homomorphism $\nu: L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z} \to A^c_{2k,0} \otimes \mathbb{Q}/\mathbb{Z}$ is injective, and the following diagram commutes:

$$
\begin{array}{c}
\text{Ker}(\tau_{2k-1}: Y_{2k-1}IC/Y_{2k} \to D_{2k-1}) \\
\downarrow \text{inc} \\
Y_{2k-1}IC/Y_{2k} \\
\downarrow \varepsilon_{2k,0} \\
A^c_{2k,0} \otimes \mathbb{Q}/\mathbb{Z}.
\end{array}
\begin{array}{c}
\kappa \circ \text{Gr} \circ \iota \\
\nu \\
L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z} \\
\end{array}
$$

**Proof of Proposition 5.8** Let $\eta = (\text{id}_H \otimes \gamma_{2k+1}) \circ \eta': A^c_{2k,0} \to D_{2k}$, which is equal to $\tau_{2k} \circ s$ by the commutative diagram \([5.2]\). Consider the commutative diagram

$$
\begin{array}{cccc}
0 & \longrightarrow & A^c_{2k,0} & \longrightarrow & D_{2k} & \longrightarrow & L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z} & \longrightarrow & 0 \\
& & \downarrow \eta & & \downarrow \text{sl} & & \downarrow \nu & & \\
0 & \longrightarrow & A^c_{2k,0} \otimes \mathbb{Q} & \longrightarrow & D_{2k} \otimes \mathbb{Q} & \longrightarrow & 0,
\end{array}
$$

where the first horizontal sequence is obtained from the isomorphism $\eta': A^c_{2k,0} \cong D'_{2k}$ in \([4]\) Theorem 1.4] and Theorem 5.4. As explained in \([6]\) Section 3.8, the homomorphism $\text{sl}$ maps $1/2 \eta(T \cdots T) \in D_{2k}$ to $T \in L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z}$ for a rooted tree $T$ of $i$-deg $= k$. Thus, the connecting homomorphism, which is injective, is equal to $\nu$.

The homomorphism $\text{sl}$ induces an isomorphism $\overline{\text{sl}}: D_{2k}/\eta(A^c_{2k,0}) \cong L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z}$. By the definition of $\kappa$, we have

$$
\overline{\text{sl}}^{-1} \circ \kappa = \tau_{2k} \mod \eta(A^c_{2k,0}): \text{Ker}(\tau_{2k-1}: Y_{2k-1}IC/Y_{2k} \to D_{2k-1}) \to D_{2k}/\eta(A^c_{2k,0}).
$$

On the other hand, by \([20]\) Theorem 5.13, we see that

$$
\eta \circ \overline{Z}^Y_{2k,0} \mod \eta(A^c_{2k,0}) = -\tau^0_{2k} \mod \eta(A^c_{2k,0}): Y_{2k-1}IC/Y_{2k} \to (D_{2k} \otimes \mathbb{Q})/\eta(A^c_{2k,0}),
$$

where $\overline{Z}^Y_{2k,0}$ is the (not necessarily connected) 0-loop part of $\overline{Y}^Y_{2k}$, and $\tau^0_{2k}$ is the degree $2k$ part of the total Johnson map induced by the symplectic expansion $\theta$ which is denoted by $\theta \overline{Z}$ in \([20]\) Proposition 5.6]. Thus, we obtain

$$
\eta \circ \overline{Z}^Y_{2k,0} \mod \eta(A^c_{2k,0}) = -\overline{\text{sl}}^{-1} \circ \kappa \in (D_{2k} \otimes \mathbb{Q})/\eta(A^c_{2k,0})
$$
on $\text{Ker} \tau_{2k-1}$, and we see that $\varepsilon_{2k,0} = \nu \circ \kappa$ since $\overline{\text{sl}}^{-1} = -\overline{\text{sl}}^{-1}$ and $\nu$ is the connecting homomorphism. \qed

We also have some interesting relation between $\varepsilon_{2k,0}$ and $\tau_1$. Note that $D_1 \cong \Lambda^3 H$, and the module $C/Y_2$ is generated by $T(a, b, c)$ for $a, b, c \in \{1^\pm, \ldots, g^\pm\}$ and $KC/Y_2$. 
Remark 5.9. The diagram

\[
\begin{array}{ccc}
\mathcal{IC}/Y_2 & \xrightarrow{\bar{z}_{2,0}} & \mathcal{A}_{2,0}^c \otimes \mathbb{Q}/\mathbb{Z} \\
(\tau_1 \otimes \frac{1}{2}) \circ \text{Gr}_q & \downarrow & \delta'' \\
\Lambda^3 H \otimes \mathbb{Q}/\mathbb{Z} & \xrightarrow{\sim} & \mathcal{A}_{3,1}^c \otimes \mathbb{Q}/\mathbb{Z}
\end{array}
\]

commutes, where the lower horizontal isomorphism will be explained in Section 6.4, and the right vertical homomorphism is the induced one by \(\delta'': \mathcal{A}_{3}^c \to \mathcal{A}_{3}^c\).

We will see the image \(\bar{z}_2(\mathcal{K}C/Y_2)\) later in Lemma 6.5, and it implies that \((\delta'' \circ \bar{z}_{2,0})(\mathcal{K}C/Y_2) = 0 \in \mathcal{A}_{3,1}^c \otimes \mathbb{Q}/\mathbb{Z}\). Thus, Remark 5.9 follows from the equalities

\[
(\delta'' \circ \bar{z}_{2,0} \circ s)(T(a, b, c)) = \frac{1}{2}(\delta'' \circ \delta')(T(a, b, c)) = \frac{1}{2}O(a, b, c) \in \mathcal{A}_{3,1}^c \otimes \mathbb{Q}/\mathbb{Z},
\]

\[
(\tau_1 \otimes \frac{1}{2}) \circ \text{Gr}_q \circ s)(T(a, b, c)) = \frac{1}{2}((\text{id} \otimes \gamma_2) \circ \eta')(T(a, b, c)) = \frac{1}{2}a \wedge b \wedge c \in \Lambda^3 H \otimes \mathbb{Q}/\mathbb{Z},
\]

which are deduced from Theorem 1.1 and the commutative diagram (5.2).

5.4. The kernel of the surgery map on the 0-loop part. Here, using our homomorphism \(\bar{z}_{n+1}\), we investigate the kernel of the surgery map \(s\). More precisely, we show:

Theorem 5.10. For \(k \geq 1\), we have the following.

1. \(\text{Ker}(\bar{z}_{2k} \circ s) : \text{tor} \mathcal{A}_{2k-1,2r}^c \to \mathcal{A}_{2k}^c \otimes \mathbb{Q}/\mathbb{Z} \supset \text{Im} \Delta_{k-1,r}\) for \(r \geq 0\).
2. \(\text{Ker}(\bar{z}_{2k} \circ s) : \text{tor} \mathcal{A}_{2k-1,0}^c \to \mathcal{A}_{2k}^c \otimes \mathbb{Q}/\mathbb{Z} = \text{Im} \Delta_{k-1,0}\).

Theorem 5.10 gives an information on the kernel of the surgery map \(s : \mathcal{A}_{n}^c \to Y_n\mathcal{IC}/Y_{n+1}\). Massuyeau and Meilhan studied \(Y_n\mathcal{IC}/Y_{n+1}\) for \(n = 1, 2\) in [21] and [22]. They essentially showed that \(\text{Ker}(s|_{\mathcal{A}_1^c}) = \text{Im} \Delta_{0,0}\) in [21] Theorem 1.3. For example, \(T(a, a, b) + T(a, b, b) \in \text{Ker} \ s\) for \(a, b \in \{1^+, \ldots, g^+\}\) is deduced from the slide relation in [21] Section 2.1. They also showed that \(s : \mathcal{A}_3^c \to Y_2\mathcal{IC}/Y_3\) is an isomorphism in [22] Corollary 5.1. We determine \(\text{Ker}(s|_{\mathcal{A}_3^c})\) in Theorem 5.11. In [6], the kernel of the composition map of \(\text{Gr} \circ s : \mathcal{A}_{n,0}^c \to Y_n\mathcal{TH}/Y_{n+1}\) is also investigated.

Theorem 5.11 ([6] Lemma 42 and Corollaries 50 and 51). Let \(k \geq 1\). When \(n = 2k\), the surjective homomorphism \(\text{Gr} \circ s : \mathcal{A}_{n,0}^c \to Y_n\mathcal{TH}/Y_{n+1}\) is an isomorphism. When \(n = 2k - 1\), \(\text{Ker} \ (\text{Gr} \circ s) \supset \text{Im} \Delta_{k-1,0}\). Moreover, when \(n = 4k - 1\), \(\text{Ker} \ (\text{Gr} \circ s) = \text{Im} \Delta_{2k-1,0}\).

For \(k \geq 1\), let us define a map \(\xi : H^\otimes(k+1) \otimes \mathbb{Z}/2\mathbb{Z} \to \mathcal{A}_{2k,1}^c \otimes \mathbb{Z}/2\mathbb{Z}\) by

\[
\xi(a_0 \otimes a_1 \otimes \cdots \otimes a_k) = O(a_0, a_1, \ldots, a_k, a_{k-1}, \ldots, a_1).
\]

It factors through \((H^\otimes(k+1))_{(y)} \otimes \mathbb{Z}/2\mathbb{Z}\), since

\[
O(a_0, a_1, \ldots, a_{k-1}, a_k, a_{k-1}, \ldots, a_1) = O(a_k, a_{k-1}, \ldots, a_1, a_0, a_1, \ldots, a_{k-1}).
\]

Lemma 5.12. The homomorphism

\[
\delta'' \circ \text{sq} : H \otimes L_k \otimes \mathbb{Z}/2\mathbb{Z} \to \mathcal{A}_{2k,1}^c \otimes \mathbb{Z}/2\mathbb{Z}
\]

coincides with the map \(\xi\) restricted to \(H \otimes L_k \otimes \mathbb{Z}/2\mathbb{Z}\).
Proof. Pick \( a_0, a_1, \ldots, a_k \in \{1^\pm, \ldots, g^\pm\} \), and let us denote \( v_i = [a_i, [a_{i+1}, [\cdots [a_{k-1}, a_k] \cdots]]] \in L'_{k-i+1} \) for \( 1 \leq i \leq k \) and \( v_{k+1} = 1 \in \mathbb{Z} \). A straightforward computation shows
\[
(\delta'' \circ \text{sq})(a_0 \otimes [a_1, [a_2, [\cdots [a_{k-1}, a_k]]])
= \delta''(T(a_k, a_{k-1}, \ldots, a_1, a_0, a_1, \ldots, a_{k-1}, a_k))
= O(a_1, v_2, a_0, v_2) + \sum_{i=2}^{k} O(a_i, v_{i+1}, a_{i-1}, \ldots, a_1, a_0, a_1, \ldots, a_{i-1}, v_{i+1})
= \sum_{i=1}^{k} \xi(a_0 \otimes a_1 \otimes \cdots \otimes a_{i-1} \otimes v_{i+1} \otimes a_i)
= \xi(a_0 \otimes [a_1, [a_2, [\cdots [a_{k-1}, a_k]]]),
\]
where we slightly abuse the notation \( O(a_i, v_{i+1}, a_{i-1}, \ldots, a_1, a_0, a_1, \ldots, a_{i-1}, v_{i+1}) \) which is a 1-loop Jacobi diagram whose ends of two edges are not univalent vertices but attached to the two copies of the tree \( v_{i+1} \). Since the degree \( k \) part of the free Lie algebra \( L'_k \) is generated by elements \([a_1, [a_2, [\cdots [a_{k-1}, a_k]]]]\), we obtain \( \delta'' \circ \text{sq} = \xi \).

As explained in [5] Section 5.4, the bracket map
\[
[ , ] : H \otimes L_k \otimes \mathbb{Z}/2\mathbb{Z} \to L'_{k+1} \otimes \mathbb{Z}/2\mathbb{Z}
\]
factors through \( H \otimes L_k \otimes \mathbb{Z}/2\mathbb{Z} \). If we take the quotient of the target of the isomorphism
\[
\eta'^{-1} \circ \text{sq} : (H \otimes L_k) \otimes \mathbb{Z}/2\mathbb{Z} \to \text{tor} A^c_{2k-1,0},
\]
we have a homomorphism \((H \otimes L_k) \otimes \mathbb{Z}/2\mathbb{Z} \to (\text{tor} A^c_{2k-1,0})/\text{Im} \Delta_{k-1,0})\). It factors through the bracket map \([ , ] : H \otimes L_k \otimes \mathbb{Z}/2\mathbb{Z} \to L'_{k+1} \otimes \mathbb{Z}/2\mathbb{Z},\) and induces an isomorphism
\[
\underbar{\text{sq}} : L'_{k+1} \otimes \mathbb{Z}/2\mathbb{Z} \to (\text{tor} A^c_{2k-1,0})/\text{Im} \Delta_{k-1,0}.
\]
In [6] Section 3.8, it is shown that, for \( T' \in L'_k \otimes \mathbb{Z}/2\mathbb{Z} \) and \( a \in H,\)
\[
(\kappa \circ \text{Gr} q \circ \underbar{s} \circ \underbar{\text{sq}})([a, T']) = (\kappa \circ \text{Gr} q \circ \underbar{s})(\begin{array}{c} a \\ T' \end{array} = \begin{array}{c} a \\ T' \end{array} ) = [a, T'] \in L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z},
\]
where the map \( \text{Gr} q \circ \underbar{s} \) and the rooted tree \([a, T']\) in this paper are denoted by \( \tilde{\theta}_{2k-1} \) and \( J \) in [6] Section 3.8, respectively. It implies the following.

**Lemma 5.13 ([6]).** The composite map
\[
L'_{k+1} \otimes \mathbb{Z}/2\mathbb{Z} \xrightarrow{\underbar{\text{sq}}} (\text{tor} A^c_{2k-1,0})/\text{Im} \Delta_{k-1,0} \xrightarrow{\kappa \circ \text{Gr} q \circ \underbar{s}} L_{k+1} \otimes \mathbb{Z}/2\mathbb{Z}
\]
coincides with what is induced by the natural projection \( \gamma_{k+1} : L'_{k+1} \to L_{k+1}. \)

Note that the surgery map \( \underbar{s} \) may not be well-defined on \((\text{tor} A^c_{2k-1,0})/\text{Im} \Delta_{k-1,0}.\) However, \( \text{Gr} q \circ \underbar{s} : (\text{tor} A^c_{2k-1,0})/\text{Im} \Delta_{k-1,0} \to \text{Ker}(\tau_{2k-1} : Y_{2k-1} \mathcal{I} \mathcal{H}/Y_{2k} \to D_{2k-1}) \) is well-defined by [6] Lemma 42]. We are interested in the kernel of the composite map in Lemma 5.13, which is non-trivial only when \( k \) is odd, and coincides with the image of \( \theta_{k+1}. \) Setting \( m = (k+1)/2, \) we show the following.
Lemma 5.14. For \( m \geq 1 \), the image of the homomorphism
\[
L_m \otimes \mathbb{Z}/2\mathbb{Z} \xrightarrow{\theta_m} L'_{2m} \otimes \mathbb{Z}/2\mathbb{Z} \xrightarrow{\overline{\pi}_1} (\text{tor} A'_{m-3,0})/ \text{Im} \Delta_{2m-2,0} \xrightarrow{\delta''} A'_{m-2,1} \otimes \mathbb{Z}/2\mathbb{Z}
\]
is contained in \( A'^{c,s,\text{period}}_{m-2,1} \otimes \mathbb{Z}/2\mathbb{Z} \). Under the isomorphism
\[
A'^{c,s,\text{period}}_{m-2,1} \otimes \mathbb{Z}/2\mathbb{Z} \cong A^{c,s}_{m-2,1} \cong H^{\otimes m} \otimes \mathbb{Z}/2\mathbb{Z}
\]
which comes from Lemma 5.3 and Proposition 5.2, the above map \( L_m \otimes \mathbb{Z}/2\mathbb{Z} \to H^{\otimes m} \otimes \mathbb{Z}/2\mathbb{Z} \) coincides with the natural inclusion.

Proof of Lemma 5.14. Let \( v = [a_1, [a_2, \ldots, [a_{m-1}, a_m] \ldots]] \in L'_m \otimes \mathbb{Z}/2\mathbb{Z} \). For \( 1 \leq i \leq m \), we also denote \( v_i = [a_i, [a_{i+1}, \ldots, [a_{m-1}, a_m] \ldots]] \in L'_{m-i+1} \otimes \mathbb{Z}/2\mathbb{Z} \). By the IHX relations or the Jacobi identity, we have
\[
[v, v] = \sum_{i=1}^{m-1} [a_i, [v_{i+1}, [a_{i-1}, \ldots, [a_2, [a_1, v] \ldots]]]] \in L'_{2m} \otimes \mathbb{Z}/2\mathbb{Z}.
\]
Thus, we obtain by Lemma 5.12
\[
(\delta'' \circ \overline{\pi} \circ \theta_m)(v) = (\delta'' \circ \overline{\pi})([v, v])
\]
\[
= (\delta'' \circ \overline{\pi}) \left( \sum_{i=1}^{m} a_i \otimes [v_{i+1}, [a_{i-1}, \ldots, [a_2, [a_1, v] \ldots]]] \right)
\]
\[
= \xi(a_m \otimes [a_{m-1}, \ldots, [a_2, [a_1, v] \ldots]]) + \sum_{i=1}^{m-1} \xi(a_i \otimes [v_{i+1}, [a_{i-1}, \ldots, [a_2, [a_1, v] \ldots]]]).
\]
(5.3)

In the following, we denote the tensor product \( a \otimes b \) simply as \( ab \). For \( 1 \leq i \leq m - 1 \), we have
\[
\xi(a_i [v_{i+1}, [a_{i-1}, \ldots, [a_2, [a_1, v] \ldots]])
\]
\[
= \xi(a_i v_{i+1} [a_{i-1}, \ldots, [a_2, [a_1, v] \ldots]] + a_i [a_{i-1}, \ldots, [a_2, [a_1, v] \ldots]] v_{i+1})
\]
\[
= \xi(v_i [a_{i-1}, \ldots, [a_2, [a_1, v] \ldots]] + v_{i+1} a_i [a_{i-1}, \ldots, [a_2, [a_1, v] \ldots]] + a_i [a_{i-1}, \ldots, [a_2, [a_1, v] \ldots]] v_{i+1})
\]
\[
= \xi(v_i [a_{i-1}, \ldots, [a_2, [a_1, v] \ldots]] + v_{i+1} a_i [a_{i-1}, \ldots, [a_2, [a_1, v] \ldots]]).
\]
(5.4)

Here, we use the fact that \( \xi \) is invariant under the action of \( y \in D_{2m} \). By Equations (5.3) and (5.4), we obtain \( (\delta'' \circ \overline{\pi} \circ \theta_m)(v) = \xi(vv) \). Since
\[
v = [a_1, [a_2, \ldots, [a_{m-1}, a_m] \ldots]] = \sum_{i=1}^{m} a_i v_{i+1} a_{i-1} \cdots a_2 a_1 = \sum_{i=1}^{m} a_1 a_2 \cdots a_{i-1} v_{i+1} a_i,
\]
we have
\[
\xi(vv) = \sum_{i=1}^{m} \xi(a_i v_{i+1} a_{i-1} \cdots a_2 a_1 a_2 \cdots a_{i-1} v_{i+1} a_i).
\]
Each Jacobi diagram which appears in the right-hand side is periodic and invariant under the inversion \( y \). Thus, we have
\[
\xi(vv) \in A'^{c,s,\text{period}}_{m-2,1} \otimes \mathbb{Z}/2\mathbb{Z}.
\]
Under the isomorphism
\[
A'^{c,s,\text{period}}_{m-2,1} \otimes \mathbb{Z}/2\mathbb{Z} \cong H^{\otimes m} \otimes \mathbb{Z}/2\mathbb{Z}
\]
given by Lemma 5.3 and Proposition 5.2, it corresponds to
\[\sum_{i=1}^{m} a_{i}a_{i+1}a_{i-1} \cdots a_{2}a_{1} = [a_{1}, [a_{2}, \cdots, [a_{m-1}, a_{m}] \cdots]] = v \in L_{m} \otimes \mathbb{Z}/2\mathbb{Z}.\]

\[\square\]

**Proof of Theorem 5.10** (1) The inclusion \(\ker(\bar{z}_{2k} \circ s) \supset \text{Im } \Delta_{k-1,r}\) is a corollary of Proposition 3.5 and Theorem 1.1.

(2) Since \(\mathfrak{g}_{\mathbf{q}}: L_{k+1}' \otimes \mathbb{Z}/2\mathbb{Z} \to \text{tor } A_{2k-1,0}'/\text{Im } \Delta_{k-1,0}\) is an isomorphism as explained in Section 5.4, it suffices to show that the composite map
\[\bar{z}_{2k} \circ s \circ \mathfrak{g}_{\mathbf{q}}: L_{k+1}' \otimes \mathbb{Z}/2\mathbb{Z} \to A_{2k}' \otimes \mathbb{Q}/\mathbb{Z}\]
is injective, where the composite map is well-defined by Theorem 5.10 (1). By Proposition 5.8, we have
\[\bar{z}_{2k,0} \circ s \circ \mathfrak{g}_{\mathbf{q}} = \nu \circ \kappa \circ \text{Gr } q \circ s \circ \mathfrak{g}_{\mathbf{q}},\]
where \(\bar{z}_{2k,0}\) is the 0-loop part of \(\bar{z}_{2k}\). When \(k\) is even, this is injective since \(\nu\) is injective by Proposition 5.8 and \(\kappa \circ \text{Gr } q \circ s \circ \mathfrak{g}_{\mathbf{q}}\) is injective by Lemma 5.13 and [18, Lemma 2.1]. When \(k\) is odd, \(\ker(\bar{z}_{2k,0} \circ s \circ \mathfrak{g}_{\mathbf{q}}) = \text{Im } \theta_{m}\) by Lemma 5.13 and the exact sequence (5.1), where we set \(m = (k+1)/2\). Thus, it suffices to show that the homomorphism
\[\bar{z}_{4m-2,1} \circ s \circ \mathfrak{g}_{\mathbf{q}} \circ \theta_{m} = \left(\text{id} \otimes \frac{1}{2}\right) \circ \delta'' \circ \mathfrak{g}_{\mathbf{q}} \circ \theta_{m}: L_{m} \otimes \mathbb{Z}/2\mathbb{Z} \to A_{4m-2,1}' \otimes \mathbb{Q}/\mathbb{Z}\]
is injective, where \(\bar{z}_{4m-2,1}\) is the 1-loop part of \(\bar{z}_{4m-2}\). It follows from the facts that
\[\delta'' \circ \mathfrak{g}_{\mathbf{q}} \circ \theta_{m}: L_{m} \otimes \mathbb{Z}/2\mathbb{Z} \to A_{4m-2,1}' \otimes \mathbb{Z}/2\mathbb{Z}\]
is injective by Lemma 5.14 and that \(\text{id} \otimes \frac{1}{2}: A_{4m-2,1}' \otimes \mathbb{Z}/2\mathbb{Z} \to A_{4m-2,1}' \otimes \mathbb{Q}/\mathbb{Z}\) is also injective since \(A_{4m-2,1}'\) is torsion-free. \[\square\]

6. **Proofs of Theorems 1.2, 1.5 and 1.7**

In this section, we prove Theorems 1.2, 1.5 and 1.7. Recall that Theorems 1.2 and 1.5 state that our homomorphism \(\bar{z}_{n+1}: Y_{2n+1}\mathcal{I}_{\mathcal{C}} \to A_{n+1}' \otimes \mathbb{Q}/\mathbb{Z}\) restricted to subgroups of the Torelli group \(\mathcal{I}\) gives new abelian quotients, and Theorem 1.7 determines the module structure of \(Y_{3}\mathcal{I}_{\mathcal{C}}/Y_{4}\).

6.1. **Proof of Theorem 1.2**. Here, we prove Theorem 1.2 which shows that the image of the natural homomorphism \(\mathcal{I}(2n-1)/\mathcal{I}(2n) \to Y_{2n-1}\mathcal{I}_{\mathcal{C}}/Y_{2n}\) has many torsion elements of order 2 whose images under \(\bar{z}_{2n}: Y_{2n-1}\mathcal{I}_{\mathcal{C}}/Y_{2n} \to A_{2n}' \otimes \mathbb{Q}/\mathbb{Z}\) are non-trivial.

To prove Theorem 1.2, we recall three Lie algebras \(A_{\mathcal{C}}, \text{Gr } Y \mathcal{I}_{\mathcal{C}} = \bigoplus_{n=1}^{\infty} Y_{n}\mathcal{I}_{\mathcal{C}}/Y_{n+1}\), and \(\text{Gr } \mathcal{I} = \bigoplus_{n=1}^{\infty} \mathcal{I}(n)/\mathcal{I}(n+1)\). The module \(A_{\mathcal{C}}\) of connected Jacobi diagrams becomes a Lie algebra under the commutator bracket induced by the associated algebra \(A_{\mathcal{Y}}\), and the surgery map \(s: A_{\mathcal{C}} \to \text{Gr } Y \mathcal{I}_{\mathcal{C}}\) is a Lie algebra homomorphism as explained in [11, Section 8.5]. See also [12, Section 1.2 and Section 2.2] and [2, Section 8.4]. Especially, \(s: A_{\mathcal{C}} \to \text{Gr } Y \mathcal{I}_{\mathcal{C}}\) sends the Lie subalgebra of \(A_{\mathcal{C}}\) generated by the i-deg = 1 part \(A_{1}\) to the Lie subalgebra of \(\text{Gr } Y \mathcal{I}_{\mathcal{C}}\)
generated by $\mathcal{IC}/Y_2$. The latter one is equal to the image of the Lie algebra homomorphism $\text{Gr} \subset : \text{Gr} \mathcal{I} \rightarrow \text{Gr}^\mathcal{I} \mathcal{IC}$ induced by the inclusion $\subset : \mathcal{I} \rightarrow \mathcal{IC}$ since $\subset$ induces an isomorphism $\mathcal{I}/\mathcal{I}(2) \cong \mathcal{IC}/Y_2$ as shown in [21, Theorem 1.3]. As a conclusion, $s$ sends the Lie subalgebra of $\mathcal{A}^c$ generated by $\mathcal{A}^c_1$ to $\text{Im}(\text{Gr} \subset)$.

We construct Jacobi diagrams of odd internal degrees and of order 2 in the Lie subalgebra generated by $\mathcal{A}^c_1$ via combinatorial calculus.

Lemma 6.1. Let $2 \leq n \leq g - 2$ and $\{a_1, a_2, \ldots, a_n, a_{n+1}, a_{n+2}\} \subset \{1^\pm, 2^\pm, \ldots, g^\pm\}$. If $a_i^* \neq a_j$ and $a_i \neq a_j$ for $1 \leq i < j \leq n + 2$, the elements

$$T(a_{n+2}, a_{n-1}, a_{n-2}, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n),$$

$$T(a_{n+2}, a_{n-1}, a_{n-2}, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n, a_{n+1}),$$

are contained in the Lie subalgebra generated by $\mathcal{A}^c_1$.

Proof. For simplicity, we assume $a_i \in \{1^-, 2^-, \ldots, g^\pm\}$ for $1 \leq i \leq n + 2$. Apparently, $T(a_1, a_2, a_3) \in \mathcal{A}^c_1$, and $T(a_1, a_2, a_3) = [T(a_1, a_2), T(a_1, a_3)]$ is a commutator of $\mathcal{A}^c_1$.

Assume that

$$T(a_{n+1}, a_{n-2}, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n)$$

and

$$T(a_{n+1}, a_{n-2}, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n, a_{n+1})$$

are contained in the Lie subalgebra generated by $\mathcal{A}^c_1$. Then, we have

$$[T(a_{n+2}, a_{n-1}, a^*_n), T(a_{n+1}, a_{n-2}, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n),$$

$$= T(a_{n+2}, a_{n-1}, a_{n-2}, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n),$$

$$= T(a_{n+2}, a_{n-1}, a_{n-2}, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n, a_{n+1}).$$

We see inductively these elements are contained in the Lie subalgebra generated by $\mathcal{A}^c_1$. \hfill \Box

Lemma 6.2. Let $1 \leq n \leq g - 2$ and $\{a_1, a_2, \ldots, a_n, a_{n+1}\} \subset \{1^\pm, 2^\pm, \ldots, g^\pm\}$. If $a_i^* \neq a_j$ and $a_i \neq a_j$ for $1 \leq i < j \leq n + 1$, the elements

$$s(T(a_{n+1}, a_n, \ldots, a_2, a_1, a_2, \ldots, a_n, a_{n+1})), s(O(a_n, a_{n-1}, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n))$$

are contained in

$$\text{Im}(\mathcal{I}(2n - 1) \rightarrow Y_{2n-1}\mathcal{IC}/Y_{2n}).$$

Proof. Choose $a_{n+2}$ so that $a_i$'s satisfy the condition in Lemma 6.1. For simplicity, we assume $a_i \in \{1^-, 2^-, \ldots, g^\pm\}$ for $1 \leq i \leq n + 2$. When $n \geq 2$, we have

$$[T(a_{n+1}, a_n, a^*_{n+2}), T(a_{n+2}, a_{n-1}, a_{n-2}, \ldots, a_2, a_1, a_2, \ldots, a_n, a_{n+1})]$$

$$= T(a_{n+1}, a_n, a_{n-1}, \ldots, a_2, a_1, a_2, \ldots, a_n, a_{n+1}).$$
By Lemma 6.1, it is contained in the Lie subalgebra generated by \( \mathcal{A}_1^f \). This is also true for \( n = 1 \) since \( T(a_2, a_1, a_2) \in \mathcal{A}_1^f \). We also have

\[
[T(a_{n+1}, a_n, a_{n-1}, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n, a_{n+1})]
\]

for \( n \geq 2 \). The sum of these elements is equal to \( O(a_{n}, a_{n-1}, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n) \), and it is also contained in the Lie subalgebra generated by \( \mathcal{A}_1^f \). When \( n = 1 \), \( O(a_1) \) is zero by the self-loop relation.

As we explained in the beginning of this section, the images of the two elements above under the surgery map \( \bar{s} \) is contained in \( \text{Im}(I(2n - 1) \to Y_{2n-1}\mathcal{I}\mathcal{C}/Y_{2n}) \).

**Proof of Theorem 1.2** Let \( n \geq 2 \). By the AS relation, we see that the elements

\[
T(a_{n+1}, a_n, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n), \quad O(a_n, a_{n-1}, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n)
\]

are of order 2. Thus, it suffices to check that the two elements in \( Y_{2n-1}\mathcal{I}\mathcal{C}/Y_{2n} \) obtained in Lemma 6.2 are non-trivial. By Theorem 1.1, we have

\[
(\bar{\varepsilon}_{2n,0} \circ \bar{s})(T(a_{n+1}, a_n, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n)) = \frac{1}{2} T(a_{n+1}, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n),
\]

\[
(\bar{\varepsilon}_{2n,1} \circ \bar{s})(O(a_n, a_{n-1}, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}, a_n)) = \frac{1}{2} O(a_n, \ldots, a_2, a_1, a_2, \ldots, a_{n-1}).
\]

The first one is equal to \( \nu([a_1, [a_2, \cdots, [a_{n-1}, a_n] \cdots]]) \in A_{2n,0}^c \otimes \mathbb{Q}/\mathbb{Z} \), and it is non-trivial since \( \nu \) is injective. The second one is also non-trivial since \( O(a_n, \ldots, a_2, a_1, a_2, \ldots, a_n) \) corresponds to an element of \( W_{2n}/\mathcal{D}_{4n} \), which is the basis of the free module \( A_{2n,1}^c \) given in the proof of Proposition 5.2. Thus, the two elements in \( Y_{2n-1}\mathcal{I}\mathcal{C}/Y_{2n} \) in Lemma 6.2 are also non-trivial.

When \( n = 1 \),

\[
(\bar{\varepsilon}_{2,0} \circ \bar{s})(T(a_2, a_1, a_2)) = \frac{1}{2} T(a_2, a_1, a_2) \quad \text{and} \quad (\bar{\varepsilon}_{2,1} \circ \bar{s})(T(a_2, a_1, a_2)) = \frac{1}{2} O(a_1, a_2)
\]

are also non-trivial. 

Morita’s refinement \( \bar{\tau}_n \) extends to a homomorphism on \( Y_n\mathcal{I}\mathcal{C} \) as explained in [20]. Since the target of \( \bar{\tau}_n \) is a free module, the elements \( \bar{s}(T(a_n, \ldots, a_2, a_1, a_2, \ldots, a_n)) \) and \( \bar{s}(O(a_n, \ldots, a_2, a_1, a_2, \ldots, a_n)) \) are in the kernel. Thus, our homomorphism \( \bar{s}_{2n} \) is non-trivial on \( \text{Im}(I(n) \to Y_n\mathcal{I}\mathcal{C}) \cap \text{Ker} \bar{\tau}_n \), and Corollary 1.4 follows.

The \( Y_{2n} \)-equivalence class \( \bar{s}(O(a_n, \ldots, a_2, a_1, a_2, \ldots, a_n)) \) obtained from the graph casper with 1 loop is trivial on \( Y_{2n-1}\mathcal{I}\mathcal{H}/Y_{2n} \) by [17, Theorem 2]. Thus, we also have the following.
Corollary 6.3. For \(2 \leq n \leq g - 2\), the 1-loop part of \(\tilde{z}_{2n}: Y_{2n-1}IC \to A_{2n}^c \otimes \mathbb{Q}/\mathbb{Z}\) restricted to \(\mathcal{I}(2n-1)\) does not factor through \(Y_{2n-1}IH/Y_{2n}\).

6.2. Proof of Theorem 1.5. Here, we prove Theorem 1.5 which states that \(\tilde{z}_4\) gives a homomorphism on \(KC\) whose restriction to the intersection of \(\mathcal{I}\) and the kernels of Morita’s refinement \(\tilde{\tau}_2\) and the Casson invariant is non-trivial.

In Lemma 6.2, we construct an element
\[
\delta(T(a_3, a_2, a_1, a_2, a_3)) \in \text{Im}(\mathcal{I}(3) \to Y_3IC/Y_4)
\]
of order 2 whose image under \(\tilde{z}_{4,0}\) is non-trivial. The homomorphisms \(\tilde{\tau}_2\) and the Casson invariant extend to homomorphisms on \(KC\) as explained in [20] and [2 Section 8.6], respectively, and the element is in the kernels of these homomorphisms because their targets are free modules.

Thus, \(\tilde{z}_{4,0}\) is non-trivial in the intersection of \(\mathcal{I}(3)\) and the kernels of these homomorphisms, and Theorem 1.5 follows from the following.

Lemma 6.4. The map
\[
\tilde{z}_4 = (\log \tilde{Z}^Y)_4 \bmod \mathbb{Z}: KC \to A_4^c \otimes \mathbb{Q}/\mathbb{Z}
\]
is a homomorphism.

To prove Lemma 6.4, we compute the image of \(\tilde{z}_2: IC/Y_2 \to A_2^c \otimes \mathbb{Q}/\mathbb{Z}\) restricted to \(KC/Y_2\).

Lemma 6.5. The image \(\tilde{z}_2(KC/Y_2)\) in \(A_2^c \otimes \mathbb{Q}/\mathbb{Z}\) is generated by
\[
\frac{1}{2}T(a, b, b, a) + \frac{1}{2}O(a, b) \text{ and } \frac{1}{2}c\]
for \(a, b \in \{1^\pm, 2^\pm, \ldots, g^\pm\}\).

Proof. Since \(\tilde{z}_2 = (\log \tilde{Z}^Y)_2 \bmod \mathbb{Z} = \tilde{Z}_2^Y \bmod \mathbb{Z}\) on \(KC\), this follows from the commutative diagram just after Claim 5.7 in [22] under the isomorphism [2 Lemma 8.4].

Proof of Lemma 6.4. Recall that the leading term \((\log \tilde{Z}^Y)_1: IC \to A_1^c \otimes \mathbb{Q}\) equals the first Johnson homomorphism with opposite sign. Thus, for \(M, N \in KC\), we have \(\tilde{Z}^Y(M) - \emptyset, \tilde{Z}^Y(N) - \emptyset \in A_{\geq 2}^c \otimes \mathbb{Q}\). Since
\[
\tilde{Z}^Y(M \circ N) = \tilde{Z}^Y(Y_1) \star \tilde{Z}^Y(Y_2) = (\tilde{Z}^Y(M) - \emptyset) \star (\tilde{Z}^Y(N) - \emptyset) + \tilde{Z}^Y(M) + \tilde{Z}^Y(N) - \emptyset,
\]
we have
\[
\tilde{Z}_4^Y(M \circ N) - \tilde{Z}_4^Y(M) - \tilde{Z}_4^Y(N) = \tilde{Z}_2^Y(M) \star \tilde{Z}_2^Y(N).
\]
Thus, it suffices to show that the connected part of \(\tilde{Z}_2^Y(M) \star \tilde{Z}_2^Y(N)\) is in
\[
\text{Im} \iota + \frac{1}{2}\delta O(a, b, b) \mid a, b \in \{1^\pm, 2^\pm, \ldots, g^\pm\}.
\]
Let us denote
\[
w(i^\epsilon, j^{\epsilon'}) = \begin{cases} 1 & \text{if } i = j, \epsilon = + \text{ and } \epsilon' = -, \\ 0 & \text{otherwise} \end{cases}
\]
for $1 \leq i \leq g$, $1 \leq j \leq g$, and $\epsilon, \epsilon' \in \{+, -, \}$, and $\Theta(a_1, a_2) = a_1 \otimes \cdots \otimes a_j \otimes \cdots a_2$ for $a_1, a_2 \in \{1^\pm, \ldots, g^\pm\}$. We have

$$
\frac{1}{2} \{T(a, b, b, a) + O(a, b)\} + \frac{1}{2} \{T(c, d, d, c) + O(c, d)\} \\
= \frac{1}{2} \{w(a, c)(O(b, b, d, d) + \Theta(b, d)) + w(a, d)(O(b, b, c, c) + \Theta(b, c)) \\
+ w(b, c)(O(a, a, d, d) + \Theta(a, d)) + w(b, d)(O(a, a, c, c) + \Theta(a, c))\} \\
+ \text{(disconnected part)} \in \mathcal{A}_4^Y \otimes \mathbb{Q}/\mathbb{Z}.
$$

By Lemma 6.5, the connected part of $\tilde{Z}_2^Y(M) \ast \tilde{Z}_2^Y(N)$ is in $\text{Im} \iota + (\delta \otimes O(a, b) | a, b \in \{1^\pm, 2^\pm, \ldots, g^\pm\})$. □

6.3. The case of closed surfaces. We have so far considered surfaces with one boundary component and homology cylinders over such surfaces. This subsection is devoted to discussing the case of closed surfaces. The goal is to prove that the abelianization of the Johnson kernel has torsion elements.

Let us denote the Torelli group, the monoid of homology cylinder, and its Johnson kernel in the case of closed surface $\Sigma_g$ of genus $g$ by $\mathcal{I}_g$, $\mathcal{IC}_g$, and $\mathcal{KC}_g$, respectively. It follows from [13] that $\tilde{Z}_g^\circ: \mathcal{IC} \to \tilde{\mathcal{A}} \otimes \mathbb{Q}$ induces a homomorphism $\mathcal{IC}_g \to (\tilde{\mathcal{A}} \otimes \mathbb{Q})/(s \circ \varphi)^{-1}(I^<)$ (also denoted by $\tilde{Z}_g^\circ$) satisfying the commutative diagram

$$
\begin{array}{ccc}
\mathcal{IC} & \overset{\tilde{Z}_g^\circ}{\longrightarrow} & \tilde{\mathcal{A}} \otimes \mathbb{Q} \\
\downarrow & & \downarrow \\
\mathcal{IC}_g & \overset{\tilde{Z}_g^\circ}{\longrightarrow} & (\tilde{\mathcal{A}} \otimes \mathbb{Q})/(s \circ \varphi)^{-1}(I^<),
\end{array}
$$

where $I^<$ is an ideal introduced in [12] Section 7.1] and $\varphi$ and $s$ are isomorphisms used in [12] Section 7.4.]

Let $\mathcal{T}_{n+1}^c$ denote the image of $I_n = (s \circ \varphi)^{-1}(I^<) \cap (\mathcal{A}_n \otimes \mathcal{Q})$ under the projection $\tilde{\mathcal{A}} \otimes \mathbb{Q} \to \tilde{\mathcal{A}}^c \otimes \mathbb{Q}/\mathbb{Z}$ to the connected part. We define the homomorphism $\tilde{z}_{n+1}: Y_n \mathcal{IC}_g/Y_{n+1} \to (\mathcal{A}_{n+1}^c \otimes \mathbb{Q}/\mathbb{Z})/\mathcal{T}_{n+1}^c$ by $\tilde{z}_{n+1}([M]) = (\log \tilde{Z}_g^\circ(M))_{n+1}$. By Theorem 1.1 and the definitions of $\tilde{z}_{n+1}$ and $\tilde{z}_{n+1}$, the diagram

$$
\begin{array}{cccc}
\mathcal{A}_n^c & \overset{\delta}{\longrightarrow} & Y_n \mathcal{IC}/Y_{n+1} & \longrightarrow & Y_n \mathcal{IC}_g/Y_{n+1} \\
\downarrow \delta & & \downarrow \tilde{z}_{n+1} & & \downarrow \tilde{z}_{n+1} \\
\mathcal{A}_{n+1}^c \otimes \mathbb{Z}/2\mathbb{Z} & \overset{id \otimes \frac{1}{2}}{\longrightarrow} & \mathcal{A}_{n+1}^c \otimes \mathbb{Q}/\mathbb{Z} & \longrightarrow & (\mathcal{A}_{n+1}^c \otimes \mathbb{Q}/\mathbb{Z})/\mathcal{T}_{n+1}^c
\end{array}
$$

is commutative. Furthermore, the same argument in the proof of Theorem 4.4 shows that the homomorphism $\tilde{z}_{n+1}: Y_n \mathcal{IC}_g/Y_{n+1} \to (\mathcal{A}_{n+1}^c \otimes \mathbb{Q}/\mathbb{Z})/\mathcal{T}_{n+1}^c$ extends to a homomorphism on $Y_{[\frac{n}{2}]+1} \mathcal{IC}_g/Y_{n+1}$, which is proved in the same way as Theorem 4.4.
Proof of Corollary \[1.6\] By the same argument as the proof of Theorem \[1.5\] in Section 6.2, the composite map
\[
\mathcal{I}_0(2) \xrightarrow{\zeta} Y_2\mathcal{IC}/Y_4 \xrightarrow{\widetilde{\zeta}_4} \left( \mathcal{A}_c^4 \otimes \mathbb{Q}/\mathbb{Z} \right) / \left( \mathcal{T}_4^c + \left\langle \frac{1}{2} \delta O(a,b,b) \mid a,b \in \{1^\pm, \ldots, g^\pm\} \right\rangle \right)
\]
extends to \( K_g \) (and \( KC_g \)).

We next focus on the 0-loop part of this map and show its non-triviality. Let \( \mathcal{T}_{4,0}^c \) be the image of \( \mathcal{T}_4^c \) under the projection \( \mathcal{A}_c^4 \otimes \mathbb{Q}/\mathbb{Z} \rightarrow \mathcal{A}_c^{4,0} \otimes \mathbb{Q}/\mathbb{Z} \), and consider the composite map
\[
K_g \rightarrow \left( \mathcal{A}_c^4 \otimes \mathbb{Q}/\mathbb{Z} \right) / \left( \mathcal{T}_4^c + \left\langle \frac{1}{2} \delta O(a,b,b) \mid a,b \in \{1^\pm, \ldots, g^\pm\} \right\rangle \right) \rightarrow \left( \mathcal{A}_c^{4,0} \otimes \mathbb{Q}/\mathbb{Z} \right) / \mathcal{T}_{4,0}^c.
\]
Here we see that \( \mathcal{T}_{4,0}^c \) is generated by \( \{ \sum_{i=1}^9 T(i^+, i^-, a_1, a_2, a_3, a_4) \mid a_j \in \{1^\pm, \ldots, g^\pm\} \} \) over \( \mathbb{Q}/\mathbb{Z} \). Hence, if \( a_j, a_j^* (j = 1, 2, 3) \) are distinct labels, then \( \frac{1}{2} \delta (T(a_3, a_2, a_1, a_2, a_3)) \notin \mathcal{T}_4^c \). It follows that, if we restrict the above map to the intersection of the kernels of Morita’s refinement of the second Johnson homomorphism and the Casson invariant, it is still non-trivial.

On the other hand, \( H_1(K_g; \mathbb{Q}) \) is completely determined in [27, Theorem 1.3] and described by Morita’s refinement of the second Johnson homomorphism and the Casson invariant. Therefore, \( H_1(K_g; \mathbb{Z}) \) must have torsion elements.

\[\square\]

6.4. Proof of Theorem \[1.7\] Here, we prove Theorem \[1.7\] which determines the module structure of the graded quotient \( Y_3\mathcal{IC}/Y_4 \). We need the following lemma to prove Theorem \[1.7\]

Lemma 6.6. For \( a, b, c \in \{1^\pm, \ldots, g^\pm\} \),

1. \( s(O(a,b,b)) = s(O(a,b,b)) \in Y_3\mathcal{IC}/Y_4 \).
2. \( s(\Delta_{1,0}(T(a,b,c))) = 0 \in Y_3\mathcal{IC}/Y_4 \).

Proof of Theorem \[1.7\]. Recall that the surgery map \( s: \mathcal{A}_3^c \rightarrow Y_3\mathcal{IC}/Y_4 \) is surjective and that the composite map \( \tilde{\mathcal{Z}}_3^c \circ s: \mathcal{A}_3^c \rightarrow \mathcal{A}_3^c \otimes \mathbb{Q} \) coincides with \( \iota \) up to sign. Thus, we have an exact sequence
\[
0 \longrightarrow \text{Ker } s \longrightarrow \text{tor } \mathcal{A}_3^c \longrightarrow \text{tor } (Y_3\mathcal{IC}/Y_4) \longrightarrow 0.
\]
Each 2-loop Jacobi diagram of i-deg = 3 has only one univalent vertex, and we have \( \mathcal{A}_3^{3,2} = 0 \) by [3, Proof of Lemma 5.30] and the self-loop relation. Thus, as we saw in Proposition 5.2 and Theorem 5.4, the module tor \( \mathcal{A}_3^c \) is generated by \( T(c,b,a,b,c) \) and \( O(a,b,b) \) for \( a,b,c \in \{1^\pm, 2^\pm, \ldots, g^\pm\} \), and it is isomorphic to \( (H \otimes L_2 \oplus H \otimes 2) \otimes \mathbb{Z}/2\mathbb{Z} \).

The submodules of \( \mathcal{A}_3^c \) generated by \( \Delta_{1,0}(T(a,b,c)) \) and \( O(a,b,b) \) are isomorphic to \( \Lambda^3H \otimes \mathbb{Z}/2\mathbb{Z} \) and \( \Lambda^2H \otimes \mathbb{Z}/2\mathbb{Z} \), respectively. By Lemma 6.6, we have
\[
|\text{Ker } s| \geq |(\Lambda^3H \oplus \Lambda^2H) \otimes \mathbb{Z}/2\mathbb{Z}|.
\]
On the other hand, by Proposition 5.8 we have
\[
\tilde{z}_{4,0}(s(\text{tor } \mathcal{A}_3^c)) = \tilde{z}_{4,0}(\text{tor } (Y_3\mathcal{IC}/Y_4)) = (\nu \circ \kappa \circ \text{Gr } q)(\text{tor } (Y_3\mathcal{IC}/Y_4)),
\]
and it is isomorphic to \( L_3 \otimes \mathbb{Z}/2\mathbb{Z} \) since \( \nu \) is injective and \( \kappa \) is surjective. The value \( \tilde{z}_4(s(O(a,b,b))) = \frac{1}{2}O(a,b,b) + \frac{1}{2}O(a,b,b) \neq 0 \in \mathcal{A}_c^4 \otimes \mathbb{Q}/\mathbb{Z} \) shows that the image \( \tilde{z}_{4,1}(s(\text{tor } \mathcal{A}_3^c)) \) has order greater
than or equal to that of $S^2 H \otimes \mathbb{Z}/2\mathbb{Z}$. Thus, we obtain
$$|\text{tor}(Y_3 \mathcal{IC}/Y_4)| \geq |(L_3 \oplus S^2 H) \otimes \mathbb{Z}/2\mathbb{Z}|.$$ Comparing the orders of $\text{Ker} s$, $\text{tor}(Y_3 \mathcal{IC}/Y_4)$, and $\text{tor} A_3^c$, we see that $\text{Ker} s$ is isomorphic to
$$(\Lambda^3 H \oplus \Lambda^2 H) \otimes \mathbb{Z}/2\mathbb{Z}$$ and that $\bar{z}_4$ gives an isomorphism
$$\text{tor}(Y_3 \mathcal{IC}/Y_4) \cong (L_3 \oplus S^2 H) \otimes \mathbb{Z}/2\mathbb{Z}.$$ Thus, we obtain isomorphisms of abelian groups
$$(Y_3 \mathcal{IC}/Y_4)/\text{tor}(Y_3 \mathcal{IC}/Y_4) \cong A_3^c/\text{tor} A_3^c \cong D_3 \oplus \Lambda^3 H,$$ where the first isomorphism is induced by $s : A_3^c \to Y_3 \mathcal{IC}/Y_4$ as in [2, Theorem 8.8].

Remark 6.7. It follows from the proof of Theorem 1.7 that $\bar{z}_4|_{\text{tor}} : \text{tor}(Y_3 \mathcal{IC}/Y_4) \to A_3^c \otimes \mathbb{Q}/\mathbb{Z}$ is injective. Indeed, the inequalities $|\text{tor}(Y_3 \mathcal{IC}/Y_4)| \geq |\text{Im} \bar{z}_4| \geq |(L_3 \oplus S^2 H) \otimes \mathbb{Z}/2\mathbb{Z}|$ are equalities.

To show Lemma 6.6, we review some moves on graph claspers given in [11], [9], [10], and [7], and graph claspers with special leaves investigated in [23], [22], and [6]. A leaf of a graph clasper in a 3-manifold $M$ is said to be special if it bounds a disk in $M$ and it is $(−1)$-framed with respect to the disk. Graph claspers with special leaves are called twisted claspers in [6]. As shown in [28, Lemma E.21] and [7, Lemma 4.9], the surgery along a connected twisted clasper with $n$ nodes in a 3-manifold $M$ does not change its $Y_{n+1}$-equivalence class when $n \geq 2$.

In the following, we use additional constituents of claspers which are introduced in [11, Section 2.2]. The left-hand side in Figure 4 of the first equality is called a box which has three incident ends of edges. The end of the edge in the upper side of the box is called the input end and the other two ends in the lower side are called the output ends. The box denotes three leaves of claspers as in the right-hand side. The left-hand side of the second equality denotes a positive half twist of an edge, which is equal to the segment of the framed link depicted in the right-hand side.

We have several equivalences between graph claspers with special leaves which are analogous to those listed in [28, Appendix E] and [22, Appendix A].
Lemma 6.8. Let $G$ be a connected twisted clasper with $n$ nodes and no boxes in a 3-manifold $M$, and let $K$ be a framed knot in $M$ disjoint from $G$. Choose a band $b$ which connects an edge of $G$ and $K$ in $M$, and denote by $G'$ a twisted clasper obtained from $G$ by taking a connecting sum of the edge with $K$ along $b$. Then, we have

$$M_G \sim_{Y_{n+2}} M_{G'}.$$ 

Proof. This immediately follows from [22, Lemma A.1] since the surgery along a twisted clasper with $n + 1$ nodes in a 3-manifold $M$ does not change its $Y_{n+2}$-equivalence class. The case when $n = 1$ is proved in [22, Lemma A.10]. □

Lemma 6.9. Let $G$ be a connected twisted clasper with $n$ nodes and no boxes in $M$ whose two leaves are locally described as in the left-hand side in the Figure 5, where the thick lines imply the same bundle which may contain edges and leaves of claspers. Let $G'$ denote another connected twisted clasper obtained from $G$ by swapping the positions of the two leaves as in the right-hand side. Then, we have

$$G \sim_{Y_{n+2}} G'.$$

Proof. This follows from Lemma 6.8 by taking a meridian of the leaf $f$ as $K$ and a band which connects $e$ and $K$. In other words, the proof is given by applying a crossing change to the edge $e$ and the leaf $f$ of $G$. See, for example, figures in the proof of [28, Lemma E.6]. □

Lemma 6.10. Let $G$ be a connected twisted clasper with $n$ nodes and no boxes in $\Sigma_{g,1} \times [-1, 1]$, and let $G'$ denote another connected twisted clasper obtained from $G$ by inserting a positive half twist in an edge $e$. Then, we have an equivalence

$$(\Sigma_{g,1} \times [-1, 1])_G \sim (\Sigma_{g,1} \times [-1, 1])_{G'}$$

if $e$ is incident to special leaves. When $n \geq 2$, we also have a $Y_{n+2}$-equivalence

$$(\Sigma_{g,1} \times [-1, 1])_G \circ (\Sigma_{g,1} \times [-1, 1])_{G'} \sim_{Y_{n+2}} \Sigma_{g,1} \times [-1, 1]$$

if $e$ is not incident to special leaves.

Proof. If $e$ is incident to special leaves, inserting a half twist to $e$ does not change the isotopy class of the twisted clasper $G$.

Next, assume that $e$ is not incident to special leaves. In this case, the proof is almost the same as [22, Lemma A.15]. In the following, we consider only the case when the number of special
leaves is 1, and $e$ and the special leaf are not incident to the same node. The other cases are proved in a similar way. For example, consider the case when $e$ is an edge in a twisted clasper

$$G = \begin{array}{c}
\text{O} \\
\text{O} \\
\text{O} \\
\end{array}$$

with 2 nodes. We have the following equivalences:

Here, the first equivalence means that the 3-manifold obtained by the surgery along the clasper in the right-hand side is homeomorphic to $\Sigma_{g,1} \times [-1,1]$, and comes from [11 Move 4]. The second equivalence is given by applying the zip construction in [11] with the marking being the right output of the upper box (in the general case, we apply the zip construction to the both ends of $e$). The third equivalence is Move (b) in [23 Lemma A.6], and we numbered the boxes in the resulting clasper. We denote by $e'$ the edge connecting the left output of Box 1 and the right output of Box 2. After applying the zip construction with the marking being the both ends of $e'$, the edge $e'$ becomes a connected graph clasper with 3 nodes (in the general case, this graph clasper has $n + 1$ nodes). By a crossing change using [28 Lemma E.5], we can make the leaf attached to the upper output of Box 3 bound a disk under the $Y_4$-equivalence. Apply the inverse of the zip construction stated above, and erase Box 3 by [11 Move 3]. Then, we obtain the left clasper below.
Applying the zip construction with the same marking again, the edge $e'$ becomes a graph clasper with 4 nodes (in the general case, this clasper has $n + 2$ nodes when $n \geq 2$), and we can erase it under the $Y_4$-equivalence. Here, we use the assumption that the special leaf and $e$ are not incident to the same node. When they are incident to the same node, the sum of the number of nodes in two graph claspers which attached to the inputs of Boxes 1 and 2 in the left figure is $n + 1$. Even in this case, when $n \geq 2$, we can erase several boxes in the same way as Box 3 under the $Y_{n+2}$-equivalence before applying the zip construction with the marking being the ends of $e'$, and increase the sum of the number of nodes up to $n + 2$ or more. Moreover, when the number of special leaves is not 1, we apply the same moves one by one in neighborhoods of special leaves, and we can erase each edge which corresponds to $e'$ arising from Move (b) in [23, Lemma A.6].

After erasing boxes arising from the zip construction by [11, Move 3], the rest is the clasper in the middle. By a crossing change using Lemma 6.8 we can make the leaf attached to the left output of Box 4 bound a disk, and can erase Box 4 by [11, Move 3]. Applying [11, Move 6] to Boxes 5, 6, and 7 we can change each box into two leaves, and we obtain two disjoint graph claspers. By Lemma 6.8 we can move these claspers into disjoint horizontal layers $\Sigma_{g,1} \times [-1,0]$ and $\Sigma_{g,1} \times (0,1]$, and we obtain $(\Sigma_{g,1} \times [-1,1])_G \circ (\Sigma_{g,1} \times [-1,1])_G' \sim_{Y_{n+2}} \Sigma_{g,1} \times [-1,1]$. □

**Proof of Lemma 6.6 (1).** We have the following equivalences:

$$\begin{array}{c}
\begin{array}{c}
\stackrel{a}{\triangleleft} \quad \stackrel{b}{\triangleleft} \\
\downarrow \quad \downarrow
\end{array}
\sim
\begin{array}{c}
\stackrel{a}{\triangleleft} \quad \stackrel{b}{\triangleright} \\
\downarrow \quad \downarrow
\end{array}
\sim
\begin{array}{c}
\stackrel{a}{\triangleright} \quad \stackrel{b}{\triangleright} \\
\downarrow \quad \downarrow
\end{array}
\sim
\begin{array}{c}
\stackrel{Y_4}{\triangleleft} \quad \stackrel{\Sigma}{\triangleright} \\
\downarrow \quad \downarrow
\end{array}
\sim
\begin{array}{c}
\stackrel{a}{\triangleright} \quad \stackrel{b}{\triangleleft} \\
\downarrow \quad \downarrow
\end{array}
\sim
\begin{array}{c}
\stackrel{a}{\triangleright} \quad \stackrel{b}{\triangleright} \\
\downarrow \quad \downarrow
\end{array}
\sim
\begin{array}{c}
\stackrel{Y_4}{\triangleleft} \quad \stackrel{\Sigma}{\triangleright} \\
\downarrow \quad \downarrow
\end{array}
\end{array}$$

The first equivalence is Move (a) in [23, Lemma A.6] which derives from [7, Theorem 3.1], and the second equivalence is [11, Move 11]. The third equivalence is obtained by the same moves as in Lemma 6.10. More precisely, the moves in the third equivalence are as follows. First, apply Move (b) in [23, Lemma A.6] which changes Box 1 into the two boxes, and apply the zip construction with the marking being the both ends of the edge connecting them. Next, by a crossing change using [28, Lemma E.5], we can make the leaf in the upper output of Box 3 bound a disk. Lastly, apply the inverse of the zip construction stated above, and erase Box 3 by [11, Move 3].

There are two unnumbered boxes in the right-hand side. Apply the zip construction with the marking being the output of one of the two boxes attached to a special leaf. Since the twisted clasper which arises from these moves has 3 nodes, we can erase it under the $Y_4$-equivalence by [28, Lemma E.21] or [7, Lemma 4.9]. Applying the same moves to the other unnumbered box, we can also erase the twisted clasper arising from the other special leaf. The rest is the graph clasper with 3 nodes which is represented by the Jacobi diagram $-O(a,a,b)$.

On the other hand, if we rotate the graph clasper 180 degrees in the left-hand side, we also see that it is also $Y_4$-equivalent to $-O(a,b,b)$. Thus, we obtain $s(O(a,a,b)) \sim_{Y_4} s(O(a,b,b))$. □
As in the notation in Section 1, we denote by $T(a_1, a_2, \ldots, a_{n+2})$ the tree Jacobi diagram with colors $a_i \in \{1^\pm, 2^\pm, \ldots, g^\pm, \infty\}$. Let us consider the case when at least one of the labels of the univalent vertices is $\infty$. By assigning a special leaf to each univalent vertices with the label $\infty$, we obtain a twisted clasper in $\Sigma_{g,1} \times [-1, 1]$ in the same way as in Section 2.7. By Lemmas 6.8, 6.9, and 6.10, the $Y_n$-equivalence class of a manifold obtained by the surgery along the twisted clasper does not depend on the choice of a representing surface.

By slightly extending the definition of $s$, we denote by $s(T(a_1, a_2, a_3, a_4)) \in Y_3IC/Y_4$ the $Y_4$-equivalence class of the manifold obtained by surgery along a twisted clasper that corresponds to $T(a_1, a_2, a_3, a_4)$, where $a_i \in \{1^\pm, 2^\pm, \ldots, g^\pm, \infty\}$. Note that the $Y_4$-equivalence class $s(T(a_1, a_2, a_3, a_4)) \in Y_3IC/Y_4$ is invariant under the generalized AS relation which derives from Lemma 6.10, but it may change under the IHX relation of the Jacobi diagrams.

Lemma 6.11. For $a, b, c \in \{1^\pm, \ldots, g^\pm\}$, we have the following.

1. $s(T(a, \infty, b, c)) \sim_{Y_4} s(T(c, b, a, b, c)) \circ s(O(a, b, c))^{-1}$.
2. $s(T(a, \infty, b, c)) \circ s(T(a, b, \infty, c))^{-1} \sim_{Y_4} s(T(a, c, b, c, a))$.

Proof. (1) We have the following equivalences.

Here, the first equivalence is Move (a) in [23, Lemma A.6] and [11, Move 11], and the second one is given by applying the zip construction with the marking being the lower output in the left box. These moves produce a tree clasper with 3 nodes whose leaves are outputs of the unnumbered 5 boxes as depicted in the right-hand side. We can erase the 5 unnumbered boxes by [11, Move 5]. By a sequence of crossing changes using [28, Lemmas E.5 and E.6], we can move the tree clasper with 3 nodes to a horizontal layer $\Sigma_{g,1} \times [-1, -1 + \epsilon]$ for small $\epsilon > 0$ which is disjoint from the rest. The 3-manifold obtained by applying the surgery to the horizontal layer along the tree clasper is the same as $s(T(c, b, a, b, c))$. After moving the tree clasper and erasing Boxes 1 and 2 by [11, Move 3], the rest is a clasper whose one leaf bounds a disk which intersects only one of its own edge. By [28, Lemma E.13] and the AS relation, it is $Y_4$-equivalent to the graph clasper represented by $-O(a, b, c)$.

(2) Applying [11, Move 12] and next [11, Move 11] twice, we have equivalences.
Applying the same procedure as the third equivalence in the proof of Lemma 6.6 (1), we can remove the leaf attached to the input of Box 2 from the clasper by [28, Lemma E.5], and erase Box 2 and all edges attached to it. We can also erase Boxes 3 and 4 by [11, Move 3]. Applying [11, Move 5] to the unnumbered boxes, the rest consists of the graph clasper represented by $T(c, a, a, b, c)$, the twisted clasper represented by $-T(a, \infty, b, c)$, and a twisted tree clasper with one node and a special leaf which we denote by $G$. By [28] Lemmas E.5 and E.6 and Lemmas 6.8 and 6.9, the three claspers can be isotoped into disjoint horizontal layers $\Sigma_{g,1} \times [-1, -1/3]$, $\Sigma_{g,1} \times (-1/3, 1/3]$, and $\Sigma_{g,1} \times (1/3, 1]$ under the $Y_4$-equivalence. As a conclusion, we see that the graph clasper is $Y_4$-equivalent to

$$s(T(c, a, a, b, c)) \circ s(T(a, \infty, b, c))^{-1} \circ (\Sigma_{g,1} \times [-1, 1])_G.$$

Here, note that the $Y_4$-equivalence class of $(\Sigma_{g,1} \times [-1, 1])_G$ depends on the isotopy class of the twisted clasper $G$ in $\Sigma_{g,1} \times [-1, 1]$.

On the other hand, by moving a leaf through the special leaf, we have an isotopy

$$a \sim b \sim c.$$

We see that the graph clasper in the right-hand side above is $Y_4$-equivalent to

$$s(T(a, c, c, b, a))^{-1} \circ s(T(a, b, \infty, c))^{-1} \circ (\Sigma_{g,1} \times [-1, 1])_G$$

in the same way. Comparing the left- and right-hand sides, we obtain

$$s(T(a, \infty, b, c)) \circ s(T(a, b, \infty, c))^{-1} \sim_{Y_4} s(T(c, a, a, b, c)) \circ s(T(a, c, c, b, a)).$$

The AS and IHX relations imply

$$s(T(c, a, a, b, c)) \circ s(T(a, c, c, b, a)) \sim_{Y_4} s(T(a, c, b, c, a)),$$

and we obtain what we want.

\[\square\]
By Lemma 6.11 (2) and (1), we obtain
\[ s(T(a, c, b, c, a)) \sim_{Y_4} s(T(a, \infty, b, c)) \circ s(T(\infty, b, a)) \]
\[ \sim_{Y_4} s(T(c, b, a, b, c)) \circ s(O(a, b, c))^{-1} \circ s(T(a, b, c, b, a)) \circ s(O(b, a))^{-1}. \]
The AS relation implies \( s(O(a, b, c)) = s(O(c, b, a))^{-1} \in Y_3IC/Y_4 \), and we obtain
\[ \Delta_{1,0}(T(a, b, c)) = T(c, b, a, b, c) + T(a, c, b, c, a) + T(a, b, c, b, a) \in \text{Ker } s. \]

6.5. **Finite-type invariants of homology cylinders.** Finally, we see the proof of Theorem 1.7 from a viewpoint of finite-type invariants introduced in [9] and [11]. First note that \( Z_{n+1} \) is a finite-type invariant of degree at most \( n \) since it vanishes on \( F_{n+1}IC \). The following proposition is an affirmative answer for the Goussarov-Habiro conjecture for the \( Y_4 \)-equivalence. Here the conjecture is true for the \( Y_2 \)- and \( Y_3 \)-equivalences (see [21, Corollary 1.5] and [22, Theorem A] for instance).

**Proposition 6.12.** For \( M, M' \in IC \), they are \( Y_4 \)-equivalent if and only if \( f(M) = f(M') \) for every finite-type invariant \( f \) of degree at most 3.

**Proof.** The idea of the proof is the same as [22, Section 5.1]. If \( M \sim_{Y_4} M' \), then they are not distinguished by finite-type invariants of degree at most 3 (see [22, Lemma 2.3] for instance). Conversely, suppose that \( f(M) = f(M') \) for every finite-type invariant \( f \) of degree at most 3. Then we see \( M \sim_{Y_4} M' \) by [21, Corollary 1.5] and [22, Theorem A]. Since \( IC/Y_4 \) is a group ([9, Theorem 3], [11, Section 8.5]), there is \( N \in Y_3IC \) such that \( M \sim_{Y_4} N \circ M' \). We next use the identities \( \tilde{Z}^{Y}_{\leq 3}(M) = \tilde{Z}^{Y}_{\leq 3}(M') \) and \( Z_{4}(M) = Z_{4}(M') \). It follows from \( \tilde{Z}^{Y}_{n}(M) = \sum_{i=0}^{n} \tilde{Z}^{Y}_{i}(N) \star \tilde{Z}^{Y}_{n-i}(M') \) that \( \tilde{Z}^{Y}_{5}(N) = \emptyset \) and \( Z_{4}(N) = 0 \), and thus \( \tilde{z}_{4}(N) = 0 \). Since \( \tilde{z}_{4}: \text{tor}(Y_3IC/Y_4) \to A^{1}_{1} \otimes \mathbb{Q}/\mathbb{Z} \) is injective (see Remark 6.7), \( N = 0 \in Y_3IC/Y_4 \), and hence \( M \) is \( Y_4 \)-equivalent to \( M' \).

**APPENDIX A. VALUES OF THE LMO FUNCTOR ON THE TORELLI GROUP.**

Here, we compute some values of the LMO functor on the Torelli group using a computer. This appendix is not used in the previous sections, and is just for illustration of Theorem 1.1.

Let \( M_1, M_2, \) and \( M_3 \) be the bottom top tangles obtained by the surgeries along framed links depicted in Figure 6. These three tangles correspond to the images of a genus 1 bounding pair

\[ \begin{align*}
 M_1 &= \text{bottom top tangle} \\
 M_2 &= \text{bottom top tangle} \\
 M_3 &= \text{bottom top tangle}
\end{align*} \]

**Figure 6.** Bottom-top tangles \( M_1, M_2, \) and \( M_3 \).
map and the Dehn twists along bounding simple closed curves of genus 1 and 2 under \( \iota: \mathcal{I} \to \mathcal{IC} \), respectively. A computer calculation shows the following.

**Proposition A.1.** The images of \( M_1, M_2 \) and \( M_3 \) under \( \log \tilde{Z}^Y : \mathcal{IC} \to \widehat{\mathcal{A}} \otimes \mathbb{Q} \) mod \( \widehat{A}_{>4} \otimes \mathbb{Q} \) are

\[
\log \tilde{Z}^Y(M_1) = T(1^+, 1^-, 2^-) - \frac{1}{2}O(1^+, 1^-) \\
+ \frac{1}{2} \left\{ T(1^+, 1^-, 1^+, 1^+) + T(1^+, 2^-, 2^-, 1^-) + T(1^+, 1^-, 2^-, 2^+) \right\} \\
- \frac{3}{4}O(1^+, 1^-, 2^-) - T(1^-, 1^+, 1^+, 1^+) + \frac{1}{6}T(1^-, 2^-, 2^-, 1^+) \\
+ \frac{1}{4}T(1^-, 2^-, 2^-, 2^+, 1^+) + \frac{1}{12}T(1^-, 2^-, 2^+, 2^+, 1^+) - \frac{1}{4}T(1^-, 2^-, 2^-, 2^+, 1^+) \\
+ \frac{1}{12}T(1^-, 2^+, 2^+, 2^+, 1^+) - \frac{1}{6}T(1^-, 2^+, 2^-, 2^+, 1^+)
\]

\[
\log \tilde{Z}^Y(M_2) = -\frac{1}{2}O(1^+, 1^-) + \frac{1}{2}T(1^+, 1^-, 1^+, 1^+),
\]

\[
\log \tilde{Z}^Y(M_3) = -\frac{1}{2}O(1^+, 1^-) - \frac{1}{2}O(2^+, 2^-) \\
+ T(1^+, 1^-, 2^-, 2^+) + \frac{1}{2}T(1^+, 1^-, 1^+, 1^+) + \frac{1}{2}T(2^+, 2^-, 2^-, 2^+).
\]

**Remark A.2.** As explained in Remark 4.2, \( Y_2 \)-equivalence classes of homology cylinders are determined by values of \( \tilde{Z}_1^Y \) and \( \tilde{z}_2 \). Thus, we see from Theorem 1.1 that

\[
M_1 \sim_{Y_2} s(-T(1^+, 1^-, 2^-) + T(1^+, 1^+, 1^-)).
\]

By [22] Theorem A and Propositions C.1 and C.2, we also have

\[
M_2 \sim_{Y_2} s(T(\infty, 1^+), 1^-),
\]

\[
M_3 \sim_{Y_2} s(T(\infty, 1^+, 1^-) + T(\infty, 2^+, 2^-) - T(1^+, 1^-, 2^-, 2^+)),
\]

where \( s(T(\infty, i^+, i^-)) \in \mathcal{IC}/\mathcal{Y}_3 \) for \( i = 1, 2 \) is the \( \mathcal{Y}_3 \)-equivalence class obtained by the surgery along \( T(\infty, i^+, i^-) \) as explained in right before Lemma 6.11.

**Appendix B. The Leibniz rule**

Here, we prove Proposition 3.3, which states that \( \delta: \mathcal{A}^Y_n \to \mathcal{A}^Y_{n+1} \otimes \mathbb{Z}/2\mathbb{Z} \) satisfies the Leibniz rule.

**Remark B.1.** Since the surgery map \( \mathcal{S}: \mathcal{A}^Y \to \bigoplus_{n=1}^{\infty} \mathcal{F}_n \mathcal{IC}/\mathcal{F}_{n+1} \mathcal{IC} \) is an algebra homomorphism as shown in [8] Theorem 5 (i)], and \( \mathcal{Z}_{n+1} \) is defined to be the mod \( \mathbb{Z} \) reduction of \( \tilde{Z}^Y_{n+1} \), we deduce that

\[
(\mathcal{Z}_{k+l+1} \circ \mathcal{S})(x \star y) = (\mathcal{Z}_{k+1} \circ \mathcal{S})(x) \star (\tilde{Z}^Y_l \circ \mathcal{S})(y) + (\tilde{Z}^Y_l \circ \mathcal{S})(x) \star (\mathcal{Z}_{l+1} \circ \mathcal{S})(y) \in \mathcal{A}^Y_{k+l+1} \otimes \mathbb{Q}/\mathbb{Z}
\]

for \( x \in \mathcal{A}^Y_k \) and \( y \in \mathcal{A}^Y_l \). Since the homomorphism \( \mathcal{Y}: \mathcal{A}^Y_n \to \mathcal{A}^Y_{n+1} \otimes \mathbb{Z}/2\mathbb{Z} \) also satisfies the Leibniz rule, Theorem 1.1 implies the weaker statement than Proposition 3.3 that \( (\id \otimes \frac{1}{2}) \circ \delta \)
satisfies the Leibniz rule. Moreover, it implies $\delta$ also satisfies the Leibniz rule if $\text{id} \otimes \frac{1}{2}: A_{n+1}^Y \otimes \mathbb{Z}/2\mathbb{Z} \to A_{n+1}^Y \otimes \mathbb{Q}/\mathbb{Z}$ is injective, i.e. $A_{n+1}^Y$ has no 2-torsion elements.

For $a \in \{1^\pm, 2^\pm, \ldots, g^\pm\}$ and a Jacobi diagram $J$ without strut components, let us denote by $U_a(J)$ the set of univalent vertices in $J$ colored by $a$. If we denote

$$\delta^a(J) = \sum_{v \in U_a(J)} \delta_v(J) + \sum_{v, w \in U_a(J) \atop v \neq w} \delta_{vw}(J),$$

we have $\delta(J) = \sum_{i=1}^g \delta^i(J) + \sum_{i=1}^g \delta^{-i}(J)$. Thus, it suffices to prove

$$\delta^i(J \ast J') + \delta^{-i}(J \ast J') = \delta^i J \ast J' + J \ast \delta^i J' + \delta^{-i} J \ast J' + J \ast \delta^{-i} J'$$

for $1 \leq i \leq g$ and Jacobi diagrams $J$ and $J'$ without strut components. We denote

$$J \ast_i J' = \sum_{\substack{V \subset U^+_i(J) \atop W \subset U^-_i(J')} \atop \beta: V \simeq W} J \cup_{\beta} J',$$

where $\beta$ runs through all the bijections between subsets of $U^+_i(J)$ and $U^-_i(J')$. This is the sum of Jacobi diagrams obtained by connecting some of univalent vertices in $J$ labeled by $i^+$ with those in $J'$ labeled by $i^-$. Note that the maps $\delta^i$ and $\delta^{-i}$ do not change the univalent vertices with labels in $\{1^\pm, \ldots, g^\pm\} \setminus \{i\}$. More precisely, the maps $\delta^i$ and $\delta^{-i}$ commute with the operation connecting univalent vertices with labels $\{1^\pm, \ldots, g^\pm\} \setminus \{i\}$. Thus, it suffices to show that

$$\delta^i(J \ast_i J') + \delta^{-i}(J \ast_i J') = (\delta^i J) \ast_i J' + J \ast_i (\delta^i J') + (\delta^{-i} J) \ast_i J' + J \ast_i (\delta^{-i} J'),$$

and Proposition 3.3 follows from the next lemma.
Lemma B.2. The following identities hold.

\[
\delta^+ J \star_i J' + J \star_i \delta^- J' = \sum_{V \subset U_i^+(J)} \left( \sum_{v \in U_i^+(J) \setminus V} (\delta_v J) \cup_{\beta} J' + \sum_{w \in U_i^-(J') \setminus W} J \cup_{\beta} (\delta_w J') \right)
+ \sum_{v, v' \in U_i^+(J) \setminus V \atop v \neq v'} (\delta_{vv'} J) \cup_{\beta} J' + \sum_{w, w' \in U_i^-(J') \setminus W \atop w \neq w'} J \cup_{\beta} (\delta_{ww'} J') \right), \tag{B.1}
\]

\[
\delta^+ (J \star_i J') + J \star_i \delta^- J' = \sum_{V \subset U_i^+(J)} \left( \sum_{v \in U_i^+(J) \setminus V} (\delta_v J) \cup_{\beta} J' + \sum_{v, v' \in U_i^+(J) \setminus V \atop v \neq v'} (\delta_{vv'} J) \cup_{\beta} J' \right) + \sum_{w \in U_i^-(J') \setminus W} J \cup_{\beta} (\delta_w J') \right), \tag{B.2}
\]

\[
\delta^- (J \star_i J') + \delta^+ J \star_i J' = \sum_{V \subset U_i^+(J)} \left( \sum_{w \in U_i^-(J') \setminus W} (J \cup_{\beta} (\delta_v J') \cup_{\beta} (\delta_w J')) \right) + \sum_{w, w' \in U_i^-(J') \setminus W \atop w \neq w'} J \cup_{\beta} (\delta_{ww'} J') \right) \tag{B.3}
\]

**Proof.** First, we prove (B.1). Recall that \(\delta_v (J)\) for \(v \in U_i^+(J)\) is defined to be the sum of Jacobi diagrams obtained by changing a neighborhood of the edge incident to the vertex \(v\) as

\[
\delta_v : \underbrace{\vdots}_{i^+} \mapsto \underbrace{\vdots}_{i^+} + \underbrace{\vdots}_{i^-}.
\]

We denote by \(v_1\) and \(v_2\) the two univalent vertices colored with \(i^+\) which arise from \(v\) in the first term of \(\delta_v (J)\). In the product \(\delta_v J \star_i J'\), there are 3 kinds of terms coming from the first term of \(\delta_v J\): terms in which neither \(v_1\) nor \(v_2\) is connected to a univalent vertex in \(J'\), terms in which only one of \(v_1\) and \(v_2\) is connected to a univalent vertex \(w\) in \(J'\), terms in which \(v_1\) and \(v_2\) are connected to univalent vertices \(w\) and \(w'\), respectively, in \(J'\). Thus, we can write \(\delta_v J \star_i J'\) as

\[
\delta_v J \star_i J' = \sum_{V \subset U_i^+(J) \setminus \{v\}} \left( \delta_v J \cup_{\beta} J' + \sum_{w \in U_i^-(J') \setminus W} (J \cup_{\beta} J') \cup_{\beta} (y_1 = v_{y_2 = w}) \left( \begin{array}{c} i^+ \\ y_1 \ldots y_2 \end{array} \right) \right)
+ \sum_{w, w' \in U_i^-(J') \setminus W \atop w \neq w'} (J \cup_{\beta} J') \cup_{\beta} (y_1 = v_{y_2 = w}) \left( \begin{array}{c} y_2 \\ y_1 \ldots y_3 \end{array} \right) + \sum_{w \in U_i^-(J') \setminus W} (J \cup_{\beta} J') \cup_{\beta} (y_1 = v_{y_2 = w}) \left( \begin{array}{c} i^- \\ y_1 \ldots y_2 \end{array} \right) \right). \tag{B.4}
\]

Here, the second term inside the first summation is obtained by applying the IHX relation to the sum of two Jacobi diagrams in which the vertex \(v_1\) is connected to \(w\) and \(v_2\) is connected to
\[w, \text{ respectively, as}
\]
\[\begin{array}{ccc}
\text{\includegraphics[width=0.3\textwidth]{jaw_1.png}} & + & \text{\includegraphics[width=0.3\textwidth]{jaw_2.png}} = \text{\includegraphics[width=0.3\textwidth]{jaw_3.png}}.
\end{array}\]

The third term is obtained by applying the IHX relation to the sum of two Jacobi diagrams where the vertices \(v_1\) and \(v_2\) are connected to \(w\) and \(w'\) as
\[\begin{array}{ccc}
\text{\includegraphics[width=0.3\textwidth]{jaw_4.png}} & + & \text{\includegraphics[width=0.3\textwidth]{jaw_5.png}} = \text{\includegraphics[width=0.3\textwidth]{jaw_6.png}}.
\end{array}\]

For a Jacobi diagram \(J_0\), let \(\text{rev}(J_0)\) denote the Jacobi diagram obtained by changing the signs of the labels of all the univalent vertices in \(J_0\). By the definitions of \(\star_i\) and \(\delta_v\) for a univalent vertex \(v\) in \(J\), we have
\[\text{rev}(J \star_i J') = \text{rev} J' \star_i \text{rev} J, \text{ and } \text{rev}(\delta_v J) = \delta_v (\text{rev} J).\]

By applying Equation (B.4) to the right-hand side of
\[J \star_i \delta_w J' = \text{rev}(\delta_w (\text{rev} J') \star_i \text{rev} J)\]
for \(w \in U_{i^-}(J')\), we obtain
\[J \star_i \delta_w J' = \sum_{V \subset U_{i^+}(J)} \sum_{W \subset U_{i^-}(J') \setminus \{w\}} \left( J \cup_{\beta} \delta_w J' + \sum_{v \in U_{i^+}(J) \setminus V} (J \cup_{\beta} J') \cup_{y_1 = v} y_2 = w \left( \begin{array}{c} i^- \\
\end{array} \right)
\right.
\]
\[\left. + \sum_{v, v' \in U_{i^+}(J) \setminus V} (J \cup_{\beta} J') \cup_{y_1 = v} y_2 = v' y_3 = w \left( \begin{array}{c} y_2 \\
y_1 \ldots y_3
\end{array} \right) \right) + \sum_{v \in U_{i+}(J) \setminus V} (J \cup_{\beta} J') \cup_{y_1 = v} y_2 = w \left( \begin{array}{c} i^+ \\
y_1 \ldots y_2
\end{array} \right).\]

In the same way, for \(v, v' \in U_{i^+}(J)\) and \(w, w' \in U_{i^-}(J')\), we have
\[\delta_{vv'} J \star_i J' = \sum_{V \subset U_{i^+}(J) \setminus \{v, v'\}} \sum_{W \subset U_{i^-}(J') \setminus \{w, w'\}} \left( \delta_{vv'} J \cup_{\beta} J' + \sum_{w \in U_{i^-}(J') \setminus W} (J \cup_{\beta} J') \cup_{y_1 = v} y_2 = w' y_3 = w \left( \begin{array}{c} y_2 \\
y_1 \ldots y_3
\end{array} \right) \right),\]
\[J \star_i \delta_{ww'} J' = \sum_{V \subset U_{i^+}(J) \setminus \{w, w'\}} \sum_{W \subset U_{i^-}(J') \setminus \{w, w'\}} \left( J \cup_{\beta} \delta_{ww'} J' + \sum_{v \in U_{i^+}(J) \setminus V} (J \cup_{\beta} J') \cup_{y_1 = v} y_2 = w y_3 = w' \left( \begin{array}{c} y_2 \\
y_1 \ldots y_3
\end{array} \right) \right).\]
From the above calculations, we obtain

\[
\delta^i J \ast_i J' = J \ast_i \delta^i J'
\]

\[
= \sum_{v \in U_+(J)} \delta_v J \ast_i J' + \sum_{v, v' \in U_+(J), v \neq v'} \delta_{v v'} J \ast_i J' + \sum_{w \in U_-(J')} J \ast_i \delta_w J' + \sum_{w, w' \in U_-(J'), w \neq w'} J \ast_i \delta_{w w'} J'
\]

\[
= \sum_{V \subseteq U_+(J), W \subseteq U_-(J'), \beta: V \ni W} \left( \sum_{v \in U_+(J) \setminus V} (\delta_v J) \cup_\beta J' + \sum_{v \in U_+(J) \setminus W} (J \cup_\beta (\delta_v J)) + \sum_{v, v' \in U_+(J) \setminus V} (\delta_{v v'} J) \cup_\beta J' + \sum_{w \in U_-(J') \setminus W} J \cup_\beta (\delta_{w w'} J') \right)
\]

Next, we prove Equation (B.2). For \( w, w' \in U_+(J') \), we have

\[
J \ast_i \delta_{w w'} J' = \sum_{V \subseteq U_+(J), W \subseteq U_-(J'), \beta: V \ni W} \left( J \cup_\beta \delta_{w w'} J' + \sum_{v \in U_+(J) \setminus V} (J \cup_\beta J') \cup y_1 = v (\begin{array}{c} i^+ \\ y_1 \end{array}) \right)
\]

Thus, we obtain

\[
J \ast_i \delta^i J' = J \ast_i \left( \sum_{w \in U_+(J')} \delta_w J' + \sum_{w, w' \in U_+(J')} \delta_{w w'} J' \right)
\]

\[
= \sum_{V \subseteq U_+(J), W \subseteq U_-(J'), \beta: V \ni W} \left( \sum_{w \in U_+(J')} J \cup_\beta \delta_w J' + \sum_{w \in U_+(J') \setminus V} (J \cup_\beta J') \cup y_1 = v (\begin{array}{c} i^+ \\ v \\ y_1 \end{array}) \right)
\]

\[
+ \sum_{w, w' \in U_+(J') \setminus W} J \cup_\beta \delta_{w w'} J'
\]
We also have
\[
\delta^+(J \star_i J') = \sum_{V \subseteq U'_i \setminus (J')} \sum_{v \in U'_i \setminus (J) \setminus V} \delta_v J \cup_{\beta} J' + \sum_{v, v' \in U'_i \setminus (J) \setminus V \atop v \neq v'} \delta_{vv'} J \cup_{\beta} J' \\
+ \sum_{w \in U'_i \setminus (J')} J \cup_{\beta} \delta_w J' + \sum_{w, w' \in U'_i \setminus (J) \setminus J' \atop w \neq w'} J \cup_{\beta} \delta_{ww'} J'
\]
\[
+ \sum_{v \in U'_i \setminus (J) \setminus V \atop w \in U'_i \setminus (J')} (J \cup_{\beta} J') \cup_{y_1 = v \atop y_2 = w} \left( \begin{array}{c} i^+ \\ y_1 \\ \ldots \\ y_2 \end{array} \right).
\]

By taking the sum
\[
J \star_i \delta^+(J \star_i J') + \delta^+(J \star_i J'),
\]
we obtain what we want.

Equation (B.3) is obtained by applying Equation (B.2) to the right-hand side of
\[
\delta^{-}(J \star_i J') + \delta^{-} J \star_i J' = \operatorname{rev}(\delta^+(\operatorname{rev} J' \star_i \operatorname{rev} J) + \operatorname{rev} J' \star_i \delta^+ (\operatorname{rev} J)).
\]

□
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