Entropic determination of the phase transition in a coevolving opinion-formation model
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We study an opinion formation model by the means of a co-evolving complex network where the vertices represent the individuals, characterised by their evolving opinions, and the edges represent the interactions among them. The network adapts to the spreading of opinions in two ways: not only connected agents interact and eventually change their thinking but an agent may also rewire one of its links to a neighborhood holding the same opinion as his. The dynamics depends on an external parameter $\Phi$, which controls the plasticity of the network. We show how the information entropy associated to the distribution of group sizes, allows to locate the phase transition between full consensus and a society where different opinions coexist. We also determine the minimum size of the most informative sampling. At the transition the distribution of the sizes of groups holding the same opinion is scale free.

PACS numbers: 05.90.+m, 85.65.-s, 89.75.Fb, 05.65.+b, 02.60.-x

I. INTRODUCTION

The behaviour of large communities of individuals, may be studied using the concepts and methods of statistical physics \cite{1}. We follow this line to consider the case of the build up of opinion groups in a population. Opinions spread within a population via person-to-person contacts where they are subject to controversy and discussion. Any two agents holding different opinions may, after being in contact, either keep their previous opinions or change them and eventually, coincide. In this process agents with the same thinking may become more numerous constituting large opinion groups while opinions held by few agents may lose relevance and eventually, disappear.

The social changes involved in the spread of opinions and the formation of opinion groups can be studied by mapping this problem into the evolution of a social graph in which each node represents an agent characterized by a variable representing its opinion, while the links represent the contacts (interactions) among the agents.

Several works that consider the situation of binary opinions use the framework of the Ising model for magnetic materials (e.g \cite{2}, \cite{3}, \cite{4}). The case of three-opinion states has also been studied, mapping it into a Blume-Emery-Griffith model \cite{5}. The term sociophysics was coined to refer to these kind of models. On the other extreme, as may be the case of religious beliefs, opinions may actually be of an infinite variety and can be assimilated to a continuous variable. The bounded confidence model considers the situation where the interaction between two agents depend on how similar their opinions already are \cite{6}. An intermediate situation is considered in the CODA (continuous opinion, discrete actions) model \cite{7} which interpolates between discrete actions, taken at some stage of the dynamics, based on evolving continuous opinion variables. Another intermediate situation, appears when several discrete opinions are possible, as for an election with many candidates. In this case the opinions are described by an discrete variable (see e.g. ref \cite{8}).

While people exchange opinions on a personal basis, it is also true that agents that agree, naturally tend to gather in closer communities while those with different opinions segregate. In studying the formation of these groups, the problem is what comes first: either opinions spread over the topology of the network forming clusters of agreeing individuals or a change in the topology brings together agents having the same opinion that were not in contact before. Recently this point has been studied introducing the coevolution of nodes and links. Two mechanisms that mutually interfere with each other are considered: one is the change of the individual opinions by the successive interactions with other agents and the other is the change in the structure of the neighborhood of each agent thus conditioning its possible interactions \cite{8}, \cite{10}. The co-evolution of both adaptation mechanisms may be controlled by an external parameter, as in \cite{8} where a change in the opinion is produced with probability $1 - \Phi$, ($\Phi \in [0, 1]$), while the topology of the network is changed with probability $\Phi$. Alternatively, the co-evolution of nodes and links may depend on a dynamical variable as in \cite{11} or finally, both dynamics...
In ref. [8] an adaptation algorithm is proposed such that for extreme values of $\Phi$ either the system evolves toward a state with a single large group of agents sharing one opinion, or to a distribution of groups of agents with different opinions. The remarkable result is that for some intermediate value of $\Phi$ a dynamic phase transition is found accompanied by, among other things, a power-law distribution of group sizes. Despite some similarities of this transition with the random graph percolation case, these authors prove that it belongs to a different universality class.

In ref. [12] it is shown how the behavior of a complex system may be studied using the tools of information theory, namely by measuring the entropy associated to the probability distributions with which different states of the system appear when sampling it under some given conditions. This sampling is in general incomplete and it is shown that one can identify the maximally informative samples of such systems, which show a power law distribution of relevant quantities.

In the present work we apply this latter approach to an opinion formation model that we have chosen, for comparison, similar (though not identical) to the one studied in ref. [8]. The main goal of this approach is to characterize the relevance of different samplings in terms of the amount of information that they give about the behavior of a complex system.

A pertinent choice of variables allows us to locate the phase transition using the entropy associated to the distribution of such variables. This method also allows us to determine the minimum size of the most informative sample.

II. THE MODEL

We consider a society of $N$ agents, each one having an opinion that is labeled by an integer variable $\omega_i = 1 \ldots \Omega$.

No metric is assigned to the opinion labels. We describe the community as a graph in which each node represents an individual. The interaction among agents is only allowed when the corresponding nodes are neighbors, i.e. they are joined by a link of the graph. The total number $M$ of links of the graph, as well as the opinions, are initially distributed at random.

Starting from that initial configuration, the social graph is allowed to evolve. Such evolution takes place in discrete time steps in which links and opinions are assumed to co-evolve. In each time step, as in ref. [8] either an opinion is changed with probability $1 - \Phi$ or a link is changed with probability $\Phi$, nevertheless the dynamics is different.

At each step a node is chosen at random representing the active agent. Then one randomly chooses one of its neighbors among those holding a different opinion. With probability $1 - \Phi$, the active agent confronts its opinion with the chosen neighbor. The result of such interaction is obtained applying a global majority rule by which the node holding the opinion with less supporters of the two, adopts that of its counterpart, instead of simply copying its neighbor’s opinion as in [8]. With probability $\Phi$ rewiring takes place. This means that the link joining the active agent to the chosen neighbor is cut and the active agent is reconnected to any other agent of the system that holds its opinion.

According to this algorithm, in each step either an opinion or a link, is changed. When $\Phi \approx 0$ opinions are changed very often and the topology of the network remains essentially unchanged while if $\Phi \approx 1$, the opposite happens: opinions are left unchanged but the topology of the graph is modified. This procedure keeps the total number of links, $M$, constant. In either case links between agents having different opinions are gradually eliminated and replaced by links between agents with the same thinking. The adaptation process therefore converges to a situation in which there are no links between agents with different opinions. The main difference between this scheme and the one proposed in ref [8] is the use of a global majority rule, which appears here in both stages of the dynamics. This represents the discussion between the two agents who finally choose to agree on the best accepted opinion of the two, instead of one agent simply copying the opinion of the other. This also differs from the local majority rule, where the active agent is only influenced by its nearest neighbors. As a result, not only convergence is significantly improved but also the critical value of the rewiring parameter, $\Phi_c$, is shift.

During the adaptation process, opinion groups may change size by either growing or dwindling, causing eventually some opinions to disappear. Once the number of links between agents with different opinions vanishes, the social graph remains segmented into a set of disconnected subgraphs each one with agents of a single opinion. This does not mean that each opinion is represented by a connected graph: agents with a same opinion may occupy the nodes of several disconnected subgraphs.

Once the convergence of each realization is achieved, each agent has acquired one opinion $\omega_i \in \{1, 2, \ldots, \Omega\}$. So the $N$ agents are distributed in several opinion groups with $k(\omega)$ adherents $(0 \leq k(\omega) \leq N)$. The opinions that have dissapeared in the final state correspond to $k(\omega) = 0$. So $\sum_{\omega=1}^{\Omega} k(\omega) = N$. The number of opinion groups with $k(\omega) = n$ is

$$m_n = \sum_{\omega=1}^{\Omega} \delta_{n,k(\omega)}$$  \hspace{1cm} (1)

Since $\sum_{n=0}^{N} m_n = \Omega$, we can define the probability of finding a group with $n$ members as $P(m_n) = m_n/\Omega$. Notice that these $m_n$ groups do not necessary hold the same opinion and that $m_0$, the number of groups with no member, counts the number of initial opinions that eventually disapper in the co-evolution.

Following the ideas of ref. [12], we calculate the information entropy contained in the distributions of the
variables sampled in this model. Studying the evolution of the corresponding entropy one can determine the most informative sampling.

In the present case, a state of the system is given by the outcome of the adaptation process providing a distribution of the opinions across the population. The distribution of the probability $P(\omega)$ that a randomly chosen agent has the opinion $\omega$ encodes part of the information that can be extracted by sampling the system. In the large $N$ limit, this is defined by

$$P(\omega) = \frac{k(\omega)}{N}$$  \hspace{1cm} (2)

Correspondingly, it is possible to define the opinion entropy $S_\Omega$ as

$$S_\Omega = -\sum_{\omega=1}^{\Omega} P(\omega) \log[P(\omega)]$$  \hspace{1cm} (3)

One can also be interested in the probability that an agent belongs to a group of size $k$:

$$P(k) = \frac{km_k}{N}$$  \hspace{1cm} (4)

with the corresponding information entropy:

$$S_k = -\sum_{k=1}^{N} P(k) \log[P(k)] = -\sum_{k=1}^{N} \frac{km_k}{N} \log\left[\frac{km_k}{N}\right]$$  \hspace{1cm} (5)

Replacing the value of $m_k$ from eq.(1) and changing the sums over $k$ to sums over $\omega$ one obtains:

$$S_k = -\sum_{k=1}^{N} \frac{km_k}{N} \log(m_k) - \sum_{\omega=1}^{\Omega} \frac{k(\omega)}{N} \log\left[\frac{k(\omega)}{N}\right]$$  \hspace{1cm} (6)

$$= -\sum_{k=1}^{N} \frac{km_k}{N} \log(m_k) + S_\Omega$$  \hspace{1cm} (7)

thus, $S_k \leq S_\Omega$.

Within the present model there is some degree of ambiguity concerning how to perform averages when $N_r$ realizations are made to obtain statistically significant results. All the above derivations are valid for each realization separately, thus if each realization is labeled by $r$, one can write the above equations as:

$$S_\Omega(r) = -\sum_{\omega=1}^{\Omega} P(\omega, r) \log[P(\omega, r)]$$  \hspace{1cm} (8)

$$S_k(r) = -\sum_{k=1}^{N} \frac{km_k(r)}{N} \log\left[\frac{km_k(r)}{N}\right]$$  \hspace{1cm} (9)

and averages can trivially be defined by

$$\overline{S_\Omega} = \frac{1}{N_r} \sum_{r} S_\Omega(r)$$  \hspace{1cm} (10)

$$\overline{S_k} = \frac{1}{N_r} \sum_{r} S_k(r)$$  \hspace{1cm} (11)

Average entropies also fulfill $\overline{S_k} < \overline{S_\Omega}$.

However there is a second possibility, namely to work with the distribution of group sizes measured over the $N_r$ realizations. Then the average number of groups of a given size is:

$$\overline{m_k} = \frac{1}{N_r} \sum_{r} m_k(r),$$  \hspace{1cm} (12)

One can then define the information entropy associated to this global distribution of group sizes:

$$S_{<k>} = -\sum_{k=1}^{N} \frac{km_k}{N} \log\left[\frac{km_k}{N}\right]$$  \hspace{1cm} (13)

$$= -\sum_{k=1}^{N} \frac{km_k}{N} \log(m_k) + \overline{S_\Omega}$$  \hspace{1cm} (14)

In this case $S_{<k>} \neq \overline{S_k}$ showing that the result of calculating the group entropy of each realization and averaging over the sample (average of group size entropies over the $N_r$ realizations, $\overline{S_k}$), is different from that of measuring the group probability distribution over all the realizations of the sample and calculating the entropy associated with the distribution so obtained ($S_{<k>}$). In addition the above relationship $\overline{S_k} < \overline{S_\Omega}$ is no longer fulfilled if $\overline{S_k}$ is replaced by $S_{<k>}$.  

### III. RESULTS

We have studied systems of $N = 400, 800, 1600, 3200$ and $6400$ agents with a random initial distribution of $M$ links, leading to a connectivity of average degree $c = 4, 8$ and $12$. The total number of initial opinions, $\Omega$, goes from very low values ($\Omega = 2$) to very high values ($\Omega = 640$). Averages are typically taken over $N_r = 5000$ realizations, except for the largest sizes or the highest connectivities, where we have averaged over 10000 realisations. In the transition region we have performed up to 10000 realizations for all the sizes. The results presented in this article correspond to the case $c = 4$.

The topology of the resulting social graph critically depends upon the value of $\Phi$. When $\Phi \approx 0$, opinion changes are enhanced, the social graph approaches a consensus state: in which a vast majority of agents merges into a single giant opinion group. As $\Phi$ grows, a richer
made over 5000 realizations. Open boxes correspond to links. They share a total of Ω = 160 opinions. Averages are to interpret: when Φ ≈ 0, where there are very few possible group sizes because the system is close to the consensus state, it develops sharp maximum for a particular value of Φc. This maximum signals the occurrence of a phase transition between a consensus state and a fragmented one, where groups holding different opinions coexist. This is confirmed by the behaviour of the order parameter ΣMax, the normalized size of the maximum cluster which suddenly collapses at Φc. Fig. 2 shows this collapse of ΣMax along with the peak of its dispersion, σΣ, at Φc, respectively for different sizes. It is worthwhile noticing that, besides a slight sharpening of the dispersion curve peak, there is no relevant size effect.

In Fig. 3 we show several examples of probability distributions for different values of Φ.

For Φ ≈ 0.05 the distribution decays fast for very small group sizes an displays a significant peak for a size of order N, showing that in most of the samples there is a large dominant group, corresponding to the consensus state which may coexist with some minoritary groups of different opinions. On the other extreme, the distribution for Φ ≈ 0.95 corresponds instead, to a bell shape distribution having a maximum located at k ≈ N/Ω. The inset show different group size distributions in the transition region (Φ ∈ (0.71, 0.75)) where the curve corresponding to the lower bound shows a reminiscence of the peak of the consensus state (large k values).

In the transition region, the distribution function of group sizes fits a power law, P(mk) ∝ k−α with α ≈ 2.2, which corresponds as expected, to a situation in which group sizes appear with a maximum spread. This dependance has also been observed in ref. 8 but with a
larger exponent. The corresponding probability, \( P(k) \), that an agent taken at random belongs to a group of size \( k \), given by eq. (3) also follows a power law but with a different exponent \( P(k) \propto k^{-\beta} \), with \( \beta \approx 0.95 \).

The value of \( \Phi_c \) increases with the connectivity, \( c \), of the network, we have found \( \Phi_c = 0.85 \) for \( c = 8 \) and \( \Phi_c = 0.9 \) for \( c = 12 \), indicating that when the connectivity is large, consensus is always reached within this model. The scale free behaviour of the distribution of group sizes cannot be observed if the number of initial opinions is too low. For very low values of \( \Omega \) (\( \Omega \approx 10 \)), and high enough values of \( \Phi \), one observes a multi-peak distribution with the same number of peaks as the number of initial opinions.

Interestingly, at \( \Phi_c \), the plot of the number of adaptation steps required for the social graph to converge to a stationary state presents a well developed a peak, as it is shown in Figure 4. Adaptation steps bear a close relationship with computing time, however the latter is not a practical measure because the computing time required by an adaption step strongly depends upon the value of \( \Phi \). The existence of this peak in the number of adaption steps is consistent with the power law behaviour of the distribution of group sizes. This is reminiscent of the critical slowing down observed in equilibrium critical phenomena, where the correlation time is related to the divergence of the correlation length, revealing the existence of fluctuations at all scales. Here, instead of domains of all sizes, as in magnetic models, we have broad distribution of the sizes of groups of agents holding equal opinions.

Figure 5 shows that \( S_T \) grows until saturation, with the size of the sampling, \( N_r \), except for very large \( \Phi \) values where it remains constant (which correspond to unchanged opinion groups). This allows us to determine the number of realizations that gives the most informative sampling. Beyond that number, computing more realisations will not bring additional information. As expected ref. [12], the most informative sampling (the one with the largest entropy), corresponds to the transition region.

In the inset, the behaviour of the other entropies calculated here, in the critical region, is depicted. While \( S_T \) increases with the size of the sampling until saturation, as described in the inset of the Fig. 2 (right) of ref. [12], the other average entropies \( S_G \) and \( S_r \) remain constant. This means that if one calculates the entropy for each realisation and averages over many realisations, the fact of increasing the sampling size, will not bring any new information.

Interestingly we see that the system is not self averaging. If it were, a sampling consisting of large size networks (large \( N \)) and few realizations (small \( N_r \)) should give similar results as those issued from a sampling consisting on a lot of realisations \( N_r \) of smaller systems (provided that \( N \) is still reasonably big so as not to be of the same order of magnitude as the number of initial opinions). Figure 6 shows that this is not the case. The entropy in the critical region is measured for several systems sizes, differing in one order of magnitude, as a function of \( N_r \). All the sizes reach saturation at approximately
the same value of $N_r$ (obviously the saturation value of $S_{<k>}$ does depend on $N$).

We perform a study of the phase transition in an opinion model using the information entropy associated to the distribution of different variables. In this model the opinions of the agents and the topology of the social network evolve on the same time scale. This coevolution is controlled by a probabilistic adaptation parameter $\Phi$ that controls the plasticity of the network by allowing to rewire links between agents of different opinions.

Our results show that the system undergoes a phase transition between a consensus phase and a fragmented one, where several opinions coexist, as was found in ref. [8], however as the dynamics used here is different, the critical value of the rewiring parameter we obtain is different, here: $\Phi_c \approx 0.73$. This can be easily understood: in both models the imitation probability is $1 - \Phi$, but as majority rule is more efficient in creating and sustaining consensus than simply copying the neighbors opinion, consensus may remain, in this model, for values of $\Phi$ that are higher than the critical value obtained in ref. [8] namely, $\Phi_c \approx 0.46$. We observe that when minority rule is applied instead, the convergence is severely hampered and even impeded, leading to a frustrated situation.

We show that this phase transition may be located using the information entropy associated with the distribution of groups sizes, measured over the sampling of $N_r$ realisations. In the vicinity of $\Phi_c$ the corresponding distribution of group sizes is scale free, as expected in the transition region. We have found that within this model the entropy of the distribution of the sizes of opinion groups is not self averaging. In particular, the way in which the average over the different realisations is calculated is far from being irrelevant. This phenomenon is characteristic of disordered magnetic systems, where for instance, the response functions as the specific heat or the susceptibility of each realisation, shows a well developed peak which it is located at a different temperature for each realisation [13]. Calculating the average of the corresponding response function over all the realisations first, in order to determine the transition temperature by the location the peak of the average curve, gives a very broad maximum and the information about the transition is washed out.

As usual when dealing with complex systems, the choice of the variables that we are sampling in order to get the most complete information on the system is crucial. Here the correct sampling is given by $P(\{m\})$, and its corresponding information entropy $S_{<k>}$, which improves with the number of realisations, until saturations as it is shown on ref [12]. On the contrary, the average entropy $\overline{S}_k$ will not give more information if we increase the number of realisations. The choice of the order in averaging is relevant. Moreover, as the system is not self averaging, large systems need as many realisations as small systems in order to reach the most informative regime (where entropy is maximum).
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