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Abstract. In this paper we study nonnegative and classical solutions \( u = u(x, t) \) to porous medium problems of the type

\[
\begin{aligned}
&u_t = \Delta u^m + g(u, |\nabla u|) \quad x \in \Omega, t \in I, \\
&u(x, 0) = u_0(x) \quad x \in \Omega,
\end{aligned}
\]

where \( \Omega \) is a bounded and smooth domain of \( \mathbb{R}^N \), with \( N \geq 1 \), \( I = (0, t^*) \) is the maximal interval of existence of \( u \), \( m > 1 \) and \( u_0(x) \) is a nonnegative and sufficiently regular function. The problem is equipped with different boundary conditions and depending on such boundary conditions as well as on the expression of the source \( g \), global existence and blow-up criteria for solutions to (\textcircled{1}) are established. Additionally, in the three dimensional setting and when blow-up occurs, lower bounds for the blow-up time \( t^* \) are also derived.

1. Introduction and motivations

It is well known that several natural phenomena appearing in various physical, chemical and biological applications, are modelled through reaction diffusion equations. Their description, generally given in a cylinder \( \Omega \times I \), where \( \Omega \) is a bounded smooth domain of \( \mathbb{R}^N \) (\( N \geq 1 \)) with regular boundary \( \partial \Omega \), and \( I = (0, t^*) \), is formulated by an initial boundary value problem in the unknown \( u = u(x, t) \) reading as

\[
\begin{aligned}
&u_t = \nabla \cdot A(u, \nabla u, x, t) + B(u, \nabla u, x, t) \quad x \in \Omega, t \in I, \\
&u(x, 0) = u_0(x) \quad x \in \Omega, \\
&\text{Boundary conditions on } u \quad x \in \partial \Omega, t \in I.
\end{aligned}
\]
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As to the question tied to the existence of local (i.e., \( t^* = \infty \)) or global (i.e., \( t^* < \infty \)) solutions to classes of nonlinear problems of this type, sufficient conditions on \( A \) (as for instance, standard ellipticity behavior) as well as growth and regularity assumptions on both \( A \) and \( B \) guaranteeing this existence are known and have been widely studied in the literature (we refer, for instance, to \([6, 17, 19, 20]\)).

In this paper we dedicate our attention to problem (1) in the case \( A(u, \nabla u, x, t) = \nabla u_m \) and \( B(u, \nabla u, x, t) = g(u, |\nabla u|) \) and endowed with some boundary conditions, i.e.

\[
\begin{aligned}
u_t &= \Delta u^m + g(u, |\nabla u|) & x \in \Omega, t \in I, \\
k u_t + h u &= 0 & x \in \partial \Omega, t \in I, \\
u(x, 0) &= u_0(x) & x \in \Omega,
\end{aligned}
\]

where \( \Omega \) and \( I \) were already introduced in the description of (1). Further, \( \nu = (\nu_1, \ldots, \nu_N) \) stands for the outward normal unit vector to the boundary \( \partial \Omega \), \( u_\nu \) is the normal derivative of \( u \), \( m > 1 \), \( k \geq 0 \) and \( h > 0 \). Additionally, \( u_0 := u_0(x) \neq 0 \) is a nonnegative sufficiently smooth function (possibly also verifying compatible conditions on \( \partial \Omega \)), and \( g(u, |\nabla u|) \) is a regular function of its arguments and is such that \( u \equiv 0 \) represents a subsolution of the first equation in (2); henceforth, through the maximum principle, the nonnegativity on \( \Omega \times I \) of solutions \( u \) to (2) remains essentially justified (see \([20, 30]\)).

Beyond problems arising in the mathematical models for gas or fluid flow in porous media (see \([5\text{ and }36]\)), the formulation in (2) also describes the evolution of some biological population \( u \) occupying a certain domain whose growth is governed by the law of \( g \) (see \([16]\)); precisely, the term \( \Delta u^m \) idealizes the spread of the population, the parameter \( m \) indicating the speed of propagation: \( m > 1 \) corresponds to slow, \( 0 < m < 1 \) fast and the limit case \( m = 1 \) infinity propagation. Moreover, when the coefficient \( k \) is zero (the well known Dirichlet boundary conditions), then the distribution of \( u \) on the boundary of the domain maintains constant through the time, while for \( k, h > 0 \) the Robin boundary conditions are recovered: they model a negative flux on the boundary, virtually meaning that the population \( u \) gets out of the domain with rate \(-h/k\).

There are several investigations concerning different variants of the initial boundary value problem (2), all devoted to existence and properties of solutions: global and/or local existence, lower and upper bound of blow-up time, blow-up rates and/or asymptotic behavior. In our opinion, the following papers deserve to be referred also because they inspire this present work.

- **Linear diffusion case** \((m = 1)\) and \( g(u, |\nabla u|) = u^p \), with \( p > 1 \). For \( \Omega = \mathbb{R}^N, \ N \geq 1 \), in \([4, 9]\) and \([18]\) it is shown that for \( 1 < p \leq 1 + (2/N) \) the problem has no global positive solution, whilst for \( p > 1 + (2/N) \) it is possible to fix appropriate initial data \( u_0 \) emanating global solutions. When \( \Omega \) is a bounded and smooth domain of \( \mathbb{R}^3 \) and Dirichlet boundary conditions are assigned, in \([26]\) a lower bound for the blow-up time of solutions, if blow-up occurs, is derived, and \([27]\) essentially deals with blow-up and global existence questions for the same problem in the \( N \)-dimensional setting, with \( N \geq 2 \), and endowed with Robin boundary conditions.

- **Linear diffusion case** \((m = 1)\) and \( g(u, |\nabla u|) = k_1 u^p - k_2 |\nabla u|^q \), \( k_1, k_2 > 0 \) and \( p, q \geq 1 \). In \([34]\) it is proved that for \( q = 2p/(p+1) \) and small \( k_2 > 0 \) blow-up can occur for any \( N \geq 1, \ p > 1, \ (N-2)p < N+2 \) and without
any restriction on the initial data, while lower bounds of the blow-up time, if blow-up occurs, are derived in [22] when \( k_1 \) and \( k_2 \) are time dependent functions and under different boundary conditions.

- **Nonlinear diffusion case** \((m > 1)\) and \(g(u, |\nabla u|) = u^p\), with \( p > 1 \).

---

**In the context of this premise,** we remark that our investigation is not focused on the question concerning the existence of solutions to system (2), but rather on their maximal interval of existence \( I \). In particular, in the framework of nonnegative classical solutions, we follow the same approach used in largely cited papers (see, for instance, [25, 26, 28, 29, 32, 33] and references therein, for linear or nonlinear diffusion equations, even including our same case, i.e. systems like (2) with \( m > 1 \)) where such an existence is a priori assumed. Additionally, as to the lifespan \( I \) of these solutions, only two scenarios can appear and they provide the following extensibility criterion ([6, 7, 17]):

\[
\begin{align*}
\triangleright & \ I = (0, \infty), \text{so that } u \text{ remains bounded for all } x \in \Omega \text{ and time } t > 0, \\
\triangleright & \ I = (0, t^*), t^* \text{ finite (the blow-up time), so that } \lim_{t \to t^*} \|u(\cdot, t)\|_{L^\infty(\Omega)} = \infty.
\end{align*}
\]

By analyzing the expressions of \( g \) presented in the previous items, it is reasonable to expect that the contribution of the positive power addendum, representing a source which essentially increases the energy of the system, stimulates the occurrence of the blow-up; conversely, the negative terms have a damping effect, absorbs the energy and, so, contrasts the power source term.

Exactly in line with the state of the art above reviewed, with this paper we aim at expanding the underpinning theory of the mathematical analysis for problem (2) when different choices of \( g, h \) and \( k \) are considered. Indeed, to the best of our knowledge, the interplay between both positive and negative powers of \( u \), or \( |\nabla u| \), in the source \( g \) and the Robin/Dirichlet boundary conditions has not yet been extensively studied. To be precise, our contribution includes blow-up and global existence criteria for nonnegative and classical solutions to (2) and estimates of the
blow-up time when it occurs. We proof three theorems that are summarized as follows:

- **Criterion for blow-up in** $\mathbb{R}^N$, $N \geq 1$: **Theorem 3.1.** If $g(u, |\nabla u|) = k_1 u^p - k_2 u^q$, $k_1, k_2, h > 0$, $k = 1$, $p \geq \max\{m,q\}$ with $m,q > 1$, and $u_0(x)$ is large enough, then the lifespan $I$ of the nonnegative classical solution of problem (2) is finite and $u$ blows-up at some finite time $t^*$.

- **Criterion for global existence in** $\mathbb{R}^N$, $N \geq 1$: **Theorem 3.2.** If $g(u, |\nabla u|) = k_1 u^p - k_2 u^q$, $k_1, k_2, h > 0$, $k = 1$, $p < m$ with $m,q > 1$, then for any $u_0(x)$ the lifespan $I$ of the nonnegative classical solution of problem (2) is infinite and $u$ is bounded for all time $t > 0$.

- **Lower bound of the blow-up time in** $\mathbb{R}^3$: **Theorem 3.3.** If $g(u, |\nabla u|) = k_1 u^p - k_2 |\nabla u|^q$, $k_1, k_2, h > 0$, $k = 0$, for $p \geq 2$, $2 - 1/p < m < p$ and $p \geq q \geq 2$, and $u$ is a nonnegative classical solution of problem (2) which becomes unbounded in a certain measure and at some finite time $t^*$, then, if $k_2$ is sufficiently large, there exists $T$ such that $t^* \geq T$.

**Remark 1.** Even if the main motivation of this paper lies in enhancing the mathematical theory tied to nonlinear partial differential equations, we want to underline that the expressions of the function $g$ given above are justified also by applicative reasons. Indeed, according to [34], a single (biological) species density $u$ occupying a bounded portion of the space evolves in time by displacement, birth/reproduction and death. In particular, the births are described by a superlinear power of such a distribution, the natural deaths by a linear one and the accidental deaths by a function of its gradient; it leads to $u_t = \Delta u + C_1 u^p - C_2 u - C_3 |\nabla u|^q$, with $p,q > 1$ and $C_1, C_2, C_3 > 0$. Adding to this equation homogeneous Dirichlet conditions corresponds to a non-viable environment on the boundary; homogeneous Neumann conditions stand for a totally insulated domain and Robin ones to a domain which allows the species to cross the boundary. Furthermore, other models originally introduced for only a single species describe the population growth through the preceding equation in which the source $C_1 u^p - C_2 u - C_3 |\nabla u|^q$ is replaced by the so called logistic function $u(a - bu)$, with $a,b > 0$ ([37], Pierre-François Verhulst (1804–1849)), or more generally by functions independent of the accidental deaths and whose qualitative behavior is $u^l(1 - u)$, with $l \geq 1$. All the mentioned sources have been also employed in chemotaxis models, precisely to describe the self-organizing of living organisms ([1, 8, 38, 39, 40, 41, 42]).

2. **Main assumptions and preparatory lemmas**

In this section we give some crucial hypothesis and lemmas which will be considered through the paper in the proofs of the main theorems.

First we give these

**Assumptions.** Let $m > 1$, $h > 0$, $p,q \geq 1$ be real numbers and $N \geq 1$; we establish that

(\(\mathcal{H}_1\)) For $2 - 1/p < m < p$, $p \geq q \geq 2$

\[
\begin{align*}
&\begin{cases}
  s = p - 1, \quad \mu = \frac{q-1}{p-1} < 1, \\
  d = \frac{m-1}{p-1} < 1,
\end{cases} \\
&1 < \delta < \frac{2(m+d)}{2m+3d-3s}, \quad \alpha = \frac{2(m+d)-1}{2(m+d)-3\delta} > 1, \\
&\beta = \frac{2m+3d-1}{2m+3d-3s} \geq 1, \quad \sigma = \frac{2(m+d)-3\delta}{2(m+d)} > 0, \quad \gamma = d + \delta > 1.
\end{align*}
\]
(H₂) Ω is a bounded domain of \( \mathbb{R}^N \), star-shaped and convex in two orthogonal directions, whose geometry for some origin \( x_0 \) inside \( \Omega \) is such that

\[
m_1 := \frac{3}{2 \min_{\partial \Omega} \left( (x - x_0) \cdot \nu \right)} > 0, \quad m_2 := 1 + \frac{\max_{\partial \Omega} |x - x_0|}{\min_{\partial \Omega} ((x - x_0) \cdot \nu)} > 1.\]

(H₃) Ω is a bounded smooth domain of \( \mathbb{R}^N \) such that

\[
\frac{\xi_1(hm)}{hm} \geq \frac{2m_1 N}{3} + m_2 - 1,
\]

being \( m_1 \) and \( m_2 \) as in (5) and \( \xi_1(h) \) the first positive eigenvalue associated to the supported membrane problem

\[
\begin{cases}
\Delta w + \xi_1(h) w = 0 & x \in \Omega, \\
w_\nu + hw = 0 & x \in \partial \Omega.
\end{cases}
\]

The forthcoming two lemmas will be employed in the proof of Theorem 3.2 exactly in order to estimate a certain non-zero boundary integral when Robin boundary conditions are considered in system (2). In particular, Lemma 2.2 uses the result in Lemma 2.1 and even though it was already derived in [38, Lemma 3.3], for the sake of completeness we include its proof.

**Lemma 2.1.** Let \( \Omega \) be a domain of \( \mathbb{R}^N \) verifying assumption (H₂). For any non-negative \( C^1(\bar{\Omega}) \)-function \( V \), we have

\[
\int_{\partial \Omega} V^2 ds \leq \frac{2m_1 N}{3} \int_\Omega V^2 dx + 2(m_2 - 1) \int_\Omega V|\nabla V| dx.
\]

**Proof.** This is relation [23, (A.1) of Lemma A.1.] with \( n = 1 \) and written in terms of the coefficients in (5) of (H₂).

**Lemma 2.2.** Let \( \Omega \) be a domain of \( \mathbb{R}^N \) verifying assumptions (H₂) and (H₃). For any nonnegative \( C^1(\bar{\Omega}) \)-function \( V \) verifying \( V_\nu + hw = 0 \) on \( \partial \Omega \), we have

\[
\int_\Omega |\nabla V^m|^2 dx \geq \sigma \int_\Omega V^{2m} dx,
\]

with \( \sigma := \eta(hm) \), being \( \eta(h) = (3\xi_1(h) - h(2m_1 N + 3m_2 - 3))/(3(h(m_2 - 1) + 1)) \).

**Proof.** For any nonnegative \( C^1(\bar{\Omega}) \)-function \( V \) such that \( V_\nu + hw = 0 \) on \( \partial \Omega \), the general Poincaré inequality returns this relation for the first eigenvalue \( \xi_1(h) \) of (7):

\[
\xi_1(h) \int_\Omega V^2 dx \leq \int_\Omega |\nabla V|^2 dx + h \int_{\partial \Omega} V^2 ds.
\]

It can be written, through relation (8) and subsequently the Young inequality with exponents \( 1/2 \), as

\[
\xi_1(h) \int_\Omega V^2 dx \leq h \left( \frac{2m_1 N}{3} + m_2 - 1 \right) \int_\Omega V^2 dx + (h(m_2 - 1) + 1) \int_\Omega |\nabla V|^2 dx.
\]

Hence, since \( m_2 > 1 \), we also have

\[
\int_\Omega |\nabla V|^2 dx \geq \eta(h) \int_\Omega V^2 dx,
\]
with \( \eta(h) = (3\xi(h) - h(2m_1N + 3m_2 - 3))/\left(3(h(m_2 - 1) + 1)\right) \). The function \( \varphi = V^m \) verifies \( \varphi^\gamma \) with \( \varphi^\gamma + hm\varphi = 0 \), so that (10) provides the inequality:

\[
\int_\Omega |\nabla V|^2 \, dx = \int_\Omega |\nabla \varphi|^2 \, dx \geq \eta(hm) \int_\Omega \varphi^2 \, dx = \sigma \int_\Omega V^{2m} \, dx,
\]

with \( \sigma := \eta(hm) = ((1 + \xi(h)) - hm(2m_1N/3 + m_2 - 1))/(hm(m_2 - 1) + 1) \), that is nonnegative by (6). □

Similarly, the remaining two lemmas of this section are necessary to arrange terms emerging in the proof of Theorem 3.3, some of them also depending on \( |\nabla u| \).

**Lemma 2.3.** Let \( \Omega \) be a bounded domain of \( \mathbb{R}^3 \) with Lipschitz boundary, and let \( m, \alpha, \beta, d, \sigma \) and \( \gamma \) the constants defined in (4) of \( \mathcal{H}_1 \). Then for any nonnegative \( C^1(\Omega) \)-function \( V \)

\[
\int_\Omega V^{m+\gamma} \, dx \leq \frac{\gamma - 1}{\gamma - \mu} \varepsilon_1 \int_\Omega V^{m+\gamma} \, dx + \frac{1 - \mu}{\gamma - \mu} \varepsilon_1 \int_\Omega V^{m+\gamma} \, dx,
\]

where \( \varepsilon_1 \) is an arbitrary positive constant.

If, additionally, \( V \) vanishes on \( \partial \Omega \), there exists a positive \( \Gamma \) such that for every \( \varepsilon_2 > 0 \)

\[
\begin{align*}
\int_\Omega V^{m+\gamma} \, dx & \leq \frac{\gamma - 1}{\gamma - \mu} \varepsilon_1 \int_\Omega V^{m+\gamma} \, dx + \frac{1 - \mu}{\gamma - \mu} \varepsilon_1 \int_\Omega V^{m+\gamma} \, dx \\
& + \frac{\gamma - 1}{\gamma - \mu} \varepsilon_1 \int_\Omega V^{m+\gamma} \, dx + \frac{1 - \mu}{\gamma - \mu} \varepsilon_1 \int_\Omega V^{m+\gamma} \, dx
\end{align*}
\]

(12)

**Proof.** Since \( \mu < 1 \), for some positive constant \( \gamma > 1 \) the Young inequality and the consideration of \( \varepsilon_1 > 0 \) yield

\[
\int_\Omega V^{m+1} \, dx \leq \left( \int_\Omega V^{m+\mu} \, dx \right)^{\frac{\gamma - 1}{\gamma - \mu}} \left( \int_\Omega V^{m+\gamma} \, dx \right)^{\frac{1 - \mu}{\gamma - \mu}}
\]

\[
\frac{\gamma - 1}{\gamma - \mu} \varepsilon_1 \int_\Omega V^{m+\gamma} \, dx + \frac{1 - \mu}{\gamma - \mu} \varepsilon_1 \int_\Omega V^{m+\gamma} \, dx,
\]

so that the first thesis is shown.

On the other hand, let \( V \) be such that \( V = 0 \) on \( \partial \Omega \); the Sobolev embedding in \( \mathbb{R}^3, W^{1,2}_0 \hookrightarrow L^6 \), provides

\[
\int_\Omega \left( V^{\frac{m+d}{2}} \right)^6 \, dx \leq \Gamma^6 \left( \int_\Omega |\nabla V^{\frac{m+d}{2}}|^2 \, dx \right)^3,
\]

(13)

\( \Gamma = 4^{1/23}3^{-1/2} \pi^{-2/3} \) being the best Sobolev constant (see [35]). Now, for \( \gamma = d + \delta > 1 \), the Hölder inequality leads to

\[
\int_\Omega V^{m+\gamma} \, dx = \int_\Omega V^{(m+d)+\delta} \, dx
\]

\[
\leq \left( \int_\Omega V^{m+d} \, dx \right)^{\frac{2(m+d)-\delta}{(m+d)\delta}} \left( \int_\Omega (V^{\frac{m+d}{2}})^6 \, dx \right)^{\frac{\delta}{(m+d)\delta}},
\]

(14)
so that by replacing (13) into (14), we obtain
\[
\int_{\Omega} V^{(m+d)+\delta} \, dx \leq \Gamma \frac{\varepsilon_2^{2(m+d)}}{m+\varepsilon_2} \left( \int_{\Omega} V^{m+d} \, dx \right)^{\frac{2(m+d)-\delta}{2(m+d)-3\delta}} \left( \int_{\Omega} |\nabla V|^{\frac{m+d}{2}} \, dx \right)^{\frac{3\delta}{2(m+d)}}.
\]

The introduction of an arbitrary positive constant \( \varepsilon_2 \), and an application of the Young inequality, allow us to write (recall (4))
\[
\int_{\Omega} V^{(m+d)+\delta} \, dx \leq \Gamma \frac{\varepsilon_2^{2(m+d)}}{m+\varepsilon_2} \left( \int_{\Omega} V^{m+d} \, dx \right)^{\frac{2(m+d)-\delta}{2(m+d)-3\delta}} \left( \int_{\Omega} |\nabla V|^{\frac{m+d}{2}} \, dx \right)^{\frac{3\delta}{2(m+d)}}
\]
(15)
\[
\leq \Gamma \frac{2(m+d)-3\delta}{2(m+d)} \left( \int_{\Omega} V^{m+d} \, dx \right)^{\frac{2(m+d)-\delta}{2(m+d)-3\delta}} + \Gamma \frac{3\delta}{2(m+d)} \int_{\Omega} |\nabla V|^{\frac{m+d}{2}} \, dx.
\]

To bound the term \( \int_{\Omega} V^{m+d} \, dx \), let us observe that the Hölder and the Schwarz inequalities give, respectively,

\[
\int_{\Omega} V^{m+1} \, dx \leq \left( \int_{\Omega} V^{2(m+d)} \, dx \right)^{\frac{1}{m+2\delta}} \left( \int_{\Omega} V^m \, dx \right)^{\frac{m+2\delta}{m+2\delta}},
\]
(16)
and
\[
\int_{\Omega} V^{2(m+d)} \, dx \leq \left( \int_{\Omega} V^{m+d} \, dx \right)^{3\delta} \left( \int_{\Omega} V^{m+d} \, dx \right)^{\frac{1}{2}}.
\]
(17)

Now, using in (17) relation (13), we get
\[
\int_{\Omega} V^{2(m+d)} \, dx \leq \Gamma^3 \left( \int_{\Omega} |\nabla V|^{\frac{m+d}{2}} \, dx \right)^{\frac{3}{2}} \left( \int_{\Omega} V^{m+d} \, dx \right)^{\frac{1}{2}},
\]
and hence (16) reads
\[
\int_{\Omega} V^{m+1} \, dx \leq \Gamma \frac{3\delta}{m+2\delta} \left( \int_{\Omega} |\nabla V|^{\frac{m+d}{2}} \, dx \right)^{\frac{3}{2(m+d)}} \left( \int_{\Omega} V^{m+d} \, dx \right)^{\frac{1}{2}} \left( \int_{\Omega} V^m \, dx \right)^{\frac{m+2\delta}{m+2\delta}}
\]
(18)
\[
\times \left( \int_{\Omega} V^{m+d} \, dx \right)^{\frac{m+2\delta}{m+2\delta}}.
\]

In addition, we first use again the Hölder inequality to lead to
\[
\int_{\Omega} V^{m+d} \, dx \leq \left( \int_{\Omega} V^{m+1} \, dx \right)^{d} \left( \int_{\Omega} V^m \, dx \right)^{1-d},
\]
(19)
and then we insert this estimate in (18); combining terms, applying (20)
\[
a^r b^{1-r} \leq ra + (1-r)b,
\]
valid for \( a, b \geq 0 \) and \( 0 < r < 1 \), we arrive at (\( \alpha \) as in (4) of (H1))
\[
\left( \int_{\Omega} V^{m+1} \, dx \right)^{\alpha} \leq \Gamma \frac{6\alpha}{m+2\delta} \left( \int_{\Omega} |\nabla V|^{\frac{m+d}{2}} \, dx \right)^{\frac{3\alpha}{m+2\delta}} \left( \int_{\Omega} V^m \, dx \right)^{\frac{2m+3d-1}{2m+3d}}
\]
(21)
\[
\leq \Gamma \frac{6\alpha}{2m+3d} \int_{\Omega} |\nabla V|^{\frac{m+d}{2}} \, dx + \Gamma \frac{2m+3d-3\alpha}{2m+3d} \left( \int_{\Omega} V^m \, dx \right)^{\frac{2m+3d-1}{2m+3d}}.
\]
Hence, by rearranging again (19) with (20) we attain
\[
\left( \int_{\Omega} V^{m+d} dx \right)^{\alpha} \leq \left[ \left( \int_{\Omega} V^{m+1} dx \right)^{d} \left( \int_{\Omega} V^{m} dx \right)^{1-d} \right]^{\alpha} \\
\leq d\left( \int_{\Omega} V^{m+1} dx \right)^{\alpha} + (1-d)\left( \int_{\Omega} V^{m} dx \right)^{\alpha},
\]
so that in view of (21) expression (15) (recall \(\gamma = d + \delta\)) infers our thesis. \(\square\)

**Lemma 2.4.** Let \(m, d\) and \(\delta\) as in (4) of (\(H_{1}\)). If \(c_{1}, c_{2}, \ldots, c_{6}\) are positive real numbers satisfying
\[
c_{3} \geq c_{5}\left( c_{5} \right)^{-\frac{3\delta}{2(m+d)}} \left( \frac{3\delta}{(2m+2d-3\delta)} \right)^{-\frac{3\delta}{2(m+d)}} \frac{2(m+d)}{2(m+d)-3\delta},
\]
then there exits \(\xi_{m} \in (0, \infty)\) such that
\[
c_{5}\xi_{m} + c_{6}\xi_{m}^{1-\frac{2(m+d)}{3\delta}} - c_{3} \leq 0.
\]

*Proof.* For any \(\xi \in (0, \infty)\), the function \(\Phi(\xi) := c_{5}\xi + c_{6}\xi^{1-2(m+d)/3\delta}\) attains its minimum at the point
\[
\xi_{m} = \left( \frac{3\delta c_{5}}{c_{6}(2m+2d-3\delta)} \right)^{-\frac{3\delta}{2(m+d)}}.
\]
Therefore, since (22) holds we have
\[
c_{3} \geq c_{5}\left( \frac{c_{5}}{c_{6}} \right)^{-\frac{3\delta}{2(m+d)}} \left( \frac{3\delta}{(2m+2d-3\delta)} \right)^{-\frac{3\delta}{2(m+d)}} \frac{2(m+d)}{2(m+d)-3\delta} = \Phi(\xi_{m}),
\]
and relation (23) is proven. \(\square\)

### 3. Analysis and proofs of the main results

In this section we discuss and give the demonstrations of our main theorems, whose general overview was summarized in §1.

#### 3.1. A criterion for blow-up.

The first theorem is dedicated to understand properties of solutions to system (2) when \(g(u, |\nabla u|) = k_{1}u^{p} - k_{2}u^{q}\) and under Robin boundary conditions. Essentially, we observe that if the power \(q\) of the absorption term in \(g\), as well as the coefficient \(m\) of the diffusion, do not surpass the power \(p\) from the growth contribution, then the occurrence of blow-up phenomena at some finite time may appear for some initial data \(u_{0}(x)\), despite the outflow boundary conditions; in particular no global solution is expected.

**Theorem 3.1.** Let \(\Omega\) be a bounded smooth domain of \(\mathbb{R}^{N}\), \(N \geq 1, k_{1}, k_{2}, h > 0, k = 1, p \geq \max\{m, q\}\), with \(m, q > 1\), \(g(u, |\nabla u|) = k_{1}u^{p} - k_{2}u^{q}\) and \(u_{0}(x) \not\equiv 0\) a nonnegative function from \(C^{1}(\Omega)\). Moreover, let \(u \in C^{2,1}(\Omega \times (0, t^{*})) \cap C^{1,0}(\Omega \times [0, t^{*}])\) be the nonnegative solution of problem (2).

\[
\psi(t) := -\frac{p+m}{2m} \int_{\Omega} |\nabla u|^{2} dx + k_{1} \int_{\Omega} u^{p+m} dx \\
- k_{2} \int_{\Omega} u^{q+m} dx - \frac{h(p+m)}{2} \int_{\partial\Omega} u^{2m} ds, \quad \text{for all } t \in (0, t^{*}),
\]

is such that \(\psi(0) > 0\), then \(t^* < \infty\), or equivalently \(I = (0, t^*)\). In particular, \(\|u(\cdot,t)\|_{L^\infty(\Omega)} \to \infty\) as \(t \searrow t^*\) at some time \(t^*\) satisfying
\[
t^* < T = \frac{m + 1}{p - 1} \frac{\varphi(0)}{\psi(0)}.
\]

Proof. Let \(u\) be the nonnegative classical solution of (2) satisfying \(u_\nu = -hu\) on \(\partial\Omega\). By a differentiation we can write
\[
\frac{1}{m + 1} \varphi'(t) = -\frac{p + m}{m} \int_\Omega \nabla u^m \cdot (\nabla u^m)_t dx + k_1(p + m) \int_\Omega u^{p+m-1}u_t dx
- k_2(q + m) \int_\Omega u^{q+m-1}u_t dx - h(p + m) \int_{\partial\Omega} u^{2m-1} u_t ds
\]
\[
= -\frac{p + m}{m} \int_{\partial\Omega} (u^m)_t \nu ds + \frac{p + m}{m} \int_{\partial\Omega} (u^m)_t \nu ds + k_1(p + m) \int_\Omega u^{p+m-1}u_t dx
- k_2(q + m) \int_\Omega u^{q+m-1}u_t dx - h(p + m) \int_{\partial\Omega} u^{2m-1} u_t ds
\]
\[
\geq (p + m) \int_\Omega u^{m-1} (\Delta u^m + k_1 u^p - k_2 u^q) dx
= (p + m) \int_\Omega u^{m-1} u_t^2 dx \geq 0 \quad \text{for all } t \in (0, t^*),
\]
where we have used the integration by parts formula and the assumption \(p \geq q\).

Similarly, as to the evolution of \(\varphi(t) := \int_\Omega u^{m+1} dx\), we derive
\[
\frac{1}{m + 1} \varphi'(t) = \int_\Omega u^m (\Delta u^m + k_1 u^p - k_2 u^q) dx
- \int_\Omega \nabla u^m \cdot \nabla u^m dx + k_1 \int_\Omega u^{p+m} dx - k_2 \int_\Omega u^{q+m} dx
+ \int_{\partial\Omega} u^m \nabla u^m \cdot \nu ds
\]
\[
= -\int_\Omega |\nabla u^m|^2 dx + k_1 \int_\Omega u^{p+m} dx - k_2 \int_\Omega u^{q+m} dx
- mh \int_{\partial\Omega} u^{2m} ds
\]
\[
\geq -\frac{p + m}{2m} \int_\Omega |\nabla u^m|^2 dx + k_1 \int_\Omega u^{p+m} dx - k_2 \int_\Omega u^{q+m} dx
- \frac{h(p + m)}{2} \int_{\partial\Omega} u^{2m} ds \geq \frac{1}{m + 1} \psi(t) \quad \text{for all } t \in (0, t^*),
\]
where in this case we relied on the fact that \(p \geq m\). Now, the hypothesis \(\psi(0) > 0\), (25) and (26) yield
\[
\psi(t) > 0 \quad \text{and} \quad \varphi'(t) > 0 \quad \text{on} \quad (0, t^*).
\]
Since by the Young inequality we have that for all \(t \in (0, t^*)\)
\[
\frac{1}{m + 1} \varphi'(t) = \int_\Omega u^{m+1} u^{m-1} u_t dx \leq \left( \int_\Omega u^{m+1} dx \right)^{\frac{1}{m}} \left( \int_\Omega u^{m-1} (u_t)^2 dx \right)^{\frac{1}{2}},
\]
this implies by virtue of the definition of \( \varphi \), in conjunction with (25) and (26),
\[
\varphi(t)\psi'(t) \geq \frac{m+p}{m+1} \varphi'(t)^2 \geq \frac{m+p}{m+1} \psi(t)\varphi'(t) \quad \text{on } (0, t^*),
\]
or equivalently
\[
\frac{d}{dt}(\psi\varphi^{-\frac{m+p}{m+1}}) \geq 0 \quad \text{on } (0, t^*).
\]
Subsequently, an integration on \((0, t)\) with \( t < t^* \) infers, being \( \varphi(0) > 0 \),
\[
\psi(t) \geq \psi(0)\varphi(0)^{-\frac{m+p}{m+1}} \varphi(t)^{-\frac{m+p}{m+1}} \quad \text{on } (0, t).
\]
Finally, recalling (26), we have
\[
\varphi'(t)\varphi(t)^{-\frac{m+p}{m+1}} \geq \psi(0)\varphi(0)^{-\frac{m+p}{m+1}} \quad \text{on } (0, t),
\]
and with \((m+p)/(m+1) > 1\) a further integration leads to
\[
\frac{1}{\varphi(t)^{\frac{m-p}{m+1}}} \leq \frac{1}{\varphi(0)^{\frac{m-p}{m+1}}} - \left( \frac{p-1}{m+1} \right) \frac{\psi(t)}{\varphi(0)^{\frac{m+p}{m+1}}} t,
\]
that, by virtue of the positivity of \( \varphi \), cannot hold for \( t \geq T = (m+1)\varphi(0)/(p-1)\psi(0) \).
In conclusion, the extensibility criterion (3) implies that \( I = (0, t^*) \), for some \( t^* < T \). \( \square \)

3.2. A criterion for global existence. In the next result, we are interested to examine the opposite situation described in Theorem 3.1. Precisely, by considering in system (2) again \( q(u, |\nabla u|) = k_1u^p - k_2u^q \) and Robin boundary conditions, we establish that when the effect of the source (coefficient \( p \)) is weaker than that of the diffusion (coefficient \( m \)), the negative flux on the boundary prevents blow-up, even for arbitrary large initial data \( u_0(x) \) and any small absorption effect (coefficient \( q \)).

**Theorem 3.2.** Let \( \Omega \) be a bounded smooth domain of \( \mathbb{R}^N \), \( N \geq 1 \), satisfying assumptions (H2) and (H3). Moreover let be \( k_1, k_2, h > 0 \), \( k = 1 \), \( q \geq 1 \), \( p < m \), with \( m > 1 \), \( q(u, |\nabla u|) = k_1u^p - k_2u^q \) and \( u_0(x) \neq 0 \) a nonnegative function from \( C^0(\overline{\Omega}) \). Then the nonnegative solution \( u \in C^{2,1}(\Omega \times (0, t^*)) \cap C^{1,0}(\overline{\Omega} \times [0, t^*)) \) of problem (2) is global, or equivalently \( I = (0, \infty) \).

**Proof.** Let \( u \) be the nonnegative classical solution of (2) satisfying \( u_\nu = -hu \) on \( \partial \Omega \). By differentiating \( \varphi(t) := \int_\Omega u^{m+1}dx \) we derive
\[
\frac{1}{m+1} \varphi'(t) = \int_\Omega u^m(\Delta u^m + k_1u^p - k_2u^q)dx = - \int_\Omega \nabla u^m \cdot \nabla u^m dx + k_1 \int_\Omega u^{p+m}dx - k_2 \int_\Omega u^{q+m}dx + \int_{\partial \Omega} u^m \nabla u^m \cdot \nu ds \leq - \int_\Omega |\nabla u|^2 dx + k_1 \int_\Omega u^{p+m}dx \quad \text{on } (0, t^*),
\]
where we have neglected the last two nonpositive integrals.
On the other hand, since \( p < m \), we have thanks to the Young inequality and for some \( \varepsilon > 0 \)
\[
k_1 \int_\Omega u^{p+m}dx \leq \varepsilon \int_\Omega u^{2m}dx + C(\varepsilon)|\Omega| \quad \text{on } (0, t^*),
\]
with \( C(\varepsilon) = (2m\varepsilon/(p + m)k_1)(m+p)/(p-m)(m-p)/2m > 0 \) (recall \( m > p \)). Subsequently,
\[
\frac{1}{m+1} \varphi'(t) \leq -\int _\Omega |\nabla u|^2 \, dx + \varepsilon \int _\Omega u^{2m} \, dx + C(\varepsilon)|\Omega|
\]
\[
\leq -\sigma \int _\Omega u^{2m} \, dx + \varepsilon \int _\Omega u^{2m} \, dx + C(\varepsilon)|\Omega|
\]
\[
= -(\sigma - \varepsilon) \int _\Omega u^{2m} \, dx + C(\varepsilon)|\Omega| \quad \text{on} \quad (0,t^*),
\]
where we have estimated the integral depending on \( |\nabla u|^2 \) by means of (9) of Lemma 2.2 with, of course, \( V = u \). By choosing \( \varepsilon = \frac{\sigma}{2} \), and by taking into consideration that an application of the Young inequality infers
\[
- \int _\Omega u^{2m} \, dx \leq -|\Omega| \frac{1-m}{1+m} \varphi^2(t) \quad \text{on} \quad (0,t^*),
\]
the previous estimate reads
\[
\varphi'(t) \leq -C_0 \varphi^2(t) + C_1 \quad \text{on} \quad (0,t^*),
\]
where \( C_0 = (m+1)\sigma|\Omega|^{\frac{1-m}{1+m}}/2 \) and \( C_1 = (m+1)C(\varepsilon)|\Omega| \); consequently, ODE comparison arguments justify that
\[
\varphi(t) \leq C := \max \left\{ \varphi(0), \left(\frac{C_1}{C_0}\right)^{\frac{m+1}{2m}} \right\} \quad \text{on} \quad (0,t^*).
\]
Finally, well known extension results for ODE’s with locally Lipschitz continuous right side (see, for instance, [15]), show that \( t^* = \infty \); indeed, if \( t^* \) were finite, \( \varphi(t) \searrow +\infty \) as \( t \searrow t^* \) and it would contradict \( \varphi(t) \leq C \) on \((0,t^*)\). In conclusion, again the extensibility criterion (3) implies \( I = (0,\infty) \).

\[\square\]

**Remark 2.** Conversely to the demonstration of Theorem 3.1, evidently the proof of this last theorem remains valid also for \( k_2 = 0 \), that is in complete absence of absorption terms in \( q \). In any case, we preferred to consider the expression of the function \( g \) in Theorem 3.2 as that in Theorem 3.1 exactly to better highlight the different behavior of the corresponding solutions to problem (2) despite the same source.

3.3. Lower bounds of the blow-up time. This last theorem is concerned with lower bounds of the blow-up time \( t^* \) for unbounded solutions to (2), when gradient nonlinearities with absorption effects appear in \( g \). More precisely, we define \( g(u,|\nabla u|) = k_1 u^p - k_2 |\nabla u|^q \) and endow the problem with Dirichlet boundary conditions. We are not aware of general results which straightforwardly infer the existence of unbounded solutions to system (2) under these hypothesis; nevertheless, in the spirit of the result derived in Theorem 3.1, for which blow-up occurs for large initial data and despite negative flux on the boundary, we understand that also in these circumstances seems reasonable to assume the existence of such blowing-up solutions.

**Theorem 3.3.** Let \( \Omega \) be a bounded domain of \( \mathbb{R}^3 \) with Lipschitz boundary. Moreover let \( k_1,h > 0 \), \( k = 0 \), \( p,q,\alpha,\beta,\mu \) and \( \gamma \) as in (4) of (H1), \( g(u,|\nabla u|) = k_1 u^p - k_2 |\nabla u|^q \) and \( u_0(x) \neq 0 \) a nonnegative function from \( C^0(\Omega) \), satisfying the
compatibility condition $u_0(x) = 0$ on $\partial \Omega$. Hence, it is possible to find a positive number $\Sigma$ with the following property: If $k_2$ is a positive real satisfying

$$k_2 \geq k_1 (k_1 \Sigma)^{\frac{1}{\gamma - 1}},$$

and $u \in C^{2,1}(\Omega \times (0, t^*)) \cap C^0(\Omega \times [0, t^*))$ is a nonnegative solution of (2) such that $W(t) \not\to +\infty$ as $t \to t^*$, with some finite $t^*$ and

$$W(t) = \int_{\Omega} u^{m(p-1)} dx,$$

then

$$t^* \geq \frac{W(0)^{-\alpha \beta + 1}}{M W(0)(1 - \beta \alpha + N)(-\alpha \beta + 1)},$$

$M$ and $N$ being two positive computable constants.

**Proof.** Let $u$ be the nonnegative classical solution of (2) satisfying $u = 0$ on $\partial \Omega$ and $t^*$ be the instant of time where the $W$-measure (28) associated to $u$ becomes unbounded. For $s = p - 1$, let us differentiate respect to the time $t$ such $W$-measure.

Due to the divergence theorem and the boundary conditions, we obtain

$$W'(t) = ms \int_{\Omega} u^{ms-1} \Delta u^m + k_1 u^p - k_2 |\nabla u|^q dx$$

$$= ms \int_{\Omega} \nabla u^{ms-1} : \nabla (u^m) dx$$

$$+ msk_1 \int_{\Omega} u^{s(m+1)} dx - msk_2 \int_{\Omega} u^{ms-1} |\nabla u|^q dx$$

$$= -m^2 s(ms - 1) \int_{\Omega} u^{ms-3+m} |\nabla u|^2 dx$$

$$+ msk_1 \int_{\Omega} u^{s(m+1)} dx - msk_2 \int_{\Omega} u^{ms-1} |\nabla u|^q dx \text{ on } (0, t^*).$$

Now, the assumptions given in (4) of $(H_1)$ imply $ms + q - 1 > 2$, so we can invoke inequality [24, (2.10)] achieving

$$msk_2 \int_{\Omega} u^{ms-1} |\nabla u|^q dx = msk_2 \left( \frac{q}{ms + q - 1} \right)^q \int_{\Omega} |\nabla u|^{ms+q-1} dx$$

$$\geq msk_2 \left( \frac{2 \sqrt{\lambda_1}}{ms + q - 1} \right)^q \int_{\Omega} u^{ms+q-1} dx \text{ on } (0, t^*),$$

where $\lambda_1$ is the optimal Poincaré constant.

From now on, for simplicity we indicate $u^s = V$ so to have

$$|\nabla V|^2 = s^2 u^{2(s-1)} |\nabla u|^2.$$
As a consequence, again due to the positions made in (4) of \((\mathcal{H}_1)\), it holds that \((m - 2) + d > 0\), so that using (30) and (31), relation (29) becomes
\[
W'(t) \leq -c_1 \int_{\Omega} V^{(m-2)+d} |\nabla V|^2 \, dx + c_3 \int_{\Omega} V^{m+1} \, dx \\
- msk_2 \left( \frac{2 \sqrt{\lambda_1}}{ms + q - 1} \right)^q \int_{\Omega} V^{m+\mu} \, dx \\
= -c_3 \int_{\Omega} |\nabla V|^2 \, dx + c_2 \int_{\Omega} V^{m+1} \, dx \\
- msk_2 \left( \frac{2 \sqrt{\lambda_1}}{ms + q - 1} \right)^q \int_{\Omega} V^{m+\mu} \, dx \quad \text{on} \quad (0, t^*),
\]
where
\[
c_1 = \frac{m^2 (ms - 1)}{s}, \quad c_2 = ms k_1, \quad c_3 = \frac{4}{(m + d)^2} c_1.
\]
Now we are in the position to apply Lemma 2.3: by using relation (11) with \(\varepsilon_1 = k_2(2 \sqrt{\lambda_1}/(ms + q - 1))^{(\gamma - \mu)/(k_1(\gamma - 1))}\), (32) is simplified to
\[
W'(t) \leq -c_3 \int_{\Omega} |\nabla V|^2 \, dx + c_4 \int_{\Omega} V^{m+\gamma} \, dx \quad \text{on} \quad (0, t^*),
\]
where
\[
c_4 = c_2 \left( \frac{1 - \frac{\mu}{\gamma} - \frac{\gamma - 1}{\gamma - \mu}}{\gamma - \mu} \right),
\]
whilst rearranging the term \(\int_{\Omega} V^{m+\gamma} \, dx\) through (12) we obtain
\[
W'(t) \leq \left( c_5 \varepsilon_2 + c_6 \varepsilon_2^2 \frac{1 - 2(m + d)}{2m + d} - c_3 \right) \int_{\Omega} |\nabla V|^2 \, dx \\
+ \mathcal{M} \left( \int_{\Omega} V^m \, dx \right)^\alpha \mathcal{N} \left( \int_{\Omega} V^m \, dx \right)^\beta \quad \text{on} \quad (0, t^*),
\]
with
\[
\begin{align*}
\mathcal{M} & = \Gamma \frac{3d}{m+\gamma} (1 - d) \varepsilon_2 c_4, \\
\mathcal{N} & = \Gamma \frac{3d}{m+\gamma}, \\

c_5 & = \frac{\Gamma \frac{3d}{m+\gamma} + \frac{3d}{2m+3d} 3 \alpha c_4 \varepsilon_2}{2m+3d}, \\

c_6 & = \frac{3 \delta c_1 \Gamma \frac{3d}{m+\gamma}}{2(m + d)}, \\
\varepsilon_2 & = \frac{2 \sqrt{\lambda_1}}{ms + q - 1} \varepsilon_2.
\end{align*}
\]
Hereafter, setting
\[
\Sigma = \frac{\Gamma \frac{3d}{m+\gamma} s^2 (m + d)^2}{4(m(s-1))} \left[ \frac{\gamma - \mu}{\gamma - 1} \right]^{\frac{1 - \mu}{\gamma - \mu}} \frac{2 \mu \delta s^4}{(2m + 3d)(2m + 2d - 3\delta)}, \quad 0 < \delta \leq \frac{1}{4},
\]
we observe that using the values of the constants \(c_1, c_2, \ldots, c_6\) defined so far, relation (22) is precisely equivalent to (27). Subsequently, Lemma 2.4 warrants that for \(\varepsilon_2 = \xi_m\), whose value was computed in (24), \(c_5 \varepsilon_2 + c_6 \varepsilon_2^2 - 2(m + d)/3\delta - c_3 \leq 0\); for such a \(\varepsilon_2\), and taking in mind (28), inequality (33) is simplified to
\[
W'(t) \leq \mathcal{M} \left( \int_{\Omega} V^m \, dx \right)^\alpha \mathcal{N} \left( \int_{\Omega} V^m \, dx \right)^\beta = \mathcal{M} W^\alpha + \mathcal{N} W^\alpha \quad \text{on} \quad (0, t^*).
\]
Since we are assuming that \(W(t) \nrightarrow \infty\) as \(t \searrow t^*\), \(W(t)\) can be non decreasing, so that \(W(t) \geq W(0) > 0\) with \(t \in (0, t^*)\), or non increasing (possibly presenting oscillations), so that there exists a time \(t_1\) where \(W(t_1) = W(0)\). In any case, we
can write $W(t) \geq W(0)$ for all $t \in [t_1, t^*)$, where $0 \leq t_1 < t^*$. By virtue of (4) of \((\mathcal{H}_1)\), $\alpha, \beta > 1$, so that this implies that

$$W(t) \leq W(0)^{1-\beta}W(t)^\beta, \quad t \in [t_1, t^*),$$

which, in conjunction with (34), produces

\[(35) \quad W'(t) \leq (\mathcal{M}W(0)^{(1-\beta)\alpha + N})W^{\alpha\beta}, \quad t \in [t_1, t^*).\]

Finally, integrating (35) between $t_1$ and $t^*$, we arrive at (recall $W(t_1) = W(0)$) the inequality

$$W(0)^{-\alpha\beta+1} = \left. \frac{W(\tau)^{-\alpha\beta+1}}{-\alpha\beta + 1} \right|_{t_1}^{t^*} \leq \int_{t_1}^{t^*} (\mathcal{M}W(0)^{(1-\beta)\alpha + N})d\tau \leq \int_0^{t^*} (\mathcal{M}W(0)^{(1-\beta)\alpha + N})d\tau = (\mathcal{M}W(0)^{(1-\beta)\alpha + N})t^*,$$

which concludes the proof. \(\square\)

In the behalf of scientific completeness, we point out that the previous Theorem is an extension of the main result derived in [32] (Schaefer, 2008), where the gradient nonlinearity for $g$ does not take part ($k_2 = 0$). In this sense, in the proof of Theorem 3.3 we use some ideas of [32], but other derivations are necessarily required exactly due to the presence of $|\nabla u|^q$; these further computations imply inter alia the largeness of $k_2$ (relation (27)), not appearing in the more recent contribution.
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