A Novel Structure and Operation Scheme of Vertical Channel NAND Flash with Ferroelectric Memory for Multi String Operations
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Abstract: In this study, the operation method of the proposed ferroelectric memory structure as a method to overcome the limitations of the existing Charge Trap Flash (CTF) memory Vertical NAND (V-NAND) structure was presented and verified through device simulation. The proposed structure and operation method applied the BiCS (Bit Cost Scalable) structure GIDL (Gate Induce Drain Leakage) deletion method to confirm that selective program operation is possible in the ferroelectric memory V-NAND (Vertical Channel NAND) structure. In particular, we confirmed that the proposed method can easily suppress the program operation by adjusting the hole density of the channel even in the “Y-mode” operation. The channel hole density adjustment that makes this possible can be easily controlled by the voltage difference between the bit line (BL) and drain select line (DSL) contacts. The proposed structure was verified through a device simulation, and as a result of the verification, it was confirmed that the channel hole can be selectively charged in the program operation. Through this, when the cell to be programmed shows the program operation of 2.3 V, the other cells do not. It was confirmed that it could be suppressed to 0.4 V.

Keywords: ferroelectric memory; vertical channel NAND flash; polysilicon; GIDL

1. Introduction

The recent development of NAND flash technology for high density has been extensively utilized in industry. Since the first vertical channel NAND flash technology was announced by Toshiba in 2007 [1], the Terabit Cell Array Transistor (TCAT) by Samsung [2] and Stacked Memory Array Transistor (SMArT) by SK Hynix [3] were developed in 2009 based on this structure. Since then, the development of vertical channel structures has grown rapidly. In particular, the layered stack of the vertical channel structure is expected to have a high-end structure of more than 100 layers in 2019 [4–6].

Three-dimensional NAND memory is a high-density, cost-effective technology, but it still has some drawbacks such as speed, cell size, and power consumption at the system level due to the required peripherals (e.g., charge pump). In particular, the program speed is pointed out as a weak point compared to other memories (ex: DRAM) in the NAND flash structure, and attempts to solve this have been studied.

In order to solve this problem, next-generation memory that can replace the 3D-NAND memory of the ONO structure is being researched, and resistance change memory such as Phase-Change RAM (PCRAM), Resist-Change-RAM (RRAM), and Magnetic RAM (MRAM) has advantages such as relatively fast operating speed and low operating power [6]. Therefore, it was expected that such memory could replace the existing NAND flash memory. However, when the resistance change memories are configured as a large-scale product,
the structure as well as the operation method is different from the existing NAND flash memory, and the 1Transistor-1Resistor (1T-1R) structure occupies a larger area than the 1T flash memory structure.

As a result of this problem, most of the resistance-changing memories studied so far do not replace mass storage devices such as Solid-State Disks (SSD) and have limited use in specialized fields such as internal memory. Among these, in the case of ferroelectric memory recently studied using HfO$_2$ material [7–12], it is only necessary to replace the ONO structure used in the CTF flash with the ferroelectric material. Therefore, the NAND flash structure using the ferroelectric memory basically has an advantage that the existing NAND flash structure and operation method can be used as it is.

However, in the actual operation, since the operation of the ferroelectric memory is performed contrary to the CTF memory, a different operation method from the existing CTF memory is required. The most important difference is that the voltage that changes the threshold voltage of the memory cell in the positive direction is negative in the ferroelectric memory. This means that the channel, not the word line, must have a positive voltage when the ferroelectric memory performs a program operation.

However, unlike single devices, NAND strings are structurally unable to use sub-contacts. So, how to apply a positive voltage to the channel is just a way to apply a positive voltage to the BL or source line (SL). However, if a positive voltage is simply applied to the BL or SL, there is a problem that the voltage cannot be transmitted due to the characteristics of the silicon channel with high resistance. For this reason, a method of doping the channel itself with a high $n$-type has been proposed [9], but when this method is used, the threshold voltage of the proposed structure is located in the negative direction, so there is no memory window that can actually be used in the proposed structure. Therefore, in order to use ferroelectric memory in a V-NAND string structure, a method to solve this problem is essential. In addition, assuming multi-string operation, it is expected that selective program operation is not possible because all channels are always on in the proposed structure.

To solve this problem, in this paper, a new programming method using the BiCS (Bit Cost Scalable) GIDL (Gate Induce Drain Leakage) deletion method was proposed and verified through device simulation. As a result of the verification, if the proposed operation method is applied despite the inherent operation characteristics of ferroelectric memory, normal memory operation is possible while maintaining the existing V-NAND (Vertical Channel NAND) structure and wiring method. In addition, even in a multi-string operation, since it is possible to selectively generate GIDL only for the bit line (BL) to be programmed, the program operation is possible in the same manner as the existing V-NAND structure.

2. Details of the Proposed Structure and Operation

Figure 1 shows the operating characteristics of ferroelectric memory. As described above, the biggest feature of the ferroelectric memory is that the threshold voltage of the device moves in the negative direction when the gate voltage has a positive value and moves in the positive direction when the gate voltage has a negative value. Therefore, in the previous papers [6–9], operating with a positive value based on the gate voltage was described as a program operation, and operating with a negative value was described as an erase operation. However, in the case of such an operation criterion, there is a problem that the operation scheme in the actual read operation should be opposite to that of the existing CTF V-NAND because the resultant threshold voltage is the opposite the gate voltage. Therefore, in this paper, the criteria for program and erase operations are defined as the change in threshold voltage for each operation, not the gate voltage. Therefore, the program operation in this paper is that the gate voltage has a negative value, and as a result, the threshold voltage has a positive value, and the erase operation is the opposite.
Next, when using a ferroelectric memory structure in V-NAND, as described above, the gate voltage must be negative in the program operation. Therefore, in order to create such an environment, the channel should have a positive value and maintain the gate voltage in the ground state. However, since the V-NAND structure is that the sub-contact cannot be located inside the channel, the method to increase the channel voltage must transfer the positive voltage applied to the CSL or BL to the channel.

In order to increase the channel voltage in the V-NAND structure, a GIDL erase method or a bulk erase method used for an erase operation in an existing CTF structure can be used. In these methods, holes are commonly injected into the channel, and high voltages generated by CSL contacts located at the ends of the channel can be delivered to the channel through the holes present in the channel. In addition to this, unlike CTF’s erase operation, if only the word line (WL) that performs the program operation (the operation of changing the threshold voltage in the positive direction) remains in the ground state and the other WL maintains a moderately high voltage, an optional program may also be possible.

However, if the operation range is expanded to multiple string operations such as a real V-NAND structure rather than a single string, the program operation using the bulk erase method has a problem in that all strings sharing the same CSL are programmed in the existing structure [2]. In order to solve this problem, all of the lower Source Select Line (SSL) lines need to be separated, but such a change causes complexity of the operation line and thus has a disadvantage in that the manufacturing cost increases.

Therefore, it is appropriate to use the GIDL erase method of the BiCS structure for the program operation method of the ferroelectric memory, and the location generating the GIDL should be limited to the DSL adjacent to the BL. This is because SSL and CSL contacts are shared by all strings due to the structure of V-NAND as mentioned above.

Figure 2 illustrates the structure proposed in this paper, and the basic structure is the same as the BiCS structure proposed by Toshiba. As shown in Figure 2a, the ONO layer, which is the storage layer, was changed to the HfO$_2$ film, which is a ferroelectric insulating film. In addition, as shown in b and d of Figure 2, the drain select line (DSL) area has an over doping area that can generate GIDL, but the SSL area does not have such an over doping area. When the program operation proceeds in the structure designed in this way, GIDL occurs only in the DSL area, and the generated electrons escape to the BL contact to which the high voltage is applied, and only holes are charged in the channel. Therefore, the charged holes become carriers that transmit the high voltage of the BL contact. As shown in (e), when the program is operated with the designed structure, GIDL occurs only in the DSL area, and the generated electrons escape to the BL contact point where high voltage is
applied, and only the hole is charged in the channel. Thus, the charged hole becomes the carrier carrying the high voltage of the BL contact.

Figure 2. Description of V-NAND structure of ferroelectric memory using Gate Induce Drain Leakage (GIDL) phenomenon. (a) shows the overall structure, (b) is a drain select line (DSL) transistor structure with an over-doped region for generating the GIDL phenomenon, (c) shows the word lines (WLs) region and (d) shows a Source Select Line (SSL) region without an over-doped region. Finally, (e) shows the movement of electrons and holes in the proposed GIDL program operation method.

Figure 3 describes a plurality of string operations constructed based on the string structure described in Figure 2 above. When a target cell (red dot) is programmed in the normal V-NAND program operation, other cells (blue dots) should be able to suppress the program through the operation.

In the case of a string containing a cell to be programmed first, a high program voltage ($V_{\text{PROGRAM}}$) is set for the BL of the string, and a low voltage is set for DSL ($V_{\text{DSL1}}$). Through this operation, holes generated by the GIDL phenomenon occurring between the high N-type region connected to the BL and the DSL gate are transferred to the channel, and through these holes, the entire channel can maintain a high voltage. Next, when the WL to be programmed is maintained in the ground state (GND), polarization occurs in the HfO2 layer in the region where the WL is located due to a voltage difference from the channel. In addition, in the case of other WLs, since the difference between the applied pass voltage ($V_{\text{PASS}}$) and the channel voltage is small, polarization can be suppressed (red square).
Next, in order to suppress the program operation of the same WL in the rear string sharing the same BL, the voltage of the DSL is increased \(V_{DSL2}\), so that GIDL does not occur. In this case, no matter how high the voltage of the BL, there are no holes to transmit this voltage to the channel, so the voltage of the channel can be kept low (green square). Finally, in the case of strings using different BLs, the program can be loaded by keeping the BL voltage itself low (GND) (blue square).

Through a series of operations, the BiCS structured ferroelectric memory device using GIDL can perform the same program operation as when the existing CTF memory is applied.

3. Simulation Results and Discussion

In this study, we used the Sentaurus simulation tool from Synopsys [13] to form half of the vertical channel NAND structure section, as shown in Figure 2. In addition, this structure was employed as the virtual gate all (GAA) structure during device simulation through the cylindrical command (360 degree rotation) of the Sentaurus tool. Through this process, a complete vertical channel 3D NAND string was simulated.

This structure (Figure 4) comprises memory transistors named word line 1 (WL1), word line 2 (WL2) and word line 3 (WL3) along with top-bottom select transistors, namely, DSL and Source Select Line (SSL) transistors. Figure 2b shows an expanded view of the dimensions of the elements used in the simulated device. The total diameter of the simulation device is 100 nm. The word line gate length and the interval between successive word lines were fixed at 40 nm. In addition, the Metal Gate consists of a 2 nm thick TiN and a 36 nm Tungsten layer.

![Figure 4](image-url)  
**Figure 4.** Details of the simulated device. (a) Schematic of the three stacked memory cells, namely, word lines, WL1 to WL3, and select transistors, namely, SSL and DSL transistors, bit line (BL), and CSL. (b) Expanded view of the simulated structure with dimensions of the constituent parts.

Figure 5 shows the doping state of the simulation structure. As described above, the excessive doping region for generating GIDL exists only in the DSL region and not in the SSL region. Therefore, channel boosting in the program operation can be selectively controlled according to the operation of the BL and DSL.
In this study, the doping concentration dependence, high field saturation, trap scattering mobility and Trap-Assist-Tunnel (TAT) models were used in the given device simulations. In addition, Shockley-Read-Hall, Auger, Schenk band-to-band recombination, and tunneling models were also used to simulate the operation of V-NAND structure.

In addition, for each material trap, the parameters listed in Table 1 for polysilicon channel were applied. The parameters related to the polarization change of HfO$_2$ are listed to Table 2.

Table 1. Trap parameters of polysilicon channel.

| Parameters                          | Value                  |
|-------------------------------------|------------------------|
| Trap concentration (cm$^{-3}$)      | $1 \times 10^{21}$     |
| (electron, hole trap)               |                        |
| Energy level (eV)                   | 0.1 (electron)         |
|                                     | $-0.1$ (hole)          |

Table 2. Ferroelectric parameters of HfO$_2$.

| Parameters                          | Value |
|-------------------------------------|-------|
| Saturation Polarization             | 30    |
| ($P_s$, $\mu$C/cm$^2$)              |       |
| Remanent polarization               | 25    |
| ($P_r$, $\mu$C/cm$^2$)              |       |
| Coercive field                      | 2     |
| ($E_C$, MV/cm)                      |       |

Figure 6 shows the operation result (Figure 6b) when the operating voltage of the simulation structure is set to program the WL2 cell of BL1 similar to the red square in (a). As expected, unlike the ref, the GIDL phenomenon caused by the 10 V voltage of BL and the 2 V voltage of DSL1 can maintain the voltage of the undoped polysilicon channel in a high voltage state, thereby showing a threshold voltage change of 2.3 V.
Figure 6. Memory simulation results for program operation: (a) program operation voltage and (b) operation results.

Figure 7 shows the various electrical changes that cause the threshold voltage changes identified in Figure 6. These changes are the amount of polarization (a), the potential of the channel (b), the hole density of the channel (c), and the electron density of the channel (d).

First, it can be seen that the polarization amount change, which is a direct cause of the threshold voltage change, hardly changes at 0 ns and reaches the maximum polarization amount after 60 ns. However, since the change in polarization amount is linear, it is possible to assume that the delay of 60 ns is not the time itself for the polarization amount to change, but the voltage change in the channel is linear. This assumption can be confirmed in (b).

However, it has been confirmed that this program operation causes an unintended change in the amount of polarization between DSL and WL3 (red circle) along with a change in the amount of polarization in WL2 (blue circle). This unintended change in polarization can cause a soft program problem that occurs even in the existing CTF memory structure, so if the ferroelectric memory does not have a sufficient EC value, one or two WL adjacent to the DSL can be used as a dummy cell.

Figure 7b shows the change in channel voltage that caused the change in polarization...
amount. As mentioned above, it can be seen that the change of the channel voltage hardly changes at 0 ns and rises linearly for 60 ns. In addition, the channel voltage at the time of reaching the maximum polarization amount is 7 V, which shows that 3 V is reduced compared to 10 V applied from BL. This change is because, unlike the structure proposed in ref [9], holes are injected into the undoped pure polysilicon channel to operate. Therefore, it should be considered that the voltage of the actual channel may be reduced to a certain level depending on the concentration of the injected hole and the electrical state of the polysilicon channel.

Figure 7c shows the change in hole density that causes the change in channel voltage. In the case of holes existing in the channels from DSL to WL 2, it can be seen that they are generated by the GIDL phenomenon generated in DSL and transferred to WL2. The density of holes transferred in this way has the highest value of 1021 cm\(^{-3}\) near WL2, which is 0 V, and in the case of WL3, which is V\(_{\text{pass}}\), it is less than 1014 cm\(^{-3}\) to 1016 cm\(^{-3}\), but it can be seen that voltage transmission is possible. Conversely, the hole density from WL2 to CSL is 109 cm\(^{-3}\) or less, and there is virtually no hole. These results can be thought of as the transmitted hole is attracted to the low voltage of WL2 and cannot be transmitted down the WL2.

The depletion of the hole concentration is small enough that WL1 applied with the V\(_{\text{pass}}\) voltage below WL2 cannot perform self-boosting operation [11,12], but on the contrary, it can be seen that the electron concentration is about 1011 cm\(^{-3}\), as shown in Figure 7d. These results can be thought of as the surrounding electrons pushed by the low voltage of WL2 being attracted to the V\(_{\text{pass}}\) voltage of WL1, and by these electrons, WL1 can maintain the channel voltage by self-boosting operation and prevent unintended program operation. As a result, it can be seen that the amount of polarization change of each WL in the program operation has little change in the polarization amount of the pass states WL1 and WL3 except for the program state WL2 as shown in (a).

Figure 8 shows the operating voltage configuration (a) and the resulting operation (b) to suppress the program operation of the same WL2 in the string connected to BL2. As expected, the proposed operation changed the threshold voltage change of WL2 to only 0.4 V.

**Figure 8.** Memory simulation results for program operation: (a) program operation voltage and (b) operation results.

First, the change in polarization amount, which is a direct cause of the threshold voltage change, changed only up to ~3\(\mu\) C/cm\(^2\), unlike the results in Figure 7, and the change in this level cannot change the threshold voltage. Therefore, the threshold voltage of all WLs was suppressed to 0.4 V, as shown in Figure 8. Next, it can be seen that the change in channel voltage is also self-boosted according to changes in WLs, unlike in Figure 7b. In particular, in the case of WL2 in the 0 V state for program operation, the channel voltage also becomes 0 V, and the program operation is suppressed. In the case of Figure 7c showing the change in hole density, since the voltage applied to the BL is 4 V,
GIDL does not occur at this voltage, so it can be seen that the channel is maintained in a state without holes. Therefore, the voltage state of the channel depends on the electron density shown in Figure 7d. At this time, a self-boosting operation occurs according to the voltage state of each WL, and through this, the difference between the channel voltage and the WL voltage can be suppressed. As a result, the proposed operation mode in other strings with low BL voltage can successfully control the program operation of all WLs including WL2.

Figure 9 shows the various electrical changes that cause the low threshold voltage changes identified in Figure 8. These changes are the amount of polarization (a), the potential of the channel (b), the hole density of the channel (c), and the electron density of the channel (d).

Figure 10 shows the operating voltage configuration (a) and the resulting operation (b) to suppress the program operation of the same WL2 in the string connected to BL1. In this string, since the same BL1 is shared, to suppress the GIDL phenomenon, a method of reducing the voltage difference between the two contacts by increasing the voltage of DSL2 to the same level as BL must be used. As a result, as shown in (b), the change in threshold voltage of WL2 could be suppressed to 0.4 V. In particular, in the existing V-NAND structure, the above string position is called “Y-mode” [14,15], and it is known to control by applying a fine step self-boosting operation to suppress the program operation. However, the ferroelectric memory structure shows that the program operation can be sufficiently suppressed by simple voltage regulation.
Figure 10. Memory simulation results for program operation: (a) program operation voltage and (b) operation results.

Figure 11 shows the various electrical changes that cause the low threshold voltage changes identified in Figure 10. These changes are the amount of polarization (a), the potential of the channel (b), the hole density of the channel (c), and the electron density of the channel (d). First, the change in polarization amount, which is a direct cause of the threshold voltage change, changed only up to 3μ, unlike the results in Figure 7, and the change in this level cannot change the threshold voltage. Therefore, the threshold voltage of all WLs was suppressed to 0.4 V, as shown in Figure 10. In addition, these results proved that the program operation can be suppressed while sharing the high voltage of 10 V of BL1.

The change in channel voltage shown in Figure 11b does not cause the GIDL phenomenon by matching 10 V the voltages of the BL and DSL contacts as described above. Therefore, when using the proposed structure and operation method, the ferroelectric V-NAND structure shows that the operation in “Y-mode”, which is known to be the most vulnerable in the existing CTF structure V-NAND, can also accurately suppress the program operation.

Table 3 shows the results of comparing the proposed structure with the currently used CTF V-NAND structure and the previously announced structure using the N-type polysilicon channel. First, in terms of the memory window, the proposed structure is still
smaller than that of the CTF V-NAND structure, but unlike the N-type channel structure, a positive memory window can be reliably secured. This fact can be expected to show performance beyond CTF V-NAND reliably if additional memory windows are secured with the development of ferroelectric materials in the future. On the contrary, in terms of energy used for program operation, the proposed structure uses less energy than the CTF-V-NAND structure, but it is used basically intrinsic polysil channel, so it needs the energy required for the GIDL operation. Therefore, the proposed structure should use more energy than the N-type channel structure that does not require an additional carrier. However, since the energy used in the proposed structure is mostly used for the GIDL operation and very little energy is used for the actual program operation [8], it can be expected to be clearly less than the CTF V-NAND structure.

Table 3. Performance comparison of published ferroelectric V-NAND structures.

| Work                  | CTF V-NAND                      | N-Type PolySi Channel [9]       | Intrinsic PolySi Channel and GIDL Program (This Work) |
|-----------------------|---------------------------------|---------------------------------|------------------------------------------------------|
| Memory window         | Large and easy to use           | Small and very difficult to use | Small and easy to use                                 |
|                       | Very high                       | (negative memory window)        | (positive memory window)                              |
| Program energy        | Very high (≈20 V)               | Low (3–4 V)                     | High (8–10 V)                                        |

4. Conclusions

In this study, an operation method of the proposed ferroelectric memory structure was proposed as a method to overcome the limitations of the existing CTF memory V-NAND structure and verified through device simulation. The proposed structure and operation method showed that by applying the BiCS structure GIDL erasing method, the ferroelectric memory V-NAND structure can be operated by changing the operation method without additional processes such as channel doping, unlike the method proposed in other studies. As a result of verifying the proposed structure and operation method through device simulation, it was confirmed that the cell in which the program operation was performed shows a memory window of 2.3 V, but the cells whose program operation was inhibited were suppressed to 0.4 V. These results show that the GIDL phenomenon can be effectively controlled according to the voltage combination of BL and DSL in the DSL area of the proposed structure, and it is possible to effectively control the holes and voltage in the channel according to the control of this GIDL phenomenon.
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