Simulation of quantum many-body dynamics with Tensor Processing Units: Floquet prethermalization
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Tensor Processing Units (TPUs) are specialized hardware accelerators developed by Google to support large-scale machine-learning tasks, but they can also be leveraged to accelerate and scale other linear-algebra-intensive computations. In this paper we demonstrate the usage of TPUs for massively parallel, classical simulations of quantum many-body dynamics on long timescales. We apply our methods to study the phenomenon of Floquet prethermalization, i.e., exponentially slow heating in quantum spin chains subject to high-frequency periodic driving. We simulate the dynamics of \( L = 34 \) qubits for over \( 10^5 \) Floquet periods, corresponding to circuits with \( 4 \times 10^6 \) nearest-neighbor two-qubit gates. The circuits simulated have no additional symmetries and represent a pure-state evolution in the full \( 2^L \)-dimensional Hilbert space. This is achieved by distributing the computation over 128 TPU cores. On that size TPU cluster, we find speedups in wall-clock runtime of \( 230 \times \) and \( 15 \times \) when compared to reference CPU and single-GPU simulations, respectively, for shorter-time 30-qubit simulations that can be handled by all three platforms. We study the computational cost of the simulations, as a function of both the number of qubits and the number of TPU cores used, up to our maximum capacity of \( L = 40 \) qubits, which requires a “full pod” of 2048 TPU cores with tens of terabytes of memory in total. For these simulations, an 8-TPU-core machine is comparable to a single A100 GPU, and thus the full TPU pod is comparable to a machine with hundreds of top-of-the-line GPUs. However, the TPU pod is more energy and cost efficient, and readily accessible (via Google Cloud), unlike such large many-GPU configurations. We also study the accumulation of numerical error as a function of circuit depth in very deep circuits. Our work demonstrates that TPUs can offer significant advantages for state-of-the-art simulations of quantum many-body dynamics.

I. INTRODUCTION

The study of out-of-equilibrium quantum dynamics is an exciting research frontier. Recent years have seen many important developments on foundational questions ranging from the onset of chaos and thermalization in isolated quantum systems [1, 2], to mechanisms for understanding the breakdown of thermalization such as many-body localization [3–5] or quantum scarring [6, 7], to the discovery of novel non-equilibrium phases of matter [8]. Research in this area involves the study of the out-of-equilibrium dynamics of highly-excited many-body quantum systems, which lies outside the purview of most traditional frameworks and techniques of many-body quantum theory, thereby necessitating the development of a new conceptual and technical toolkit.

Simulating the dynamics of a general quantum many-body system on a classical computer is prohibitively costly due to the exponential scaling of the dimension of the quantum state space with system size. This reality, along with the fact that quantum mechanical systems are of both fundamental interest and practical importance, was the original motivation to begin the longstanding investigation and development of computers that operate quantum mechanically [9]. While significant progress has been made in developing quantum simulators across a variety of platforms [10–20], much research in quantum dynamics still relies heavily on classical numerical simulations.

In parallel to the development of quantum hardware, the rise in prominence of computational science and engineering—and in particular, data-intensive machine learning—has led to advances in classical computing, namely, the integration of specialized hardware accelerators into supercomputing systems, to meet these growing needs. The most common example of a hardware accelerator is the Graphics Processing Unit (GPU), which is a widely available type of general-purpose processor capable of performing many arithmetic operations in parallel. Another is Google’s development of the Tensor Processing Unit (TPU), and the JAX and TensorFlow software libraries, as a means of accelerating and scaling the computations needed to train and evaluate large neural networks with accessible tools [21–25]. Unlike GPUs, TPUs are not general-purpose processors; they are specialized application-specific integrated circuits (ASICs) for deep learning workloads that are heavy on matrix multiplication and vector operations.

Given these advances in classical computing capabilities, it is natural to explore the application of TPUs to other challenging computational tasks [26–32]. Since TPUs were specifically designed for large-scale linear algebra, the classical simulation of quantum systems is a particularly suitable application for them. More specifically, the strength of using TPUs for simulating the dynamics of quantum systems comes from two contributions: (1) TPU cores have hardwired matrix
multiplication units that allow them to contract arrays (with some constraints on their shapes) faster and with higher energy efficiency than on contemporary CPUs and GPUs [22]. (2) Arrays can be distributed over thousands of directly linked TPU cores, and operated on easily within the single-program-multiple-data (SPMD) programming paradigm [33]. Data transfer between the cores is carried out via fast inter-core interconnects (ICIs), and this makes multi-TPU configurations extraordinarily performant at scale. These ingredients naturally allow for the accelerated application of local operators to wavefunctions that are distributed over many TPU cores, and other useful operations. Similar efforts have been made to leverage GPUs to accelerate the classical simulation of quantum circuits [34–46], also resulting in large gains over CPU simulations. TPUs exist because they are more performant and more energy efficient (and thus cost effective) than GPUs for many large-scale machine-learning tasks. It is therefore promising to begin to explore their application to quantum simulation.

In this work, which is the first of a set of related papers [47–54], we demonstrate the application of TPUs to accelerate and scale the classical simulation of quantum many-body dynamics. Specifically, we study dynamics in Floquet, i.e., time-periodic, quantum circuits as a technically illustrative and physically motivated application. Periodic driving has become a central workhorse of quantum simulation, both as a tool for “Floquet engineering” interesting band structures and Hamiltonians [55], and as a means to realize novel intrinsically non-equilibrium phases of matter such as time-crystals [8, 56–62]. Indeed, observing such novel phases of driven systems was recently identified [63] and experimentally demonstrated [64] as an exceptionally well-suited near-term application of digital quantum simulators for many-body physics. Thus pushing the boundaries of the classical simulation of Floquet systems is not only motivated by a fundamental theoretical interest in quantum dynamics, but also by a need to benchmark quantum simulators, and to raise the bar for evaluating quantum advantage.

We focus on the phenomenon of Floquet prethermalization for our demonstration. Periodically driving an interacting many-body system generically leads to thermalization to a featureless infinite-temperature state [65, 66]; the time dependence of the Hamiltonian breaks the usual conservation of energy, and infinite temperature is the appropriate maximum-entropy equilibrium in the absence of any additional conservation laws. The heating to infinite temperature can be averted in the presence of disorder induced many-body localization [67, 68]. Alternatively, at sufficiently high driving frequencies $\omega$, the heating can be slowed down to a rate that is exponentially small in $\omega$ corresponding to a heating time $t_h \sim e^{\omega/\omega_0}$ [69–77]. This high-frequency prethermal regime with exponentially slow heating is challenging to observe in finite-size numerics [75, 78]: One needs driving frequencies that are large compared to the local energy scales $\sim J$ in the problem, but small compared to the extensive many-body bandwidth $\sim JL$ (in 1D systems of length $L$), which does not present a large dynamic range in systems of size amenable to numerical simulation. Furthermore, exponentially long time evolutions are needed, and the full $2^L$-dimensional wavefunction must be used (rather than a truncated tensor network representation) because of the extensive amount of entanglement generated by the dynamics. For these reasons, the Floquet prethermalization problem is a well-motivated choice for demonstrating the technical advantages of using TPUs to accelerate and scale up classical simulations of the quantum dynamics of Floquet circuits.

The rest of this work is structured as follows: In Sec. II we provide an overview of the conceptual principles of quantum simulation algorithms for TPUs. Then in Sec. III we describe the model we use and provide a brief review of Floquet prethermalization. Following this, in Sec. IV we present the physics-centric results of our numerical simulations. Then, in Sec. V we move on to a study of the computational cost of, and accumulation of numerical errors in, the simulations done in this work. Finally, we summarize our work and discuss potential future applications of TPU simulations to quantum dynamics research in Sec. VI.

II. PRINCIPLES OF TPU ALGORITHMS

In later sections we study the long-time dynamics of periodically driven quantum spin chains using TPU simulations, so here we first provide a high-level overview of TPUs and the principles of using TPUs for these simulations.

The computing platform we work with is a cluster of $2^{N_g}$ connected TPU v3 cores, with $N_g \in [3, 11]$ (number of cores $\in [8, 2048]$). The connectivity of the cores is toroidal, and each core has 16 GB of high-bandwidth memory. A full 2048-core v3 “pod” therefore has 32 TB of memory. Since simulating a larger number of qubits $L$ requires exponentially more memory (in $L$), we adjust $N_g$ based on the total memory needed and/or the total number of TPUs we want working simultaneously. Generally, using the highest fraction of memory possible (using the smallest cluster possible) results in the highest efficiency. On TPUs, matrix multiplication occurs natively in half-precision, but single and double precision can be emulated, and all of our simulations in this work are done in single precision.

For concreteness, we will consider the example of $N_g = 3$ (eight TPU cores). Thus the cores can be labelled by three-bit binary numbers $c_1 c_2 c_3 \in \{000, 001, ..., 111\}$. The central object relevant to our simulations is the full wavefunction of $L$ qubits, which is distributed over all of the cores in the following way: The wavefunction is the array of amplitudes $\psi_{b_1...b_L} = \langle b_1...b_L|\psi\rangle$, where $b_1...b_L$ is a bit string that labels the computational basis states. The subset of these amplitudes that we store on a particular core is then simply the subset whose first three
Locally. For this reason, we refer to the \(L\) stores an array of size 2 existing locally on that core. In this way, each core only qubits) and 128 = 2\(^{11}\), one local qubits as whose size is a multiple of 128. Note that 8 = 2\(^3\) (three qubits) and 128 = 2\(^{11}\) (seven qubits), so these are practical constraints about how many qubits must be grouped together in a wavefunction array and during operations like applying local operators to wavefunctions. But here we will ignore that complication for the sake of clarity. Below we illustrate the principles of TPU algorithms for quantum simulation via two simple examples.

Let’s first consider an inner product between two distributed wavefunctions \(\psi\) and \(\phi\). This can be written as (recall \(N_g = 3\) here)

\[
\langle \psi | \phi \rangle = \sum_{c_1c_2c_3} \sum_{b_4...b_L} \psi_{c_1c_2c_3b_4...b_L} \phi_{c_1c_2c_3b_4...b_L}. \tag{1}
\]

When evaluating this, the inner sum over local qubits occurs first locally on each core, i.e., an inner product (which is a “single program”) of the branches of the wavefunctions on each TPU core (the “multiple data”) is evaluated resulting in a single number on each core that can be indexed by the label of that core \(c_1c_2c_3\) (another “multiple data” form). The outer sum over the state of the global qubits in Eq. 1 is then evaluated simply by collecting all of these numbers from all of the individual cores and summing them. Each core does this identically (another “single program” that runs the same on each core). This can be done using JAX’s \texttt{psum} operation \cite{79}, which is one of the few operations that encodes SPMD-type intercore communication.

As a second and final example, we’ll consider applying a local two-qubit gate. Again, in practice, to get optimal performance from the TPUs we must fuse gates into operators acting on certain groups of seven or more qubits, but we ignore that detail here for conceptual clarity. In the case that the gate acts only on local qubits, the action of applying the gate (single program) can be performed independently on each branch of the wavefunction (multiple data) that is local to each core. For example, applying a gate to qubits 7 and 8 results in the updated local (to each core labelled by \(c_1c_2c_3\)) branches being

\[
(U\psi)_{c_1c_2c_3b_4...b_L} = \sum_{\alpha\beta} U_{b_4b_5\alpha\beta} \psi_{c_1c_2c_3b_4...b_L}. \tag{2}
\]

Notice that the same sum over \(\alpha\) and \(\beta\) can occur independently on each core with the data from the gate and the locally stored branch of the wavefunction. The result is an updated wavefunction that has the same distribution pattern as the original one. In the case where the gate must be applied to some of the global qubits, we use JAX’s \texttt{pswapaxes} \cite{79} (which allows intercore communication) to effectively swap the global qubits that label the TPU cores with the local qubits that do not. This reduces this case to the previous one of applying a gate to local qubits.

Much of the effort in writing these algorithms goes into complying with the aforementioned constraints implied by requiring optimal performance from the TPU matrix multiplication unit. More discussion of this can be found in subsequent works \cite{47-49}, but what has been provided here is all that is needed for the simulations in the following sections.
where we work in units where $\hbar = 1$.

Since our circuit is time-periodic (Floquet), with period $T$, and the gates are formulated in terms of two-qubit Hamiltonians $H_k$, we can also view the system as evolving under the following time-dependent local Hamiltonian $H(t)$, with $H(t) = H(t + T)$:

$$H(t) = \begin{cases} 2H_{e}, & n \leq \frac{T}{2} < n + \frac{1}{2} \\ 2H_{o}, & n + \frac{1}{2} \leq \frac{T}{2} < n + 1 \end{cases}$$

$$H_{e} = \sum_{k=1}^{L/2} H_{2k-2} \quad H_{o} = \sum_{k=1}^{L/2} H_{2k-1}. \quad (6)$$

During the first half of each period, $H(t) = 2H_{e}$, and during the second half, $H(t) = 2H_{o}$, where $H_{e}$ and $H_{o}$ contain the even and odd-bond terms of the time-averaged Hamiltonian operator

$$\bar{H} = \sum_{k=1}^{L-1} H_{k}. \quad (7)$$

The $L - 1$ independent two-qubit Hamiltonians $H_{k}$ are each chosen by first sampling a random Hermitian $4 \times 4$ matrix from the Gaussian unitary ensemble (GUE), then shifting and scaling that matrix to be traceless with Frobenius norm $J = \sqrt{2}$, which sets the microscopic energy scale $J$ and the units of energy and time that we use. Thus our model is actually an ensemble of random Floquet circuits that has a single tuning parameter $T$ (or $\omega$). Random Floquet circuits have been used as models of both quantum chaos [80] and many-body localization (MBL) [81], and we emphasize that the randomness in our model does not induce any form of MBL. In order to avoid unnecessary ensemble averaging, we will only use a single sample from the ensemble in this paper, because a single sample is already a good representative of a generic, interacting, driven system. This means that we sample a long list of two-qubit Hamiltonians once, and then use the first $L - 1$ terms from that list for an $L$-qubit system. This is a desirable property when assessing convergence in $L$, while avoiding the need to average over samples [82].

We choose to use this random Floquet circuit model because circuits are computationally convenient to simulate compared to continuous-time Hamiltonian evolution that cannot be written as a circuit, where an artificial discretization scheme is needed. Circuits are also the natural mode of operation of digital quantum simulators. Note that this circuit model can also be viewed as a trotterization [83–86] of evolution under the time-averaged (and time-independent) Hamiltonian $\bar{H}$. However, here we study the full dynamics of $U_{F}$ even outside of the regime of very small $T$ (large $\omega$) where the trotterization approximates evolution due to $\bar{H}$. Our choice of random $H_{k}$ is so as to study a minimal model with spatial locality and periodic driving, but no other physical features (such as symmetries, topology, etc.), in order to capture general universal features of high-frequency Floquet prethermalization.

FIG. 2. The time-periodic quantum circuit generating the dynamics of our model system, illustrated on $L = 6$ qubits. Qubits are numbered top to bottom, and time runs left to right. The system is prepared in the state $|\psi(0)\rangle$ described later in the main text (Eq. 9). Each gate $U_k$ takes time $T/2$ to be executed, during which its two qubits are evolving under an associated two-qubit Hamiltonian $2H_k$ (Eq. 5). All gates in the same layer are applied simultaneously, so the two-layer repeating unit (the Floquet unitary $U_F$) lasts for time $T$.

III. MODEL AND REVIEW

In this section we provide both a concrete model that we will work with for the rest of the paper, and a review of the relevant physics of Floquet prethermalization.

A. Floquet circuit model

Our model system consists of $L$ spin-$1/2$ (qubit) degrees of freedom arranged in a one-dimensional array with open boundaries. The stroboscopic time evolution of the state of the system is generated by repeatedly applying a Floquet unitary $U_{F}$, which is the unitary time-evolution operator over one period, i.e.,

$$|\psi(nT)\rangle = U_{F}^{n}|\psi(0)\rangle, \quad (3)$$

where $T$ is the physical time duration of $U_{F}$ (the Floquet period), and $n \in \mathbb{N}$. The frequency is $\omega = 2\pi/T$.

We choose the Floquet unitary to be a two-layer quantum circuit of close-packed two-qubit unitary gates $U_k$ acting on qubits $k$ and $k + 1$ (see Fig. 2). The gates alternate between acting on even and odd bonds in each layer. For even $L$, this takes the form

$$U_{F} = \prod_{k=1}^{L/2} U_{2k-1} \prod_{k=2}^{L/2} U_{2k-2}. \quad (4)$$

Each gate $U_k$ enacts Hamiltonian time evolution on its two qubits under the Hamiltonian $2H_k$ for time $T/2$,

$$U_k = \exp(-iH_kT), \quad (5)$$

The $L - 1$ independent two-qubit Hamiltonians $H_k$ are each chosen by first sampling a random Hermitian $4 \times 4$ matrix from the Gaussian unitary ensemble (GUE), then shifting and scaling that matrix to be traceless with Frobenius norm $J = \sqrt{2}$, which sets the microscopic energy scale $J$ and the units of energy and time that we use. Thus our model is actually an ensemble of random Floquet circuits that has a single tuning parameter $T$ (or $\omega$). Random Floquet circuits have been used as models of both quantum chaos [80] and many-body localization (MBL) [81], and we emphasize that the randomness in our model does not induce any form of MBL. In order to avoid unnecessary ensemble averaging, we will only use a single sample from the ensemble in this paper, because a single sample is already a good representative of a generic, interacting, driven system. This means that we sample a long list of two-qubit Hamiltonians once, and then use the first $L - 1$ terms from that list for an $L$-qubit system. This is a desirable property when assessing convergence in $L$, while avoiding the need to average over samples [82].

We choose to use this random Floquet circuit model because circuits are computationally convenient to simulate compared to continuous-time Hamiltonian evolution that cannot be written as a circuit, where an artificial discretization scheme is needed. Circuits are also the natural mode of operation of digital quantum simulators. Note that this circuit model can also be viewed as a trotterization [83–86] of evolution under the time-averaged (and time-independent) Hamiltonian $\bar{H}$. However, here we study the full dynamics of $U_{F}$ even outside of the regime of very small $T$ (large $\omega$) where the trotterization approximates evolution due to $\bar{H}$. Our choice of random $H_{k}$ is so as to study a minimal model with spatial locality and periodic driving, but no other physical features (such as symmetries, topology, etc.), in order to capture general universal features of high-frequency Floquet prethermalization.
B. Floquet prethermalization

As mentioned earlier, for any (finite) drive frequency \( \omega \), if \( L \) is large enough, a generic driven many-body system thermalizes to a featureless “infinite temperature” thermal state \([65, 66]\). This means that the reduced density matrix of any small subsystem will be proportional to the identity. However, if \( \omega \gg J \), i.e., the drive frequency is much larger than the local energy scale of the system, then the transitions that allow the system to exchange energy with the drive will involve the rearrangement of many local degrees of freedom; an estimate for how many is \( m \sim \omega/J \) because each local transition is on an energy scale \( J \) and the drive couples to energy \( \omega \). In that case, the effective rates for these processes will be exponentially suppressed in \( m \) because there are \( \sim m \) off-resonant virtual states involved, and thus the thermalization rate (time) will be exponentially small (large) in \( \omega/J \) [69–72].

More precisely: The Floquet unitary of our model is given by \( U_F = \exp(-iH_oT)\exp(-iH_eT) \), but one can always define a (nonunique) Floquet Hamiltonian \( H_F \) such that \( U_F = \exp(-iH_FT) \), i.e., the stroboscopic dynamics are identical to evolution generated by a time-independent Hamiltonian \( H_F \). Since in the large-\( L \) limit the system always thermalizes to an infinite-temperature equilibrium, the simultaneous eigenstates of \( U_F \) and \( H_F \) are all infinite-temperature states, and thus \( H_F \) is a highly nonlocal, unphysical Hamiltonian. However, if \( \omega \gg J \), then there is a local Hamiltonian \( \tilde{H}_F \) such that \( ||U_F - \exp(-i\tilde{H}_FT)|| \) is exponentially small in \( \omega/J \), and the dynamics of the system are well-approximated by the time-independent Hamiltonian \( H_F \) out to times exponentially long in \( \omega/J \). This is one of the main results of several mathematical works on this topic [70–73].

In order to approximate \( \tilde{H}_F \), one can employ a high-frequency Baker-Campbell Hausdorff (BCH) expansion to get

\[
\tilde{H}_F = H_o + H_e - \frac{iT}{2} [H_o, H_e] + O(T^2 H^3),
\]

where \( H_o \) and \( H_e \) are the odd and even-\( k \) terms in Eq. 6. This is an asymptotic series which eventually diverges, but it appears to be converging up to a finite order \( m_{opt} \sim \omega/J \), which defines an effective Hamiltonian, \( \tilde{H}_F \), obtained from truncating the series. The zeroth order term in \( \tilde{H}_F \) is the time-averaged Hamiltonian \( \bar{H} = H_o + H_e \), which provides a useful approximate notion of energy in our system, which we will use throughout the rest of this work. The exponentially long thermalization time will be detected by monitoring the evolution of \( \langle \bar{H} \rangle \) over time, which is \( \langle \tilde{H}_F \rangle \) up to relative corrections of \( O(JT) \) [absolute corrections of \( O(JTH) \)]. Note that once the frequency becomes comparable to the (extensive) many-body bandwidth, a high-frequency expansion can be convergent in which case one obtains a sensible local \( \tilde{H}_F \) governing the dynamics for all time; however, this is not expected to happen for finite frequencies for systems in the large \( L \) limit.

This discussion illustrates why it is numerically challenging to observe prethermalization: simulations need to reach long enough times to study the exponentially slow processes involved, and large enough system sizes to avoid finite-size effects. Thus this problem provides a suitable testing ground for the applications of TPUs to quantum many-body dynamics.

IV. SIMULATIONS AND RESULTS

We now present numerical evidence for the predicted exponential-in-frequency thermalization times characteristic of Floquet prethermalization. For all of the simulations in this paper, we initialize the system in the ground state of \( H_o \). This is a product state of local two-qubit ground states (gs):

\[
|\psi(0)\rangle = \bigotimes_{k \text{ odd}} |\text{gs}(H_k)\rangle.
\]
Since the $H_k$ are uncorrelated and traceless in our model, the energy of this initial state with respect to the full time-averaged Hamiltonian is close to the sum of local ground state energies of the odd terms. We chose this initial state because it is simple and is at a finite energy density corresponding to starting with a finite temperature initial state with respect to $\hat{H}$.

As accessible indicators of the slow approach to thermal equilibrium and the existence of a quasiconserved $H_F$, we track both the mean and standard deviation of energy with respect to $\bar{H}$:

$$E(t) = \langle \psi(t)|\bar{H}|\psi(t)\rangle$$  \hspace{1cm} (10)

$$\sigma_E(t) = \sqrt{\langle \psi(t)|\bar{H}^2|\psi(t)\rangle - E(t)^2}.$$  \hspace{1cm} (11)

In Fig. 3 we show $E$ and $\sigma_E$ as a function of time $t$ out to $t = 10^5$ for a system of $L = 34$ qubits and for several evenly-spaced values of $\omega \in [5, 8]$. By eye we can see that as $\omega$ increases uniformly, the thermalization timescale increases uniformly on a logarithmic scale, implying that the thermalization rate scales like $\Gamma(\omega) = \exp(a\omega + b)$ within the observable window of frequencies.

In order to make the frequency dependence quantitative, we extract thermalization rates from the curves in the top panel of Fig. 3: For each curve (frequency) we determine a decay rate via $\Gamma = 1/(t_2 - t_1)$, where $t_k$ is defined as the time that satisfies $E(t_k) = E(0) \exp(-k)$. Later time intervals would work too, ex: $\Gamma = 1/(t_3 - t_2)$, but we avoid the earliest such interval ($t \in [t_0, t_1]$) because it contains the rapid early-time dynamics of $E(t)$ before it settles into a slowly decaying “prethermal plateau”. In Fig. 4 we plot these thermalization rates and show that indeed they satisfy an exponential scaling $\Gamma(\omega) = \exp(a\omega + b)$ with $a = -2.48(7)$ and $b = 10.9(5)$.

Our simulations are in agreement with the theoretical expectation that $\Gamma$ is exponentially suppressed in $\omega$ at large enough frequencies, and with previous experimental [76, 77] and numerical [75, 78, 87] work on other systems. We note here that prior numerical studies of this effect have been performed with system sizes of $L \leq 24$ and times $t \leq 10^4$ (in microscopic units), so using TPUs has allowed us to significantly extend the system sizes and times studied by about ten qubits and a factor of ten in time. This is a rough estimate and not a direct comparison to previous work due to differences in the specific model being simulated and the computational resources consumed (our Floquet circuit model is indeed easier to simulate than non-circuit models, which is one of the reasons for using it). A more direct comparison of computational resources required for simulating our chosen model on CPUs vs. GPUs vs. TPUs is provided in the following section in order to put our work into context.

In Fig. 5 we demonstrate sufficient convergence in the number of qubits $L$ to extract large-$L$ decay rates. We fix the frequency of the drive to $\omega = 8$, the largest frequency we consider, and plot $E(t)/E(0)$ over time for system sizes $L \in [22, 34]$. The convergence of these curves at the larger values of $L$ ensures that the thermalization rates shown in Fig. 4, which are for systems with $L = 34$, are converged to the $L \to \infty$ result. In Sec. V we demonstrate simulations of up to 38 qubits for much shorter times, in order to study the computational cost of these simulations.

Some clarifying comments on our presented data are in order. First, the initial energy $E(0)$ is indeed independent of $\omega$, even though it may not appear that way in Fig. 3 due to the logarithmic horizontal scale. This is because all simulations start in the same state (Eq. 9), and we are using only the zeroth order effective Hamiltonian $\hat{H}_F^{(0)} = \hat{H}$ to compute energy. The fact that $E(t)$ does vary significantly with $\omega$ but slowly with $t$ at early times is a reflection of the fact that $\hat{H}$ is not a very good approximation to the effective Hamiltonian $\hat{H}_F$, even in the regime in which the heating time is exponential in $\omega$. Another indicator that $\hat{H}$ is quite different from the optimal effective Hamiltonian is that $\sigma_E$ takes values above the infinite temperature equilibrium value (bottom panel of Fig. 3). Generally, a thermal state of a Hamiltonian $\hat{H}$ has a larger energy variance at infinite temperature than at any finite temperature. The fact that we see larger values of $\sigma_E$ is fully consistent with the system being in a quasistatic (with slowly evolving temperature) thermal state of an ideal prethermal Hamiltonian $\hat{H}_F$ that differs from $\hat{H}$ by corrections that are suppressed in $\omega$, as expected. Finally, the rightmost curve in the bottom panel of Fig. 3, corresponding to $\omega = 8$, converges to a value that is visibly slightly different from the infinite-temperature value. This is because at $\omega = 8$ the system is just starting to enter the finite-size regime, for $L = 34$, where the system has difficulty exchanging energy with such a high-frequency drive. It is interesting to note that this effect is present for $\sigma_E$ but not for $E$, and thus higher moments of the energy distribution seem to be more sensitive to any residual nonthermalizing dynamics.
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V. COMPUTATIONAL COST AND
NUMERICAL ACCURACY

The workhorse of our simulation method is the ap-
lication of the two-layer Floquet unitary circuit to the
wavefunction, |ψ(nT)| = U_F|ψ([n − 1]|T)), using TPUs
to accelerate and scale the computation. Applying the
Hamiltonian is also crucial, for computing E and σ_E,
but relies on the same technology. We therefore pro-
vide a summary of the wall-clock time it takes to evolve
an L-qubit wavefunction by one cycle of the circuit in
Fig. 6. The timing is done by simulating 100 succes-
sive periods and dividing the total execution time by
100. Since we are not simulating out to long times, as
in Sec. IV, we provide results for simulations of up to
L = 38 qubits done on clusters with up to 512 TPU cores,
and extrapolate to our maximum capacity of L = 40 on
2048 TPU cores. We also perform reference CPU and
GPU simulations on up to 30 qubits. Of course, there is
no single correct metric for comparing CPU to GPU to
TPU simulations, but we believe our reference CPU and
GPU simulations are more performant than what most
researchers use in the quantum dynamics and thermal-
ization community [78, 88, 89], and our purpose here is
to demonstrate the application of TPUs in that setting.

In Fig. 6 we see that, for the same number of qubits,
simulations on an 8-TPU-core machine are about 25×
faster than reference simulations using the qsimcirq
package on a standard 8-CPU-core workstation (Intel
Xeon @ 2.3 GHz with 64 GB of RAM), and faster than
or comparable to the qsimcirq simulations performed
on one A100 GPU. For example, for L = 30 our refer-
ence CPU (GPU) calculation took 6.3 seconds (0.41 sec-
onds) per cycle, whereas the 8-TPU-core machine took
0.25 seconds. A significant further speedup is shown by
distributing the computation over 128 TPU cores, which
results in a wall-clock time that is 230× and 15× shorter
than the reference CPU and GPU calculations, respec-
tively.

Beyond this speedup, the easy distribution of the com-
putation over many TPUs (see Sec. II) allows for a higher
total memory (up to 32 TB) and thus larger system sizes
(up to L = 40). As shown in Fig. 6, the cost of distribut-
ing the calculation over many TPUs is quite tolerable,
and therefore our method is highly scalable. For ex-
ample, the L = 32 simulation was done on 8, 32, and
128-TPU-core clusters, and the speedup factors in going
from 8 to 32, and 32 to 128 TPU cores were 3.5× and
3.4×, compared to the factor of 4 we would expect if
inter-TPU communication was negligible. Another way
to see this feature is by looking at the top point in each
series of TPU data. By scaling up the number of TPU
cores by a factor of 26 we were able to scale the com-
putation from 32 to 38 qubits (Hilbert space grows by
a factor of 26 here) while only increasing the wall-clock
time by a factor of 2.2×. In the ideal case where inter-
TPU communication is negligible, this factor would be
approximately 38/32 ≈ 1.2, because the total number of
gates increases proportionally with the number of qubits.

Since for these simulations an 8-TPU-core machine
is comparable to an A100 GPU, we expect that a full
TPU pod of 2048 cores is comparable to a configura-
tion of hundreds of GPUs (currently the largest multi-
GPU configuration available on Google Cloud has six-
teen A100 GPUs). Thus large TPU clusters seem to
have strengths of being more practically available and
more energy and cost efficient than comparable GPU-
based machines. We also note that the latest TPU v4 pod has twice the matrix-multiplication throughput per chip, and four times as many chips (connected via state-of-the-art interconnects), as the v3 used in this work. Thus TPUs are a state-of-the-art platform for the kind of quantum simulations we study in this work.

Beyond the cost of TPU simulations, we must also verify their accuracy, especially for the kind of long-time simulations presented in Sec. IV because TPUs were designed for fast, low-precision matrix multiplication, among other things [21]. While double-precision (64-bit) arithmetic can be emulated at a cost (about 11× slower than single-precision), the simulations presented in this work were all performed in single-precision (32-bit). Because of this, numerical errors are larger than in double-precision simulations, which are the standard in quantum dynamics research. While the required precision is task dependent, and there are quantum simulations that require higher precision than single or even double, single-precision arithmetic is sufficient for many calculations and comes with the advantage of being less costly. In order to study the accumulation of error, and validate our earlier results, we perform an “echo” procedure: We first time evolve the usual initial state $|\psi(0)\rangle$ (Eq. 9) out to time $t = t_f$, then reverse the time evolution back to time $t = 0$, using the time-reversed Floquet unitary $U_{F}^\dagger$, in order to obtain $|\psi'(0)\rangle$. Since the forward and backward evolutions are carried out with a finite numerical precision, $|\psi(0)\rangle$ and $|\psi'(0)\rangle$ are not exactly the same. We quantify the difference via the “overlap error” $|1 - \langle \psi(0)|\psi'(0)\rangle|$. We have checked on smaller scale CPU simulations that this is a good way to estimate $|1 - \langle \psi(2t_f)|\psi'(2t_f)\rangle|$, where here the reference state $|\psi(2t_f)\rangle$ is given by double-precision simulation and $|\psi'(2t_f)\rangle$ by single-precision. Since the overlap (fidelity) is a good measure of the proximity of two wavefunctions, and the wavefunction contains all of the information about a quantum system, this is a robust way of tracking the accumulation of numerical error over time. In Fig. 7 we show the overlap error resulting from this echo procedure as a function of the total simulated time, $2t_f$, at $L = 34$ and $\omega = 8$. From Fig. 7 we see that indeed our simulations are accurate up to an overlap error of about $10^{-7}$ at early times (as expected with 32-bit precision), and at the latest time $t = 10^5$ the overlap error reaches $10^{-3}$. We also find that the relative error in $E(0)$ and $\sigma(0)$, when comparing $|\psi'(0)\rangle$ to $|\psi(0)\rangle$, is comparable to the overlap error for these simulations. This serves to validate our earlier data and confirm the applicability of single-precision TPU simulations for studying Floquet prethermalization and other similar problems. We note that some problems do require more than single-precision arithmetic, and in that case TPUs may offer an advantage of scalability even though emulating double-precision is costly, or TPUs may not be appropriate in their current form for those problems.

VI. SUMMARY AND DISCUSSION

The main goal of this work was to demonstrate a new approach to the classical simulation of quantum many-body dynamics that leverages Google’s TPUs, and associated software, to accelerate and scale the computation.

We first gave an overview of the principles of TPU algorithms for quantum simulation, then briefly reviewed the phenomenon of Floquet prethermalization and exponentially slow heating in periodically driven quantum spin chains, and proposed a minimal Floquet circuit model that exemplifies this phenomenon. We applied our methods to demonstrate this exponential scaling over longer times and on larger systems than had previously been accessible: In this study we computed nontrivial dynamics, accurately, on long timescales (over $10^5$ Floquet cycles) for systems of 34 qubits using a 128-TPU-core cluster, and showed that by distributing the computation over 2048 TPU cores, systems with up to 40 qubits are accessible. We also demonstrated a $230 \times (15 \times)$ speedup in wall-clock runtime when comparing a distributed TPU simulation to a reference simulation performed on a CPU (GPU). This was intended to provide familiar points of reference, and not as proof that TPUs are the most performant hardware. For that, an extensive comparison to multi-GPU configurations would be necessary. However, as mentioned earlier, we expect that a full TPU pod is comparable to a machine with hundreds of top-of-the-line GPUs, and such configurations are not readily available. We emphasize that in this problem, entanglement quickly becomes nearly maximal, and so keeping track of all $2^L$ amplitudes of the wavefunction is necessary.

The problem of studying Floquet prethermalization is
a good example of the challenging computational tasks that arise in quantum many-body dynamics research, and it provides a suitable testing ground for demonstrating the application of TPUs in this field. TPU simulations widen the finite-size and finite-time windows that numerical simulations can access, thereby allowing for higher-quality data and more thorough studies of dynamical phenomena and phase transitions in quantum many-body systems. In the future, TPU simulations of the full wavefunction, as we have done here, could be useful for many topical studies of quantum dynamics, wherein our understanding of many fundamental issues is limited by finite system size and time studies [92–100].

A natural extension of this work is to employ TPU methods for performing state-of-the-art classical simulations for the purposes of benchmarking simulations done on quantum hardware, and in assessing quantum advantage. For this, entanglement may not be near maximal as it is for the Floquet prethermalization problem, so it would be promising to also develop TPU-accelerated versions of tensor network methods. The development of tensor network methods may also benefit from having larger scale exact simulations, like the ones performed in this work, to compare to.
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