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Abstract
Singular source terms in sub-diffusion equations may lead to the unboundedness of solutions, which will bring a severe reduction of convergence order of existing time-stepping schemes. In this work, we propose two efficient time-stepping schemes for solving sub-diffusion equations with a class of source terms mildly singular in time. One discretization is based on the Grünwald-Letnikov and backward Euler methods. First-order error estimate with respect to time is rigorously established for singular source terms and nonsmooth initial data. The other scheme derived from the second-order backward differentiation formula (BDF) is proved to possess second-order accuracy in time. Further, piecewise linear finite element and lumped mass finite element discretizations in space are applied and analyzed rigorously. Numerical investigations confirm our theoretical results.
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1 Introduction

This paper concerns with the construction of efficient discrete schemes for the sub-diffusion equation with a singular source term in time, that is

$$C D^\alpha_t u(x, t) - \Delta u(x, t) = f(x, t), \quad (x, t) \in \Omega \times (0, T],$$

(1.1)

together with the Dirichlet boundary condition and the nonsmooth initial condition

$$u(x, t) = 0, \quad x \in \partial \Omega, \quad t > 0,$$

$$u(x, 0) = u^0(x), \quad x \in \Omega,$$

(1.2)

where $\Omega \subset \mathbb{R}^d, d = 1, 2,$ and $u^0(x)$ belongs to $L^2(\Omega)$. The notation $C D^\alpha_t u$ denotes the $\alpha$-th ($0 < \alpha < 1$) order left Caputo derivative of $u$ with respect to variable $t$, which is defined by

$$C D^\alpha_t u(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t (t - \tau)^{-\alpha} u'(\tau) d\tau,$$

where $\Gamma(\cdot)$ represents the Gamma function given by $\Gamma(s) = \int_0^\infty t^{s-1} e^{-t} dt$ with $\Re(s) > 0$.

Throughout this paper, we will restrict our consideration to the singular source term $f(x, t) \in L^1(0, T; L^2(\Omega))$.

Time-fractional diffusion equations ($0 < \alpha < 1$) were formulated in [28] and used to simulate anomalous diffusion phenomena in physics recently [25]. In contrast to some regularity results for classical second-order parabolic problems, extensive analyses have shown that the solution of a time-fractional evolution problem usually exhibits a weakly singular property near the origin even if the given data are sufficiently smooth with respect to time [3, 26, 27, 29].

In terms of numerical approximations to this type of problems, most high-order time discretization methods were originally proposed by assuming that the solutions are relatively regular for temporal variable. For instance, the so-called L1 and L1-2, etc, schemes based on continuous piecewise polynomial interpolation were separately proposed and analyzed theoretically in [9, 19, 24]. Furthermore, for sub-diffusion equations with nonsmooth initial values, applications of the time-stepping schemes from above may lead to the order reduction to first order in time [13], and the optimal convergence order can be preserved by a correction approach in [31]. However, the convergence order deteriorates significantly near the initial layer [29]. Then the L1 type schemes on graded meshes named after [2] were designed and analyzed rigorously to improve the order of accuracy [5, 17, 18, 29].

On the other hand, convolution quadrature (CQ) based on linear multistep methods was proposed and analyzed in the pioneering work [20]. In particular, first- and second-order fractional backward differentiation formulae were used as time discretizations of fractional diffusion-wave equations [6, 23]. To restore the order of convergence, a strategy with the help of discrete Laplace transform was proposed in [23] by choosing proper weight coefficients with respect to the source term and initial values in the discrete schemes. Furthermore, this approach was applied in [16] to develop proper corrected schemes based on fractional $k$-step BDFs for approximating both sub-diffusion and fractional diffusion-wave equations in time. It is proved that the $k$th-order convergence rate can be achieved if the source terms possess sufficient regularity in time.

An alternative approach by correction was applied in [6] to overcome the order reduction. This idea of construction may originate from [21, 22], which interpreted convolutions with non-integrable kernels as equivalent Hadmard-finite integrals [7]. It was also used in
[14], where CQ methods based on backward Euler (BE) and second-order backward difference (SBD) were revisited and developed for time discretizations of both sub-diffusion and diffusion-wave equations. In addition, the numerical results in [14, Table 5] showed a second-order scheme in solving the sub-diffusion equation with certain continuous source term in time, while the mechanism behind was unknown yet.

To the best of our knowledge, most existing time-stepping schemes for Eq. (1.1) are limited to the source term possessing certain degree of smoothness at time \( t = 0 \). For instance, error estimates for corrected BE and SBD schemes in [14, 16] were established under the conditions \( \|f(0)\| < \infty \), \( \int_0^t (t-s)^{\alpha-1} \|f'(s)\| ds < \infty \) and \( \|f(0)\| < \infty \), \( \|f'(0)\| < \infty \), \( \int_0^t (t-s)^{\alpha-1} \|f''(s)\| ds < \infty \), respectively. For corrected high-order schemes in [16], additional regularity conditions on source terms were required to restore high-order accuracy. However, those smoothness conditions are not suitable for singular source terms considered in this paper, such as \( f(x, t) = t^\mu g(x) \) with \(-1 < \mu < 0\). Thus the convergence orders of the existing time-stepping schemes are completely lost and far below one.

As indicated above, singular source terms will make the problem much more difficult and challenging both in designing efficient time-stepping schemes and establishing error estimates. In this paper, based on the previous works [6, 14, 21, 22], we dedicate to designing efficient numerical schemes to solve (1.1)-(1.2) with the singular source terms \( f(x, t) \in L^1(0, T; L^2(\Omega)) \) satisfying Assumption 1 as well as nonsmooth initial values. First, we investigate the existence and uniqueness of weak solutions of the problem in the space \( C([0, T]; L^2(\Omega)) \). Furthermore, by the works on FEM and lumped mass FEM in [4, 11, 12, 23, 30], we applied these two spatial discretization methods for the problem (1.1)-(1.2). After providing a possible understanding on the efficiency of the approach in [21, 22], we propose two new time-stepping schemes (4.9) and (4.33), named by GLBE and FBDF22 schemes, respectively.

Our main contribution consists of the following aspects.

1. The well-posedness and regularity of solutions of (1.1)-(1.2) with the singular source term \( f(x, t) \) satisfying Assumption 1 are investigated. Error estimates of semidiscrete continuous piecewise linear FEM and lumped mass FEM are rigorously established.

2. For \( f(x, t) \) satisfying Assumption 1, two new time-stepping schemes, named by GLBE (4.9) and FBDF22 (4.33), are proposed. Error estimates for the first-order and second-order accurate schemes are rigorously established, respectively. This largely improves the convergence order of the previous time-stepping schemes in solving (1.1)-(1.2) with singular source terms.

3. Due to the singularity of the source term in time, the discrete Laplace transform technique commonly used in existing works can not be employed for analyzing the fully discrete schemes proposed in this paper. Then we develop a new analysis technique based on the Laplace transform of the source term rather than its generating function to estimate the errors of the proposed schemes (4.9) and (4.33).

The rest of this paper is organized as follows. In Sect. 2, we study the existence and uniqueness of the weak solutions in certain proper space for the problem (1.1)-(1.2) with singular source terms with respect to time. In Sect. 3, the continuous piecewise linear FEM and lumped mass FEM are used for spatial discretization. Semidiscrete error estimates of both methods are established. In Sect. 4, two new time-stepping schemes based on first- and second-order CQ-BDFs were proposed for temporal discretization. Error estimates for fully discrete solutions are rigorously established. Sect. 5 presents several numerical examples to verify the theoretical convergence rates in both spatial and temporal directions as estimated in Sects. 3 and 4.
2 Well-Posedness and Regularity of Solutions

As discussed in [1, 27], the well-posedness and regularity of problem (1.1)-(1.2) have been well established for $f(x, t) \in L^p(0, T; L^2(\Omega))$ with $p > 1$. In this section, we will revisit the problem and investigate the existence, uniqueness and regularity of its solution with a singular source term satisfying Assumption 1.

Assumption 1 The singular source term $f(x, t)$ in (1.1) is assumed to be in $L^1(0, T; L^2(\Omega))$ such that its Laplace transform with respect to time $t$ is analytic within the domain $\Sigma_\theta$ given by (2.2) and satisfies $\|f(s)\| \leq c|s|^{-\mu-1}$ for $-1 < \mu < 0$.

For instance, the singular source term $f(x, t) = t^\mu g(x)$ with $-1 < \mu < 0$ and $g(x) \in L^2(\Omega)$ satisfies the conditions in Assumption 1.

The Laplace operator $\Delta$ is symmetric, then satisfies the following resolvent estimate [30]

$$\|(s - \Delta)^{-1}\| \leq M|s|^{-1}, \quad \forall s \in \Sigma_\theta \tag{2.1}$$

for $\theta \in (\pi/2, \pi)$, where $\Sigma_\theta$ is a sector of the complex plane $\mathbb{C}$ given by

$$\Sigma_\theta = \{z \in \mathbb{C} \setminus \{0\} : |\arg z| < \theta\}. \tag{2.2}$$

First, we define a weak solution of the problem (1.1)-(1.2) analogous to that in [8, Chapter 7.1.1]. Throughout this paper, the notation $(\cdot, \cdot)$ denotes the inner product in $L^2(\Omega)$.

Definition 2.1 For $0 < \alpha < 1$, we call a function $u \in L^1(0, T; H^1_0(\Omega))$ with $\mathcal{C} D^\alpha_t u \in L^1(0, T; H^{-1}(\Omega))$ a weak solution of (1.1)-(1.2) provided that

$$\langle \mathcal{C} D^\alpha_t u, \varphi \rangle + \langle \nabla u, \nabla \varphi \rangle = \langle f, \varphi \rangle, \quad \forall \varphi \in H^1_0(\Omega),$$

$$u(x, 0) = u^0(x) \tag{2.3}$$

holds for a.e. $t \in (0, T]$.

A weak solution defined by Definition 2.1 satisfies (1.1) for a.e. $t \in (0, T]$. Note that the operator $-\Delta$ is symmetric, and its eigenvalues and the corresponding eigenfunctions on the domain $\Omega$ with a homogeneous Dirichlet boundary condition are denoted by $\{\lambda_k\}_{k=1}^{+\infty}$ and $\{\varphi_k\}_{k=1}^{+\infty}$, where $0 < \lambda_1 \leq \lambda_2 \leq \cdots$, and $-\Delta \varphi_k = \lambda_k \varphi_k$ in $\Omega$ and $\varphi_k = 0$ on $\partial \Omega$. Then $\{\varphi_k\}_{k=1}^{+\infty}$ makes up an orthonormal basis in $L^2(\Omega)$. If $u(x, t)$ satisfies Definition 2.1, then by substituting $u(x, t) = \sum_{k=1}^{+\infty} u_k(t) \varphi_k(x)$ into the variational form (2.3) and taking $\varphi = \varphi_k, k = 1, 2, \cdots$, we may obtain $\mathcal{C} D^\alpha_t u_k(t) + \lambda_k u_k(t) = \langle f, \varphi_k \rangle$. Multiplying it by $\varphi_k(x)$ and summing over all $k = 1, 2, \cdots$ yields the Eq. (1.1) for a.e. $t \in (0, T]$.

The existence, uniqueness and regularity of the solution to the problem (1.1)-(1.2) are stated in the following theorems.

Theorem 2.1 Let $u^0(x) \equiv 0$ and $f(x, t)$ in (1.1) satisfy Assumption 1. Then the problem (1.1)-(1.2) has a unique solution $u \in C((0, T]; L^2(\Omega))$, which satisfies

$$\|u(t)\| \leq ct^{\alpha+\mu}, \quad -1 < \mu < 0, \quad t > 0. \tag{2.4}$$

Proof Taking Laplace transform on (1.1) with $u^0(x) \equiv 0$ arrives at $\hat{u}(x, s) = (s^\alpha - \Delta)^{-1} \hat{f}(x, s)$. Let $\tilde{u}(x, t)$ denote the inverse Laplace transform of $\hat{u}(x, s)$, then it follows that

$$\tilde{u}(x, t) = \frac{1}{2\pi i} \int_{\Gamma} e^{st}(s^\alpha - \Delta)^{-1} \hat{f}(x, s) ds, \tag{2.5}$$
where

\[ \Gamma = \{ \sigma + iy : \sigma > 0, \ y \in \mathbb{R} \}. \]  

(2.6)

By the resolvent estimate in (2.1) and the Cauchy’s theorem, \( \Gamma \) in (2.5) can be replaced by \( \Gamma_\varepsilon^0 \cup S_\varepsilon \), where \( \varepsilon \in (\pi/2, \pi) \) and

\[ \Gamma_\varepsilon^0 \cup S_\varepsilon = \{ \rho e^{\pm i\varepsilon} : \rho \geq \varepsilon \} \cup \{ \varepsilon e^{i\pi} : -\theta \leq x \leq \theta \}. \]  

(2.7)

Due to the condition in Assumption 1, it holds that \( \| \hat{\mu}(x, s) \| \leq c|s|^{-\mu-1} \) with \(-1 < \mu < 0\). Let \( \varepsilon = \varepsilon^{-1} \) in (2.7), then an estimate for \( \tilde{u}(x, t) \) in (2.5) can be obtained as follows

\[
\| \tilde{u}(x, t) \| \leq c \int_{\Gamma_\varepsilon^0 \cup S_\varepsilon} |e^{st}| |(s^\alpha - \Delta)^{-1}| \| \hat{f}(x, s) \| ds \\
\leq c \int_{\Gamma_\varepsilon^0 \cup S_\varepsilon} |e^{st}| |s|^{-\alpha-\mu-1} |ds| \\
\leq c \left( \int_{\varepsilon}^{+\infty} e^{\rho t} |s|^{-\alpha-\mu-1} ds + \varepsilon^{-\alpha-\mu} \right) \\
\leq c t^{\alpha+\mu}.
\]  

(2.8)

Next we prove that \( \tilde{u} \) is continuous with respect to \( t \in (0, T] \). For any \( t_1, t_2 > 0 \), using (2.5), we have

\[
\| \tilde{u}(x, t_1) - \tilde{u}(x, t_2) \| \leq c \int_{\Gamma_\varepsilon^0 \cup S_\varepsilon} (e^{st_1} - e^{st_2}) |(s^\alpha - \Delta)^{-1}| \| \hat{f}(x, s) \| ds \\
\leq c \int_{\Gamma_\varepsilon^0 \cup S_\varepsilon} |e^{st_1} - e^{st_2}| |s|^{-\alpha-\mu-1} |ds| \\
\leq c |t_1 - t_2| \max\{ t_1^{\alpha+\mu-1}, t_2^{\alpha+\mu-1} \},
\]  

(2.9)

where the last inequality holds by the result

\[ |e^{st_1} - e^{st_2}| = | \int_{t_2}^{t_1} se^{sx} dx | \leq | \int_{t_2}^{t_1} |s||e^{sx}| dx | \leq m |s| |t_1 - t_2| \]

with \( m = \max\{|e^{st_1}|, |e^{st_2}|\} \). The estimate (2.9) implies the continuity of \( \tilde{u}(x, t) \) with respect to \( t > 0 \).

Recall that any weak solution \( u \) defined by (2.3) satisfies (1.1) and (1.2) for a.e. \( t \in (0, T] \), then it has the same Laplace transform as that of \( \tilde{u} \), which implies \( u = \tilde{u} \) for a.e. \( t \in (0, T] \). Therefore, the problem (1.1)-(1.2) has a unique weak solution in the space \( C((0, T]; L^2(\Omega)) \), and the result (2.4) follows from (2.8).

For the case \( u^0 \in L^2(\Omega) \) and \( f(x, t) \equiv 0 \), the corresponding result can be obtained analogous to that in [27].

**Theorem 2.2** ([27]) Let \( u^0 \in L^2(\Omega) \) and \( f \equiv 0 \) in the problem (1.1)-(1.2). Then there exists a unique weak solution \( u \in C((0, T]; L^2(\Omega)) \) such that

\[
\max_{0 \leq s \leq T} \| u(t) \| \leq c \| u^0 \|.
\]  

(2.10)
3 Spatially Semidiscrete FEM

In this section, we establish error estimates for the semidiscrete Galerkin FEM and lumped mass FEM for the sub-diffusion Eqs. (1.1)-(1.2) with a singular source term \(f(x, t)\) satisfying Assumption 1.

3.1 Galerkin FEM

Let \(T_h\) be a regular triangulation of \(\Omega\) into \(d\)-simplexes and \(h = \max_{T \in T_h} \text{diam}(T)\) the maximal diameter, then we denote \(X_h \subset H^1_0(\Omega)\) as a continuous piecewise linear finite element space on \(T_h\). The semidiscrete problem by finite element for (1.1)-(1.2) is to find \(u_h(t) \in X_h\) satisfying

\[
(CD_\alpha u_h(t), \varphi) + (\nabla u_h(t), \nabla \varphi) = (f(t), \varphi), \quad \forall \varphi \in X_h, \quad u_h(0) = P_h u^0, \tag{3.1}
\]

where the operator \(P_h : L^2(\Omega) \rightarrow X_h\) denotes the \(L^2\)-projection onto the finite element space \(X_h\), defined by

\[
(P_h \varphi, \psi) = (\varphi, \psi), \quad \forall \psi \in X_h.
\]

We further introduce the operator \(\Delta_h : X_h \rightarrow X_h\) defined by

\[
- (\Delta_h \varphi, \psi) = (\nabla \varphi, \nabla \psi), \quad \forall \varphi, \psi \in X_h. \tag{3.2}
\]

Then the semidiscrete form of (3.1) can be rewritten in the form of

\[
CD_\alpha u_h(t) - \Delta_h u_h(t) = f_h(t), \quad \forall t > 0, \tag{3.3}
\]

with \(u_h(0) = P_h u^0\) and \(f_h = P_h f\). The Laplace transform on (3.3) implies

\[
s^\alpha u_h(s) - \Delta_h u_h(s) = s^{\alpha - 1} P_h u^0 + \hat{f}_h(s). \tag{3.4}
\]

Then by the inverse Laplace transform together with the estimate \(\|s^\alpha - \Delta_h\|^{-1} \leq M|s|^{-\alpha}\) for \(s \in \Sigma_\theta\) with \(\theta \in (\pi/2, \pi)\) [30], the solution \(u_h(t)\) for \(t > 0\) can be represented by

\[
u_h(t) = \frac{1}{2\pi i} \int_{\gamma_{\theta}\cup S_x} e^{st}(s^\alpha - \Delta_h)^{-1}(s^{\alpha - 1} P_h u^0 + \hat{f}_h(s)) ds. \tag{3.5}
\]

Next we establish the error estimate of the semidiscrete scheme (3.1) with homogeneous initial data and the singular source term \(f\) satisfying Assumption 1.

**Theorem 3.1** Assume that \(u^0(x) \equiv 0\) and \(f(x, t)\) in (1.1) satisfies Assumption 1. Let \(u\) and \(u_h\) be the solutions to (2.3) and (3.1), respectively. Then we have

\[
\|u(t) - u_h(t)\| \leq c t^\mu h^2, \quad -1 < \mu < 0, \quad t > 0. \tag{3.6}
\]

The proof of Theorem 3.1 is presented in Appendix A.1. For the case \(u^0(x) \in L^2(\Omega)\) and \(f(x, t) \equiv 0\), the corresponding result estimated in [12, 15] is \(\|u(t) - u_h(t)\| \leq ch^2 \log h |r^{-\alpha}||u^0||,\) which can be improved to be \(\|u(t) - u_h(t)\| \leq c h^2 t^{-\alpha} \|u^0\|\) removing \(\log h\) as mentioned in [15]. The improved result can be obtained by using the similar argument in the proof of Theorem 3.1.
Theorem 3.2 Assume \( u^0(x) \in L^2(\Omega) \) and \( f(x, t) \equiv 0 \) in (1.1)-(1.2). Let \( u \) and \( u_h \) be the solutions to (2.3) and (3.1), respectively. Then we have
\[
\| u(t) - u_h(t) \| \leq c t^{-\alpha} \| u^0 \| h^2, \quad t > 0.
\] (3.7)

3.2 Lumped Mass FEM

In this subsection, we consider the more practical lumped mass FEM [30] and estimate the corresponding discretization errors. The semidiscrete problem by the lumped mass FEM for (1.1)-(1.2) is to find \( \bar{u}_h(t) \in X_h \) satisfying
\[
(CD_t^\alpha \bar{u}_h(t), \varphi)_h + (\nabla \bar{u}_h(t), \nabla \varphi) = (f(t), \varphi), \quad \forall \varphi \in X_h,
\]
\[
\bar{u}_h(0) = P_h u^0,
\] (3.8)
where \((\cdot, \cdot)_h\) is defined by
\[
(v, w)_h := \sum_{\tau \in T_h} Q_{\tau,h}(vw) \quad \text{with} \quad Q_{\tau,h}(g) = |\tau|^{-1} \sum_{j=1}^{d+1} g(x_j^\tau),
\] (3.9)
and \(\{x_j^\tau\}_{j=1}^{d+1}\) are the vertices of the \(d\)-simplex \(\tau \in T_h\). Define the operator \(\bar{\Delta}_h : X_h \to X_h\) by
\[
-(\bar{\Delta}_h \varphi, \psi)_h = (\nabla \varphi, \nabla \psi), \quad \forall \varphi, \psi \in X_h,
\] (3.10)
and a projection operator \(\bar{P}_h : L^2(\Omega) \to X_h\) by
\[
(\bar{P}_h f, \psi)_h = (f, \psi), \quad \forall \psi \in X_h.
\]
Then the semidiscrete scheme (3.8) can be rewritten in the form of
\[
CD_t^\alpha \bar{u}_h(t) - \bar{\Delta}_h \bar{u}_h(t) = \bar{f}_h(t), \quad \forall t > 0,
\] (3.11)
with \(\bar{u}_h(0) = P_h u^0\) and \(\bar{f}_h = \bar{P}_h f\).

Theorem 3.3 Assume that \( u^0(x) \equiv 0 \) and \( f(x, t) \) in (1.1) satisfies Assumption 1. Let \( u(t) \) and \( \bar{u}_h(t) \) be the solutions to (2.3) and (3.8), respectively. Then we have
\[
\| u(t) - \bar{u}_h(t) \| \leq c t^{-\mu} h, \quad -1 < \mu < 0, \quad t > 0.
\] (3.12)
Moreover, if the quadrature error operator \(Q_h\) defined by (A.4) satisfies (A.6), then we have
\[
\| u(t) - \bar{u}_h(t) \| \leq c t^\mu h^2, \quad -1 < \mu < 0, \quad t > 0.
\] (3.13)

The proof of Theorem 3.3 is given in Appendix A.2. For \( u^0(x) \in L^2(\Omega) \) and \( f(x, t) \equiv 0 \), the error estimate for the lumped mass finite element scheme (3.8) has been considered in [12]. In the following theorem, we provide an improved result without the term \(|\log h|\) by using the similar argument in the proof of Theorem 3.3.

Theorem 3.4 Assume \( u^0(x) \in L^2(\Omega) \) and \( f(x, t) \equiv 0 \). Let \( u(t) \) and \( \bar{u}_h(t) \) be the solutions to (2.3) and (3.8), respectively. Then we have the error \( u(t) - \bar{u}_h(t) \) satisfies
\[
\| u(t) - \bar{u}_h(t) \| \leq c t^{-\alpha} \| u^0 \| h, \quad t > 0.
\] (3.14)
Moreover, if the quadrature error operator \(Q_h\) defined by (A.4) satisfies (A.6), then we have
\[
\| u(t) - \bar{u}_h(t) \| \leq c t^{-\alpha} \| u^0 \| h^2, \quad t > 0.
\] (3.15)
Table 1 Errors and convergence rates for Example 4.1 at $T = 1$ by the corrected BE scheme (4.1)

| $\alpha$ | $\nu$ | $N = 20$ | 40 | 80 | 160 | 320 | Rate |
|----------|-------|---------|----|----|-----|-----|------|
| 0.1      | −0.1  | 2.7636E-03 | 1.5279E-03 | 8.4788E-04 | 4.7180E-04 | 2.6310E-04 | 0.85 |
| 0.5      | −0.1  | 4.6742E-02 | 3.3543E-02 | 2.4446E-02 | 1.8019E-02 | 1.3391E-02 | 0.45 |
| 0.7      | −0.3  | 2.9962E-01 | 2.8907E-01 | 2.8275E-01 | 2.7895E-01 | 2.7666E-01 | 0.03 |

4 Time Discretization

In this section, we construct two fully discrete schemes for solving (1.1)-(1.2) with the singular source term $f(x, t)$ satisfying Assumption 1 and establish the error estimates in time. Without loss of generality, our discussion is mainly on the semidiscrete scheme (3.3). Analogous results for the lump mass FEM can be obtained by the same technique.

If the singular source term satisfies Assumption 1, then the result of Theorem 2.1 reveals that the analytic solution to the problem (1.1)-(1.2) will be unbounded near the origin as well for $-1 < \mu < -\alpha$. Singularity of the source term and the solution will bring a severe influence on the accuracy of numerical results. We present an example to illustrate the phenomenon of order reduction of the schemes based on backward Euler (BE) and second-order BDF (SBD) in [14, 16].

**Example 4.1** Consider the fractional ordinary differential equation (fODE) $^{C}D^{\alpha}u(t) = \lambda u(t) + f(t)$ for $t \in (0, T]$, with $u^0 = 0$ and $f(t) = \frac{\Gamma(\nu+1)}{\Gamma(\nu+1-\alpha)} t^{\nu-\alpha} - \lambda t^{\nu}$, where $\alpha - 1 < \nu < 0$ and $\lambda = -1$. The exact solution is $u(t) = t^{\nu}$.

The existing corrected BE and uncorrected SBD schemes (see [14, 16]) for the fODE in Example 4.1 are given by

$$\tau^{-\alpha} \sum_{j=0}^{n} \sigma_{j} (u_{n-j} - u^0) = \lambda u_n + f(t_{n}) \quad (4.1)$$

for $1 \leq n \leq N$, where $\tau = T/N$ and $\sigma_{j}$ being the coefficients of $(1-\xi)^{\alpha}$ or $(1-2\xi + \frac{1}{2}\xi^{2})^{\alpha}$. Note that the term $f(t)$ in Example 4.1 is unbounded at $t = 0$, then the corrected SBD scheme in [14, 16] is not applicable to Example 4.1. Thus the order of accuracy of the uncorrected SBD scheme for the fODE in Example 4.1 can not exceed one.

The errors $e_{N}$ defined by $|u_{N} - u(T)|$ with various $N$ such that $N \tau = T$ are presented in Tables 1 and 2. Convergence rates are checked by the formula $\text{rate} = \log_2 (e_{N}/e_{2N})$ with an average. As shown in Tables 1 and 2, the corrected BE and uncorrected SBD schemes in (4.1) both fail to restore first order of accuracy for Example 4.1.

To tackle the above disadvantages of the existing time-stepping schemes, we intend to consider a reformulation of the semidiscrete scheme (3.3), and propose two new fully discrete schemes in the next subsections to preserve the optimal first and second order of accuracy.

---
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Table 2  Errors and convergence rates for Example 4.1 at $T = 1$ by the uncorrected SBD scheme (4.1)

| $\alpha$ | $\nu$ | $N = 20$ | 40 | 80 | 160 | 320 | Rate  |
|----------|-------|---------|----|----|-----|-----|-------|
| 0.1      | -0.1  | 2.5725E-03 | 1.4344E-03 | 8.0166E-04 | 4.4881E-04 | 2.5163E-04 | $\approx 0.84$ |
|          | -0.5  | 2.0097E-02 | 1.4781E-02 | 1.0893E-02 | 8.0416E-03 | 5.9451E-03 | $\approx 0.44$ |
| 0.5      | -0.1  | 4.4559E-02 | 3.2453E-02 | 2.3900E-02 | 1.7746E-02 | 1.3254E-02 | $\approx 0.44$ |
|          | -0.3  | 1.0972E-01 | 9.1482E-02 | 7.7180E-02 | 6.5688E-02 | 5.6267E-02 | $\approx 0.24$ |
| 0.7      | -0.1  | 1.2845E-01 | 1.0873E-01 | 9.3022E-02 | 8.0116E-02 | 6.9286E-02 | $\approx 0.22$ |
|          | -0.2  | 1.9449E-01 | 1.7619E-01 | 1.6139E-01 | 1.4887E-01 | 1.3792E-01 | $\approx 0.12$ |

4.1 GLBE Scheme

First, we define $U_h(t)$ and $F_h(t)$ by $\int_0^t u_h(\xi)d\xi$ and $\int_0^t f_h(\xi)d\xi$, respectively. Then for integrable $u_h$ and $f_h$ it follows that

$$DU_h(t) = u_h(t), \quad U_h(0) = 0$$ (4.2)

and

$$DF_h(t) = f_h(t), \quad F_h(0) = 0$$ (4.3)

for a.e. $t > 0$, where $D := \partial/\partial t$. Next, we substitute (4.2) and (4.3) into (3.3) and get

$$C D_t^\alpha DU_h(t) = \Delta_h DU_h(t) + DF_h(t).$$ (4.4)

Further, integrating (4.4) from 0 to $t$ and using the semigroup property of fractional integrals arrive at

$$C D_t^\alpha U_h(t) = \Delta_h U_h(t) + F_h(t) + \frac{t^{1-\alpha}}{\Gamma(2-\alpha)} u_h(0), \quad U_h(0) = 0.$$ (4.5)

Together with (4.2)-(4.3), the semidiscrete scheme (4.5) can be viewed as an equivalent form of (3.3).

Given a uniform partition of the interval $[0, T]$ by

$$0 = t_0 < t_1 < \cdots < t_{N-1} < t_N = T.$$}

The step size of the uniform mesh is denoted by $\tau = T/N$ and $t_n = n\tau$ for $0 \leq n \leq N$.

We introduce $\tilde{U}_h(t)$ and $\tilde{u}_h(t)$ as approximations to $U_h(t)$ and $u_h(t)$ solving (4.5) and (4.2), respectively. For $t > 0$, $\tilde{U}_h(t)$ satisfies the difference equation

$$D_t^\alpha \tilde{U}_h(t) = \Delta_h \tilde{U}_h(t) + F_h(t) + \frac{t^{1-\alpha}}{\Gamma(2-\alpha)} u_h(0),$$ (4.6)

and is prescribed by zero otherwise, where $F_h(t)$ satisfying (4.3). Here $D_t^\alpha$ denotes the well-known Grünwald-Letnikov (GL) or fractional backward Euler difference operator, which is written as

$$D_t^\alpha \tilde{U}_h(t) = \tau^{-\alpha} \sum_{j=0}^{\infty} \sigma_j \tilde{U}_h(t-j\tau),$$ (4.7)
Here $F$ shows in Table 1, the corrected BE scheme (4.1) fails to restore the first-order accuracy when and (4.8), we propose a fully discrete scheme, named by GLBE and of the form

\[
\sum_{j=0}^{n} \sigma_j \tilde{U}_h^{n-j} = \Delta_h \tilde{U}_h^n + \frac{F_n}{(2-\alpha)} u_h(0),
\]

(4.9)

where $\tilde{u}_h(t) = D_\tau \tilde{U}_h(t)$.

This implies $\tilde{u}_h(t) = 0$ for $t \leq 0$ as well. Then choosing $t = t_n$ for $n = 1, \cdots, N$ in (4.6) and (4.8), we propose a fully discrete scheme, named by GLBE and of the form

\[
\tau^{-\alpha} \sum_{j=0}^{n} \sigma_j \tilde{U}_h^{n-j} = \Delta_h \tilde{U}_h^n + \frac{F_n}{(2-\alpha)} u_h(0),
\]

(4.10)

where $\tilde{u}_h(t_n) = \tilde{U}_h(t_n)$ and $F_n := F_h(t_n)$ with $F_h(\cdot)$ satisfying (4.3).

We illustrate the superiority of the above method by Example 4.1, where the fODE is now discretized by

\[
\tau^{-\alpha} \sum_{j=0}^{n} \sigma_j U_{n-j} = \lambda U_n + F(t_n) + \frac{F_n}{(2-\alpha)} u_n^0 \quad \text{and} \quad u_n = \tau^{-1} (U_n - U_{n-1}).
\]

Here $F(t) = f_0^t f(\xi)d\xi$. From Table 3, the first-order accuracy of the scheme (4.10) can be observed for Example 4.1 with various $\alpha \in (0, 1)$ and $\nu \in [\alpha - 1, 0)$, where the convergence rates are checked by the formula rate $= \log_2(e_N/e_{2N})$ with an average. In contrast, as shown in Table 1, the corrected BE scheme (4.1) fails to restore the first-order accuracy when the source term is singular near the origin.

We next establish the fully discrete error estimates by means of Laplace transform. By taking Laplace transform on (4.2),(4.3) and (4.5), the semidiscrete solution $u_h(t)$ in (3.5) can be rewritten as

\[
u_h(t) = \frac{1}{2\pi i} \int_{\Gamma^\theta \cup S_\epsilon} e^{st} \tilde{U}_h(s)ds,
\]

(4.11)

where $\Gamma^\theta \cup S_\epsilon$ is defined by (2.7) and

\[
\tilde{U}_h(s) = (s^\alpha - \Delta_h)^{-1} (\hat{F}_h(s) + s^{\alpha-2} u_h(0)).
\]

(4.12)
In addition, in view of the definition of $F_h$ satisfying (4.3) and Assumption 1, we get

$$
\|\hat{F}_h(s)\| = |s|^{-1} \|\hat{f}_h(s)\| = |s|^{-1} \|P_h \hat{f}(s)\| \leq |s|^{-1} \|\hat{f}(s)\| \leq c|s|^{-\mu-2}. \tag{4.13}
$$

Since $\hat{U}_h(t)$ and $\tilde{u}_h(t)$ are solutions of (4.6) and (4.8), respectively, we have the representations

$$
\hat{U}_h(x, t) = \sum_{j=1}^{M-1} \hat{u}_j^h(t) \varphi_j^h(x) \quad \text{and} \quad \tilde{u}_h(x, t) = \sum_{j=1}^{M-1} \tilde{u}_j^h(t) \varphi_j^h(x),
$$

where $\varphi_j^h$ is the eigenfunction corresponding to the eigenvalue $\lambda_j^h$ of the operator $-\Delta_h$ such that $-(\Delta_h \varphi_j^h, \psi) = \lambda_j^h (\varphi_j^h, \psi)$ for any $\psi \in X_h$ and each $1 \leq j \leq M - 1$. Then substituting expressions of $\tilde{u}_h$ and $\hat{U}_h$ into (4.6) and (4.8) yields that

$$
\tilde{u}_j^h(t) = \sum_{k=0}^{\infty} p_k H(t - t_k)(F_j(t - t_k) + v_j(t - t_k)), \quad 1 \leq j \leq M - 1, \quad t > 0, \tag{4.14}
$$

where $F_j(t) = (F_h(t), \varphi_j^h)$, $v_j(t) = v(t)(u^0, \varphi_j^h)$ with $v(t) = t^{1-\alpha}/\Gamma(2-\alpha)$, and $H(t)$ denotes the Heaviside function which equals to one for $t \geq 0$ and zero otherwise. The coefficients $\{p_k\}_{k=0}^{\infty}$ are generated by the power series of $\omega(z)(\omega(z)^{\alpha} + \lambda_j^h)^{-1}$ with the notation $\omega(z) := \tau^{-1}(1 - z)$. From the fact that $F_h(t)$ and $v(t)$ are both continuous functions in time and zero at $t = 0$, it follows that $\tilde{u}_j^h(t)$ is continuous for each $j$ when $t > 0$. Therefore, we can rewrite $\tilde{u}_h$ in (4.8) as

$$
\tilde{u}_h(t) = \frac{1}{2\pi i} \int_{\Gamma} e^{st} \omega(e^{-st}) \hat{U}_h(s) ds, \tag{4.15}
$$

where $\Gamma$ is given by (2.6). Moreover, with $\hat{U}_h(t) = 0$ for $t \leq 0$, we have from (4.7) that

$$
\hat{D}_t^\alpha \hat{U}_h(s) = \tau^{-\alpha} \sum_{j=0}^{\infty} \sigma_j \int_0^{\infty} e^{-st} \hat{U}_h(t - j \tau) dt = \omega(e^{-st})^\alpha \hat{U}_h(s),
$$

and then it yields from (4.6) that

$$
\hat{U}_h(s) = \left(\omega(e^{-st})^\alpha - \Delta_h\right)^{-1} \left(\hat{F}_h(s) + s^{\alpha-2} u_h(0)\right). \tag{4.16}
$$

**Theorem 4.1** Assume that $u^0(x) \equiv 0$ and $f(x, t)$ in (1.1) satisfies Assumption 1. Let $u_h$ and $\tilde{u}_h^n$ be the solutions to (3.3) and (4.9), respectively. Then we have

$$
\|u_h(t_n) - \tilde{u}_h^n\| \leq c \left(t_n^{\alpha+\mu-1} + t_n^{\alpha-2} \tau^{2+\mu}\right), \quad -1 < \mu < 0, \quad 1 \leq n \leq N. \tag{4.17}
$$

**Proof** From (4.6), (4.8), (4.9) and (4.15), we can represent the solution $\tilde{u}_h^n$ to (4.9) as

$$
\tilde{u}_h^n = \tilde{u}_h(t_n) = \lim_{L \to +\infty} \frac{1}{2\pi i} \int_{\sigma-iL}^{\sigma+iL} e^{st} \omega(e^{-st}) \hat{U}_h(s) ds. \tag{4.18}
$$

Then for any $L > 0$ and fixed $\tau > 0$, there exists $N \in \mathbb{N}^+$ such that $(2N + 1)\pi/\tau \leq L \leq (2N + 3)\pi/\tau$, and the integral in (4.18) can be divided into three parts

$$
\int_{\sigma-iL}^{\sigma+iL} e^{st} \omega(e^{-st}) \hat{U}_h(s) ds = \left(\int_{\sigma+\frac{(2N+1)\pi}{\tau}}^{\sigma+iL} + \int_{\sigma+(2N+1)\pi/\tau}^{\sigma+\frac{(2N+1)\pi}{\tau}} + \int_{\sigma-i(2N+1)\pi/\tau}^{\sigma-iL}\right) e^{st} \omega(e^{-st}) \hat{U}_h(s) ds. \tag{4.19}
$$
For the first integral in (4.19), it follows from (4.16), (4.13), Lemmas B.1 and B.2 that

\[
\| \int_{\sigma+i(2\tilde{N}+1)\pi/\tau}^{\sigma+iL} e^{s\tau_n} \omega(e^{-s\tau}) \tilde{U}_h(s) \, ds \| \\
\leq c \int_{\sigma+i(2\tilde{N}+1)\pi/\tau}^{\sigma+i(2\tilde{N}+3)\pi/\tau} \| e^{s\tau_n} \| \omega(e^{-s\tau}) |1-\alpha|s|^{-\mu-2} \, ds \\
\leq c \int_{(2\tilde{N}+1)\pi/\tau}^{(2\tilde{N}+3)\pi/\tau} e^{\sigma \tau_n} (\sigma + y - 2\tilde{N}\pi/\tau)^{1-\alpha} y^{-\mu-2} \, dy \\
\leq c \int_{(2\tilde{N}+1)\pi/\tau}^{(2\tilde{N}+3)\pi/\tau} e^{\sigma \tau_n} ((1 + 3\pi)/\tau)^{1-\alpha} ((2\tilde{N} + 1)\pi/\tau)^{-\mu-2} \, dy \\
\leq c \frac{\tau^{\alpha+\mu}}{(2\tilde{N} + 1)^{\mu+2}} e^{\sigma \tau_n},
\]

where \( \sigma = t_n^{-1} \) is chosen and the relation \( \| \omega(e^{-s\tau}) \| = |\omega(e^{-(s-i2\tilde{N}\pi/\tau)}t)| \leq c |s - i2\tilde{N}\pi/\tau| \) is applied. Then the above bound tends to zero when \( L \to +\infty \) (\( \tilde{N} \to +\infty \)). Analogous result holds for the third integral in (4.19) as well.

Next we consider the estimate of the second integral in (4.19). First, some integral curves are introduced as follows:

\[
\Gamma^0_{\varepsilon, \tau} = \{ \rho e^{i\varepsilon \theta} : \varepsilon \leq \rho \leq \pi/(\tau \sin \theta) \},
\]

\[
\Gamma^+ = \{ x + i(2\tilde{N} + 1)\pi/\tau : \pi/\tau \cot \theta \leq x \leq \sigma \},
\]

\[
\Gamma^- = \{ x - i(2\tilde{N} + 1)\pi/\tau : \pi/\tau \cot \theta \leq x \leq \sigma \}.
\]

As shown in (4.16), \( \tilde{U}_h(s) \) is analytic in the sector \( \Sigma_0 \). Using the Cauchy’s theorem and the periodic property of exponential function, we obtain

\[
\int_{\sigma-i(2\tilde{N}+1)\pi/\tau}^{\sigma+i(2\tilde{N}+1)\pi/\tau} e^{s\tau_n} \omega(e^{-s\tau}) \tilde{U}_h(s) \, ds \\
= \sum_{p=-\tilde{N}}^{\tilde{N}} \int_{\sigma-i\pi/\tau+i2p\pi/\tau}^{\sigma+i\pi/\tau+i2p\pi/\tau} e^{s\tau_n} \omega(e^{-s\tau}) \tilde{U}_h(s) \, ds \\
= \int_{\Gamma^+} e^{s\tau_n} \omega(e^{-s\tau}) \tilde{U}_h(s) \, ds + \int_{\Gamma_{\rho, \varepsilon} \cup S_{\varepsilon}} e^{s\tau_n} \omega(e^{-s\tau}) \tilde{U}_h(s) \, ds \\
+ \sum_{p=-\tilde{N}}^{\tilde{N}} \int_{\Gamma^0_{\varepsilon_0, \tau}} e^{s\tau_n} \omega(e^{-s\tau}) (\omega(e^{-s\tau})^{\alpha} - \Delta_h)^{-1} \tilde{F}_h(s + i2p\pi/\tau) \, ds.
\]

Moreover, by taking \( \sigma = t_n^{-1} \), we have

\[
\| \int_{\Gamma^-} e^{s\tau_n} \omega(e^{-s\tau}) \tilde{U}_h(s) \, ds \| \leq c \left( \int_{\Gamma^-} \| e^{s\tau_n} \| \omega(e^{-(s+i2\tilde{N}\pi/\tau)}t)|1-\alpha|s|^{-\mu-2} \, ds \right) \\
+ \int_{\Gamma^+} \| e^{s\tau_n} \| \omega(e^{-(s-i2\tilde{N}\pi/\tau)}t)|1-\alpha|s|^{-\mu-2} \, ds \right) 
\]
\[
\leq c \int_{\pi/\tau \cot \theta}^{\sigma} e^{x_n(|x| + \pi/\tau)^{1-\alpha}} |(2\tilde{N} + 1)\pi/\tau|^{-\mu - 2} \, dx \\
\leq \frac{c \tau^{\alpha+\mu}}{(2\tilde{N} + 1)\mu + 2} e^{\sigma x_n},
\]
which tends to zero for \( L \to +\infty \) (\( \tilde{N} \to +\infty \)). Hence, from (4.11), (4.18) and (4.23), it follows that
\[
\begin{align*}
\| \tilde{u}_h(t_n) - \tilde{u}_h^n \| &= \frac{1}{2\pi i} \int_{\Gamma_e^{\tilde{N}}} e^{x_n s} \hat{U}_h(s) \, ds + \frac{1}{2\pi i} \int_{\Gamma_e^{\tilde{N}}} e^{x_n \left( s \hat{U}_h(s) - \omega(e^{-s\tau}) \tilde{U}_h(s) \right)} \, ds \\
&\quad - \sum_{p=-\infty}^{+\infty} \frac{1}{2\pi i} \int_{\Gamma_0^{\tilde{N}}} e^{x_n \omega(e^{-s\tau}) (\omega(e^{-s\tau})^\alpha - \Delta_h)^{-1}} \hat{F}_h(s + i2\pi p/\tau) \, ds \\
&= I_1 + I_2 + I_3.
\end{align*}
\]
The estimation of the first item \( I_1 \) in (4.24) is given by
\[
\begin{align*}
\| I_1 \| &\leq c \int_{\Gamma_e^{\tilde{N}}} |s|^{-\alpha-\mu-1} \, ds \\
&\leq c \tau \int_{\pi/\tau \sin \theta}^{+\infty} e^{\rho \cos \theta \rho^{-\alpha-\mu-1}} \, d\rho \\
&\leq c \tau \int_{\pi/\tau \sin \theta}^{+\infty} e^{\rho \cos \theta \rho^{-\alpha-\mu}} \, d\rho \\
&\leq c \tau \int_{\pi/\tau \sin \theta}^{+\infty} e^{\rho \cos \theta} \rho^{-\alpha-\mu-1} \, d\rho \\
&\leq c \tau \int_{\pi/\tau \sin \theta}^{+\infty} e^{\rho \cos \theta} \rho^{-\alpha-\mu-1} \, d\rho.
\end{align*}
\]
To estimate \( I_2 \) in (4.24), we rewrite it as the summation of two parts, i.e., \( I_2 = I'_2 + I''_2 \), where
\[
I'_2 = \int_{\Gamma_{\tilde{N}}^{\tilde{N}}} e^{x_n \left( s - \omega(e^{-s\tau})^\alpha - \Delta_h \right)^{-1}} \hat{F}_h(s + i2\pi p/\tau) \, ds \\
I''_2 = \int_{\Gamma_{\tilde{N}}^{\tilde{N}}} e^{x_n \omega(e^{-s\tau}) (\omega(e^{-s\tau})^\alpha - \Delta_h)^{-1}} \hat{F}_h(s + i2\pi p/\tau) \, ds.
\]
Let \( \varepsilon = t_n^{-1} \), then the result in Lemma B.2 implies that
\[
\begin{align*}
\| I'_2 \| &\leq c \tau \int_{\Gamma_{\tilde{N}}^{\tilde{N}}} |s|^{-\alpha-\mu} \, ds \\
&\leq c \tau \left( \int_{\pi/\tau \sin \theta}^{+\infty} e^{\rho \cos \theta} \rho^{-\alpha-\mu+1} \, d\rho + \int_{-\theta}^{\theta} e^{\rho \cos \xi} \rho^{-\alpha-\mu+1} \, d\xi \right) \\
&\leq c \tau \int_{\pi/\tau \sin \theta}^{+\infty} e^{\rho \cos \theta} \rho^{-\alpha-\mu+1} \, d\rho.
\end{align*}
\]
On the other hand, using Lemmas B.1 and B.2 arrives at
\[
\begin{align*}
\| (\alpha - \Delta_h)^{-1} - (\omega(e^{-s\tau})^\alpha - \Delta_h)^{-1} \| \\
&\leq \| (\omega(e^{-s\tau})^\alpha - \Delta_h)^{-1} \| \| \omega(e^{-s\tau})^\alpha - \Delta_h \| \| (s^\alpha - \Delta_h)^{-1} \| \\
&\leq \tau |s| |\omega(e^{-s\tau})|^{-\alpha}
\end{align*}
\]
for \( s \) enclosed by curves \( \Gamma_{0, \tau}^\vartheta, \mathcal{S}(s) = \pm \pi / \tau \) and \( \Gamma \). This yields
\[
\| I''_n \| \leq c \tau \int_{T'_{n, \tau} \cup S_{\varepsilon}} |e^{s\tau}| \omega(e^{-s\tau}) |s|^{-\mu - 1} |ds|
\leq \tau \left( \int_{-\varepsilon}^{\varepsilon} e^{\rho \cos \theta} |\rho|^{-\alpha - \mu} d\rho + \int_{-\theta}^{\theta} e^{\rho \cos \xi} e^{-\alpha - \mu + 1} d\xi \right)
\leq c t_n^{\alpha + \mu - 1} \tau,
\]
where \( \varepsilon = t_n^{-1} \) is taken. In addition, for any \( \mu > -1 \), from the inequality
\[
\sum_{p=1}^{+\infty} p^{-\mu - 2} \leq 1 + \int_{1}^{+\infty} p^{-\mu - 2} dp \leq 1 + \frac{1}{1 + \mu},
\]
it follows that the third item \( I_3 \) in (4.24) satisfies
\[
\| I_3 \| \leq c \tau^{2+\mu} \sum_{p=1}^{+\infty} p^{-\mu - 2} \int_{0}^{\pi / \tau} e^{\rho \cos \theta} \rho^{-1-\mu} d\rho
\leq c t_n^{\alpha - 2+2+\mu}.
\]
Therefore, the result (4.17) can be obtained. \(\square\)

For the case \( u^0(x) \in L^2(\Omega) \) and \( f(x, t) \equiv 0 \), we can also obtain the following error estimate by the approach analogous to the proof of Theorem 4.1.

**Theorem 4.2** Assume \( u^0(x) \in L^2(\Omega) \) and \( f(x, t) \equiv 0 \) in (1.1)-(1.2). Let \( u_h \) and \( \tilde{u}^n_h \) be the solutions to (3.3) and the GLBE scheme (4.9), respectively. Then it holds that
\[
\| u_h(t_n) - \tilde{u}^n_h \| \leq c \left( t_n^{-1} \tau + t_n^{\alpha - 2} \tau^{2+\alpha} \right) \| u^0 \|, \quad 1 \leq n \leq N.
\]
(4.27)

In addition, if \( u^0(x) \in L^2(\Omega) \) and \( f(x, t) \) satisfies Assumption 1, then we have
\[
\| u_h(t_n) - \tilde{u}^n_h \| \leq c \left( (t_n^{\alpha + \mu - 1} + t_n^{-1} \| u^0 \|) \tau + t_n^{\alpha - 2} \tau^{2+\mu} + \| u^0 \| t_n^{\alpha - 2} \tau^{2-\alpha} \right),
\]
where \(-1 < \mu < 0\).

**Remark 1** The error estimates in Theorems 4.1 and 4.2 show that the GLBE scheme (4.9) is of first order as \( 0 < \alpha < 1 \) and \(-1 < \mu < 0\). In addition, the results also hold for \( \mu \geq 0 \) from the proof of Theorems 4.1.

**Remark 2** It is natural to replace the weights in the GLBE scheme (4.9) by that of the second-order BDF, and obtains an analogous scheme as follows
\[
\tau^{-\alpha} \sum_{j=0}^{n} w_j \tilde{U}^{n-j}_h = \Delta_h \tilde{U}^n_h + F^n_h + \frac{t_n^{1-\alpha}}{\Gamma(2-\alpha)} u_h(0),
\]
(4.28)
\[
\tilde{u}^n_h = \tau^{-1} \left( \frac{3}{2} \tilde{U}^n_h - 2 \tilde{U}^{n-1}_h + \frac{1}{2} \tilde{U}^{n-2}_h \right).
\]
where the weights \( \{ w_j \} \) satisfy \( \sum_{j=0}^{\infty} w_j \xi^j = (\frac{3}{2} - 2 \xi + \frac{1}{2} \xi^2)^\alpha \). However, the optimal second-order accuracy cannot be achieved. Actually, it is proved analogously that
\[
\| u_h(t_n) - \tilde{u}_h^n \| \leq c (t_n^{\alpha+\mu-2} + t_n^{-2}\|u^0\|) \tau^2 + t_n^{\alpha-2}\tau^{2+\mu} + t_n^{\alpha-2}\tau^{2-\alpha}).
\]

### 4.2 FBDF22 Scheme

In this subsection, we continue to investigate an alternative fully discrete scheme based on the second-order BDF in order to improve the order of accuracy in time. Throughout this subsection, the same notations \( \tilde{U}_h(t) \) and \( \tilde{u}_h(t) \) are used to denote the solutions of the new scheme discussed as follows.

In analogy to (4.6), by introducing \( \tilde{F}(t) = \int_{0}^{t} F_h(\xi)d\xi \), we define \( \tilde{U}_h(t) \) as an approximate solution to the semidiscrete scheme (4.5) that satisfies
\[
\tau^{-\alpha} \sum_{j=0}^{\infty} w_j \tilde{U}_h(t-j \tau) = \Delta_h \tilde{U}_h(t) + D_t \tilde{F}_h(t) + D_t \frac{\tau^{2-\alpha}}{\Gamma(3-\alpha)}u_0^0(x) \quad (4.29)
\]
for \( t > 0 \), and prescribe \( \tilde{U}_h(t) = 0 \) for \( t \leq 0 \), where \( \tilde{F}_h(t) \) satisfies
\[
D \tilde{F}_h(t) = F_h(t), \quad \tilde{F}_h(0) = 0 \quad (4.30)
\]
with \( F_h(t) \) given by (4.3). The sequence \( \{ w_j, \ j \geq 0 \} \) in (4.29) satisfies \( \sum_{j=0}^{\infty} w_j \xi^j = (\frac{3}{2} - 2 \xi + \frac{1}{2} \xi^2)^\alpha \), and \( D_t \) denotes the second-order backward difference operator such that
\[
D_t v(t) = \tau^{-1}\left(\frac{3}{2} v(t) - 2 v(t - \tau) + \frac{1}{2} v(t - 2\tau)\right). \quad (4.31)
\]
Furthermore, we define \( \tilde{u}_h(t) \) as
\[
\tilde{u}_h(t) := D_t \tilde{U}_h(t) = \tau^{-1}\left(\frac{3}{2} \tilde{U}_h(t) - 2 \tilde{U}_h(t - \tau) + \frac{1}{2} \tilde{U}_h(t - 2\tau)\right). \quad (4.32)
\]
This indicates \( \tilde{u}_h(t) = 0 \) for \( t \leq 0 \) as well. Then, by taking \( t = t_n = n\tau \) with \( \tau = T/N \) for \( n = 1, \ldots, N \) in (4.29) and (4.32), we propose a fully discrete scheme, called FBDF22, in the following form
\[
\tau^{-\alpha} \sum_{j=0}^{n} w_j \tilde{U}_h^{n-j} = \Delta_h \tilde{U}_h^n + D_t \tilde{F}_h^n + D_t \frac{\tau^{2-\alpha}}{\Gamma(3-\alpha)}u_0^0(x), \quad (4.33)
\]
\[
\tilde{u}_h^n = \tau^{-1}\left(\frac{3}{2} \tilde{U}_h^n - 2 \tilde{U}_h^{n-1} + \frac{1}{2} \tilde{U}_h^{n-2}\right),
\]
where \( \tilde{u}_h^n := \tilde{u}_h(t_n) \), \( \tilde{U}_h^n := \tilde{U}_h(t_n) \) and \( \tilde{F}_h^n := \tilde{F}_h(t_n) \) with \( \tilde{F}(\cdot) \) satisfying (4.30).

We first apply the above method to solving the problem in Example 4.1 numerically to illustrate its effectiveness for problems with singular source terms. The discrete scheme for the fODE in Example 4.1 is of the form
\[
\tau^{-\alpha} \sum_{j=0}^{n} w_j U_{n-j} = \lambda U_n + D_t \tilde{F}(t_n) + D_t \frac{\tau^{2-\alpha}}{\Gamma(3-\alpha)}u^0, \quad (4.34)
\]
\[
u_n = \tau^{-1}\left(\frac{3}{2} U_n - 2 U_{n-1} + \frac{1}{2} U_{n-2}\right).
\]
Proof
Taking the Laplace transform on (4.29) and (4.32) yields
\[ \frac{1}{\tau} = \text{for } u_h. \]
In analogy to (4.24) in Theorem 4.1, we can obtain
\[ \text{and } \hat{u}_h(t) = \omega_2(e^{-st})^\alpha \hat{\tilde{F}}(s) + s^{-3} u_h(0). \]

Table 4 Errors and convergence rates for Example 4.1 at \( T = 1 \) by the scheme (4.34)

| \( \alpha \) | \( \nu \) | \( N = 160 \) | 320 | 640 | 1280 | 2560 | Rate |
|-----|-----|--------|-----|-----|-----|-----|-----|
| 0.1 | -0.1 | 2.7838E-06 | 6.9249E-07 | 1.7276E-07 | 4.3298E-08 | 1.3361E-08 | \( \approx 1.93(2.0) \) |
| -0.5 | 1.9267E-05 | 4.7876E-06 | 1.1934E-06 | 2.9698E-07 | 7.6388E-08 | \( \approx 1.99(2.0) \) |
| -0.9 | 4.6794E-05 | 1.1611E-05 | 2.8947E-06 | 7.2358E-07 | 1.9135E-07 | \( \approx 1.98(2.0) \) |
| 0.5 | -0.1 | 1.4784E-06 | 3.6535E-07 | 9.0645E-08 | 2.2547E-08 | 5.5332E-09 | \( \approx 2.02(2.0) \) |
| -0.3 | 8.0490E-06 | 1.9935E-06 | 4.9528E-07 | 1.2328E-07 | 7.6388E-08 | \( \approx 0.5 \) |
| -0.5 | 1.8146E-05 | 4.5109E-06 | 1.1244E-06 | 2.8072E-07 | 7.0270E-08 | \( \approx 0.7 \) |
| 0.7 | -0.1 | 1.8151E-07 | 3.5697E-08 | 6.8178E-09 | 1.2529E-09 | 2.1549E-10 | \( \approx 0.5 \) |
| -0.2 | 3.1158E-06 | 7.6400E-07 | 1.8785E-07 | 4.6271E-08 | 1.1422E-08 | \( \approx 0.5 \) |
| -0.3 | 7.1901E-06 | 1.7901E-06 | 4.4659E-07 | 1.1153E-07 | 2.7887E-08 | \( \approx 0.5 \) |

for \( 1 \leq n \leq N \) with \( N \tau = T \). Table 4 shows the errors and average rates of convergence with different time step sizes and various \( \alpha \in (0, 1) \) and \( \nu - \alpha \in [-1, 0] \), where an improved order of \( O(\tau^2) \) is achieved compared with that of the uncorrected SBD scheme in Table 2 and the GLBE scheme in Table 3.

Next we devote to the error estimate of the FBDF22 scheme (4.33).

**Theorem 4.3** Assume that \( u^0(x) \equiv 0 \) and \( f(x, t) \) in (1.1) satisfies Assumption 1. Let \( u_h(t) \) and \( \tilde{u}_h \) be the solutions to (3.3) and (4.33), respectively. Then it holds that
\[ \| u_h(t_n) - \tilde{u}_h \| \leq c(t_n^{\alpha+\mu-2}\tau^2 + t_n^{-3}\tau^3\mu), \quad -1 < \mu < 0 \]
for \( 1 \leq n \leq N \).

**Proof** Taking the Laplace transform on (4.29) and (4.32) yields
\[ \hat{U}_h(s) = (\omega_2(e^{-st})^\alpha - \Delta_h)^{-1} \omega_2(e^{-st})(\hat{\tilde{F}}(s) + s^{-3} u_h(0)) \]
and \( \hat{u}_h(s) = \omega_2(e^{-st})\hat{U}_h(s) \), where \( \omega_2(z) = \tau^{-1}(\frac{3}{2} - 2z + \frac{1}{2}z^2) \), and \( \hat{F}_h(s) \) denotes the Laplace transform of \( \hat{F}_h(t) \). By the definition of \( \hat{F}_h \) satisfying (4.30), it yields
\[ \| \hat{F}_h(s) \| = |s|^{-2} \| \hat{f}(s) \| \leq |s|^{-2} \| \hat{f}(s) \| \leq c|s|^{-\mu-3}. \]
In analogy to (4.24) in Theorem 4.1, we can obtain
\[ u_h(t_n) - \tilde{u}_h = \frac{1}{2\pi i} \int_{\gamma - i\epsilon}^{\gamma + i\epsilon} e^{st} s \hat{U}_h(s) ds + \frac{1}{2\pi i} \int_{\gamma - i\epsilon}^{\gamma + i\epsilon} e^{st} \left( s \hat{U}_h(s) - \omega_2(e^{-st})\hat{U}_h(s) \right) ds \]
\[ - \sum_{p=0}^{+\infty} \frac{1}{2\pi i} \int_{\gamma - i\epsilon}^{\gamma + i\epsilon} e^{st} \omega_2(e^{-st})^2 (\omega_2(e^{-st})^\alpha - \Delta_h)^{-1} \hat{F}_h(s + i2\pi p/\tau) ds \]
\[ := II_1 + II_2 + II_3. \]
For \( t_n \geq \tau \), we get the estimate
\[ \| II_1 \| \leq c\tau^2 \int_{\frac{\pi}{2\sin\theta}}^{+\infty} e^{\rho t_n \cos\theta} \rho^{-\alpha-\mu+1} d\rho \leq c t_n^{\alpha+\mu-2}\tau^2. \]
From Lemmas B.1 and B.2, it follows that
\[ \| (s^\alpha - \Delta_h)^{-1} - (\omega_2(e^{-s\tau})^\alpha - \Delta_h)^{-1} \| \leq c \tau^2 |s|^2 |\omega_2(e^{-s\tau})|^{-\alpha} \]
for \( s \) enclosed by curves \( \Gamma^\theta_{0,\tau}, \Delta(s) = \pm \pi/\tau \) and \( \Gamma \). Furthermore, we can obtain
\[ \| (s^\alpha - \Delta_h)^{-1} s - (\omega_2(e^{-s\tau})^\alpha - \Delta_h)^{-1} \omega_2(e^{-s\tau}) \| \]
\[ \leq \| (s^\alpha - \Delta_h)^{-1} (s - \omega_2(e^{-s\tau})) \| + \| ((s^\alpha - \Delta_h)^{-1} - (\omega_2(e^{-s\tau})^\alpha - \Delta_h)^{-1}) \omega_2(e^{-s\tau}) \| \]
\[ \leq c \tau^2 (|s|^{3-\alpha} + |\omega_2(e^{-s\tau})|^{1-\alpha} |s|^2). \]

Then we have
\[ \| I I_2 \| \leq \| \int_{\Gamma^\theta_{0,\tau} \cup S_\epsilon} e^{s \tau n} (s - \omega_2(e^{-s\tau})) \hat{U}_h(s) ds \| \]
\[ + \| \int_{\Gamma^\theta_{0,\tau} \cup S_\epsilon} e^{s \tau n} \omega_2(e^{-s\tau}) \left( \hat{U}_h(s) - \bar{U}_h(s) \right) ds \| \]
\[ \leq c \tau^2 \int_{\Gamma^\theta_{0,\tau} \cup S_\epsilon} |e^{s \tau n}| (|s|^{1-\alpha-\mu} + |\omega_2(e^{-s\tau})|^{2-\alpha} |s|^{-\mu-1}) |ds| \]
\[ \leq c n^{\alpha+\mu-2} \tau^2. \]

In addition, it follows from Lemmas B.3 and B.4 that
\[ \| I I_3 \| \leq c \sum_{p=1}^{+\infty} \int_{\Gamma^\theta_{0,\tau}} |e^{s \tau n}| |\omega_2(e^{-s\tau})|^{2-\alpha} |s + i 2 p \pi / \tau|^{-\mu-3} |ds| \]
\[ \leq c \tau^{3+\mu} \sum_{p=1}^{+\infty} p^{-\mu-3} \int_{0}^{\frac{\pi}{\sin \theta}} e^{p^\theta \cos \theta} \rho^{2-\alpha} d\rho \]
\[ \leq c n^{\alpha-3} \tau^{3+\mu}. \]

This completes the proof. \( \square \)

The error estimate of the FBDF22 scheme (4.33) with \( u^0(x) \in L^2(\Omega) \) and \( f(x, t) \equiv 0 \) can also be derived by the similar approach as the proof of Theorem 4.3 just replacing \( \hat{F}_h(s) \) by \( s^{\alpha-3} u_h(0) \).

**Theorem 4.4** Assume \( u^0(x) \in L^2(\Omega) \) and \( f(x, t) \equiv 0 \) in (1.1)-(1.2). Let \( u_h \) and \( \bar{u}_h^n \) be the solutions to (3.3) and the FBDF22 scheme (4.33), respectively. Then we have
\[ \| u_h(t_n) - \bar{u}_h^n \| \leq c \left( t_n^{\alpha-2} \tau^2 + t_n^{\alpha-3} \tau^{3-\alpha} \right) \| u^0 \|, \quad 1 \leq n \leq N. \] (43.99)

Furthermore, if \( u^0(x) \in L^2(\Omega) \) and \( f(x, t) \) satisfies Assumption 1, then it holds
\[ \| u_h(t_n) - \bar{u}_h^n \| \leq c \left( (t_n^{\alpha+\mu-2} + t_n^{\alpha-3} \tau^{3-\alpha}) \| u^0 \|^2 + t_n^{\alpha-3} \tau^{3+\mu} + \| u^0 \| t_n^{\alpha-3} \tau^{3-\alpha} \right). \]

**Remark 3** The error estimates in Theorems 4.3 and 4.4 show that the convergence rate of the FBDF22 scheme (4.33) depends on the parameters \( \alpha \) and \( \mu \), and is second-order when \(-1 < \mu < 0\). Additionally, the estimate is also valid for \( \mu \geq 0 \).
5 Numerical Examples

In this section, we report some numerical results to verify the convergence rates of the semidiscrete FEM and fully discrete schemes in Sects. 3 and 4.

5.1 Numerical Results by Semidiscrete FEM

In this subsection, we present two numerical examples by the lumped mass FEM to illustrate the theoretical convergence results in Sect. 3, where it shows that the convergence rate of the Galerkin FEM is the same as that of the lumped mass FEM if the mesh is symmetric. Since the exact solutions are unknown, we apply the following formula to calculate the convergence rate

$$\text{rate} = \log_2(\|\tilde{u}_{2h}(T) - \tilde{u}_h(T)\|/\|\tilde{u}_h(T) - \tilde{u}_{h/2}(T)\|).$$

**Example 5.1** Let $T = 1$ and $\Omega = (0, 1)$. Consider the one dimensional problem (1.1)-(1.2) with $u^0(x) \equiv 0$ and $f(x, t) = (1 + t^\mu) x^{-3/4}$, where $-1 < \mu < 0$.

To generate the finite element discretization, the interval $\Omega = (0, 1)$ is equally divided into $M$ subintervals with a mesh size $h = 1/M$. As mentioned in [12], the eigenvalues and eigenfunctions $(\bar{\lambda}_k^h, \bar{\psi}_k^h(x))_{k=1}^{M-1}$ of the corresponding one dimensional discrete Laplacian $-\bar{\Delta}_h$ defined by (3.10) satisfies $(-\bar{\Delta}_h \bar{\psi}_k^h, \psi)_h = \bar{\lambda}_k^h (\bar{\psi}_k^h, \psi)_h$, $\forall \psi \in X_h$, where $(\cdot, \cdot)_h$ is given in (3.9), and

$$\bar{\lambda}_k^h = \frac{4}{h^2} \sin^2 \frac{\pi k}{2M}, \quad \bar{\psi}_k^h(x_i) = \sqrt{2} \sin(k\pi x_i), \quad k = 1, \cdots, M - 1,$$

where $x_i$ is a mesh point. Then, the solution to the lumped mass FEM scheme (3.8) with $u^0(x) \equiv 0$ and $f(x, t) = (1 + t^\mu)g(x)$ can be represented as

$$\tilde{u}_h(t) = \sum_{k=1}^{M-1} (\tilde{P}_h g, \bar{\psi}_k^h)_{X_h} \bar{\psi}_k^h \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-\bar{\lambda}_k^h (t-s)^\alpha)(1 + s^\mu) ds,$$

where $E_{\alpha,\beta}(x)$ denotes the Mittag-Leffler function, which can be evaluated by the algorithm developed by [10].

Table 5 presents convergence rates by the lumped mass FEM scheme (3.8) for Example 5.1 at $t = T$. Second-order accuracy is observed, which is consistent with the theoretical estimate (3.13) in Theorem 3.3.

**Example 5.2** Let $T = 1$ and $\Omega = (0, 1)^2$. Consider the two dimensional problem (1.1)-(1.2) with $u^0(x) \equiv 0$ and $f(x, t) = (1 + t^\mu) \chi_{\{1/4, 3/4\} \times \{1/4, 3/4\}}(x)$, where $-1 < \mu < 0$ and $\chi_{\{1/4, 3/4\} \times \{1/4, 3/4\}}(x)$ is the indicator function over $[1/4, 3/4] \times [1/4, 3/4]$.

We partition the domain $\Omega = (0, 1)^2$ by a uniform symmetric triangulation mesh, where the boundary of $\Omega$ is equally divided into $M$ subintervals with a size $h = 1/M$. Then the convergence rates of the Galerkin and lumped mass FEMs are the same. We know from [11] that the eigenpairs $(\bar{\lambda}_{n,m}^h, \bar{\psi}_{n,m}^h(x))_{n,m=1}^{M-1}$ of the corresponding two dimensional discrete Laplacian $-\bar{\Delta}_h$ defined by (3.10) satisfies $(-\bar{\Delta}_h \bar{\psi}_{n,m}^h, \psi)_h = \bar{\lambda}_{n,m}^h (\bar{\psi}_{n,m}^h, \psi)_h$, $\forall \psi \in X_h$. 

\( \in \) Springer
Table 5 Errors and convergence rates at $t = T$ by the scheme (3.8) for Example 5.1

| $\alpha$ | $\mu$ | $h = 1/16$ | 1/32 | 1/64 | 1/128 | 1/256 | Rate |
|----------|-------|-----------|------|------|-------|-------|------|
| 0.1      | −0.1  | 2.84935E-03 | 7.12046E-04 | 1.76860E-04 | 4.37131E-05 | 1.07539E-05 | 2.01 |
|          | −0.5  | 2.85305E-03 | 7.12784E-04 | 1.77054E-04 | 4.37589E-05 | 1.07647E-05 | 2.01 |
|          | −0.9  | 2.87807E-03 | 7.18463E-04 | 1.78363E-04 | 4.40686E-05 | 1.08378E-05 | 2.01 |
| 0.5      | −0.1  | 2.87595E-03 | 7.18032E-04 | 1.78268E-04 | 4.40474E-05 | 1.08331E-05 | 2.01 |
|          | −0.5  | 2.89008E-03 | 7.21148E-04 | 1.78992E-04 | 4.42177E-05 | 1.08730E-05 | 2.01 |
|          | −0.9  | 2.96267E-03 | 7.37084E-04 | 1.82691E-04 | 4.50867E-05 | 1.10767E-05 | 2.02 |
| 0.9      | −0.1  | 2.90264E-03 | 7.23869E-04 | 1.79618E-04 | 4.43634E-05 | 1.09068E-05 | 2.01 |
|          | −0.5  | 2.90927E-03 | 7.25113E-04 | 1.79876E-04 | 4.44175E-05 | 1.09178E-05 | 2.01 |
|          | −0.9  | 2.89900E-03 | 7.21658E-04 | 1.78908E-04 | 4.41565E-05 | 1.08482E-05 | 2.02 |

Table 6 Errors and convergence rates at $t = T$ by the scheme (3.8) for Example 5.2

| $\alpha$ | $\mu$ | $h = 1/16$ | 1/32 | 1/64 | 1/128 | 1/256 | Rate |
|----------|-------|-----------|------|------|-------|-------|------|
| 0.1      | −0.1  | 1.49059E-03 | 3.85242E-04 | 9.72914E-05 | 2.43964E-05 | 6.10447E-06 | 1.98 |
|          | −0.5  | 1.49322E-03 | 3.85890E-04 | 9.74526E-05 | 2.44366E-05 | 6.11452E-06 | 1.98 |
|          | −0.9  | 1.51096E-03 | 3.90269E-04 | 9.85416E-05 | 2.47084E-05 | 6.18242E-06 | 1.98 |
| 0.5      | −0.1  | 1.50830E-03 | 3.89613E-04 | 9.83783E-05 | 2.46676E-05 | 6.17224E-06 | 1.98 |
|          | −0.5  | 1.51937E-03 | 3.92345E-04 | 9.90577E-05 | 2.48372E-05 | 6.21461E-06 | 1.98 |
|          | −0.9  | 1.57967E-03 | 4.07238E-04 | 1.02763E-04 | 2.57618E-05 | 6.44563E-06 | 1.98 |
| 0.9      | −0.1  | 1.53039E-03 | 3.95065E-04 | 9.97343E-05 | 2.50060E-05 | 6.25679E-06 | 1.98 |
|          | −0.5  | 1.54219E-03 | 3.97978E-04 | 1.00459E-04 | 2.51868E-05 | 6.30197E-06 | 1.98 |
|          | −0.9  | 1.57305E-03 | 4.05591E-04 | 1.02352E-04 | 2.56593E-05 | 6.42003E-06 | 1.98 |

and

$$\bar{\xi}_{n,m}^h = \frac{4}{h^2} \left( \sin^2 \frac{n\pi}{2M} + \sin^2 \frac{m\pi}{2M} \right), \quad \bar{\varphi}_{n,m}^h(x_i, y_k) = 2 \sin(n\pi x_i) \sin(m\pi y_k)$$

for $n, m = 1, \cdots, M - 1$, where $(x_i, y_k)$ is a mesh point. In addition, the approximate solution by the lumped mass FEM scheme (3.8) in two dimensional case with $u^0(x) \equiv 0$ and $f(x, t) = (1 + t^\mu)g(x)$ can be obtained by

$$u_h(t) = \sum_{n,m=1}^{M-1} (\bar{P}_h g, \bar{\varphi}_{n,m}^h)_h \bar{\varphi}_{n,m}^h \int_0^t (t - s)^{\alpha-1} E_{\alpha,\alpha}(-\bar{\lambda}_{n,m}^h(t-s)^\alpha)(1+s^\mu) ds.$$  

In Table 6, the convergence rates obtained by the lumped mass FEM scheme (3.8) for Example 5.2 at $t = T$ are presented. It shows the second-order accuracy of the semi-discrete scheme (3.8) with symmetric finite element mesh as predicted in the estimate (3.13) in Theorem 3.3.

5.2 Numerical Results by Fully Discrete Schemes

In this subsection, two numerical examples are presented to verify the theoretical results of two fully discrete schemes in Sect. 4. The numerical results are obtained by the GLBE
Table 7 Errors and convergence rates at \( t = T \) for case (a) of Example 5.3

| Method   | \( \alpha \) | \( \mu \) | \( \tau = 1/40 \) | \( 1/80 \) | \( 1/160 \) | \( 1/320 \) | Rate |
|----------|-------------|-------------|-----------------|----------|----------|----------|------|
| GLBE     | 0.1         | -0.1        | 1.1752E-04      | 5.8246E-05 | 2.8823E-05 | 1.4165E-05 | 1.02 (1.00) |
|          | 0.1         | -0.5        | 6.4806E-04      | 3.2050E-04 | 1.5841E-04 | 7.7801E-05 | 1.02 (1.00) |
|          | 0.1         | -0.9        | 1.3519E-03      | 6.6520E-04 | 3.2753E-04 | 1.6035E-04 | 1.03 (1.00) |
|          | 0.5         | -0.1        | 7.8743E-05      | 3.9065E-05 | 1.9340E-05 | 9.5046E-06 | 1.02 (1.00) |
|          | 0.5         | -0.5        | 7.0261E-04      | 3.4660E-04 | 1.7101E-04 | 8.3886E-05 | 1.02 (1.00) |
|          | 0.5         | -0.9        | 1.3519E-03      | 6.6520E-04 | 3.2753E-04 | 1.6035E-04 | 1.03 (1.00) |
|          | 0.9         | -0.1        | 1.2188E-04      | 6.0853E-05 | 3.0215E-05 | 1.4874E-05 | 1.01 (1.00) |
|          | 0.9         | -0.5        | 9.7497E-04      | 4.7974E-04 | 2.3648E-04 | 1.1597E-04 | 1.04 (1.00) |
|          | 0.9         | -0.9        | 3.3672E-03      | 1.6178E-03 | 7.8675E-04 | 3.8250E-04 | 1.05 (1.00) |
| FBDF22   | 0.1         | -0.1        | 4.4150E-06      | 1.0790E-06 | 2.6361E-07 | 6.2066E-08 | 2.05 (2.00) |
|          | 0.1         | -0.5        | 3.3506E-05      | 8.1760E-06 | 2.0122E-06 | 4.9203E-07 | 2.03 (2.00) |
|          | 0.1         | -0.9        | 8.5070E-05      | 2.0742E-05 | 5.1583E-06 | 1.3244E-06 | 2.00 (2.00) |
|          | 0.5         | -0.1        | 2.4546E-06      | 6.0433E-07 | 1.4965E-07 | 3.6938E-08 | 2.02 (2.00) |
|          | 0.5         | -0.5        | 3.5840E-05      | 8.7531E-06 | 2.1618E-06 | 5.3636E-07 | 2.02 (2.00) |
|          | 0.5         | -0.9        | 1.3690E-04      | 3.3254E-05 | 8.1883E-06 | 2.0312E-06 | 2.02 (2.00) |
|          | 0.9         | -0.1        | 3.7018E-06      | 9.1485E-07 | 2.2762E-07 | 5.6738E-08 | 2.02 (2.00) |
|          | 0.9         | -0.5        | 5.3813E-05      | 1.3104E-05 | 3.2386E-06 | 8.0203E-07 | 2.02 (2.00) |
|          | 0.9         | -0.9        | 2.3420E-04      | 5.6570E-05 | 1.3878E-05 | 3.4222E-06 | 2.03 (2.00) |

Table 8 Errors and convergence rates at \( t = T \) for case (b) of Example 5.3

| Method   | \( \alpha \) | \( \tau = 1/40 \) | \( 1/80 \) | \( 1/160 \) | \( 1/320 \) | Rate |
|----------|-------------|-----------------|----------|----------|----------|------|
| GLBE     | 0.1         | 6.2477E-05      | 3.0964E-05 | 1.5323E-05 | 7.5305E-06 | 1.02 (1.00) |
|          | 0.5         | 2.2528E-04      | 1.1113E-04 | 5.4832E-05 | 2.6896E-05 | 1.02 (1.00) |
|          | 0.9         | 2.0134E-04      | 9.6735E-05 | 4.7042E-05 | 2.2871E-05 | 1.05 (1.00) |
| FBDF22   | 0.1         | 2.3469E-06      | 5.7351E-07 | 1.4007E-07 | 3.2928E-08 | 2.05 (2.00) |
|          | 0.5         | 1.1491E-05      | 2.8066E-06 | 6.9333E-07 | 1.7217E-07 | 2.02 (2.00) |
|          | 0.9         | 1.4004E-05      | 3.3826E-06 | 8.2982E-07 | 2.0523E-07 | 2.03 (2.00) |

scheme (4.9) and the FBDF22 scheme (4.33). In the following numerical examples, the exact solutions are unknown, then a reference solution obtained with very small time step size is utilized to evaluate the error \( e^2_{h,\tau} := \| \tilde{u}^N_{h,\tau} - u(T) \|_{L^2(\Omega)} \), where \( \tilde{u}^N_{h,\tau} \) represents the numerical solutions at time \( T \) by the fully discrete schemes with the time step size \( \tau \) and spatial mesh size \( h \). Then the convergence orders of the two schemes can be verified by the formula \( \log_2(|e^2_{h,\tau}|/|e^2_{h'}|) \).

**Example 5.3** Let \( T = 1 \) and \( \Omega = (0, 1) \). Consider the one dimensional problem (1.1)-(1.2) with the following data:

(a) \( u^0(x) \equiv 0 \) and \( f(x, t) = t^\mu x^{-1/4} \) with \( -1 < \mu < 0 \);

(b) \( u^0(x) = \chi_{[1/4, 3/4]}(x) \) and \( f(x, t) \equiv 0 \), where \( \chi_{[1/4, 3/4]}(x) \) is the indicator function over \([1/4, 3/4] \).

The spatial interval \( \Omega = (0, 1) \) in Example 5.3 is equally divided into subintervals with a mesh size \( h = 1/128 \) for the finite element discretization. The reference solution is obtained...
Table 9 Errors and convergence rates at \( t = T \) for case (a) of Example 5.4

| Method | \( \alpha \) | \( \mu \) | \( \tau = 1/80 \) | \( 1/160 \) | \( 1/320 \) | \( 1/640 \) | Rate |
|--------|---------|---------|----------------|----------|----------|----------|------|
| GLBE   | 0.2     | -0.2    | 1.9452E-06    | 9.6249E-07 | 4.7301E-07 | 2.2873E-07 | 1.03 (1.00) |
|        | 0.2     | -0.5    | 4.9043E-06    | 2.4251E-06 | 1.1914E-06 | 5.7601E-07 | 1.03 (1.00) |
|        | 0.2     | -0.8    | 7.9120E-06    | 3.9091E-06 | 1.9196E-06 | 9.2779E-07 | 1.03 (1.00) |
|        | 0.5     | -0.2    | 1.9332E-06    | 9.5659E-07 | 4.7011E-07 | 2.2733E-07 | 1.03 (1.00) |
|        | 0.5     | -0.5    | 4.9179E-06    | 2.4317E-06 | 1.1946E-06 | 5.7753E-07 | 1.03 (1.00) |
|        | 0.5     | -0.8    | 8.0138E-06    | 3.9582E-06 | 1.9432E-06 | 9.3906E-07 | 1.03 (1.00) |
|        | 0.8     | -0.2    | 1.9569E-06    | 9.6831E-07 | 4.7587E-07 | 2.3011E-07 | 1.03 (1.00) |
|        | 0.8     | -0.5    | 4.9678E-06    | 2.4563E-06 | 1.2067E-06 | 5.8339E-07 | 1.03 (1.00) |
|        | 0.8     | -0.8    | 8.0862E-06    | 3.9942E-06 | 1.9610E-06 | 9.4770E-07 | 1.03 (1.00) |

with a time step size \( \tau = 1/(10 \times 2^{10}) \). In Table 7, the errors and convergence rates of the GLBE and FBDF22 schemes for case (a) of Example 5.3 at \( t = T \) are presented with \( \alpha = 0.1, 0.5, 0.9 \) and \( \mu = -0.1, -0.5, -0.9 \). From the results, we observe that the proposed GLBE scheme converges with rate \( O(\tau) \) and the FBDF22 scheme exhibits convergence rate of \( O(\tau^2) \) for \( \mu \in (-1, 0) \). These are consistent with our theoretical analyses and show the effectiveness of the schemes for solving the problem (1.1)-(1.2) with the singular source term \( f(x, t) \). In Table 8, we list the errors and convergence rates of the GLBE and FBDF22 schemes for case (b) of Example 5.3 at \( t = T \) with \( \alpha = 0.1, 0.5, 0.9 \), which verify the theoretical results for the two schemes as well.

Example 5.4 Let \( T = 1 \) and \( \Omega = (0, 1)^2 \). Consider the two dimensional problem (1.1)-(1.2) with the following data:

(a) \( u^0(x) \equiv 0 \) and \( f(x, t) = (1 + t^\mu)\chi_{[\frac{1}{4}, \frac{3}{4}] \times [\frac{1}{4}, \frac{3}{4}]}(x) \), where \(-1 < \mu < 0\) and \( \chi_{[\frac{1}{4}, \frac{3}{4}] \times [\frac{1}{4}, \frac{3}{4}]}(x) \) is the indicator function over \([\frac{1}{4}, \frac{3}{4}] \times [\frac{1}{4}, \frac{3}{4}]\).

(b) \( u^0(x) = \chi_{[\frac{1}{4}, \frac{3}{4}] \times [\frac{1}{4}, \frac{3}{4}]}(x) \) and \( f(x, t) \equiv 0 \).

For the finite element approximation, the domain \( \Omega = (0, 1)^2 \) in Example 5.4 is uniformly partitioned into triangles with the mesh size \( h = 1/128 \). The reference solution is obtained with a time step size \( \tau = 1/(10 \times 2^{10}) \). In Tables 9-10, the errors and convergence rates of the GLBE and FBDF22 schemes for cases (a) and (b) of Example 5.4 at \( t = T \) are shown, respectively. It reveals that the proposed GLBE and FBDF22 schemes perform effectively and converge numerically by the theoretical rates for the problem (1.1)-(1.2) with the singular source term \( f(x, t) \).
Table 10  Errors and convergence rates at $t = T$ for case (b) of Example 5.4

| Method | $\alpha$ | $\tau = 1/80$ | 1/160 | 1/320 | 1/640 | Rate  |
|--------|----------|--------------|-------|-------|-------|-------|
| GLBE   | 0.2      | 1.6789E-06   | 8.3075E-07 | 4.0826E-07 | 1.9742E-07 | 1.03 (1.00) |
|        | 0.5      | 2.7857E-06   | 1.3774E-06 | 6.7666E-07 | 3.2714E-07 | 1.03 (1.00) |
|        | 0.8      | 1.7646E-06   | 8.7163E-07 | 4.2794E-07 | 2.0681E-07 | 1.03 (1.00) |
| FBDF22 | 0.2      | 3.4380E-08   | 8.5296E-09 | 2.1440E-09 | 5.5712E-10 | 1.98 (2.00) |
|        | 0.5      | 7.1369E-08   | 1.7630E-08 | 4.3770E-09 | 1.0865E-09 | 2.01 (2.00) |
|        | 0.8      | 5.4360E-08   | 1.3405E-08 | 3.3225E-09 | 8.2119E-10 | 2.02 (2.00) |

6 Conclusions

In this paper, we investigate the numerical discretization of sub-diffusion equations with certain type of singular source terms, for which the existing time-stepping schemes lost their optimal convergence order far below one. We first discuss the well-posedness of solutions to inhomogeneous problems with zero initial value. Furthermore, we construct the spatially semidiscrete schemes using linear FEM and lumped mass FEM. In terms of discretizations in time, two fully discrete schemes for the problem, namely GLBE and FBDF22 schemes are proposed and discussed in details, which have first- and second-order accuracy in time, respectively. In addition, we develop the Laplace transform technique to establish the error estimates both in space and time.
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Appendix

A Proofs of Theorems 3.1 and 3.3

A.1 Proof of Theorem 3.1

Proof of Theorem 3.1 We obtain from (2.5) and (3.5) that

$$u(t) - u_h(t) = \frac{1}{2\pi i} \int_{\Gamma \cup S} e^{st} \hat{G}_h(s) \hat{f}(x, s) ds,$$  \quad (A.1)

where

$$\hat{G}_h(s) = (s^{\alpha} - \Delta)^{-1} - (s^{\alpha} - \Delta_h)^{-1} P_h.$$  \quad (A.2)
By the similar estimate in the proof of Theorem 2.1 in [23], it holds that \( \| \hat{G}_h(s) \| \leq Ch^2 \). Then for \( \epsilon = t^{-1} \), together with the condition \( \| \hat{f}(s) \| \leq c|s|^{-\mu-1} \) in Assumption 1, we have

\[
\| u(t) - u_h(t) \| \leq ch^2 \int_{\Gamma_\epsilon^0 \cup S_\epsilon} [e^{\epsilon t} |s|^{-\mu-1}] ds \\
\leq ch^2 \left( \int_{\epsilon}^{\infty} e^{\epsilon t} \cos \theta \rho^{-\mu-1} d\rho + \int_{-\theta}^{\theta} e^{\epsilon t} \cos \xi \epsilon^{-\mu} d\xi \right) \tag{A.3}
\]

which completes the proof. \( \square \)

### A.2 Proof of Theorem 3.3

For the convergence analysis of the lumped mass FEM, the quadrature error operator \( Q_h : X_h \rightarrow X_h \) was introduced in [4], which is defined by

\[
(\nabla Q_h v, \nabla w) = (v, w)_h - (v, w) , \quad \forall w \in X_h. \tag{A.4}
\]

It was analyzed in [4] that the quadrature error operator \( Q_h \) due to mass lumping satisfies the following estimates.

**Lemma A.1** ([4]) Let the operators \( \tilde{\Delta}_h \) and \( Q_h \) defined by (3.10) and (A.4), respectively. Then it holds that

\[
\| \nabla Q_h \psi \| + h \| \tilde{\Delta}_h Q_h \psi \| \leq Ch^{p+1} \| \nabla^p \psi \| , \quad \forall \psi \in X_h , \quad p = 0, 1. \tag{A.5}
\]

Furthermore, if the mesh is symmetric, then it satisfies

\[
\| Q_h \psi \| \leq ch^2 \| \psi \| , \quad \forall \psi \in X_h. \tag{A.6}
\]

With the quadrature error operator defined by (A.4), it yields from (3.1) and (3.8) that the error \( e_h(t) = u_h(t) - \tilde{u}_h(t) \) satisfies

\[
C D_t^\alpha e_h(t) - \tilde{\Delta}_h e_h(t) = -\tilde{\Delta}_h Q_h C D_t^\alpha u_h(t) , \quad \forall t > 0, \quad e_h(0) = 0. \tag{A.7}
\]

Taking the Laplace transform on (A.7) implies that

\[
\hat{e}_h(s) = (s^\alpha - \tilde{\Delta}_h)^{-1} \hat{\Delta}_h Q_h (s^{\alpha-1} P_h u^0 - s^\alpha \hat{u}_h(s)). \tag{A.8}
\]

Since \( \Delta_h \) satisfies the resolvent estimate \( \| (s - \Delta_h)^{-1} \| \leq M|s|^{-1} \), it is derived from (3.4) that

\[
\| \hat{u}_h(s) \| = \| (s^\alpha - \Delta_h)^{-1} (s^{\alpha-1} P_h u^0 + P_h \hat{f}(s)) \| \\
\leq |s|^{-1} \| u^0 \| + |s|^{-\alpha-\mu-1}. \tag{A.9}
\]

In addition, the operator \( \tilde{\Delta}_h \) defined by (3.10) also satisfies the resolvent estimate, then it follows from (A.5) that

\[
\| s^{\alpha-1} (s^\alpha - \tilde{\Delta}_h)^{-1} \hat{\Delta}_h Q_h P_h u^0 \| \leq |s|^{-1} \| u^0 \| , \tag{A.10}
\]

\[
\| s^\alpha (s^\alpha - \tilde{\Delta}_h)^{-1} \hat{\Delta}_h Q_h \hat{u}_h(s) \| \leq \| \hat{u}_h(s) \| .
\]

Therefore, by (A.9), (A.10) and the Cauchy’s theorem, the inverse Laplace transform on (A.8) implies that the error \( e_h(t) \) for \( t > 0 \) can be represented by an integral over \( \Gamma_\epsilon^0 \cup S_\epsilon \) as
follows
\[
e_h(t) = \frac{1}{2\pi i} \int_{\Gamma_{\theta}^{\mu} \cup S_{e}} e^{s\mu} (s^\alpha - \Delta_h)^{-1} \hat{\Delta}_h Q_h \left( s^{\alpha-1} P_h u^0 - s^\alpha \hat{u}_h(s) \right) ds. \tag{A.11}
\]

Now it is ready to establish the error estimate for the lumped mass finite element scheme (3.8). The error is splitted into \( u(t) - \hat{u}_h(t) = u(t) - u_h(t) + e_h(t) \) with \( u_h(t) \) being the solution of the standard Galerkin finite element scheme in (3.1). Since the error \( \| u(t) - u_h(t) \| \) is estimated in Theorems 3.1 and 3.2, then we next focus on the estimate of (3.6) and for all \( y \)
we derive from (A.9) and (A.11) with \( \| u^0(x) \| = 0 \) that
\[
\| e_h(t) \| \leq c \int_{\Gamma_{\theta}^{\mu} \cup S_{e}} | e^{s\mu} | s^\alpha \| Q_h \hat{u}_h(s) \| |ds|.
\tag{A.12}
\]

By the trivial inequality \( \| \psi \| \leq c \| \nabla \psi \| \) for \( \psi \in X_h \) and the estimate (A.5), it yields
\[
\| Q_h \hat{u}_h(s) \| \leq \| \nabla Q_h \hat{u}_h(s) \| \leq c h \| \hat{u}_h(s) \|.
\]

Together with (A.9), we obtain the estimate (3.12) by (3.6) and the following argument
\[
\| e_h(t) \| \leq c h \int_{\Gamma_{\theta}^{\mu} \cup S_{e}} | e^{s\mu} | s^\alpha \| \hat{u}_h(s) \| |ds| \leq c h \left( \int_{-\infty}^{\infty} e^{s\mu} | s^\alpha \| \hat{u}_h(s) \| |ds| \right).
\]

If the quadrature error operator \( Q_h \) satisfies (A.6), then it follows the estimate (3.13) from (3.6) and
\[
\| e_h(t) \| \leq c h \int_{\Gamma_{\theta}^{\mu} \cup S_{e}} | e^{s\mu} | s^\alpha \| \hat{u}_h(s) \| |ds| \leq c h \int_{\Gamma_{\theta}^{\mu} \cup S_{e}} | e^{s\mu} | s^\alpha \| \hat{u}_h(s) \| |ds| \leq c t h^2.
\]

This completes the proof. \( \square \)

B Four Lemmas

We provide four preliminary lemmas for the error analysis of the GLBE scheme (4.9) and the FBDF22 scheme (4.33).

**Lemma B.1** If \( z \in \Sigma_{\pi/2} \), then \( (1 - e^{-z})^\alpha \in \Sigma_{\alpha\pi/2} \). Otherwise if \( z \in \Sigma_{\theta} \setminus \Sigma_{\pi/2} \) and its imaginary part satisfying \( |\Im(z)| \leq \pi \) for \( \theta \in (\pi/2, \pi) \), then \( (1 - e^{-z})^\alpha \in \Sigma_{\alpha\theta} \).

**Proof** If \( z = x + iy \in \Sigma_{\pi/2} \), then \( x > 0 \). This yields that the real part of \( (1 - e^{-z}) \) satisfies
\[
\Re(1 - e^{-z}) = 1 - e^{-x} \cos y > 0
\]
for all \( y \in \mathbb{R} \). Then we obtain \( (1 - e^{-z}) \in \Sigma_{\pi/2} \) and \( (1 - e^{-z})^\alpha \in \Sigma_{\alpha\pi/2} \).
Otherwise if \( z \in \Sigma_\theta \setminus \Sigma_{\pi/2} \), then \( x \leq 0 \) and \( x \tan \theta \leq |y| \leq \pi \). It suffices to consider the case \( \Re(1 - e^{-z}) < 0 \). We define
\[
f(x, y) := \frac{\Im(1 - e^{-z})}{\Re(1 - e^{-z})} = \frac{|\sin y|}{\cos y - e^x}.
\]
From
\[
\frac{\partial f(x, y)}{\partial y} = \frac{1 - e^x \cos y}{(\cos y - e^x)^2} \geq 0 \quad \text{for} \quad x \tan \theta \leq y \leq \pi
\]
and
\[
\frac{\partial f(x, y)}{\partial y} = \frac{e^x \cos y - 1}{(\cos y - e^x)^2} \leq 0 \quad \text{for} \quad -\pi \leq y \leq -x \tan \theta < 0,
\]
it follows that \( f(x, y) \geq f(x, x \tan \theta) \) for \( x \leq 0 \). Taking the derivative of \( \tilde{f}(x, \theta) := f(x, x \tan \theta) \) with respect to \( x \) arrives at
\[
\frac{\partial \tilde{f}}{\partial x} = \frac{\tan \theta + e^x \sin(x \tan \theta) - e^x \cos(x \tan \theta) \tan \theta}{(\cos(x \tan \theta) - e^x)^2} = g(x, \theta) = \frac{g(x, \theta)}{(\cos(x \tan \theta) - e^x)^2}.
\]
From \( \partial g/\partial x = e^x \sin(x \tan \theta)(1 + \tan^2 \theta) \geq 0 \), it follows that \( g(x, \theta) \leq g(0, \theta) = 0 \). This leads to \( \tilde{f}(x, \theta) \geq \tilde{f}(0, \theta) = -\tan \theta \) for any \( \theta \in (\pi/2, \pi) \). Therefore, we obtain \( (1 - e^{-z}) \in \Sigma_\theta \) and the desired result.

**Lemma B.2** If \( z \in \mathbb{C} \) and \( |z| \leq r \) for finite \( r > 0 \), then
\[
|1 - e^{-z}| \leq C|z| \tag{B.1}
\]
and
\[
|z^\beta - (1 - e^{-z})^\beta| \leq C|z|^{\beta+1} \tag{B.2}
\]
hold for \( 0 < \beta \leq 1 \), where \( C \) denotes a generic constant dependent on the radius \( r \).

**Proof** Using Taylor’s expansion of \( e^{-z} \) at 0, we derive
\[
|1 - e^{-z}| = |1 - \sum_{n=0}^{\infty} \frac{(-z)^n}{n!}| \leq e^{|z|} - 1 \leq \frac{e^r - 1}{r} |z|,
\]
where the last inequality follows from the relation that \( \frac{e^{|z|} - 1}{|z|} = \sum_{n=1}^{\infty} \frac{|z|^{n-1}}{n!} \leq \sum_{n=1}^{\infty} \frac{r^{n-1}}{n!} = e^r - 1 \) for \( |z| \leq r \). Similarly, we get
\[
|z - (1 - e^{-z})| = |z - 1 - \sum_{n=0}^{\infty} \frac{(-z)^n}{n!}| \leq e^{|z|} - 1 - |z| \leq \frac{e^r - 1 - r}{r^2} |z|^2.
\]
Furthermore, for \( 0 < \beta < 1 \), by the result in \([16, 23]\), we have
\[
|z^\beta - (1 - e^{-z})^\beta| \leq \max\{|z|^{\beta-1}, |1 - e^{-z}|^{\beta-1}\} |z - (1 - e^{-z})|,
\]
which completes the proof.
Lemma B.3 Let $|z| \leq r$ for finite $r$. Then it holds that

\[ \left| \frac{3}{2} - 2e^{-z} + \frac{1}{2}e^{-2z} \right| \leq C|z|, \]

\[ |z^\beta - (\frac{3}{2} - 2e^{-z} + \frac{1}{2}e^{-2z})^\beta| \leq C|z|^\beta+2 \]  \hspace{1cm} (B.3)

for $0 < \beta \leq 1$, where $C = C(r)$.

**Proof** Using Taylor’s expansions of $e^{-z}$ and $e^{-2z}$ at $z = 0$ arrives at

\[ \left| \frac{3}{2} - 2e^{-z} + \frac{1}{2}e^{-2z} \right| = \left| -2 \sum_{n=1}^{\infty} \frac{(-z)^n}{\Gamma(n+1)} + \frac{1}{2} \sum_{n=1}^{\infty} \frac{(-2z)^n}{\Gamma(n+1)} \right| \]

\[ \leq 2(e^{|z|} - 1) + \frac{1}{2}(e^{2|z|} - 1) \]

\[ \leq \left( \frac{1}{2}e^{2r} + 2e^r - \frac{5}{2} \right)r^{-1}|z| \]

and

\[ |z - \frac{3}{2} + 2e^{-z} - \frac{1}{2}e^{-2z}| \leq 2\left( e^{|z|} - \frac{1}{2}|z|^2 - |z| - 1 \right) + \frac{1}{2}(e^{2|z|} - 2|z|^2 - 2|z| - 1) \]

\[ \leq \left( \frac{1}{2}e^{2r} + 2e^r - 2r^2 - 3r - \frac{5}{2} \right)r^{-3}|z|^3. \]

Then the second estimate of (B.3) is derived from the approach proposed in [16, 23].

**Lemma B.4** If $z \in \Sigma_{\pi/2}$, then $(\frac{3}{2} - 2e^{-z} + \frac{1}{2}e^{-2z})^\alpha \in \Sigma_{\alpha\pi/2}$. Otherwise if $z \in \Sigma_{\theta} \setminus \Sigma_{\pi/2}$ for $\theta \in (\pi/2, \hat{\theta})$ with some $\hat{\theta} \in (\pi/2, \pi)$ and $|\Im z| \leq \pi$, then there corresponds some $\tilde{\theta} \in (\pi/2, \pi)$ such that $(\frac{3}{2} - 2e^{-z} + \frac{1}{2}e^{-2z})^\alpha \in \Sigma_{\alpha\tilde{\theta}}$.

**Proof** For $z = x + iy \in \Sigma_{\pi/2}$, it follows that $x > 0$ and then

\[ g(\frac{3}{2} - 2e^{-z} + \frac{1}{2}e^{-2z}) = \frac{3}{2} - 2e^{-x} \cos y + \frac{1}{2}e^{-2x} \cos(2y) \]

\[ = \frac{1}{2}(1 - e^{-2x}) + (1 - e^{-x} \cos y)^2 > 0. \]

This yields $(\frac{3}{2} - 2e^{-z} + \frac{1}{2}e^{-2z})^\alpha \in \Sigma_{\alpha\pi/2}$. If $z \in \Sigma_{\theta} \setminus \Sigma_{\pi/2}$ and $|\Im z| \leq \pi$, then $x \tan \theta \leq |y| \leq \pi$ and $x \in [\pi/\tan \theta, 0]$. It yields

\[ \Im(\frac{3}{2} - 2e^{-z} + \frac{1}{2}e^{-2z}) = e^{-x} \sin y(2 - e^{-x} \cos y). \]

Set $g(x, y) = 2 - e^{-x} \cos y$. We find that $\partial g/\partial y \geq 0$ for $y \in [x \tan \theta, \pi]$ and $\partial g/\partial y \leq 0$ for $y \in [-\pi, -x \tan \theta]$. This leads to $g(x, y) \geq g(x, x \tan \theta)$. Then taking the derivative of $g(x, x \tan \theta)$ with respect to $x$, we get

\[ g(x, y) \geq 2 - e^{-(\theta - \pi/2)/\tan \theta} \sin \theta := \tilde{g}(\theta) > \tilde{g}(\hat{\theta}) = 0 \]

for $\theta \in (\pi/2, \hat{\theta})$, where $\hat{\theta}$ is implicitly determined by $\tilde{g}(\hat{\theta}) = 0$ as $d\tilde{g}/d\theta < 0$ for $\theta \in (\pi/2, \pi)$.

Next it suffices to consider the case $\theta \in (\pi/2, \hat{\theta})$ and $\Im(\frac{3}{2} - 2e^{-z} + \frac{1}{2}e^{-2z}) < 0$. Let

\[ f(x, y) := \left| \frac{\Im(\frac{3}{2} - 2e^{-z} + \frac{1}{2}e^{-2z})}{g(\frac{3}{2} - 2e^{-z} + \frac{1}{2}e^{-2z})} \right| = \frac{e^{-x} \sin y(2 - e^{-x} \cos y)}{-\frac{3}{2} + 2e^{-x} \cos y - \frac{1}{2}e^{-2x} \cos(2y)}. \]
For $y \in [0, \pi]$, we obtain
\[
\frac{\partial f(x, y)}{\partial x} = \frac{e^x \sin y \left(1 - 3e^x \cos y + 3e^{2x}\right)}{(3e^{2x} - 2e^x \cos y + \frac{1}{2} \cos(2y))^2} \geq 0
\]
in view of
\[
1 - 3e^x \cos y + 3e^{2x} \geq 1 - 3e^x + 3e^{2x} = 3(e^x - \frac{1}{2})^2 + \frac{1}{4} > 0.
\]
Together with $f(x, y) = f(x, -y)$, it holds that
\[
f(x, \pm y) \geq f(y/\tan \theta, y) := \tilde{f}(y, \theta)
\]
for $0 \leq y \leq \pi$. Similarly, from the relation \(\frac{\partial \tilde{f}(y, \theta)}{\partial y} = \frac{\partial f}{\partial x}(y/\tan \theta, y) \frac{dy/\tan \theta}{d\theta} < 0\) together with \(\tilde{f}(0, \theta) = -\tan \theta > 0\) and \(\tilde{h}(3/2 - 2e^{-z} + 1/2e^{-2z}) > 0\) for $y = \pi$, it follows that \(\tilde{f}(y, \theta) > 0\) for any $\theta \in (\pi/2, \bar{\theta})$. Then taking the derivative of \(\tilde{f}\) with respect to $y$, we deduce that
\[
\tilde{f}(y, \theta) \geq \tilde{f}(y_0, \theta) > 0,
\]
where $y_0$ satisfies \(\frac{\partial \tilde{f}}{\partial y}(y_0, \theta) = 0\). Thus there corresponds some $\vartheta \in (\pi/2, \pi)$, defined by $\tilde{f}(y_0, \theta) = -\tan(\vartheta)$ such that $(\frac{3}{2} - 2e^{-z} + \frac{1}{2}e^{-2z}) \in \Sigma_\vartheta$. This completes the proof. \qed
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