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Abstract. In this paper, we established the relationship among left-invariant flat connections on Lie
groups, left-symmetric algebras, Frobenius Lie algebras and étale prehomogeneous vector spaces,
gave a one-to-one correspondence between the left-symmetric Lie algebras with a right identity
and the étale prehomogeneous vector spaces for a Lie group, and proved that, in essence, any left-
symmetric structure on a reductive Lie algebra has a right identity, which implies that the classification
of flat connections on a reductive Lie group $G$ amounts to that of étale prehomogeneous vector
spaces for $G$. We classified the étale prehomogeneous vector spaces for $G$ with simple Levi factors.
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1. Introduction

1.1. Flat Lie Groups. Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$ and let $\Gamma(TG)$ denote the set of all differentiable vector fields on $G$. A $G$-invariant affine connection $\nabla$ is called torsion-free if, for any $x,y \in \Gamma(TG)$,

\begin{equation}
\nabla_x y - \nabla_y x - [x,y] = 0,
\end{equation}

and flat if

\begin{equation}
\nabla_x \nabla_y - \nabla_y \nabla_x - \nabla_{[x,y]} = 0.
\end{equation}

Lie groups with flat torsion-free left-invariant affine connections are called flat Lie groups.

1.2. Flat Lie groups and Left-symmetric Algebras. Similar to the relation between Lie groups and Lie algebras, the flat connections on Lie groups correspond to special structures on there Lie algebras. To be precise, an affine connection on a Lie group $G$ determines a covariant differentiation:

\begin{equation*}
\nabla_x : \Gamma(TG) \to \Gamma(TG), \quad y \mapsto \nabla_x y,
\end{equation*}

we identify the Lie algebra $\mathfrak{g}$ of $G$ with the set of left-invariant vector fields. Since $\nabla$ is $G$-invariant, for any $x,y \in \mathfrak{g}$, $\nabla_x y$ is also in $\mathfrak{g}$. If we put

\begin{equation*}
x \cdot y = xy = \nabla_x y,
\end{equation*}

then we obtain an $\mathbb{R}$-bilinear product on $\mathfrak{g}$. The vanishing of curvature and torsion, i.e., (1) and (2), are equivalent to the following identities:

\begin{equation}
[x,y] = xy - yx,
\end{equation}

\begin{equation}
(xy)z - x(yz) = (yx)z - y(xz).
\end{equation}

A vector space $\mathfrak{g}$ over a field $\mathbb{F}$ with a bilinear product $xy$ is called a left-symmetric algebra (abbrev. LSA) if Equation (3) holds. Equation (3) implies that the commutators

\begin{equation*}
[x,y] = xy - yx
\end{equation*}

satisfy the Jacobi identity. Accordingly, each left-symmetric product has an adjacent Lie algebra. Note that the left-multiplication $L_x(y) = xy$ defines a Lie algebra representation:

\begin{equation*}
L : \mathfrak{g} \to \text{End}(\mathfrak{g}), \quad x \mapsto L_x,
\end{equation*}

which is called the left-regular representation of $\mathfrak{g}$. It is easy to see that the classification of real/complex flat Lie groups is equivalent to that of real/complex left-symmetric algebras.

Left-symmetric algebras are a class of nonassociative algebras, which have close relation with many important fields in mathematics and mathematical physics. But their classification is very complicated due to the nonassociativity. During the past several decades, a great deal of effort has been devoted to classify left-symmetric algebras. Since there are no left-symmetric algebras on a finite-dimensional semisimple Lie algebra $\mathfrak{g}$ of characteristic 0, many people studied the left-symmetric algebras for some low-dimensional nilpotent Lie algebras (see [3, 14, 28]) or some
special cases in certain higher dimensions (see [4]). For reductive cases, Burde gave a classification of left-symmetric algebras for $\mathfrak{gl}(2)$ in [2] and Baues investigated the left-symmetric structures for $\mathfrak{gl}(n)$ in [1].

1.3. LSAs and Symplectic Lie Algebras. The classification of flat Lie groups and left-symmetric algebras is far from complete. Milnor initiated a systematical study for flat Lie groups with (pseudo-)Riemannian metric in [22], while B. Y. Chu [6] found flat connections for Lie groups with left-invariant symplectic structures, which is the main ingredient in this paper.

If a Lie group $G$ is endowed with a left-invariant symplectic form $\omega$, then $\omega$ is also a nondegenerate closed 2-form on $\mathfrak{g}$, in other words, $\omega$ is a nondegenerate skew-symmetric bilinear form with the following property:

$$d\omega(x, y, z) = \omega([x, y], z) + \omega([y, z], x) + \omega([z, x], y) = 0.$$  

Such Lie algebra $\mathfrak{g}$ is called a symplectic Lie algebra. Then

$$\omega(x, y \ast z) = \omega([x, y], z), \quad \forall x, y, z \in \mathfrak{g}$$

defines a compatible left-symmetric product $\ast$ on $\mathfrak{g}$ ([6, P. 154, Theorem 6].

For those Lie algebras without symplectic forms, we have the following result.

**Theorem 1.1** (Theorem 2.1). Let $(\mathfrak{g}, \ast)$ be a left-symmetric algebra and let $(L^\ast, \mathfrak{g}^\ast)$ be dual representation of the left-regular representation $(L, \mathfrak{g})$ of $\mathfrak{g}$. Then $\mathfrak{g}^\ast \oplus \mathfrak{g}$ is a symplectic Lie algebra.

As a corollary (Proposition 2.2) we give a simpler proof of the classical result of Helmstetter [11]: every perfect Lie algebra (i.e., $[\mathfrak{g}, \mathfrak{g}] = \mathfrak{g}$) has no left-symmetric structure.

1.4. Frobenius Lie Algebras and LSAs with Right Identities. For many Lie algebras, such as semisimple Lie algebras, the second cohomology with trivial coefficient is trivial. Therefore, the closed 2-form $\omega$ is exact, i.e.,

$$\omega = df, \quad \text{for some } f \in \mathfrak{g}^\ast.$$  

A Lie algebra $\mathfrak{g}$ with a nondegenerate exact 2-form $df$ is called Frobenius, which was introduced by Ooms ([23, 24, 25]). Such a Lie algebra is interesting because whose index is zero. Here, by definition, the index of a Lie algebra is the minimum of the codimensions of coadjoint orbits. If the index of $\mathfrak{g}$ is zero, then there is an open dense coadjoint orbit in $\mathfrak{g}^\ast$. It is well-known that the index of a semisimple Lie algebra $\mathfrak{g}$ is the rank of $\mathfrak{g}$. Therefore, semisimple Lie algebras are not Frobenius, but many Parabolic subalgebras are Frobenius (see [7] [8] [9] [12] [21] [29] and reference therein). Then we have

**Theorem 1.2** (Theorem 2.4). The left-symmetric algebra $(\mathfrak{g}, \ast)$ has a right identity if and only if $\mathfrak{g} \oplus \mathfrak{g}^\ast$ is a Frobenius Lie algebra with the natural symplectic form.

Since every semisimple Lie algebra (which is perfect) has no left-symmetric structure, in this paper we will focus on reductive Lie algebras. With the help of symplectic forms, we have

**Theorem 1.3** (Theorem 3.1). Let $\mathfrak{g}$ be a reductive Lie algebra with a left-symmetric structure. Then $\mathfrak{g}$ is decomposed into the direct sum of 2 ideals: $\mathfrak{g} = \mathfrak{g}_1 \oplus \mathfrak{C}$, where $\mathfrak{C}$ is an abelian ideal and $\mathfrak{g}_1$ is a left-symmetric algebra with a right identity.
1.5. Étale Prehomogeneous Vector Spaces and LSAs with Right Identities. If a left-symmetric algebra $g$ has a right identity $e$, then for the left-regular representation $(L, g)$, the isotropy subalgebra at $e$ is trivial:

$$g_e = \{ x \in g | L_x e = 0 \}.$$

Therefore $(g, L, g)$ is an étale prehomogeneous vector space (see Definition 4.1).

Around 1960, M. Sato introduced the notion of prehomogeneous vector spaces (abbrev. PVs) and applied it to the study of Zeta function in [27]. In the 1990s, Wright and Yukie showed that the theory of prehomogeneous vector spaces is related to distributions of arithmetic objects (see [31]). As an application of the method, Kable and Yukie presented an analogous correspondence for some class of prehomogeneous vector spaces in [13, 33]. Moreover, Yukie considered problems analogous to the Oppenheim conjecture from the viewpoint of prehomogeneous vector spaces in the series papers [32, 34, 35].

A prehomogeneous vector space is defined as a finite-dimensional vector space $V$ together with a rational action of an algebraic group $G$ such that $G$ has an open dense orbit in $V$. We generalized the definition to representations of Lie groups and Lie algebras. As we mentioned above, the classification of flat connections on reductive Lie groups or left-symmetric structures on reductive Lie algebras amounts to that of étale prehomogeneous vector spaces for reductive Lie groups or Lie algebras. For complex reductive Lie algebras with simple Levi factors we have the following

**Theorem 1.4** ([Theorems 5, 6, 22]). Let $(g, \otimes gl(1)^k, \sum_i \sigma_i \otimes \mu_i, \sum_i V_i \otimes V_i')$ be an étale PV, where $g_3$ is simple. Then it is equivalent to one of the following triplets:

1. $(\mathfrak{sl}(n) \otimes gl(1), \Lambda_1 \otimes \mu_1, V(n) \otimes V(n))$ (Tr $(\mu_1(\mathfrak{gl}(1))) \neq 0)$;
2. $(\mathfrak{sl}(2) \otimes gl(1), 3\Lambda_1 \otimes \square, V(4))$;
3. $(\mathfrak{gl}(n) \otimes gl(1)^{n+1}, \Lambda_1^{(n)} \otimes \mu_1, V(2) \otimes V(n+1))$, (for $\mu_1$, see Lemma 6.18);
4. $(\mathfrak{gl}(n) \otimes gl(1)^{n+1}, \Lambda_1^{(n)} \otimes \mu_1, V(n) \otimes V(m))$, $(m-n > 1)$ (for $\mu_1$, see Lemma 6.19);
5. $(\mathfrak{sl}(n) \otimes gl(1)^{n+1}, \Lambda_1 \otimes \mu_1 + \Lambda_1^{(n)} \otimes \square, V(n) \otimes V(n))$, (for $\mu_1$, see Lemma 6.21);
6. $(\mathfrak{sl}(2) \otimes gl(1)^2, 2\Lambda_1 \otimes \square + \Lambda_1 \otimes \square, V(3) + V(2))$.

The notation we used is standard. Let $g$ be a complex simple Lie algebra of rank $n$ with a Cartan subalgebra $h$ and let $\Pi$ be the set of simple roots of $\Delta(g, h)$. Identify the real vector space spanned by $\Pi$ with $\mathbb{R}^n$. Let $\{\lambda_1, \ldots, \lambda_n\}$ be the standard orthonormal basis of $\mathbb{R}^n$. We write $\Lambda_k$ for the $k^{th}$ fundamental highest weight in the Bourbaki ordering of the simple roots. For $\Lambda_n = \mathfrak{sl}(n+1)$, $\Lambda_k = \lambda_1 + \cdots + \lambda_k$, but for the other classical Lie algebras this is the case only for $k \leq n-2$ ($\mathfrak{d}_n$), $k \leq n-1$ ($\mathfrak{b}_n$, $\mathfrak{c}_n$). For the exceptional simple Lie algebras it is a little more complicated, but $\Lambda_1$ is the highest weight of the representation of degree 26 for $\mathfrak{f}_4$, 27 for $\mathfrak{e}_6$, 56 for $\mathfrak{e}_7$ and 248 for $\mathfrak{e}_8$ and $\Lambda_2 = \lambda_1 + \lambda_2$ for $\mathfrak{g}_2$. We denote by $V(n)$ the $n$-dimensional vector space over $\mathbb{C}$ and by $M(n,m)$ the set of all $n \times m$ matrices. Sometimes we write $(\mathfrak{gl}(n), m\Lambda_k)$ instead of $(\mathfrak{gl}(1) \times \mathfrak{sl}(n), \square \otimes m\Lambda_k)$, where $\square$ is the standard 1-dimensional representation of $\mathfrak{gl}(1)$.

1.6. Outline of The Paper. The paper is organized as follows. In Section 2 we established the relationship between left-symmetric algebras and symplectic Lie algebras, especially the relationship between Frobenius Lie algebras and left-symmetric algebras with a right identity, which was used in Section 3 to prove that any left-symmetric algebra with a reductive adjacent Lie algebra is a
direct sum of an abelian ideal and an ideal with a right identity. In Section 4, we introduced the definition and some properties of prehomogeneous vector spaces, and proved that the classification of left-symmetric structures on reductive Lie algebras amounts to that of étale prehomogeneous vector spaces for reductive Lie groups. Furthermore, we gave some results which provide some efficient and simple criteria to check the prehomogeneity for some complicated triplets, and classified étale PVs for reductive Lie groups with simple Levi factors in Sections 5, 6.

The relationship among flat Lie groups, left-symmetric algebras, symplectic Lie algebras, Frobenius Lie algebras and prehomogeneous vector spaces may be illustrated as follows:

2. LEFT-SYMMETRIC ALGEBRAS, SYMPLECTIC AND FROBENIUS LIE ALGEBRAS

2.1. LSAs and symplectic Lie algebras.

As mentioned in the introduction, the classification of flat Lie groups is equivalent to that of real left-symmetric algebras. By definition, a left-symmetric algebra is a vector space over a field $F$ with a bilinear product $xy$ such that

$$(xy)z - x(yz) = (yx)z - y(xz).$$

In $[6]$, B. Y. Chu introduced a method to construct LSAs from symplectic Lie algebras. To be precise, let $(\mathfrak{g}, \omega)$ be a symplectic Lie algebra. Then there exists a compatible left-symmetric product $*$ on $\mathfrak{g}$ given by

$$\omega(x, y * z) = \omega([x, y], z), \quad \forall x, y, z \in \mathfrak{g}.$$ 

It is well-known that every symplectic Lie algebra is even-dimensional, while there are odd-dimensional left-symmetric algebras, and an even-dimensional left-symmetric algebra may not be endowed with a symplectic form. The following result gives a method to construct symplectic Lie algebras from LSAs.

**Theorem 2.1.** Let $(\mathfrak{g}, *)$ be a left-symmetric algebra and let $(\mathfrak{l}^*, \mathfrak{g}^*)$ be dual representation of the left-regular representation $(\mathfrak{l}, \mathfrak{g})$ of $\mathfrak{g}$. Then there exists a natural Lie algebra structure on $\mathfrak{g}^* + \mathfrak{g}^*$. 
such that $g$ is a subalgebra, $g^*$ is an abelian ideal, and

\[ [x, u] = L^*(x)(u) = -u \circ L_x, \quad \forall x \in g, u \in g^*. \tag{4} \]

Furthermore, the natural skew-symmetric bilinear form on $g + g^*$ defined by

\[ \omega(x + u, y + v) = v(x) - u(y) \]

is a nondegenerate closed 2-form on $g + g^*$, i.e., $g + g^*$ is a symplectic Lie algebra.

**Proof.** The first assertion is easy. We need to check that $\omega$ is closed. Since $\omega(g, g) = \omega(g^*, g^*) = 0$ and $g^*$ is abelian, we need only consider

\[ \omega([x, y], v) + \omega([y, v], x) + \omega([v, x], y) = 0, \]

for any $x, y \in g, v \in g^*$, which follows from the following:

\[ \omega([x, y], v) + \omega([y, v], x) + \omega([v, x], y) = v([x, y]) - [y, v](x) - [v, x](y) \]

\[ = v([x, y]) + v(y \ast x) - v(x \ast y) \]

\[ = 0. \]

Therefore, $g + g^*$ is a symplectic Lie algebra. \qed

Now we give a new and simpler proof to the following well-known result of Helmstetter [11].

**Proposition 2.2.** Let $(g, \ast)$ be a left-symmetric algebra. Then $[g, g] \neq g$.

**Proof.** Assume that $[g, g] = g$. Then there exist some $y_i, z_i \in g$ such that $x = \sum_i [y_i, z_i]$ for any $x \in g$, it follows that

\[ \text{Tr} (\text{ad}_g x) = \text{Tr} (\text{ad}_g \sum_i [y_i, z_i]) = 0. \]

Consider the symplectic Lie algebra $g + g^*$. By (4), we have

\[ \text{ad} x(u) = L^*_x(u), \quad \forall x \in g, u \in g^*, \]

following which we have

\[ \text{Tr} (\text{ad} x|_{g^*}) = \text{Tr} (L^*_x) = \text{Tr} (L_x) = \text{Tr} (L_{\sum_i [y_i, z_i]}) = 0. \]

Therefore, $\text{Tr} (\text{ad} x) = 0$. It is easy to see that $\text{Tr} (\text{ad} u) = 0$, for any $u \in g^*$, which implies that $g + g^*$ is a unimodular Lie algebra. By a result of Hano [10], every unimodular symplectic Lie algebra is solvable. Therefore, $g + g^*$ and $g$ are solvable Lie algebras. A contradiction. \qed

2.2. Frobenius Lie algebras and LSAs with right identities.

Since Frobenius Lie algebras are special symplectic Lie algebras, it is natural to investigate the left-symmetric algebras constructed from Frobenius Lie algebras. Such left-symmetric algebras have a very special property.

**Proposition 2.3.** Let $(g, \omega)$ be a symplectic Lie algebra. Then $(g, \omega)$ is a Frobenius Lie algebra if and only if the corresponding left-symmetric algebra has a right identity.
Proof. Let \( g \) be a Frobenius Lie algebra. Then \( \omega = df \) for some \( f \in g^* \), which implies that there exists a unique element \( x_f \in g \) such that \( \omega(x_f, z) = f(z) \) for any \( z \in g \). Hence we have
\[
\omega(x, y) = f([x, y]) = \omega(x_f, [x, y]) = -\omega(x, y * x_f),
\]
for all \( x, y \in g \). Therefore \( y = -y * x_f \) and \(-x_f\) is a right identity.

Now let \((g, \ast)\) be a left-symmetric algebra with a right identity \( e \in g \) and let \( f(z) = \omega(z, e) \) for any \( z \in g \). Then we have
\[
\omega(x, y) = \omega(x, y * e) = \omega([x, y], e) = f([x, y]) = df(x, y),
\]
for any \( x, y \in g \). Thus \( \omega = df \) and \( g \) is a Frobenius Lie algebra.

Combining the above Proposition with Theorem 2.1 we have

**Theorem 2.4.** The left-symmetric algebra \((g, \ast)\) has a right identity if and only if \( g + g^* \) is a Frobenius Lie algebra.

Proof. Let \( g \) be a left-symmetric algebra with a right identity \( e \) and let \( \omega \) be the natural symplectic form on \( g + g^* \). Then for any \( x \in g, v \in g^* \), we have
\[
\omega(x, v) = \omega(x \ast e, v) = \omega(x, v \ast e),
\]
from which we deduce that \( e \) is a right identity of \( g + g^* \). Thus \( g + g^* \) is a Frobenius Lie algebra.

Conversely, if \( g + g^* \) is a Frobenius Lie algebra, then, by Proposition 2.3 we see that \( g + g^* \) has a left-symmetric product with a right identity \( e + v_0 \), where \( e \in g, v_0 \in g^* \). For any \( x \in g \), we have
\[
x = x \ast (e + v_0) = x \ast e + x \ast v_0,
\]
following which we have \( x \ast e = x \), i.e., \( e \) is a right identity of \( g \).

3. **Left-symmetric structures on reductive Lie algebras**

From now on we focus on left-symmetric structures on reductive Lie algebras. In general, a left-symmetric algebra may not have a right identity. But, in essence, any left-symmetric structure on a reductive Lie algebra has a right identity. More precisely, we have

**Theorem 3.1.** Let \( g = s \oplus c \) be a reductive Lie algebra with \( s = [g, g] \) and \( c \) the center of \( g \). If \( g \) has a compatible left-symmetric structure, then there exists a direct sum decomposition of \( g \) into left-symmetric ideals
\[
g = g_1 \oplus C,
\]
where \( C \) is an abelian left-symmetric algebra (hence a commutative associative algebra) and \( g_1 \) has a unique right identity.

For the proof of the above Theorem, the following result is crucial.

**Proposition 3.2.** Let \( g = s \oplus c \) be a reductive Lie algebra with a compatible left-symmetric structure \( \ast \). Then there exist \( g_1, c_1 \) such that \( g = g_1 \oplus c_1 \) is a direct sum of ideals of the left-symmetric algebra \((g, \ast)\) with \( g_1^* = \{ x \in g_1 | s \ast x = 0, \forall s \in s \} = \{0\} \).
Proof. Let $g^*$ be the dual space of $g$. Then there exists a symplectic form $\omega$ on $g+g^*$ as defined in Theorem 2.1. We still denote by “$*$” the corresponding left-symmetric product on $g+g^*$. Naturally, we may write $g^* = V_0 + V_1$, where $V_0$ is the trivial $s$-module and $V_1$ is the direct sum of nontrivial $s$-modules. Set $V_{01}^+ = g_1 + V_1 + V_0$, where $g_1 = V_0^+ \cap g$. Obviously $s \subseteq g_1$, and there exists $c_1 \subseteq c$ such that

$$(g_1 + V_1)^+ = (c_1 + V_0).$$

We will prove that both $(c_1 + V_0)$ and $(g_1 + V_1)$ are ideals of the left-symmetric algebra $(g+g^*,*)$ in the following steps.

(1) $g_1 * V_0 = V_0 * g_1 = \{0\}$.

For any $x \in g_1, \tilde{y} \in g + g^*, v_0 \in V_0$, we have

$$\omega(\tilde{y}, x * v_0) = \omega([\tilde{y}, x], v_0) = 0,$$

$$\omega(\tilde{y}, v_0 * x) = \omega([\tilde{y}, v_0], x) = 0.$$ It follows that $g_1 * V_0 = V_0 * g_1 = \{0\}$.

(2) $g_1 * c_1 = c_1 * g_1 \subseteq c_1$.

For any $x \in g_1, v \in V_1, c_1 \in c_1$, from

$$\omega(v, x * c_1) = \omega([v, x], c_1) = 0,$$

we get $g_1 * c_1 = c_1 * g_1 \subseteq c_1$.

(3) $V_1 * c_1 = c_1 * V_1 = \{0\}$.

For any $x \in g, v_1 \in V_1, c_1 \in c_1$, by

$$\omega(x, [v_1, c_1]) = -\omega(v_1, [c_1, x]) - \omega(c_1, [x, v_1]) = 0,$$

$$\omega(x, v_1 * c_1) = \omega([x, v_1], c_1) = 0,$$

we obtain that $V_1 * c_1 = c_1 * V_1 = \{0\}$.

(4) $c_1 * c_1 \subseteq c_1$ and $c_1 * V_0 \subseteq V_0$.

For any $x \in V_1, y \in g_1, c_0, c_1 \in c_1, v_0 \in V_0$, using

$$\omega(x, c_0 * c_1) = \omega([x, c_0], c_1) = 0,$$

$$\omega(y, c_0 * v_0) = \omega([y, c_0], v_0) = 0,$$

we get $c_1 * c_1 \subseteq c_1$ and $c_1 * V_0 \subseteq V_0$.

Furthermore, for any $x \in g_1^+$, we have $\omega([v, s], x) = \omega(v, s * x) = 0$ for any $s \in s, v \in V_1$, which implies that $x = 0$ since $[s, V_1] = V_1$ and $\omega$ is nondegenerate on $g_1 + V_1$. Thus $g_1^+ = \{0\}$. □

Now we need to consider the structure of $g_1$, which is a reductive Lie algebra with a compatible left-symmetric structure such that $g_1^+ = \{0\}$.

**Proposition 3.3.** Let $g_1 = s \oplus c$ be a reductive Lie algebra and let $(\rho, V)$ be a representation of $g$ with $\dim g = \dim V$. Assume that $V^s = \{v \in V| \rho(s)v = 0\} = \{0\}$. If there exists a symplectic structure $\omega$ on $g_1 + V^*$ with $\omega_{|g_1,V_1} = \omega_{|V^*}$, then $\omega$ is an exact form, i.e., $\omega = df$ for some $f \in V$. Here $f$ is regarded as a linear function on $V^*$ and

$$df(x, v^*) = f(\rho(x)^* v^*) = v^*(\rho(x)f), \quad \forall x \in g_1, v^* \in V^*.$$
\textbf{Proof.} Since $\omega|_{g_1 \times g_1} = \omega|_{V^* \times V^*} = 0$, we just need to consider $\omega|_{g_1 \times V^*}$. Note that $\omega|_{g_1 \times V^*}$ may be regarded as an element in $B^1(s, \rho, V)$. By the Whitehead Lemma (see Theorem 3.12.1 in [30], P. 220), there exists some $f \in V$ such that $\omega|_{g_1 \times V^*}(x, \cdot) = \rho(x)f$, for any $x \in s$, from which we deduce

$$\omega|_{g_1 \times V^*}(x, v^*) = \rho(x)f(v^*) = -f(\rho^*(x)v^*) = -df(x, v^*), \quad \forall v^* \in V^*.$$ 

Furthermore, for any $s \in s, c \in c, v \in V^*$, we have

$$\omega(c, [s, v]) = -\omega(s, [v, c]) - \omega(v, [c, s]) = -\omega(s, [v, c]) = df(s, [v, c]) = df(v, [c, s]) - df(c, [s, v]) = -df(c, [s, v]).$$

It follows that $\omega(c, v) = -df(c, v)$, for any $v \in V$, since $\rho^*(s)V^* = V^*$. \hfill $\square$

Now we are in a position to prove Theorem 3.1.

\textbf{Proof of Theorem 3.1.} Combining the above Propositions 3.2, 3.3 with Proposition 2.3, we just need to show the uniqueness of the right identity of a left-symmetric algebra is not necessarily unique. Let $\mathfrak{g}$ be the 2-dimensional Lie algebra with the standard basis $\{x, y\}$ such that $[x, y] = y$. Define a left-symmetric product on $\mathfrak{g}$ by: $xx = -x, xy = 0, yx = -y$ and $yy = 0$. It is easy to check that $-x + ky$, for any $k \in \mathbb{C}$, is a right identity.

\section{4. Prehomogeneous vector spaces for Lie groups}

In order to classify the left-invariant flat connections on a reductive Lie group $G$, we need to classify left-symmetric structures on its Lie algebra $\mathfrak{g}$, which, as we will see in this section, amounts to the classification of étale prehomogeneous vector spaces for $G$ or $\mathfrak{g}$.

\subsection{4.1. Preliminaries for prehomogeneous vector spaces}

The notion of prehomogeneous vector spaces was introduced by M. Sato around 1960 (see [16]). A prehomogeneous vector space is a triplet $(G, \rho, V)$ (or simply $(G, \rho)$) such that $(\rho, V)$ is a rational representation of an algebraic group $G$ and $G$ has an open dense orbit in $V$. However, for the study of left-invariant flat connections on Lie groups, we need a more general definition of prehomogeneous vector spaces as follows.

\textbf{Definition 4.1.} Let $G$ be a connected complex Lie group with Lie algebra $\mathfrak{g}$ and $(\rho, V)$ a finite dimensional complex representation of $G$. We call the triplet $(G, \rho, V)$ (or $(\mathfrak{g}, \rho, V)$) a \textit{prehomogeneous vector space} (abbrev. PV) if there exists $v \in V$ such that the orbit $G \cdot v$ is open in $V$ (or $d\rho(\mathfrak{g})v = V$). Such point $v$ is called a \textit{generic point}, and the isotropy subgroup $G_v = \{g \in G | \rho(g)v = v\}$ (or $g_v = \{x \in \mathfrak{g} | d\rho(x)v = 0\}$) at a generic point $v$ is called a \textit{generic isotropy subgroup} (or a \textit{generic isotropy subalgebra}).

A triplet $(G, \rho, V)$ is a PV only if $\dim G \geq \dim V$. In particular, a PV $(G, \rho, V)$ is called \textit{étale} if $\dim G = \dim V$. In this paper, we will focus on \textit{étale} PVs.

For Zariski topology, nonzero open subsets of irreducible varieties are always dense, which is false for real manifolds. Fortunately we have
Proposition 4.2 ([20] P. 618, Proposition 10.1). If \((G, \rho, V)\) is a prehomogeneous vector space for a complex Lie group \(G\), then there is just one open orbit, and that orbit is dense.

Lemma 4.3 ([16] P. 23, Proposition 2.2]). Let \((\rho, V)\) be a complex representation of \(G\), \(v \in V\). Then the following conditions are equivalent:

1. \(\rho(G)v = V\);
2. \(\dim G_v = \dim G - \dim V\);
3. \(\dim g_v = \dim g - \dim V\);
4. \(\{d\rho(x)v | x \in g\} = V\).

Example 4.4. Let \((\rho, V)\) be a complex representation of \(H\) with \(\dim V \leq n\). Then the triplet \((H \times GL(n), \rho \otimes \Lambda_1, V \otimes V(n))\) is always a PV and is called a trivial PV.

In the following we will collect some useful definitions and properties for PVs and will see the difference between the cases for algebraic groups and those for Lie groups. Since we need the latter, we will modify the definitions and will give new proofs for each result when necessary.

Definition 4.5 ([16] P. 245, Definition 7.39]). Two triplets \((G_i, \rho_i, V_i)\) \((i = 1, 2)\) are equivalent (or isomorphic) if there exist an isomorphism \(\sigma : \rho_1(G_1) \rightarrow \rho_2(G_2)\) of groups and an isomorphism \(\tau : V_1 \rightarrow V_2\) of vector spaces such that

\[\tau(\rho_1(g_1)v_1) = \sigma \rho_1(g_1)(\tau(v_1))\]

for all \(g_1 \in G_1, v_1 \in V_1\). That is to say, the diagram

\[
\begin{align*}
\begin{array}{ccc}
V_1 & \xrightarrow{\tau} & V_2 \\
\rho_1(g_1) \downarrow & \sim & \sigma \rho_1(g_1) \\
V_1 & \xrightarrow{\tau} & V_2
\end{array}
\end{align*}
\]

is commutative. Then we write \((G_1, \rho_1, V_1) \equiv (G_2, \rho_2, V_2)\).

By the above definition, we do not need to consider \(G\) itself but the image \(\rho(G)\). For example, we have \((\text{SL}(2) \times \text{SL}(2), \Lambda_1 \otimes \Lambda_1, V(2) \otimes V(2)) \equiv (\text{SO}(4), \Lambda_1, V(4))\), but \(\text{SL}(2) \times \text{SL}(2)\) and \(\text{SO}(4)\) are not isomorphic. For the Lie algebra level, we may assume that the representations are faithful. Then \(g_1 \cong d\rho_1(\mathfrak{g}_1)\), which implies that \(g_1 \cong g_2\). Therefore, two PVs \((g_1, d\rho_1, V_1)\) are equivalent if and only if there exists a Lie algebra isomorphism \(\sigma : \mathfrak{g}_1 \rightarrow \mathfrak{g}_2\) such that \(d\rho_1\) and \(d\rho_2 \circ \sigma\) are isomorphic as representations of \(\mathfrak{g}_1\). Furthermore, if \(g_1 = g_2\), then \(\sigma\) is an automorphism of \(g_1\). In many cases, \(g_1\) has only inner automorphisms, which implies that \(d\rho_1\) is isomorphic to \(d\rho_2\).

The following Proposition is useful to classify PVs for algebraic groups.

Proposition 4.6 ([16] P. 38, Proposition 2.21 and P. 245, Proposition 7.40]). Let \((G, \rho, V)\) be a reductive PV, i.e., \((\rho, V)\) is a rational representation for a reductive algebraic group \(G\), and let \(\rho^* : G \rightarrow \text{GL}(V^*)\) be the contragredient representation. Then the dual triplet \((G, \rho^*, V^*)\) is also a PV. Moreover, \((G, \rho, V) \cong (G, \rho^*, V^*)\).

Unfortunately, the above result does not hold for reductive Lie groups in general as the following example shows.
Example 4.7. Let $G = \left\{ \begin{pmatrix} a_1 & 0 & \cdots & 0 \\ a_2 & a_1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ a_n & 0 & \cdots & a_1 \end{pmatrix} \mid a_i \in \mathbb{C}, a_1 \neq 0 \right\}$, $V = \mathbb{C}^n$, $n > 2$ and let $(\rho, V)$ be the natural representation of $G$. It is easy to check that the triplet $(G, \rho, V)$ is a PV. However, for the representation $\rho^* \otimes \Lambda_1$ of maximal rank $\mathbf{A} \in \text{GL}(m, n)$, where $\mathbf{A}$ is the identity matrix. Identifying $\mathbf{A}$ with the matrix $\left( \begin{array}{c} I_n \\ 0 \end{array} \right)$, where $I_n$ is the identity matrix. Identifying $G$ with $\rho(G)$ if necessary, we may regard $G$ as a subgroup of $\text{GL}(m)$. Therefore, the isotropy subgroup of $x$ is

$$H_1 = \left\{ (Y, Z) \in G \times \text{GL}(n) \left| Y = \begin{pmatrix} A & B \\ 0 & D \end{pmatrix}, Z = (A^{-1})^T \right. \right\}.$$ 

For the representation $\rho^* \otimes \Lambda_1$, the isotropy subgroup of $\left( \begin{array}{c} 0 \\ \mathbf{I}_{m-n} \end{array} \right)$ is

$$H_2 = \left\{ (Y, W) \in G \times \text{GL}(m-n) \left| Y = \begin{pmatrix} A & B \\ 0 & D \end{pmatrix}, W = D^T \right. \right\}.$$
One may easily see that $H_1$ is isomorphic to $H_2$. Since
$$\dim H_1 = \dim G + \dim \text{GL}(n) - mn = \dim G - (m - n)n,$$
we have
$$\dim H_2 = \dim G + \dim \text{GL}(n - m) - m(m - n).$$
Thus $\left( \begin{array}{c} 0 \\ I_{m-n} \end{array} \right)$ is a generic point in $V' \otimes V(m-n)$.

**Remark 4.12.** From the proof, one may easily see that $\text{GL}(n)$ and $\text{GL}(m - n)$ in the statement may be replaced by $\text{SL}(n)$ and $\text{SL}(m - n)$, respectively.

Naturally, we have the following useful definition.

**Definition 4.13 (Definition 10).** We say that the prehomogeneous vector spaces (I) and (II) in Proposition 4.11 are **castling transforms** of each other. Two triplets $(G, \rho, V)$ and $(G', \rho', V')$ are said to be **castling equivalent** if one is obtained from the other by a finite number of successive castling transformations. A triplet $(G, \rho, V)$ is said to be **reduced** if $\dim V' \geq \dim V$ holds for any castling transform $(G', \rho', V')$ of $(G, \rho, V)$.

Our main purpose is to classify reduced PVs.

### 4.2. Some criteria for PVs.

We now collect and prove some properties of PVs, which were introduced to study PVs for algebraic groups. We have to give these results new proofs since we are interested in the Lie groups case.

The following result is useful to construct new PVs from a given one. In addition, those propositions built the relation between reductive Lie algebras with 2-simple Levi factors and simple Levi factors.

**Proposition 4.14 (P. 255, Proposition 7.52).** Let $\rho_i : G \to \text{GL}(V_i)$ ($i = 1, 2$) be finite-dimensional representations. Then the following conditions are equivalent:

(I) $(G, \rho_1 \oplus \rho_2, V_1 \oplus V_2)$ is a PV.

(II) $(G, \rho_1, V_1)$ is a PV and $(H, \rho_2|_H, V_2)$ is also a PV, where $H$ denotes the generic isotropy subgroup of $(G, \rho_1, V_1)$.

**Proof.** (I)$\Rightarrow$(II). Assume that $(G, \rho_1 \oplus \rho_2, V_1 \oplus V_2)$ is a PV. Then there exists an element $v = v_1 + v_2, v_i \in V_i$ such that $d(\rho_1 \oplus \rho_2)(g) \cdot (v_1 + v_2) = d\rho_1(g)v_1 \oplus d\rho_2(g)v_2 = V_1 \oplus V_2$, from which we deduce that $d\rho_1(g)v_1 = V_1$ and $d\rho_2(g)v_2 = V_2$. Thus we get the first part of the assertion. Since $\dim \mathfrak{g} - \dim (V_1 \oplus V_2) = \dim \mathfrak{g}_{v_1+v_2}$ and $\dim \mathfrak{g} - \dim V_1 = \dim \mathfrak{g}_{v_1}$. We see that $\dim \mathfrak{g}_{v_1+v_2} = \dim \mathfrak{g}_{v_1} - \dim V_2$.

From
$$\begin{align*}
(\mathfrak{g}_{v_1})_{v_2} &= \{ x \in \mathfrak{g}_{v_1} | d\rho_2(x)(v_2) = 0 \} \\
&= \{ x \in \mathfrak{g} | d\rho_1(x)(v_1) = 0 \text{ and } d\rho_2(x)(v_2) = 0 \} \\
&= \mathfrak{g}_{v_1+v_2},
\end{align*}$$
we conclude that $\dim(\mathfrak{g}_{v_1})_{v_2} = \dim \mathfrak{g}_{v_1} - \dim V_2$.

(II)$\Rightarrow$(I). Since $\dim \mathfrak{g} - \dim V_1 = \dim \mathfrak{g}_{v_1}$ and $\dim(\mathfrak{g}_{v_1})_{v_2} = \dim \mathfrak{g}_{v_1} - \dim V_2$. We have $\dim \mathfrak{g} - \dim V_1 - \dim V_2 = \dim(\mathfrak{g}_{v_1})_{v_2} = \dim \mathfrak{g}_{v_1+v_2}$.
Lemma 4.15. Let \((G, \rho, V)\) and \((G', \rho', V')\) be two triplets, and let \(f : V \to V'\) be a \(G\)-equivariant continuous surjective map. If \((G, \rho, V)\) is a \(PV\), then so is \((G', \rho', V')\).

Proof. Since \(f\) is \(G\)-equivariant, it maps an orbit in \(V\) onto an orbit in \(V'\). If \((G, \rho, V)\) is a \(PV\) and \(O\) is the open dense orbit, then one can easily see that \(f(O)\) is a dense orbit of \(G\) in \(V'\), and it must be open. \(\square\)

Let \(\rho : H \to \text{GL}(V(d))\) be a representation of a Lie group \(H\) on the \(d\)-dimensional vector space \(V(d)\). Identify the vector space \(\wedge^2(V(d))\) (resp. \(S^2(V(d))\)) with the set of all \(d \times d\) skew-symmetric (resp. symmetric) matrices. Define the representation \(\wedge^2 \rho\) (resp. \(S^2 \rho\)) of \(H\) on \(\wedge^2(V(d))\) (resp. \(S^2(V(d))\)) by \(X \mapsto \rho(h)X\rho(h)^T\) for \(X \in \wedge^2(V(d))\) (resp. \(X \in S^2(V(d))\)) for \(h \in H\).

Proposition 4.16 ([26, P. 40, Proposition 13]). Assume that \(2n \geq d\). Then the following statements are equivalent:

(I) \((\text{Sp}(n) \times G, \Lambda_1 \otimes \rho, V(2n) \otimes V(d))\) is a \(PV\);

(II) \((G, \wedge^2 \rho, \wedge^2(V(d)))\) is a \(PV\).

Proof. Let \((\langle , \rangle\) be a nondegenerate skew-symmetric bilinear form on \(V(2n) \otimes V(2n)\) which is invariant under the action of \(\text{Sp}(n)\). For an element \(v = (v_1, \ldots, v_d) \in V(2n) \otimes V(d)\), let \(f(v)\) be a \(d \times d\) skew-symmetric matrix with \((i, j)\)-element \(\langle v_i, v_j \rangle\), \((i, j = 1, \ldots, d)\). Then \(f\) is surjective and \(\text{Sp}(n) \times G\)-equivariant with \(\text{Sp}(n)\) acting on \(\wedge^2(V(d))\) trivially. Therefore (I) implies (II).

For the converse statement, replacing \(G\) by \(\text{GL}(d)\) and considering the two \(PVs\)

\[(\text{Sp}(n) \times \text{GL}(d), \Lambda_1 \otimes \rho, V(2n) \otimes V(d)), \quad (\text{GL}(d), \Lambda_2, \wedge^2(V(d)))\],

one may easily get that \(f : V(2n) \otimes V(d) \to \wedge^2(V(d))\) is surjective and \(\text{Sp}(n) \times \text{GL}(d)\)-equivariant. Thus \(f\) maps the open orbit in \(V(2n) \otimes V(d)\) surjectively onto that in \(\wedge^2(V(d))\), which implies that if \(v \in V(2n) \otimes V(d)\) is a generic point, so is \(f(v) \in \wedge^2(V(d))\). Let \(H\) be the isotropy subgroup at \(v\), and let \(\pi : H \to \text{GL}(d)\) be the natural homomorphism. Then \(\text{Ker}\pi\) is locally isomorphic to \(\text{Sp}(n - l)\) for \(d = 2l\) and to \(\text{Sp}(n - l - 1) \times U(2n - 2l - 1)\) for \(d = 2l + 1\) (see Propositions 17 and 18 in Pages 102–104 [26]), and \(\pi(H) < \text{GL}(d)\) is the isotropy subgroup at \(f(v)\).

If \(v' \in \wedge^2(V(d))\) is a generic point for the action under \(G\) with the isotropy subgroup \(H'\), then \(v'\) is a generic point for the \(\text{GL}(d)\)-action and there is a generic point \(v \in V(2n) \otimes V(d)\) such that \(f(v) = v'\). Let \(H_v\) be the isotropy subgroup at \(v \in V(2n) \otimes V(d)\) for the \(\text{Sp}(n) \times G\)-action. Then \(\pi(H_v) \cong H'\) over \(\text{Ker}\pi\). Noting that

\[
\dim \text{Sp}(n) + \dim G - \dim H_v = n(2n + 1) - \dim \text{Ker}\pi + (\dim G - \dim H') = 2nd,
\]

we have that \((\text{Sp}(n) \times G, \Lambda_1 \otimes \rho, V(2n) \otimes V(d))\) is a \(PV\). \(\square\)

Replacing the nondegenerate skew-symmetric bilinear form on \(V(2n) \times V(2n)\) by a symmetric one, one can similarly prove

Proposition 4.17 ([26, P. 41, Proposition 14]). Assume that \(n \geq d\). Then the following statements are equivalent:

(I) \((\text{SO}(n) \times G, \Lambda_1 \otimes \rho, V(n) \otimes V(d))\) is a \(PV\);

(II) \((G, S^2 \rho, S^2(V(d)))\) is a \(PV\).

By the same idea, we have
**Theorem 4.18** (Theorems 1.14 and 1.16). Let $(\rho_i, V(m_i))$ $(i = 1, 2)$ be finite-dimensional representations of $G$. If $n \geq \max \{m_1, m_2\}$, then the following statements are equivalent:

(I) $(G \times \text{GL}(n)$ (or $\text{SL}(n)), \rho_1 \otimes A_1 + \rho_2 \otimes A_1^*, V(m_1) \otimes V(n) + V(m_2) \otimes V(n))$ is a PV;

(II) $(G, \rho_1 \otimes \rho_2, V(m_1) \otimes V(m_2))$ is a PV.

**Proof.** Similar to the proof for Proposition 4.16, we define a $G \times \text{GL}(n)$-equivariant surjective map $f : V(m_1) \otimes V(n) + V(m_2) \otimes V(n) \to V(m_1) \otimes V(m_2)$ by $f(v) = f(X, Y) = XY^T$, where $\text{GL}(n)$ acts on $V(m_1) \otimes V(m_2)$ trivially. Then (I) implies (II).

For the converse statement, the argument in [18] still works. □

By the above Theorem, one can get the following result which will be used later.

**Corollary 4.19.** If $m_1 \geq 2$ and $m_2 \geq 2$, then the triplet

$$(\text{sl}(n) \otimes \text{gl}(1)^k, A_1 \otimes \mu_1 + A_1^* \otimes \mu_2, V(n) \otimes V(m_1) \otimes V(n) \otimes V(m_2))$$

is not a PV.

4.3. Étale PVs and LSAs. For Frobenius Lie algebras, the adjoint representations are PVs. More generally, we have

**Theorem 4.20.** Let $(g, \ast)$ be a left-symmetric algebra with a right identity. Then the left regular representation gives an étale PV. Conversely, if $(g, \rho, V)$ is an étale PV for a Lie algebra $g$, then $g$ has a left-symmetric structure with a right identity.

**Proof.** Let $e$ be a right identity of a left-symmetric algebra $(g, \ast)$ and let $L : g \to \text{End}(g)$ be the left regular representation. It is easy to see that $(g, L, g)$ is an étale PV since $e$ is a generic point.

Conversely, let $(g, \rho, V)$ be an étale PV. Then there exists an element $v \in V$ such that $\{\rho(x)v \mid x \in g\} = V$ and the mapping $x \mapsto \rho(x)v$ is a bijection from $g$ onto $V$. Therefore, for any $x, y \in g$, there exists a unique $z \in g$ such that

$$\rho(x)\rho(y)v = \rho(z)v,$$

which defines a product “$\ast$” on $g$ by $x \ast y = z$. One may easily show that $(g, \ast)$ is a left-symmetric algebra. Furthermore, there exists a unique $e \in g$ such that $\rho(e)v = v$. Equation (5) shows that $x \ast e = x$, i.e., $e$ is a right identity. □

**Proposition 4.21.** Let the two triplets $(g, \rho_1, V_1)$ and $(g, \rho_2, V_2)$ be equivalent étale PVs. Then $(g, \ast)$ and $(g, \cdot)$ are isomorphic left-symmetric algebras, where “$\ast$” and “$\cdot$” are the corresponding left-symmetric structures on $g$ respectively.

**Proof.** Since $(g, \rho_1, V_1) \equiv (g, \rho_2, V_2)$ are equivalent, there exists an isomorphism $\sigma : \rho_1(g) \to \rho_2(g)$ of Lie algebras and an isomorphism $\tau : V_1 \to V_2$ of vector spaces such that

$$\tau(\rho_1(x)v_1) = \sigma \rho_1(x)(\tau(v_1))$$

for all $x \in g, v_1 \in V_1$. 

Since \((g, ρ_1, V_1)\) and \((g, ρ_2, V_2)\) are étale PVs, we see that the isomorphism \(σ\) induces an automorphism \(h\) of \(g\) such that the following diagram commutes:

\[
\begin{array}{ccc}
g & \xrightarrow{h} & g \\
\downarrow \sim & & \downarrow \\
ρ_1(g) & \xrightarrow{σ} & ρ_2(g)
\end{array}
\]

By Theorem 4.20, we know that there are two products “\(*\)” and “\(·\)” on \(g\) such that \(ρ_1(x)ρ_1(y) = ρ_1(x * y)\) and \(ρ_2(x)ρ_2(y) = ρ_2(x · y)\). Furthermore, we have

\[
σρ_1(x)σρ_1(y)τ(v_1) = σρ_1(x)(τ(ρ_1(y)v_1)) = τ(ρ_1(x)ρ_1(y)v_1) = τ(ρ_1(x * y)v_1),
\]

and

\[
σρ_1(x)σρ_1(y)τ(v_1) = ρ_2(h(x))ρ_2(h(y))τ(v_1) = ρ_2(h(x) · h(y))τ(v_1) = σρ_1(h^{-1}(h(x) · h(y)))τ(v_1).
\]

Thus we obtain \(x * y = h^{-1}(h(x) · h(y))\) for any \(x, y \in g\). \(□\)

**Proposition 4.22.** Let \((g_1, \ast)\) and \((g_2, \cdot)\) be two isomorphic left-symmetric algebras with a right identity and let \((g_1, L_1, g_1)\) and \((g_2, L_2, g_2)\) be the corresponding left-regular representations. Then the two PVs \((g_1, L_1, g_1)\) and \((g_2, L_2, g_2)\) are equivalent.

**Proof.** Let \(φ : g_1 \to g_2\) be an isomorphism of left-symmetric algebras. Define \(σ : L_1(g) \to L_2(g)\) by

\[
σL_1(x) = L_2(φ(x)).
\]

One can easily see that \(σ\) is well-defined and is an isomorphism of Lie algebras. It follows that \(φ(L_1(x)(y)) = σL_2(x)(φ(y))\) and the assertion follows. \(□\)

5. Étale PVs for reductive Lie algebras with simple Levi factors I

Now we want to classify étale PVs for reductive Lie algebras. In this section we consider reductive Lie algebras with simple Levi factors and 1-dimensional center. The main result is known, see, for example, [11 2]. The main ingredient in their papers are rational representations and \(h\)-transformations (see [11]). As we mentioned before, left-regular representations are not necessarily rational, even for reductive Lie algebras. We applied different method, which depends on Theorem 4.11 saying that left-symmetric algebra \(g\) with reductive adjacent Lie algebras must be the direct sum of two ideals, one of which is abelian and the other has a right identity. Therefore, if the reductive Lie algebra \(g\) has 1-dimensional center, then it is easy to see that \(g\) is simple as left-symmetric algebra, hence it has a right identity, from which we deduce that the left symmetric structures on \(g\) are 1-1 correspondence with the étale PVs for \(g\).

We will see that if \(g\) has 1-dimensional center, then the classification of étale PVs amounts to that of rational ones. The key observation is the following. Let \(g = s \oplus c\) be the direct sum of two ideals with \(c\) one-dimensional and let \((g, ρ, V)\) be an étale PV. For any \(c ∈ c\), let \(ρ(c) = c_s + c_n\) be the Jordan-Chevalley decomposition of \(ρ(c)\). Define \(π : g → g\ell(V)\) by \(π(s + c) = ρ(s) + c_s\). It is easy
to check that $\pi$ is a representation of $g$. Then the following observation is crucial for the discussion in the section.

**Lemma 5.1.** Let $g = s \oplus c$ with $s$ a perfect Lie algebra, i.e., $[s, s] = s$. Then the triplet $(g, \rho, V)$ is a $PV$ if and only if so is $(g, \pi, V)$.

**Proof.** Let the notation be as above. For nonzero $c \in c$, let $\rho(c) = c_x + c_\nu$ be the Jordan-Chevalley decomposition of $\rho(c)$. Let $\tilde{g} = g \oplus \mathbb{C}c_1$ be a direct sum of $g$ and a one-dimensional ideal $\mathbb{C}c_1$. Define $\tilde{\rho}(x + kc_1) = \rho(x) + kc_\nu$, for any $x \in g$, $k \in \mathbb{C}$. One can easily show that $\tilde{\rho}$ is a representation of $\tilde{g}$.

For a generic point $v \in V$, i.e., $\rho(g)v = V$, $\tilde{g}_v = \{x \in \tilde{g}|\tilde{\rho}(x)v = 0\}$ must be one-dimensional with a basis $x_0 + c_1$ for some $x_0 \in g$.

Let $g' = s \oplus \mathbb{C}c_1$. Then we will show that $x_0 + c_1 \in g'$, i.e., $x_0 \in s$.

It is enough to show that the triplet $(g', \pi, V)$ is not a $PV$. Otherwise, $g' + V^*$ is a Frobenius Lie algebra. Notice that $s$ is unimodular, and $\text{Tr} \pi(c_1) = 0$, we have that $g' + V^*$ is a unimodular Frobenius Lie algebra and it must be solvable, which contradicts the fact that $s$ is perfect. Since $\tilde{g}_v$ is one-dimensional and $\dim g' = \dim \tilde{g} - 1$, one deduces that $\tilde{g}_v \subseteq g'$.

Now consider the subalgebra $f = s \oplus \mathbb{C}(x_0 - c_1)$. Since $f + \tilde{g}_v = \tilde{g}$, the triplet $(f, \pi, V)$ is a $PV$. It is easy to see that the triplet $(f, \pi, V)$ is isomorphic to $(g, \pi, V)$.

The proof of the converse statement is easy. \hfill \Box

The above Lemma is useful as we will see in the following example. The same result can be found in [2, P. 13, Lemma 10], but our argument is simpler.

**Example 5.2.** Let $g$ be a left-symmetric algebra with $\mathfrak{gl}(2)$ as the adjacent Lie algebra. We may assume that $L_c$ is semisimple, where $c = I_2$ is in the center of $g$. Since the left-regular representation is completely reducible as an $\mathfrak{sl}(2)$-module, it is isomorphic to either $V(4)$ or $V(2) \otimes V(2)$. Since $L_c$ commutes with the action of $\mathfrak{sl}(2)$, in the first case, $L_c$ is a scalar, which we may assume to be 1. In the second case, identifying $V(2) \otimes V(2)$ with $M(2, 2)$, the action of $\mathfrak{sl}(2)$ is the left-multiplication and $L_c$ is a right-multiplication by a diagonal $2 \times 2$ matrix $A$ with nonzero trace. Up to a scalar, we have $A$ has one of the forms

$$(1) \ I_4, \quad (2) \ \begin{pmatrix} 1 & 0 \\ 0 & \lambda \end{pmatrix} \text{ with } |\lambda| \leq 1 \text{ and } \lambda \neq -1.$$

Thus one can easily check that the étale $PV$ is equivalent to one of the following triplets:

1. $\mathfrak{sl}(2) \oplus \mathfrak{gl}(1), 3\Lambda_1 \otimes \mathfrak{c}, V(4)$;
2. $\mathfrak{sl}(2) \oplus \mathfrak{gl}(1), \Lambda_1 \otimes \tau, V(2) \otimes V(2), \tau(c) = \text{diag}(1, \lambda)$.

The non-completely reducible cases are deformations of the above and we just need to find some nonzero nilpotent matrix which commutes with $L_c$ (and the action of $\mathfrak{sl}(2)$). It is easy to see that we have a third case:

$$(3) \ \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix},$$

which is a deformation of case (2) when $\lambda = 1$. Note that when $\lambda = 1$ in case (2), the left-symmetric product is the usual matrix multiplication.

The above example can be easily generalized. For $\mathfrak{gl}(n) = \mathfrak{gl}(1) \oplus \mathfrak{sl}(n)$, define a triplet

$$(\mathfrak{sl}(n) \oplus \mathfrak{gl}(1), \Lambda_1 \otimes \tau, V(n) \otimes V(n)) \ (\text{Tr} \tau(\mathfrak{gl}(1)) \neq 0).$$
It is easy to check this triplet is an étale PV. Furthermore, we have

**Theorem 5.3.** Let $g = g_\text{s} \oplus \mathfrak{gl}(1)$ and let $(g, \rho, V)$ be an étale PV. Then $(g, \rho, V)$ is equivalent to one of the following triplets:

1. $(\mathfrak{sl}(n) \oplus \mathfrak{gl}(1), \Lambda_1^{(*)} \otimes \tau, V(n) \otimes V(n))$, where $\tau(\cdot) = J$ and $J$ is a Jordan canonical form with $\text{Tr}(J) \neq 0$;
2. $(\mathfrak{sl}(2) \oplus \mathfrak{gl}(1), 3\Lambda_1 \otimes \Box, V(4))$.

The proof of the Theorem will occupy the rest of this section. Thanks to [Lemma 5.1](#), we just need to determine all completely reducible étale PVs. It is easy to see that those PVs are direct sum of irreducible PVs, which are classified by [Sato and Kimura](#) [26].

**Proposition 5.4 ([26] §7).** Let $(g_\text{s} \oplus \mathfrak{gl}(1), \rho, V)$ be a nontrivial irreducible PV, where $g_\text{s}$ is simple and $\mathfrak{gl}(1)$ is 1-dimensional center, and let $\mathfrak{h}$ be the generic isotropy subalgebra. Then it is equivalent to one of the following triplets, where $\Lambda^{(*)}$ means $\Lambda$ or $\Lambda^*$:

1. **Regular PVs.**
   1. $(\mathfrak{gl}(1), \Lambda_1, V(1))$, $\mathfrak{h} = \{0\}$;
   2. $(\mathfrak{gl}(n), 2\Lambda_2^{(*)}, V(n(n+1)/2))$, $(n \geq 2)$, $\mathfrak{h} \equiv \mathfrak{so}(n)$;
   3. $(\mathfrak{gl}(2m), \Lambda_2^{(*)}, V(m(2m-1)))$, $(m \geq 3)$, $\mathfrak{h} \equiv \mathfrak{sp}(m)$;
   4. $(\mathfrak{gl}(2), 3\Lambda_1, V(4))$, $\mathfrak{h} \equiv \{0\}$;
   5. $(\mathfrak{gl}(6), \Lambda_3, V(20))$, $\mathfrak{h} \equiv \mathfrak{sl}(3) \oplus \mathfrak{sl}(3)$;
   6. $(\mathfrak{gl}(7), \Lambda_3^{(*)}, V(35))$, $\mathfrak{h} \equiv \mathfrak{G}_2$;
   7. $(\mathfrak{gl}(8), \Lambda_2^{(*)}, V(56))$, $\mathfrak{h} \equiv \mathfrak{sl}(3)$;
   8. $(\mathfrak{so}(7) \oplus \mathfrak{gl}(1), \mathfrak{spin} \otimes \Box, V(8))$, $\mathfrak{h} \equiv \mathfrak{G}_2$;
   9. $(\mathfrak{so}(9) \oplus \mathfrak{gl}(1), \mathfrak{spin} \otimes \Box, V(16))$, $\mathfrak{h} \equiv \mathfrak{so}(7)$;
   10. $(\mathfrak{so}(11) \oplus \mathfrak{gl}(1), \mathfrak{spin} \otimes \Box, V(32))$, $\mathfrak{h} \equiv \mathfrak{sl}(5)$;
   11. $(\mathfrak{so}(12) \oplus \mathfrak{gl}(1), \mathfrak{spin}^* \otimes \Box, V(32))$, $\mathfrak{h} \equiv \mathfrak{sl}(6)$;
   12. $(\mathfrak{so}(14) \oplus \mathfrak{gl}(1), \mathfrak{spin}^* \otimes \Box, V(64))$, $\mathfrak{h} \equiv \mathfrak{G}_2 \oplus \mathfrak{G}_2$;
   13. $(\mathfrak{sp}(3) \oplus \mathfrak{gl}(1), 3\Lambda_1 \otimes \Box, V(14))$, $\mathfrak{h} \equiv \mathfrak{sl}(3)$;
   14. $(\mathfrak{G}_2 \oplus \mathfrak{gl}(1), 2\Lambda_2 \otimes \Box, V(7))$, $\mathfrak{h} \equiv \mathfrak{sl}(3)$;
   15. $(\mathfrak{E}_6 \oplus \mathfrak{gl}(1), 1\Lambda_1 \otimes \Box, V(27))$, $\mathfrak{h} \equiv \mathfrak{F}_4$;
   16. $(\mathfrak{E}_7 \oplus \mathfrak{gl}(1), 1\Lambda_1 \otimes \Box, V(56))$, $\mathfrak{h} \equiv \mathfrak{E}_6$.

2. **Nonregular PVs.**
   1. $(\mathfrak{gl}(n), \Lambda_1^{(*)}, V(n))$;
   2. $(\mathfrak{gl}(2m+1), \Lambda_2^{(*)}, V(m(2m+1)))$, $(m \geq 2)$;
   3. $(\mathfrak{so}(n) \oplus \mathfrak{gl}(1), \Lambda_1 \otimes \Box, V(n))$, $\mathfrak{h} \equiv \mathfrak{so}(n-1) \oplus \mathfrak{gl}(1)$;
   4. $(\mathfrak{so}(10) \oplus \mathfrak{gl}(1), \mathfrak{spin}^* \otimes \Box, V(16))$;
   5. $(\mathfrak{sp}(n) \oplus \mathfrak{gl}(1), \Lambda_1 \otimes \Box, V(2n))$, $(n \geq 2)$.

Let $(g, \rho, V)$ be a completely reducible étale PV, say $V = V_1 \oplus V_2$, where $V_1$ is irreducible. Then $(g, \rho_1, V_1)$ is one of the triplets in the above Proposition. Therefore $(\mathfrak{h}, \rho_2, V_2)$ is an étale PV by Proposition 4.14, following which $\mathfrak{h}$ is not semisimple. Thus we only need to consider the 5 nonregular cases. Now we deal with them case by case and the condition $\dim V = \dim g$ is crucial.

**I. Case (5):** $g \equiv \mathfrak{sp}(n) \oplus \mathfrak{gl}(1)$.
For \( n \geq 3 \), \( V \) is the direct sum of \( k \) copies of \( V(2n) \), and we may identify \( V \) with \( V(2n) \otimes V(k) \). Then \( \dim V = 2kn \). Since \( \dim \mathfrak{g} = n(2n + 1) + 1 \), it is impossible to have \( \dim V = \dim \mathfrak{g} \).

For \( n = 2 \), since \( \mathfrak{sp}(2) \cong \mathfrak{so}(5) \), \( V \) may be the direct sum of some copies of \( V(4) \) and \( V(5) \), which is also impossible since \( \dim \mathfrak{g} = 11 \).

**II. Cases (3) and (4):** \( \mathfrak{g} \cong \mathfrak{so}(n) \oplus \mathfrak{gl}(1), n > 5 \).

If \( n \neq 10 \), then \( V \) is the direct sum of \( k \) copies of \( V(n) \). Similar argument as case I shows that it is impossible.

For \( n = 10 \), we have \( \dim \mathfrak{g} = 46 \), thus \( V \) must be the direct sum of 3 copies of \( V(10) \) and 1 copy of \( V(16) \). Easy calculation shows that \( (\mathfrak{gl}(1), S^2 \mathbb{H}_1, V(6)) \) is not a PV.

**III. Cases (1) and (2):** \( \mathfrak{g} \cong \mathfrak{gl}(n), n \geq 3 \).

The direct summand of \( (\rho, V) \) must be \( (\Lambda_1^{(s)}, V(n)) \) or \( (\Lambda_2^{(s)}, V(\mathbb{H}_2(m + 1))) \) \((n = 2m + 1)\). We just need to show that \( \Lambda_1 + \Lambda_1^*, \Lambda_2 + \Lambda_1^{(s)} \) do not occur in \( \rho \), which is true thanks to the following Lemmas.

**Lemma 5.5.** The triplet \( (\mathfrak{gl}(n), \Lambda_1 \oplus \Lambda_1^*, V(n) \oplus V(n)) (n \geq 3) \) is not a PV.

**Proof.** Let \( X_0 = (1, 0, \ldots, 0)^T \). Then the generic isotropy subalgebra of \( (\mathfrak{gl}(n), \Lambda_1, V(n)) \) is \( \mathfrak{g}_{X_0} = (0, A) \), where \( A \in M(n, n - 1) \). But for any \( v \in V(n) \), \( \dim \Lambda_1^*(\mathfrak{g}_{X_0})v \leq n - 1 \), hence \( (\mathfrak{g}_{X_0}, \Lambda_1, V(n)) \) \((n \geq 3)\) is not a PV. □

**Remark 5.6.** From the proof one can easily see that \( \Lambda_1 \oplus \Lambda_1^* \) may be \( \mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^2 \)-prehomogeneous for suitable \( \mathfrak{gl}(1)^2 \) action, which will be used in the last section.

Note that if \( \mathfrak{g} \) has 2-dimensional center, the result will be different:

**Remark 5.7.** The triplet \( (\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^2, \Lambda_1 \oplus \Lambda_1^*, V(n) \oplus V(n)) (n \geq 3) \) is a PV. Here \( \mathfrak{gl}(1)^2 \) acts on each summand with natural multiplication.

The above observation will be used in the next section when we deal with reductive Lie algebras with multi-dimensional center.

**Lemma 5.8.** The triplet \( (\mathfrak{gl}(2m + 1), \Lambda_2 \oplus \Lambda_1, V(m(2m + 1)) \oplus V(2m + 1)) \) \((m \geq 2)\) is a PV and its generic isotropy subalgebra is \( \mathfrak{sp}(m) \).

**Proof.** We identify \( V = V(m(2m + 1)) \oplus V(2m + 1) \) with \( (X_1, X_2) \in \{ M(2m + 1, 2m + 1) \oplus M(2m + 1, 1) | X_1^T = -X_1 \} \). Then \( \rho(A, C)X = (AX_1 + X_1A^T, AX_2) \), where \( X = (X_1, X_2) \in V \) and \( A \in \mathfrak{gl}(2m + 1) \).

Take \( X_0 = \begin{pmatrix} 0 & I_m & 0 \\ -I_m & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \), \((0, 0, \ldots, 0)^T \).

Easy calculation shows that the isotropy subalgebra \( \mathfrak{g}_{X_0} \) is \( \mathfrak{sp}(m) \). Since \( \dim \mathfrak{g}_{X_0} = m(2m + 1) = \dim \mathfrak{gl}(2m + 1) - \dim V \), it is a PV. □

**Lemma 5.9.** The triplet \( (\mathfrak{gl}(2m + 1), \Lambda_2 \oplus \Lambda_1^*, V(m(2m + 1)) \oplus V(2m + 1)) \) \((m \geq 2)\) is not a PV.

**Proof.** The generic isotropy subalgebra of \( (\mathfrak{gl}(2m + 1), \Lambda_2, V(m(2m + 1))) \) is

\[
\mathfrak{h} = \left\{ \begin{pmatrix} A & \beta \\ 0 & c \end{pmatrix} \in \mathfrak{gl}(2m + 1), A \in \mathfrak{sp}(m) \right\}.
\]
Let \( X_0 = \begin{pmatrix} X_1 \\ X_2 \end{pmatrix} \in M(2m+1, 1) \), where \( X_1 \in M(2m, 1) \). Then the action of \( h \) on \( X_0 \) is given by

\[
- \begin{pmatrix} A^T & 0 \\ \beta^T & 0 \end{pmatrix} \begin{pmatrix} X_1 \\ X_2 \end{pmatrix} = - \begin{pmatrix} A^T X_1 \\ \beta^T X_1 + c X_2 \end{pmatrix}.
\]

Hence the action of \( h \) on \( X_1 \) is \((sp(m), \Lambda_1, V(2m))\), which is not a \( PV \) for \( m \geq 2 \). Thus the triplet is not a \( PV \).

\[\square\]

6. Étale PVs for reductive Lie algebras with simple Levi factors II

In this section we will discuss the étale PVs for reductive Lie algebras \( g = g_s \oplus gl(1)^k \), where \( g_s \) is simple. This case is difficult because representations of \( g \) are not necessarily completely reducible and the technique we used in the previous section can be applied only when the center is 1-dimensional.

For any \( PV (g, \rho, V) \), \( V \) is completely reducible as a \( g_s \)-module:

\[
V = m_1 V_1 \oplus \cdots \oplus m_l V_l,
\]

where \( V_i \) are mutually nonisomorphic irreducible \( g_s \)-modules with multiplicity \( m_i \). Thus \( m_i V_i \) are \( g \)-submodules and can be identified with \( V_i \otimes V(m_i) \). Therefore, we may write

\[
(\mathfrak{g}, \rho, V) = (g_s \oplus gl(1)^k, \sum_{i=1}^{l} \sigma_i \otimes \mu_i, \bigoplus_{i=1}^{l} V_i \otimes V(m_i)).
\]

We have the following easy but useful observation.

**Lemma 6.1.** Let \( V_i \) be as above. Then

1. \( V_i \otimes V(m_i) \) is \( g \)-prehomogeneous;
2. There exists a full flag \( W_1 \subset W_2 \subset \cdots \subset W_m = V(m_i) \), which is \( gl(1)^k \) invariant. Identifying \( V(r) \) with \( V(m_i)/W_{m_i-r}, 1 \leq r \leq m_i \), we have that \( V_i \otimes V(r) \) is \( g_s \oplus gl(r) \)-prehomogeneous.

In particular, \( V_i \) is \( g_s \oplus gl(1) \)-prehomogeneous and must be in the list of Proposition 5.4. Therefore one easily has the following.

**Corollary 6.2.** In the decomposition (6), we have \( l \leq 4 \). In particularly, for \( g_s = sp(n) \) \((n > 3)\), \( G_2 \), \( E_6 \), \( E_7 \), we have \( l = 1 \).

6.1. Exceptional cases. If \( g_s \) is exceptional, then \( l = 1 \). Comparing the dimension of the Lie algebra and the irreducible PVs in Proposition 5.4, we have \( m_1 \leq 3 \).

**Lemma 6.3.** Let \( g_s \) be an exceptional simple Lie algebra. Then there are no étale PVs for \( g \).

**Proof.** From the list of irreducible PVs in [26], we know that there are no PVs for \( g_s \oplus gl(3) \). Thus the assertion follows from Lemma 6.1. \[\square\]
6.2. $g_n = \mathfrak{sp}(n)$. Note that for $n > 3$ we have $l = 1$ and $(\sigma_1, V_1) = (\Lambda_1, V(2n))$; for $n = 2, 3$, we have $l \leq 2$.

**Lemma 6.4.** Let $n > 1$. Assume that $\mathfrak{gl}(1)^k$-representation $(\mu, V(m))$ is faithful. Then the triplet $(\mathfrak{sp}(n) \oplus \mathfrak{gl}(1)^k, \Lambda_1 \otimes \mu, V(2n) \otimes V(m))$ is prehomogeneous only if $k \leq m \leq 3$.

**Proof.** Assume that $(\mathfrak{sp}(n) \oplus \mathfrak{gl}(1)^k, \Lambda_1 \otimes \mu, V(2n) \otimes V(m))$ is a PV. Then $(\mathfrak{gl}(1)^k, \Lambda^2 \mu, V(\frac{m(m-1)}{2}))$ is a PV by Proposition 4.16. Thus we have $k \geq \frac{m(m-1)}{2}$. Since the abelian subalgebras in $\mathfrak{gl}(m)$ has dimension at most $\left\lfloor \frac{m^2}{4} \right\rfloor + 1$, we have $\frac{m^2}{4} + 1 \geq k \geq \frac{m(m-1)}{2}$, which implies that $m \leq 3$. For $m \leq 3$ we have $\left\lfloor \frac{m^2}{4} \right\rfloor + 1 = m$. Thus $k \leq m \leq 3$. \hfill \Box

Comparing the dimensions of $V(2n) \otimes V(m)$ and Lie algebra $g_n$, we have

**Corollary 6.5.** If $n \geq 2$, then $(\mathfrak{sp}(n) \oplus \mathfrak{gl}(1)^k, \Lambda_1 \otimes \mu, V(2n) \otimes V(m))$ is not étale.

Therefore, we just need to consider those $\mathfrak{sp}(n)$ which has at least 2 different irreducible PVs, which implies that $n = 2$ or $n = 3$. For $n = 2$, noticing that $(\mathfrak{sp}(2) \oplus \mathfrak{gl}(1), \Lambda_2 \otimes \square, V(5))$ is prehomogeneous since $\mathfrak{sp}(2) \cong \mathfrak{so}(5)$, we have

**Lemma 6.6.** The triplet $(\mathfrak{sp}(2) \oplus \mathfrak{gl}(1)^k, \Lambda_2 \otimes \mu_1 + \Lambda_1 \otimes \mu_2, V(5) \otimes V(m_1) + V(4) \otimes V(m_2))$ is not étale for any $\mu_i (i = 1, 2)$.

**Proof.** If $m_1 > 1$, then $V(5) \otimes V(2) + V(4)$ is $\mathfrak{sp}(2) \oplus \mathfrak{gl}(1)^k$-prehomogeneous. The image of $\mathfrak{gl}(1)^k$ is an abelian subalgebra of $\mathfrak{gl}(2) \oplus \mathfrak{gl}(1)$ and is at most 3-dimensional. Therefore dim $\mathfrak{sp}(2) + 3 = 13 < \dim(V(5) \otimes V(2) + V(4)) = 14$. If $m_2 > 1$, then, by the same idea as in Lemma [6.4], $V(5) + V(4) \otimes V(2)$ is prehomogeneous for $\mathfrak{sp}(2) \oplus \mathfrak{gl}(1)^{1+2}$ and hence for $\mathfrak{sp}(2) \oplus \mathfrak{gl}(2) \oplus \mathfrak{gl}(1)$, which contradicts the result in [17, P. 391, Lemma 2.18]. Therefore $m_2 = 1$. Then the assertion follows. \hfill \Box

**Lemma 6.7.** The triplet $(\mathfrak{sp}(3) \oplus \mathfrak{gl}(1)^k, \Lambda_3 \otimes \mu_1 + \Lambda_1 \otimes \mu_2, V(14) \otimes V(m_1) + V(6) \otimes V(m_2))$ is not étale for any $\mu_i (i = 1, 2)$.

**Proof.** It is easy to check that $(\mathfrak{sp}(3) \oplus \mathfrak{gl}(1)^3, \Lambda_3 \otimes \mu_1 + \Lambda_1 \otimes \square, V(14) \otimes V(2) + V(6))$ is not a PV. Thus we have $m_1 = 1$ and $\mu_1 = \square$. By Lemma [6.4] we have $m_2 \leq 3$ and $k \leq m_2 + 1$. The assertion follows by comparing the dimensions of the representation of the Lie algebras. \hfill \Box

6.3. $g_n = \mathfrak{so}(n), n \geq 6$. Note that only for $n = 7, 9, 11$, $\mathfrak{so}(n) \oplus \mathfrak{gl}(1)$ has two irreducible PVs: the natural one and the spin representation; for $n = 8, 10, 12, 14$, $\mathfrak{so}(n)$ has three 8-dimensional irreducible PVs: the natural one and two half-spin representations. The two half-spins are not equivalent as representations, but equivalent as PVs, and the two half-spins of $\mathfrak{so}(8)$ are equivalent to the natural representation as PVs.

We first consider the case when $l = 1$ in the decomposition (7).

**Lemma 6.8.** The triplet $(\mathfrak{so}(n) \oplus \mathfrak{gl}(1)^k, \Lambda_1 \otimes \mu, V(n) \otimes V(m))$ $(n \geq 3, k \geq 1, m \geq 1)$ is a (faithful) PV if and only if $k = m = 1$. Such PVs are not étale.
The triplet intersects so (not étale for any $k$). By the result classification of irreducible generic isotropy subalgebra of $(\mathfrak{g}(1)^k,\mathfrak{sl}(n)\oplus \mathfrak{gl}(1)^k,\mathfrak{spin} \otimes \mu,V(2^{(\frac{m+1}{2})}) \otimes V(m))$ are not étale for any $k,m$.

**Lemma 6.9.** Let $n = 7, 9, 10, 11, 12, 14$. The triplets $(\mathfrak{so}(n) \oplus \mathfrak{gl}(1)^k, \mathfrak{spin} \otimes \mu, V(2^{(\frac{m+1}{2})}) \otimes V(m))$ are not étale for any $\mu, V(2^{(\frac{m+1}{2})}) \otimes V(m)$.

**Proof.** By the result classification of irreducible PVs of Sato and Kimura in [26], we have that, for $n = 9, 11, 12, 14, V(2^{(\frac{m+1}{2})}) \otimes V(2) = \mathfrak{PV}$ for $\mathfrak{so}(n)\otimes \mathfrak{gl}(2)$, thus it is not a PV for $\mathfrak{so}(n)\otimes \mathfrak{gl}(1)^k$. For $n = 7, 10, V(2^{(\frac{m+1}{2})}) \otimes V(3)$ are $\mathfrak{so}(n) \oplus \mathfrak{gl}(3)$-prehomogeneous, but the generic isotropy subalgebras intersects $\mathfrak{so}(n)$ nontrivially, which implies that $V(2^{(\frac{m+1}{2})}) \otimes V(3)$ is not $\mathfrak{so}(n) \oplus \mathfrak{gl}(1)^3$-étale.

**Lemma 6.10.** The triplet $(\mathfrak{so}(n) \oplus \mathfrak{gl}(1)^k, \Lambda_1 \otimes \mu_1 + \mathfrak{spin} \otimes \mu_2, V(n) \otimes V(m) \oplus V(m) \otimes V(m_2))$ is not étale for any $\mu_i (i = 1, 2)$.

**Proof.** By Lemma 6.9 we get $m_1 = 1$ and $\mu_1 = \square$. Now assume that $(\mathfrak{spin} \otimes \mathfrak{gl}(1)^k, \Lambda_1 \otimes \square + \mathfrak{spin} \otimes \mu_2, V(n) \otimes V(m_2))$ is a PV. Then we have $m_2 \leq 3$ for $n = 7, 10$ and $m_2 = 1$ for $n = 9, 11, 12, 14$. One can easily check they are not étale PV.

**Lemma 6.11.** Let $(\mathfrak{so}(8) \oplus \mathfrak{gl}(1)^k, \Lambda_1 \otimes \mu_1 + \mathfrak{spin} \otimes \mu_2 + \mathfrak{spin} \otimes \mu_3, V(8) \otimes V(m_1) \oplus V(8) \otimes V(m_2) + V(8) \otimes V(m_3))$ be a PV. Then we have $m_1, m_2, m_3 \leq 1$ and consequently the triplets cannot be étale.

**Proof.** Since $(\mathfrak{so}(8), \Lambda_1, V(8)) = (\mathfrak{so}(8), \mathfrak{spin}_z, V(8))$. By Lemma 6.10 we have $m_1, m_2, m_3 \leq 1$. And dim $\mathfrak{so}(8) = 28 > 24$, from which we deduce that the triplets cannot be étale.

6.4. $\mathfrak{g}_3 = \mathfrak{sl}(n)$. This is the most complicated case, since there are several irreducible PVs for $\mathfrak{gl}(n)$:

$\Lambda_1^{(s)}$, $\Lambda_2$, $2\Lambda_1$, $\Lambda_3^{(s)}$ ($n = 6, 7, 8$).

We will show step by step that only $\Lambda_3^{(s)}$ can occur in étale PVs.

Firstly, let us show that $\Lambda_3^{(s)}$ does not occur in étale PVs.

**Lemma 6.12.** The triplet $(\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^k, \Lambda_3 \otimes \mu_1 + \Lambda_1^{(s)} \otimes \mu_2, V(2^{(\frac{m+1}{2})}) \otimes V(m_1) + V(n) \otimes V(m_2))$ are not étale for $n = 6, 7, 8$.

**Proof.** If the triplet is étale, we can easily see that $m_1 = 1$ since $2 \dim \Lambda_3 > n^2 + 1$.

For $n = 6$, we must have $m_2 \geq 3$ and $V(20) + V(6) \otimes V(3)$ must be sl$(n) \oplus \mathfrak{gl}(1)^k$-prehomogeneous. Since the generic isotropy subalgebra of $V(20)$ is sl$(3) \oplus \mathfrak{sl}(3)$, we have $V(6) \otimes V(3)$ is sl$(3) \oplus \mathfrak{sl}(3) \oplus \mathfrak{gl}(1)^{k-1}$-prehomogeneous. Noticing that $V(6) = V_1 \oplus V_2 (V_1 \cong V_2 \cong V(3))$ as $\mathfrak{sl}(3) \oplus \mathfrak{sl}(3)$-representations, one can easily show that this representation is not prehomogeneous.

For $n = 7$, the generic isotropy subalgebra of $(\mathfrak{gl}(7), \Lambda_3, V(35))$ is $G_2$ and $G_2 \oplus \mathfrak{gl}(1)^{k-1}$ has no étale PVs.

For $n = 8$, since dim $\mathfrak{sl}(8) = 63 < \dim \Lambda_3 + \dim V(8) \otimes V(2)$, we have $m_2 = 1$ and $k = 1$. But the generic isotropy subalgebra of $(\mathfrak{gl}(7), \Lambda_3, V(35))$ is sl$(3)$, whose action on $V(8)$ is not étale. $\square$

Secondly, we show that $\Lambda_2^{(s)}$ and $2\Lambda_1^{(s)}$ do not occur in étale PVs.
Lemma 6.13. The triplet $(\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^k, 2\Lambda_1 \otimes \mu_1 + \Lambda_2^{(s)} \otimes \mu_2, V(\frac{(m+1)}{2}) \otimes V(m_1) \oplus V(\frac{(m-1)}{2}) \otimes V(m_2))$ is not étale for any $\mu_1, \mu_2$.

Proof. We just need to show that $(2\Lambda_1 + \Lambda_2)$ is not $\mathfrak{gl}(n) \oplus \mathfrak{gl}(1)$-prehomogeneous, which follows from that the generic isotropy subalgebra of $\mathfrak{gl}(n)$ action on $2\Lambda_1$ is $\mathfrak{so}(n)$ and $\Lambda_2^{(s)}$ is not $\mathfrak{so}(n) \oplus \mathfrak{gl}(1)$-prehomogeneous since the action of $\mathfrak{so}(n)$ on $\Lambda_2^{(s)}$ is just the adjoint action. □

Therefore, if $2\Lambda_1^{(s)}$ or $\Lambda_2^{(s)}$ occurs in an étale $PV$ for $\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^k$, then only $\Lambda_1$ and $\Lambda_1^{(s)}$ can occur at the same time. Since $2\Lambda_1$ is a regular $PV$ for $\mathfrak{gl}(n)$, it is easy to get the following

Lemma 6.14. Let $(\mathfrak{gl}(n) \oplus \mathfrak{gl}(1)^k, 2\Lambda_1 \otimes \mu_1 + \Lambda_1 \otimes \mu_2 + \Lambda_1^{(s)} \otimes \mu_3)$ be an étale $PV$. Then it is equivalent to $(\mathfrak{sl}(2) \oplus \mathfrak{gl}(1)^2, 2\Lambda_1 \otimes \mathfrak{sl} + \Lambda_1 \otimes \mathfrak{sl}, V(3) + V(2))$.

Proof. It is easy to see that $\mu_1$ is 1-dimensional. Since the generic isotropy subalgebra of $(\mathfrak{gl}(n), 2\Lambda_1)$ is $\mathfrak{so}(n)$, we must have $(\mathfrak{so}(n) \oplus \mathfrak{gl}(1)^{k-1}, 1 \otimes (\mu_2 + \mu_3))$ is étale (note that $\Lambda_1 \equiv \Lambda_1^{(s)}$ for $\mathfrak{so}(n)$), which happens if and only if $n = 2$ and $\mu_2 + \mu_3$ is 1-dimensional, thanks to Lemma 6.8 □

For $n = 2m$, $\Lambda_2$ is a regular $PV$ for $\mathfrak{gl}(2m)$ with generic isotropy subalgebra $\mathfrak{sp}(m)$.

Lemma 6.15. The triplet $(\mathfrak{sl}(2m) \oplus \mathfrak{gl}(1)^k, \Lambda_2 \otimes \mu_1 + \Lambda_1 \otimes \mu_2 + \Lambda_1^{(s)} \otimes \mu_3)$ $(m \geq 2)$ is not étale for any $\mu_1, \mu_2$ and $\mu_3$.

Proof. If $\dim \mu_1 = 1$, then the generic isotropy subalgebra of the action of $\mathfrak{sl}(2m) \oplus \mathfrak{gl}(1)^k$ on $\Lambda_2$ is $\mathfrak{sp}(m) \oplus \mathfrak{gl}(1)^{k-1}$, whose action on $\Lambda_1 \otimes \mu_2 + \Lambda_1^{(s)} \otimes \mu_3$ is not étale (see Corollary 6.5).

If $\dim \mu_1 > 1$, by [26, P. 94, Proposition 12], we see that the triplet $(\mathfrak{sl}(2m) \oplus \mathfrak{gl}(1)^2, \Lambda_2 \otimes \mu_1, V(m(2m-1)) \otimes V(2))$ is not a $PV$ for $m \geq 4$. For $m = 3$, the generic isotropy subalgebra of the triplet $(\mathfrak{sl}(6) \oplus \mathfrak{gl}(2), \Lambda_2 \otimes \Lambda_1, V(15) \otimes V(2))$ contained in $\mathfrak{sl}(6)$ (see Propositions 12 in Pages 92–94 [26]), which implies that $V(15) \otimes V(2)$ is not a $PV$ for $\mathfrak{sl}(6) \oplus \mathfrak{gl}(1)^k$ since the generic isotropy subalgebra remains the same which the dimension of the Lie algebra is smaller. For $m = 2$, since $(\mathfrak{sl}(4) \oplus \mathfrak{gl}(2), \Lambda_2 \otimes \Lambda_1, V(6) \otimes V(2)) \cong (\mathfrak{so}(6) \oplus \mathfrak{gl}(2), \Lambda_1 \otimes \Lambda_1, V(6) \otimes V(2))$. By Lemma 6.8 we see that the triplet $(\mathfrak{sl}(4) \oplus \mathfrak{gl}(1)^2, \Lambda_2 \otimes \mu_1, V(6) \otimes V(2))$ is not a $PV$. □

For $n = 2m + 1$, $\Lambda_2$ is not regular for $\mathfrak{gl}(2m+1)$, which makes our discussion more complicated.

Lemma 6.16. The triplet $(\mathfrak{sl}(2m+1) \oplus \mathfrak{gl}(1)^k, \Lambda_2 \otimes \mu_1 + \Lambda_1 \otimes \mu_2 + \Lambda_1^{(s)} \otimes \mu_3, V(m(2m+1)) \otimes V(d_1) + V(2m+1) \otimes V(d_2) + V(2m+1) \otimes V(d_3))$ cannot be an étale $PV$ for any $\mu_i$, $i = 1, 2, 3$.

Proof. If $d_1 \geq 3$, then, by passing to the quotient, we just need to consider the case when $d_1 = 3$. It is easy to see that $\Lambda_2 \otimes \mu_1$ is not a $PV$, since $\dim \mu_1(\mathfrak{gl}(1)^k) \leq 3$ and $\deg \Lambda_2 \otimes \mu_1 = 3m(2m+1) > \dim \mathfrak{sl}(2m+1) + 3$. Therefore $d_1 \leq 2$.

If $d_1 = 2$, then we have

$$\dim \mathfrak{sl}(2m+1) + k = 2m(2m+1) + (d_2 + d_3)(2m+1),$$

i.e., $2m + k = (d_2 + d_3)(2m+1)$. If $d_2 + d_3 > 1$, we may consider the cases when $d_2 = 2$ and $d_3 = 0$ or $d_2 = d_3 = 1$. In any case, we have $\dim \mu_2(\mathfrak{gl}(1)^k) + \dim \mu_3(\mathfrak{gl}(1)^k) \leq 2$ and can easily see that such representations are not $PV$s. Therefore, $d_2 + d_3 = 1$ and $k = 1$. Then following [26]
Proposition 13, P.94], we identify \( V(m(2m+1)) \otimes V(2) \) with \( (X_1, X_2) \in M(2m+1) \oplus M(2m+1)|X_1^T = -X_1, X_2^T = -X_2 \), which is a PV under the natural action of \( gl(2m+1) \), and for
\[
X_0 = \begin{pmatrix}
0 & I_m \\
-I_m & 0
\end{pmatrix},
\]
the generic isotropy subalgebra at \( X_0 \) is
\[
\mathfrak{g}_{X_0} = \begin{pmatrix}
a_0 I_{m+1} & 0 \\
B & -a_0 I_m
\end{pmatrix}.
\]
Then it is easy to see that \( (\mathfrak{g}_{X_0}, \Lambda_{\nu}^{(\nu)}, V(2m+1)) \) is not a PV.

Now we assume that \( d_1 = 1 \). By Corollary 4.19 we have \( d_2 \leq 1 \) or \( d_3 \leq 1 \).

(i) \( d_2 = 0 \). If \( sl(2m+1) \otimes gl(1)^k \), \( \Lambda_2 \otimes \mu_1 + \Lambda_1^* \otimes \mu_3, V(m(2m+1)) + V(2m+1) \otimes V(d_3) \) is an étale PV, then by [18], P. 446, Proposition 1.33], it is PV-equivalent to \( (sp(m) \otimes sl(2m+1) \otimes gl(1)^k, \Lambda_1 \otimes \Lambda_1 \otimes 1 \otimes \Lambda_1^* \otimes \mu_3, V(2m) \otimes V(2m+1) + V(2m+1) \otimes V(d_3)) \). Then we have
\[
m(2m+1) + (2m+1)^2 - 1 + k = 2m(2m+1) + (2m+1)d_3,
\]
from which we deduce that \( d_3 \geq m + 1 \). On the other hand, by Theorem 4.18 one has that \( (sp(m) \otimes gl(1)^k, \Lambda_1 \otimes \mu_3, V(2m) \otimes V(d_3)) \) is a PV, which implies that \( m(2m+1) + k \geq 2md_3 \). Therefore \( d_3 < m + \frac{1}{2} \). A contradiction.

(ii) \( d_3 = 0 \). If \( sl(2m+1) \otimes gl(1)^k \), \( \Lambda_2 \otimes \mu_1 + \Lambda_1 \otimes \mu_2, V(m(2m+1)) + V(2m+1) \otimes V(d_2) \) is an étale PV, then by [18], P. 446, Proposition 1.33], it is PV-equivalent to \( (sp(m) \otimes sl(2m+1) \otimes gl(1)^k, \Lambda_1 \otimes \Lambda_1 \otimes 1 \otimes \Lambda_1 \otimes \mu_2, V(2m) \otimes V(2m+1) + V(2m+1) \otimes V(d_2)) \). It follows that \( (sl(d_2-1) \otimes gl(1)^k, \Lambda_2 \otimes \mu_1 + \Lambda_1 \otimes \mu_2, V(2m+1) + V(2m+1) \otimes V(d_3)) \) is not an étale PV by Corollary 5.5.

(iv) \( d_3 = 1 \). If the triplet
\[
(sl(2m+1) \otimes gl(1)^k, \Lambda_2 \otimes \mu_1 + \Lambda_1 \otimes \mu_2 + \Lambda_1^* \otimes \mu_3, V(m(2m+1)) + V(2m+1) \otimes V(d_2) + V(2m+1))
\]
is an étale PV, then \( d_2 \geq m \). But we will show that the above triplet is not a PV even for \( d_2 = 2 \).

Note that the generic isotropy subalgebra of \( (gl(2m+1), \Lambda_2, V(m(2m+1))) \) is
\[
\mathfrak{h} = \left\{ \begin{pmatrix} A & B \\ 0 & c \end{pmatrix} \in gl(2m+1) \bigg| A \in sp(m) \right\}.
\]
Consider the triplet \( (gl(1) \otimes \mathfrak{h} \otimes gl(2), \square \otimes \Lambda_1^* \otimes 1 + 1 \otimes \Lambda_1 \otimes \Lambda_1) \), whose isotropy subalgebra of at
\[
X_1 = \left\{ (1, 0, \cdots, 0)^T, \begin{pmatrix} 1 & 0 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 0 & 1 \end{pmatrix}^T \right\}
\]
Lemma 6.18. Let $\Lambda_1 \otimes \mu_2 \otimes \Lambda_2 \otimes \mu + \Lambda_1 \otimes \mu + V(m(2m+1)) \otimes V(2) + V(2m+1))$ be not a PV. \hfill \Box

Now that only $\Lambda_1^{(*)}$ can occur in étale PVs for $\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^k$, we just need to consider the triplet

$$(8) \quad (\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^k, \Lambda_1 \otimes \mu_1 + \Lambda_1^{(*)} \otimes \mu_2, V(n) \otimes V(m_1) \otimes V(m) \otimes V(m_2)), \quad (n \geq 3).$$

Since $\Lambda_1$ and $\Lambda_1^*$ are equivalent PVs, we may assume that $m_1 \geq m_2$. In the following we investigate the case of $m_2 = 0$.

Lemma 6.17. Let the triplet $(\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^k, \Lambda_1 \otimes \mu_1 + \Lambda_1^* \otimes \mu_2, V(n) \otimes V(m_1) \otimes V(m_2))$, $(n \geq 3)$.

Proof. The first assertion is trivial. For the second one, since $\mathfrak{gl}(1)^k$ is abelian, $\mu(\mathfrak{gl}(1)^k)$ is a $k$-dimensional abelian subalgebra of $\mathfrak{gl}(m)$, which may be assumed to be lower triangular. Identify $V(n) \otimes V(m)$ with $M(n,m)$ and let $X_0 = (X_1, X_2) \in M(n,m)$ be a generic point, where $X_1 \in M(n,n)$. Since the orbit of $X_0$ is open and dense, we have $(X_1 + tI_n X_2)$ is also a generic point for sufficient small $t$. Choosing $t$ such that $|X_1 + tI_n| = 1$, we have $Y_0 = (I_n X_3)$ is generic for $X_3 = (X_1 + tI_n)^{-1} X_2$. Then there exists a lower triangular matrix $Q \in \mathrm{GL}(m)$ such that $Y_0 Q = (I_n 0)$. Then $(I_n 0)$ is a generic point for $\Lambda_1^{(*)} \otimes \mu_1$ and $\mu(Q)A = Q\mu(A)Q^{-1}$ is lower triangular for all $A \in \mathfrak{gl}(1)^k$.

Now for the étale PV in the previous Lemma, we may assume that $(I_n 0)$ is always a generic point and $\mu(\mathfrak{gl}(1)^k)$ is a $k$-dimensional abelian subalgebra of $\mathfrak{gl}(m)$ consisting of lower triangular matrices.

Lemma 6.18. $\mu(\mathfrak{gl}(1)^k) = \text{Span} \{I_m, C_{ij}\}$, where $C_{ij} = \begin{pmatrix} A_{ij} & 0 \\ E_{ij} & 0 \end{pmatrix}$ with $A_{ij}$ lower triangular and $\text{Tr}(A_{ij}) = 0$. Furthermore, if $m - n > 1$, then $A_{ij} = 0$.

Proof. Since $(I_n 0)$ is generic, there exists a unique element $(X, Y) \in \mathfrak{sl}(n) \oplus \mu(\mathfrak{gl}(1)^k)$ such that

$$(X, Y) \cdot (I_n 0) = X(I_n 0) + (I_n 0)Y^T = (I_n 0).$$

Set $Y = \begin{pmatrix} Y_1 & 0 \\ Y_2 & Y_3 \end{pmatrix}$. We have

$$X + Y_1^T = I_n, \quad Y_2 = 0.$$  

Let $V = \left\{ \begin{pmatrix} B & 0 \\ C & D \end{pmatrix} \in \mu(\mathfrak{gl}(1)^k) \bigg| B \in \mathfrak{sl}(n) \right\}$. Then

$$\mu(\mathfrak{gl}(1)^k) = \text{Span} \{Y\} + V,$$
since $\text{Tr}(Y_i) = n$. For any nonzero $A = \begin{pmatrix} B & 0 \\ C & D \end{pmatrix} \in V$, since $B \in \mathfrak{sl}(n)$, we have

$$(-B^T, A) \cdot (I_n, 0) = (0 \; C^T),$$

from which we deduce $C \neq 0$. Thus there exists a basis $C_{ij}$ of $V$ with the form

$$C_{ij} = \begin{pmatrix} A_{ij} & 0 \\ E_{ij} & D_{ij} \end{pmatrix},$$

where $E_{ij}$ is the $(m - n) \times n$ matrix with 1 in the $(i, j)$-position and zero elsewhere.

Since $[C_{ij}, Y] = 0$, we have $E_{ij} Y_1 = Y_3 E_{ij}, \forall i, j$, from which and (2) one can easily show that $Y = I_m$.

Since $[C_{ij}, C_{kl}] = 0$, we have

$$E_{ij} A_{kl} + D_{ij} E_{kl} = E_{kl} A_{ij} + D_{kl} E_{ij},$$

which implies $A_{ij} = A_{kl} = 0$ and $D_{ij} = D_{kl} = 0$ if $m - n > 1$. If $m - n = 1$, the assertion is trivial since one may replace $C_{ij}$ by $C_{ij} - D_{ij} Y$. \qed

Since there is always an element in $\mathfrak{gl}(1)^k$ acting as the identity, we may write $\mathfrak{g} = \mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^{m-n-1} \oplus \mathfrak{gl}(1)^{m-n}$, where $\mathfrak{gl}(1)^{m-n}$ is the commutative subalgebra of $\mathfrak{gl}(m)$ spanned by $C_{ij}$.

**Lemma 6.19.** Let $\mathfrak{g} = \mathfrak{gl}(n) \oplus \mathfrak{gl}(1)^{m-n}$ be a left-symmetric algebra corresponding to an étale prehomogeneous vector space $(\mathfrak{gl}(n) \oplus \mathfrak{gl}(1)^{m-n}) \otimes (\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^{m-n-1}, \pi_1 \otimes \mu_1, V(n) \otimes V(m))$ with $m - n > 1$. Then, as left-symmetric algebras, $\mathfrak{g} \cong \mathfrak{gl}(n) \oplus \mathfrak{gl}(1)^{m-n}$, where $\mathfrak{gl}(n)$ is a subalgebra with the usual matrix product and $\mathfrak{gl}(1)^{m-n}$ is a commutative ideal with trivial product.

**Proof.** Without loss of generality, we assume that $X_0 = (I_n, 0)$ is a generic point. Then for $A, B \in \mathfrak{gl}(n)$, we have

$$A \cdot (B \cdot X_0) = (AB) \cdot X_0;$$

$$A \cdot (C_{ij} \cdot X_0) = A(I_n, 0) \begin{pmatrix} 0 & E_{ji} \\ 0 & 0 \end{pmatrix} = (0, AE_{ji}) = \begin{pmatrix} 0 \\ E_{ij} A^T \end{pmatrix} \cdot X_0;$$

$$C_{ij} \cdot (C_{st} \cdot X_0) = (I_n, 0) \begin{pmatrix} 0 & E_{is} \\ 0 & 0 \end{pmatrix} \begin{pmatrix} 0 \\ E_{ji} \end{pmatrix} = 0.$$

Denote by $\ast$ the left-symmetric product on $\mathfrak{g}$. Then we have $A \ast B = AB, C_{ij} \ast C_{st} = 0$ and $A \ast C_{ij} \in \mathfrak{gl}(1)^{m-n}$, which implies that $\mathfrak{gl}(1)^{m-n}$ is an ideal of $\mathfrak{g}$ and $\mathfrak{gl}(n)$ is a subalgebra with the usual matrix product. \qed

**Remark 6.20.** This case may be illustrated as follows:

$$\mathfrak{gl}(n) \oplus \mathfrak{gl}(1)^{m-n} \cong \mathfrak{g} = \left\{ \begin{pmatrix} A & 0 \\ C & 0 \end{pmatrix} \mid A \in \mathfrak{gl}(n), C \in M(m-n, n) \right\}.$$

For any $x, y \in \mathfrak{g}$, we have $x \equiv \begin{pmatrix} A & 0 \\ C & 0 \end{pmatrix}, y \equiv \begin{pmatrix} B & 0 \\ D & 0 \end{pmatrix}$ and $x \ast y = \begin{pmatrix} AB \\ CB^T + DA^T \end{pmatrix}$. 

Now we study the case of $m_2 \geq 1$.

**Lemma 6.21.** Let the triplet

$$(\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^k, \Lambda_1 \otimes \mu_1 + \Lambda_1^* \otimes \mu_2, V(n) \otimes V(m_1) \oplus V(n) \otimes V(m_2)), \quad (n \geq 3)$$

be an étale PV with $m_1 \geq m_2 \geq 1$. Then we have

1. $m_2 = 1$;
2. $m_1 = n$ and $k = n + 1$;
3. we may write $\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^{n+1}$ as $\mathfrak{gl}(n) \oplus \mathfrak{gl}(1)^n$, where

$$\mu_1(\mathfrak{gl}(1)^n) = \text{Span} \left\{ I_n, \begin{pmatrix} 0 & 0 \\ E_{il} & C_i \end{pmatrix}, i = 2, \ldots, n \right\},$$

where $C_2, \ldots, C_n \in \mathfrak{gl}(n-1)$ are lower triangular matrices.

**Proof.** (1) follows from Corollary [4.19]

(2) Since $k \geq 2$, it is easy to see that $m_1 \geq n$ and $V(n) \otimes V(m_1)$ is $\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^k$-prehomogeneous. It is easy to see that any generic isotropy subalgebra for $V(n) \otimes V(m_1)$ intersects $\mathfrak{sl}(n)$ trivially. We may choose subalgebra $\mathfrak{gl}(1)^r$ of $\mathfrak{gl}(1)^k$ such that $V(n) \otimes V(m_1)$ is étale for $\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^r$. If $r > 1$, then, by Lemma [6.18] it is easy to check that $\mu_1(\mathfrak{gl}(1)^r)$ is a maximal abelian subalgebra which does not contain in any other abelian subalgebra and $r = (m_1 - n)n + 1$. Noticing that $k = (m_1 + 1 - n)n + 1$ and $\dim \mu_2(\mathfrak{gl}(1)^k) \leq 1$, we have $\dim \mu_1(\mathfrak{gl}(1)^k) \geq k - 1 = (m_1 + 1 - n)n$. Since $\mu_1(\mathfrak{gl}(1)^k) \subseteq \mu_1(\mathfrak{gl}(1)^r)$, it is a contradiction.

(3) Similar to the proof of Lemma [6.18] \hfill \Box

Combining all the results we obtained above, we have

**Theorem 6.22.** Let $(\mathfrak{g}_s \oplus \mathfrak{gl}(1)^k, \sum_i \sigma_i \otimes \mu_i, \sum_i V_i \otimes V'_i)$ be an étale PV, where $\mathfrak{g}_s$ is simple. Then it is equivalent to one of the following triplets:

1. $(\mathfrak{sl}(n) \oplus \mathfrak{gl}(1), \Lambda_1 \otimes \mu_1, V(n) \otimes V(n)) \ (\text{for } \mu_1(\mathfrak{gl}(1)) \neq 0)$;
2. $(\mathfrak{sl}(2) \oplus \mathfrak{gl}(1), 3\Lambda_1 \otimes \Box, V(4))$;
3. $(\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^{n+1}, \Lambda_1^* \otimes \mu_1, V(n) \otimes V(n + 1)), \ (\text{for } \mu_1, \text{see Lemma } 6.18)$;
4. $(\mathfrak{gl}(n) \oplus \mathfrak{gl}(1)^{m-n} \Lambda_1 \otimes \mu_1, V(n) \otimes V(m)), \ (m - n > 3) \ (\text{for } \mu_1, \text{see Lemma } 6.19)$;
5. $(\mathfrak{sl}(n) \oplus \mathfrak{gl}(1)^{n+1}, \Lambda_1 \otimes \mu_1 + \Lambda_1^* \otimes \Box, V(n) \oplus V(n) \otimes V(n)), \ (\text{for } \mu_1, \text{see Lemma } 6.20)$;
6. $(\mathfrak{sl}(2) \oplus \mathfrak{gl}(1)^2, 2\Lambda_1 \otimes \Box + \Lambda_1 \otimes \Box, V(3) + V(2))$.
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