Research on target tracking algorithm based on information entropy feature selection and example weighting
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Abstract. An improved algorithm based on information entropy feature selection and sample weighting is proposed to solve the drift problem when the multi-instance learning (MIL) target tracking algorithm is updating classifier. Algorithm based on Boosting framework, adopt the method of MIL as sample selection, the positive and negative samples collected around the target area, to extract the image feature is compressed and weak classifier. Based on maximum entropy principle from a number of weak classifier to select several optimal classifier, the resulting strong classifier can be used to track the location of the next frame target. The results show that the algorithm is robust to target occlusion and fast motion.

1. Introduction
Target tracking is a popular research field of computer vision today, and it has a wide range of applications: such as video surveillance, human-computer interaction, drone surveys, autonomous driving[1]. Although target tracking has been successfully applied in some systems, there are still many challenges: such as tracking target occlusion, motion blur, scale transformation, and background similar interference.

The concept of strong and weak learning originated from the PAC learning model proposed by Valiant and Kearns in 1984 [2]. In 1990, Schapire proposed Boosting. The main idea is to linearly combine weak classifiers into strong classifiers. In 1995, Freund and Schapire made a difference. The algorithm's classifier was improved, and an adaptive algorithm AdaBoost [3] was proposed. In 2001, Viola et al. applied AdaBoost to face detection [4], and in 2000, NCOza proposed online AdaBoost [5], adding a feature selector. MIL is a concept proposed in the mid to late 1990s when studying the problem of drug activity prediction. In 2005, Viola et al. proposed target detection based on MILBoost [6], and in 2008, Grabner et al. proposed a tracking algorithm based on semi-supervised online Boosting [7]. The MIL target tracking algorithm uses multiple examples to represent the collected target samples, and puts several examples in different "packages", which is different from using an image example as a training sample in the past, but in the form of a "package". The training sample is more robust, but it will produce information redundancy, resulting in a large amount of calculation, and during the update process, positive examples with less information content and weak classifiers with poor performance may be selected. As a result, the model does not better adapt to the changes in the appearance of the tracking target and causes drift problems.

In response to the above problems, this article proposes the following improved methods: 1. Compress and reduce the dimension of haar-like feature vectors, reduce the amount of calculation, and reduce the calculation time; 2. Apply different weights to positive and negative examples to select...
information content for the classifier. More positive examples; 3. Select the optimal weak classifier based on the maximum entropy as the objective function.

2. Algorithm description

2.1. Motion model

The first frame of the video used as the training sample is marked, and the subsequent frames are not marked, and the target position of the next frame is obtained by training with the sample of the first frame, and so on. $x$ is an example of any image block obtained around the target area, $y$ represents the classification result, $y=0$ is a negative example, $y=1$ is a positive example, a positive example includes the image block of the area where the target is located, the following is the MIL target tracking algorithm the basic steps:

1. At any time $t$, the location of the target is recorded as $l^*_t$, the function $l(x)$ represents the location of the image block $x$, with $l^*_t$ as the center, at the current target location, $s$ is the search radius to obtain a set of image blocks and calculate image characteristics:

$$X^s = \{x : \|l(x) - l^*_{t-1}\| < s\}$$ (1)

$l^*_{t-1}$ is the location of the target at time $t-1$ in the previous frame, that is, the image block around the target area of the previous frame is used as the training sample, and the location of the target at time $t$ is likely to be searched at time $t-1$ appears in the radius:

$$p(l^*_t|l^*_{t-1}) \propto \begin{cases} 1 & \text{if} \|l^*_t - l^*_{t-1}\| < s \\ 0 & \text{otherwise} \end{cases}$$ (2)

2. Calculate $p(y=1|x)$ for all collected image examples $x \in X^s$, that is, calculate the probability that any image example $x$ collected around the target area is a positive sample, using the classifier of the appearance model to calculate, and then use the greedy strategy to update the target position of the current frame:

$$l^*_t = l_t \left( \arg \max_{x \in X^s} p(y|x) \right)$$ (3)

3. After obtaining the target position of the current frame, collect positive and negative example samples around the target area of the current frame, put all the positive examples in the positive package, and the negative examples in the negative package, use these samples to update the classifier, and the positive and negative the sample collection range is as follows:

$$X^+ = \{x : \|l_t(x) - l^*_t\| < \alpha\}$$
$$X^- = \{x : \alpha < \|l_t(x) - l^*_t\| < \beta\}$$ (4) (5)

$X^+$ is the search range of positive examples, $X^-$ is the search range of negative examples. $\alpha$ and $\beta$ correspond to the search radius of positive and negative examples respectively. Use the collected positive and negative packages to update the classifier of the MIL appearance model, and loop until the end of the video.

2.2. Appearance model

The MIL algorithm collects multiple image block examples around the target in any frame, and puts them into different "packages". The collection of packages is used as the training set. Now suppose there are $n$ packages, each package has a label, but the example in the package has no label, then $\{(X_1, y_1), ..., (X_n, y_n)\}$, $y_i \in (0,1)$, $y_i = 0$ means the package is a negative package, and $y_i = 1$ is a positive package; there are $m$ examples in each package, then $X_i = \{x_{i1}, x_{i2}, ..., x_{im}\}$, $i = 1, 2, ..., n$, through training set training classifier.

As can be seen from 2. in section 2.1, the focus of the appearance model lies in the classifier, which is to identify the background and the target through the classifier. The output of the model algorithm is a strong classifier, which is composed of weak classifiers, $H(x) = \sum_k h_k(x)$, and these weak classifiers are the optimal weak classifiers selected from the weak classification pool by maximizing the likelihood function, that is, $k$ optimal weak classifiers are selected from $M$ weak classifiers calculator: $h_k = \arg \max_{h \in \{h_1, ..., h_m\}} L(H_{k-1} + h)$, where $L(\cdot)$ represents the likelihood function:
\[ L = \sum_{i \in (0,1)} \left( y_i \log p(y_i = 1|X_i) + (1 - y_i) \log (1 - p(y_i = 1|X_i)) \right) \]  

(6)

Where \( H_{k-1} \) represents the strong classifier composed of the first \( k - 1 \) weak classifiers, and \( p(y_i = 1|X_i) \) represents the probability that the training sample package is a positive package:

\[ p(y_i = 1|X_i) = 1 - \prod \left(1 - p(y_{ij} = 1|x_{ij})\right) \]  

(7)

\( p(y_{ij} = 1|x_{ij}) \) is the probability of a positive example, \( p(y_{ij} = 1|x_{ij}) = \sigma(H(x)).\sigma(x) = \frac{1}{1+e^{-x}}. \)

2.3. Algorithm improvement

2.3.1. Haar-like feature compression

It can be seen from Section 2.1 that the collected image samples need to calculate their feature values, and use Haar-like for feature extraction. Haar-like was originally proposed by Papageorigiou [8] and other scholars, and subsequently used for face detection, and found that AdaBoost combination has a very good effect, so the weak classifier mentioned above is actually composed of Haar-like features, common feature styles are as follows:

Figure 1. Haar-like feature basic style

They can be used as sliding windows to traverse the entire picture sample to obtain image features. The feature value is to subtract the black part from the white part. The integral graph is usually used to quickly calculate the feature value.

Suppose the original image signal is \( N \)-dimensional \( S \), the observation matrix is \( M \times N \)'s \( O \), and \( M \) is much smaller than \( N \), and the compressed feature vector is \( M \)-dimensional \( C = O \times S \). First, the image signal is originally sparse, which satisfies compression for signal requirements, the observation matrix \( O \) satisfies the RIP (finite equidistant property) criterion, and the random matrix that satisfies the JL[9] theorem can satisfy the RIP criterion. The definition of sparse matrix elements constructed by image samples is as follows:

\[ r_{ij} = \sqrt{b} \times \begin{cases} 
1 & p = \frac{1}{2b} \\
0 & p = 1 - \frac{1}{b} \\
-1 & p = \frac{1}{2b} 
\end{cases} \]  

(8)

\( p \) is the probability, \( b \in [2,4] \) is a randomly generated integer. When \( b = 3 \), most of the elements in the matrix are 0, and the amount of calculation is reduced.

2.3.2. Example weighting

It can be seen from Section 2.1 that the original calculation of the probability of the correct packet is:

\[ p (y_i = 1|X_i) = 1 - \prod \left(1 - p(y_{ij} = 1|x_{ij})\right), \]  

in order to strengthen the correct packet and The importance of positive examples, weighting the examples, now change the calculation of the positive packet probability to:

\[ p (y_i = 1|X_i) = \sum_{j=1}^{N} w_j p (y_{ij} = 1|x_{ij}), w_j = \frac{1}{c} e^{-||l(x_i) - l_i^*||} \]  

(9)

c is the normalization constant, \( l(x_i) \) is the position of a certain example \( x_i \), and \( l_i^* \) is the target position.
2.3.3. Information entropy

It can be seen from Section 2.2 that the MIL target tracking algorithm uses the maximum likelihood function to obtain the optimal weak classifier. In order to obtain better performance, the principle of maximum entropy is used to obtain the optimal weak classifier. Information entropy is related to thermodynamics. It was proposed by Shannon [10] in 1948. The emergence of information entropy is to solve the problem of quantifying information. The information entropy of discrete random variable \( X \) is:

\[
H(X) = -\sum_{x \in X} p(x) \log p(x)
\]

According to the principle of maximum entropy:

\[
L = -\sum_{i=1}^{M} \left( p_i y_i \log(p_i) + (1 - p_i)(1 - y_i) \log(1 - p_i) \right) \tag{10}
\]

\( p_i \) represents the probability of the sample packet.

The comprehensive improvement part proposes the following target tracking algorithm framework:

(1) Update of appearance model classifier

\[
\begin{align*}
\text{Input:} & \quad \text{image training set} \{(X_1, y_1), \ldots, (X_n, y_n)\}, \quad y_i \in \{0, 1\}, \quad X_i = \{x_{i1}, x_{i2}, \ldots\} \\
1. & \quad \text{Update} M \text{ weak classifiers in the initial image sample set, and initialize the strong classifier } H_{ij} = 0 \\
2. & \quad \text{for} \quad k = 1, \ldots, K \\
3. & \quad \text{for} \quad m = 1, \ldots, M \\
4. & \quad p^m = \sigma \left( H_{ij} + h_m(x_{ij}) \right) \ast w_{ij} \text{ weight the examples according to section 2.2.2} \\
5. & \quad p^m = 1 - \prod_{j}(1 - p^m_j) \text{ use the Noisy-OR [11] model to calculate the probability of the sample package} \\
6. & \quad L = -\sum_{i=1}^{M} \left( p_i y_i \log(p_i) + (1 - p_i)(1 - y_i) \log(1 - p_i) \right) \\
7. & \quad \text{end} \\
8. & \quad m^* = \arg\max_{m} L^m \text{ get the best weak classifier} \\
9. & \quad h_k(x) \leftarrow h_m^* \cdot (x) \\
10. & \quad H_k = h_{k-1} + h_k \\
11. & \quad \text{end}
\end{align*}
\]

Output: \( H(x) = \sum_{k} h_k(x) \) strong classifier

(2) Motion model of target tracking

\[
\begin{align*}
\text{Input:} & \quad \text{the target position } l_{t-1}^* \text{ at time } t - 1 \text{ in the previous frame, and the image at time } t \text{ in the current frame} \\
1. & \quad \text{According to } X^s = \{x: \|l(x) - l_{t-1}^*\| < s\}, \text{ collect a set of image samples around the target position at time } t - 1, \text{ calculate its feature vector, and according to 2.2.1 Section compresses the vector} \\
2. & \quad \text{Use (1) to calculate } p(y = 1|x), \quad x \in X^s \\
3. & \quad \text{According to } l_t^* = \arg\max_{x \in X^s} p(y|x) \text{ to obtain the target position at time } t \text{ of the current frame} \\
4. & \quad \text{Get the positive and negative sample package near the current target location } l_t^*: X^+ = \{x: \|l_t(x) - l_t^*\| < \alpha\}, X^- = \{x: \alpha < \|l_t(x) - l_t^*\| < \beta\} \\
5. & \quad \text{Update the classifier in (1) and keep looping until the end of the video}
\end{align*}
\]

3. Experiment and analysis

Experimental environment: windows10 operating system, Intel(R) Core(TM) i3-6100 processor, 3.7GHz, running memory 8G, python3.6 programming platform.
Experimental parameter settings: search radius $s = 25$, positive packet sample generation range $\alpha \in (0,4)$, negative packet sample generation range $\beta \in (6,50)$, weak classification pool $M = 250$, select $k = 53$ optimal Weak classifier, the learning rate $\eta = 0.87$.

Experimental evaluation index: center position error $CLE = \sqrt{(x_i - x)^2 + (y_i - y)^2}$, $x_i$ and $y_i$ represent the predicted target center coordinate value, $x$ and $y$ represent the actual coordinate value, the more the value is The smaller the better; the overlap ratio score $\frac{\text{area}(ROI_t \cap ROI_g)}{\text{area}(ROI_t \cup ROI_g)}$, $ROI_t$ represents the predicted target area, $ROI_g$ is the actual area, score $> 0.5$ indicates successful tracking, the larger the value, the better.

The experimental data set is OTB100, five video sequences are selected for experimental comparison, and the comparison algorithm is CT[12], MIL[13], OAB[14].

![Figure 2. 5 kinds of video sequence tracking center position error waveforms](image_url)

First row: Trellis, Tiger2; Second row: Tiger1, Faceoc1; Third row: David2

- **Ours**
- **CT**
- **MIL**
- **OAB**
Table 1. Features of five video sequences

| Video sequence | Features                                      |
|---------------|-----------------------------------------------|
| Trellis       | Light changes, blur, background changes, human faces |
| Tiger2        | Fast movement, motion blur, occlusion         |
| Tiger1        | Fast movement, motion blur, occlusion         |
| Faceooc1      | Block up and down, block left and right, face  |
| David2        | Blurred, similar faces, background targets    |

Experimental results: Ours represents the algorithm of this article. Make the following analysis based on the error waveform and video characteristics:

Trellis: Ours is relatively stable in the first 200 frames, while OAB has completely deviated from the target position at about 111 frames. Basically, the performance of the entire video is not good. The target slowly turns brighter from gray and dim light at 213 frames, and MIL starts to deviate from the target, 241 frames It has completely deviated. At this time, the Ours tracking frame is still in the target range. At 341 frames, the target almost shifts from the dark to the bright. The 4 algorithm tracking frames almost completely deviate until the end of the video.

Tiger2: Ours is stable overall. The OAB completely deviates from the target position at about 112 frames until the end of the video. The target at frame 273 is blocked and moving quickly. The MIL and CT tracking frames start to deviate slightly from the target, and the error of Ours decreases.

Tiger1: Combining the previous Tiger2 and Tiger1, Ours has good performance in fast motion, motion blur and partial occlusion, overall stability, while the other three algorithms have large overall fluctuations. As can be seen from the waveform diagram, CT performs relatively well, followed by OAB, and MIL performed poorly in this video sequence.

Faceooc1: When the face target is half-occluded at 190 frames, the performance of the four algorithms is not bad. At 250 frames, the book is slowly removed. Both MIL and Ours have mistakenly used the book as the target. The tracking frame moves down, CT Compared with OAB, the performance is good, 800 frames are occluded, Ours improves the tracking ability, and the errors of the other three algorithms increase slightly.

David2: From the waveform diagram, we can see that Ours has a stable overall performance. CT deviated from the target from the very beginning. MIL and OAB started to deviate slightly from the target at around 169 frames. The head of the target moved up and down quickly at frame 367. The OAB completely deviated from the target and returned to the target at about frame 417. The overall performance of MIL and Ours was similar.

Table 2. Average overlap rate of five video sequences

| Video sequence | CT  | MIL | OAB | Ours |
|---------------|-----|-----|-----|------|
| Trellis       | 0.37| 0.28| 0.15| 0.42 |
| Tiger2        | 0.6 | 0.61| 0.07| 0.79 |
| Tiger1        | 0.31| 0.07| 0.08| 0.73 |
| Faceooc1      | 0.75| 0.72| 0.77| 0.81 |
| David2        | 0.0 | 0.6 | 0.4 | 0.75 |

Table 3. Average center position error of five video sequences

| Video sequence | CT  | MIL | OAB | Ours |
|---------------|-----|-----|-----|------|
| Trellis       | 41.69| 71.47| 98.33| 41.63|
| Tiger2        | 28.19| 27.17| 252.66| 17.26|
| Tiger1        | 53.7 | 115.61| 98.39| 13.83|
| Faceooc1      | 25.82| 29.86| 24.66| 20.33|
| David2        | 76.7 | 10.93| 33.91| 6.41 |
The previous experimental evaluation indicators have explained that the tracking is successful if score $\geq 0.5$, but Table 2 shows that the average overlap rate of the four algorithms does not exceed 0.5 in the Trellis video sequence, so it is classified as a tracking failure. The highest overlap rate is Ours. It can be seen from Table 3 that the performance of MIL in Trellis and Tiger1 is poor. Combined with Table 1, it can be seen that MIL has poor robustness under conditions of fast movement, occlusion, and light changes. The CT algorithm performs the most stable, while Ours It shows better robustness in fast moving and occluded situations, and the performance in Faceooc1 and David2 is very similar to MIL, that is, the performance of the two is similar in face detection.

4. Conclusions
This article mainly aims to improve the classifier update of the MIL appearance model. The tracker mainly obtains the tracking results based on the classification of the target and the background. Therefore, it is particularly important to select a good classifier. This article chooses to weight the examples, then uses the principle of maximum entropy to select the optimal weak classifier, and finally aggregates into a strong classifier. The experimental results show that the algorithm in this paper has good robustness in motion blur, occlusion, and background interference, but it does not perform well under lighting changes, and the video sequence needs more diversity to verify the robustness of the algorithm. It is the focus of follow-up research.
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