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Abstract

Transfer learning has been used in opinion analysis to make use of available language resources for other resource scarce languages. However, the cumulative class noise in transfer learning adversely affects performance when more training data is used. In this paper, we propose a novel method in transductive transfer learning to identify noises through the detection of negative transfers. Evaluation on NLP&CC 2013 cross-lingual opinion analysis dataset shows that our approach outperforms the state-of-the-art systems. More significantly, our system shows a monotonic increase trend in performance improvement when more training data are used.

1 Introduction

Mining opinions from text by identifying their positive and negative polarities is an important task and supervised learning methods have been quite successful. However, supervised methods require labeled samples for modeling and the lack of sufficient training data is the performance bottle-neck in opinion analysis especially for resource scarce languages. To solve this problem, the transfer leaning method (Arnold et al., 2007) have been used to make use of samples from a resource rich source language to a resource scarce target language, also known as cross language opinion analysis (CLOA).

In transductive transfer learning (TTL) where the source language has labeled data and the target language has only unlabeled data, an algorithm needs to select samples from the unlabeled target language as the training data and assign them with class labels using some estimated confidence. These labeled samples in the target language, referred to as the transferred samples, also have a probability of being misclassified. During training iterations, the misclassification introduces class noise which accumulates, resulting in a so-called negative transfer that affects the classification performance.

In this paper, we propose a novel method aimed at reducing class noise for TTL in CLOA. The basic idea is to utilize transferred samples with high quality to identify those negative transfers and remove them as class noise to reduce noise accumulation in future training iterations. Evaluations on NLP&CC 2013 CLOA evaluation data set show that our algorithm achieves the best result, outperforming the current state-of-the-art systems. More significantly, our system shows a monotonic increasing trend in performance when more training data are used beating the performance degradation curse of most transfer learning methods when training data reaches certain size.

The rest of the paper is organized as follows. Section 2 introduces related works in transfer learning, cross lingual opinion analysis, and class noise detection technology. Section 3 presents our algorithm. Section 4 gives performance evaluation. Section 5 concludes this paper.

2 Related works

TTL has been widely used before the formal concept and definition of TTL was given in (Arnold, 2007). Wan introduced the co-training method into cross-lingual opinion analysis (Wan, 2009; Zhou et al., 2011), and Aue et al. introduced transfer learning into cross domain analysis (Aue, 2005) which solves similar problems. In this paper, we will use the terms source language and target language to refer to all cross lingual/domain analysis.

Traditionally, transfer learning methods focus on how to estimate the confidence score of transferred samples in the target language or domain (Blitzer et al, 2006, Huang et al., 2007; Sugiyama et al., 2008, Chen et al, 2011; Lu et al., 2011). In some tasks, researchers utilize NLP tools such as alignment to reduce the bias towards that of
the source language in transfer learning (Meng et al., 2012). However, detecting misclassification in transferred samples (referred to as class noise) and reducing negative transfers are still an unresolved problem.

There are two basic methods for class noise detection in machine learning. The first is the classification based method (Broder and Friedl, 1999; Zhu et al., 2003; Zhu 2004; Sluban et al., 2010) and the second is the graph based method (Zighed et al., 2002; Muhlenbach et al., 2004; Jiang and Zhou, 2004). Class noise detection can also be applied to semi-supervised learning because noise can accumulate in iterations too. Li employed Zighed’s cut edge weight statistic method in self-training (Li and Zhou, 2005) and co-training (Li and Zhou, 2011). Chao used Li’s method in tri-training (Chao et al, 2008). (Fukumoto et al, 2013) used the support vectors to detect class noise in semi-supervised learning.

In TTL, however, training and testing samples cannot be assumed to have the same distributions. Thus, noise detection methods used in semi-supervised learning are not directly suited in TTL. Y. Cheng has tried to use semi-supervised method (Jiang and Zhou, 2004) in transfer learning (Cheng and Li, 2009). His experiment showed that their approach would work when the source domain and the target domain share similar distributions. How to reduce negative transfers is still a problem in transfer learning.

3 Our Approach

In order to reduce negative transfers, we propose to incorporate class noise detection into TTL. The basic idea is to first select high quality labeled samples after certain iterations as indicator to detect class noise in transferred samples. We then remove noisy samples that cause negative transfers from the current accumulated training set to retain an improved set of training data for the remainder of the training phase. This negative sample reduction process can be repeated several times during transfer learning. Two questions must be answered in this approach: (1) how to measure the quality of transferred samples, and (2) how to utilize high quality labeled samples to detect class noise in training data.

3.1 Estimating Testing Error

To determine the quality of the transferred samples that are added iteratively in the learning process, we cannot use training error to estimate true error because the training data and the testing data have different distributions. In this work, we employ the Probably Approximately Correct (PAC) learning theory to estimate the error boundary. According to the PAC learning theory, the least error boundary $\varepsilon$ is determined by the size of the training set $m$ and the class noise rate $\eta$, bound by the following relation:

$$\varepsilon \propto \sqrt{\frac{1}{m(1-\eta)^2}}$$

(1)

In TTL, $m$ increases linearly, yet $\eta$ is multiplied in each iteration. This means the significance of $m$ to performance is higher at the beginning of transfer learning and gradually slows down in later iterations. On the contrary, the influence of class noise increases. That is why performance improves initially and gradually falls to negative transfer when noise accumulation outperforms the learned information as shown in Fig.1. In TTL, transferred samples in both the training data and test data have the same distribution. This implies that we can apply the PAC theory to analyze the error boundary of the machine learning model using transferred data.

![Figure 1 Negative transfer in the learning process](image)

According to PAC theorem with an assumed fixed probability $\delta$ (Angluin and Laird, 1988), the least error boundary $\varepsilon$ is given by:

$$\varepsilon = \sqrt{2\ln(2N/\delta) / (m(1-\eta)^2)}$$

(2)

where $N$ is a constant decided by the hypothesis space. In any iteration during TTL, the hypothesis space is the same and the probability $\delta$ is fixed. Thus the least error boundary is determined by the size of the transferred sample $m$ and the class noise of transferred samples $\eta$. According to (2), we apply a manifold assumption based method to estimate $\eta$. Let $T$ be the number of iterations to serve as one period. We then estimate the least error boundary before and after each $T$ to measure the quality of transferred samples during each $T$. If the least error boundary is reduced, it means that transferred samples used in this period are of high quality and can improve the performance. Otherwise, the transfer learning algorithm should stop.
3.2 Estimating Class Noise

For formula (2) to work, we need to know the class noise rate \( \eta \) to calculate the error boundary. Obviously, we cannot use conditional probabilities from the training data in the source language to estimate the noise rate \( \eta \) of the transferred samples because the distribution of source language is different from that of target language.

Consider a KNN graph on the transferred samples using any similarity metric, for example, cosine similarity, for any two connected vertex \((x_i, y_i) and (x_j, y_j)\) in the graph from samples to classes, the edge weight is given by:

\[
w_{ij} = \text{sim}(x_i, x_j)
\]

Furthermore, a sign function for the two vertices \((x_i, y_i) and (x_j, y_j)\), is defined as:

\[
l_{ij} = \begin{cases} 0, & \text{if } y_i = y_j \\ 1, & \text{if } y_i \neq y_j \end{cases}
\]

According to the manifold assumption, the conditional probability \(P(y_i|x_i)\) can be approximated by the frequency of \(P(y_i = y_j)\) which is equal to \(P(l_{ij} = 0)\). In opinion annotations, the agreement of two annotators is often no larger than 0.8. This means that for the best cases \(P(l_{ij} = 1) = 0.2\). Hence \(l_{ij}\) follows a Bernoulli distribution with \(p = 0.2\) for the best cases in manual annotations.

Let \(C_{ij} = \{(x_j, y_j)\}\) be the vertices that are connected to the \(i^{th}\) vertex, the statistical magnitude of the \(i^{th}\) vertex can be defined as:

\[
I_i = \sum_j w_{ij} \cdot l_{ij}
\]

where \(j\) refers to the \(j^{th}\) vertex that is connected to the \(i^{th}\) vertex.

From the theory of cut edge statics, we know that the expectation of \(I_i\) is:

\[
\mu_i = P(l_{ij} = 1) \ast \sum_j w_{ij}
\]

And the variance of \(I_i\):

\[
\sigma_i^2 = P(l_{ij} = 1) \ast (1 - P(l_{ij} = 1)) \ast \sum_j w_{ij}^2
\]

By the Center Limit Theorem (CLT), \(I_i\) follows the normal distribution:

\[
\frac{I_i - \mu_i}{\sigma_i} \sim N(0,1)
\]

To detect the noise rate of a sample \((x_i, y_i)\), we can use (8) as the null hypothesis to test the significant level. Let \(p_i\) denotes probability of the correct classification for a transferred sample. \(p_i\) should follow a normal distribution,

\[
p_i = \frac{1}{\sqrt{2\pi\sigma_i}} \int_{-\infty}^{+\infty} e^{-\frac{(t-\mu_i)^2}{2\sigma_i^2}} dt
\]

Note that experiments (Li and Zhou, 2011; Cheng and Li, 2009; Brodley and Friedl, 1999) have shown that \(p_i\) is related to the error rate of the example \((x_i, y_i)\), but it does not reflect the ground-truth probability in statistics. Hence we assume the class noise rate of example \((x_i, y_i)\) is:

\[
\eta_i = 1 - p_i
\]

We take the general significant level of 0.05 to reject the null hypothesis. It means that if \(\eta_i\) of \((x_i, y_i)\) is larger than 0.95, the sample will be considered as a class noisy sample. Furthermore, \(\eta_i\) can be used to estimate the average class noise rate of a transferred samples in (2).

In our proposed approach, we establish the quality estimate period \(T\) to conduct class noise detection to estimate the class noise rate of transferred samples. Based on the average class noise we can get the least error boundary so as to tell if an added sample is of high quality. If the newly added samples are of high quality, they can be used to detect class noise in transferred data. Otherwise, transfer learning should stop. The flow chart for negative transfer is in Fig.2.

![Flow chart for negative transfer detection](image)

In the above flow chart, SLS and TLS refer to the source and target language samples, respectively. TS refers to the transferred samples. Let \(T\) denote quality estimate period \((T)\) in terms of iteration numbers. The transfer process select \(k\) samples in each iteration. When one period of transfer process finishes, the negative transfer detection will estimate the quality by comparing and either select the new transferred samples or remove class noise accumulated up to this iteration.

4 Experiment

4.1 Experiment Setting

The proposed approach is evaluated on the NLP&CC 2013 cross-lingual opinion analysis (in
short, NLP&CC) dataset. In the training set, there are 12,000 labeled English Amazon.com products reviews, denoted by Train_ENG, and 120 labeled Chinese product reviews, denoted as Train_CHN, from three categories, DVD, BOOK, MUSIC. 94,651 unlabeled Chinese products reviews from corresponding categories are used as the development set, denoted as Dev_CHN. In the testing set, there are 12,000 Chinese product reviews (shown in Table 1). This dataset is designed to evaluate the CLOA algorithm which uses Train_CHN, Train_ENG and Dev_CHN to train a classifier for Test_CHN. The performance is evaluated by the correct classification accuracy for each category in Test_CHN:

\[
\text{Accuracy}_c = \frac{\text{correctly classified samples in } c}{4000}
\]

where \( c \) is either DVD, BOOK or MUSIC.

| Team   | DVD  | Book | Music | Accuracy |
|--------|------|------|-------|----------|
| Train_CHN | 40   | 40   | 40    | 0.522    |
| Train_ENG | 4000 | 4000 | 4000  | 0.728    |
| Dev_CHN   | 17814| 47071| 29677 | 0.734    |
| Test_CHN  | 4000 | 4000 | 4000  | 0.734    |

Table 1: The NLP&CC 2013 CLOA dataset

In the experiment, the basic transfer learning algorithm is co-training. The Chinese word segmentation tool is ICTCLAS (Zhang et al, 2003) and Google Translator is the MT for the source language. The monolingual opinion classifier is SVM with word unigram/bigram features are employed.

4.2 CLOA Experiment Results

Firstly, we evaluate the baseline systems which use the same monolingual opinion classifier with three training dataset including Train_CHN, translated Train_ENG and their union, respectively.

|          | DVD  | Book | Music | Accuracy |
|----------|------|------|-------|----------|
| Train_CHN | 0.552| 0.513| 0.500 | 0.522    |
| Train_ENG | 0.729| 0.733| 0.722 | 0.728    |
| Train_CHN | 0.737| 0.722| 0.742 | 0.734    |
| Train_ENG |      |      |       |          |

Table 2: Baseline performances

It can be seen that using the same method, the classifier trained by Train_CHN are on average 20% worse than the English counter parts. The combined use of Train_CHN and translated Train_ENG, however, obtained similar performance to the English counter parts. This means the predominant training comes from the English training data.

In the second set of experiment, we compare our proposed approach to the official results in NLP&CC 2013 CLOA evaluation and the result is given in Table 3. Note that in Table 3, the top performer of NLP&CC 2013 CLOA evaluation is the HLT-HITSZ system (underlined in the table), which used the co-training method in transfer learning (Gui et al, 2013), proving that co-training is quite effective for cross-lingual analysis. With the additional negative transfer detection, our proposed approach achieves the best performance on this dataset outperformed the top system (by HLT-HITSZ) by a 2.97% which translate to 13.1% error reduction improvement to this state-of-the-art system as shown in the last row of Table 3.

|          | DVD  | Book | Music | Accuracy |
|----------|------|------|-------|----------|
| BUAA     | 0.481| 0.498| 0.503 | 0.494    |
| BISTU    | 0.647| 0.598| 0.661 | 0.635    |
| HLT-HITSZ| 0.772| 0.785| 0.751 | 0.771    |
| THUIR    | 0.739| 0.742| 0.733 | 0.738    |
| SJTU     | 0.772| 0.724| 0.745 | 0.747    |
| WHU      | 0.783| 0.770| 0.760 | 0.771    |
| Our approach | 0.816| 0.801| 0.786 | 0.801    |

Table 3: Performance compares with NLP&CC 2013 CLOA evaluation results

To further investigate the effectiveness of our method, the third set of experiments evaluate the negative transfer detection (NTD) compared to co-training (CO) without negative transfer detection as shown in Table 4 and Fig.3 Here, we use the union of Train_CHN and Train_ENG as labeled data and Dev_CHN as unlabeled data to be transferred in the learning algorithms.

|          | DVD  | Book | Music | Mean   |
|----------|------|------|-------|--------|
| NTD      | 0.816| 0.801| 0.786 | 0.801  |
| Best case| 0.809| 0.798| 0.782 | 0.796  |
| Mean     | 0.805| 0.795| 0.781 | 0.794  |
| CO       | 0.804| 0.796| 0.783 | 0.794  |
| Best case| 0.803| 0.794| 0.781 | 0.792  |
| Mean     | 0.797| 0.790| 0.775 | 0.787  |

Table 4: CLOA performances

Taking all categories of data, our proposed method improves the overall average precision (the best cases) from 79.4% to 80.1% when compared to the state of the art system which translates to error reduction of 3.40% (p-value ≤ 0.01 in Wilcoxon signed rank test). Although the improvement does not seem large, our
algorithm shows a different behavior in that it can continue to make use of available training data to improve the system performance. In other words, we do not need to identify the tipping point where the performance degradation can occur when more training samples are used. Our approach has also shown the advantage of stable improvement.

In the most practical tasks, co-training based approach has the difficulty to determine when to stop the training process because of the negative transfer. And thus, there is no sure way to obtain the above best average precision. On the contrary, the performance of our proposed approach keeps stable improvement with more iterations, i.e. our approach has a much better chance to ensure the best performance. Another experiment is conducted to compare the performance of our proposed transfer learning based approach with supervised learning. Here, the achieved performance of 3-folder cross validation are given in Table 5.

|       | DVD  | Book | Music | Average |
|-------|------|------|-------|---------|
| Supervised | 0.833 | 0.800 | 0.801 | 0.811   |
| Our approach | 0.816 | 0.801 | 0.786 | 0.801   |

Table 5 Comparison with supervised learning

The accuracy of our approach is only 1.0% lower than the supervised learning using 2/3 of Test_CHN. In the BOOK subset, our approach achieves match result. Note that the performance gap in different subsets shows positive correlation to the size of Dev_CHN. The more samples are given in Dev_CHN, a higher precision is achieved even though these samples are un-labeled. According to the theorem of PAC, we know that the accuracy of a classifier training from a large enough training set with confined class noise rate will approximate the accuracy of classifier training from a non-class noise training set. This experiment shows that our proposed negative transfer detection controls the class noise rate in a very limited boundary. Theoretically speaking, it can catch up with the performance of supervised learning if enough un-labeled samples are available. In fact, such an advantage is the essence of our proposed approach.

5 Conclusion

In this paper, we propose a negative transfer detection approach for transfer learning method in order to handle cumulative class noise and reduce negative transfer in the process of transfer learning. The basic idea is to utilize high quality samples after transfer learning to detect class noise in transferred samples. We take cross lingual opinion analysis as the data set to evaluate our method. Experiments show that our proposed approach obtains a more stable performance improvement by reducing negative transfers. Our approach reduced 13.1% errors than the top system on the NLP&CC 2013 CLOA evaluation dataset. In BOOK category it even achieves better result than the supervised learning. Experimental results also show that our approach can obtain better performance when the transferred samples are added incrementally, which in previous works would decrease the system performance. In future work, we plan to extend this method into other language/domain resources to identify more transferred samples.
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