Inclusive Double-Pomeron Exchange at the Fermilab Tevatron $\bar{p}p$ Collider

Darin Acosta  
*University of Florida, acosta@phys.ufl.edu*

Kenneth A. Bloom  
*University of Nebraska-Lincoln, kbloom2@unl.edu*

Collider Detector at Fermilab Collaboration

Follow this and additional works at: [https://digitalcommons.unl.edu/physicsbloom](https://digitalcommons.unl.edu/physicsbloom)

Part of the Physics Commons

Acosta, Darin; Bloom, Kenneth A.; and Collider Detector at Fermilab Collaboration, "Inclusive Double-Pomeron Exchange at the Fermilab Tevatron $\bar{p}p$ Collider" (2004). *Kenneth Bloom Publications*. 42. [https://digitalcommons.unl.edu/physicsbloom/42](https://digitalcommons.unl.edu/physicsbloom/42)

This Article is brought to you for free and open access by the Research Papers in Physics and Astronomy at DigitalCommons@University of Nebraska - Lincoln. It has been accepted for inclusion in Kenneth Bloom Publications by an authorized administrator of DigitalCommons@University of Nebraska - Lincoln.
Inclusive Double-Pomeron Exchange at the Fermilab Tevatron $\bar{p} p$ Collider

D. Acosta, D. Affolder, H. Akimoto, M. G. Albrow, D. Ambrose, D. Amidei, K. Anikeev, J. Antos, G. Apollinari, T. Arisawa, A. Artikov, T. Asakawa, W. Ashmanskas, F. Azfar, P. Azzi-Bacchetta, N. Bacchetta, H. Bachacou, W. Bagger, S. Bailey, P. de Barbaro, A. Barbaro-Galtieri, V. E. Barnes, B. A. Barnett, S. Baroian, M. Barone, G. Bauer, F. Bedeschi, S. Behari, S. Belforte, W. H. Bell, G. Bellettini, J. Bellingier, D. Benjam, J. Bensinger, A. Beretvas, J. Berryhill, A. Bhatti, M. Binkley, D. Bisello, M. Bishai, R. E. Blair, C. Blocker, K. Bloom, B. Blumenfeld, S. R. Blusk, A. Bocci, A. Bodek, G. Bolla, A. Bolshov, Y. Bonuskin, D. Bortoletto, J. Boudreau, A. Brandl, C. Bromberg, M. Brozovic, E. Brubaker, B. Bruner, J. Budagov, H. S. Budd, K. Burkett, G. Busetto, K. L. Byrum, S. Cabrera, P. Calafiura, M. Campbell, W. Carithers, J. Carlson, D. Carlsmit, W. Caskey, A. Castro, D. Cauz, A. Cerri, L. Cerri, A. W. Chan, P. S. Chang, P. T. Chang, J. Chapman, C. Chen, Y. C. Chen, M. T. Cheng, M. Chertok, G. Chiarelli, I. Chirikov-Zorin, G. Chlachidze, F. Chlebana, L. Christofek, M. L. Chu, J. Y. Chung, W.-H. Chung, Y. S. Chung, C. I. Ciobanu, A. G. Clark, M. Coca, A. Connolly, M. Convery, J. Conwan, M. Cordelli, J. Cranshaw, R. Culbertson, D. Dagenhart, S. D'Auria, S. De Cecco, F. De Jongh, S. Dell'Affengello, M. Dell'Orso, S. Demers, L. Demortier, M. Deninno, D. De Pedis, P. F. Derwent, T. Devlin, C. Dionisi, J. R. Dittmann, A. Dominguez, S. Donati, M. D'Onofrio, T. Dorigo, N. Eddy, K. Einsweiler, E. Engels, R. Erbacher, D. Errede, R. Eusebi, Q. Fan, F. Farrington, R. Feild, J. P. Fernandez, C. Ferretti, R. D. Field, I. Fiori, B. Flaugher, R. D. Fields, G. Bolla, A. Bolshov, Y. Bonushkin, D. Bortoletto, J. Boudreau, A. Brandl, C. Bromberg, M. Brozovic, M. Mangano, G. Manca, M. Mariotti, G. Martignon, M. Martin, A. Martin, V. Martin, M. Martinez, V. Masciovecchio, A. F. Garfinkel, P. Gatti, C. Gay, D. W. Gerdes, E. Gerstein, S. Giagu, P. Giannetti, J. Y. Chung, W.-H. Chung, Y. S. Chung, C. I. Ciobanu, A. G. Clark, M. Coca, A. Connolly, M. Convery, J. Conwan, M. Cordelli, J. Cranshaw, R. Culbertson, D. Dagenhart, S. D'Auria, S. De Cecco, F. De Jongh, S. Dell'Affengello, M. Dell'Orso, S. Demers, L. Demortier, M. Deninno, D. De Pedis, P. F. Derwent, T. Devlin, C. Dionisi, J. R. Dittmann, A. Dominguez, S. Donati, M. D'Onofrio, T. Dorigo, N. Eddy, K. Einsweiler, E. Engels, R. Erbacher, D. Errede, R. Eusebi, Q. Fan, F. Farrington, R. Feild, J. P. Fernandez, C. Ferretti, R. D. Field, I. Fiori, B. Flaugher, R. D. Fields, G. Bolla, A. Bolshov, Y. Bonushkin, D. Bortoletto, J. Boudreau, A. Brandl, C. Bromberg, M. Brozovic, M. Mangano, G. Manca, M. Mariotti, G. Martignon, M. Martin, A. Martin, V. Martin, M. Martinez, V. Masciovecchio, A. F. Garfinkel, P. Gatti, C. Gay, D. W. Gerdes, E. Gerstein, S. Giagu, P. Giannetti, J. Y. Chung, W.-H. Chung, Y. S. Chung, C. I. Ciobanu, A. G. Clark, M. Coca, A. Connolly, M. Convery, J. Conwan, M. Cordelli, J. Cranshaw, R. Culbertson, D. Dagenhart, S. D'Auria, S. De Cecco, F. De Jongh, S. Dell'Affengello, M. Dell'Orso, S. Demers, L. Demortier, M. Deninno, D. De Pedis, P. F. Derwent, T. Devlin, C. Dionisi, J. R. Dittmann, A. Dominguez, S. Donati, M. D'Onofrio, T. Dorigo, N. Eddy, K. Einsweiler, E. Engels, R. Erbacher, D. Errede, R. Eusebi, Q. Fan, F. Farrington, R. Feild, J. P. Fernandez, C. Ferretti, R. D. Field, I. Fiori, B. Flaugher, R. D. Fields, G. Bolla, A. Bolshov, Y. Bonushkin, D. Bortoletto, J. Boudreau, A. Brandl, C. Bromberg, M. Brozovic, M. Mangano, G. Manca, M. Mariotti, G. Martignon, M. Martin, A. Martin, V. Martin, M. Martinez, V. Masciovecchio, A. F. Garfinkel, P. Gatti, C. Gay, D. W. Gerdes, E. Gerstein, S. Giagu, P. Giannetti, J. Y. Chung, W.-H. Chung, Y. S. Chung, C. I. Ciobanu, A. G. Clark, M. Coca, A. Connolly, M. Convery, J. Conwan, M. Cordelli, J. Cranshaw, R. Culbertson, D. Dagenhart, S. D'Auria, S. De Cecco, F. De Jongh, S. Dell'Affengello, M. Dell'Orso, S. Demers, L. Demortier, M. Deninno, D. De Pedis, P. F. Derwent, T. Devlin, C. Dionisi, J. R. Dittmann, A. Dominguez, S. Donati, M. D'Onofrio, T. Dorigo, N. Eddy, K. Einsweiler, E. Engels, R. Erbacher, D. Errede, R. Eusebi, Q. Fan, F. Farrington, R. Feild, J. P. Fernandez, C. Ferretti, R. D. Field, I. Fiori, B. Flaugher, R. D. Fields, G. Bolla, A. Bolshov, Y. Bonushkin, D. Bortoletto, J. Boudreau, A. Brandl, C. Bromberg, M. Brozovic, M. Mangano, G. Manca, M. Mariotti, G. Martignon, M. Martin, A. Martin, V. Martin, M. Martinez, V. Masciovecchio, A. F. Garfinkel, P. Gatti, C. Gay, D. W. Gerdes, E. Gerstein, S. Giagu, P. Giannetti, J. Y. Chung, W.-H. Chung, Y. S. Chung, C. I. Ciobanu, A. G. Clark, M. Coca, A. Connolly, M. Convery, J. Conwan, M. Cordelli, J. Cranshaw, R. Culbertson, D. Dagenhart, S. D'Auria, S. De Cecco, F. De Jongh, S. Dell'Affengello, M. Dell'Orso, S. Demers, L. Demortier, M. Deninno, D. De Pedis, P. F. Derwent, T. Devlin, C. Dionisi, J. R. Dittmann, A. Dominguez, S. Donati, M. D'Onofrio, T. Dorigo, N. Eddy, K. Einsweiler, E. Engels, R. Erbacher, D. Errede, R. Eusebi, Q. Fan, F. Farrington, R. Feild, J. P. Fernandez, C. Ferretti, R. D. Field, I. Fiori, B. Flaugher, R. D. Fields, G. Bolla, A. Bolshov, Y. Bonushkin, D. Bortoletto, J. Boudrea
L. Ristori,38 M. Riveline,47 W. J. Robertson,12 T. Rodrigo,8 S. Rolli,50 L. Rosenson,27 R. Roser,13 R. Rossin,36 C. Rott,40 A. Roy,40 A. Ruiz,8 D. Ryan,50 A. Safonov,5 R. St. Denis,17 W. K. Sakumoto,41 D. Saltzberg,6 C. Sanchez,33 A. Sansoni,15 L. Santi,48 S. Sarkar,43 H. Sato,49 P. Savard,47 A. Savoy-Navarro,13 P. Schlabbach,13 E. E. Schmidt,13 M. P. Schmidt,53 M. Schmitt,32 L. Scodellaro,36 A. Scott,6 A. Scribano,38 A. Sedov,40 S. Seidel,31 Y. Seiya,49 A. Semenov,11 F. Semeria,3 T. Shah,27 M. D. Shapiro,25 P. F. Shepard,39 T. Shibayama,49 M. Shimojima,49 M. Shochet,10 A. Sidoti,36 J. Siegrist,25 A. Sill,46 P. Sinervo,47 P. Singh,26 A. J. Slaughter,53 K. Sliwa,50 F. D. Snider,13 R. Snihur,26 A. Solodsky,42 T. Speer,16 M. Spezziga,46 P. Sphicas,27 F. Spinella,38 M. Spiropulu,10 L. Spiegel,13 J. Steele,52 A. Stefanini,38 J. Strologas,20 F. Strumia,16 D. Stuart,7 A. Sukhanov,14 K. Sumorok,27 T. Suzuki,49 T. Takano,34 R. Takashima,19 K. Takikawa,49 R. Vidal,13 I. Vila,8 R. Vilar,8 I. Volobouev,25 M. von der Mey,6 D. Vucinic,27 R. G. Wagner,2 R. L. Wagner,13 W. Wagner,22 Z. Wan,44 C. Wang,12 M. J. Wang,1 S. M. Wang,14 B. Ward,17 S. Waschke,17 T. Watanabe,49 D. Waters,26 T. Watts,44 M. Weber,25 H. Wenzel,22 W. C. Wester III,13 B. Whitehouse,50 A. B. Wicklund,2 E. Wicklund,13 T. Wilkes,5 H. H. Williams,37 P. Wilson,13 B. L. Winer,33 D. Winn,28 S. Wolbers,13 D. Wolinski,28 J. Wolinski,29 S. Wolinski,28 M. Wolter,30 S. Worm,44 X. Wu,16 F. Würtzwein,27 J. Wyss,38 U. K. Yang,10 W. Yao,25 G. P. Yeh,13 P. Yeh,1 K. Yi,21 J. Yoh,13 C. Yosef,29 T. Yoshida,34 I. Yu,24 S. Yu,37 Z. Yu,53 J. C. Yun,13 L. Zanello,43 A. Zanetti,48 F. Zetti,25 and S. Zucchelli31

(CDF Collaboration)

1Institute of Physics, Academia Sinica, Taipei, Taiwan 11529, Republic of China
2Argonne National Laboratory, Argonne, Illinois 60439, USA
3Istituto Nazionale di Fisica Nucleare, University of Bologna, I-40127 Bologna, Italy
4Brandeis University, Waltham, Massachusetts 02254, USA
5University of California at Davis, Davis, California 95616, USA
6University of California at Los Angeles, Los Angeles, California 90024, USA
7University of California at Santa Barbara, Santa Barbara, California 93106, USA
8Instituto de Fisica de Cantabria, CSIC-University of Cantabria, 39005 Santander, Spain
9Ernest Orlando Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA
10Institut für Experimentelle Kernphysik, Universität Karlsruhe, 76128 Karlsruhe, Germany
11Joint Institute for Nuclear Research, RU-141980 Dubna, Russia
12University of Geneva, CH-1211 Geneva 4, Switzerland
13Laboratori Nazionali di Frascati, Istituto Nazionale di Fisica Nucleare, I-00044 Frascati, Italy
14University of Illinois, Urbana, Illinois 61801, USA
15Laboratori Nazionali di Frascati, Istituto Nazionale di Fisica Nucleare, I-00044 Frascati, Italy
16Institut für Theoretische Physik, Universität Karlsruhe, Karlsruhe, Germany
17Center for High Energy Physics, Kyungpook National University, Taegu 702-701, Korea; Seoul National University, Seoul 151-742, Korea; and SungKyunKwan University, Suwon 440-746, Korea
The success of perturbative quantum chromodynamics (QCD) in describing strong interactions at high transverse momentum transfers rests on the factorization theorem, which allows hadronic cross sections to be expressed in terms of parton-level cross sections (hard scattering) convoluted with uniquely defined hadron parton densities. It is therefore not surprising that the breakdown of factorization we reported in a previous paper for dijet production [1], a process containing both a hard scattering and the characteristic rapidity gap signature of diffraction, has attracted considerable theoretical attention. Rapidity gaps, defined as regions of pseudorapidity devoid of particles, are presumed to be formed in soft (low transverse momentum) diffractive events by the exchange of Pomerons (P), which in QCD correspond to entities of gluons and/or quarks with the quantum numbers of the vacuum [3] (see Fig. 1). The breakdown of factorization in diffraction is expressed as a suppression of the cross section and is generally attributed to additional partonic interactions within a diffractive event that spoil the rapidity gap signature [4,5]. In processes with two rapidity gaps, as in that with two forward gaps traditionally referred to as double-Pomeron exchange (DPE), shown in Fig. 1(b), it has been proposed that either both gaps survive or are simultaneously spoiled, leading to a largely unsuppressed ratio of two-gap to one-gap rates [6]. Such a scenario could explain our finding that the ratio of the rates of DPE to single diffractive (SD) dijet production is about 5 times larger than that of SD to nondiffractive (ND) dijet production [7].

Since rapidity gap formation is a nonperturbative phenomenon, soft (low transverse momentum) diffractive cross sections would be expected to exhibit a similar behavior. Indeed, the SD \( \bar{p}p \) cross section has been found to be suppressed at high energies by a factor of \( \sim 10 \) relative to extrapolations from lower energy data based on Regge theory and factorization [8–10]. In this Letter, we present a measurement of the ratio of the inclusive DPE to SD cross sections in \( \bar{p}p \) collisions at \( \sqrt{s} = 1800 \text{ GeV} \) and compare our results with previous measurements [11] and with predictions from Regge theory.

![FIG. 1 (color online). Schematic diagrams and event topologies for (a) single diffraction, \( \bar{p} + p \rightarrow \bar{p} + X \), and (b) double-Pomeron (P) exchange, \( \bar{p} + p \rightarrow \bar{p} + X + Y \); the shaded areas represent pseudorapidity regions of particle production.](image-url)
and various theoretical models proposed to account for the breakdown of Regge factorization in SD. Our measurement severely constrains the available models, paving the way towards a more comprehensive understanding of the physics of rapidity gaps.

The components of the Collider Detector at Fermilab (CDF) most relevant to this study are the Roman pot spectrometer (RPS) [1], used to detect leading antiprotons, and the calorimeters and beam-beam counters (BBC) [12], used to detect the particles from proton-dissociation. The RPS is a forward magnetic spectrometer utilizing the accelerator magnets to measure the fractional momentum loss $\xi_p$ and 4-momentum transfer squared $t_p$ of the antiproton with resolutions $\delta \xi_p = \pm 1.0 \times 10^{-3}$ and $\delta t_p = \pm 0.07 \text{ GeV}^2$, respectively [1]. The calorimeters have projective tower geometry and cover the regions $|\eta| < 1.1$ (central), $1.1 < |\eta| < 2.4$ (plug), and $2.2 < |\eta| < 4.2$ (forward). The $\Delta \eta \times \Delta \phi$ tower dimensions are approximately $0.1 \times 15^\circ$ for the central and $0.1 \times 5^\circ$ for the plug and forward calorimeters. The BBC consist of two arrays of eight vertical and eight horizontal scintillation counters perpendicular to the beam line at $z = \pm 6 \text{ m}$, BBC$_{p}$ and BBC$_{c}$, covering approximately the region $3.2 < |\eta| < 5.9$ in four $\eta$-segments of width $\Delta \eta = 0.7$.

The present study is based on our $\sqrt{s} = 1800 \text{ GeV}$ inclusive SD data sample [1]. The events were collected in the 1995-96 Tevatron Run IC by triggering on an antiproton detected in the RPS. Offline cuts were applied requiring a reconstructed track in the RPS, no more than one reconstructed vertex in the CDF detector within a distance $|z_{\text{vsx}}| < 60 \text{ cm}$ from the nominal beam-beam interaction point along the beam direction, and a BBC$_{p}$ multiplicity of $\leq 6$. These cuts remove overlap events due to multiple interactions in the same beam-beam crossing, comprising 4% of the inclusive SD data sample as estimated by the instantaneous luminosity.

Experimentally, since the proton side is not equipped with a RPS, we study the DPE process $p + p \rightarrow p^+ + X + Y$, where $Y$ is either a proton or a low-mass proton-dissociation system which escapes undetected through the beam pipe; the mass squared of the system $Y$ is estimated to be $M_Y^2 \approx 8 \text{ GeV}^2$. The procedure we follow to identify and measure the DPE signal in these data is to select an event sample with $(\xi_p, t_p)$ within a certain region and measure the fractional momentum loss of the proton (or system $Y$) $\xi_p^X$ using the equation [13]

$$\xi_p^X = \frac{1}{\sqrt{s}} \sum_{j=1}^{n} E_T^j e^{\eta^j},$$

where $E_T^j$ and $\eta^j$ are the transverse energy and pseudorapidity of a particle [2] and the sum is carried out over all particles excluding the proton (or undetected particles associated with the system $Y$). DPE events are expected to appear in the low $\xi_p^X$ region, in contrast to SD events for which $\xi_p^X = 1$. In practice, not all particles of the system $X$ are included in evaluating Eq. (1) because (a) CDF does not provide full coverage and (b) particles depositing energy in the calorimeters below the energy thresholds used to reject noise are excluded. This issue is addressed by applying appropriate correction factors and by calibrating formula (1) on the antiproton side by directly comparing the value of $\xi_p$ obtained by this method with that measured by the RPS, $\xi_p^{RPS}$, as discussed below.

To evaluate $\xi_p^X$ we use calorimeter towers and BBC hits. The tower energy thresholds used, chosen to lie comfortably above noise level, are $E_T = 0.3 \text{ GeV}$ for the central, $E_T = 0.2 \text{ GeV}$ for the plug, and $E_T = 1.5 \text{ GeV}$ for the forward calorimeters; at the calorimeter interface near $|\eta| \sim 2.4$ a threshold of $E_T = 0.275 \text{ GeV}$ was used. These values are based on test-beam calibrations of the calorimeters [12] and must be multiplied by an $\eta$-dependent factor $f_{E_T}$ (of average value $\langle f_{E_T} \rangle = 1.6$) to obtain the true $E_T$ at low energies [14]. To account for particles below tower threshold, the calorimeter contribution to $\xi_p^X$ is multiplied by $f_{\text{dis}} = 1.54$. This factor is obtained from a Monte Carlo (MC) simulation in which the same tower thresholds are used as in the data after dividing the generated particle energy by $f_{E_T}$. The Monte Carlo simulation is based on the single diffractive generator described in [8] and references therein, adapted to double-Pomeron exchange. For each BBC hit we use $\eta$ and $E_T$ values randomly chosen from a flat $\eta$ distribution over the hit BBC $\eta$-segment and from the shape of the $E_T$ distribution expected from the MC simulation, respectively. The BBC contribution to $\xi_p^X$ is then weighted by a factor of 3/2 to account for neutral particles, which are undetected by the BBC, and by an additional factor of 3/4 to account for the overlap regions among the four scintillation counters of each BBC segment. Hits in the outer $\eta$-segments, $3.2 < |\eta| < 3.9$, which overlap with the forward calorimeters, are ignored. The BBC contribution to $\xi_p^X$ is less than 10% in the region of $10^{-4} < \xi_p^X < 10^{-2}$ and increases to 60% at $\xi_p^X = 10^{-5}$ and $\xi_p^X = 10^{-1}$.

The method of measuring $\xi$ using Eq. (1) is calibrated on the antiproton side by evaluating $\xi_p^{\text{EX}} = \frac{1}{\sum_{\text{bins}} f_{E_T} e^{-\eta}}$ (excluding the antiproton from the sum) and comparing its value with that measured by the RPS. The data are divided into bins of $\Delta \xi_p^{RPS} = 0.01$, and the $\xi_p^{\text{EX}}$ values obtained for each bin are fitted with a Landau distribution. Figure 2(a) shows, as an example, the data and fit for $0.05 < \xi_p^{RPS} < 0.06$. The ratio of width to peak position is $\approx 0.6$ over the entire $\xi_p$ region of our data sample. The enhancement in the small $\xi_p$ region is caused by a downward shift in $\xi_p$ in low multiplicity events due to “loss” of particles with energy under tower threshold. Within the region $0.01 < \xi_p^{RPS} < 0.1$, an approximately linear relationship is observed between the median value of $\xi_p^X$ and...
A fit with \( \xi_p^{\text{RPS}} \approx C \xi_p^{\text{RPS}} \) yields \( C = 0.95 \), in close agreement with the expected value \( C = 1 \). A fit in which \( C = 1 \) and \( (f_{E, X}) \) is varied with \( f_{\text{corr}} = (f_{E, X}) \times f_{\text{corr}} \), treated as a free parameter yields \( f_{\text{corr}} = 2.7 \). In Fig. 2(b) an error of \( \pm 5\% \) is used in all data points to yield \( \chi^2 / \text{d.o.f.} = 1 \) for this fit. In extracting results, we use \( f_{\text{corr}} = 2.7 \) and assign a conservative \( \pm 10\% \) error to \( C \) (twice the error obtained from the fit) to account for other possible systematic uncertainties.

The DPE signal is evaluated for events with antiproton \( \xi_p \) and \( t_p \) within \( 0.035 < \xi_p < 0.095 \) and \( |t_p| < 1 \) GeV\(^2\), where the RPS acceptance is larger than \( 30\% \) [1]. The total number of inclusive SD events in this region is 568 K. The calibrated \( \xi_p^{X} \) distribution is compared in Fig. 3 with a two-component MC simulation that includes SD and DPE. The shape of the input \( \xi_p \) distribution in the MC simulation for DPE is based on a triple-Pomeron term on the proton side using a Pomeron intercept \( \alpha_p(0) = 1 + \epsilon \) with \( \epsilon = 0.104 \), as determined from a global fit to \( p(\bar{p}) \) total cross section data [15]. DPE events were generated for \( \xi_p < 0.1 \). The DPE and SD MC generated events are independently normalized to the data points in the regions \( 4 \times 10^{-5} < \xi_p < 10^{-2} \) and \( 0.02 < \xi_p < 1 \), respectively. The SD events appear as a broad peak around \( \xi_p = 1 \), which falls exponentially as \( \xi_p^{X} \) decreases. The DPE events appear as a flattening of the distribution on the low \( \xi_p^{X} \) side and represent the dominant contribution for \( \xi_p^{X} < 0.02 \). The wavy shape of the data distribution in the DPE region is due to the \( \eta \)-dependent calorimeter tower energy thresholds used and is reproduced by the MC simulation. At low \( \xi_p^{X} \) both data and MC simulation extend down to and below the kinematic limit of \( \xi_{p, \text{min}} = M_0^2 / (s \xi_{p, \text{min}}) = 10^{-5} \), where \( M_0 \) is the lowest mass for DPE excitation after threshold turn-on effects set in, taken to be 1 GeV. The events below the kinematic limit are due to the downward fluctuations of \( \xi_p^{X} \) in low multiplicity events mentioned above. The agreement between data and MC simulation in the region of \( \xi_p^{X} < 0.02 \) shows that Regge factorization is successful in describing the shape of the \( \xi \) distribution in DPE using the Pomeron intercept determined in [15].

The ratio of the number of events within \( \xi_p^{X} < 0.02 \) to the total number of events is \( 0.202 \pm 0.001 \) (stat). After correcting for smearing effects caused by the \( \xi_p^{X} \) resolution, the ratio becomes \( R_{\text{SD}}^{\text{DPE}} = 0.194 \pm 0.001 \) (stat) \( \pm 0.012 \) (syst), where the systematic error is from the uncertainties due to \( \xi_p^{X} \) calibration \( \pm 0.003 \), \( \xi_p^{X} \) smearing \( \pm 0.008 \), and low \( \xi_p^{X} \) enhancement \( \pm 0.008 \), see Fig. 2(a)] added in quadrature.

Neglecting Reggeon contributions, the DPE/SD ratio is given in Regge theory by [6]

\[
R_{\text{SD}}^{\text{DPE}}|_{\xi_p} = \int_{t_p,\text{min}}^{0} \frac{\kappa \beta^2(t_p) dt_p d\xi_p}{16 \pi \xi_p^{\alpha(0) + 2\alpha t_p}} \tag{2}
\]

where \( \kappa \) is the ratio of the triple-Pomeron coupling \( g(t_p) \) to the Pomeron-proton coupling \( \beta(t_p) \) and \( \alpha(t) = \alpha(0) + \alpha' t \) is the Pomeron trajectory. Using \( \kappa = 0.170 \pm 0.017 \), \( \beta(t_p) = \beta(0) e^{\lambda t P} \), \( \beta(2) / 16\pi = 0.86 \) GeV\(^{-2}\), and \( \alpha(t) = 1.104 + 0.25 t \) [10] yields \( R_{\text{SD}}^{\text{DPE}} \) (Regge) = 0.36 \pm 0.04.

![FIG. 2. (a) Distribution of antiproton fractional momentum loss \( \xi_p \) measured from calorimeter and beam-beam counter information for events in which the \( \xi_p^{\text{RPS}} \) value measured by the Roman pot spectrometer is within \( 0.05 < \xi_p^{\text{RPS}} < 0.06 \); the solid line is a Landau fit. (b) Median values \( \xi_p \) obtained from Landau fits to data in different \( \xi_p^{\text{RPS}} \) bins plotted versus \( \xi_p^{\text{RPS}} \); a linear relationship is observed.](image1)

![FIG. 3 (color online). Distribution of proton fractional momentum loss \( \xi_p^{X} \), measured from calorimeter and beam-beam counter information, for events with a leading antiproton of \( 0.035 < \xi_p^{\text{RPS}} < 0.095 \) and \( |t_p| < 1 \) GeV\(^2\); the curves are from a Monte Carlo simulation of SD (dotted line), DPE (dashed line) and total (solid line) contributions normalized to the data points; the DPE events were generated for \( \xi_p < 0.1 \).](image2)
This prediction is larger than the measured values by a factor of 1.9 ± 0.2. However, this discrepancy from the factorization expectation of unity is small compared to the $\mathcal{O}(10)$ discrepancy observed in SD [9]. Thus, this result confirms the conjecture [6] that the formation of a rapidity gap within the rapidity space covered by the diffraction dissociation products in events with a leading (anti)proton would be largely unsuppressed. A similar conclusion has been reached by the UA8 Collaboration from a study of DPE production in $\bar{p}p$ collisions at $\sqrt{s} = 630$ GeV at the CERN $\bar{p}p$S collider [11]. Changes in the predicted two-gap to one-gap ratio due to contamination of the DPE signal with proton fragmentation events are estimated to be $\sim 15\%$ and therefore are not expected to alter this conclusion.

Phenomenological models proposed to account for the breakdown of Regge factorization in SD may be divided into two broadly defined classes: (a) those attributing the violation either to “damping” of the cross section at small $\xi$ [16] or to a decrease of the Pomeron intercept at low $\xi$ [17] or at high energies [18], and (b) those in which the overall normalization decreases with increasing energy but the shape of the $\xi$ distribution remains practically [4,5,19] or entirely [6,9] unchanged. The models of class (a) predict a $\xi^X$ distribution different from that expected from SD and are disfavored by the shape of the distribution presented in Fig. 3, which behaves as $1/\xi^{a(0)}$ down to the kinematic limit of $\xi_{p,\text{min}} = 10^{-5}$. Of the class (b) models, three have reported predictions for both SD and DPE: the eikonal model [19], the Pomeron flux renormalization model [9], and the gap probability renormalization model [6]. The eikonal model, in which “screening corrections” to the Regge amplitude are calculated using an eikonal approach, yields suppression factors of 0.369 and 0.309 for SD and DPE, respectively; although the DPE/SD ratio is relatively unsuppressed, in close agreement with our result, the suppression for SD is underestimated by a factor of $\sim 3$. The Pomeron flux renormalization model, in which the Regge theory Pomeron flux factor is renormalized to unity for Pomeron emissions by the $\bar{p}$ in SD or DPE and independently by the $p$ in DPE, yields the correct suppression factor for SD, but predicts a DPE/SD ratio smaller than the measured value by a factor of 4.7 ± 0.6 [9]. Finally, in the gap probability renormalization model, in which the SD and DPE cross sections are expressed in terms of the variables $M^2_\chi$ and $\Delta \eta = \Delta \eta_p + \Delta \eta_p$, where $\Delta \eta_i = - \ln \xi_i$, the predicted DPE/SD ratio is 0.21 ± 0.02 [6], in good agreement with our measured value of 0.194 ± 0.001 ± 0.012. These predictions do not include possible effects from Reggeon exchange or contributions from proton fragmentation.

In summary, we have studied the double-Pomeron exchange process $\bar{p} + p \rightarrow \bar{p}' + X + Y$, where $Y$ is a proton or a proton-dissociation system of mass squared $M^2_\chi \leq 8$ GeV$^2$, by measuring the fractional longitudinal momentum loss of the proton or system $Y$, $\xi^X_p$, in events with an antiproton of $0.035 < \xi^X_p < 0.095$ and $|t_p| < 1.0$ GeV$^2$ produced in $\bar{p}p$ collisions at $\sqrt{s} = 1800$ GeV. Events in the region $\xi^X_p < 0.02$ follow a distribution of the form $= 1/\xi^X_p$ and are attributed to DPE production. The ratio of the number of DPE events in this region to the total number of events in the sample is found to be $0.194 ± 0.001 ± 0.012$. This value is lower than the prediction based on Regge factorization by a factor of 1.9 ± 0.2, which is relatively small compared to the suppression factor of $\mathcal{O}(10)$ observed in SD [9], indicating that the formation of a second rapidity gap in a SD event is relatively unsuppressed. Among models proposed to explain the suppression of the SD cross section at high energies, our results favor those in which the Regge based shapes of the SD and DPE distributions remain unchanged and only the overall normalization is suppressed [4–6,9,19].
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