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ABSTRACT

We consider a rank-one symmetric matrix corrupted by additive noise. The rank-one matrix is formed by an \( n \)-component unknown vector on the sphere of radius \( \sqrt{n} \), and we consider the problem of estimating this vector from the corrupted matrix in the high dimensional limit of \( n \) large, by gradient descent for a quadratic cost function on the sphere. Explicit formulas for the whole time evolution of the overlap between the estimator and unknown vector, as well as the cost, are rigorously derived.

In the long time limit we recover the well known spectral phase transition, as a function of the signal-to-noise ratio. The explicit formulas also allow to point out interesting transient features of the time evolution. Our analysis technique is based on recent progress in random matrix theory and uses local versions of the semi-circle law.
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1 Introduction

Gradient descent dynamic is at the root of machine learning methods, and in particular, its stochastic version augmented by various ad-hoc methods, has been very successful at finding "good" minima of cost functions [20]. However, rigorous detailed results on the full time evolution of the dynamics are scarce even for simple models and usual gradient descent.

In this contribution, we show how to completely solve for the whole time evolution for a simple paradigm of non-linear estimation; the problem of estimating a rank-one spike embedded in noise.

Let \( \theta^* \in S^{n-1}(\sqrt{n}) \) a hidden vector on the \( n-1 \) dimensional sphere of radius \( \sqrt{n} \), i.e., \( \theta^* = (\theta_1^*, \ldots, \theta_n^*)^T \) and \( \|\theta^*\|_2^2 = n \). We consider the data matrix \( Y \) with elements \( Y = \theta^*\theta^*^T + \sqrt{\lambda} \xi \) where \( \lambda > 0 \) is the signal-to-noise parameter and \( \xi = (\xi_{i,j})_{1 \leq i,j \leq n} \) a symmetric random noise matrix with i.i.d. \( \xi_{i,j} \) for \( i \leq j \). The goal is to recover \( \theta^* \) given that \( Y \) and \( \lambda \) are known. This model is usually considered for a gaussian noise symmetric matrix \( \xi_{ij} \sim \mathcal{N}(0,1) \), \( i \leq j \), and is variously called the noisy rank-one matrix estimation problem or the spiked Wigner model. In this paper all the results hold under the general assumption that \( \mathbb{E} \xi_{ij} = 0 \), \( \mathbb{E} \xi_{ij}^2 = 1 + O(\delta_{ij}) \) and for all integers \( p \) we have \( \mathbb{E} |\xi_{ij}|^p \) finite[1].

We consider the cost function (\( \|\cdot\|_F \) the Frobenius norm)

\[
\mathcal{H}(\theta) = \frac{1}{2n^2} \|Y - \theta\theta^T\|_F^2 - \frac{1}{2n^2} \|Y - \theta^*\theta^{*}\|_F^2
\]

(normalized so that, \( \mathcal{H}(\theta^*) = 0 \), and at the same time, the limit \( n \to +\infty \) is well defined) and want to characterize the time evolution of the estimator for \( \theta^* \) provided by gradient descent dynamics on the sphere. In gradient descent, an

[1] The notation \( O(\delta_{ij}) \) means that the second moment of off-diagonal elements is 1 but the variance of diagonal elements can be different. For example \( \xi_{ij} \sim \mathcal{N}(0, 1) \), \( i < j \), and \( \xi_{ii} \sim \mathcal{N}(0, 2) \), corresponds to Wigner's Gaussian Orthogonal Ensemble.
initial (deterministic) vector $\theta_0 \in S^{n-1}(\sqrt{n})$ is updated through the autonomous ordinary differential equation

$$\frac{d\theta_t}{dt} = -\eta(\nabla_{\theta} \mathcal{H}(\theta_t) - \frac{\theta_t}{n} \langle \theta_t, \nabla_{\theta} \mathcal{H}(\theta_t) \rangle)$$

where $\eta \in \mathbb{R}_+^*$ is a learning rate. The second term on the right hand side enforces the constraint $\theta_t \in S^{n-1}(\sqrt{n})$ at all times (see Appendix B). The main quantities of interest to be computed are the time evolutions of the cost $\mathcal{H}(\theta_t)$ and overlap $q(t) = n^{-1}(\theta^*, \theta_t)$ in the high-dimensional limit $n \to +\infty$. We note that the overlap is equivalent to the mean-square-error $n^{-1}||\theta_t - \theta^*||_2^2 = 2\left(1 - \frac{\langle \theta^*, \theta_t \rangle}{\sqrt{n}}\right)$.

**Contribution:** We compute the full time evolution of the cost and overlap in the scaling limit $\lim_{n \to +\infty} \mathcal{H}(\theta_t=\tau n/n)$ and $\lim_{n \to +\infty} (\theta^* , \theta_0)$ for all $\tau > 0$. Explicit formulas are expressed solely in terms of a modified Bessel function of first order in theorems 1 and 2 (section 2). The formulas allow to explore the asymptotic behavior as $\tau \to +\infty$, as well as transient behavior by computing one and two dimensional integrals numerically (section 2). In the long time limit we recover (analytically) as expected the phase transition at $\lambda = 1$ with a limiting value of the overlap equal to $\mathrm{sign}(\langle \theta^*, \theta_0 \rangle) \sqrt{1 - 1/\lambda}$ ($\lambda > 1$). This is the well known BBP-like phase transition found in the spectral method [23, 17, 1]. The transient behavior also exhibits interesting features. For example, depending on the magnitude of the initial overlap $n^{-1}(\theta^*, \theta_0)$ and $\lambda > 1$ for intermediate times we find that the overlap may display a maximum and then decrease to its limiting value. Such results may therefore give guidelines for applying early stopping during gradient descent to get a better estimate of the signal. On the technical side the analysis is based on a set of integro-differential equations (derived in section 3) satisfied by matrix elements of the resolvent of the noise matrix $\langle \theta^*, (\frac{1}{\sqrt{n}} \xi - \eta)\rangle$ and $\langle \theta_t, (\frac{1}{\sqrt{n}} \xi - \eta)\rangle$, $z \in \mathbb{C} \setminus \mathbb{R}$. These quantities concentrate with respect to the probability law of the noise matrix as $n \to +\infty$ (for deterministic $\theta^*$ and $\theta_0$). The main steps to prove concentration are explained in section 4. They combine concentration properties of the matrix elements of the resolvents with an adaptation of Gronwall type arguments to the integro-differential equations. Concentration of matrix elements of resolvents of random matrices amount to study the spectrum on a local scales. Such results are only a decade old in random matrix theory and go under the name of local semi-circle laws [16, 6, 4]. They have found many applications and here we provide one more.

In section 5 we present an exact analysis of the integro-differential equations and deduce the formulas for the time evolution of the overlap and cost.

**Related Work:** Starting with the early work of [8, 7] the efficiency of gradient descent techniques has been uncovered in recent years for a host of low-rank matrix recovery modern problems, e.g., in PCA, low-rank matrix factorization, matrix completion, phase retrieval, phase synchronization, [18, 5, 19, 13, 24, 22, 2, 21]. We also refer to [9] for a general review and references. Underpinning the efficiency of gradient descent in such non-convex problems, is a high-level result [21], stating that when the landscape satisfies a strict saddle property (i.e., critical points are strict saddles or minima) gradient descent with sufficiently small discrete step size and random initialization will converge almost surely to a minimum [21]. The spiked Wigner model falls in this category at least for $n$ finite: critical points of the cost function on the sphere $S^{n-1}(\sqrt{n})$ are the eigenvectors of $Y$ and it is easy to show that almost surely (with respect to the noise matrix $\xi$) the largest eigenvector is a minimum while all the other ones are strict saddles. Therefore gradient descent will converge for small enough step size to the largest eigenvector and the spectral properties of $Y$ imply that for $\lambda > 1$ with high probability this largest eigenvector has an overlap with $\theta^*$ close to $\pm \sqrt{1 - 1/\lambda}$ (these known facts are briefly reviewed in Appendix B).

While these approaches are able to provide guarantees and convergence rates of gradient descent and variants thereof, they do not provide the full time-evolution and do not say much about intermediate or transient times. This is what we achieve in this paper for the admittedly simple Wigner spiked models. We believe that the techniques used here can be extended to other problems of interest in regression and learning. Recently, pure gradient descent was studied for the much harder optimization of the cost of a mixed matrix-tensor inference problem [27, 23] (see also [24] for Langevin dynamics) and it was shown how the structure of saddles and minima determines the phase transition thresholds. This work is based on a set of very sophisticated integro-differential CSHCK equations [10, 12] with a long history in the framework of Langevin dynamics on spin-glass landscapes in statistical physics. While these derivation of the CSHCK equations for the inference problem are non-rigorous and their solution entirely numerical, they contain in principle the whole time evolution of the system (in the context of spin-glasses the formalism has been made rigorous [3]). Our integro-differential equations and methods are entirely different (and involve different objects) even when specializing to the matrix case, but nevertheless it might be possible to retrieve our final analytical solution by adapting the CSHCK equations to the matrix case as done in [11] for the spherical spin-glass.

**Organization of the paper:** The main theorems and illustrations of analytical formulas for the whole time-evolution of the overlap and cost are presented in section 2. The heart of the method presented here is contained in sections 3 (derivation of integro-differential equations), 4 (local semi-circle laws and concentration of solutions), 5 (analytical solution of integro-differential equations). Appendices contain proofs, of intermediate results and technical material.
In the rest of the paper it is understood that the noise matrix $\xi$ satisfies: (i) $\mathbb{E}\xi_{ij} = 0$, (ii) $\mathbb{E}\xi_{ij}^2 = 1 + O(\delta_{ij})$, (iii) $|\xi_{ij}|^p$ finite for all $p \in \mathbb{N}$. We use the notations $H = n^{-1/2}\xi$, $\mathbb{P}$ for its probability law, and $X_n \xrightarrow{\mathbb{P}} X$ for convergence in probability, i.e., $\lim_{n \to \infty} \mathbb{P}(|X_n - X| > \epsilon) = 0$ for any $\epsilon > 0$.

2 Analytical solutions and illustrations

We solve gradient descent dynamics \[ (2) \] in the scaling limit $t = \tau n/\eta$, with fixed $\tau > 0$ and $n \to +\infty$. The main quantities that we determine in the scaling limit are the overlap $q(\tau) = \frac{1}{n} \langle \theta^*, \theta_{n\tau/\eta} \rangle$ and the cost $\mathcal{H}(\theta_{n\tau/\eta})$. We remark that the overlap is directly linked to the mean-square error $n^{-1}||\theta^* - \theta_{n\tau/\eta}||^2 = 2(1 - q(\tau))$.

The initial condition $\theta_0$ is fixed such that $q(0) = \alpha$ where $\alpha \in [-1, 1]$ is independent of $n$. It will become clear that: (i) If $\theta_t$ is a solution with initial condition $q(0) = \alpha$ then $-\theta_t$ is a solution with $q(0) = -\alpha$; (ii) For $\alpha = 0$ the solution remains trivial $q(\tau) = 0$. Therefore the reader can keep in mind that $\alpha > 0$ (all the analysis is valid for any $\alpha$ though).

2.1 Main results

The solution of the gradient descent dynamics can be entirely expressed thanks to a scaled moment generating function of Wigner’s semi-circle law $\mu_{sc}(s) = \frac{1}{2\pi} \sqrt{4 - s^2} \chi_{[-2,2]}(s)$,

\[ M_\lambda(\tau) = \int_{-\infty}^{\infty} ds \mu_{sc}(s) e^{s\sqrt{\tau}} \tag{3} \]

Setting $s = 2 \cos \theta$ we have $M_\lambda(\tau) = 2 \int_0^\pi \frac{d\theta}{\pi}(\sin \theta)^2 e^{2\sqrt{\tau}\cos \theta}$. Integration by parts then shows that $M_\lambda(\tau) = \sqrt{\lambda} I_1(2\sqrt{\tau})$ where $I_1(x) = \int_0^\pi \frac{d\theta}{\pi}(\cos \theta)e^{x\cos \theta}$ is a modified Bessel function of the first kind.

**Theorem 1** (Time evolution of the overlap). Let $\theta_0 \in S^{n-1}(\sqrt{n})$ an initial condition such that $q(0) = \frac{1}{n}\langle \theta^*, \theta_0 \rangle = \alpha$ for a fixed $\alpha \in [-1, +1]$. The overlap converges in probability to a deterministic limit:

\[ q(\tau) \xrightarrow{\mathbb{P}} q(\tau) = \frac{\hat{q}(\tau)}{\sqrt{\hat{p}(\tau)}} \tag{4} \]

where

\[ \hat{q}(\tau) = \alpha e^{(1+\frac{1}{\lambda})\tau} \left[ 1 - \frac{1}{\lambda} \int_0^\tau ds e^{-(1+\frac{1}{\lambda})s} M_\lambda(s) \right] \tag{5} \]

and

\[ \hat{p}(\tau) = M_\lambda(2\tau) + 2\alpha \int_0^\tau ds \hat{q}(s)M_\lambda(2\tau - s) + \int_0^\tau \int_0^\tau dudv \hat{q}(u)\hat{q}(v)M_\lambda(2\tau - u - v). \tag{6} \]

**Theorem 2** (Time evolution of the cost). Under the same conditions as in theorem 1, the cost converges to a deterministic limit $\mathcal{H}(\theta_{n\tau/\eta}) \xrightarrow{\mathbb{P}} 1 - \frac{d}{2\sqrt{\pi}} \left\{ \ln \hat{p}(\tau) \right\}$.

Using asymptotic properties of the Bessel function and the Laplace method it is possible to calculate the asymptotics of the integrals in (5) and (6) for $\tau \to +\infty$. We find for the overlap $\lim_{\tau \to +\infty} \hat{q}(\tau) = \frac{\text{sign}(\alpha)}{\sqrt{\lambda - 1}}$, $\lambda \geq 1$. The overlap displays the well known phase transition at $\lambda = 1$ also predicted by the spectral method. The asymptotic values can also be derived independently from theorem 1 by directly looking at the stationary equation $\nabla_\theta \mathcal{H}(\theta_{\infty}) = \frac{\theta_{\infty}}{n}(\theta_{\infty}, \nabla_\theta \mathcal{H}(\theta_{\infty}) = 0$. This is discussed in Appendix F for completeness. It is also possible to go one step further in the asymptotics to argue that at the transition $\lambda = 1$ the power law behavior holds $q(t) \sim (\frac{2}{\pi t})^{1/4}$ (see Appendix F).

Besides the transition at $\lambda = 1$, for finite $\lambda$, a detailed analysis of the equations of theorem 1 which are described also in Appendix F allows to derive the first order asymptotic behavior of $\hat{q}$ for large $\tau$. These tedious calculations are carried out analytically in detail and checked numerically. Specifically, in the regime $1 < \lambda < +\infty$ we find

\[ \hat{q}(\tau) - \text{sign}(\alpha) \sqrt{1 - \frac{1}{\lambda}} \sim \frac{\text{sign}(\alpha)}{2\sqrt{\pi \lambda^{3/2}}(1 - \frac{1}{\lambda})^{1/2}} \text{e}^{-\frac{\tau}{2}(1 - \frac{1}{\lambda})^{3/2}} \tag{7} \]

For example this corresponds to solve \[ (2) \] for a learning rate $\eta = n$, or if we would work with discrete time steps, these would be of order $1/n$. This is the order of magnitude time steps in numerical experiments in paragraph F.
As for $0 < \lambda < 1$, we retrieve a power law behavior:

$$
\hat{q}(\tau) \sim \frac{\alpha \left( \frac{2}{\alpha} \right)^{\frac{3}{2}}}{\lambda^2 (1 - \frac{1}{\sqrt{\alpha}})^2 \sqrt{1 - \alpha^2 + \frac{\alpha^2}{\lambda (\frac{1}{\sqrt{\alpha}} - 1)^2}}} \tau^{-\frac{3}{2}}
$$

(8)

The noise-less regime $\lambda = +\infty$ is an elementary case for which the overlap can be obtained very simply. Taking the inner product of (2) with $\theta^*$ we find the differential equation (for $t = \tau n/\eta$) $\frac{dq(\tau)}{dt} = q(\tau) - q(\tau)^3$, $q(0) = \alpha$, which has the solution $q(\tau) = \alpha(\alpha^2 + (1 - \alpha^2)e^{-2\tau})^{-1/2}$. As we will see, in the noisy case there is no closed first order ODE for $q(\tau)$ and we must solve integro-differential equations for suitable generating functions (or an infinite hierarchy of coupled differential equations for generalized overlaps). As a sanity check, we can verify that theorem 1 leads to the same expression when $\lambda \to +\infty$. Explicitly, we find $\lim_{\lambda \to +\infty} \hat{q}(\tau) = \alpha e^\tau$ and $\lim_{\lambda \to +\infty} \hat{p}(\tau) = 1 - \alpha^2 + \alpha^2 e^{2\tau}$ which implies the noiseless expression for the overlap.

### 2.2 Discussion and numerical experiments

Theorems 1 and 2 provide theoretical predictions for the full time evolution of the overlap and risk in the high dimensional limit $n \to +\infty$. In this section (and Appendix I) we briefly illustrate and discuss this time evolution. Moreover in Appendix I we also compare the theoretical predictions with simulations of discrete step size gradient descent for runs over multiple samples of $\xi$.

#### 2.2.1 Time evolution of the overlap

Figure 1 shows the theoretical overlap at all times $\tau \in \mathbb{R}^+$ for two initial conditions $\alpha = 0.1$ and $\alpha = 0.5$ and any signal-to-noise ratio $\lambda$. Let us say a few words about the transient behaviors that are observed. On the one hand, the closer $\alpha$ gets to 0, the longer it takes for the gradient descent to "kick-in": the overlap stays longer close to 0 before reaching its asymptotic behavior. An additional example for $\alpha = 0.01$ illustrates this fact in Appendix I. On the other hand, we clearly see that when the initial overlap $\alpha$ is not too close to 0, the time evolution is not monotone even for $\lambda > 1$, and a specific bump is reached at early times where the overlap reaches a maximum before dropping down to its limit. In fact this is clearly suggested by (7) for $\alpha < 1$. This can be seen in particular in the case $\alpha = 0.5$ in figure 1(b). This suggests that in practice, in such situations, it may be worth using early-stopping techniques to optimize the estimation of the signal.

In the case $\lambda = 1$ one can show that $\hat{q}(\tau) = \alpha (I_0(2\tau) + I_1(2\tau))$ (with modified Bessel functions of the first kind) and it is numerically much easier to evaluate the asymptotic behavior of $q(\tau)$. The calculation yields $q(\tau) \sim \left( \frac{\tau}{2} \right)^{\frac{3}{2}}$ (see Appendix II). Furthermore plotting a family of curves with $\lambda = 1$ and $\alpha \in (0, 1)$ in figure 2 it appears that this asymptote also seems to act as an upper-bound.

#### 2.2.2 Time evolution of the cost

We also have predictions for the evolution of cost at any time for any values of $(\alpha, \lambda)$. This is illustrated in figure 3 As seen in the analysis of section 2, Equ. (38) the cost has two additive contributions basically interpreted as $q(\tau)$ and $p_1(\tau) = n^{-1}\text{Tr}H\theta_\tau \theta_\tau^T$ can be interpreted as a similarity measure of the reconstructed matrix $\theta_\tau \theta_\tau^T$ and the noise matrix $H$, and is thus a "proxy" for assessing over-fitting in this particular setting. Interestingly, in the depicted example where $\lambda = 2, \alpha = 0.1$, $p_1(\tau)$ is shown to decrease the risk at early stages at a fast rate, until it slightly "heals" for $\tau \geq 3$. Conversely, when $\alpha = 0.5$, we see $p_1(\tau)$ does not decrease as much in early stages, and the healing phenomenon does not occur. At the same time, as observed on 1 (b) $q(\tau)$ is not monotonous: it increases at early stages and decreases down to its limiting value later.

### 3 Integro-differential equations

We study gradient descent in a regime where $t = \tau n/\eta$, $n \to +\infty$, with $\tau$ fixed. Abusing slightly notation we set $\theta_{\tau n/\eta} \to \theta_\tau$ so that equation (2) reads

$$
\frac{d\theta_\tau}{d\tau} = -n\nabla_0 \mathcal{H}(\theta_\tau) + \theta_\tau \langle \theta_\tau, \nabla_0 \mathcal{H}(\theta_\tau) \rangle = \frac{1}{n^2} Y \theta_\tau - \frac{1}{n^2} \langle \theta_\tau, Y \theta_\tau \rangle \theta_\tau
$$

(9)

We define $H = n^{-1/2} \xi$ the suitably normalized noise matrix. Besides the basic overlap $q(\tau) = \frac{1}{n} \langle \theta^*, \theta_\tau \rangle$, another one also plays an important role, namely $p_1(\tau) = \frac{1}{n} \langle \theta_\tau, H \theta_\tau \rangle$. 
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Figure 1: Overlap as a function of time according to theorem 1 for two initial conditions and different signal-to-noise ratios. Thick dotted line corresponds to $\lambda = 1$ and tends to zero slowly as $(2/\pi\tau)^{1/4}$. For $\lambda < 1$ the curves tend to zero and for $\lambda > 1$ they tend to $\sqrt{1-1/\lambda}$.

Figure 2: Overlap comparison for $\lambda = 1$ with a range of values for $\alpha$

Figure 3: Cost evolution for $\lambda = 5$
Using \( Y = \theta^* \theta^* + \frac{\tau}{\sqrt{\lambda}} H \) we find
\[
\frac{d\theta_*}{d\tau} = q(\tau)\theta_* + \frac{1}{\sqrt{\lambda}} H \theta_* - \left( q(\tau)^2 + \frac{p_1(\tau)}{\sqrt{\lambda}} \right) \theta_* \tag{10}
\]
It is not possible to write down a closed set of equations that involve only \( q(\tau) \) and \( p_1(\tau) \), but only for a hierarchy of such objects, or for their generating functions. We now introduce these generating functions and then give the closed set of equations which they satisfy.

The \( n \times n \) matrix \( H = \delta_{-n/2} \xi \) is drawn with the probability law \( \mathbb{P} \). Fix any small \( \delta > 0 \) and let \( S^n_\delta \) the set of realizations of \( H \) such that all eigenvalues fall in an interval \( I_\delta = [2 - \delta, 2 + \delta] \). Then \( \mathbb{P}(S^q_\delta) \to 1 \) as \( n \to +\infty \) (see for example [13]). In the rest of this section it is understood that \( H \in S^q_\delta \). In particular the resolvent matrix \( R(z) = (H - zI)^{-1} \) is well defined for \( z \in \mathbb{C} \setminus I_\delta \) if \( H \in S^q_\delta \).

For any contour \( C = \{ z \in \mathbb{C} \mid z = \rho e^{i\theta}, \theta \in [0, 2\pi] \} \) with \( \rho > 2 + \delta \) we can define three generating functions
\[
Q_r(z) = \frac{1}{n} \langle \theta_r, R(z)\theta^* \rangle, \quad P_r(z) = \frac{1}{n} \langle \theta_r, R(z)\theta_r \rangle, \quad R(z) = \frac{1}{n} \langle \theta^*, R(z)\theta^* \rangle. \tag{11}
\]
From standard holomorphic functional calculus for matrices (see for example [13]) we have
\[
q(\tau) = -\oint_C dz \frac{dz}{2\pi i} Q_r(z), \quad p_1(\tau) = -\oint_C dz \frac{dz}{2\pi i} z P_r(z). \tag{12}
\]

Note that these two overlaps are part of a hierarchy of overlaps \( q_k(\tau) \equiv \langle \theta^*, H^k\theta_r \rangle = -\oint_C dz \frac{dz}{2\pi i} z^k Q_r(z) \) and \( p_k(\tau) \equiv \langle \theta_r, H^k\theta_r \rangle = -\oint_C dz \frac{dz}{2\pi i} z^k P_r(z), k \geq 1 \), which can all be calculated by the methods of this paper (note \( q(\tau) \) corresponds to \( k = 0 \)).

**Proposition 3.** For any realization \( H \in S_\delta \) and any \( z \in \mathbb{C} \setminus I_\delta \) the generating functions [11] satisfy the integro-differential equation
\[
\begin{align*}
\frac{d}{d\tau} Q_r(z) &= q(\tau) R(z) + \frac{1}{\sqrt{\lambda}} (z Q_r(z) + q(\tau)) - \left( q^2(\tau) + \frac{1}{\sqrt{\lambda}} q_1(\tau) \right) Q_r(z) \\
\frac{1}{2} \frac{d}{d\tau} P_r(z) &= q(\tau) Q_r(z) + \frac{1}{\sqrt{\lambda}} (z P_r(z) + 1) - \left( q^2(\tau) + \frac{1}{\sqrt{\lambda}} q_1(\tau) \right) P_r(z)
\end{align*} \tag{13}
\]
where \( q(\tau) = -\oint_C dz \frac{dz}{2\pi i} Q_r(z) \) and \( p_1(\tau) = -\oint_C dz \frac{dz}{2\pi i} z P_r(z) \).

**Proof.** Let us derive the first equation. Using [10]
\[
\frac{d}{d\tau} Q_r(z) = \frac{1}{n} \langle \theta^*, (H - z)^{-1} \frac{d\theta_*}{d\tau} \rangle = \frac{q(\tau)}{n} \langle \theta^*, (H - z)^{-1} \theta^* \rangle + \frac{1}{n\sqrt{\lambda}} \langle \theta^*, (H - z)^{-1} H \theta_* \rangle
\]
\[
= \left( q(\tau)^2 + \frac{p_1(\tau)}{\sqrt{\lambda}} \right) \frac{1}{n} \langle \theta^*, (H - z)^{-1} \theta_* \rangle \tag{14}
\]
Using \( (H - z)^{-1} H = I + z(H - z)^{-1} \) in the second term in the right hand side, we immediately get the first equation of [13]. Let us now derive the second equation. Again using [10]
\[
\frac{d}{d\tau} P_r(z) = \frac{1}{n} \langle \frac{d\theta_*}{d\tau}, (H - z)^{-1} \theta_r \rangle + \frac{1}{n} \langle \theta_r, (H - z)^{-1} \frac{d\theta_*}{d\tau} \rangle = \frac{q(\tau)}{n} \langle \theta^*, (H - z)^{-1} \theta_r \rangle + \frac{q(\tau)}{n} \langle \theta_r, (H - z)^{-1} \theta^* \rangle + \frac{1}{n\sqrt{\lambda}} \langle H \theta_r, (H - z)^{-1} \theta_r \rangle
\]
\[
= \frac{1}{n\sqrt{\lambda}} \langle \theta_r, (H - z)^{-1} H \theta_r \rangle - 2 \left( q(\tau)^2 + \frac{p_1(\tau)}{\sqrt{\lambda}} \right) \frac{1}{n} \langle \theta_r, (H - z)^{-1} \theta_r \rangle \tag{15}
\]
Since \( (H - zI) \) is a symmetric matrix \( \langle \theta^*, (H - z)^{-1} \theta_r \rangle = \langle \theta_r, (H - z)^{-1} \theta^* \rangle \) and \( \langle H \theta_r, (H - z)^{-1} \theta_r \rangle = 2 \langle \theta_r, (H - z)^{-1} H \theta_r \rangle \). Thus using again \( (H - z)^{-1} H = I + z(H - z)^{-1} \) and \( \langle \theta_r, \theta_r \rangle = 1 \) we get the second equation of [13]. \[\square\]
4 Concentration results

We introduce the Stieltjes transform of the semi-circle law \( \mu_{sc}(s) = \frac{1}{\pi} \sqrt{4 - s^2} \chi_{[-2,2]}(s) \),
\[
G_{sc}(z) = \int_{\mathbb{R}} ds \frac{\mu_{sc}(s)}{s - z} = \frac{1}{2}(-z + \sqrt{z^2 - 4}), \quad z \in \mathbb{C} \setminus [-2,2].
\] (16)

It is a classical result of random matrix theory \([15]\) that, for any \( z \in \mathbb{C} \setminus [-2,2] \),
\[
\lim_{n \to \infty} \frac{1}{n} \text{Tr} \mathcal{R}(z) \rightarrow G_{sc}(z)
\]
. However here we will need convergence in probability of matrix elements of the resolvent (for given \( z \) and also uniformly in \( z \)). This tool is provided by recent results in random matrix theory that go under the name of local semi-circle laws \([8]\).

Recall that \( S_n^0 \) is the set of realizations of \( H = \frac{1}{\sqrt{n}} \xi \) with eigenvalues in \( I_\delta = [-2 - \delta, 2 + \delta] \), \( \delta > 0 \), and that \( \lim_{n \to +\infty} P(S_n^0) = 1 \). It will be convenient to use the notation \( P_\delta \) for the conditional probability law of \( H \) conditioned on the event \( H \in S_n^0 \).

4.1 Initial condition analysis

We first derive natural initial conditions for the integro-differential equations \([13]\) when \( \frac{1}{n} \langle \theta_0, \theta^* \rangle = q(0) = \alpha \in [-1, +1] \). We claim (corollary \([5]\) below) that the initial conditions \( Q_0(z), P_0(z) \) as well as \( R(z) \) concentrate on explicit functions \( \tilde{Q}_0(z), \tilde{P}_0(z), \tilde{R}(z) \). The main tool is the following proposition which we prove in section \([8]\) (based on a theorem in \([8]\)):

**Proposition 4.** Fix \( \delta > 0, \epsilon > 0 \). For any fixed \( z \in \mathbb{C} \setminus I_\delta \) and any deterministic sequence of unit vectors \( u^{(n)}, v^{(n)} \in S^{n-1}(1) \) the n-sphere of unit radius, we have
\[
\lim_{n \to \infty} P_\delta(\langle u^{(n)}, \mathcal{R}(z)v^{(n)} \rangle - \langle u^{(n)}, v^{(n)} \rangle G_{sc}(z) > \epsilon) = 0.
\] (17

Applying this proposition to the three pairs of unit vectors \( (u^{(n)}, v^{(n)}) = (\frac{\theta_0}{\sqrt{n}}, \frac{\theta_0^*}{\sqrt{n}}), (\frac{\theta_0}{\sqrt{n}}, \frac{\theta_0^*}{\sqrt{n}}), \) and \( (\frac{\theta_0}{\sqrt{n}}, \frac{\theta_0^*}{\sqrt{n}}) \) we directly obtain

**Corollary 5.** Fix \( \alpha \in [-1, +1] \) and \( \theta_0 \) such that \( \frac{1}{n} \langle \theta_0, \theta^* \rangle = \alpha \). For \( z \in \mathbb{C} \setminus I_\delta \) we have convergence in probability of \( Q_0(z), P_0(z), R(z) \) to the Stieltjes transform of the semi-circle law:
\[
Q_0(z) \xrightarrow{P_\delta} \tilde{Q}_0(z) = \alpha G_{sc}(z), \quad P_0(z) \xrightarrow{P_\delta} \tilde{P}_0(z) = G_{sc}(z), \quad R(z) \xrightarrow{P_\delta} \tilde{R}(z) = G_{sc}(z).
\] (18)

4.2 Concentration of the overlap for finite times

We consider the integro-differential equations \([13]\) for the limiting initial conditions \( (\tilde{Q}_0(z), \tilde{P}_0(z)) = (\alpha G_{sc}(z), G_{sc}(z)) \) and limiting \( \tilde{R}(r) = G_{sc}(r) \). More explicitly we define \( Q_\tau(z), P_\tau(z) \) as the (holomorphic over \( z \in \mathbb{C} \setminus I_\delta \)) solutions of
\[
\frac{d}{d\tau} Q_\tau(z) = \bar{q}(\tau) R(z) + \frac{1}{\sqrt{\lambda}} (zQ_\tau(z) + \bar{q}(\tau)) - \left( \bar{q}^2(\tau) + \frac{1}{\sqrt{\lambda}} \bar{p}_1(\tau) \right) Q_\tau(z)
\]
\[
\frac{1}{2\pi i} \frac{d}{dz} P_\tau(z) = \bar{q}(\tau) Q_\tau(z) + \frac{1}{\sqrt{\lambda}} (zP_\tau(z) + 1) - \left( \bar{q}^2(\tau) + \frac{1}{\sqrt{\lambda}} \bar{p}_1(\tau) \right) P_\tau(z)
\] (19)

where by definition \( \bar{q}(\tau) = -\frac{1}{\sqrt{\lambda}} \frac{d}{dz} Q_\tau(z) \) and \( \bar{p}_1(\tau) = -\frac{1}{\sqrt{\lambda}} \frac{d}{dz} P_\tau(z) \), and the initial conditions are \( \tilde{Q}_0(z) = \alpha G_{sc}(z), \tilde{P}_0(z) = G_{sc}(z) \). The explicit calculation of the solutions \( Q_\tau(z), P_\tau(z) \) in section \([8]\) shows that they exist and they are holomorphic for \( z \in \mathbb{C} \setminus I_\delta \).

One can show that the concentration result of corollary \([5]\) extends to all finite times. This can be done by a Grönwall stability type argument. A difficulty with respect to the standard argument is that here we deal with an integro-differential equation instead of purely ordinary differential equation. For this reason we need a uniform (over \( z \)) concentration result which strengthens proposition \([4]\). The following is proved in section \([8]\).

**Proposition 6.** Fix \( \delta > 0, \epsilon > 0 \). Recall \( C = \{ z \in \mathbb{C} | z = pe^{i\theta}, \theta \in [0, 2\pi] \} \) for \( \rho \geq 2 + \delta \). For any deterministic sequence of unit vectors \( u^{(n)}, v^{(n)} \in S^{n-1}(1) \) the n-sphere of unit radius, we have
\[
\lim_{n \to \infty} \mathbb{P}_\delta(\sup_{z \in C} |\langle u^{(n)}, \mathcal{R}(z)v^{(n)} \rangle - \langle u^{(n)}, v^{(n)} \rangle G_{sc}(z) | > \epsilon) = 0.
\] (20)
Applying this proposition to appropriate pairs of unit vectors as previously we get directly:

**Corollary 7.** Fix $\alpha \in [-1, +1]$ and $\theta_0$ such that $\frac{1}{n}(\theta_0, \theta^*) = \alpha$. Let $C = \{z \in \mathbb{C} \mid z = \rho e^{i\theta}, \theta \in [0, 2\pi]\}$ for some $\rho \geq 2 + \delta$. Recall $Q_0(z) = \alpha G_{sc}(z)$, $\bar{P}_0(z) = G_{sc}(z)$, $\bar{R}(z) = G_{sc}(z)$. Then $\sup_{z \in C} |Q_0(z) - \bar{Q}_0(z)|$, $\sup_{z \in C} |\bar{P}_0(z) - \bar{P}_0(z)|$, $\sup_{z \in C} |\bar{R}(z) - \bar{R}(z)|$ all converge in $P_\alpha$-probability to zero.

In section 3, this corollary is used to prove:

**Proposition 8.** Fix $\alpha \in [-1, +1]$ and $\theta_0$ such that $\frac{1}{n}(\theta_0, \theta^*) = \alpha$. Fix any $T > 0$. We have convergences of the following overlaps to the deterministic limits $\hat{q}(\tau) \overset{P}{\to} q(\tau)$, $p_1(\tau) \overset{P}{\to} \bar{p}_1(\tau)$ where here convergence is with respect to the probability law $P$ of the GOE.

**Remark 9.** With a bit more work the proof of this corollary can be strengthened to also show that for any $z \in \mathbb{C} \setminus I_\delta$ and $\tau \in [0, T]$ we have convergence in probability of $Q_\tau(z)$, $P_\tau(z)$ to the deterministic solutions of the integro-differential equations (19), i.e., $Q_\tau(z) \overset{P}{\to} \hat{Q}_\tau(z)$, $P_\tau(z) \overset{P}{\to} \hat{P}_\tau(z)$, as well as convergence of all overlaps $q_k(\tau), p_k(\tau) \overset{P}{\to} \hat{q}_k(\tau), \hat{p}_k(\tau)$ ($k \geq 1$). Since we will not need these results we omit their proof.

### 5 Solution of integro-differential equations and overlap

In this section we analyze (19) for $z \in \mathbb{C} \setminus I_\delta$ with the initial conditions $(Q_0(z), \bar{P}_0(z), \bar{R}(z)) = (\alpha G_{sc}(z), G_{sc}(z), G_{sc}(z))$. In the process we obtain $\hat{q}(\tau) \equiv -\int_C \frac{dz}{2\pi i} \hat{Q}_\tau(z)$.

**Proof of formulas [5] and (6) in theorem [7]** We use a change of variable $\hat{Q}_\tau(z) = e^{F(\tau)} \hat{Q}_\tau(z)$ and $\hat{P}_\tau(z) = e^{2F(\tau)} \hat{P}_\tau(z)$ with $F(\tau) = \int_0^\tau ds \left( \hat{q}^2(s) + \frac{1}{\sqrt{\lambda}} \hat{p}(s) \right)$. Similarly, we define also $\hat{q}(\tau) = e^{F(\tau)} \hat{q}(\tau), \hat{p}(\tau) = e^{2F(\tau)} \hat{p}(\tau)$. We have $\hat{q}(\tau) = \hat{q}(\tau)/\sqrt{\hat{p}(\tau)}$, and therefore in order to determine the overlap it suffices to determine $\hat{q}(\tau)$ and $\hat{p}(\tau)$. With the change of variables equations (13) become

\begin{equation}
\begin{aligned}
&\frac{d}{d\tau} \hat{Q}_\tau(z) = \hat{q}(\tau) \left( \bar{R}(z) + \frac{1}{\sqrt{\lambda}} \right) + \frac{1}{\sqrt{\lambda}} \hat{Q}_\tau(z), \\
&\frac{1}{2} \frac{d}{d\tau} \hat{P}_\tau(z) = \hat{q}(\tau) \hat{Q}_\tau(z) + \frac{1}{\sqrt{\lambda}} \hat{p}(\tau) + \frac{1}{\sqrt{\lambda}} \hat{P}_\tau(z)
\end{aligned}
\end{equation}

We analyze these equations in the Laplace domain. Recall the Laplace transformation $L_f(p) = \int_0^{+\infty} d\tau e^{-\tau p} f(\tau)$, $Re p > a \in \mathbb{R}^+$, which is well defined as long as $|f(\tau)| \leq e^{a\tau}$. All functions involved below in Laplace transforms satisfy this requirement for some $a \in \mathbb{R}^+$ large enough independent of $n$. It will often be convenient to use the notations $L(f(t))(p) = \int_0^{+\infty} d\tau e^{-\tau p} f(\tau)$, $LQ_p(z) = \int_0^{+\infty} d\tau e^{-\tau p} Q_\tau(z)$, $LP_p(z) = \int_0^{+\infty} d\tau e^{-\tau p} P_\tau(z)$.

**A) Derivation of (5) for $\hat{q}(\tau)$** Taking the Laplace transform of the first equation in (21)

\begin{equation}
pL\hat{Q}_p(z) - \hat{Q}_0(z) = L\hat{q}(p) \left( \bar{R}(z) + \frac{1}{\sqrt{\lambda}} \right) + \frac{z}{\sqrt{\lambda}} L\hat{Q}_p(z)
\end{equation}

Notice that $\hat{Q}_0(z) = e^{F(0)} \hat{Q}_0(z) = \alpha G_{sc}(z)$ and $\bar{R}(z) = G_{sc}(z)$, and hence we can re-arrange the terms,

\begin{equation}
L\hat{Q}_p(z) = \alpha \frac{\sqrt{\lambda} G_{sc}(z)}{p\sqrt{\lambda} - z} + L\hat{q}(p) \frac{\sqrt{\lambda} G_{sc}(z) + 1}{p\sqrt{\lambda} - z}.
\end{equation}

Now, assuming $Re p > \frac{2+\delta}{\sqrt{\lambda}}$ (recall $Re p > 0$), we can choose a sufficiently small contour $\Gamma$ around the pole $z = p\sqrt{\lambda}$ which does not traverse the interval $I_\delta$. Then, since $G_{sc}(z)$ is holomorphic in the interior of $\Gamma$, we get

\begin{equation}
0 = \alpha \oint_{\Gamma} \frac{dz}{2\pi i} \frac{\sqrt{\lambda} G_{sc}(z)}{p\sqrt{\lambda} - z} + L\hat{q}(p) \oint_{\Gamma} \frac{dz}{2\pi i} \frac{\sqrt{\lambda} G_{sc}(z) + 1}{p\sqrt{\lambda} - z}
= \alpha \sqrt{\lambda} G_{sc}(p\sqrt{\lambda}) + L\hat{q}(p)(\sqrt{\lambda} G_{sc}(p\sqrt{\lambda}) + 1)
\end{equation}

Thus we find:

\begin{equation}
L\hat{q}(p) = -\frac{\alpha G_{sc}(p\sqrt{\lambda})}{\sqrt{\lambda} G_{sc}(p\sqrt{\lambda})} = \frac{1 + \frac{1}{\sqrt{\lambda}} G_{sc}(p\sqrt{\lambda})}{p - (1 + \frac{1}{\sqrt{\lambda}})}
\end{equation}
where the last equality can be checked from the explicit expression (16) of $G_{sc}(z)$. It remains to invert this equation in the time domain. To do so we first notice that
\[
G_{sc}(p\sqrt{\lambda}) = -\frac{1}{\sqrt{\lambda}} \int_{-2}^{2} ds \mu_{sc}(s) \int_{0}^{+\infty} d\tau e^{t \sqrt{\lambda} - p \tau} = -\frac{1}{\sqrt{\lambda}} \int_{0}^{+\infty} d\tau e^{-p\tau} M_{\lambda}(\tau)
\]
(26)
where we recall that $M_{\lambda}(\tau)$ is the scaled moment generating function of the semi-circle law [3]. The interchange of integrals in the third equality is justified by Fubini. Using $\mathcal{L}(e^{(1+\frac{1}{2})\tau})(p) = (p - (1 + \frac{1}{2}))^{-1}$, equation (25) becomes
\[
\mathcal{L}\hat{q}(p) = \alpha \mathcal{L}(e^{(1 + \frac{1}{2})\tau})(p) - \frac{1}{\sqrt{\lambda}} \mathcal{L}(e^{(1 + \frac{1}{2})\tau})M_{\lambda}(p).
\]
This is easily transformed back in the time-domain using standard properties of the Laplace transform to get (5).

B) A useful identity. For the derivation of $\hat{P}(\tau)$ we will need the following identity derived in Appendix G
\[
-\int_{\mathcal{C}} \frac{dz}{2\pi i} \hat{Q}_{\nu}(z)e^{\frac{z(s-u)}{\sqrt{\lambda}}} = \alpha M_{\lambda}(2\tau - u) + \int_{0}^{u} ds \hat{q}(s)M_{\lambda}(2\tau - u - s)
\]
(27)
where we recall $\mathcal{C}$ is the circle with center the origin and radius $\rho > 2 + \delta$.

C) Derivation of $\hat{P}(\tau)$. Taking the Laplace transform of the second equation in (21) we find
\[
\frac{1}{2}(p\mathcal{L}\hat{P}_{\nu}(z) - \hat{P}_{0}(z)) = \mathcal{L}(\hat{q}(\tau)\hat{Q}_{\nu}(z))(p) + \frac{1}{\sqrt{\lambda}}\mathcal{L}\hat{p}(p) + \frac{z}{\sqrt{\lambda}}\mathcal{L}\hat{P}_{\nu}(z)
\]
(28)
and using $\hat{P}_{0}(z) = e^{F(0)}\hat{P}_{0}(z) = G_{sc}(z)$ we can rearrange the terms to get
\[
\mathcal{L}\hat{P}_{\nu}(z) = \frac{1}{p - \frac{2\lambda}{\sqrt{\lambda}}} \left( G_{sc}(z) + 2\sqrt{\lambda}\mathcal{L}(\hat{q}(\tau)\hat{Q}_{\nu}(z))(p) + \frac{2}{\sqrt{\lambda}}\mathcal{L}\hat{p}(p) \right).
\]
(29)
Then using $(p - \frac{2\lambda}{\sqrt{\lambda}})^{-1} = \mathcal{L}(e^{\frac{2\lambda}{\sqrt{\lambda}}})(p)$ and
\[
2\mathcal{L}(e^{\frac{2\lambda}{\sqrt{\lambda}}})\mathcal{L}(\hat{q}(t)\hat{Q}_{\nu}(z)) = \mathcal{L}\left(2\int_{0}^{t} \hat{q}(u)\hat{Q}_{\nu}(z)e^{\frac{2\lambda}{\sqrt{\lambda}}u} du\right),
\]
(30)
and replacing in (29) we get
\[
\mathcal{L}\hat{P}_{\nu}(z) = \mathcal{L}(e^{\frac{2\lambda}{\sqrt{\lambda}}})(p)G_{sc}(z) + 2\mathcal{L}\left(\int_{0}^{t} \hat{q}(u)\hat{Q}_{\nu}(z)e^{\frac{2\lambda}{\sqrt{\lambda}}u} du\right)\mathcal{L}(e^{\frac{2\lambda}{\sqrt{\lambda}}})(p)\mathcal{L}\hat{p}(p).
\]
(31)
Now we take $\text{Re} p > 4/\sqrt{\lambda}$ and choose the contour $\mathcal{C}$, encircling the interval $I_{\delta}$, but such that it does not encircle the point $z = \frac{1}{2}p\sqrt{\lambda}$ and integrate each term of (31) along this contour. First note that the contribution of the last term vanishes since $\mathcal{L}(e^{\frac{2\lambda}{\sqrt{\lambda}}})(p) = (p - \frac{2\lambda}{\sqrt{\lambda}})^{-1}$ and the pole $z = \frac{1}{2}p\sqrt{\lambda}$ lies in the exterior of $\mathcal{C}$. Then there remains
\[
\int_{\mathcal{C}} \frac{dz}{2\pi i} \mathcal{L}\hat{P}_{\nu}(z) = \int_{\mathcal{C}} \frac{dz}{2\pi i} \mathcal{L}(e^{\frac{2\lambda}{\sqrt{\lambda}}})(p)G_{sc}(z) + 2\int_{\mathcal{C}} \frac{dz}{2\pi i} \mathcal{L}\left(\int_{0}^{t} \hat{q}(u)\hat{Q}_{\nu}(z)e^{\frac{2\lambda}{\sqrt{\lambda}}u} du\right)(p).
\]
(32)
For the left hand side we have
\[
\int_{\mathcal{C}} \frac{dz}{2\pi i} \int_{0}^{+\infty} d\tau e^{-p\tau} \hat{P}_{\nu}(z) = \int_{0}^{+\infty} d\tau e^{-p\tau} \int_{\mathcal{C}} \frac{dz}{2\pi i} \mathcal{L}\hat{P}_{\nu}(z) = -\int_{0}^{+\infty} d\tau e^{-p\tau} \hat{P}(\tau)
\]
(33)
where the first equality follows from Fubini and the second by functional calculus [14]. For the first term on the right hand side of (32) we find (see Appendix C for details)
\[
\int_{\mathcal{C}} \frac{dz}{2\pi i} G_{sc}(z) \int_{0}^{+\infty} d\tau e^{-p\tau} e^{\frac{z(s-u)}{\sqrt{\lambda}}} = -\int_{0}^{+\infty} d\tau e^{-p\tau} M_{\lambda}(\tau).
\]
(34)
Finally it remains to treat the last contour integral in (32). Using again Fubini and (27) we find
\[
\int_{\mathcal{C}} \frac{dz}{2\pi i} \int_{0}^{+\infty} d\tau e^{-p\tau} \int_{0}^{t} \hat{q}(u)\hat{Q}_{\nu}(z)e^{\frac{2\lambda}{\sqrt{\lambda}}u} du = \int_{0}^{+\infty} d\tau e^{-p\tau} \int_{0}^{t} \hat{q}(u) \int_{\mathcal{C}} \frac{dz}{2\pi i} \hat{Q}_{\nu}(z)e^{\frac{2\lambda}{\sqrt{\lambda}}u} du
\]
\[
= -\int_{0}^{+\infty} d\tau e^{-p\tau} \int_{0}^{t} du \hat{q}(u) \left[ \alpha M_{\lambda}(2\tau - u) + \int_{0}^{u} ds \hat{q}(s)M_{\lambda}(2\tau - u - s) \right]
\]
\[
= -\int_{0}^{+\infty} d\tau e^{-p\tau} \left[ \alpha \int_{0}^{t} du \hat{q}(u)M_{\lambda}(2\tau - u) + \frac{1}{2} \int_{0}^{t} \int_{0}^{t} du ds \hat{q}(s)M_{\lambda}(2\tau - u - s) \right]
\]
(35)
Putting together (32), (33), (34), (35) we obtain (9) in the Laplace domain. Going back to the time domain we obtain (5). \[\square\]
6 Conclusion and future work

Tracking gradient descent dynamics and their variants for different scores and loss functions can be used to provide meaningful insights on a learning algorithm and for example, help monitor its progress and avoid over-fitting. We have seen in this work that for the rank-one matrix recovery problem in the regime of large dimensions, probabilistic concentrations naturally occur that can be captured by the local semi-circle laws in random matrix theory obtained in the last decade. In particular, suitable generating functions constructed out of the resolvent of the noise matrix concentrate around the solutions of a set of deterministic integro-differential equations. We have been able to completely solve these equations thereby tracking the dynamics for all times. It is also observed that the analytical solution provides a good approximation for the expected behavior of the learning algorithm, even for dimensions as low as $n < 100$. We expect that the method and integro-differential equations derived here can be generalized to different models. For instance, one may be able to apply it to certain neural-network architectures, and in particular the random feature models. This would allow to better understand the dynamical emergence of interesting behaviors such as the double descent phenomenon.
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A Analysis of the cost

**Proof of theorem 2** Expanding the Frobenius norm in the cost and using \( \| \theta_r \|^2 = \| \theta^* \|^2 = n \) we find
\[
\mathcal{H}(\theta_r) = \frac{1}{2n^2} \left\{ -2TrY \theta_r \theta_r^T + Tr(\theta_r \theta_r^T \theta_r \theta_r^T) \right\} - \frac{1}{2n^2} \left\{ -2TrY \theta^* \theta^* T + Tr(\theta^* \theta^* T \theta^* \theta^* T) \right\}
= \frac{1}{n^2} \left( \theta^*, Y \theta^* \right) - \frac{1}{n^2} \left( \theta_r, Y \theta_r \right).
\]
(36)

Using that \( Y = \theta^* \theta^* T + \frac{n}{\sqrt{n}} H \) (recall \( H = \frac{1}{\sqrt{n}} \xi \)) we get
\[
\mathcal{H}(\theta_r) = (1 + \frac{1}{\sqrt{n}} \left( \theta^*, H \theta^* \right)) - \frac{1}{n^2} \left( \theta_r, H \theta_r \right)
= (1 + \frac{1}{\sqrt{n}} \left( \theta^*, H \theta^* \right)) - \left( q(\tau) \right)^2 + \frac{p_1(\tau)}{\sqrt{n}}.
\]
(37)

By the law of large numbers \( \frac{\left( \theta^*, H \theta^* \right)}{n} \xrightarrow{p} 0 \) and since \( q(\tau) \xrightarrow{n \rightarrow \infty} \tilde{q}(\tau) \) and \( p_1(\tau) \xrightarrow{n \rightarrow \infty} \tilde{p}_1(\tau) \) we have
\[
\mathcal{H}(\theta_r) \xrightarrow{n \rightarrow \infty} 1 - \left( \tilde{q}(\tau) \right)^2 + \frac{\tilde{p}_1(\tau)}{\sqrt{n}}.
\]
(38)

Now it remains to recall the definition of \( F(\tau) \) and \( \tilde{p}_0(\tau) = e^{2F(\tau)} \), to see that
\[
\tilde{q}(\tau)^2 + \frac{\tilde{p}_1(\tau)}{\sqrt{n}} = \frac{dF(\tau)}{d\tau} = \frac{d}{2} \ln \tilde{p}(\tau).
\]
(39)

The result of the theorem follows from (38) and (39).

B Proof of propositions 4 and 6

The proof is based the following local semi-circle law (theorem 2.12 in [6]):

**Theorem 10** (isotropic local semi-circle law [6]). For any \( \omega \in (0, 1) \) consider the following domain in the upper half-plane
\[
S(\omega, n) = \left\{ z \in \mathbb{C} \mid | \text{Re}(z) | \leq \frac{1}{\omega}, \frac{1}{n^2 \omega} \leq \text{Im}(z) \leq \frac{1}{\omega} \right\}.
\]

Then for all \( \delta, D > 0 \), there exists \( n_0 \in \mathbb{N} \) such that for all \( n > n_0 \), and any unit vectors \( u, v \in S_n(1) \):
\[
\sup_{z \in S(\omega, n)} \mathbb{P} \left( \left| \langle u, R(z)v \rangle - \langle u, v \rangle G_{sc}(z) \right| > n^\delta \left[ \sqrt{\frac{\text{Im} G_{sc}(z)}{n \text{Im} z}} + \frac{1}{n \text{Im} z} \right] \right) < \frac{1}{n^D}
\]
(40)

where \( \mathbb{P} \) is the probability law of the GOE.

**Proof of proposition 4** First we note that for \( \text{Im} z \neq 0 \) since \( \lim_{n \rightarrow +\infty} \mathbb{P}(S^r_0) = 1 \) we have
\[
\lim_{n \rightarrow +\infty} \mathbb{P} \left( \left| \langle u, R(z)v \rangle - \langle u, v \rangle G_{sc}(z) \right| > \epsilon \right) = \lim_{n \rightarrow +\infty} \mathbb{P}_S \left( \left| \langle u, R(z)v \rangle - \langle u, v \rangle G_{sc}(z) \right| > \epsilon \right).
\]
(41)

We consider first the cases \( \text{Im} z \) strictly positive, negative, and then give the extra argument needed for \( \text{Im} z = 0 \).

First we take \( \text{Im} z > 0 \). We can find \( n_1 \in \mathbb{N}, \omega \in (0, 1) \) such that \( z \in S(\omega, n_1) \) and henceforth, for all \( n \geq n_1, z \in S(\omega, n) \). Taking \( \delta = \frac{1}{2}, D = 1 \) and applying theorem 10 yields the existence of \( n_0 \) such that for all \( n \geq \max(n_0, n_1) \):
\[
\mathbb{P} \left( \left| \langle u, R(z)v \rangle - \langle u, v \rangle G_{sc}(z) \right| > n^\frac{\delta}{2} \left[ \sqrt{\frac{\text{Im} G_{sc}(z)}{n \text{Im} z}} + \frac{1}{n \text{Im} z} \right] \right) < \frac{1}{n}
\]
(42)

Set \( l(n, z) = n^\frac{\delta}{2} \left[ \sqrt{\frac{\text{Im} G_{sc}(z)}{n \text{Im} z}} + \frac{1}{n \text{Im} z} \right] \). Since \( \lim_{n \rightarrow \infty} l(n, z) = 0 \), we can find \( n_2 \) such that for all \( n \geq n_2 \) we have \( l(n, z) < \epsilon \). Thus for all \( n \geq \max(n_0, n_1, n_2) \) we have the set inclusion in the GOE
\[
\{ H : |\langle u, R(z)v \rangle - \langle u, v \rangle G_{sc}(z) | > \epsilon \} \subset \{ H : |\langle u, R(z)v \rangle - \langle u, v \rangle G_{sc}(z) | > l(n, z) \}
\]
(43)
We can take the supremum of the right hand side over $z$.

By the previous results for $k$ theorem, we get for $z$ concluding the proof for $\text{Im} z > 0$.

To deal with $\text{Im} z < 0$ it suffices to remark that $|\langle u, R(z)v \rangle - \langle u, v \rangle G_{sc}(z)| = |\langle u, \overline{R(z)}v \rangle - \langle u, v \rangle G_{sc}(\overline{z})|$. Alternatively one could use a version of theorem [10] for the lower half-plane.

Consider now $z = x + iy, 0 < y \leq \frac{\pi}{2}|x - (2 + \delta)|^2$. From the mean value theorem we have

$$\langle G \rangle - \langle z \rangle = \langle G \rangle - \langle z \rangle$$

Since for $H \in S^0$, we deduce from (45) and the triangle inequality

$$|\langle u, R(x)v \rangle - \langle u, v \rangle G_{sc}(x)| \leq |\langle u, R(x+i) v \rangle - \langle u, v \rangle G_{sc}(x+i)| + \frac{y}{|x - (2 + \delta)|^2}$$

Thus for realizations $H \in S^0$, the event $|\langle u, R(x)v \rangle - \langle u, v \rangle G_{sc}(x)| > \epsilon$ implies the event $|\langle u, R(x+i) v \rangle - \langle u, v \rangle G_{sc}(x+i)| \geq \frac{\epsilon}{2}$ for any $0 < y \leq \frac{\pi}{2}|x - (2 + \delta)|^2$. In other words

$$P_\delta (|\langle u, R(x)v \rangle - \langle u, v \rangle G_{sc}(x)| > \epsilon) \leq P_\delta (|\langle u, R(x+i) v \rangle - \langle u, v \rangle G_{sc}(x+i)| \geq \frac{\epsilon}{2}).$$

By the previous results for $\text{Im} z > 0$ we conclude that these probabilities tend to zero as $n \to +\infty$.

**Proof of proposition [3]** The proof uses a discretization argument together with the union bound. Consider the discrete set of $N$ points on the contour $C$, $z_k = \rho e^{i\theta_k}, \theta_k = \frac{2\pi k}{N}, k = 0, \ldots, N - 1$. First, observe that from the union bound

$$P\left(\max_{n = 0, \ldots, N} |\langle u^{(n)}, \mathcal{R}(z_k)v^{(n)} \rangle - \langle u^{(n)}, v^{(n)} \rangle G_{sc}(z_k)| > \epsilon\right)$$

$$\leq \sum_{k = 0}^N P (|\langle u^{(n)}, \mathcal{R}(z_k)v^{(n)} \rangle - \langle u^{(n)}, v^{(n)} \rangle G_{sc}(z_k)| > \epsilon)$$

thus from proposition [4]

$$\lim_{n \to +\infty} P (\max_{k = 0, \ldots, N} |\langle u^{(n)}, \mathcal{R}(z_k)v^{(n)} \rangle - \langle u^{(n)}, v^{(n)} \rangle G_{sc}(z_k)| > \epsilon) = 0$$

Second, for any $z = \rho e^{i\theta} \in C$ there exist a $\theta_k$ such that $|\theta - \theta_k| \leq \frac{\epsilon}{4}$. Applying the triangle inequality $|a| \leq |a| + |b - a|$ for $a = \langle u^{(n)}, \mathcal{R}(z)v^{(n)} \rangle - \langle u^{(n)}, G_{sc}(z)v^{(n)} \rangle$ and $b = \langle u^{(n)}, \mathcal{R}(z_k)v^{(n)} \rangle - \langle u^{(n)}, G_{sc}(z_k)v^{(n)} \rangle$, and the mean value theorem, we get

$$|\langle u^{(n)}, \mathcal{R}(z)v^{(n)} \rangle - \langle u^{(n)}, G_{sc}(z)v^{(n)} \rangle| \leq |\langle u^{(n)}, \mathcal{R}(z)v^{(n)} \rangle - \langle u^{(n)}, \mathcal{R}(z_k)v^{(n)} \rangle| + \frac{1}{N} \sup_{\theta \in [0, 2\pi]} |\frac{d}{d\theta} \langle u^{(n)}, \mathcal{R}(\rho e^{i\theta})v^{(n)} \rangle|$$

We can take the supremum of the right hand side over $z \in C$ and then the maximum of the right hand side over $k = 0, \ldots, N - 1$ to deduce

$$\max_{k = 0, \ldots, N} |\langle u^{(n)}, \mathcal{R}(z)v^{(n)} \rangle - \langle u^{(n)}, G_{sc}(z)v^{(n)} \rangle| \leq \sup_{z \in C} |\langle u^{(n)}, \mathcal{R}(z)v^{(n)} \rangle - \langle u^{(n)}, \mathcal{R}(z_k)v^{(n)} \rangle|$$

$$+ \frac{1}{N} \sup_{\theta \in [0, 2\pi]} |\frac{d}{d\theta} \langle u^{(n)}, \mathcal{R}(\rho e^{i\theta})v^{(n)} \rangle|$$
Since
\[
\frac{d}{d\theta} (u^{(n)}, R(\rho e^{i\theta}) v^{(n)}) = i\rho e^{i\theta} (u^{(n)}, (\rho e^{i\theta} - H)^{-2} v^{(n)})
\]  
we deduce from Cauchy-Schwarz, that with probability tending to one as \( n \to +\infty \)
\[
\frac{1}{N} \sup_{\theta \in [0, 2\pi]} \left| \frac{d}{d\theta} (u^{(n)}, R(\rho e^{i\theta}) v^{(n)}) \right| \leq \frac{\rho \sqrt{N}}{N(\rho - 2)^2}
\]  
Therefore taking \( N > \frac{2\rho}{\epsilon(\rho - 2)^2} \), we find from (50), (54) and (52)
\[
\lim_{n \to +\infty} \mathbb{P}(\sup_{z \in C} |(u^{(n)}, R(z)v^{(n)}) - (u^{(n)}, v^{(n)})G_{sc}(z)| \geq \frac{\epsilon}{2}) = 0
\]
for any \( \epsilon > 0 \). This concludes the proof. 

\[\square\]

C Proof of proposition \[8\]

We assume the condition \( H \in S_0^2 \) so that \( \|R(z)\|_{op} \leq (\rho - 2)^{-1} \) for all \( z \in \mathbb{C} = \{ z \in \mathbb{C} | z = \rho e^{i\theta}, \theta \in [0, 2\pi] \} \) and \( \rho > 2 + \delta \). The condition is relaxed at the very end.

The proof of proposition \[8\] is based on a Gronwall type argument. As explained in section \[4\] the difficulty here is that we have an integro-differential equation instead of a plain ordinary differential equation and the usual Lipshitz condition is not a priori satisfied. For this reason, given that \( H \in S_0^2 \), we need preliminary bounds on \( \sup_{z \in C} |Q_\tau(z)| \), \( \sup_{z \in C} |P_\tau(z)| \), \( \sup_{z \in C} |R(z)| \) and on \( \sup_{z \in C} |Q_\tau(z)| \), \( \sup_{z \in C} |P_\tau(z)| \), for \( \tau \in [0, T] \). Here we do not seek the best possible bounds but rather we just need that all quantities are bounded (with high probability for the first three).

For the first four quantities the bound easily follows from their definition (11). By Cauchy-Schwarz we obtain that \( \sup_{z \in C} |Q_\tau(z)| \), \( \sup_{z \in C} |P_\tau(z)| \) and \( \sup_{z \in C} |R(z)| \) are upper bounded by \( (\rho - 2)^{-1} \). For \( \sup_{z \in C} |R(z)| \) we can use the integral representation to get the same (loose) bound.

The remaining two quantities are here defined through the solution of the integro-differential equation (19) which we take as a starting point to prove a bound. In section \[5\] we compute exactly the combination \( \tilde{q}(\tau)^2 + \frac{1}{\sqrt{\nu}} \tilde{p}_1(\tau) \equiv \frac{1}{\sqrt{\nu}} \ln \tilde{p}(\tau) \) and find \( \tilde{p}(\tau) \) given by formula (6). It can be checked that this is a continuous function for any compact time interval, so \( \sup_{\tau \in [0, T]} |\tilde{q}(\tau)^2 + \frac{1}{\sqrt{\nu}} \tilde{p}_1(\tau)| \leq L_s(T) < +\infty \) for any \( T > 0 \) (in fact one can even take \( L_s \) independent of \( T \) but we will not need this information). Then, integrating the first equation in (19) over \( [0, \tau] \), using the triangle inequality, and then taking suprema, we deduce
\[
\sup_{z \in C} |\tilde{Q}_\tau(z)| \leq \sup_{z \in C} |\tilde{Q}_0(z)| + \left( \frac{\rho}{\rho - 2} + \frac{2\rho}{\sqrt{\Lambda}} + \rho^2 L_s(T) \right) \int_0^\tau ds \sup_{z \in C} |\tilde{Q}_s(z)|
\]  
Iterating this inequality a standard calculation yields any \( \tau \in [0, T] \)
\[
\sup_{z \in C} |\tilde{Q}_\tau(z)| \leq \sup_{z \in C} |\tilde{Q}_0(z)| e^{\frac{\sqrt{\mu}}{2} + \frac{1}{\sqrt{\mu}} + \rho^2 L_s(T)} \leq \frac{\alpha}{\rho - 2} e^{\frac{\sqrt{\mu}}{2} + \frac{1}{\sqrt{\mu}} + \rho^2 L_s(T)}
\]  
where we used \( \tilde{Q}_0(z) = \alpha G_{sc}(z) \), and for \( G_{sc}(z) \) \( \leq \frac{1}{\rho - 2} \) for \( z \in C \). The definition of \( \tilde{q}(\tau) \) in terms of a contour integral implies immediately \( \sup_{\tau \in [0, T]} |\tilde{q}(\tau)| \leq L(T) \) where \( L(T) \) is the right hand side of (57) multiplied by \( \rho \). Now, integrating the second equation in (19) over \( [0, \tau] \), using the triangle inequality, and then taking suprema again, we deduce
\[
\frac{1}{2} \sup_{z \in C} |\tilde{P}_\tau(z)| \leq \frac{1}{2} \sup_{z \in C} |\tilde{P}_0(z)| + \frac{\alpha^2 \rho T}{(\rho - 2)^2} e^{\frac{\sqrt{\mu}}{2} + \frac{1}{\sqrt{\mu}} + \rho^2 L_s(T)} + \frac{T}{\sqrt{\Lambda}}
\]
\[\frac{\rho}{\sqrt{\Lambda}} + L_s(T) \int_0^\tau \sup_{z \in C} |\tilde{P}_s(z)| \]
\[+ \left( \frac{\rho}{\sqrt{\Lambda}} + L_s(T) \right) \int_0^\tau \sup_{z \in C} |\tilde{P}_s(z)| \]
Again a standard calculation yields (using the initial condition \( \tilde{P}_0(z) = G_{sc}(z) \))
\[
\sup_{z \in C} |\tilde{P}_\tau(z)| \leq \left( \frac{1}{\rho - 2} + \frac{2\alpha^2 \rho T}{(\rho - 2)^2} e^{\frac{\sqrt{\mu}}{2} + \frac{1}{\sqrt{\mu}} + \rho^2 L_s(T)} + \frac{2T}{\sqrt{\Lambda}} \right) e^{\frac{\sqrt{\mu}}{2} + \rho^2 L_s(T)}
\]  
Note that this implies the bound \( \sup_{\tau \in [0, T]} |\tilde{p}_1(\tau)| \leq L_1(T) \) where \( L_1(T) \) is the right hand side of (59) multiplied by \( \rho^2 \).

We now have all the elements to adapt a Gronwall type argument.
Proof of proposition. We start by deriving preliminary bounds. We set \( Q_r(z) - \tilde{Q}_r(z) = \Delta_0^Q(z), P_r(z) - \tilde{P}_r(z) = \Delta_0^P(z), R(z) - \bar{R}(z) = \Delta^R(z), q(\tau) - \bar{q}(\tau) = \delta^R(\tau), p_1(\tau) - \tilde{p}_1(\tau) = \delta^q(\tau) \). Note for later use that all the \( \sup_{z \in C} | \cdot | \) of these differences are bounded by some finite positive constant depending only on \( \rho, \alpha, \lambda, T \). Taking the difference of (19) and (13) we find after a bit of algebra

\[
\frac{d}{dt} \Delta_0^Q(z) = \delta^q(\tau) \Delta_0^R(z) + \delta^q(\tau) \bar{R}(z) + \bar{q}(\tau) \Delta_0^R(z) + \frac{1}{\sqrt{\lambda}} (z \Delta_0^Q(z) + \delta^q(\tau))
\]

and

\[
\frac{d}{dt} \Delta_0^P(z) = \delta^q(\tau) \Delta_0^P(z) + \delta^q(\tau) \bar{Q}_r(z) + \bar{q}(\tau) \Delta_0^P(z) + \frac{1}{\sqrt{\lambda}} (z \Delta_0^P(z) + \delta^q(\tau))
\]

After integrating the above equations over the interval \([0, \tau]\), using the triangle inequality, and the inequalities \( |\delta^q(\tau)| \leq \rho \sup_{z \in C} |\Delta_0^Q(z)|, |\delta^q(\tau)| \leq \rho \sup_{z \in C} |\Delta_0^P(z)|, |q(\tau)| \leq 1, \sup_{\tau \in [0,T]} |\bar{q}(\tau)| < L(T), \sup_{\tau \in [0,T]} |\bar{p}_1(\tau)| < L_1(T) \), we deduce (with \( L = \max(L(T), L_1(T)) \))

\[
\sup_{z \in C} \Delta_0^Q(z) \leq \sup_{z \in C} |\Delta_0^Q(z)| + \rho \sup_{z \in C} |\Delta_r(z)| + \int_0^T ds \sup_{z \in C} |\Delta_0^Q(z)| + \rho \sup_{z \in C} |\bar{R}(z)| + \int_0^T ds \sup_{z \in C} |\Delta_0^Q(z)|
\]

and

\[
\sup_{z \in C} \Delta_0^P(z) \leq \sup_{z \in C} |\Delta_0^P(z)| + \rho \int_0^T ds \sup_{z \in C} |\Delta_0^Q(z)|^2 + \rho \int_0^T ds \sup_{z \in C} |\Delta_0^Q(z)| \sup_{z \in C} |\bar{Q}_s(z)|
\]

Now, using (57) and (59), we can “linearize” the right hand side to obtain two inequalities of the form (where \( C(\rho, \alpha, \lambda, T) \) is a suitable constant)

\[
\sup_{z \in C} |\Delta_0^Q(z)| \leq \sup_{z \in C} |\Delta_0^Q(z)| + L \sup_{z \in C} |\Delta_r(z)| + C(\rho, \alpha, \lambda, T) \int_0^T ds \sup_{z \in C} |\Delta_0^Q(z)| + \sup_{z \in C} |\Delta_0^P(z)|
\]

and

\[
\sup_{z \in C} |\Delta_0^P(z)| \leq \sup_{z \in C} |\Delta_0^P(z)| + C(\rho, \alpha, \lambda, T) \int_0^T ds \sup_{z \in C} |\Delta_0^Q(z)| + \sup_{z \in C} |\Delta_0^P(z)|
\]

Summing (64) and (65) and iterating the resulting integral inequality we deduce

\[
\sup_{z \in C} |\Delta_0^Q(z)| + \sup_{z \in C} |\Delta_0^P(z)| \leq \left\{ \sup_{z \in C} |\Delta_0^Q(z)| + \sup_{z \in C} |\Delta_0^P(z)| + LT \sup_{z \in C} |\Delta_r(z)| \right\} e^{2TC(\rho, \alpha, \lambda, T)}
\]
By corollary 7, we conclude that for \( \tau \in [0, T] \) sup \( \rho \in \mathbb{C} \) \( |\Delta^2 f(z)| \) and sup \( \rho \in \mathbb{C} \) \( |\Delta^2 f(z)| \) converge in \( P_\theta \)-probability to zero. Finally, we can look at the overlaps. Observe that \( |q(\tau) - \bar{q}(\tau)| = |\int_C \frac{dz}{2\pi i} \Delta^2 f(z)| \leq \rho \sup \rho \in \mathbb{C} \) \( |\Delta^2 f(z)| \) and \( |p_1(\tau) - \bar{p}_1(\tau)| = |\int_C \frac{dz}{2\pi i} \Delta^2 f(z)| \leq \rho^2 \sup \rho \in \mathbb{C} \) \( |\Delta^2 f(z)| \). Therefore \( |q(\tau) - \bar{q}(\tau)| \) and \( |p_1(\tau) - \bar{p}_1(\tau)| \) converge with \( P_\theta \)-probability to 0. But since \( \lim_{n \to +\infty} P(H \in S^n) = 1 \) it is easy to see (by the law of total probability) that \( |q(\tau) - \bar{q}(\tau)| \) and \( |p_1(\tau) - \bar{p}_1(\tau)| \) also converge with \( P \)-probability to 0.

\[ \blacksquare \]

### D Enforcing the spherical constraint in gradient dynamics

The second term in equation (2) enforces the spherical constraint \( \theta_1 \in S^{n-1}(\sqrt{n}) \) at all times. This is well known but we briefly recall how to derive it for completeness. Since the \( n \) dimensional sphere is embedded in \( \mathbb{R}^n \) the covariant gradient \( D_\theta \) can be obtained by projecting the usual gradient \( \nabla_\theta \) on a tangent plane. This projection is obtained by subtracting the component along a radius of the sphere, i.e., \( \frac{\theta}{\sqrt{n}}, \frac{\theta}{\sqrt{n}}, \nabla_\theta \mathcal{H}(\theta) \). Therefore gradient descent reads

\[
\frac{d\theta_t}{dt} = \eta D_\theta \mathcal{H}(\theta_t) = \eta \left( \nabla_\theta \mathcal{H}(\theta_t) - \frac{\theta_t}{n} \langle \theta_t, \nabla_\theta \mathcal{H}(\theta_t) \rangle \right). \tag{67}
\]

It is easily checked that \( \frac{d\|\theta_t\|^2}{dt} = 0 \) and since \( \theta_0 \in S^{n-1}(\sqrt{n}) \) we have \( \theta_t \in S^{n-1}(\sqrt{n}) \) for all times. Indeed

\[
\frac{d\|\theta_t\|^2}{dt} = 2\langle \theta_t, \frac{d\theta_t}{dt} \rangle = 2\eta \langle \theta_t, \nabla_\theta \mathcal{H}(\theta_t) \rangle - \frac{\theta_t}{n} \left( \langle \theta_t, \nabla_\theta \mathcal{H}(\theta_t) \rangle \right) = 0. \tag{68}
\]

### E Strict saddle property

We say that the strict saddle property is satisfied if the critical points of the cost are strict saddles or minima (a strict saddle has by definition at least one strictly negative eigenvalue of the Hessian). It is known from [21] that for a cost satisfying the strict saddle property, gradient descent with small enough discrete time steps converges to a minimum, almost surely with respect to the initial condition. In the present context (as shown below) the critical points are given satisfying the strict saddle property, gradient descent with small enough discrete time steps converges to a minimum, almost surely and tangent to the sphere) with eigenvalues \( \alpha_1 \neq 0 \) and \( \alpha_2 < \alpha_3 < \ldots < \alpha_n \). This explains that for \( \lambda > 1 \) gradient descent with a small enough discrete time steps will converge to \( v_n \) and the overlap approach \( \pm \sqrt{1 - 1/\lambda} \).

The critical points on the sphere \( S^{n-1}(\sqrt{n}) \) satisfy \( D_\theta \mathcal{H}(\theta) = 0 \) where \( D_\theta = \frac{1}{n} \theta \theta^T \nabla_\theta \) is the covariant derivative. We have

\[
D_\theta \mathcal{H}(\theta) \propto \frac{1}{n} \langle \theta, A\theta \rangle \theta - A\theta = 0 \tag{69}
\]

and has \( n \) solutions \( \theta = v_i, i = 1, \ldots, n \). The Hessian matrix on the sphere is (up to a positive prefactor)

\[
D_\theta D_\theta^T \mathcal{H}(\theta) \propto \left( 1 - \frac{1}{n} \theta \theta^T \right) \left( \frac{1}{n} \langle \theta, A\theta \rangle I - A \right) \tag{70}
\]

and for each critical point \( \theta = v_i \) we find \( D_\theta D_\theta^T \mathcal{R}(v_i) \propto \frac{1}{n} (\alpha_i I - A) \). This has \( n - 1 \) eigenvectors \( v_j, j \neq i \) (perpendicular to \( v_i \) and tangent to the sphere) with eigenvalues \( \alpha_i - \alpha_j, j \neq i \), and one eigenvector \( v_i \) with 0 eigenvalue. For fixed \( \lambda \) there is no degeneracy \( \alpha_1 < \alpha_2 < \ldots < \alpha_n \), almost surely and \( v_n \) is a minimum while \( v_j, j \neq n \) are strict saddles.

\[ \blacksquare \]

\[ \text{However for a fixed realization when } \lambda \text{ varies we can have eigenvalue crossings.} \]

16
F Analysis of the stationary equation

The stationary equations corresponding to (15) are given by setting the time derivatives on the left hand side to zero.

\[
\begin{cases}
q^\infty \left( \bar{R}(z) + \frac{1}{\sqrt{x}} \right) + \left( \frac{1}{\sqrt{x}} - (q^\infty)^2 - \frac{1}{\sqrt{x}} \bar{p}_1^\infty \right) Q^\infty(z) = 0 \\
q^\infty \bar{Q}_\infty(z) + \frac{1}{\sqrt{x}} + \left( \frac{1}{\sqrt{x}} - (q^\infty)^2 - \frac{1}{\sqrt{x}} \bar{p}_1^\infty \right) \bar{P}_\infty(z) = 0
\end{cases}
\] (71)

where \( q^\infty \equiv -\int_C \frac{dz}{2\pi i} Q_{\infty}(z), \) \( p_1^\infty \equiv -\int_C \frac{dz}{2\pi i} zP_{\infty}(z), \) \( \bar{R}(z) = G_{\infty}(z), \) and \( C = \{ z \in \mathbb{C} \mid z = \rho e^{i\theta}, \theta \in [0, 2\pi] \}, \) \( \rho > 2. \) Here we show how to derive all possible solutions of these equations. One expects that the set of solutions contain the limiting solution for \( \tau \to +\infty \) and we check that this is indeed the case. But it should be noted that there exist other solutions that are not physical in the sense that they are not attainable from the limiting time evolution.

From (71) we get

\[
\begin{cases}
Q^\infty(z) = q^\infty \frac{\sqrt{x}G_{\infty}(z)+1}{\sqrt{x}(q^\infty)^2+p_1^\infty-z} \\
\bar{P}_\infty(z) = (q^\infty)^2 \frac{\sqrt{x}}{(\sqrt{x}(q^\infty)^2+p_1^\infty-z)^2} + \frac{1}{\sqrt{x}(q^\infty)^2+p_1^\infty-z}
\end{cases}
\] (72)

Let us first assume that \( |\sqrt{x}(q^\infty)^2+p_1^\infty| \leq 2. \) We integrate the second equation over the contour \( C. \) One can show that integral of the first term on the right hand side vanishes. Thus we find the condition by \( \bar{p}_1^\infty = \sqrt{x}(q^\infty)^2+p_1^\infty \) which implies \( q^\infty = 0. \) This implies in turn that \( Q_{\infty}(z) = 0, \) \( P_{\infty}(z) = (\bar{p}_1^\infty-z)^{-1} \) and \( |p_1^\infty| \leq 2. \)

Now assume that \( |\sqrt{x}(q^\infty)^2+p_1^\infty| \geq 2. \) Integrating the first equation of (72) over \( C \) we find

\[
q^\infty = \sqrt{x} \int_{\mathbb{C}} \frac{dz}{2\pi i} \frac{G_{\infty}(z)}{z - (\sqrt{x}(q^\infty)^2+p_1^\infty)}
\] (73)

The solution \( q^\infty = 0 \) is again a possibility \( Q_{\infty}(z) = 0, \) \( P_{\infty}(z) = (\bar{p}_1^\infty-z)^{-1} \) and \( |p_1^\infty| > 2. \)

Now assume that \( q^\infty \neq 0 \) (and still \( |\sqrt{x}(q^\infty)^2+p_1^\infty| \geq 2. \)) Computing the contour integral we find the equation

\[
1 = -\sqrt{x}G_{\infty}(\sqrt{x}(q^\infty)^2+p_1^\infty) \text{ and this implies}
\]

\[
\sqrt{x}(q^\infty)^2+p_1^\infty = \frac{1}{\sqrt{x}} + \sqrt{x} \geq 2
\] (74)

for all \( \lambda. \) Integrating the second equation in (72) over \( C \) we find

\[
-\frac{1}{\lambda} = (q^\infty)^2 \int_{\mathbb{C}} \frac{dz}{2\pi i} \frac{G_{\infty}(z)}{z - (\sqrt{x}(q^\infty)^2+p_1^\infty)} = -(q^\infty)^2 \frac{dG(z)}{dz} |_{\sqrt{x}(q^\infty)^2+p_1^\infty} \] (75)

Then using the explicit expression of \( G(z) \) we find that \( (q^\infty)^2 = 1 - \frac{1}{\lambda}, \) if \( \lambda \geq 1, \) and \( (q^\infty)^2 = \frac{\lambda}{\lambda-1}, \) if \( \lambda \leq 1. \)

Furthermore if \( \lambda \geq 1 \) we have from (72) and (74)

\[
\begin{cases}
Q_{\infty}(z) = \left( 1 - \frac{1}{\lambda} \right) \frac{\sqrt{x}G_{\infty}(z)+1}{\sqrt{x}+\frac{1}{\lambda}-z} \\
P_{\infty}(z) = \left( 1 - \frac{1}{\lambda} \right) \sqrt{x} \frac{\sqrt{x}G_{\infty}(z)+1}{(\sqrt{x}+\frac{1}{\lambda}-z)^2} + \frac{1}{\sqrt{x}+\frac{1}{\lambda}-z}
\end{cases}
\] (76)

Note that multiplying the second equation in (76) by \( z \) and integrating over \( C \) yields \( \bar{p}_1^\infty = \frac{2}{\sqrt{x}}. \) This consistent with (74). Finally \( \lambda < 1 \) we have from (72) and (74)

\[
\begin{cases}
Q_{\infty}(z) = \frac{1}{\lambda} \left( \frac{1}{\lambda} - 1 \right) \frac{\sqrt{x}G_{\infty}(z)+1}{\sqrt{x}+\left( \frac{1}{\lambda} - 1 \right) z} \\
P_{\infty}(z) = \frac{1}{\lambda} \left( \frac{1}{\lambda} - 1 \right) \sqrt{x} \frac{\sqrt{x}G_{\infty}(z)+1}{(\sqrt{x}+\left( \frac{1}{\lambda} - 1 \right) z)^2} + \frac{1}{\sqrt{x}+\left( \frac{1}{\lambda} - 1 \right) z}
\end{cases}
\] (77)

As a consistency check we can see (77) and (74) both imply \( \bar{p}_1^\infty = \frac{2}{\sqrt{x}} - \frac{1}{\lambda\sqrt{x}} + \sqrt{x}. \)

We conclude by noting that the solutions that are attainable from the time evolution are \( (q^\infty = 0, |p_1^\infty| \leq 2) \) and \( (q^\infty = \pm \sqrt{1 - \frac{1}{\lambda}}, p_1^\infty = \frac{2}{\sqrt{x}}). \) The first one is "attained" from an initial condition with \( \alpha = \frac{1}{\lambda} \theta^*, \theta_0 = 0. \) In this case gradient descent "does not start" and \( q^\infty = q(0) = 0, p_1^\infty = p_1(0) = \frac{1}{\lambda} \theta^*, \theta_0 = 0 \) and \( p_2(0) \leq 2 \) with high probability. The other two solutions correspond to the initial conditions \( \alpha = \frac{1}{\lambda} \theta^*, \theta_0 = 0 \) with \( \alpha > 0 \) and \( \alpha < 0. \)
G Intermediate identities

We derive a number of identities requiring interchange of integrals.

A) Derivation of (27). To prove (27) we start with (23) in the form

$$\mathcal{L}\tilde{Q}_p(z) = \alpha G_{sc}(z) \mathcal{L}(e^{\frac{z}{\sqrt{\tau}}})(p) + \mathcal{L}\tilde{q}(p) \mathcal{L}(e^{\frac{z}{\sqrt{\tau}}})(G_{sc}(z) + \frac{1}{\sqrt{\lambda}})$$

(78)

and invert it back to the time domain

$$\tilde{Q}_\tau(z) = \alpha G_{sc}(z)e^{\frac{z}{\sqrt{\tau}}} + G_{sc}(z) \int_0^\tau ds\tilde{q}(s)e^{\frac{\sqrt{\tau - s}}{\sqrt{\lambda}}} + \frac{1}{\sqrt{\lambda}} \int_0^\tau ds\tilde{q}(s)e^{\frac{z}{\sqrt{\lambda}}}.$$  

(79)

So this generating function is entirely known. Now we multiply this equation by $e^{\frac{z}{\sqrt{\tau}}}$ and integrate along $C$. It is easy to see that, by Fubini’s theorem, for the last term on the right hand side, the contour integral and the $s$-integral can be exchanged. Therefore the contour integral of the last term on the right hand side vanishes because $e^{\frac{z}{\sqrt{\tau}}}$ is holomorphic in the whole complex plane. For the other two terms on the right hand side we use the semi-circle law representation of $G_{sc}(z)$ to obtain (see below for details) to obtain

$$\oint_C \frac{dz}{2\pi i} G_{sc}(z)e^{\frac{z}{\sqrt{\tau}}} = -M_\lambda (2\tau - u)$$

(80)

and

$$\oint_C \frac{dz}{2\pi i} G_{sc}(z) \int_0^\tau ds\tilde{q}(s)e^{\frac{\sqrt{\tau - s}}{\sqrt{\lambda}}} = -\int_0^\tau ds\tilde{q}(s)M_\lambda (2\tau - s - u).$$

(81)

Putting together (80), (81) and (79) we obtain the claimed identity (27).

B) Derivation of (81). From the semi-circle law representation of $G_{sc}$

$$\oint_C \frac{dz}{2\pi i} G_{sc}(z)e^{\frac{z}{\sqrt{\tau}}} = \oint_C \frac{dz}{2\pi i} \int_{-2}^2 ds\mu_{sc}(s) e^{\frac{z}{\sqrt{\tau}}}$$

(82)

It is easy to see that Fubini’s theorem can be applied to interchange the integrals. Indeed the contour integral over $C$ can be parametrized so that we then have two integrals with bounded functions over bounded intervals. So

$$\oint_C \frac{dz}{2\pi i} G_{sc}(z)e^{\frac{z}{\sqrt{\tau}}} = \int_{-2}^2 ds\mu_{sc}(s) \oint_C \frac{dz}{2\pi i} e^{\frac{z}{\sqrt{\tau}}} = -\int_{-2}^2 ds\mu_{sc}(s) e^{\frac{2\tau - u}{\sqrt{\lambda}}} = -M_\lambda (2\tau - u)$$

(83)

C) Derivation of (81). We proceed similarly. First,

$$\oint_C \frac{dz}{2\pi i} G_{sc}(z) \int_0^\tau ds\tilde{q}(s)e^{\frac{\sqrt{\tau - s}}{\sqrt{\lambda}}} = \oint_C \frac{dz}{2\pi i} \int_{-2}^2 dx \int_0^\tau dx ds\mu_{sc}(x)\tilde{q}(s) e^{\frac{z}{\sqrt{\lambda}}}$$

(84)

Again, it is clear that the contour integral can be parametrized so that we all integrals are over bounded intervals and all functions are bounded, so that Fubini’s theorem applies. Thus

$$\oint_C \frac{dz}{2\pi i} G_{sc}(z) \int_0^\tau ds\tilde{q}(s)e^{\frac{\sqrt{\tau - s}}{\sqrt{\lambda}}} = \int_0^\tau ds\tilde{q}(s) \int_{-2}^2 dx\mu_{sc}(x) \oint_C \frac{dz}{2\pi i} e^{\frac{\sqrt{\tau - s}}{\sqrt{\lambda}}}$$

$$= -\int_0^\tau ds\tilde{q}(s)M_\lambda (2\tau - s - u)$$

(85)

D) Derivation of (34). Again, using Fubini and then Cauchy’s theorem, 

$$\oint_C \frac{dz}{2\pi i} G_{sc}(z) \int_0^{+\infty} d\tau e^{-p\tau} e^{\frac{z}{\sqrt{\tau}}} = \int_0^{+\infty} d\tau e^{-p\tau} \oint_C \frac{dz}{2\pi i} G_{sc}(z)e^{\frac{z}{\sqrt{\tau}}}$$

$$= \int_0^{+\infty} d\tau e^{-p\tau} \oint_C \frac{dz}{2\pi i} e^{\frac{z}{\sqrt{\tau}}} \int_{-2}^2 ds\mu_{sc}(s)$$

$$= \int_0^{+\infty} d\tau e^{-p\tau} \int_{-2}^2 ds\mu_{sc}(s) \oint_C \frac{dz}{2\pi i} e^{\frac{z}{\sqrt{\lambda}}}$$

$$= -\int_0^{+\infty} \frac{d\tau}{\tau} e^{-p\tau} \int_{-2}^2 ds\mu_{sc}(s) e^{\frac{z}{\sqrt{\lambda}}}$$

(86)
H  Asymptotic analysis of $\bar{q}$

H.1  limit when $\lambda > 1$

We deduce the limiting behavior for $\lambda > 1$. The next order correction is given in (H.3) Rewriting the first term from theorem H we have for $\tau \in \mathbb{R}_+$

$$e^{-(1+\frac{1}{\lambda})\tau}\bar{q}(\tau) = \alpha \left[ 1 - \frac{1}{\lambda} \int_0^\tau e^{-(1+\frac{1}{\lambda})s}M_\lambda(s)ds \right].$$

We notice that in the limit $t \to \infty$, the right hand side of the integral is the laplace transform

$$\int_0^\infty e^{-(1+\frac{1}{\lambda})s}M_\lambda(s)ds = \mathcal{L}M_\lambda \left(1 + \frac{1}{\lambda^2}\right)$$

and we have seen the connection with resolvent in (26)

$$\mathcal{L}M_\lambda \left(1 + \frac{1}{\lambda^2}\right) = -\sqrt{\lambda}G_{sc} \left((1 + \frac{1}{\lambda})\sqrt{\lambda}\right).$$

But $X^2 + (1 + \frac{1}{\lambda})\sqrt{\lambda}X + 1 = 0$ has two roots: $\{\sqrt{\lambda}; \frac{1}{\sqrt{\lambda}}\}$. To ensure $G_{sc}(z) \in \mathbb{C}_+$ when $z \in \mathbb{C}_+$, we have $-\sqrt{\lambda}$ for $\lambda < 1$ and $\frac{1}{\sqrt{\lambda}}$ for $\lambda > 1$. Thus we conclude

$$\lim_{\tau \to \infty} e^{-(1+\frac{1}{\lambda})\tau}\bar{q}(\tau) = \begin{cases} 0 & (\lambda < 1) \\ \alpha(1 - \frac{1}{\lambda}) & (\lambda > 1) \end{cases}$$

Therefore, in the regime $\lambda > 1$, we find the asymptotic behavior for $\tau \to \infty$

$$\bar{q}(\tau) \sim \alpha e^{(1+\frac{1}{\lambda})\tau}(1 - \frac{1}{\lambda}).$$

A careful analysis of the terms entering $\bar{p}(\tau)$ shows the main contribution stems from the last term, on the square $C = [\sqrt{T}, \tau]^2$ (as the integral can be neglected on $[0, \tau]^2 \setminus C$):

$$\bar{p}(\tau) \simeq \int_{\sqrt{T}}^\tau \int_{\sqrt{T}}^\tau \bar{q}(u)q(v)M_\lambda(2\tau - u - v)dudv.$$  

Using the approximation of $q(t)$ in (91) for large $t \in \mathbb{C}$, we can further approximate

$$\bar{p}(\tau) \simeq \alpha^2 \left(1 - \frac{1}{\lambda}\right)^2 \int_{\sqrt{T}}^\tau \int_{\sqrt{T}}^\tau e^{(1+\frac{1}{\lambda})(u+v)\tau}M_\lambda(2\tau - u - v)dudv$$

and a change of variables $u = \tau - x, v = \tau - y$ provides

$$\bar{p}(\tau) \simeq \alpha^2 e^{2(1+\frac{1}{\lambda})\tau} \left(1 - \frac{1}{\lambda}\right)^2 \int_{[0,\tau]} \int_{[0,\tau]} e^{-(1+\frac{1}{\lambda})(x+y)}M_\lambda(x + y)dydx.$$

Now, notice the integral converges towards a non-zero value $K_\lambda$ when $\tau \to \infty$

$$K_\lambda = \int_{[0,\infty]^2} e^{-(1+\frac{1}{\lambda})(x+y)}M_\lambda(x + y)dydx.$$  

Using a further change of variable $s = x + y$ we find

$$K_\lambda = \int_{s=0}^\infty \int_{s=x}^\infty e^{-(1+\frac{1}{\lambda})s}M_\lambda(s)dsdx = \int_{s=0}^\infty \int_{x=0}^s e^{-(1+\frac{1}{\lambda})s}M_\lambda(s)dxdx.$$

Hence again, we find a connection with a Laplace transform (with a derivative from the additional $s$ term inside the integral)

$$K_\lambda = \int_{s=0}^\infty e^{-(1+\frac{1}{\lambda})s}M_\lambda(s)dx = -(\mathcal{L}M_\lambda)' \left(1 + \frac{1}{\lambda^2}\right)$$

As $\mathcal{L}M_\lambda(p) = -\sqrt{\lambda}G_{sc}(p\sqrt{\lambda})$, and considering that $G_{sc}(\lambda) = -\frac{G_{sc}(z)}{2G_{sc}(z) + z}$, and that $G_{sc}(1 + \frac{1}{\lambda})\sqrt{\lambda} = -\frac{1}{\sqrt{\lambda}}$ in the case when $\lambda > 1$, we conclude

$$K_\lambda = \lambda - \frac{1}{\sqrt{\lambda}} \left(-2\frac{1}{\sqrt{\lambda}} + (1 + \frac{1}{\lambda})\sqrt{\lambda}\right) = \frac{1}{1 - \frac{1}{\lambda}}.$$  

Finally, with (94) and (95) we find

$$\bar{p}(\tau) \sim \alpha^2 \left(1 - \frac{1}{\lambda}\right) e^{2(1+\frac{1}{\lambda})\tau}$$

and for $\alpha > 0$, we can conclude $\lim_{\tau \to \infty} \bar{q}(\tau) = \sqrt{1 - \frac{1}{\lambda}}$.  
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H.2 Asymptotic analysis of $\lambda < 1$

The case $\lambda < 1$ is computationally more involved as $\tilde{q}(\tau)$ converges to 0, and hence we need to find the rate of convergence towards 0 of this term and that of $\tilde{p}(\tau)$ in order to deduce the one from $\tilde{q}(\tau)$. Though it is not the main topic of the paper, we provide some calculus elements to achieve this. We start with a lemma to find a suitable expression for $\tilde{q}(\tau)$. Most of the calculations has been checked with Mathematica (the link will be provided in the final version).

**Lemma 11.** $\tilde{q}(\tau)$ has the following equivalent form:

$$
\tilde{q}(\tau) = \alpha \left( 1 - \frac{1}{\lambda} \right) e^{(1+\frac{1}{\lambda})\tau} \mathcal{I}_{(1, \infty)}(\lambda) + \frac{2\alpha}{\pi \lambda} e^{\frac{\lambda}{\sqrt{\lambda}} \tau} \int_0^\infty \frac{2e^{-\frac{\lambda}{\sqrt{\lambda}} \tau} \sin(\theta)^2}{(1 + \frac{1}{\lambda}) - \frac{2}{\sqrt{\lambda}} \cos(\theta)} d\theta \tag{100}
$$

**Proof.** Starting with $\tilde{q}(\tau)$ from (1), one can use a similar expression of $\tilde{M}_\lambda$

$$
\frac{e^{-(1+\frac{1}{\lambda})\tau}}{\alpha} \tilde{q}(\tau) = 1 - \frac{2}{\pi \lambda} \int_0^\tau \int_0^\pi e^{(\frac{\lambda}{\sqrt{\lambda}} \cos(\theta)-(1+\frac{1}{\lambda}))s} \sin(\theta)^2 d\theta d\tau \tag{101}
$$

The inward integral can further be integrated (notice the constant term in the exponent is non-zero)

$$
\frac{e^{-(1+\frac{1}{\lambda})\tau}}{\alpha} \tilde{q}(t) = 1 - \frac{2}{\pi \lambda} \int_0^\pi \left( e^{(\frac{\lambda}{\sqrt{\lambda}} \cos(\theta)-(1+\frac{1}{\lambda}))t} - 1 \right) \frac{\sin(\theta)^2}{\sqrt{\lambda} \cos(\theta) - (1 + \frac{1}{\lambda})} d\theta \tag{102}
$$

Using proposition 12 with the constant $a = \frac{1+\frac{1}{\lambda}}{\sqrt{\lambda}} > 1$, one can simplify

$$
a - \sqrt{a^2 - 1} = \sqrt{\frac{1 + \frac{1}{\lambda} - |1 - \frac{1}{\lambda}|}{2}} = \begin{cases} 
\frac{1}{\sqrt{\lambda}} & (\lambda > 1) \\
-1 & (\lambda < 1) 
\end{cases} \tag{103}
$$

and we finally find

$$
\frac{2}{\pi \lambda \sqrt{2}} \int_0^\pi \frac{\sin(\theta)^2}{\cos(\theta) - (1 + \frac{1}{\lambda})} d\theta = \frac{1}{\pi \sqrt{\lambda}} \int_0^\pi \frac{\sin(\theta)^2}{\cos(\theta) - a} d\theta = \begin{cases} 
\frac{1}{\sqrt{\lambda}} & (\lambda > 1) \\
-1 & (\lambda < 1) 
\end{cases} \tag{104}
$$

using the solution (104) in (102) concludes the proof. \(\square\)

**Proposition 12.** For any $a > 1$, we have:

$$
\int_0^\pi \frac{\sin(\theta)^2}{\cos(\theta) - a} d\theta = \pi (\sqrt{a^2 - 1} - a) \tag{105}
$$

**Proof.** Bioche’s rules suggest a change of variable $u = \tan(\frac{\theta}{2})$, we find on the left-hand side

$$
\int_0^\pi \frac{\sin(\theta)^2}{\cos(\theta) - a} d\theta = \int_0^\infty \left( \frac{2u}{1+a} \right)^2 2du = \int_0^\infty \frac{8u^2}{(1-a) - (1+a)u^2(1+u^2)^2} du \tag{106}
$$

Using the constant $K = \frac{a-1}{a+1}$ (or equivalently $a = \frac{1+K}{1-K}$) we can rewrite

$$
\int_0^\pi \frac{\sin(\theta)^2}{\cos(\theta) - a} d\theta = -4(1 - K) \int_0^\infty \frac{u^2}{(K + u^2)(1+u^2)^2} du \tag{107}
$$

and make a classical partial fraction decomposition of the inward term of the integral

$$
\frac{u^2}{(K + u^2)(1+u^2)^2} = \frac{1}{(1-K)^2} \left( \frac{u^2}{K + u^2} - \frac{u^2}{1+u^2} \right) - \frac{1}{1-K} \frac{u^2}{(1+u^2)^2} \tag{108}
$$

$$
= \frac{1}{(1-K)^2} \left( \frac{1}{1+u^2} - \frac{K}{K + u^2} \right) - \frac{1}{1-K} \left[ \frac{1}{1+u^2} - \frac{1}{(1+u^2)^2} \right] \tag{109}
$$

$$
= \frac{K}{(1-K)^2} \left( \frac{1}{1+u^2} - \frac{1}{K + u^2} \right) + \frac{1}{1-K} \frac{1}{(1+u^2)^2} \tag{110}
$$
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Then on the one hand, with change of variable \( u = \tan(x) \) we have:

\[
\int_0^\infty \frac{du}{(1 + u^2)^{\frac{3}{2}}} = \int_0^{\frac{\pi}{2}} \frac{dx}{1 + \tan^2(x)} = \int_0^{\frac{\pi}{2}} \cos^2(x) \, dx = \frac{\pi}{4} \tag{111}
\]

On the other hand, with change of variable \( u = \sqrt{K} \tan(x) \) we have:

\[
\int_0^\infty \frac{du}{K + u^2} = \int_0^{\frac{\pi}{2}} \frac{dx}{2 \sqrt{K}} \tag{112}
\]

Thus:

\[
-4(1 - K) \int_0^\infty \frac{u^2 \, du}{(K + u^2)(1 + u^2)} = -\pi \left[ \frac{2K}{1 - K} \left( 1 - \frac{1}{\sqrt{K}} \right) + 1 \right] \tag{113}
\]

and:

\[
\frac{2K}{1 - K} \left( 1 - \frac{1}{\sqrt{K}} \right) + 1 = a - \sqrt{a^2 - 1} \tag{114}
\]

Going back to the case \( \lambda < 1 \), we can simplify the expression from equation (100):

\[
\hat{q}(\tau) = \frac{2\alpha}{\pi \lambda} e^{\frac{2\alpha}{\pi \lambda} \tau} \int_0^\pi e^{\frac{2\alpha}{\pi \lambda} (\cos(\theta) - 1)} \frac{\sin(\theta)^2}{(1 + \frac{1}{\lambda}) - \frac{2}{\sqrt{\lambda}} \cos(\theta)} \, d\theta \tag{115}
\]

Further, with \( u = \frac{2}{\sqrt{\lambda}} (1 - \cos(\theta)) \) we rewrite (115) to apply Watson’s lemma

\[
\hat{q}(\tau) = \frac{2\alpha}{\pi \lambda} e^{\frac{2\alpha}{\pi \lambda} \tau} \int_0^{\sqrt{\lambda}} e^{-u^2} \frac{(u(2 - \sqrt{\lambda} u))^\frac{1}{2}}{(1 + \frac{1}{\lambda}) - \frac{2}{\sqrt{\lambda}} (1 - \frac{\sqrt{\lambda}}{2} u)} \, du \tag{116}
\]

Therefore, Watson’s lemma provides the asymptotic equivalence

\[
\hat{q}(\tau) \sim 2\alpha \frac{\pi}{\lambda} e^{\frac{2\alpha}{\pi \lambda} \tau} \left( \frac{\sqrt{\lambda}}{2} \right) \frac{2^{\frac{1}{2}} \Gamma(\frac{3}{2}) \tau^{-\frac{3}{2}}}{(1 + \frac{1}{\lambda}) - \frac{2}{\sqrt{\lambda}}} \tag{117}
\]

With \( \Gamma(\frac{3}{2}) = \frac{\sqrt{\pi}}{2} \) we have therefore

\[
\hat{q}(\tau) \sim \frac{2\alpha \tau^{-\frac{3}{2}} e^{\frac{2\alpha}{\pi \lambda} \tau}}{\sqrt{\pi} \lambda^{\frac{3}{4}} \left( 1 - \frac{1}{\sqrt{\lambda}} \right)^{\frac{3}{2}}} \tag{118}
\]

The remaining term \( \hat{p}(\tau) \) can further be analyzed by splitting each integral from theorem 1 and analyzing the terms with the asymptotic form \( e^{\frac{2\alpha}{\pi \lambda} \tau} \tau^{-\frac{3}{2}} \). For instance, we get easily the first term for which we have

\[
M_\lambda(2\tau) = \frac{\sqrt{\lambda}}{2\tau} I_1 \left( \frac{4\tau}{\sqrt{\lambda}} \lambda^\frac{2}{\sqrt{\lambda}} \right) \sim \frac{\sqrt{\lambda}}{2\tau} \left( \frac{4\tau}{\sqrt{\lambda}} \right)^\frac{2}{\sqrt{\lambda}} \lambda^\frac{2}{\sqrt{\lambda}} \sim 2^{\frac{1}{2}} \sqrt{\pi} \tau^{\frac{3}{2}} \lambda^{\frac{1}{2}} \tag{119}
\]

The other terms require more technical considerations. We will use both former approximations from the equivalence relations (118) and (119). However, these approximations are only valid for large \( \tau \) while the integral for the second term is applied on the whole range \([0, \tau]\). Therefore, we split the integration intervals into two segments, say \([0, \sqrt{\tau}]\) and \([\sqrt{\tau}, \tau]\), and apply the approximations in the domains where it is valid.

Starting with the second term, as \( 2\tau - s > \tau \) for all \( s \in [0, \tau] \), we can already apply the relation (119) and split further the integrals:

\[
\int_0^\tau \hat{q}(s) M_\lambda(2\tau - s) \, ds \sim \frac{\lambda^\frac{3}{2} e^{\frac{2\alpha}{\pi \lambda} \tau}}{2 \tau} \left( \int_0^{\sqrt{\tau}} \hat{q}(s) e^{-\frac{2\alpha}{\pi \lambda} s} \frac{1}{(2\tau - s)^{\frac{3}{2}}} \, ds + \int_{\sqrt{\tau}}^\tau \hat{q}(s) e^{-\frac{2\alpha}{\pi \lambda} s} \frac{1}{(2\tau - s)^{\frac{3}{2}}} \, ds \right) \tag{120}
\]

Then the integrand on the first segment of (120) is further approximated using \( \frac{1}{(2\tau - s)^{\frac{3}{2}}} \sim \frac{1}{(2\tau)^{\frac{3}{2}}} \). Indeed, as \( s \leq \sqrt{\tau} \) we have \( s = o(\tau) \). In the end we retrieve the laplace transform of \( \hat{q} \):

\[
\int_0^{\sqrt{\tau}} \hat{q}(s) e^{-\frac{2\alpha}{\pi \lambda} s} \frac{1}{(2\tau - s)^{\frac{3}{2}}} \, ds \sim \frac{1}{(2\tau)^{\frac{3}{2}}} \int_0^{\sqrt{\tau}} \hat{q}(s) e^{-\frac{2\alpha}{\pi \lambda} s} \, ds \sim \frac{1}{(2\tau)^{\frac{3}{2}}} \mathcal{L} \hat{q} \left( \frac{2}{\sqrt{\lambda}} \right) \tag{121}
\]
From (25) which remains valid at \( z = 2 \) with \( G_{sc}(2) = -1 \), we can even derive further the constant term

\[
\mathcal{L}\hat{q}\left(\frac{2}{\sqrt{\lambda}}\right) = \frac{-\alpha G_{sc}(2)}{\sqrt{\lambda}} + G_{sc}(2) = \frac{-\alpha}{\sqrt{\lambda}} - 1
\]  

(122)

In the second segment of the integral in (120), we use the approximation from (118) and use change of variable \( r = \frac{s}{\tau} \)

\[
\int_\sqrt{\tau}^\tau \hat{q}(s) \frac{e^{-\frac{s}{\sqrt{\lambda}}} s}{(2\tau - s)^2} ds \simeq \frac{\alpha}{2\sqrt{\pi}\lambda^\frac{1}{2}} \left[ (1 + \frac{1}{4}) - \frac{2}{\sqrt{\lambda}} \right] \int_\tau^1 \frac{1}{\tau^2 (2 - r)^2} \frac{\tau}{\tau + \frac{1}{2}} dr
\]  

(123)

The integral from the right side can be solved:

\[
\int_\tau^1 \frac{1}{\tau^2 (2 - r)^2} = \frac{1 - \frac{1}{\sqrt{\tau}}}{\sqrt{\tau}} \left( \sqrt{\tau} - 1 \right)
\]  

(124)

Putting things together with (124) in (123) we get

\[
\int_\sqrt{\tau}^\tau \hat{q}(s) \frac{e^{-\frac{s}{\sqrt{\lambda}}} s}{(2\tau - s)^2} ds \simeq \frac{\alpha\tau^{-\frac{1}{2}}}{2\sqrt{2\pi}\lambda^\frac{1}{2}} \left[ (1 + \frac{1}{4}) - \frac{2}{\sqrt{\lambda}} \right]
\]  

(125)

So, the main contribution comes from the first integral of equation (120) with the coefficient \( \tau^{-\frac{1}{2}} \)

\[
2\alpha \int_0^\tau \hat{q}(s) M_\lambda(2\tau - s) ds \simeq \frac{\alpha^2 \lambda^\frac{3}{2} e^\frac{\alpha}{\sqrt{\lambda}} \tau^{-\frac{3}{2}}}{2\sqrt{2\pi} \left( \frac{1}{\sqrt{\lambda}} - 1 \right)}
\]  

(126)

The third term with the double-integral requires extending the previous calculation idea on each rectangle: \( I_1 = [0, \sqrt{\tau}]^2 \), \( I_2 = [0, \sqrt{\tau}] \times [\sqrt{\tau}, \tau] \), \( I_3 = [\sqrt{\tau}, \tau] \times [0, \sqrt{\tau}] \) and \( I_3 = [\sqrt{\tau}, \tau]^2 \). As we will see, only the integral on \( I_1 \) brings a contribution of order \( \tau^{-\frac{3}{2}} \) and the others can be neglected.

**Interval** \( I_1 = [0, \sqrt{\tau}]^2 \) On this interval, \( 2\tau - u - v \gg 1 \) so we consider

\[
\int \int_{I_1} \hat{q}(u)\hat{q}(v) M_\lambda(2\tau - u - v) du dv \simeq \frac{\lambda^\frac{1}{4} e^\frac{\alpha}{\sqrt{\lambda}}}{2\sqrt{\pi}} \int \int_{I_1} \hat{q}(u)\hat{q}(v) e^{-\frac{\hat{q}(u+v)}{(2\tau - u - v)^2}} du dv
\]  

(127)

also, on \( I_1 \) we have \( \frac{1}{(2\tau - u - v)^2} \simeq \frac{1}{(2\tau)^2} \), thus we are left to consider:

\[
\int \int_{I_1} \hat{q}(u)\hat{q}(v) e^{-\frac{\hat{q}(u+v)}{(2\tau - u - v)^2}} du dv \simeq \left[ \mathcal{L}\hat{q}\left(\frac{2}{\sqrt{\lambda}}\right)\right]^2
\]  

(128)

hence with (102) we find

\[
\int \int_{I_1} \hat{q}(u)\hat{q}(v) M_\lambda(2\tau - u - v) du dv \simeq \frac{\alpha^2 \lambda^\frac{3}{2} e^\frac{\alpha}{\sqrt{\lambda}} \tau^{-\frac{3}{2}}}{2\sqrt{2\pi} \left( \frac{1}{\sqrt{\lambda}} - 1 \right)}
\]  

(129)

**Interval** \( I_2 = [0, \sqrt{\tau}] \times [\sqrt{\tau}, \tau] \) here we still have \( 2\tau - u - v \gg 1 \) but also \( v \geq \sqrt{\tau} \gg 1 \) so with (118) we first get

\[
\int \int_{I_2} \hat{q}(u)\hat{q}(v) M_\lambda(2\tau - u - v) du dv \simeq \frac{\alpha}{2\sqrt{\pi}\lambda^\frac{1}{2}} \left[ (1 + \frac{1}{4}) - \frac{2}{\sqrt{\lambda}} \right] \int \int_{I_2} \hat{q}(u) v^{-\frac{3}{2}} e^\frac{\alpha}{\sqrt{\lambda}} M_\lambda(2\tau - u - v) du dv
\]  

(130)

and then:

\[
\int \int_{I_2} \hat{q}(u) v^{-\frac{3}{2}} e^\frac{\alpha}{\sqrt{\lambda}} M_\lambda(2\tau - u - v) du dv \simeq \frac{\lambda^\frac{1}{4} e^\frac{\alpha}{\sqrt{\lambda}}}{2\sqrt{\pi}} \int \int_{I_2} \hat{q}(u) v^{-\frac{3}{2}} e^\frac{\alpha}{\sqrt{\lambda}} v^{-\frac{3}{2}} e^\frac{\alpha}{\sqrt{\lambda}} (2\tau - u - v)^{-\frac{3}{2}} du dv
\]  

(131)

so

\[
\int \int_{I_2} \hat{q}(u) v^{-\frac{3}{2}} e^\frac{\alpha}{\sqrt{\lambda}} M_\lambda(2\tau - u - v) du dv \simeq \frac{\lambda^\frac{1}{4} e^\frac{\alpha}{\sqrt{\lambda}}}{2\sqrt{\pi}} \int_0^{\sqrt{\tau}} \hat{q}(u) v^{-\frac{3}{2}} e^\frac{\alpha}{\sqrt{\lambda}} v^{-\frac{3}{2}} e^\frac{\alpha}{\sqrt{\lambda}} \int_\tau^{\sqrt{\tau}} \frac{1}{2\sqrt{2\pi}\lambda^\frac{1}{2}} \left[ (1 + \frac{1}{4}) - \frac{2}{\sqrt{\lambda}} \right] \int \int_{I_2} \hat{q}(u) v^{-\frac{3}{2}} e^\frac{\alpha}{\sqrt{\lambda}} (2\tau - u - v)^{-\frac{3}{2}} du dv
\]  

(132)
At fixed $u \in [0, \sqrt{\tau}]$ With change of variable $s = \frac{u}{\tau}$ we find

$$\int_{\sqrt{\tau}}^\tau \frac{1}{v^2 (2\tau - u - v)\tau^2} dv = \int_{\sqrt{\tau}}^1 \frac{1}{\tau^2 s^2 (2\tau - s - u)^2} \tau ds = \frac{1}{\tau^2} \int_{\sqrt{\tau}}^1 \frac{1}{s^2 ((2\tau - s^2 - u^2)^2} ds \quad (133)$$

Because $u \leq \sqrt{\tau}$ we have $\frac{u}{\tau} = o(1)$. Notice we have

$$\int_{\sqrt{\tau}}^1 \frac{ds}{s^2 ((2\tau - s - u)^2} = \left[ \frac{2(\frac{u}{\tau} + 2s - 2)}{((\frac{u}{\tau} - 2)^2 \sqrt{s(2s - \frac{u}{\tau})} \right]_1^{\tau^2}$$

$$= \frac{2}{(\frac{u}{\tau} - 2)^2} \left[ \frac{u}{\tau \sqrt{1 - \frac{u}{\tau}^2}} - \frac{u}{\tau \sqrt{2 - \frac{u}{\tau}^2}} \right] \sim \frac{\tau^2}{\sqrt{2}} \quad (135)$$

Hence we have a term in $\tau^{-\frac{2}{3}}$ so the term on $I_2$ can be neglected compared to $I_1$:

$$\iint_{I_2} \hat{q}(u)v^{-\frac{3}{2}} e^{\frac{1}{2\tau} u M_\lambda(2\tau - u - v)dudv \sim \frac{\alpha^2}{4\pi \lambda^2 (1 + \frac{1}{\lambda} - \frac{2}{\sqrt{\lambda}})} \int_{I_3} (uv)^{-\frac{3}{2}} e^{\frac{1}{2\tau} (u+v) M_\lambda(2\tau - u - v)dudv} \quad (136)$$

Notice finally that the interval $I_2 = [\sqrt{\tau}, \tau] \times [0, \sqrt{\tau}]$ is similar as the integrand is symmetric in its arguments.

**Interval $I_3 = [\sqrt{\tau}, \tau]^2$** we can approximate both $\hat{q}(u), \hat{q}(v)$

$$\iint_{I_3} \hat{q}(u)\hat{q}(v) M_\lambda(2\tau - u - v)dudv \approx \frac{\alpha^2}{4\pi \lambda^2 (1 + \frac{1}{\lambda} - \frac{2}{\sqrt{\lambda}})} \int_{I_3} (uv)^{-\frac{3}{2}} e^{\frac{1}{2\tau} (u+v) M_\lambda(2\tau - u - v)dudv} \quad (137)$$

Let's focus on the right hand side integral:

$$f(\tau) = \int_{I_3} (uv)^{-\frac{3}{2}} e^{\frac{1}{2\tau} (u+v) M_\lambda(2\tau - u - v)dudv} \quad (138)$$

Now, using change of variable $u = \tau - x, v = \tau - y$ we have:

$$f(\tau) = e^{\frac{1}{2\tau} \tau} \int_{[0, \tau(1 - \frac{1}{\sqrt{\tau})]^2} (\tau - x)^{-\frac{3}{2}} (\tau - y)^{-\frac{3}{2}} e^{\frac{1}{2\tau} (x+y) M_\lambda(x + y)dxdy} \quad (139)$$

with $s = x + y$:

$$e^{\frac{1}{2\tau} \tau} f(\tau) = \int_0^{\tau(1 - \frac{1}{\sqrt{\tau})} \int_x^{\tau+\tau(1 - \frac{1}{\sqrt{\tau})}} (\tau - x)^{-\frac{3}{2}} (\tau - s + x)^{-\frac{3}{2}} e^{\frac{1}{2\tau} s M_\lambda(s)ds}dx \quad (140)$$

$$= \int_0^{-\tau(1 - \frac{1}{\sqrt{\tau})} \int_{\min\left(\tau(1 - \frac{1}{\sqrt{\tau}), s\right)}^{\max\left(s - \tau(1 - \frac{1}{\sqrt{\tau}), 0\right)}} (\tau - x)^{-\frac{3}{2}} (\tau - s + x)^{-\frac{3}{2}} dx e^{\frac{1}{2\tau} s M_\lambda(s)ds} \quad (141)$$

$$= \int_0^{\tau(1 - \frac{1}{\sqrt{\tau})} \int_0^s (\tau - x)^{-\frac{3}{2}} (\tau - s + x)^{-\frac{3}{2}} dx e^{\frac{1}{2\tau} s M_\lambda(s)ds} \quad (142)$$

$$+ \int_0^{-\tau(1 - \frac{1}{\sqrt{\tau})} \int_{s - \tau(1 - \frac{1}{\sqrt{\tau})} \int_0^s (\tau - x)^{-\frac{3}{2}} (\tau - s + x)^{-\frac{3}{2}} dx e^{\frac{1}{2\tau} s M_\lambda(s)ds} \quad (143)$$

On the first integral, we find

$$\int_0^s (\tau - x)^{-\frac{3}{2}} (\tau - s + x)^{-\frac{3}{2}} dx = \left[ \frac{2(2\tau - s)}{(2\tau - s)^2 \sqrt{(\tau - x)(\tau + s - x)}} \right]_0^s = \frac{4s}{(2\tau - s)^2 \sqrt{(\tau - s)^2}} \quad (144)$$

However, $s \leq \tau - \sqrt{\tau}$ so $\sqrt{\tau} \leq \tau - s$ and $\tau + \sqrt{\tau} \leq 2\tau - s$ so:

$$\frac{4s}{(2\tau - s)^2 \sqrt{(\tau - s)}} \leq \frac{4(\tau - \frac{1}{\sqrt{\tau}})}{\tau^2 (\frac{1}{\sqrt{\tau}})^2 \frac{2}{\sqrt{\tau}}} = 4\tau^{-\frac{7}{2}}(1 + o_r(1)) \quad (145)$$
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Therefore, we find:

\[
\int_0^{\tau(1-\frac{1}{\sqrt{T}})} \int_0^s (\tau - x)^{-\frac{1}{2}} (\tau - s + x)^{-\frac{1}{2}} dx e^{-\frac{s}{\sqrt{T}}} M_\lambda(s) ds \leq 4\tau^{-\frac{3}{2}} (1 + o(1)) \mathcal{L} M_\lambda \left( \frac{2}{\sqrt{T}} \right)
\]  

(146)

Noticeably, \(\mathcal{L} M_\lambda \left( \frac{2}{\sqrt{T}} \right) = -\sqrt{T} G_\omega(2) = \sqrt{T}\). In the asymptotic limit, this term can be neglected due to \(\tau^{-\frac{3}{2}}\) compared to \(\tau^{-\frac{5}{2}}\).

Similarly, we find

\[
\int_{s - \tau(1-\frac{1}{\sqrt{T}})}^{\tau(1-\frac{1}{\sqrt{T}})} (\tau - x)^{-\frac{1}{2}} (\tau - s + x)^{-\frac{1}{2}} dx = \frac{4(2\tau - s - 2\sqrt{T})}{(2\tau - s)^2 \tau^{\frac{2}{3}} \sqrt{2\tau - \sqrt{T} - s}}
\]

(147)

then, in \([\sqrt{T}, 2(\tau - \sqrt{T})]\) we approximate \(M_\lambda\) with its asymptotic expression. So we are left to evaluate

\[
K(\tau) = \int_{\tau(1-\frac{1}{\sqrt{T}})}^{2\tau(1-\frac{1}{\sqrt{T}})} \frac{4(2\tau - s - 2\sqrt{T})}{s^2 (2\tau - s)^2 \tau^{\frac{2}{3}} \sqrt{2\tau - \sqrt{T} - s}} ds
\]

(148)

Notice that \(2\tau - s - 2\sqrt{T} \leq \tau(1 - \frac{1}{\sqrt{T}})\), and \(2\tau \frac{s}{\sqrt{T}} \leq 2\tau - s\) and \(\tau \frac{s}{\sqrt{T}} \leq 2\tau - \sqrt{T} - s\), hence

\[
0 \leq K(\tau) \leq \frac{4\tau(1 - \frac{1}{\sqrt{T}})}{(2\tau \frac{s}{\sqrt{T}})^2 \tau^{\frac{2}{3}}} \int_{\tau(1-\frac{1}{\sqrt{T}})}^{2\tau(1-\frac{1}{\sqrt{T}})} ds \left[ -\frac{2}{s^2} \right]^{2\tau(1-\frac{1}{\sqrt{T}})}_{\tau(1-\frac{1}{\sqrt{T}})}
\]

(149)

So

\[
0 \leq K(\tau) \leq \frac{1 - \frac{1}{\sqrt{T}}}{\tau^{\frac{2}{3}}} \left[ -\frac{2}{s^2} \right]^{2\tau(1-\frac{1}{\sqrt{T}})}_{\tau(1-\frac{1}{\sqrt{T}})}
\]

(150)

with a change of variable \(u = s - (\tau - \sqrt{T})\) we find

\[
K(\tau) = \frac{1}{\tau^{\frac{2}{3}}} \int_0^{\tau(1-\frac{1}{\sqrt{T}})} \frac{4(\tau(1 - \frac{1}{\sqrt{T}}) - u)}{(\tau(1 - \frac{1}{\sqrt{T}}) + u)^2 (\tau(1 + \frac{1}{\sqrt{T}}) - u)^2 \sqrt{\tau - u}} du
\]

(151)

with another change of variable \(u = \tau r\) we find:

\[
K(\tau) = \frac{4}{\tau^{\frac{2}{3}}} \int_0^{1-\frac{1}{\sqrt{T}}} \frac{(1 - \frac{1}{\sqrt{T}} - r)}{(1 - \frac{1}{\sqrt{T}} + r)^2 (1 + \frac{1}{\sqrt{T}} - r)^2 \sqrt{1 - r}} dr
\]

(152)

Though this integral can be completely solved, we are only interested in bounding it. In particular, we find:

\[
K(\tau) \leq \frac{4}{\tau^{\frac{2}{3}}} \int_0^{1-\frac{1}{\sqrt{T}}} \frac{(1 - r)}{(1 - \frac{1}{\sqrt{T}})^2 (1 - r)^2 \sqrt{1 - r}} dr = \frac{4}{\tau^{\frac{2}{3}} (1 - \frac{1}{\sqrt{T}})^2} \int_0^{1-\frac{1}{\sqrt{T}}} \frac{dr}{(1 - r)^{\frac{5}{2}}}
\]

(153)

So

\[
K(\tau) \leq \frac{4}{\tau^{\frac{2}{3}} (1 - \frac{1}{\sqrt{T}})^2} \left[ -\frac{2}{(1 - r)^{\frac{3}{2}}} \right]_0^{1-\frac{1}{\sqrt{T}}} = \frac{8(1 - \frac{1}{\sqrt{T}})}{\tau^{\frac{2}{3}} (1 - \frac{1}{\sqrt{T}})^{\frac{5}{2}}} = 8\tau^{-\frac{3}{2}} (1 + o(1))
\]

(154)

In the end, the integral on \(I_3\) can also be neglected.

**Conclusion** summing up all the main contributions from (119), (126) and (129) we find

\[
\lim_{\tau \to \infty} \tau^2 e^{-\frac{\tau}{\sqrt{T}}} \bar{p}(\tau) = \frac{\lambda^2}{2^2 \sqrt{\pi}} + \frac{\alpha^2 \lambda^2}{2^2 \sqrt{\pi} \left( \frac{1}{\sqrt{T}} - 1 \right)^2} + \frac{\alpha^2 \lambda^2}{2^2 \sqrt{\pi} \left( \frac{1}{\sqrt{T}} - 1 \right)^2}
\]

(155)

\[
\lim_{\tau \to \infty} \tau^2 e^{-\frac{\tau}{\sqrt{T}}} \bar{p}(\tau) = \frac{\lambda^2}{2^2 \sqrt{\pi}} \left[ 1 + \alpha^2 \left( \frac{2}{\sqrt{T} - 1} + \frac{1}{\left( \frac{1}{\sqrt{T}} - 1 \right)^2} \right) \right]
\]

(156)
and thus:
\[
\frac{1}{\sqrt{\bar{p}(\tau)}} \sim \frac{2^{\frac{1}{2}} \pi^{\frac{1}{4}}}{\lambda^{\frac{3}{4}}} \left[ 1 - \alpha^2 + \frac{\alpha^2}{\lambda(\sqrt{\lambda} - 1)^2} \right]^{-\frac{1}{2}} \tau^{\frac{3}{4}} e^{-\frac{2}{\sqrt{\lambda}} \tau}
\]  
(157)

Using back (118) we find
\[
\bar{q}(\tau) \sim \frac{\alpha (\frac{2}{\pi})^{\frac{1}{4}}}{\lambda^{\frac{3}{4}} \left( 1 - \frac{1}{\sqrt{\lambda}} \right)^2 \sqrt{1 - \alpha^2 + \frac{\alpha^2}{\lambda(\sqrt{\lambda} - 1)^2}}} \tau^{-\frac{3}{4}}
\]  
(158)

Numerical evaluations from the functions of theorem 1 match correctly this expression for different values of (\(\alpha, \lambda\)), see figure 4(a) for instance.

**H.3 Asymptotic analysis of \(\lambda > 1\)**

Using the previous analysis for \(\bar{q}(\tau)\) (100) and (118), we have an additional term:
\[
\hat{q}(\tau) = \alpha \left( 1 - \frac{1}{\lambda} \right) e^{(1 + \frac{1}{\lambda}) \tau} + \frac{\alpha \tau - \frac{2}{\sqrt{\pi}} e^{\frac{2}{\sqrt{\lambda}} \tau}}{2\sqrt{\pi} \lambda^{\frac{3}{4}} \left( 1 - \frac{1}{\sqrt{\lambda}} \right)^2} + o(\tau^{-\frac{3}{4}} e^{\frac{2}{\sqrt{\lambda}} \tau})
\]  
(159)

Now, for \(\hat{p}(\tau)\), we have already seen the leading asymptotics in equation (99). For the next correction, we postulate through computer analysis that there exists a non-null constant \(C \in \mathbb{R}_+^*\) such that it takes the form:
\[
\hat{p}(\tau) = \alpha^2 \left( 1 - \frac{1}{\lambda} \right) e^{2(1 + \frac{1}{\lambda}) \tau} \left[ 1 - 2\tau^{\frac{2}{\sqrt{\pi}} e^{-2(1 - \frac{1}{\sqrt{\lambda}})^2 \tau}} (C + o(1)) \right]
\]  
(160)

Hence the expression:
\[
\frac{1}{\sqrt{\hat{p}(\tau)}} = \frac{e^{-(1 + \frac{1}{\lambda}) \tau}}{|\alpha| \sqrt{1 - \frac{1}{\lambda}}} \left[ 1 + \tau^{\frac{2}{\sqrt{\pi}} e^{-2(1 - \frac{1}{\sqrt{\lambda}})^2 \tau}} (C + o(1)) \right]
\]  
(161)

Putting things together, we find:
\[
\hat{q}(\tau) = \text{sign}(\alpha) \sqrt{1 - \frac{1}{\lambda}} \left[ 1 + \frac{\tau^{\frac{2}{\sqrt{\pi}} e^{-2(1 - \frac{1}{\sqrt{\lambda}})^2 \tau}} (1 + o(1))}{2(1 - \frac{1}{\lambda}) \sqrt{\pi} \lambda^{\frac{3}{4}} \left( 1 - \frac{1}{\sqrt{\lambda}} \right)^2} \right] \left( 1 + \tau^{\frac{2}{\sqrt{\pi}} e^{-2(1 - \frac{1}{\sqrt{\lambda}})^2 \tau}} (C + o(1)) \right)
\]  
(162)

Hence the exponential term in the expression of \(\hat{q}\) dominates the one in the expression of \(\hat{p}\). Therefore, expanding the asymptotic expansion provides the result:
\[
\hat{q}(\tau) - \text{sign}(\alpha) \sqrt{1 - \frac{1}{\lambda}} \sim \frac{\text{sign}(\alpha)}{2\sqrt{\pi} \lambda^{\frac{3}{4}} \left( 1 - \frac{1}{\sqrt{\lambda}} \right)^2} \tau^{\frac{2}{\sqrt{\pi}} e^{-2(1 - \frac{1}{\sqrt{\lambda}})^2 \tau}}
\]  
(163)

More specifically, equation (162) shows that the second order term of \(\hat{q}\) dominates the one of \(\frac{1}{\sqrt{\hat{p}}}\) when we compute the final contribution in equation (163). Therefore, this fact can be emphasized with the equivalent limiting behavior:
\[
\hat{q}(\tau) - \text{sign}(\alpha) \sqrt{1 - \frac{1}{\lambda}} \sim \frac{1}{|\alpha| \sqrt{1 - \frac{1}{\lambda}}} \left( \hat{q}(\tau) e^{-(1 + \frac{1}{\lambda}) \tau} - \alpha \left( 1 - \frac{1}{\lambda} \right) \right)
\]  
(164)

This form is actually more convenient because a numerical evaluation \(\hat{q}(\tau)\) for large \(\tau\) requires extra precision and computational resources due to the double-integral within the \(\hat{p}(\tau)\) term. Therefore, it appears to be easier to observe the equivalent behavior in (164) rather than in (163). To illustrate this phenomenon, one can evaluate:
\[
\psi(\tau) = |\alpha| \sqrt{1 - \frac{1}{\lambda}} \left( \hat{q}(\tau) - \text{sign}(\alpha) \sqrt{1 - \frac{1}{\lambda}} \right) e^{(1 - \frac{1}{\sqrt{\lambda}})^2 \tau}
\]  
(165)

\[
\phi(\tau) = \left( \hat{q}(\tau) e^{-(1 + \frac{1}{\lambda}) \tau} - \alpha \left( 1 - \frac{1}{\lambda} \right) \right) e^{(1 - \frac{1}{\sqrt{\lambda}})^2 \tau}
\]  
(166)

\[
\mathcal{A}(\tau) = \frac{\alpha}{2\sqrt{\pi} \lambda^{\frac{3}{4}} \left( 1 - \frac{1}{\sqrt{\lambda}} \right)^2} \tau^{\frac{2}{\sqrt{\pi}} e^{-2(1 - \frac{1}{\sqrt{\lambda}})^2 \tau}}
\]  
(167)
and expect to observe \( \psi(\tau) \sim \phi(\tau) \sim A(\tau) \) when \( \tau \to \infty \) for any \( \lambda > 1 \) and \( \alpha \neq 0 \). See figure 4 (b) as an example where the computation of \( \psi(\tau) \) had to be stopped earlier in time to cope with computational limits of the math library Scipy.

**H.4 Asymptotic analysis for \( \lambda = 1 \)**

In the special case \( \lambda = 1 \) where the regime changes, one can write explicitly:

\[
\hat{q}(\tau) = \alpha e^{2\tau} (1 - 1 + e^{-2\tau}(I_0(2\tau) + I_1(2\tau))) = \alpha [I_0(2\tau) + I_1(2\tau)]
\]

and we find the first term of the asymptotic expansion in \( \tau \to \infty \):

\[
\hat{q}(\tau) \sim \alpha e^{2\tau} \sqrt{\frac{\pi}{\tau}}.
\]

Some further analysis lead us to a similar estimate for \( \hat{p}(\tau) \)

\[
\sqrt{\hat{p}(\tau)} \sim |\alpha| e^{2t} \frac{2}{(2\pi\tau)^{\frac{3}{4}}}
\]

and thus to conclude using (169) (for \( \alpha > 0 \)):

\[
\hat{q}(\tau) \sim \left( \frac{2}{\pi \tau} \right)^{\frac{1}{4}}
\]

Using similar arguments as the case \( \lambda < 1 \) (see section H.2), we can check that the main asymptotic contribution in \( \tau^{-\frac{5}{2}} \) comes from the the third term of \( \hat{p} \) on the interval \( I_3 \). Indeed, the first term in \( M_1(2\tau) \) is obviously in \( \tau^{-\frac{5}{2}} \). The second term can also be neglected, notice that we have:

\[
\int_{\sqrt{\tau}}^{\tau} \hat{q}(s) e^{-2s} ds \sim \alpha \frac{\sigma}{\sqrt{\pi}} \int_{\sqrt{\tau}}^{\tau} \frac{ds}{\sqrt{s(2\tau - s)^{\frac{3}{2}}}} \sim \frac{\alpha}{\sqrt{\pi} \tau}
\]

Also we don’t have a constant term with the laplace transform of \( \hat{q} \). Instead for any \( t > 0 \)

\[
\int_{0}^{t} \hat{q}(s)e^{-2s} ds = \frac{\alpha}{2} (e^{-2t}(1 + 4t)I_0(2t) + 4te^{-2t}I_1(2t) - 1)
\]

In particular when \( t = \sqrt{\tau} \) and \( \tau \to \infty \):

\[
\int_{0}^{\sqrt{\tau}} \hat{q}(s) e^{-2s} ds \sim \frac{4\alpha \sqrt{\tau}}{4\pi \sqrt{\tau}} \sim \frac{2\alpha \tau^{\frac{3}{4}}}{\sqrt{\tau}}
\]

Hence with the additional term in \( \tau^{-\frac{5}{2}} \) this gives a term in \( \tau^{-\frac{3}{2}} \). We proceed similarly for the third term with the 4 segments \( I_1, I_2, I_1', I_3 \).
Interval $I_1 = [0, \sqrt{\tau}]^2$ Similar considerations using the result (174) lead to the asymptotics:

$$\int_{I_1} \hat{q}(u)\hat{q}(v)e^{-2(u+v)}du dv \sim \frac{4\alpha^2 \tau^\frac{3}{2}}{\pi}$$

(175)

Hence with the additional term in $\tau^{-\frac{3}{2}}$ this gives a term in $\tau^{-1}$.

Interval $I_2 = [0, \sqrt{\tau}] \times [\sqrt{\tau}, \tau]$ We get:

$$\int_{I_2} \hat{q}(u)\hat{q}(v)M_1(2\tau - u - v)du dv \simeq \frac{\alpha}{2\pi} \int_{I_2} e^{2v} \frac{e^{2(\tau-u-v)}}{\sqrt{v}} \frac{e^{2(\tau-u-v)}}{\sqrt{v}} du dv$$

(176)

Finally, using (174) gives:

$$\int_{I_2} \hat{q}(u)\hat{q}(v)M_1(2\tau - u - v)du dv \sim \frac{\alpha^2}{\pi^2} e^{4\tau} \tau^{-\frac{3}{2}}$$

(178)

Interval $I_3 = [\sqrt{\tau}, \tau]^2$ On this interval we have:

$$\int_{I_3} \hat{q}(u)\hat{q}(v)M_1(2\tau - u - v)du dv \simeq \frac{\alpha^2}{\pi} \int_{I_3} e^{2(u+v)} \frac{I_1(2(\tau - u - v))}{(2\tau - u - v)\sqrt{uv}} du dv$$

(179)

Let’s focus on the right hand side integral:

$$f(\tau) = \int_{I_3} e^{2(u+v)} \frac{I_1(2(\tau - u - v))}{(2\tau - u - v)\sqrt{uv}} du dv$$

(180)

With $x = \tau - u, y = \tau - v$ we find:

$$e^{-4\tau} f(\tau) = \int_{[0,\tau-\sqrt{\tau}]^2} e^{-2(x+y)} \frac{I_1(2(x+y))}{(x+y)(\tau-x)(\tau-y)} dx dy$$

(181)

Now, consider further the change of variable: $x = (\tau - \sqrt{\tau})r$ and $y = (\tau - \sqrt{\tau})s$, we have:

$$\sqrt{\tau} e^{-4\tau} f(\tau) = \int_{[0,1]^2} \sqrt{r} e^{-2(\tau-\sqrt{\tau})(r+s)} \frac{I_1(2(\tau-\sqrt{\tau})(r+s))}{(r+s)\left(\frac{1}{\sqrt{1-r}} - r\right)\left(\frac{1}{\sqrt{1-s}} - s\right)} dr ds$$

(182)

Now, for all $r, s \in [0, 1]^2 \setminus \{(0, 0)\}$, we have:

$$\lim_{r \to \infty} \frac{\sqrt{\tau} e^{-2(\tau-\sqrt{\tau})(r+s)} I_1(2(\tau-\sqrt{\tau})(r+s))}{(r+s)\sqrt{\left(\frac{1}{\sqrt{1-r}} - r\right)\left(\frac{1}{\sqrt{1-s}} - s\right)}} = \frac{1}{4\pi(r+s)^{\frac{3}{2}} \sqrt{(1-r)(1-s)}}$$

(183)

and it can be shown that this function is integrable:

$$\int_{[0,1]^2} \frac{dr ds}{\sqrt{4\pi(r+s)^{\frac{3}{2}} \sqrt{(1-r)(1-s)}}} = \frac{\pi}{2}$$

(184)

Further, for all $r, s \in [0, 1]^2 \setminus \{(0, 0)\}$ and for instance $\tau \geq 4$:

$$\sqrt{\tau} I_1(2(\tau-\sqrt{\tau})(r+s)) \leq \frac{1}{\sqrt{4\pi(1-\frac{1}{\sqrt{\tau}})(r+s)}} \leq \frac{\sqrt{2}}{\sqrt{4\pi(r+s)}}$$

(185)
Figure 5: Comparison of the overlap over time with different configurations of λ parameter, and between two different values of α.

\[ \left( \frac{1}{1 - \frac{1}{\sqrt{\lambda}}} - r \right) \left( \frac{1}{1 - \frac{1}{\sqrt{\lambda}}} - s \right) \leq \frac{1}{\sqrt{(1 - r)(1 - s)}} \]  

(186)

Hence for all \( \tau \geq 4 \), the integrand is dominated by its limit times \( \sqrt{2} \).

In conclusion, we have the main contribution term

\[ \int \int I_3 \hat{q}(u) \hat{q}(v) M_1(2\tau - u - v) du dv \sim \frac{\alpha^2}{\sqrt{2\pi \tau}} \]  

(187)

H.5 Asymptotic analysis conclusion

We have seen the case \( \lambda < 1 \) in (158) and \( \lambda > 1 \) in (163). So compared to the first case \( \lambda < 1 \), the convergence towards the limit is reached with an exponential term \( \exp \{-(1 - \frac{1}{\sqrt{\lambda}})^2 \tau \} \) in the asymptotic limit for \( \lambda > 1 \). It confirms the result that the convergence happens faster as \( \lambda \) grows to infinity, and that the exponential term vanishes as \( \lambda \) gets close to 1 - with an additional singularity in the denominator.

I Additional experiments

A link to reproduce all the examples will be available in the final version.

I.1 Limiting gradient descent

We illustrate the predicted time evolution for cases \( \alpha \) very close to 0 and \( \alpha \) very close to 1 in figure 5. Since \( \alpha = 0 \) leads to a null overlap evolution, a slight non-zero initial value of \( \alpha \) is required to initiate the learning algorithm. The smaller the \( \alpha \) the more is the asymptotic regime delayed. The opposite case \( \alpha = 1 \) brings another insight, namely when \( \theta_0 = \pm \theta^* \) the effect of the noise inexorably disturbs the signal towards a lower limiting overlap (for \( \lambda < \infty \)).

I.2 Comparison with experimental gradient descent algorithm

The theoretical gradient descent prediction is compared with the experimental values when taking the data dimension \( n \) sufficiently large over multiple runs with new samples of the noise matrix. Discrete step size gradient descent is performed while keeping \( \theta_t \) on \( S_2(\sqrt{n}) \). We choose a \( \delta_t > 0 \) sufficiently small and consider discrete times \( t_k = k\delta_t \) for \( k \in \mathbb{N} \). We update \( \theta_{t_k} \) in two steps: first with the gradient descent \( \theta_{t_k} + \frac{\eta}{2} = \theta_{t_k} - \eta \nabla H(\theta_t) \), and secondly projecting back on the sphere \( \theta_{t_k+1} = \sqrt{n}\theta_{t_k} + \eta \frac{\nabla H(\theta_t)}{\|\nabla H(\theta_t)\|}^{-1} \). These steps are implemented using Tensorflow in Python and run seamlessly on a standard single computer configuration. The initial vectors \( \theta_0 \) and \( \theta^* \) are chosen deterministically as \( \sqrt{n}\theta_0 = \alpha e_1 + \sqrt{1 - \alpha^2} e_2 \) and \( \sqrt{n}\theta^* = e_1 \) with \( (e_i)_{1 \leq i \leq n} \) the canonical basis of \( \mathbb{R}^n \), while the noise matrix \( \hat{H} \) is
We provide a range of further different experiments for different values of \( \lambda, \alpha, n \).

Let us first comment the regime \( \lambda > 1 \) illustrated on Figures 7, 8, 9. Figure 7 clearly shows that increasing \( n \) up to 1000 concentrates the experimental curves around the expect limiting overlap and cost \( \bar{\phi}, \bar{\mathcal{H}} \). We also see even more clearly the characteristic change of \( p_{1} \) with a "self-healing" process at some specific point in the dynamics of the learning algorithm (recall that \( p_{1} \) is a similarity measure between the reconstructed matrix \( \theta_{t} \theta_{t}^{T} \) and the noise matrix \( \mathcal{H} \)). This is also seen in Figures 8 and 9 for different values of \( \lambda \) and \( \alpha \). Figures 7 and 8 only differ in the value \( \lambda \); we observe that decreasing this parameter closer to 1 not only decreases the overlap, but also increases the deviation from the limiting theoretical overlap \( \bar{\phi} \) - and thus as \( \lambda \) decreases higher values of \( n \) would thus be needed to match closely \( \bar{\phi} \).

Finally, in the regime \( \lambda < 1 \), we observe on Figure 10 that similarity measure \( p_{1} \) explodes and overtakes the risk.
Figure 8: $\lambda = 2, n = 1000, \alpha = 0.1, \delta_t = 0.1$

Figure 9: $\lambda = 2, n = 1000, \alpha = 0.5, \delta_t = 0.1$

Figure 10: $\lambda = 0.5, n = 1000, \alpha = 0.5, \delta_t = 0.1$. Note the different scale for the cost.