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Abstract
Skillful streamflow forecasts can inform decisions in various areas of water policy and management. We integrate numerical weather prediction ensembles, distributed hydrological model and machine learning to generate ensemble streamflow forecasts at medium-range lead times (1 - 7 days). We demonstrate a case study for machine learning application in postprocessing ensemble streamflow forecasts in the Upper Susquehanna River basin in eastern United States. Our results show that the machine learning postprocessor can improve streamflow forecasts relative to low complexity forecasts (e.g., climatological and temporal persistence) as well as standalone hydrometeorological modeling and neural network. The relative gain in forecast skill from postprocessor is generally higher at medium-range timescales compared to shorter lead times; high flows compared to low-moderate flows, and warm-season compared to the cool ones. Overall, our results highlight the benefits of machine learning in many aspects for improving both the skill and reliability of streamflow forecasts.
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1. Introduction

Reliable and skillful streamflow forecasts are crucial for informing decisions related to water resources management, water supply planning, and preparedness against extreme events. Ensemble prediction system is becoming increasingly popular for streamflow forecasting (Cloke and Pappenberger, 2009; Demargne et al. 2014; Troin et al. 2021; Liu et al. 2022; Hapuarachchi et al. 2022), as they have demonstrated substantial improvements over the single-valued deterministic forecasts (Siddique and Mejia, 2017). An ensemble prediction system can provide multiple realizations of possible streamflow conditions enabling decision-makers to have a better idea of the likelihood of a specific future event (e.g., the probability of exceeding a flood threshold). More specifically, ensembles can provide an estimate of predictive uncertainty that can help decision-makers to determine the level of confidence they can place in the forecast.

Within an ensemble prediction system, hydrological models are generally forced with ensemble meteorological forecasts from weather prediction models (National Weather Service, 2022; Alfieri et al. 2014; Pagano et al., 2016; Demargne et al. 2014; Siddique and Mejia, 2017; Zhang et al. 2020; Hapuarachchi et al. 2022) as opposed to streamflow simulations, which are often generated by hydrological models forced with meteorological observations (Konapala et al. 2020; Kratzert et al. 2018; Feng et al. 2020). In the United States, the NOAA’s National Weather Service River Forecast Centers are implementing the Hydrological Ensemble Forecast Service (HEFS) to incorporate meteorological ensembles into their flood forecasting operations (Brown et al. 2014; Kim et al. 2018; National Weather Service, 2022). A few other examples include the European Flood Awareness System from the European Commission (Alfieri et al. 2014) and the Flood Forecasting and Warming Service from the Australia Bureau of Meteorology (Pagano et al. 2016) which have adopted the ensemble paradigm. However, the shortcomings in hydrologic model structure and parameters, inadequate representation of physical processes, and biased meteorological forcing can introduce biases in ensemble streamflow forecasts (Brown et al., 2014). Uncertainties in the ensemble prediction system are of both meteorological and hydrological origins (Demargne et al. 2014); hence, the bias structure can be different in an ensemble prediction system than in hydrologic simulations (Siddique and Mejia, 2017). Correcting these residual errors and biases can improve the skill and reliability of streamflow forecasts (Regonda et al. 2013).

Hydrologic postprocessors are used to quantify total predictive uncertainty and correct forecast biases (Alizadeh et al. 2020; López López et al. 2014; Regonda et al. 2013; Seo et al.
The ensemble postprocessor (EnsPost) is an integral part of the NOAA’s HEFS system (Seo et al. 2006). EnsPost is a typical Hydrologic Model Output Statistics (HMOS) approach that relies on the combination of probability matching and autoregressive modeling to correct streamflow forecast biases. Several other HMOS postprocessors have been proposed, including Logistic regression (Duan et al. 2007), Quantile regression (Koenker, 2005), Autoregressive exogenous model (Regonda et al. 2013), and General linear model (Zhao et al. 2011). However, HMOS postprocessors (i) show limited performance across longer lead times (beyond ~day 3), particularly for random errors (Sharma et al. 2019); (ii) are often irrelevant for hydrologic conditions (e.g., extreme events) outside the training period (Siddique and Mejia, 2017); and (iii) fail to capture the nonlinear dynamics in hydrometeorological predictions (Regonda et al. 2013).

Another avenue to address shortcomings in postprocessing is machine learning. Machine learning algorithms identify the nonlinear patterns in a historical dataset during training and use those patterns to correct for systematic ensemble biases. Postprocessing the highly nonlinear Numerical Weather Prediction (NWP) outputs is one of many applications of machine learning techniques (Grönquist et al. 2021; Kirkwood et al. 2021; Loken et al. 2019, 2020; Rasp and Lerch, 2018). Machine learning applications in hydrology broadly span rainfall-runoff modeling (Van et al. 2020), groundwater modeling (Wunsch et al. 2021), hydrologic predictions (Panahi et al. 2022), and climate change impact assessment (Bai et al. 2021), among others. For instance, Kratzert et al. (2019) demonstrated the ability of the Long Short-Term Memory (LSTM) neural network in simulating streamflow at ungauged basins based on static catchment characteristics. Konapala et al. (2020) built a hybrid framework by coupling neural network with the hydrological model output to postprocess streamflow simulations in diverse catchments across the conterminous United States. Recently, Frame et al. (2021) demonstrated the application of LSTM networks in postprocessing National Water Model output. Although recent studies (Konapala et al. 2020; Kratzert et al. 2018; Feng et al. 2020; Tyralis et al. 2019; Xiang and Demir, 2020; Sikorska-Senoner and Quilty, 2021; Frame et al. 2021; Cho and Kim, 2022) have shown important applications of machine learning to improve various aspects of hydrologic modeling and simulations, their ability to improve the skill and reliability of streamflow forecasts obtained from the ensemble prediction system has not been examined rigorously (Lee and Ahn, 2021; Alizadeh et al. 2021).
Machine learning configurations in forecasting mode range from standalone (Cheng et al. 2020) to hybrid (Hunt et al. 2022) to postprocessing (Liu et al., 2021). Chang et al., (2020) used an artificial neural network and LSTM to forecast streamflow at daily and monthly scales. Hunt et al. (2022) developed a hybrid LSTM configuration trained with catchment-mean meteorological and hydrological variables to produce skillful medium-range streamflow forecasts across various climate regions over the western United States. Liu et al. (2021) integrated meteorological forecasts, hydrological modeling and machine learning to improve flood forecasting over a cascade reservoir catchment. Overall, studies indicate that the relative effects of machine learning depend strongly on the forecasting system (e.g., forcing, hydrological model), forecasting conditions (e.g., lead time, study area, flow threshold, season), and machine learning configurations (e.g., standalone, hybrid, postprocessor) underscoring the research need for continuous rigorous verification of new forecasting systems that incorporate numerical weather prediction, hydrological modeling and machine learning.

We demonstrate the application of a machine learning-based postprocessing approach for medium-range ensemble streamflow forecasts generated using a hydrologic ensemble prediction system. We use the National Centers for Environmental Prediction Global Ensemble Forecast System Reforecast version 2 (GEFSRv2; Hamill et al. 2013) to force a spatially distributed hydrological model and generate raw ensemble streamflow forecasts at medium-range lead times (1 - 7 days). The raw ensemble streamflow forecast is used to configure the neural network postprocessor, which we describe in detail in Section 2. Then, we assess the quality of machine learning postprocessed forecasts relative to the climatological, persistence, deterministic, and raw ensemble forecasts. We also compare the performance of machine learning based postprocessor with the standalone configurations of hydrometeorological modeling and machine learning. Here we address two main questions: i) How skillful are the machine learning postprocessed ensemble streamflow forecasts at medium-range forecast lead times? and What forecast conditions (e.g., lead time, season, and flow threshold) benefit the most from machine learning?

2. Methods and Materials

2.1. Hydrologic Modeling
We demonstrate a case study for postprocessing ensemble streamflow forecasts in the Upper Susquehanna River basin in the eastern United States (Figure 1). We select the US Geological Survey (USGS) gage station 01510000 as a forecast location where frequent and severe floods are a major concern (Gitro et al. 2014). The selected station is located in the Ostelic River at Cincinnatus representing a drainage area of ~381 km². The climate in the Upper Susquehanna River basin is relatively humid, with snowy cold winters and warm summers. Flooding during the cool season is often associated with a positive North Atlantic Oscillation phase that can result in generally increased precipitation amounts accompanied by snowmelt runoff (Durkee et al. 2008). During the summer, convective precipitation leads to greater variation in streamflow. However, more recent high-water levels were associated with different flood-generating mechanisms (Smith et al. 2010), including late winter-early spring extratropical systems (April 2005), warm-season convective systems (June 2006), and tropical storm Lee (September 2011).

Figure 1: Map of the study area showing a) topography, stream network, location of the selected gauges station (green dot), and b) land cover types. The inset map shows the approximate location of the study area in the United States.

We employ a Regional Hydrological Ensemble Prediction System (RHEPS; Sharma et al. 2019) to generate raw ensemble streamflow forecasts at the selected USGS gage station (i.e.,
USGS 01510000). The RHEPS is an ensemble-based river forecasting system aimed at enhancing hydrologic forecasting at a regional spatial scale by integrating new system components within a verifiable scientific and experimental setting. RHEPS uses multisensor precipitation estimates and gridded near-surface air temperature observation datasets (Siddique and Mejia, 2017) to run the hydrological model in simulation mode and to train the standalone LSTM neural network. RHEPS uses precipitation and near-surface temperature ensemble forecasts from the National Centers for Environmental Prediction Global Ensemble Forecast System Reforecast version 2 (GEFSRv2) (Hamill et al. 2013) as forcing to the NOAA’s Hydrology Laboratory Research Distributed Hydrologic Model (Koren et al. 2004) and generates ensemble streamflow forecasts. The GEFSRv2 is an 11-member ensemble forecast generated by perturbing the NWP model initial conditions using the ensemble transform technique with rescaling. Hydrologic model runs were initiated once a day at 00:00 Coordinated Universal Time. Each forecast cycle consists of 6-hourly streamflow forecasts that extend from day 1 to day 7. We run a hydrologic model in a fully distributed manner at a spatial resolution of 2 km × 2 km. Streamflow forecast consists of 11 ensemble members, one of which is an unperturbed member, and the rest are members generated with GEFSRv2 perturbed initial conditions. Deterministic forecasts are obtained by forcing a hydrologic model with unperturbed GEFSRv2 members. Streamflow forecasts from the RHEPS are produced for medium-range time scales and the period of 2004 - 2012. Daily streamflow observations for the selected location were obtained from the USGS. The streamflow observations are used to verify the raw and LSTM postprocessed ensemble streamflow forecasts.

2.2. LSTM Network

The LSTM (Hochreiter and Schmidhuber, 1997) is a special type of recurrent neural network that can learn the long-term nonlinear temporal dependencies between variables through the combination of unique structures, cells, and gates (Figure 2). The LSTM is better equipped for multi-step forecasts than some conventional machine learning architectures without cell memory (Konapala et al. 2020; Kratzert et al. 2018). Deep learning-based LSTM can provide sizeable computational benefits by using parallel processing through a graphical processing unit and advanced optimization algorithms. Previous studies have demonstrated that the LSTM deep learning model more often produces hydrologic simulations with better prediction skills than process-based models (Kratzert et al. 2018) as well as other Machine learning models such as
multilayer perception, artificial neural networks, and support vector machine (Zhang et al. 2018, Kumar et al. 2019; Rahimzad et al. 2021). Rainfall-runoff transformation is a scale-dependent process i.e., across both space and time. Predicting streamflow, therefore, often requires input from longer timescale processes such as groundwater storage, snowmelt, and soil moisture, among others. Unlike traditional recurrent neural networks, the ability of LSTM to learn long-term temporal dependencies between variables and simulate such long-term memory effects makes it particularly suitable for rainfall-runoff modeling (Konapala et al. 2020; Kratzert et al. 2018; Shen, 2018). The LSTM can be adapted to both catchment attributes and meteorological forcing making it appropriate for simulating rainfall-runoff dynamics across basins (Konapala et al. 2020; Kratzert et al. 2018). Here, we integrate LSTM with a distributed hydrologic model in a hybrid framework to account for the key hydrologic processes that a standalone LSTM sometimes misses (Konapala et al. 2020; Kratzert et al. 2018). We also compare the prediction skill of the LSTM postprocessor relative to standalone hydrometeorological modeling and LSTM configuration (Figure 2).

The LSTM network consists of a set of recurrently connected memory blocks containing a cell state, forget gate, input gate, output gate, and hidden state (Figure 2). Let, the input sequence be \( X = [x_1, \ldots, x_T] \), where \( x_t \) refers to a vector containing input features at any time step \( t \). The first gate is the forget gate \( (f_t) \), which determines how much the former state is retained in the cell:

\[
f_t = \sigma (W_f x_t + U_f h_{t-1} + b_f),
\]

where \( \sigma \) is the logistic sigmoid function, \( W_f \) represents the weight connecting forget gate with the input, \( U_f \) denotes the weights from the forget gate to the hidden state, \( h_{t-1} \) refers to the hidden state at time step \( t - 1 \), and \( b \) is a bias vector. A potential update vector for the cell state is computed from the current input and the last hidden state:

\[
\overline{g}_t = tanh (W_g x_t + U_g h_{t-1} + b_g),
\]

where \( \overline{g}_t \) is the cell input, and \( tanh \) is the hyperbolic tangent function.

The second gate is the input gate \( (i_t) \), which controls the extent to which a new input flows into the cell:

\[
i_t = \sigma (W_i x_t + U_i h_{t-1} + b_i),
\]

where \( W_i \) represents the weight connecting the input gate with the input; and \( U_i \) denotes the weight from the input gate to the hidden state.

The cell state \( (c_t) \) characterizes the memory of the system, and is updated using:

\[
c_t = f_t \cdot c_{t-1} + i_t \cdot \overline{g}_t,
\]
where $\Phi$ represents element-wise multiplication.

Finally, the output gate ($o_t$) controls the information of the cell state that flows into the new hidden state:

$$o_t = \sigma (W_o x_t + U_o h_{t-1} + b_o),$$

(5)

where $W_o$ represents the weights connecting the output gate with the input, and $U_o$ denotes the weight from the output gate to the hidden state.

Together with Equations (4) and (5), a new hidden state ($h_t$) is computed as:

$$h_t = o_t \Phi \tanh (c_t).$$

(6)

The intuition behind this network is that the cell states behave as the memory unit to remember useful information through the different operations of each gate.

**Figure 2:** LSTM-enabled ensemble streamflow forecasting framework. The framework consists of numerical weather prediction output to force the distributed hydrologic model and produce raw ensemble streamflow forecasts. Raw ensemble streamflow forecast is used as an input to the LSTM model. We also show here the internals of the LSTM cell, where $f$ stands for the forget gate, $i$ for the input gate, $o$ for the output gate, $c_t$ denotes the cell state at time step $t$, and $h_t$ denotes the hidden state.

We trained and tested two different configurations of the LSTM neural network to generate daily ensemble streamflow forecasts. First, a standalone LSTM neural network is trained with meteorological observations, including multisensor precipitation estimates and gridded surface
temperature. The trained standalone LSTM is forced by the precipitation and near surface temperature ensemble forecasts from the GEFSRv2 to produce ensemble streamflow forecasts. Second, we trained and tested the LSTM model that simulates streamflow forecast residuals based on the time series of raw ensemble streamflow forecasts generated by forcing a distributed hydrologic model with GEFSRv2. Raw ensemble streamflow forecast residual is the difference between raw ensemble member forecasts and observations. Here we implemented LSTM separately for each lead time (day 1 to 7) and each ensemble member. The estimated residual is then added to the corresponding raw ensembles from the hydrologic model to generate the postprocessed ensemble streamflow forecasts. We implemented LSTM for the period of 2004-2012, with 6 years (2004-2009) for training the LSTM network and the remaining 3 years (2010-2012) for validation. For this, we generated 6-hourly streamflow forecasts since this is a temporal resolution often used in medium-range operational forecasting in the U.S. Note that we computed the mean daily flow forecast from the 6-hourly flow forecasts. The LSTM is then configured to the mean daily forecast residuals for forecast lead times from day 1 to 7.

The LSTM model performance is influenced by the choice of hyperparameters, including optimization algorithm, number of hidden layers, number of samples propagated through the network for each gradient update (batch size), and number of trained epochs. For efficient learning and faster convergence, all input and output features are first normalized to the range [0,1] without altering the shape of the original distribution. We considered a single-layer network with 20 hidden states. We select a batch size of 32 (Bengio, 2012), and mean-squared error as a loss function. Adam algorithm (Kingma and Ba, 2014) is applied to optimize and update the network weights. We trained the network for 30 epochs. These values are determined through several sensitivity test runs for different lead times and ensemble members. These selections are carefully done to minimize the loss function, prevent overfitting issues, and allow the network to have robust learning.

2.3. Forecast verification

We verified streamflow forecasts against observed streamflow at the basin outlet (USGS 01510000). Verification was performed conditionally upon a lead time, flow threshold, and seasonality. We employed Nash-Sutcliffe Efficiency (NSE), Root-Mean-Square Error (RMSE), and Percent bias (Pbias) for assessing the quality of ensemble mean forecasts. The NSE (Nash and
Sutcliffe, 1970) is the ratio of the residual variance to the initial variance. The range of NSE can vary between negative infinity to 1, with 1 representing the optimal value and values should be larger than 0 to indicate minimally acceptable performance. RMSE measures the square root of the mean of the squared errors. Pbias measures the average tendency of the model predictions to be larger or smaller than their observed counterparts. We benchmarked the performance of raw and LSTM postprocessed ensemble mean forecasts relative to low-complexity forecasting approaches such as climatology and persistence-based forecasts (Ghimire and Krajewski, 2020; Krajewski et al. 2020). The persistence-based forecast implies that the streamflow behavior does not change over the forecast lead time. The approach is tied to the concept of “memory” of the system. Here we explore two approaches: simple persistence and anomaly persistence in streamflow forecasting. Simple persistence assumes that the streamflow forecast at one step ahead is dependent on the streamflow at the current time step. The anomaly persistence forecast scheme assumes that streamflow anomalies persist over the lead time. Note that we computed the anomaly with reference to the climatological average.

To investigate the probabilistic attributes of forecasts, we examined the Brier Skill Score (BSS; Brier, 1950) and reliability diagram (Murphy, 1973) of ensemble streamflow forecasts. A BSS is closely related to the Brier Score (BS), which measures the square error of discrete probability forecast and a corresponding observed outcome [0, 1], averaged over all pairs of forecasts and observations. The BS can be expressed as follows:

\[
BS = \frac{1}{n} \sum_{i=1}^{n} \left[ F_{f_i}(z) - F_{Y_i}(z) \right]^2,
\]

where the probability of \( f_i \) to exceed a fixed threshold \( z \) is given by,

\[
F_{f_i}(z) = P_r[f_i > z],
\]

\( n \) is again the total number of forecast-observation pairs and

\[
F_{f_i}(z) = \begin{cases} 
1, & Y_i > z \\
0, & \text{otherwise}.
\end{cases}
\]

The ideal value of BS is 0. To compare the skill score of the main forecast system with respect to the reference forecast, it is convenient to define the Brier Skill Score (BSS) as:

\[
BSS = 1 - \frac{BS_{main}}{BS_{reference}},
\]
where $BS_{\text{main}}$ and $BS_{\text{reference}}$ are the BS values for the main forecast system (i.e., the system to be evaluated) and the reference forecast system, respectively. We compute the BSS with reference to sampled climatology of historical observed flow. Any positive values of the BSS [0, 1] indicate that the main forecasting system performed better than the reference forecasting system. A BSS of 0 indicates no skill (i.e., the same skill as the reference system) and a BSS of 1 indicates perfect skill.

The reliability diagram plots the average observed probability of occurrence of an event given the forecast probability, against its forecast probability of occurrence (Jolliffe and Stephenson, 2012; Wilks, 2011). The reliability diagram shows the full joint distribution of forecasts and observations for a discrete event and conveys information about the quality of forecasts in different ranges of the forecast probability distribution. For the forecast values portioned into bin $B_k$ and defined by the exceedance of threshold $z$, the average forecast probability can be expressed as:

$$\bar{F}_{f_k}(z) = \frac{1}{|I_k|} \sum_{i \in I_k} F_{f_i}(z), \text{ where } I_k = \{i: f_i \in B_k\},$$

where $I_k$ is the collection of all indices $i$ for which $f_i$ falls into bin $B_k$, and $|I_k|$ denotes the number of elements in $I_k$. The corresponding fraction of observations that fall in the $K^{th}$ bin is given by

$$\bar{F}_{y_k}(z) = \frac{1}{|I_k|} \sum_{i \in I_k} F_{y_i}(z), \text{ where } F_{y_i}(z) = \begin{cases} 1, & Y_i > z; \\ 0, & \text{otherwise.} \end{cases}$$

The reliability diagram plots $\bar{F}_{f_k}(z)$ against $\bar{F}_{y_k}(z)$ for the total number of forecasts in each bin.

3. Results and Discussion

We first generate the hydrologic model simulations (Figure 3). Streamflow simulations are obtained by forcing the hydrologic model with gridded observed precipitation and near-surface temperature data. The performance of the hydrologic model simulation is satisfactory, with the NSE of 0.67 and an underestimation bias of -13% (Figure 3). High flows typically demonstrate a larger underestimation bias. This is not surprising since the high flows often result from the direct response of the basin to extreme precipitation events. Uncertainties associated with the precipitation estimates could propagate to the streamflow predictions. High flows predictions can particularly benefit from improving the quality of meteorological forcings (e.g., temperature and precipitation), good representation of hydrologic model states, parameters, and better initial
conditions. Standalone LSTM improves streamflow simulations over the hydrologic model simulations. Relative to the standalone LSTM and hydrologic model simulations, LSTM postprocessed simulations improve model performance metrics. LSTM postprocessor improves the NSE and substantially reduces the underestimation bias.

Figure 3: Comparison of simulated and observed streamflow hydrographs. Daily streamflow observations are from the US Geological Survey (USGS) at USGS 01510000 located in the Susquehanna River, Pennsylvania, US. We also show the model performance metrics: correlation coefficient (R), Nash-Sutcliffe efficiency coefficient (NSE), and Percent bias (Pbias).

Figure 4 shows the NSE and RMSE of the persistence-based forecast, deterministic forecast, the raw ensemble mean forecast, and postprocessed ensemble mean forecast as a function of forecast lead time. Overall, streamflow forecast quality tends to decline with increasing lead time (Figure 4). Raw ensemble mean streamflow forecasts outperform both the deterministic and persistence-based forecasts. Note, however, that the persistence forecasts are the lower-cost benchmark forecast system, and are often considered a “hard-to-beat” method at medium-range timescales, particularly for larger basin scales (Ghimire and Krajewski 2020; Krajewski et al. 2020; Krajewski et al. 2021). As compared to the deterministic forecasts, improvements from the ensemble mean tend to be higher at longer forecast lead times. This improvement is generally driven by the GEFSRv2 ensemble meteorological forcing since we have not used any ensembles to account for uncertainties issued from hydrologic sources.
The most salient feature in Figure 4 is that LSTM postprocessed ensemble mean forecast outperforms all other forecasting approaches across all the lead times. The improvement is small at the initial lead time but gradually increases with longer forecast lead times. This is expected because LSTM tends to reduce overall uncertainty which shows an increasing trend with increased lead times. At longer lead times, thus, LSTM postprocessed forecast has shown the ability to remove greater amounts of biases when compared to other techniques (Figure 4b). As compared to the raw ensembles generated by hydrometeorological modeling, the relative gain in NSE from the LSTM postprocessor varies from ~0.03 on day 1 to ~0.43 on day 7. The general tendency is for hydrometeorological modeling and standalone LSTM to perform similarly. The standalone LSTM, however, tends to show a slight NSE gain at later forecast lead times. As compared to the standalone LSTM, the gain in NSE from the LSTM postprocessor is as high as 0.38 at the lead time of day 7. A slight jump in the deterministic metrics (NSE and RMSE) for both raw and LSTM-postprocessed ensemble mean forecast at day 4 could be due to the inability of the ensemble mean to capture some important features of forecast uncertainty.

![Figure 4](image)

**Figure 4:** a) Nash-Sutcliffe efficiency (NSE) and b) Root mean square error (RMSE) between forecast and corresponding observed streamflow.

Furthermore, we compare the performance of LSTM with the regression-based quantile regression postprocessor (Koenker, 2005). We select the quantile regression postprocessor for
comparison since it is the most widely used hydrologic postprocessor (Mendoza et al. 2016; Dogulu et al. 2015; López López et al. 2014; Weerts et al. 2011) and has shown to outperform several postprocessors for different forecasting conditions (Sharma et al. 2019). Quantile regression has several strengths (Koenker, 2005): (i) no prior assumptions regarding the shape of the distribution; (ii) provides conditional quantiles rather than conditional means, and (iii) less sensitive to the tail behavior of the streamflow dataset and consequently, less sensitive to outliers. We used quantile regression to estimate error distribution, which is then added to the ensemble mean to form a calibrated discrete quantile relationship for a particular lead time and generate an ensemble streamflow forecast (Dogulu et al., 2015; López López et al., 2014; Weerts et al., 2011). Overall, the LSTM postprocessor performs better than quantile regression across all the lead times (Figure 4a-b). The differences in NSE and RMSE between the two postprocessors are minimal at initial lead times (days 1 and 2). However, as the lead time progresses, the LSTM shows substantial improvement over quantile regression. As compared to the quantile regression, the relative gain in NSE from LSTM varies from 0.02 on day 1 to as high as 0.34 on day 7 (Figure 4a). Overall, the NSE of LSTM-postprocessed ensemble mean forecasts ranges from ~0.77 (day 1) to ~0.52 (day 7) (Figure 4a); while the RMSE ranges from ~6.0 m$^3$/s (day 1) to ~8.5 m$^3$/s (day 7) (Figure 4b).

Figure 5 examines the skill by estimating the BSS in ensemble streamflow forecast conditioned up on the season, lead time, and flow threshold. The BSS is computed with reference to the climatological forecast. For forecast verification, two seasons: cool (October – March; Figure 5a) and warm (April-September; Figure 5b) have been taken into consideration for lead times from 1 to 7 days. The low-moderate flow category in Figure 5 represents flows with a non-exceedance probability of 0.50, while the high-flow category is for a non-exceedance probability of 0.90 (i.e., flows with exceedance probability less than 0.1 are denoted as high).
Figure 5: Brier Skill Score (BSS) of the raw ensemble forecasts (dashed lines) and LSTM postprocessed ensemble forecasts (solid lines) vs. the forecast lead time during the a) cool (October-March) and b) warm seasons (April-September), under low-moderate flow and high flow conditions. Raw ensemble forecasts are generated using the hydrologic model forced with the precipitation and near-surface temperature ensemble forecasts from the National Centers for Environmental Prediction Global Ensemble Forecast System Reforecast version 2 (GEFSRv2). The low-moderate flow category represents flows with a non-exceedance probability of 0.50 (Pr=0.5), while the high-flow category is for a non-exceedance probability of 0.90 (Pr=0.9; i.e., flows with exceedance probability less than 0.1 are denoted as high).

The skill of the postprocessed ensemble streamflow forecasts is greater than the raw ones across seasons, flow thresholds, and lead times (Figure 5). As expected from our previous results (Figure 4), the relative gain in skill from LSTM increases with forecast lead times. This indicates that the streamflow forecasts are influenced by systematic biases, and those biases appear to have a strong effect at longer lead times. Indeed, as compared to the raw ensemble, skill dependence with lead times is reduced after postprocessing. Seasonal improvements in postprocessed forecast skills to capture baseflow or low flow have been remarkably good across all the lead times. This means LSTM can skillfully predict low to moderate flows irrespective of seasonal influences. This is understandable as hydrologic systems do not show significant alterations during low flow events. However, for the high flows, the skill improvement from LSTM becomes more apparent at later forecast lead times demonstrating its added value in forecasting flood conditions at medium-range time scales. High flows result from the direct response of the basins to extreme
precipitation events, whereas the low to moderate flows are dominated by subsurface processes. In addition, the hydrologic uncertainties dominate forecast skill at initial lead times, while the meteorological uncertainties are more influential at longer forecast lead times (Siddique and Mejia 2017). Hence, the high flow forecast at medium-range timescales and smaller basins can particularly benefit from improved ensemble meteorological forcing (Ghimire et al., 2021); whereas the forecast skill at initial lead times can benefit from the improved representation of hydrologic model states (e.g., soil moisture) and initial conditions. This highlights the need of addressing both hydrologic and meteorologic uncertainties to further enhance the streamflow forecast skill. As our results show, LSTM can significantly complement hydrologic models in addressing such a challenge. The results are promising because the LSTM derives its enhanced skill from the streamflow persistence in addition to the long memory of the meteorological forcing that LSTM preserves.

The overall skill of both raw and postprocessed forecasts is slightly greater in the warm season than in the cool ones (Figure 5). Seasonal skill differences are more apparent for raw ensemble streamflow forecasts and particularly for low-moderate flows. The reason for seasonal skill variations is that during the cool season the hydrologic conditions are likely influenced by snow accumulation and melting. Thus, a better representation of snow dynamics in hydrologic modeling could contribute to improving the forecast skill. As compared to the raw ensemble, seasonal skill variations for low-moderate flows are somewhat reduced after postprocessing. Note that LSTM benefits from hydrologic persistence which is generally stronger for low-moderate flow conditions (Ghimire and Krajewski, 2020). Overall, for low-moderate flow conditions, the BSS of the postprocessed forecast ranges from ~0.69 (day 1) to ~0.57 (day 7) during the cool season (Figure 5a), and 0.76 (day 1) to 0.67 (day 7) during the warm season (Figure 5b). BSS for high-flow conditions ranges from ~0.52 (day 1) to ~0.43 (day 7) during the cool season (Figure 5a), and 0.62 (day 1) to 0.50 (day 7) during the warm season (Figure 5b).

Figure 6 shows the reliability diagrams for raw and postprocessed ensemble streamflow forecasts for the lead times of 1, 3, and 7 days. The reliability diagrams are based on low-moderate flow and high-flow conditions. As the slope of the estimated reliability curves for raw forecasts tends to be more than the 1:1 reference line, the streamflow forecasts are underconfident across most of the forecast probabilities. This tendency of underconfidence is more apparent at longer forecast lead times similar to results shown in Figures 4 and 5. On day 7 (Figure 6c), raw ensembles
are significantly underconfident; they underpredict the larger forecast probabilities. The LSTM-postprocessed forecasts seem relatively more reliable than the raw forecasts across the lead times and a broad range of streamflow thresholds. The relative improvement in reliability by employing LSTM is greater at longer forecast lead times (for example, day 3 and day 7). Overall, the reliability of postprocessed streamflow forecast is higher for medium-range timescales, particularly for the low-moderate streamflow threshold.

**Figure 6:** Reliability diagrams for the low-moderate flow and high-flow across forecast lead times of a) 1, b) 3, and c) 7 days. Different reliability curves represent the raw and LSTM postprocessed streamflow ensembles. Raw ensemble forecasts are generated using the hydrologic model forced with the precipitation and near-surface temperature ensemble forecasts from the National Centers for Environmental Prediction Global Ensemble Forecast System Reforecast version 2 (GEFSRv2). The low-moderate flow category represents flows with a non-exceedance probability of 0.50, while the high-flow category is for a non-exceedance probability of 0.90 (i.e., flows with an exceedance probability less than 0.1 are denoted as high). Reliability curves that tend to align along the diagonal line are preferred (more reliable).

4. Conclusion

We demonstrate a case study for machine learning application in postprocessing ensemble streamflow forecasts in a real-time streamflow forecasting setup. We employed the LSTM to correct residual errors and biases in raw ensemble streamflow forecasts generated from a Regional Hydrological Ensemble Prediction System (Sharma et al., 2019) at medium-range (1-7 days lead times) timescales. We configured LSTM for individual 11-member ensemble streamflow forecasts and for each forecast lead time of days 1 to 7. We used LSTM for the period of 2004-2012, with
6 years (2004-2009) for training the LSTM network and the remaining years (2010-2012) for verification. We assessed and verified the performance of LSTM postprocessed forecasts with different forecasting approaches, including simple persistence, anomaly persistence, climatology, deterministic forecast, raw ensemble forecast, and standalone LSTM.

In summary, based on our analysis and comparison, we found that raw ensemble streamflow forecasts generated using hydrometeorological modeling outperform both the deterministic and persistence-based forecasts. The general tendency is for the standalone LSTM to perform slightly better than the raw forecast from hydrometeorological modeling across lead times. LSTM postprocessing improves streamflow simulations and forecasts as compared to other forecasting approaches. LSTM postprocessing can improve forecast skill and reliability across all the seasons, flow thresholds, and forecast lead times. The relative gain from LSTM is generally higher at medium-range timescales (4~7 days lead times) compared to initial lead time (1~3 days lead times); high flows compared to low-moderate flows, and warm-season compared to cool ones. For the high flows, the skill improvement from LSTM becomes more apparent at later forecast lead times demonstrating its added value in forecasting flood conditions at medium-range time scales. The overall skill of both raw and LSTM postprocessed forecasts is slightly greater in the warm season than in the cool ones. The reliability diagram shows that the LSTM postprocessor can correct biases in the raw ensembles ultimately making the postprocessed ensembles more reliable than the raw ones across lead times and flow thresholds.

This case study demonstrates the potential of LSTM to postprocess ensemble streamflow forecasts in a medium-size Upper Susquehanna River basin in the eastern US. Future studies could explore it under a wider range of forecasting conditions and basin scales across diverse hydroclimatic regions. To continue expanding this research, we plan to explore and evaluate the neural network multimodel ensemble to potentially improve flood forecasts across a range of spatiotemporal scales. Multimodel ensemble forecasting can account for multiple hydrometeorological processes interacting nonlinearly and hence could improve the forecast skill over single-model forecasts. A machine learning technique called super-learning or stacked-ensemble (Laan et al. 2007) is a loss-based supervised learning method that allows combining multiple machine learning algorithms. The goal with such implementations would be to bias correct the raw ensemble streamflow forecast using different machine learning techniques, optimally combine the bias-corrected forecasts to generate the super learner ensembles, and
compare super learner with the traditional multimodal forecasting approaches such as Bayesian model averaging.
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