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Abstract

Calculations of the entanglement entropy of a spatial region in continuum quantum field theory require boundary conditions on the fields at the fictitious boundary of the region. These boundary conditions impact the treatment of the zero modes of the fields and their contribution to the entanglement entropy. We explore this issue in the simplest example, the $c = 1$ compact-boson conformal field theory in 1+1 dimensions. We consider three different types of boundary conditions: spatial Neumann, temporal Neumann, and Dirichlet. We argue that the first two are well motivated, and show that they lead to the same result for the Renyi entropies as well as the entanglement entropy, including a constant term that corresponds to the Affleck-Ludwig boundary entropy. The last set of boundary conditions is less well motivated, and leads to a different value of the constant term. The two values are related by a duality transformation on the compact boson. We also verify some of our results with heat-kernel methods.
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I. INTRODUCTION

Entanglement entropy in quantum field theory is now a well studied subject with a number of different applications [1–3]. In the case of conformal field theories, conformal symmetry provides powerful analytical tools for the computation of entanglement entropy (and, more generally, Renyi entropies) [4–7], particularly in two spacetime dimensions [8]. The abstract nature of the these methodologies, however, can make the underlying physics obscure. In this paper, we do some basic computations with more pedestrian methods, in an attempt to elucidate some of the underlying issues.

In general, we consider a quantum field theory in $d$-dimensional Minkowski space $R^{1,d-1}$ with a unique ground state $|0\rangle$. We choose a finite contiguous spatial region $A$, and construct a density matrix $\rho$ by tracing out the fields that live in the complementary region $\overline{A}$,

$$\rho = \text{Tr}_{\overline{A}} |0\rangle\langle 0|.$$  

(1)

The Renyi entropy with index $\beta$ is then defined as

$$S_\beta = \frac{1}{1-\beta} \log \text{Tr} \rho^\beta,$$  

(2)

and the entanglement entropy is

$$S_{EE} = - \text{Tr} \rho \log \rho = \lim_{\beta \to 1} S_\beta.$$  

(3)

Even in the simplest case of scalar fields, this procedure is ambiguous in the continuum, because in general specifying “the fields in region $A$” requires boundary conditions at the surface of $A$. In the case of gauge fields, much more analysis is needed [9], since there is in general no gauge-invariant prescription for assigning the gauge potentials to regions [10]. For scalar fields in more than two spacetime dimensions, the issue of boundary conditions has been raised in the context of the influence of the conformal coupling of the scalar fields to the background spacetime curvature [11]. In two spacetime dimensions, the conformal coupling vanishes and so does not affect the calculation, but the question of appropriate boundary conditions remains [12, 13]. If the conformal field theory in question arises as the continuum limit of an underlying lattice theory, or we have other information about the ultraviolet regulator, it can be possible to deduce the appropriate boundary condition.

Our goal here is to explore the role of boundary conditions at the surface $A$ in a simple example of a continuum conformal field theory in 1+1 dimensions, the $c = 1$ compact-boson. We will find that zero modes play the key role, as they do in gauge theories [9, 14].
II. REVIEW OF RESULTS FROM CONFORMAL FIELD THEORY

The density matrix $\rho$ of Eq. (1) is a hermitian operator with nonnegative eigenvalues that obeys

$$\text{Tr } \rho = 1. \quad (4)$$

Therefore we can write it in the form

$$\rho = \exp(-K), \quad (5)$$

where $K$ is a hermitian operator known as the modular hamiltonian [15]. In the special case that the quantum field theory is a conformal field theory, and the spatial region $A$ is a $(d-1)$-dimensional ball of radius $R$, conformal symmetry can be used to show that, up to a possible boundary term that will be discussed further below, $K$ is the generator of a conformal transformation that preserves the boundary of the ball; this leads to [4, 6]

$$K = \int_A d^{d-1}x f(x)T^{00}(x) + c, \quad (6)$$

where $T^{\mu\nu}$ is the conformal traceless stress-energy tensor, obtained by varying the background metric, and including contributions from a coupling $\xi R \varphi^2$ to the background curvature $R$, with $\xi = \frac{d-2}{4(d-1)}$; the function $f(x)$ is

$$f(x) = \frac{\pi}{R}(R^2 - |x|^2), \quad (7)$$

and $c$ is a constant that is fixed by the requirement $\text{Tr } \rho = 1$.

The simplest case to consider is a single real compact scalar field $\varphi$,

$$\varphi(x) \sim \varphi(x) + V, \quad (8)$$

where $V$ is the circumference of the target-space circle for $\varphi$. The conformal energy density is

$$T^{00} = \frac{1}{2} \pi^2 + \frac{1}{2}(\partial_x \varphi)^2 + \xi \nabla^2 \varphi^2, \quad (9)$$

where $\pi$ is canonically conjugate to $\varphi$,

$$[\varphi(x, t), \pi(x', t)] = i\delta(x - x'). \quad (10)$$

There has been extensive discussion of whether an extra boundary term is also needed; see [11] and references therein. This issue arises from the coupling to the background curvature,
and is absent in $d = 2$, where $\xi = 0$. We therefore specialize to this case, since the issues we wish to explore arise even in this simplest situation.

Having specialized to $d = 2$ and $\xi = 0$, we can make a change of the spatial coordinate,

$$dy = \frac{dx}{f(x)},$$

$$y = \frac{1}{\pi} \tanh^{-1}(x/R).$$

(11)

The range $x \in (-R, R)$ corresponds to $y \in (-\infty, \infty)$. We then have

$$\partial_y \varphi(y) = f(x) \partial_x \varphi(x).$$

(13)

If we now define a rescaled conjugate momentum

$$\tilde{\pi}(y) = f(x)\pi(x),$$

then we have

$$[\varphi(y), \tilde{\pi}(y')] = i\delta(y - y')$$

(15)
and

$$K = \int_{-\infty}^{+\infty} dy \left[ \frac{1}{2} \tilde{\pi}^2 + \frac{1}{2} (\partial_y \varphi)^2 \right] + c.$$  

(16)

Thus the modular hamiltonian corresponds to the hamiltonian of a free-field theory on an infinite line.

The entanglement entropy computed from Eqs. (3,5,16) is infinite. To regulate it, we give the $y$ coordinate a finite range, $y \in (-L/2, L/2)$, with $L \gg 1$. This corresponds to a cutoff on the $x$ coordinate at $|x| = R - \varepsilon$ with $\varepsilon \ll R$, and

$$L = \frac{1}{\pi} \log \left( \frac{2R}{\varepsilon} \right) + O(\varepsilon).$$

(17)

Thus the $\varepsilon \to 0$ limit corresponds to $L \to \infty$. It will also be convenient to shift the origin of the $y$ coordinate, so that $y \in (0, L)$. We now have

$$K = \int_{0}^{L} dy \left[ \frac{1}{2} \tilde{\pi}^2 + \frac{1}{2} (\partial_y \varphi)^2 \right] + c,$$

(18)
which is the hamiltonian of a free-field theory on a finite interval of length $L$. To fully specify $K$, we will need to choose boundary conditions at the ends of the interval.
We begin by writing general mode expansions for \( \varphi, \partial_y \varphi, \) and \( \tilde{\pi} = \partial_t \varphi, \)

\[
\varphi(y, t) = \varphi_0 + \varphi_1 y + \pi_0 t + \pi_1 yt + \sum_{k=1}^{\infty} \chi_k(y) [a_k e^{-i\omega_k t} + a_k^\dagger e^{i\omega_k t}], \tag{19}
\]

\[
\partial_y \varphi(y, t) = \varphi_1 + \pi_1 t + \sum_{k=1}^{\infty} \chi_k(y) [a_k e^{-i\omega_k t} + a_k^\dagger e^{i\omega_k t}], \tag{20}
\]

\[
\tilde{\pi}(y, t) = \pi_0 + \pi_1 y - i \sum_{k=1}^{\infty} \omega_k \chi_k(y) [a_k e^{-i\omega_k t} - a_k^\dagger e^{i\omega_k t}], \tag{21}
\]

where

\[
[a_k, a_{k'}^\dagger] = \delta_{kk'}, \tag{22}
\]

and the mode function \( \chi_k(y) \) satisfies \( \chi_k'' + \omega_k^2 \chi_k = 0 \). We have assumed that the boundary conditions will render the allowed frequencies discrete and the mode functions real.

Since \( \tilde{\pi}(y) = f(x) \pi(x) \) and \( \partial_y \varphi(y, t) = f(x) \partial_x \varphi(x) \), and since \( f(x) \) vanishes at the boundary \(|x| = R \), a natural choice of boundary condition is to require both \( \tilde{\pi}(y) \) and \( \partial_y \varphi(y) \) to vanish at the regularized boundary points \( y = 0 \) and \( y = L \). However, requiring both is incompatible with the commutation relation, Eq. (10). So we must make choice. We discuss three possible choices in the next three sections.

### III. SPATIAL NEUMANN BOUNDARY CONDITIONS

We first consider what we will call spatial Neumann boundary conditions,

\[
\partial_y \varphi(y, t)|_{y=0} = 0, \quad \partial_y \varphi(y, t)|_{y=L} = 0. \tag{23}
\]

From Eq. (20), we see that spatial Neumann boundary conditions require \( \chi_k'(0) = \chi_k'(L) = 0 \), which fixes \( \chi_k(y) \sim \cos(\omega_k y) \) and

\[
\omega_k = \pi k / L. \tag{24}
\]

The correctly normalized mode functions are then

\[
\chi_k(y) = \frac{1}{\sqrt{\pi k}} \cos(\pi k y / L). \tag{25}
\]

We also have the zero-mode conditions

\[
\varphi_1 = 0, \quad \pi_1 = 0. \tag{26}
\]
The remaining zero modes are then given by
\[ \varphi_0 = \int_0^L dy \varphi(y, t), \quad \pi_0 = \int_0^L dy \tilde{\pi}(y, t), \] (27)
and from the commutation relation, Eq. (10), we find
\[ [\varphi_0, \pi_0] = \frac{i}{L}. \] (28)
Since \( \varphi \) is compact, we have from Eq. (8) that \( \varphi_0 \sim \varphi_0 + V \), and hence \( \pi_0 \) is quantized,
\[ \pi_0 = \frac{2\pi}{LV} m, \quad m = 0, \pm 1, \ldots \] (29)
The modular Hamiltonian is now
\[ K = \frac{2\pi^2}{LV^2} m^2 + \sum_{k=1}^{\infty} \omega_k a_k^\dagger a_k + c. \] (30)
We can now compute
\[ \text{Tr} \ e^{-\beta K} = e^{-\beta c} Z_{osc} Z_{0,SN}, \] (31)
where the oscillator partition function is
\[ Z_{osc} = \prod_{k=1}^{\infty} \sum_{n=0}^{\infty} e^{-\beta \omega_k n} \] (32)
\[ = \prod_{k=1}^{\infty} \frac{1}{1 - e^{-\beta \omega_k}} \] (33)
\[ = \left[ e^{\pi \beta/24L} \eta(i\beta/2L) \right]^{-1}, \] (34)
where \( \eta(\tau) \) is the Dedekind eta function. For large \( L \) (more specifically, \( L \gg \beta \)), we have
\[ \log Z_{osc} = \frac{\pi L}{6\beta} - \frac{1}{2} \log \left( \frac{2L}{\beta} \right) + O(\beta/L). \] (35)
If we ignore the zero mode completely, and compute the Renyi entropy from \( \text{Tr} \rho^\beta = e^{-\beta c} Z_{osc} \) with \( c \) adjusted to make \( \text{Tr} \rho = 1 \), we find
\[ S_{osc}^\beta = \frac{(1 + \beta)}{6\beta} \pi L - \frac{1}{2} \log 2L + \frac{\log \beta}{2(1 - \beta)}. \] (36)
Recalling that \( \pi L = \log(2R/\varepsilon) \), we see that the first term is the usual result. However there is an additional \( \log L \sim \log \log R/\varepsilon \) term, which is anomalous and not expected to appear in the final answer. The possibility of such a term was noted in [9]. This result for the entanglement entropy was first found by [16], where the subleading term was not retained.
This anomalous term is canceled when we include the contribution of the zero modes. The zero-mode partition function with spatial Neumann boundary conditions is

\[
Z_{0, \text{SN}} = \sum_{m=-\infty}^{+\infty} e^{-2\pi^2 \beta m^2 / V^2 L} = \vartheta(2\pi i \beta / LV^2). \tag{37}
\]

where \(\vartheta(\tau)\) is a Jacobi theta function (with the other argument \(z = 0\)). For large \(L\), we have

\[
\log Z_{0, \text{SN}} = \frac{1}{2} \log \left( \frac{2L}{\beta} \right) + \frac{1}{2} \log \left( \frac{V^2}{4\pi} \right) + O(e^{-LV^2/2\pi\beta}). \tag{39}
\]

Adding this to Eq. (35), we have

\[
\log Z_{\text{osc}} + \log Z_{0, \text{SN}} = \frac{\pi}{6\beta} L + \frac{1}{2} \log \left( \frac{V^2}{4\pi} \right) + O(\beta/L). \tag{40}
\]

The anomalous \(\log L\) has now been canceled. The resulting Renyi entropy is

\[
S_\beta = \frac{\pi(1 + \beta)L}{6\beta} + \frac{1}{2} \log \left( \frac{V^2}{4\pi} \right) + O(\beta/L). \tag{41}
\]

This is the usual result. The constant term, independent of both \(L\) and \(\beta\) but depending on \(V\), can be understood as a contribution from the Affleck-Ludwig boundary entropy [17] with these boundary conditions [12, 13].

**IV. TEMPORAL NEUMANN BOUNDARY CONDITIONS**

We next consider what we will call temporal Neumann boundary conditions,

\[
\tilde{\pi}(0, t) = 0, \quad \tilde{\pi}(L, t) = 0. \tag{42}
\]

Again, these are motivated by \(\tilde{\pi}(y) = f(x)\pi(x)\), and the vanishing of \(f(x)\) at the ends of the interval in the original \(x\) coordinate. From Eq. (20), we see these boundary conditions require \(\chi_k(0) = \chi_k(L) = 0\), which fixes \(\chi_k(y) \sim \sin(\omega_k y)\) and Eq. (24). The correctly normalized mode functions are then

\[
\chi_k(y) = \frac{1}{\sqrt{\pi k}} \sin(\pi ky/L). \tag{43}
\]

We also have the zero-mode conditions

\[
\pi_0 = 0, \quad \pi_1 = 0. \tag{44}
\]
The remaining zero modes are then $\varphi_0$ and $\varphi_1$, with $\varphi_0 \sim \varphi_0 + V$; $\varphi_1$ has an infinite range.

The modular Hamiltonian is now

$$K = \frac{L}{2} \varphi_1^2 + \sum_{k=1}^{\infty} \omega_k a_k^\dagger a_k + c. \tag{45}$$

The oscillator contribution is therefore the same as it is for spatial Neumann boundary conditions, Eq. (34). The zero-mode contribution is now

$$Z_{0,\text{TN}} = L \int_0^V d\varphi_0 \int_{-\infty}^{+\infty} d\varphi_1 e^{-\beta L \varphi_1^2 / 2} \tag{46}$$

The prefactor of $L$ in Eq. (46) arises from the measure for a trace of a functional of $\varphi(x)$,

$$\prod_x d\varphi(x) = L d\varphi_0 d\varphi_1 \prod_{n=1}^{\infty} c_n, \tag{47}$$

where $c_n$ is the coefficient of $\chi_n(x)$ in the mode expansion of $\varphi(x)$. The factor of $L$ comes from the Jacobian for this change of integration variables; its necessity can be seen from dimensional analysis. Evaluating the integral in Eq. (46), we have

$$Z_{0,\text{TN}} = V \left( \frac{2\pi L}{\beta} \right)^{1/2}. \tag{48}$$

This yields

$$\log Z_{0,\text{TN}} = \frac{1}{2} \log \left( \frac{2L}{\beta} \right) + \frac{1}{2} \log \left( \frac{V^2}{4\pi} \right) + O(e^{-LV^2/2\pi\beta}). \tag{49}$$

For large $L$, this is the same as $\log Z_{0,\text{SN}}$, Eq. (39), up to exponentially small corrections, and therefore the result for the Renyi entropy is also the same, Eq. (41).

V. DIRICHLET BOUNDARY CONDITIONS

Although not motivated by the vanishing of $f(x)$ at the endpoints, in this section we consider Dirichlet boundary conditions

$$\varphi(0, t) = 0, \quad \varphi(L, t) = 0 \mod V. \tag{50}$$

From Eq. (20), we see these conditions require $\chi_k(0) = \chi_k(L) = 0$, which results in Eqs. (24) and (43), the same as for temporal Neumann boundary conditions. The zero-mode conditions are now

$$\varphi_0 = 0, \quad \pi_0 = 0, \quad \pi_1 = 0. \tag{51}$$
The remaining zero mode is then
\[ \varphi_1 = \frac{wV}{L}, \quad w = 0, \pm 1, \ldots \] (52)

The modular hamiltonian is now
\[ K = \frac{V^2}{2L} w^2 + \sum_{k=1}^{\infty} \omega_k a_k^\dagger a_k + c. \] (53)

The oscillator contribution is therefore the same as it is for spatial or temporal Neumann boundary conditions, Eq. (34). The zero-mode contribution is now
\[ Z_{0,D} = \sum_{w=-\infty}^{+\infty} e^{-\beta V^2 m^2/2L} \] (54)
\[ = \vartheta(i\beta V^2/2\pi L). \] (55)

For large \( L \), we have
\[ \log Z_{0,D} = \frac{1}{2} \log \left( \frac{2L}{\beta} \right) - \frac{1}{2} \log \left( \frac{V^2}{\pi} \right) + O(e^{-2\pi L/\beta V^2}). \] (56)

Combining Eqs. (35) and (56) for large \( L \), we have
\[ \log Z_{osc} + \log Z_{0,D} = \frac{\pi L}{6\beta} - \frac{1}{2} \log \left( \frac{V^2}{\pi} \right) + O(\beta/L). \] (57)

The anomalous log \( L \) has now again been canceled. The resulting Renyi entropy is
\[ S_\beta = \frac{(1 + \beta)}{6\beta} \pi L - \frac{1}{2} \log \left( \frac{V^2}{\pi} \right) + O(\beta/L). \] (58)

The constant term is different than it is in the case of spatial or temporal Neumann boundary conditions, and again can be understood as a contribution from the Affleck-Ludwig boundary entropy [17].

VI. DUALITY

Comparing Eq. (41) for the Renyi entropy with Neumann boundary conditions (spatial or temporal) with Eq. (58) for the Renyi entropy with Dirichlet boundary conditions, we see that they are related by
\[ V \leftrightarrow \frac{2\pi}{V}. \] (59)
For the case of spatial Neumann boundary conditions, this follows from the same relation for the zero-mode partition functions, Eqs. (38) and (55). This is related to the $T$-duality transformation for the compact boson on a spatial circle with circumference $2L$ with periodic boundary conditions. In this case, the mode expansion is

$$\varphi(y, t) = \varphi_0 + \varphi_1 y + \pi_0 t + \frac{1}{\sqrt{2\pi}} \sum_{k=1}^{\infty} \frac{1}{k} [a_k e^{-i\omega_k (y-t)} + \tilde{a}_k e^{i\omega_k (y+t)} + \text{h.c.}],$$

with

$$\varphi_1 = \frac{V}{2L} w, \quad \pi_0 = \frac{\pi}{LV} m,$$

where again $w$ and $m$ are integers representing winding and momentum modes, and now there are two types of oscillators (left moving and right moving modes) with $\omega_k = \pi k / L$; matching Eq. (24) is the reason for having the circle be twice as long as the interval. The hamiltonian is

$$H = \frac{\pi^2}{LV^2} m^2 + \frac{V^2}{4L} w^2 + \sum_{k=1}^{\infty} \omega_k (a_k^\dagger a_k + \tilde{a}_k^\dagger \tilde{a}_k) + c.$$  

With a judicious choice of $c$, and introducing the modular parameter

$$\tau = i\beta / 2L,$$

the complete partition function is

$$Z_{\text{circle}}(\tau, V) = \vartheta(2\pi \tau / V^2) \vartheta(\tau V^2 / 2\pi) / \eta(\tau)^2$$

which is manifestly invariant under Eq. (59). We also have the relation [18]

$$Z_{\text{circle}}(\tau, V) = Z_{\text{SN}}(\tau, \sqrt{2V}) Z_{\text{D}}(\tau, V / \sqrt{2})$$

for particular choices of $c$ in Eqs. (30) and (53). Since $Z_{\text{circle}}(\tau, V)$ can be written as a euclidean path integral over the field on a 2-torus with cycle lengths $\beta$ and $2L$, we also have invariance under $\beta \leftrightarrow 2L$ or equivalently $\tau \leftrightarrow -1/\tau$, which follows from

$$\eta(-1/\tau) = (-i\tau)^{1/2} \eta(\tau),$$

$$\vartheta(-1/\tau) = (-i\tau)^{1/2} \vartheta(\tau).$$

The boundary conditions on the interval of length $L$ break this symmetry, but as a remnant of it we have the relations

$$Z_{\text{SN}}(-1/\tau, V) = \sqrt{V^2 / 4\pi} Z_{\text{D}}(\tau, V / 2),$$

$$Z_{\text{D}}(-1/\tau, V) = \sqrt{\pi / V^2} Z_{\text{SN}}(\tau, 2V).$$
VII. COMPARISON WITH HEAT KERNEL METHODS

In this section we evaluate the entanglement entropy using heat-kernel methods to facilitate comparison with the computation of Casini and Huerta [5]. For a review of these techniques, see [19].

The key formula is

$$\log Z_{osc} = \frac{1}{2} \lim_{s \to 1} \int_0^\infty \frac{dt}{t^s} K(t),$$

(70)

where $K(t) = \text{Tr} e^{-t\Delta}$ and $\Delta$ is minus the Laplacian on the target manifold (in our case, an interval $I$ of length $L$ with one of our sets of boundary conditons) times a circle $S^1$ of circumference $\beta$, and the prime on the trace indicates that we omit the zero modes on $I$. Thus we have $\Delta = -\partial^2_\tau - \partial^2_y$, where $\tau$ is periodic with period $\beta$. Since this is a product space, the trace factorizes,

$$K(t) = K_{S^1}(t)K_I(t)$$

(71)

where $K_{S^1}(t)$ is the regulated form (defined shortly) of the unregulated heat kernel $\tilde{K}_{S^1}(t)$ on a circle of circumference $\beta$,

$$\tilde{K}_{S^1}(t) = \sum_{n=-\infty}^{\infty} e^{(2\pi i n/\beta)^2}$$

(72)

$$= \vartheta \left( \frac{4\pi^2 t}{\beta^2} \right)$$

(73)

$$= \sqrt{\beta^2/4\pi t} \vartheta \left( \frac{i\beta^2}{4\pi t} \right)$$

(74)

$$= \frac{\beta}{\sqrt{4\pi t}} \sum_{n=-\infty}^{\infty} e^{-n^2 \beta^2/4t}.$$

(75)

The regulated heat kernel is obtained by dropping the $n = 0$ term, or equivalently, subtracting the $\beta \to \infty$ limit:

$$K_{S^1}(t) = \frac{2\beta}{\sqrt{4\pi t}} \sum_{n=1}^{\infty} e^{-n^2 \beta^2/4t}.$$  

(76)

We can check that this regulated heat kernel on the circle gives the correct answer for the partition function by noting that, for a partition function with the general form of Eq. (33),

$$Z = \prod_{k=1}^{\infty} \frac{1}{1 - e^{-\beta \omega_k}},$$

(77)

we have

$$- \log(1 - e^{-\beta \omega_k}) = \frac{1}{2} \lim_{s \to 1} \int_0^\infty \frac{dt}{t^s} K_{S^1}(t)e^{-t \omega_k^2}.$$  

(78)
Summing over $k$ then gives $\log Z$ on the left, and we identify

$$K_I(t) = \sum_{k=1}^{\infty} e^{-t\omega_k^2}$$

(79)
on the right.

For all our choices of boundary conditions, we have $\omega_k = \pi k/L$, and hence

$$K_I(t) = \sum_{k>0} e^{-\pi^2 k^2 t / L^2}$$

(80)

$$= \frac{1}{2} \left[ \theta(i\pi t / L^2) - 1 \right]$$

(81)

$$= \frac{1}{2} \left[ \sqrt{L^2 / \pi t} \theta(iL^2 / \pi t) - 1 \right]$$

(82)

$$= \frac{1}{2} \left[ \sqrt{L^2 / \pi t} \left( 2 \sum_{m>0} e^{-m^2 L^2 / t} + 1 \right) \right] - 1$$

(83)

$$= \frac{L}{\sqrt{4\pi t}} \left[ 1 + 2 \sum_{m>0} e^{-m^2 L^2 / t} - \frac{\sqrt{\pi t}}{L} \right].$$

(84)

Plugging back into Eq. (70), we find

$$\log Z_{osc} = \frac{\beta L}{4\pi} \lim_{s \to 1} \int_0^\infty \frac{dt}{t^{s+1}} \sum_{n>0} e^{-n^2 \beta^2 / 4t} \left[ 1 + 2 \sum_{m>0} e^{-m^2 L^2 / t} - \frac{\sqrt{\pi t}}{L} \right]$$

$$= I_1 + I_2 + I_3.$$ 

(85)

In the analysis of [5], only $I_1$ is kept; the second and third terms are subleading in $L$, and are dropped. However, $I_2$ and $I_3$ must also be included in order to reproduce the canonical oscillator partition function, Eq. (34), and supplemented by the appropriate zero-mode contribution to obtain the entropy. We compute the integrals in Appendix A, with the result

$$I_1 = \frac{\pi L}{6\beta^3}.$$ 

$$I_2 = -\frac{\pi L}{6\beta^3} - \frac{\pi \beta}{24L} - \log \eta(i\beta/2L) + \frac{1}{4} \lim_{s \to 1} \left( \frac{1}{s - 1} + \gamma_E - 2 \log \beta \right),$$

$$I_3 = -\frac{1}{4} \lim_{s \to 1} \left( \frac{1}{s - 1} + \gamma_E - 2 \log \beta \right).$$

(86)

where $\gamma_E$ is the Euler-Mascheroni constant. Thus the heat kernel gives

$$\log Z_{osc} = I_1 + I_2 + I_3 = -\frac{\pi \beta}{24L} - \log \eta(i\beta/2L)$$

(87)
in exact agreement with Eq. (34).
VIII. DISCUSSION

We have undertaken a detailed analysis of the computation of the entanglement entropy (and the Renyi entropies) of an interval for the compact-boson $c = 1$ conformal field theory in 1+1 dimensions, paying particular attention to the role of boundary conditions at the endpoints and the contributions of zero modes, and using operator methods rather than euclidean path integral manipulations. The possibility of temporal Neumann boundary conditions, and the distinction of them from Dirichlet boundary conditions, does not seem to have been previously considered. Our results emphasize the necessity of paying careful attention to these issues.
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Appendix A: Integrals from §VII

In this appendix we evaluate the integrals in (85).

$$I_1 = \frac{\beta L}{4\pi} \lim_{s \to 1} \sum_{n > 0} \int_0^\infty \frac{dt}{t^{s+1}} e^{-n^2 \beta^2/4t}$$

$$= \frac{\beta L}{4\pi} \lim_{s \to 1} 4^s \beta^{-2s} \Gamma(s) \zeta(2s)$$

$$= \frac{\pi L}{6\beta}.$$  \hspace{1cm} (A1)

Note that we could have set $s = 1$ at the start for $I_1$, but the same is not true for $I_2$ and $I_3$. We have

$$I_3 = -\frac{\beta}{4\sqrt{\pi}} \lim_{s \to 1} \int_0^\infty \frac{dt}{t^{s+1/2}} \sum_{n > 0} e^{-n^2 \beta^2/4t}$$

$$= -\frac{\beta}{4\sqrt{\pi}} \lim_{s \to 1} (\beta/2)^{1-2s} \Gamma(s-1/2) \zeta(2s-1)$$

$$= -\frac{1}{4} \lim_{s \to 1} \left( \frac{1}{s-1} + \gamma_E - 2 \log \beta \right).$$  \hspace{1cm} (A2)
Finally, we evaluate $I_2$:

$$I_2 = \frac{\beta L}{2\pi} \lim_{s \to 1} \int_0^\infty \frac{dt}{t^{s+1}} \sum_{m,n>0} \frac{e^{-n^2 \beta^2 / 4t} - m^2 L^2 / t}{(n\beta/2L)^2 + m^2}.$$  

(A3)

The double sum can be expressed in terms of an Eisenstein series

$$E(\tau, s) = \sum_{(m,n) \neq (0,0)} \frac{(\text{Im } \tau)^s}{|n\tau + m|^{2s}}$$

(A4)

with $\tau = i\beta/2L$. We have

$$\sum_{m,n>0} \frac{1}{((n\beta/2L)^2 + m^2)^s} = \frac{1}{4} (\beta/2L)^{-s} E(i\beta/2L, s) - \frac{1}{2} (\beta/2L)^{-2s} \sum_{n>0} \frac{1}{n^{2s}} - \frac{1}{2} \sum_{m>0} \frac{1}{m^{2s}}$$

$$= \frac{1}{4} (\beta/2L)^{-s} E(i\beta/2L, s) - \frac{1}{2} (\beta/2L)^{-2s} \zeta(2s) - \frac{1}{2} \zeta(2s).$$

(A5)

Here the sum over the positive quadrant of $\mathbb{Z}^2$ was rewritten as the sum over $(m, n) \neq (0,0)$, minus the $(m, 0)$ and $(0, n)$ lines, all divided by 4. We now have

$$I_2 = \frac{\beta L}{8\pi} \lim_{s \to 1} \Gamma(s) \left[ (\beta L/2)^{-s} E(i\beta/2L, s) - 2(\beta/2)^{-2s} \zeta(2) - 2L^{-2s} \zeta(2s) \right].$$

(A6)

The limits of the last two terms are simple to evaluate, and yield $-\pi L/6\beta$ and $-\pi \beta/24L$, respectively. To evaluate the first term, we need the Kronecker limit formula for Eisenstein series near $s = 1$,

$$E(\tau, s) = \frac{\pi}{s-1} + 2\pi \left[ \gamma_E - \log 2 - \log \left( \sqrt{\text{Im } \tau} |\eta(\tau)|^2 \right) \right] + O(s-1).$$

(A7)

With this we find

$$I_2 = - \log \eta(i\beta/2L) + \frac{1}{4} \lim_{s \to 1} \left( \frac{1}{s-1} + \gamma_E - 2 \log \beta \right) - \frac{\pi L}{6\beta} - \frac{\pi \beta}{24L}. $$

(A8)
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