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We propose a definitive test of whether plates involved in Casimir experiments should be modeled with ballistic or diffusive electrons—a prominent controversy highlighted by a number of conflicting experiments. The unambiguous test we propose is a measurement of the Casimir force between a disordered quasi-2D metallic plate and a three-dimensional metallic system at low temperatures, in which disorder-induced weak localization effects modify the well-known Drude result in an experimentally tunable way. We calculate the weak localization correction to the Casimir force as a function of magnetic field and temperature and demonstrate that the quantum interference suppression of the Casimir force is a strong, observable effect. The coexistence of weak localization suppression in electronic transport and Casimir pressure would lend credence to the Drude theory of the Casimir effect, while the lack of such correlation would indicate a fundamental problem with the existing theory. We also study mesoscopic disorder fluctuations in the Casimir effect and estimate the width of the distribution of Casimir energies due to disorder fluctuations.

I. INTRODUCTION

The Casimir effect [1] is an experimentally accessible phenomenon which in most physical systems is theoretically calculated by modeling the low frequency behavior of metallic plates with one of two models: the Drude or plasma model. These simplified models describe the linear response of electrons in the plates to an electromagnetic field. While the Drude model describes diffusive electrons subject to a random disorder potential, the plasma model describes ballistic electrons unhindered by disorder. These two models typically provide similar predictions of the Casimir force as a function of plate separation, with the plasma model predicting a slightly stronger attraction than the Drude model in non-magnetic metals.

Quantitative results from many experiments [2–4] seem to favor use of the plasma model over a naive Drude model—in some ways, arguably, the more physical of the two. Many experiments attempt to account for the effect of electrostatic patch potentials in the plates, expecting the effect to be relevant for agreement with one model or the other. Several of these [2,4] find that the correction due to patches would make agreement with Drude worse while others [2,6] see agreement with the Drude model once the effect of patches is included. There is recent theoretical and experimental work specifically to account for the contribution of patch potentials [7,8].

While the initial theoretical results seemed to weaken the case for the plasma model, the comparison of calculation and experiment shows the contribution to the force from patch potentials to be approximately an order of magnitude smaller than the difference between the Drude and plasma models. However, the authors caution that the analysis is preliminary and acknowledge future work may be needed. In the same vein as the work done on patch potentials, there has also been investigation into the effect of charge disorder [9], finding that quenched and annealed disorder contribute to the Casimir force in markedly different ways, with quenched disorder completely overwhelming the Casimir force at large distances. Another method that may be able to distinguish between the Drude and plasma models based on the thermal Casimir force has also been proposed [10].

In this work, we provide a new way to experimentally test the validity of the diffusive electron model by tuning an external magnetic field (or temperature from a less practical standpoint) in a Casimir system with a two-dimensional plate. The experiment we propose would be very similar to the typical experiment depicted in Fig. 1 with a gold coated sphere suspended from a cantilever over a flat metallic plate. To test the results presented here, the only modification to the geometry of this setup would be to make this flat plate a quasi-two-dimensional suspended membrane. We find a dramatic change in the Casimir effect between Drude model plates due to weak localization, shown in Fig. 2 that is just not seen with the plasma model.

Weak localization (WL) is a well known and greatly studied effect [11,13], most easily observed in low-dimensional disordered systems at low temperatures where quantum interference logarithmically decreases the conductivity of a sample with decreasing temperature. This is most easily understood via the simple Einstein relation, $\sigma = 2e^2\nu D$, where $\nu$ is the electronic density of

![FIG. 1. (Color online) The geometry typically used in experimental measurements of the Casimir force is a gold coated sphere above a planar plate. Here we show the sphere suspended from a cantilever. We consider a lower plate of very thin metal with a weak applied perpendicular magnetic field.](image_url)
states per spin in the material and $D$ is the diffusion constant. Weak localization provides a quantum correction to the diffusion constant, $D \rightarrow D + \delta D$, that is strongly dependent on both temperature and an applied magnetic field at very low temperatures.

A fundamental assumption of the WL effect is that electronic motion is diffusive in nature, and its contribution to conductivity is calculated as a correction to the Drude model. Therefore, any impact found on the nature of the Casimir effect due to WL would apply only to a diffusive model of metallic plates and not a ballistic model; a sensitive experimental test of the effects of WL on the Casimir effect would provide a clear indication of whether ignoring them nonetheless gives a valid approximation to the Casimir energy.

In this paper, we first provide an introduction to the relevant aspects of the Casimir effect and our calculational methods in Sec. II. In Sec. III we then examine the correction to the Drude model that gives the weak localization effect, and in Sec. IV we discuss the effect that this correction has on the Casimir force and provide estimates for the size of the effect. In Sec. V we justify our use of the Drude model when considering disorder in spite of concerns regarding the disorder averaging procedure by examining the effect that fluctuations in disorder realizations would have on the Casimir energy and the ability to distinguish the Drude and plasma models. Finally, in Sec. VI we summarize our results.

II. CASIMIR EFFECT

To explore the effects of WL on the Casimir effect, we consider a system consisting of two flat parallel plates: one thick plate described by the Drude model and one two-dimensional plate described by the Drude model with an additional term giving the weak localization effect. With an experimental setup in the typical plate-sphere geometry, as shown in Fig. 1, the gold layer on the sphere is thick enough to be most accurately described as a three dimensional material. Since the effect of weak localization in 3D materials is much weaker than in 2D films, we only consider the WL effect in the 2D plate. In addition to this system of primary interest, we also consider the Casimir pressure between two plasma plates and between two Drude plates without weak localization for points of comparison. The latter of these will also give the expected behavior of the system including the 2D plate with WL correction at sufficiently high magnetic fields to completely suppress the WL effect ($H \gtrsim 100$ gauss). In these cases we consider the same geometry, with one thick plate and a parallel 2D plate. For a calculation of the Casimir pressure in these systems we start from the well-known Lifshitz equation for the Casimir energy density at finite temperature [16],

\begin{equation}
\mathcal{E}_c(a) = k_B T \sum_{\{\omega_n\}} \frac{d^2q}{(2\pi)^2} \ln \left( 1 - r_{TM}^{(1)} r_{TM}^{(2)} e^{-2\sqrt{q^2 + \omega_n^2 a}} \right) + \ln \left( 1 - r_{TE}^{(1)} r_{TE}^{(2)} e^{-2\sqrt{q^2 + \omega_n^2 a}} \right),
\end{equation}

which can be obtained by expanding the free energy of the two plate and photon system. In this expression, $\sum'$ denotes a sum over positive Matsubara frequencies, counting the $n = 0$ term with half weight. The functions $r_{TM}^{(i)}$ and $r_{TE}^{(i)}$ are the reflection coefficients of plate $i$ for the two polarizations of light. The subscript $TM$ refers instead of on the Casimir energy itself, then all effects from, e.g., the nonuniform nature of physical disorder realizations are neglected. While exact calculation of these neglected effects is impossible, it is possible to estimate whether ignoring them nonetheless gives a valid approximation to the Casimir energy.
to the polarization where the magnetic field is perpendicular to the plane of incidence, and similarly for $TE$ with the electric field. The reflection coefficients depend on both $q$ and the Matsubara frequency $\omega_n = 2\pi nk_B T$, and may also depend on the other parameters of the system under consideration, such as the applied magnetic field $H$ and additional temperature dependence. The reflection coefficients can be written explicitly in terms of the dielectric functions of the plates, $\epsilon_i(\omega_n)$, or alternatively in terms of the electromagnetic linear response functions of the plates, $\Pi_i(\omega_n)$, which are related to the dielectric functions as

$$
\epsilon_i(\omega_n) = \left\{ \begin{array}{ll}
1 - \Pi^{2D}(\omega_n)\delta(z)/\omega_n^2 & \text{for 2D systems} \\
1 - \Pi(\omega_n)/\omega_n^2 & \text{for 3D systems.}
\end{array} \right.
$$

The reflection coefficients have the form

$$
r^{2D}_{TM}(q, \omega_n) = \frac{\Pi^{2D}(\omega_n)}{\Pi^{2D}(\omega_n) - 2q_\perp^2 q_\perp},
$$

$$
r^{2D}_{TE}(q, \omega_n) = \frac{\Pi^{2D}(\omega_n)}{\Pi^{2D}(\omega_n) - 2q_\perp^2 q_\perp}
$$

for two-dimensional plates, where we have defined $q_\perp = \sqrt{q^2 + \omega_n^2}$. For very thick three-dimensional metallic plates (thickness $d \to \infty$), the reflection coefficients have the form

$$
r^{3D}_{TM}(q, \omega_n) = -\frac{\sqrt{q_\perp^2 - \Pi(\omega_n)} - q_\perp + \frac{q_\parallel^2}{q_\perp} \Pi(\omega_n)}{\sqrt{q_\perp^2 - \Pi(\omega_n)} + q_\perp + \frac{q_\parallel^2}{q_\perp} \Pi(\omega_n)}
$$

$$
r^{3D}_{TE}(q, \omega_n) = -\frac{\sqrt{q_\perp^2 - \Pi(\omega_n)} - q_\perp}{\sqrt{q_\perp^2 - \Pi(\omega_n)} + q_\perp}
$$

The Casimir pressure is found from Eq. (1) by taking its derivative with respect to plate separation, $a$.

### III. WEAK LOCALIZATION CORRECTION

The basic inputs into Eq. (1) are the electromagnetic linear response functions for the two plates under consideration which contain all the electromagnetic properties necessary for a calculation of the Casimir effect. The response function of a non-interacting disordered electron gas can be represented diagrammatically as in Fig. 3. The simplest approximation considers only the diagrams shown in the first line of the figure—those without impurity lines and all diagrams with impurity interaction ladders. In the long wavelength (i.e. local) limit, $q \to 0$, these terms combine to give the response function $\Pi^{\text{Drude}} = -\frac{ne^2}{m\omega_n^2} \omega_n^2 / \omega_n^2$, from which the well known Drude result for DC conductivity can be found, $\sigma^{\text{Drude}} = -\lim_{\omega_n \to 0} \Pi^{\text{Drude}} / \omega_n = \frac{ne^2}{m} \tau$. This approximation is valid for the one thick disordered plate we consider.

The leading correction to the Drude result comes from diagrams with maximally crossed impurity lines, shown on the second line of Fig. 3 which cannot be ignored in an accurate treatment of the two dimensional plate at low temperatures. These diagrams can be represented as a single diagram containing a cooperon. This approximation to the response function can be written as

$$
\Pi = \Pi^{\text{Drude}} + \delta \Pi,
$$

where $\delta \Pi$ gives the WL correction. An explicit calculation of $\delta \Pi$ in two dimensions, at low but finite temperature $T$, and with an external magnetic field $H$, gives the Hikami-Larkin-Nagaoka formula [11, 12],

$$
\delta \Pi(\omega_n; T, H) = -\frac{e^2}{2\pi^2 \hbar} \left[ \psi_0 \left( \frac{1}{2} + \frac{h}{4eHD\tau_\phi(T)} \right) - \ln \left( \frac{h}{4eHD\tau} \right) \right],
$$

where $\psi_0$ is the digamma function, $D = \frac{e^2}{2\pi^2}$ is the diffusion constant, and $\tau_\phi$ is the electron dephasing time. This expression diverges logarithmically as $T \to 0$ with a sign opposite that of the Drude result, leading to a suppression of conductivity. It also has a very sensitive dependence on an applied magnetic field, becoming very small at moderate values of $H$ ($\sim$ 100 gauss) even at very low temperatures when the effect would be large in the absence of such a field.

In two dimensions the primary dephasing mechanism at very low temperatures is Nyquist electron-electron scattering, and the dephasing time is given by [17]

$$
\frac{1}{\tau_\phi} = \frac{k_B T}{2\pi D\hbar^2} \ln (\pi D\nu\hbar),
$$
where $\nu = m/2\pi \hbar^2$ is the density of states per spin at the Fermi level for a two dimensional system. A two dimensional treatment of a metallic plate is justified as long as the dephasing length, related to this time through $L_\phi = \sqrt{\hbar \tau_0}$, is larger than the thickness of the plate.

IV. RESULTS

We consider three systems of one thick plate and one 2D plate: both plasma plates, both Drude plates, and most importantly, a thick Drude plate with a 2D Drude plate including the weak localization correction term given in Eq. (3). In all of these systems, we fix the plate separation at $a = 250$ nm and calculate the Casimir pressure as a function of either an externally applied magnetic field or temperature, staying in the low temperature regime where Eq. (4) is valid. Additionally, we set the elastic mean free path of the electrons in disordered plates to be $l = 15$ nm and the Fermi energy and effective electron mass to be those of gold: $\epsilon_F = 5.53$ eV and $m^* = 1.10 m_0$ where $m_0$ is the free electron mass [18]. We normalize all Casimir pressures by the ideal conductor result, and there is no applied magnetic field. The Casimir pressure when considering a weak magnetic field closely follows the dependence of the conductivity of the 2D plate as a function of temperature normalized by the uncorrected Drude model conductivity. The solid curve is obtained from the Drude model with WL correction and the dashed line at 1 is for comparison to the uncorrected Drude model.

There are several ways to increase the size of the effect even beyond this, the most straightforward being to lower the temperature even further. We also find that the effect can be increased by decreasing the electron mean free path, $l$, equivalent to increasing the impurity concentration, which can be seen by examining the dependence of Eq. (4) on the mean free path, given partially through the dephasing time in Eq. (7). When considering smaller values of $l$, however, one must be sure that the impurity concentration is still below the limit of complete Anderson localization, or else this model of diffusion breaks down. Alternatively, when considering much larger values of $l$, which would make the effect smaller, one must be sure that the mean free path is much smaller than the sample dimension $L$ or else the model of a disordered

![Graph](image-url)
system breaks down. In an actual experimental system neither of these issues is likely to arise.

Since a controlled smooth variation of temperature in Casimir effect experiments is almost an impossibility, especially at low temperatures where vibrational noise is difficult to remove due to the boiling of cryogenic liquids [19], an experimental test of the effects of weak localization on the Casimir effect could more easily be performed at fixed low temperature with varying magnetic field, looking for the effect shown in Fig. 5. Only weak magnetic fields would be necessary for such an experiment, as applying a magnetic field as weak as tens of gauss perpendicular to the plates would be enough to reduce the effect by a significant percentage. We propose that an experimental test of these effects could be performed in the normal plate-sphere geometry with a very thin metallic film at a fixed separation, at a fixed low temperature, and with a varying weak magnetic field. While the exact numerical values the forces measured in this geometry are almost guaranteed to differ from the results we find, the general trends in the temperature and magnetic field dependence of the force are expected to remain.

V. MESOSCOPIC DISORDER FLUCTUATIONS

When considering disordered systems one must determine when to perform averaging over disorder potential realizations. Different realizations of the disorder potential will give different Casimir energies, and local fluctuations in the disorder will cause certain patches on each plate to vary in how attractive they are—very similar to the phenomenon of universal conductance fluctuations [20, 21] (UCF)—leading to a self-averaging of the Casimir energy between two macroscopic plates. This argument would imply that instead of carrying out the averaging procedure on the linear response \( \Pi \), which gives the Lifshitz formula with the Drude model, we should perform averaging over the entire Casimir energy itself. Indeed, it is well known that using the naive Drude model in the Lifshitz formula is still a legitimate approximation. Another way of phrasing this issue is that the approximation

\[
\langle \mathcal{E}_c[\Pi] \rangle = \mathcal{E}_c[\langle \Pi \rangle] + \delta \mathcal{E}_c \approx \mathcal{E}_c[\Pi]
\]

(9)

leads to a naive violation of the Nernst theorem, but it is unclear if it nonetheless closely approximates the exact expression for the Casimir energy one would obtain if disorder were to be treated exactly or if averaging were done at the appropriate stage of the calculation.

Here we calculate what effect fluctuations from the average in any particular realization of a disorder potential have on the Casimir energy at low temperature, where conductance fluctuations are strongest. We start from a microscopic version of the Lifshitz formula in position space,

\[
\mathcal{E}_c[\Pi_1, \Pi_2] = k_B T \sum_{\{\omega_n\}} \text{Tr} \ln (1 - M),
\]

(10)

where

\[
M = \int dr_1 dr_2 dr_3 \tilde{\Pi}_1(r, r_1) \tilde{D}(r_1, r_2) \tilde{\Pi}_2(r_2, r_3') \tilde{D}(r_3, r').
\]

Here, \( \tilde{D} \) is the photon propagator, which in \( M \) connects the screened response of one plate to the other, and \( \tilde{\Pi}_i \) is the RPA screened electromagnetic linear response functions for plate \( i \), schematically given by \( (1 - \Pi_i \tilde{D}(0))^{-1} \Pi_i \), where \( \Pi \) is the unscreened linear response function and \( \tilde{D}(0) \) is the photon propagator along the plate. From this point on we will consider plate 1 to be disordered with a particular disorder realization and for simplicity we will assume that plate 2 is homogeneous and not disordered. We will further take both plates to be two-dimensional. For two-dimensional plates, the linear response function and photon propagator are \( 2 \times 2 \) matrices, with the components of \( \Pi \) being proportional to the ac conductivity of the plates. The trace, Tr, is a generalized trace over both this matrix structure and the position labels of the function \( M \).

We are interested in the case of metallic plates without a Hall effect so both response functions are proportional to the identity matrix. The photon propagator is diagonal as well. The matrix trace in Eq. (10) becomes trivial, leaving us with a sum over photon polarizations. We make the further approximation that the Casimir energy is well described by just the first term obtained from expanding the logarithm,

\[
\mathcal{E}_c[\Pi_1, \Pi_2] \approx -k_B T \sum_{\{\omega_n\}} \int dr_1 \sum_{X = TE; TM} \tilde{\Pi}_1^X(r_4, r_1) D^X(r_1, r_2) \tilde{\Pi}_2^X(r_2, r_3) D^X(r_3, r_4), \quad (11)
\]

where now we label the two photon polarization with the superscript \( X \). Diagrammatically, this approxima-
tion can be represented as in Fig. 4.

To ensure the following procedures are analytically tractable, we must make one further simplifying approximation. We assume that the response function for plate 1, $\Pi_1$, which depends on an exact disorder realization, can be written as $\Pi_1 = \langle \Pi_1 \rangle + \delta \Pi_1$, i.e. the exact response function can be written as the disorder averaged (Drude) response plus another small term to account for the particular disorder realization, here called $\delta \Pi_1$. (Note that this $\delta \Pi_1$ is distinct from the function of similar name given in Eq. (3) and Eq. (4), which define a correction to the correlation function obtained after disorder averaging.) With this notation, we now expand the RPA on plate 1 to first order in $\delta \Pi_1$ as,

$$
\tilde{\Pi}_1 \approx \frac{\langle \Pi_1 \rangle}{1 - \langle \Pi_1 \rangle D} + \left[ \frac{1}{1 - \langle \Pi_1 \rangle D} + \frac{\langle \Pi_1 \rangle D}{(1 - \langle \Pi_1 \rangle D)^2} \right] \delta \Pi_1
$$

$$
= \tilde{\Pi}_1^D + \frac{1}{1 - \langle \Pi_1 \rangle D(0)} \left[ 1 + \tilde{\Pi}_1^D D(0) \right] \delta \Pi_1. \quad (12)
$$

This is the form of $\tilde{\Pi}_1$ that is used in Eq. (3).

We now look at the probability distribution of the Casimir energy due to fluctuations in the disorder realization in plate 1, now contained entirely within the function $\delta \Pi_1$, which is given by

$$
P_{\mathcal{E}_c}[\mathcal{E}] = \langle \delta (\mathcal{E}_c - \mathcal{E}) \rangle = \int D(\delta \Pi_1) \frac{dx}{2\pi} e^{i(\mathcal{E}_c - \mathcal{E})} \times \exp \left[ -\frac{1}{2} \int \prod_{i=1}^4 dr_i \delta \Pi_1(r_1, r_2) K_1(r_1, \cdots, r_4) \delta \Pi_1(r_3, r_4) \right]. \quad (13)
$$

This expression makes use of the disorder averaged correlator of two unaveraged response functions for the disordered plate, which can be written as,

$$
K_1^{-1}(r_1, r_2, r_3, r_4) = \langle \delta \Pi_1(r_1, r_2) \delta \Pi_1(r_3, r_4) \rangle, \quad (14)
$$

and is also given diagrammatically in Fig. 6. The function $K_1^{-1}$ is very similar to the central object of interest considered in the context of universal conductance fluctuations [20, 21, 24], and it is calculated in the same manner. It is related to the size of the fluctuations of the conductivity, $\delta \sigma^2$, (or equivalently in 2D, the conductance) in a similar way to how the linear response function $\Pi$ is related to the conductivity. The only difference between the calculation of this function here and in the context of UCF is that the latter is primarily concerned with conduction of electrons through a system with attached leads, usually at zero temperature, while we consider a system with no leads at finite temperature. As such, most of the qualitative properties of conductance fluctuations apply in our analysis of fluctuations in the Casimir energy as well, though the exact form of $K_1^{-1}$ differs by small numerical factors. With this insight, we can already draw several conclusions about the nature of the distribution we will obtain from Eq. (13). Most importantly, for weak disorder we can expect fluctuations of the Casimir energy around the average value to be small since conductance fluctuations are small in good metals: $\delta \sigma^2/\sigma^2 \sim 1/(\epsilon_F \tau)^2$. Additionally, we could expect the size of the fluctuations to be reduced by a factor of 2 if a magnetic field were applied to the sample. This is because the diagram for $K_1^{-1}$ given in Fig. 6 gives the same contribution at zero magnetic field if all diffusons are replaced with cooperons, but the cooperon contribution is suppressed in magnetic fields in the same way as the weak localization correction to the conductivity.

In order to evaluate Eq. (13), we perform a saddle point approximation on the functional integral over the disorder fluctuation, $\delta \Pi_1$, which after a straightforward calculation gives,

$$
P_{\mathcal{E}_c}[\mathcal{E}] = \frac{1}{\sqrt{2\pi W^2}} \exp \left[ -\frac{(\mathcal{E} - \mathcal{E}_c^{\text{Drude}})^2}{2W^2} \right], \quad (15)
$$

where we have defined the quantities $\mathcal{E}_c^{\text{Drude}}$, the average, and $W$, the width of the energy distribution. We find that the average energy is given by the same expression as in Eq. (11), but with the substitution $\tilde{\Pi}_1 \to \tilde{\Pi}_1^D$, i.e. replacing the exact unaveraged response function $\Pi_1$ with the disorder averaged (Drude) response. Therefore, the average $\mathcal{E}_c^{\text{Drude}}$ is simply an approximation of the exact Drude result. Additionally, we find that the square of the width of the distribution can be written explicitly as,
\[ W^2 = (k_B T)^2 \sum_{\{\omega_n, \omega_m\}} \int \prod_{i=1}^4 dr_i dr'_i \sum_{X,Y} D^X(r_1, r_2) \bar{\Pi}_2^{X}(r_2, r_3) D^X(r_3, r_4) \times \]
\[ \times D^Y(r'_1, r'_2) \bar{\Pi}_2^{Y}(r'_2, r'_3) D^Y(r'_3, r'_4) \Gamma_1^X \Gamma_1^Y K_1^{-1}(r_1, r_4, r'_1 r'_4), \] (16)

which can be represented diagrammatically as in Fig. 7. The multiple diagrams in this figure result from an expansion of the \( \Gamma_1 \) factors of Eq. (10).

\[ \Gamma_1^X \Gamma_1^Y K_1^{-1} = \frac{\left(1 + \bar{\Pi}_2^{D^X(0)} \right) \left(1 + \bar{\Pi}_2^{D^Y(0)} \right) K_1^{-1}}{(1 - \langle \Pi_1 \rangle D^X(0))(1 - \langle \Pi_1 \rangle D^Y(0))} \]
\[ = \left(1 + \bar{\Pi}_2^{D^X(0)} \right) \left(1 + \bar{\Pi}_2^{D^Y(0)} \right) K_1^{-1}. \]

We compute these expressions numerically in the same way that we calculate the Casimir pressure in Sec. IV. For both plates we use the Fermi energy and electron mass of gold, and we consider plate 1 to be disordered while plate 2 is a clean plasma plate. We use the material parameters for gold in plate 2 so that in the limit of weakening disorder we are left with identical plasma plates. We vary the parameter \( \tau \) to determine the dependence of \( W \) and \( E_0 \), and the numerical results for their ratio are fit to the expected functional dependence, as shown in Fig. 8. In the parameter range we are interested in, we find the result,

\[ \frac{W}{E_0^{\text{Drude}}} \approx \frac{W}{E_0^{\text{plasma}}} + C_1 \frac{\hbar}{\epsilon_F \tau}. \] (17)

In this expression \( C_1 \approx 0.096 \) is a distance independent constant and \( E_0^{\text{plasma}} \) is the Casimir energy between two clean plasma model plates calculated in the same approximation as \( E_0^{\text{Drude}} \) given in Eq. (11). In the same way, we also find this ratio’s dependence on the distance between the plates. It suffices to consider only the first term for this purpose, since the second term in Eq. (17) has no dependence on \( a \). We find,

\[ \frac{W}{E_0^{\text{plasma}}} \approx C_2 \sqrt{\frac{\hbar c}{\epsilon_F a}}, \] (18)

where \( C_2 \approx 0.038 \) is another constant independent of both \( \tau \) and \( a \). The form of the disorder dependence in Eq. (17) is expected since a weakening of disorder, interpreted as an increase of the scattering time \( \tau \), will make a disordered plate more like a plasma plate. Therefore, a very large scattering time should give a very good approximation to the plasma result. Note, however, that the complete removal of disorder through the limit \( \tau \to \infty \) has no physical meaning at this point in the calculation, since \( W \) has already necessarily been calculated in the presence of disorder. We can see from these two expressions that the distribution will be relatively sharply peaked, in the sense that \( W/E_0^{\text{Drude}} \ll 1 \), for plates that are not too close together and are in the disorder regime \( 1/\epsilon_F \tau \ll 1 \), as we have considered thus far.

We can get a better understanding of how peaked the energy distribution is around its average value by comparing its width \( W \) to a smaller relevant energy scale, \( E_0^{\text{Drude}} - E_0^{\text{plasma}} \), by combining Eq. (17) and Eq. (18). We obtain,

\[ \frac{W}{E_0^{\text{Drude}} - E_0^{\text{plasma}}} \approx C_2 \left( \sqrt{\frac{\hbar c}{\epsilon_F a}} + \frac{C_2 \epsilon_F \tau}{C_1 a} \right). \] (19)

We see that the nature of the energy distribution Eq. (18) depends on the two dimensionless quantities \( \hbar c/(\epsilon_F a) \) and \( \epsilon_F \tau/a \). Both of these dependencies can be understood intuitively. The dependence on \( \hbar c/(\epsilon_F a) \) can be under-
FIG. 9. (Color online) A plot of the distribution Eq. (16) given for several values of $a$ for a constant value of $\tau = 4.5 \times 10^{-14}$ s, corresponding to $l = 60$ nm. The values of $a$ are 250 (solid blue), 400 (dashed green), 800 (dash-dotted yellow), and 1600 nm (dotted red). The average $\mathcal{E}_a^{\text{Drude}}$ and width $W$ are calculated numerically using Eq. (11) and Eq. (16). The plots are scaled so the distributions are all the same height, and so $|\mathcal{E}_a^{\text{Drude}} - \mathcal{E}_0^{\text{plasma}}|$ is always the same width. Also indicated is the value of $\mathcal{E}_0^{\text{plasma}}$. One sees that as $a$ is increased the distribution becomes sharply peaked even compared to the small energy scale set by the difference from the plasma model.

stood as arising from the relevant photonic energy scale. The most important photons are those with wavelength equal to twice the distance between the plates, and when this distance is large, these long wavelength photons are able to average over larger areas of the plates, reducing the effect of local fluctuations. The dependence on $c\tau/a$ is similarly straightforward. It is a comparison of two time scales: the impurity scattering time, $\tau$, and the time for photons to traverse the distance between the plates, $a/c$. When the ratio is small, electrons will have many impurity scattering events before interacting with a photon, so any effects due to impurities will be very important.

There are several regimes we can now explore. Here, we will always consider plates of the same material, so the Fermi energy is a fixed parameter and we can only vary $a$ and $\tau$. First, if the plates are very close, meaning $\hbar c/(\epsilon_F a)$ is large, then the distribution is very wide regardless of the size of $\tau$. Second, if $\tau$ is large compared to $a/c$, meaning that photons interact with any given electron many times between impurity scattering events, then the distribution is again very wide, regardless of the size of $\hbar c/(\epsilon_F a)$. The only regime in which the distribution is very sharply peaked is when both dimensionless parameters are small. This requires that the plates are much farther apart than both length scales $\hbar c/\epsilon_F$ and $c\tau$, so that each electron undergoes many impurity scattering events between photon interactions and effect of disorder is more pronounced, but also so that long wavelength photons are most important, averaging out the disorder fluctuations.

Ultimately, this result means that for a given level of disorder, we can always go to large enough plate separations so that relatively small local fluctuations in the disorder potential of metallic plates are not likely to greatly affect the Casimir energy, as shown in Fig. 9. The difficulty here is that for large values of the inelastic scattering time $\tau$, the distance at which the distribution becomes very sharply peaked may be so large that the Casimir effect itself will become unmeasurably small. We note now that the values of the parameters $\tau$ and $a$ used in Sec. III giving the results in Sec. IV give a distribution very sharply peaked around its average, so we are justified in our use of the Drude model despite any of the stated concerns over the disorder averaging procedure.

VI. CONCLUSION

As we have shown, the weak localization correction to the Drude model at low temperatures may give the Casimir pressure a nontrivial dependence on both temperature and applied perpendicular magnetic field. Moreover, we find that, for low enough temperatures, WL effects changes the Casimir pressure from the expected value without WL by an amount greater than the difference between the Drude and plasma model predictions. Since these effects are not applicable in a model of a 2D plate without disorder, i.e. the plasma model, a high precision experimental test measuring this temperature or magnetic field dependence would give a definitive indication of whether a diffusive model truly describes the behavior of electrons in Casimir experiments.

Additionally, we explore the effect that fluctuations in the disorder potential can have on the Casimir energy and the validity of using the Drude model considering that the correct averaging procedure would give a result that differs from the Drude model by the inclusion of nonlocal disorder fluctuation contributions. We find that for a given level of disorder, one can always overcome the effects of fluctuations by holding the plates far enough apart, which justifies the use of the Drude model.
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