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A central question in statistical learning is to design algorithms that not only perform well on training data, but also generalize to new and unseen data. In this paper, we tackle this question by formulating a distributionally robust stochastic optimization (DRSO) problem, which seeks a solution that minimizes the worst-case expected loss over a family of distributions that are close to the empirical distribution in Wasserstein distances. We establish a connection between such Wasserstein DRSO and regularization. More precisely, we identify a broad class of loss functions, for which the Wasserstein DRSO is asymptotically equivalent to a regularization problem with a gradient-norm penalty. Such relation provides new interpretations for problems involving regularization, including a great number of statistical learning problems and discrete choice models (e.g. multinomial logit). The connection also suggests a principled way to regularize high-dimensional, non-convex problems, which is demonstrated the training of Wasserstein generative adversarial networks (WGANs) in deep learning.
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1. Introduction

Statistical learning theory (Vapnik 2013) provides a framework for learning functional dependencies from past data, so as to make better predictions and decisions for the future. Typically, a statistical learning problem is written as

$$\min_{\beta \in \mathcal{D}} \mathbb{E}_{(x,y) \sim \mathbb{P}_{true}} [\ell_\beta(x, y)].$$

Here the term $\ell_\beta(x, y)$ is defined as $\ell_\beta(x, y) := \ell(f(x; \beta), y)$, where the function $f(x; \beta)$ is the hypothesis function parameterized by $\beta \in \mathcal{D}$, the function $\ell$ is the per-sample loss function, and $(x, y)$ is an input-output random vector with probability distribution $\mathbb{P}_{true}$ on the data space $\mathcal{Z} \subset \mathbb{R}^d$. 

1
In practice, the true data-generating distribution $P_{\text{true}}$ might be unknown. However, a sample of observations from the distribution $P_{\text{true}}$ is often available. Thus, a common practice is to replace the expected risk under the unknown true distribution $P_{\text{true}}$ with the empirical risk under the empirical distribution $P_n$, which is constructed from $n$ data points $\{(\hat{x}^i, \hat{y}^i)\}_{i=1}^n$. Thereby we obtain the following empirical risk minimization problem:

$$\min_{\beta \in D} \mathbb{E}_{(x,y) \sim P_n} [\ell_\beta(x,y)].$$

Empirical risk minimization often yields solutions which perform well on the training data, but may perform poorly on out-of-sample data. This is known as the overfitting phenomenon. A core aim of statistical learning is to design algorithms with a better generalization ability, i.e., the ability to perform well on new, previously unseen data. To reduce the generalization error, a great number of regularization methods have been proposed. A typical regularization problem can be represented as

$$\min_{\beta \in D} \mathbb{E}_{(x,y) \sim P_n} [\ell_\beta(x,y)] + \alpha \cdot J(\ell_\beta). \quad (1)$$

This formulation not only covers commonly seen norm-penalty regularization methods, such as $\ell_1$-regularization (Tibshirani 1996) and Tikhonov regularization (Tikhonov et al. 1977), but also is (approximately) equivalent to other regularization methods, including adding noise (Bishop 1995), dropout (Wager et al. 2013, Srivastava et al. 2014), and adversarial training (Goodfellow et al. 2014b). We refer to Chapter 7 of Goodfellow et al. (2016) for a survey on regularization methods in machine learning.

Recently, the emerging field of data-driven distributionally robust stochastic optimization (DRSO) (Goh and Sim 2010, Bertsimas et al. 2013, Wiesemann et al. 2014, Ben-Tal et al. 2013, Jiang and Guan 2015, Gao and Kleywegt 2016, Esfahani and Kuhn 2017) provides another approach to robustify the learning models by considering the following minimax problem

$$\min_{\beta \in D} \sup_{Q \in \mathcal{M}(P_n)} \mathbb{E}_{(x,y) \sim Q} [\ell_\beta(x,y)],$$

where $\mathcal{M}(P_n)$ is a set of probability distributions on $\mathbb{Z}$ constructed from the empirical distribution $P_n$. By hedging against the worst possible distribution over the set $\mathcal{M}(P_n)$ of probability distributions, distributionally robust stochastic optimization seeks solutions that are robust against disturbances of data distribution. Distributionally robust stochastic
optimization is rooted in von Neumann’s game theory (Žáčková 1966), robust statistics (Huber 2011, Berger 1984), problem of moments (Shohat and Tamarkin 1943) and Fréchet class (Joe 1997, Agrawal et al. 2012). There are two typical ways to construct the set \( \mathcal{M} \). One approach considers distributions with specified properties such as symmetry, support information and moment conditions (Calafiore and El Ghaoui 2006, Popescu 2007, Goh and Sim 2010, Delage and Ye 2010, Wiesemann et al. 2014). The other approach directly works with the empirical distribution (or some other nominal distribution) and considers distributions that are close to the nominal distribution in the sense of certain statistical distance. Popular choices of the statistical distance include \( \phi \)-divergences (Ben-Tal et al. 2013, Jiang and Guan 2015, Bayraksan and Love 2015, Wang et al. 2016), Prokhorov metric (Erdoğan and Iyengar 2006), and Wasserstein distances (Wozabal 2014, Blanchet and Murthy 2016, Gao and Kleywegt 2016, Esfahani and Kuhn 2017). In addition, DRSO reduces to robust optimization (Bertsimas and Sim 2004, Ben-Tal et al. 2009) if the set is specified only by the support of the distributions.

In this paper, we establish a connection between DRSO with Wasserstein distance and regularization (1). More precisely, we consider the following Wasserstein DRSO problem

\[
\min_{\beta \in \mathcal{D}} \sup_{Q \in \mathcal{M}^\alpha_p(P_n)} \mathbb{E}_{(x,y) \sim Q}[\ell_\beta(x, y)],
\]

(Wasserstein-DRSO)

where

\[
\mathcal{M}^\alpha_p(P_n) := \{ Q \in \mathcal{P}(\mathcal{Z}) : \mathcal{W}_p(Q, P_n) \leq \alpha \},
\]

that is, \( \mathcal{M}^\alpha_p(P_n) \) contains all probability distributions whose \( p \)-Wasserstein distance \( \mathcal{W}_p(Q, P_n) \) (see Definition 1 in Section 2) to the empirical distribution \( P_n \) is no more than certain threshold \( \alpha > 0 \). We establish a connection between (Wasserstein-DRSO) and the regularization (1). Such connection has several important methodological and algorithmic implications. In particular, our contributions are as follows.

1. **Exact equivalence for the linear function class.** For many loss functions commonly used in statistical learning, there is an exact equivalence between (Wasserstein-DRSO) and norm-penalty regularization. This not only recovers several equivalence results from previous studies (see Section 1.1 below), but also develops new results (Section 3.1). The equivalence result for linear optimization provides a new interpretation for discrete choice models (e.g. multinomial logit, nested logit, and generalized extreme value...
choice models) from the perspective of distributional robustness, and offers a new economic intuition for the generalized extreme value choice models, which was introduced in the literature purely mathematically (Section 4).

2. Asymptotic equivalence for smooth function classes. For a broad class of loss functions, we show that \((\text{Wasserstein-DRSO})\) is asymptotically equivalent to the following regularization problem

\[
\min_{\beta \in \mathcal{D}} \mathbb{E}_{(x,y) \sim P_n}[\ell_\beta(x,y)] + \alpha \cdot \|\nabla_{(x,y)} \ell_\beta\|_{P_{n,p^*}},
\]

where \(p^* = \frac{p}{p-1}\) and the penalty term \(\|\nabla_{(x,y)} \ell_\beta\|_{P_{n,p^*}}\) represents the empirical \(p^*\)-norm (see Definition 2 in Section 2) of the gradient of the loss function with respect to the data (Section 3.2).

3. A principled approach to regularize statistical learning problems. The asymptotic equivalence suggests a principled way to regularize statistical learning problems, namely, by solving the regularization problem (2). This is illustrated by the training of Wasserstein generative adversarial networks.

1.1. Related Work

On the equivalence between regularization and robust optimization / DRSO. It has been shown that norm penalty regularization has a robust-optimization interpretation in some special cases, including linear/matrix regression (Xu et al. 2009a, Bertsimas and Copenhaver 2017), and support vector machine (Xu et al. 2009b). Gao and Kleywegt (2016) has shown that the problem (\text{Wasserstein-DRSO}) can be approximated by a robust optimization problem. In view of this close relationship between (\text{Wasserstein-DRSO}) and robust optimization, it is conceivable that in the above-mentioned special cases, (\text{Wasserstein-DRSO}) may also be closely related to norm penalty regularization. Indeed, such an equivalence has been established in Esfahani and Kuhn (2017) for piecewise-linear convex loss, Shafieezadeh-Abadeh et al. (2015) for logistic regression, and in Blanchet et al. (2016) for linear regression and support vector machines. Our general results not only cover these previous results, but also extend to many other learning problems. In a recent work, Shafieezadeh-Abadeh et al. (2017) studies the equivalence between regularization and DRSO with 1-Wasserstein distance \((p = 1)\) and its kernelization. As will be shown in Sections 3.2 and 5, our study on the case \(p > 1\) is of great methodological and algorithmic importance. Besides the Wasserstein distance, the equivalence between regularization and
DRSO with other distances has also been studied. For example, Gotoh et al. (2015) and Lam (2016) have pointed out that DRSO with $\phi$-divergence is first-order equivalent to variance regularization.

On interpretation of choice models. Discrete choice models are used to describe decision makers’ choices among a finite set of alternatives, and have attracted a lot of interest in economics, marketing, operations research and management science. Many choice models can be based on random utility theory (McFadden et al. 1973, McFadden 1978, McFadden and Train 2000), in which the utilities of alternatives are random, and each consumer chooses the alternative with the highest realized utility. A recent approach, called semi-parametric model (Natarajan et al. 2009, Mishra et al. 2014, Ahipasaoglu et al. 2013) combines the idea of random utility theory and distributional robustness, in which the distribution of the random utilities is given by the worst-case distribution over a set of distributions for an expected utility maximization problem. Choice models can also be based on representative agent model (Anderson et al. 1988, Hofbauer and Sandholm 2002), in which a representative agent maximizes a weighted sum of utilities of alternatives plus a regularization term that encourages diversification. We refer to Feng et al. (2017) for a study on relations between these choice models. Based on our equivalence result, the representative agent choice model can be derived from an ambiguity-averse representative agent choosing a choice probability vector that maximizes the expected utility.

The rest of this paper is organized as follows. In Section 2, we define several mathematical terms and review basic results on DRSO with Wasserstein distance. Next, in Section 3, we study the connection between distributional robustness and regularization. In Section 4, we provide a new interpretation of the discrete choice models from the perspective of distributional robustness, based on the equivalence result for linear optimization. Then in Section 5, we demonstrate the algorithmic implications of the distributionally robust framework. The conclusion of the paper is made in Section 6. Auxiliary results are provided in the Appendix.

2. Preliminary

Notation. We denote by $(\mathcal{Z}, d(\cdot, \cdot))$ a metric space equipped with some metric $d(\cdot, \cdot)$. For a normed space $(\mathcal{Z}, \|\cdot\|)$, we denote by $\mathcal{Z}^*$ its dual space, and by $\|\cdot\|_*$ or $\|\cdot\|_{\mathcal{Z}^*}$ the dual norm. Let $\mathcal{P}(\mathcal{Z})$ denote the set of all Borel probability measures on $\mathcal{Z}$. For any $p \in [1, \infty]$,
we denote $p_*$ as its Hölder conjugate, i.e., $\frac{1}{p} + \frac{1}{p_*} = 1$. For any function $h : \mathcal{Z} \to \mathbb{R}$, we denote by $h^*$ its convex conjugate, i.e., $h^*(z^*) = \sup_{z \in \mathcal{Z}} \{ \langle z, z^* \rangle - h(z) \}$. We denote by $\delta_z$ the Dirac probability measure on $z$. For ease of notation, we also use the conventions $\frac{1}{\infty} = 0$, $\frac{1}{0} = \infty$, $\infty^\infty = 1$, and $\infty + c = \infty$ for any $c \in \mathbb{R}$.

We introduce several definitions and review some results on DRSO with Wasserstein distance.

**Definition 1 (Wasserstein distance).** Let $p \in [1, +\infty]$. The $p$-Wasserstein distance between distributions $P, Q \in \mathcal{P}(\mathcal{Z})$ is defined as

$$W_p(P, Q) := \begin{cases} \left( \min_{\gamma \in \Gamma(P, Q)} \left\{ \int_{\mathcal{Z} \times \mathcal{Z}} d^p(z, z') \gamma(dz, dz') \right\} \right)^{1/p}, & \text{if } 1 \leq p < \infty, \\ \inf_{\gamma \in \Gamma(P, Q)} \gamma\text{-ess sup}_{\mathcal{Z} \times \mathcal{Z}} d(z, z'), & \text{if } p = \infty, \end{cases}$$

where $\Gamma(P, Q)$ denotes the set of all Borel probability distributions on $\mathcal{Z} \times \mathcal{Z}$ with marginal distributions $P$ and $Q$, and $\gamma\text{-ess sup}_{\mathcal{Z} \times \mathcal{Z}} d(z, z')$ expresses the essential supremum of $d(\cdot, \cdot)$ with respect to the measure $\gamma$.

Given the empirical distribution $P_n := \frac{1}{n} \sum_{i=1}^n \delta_{\hat{z}_i}$, the Wasserstein ball of radius $\alpha$ is given by

$$\mathcal{M}_p(\alpha, P_n) := \{ Q \in \mathcal{P}(\mathcal{Z}) : W_p(Q, P_n) \leq \alpha \},$$

and the corresponding DRSO problem is

$$\min_{\beta \in D} \sup_{Q \in \mathcal{M}_p(\alpha, P_n)} \mathbb{E}_{z \sim Q}[\ell_\beta(z)]. \quad \text{(Wasserstein-DRSO)}$$

Note that here we do not restrict to supervised learning, in which case $z = (x, y)$. Problem (Wasserstein-DRSO) admits a strong duality reformulation, as shown by the following lemma.

**Lemma 1.** Assume $h : \mathcal{Z} \to \mathbb{R}$ satisfies $h(z) \leq C(\|z - z^0\| + 1)^q$ for some constants $q \in [1, \infty)$, $C > 0$, $z^0 \in \mathcal{Z}$, and for all $z \in \mathcal{Z}$. Then for the set $\mathcal{M}_p(\alpha, P_n) \ (p \in [q, \infty))$, it holds that

$$\sup_{Q \in \mathcal{M}_p(\alpha, P_n)} \mathbb{E}_Q[h(z)] = \min_{\lambda \geq 0} \left\{ \lambda \alpha^p + \frac{1}{n} \sum_{i=1}^n \sup_{z \in \mathcal{Z}} \left[ h(z) - \lambda \|z - \hat{z}_i\|^p \right] \right\},$$

and for $\mathcal{M}_\infty(\alpha, P_n)$, it holds that

$$\sup_{Q \in \mathcal{M}_\infty(\alpha, P_n)} \mathbb{E}_Q[h(z)] = \sup_{z^i \in \mathcal{Z}, i = 1, \ldots, n} \left\{ \frac{1}{n} \sum_{i=1}^n h(z^i) : \|z^i - \hat{z}_i\| \leq \alpha \right\}.$$
Proof of Lemma 1. If $p \in [1, \infty)$, the result follows from Corollary 2 in Gao and Kleywegt (2016). If $p = \infty$, the result follows from Theorem 3 in Gao and Kleywegt (2017) by setting $R_0 = \infty$. □

We remark that the condition $p \geq q$ in Lemma 1 is necessary, as otherwise the worst-case loss will be infinity (Gao and Kleywegt 2016).

Our last definition is on the empirical norm.

Definition 2 (Empirical norm). Let $\|\cdot\|$ be some norm on $\mathbb{R}^d$. The empirical $p$-norm $\|h\|_{P_n,p}$ of $h : \mathcal{Z} \rightarrow \mathbb{R}^d$ is defined as for $p \in [1, \infty)$,

$$\|h\|_{P_n,p} := \left( \frac{1}{n} \sum_{i=1}^{n} \|h(\hat{z}^i)\|^p \right)^{1/p},$$

and for $p = \infty$,

$$\|h\|_{P_n,\infty} := \max_{1 \leq i \leq n} \|h(\hat{z}^i)\|.$$  

3. Equivalence between Distributional Robustness and Regularization

In this section, we show that for many common statistical learning problems, the DRSO problem (Wasserstein-DRSO) and the regularization problem (1) are closely related. In Section 3.1, we show an exact equivalence between the two problems for the linear function class. In Section 3.2, we show that for some smooth function class, the two problems are asymptotically equivalent.

3.1. Exact Equivalence for the Linear Function Class

In this subsection, we consider the linear function class in any of the following cases:

(i) [Regression] $\ell_\beta(z) = \ell(\beta^\top x - y)$, where $z = (x, y) \in \mathcal{Z} = (\mathbb{R}^d, \|\cdot\|) \times (\mathbb{R}, |\cdot|)$, and

$$\|(x, y) - (x', y')\|_\mathcal{Z} = \|x - x'\| + |y - y'|.$$  

(ii) [Classification] $\ell_\beta(z) = \ell(y \cdot \beta^\top x)$, where $z = (x, y) \in \mathcal{Z} = (\mathbb{R}^d, \|\cdot\|) \times \{-1, 1\}, \mathbb{I}$, where

$$\mathbb{I}(u) = 0 \text{ if } u = 0 \text{ and } \mathbb{I}(u) = \infty \text{ otherwise, and } \|(x, y) - (x', y')\|_\mathcal{Z} = \|x - x'\| + \mathbb{I}(y - y');$$

(iii) [Unsupervised learning] $\ell_\beta(z) = \ell(\beta^\top z)$, where $z \in \mathcal{Z} = (\mathbb{R}^d, \|\cdot\|).$

Here $\ell : \mathbb{R} \rightarrow \mathbb{R}$ is some univariate Lipschitz continuous loss function (cf. Examples 1-3 below). Note that for any Lipschitz function, Rademacher’s theorem (see, e.g., Theorem 2.14 in (Ambrosio et al. 2000)) implies that the set of differentiable points of $\ell$ is dense in $\mathbb{R}$. We have the following equivalence result.
Theorem 1 (Linear predictor). Under the setup described as above, suppose $\ell$ is $L_\ell$-Lipschitz continuous. Let $\mathcal{T}$ be the set of points in $\mathbb{R}$ at which $\ell$ is differentiable. Assume $\lim_{t \in \mathcal{T}, |t| \to \infty} \ell'(t) = L_\ell$. Then for the regression (Case (i) above), it holds that
\[
\sup_{Q \in \mathcal{M}_1^\alpha (\mathbb{P}_n)} \mathbb{E}_Q[\ell_\beta(z)] = \mathbb{E}_{\mathbb{P}_n}[\ell_\beta(z)] + \alpha \cdot L_\ell \cdot \max(\|\beta\|_*, 1),
\]
and for the classification and the unsupervised learning (Cases (ii)(iii) above), it holds that
\[
\sup_{Q \in \mathcal{M}_1^\alpha (\mathbb{P}_n)} \mathbb{E}_Q[\ell_\beta(z)] = \mathbb{E}_{\mathbb{P}_n}[\ell_\beta(z)] + \alpha \cdot L_\ell \cdot \|\beta\|_*,
\]

Remark 1. Theorem 1 generalizes Theorem 3.1(ii) and Remark 3.15 in Shafieezadeh-Abadeh et al. (2017) by relaxing the convexity assumption on $\ell$. In the case of the classification, the metric structure on $\mathcal{Z}$ indicates that there is no uncertainty in the label variable $y$. Such assumption holds for many applications, including many image-related tasks (e.g., ImageNet competition (Russakovsky et al. 2015)) in which the sample images are correctly labeled. On the other hand, if there is uncertainty in the label, the equivalence no longer holds, but the DRSO can be reduced to some convex program (see, e.g., Shafieezadeh-Abadeh et al. (2015, 2017)).

Proof of Theorem 1. Using Lemma 1 we have that
\[
\sup_{Q \in \mathcal{M}_1^\alpha (\mathbb{P}_n)} \mathbb{E}_Q[\ell_\beta(z)] - \mathbb{E}_{\mathbb{P}_n}[\ell_\beta(z)] = \min_{\lambda \geq 0} \left\{ \lambda \alpha + \frac{1}{n} \sum_{i=1}^{n} \sup_{z \in \mathcal{Z}} \left[ \ell_\beta(z) - \ell_\beta(\hat{z}_i^i) - \lambda \cdot \|z - \hat{z}_i^i\|_Z \right] \right\}.
\]
To unify the notation for different cases, we define
\[
\tilde{\beta} := \begin{cases} 
(\beta, -1), & \text{Case (i)}, \\
(\beta, 0), & \text{Case (ii)}, \\
\beta, & \text{Case (iii)}.
\end{cases}
\]
Since $\ell$ is $L_\ell$-Lipschitz, for any $\hat{z}_i^i$ and any $z \in \mathcal{Z}$ (in the case of classification, $z$ and $\hat{z}_i^i$ should have identical label assignments, see Remark 1), it holds that
\[
\ell_\beta(z) - \ell_\beta(\hat{z}_i^i) \leq L_\ell \cdot \|\tilde{\beta}\|_{Z^*} \cdot \|z - \hat{z}_i^i\|_Z,
\]
where $\|\cdot\|_{Z^*}$ represents the dual norm to the norm on $\mathcal{Z}$. Thus, for any $\lambda \geq L_\ell \cdot \|\tilde{\beta}\|_{Z^*}$,
\[
\sup_{z \in \mathcal{Z}} \left[ \ell(\beta^T z) - \ell(\beta^T \hat{z}_i^i) - \lambda \cdot \|z - \hat{z}_i^i\|_Z \right] = 0.
\]
Note that \( \lambda = L_\ell \cdot \|\beta\|_{Z^*} \) is a dual feasible solution, thereby
\[
\sup_{Q \in \mathcal{M}_1^\alpha(P_n)} E_Q[\ell_\beta(z)] - E_{P_n}[\ell_\beta(z)] \leq \alpha \cdot L_\ell \cdot \|\beta\|_{Z^*}.
\]

On the other hand, note that the Lebesgue differentiation theorem (see, e.g., Theorem 1.6.11 in Tao (2011)) implies that for any \( t_0 < t, \ell(t) - \ell(t_0) = \int_{t_0}^t \ell'(s)ds \). Since \( \lim_{t \in T, |t| \to \infty} \ell'(t) = L_\ell \), we obtain that for any \( \hat{z}^t \) and any \( \lambda < L_\ell \cdot \|\beta\|_{Z^*} \)
\[
\lim_{|t| \to \infty} \ell_\beta(\hat{z}^t + t\beta/\|\beta\|_{Z^*}) - \ell_\beta(\hat{z}^t) - \lambda t = \infty.
\]
Therefore we conclude that
\[
\min_{\lambda \geq 0} \left\{ \lambda \alpha + \frac{1}{N} \sum_{i=1}^n \sup_{z \in \mathcal{Z}} \left[ \ell_\beta(z) - \ell_\beta(\hat{z}^t_i) - \lambda \|z - \hat{z}^t_i\|_{Z^*} \right] \right\} = \min_{\lambda \geq L_\ell \cdot \|\beta\|_{Z^*}} \{ \lambda \alpha \} = \alpha \cdot L_\ell \cdot \|\beta\|_{Z^*}.
\]

Finally, note that in Case (i),
\[
\|(\beta, -1)\|_{Z^*} = \sup_{x,y} \left\{ \beta^\top x : x \in \mathcal{Z}, y \in \mathcal{Y}, \|x\| + |y| \leq 1 \right\} = \max(\|\beta\|_*, 1),
\]
which completes the proof. \( \square \)

**Example 1 (Absolute deviation regression).** Let \( \ell(t) = |t| \). Then \( \ell \) is 1-Lipschitz. By Theorem 1, we have the equivalence
\[
\sup_{Q \in \mathcal{M}_1^\alpha(P_n)} E_Q[\ell(\beta^\top z)] = E_{P_n}[\ell(\beta^\top z)] + \alpha \cdot \max(\|\beta\|_*, 1).
\]

**Example 2 (Classification).** Let \( \ell(z) = \ell(y \cdot \beta^\top x) \), where \( \ell \) is any 1-Lipschitz loss function, such as the hinge loss \( \max(1 - y \cdot \beta^\top x, 0) \), or the logistic loss \( \log(1 + \exp(-y \cdot \beta^\top x)) \). Using Theorem 1, we obtain that
\[
\sup_{Q \in \mathcal{M}_1^\alpha(P_n)} E_Q[\ell(\beta^\top z)] = E_{P_n}[\ell(\beta^\top z)] + \alpha \cdot \|\beta\|_*,
\]
which recovers Remark 3.15 in Shafieezadeh-Abadeh et al. (2017).

The result in Theorem 1 can be easily generalized to the following case, whose proof is similar to that of Theorem 1 and thus omitted.

**Corollary 1.** Let \( \mathcal{Z} = (\mathbb{R}^d, \|\cdot\|) \). Suppose there exists a positive integer \( M \) such that \( \ell_\beta(z) = \max_{1 \leq m \leq M} \ell_m(\beta^m \cdot z) \), where \( \beta^m \in \mathbb{R}^d \), \( \beta = [\beta^1; \ldots; \beta^M] \), and \( \ell_m : \mathbb{R} \to \mathbb{R} \) is \( L_m \cdot \) Lipschitz continuous. Let \( \mathcal{T}_m \) be the set of points in \( \mathbb{R} \) at which \( \ell_m \) is differentiable. Assume \( \lim_{t \in \mathcal{T}_m, |t| \to \infty} \ell'_m(t) = L_m \) for each \( 1 \leq m \leq M \). Then it holds that
\[
\sup_{Q \in \mathcal{M}_1^\alpha(P_n)} E_Q[\ell(\beta^\top z)] = E_{P_n}[\ell(\beta^\top z)] + \alpha \cdot \max_{1 \leq m \leq M} L_m \|\beta^m\|_*.
\]
Example 3 (Piecewise-linear convex loss). Let $Z = (\mathbb{R}^d, \|\cdot\|)$. Set $\ell_m$ in Corollary 1 to be the identity function, i.e., $\ell_m(z) = z$ for all $z \in Z$. Then we recover Remark 6.6 in Esfahani and Kuhn (2017):

$$\sup_{Q \in \mathcal{M}^\alpha_{\mathcal{P}_n}} \mathbb{E}_Q[\ell(\beta^T z)] = \mathbb{E}_{\mathcal{P}_n}[\ell(\beta^T z)] + \alpha \cdot \max_{1 \leq m \leq M} \|\beta^m\|_\star.$$

3.2. Asymptotic Equivalence for the Smooth Function Class

In this subsection, we consider the class of smooth functions and present an asymptotic equivalence result between Wasserstein-DRSO and regularization. Assume $\ell_\beta(\cdot)$ is differentiable. With Definition 2 in Section 2, the empirical $p$-norm of the gradient function $\nabla_z \ell_\beta$ is expressed as

$$\left\| \nabla_z \ell_\beta \right\|_{p, \mathcal{P}_n} := \begin{cases} \left( \frac{1}{n} \sum_{i=1}^n \|\nabla_z \ell_\beta(z^i)\|_\star^p \right)^{1/p}, & p \in [1, \infty), \\ \max_{1 \leq i \leq n} \|\nabla_z \ell_\beta(z^i)\|_\star, & p = \infty. \end{cases}$$

We note that the gradient is taken with respect to the data $z$, but not with respect to the learning parameter $\beta$, where the latter is seen much often in the machine learning literature.

**Theorem 2 (Asymptotic equivalence).** Let $Z = (\mathbb{R}^d, \|\cdot\|)$. Suppose either of the following conditions holds:

(i) $\ell_\beta$ is Lipschitz continuous, $p = 1$, and $\mathbb{P}_{\text{true}}$ has a continuous density on $Z$.

(ii) There exists a constant $\kappa \in (0, 1]$ and a function $h : Z \rightarrow \mathbb{R}$ such that

$$\|\nabla_z \ell_\beta(z) - \nabla_z \ell_\beta(z')\|_\star \leq h(z') \cdot \|z - z'\|^\kappa, \quad \forall z, z' \in Z.$$

Let the radius sequence $\{\alpha_n\}_{n=1}^\infty$ be a sequence of positive random variables convergent to zero almost surely. Then it holds almost surely that

$$\sup_{Q \in \mathcal{M}^\alpha_{\mathcal{P}_n}} \mathbb{E}_{z \sim Q}[\ell_\beta(z)] - \mathbb{E}_{z \sim \mathcal{P}_n}[\ell_\beta(z)] = o(\alpha_n),$$

where the “almost surely” is with respect to i.i.d. draws of samples from $\mathcal{P}_{\text{true}}$ and the randomness of $\alpha_n$.

**Remark 2.** Here we allow the radius sequence $\{\alpha_n\}_n$ to be random, since in practice it may be determined adaptively to the data-generating mechanism and converges to zero almost surely (with respect to i.i.d. draws of random data) as more and more data are collected.
Theorem 2 states that the regularization problem with penalty term \( \| \nabla \ell_\beta \|_{\mathbb{P}_n,p} \) is a first-order approximation of (Wasserstein-DRSO), and such approximation is asymptotically exact. The gradient-norm penalty has been heuristically exploited for deep learning problems, such as adversarial training \((p = \infty, \text{see Goodfellow et al. (2014b), Shaham et al. (2015)})\) and training of generative adversarial networks \((p = 2, \text{see Roth et al. (2017)})\).

The proof of Theorem 2 is based on the following two propositions, which provides upper and lower bounds of the worst-case loss \( \sup_{Q \in \mathcal{M}_p^n(P_n)} \mathbb{E}_{(x,y) \sim Q} [\ell_\beta(x,y)] \) in terms of regularization.

**Proposition 1 (Upper bound on the worst-case loss).**

i) Suppose \( \ell_\beta \) is \( L_{\ell_\beta} \)-Lipschitz. Let \( p = 1 \). Then it holds that

\[
\sup_{Q \in \mathcal{M}_p^n(P_n)} \mathbb{E}_Q[\ell_\beta(z)] \leq \mathbb{E}_{P_n}[\ell_\beta(z)] + \alpha \cdot L_{\ell_\beta}.
\]

ii) Suppose \( \ell_\beta \) is differentiable, and there exists constants \( \kappa \in (0,1] \), \( q \in (1,\infty) \), \( C \geq 0 \) and a function \( h : \mathbb{Z} \to \mathbb{R} \) such that

\[
\| \nabla_z \ell_\beta(z) - \nabla_z \ell_\beta(z') \|_* \leq h(z') \cdot \| z - z' \|^{\kappa} + C \cdot \| z - z' \|^{q}, \quad \forall z,z' \in \mathbb{Z}.
\]

Let \( p \in [q+1,\infty) \) if \( C > 0 \), and \( p \in [\kappa+1,\infty) \) if \( C = 0 \). Then it holds that

\[
\sup_{Q \in \mathcal{M}_p^n(P_n)} \mathbb{E}_Q[\ell_\beta(z)] \leq \mathbb{E}_{P_n}[\ell_\beta(z)] + \alpha \cdot \| \nabla_z \ell_\beta \|_{\mathbb{P}_n,p} + \alpha^{q+1} \| h \|_{\mathbb{P}_n,p} + C \cdot \alpha^{q+1}.
\]

**Proof of Proposition 1.** (i) follows from Proposition 6.5(i) in Esfahani and Kuhn (2017). (ii) By the assumption on \( \ell_\beta \) and the mean-value theorem, it holds that

\[
\ell_\beta(z) - \ell_\beta(z') \leq \| \nabla_z \ell_\beta(z') \|_* \cdot \| z - z' \| + h(z') \cdot \| z - z' \|^{\kappa+1} + C \cdot \| z - z' \|^{q+1}, \quad \forall z,z' \in \mathbb{Z}.
\]

When \( p = \infty \), using Lemma 1 yields that

\[
\sup_{Q \in \mathcal{M}_\infty^n(P_n)} \mathbb{E}_Q[\ell_\beta(z)] - \mathbb{E}_{P_n}[\ell_\beta(z)] \leq \frac{1}{n} \sum_{i=1}^n \bigg( \| \nabla_z \ell_\beta(\tilde{z}_i) \|_* \cdot \alpha + h(\tilde{z}_i) \cdot \alpha^{q+1} + C \cdot \alpha^{q+1} \bigg)
\]

\[
\leq \alpha \cdot \| \ell_\beta \|_{\mathbb{P}_n,1} + \alpha^{q+1} \cdot \| h \|_{\mathbb{P}_n,1} + C \alpha^{q+1}.
\]

We next consider \( p \in (1,\infty) \). In view of Lemma 1, we provide an upper bound on

\[
\sup_{z \in \mathbb{Z}} \{ [\ell_\beta(z) - \ell_\beta(\tilde{z}_i)] - \lambda \cdot \| z - \tilde{z}_i \| \}
\]

We have that

\[
\sup_{z \in \mathbb{Z}} \{ [\ell_\beta(z) - \ell_\beta(\tilde{z}_i)] - \lambda \cdot \| z - \tilde{z}_i \| \}
\]

\[
\leq \sup_{z \in \mathbb{Z}} \{ \| \nabla_z \ell_\beta(\tilde{z}_i) \|_* \cdot \| z - \tilde{z}_i \| + h(\tilde{z}_i) \cdot \| z - \tilde{z}_i \|^{q+1} + C \cdot \| z - \tilde{z}_i \|^{q+1} - \lambda \cdot \| z - z_i \| \}
\]

\[
\leq \sup_{t \geq 0} \{ \| \nabla_z \ell_\beta(\tilde{z}_i) \|_* \cdot t + h(\tilde{z}_i) \cdot t^{q+1} + C \cdot t^{q+1} - \lambda \cdot t \}.
\]
Using Lemma 2 in Appendix A, for any $\delta = (\delta_1, \delta_2) > 0$, it holds that
\[
\sup_{t \geq 0} \left\{ \left\| \nabla z \ell_\beta(\hat{z}^t) \right\|_* \cdot t + h(\hat{z}^t) \cdot t^{\kappa+1} + C \cdot t^{p+1} - \lambda \cdot t^p \right\} \leq \sup_{t \geq 0} \left\{ \left\| \nabla z \ell_\beta(\hat{z}^t) \right\|_* + \frac{p - \kappa - 1}{p - 1} \cdot h(\hat{z}^t) \cdot \delta_1 + \frac{p - q - 1}{p - 1} \cdot C \cdot \delta_2 \cdot t \cdot \frac{p - q - 1}{p - 1} - \left( \lambda - \frac{\kappa}{p - 1} \cdot h(\hat{z}^t) \cdot \delta_1 \cdot \frac{p - q - 1}{p - 1} - \frac{q}{p - 1} \cdot C \cdot \delta_2 \cdot \frac{p - q - 1}{p - 1} \right) \cdot t^p \right\}
\]
\[
= \sup_{t \geq 0} \left\{ g_\delta(\hat{z}^t) \cdot t - (\lambda - C_\delta) \cdot t^p \right\}.
\]
Solving this maximization problem over $t$ gives
\[
\sup_{t \geq 0} \left\{ g_\delta(\hat{z}^t) \cdot t - (\lambda - C_\delta) \cdot t^p \right\} = \begin{cases} \frac{p - \kappa - 1}{p - 1} \cdot (g_\delta(\hat{z}^t))^{\frac{p - \kappa - 1}{p - 1}}, & \lambda > C_\delta, \\ +\infty, & \lambda \leq C_\delta. \end{cases}
\]
It then follows Lemma 1 that
\[
\sup_{\mathcal{Q} \in \mathcal{W}_p^\alpha(P_n)} \mathbb{E}_\mathcal{Q}[\ell_\beta(z)] - \mathbb{E}_{\mathcal{F}_n}[\ell_\beta(z)] \leq \inf_{\lambda \geq C_\delta} \left\{ \lambda \alpha^p + \frac{p - \kappa - 1}{p - 1} \cdot (g_\delta(\hat{z}^t))^{\frac{p - \kappa - 1}{p - 1}} \cdot \lambda \right\}. \]
Solving the right-hand side yields
\[
\sup_{\mathcal{Q} \in \mathcal{W}_p^\alpha(P_n)} \mathbb{E}_\mathcal{Q}[\ell_\beta(z)] - \mathbb{E}_{\mathcal{F}_n}[\ell_\beta(z)] \leq \alpha \cdot \|g_\delta\|_{p, p^*} + C_\delta \cdot \alpha^p.
\]
Plugging in the expressions for $g_\delta$ and $C_\delta$ on the right-hand side, we have
\[
\alpha \cdot \|g_\delta\|_{p, p^*} + C_\delta \cdot \alpha^p = \alpha \cdot \left( \left\| \nabla z \ell_\beta \right\|_{p, p^*} + \frac{p - \kappa - 1}{p - 1} \cdot \delta_1 \cdot \|h\|_{p, p^*} + \frac{p - q - 1}{p - 1} \cdot C \cdot \delta_2 \right) + \alpha^p \cdot \left( \|h\|_{p, p^*} \cdot \frac{\kappa}{p - 1} \cdot \delta_1 \cdot \frac{p - q - 1}{p - 1} + C \cdot \frac{q}{p - 1} \cdot \delta_2 \cdot \frac{p - q - 1}{p - 1} \right).
\]
Minimizing over $\delta > 0$ for the right-hand side gives the result.

**Proposition 2 (Lower bound on the worst-case loss).** Let $\mathcal{Z} = \mathbb{R}^d$. Suppose $\ell_\beta$ is differentiable, and there exists a constant $\kappa \in [0, 1]$ and a function $h : \mathcal{Z} \to \mathbb{R}$ such that
\[
\|\nabla z \ell_\beta(z) - \nabla z \ell_\beta(z')\|_* \leq h(z') \cdot \|z - z'\|_* \quad \forall z, z' \in \mathcal{Z}.
\]
Then for $p \in (\kappa + 1, \infty]$, it holds that
\[
\sup_{\mathcal{Q} \in \mathcal{W}_p^\alpha(P_n)} \mathbb{E}_\mathcal{Q}[\ell_\beta(z)] \geq \mathbb{E}_{P_n}[\ell_\beta(z)] + \alpha \cdot \|\nabla z \ell_\beta\|_{p, p^*} - \alpha^{\kappa+1} \cdot \|h\|_{p, \frac{p}{p - \kappa - 1}},
\]
else for $p \in [1, \kappa + 1)$, it holds that
\[
\sup_{\mathcal{Q} \in \mathcal{W}_p^\alpha(P_n)} \mathbb{E}_\mathcal{Q}[\ell_\beta(z)] \geq \mathbb{E}_{P_n}[\ell_\beta(z)] + \alpha \cdot \|\nabla z \ell_\beta\|_{p, p^*} - \alpha^{\kappa+1} \cdot \|h\|_{p, \infty}.
\]
Proof of Proposition 2. The proof uses the following observation: a lower bound on the worst-case loss is given by only considering distributions that are supported on \( n \) points. More specifically, \( \sup_{\beta \in \mathcal{M}_p(\mathbb{P}_n)} \mathbb{E}_Q[\ell_\beta(z)] - \mathbb{E}_{\mathbb{P}_n}[\ell_\beta(z)] \) is lower bounded by the following quantity

\[
\sup_{z_i \in Z, i = 1, \ldots, n} \left\{ \frac{1}{n} \sum_{i=1}^n \left[ \ell_\beta(z_i) - \ell_\beta(\hat{z}^i) \right] : \left( \frac{1}{n} \sum_{i=1}^n \| z^i - \hat{z}^i \|^p \right)^{1/p} \leq \alpha \right\}.
\]

(3)

Indeed, for \( p = \infty \), problem (3) is equivalent to \( \sup_{\beta \in \mathcal{M}_p(\mathbb{P}_n)} \mathbb{E}_Q[\ell_\beta(z)] - \mathbb{E}_{\mathbb{P}_n}[\ell_\beta(z)] \) by Lemma 1, and for \( p \in [1, \infty) \), the feasible set of problem (3) can be viewed as a subset of \( \mathcal{M}_p(\mathbb{P}_n) \), which contains distributions that are supported on at most \( n \) points. Then by the assumption on \( \nabla_z \ell_\beta \) and the mean-value theorem, the quantity \( \sup_{\beta \in \mathcal{M}_p(\mathbb{P}_n)} \mathbb{E}_Q[\ell_\beta(z)] - \mathbb{E}_{\mathbb{P}_n}[\ell_\beta(z)] \) is lower bounded by

\[
\sup_{z_i \in Z, i = 1, \ldots, n} \left\{ \frac{1}{n} \sum_{i=1}^n \left[ \nabla_z \ell_\beta(\hat{z}^i) \cdot \| z^i - \hat{z}^i \| - h(\hat{z}^i) \cdot \| z^i - \hat{z}^i \|^\kappa+1 \right] : \left( \frac{1}{n} \sum_{i=1}^n \| z^i - \hat{z}^i \|^p \right)^{1/p} \leq \alpha \right\},
\]

which is further lower bounded by

\[
\sup_{z_i \in Z, i = 1, \ldots, n} \left\{ \frac{1}{n} \sum_{i=1}^n \nabla_z \ell_\beta(\hat{z}^i) \cdot \| z^i - \hat{z}^i \| : \left( \frac{1}{n} \sum_{i=1}^n \| z^i - \hat{z}^i \|^p \right)^{1/p} \leq \alpha \right\}
- \sup_{z_i \in Z, i = 1, \ldots, n} \left\{ \frac{1}{n} \sum_{i=1}^n h(\hat{z}^i) \cdot \| z^i - \hat{z}^i \|^\kappa+1 : \left( \frac{1}{n} \sum_{i=1}^n \| z^i - \hat{z}^i \|^p \right)^{1/p} \leq \alpha \right\}.
\]

Note that \( Z = \mathbb{R}^d \), then it follows from Hölder’s inequality that

\[
\sup_{z_i \in Z, i = 1, \ldots, n} \left\{ \frac{1}{n} \sum_{i=1}^n \nabla_z \ell_\beta(\hat{z}^i) \cdot \| z^i - \hat{z}^i \| : \left( \frac{1}{n} \sum_{i=1}^n \| z^i - \hat{z}^i \|^p \right)^{1/p} \leq \alpha \right\}
= \sup_{t_i \in \mathbb{R}, i = 1, \ldots, n} \left\{ \frac{1}{n} \sum_{i=1}^n \nabla_z \ell_{\beta}(\hat{z}^i) \cdot t_i : \left( \frac{1}{n} \sum_{i=1}^n \| t_i \|^p \right)^{1/p} \leq \alpha \right\}
= \alpha \cdot \| \nabla_z \ell_\beta \|_{\mathbb{P}_n, p, \kappa},
\]

and that

\[
\sup_{z_i \in Z, i = 1, \ldots, n} \left\{ \frac{1}{n} \sum_{i=1}^n h(\hat{z}^i) \cdot \| z^i - \hat{z}^i \|^\kappa+1 : \left( \frac{1}{n} \sum_{i=1}^n \| z^i - \hat{z}^i \|^p \right)^{1/p} \leq \alpha \right\}
= \sup_{t_i \in \mathbb{R}, i = 1, \ldots, n} \left\{ \frac{1}{n} \sum_{i=1}^n h(\hat{z}^i) \cdot t_i^{\kappa+1} : \left( \frac{1}{n} \sum_{i=1}^n \| t_i \|^p \right)^{1/p} \leq \alpha \right\}.
\]

Therefore, the results follow by observing that when \( p > \kappa + 1 \),

\[
\sup_{t_i \in \mathbb{R}, i = 1, \ldots, n} \left\{ \frac{1}{n} \sum_{i=1}^n h(\hat{z}^i) \cdot t_i^{\kappa+1} : \left( \frac{1}{n} \sum_{i=1}^n \| t_i \|^p \right)^{1/p} \leq \alpha \right\} = \alpha^{\kappa+1} \cdot \| h \|_{\mathbb{P}_n, p, \kappa+1},
\]
and when $p \leq \kappa + 1$,
\[
\sup_{t_i \in \mathbb{R}, i = 1, \ldots, n} \left\{ \frac{1}{n} \sum_{i=1}^{n} h(\hat{z}^i) \cdot t_i^{\kappa+1} : \left( \frac{1}{n} \sum_{i=1}^{n} t_i^p \right)^{1/p} \leq \alpha \right\} \leq \alpha^{\kappa+1} \cdot \|h\|_{\mathbb{P}_n, \infty}.
\]

With Propositions 1 and 2, we are ready to prove Theorem 2.

**Proof of Theorem 2.** When $p > 1$, Propositions 1 and 2 imply that
\[
\left| \sup_{Q \in \mathcal{M}_p} \mathbb{E}_{z \sim Q}[\ell_\beta(z)] - \mathbb{E}_{z \sim \mathbb{P}_n}[\ell_\beta(z)] - \alpha_n \cdot \|\nabla_z \ell_\beta\|_{\mathbb{P}_n,p} \right| \leq \alpha_n^{\kappa+1} \cdot \|h\|_{\mathbb{P}_n, p}.
\]

Then the integrability assumption on $h$ and the Law of Large Numbers ensure that the remainder on the right-hand side is $o(\alpha_n)$ almost surely.

When $p = 1$ and $\ell_\beta$ is Lipschitz continuous, we denote by $L_{\ell_\beta}$ the smallest Lipschitz constant of $\ell_\beta$. In view of Propositions 1 and 2, it suffices to prove
\[
\mathbb{P}\left\{ \lim_{n \to \infty} \|\nabla_z \ell_\beta\|_{\mathbb{P}_n, \infty} = L_{\ell_\beta} \right\} = 1,
\]
where $\mathbb{P}$ denotes that the probability is taken with respect to i.i.d. draws of samples from $\mathbb{P}_{\text{true}}$. To this end, observe from (2) that, for any $\epsilon > 0$,
\[
\delta := \mathbb{P}_{\text{true}}\{ z \in \mathcal{Z} : \|\nabla_z \ell_\beta(z)\|_\alpha > L_{\ell_\beta} - \epsilon \} > 0.
\]

It then follows that
\[
\mathbb{P}\{ \|\nabla_z \ell_\beta\|_{\mathbb{P}_n, \infty} < L_{\ell_\beta} - \epsilon \} < (1 - \delta)^n,
\]
Thus,
\[
\sum_{n=1}^{\infty} \mathbb{P}\{ \|\nabla_z \ell_\beta\|_{\mathbb{P}_n, \infty} < L_{\ell_\beta} - \epsilon \} < \sum_{n=1}^{\infty} (1 - \delta)^n < \infty.
\]
Then by Borel-Cantelli lemma (see, e.g. Feller (2008)), $\|\nabla_z \ell_\beta\|_{\mathbb{P}_n, \infty}$ converges to $L_{\ell_\beta}$ almost surely, which completes the proof. □

**4. Application of the Equivalence in Discrete Choice Modeling**

In this subsection, we consider linear optimization $\ell_\beta(z) = \beta^T z$, and apply the equivalence result to discrete choice modeling. This is a special case of the linear function class with Lipschitz loss considered in Section 3.1, but here we allow a more general metric structure on $\mathcal{Z}$ other than the norm $\|\cdot\|$, and allow arbitrary nominal distribution $\mathbb{P}_{\text{nom}} \in \mathcal{P}(\mathcal{Z})$ rather than the empirical distribution $\mathbb{P}_n$. 


For ease of exposition, we consider a soft-constrained version of \((\text{Wasserstein-DRSO})\):

\[
\max_{\beta \in D} \inf_{Q \in P(Z)} \left\{ \mathbb{E}_Q[\beta^\top z] + \eta \cdot \mathcal{W}_1(Q, P_{\text{nom}}) \right\},
\]

where \(\eta > 0\). Problem (4) can be interpreted as follows. Suppose \(z\) represents a vector of random utilities of \(d\) products. Let \(D = \{\beta \in \mathbb{R}^d : \sum_{k=1}^d \beta_k = 1\}\) be the set of choice probability vectors for these products. Consider a consumer who wants to maximize her total expected utility, but is ambiguous about the true distribution of the random utilities. We can model such ambiguity through a Wasserstein ball of distributions centered at some reference distribution \(P_{\text{nom}}\). Thus, problem (4) is interpreted as an ambiguity-averse consumer choosing a choice probability vector \(\beta \in D\) that maximizes the worst-case total expected utility.

We make the following assumptions on the data space \((Z, d)\) in the Definition 1 of Wasserstein distance. Let \(Z\) be a linear subspace of \(\mathbb{R}^d\). Assume that the distance function \(d\) is translation-invariant, i.e., it can be expressed as \(d(\cdot, \cdot) = D(\cdot - \cdot)\) for some function \(D : Z \to \mathbb{R}\). We also assume that \(D(u)\) is strictly convex and even in the sense that \(D(u) = D(|u|)\) for all \(u \in Z\), where \(|u|\) represents component-wise absolute value function. Furthermore, we assume that \(D(u)\) is non-decreasing on positive orthant, i.e., \(D(u_1, \ldots, u_K)\) is non-decreasing in each component on \(\{u \in Z : u \geq 0\}\).

All the above assumptions seems to be natural if we view \(D\) as a function that describes consumer’s attitude towards ambiguity. The faster \(D\) grows, the larger penalty is imposed on the deviation from the nominal distribution, and the larger penalty, the less likely of perturbations of utilities from the nominal distribution, and thus the more certain about the nominal distribution the consumer is. An extreme case is when \(D(0) = 0\) and \(D(u) = +\infty\) for all \(u \neq 0\), where \(u\) represents the deviation, then the consumer is completely certain about the nominal distribution. Indeed, in this case the only distribution that makes the inner minimization problem of (4) finite is the nominal distribution.

**Theorem 3 (Choice model).** Set \(\bar{z} = \mathbb{E}_{P_{\text{nom}}}[z]\). Then under the above setup, problem (4) is equivalent to

\[
\max_{\beta \in D} \left\{ \beta^\top \bar{z} - \eta \cdot D^\star \left( \frac{\beta}{\eta} \right) \right\},
\]

where \(D^\star\) is the convex conjugate of \(D\). The optimal solution \(\beta^0\) satisfies

\[
\beta^0 = \eta \cdot \nabla D(\bar{z} + \alpha^0 1),
\]

for some \(\alpha^0 \in \mathbb{R}\) and an all-one vector \(1 := (1, 1, \ldots, 1)^\top\).
Remark 3. The regularization problem (5) is equivalent to the formulation of representative agent choice model (Anderson et al. 1988, Hofbauer and Sandholm 2002), which states that the choice probability vector is given by the solution of the regularization problem (5). Thus, the equivalence result provides a new interpretation of the representative agent choice model from the perspective of distributional robustness, i.e., the choice probability equals the optimal solution to the distributionally robust utility maximization problem (4).

Theorem 3 states that the vector of the choice probabilities is proportional to the gradient of the distance function $D$ at $\bar{z} + \alpha^0 \mathbf{1}$. The following examples show that with proper choices of $D$, the vector of the choice probabilities is also proportional to the gradient of the distance function $D$ at $\bar{z}$. As a multivariate function, the distance function $D$ summarizes the consumer’s cross-ambiguity attitude towards multiple products.

Example 4 (Multinomial logit). Let $D_{MNL}(u) = \sum_{k=1}^{d} \exp(u_k)$. We have
\[
\nabla_k D_{MNL}(\bar{z} + \alpha^0 \mathbf{1}) = \exp(\bar{z}_k + \alpha^0) = \exp(\bar{z}_k) \cdot \exp(\alpha^0).
\]
Thus $\beta^0_k$ is proportional to $\exp(\bar{z}_k)$. Using the normalization condition $\beta \in \Delta$, we recover the multinomial logit choice model
\[
\beta^0_k = \frac{\exp(\bar{z}_k)}{\sum_{j=1}^{K} \exp(\bar{z}_j)}.
\]
For the multinomial logit model, $D_{MNL}$ is separable and is additive in each deviation $u_k$, which suggests that the consumer is cross-ambiguity neutral for all products, i.e., the consumer’s judgment on the likely of perturbations of utilities are independent across products.

Example 5 (Nested logit). Let $G$ be a partition of $\{1, \ldots, d\}$. Each element of the partition is called a nest. Denote by $u_g$ the sub-vector of $u$ whose indices belong to $g \in G$, and denote by $g(k)$ the nest that $k$ belongs to. Let
\[
D^g_{NL}(u) = \sum_{g \in \hat{G}} \|\exp(u_g)\|_{1/\tau_g} = \sum_{g \in \hat{G}} \left( \sum_{k \in g} \exp(|u_k|/\tau_g) \right)^{\tau_g},
\]
where $\tau_g > 0$ are parameters. Then
\[
\beta^0_k \propto \nabla_k D^g_{NL}(\bar{z} + \alpha^0 \mathbf{1})
\]
\[
= \left( \sum_{k' : g(k') = g(k)} \exp((\bar{z}_{k'} + \alpha^0)/\tau_{g(k')}) \right)^{\tau_{g(k)}} \cdot \frac{\exp((\bar{z}_k + \alpha^0)/\tau_{g(k)})}{\sum_{k' : g(k') = g(k)} \exp((\bar{z}_{k'} + \alpha^0)/\tau_{g(k')})}
\]
\[
= \exp(\bar{z}_k/\tau_{g(k)}) \left( \sum_{k' : g(k') = g(k)} \exp(\bar{z}_{k'}/\tau_{g(k')}) \right)^{\tau_{g(k)}-1},
\]
where $\propto$ represents “proportional to”. With proper scaling, we recover the nested logit model (see, e.g., (4.2) in (Train 2009)). Unlike the multinomial logit model, the distance function $D_{NL}$ for the nested logit model is not additively separable in products, but only additively separable in nests. This indicates that the consumer’s judgment on the likely of perturbations of utilities are interrelated across the products within the same nest, and are independent across different nests.

**Example 6 (GEV).** Let $D_{GEV}(u) = D_0(\exp(u_1), \ldots, \exp(u_d))$ for some strictly convex differentiable function $D_0 : \mathbb{R}_+^d \to \mathbb{R}$. Assume that $D_0$ is homogeneous, i.e., $D_0(tY_1, \ldots, tY_d) = tD_0(Y_1, \ldots, Y_d)$ for all $t > 0$ and some $s > 0$. It follows that

$$\beta_k^0 \propto \nabla_k D_{GEV}(\bar{z} + \alpha^0 \mathbf{1})$$

$$= \exp(\alpha^0) \cdot \exp(\bar{z}_k) \cdot \nabla_k D_0((\exp(\alpha^0) \cdot \exp(\bar{z}_1), \ldots, \exp(\alpha^0) \cdot \exp(\bar{z}_d)))$$

$$\propto \exp(\bar{z}_k) \cdot \nabla_k D_0(\exp(\bar{z}_1), \ldots, \exp(\bar{z}_d)).$$

This exactly corresponds to the expression of Generalized Extreme Value (GEV) choice models proposed by McFadden (1978). We note that as pointed out in the original GEV framework, the function $D_0$ has little economic intuition. Our equivalence result Theorem 3 endows the function $D_0$ with an economic interpretation – it reflects the consumer’s ambiguity attitude.

**Proof of Theorem 3.** Using Definition 1 of Wasserstein distance, we have that

$$\inf_{Q \in P(Z)} \left\{ E_Q[\beta^T z] + \eta \cdot W_1(Q, P_{nom}) \right\} = \inf_{\gamma \in \Gamma(P, Q)} E_{\gamma}[\beta^T z + \eta \cdot D(z - z')] = \inf_{\gamma \in \Gamma(P, Q)} \{ \int_Z \int_Z [\beta^T z + \eta \cdot D(z - z')] \gamma_{z'}(dz) P_{nom}(dz') \} = \inf_{\gamma \in \Gamma(P, Q)} \{ \int_Z \int_Z [\beta^T z + \eta \cdot D(z - z')] \gamma_{z'}(dz) P_{nom}(dz') \}$$

For a random vector $(z, z')$ with joint distribution $\gamma$, we denote by $\gamma_{z'}$ the condition distribution of $z$ given $z'$. It then follows from the disintegration theorem (see, e.g., Theorem 5.3.1 in Ambrosio et al. (2008)) that

$$\inf_{\gamma \in \Gamma(P, Q)} \{ \int_Z \int_Z [\beta^T z + \eta \cdot D(z - z')] \gamma_{z'}(dz) P_{nom}(dz') \} = \inf_{\gamma \in \Gamma(P, Q)} \{ \int_Z \int_Z [\beta^T z + \eta \cdot D(z - z')] \gamma_{z'}(dz) P_{nom}(dz') \}$$

Using interchangeability principle (see, e.g, Theorem 7.80 in Shapiro et al. (2014)), we exchange the infimum and integration:

$$\inf_{\gamma \in \Gamma(P, Q)} \{ \int_Z \int_Z [\beta^T z + \eta \cdot D(z - z')] \gamma_{z'}(dz) P_{nom}(dz') \} = \int_Z \left\{ \inf_{\gamma \in \Gamma(P, Q)} \{ \int_Z [\beta^T z + \eta \cdot D(z - z')] \gamma_{z'}(dz) \} P_{nom}(dz') \right\}$$

$$= \int_Z \left\{ \inf_{\gamma \in \Gamma(P, Q)} \{ \int_Z [\beta^T z + \eta \cdot D(z - z')] \gamma_{z'}(dz) \} P_{nom}(dz') \right\}.$$
Observe that \( \inf_{\gamma \in \mathcal{P}(\mathcal{Z})} \left\{ \int_{\mathcal{Z}} [\beta^T z + \eta \cdot D(z - z')] \gamma_{z'}(dz) \right\} \) is attained on some Dirac measure, thereby

\[
\inf_{\gamma z' \in \mathcal{P}(\mathcal{Z})} \left\{ \int_{\mathcal{Z}} [\beta^T z + \eta \cdot D(z - z')] \gamma_{z'}(dz) \right\} = \inf_{z \in \mathcal{Z}} [\beta^T z + \eta \cdot D(z - z')]
= \beta^T z' + \inf_{z \in \mathcal{Z}} [\beta^T (z - z') + \eta \cdot D(z - z')].
\]

Combining the equations above yields

\[
\inf_{Q \in \mathcal{P}(\mathcal{Z})} \left\{ \mathbb{E}_Q[\beta^T z] + \eta \cdot W_1(Q, \mathbb{P}_{\text{nom}}) \right\} = \mathbb{E}_{\text{nom}}[\beta^T z'] + \int_{\mathcal{Z}} \inf_{z \in \mathcal{Z}} [\beta^T (z - z') - \eta \cdot D(z - z')] \mathbb{P}_{\text{nom}}(dz').
\]

By the assumption that \( \mathcal{Z} \) is a linear space, we have that for any \( z' \in \mathcal{Z} \),

\[
\inf_{z \in \mathcal{Z}} [\beta^T (z - z') - \eta \cdot D(z - z')] = \inf_{u \in \mathcal{Z}} [\beta^T u - \eta \cdot D(u)].
\]

Thus it follows that

\[
\inf_{Q \in \mathcal{P}(\mathcal{Z})} \left\{ \mathbb{E}_Q[\beta^T z] + \eta \cdot W_1(Q, \mathbb{P}_{\text{nom}}) \right\} = \beta^T z' - \eta \cdot \sup_{u \in \mathcal{Z}} [u^T (\beta/\eta) - D(-u)].
\]

Observe that the strict convexity of \( D \) implies that the optimal solution of \( \sup_{u \in \mathcal{Z}} [u^T (\beta/\eta) - D(-u)] \) is unique. Moreover, the non-negativity of \( \beta \) and \( D(u) = D(|u|) \) for all \( u \) imply that the optimal solution is non-negative, and

\[
\sup_{u \in \mathcal{Z}} [u^T (\beta/\eta) - D(-u)] = \sup_{u \in \mathcal{Z}} [u^T (\beta/\eta) - D(|u|)] = \sup_{u \in \mathcal{Z}} [u^T (\beta/\eta) - D(u)].
\]

Hence problem (4) is equivalent to

\[
\max_{\beta \in \mathcal{D}} \left\{ \beta^T \bar{z} - \eta \cdot \sup_{u \in \mathcal{Z}} [u^T (\beta/\eta) - D(u)] \right\} = \max_{\beta \in \mathcal{D}} \{ \beta^T \bar{z} - \eta \cdot D^*(\beta/\eta) \}. \tag{6}
\]

We next drive the optimality condition of (6). Consider the following relaxation of (6):

\[
\max_{\beta \in \mathbb{R}^d} \left\{ \beta^T \bar{z} - \eta \cdot D^*(\beta/\eta) : \sum_{k=1}^d \beta_k = 1 \right\}.
\]

Let \( \beta^0 \) be its optimal solution, which is unique since \( D^* \) is also strictly convex. Its first-order optimality condition yields that the optimal solution \( \beta^0 \) should satisfy

\[
\bar{z} + \alpha^0 1 = \eta \cdot \nabla D^*(\beta^0/\eta)/\eta = \nabla D^*(\beta^0/\eta),
\]
where $\nabla D^*$ represents the gradient of $D^*$, $\alpha^0$ is the Lagrangian multiplier of the constraint $\beta_k = 1$, and $1 = (1, \ldots, 1)$. Since $\nabla D^* = (\nabla D)^{-1}$ (see, e.g., Exercise 3.40 in Boyd and Vandenberghe (2004)), it follows that

$$\beta^0 = \eta \cdot \nabla D(\bar{z} + \alpha^0 1).$$

Observe that $\nabla D$ is non-negative by our assumption, therefore $\beta^0$ is also an optimal solution of (6), which completes the proof. \hfill \Box

5. A Principled Way to Regularize Learning Problems

In this section, we discuss the algorithmic implications of the equivalence between distributionally robust framework (\textbf{Wasserstein-DRSO}) and regularization. We have the following two observations.

1) The worst-case loss, which is obtained by solving a minimax problem (\textbf{Wasserstein-DRSO}), admits an asymptotically exact approximation that can be obtained by solving a single minimization problem

$$\min_{\beta \in D} \mathbb{E}_{P_n}(\ell(z)) + \alpha_n \cdot \|\nabla z \ell(z)\|_{\mathbb{P}_n, p^*},$$

which is often much easier to solve.

2) The distributionally robust formulation (\textbf{Wasserstein-DRSO}) suggests a principled way to regularize statistical learning problem — by solving the gradient-norm regularization problem (7).

To illustrate the second point, we apply the regularization scheme (1) to an important problem in deep learning – the training of Wasserstein Generative Adversarial Networks (WGANs).

We start with a brief introduction to Generative Adversarial Networks (GANs) (Goodfellow et al. 2014a, Goodfellow 2016). GANs are a powerful class of \textit{generative models}, which aim to answer the following central question in unsupervised learning:

\begin{quote}
How to learn a probability distribution from data?
\end{quote}

The primary motivations to study this question includes: (i) learning conditional distributions that are used in reinforcement learning and semi-supervised learning, (ii) generating realistic samples for real-world tasks such as single image super-resolution (Ledig et al. 2016), art creation (Zhu et al. 2016), and image-to-image translation (Isola et al. 2016),
and (iii) testing our ability to represent and manipulate multi-modal high-dimensional probability distributions.

To answer the question above, the classical approach is to perform density estimation. This is often done by considering a parametric family of distributions and find one that maximizes the likelihood function on the data. However, this approach does not work well for high-dimensional data-generating distributions in many applications (Arjovsky and Bottou 2017), such as natural images, symbols in natural language corpora, and audio waveform containing speech. Instead of estimating the explicit density function, an implicit approach works as follows. Let $Z$ be a random variable with a simple and fixed distribution $P_0$ (such as a Gaussian distribution). Passing the random variable through a parametric function $g_\theta$ (called a generator and usually described by a neural network), we denote the distribution of the random variable $g_\theta(Z)$ by $P_\theta$, which is called the model distribution. By varying $\theta$ in the parameter space $\Theta$, we can find one model distribution that is “closest” to the empirical distribution. GANs are well known examples of this approach. Among lots of variants of GANs that exploit different notion of closeness between distributions, Wasserstein GAN (WGAN) (Arjovsky et al. 2017) has recently attracts great attention in deep learning, as its training requires few parameter tuning, which is ideal for many deep learning problems. In WGAN, the closeness between the model distribution $P_\theta$ and the empirical distribution $P_n$ is measured by the 1-Wasserstein distance:

$$\min_{\theta \in \Theta} \mathcal{W}_1(P_\theta, P_n).$$

Estimation of the Wasserstein distance between high-dimensional distributions is hard. In fact, the sample complexity exponentially depends on the dimension (Sriperumbudur et al. 2010). In WGAN, the following method is used to estimate $\mathcal{W}_1(P_\theta, P_n)$. By Kantorovich-Rubinstein duality (Villani 2003), the 1-Wasserstein distance can be written as

$$\sup_{f} \mathbb{E}_{x \sim P_n}[f(x)] - \mathbb{E}_{z \sim P_\theta}[f(z)],$$

where the inner supremum is taken over the class of 1-Lipschitz functions (or $L$-Lipschitz functions with any $L > 0$):

$$|f(x) - f(z)| \leq \|x - z\|, \quad \forall x \in \text{supp} P_n, z \in \text{supp} P_\theta.$$
To compute (9), the set of Lipschitz functions is often parametrized through a critic neural network \( \{ f_w \}_{w \in W} \), as the gradient computation for a neural network is efficient. The conceptual diagram of WGAN is shown in Figure 1. Samples from the standard Gaussian distribution are fed into the generator network \( g_\theta \), whose outputs (fake images with distribution \( P_\theta \)) are compared with the true samples (real images with empirical distribution \( \mathbb{P}_n \)). The comparison is done by approximately computing \( W_1(\mathbb{P}_\theta, \mathbb{P}_n) \) using another neural network \( f_w \).

![Conceptual model of WGAN](image)

Figure 1  Conceptual model of WGAN

To enforce the Lipschitz condition (10) on the neural network \( f_w \), Arjovsky et al. (2017) proposes to clip the weight vector \( w \) within a rectangle

\[
\{ w : -c \leq w \leq c \},
\]

and formulating a minimax problem

\[
\min_{\theta \in \Theta} \max_{-c \leq w \leq c} \mathbb{E}_{x \sim \mathbb{P}_n} [f_w(x)] - \mathbb{E}_{z \sim \mathbb{P}_\theta} [f_w(z)].
\]

However, the weight clipping does not describe the set of 1-Lipschitz functions, but only a subset of \( L \)-Lipschitz functions, where \( L \) depends on \( c \). Yet another natural way to enforce the Lipschitz condition is considering a soft-constraint penalty term

\[
\min_{\theta \in \Theta} \max_{w \in W} \mathbb{E}_{x \sim \mathbb{P}_n} [f_w(x)] - \mathbb{E}_{z \sim \mathbb{P}_\theta} [f_w(z)] - \lambda \cdot \mathbb{E}_{x \sim \mathbb{P}_n, z \sim \mathbb{P}_\theta} \left( \frac{|f(x) - f(z)|}{\|x - z\|} - 1 \right)_{+}^2.
\]

We here propose a new training method using ideas from Section 3.2. We consider a distributional robust formulation of problem (8) for computing \( W_1(\mathbb{P}_n, \mathbb{P}_\theta) \) by regularizing the inner maximization of problem (11):

\[
\max_{w \in W} \min_{Q \in \mathcal{M}_2(\mathbb{P}_n)} \mathbb{E}_{x \sim Q} [f_w(x)] - \mathbb{E}_{z \sim \mathbb{P}_\theta} [f_w(z)].
\]
Using Theorem 2, this can be approximated by the regularization problem
\[
\max_{w \in W} \mathbb{E}_{x \sim P_n}[f_w(x)] - \mathbb{E}_{z \sim P_0}[f_w(z)] - \alpha \cdot \|\nabla_x f_w(x)\|_{P_n,2}.
\]

Then we add a soft-constraint penalty term and as a result, we formulate a distributionally robust WGAN (DR-WGAN) objective:
\[
\min_{\theta \in \Theta} \max_{w \in W} \mathbb{E}_{x \sim P_n}[f_w(x)] - \mathbb{E}_{z \sim P_0}[f_w(z)] - \lambda \cdot \mathbb{E}_{x \sim P_n, z \sim P_0} \left[ \left( \frac{|f(x) - f(z)|}{\|x - z\|} - 1 \right)_+ \right] - \alpha \cdot \|\nabla f_w(x)\|_{P_n,2}.
\]

We compare our proposed approach with two above-mentioned benchmarks: the weight clipping approach (Arjovsky et al. 2017) and the soft-constraint without regularization (12). The neural networks architecture is similar to the setup in Arjovsky et al. (2017), in which both the generator and critic are 4-layer ReLU-MLP with 512 hidden units. Each approach is trained using stochastic gradient descent, in which the learning rate is adjusted using Adam algorithm (Kingma and Ba 2015) with default choice of parameters. The detailed training algorithm for DR-WGAN is presented in Algorithm 1, which is modification of the algorithm in Arjovsky et al. (2017).

**Algorithm 1** The proposed DR-WGAN.

1: \textbf{while} \( \theta \) has not converged \textbf{do}
2: \hspace{1em} \textbf{for} \( t = 0, \ldots, n_{\text{critic}} \) \textbf{do}
3: \hspace{2em} \textbf{for} \( i = 1, \ldots, m \) \textbf{do}
4: \hspace{3em} Sample \( x \sim P_n, \ z \sim P_0 \)
5: \hspace{3em} \( L^{(i)} \leftarrow f_w(x) - f_w(g_\theta(z)) + \lambda \cdot \left( \frac{|f(x) - f(z)|}{\|x - z\|} - 1 \right)_+ + \alpha \cdot \|\nabla f_w(x)\|_2 \)
6: \hspace{2em} \textbf{end for}
7: \hspace{1em} \( w \leftarrow \text{Adam}(\nabla_w (\frac{1}{m} \sum_{i=1}^m L^{(i)}), w) \)
8: \hspace{1em} \textbf{end for}
9: \hspace{1em} Sample \( \{z^{(i)}\}_{i=1}^m \sim P_0 \) a batch of prior samples.
10: \hspace{1em} \( \theta \leftarrow \text{Adam}(\nabla_\theta (\frac{1}{m} \sum_{i=1}^m f_w(g_\theta(z^{(i)}))), \theta) \)
11: \textbf{end while}

We test the performance on two standard datasets: CIFAR-10 data set (Krizhevsky and Hinton 2009) and the CAT dataset (Zhang et al. 2008). The CIFAR-10 dataset includes 60,000 32 \times 32 color images in 10 classes, with 6000 images per class. The performance
is measured by the inception score (Salimans et al. 2016) which mimics the human eye’s judgment on the similarity between the generated images and the real images, and the higher inception score, the better the performance is. Figure 3 plots the inception scores over the course of training with WGAN and our proposed DR-WGAN. We observe that our method converges much faster and achieves a higher inspection score. We do not plot the training curve for the soft-constraint approach (12), as it does not even converge and the inception score remains at a relatively low value.

The CAT dataset consists of 10,000 cat images, which are preprocessed such that cat faces are aligned, and scaled to $64 \times 64$ (Jolicoeur-Martineau 2017). Figure 3a plots the real images sampled from the dataset. For each of the three approaches, we generate images from the learned parametric distribution with different random seeds, i.e., we input the generator network $g_\theta$ with i.i.d Gaussian samples, and the generated images are shown in Figure 3b-3d. We observe that the image generated by WGAN exhibits mode collapse, i.e., a lack of variety, and comparing to the other two benchmarks, DR-WGAN generates images that are much more close to reality.

6. Concluding Remarks

In this paper, we propose the Wasserstein distributionally robust formulation for solving statistical learning problems with guaranteed small generalization error. We show that it is asymptotic equivalent to a specific gradient-norm regularization problem. Such connection provides new interpretations for regularization, and offers new algorithmic insights. For the
future work, it is interesting to provide generalization error bounds for statistical learning problems based on distributional robustness, and apply the regularization scheme to other machine learning problems.

Appendix A: Auxiliary Results

Lemma 2. Let $\kappa > 0$ and $p \geq \kappa + 1$. Then for any $\delta, t > 0$, it holds that

$$t^{n+1} \leq \frac{p-1-\kappa}{p-1} \cdot \delta \cdot t + \frac{\kappa}{p-1} \cdot \delta \cdot t^{n-1} \cdot t^n.$$
Proof of Lemma 2. When \( p = \kappa + 1 \), the inequality holds as equality. When \( p > \kappa + 1 \), set \( u = \frac{p - 1}{p - 1 - \kappa} \), \( v = \frac{1}{\kappa} - \frac{1}{v} = 1 \). Then the result is a consequence of the following Young’s inequality
\[
\frac{(\delta^{1/u} t^{1/u})^u}{u} + \frac{(\delta^{-1/u} p^{p/v})^v}{v} \geq t^{u+1}.
\]
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