An Intelligent DOA Estimation Error Calibration Method Based on Transfer Learning
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Abstract: Affected by various error factors in the actual environment, the accuracy of the direction of arrival (DOA) estimation algorithm will greatly decrease during an application. To address this issue, in this paper, we propose an intelligent DOA estimation error calibration method based on transfer learning, which learns error knowledge from a small number of actual signal samples and improves the DOA estimation accuracy in the real application. We constructed a deep convolutional neural network (CNN)-based intelligent DOA estimation model to learn the mapping between the input signals and their azimuths. We generated a large number of ideal simulation signal samples to train the CNN model and used it as the pretrained model. Then, we fine-tuned the CNN model with a small number of actual signal samples collected in the actual environment. We demonstrate the effectiveness of the proposed method through simulation experiments. The experimental results indicate that the proposed method can effectively improve the accuracy of DOA estimation in the actual environment.
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1. Introduction

DOA estimation is an important branch of array signal processing, and has been widely used in military and civilian application fields such as radar, sonar, communications, seismic exploration, radio astronomy, and other fields. Many classical DOA estimation algorithms have been proposed in recent decades, such as subspace-based algorithms represented by the multiple signal classification (MUSIC) [1], sparse reconstruction based algorithms [2], etc. However, these algorithms can only perform with high DOA estimation accuracy under ideal conditions. In practical applications, the performance of the above algorithms suffers due to various error factors such as the amplitude and phase error of the array channel, the mutual coupling error between array elements and the array element position error.

Many error calibration methods have been proposed to calibrate various error factors in the real environment. These error calibration methods can be divided into two categories. One is the active calibration method, wherein the error perturbation parameters are estimated offline by setting up an auxiliary signal source with precisely known direction in space [3–5]. The other is a self-calibration method based on some optimization functions for the joint estimation of the spatial orientation of the signal source and the perturbation error parameters of the array [6–10]. All these calibration methods deal with the actual signal and try to eliminate various error factors in the signal. The goal is to make the actual signal consistent with the ideal simulation signal, thus improving the DOA estimation accuracy of the algorithm. However, due to the complexity of the actual environment, the above error calibration methods cannot cope with the effects of multiple error factors. With the development of artificial intelligence, DOA estimation error calibration algorithms
based on machine learning are studied [11–16]. In recent years, there have been some deep learning-based methods in DOA estimation. However, the application of deep learning in DOA estimation is not yet widespread [17]. Recently, works have mainly used deep neural networks (DNN) [16,18,19] and convolutional neural networks (CNN) [20–23] to construct DOA estimation models. In existing deep learning-based methods, researchers have focused on how to learn the complex mapping between signals and their azimuths and how to enhance the DOA estimation performance based on DNNs and CNNs.

However, the existing deep learning-based methods mostly work under ideal conditions. Due to the various error factors in the actual environment, the accuracy of DOA estimation in the practical applications of these methods will be greatly reduced. In order to make DNN-based DOA estimation models work well in the actual environment, a large number of actual signal samples need to be collected, however, this is very difficult. In addition, when the environment changes, a large number of samples need to be re-collected and the model needs to be re-trained. Therefore, it is a great challenge to quickly calibrate errors and to make the DNN-based models efficiently applicable in the actual environment.

To address the above issue, in this paper, we propose an intelligent DOA estimation error calibration method based on transfer learning. Transfer learning [24–27] can adaptively update the trained model according to the new samples, and transfer the model to new tasks. The idea of transfer learning suits the task of DOA estimation. The large number of ideal signal samples generated by computer simulation can be used to train a DNN-based DOA estimation model to learn the mapping between signals and their azimuths. The small number of actual signal samples collected from the actual environment can be used to fine-tune the model based on transfer learning. The original DOA estimation capability of the model is retained while the model can learn new error knowledge during transfer learning. As such, only a small number of actual signal samples need to be collected, and the model can calibrate the errors and be quickly applied in the actual environment. When the environment changes, the model can continuously learn the error knowledge in new environments by learning from a small number of new actual signal samples. Specifically, the proposed method is implemented as follows. First, we construct an intelligent DOA estimation model based on CNN. Second, we generate a large number of ideal simulation signal samples to train the CNN model. Third, we use a small number of actual signal samples collected in the actual environment to fine-tune the CNN model. The proposed method has the following advantages: (i) It is a one-stage error calibration method that is different from the traditional two-stage methods. Figure 1 shows the traditional two-stage error calibration methods. These use calibration algorithms to process the input actual signals. The calibrated signals are input to the DOA estimation algorithm to predict the directions of signals. The error calibration and the DOA estimation are two separate modules and the error calibration module can only consider a single or partial error factor. Figure 2 shows the proposed method. The DOA estimation model trained on ideal signal samples is fine-tuned with actual signal samples. It implements both error calibration and DOA estimation on the same model. All the error factors in the environment are taken into consideration. (ii) This requires only a small number of actual samples to fine-tune the model, saving a lot of time and manpower. (iii) It is environmentally adaptable. In a new environment, only a small number of actual signal samples need to be collected. After approximately a few dozen epochs of fine-tuning, the model is ready for practical application.

![Figure 1. Traditional error calibration methods.](image-url)
The main contributions of this paper are as follows:

1. We propose an intelligent DOA estimation error calibration method based on transfer learning, which learns error knowledge of the actual environment from a small number of signal samples and improves the DOA estimation accuracy in practical application.

2. We generate a large number of ideal simulation signal samples to train an intelligent DOA estimation model constructed based on CNN. Then, we fine tune the model with a small number of actual signal samples collected in the actual environment. Before and after transfer learning, the model’s tasks are the same, and the working environment is transferred from the ideal condition to the actual environment.

3. We experimentally show that transfer learning can effectively improve the DOA estimation accuracy in practical application. We further discuss the impact of different fine-tuning approaches (freezing different network layers) and different numbers of actual samples used for fine-tuning. The experimental results indicate that the intelligent DOA estimation model performs better when freezing the first convolutional layer. The more actual signal samples are used for fine-tuning, the better the model performs.

2. Background

2.1. Signal Model

Figure 3 shows a uniform circle array of radius \( r \) consisting of \( M \) omnidirectional elements. Assuming that \( p \) far-field signals \( s_i(t = 1, 2, \ldots, p) \) are incident on a uniform circular array, the received signal of the \( l \)-th element at moment \( t \) is:

\[
x_l(t) = \sum_{i=1}^{p} s_i(t - \tau_{li}) + n_l(t) l = 1, 2, \ldots, M
\]

where \( n_l(t) \) is the receiver noise of the \( l \)-th antenna since the signals incident on the antenna array elements is assumed to have some noise associated with them. \( \tau_{li} \) is the propagation time delay, calculated as follows:
\[ \tau_{li} = r \cos(\theta_i - \gamma_l) \]  
where \( \gamma \) are the angular positions of the antenna array elements which can be calculated as \( \gamma_l = 2\pi l / M (l = 0, 1, \ldots, M - 1) \). 

Equation (1) can be written in a matrix form:

\[ X(t) = AS(t) + N(t) \]  

where \( X(t), S(t), N(t) \) are given by:

\[ X(t) = (x_1(t), x_2(t), \ldots, x_M(t))^T \]  

\[ S(t) = (s_1(t), s_2(t), \ldots, s_P(t))^T \]  

\[ N(t) = (n_1(t), n_2(t), \ldots, n_M(t))^T \]  

Among them, the steering vector \( a_i(\omega_0) \) is:

\[ a_i(\omega_0) = \begin{bmatrix} \exp(-j\omega_0 \tau_{1i}) \\ \exp(-j\omega_0 \tau_{2i}) \\ \vdots \\ \exp(-j\omega_0 \tau_{Mi}) \end{bmatrix}, i = 1, 2, \ldots, N \]  

The fast Fourier transform algorithm is used to extract the phase difference of the input array signal as an input to the intelligent DOA estimation model. The phase difference between the \( i \)-th element and the \( j \)-th element of a uniform circular array is represented by \( \theta_{ij} \). The phase difference of the signal of array elements can be expressed as the phase difference square array, as shown in Equation (9).

\[ \begin{bmatrix} \theta_{11} & \theta_{12} & \cdots & \theta_{1M} \\ \theta_{21} & \theta_{22} & \cdots & \theta_{2M} \\ \vdots & \vdots & \ddots & \vdots \\ \theta_{M1} & \theta_{M2} & \cdots & \theta_{MM} \end{bmatrix} \]  

Figure 3. Schematic diagram of M-element uniform circular array.

2.2. The Error of Signals

Equation (3) is the expression of the array signal received under ideal conditions. In the actual environment, the signal of the antenna array changes a lot due to various error factors. Considering various error factors, the vector form of the signal can be written as follows:

\[ X(t) = \tilde{A}S(t) + N(t) \]  

where \( \tilde{A} = CG \Phi A \), \( C \) is the mutual coupling error between array elements, \( G \) is amplitude, and the phase error of the array channel and \( \Phi \) is the array element position error. Due to
various errors in the actual environment, there is a great difference between actual signal samples and ideal simulation signal samples. When considering a five-element uniform circular array with a radius of \( r = 0.75 \) m, the frequency is 163–167 MHz, the angle step is 5°, and the frequency interval is 1 MHz. Figure 4a shows the phase difference between the two array elements of 300 simulation signal samples generated by a computer under ideal conditions. Figure 4b shows the phase difference between two array elements of 300 actual signal samples collected in the actual environment.

It can be seen that the phase difference in the ideal condition is very different from the phase difference in the actual environment due to various error factors in the actual environment. Because the signal in the actual environment is affected by many complex error factors, such as mutual coupling error, amplitude and phase error of array channel, and array element position error, these errors make the DOA estimation performance of the model sharply decline in the actual environment. A deep neural network (DNN) can learn the complex mapping relationship between signals and their azimuths. However, it is difficult to collect a large number of actual signal samples for training. Therefore, we propose the error calibration method based on transfer learning to make the DNN-based DOA estimation models work well in the actual environment. The large number of ideal signal samples generated by computer simulation are used to train a DNN-based model and learn the mapping between signals and their azimuths. The small number of actual signal samples are used to fine-tune the model based on transfer learning and learn the complex error factors. As such, the model is transferred from the ideal condition to the actual environment, and hence error calibration is achieved.

3. Models and Methods

Figure 5 shows the overall framework of the proposed method, where a large number of ideal simulation signal samples are generated as source domain data \( D_S \) to train an ideal intelligent DOA estimation model. The source task \( T_S \) is DOA estimation under ideal conditions. We collect a small number of actual signal samples as target domain data \( D_T \). Under the effect of the knowledge transfer of \( D_S \) and \( T_S \), the model is fine-tuned. The target task \( T_T \) is DOA estimation in the actual environment.

The covariance matrix of the phase difference between elements can be regarded as a direction image. It not only contains all information about the direction of an incident signal, but also eliminates some noise and interference [28]. Therefore, we use CNN to construct the DOA estimation model. The CNN can continuously extract the features of data in layers. The multi-layer linear and nonlinear processing units of CNN are superimposed in a hierarchical manner, which provides the ability to learn complex representations at different levels of abstraction. Thus, it is good at learning the complex characteristics of array signals.
3.1. The DOA Estimation Model Based on CNN

Figure 6 shows the structure of the intelligent DOA estimation model based on CNN, which consists of five convolutional layers and one fully connected layer.

The input of the first convolutional layer $x_0$ is the phase difference characteristic matrix.

$$x_0 = \begin{pmatrix} \theta_{11} & \theta_{12} & \cdots & \theta_{1M} \\ \theta_{21} & \theta_{22} & \cdots & \theta_{2M} \\ \vdots & \vdots & \ddots & \vdots \\ \theta_{M1} & \theta_{M2} & \cdots & \theta_{MM} \end{pmatrix} \quad (11)$$

The feature of the $l$-th convolutional layer is expressed as $x^l = \{x^l_1, \ldots, x^l_{N_l}\}$, where the feature $x^l$ is composed of several feature maps $x^l_j$. $N_l$ is the number of convolutional kernels as well as the number of output feature maps in the $l$-th convolutional layer. The calculation of $x^l_j (j = 1, \ldots, N_l)$ is as follows:

$$x^l_j = \text{relu}\left( \sum_{i=1}^{N_l-1} (k^l_{ij} \odot x^l_{i-1} + b^l_j) \right) \quad (12)$$

where, $k^l_{ij}$ is the convolutional kernel of the $l$-th layer, $\odot$ represents the convolutional operation, $b^l_j$ represents the bias, and uses the nonlinear function $\text{relu}$ as the activation function. The calculation is as follows:

$$\text{relu}(x) = \max(0, x) \quad (13)$$

The features of each layer can be calculated as follows:
The output feature of the last convolutional layer is flattened into a one-dimensional vector and input into the fully connected layer, which is computed as follows:

\[
y = \text{sigmoid}(W \cdot \text{flatten}(x^5_1, \ldots, x^5_{N_5}) + b')
\]  

where \(\text{flatten}\) is the flatten operation, and \(W\) and \(b'\), respectively, represent the connection weight and offset of the fully connected layer. \(\text{sigmoid}\) is adopted as the activation function. The calculation is as follows:

\[
\text{sigmoid}(x) = \frac{1}{1 + e^{-x}}
\]

The parameter set of the intelligent DOA estimation model based on CNN can be expressed as follows:

\[
\Omega = \left\{ \left\{ k^1_j, b^1_j \right\}_{j=1}^{N_1}, \left\{ k^2_j, b^2_j \right\}_{j=1}^{N_2}, \ldots, \left\{ k^5_j, b^5_j \right\}_{j=1}^{N_5}, \left\{ W, b' \right\} \right\}
\]

Among them, \(k\) and \(b\) are the parameters of convolutional layers, \(W\) and \(b'\) are the parameters of the fully connected layer.

### 3.2. Error Calibration Method Based on Transfer Learning

After training a CNN-based intelligent DOA estimation model with a large number of ideal simulation signal samples, the CNN model is used as a pretrained model. A small number of actual signal samples are used to fine-tune the pretrained model.

Figure 7 shows the error calibration method based on transfer learning. The first \(t\) convolutional layers are frozen, and the weight is not updated. The weight of the \(t + 1\)-th to the last convolutional layer and the weight of the fully connected layer is updated. That is to keep the parameters \(\Omega_1 \in \Omega\) unchanged.

\[
\Omega_1 = \left\{ \left\{ k^1_j, b^1_j \right\}_{j=1}^{N_1}, \left\{ k^2_j, b^2_j \right\}_{j=1}^{N_2}, \ldots, \left\{ k^5_j, b^5_j \right\}_{j=1}^{N_5}, \left\{ W, b' \right\} \right\} \in \Omega
\]

The parameters \(\Omega_2 \in \Omega\) are updated.

\[
\Omega_2 = \left\{ \left\{ k^{t+1}_j, b^{t+1}_j \right\}_{j=1}^{N_{t+1}}, \ldots, \left\{ k^5_j, b^5_j \right\}_{j=1}^{N_5}, \left\{ W, b' \right\} \right\} \in \Omega
\]

The gradient of the convolutional layers is calculated as follows:

\[
\frac{\partial E_{\text{conv}}}{\partial k^l_{i,j}} = \frac{\partial E_{\text{conv}}}{\partial a^l_j} \frac{\partial a^l_j}{\partial k^l_{i,j}}
\]
convolutional layers. When updating the weights, the gradient descent algorithm is used to calculate the gradient $g$ for a batch of samples.

\[
g = \frac{1}{m} \sum_{i=1}^{m} \frac{\partial E_i}{\partial \phi}
\]

where $m$ is the number of samples for a batch, and $\partial E_i$ is the sample error. Adaptive time estimation (Adam) is used to optimize the gradient. The gradient of the first-order moment vector $s$ and the second-order moment vector $r$ over time $t$ is calculated as follows:

\[
s_t = \rho_1 s_{t-1} + (1 - \rho_1) g_t
\]

\[
r_t = \rho_2 r_{t-1} + (1 - \rho_2) g_t^2
\]

where $\rho_1$ and $\rho_2$ are the exponential decay rates of moment estimation. The calibrated first-order moment vector deviation $\hat{s}_t$ and second-order moment vector deviation $\hat{r}_t$ are as follows:

\[
\hat{s}_t = \frac{s_t}{1 - \rho_1}
\]

\[
\hat{r}_t = \frac{r_t}{1 - \rho_2^t}
\]

$\eta$ is the learning rate, $\theta$ is a small constant—generally $10^{-8}$—and the weights are updated as follows:

\[
k_{i,j}^l = k_{i,j}^l - \frac{\eta \hat{s}_t}{\sqrt{\hat{r}_t} + \theta}
\]

\[
b_{j}^l = b_{j}^l - \frac{\eta \hat{s}_t}{\sqrt{\hat{r}_t} + \theta}
\]

**Figure 7.** Proposed transfer learning method.

When the model has trained to convergence again, the training is stopped. The Algorithm 1 is as follows.
Algorithm 1 Error calibration method based on transfer learning

**Input:**
A large number of ideal simulation signal samples $D_S$,
A small number of actual samples $D_T$.

**Output:**
Fine-tuning trained DOA estimation model $f_T$

**Process:**
1. Use a large number of ideal samples $D_S$ to train an intelligent DOA estimation model based on CNN.
2. Set the number of training iterations $T$ and a smaller learning rate $\eta$.
3. Freeze the parameters $\{k_1^j, b_1^j\}_{i=1}^{N_1}, \{k_2^j, b_2^j\}_{i=1}^{N_2}, \ldots, \{k_t^j, b_t^j\}_{i=1}^{N_t}$ of the previous $t$-th convolutional layers.
4. Set the parameters $\{k_{t+1}^j, b_{t+1}^j\}_{i=1}^{N_{t+1}}, \ldots, \{k_5^j, b_5^j\}_{i=1}^{N_5}, \{W, b\}$ of $t+1$-th to the last convolutional layer and the fully connected layer can be updated.
5. for $t = 1$ to $T$ do
   6. A batch of actual samples $D_k^T$ are input to the model and calculate the forward propagation error $E = (y_k - \hat{y}_k)^2$
   7. Error back propagation, update weight $k_{ij}^l = k_{ij}^l - \frac{\eta}{\sqrt{r+\theta}}, b_j^l = b_j^l - \frac{\eta}{\sqrt{r+\theta}}, W_{ij}^l = W_{ij}^l - \frac{\eta}{\sqrt{r+\theta}}, b_j^l = b_j^l - \frac{\eta}{\sqrt{r+\theta}}$
   8. if the model is trained to convergence then
      9. Stop training
   10. else
      11. Continue training

4. Simulation and Result Analysis

- **Experiment environment.** The ideal array signal sample is a five-element uniform circular array signal with a frequency range of 100 MHz–200 MHz, signal-to-noise ratio set to 0–25 db, angle range of 0–360°, and interval of 1°. The actual signal sample is a five-element uniform circular array signal collected in the actual environment, with a frequency range of 150 MHz–200 MHz, an angle range of 0–360°, and an interval of 5°.

- **Collection of actual signals.** We use a circular array of five-channel ultrashortwave correlation interferometer direction finding equipment to collect the actual signal samples, and the data obtained is the phase difference data of the actual signal. The receiving antenna array of the ultrashort wave direction-finding equipment we used to collect actual signal samples is five-element uniform circular array. The antenna array is divided into upper and lower layers. The upper layer is used to receive ultrashort wave spatial signal source and the working frequency band is vertical polarization 800–3000 MHz. The lower layer is used to collect a short-wave spatial signal source and the working frequency band is vertical polarization 30–800 MHz. We use the five-element uniform circular array of the lower layer to collect the actual signal samples. Figure 8 shows the positions of the five elements, the five antenna elements are evenly distributed on the circumference with radius $r = 0.75$ m, and the included angle between adjacent elements is 72°. The frequency range is 151–200 MHz, the azimuth range is 0–360°, the angle step is 5°, and the frequency interval is 1 MHz. A total of 3600 samples of actual signal samples were collected, and some of them are shown in Table 1, where $\theta_{ij}$ represents the phase difference between the array element $i$ and array element $j$. 
Table 1. The phase difference between the elements of some actual signals.

| Frequency (MHz) | θ_{12} | θ_{23} | θ_{34} | θ_{45} | θ_{51} | Azimuth (°) |
|-----------------|--------|--------|--------|--------|--------|-------------|
| 151             | −81.397 | −131.6 | −0.24426 | 131.66 | 81.587 | 0           |
| 151             | −71.317 | −135.07 | −12.096 | 127.76 | 90.726 | 5           |
| 151             | −60.364 | −137.2 | −24.359 | 122.38 | 99.546 | 10          |
| 151             | −49.47 | −138.45 | −35.756 | 116.07 | 107.61 | 15          |

| Frequency (MHz) | θ_{13} | θ_{24} | θ_{35} | θ_{45} | θ_{51} | Azimuth (°) |
|-----------------|--------|--------|--------|--------|--------|-------------|
| 151             | 147    | −131.85 | 131.41 | −146.75 | 0.19037 | 0           |
| 151             | 153.61 | −147.17 | 115.66 | −141.51 | 19.409  | 5           |
| 151             | 162.43 | −161.56 | 98.021 | −138.07 | 39.182  | 10          |
| 151             | 172.08 | −174.21 | 80.31 | −136.32 | 58.141  | 15          |

Figure 8. The ultrashort wave direction-finding antenna array.

**Generation of simulation signals.** We generate the simulation signal samples of a five-element uniform circular array with radius \( r = 0.75 \) m by computer. The frequency range is 100–200 MHz, the azimuth range is 0–360°, the angle step is 1°, and the frequency interval is 0.5 MHz, and the signal-to-noise ratio is 0–25 db. A total of 72,000 samples of actual signal samples were generated.

**Evaluation metrics.** There are four evaluation metrics for the intelligent DOA estimation model: average absolute angle error (MAE), root mean square angle error (RMSE), maximum absolute angle error (MAXE), and the ratio of absolute angle error less than 1° (Ratio-1).

The MAE is calculated as follows:

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |\theta_{test} - \theta_{label}|
\]  

The RMSE is calculated as follows:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\theta_{test} - \theta_{label})^2}
\]

The MAXE is calculated as follows:

\[
MAXE = \text{MAX}\{|\theta_{test} - \theta_{label}|\}_{i=1}^{N}
\]

The Ratio-1 is calculated as follows:

\[
\text{Ratio-1} = \frac{\text{num}(|\theta_{test} - \theta_{label}| < 1^\circ)}{N}
\]

Among them, \( \theta_{test} \) is the test angle, \( \theta_{label} \) is the actual angle, \( N \) is the number of test samples, and \( \text{num} \) is the operation of counting quantity.
Datasets. Training Dataset $T_1$: 72,000 ideal simulation signal samples are generated under ideal conditions, with a frequency range of 100 MHz–200 MHz. Training Dataset $T_2$: 1800 actual signal samples are collected in the actual environment, with a frequency range of 150 MHz–200 MHz. Test Dataset $D$: 1800 actual signal samples, which are different with $T_2$, with a frequency range of 150 MHz–200 MHz. Angular values of all signal samples are replaced by sine and cosine values, which are the labels.

4.1. Model Structure and Parameters

The intelligent DOA estimation model is constructed based on CNN. The structure and parameters of the model are shown in Table 2.

Table 2. The structure and parameters of a deep convolutional neural network.

| Layer | Type | Kernel Size | Input | Output |
|-------|------|-------------|-------|--------|
| 1     | Conv | $1 \times 1$ | $5 \times 5 \times 1$ | $5 \times 5 \times 8$ |
| 2     | Conv | $3 \times 3$ | $5 \times 5 \times 8$ | $2 \times 2 \times 16$ |
| 3     | Conv | $1 \times 1$ | $2 \times 2 \times 16$ | $2 \times 2 \times 32$ |
| 4     | Conv | $1 \times 1$ | $2 \times 2 \times 32$ | $2 \times 2 \times 64$ |
| 5     | Conv | $1 \times 1$ | $2 \times 2 \times 64$ | $2 \times 2 \times 64$ |
| 6     | Fc   |             | 256   | 2      |

Before transfer learning, the batch size is set to 360, and the learning rate is set to 0.001. We use the early stop strategy for training. When the validation error does not decrease for five epochs, the training will be stopped. When transfer learning, we fine tune the model with a smaller learning rate of 0.0001, other parameters remain unchanged.

4.2. Experimental Results

We use the training dataset $T_1$ to train the intelligent DOA estimation model to convergence, and test it on the test dataset $D$. Then, set a smaller learning rate, use the training dataset $T_2$ to fine-tune the model and update the parameters of all convolutional layers and the fully connected layer. When the model has trained to convergence again, test it on the test set $D$. In Section 4.2.1, we show the test performance on the four evaluation metrics of the model before and after transfer learning. In Section 4.2.2, we show how close the predicted angles are to the actual angles before and after transfer learning. In Section 4.2.3, we show the test angle error distribution before and after transfer learning.

4.2.1. Test Performance on MAE, RMSE, MAXE, and Ratio-1

Test results before and after transfer learning on the four evaluation metrics are shown in Table 3.

Table 3. Test results before and after transfer learning.

| Method              | Evaluation Metrics | MAE (°) | RMSE (°) | MAXE (°) | Ratio-1 |
|---------------------|--------------------|---------|----------|----------|---------|
| Before transfer learning |                   | 13.770  | 34.720   | 179.827  | 0.043   |
| After transfer learning    |                   | 0.716   | 0.912    | 3.775    | 0.737   |

We can observe from the result in Table 3 that the performance of the model after transfer learning has been greatly improved. The average angle error MAE drops from $13.77°$ to $0.716°$, the root mean square angle error RMSE decreased from $34.72°$ to $0.912°$, the maximum angular error MAXE decreased from $179.827°$ to $3.775°$, and the ratio of absolute error less than $1°$ Ratio-1 increased from 0.043 to 0.737. What can be inferred from the test result can be found below:

1. Transfer learning enables the model to learn the error knowledge in the actual environment with a small number of actual signal samples.
2. The error calibration method we proposed based on transfer learning can effectively improve the DOA estimation performance of the model in practical application.

4.2.2. Test Angle

Figure 9a shows the test angles and the actual angles for each signal sample in a test dataset $D$ before transfer learning. The blue circles are labels, and the red lines are the angles of the model prediction. Figure 9b shows the test angles and the actual angles after transfer learning. We can observe from Figure 9 that after transfer learning, the model’s test accuracy is greatly improved. Before transfer learning, there is a large difference between the predicted azimuths and the actual azimuths, especially when the frequency increases. After transfer learning, the predicted azimuths are very close to the actual azimuths.

![Figure 9a](image1.png) ![Figure 9b](image2.png)

**Figure 9.** Comparison of the test angle and actual angle of the model before and after transfer learning. (a) Before transfer learning. (b) After transfer learning.

4.2.3. Test Error Distribution

We make statistics on the test angle error of the actual samples and draw the distribution diagram, as shown in Figure 10. Figure 10a shows the test angle error distribution of the model before transfer learning, and Figure 10b shows the error distribution after transfer learning.

![Figure 10a](image3.png) ![Figure 10b](image4.png)

**Figure 10.** The test angle error distribution before and after the transfer learning. (a) Before transfer learning. (b) After transfer learning.

We can observe from Figure 10 that before transfer learning, the test angle errors are mostly distributed between $-50^\circ$ and $50^\circ$, and there are some large angle errors below $-100^\circ$ or over $100^\circ$. After transfer learning, the error is mainly distributed between $-1^\circ$ and $1^\circ$, and the maximum angle error of the model is reduced between $-5^\circ$ and $5^\circ$. We can infer from the test result that our error calibration method based on transfer learning greatly reduces the overall DOA estimation error.

5. Further Analysis

5.1. Freeze Different Layers

A common method in transfer learning is to freeze some layers, fix their parameters, and fine-tuning updates the parameters of other layers. In this experiment, we, respectively,
froze the first 0, 1, 2, 3, 4, and 5 convolutional layers. Freezing the first 0 convolutional layers will open all network layers for fine-tuning. Freezing the first five convolutional layers will freeze all convolutional layers, and fine-tuning updates the parameters of the fully connected layer. Freeze different network layers and use the same training dataset \( T_2 \) so that fine-tuning may train the model. Test results on the four evaluation metrics are as shown in Table 4.

| Freeze Method | Evaluation Metrics | MAE (°) | RMSE (°) | MAXE (°) | Ratio-1 |
|---------------|--------------------|---------|----------|----------|---------|
| Freez_0       |                    | 0.716   | 0.912    | 3.775    | 0.737   |
| Freez_1       |                    | 0.678   | 0.860    | 4.020    | 0.766   |
| Freez_2       |                    | 0.791   | 1.050    | 17.415   | 0.699   |
| Freez_3       |                    | 0.780   | 1.186    | 13.830   | 0.707   |
| Freez_4       |                    | 0.908   | 1.186    | 8.713    | 0.643   |
| Freez_5       |                    | 3.992   | 6.807    | 179.662  | 0.168   |

We can observe from Table 4 that when different network layers are frozen, the test results of the model are different. When the first convolutional layer is frozen and the next four convolutional layers and the fully connected layer are fine-tuning trained, the test result is better than other freezing approaches. Although the maximum angle error is 4.02°, which is higher than the minimum value of 3.775°, this may be due to the large individual error caused by the randomness of the samples. When all the convolutional layers are frozen and only the fully connected layer is fine-tuning trained, the performance of the model is much lower.

From the above test results, we can draw inferences as follows:

1. The convolutional layer is the main feature extraction module, and the fully connected layer is the classification module. When all convolutional layers are frozen, the test results of the model are poor, while when some convolutional layers are opened, the test results of the model are significantly improved. This is because the feature extraction module is needed to be fine-tuned when training samples are transferred from the ideal condition to the actual condition.

2. In CNN, different convolutional layers extract different features from the input data. The first few convolutional layers extract the common features (bottom features) of the data, and the last few extract the individual features (high-level features), and the transition from the common features to the individual features occurs on some middle layers.

5.2. Different Numbers of Actual Samples

Another important factor is the number of actual signal samples. In this experiment, we randomly selected 360, 720, 1080, 1440, and 1800 actual samples to fine-tune the model and freeze the first convolutional layer. Because a small number of actual signal samples are used to fine-tune the model during transfer learning, the selection of a small number of samples has a large impact on the model performance. Therefore, we repeat the experiment five times with different numbers of randomly selected samples, and the average of the five sets of experimental results is taken as the final experimental result. The performance of the model on the test dataset \( D \) on four evaluation metrics is shown in Table 5.
Table 5. Test results of using different numbers of actual samples.

| Number | Evaluation Metrics | MAE (°) | RMSE (°) | MAXE (°) | Ratio-1 |
|--------|--------------------|---------|----------|----------|---------|
| 360    |                    | 1.232   | 1.902    | 45.178   | 0.547   |
| 720    |                    | 1.106   | 1.843    | 34.857   | 0.619   |
| 1080   |                    | 0.944   | 1.571    | 33.678   | 0.715   |
| 1440   |                    | 0.872   | 1.048    | 36.724   | 0.727   |
| 1800   |                    | 0.662   | 0.848    | 5.72     | 0.785   |

We can observe from Table 5 that MAE, RMSE, and MAXE keep decreasing overall and Ratio-1 keeps increasing as the actual sample number increases. The maximum angular error MAXE refers to the error of the one with the largest angular error among all the test samples, which is further influenced by some individual samples. Therefore, it is reasonable for MAXE to have some volatility. When all 1800 samples in the training set are used, the performance of the model is relatively the greatest, with an MAE of 0.678°, RMSE of 0.86°, MAXE of 4.02°, and ratio-1 of 0.766. It can be inferred that the larger the sample size in the target domain, the more knowledge the model learns, and the better the performance of the model in the target task.

6. Conclusions

In this paper, we propose an intelligent DOA estimation error calibration method based on transfer learning, which learns error knowledge from a small number of samples. We generate a large number of ideal simulation signal samples to train the model constructed based on CNN. The CNN model learns the mapping between input signals and their azimuths. Then, we use a small number of actual signal samples collected in the actual environment to fine tune the model. During the fine-tuning process, the model learns the knowledge of various error factors. Through experimental comparison and analysis, this method can effectively improve the DOA estimation accuracy in practical applications. It is of great significance for intelligent DOA estimation from an ideal simulation to practical engineering application. Despite the preliminary results in this paper, however, fine-tuning is a relatively simple approach of transfer learning. In future work, we will investigate more reasonable transfer learning approaches to make the model better learn the error knowledge in the actual environment.
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