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We present an *ab initio* semi-analytical solution for the noise spectrum of complex-cavity microstructured lasers, including central Lorentzian peaks at the multimode lasing frequencies and additional sidepeaks due to relaxation-oscillation (RO) dynamics. In Phys. Rev. A 91, 063806 (2015), we computed the central-peak linewidths by solving generalized laser rate equations, which we derived from the Maxwell–Bloch equations by invoking the fluctuation–dissipation theorem to relate the noise correlations to the steady-state lasing properties. Here, we generalize this approach and obtain the entire laser spectrum, focusing on the RO sidepeaks. Our formulation treats inhomogeneity, cavity openness, nonlinearity, and multimode effects accurately. We find a number of new effects, including new multimode RO sidepeaks and three generalized α factors. Last, we apply our formulas to compute the noise spectrum of single-mode and multimode photonic-crystal lasers. © 2019 Optical Society of America

https://doi.org/10.1364/JOSAB.36.000C22

1. INTRODUCTION

The fluctuation–dissipation theorem (FDT) [1–3], which relates microscopic fluctuations to macroscopic susceptibilities, forms the basis of the modern understanding of electromagnetic fluctuation-based phenomena, such as Casimir forces and radiative heat transfer [4–7]. In a laser, spontaneous-emission noise causes fluctuations in the field that broaden the emission spectrum to cover a finite bandwidth [8]. A laser can be treated as a negative-temperature system at local equilibrium and a generalized FDT can be used, in this context, to relate the correlations of the noise to the imaginary part of the dielectric permittivity [9–13]. This relation produces a formula for the noise spectrum in terms of the laser steady-state properties [14–18]. While traditional laser-noise theories are excellent at predicting the properties of macroscale lasers [19,20], they fail when applied to microstructured lasers with wavelength-scale inhomogeneities, and they also require empirical parameters [21]. Inspired by the recent FDT-based advances in stochastic electromagnetism [22,23], we recently employed similar tools to obtain an analytic solution for the linewidth of the central lasing peaks [24], which avoids all of the traditional approximations and finds new linewidth corrections for highly inhomogeneous and strongly nonlinear lasers. In this paper, we present a closed-form expression for the entire laser spectrum, including sidepeaks that arise due to oscillations of the laser intensity as it relaxes to the steady state following noise-driven perturbations. Our single-mode formula [Eq. (7)] agrees with earlier theories in the appropriate limits (reducing to the result of [20] in the limit of constant atomic-relaxation rates and to [24] when phase and intensity fluctuations of the field are decoupled) and deviates substantially for lasers with wavelength-scale inhomogeneity. We predict several new effects, such as enhanced smearing of the sidepeaks, new inhomogeneous corrections to the α factor (which is the dominant linewidth broadening factor in semiconductor lasers [14,25]), and new multimode sidepeaks due to amplitude modulation of the relaxation-oscillation (RO) signal.

Laser dynamics are surveyed in many sources [26–30], but it is useful to review here a simple physical picture of laser noise. A resonant cavity [e.g., light bouncing between two mirrors or a photonic-crystal microcavity [31] as in Fig. 1(a)] traps light for a long time in some volume, and lasing occurs when a gain medium is “pumped” to a population “inversion” of excited states to the point (threshold) where gain balances loss. The nonlinear interaction between the field and the gain medium stabilizes the system at a steady state. If noise were absent, the field would perform harmonic oscillations and the laser-power spectrum would consist of delta functions at the oscillation frequencies, ωμ. However, noise [represented by red arrows in panel (a)] is always present, and it “kicks” the field away from the steady state. Fluctuations in the intensity of the field...
are suppressed by the nonlinear interaction with the gain, while phase fluctuations can be large [see panel (b)]. The phase undergoes a Brownian motion, which leads to broadening of the central lasing peaks [14,32]. The effect of intensity fluctuations depends on the relative relaxation rates of the gain and the field [33–35]. When the population inversion of the medium decays much more rapidly than the field (a regime called “class-A lasers”), intensity fluctuations decay exponentially to the steady state. A nonzero intensity-phase coupling leads to enhanced phase variance, which increases the linewidths of the central peaks by a factor of $1 + \alpha^2$ [14,15,25] (where $\alpha$ is “the amplitude–phase coupling” and can be computed from the lasing mode and material properties [15,25]).

In the limit of comparable inversion and field relaxation rates (i.e., in “class-B lasers”), the inversion and laser intensity undergo ROs [29,30], which produce, in addition to central-peak broadening, a series of sidepeaks in the noise spectrum [see panels (c) and (d)], obtained by numerically solving Eqs. (6) and (7), as explained below. The amplitudes of subsequent peaks in the series decrease exponentially and, in most cases, only the first-order sidepeaks are measurable. Last, when fluctuations in the inversion relax much more slowly than the field (i.e., in “class-C lasers”), multimode lasing is unstable and the dynamics is chaotic [33]. This paper focuses on RO sidepeaks, which are relevant for class-B lasers.

RO sidepeaks were first predicted and measured by Vahala et al. [19,36]. The early measurements found an asymmetry between the amplitudes of the blue and red sidepeaks [37,38]. Later work by van Exter et al. [20] attributed this asymmetry to the $\alpha$ factor. Since most typical semiconductor lasers have a positive $\alpha$ factor [37,38], this result implied that the red sidepeaks are usually stronger than blue sidepeaks (negative $\alpha$ factors are possible [25,39], but are less common). The van Exter work used the traditional laser rate equations in order to derive the power-spectrum formula, but these rate equations were derived under severe approximations and, hence, limit the generality of this result. In this work, we remedy this shortcoming by using generalized rate equations [Eq. (6)], which treat the inhomogeneity and nonlinearity in the laser medium accurately. These equations were derived in [24] and are introduced in the next section.

2. FROM LANGEVIN MAXWELL–BLOCH TO THE OSCILLATOR EQUATIONS

The starting point of our derivation in [24] is the Langevin Maxwell–Bloch equations [27,40], which describe the dynamics of an electromagnetic field ($\mathbf{E}$) interacting with a two-level gain medium, represented by polarization ($\mathbf{P}$) and population inversion ($\mathbf{D}$), in the presence of noise ($\mathbf{F}_S$):

$$\nabla \times \nabla \times \mathbf{E} + \epsilon_x(x) \mathbf{E} = -\mathbf{P} + \mathbf{F}_S,$$

(1a)

$$\dot{\mathbf{P}} = -i(\omega_a - i\gamma_\perp)\mathbf{P} - i\gamma_\parallel \mathbf{E} \mathbf{D},$$

(1b)

$$\dot{\mathbf{D}} = -\gamma_\parallel \left[ D_0 F(x) - D + \frac{i}{2} (\mathbf{E} \cdot \mathbf{P}^* - \mathbf{P} \cdot \mathbf{E}^*) \right].$$

(1c)

The first equation is a Maxwell-type equation for the field in a cavity with passive permittivity $\epsilon_x(x)$, which is driven by the atomic polarization and the noise. The second equation is an oscillator equation for the polarization, with frequency $\omega_a$ and damping rate $\gamma_\perp$, which is driven by the field and the inversion. Last, the inversion is created by an external pump source [with $D_0$ and $F(x)$ representing the pump strength and spatial distribution]; it is saturated by the field and atomic polarization, relaxing to the steady state at a rate $\gamma_\parallel$.

Throughout the paper, we use bold letters to denote vectors. The units and underlying assumptions of this model are discussed in [41–44]. Note that Eq. (1a) neglects spatial dispersion [45] (i.e., nonlocal effects), which may arise due to...
gain diffusion [46], e.g., in some molecular-gas [47] and semiconductor lasers [48]. Such effects will not alter the noise spectrum when the diffusion is much slower than the bare inversion relaxation rate $\gamma_i$; the strong-diffusion regime is beyond the scope of this work. For simplicity of presentation, Eq. (1a) neglects also spectral dispersion (nonlocality in time) of the passive transition. However, our derivation of the noise spectrum is valid also for dispersive media, so we include a frequency dependence in the Fourier transform of $\epsilon_i(\mathbf{x})$, which appears in Table 1.

Noise is incorporated by including a fluctuating current source, $F_\mathcal{S}$, in the equation for the field [Eq. (1a)], whose correlations are given by the FDT, under the assumption of local thermal equilibrium. Although lasers are pumped nonlinear systems, when operating at steady state, they reach thermal equilibrium [1–3,12,13] since dissipation by optical absorption must be balanced by spontaneous emission. The probability distribution of the atomic populations obeys Boltzmann statistics, with an effective inverse temperature defined as [11,49,50]

$$\beta(\mathbf{x}) \equiv \frac{1}{\hbar \omega_0} \ln \left( \frac{N_1(\mathbf{x})}{N_2(\mathbf{x})} \right),$$  

(2)

where $N_1$ and $N_2$ being the populations in the lower and upper states of the lasing transition. Under these conditions, one can apply the FDT to find the correlations of the noise [13]:

$$\langle \tilde{F}_S(\mathbf{x}, \omega) \tilde{F}_S^* (\mathbf{x'}, \omega') \rangle = 4\hbar \omega_0^4 \ln[\epsilon(\mathbf{x}, \omega)] \coth \left( \frac{\hbar \beta(\mathbf{x}, \omega)}{2} \right) \times \delta(\mathbf{x} - \mathbf{x'}) \delta(\omega - \omega').$$  

(3)

Here, $\epsilon(\mathbf{x}, \omega)$ is the dispersive permittivity of the laser, which includes nonlinear gain saturation above the lasing threshold [$\epsilon$ is defined in Table 1 and by the square brackets in Eq. (5)]. The inverse temperature, $\beta$, and the imaginary part of the permittivity, $\Im[\epsilon]$, are negative in gain regions (where the inversion $D \equiv N_2 - N_1$ is positive) while both are positive elsewhere. In our approach (and also in [15,17,18]), $F_\mathcal{S}$ represents the fluctuating spontaneous emission field. An equivalent description of laser noise can be obtained by introducing fluctuating currents in the atomic variables [Eqs. (1b) and (1c)], instead of $F_\mathcal{S}$, but we showed in [51] that the formulations are equivalent.

A recent advance in the theory of microstructured lasers [41,42,44] shows that in many cases, the Maxwell–Bloch equations can be greatly simplified. The inversion in most microlasers is nearly stationary (since microstructured lasers have a large free spectral range—i.e., the mode spacing scales as $1/L$, where $L$ is the length-scale of the structure—the beating terms in Eq. (3) can be neglected [41]) and, therefore, there exists a stable steady-state solution of the form

$$E(\mathbf{x}, t) = \sum_\mu E_\mu(\mathbf{x}) a_\mu(t) e^{-i\nu_\mu t}.$$  

(4)

The Maxwell–Bloch equations can be reduced to a single Maxwell-type equation of the form

$$\left( \nabla \times \nabla \times -\omega_0^2 \epsilon(\mathbf{x}, \omega) + \frac{\gamma_\perp}{\gamma_\parallel - \omega_0 + i\gamma_\perp} \right) \frac{D_0 F(\mathbf{x})}{1 + \sum_\mu (\omega_{\mu,0} - \omega_0)^2 |a_\mu|_E^2 |E(\mathbf{x})|^2} E_\mu(\mathbf{x}) = 0.$$  

(5)

This is a dispersive nonlinear eigenvalue problem, whose solutions determine the steady-state lasing frequencies $\omega_\mu$, amplitudes $a_\mu$, and modes $E_\mu(\mathbf{x})$, which can be found by employing numerical algorithms (as outlined in [52]). The set of assumptions underlying the derivation of Eq. (5) are commonly abbreviated as SALT—the steady-state ab initio laser theory.

When noise is introduced, the laser field can still be approximated by Eq. (4), but now the complex amplitudes, $a_\mu(t)$, vary over time. In [24], we derive dynamical equations for $a_\mu(t)$ by using numerical solutions of the SALT equation [Eq. (5)] while treating the effect of noise analytically. A weak noise causes small intensity fluctuations relative to the steady-state intensity i.e., $|a_\mu(t)|^2 \approx |a_\mu|^2$ (this assumption breaks down near the lasing threshold). In the single-mode regime, we find

$$\dot{a}_\mu(t) = \int d\mathbf{x} c_{\mu \mu}(\mathbf{x}) \gamma(\mathbf{x}) \int d^3t e^{-i\nu(t')}(a_{\mu,0} |a_\mu(t')|^2) a_\mu(t') + f_{\mu}(t),$$

(6)

where the parameters $c_{\mu \nu}(\mathbf{x})$, $\gamma(\mathbf{x})$, and $a_{\mu,0}$ are obtained from SALT (as shown in Table 1) [24]. The nonlinear restoring

### Table 1. Coefficients of the Single-Mode and Multimode Generalized Rate Equations [Eqs. (6) and (16)], Expressed in Terms of the Laser Parameters [Cavity Permittivity, $\epsilon_c(x)$; Gain Frequency and Bandwidth, $\omega_\mu$ and $\gamma_\perp$; and Pump Intensity and Spatial Profile, $D_0$ and $F(\mathbf{x})$] as Well as the Laser Steady-State Properties [SALT Frequencies $\omega_\mu$; Mode Amplitudes, $a_\mu$; and Mode Profiles, $E_\mu(x)$]a

| Quantity                  | Symbol                                           | Definition                                                                 |
|---------------------------|--------------------------------------------------|----------------------------------------------------------------------------|
| SALT permittivity         | $\epsilon(\mathbf{x}, \omega)$                  | $\epsilon(\mathbf{x}, \omega) + \frac{\epsilon_c(\mathbf{x})}{\omega - \omega_\mu + i\gamma_\perp}$ |
| Nonlinear restoring force | $c_{\mu \mu}(\mathbf{x})$                       | $\int d\mathbf{x} \frac{\partial}{\partial \epsilon_c(\mathbf{x})} \frac{\partial \epsilon_c(\mathbf{x})}{\partial \epsilon_c(\mathbf{x})}$ |
| Dressed decay rate        | $\gamma(\mathbf{x})$                            | $\gamma(\mathbf{x}) \left( 1 + \sum_\mu (\omega_{\mu,0} - \omega_0)^2 |a_\mu|^2 \right)$ |
| Noise amplitude           | $R_{\mu \mu}(\omega)$                           | $2\hbar \omega_0 \int d^3x |E_\mu(x)|^2 \ln \left( \frac{\epsilon_c(x)}{\epsilon_c(x)} \right) \coth \left( \frac{\hbar \beta(x)}{2} \right)$ |

aThe definitions are borrowed from [24].
force, $c_{\mu\mu}(x)$, can be thought of as an effective gain rate (being proportional to the product of the lasing frequency $\omega_p$ and pump amplitude $D_0$). The dressed relaxation rate, $\gamma(x)$, is a sum of the bare atomic-relaxation rate, $\gamma_0$, and a nonlinear spatially inhomogeneous term, which turns on at the lasing threshold. Last, the noise is represented by a random Langevin term, $f_\mu(t)$, and only its amplitude $R_{\mu\mu}$ [defined via $(f_\mu(t)f_\mu^*(t')) = R_{\mu\mu}\delta(t-t')$] determines the (ensemble-averaged) noise spectrum. Treating spontaneous emission as white noise [14] (i.e., uncorrelated in time) is equivalent to assuming that the noise autocorrelation function [$R_{\mu\mu}(\omega)$] is nearly constant for frequencies within the lasing peaks. This assumption is valid when the lasing linewidths are much narrower than the gain bandwidth. The effect of colored noise can be incorporated into our approach, as mentioned in Section 5.

A solution of Eq. (6) is shown in Fig. 1(c) for a particular realization of the noise process, $f_\mu(t)$, with parameters $a_\mu(0) = 5$, $a_{\mu0} = 1$, $R_{\mu\mu} = 1.44 \times 10^{-4}$ s$^{-1}$, $\int dx c_{\mu\mu}(x) = 0.19 + 1.18 i$ s$^{-1}$ and a constant atomic-relaxation rate, $\gamma(x) = 0.0025$ s$^{-1}$ (which is a good approximation near threshold, because the nonlinear inhomogeneous term is much smaller than the bare rate). These parameters correspond to a type-B laser (i.e., with comparable atomic and light relaxation rates) and, indeed, the solution reveals RO dynamics. In [24], we used Eq. (6) to compute the central-peak linewidths. In this work, we use it to compute the entire noise spectrum, as shown in the next section.

### 3. Noise Spectrum of Single-Mode Lasers

#### A. Formula for the Noise Spectrum

Before diving into the details of the derivation of the single-mode formula (in Section 3.C), we summarize our results: the new formula, its validation, and its consequences. The noise spectrum of a single-mode laser with lasing frequency $\omega_p$ is

$$S_\mu(\omega) = \begin{cases} \Gamma_0(\omega_p)(\alpha_2^2 + 1) & \text{central peak} \\
\frac{\Gamma_0(\omega_p)(\alpha_2^2 + 1)}{(\omega - \omega_p)^2 + \frac{\Gamma_0(\omega_p)}{2}(\alpha_2^2 + 1)} & \text{blue sideband} \\
\frac{\Gamma_0(\omega_p)(\alpha_2^2 + 1)}{(\omega - \omega_p)^2 + \frac{3\Gamma_0(\omega_p)}{2}(\alpha_2^2 + 1)} & \text{red sideband} \\
\frac{\Gamma_0(\omega_p)(\alpha_2^2 + 1)}{(\omega - \omega_p)^2 + \frac{\Gamma_0(\omega_p)}{2}(\alpha_2^2 + 1)} & \text{red sideband} \\
\end{cases}$$

where

$$\alpha_2 = \frac{\Delta n}{2} \Gamma_0(\omega_p)$$

The first term corresponds to the central Lorentzian peak, while the second and third terms are the red and blue RO sidepeaks. In Table 2, we express all the parameters from Eq. (7) in terms of the coefficients of the generalized rate equation [Eq. (6)].

| Quantity | Symbol | Definition |
|----------|--------|------------|
| Phase diffusion coefficient | $\Gamma_0(\omega)$ | $R_{\mu\mu}(\omega)/2a_{\mu0}^2$ |
| RO frequency | $\Omega$ | $\sqrt{\frac{2\alpha_2^2}{\Gamma_0(\omega_p)}}$ |
| RO decay rate | $\Gamma$ | $\frac{\partial}{\partial\omega} \nu(\omega) / \omega$ |
| Sideband linewidth | $\Gamma_{SB}$ | $\frac{\partial}{\partial\omega} \nu(\omega, x) / \omega$ |
| Linewidth enhancement | $\alpha_1$ | $\frac{\partial}{\partial\omega} \nu(\omega, x) / \omega$ |
| Sideband power fraction | $\alpha_2$ | $\frac{\partial}{\partial\omega} \nu(\omega, x) / \omega$ |
| Asymmetry factor | $\alpha_3$ | $\frac{\partial}{\partial\omega} \nu(\omega, x) / \omega$ |

For ease of notation, we omit the subscript $\mu$ from the coefficients. Since these coefficients are functions of the SALT solutions (as shown in Table 1), the evaluation of Eq. (7) requires no additional free parameters besides those appearing in the Maxwell–Bloch equations [Eq. (1)]. The central peak is centered around the SALT lasing frequency, $\omega_p$, and its linewidth is the product of the phase-diffusion coefficient, $\Gamma_0(\omega_p)$, and the amplitude–phase-coupling enhancement factor, $\alpha_2^2$. Since some of the noise power goes into the sidepeaks, the amplitude of the central peak is reduced by a factor of $1 - \frac{\Gamma_0(\omega_p)}{\alpha_2^2}$, where $\Gamma$ is the rate at which ROs decay and $\alpha_2$ is the second generalized phase–amplitude-coupling factor. The RO sidepeaks are Lorentzians, whose center frequency and linewidth are $\omega_p \pm \Omega$ and $\Gamma_{SB}$, respectively. The amplitude of the blue and red sidepeaks differs by a factor of $\frac{\alpha_3}{\alpha_2^2 + 1}$, where $\alpha_3$ is the third generalized amplitude–phase-coupling factor.

Our new formula [Eq. (7)] is formally similar to the result of [20], but here we obtain three kinds of generalized $\alpha$ factors, while in [20] they are the same. In [20], the $\alpha$ factor is given by the traditional expression $\alpha_{1,2,3} = \frac{\text{Re}[\Delta n]}{\text{Im}[\Delta n]}$, where $\Delta n$ is the
change in index of refraction following a noise-driven perturbation [14]. In contrast, our generalized \( \alpha \) factors are spatial averages of the refractive index change with different weight factors (as defined in Table 2 and discussed in Section 3.B). While the parameters in our formula are obtained directly from the Maxwell–Bloch equations, the parameters in [20] are expressed in terms of many additional parameters (such as the mode volume, confinement factor, cold-cavity decay rate, effective differential gain, gain saturation coefficient, etc.) and, quantitatively, can only be obtained by empirical fits. Similar to previous work, our derivation of Eq. (7) assumes that \( \Gamma \ll \Omega \), which implies that the sidepeaks have little overlap with the central lasing peak.

**B. Validation and Main Predictions of the Formula**

We validate our single-mode formula [Eq. (7)] by comparing it with brute-force simulations of the generalized rate equations [Eq. (6)] and with previous theories [1,20] (Fig. 2). Since we expect Eq. (7) to deviate from the traditional results in the limit of substantially different \( \alpha \) factors, we study a numerical example where the \( \alpha \) factor can be easily tuned: a periodic array of dielectric slabs with a defect at the center of the structure and gain in the defect area (we discussed a similar structure in [24]). Our motivation to study this structure is the fact that the traditional \( \alpha \) factor is proportional to the detuning of the gain resonance from the lasing frequency [53]; since the frequency of the defect mode is unaltered by small changes in the gain, one can vary \( \alpha \) by varying the resonance of the gain. (A possible candidate system for measuring this effect is a Zeeman-split laser [54], where the frequency of the lasing transition varies in proportion to an external magnetic field.) The structure is shown in panel (a). The parameters are \( \varepsilon_1 = 1, \varepsilon_2 = 16, \varepsilon_3 = 7 \), \( d_1 = 0.2a \), \( d_2 = \frac{\sqrt{\varepsilon_1}}{\sqrt{\varepsilon_1+\varepsilon_2}} = 0.8a \), \( d_3 = 0.2a \), \( \gamma_\parallel = 0.006 \), \( \omega_p = 18 \) and \( \gamma_\perp = 1 \) in (b) [and \( \omega_p = 17 \) and \( \gamma_\perp = 2 \) in (c)]. Here, \( a \) is the unit-cell size and the frequency unit is \( 2\pi c/a \). We employ a finite-difference frequency-domain [55,56] approach to discretize the SALT equations, and use the algorithm from [52] to obtain the steady-state modes \( \{E_p(x)\} \), frequencies \( \{\omega_p\} \), and amplitudes \( \{a_p\} \). Using these solutions, we compute the coefficients from Table 1, which we use both to evaluate our spectral formula [Eq. (7)] and as the starting point for numerical simulations of Eq. (6). The simulations include time-stepping of Eq. (6) (by implementing a standard Euler scheme for stochastic ordinary differential equations [57]) and taking the ensemble average of the Fourier transform of the mode intensity \( |a_p|^2 \) (also called the periodogram of the signal [58]).

The results are shown in panel (b). An important advantage of the new formulation is that it correctly accounts for the spatially dependent enhancement of the atomic-relaxation rate, \( \gamma(x) \), above the lasing threshold (defined in Table 1). This enhancement affects the sideband spectrum since both the oscillation frequency and sideband linewidth depend on \( \gamma(x) \) (see Table 2). Previous treatments, which assumed either that the relaxation rate is independent of the field [36] or that it is constant (fixed at the unsaturated value) [20], underestimated the broadening of the sidebands. In Figs. 2(b) and 2(c), we demonstrate that our formula (cyan) matches the numerically simulated noise spectrum (red), while homogeneous models, which correspond to assuming a bare relaxation rate (black) or an unsaturated rate (blue), fail.

Figure 3(a) presents a comparison of the traditional and generalized amplitude–phase coupling factors. [A comparison between the traditional and new \( \alpha \) factors can be made by using the definitions in Table 2, which relate the generalized \( \alpha \) factors to the nonlinear coefficient \( c_{gpp} \), and Table 1, which defines the related expressions in terms of the derivative of the permittivity, \( \varepsilon \). The permittivity and the index are related via \( \varepsilon = n^2 \) for nonmagnetic media (where \( \mu = 1 \); see [1] for details). The traditional \( \alpha \) factor was introduced by Lax [53], where he used a zero-dimensional model (which neglects inhomogeneity in the pump and the fields) to explain central-peak linewidth broadening in detuned-gas lasers. Reference [53] shows that the amplitude–phase coupling is equal to the detuning of the lasing frequency from the atomic resonance, i.e., \( \alpha_0 = \frac{\omega_0-\omega_\Omega}{\Gamma} \). Later work by Henry [14] found that in semiconductor lasers, the amplitude–phase coupling is \( \alpha_0 = \frac{\omega_0-\omega_\Omega}{\Gamma}\Delta n \) where \( \Delta n \) is the

---

**Fig. 2.** (a) Top: a periodic stack of layers with alternating permittivities \( (\varepsilon_1, \varepsilon_2) \) and thicknesses \( (d_1, d_2) \), with a defect layer (with \( \varepsilon_3 \) and \( d_3 \)). The parameters (see text) are chosen such that the structure has two cold-cavity localized modes inside the bandgap. Gain is added in the three central layers in order to make the gap modes lase. Bottom: intensity profiles of the first and second lasing modes (with threshold frequencies \( \omega_1 = 19.05 \) and \( \omega_2 = 14.95 \), respectively). (b) Spectrum of a single-mode laser, on a log-linear scale, computed by time-stepping Eq. (6) (red) and by evaluating our single-mode formula [Eq. (7)] (cyan) and earlier results: [20] (black) which neglected \( \alpha \)-factor corrections and [24] (blue) which neglected inhomogeneity and nonlinearity of the modes and gain. Inset: magnification of the sidebands, plotted on a linear scale, which shows the asymmetry of the peaks. (c) Spectrum of a multimode laser. We compare the numerical solution of the stochastic equations [Eq. (16)] (red) with our multimode formula [Eq. (17)] (cyan). Additionally, we plot the homogeneous limit of our formula (black). Inset: zoom on the sidebands.
change in index of refraction following a noise-driven perturbation. In [24], we showed that the Lax and Henry definitions are equivalent and that, more generally, the amplitude–phase coupling (α1) is given by the ratio of the spatial averages of the real- and imaginary-index fluctuations (see definition in Table 2). Moreover, we showed that the difference between the traditional and the generalized factors, α3 − α0, increases with increasing ωμ. Motivated by this prediction, we present in Fig. 3(a) the deviation of the generalized α factors (α1, α2, α3) from the traditional α0 as a function of gain-center frequency ωμ. We find that all three factors deviate substantially from α0 at large detunings. All the data points in the plot are obtained at a fixed pump power (D0 = 0.095). The relaxation rates of the inversion and polarization are γ∥ = 0.006 and γ⊥ = 1, as in Fig. 2(b).

Figure 3(b) demonstrates the dependence the sideband asymmetry on the generalized factor α3. We compute the entire noise spectrum for several gain-center frequencies in the range ωμ − ω0 ∈ (-1.8, 2), with γ∥ = 0.02, γ⊥ = 1, and D0 = 0.095. From Eq. (7), one can see that the asymmetry is controlled by α3. In this numerical example, α0 ≈ 1 and α3 differ from α0 by approximately 10% [see Fig. 3(a)]. The traditional factor α0 changes sign when the gain frequency is equal to the lasing frequency, so we expect the asymmetry of the sidebands to change sign as we sweep the gain-center frequency across the cavity resonance. This trend is evident in Fig. 3(b). Since α3 changes sign in the range ω0 − ωμ ∈ (0, 1), the red sidepeaks are weaker than the blue sidepeaks, in contrast to the more common case of positive-α semiconductor lasers [25], where red sidebands are stronger.

**C. Derivation Outline**

In this section, we outline the derivation of Eq. (7), leaving the detailed explanations to Appendix A. Our derivation is inspired by the approach of [20], but since we use the ab initio dynamical oscillator equations [Eq. (6)] instead of the traditional laser rate equations, our derivation is more involved and the results are more general. Our starting point is the Wiener–Khintchine theorem [59], which relates the laser-noise spectrum to the Fourier transform of the autocorrelation function (a(t)a∗(0)) [where angle brackets denote an ensemble average over realizations of the noise process]. Since intensity and phase fluctuations have distinct roles in determining the noise spectrum (as explained in the introduction), it is convenient to write the complex mode amplitude, a, in the form [32]

\[
a(t) = a_0 e^{-iφ(t)}.
\]

The autocorrelation of a can be written as

\[
\frac{⟨a(t)a∗(0)⟩}{⟨|a(0)|^2⟩} = \frac{⟨|a(t) + u(0)|^2⟩}{⟨|a(0)|^2⟩} + \frac{⟨|u(t) + u(0)|^2⟩}{⟨|u(0)|^2⟩} - i⟨|u(t) + u(0)||φ(t) - φ(0)|⟩ / ⟨|u(0)|^2⟩.
\]

The approximation in going from the first to second line can be justified as follows: First, we expand the exponent in a Taylor series. Since intensity fluctuations are smaller than the steady-state intensity, all the terms involving u are small and we keep only the leading-order terms in the expansion. The phase variance [i.e., the φ2 term, given explicitly in Eq. (15a) below] is the sum of a “Brownian drift” term that grows linearly with time and a small RO term. The phase drift is the result of a Wiener (Brownian-motion) process of many uncorrelated spontaneous-emission “kicks” and, from the central-limit theorem [60,61], it follows that it is a Gaussian variable. The RO term is small, and we keep only the corresponding leading term in the expansion. With these assumptions, we can move the
ensemble average from the second equality on the first line inside the exponent and obtain the second line. This step is exact for log-normal distributions [62] (i.e., the exponent of a Gaussian phase), while it is a very good approximation for small fluctuations. Previous authors used a similar identity [18,63], but incorrectly justified it by saying that all the variables are Gaussian, while clearly and are not Gaussian because they perform oscillations.

In order to relate the autocorrelation, \( \langle a^*(t)a(0) \rangle \), to the steady-state laser properties, we need to obtain explicit expressions for the second-order moments: the phase variance, the cross term, defined in Eq. (9).

To this end, we substitute Eq. (8) into Eq. (6) and linearize the resulting expression by assuming that intensity fluctuations are small compared to the steady-state intensity (i.e., \(|u| \ll 1\)). (Note that by linearizing the equations, we lose the higher-order RO peaks, but obtain accurate formulas for the first-order sidepeaks.) This procedure yields

\[
\dot{\phi}(t) = \int dx B(x) \xi(x, t) + f_R(t)/a_0, \tag{10a}
\]

\[
\dot{u}(t) = -\int dx A(x) \xi(x, t) + f_R(t)/a_0, \tag{10b}
\]

\[
\ddot{\xi}(x, t) = \gamma(x) \dot{\xi}(x, t) + \gamma(x) u(t), \tag{10c}
\]

where we introduced the time-delayed intensity fluctuation, \( \dot{\xi}(x, t) \equiv \int dt e^{-\gamma(x)(t-t')} u(t') \), in order to turn the integrodifferential equations into a set of ordinary differential equations [24]. We also introduced \( A(x) \) and \( B(x) \) to denote the real and imaginary parts of the nonlinear restoring force \( 2a_0^2 \xi(x) \), and \( f_R(t) \) and \( f_I(t) \) are the real and imaginary parts of the Langevin noise term. We proceed by taking the Fourier transform of the linearized equations [Eq. (10)]. We solve the frequency-domain equations and obtain

\[
\ddot{u}(\omega) = \frac{1}{i\omega + \int dx \frac{A(x)}{\gamma(x) + i\omega} f_R(\omega)} a_0, \tag{11a}
\]

\[
\ddot{\xi}(x, \omega) = \frac{\gamma(x)}{\gamma(x) + i\omega} \frac{1}{i\omega + \int dx \frac{A(x)}{\gamma(x) + i\omega} f_R(\omega)} a_0, \tag{11b}
\]

\[
\ddot{\phi}(\omega) = \frac{\int dx \frac{A(x)}{\gamma(x) + i\omega} f_R(\omega)}{i\omega + \int dx \frac{A(x)}{\gamma(x) + i\omega} f_R(\omega)} a_0 + \frac{f_I(\omega)}{i\omega} a_0. \tag{11c}
\]

As shown in Appendix A, the time-dependent second-order moments can be written in terms of integrals over the power spectral densities [15]:

\[
\langle [\phi(t) - \phi(0)]^2 \rangle = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega|\tilde{\phi}(\omega)|^2 d\omega \langle [\tilde{\phi}(\omega)]^2 \rangle \times (1 - e^{i\omega t})(1 - e^{-i\omega t}), \tag{12a}
\]

\[
\langle [u(t) + u(0)]^2 \rangle = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega|\tilde{\phi}(\omega)|^2 d\omega \langle [\tilde{\phi}(\omega)]^2 \rangle \times (1 + e^{i\omega t})(1 + e^{-i\omega t}), \tag{12b}
\]

\[
\langle [\phi(t) - \phi(0)] [u(t) + u(0)] \rangle = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega|\tilde{\phi}(\omega)|^2 d\omega \langle [\tilde{\phi}(\omega)]^2 \rangle \times (1 - e^{i\omega t})(1 + e^{-i\omega t})(1 + e^{i\omega t})(1 + e^{-i\omega t}), \tag{12c}
\]

Since the integrands are meromorphic functions, these integrals can be computed by invoking the Cauchy residue theorem [64], which relates the integrals to the residues and poles of the integrands. The pole of \( \tilde{\phi} \) at \( \omega = 0 \) produces the central-peak linewidth, which we computed in [24]. In order to see the remaining poles more clearly, we introduce the approximation

\[
\frac{1}{\omega + \int dx \frac{A(x)}{\gamma(x) + i\omega} f_R(\omega)} a_0 \approx \frac{1}{\int dx[\gamma(x) + i\omega] + A(x)\gamma(x)} a_0. \tag{13}
\]

In the last equality, we assumed that \( \gamma(x) + i\omega \approx i\omega \) for all \( x \), which holds near the RO frequencies in the limit of resolved sidepeaks, that is, for \( \omega \approx \Omega \gg \Gamma \), using the definitions

\[
\int dx [\gamma(x) + i\omega] + A(x)\gamma(x) \equiv -\omega^2 + 2i\omega\Gamma + \Omega^2. \tag{14}
\]

From Eq. (14), one can see that the denominator of Eq. (13) is a second-degree polynomial that vanishes at \( \pm i\Omega + \Gamma \) (in the limit of \( \Omega \gg \Gamma \)). These zeros produce the RO sidepeaks in the noise spectrum. By collecting the results, we find

\[
\langle [\phi(t) - \phi(0)]^2 \rangle = \frac{R_0}{a_0} (1 + \alpha_1^2) t + \frac{R_+\alpha_1^2}{2a_0^2} (1 - e^{-\Gamma t} \cos \Omega t) - \frac{3R_+\alpha_1^2}{2a_0^2} \Omega e^{-\Gamma t} \sin \Omega t, \tag{15a}
\]

\[
\langle [u(t) + u(0)]^2 \rangle = \frac{R_0}{2\Omega a_0} (1 + \cos \Omega t e^{-\Gamma t}) + \frac{R_+}{2\Omega a_0} \sin \Omega t e^{-\Gamma t}, \tag{15b}
\]

\[
\langle [\phi(t) - \phi(0)] [u(t) + u(0)] \rangle = \frac{R_0\alpha_1}{a_0^2 A} + \frac{R_+}{a_0^2 \Omega} \left( \frac{2\Gamma}{\Omega} \cos \Omega t e^{-\Gamma t} + \sin \Omega t e^{-\Gamma t} \right), \tag{15c}
\]

where \( A \equiv \int dx A(x) \) and all the parameters are defined in Table 2. We denote by \( R_0 \) and \( R_+ \) the autocorrelation evaluated at the lasing and RO frequencies respectively, i.e., \( R(\omega_L) \) and \( R(\omega_R) \pm \Omega \). While the phase variance [Eq. (15a)] grows linearly in time, the intensity autocorrelation and the cross term [Eqs. (15b), (15c)] do not show diffusive behavior, which is expected because the nonlinear restoring force in the oscillator equations [Eqs. (6)] prevents intensity drift.

After obtaining closed-form expressions for the second-order moments [Eq. (15)], we substitute these results into the autocorrelation [Eq. (9)] and take the Fourier transform to obtain
the noise spectrum. The calculation can be simplified when the central peak in the spectrum is much narrower than the sidebands (which holds when all the coefficients in Eq. (15) (i.e., $R_0(1 + \alpha^2_\mu), R_\perp \alpha^2_\mu,$ etc.) are much smaller than $\Gamma_\sigma$). In this regime, we can expand the exponentials in Eq. (9) in a Taylor series around $R_\perp/\Gamma$ and obtain Eq. (7).

### 4. NOISE SPECTRUM OF MULTIMODE LASERS

We generalize our approach from Section 3.C and obtain a formula for the multimode noise spectrum. In this section, we present our result, and the derivation details are given in Appendix B. The starting point of the derivation is the multimode dynamical equations for the complex amplitudes $a_\mu$ [defined in Eq. (4)], which were derived in [24]:

$$\dot{a}_\mu(t) = \sum_\nu \int dx c_{\mu \nu}(x) \left[ \gamma(x) \int dt' e^{-\gamma(x)(t-t')} (\alpha^2_{\mu \nu} - |a_{\nu}(t')|^2) \right] \times a_\mu(t) + f_{\mu}(t),$$

(16)

where $\mu, \nu = 1M$, for $M$ lasing modes. In [24], we used Eq. (16) to obtain the linewidths of the central lasing peaks. In Appendix B, we complete the derivation of the multimode sidebands and find that the Fourier transform of the autocorrelation $(a_{\mu}(t)a^*_\nu(t'))$ is

$$S_{\mu \nu}(\omega) = \frac{\Gamma_{\mu \nu}^{-1} (\omega - \omega_\mu + (\omega_\mu/2)^2)}{2} \left[ \frac{1 - \sum_\sigma (S^\sigma_{\mu \nu} + U^\sigma_{\mu \nu})}{2} \right]$$

central peaks

$$+ \sum_\sigma (\omega - \omega_\mu + \Omega_\sigma)^2 + (\Gamma_{\mu \nu}^\sigma)^2 \left[ \frac{(S^\sigma_{\mu \nu} + U^\sigma_{\mu \nu} + 2Y^\sigma_{\mu \nu})}{2} \right]$$

blue sidebands

$$\frac{\Omega_\sigma - \omega - \omega_\mu}{\Gamma_{\mu \nu}^\sigma} \left[ \frac{(S^\sigma_{\mu \nu} + U^\sigma_{\mu \nu} - 2Y^\sigma_{\mu \nu})}{2} \right]$$

red sidebands

(17)

For convenience, we summarize all the coefficients of Eq. (17) in Table 3. Similar to Eq. (7), the first term represents the central peaks, which are Lorentzians at the lasing-mode frequencies $\omega_\mu$, whose widths $\Gamma_{\mu \nu}$ were derived in [24]. The second and third terms correspond to the $2M$ red and blue sidebands, associated with each lasing mode. In contrast to the single-mode higher-order RO sidebands (mentioned above), which have exponentially decreasing intensities, the extra peaks in the multimode case have comparable amplitudes and should be measurable using standard experimental setups [19]. The RO frequencies and relaxation rates ($\Omega_\sigma$ and $\Gamma_\sigma$, respectively) are obtained from the real and imaginary parts of the complex eigenvalues of the matrix $M$ (denoted by $\omega_{\pm \sigma}$, with $\sigma = 1M$). Since the matrix under the square root is positive definite, the square root is well defined. This point it justified in Appendix B, following Eq. (B16). While $\Omega_\sigma$ determine the location of the RO peaks, $\Gamma_\sigma$ determine their linewidths, as can be seen from the definition of $\Gamma^\alpha_{\mu \nu}$ in Table 3. The projectors onto the eigenvectors of $M_{\mu \nu}$, which we label in the table by $P_{\pm \sigma}$, determine the multimode generalized $\alpha$ factors, which are expressed in terms of the matrices $S^\sigma, T^\sigma, U^\sigma, V^\sigma, X^\sigma,$ and $Y^\sigma$. Even though our derivation requires many pages of algebra, we compare the final result to the numerical solution of the nonlinear oscillator equations [Eq. (16)] and the results match perfectly [Fig. 2(c)].

### 5. DISCUSSION

This paper presented an ab initio formula for the noise spectrum of single-mode and multimode microstructured complex-cavity lasers. Our results are valid under very general conditions: (i) the laser having a stationary inversion and reaching a stable steady state; (ii) operating far enough above the lasing threshold (so that intensity fluctuations in each mode are significantly smaller than the steady-state intensity); (iii) assuming that all the lasing peaks and sidebands are spectrally separated; and (iv) that spontaneous emission events are uncorrelated in time, which means that the noise autocorrelation function is treated as a constant within the spectral peaks (i.e., as white noise). As such, our theory is fairly general and accurately accounts for inhomogeneity, cavity openness, nonlinearity, and multimode effects in generic laser geometries. Since our formulas are expressed in terms of the steady-state lasing modes and frequencies, their evaluation does not require substantial computation beyond solving the steady-state SALT equations (which can be solved efficiently using available algorithms [41,52]).

We find a number of new effects, which arise from the inhomogeneity of the lasing modes. For example, we find enhanced smearing and shifting of the RO sidebands in comparison to the traditional formulas (as demonstrated in Fig. 2), which follow from the spatial dependence of the effective atomic-relaxation rate, $\gamma(x)$, above the lasing threshold. Additionally, we obtain three generalized $\alpha$ factors: the central-peak linewidth-enhancement factor, $\alpha_1$ (which was already
presented in [24]); the fractional power that goes into the side-peaks, $\alpha_3$; and the sideband-asymmetry factor, $\alpha_4$. We find that $\alpha_1$ is always larger than the traditional factor, $\alpha_0$, while $\alpha_2$ and $\alpha_3$ can be either larger or smaller than the traditional $\alpha_0$ (Fig. 3). The generalized factors $(\alpha_1, \alpha_3)$ deviate significantly from the traditional factor $(\alpha_0)$ in lasers with strong inhomogeneity, like random lasers [65,66] or lasers operating far above the threshold (where saturation effects become important).

The theory in this paper can be applied to tackle additional open questions in laser noise. For example, our current formulation treats only the effect of noise on the modes above the lasing threshold, but understanding the noise spectrum near and slightly below the threshold is very important, e.g., in the study of light-emitting diodes. Although there have been previous attempts to describe laser noise near the threshold [67], the early theories use phenomenological rate equations for the lasing-mode amplitudes and artificially interpolate the sub-threshold and above-threshold regimes. Along these lines, one could interpolate Eq. (6) with the corresponding sub-threshold equation and easily obtain an improvement over previous work, since the latter uses phenomenological rate equations while our generalized equations are obtained directly from Maxwell–Bloch. Another effect that could potentially be treated using our FDT-based approach, is the regime of strong amplified spontaneous emission (ASE), where noise from near-threshold modes can affect the steady-state lasing properties, i.e., by suppressing lasing due to taking up the gain. We anticipate that strong ASE could be treated by introducing an ensemble-averaged steady-state inversion, in which noise from near-threshold modes would appear as an additional term in the gain saturation, where noise correlations are related to the steady-state properties of the medium by the FDT. Additionally, one could straightforwardly generalize our approach to include correlations between spontaneous emission events [relaxing assumption (iv) above], i.e., treat the random currents in Eq. (1a) as colored noise. In the application of the residue theorem in the appendices, one would need to include residues that correspond to the poles of $R_{\mu}(\omega)$, which are neglected in the current analysis. These directions are further discussed in [68].

### APPENDIX A: DERIVATION OF THE SINGLE-MODE NOISE SPECTRUM

In this appendix, we complete the derivation of Eq. (7) from the main text. After reviewing some definitions from the main text in Section A.1, we calculate the second-order moments of $u(t)$ and $\phi(t)$ in Section A.2. Then, in section A.3, we use these results to obtain the power spectrum.

#### A.1 Autocorrelations of the Single-Mode Phase and Intensity

Recall that the Fourier transforms of $u(t)$, $\phi(t)$, and $\xi(t)$ are [Eq. (11)]

$$\tilde{\phi}(\omega) = \frac{1}{i\omega + \int dx \frac{d\gamma(x)}{\gamma(x) + i\omega}} \cdot \int dx \frac{\gamma(x)B(x)}{\gamma(x) + i\omega} \cdot \frac{\tilde{f}_R}{i\omega a_0} + \frac{\tilde{f}_I}{i\omega a_0}, \tag{A1a}$$

$$\tilde{u}(\omega) = \frac{1}{i\omega + \int dx \frac{d\gamma(x)}{\gamma(x) + i\omega}} \cdot \frac{\tilde{f}_R}{a_0}, \tag{A1b}$$

$$\tilde{\xi}(x, \omega) = \frac{\gamma(x)}{\gamma(x) + i\omega} \cdot \frac{1}{i\omega + \int dx \frac{d\gamma(x)}{\gamma(x) + i\omega}} \cdot \frac{\tilde{f}_R}{a_0}, \tag{A1c}$$

where Fourier transforms are defined using the convention $\tilde{f} \equiv \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dx e^{-i\omega t} f(t)$ [64]. Since intensity and phase are stationary random variables, the fluctuations at different frequencies are uncorrelated [15]:

$$\langle \tilde{\phi}(\omega) \tilde{\phi}^*(\omega') \rangle = R_{\phi \phi}(\omega - \omega'), \tag{A2a}$$

$$\langle \tilde{u}(\omega) \tilde{u}^*(\omega') \rangle = R_{\xi \xi}(\omega - \omega'), \tag{A2b}$$

$$\langle \tilde{\phi}(\omega) \tilde{\phi}^*(\omega') \rangle = R_{\phi \phi}(\omega - \omega'). \tag{A2c}$$

Given the autocorrelation of the Langevin noise $f$,

$$\langle \tilde{f}(\omega) \tilde{f}^*(\omega) \rangle = R(\omega) \delta(\omega - \omega') \tag{A3}$$

#### Table 3. Coefficients of the Multimode Formula [Eq. (17)]

The table lists the coefficients for the multimode formula:

- $A_{\mu}(x) = 2\alpha_\mu A_\mu(x)$
- $B_{\mu}(x) = 2\alpha_\mu B_\mu(x)$
- $M_{\mu}(x) = \pm \sqrt{\int dx A_\mu(x)B_\mu(x) + \frac{1}{2}\int dx \gamma(x)I}

\[ (\omega I - M_{\mu})^{-1} = \sum_{\nu} \frac{P_{\mu\nu}}{4\gamma^\nu} \]

- $\omega_{d,\mu} = \pm \Omega_{d} - \delta_{d,\mu}$

- $\Gamma_{\mu} = \frac{20R_{\mu}^0}{\gamma_{\mu}^0} \frac{2 + 2R_{\mu}^0}{\gamma_{\mu}^0}$

- $\Gamma_{SB,\mu} = \frac{\Gamma_{\mu}}{2} + \Gamma_{\mu}$

- $Q_{\mu,\sigma} = \sum_{\nu} \frac{P_{\mu\nu} P_{\nu\sigma} P_{\sigma\nu} P_{\nu\mu}}{4\gamma^\nu}$

- $S_{\phi} = Re \left( \frac{\Omega_{\phi}}{\sigma_{\phi}} \left[ \int dx \gamma(x)B(x) \frac{\partial \gamma(x)}{\partial x} + \frac{\Omega_{\phi}}{\sigma_{\phi}} \int dx \gamma(x)B(x) \right] \right)$

- $T_{\phi} = -Im \left( \frac{\Omega_{\phi}}{\sigma_{\phi}} \left[ \int dx \gamma(x)B(x) \frac{\partial \gamma(x)}{\partial x} + \frac{\Omega_{\phi}}{\sigma_{\phi}} \right] \right)$

- $U_{\phi} = Re \left( \frac{\gamma_{\phi}}{\sigma_{\phi}} Q_{\phi} + \frac{\gamma_{\phi}}{\sigma_{\phi}^{\mu}} \right)$

- $V_{\phi} = -Im \left( \frac{\gamma_{\phi}}{\sigma_{\phi}} Q_{\phi} + \frac{\gamma_{\phi}}{\sigma_{\phi}^{\mu}} \right)$

- $X_{\phi} = \left[ \int dx \gamma(x)^2 B(x) \right] \frac{\gamma_{\phi}}{\sigma_{\phi}} + \frac{\gamma_{\phi}}{\sigma_{\phi}^{\mu}}$

- $\gamma_{\phi} = 2\int dx \gamma(x)^2 B(x) \frac{\gamma_{\phi}}{\sigma_{\phi}} + \frac{\gamma_{\phi}}{\sigma_{\phi}^{\mu}}$

\[ \Omega_{\phi} \equiv \frac{1}{\sigma_{\phi}} \left( \int dx \gamma(x)B(x) \right) \frac{\gamma_{\phi}}{\sigma_{\phi}} + \frac{\gamma_{\phi}}{\sigma_{\phi}^{\mu}} \]

\[ \sigma_{\phi} \equiv \frac{1}{\gamma_{\phi}} \left( \int dx \gamma(x)B(x) \right) \frac{1}{\gamma_{\phi}} + \frac{1}{\gamma_{\phi}^{\mu}} \]
In order to derive this relation [Eq. (12a)] into Eq. (A10) yields
\[\langle [\phi(t + t') - \phi(t')]^2 \rangle = \left[ \int d^2 \omega_0 \left( \frac{R(\omega)}{\omega^2} \right)^2 \right] \times \left( 1 - e^{-i\omega t'} \right) \left( 1 - e^{-i\omega t} \right) \]
\[\equiv \mathcal{J}_0 + \mathcal{J}_1, \] (A11)
where we denote by \( \mathcal{J}_0 \) and \( \mathcal{J}_1 \) the terms associated with the pole at \( \omega = 0 \) and at \( \omega \neq 0 \) correspondingly. We compute the integrals by performing analytic continuation into the complex plane (changing the integration variable from real \( \omega \) to complex \( z \)) and applying Cauchy’s theorem [64]. The contribution of the pole at zero is
\[\mathcal{J}_0 = \left( 1 + \int d^2 B(\omega) \right) \times \lim_{\beta \to 0} \int dz (1 - e^{-iz}) \int dz (1 - e^{iz}) \]
\[\equiv \pi R(0) \tau, \] (A14)
where we pulled outside of the integral the terms that \( d \) and evaluated them at \( z = 0 \). Next, we compute the integral by moving the pole from \( z = 0 \) away from the real axis [64]:
\[\int_{-\infty}^{\infty} d\omega \left( 1 - e^{-i\omega t} \right) \left( 1 - e^{i\omega t} \right) = \lim_{\beta \to 0} \int dz (1 - e^{-iz}) \int dz (1 - e^{iz}) \]
\[= 2\pi i \left( 1 - e^{-i\beta t} \right) = \pi \tau. \] (A13)
Substituting Eq. (A13) into Eq. (A12), we obtain
\[\mathcal{J}_1 = \left[ 1 + \left( \int d^2 B(\omega) \right) \right] \pi R(0) \tau, \]
The phase-drift coefficient is proportional to \( R(0) \), which is determined by the gain at the lasering frequency, \( \text{Im}[e(x, \omega)] \). This term gives the central-peak linewidth with the \( \alpha_1 \)-factor broadening.

Let us denote the complex integrand by
\[f(z) \equiv \left[ 1 + \int d^2 B(\omega) \right] \left( \frac{R(\omega)}{\omega^2} \right)^2 \times \left( 1 - e^{-iz} \right) \left( 1 - e^{iz} \right) \]
\[\equiv 2\pi i \left[ \text{Res}(f, \omega_+) + \text{Res}(f, \omega_-) \right]. \] (A16)
In order to compute the residues of the poles at \( \omega_\pm \), we use the approximation for \( R_{\phi,\phi}(\omega) \) near the RO frequencies [Eq. (A8a)] and obtain
\[ f(z) \approx \frac{\int dx B(x) \gamma(x)}{|(x - \omega_+)(x - \omega_-)|^2} \left(1 - e^{i\omega t}\right) R(\omega) \frac{\omega^2}{a_0^2}, \]  
where the residues at the complex RO frequencies are

\[ \text{Res}(f, \omega_{\pm}) = \frac{\left[ \int dx B(x) \gamma(x) \right]^2 R(\omega_{\pm}) (1 - e^{i\omega_{\pm} t})}{a_0^2 (\omega_{\pm} - \omega_+)(\omega_{\pm} - \omega_-)(\omega_{\pm} - \omega_+^*)\omega_{\pm}^*}, \]

\[ \approx \frac{\left[ \int dx B(x) \gamma(x) \right]^2 R(\omega_{\pm}) (1 - e^{i\omega_{\pm} t})}{4 \pi a_0^2}. \]

In the second equality, we assumed that the sidebands are spectrally resolved from the main peak \[\text{i.e., that } \Omega \gg \Gamma\] and used the relation \[\Omega^2 \approx \left[ \int dx A(x) \gamma(x) \right]^2\]. The amplitude of the RO sidebands is proportional to \[R(\omega_{\pm})\], which is determined by the gain at the RO frequencies, \[\text{Im}[e(x, \omega_{\pm} \pm \Omega)]\]. Note that the gain and, hence, also \[R(\omega)\] are symmetric functions around the lasering frequencies. We introduce the shorthand notation: \[R_0 \equiv R(0)\text{ and } R_{\pm} \equiv R(\omega_\pm) = R(\omega_\pm)\]. Collecting the terms, we find

\[ \langle [\hat{u}(t + t') - \hat{u}(t')] [\hat{u}(t) + \hat{u}(0)] \rangle = \frac{R_0}{a_0^2} (1 + \alpha_1^2) t + \frac{R_\pm \alpha_2^2}{2 a_0 \Gamma} (1 - e^{-\Gamma t} \cos \Omega t - \frac{3 R_\pm \alpha_2^2}{2 a_0^2 \Omega} e^{-\Gamma t} \sin \Omega t), \]

where \[\alpha_1 = \int \frac{dx B(x)}{dx A(x)}\text{ and } \alpha_2 = \int \frac{dx B(x) \gamma(x)}{dx A(x) \gamma(x)}\] are the first and second generalized amplitude–phase couplings.

### A.2.2 Intensity Autocorrelation

Next, we apply similar tools to compute the autocorrelation of the intensity \[\text{[Eq. (15b)].}\] We begin by relating the intensity autocorrelation to the Fourier transform of the intensity:

\[ \langle [\hat{u}(t + t') + \hat{u}(t')]^2 \rangle = \text{Re} \left[ \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega R_{\hat{\phi} \hat{\phi}}(\omega)(1 + e^{i\omega t}) \right]. \]

The Fourier-transformed intensity, \(\hat{u}\), has poles only at the RO frequencies, \(\omega_{\pm}\). We approximate \(R_{\hat{\phi} \hat{\phi}}\) near the RO frequencies, and substitute Eq. (A8b) into Eq. (A20). That yields an improper integral that we calculate using Cauchy’s residue theorem:

\[ \int_{-\infty}^{\infty} d\omega \frac{\omega^2 (1 + e^{i\omega t})}{|\omega - \omega_+| (\omega - \omega_-)|^2} = \frac{2 \pi i a_0^2 (1 + e^{i\omega_{\pm} t})}{(\omega_{\pm} - \omega_+)(\omega_{\pm} - \omega_-)(\omega_{\pm} - \omega_+^*)\omega_{\pm}^*} + \frac{2 \pi i a_0^2 (1 + e^{i\omega_{\pm} t})}{(\omega_{\pm} - \omega_+^*)(\omega_{\pm} - \omega_{\pm}^*)(\omega - \omega^*)} + \frac{\pi}{4 \Omega \Gamma} \left[ \omega_+^2 (1 + e^{i\omega_{\pm} t}) + \omega_+^2 (1 + e^{i\omega_{\pm} t}) \right]. \]

Substituting this result into Eq. (A20) and taking the limit of \[\Omega \gg \Gamma\], we obtain Eq. (15b) from the main text:

\[ \langle [\hat{u}(t) + \hat{u}(0)]^2 \rangle = R_{\hat{u} \hat{u}} \left(1 + \cos \Omega e^{-\Gamma t}\right) + \frac{R_{\hat{u} \hat{u}}}{2 \Omega a_0^2} \sin \Omega e^{-\Gamma t}. \]

#### A.2.3 Cross Term

Finally, let us compute the time-averaged cross term by introducing the Fourier transforms of \(\hat{u}\) and \(\hat{\phi}\). Using similar steps as in Eq. (A10), we find

\[ \langle [\hat{\phi}(t + t') - \hat{\phi}(t')] [\hat{u}(t + t') + \hat{u}(t')] \rangle = \frac{1}{2 \pi} \int_{-\infty}^{\infty} d\omega \left( e^{i\omega t} - e^{-i\omega t} \right) R_{\hat{\phi} \hat{\phi}}(\omega) \]

\[ \equiv I_0 + I_{\pm}. \]

We substitute the autocorrelation \(R_{\hat{\phi} \hat{\phi}}\) \[\text{[Eq. (A4c)]}\] into Eq. (A23). The resulting expression has poles at \(\omega = 0\) and at \(\omega_{\pm}\), and we denote their contributions by \(I_0\) and \(I_{\pm}\), respectively:

\[ \langle [\hat{\phi}(t) - \hat{\phi}(0)] [\hat{u}(t) + \hat{u}(0)] \rangle = \int_{-\infty}^{\infty} dx \left( \frac{R_{\hat{u} \hat{u}}}{2 \pi i a_0^2} \int \frac{B(x) \gamma(x)}{\gamma(x)^2 + \omega^2} \right) \frac{e^{i\omega t} - e^{-i\omega t}}{\omega} \]

\[ \equiv I_0 + I_{\pm}. \]

We use standard results from complex analysis \[64\] to compute the residue of the pole at \(\omega = 0\) and find

\[ I_0 = \frac{R_0}{a_0^2} \cdot \frac{B}{A^2}. \]

The contribution of the poles at \(\omega_{\pm}\) can be found by approximating \(R_{\hat{\phi} \hat{\phi}}\) near the RO frequencies \[\text{[Eq. (A8c)]}:\]

\[ R_{\hat{\phi} \hat{\phi}} \approx \frac{R_{\hat{\phi} \hat{\phi}}}{a_0^2} \int dx \frac{B(x) \gamma(x)}{\gamma(x)^2 + \omega^2} \frac{\omega^2}{(\omega - \omega_+)(\omega - \omega_-)(\omega - \omega_+^*)\omega_{\pm}^*}. \]

When substituting this result into Eq. (A23), it becomes apparent that only the odd part of \(R_{\hat{\phi} \hat{\phi}}\) contributes to the integral since \(e^{i\omega t} - e^{-i\omega t}\) is an odd function in \(\omega\). Therefore, we replace the term \[\frac{\omega^2}{(\omega - \omega_+)(\omega - \omega_-)}\] in the numerator of the integrand by \[\frac{\omega^2}{(\omega - \omega_+)(\omega - \omega_-)}\] and obtain
By comparing Eq. (A29) with the boxed equations from the previous section [Eqs. (A19), (A22), and (A28)], we find the

\[
\Gamma \equiv \frac{2\pi i \omega_{\text{res}}}{(\Omega + \Delta)^2} - \frac{2\pi i \omega_{\text{res}}}{(\Omega - \Delta)^2},
\]

where in going from the first to second line, we used the residue theorem, and in going from the second to third line, we substituted \( \omega_{\text{res}} = \pm \Omega - i \Gamma \). Collecting these results, we obtain

\[
\langle \phi(t) - \phi(0) \rangle \equiv u(t) + n(0) \rangle = R_{\pm} \alpha_1 \frac{\alpha_3}{\alpha_0 \Delta} \frac{2\Gamma}{\Omega} \cos \Omega t e^{-\Gamma t} + \sin \Omega t e^{-\Gamma t},
\]

where the definition of \( \alpha_3 \) is given in Table 2.

### A.3 Power Spectrum

In this section, we derive a simplified formula for the autocorrelation, \( \langle a(t)a^*(0) \rangle \). Then, we compute its Fourier transform and obtain the single-mode noise spectrum formula [Eq. (7) from the main text]. In order to simplify the notation, we introduce the parameters \( w_1, w_2, \ldots, w_8 \) and rewrite the second-order moments from Section A.2 in the form

\[
\langle \phi(t) - \phi(0) \rangle \equiv w_1 t + w_2 (1 - e^{-\Gamma t}) \cos \Omega t + w_3 e^{-\Gamma t} \sin \Omega t,
\]

\[
\langle u(t) + u(0) \rangle \equiv w_4 (1 + e^{-\Gamma t}) \cos \Omega t + w_5 e^{-\Gamma t} \sin \Omega t,
\]

\[
\langle u(t) + u(0) \rangle \langle \phi(t) - \phi(0) \rangle \equiv w_6 + w_7 e^{-\Gamma t} \cos \Omega t + aw_8 e^{-\Gamma t} \sin \Omega t.
\]

We substitute these expressions into the autocorrelation of \( a \) [Eq. (9) from the main text, restated here for convenience]:

\[
\frac{\langle a(t+t')a^*(t') \rangle}{\langle |a(t')|^2 \rangle} = e^{-\frac{1}{4} \langle [\phi(t+t') - \phi(t')]^2 \rangle} - \langle [u(t+t') + u(t')]^2 \rangle - \frac{1}{4} \langle [u(t+t') + u(t')] \langle \phi(t+t') - \phi(t') \rangle \rangle.
\]

Next, we introduce an approximation that makes the power spectrum analytically solvable: When the RO terms in Eq. (A29) are small (i.e., when \( w_2, \ldots, w_8 \ll 1 \)), one can expand the corresponding exponential factors in Eq. (A30) in a Taylor series (e.g., \( e^{w_2} \approx 1 + w_2 \) etc.). In this regime, we find

\[
\frac{\langle a(t+t')a^*(t') \rangle}{\langle |a(t')|^2 \rangle} \approx e^{-\frac{1}{4} \langle [\phi(t+t') - \phi(t')]^2 \rangle} - \langle [u(t+t') + u(t')]^2 \rangle - \frac{1}{4} \langle [u(t+t') + u(t')] \langle \phi(t+t') - \phi(t') \rangle \rangle.
\]

where \( \Gamma_{\text{eff}} \equiv w_2 + \Gamma \). The spectrum is then found by taking the Fourier transform of Eq. (A31). After some algebra, we obtain

\[
S(\omega) = \frac{w_1}{\omega^2 + (\omega/2)^2} \left( 1 - \frac{w_2 + w_4 + 2w_6}{2} \right) + \frac{\Gamma_{\text{eff}}}{\omega^2 + (\omega/2)^2} \left( \frac{w_2 + w_4 + 2w_6}{2} + \frac{\Omega - \omega}{\Gamma_{\text{eff}}} \right)
\]

where \( \Gamma_{\text{eff}} \equiv w_2 + \Gamma \). The spectrum is then found by taking the Fourier transform of Eq. (A31). After some algebra, we obtain

\[
S(\omega) = \frac{w_1}{\omega^2 + (\omega/2)^2} \left( 1 - \frac{w_2 + w_4 + 2w_6}{2} \right) + \frac{\Gamma_{\text{eff}}}{\omega^2 + (\omega/2)^2} \left( \frac{w_2 + w_4 + 2w_6}{2} + \frac{\Omega - \omega}{\Gamma_{\text{eff}}} \right)
\]

\[
+ \frac{\Gamma_{\text{eff}}}{\omega^2 + (\omega/2)^2} \left( \frac{w_2 + w_4 - 2w_6}{2} - \frac{\Omega - \omega}{\Gamma_{\text{eff}}} \right) \left( \frac{w_2 - w_4 - 2w_6}{2} \right)
\]

By comparing Eq. (A29) with the boxed equations from the previous section [Eqs. (A19), (A22), and (A28)], we find the coefficients:

\[
w_1 = R_0 (1 + \alpha_1^2), \quad w_2 = R_\pm \alpha_3 \frac{2\alpha_0}{\gamma_0}, \quad w_3 = -\frac{3R_\pm \alpha_3}{2\alpha_0}, \quad w_4 = \frac{R_\pm}{\gamma_0},
\]

\[
w_5 = R_\pm \frac{2\alpha_0}{\gamma_0}, \quad w_6 = R_\alpha \frac{\alpha_3}{\gamma_0}, \quad w_7 = \frac{2\Gamma R_\pm \alpha_3}{\gamma_0}, \quad w_8 = \frac{R_\pm \alpha_3}{\gamma_0}.
\]

Note that the RO terms in Eq. (A29) are indeed small when \( R(1 + \alpha_1^2) \ll \Gamma \) and our approximation in Eq. (A31) is legitimate. That completes the derivation of the single-mode noise-spectrum formula.
APPENDIX B: DERIVATION OF THE MULTIMODE FORMULA

B.1 Multimode Oscillator Equation

In this appendix, we compute the sideband spectrum for a multimode laser. We showed in [24] that the mode amplitudes obey coupled nonlinear oscillator equations:

$$\dot{a}_\mu = \sum_v C_{\mu\nu}^k \left[ y_k \int dt' e^{-\gamma_k (t-t')} (a_\nu^* (t') - |a_\nu (t')|^2) \right] a_\mu + f_\mu. \tag{B1}$$

Here, $\mu, \nu = 1, \ldots, M$, where $M$ is the number of lasing modes and $k = 1, \ldots, N$, where $N$ is the number of grid points (when discretizing space, e.g., by employing a finite-difference approach or a Riemann sum). At the end of the derivation, we take the limit of $N \to \infty$, obtaining results which are independent of the discretization (similar to the approach of [24]). Similar to the analysis of the single-mode case, we separate the intensity and phase deviations of the modal amplitudes:

$$a_\mu = a_\mu^0 e^{i \omega \tau + i \phi_\mu}. \tag{B2}$$

The multimode autocorrelation is

$$\langle a_\mu (t + t') a_\mu^* (t') \rangle = \exp \left[ -\frac{1}{2} \left\{ \left\langle |\phi_\mu (t + t') - \phi_\mu (t')|^2 \right\rangle \right\} \right. \text{phase variance}$$

$$- \left\langle |u_\mu (t + t') + u_\mu (t')|^2 \right\rangle \text{intensity autocorrelation}$$

$$\times \exp \left[ -i \left\{ \left\langle u_\mu (t + t') + u_\mu (t') \right\rangle \phi_\mu (t + t') - \phi_\mu (t') \right\rangle \right\} \text{cross term}$$

$$\times \exp [i \omega \tau] \text{lasing frequency}. \tag{B3}$$

In order to compute the second-order moments of $u_\mu$ and $\phi_\mu$, we substitute Eq. (B2) into Eq. (B1) and linearize the equations around the steady state (i.e., assuming small intensity fluctuations, $u_\mu \ll a_\mu^0$). We obtain

$$\dot{u}_\mu = -\sum_k A_{\mu \nu}^k u_\nu + f_\mu, \tag{B4a}$$

$$\dot{\phi}_\mu = \sum_k B_{\mu \nu}^k \phi_\nu + f_\phi^\mu, \tag{B4b}$$

$$\dot{\xi}_\mu = -\gamma_k \xi_\mu + \gamma_k u_\mu, \tag{B4c}$$

where $u_\mu^k = y_k \int dt' e^{-\gamma_k (t-t')} u_\nu (t')$ is the time-delayed intensity fluctuation while $A_{\mu \nu}^k \equiv 2a_\nu^0 \text{Re}[C_{\mu \nu}^k]$ and $B_{\mu \nu}^k \equiv 2a_\nu^0 \text{Re}[C_{\mu \nu}^k]$ are the real and imaginary parts of the nonlinear-coupling matrix $C_{\mu \nu}^k$. Similar to the single-mode case, we proceed by taking the Fourier transforms of Eq. (B4). First, we solve the set of equations for $\tilde{u}$ and $\tilde{\xi}$ and then use the results to compute $\tilde{\phi}$. We begin by rewriting the equations for $\tilde{u}_\mu$ and $\tilde{\xi}_\mu$ in matrix form,

$$\tilde{x} = [i \omega + K]^{-1} \tilde{f}, \tag{B5}$$

where

$$K = \begin{pmatrix} 0 & A_1 & \cdots & A_N \\ -\gamma_1 \begin{bmatrix} 1 \\ \vdots \\ \vdots \end{bmatrix} & \gamma_1 \begin{bmatrix} 1 \\ \vdots \\ \vdots \end{bmatrix} & \cdots & \gamma_N \begin{bmatrix} 1 \\ \vdots \\ \vdots \end{bmatrix} \\ -\gamma_N \begin{bmatrix} 1 \\ \vdots \\ \vdots \end{bmatrix} & \gamma_N \begin{bmatrix} 1 \\ \vdots \\ \vdots \end{bmatrix} & \cdots & 0 \end{pmatrix}, \tag{B6}$$

$$\tilde{u}, \tilde{f}_\mu, \text{and } \tilde{\xi}_\mu$$ are vectors whose entries are $\tilde{u}_\mu, \text{Re}[\tilde{f}_\mu], \text{and } \tilde{\xi}_\mu$, respectively. The symbol $1$ denotes the $M \times M$ identity matrix and $A_k$ is the $M \times M$ matrix $A_k = 2a_\nu^0 C_{\mu \nu}^k$. In order to solve Eq. (B5) and find $\tilde{u}$ and $\tilde{\xi}$, we need to invert the matrix $(i \omega + K)$, which we can write formally as

$$[i \omega + K]^{-1} = \begin{pmatrix} X & Y \\ Z & W \end{pmatrix}^{-1} \begin{pmatrix} X & Y \\ Z & W \end{pmatrix}^{-1}, \tag{B7}$$

where

$$X = \begin{bmatrix} 1 \omega & \begin{bmatrix} A_1 & \cdots & A_N \end{bmatrix} \end{bmatrix}, \ Y = \begin{bmatrix} -\gamma_1 \begin{bmatrix} 1 \\ \vdots \\ \vdots \end{bmatrix} & \gamma_1 \begin{bmatrix} 1 \\ \vdots \\ \vdots \end{bmatrix} & \cdots & \gamma_N \begin{bmatrix} 1 \\ \vdots \\ \vdots \end{bmatrix} \\ -\gamma_N \begin{bmatrix} 1 \\ \vdots \\ \vdots \end{bmatrix} & \gamma_N \begin{bmatrix} 1 \\ \vdots \\ \vdots \end{bmatrix} & \cdots & 0 \end{bmatrix} \begin{bmatrix} 1 \omega & \begin{bmatrix} A_1 & \cdots & A_N \end{bmatrix} \end{bmatrix} \end{pmatrix}, \tag{B8}$$

Using Schur’s complement [69], the matrix inverse is

$$\begin{pmatrix} (X - YY^{-1}Z)^{-1} & -W^{-1} \begin{bmatrix} X & Y \end{bmatrix} \begin{bmatrix} X & Y \end{bmatrix}^{-1} \begin{bmatrix} X & Y \end{bmatrix}^{-1} \begin{bmatrix} X & Y \end{bmatrix}^{-1} \\ -W^{-1} \begin{bmatrix} X & Y \end{bmatrix} \begin{bmatrix} X & Y \end{bmatrix}^{-1} \begin{bmatrix} X & Y \end{bmatrix}^{-1} \begin{bmatrix} X & Y \end{bmatrix}^{-1} & W^{-1} + W^{-1} \begin{bmatrix} X & Y \end{bmatrix} \begin{bmatrix} X & Y \end{bmatrix}^{-1} \begin{bmatrix} X & Y \end{bmatrix}^{-1} \begin{bmatrix} X & Y \end{bmatrix}^{-1} \end{pmatrix} \begin{bmatrix} X & Y \end{bmatrix}^{-1} \begin{bmatrix} X & Y \end{bmatrix}^{-1}. \tag{B9}$$

Therefore, we obtain

$$\tilde{u} = (X - YY^{-1}Z)^{-1} \begin{bmatrix} \tilde{f}_\mu \\ \begin{bmatrix} X & Y \end{bmatrix} \begin{bmatrix} X & Y \end{bmatrix}^{-1} \begin{bmatrix} X & Y \end{bmatrix}^{-1} \begin{bmatrix} X & Y \end{bmatrix}^{-1} \begin{bmatrix} X & Y \end{bmatrix}^{-1} \end{bmatrix}, \tag{B10}$$

where $[\Box]_k$ denotes the $k$th block of the matrix $\Box$. We obtain explicit expressions:

$$\tilde{\phi} = \sum_k B_{\mu \nu}^k \tilde{\xi}_\nu + \frac{\tilde{f}_\phi}{i \omega}, \tag{B11a}$$

$$\tilde{\xi}_\mu = -\gamma_k \tilde{\xi}_\mu + \gamma_k \tilde{u}_\mu,$$
\[
\tilde{u} = \left( i\omega I + \sum_k \frac{\gamma_k \hat{A}_k}{\gamma_k + i\omega} \right)^{-1} \frac{\tilde{R}}{a_0},
\]

\[
\tilde{\xi}^k = \frac{\gamma_k}{\gamma_k + i\omega} \left( i\omega I + \sum_k \frac{\gamma_k \hat{A}_k}{\gamma_k + i\omega} \right) \frac{-1}{a_0} \tilde{R},
\]

B.2 Autocorrelations of the Multimode Phase and Intensity

The multimode matrix autocorrelations are defined as

\[
\langle \hat{\phi}(\omega)\hat{\phi}^\dagger(\omega') \rangle = \mathbb{R}_{\hat{\phi}\hat{\phi}^\dagger}(\omega - \omega'),
\]

\[
\langle \tilde{u}(\omega)\tilde{u}^\dagger(\omega') \rangle = \mathbb{R}_{\tilde{u}\tilde{u}^\dagger}(\omega - \omega'),
\]

\[
\langle \hat{\phi}(\omega)\hat{\phi}^\dagger(\omega') \rangle = \mathbb{R}_{\hat{\phi}\hat{\phi}^\dagger}(\omega - \omega'),
\]

where

\[
\mathbb{R}_{\hat{\phi}\hat{\phi}^\dagger}(\omega) = \sum_k \frac{\gamma_k \hat{B}_k}{\gamma_k + i\omega} \left( i\omega I + \sum_k \frac{\gamma_k \hat{A}_k}{\gamma_k + i\omega} \right)^{-1} \frac{\mathbb{R}(\omega)}{a_0^2 \omega^2} \times \left( -i\omega I + \sum_k \frac{\gamma_k \hat{A}_k^\dagger}{\gamma_k - i\omega} \right)^{-1} \frac{\mathbb{R}(\omega)}{i\omega a_0},
\]

\[
\mathbb{R}_{\tilde{u}\tilde{u}^\dagger}(\omega) = \left( i\omega I + \sum_k \frac{\gamma_k \hat{A}_k}{\gamma_k + i\omega} \right)^{-1} \frac{\mathbb{R}(\omega)}{a_0^2} \times \left( -i\omega I + \sum_k \frac{\gamma_k \hat{A}_k^\dagger}{\gamma_k - i\omega} \right)^{-1},
\]

\[
\mathbb{R}_{\hat{\phi}\hat{\phi}^\dagger}(\omega) = \sum_k \frac{\gamma_k \hat{B}_k}{\gamma_k + i\omega} \left( i\omega I + \sum_k \frac{\gamma_k \hat{A}_k}{\gamma_k + i\omega} \right)^{-1} \frac{\mathbb{R}(\omega)}{a_0^2} \times \left( -i\omega I + \sum_k \frac{\gamma_k \hat{A}_k^\dagger}{\gamma_k - i\omega} \right)^{-1}.
\]

In the next section, we compute the second-order moments for \(\hat{\phi}_\mu\) and \(u_\mu\). As in the single-mode case, the result will depend on the poles of the Fourier transforms. We find that the Fourier transforms have poles at \(\omega = 0\) and \(2M\) additional poles for each lasing mode, which give rise to \(2M\) RO sidepeaks around each lasing frequency. In order to see this, we rewrite the matrix \((i\omega I + \sum_k \frac{\gamma_k \hat{A}_k}{\gamma_k + i\omega})\) in a way that easily shows the frequencies \(\omega\) for which the matrix is null. Similar to Eq. (13), we use the approximation near the RO frequencies (the validity regime will be checked at the end):

\[
i\omega I + \sum_k \frac{\gamma_k \hat{A}_k}{\gamma_k + i\omega} \approx \sum_k \frac{i\omega(\gamma_k + i\omega)I + \hat{A}_k\gamma_k}{\gamma_k + i\omega} \frac{1}{\gamma_k + i\omega} 
\approx \frac{1}{i\omega} \sum_k \frac{i\omega(\gamma_k + i\omega)I + \hat{A}_k\gamma_k}{\gamma_k + i\omega},
\]

The term in square brackets is a second-degree matrix polynomial in \(\omega\), which can be rewritten as

\[
i\omega \gamma_k \gamma_k^2 + \sum_k \hat{A}_k \gamma_k = -(\omega I - M_+)(\omega I - M_-),
\]

where we introduced the definition

\[
M_{\pm} = \pm \sqrt{\sum_k \gamma_k \hat{A}_k - \frac{1}{2} \sum_k \gamma_k I}^2 + i \frac{1}{2} \sum_k \gamma_k \hat{A}_k.
\]

The square root of a diagonalizable matrix \(\mathbb{O} = \mathbb{V} \mathbb{D} \mathbb{V}^{-1}\) is \(\sqrt{\mathbb{O}} = \mathbb{V} \sqrt{\mathbb{D}} \mathbb{V}^{-1}\). Note that the matrix \(\sum_k \gamma_k \hat{A}_k - (\frac{1}{2} \sum_k \gamma_k I)^2\) is positive definite because (1) the matrices \(\hat{A}_k\) are positive definite, as this is a stability criterion for Eq. (B1), and (2) \(\|\hat{A}_k\| > \gamma_k\) (where \(\|\|\) is a norm matrix), as this is a stability criterion for SALT (I.e., SALT assumes a steady-state inversion, and that requires small atomic-relaxation rates). Substituting Eqs. (B14) and (B15) in Eq. (B11), we obtain approximate expressions for the Fourier transforms:

\[
\hat{\phi}(\omega) \approx \sum_k \frac{\gamma_k \hat{B}_k}{\gamma_k + i\omega} \left( i\omega I + \sum_k \frac{\gamma_k \hat{A}_k}{\gamma_k + i\omega} \right)^{-1} \frac{\tilde{R}(\omega)}{a_0} + \frac{\tilde{F}_1(\omega)}{i\omega},
\]

\[
\tilde{u}(\omega) \approx i\omega \left( i\omega I + \sum_k \frac{\gamma_k \hat{A}_k^\dagger}{\gamma_k - i\omega} \right)^{-1} \frac{\tilde{R}(\omega)}{a_0},
\]

\[
\tilde{\xi}^k(\omega) \approx \frac{\gamma_k}{\gamma_k + i\omega} \cdot i\omega \left( i\omega I + \sum_k \frac{\gamma_k \hat{A}_k^\dagger}{\gamma_k - i\omega} \right)^{-1} \frac{\tilde{R}(\omega)}{a_0}.
\]

In order to find the location of the poles in the integrand of Eq. (20), we introduce the eigenvalue decomposition of the resolvent operator, \(M_+\) and \(M_-\):

\[
(\omega^2 - M_{\pm})^{-1} = \sum_{\mu\pm\sigma} \frac{\mathbb{P}_{\pm\sigma}}{\omega - \omega_{\pm\sigma}},
\]

where \(\omega_{\pm\sigma}\) are the eigenvalues of \(M_{\pm}\) and \(\mathbb{P}_{\pm\sigma}\) are projection operators onto the corresponding eigenspaces. The real and imaginary parts of \(\omega_{\pm\sigma}\) determine the frequencies and widths of the RO sidepeaks. Using this approximation [Eq. (B15)], we can approximate the multimode Fourier transforms near the RO frequencies:

\[
\mathbb{R}_{\hat{\phi}\hat{\phi}^\dagger}(\omega) \approx \frac{1}{a_0} \sum_{\mu\pm\sigma} \frac{\gamma_k \hat{B}_k}{\gamma_k + i\omega} \mathbb{P}_{\mu\pm\sigma} \mathbb{R}(\omega) \mathbb{P}_{\sigma\pm\sigma} \mathbb{P}_{\tau\pm\tau} \times \frac{\gamma_k \hat{B}_k^\dagger}{\gamma_k - i\omega} \mathbb{R}(\omega),
\]

\[
\mathbb{R}_{\tilde{u}\tilde{u}^\dagger}(\omega) \approx \frac{a_0^2}{a_0} \sum_{\mu\pm\sigma} \frac{\mathbb{P}_{\mu\pm\sigma} \mathbb{R}(\omega) \mathbb{P}_{\sigma\pm\sigma} \mathbb{P}_{\tau\pm\tau}}{\chi(\omega - \omega_{\pm\sigma})(\omega - \omega_{\pm\sigma})},
\]

\[
\mathbb{R}_{\hat{\phi}\hat{\phi}^\dagger}(\omega) \approx \frac{1}{a_0} \sum_{\mu\pm\sigma} \frac{\mathbb{P}_{\mu\pm\sigma} \mathbb{R}(\omega) \mathbb{P}_{\sigma\pm\sigma} \mathbb{P}_{\tau\pm\tau}}{\chi(\omega - \omega_{\pm\sigma})(\omega - \omega_{\pm\sigma})},
\]

\[
\mathbb{R}_{\tilde{u}\tilde{u}^\dagger}(\omega) \approx \frac{a_0^2}{a_0} \sum_{\mu\pm\sigma} \frac{\mathbb{P}_{\mu\pm\sigma} \mathbb{R}(\omega) \mathbb{P}_{\sigma\pm\sigma} \mathbb{P}_{\tau\pm\tau}}{\chi(\omega - \omega_{\pm\sigma})(\omega - \omega_{\pm\sigma})}.
\]
\( R_{\phi \phi} (\omega) \approx \sum_{k \mu \nu \sigma} \gamma_k B_k \frac{P_{\mu \nu} P_{\mu + \nu} R(\omega) \rho_{\mu + \nu}^R R(\omega)}{\omega - \omega_k} \)

(B19c)

### B.3 Multimode Second-Order Moments

#### B.3.1 Phase Variance

Similar to the derivation from Section A.2.1, we relate the multimode phase variance to the autocorrelation of the phases:

\[
\langle [\phi(t + t') - \phi(t')][\phi^\dagger(t + t') - \phi^\dagger(t')] \rangle
= \text{Re} \left[ \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\rho_{\phi \phi}(\omega) (1 - e^{i\omega t'})}{\omega^2} \right] \equiv J_0 + J_\pm,
\]

(B20)

where in the last equality we separate the contributions of the poles at \( \omega = 0 \) and the poles associated with RO dynamics. From Section B.2, the phase autocorrelation is

\[
R_{\phi \phi} (\omega) = \sum_{k \ell} \frac{B_k \gamma_k}{\gamma_k - i \omega} \left( \frac{i \omega 1 + \sum_k \gamma_k \tilde{A}_k}{\gamma_k - i \omega} \right)^{-1} \frac{R(\omega)}{\omega^2 a_0^2}
\times \left( \frac{-i \omega 1 + \sum_k \gamma_k \tilde{A}_k}{\gamma_k - i \omega} \right)^{-1} \frac{B_\ell \gamma_\ell}{\gamma_\ell - i \omega} + \frac{R(\omega)}{\omega^2 a_0^2}.
\]

(B21)

In order to evaluate the integral in Eq. (B20), we need to find the residues of

\[
(z) \equiv R_{\phi \phi} (z) (1 - e^{i\omega t}).
\]

(B22)

Following similar steps as in Section A.2.1, the residue at \( \omega = 0 \) gives

\[
J_0 = \left[ \mathbb{B} \mathbb{A}^{-1} \frac{\mathbb{R}_0}{a_0} (\mathbb{B} \mathbb{A}^{-1})^\dagger + \frac{\mathbb{R}_0}{a_0} \right] t,
\]

(B23)

where we introduced the notation \( \mathbb{R}_0 \) to denote the diagonal autocorrelation matrix (Table 3 in the main text) evaluated at the lasing frequency \( \omega_\mu \), i.e., \( \mathbb{R}_0 \equiv \mathbb{R}(\omega_\mu) \). Near RO frequencies, we use the approximation for the autocorrelation [Eq. (B19a)]:

\[
\langle [\phi_\mu(t) - \phi_\mu(0)][\phi_\nu(t) - \phi_\nu(0)] \rangle = \left[ \left[ \mathbb{B} \mathbb{A}^{-1} \frac{\mathbb{R}_0}{a_0} (\mathbb{B} \mathbb{A}^{-1})^\dagger + \frac{\mathbb{R}_0}{a_0} \right] \mu \nu \right] 2t + \sum_\sigma \left[ S^\sigma_{\mu \nu} (1 - e^{i\omega t_1} \cos \Omega_\sigma t) + T^\sigma_{\mu \nu} e^{i\omega t_1} \sin \Omega_\sigma t \right]
\]

(B29)

#### B.3.2 Intensity Autocorrelation

In a similar manner, we can also obtain the multimode intensity autocorrelations. As in the single-mode case, we need to compute

\[
\langle [\mathbf{u}(t + t') + \mathbf{u}(t')] [\mathbf{u}^\dagger(t + t') + \mathbf{u}^\dagger(t')] \rangle = \pi^{-1} \text{Re} \int_{-\infty}^{\infty} d\omega R_{\mathbf{u} \mathbf{u}}(\omega) (1 + e^{i\omega t}) \equiv G_\pm.
\]

(B30)
Denoting the integrand by

\[ (z) = \mathbb{R}_{\tilde{\phi}}(z)(1 + e^{iz}), \]  

(B31)

the autocorrelation is

\[ G_{\pm} = 2i \text{Re} \left[ \sum_{\sigma} \text{Res}(\omega_{\pm} + \sigma) + \text{Res}(\omega, \omega_{-\sigma}) \right]. \]  

(B32)

The integrand only has poles near the RO frequencies. We use the approximation [Eq. (B19b)]:

\[ \mathbb{R}_{\tilde{\phi}}(z) \approx \frac{\omega^2}{\Delta_0^2} \sum_{\mu \sigma \tau} \frac{\mathbb{P}_{\mu \sigma}^\dagger \mathbb{P}_{\mu \tau} \mathbb{R}(\omega) \mathbb{P}_{\tau \sigma}^\dagger}{(\omega - \omega_{\mu})(\omega - \omega_{\tau})(\omega - \omega_{\mu}^e)(\omega - \omega_{\tau}^e)}. \]  

(B33)

Next, we perform the integration using Cauchy’s theorem and obtain

\[ G_{\pm} = \text{Re} \left\{ \sum_{\mu \sigma \tau} \frac{2i}{\Delta_0^2} \left( \frac{\mathbb{P}_{\mu \sigma}^\dagger \mathbb{P}_{\mu \tau} \mathbb{R}(\omega_{\mu}) \mathbb{P}_{\tau \sigma}^\dagger}{(\omega_{\mu} - \omega_{\tau})(\omega_{\mu} - \omega_{\tau}^e)(\omega_{\mu} - \omega_{\mu}^e)(\omega_{\mu} - \omega_{\tau}^e)} \right) \right\}. \]  

Once again, we rewrite the result in compact form as

\[ \langle [\hat{u}_\mu(t) + u_\mu(0)] [\hat{u}_\mu(t) + u_\mu(0)] \rangle = \sum_{\sigma} \mathbb{U}^\sigma_\mu (1 + e^{i \Gamma t} \cos \Omega \omega t) + \mathbb{V}^\sigma_\mu e^{i \Gamma t} \sin \Omega \omega t, \]  

(B35)

where we introduced the matrices

\[ \mathbb{U}^\sigma_\mu \equiv \text{Re} \left\{ \sum_{\mu \sigma \tau} \frac{2i \omega^2}{\Delta_0^2} \frac{\mathbb{P}_{\mu \sigma}^\dagger \mathbb{P}_{\mu \tau} \mathbb{R}(\omega_{\mu}) \mathbb{P}_{\tau \sigma}^\dagger}{(\omega_{\mu} - \omega_{\tau})(\omega_{\mu} - \omega_{\tau}^e)(\omega_{\mu} - \omega_{\mu}^e)(\omega_{\mu} - \omega_{\tau}^e)} \right\} \]  

(B36a)

\[ \mathbb{V}^\sigma_\mu \equiv -\text{Im} \left\{ \sum_{\mu \sigma \tau} \frac{2i \omega^2}{\Delta_0^2} \frac{\mathbb{P}_{\mu \sigma}^\dagger \mathbb{P}_{\mu \tau} \mathbb{R}(\omega_{\mu}) \mathbb{P}_{\tau \sigma}^\dagger}{(\omega_{\mu} - \omega_{\tau})(\omega_{\mu} - \omega_{\tau}^e)(\omega_{\mu} - \omega_{\mu}^e)(\omega_{\mu} - \omega_{\tau}^e)} \right\}. \]  

(B36b)

\[ I_{\pm} = 2\pi i \sum_{\sigma} \text{Re} \left[ \text{Res}(\mathbb{F}, \omega_{\pm \sigma}) + \text{Res}(\mathbb{F}, \omega_{\sigma}) \right]. \]  

(B42)

When computing the residues at \( \omega_{\pm \sigma} \), we drop the 1 inside the square brackets in Eq. (B41) [changing \( \left( \frac{\Delta_0}{\Delta_0} - 1 \right) \) to \( \frac{\Delta_0}{\Delta_0} \)], because the integrand is \( \sin(z\tau)\mathbb{R}_{\tilde{\phi}}(z) \) and \( \sin \) is odd so only the odd part of \( \mathbb{R}_{\tilde{\phi}} \) gives a nonzero contribution. Moreover, we approximate \( \gamma_k + \omega^2 \approx \omega^2 \), which holds near the RO frequencies. We find

\[ I_{\pm} = \sum_{k \mu \sigma \tau} \frac{1}{\Delta_0^2} \left( \frac{2 \gamma_k^2 \mathbb{P}_{\mu \sigma}^\dagger \mathbb{P}_{\mu \tau} \mathbb{R}(\omega_{\mu}) \mathbb{P}_{\tau \sigma}^\dagger}{\omega_{\mu}^2 (\omega_{\mu} - \omega_{\tau})(\omega_{\mu} - \omega_{\mu}^e)(\omega_{\mu} - \omega_{\tau}^e)} + \frac{2 \gamma_k^2 \mathbb{P}_{\mu \sigma}^\dagger \mathbb{P}_{\mu \tau} \mathbb{R}(\omega_{\mu}) \mathbb{P}_{\tau \sigma}^\dagger}{\omega_{\mu}^2 (\omega_{\mu} + \omega_{\tau})(\omega_{\mu} - \omega_{\mu}^e)(\omega_{\mu} - \omega_{\tau}^e)} \right). \]  

(B43)
\[ ([u_\mu(t) + u_\mu(0)][\phi_\nu(t) + \phi_\nu(0)]) = \left[ \frac{2B_\mu A_\mu A_\mu}{a_0^2} \right] + \sum_\sigma \left[ \chi^{\mu}_{\nu\sigma} e^{+r_{\sigma}t} \cos \Omega_{\sigma} t + \psi^{\mu}_{\nu\sigma} e^{-r_{\sigma}t} \sin \Omega_{\sigma} t \right], \]  

(B44a)

where we introduced the definitions
\[ \chi^\sigma \equiv \sum \frac{1}{z_{k\mu\nu}} \left( \frac{2\Gamma_{k\mu\nu} P_{k\mu\nu} F_{k\mu\nu} + P_{k\mu\nu}^{\dagger} F_{k\mu\nu}^{\dagger}}{\omega - \omega_{k\mu\nu} - i\gamma_{k\mu\nu}} \right) + \frac{2\Gamma_{k\mu\nu} P_{k\mu\nu} F_{k\mu\nu} + P_{k\mu\nu}^{\dagger} F_{k\mu\nu}^{\dagger}}{\omega - \omega_{k\mu\nu} + i\gamma_{k\mu\nu}}, \]
\[ \psi^\sigma \equiv \sum \frac{1}{z_{k\mu\nu}} \left( \frac{2\Gamma_{k\mu\nu} P_{k\mu\nu} F_{k\mu\nu} + P_{k\mu\nu}^{\dagger} F_{k\mu\nu}^{\dagger}}{\omega - \omega_{k\mu\nu} - i\gamma_{k\mu\nu}} \right) - \frac{2\Gamma_{k\mu\nu} P_{k\mu\nu} F_{k\mu\nu} + P_{k\mu\nu}^{\dagger} F_{k\mu\nu}^{\dagger}}{\omega - \omega_{k\mu\nu} + i\gamma_{k\mu\nu}}, \]  

(B45)

**B.4 From Second-Order Moments to the Multimode Autocorrelations**

In the previous section, we found that the second-order moments have the form
\[ \langle [\phi(t) - \phi(0)][\phi^T(t) - \phi^T(0)] \rangle = Q^{(1)} t + \sum_\sigma Q^{(2)}_\sigma (1 + e^{r_{\sigma} t} \cos \Omega_{\sigma} t) + Q^{(3)}_\sigma e^{r_{\sigma} t} \sin \Omega_{\sigma} t, \]  

(B46a)
\[ \langle [u(t) + u(0)][u^T(t) + u^T(0)] \rangle = \sum_\sigma Q^{(4)}_\sigma (1 + e^{r_{\sigma} t} \cos \Omega_{\sigma} t) + Q^{(5)}_\sigma e^{r_{\sigma} t} \sin \Omega_{\sigma} t, \]  

(B46b)
\[ \langle [u(t) + u(0)][\phi^T(t) - \phi^T(0)] \rangle = Q^{(6)} + \sum_\sigma Q^{(7)}_\sigma e^{r_{\sigma} t} \cos \Omega_{\sigma} t + Q^{(8)}_\sigma e^{r_{\sigma} t} \sin \Omega_{\sigma} t. \]  

(B46c)

Comparing the boxed equations with multi-correlations-formal, we find

\[ Q^{(1)} = 2 \left( \frac{B_\mu A_\mu A_\mu}{a_0^2} + \frac{R_\mu}{a_0^2} \right), \quad Q^{(2)} = S_\sigma, \quad Q^{(3)} = T_\sigma, \quad Q^{(4)} = U_\sigma, \quad Q^{(5)} = \chi^\sigma, \quad Q^{(6)} = \psi^\sigma. \]  

(B47)

Following similar steps as in the single-mode regime, one can show that in the limit of strong phase diffusion [see discussion following Eq. (A31) for quantitative definition], the Fourier transform of the multimode autocorrelation takes the form

\[ \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\tau e^{-i\omega\tau} \langle a_\mu(t)a_{\mu}^*(0) \rangle = \frac{Q^{(1)}_{\mu\mu} \pm \frac{Q^{(4)}_{\mu\mu}}{2}}{(\omega - \omega_{\mu})^2 + \left( \frac{Q^{(1)}_{\mu\mu}}{2} \right)^2}, \]

\[ \sum_\sigma \left( \frac{\Gamma_{\mu\mu}^{\mu\sigma}}{\Omega_{\mu}^2} + (\Gamma_{\mu\mu}^{\mu\sigma})^2 - \Omega_{\mu}^2 \right) \]  

central peaks
\[ \sum_\sigma \left( \frac{\Gamma_{\mu\mu}^{\mu\sigma}}{\Omega_{\mu}^2} + (\Gamma_{\mu\mu}^{\mu\sigma})^2 - \Omega_{\mu}^2 \right) \]  

blue sidepeaks
\[ \sum_\sigma \left( \frac{\Gamma_{\mu\mu}^{\mu\sigma}}{\Omega_{\mu}^2} + (\Gamma_{\mu\mu}^{\mu\sigma})^2 - \Omega_{\mu}^2 \right) \]  

red sidepeaks

\[ \frac{1}{\Gamma_{\mu\mu}^{\mu\sigma} + \Gamma_{\mu\mu}^{\mu\sigma}} \left[ \frac{Q^{(2)}_{\mu\mu} + Q^{(4)}_{\mu\mu} + 2Q^{(8)}_{\mu\mu}}{2} \right] + \frac{Q^{(5)}_{\mu\mu} - Q^{(3)}_{\mu\mu} + 2Q^{(7)}_{\mu\mu}}{2} \right], \]  

\[ \frac{1}{\Gamma_{\mu\mu}^{\mu\sigma} + \Gamma_{\mu\mu}^{\mu\sigma}} \left[ \frac{Q^{(2)}_{\mu\mu} + Q^{(4)}_{\mu\mu} - 2Q^{(8)}_{\mu\mu}}{2} \right] - \Omega_{\mu} - (\omega - \omega_{\mu}) \left( \frac{Q^{(5)}_{\mu\mu} - Q^{(3)}_{\mu\mu} - 2Q^{(7)}_{\mu\mu}}{2} \right) \]  

\[ \frac{1}{\Gamma_{\mu\mu}^{\mu\sigma} + \Gamma_{\mu\mu}^{\mu\sigma}} \left[ \frac{Q^{(2)}_{\mu\mu} + Q^{(4)}_{\mu\mu} + 2Q^{(8)}_{\mu\mu}}{2} \right] + \frac{Q^{(5)}_{\mu\mu} - Q^{(3)}_{\mu\mu} + 2Q^{(7)}_{\mu\mu}}{2} \right], \]  

(B48)

where \( \Gamma_{\mu\mu}^{\mu\sigma} = \Gamma_{\mu}^\mu + \Gamma_{\mu}. \) This completes the derivation of the multimode noise spectrum.
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