Downscaling an intense precipitation event in complex terrain: the importance of high grid resolution
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ABSTRACT
Floods due to intense rainfall are a major hazard to both people and infrastructure in western Norway. Here steep orography enhances precipitation and the complex terrain channels the runoff into narrow valleys and small rivers. In this study we investigate a major rainfall and flooding event in October 2014. We compare high-resolution numerical simulations with measurements from rain gauges deployed in the impacted region. Our study has two objectives: (i) to understand the dynamical processes that drove the high rainfall and (ii) the importance of high grid resolution to resolve intense rainfall in complex terrain. This is of great interest for numerical weather prediction and hydrological modelling. Our approach is to dynamically downscale the ERA-Interim reanalysis with the Weather Research and Forecasting model (WRF). We find that WRF gives a substantially better representation of precipitation both in terms of absolute values as well as spatial and temporal distributions than a coarse resolution reanalysis. The largest improvement between the WRF simulations is found when we decrease the horizontal model grid spacing from 9 km to 3 km. Only minor additional improvements are obtained when downscaling further to 1 km. We believe that this is mainly related to the orography in the study area and its representation in the model. Realistic representations of gravity waves and the seeder–feeder effect seem to play crucial roles in reproducing the precipitation distribution correctly. An analysis of associated wavelengths shows the importance of the shortest resolvable length scales. On these scales our simulations also show differences in accumulated precipitation of up to 300 mm over four days, further emphasising the need for resolving short wavelengths. Therefore, our results clearly demonstrate the need for high-resolution dynamical downscaling for extreme weather impact studies in regions with complex terrain.
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1. Introduction
Orographic enhancement of precipitation is a weather feature evident to anyone who has lived in the vicinity of mountains (Roe, 2005, and references therein). It explains why the coast in southwestern Norway is the wettest part of the country (Hanssen-Bauer and Førland, 2000). The annual averages exceed 3000 mm in several places, e.g. Jonshøgdi (station number 50310) with 3151 mm, but there is also large variability, e.g. Vossevangen (station number 51530) with 1280 mm (MET Norway, 2015). Orographic effects can, in addition to increasing climatological averages, be instrumental in generating extreme precipitation and associated hazards for life and property. Such a situation occurred in September 2005, when the remains of two tropical cyclones hit the west coast of Norway and the complex terrain induced strong rainfall enhancement on local scales (Stohl et al., 2008). The large rainfall amounts caused a fatal landslide close to the city of Bergen.

Flow towards a barrier leads to dynamical interactions between the air mass and the terrain. The nature of the reaction depends on a number of fundamental factors, such as barrier dimensions, wind speed and atmospheric moisture content of the approaching air mass (Miglietta and Buzzi, 2001, 2004). In cases with sufficient wind speed and weak, but positive moist static stability, the air mass ascends adiabatically over the barrier and sets of gravity waves. Upward motions are found immediate upstream of the barrier and as vertical gravity wave perturbations downstream of the mountain (Roe, 2005; Houze Jr., 2012). Microphysical processes, such as hydrometeor formation and fall out time, are important delaying factors in the precipitation formation. The delay results in a belt of enhanced precipitation shifted towards the hilltop and on the immediate lee side. The latter effect is often referred to as the spillover effect (e.g.
Simulations may describe the catchment and runoff improperly or distribute the precipitation into a wrong catchment area. As a consequence, the realism of horizontal distributions of precipitation has been shown to be a limiting factor in hydrology studies (e.g. Tramblay et al., 2013; Smith et al., 2014). Increasing the horizontal resolution generally allows for a more detailed representation of parameters relevant for runoff calculations, such as surface and soil properties and small-scale topographic features, leading to a more realistic hydrology. A number of studies have shown that a decrease of the grid spacing often improves the accuracy as one would primarily expect (e.g. Richard et al., 2007; Rögnvaldsson et al., 2007; Pieri et al., 2015; Smith et al., 2015), but there is also evidence that this is not always the case (e.g. Grubišić et al., 2005; Chan et al., 2013).

Here we study an episode in October 2014, when consecutive days with heavy rainfall caused widespread flooding in the mountainous areas of western Norway. Large amounts of precipitation over several days led to saturation of the top layers of the soil. At the same time, the mountains in the study area were lacking snow that could have absorbed and temporarily stored some of the water at higher altitudes. A combination of those factors resulted in unusually large runoff.

Our main motivation is to investigate to which degree a numerical weather prediction (NWP) model is able to reproduce the dynamical processes of an extreme rainfall event, and how sensitive the model result is to the choice of horizontal grid spacing. For this study we analysed model simulations with respect to structure and dynamics of the atmosphere to estimate the relevant spatial scales. We hypothesise that high horizontal resolution gives a better representation of the dynamical features that are the key drivers of the precipitation processes in the complex terrain.

The paper is organised as follows. In Section 2 we describe the data set and the methods used, including the model description and setup. The results are presented in Section 3 and discussed in more detail in Section 4, with emphasis on the sensitivity to model grid spacing and its effect on atmospheric dynamics.

2. Data and methods

2.1. Observational data

The observational precipitation data set consists of measurements from 43 stations operated by the Norwegian Meteorological Institute (MET Norway) and 11 rain gauges deployed in the Voss area in western Norway as part of a master’s project on fine-scale precipitation distribution in complex terrain (Pontoppidan, 2015). The instrument used in the field campaign was the tipping bucket rain gauge HOBO RG2-M (Onset, 2001), registering the time stamp of each tip.
corresponding to 0.2 mm of precipitation. The HOBO rain gauge is not heated and therefore limited to liquid precipitation sampling for reliable data. However, there was no occurrence of snow at any of the stations during the event under investigation here.

Rain gauge measurements are in general prone to undercatch, i.e. the imperfect collection of precipitation, due to wind speed dependent flow distortion around the gauge and additional losses such as wetting, evaporation and splashing (e.g. Sevruk et al., 2009; Habib et al., 2010; Mekonnen et al., 2015). Wetting and evaporation are most relevant during periods with low rain rates and were neglected in our case. The anticipated largest error, the wind-induced undercatch, was minimised during the field campaign by a similar shielded placement in the terrain. No further corrections on the wind speed dependency were applied. We therefore estimate the rain gauges to show a small undercatch that should, however, be of comparable magnitude for all stations.

Before and after the deployment period of the HOBO rain gauges, we performed a calibration check on each instrument, allowing for a correction of potential changes in the sensitivity of the instruments over time. A detailed description of the calibration check and correction procedure can be found in Pontoppidan (2015).

The distribution of the stations in the area is shown in Fig. 1, and the corresponding exact locations and station altitudes are given in Table 1. Hagavik (P1) and Nesttun (P2) are coastal stations at low elevation with flat terrain upstream and moderately high and steep terrain downstream. Hisdalen (P3), Dale (P4) and Kaldestad (P5) are also located at low elevations, but with steep terrain both up- and downstream. The mountainous stations, Sandfjellet (P8), Hodnaberg (P9) and Flyane (P11), are situated at higher altitudes and are also mainly surrounded by higher terrain up- and downstream. The remaining stations, Steine (P7), Dyrvedalen (P10) and Vaslii (P12), are positioned on the north side of the wider Bergen–Voss valley, in slightly upslope terrain. They all have massive barriers upstream and high terrain immediately downstream and were categorised as Valley North. Further description of the MET Norway stations is available from their website (MET Norway).

2.2. Model setup

We used version 3.5.1 of the Weather Research and Forecasting model (WRF), a non-hydrostatic NWP model with terrain-following sigma coordinates (Skamarock et al., 2008). The model domain setup is shown in Fig. 2. The outer domain had 301^2/271 grid points, with a horizontal resolution of 9 km, yielding a domain of 2709 km in the west–east direction and 2439 km in the south–north direction. The model time step in the outer domain was 45 s. The two-way nested domains, d02 and d03, had a grid resolution of 3 km and 1 km and had time steps of 15 s and 3 s, respectively. The extremely short time step of 3 s was necessary to avoid numerical instabilities in the simulation. As an additional effort to avoid instabilities, we smoothed the terrain with two passes of the smooth_desmooth option in the simulation.
Table 1. Overview of the locations for the HOBO rain gauges (P1–P12) and the meteorological stations (denoted by their national code)

| Identity | Name             | Latitude | Longitude | Altitude |
|----------|------------------|----------|-----------|----------|
| P1       | Hagavik          | 60.176°N | 5.403°E   | 48 m     |
| P2       | Nessun           | 60.319°N | 5.373°E   | 58 m     |
| P3       | Hisdalen         | 60.397°N | 5.690°E   | 140 m    |
| P4       | Dale             | 60.590°N | 5.829°E   | 91 m     |
| P5       | Kaldestad        | 60.554°N | 6.018°E   | 521 m    |
| P7       | Steine           | 60.667°N | 6.200°E   | 485 m    |
| P8       | Sandfjellet      | 60.607°N | 6.212°E   | 620 m    |
| P9       | Hodnabergr       | 60.561°N | 6.214°E   | 618 m    |
| P10      | Dyrdalen         | 60.653°N | 6.335°E   | 355 m    |
| P11      | Flyane           | 60.602°N | 6.319°E   | 436 m    |
| P12      | Vassili, Voss    | 60.645°N | 6.445°E   | 79 m     |
| 25830    | Finsevatn        | 60.592°N | 7.524°E   | 1210 m   |
| 29400    | Sandhag          | 60.183°N | 7.481°E   | 1250 m   |
| 46430    | Roldalsfjellet   | 59.832°N | 6.733°E   | 1010 m   |
| 46450    | Roldal           | 59.830°N | 6.824°E   | 393 m    |
| 47450    | Straunay         | 59.653°N | 5.434°E   | 36 m     |
| 47500    | Etne             | 59.665°N | 5.966°E   | 35 m     |
| 47600    | Litledal         | 59.664°N | 6.066°E   | 83 m     |
| 47610    | Kriite           | 59.636°N | 6.087°E   | 568 m    |
| 47820    | Eikemo           | 59.859°N | 6.279°E   | 178 m    |
| 47890    | Opstvet          | 59.858°N | 6.017°E   | 38 m     |
| 48450    | Husnes           | 59.864°N | 5.770°E   | 13 m     |
| 48500    | Rosendal         | 59.991°N | 6.026°E   | 75 m     |
| 48780    | Mauerang         | 60.132°N | 6.331°E   | 33 m     |
| 49080    | Øvre Krossdalen  | 60.280°N | 6.386°E   | 342 m    |
| 49490    | Ullensvang       | 60.319°N | 6.654°E   | 12 m     |
| 49631    | Eidfjord II      | 60.465°N | 7.069°E   | 20 m     |
| 49800    | Fet, Eidfjord    | 60.409°N | 7.280°E   | 735 m    |
| 50070    | Kvamsoy          | 60.358°N | 6.275°E   | 49 m     |
| 50080    | Øystese          | 60.379°N | 6.193°E   | 108 m    |
| 50110    | Aksneset, Kvam   | 60.336°N | 6.218°E   | 13 m     |
| 50120    | Skulafosse       | 60.275°N | 6.039°E   | 16 m     |
| 50150    | Hatlestrand      | 60.042°N | 5.906°E   | 45 m     |
| 50175    | Austevoll        | 60.017°N | 5.206°E   | 32 m     |
| 50310    | Jonshagdi        | 60.389°N | 5.964°E   | 455 m    |
| 50450    | Stend            | 60.273°N | 5.331°E   | 54 m     |
| 50480    | Sandslí          | 60.392°N | 5.280°E   | 45 m     |
| 50540    | Florida          | 60.329°N | 5.333°E   | 12 m     |
| 51010    | Fossmark         | 60.521°N | 5.724°E   | 10 m     |
| 51250    | Øystedal         | 60.688°N | 5.965°E   | 316 m    |
| 51440    | Evanger          | 60.647°N | 6.111°E   | 17 m     |
| 51470    | Bulken           | 60.646°N | 6.222°E   | 328 m    |
| 51530    | Vossenangen      | 60.625°N | 6.426°E   | 54 m     |
| 51800    | Mjøsfjell        | 60.702°N | 6.937°E   | 695 m    |
| 51990    | Myrkdalen        | 60.866°N | 6.473°E   | 700 m    |
| 52170    | Eksingedal       | 60.803°N | 6.147°E   | 450 m    |
| 52220    | Gullbrå          | 60.829°N | 6.265°E   | 579 m    |
| 52310    | Modalen III      | 60.856°N | 5.973°E   | 125 m    |
| 52400    | Eikanger         | 60.623°N | 5.381°E   | 72 m     |
| 52475    | Blomvåg          | 60.531°N | 4.893°E   | 30 m     |
| 52601    | Haukeland        | 60.835°N | 5.583°E   | 325 m    |
| 52750    | Froyset          | 60.846°N | 5.211°E   | 13 m     |
| 53160    | Jordalen         | 60.900°N | 6.724°E   | 614 m    |
| 53530    | Midstova         | 60.656°N | 7.276°E   | 1162 m   |

The model was initiated at 00:00 UTC on 24 October 2014, or in abbreviated form 24/00. Three different runs were performed, with two-way feedback when nests were present. One with all three domains 9 km, 3 km and 1 km, a second with the 9 km and 3 km domains and a third with just the 9 km domain. The first 30 h of the model runs were discarded as spin-up, resulting in a four-day analysis window from 25/06 to 29/06. When comparing model results with observations, we used the nearest four model grid points, weighted according to their distance to the location.

We performed different sensitivity tests to find the optimal spectral nudging settings (Von Storch et al., 2000; Omrani et al., 2012, 2015) for the simulation of precipitation during the flooding event. The best model representation of the single-location precipitation was found to be the one with the standard WRF relaxation time of 1 h and nudging wavelengths above 677 km zonally and 609 km meridionally in the outer domain only. We chose this model run for a dynamical investigation in Section 3.4. A more detailed description of the selection process based on multiple sensitivity simulations can be found in Pontoppidan (2015).
3. Extreme flooding event October 2014

3.1. Synoptic situation

End of October 2014 south-western coastal Norway was exposed to considerable amounts of precipitation, resulting in widespread flooding. One of the hardest affected areas was located along the River Vosso, and the Voss area experienced a severe flooding event on 28 October. The official stations operated by MET Norway in the area reported three-day total precipitation amounts of 249 mm for Jonshøgdi (station number 50310, M1 in Fig. 1), 133 mm for Evanger (station number 51440, M2) and 111 mm for Vossevangen (station number 51530, M3) between 26/06 and 29/06.

The synoptic situation a few days before the flooding event was characterised by the passage of multiple frontal systems with partly heavy precipitation. The analysis from 28/00 (Fig. 3) shows the centre of a low-pressure system over the Barents Sea and ongoing cyclogenesis over the experiment area. The frontal zones advected warm and moist air masses from the tropics towards western Norway. This is also evident in Fig. 4, which presents the specific humidity at 850 hPa from the ERA-Interim reanalysis for the same time.

Two days before the flooding event, on 26 October, a low-pressure system was centred NW of Norway. The associated fronts passed over western Norway and caused considerable amounts of precipitation during the day, especially around noon. A cold front passed the area at 27/00, temporarily advecting drier air and causing a relatively dry period after the frontal passage. At the same time a disturbance over Scotland developed and moved towards Norway, leaving western Norway in the warm sector of an intensifying low-pressure system with again large amounts of precipitation from 27/12 to 28/17. The associated cold front passed the Bergen area in the afternoon and the precipitation intensity behind decreased. As result of several days with more or less continuous rainfall, the flood peaked in the Voss area early evening of 28 October.
3.2. Observed and simulated precipitation

The observed precipitation during the four days prior to the flooding top is shown in Fig. 5a, with the HOBO gauges shown as coloured lines and the accumulated daily values from the MET Norway stations as black diamonds. The HOBO measurements clearly show different phases of precipitation intensity, manifested by the varying slope of the curves, related to the synoptic situation and development described above. Two distinct heavy precipitation periods are evident (all of 26 October and 27/28), separated by a dry period of about 12 h. The spatial variability among the stations was large, with an overall observed range between 340 mm at P5 and 47610 and approximately 20 mm at 29400. The span of the HOBO rain gauge values agrees with the observed precipitation range of the MET Norway stations, with P5 being amongst the stations with highest precipitation amounts and P1 in the lower part. The very low values are not captured by the HOBO gauges.

The simulated precipitation from the 1 km model run is shown in Fig. 5b. The agreement between simulated and observed precipitation is obvious. The model represented the variability, in terms of both temporal and spatial precipitation distribution, remarkably well. It showed, however, a slight tendency to underestimate the precipitation amounts during the first 24 h. The total spatial variability also seems correctly
represented with the MET Norway stations spanning approximately the observed range, and both P1 and P5 close to the observed minimum and maximum values. The variability and forecast timing of the intermediate stations were also captured adequately. The two intense precipitation periods were well represented with respect to timing, and the intermediate dry period was clearly reproduced in the simulation.

3.3. Comparison of model resolutions

Figure 6 presents a comparison of the total four-day accumulated precipitation from 25/06 to 29/06 in the observations and simulations. For each station, the columns show the WRF simulations (9 km, 3 km and 1 km) and the observed precipitation amount. The observations were well replicated in the model simulations; one exception was station 25830, for which all the simulations overestimated the precipitation largely.

Figure 7 shows a Taylor diagram of the basic statistics for the model runs marked as coloured circles. The calculations are based on the simulated total four-day precipitation at the 54 stations. The observed standard deviation amongst the 54 stations was 76.4 mm, as marked with a black asterisk in the diagram. We notice that the coarse grid model run at 9 km underestimated the standard deviation, here representing the spatial variability amongst the stations, whereas this variability was slightly overestimated in the 3 km run, with 81.4 mm, and again slightly higher in the 1 km run, with 86.6 mm. In terms of root mean square (rms) difference, the 9 km run scored best, and for the correlation, which represents a spatial correlation (though only based on 54 stations), all runs were above 0.8. The best being the 1 km run, with the 3 km run only slightly below.

3.4. Dynamics

To study the underlying dynamical and physical processes, we investigated the vertical structure of the atmosphere in the model simulations. In accordance with the dominant inflow direction during the case study, we defined a SW to NE oriented cross section through the inner domain, in close vicinity to the stations P1, P3, P5, P7 and 51,470. The cross section is depicted as a red line in Fig. 1. For the following discussion, we selected the output at three model times representative for the dominant phases of the event. One during the first heavy precipitating period at 26/18, a second during the dry period at 27/06 and a third during the second heavy precipitation period at 28/06 (shown in Fig. 5a).

A series of cross sections of vertical velocity and potential temperature from the 1 km resolution run are shown in Fig. 8a–c. The air mass approached the coast as a level non-turbulent flow. When it impinged on orography higher than a few hundred meters, gravity waves formed. The gravity waves were present at all the selected times, though with slightly lower intensity at 28/06. The potential temperature showed a clear terrain-induced displacement, diminishing only slightly with altitude.

Figure 9a–c shows the effect of different grid resolutions on the representation of gravity waves at 28/06. The 9 km grid spacing had fewer wave cells with significantly lower intensity, and the related vertical velocities ranged between −1.0 m s⁻¹ and 1.7 m s⁻¹. The 3 km and 1 km resolution had similar cell structures and a vertical velocity range of −3.5 m s⁻¹ to 3.1 m s⁻¹ and −5.5 m s⁻¹ to 3.4 m s⁻¹, respectively.

Cross sections of specific humidity at the three selected times are shown in Fig. 8d–f. The moisture content varied throughout the period, with a minimum in the dry period and a
maximum at the last time shown at 28/06. Vertical displacements of drier air were evident downstream of the large mountains at all times. The major displacements caused by the large mountains were detectable throughout the lower 5 km, whereas smaller hills only caused displacement in the lower few hundred meters. The main difference in the humidity distribution between the two precipitation episodes was the considerably thicker layer of high specific humidity during the second phase (28/06), exceeding 6 g kg$^{-1}$ in the lowest 2 km of the atmosphere. During the first phase (26/18) this value only occurred in the lowest few hundred meters. The effect of the grid sizes shown in Fig. 9d–f seemed limited. The 9 km run was able to resolve the overall specific humidity at this time (28/06), and was quite similar to both the 3 km and 1 km
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run on a large scale. The orography did, however, affect the smaller scale specific humidity over the complex terrain.

Liquid water content (LWC) and the sum of ice water content (IWC) and LWC for the three selected times are shown in Fig. 8g–i and 8j–l. At 26/18 the LWC clearly increased over elevated orography and reached its absolute maximum over the first massive barrier crest at 5.9°E. The spillover effect was detectable as the high LWC values continued downslope. Similar features, but with less intensity, were in play at the barriers further downstream. The large areal inhomogeneity in the observed precipitation during this phase was likely related to the distinct differences in LWC. Around the final time the LWC values similarly increased at the first major barrier at 5.9°E, but the LWC signals were more diffuse over the remaining terrain features, distributing the precipitation more evenly. A reason for this difference may be found in Fig. 8j–l, which shows that the first precipitation phase (26/18) was nearly unaffected by ice particles having a single maxima of LWC in the vertical dimension. On the other hand, the final precipitating period (28/06) had large amounts of ice particles which created a second vertical maxima of LWC and IWC. The large and rather homogeneous distribution of ice particles aloft could be a potential seeder cloud for the cloud layers below. As a consequence of this seeding, the droplets over a large area would grow faster, fully in accordance with the observations of increased precipitation amount and decreased horizontal variability.

The effect of different horizontal resolutions on the LWC and the sum of LWC and IWC are shown in Fig. 9g–i and 9j–l, respectively. The 9 km resolution lacked a sufficient representation of the high LWC and IWC amounts in general. This resulted in a LWC + IWC maximum of 0.7 g kg$^{-1}$. The 3 km and 1 km resolution simulations had generally higher values, with maxima of 1.5 g kg$^{-1}$ and 1.8 g kg$^{-1}$, respectively. The spillover effect is detected as increased amounts of LWC and IWC immediately downslope of hill crests in the 3 km and 1 km runs. The spillover effect seems to be absent in the 9 km run.

The horizontal distribution of accumulated model precipitation during the four-day period is presented in Fig. 10. The HOBO stations are marked on the map with circles and the MET Norway stations with squares (see Fig. 1), all filled with colours corresponding to the observed precipitation during the period. The 9 km run was unable to simulate the high precipitation amounts (Fig. 10a) and seems inadequate for further hydrological modelling. The 3 km (Fig. 10b) and 1 km (Fig. 10c) run simulated higher rainfall and higher variability, agreeing better with the observations. In the western part of the domains over the North Sea, the precipitation fields were in general homogeneous, and the absolute amounts were relatively low. The synoptic-scale forced ascent gave increased precipitation amounts closer to the coastline, and further inland the horizontal inhomogeneity was enhanced in all the simulations. For the 3 km and 1 km domain this inhomogeneity increased substantially, and small confined areas of accumulated simulated precipitation well above 600 mm can be discerned in the southern part of the area. The station P5 is located at the edge of such an area, situated at the first major terrain barrier in the flow direction. Within a radius of 5 km from this station the accumulated precipitation varied by as much as 300 mm during the four days.

The valley to the NE of P12 and 51530 received considerably less precipitation than the steep and elevated terrain surrounding it. This area is located approximately 100 km from the coast in the SW flow direction and situated in the synoptic-scale evaporation zone in the lee of the mountainous Hamlagro plateau. The reduced precipitation (which has been informally confirmed by locals) observed there (P12) is likely linked to the location of the station, and the enhanced precipitation amounts around it were probably caused by smaller-scale orographic features.

South in our study area, the model simulations also indicated several other precipitation hot spots. Of particular interest during the period investigated here was the area of enhanced precipitation at 60°N, 6.5°E. It covered large parts of the catchment of the Opo River, which was also severely affected by the flooding.

In order to identify important wavelengths, we performed a spectral analysis of the model terrain and the humidity. The 850-hPa pressure level from the 26/18 cross section of specific humidity shown in Fig. 8d–f were analysed using a discrete cosine transform (Denis et al., 2002). Figure 11a shows the variance for specific humidity and model orography for the 1 km run. Correspondingly the 3 km and 9 km simulations are shown in Fig. 11b and Fig. 11c. Since wavelengths shorter
than twice the grid spacing are unresolved, the 9 km domain was unable to resolve wavelengths shorter than 18 km. For the 1 km simulation both the terrain and the specific humidity variance followed the same pattern of increasing values from the shortest resolved wavelength and upwards. The peak was reached around wavelengths of 6 km. The 3 km simulation agreed well with the 1 km run at resolved wavelengths. The similarity between the specific humidity spectra and the orography spectra, at least for the 3 km and 1 km simulations, indicates a link between the two. Similar results were found when analysing vertical velocity, LWC and IWC at 27/06 and 28/06, although this is not shown here.

Fig. 8. Cross sections (above the red line in Fig. 1) of vertical velocities (a–c) with potential temperature contoured in black lines, specific humidity (d–f), liquid water content (g–i) and the sum of liquid and ice water content (j–l) from the 1 km resolution run, at three selected times: 26/18, 27/06 and 28/06 (in the left, middle and right column, respectively).
4. Summary and discussion

In late October 2014, western Norway experienced several days with heavy precipitation amounts. As a field campaign with HOBO RG2-M rain gauges in the Bergen–Voss area was conducted during this period, it represents a unique opportunity to investigate the ability of the WRF model to reproduce extreme precipitation in complex terrain.

Here we used the model to simulate a period of four days prior to the flood (25–29 October, both 06 UTC). Overall, the high-resolution simulations (3 km and 1 km) agreed well with the observations. The rainfall during the first 24 h was slightly underestimated, but towards the end of the integration time the total accumulated precipitation amount at each station was well captured. The simulation also reproduced the observed
Our investigation of the dynamics during the flooding event revealed several interesting features. The simulated strong gravity wave activity in the early stages of the event, together with moderate humidity levels and a near-absence of ice particles corresponded with an observed large precipitation variability between the stations. Later on, during the observed dry period, the simulations had slightly less wave activity, considerably drier air and a more stable atmosphere. During the last period of heavy precipitation, the model had weaker gravity waves, but very high humidity and large amounts of homogeneously distributed ice particles. In this period the distribution of the precipitation was more homogeneous than during the first precipitating period. We suggest that this difference in homogeneity is caused by two effects: the slightly weaker gravity wave activity and a strong homogeneously seeder effect from the ice particles during the second precipitating period. This emphasises the significant influence of these effects, i.e. orographic modification, on the horizontal precipitation distribution, and thereby the importance of grid spacing to ensure that these features are resolved satisfactorily.

It is very costly to run NWP models with a higher resolution than necessary. This is particularly important when performing multi-year downscaling experiments. We therefore paid particular attention to the results on different resolutions. Our study indicated that dynamical downscaling experiments are required to simulate fine-scale variability. Here even the 9 km grid spacing seems insufficient because of its considerably lower variability compared to the observations. Hydrological models depend on a correct distribution of precipitation into catchments and an accurate representation of soil runoff. This is crucial to address local flooding problems in a realistic manner, and we have showed that high grid resolution is necessary to fulfil these requirements.

In our simulations the largest differences were found between the 9 km and 3 km runs. The 9 km run lacked the observed spatial variability and seemed partly unable to represent important dynamical features such as gravity waves. However, only marginal improvements were found when decreasing the grid spacing further from 3 km to 1 km. These findings are in qualitative agreement with several previous studies of precipitation in other mountainous regions (e.g. Richard et al., 2007; Rögnvaldsson et al., 2007; Pieri et al., 2015). We suggest that the complexity of the terrain in the area is important for the results. The extent of the mountainous Hamlagro plateau in the area of interest is approximately 50 km from SW to NE. This plateau and the surrounding valleys were only slightly better represented at 1 km compared to 3 km, due to the necessary smoothing of the 1 km terrain. Our spectral analysis shows that the shortest resolved wavelengths, both in the 3 km and 1 km runs, had significant variance. In addition, there appears to have been a link between the orography and the humidity. On these rather short length scales, horizontal differences of up to 300 mm in accumulated four-day precipitation were found, enhancing our belief in the importance of resolving such short length scales. We suggest that the poor representation of the terrain in the 9 km simulation led to an insufficient representation of the gravity waves, LWC and IWC, and this was an important reason for the less accurate precipitation distribution investigated here. Our results indicate that the important wavelengths in this geographical area were sufficiently resolved in the 3 km run. These results agree with other studies that show reduced
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model improvement below certain grid thresholds on wider barriers (e.g. Grubišić et al., 2005; Rögnvaldsson et al., 2007; Ikeda et al., 2010). The ideal grid size, however, seems to depend on the complexity of the terrain in the region and the purpose of the investigation.

We believe that the results from this case study can be generalised to the frontal precipitation that dominates western Norway, however, the shorter length scales investigated here are limited by the grid size, as length scales shorter than up to 10 times the grid size are not always resolved. Further studies covering longer time periods, with very high-resolution terrain data, may reveal whether there is additional added value to obtain by resolving even shorter length scales in complex terrain. As such, the results presented here are important in the context of regional downscaling in coastal areas with complex terrain.
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