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Abstract: The aim of this paper is to familiarize the reader with the general application of MCDM methods on a specific example of City Logistics in order to find the optimal solution for operation of the territory. In its introductory part, methods used for quantitative evaluation of variant solutions are briefly described, and then the so-called Forces Decision Matrix Method (FDMM) including the determination of criteria weights using pairwise comparison of variants according to individual criteria on the specific example is applied. In the final part of the paper, the advantages and disadvantages of using this method for more complex tasks with multiple variant solutions based on the results of the practical example are applied and the so-called Saaty’s method based on the quantitative pairwise comparison to partially eliminate differences in the mutual evaluation of weights and criteria is mentioned.
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1 Introduction

Deciding between several alternatives, where only one optimum is accepted as a result of the whole process, is one of the frequent tasks of City Logistics that we can encounter in practical life. To solve this problem, several methods are used in common practice, which work essentially on a similar principle - first, to assess multiple variant solutions of a given problem according to selected criteria, and then to determine the final ranking of these variants. However, these methods differ from each other in the way in which we determine the weights between the individual criteria and how we evaluate the degree to which the variant solutions fulfilled the selected criteria [1]. In the following part of this paper, an introduction to the literature research and methods of multi-criteria analysis (including the methods for determination of criteria weights) are briefly presented, followed by the FDMM method using a pairwise comparison to determine criteria weights on the example when selecting the suitable vehicle for operation of the territory.

2 Literature review in the context of multi-criteria analysis

According to [2–4], MCDM method is a technique that combines alternative’s performance across numerous, contradicting, qualitative and/or quantitative criteria and results in a solution requiring a consensus. Knowledge garnered from many fields, including behavioral decision theory, computer technology, economics, information systems and mathematics is used. Since the 1960s, many MCDM techniques and approaches have been developed, proposed and implemented successfully in many application areas [2, 5, 6]. The objective of MCDM is not to suggest the best decision, but to aid decision makers in selecting shortlisted alternatives or a single alternative that fulfills their requirements and is in line with their preferences [2, 7–9] mentioned that at early stages, knowledge of MCDM methods and an appropriate understanding of the perspectives of DM themselves (players who are involved in decision process) are essential for efficient and effective DM. There are several MCDM methods available such as the analytical hierarchal process (AHP), the analytical network process (ANP), TOPSIS, data envelopment analysis (DEA) and fuzzy decision-making [2, 10]. MCDM has been one of the fastest growing problem areas in many disciplines [2, 11]. Over the past decade, many researchers have applied these methods in the field of traffic engineering and City Logistics in making decisions [12, 13]. All the methods are equally capable of making decisions under uncer-
tainty, and each one has its own advantages [2]. A pre-
requisite for using multi-criteria analysis is a larger num-
ber of quantifiable criteria that we include into decision
making [14, 15]. The usual output of multi-criteria analysis
can be either the selection of the optimal variant from the
set of assessed variants, but also the ordering of individ-
ual variants in descending (ascending) order according to
given preferences [16]. A typical use of multi-criteria analy-

sis might be, for example, a decision-making process on a
bypass road across a city that takes into account construc-
tion costs, environmental impacts, length of the driving
time and other criteria [17]. According to [17], the method
consists of four consecutive steps: identification of alter-
natives and criteria, evaluation (quantification) of criteria,
allocation of weights (normalization) and calculation of
evaluation. The first step involves identifying your own
alternatives (between which we decide) and the criteria
(which we want to include into the analysis). In the second
step, we must evaluate these criteria numerically. If the cri-
terion is already a numerical variable (e.g. price, distance,
time, etc.) its value can be used directly. However, it is al-
ways necessary to perform the transformation so that the
better variant is evaluated by a higher (or lower, which is
less common) number. For this purpose, the minus sign
can be prefixed to the numerical variables (the criterion
can have a negative value) or subtracted from the appropri-
ately selected constant. However, in case of numerical and
non-numerical variables, the more common is (according
to their advantageousness) to order variants from the least
advantageous to the most advantageous and their sequen-
tial numbering by natural numbers 1, 2, 3, etc. In the case
some alternatives are equal, it is possible to give them the
same rating - it is not necessary that the value in all rows
of the table was different [17, 18].

2.1 Determination of criteria weights and
calculation of variant solutions
evaluation

The quantification of criteria is followed by the third step
of multi-criteria analysis, namely the allocation of individ-
ual weights to criteria (the so-called normalization). These
weights must be allocated in such a way that the prod-
uct of the criteria and weight evaluation corresponds to
the meaning that the given criterion has for us [17, 18].
The ranking method, the scoring method and the various
pairwise comparison methods are most commonly used to
determine the criteria weights [19]. The ranking method
works on the principle of allocating points to individual
criteria according to their significance and then calculat-
ing the criteria weights from the proportion of allocated
points for a given criterion and the sum of all allocated
points among the criteria. This method works with ordi-
nal information about the order of objects. The scoring
method is beside the ranking method based on the scale
selection and allocation of points to individual criteria, but
that works with cardinal information quantifying the dif-
ference between objects (e.g. Metfessel’s allocation). The
third group of methods used for determination of criteria
weights represents the various pairwise comparison meth-
ods. Some methods from this group require always to de-
termine order in each pair (e.g. Fuller’s method), while
others allow equality when comparison in pair and might
use even cardinal type of information (e.g. Saaty’s method)
[20–22]. The last step of multi-criteria analysis is the cal-
culation of variant solutions evaluation. For custom se-
lection of variants exist also a number of different meth-
ods, some of which might be combined. In the next part
of the paper, the so-called Forces Decision Matrix Method
(FDMM) using the determination of criteria weights by the
pairwise comparison method will be applied to our con-
crete example when selecting the suitable vehicle for op-
eration of the territory in City Logistics.

3 Application of FDMM method on
the specific assignment

When applying the FDMM method, the weights of the indi-
vidual criteria and the actual variant solutions evaluation
are determined by the already mentioned pairwise compar-
ison method. By the comparison of two criteria (variants),
more important criterion (variant) is denoted by „1“, less
important by „0“. This is followed by the mentioned stan-
dardization so that the sum of all criteria weights resp. vari-
ant solutions evaluation was equal to 1. To the main advan-
tages of the FDMM method includes its simplicity, quick
application to the given task and also the elimination of
subjectivity in determining the criteria weights. The major
disadvantage is the large variation in determination of cri-
teria weights and the criteria evaluation [23].

3.1 Criteria

The following four criteria have been chosen to select the
suitable vehicle for operation of the territory in City Logis-
tics and are sorted in descending order according to their
importance (significance) from the point of view of the po-
Table 1: Criteria values according to variant solutions [24].

| Criterion / Variant solutions | D1           | D2           | D3           | D4           | D5           | D6           | D7           |
|-------------------------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| K1 [CZK]                     | 1 141 143,-  | 1 141 668,-  | 1 105 787,-  | 1 009 019,-  | 978 769,-    | 913 550,-    | 846 879,-    |
| K2 [m³]                      | 15.5         | 14.0         | 15.1         | 15.0         | 15.2         | 14.2         | 16.0         |
| K3 [kg]                      | 1 218        | 1 225        | 1 045        | 1 365        | 1 408        | 1 219        | 740          |
| K4 [l/100 km]                | 7.9          | 7.7          | 7.6          | 6.4          | 8.5          | 7.8          | 8.3          |

Table 2: Standardization of individual criteria weights [author].

| Criterion (i = 1, 2, 3, 4) | K1 | K2 | K3 | K4 | Σwᵢ | Weight vᵢ |
|----------------------------|----|----|----|----|-----|----------|
| K1                         | -  | 1  | 1  | 3  | 0.50 |          |
| K2                         | 0  | -  | 1  | 1  | 0.33 |          |
| K3                         | 0  | 0  | -  | 1  | 0.17 |          |
| K4                         | 0  | 0  | 0  | -  | 0.00 |          |
| Σ                          | -  | -  | -  | -  | 6    | 1.00     |

3.2 Variant solutions

As a variant solutions, a total of 7 light commercial vehicles from various manufacturers suitable for servicing the area with the urban character of the development were selected for the model example. These are the following vehicles:

D1: Volkswagen Crafter 35,
D2: Mercedes-Benz Sprinter 316 CDI,
D3: Ford Transit EcoBlue 170k,
D4: Citroen Jumper Furgon,
D5: Peugeot Boxer FT Active 350,
D6: Renault Master dCi 130 L3H3,
D7: Iveco Daily.

The values of individual criteria (K1 - K4) for these vehicles (D1 - D7) are listed in the following Table 1.

3.3 Determination of criteria weights

As stated in chapter 3 of this paper, by pairwise comparison of two criteria to determine their weight, more important criterion has the value „1“ and less important criterion has the value „0“. Normalized weights of the individual criteria (the so-called significance coefficients in [%]) are then determined by the simple relation of standardization according to [25–27] as:

\[ w_i > 0 \rightarrow v_i = \frac{w_i}{\sum_{i=1}^{n} w_i} \] (1)

on condition that

\[ 0 < v_i < 1; \ i = 1, \ldots, n \] (2)

\[ \sum_{i=1}^{n} v_i = 1 \ (100 \%) \]

where \( w_i \) is the partial sum of the significance of the i-th criterion (non-standard weight) [\( \cdot \)], \( v_i \) is the standard weight of the i-th criterion [%] and \( n \) is the number of criteria.

If we apply this procedure to our model example, the table of pairwised comparison criteria will have the following form [28]. Criterion K1 will have the weight \( v_1 = 0.50 \), criterion K2 will have the weight \( v_2 = 0.33 \), criterion K3 will have the weight \( v_3 = 0.17 \) and criterion K4 will have the weight \( v_4 = 0.00 \).

3.4 Pairwise comparison of variants according to individual criteria

Similarly to the pairwise comparison of individual criteria according to their significance, we will apply this proce-
Table 3: Standardization of variant solutions weights' according to criterion K1 [author].

| Variant solutions ($j = 1, \ldots, 7$) | D1 | D2 | D3 | D4 | D5 | D6 | D7 | $\Sigma w_j$ | Weight $v_j$ |
|---------------------------------------|----|----|----|----|----|----|----|------------|-------------|
| D1                                    | -  | 1  | 0  | 0  | 0  | 0  | 1  | 0.05      |             |
| D2                                    | 0  | -  | 0  | 0  | 0  | 0  | 0  | 0.00      |             |
| D3                                    | 1  | 1  | -  | 0  | 0  | 0  | 2  | 0.09      |             |
| D4                                    | 1  | 1  | 1  | -  | 0  | 0  | 3  | 0.14      |             |
| D5                                    | 1  | 1  | 1  | 1  | -  | 0  | 4  | 0.19      |             |
| D6                                    | 1  | 1  | 1  | 1  | 1  | -  | 5  | 0.24      |             |
| D7                                    | 1  | 1  | 1  | 1  | 1  | 1  | 6  | 0.29      |             |
| $\Sigma$                              | -  | -  | -  | -  | -  | -  | -  | 21        | 1.00        |

Table 4: Standardization of variant solutions weights' according to criterion K2 [author].

| Variant solutions ($j = 1, \ldots, 7$) | D1 | D2 | D3 | D4 | D5 | D6 | D7 | $\Sigma w_j$ | Weight $v_j$ |
|---------------------------------------|----|----|----|----|----|----|----|------------|-------------|
| D1                                    | -  | 1  | 1  | 1  | 1  | 1  | 5  | 0.24      |             |
| D2                                    | 0  | -  | 0  | 0  | 0  | 0  | 0  | 0.00      |             |
| D3                                    | 0  | 1  | -  | 1  | 0  | 1  | 3  | 0.14      |             |
| D4                                    | 0  | 1  | 0  | -  | 0  | 1  | 2  | 0.09      |             |
| D5                                    | 0  | 1  | 1  | 1  | -  | 1  | 4  | 0.19      |             |
| D6                                    | 0  | 1  | 0  | 0  | 0  | -  | 1  | 0.05      |             |
| D7                                    | 1  | 1  | 1  | 1  | 1  | 1  | 6  | 0.29      |             |
| $\Sigma$                              | -  | -  | -  | -  | -  | -  | -  | 21        | 1.00        |

Table 5: Standardization of variant solutions weights' according to criterion K3 [author].

| Variant solutions ($j = 1, \ldots, 7$) | D1 | D2 | D3 | D4 | D5 | D6 | D7 | $\Sigma w_j$ | Weight $v_j$ |
|---------------------------------------|----|----|----|----|----|----|----|------------|-------------|
| D1                                    | -  | 0  | 1  | 0  | 0  | 0  | 1  | 0.09      |             |
| D2                                    | 1  | -  | 1  | 0  | 0  | 1  | 1  | 0.19      |             |
| D3                                    | 0  | 0  | -  | 0  | 0  | 0  | 1  | 0.05      |             |
| D4                                    | 1  | 1  | 1  | -  | 0  | 1  | 1  | 0.24      |             |
| D5                                    | 1  | 1  | 1  | 1  | -  | 1  | 1  | 0.29      |             |
| D6                                    | 1  | 0  | 1  | 0  | 0  | -  | 1  | 0.14      |             |
| D7                                    | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0.00      |             |
| $\Sigma$                              | -  | -  | -  | -  | -  | -  | -  | 21        | 1.00        |

Table 6: Standardization of variant solutions weights' according to criterion K4 [author].

| Variant solutions ($j = 1, \ldots, 7$) | D1 | D2 | D3 | D4 | D5 | D6 | D7 | $\Sigma w_j$ | Weight $v_j$ |
|---------------------------------------|----|----|----|----|----|----|----|------------|-------------|
| D1                                    | -  | 0  | 0  | 0  | 1  | 0  | 1  | 2         | 0.09        |
| D2                                    | 1  | -  | 0  | 0  | 1  | 1  | 1  | 4         | 0.19        |
| D3                                    | 1  | 1  | -  | 0  | 1  | 1  | 1  | 5         | 0.24        |
| D4                                    | 1  | 1  | 1  | -  | 1  | 1  | 1  | 6         | 0.29        |
| D5                                    | 0  | 0  | 0  | 0  | -  | 0  | 0  | 0         | 0.00        |
| D6                                    | 1  | 0  | 0  | 0  | 1  | -  | 1  | 3         | 0.14        |
| D7                                    | 0  | 0  | 0  | 0  | 1  | 0  | -  | 1         | 0.05        |
| $\Sigma$                              | -  | -  | -  | -  | -  | -  | -  | 21        | 1.00        |
Table 7: Final decision table FDMM [author].

| Criterion $K_i$                  | Weights of variant solutions $D_j$ [-] | Sum of weights [-] |
|----------------------------------|----------------------------------------|--------------------|
|                                 | D1 | D2 | D3 | D4 | D5 | D6 | D7 |                   |
| K1 – purchase price [CZK]        | 0.50 | 0.05 | 0.00 | 0.09 | 0.14 | 0.19 | 0.24 | 0.29 | 1.00 |
| K2 – loading space [m$^3$]       | 0.33 | 0.24 | 0.00 | 0.14 | 0.09 | 0.19 | 0.05 | 0.29 | 1.00 |
| K3 – vehicle payload [kg]        | 0.17 | 0.09 | 0.19 | 0.05 | 0.24 | 0.29 | 0.14 | 0.00 | 1.00 |
| K4 – consumption [l/100 km]      | 0.00 | 0.09 | 0.19 | 0.24 | 0.29 | 0.00 | 0.14 | 0.05 | 1.00 |
| Weighted sum of weights [-]      | 0.12 | 0.03 | 0.10 | 0.14 | 0.21 | 0.16 | 0.24 | 1.00 |
| Order of variant solutions       | 5. 7. 6. 4. 2. 3. 1. |

4 Discussion (Decision table FDMM)

When applying the FDMM method, all the standardized weights of the individual criteria are first multiplied with the standardized weights of variant solutions and then added together to obtain a weighted sum for each variant solution [29, 30]. The optimal variant solution (vehicle) is the one that has the highest weighted sum value. The optimal solution and the following order of variant solutions for our specific task demonstrate the Table 7.

Based on the multi-criteria analysis it is clear that the variant solution D7 (Iveco Daily) will be the most suitable vehicle for operation of the territory. According to the analysis, this variant solution (see Figure 1) seems to be optimal mainly due to its low purchase price and the large volume of loading space capacity. Although the vehicle payload and the average vehicle consumption compared to other vehicles (variant solutions) are disadvantageous, due to the insignificance of these criteria this fact does not have an essential impact on the final decision of the customer whether to purchase this vehicle or not.

As the second best vehicle fulfilling the given criteria was placed the variant solution D5 (Peugeot Boxer FT Active 350, see in Figure 2).

On the third place in our model example ended the variant solution D6 (Renault Master dCi 130 L3H3, see in Figure 3).

As already mentioned, the main advantage of the FDMM method is its simplicity and quick application. However, on a concrete example, man can see that there are quite large differences in the mutual evaluation of weights...
and criteria, which might quite fundamentally affect the final decision on the optimal solution. To partially eliminate and reduce these large differences, it is preferable to use the so-called Saaty’s method based on the quantitative pairwise comparison, which (in addition to selecting the preferred criterion) allows to determine the size of this preference by using a point scale of odd numbers from 1 to 9. For a more sensitive expression of the preference size, it is also possible to use the intermediate stage from even numbers from 2 to 8. Compared to the pairwise comparison of criteria and variant solutions applied to the model example (where we only work with two preferences „0“ and „1“), we have available up to nine preferences that allow a more sensitive differentiation of weights and criteria. The disadvantage of this method is especially for tasks with multiple criteria its duration (time consuming) and confusion. Generally (not only in the field of City Logistics), there are many other criteria that have to be further considered while making decisions. It always depends on the expert who carries out the research, which criteria will be taken into account and how their weights will be set.

5 Conclusion

The aim of this paper was to present the general application of MCDM method on a specific example of City Logistics in order to find the optimal solution for operation of the territory. In its introductory part, the literature review and several methods used for quantitative evaluation of variant solutions were described, and then the so-called Forces Decision Matrix Method (FDMM) including the determination of criteria weights using pairwise comparison of variants according to individual criteria on the specific example was applied. In the discussion, the advantages and disadvantages of using this method for more complex tasks with multiple variant solutions based on the results of the practical example were evaluated and the so-called Saaty’s method based on the quantitative pairwise comparison to partially eliminate differences in the mutual evaluation of weights and criteria was mentioned.
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