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Abstract— Although multifarious variants of convolutional neural networks (CNNs) have proved successful in cardiac index quantification, they seem vulnerable to mild input perturbations, e.g., spatial transformations, image distortions, and adversarial attacks. Such brittleness erodes our trust in CNN-based automated diagnosis of various cardiovascular diseases. In this work, we describe a simple and effective method to learn robust CNNs for left ventricle (LV) quantification, including cavity and myocardium areas, directional dimensions, and regional wall thicknesses. The key to the success of our approach is the use of the biologically-inspired steerable pyramid transform (SPT) as a fixed front-end processing, which brings three computational advantages to LV quantification. First, the basis functions of SPT match the anatomical structure of the LV as well as the geometric characteristics of the estimated indices. Second, SPT enables sharing a CNN across different orientations as a form of parameter regularization, and explicitly captures the scale variations of the LV in a natural way. Third, the residual highpass subband can be conveniently discarded to further encourage robust feature learning. A concise and effective metric, named Robustness Ratio, 

Index Terms—Left ventricle quantification, steerable pyramid transform, model robustness.

I. INTRODUCTION

CARDIOVASCULAR diseases cause so far the largest mortality among all pathologies worldwide, with millions of premature deaths every year [1]. Therefore, quantifying structural and physiological cardiac indices, especially those relevant to the left ventricle (LV) due to its central role in powering the systemic circulation, has attracted extensive academic and clinical attention [2].

Among various imaging techniques, the non-invasive cardiovascular magnetic resonance (CMR) has become a gold standard to acquire the anatomical and functional information of the heart, generating image sequences in decent resolution and good contrast between soft tissues [3], [4]. Moreover, CMR comes with different imaging protocols [2], such as cine CMR to provide high spatiotemporal resolution with high contrast, flow CMR to encode the velocity information of the cardiovascular flow, tagged CMR to assess regional dysfunction, etc. CMR-based LV quantification aims to provide a comprehensive, objective, and accurate evaluation of the LV pathological changes through structural index prediction. A commonly used setting for LV quantification is to take a sequence of CMR slices (i.e., images) within one cardiac cycle as input and produce a set of structural indices for each slice, e.g., cavity and myocardium areas, three directional dimensions, and six regional wall thicknesses [5], [6], as shown in Fig. 1. Important functional indices (e.g., LV stroke volume and ejection fraction) can then be inferred subsequently.

Existing LV quantification approaches focus primarily on improving the accuracy, e.g., in terms of mean absolute error between model predictions and human annotations. This leads to an impressive series of sophisticated methods from indirect

More concretely, the input is a sequence of CMR slices from the mid-cavity, in the short-axis view, and by the cine CMR protocol.
segmentation and direct regression to multi-task relationship learning [6], and from CMR statistics-based to deep learning-based methods. Despite the demonstrated success, few investigations have been made into testing and improving the robustness of LV quantification. Not surprisingly, mild input perturbations that may occur in the lifetime of CMR images (from acquisition, storage, transmission, and clinical applications) suffice to falsify nearly all existing LV quantification methods. Such brittleness hinders the practical early diagnosis and risk stratification of multifarious cardiovascular diseases, and may even arouse widespread public concerns and anxieties about insurance fraud via medical report manipulation [7].

Rather than chasing the state-of-the-art LV quantification performance on standard benchmarks, we switch our attention to testing and improving the robustness of LV quantification based on convolutional neural networks (CNNs). The crux of our approach is to incorporate the steerable pyramid transform (SPT) [8] as a fixed biologically-inspired front-end, which captures invariant (or equivariant) features considered elemental for visual information processing (e.g., local orientation and scale). Despite its simplicity, SPT brings three computational advantages to CNN-based LV quantification. First, the convolutional basis filters of SPT are localized in orientation and scale, whose responses are translation-equivariant (i.e., aliasing-free) and rotation-equivariant (i.e., steerable). This nice property matches the anatomical structures and spatiotemporal dynamics of the LV, as well as the geometric characteristics of the estimated indices. Second, SPT offers a straightforward implementation of parameter sharing across orientations as a form of regularization, and models the scale variation of the LV during one cardiac cycle and among different subjects in an explicit way. Third, the residual highpass subband as one source of model vulnerability [9] can be conveniently discarded to encourage more robust cardiac representation learning. Extensive experiments demonstrate that our SPT-augmented method predicts the eleven LV indices accurately, and is significantly more robust compared to existing methods under spatial transformations, common image distortions, and adversarial attacks.

The remainder of this paper is organized as follows. Section II discusses the related work and reviews SPT used in this work. Section III presents in detail the proposed method for robust LV quantification. The main experimental results are given in Section IV, followed by comprehensive ablation studies to justify the effectiveness of design choices of the proposed method. We conclude and discuss in Section V.

II. RELATED WORK

In this section, we first summarize previous work on LV quantification. We then review SPT and its applications, especially in the era of deep learning.

A. LV Quantification

Early LV qualification relied exclusively on the manual delineation of cardiac boundaries, which is a tedious, time-consuming yet professional task. Thus it is highly desirable to construct computational methods that automate the quantification process to facilitate the pre-screening and diagnosis of cardiovascular diseases. The majority of previous work focused on semi-automatic or fully automatic segmentation of LV contours [2], which were thought to be necessary for predicting various structural and functional LV indices. Image-based segmentation methods leverage ideas from the field of signal and image processing, with representative techniques including thresholding, region growing, pixel/voxel-level classification, and active contour [2]. Model-based methods make use of strong shape priors in the form of cardiac atlases to improve the segmentation results [10], [11]. Recently, CNN-based segmentation methods have also begun to emerge [12], built on top of well-known network architectures like FCN [13], U-Net [14], and 3D-CNN [15]. Despite being fairly interpretable, segmentation-based methods require pixel-level dense prediction, which is a more difficult problem formulation compared to image-level global prediction. Moreover, a recent study [16] showed that it is trivial to expose semantic segmentation failures of natural images via a computational procedure called maximum discrepancy competition [17]. It is thus reasonable to cast doubts on the robustness of cardiac image segmentation as similar techniques have been applied.

Direct regression methods seek to fit mapping functions between CMR images and the associated indices without explicit delineation of cardiac boundaries. Along this line, many CMR statistics have been handcrafted, including pyramidal Gabor features, histogram of oriented gradients [18], blob-like features [19], blood homogeneity, and segment distribution similarity. Zhen et al. [20] adopted a convolutional variant of restricted Boltzmann machine to learn cardiac representation from unlabeled CMR images. They sought for a compact and low-rank representation by minimizing the reconstruction loss with smooth manifold regularization. With the availability of large human-labeled CMR image datasets [21], [22], the problem of LV quantification has been revolutionized by CNNs [5], [6], [23], [24]. Of particular interest is the deep multi-task relationship learning work by Xue et al. [6], which effectively models the correlations among different indices, and offers state-of-the-art quantification performance. Although these methods have achieved high accuracy numbers, they are quite vulnerable to mild and even imperceptible input perturbations, which may come along with the CMR images during acquisition, storage, transmission, processing, and clinical applications. Unlike previous efforts, we aim for a robust and accurate LV quantification method in this work.

B. Steerable Pyramid Transform (SPT)

As a linear multi-scale multi-orientation image decomposition, SPT was developed by Simoncelli et al. [8], [25] in the 1990s to overcome the limitations of orthogonal wavelets. The basis functions are the $K$-th order directional derivative filters, which have different sizes and $K + 1$ orientations. As shown in Fig. 2, SPT first decomposes an image $x$ into high and lowpass subbands using filters $H_0$ and $L_0$. The lowpass subband is then separated into a set of oriented subbands by a bank of filters $\{B_k\}_{k=0}^K$ and a lower-pass subband by the filter $L_1$ with a stride of two (i.e., down-sampled by a factor of two along both spatial dimensions). This lower-pass subband can be recursively decomposed to obtain the steerable pyramid.
An example decomposition of a CMR image, containing three orientations at two scales, is shown in Fig. 3.

Over the past three decades, SPT has been demonstrated useful in a variety of image processing and computer vision applications, ranging from low-level tasks - image denoising [26], image compression [27], image steganalysis [28], and image quality assessment [29], middle-level tasks - texture synthesis [30] and image segmentation [31], to high-level tasks - object detection and visual tracking [32]. In the era of deep learning, Meyer et al. [33] proposed PhaseNet for video frame interpolation. They trained a CNN to estimate the SPT phase decomposition of the intermediate frame. Bhardwaj et al. [34] proposed an unsupervised information-theoretic perceptual quality metric using SPT as the fixed input transformation. Deng et al. [35] adopted inter-frame phase differences by SPT rather than optical flow to enhance video emotion recognition. Parthasarathy and Simoncelli developed a two-stage visual texture model using SPT and a learnable bank of convolution filters to mimic the V1 simple and V2 complex cells, respectively [36]. Most existing work incorporates SPT to improve the accuracy of computational predictions. In contrast, we probe the added robustness of SPT to CNN-based LV quantification.

### III. PROPOSED METHOD

In this section, we describe our SPT-augmented CNN-based method for robust and accurate LV quantification. At a high level, we decompose each slice in a CMR image sequence into a steerable pyramid with three orientations at two scales. We then use a five-layer CNN to map the pyramid representation of each slice to three oriented feature vectors, which are fed to a shared long short-term memory (LSTM) [37] to predict the eleven structural LV indices. The learning of the entire method is driven by the mean absolute error (MAE) and a regularizer of the multi-task relationships. The system diagram is shown in Fig. 4.

#### A. SPT Decomposition

Given an input slice $x \in \mathbb{R}^{M \times N}$, we decompose it into a steerable pyramid $\{x_i\}_{i=0}^7$, where $x_0 \in \mathbb{R}^{\frac{M}{2} \times \frac{N}{2}}$ and $x_7 \in \mathbb{R}^{M \times N}$ are residual lowpass and highpass subbands, respectively. $x_1, x_2, x_3 \in \mathbb{R}^{\frac{M}{2} \times \frac{N}{2}}$ are three oriented subbands to $30^\circ$, $90^\circ$, and $150^\circ$, respectively, at Scale 2. Similarly, $x_4, x_5, x_6 \in \mathbb{R}^{M \times N}$ are three oriented subbands at Scale 1 (i.e., the same scale as the original slice). We set the number of scales to two because the LV slice $x$ is often a small region of interest within the cardiac image, which is of limited resolution (e.g., $80 \times 80$). We use three orientations at $\{30^\circ, 90^\circ, 150^\circ\}$ because the mid-cavity myocardium is an approximate 2D torus in the short-axis view, and both directional dimensions and regional wall thicknesses are distributed at the same orientations, which can be seen in Fig. 5.

After specifying the hyperparameter setting of the steerable pyramid, it remains to determine how to organize the pyramid as the input to the CNN. Towards this, we make two key observations. First, from the computational neuroscience literature [38], [39], we learn that humans rely primarily on low-frequency information to perform object recognition. However, CNNs tend to exploit high-frequency information that is imperceptible to the human eye [9], [40], leading to peculiar generalization behaviors that perceptually deviate from humans, including adversarial vulnerability. Thus, we choose to discard the highpass subband $x_7$, forcing the CNN to learn robust cardiac representation from lowpass and oriented subbands. Second, SPT allows independent representation of orientation and scale [8]. In the context of LV quantification, orientation is more relevant to spatial predictions of LV indices, such as the three directional dimensions and six regional wall thicknesses. Scale, on the other hand, is more relevant to temporal predictions of these indices, which vary with the myocardial contraction and relaxation. To learn robust spatiotemporal cardiac representation, we choose to gather all scale subbands of the same orientation together with the lowpass subband as the input of the CNN to predict the five corresponding indices. For example, we use $\{x_0, x_1, x_4\}$ to predict $\{A_1, A_2, D_1, T_1, T_4\}$ (see the correspondence in Fig. 1).

The parameters of the CNN-based method are shared across different orientations. Such data organization can be viewed as a way of parameter regularization, encouraging the CNN to attend to different directional visual cues. Moreover, we explicitly model the scale variation of the LV from...
diastole to systole and across different subjects since the input subbands (e.g., \( \{x_0, x_1, x_2\} \)) live in three different scales. There is an efficient implementation of the proposed data organization by allocating orientation and scale/lowpass subbands in the batch and channel dimensions, respectively. Bilinear interpolation is used to resample small-scale subbands to the size of the original image.

**B. LV Quantification**

After SPT, a generic five-layer CNN is constructed to extract spatially oriented features. Within the CNN, each layer applies a bank of convolution filters, whose responses are batch-normalized and half-wave rectified (i.e., ReLU). A max-pooling operation is added to the first four convolution layers to down-sample the rectified responses by a factor of two along both spatial dimensions. We compensate for spatial down-sampling by doubling the number of filters (i.e., channels). We use global \( L_2 \)-pooling to summarize the remaining spatial information into a fixed-length feature vector, which is further processed by a fully connected layer with dropout regularization. The detailed specification is shown in Fig. 6. After the CNN, we represent the LV slice \( x \) by \( \{d_i\}_{i=1}^3 \), where \( d_i \in \mathbb{R}^{C \times 1} \) is the \( i \)-th orientation feature vector.

Next, we adopt an LSTM following the CNN to model the temporal dynamics of the LV during the myocardial contraction and relaxation, respectively. The LSTM cell relies on the hidden state vector (also known as the output vector of the LSTM) of the previous LV slice, \( h^{(t-1)} \in \mathbb{R}^{C \times 1} \) and the feature vector of the current slice, \( d^{(t)} \) to compute three gates and one intermediate cell state vector:

\[
\begin{align*}
  f^{(t)} &= \text{sigmoid} \left( W_f [d^{(t)}; h^{(t-1)}] + b_f \right), \\
  i^{(t)} &= \text{sigmoid} \left( W_i [d^{(t)}; h^{(t-1)}] + b_i \right), \\
  o^{(t)} &= \text{sigmoid} \left( W_o [d^{(t)}; h^{(t-1)}] + b_o \right), \\
  \tilde{c}^{(t)} &= \tanh \left( W_c [d^{(t)}; h^{(t-1)}] + b_c \right),
\end{align*}
\]

where \( W_f, W_i, W_o, W_c \in \mathbb{R}^{C \times 2C} \) and \( b_f, b_i, b_o, b_c \in \mathbb{R}^{C \times 1} \) are the weight matrices and the bias vectors, respectively. \( f^{(t)}, i^{(t)}, \) and \( \tilde{c}^{(t)} \) together are used to update the cell state vector:

\[
\begin{align*}
  c^{(t)} &= f^{(t)} \odot c^{(t-1)} + i^{(t)} \odot \tilde{c}^{(t)}, \\
  h^{(t)} &= o^{(t)} \odot \tanh(c^{(t)}),
\end{align*}
\]

Fig. 4: The system diagram of the proposed SPT-augmented method for robust LV quantification.

Fig. 5: Regional walls of the mid-cavity LV myocardium by the 17-segment model [41] and the corresponding frequency bands of SPT in Fourier domain.

Fig. 6: The architecture of the CNN for spatial feature extraction. The parameterization of the convolution and pooling layers is denoted as “kernel size | input channel × output channel | stride” and “kernel size | stride”, respectively. The number of parameters for each layer is given at the bottom, yielding a total of 4.07 million.
It is worth noting that in Eqs. (1) to (6), we omit the subscript index $i$ because the LSTM cell is shared across orientations. After the LSTM, we represent the $i$-th LV slice $x^{(i)}$ by $\{h_i^{(i)}\}_{i=1}^I$, based on which we use linear regression to predict the eleven LV indices:

$$[\hat{A}^{(i)}; \hat{A}^{(i)}_{\cdot \cdot}; \hat{D}^{(i)}; \hat{T}^{(i)}; \hat{T}^{(i)}_{\cdot \cdot}] = W_i h_i^{(i)} + b_i, i = 1, 2, 3,$$

(7)

where $W_i \in \mathbb{R}^{5 \times C}$ and $b_i \in \mathbb{R}^{5 \times 1}$ are the $i$-th weight matrix and bias term to be optimized. In other words, the $i$-th orientation feature is responsible for estimating two cavity areas $\hat{A}_{1i}$ and $\hat{A}_{2i}$, one corresponding directional dimension $\hat{D}_i$, and two corresponding wall thicknesses $\hat{T}_i$ and $\hat{T}_{i+3}$. The final cavity and myocardium areas are computed by averaging predictions from the three orientation predictions:

$$\hat{A}_r^{(i)} = \frac{1}{3} \sum_{i=1}^3 \hat{A}_r^{(i)}, \quad r = 1, 2.$$

(8)

### C. Loss Function

For notation convenience, we collectively denote all eleven predictions of the LV indices by $\hat{y} = g_\theta(x) \in \mathbb{R}^{11 \times 1}$, where $g$ denotes the entire LV quantification method, parameterized by $\theta$. We adopt the MAE as the loss function:

$$\ell_1(\theta; B) = \frac{1}{|B|} \sum_{(x,y) \in B} \|y - g_\theta(x)\|_1,$$

(9)

where $B$ is a mini-batch of training examples sampled from the full dataset. To enable a fair comparison with [6], we also enforce three levels of correlation constraints on the parameters of the final linear regression $W_{lr} := \{W_1, W_2, W_3\} \in \mathbb{R}^{D_o \times D_c \times D_c}$, where $D_o = 3$, $D_i = 5$, and $D_c = 100$. These include orientation, index, and weight correlations, which can be summarized using a tensor Normal distribution [42] as a prior:

$$p(W_{lr}) = \mathcal{N}(W_{lr}; 0, \Sigma_o, \Sigma_i, \Sigma_c)$$

$$= \mathcal{N}(\text{vec}(W_{lr}); 0, \Sigma_{lr})$$

$$= (2\pi)^{-D_o D_c/2} \prod_{k \in \{o, i, c\}} |\Sigma_k|^{-1/2} \exp \left( -\frac{1}{2} \text{vec}(W_{lr})^\top \Sigma_{lr}^{-1} \text{vec}(W_{lr}) \right).$$

(10)

vec($\cdot$) is the vectorized operator and $\Sigma_{lr} = \Sigma_o \otimes \Sigma_i \otimes \Sigma_c$ denotes the Kronecker product of the orientation and index covariance matrix $\Sigma_o \in \mathbb{R}^{D_o \times D_o}$, the index covariance matrix $\Sigma_i \in \mathbb{R}^{D_i \times D_i}$, and the weight covariance matrix $\Sigma_c \in \mathbb{R}^{D_c \times D_c}$. We further assume that $y_i$ is Laplace distributed with the location parameter estimated by $\hat{y}_i$ and the scale parameter fixed to one. As a result, maximizing the posterior distribution of $\theta$ is equivalent to minimizing

$$\ell(\theta; \Sigma_{lr}; B) = \ell_1(\theta; B) + \lambda \left( \text{vec}(W_{lr})^\top \Sigma_{lr}^{-1} \text{vec}(W_{lr}) \right)$$

$$- \sum_{k \in \{o, i, c\}} \frac{D_o D_c}{D_k} \ln |\Sigma_k|,$$

(11)

where we assume the remaining parameters $\theta \setminus W_{lr}$ are uniformly distributed ($i.e.$, the possible values are equally likely). The added regularization in Eq. (11) has two effects. The first component in the parentheses minimizes the mode of the weights $W_{lr}$, which acts similarly as an $L_2$ regularization. The second component maximizes the determinant of $\Sigma_{lr}$, which encourages independent feature learning.

### D. Robustness Evaluation

Probing the robustness of LV quantification is our primary concern. To this end, we propose a comprehensive evaluation framework. We first introduce three types of input perturbations: spatial transformations, image distortions, and adversarial attacks. Then a concise and effective evaluation criterion is proposed to describe the robustness.

#### Input Perturbations

Three types of input perturbations, spatial transformations, image distortions, and adversarial attacks, are considered.

The invariance of computational methods to spatial transformations has always been a research hotspot. It is a fact that most popular CNN-based models are vulnerable to even mild spatial transformations [43]. Although the data augmentation trick can be performed to gain robustness to spatial transformations, it only achieves marginal improvements and generalizes poorly to unseen transformations. Here we include 1) translation and 2) rotation. Specifically, different perturbation intensity levels are set. The maximum horizontal and/or vertical translation is set to 10% of the image resolution. Each pixel of translation corresponds to one perturbation level, and there are a total of 8 levels, where we consider the same pixels of horizontal and vertical translations as the same level.

The range of rotation is set to $[-30^\circ, 30^\circ]$ according to the position and orientation of the six myocardium regions. Every $3^\circ$ of rotation corresponds to one level, and there are a total of 10 levels. We intentionally opt not to cover more complex non-linear spatial transformations as they may not be label-preserving.

For image distortions, we consider 1) additive white Gaussian noise, 2) impulsive noise, 3) Rician noise, 4) Gaussian blur, and 5) JPEG compression. Gaussian noise and blur are the most extensively examined distortions for digital signals, including medical images. Impulsive noise is commonly used to simulate the switching artifact which emerges at some time slots in adverse working environments and equipment conditions [44]. Generally, CMR image acquisition is through a single-channel radiofrequency coil and performing Fourier transform for subsequent magnitude calculations. This results in spatially homogeneously distributed image noise with Rician statistics [45], [46]. JPEG compression is ubiquitous before storing CMR images. We generate the five distortions using the same implementations to create ImageNet-C [47]. We set five intensity levels for each distortion, which are shown in Fig. 7(d)-(h).

Adversarial attacks refer to computational methods of generating visual stimuli that often look identical to the reference examples but are catastrophic failures of the CNN being examined [48], [49]. Existing adversarial attacks are mainly crafted via gradient-based optimization [48], [49]. A perceptual constraint is enforced to ensure that the generated examples are visually similar to the unperturbed ones. A
variety of defense approaches were proposed to boost the robustness of CNN models for natural image classification [48], [50]. The incorporation of SPT can be seen as a form of defense mechanism. To evaluate its adversarial robustness, we use projected gradient descent (PGD) with no constraints [49] to generate adversarial examples. Specifically, the step size and iteration number together determine the intensity levels. For an 8-bit image, the step size is set to \{1/255, 2/255, 4/255, 8/255, 16/255, 24/255, 32/255, 48/255\}, and the number of iterations is set to \{50, 100\}.

The above perturbations are image-level methods, and we apply the same perturbation with the same intensity level to all slices corresponding to one subject.

**Robustness Ratio.** To better evaluate the robustness, we introduce a concise criterion, Robustness Ratio \( R \), which is defined as the ratio of MAEs with and without input perturbations:

\[
R_{i,p} = \frac{\text{MAE}(y_i, \hat{y}_{i,p})}{\text{MAE}(y_i, \hat{y}_{i,0})},
\]

where \( i \) indexes the LV indices, and \( p \) indexes the input perturbation types and levels. \( p = 0 \) means the input slices are unmodified. \( R \) objectively reflects the degree of robustness: \( R \) being close to 1 indicates the model is more robust.

### IV. Experiments

In this section, we first describe the experimental setup, including the dataset and the training and evaluation procedures. We then present the accuracy results and provide a comprehensive comparison of the robustness of LV quantification methods to input perturbations. We last perform a series of ablation experiments to verify that deliberate incorporation of SPT enables robust LV quantification.

#### A. Experimental Setup

**Dataset.** We use the Cardiac-DIG dataset built by Xue et al. [5], which contains CMR data from 145 patients. The included examples contain a variety of pathologies, such as myocardial hypertrophy, atrial septal defect, LV dysfunction, etc. Each patient contributes to 20 mid-cavity, short-axis CMR slices, resulting in a total of \( 145 \times 20 = 2,900 \) images. For each image, two boundaries, the epicardium and endocardium, are manually delineated, based on which the cavity and myocardium areas, three directional dimensions, and six regional wall thicknesses can be accurately computed.

**Training and Evaluation Procedure.** Training is carried out by minimizing Eq. (11) with \( \lambda = 10^{-3} \) using Adam optimizer. We set the initial learning rate to \( 4 \times 10^{-4} \), and decay it by 0.12 whenever the loss plateaus. The minibatch size is 60, containing CMR data from three subjects. We apply standard data augmentation tricks that are widely used in training CNN-based LV quantification methods, including cropping followed by random zero padding, translation, rotation, and contrast adjustment.

We adopt the MAE and Pearson correlation coefficient \( \rho \) as the accuracy metrics, and Robustness Ratio \( R \) as the robustness metrics. Note that \( \rho \) is computed across subjects: a global correlation between model predictions and human annotations is computed. We use five-fold cross-validation, which divides the whole set equally into five groups, each with 29 subjects. Four groups of samples are used for training (70%, 101 subjects) and validation (10%, 15 subjects), and the last group is used for testing (20%, 29 subjects). The mean results are reported. The PyTorch implementations are made available at [https://github.com/yangyangyang127/LVquant](https://github.com/yangyangyang127/LVquant).

#### B. LV Quantification Accuracy

We compare the proposed method with seven existing methods DCAE [5], DMTRL [6], Jang18 [23], Yang18 [24], Xue20 [51], Xue20-MD [51], and Yu21 [52]. Table I shows the quantification accuracy results. We find that our model achieves an average MAE of \( 178 \pm 114 \text{ mm}^2 \), \( 2.27 \pm 1.38 \text{ mm} \), and \( 1.52 \pm 0.74 \text{ mm} \) for LV areas, directional dimensions, and regional wall thicknesses, respectively, which are comparable to the state-of-the-art approaches in the table. DMTRL [6]
Table I: Accuracy comparison of the proposed method against existing ones in terms of MAE and Pearson correlation.

| Method   | DCAE [5] | DMTRL [6] | Jang18 [23] | Yang18 [24] | Xue20 [51] | Xue20-MD [51] | Yu21 [52] | Ours      |
|----------|----------|-----------|-------------|-------------|------------|--------------|-----------|-----------|
| **Area** |          |           |             |             |            |              |           |           |
| $A_1$    | 1.44±0.71| 0.947     | 0.874       | 0.836       | 0.925      | 0.935        | -         | 0.969     |
| $A_2$    | 204±133  | 0.903     | 0.945       | 0.935       | 0.903      | -            | -         | -         |
| **Dimension** | | | | | | | | |
| $D_1$    | -        | 2.47±1.95 | 2.55±2.08   | 2.43±1.94   | 2.01±1.59  | 2.35±1.87    | 2.01±1.66 | 0.946     |
| $D_2$    | -        | 2.59±2.07 | 2.51±1.95   | 2.52±1.99   | 2.38±1.62  | 2.27±2.32    | 2.4±2.19  | 0.964     |
| $D_3$    | -        | 2.48±2.34 | 2.56±2.08   | 2.57±1.94   | 2.46±1.60  | 2.46±1.03    | 2.38±1.92 | 0.951     |
| **Wall Thickness** | | | | | | | | |
| $T_1$    | 1.39±1.13| 1.26±1.04 | 1.33±1.11   | 1.55±1.11   | 2.26±1.89  | 1.31±1.11    | 1.21±1.11 | 1.31±1.11 |
| $T_2$    | 1.51±1.21| 1.40±1.10 | 1.37±1.12   | 1.45±1.12   | 2.22±1.78  | 1.36±1.03    | 1.25±1.17 | 1.6±1.28  |
| $T_3$    | 1.65±1.36| 1.59±1.29 | 1.62±1.33   | 1.59±2.22   | 2.82±2.21  | 1.47±1.21    | 1.50±1.45 | 1.58±1.25 |
| $T_4$    | 1.53±1.25| 1.57±1.34 | 1.58±1.36   | 1.56±1.20   | 2.62±2.09  | 1.35±1.24    | 1.45±1.23 | 1.4±1.24  |
| $T_5$    | 1.30±1.12| 1.32±1.10 | 1.34±1.19   | 1.40±0.99   | 1.99±1.74  | 1.22±1.05    | 1.34±1.19 | 1.78±1.47 |
| $T_6$    | 1.28±1.0 | 1.25±1.01 | 1.30±1.06   | 1.32±1.13   | 1.23±1.58  | 1.22±0.94    | 1.23±1.20 | 1.44±1.21 |
| **Average** | 1.42±0.71| 1.39±0.68 | 1.42±1.21   | 1.51±1.13   | 2.34±1.08  | 1.35±0.66    | 1.32±0.82 | 1.52±0.74 |

Fig. 8: Comparison between the mean of predicted (dashed line) and true LV index values (solid line) in a cardiac cycle.

C. Quantification Robustness

We show the robustness results, $R$, to spatial transformations, image distortions, and adversarial attacks in Figs. 9 and 11 respectively. For neat presentation, we calculate the average $R$ of the two areas, three dimensions, and six thicknesses, respectively. From the comparison with existing approaches, we have several interesting observations. First, it is clear that the SPT-augmented method shows significantly improved robustness to translation, and is fairly stable under rotation. Despite being blind to the five image distortions, the proposed method is able to make reliable LV quantification and performs remarkably well under Gaussian and Rician noise. Interestingly, we find that our method provides more robust predictions of regional wall thicknesses ($\{T_i\}$) compared to cavity/myocardium areas ($\{A_i\}$) and directional dimensions ($\{D_i\}$). We conjecture this arises because $\{T_i\}$ are local indices, which require less global structural information and thus are less affected by image distortions. Third, although we do not employ adversarial training, the resulting method is reasonably resistant to 50-iteration adversarial attacks and degrades under 100-iteration attacks, indicating that our method does not suffer from gradient obfuscation, a frequently occurred pitfall when evaluating adversarial robustness. As will be clear in Sec. [V-D], the observed adversarial robustness may not be the sole result of the SPT as front-end processing, but the combination effect of SPT and LSTM.

D. Ablation Studies

To obtain a deeper understanding of the robustness of our SPT-augmented method, we design a thorough set of ablation experiments to verify that the main source of robustness is indeed from SPT.

seeks to learn deep representation and index correlation simultaneously, which outperforms DCAE [5], Jang18 [23], and Yang18 [24]. Xue20-MD [51] ensembles the results of Monte Carlo dropout models, and Yu21 [52] leverages computed tomography (CT) information, both of which make progress in accuracy. Moreover, the proposed method achieves an average Pearson correlation of 0.955, 0.968, and 0.851 for area, dimension, and thickness predictions, respectively, all surpassing existing approaches.

We show in Fig. 8 the comparison between the mean of estimated and true values of the LV indices in a cardiac cycle. It can be seen that our method keeps an accurate track of all LV indices, indicating that the spatiotemporal dynamics of the LV are adequately modeled.
We train several degenerated variants of our default model, for which we intentionally exclude LSTM for temporal modeling and correlation constraints for regularization. All variants are trained without data augmentation unless otherwise mentioned. The detailed specifications of the variants along with their acronyms are given in Table II. \textbf{Baseline} is a generic CNN that takes a CMR slice as input and directly regresses the eleven indices. \textbf{Baseline-Aug} is built on top of \textbf{Baseline} by adding the data augmentation described in Sec. IV-A. \textbf{SPT-AC-L} and \textbf{SPT-AC-H} rely on \textbf{SPT-AC}, which further add the residual highpass and lowpass subbands into the channel dimension, respectively. \textbf{SPT-OC-L} differs from \textbf{SPT-AC-L} in that the former organizes the orientation subbands (and residual lowpass subband) in the channel dimension and the scale subbands in the batch dimension, enabling parameter sharing across scales. \textbf{SPT-SC-L} is the spatial degenerate of the proposed method, which puts the scale subbands (and residual lowpass subband) in the channel dimension and the orientation subbands in the batch dimension, allowing parameter sharing across orientations.

Through comparison between \textbf{Baseline}, \textbf{Baseline-Aug}, \textbf{SPT-AC-L}, \textbf{SPT-OC-L}, and \textbf{SPT-SC-L}, we are able to identify the role of \textbf{SPT}. From Fig. 12, the primary observation is that incorporation of \textbf{SPT} enables robust LV quantification, especially for image distortions. Second, how to share subbands with respect to the CNN seems important to prediction robustness. The variant that allows CNN parameter sharing across orientations does a good job under various input perturbations. Third, \textbf{Baseline-Aug} is exposed to translated and rotated training data through data augmentation. As expected, it outperforms \textbf{SPT}-based variants under seen translations and rotations. Nevertheless, the \textbf{SPT} variants are also able to boost model robustness under spatial transformations compared to the naive \textbf{Baseline}. Fourth, all methods in question are vulnerable to adversarial attacks. In contrast to the result in Fig. 11, we conclude that the adversarial robustness of our method mainly arises from the combination of LSTM and \textbf{SPT}.

Comparison between \textbf{SPT-AC}, \textbf{SPT-AC-H}, and \textbf{SPT-AC-L} in Fig. 13 reveals the effect of the residual highpass and lowpass subbands in \textbf{SPT}. We find that adding the lowpass subband improves the robustness for the majority of input perturbations. By comparing \textbf{SPT-AC-L} and \textbf{SPT-SC-L}, we see that simply eliminating the highpass subband does not seem to work well; it is the multi-scale and multi-orientation representation that leads to robustness. This verifies our design choice of including lowpass subband and excluding highpass subband in \textbf{SPT}.

\section{Conclusion}

We have proposed a robust LV quantification method by incorporating \textbf{SPT} as fixed front-end processing. Our method delivers accurate LV quantification results, and is robust to various input perturbations. We hope our work can draw the community’s attention to the robustness aspects of computer-aided diagnosis, which is of great practical importance. The proposed usage of \textbf{SPT} may also be beneficial for other medical applications that are scale- and orientation-dependent, which are worth exploring in future.
TABLE II: Variants of the proposed method. “H” and “L” denote residual highpass and lowpass subbands, respectively. The input shape is in the form of “batch × channel × height × Width.”

| Variant         | Whether to Use SPT | # of SPT Scales / Orientations | Whether to Use H and L | Whether to Use Data Augmentation | Input Shape | Output Shape |
|-----------------|---------------------|--------------------------------|-------------------------|----------------------------------|-------------|--------------|
| Baseline        | ×                   | N.A.                           | N.A.                    | ×                                | 1 × 80 × 80  | 11 × 1       |
| Baseline-Aug    | ×                   | N.A.                           | N.A.                    | ×                                | 1 × 80 × 80  | 11 × 1       |
| SPT-AC          | ✓                   | 2 / 3                           | ✓                       | ×                                | 7 × 80 × 80  | 11 × 1       |
| SPT-AC-H        | ✓                   | 2 / 3                           | ✓                       | ×                                | 7 × 80 × 80  | 11 × 1       |
| SPT-AC-L        | ✓                   | 2 / 3                           | L                       | ×                                | 3 × 3 × 80 × 80 | 11 × 3     |
| SPT-OC-L        | ✓                   | 2 / 3                           | L                       | ×                                | 3 × 3 × 80 × 80 | 5 × 3      |
| SPT-SC-L        | ✓                   | 2 / 3                           | L                       | ×                                | 3 × 3 × 80 × 80 | 5 × 3      |

Fig. 12: Robustness test of LV quantification variants of the proposed method to identify the role of SPT.

Fig. 13: Robustness test of LV quantification variants to identify the role of highpass and lowpass subbands.
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