NOTES ON THE VALUES OF VOLUME ENTROPY OF GRAPHS
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Abstract. Volume entropy is an important invariant of metric graphs as well as Riemannian manifolds. In this note, we calculate the change of volume entropy when an edge is added to a metric graph or when a vertex and edges around it are added. In the second part, we estimate the value of the volume entropy which can be used to suggest an algorithm for calculating the persistent volume entropy of graphs.

1. Introduction. Let $G$ be a finite metric graph with more than two vertices. The volume entropy of the graph $G$ is defined as the maximal exponential growth rate of the volume of metric ball $B(\tilde{x}, r)$ of center $\tilde{x}$ and radius $r$ in the universal cover of $G$:

$$h = \max_{x \in V_G} \lim_{r \to \infty} \frac{\log \text{vol}(B(\tilde{x}, r))}{r},$$

where the volume of $B(\tilde{x}, r)$ is the sum of length of all the edges (or part of the edges) in $B(\tilde{x}, r) \subset \tilde{G}$. When $G$ is connected, the limit does not depend on the vertex $x$ by subadditivity.

Volume entropy, unlike the usual (measure-theoretic) entropy in dynamical systems, is a metric invariant. It is equal to the topological entropy of the geodesic flow [9], [7] for non-positively curved Riemannian manifolds or piecewise Riemannian manifolds, as well as for finite metric graphs [7], [8]. The volume entropy is an important metric invariant, and it is related to volume entropy rigidity question in Riemannian geometry [2]. See also [7] for a metric graph analogue and [10] for a related question. The pair of topological entropy together with the ergodic period is a complete invariant for the equivalence relation of almost topological conjugacy, in the setting of ergodically supported expansive maps with shadowing property, including Anosov maps [12]. As the volume entropy is equal to the topological
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entropy of the time one map of the geodesic flow, which is Anosov, together with the ergodic period, the pair is a complete invariant for the topological conjugacy. Volume entropy is also related to the first Betti number and systole of weighted graphs [1].

Recently, there have been attempts to use the volume entropy as an invariant to distinguish brain networks of certain patients [6]. One way to obtain a local invariant is to remove a vertex and all the edges emanating from it.

Another possible approach to use the entropy for networks is to use “Persistent volume entropy” by introducing a parameter $\varepsilon$ similar to the parameter in persistent homology [4]. Suppose that we are given a metric graph $G$. For given $\varepsilon > 0$, delete all the edges of length great than $\varepsilon$ to obtain a graph $G_\varepsilon$ and consider the volume entropy of the graph $G_\varepsilon$. Since the graph $G_\varepsilon$ is finite, the set of edge lengths $\{\varepsilon_1 < \cdots < \varepsilon_m\}$ is finite and it is exactly the set of $\varepsilon > 0$ such that the graph $G_\varepsilon$, strictly contains $G_\varepsilon$ for any small enough $\varepsilon < \varepsilon_i$.

In the second part of section 2, we suggest an algorithm of calculating entropy by specifying $\varepsilon$ which will be the threshold for two distinct ways of calculation: Newton’s method using characterization in [7] (Theorem 4) and a recursive formula for entropy when an edge is added.

Having such applications in mind, in this article, we investigate the change of volume entropy for two types of new graphs obtained from the original graph by either adding an edge or adding a vertex and all the edges emanating from it.

In the first part, we consider a graph $G$ and a new graph $G'$ obtained by adding an edge $e$. Our main result is the following.

**Theorem 1.1.** Let $G$ be a finite metric graph with two non-adjacent vertices $x$, $y$. Let $G'$ be a graph obtained by attaching an edge $e$ between the vertices $x$, $y$ of length $l_0$. Then the volume entropy $h = h_{G'}$ of $G'$ satisfies

$$e^{l_0h} = \sqrt{f_{xx}(h)f_{yy}(h) + f_{xy}(h)},$$

where $f_{xx}, f_{yy}, f_{xy}$ are the generating functions of $G$ starting and ending at $x$, starting and ending at $y$, and starting at $x$ and ending at $y$, respectively.

**Theorem 1.2.** Let $G$ be a finite metric graph with two cycles whose ratio of lengths is Diophantine (see Definition 2.7) and with two non-adjacent vertices $x$, $y$. Let $G'$ be a graph obtained by attaching an edge $e$ between $x$, $y$ of length $l$. Let $h$ and $h'$ be the volume entropy of $G$ and $G'$, respectively. Then $h' = h + Ce^{-hl} + O(e^{-(1+\gamma)hl})$ as $l \to \infty$ for some constant $C > 0$ and any $\gamma < 1$.

Note that Diophantine condition is generically satisfied by Khintchine Theorem. See Remark 2.10.

The proofs of the above theorems use various properties of generating functions.

2. Volume entropy change when adding an edge or a vertex. Let us denote by $V_G = \{v_1, \cdots, v_k\}$ the vertex set of $G$ and by $E_G$ the set of oriented edges of $G$.

2.1. Basic properties of entropy. We denote an edge from $x$ to $y$ by $[x,y]$. We denote by $B(x,r)$ a ball of radius $r$ centered at $x$ in $G$.

**Definition 2.1.** (1) By a path, we mean a concatenation of adjacent edges of consistent orientation, or in other words, a metric path starting and ending at some vertices. For a path $p$, we denote its length by $l(p)$. 
(2) For \( x, y \in VG \), let us denote by \( \mathcal{P}_{xy} \) the set of paths without backtracking starting from \( x \) and ending at \( y \). Also denote \( \bigcup_{y \in VG} \mathcal{P}_{xy} \) by \( \mathcal{P}_x \).

(3) Define the generating function of \( \mathcal{G} \) from \( x \) (from \( x \) to \( y \)) by
\[
 f_x(t) = \sum_{p \in \mathcal{P}_x} e^{-\ell(p)t} \quad (f_{xy}(t) = \sum_{p \in \mathcal{P}_{xy}} e^{-\ell(p)t}, \text{ resp}),
\]
where \( t \in \mathbb{R} \).

(4) Define \( N_{xy}(r) \) to be the number of paths in \( \mathcal{G} \) from \( x \) to \( y \) of length less than \( r \) and \( N(r) \) to be the number of paths in \( \mathcal{G} \) from \( x \) of length less than \( r \).

(5) Define \( \text{vol}(B(\hat{x}, r)) \) to be the sum of length of all the edges in the metric ball \( B(\hat{x}, r) \) of center \( \hat{x} \) and radius \( r \) in the universal cover \( \tilde{\mathcal{G}} \) of \( \mathcal{G} \).

The following lemma is a basic observation (see Lemma 1 [7] for a proof).

**Lemma 2.2.** For any vertex \( x \in VG \), the volume entropy \( h \) is the exponential growth rate of \( N_x(r) \), i.e.
\[
 h = \lim_{r \to \infty} \frac{\log(N_x(r))}{r}.
\]

Since the graph \( \mathcal{G} \) is finite, by summing over all the vertices of \( \mathcal{G} \), the volume entropy is also the exponential growth rate of the number of paths of length at most \( r \).

There is a trivial upper bound of \( h \): if \( k + 1 \) is the maximum of the degree of vertices and \( l \) is the minimum of the edge lengths, then the volume of a ball of radius \( r \) is bounded above by \( l \cdot k^r/r+1 \), thus \( h \) is bound above by \( \log k \). The next lemma gives another characterization of the volume entropy using the generating functions.

We will prove the following lemma in the more general setting. Let \( l \) be a length function on a set \( \mathcal{P} \). Denote by \( N(r) \) the number of \( p \in \mathcal{P} \) satisfying \( l(p) < r \). We say that \( l \) is discrete if \( N(r) \) is finite for any \( r > 0 \). Define the generating function of \( l \) by
\[
 f(t) = \sum_{p \in \mathcal{P}} e^{-l(p)t}, \quad \text{where } t \in \mathbb{R}.
\]
Note that if the length function is defined on a set \( \mathcal{P}_x \) and induced by the metric, then \( f = f_x \) and \( N(r) = N_x(r) \).

**Lemma 2.3.** Let \( l \) be a discrete length function on a set \( \mathcal{P} \). Let \( f(t) = \sum_{p \in \mathcal{P}} e^{-l(p)t} \) be the generating function of \( l \). Then, the exponential growth rate \( h = \lim_{r \to \infty} \frac{\log(N(r))}{r} \) is the infimum of \( t > 0 \) for which \( f(t) \) converges.

**Proof.** Let \( h_0 \) be the infimum of \( t \) for which \( f(t) \) converges. For \( t > h_0 \),
\[
 f(t) = \sum_{n=0}^{\infty} \sum_{l(p) < n + 1} e^{-l(p)t} \leq \sum_{n=0}^{\infty} N(n + 1) e^{-nt} = \sum_{n=0}^{\infty} e^{n(h-t+o(1))}.
\]
It follows that \( f(t) \) converges when \( t > h_0 \), thus we obtain \( h \geq h_0 \).

On the other hand, if \( h > h_0 \), then choose \( t \) such that \( h > t > h_0 \). For \( r > 0 \),
\[
 f(t)e^t = \sum_{p \in \mathcal{P}} e^{(r-l(p))t} \geq \sum_{\{p \in \mathcal{P} | l(p) < r\}} e^{(r-l(p))t}.
\]
For \( l(p) < r \), we have \( e^{(r-l(p))t} > 1 \) thus \( f(t)e^t \geq N(r) \). Taking the log and letting \( r \) go to infinity, we obtain \( t \geq h \), a contradiction. Thus \( h \leq h_0 \).
Corollary 2.4. **If** $G$ **is connected, the volume entropy of** $G$ **is the infimum of** $t > 0$ **for which the generating function** $f_{xy}(t)$ **of** $G$ **converges, for any** $x, y \in V_G$.

**Proof.** Let $h_{xy}$ be the exponential growth rate of the number of paths from $x$ to $y$ of length at most $r$. Denoting by $N_{xy}(r)$ the number of paths from $x$ to $y$ of length at most $r$ and $h_{xy} \equiv \lim_{r \to \infty} \frac{\log(N_{xy}(r))}{r}$. Suppose that $y'$ is connected to $y$ and the distance between them is $l$. We have

$$N_{xy}(r - l) \leq N_{xy}(r) \leq N_{xy}(r + l).$$

Again, by taking the exponential growth rate, we have $h_{xy} = h_{xy'}$.

For a general graph $G$, it is immediate that the volume entropy is the maximum of the volume entropy of connected components.

2.2. **Adding an edge.** In this subsection, we investigate how entropy changes when we add an edge to a given graph $G$. Let $G'$ be the graph obtained by attaching an edge $e = [x, y]$ of length $l_0$, i.e.

$$V' \equiv V, E' = E \cup \{e, \bar{e}\},$$

where $\bar{e} = [y, x]$ in $G$. We assume that two vertices $x$ and $y$ in $G$ are not adjacent.

**Theorem 2.5.** Let $G$ be a finite metric graph with two non-adjacent vertices $x, y$. Let $G'$ be a graph obtained by attaching an edge $e$ between $x, y$ of length $l_0$. Then the volume entropy $h = h_{G'}$ of $G'$ satisfies

$$e^{lh} = f_{xx}(h)f_{yy}(h) + f_{xy}(h),$$

where $f_{xx}, f_{yy}, f_{xy}$ are generating functions of $G$, from $x$ to $x$, from $y$ to $y$, and from $x$ to $y$, respectively.

**Proof.** Any path in $G'$ from $x$ to $y$ can be represented as a concatenation

$$b_1e_1 \cdots b_{n-1}e_nb_n$$

of paths $b_i$ in $G$ and the new edge $e_i = e$ or $\bar{e}$. Each path $b_i$ belongs to one of $P_{xx}, P_{xy}, P_{yz}, P_{yy}$ depending on $e_{i-1}$ and $e_i$. For example, $b_i \in P_{xx}$ if $e_{i-1} = e_i = e$ and $b_i \in P_{xx}$ if $e_{i-1} = e, e_i = e$.

Note that if $b_i \in P_{xx}$ ($b_i \in P_{yy}$), then $b_{i+1} \in P_{xx} \cup P_{yy}$ ($b_{i+1} \in P_{xy} \cup P_{xx}$, resp.) since they are separated by $e$ ($\bar{e}$, resp.). Therefore, one can subdivide any given path into a concatenation

$$\prod_{i=1}^{m} \Psi_k = \prod_{k=1}^{m} p_ke(q_{k_1}e \cdots q_{k_{ik}}e)r_k\bar{e}(s_{k_{k1}}\bar{e} \cdots s_{k_{jk}}\bar{e})$$

of paths $\Psi_k = p_ke(q_{k_1}e \cdots q_{k_{ik}}e)r_k\bar{e}(s_{k_{k1}}\bar{e} \cdots s_{k_{jk}}\bar{e})$, where we denote paths in $P_{xx}, P_{xy}, P_{yy}, P_{xy}$ by $p, q, r, s$, respectively and $i_k, j_k$ are nonnegative. When $i_k = 0 (j_k = 0)$, $q_0(s_0)$ is empty path and we have consecutive $e$'s. Each path $\Psi_k$ is determined by paths in $P_{xx}, P_{xy}, P_{yy}, P_{xy}$ and the value $e^{-\ell(\Psi_k)h}$ of the path $\Psi_k$ is a summand of

$$f_{xx}e^{-\ell t}f_{xy}e^{-\ell t}j_kf_{yy}e^{-\ell t}f_{yx}e^{-\ell t}j_k,$$

since $f_{xy} = f_{yx}$. Thus the original path $\prod_{k=1}^{m} \Psi_k$ is a summand of the $m$-th term of the geometric series of common ratio

$$e^{\ell t}.$$
\[
 r = f_{xx}f_{yy} \left( e^{-lt} \sum_{i=0}^{\infty} (e^{-lt} f_{xy})^i \right)^2 = f_{xx}f_{yy} \left( \frac{e^{-lt}}{1 - e^{-lt} f_{xy}} \right)^2
\]

\[
 = f_{xx}f_{yy} e^{-lt} \left( \sum_{i=0}^{\infty} (e^{-lt} f_{xy})^i \right)^2.
\]

Therefore, the generating function of \( G' \) from \( x \) to \( y \) converges when \( r < 1 \) and diverges when \( r > 1 \). By Lemma 2.4, the volume entropy \( h_{G'} \) is a zero of

\[
1 = f_{xx}(t) f_{yy}(t) \left( \frac{e^{-lt}}{1 - e^{-lt} f_{xy}(t)} \right)^2.
\]

Since \( \frac{e^{-lt}}{1 - e^{-lt} f_{xy}(t)} = e^{-lt} \sum_{i=0}^{\infty} (e^{-lt} f_{xy})^i \) is positive,

\[
e^{lt} h_{G'} = \sqrt{f_{xx}(h_{G'}) f_{yy}(h_{G'}) + f_{xy}(h_{G'})}
\]

holds. \( \square \)

**Theorem 2.6.** Let \( f \) be \( f_x \) or \( f_{xy} \). Then \( \frac{f(t)}{t} \) is the Laplace transform of \( N(r) \) (\( N_x(r) \) or \( N_{xy}(r) \), respectively), i.e. for \( t > 0 \),

\[
f(t) = t \int_0^\infty N(r) e^{-tr} dr.
\]

**Proof.** Note that \( N(r) \) is a non-decreasing function and \( N(0) = 0 \). For any \( \delta > 0 \),

\[
f(t) = \sum_{p \in P} e^{-lt(p)t} = \sum_{n=0}^{\infty} e^{-lt(p)t} \sum_{n \delta < l(p) \leq (n+1) \delta}
\]

\[
\leq \sum_{n=0}^{\infty} \{ N((n+1) \delta) - N(n \delta) \} e^{-n \delta t} = \sum_{n=1}^{\infty} N(n \delta)(e^{-(n-1) \delta t} - e^{-n \delta t})
\]

\[
= \sum_{n=1}^{\infty} N(n \delta)e^{-n \delta t}(\delta t + O(\delta^2 t^2)).
\]

The last summation converges to \( t \int_0^\infty N(r) e^{-tr} dr \) when \( \delta \to 0 \). We obtain \( f(t) \leq t \int_0^\infty N(r) e^{-tr} dr \). Replacing \( n \delta \) by \( (n+1) \delta \) in the second line above, \( f(t) \geq t \int_0^\infty N(r) e^{-tr} dr \) holds. \( \square \)

**Definition 2.7.** A real number \( x \) is Diophantine if there exist \( \alpha, \beta > 0 \) such that \( |x - \frac{p}{q}| \geq \alpha q^{-\beta} \) for all \( p, q \in \mathbb{Z} \) with \( q > 0 \). We will call \( G \) Diophantine if there are has two cycles whose ratio of lengths is Diophantine.

Broise-Alamichel, Parkkonen and Paulin [3] showed that if \( G \) is Diophantine, then there exists \( C > 0 \) such that for every \( n \in \mathbb{N} \), as \( r \to +\infty \),

\[
N(r) = Ce^{hr}(1 + O(r^{-n})). \tag{2.1}
\]

We will compute the asymptotic behavior of volume entropy using this result.

**Theorem 2.8.** Assume \( G \) is Diophantine. Let \( f \) be either \( f_x \) or \( f_{xy} \). Then

\[
f(t) = \frac{Ct}{t-h} (1 + O((t-h)^\gamma))
\]

as \( t \to h^+ \) for any \( 0 < \gamma < 1 \). Here, \( C \) is a constant that depends only on the graph \( G \).
Proof. For arbitrary \(0 < \gamma < 1\), let \(\alpha = \frac{1}{1-\gamma} - 1 > 0\). There exists a function \(m(r)\) such that \(N(r) = Ce^{hr} + m(r)e^{hr}\), where \(\lim_{r \to \infty} m(r)r^\alpha = 0\) by (2.1). For fixed \(k\), there exists \(\delta\) such that if \(0 < s < \delta\), then \(m(r) < r^{-\alpha}\) for \(r > s^{\gamma^{-1}}\). From Theorem 2.6,

\[
f(t) = t \int_0^\infty N(r)e^{-tr}dr = \frac{Ct}{t-h} + t \int_0^\infty m(r)e^{-(t-h)r}dr.
\]

For the second part, assume that \(t-h < \delta\). We have

\[
\int_0^\infty m(r)e^{-(t-h)r}dr = \int_0^{(t-h)^{\gamma^{-1}}} m(r)e^{-(t-h)r}dr + \int_{(t-h)^{\gamma^{-1}}}^\infty m(r)e^{-(t-h)r}dr
\]

\[
\leq (t-h)^{\gamma^{-1}} \max_{r \geq 0} \{m(r)\} + (t-h)^{-\alpha(\gamma^{-1})} \int_{(t-h)^{\gamma^{-1}}}^\infty e^{-(t-h)r}dr
\]

\[
\leq (t-h)^{\gamma^{-1}} \max_{r \geq 0} \{m(r)\} + (t-h)^{-\alpha(\gamma^{-1})(t-h)^{-1}}
\]

\[
= (\max_{r \geq 0} \{m(r)\} + 1)(t-h)^{\gamma^{-1}}.
\]

Thus \(|f(t) - \frac{Ct}{t-h}| \leq (\max_{r \geq 0} \{m(r)\} + 1)(t-h)^{\gamma^{-1}}\) for \(t-h < \delta\). It implies \(f(t) = \frac{Ct}{t-h}(1 + O((t-h)^\gamma))\) as \(x \to h^+\) for each \(0 < \gamma < 1\).

\[\square\]

**Corollary 2.9.** Let \(G\) be a finite metric Diophantine graph with two non-adjacent vertices \(x, y\). Let \(G'\) be a graph obtained by attaching an edge \(e\) between \(x, y\) of length \(l\) to \(G\). Let \(h\) and \(h'\) be the volume entropy of \(G\) and \(G'\), respectively. Then

\[h' = h + Ce^{-hl} + O(e^{-(1+\gamma)hl})\]

as \(l \to \infty\) for some constant \(C > 0\) and any \(\gamma < 1\).

**Proof.** Let \(G\) be a Diophantine graph. From Theorem 2.8 we can write

\[f_{zw}(t) = \frac{C_{zw}t}{t-h}(1 + O((t-h)^\gamma))\]

for \((z, w) = (x, x), (x, y),\) and \((y, y)\). Applying Theorem 2.5 to these equations, we obtain

\[e^{hl'} = \sqrt{f_{xx}(h')f_{yy}(h')} + f_{xy}(h') = C \frac{h'}{h} (1 + O((h' - h)^\gamma))\]

and

\[e^{hl'} - h = Ce^{h-h'} \frac{h'}{h} (1 + O((h' - h)^\gamma)) = C + O((h' - h)^\gamma),\]

where \(C = (\sqrt{C_{xx}C_{yy}} + C_{zy})h\).

Since \(e^{hl'}(h' - h)\) is bounded when \(l \to \infty\), we have \(e^{hl'}(h' - h) = C + O(e^{-\gamma hl})\), i.e.

\[h' = h + Ce^{-hl} + O(e^{-(1+\gamma)hl})\]

\[\square\]

**Remark 2.10** (Generic Behavior). We remark that the Diophantine condition for metric graphs is generic, since almost every real number is Diophantine by
Khintchine Theorem or direct calculation. Indeed, if we denote by $A$ the set of real numbers in $[0, 1]$ which are not Diophantine, by definition,

$$A = \bigcap_{\alpha, \beta > 0} \bigcup_{q=1}^{\infty} \bigcup_{p=0}^{\infty} \{ x \in [0, 1] | |x - \frac{p}{q}| < \alpha q^{-\beta} \}.$$ 

For all $\alpha, \beta > 0$, and for the Lebesgue measure $\mu$,

$$\mu(A) \leq \sum_{q=1}^{\infty} \sum_{0 \leq p \leq q} \mu(\{ x \in [0, 1] | |x - \frac{p}{q}| < \alpha q^{-\beta} \})$$

$$= \sum_{q=1}^{\infty} \sum_{0 \leq p \leq q} 2\alpha q^{-\beta} = 2\alpha \sum_{q=1}^{\infty} q^{-(\beta - 1)}.$$

Taking $\beta > 2$ and sufficiently small $\alpha > 0$, we obtain $\mu(A) = 0$.

### 2.3. Adding a vertex

In this subsection, we consider a new graph $G'$ obtained from $G$ by adding a vertex $v = v_0$ and edges $\{e_1, \ldots, e_n\}$ emanating from $v_0$. Denote the terminal vertex of $e_i$ by $v_i$. We first assume that the graph $G$ is connected and then will consider the general case at the end of the section.

The basic idea is similar to Theorem 2.5. We will split a cycle in $\mathcal{P}_{vv}$ into primitive paths again. Any cycle $p$ in $\mathcal{P}_{vv}$ is of the form

$$\prod_{k=1}^{m} \mathbf{q}_k = \prod_{k=1}^{m} e_{i_k} q_{i_k j_k} \tau_{j_k} = e_{i_1} \left( \prod_{k=1}^{m-1} q_{i_k j_k} \tau_{j_k} e_{i_{k+1}} \right) q_{i_m j_m} \tau_{j_m}$$

(2.7)

of primitive paths $\mathbf{q}_k = e_{i_k} q_{i_k j_k} \tau_{j_k}$ from $v$ to $v$, where $q_{i_k j_k}$ is a path in $\mathcal{P}_{v_i v_j}$. To exclude backtracking, there is an additional condition that $j_k \neq i_{k+1}$. Let $L, M$ be $(n \times n)$ matrices defined by

$$L_{ij}(t) = (1 - \delta_{ij}) e^{-(l_i + l_j)t}, \quad M_{ij}(t) = f_{v_i v_j}(t),$$

where $f_{v_i v_j}$ is the generating function of $G$ from $v_i$ to $v_j$. $L$ is corresponding to the paths $\tau_{j_k} e_{i_{k+1}}$ with $j_k \neq i_{k+1}$ and $M$ is corresponding to the paths $q_{i_k j_k}$. Let $F_v$ be the generating function of $G'$ from $v$ and $F_v^{ij}$ be the generating function of paths starting with the edge $e_i$ and ending with the edge $e_j$. From the expression (2.7), the value $e^{-(l_i + l_j)t}$ of each cycle consisting of $m$ primitive paths is a summand of the $(i, j)$-coefficient of the matrix $u(ML)^{m-1} Mu^T$, where $u(t) := (e^{-l_1 t}, \ldots, e^{-l_n t})$. Thus the generating function $F_v^{ij}$ can be expressed by the $(i, j)$-coefficient of the matrix

$$u \left( \sum_{k=0}^{m-1} (ML)^k \right) Mu^T.$$ 

Since $F_v(t) = \sum_{1 \leq i, j \leq n} F_v^{ij}(t)$, $F_v(t)$ diverges if $||M(t)L(t)|| > 1$ and converges if $||M(t)L(t)|| < 1$, where $|| \cdot ||$ denotes the spectral radius. By using Lemma 2.3, we obtain the following theorem.

**Theorem 2.11.** The volume entropy $h_{G'}$ of $G'$ satisfies

$$||M(h_{G'})|| \cdot ||L(h_{G'})|| = 1,$$

where $|| \cdot ||$ denotes the spectral radius.

By an argument similar to Corollary 2.9, we have the following result.

**Theorem 2.12.** Let $G$ be a finite metric Diophantine graph. Let $h$ and $h'$ be the volume entropy of $G$ and $G'$, respectively. Then

$$h' = h + C ||L(h)|| + O(||L(h)||^{1+\gamma}).$$
as \( l_{\text{min}} = \min\{l_i\} \to \infty \) for some constant \( C > 0 \) and any \( \gamma < 1 \).

**Proof.** Note that \( ||L(t)|| \) is continuous since \( (1 - \delta_{ij})e^{-(t+h)}I \)'s, each components of \( L(t) \), are continuous. By Theorem 2.8, we can find constant \( c_{ij} \)'s such that

\[
f_{v, v_j} = \frac{c_{ij}t}{t-h}(1 + O((t-h)^\gamma))
\]
as \( t \to h^+ \) for any \( 0 < k < 1 \). Let \( K \) be a matrix such that \( K_{ij} = c_{ij} \). Then

\[
||M(t)|| = \frac{t}{t-h}||K + O((t-h)^\gamma)|| = \frac{t}{t-h}||K||(1 + O((t-h)^\gamma))
\]
holds. Applying Theorem 2.11, we obtain

\[
1 = ||L(h')|| \cdot ||M(h')|| = \frac{h'}{h' - h}||K|| \cdot ||L(h')||(1 + O((h' - h)^\gamma)),
\]
and

\[
\frac{h' - h}{||L(h)||} = C \frac{||L(h')||}{||L(h)||} \frac{h'}{h} (1 + O((h' - h)^\gamma)) = C + O((h' - h)^\gamma)
\]
where \( C = ||K|| h \) since \( h' \to h \) and \( ||L(h')|| \to ||L(h)|| \) as \( l_{\text{min}} \to \infty \). Since \( \frac{h' - h}{||L(h)||} \)
is bounded, we have \( \frac{h'}{||L(h)||} = C + O(||L(h)||)^\gamma). \]

**Remark 2.13.** The constant \( C \) of Corollary 2.9, (2.1), and Theorem 2.12 are all equal and depends on the constant of Theorem 2.8. We have an upper bound of this constant from the proof of the Theorem 3.4. The constant of equation (2.1) and Theorem 2.8 have a upper bound \( \frac{n-1}{n-2} \sum \frac{w_i}{\text{min}\{w_i\}} \). Thus the constants of Corollary 2.9 and Theorem 2.12 have upper bound \( \frac{n-1}{n-2} \sum \frac{w_i}{\text{min}\{w_i\}} h \). \( w_i \)'s are components of eigenvector of a matrix composed of generating functions. More details for this upper bound can be seen in the next section.

3. Upper and lower bounds. In this section, we provide an upper bound and a lower bound on the quantities \( f_{xx}(h), f_{xy}(h), f_{yy}(h) \) that appear in Theorem 2.5.

For the exact calculation of volume entropy, we need to count the number of paths or cycles without backtracking. However, the case with backtracking is much simpler, thus in order to convey the core idea of the proof, we first consider the case with backtracking which is of independent interest in relation to random walk.

3.1. Backtracking case. Let us assume throughout this subsection that \( G \) is connected and \( |VG| \geq 3 \).

Let \( N(v) \) be the number of cycles of length less than \( r \). By Lemma 2.2 and Corollary 2.4, the volume entropy \( h \) of \( G' \) satisfies \( h = \lim_{r \to \infty} \frac{\log(N(r))}{r} \).

For a vertex, \( v \in G \), denote by \( C_v \) the set of cycles with backtracking with initial vertex and terminal vertex both \( v \). Denote by \( D_v \) the set of primitive cycles in \( C_v \), i.e. cycles which do not pass \( v \) except at the initial and terminal vertices. Then the length spectrum of the \( D_v \) i.e. set of the length of cycles in \( D_v \) is a discrete set because \( G \) is finite.

Denote by \( N_v(r) \) and \( N'_v(r) \) the number of cycles in \( C_v \) and \( D_v \) of length less than \( r \), respectively. Denote by \( h_C, h_D \) the exponential growth rate of \( N_v(r), N'_v(r) \), respectively. By Lemma 2.3, \( (h_D) \) is the infimum of \( t \) for which the generating function

\[
f(t) = \sum_{p \in C_v} e^{-t(p)t} \quad (g(t) = \sum_{p \in D_v} e^{-t(p)t})
\]
of $\mathcal{C}_v$ ($\mathcal{D}_v$, respectively) converges. Then we have a formal form

$$f(t) = g(t) + g(t)^2 + g(t)^3 + \cdots.$$ 

By Corollary 2.4, $h_C$ satisfies

$$g(h_C) = \sum_{p \in \mathcal{D}_v} e^{-l(p)h_C} = 1.$$ 

Note that $|\mathcal{D}_v| > 1$ since $|V \mathcal{G}| \geq 3$ and we have $h_C > 0$. Since $g$ is continuous, there exists $\epsilon > 0$ such that $g$ converges in $[h_C - \epsilon, h_C + \epsilon]$. Therefore $h_D < h_C$. Choose $h$ such that $h_D < h < h_C$. Also, for some constants $c' > c > 1$, choose $h'$ such that $g(h') = c'$. Then, $N'_v(r) = e^{(h_D+o(1))r}$ and $h > h' > h_D$. Let $0 < \epsilon < h' - h_D$.

**Theorem 3.1.** Let $\mathcal{G}$ be a finite metric graph with $|V \mathcal{G}| \geq 3$ and $v \in V \mathcal{G}$. Denote by $N^b_v(r)$ the number of cycles with backtracking in $\mathcal{G}$ with initial vertex $v$ and length less than $r$. Let $h$ be an exponential growth rate of $N^b_v(r)$. Then there exist $m, M, R > 0$ which satisfy

$$me^{hr} \leq N^b_v(r) \leq Me^{hr}$$

for $r > R$.

**Proof.** Since $g(h') = c'$, we can find $R > 0$ such that for $r > R$,

$$N'_v(r) < e^{(h_D+\epsilon)r} \quad (3.1)$$

and

$$c < \sum_{l(p) < r} e^{-h'l(p)} < c'. \quad (3.2)$$

From $g(h) = 1$, for $r > R$,

$$1 - \sum_{\{p \in \mathcal{D}_v : l(p) < r\}} e^{-hl(p)} = \sum_{\{p \in \mathcal{D}_v : l(p) \geq r\}} e^{-hl(p)} \leq \sum_{n \geq r} \sum_{p \in \mathcal{D}_v : n-1 \leq l(p) < n} e^{-hl(p)}$$

$$\leq \sum_{n \geq r} N'_v(n)e^{-h(n-1)} \leq \sum_{n \geq r} e^{(h_D+\epsilon)n}e^{-h(n-1)}$$

$$= \frac{e^{(h_D+\epsilon-\delta)(r+1)}}{1 - e^{(h_D+\epsilon-\delta)}} < \frac{e^{(h_D+\epsilon-\delta)r}}{1 - e^{(h_D+\epsilon-\delta)}} e^{h_D+\epsilon}.$$  

(3.3)

For $R > 0$ chosen above, we choose $m, m' > 0$ which satisfy the next two conditions:

$$m + m' < e^{-hR} \quad \text{and} \quad \frac{e^{h_D+\epsilon}}{1 - e^{(h_D+\epsilon-\delta)}} = (c - 1)m'. \quad (3.4)$$

**Lemma 3.2.** $\forall r \geq 0, N_v(r) > me^{hr} + m'e^{h'r} - 1$.

**Proof.** We use induction. For $0 \leq r \leq R$, from $h' < h$ and the above condition (i),

$$me^{hr} + m'e^{h'r} < (m + m')e^{hR} < 1 \leq N_v(r) + 1.$$ 

Now it remains to show that if $N_v(r) > me^{hr} + m'e^{h'r}$ holds in $r \in [0, r_0]$, also it holds in $r \in [0, r_0 + l_1]$, where $l_1$ is the minimum of the length of cycles in $\mathcal{D}_v$.

For a cycle $p \in \mathcal{C}_v$ such that $l(p) \leq r$, we can divide $p$ to $p_i \in \mathcal{D}_v$ to satisfy $p = p_1 \cdots p_n$, where each path $p_i$ have length less than $r$. For the rest of the proof,
let us denote the set \( \{ p \in D_v : l(p) < r \} \) by \( \{ l_1 \leq l_2 \leq \cdots \leq l_k \} \). From counting each case of \( l_i \) with multiplicity, we obtain

\[
N_v(r) = k + \sum_{i=1}^{k} N_v(r - l_i). \tag{3.5}
\]

If \( r_0 < r \leq r_0 + l_1 \), each \( r - l_i \) is in \([0, r_0]\), thus by induction hypothesis,

\[
me^{h(r-l_i)} + m' e^{h' (r-l_i)} < N_v(r-l_i) + 1.
\]

Thus,

\[
N_v(r) = k + \sum_{i=1}^{k} N_v(r - l_i) > \sum_{i=1}^{k} me^{h(r-l_i)} + \sum_{i=1}^{k} m' e^{h' (r-l_i)}
\]

\[
= me^{hr} \sum_{i=1}^{k} e^{-hl_i} + m' e^{h' r} \sum_{i=1}^{k} e^{-h' l_i}
\]

\[
> me^{hr} \left( 1 - e^{(h' + e - h) r} + cm' e^{h' r} \right)
\]

\[
= me^{hr} + m' e^{h' r} + (c - 1)m' e^{h' r} - m \frac{e^h}{1 - e^{(h' + e - h) r}} e^{(h' + e) r}
\]

\[
= me^{hr} + m' e^{h' r} + (c - 1)m' e^{h' r} - e^{(h' + e) r} > me^{hr} + m' e^{h' r} - 1,
\]

where the last equality uses the second condition of Equation (3.4).

As for the upper bound, we claim that \( \forall r \geq 0 \),

\[ N_v(r) \leq Me^{hr} - 1, \]

where \( M = \max\{2, 3e^{-hl_1}\} \). We again use the induction.

In the case of \( 0 \leq r < l_1 \), \( N_v(r) = 0 \leq Me^{hr} - 2 \) since \( M \geq 2 \). In the case of \( l_1 \leq r < l_2 \), \( N_v(r) = 1 \leq Me^{hr} - 2 \) since \( M \geq 3e^{-hl_1} \). Thus, \( N_v(r) \leq Me^{hr} - 2 \) holds for \( r \in [0, l_2) \).

Now we will show that if \( r_0 \geq l_2 \) and \( N_v(r) \leq Me^{hr} - 1 \) holds in \( r \in [0, r_0) \), also it holds in \( r \in (r_0, r_0 + l_1) \). Let assume \( r \in (r_0, r_0 + l_1) \), then

\[
N_v(r) = k + \sum_{i=1}^{k} N_v(r - l_i) \leq k + \sum_{i=1}^{k} (Me^{h(r-l_i)} - 2)
\]

\[
\leq Me^{hr} \sum_{i=1}^{k} e^{-hl_i} - k \leq Me^{hr} - 2.
\]

Last inequality holds because \( r \geq l_2 \) implies \( k \geq 2 \).

3.2. Non-backtracking case. Now, we come back to the more refined calculation of volume entropy and treat the non-backtracking case. Let us assume throughout the section that \( \mathcal{G} \) is connected and the number of cycles is more than one, so that \( h_\mathcal{G} > 0 \).

Denote the edges in \( \mathcal{G} \) emanating from \( v_0 \) by \( e_1, \ldots, e_n \) and the terminal vertex of \( e_i \) by \( v_i \), for \( i = 1, \ldots, n \). We may assume \( n \geq 3 \) because removing vertices whose valency is less than 3 doesn’t affect the volume entropy.

Denote by \( C_{ij} \) the set of cycles starting with the edge \( e_i \) and ending with the edge \( e_j \). Denote by \( D_{ij} \) the set of primitive cycles in \( C_{ij} \) which do not pass \( v_0 \) except in the beginning and at the end. Let us denote the set \( \{ l(p) | p \in D_{ij}, l(p) < r \} \) by
\{t_{i,j}^{ij} \leq t_{i,j}^{ij} \leq \cdots \leq l_{N_{ij}},i,j \}\}. Let \(l_{\text{min}} = \min\{t_{i,j}^{ij} | 1 \leq i,j \leq n\}\) and \(l_{\text{max}} = \max\{t_{i,j}^{ij} | 1 \leq i,j \leq n\}\). Let \(f_{ij}(t) = \sum_{p \in \mathcal{C}_{ij}} e^{-l(p)t}\) and \(g_{ij}(t) = \sum_{p \in \mathcal{D}_{ij}} e^{-l(p)t}\). Note that \(f_{v_0}(t) = \sum_{1 \leq i,j \leq n} f_{ij}(t)\) and \(g_{v_0}(t) = \sum_{1 \leq i,j \leq n} g_{ij}(t)\).

Let \(A(t) = (a_{ij}(t))_{1 \leq i,j \leq n}\) be the \(n\) by \(n\) matrix such that \(a_{ij}(t) = \sum_{k \neq j} g_{ik}(t)\). Note that \((A^m(t))_{ij}\) is the generating function of cycles starting at \(e_i\) and ending without \(e_j\), passing \(v_0\) \(m\) times. Thus \(\sum_{k \neq j} f_{ik}(t) = \sum_{m=1}^{\infty} A^m(t)_{ij}\). Since \(h^G\) is a infimum of \(t\) for which \(f(t)\) converges, the spectral radius \(\|A(t)\|\) must be 1 at \(t = h^G\). By Perron-Frobenius Theorem, there exists a positive vector \(w = (w_1, w_2, \cdots, w_n)^t\) such that \(Aw = w\) and \(w_i > 0\) for \(i = 1, \cdots, n\).

Denote by \(N_{ij}(r)\) and \(N'_{ij}(r)\) the number of cycles in \(\mathcal{C}_{ij}\) and \(\mathcal{D}_{ij}\) of length less than \(r\), respectively. Let \(N_i(r) = \sum_{j=1}^{n} N_{ij}(r)\). By similar argument we used to obtain Equation (3.5), we also obtain

\[
N_i(r) = \sum_{j=1}^{n} \sum_{1 \leq i,j \leq n} (1 + \sum_{k \neq j} N_k(r - l_{i,j}^{ij})).
\]

Denote by \(h_{\mathcal{P}}\) the exponential growth rate of \(N'_{ij}(r)\) for each \(i,j\). The value \(h_{\mathcal{P}}\) is independent of \(i,j\), since these are both equal to the volume entropy of the graph \(G^x\), which is the graph obtained by removing the vertex \(v_0\) and the edges \(e_1, e_2, \cdots, e_n\) from \(G\). Since each \(g_{ij}\) is continuous and converges at \(h\), there exists \(\epsilon\) such that \(g\) converges in \([h - \epsilon, h + \epsilon]\). Therefore \(h_{\mathcal{P}} < h\).

For any constant \(c > 1\), choose \(h_{\mathcal{P}} < h' < h\) such that \(g_{ij}(h') > c g_{ij}(h)\) for all \(1 \leq i,j \leq n\).

Then, \(N'_{ij}(r) = e^{(h_{\mathcal{P}} + o(1))r}\) and \(h > h' > h_{\mathcal{P}}\). Let \(0 < \epsilon < h' - h_{\mathcal{P}}\).

Since \(g(h') > c g_{ij}(h)\), we can find \(R > 0\) such that for \(r > R\),

\[
N'_{ij}(r) < e^{(h_{\mathcal{P}} + \epsilon)r} \sum_{\{p \in \mathcal{D}_{ij} : l(p) < r - l_{\text{max}}\}} e^{-h' l(p)} > c g_{ij}(h) \quad \forall 1 \leq i,j \leq n.
\]

As Equation (3.3), we can find a constant \(a > 0\) such that

\[
\sum_{\{p \in \mathcal{D}_{ij} : l(p) \geq r - l_{\text{max}}\}} e^{-h l(p)} \leq ae^{(h_{\mathcal{P}} + \epsilon - h)r} \quad \text{holds for} \ r > R.
\]

For \(R > 0\) chosen above, we choose \(m, m' > 0\) which satisfy the next two conditions:

\[
(m + m') \max_{1 \leq i \leq n} w_i < e^{-h R} \quad \text{and} \quad am \sum_{j=1}^{n} \sum_{k \neq j} w_k = (c - 1)m' \min_{1 \leq i \leq n} w_i. \quad (3.6)
\]

Lemma 3.3. \(\forall r \geq l_{\text{max}}, N_i(r) > mw_i e^{hr} + m' w_i e^{h'r} (1 \leq i \leq n)\).

Proof. We use induction. For \(l_{\text{max}} \leq r \leq R\), from \(h' < h\) and the above condition (i),

\[
mw_i e^{hr} + m' w_i e^{h'r} < (m + m')(\max_{1 \leq i \leq n} w_i) e^{h R} < 1 \leq N_i(r).
\]
Now it remains to show that if $N_i(r) > mw_i e^{hr} + m' w_i e^{h'r}$ holds in $r \in [l_{\max}, r_0]$, also it holds in $r \in [l_{\max}, r_0 + l_{\min}]$. Thus,

$$N_i(r) > \sum_{j=1}^{n} \sum_{l^i_{m} < r - l_{\max}} (1 + \sum_{k \neq j} (mw_{k} e^{h(r-l^{i}_{m})} + m' w_{k} e^{h'(r-l^{i}_{m})}))$$

$$\geq me^{hr} \sum_{j=1}^{n} \sum_{k \neq j} w_{k} g_{ij}(h) - me^{hr} \sum_{j=1}^{n} \sum_{l^i_{m} \geq r - l_{\max}} e^{-h l^{i}_{m}}$$

$$+ m' e^{h'r} \sum_{j=1}^{n} \sum_{k \neq j} w_{k} e^{-h' l^{i}_{m}}$$

$$> mw_{i} e^{hr} - am e^{(hD+e)r} \sum_{j=1}^{n} \sum_{k \neq j} w_{k} + m' w_{i} e^{h'r} \sum_{j=1}^{n} \sum_{k \neq j} c w_{k} g_{ij}(h).$$

Thus

$$N_i(r) = mw_{i} e^{hr} - am e^{(hD+e)r} \sum_{j=1}^{n} \sum_{k \neq j} w_{k} + cm' w_{i} e^{h'r}$$

$$> mw_{i} e^{hr} - am e^{h'r} \sum_{j=1}^{n} \sum_{k \neq j} w_{k} + cm' w_{i} e^{h'r}$$

$$= mw_{i} e^{hr} - (c-1) m' w_{i} e^{h'r} + cm' w_{i} e^{h'r} = mw_{i} e^{hr} + m' w_{i} e^{h'r}.$$ 

By lemma, there exists $m > 0$ such that $N(r) > me^{hr}$ for $r \geq l_{\max}$. This statement also holds for $r \geq l_{\min}$ since $N(r) \geq 1$ for $r \geq l_{\min}$.

As for the upper bound, we claim that $\forall r \geq 0$,

$$N_i(r) \leq M w_{i} e^{hr} - \frac{1}{n-2}, \quad \forall 1 \leq i \leq n.$$

We again use the induction. There exists some constant $M > 0$ satisfying the above inequality for $r \in [0, l_{i}]$ for each $i$. Indeed, take $M = \frac{n-1}{n-2} min_{1 \leq i \leq n} \{w_{i}\}$.

Now we will show that if $r_0 \geq l_{i}$ and $N_i(r) \leq M w_{i} e^{hr} - \frac{1}{n-2}$ for all $1 \leq i \leq n$ and $r \in [0, r_0]$, also it holds in $r \in [0, r_0 + l_{\min}]$. Let assume $r \in [r_0, r_0 + l_{\min}]$, then by induction hypothesis,

$$N_i(r) \leq \sum_{j=1}^{n} \sum_{l^i_{m} < r} (1 + \sum_{k \neq j} (mw_{k} e^{h(r-l^{i}_{m})} - \frac{1}{n-2}))$$

$$= Me^{hr} \sum_{j=1}^{n} \sum_{k \neq j} w_{k} e^{-h l^{i}_{m}} - \sum_{j=1}^{n} \sum_{l^i_{m} < r} \frac{1}{n-2}$$

$$\leq Me^{hr} \sum_{j=1}^{n} \sum_{k \neq j} w_{k} g_{ij}(h) - \frac{1}{n-2} = Me^{hr} \sum_{k=1}^{n} w_{k} g_{ij}(h) - \frac{1}{n-2}$$

$$= Me^{hr} \sum_{k=1}^{n} w_{k} a_{ik}(h) - \frac{1}{n-2} = M w_{i} e^{hr} - \frac{1}{n-2}.$$ 

(3.7)
The second inequality between (3.8) and (3.9) holds since $r > l_{\text{max}}$ and 
\[ \sum_{k=1}^{n} w_k a_{ik}(h) = w_i \]
holds since $Aw = w$.

By induction, $N_i(r) \leq M w_i e^{hr} - \frac{1}{n-2}$ holds for $r > 0$. Thus upper bound
\[ N(r) = \sum_{i=1}^{n} N_i(r) \leq M \sum_{i=1}^{n} w_i e^{hr} = n - \frac{1}{n-2} \sum_{i=1}^{n} \min \{w_i\} e^{hr} \]
holds.

**Theorem 3.4.** Let $G$ be a finite connected metric graph with more than one cycle. For $v \in V G$, denote by $N_v(r)$ the number of cycles of length less than $r$ which has no backtracking in $G$ and whose initial and terminal vertex are both $v$. Let $h$ be the volume entropy of the graph $G$. Let $l_{\text{min}}$ the length of the shortest cycle in $G$. Then there exist $m, M > 0$ such that for $r \geq l_{\text{min}},$
\[ me^{hr} \leq N_v(r) \leq Me^{hr}. \]
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