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Abstract

We prove bounds for the approximation and estimation of certain binary classification functions using ReLU neural networks. Our estimation bounds provide a priori performance guarantees for empirical risk minimization using networks of a suitable size, depending on the number of training samples available. The obtained approximation and estimation rates are independent of the dimension of the input, showing that the curse of dimensionality can be overcome in this setting; in fact, the input dimension only enters in the form of a polynomial factor. Regarding the regularity of the target classification function, we assume the interfaces between the different classes to be locally of Barron-type. We complement our results by studying the relations between various Barron-type spaces that have been proposed in the literature. These spaces differ substantially more from each other than the current literature suggests.

1 Introduction

This article concerns the approximation and statistical estimation of high-dimensional, discontinuous functions by neural networks. More precisely, we study a certain class of target functions for classification problems, such as those encountered when automatically labeling images. For such problems, deep learning methods—based on the training of deep neural networks with gradient-based methods—achieve state of the art performance [33, 35]. The underlying functional relationship of such an (image) classification task is typically extremely high-dimensional. For example, the most widely used image data-bases used to benchmark classification algorithms are MNIST [36] with 28 × 28 pixels per image, CIFAR-10/CIFAR-100 [32] with 32 × 32 pixels per image and ImageNet [15, 33] which contains high-resolution images that are typically down-sampled to 256 × 256 pixels. Compared to practical applications, these benchmark datasets are relatively low-dimensional. Yet, already for MNIST, the simplest of those databases, the input dimension for the classification function is d = 784.
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1
It is well known in classical approximation theory that high-dimensional approximation problems typically suffer from the so-called \textit{curse of dimensionality} \cite{11,43}. This term describes the fact that the problems of approximation or estimation typically become exponentially more complex for increasing input dimension. Yet, given the overwhelming success of deep learning methods in practice, high-dimensional input does not seem to be a prohibitive factor.

One of the first theoretical results in neural network approximation offering a partial explanation for this ostensible clash of theory and practical observations was found in \cite{4}. There it was demonstrated that for a certain class of functions with variation bounded in a suitable sense (these functions are, in particular, Lipschitz continuous), neural networks with one hidden layer of $N$ neurons achieve an approximation accuracy of the order of $N^{-1/2}$ in the $L^2(\mu)$-norm for a probability measure $\mu$ on a $d$-dimensional ball. Notably, this approximation rate is independent of the ambient dimension $d$. Neural networks can thus overcome the curse of dimensionality for this class of functions. This is particularly significant, since the considered class of functions (nowadays so-called a \textit{Barron class}) is so large that every linear method of approximation for it is subject to the curse of dimensionality; see \cite[Theorem 6]{4}. The result of \cite{4} has since been extended and generalized in various ways; we refer to Subsection 1.2 for an overview.

In contrast to the (Lipschitz) continuous functions considered in \cite{4}, our interest lies in the approximation of \textit{discontinuous classification functions}. Such functions are of the form $\sum_{k=1}^{K} q_k I_{\Omega_k}$, where the sets $\Omega_k \subset \mathbb{R}^d$ are disjoint and describe $K + 1 \in \mathbb{N}$ classes (we also consider $\bigcup_{k=1}^{K} \Omega_k$ as a class). Here $I_{\Omega_k}$ denotes the indicator function of $\Omega_k$; that is, $I_{\Omega_k}(x) = 1$ if $x \in \Omega_k$ and 0 otherwise. Moreover, $(q_k)_{k=1}^{K}$ correspond to the labels of the classes and could for example be unit vectors, as in $q_k = e_k \in \mathbb{R}^K$ for $k = 1, \ldots, K$, in the case of one-hot-encoding or $(q_k)_{k=1}^{K} \subset \mathbb{N}$ for integer labels. These functions were discussed previously in \cite{45} and \cite{28,29}, where it was shown that the regularity of the boundary determines the approximation rate. However, the results of \cite{28,29,45} are based on classical notions of smoothness regarding the boundary and suffer from the curse of dimensionality. In this article, we assume the class interfaces to be locally of bounded variation in the sense used in \cite{4}. The following subsection gives an overview of our results and the employed proof methods.

\subsection*{1.1 Our results}

We present upper and lower bounds for the approximation and estimation of classification functions using deep neural networks with the ReLU activation function as hypothesis space. The classification functions that we consider are of the form $\sum_{k=1}^{K} q_k I_{\Omega_k}$, where each $\Omega_k \subset \mathbb{R}^d$ is an open set such that $\partial \Omega_k$ is locally a $d - 1$-dimensional Barron function. In the sequel, we only consider the case of two complementary classes, that is, $K = 1$; the generalization to more summands is straightforward.

\textbf{Measure of approximation accuracy: } In contrast to ReLU neural networks, the indicator functions $I_{\Omega}$ are discontinuous. Uniformly approximating $I_{\Omega}$ using ReLU neural networks is thus impossible. Therefore, we measure the approximation error in terms of the measure of the set on which the true function and the approximation differ; since both functions are bounded in absolute value by 1, this easily implies corresponding error estimates in $L^p(\mu)$ for arbitrary exponents $p \in [1, \infty)$. Here, we consider those measures $\mu$ that are tube compatible with an exponent $\alpha \in (0, 1]$, meaning that the measure around any $\varepsilon$ tube of the graph of a function decays like $\varepsilon^\alpha$ as $\varepsilon \downarrow 0$. This notion is broad enough to include a large class of product measures on $\mathbb{R}^d$, as well as all measures of the form $d\mu = fd\nu$, where $f$ is a bounded density and $\nu$ a tube compatible measure. We also show in Section 6 that for general (not tube compatible) measures, no nontrivial approximation rates can be derived.
Regularity assumptions on the class interfaces: Similar to the notion of $C^k$-domains or Lipschitz domains, we assume the boundary $\partial \Omega \subset \mathbb{R}^d$ to be locally parametrized by Barron-regular functions. Here, inspired by [4], we say that a function $f : U \subset \mathbb{R}^k \rightarrow \mathbb{R}$ is of Barron-type, if it can be represented as

$$f(x) = c + \int_{\mathbb{R}^k} \left( e^{i(x,\xi)} - 1 \right) F(\xi) \, d\xi \quad \text{for } x \in U, \quad \text{where} \quad \int_{\mathbb{R}^k} |\xi| \cdot |F(\xi)| \, d\xi < \infty. \quad (1.1)$$

For more formal discussion of our assumptions, we refer to Definitions 2.1 and 3.3. We also remark that recently other notions of Barron-type functions have been proposed in the literature; these are discussed briefly below and in full detail in Section 7.

Upper bounds on the approximation rate: A simplified but honest version of our main approximation result reads as follows:

**Theorem 1.1.** Let $\mu$ be a finite measure, tube compatible with exponent $\alpha \in (0,1]$. Let $\Omega \subset \mathbb{R}^d$ be such that $\partial \Omega$ can locally be parametrized by functions of Barron-type. Then, for every $N \in \mathbb{N}$ the function $1_{\Omega}$ can be approximated using ReLU neural networks with three hidden layers and a total of $O(d+N)$ neurons to accuracy $O(\left(\frac{d}{N}\right)^{3/2}N^{-\alpha/(2p)})$ in the $L^p(\mu)$ norm. Moreover, the magnitude of the weights in the approximating neural networks can be chosen to be $O(d+N^{1/2})$.

For example, if $\mu$ is the Lebesgue measure, then $\alpha = 1$. We note that the accuracy of our approximation does depend on the dimension, but the dimension enters only as a multiplicative factor which is polynomial in $d$.

The proof of Theorem 1.1 is structured as follows:

1. We use a classical result of Barron [3] that yields uniform approximation of functions with a bounded Fourier moment. Because of a minor inaccuracy in the original result, we reprove this theorem in Proposition 2.2.

2. Approximation of horizon functions. We show that we can efficiently approximate horizon functions, meaning functions of the form $1_{x_1 \leq f(x_2,\ldots,x_d)}$ where $f$ is a $d-1$ dimensional function of Barron-type. For the proof, we use a) that ReLU neural networks efficiently approximate the Heaviside function, b) the compositional structure of NNs, and c) the approximation result from Step 1.

3. The classification function $1_{\Omega}$ is only locally represented by horizon functions as in Step 2. Using a ReLU-based partition of unity, we show that the result from Step 2 can be improved to an approximation of the full classification function $1_{\Omega}$.

The details of the above argument are presented in the proof of Theorem 3.7.

Lower bounds on the approximation rate: We show that the established upper bounds on the approximation rates can, in general, not be significantly improved. More precisely, for the Lebesgue measure $d\mu = 1_{[-1,1]}d\lambda$, we show that for the set of classification functions considered above, approximation with $L^1(\mu)$ error decaying asymptotically faster than $N^{-1/2-1/(d-1)}$ for $N \to \infty$ is not possible. For large input dimensions $d$, this almost matches the upper bound $N^{-1/2}$ from Theorem 1.1.

We prove two forms of this result. First, in Theorem 4.3, we consider neural networks for which the individual weights are suitably quantized and grow at most polynomially with the total number $W \in \mathbb{N}$ of neural network parameters. We show that no sequence of such neural networks achieves an asymptotic approximation rate faster than $W^{-1/2-1/(d-1)}$. This result follows by showing that efficient approximation of horizon functions implies efficient
approximation of the associated interface functions, a technique previously applied in [45]. Then, known entropy bounds for certain Besov spaces contained in the classical Barron spaces can be used; this is inspired by ideas from [4].

For “quantized” networks, we can allow arbitrary network architectures. As our second result, we show in Theorem 4.4 that the assumption of weight quantization can be dropped, provided that the depths of the approximating neural networks are assumed to be uniformly bounded. It is still required, however, that the magnitude of the individual weights only grows polynomially with the total network size. The proof of this second result is based on a previously established “quantization lemma”; see [13, Lemma 3.7] and [21, Lemma VI.8].

**Upper bounds on learning:** Based on our approximation results, we study the problem of estimating classifier functions of the form described above from a given set of training samples. Precisely, we analyze the performance of the standard empirical risk minimization procedure, where we use the 0-1 loss as the loss function and a suitable class of ReLU neural networks as the hypothesis space.

To describe the result in more detail, let us denote by $\Phi_S$ the empirical risk minimizer based on a training sample $S = ((X_1, Y_1), \ldots, (X_m, Y_m))$ with $(X_1, \ldots, X_m) \overset{i.i.d.}{\sim} \mathbb{P}$ and $Y_i = 1_{\Omega}(X_i)$. Assuming that the boundary $\partial \Omega$ is locally parametrized by functions of Barron class and that $\mathbb{P}$ is tube compatible with exponent $\alpha \in (0, 1]$, we derive bounds on the risk of $\Phi_S$, that is, on $\mathbb{P}(\Phi_S(X) \neq 1_{\Omega}(X))$ where $X \sim \mathbb{P}$.

In Theorem 5.1, we show that, if the hypothesis class is a certain set of ReLU neural networks with three hidden layers and $N \sim (dm/\ln(dm))^{1/(1+\alpha)}$ neurons, then—with probability at least $1 - \delta$ with respect to the choice of the training sample $S$—the risk of any empirical risk minimizer $\Phi_S$ is at most

$$O\left((d^{3/2} \cdot \frac{\ln(dm)}{dm})^{\alpha/(2+2\alpha)} + \frac{(\ln(1/\delta))^{1/2}}{m}\right).$$

In particular, if $\alpha = 1$, which is the case for the uniform probability measure, the risk is at most $O(d^{3/4} \ln(dm) \cdot m^{-1/4} + \sqrt{\ln(1/\delta)/m})$. This is similar to the estimation bounds established in [5] for Barron regular functions.

**Different notions of Barron spaces:** In this article we mainly use the Fourier-analytic notion of Barron-type functions as introduced in [4]; see Equation (1.1). We will refer to this space as the classical Barron space, or the Fourier-analytic Barron space. In recent years, other types of function spaces have been studied under the name “Barron-type spaces” as well; see for instance [16, 17, 38, 55]. In contrast to the Fourier-analytic definition of [4], these more recent articles consider Barron spaces that essentially consist of all “infinitely wide” neural networks with a certain control over the network parameters. More formally, given an activation function $\phi$ (which is either the ReLU or a Heaviside function), the elements of the associated Barron space are all functions that can be written as

$$f(x) = \int_{\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}} a \cdot \phi(\langle w, x \rangle + c) \, d\mu(a, w, c)$$

for a probability measure $\mu$ satisfying

$$\int_{\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}} |a| \cdot \phi(|w| + |c|) \, d\mu(a, w, c) < \infty.$$

We will refer to these spaces as the infinite-width Barron spaces. We emphasize that in contrast to the Fourier-analytic Barron spaces, these infinite-width Barron spaces do depend on the
choice of the activation function $\phi$; they thus do not contain all conceivable "infinite-width" networks.

The relationship between the infinite-width and Fourier-analytic Barron spaces is not immediately obvious. Already in [3] it was shown that the Fourier-analytic Barron space is contained in the infinite-width Barron space associated to the Heaviside function. It is not clear, however, whether this also holds for the ReLU activation function. In Section 7, we will review approaches in the literature that address this embedding problem and prove that the classical Barron space is not contained in the infinite-width Barron space associated to the ReLU. In fact, we show in Proposition 7.4 the stronger result that if we consider a generalized Fourier-analytic Barron space that consists of all functions $f : \mathbb{R}^d \rightarrow \mathbb{R}$ such that their Fourier transform $\hat{f}$ exists and satisfies $\| \xi \mapsto (1 + |\xi|^\alpha \hat{f}(\xi)) \|_{L^1(\mathbb{R}^d)} < \infty$, then this space is contained in the infinite-width Barron space for the ReLU function only if $\alpha \geq 2$.

1.2 Previous work

In this section, we discuss previous research concerning the performance of neural networks for approximating and estimating classification functions, as well as existing results concerning dimension-independence in approximation and estimation problems. We distinguish between results of Barron-type, i.e., approaches following the ideas of [4], and other approaches. We first discuss extensions of [4] for shallow neural networks (i.e., networks with one hidden layer). Here, we in particular discuss the article [17], which is the only other work that we are aware of that studies classification problems (as opposed to regression problems) in the context of Barron-type functions. Secondly, we discuss extensions to deep neural networks and then review other related approaches not involving Barron-type spaces. Finally, we explain how our work complements the existing literature.

1.2.1 Previous work considering shallow neural networks

In [4], it was shown that shallow neural networks can break the curse of dimensionality for approximating functions $f$ that have one finite Fourier moment; more precisely, one can achieve $\|f - \Phi_N\|_{L^2(\mu)} \lesssim N^{-1/2}$, where $\Phi_N$ is a shallow neural network with $N$ neurons and $\mu$ is a probability measure on a ball in $\mathbb{R}^d$. The main insight in [4] is that functions with one finite Fourier moment belong to the closed convex hull of the set of half planes; that is, they admit an integral representation

$$f(x) = \int_{\mathbb{R}^d \times \mathbb{R}} \alpha(w, c) H(c + w^T x) \, d\nu(w, c)$$

(1.2)

where $\nu$ is a probability measure satisfying $\int_{\mathbb{R}^d \times \mathbb{R}} |\alpha(w, c)| \, d\nu(w, c) < \infty$ and $H = \mathbb{1}_{[0, \infty)}$ is the Heaviside function. The approximation rate of $N^{-1/2}$ is then a consequence of an approximate and probabilistic version of Caratheodory's theorem; see for instance [54, Theorem 0.0.2]. The paper [3] generalized these results from approximation in $L^2(\mu)$ to uniform approximation. Furthermore, in [5] these results are extended to obtain estimation bounds for the class of functions with one bounded Fourier moment. Essentially, using $n \sim N^2$ i.i.d. samples, a neural network with $N$ neurons can be found that approximates $f$ up to an $L^2$-error of the order of $N^{-1/2} \sim n^{-1/4}$.

Recently, several extensions of these original results by Barron to different spaces have been proposed. The Barron-type spaces introduced in [16, 18, 38, 55], are motivated by the integral representation (1.2). Specifically, given an activation function $\phi : \mathbb{R} \rightarrow \mathbb{R}$ and an exponent
\[ p \in [1, \infty], \text{ the } p\text{-infinite-width Barron space consists of all functions of the form} \]
\[
f(x) = \int_{S^{d-1} \times [-1,1]} a(w, b) \phi(b + \langle x, w \rangle) d\pi(w, b), \tag{1.3}
\]
for \( x \in \mathbb{R}^d \), where \( \pi \) is a probability measure on \( S^{d-1} \times [-1,1] \) and \( a \in L^p(\pi) \). It is shown that for certain values of \( p \), the functions in the \( p\text{-infinite-width Barron space} \) can be efficiently estimated and approximated by neural networks with activation function \( \phi \), without dependency on the dimension. Let us add here that it was shown in [44] that functions of the form (1.3) arise naturally as the solutions of appropriately regularized learning problems.

We also mention the result [39], in which a slightly improved approximation rate is obtained for networks with the Heaviside function, albeit under a slightly stronger assumption on the functions to be approximated. Essentially, it is assumed in [39] that Equation (1.2) holds with a \textit{bounded} function \( a \) instead of an integrable one. A further related result has been obtained in [51], where the above results were extended to more general activation functions and to approximation with respect to \( L^2\)-Sobolev norms. In addition, lower bounds on the approximation of Barron functions by shallow neural networks have recently been studied in [52].

The work in the present paper complements these results by clarifying the relation between the spaces of functions that can be represented as in Equations (1.2) and (1.3) and those that have one finite Fourier moment, as considered in the original papers by Barron; see Section 7 for more details.

1.2.2 Shallow neural networks for classification problems

The article [17] studies the problem of learning a classification function associated to two disjoint classes \( C_+, C_- \). Instead of describing the accuracy of approximation and estimation with respect to the typical square loss, the paper focuses on the hinge loss and certain cross-entropy type losses. In this framework, a classification problem is considered solvable with respect to a hypothesis class if there exist elements in that hypothesis class that assume different signs on the two classes. It is shown in [17] that for general \( C_+, C_- \) such a problem is solvable by Barron regular functions if and only if the sets \( C_+, C_- \) have positive distance. Since for these functions the approximation and estimation behavior using shallow neural networks is well studied, as reviewed in the previous subsection, this observation yields approximation and estimation bounds by shallow neural networks for the classification problem.

In contrast to the setting considered in [17], in the present paper we analyze classification problems for which the different classes are \textit{not} required to have a positive distance. Instead, we impose a regularity condition on the class boundaries and assume that the underlying probability measure is \textit{tube-compatible}, meaning that it should not be too strongly concentrated at the class boundary.

1.2.3 Deep neural networks and the curse of dimensionality

It is natural to wonder whether deeper networks can improve on shallow neural networks regarding approximation and estimation problems. The fundamental property enabling “dimension-free” approximation by \textit{shallow} neural networks is that the function to be approximated should belong to the closed convex hull of the set of simple neurons. The corresponding property for deep networks has been identified to be a certain summability property of the weights of approximating neural networks. In [6, Equation 1], this summability property is called the \textit{variation} of the neural network. To avoid ambiguities with the (total) variation of a measure or function, we will refer to this notion as the \textit{weight variation}. More precisely, the weight variation is the \( \ell^1 \) norm of the entries of the product of the weight matrices of the
neural networks\textsuperscript{1}. In [6, Theorem 1] it is shown that if arbitrarily large neural networks are of bounded weight variation, then these neural networks can be well approximated by smaller neural networks. Here the size of the neural networks is measured via the encoding complexity of the weights. Moreover, the reduction in size is independent of the dimension. The weight variation also serves as a motivation for the so-called path norm that is fundamental to the definition of generalized Barron spaces associated to compositional function representation in [55]. This path norm can be understood as the continuous counterpart of the weight variation. Correspondingly, the elements of the generalized Barron spaces in [55] are those functions that can be obtained as limits of deep neural networks with bounded variation, for increasing width. We also mention [37], which studies approximation of functions that are compositions of \( n \) classical Barron functions and shows that these can then be efficiently approximated by neural networks with \( n + 1 \) layers.

In a somewhat similar vein, we show that if one is interested not in approximating Barron-regular functions themselves, but rather classification functions for which the class boundaries are Barron-regular, then this can be done efficiently with (somewhat) deep ReLU neural networks, namely using networks with 3 hidden layers; see Theorem 3.7.

1.2.4 Non-Barron-type results on curse of dimensionality

Functions of Barron-type are not the only functions that can be approximated by deep neural networks without the curse of dimensionality. Other function classes that allow for approximation with only minor (in particular sub-exponential) dependencies on the dimension include the following: functions that have a graph-like structure and are compositions of low dimensional functions, [46], [45, Section 5], [14, 42, 49]; bandlimited functions [41]; and also solutions of some classes of high-dimensional PDEs \([9, 12, 20, 24, 25, 27, 30, 34, 48]\) and SDEs \([10, 47]\), under the assumption that the right-hand side of the equation is itself well-approximated (i.e., without suffering from the curse of dimensionality) by neural networks.

In the present paper, we show that the classification functions with Barron regular decision boundaries also belong to this list of well-approximable functions.

1.2.5 Deep neural networks for classification problems

The approximation and estimation of classification functions of the form \( \sum_{k=1}^{K} f_k \mathbb{1}_{\Omega_k} \), where each \( \Omega_k \subset \mathbb{R}^d \) is an open set such that \( \partial \Omega_k \) is piecewise smooth and \( f_k : \mathbb{R}^d \to \mathbb{R} \) are smooth, is studied in [28, 29, 45]. In these works, it is shown that the achievable approximation and estimation rates are primarily determined by the smoothness of the boundaries \( \partial \Omega_k \), in the sense that, given sufficient regularity of the \( f_k \), smoother class boundaries yield better approximation and estimation rates. The general strategy of the approximation theoretical aspects of these works is closely related to the approach taken in this article. Indeed, the approximation of classification functions is reduced to that of horizon functions \( 1_{x_1 \leq f(x_2,\ldots,x_d)} \) where \( f \) is a \( d-1 \)-dimensional smooth function. In addition, the articles [28, 29] establish estimation bounds by invoking classical bounds on the covering numbers of the involved neural network spaces to bound the generalization error of empirical risk minimization.

1.2.6 Delineation of our work

In the present article, we discuss a concrete set of practically relevant functions, namely those arising in classification tasks where the interfaces between classes are sufficiently regular, which formally means that they are locally described by Barron-type functions. As indicated earlier, these results are based on a combination of two ideas: First, a classical result of Barron

\textsuperscript{1}Here, it should be noted that all weights are assumed to be non-negative in [6], which is accomplished there without loss of generality by a slight modification of the activation function.
showing uniform and dimension-independent approximation of Barron-type functions [3] and, second, a strategy to emulate functions with regular jump curves by neural networks, originally introduced in [45].

The results are neither a direct consequence of the study of (generalized) Barron spaces nor can they be derived directly from the results of [45]. Indeed, the functions that we discuss (classification functions with Barron-regular boundary) do not have a representation by neural networks with bounded weights or bounded variation of the weights. In fact, it can be shown (see [55, Theorem 2.7]) that functions in the (generalized) Barron spaces are always Lipschitz continuous, which is not satisfied for the classification functions that we consider. The key difference between our approach and alternative studies of Barron spaces is that in those works the boundedness of the (sum of the) network weights or a related property such as a bounded weight variation plays a central role. In contrast, we allow a moderate weight growth that is essentially inversely proportional to the approximation error. Besides, in contrast to [17] we study classification problems for which the different classes do not have positive distance to each other. Furthermore, the required regularity of the class boundaries for our results is explicitly stated, e.g. in terms of a finite Fourier moment; this is in contrast to the more implicit integral representation property required for the infinite-width Barron spaces considered in [17].

Finally, in contrast to [28, 29, 45], the results in the present paper do not suffer from the curse of dimensionality.

1.3 Structure of the paper

After introducing general and neural network related notation in Subsections 1.4 and 1.5, we start in Section 2 by formally defining the Fourier-analytic Barron class, and proving that such functions can be uniformly approximated with error $O(N^{-1/2})$ using shallow ReLU networks with $O(N)$ neurons and controlled weights. We reprove this result since the argument in [3] for handling general sigmoidal activation functions contains a technical inaccuracy.

In Section 3, we give the precise definition of sets with boundary in the Barron class, and we show that indicator functions of such sets can be well approximated by ReLU neural networks. The complementing lower bounds and estimation bounds are derived in Sections 4 and 5. For the approximation and estimation results, we always assume that the measure under consideration is tube compatible; Section 6 shows that this is unavoidable. Finally, in Section 7, we discuss the relation between the Fourier-analytic Barron space that we consider and the alternative Barron spaces considered in the literature.

Several mainly technical results are deferred to the appendices.

1.4 General notation

We will use the following notation: For $n \in \mathbb{N}_0 = \{0, 1, 2, 3, \ldots\}$, we write $n := \{1, 2, \ldots, n\}$; in particular, $0 = \emptyset$. For an arbitrary set $M$, we write $|M| = \#M \in \mathbb{N}_0 \cup \{\infty\}$ for the number of elements of $M$.

Given $a \in \mathbb{R}^d$, we denote the entries of $a$ by $a_1, a_2, \ldots, a_d \in \mathbb{R}$. For $a, b \in \mathbb{R}^d$ we write $a \leq b$ if and only if $a_i \leq b_i$ for all $i \in \{1, \ldots, d\}$. In this case, we define $[a, b] := \prod_{i=1}^d [a_i, b_i]$. For $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ with $d > 1$ and $i \in \{1, \ldots, d\}$, we set $x^{(i)} := (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_d) \in \mathbb{R}^{d-1}$.

The standard scalar product of $x, y \in \mathbb{R}^d$ will be denoted by $\langle x, y \rangle = \sum_{i=1}^d x_i y_i$, and the Euclidean norm of $x$ is written as $|x| := \sqrt{\langle x, x \rangle}$. For a continuous function $f$ defined on a set $Q \subset \mathbb{R}^d$, we define $\|f\|_{\text{sup}} := \sup_{x \in Q} |f(x)|$. For a set $X$ and two functions $f, g : X \to \mathbb{R}^+$, we write $f(x) \leq g(x)$ if $f(x) \leq C g(x)$ for a constant $C > 0$ and all $x \in X$. This constant is referred to as the implicit constant of the estimate.

Finally, given a class $\mathcal{F}$ of $\{0, 1\}$-valued (or $\{\pm 1\}$-valued) functions, we denote the VC-
dimension of $\mathcal{F}$ by $\text{VC}(\mathcal{F}) \in \mathbb{N}_0 \cup \{\infty\}$. We refer to [50, Chapter 6] for the definition of the VC dimension.

1.5 Neural network notation

In this subsection, we briefly introduce our notation regarding neural networks. To avoid ambiguities, we define neural networks in a way that allows a precise counting of the number of neurons and layers. This is done by differentiating between a neural network as a set of weights and the associated realization which represents the function that is described through these weights.

**Definition 1.2.** Let $d, L \in \mathbb{N}$. A neural network (NN) $\Phi$ with input dimension $d$ and $L$ layers is a sequence of matrix-vector tuples

$$
\Phi = \big( (A_1, b_1), (A_2, b_2), \ldots, (A_L, b_L) \big),
$$

where, for $N_0 = d$ and certain $N_1, \ldots, N_L \in \mathbb{N}$, each $A_\ell$ is an $N_\ell \times N_{\ell-1}$ matrix, and $b_\ell \in \mathbb{R}^{N_\ell}$.

For a NN $\Phi$ and an activation function $\phi : \mathbb{R} \to \mathbb{R}$, we define the associated realization of the NN $\Phi$ as

$$
R_\phi \Phi : \mathbb{R}^d \to \mathbb{R}^{N_L}, \ x \mapsto x_L = R_\phi \Phi(x),
$$

where the output $x_L \in \mathbb{R}^{N_L}$ results from the scheme

$$
x_0 := x \in \mathbb{R}^d = \mathbb{R}^{N_0},
$$

$$
x_\ell := \phi \left( A_\ell x_{\ell-1} + b_\ell \right) \in \mathbb{R}^{N_\ell} \quad \text{for } \ell = 1, \ldots, L - 1,
$$

$$
x_L := A_L x_{L-1} + b_L \in \mathbb{R}^{N_L}.
$$

Here $\phi$ is understood to act component-wise. We call $N(\Phi) := d + \sum_{j=1}^{L} N_j$ the number of neurons of the NN $\Phi$, $L = L(\Phi)$ the number of layers, and $W(\Phi) := \sum_{j=1}^{L} (\|A_j\|_0 + \|b_j\|_0)$ is called the number of weights of $\Phi$. Here, $\|A\|_0$ and $\|b\|_0$ denote the number of non-zero entries of the matrix $A$ or the vector $b$. Moreover, we refer to $N_L$ as the output dimension of $\Phi$. The activation function $\phi : \mathbb{R} \to \mathbb{R}, x \mapsto \max(0,x)$ is called the ReLU. We call $R_\phi \Phi$ a ReLU neural network. Finally, the vector $(d, N_1, N_2, \ldots, N_L) \in \mathbb{N}^{L+1}$ is called the architecture of $\Phi$.

**Remark 1.3.** With notation as above, the number of hidden layers of $\Phi$ is $L - 1$. A special type of neural networks are those with one hidden layer, i.e., $L = 2$; these are called shallow neural networks. Realizations of such networks have the form

$$
\mathbb{R}^d \ni x \mapsto e + \sum_{i=1}^{N} a_i \phi(\langle c_i, x \rangle + b_i),
$$

where $N \in \mathbb{N}$, $a_i, b_i, e \in \mathbb{R}$ and $c_i \in \mathbb{R}^d$ for $i = 1, \ldots, N$.

One important property of neural networks is that one can construct complicated neural networks by combining simpler ones. The following remark collects several standard operations that were analyzed in [45].

**Remark 1.4.** Let $\Phi_1, \Phi_2$ be two neural networks with input dimensions $d_1, d_2 \in \mathbb{N}$, $L_1, L_2$ layers and architectures $(d_1, N_1, N_2, \ldots, N_{L_1}) \in \mathbb{N}^{L_1+1}$ and $(d_2, M_1, M_2, \ldots, M_{L_2}) \in \mathbb{N}^{L_2+1}$, respectively. Furthermore, let $\phi : \mathbb{R} \to \mathbb{R}$.
where we used the notation $|\langle \xi, x_0 \rangle| := \sup_{x \in X} |\langle \xi, x - x_0 \rangle|$.

We write $B_C(X, x_0)$ for the class of all such functions.

**Remark.** The precise choice of the “base point” $x_0 \in X$ is immaterial, in the sense that it at most changes the resulting norm by a factor of 2. Indeed, let $x_0, x_1 \in X$ and assume that $f$ satisfies (2.1) with $|c| \leq C$. Then we see for arbitrary $\xi \in \mathbb{R}^d$ and $x \in X$ that

$$|\langle \xi, x - x_1 \rangle| \leq |\langle \xi, x - x_0 \rangle| + |\langle \xi, x_0 - x_1 \rangle| = |\langle \xi, x - x_0 \rangle| + |\langle \xi, x_1 - x_0 \rangle| \leq 2 |\langle \xi, x_0 \rangle|,$$

meaning $|\langle \xi, x_1 \rangle| \leq 2 |\langle \xi, x_0 \rangle|$ and hence $\int_{\mathbb{R}^d} |\langle \xi, x_1 \rangle| \cdot |F(\xi)| \, d\xi \leq 2C$. Furthermore, setting $c' := c + \int_{\mathbb{R}^d} (e^{i\langle \xi, x_1 \rangle} - e^{i\langle \xi, x_0 \rangle}) \cdot F(\xi) \, d\xi$, we have $f(x) = c' + \int_{\mathbb{R}^d} (e^{i\langle \xi, x \rangle} - e^{i\langle x_0, \xi \rangle}) \cdot F(\xi) \, d\xi$ and

2 Uniform approximation of Barron-type functions using ReLU networks

In this section, we formalize the notion of the (Fourier-analytic) Barron space that we will use in the sequel. We then prove that functions in the Barron class can be approximated up to error $O(N^{-1/2})$ using shallow ReLU neural networks with $N$ neurons. For neural networks with the Heaviside activation function, this result is due to Barron [3]. Furthermore, it is claimed in [3] that the result extends to neural networks with sigmoidal activation functions, which would then also imply the same property for the ReLU activation function $\phi$, since $\phi(x) = \phi(x) - \phi(x - 1)$ is sigmoidal. However, regarding the extension to sigmoidal activation functions there seems to be a gap in the proof presented in [3]. Namely, it is argued in the bottom left column on Page 3 of [3] that if $f$ is uniformly continuous and $\|f - f_T\|_{\sup} \lesssim T^{-1/2}$ where $f_T$ is of the form $f_T(x) = c_0 + \sum_{k=1}^T c_k 1_{(0,2\pi)}((a_k,x) + b_k)$ with $c_k, b_k \in \mathbb{R}$ and $a_k \in \mathbb{R}^d$, then one can also achieve $\|f - g_T\|_{\sup} \lesssim T^{-1/2}$ for $g_T(x) = C_0 + \sum_{k=1}^T C_k \phi((A_k,x) + B_k)$, where $\phi$ is measurable and sigmoidal, meaning $\phi$ is bounded with $\lim_{x \to -\infty} \phi(x) = 1$ and $\lim_{x \to -\infty} \phi(x) = 0$. As we could not verify this claim, we provide an alternative proof for the case of the ReLU activation function, based on the main ideas in [3]. In addition, our more careful proof shows that one can verify this claim, thus obtaining uniform boundedness, independent of the desired approximation accuracy.

We first formalize the notion of **Barron class functions**, essentially as introduced in [3, 4].

**Definition 2.1.** Let $\emptyset \neq X \subset \mathbb{R}^d$ be bounded. A function $f : X \to \mathbb{R}$ is said to be of **Barron class with constant $C > 0$**, if there are $x_0 \in X$, $c \in [-C,C]$, and a measurable function $F : \mathbb{R}^d \to \mathbb{C}$ satisfying

$$\int_{\mathbb{R}^d} |\xi|_{X,x_0} \cdot |F(\xi)| \, d\xi \leq C \text{ and } f(x) = c + \int_{\mathbb{R}^d} (e^{i\langle x, \xi \rangle} - e^{i\langle x_0, \xi \rangle}) \cdot F(\xi) \, d\xi \quad \forall x \in X, (2.1)$$

where we used the notation $|\xi|_{X,x_0} := \sup_{x \in X} |\langle \xi, x - x_0 \rangle|$. We write $B_C(X, x_0)$ for the class of all such functions.
It is enough to prove the claim for the case $2.3$ contains. More precisely, assume that $X$.

Furthermore, one can choose all weights and biases of $\Phi$ to be bounded by $\|f - R_\Phi\|_{\sup} \leq \kappa \sqrt{d} \cdot C \cdot N^{-1/2}$.

Proposition 2.2. There is a universal constant $\kappa > 0$ with the following property: For any bounded set $X \subset \mathbb{R}^d$ with nonempty interior, for any $C > 0$, $x_0 \in X$ and $f \in \mathcal{B}_C(X, x_0)$, and any $N \in \mathbb{N}$, there is a shallow neural network $\Phi$ with $8N$ neurons in the hidden layer such that

$$
\|f - R_\Phi\|_{\sup} \leq \kappa \sqrt{d} \cdot C \cdot N^{-1/2}.
$$

Furthermore, one can choose all weights and biases of $\Phi$ to be bounded by

$$
(5 + \vartheta(X, x_0)) \cdot (1 + \|x_0\|_{\ell_1}) \cdot \sqrt{C},
$$

where

$$
\vartheta(X, x_0) \coloneqq \sup_{\xi \in \mathbb{R}^d \setminus \{0\}} \left( \|\xi\|_{\ell_\infty} / \|\xi\|_{X, x_0} \right).
$$

Remark 2.3. The quantity $\vartheta(X, x_0)$ roughly speaking measures how big of a rectangle the set $X$ contains. More precisely, assume that $X \supset [a, b]$ where $b_i - a_i \geq \varepsilon > 0$ for all $i \in \mathbb{I}$. Then we see with the standard basis $(e_1, \ldots, e_d)$ of $\mathbb{R}^d$ that

$$
\varepsilon |\xi_i| = \left| \langle \xi, a + e_i - x_0 \rangle - \langle \xi, a - x_0 \rangle \right| \leq \left| \langle \xi, a + e_i - x_0 \rangle \right| + \left| \langle \xi, a - x_0 \rangle \right| \leq 2 \sup_{x \in X} |\langle \xi, x - x_0 \rangle|.
$$

Since this holds for all $i \in \mathbb{I}$, we see $|\xi|_{X, x_0} \geq \frac{\varepsilon}{2} \|\xi\|_{\ell_\infty}$ and hence $\vartheta(X, x_0) \leq \frac{2}{\varepsilon}$. Note that since $X$ has nonempty interior, we can always find a sufficiently small non-degenerate rectangle in $X$; therefore, $|\xi|_{X, x_0} \geq \frac{\varepsilon}{2} \|\xi\|_{\ell_\infty}$ for all $\xi \in \mathbb{R}^d$.

Proof. It is enough to prove the claim for the case $C = 1$. Indeed, for $f \in \mathcal{B}_C(X, x_0)$, we have $\tilde{f} \coloneqq f/C \in \mathcal{B}_1(X, x_0)$. Applying the claim to $\tilde{f}$, we thus get $\|\tilde{f} - \tilde{g}\|_{\sup} \leq \kappa \sqrt{d} \cdot N^{-1/2}$, where

$$
\tilde{g}(x) = \sum_{i=1}^{8N} a_i g(b_i + (w_i, x))
$$

with $\|w_i\|_{\ell_\infty}, |a_i|, |b_i| \leq (5 + \vartheta(X, x_0)) \cdot (1 + \|x_0\|_{\ell_1})$. Hence, defining $g(x) = \sum_{i=1}^{8N} \sqrt{C} a_i g(\sqrt{C} b_i + (\sqrt{C} w_i, x))$, we have $g(x) = C \cdot \tilde{g}(x)$, which easily yields the claim for $f$. We will thus assume $C = 1$ in what follows. The actual proof is divided into three steps.

Step 1 (Writing $f$ as an expectation of indicators of half-spaces): Let $c \in [-C, C]$ and $F : \mathbb{R}^d \to \mathbb{C}$ such that Equation (2.1) is satisfied. The case where $F = 0$ almost everywhere is easy to handle; we thus assume that $F \neq 0$ on a set of positive measure.

Set $X_0 \coloneqq \{ x - x_0 : x \in X \}$, and define $f_0 : X_0 \to \mathbb{R}$ by $f_0(x) \coloneqq f(x + x_0) - c$ and $F_0 : \mathbb{R}^d \to \mathbb{C}, \xi \mapsto e^{i(x_0, \xi)} F(\xi)$. With this notation, we have $f_0(x) = \int_{\mathbb{R}^d} (e^{i(x_0, \xi)} - 1) \cdot F_0(\xi) \, d\xi$. 
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and \( \int_{\mathbb{R}^d} |\xi| \cdot |F_0(\xi)| \, d\xi \leq C \), where \( |\xi| \cdot |x_0| := \sup_{x \in X_0} |\langle x, \xi \rangle| = |\xi| \cdot |x_0| \). Thus, (the proof of) [3, Theorem 2] shows for all \( x \in X_0 \) that

\[
 f_0(x) = v \cdot \int_{\mathbb{R}^d} \int_0^1 \left( \mathbb{I}_{(0,\infty)}(-\langle \xi/|\xi|_0, \cdot \rangle - t) - \mathbb{I}_{(0,\infty)}(\langle \xi/|\xi|_0, \cdot \rangle - t) \right) \cdot s(\xi,t) \cdot p(\xi,t) \, dt \, d\xi,
\]

where, using the polar decomposition \( F_0(\xi) = |F_0(\xi)| \cdot e^{i\theta_\xi} \), the function \( s : \mathbb{R}^d \times [0,1] \to \{ \pm 1 \} \) is given by \( s(\xi,t) = \text{sign}(\sin(t \langle |\xi|_0 + \theta_\xi \rangle) \cdot |F_0(\xi)|) \). Finally, \( v = \int_{\mathbb{R}^d} \int_0^1 |\xi/|\xi|_0 \cdot | \sin(t \langle |\xi|_0 + \theta_\xi \rangle) \cdot |F_0(\xi)| | \, dt \, d\xi \leq C \)

is chosen such that \( p \) is a probability density function. It is easy to see \( v > 0 \) since \( F_0 \neq 0 \) on a set of positive measure.

For brevity, define \( \Omega := (\mathbb{R}^d \setminus \{ 0 \}) \times [0,1] \). Furthermore, set \( \xi^* := \xi/|\xi|_0 \) for \( \xi \in \mathbb{R}^d \setminus \{ 0 \} \) (where we note that \( |\xi|_0 > 0 \) since \( X_0 \) has nonempty interior), and for \( x \in X_0 \) define

\[
 \Gamma_x : \Omega \to [-1,1], \quad (\xi,t) \mapsto \mathbb{I}_{(0,\infty)}(-\langle \xi^*, x \rangle - t) - \mathbb{I}_{(0,\infty)}(\langle \xi^*, x \rangle - t).
\]

Finally, let us set \( V_\pm := \int_{\mathbb{R}^d} \int_0^1 \mathbb{I}_{s(\xi,t)=\pm 1} \cdot p(\xi,t) \, dt \, d\xi \), and define probability measures \( \mu_\pm \) on \( \Omega \) via

\[
 d\mu_\pm := \frac{1}{V_\pm} \cdot \mathbb{I}_{s(\xi,t)=\pm 1} \cdot p(\xi,t) \, dt \, d\xi.
\]

Note that \( V_+ \geq 0 \) and \( V_- \geq 1 \). Also note that strictly speaking \( \mu_\pm \) is only well-defined in case of \( V_\pm > 0 \). In case of \( V_\pm = 0 \), one can simply drop the respective term in what follows; we leave the straightforward modifications to the reader.

Given all these notations, we see that \( f_0 = v \cdot (V_+ \cdot f_+ - V_- \cdot f_-) \), where

\[
 f_\pm : X_0 \to \mathbb{R} \quad \text{is defined by} \quad f_\pm(x) := \int_{\Omega} \Gamma_x(\xi,t) \, d\mu_\pm(\xi,t).
\]

It is enough to show \( \| f_\pm - R_{\emptyset} \Phi_\pm \|_{\text{sup}} \leq N^{-1/2} \cdot \left( \frac{C}{\sqrt{V_\pm}} + \kappa_0 \sqrt{d} \right) \) for a shallow neural network \( \Phi_\pm \) with \( 4N \) neurons in the hidden layer and with all weights and biases bounded by \( 4 + \vartheta(X,x_0) \). Indeed, once this is shown, it is easy to see that there exists a shallow network \( \Phi \) with \( 8N \) neurons in the hidden layer satisfying

\[
 R_{\emptyset} \Phi(x) = c + v V_+ \cdot R_{\emptyset} \Phi_+(x - x_0) - v V_- \cdot R_{\emptyset} \Phi_-(x - x_0).
\]

Because of \( f(x) = c + f_0(x - x_0) = c + v V_+ \cdot f_+(x - x_0) - v V_- \cdot f_-(x - x_0) \) and \( 0 < v \leq C \), this yields

\[
 \| f - R_{\emptyset} \Phi \|_{\text{sup}} \leq N^{-1/2} \cdot \left( v V_+ \cdot \left( \frac{C}{\sqrt{V_+}} + \kappa_0 \sqrt{d} \right) + v V_- \cdot \left( \frac{C}{\sqrt{V_-}} + \kappa_0 \sqrt{d} \right) \right) = N^{-1/2} \cdot (2C + v \kappa_0 \sqrt{d}) \leq (2 + \kappa_0 \sqrt{d}) \cdot C \cdot N^{-1/2} \leq \kappa \sqrt{d} \cdot C \cdot N^{-1/2}
\]

for a suitable absolute constant \( \kappa > 0 \). Again, since \( 0 < v \leq C \) and \( c \in [-C,C] \) as well as \( 0 \leq V_\pm \leq 1 \), and since we assume \( C = 1 \), it is easy to see that \( \Phi \) can be chosen in such a way that all weights of \( \Phi \) are bounded by \( (4 + \vartheta(X,x_0)) \cdot (1 + \|x_0\|_{\ell_1}) \). Here, we use that if \( \|w\|_{\ell_\infty}, |b| \leq 4 + \vartheta(X,x_0) \), then \( \vartheta(\langle w, x - x_0 \rangle + b) = \vartheta(\langle w, x \rangle + b - \langle w, x_0 \rangle) \), where

\[
 |b - \langle w, x_0 \rangle| \leq |b| + (4 + \vartheta(X,x_0)) \cdot x_0 \cdot \|x_0\|_{\ell_1} \leq (4 + \vartheta(X,x_0)) \cdot (1 + \|x_0\|_{\ell_1}).
\]
Step 2 (Approximating $f$ by an expectation of ReLU networks): For $\varepsilon > 0$, define

$$H_{\varepsilon} : \mathbb{R} \to [0, 1], \quad x \mapsto \frac{1}{\varepsilon} (g(x) - g(x - \varepsilon)),$$

noting that $H_{\varepsilon}(x) = \mathbb{1}_{(0, \infty)}(x)$ for all $x \in \mathbb{R} \setminus (0, \varepsilon)$. Next, for $\varepsilon > 0$ and $x \in X_0$, set

$$N_{\varepsilon, x} : \Omega \to [-1, 1], \quad (\xi, t) \mapsto H_{\varepsilon}(-\langle \xi^*, x \rangle - t) - H_{\varepsilon}(\langle \xi^*, x \rangle - t).$$

Setting $J_{\xi, x}^{(q)} := [-\langle \xi^*, x \rangle - \varepsilon, -\langle \xi^*, x \rangle] \cup [\langle \xi^*, x \rangle - \varepsilon, \langle \xi^*, x \rangle]$, we have $\Gamma_{\xi}(\xi, t) = N_{\varepsilon, x}(\xi, t)$ for all $(\xi, t) \in \Omega$ with $t \notin J_{\xi, x}^{(q)}$. Thus, using the bound $0 \leq p(\xi, t) \leq \frac{1}{v} |\xi|_{X_0} |F(\xi)|$ and the definitions of $f_\pm$ and $\mu_\pm$, we see for all $x \in X_0$ that

$$|f_\pm(x) - \int_{\Omega} N_{\varepsilon, x}(\xi, t) \, d\mu_\pm(\xi, t)| \leq \int_{\mathbb{R}^d \setminus \{0\}} \int_0^1 2 \cdot \mathbb{1}_{J_{\xi, x}^{(q)}}(t) \cdot \frac{1}{V_\pm} p(\xi, t) \, dt \, d\xi \leq \frac{4\varepsilon}{v V_\pm} \int_{\mathbb{R}^d} |\xi|_{X_0} \cdot |F(\xi)| \, d\xi \leq \frac{4\varepsilon C}{v V_\pm}.$$

We now choose $\varepsilon := \frac{1}{4} N^{-1/2}$ and define $f_{\pm, x} : X_0 \to \mathbb{R}, \quad x \mapsto \int_{\Omega} N_{\varepsilon, x}(\xi, t) \, d\mu_\pm(\xi, t)$. Then the preceding estimate shows that $\|f_{\pm} - f_{\pm, x}\|_{\sup} \leq N^{-1/2} \cdot \frac{C}{v V_\pm}$.

Figure 1: Representation of the function $(\xi, t) \mapsto N_{\varepsilon, x}(\xi, t) - \lambda$ as a ReLU network with $L = 2$ layers, $W = 4d + 16$ weights, and $U = 5$ computation units (using the notation of [7]).

Step 3 (Using bounds for empirical processes to complete the proof): Denote by $G_0$ the set of all functions $g : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$ that are implemented by ReLU neural networks with the architecture shown in Figure 1 (that is, fully connected with one hidden layer containing four neurons). Then the VC dimension bound for neural networks shown in [7, Theorem 6] implies that there is an absolute constant $\kappa_1 \in \mathbb{N}$ such that

$$\text{VC} \left( \{ \mathbb{1}_{g > 0} : g \in G_0 \} \right) \leq \kappa_1 d.$$ 

Moreover, using the map $\Theta : \Omega \to \mathbb{R}^d \times [0, 1], \ (\xi, t) \mapsto (\xi/|\xi|_{X_0}, t)$, the construction in Figure 1 shows for arbitrary $\lambda \in \mathbb{R}$ that

$$\{ \mathbb{1}_{N_{\varepsilon, x} > \lambda} : x \in X_0 \} \subset \{ \mathbb{1}_{\Theta > \lambda} : g \in G_0 \}.$$ 

Directly from the definition of the VC dimension, we see that composing a class of functions with a fixed map (in this case, $\Theta$) can not increase the VC dimension, so that we get $\text{VC} \left( \{ \mathbb{1}_{N_{\varepsilon, x} > \lambda} : x \in X_0 \} \right) \leq \kappa_1 d$ for all $\varepsilon > 0$ and $\lambda \in \mathbb{R}$. 
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Now, using the bound in Proposition A.1 and recalling that $E_{(\xi, t) \sim \mu_\pm} [N_{\varepsilon,x}(\xi, t)] = f_{\pm, \varepsilon}(x)$, we see that if we choose $(\xi_1, t_1), \ldots, (\xi_N, t_N) \overset{\text{i.i.d.}}{\sim} \mu_\pm$, then there is a universal constant $\kappa_2 > 0$ satisfying for all $N \in \mathbb{N}$ that\footnote{Strictly speaking, Proposition A.1 yields a bound for}

$$E \left[ \sup_{x \in \Omega_0} |f_{\pm, \varepsilon}(x) - \frac{1}{N} \sum_{i=1}^{N} N_{\varepsilon,x}(\xi_i, t_i)| \right] \leq \kappa_2 \cdot \sqrt{\frac{N \varepsilon}{d}}. \quad (2.2)$$

In particular, there is one specific realization $((\xi_1, t_1), \ldots, (\xi_N, t_N)) \in \Omega^N$ such that

$$\sup_{x \in \Omega_0} |f_{\pm, \varepsilon}(x) - \frac{1}{N} \sum_{i=1}^{N} N_{\varepsilon,x}(\xi_i, t_i)| \leq \kappa \sqrt{d} N^{-1/2}.$$

Clearly, $g_{\pm, \varepsilon} : \mathbb{R}^d \to \mathbb{R}, x \mapsto \frac{1}{N} \sum_{i=1}^{N} N_{\varepsilon,x}(\xi_i, t_i)$ is implemented by a shallow ReLU network with $4N$ neurons in the hidden layer, as follows from

$$\frac{1}{N} N_{\varepsilon,x}(\xi, t) = \frac{\varepsilon^{-1}}{N} \left( \varrho(\langle \xi_i^*, x \rangle - t_i) - \varrho(\langle \xi_i^*, x \rangle - t_i - \varepsilon) - \varrho(\langle \xi_i^*, x \rangle - t_i - \varepsilon) - \varrho(\langle \xi_i^*, x \rangle - t_i) + \varrho(\langle \xi_i^*, x \rangle - t_i + \varepsilon) \right).$$

Now, note by definition of $\vartheta(X, x_0)$ and $\xi^*_i = \xi_i / \|\xi_i\|_{X_0}$ that $\|\xi_i\|_{\varepsilon, \infty} \leq \vartheta(X, x_0)$. Furthermore, $|t_i| \leq 1$. Finally, by choice of $\varepsilon = \frac{\varepsilon}{N} N^{-1/2}$, we see $\varepsilon^{-1}/N = 4N^{-1/2} \leq 4$. Overall, we thus see that $g_{\pm, \varepsilon} = R_g \Phi_{\pm}$, where the shallow neural network $\Phi_{\pm}$ has $4N$ neurons in the hidden layer and all weights and biases bounded by $4 + \vartheta(X, x_0)$. \hfill \square

## 3 Approximation of sets with Barron class boundary

In this section, we show that indicator functions of sets with Barron class boundary are well approximated by ReLU neural networks. Essentially the only property of Barron class functions that we will need is that they can be uniformly approximated up to error $O(N^{-1/2})$ by shallow ReLU networks with $N$ neurons and suitably bounded weight. Thus, to allow for a slightly more general result, we introduce a “Barron approximation space” containing all such functions.

**Definition 3.1.** Let $d \in \mathbb{N}$ and let $X \subset \mathbb{R}^d$ be bounded with nonempty interior. For $C > 0$, we define the **Barron approximation set** $\mathcal{B}A_C(X)$ as the set of all functions $f : X \to \mathbb{R}$ such that for every $N \in \mathbb{N}$ there is a shallow neural network $\Phi$ with $N$ neurons in the hidden layer such that

$$\|f - R_g \Phi\|_{\sup} \leq \sqrt{d} \cdot C \cdot N^{-1/2}$$

and such that all weights (and biases) of $\Phi$ are bounded in absolute value by

$$\sqrt{C} \cdot \left(5 + \inf_{x_0 \in X} \left[\|x_0\|_{\ell_1} + \vartheta(X, x_0)\right]\right), \quad \text{where } \vartheta(X, x_0) := \sup_{\xi \in \mathbb{R}^d \setminus \{0\}} (\|\xi\|_{\varepsilon, \infty} / \|\xi\|_{X, x_0}).$$

The set $\mathcal{B}A(X) = \bigcup_{C > 0} \mathcal{B}A_C(X)$ is called the **Barron approximation space**.
Remark 3.2. a) Using Proposition 7.4, it is not hard to see $B_C(X, x_0) \subset BA_{\kappa_0 C}(X)$ for every $C > 0$, with a constant $\kappa_0 > 0$ that is absolute, (i.e., independent of all other quantities and objects).

b) For the infinite-width Barron space $B_{\theta}(X)$ associated to the ReLU function (which will be formally introduced in Section 7), it follows from [16, Theorem 12] that

$$B_{\theta, C}(X) := \{ f \in B_{\theta}(X) : \| f \|_{B_{\theta}(X)} \leq C \} \subset BA_{\sigma C}(X),$$

where the constant $\sigma > 0$ scales polynomially with $d$ and linearly with $\sup_{x \in X} \| x \|_{l_\infty}$.

c) If $Y \subset X$ has nonempty interior, we have $\vartheta(X, y_0) \leq \vartheta(Y, y_0)$ for all $y_0 \in Y$ and hence $\inf_{x_0 \in X} \| x_0 \|_{l_1} + \vartheta(X, x_0) \leq \inf_{y_0 \in Y} \| y_0 \|_{l_1} + \vartheta(Y, y_0)$.

Based on this, it is straightforward to see

$$f|_Y \in BA_C(Y) \text{ if } f \in BA(X) \text{ and } Y \subset X \text{ has nonempty interior}. \quad (3.1)$$

Using the notion of Barron approximation spaces, we can now formally define sets with Barron class boundary.

Definition 3.3. Let $d \in \mathbb{N}_{\geq 2}$ and $B > 0$ and let $Q = [a, b] \subset \mathbb{R}^d$ be a rectangle. A function $F : Q \rightarrow \mathbb{R}$ is called a Barron horizon function with constant $B$, if there are $i \in \mathcal{I}$ and $f \in BA_B([a^{(i)}, b^{(i)}])$ such as $\theta \in \{ \pm 1 \}$ such that

$$F(x) = 1_{\theta x_i \leq f(x^{(i)})} \quad \forall x \in Q.$$

We write $BH_B(Q)$ for the set of all such functions.

Finally, given $M \in \mathbb{N}$ and $B > 0$, a compact set $\Omega \subset \mathbb{R}^d$ is said to have a Barron class boundary with constant $B$ if there exist rectangles $Q_1, \ldots, Q_M \subset \mathbb{R}^d$ such that $\Omega \subset \bigcup_{i=1}^M Q_i$ where the rectangles have disjoint interiors (i.e., $Q^a_i \cap Q^a_j = \emptyset$ for $i \neq j$) and such that $1_{Q_i \cap \Omega} \in BH_B(Q_i)$ for each $i \in M$. We write $BB_{B, M}(\mathbb{R}^d)$ for the class of all such sets. Also, a family $(Q_j)_{j=1}^M$ of rectangles as above is called an associated cover of $\Omega$.

Remark 3.4. By Remark 3.2, the set of functions with Barron class boundary contains all characteristic functions of sets whose boundary is locally described by functions in the Fourier-analytic Barron space or the infinite-width Barron space associated to the ReLU.

The following example illustrates the above definition.

Example. (1) Every set $\Omega$ of the form $\Omega = \{ x \in Q : x_1 \leq f(x_2, \ldots, x_d) \}$ for a rectangle $Q = [a^{(i)}, b^{(i)}] \times Q' \subset \mathbb{R}^d$ and a function $f : Q' \rightarrow \mathbb{R}$ from the Fourier-analytic Barron class $B_B(Q', x_0)$ (for arbitrary $x_0 \in Q'$) belongs to $BB_{\kappa_0 B, 1}(\mathbb{R}^d)$, for the absolute constant $\kappa_0 > 0$ from Remark 3.2.

Examples for such functions $f$ are discussed in great length in [4, Section IX]; here, we just mention three special cases. First, for the Gaussian $f(x) = e^{-|x|^2/2}$, it holds that $f \in B_{\sqrt{\sigma}}(Q', x_0)$ for any rectangle $Q' \subset \mathbb{R}^{d-1}$ and any $x_0 \in Q'$; thus, one only has a polynomial dependence on the dimension. Second, if $Q' = [0, 1]^{d-1}$ and $f(x) = \sum_{k \in \mathbb{Z}^{d-1}} c_k e^{2 \pi i k \cdot x}$, then $f \in B_C(Q', 0)$ for $C = |c_0| + \sum_{k \in \mathbb{Z}^{d-1}} |k| |c_k|$; this essentially follows as in [4, Section IX, Point (16)]. Finally, if $f \in C^{k}(Q')$ for $k \geq 2 + [(d - 1)/2]$, then $f \in B_{C_{\Gamma}}(Q')$, for a suitable $C = C(f, Q') > 0$. This last observation, however, is more of qualitative than of quantitative use, since the resulting constant $C$ is often quite large if $d$ is large.
(2) The class of sets with Barron class boundary also contains sets that are not necessarily Lipschitz domains. An example of such a domain is the cusp domain \( \Omega = \{(x,y) \in [-4,4] \times [0,2] : y \geq \sqrt{|x|}\} \) shown in Figure 2. Indeed, we claim for the rectangles \( Q_1 = [0,4] \times [0,2] \) and \( Q_2 = [-4,0] \times [0,2] \) that \( \mathbb{1}_{\Omega \cap Q_i} \) is a Barron horizon function. To see this, note that the function \( f(y) = y^2 \) can be extended to a function \( f \in C^3_{\text{c}}(\mathbb{R}) \); one such extension is shown in Figure 2. As seen above, this implies that \( f \in \mathcal{B}_C([0,2],0) \) for a certain \( C > 0 \).

Because of \( \mathbb{1}_{\Omega \cap Q_1}(x,y) = 1_{x \leq f(y)} \) for \( (x,y) \in Q_1 \), this implies that \( \mathbb{1}_{\Omega \cap Q_1} \) is a Barron horizon function.

We will show in Section 6 that it is impossible to derive nontrivial minimax bounds for the class of sets with Barron boundary for the case of general probability measures. For this reason, we will restrict to the following class of measures.

**Definition 3.5.** Let \( \mu \) be a finite Borel measure on \( \mathbb{R}^d \). We say that \( \mu \) is tube compatible with parameters \( \alpha \in (0,1] \) and \( C > 0 \) if for each measurable function \( f : \mathbb{R}^{d-1} \to \mathbb{R} \), each \( i \in [d] \) and each \( \varepsilon \in (0,1] \), we have

\[
\mu(T_{i,\varepsilon}^{(i)}) \leq C \cdot \varepsilon^\alpha \quad \text{where} \quad T_{i,\varepsilon}^{(i)} := \{ x \in \mathbb{R}^d : |x_i - f(x^{(i)})| \leq \varepsilon \}.
\]

The set \( T_{i,\varepsilon}^{(i)} \) is called a tube of width \( \varepsilon \) (associated to \( f \)).

**Remark 3.6.** The definition might appear technical, but it is satisfied for a wide class of product measures. For instance, if \( \mu_1, \ldots, \mu_d \) are Borel probability measures on \( \mathbb{R}^d \) such that each distribution function \( F_i(x) = \mu_i((-\infty, x]) \) is \( \alpha \)-Hölder continuous with constant \( C \), then the product measure \( \mu = \mu_1 \otimes \cdots \otimes \mu_d \) is tube compatible with parameters \( \alpha \) and \( 2^\alpha C \), since Fubini’s theorem shows for \( f^{(i)} := \mu_1 \otimes \cdots \otimes \mu_{i-1} \otimes \mu_{i+1} \otimes \cdots \otimes \mu_d \) that

\[
\mu(T_{i,\varepsilon}^{(i)}) = \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}} \mathbb{1}_{|y-f(x)| \leq \varepsilon} \, d\mu_i(y) \, d\mu^{(i)}(x),
\]
where

\[
\int_{\mathbb{R}} 1_{|y-f(x)|\leq \varepsilon} \mu_i(y) = \mu_i([f(x)-\varepsilon, f(x)+\varepsilon]) = F_i(f(x)+\varepsilon) - F_i(f(x)-\varepsilon) \leq C_i(2\varepsilon)^\alpha = 2^\alpha C \varepsilon^\alpha,
\]

from which we easily get \( \mu(T^{(i)}_{f,x}) \leq 2^\alpha C \varepsilon^\alpha \), as claimed.

Measures that do not have a product structure can be tube compatible as well. For example, if \( \mu \) is tube compatible with parameters \( \alpha \in (0, 1) \) and \( C > 0 \), then any measure \( \nu \) of the form \( d\nu = f \, d\mu \) with a bounded density function \( f \) will be tube compatible, with parameters \( \alpha \) and \( C \cdot \sup_x f(x) \).

Next, we give our main approximation result for functions \( 1_\Omega \), where \( \Omega \) is a set with Barron class boundary.

**Theorem 3.7.** Let \( d \in \mathbb{N}_{\geq 2} \), \( M, N \in \mathbb{N} \), \( B, C > 0 \), and \( \alpha \in (0, 1] \), and let \( \Omega \in \mathcal{BB}_{B,M}(\mathbb{R}^d) \).

There exists a neural network \( I_N \) with 3 hidden layers such that for each tube compatible measure \( \mu \) with parameters \( \alpha, C \), we have

\[
\mu(\{x \in \mathbb{R}^d : 1_\Omega(x) \neq R_q I_N(x)\}) \leq 6CMB^\alpha d^{3/2} N^{-\alpha/2}.
\]

Moreover, \( 0 \leq R_q I_N(x) \leq 1 \) for all \( x \in \mathbb{R}^d \) and the architecture of \( I_N \) is given by

\[
A = (d, M(N + 2d + 2), M(4d + 2), M, 1).
\]

Thus, \( I_N \) has at most \( 7M(N+d) \) neurons and at most \( 54d^2M \) non-zero weights. The weights (and biases) of \( I_N \) are bounded in magnitude by \( d(4+R)(1+B) + \sqrt{N} \cdot (B^{-1} + B^{-1/2}) \), where \( R = \sup_{x \in \Omega} \|x\|\infty \).

**Proof.** The proof will proceed in three parts. First we construct a neural network that satisfies a certain approximation accuracy, without going into much detail regarding the architecture of this network. Afterwards, we analyze the network architecture, and bound the network weights.

**Network construction and approximation bound:**

**Step 1.** (Construction of neural networks locally approximating boundaries) Let \( (Q_j)_{j=1}^M \) be an associated cover of \( \Omega \). Fix \( m \in \mathcal{M} \) and write \( Q_m := [a,b] \). By the assumption \( \Omega \in \mathcal{BB}_{B,M}(\mathbb{R}^d) \), there exist \( i = i(m) \in \mathbb{I} \) and \( \theta_m \in \{\pm 1\} \) as well as a function \( f_m \in \mathcal{BA}_B(Q_m^i) \) such that \( 1_\Omega(x) = 1_{\theta_m x_i \leq f_m(x^{(i)})} \) for all \( x \in Q_m \). Here, we used the notation \( Q_m^i := \prod_{j \neq i} [a_j, b_j] \). With \( R = \sup_{x \in \Omega} \|x\|\infty \) as in the theorem statement, note that if we replace each \( Q_j \) by \( \bar{Q}_j := Q_j \cap [-R,R]^d \), then the family \( (\bar{Q}_j)_{j=1}^M \) is still a cover of \( \Omega \) consisting of rectangles. Furthermore, Equation (3.1) shows that \( f_m \in \mathcal{BA}_C(\bar{Q}_m) \), and we clearly have \( 1_\Omega(x) = 1_{\theta_m x_i \leq f_m(x^{(i)})} \) for all \( x \in \bar{Q}_m \). Therefore, we can assume in the following that \( Q_m \subset [-R,R]^d \) for all \( m \in \mathcal{M} \).

Now, by Definitions 3.3 and 3.1, there exists a shallow neural network \( I_N^m \) with \( N \) neurons in the hidden layer such that \( \|f_m - R_q I_N^m\|_{\text{sup}} \leq \gamma N^{-1/2} \) where \( \gamma := B \sqrt{d} \cdot 1 \). Furthermore, all weights and biases of \( I_N^m \) are bounded by \( \sqrt{B} \cdot (6 + \vartheta(Q_m^i, q_m) + \|q_m\|_{\ell^1}) \) for some \( q_m \in Q_m^i \subset [-R,R]^d \).

**Step 2.** (Construction of neural networks approximating horizon functions) Set

\[
S_m := \{x \in Q_m : f_m(x^{(i)}) \geq \theta_m x_i \} \quad \text{and} \quad T_m := \{x \in Q_m : R_q I_N^m(x^{(i)}) \geq \theta_m x_i \},
\]

17
where $I_N^m$ is the network obtained in the previous step. Recalling $\|f_m - R_q I_N^m\|_{\sup} \leq \gamma N^{-1/2}$ and using the notation $S_m \triangle T_m = (S_m \setminus T_m) \cup (T_m \setminus S_m)$, we then see

$S_m \triangle T_m$

$= \{ x \in Q_m : f_m(x^{(i)}) < \theta_m x_i \leq R_q I_N^m(x^{(i)}) \} \cup \{ x \in Q_m : R_q I_N^m(x^{(i)}) < \theta_m x_i \leq f_m(x^{(i)}) \}$

$\subset \{ x \in Q_m : -\gamma N^{-1/2} \leq f_m(x^{(i)}) - \theta_m x_i < 0 \} \cup \{ x \in Q_m : 0 \leq f_m(x^{(i)}) - \theta_m x_i < \gamma N^{-1/2} \}$

$\subset \{ x \in Q_m : |f_m(x^{(i)}) - \theta_m x_i| \leq \gamma N^{-1/2} \}$.

Since $\mu$ is $\alpha, C$ tube compatible and since $\mathbb{1}_\Omega(x) = \mathbb{1}_{S_m}(x)$ for $x \in Q_m$, it follows that

$$
\mu(\{ x \in Q_m : \mathbb{1}_\Omega(x) \neq \mathbb{1}_{T_m}(x) \}) = \mu(\{ x \in Q_m : \mathbb{1}_{S_m}(x) \neq \mathbb{1}_{T_m}(x) \})
= \mu(S_m \triangle T_m) \leq C \gamma^{\alpha N^{-\alpha/2}}.
$$

Next, we define the approximate Heaviside function $H_\delta : \mathbb{R} \to [0, 1]$ by

$$
H_\delta(x) := \begin{cases} 
0 & \text{if } x \leq 0 \\
\frac{x}{\delta} & \text{if } 0 \leq x \leq \delta \\
1 & \text{if } x \geq 1.
\end{cases}
$$

Since $H_\delta$ can be realized by a ReLU neural network (via $H_\delta(x) = \frac{1}{\delta}(\phi(x) - \phi(x - \delta))$), we next approximate the characteristic function of $T_m$ by an appropriate approximate Heaviside function applied to $R_q I_N^m(x^{(i)}) - \theta_m x_i$.

To this end, note for $\delta > 0$ and an arbitrary measurable function $\phi : \mathbb{R}^{d-1} \to \mathbb{R}$ that

$$
\{(t, u) \in \mathbb{R}^{d-1} \times \mathbb{R} : \mathbb{1}_{\phi(t) \geq u} \neq H_\delta(\phi(t) - u) \} = \{(t, u) : 0 < H_\delta(\phi(t) - u) < 1 \}
\subset \{(t, u) : 0 \leq \phi(t) - u \leq \delta \}
\subset \{(t, u) : |\phi(t) - u| \leq \delta \}.
$$

Therefore, by picking $\delta = \gamma N^{-1/2}$ and using the tube compatibility of the measure we see that $\mu(\{ x \in Q_m : \mathbb{1}_{T_m}(x) \neq R_q I_N^m(x) \}) \leq C \gamma^{\alpha N^{-\alpha/2}}$, where $J_N^m$ is chosen such that $R_q I_N^m(x) = H_\gamma N^{-1/2}(R_q I_N^m(x^{(i)}) - \theta_m x_i)$. Note that $0 \leq R_q I_N^m \leq 1$.

**Step 3. (Localization to patches)** Next, we want to truncate each realization $R_q I_N^m$ such that it is supported on $Q_m$ and we want to realize these truncations as ReLU neural networks. This is based on a simplified version of the argument in [45, Lemma A.6] For the sake of completeness, we recall the construction from [45, Lemma A.6].

Let $[a, b] = \prod_{i=1}^d [a_i, b_i]$ be a rectangle in $\mathbb{R}^d$, let $0 < \varepsilon \leq \frac{1}{2} \min_{i \in \mathbb{Z}} (b_i - a_i)$ and define $[a + \varepsilon, b - \varepsilon] := \prod_{i=1}^d [a_i + \varepsilon, b_i - \varepsilon]$. Furthermore, define the functions $t_i : \mathbb{R} \to \mathbb{R}$, for $i \in \mathbb{Z}$, by

$$
t_i(u) := \begin{cases} 
0 & \text{if } u \in \mathbb{R} \setminus [a_i, b_i] \\
1 & \text{if } u \in [a_i, a_i + \varepsilon, b_i - \varepsilon] \\
\frac{u - a_i}{a_i} & \text{if } u \in [a_i, a_i + \varepsilon] \\
\frac{b_i - u}{b_i - a_i} & \text{if } u \in [b_i - \varepsilon, b_i],
\end{cases}
$$

and $\eta_{\varepsilon} : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$ by $\eta_{\varepsilon}(x, y) = \phi(\sum_{i=1}^d t_i(x_i) + \phi(y - d))$. Note that for $y \in [0, 1]$, if $x \in [a + \varepsilon, b - \varepsilon]$, we have $\eta_{\varepsilon}(x, y) = \phi(\phi(y)) = y$; furthermore, if $x \in \mathbb{R}^d \setminus [a, b]$, we have $0 \leq \eta_{\varepsilon}(x, y) \leq \phi(d - 1 + \phi(y - d)) = \phi(y - 1) = 0$. This implies for any function $g : \mathbb{R}^d \to [0, 1]$ that $\{ x \in \mathbb{R}^d : \eta_{\varepsilon}(x, g(x)) \neq \mathbb{1}_{[a, b]}(x) \cdot g(x) \} \subset [a, b] \setminus [a + \varepsilon, b - \varepsilon]$. Note additionally that
the function $\eta_r$ can be implemented by a ReLU neural network and that $0 \leq t_i \leq 1$, so that $0 \leq \eta_r(x, y) \leq \varrho(\varrho(y)) \leq 1$ for all $y \in [0,1]$, by monotonicity of the ReLU.

Returning now to the neural networks constructed in the previous step we distinguish two cases: First, if the rectangle $Q_m$ has width along some coordinate direction $i$ less than $2\gamma N^{-1/2}$ ($Q_m$ is a “small rectangle”), then we see for a suitable (constant) function $g_m : \mathbb{R}^{d-1} \to \mathbb{R}$ that $Q_m \subset T^{(i)}_{g_m, 2\gamma N^{-1/2}}$ and hence $\mu(Q_m) \leq 2^\omega C_{\gamma} \alpha N^{-\alpha/2} = 2d C_{\gamma} \alpha N^{-\alpha/2}$, since $\alpha \leq 1$. We thus choose $L^m_N$ to be a trivial neural network with input dimension $d+1$, meaning $R_q L^m_N(x, y) = 0$ for all $x \in \mathbb{R}^d$ and $y \in \mathbb{R}$. We then have

$$\mu(\{x \in \mathbb{R}^d : \mathbb{1}_{Q_m}(x) R_q J_N^m(x) \neq R_q L_N^m(x, R_q J_N^m(x))\}) \leq \mu(Q_m) \leq 2d C_{\gamma} \alpha N^{-\alpha/2}.$$

Otherwise (if $Q_m$ is a “large rectangle”), writing $Q_m = [a, b]$, we have $\gamma N \leq \frac{1}{4} \min_{i \in d} (b_i - a_i)$, and it is not hard to see that $[a, b] \setminus [a + \gamma N^{-1/2}, b - \gamma N^{-1/2}]$ is contained in the union of 2d tubes of width $\gamma N^{-1/2}$. Therefore, choosing $L^m_N$ such that $R_q L^m_N = \tilde{\eta}_N$, we obtain

$$\mu(\{x \in \mathbb{R}^d : \mathbb{1}_{Q_m}(x) R_q J_N^m(x) \neq R_q L_N^m(x, R_q J_N^m(x))\}) \leq 2d C_{\gamma} \alpha N^{-\alpha/2}.$$

In both cases, the function $x \mapsto R_q L^m_N(x, R_q J_N^m(x))$ is supported on $Q_m$ and vanishes on the boundary of $Q_m$ (due to continuity).

**Step 4. (Finishing the construction and error estimate)** To summarize, on each rectangle $Q_m$ we have

$$\begin{align*}
\mu(\{x \in \mathbb{R}^d : \mathbb{1}_{\Omega \cap Q_m}(x) \neq R_q L_N^m(x, R_q J_N^m(x))\}) &\leq \mu(\{x \in \mathbb{R}^d : R_q L_N^m(x, R_q J_N^m(x)) \neq \mathbb{1}_{Q_m}(x) R_q J_N^m(x)\}) \\
&+ \mu(\{x \in Q_m : R_q J_N^m(x) \neq \mathbb{1}_{T_m}(x)\}) + \mu(\{x \in Q_m : \mathbb{1}_{T_m}(x) \neq \mathbb{1}_{\Omega}(x)\}) \\
&\leq 2d C_{\gamma} \alpha N^{-\alpha/2} + C_{\gamma} \alpha N^{-\alpha/2} + C_{\gamma} \alpha N^{-\alpha/2} \\
&= 2(d+1) C_{\gamma} \alpha N^{-\alpha/2}.
\end{align*}$$

Now, defining the neural network $I_N$ such that $R_q I_N(x) := \sum_{m=1}^M R_q L_N^m(x, R_q J_N^m(x))$, we obtain because of $\mathbb{1}_{\Omega} = \sum_{m=1}^M \mathbb{1}_{\Omega \cap Q_m}$ (almost everywhere) that

$$\mu(\{x \in \mathbb{R}^d : \mathbb{1}_{\Omega}(x) \neq R_q I_N(x)\}) \leq 2M(d+1) C_{\gamma} \alpha N^{-\alpha/2} = 2(d+1)(d-1)^{\alpha/2} C M B^\alpha N^{-\alpha/2}.$$

To simplify the estimate, using that $\alpha \leq 1$, we see $(d+1)(d-1)^{\alpha/2} \leq (d+1)^{3/2} \leq (2d)^{3/2}$, since $d \geq 2$. Finally, note that $2^{1+3/2} = 2^{5/2} < 6$. Combining these estimates we see that $2(d+1)(d-1)^{\alpha/2} C M B^\alpha N^{-\alpha/2} \leq 6 C M B^\alpha N^{-\alpha/2}$.

Additionally, recall from above that $0 \leq R_q J_N^m \leq 1$ for every $m \in \mathbb{M}$. As seen in Step 3, this implies that $\zeta_m(x) := R_q L_N^m(x, R_q J_N^m(x))$ satisfies $0 \leq \zeta_m(x) \leq 1$ for all $x \in \mathbb{R}^d$. Since each $\zeta_m$ is supported on $Q_m$ and vanishes on the boundary of $Q_m$, and since the rectangles $Q_m$ have disjoint interiors, this implies that $0 \leq R_q I_N \leq 1$ as well.

**The architecture:**

Now let us examine the architecture of each $L^m_N$ in more detail. For each rectangle $Q_m$, the flowchart of computations performed by each $L^m_N$ can be visually represented as in Figure 3.

In the following, we explicitly describe each of the layers of the network computing $L^m_N$; we then describe how these networks are combined to obtain $I_N$.

**Inputs.** The input layer with $d$ neurons corresponding to the $d$ coordinates of an input $x \in \mathbb{R}^d$.

**Layer 1.** This layer will contain $N + 2d + 2$ neurons split into 3 categories:
Figure 3: Visualization of the neural network $L_N^m$ for the case of a “large” rectangle $Q_m$.

- $2d$ neurons computing $\varrho(x_i)$ and $\varrho(-x_i)$ respectively for each $i \in \mathbb{I}$.
- $N$ neurons corresponding to the neurons in the hidden layer of the networks $I_N^m$. Explicitly, writing $R_{q,I_N^m}(x) = D + \sum_{k=1}^{N} C_k \varrho(B_k + (A_k, x))$ with $D, B_k, C_k \in \mathbb{R}$ and $A_k \in \mathbb{R}^{d-1}$ for $k \in \mathbb{N}$, the $k$-th of these neurons will compute $\phi_k(x) = \varrho(B_k + ((\pi^m)^T A_k, x))$, where $\pi^m$ is the projection that sends $x$ to $x^{(i)}$ (with $i = i(m)$), viewed as a $(d-1) \times d$ matrix.

- $2$ neurons computing $\varrho(\pm \theta m \hat{\pi}^m(x))$, respectively, where $\hat{\pi}^m$ is the projection that sends $x$ to $x_i$ (where $i = i(m)$), viewed as a $1 \times d$ matrix.

**Layer 2.** This layer will contain $4d + 2$ neurons split into 2 categories:

- $4$ neurons for each coordinate $i \in \mathbb{I}$ computing the building blocks for the $t_i$ functions in Step 3: $t_i^1(u_i) = \varrho(u_i - a_i)$, $t_i^2(u_i) = \varrho(u_i - a_i - \varepsilon)$, $t_i^3(u_i) = \varrho(u_i - b_i + \varepsilon)$ and $t_i^4(u_i) = \varrho(u_i - b_i)$, where $u_i := \varrho(x_i) - \varrho(-x_i) = x_i$. Note that $t_i(u_i) = \frac{t_i^1 - t_i^2 - t_i^3 + t_i^4(u_i)}{\varepsilon}$. Furthermore, recall that we chose $\varepsilon = \gamma N^{-1/2}$.

- $2$ neurons computing the parts of the approximate Heaviside function $H_{\delta}$, computing,
respectively,

$$\psi_1(x) := \varphi\left(D + \sum_{k=1}^{N} C_k \phi_k(x) - \varphi(\theta_m \pi^m(x)) + \varphi(-\theta_m \pi^m(x))\right)$$

and

$$\psi_2(x) := \varphi\left(D + \sum_{k=1}^{N} C_k \phi_k(x) - \varphi(\theta_m \pi^m(x)) + \varphi(-\theta_m \pi^m(x)) - \delta\right),$$

where we recall from above that $R_g I_N^m(\pi^m(x)) = D + \sum_{k=1}^{N} C_k \phi_k(x)$ and $\delta = \gamma N^{-1/2}$. Therefore, $\frac{1}{2}(\psi_1(x) - \psi_2(x)) = H_\delta(R_g I_N^m(\pi^m(x)) - \theta_m \pi^m(x)) = R_g J_N^m(x)$; in particular, $\psi_1(x) - \psi_2(x) \geq 0$.

Layer 3. This layer will have a single neuron, either computing the zero function (in the case of a “small rectangle” $Q_m$), or (in the case of a “large rectangle”) computing

$$\eta_e(x, R_g J_N^m(x)) = R_g L_N^m(x, R_g J_N^m(x)) = \varphi\left(\frac{1}{2} \sum_{i=1}^{d} (t^2_i - t^3_i + t^4_i)(x_i) + \frac{1}{2}(\psi_1(x) - \psi_2(x)) - d\right).$$

We used here that $(\psi_1 - \psi_2)(x) \geq 0$, so the difference is invariant under $\varphi$.

Now, the full network $I_N$ can be realized with one more layer (the output layer), so that $R_g I_N(x) = \sum_{m=1}^{M} R_g L_N^m(x, R_g J_N^m(x))$.

Thus, $I_N$ can be realized by a ReLU neural network with 3 hidden layers, architecture $A = (d, M(N + 2d + 2), M(4d + 2), M, 1)$, and $d + 1 + M(N + 6d + 5) \leq 7M(N + d)$ neurons.

Now let us estimate the number of non-zero weights of $I_N$ which we will denote by $W(I_N)$. An immediate bound can be found by taking the product of the number of neurons on every pair of consecutive layers in the $L_N^m$ networks, summing up over the layers, multiplying by $M$, adding $M$ to account for the weights of the final output layer, and finally adding the total number of non-input neurons to account for the biases. We thus see

$$W(I_N) \leq M \cdot (d(N + 2d + 2) + (N + 2d + 2)(4d + 2) + (4d + 2) \cdot 1) + M + MN + 6Md + 5M + 1,$$

so that a rough estimate shows $W(I_N) \leq 54Md^2N$.

Bounding the magnitude of the weights and biases:

Let us now acquire an upper bound for the absolute value of the weights and biases of $I_N$. Note first of all that for the networks $I_N^m$ we have two cases depending on the size of the corresponding rectangle $Q_m = \prod_{i=1}^{d}[a_i, b_i]$:

- If $\min_i(b_i - a_i) < 2\gamma N^{-1/2}$, we can set all weights of the “subnetwork” corresponding to the rectangle $Q_m$ to be zero.

- If $\min_i(b_i - a_i) \geq 2\gamma N^{-1/2}$, then by Remark 2.3, we have $\vartheta(Q_m, q_m) \leq \gamma^{-1}N^{1/2}$. Since furthermore $\|q_m\|_2^{1/\ell} \leq (d - 1)R$, our choice of $I_N^m$ in Step 1 ensures that the weights and biases of $I_N^m$ are bounded by $\sqrt{B} \cdot (6 + \vartheta(Q_m, q_m) + \|q_m\|_2^{1/\ell}) \leq \sqrt{B} \cdot (6 + \gamma^{-1}N^{1/2} + dR)$. In either case, we see that the weights and biases on the first layer are bounded in absolute value by $1 + \sqrt{B} \cdot (6 + \gamma^{-1}N^{1/2} + dR)$.

For the second layer, the weights corresponding to the first $4d$ neurons are bounded by $1 + \varepsilon + R$ and for the last $2$ neurons again by $1 + \sqrt{B} \cdot (6 + \gamma^{-1}N^{1/2} + dR)$. Finally for the third layer, the weights and biases are bounded by $\max\left(\frac{1}{\varepsilon}, \frac{1}{\delta}, d\right) \leq d + \gamma^{-1}N^{1/2}$. 
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In conclusion, the weights of $I_N$ will have magnitudes bounded by
\[
\max \{1 + 6\sqrt{B} + \sqrt{B} \gamma^{-1} N^{1/2} + \sqrt{B} d R, \ 1 + \varepsilon + R, \ d + \gamma^{-1} N^{1/2}\} \\
\leq d(4 + R)(1 + B) + \sqrt{N} \cdot (B^{-1} + B^{-1/2}).
\]
Here, we used that $d \geq 2$, combined with several elementary estimates including the bound $\sqrt{B} \leq 1 + B$. \hfill \Box

4 Lower bounds for approximating sets with Barron class boundary

In this section, we present a lower bound on the achievable minimax rate for approximating functions $f \in BB_{B,M}(\mathbb{R}^d)$ in $L^1$ with respect to the Lebesgue measure on $[-1, 1]^d$. In fact, we show that the approximation rate provided by Theorem 3.7 is almost optimal even when only horizon functions with boundary from the Fourier-analytic Barron space are considered. More precisely, we will see in Theorem 4.3 below that neural networks with $W$ weights cannot obtain a better approximation error than $O(W^{-\frac{d}{2} - \frac{d}{2}})$ over the class of horizon functions with boundary from the Fourier-analytic Barron space; in contrast, our upper bound from Theorem 3.7 guarantees that an approximation error of $O(W^{-1/2})$ is achievable. Thus, even though the two rates of approximation do not precisely agree, the difference between them vanishes for increasing input dimension $d \to \infty$; therefore, we speak of almost optimality.

Since the arguments in this section are heavily based on the Fourier transform, we start by fixing its normalization. Concretely, for $f \in L^1(\mathbb{R}^d)$, we define
\[
\mathcal{F}f(\xi) = \hat{f}(\xi) = (2\pi)^{-d/2} \int_{\mathbb{R}^d} f(x)e^{-i(x,\xi)} \, dx,
\]
so that the inverse Fourier transform is given by $\mathcal{F}^{-1}f(x) = \hat{f}(-x)$; see e.g. [22, Section 4.3.1].

Our first step towards lower bounds is to relate the covering numbers of certain sets of horizon functions to covering numbers of certain subsets of Besov spaces. To fix the terminology, recall that if $\Theta$ is a subset of a normed vector space $X$, then a set $\emptyset \neq M \subset X$ is called an $\varepsilon$-net for $\Theta$ (in $X$), if $\sup_{x \in \Theta} \inf_{m \in M} \|x - m\|_X \leq \varepsilon$.

**Proposition 4.1.** Let $d \in \mathbb{N}_{\geq 2}$ and $\Omega := (-1, 1)^d - 1$. Given a function $f : \Omega \to \mathbb{R}$, define the associated horizon function as
\[
H_f : (-1, 1)^d - 1 \times (-1, 1) \to \{0, 1\}, \quad (x, y) \mapsto 1_{y \leq f(x)}.
\]
For each $s > \frac{d+1}{2}$ and $C > 0$, there is a constant $\lambda = \lambda(d, s, C) > 0$ with the following property: If $\varepsilon > 0$ and if $M \subset L^1((-1, 1)^d)$ is an $\varepsilon$-net (in $L^1((-1, 1)^d)$) for
\[
\text{HF}(B_C) := \{H_f : f \in B_C([-1, 1]^d - 1)\},
\]
then there exists a set $M' \subset B^s_{0,\infty}_0(\Omega)$ satisfying $|M'| \leq |M|$ which is a $\lambda\varepsilon$-net (in $B^s_{0,\infty}_0(\Omega)$) for $G := \{f \in B^s_{2,2}(\Omega) : \|f\|_{B^s_{2,2}} \leq 1\}$.

**Remark 4.2.** Here, for an open set $\Omega \subset \mathbb{R}^{d-1}$, we use the definition of the Besov spaces $B^{p,q}_s(\Omega)$ as in [19, Section 2.5.1], that is, $B^{p,q}_s(\Omega) = \{f|_{\Omega} : f \in B^{p,q}_s(\mathbb{R}^{d-1})\}$ with norm
\[
\|f\|_{B^{p,q}_s(\Omega)} := \inf \{\|g\|_{B^{p,q}_s(\mathbb{R}^{d-1})} : g \in B^{p,q}_s(\mathbb{R}^{d-1}) \text{ and } f = g|_{\Omega}\}.
\]
Proof. We divide the proof into four steps.

Step 1: For completeness, we prove the well-known embedding \( L^1(\Omega) \hookrightarrow B^0_{1,\infty}(\Omega) \). Clearly, it is enough to prove \( L^1(\mathbb{R}^{d-1}) \hookrightarrow B^0_{1,\infty}(\mathbb{R}^{d-1}) \). To this end, recall from [19, Section 2.2.1] that the norm on \( B^0_{1,\infty}(\mathbb{R}^{d-1}) \) is given by

\[
\|f\|_{B^0_{1,\infty}} = \sup_{j \in \mathbb{N}_0} \| \mathcal{F}^{-1}[\varphi_j \hat{f}] \|_{L^1},
\]

where \( \varphi, \varphi \in \mathcal{S}(\mathbb{R}^{d-1}) \) are suitably chosen and \( \varphi_k(\xi) = \varphi_1(2^{-k+1} \xi) \) for \( k \in \mathbb{N} \). Note that \( \| \mathcal{F}^{-1}\varphi_k \|_{L^1} = \| 2^{(k-1)(d-1)} \mathcal{F}^{-1}(\varphi_1)(2^{k-1}) \|_{L^1} = \| \mathcal{F}^{-1}\varphi_1 \|_{L^1}, \) whence \( \| \mathcal{F}^{-1}\varphi_k \|_{L^1} \leq C_1 < \infty \) for all \( k \in \mathbb{N}_0 \). By Young’s inequality for convolutions, this implies

\[
\| \mathcal{F}^{-1}[\varphi_j \hat{f}] \|_{L^1} = C_0 \| (\mathcal{F}^{-1}\varphi_j) * f \|_{L^1} \leq C_1 \cdot \| f \|_{L^1},
\]

so that \( \|f\|_{B^0_{1,\infty}} \leq C_1 \cdot \| f \|_{L^1} \) for \( f \in L^1(\mathbb{R}^{d-1}) \), with \( C_1 = C'_1(d) > 0 \).

Step 2: We show existence of \( c = c(s, d, C) > 0 \) such that every \( f \in \mathcal{G} \) satisfies \( \| cf \|_{\sup} \leq \frac{1}{4} \) and \( cf \in B_C([-1, 1]^{d-1}) \). We remark that this inclusion was (up to minute differences) already observed in [4, Example 15 on Page 941] and [18, Theorem 3.1]. We provide the proof here for the sake of completeness.

To this end, we first prove \( \int_{\mathbb{R}^{d-1}} (1 + |\xi|) |\hat{f}(\xi)| \, d\xi \leq C_2 \cdot \| f \|_{B^{2,2}_s} \) for all \( f \in B^{2,2}_s(\mathbb{R}^{d-1}) \), for a suitable constant \( C_2 = C_2(s, d) > 0 \). First, recall from [53, Sections 2.2.2, 2.3.2, and 2.5] the well-known identity \( B^{2,2}_s(\mathbb{R}^{d-1}) = F^{s/2}_2(\mathbb{R}^{d-1}) = H^{s/2}(\mathbb{R}^{d-1}) \), where the norm on the Sobolev space \( H^{s/2}(\mathbb{R}^{d-1}) \) is given by \( \| f \|_{H^{s/2}}^2 = \int_{\mathbb{R}^{d-1}} (1 + |\xi|^2)^{s/2} |\hat{f}(\xi)|^2 \, d\xi \). Using the Cauchy-Schwarz inequality, we therefore see for \( f \in B^{2,2}_s(\mathbb{R}^{d-1}) \) that

\[
\int_{\mathbb{R}^{d-1}} (1 + |\xi|) |\hat{f}(\xi)| \, d\xi \leq \int_{\mathbb{R}^{d-1}} (1 + |\xi|^2)^{1-s} (1 + |\xi|^2)^{s/2} |\hat{f}(\xi)| \, d\xi
\]

\[
\leq \left( \int_{\mathbb{R}^{d-1}} (1 + |\xi|^2)^{1-s} \, d\xi \right)^{1/2} \left( \int_{\mathbb{R}^{d-1}} (1 + |\xi|^2)^{s} |\hat{f}(\xi)|^2 \, d\xi \right)^{1/2}
\]

\[
\leq \| f \|_{H^{s/2}} \lesssim \| f \|_{B^{2,2}_s}.
\]

Here, we used that \( 2 \cdot (1-s) < -(d-1) \), so that \( \int_{\mathbb{R}^{d-1}} (1 + |\xi|^2)^{1-s} \, d\xi < \infty \).

Now, by definition of \( \mathcal{G} \) and of \( B^{2,2}_s(\Omega) \), for each \( f \in \mathcal{G} \), there is \( F \in B^{2,2}_s(\mathbb{R}^{d-1}) \) with \( f = F|\Omega \) and \( \| F \|_{B^{2,2}_s} \leq 2 \). As seen above, this entails \( \int_{\mathbb{R}^{d-1}} (1 + |\xi|) |\hat{F}(\xi)| \, d\xi \leq 2C_2 \). On the one hand, this implies by Fourier inversion for all \( x \in \Omega \) that

\[
|f(x)| = |F(x)| = |(\mathcal{F}^{-1}\hat{F})(x)| \leq (2\pi)^{-(d-1)/2} \int_{\mathbb{R}^{d-1}} |\hat{F}(\xi)| \, d\xi \leq (2\pi)^{-(d-1)/2} 2C_2 \leq 2C_2.
\]

On the other hand, \( f(x) = F(x) = \mathcal{F}^{-1}\hat{F}(x) = \int_{\mathbb{R}^{d-1}} e^{i(x, \xi)} (2\pi)^{-\frac{d+1}{2}} \hat{F}(\xi) \, d\xi \) for \( x \in [-1, 1]^{d-1} \) and, in the notation of Definition 2.1, \( |\xi|_{[-1,1]^{d-1}} = \sup_{x \in [-1,1]^{d-1}} |\langle \xi, x \rangle| = \| \xi \|_{\ell^1} \lesssim \| \xi \| \), meaning \( \int_{\mathbb{R}^{d-1}} |\xi|_{[-1,1]^{d-1}, 0} \cdot (2\pi)^{-(d-1)/2} |\hat{F}(\xi)| / d\xi \lesssim C_2 \lesssim 1 \). By combining these observations, it is easy to see \( \| cf \|_{\sup} \leq \frac{1}{4} \) and \( cf \in B_C([-1, 1]^{d-1}) \), for \( c = c(s, d, C) > 0 \) small enough.

Step 3: We show that

\[
\| H_f - H_g \|_{L^1([-1,1]^{d-1})} \geq \| f - g \|_{L^1(\Omega)} \quad \forall f, g : \Omega \to [-\frac{1}{2}, \frac{1}{2}] \text{ measurable}.
\]
To see this, first note by Fubini’s theorem that
\[
\|H_f - H_g\|_{L^1((-1,1)^d)} = \int_{(-1,1)^d} \int_{-1}^1 |\mathbb{1}_{y \leq f(x)} - \mathbb{1}_{y \leq g(x)}| \, dy \, dx
\]
\[\overset{(*)}{=} \int_{(-1,1)^d} |f(x) - g(x)| \, dx = \|f - g\|_{L^1(\Omega)}.\]

Here, the step marked with (*) used that \( \int_{-1}^1 |\mathbb{1}_{y \leq f(x)} - \mathbb{1}_{y \leq g(x)}| \, dy = |f(x) - g(x)| \), which is trivial if \( f(x) = g(x) \). Otherwise, if \( f(x) > g(x) \), then
\[
|\mathbb{1}_{y \leq f(x)} - \mathbb{1}_{y \leq g(x)}| = \mathbb{1}_{(g(x), f(x))}(y),
\]
which implies the claimed estimate. Here, we implicitly used that \((g(x), f(x)) \subset [-1, 1]\), since \( f(x) > g(x) \), one can argue similarly.

**Step 4:** We complete the proof. To this end, write \( N := |M| \) and \( M = \{G_1, \ldots, G_N\} \). With \( c > 0 \) as in Step 2, for each \( i \in N \), choose \( f_i \in G \) with
\[
\|H_{c_i} - G_i\|_{L^1} \leq \varepsilon + \inf_{f \in G} \|H_{c_f} - G_i\|_{L^1}. \tag{4.1}
\]
We claim that \( M' := \{f_1, \ldots, f_N\} \subset L^1(\Omega) \subset B^1_{\infty}(\Omega) \) is a \( \lambda \varepsilon \)-net for \( G \) (in \( B^1_{\infty}(\Omega) \)), for a suitable choice of \( \lambda = \lambda(d, s, C) > 0 \).

To see this, let \( f \in G \) be arbitrary. By Step 2, we have \( c_f \in B_G([-1, 1]^{d-1}) \) and hence \( H_{c_f} \in HF(B_G) \). Since \( M \) is an \( \varepsilon \)-net for \( HF(B_G) \) (in \( L^1((-1,1)^d) \)), this implies that there exists \( i \in N \) with \( \|H_{c_f} - G_i\|_{L^1} \leq 2 \varepsilon \). Since \( f, f_i \in G \) and hence \( \|c_f\|_{\sup}, \|c_{f_i}\|_{\sup} \leq \frac{1}{2} \) by Step 2, the estimates from Steps 1 and 3 show
\[
\|f - f_i\|_{B^1_{\infty}(\Omega)} \leq C'_1 \|f - f_i\|_{L^1(\Omega)} = C'_1 \|c_f - c_{f_i}\|_{L^1(\Omega)} \leq C'_1 \|H_{c_f} - H_{c_{f_i}}\|_{L^1((-1,1)^d)}
\]
\[\overset{(*)}{\leq} C'_1 \|H_{c_f} - G_i\|_{L^1} + \|G_i - H_{c_{f_i}}\|_{L^1}
\]
\[\overset{(**)}{\leq} \frac{C'_1}{c} (\|H_{c_f} - G_i\|_{L^1} + \varepsilon + \|H_{c_f} - G_i\|_{L^1}) \leq 5\frac{C'_1}{c} \varepsilon.
\]
Here, the step marked with (**) is justified by Equation (4.1).

Based on Proposition 4.1, we can now prove our first lower bound for the approximation of Barron-class horizon functions. This result uses the notion of \((\tau, \varepsilon)-quantized networks\) introduced in [45, Definition 2.9]. Precisely, given \( \tau \in \mathbb{N} \) and \( \varepsilon \in (0, \frac{1}{2}) \), we say that a network \( \Phi \) is \((\tau, \varepsilon)\)-quantized, if all the weights and biases of \( \Phi \) belong to the set \([-\varepsilon^{-\tau}, \varepsilon^{-\tau}] \cap 2^{-\tau}[\log_2(1/\varepsilon)]\mathbb{Z}\).

Similar notions of quantized networks have been employed in [13, 21] in the context of lower bounds on approximation rates.

**Theorem 4.3.** Let \( d \in \mathbb{N}_{\geq 2}, \tau \in \mathbb{N}, \) and \( C, \sigma > 0 \). With notation as in Proposition 4.1, assume that there are \( C_1, C_2 > 0 \) and a null-sequence \( (\varepsilon_n)_{n \in \mathbb{N}} \subset (0, \infty) \) such that for every \( f \in B_\mathcal{C}([-1, 1]^{d-1}) \) and \( n \in \mathbb{N} \), there is a network \( \Phi \) with \( d \)-dimensional input and 1-dimensional output, with \((\tau, \varepsilon_n)\)-quantized weights, and such that
\[
\|H_f - R_{\varepsilon_n} \Phi\|_{L^1((-1,1)^d)} \leq C_1 \varepsilon_n \quad \text{and} \quad W(\Phi) \leq C_2 \varepsilon_n^{-\sigma}.
\]
Then \( \frac{1}{\sigma} \leq \frac{1}{2} + \frac{1}{d-1}. \)
Proof. Let $\Omega_0 := B_{1/2}(0) = \{x \in \mathbb{R}^{d-1} : |x| < 1/2\}$, noting that this is a bounded $C^\infty$-domain in the sense of [53, Section 3.2.1], and that $\Omega_0 \subset \Omega = (-1,1)^{d-1}$. Let us fix $s > \frac{d+1}{2}$ for the moment, and define $A := B_{s/2}^2(\Omega_0)$ and $B := B_0^{1,\infty}(\Omega_0)$. The proof is based on existing entropy bounds for the embedding $A \hookrightarrow B$. More precisely, writing $U_A := \{x \in A : \|x\|_A \leq 1\} \quad (\text{and similarly for } U_B)$, the $k$-th entropy number of this embedding is defined as

$$e_k := \inf \left\{ \varepsilon > 0 : \exists f_1, \ldots, f_{2^k-1} \in B \text{ such that } U_A \subset \bigcup_{i=1}^{2^k-1} (f_i + \varepsilon U_B) \right\};$$

see [19, Definition 1 in Section 1.3.1]. Furthermore, [19, Theorem 1 in Section 3.3.3] shows that there is a constant $c = c(d,s) > 0$ satisfying

$$e_k \geq c \cdot k^{-s/(d-1)} \quad \forall k \in \mathbb{N}.$$

Given a neural network $\Phi$, let us write $d_{in}(\Phi)$ and $d_{out}(\Phi)$ for the input- and output-dimension of $\Phi$, respectively. Fix $n \in \mathbb{N}$ with $\varepsilon := \varepsilon_n < 1/2$, and define

$$M_n := \{R_\Phi \Phi : \Phi \text{ is } (\tau,\varepsilon)-\text{quantized NN with } d_{in}(\Phi) = d, d_{out}(\Phi) = 1, \text{ and } W(\Phi) \leq C_2 \cdot \varepsilon^{-\sigma}\}.$$

Note that $[\log_2(1/\varepsilon)] \leq 1 + \log_2(1/\varepsilon) \leq 2 \log_2(1/\varepsilon)$, whence $2^{\varepsilon \log_2(1/\varepsilon)} \leq 2^{2\varepsilon \log_2(1/\varepsilon)} = \varepsilon^{-2\tau}$. Furthermore, note for arbitrary $a, b > 0$ that

$$[-a, a] \cap b\mathbb{Z} = [-b^{-1} a, b^{-1} a] \cap \mathbb{Z} \leq 1 + b^{-1} a,$$

which shows

$$\left| [-\varepsilon^{-\tau}, \varepsilon^{-\tau}] \cap 2^{-\varepsilon \log_2(1/\varepsilon)} \mathbb{Z} \right| \leq 1 + 2 \varepsilon^{-\tau} 2^{\varepsilon \log_2(1/\varepsilon)} \leq 1 + 2e^{-3\tau} \leq e^{-5\tau},$$

and hence $\left| [-\varepsilon^{-\tau}, \varepsilon^{-\tau}] \cap 2^{-\varepsilon \log_2(1/\varepsilon)} \mathbb{Z} \right| \leq 2^k$ for $K := \left\lfloor \log_2(\varepsilon^{-5\tau}) \right\rfloor \leq 6\tau \log_2(1/\varepsilon)$. Therefore, an application of [45, Lemma B.4] shows that there is a constant $C_3 = C_3(d) \in \mathbb{N}$ satisfying

$$|M_n| \leq 2^{C_3} e^{-\tau} \cdot \left(\log_2(C_2 e^{-\sigma}) + 6\tau \log_2(1/\varepsilon)\right) \leq 2^{C_4} e^{-\tau} \log_2(1/\varepsilon),$$

with $C_4 = C_4(C_2, d, \tau, \sigma) > 0$.

By assumption of the theorem to be proven and because of our choice $\varepsilon = \varepsilon_n$, we see with notation as in Proposition 4.1 that $M_n$ is a $C_1 \varepsilon$-net (in $L^1((-1,1)^d)$) for $HF(\mathcal{B}_C)$. Therefore, with $\lambda = \lambda(d, s, C) > 0$ as in Proposition 4.1, there is a $\lambda C_1 \varepsilon$-net $M_n' \subset B_0^{1,\infty}(\Omega)$ for $\mathcal{G} := \{f \in B_2^{2,2}(\Omega) : \|f\|_{B_2^{2,2}} \leq 1\}$ satisfying $|M_n'| \leq |M_n| \leq 2^{k-1}$ for $k := 1 + [C_4 e^{-\sigma} \log_2(1/\varepsilon)]$. Defining $M_n'' := \{f|_{\Omega_0} : f \in M_n' \} \subset B_0^{1,\infty}(\Omega_0)$, we thus see that $M_n''$ is a $\lambda C_1 \varepsilon$-net for $U_A$.

Overall, we thus see because of $k \leq C_5 e^{-\sigma} \log_2(1/\varepsilon)$ that

$$\lambda C_1 \varepsilon \geq e_k \geq c \cdot k^{-s/(d-1)} \geq c \cdot C_5^{-s/(d-1)} \cdot \varepsilon^{s/(d-1)} \cdot \left(\log_2(1/\varepsilon)\right)^{-s/(d-1)}.$$

Note that this holds for all $\varepsilon = \varepsilon_n \to 0$ as $n \to \infty$. This is only possible if $s\sigma/(d-1) \geq 1$, meaning $\frac{1}{\sigma} \leq \frac{s}{d-1}$. Since $s > \frac{d+1}{2}$ can be chosen arbitrarily, this implies as claimed that $\frac{1}{\sigma} \leq \frac{1}{2} + \frac{1}{d-1}$.

The strength of the lower bound in Theorem 4.3 is that it applies to networks of arbitrary depth; but it requires the neural networks to be quantized. Our final lower bound shows that for neural networks of a fixed maximal depth, one can replace the quantization assumption by a suitable growth condition on the magnitude of the weights.
Theorem 4.4. Let \( d \in \mathbb{N}_{\geq 2}, L, N \in \mathbb{N}, \) and \( \gamma, C, C_1, C_2, C_3 > 0. \) Suppose that there is an infinite set \( W \subset \mathbb{N} \) such that for each \( W \in W \) and each \( f \in \mathcal{B}_C([-1, 1]^{d-1}) \) there is a neural network \( \Phi \) with \( d \)-dimensional input and 1-dimensional output and with all weights bounded in absolute value by \( C_1 W^N \) such that
\[
\|H_f - R_\alpha \Phi\|_{L_1([-1, 1]^d)} \leq C_2 \cdot W^{-\gamma}, \quad W(\Phi) \leq C_3 \cdot W, \quad \text{and} \quad L(\Phi) \leq L.
\]
Then \( \gamma \leq \frac{1}{2} + \frac{1}{2\pi^2}. \)

Proof. Let \( k := \lceil \max(\gamma^{-1} N + C_1, \gamma^{-1} + C_3) \rceil \) and \( m := 3kL. \) For \( W \in W \) large enough, we have \( \varepsilon := \varepsilon_W := W^{-\gamma} \leq \frac{1}{2}. \) For this choice of \( W \) and given \( f \in \mathcal{B}_C([-1, 1]^{d-1}) \), let \( \Phi \) as in the assumption of the theorem. Note that \( x \leq 2^x \leq \varepsilon^{-x} \) for all \( x \geq 0, \) and hence \( W(\Phi) \leq C_3 \cdot W = C_3 \cdot \varepsilon^{-1/\gamma} \leq \varepsilon^{-(\gamma^{-1}+C_3)} \leq \varepsilon^{-k}. \) Likewise, all weights of \( \Phi \) are bounded in absolute value by \( C_1 W^N = C_1 \varepsilon^{-\frac{N}{\gamma}} \leq \varepsilon^{-(\frac{N}{\gamma}+C_1)} \leq \varepsilon^{-k}. \)

Overall, the “quantization lemma” [21, Lemma VI.8] shows that there exists an \((m, \varepsilon)\)-quantized network \( \Psi \) with \( d \)-dimensional input and 1-dimensional output and such that
\[
W(\Psi) \leq W(\Phi) \leq C_3 \cdot W = C_3 \cdot \varepsilon^{-1/\gamma} \quad \text{and} \quad \|R_\alpha \Phi - R_\alpha \Psi\|_{\sup} \leq \varepsilon,
\]
where the \( \| \cdot \|_{\sup} \) norm is taken over \((-1, 1)^d\). Hence, \( \|H_f - R_\alpha \Psi\|_{L_1([-1, 1]^d)} \leq (2^d + C_2) \varepsilon. \)

Since \( \varepsilon_W = W^{-\gamma} \to 0 \) as \( W \to \infty \) with \( W \in W \), Theorem 4.3 shows that \( \gamma = \frac{1}{1+\gamma} \leq \frac{1}{2} + \frac{1}{\pi^2}. \quad \Box \)

5 Estimation bounds

In this section, we provide error bounds for the performance of empirical risk minimization for learning the indicator function of a set with boundary of Barron class. We also briefly discuss the optimality of these results. More precisely, we show that the best one can hope for is to (roughly) double the “estimation-error rate” that we obtain. We conjecture that neither the lower bound nor the derived rate are optimal, but we were unable to prove this.

In the following theorem, given a subset \( \Omega \subset \mathbb{R}^d \), we use the notation
\[
\chi_\Omega : \mathbb{R}^d \to \{\pm 1\}, \quad x \mapsto \begin{cases} 1, & \text{if } x \in \Omega, \\ -1, & \text{otherwise}. \end{cases}
\]

Moreover, for \( \mathcal{A} = (d, N_1, \ldots, N_L) \in \mathbb{N}^{L+1} \), we denote by \( \mathcal{NN}(\mathcal{A}) \) the set of neural networks \( \Phi \) with input dimension \( d \), \( L \) layers, and \( N_\ell \) neurons in the \( \ell \)th layer for all \( \ell \in \{1, \ldots, L\} \).

Finally, we define \( \text{sign} : \mathbb{R} \to \{\pm 1\} \) by \( \text{sign}(x) = 1 \) for \( x \geq 0 \) while \( \text{sign}(x) = -1 \) if \( x < 0 \).

Theorem 5.1. Let \( B, C \geq 1, M \in \mathbb{N}, d \in \mathbb{N}_{\geq 2}, \alpha \in (0, 1], \) and \( m \in \mathbb{N}. \) Define
\[
N := \left\lceil \left( (BC)^2 dm/\ln(BCMdm) \right)^{1/(1+\alpha)} \right\rceil \in \mathbb{N}
\]
and \( \mathcal{A} := (d, M(N + 2d + 2), M(4d + 2), M, 1). \) Let \( \mathbb{P} \) be a tube compatible probability measure on \( \mathbb{R}^d \) with parameters \( C, \alpha, \) and let \( \Omega \in BB_{B,M}(\mathbb{R}^d). \) Let \( S_X = \{X_1, \ldots, X_m\}^{iid} \mathbb{P} \) and define \( Y_i := \chi_\Omega(X_i) \) for \( i \in m. \)

Then, given \( \delta \in (0, 1), \) with probability at least \( 1 - \delta \) regarding the choice of \( S_X, \) any
\[
\Phi^* \in \arg\min_{\Phi \in \mathcal{NN}(\mathcal{A})} \sum_{i=1}^m \mathbb{I}_{\text{sign}(R_\alpha \Phi(X_i))\neq Y_i} \quad (5.1)
\]
satisfies
\[
P\left( \text{sign}(R_0 \Phi^*(X)) \neq \chi_\Omega(X) \right) \leq C_0 \cdot \left( BCM \, d^{3/2} \left( \frac{\ln(BCMdm)}{(BC)^2dm} \right)^{\gamma/2} + \left( \frac{\ln(1/\delta)}{m} \right)^{1/2} \right), \tag{5.2}
\]
where \( X \sim P \). Here, \( C_0 \geq 1 \) is an absolute constant and \( \gamma = \frac{\alpha}{1+\alpha} \).

Remark. 1) The set \( \{ \text{sign}(f(X_1)), \ldots, \text{sign}(f(X_m)) \} : f : \mathbb{R}^d \to \mathbb{R} \} \subset \{ \pm 1 \}^m \) is finite, which implies that a minimizer as in Equation (5.1) always exists.

2) In the common case where \( \alpha = 1 \) (for instance, if \( d\mathbb{P}(x) = \mathbb{1}_{[0,1]^d}(x) \, dx \)), we have \( \gamma = 1/2 \), so that one gets
\[
P\left( \text{sign}(R_0 \Phi^*(X)) \neq \chi_\Omega(X) \right) \leq \left( \frac{\ln m}{m} \right)^{1/4} + \left( \frac{\ln(1/\delta)}{m} \right)^{1/2}.
\]

Proof. All “implied constants” appearing in this proof are understood to be absolute constants.

Define \( \Lambda := (BC)^2dm/\ln(BCMdm) \), so that \( N = \lceil \Lambda^{1/(1+\alpha)} \rceil \). If \( \Lambda \leq 1 \), then the right-hand side of Equation (5.2) is at least 1, so that the estimate is trivial. We can thus assume without loss of generality that \( \Lambda > 1 \), so that \( N \geq 2 \) and \( N \leq 1 + \Lambda^{1/(1+\alpha)} \leq 2 \Lambda^{1/(1+\alpha)} \).

Let \( \mathcal{H} := \{ \text{sign} \circ R_0 \Phi : \Phi \in \mathcal{N}(\mathcal{A}) \} \). Note that since at most every neuron in layer \( \ell \) can be connected to every neuron in layer \( \ell + 1 \), the number \( \mathcal{W}(\mathcal{A}) \) of weights of a network with architecture \( \mathcal{A} \) satisfies \( \mathcal{W}(\mathcal{A}) \leq M^2d^2N \). Therefore, [8, Theorem 2.1] shows that there are absolute constants \( C_1, C_2 > 0 \) such that
\[
\text{VC}(\mathcal{H}) \leq C_1 \cdot M^2d^2N \cdot \ln(M^2d^2N) \leq C_2 \cdot M^2d^2N \cdot \ln(dMN).
\]

Next, recall that \( \Lambda \geq 1 \) and hence \( N \leq 2\Lambda^{1/(1+\alpha)} \leq 2\Lambda \lesssim (BC)^2dm \). Therefore, \( \ln(dMN) \lesssim 1 + \ln((BCd)^2Mm) \lesssim \ln(BCMdm) \), which easily implies that
\[
\sqrt{\frac{\text{VC}(\mathcal{H})}{m}} \leq m^{-1/2}Md\sqrt{N}\sqrt{\ln(dMN)}
\]
\[
\leq \left( \ln(BCMdm) \right)^{\frac{1}{2}(1 - \frac{1}{1+\alpha})} \cdot M \cdot d^{\frac{1}{2}(2 + \frac{1}{1+\alpha})} \cdot (BC)^{1/(1+\alpha)} \cdot m^{rac{1}{2}\left(\frac{1}{1+\alpha} - 1\right)} \tag{5.3}
\]
\[
= (BC)^{1-\gamma} \cdot M \cdot d^{\frac{3}{2}-\gamma} \cdot \left( \ln(BCMdm) \right)^{\gamma/2} \cdot m^{-\gamma/2} := (*).
\]

To make use of this estimate, note that the Fundamental theorem of statistical learning theory (see [50, Theorem 6.8 and Definitions 4.1 and 4.3]) shows for arbitrary \( \varepsilon, \delta \in (0, 1) \) that if we set
\[
L_P(h) := \mathbb{P}(h(X) \neq \chi_\Omega(X)) \quad \text{and} \quad L_S(h) := \frac{1}{m} \sum_{i=1}^{m} I_{h(X_i) \neq \chi_\Omega(X_i)},
\]
then, with probability at least \( 1 - \delta \) with respect to the choice of \( S = (X_1, \ldots, X_m) \overset{iid}{\sim} \mathbb{P} \), we have
\[
\forall h \in \mathcal{H} : \quad |L_P(h) - L_S(h)| \leq \varepsilon, \tag{5.4}
\]
provided that \( m \geq C_\delta \frac{\text{VC}(\mathcal{H}) + \ln(1/\delta)}{\varepsilon^2} \). Using the estimate \( \sqrt{a + b} \leq \sqrt{a} + \sqrt{b} \) for \( a, b \geq 0 \), it is easy to see that the condition on \( m \) is satisfied if \( \varepsilon \geq \sqrt{C_\delta} \cdot \left( \sqrt{\text{VC}(\mathcal{H})/m} + \sqrt{\ln(1/\delta)/m} \right) \).

Finally, thanks to Equation (5.3), we see that there is an absolute constant \( C_0 > 0 \) (which we can without loss of generality take to satisfy \( C_0 \geq 24 \)) such that this condition holds as soon as
\[
\varepsilon \geq \varepsilon_0 := \frac{C_0}{4} \cdot \left[ (*) + \left( \frac{\ln(1/\delta)}{m} \right)^{1/2} \right].
\]
This is satisfied if we take $\varepsilon$ as one fourth of the right-hand side of Equation (5.2); for this, note that in case of $\varepsilon \geq 1$, Estimate (5.4) is trivially satisfied.

Now, choosing $\varepsilon$ to be one fourth of the right-hand side of Equation (5.2), we know that with probability at least $1 - \delta$ with respect to the choice of $S$, Equation (5.4) holds. Let us assume that $S = (X_1, \ldots, X_m)$ is chosen such that this holds. Now, Theorem 3.7 shows that there is $\Phi_0 \in \mathcal{N}(A)$ such that

$$\mathbb{P}(\{x \in \mathbb{R}^d : \mathbb{I}_\Omega(x) \neq R_\rho \Phi_0(x)\}) \leq 6 B C M \, d^{3/2} \, N^{-\alpha/2} \leq \frac{C_0}{4} B C M \, d^{3/2} \, \Lambda^{-\gamma/2} \leq \varepsilon.$$  

It is not hard to see that there exists $\Phi_1 \in \mathcal{N}(A)$ satisfying $R_\rho \Phi_1 = -1 + 2 R_\rho \Phi_0$ and that if $\mathbb{I}_\Omega(x) = R_\rho \Phi_0(x)$, then $h_1(x) = R_\rho \Phi_1(x) = \chi_\Omega(x)$ for $h_1 := \text{sign} \circ (R_\rho \Phi_1) \in \mathcal{H}$. Therefore, $L_\rho(h_1) = \mathbb{P}(h_1(X) \neq \chi_\Omega(X)) \leq \mathbb{P}(\mathbb{I}_\Omega(X) \neq R_\rho \Phi_0(X)) \leq \varepsilon$. Overall, if $\Phi^* \in \mathcal{N}(A)$ satisfies Equation (5.1), and if we set $h^* := \text{sign} \circ R_\rho \Phi^*$, then Equation (5.4) shows

$$L_\rho(h^*) \leq L_S(h^*) + \varepsilon \leq L_S(h_1) + \varepsilon \leq L_\rho(h_1) + 2 \varepsilon \leq 3 \varepsilon \leq 4 \varepsilon = \text{RHS}(5.2),$$

which proves Equation (5.2).

**Remark 5.2** (Quantifying the non-optimality of the learning bound). By taking $\delta \sim m^{-\gamma/2}$, it is not hard to see that the bound in Theorem 5.1 implies that the learning algorithm

$$(\{(X_1, \chi_\Omega(X_1)), \ldots, (X_m, \chi_\Omega(X_m))\}) \mapsto A_S := \text{sign} \circ R_\rho \Phi_S^*$$

with $\Phi_S^*$ a solution to Equation (5.1) satisfies

$$\mathbb{E}_S[\|A_S - \chi_\Omega\|_{L^1(\mathbb{P})}] \lesssim \left[\ln(m)/m\right]^{\gamma/2};$$

here, we used that $\|A_S - \chi_\Omega\| \leq 2 \cdot \mathbb{I}_{A_S \neq \chi_\Omega}$. For the uniform measure $d\mathbb{P} = 2^{-d} \mathbb{I}_{[-1,1]^d} \, dx$, we have $\gamma = 1/2$, and therefore $\mathbb{E}_S[\|A_S - \chi_\Omega\|_{L^1([-1,1]^d)}] \lesssim \left[\ln(m)/m\right]^{1/4}$. In the remainder of this remark, we sketch an argument showing that no learning algorithm $S \mapsto A_S$ can satisfy

$$\mathbb{E}_S[\|A_S - \chi_\Omega\|_{L^1([-1,1]^d)}] \leq m^{-\theta^*} \quad \text{with} \quad \theta^* := \frac{1}{2} \frac{d + 2 + \mathbb{I}_{2^{2s+1}(d)}}{d - 1}. \quad (5.5)$$

Note that $\theta^* \rightarrow \frac{1}{2}$ as $d \rightarrow \infty$, which still leaves a gap between this lower bound and the estimation-error rate $m^{-1/4}$ that we obtain.

We expect the lower bound of (5.5) to be suboptimal. One reason why we assume so is that, for a general estimation problem, where the error of estimating a density from $m$ measurements is measured with respect to the Kullback-Leibler divergence, [56, Theorem 1] yields a general lower bound in terms of the metric entropy of the class of densities. As we have seen in the proof of Theorem 4.3, the metric entropy of the set of horizon functions can be lower bounded by using fact that a ball in $B_{2s,2}$ for $s > (d + 1)/2$ embeds into the Fourier-analytic Barron space. By this observation it can be seen using [56, Theorem 1] that a lower bound on the expected error of estimating $\chi_\Omega$ from $m$ measurements as in Theorem 5.1 measured with respect to the Kullback-Leibler divergence is given by $O(m^{-(d+1)/(d+\delta)})$ for any $\delta > 0$. Note that this rate almost matches the upper bound given in Theorem 5.1 for the $L^1$ estimation error. The argument in [56] yields bounds for $L^2$ distances under additional assumptions, see [56, Theorems 4,5,6]. However, none of these assumptions are satisfied in our case.
To prove (5.5), assume by way of contradiction that some learning algorithm $S \mapsto A_S$ satisfies Equation (5.5), uniformly for all $\Omega \in \mathbb{B}_{1,1}(\mathbb{R}^d)$. Let $Q := (-1,1)^{d-1}$ and $s := 1 + \lfloor \frac{d+1}{2} \rfloor$, as well as $G := \{ f \in W^{s,2}(Q) : \| f \|_{W^{s,2}} \leq 1 \}$ with the usual Sobolev space $W^{s,2}(Q)$. Since $s > \frac{d+1}{2}$, we see as in the proof of Proposition 4.1 that there is $c > 0$ such that

$$\forall f \in G: \| cf \|_{\text{sup}} \leq 1 \quad \text{and} \quad \Omega_f := \{ (x,t) \in [-1,1]^{d-1} \times [-1,1] : t \leq cf(x) \} \in \mathbb{B}_{1,1}(\mathbb{R}^d).$$

Let $W = (W_1, \ldots, W_m) \overset{iid}{\sim} U([-1,1]^d)$, and write $W_i = (X_i, X'_i)$ with $X_i \in [-1,1]^{d-1}$ and $X'_i \in [-1,1]$. Given $f \in G$, let

$$Y_i := -1 + \frac{1}{2} \cdot 1_{X'_i \leq cf(X_i)} = \chi_{\Omega_f}(W_i),$$

and set $S_f := ((W_1, Y_1), \ldots, (W_m, Y_m))$. By Equation (5.5), there is $C > 0$ independent of $m$ such that

$$\mathbb{E}_W[\| A_{S_f} - \chi_{\Omega_f} \|_{L^1([-1,1]^d)}] \leq C \cdot m^{-\theta}.$$

Note that $S_f$ is uniquely determined by fixing $W$ and $f$, and that $S_f$ does not depend fully on $f$, but only on $m$ point samples of $f$. Define

$$B_W : [-1,1]^{d-1} \rightarrow \mathbb{R}, \quad x \mapsto \frac{1}{c} \left( -1 + \int_{-1}^{1} \frac{1 + A_{S_f}(x,t)}{2} dt \right).$$

Note that $B : (W,f) \mapsto B_W$ is a Monte-Carlo algorithm in the sense of [26, Section 2], and for each (random) choice of $W$, $B$ computes its output based on $m$ point samples of $f$. To motivate the definition of $B_W$, note because of $\| cf \|_{\text{sup}} \leq 1$ that

$$\int_{-1}^{1} \frac{1 + \chi_{\Omega_f}(x,t)}{2} dt = \int_{-1}^{1} 1_{X'_i \leq cf(X_i)} dt = \int_{-1}^{1} 1_{t \leq cf(x)} dt = \int_{-1}^{c f(x)} dt = c f(x) + 1,$$

and hence $f(x) = \frac{1}{c} \left( -1 + \int_{-1}^{1} \frac{1 + \chi_{\Omega_f}(x,t)}{2} dt \right)$. This implies

$$\| B_W - f \|_{L^1([-1,1]^{d-1})} \leq \frac{1}{2c} \left( \int_{-1}^{1} A_{S_f}(x,t) - \chi_{\Omega_f}(x,t) dt \right) \leq \frac{1}{2c} \| A_{S_f} - \chi_{\Omega_f} \|_{L^1},$$

and hence

$$\mathbb{E}_W[\| B_W - f \|_{L^1}] \leq \frac{1}{2c} \mathbb{E}_W[\| A_{S_f} - \chi_{\Omega_f} \|_{L^1}] \leq \frac{C}{2c} \cdot m^{-\theta}.$$

Note that this holds for every $f \in G$ and recall from above that $B : (W,f) \mapsto B_W$ is a Monte-Carlo algorithm that depends on $f$ only through $m$ point samples. However, it is known from information-based complexity (see for instance [26, Theorem 6.1]) that such an error bound for a Monte-Carlo algorithm can only hold if $\theta \leq \frac{s}{d-1} = \frac{1}{2} \left( \frac{d+2}{d+1} \right) = \theta^*$. 

6 The case against general measures

In this section, we show that for general probability measures, one cannot derive any non-trivial minimax bound regarding the approximation of sets with Barron class boundary using ReLU neural networks.

The following general result shows that for sets of infinite VC-dimension and general probability measures, no non-trivial minimax approximation results using neural networks can be derived. To conveniently formulate the result, we use the notation

$$\mathcal{N}_{N,L} := \{ \Phi : \Phi\text{ NN with input dimension }d, \text{ with } L(\Phi) \leq L \text{ and } N(\Phi) \leq N \}.$$ 

Furthermore, we continue to write $\theta$ for the ReLU. The proof of the following lemma is based on (the proof of) the no-free-lunch theorem as presented in [30, Theorem 5.1].
**Proposition 6.1.** Let $Ω ⊂ \mathbb{R}^d$ be Borel measurable and let $F ⊂ \{ F : Ω → \{0, 1\} : F \text{ measurable} \}$ such that $VC(F) = \infty$.

Then for arbitrary $N, L ∈ \mathbb{N}$ we have

$$\sup_{\mu \text{ Borel prob. measure on } Ω} \sup_{F \in F} \inf_{Φ ∈ N_{N,L}} \| F - \mathbb{I}_{(0,∞)} \circ R_Φ \|_{L^1(μ)} ≥ \frac{1}{16}.$$ 

**Remark 6.2.** Even without composing the ReLU neural network $R_Φ$ with $\mathbb{I}_{(0,∞)}$, the above result implies that

$$\sup_{\mu \text{ Borel prob. measure on } Ω} \sup_{F \in F} \inf_{Φ ∈ N_{N,L}} \| F - R_Φ \|_{L^1(μ)} ≥ \frac{1}{32}.$$ 

This follows by first noting that $\{ R_Φ : Φ ∈ N_{N,L} \}$ is closed under addition of constant functions and secondly by noting that

$$|y - \mathbb{I}_{(0,∞)}(z - \frac{1}{2})| ≤ 2|y - z| \quad ∀y ∈ \{0, 1\} \text{ and } z ∈ \mathbb{R}. \quad (6.1)$$

This estimate is trivial in case of $y = \mathbb{I}_{(0,∞)}(z - \frac{1}{2})$; thus, let us assume that $y ≠ \mathbb{I}_{(0,∞)}(z - \frac{1}{2})$. Then there are two cases: First, if $z ≤ \frac{1}{2}$, then $\mathbb{I}_{(0,∞)}(z - \frac{1}{2}) = 0$ and $y = 1$, which implies that $2|y - z| ≥ 2(y - z) ≥ 1 = |y - \mathbb{I}_{(0,∞)}(z - \frac{1}{2})|$. If otherwise $z > \frac{1}{2}$, then $\mathbb{I}_{(0,∞)}(z - \frac{1}{2}) = 1$ and $y = 0$, so that $2|y - z| = 2|z| ≥ 1 = |y - \mathbb{I}_{(0,∞)}(z - \frac{1}{2})|$. This proves (6.1).

**Proof of Proposition 6.1.** Let $N, L ∈ \mathbb{N}$ be arbitrary. As shown for instance in [2, Theorem 8.7], if we consider the function class $N := \{ \mathbb{I}_{(0,∞)} \circ R_Φ : Φ ∈ N_{N,L} \}$, then $CV(N) < \infty$. By the fundamental theorem of statistical learning theory (see for instance [50, Theorem 6.7]), this means that $N$ has the uniform convergence property, which implies (see [50, Definition 4.3]) that there is some $n ∈ \mathbb{N}$ such that for each measurable $F : Ω → \{0, 1\}$ and each Borel probability measure $μ$ on $Ω$, if we choose $S_X = (X_1, \ldots, X_n) \overset{\text{i.i.d.}}{\sim} μ$, then with probability at least $1 - \frac{1}{10}$ with respect to the choice of $S_X$, we have

$$\sup_{Φ ∈ N} |R_{μ,F}(Φ) - R_{S_X,F}(Φ)| ≤ \frac{1}{32}, \quad (6.2)$$

where

$$R_{μ,F}(Φ) = μ(\{ x ∈ Ω : Φ(x) ≠ F(x) \}) \quad \text{and} \quad R_{S_X,F}(Φ) = \frac{1}{n} \sum_{i=1}^n \mathbb{I}_{Φ(X_i) ≠ F(X_i)}.$$ 

Note $|F - φ| ∈ \{0, 1\}$, whence $R_{μ,F}(Φ) = \| F - φ \|_{L^1(μ)}$ and $R_{S_X,F}(Φ) = \frac{1}{n} \sum_{i=1}^n |φ(X_i) - F(X_i)|$.

Since $VC(F) = \infty$, there is a set $Ω_0 ⊂ Ω$ of cardinality $|Ω_0| = 2n$ such that $Ω_0$ is shattered by $F$, meaning that if we set $G := \{ g : Ω → \{0, 1\} \}$, then $G = \{ f|_{Ω_0} : f ∈ F \}$. Let $μ := U(Ω_0)$ denote the uniform distribution on $Ω_0$, meaning $μ(\{ x \}) = 1/|Ω_0|$ for all $x ∈ Ω_0$, and assume towards a contradiction that

$$\sup_{F ∈ F} \inf_{Φ ∈ N} \| F - φ \|_{L^1(μ)} < \frac{1}{16}. \quad (6.3)$$

Now, given any $S = (X_i, Y_i) \in (Ω_0 × \{0, 1\})^n$, choose $φ_s ∈ N$ satisfying

$$φ_s ∈ \text{argmin}_{Φ ∈ N} \sum_{i=1}^n |φ(X_i) - Y_i|. \quad (6.4)$$
Such a function $\phi_S$ exists, since the expression $\sum_{i=1}^N |\phi(X_i) - Y_i|$ only depends on $\phi|_{\Omega_0}$ while \{\phi|_{\Omega_0} : \phi \in \mathcal{N}\} \subset \{0,1\}^{\Omega_0}$ is a finite set. Here, \{0,1\}^{\Omega_0} = \{\psi : \Omega_0 \to \{0,1\}\} is the set of all functions from $\Omega_0$ to \{0,1\}.

For $S_X = (X_1, \ldots, X_n) \in \Omega^n_0$ and $g \in \mathcal{G}$, let us define $S_X(g) := ((X_i, g(X_i)))_{i=1,\ldots,n}$. Now, given an arbitrary $g \in \mathcal{G}$, recall from above that $g = F|_{\Omega_0}$ for some $F \in \mathcal{F}$. Thanks to (6.3), there is thus some $\phi^* \in \mathcal{N}$ satisfying $\|g - \phi^*\|_{L^1(\mu)} = \|F - \phi^*\|_{L^1(\mu)} < \frac{1}{16}$. Overall, we thus see that with probability at least $1 - \frac{1}{10}$ with respect to the choice of $S_X = (X_1, \ldots, X_n) \overset{i.i.d.}{\sim} \mu$, we have

$$\|g - \phi_{S_X(g)}\|_{L^1(\mu)} = \|F - \phi_{S_X(F)}\|_{L^1(\mu)} = R_{\mu,F}(\phi_{S_X(F)}) \leq \frac{1}{16} + R_{\mu,F}(\phi^*) < \frac{1}{10}.$$  

Since $\|g - \phi_{S_X(g)}\| \leq 1$, we thus see for every $g \in \mathcal{G}$ that

$$\mathbb{E}_{S_X} \|g - \phi_{S_X(g)}\| \leq \frac{1}{10} + \frac{1}{8} < \frac{1}{4}$$

and hence

$$\mathbb{E}_{S_X} \left[ \frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} \|g - \phi_{S_X(g)}\|_{L^1(\mu)} \right] < \frac{1}{4}.$$  

In the last part of the proof, we will show that this is impossible, by showing for every $S_X = (X_1, \ldots, X_n) \in \Omega^n_0$ that $\frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} \|g - \phi_{S_X(g)}\|_{L^1(\mu)} \geq \frac{1}{4}$.

Thus, let $S_X = (X_1, \ldots, X_n) \in \Omega^n_0$ be fixed, and set $\Omega_1 := \{X_1, \ldots, X_n\}$, noting that $|\Omega_0 \setminus \Omega_1| \geq n$. Given $g \in \mathcal{G}$ and $x \in \Omega_0$, define

$$g^{(x)} : \Omega_0 \to \{0,1\}, \quad y \mapsto \begin{cases} g(y), & \text{if } y \neq x, \\ 1 - g(x), & \text{otherwise}. \end{cases}$$

It is easy to see that $\mathcal{G} \to \mathcal{G}, g \mapsto g^{(x)}$ is bijective, since $(g^{(x)})^{(x)} = g$. Furthermore, given any $x \in \Omega_0 \setminus \Omega_1$, note that $S_X(g) = S_X(g^{(x)})$, so that

$$|g(x) - \phi_{S_X(g)}(x)| + |g^{(x)}(x) - \phi_{S_X(g^{(x)})}(x)| = |g(x) - \phi_{S_X(g)}(x)| + |g^{(x)}(x) - \phi_{S_X(g)}(x)| = 1.$$  

Overall, we thus see

$$\frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} \|g - \phi_{S_X(g)}\|_{L^1(\mu)} \geq \frac{1}{2n} \frac{1}{|\mathcal{G}|} \sum_{x \in \Omega_0 \setminus \Omega_1} \sum_{g \in \mathcal{G}} |g(x) - \phi_{S_X(g)}(x)| \geq \frac{1}{2n} \frac{1}{|\mathcal{G}|} \sum_{x \in \Omega_0 \setminus \Omega_1} \sum_{g \in \mathcal{G}} \left| |g(x) - \phi_{S_X(g)}(x)| + |g^{(x)}(x) - \phi_{S_X(g^{(x)})}(x)| \right|$$

$$= \frac{|\Omega_0 \setminus \Omega_1|}{2n} \cdot \frac{|\mathcal{G}|}{|\mathcal{G}|} \geq \frac{1}{4},$$

as claimed. This completes the proof. □
In Proposition 6.1, the measure \( \mu \) might depend on the choice of \( N, L \in \mathbb{N} \). The next result shows that even if one restricts to a fixed measure \( \mu \) for all \( N, L \in \mathbb{N} \), the approximation rate can get arbitrarily bad.

**Proposition 6.3.** Let \( \Omega \subset \mathbb{R}^d \) be Borel measurable and let \( \mathcal{F} \subset \{ F : \Omega \to \{0, 1\} : F \text{ measurable} \} \) such that \( \text{VC}(\mathcal{F}) = \infty \).

Then for each null-sequence \( (\varepsilon_n)_{n \in \mathbb{N}} \) and arbitrary sequences \( (N_n)_{n \in \mathbb{N}} \subset \mathbb{N} \) and \( (L_n)_{n \in \mathbb{N}} \subset \mathbb{N} \), there is a Borel probability measure \( \mu \) on \( \Omega \) and some \( n_0 \in \mathbb{N} \) such that

\[
\sup_{F \in \mathcal{F}} \inf_{\Phi \in \mathcal{N}_{N_n, L_n}} \| F - \mathbbm{1}_{(0, \infty)} \circ R_\varepsilon \Phi \|_{L^1(\mu)} \geq \varepsilon_n \quad \forall n \in \mathbb{N}_{\geq n_0}.
\]

**Proof.** Define \( \tau_n := \sup_{k \geq n} \varepsilon_k \), as well as \( N'_n := \max\{N_1, \ldots, N_n\} \) and \( L'_n := \max\{L_1, \ldots, L_n\} \) for \( n \in \mathbb{N} \). Note that \( (\tau_n)_{n \in \mathbb{N}} \) is a non-increasing null-sequence; in particular, \( \tau_n \geq 0 \) for all \( n \in \mathbb{N} \). Choose a strictly increasing sequence \( (n_\ell)_{\ell \in \mathbb{N}} \subset \mathbb{N} \) satisfying \( \tau_{n_\ell} \leq 2^{-5-\ell} \), so that \( \kappa := \sum_{\ell=1}^\infty \tau_{n_\ell} \leq 2^{-5} \sum_{\ell=1}^\infty 2^{-\ell} = \frac{1}{32} \). Now, Proposition 6.1 yields for each \( \ell \in \mathbb{N} \) a Borel probability measure \( \mu_\ell \) and some \( F_\ell \in \mathcal{F} \) satisfying \( \inf_{\Phi \in \mathcal{N}_{N_{n_{\ell+1}}, L_{n_{\ell+1}}} \cap \mathcal{F}} \| F_\ell - \mathbbm{1}_{(0, \infty)} \circ R_{\varepsilon_\ell} \Phi \|_{L^1(\mu_\ell)} \geq \frac{1}{32} \).

Fix some \( \omega_0 \in \Omega \) and define \( \mu := 32 \sum_{\ell=1}^\infty \tau_{n_{\ell+1}} \mu_{\ell+1} + (1 - 32\kappa) \delta_{\omega_0} \), so that \( \mu \) is a Borel probability measure on \( \Omega \).

Now, given any \( n \in \mathbb{N}_{\geq n_1} \), let \( \ell \in \mathbb{N} \) with \( n_\ell \leq n < n_{\ell+1} \), so that \( \tau_{n_\ell} = \sup_{k \geq n_{\ell}} \varepsilon_k \geq \varepsilon_n \) and \( N_n \leq N'_n \leq N_{n_{\ell+1}} \) as well as \( L_n \leq L'_n \leq L_{n_{\ell+1}} \). Therefore,

\[
\sup_{F \in \mathcal{F}} \inf_{\Phi \in \mathcal{N}_{N_{n_{\ell+1}}, L_{n_{\ell+1}}}} \| F - \mathbbm{1}_{(0, \infty)} \circ R_{\varepsilon_{\ell+1}} \Phi \|_{L^1(\mu)} \\
\geq 32 \tau_{n_{\ell+1}} \inf_{\Phi \in \mathcal{N}_{N_{n_{\ell+1}}, L_{n_{\ell+1}}}} \| F_{\ell+1} - \mathbbm{1}_{(0, \infty)} \circ R_{\varepsilon_{\ell+1}} \Phi \|_{L^1(\mu_{\ell+1})} \geq \tau_{n_{\ell}} \geq \varepsilon_n.
\]

Since \( n \in \mathbb{N}_{\geq n_1} \) was arbitrary, we are done. \( \square \)

Finally, we show that the class of Barron horizon functions (and thus also the class of sets with boundary of Barron class) has infinite VC dimension, so that the previous results apply in this setting.

**Lemma 6.4.** Let \( d \geq 2 \) and \( Q = [-1, 1]^d \), as well as \( C > 0 \) and \( M \in \mathbb{N} \). Then

\[
\text{VC}(\mathcal{B}B_{C, M}(\mathbb{R}^d)) \geq \text{VC}(\mathcal{B}H_{C}(Q)) = \infty.
\]

**Proof.** Let \( n \in \mathbb{N} \) be arbitrary. For each \( k \in \mathbb{N} \), choose \( \varphi_n^{(k)} \in C_\infty^\infty((\frac{k-1}{n}, \frac{k}{n})) \) satisfying \( \varphi_n^{(k)}(0) = 0 \) and \( \varphi_n^{(k)}(\frac{k-1}{n} + \frac{1}{2n}, 0, \ldots, 0) = 1 \). Define \( X := [-1, 1]^{d-1} \) and use Remark 3.2 to select \( C' > 0 \) satisfying \( \mathcal{B}C'(X, 0) \subset \mathcal{B}A_C(X) \). It is easy to see that there is some \( \tau_n > 0 \) satisfying \( \tau_n \varphi_n^{(k)} \in \mathcal{B}C'_n(X) \). Now, given \( \theta = (\theta_1, \ldots, \theta_n) \in \{0, 1\}^n \), define

\[
f_n^{(\theta)} := \tau_n \sum_{k=1}^n (2\theta_k - 1) \varphi_n^{(k)} \in \mathcal{B}C'(X, 0) \subset \mathcal{B}A_C(X).
\]

This implies \( H_n^{(\theta)} \in \mathcal{B}H_{C}(Q) \), where \( H_n^{(\theta)}(x) := \mathbbm{1}_{f_n^{(\theta)}(x_1, \ldots, x_{d-1}) \geq x_d} \). Furthermore, in view of

\[
f_n^{(\theta)}(\frac{k-1}{n} + \frac{1}{2n}, 0, \ldots, 0) = (2\theta_k - 1) \tau_n,
\]

we see that

\[
H_n^{(\theta)}(\frac{k-1}{n} + \frac{1}{2n}, 0, \ldots, 0) = \mathbbm{1}_{(2\theta_k - 1) \tau_n} \geq \mathbbm{1}_{2\theta_k - 1} = \theta_k.
\]

Therefore, \( \mathcal{B}H_{C}(Q) \) shatters the set \( \{(\frac{k-1}{n} + \frac{1}{2n}, 0, \ldots, 0) : k \in \mathbb{N}\} \subset Q \), which shows that \( \text{VC}(\mathcal{B}H_{C}(Q)) \geq n \). Since this holds for every \( n \in \mathbb{N} \), we are done. \( \square \)
7 Three kinds of Barron spaces

In the literature (see for instance [16, 18, 38]), there are at least three different function spaces that are referred to as Barron spaces. In the terminology that we used in the introduction, these are the Fourier-analytic Barron space and the infinite-width Barron spaces, either using the ReLU or the Heaviside activation function. In the current literature, the relationship between these spaces has only been understood partially. Therefore, we clarify this issue in this section.

To fix the terminology, let us write $\mathcal{P}_d$ for the set of all Borel probability measures on $\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}$. Given a (measurable) function $\phi : \mathbb{R} \to \mathbb{R}$ and $\mu \in \mathcal{P}_d$, we write

$$\mu \phi(x) := \int_{\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}} a \cdot \phi((w, x) + c) \, d\mu(a, w, c) \quad \text{for } x \in \mathbb{R}^d,$$

whenever the integral exists. Let us denote the Heaviside function by $H := \mathbb{1}_{[0, \infty)}$ and the ReLU by $\varrho : \mathbb{R} \to \mathbb{R}, x \mapsto \max\{0, x\}$. Then, given a set $\emptyset \neq U \subset \mathbb{R}^d$ and $s \geq 0$, we define

$$\mathcal{B}_H(U) := \left\{ f : U \to \mathbb{R} : \exists \mu \in \mathcal{P}_d : \| \mu \|_H < \infty \text{ and } \forall x \in U : f(x) = \mu_H(x) \right\},$$

$$\mathcal{B}_\varrho(U) := \left\{ f : U \to \mathbb{R} : \exists \mu \in \mathcal{P}_d : \| \mu \|_\varrho < \infty \text{ and } \forall x \in U : f(x) = \mu_\varrho(x) \right\},$$

$$\mathcal{B}_{F,s}(U) := \left\{ f : U \to \mathbb{R} : \exists F : \mathbb{R}^d \to \mathbb{C} : \| F \|_{F,s} < \infty \text{ and } \forall x \in U : f(x) = \int_{\mathbb{R}^d} e^{i(x, \xi)} F(\xi) \, d\xi \right\},$$

where

$$\| \mu \|_H := \int_{\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}} |a| \, d\mu(a, w, c) \quad \text{and} \quad \| \mu \|_\varrho := \int_{\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}} |a| \cdot (|w| + |c|) \, d\mu(a, w, c),$$

while $\| F \|_{F,s} := \int_{\mathbb{R}^d} (1 + |\xi|)^s |F(\xi)| \, d\xi$. Finally, the norms on these spaces are given by

$$\| f \|_{\mathcal{B}_H} := \inf \left\{ \| \mu \|_H : \mu \in \mathcal{P}_d \text{ and } f = \mu_H|_U \right\}$$

and similarly for $\| f \|_{\mathcal{B}_\varrho}$, while

$$\| f \|_{\mathcal{B}_{F,s}} := \inf \left\{ \| F \|_{F,s} : F : \mathbb{R}^d \to \mathbb{C} \text{ measurable and } f(x) = \int_{\mathbb{R}^d} e^{i(x, \xi)} F(\xi) \, d\xi \text{ for all } x \in U \right\}.$$  

From the literature, the following properties of these spaces are known.

**Lemma 7.1.** Let $\emptyset \neq U \subset \mathbb{R}^d$ be bounded. Then the following hold:

1) $\mathcal{B}_\varrho(U) \hookrightarrow \mathcal{B}_H(U)$. If $U$ has nonempty interior, then the inclusion is strict.

2) $\mathcal{B}_{F,1}(U) \hookrightarrow \mathcal{B}_H(U)$.

3) $\mathcal{B}_{F,2}(U) \hookrightarrow \mathcal{B}_\varrho(U)$.

**Remark.** Regarding part 1), an easy modification of the proof shows that it would in fact suffice for $U$ to satisfy $\{tx + (1 - t)y : t \in [0, 1]\} \subset U$ for certain $x \neq y$, even if $U$ is not open.

**Proof.** Ad 1): Every function in $\mathcal{B}_\varrho(U)$ is Lipschitz continuous; see [18, Theorem 3.3]. On the other hand, choosing $\mu$ to be a Dirac measure, we see $H_{w,c} = (x \mapsto H((w, x) + c)) \in \mathcal{B}_H(U)$ for arbitrary $w \in \mathbb{R}^d$ and $c \in \mathbb{R}$. If $U$ has nonempty interior, one can choose $w, c$ in such a way that $H_{w,c}$ is discontinuous on $U$, and therefore cannot belong to $\mathcal{B}_\varrho(U)$. This shows that the inclusion has to be strict if $U$ has nonempty interior.
The inclusion $B_{\theta}(U) \subset B_H(U)$ is probably folklore; since we could not locate a reference, however, we provide the proof. Since $U$ is bounded, we have $U \subset B_{R}(0)$ for a suitable $R > 0$. Set $C := 1 + R$ and note that

$$\varrho(y) = \int_{0}^{C} H(y - t) \, dt \quad \forall y \in \mathbb{R} \text{ with } |y| \leq R.$$  

Now, given $w \in \mathbb{R}^d$ and $c \in \mathbb{R}$, define $\theta_{w,c} := |w| + |c|$ and note note $\langle |w| + c \rangle \leq C \cdot \theta_{w,c}$ for all $x \in U$. Recall that $\varrho(\gamma x) = \gamma \varrho(x)$ for $\gamma \geq 0$ and $x \in \mathbb{R}$. Therefore, given a measure $\mu \in \mathcal{P}_d$, and setting $\Omega := \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}$, we see for all $x \in U$ that

$$\nu := \Theta^{-1}(\mu \otimes \lambda) \text{ is the pushforward of the product measure } \mu \otimes \lambda \text{ (with } \lambda \text{ denoting the Lebesgue measure on } [0,C]) \text{ under the map}$$

$$\Theta : \Omega \times [0,C] \to \Omega, \quad (a,w,c,t) \mapsto (a \cdot \theta_{w,c}, \frac{w}{\theta_{w,c}}, \frac{c}{\theta_{w,c}} - t).$$

Finally, note that

$$\|\nu\|_H = \int_{\Omega} |a| \, d\nu(a,\omega,s) = \int_{\Omega} \int_{0}^{C} |a| \cdot \theta_{w,c} \, dt \, d\mu(a,w,c) \leq C \int_{\Omega} |a| \, d\mu(a,w,c) = C \|\mu\|_q.$$  

This easily shows that $\|f\|_{B_H(U)} \leq C \cdot \|f\|_{B_{\theta}(U)} < \infty$ for all $f \in B_{\varrho}(U)$.

**Ad 2):** This follows from [3, Theorem 2].

**Ad 3):** This essentially follows from [16, Theorem 9], which is itself a consequence of (the proof of) [31, Theorem 6].

More precisely, since $U \subset \mathbb{R}^d$ is bounded, we can choose $x_0 \in \mathbb{R}^d$ and $R \geq 1$ such that $U \subset x_0 + [0,R]^d$. Let $f \in B_{F,2}(U)$ with $\|f\|_{B_{F,2}} \leq 1$. This implies $f(x) = \int_{\mathbb{R}^d} e^{i(x,\xi)} F(\xi) \, d\xi$ for $x \in U$, where $\|F\|_{F,2} \leq 2$. Define $G,H : \mathbb{R}^d \to C$ by $G(\xi) = \frac{i}{2}(F(\xi) + \overline{F(-\xi)})$ and $H(\xi) = R^{-d} \cdot e^{i(\frac{\theta_{w,c}}{\theta_{w,c}} - t)} \cdot \lambda(\xi/R)$. A direct calculation shows $\|G\|_{F,2} \leq 2$ and $\|H\|_{F,2} \leq 2R^2$. Next, define $g,h : \mathbb{R}^d \to \mathbb{R}$ by $g(x) := \int_{\mathbb{R}^d} e^{i(x,\xi)} G(\xi) \, d\xi$ and $h(x) := \int_{\mathbb{R}^d} e^{i(x,\xi)} H(\xi) \, d\xi$. It is straightforward to verify $h(x) = f(x)$ for $x \in U$.

By elementary properties of the Fourier transform, we see $\int_{\mathbb{R}^d} |\hat{h}(\xi)|^2 \, d\xi \leq C$ and $h \in C^1$ with $\|h\|_{sup}, \|\nabla h\|_{sup} \leq C$ where $C = C(d,R)$. Thanks to [16, Theorem 9], this implies $\|h\|_{B_{\varrho}(0,1)} \leq C' < \infty$. Therefore, $h(y) = \int_{\Omega} a \varrho(c + \langle w,x \rangle) \, d\mu(a,w,c)$ for all $y \in [0,1]^d$, where $\mu \in \mathcal{P}_d$ satisfies $\|\mu\|_q \leq 2C'$. Because of $y = \frac{x-x_0}{R^2} \in [0,1]^d$ for $x \in U$, this implies $f(x) = h(\frac{x-x_0}{R^2}) = \int_{\Omega} a \varrho(c + \langle w,x \rangle) \, d\mu(a,w,c) = \nu_\varrho(x)$, where $\nu = \Psi^* \mu$ is the pushforward of $\mu$ under the map $\Psi : \Omega \to \Omega, (a,w,c) \mapsto (a,\frac{w}{R},c - \frac{\langle w,x_0 \rangle}{R})$. A direct calculation shows $\|\nu\|_q \leq (1 + |x_0|) \|\mu\|_q \leq C''$ for $C'' = C''(d,R,x_0)$. Hence, $f \in B_{\varrho}(U)$ with $\|f\|_{B_{\varrho}(U)} \leq C''$. □

The previous lemma collected several relations between the different Barron-type spaces from the literature. The question of how the spaces $B_{\varrho}$ and $B_{F,1}$ are related, however, has,
to the best of our knowledge, not been answered until now. While it is claimed in [18, Theorem 3.1] that $B_{F,1}$ embeds continuously into $B_{q}$, citing [4] as a reference, we believe that this mischaracterizes the results of [4]. In fact, in [4] (or rather [3]), it is merely shown that $B_{F,1}$ embeds into $B_{q}$, not $B_{q}$. As we will see in Proposition 7.4 below, we actually have $B_{F,1} \not\subseteq B_{q}$.

The proof will be based on the following lemma, which shows that the partial derivatives of functions in $B_{q}$ are “uniformly of bounded variation along the coordinate axes”. This lemma is similar in spirit to [18, Example 4.1], which essentially corresponds to the one-dimensional case of the result given here. In the following lemma, we use for a Lipschitz continuous function $g : \mathbb{R}^{d} \to \mathbb{R}$, $i, j \in [d]$, and $x \in \mathbb{R}^{d}$, the following functions

$$g_{j,i,x} : \mathbb{R} \to \mathbb{R}, \quad t \mapsto (\partial_{j}g)(x + te_{i}), \quad (7.1)$$

where $(e_{1}, \ldots, e_{d})$ denotes the standard basis of $\mathbb{R}^{d}$.

**Lemma 7.2.** Let $\emptyset \neq U \subseteq \mathbb{R}^{d}$ be bounded. For every $f \in B_{q}(U)$, there exists a Lipschitz continuous function $g : \mathbb{R}^{d} \to \mathbb{R}$ satisfying $f = g|_{U}$ and

$$\sup_{i,j \in [d], x \in \mathbb{R}^{d}} \|g_{j,i,x}\|_{BV} \leq 4 \|f\|_{B_{q}}, \quad (7.2)$$

where we write $\|h\|_{BV} := \|h\|_{\sup} + TV(h)$ for $h : \mathbb{R} \to \mathbb{R}$, with $TV(h)$ denoting the total variation of $h$; see for instance [23, Chapter 3.5] for the definition.

**Remark.** The partial derivative $\partial_{j}g$ appearing in Equation (7.1) above is the weak derivative of $g$, and thus a priori only uniquely defined up to changes on a null-set. What is meant is that there is a version of this derivative such that $g_{j,i,x}$ is of bounded variation for all $i, j \in [d]$ and $x \in \mathbb{R}^{d}$, and such that Equation (7.2) holds.

**Proof.** The claim is clear in case of $\|f\|_{B_{q}} = 0$; thus, let us assume that $\|f\|_{B_{q}} > 0$. By definition of $B_{q}(U)$ there is a probability measure $\mu \in \mathcal{P}_{d}$ satisfying $\|\mu\|_{q} \leq \frac{5}{4}\|f\|_{B_{q}}$ and $f = \mu_{q}|_{U}$. Define $\Omega := \mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R}$ and $g := \mu_{q}$, noting that $g : \mathbb{R}^{d} \to \mathbb{R}$ is well-defined, since

$$\int_{\Omega} |a \cdot (\langle w, x \rangle + c)| \, d\mu(a, w, c) \leq (1 + |x|) \int_{\Omega} |a| \cdot (|w| + |c|) \, d\mu(a, w, c) < \infty$$

for each $x \in \mathbb{R}^{d}$. Furthermore, since $g$ is 1-Lipschitz, we see for all $x, y \in \mathbb{R}^{d}$ that

$$|g(x) - g(y)| \leq \int_{\Omega} |a| \cdot |\langle w, x - y \rangle| \, d\mu(a, w, c) \leq |x - y| \int_{\Omega} |a| \cdot (|w| + |c|) \, d\mu(a, w, c) \leq |x - y| \|\mu\|_{q},$$

meaning that $g$ is Lipschitz continuous.

Now, note that $x \mapsto \varrho(\langle w, x \rangle + c)$ either vanishes identically (in case of $w = c = 0$) or otherwise is differentiable on $\{x \in \mathbb{R}^{d} ; \langle w, x \rangle + c \neq 0\}$ which is open and of full measure, with partial derivatives $\partial_{j}\varrho(\langle w, x \rangle + c) = w_{j}H(\langle w, x \rangle + c)$. Furthermore, $x \mapsto \varrho(\langle w, x \rangle + c)$ is Lipschitz continuous and hence weakly differentiable, and the weak derivative coincides almost everywhere with the classical derivative; see for instance [22, Theorems 4 and 5 in Section 5.8]. Therefore, for any $\varphi \in C_{c}^{\infty}(U)$ and $j \in [d]$, Fubini’s theorem shows that

$$\int_{U} f(x) \, \partial_{j}\varphi(x) \, dx = \int_{\Omega} a \int_{U} \varrho(\langle w, x \rangle + c) \partial_{j}\varphi(x) \, dx \, d\mu(a, w, c)$$

$$= -\int_{\Omega} \int_{U} a \, w_{j} H(\langle w, x \rangle + c) \varphi(x) \, dx \, d\mu(a, w, c) = -\int_{U} \varphi(x) g_{j}(x) \, dx,$$
meaning that \( g_j = \partial_j g \) for
\[
  g_j : \mathbb{R}^d \to \mathbb{R}, \quad x \mapsto \int_{U} a w_j H(\langle w, x \rangle + c) \, d\mu(a, w, c).
\]

Now, using the convention \( \text{sign}(x) = 1 \) for \( x \geq 0 \) and \( \text{sign}(x) = -1 \) if \( x < 0 \), given \( i, j \in \mathbb{N} \), define
\[
  M_{\alpha, \beta} := \{(a, w, c) \in \Omega : \text{sign}(aw) = \alpha \text{ and } \text{sign}(w_i) = \beta\} \quad \text{for } \alpha, \beta \in \{\pm 1\}.
\]

Since the Heaviside function \( H \) is non-decreasing, it is then straightforward to see for each \( x \in \mathbb{R}^d \) that each of the functions \( F_{\alpha, \beta, x} : \mathbb{R} \to \mathbb{R}, t \mapsto \int_{M_{\alpha, \beta}} a w_j H(w_i t + \langle w, x \rangle + c) \, d\mu(a, w, c) \) is monotonic and
\[
g_{j,i,x} = \sum_{\alpha, \beta \in \{\pm 1\}} F_{\alpha, \beta, x}.
\]

Furthermore, each of the \( F_{\alpha, \beta, x} \) is bounded; precisely,
\[
|F_{\alpha, \beta, x}(t)| \leq \int_{M_{\alpha, \beta}} |a| |w_j| \, d\mu(a, w, c) \leq \int_{M_{\alpha, \beta}} |a| \cdot (|w| + |c|) \, d\mu(a, w, c),
\]
so that \( \sum_{\alpha, \beta \in \{\pm 1\}} \|F_{\alpha, \beta, x}\|_{\text{sup}} \leq \|\mu\|_g \). It is easy to see (see [23, Section 3.5]) that every monotonic function \( h : \mathbb{R} \to \mathbb{R} \) satisfies \( \|h\|_{\text{BV}} \leq 3\|h\|_{\text{sup}} \). Therefore, \( g_{j,i,x} \) is of bounded variation with
\[
\|g_{j,i,x}\|_{\text{BV}} \leq \sum_{\alpha, \beta \in \{\pm 1\}} \|F_{\alpha, \beta, x}\|_{\text{BV}} \leq 3\|\mu\|_g \leq \frac{15}{4} \|f\|_{\mathcal{B}_g},
\]
which easily implies the claim. \( \square \)

We will also need the following technical lemma. It is a well-known property of BV functions; see for instance the proof of [1, E6.10]. For the sake of completeness and for readers unfamiliar with functions of bounded variation, we provide a proof in Appendix B.

**Lemma 7.3.** Let \( g : \mathbb{R} \to \mathbb{R} \) be bounded and of bounded variation. Then, for arbitrary \( \varphi \in C^\infty_c(\mathbb{R}) \), we have \( |\int_{\mathbb{R}} \varphi'(t) g(t) \, dt| \leq \|\varphi\|_{\text{sup}} \text{TV}(g) \).

With these preparations, we can finally show that for most domains \( U \), we have that \( \mathcal{B}_{F,1}(U) \) is not contained in \( \mathcal{B}_g(U) \).

**Proposition 7.4.** Let \( U \subset \mathbb{R}^d \) have nonempty interior and let \( \alpha \geq 0 \). If \( \mathcal{B}_{F,\alpha}(U) \subset \mathcal{B}_g(U) \), then \( \alpha \geq 2 \). In particular, \( \mathcal{B}_{F,1}(U) \not\subset \mathcal{B}_g(U) \).

**Proof.** The proof is divided into three steps:

**Step 1 (Setup of Banach spaces \( X, Y' \)):** We define \( \beta := \max\{1, \alpha\} \) and
\[
X := \{F^{-1}f : f \in L^1_{(1+|\xi|)^\beta}(\mathbb{R}^d, \mathbb{C}) \text{ and } F^{-1}f \text{ is real-valued}\}
\]
with norm \( \|F^{-1}f\|_X := \|f\|_{L^1_{(1+|\xi|)^\beta}(\mathbb{R}^d)} = \int_{\mathbb{R}^d} (1 + |\xi|)^\beta |f(\xi)| \, d\xi \), which is well-defined since the Fourier transform is injective on \( L^1(\mathbb{R}^d) \supset L^1_{(1+|\xi|)^\beta}(\mathbb{R}^d) \). It is straightforward to verify that \( X \) is a Banach space (with \( \mathbb{R} \) as the scalar field, since we require \( F^{-1}f \) to be real-valued for \( f \in X \)), and by differentiation under the integral it is easy to see that \( X \rightarrow C^0_b(\mathbb{R}^d) \), where
\[
C^0_b(\mathbb{R}^d) = \{g \in C^0(\mathbb{R}^d) : \|g\|_{C^0_b} = \|g\|_{\text{sup}} + \sum_{j=1}^d \|\partial_j g\|_{\text{sup}} < \infty\} \quad \text{and } \quad \|g\|_{C^0_b} := \|g\|_{\text{sup}} + \sum_{j=1}^d \|\partial_j g\|_{\text{sup}}.
\]

Since \( U \) has nonempty interior, we have \( U_0 := x_0 + (-3\varepsilon, 3\varepsilon)^d \subset U \) for certain \( x_0 \in \mathbb{R}^d \) and \( \varepsilon \in (0, 1) \). Let \( Y := (C^0_c((-2\varepsilon, 2\varepsilon) \times \mathbb{R}), \|\cdot\|_{\text{sup}}) \), and let \( Y' \) denote the dual space of \( Y \). Note that \( Y' \) is a Banach space (see for instance [23, Proposition 5.4]), even though \( Y \) is not.
Step 2 (Constructing a bounded operator $\Gamma : X \to Y'$): Assume that $B_{F,o} \subset B_{\rho}(U)$. Then, since $|\xi| \leq (1 + |\xi|)^{\beta}$, we have for $f \in X$ that $f|_U \in B_{F,o}(U) \subset B_{\rho}(U)$, so that Lemma 7.2 shows that there is a Lipschitz continuous function $g : \mathbb{R}^d \to \mathbb{R}$ satisfying $g|_U = f|_U$ and such that for some choice of the weak derivative $\partial g$ of $g$, if we set $e_1 = (1, 0, \ldots, 0) \in \mathbb{R}^d$ and $g_x : \mathbb{R} \to \mathbb{R}, t \mapsto (\partial_t g)(x + te_1)$, then $\sup_{x \in \mathbb{R}^d} \|g_x\|_{BV} \leq 4 \|f|_U\|_{B_{\rho}(U)} =: C_f$.

Since $f|_{U_0} = g|_{U_0}$ and $f$ is continuously differentiable, we have $\partial_t g = \partial_t f$ almost everywhere on $U_0$. By Fubini's theorem, this implies for almost every $z \in (-\varepsilon, \varepsilon)^d$ that $g_{x_0 + (0,z)}(t) = (\partial_t g)(x_0 + (0,z) + te_1) = (\partial_t f)(x_0 + (0,z) + te_1)$ for almost all $t \in (-2\varepsilon, 2\varepsilon)$.

For arbitrary $\varphi \in Y$ and $z$ as above, we thus see by Lemma 7.3 that

$$\left| \int_{\mathbb{R}} \varphi'(t) (\partial_1 f)(x_0 + (0,z) + e_1) dt \right| = \left| \int_{\mathbb{R}} \varphi'(t) g_{x_0 + (0,z)}(t) dt \right| \leq \|g_{x_0 + (0,z)}\|_{BV} \|\varphi\|_{sup} \leq C_f \|\varphi\|_{sup}.$$

Recall that this holds for almost all $z \in (-\varepsilon, \varepsilon)^d$, and thus in particular for a dense subset of $(-\varepsilon, \varepsilon)^d$. By continuity of $\partial_1 f$, we can thus take the limit $z \to 0$ to see that $\|\int_{\mathbb{R}} \varphi'(t) (\partial_1 f)(x_0 + t e_1) dt \| \leq C_f \|\varphi\|_{sup}$ for all $\varphi \in Y$. We have thus shown that the linear map

$$\Gamma : X \to Y', \quad f \mapsto \left( \varphi \mapsto \int_{\mathbb{R}} \varphi'(t) (\partial_1 f)(x_0 + t e_1) dt \right)$$

is well-defined. Note that if $f_n \underset{n \to \infty}{\longrightarrow} f$, then $\partial_1 f_n \to \partial_1 f$ with uniform convergence. Using this observation, it is straightforward to verify that $\Gamma$ has closed graph, and is thus a bounded linear map, thanks to the closed graph theorem.

Finally, note that if $f \in X \cap C^2(\mathbb{R}^d)$, then we see by partial integration that

$$\left| \int_{\mathbb{R}} \varphi'(t) (\partial_1^2 f)(x_0 + t e_1) dt \right| \leq \left| \int_{\mathbb{R}} \varphi'(t) (\partial_1 f)(x_0 + t e_1) dt \right| \leq \|\Gamma f\|_{Y'} \|\varphi\|_{sup} \leq \|\Gamma\| \|f\|_X \|\varphi\|_{sup}$$

for all $\varphi \in Y = C_c^\infty((-2\varepsilon, 2\varepsilon) ; \mathbb{R})$. By the dual characterization of the $L^1$-norm (see for instance [1, Corollary 6.13]), this implies

$$\int_{-2\varepsilon}^{2\varepsilon} |(\partial_1^2 f)(x_0 + t e_1)| dt \leq \|\Gamma\| \|f\|_X \quad \forall f \in X \cap C^2(\mathbb{R}^d). \quad (7.3)$$

Step 3 (Completing the proof): Pick $\gamma \in C_c^\infty(\mathbb{R}^d)$ with $0 \leq \gamma \leq 1$ and such that $\gamma \equiv 1$ on $U_0 = x_0 + (-3\varepsilon, 3\varepsilon)^d$. For $n \in \mathbb{N}$, define $f_n : \mathbb{R}^d \to \mathbb{R}, x \mapsto \gamma(x) \cdot \cos(\frac{\pi n}{\varepsilon} (x - x_0) \cdot e_1)$. Writing $T_y f(x) = f(x - y)$ and $M_x f(x) = e^{i\xi \cdot x} f(x)$ for translation and modulation, and using the identity $\cos(x) = \frac{1}{2} (e^{ix} + e^{-ix})$, it is easy to see $f_n = \frac{1}{2} T_{x_0} [M_{\frac{\pi n}{\varepsilon}} T_{-x_0} \gamma + M_{-\frac{\pi n}{\varepsilon}} T_{-x_0} \gamma]$, where $e_1 = (1, 0, \ldots, 0)$. Consequently, elementary properties of the Fourier transform show that $f_n = \frac{1}{2} M_{-x_0} [T_{\frac{\pi n}{\varepsilon}} M_{\frac{\pi n}{\varepsilon}} \hat{\gamma} + T_{-\frac{\pi n}{\varepsilon}} M_{-\frac{\pi n}{\varepsilon}} \hat{\gamma}]$, and hence

$$|\hat{f}_n(\xi)| \leq \frac{1}{2} \left( |\hat{\gamma}(\xi - \frac{n\pi}{\varepsilon} e_1)| + |\hat{\gamma}(\xi + \frac{n\pi}{\varepsilon} e_1)| \right)$$

for all $\xi \in \mathbb{R}^d$.

Since $1 + |\xi| \leq 1 + |\xi + \frac{n\pi}{\varepsilon} e_1| + \frac{n\pi}{\varepsilon} \leq (1 + |\xi + \frac{n\pi}{\varepsilon} e_1|) (1 + \frac{n\pi}{\varepsilon}) \leq \frac{2n\pi}{\varepsilon} (1 + |\xi + \frac{n\pi}{\varepsilon} e_1|)$, this shows that

$$\|f_n\|_X = \int_{\mathbb{R}^d} (1 + |\xi|)^{\beta} \cdot |\hat{f}_n(\xi)| \, d\xi \leq \frac{1}{2} \left( \frac{2n\pi}{\varepsilon} \right)^{\beta} \int_{\mathbb{R}^d} \sum_{\theta \in \{\pm 1\}} (1 + |\xi + \theta \frac{n\pi}{\varepsilon} e_1|)^{\beta} |\hat{\gamma}(\xi + \theta \frac{n\pi}{\varepsilon} e_1)| \, d\xi \leq \left( \frac{2n\pi}{\varepsilon} \right)^{\beta} \int_{\mathbb{R}^d} (1 + |\eta|)^{\beta} |\hat{\gamma}(\eta)| \, d\eta \lesssim n^{\beta}. \quad (7.4)$$
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On the other hand, for \( t \in (-2\varepsilon, 2\varepsilon) \) we see because of \( \gamma \equiv 1 \) on \( U_0 \) that
\[
(\partial_1^2 f_n)(x_0 + t e_1) = \frac{d^2}{dt^2} f_n(x_0 + t e_1) = \frac{d^2}{dt^2} \cos \left( \frac{n\pi}{\varepsilon} t \right) = -\left( \frac{n\pi}{\varepsilon} \right)^2 \cos \left( \frac{n\pi}{\varepsilon} t \right)
\]
and hence
\[
\int_{-2\varepsilon}^{2\varepsilon} \left| (\partial_1^2 f_n)(x_0 + t e_1) \right| dt = \left( \frac{n\pi}{\varepsilon} \right)^2 \int_{-2\varepsilon}^{2\varepsilon} \left| \cos \left( \frac{n\pi}{\varepsilon} t \right) \right| dt = \frac{n\pi}{\varepsilon} \int_{2\pi n}^{2\pi n} \left| \cos(s) \right| ds = \frac{4\pi n^2}{\varepsilon}.
\]
Here, we used at (*) that \( s \mapsto \left| \cos(s) \right| \) is \( \pi \)-periodic and even. Combining the last calculation with Equations (7.3) and (7.4), we arrive at
\[
n^2 \lesssim \int_{-2\varepsilon}^{2\varepsilon} \left| (\partial_1^2 f_n)(x_0 + t e_1) \right| dt \lesssim \| f_n \|_X \lesssim n^\beta,
\]
for all \( n \in \mathbb{N} \). This is only possible if \( \beta \geq 2 \), and since \( \beta = \max\{\alpha, 1\} \) this requires \( \alpha \geq 2 \). \( \square \)

A A bound for empirical processes with finite pseudo-dimension

In this section, we prove a “uniform law of large numbers,” similar to the pseudo-dimension based generalization bound in [40, Theorem 11.8], which is used in the third part of the proof of Proposition 2.2. The result given here is probably well-known; but since we could not locate a reference, we provide the proof. The main difference to the bound in [40] is that we estimate the expected sampling error, instead of giving a high probability bound; this allows us to omit a reference, we provide the proof. The main difference to the bound in [40] is that we estimate the expected sampling error, instead of giving a high probability bound; this allows us to omit a log factor. Furthermore, we use a complexity measure of the hypothesis class that differs slightly from the usual pseudo-dimension.

**Proposition A.1.** There is a universal constant \( \kappa > 0 \) with the following property: If \( (\Omega, \mathcal{F}, \mu) \) is a probability space, if \( a, b \in \mathbb{R} \) with \( a < b \), and if \( \emptyset \neq \mathcal{G} \subset \{ g : \Omega \rightarrow [a, b] : g \text{ measurable} \} \) satisfies
\[
d := \sup_{\lambda \in \mathbb{R}} \text{VC}(\{I_{g,\lambda} : g \in \mathcal{G}\}) < \infty, \quad \text{where} \quad I_{g,\lambda} : \Omega \rightarrow \{0, 1\}, \quad \omega \mapsto \mathbb{1}_{g(\omega) > \lambda},
\]
then for any \( n \in \mathbb{N} \) and \( S = (X_1, \ldots, X_n) \stackrel{i.i.d.}{\sim} \mu \), we have
\[
\mathbb{E}\left[ \sup_{g \in \mathcal{G}} \left| \mathbb{E}_{X \sim \mu}[g(X)] - \frac{1}{n} \sum_{i=1}^{n} g(X_i) \right| \right] \leq \kappa \cdot (b - a) \cdot \sqrt{\frac{d}{n}}.
\]

**Remark.** Here, as in most sources studying empirical processes (see e.g. [54, Section 7.2]), we interpret \( \mathbb{E}[\sup_{i \in I} X_i] \) as \( \sup_{I_0 \subseteq I \text{ finite}} \mathbb{E}[\sup_{i \in I_0} X_i] \), in order to avoid measurability issues.

**Proof.** Given a sample \( S = (X_1, \ldots, X_n) \in \Omega^n \), we write \( \mu_S := \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i} \) for the associated empirical measure. We want to bound
\[
\mathbb{E}\left[ \sup_{g \in \mathcal{G}} \left| \mathbb{E}_{X \sim \mu}[g(X)] - \mathbb{E}_{X \sim \mu_S}[g(X)] \right| \right],
\]
where the outer expectation is with respect to \( S = (X_1, \ldots, X_n) \stackrel{i.i.d.}{\sim} \mu \). First, by replacing \( \mathcal{G} \) with \( \mathcal{G}^* := \{ g - a : g \in \mathcal{G} \} \), it is easy to see that we can assume \( a = 0 \) without loss of generality. Define \( M := b = b - a \). Then, for any \( g \in \mathcal{G} \) and any probability measure \( \nu \) on \( \Omega \), the layer cake formula (see e.g. [23, Proposition 6.24]) shows
\[
\mathbb{E}_{X \sim \nu}[g(X)] = \int_{0}^{M} \nu(\{\omega \in \Omega : g(\omega) > \lambda\}) d\lambda = \int_{0}^{M} \mathbb{E}_{X \sim \nu}[I_{g,\lambda}(X)] d\lambda.
\]
Therefore,
\[
\left| \mathbb{E}_{X \sim \mu} [g(X)] - \mathbb{E}_{X \sim \mu_S} [g(X)] \right| = \left| \int_0^M \mathbb{E}_{X \sim \mu} [I_{g,\lambda}(X)] - \mathbb{E}_{X \sim \mu_S} [I_{g,\lambda}(X)] \, d\lambda \right|
\leq \int_0^M \left| \mathbb{E}_{X \sim \mu} [I_{g,\lambda}(X)] - \mathbb{E}_{X \sim \mu_S} [I_{g,\lambda}(X)] \right| \, d\lambda.
\]

In combination with the elementary estimate \( \sup_{g \in G} \int_0^M \Gamma_g(\lambda) \, d\lambda \leq \int_0^M \sup_{g \in G} \Gamma_g(\lambda) \, d\lambda \) and Tonelli’s theorem, this implies
\[
\mathbb{E} \left[ \sup_{g \in G} \left| \mathbb{E}_{X \sim \mu} [g(X)] - \mathbb{E}_{X \sim \mu_S} [g(X)] \right| \right] \leq \mathbb{E} \left[ \sup_{g \in G} \int_0^M \left| \mathbb{E}_{X \sim \mu} [I_{g,\lambda}(X)] - \mathbb{E}_{X \sim \mu_S} [I_{g,\lambda}(X)] \right| \, d\lambda \right]
\leq \int_0^M \mathbb{E} \left[ \sup_{g \in G} \left| \mathbb{E}_{X \sim \mu} [I_{g,\lambda}(X)] - \mathbb{E}_{X \sim \mu_S} [I_{g,\lambda}(X)] \right| \right] \, d\lambda
\leq \int_0^M \kappa \cdot \sqrt{\frac{\text{VC}(\{I_{g,\lambda} : g \in G\})}{n}} \, d\lambda \leq \kappa \cdot M \cdot \sqrt{\frac{d}{n}}.
\]

Here, the step marked with (*) is an immediate consequence of the bound for the suprema of empirical processes based on the VC dimension given in [54, Theorem 8.3.23].

\[\square\]

**B A technical bound involving the total variation**

**Proof of Lemma 7.3. Step 1:** We first show that if \( h : \mathbb{R} \to \mathbb{R} \) is non-decreasing and bounded, then \( \left| \int_{\mathbb{R}} \varphi'(t) \ h(t) \, dt \right| \leq \| \varphi \|_{\text{sup}} \cdot \lim_{x \to \infty} |h(x) - h(-x)| \) for every \( \varphi \in C_c^\infty(\mathbb{R}) \). To see this, define \( c := \lim_{x \to -\infty} h(x) \) and \( \tilde{h} : \mathbb{R} \to \mathbb{R}, x \mapsto \lim_{y \to x} h(y) - c \). It is straightforward to see that \( \tilde{h} \) is non-decreasing, bounded, and right-continuous with \( \lim_{x \to -\infty} \tilde{h}(x) = 0 \), so that \( \tilde{h} \in \text{NBV} \) in the notation of [23, Section 3.5]. Furthermore, since a monotonic function can have at most countably many discontinuities (see [23, Theorem 3.23]), we have \( \tilde{h} = h - c \) on the complement of a countable set, and hence almost everywhere. Since we also have \( \int_{\mathbb{R}} \varphi'(t) \, dt = 0 \) thanks to the compact support of \( \varphi \), if we denote by \( \mu \) the unique Borel measure on \( \mathbb{R} \) satisfying \( \tilde{h}(x) = \mu((\infty, x]) \) for all \( x \in \mathbb{R} \), then the partial integration formula in [23, Theorem 3.36] shows as claimed that

\[
\left| \int_{\mathbb{R}} \varphi'(t) \ h(t) \, dt \right| = \left| \int_{\mathbb{R}} \varphi'(t) \ [h(t) - c] \, dt \right| = \left| \int_{\mathbb{R}} \varphi'(t) \tilde{h}(t) \, dt \right| = \left| \int_{\mathbb{R}} \varphi(t) \, d\mu(t) \right|
\leq \| \varphi \|_{\text{sup}} \cdot \mu(\mathbb{R}) = \| \varphi \|_{\text{sup}} \cdot \lim_{x \to \infty} [\tilde{h}(x) - \tilde{h}(-x)]
= \| \varphi \|_{\text{sup}} \cdot \lim_{x \to \infty} [h(x) - h(-x)].
\]

**Step 2:** Define
\[
T_g : \mathbb{R} \to \mathbb{R}, \ x \mapsto \sup \left\{ \sum_{j=1}^{n} |g(x_j) - g(x_{j-1})| : n \in \mathbb{N} \text{ and } -\infty < x_0 < \cdots < x_n = x \right\}.
\]

Then \( T_g \) is non-decreasing and satisfies \( \lim_{x \to -\infty} T_g(x) = 0 \) and \( \lim_{x \to \infty} T_g(x) = \text{TV}(g) \); furthermore, \( g_1 := \frac{1}{2}(T_g + g) \) and \( g_2 := \frac{1}{2}(T_g - g) \) are both non-decreasing and bounded with \( g = g_1 - g_2 \); all of these properties can be found in [23, Section 3.5]. Note that \( \lim_{x \to -\infty} [g_1(x) - g_2(x)] = \frac{1}{2} \text{TV}(g) + \frac{\epsilon - 1}{2} \lim_{x \to -\infty} [g(x) - g(-x)] \). In combination with the estimate from Step 1 (applied to \( h = g_i \)), this implies as claimed that
\[
\left| \int_{\mathbb{R}} \varphi'(t) \ g(t) \, dt \right| \leq \sum_{i=1}^{2} \left| \int_{\mathbb{R}} \varphi'(t) \ g_i(t) \, dt \right| \leq \| \varphi \|_{\text{sup}} \sum_{i=1}^{2} \lim_{x \to \infty} \left[ g_i(x) - g_i(-x) \right] = \| \varphi \|_{\text{sup}} \text{TV}(g). \]
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