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Abstract

Quality profiles representing the quality of a process or product as the functional relationship between one or more dependent variables and one or more explanatory variables, which are nowadays widely recognized in statistical process control (SPC) applications by both researchers and practitioners. Furthermore, in many real-world cases, evaluation of process or product characteristics is carried out with ambiguity or conducted using linguistic values. The theory of fuzzy sets provides an appropriate approach to deal with uncertainty due to ambiguity in human subjective evaluations or vagueness in linguistic variables. The purpose of this study is to introduce two novel methods based on fuzzy regression modeling for monitoring fuzzy linear profiles in phase II of SPC. To accomplish this, the fuzzified Hotelling’s $T^2$ statistic and fuzzy hypothesis testing are used. Moreover, a simulation study is used to compare the performance of the proposed methods with previous methods, based on the average run length (ARL) criterion in order to assess the detectability of charts with regard to the step shifts in profile parameters. Finally, the results of a real-world example in the tile and ceramic industry are presented.

1. Introduction

Nowadays, to keep up with the fast pace of technological advancements in both manufacturing and service industries, as well as to take the most advantage of the ever-growing ease of storing huge volume of multifarious multivariate data in highly equipped processes of today necessitate the use of novel scientific approaches and advanced analytical tools for online monitoring of key process or product quality characteristics. Montgomery (2009) postulated that the quality of a process is inversely related to the process variability. Such a definition entails a well-established conceptual framework in quality improvement philosophy that a reduction in the variability of the key quality characteristics will result in an increase in the process or product quality. To reduce the process variability and as a result, elevate the process quality, statistical process control (SPC) provides a set of magnificent effective tools among which control charts are the most widely-used monitoring tool and quite well-known. Although in traditional SPC, process characteristics are often regarded as a single or a collection of correlated random variables, recently, the subject of process monitoring using functional data has received a great deal of attention. Quality profiles are used to represent the functional relationship between one or more response variables and one or more independent variables in the process. Profile monitoring is carried out in two phases. Broadly speaking, the main purpose of the retrospective phase or the so-called phase I is to analyze historical data in order to elucidate an authentic process model and to remove outliers. The in-control process parameters are also estimated in this phase to design process control charts for the prospective stage or phase II. The goal of phase II is to quickly detect the parameter changes with respect to the reference values determined in phase I. Statistical process control charts are well-known effective tools for monitoring purposes in phase II. The performance of the control chart in phase II is usually evaluated based on the average run length (ARL) criterion. The ARL describes the average number of consecutive plotted points on the control chart since the emergence of a persistent change in natural process model until an out of control signal appears.
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So far, numerous control charts have been developed for analyzing and monitoring quality profiles in both phases I and II. Profiles are categorized on the basis of their form as linear, polynomial, generalized linear, nonlinear, nonparametric, along with their multivariate counterparts. More specifically, regarding the subject of our research, Kang and Albin (2000) proposed a multivariate $T^2$ control chart for monitoring the coefficients of a simple linear profile, and a range control chart for monitoring the variation of points scattered around the linear model. Later on, Kim et al. (2003) used three distinct EWMA control charts for tracking the status of three model parameters including the intercept, slope as well as the variance of the model error term. Employing a group regression approach, Mahmoud et al. (2007) provided a likelihood ratio based control chart for clustering linear profiles in phase I. Additionally, Zou et al. (2006) used a change-point formulation approach for monitoring simple linear profiles and estimating the time of a step shift in process parameters. In order to acquire thorough knowledge about profile monitoring methods such as multivariate control charts, time-weighted control charts, and change point formulation and their application to different forms of profiles in both univariate, as well as multivariate settings, Noorossana et al. (2011), can be referred to as a finely-tuned comprehensive text. On the other hand, in some real-world cases, there are occasions where the precise value of a process or product quality characteristics cannot be measured or determined. Examples can be found in Ghobadi et al. (2014). In some circumstances, quality may be described linguistically on the basis of the expertise of a well-trained or knowledgeable inspector. Material’s bending flexibility, surface smoothness/coarseness of materials in the foundry process, and/or transparency/opaqueness of glassware are among frequently-seen instances. Fuzzy sets may be utilized to represent such ambiguous evaluations, and remarkably, the so-called fuzzy random variables are affected by two different uncertainty sources; the first one is related to the inherent random variability of the process or the common-cause variation which may be modeled adopting a probabilistic approach, whereas the next one, the ambiguity in linguistic evaluations or imprecise measurements is formulated from a possibilistic point-of-view using the notion of membership function (Fernandez, 2017; Sabegh et al., 2014). This paper deals with estimating and then monitoring a fuzzy linear function which is used to represent the functional relationship of quality characteristics of a process or product and hence known as the fuzzy linear quality profile. Investigation of the relevant literature reveals a few prominent collections of studies by Moghadam et al. (2015, 2016, 2018), Noghondarian and Ghobadi (2012) and Ghobadi et al. (2014) focused on ceramic/tile industry and tourism industry, respectively. In this study, we propose two other methods for estimation of fuzzy linear profiles and then compare them with the existing approaches in Moghadam et al. (2015) and Ghobadi et al. (2014), in terms of the rate of detection of a change in process parameters. ARL criterion is used and calculated through a simulation study. In this study, we use fuzzy Hotelling’s $T^2$ control chart to monitor a fuzzy quality profile.

The structure of this paper is as follow: in the second section, some important research papers on the estimation of parameters of fuzzy linear regression and monitoring crisp and fuzzy linear profiles are studied. In the third section, fuzzy linear profiles, related assumptions, and four regression models are introduced to define fuzzy linear profiles. In the next section, the fuzzy $T^2$ statistic besides a method for testing fuzzy hypothesis are discussed. In the fifth section, a case study in tile and ceramic industry is presented. In the sixth section, a comprehensive comparison between the four applied methods is carried out based on average run length (ARL) for various out of control scenarios. Conclusions and possible future research areas are provided in the last part.

2. Literature review

With nearly two decades of precedence, the use of fuzzy sets in SPC have found remarkable applications in order to represent imprecise measurement of process or product quality characteristics or ambiguous subjective human assessments (Raz & Wang, 1990; Kanagawa et al., 1993; Franceschini & Romano, 1999; Gulbay et al., 2004; Taleb & Limam, 2002; Cheng, 2005; Wang & Yasuda, 2014; Senturk et al., 2014; Senturk & Antucheviciene, 2017). Applications involve different types of conventional control charts including Shewhart, as well as EWMA and CUSUM charts in both univariate and multivariate settings encompassing a wide range of industries from food processing and tourism to textile and electronics (Sabegh et al., 2014). Alaeddini et al. (2009) and Zarandi and Alaeddini (2010) proposed a fuzzy clustering approach for identifying the time of a step change of parameters in variable sampling control charts. On the other hand, fuzzy rule-based systems have proved useful to improve the performance of traditional control charts in recognizing unnatural or out-of-control patterns (El-Shal & Morris, 2000; Demirli & Vijayakumar, 2010; Chen & Liang, 2016). Although the idea of combining fuzzy regression and statistical control charts was brought up by researchers nearly one decade ago to deal with problems such as the tool wearing in manufacturing industries, as discussed in the next part, the issue of fuzzy profile monitoring has just been dealt with recently in only a few studies.

2.1. A literature review of fuzzy linear regression

To the best of our knowledge, only a few studies were published on fuzzy linear profile monitoring which studied fuzzy linear profile monitoring in phases I and II. In Noghondarian and Ghobadi (2012) and Ghobadi et al. (2014), both univariate and multivariate approaches were developed for monitoring fuzzy linear profiles in phase I of statistical process control. The multivariate method includes three multivariate fuzzy control charts. Moghadam et al. (2015) presents a new monitoring method for linear profiles with a fuzzy-type response in phase II, which included two multivariate fuzzy control charts known as FT and FEWMA. In Moghadam et al. (2016), FEWMA control chart is used to monitor fuzzy linear profiles in phase II. When the values of response variable are fuzzy and vague, Moghadam et al. (2018) discusses the phase I of fuzzy profile monitoring.
monitoring and proposed a maximum likelihood estimator (MLE) for the process change point. Concerning the main issue under discussion, some relevant researches on the estimation of fuzzy linear regression are reported here. In the fuzzy regression analysis, the total prediction error is known as the target for a fuzzy linear programming model. This idea was first introduced by Tanaka et al. (1982). Then, some other fuzzy models with various optimization criteria were introduced. Celmins et al. (1987) and D’Urso (2003) introduced various methods in this area of study. Table 1 summarizes some different fuzzy linear regression estimation methods.

| Variate Type (Dependent Variate-Independent Variate) | Approach | Fuzzy Number Type | Authors |
|------------------------------------------------------|----------|-------------------|---------|
| Crisp-Fuzzy                                          | Minimum Fuzzy Criterion | Triangular | Tanaka et al. (1982) |
|                                                     | Least Squares with Maximum Compatibility Criterion | Triangular | Celmins et al. (1987) |
|                                                     | LSSVM Criteria | Triangular | Hon and Hwang (2006) |
| Fuzzy-Crisp                                          | Least Squares | LR | Coppi et al. (2006) |
| Fuzzy-Fuzzy                                          | Bootstrap  | LR | Akbari et al. (2012) |

3. Simple Fuzzy Linear Profile: Parameter Estimation

In this section, four parameter estimation methods for fuzzy linear profiles are introduced. All of the methods consider crisp inputs and fuzzy outputs. In the first three methods, the parameters of model are also considered as fuzzy sets and in the last one, the parameters are supposed to be as crisp. Although, estimation methods are different, all four methods are comparable because the same crisp inputs and fuzzy outputs are presented to the methods. Among these methods, two methods were previously employed by Gohbadi et al. (2014) and Moghadam et al. (2015). We also make use of a third method developed by D’Urso (2003). The last method, which is based on LS-SVM, is a modified version of the basic idea proposed by Hong and Hwang (2006). As it was mentioned before, in all of these methods inputs are crisp and outputs are fuzzy.

3.1. The Fuzzy Linear Regression Model with Fuzzy Coefficients

3.1.1. The Least Squares Approach

We first introduce the fuzzy regression method employed by Gohbadi et al. (2014) to tackle the fuzzy linear profile monitoring problem. This parameter estimation method is primarily introduced by Tanaka (1987) and Tanaka et al. (1989). In this method, for the sake of simplicity of calculations, parameters are considered as symmetric triangular fuzzy numbers. In this method, the data are indicated by \( \{X_i, Y_i\}_{i=1}^{n} \) and the fuzzy linear regression model is considered as follows:

\[
\tilde{Y}_i = \tilde{B}_0 + \tilde{B}_1 X_i + \tilde{e}_i
\]

where, \( \tilde{Y}_i = (y_i, c_i) \), \( X_i = x_{o1}, x_{o2}, \ldots, x_n \), \( \tilde{B}_0 = (a_0, s_0) \), \( \tilde{B}_1 = (a_1, s_1) \), \( \tilde{e}_0 = (e_0, se_0) \) and \( i = 0, 1, \ldots, n \).

In this method, the least squares criterion was used for optimization as represented by the linear programming model as follows (Gohbadi et al. 2014):

\[
\begin{align*}
\min W_1 \sum_{i=1}^{n} \sum_{r=0}^{1} s_r |X_{ir}| + W_2 \sum_{i=1}^{n} (d_{iu} + d_{il}) \\
s.t.: \sum_{r=0}^{1} (a_r + (1 - \alpha) s_r) x_{ir} \geq y_i + (1 - \alpha) c_i - d_{iu} \\
\sum_{r=0}^{1} (a_r - (1 - \alpha) s_r) x_{ir} \leq y_i - (1 - \alpha) + d_{il} \\
W_1 + W_2 = 1 \\
d_{il}, d_{iu} \geq 0, \quad a_r \in IR, \ s_r \geq 0, \quad r = 0, 1, \quad i = 1, 2, \ldots, n
\end{align*}
\]

in which, \( W_i, (i = 1, 2) \), is an appropriate weight factor. The goal, in this model, is first to minimize the width of fuzzy regression coefficients. Next goal aims to achieve the maximum agreement between the \( \alpha \)-cut of the observed values and the \( \alpha \)-cut of the estimated values. For each objective, there is a weight factor, which is valued based on adjudication. Moreover, in this model:

\(^1\) Least Square Support Vector Machine
\[ d_{ia} = \text{Max} \left\{ 0, \text{Max}(\text{supp} \hat{y}_i) - \text{Max}(\text{supp} \bar{y}_i) \right\} \]  
\[ d_{il} = \text{Max} \left\{ 0, \text{Min}(\text{supp} \bar{y}_i) - \text{Min}(\text{supp} \hat{y}_i) \right\} \]  

This method can only be used for symmetric triangular fuzzy numbers.

### 3.1.2. Goal programming approach

Moghadam et al. (2015) adopted a more recent approach for estimating fuzzy linear profiles introduced by Hassanpur et al. (2009). In this method, observations are shown as \( \{X_i, \bar{y}_i\}_{i=1}^n \) and the fuzzy linear regression model is considered as follows:

\[ \bar{y}_i = \bar{B}_0 + \bar{B}_1 X_i + \bar{\epsilon}_i; \quad i = 0,1,...,n \]  

\[ \text{min} \ z = \sum_{i=1}^{n} (n_{ia} + p_{ia}) \]  
\[ \text{s.t.:} \ \sum_{r=0}^{1} (b_r x_{ir}) + n_{ia} - p_{ia} = y_i \]  
\[ b_r \in \mathbb{R}, \ r = 0,1 \]  
\[ n_{ia}, p_{ia} \geq 0, \ i = 1,2,...,n \]  

\[ \text{min} \ z = \sum_{i=1}^{n} (n_{il} + p_{il}) \]  
\[ \text{s.t.:} \ \sum_{r=0}^{1} (\alpha_r x_{ir}) + n_{il} - p_{il} = l_i \]  
\[ \alpha_r \in \mathbb{R}, \ r = 0,1 \]  
\[ n_{il}, p_{il} \geq 0, \ i = 1,2,...,n \]  

\[ \text{min} \ z = \sum_{i=1}^{n} (n_{ir} + p_{ir}) \]  
\[ \text{s.t.:} \ \sum_{r=0}^{1} (\beta_r x_{ir}) + n_{ir} - p_{ir} = r_i \]  
\[ \beta_r \in \mathbb{R}, \ r = 0,1 \]  
\[ n_{ir}, p_{ir} \geq 0, \ i = 1,2,...,n \]  

where \( p_{ia} \) and \( n_{ia} \) are respectively positive and negative deviations from the center of estimated value \( \hat{y}_i \) and response value \( \bar{y}_i \). \( p_{il} \) and \( n_{il} \) are respectively positive and negative deviations from the left spread of estimated \( \bar{y}_i \) and response value \( \bar{y}_i \). And in a similar manner, \( p_{ir} \) and \( n_{ir} \) are positive and negative deviations from the right spread of estimated \( \bar{y}_i \) and \( \bar{y}_i \), respectively.

### 3.1.3. LSSVM method

Our third method is based on a modification carried out on the basic model proposed by Hong and Hwang (2006), in such a way that our model allows to accept the crisp inputs and take fuzzy intercept and slope parameters into account. In this method, the data are shown as \( \{X_i, \bar{y}_i\}_{i=1}^n \subset T(R)^p \times T(R) \) and the fuzzy linear regression model is also described as follows:

\[ \bar{y}(X) = (\bar{B}_0, \bar{B}_1) + \bar{B}_0 = (m_{B_0}, \alpha_{B_0}, X_i) + m_{B_0} (\alpha_{B_0}, \beta_{B_0}, |X_i|) + \alpha_{B_0} (\beta_{B_0}, |X_i|) + \beta_{B_0} \]  

where:
\[ X_i = (x_{i1}, \ldots, x_{ip}), \ i = 1,2,...,n \]  
\[ \bar{y}_i = (\bar{m}_{y_i}, \alpha_{y_i}, \beta_{y_i}), \ i = 1,2,...,n \]  
\[ T(R) \rightarrow \text{Set of triangular fuzzy numbers} \]  
\[ T(R)^p \rightarrow \text{Set of a p-dimensional vector of triangular fuzzy numbers} \]
\[
\mathbf{b}_0 = (m_{R_0}, a_{R_0}, b_{R_0})
\]
\[
\mathbf{b}_i = \left( (m_{B_1}, a_{B_1}, b_{B_1}), \ldots, (m_{B_{ip}}, a_{B_{ip}}, b_{B_{ip}}) \right)
\]

To estimate fuzzy linear regression coefficients, we resort to the following linear programming model (Hong and Hwang, 2006).

\[
\min \frac{1}{2} \left( ||m_B||^2 + ||a_B||^2 + ||b_B||^2 \right) + \frac{C}{2} \sum_{k=1}^{n} \sum_{i=1}^{n} e_{ki}^2 \tag{23}
\]

\[
m_y - (m_B, X_i) - m_{b_0} = e_{1i} \tag{24}
\]
\[
(m_y - a_{y_i}) - \left( (m_B, X_i) + m_{b_0} - (a_B, X_i) - a_{b_0} \right) = e_{2i} \tag{25}
\]
\[
(m_y + \beta_{y_i}) - \left( (m_B, X_i) + m_{b_0} + (\beta_B, X_i) + \beta_{b_0} \right) = e_{3i} \tag{26}
\]

To solve this linear programming by introducing Lagrange multipliers, we construct the Lagrange function as follows:

\[
L = \frac{1}{2} \left( ||m_B||^2 + ||a_B||^2 + ||b_B||^2 \right) + \frac{C}{2} \sum_{k=1}^{n} \sum_{i=1}^{n} e_{ki}^2 - \sum_{k=1}^{n} \lambda_{k1} (e_{1i} - m_{y_i} + (m_B, X_i) + m_{b_0})
\]

\[
- \sum_{k=1}^{n} \lambda_{k2} (e_{2i} - (m_y - \alpha_{y_i}) + (m_B, X_i) + m_{b_0} - (a_B, X_i) - a_{b_0})
\]

\[
- \sum_{k=1}^{n} \lambda_{k3} (e_{3i} - (m_y + \beta_{y_i}) + (m_B, X_i) + m_{b_0} + (\beta_B, X_i) + \beta_{b_0})
\] \tag{27}

where the tuning parameter C is a positive real constant. Then, the following set of equations are utilized to optimize the Eq. (27).

\[
\frac{\partial L}{\partial m_{B_i}} = 0 \rightarrow m_{B_i} = \sum_{k=1}^{n} \sum_{i=1}^{n} \lambda_{ki} \times X_i \tag{28}
\]

\[
\frac{\partial L}{\partial a_{B_i}} = 0 \rightarrow a_{B_i} = -\sum_{i=1}^{n} \lambda_{k1} \times |X_i| \tag{29}
\]

\[
\frac{\partial L}{\partial b_{B_i}} = 0 \rightarrow b_{B_i} = \sum_{i=1}^{n} \lambda_{k2} \times |X_i| \tag{30}
\]

\[
\frac{\partial L}{\partial m_{b_0}} = 0 \rightarrow \sum_{k=1}^{n} \sum_{i=1}^{n} \lambda_{ki} = 0 \tag{31}
\]

\[
\frac{\partial L}{\partial a_{b_0}} = 0 \rightarrow \sum_{i=1}^{n} \lambda_{k2} = 0 \tag{32}
\]

\[
\frac{\partial L}{\partial b_{b_0}} = 0 \rightarrow \sum_{i=1}^{n} \lambda_{k3} = 0 \tag{33}
\]

\[
\frac{\partial L}{\partial e_{ki}} = 0 \rightarrow e_{ki} = \frac{\lambda_{ki}}{C}, k = 1, 2, 3 \tag{34}
\]

\[
\frac{\partial L}{\partial \lambda_{k1}} = 0 \rightarrow m_y - (m_B, X_i) - m_{b_0} - e_{1i} = 0 \tag{35}
\]

\[
\frac{\partial L}{\partial \lambda_{k2}} = 0 \rightarrow m_y - a_{y_i} - (m_B, X_i) - m_{b_0} + (\alpha_B, X_i) + a_{b_0} - e_{2i} = 0 \tag{36}
\]

\[
\frac{\partial L}{\partial \lambda_{k3}} = 0 \rightarrow m_y + \beta_{y_i} - (m_B, X_i) - m_{b_0} + (\beta_B, X_i) + \beta_{b_0} - e_{3i} = 0 \tag{37}
\]

The solution of this set of equations may be found via the matrix representation of the following linear equations:

\[
\begin{bmatrix}
0 & 0 & 0 & 1' & 1' & 1'
0 & 0 & 0 & 0' & 1' & 0'
0 & 0 & 0 & 0' & 0' & 1'
1 & 0 & 0 & S_{11} & S_{12} & S_{13}
1 & -1 & 0 & S_{21} & S_{22} & S_{23}
1 & 0 & 1 & S_{31} & S_{32} & S_{33}
\end{bmatrix}
\begin{bmatrix}
m_{b_0} \\
a_{b_0} \\
b_{b_0} \\
\lambda_1 \\
\lambda_2 \\
\lambda_3 \\
\end{bmatrix}
= \frac{1}{2}
\begin{bmatrix}
m_y \\
0 \\
0 \\
\end{bmatrix}
\tag{38}
\]

where \(1, 0, \lambda_1, \lambda_2, \lambda_3\) and \(S_{ij}\) are \(n \times 1\) and \(n \times n\), respectively, and defined by Eqs. (39-44).

\[
S_{11} = [(X_i, X_j)] + I/C
\tag{39}
\]

\[
S_{12} = [(X_i, X_j)]
\tag{40}
\]
the coefficients of a simple linear model as observed left spreads. In a similar manner, are the linear regression parameters for observed right spreads.

relationships of the fuzzy linear regression are defined as follows:

\[ (\text{Kang and Albin (2000) introduced a method for monitoring linear profiles in phase II using Hotelling's model is considered as follow:} \]

\[ T_2 = \frac{1}{n} \sum_{i=1}^{n} (\mathbf{Y}_i - \mathbf{Y})^T \mathbf{S}^{-1} (\mathbf{Y}_i - \mathbf{Y}) \]

where \( \mathbf{Y} \) is the observed profile, \( \mathbf{Y}_i \) are the estimated fuzzy outputs, and \( \mathbf{S} \) is the error covariance matrix. To calculate the fuzzy T\(^2\) statistic, the testing fuzzy hypothesis is considered to be as follows:

\[ T_2 = \frac{1}{n} \sum_{i=1}^{n} (\mathbf{Y}_i - \mathbf{Y})^T \mathbf{S}^{-1} (\mathbf{Y}_i - \mathbf{Y}) \]

3.2. Crisp coefficients

3.2.1. D'Urso's Method

To estimate the parameters of the fuzzy linear regression model, D'Urso (2003) adopted a weighted quadratic error minimization approach. More specifically, in this method, the data are shown as \( [X_i, Y_i] \) and the fuzzy linear regression model is considered as follows:

\[ \hat{Y}(x) = (\hat{\beta}_q, X_q) + \hat{B}_0 \]

where, \( \hat{Y}_i = (c_i, p_i, q_i) \) is the estimated fuzzy output and \( X_i \) is the independent crisp variable. In a general form, the relationships of the fuzzy linear regression are defined as follows:

\[ \mathbf{c} = \mathbf{c}^* + \mathbf{e}, \quad \mathbf{c}^* = \mathbf{X} \mathbf{b}, \quad \mathbf{p} = \mathbf{p}^* + \mathbf{l}, \quad \mathbf{p}^* = \mathbf{c}^* \mathbf{b} + \mathbf{1}d, \]

\[ \mathbf{q} = \mathbf{q}^* + \mathbf{p}^* + \mathbf{c}^* \mathbf{g} + \mathbf{1}h, \]

where, \( \mathbf{X} \) an \( n \times (k + 1) \) matrix, allows including \( k \) crisp input variables. \( \mathbf{c} \) and \( \mathbf{c}^* \) are \( n \times 1 \) vectors which are respectively assigned to estimated and observed centers. \( \mathbf{p} \) and \( \mathbf{p}^* \) are \( n \times 1 \) vectors which are respectively assigned to estimated and observed spreads. \( \mathbf{B} \) is a \( (k + 1) \times 1 \) vector that includes the coefficients of the linear fuzzy regression model. \( \mathbf{b}, d, g, h \) are the linear regression parameters for \( \mathbf{p} \) and \( \mathbf{q} \). \( \mathbf{I} \) is an \( n \times 1 \) unit vector and \( \mathbf{e}, \mathbf{l}, \mathbf{g}, \mathbf{h} \) are \( n \times 1 \) error vectors corresponding to three equations of the regression model. Regarding the aforementioned regression model, a numerical solution is sought with the aim of minimizing an objective function consisting of errors between the observed and estimated values. This model is defined as follows:

\[ \min \Delta(\mathbf{B}, \mathbf{b}, \mathbf{d}, \mathbf{g}, \mathbf{h}) = (\mathbf{c} - \mathbf{c}^*)(\mathbf{c} - \mathbf{c}^*)\pi_c + (\mathbf{p} - \mathbf{p}^*)(\mathbf{p} - \mathbf{p}^*)\pi_p + (\mathbf{q} - \mathbf{q}^*)(\mathbf{q} - \mathbf{q}^*)\pi_q, \]

where, \( \pi_c, \pi_p, \pi_q \) are positive weights indicating the relative priority of the components. In our study, \( \hat{\mathbf{B}}, \hat{\mathbf{b}}, \hat{\mathbf{d}}, \hat{\mathbf{g}}, \hat{\mathbf{h}} \) values are estimated by solving the above optimization problem using MATLAB (R2017a) software.

4. monitoring fuzzy linear profiles in phase II

After estimating the parameters of the profile and identifying the baseline model of the process, we can evaluate the performance of the process to distinguish process status. In this section, in order to monitor the fuzzy parameters of the linear profile, the fuzzy T\(^2\) statistic is developed on the basis of the fuzzy extension principle. Then, the testing fuzzy hypothesis is introduced to characterize the process status (in-control and out of control) by determining the standardized distance between the sample profile and estimated process means.

4.1. Fuzzy T\(^2\) statistics

Kang and Albin (2000) introduced a method for monitoring linear profiles in phase II using Hotelling’s T\(^2\) statistic. Consider the coefficients of a simple linear model as \( (A_0, A_1)^T \), and let \( \Sigma = \begin{bmatrix} \sigma_1^2 & \sigma_{12} \\ \sigma_{12} & \sigma_2^2 \end{bmatrix} \) represent the error covariance matrix. T\(^2\) Statistic is defined as follows:

\[ T_2 = (\mathbf{Z}_i - \mathbf{\mu})^T \Sigma^{-1} (\mathbf{Z}_i - \mathbf{\mu}) \]

where in the above equation, \( \mathbf{Z}_i = (a_{0i}, a_{1i})^T \) is which is obtained from the sample data. Now, suppose that \( \hat{\mathbf{Z}}_i = (\hat{a}_{0i}, \hat{a}_{1i})^T \) and \( \bar{\mathbf{Z}} = (\bar{A}_0, \bar{A}_1)^T \) represent estimated fuzzy values and the real value of the profile parameters. Moreover, the elements of \( \Sigma \) include variances and covariance of \( a_{0i} \) and \( a_{1i} \). It is assumed that these elements are given or are estimated from phase I using in-control process observations. Based on Viertal (2011) and Korner and Nather (1998), these values can be assumed as crisp numerical values. Then, \( FT_2 \) statistic is calculated as follows:
\[ FTT_i^2 = \frac{1}{\sigma_{a_{0i}}} (\bar{a}_{0i} - \bar{A}_0)^2 + \frac{1}{\sigma_{\bar{a}_{1i}}} (\bar{a}_{1i} - \bar{A}_1)^2, \]  
(52)

where \( \sigma_{a_{0i}} \) and \( \sigma_{\bar{a}_{1i}} \) are calculated from below definition.

**Definition** Based on Viertl (2011) and Korner and Nather (1998), for a random sample of LR fuzzy numbers, \( \bar{X}_0, \bar{X}_1, \ldots, \bar{X}_n \) where \( \bar{X}_i = (x_i, \alpha_i, \beta_i) \), \( \sigma_{\bar{a}_{0i}} \), we have,

\[ S_{\bar{a}_{0i}}^2 = S_{\bar{a}_{1i}}^2 + \frac{1}{2}(S_{\alpha_{0i}}^2 + S_{\beta_{0i}}^2) + \frac{1}{2}(S_{\alpha_{1i}} - S_{\beta_{1i}}). \]  
(53)

Moghadam et al. (2015) introduced the \( \alpha - cut \) of \( FTT_i^2 \) statistics as follows:

\[ C_\alpha(FTT_i^2) = \left[ FT_{T_i}^{2L}(\alpha), \alpha \right. \left. \leq \alpha \right] \]  
(54)

### 4.2. Fuzzy hypothesis testing for evaluation of process status

A control chart based on the \( FTT_i^2 \) statistic is used to repeatedly carry out the following fuzzy hypothesis testing:

\[
\begin{align*}
H_0: \bar{A}_0 &= \bar{a}_0 & H_0: \bar{A}_1 &= \bar{a}_1 \\
H_1: \bar{A}_0 \neq \bar{a}_0 & , & H_1: \bar{A}_1 \neq \bar{a}_1
\end{align*}
\]  
(55)

Taheri and Arefi (2009) introduced a method for testing fuzzy hypothesis consisting of four steps:

1) Calculation of the area below the fuzzy test statistic (\( A_T \)).
2) \( A_T \), the region under the test statistic \( FTT_i^2 \) but to the right of the vertical line through UCL of the \( FTT_i^2 \) control chart.
3) The value of \( \varphi \in (0,1] \) is chosen as the level of validity, which we consider to be 0.5.
4) If \( \frac{A_T}{A_T} \geq \varphi \), then the fuzzy zero assumption is rejected. In other words, the point is out of control.

### 5. A Real-World Example

In this section, a case study including 30 samples of the ceramic and tile industry, presented in Moghadam et al. (2015) is used to show how the proposed methods of monitoring the fuzzy linear profiles can be used and compared in practice. For this study, the specific form of the profile is given as follows:

\[ y(t) = \alpha e^{-bt} \]  
(56)

where \( y(t) \) is the dependent variable, \( \alpha \) and, \( b \) are the parameters and \( t \) is the independent variable of the profile. To convert the above nonlinear equation into the linear form, the logarithm transformation leads to Eq. (57).

\[ \tilde{y}(t) = \ln(y) = \ln(\alpha) - bt = \tilde{c} - \tilde{b}t \]  
(57)

We analyzed the data of this case study with the methods under investigation to compare the performance of the methods in practice. This case study cannot be used for the least squares approach of Ghobadi et al. (2014) due to the fact that fuzzy numbers are asymmetric. First, Table 2 shows the values for the goal programming and LSSVM methods. These are specific values of \( FTT_i^2 \) statistics where the area given by the membership function is halved. Finally, the values of \( T_i^2 \) statistic for D’Urso’s method are given for each sample.
### Table 2
Result of the case study for methods

| row | LSSVM | Goal programming | D’Urso |
|-----|-------|------------------|--------|
| 1   | 0.413 | 0.123            | 0.126  |
| 2   | 0.432 | 0.207            | 0.305  |
| 3   | 0.451 | 0.123            | 0.126  |
| 4   | 0.413 | 0.123            | 0.345  |
| 5   | 0.449 | 0.111            | 0.085  |
| 6   | 0.623 | 0.189            | 0.532  |
| 7   | 0.623 | 0.189            | 0.532  |
| 8   | 0.463 | 0.207            | 0.430  |
| 9   | 0.389 | 0.386            | 0.148  |
| 10  | 0.413 | 0.123            | 0.126  |
| 11  | 0.448 | 0.144            | 0.194  |
| 12  | 0.434 | 0.255            | 0.160  |
| 13  | 0.427 | 0.111            | 0.001  |
| 14  | 0.403 | 0.207            | 0.182  |
| 15  | 0.380 | 0.069            | 0.029  |
| 16  | 0.914 | 0.399            | 2.592  |
| 17  | 0.995 | 0.440            | 2.683  |
| 18  | 0.877 | 0.321            | 2.574  |
| 19  | 0.877 | 0.321            | 2.574  |
| 20  | 0.924 | 0.399            | 2.783  |
| 21  | 0.883 | 0.373            | 2.788  |
| 22  | 1.301 | 0.637            | 4.704  |
| 23  | 0.924 | 0.399            | 2.783  |
| 24  | 1.301 | 0.637            | 4.704  |
| 25  | 0.792 | 0.326            | 2.093  |
| 26  | 1.101 | 0.494            | 3.961  |
| 27  | 0.868 | 0.351            | 2.365  |
| 28  | 0.726 | 0.268            | 2.141  |
| 29  | 1.113 | 0.494            | 4.139  |
| 30  | 1.113 | 0.494            | 4.139  |

Fig. 2 shows the performance of all methods. Considering a step shift occurred in the process starting from point 16, as shown by Fig. 2, the D’Urso’s method indicates superior performance in detecting the persistent process change compared with LSSVM and goal programming approaches.

### 6. Evaluation and comparison study

In general, the effectiveness of monitoring methods in phase II of SPC is evaluated by the sensitivity of the method with regard to the changes in the process parameters represented usually as a multiple of the process standard deviation. Thus, the performance of the methods is examined in a simulation study by exerting changes in process parameters and calculating detectability of the corresponding control chart. In our numerical example, the given form of the following fuzzy linear regression is considered as follows:

$$\hat{Y}_i = \bar{a} + \bar{b}X_i$$  \hspace{1cm} (58)

where, coefficients are known and specified as $\bar{a} = (20,0.2)$, $\bar{b} = (2,0.2)$ and $X_i = \{6,7, ..., 14\}$. We added the random value of the error ($\bar{e}_i$) in order to estimate the equation above:

$$\hat{Y}_i = \bar{a} + \bar{b}X_i + \bar{e}_i$$  \hspace{1cm} (59)
in which, \( \tilde{e}_t = (e_t, s_{e_t}) \). In this section, the performance of the corresponding control charts is compared using the average run length (ARL) criterion which shows the average number of points on the control chart until an out-of-control signal appears.

The method of generating random data needed for our simulation study is as follows. This is the generalized method of the Su et al. (2013) method for this study. As mentioned, the linear profile model under consideration is \( \tilde{Y}_t = \tilde{a} + \tilde{b}X_t + \tilde{e}_t \), where fixed values of 6, 7, … , 14 are used for \( X \). Fuzzy parameters are quantified as \( \tilde{a} = (20, 0.2), \tilde{b} = (2, 0.2) \) and finally, \( \tilde{e}_t = (e_t, s_{e_t}) \) as the random error term is assumed to follow a standard normal distribution with \( s_{e_t} \) which is uniformly distributed over the interval \([0, 2]\). 10000 Simulation runs are considered in order to fix the upper limit of the control chart for the \( \tilde{F}T_i^2 \) control statistic. Then, for each shift in intercept and slope coefficients, the ARL and standard deviation of run length (SDRL) are calculated for the methods introduced in section 5.

6.1. Shift in model intercept

Table 3 shows the simulation results for out of control conditions produced through step shifts of the intercept parameter. For each method, the amount of ARL and SDRL are given considering various shift sizes. Fig. 3 indicates that D’Urso’s approach exhibits a much better performance in detecting of the intercept compared with the rest of the methods.

6.2. Shift in model slope

Table 4 shows the simulation results with regard to the various shifts produced by changing the slope coefficient. For each method, the values of ARL and SDRL are given. Fig. 4 shows that the D’Urso’s approach has a much better performance in detecting shifts created in the slope than LSSVM, goal programming, and least square methods.
Table 3
ARL and SDRL under shifts in model intercept

| shift | Goal programming | Least square | LSSVM | D'Urso |
|-------|------------------|--------------|-------|--------|
|       | ARL              | SDRL         | ARL   | SDRL   |
| 0     | 363              | 369          | 351   | 398    |
| 0.5   | 309              | 284          | 276   | 254    |
| 1     | 187              | 177          | 109   | 154    |
| 1.5   | 160              | 187          | 60.4  | 125    |
| 2     | 123              | 153          | 32.8  | 65.3   |
| 2.5   | 63.8             | 52.3         | 17.4  | 28.1   |
| 3     | 29.8             | 23.6         | 13.3  | 15.8   |
| 3.5   | 22.9             | 28.2         | 8.2   | 13.9   |
| 4     | 13.9             | 11.2         | 4.8   | 9.1    |
| 4.5   | 13.2             | 11.1         | 3.6   | 7.5    |
| 5     | 7.7              | 5.8          | 2.6   | 5.8    |
| 5.5   | 6.8              | 5.8          | 1.6   | 3.4    |
| 6     | 4.6              | 3.4          | 0.8   | 2.6    |
| 6.5   | 2.9              | 2.6          | 0.9   | 0.8    |
| 7     | 1.6              | 1.1          | 1.0   | 0.3    |
| 7.5   | 1.8              | 1.0          | 0.6   | 0      |
| 8     | 1.4              | 0            | 0     | 0      |
| 8.5   | 1.1              | 0            | 0     | 0      |
| 9     | 1                | 0            | 0     | 0      |
| 9.5   | 1                | 0            | 0     | 0      |
| 10    | 1                | 0            | 0     | 0      |

Table 4
ARL and SDRL under shifts in model slope

| shift | Goal programing | Least square | LSSVM | D'Urso |
|-------|------------------|--------------|-------|--------|
|       | ARL              | SDRL         | ARL   | SDRL   |
| 0     | 455              | 460          | 466   | 457    |
| 0.1   | 249              | 171          | 194   | 21.6   |
| 0.2   | 109.3            | 98.24        | 52.8  | 1.1    |
| 0.3   | 35.45            | 48.17        | 16.25 | 1     |
| 0.4   | 13.4             | 19.49        | 16  | 1     |
| 0.5   | 6.8              | 5.45         | 2.9  | 1     |
| 0.6   | 3.5              | 2.95         | 1.35 | 1     |
| 0.7   | 2.05             | 1.43         | 1.1  | 1     |
| 0.8   | 1.15             | 0.37         | 1    | 1     |
| 0.9   | 1                | 0            | 1    | 1     |
| 1     | 1                | 1            | 1    | 1     |
7. Conclusions

In this study, the performances of four methods for monitoring fuzzy linear profile in Phase II were discussed and compared. Least square estimation and goal programming are the main two approaches employed in previous research studies in the field of monitoring fuzzy quality linear profiles. In particular, we have developed a new method on the basis of LSSVM for monitoring fuzzy linear profiles and as the last approach, a method introduced by D’Urso has been utilized for the estimation of fuzzy linear profiles. A dataset from a real-world case study in the tile and ceramic industry was investigated to compare the performance of the methods. This comparison has shown that the D’Urso approach possesses a better performance than the LSSVM and the goal programming methods. The simulation study has shown that the D’Urso approach has a much better performance in detecting out-of-control process shifts than other methods and the LSSVM approach is also superior to the least square and goal programming methods.

To extend the present study, all these methods can be investigated in phase I of statistical process control and compared with each other. Moreover, the profile of interest can be chosen among other popular types such as multiple linear, multivariate or nonlinear profiles.
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