Dicke Phase Transition in a Disordered Emitter-Graphene Plasmon System
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We study the Dicke phase transition in a disordered system of emitters coupled to the plasmonic modes of a graphene monolayer. This system has unique properties associated with the tunable, dissipative and broadband character of the graphene surface plasmons, as well as the disorder due to the random spatial distribution and the inhomogeneous line-width broadening of the emitters. We apply the Keldysh functional-integral approach, and identify a normal phase, a superradiant phase and a spin-glass phase of the system. The conditions for these phases and their experimental signatures are discussed.

The Dicke model [1], which describes the collective coupling between an ensemble of emitters and a radiation field, implies a superradiant (SR) phase [2,3] characterized by a non-zero electromagnetic field excitation and a collective atomic polarization [4]. The validity of the theory predicting the SR phase, especially the proper treatment of $A^2$ [5] and $P^2$ terms [6], has been questioned, but has been recently clarified [7–11], and the SR phase has now been observed experimentally in cold atom systems [12–15] where an effective Dicke model is constructed via cavity-assisted Raman transitions [13]. The Dicke model and its phase transitions have also been extended to scenarios with multi-mode cavities [16–22], cavity losses [23–25] and time-dependent couplings [26, 27], as well as other systems like superconducting circuits [27, 28], Dicke lattice models [29], etc. These proposals display the richness of phenomena associated with the collective and superradiant light-matter interaction and stimulate studies of the relation between critical behavior and quantum entanglement [30], quantum chaos [31] and non-equilibrium dynamics [32] in a variety of different physical systems.

In this Letter, we investigate the possibility of observing the Dicke SR phase transition within a system of emitters coupled to surface plasmons (SP). The SP are evanescent electromagnetic modes confined near conductor-dielectric interfaces [33, 34]. Their compressed mode volumes enable strong near-field light-emitter couplings [33, 34], which make quantum plasmonics a promising platform for quantum optical effects [35, 36]. Recent developments of two-dimensional plasmonic materials [37] and, particularly, graphene [38], which can be tuned by means of a gate potential [39, 40], motivate us to study the Dicke phase transition in systems with graphene SP, cf. Fig. 1.

The extension of the Dicke model to quantum plasmonics must take into account the broadband SP spectral density [41, 42] and the intrinsic Ohmic losses in the graphene. Thus, the quantization of SP is more technical than that of optical cavity modes [44, 48]. Moreover, the fact that the graphene SP wavelengths are shorter than those of free photons by two orders of magnitudes [39], and could be much shorter than the spatial extent of the emitter ensemble, makes it impossible to associate a uniform emitter-field coupling strength as commonly used in the Dicke model. Finally, emitters such as the rare-earth ions doped in crystal, have randomly distributed positions and inhomogeneously broadened transition frequencies. The intrinsic dissipation and disorder will seriously affect the collective coupling to the SP modes and hence the conditions for the SR phase transition, and allow the presence of a quantum spin-glass phase [49].

Theory—To describe the disordered emitter-graphene system illustrated in Fig. 1 we shall establish a Keldysh functional-integral approach, which takes the field losses due to the medium into account [44].

A bosonic field $\mathbf{f}(\mathbf{r}, \tilde{\omega})$, with three Cartesian components ($f_a$), position $\mathbf{r}$, and frequency $\tilde{\omega}$, can be defined with the commutators $[f_a(\mathbf{r}_1, \tilde{\omega}_1), f_b(\mathbf{r}_2, \tilde{\omega}_2)] = \delta_{ab} \delta(\mathbf{r}_1 - \mathbf{r}_2) \delta(\tilde{\omega}_1 - \tilde{\omega}_2)$, $[f_a, f_b] = 0$ and $[f_a, f_b] = 0$, such that the quantized electric field can be written as [40, 48]:

$$
\mathbf{E}(\mathbf{r}) = i \mu_0 \sqrt{\frac{\hbar c}{\pi}} \int_0^\infty d\tilde{\omega} \int d^3\mathbf{r}' \times \tilde{\omega}^2 \sqrt{\frac{\mu_0}{\hbar}} \frac{\mathbf{G}(\mathbf{r}, \mathbf{r}', \tilde{\omega})}{\mathbf{G}(\mathbf{r}, \mathbf{r}', \tilde{\omega})} \cdot \mathbf{f}(\mathbf{r}', \tilde{\omega}) + h.c.,
$$

Figure 1. Emitter-graphene system. An ensemble of $N$ emitters with spontaneous emission rate $\gamma_0$ and transition frequency inhomogeneously broadened by $\Delta$ around a central transition frequency $\tilde{\omega}_i$, is distributed in a layer with horizontal dimension $L$ at height $z$. The Fermi energy $E_f$ of the graphene electrons can be tuned by gate doping.
where $G(r, r', \omega)$ is the dyadic Green’s tensor, $\mu_0$ and $\epsilon_0$ are the vacuum susceptibility and permittivity, $\Im$ stands for the imaginary part of the relative permittivity, and $\hbar c$ is short for ‘Hermitian conjugate’. Equation (11) resembles the particular solution to Maxwell’s equations associated with a quantized current source $\dot{\mathbf{F}}(r', \omega)$. The Hamiltonian of the system studied by us can be written as

$$H = H_0 + \sum_{i=1}^{N} \left[ 1\left( \frac{1}{2} \hbar \omega_{i,z} \sigma_i^z - \sigma_i^z \mathbf{d}_i \cdot \mathbf{E}(r_i) \right) \right], \quad (2)$$

where $H_0 = \int d^3 r' \int_0^\infty d\omega \hbar \omega f^\dagger(r', \omega) f(r', \omega)$ is the free field Hamiltonian, $\omega_{i,z}$, $\mathbf{d}_i$ and $r_i$ are the transition frequency, dipole and position of the $i$th emitter. We model the emitters as two-level systems with Pauli operators $\sigma_i^+$ and $\sigma_i^-$. Notice that here the rotating-wave approximation is not used.

The Hamiltonian in the form of Eq. (2) has been widely used in the literature, and should be interpreted within the multipolar gauge and the term $\mathbf{E}(r_i)$ of Eq. (2) should be understood as $\frac{2}{\pi \hbar c} \mathbf{D}(r_i)$, where $\mathbf{D}(r_i)$ is the displacement field. Equation (2) further assumes that the distance between any two emitters is larger than the size of the atoms, since, otherwise, a residual instantaneous interatomic potential must be included in the treatment. Notice that the experimental observations of the SR phase transitions are based on effective Dicke models employing Raman processes. Our theory can be generalized straightforwardly to the quantum plasmonic version of these models.

The Keldysh functional-integral approach is convenient for the analysis of open system non-equilibrium dynamics in disordered systems. To apply it, the Pauli operators representing the two-level emitters are replaced by a real bosonic variable $\phi_i(t)$ restricted to have unit length, i.e., $\phi_i^2(t) = 1$:

$$\sigma_i^+(t) \rightarrow \phi_i(t), \quad \sigma_i^-(t) \rightarrow \frac{2}{\omega_{i,z}} (\partial_t \phi_i)^2 - 1. \quad (3)$$

This mapping originates from the correspondence between the energy gap of quantum models and the correlation length along the ‘time’ direction of their classical counterparts, and works well for phase transitions, see Refs. [51] [54] for further details. The Keldysh action of the free emitters derived from Eq. (2) is then expressed as

$$S_c = -\sum_{i=1}^{N} \int_{-\infty}^{\infty} dt \left[ \frac{1}{\omega_{i,z}} (\partial_t \phi_i) \right]^2 + \lambda_{i,a}(t) \left( \phi_{i,a}^2(t) - 1 \right), \quad (4)$$

where $\lambda_{i,a}$ is the Lagrange multiplier introduced for the restriction $\phi_{i,a}^2 = 1$, and the variables labelled by $a = \pm$ are defined along the time-integral contours $C_a = \pm \infty \rightarrow \pm \infty$ (for steady states, we do not need to specify initial states).

In the Keldysh functional integral approach, we can formally integrate out the degrees of freedom of $\mathbf{f}(r, \omega)$ and get the Keldysh action for the emitter-emitter coupling mediated by them:

$$S_{ee} = \sum_{i,j=1}^{N} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \sum_{\lambda} \langle \phi_{i,c} \phi_{i,a} \rangle \left( \begin{array}{cc} 0 & h_{ij}^\dagger(\omega) \frac{2i}{\Im h_{ij}(\omega)} \end{array} \right) \langle \phi_{j,c} \phi_{j,a} \rangle \omega, \quad (5)$$

where the $\omega$-dependent coupling strength is

$$h_{ij} = \frac{\omega^2}{2\hbar \epsilon_0 c^2} \mathbf{d}_i \cdot \mathbf{G}(r_i, r_j, \omega) \cdot \mathbf{d}_j. \quad (6)$$

Note that we have passed to the Fourier domain with frequency variable $\omega$, and have transformed to the so-called ‘classical’ (‘quantum’) fields $\phi_{i,c}(q)$ by the Keldysh rotation $\phi_{i,c}(q) = \left( \phi_{i,+} + (-) \phi_{i,-} \right) / \sqrt{2}$. The corresponding transformation of the Lagrange multipliers $\lambda_{i,c}(q)$ is

$$\lambda_{i,c}(q) = \lambda_{i,+} + (-) \lambda_{i,-}.$$

Spatial Disorder-To treat the disorder in the emitter system, we follow the strategy of random-bond models widely used in the studies of spin-glasses. That is, the real and imaginary parts of the coupling strength, $\{\Re h_{ij}(\omega), \Im h_{ij}(\omega)\}_{i \neq j}$, which are functionals of the emitter positions and dipoles, are viewed as random variables following a multi-component Gaussian distribution (neglecting higher order moments) with the mean and the covariance given by

$$\bar{\mu}_{(2)}(\omega) = \int d^3 r_a d^3 r_b p(r_a, r_b) \Re h_{ab}(\omega), \quad (7a)$$

$$\bar{\mu}'(\omega, \omega') = \int d^3 r_a d^3 r_b p(r_a, r_b) \times \left( \begin{array}{cc} \Re h_{ab}(\omega) \Re h_{ab}(\omega') & \Re h_{ab}(\omega) \Im h_{ab}(\omega') \\ \Im h_{ab}(\omega) \Re h_{ab}(\omega') & \Im h_{ab}(\omega) \Im h_{ab}(\omega') \end{array} \right), \quad (7b)$$

where $p(r_a, r_b)$ denotes the probability distribution of the positions of two emitters (the average over $\{\mathbf{d}_i\}$ is implicitly assumed), and ‘$\Re$’ denotes the difference with respect to the mean value of the real and imaginary parts of $\bar{\mu}_{(2)}(\omega)$. For the emitter-graphene system to be investigated later, the individual terms $\bar{\mu}_{ii}(\omega)$ are identical for all $i$, since they are determined only by the height $z$ of the emitter layer over the graphene. We shall denote their values as $\bar{\mu}_{(1)}(\omega)$.

Inhomogeneous Broadening-Emitters such as rare-earth ions doped in crystals experience inhomogeneous broadening of their transition spectrum, cf. Fig. 1. To take this into account, the conventional method is to divide the ensemble into groups of emitters with same transition frequency, and get the Gaussian distribution centered at $\omega$ with standard deviation $\Delta$. Thus, the broadening can be treated statistically and contributes a new term to the Keldysh
action of the system

\[ S^{(b)} = \frac{iN^2}{2\omega^2} \sum_{i=1}^{N} \left( \int d\omega \omega^2 \phi_{i,c}(-\omega) \phi_{i,q}(\omega) \right)^2. \]

In Ref. 58 we show that the main effect of \( S^{(b)} \) is to shift the covariance \( M(\omega, \omega') \) defined in Eq. \( (7b) \) by terms that scale as \( (\Delta E)^2 \) and are negligible for a large \( N \).

Order Parameters-To distinguish the different phases of the system, we introduce the following order parameters 22–24, 53, 54, 57:

\[ Q_{\alpha\beta}(\omega, \omega') = -i \frac{1}{N} \sum_{i=1}^{N} \langle \phi_{i,\alpha}(\omega) \phi_{i,\beta}(\omega') \rangle, \]

where \( \alpha, \beta \in \{ c, q \} \). \( Q_{cc}, Q_{qc} \) and \( Q_{cc} \) are the retarded, advanced and Keldysh Green’s functions of the emitters 22, respectively. \( \psi \) is the average polarization of the emitters. For the steady state, we substitute the ansatz that \( \psi_{\alpha}(\omega) = 2\pi \delta(\omega) \psi_{\alpha} \), \( \lambda_{i,\alpha}(\omega) = 2\pi \delta(\omega) \lambda_{i,\alpha} \), \( Q_{\alpha\beta}(\omega, \omega') = 2\pi \delta(\omega + \omega') Q_{\alpha\beta}(\omega) \) and introduce the Edward-Anderson order parameter \( q_{E_A} \) 22–24, 49, 52, 57 to pin down the spin-glass phase:

\[ Q_{cc}(\omega) = Q_{cc}^{ret}(\omega) - i2\pi q_{E_A} \delta(\omega), \]

where ‘reg’ labels the regular part. In the time domain, we have \( q_{E_A} \propto \lim_{t \to \infty} \frac{1}{N} \sum_{i}(\sigma_i^c(t)\sigma_i^c(0)) \). Thus a finite \( q_{E_A} \) implies an infinite correlation time of the individual emitter dipoles.

The steady state of the system and the values of the order parameters are determined by the saddle-point equations of the Keldysh action 56. This leads to the identification of three different phases: the superradiant (SR) phase with \( (q_{E_A} \neq 0, \psi_c \neq 0) \), the spin-glass (SG) phase with \( (q_{E_A} \neq 0, \psi_c = 0) \), and the normal phase with \( (q_{E_A} = 0, \psi_c = 0) \).

**Results**- We model the system depicted in Fig. 1 as a layer of \( N \) emitters positioned at a distance \( z \) over the graphene monolayer. The emitter dipoles \( \{d_i\} \) are aligned to be perpendicular to the graphene layer and their magnitudes are quantified by the spontaneous emission rate \( \gamma_0 \). The graphene is modeled as a two dimensional surface with conductivity \( \sigma(E_f, \tau, \omega) \) 59 given in the local random phase approximation 38, where \( E_f \) is the Fermi energy tunable by gate doping and \( \tau \) is the relaxation time accounting for the electron-phonon scattering (we use \( \tau = 10^{-13}s \) 59). The in-plane positions of the emitters are assumed to follow independent Gaussian distributions with width \( L \). Our results thus depend on the set of parameters \( N, L, z, E_f, \omega_z, \gamma_0, \Delta \). To focus on the phase transitions associated with the plasmonic evanescent modes, we shall omit the weak coupling to the propagating modes 3 10 in the following. This is done by replacing the total dyadic Green’s function by its ‘scattering’ part which contains the information of the graphene SP 50.

Fig. 2(a) shows the location of the phase transitions as a function of the ensemble size and number of emitters. It demonstrates that the SR phase favors higher emitter densities. We also find that the phase diagram changes only little due to inhomogeneous broadening: For \( z = 20 \) nm and \( N = 100 \) the Normal-SG phase boundary shifts \( L \) downward by only about 60 nm for a broadening as large as \( \Delta = 0.1 \) eV (here and throughout, \( \hbar = 1 \)).

Although smaller \( z \) implies stronger emitter-graphene SP couplings, Fig. 2(a) shows that when the emitters are moved from the \( z = 40 \) nm to \( z = 20 \) nm distance to the graphene, the Normal-SG phases and SG-SR phase boundaries shift downward, i.e., they occur for higher emitter densities. When \( z \) is decreased, there is a complicated interplay between the enhanced SP-induced energy shift, see Fig. 2(b), leading to the Dicke SR phase, and the increased damping of the emitters, due to the same coupling, see Fig. 2(c). The competition between these effects is the main cause for the shift in the phase transition boundaries. We note, however, for extremely small \( z \), emitter-graphene bound states may form 61–64 so that different behavior, including polarization of the emitters, should be expected.

One may try to understand the SR phase of our system by comparing it with the Dicke model of a single cavity mode, where the effective emitter-emitter cou-
coupling Hamiltonian is given by \( H_{\text{eff}} = -\sum_{i,j} J \sigma_i^z \cdot \sigma_j^z \), \( J = g^2 \omega_z / (\omega_z^2 - \omega^2) \) [21], and the SR phase is reached when \( g^2 N > \omega_z \omega_c / 4 \). In our model, \( \mathcal{R} \mathcal{H}_{ij}(\omega) \) plays the role of \( J \) and the mean \( \mathcal{R} \mathcal{H}(\omega) \) does not meet the equivalent SR criterion. However, smaller size sub-ensembles of emitters might experience strong enough mutual coupling. This fact is indicated by the large fluctuations of \( \mathcal{R} \mathcal{H}_{ij}(\omega) \) resulting from the disorders, which are shown in Fig. 1(f) (e-f) of Ref. 50. Such sub-ensembles would contribute significantly to the averaged polarization \( \psi_c \) of the system of emitters and lead to the SR phase. To properly account for the role of such sub-ensembles, a more refined description than the current mean-field approach will be required. A similar, so far unnoticed, relaxation of the SR criterion on the average coupling strength occurs for the Dicke model with a multi-mode cavity [21].

In the following we discuss the effect of tuning the Fermi energy \( E_f \), a possibility unique to graphene. The SG-SR phase boundary is insensitive to \( E_f \) [54]. A higher \( E_f \), however, leads to stronger graphene SP-induced emitter-emitter coupling [19, 41] and facilitates the Normal-SG phase transition as shown in the phase diagram of Fig. 2(d). It also shows a triple point and the Normal-SR phase boundary which are absent in Fig. 2(a). However, there is also a subtle SR→Normal→SR transition with an increasing \( E_f \).

To understand it, we borrow ideas from the studies of spin-boson models [41] [43], which suggest that the following three quantities might be pertinent: the emitter spectral response yield from the emitter linear susceptibility, \( A^{SR}(\omega) = -23Q \sigma_c \); the spectral density \( \mathcal{F}(\omega) \) and the ‘many spin’ extension of the spectral density, \( \mathcal{F}_{(2)}(\omega) \). The spectral density is the central concept of models where a single spin couples to a continuum of bosons [11]. We note that only \( A^{SR}(\omega) \) depends on \( \gamma_0 / \omega_z^3 \) while \( \mathcal{F}(\omega) \) and \( \mathcal{F}_{(2)}(\omega) \) depend on the magnitude of the emitter dipoles quantified by \( \gamma_0 / \omega_z^3 \).

To look closer at the Normal-SR transition, we depict an \( E_f - \omega_z \) phase diagram in Fig. 3 for different values of \( \gamma_0 / \omega_z^3 \). The frequency dependence of \( A^{SR}, \mathcal{F}(\omega) \) and \( \mathcal{F}_{(2)}(\omega) \) are shown in Fig. 3 for the four different Fermi energies \( E_f = 0.1, 0.032, 0.004, 0.001 \text{eV} \). There are gaps between the positions of the peaks of \( \mathcal{F}(\omega) \) and those of \( \mathcal{F}_{(2)}(\omega) \), because the ‘short-range’ modes, important for self-interaction term \( \mathcal{F}(\omega) \), cannot propagate far enough to affect the averaged emitter-emitter coupling. Changing \( E_f \) shifts the peaks of \( A^{SR}, \mathcal{F}(\omega) \) and \( \mathcal{F}_{(2)}(\omega) \), and we observe a closer overlap of \( A^{SR}(\omega) \) with \( \mathcal{F}(\omega) \), reflecting the influence of the SP-induced atomic decay, when the system is closer to the regime of the Normal phase. For the number of emitters \( N \) applied here, \( \mathcal{F}(\omega) \) and \( -N \mathcal{F}_{(2)}(\omega) \) are comparable and suggest that the subtle \( E_f \)-dependence of the phase transition observed in Fig. 2(d) and Fig. 3 is a finite-N effect relevant to the graphene SP-induced emitter decay.

Additionally, the peaks of \( A^{SR} \) and \( \mathcal{F}(\omega) \) shown in Fig. 3 generally occur far from the emitter resonance \( \omega_z \). This indicates that the influence of the inhomogeneous broadening, which scales as \((\Delta \omega \omega_z^2)^2\), is small. Moreover, their marked frequency dependence invalidates the Markov approximation, which would replace \( \mathcal{F}(\omega) \) by a constant taken at the atomic transition energy [63] [65]. Indeed, our formalism considers the full spectral dependencies and does not apply the Markov approximation.

Summary and Outlook- To summarize, applying the Keldysh functional-integral approach, we have studied the Dicke phase transitions between the superradiance phase, spin-glass phase and the normal phase in a disordered emitter-graphene surface plasmon system. Our formalism is a generalization of the spin-boson model [41] to the many-spin system and is valid for general plasmonic systems. The variety of nanoscale plasmonic systems, and especially 2D materials like the graphene monolayer, constitute excellent platforms to test the fundamental collective phenomena of the Dicke model, and its effects in quantum optics, non-equilibrium dynamics of driven dissipative system, and condensed matter physics.

The superradiant phase is characterized by the emitter polarization. The spin-glass phase behaves differently from the superradiant phase at the low frequency regime of the emitter spectral response \(-23Q \sigma_c (\omega) \) [22] [24]. Thus they may be distinguished by observing their radio-frequency spectral response [67] [68]. Here we considered only the plasmonic evanescent modes, and disregarded weakly coupled optical scattering modes from the analysis. By employing an optical cavity, it may be possible to observe a hybrid coupling of the emitters to both surface plasmons and a cavity mode, and to use the cav-
ity response and transmission spectrum, as a signature of the surface plasmon Dicke phase transition [18, 23].
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I. SUPPLEMENTAL MATERIAL

In this supplemental material, we shall present details of our derivations of the Dicke phase transitions based on the Keldysh functional-integral approach. The Keldysh action of a system with Hamiltonian $H$ and Lindblad dissipation operator $\{L_\alpha\}$ is formulated, by representing the dynamical variables by $\psi$, according to [22]

\[
S = \int dt \left[ \psi^\dagger_+ i \partial_t \psi_+ - \psi_+ i \partial_t \psi - (H_+ - H_-) - i \sum_\alpha \gamma_\alpha (L_\alpha + L_\alpha^\dagger - \frac{1}{2} L_\alpha^\dagger L_\alpha + \frac{1}{2} L_\alpha^\dagger L_\alpha) \right].
\]  

(I.11)

We employ two sets of bosonic variables, $\phi_i$ for the emitters and $f(r', \omega)$ for the electromagnetic environment.

This Supplemental Material includes the following contents:

1A. The Keldysh action of the free emitters;

1B. The Keldysh action of the SP field, emitter-field coupling, and effective emitter-emitter coupling mediated by the graphene SP field;

1C. Averaging over the disorders;

1D. Determining the phases by the saddle point equations;

1E. The treatment of inhomogeneous broadening;

1F. Some notes about the calculation of the emitter-graphene surface plasmons system, including curves of the averaged coupling strength and the covariance matrix elements.

A. Action of the Free Emitters

The Keldysh action for the free emitters is given as Eq. (I.11) in the main text and is derived from Eq. (I.11) with the mapping

\[
\sigma^\dagger(t) \rightarrow \phi_i(t), \quad \sigma^\dagger(t) \rightarrow \frac{2}{\omega_0^2} (\partial_t \phi_i)^2 - 1. \quad \text{(I.12)}
\]

where we have omitted the effect of inhomogeneous broadening. Discussion on that is deferred to Sec. 1E.

Then we substitute $\phi_i(t)$ into Eq. (I.11). Since $\phi_i(t)$ is a real variable, the first two terms of Eq. (I.11) are time-derivative terms, that is, $\phi_i^\dagger \partial_t \phi_i = \phi_i^\dagger \partial_t \phi = \frac{1}{2} \partial_t (\phi_i^2)$. These terms are negligible because they have no effects on the action after the integral over time.

The restriction $\phi^2(t) = 1$ is imposed by multiplying the Keldysh partition function by the delta functions $\prod_t \delta(\phi^2_i(t) - 1)$. This process brings Lagrange multipliers $\lambda_{\pm}(t)$ to the action according to the relation that

\[
\prod_t \delta(\phi^2_i(t) - 1) = \int D\lambda_{\pm}(t) e^{i \int dt \lambda_{\pm}(t)\phi^2_i(t) - 1}. \quad \text{(I.13)}
\]

Then, we perform the Keldysh rotation, a unitary transformation of the contour index:

\[
\phi_c = \frac{1}{\sqrt{2}} (\phi_+ + \phi_-), \quad \phi_q = \frac{1}{\sqrt{2}} (\phi_+ - \phi_-), \quad \lambda_c = \lambda_+ + \lambda_-, \quad \lambda_q = \lambda_+ - \lambda_-, \quad \text{(I.14)}
\]

where the subscripts ‘c’ and ‘q’ stand for ‘classical’ and ‘quantum’, respectively [22]. The constraint equation then amounts to inclusion of the Lagrange multiplier term

\[
2 \int \lambda_c(t)\phi_c(t)\phi_q(t) + \lambda_q(t)(\phi_c^2(t) + \phi_q^2(t) - 2), \quad \text{(I.15)}
\]

into the action, where $\int_t$ is shorthand for $\int dt$. Retaining only its static contribution, we use the ansatz that

\[
\lambda_{i,\alpha}(\omega) = 2\pi \lambda_{i,\alpha} \delta(\omega) \quad \text{(I.16)}
\]

in the Fourier domain, where $\alpha \in \{c, q\}$. Finally, the Keldysh action of the free emitters is written as

\[
S_e = \sum_{i=1}^N \int_{w} (\phi_{i,c}(\omega) - \omega) \left( \frac{\lambda_{i,q}}{2\pi} - \frac{\omega^2}{2\lambda_{i,q}} \right) \phi_{i,c} \omega \left( \phi_{i,d} \right) \omega - 2 \sum_{i=1}^N \lambda_{i,q} 2\pi \delta(0), \quad \text{(I.17)}
\]

where $\int_w$ is shorthand for $\int d\omega_{2\pi}$. 
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B. Action for the Plasmonic Environment

The plasmonic electromagnetic environment is quantized through the complex field \( f(r', \omega') \). Here we denote it as \( f_{a,r,\omega} \), where “a” labels the three Cartesian directions. The Keldysh action of the free plasmonic environment and its coupling to the emitters is

\[
S_{f,ef} = \sum_a \int_\omega f_{a,r,\omega} \cdot \left( \int_\omega f_{a,r,\omega} \right)_\omega D_\omega(\omega) \left( \int_\omega f_{a,r,\omega} \right)_\omega \\
- \sum_{i=1}^N \sum_a \int_\omega f'_{ia}(r', \omega) \left( \int_\omega f_{a,r,\omega} \right)_\omega \\
+ \phi_{i,\omega;0} f_{a,r,\omega;0}(\omega) \\
+ \phi_{i,\omega; q} f_{a,r,\omega;i; q}(\omega),
\]

where \( \int_\omega \) is shorthand for \( \int_0^\infty \frac{d\omega}{\pi} \), \( \int_r \) is shorthand for \( \int d^3r' \), and the matrix \( D_\omega(\omega) \) is defined as

\[
D_\omega(\omega) = \begin{pmatrix} 0 & \omega - \omega' + i\epsilon \\ \omega' - \omega + i\epsilon & 2i\epsilon \end{pmatrix},
\]

and \( \epsilon \) stands for an infinitesimal positive constant; the coupling strength is

\[
g_{ia}(r', \omega) = -i \sqrt{\frac{\epsilon f(l', \omega) \omega^2}{\pi \epsilon_0 \hbar c}} \sum_b d_{ia} G_{ba}(r_i, r', \omega).
\]

In Eq. (I.18) all terms with identical indices of \( \omega \) and \( \omega' \) share the same matrix \( D_\omega(\omega) \). Therefore, after integrating out the field of \( f(r, \omega) \), \( S_{f,ef} \) turns out to be an effective emitter-emitter coupling action:

\[
S^{(p)}_{ee} = -\sum_{i,j=1}^N \int_\omega \omega \left( \int_\omega \omega \right)_\omega \left( \int_\omega \omega \right)_\omega \\
\times \sigma_x D_\omega^{-1} \sigma_x \left( \int_\omega \omega \right)_\omega,
\]

where the coupling strength \( \tilde{g}_{ij}(\omega) \) is

\[
\tilde{g}_{ij}(\omega) = \sum_a \int_\omega f_{ia}(r', \omega) g_{ja}(r', \omega) \\
= \frac{1}{\pi \epsilon_0 \hbar c} \omega^2 \mathbf{d}_i \cdot \mathbf{G}(\mathbf{r}_i, \mathbf{r}_j, \omega) \cdot \mathbf{d}_j,
\]

and \( \sigma_x \) is the matrix \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \). In the derivation of \( \tilde{g}_{ij} \), we have used the relation

\[
\sum_b \frac{\omega^2}{\hbar c} \int_\omega \mathbb{E}(l', \omega) G_{ab}(r_i, l', \omega) G^*_{cb}(r_j, l', \omega) \\
= \mathbf{G}_{ac}(\mathbf{r}_i, \mathbf{r}_j, \omega).
\]

The inverse of \( D_\omega(\omega) \) is expressed as

\[
D_\omega^{-1}(\omega) = \begin{pmatrix} \frac{-2i\epsilon}{(\omega - \omega')^2 + \epsilon^2} & \frac{1}{\omega - \omega' + i\epsilon} \\ \frac{1}{\omega - \omega' + i\epsilon} & 0 \end{pmatrix}.
\]

Then, using the relations

\[
\lim_{\epsilon \to +0} \frac{\epsilon}{(\omega - \omega')^2 + \epsilon^2} = \pi \delta(\omega - \omega'),
\]

\[
\lim_{\epsilon \to +0} \frac{1}{\omega - \omega' + i\epsilon} = \mathcal{P} \frac{1}{\omega - \omega'} \mp i\pi \delta(\omega - \omega'),
\]

we can implement the integral of \( \tilde{g} \) in \( S^{(p)}_{ee} \), i.e.,

\[
\Lambda(\omega) = \int_\omega \tilde{g}_{ij}(\omega) \sigma_x D_\omega^{-1}(\omega) \sigma_x.
\]

The result is

\[
\Lambda(\omega) = \begin{pmatrix} 0 & F_{ij}(\omega) + i\pi \Delta_{ij}(\omega) \\ F_{ij}(\omega) - i\pi \Delta_{ij}(\omega) & -2i\pi \Delta_{ij}(\omega) \end{pmatrix}
\]

where the elements of the matrix are

\[
F_{ij}(\omega) = \int_\omega \frac{\omega^2}{\pi \epsilon_0 \hbar c} \mathbf{d}_i \cdot \mathbf{G}(\mathbf{r}_i, \mathbf{r}_j, \omega) \cdot \mathbf{d}_j \mathcal{P} \frac{1}{\omega - \omega'},
\]

\[
\Delta_{ij}(\omega) = \int_\omega \frac{\omega^2}{\pi \epsilon_0 \hbar c} \mathbf{d}_i \cdot \mathbf{G}(\mathbf{r}_i, \mathbf{r}_j, \omega) \cdot \mathbf{d}_j \delta(\omega - \omega').
\]

Due to the symmetry of the indices, we reshape \( \Lambda(\omega) \) by

\[
\Lambda(\omega) \to \frac{1}{2} \left[ \Lambda(\omega) + \Lambda^T(-\omega) \right],
\]

where “\( T \)” stands for matrix transposition. Then the elements of \( \Lambda(\omega) \) are modified to

\[
\Lambda_{22} \to -i\pi \left( \Delta_{ij}(\omega) + \Delta_{ij}(-\omega) \right)
\]

\[
= \frac{-i\omega^2}{\pi \epsilon_0 \hbar c^2} \mathbf{d}_i \cdot \mathbf{G}(\mathbf{r}_i, \mathbf{r}_j, |\omega|) \cdot \mathbf{d}_j
\]

\[
= \text{sign}(\omega) \frac{-i\omega^2}{\pi \epsilon_0 \hbar c^2} \mathbf{d}_i \cdot \mathbf{G}(\mathbf{r}_i, \mathbf{r}_j, \omega) \cdot \mathbf{d}_j,
\]

where we have used the relation \( \mathbf{G}(\omega) = \mathbf{G}^*(-\omega) \), and

\[
\Lambda_{21} \to \frac{1}{2} \left( F_{ij}(\omega) + i\pi \Delta_{ij}(\omega) + F_{ij}(-\omega) - i\pi \Delta_{ij}(-\omega) \right).
\]

To evaluate the expressions, we shall use the Kramers-Kronig relation. For a function \( \chi(\omega) \) which is analytic in the closed upper half-plane of \( \omega \) and vanishes like \( 1/|\omega| \) or faster as \( |\omega| \to \infty \), and \( \chi(\omega) = \chi^*(-\omega) \), we have

\[
\Re \chi(\omega) = \frac{2}{\pi} \int_0^\infty d\omega' \frac{\omega' \Im \chi(\omega')}{\omega'^2 - \omega^2}.
\]

Applying this to \( \omega^2 \mathbf{G}(\omega) \), we obtain

\[
F_{ij}(\omega) + F_{ij}(-\omega) = \frac{-\omega^2}{\pi \epsilon_0 \hbar c^2} \mathbf{d}_i \cdot \mathbf{G}(\mathbf{r}_i, \mathbf{r}_j, \omega) \cdot \mathbf{d}_j.
\]
which finally gives
\[ \Lambda_{12} \rightarrow \frac{-\omega^2}{2 \hbar \epsilon \omega^2} d_i \cdot G_r(r_i, r_j, \omega) \cdot d_j \equiv -h_{ij}. \] (I.34a)
\[ \Lambda_{12} \rightarrow \frac{-\omega^2}{2 \hbar \epsilon \omega^2} d_i \cdot G^*(r_i, r_j, \omega) \cdot d_j = -h^*_{ij}. \] (I.34b)
Together with \( \Lambda_{11} = 0 \), this yields the graphene-induced emitter-emitter coupling action \( S_{ee}^{(p)} \) given in Eq. (5) in the main text:
\[ S_{ee}^{(p)} = \sum_{i,j=1}^N \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} (\phi_{i,c} \cdot \phi_{i,q})_{-\omega} \times \left( h_{ij}^0(\omega) + i\hbar \alpha_{\omega}^i \right) (\phi_{j,c} \cdot \phi_{j,q})_{\omega} \]
\[ h_{ij}(\omega) = \frac{\omega^2}{2 \hbar \epsilon \omega^2} d_i \cdot G_r(r_i, r_j, \omega) \cdot d_j. \] (I.35)
Note that the derivation of \( S_{ee}^{(p)} \) does not discard counter-rotating-wave terms nor apply the Markov approximation, which treats the \( \omega \)-dependence of the spectrum as a constant.

C. Spatial Disorder

We define two matrices
\[ V^1 = \sigma^x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad V^2 = i \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \] (I.36)
Then, \( S_{ee}^{(p)} \) can be brought to the form
\[ S_{ee}^{(p)} = \sum_{i,j=1}^N \int_{-\infty}^{\infty} \Re h_{ij}(\omega)v_{ij}^{(1)}(\omega) + \Im h_{ij}(\omega)v_{ij}^{(2)}(\omega), \] (I.37)
where
\[ v_{ij}^{(a)}(\omega) = \left( \phi_{i,c} \cdot \phi_{i,q} \right)_{-\omega} \cdot V^a \cdot \left( \phi_{j,c} \cdot \phi_{j,q} \right)_{\omega}. \] (I.38)
This form will facilitate the Gaussian averaging over the coupling strengths \( \Re h_{ij}(\omega), \Im h_{ij}(\omega) \). For terms with subscript \( i \neq j \), we assume a multi-component Gaussian distribution
\[ \tilde{h}_{(2)}(\omega) = \int d^4r_a d^4r_b \rho(r_a, r_b) h_{ab}(\omega), \] (I.39a)
\[ M(\omega, \omega') = \int d^4r_a d^4r_b \rho(r_a, r_b) \]
\[ \times \left( \delta \Re h_{ab}(\omega') \delta \Re h_{ab}(\omega) \delta \Im h_{ab}(\omega') \delta \Im h_{ab}(\omega) \right). \] (I.39b)
These are Eqs. (7a) and (7b) of the main text. Different from the emitter-emitter coupling strength, the values of the graphene-induced individual terms, \( \Re h_{ii}(\omega), \Im h_{ii}(\omega) \), depend only on the distance from the emitter to the graphene. Since we have assumed that the layer of emitters is parallel to the graphene monolayer, all the \( h_{ii}(\omega) \) are fixed and identical. In Sec. 3F, we present figures showing these coupling strengths and the elements of the covariance matrix.

To explore the phase transition at \( N \to \infty \), we define
\[ h_i^d = N \times h_{ii}, \quad h^o = N \times \tilde{h}_{(2)}, \quad M^o = N \times M, \] (I.40)
so that after averaging over \( h_{ij}(i \neq j) \) as described in the main text, we have
\[ \tilde{S}_{ee}^{(p)} = \frac{1}{N} \sum_{i=1}^N \int_\omega (h_i^d - h^o) v_i^{(a)}(\omega) \]
\[ + \frac{1}{N} \sum_{i,j=1}^N \int_\omega h_{ij}^o v_{ij}^{(a)}(\omega) \]
\[ + \frac{1}{N} \sum_{i \neq j=1}^N \int_{\omega, \omega'} v_{ij}^{(a)}(\omega) M^o_{\alpha,\beta}(\omega, \omega') v_{ij}^{(b)}(\omega'), \] (I.41)
where the summation over replicated indices \( a, b \) are implicit assumed; and we have written \( h^d(\omega) \) in the vector form of \( (\Re h^d(\omega), \Im h^d(\omega)) \). While, in the third line of Eq. (I.41), terms with \( i = j \) are excluded, in the limit of large \( N \), we may release this exclusion (see more discussion in Sec. 3E) and define
\[ \Phi_\alpha(\omega) = \sum_{i=1}^N \phi_{i,\alpha}(\omega), \] (I.42)
\[ \Phi_{\alpha,\beta}(\omega, \omega') = \sum_{i=1}^N \phi_{i,\alpha}(\omega) \phi_{i,\beta}(\omega'). \]
Now the Keldysh action can be expressed in terms of \( \Phi_\alpha \) and \( \Phi_{\alpha,\beta} \):
\[ S = \frac{1}{N} \sum_{i=1}^N \int_\omega \phi_{i,\alpha}(\omega) \phi_{i,\beta}(\omega) \Lambda_{\alpha,\beta}(\omega) - 2 \sum_{i=1}^N \lambda_i, q 2\pi \delta(0) \]
\[ + \frac{1}{N} \int_\omega \Phi_{\alpha}(\omega) \Phi_{\beta}(\omega) \Lambda_{\alpha,\beta}^\epsilon(\omega) \]
\[ + \frac{i}{N} \int_\omega \Phi_{\alpha,\beta}(\omega, \omega') \tilde{M}_{\alpha,\alpha',\beta}(\omega, \omega') \Phi_{\alpha',\beta}(\omega, \omega'), \] (I.43)
where the new matrices are defined as
\[ \Lambda_{\epsilon} = N \left( \begin{pmatrix} \lambda_{i,c} - \frac{\lambda_{i,c}}{\omega_i} \\ \lambda_{i,q} \end{pmatrix} \right) + (h_i^d - h^o) a V^a, \]
\[ \Lambda_{ee} = h_i^o V^a, \]
\[ \tilde{M}_{\alpha,\alpha',\beta}(\omega, \omega') = \sum_{s,t} V_s^a(\omega) M_{st}(\omega, \omega') V_t^{b^*}(\omega'). \] (I.44)
Then we apply the Hubbard-Stratonovich transformation \[64, 70\] based on the formula that
\[
\int D[\psi_\alpha] e^{-iN \int_\omega \psi_\alpha(\omega) \Lambda^\alpha_\beta(\omega) \psi_\beta(\omega) - 2i \int_\omega \psi_\alpha(\omega) \Lambda^\alpha_\beta(\omega) \phi_\beta(\omega)} \nonumber \\
\propto e^{i \int_\omega \phi_\alpha(\omega) \Lambda^\alpha_\beta(\omega) \phi_\beta(\omega)},
\]
where “a” and “b” denote the subscript (\(\alpha, \beta\)) and (\(\alpha', \beta'\)), and “q” is used to abbreviate (\(\omega, \omega'\)).

After the transformations, the Keldysh action becomes a functional of the dynamical variables \(\psi_\alpha\) and \(Q_{\alpha\beta}\), which is restricted by the causality conditions \(\lambda_\alpha\) and \(Q_{\alpha\beta}\).

The coefficient of proportionality in the above formula is a constant, which is irrelevant to the dynamical variables. The Hubbard-Stratonovich transformation of \(\Phi_{\alpha\beta}\) is based on a similar formula of Gaussian integral.

\[
\int D[Q] e^{-N \int_\omega Q_{\alpha}(\omega) M_{\alpha\beta}(\omega) Q_{\beta}(\omega) - 2i \int_\omega Q_{\alpha}(\omega) M_{\alpha\beta}(\omega) \Phi_{\beta}(\omega)} \nonumber \\
\propto e^{-i \int_\omega \Phi_{\alpha}(\omega) M_{\alpha\beta}(\omega) \Phi_{\beta}(\omega)},
\]

where \(\alpha, \beta \in \mathbb{N}\) are used to abbreviate (\(\omega, \omega'\))

\[
S_{\text{dyn}} = i \sum_{i=1}^N \text{tr} \left[ L_i \right] - 2 \sum_{i=1}^N \pi \delta(0)(\Lambda^{cc}_{\alpha\beta} \psi^T L_i^{-1}(0)(\Lambda^{cc}_{\alpha\beta} \psi) \\
+ 2i \pi \delta(0) \int_\omega Q_{\alpha}(\omega) \overline{M_{\alpha\beta\alpha'}(\omega, -\omega)} Q_{\beta'}(\omega) \\
- 2 \pi \delta(0) N \psi_\alpha \Lambda^{cc}_{\alpha'}(0) \psi_{\alpha'} - 4 \pi \delta(0) \sum_{i=1}^N \lambda_i q,
\]

which gauges the relation between \(\lambda_{cc}\) and \(Q_{cc}\), in the SR phase where \(\psi_c \neq 0\).

**D. Saddle Point Equations**

We now turn to the solution of the saddle point equations
\[
\frac{\delta}{\delta q} S = 0, \quad q \in \{\lambda_{i\alpha}, \psi_\alpha, Q_{\alpha\beta}\},
\]

which is restricted by the causality conditions \(\lambda_q = Q_{qq} = \psi_q = 0\).

**1. Equations for \(\lambda_{cc}\)**

We assume \(\lambda_{i\alpha} = \lambda_{cc}\), and replace the summation in Eq. \[45\] with a factor of \(N\). The saddle point equation with respect to the Lagrangian multiplier \(q_{cc}\) is
\[
\frac{i}{2} \int_\omega \text{tr} \left[ L_{cc}^{-1}(0) \right] - \frac{1}{\text{det} L(0)} \left( \psi_{cc}^2 (\Lambda^{cc}_{cc})^2 + q_{cc} M_{cc,qq}(0) \right) = 0,
\]

which confirms the restriction \(q_{cc}^2 = 1\). In Eq. \[46\], \(L_{cc}\) refers to the part defined with \(Q_{cc}\). The equation with respect to the Lagrangian multiplier \(\lambda_{cc}\) is
\[
- \frac{i}{2} \int_\omega \frac{1}{\text{det} L(0)} \text{tr} [\sigma_r L(\omega)] = 0.
\]

This equation is a statement of the universal property of the Keldysh Green’s function that
\[
Q_R(t, t) + Q_A(t, t) = 0,
\]

where \(Q_R = Q_{cc}\) and \(Q_A = Q_{cc}\).

**2. Equations for \(\psi_\alpha\)**

For \(\psi_{cc}\), the saddle-point equation is trivial, because
\[
(\Lambda^{cc})_{cc} = 0, (\Lambda^{cc} L^{-1} \Lambda^{cc})_{cc} = 0, (L^{-1})_{qq} = 0,
\]

when \(\lambda_q = \psi_q = Q_{qq} = 0\).

For \(\psi_q\), the saddle-point equation gives
\[
\psi_q (\Lambda^{cc}_{cc} (L^{-1})_{cc} + 1) = 0,
\]

which gauges the relation between \(\lambda_{cc}\) and \(Q_{cc}\), in the SR phase where \(\psi_{cc} \neq 0\).

**3. Equations for \(Q_{cc}^{reg}\)**

The Edwards-Anderson order parameter \(q_{EA}\) is introduced as the singular part of \(Q_{cc}(\omega)\):
\[
Q_{cc}(\omega) = Q_{cc}^{reg}(\omega) - 2 \pi i q_{EA} \delta(\omega),
\]

and the saddle point equation for the regular component reads
\[
2Q_{cc}^{reg}(\omega) \left[ L(\omega) \right]_{reg,\beta\alpha}^{-1} + 4i \pi \left( \psi_{cc}^2 (\Lambda_{cc})^2 \right) \text{det} L(0) \\
+ q_{EA} + q_{EA}^{-1} M_{cc,qq}(0) \text{det} L(0) = 0.
\]

Note that, this equation can be separated into the regular part and the singular part at \(\omega = 0\):
\[
2Q_{cc}^{reg} = \left[ L(\omega) \right]_{reg,\beta\alpha}^{-1} ;
(\Lambda_{cc})^2 \psi_{cc}^2 = -q_{EA} (M_{cc,qq} + \text{det} L(0)).
\]
For the regular part, implementing the substitution of Eq. (1.49) for the cq component gives
\[
\frac{1}{2Q_{cq}} = \lambda_c - \frac{\omega^2}{\omega_z} + \bar{h}_1(0) - \bar{h}_2(0) - 2Q_{cq}\bar{M}_{qc,cq}(\omega, -\omega). \tag{I.59}
\]

where we have assumed \(\lambda_{\alpha,a} = \lambda_{\alpha}\) for every emitter.

We find that this equation does not have a unique solution except in the absence of randomness, \(M = 0\), where the second line of Eq. (1.45) vanishes and the Keldysh action attains the value given in Ref. [24]. We select the solution that is continuously connected to the unique solution to Eq. (I.59) for \(M = 0\), under the variation of \(\lambda M, \lambda : 1 \rightarrow 0\).

The regular part of \(Q_{cc}\) turns out to be
\[
Q_{cc}^{reg} = \frac{4|Q_{cq}|^2}{1 - 4|Q_{cq}|^2 M_{cc,qq}(\omega, -\omega)} \left( Q_{qc}\bar{M}_{cc,qq}(\omega, -\omega) + Q_{cq}\bar{M}_{qc,qq}(\omega, -\omega) - \text{sign}(\omega)(3\bar{h}_1(0) - 3\bar{h}_2(0)) \right). \tag{I.60}
\]

The causality condition of the Keldysh formalism implies \(Q_{qq} = \psi_q = 0\), and \(Q_{cq}(\omega) = Q_{qc}(\omega)\) [22].

Since the Edward-Anderson order parameter \(q_{EA}\) is non-negative, it follows from the second equation of Eq. (I.59) that to have \(\psi_c^2 > 0\), we must have
\[
\bar{M}_{cc,qq}(0, 0) + \text{det} L(0) < 0. \tag{I.61}
\]

This relation helps to distinguish the SR phase and the SG phase.

4. Determination of \(\lambda_c\) and the three phases

In the SR phase, \(\psi_c \neq 0\), so that Eq. (I.55) determines the value of \(\lambda_c^{SR}\):
\[
\lambda_c^{SR} = -\bar{h}_1(0) + \bar{h}_2(0) - \Lambda_{qc} - N\Lambda_{qc} M_{11}(0,0), \tag{I.62}
\]

where \(M_{11}\) is the real-real element of \(M\), and \(\Lambda_{qc} = N\bar{M}_2(0,0)\).

In the SG phase, we have \(q_{EA} > 0\) and \(\psi_c = 0\). Therefore, the singular part of Eq. (I.58) yields
\[
\bar{M}_{cc,qq}(0,0) + \text{det} L(0) = 0. \tag{I.63}
\]

Note that det \(L(0) = \frac{1}{2|Q_{cq}(0)|}\). Corresponding to cases
\[
\frac{1}{2|Q_{cq}(0)|} = \pm \sqrt{M_{qc,cq}(0,0)}, \text{ we have}
\]
\[
\lambda_c^{SG} = -\frac{1}{N} \left( h^d(i) - h^a(i) \right) \pm 2\sqrt{N \times M_{11}(0, 0)}. \tag{I.64}
\]

The possibility of \(\lambda_c^{SR} = \lambda_c^{SG}\) corresponds to the minus sign of the above equation. Thus we get
\[
\lambda_c^{SG} = -\bar{h}_1(0) + \bar{h}_2(0) - 2\sqrt{N \times M_{11}(0,0)}. \tag{I.65}
\]

It turns out that the system is in the SR phase rather than the SG phase only if
\[
\left( \bar{h}_2(0) \right) > \frac{1}{N} M_{11}(0,0). \tag{I.66}
\]

This expression also gives the analytical result of the SG-SR phase boundary. In Sec. 13 we will elaborate on the calculation for the emitter-graphene system. We find that the values of \(\bar{h}_2(0)\) and \(M_{11}(0,0)\) are insensitive to the graphene Fermi energy \(E_f\).

For the normal phase, \(\lambda_c\) should be determined from the equality
\[
\frac{i}{4\pi} \int_{-\infty}^{\infty} d\omega Q_{cc}^{reg}(\omega) = 2. \tag{I.67}
\]

The boundaries between the normal phase and the other phases are obtained by matching their values of \(\lambda_c\).

The determination of \(q_{EA}\) and \(\psi_c\), which are present in the singular part of \(Q_{cc}(\omega)\), are obtained from the equality
\[
\frac{i}{4\pi} \int_{-\infty}^{\infty} d\omega Q_{cc}(\omega) = 2. \tag{I.68}
\]

E. Inhomogeneous Broadening

We suppose the emitters suffer from inhomogeneous broadening so that the transition frequency follows a Gaussian distribution
\[
\rho(\omega_i,z) = \frac{1}{\sqrt{2\pi}\Delta} \exp \left( -\frac{(\omega_i,z)^2}{2\Delta^2} \right), \tag{I.69}
\]

where \(\Delta\) is the standard deviation of \(\omega_i,z\). The corresponding probability distribution of \(\omega_i,z\), is
\[
p(\frac{1}{\omega_i,z}) = \omega_i^2 \rho(\omega_i,z) = \frac{1}{\sqrt{2\pi\Delta}} \exp \left( 2\ln \omega_i,z - \frac{(\omega_i,z)^2}{2\Delta^2} \right). \tag{I.70}
\]

The condition \(\Delta \ll \omega_z\) implies that \(\ln \omega_i,z \approx \ln \omega_z + \omega_i,z/\omega_z - 1\). Thus, \(1/\omega_i,z\) has a Gaussian distribution with variance \(\Delta_{\omega_i,z}\)
\[
p(\frac{1}{\omega_i,z}) \approx \frac{\omega_i^2}{\sqrt{2\pi\Delta}} \exp \left( -\frac{(1/\omega_i,z - 1/\omega_z)^2}{2(\Delta/\omega_z^2)} \right). \tag{I.71}
\]

We shall average functions of \(\omega_i,z\) according to this distribution. Let us rewrite the Keldysh action of the free emitters, Eq. (2) of the main text, but replace \(\omega_i,z\) with \(\omega_i,z\):
\[
S_c = -\sum_{i=1}^{N} \sum_{a=\pm} \int dt \frac{1}{\omega_i,z} \left( \partial_t \phi_{i,a} \right)^2 + \lambda_{i,a}(t)(\phi_{i,a}^2 - 1). \tag{I.72}
\]
Compared with the Keldysh action without inhomogeneous broadening, an additional term is obtained from the average of $\omega_{i,z}$, that is,

$$S^{(b)} = i\frac{\Delta^2}{2\omega_z^2} \sum_{i=1}^{N} \int_{\omega,\omega'} \omega^2 \omega'/2 \times \phi_{i,c}(-\omega)\phi_{i,q}(-\omega')\phi_{i,c}(-\omega') \phi_{i,q}(\omega').$$

Note that the integrals over $\omega$ and $\omega'$ are independent and factor into a product. We recall that in Eq. (I.41) we made an approximation and released the restriction that $i \neq j$. We can reintroduce the restriction by incorporating the individual terms with $i = j$, and obtain the action

$$S^{(b)} - i\frac{1}{N} \sum_{i=1}^{N} \int_{\omega,\omega'} \left( \Phi_{ii}^{(a)}(\omega,\omega')M_{ab}^0(\omega,\omega')\Phi_{ii}^{(b)}(\omega,\omega') \right).$$

To cope with the 4-order terms, we shall apply the Hubbard-Stratonovich transformation.

Let us define $\Phi_{i\alpha}^{(a)}(\omega,\omega') = \phi_{i,\alpha}(\omega)\phi_{i,\beta}(\omega')$. Then Eq. (I.74) can be rewritten as

$$i\sum_{i=1}^{N} \int_{\omega,\omega'} \Phi_{i\alpha}^{(a)}(\omega,\omega')\delta M_{\alpha\beta,\alpha'\beta'}(\omega,\omega')\Phi_{i\beta}^{(b)}(\omega,\omega').$$

where the matrix $\delta M_{\alpha\beta,\alpha'\beta'}(\omega,\omega')$ is defined as

$$\delta M_{\alpha\beta,\alpha'\beta'}(\omega,\omega') = -\frac{1}{N} \delta M_{\alpha\beta,\alpha'\beta'}(\omega,\omega') + \omega^2 \omega'^2 \frac{\Delta^2}{8\omega_z^2} (\delta_{\alpha\beta,\alpha'\beta'} - \delta_{\alpha\beta,\alpha'\beta'} + \delta_{\alpha\beta,\alpha'\beta'} - \delta_{\alpha\beta,\alpha'\beta'}).$$

We can implement the Hubbard-Stratonovich transformation of Eq. (I.75) in a way similar to Eq. (I.40):

$$\int D[Q_{i\alpha}^{(a)}] e^{-N \int_{\omega} \tilde{Q}_{i\alpha}(q)\tilde{Q}_{i\alpha}(-q) - 2i \int_{\omega} \tilde{Q}_{i\alpha}(q)\tilde{M}_{ab}(q)\Phi_{b}(q)} \times e^{-\frac{i}{2} \int_{\omega} \Phi_{i\alpha}^{(a)}(\omega)\tilde{M}_{ab}(\omega)\Phi_{i\beta}^{(b)}(\omega)},$$

where the conventions of notation are the same as in Eq. (I.40). In the sense of saddle-point equations, the physical meaning of $Q_{i\alpha}^{(a)}$ is

$$Q_{i\alpha}^{(a)} = \langle \phi_{i,\alpha} \phi_{i,\beta} \rangle,$$

By the further assumption of the homogeneous mean-field ansatz, that for $\forall i$,

$$\langle \phi_{i,\alpha} \phi_{i,\beta} \rangle = \frac{1}{N} \sum_{k=1}^{N} \langle \phi_{k,\alpha} \phi_{k,\beta} \rangle,$$

we can replace the new variable $Q_{i\alpha}^{(a)}$ with $Q_{i\alpha}$, which is defined in the context of spatial disorders.

The result of all the above steps can also be obtained by rewriting Eq. (I.74) as

$$i\frac{1}{N} \int_{\omega,\omega'} \Phi_{\alpha\beta}(-\omega,-\omega')\delta M_{\alpha\beta,\alpha'\beta'}(\omega,\omega')\Phi_{\alpha'\beta'}(\omega,\omega')$$

followed by the Hubbard-Stratonovich transformation in a way similar to Eq. (I.40). It means that, the effect of inhomogeneous broadening can be seen as a modification of the matrix $\delta M$ defined in Eq. (I.75) by a term $\delta M$ given in Eq. (I.75).

Note that the first term of Eq. (I.75) comes from the additional term mentioned in Eq. (I.74) and contributes only little when $N \gg 1$, thus justifying the approximation made for Eq. (I.43). Since $\delta M$ is defined with a factor of $N$, see Eq. (I.40), the correction made by inhomogeneous broadening, Eq. (I.76), is also negligible when $N$ is large.

F. The specific example of the Emitter-Graphene System

The surface conductivity of the graphene monolayer is

$$\sigma(E_f,\tau;\omega) = \frac{e^2E_f}{\pi\hbar^2} \frac{i}{\omega + i\tau^{-1}} + \frac{e^2}{4\hbar} \left( \Theta(\hbar\omega - 2E_f) + \frac{i}{\pi} \log \left( \frac{h\omega - 2E_f}{h\omega + 2E_f} \right) \right).$$

When the emitter dipoles are aligned perpendicular to the graphene monolayer, the relevant element of the dyadic Green’s tensor is $G_{zz}^0 + G_{zz}^1$, where $G_{zz}^0$ is the vacuum dyadic Green’s function for free propagation modes and $G_{zz}^1$ is the so-called ‘scattering’ part accounting for the surface plasmon modes of the graphene monolayer

$$\frac{\omega^2}{c^2} G_{zz}^s (r, r'; z) = \int \frac{d^2k_s}{(2\pi)^2 2\epsilon_1k_{1,z}} k_{1,z} k_{2,z} r_p J_0(k_0r) e^{2ik_{1,z}z},$$

where $\delta r = r - r'$ and $\delta r$ is its length; $J_0$ is the zero-order Bessel function; $\epsilon_{1(2)}$ is the relative permittivity of the dielectric above(below) the graphene monolayer, $r_p$ is the Fresnel coefficient of reflection of the $p$-modes from above the graphene layer

$$r_p = -\frac{\epsilon_{1k_{2,z} + \epsilon_{2k_{1,z} + \frac{\sigma(\omega)}{\omega c}} k_{1,z} k_{2,z}},$$

where $k_{1(2),z} = \sqrt{\epsilon_{1(2)} - k^2_{1,2,z}}$. Note that in the limit $\omega \rightarrow 0$, $r_p$ equals 1 and does not depend on the Fermi energy. As a result, the Fermi energy $E_f$ is irrelevant to the SG-SR boundary.

In the numerical calculation, it is convenient to normalize $k_i$ and $\delta r$ in the above expressions by $\omega_z/c$. That
Figure I.4. Coefficients of the emitter-graphene surface plasmon coupling, for systems with $\omega_z = 0.5 \text{ eV}$, $E_f = 0.1 \text{ eV}$, and $L = 10^3 \text{ nm}$. From top to the bottom in the figures we show results for the different heights $z = 20$ (red), 30 (orange), 40 (blue) and 50 (green) nm. The dimensionless values are normalized by the emitter spontaneous emission rate $\gamma_0$.

The factor $(\frac{\omega_z}{c})^3$ can then be combined with the length of $\mathbf{d}_i$ and absorbed into the expression for the vacuum spontaneous emission rate $\gamma_0$.

The surface-plasmons have the dispersion relation

$$\epsilon_1 k_{2,z}^{sp} + \epsilon_2 k_{1,z}^{sp} + \frac{\sigma(\omega_{sp})}{\omega_{sp} \epsilon_0} k_{1,z}^{sp} k_{2,z}^{sp} = 0,$$

where $k_{1(2),z} = \sqrt{\frac{\omega_z^2 \epsilon_{1(2)}}{c^2}} - k_{sp}^2$, $\omega_{sp}$ and $k_{sp}$ represent the frequency and wavevector of the surface-plasmon, respectively.

The horizontal coordinates $\{(x_i, y_i)\}_i$ of the emitters are assumed to follow the identical Gaussian distribution

$$p(x, y) = \frac{1}{2\pi L^2} \exp(-\frac{x^2 + y^2}{4L^2}),$$

and the distance between any two emitters follows the distribution

$$p_L(\delta r) = \frac{\delta r}{2L^2} \exp(-\frac{(\delta r)^2}{4L^2}).$$

To calculate the mean values and covariances $\overline{h(1)}(\omega)$, $\overline{h(2)}(\omega)$ and $\overline{M}(\omega, \omega')$ required in our formalism, the use of the Gaussian distribution permits analytical handling of the oscillating integrants related to the Bessel function $J_0(k\delta r)$.

$$\int_0^\infty dr \frac{r}{2L^2} J_0(kr) \exp(-\frac{r^2}{4L^2}) = \exp(-k^2 L^2),$$

$$\int_0^\infty dr \frac{r}{2L^2} J_0(kr) J_0(k'r) \exp(-\frac{r^2}{4L^2}) = I_0(2L^2 kk') \exp\left(-L^2(k^2 + k'^2)\right).$$

where $I_0$ is the modified Bessel function. By use of these formulas, the remaining integrals are numerically well-behaved.

Finally, to have an impression of the numerical results, we illustrate the $z$-dependence of the averaged coupling strength and the elements of the covariance matrix in Fig. 4. It shows that by decreasing $z$, the graphene SP-induced self-interaction terms and the elements of the covariance matrix are increased significantly, while the SP-induced emitter-emitter coupling strength changes little. It confirms our argument about the $z$-dependence made in the main text.