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Abstract

Speaker identification systems in a real-world scenario are tasked to identify a speaker amongst a set of enrolled speakers given just a few samples for each enrolled speaker. This paper demonstrates the effectiveness of meta-learning and relation networks for this use case. We propose improved relation networks for speaker verification and few-shot (unseen) speaker identification. The use of relation networks facilitates joint training of the frontend speaker encoder and the backend model. Inspired by the use of prototypical networks in speaker verification and to increase the discriminability of the speaker embeddings, we train the model to classify samples in the current episode amongst all speakers present in the training set. Furthermore, we propose a new training regime for faster model convergence by extracting more information from a given meta-learning episode with negligible extra computation. We evaluate the proposed techniques on VoxCeleb, SITW and VCTK datasets on the tasks of speaker verification and unseen speaker identification. The proposed approach outperforms the existing approaches consistently on both tasks.

Index Terms: speaker verification, speaker identification, meta-learning, relation networks

1. Introduction

Speaker identification and verification systems are widely used in practical settings for authentication, security, and personalized recommendations. The goal of speaker identification is to identify the speaker present in a given test sample amongst the enrolled speakers, given a few voice samples for each speaker in the enrollment set. Speaker verification models, on the other hand, try to classify whether speakers in a given pair of test clips are the same. For speaker verification, traditionally, a frontend model such as i-vector [1, 2] is used to extract speaker embeddings. A backend model is then used to compare embeddings from different voice samples [3, 4]. Embeddings corresponding to each enrolled speaker are compared with the test sample embeddings for speaker identification. The speaker with maximum similarity is identified as the speaker in the test sample.

In recent years, deep learning based speaker verification systems have gained traction, achieving superior performance compared to the traditional methods [5]. Most of these networks are trained on speaker classification tasks with additional objectives to reduce intra-class variance and increase inter-class separability [6]. For final classification, a naive cosine similarity metric is typically used and works well in most cases. Several backend classification models [7, 8] have also been proposed for this purpose, but most of these models are not trained end-to-end with the frontend.

More recently, meta-learning based approaches have proven to be very efficacious for learning good speaker embeddings for identification and verification [9]. Prototypical network loss for speaker verification outperformed the state-of-the-art triplet loss [10, 11]. Prototypical networks have also been used for short utterance speaker verification, with an additional global classification loss for classifying samples present within an episode amongst all speakers present in the training data [12]. Additional contrastive loss and transformation coefficients were introduced to improve the quality of learned speaker embeddings [13]. These techniques use meta-learning for learning only a discriminative frontend for extracting speaker embeddings.

Inspired by the effectiveness of relation networks in few-shot image classification tasks [14], we propose relation networks for speaker identification and verification. Instead of using cosine similarity to compare two speaker embeddings in a meta-learning episode, we propose using a relation network that computes the similarity between two speaker embeddings. Additionally, we improve upon the input to the relation network inspired by the b-vector approach [7]. Inspired by [12], we include extra supervision to the model in terms of global classification to learn discriminative embeddings.

Meta-learning-based speaker recognition techniques converge slower than vanilla speaker classification-based techniques [15]. To improve that, we introduce a novel yet simple training regime that utilizes information from the samples present in a single meta-learning episode more efficiently.

In summary, major contributions of this work are (i) improved relation network-based model for speaker verification and identification which can be trained end-to-end; (ii) introduction of global classification with relation networks, in addition to local classification, for better supervision during training; and (iii) a new training regime which leads to faster convergence. To the best of our knowledge, this work is the first detailed analysis of the effectiveness of relation networks for speaker verification. Furthermore, we report the performance of our approach on VoxCeleb [16, 17], SITW [18] and VCTK [19] datasets and demonstrate better performance.

The rest of this paper is organized as follows. Section 2 introduces meta-learning approaches for speaker verification and relation networks. Section 3 describes the proposed approach in detail. In Section 4, we detail the experimental setup and report the results. Finally, we provide a conclusion to this work in Section 5.

2. Related works

2.1. Meta-learning

Meta-learning is one of the most common approaches for few-shot learning tasks [20]. In an $N$-way $k$-shot classification scenario, training occurs episodically. Each mini-batch consists of a support (enrollment) set $S$ with $k$ labelled samples for each of the $N$ classes, and an unlabelled query (test) set $Q$. $(x_{c,i}, y_{c,i})$ represents the $i$th support sample for class $c$ and
Table 1: Summary of the speaker encoder network. T: temporal dimension of feature maps, sk: kernel size, st: stride, d: dilation, nf: number of features.

| Layer/Block | Composition | Input size | Output size |
|------------|-------------|------------|-------------|
| conv1      | 1D Convolution | 80 x T | 1024 x T |
| conv2      | Dilated SE Res2Block | 1024 x T | 1024 x T |
| conv3      | Dilated SE Res2Block | 1024 x T | 1024 x T |
| conv4      | Dilated SE Res2Block | 1024 x T | 1024 x T |
| conv5      | 1D Convolution | 3072 x 1 | 192 x 1 |
| atten      | Attention Stat. Pool. [15] | 1536 x T | 3072 x 1 |
| FC         | FC, nf = 192 | 3072 x 1 | 192 x 1 |

\[(x_i^j, y_i^j)\] represents the \(j^{th}\) query sample (here \(i \in \{1, ..., k\}\), \(j \in \{1, ..., |Q|\}\); \(c, y_i^c, y_q^c \in \{1, ..., N\}\)).

Prototypical networks [10, 21] for speaker verification use a speaker encoder (frontend) \(f_0\) to encode each of the samples present in the current episode to an \(M\)-dimensional speaker embedding. For each of the \(N\) speaker classes present in the current episode, prototypes \(\nu\) are computed by averaging the speaker embeddings of the \(k\) support samples for class \(c\). The probability distribution \(P\) over speaker classes for a given query sample \(x^q\) is written as a softmax over the similarities \(S\) between the speaker embedding \(f_0(x^q)\) of the test sample with all the prototypes of \(N\) speaker classes.

\[
P(y^q = c|x^q) = \frac{\exp(S(f_0(x^q), \nu_c))}{\sum_{c' = 1}^{N} \exp(S(f_0(x^q), \nu_{c'}))} \quad (1)
\]

where \(y^q \in \{1, ..., N\}\) is the label for sample \(x^q\).

Relation networks [14] for few-shot learning use a relation network \(g_\theta\) (backend) for computing the relation \(r\) between two embeddings. Given embeddings \(f_0(x_j)\) and \(f_0(x_q)\) corresponding to a pair of samples, the relation network provides a similarity score or relation \(r_{j,q} \in [0, 1]\) for that pair given by:

\[
r_{j,q} = g_\theta(C[f_0(x_j), f_0(x_q)]) \quad (2)
\]

where \([...,]\) represents a concatenation of the embeddings channel-wise. A relation network thus provides a scope for learning the similarity between a pair of embeddings.

### 2.2. DNN-based speaker encoder

Inspired from [15], we use a TDNN-based speaker encoder with channel- and context-dependent statistics pooling and 1D Squeeze Excitation (SE) Res2Blocks. Table 1 summarizes the architecture of the speaker encoder. The first layer is a 1D convolutional layer with a kernel size of 5 and a stride of 2 with 1024 channels.

The first layer is followed by three subsequent dilated SE Res2Blocks [22]. Each dilated SE Res2Block consists of a Res2Block [22] preceded and followed by a 1D convolutional layer with kernel size one. Finally, there is a Squeeze excitation (SE) block which introduces channel dependencies within each dilated SE Res2Block [23]. All the layers involved in the dilated SE Res2Blocks have 1024 channels. The multi-level features obtained from the three dilated SE Res2Blocks are then aggregated through a 1D convolutional layer.

The frame-level embeddings are aggregated using channel- and context-dependent attentive statistics pooling [15] to include attention to both channel and temporal dimensions of the feature map. The aggregated feature is then passed through a fully connected layer to get the utterance-level speaker embedding.

### 3. Method

#### 3.1. Improved relation networks

In this work, given a query sample \(x_j^q\) in an episode, we propose to compute the relation score between \(x_j^q\) and support samples \(x_{c,i}^s\) for each of the \(c \in \{1, ..., N\}\) classes as depicted in Figure 1. First, we pass each sample present in an episode through the speaker encoder \(f_0\) to get the corresponding speaker embeddings. For each class, we average out the embeddings of the support samples to generate an aggregated representation \(\sigma_c\) of that speaker.

\[
\sigma_c = \frac{1}{|S_c|} \sum_{i=1}^{|S_c|} f_0(x_{c,i}^s) \quad (3)
\]

For computing the relation \(r_{j,c}\) between embedding pair \(f_0(x_j^q)\) and \(\sigma_c\), instead of just concatenating \(f_0(x_j^q)\) and \(\sigma_c\) as in Eqn. (2), we propose an additional concatenation of element-wise multiplication of the two speaker embeddings (red box in Figure 1), i.e.

\[
r_{j,c} = g_\theta(C[f_0(x_j^q), \sigma_c, f_0(x_j^q) \cdot \sigma_c]) \quad (4)
\]

where \([...,]\) represents a concatenation of the embeddings channel-wise. Using this additional multiplication operation helps in identifying whether the embeddings correspond to the same speaker or not [6, 7].

As suggested in [14], we use mean square error (MSE) as the local loss \(\mathcal{L}_{local}\) for training our model, regressing the score \(r_{j,c}\) to the ground truth, i.e.

\[
\mathcal{L}_{local} = \sum_{j=1}^{|Q|} \sum_{c=1}^N (r_{j,c} - 1(y_j^q == c)) \quad (5)
\]

where \(y_j^q \in \{1, ..., N\}\) represents the ground truth for the sample \(x_j^q\), and \(1(\cdot)\) is 1 if the condition inside bracket is true, else 0.
3.2. Global classification

Inspired from [12], we provide extra supervision by using global classification. We assume that we have N’ prototypes for each of the N classes present in the training set. Then the relation \( r_{j,c} \) between the query sample \( x_j^q \) and representation \( \omega_c \) is,

\[
r_{j,c} = g_0([f_\theta(x_j^q), \omega_c, f_\theta(x_j^q), \omega_c])
\] (6)

The corresponding global loss function \( L_{global} \) is

\[
L_{global} = \sum_{j=1}^{[Q]} \sum_{C=1}^{N'} (r_{j,c} - 1 (Y_j^c == C)) + \sum_{i=1}^{[S]} \sum_{C=1}^{N'} (r_{i,c} - 1 (Y_i^c == C))
\] (7)

where \( Y_j^c, Y_i^c \in \{1, \ldots, N'\} \) are the global labels for the sample \( x_j^q \) and \( x_i^s \). Note that here, we are computing the loss for both the support and query samples.

The relation loss function \( L_{local} \) including the global loss is given by,

\[
L_{total} = L_{local} + \lambda \cdot L_{global}
\] (8)

where \( \lambda \) is a hyperparameter.

Training the relation network happens in stages. First, we train just using \( L_{local} \) (Eqn. (5)), optimizing the relation network through episodic supervision. Then, \( \omega_c \) for all the classes in the training set is initialized as the average of speaker embeddings \( f_\theta(x_{c,i}) \) for all the samples belonging to that class in the training set. The network is then fine-tuned with added global supervision with the objective mentioned in Eqn. (8).

3.3. Improved training regime

![Figure 2: Different support-query combinations. The red box represents the support set, and the rest of the embeddings are in the query set. Colours represent different classes. Instead of using the first k embeddings from each class as the support set, we use k consecutive embeddings in cyclic order.](image)

For a class \( c \) present in the current episode, the support samples \( x_j^s \) and query samples \( x_j^q \) are chosen randomly and can be used interchangeably. Since obtaining the speaker embeddings through the speaker encoder \( f_0 \) is the bottleneck for computation in the training pipeline, we propose using samples present in the current episode by creating multiple support-query combinations as depicted in Figure 2.

For a given episode, we create \( T \) support-query combinations, where \( T \) is the total number of samples for each class within that episode. Given speaker embeddings \( f_\theta = \{f_\theta(x_{c,1}), \ldots, f_\theta(x_{c,T})\} \) for each of the \( N \) classes in the current episode, we propose creating multiple support-query combinations \( X_{s,q} \) as follows,

\[
X_{s,q} = \bigcup_{t=1}^{T} \{(S_t = \{S_t,1, \ldots, S_t,N\}, Q_t = \{Q_t,1, \ldots, Q_t,N\})
\] (9)

\[
S_t,c = \{H(c,1), \ldots, H(c,I+(k-1))\}
\] (10)

\[
Q_t,c = \{H(c,I+k), \ldots, H(c,I+(T-1))\}
\] (11)

\[
H(c,z) = f_\theta(x_{c,(z-1)(T+1)}^z) + (1)
\] (12)

where \( (S_t,Q_t) \) is the \( t \)th support-query combination, \( (S_t,c, Q_t,c) \) are the support and query samples for a class \( c \) in the \( t \)th support-query combination, \( c \in \{1, \ldots, N\} \). \( \% \) denotes a modulo operation and \( H(c,z) \) is the cyclic index function with the property \( H(c,1) = f_\theta(x_{c,1}), \ldots, H(c,T) = f_\theta(x_{c,T}) \).

Losses for each of the support-query combinations within an episode are aggregated and backpropagated together, only once. Note that there are more such support-query combinations possible but we only use \( T \) such pairs obtained from Eqn (9) as above for computational simplicity.

4. Experiments

4.1. Datasets

We use the VoxCeleb1 [16], SITW [18] and VCTK [19] datasets to evaluate the proposed methods on the tasks of speaker verification and few-shot (unseen) speaker identification. We use the dev set of VoxCeleb2 [17] for training all the model variations. Since neural networks benefit from data augmentation, four different types of augmentations are added to the training clips following the Kaldi recipe [24] in combination with the MUSAN (music, babble, noise) [25] and RIR (reverb) [26] dataset.

For speaker verification, we use the standard trial pairs for the VoxCeleb1 test set [16] and eval core-core trial pairs for the SITW dataset [18] for evaluating our model. We use Equal Error Rate (EER) and the minimum detection cost function (minDCF or \( C_{\text{min}} \)) with \( P_{\text{target}} = 0.01 \) and \( C_{F_A} = C_{\text{miss}} = 1 \) for comparing the proposed methods with the baselines. For unseen speaker identification, we evaluate the model using the VCTK corpus [19]. We run 1000 randomly generated episodes and report the average accuracy with 95% confidence intervals.

4.2. Experimental setup

We use 80-dimensional log mel-filterbanks with a window size of 25ms and a hop of 10ms as input features. Input features are mean-normalized across the time axis, and no voice activity detection (VAD) is applied. As an additional augmentation step, SpecAugment [27] is applied by randomly masking 0-10 frames in the time axis and 0-8 frames in the frequency axis.

All variations in the models along with the baseline models have been trained with an initial learning rate of 0.001 with a step-wise decay of 0.97 every epoch. We use Adam optimizer with \( \beta = \{0.9, 0.999\} \) and a weight-decay of 2e-5. The meta-learning-based approaches have been trained by keeping 120 speakers in each episode with one support sample and two query samples for each speaker. For a fair comparison, we train the vanilla methods with a batch size of 360. All the relation networks are fully connected networks. We use leaky ReLU activations for better gradient flow and dropout in between the layers of the relation network to avoid overfitting. A single NVIDIA GeForce RTX 3090 GPU was used to run all our experiments.
Table 2: Performance of various systems for speaker verification. S: softmax, AAM: AAM-softmax [28], M: meta-learning.

| System Configuration | VoxCeleb1 | SITW |
|----------------------|----------|------|
| Model + Loss | Backend | M | EER% | C_\text{det} | EER% | C_\text{det} |
| TDNN + S | cosine | ✓ | 2.466 | 0.2623 | 4.733 | 0.6835 |
| TDNN + AAM | cosine | ✓ | 1.262 | 0.1517 | 2.735 | 0.3633 |
| TDNN + AAM | Net | ✓ | 1.452 | 0.2484 | 3.235 | 0.4139 |
| TDNN + Prototypical [12] | cosine | ✓ | 1.235 | 0.1961 | 2.277 | 0.3934 |
| TDNN + Relation | Relation | ✓ | 1.225 | 0.1548 | 2.237 | 0.3328 |
| Improved (Ours) | Relation | ✓ | 1.193 | 0.1523 | 2.050 | 0.3187 |

Table 3: Performance of the proposed approach with added global supervision. λ: weight hyperparameter for global classification in Eqn. (8).

| System Configuration | VoxCeleb1 | SITW |
|----------------------|----------|------|
| Model | λ | EER% | C_\text{det} | EER% | C_\text{det} |
| TDNN + Relation | 0 | 1.545 | 0.2157 | 2.570 | 0.4744 |
| TDNN + Relation | 0.5 | 1.410 | 0.1681 | 2.214 | 0.4168 |
| TDNN + Relation | 1.0 | 1.336 | 0.1688 | 2.324 | 0.4103 |

4.3. Speaker verification

Table 2 summarizes the results of the proposed approach on speaker verification. We report the performances for two variations of our relation network-based model. The first variation uses relation as described in Eqn. (2) while the other uses the additional multiplicative term described in Eqn. (4). We can see that the improved relation network performs better than the other methods on both VoxCeleb1 and SITW. Meta-learning based approaches in general show superior performance as compared to the speaker classification-based approaches. A backend with architecture same as relation network (Eqn. (4)) was trained with the embeddings of TDNN + AAM frontend separately. Better performance over this setting indicates that the proposed end-to-end meta-learning is better than training the frontend and backend models separately. Moreover, the superior performance of the relation network-based approaches over prototypical networks highlight the importance of increased flexibility in terms of having a learnable backend.

4.4. Global classification

To evaluate and prove the efficacy of the added global supervision introduced in Section 3.2, we trained the proposed approach by varying λ in Eqn (8) and report the performance of the trained models in Table 3. All the model variations are trained on VoxCeleb2. Each episode has 30 speakers having one support and one query sample. As we increase the value of λ, we see a significant increase in the model’s performance. This gain in performance can be attributed to the additional supervision that is provided by global classification. These results validate that global classification improves the overall discriminability of the model.

4.5. Improved training regime

To analyze our training technique, we trained the relation network-based model using the embeddings of samples in the current episode just once, while our approach uses the embeddings more efficiently (refer Section 3.3). We also trained a classification-based TDNN + AAM model to compare the meta-learning-based approaches with it. Figure 3 shows the training curve for the different approaches for 80 epochs. Validation EERs are reported on trial pairs constructed from a small subset (2%) of VoxCeleb2 disjoint from the training set. We can observe that our improved training regime leads to faster convergence. Both the vanilla and our improved technique have almost equal computation times as the time to process the embeddings through the relation network is negligible compared to generating the embeddings from the speaker encoder.

4.6. Unseen speaker identification

Unseen speaker identification means that none of the speakers used in testing has been used while training the model. We evaluate the performance of unseen speaker identification on VCTK [19] corpus with one support and five query samples in each test episode. As shown in Table 4, the proposed relation network-based approach performs better than the TDNN + Prototypical [12] as well as TDNN + AAM [15] model. Improvement in the performance using relation networks increases as the number of speakers increases. Identifying the correct speaker within the enrollment set becomes more difficult with an increase in the number of speakers.

5. Conclusion

This paper proposed improved relation networks for speaker verification and identification. Additionally, we provided two enhancements to our technique - global classification for better supervision and an improved training regime for better utilization of samples present in an episode. The proposed method outperforms the existing techniques on speaker verification and identification on VoxCeleb, SITW and VCTK datasets.
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