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ABSTRACT
The uneven distribution of local data across different edge devices (clients) results in slow model training and accuracy reduction in federated learning. Naïve federated learning (FL) strategy and most alternative solutions attempted to achieve more fairness by weighted aggregating deep learning models across clients. This work introduces a novel non-IID type encountered in real-world datasets, namely cluster-skew, in which groups of clients have local data with similar distributions, causing the global model to converge to an over-fitted solution. To deal with non-IID data, particularly the cluster-skewed data, we propose FedDRL, a novel FL model that employs deep reinforcement learning to adaptively determine each client’s impact factor (which will be used as the weights in the aggregation process). Extensive experiments on a suite of federated datasets confirm that the proposed FedDRL improves favorably against FedAvg and FedProx methods, e.g., up to 4.05% and 2.17% on average for the CIFAR-100 dataset, respectively.
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1 INTRODUCTION
In the last few years, the number of mobile and IoT devices, as well as their computing powers, has been rapidly growing. Along with the development of advanced machine learning techniques and the increasing privacy concerns, Federated Learning (FL) [17, 31] has become one of the main paradigms where deep learning (DL) models are trained in parallel at a large number of edge devices (clients). Unlike the de facto conventional machine learning at a centralized supercomputer and data center [1], FL does not require to collect the private raw data of clients. Instead, FL retains such data locally and never uploads to a server, yet allows the clients to gather the benefit of rich data across all the clients by sharing a global DL model aggregated at the server. Specifically, the clients perform the local training using the latest global model in several local steps (epochs) on their local data set. Each client then sends its locally trained model, usually the gradients or weights of the DL model, to the server. In a communication round, after collecting all the locally trained models from all the clients, the server calculates the new global model, e.g., by taking the average of all the locally trained models [17].

In principle, one of the advantages of FL is the guarantee in training a DL model over privacy-sensitive data for a wide range of real-world applications. However, one of the key challenges which limit the usage of FL settings is the statistical heterogeneity [12]. FL involves a large number of edge devices/clients. The distribution of local data across clients is significantly different since the training data generated at a given client typically depends on how this particular edge mobile device is used [17]. Therefore, the local dataset of a client may not reflect the global distribution, yet it is non-independent and identical across the edge devices (non-IID data) [6, 13, 24, 31]. It has been shown that standard FL methods such as FedAvg [17] are not well-designed to address the challenges of non-IID data. It could increase the training time and degrade the training accuracy in practice [11, 13, 22, 27].
To tackle the statistical heterogeneity problem, many efforts focused on actively selecting the clients for balancing the data distribution [3, 21, 30]. Alternatively, many studies improved the loss function by devoting the optimization techniques [12, 22, 29]. Another approach tackles the issue of unfairness when performing the weight aggregation at the server, i.e., overly favoring the DL models on some devices either with a higher number of samples [25] or with significant differences in the magnitudes of conflict gradients [23]. It is stated that in the standard FL methods such as FedAvg [17], the average accuracy may be high, yet the accuracy of each device may not always be very good [8]. Therefore, several works design weighting strategies to encourage a more fair aggregation method [8, 22, 23, 25].

However, the existing approaches suffer from two issues: incompleteness of the studied non-IID data types and non-generalization of the solution method. First, currently considered non-IID data types are limited and do not fully cover common patterns encountered in practice. Indeed, most previous approaches regard non-IID data as a context in which each client owns data samples with a set number of classes (label size imbalance) [2, 12, 17, 23, 27, 29] [21, 25]. Recently, some works use label distribution imbalance non-IID data to emulate different non-IID cases that are more close to the real-world data, e.g., distributing samples of a particular label to the clients following the power-law or Dirichlet distribution [8, 13, 22, 24]. Unfortunately, all of the previous studies have only simulated the non-identical distribution aspect, with no investigation into the non-independent feature of the clients’ data. In reality, the data obtained from clients has a significant clustering feature, with many clients having similar labels. More particularly, certain clusters may have many clients, while others do not. For example, medical data from patients with the same disease will have a high degree of similarity, and common diseases will have many patients. Figure 1 illustrates the distribution of pills collected from 100 real users. The users can be classified into three groups: diabetic patients, hypertensive patients, and the others. The data demonstrate an imbalance in two manners: 1) the data is disease-specific, i.e., patients with identical diseases often take the same medications, and 2) the data is statistically pill imbalance. There are numerous medications that are extensively used by all users, but there are also those that are not. For more examples, see Section 2.2. To fill in this gap, in this work, beside considering common types of non-IID data as existing studies (we name them as i.e., label skew non-IID), we introduce a new non-IID data that exhibits non-independent property of data across clients. Specifically, we focus on non-IID data having inter-client correlation, i.e., clients sharing a common feature can have correlated data. We consider that the global distribution of data labels is not uniform, and data labels frequently are partitioned into clusters1. That is, groups of clients owning the data classes belong to the same clusters. The number of clients per group is varied. We identify this scenario as cluster skew.

The second issue of the existing approaches, non-generalization of the solution method, arises from the fact that the current methods are heuristic rules tailored explicitly for certain non-iid data types. Consequently, they will only be applicable in a subset of non-iid circumstances. For example, in the case of our newly introduced cluster skew scenario, the existing weight aggregation at the server may overly favor the DL models on the group with a larger number of clients even when the label size and number of samples of all the clients are balanced. To deal with the unfairness issue of the cluster skew non-IID data, we propose a novel aggregation method for Federated Learning with Deep Reinforcement Learning, namely FedDRL. The rationale behind our approach is that instead of designing explicit rules, we leverage the self-learning capability of the reinforcement learning agent to facilitate the server in discovering the optimum method to aggregate the clients’ models. This way, the proposed approach does not rely on any specific data type. Specifically, the deep reinforcement learning model receives the state as the clients’ local information (including the inference loss and the number of data samples), and then estimates the goodness of the action defined by the priorities assigned to the clients. Notably, to enhance the performance, we propose a novel two-stage training process that helps to enrich the training data and shorten the training time of our deep reinforcement learning model. In summary, our main contributions in this work include:

- We are the first to introduce and conduct a detail study on a novel non-iid data type named cluster-skew non-IID, which focuses on the inter-client correlation across the clients.
- We then propose a novel method named FedDRL that explores Deep Reinforcement Learning in training a Federated Learning model. To the best of our knowledge, this work is the first to use deep reinforcement learning to adaptively aggregate the clients’ models. Along with the formulation of the deep learning framework used in the FL, we also propose a novel reward function and a two-stage training strategy that help to enhance the performance while reducing the time complexity.
- We implement and measure the proposed FedDRL on three datasets. Intensive experiments show the FedDRL achieve better accuracy than the standard FL methods including FedAvg [17] and FedProx [12], e.g., up to 4.05% and 2.17% on average for CIFAR-100 dataset, respectively.

1 both overlap and non-overlap.
The remainder of the paper is organized as follows. Section 2 provides a short summary of the standard federated learning and non-IID challenges. We then discuss our motivational study and present our proposal in Section 3. The experimental results are described in Section 4 and 5. We finally conclude in Section 6.

2 PRELIMINARIES

2.1 Federated Learning and FedAvg

Federated Learning (FL) is the method that involves a large number of K clients, usually hundreds to thousands, training locally and updating the Deep Learning (DL) model globally by using a weight aggregation method at a centralized server. The FL finds a DL model \( w^∗ \) to minimize the objective function \( f(w) = \sum_{k=1}^{K} \frac{n_k}{n} f_k(w) \), where \( p_k = \frac{n_k}{n} \) denotes the relative sample size \((n = \sum_{k=1}^{K} n_k)\), and \( f_k(w) = \frac{1}{|D_k|} \sum_{i \in D_k} l_i(w) \) is the local objective function of the client \( i \). In which, \( l_i(w) \) is the corresponding loss function for sample \( i \) and \( D_k \) denotes the local dataset of the client \( k \) \((|D_k|)\).

Federated Averaging (FedAvg) [17] is the first and becomes one of the most commonly used FL methods to aggregate the locally trained models of the client into the shared global model. This method randomly selects a subset of \( K \) clients in each communication round. Each client then performs the local training in \( E \) epochs on its local dataset and uploads its local trained model to the server synchronously. Upon receiving local models from clients, the server performs the weighted aggregation as follows.

\[
    n_{k} \leftarrow \sum_{k=1}^{K} n_k; \quad w^k_{t+1} \leftarrow \sum_{k=1}^{K} \frac{n_k}{n} w^k_t.
\]

2.2 Federated Learning with non-IID data

2.2.1 Categories of non-IID Data

In this work, we follow the taxonomy of non-IID (non-independent and identical) data presented in [6] (Appendix-K) and [31]. Non-IID data can be formed by how data fail to be distributed identically across clients including:

- Feature skew or attribute skew: clients have the same label sets2 but features of samples are different between clients [31]. For example, in cancer diagnosis tasks, the cancer types are similar across hospitals but the radiology images can vary depending on the different imaging protocols or scanner generations used in hospitals [14].

- Quantity skew: Different clients hold different amounts of data. For example, the younger generation may use mobile devices more frequently than the older generation, thus providing more local data to train the face recognition DL model [23].

- Label skew: represents the scenarios where the label distribution differs between clients. In label size imbalance non-IID proposed by [17], each client has a fixed number of label classes; \( c \) determines the degree of label imbalance. Recent works [8, 13, 22, 24] distribute the samples of a particular label to the clients following a particular distribution such as the power-law or Dirichlet distribution. Such kind of scenario is more close to the real-world data. For example, a car and a table can appear in both home cameras and streets cameras. However, cars commonly appear on streets camera while tables commonly appear on home cameras [16].

2.2.2 Strategies for dealing with non-IID

In this study, we focus on obtaining a DL model that (1) minimized global objective function over the concatenation of all the local data and (2) balanced the local objective functions of all the clients. Such target is also mentioned as the “fairness” issue among clients [23, 25]. There could be a different approach for each category of non-IID discussed above. Most of the existing work proposed to solve the statistical heterogeneity problems caused by non-IID dataset focused on the label skew and quantity skew non-IID [2, 8, 12, 13, 17, 21–25, 27, 29]. A few works target to the feature skew non-IID [14]. Kevin et al. [6] highlight the issue that we named cluster skew when building up their real-world dataset, yet focus on solving the communication overhead problem instead of the statistical heterogeneity problem.

2.3 Basic of Reinforcement Learning

A Reinforcement Learning (RL) model is essentially comprised of four components: the agent, the environment with which the agent interacts and exploits, the reward signal, which indicates how well the agent behaves regarding a specific target; and the policy, which corresponds to the way the agent behaves. The ultimate goal of the agent is to maximize the total reward signal:

\[
    G = \sum_{t=1}^{T} y^{t-1} r_t,
\]

where \( y \) is the discount factor and \( r_t \) is the immediate reward signal at time step \( t \).

There are two main approaches to an RL problem, namely value-based learning and policy-based learning. Value-based methods focus on learning the value of states \( V(s) : f \rightarrow \mathbb{R} \) or of state-action pairs \( Q(s, a) : S \times A \rightarrow \mathbb{R} \), where \( S \) and \( A \) are the state space and the action space, respectively. The state-value \( V(s) \) depicts how good state \( s \) is in terms of maximizing the total reward. The state-action value \( Q(s, a) \) indicates how beneficial it is to perform action.
Figure 2: Workflow of FedDRL with 5 steps: (1) global model sending, (2) training at client, (3) local model sending, (4) impact factor determination, and (5) model aggregation.

$a$ from a state $s$. Generally, when the agent receives the reward signal $r \in \mathbb{R}$, it performs a one-step bootstrap update using the well-known Bellman equation [20]. The optimal policy is deduced from the values learned by the agent adheres to the rationale. Once the values converge, the optimal action can be found by solving:

$$a^* = \arg \max_{a} Q^*(s, a), s \in S, a \in A(s).$$

The most well-known algorithms are Q-learning and deep Q-learning (DQN [20]). The expansion from a finite to an infinite number of states has motivated the adoption of a neural network into reinforcement learning, which eventually gives rise to many states of the arts in recent years, including the policy-based methods.

Policy-based methods directly learn the optimal policy by continuously making adjustments upon the policy parameters in response to the reward signal received by the agent. In detail, policy-based methods, such as REINFORCE and Actor-Critic, maintain a $\theta$-parameterized neural network which takes state $s \in S$ as input and outputs the corresponding policy $\pi(s) = P(\cdot|s, \theta)$ describes the probability distribution over the action space at state $s$. The agent chooses an action accordingly and receives a reward signal $r$. Depending on the algorithm, a policy gradient theorem based update is applied upon the parameters $\theta$ with respect to a transformed value of the reward signal $r$, e.g., the temporal difference $\delta = r + \gamma V(s') - V(s)$.

3 FEDDRL: FEDERATED LEARNING WITH DRL-BASED ADAPTIVE AGGREGATION

3.1 Motivation

In FL, the server plays a central role, receiving locally learned models (i.e., weights or gradients) from clients and aggregating them into a global model. Typically, the aggregation is performed by weighted summing of the clients’ local models. Specifically, each client’s model is assigned an impact factor representing its contribution to the global model, i.e., the higher the impact factor, the greater the influence on the global model. The impact factor assignment thus plays an essential role in deciding how well the server synthesizes the model. The impact factors should be determined considering two criteria: 1) The goodness of knowledge acquired by the clients; 2) The correlation between the knowledge learned by the clients. Regarding the former, it is clear that clients with the better knowledge should be given a higher impact factor. Meanwhile, in terms of the latter, knowledge that repeatedly gained by multiple clients should be allocated a lower impact factor to avoid the model over-fitting specific knowledge. The most basic aggregation mechanism is proposed by FedAvg [17], where impact factors are proportional to the number of samples possessed by the clients (Equation (1)). By assigning the importance of the clients proportional to the number of data samples, this approach considers all samples equally, and thus it is suitable exclusively for IID data. Several recent methods determine impact factors heuristically based on the difference between clients’ local model [8, 22, 25]. In general, these strategies adhere to the rule of the majority; that is, knowledge acquired by a more significant number of clients is better. However, in practice, this is not always the case. Furthermore, this approach may lead to the general model being over-biased on data that occurs in many clients while disregarding unusual data.

Based on the above observations, we propose in this paper a novel model aggregation strategy based on Deep Reinforcement Learning (DRL). Instead of defining explicit rules for assigning impact factors, we leverage the capability of the reinforcement learning agent in interacting with the environment and self-learning to make the decision. This way, the proposed method can adapt to all kinds of client data distributions. This technique, in particular, can accommodate novel non-IID distributions that existing approaches have not investigated.

3.2 Overview of FedDRL

Figure 2 illustrates the overview of our proposed DRL-based Federated learning model, FedDRL. The model is composed of a centralized server and several clients. The clients utilize their local data to train models distributedly, while the server aggregates the models in a centralized manner. Specifically, the server broadcasts the current global model to the clients at the beginning of each communication round. After acquiring the global model, the clients use their data to train locally for a predefined number of epochs. The clients then communicate the trained local models and other supporting information to the server. The knowledge from the clients is first fed into a Deep reinforcement learning module, which determines the impact factor for each client’s model. With the impact factor defined, the server then aggregates the client models to produce a new global model.

3.3 Formulation of the Deep Reinforcement Learning Framework

We formulate the problem of model aggregation at the server of FL into a reinforcement learning paradigm. The following four elementary reinforcement learning concepts are defined.

3.3.1 Agent. We consider the situation where only one server is responsible for the aggregation and $N$ clients. For such, the server adopts a reinforcement learning based decision-making agent whose output are the impact factors indicating the contributions (in percentage) of locally trained models to the aggregated global one. Specifically, let $\vec{a}'$ and $W'$ denote the impact factor vector and the concatenation of local models learned by the clients at round $t$, the server then computes the global model, e.g., usually...
the gradients or weights of the DL model, as follows:
\[
\mathbf{w}_{k}^{t+1} = \mathbf{w}_{k}^{t} - \alpha \nabla_{\mathbf{w}_{k}} J^{t}(\mathbf{w}_{k}^{t}, \mathbf{d}_{k}^{t}),
\]

where \( \mathcal{K} \) depicts the set of participating clients, and \( \mathbf{w}_{k}^{t} \) represents the \( k \)-th client’s model at round \( t \), \( \mathbf{w}_{k}^{t+1} \) denotes the global model at round \( t+1 \). Since we assume only a fraction of the clients participate in each round, the number of involved clients at every round, i.e., |\( \mathcal{K} \)|, is less than the total number of clients, i.e., \( N \).

3.3.2 State. The state should provide any information that assists the decision-making process, i.e., determining the impact factors used to aggregate the clients’ local models in our scenario. The ultimate aim of the aggregation process at the server is to exploit meaningful information learned by the clients to create a global model that works well with all data. It implies that the state must contain information that allows the agent to determine: 1) whether knowledge gained by each client is valuable and 2) how this information should be aggregated to produce a global model that works effectively with all clients without bias toward any particular client. As a result, the state should express the quality of models locally trained by clients and the relationship between the clients’ data. To this end, we design the state to include the following information:

- The losses of the global model on each client’s datasets. These parameters are measured when the clients obtain the global model from the server (at the beginning of each communication round). It’s worth noting that the models for all clients are identical at this time. Therefore, the losses reflect the correlation between the clients’ data. At the same time, these losses also depict how good the global model is for each client’s data.
- The losses of local clients after performing local training at the end of each communication round. This parameter is calculated before the clients send their locally trained models to the server. This information tells us how good the a model trained by each client is.
- The amount of data held by each client. Clients with a different numbers of training data will, obviously, produce trained models with varying quality. Models trained on small datasets, in particular, are frequently less informative than models trained on large datasets.

In summary, the state \( s_{t} \) is a tuple of \( 3 \times K \) parameters, \( s_{t} = \{l_{1,1}^{t}, ..., l_{1,K}^{t}, l_{K,1}^{t}, ..., l_{K,K}^{t}, n_{1}, ..., n_{K}\} \), where the first \( K \) parameters are the losses evaluated right after the clients retrieve the global model from the server; \( l_{1,1}^{t}, ..., l_{K,K}^{t} \) represent clients’ losses evaluated when they finish the local training process at round \( t \), and the finally \( K \) parameters \( n_{1}, ..., n_{K} \) depict the number of samples of the clients.

3.3.3 Action. The agent aims to identify the clients’ impact factors, which are continuous numbers. To this end, we define an action by a set of \( K \) Gaussian distributions. Specifically, action \( a_{t} \) is a tuple of \( 2 \times K \) values comprising the means and variances of \( K \) Gaussian distributions, i.e., \( a_{t} = \{\mu_{1}, ..., \mu_{K}, \sigma_{1}, ..., \sigma_{K}\} \). Given action \( a_{t} \), the agent then determines the impact factor for the \( k \)-th client as follows:
\[
a_{k}^{t} = \text{Softmax} (N(\mu_{k}^{t}, \sigma_{k}^{t})).
\]

In addition, to enhance the model’s stability throughout training, we add the following constraint:
\[
\sigma_{k}^{t} \leq \beta \mu_{k}^{t},
\]
where \( \beta \) is a hyperparameter ranging from 0 to 1.

3.3.4 Reward. The design of the reward function is critical to the efficacy of the RL model since it directs the agent’s behaviors. We intend to create a global model that works well for all data, i.e., it should be suitable for all clients’ data and not biased towards a specific client. As a result, the reward function will have two objectives: 1) Improving the global model’s accuracy across all clients. 2) Balancing the global model’s performance over all clients’ datasets. We quantify the first goal by reducing the global model’s average loss across all client datasets. Besides, we achieve the second goal by minimizing the gap between the global model’s maximum and minimum losses on against clients’ datasets. Accordingly, we design the reward as follows:
\[
r_{k} = \left(1 - \frac{1}{K} \sum_{k=1}^{K} l_{k}^{t} \right) + \left[ \frac{1}{K} \max_{k=1}^{K} (l_{k}^{t}) - \min_{k=1}^{K} (l_{k}^{t}) \right],
\]
where the first term, i.e., \( \sum_{k=1}^{K} l_{k}^{t} \), represents the average losses of the global model against the local data of all clients, and the second term, i.e., \( \frac{1}{K} \max_{k=1}^{K} (l_{k}^{t}) - \min_{k=1}^{K} (l_{k}^{t}) \), indicates the bias of the global model’s performance on the clients’ datasets.
Algorithm 1: Basic training process

Input: \( \phi \)-parameterized main policy network \( \pi \),
         \( \psi \)-parameterized main value network \( Q \),
         experience buffer \( \mathcal{D} \), target networks \( \pi' \), \( Q' \) as copies of \( \pi \) and \( Q \).
1. For each experience \((s, a, r, s')\), assign a priority based on the temporal difference: \( e_{\text{prior}} \leftarrow |r + \gamma Q'(s', a) - Q(s, a)| \);
2. Sort \( \mathcal{D} \) by the descending order of the priority;
3. for \( b \) times updating do
   4. Sample a batch \( B = (s, a, r, s') \sim \mathcal{D} \);
   5. Compute targets: \( y_i = r + \gamma Q'(s', a') \);
   6. Update the main value network with gradient descent:
      \[
      \nabla_{\psi} \mathbb{E}_{(s,a,r,s') \sim B} [Q(s, a) - y_i]^2
      \]
   7. Update the main policy network with gradient ascent:
      \[
      \nabla_{\phi} \mathbb{E}_{(s,a) \sim B} [Q(s, \pi(s))]
      \]
   8. Update target networks with:
      \[
      \phi' \leftarrow \phi', \quad \theta' \leftarrow \theta', \quad (1-\rho)\theta' + \rho \theta;
      \]
4. end

3.4 Deep Reinforcement Learning Strategy

With the reinforcement learning terms defined in the previous section, in what follows, we describe the structure of our DRL network as well as the training strategies. We first present the structure of the model and a basic training strategy Section 3.4.1. To enhance the performance and reduce the training time, we then propose a two-stage training in Section 3.4.2.

3.4.1 Basic training with temporal difference-based experience selection. Inspired by DDPG [15], we design a DRL agent as shown in Fig 3(a). The agent maintains two types of networks: the value network and the policy network. The former is responsible for estimating the goodness of states, while the latter is for determining actions. Moreover, for each type of network (i.e., value network or policy network), there are two subnets: the main network and the target network. The main network and the target network have the same structure. The difference is that the main network directly interacts with the environment and is updated based on the feedback from the environment. Meanwhile, the target network is a soft copy of the main network; it is more stable and, therefore, is used as a reference point in training the main network. The agent’s operation is divided into two threads, running in parallel: the main thread and the side thread. The former uses the main policy network to make decisions, i.e., calculating the impact factors of clients’ models. While the latter is responsible for improving the policy network’s performance based on the feedback from the environment. Specifically, the main thread works as follows.

- At communication round \( t+1 \), the agent (i.e., server) receives from each \( k \)-th client a tuple \( p_k^t = [l_{k,b}^t, l_{k,a}^t, n_k, w_k^t] \), where \( l_{k,b}^t, l_{k,a}^t \) are the losses of the global model at client \( k \), and the losses of the local model trained by client \( k \) at round \( t \), respectively, \( n_k \) is the number of samples of client \( k \) and \( w_k^t \) is the weights of the model trained by client \( k \). Agent then aggregates information received from all clients to establish state \( s_{t+1} \).
- State \( s_{t+1} \) will be fed into the main policy network \( \pi \) to derive action \( a_{t+1} \). As mentioned in Section 3.3.3, action \( a_{t+1} \) is a vector containing the means and variances of \( K \) Gaussian distributions. The agent then calculates each client’s impact factors and aggregates the clients’ models.
- Agent calculates reward \( r_t \) using formula (7) and stores a tuple of \((a_t, s_t, r_t, s_{t+1})\) into the experience buffer.

Parallely with the main thread, the agent also runs the side thread continuously to improve the policy network’s performance. In the following, we will describe the details of our basic training process used in the side thread. The pseudo-code of our basic training method is shown in Algorithm 1.

- Firstly, the agent extracts from the experience buffer a set of experiences. Each experience is a tuple of \((a_t, s_t, r_t, s_{t+1})\). Here, we apply the temporal difference-prioritizing strategy to prioritize the experiences. Specifically, each experience \( e_t = (a_t, s_t, r_t, s_{t+1}) \) will be assigned a priority \( \delta_t = r_t + \gamma Q(s_{t+1}, a_t) - Q(s_t, a_t) \). The higher the priority, the likely the experience is chosen (Lines 1-2 in Algorithm 1).
- Using the selected experiences, the agent will update the main value network using the gradient descent method, and update the main policy network using the gradient ascent method (Lines 4-7 in Algorithm 1).
- Finally, updates of the main network will be transferred to the target network using \( \rho \)-soft update mechanism (Line 8-9 in Algorithm 1).

Figure 3(c) illustrates the structure of the policy and value networks. Specifically, we construct our policy networks with 3 fully connected layers, each contains 256 nodes, in paired with Leaky ReLU activation function. The output of a policy network is a flatten vector of \( K \times 2 \) representing the mean and standard deviation of the multi-variate Gaussian distribution from which we sample the impact factor. For the value networks, we use 2 hidden layers of size 256, the outputs of which are also activated by a Leaky ReLU function. The full configuration is represented in Table 1.

3.4.2 Two-stage training strategy. In the basic training strategy mentioned above, each communication round provides only one experience. As a consequence, the number of experiences utilized to train the policy and value networks is relatively small. This constraint will limit the performance of the networks as a consequence. To this end, we propose a novel two-stage training technique as shown in Fig 3(b). In the first stage, i.e., named online training phase, we create \( m \) identical agents (which we name workers). These agents simultaneously interact with the environment to train the networks and generate experiences. It is worth noting that although the workers are initially identical, they will evolve into

Table 1: Configuration of the policy and value networks

| Hyper-parameters | Values |
|------------------|-------|
| \( \pi \)-network’s #layer | 3 |
| \( Q \)-network’s #layer | 3 |
| Hidden layer size | 256 |
| \( \pi \)-network learning rate | 0.0001 |
| \( Q \)-network learning rate | 0.001 |
| Experience buffer size | 100000 |
| Discount factor \( y \) | 0.99 |
| Soft main-target update factor \( \rho \) | 0.02 |
Algorithm 2: Overall flow of FedDRL

Input: A server with an $w$-parameterized DNN, $N$ clients with separated datasets, maximum communication round $T$, $K$ participating clients at each round.

1. **Server:** Initiate $\theta$-parameterized policy network $\pi$, $\phi$-parameterized value network $Q$, experience buffer $D$, target networks $\pi', Q'$ as copies of $\pi$ and $Q$.

2. **Server:** Initiate global model $w^1$.

3. **for communication round $t$ from 0 to $T$ do**

   4. **Server** sends $K$ copies of $w^t$ to the participating clients;

   5. **for each client $k$ in $K$ clients in parallel do**

      6. $w_{k}^{(t,0)} \leftarrow w^t$

      7. $l_{k,b}^t \leftarrow$ Inference loss with $w_{k}^{(t,0)}$

      8. Local training in $E$ epochs with batch $b$;

      9. $w_k^t \leftarrow w^t - \eta \frac{1}{N} \sum_{i=1}^N \sum_{k=1}^K \nabla l_i (w_k^{(t,1)})$

     10. $l_{k,a}^t \leftarrow$ Inference loss with $w_k^t$

     11. Send $p_k^t \leftarrow (l_{k,b}^t, l_{k,a}^t, n_k, w_k^t)$ to the server;

   end

12. **Server** unpacks $p_k^t$ from clients, concatenates to form state $s_{t+1}$;

13. **Server** selects action: $(\bar{s}, \bar{a}) \leftarrow \pi(s)+\epsilon \sim N(0)$;

14. **Server** computes impact factor vector: $\bar{a} \leftarrow \text{softmax}(N(\bar{s}, \bar{a}))$;

15. **Server** performs weighted aggregation upon concatenated parameters-matrix from clients:

   $w^{t+1} = W \cdot \bar{a} = \sum_{k=1}^K a_k^t \cdot w_k^t$;

16. **Server** observes the next state $s'$, computes reward $r$;

17. **Server** stores $(s, a, r, s')$ into $D$;

18. **if $D$ is sufficient then**

19. **Server** performs procedure in Algorithm 1;

20. **end**

end

distinct individuals over the training process, and hence their collected experiences will differ. The workers’ experiences are then merged to build an experience buffer, which will be utilized to train a main agent in the second stage. The main agent is trained in an offline manner without interaction with the environment. Specifically, we employ the experience from the experience buffer created by the first stage to update the main agent’s policy and value networks using the gradient ascent and gradient descent methods, respectively. With such a training strategy, we dramatically enrich the training data while decreasing the training time. The trained main agent is then used to make the decision.

We summarize the total flow of FedDRL in Algorithm 2.

### 3.5 Assumptions and Limitations

The assumptions and limitations of the FedDRL are as follows:

**Targeted communication strategies:** Our method is designed for synchronous FL where the server wait for all the clients finished their local training (with a fixed training epochs) before starting to compute the new global model. The technique in this work may not be suitable for supporting the asynchronous FL [2] where the global weight is updated right after receiving the locally trained model from one (or some) clients (over $K$ client involved each round). Note, however, that our technique is still applicable to other communication techniques such as using spare data compression [4, 18] or hierarchical architecture [28].

**Overhead of FedDRL:** Although FedDRL requires some extra computation and communication overhead, it is still practical in real-world applications. Computation overhead is the inference latency at the end of each training round that is trivial when the size of local datasets of clients is usually small. It is reported that such overhead is less than one second in MNIST [29]. It is worthy to noting that performing the aggregation at the server also requires trivial overhead for calculating the impact factors, i.e., the inference phase through the policy network of DRL module. We further estimate this overhead in Section 5.3. For communication overhead, our FedDRL only needs some extra floating points numbers for the inference loss in comparison with the FedAvg.

### 4 EXPERIMENTS

#### 4.1 Evaluation Methodology

This section describes a wide range of experiments to compare the proposed FedDRL against two baselines including FedAvg [17] and FedProx [12]. We evaluate the classification performance using the best top-1 accuracy on test sets of the targeted dataset. We also evaluate the SingleSet for being references, i.e., training all the data samples of all the clients in a single machine (e.g., training at the server or in the system of only one client) 4.

4.1.1 **Federated Datasets.** We evaluate the accuracy of a deep neural network (DNN) model trained on a non-IID partitioned dataset. In this work, we pick up datasets and DNN models that are curated from prior work in federated learning. In detail, we use three different federated datasets, i.e., CIFAR-100 [9], Fashion-MNIST [26], and MNIST [10]. To study the efficiency of different federated methods, it is necessary to specify how to distribute the data to the clients and simulate data heterogeneity scenarios. We study three ways to partition the targeted datasets by considering the label size imbalance, quantity skew, and clustered skew (more detail in Section 2). Although our main target in this evaluation is the dataset distributed with the cluster-skew non-IID, we also estimate the performance of our proposal in a conventional way, e.g., Pareto. We distribute the training samples among $N$ clients, i.e., 10 and 100, as follows:

- Pareto (denoted as PA): non-IID partition method where the number of samples of a label among clients following a power law [12, 13]. We assign 2 labels to each client for the MNIST dataset (20 labels/client for the CIFAR-100).
- Clustered-Equal (denoted as CE): We consider the simple case of cluster skew. We first arrange the clients into groups with a group that has a significantly higher number than the others, e.g., the main group with $\delta \times N$ clients. The higher $\delta$ means more bias toward the main group. We also fix the number of labels in each client to two. The number of samples per client does not change among clients.
- Clustered-Non-Equal (denoted as CN): Similar to CE but the number of samples per client is unbalanced.

---

4Unless otherwise stated, we fix all the number of epochs of all the clients to 5.
Table 2: Characteristic of non-IID partitioned methods. ✓: related non-IID type; ×: not related. Explanation in remarks.

| Partition Method | Clustered | Label Size Imbalance | Label Size Imbalance | Quantity Imbalance | Remarks |
|------------------|-----------|----------------------|----------------------|-------------------|---------|
| PA               | ✓         | ✓                    | ✓                    |                   | #samples follows a power law [13] |
| CE               | ✓         | ✓                    | ×                    |                   | Our proposed method |
| CN               | ✓         | ✓                    | ✓                    |                   | Our proposed method |

Figure 4: Illustration of data partitioning methods with 10 clients. The size of the circle shows the number of samples/client.

The characteristic of the targeted partition method is summarized in Table 2. For example, Figure 4 illustrates how the dataset is distributed to clients with different partitioning methods in the case of 10 clients.

4.1.2 Network architecture and training procedure. We train a simple convolutional neural network (CNN) on MNIST and Fashion-MNIST datasets as mentioned in [25]. For CIFAR-100 dataset, we use VGG-11 network [19] as it is in [18, 22]. We use the de-factor solver in DL, i.e., SGD (stochastic gradient descent), as the local solver with the local epochs $E = 5$, a learning rate of 0.01 and a local batch size $b = 10$ for all the experiments. We evaluate with the system of 10 and 100 clients like the prior work in federated learning [2, 12, 17]. If not specified, our default setting for the number of participating clients at each communication round is $K = 10$. We train all the FL methods in 1,000 communication rounds. For the FedProx method, we set the proximal term $\mu = 0.01$. For all the experiments, we simulate FL on a computer that consists of 2 Intel Xeon Gold CPUs, and 4 NVIDIA V100 GPUs. We deploy only one experiment on an entire GPU.

4.1.3 Configuration of our deep reinforcement learning model. We implemented/trained FedDRL in Pytorch version 1.8.1. The details of the policy and value networks are as described in Table 1. Concerning the two-stage training strategy, we set the number of workers to 2 for computational reasons.

4.2 Experimental Results

4.2.1 Classification accuracy. Table 3 presents the results of the classification accuracy when comparing our proposed FedDRL to the baseline methods on all the datasets and partitioning methods. We report the best top-1 test accuracy that each FL method reaches within 1000 communication rounds. For the CE and CN partitioning methods, we set the non-IID level $\delta = 0.6$ in this evaluation. Specifically, FedDRL achieves better accuracy than all other two baseline methods. The accuracy difference can also be noticed from the top-1 accuracy timeline graphs shown in Figure 5. Especially, when the number of clients becomes high, e.g., 100 clients versus 10 clients, the improvement of FedDRL on accuracy becomes larger.

For the CIFAR-100 dataset with a small number of clients, e.g., 10 clients, FedDRL outperforms the best baseline FL method, FedProx, by 2.17% and the worst baseline FL method, FedAvg, by 4.05% on average. Those are 0.7% and 6.67% when the number of clients becomes as large as 100, respectively. Especially with the CE and CN data partitioning methods, our target in this work, the accuracy of FedAvg and FedProx are dropped significantly (more than 10%) when there exists a bias of the client-correlation. In those cases, FedDRL can significantly improve the baselines. For example, when 100 clients are involved in the network, FedDRL improves the accuracy up to 10.03%. This result emphasizes that our weighted aggregation method using Reinforcement learning can be more effectively engage the clients from the ‘smaller’ groups\(^5\), leading to better accuracy.

For the MNIST and Fashion-MNIST datasets, FedDRL is still slightly better than the baseline methods. This is an expected result because the image classification tasks in those cases are simple with only 10 different classes. Thus, the accuracy of all the methods is asymptotic to the accuracy of the SingleSet, which leads to no room for optimizing. As the result, the gaps between the test accuracy of FedDRL and the best baseline FL method are trivial, i.e., around 1%. Thus, we consider FedDRL equivalent to FedAvg and FedProx when training on MNIST and Fashion-MNIST.

\(^5\)Groups with a smaller number of clients
FedDRL: Deep Reinforcement Learning-based Adaptive Aggregation for Non-IID Data in Federated Learning

4.2 Robustness to the client datasets.

Testing accuracy on a test dataset that is usually independent and identical helps estimate the goodness of a Deep Learning (DL) model over the global distribution. However, it is reported that the average accuracy may be high but the accuracy of each device may not always be high [8] when the server overly favors some clients during its weight aggregation (due to the bias of the non-IID dataset). To estimate the robustness of an FL method against clients, we test the global model on the local sub-dataset of all the participating clients at the beginning of each communication round, i.e., do the inference pass at clients. Figure 6 shows the average (in the top row) and variance (in the bottom row) of the inference loss among all the clients. Values are normalized to those of FedDRL (the red line). A value of a FL method that are under the red line refer that it achieves a lower average inference loss (or variances) and vise versa.

4.2.2 Robustness to the client datasets.

Figure 5: Top-1 test accuracy of different FL methods vs. communication round. The results of Fashion-MNIST are are plotted with the average-smoothed of every 10 communication round to have a better visualization. We omit the result of MNIST due to the space limitation.

Figure 6: Average (top row) and variance (bottom row) of inference loss among all clients, normalized to those of FedDRL (red line) in the cases of CIFAR-100 dataset, 10 clients.

4.3 Sensitivity Analysis

4.3.1 Impact of the number of participating clients.

We next conduct a sensitivity study to quantify the impact of the client participation level on accuracy. As shown in Figure 7, we change the number of participating clients $K$ at one communication round from 10 up to 50 over the total $N = 100$ clients when training on the CIFAR-100 dataset. We observe that varying the number of participating clients would affect the convergence rate but would not impact the accuracy eventually when the training converges. As the result, the improvement in accuracy of FedDRL over the other two baseline methods is consistently maintained.

4.3.2 Impact of the non-IID level.

It is well known that the convergence behaviors of FL methods are sensitive to the degree of non-IID. Our target in this work is to study the effect of the cluster-skew on testing accuracy. We thus change the number of clients belonging to the main group ($\delta$) to change the level of bias caused by the clients from the main group. Figure 8 show how the testing accuracy changed when $\delta$ varied from 0.2 to 0.6 in the case of Fashion-MNIST dataset. First, increasing the non-IID level negatively affects the testing accuracy for all the FL methods. Second,
the results also indicate that FedDRL mitigates the negative impact of these biases. For instance, FedDRL is slightly better than the baselines in most cases. Especially, when $\delta = 0.6$, there are significant improvements in the accuracy of FedDRL over FedAvg and FedProx, e.g., approximately 2–3%.

5 DISCUSSION

5.1 Impact of the non-IID type

In this section, we illustrate that our approach does not rely on any particular data type. It is applicable not just to cluster-skew but to label-skew in general. Specifically, we consider two common label size imbalanced non-IID suggested by [17] as follow:

- **Equal:** non-IID partition method provided by FedAvg [17]. The dataset is sorted and separated into $2N$ shards, where $N$ is the number of clients. Each client has samples of two shards, so that the total number of samples per client does not change among clients.
- **Non-equal:** non-IID partition method provided by FedAvg [17]. The dataset is sorted and separated into $10N$ shards. Each client has samples of a random number of shards ranging from 6 to 14.

In Section 4, we showed numerical data regarding the Pareto distribution, in which FedDRL demonstrated a significant increase in accuracy compared to other benchmarks. A similar observation was observed on the equal and non-equal data distribution. FedDRL, for example, outperforms the best baseline FL algorithms by 1.85% to 2.13% on the CIFAR100 dataset (as shown in Table 4.)

5.2 Convergence rate

Figure 10 presents the comparison of the number of communication rounds it takes for each FL method to achieve a target testing accuracy. In this evaluation, we select the target testing accuracy as the minimum accuracy over FedDRL and the two baselines (as shown in Table 3). For example, to reach an accuracy of 62.1%, the CIFAR-100 dataset with the CE partitioning method in a network of 10 clients, FedDRL requires 80 communication rounds. FedAvg and FedProx spend 1.16x and 1.2x longer than FedDRL, respectively. Overall, the convergence rate of FedDRL is not always the fastest. It is interesting to emphasize that the convergence rates of FedAvg and FedProx do not remain consistent across different data partitioning methods. Instead, our method FedDRL always converges as fast as the fastest one in all the cases. The results on Fashion-MNIST and MNIST show a similar trend. This result shows that FedRDL is much more consistent and robust than the baseline methods. It is due to the usage of adaptive priorities for clients based on their local data in the proposed method.

5.3 Computational overhead of FedDRL

As mentioned, our FedDRL is designed for synchronous federated learning, yet significant computation time on the server would prolong the synchronization latency. To ensure that our weighted aggregation method using DRL does not contribute much computation overhead at the server versus other baseline FL methods, we estimate the time to calculate the impact factors (DRL in Figure 9). We also present the time to perform the actual weights aggregation for reference. The result shows that the computation time of the DRL module is trivial, e.g., only 3 milliseconds. Such overhead is consistent with all the models and datasets. By contrast, the aggregation time of FedDRL depends on the size of Deep Learning models, e.g., 45 and 3 milliseconds for VGG-11 and CNN, respectively. In short, our FedDRL is practical in terms of computation time at the server.

6 CONCLUSION

Despite the popularity of the standard federated learning (FL) FedAvg [17] and its alternatives, there are some critical challenges when applying it to the real-world non-IID data. Most existing methods conduct their studies on very restricted non-IID data, e.g., label-skew and quantity-skew non-IID. In this work, we tackled a novel non-IID type observed in real-world datasets, where groups of clients exhibit a strong correlation and have similar datasets. We named it the cluster-skew non-IID. To deal with such kind of non-IID data, we then proposed a novel aggregation method for

Table 4: Top-1 test accuracy with label size imbalanced non-IID suggested by [17] on the CIFAR-100 dataset.

| # clients | Equal       | Non-equal   |
|-----------|-------------|-------------|
|           | SingleSet FedAvg FedProx FedDRL SingleSet FedAvg FedProx FedDRL |
| 10        | 81.16 75.52 70.18 76.65 | 81.56 75.5 76.65 76.9 |
| 100       | 81.34 72.71 72.52 73.47 | 81.59 72.4 72.89 73.42 |

Figure 7: Testing accuracy vs. the number of participating clients $K$ (CIFAR-100, $N = 100$ clients).

Figure 8: Testing accuracy vs. the non-IID level (Fashion-MNIST, 100 clients).

Figure 9: Average server computation time.
Federated Learning, namely FedDRL, which exploits Deep Reinforcement Learning approach. We performed intensive experiments on three common datasets, e.g., CIFAR-100, Fashion-MNIST, and MNIST, with three different ways to partition the datasets. The experiment result showed that the proposed FedDRL achieves better accuracy than FedAvg [17] and FedProx [12], e.g., absolutely up to 10% in accuracy.
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Figure 10: Convergence rate of different FL methods on CIFAR-100, Fashion-MNIST, and MNIST datasets.