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ABSTRACT

Light-field displays create immersive experience by providing binocular depth sensation and motion parallax. Stacking light attenuating layers is one approach to implement a light field display with a broader depth of field, wide viewing angles and high resolution. Due to the transparent holographic optical element (HOE) layers, additive layered displays can be integrated into augmented reality (AR) wearables to overlay virtual objects onto the real world, creating a seamless mixed reality (XR) experience. This paper proposes a novel framework for light field representation and coding that utilizes Deep Belief Network (DBN) and weighted binary images suitable for additive layered displays. The weighted binary representation of layers makes the framework more flexible for adaptive bitrate encoding. The framework effectively captures intrinsic redundancies in the light field data, and thus provides a scalable solution for light field coding suitable for XR display applications. The latent code is encoded by H.265 codec generating a rate-scalable bit-stream. We achieve adaptive bitrate decoding by varying the number of weighted binary images and the H.265 quantization parameter, while maintaining an optimal reconstruction quality. The framework is tested on real and synthetic benchmark datasets, and the results validate the rate-scalable property of the proposed scheme.

1 Introduction

Stereoscopic displays present a naturally immersive, intuitive visual interface for plenoptic contents with realistic disparity and smooth motion parallax [Surman and Sun [2014], Li et al. [2020], Watanabe et al. [2019]. They are generally categorised based on the necessity to wear specially designed glasses and the number of supported viewing angles. The most prevalent form of stereoscopic display needs passively polarised or rapidly alternating shuttered glasses to perceive the 3D effect. It provides depth perception by showing different images to the left and right eyes. Users typically detest donning invasive eyewear or attire that reduces their overall ambient visual acuity. Hence, there is a clear preference for non-invasive autostereoscopic displays that present conventional depth perception and natural motion parallax according to the viewer’s movements.

Researchers have employed various techniques to develop glasses-free multi-view/light-field displays. These methods include the use of parallax barriers [Ives 1903], [Isono et al. [1993], Sakamoto and Mori [2006], Peterka et al. [2008].
specially designed lenses such as lenticular screens or integral photography lenses [Lippmann 1908, Börner 1993, McCormick 1995], stacked layers [Wetzstein et al. 2012, Takahashi et al. 2018] and layered display [Maruyama et al. 2020, Lee et al. 2016]. Extended depth of field, wider field of view, and thin form factor are desirable characteristics defining an excellent light field display. Therefore, incorporating these features is necessary to ensure the display produces a clear, accurate light field that provides users with a realistic and engaging viewing experience.

Augmented reality (AR) technology allows digital information to be overlaid in the real world, creating a composite view. Flat displays in current AR wearables generate conflicting depth information. It lacks monocular depth cues, resulting in three significant visual conflicts: vergence accommodation conflict, focal rivalry and ocular parallax [Kramida 2015, Konrad et al. 2020]. The light field display can be integrated into AR wearables by overlaying 3D digital information onto the real world without visual conflicts [Sluka et al. 2021].

We illustrate the conventional structure of an additive layered display in Fig. 1b. This display uses holographic optical elements (HOEs) as transparent layers to diffuse projected images from projectors, creating separate 2D light fields. The combined light rays from each layer pass through different pixel combinations based on viewing angles, resulting in a 4D light field. Additive light field displays do not suffer from the moiré effect, a visual artefact that decreases brightness and colour accuracy in LCD-based compressive displays. The transparent holographic optical elements (HOEs) make additive layered displays well-suited for augmented reality (AR) applications. This technology offers users a highly immersive and interactive way of experiencing digital content, allowing them to engage with virtual objects more naturally and intuitively.

Plenoptic data contains detailed information about the direction and intensity of light rays in a scene, resulting in a large amount of data with spatial, angular, and temporal redundancies. It is essential to consider these inherent correlations to create an effective compressive content delivery pipeline via multi-layered based tensor displays. Many currently available methods for encoding light field data are unsuitable for multi-layered display technologies. Various encoding algorithms extract sub-aperture images (SAIs) and create a pseudo video sequence in light field data compression [Liu et al. 2016, Li et al. 2017]. Commonly used video encoders like HEVC [Sullivan et al. 2012] or MV-HEVC [Hamnukela et al. 2015] are employed for inter and intra-frame hybrid prediction. However, current view estimation-based coding methods cannot remove redundancies among adjacent SAIs and are limited to local or frame units of the encoder [Senoh et al. 2018, Huang et al. 2018, Hériard-Dubreuil et al. 2019]. Learning-based view-synthesis techniques require a vast and diverse dataset to achieve better compression [Bakir et al. 2018, Wang et al. 2019, Jia et al. 2018, Liu et al. 2021]. Some techniques use the low-rank structure in light field data based on disparity models, while others use light field structure/geometry to compress at low bitrates [Vagharshakyan et al. 2017, Ahmad et al. 2020, Chen et al. 2020]. However, these methods are still not suitable for layer pattern encoding for additive layered displays.

This paper introduces a novel method for encoding layer patterns of additive light field displays in a scalable and efficient manner. The proposed scheme involves using a convolutional neural network (CNN) to obtain the optimised layer pattern for the display. Our aim of achieving a scalable framework led us to convert the layers into their weighted binary image form. The binary images and their appropriate weight can reconstruct the layers with minimal distortion, and the reconstruction accuracy improves as more binary images are considered. Moreover, the divide-and-conquer
strategy inherent in the scalable structure significantly reduces computational complexity. The weighted binary image is highly compressible, as the pixel values take either 0 or 1 to represent black and white pixels, respectively. We employ a powerful generative model to exploit the inherent strong correlations in binary images. The deep autoencoder model learns low dimensional codes that reduce the dimensionality of data. Our deep architecture uses multiple stacks of Restricted Boltzmann Machines (RBM) Teh and Hinton [2000], which form the Deep Belief Network (DBN) Hinton and Salakhutdinov [2006]. In DBN, the hidden layer (learned features) of an RBM feeds to the visible layer on the next RBM on the stack. Finally, the widely adopted HEVC (HM 17.0) Sullivan et al. [2012] standard video codec is employed on the latent code to compress further and eliminate intrinsic redundancies in latent data blocks, generating a bitstream compatible with most decoder devices. Our tests with both real-world and synthetic light field data demonstrate highly competitive outcomes. The principal contributions introduced in the proposed light field encoding technique can be summarized as:

- The paper presents a new light field coding method for additive layered displays, which effectively eliminates spatial, temporal, angular, and non-linear redundancies between adjacent sub-aperture images in a single integrated framework. The first component of the proposed approach operates to eliminate both intra-view and inter-view redundancies, leading to the derivation of distinct layer patterns. The second block effectively mitigates highly correlated non-linear redundancies among the patterns. Overall, the proposed framework represents a highly efficient and comprehensive solution for light field coding.
- The integrated and versatile framework of weighted binary images and deep belief networks (DBN) facilitates scalability in light field reconstruction. The number of levels utilized in the proposed approach plays a critical role in determining the reconstruction quality, whereby progressively increasing levels correspond to improved accuracy. The proposed framework thus represents a powerful solution for high-quality reconstruction with support for multiple bitrates, all within a single integrated pipeline.
- In the proposed scheme, hybrid convolutional neural networks (CNN) and deep belief networks (DBN) offer adaptability across multiple bitrates, providing a highly flexible solution for light field coding. This scheme differs from traditional light field coding approaches that typically support fixed bitrate during compression. Furthermore, the proposed approach employs optimised layer patterns to process the light field data efficiently, eliminating the need to process the entire data set.

### 2 Proposed Coding Scheme for Multi-Layered Displays

Our representation and coding pipeline consists of three blocks. The complete workflow is illustrated in Fig. 3 BLOCK I (Fig. 3) transforms the entire light field into additive layer patterns using a CNN-based approach. A more efficient and scalable representation of the layer pattern is achieved through a DBN and HEVC encoding in BLOCK II. The light field reconstruction from approximated layers is performed in BLOCK III. The implementation steps of the proposed methodology is described in Algorithm 1.

The multidimensional plenoptic function represents the amount of light travelling through each point in space in each direction. We adopt an angle + plane parameterization with a reference plane at $k = 0$ as shown in Fig. 3a. The 7-D function, $L(x, y, z, \theta, \phi, \lambda, t)$ is constructed by measuring light ray at every potential incidence $(\theta, \phi)$, wavelength $\lambda$, and time $t$. We parameterised light ray by the point of intersection with the reference plane $[(u, v)]$ and the outgoing direction with respect to the z-axis $[(\theta, \phi)]$. Hence, it is simplified into a 4-D function $L(u, v, s, t)$, where $s = \tan(\theta)$ and $t = \tan(\phi)$. In the light field model, st is considered the plane for a set of cameras having uv as their focal plane. Hence, st and uv are called the angular and spatial resolution, respectively.
2.1 Additive Layer Pattern Generation

The main objective of an autostereoscopic 3D display is to support simultaneous viewing from multiple perspectives without compromising the resolution of each viewpoint. An example of such transparent tensor display is the “additive layered display” illustrated in Fig. 1b. The display consists of transparent HOE projection layers which diffuse images from projectors generating independent 2D light fields. The resulting 2D light fields are merged by addition operation into a 4D light field, providing motion parallax according to the viewing position. The emitting light ray is formulated as shown in Equation 1.

\[ L_{\text{add}}(u, v, s, t) = \sum_{k \in \mathbb{Z}} P_k(u + ks, v + kt) \]  

where, \( P_k(u, v) \) denotes transmittance of the layer located at \( k \in \mathbb{Z} \). We assumed that there are three layers in the light field display located at \( k = -1, 0, 1 \).

A CNN-based network optimises additive layers to display the target 3-D scene as shown in Block I of Fig. 3. The network consists of sequentially stacked 20 2D convolutional layers. The spatial size of the tensors is constant, while only the number of channels is varied throughout the network. The tensors \( L \) and \( L_{\text{add}} \) have 25 channels each corresponding to the \( 5 \times 5 \) viewpoints. While tensor \( P \) has three channels each for the layers in the display, the intermediate feature maps have 64 channels. The mapping function of the optimisation process is expressed as

\[ f : L \rightarrow P \]  

where, \( L \) denotes the tensor with all pixels of \( L(u, v, s, t) \) for all \( (u, v) \) and \( P \) represents the tensor with all pixels of \( P_k(s, t) \) for all \( k \in \mathbb{Z} \). The mapping from layer patterns back to light field can be expressed as

\[ g : P \rightarrow L_{\text{add}} \]  

where, \( L_{\text{add}} \) denotes all light rays in \( L_{\text{add}}(u, v, s, t) \). The CNN is constructed such that it corresponds to the composite mapping of \( g \circ f \) minimising squared loss error as expressed in (4).

\[ \argmin_f = \| L - L_{\text{add}} \|^2 \]  

2.2 Scalable Coding with Weighted Binary Images

The obtained layer patterns are transformed into a weighted binary representation, where binary images with defined weights can approximate the layers [Komatsu et al., 2018]. There are only two possible intensity values (black and
Figure 4: Workflow of deep auto-encoder with RBM pretraining. (a) Pre-training of RBM weights (b) Unrolling of stacked RBMs (c) Fine-tuning of the unrolled stacked RBMs network.

white) in binary images. They are notably helpful for segmentation and thresholding applications in image processing. The compressed representation (Fig. 2a) of layer patterns is possible using weighted binary images. The binary images $B_n$ and their corresponding weights of ‘c’ channel, $r_{n,c}$ can optimally approximate the layers pattern $P_k$ as formulated in (5). The binary image captures common features for all viewpoints and the pixel-independent weights contain the differences between the layers.

$$P_k(u,v,s,t) \approx \sum_{n=1}^{N} B_n(s,t) r_{n,c}(u,v)$$

In order to obtain the compressed binary representation, it is necessary to solve the optimisation problem defined in (6)

$$\arg\min_{B_n(u,v),r_{n,c}(u,v)} \left\| P_k(u,v,s,t) - \sum_{n=1}^{N} B_n(s,t) r_{n,c}(u,v) \right\|^2$$

The pipeline adopts two alternate approaches for the two unknowns, $B_n$ and $r_{n,c}$. It initialises the binary images $B_n$ and repeats the following two steps until convergence.

1. Optimise the weights $r_{n,c}(u,v)$ keeping binary images $B_n(s,t)$ fixed. This step involves solving standard least squares problems.

2. Optimise binary images $B_n(s,t)$ keeping the weights $r_{n,c}(u,v)$ fixed. The individual pixels $(s,t)$ are solved using binary combinatorial optimisation technique which is a NP-Hard problem [Toth 2000].

Since combinatorial optimisation employs exhaustive search, the introduction of scalability in the framework plays a vital role in drastically increasing the speed and reducing computational complexity. For scalable coding (Fig. 2b), the divide and conquer method is adopted. The $N$ number of layer patterns are divided into $M$ groups, which correspond to the number of levels for scalability. Firstly, $M$ sets of integers are defined such that $\{N_1, \ldots, N_m\}$ satisfy $N_i \cap N_j = \phi$ for $i \neq j$ and $\bigcup_{m=1}^{M} N_m = \{1, \ldots, N\}$. $N_m$ denotes the binary images for the $m^{th}$ level and $\sum_m |N_m| = N$. For original $N$ bit binary combinatorial optimisation, the computational complexity is $O(2^N)$. The complexity is reduced to $O(\sum_m 2^{|N_m|})$ when divided into $M$ sublevels. The approximation accuracy of the encoding process improves progressively as the number of levels increases. The target layer patterns $P_{k+1}(u,v,s,t)$ is set to original layer pattern $P_k(u,v,s,t)$ in the first level. The best approximation of the layer patterns is evaluated at each level using the binary images $B_n(s,t)$ along with their corresponding weights $r_{n,c}(u,v)$ and are optimised as shown in (7).

$$\arg\min_{B_n(u,v),r_{n,c}(u,v)} \left\| P_{k+1}(u,v,s,t) - \sum_{n \in N_M} B_n(s,t) r_{n,c}(u,v) \right\|^2$$
**Algorithm 1:** Proposed scalable encoding coding scheme

**Input:** Input light field \( L(u,v,s,t) \)

**Output:** Non-linear low dimensional code, \( NLD \)

1. Initialize \( P_k(u+ks,v+kt) \) where \( u \) and \( v \) are limited to the range \([-2, 2]\) and \( Z = \{-1, 0, +1\} \)
2. repeat
   3. for \( k \in Z \) do
      4. \[ \text{arg min}_{P_k} \sum W_{u,v,s,t} \left\| L(u,v,s,t) - \sum_{k \in Z} P_k(u+ks,v+kt) \right\|^2 \]
   5. until optimisation problem is solved
6. Initialise first level \((m = 1)\) of binary weighted pattern \( W_1(u,v,s,t) \leftarrow P_k(u,v,s,t) \)
7. for \( m = 1 \) to \( M \) do
   8. Obtain \( B_n(s,t), r_{n,c}(u,v) \) where \( n \in N_m \) by solving
      \[ \text{arg min}_{B_n} \sum P_k(u,v,s,t) - \sum_{n \in N_m} B_n(s,t) r_{n,c}(u,v) \]
   9. Carry over the residual as
   10. \( W_{m+1}(u,v,s,t) = W_m(u,v,s,t) - \sum_{n \in N_m} B_n(s,t) r_{n,c}(u,v) \)
   11. \( m \leftarrow m + 1 \)
12. Dimensionality reduction of \( B_n(s,t) \) for \( n \in N_m \)
13. for \( n = 1 \) to \( N_m \) do
14. \( NLD \leftarrow \text{Algorithm 2} (B_n(s,t)) \)

The calculation of target layer pattern for the next level using residual from the first layer is shown in (8)

\[
P_{k+1}(u,v,s,t) = P_k(u,v,s,t) - \sum_{n \in N_m} B_n(s,t) r_{n,c}(u,v)
\] (8)

The steps in (7) and (8) are repeated to the \( M^{th} \) level. Hence, a scalable representations with \( M \) levels is realised as

\[
P_k(u,v,s,t) \approx \sum_{m=1}^{M} \sum_{n \in N_m} B_n(s,t) r_{n,c}(u,v)
\] (9)

As the level progresses, the residual (10) exhibits a monotonic decrease, indicating that less information is available for the higher level. This decrease is accompanied by a progressive improvement in the accuracy of the decoded layer patterns, which is beneficial in various real-world scenarios, such as adaptive rate control and flexible user adaptability. The progressive improvement in accuracy is a direct result of the increasing number of levels, which allows for the incorporation of finer details in the reconstructed image. These findings suggest that the proposed method is well-suited for a wide range of applications that require high-quality reconstructed images with adaptive resolution.

\[
|P_{k+1}(u,v,s,t)| \leq |P_k(u,v,s,t)|
\] (10)

### 2.3 Deep Belief Network

The binary layer patterns \( B_n(s,t) \) and their weights \( r_{n,c}(u,v) \) provides an approximate representation of the actual layer patterns. Algorithms such as auto-encoder encode the input data into a much smaller dimensional representation and store latent information about the input data distribution. An RBM is a two-layered stochastic network with visible and hidden layers (Fig. 2c). It is a probabilistic model composed of weights and biases. The structure consists of “\( n \)” visible units \( v = (v_1, ..., v_n) \) representing the observed data and “\( m \)” hidden units \( h = (h_1, ..., h_m) \) to illustrate the dependencies in the observed data. There is no interconnection among the nodes in each layer to ensure their mutual independence. In binary RBMs, the random variables take the value \( \{v, h\} \in \{0, 1\}^{m+n} \). The hidden and visible variable vectors, \( v \) and \( h \) can be represented by their joint probability density as

\[
p(v, h) = e^{-E(v,h)} / \int \int e^{-E(v,h)}
\] (11)
Algorithm 2: Layer-by-layer pre-training of DBN

Input: DBN, training set $X$
Output: Pre-trained DBN
1. Initialize network parameters $w, b$
2. $Input \leftarrow X$
3. for all RBM in DBN do
4. for epoch = 1 to $e$ do
5. for $k = 1$ to floor($\frac{N_{\text{sample}}}{N_{\text{batch size}}}$) do
6. $B \leftarrow \text{batch from } Input$
7. $\Delta w, \Delta b \leftarrow k \text{ Contrastive Divergence}$
8. $w \leftarrow w + r \cdot \Delta w$
9. $b \leftarrow b + r \cdot \Delta b$
10. $X \leftarrow Input \times w + b$

where $E(v, h)$ is the associated energy function. Since the input data is binary-value, we apply binary-binary energy function [Shang et al. 2014] as described in (12).

$$E(v, h) = -\sum_{i=1}^{m} \sum_{j=1}^{n} w_{ij} v_i h_j - \sum_{j=1}^{n} b_j v_j - \sum_{i=1}^{m} c_i h_i$$

where, $w_{ij}$ is the weight associated with the nodes $v_i$ and $h_j$. The bias terms for $j^{th}$ visible and $i^{th}$ hidden node are $b_j$ and $c_i$ respectively. The network assigns a probability to every possible image using the energy function. Adjusting the weights and biases to reduce the energy of a training image, increases the probability of that image. The weights are adjusted as shown in (13).

$$\Delta w_{ij} = \varepsilon (\langle v_i h_j \rangle_{\text{data}} - \langle v_i h_j \rangle_{\text{recon}})$$

where $\varepsilon$ is the learning rate, $\langle v_i h_j \rangle_{\text{data}}$ and $\langle v_i h_j \rangle_{\text{recon}}$ are the fraction of times pixel $i$ and feature $j$ are on together when driven by data and reconstruction data respectively. A single layer of binary RBM is not the most effective technique to model the input data structure. A deep belief network (DBN) is a stack of RBMs (Fig. 4a) where the hidden layer of one RBM is the visible layer of next RBM. Stacking individual RBMs to form a chain drastically improves the performance, similar to a multi-layer perceptron outperforming a single perceptron. In DBN, the training procedure happens in two stages: unsupervised layer-by-layer pre-training and fine-tuning. During pre-training, we employ a layer-wise greedy technique (Fig. 4b). Once the training of previous RBM completes, its hidden layer is the visible layer for the next RBM. Likewise, the training of all RBMs occur one after another until the last RBM is trained. After pretraining completion, the model unfolds to form a deep auto-encoder network initialised with the pre-trained weights (Fig. 4c). The training of each RBM maximises the probability of its input data exploiting contrastive divergence (CD) [Hinton 2002] algorithm to update the network parameters. Each feature layer detects the strong and high-order correlations between the units in the layer beneath it. The pre-trained weights are fine-tuned (Fig. 4d), minimising the cost function. We implement the back-propagation algorithm to update the whole network’s parameters, progressively passing the error from the last layer to the bottom input layer. The pipeline achieves latent space representation of the weighted binary data using a DBN. The number of features extractors $F_1, F_2, F_3$ and $F_4$ in each layers are varied according to the requirement of input data such that $F_2 > F_3 > F_4$ and $F_2 > F_1$. The code layer with $F_1$ features is the latent space representation of the input data. The encoder and decoder network share a symmetrical structure and number of features in each layer. The latent code are encoded using standard video codec HEVC (HM 17.0). The implementation details and experimental results are analysed in the later sections.

3 Experiments

To evaluate the performance of the proposed scheme, we perform experiments on both real and synthetic light fields. We choose Amethyst, Bunny, and JellyBeans light fields from the Stanford Light Field Archive [Vaish and Adams 2008] as well as the Boxes [Honauer et al. 2017], Dice, Dragon and Bunnies [Marwah et al. 2013] synthetic light fields. As illustrated in BLOCK I of Fig. 3 we take the complete light field data as input to generate an optimized additive layer patterns. The additive layer patterns are represented as scalable weighted binary maps, which are compressed using Deep Belief Networks in BLOCK II with variable bitrate support. The compressed data is further encoded using HEVC to generate an encoded bitstream, which was subsequently decoded and reconstructed back into the complete light field in BLOCK III.
3.1 Implementation Details

The implementation of the proposed scheme is done on a single system with 9th Gen i7, 32 GB RAM, RTX 2080 8 GB Graphics with Ubuntu 22.04 operating system. We implement the sequentially stacked network of 20 2-D convolutional layers in BLOCK I (Fig. 3) using Chainer (version 7.7.0), a Python-based framework. The optimisation problem defined in Equation (4) computes the mean square difference between the original and reconstructed light field, which is obtained from additive layers optimised by the CNN. These layer patterns are represented as weighted binary images, which can optimally approximate them. We perform experiments considering various scalable layers and number of binary images as depicted Fig. 2b. As we incorporate more layers into the encoding process, the reconstruction quality increases progressively. This validates the progressive increment of reconstruction quality as more information is utilised as shown in Fig. S12. Here, we introduce rate scalability aspect in the framework. The DBN encodes weighted binary patterns into a dimensionally reduced representation. The encoder (Fig. 4) has layer size of $F_3 - F_2 - F_1$ and symmetric decoder layout $F_3 - F_2 - F_1$, where $F_1 = F_7$, $F_2 = F_6$ and $F_3 = F_5$. The training sample for the network is a set of $64 \times 64$ 2-D image blocks derived from the exact locations in all image views of the sample light field. The sample patch of $64 \times 64$ pixels is collected from the training data 32 pixels apart in horizontal and vertical directions, discarding the patches with nearly uniform intensities. The training samples are collected from several light field datasets [Vaish and Adams [2008], Marwah et al. [2013], Honauer et al. [2017]]. The training data differs from the test data. The testing is done on Amethyst, Boxes, Bunny, Dice, DragonsAndBunnies and Jellybeans light field dataset having $5 \times 5$ viewpoints. While training, eight sets were considered, each consisting of 64000 samples and trained for 30 epochs taking around 5 hours for each sample set. The initial weights are small random values procured from a normal distribution having zero mean and a standard deviation of 0.1. We adjust the weights with a learning rate of 0.1 after each mini-batch (Equation 12). To encourage stability and prevent overfitting, we use a regularization technique involving a combination of additive and penalty terms. Specifically, we add 0.9 times the value of the previous update to each weight, which helped to ensure gradual changes over time. Additionally, we subtract 0.00002 times the weight value from the update, which penalises large weights and encouraged the model to focus on essential features. The latent data from BLOCK II is encoded using HEVC (HM 17.0), generating an encoded bit-stream that can be scaled to reconstruct at any desired bitrate (quality). The performance of our proposed Scalable and Non-Scalable coding schemes are compared with standard video codec, HEVC (HM 17.0) [Sullivan et al. 2012] as illustrated in Fig. 11. We covered the range of HEVC (main10) quantization parameters, $QP 0, 4, 8, 12, 16, 20, 24, 28, 32, 36, 40, 44, 48, 51$ to test the performance at both high and low bitrate cases. In Table 1, an objective assessment to compare bitrate reduction of the proposed scheme (Scalable and Non-Scalable) with respect to HEVC codec is done using the Bjontegaard [Bjontegaard [2001]] metric. The more negative value of BD-Rate, the more gain in bitrate is achieved by the proposed scheme and similarly for BD-PSNR. Subsequently, the decoder of DBN decompresses the bitstream from BLOCK II to regenerate the approximated layer patterns and then transform them into the whole light field. In Fig. S11 we illustrate the reconstructed layers using four scalable levels with four images per level along with the original layers.

3.2 Comparative Analysis

Based on our experimental results, we can make some significant conclusions. Firstly, our proposed coding scheme demonstrates remarkable flexibility in producing high-quality reconstructions at higher bitrates. However, the conventional codecs do not support such scenarios. Additionally, it is able to deliver quality on par compared to HEVC even at lower bitrates, which is impressive. To achieve scalability in the pipeline, we implement a multi-level coding approach using the divide-and-conquer method, reducing computational complexity. Furthermore, as illustrated in Fig. S12 the decoding accuracy improves progressively as we incorporate more binary images, enhancing the overall efficiency of the system.

4 Conclusion

We introduce an efficient representation and scalable coding scheme of a light field for layered light-field displays based on a DBN. Existing light field compression algorithms do not utilise the similarities between the views of a light field to compress them effectively. The proposed scheme exploits the additive layers’ spatial, temporal, angular and other non-linear intrinsic redundancies. The proposed hybrid CNN and DBN model generates the optimised transmittance patterns, while learning and preserving only the essential features in a latent code form. Weighted binary images represent the optimised layer patterns in the intermediate stage, where we introduce scalability in the framework. Further encoding with HEVC generates a rate scalable bitstream which supports any desired bitrate (quality) decoding. The decoding performance progressively improves as we use more encoded information in the reconstruction process. As a result, our proposed scheme achieves the goal of covering a wide range of bitrates within a single trained model without compromising the quality of the reconstruction. Experiments with benchmark light field datasets produce...
competitive results. Since additive layered display is a transparent autostereoscopic display, it can be easily adopted to AR applications. Unlike other light field display, the HOE layers in additive display do not suffer from moiré effect. We plan to test our scheme with physical light field display hardware in the future. Furthermore, we would like to improve the proposed scheme to deliver 3D content on devices with limited hardware resources.
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5 Supplementary Material:
| QP | Non-Scalable N = 1 | Scalable N = 1 | Non-Scalable N = 2 | Scalable N = 2 | Non-Scalable N = 3 | Scalable N = 3 | Non-Scalable N = 4 | Scalable N = 4 | Non-Scalable N = 5 | Scalable N = 5 |
|---|---|---|---|---|---|---|---|---|---|---|
|   | BD-PSNR | BD-Rate | BD-PSNR | BD-Rate | BD-PSNR | BD-Rate | BD-PSNR | BD-Rate | BD-PSNR | BD-Rate |
| 0 | -88.555 | 5.980 | 24.014 | 21.006 | 8.954 | 25.380 | 13.532 | 27.008 | 14.532 | 38.585 |
| 2 | -72.524 | 6.074 | 13.114 | 31.802 | 21.867 | 34.881 | 19.463 | 33.652 | 19.787 | 40.640 |
| 4 | -66.038 | 6.172 | 37.649 | 37.946 | 54.630 | 40.934 | 15.169 | 38.754 | 17.693 | 49.260 |
| 6 | -60.078 | 7.588 | 51.588 | 46.364 | 52.583 | 47.487 | 40.674 | 50.488 | 51.264 | 56.843 |
| 8 | -73.774 | 9.344 | -68.622 | 85.534 | -66.492 | 75.899 | -75.421 | 95.224 | -88.560 | 98.208 |
| 10 | -85.903 | 22.560 | -82.536 | 21.846 | -81.862 | 21.986 | -83.463 | 22.279 | -73.002 | 21.428 |
| 12 | -96.606 | 47.700 | -64.460 | -13.890 | -70.929 | -13.236 | -66.580 | -20.791 | -66.060 | -16.264 |
| 14 | -95.316 | 23.420 | 31.352 | -32.700 | 17.152 | -32.350 | 116.260 | -38.390 | 23.420 | -34.016 |
| 16 | -86.583 | 12.340 | 267.000 | 43.129 | 232.840 | -46.060 | 528.800 | -50.792 | 209.795 | -46.915 |
| 18 | -66.083 | 0.404 | 100.450 | 51.070 | 105.500 | -51.640 | 233.600 | -59.224 | 160.532 | -58.725 |
| 20 | -30.020 | 0.434 | 215.400 | 53.130 | 217.800 | -53.540 | 432.400 | -60.700 | 183.462 | -66.470 |
| 22 | -0.646 | 2.903 | 215.000 | -65.140 | 194.900 | -62.670 | 955.600 | -49.120 | 1643.434 | -59.197 |
| 24 | 27.841 | 5.062 | 1396.000 | 38.840 | 137.200 | -35.902 | 572.625 | -46.612 | 512.067 | -56.927 |
| 26 | 66.146 | 3.937 | 800.870 | 34.230 | 570.390 | -21.932 | 800.000 | -27.520 | 596.614 | -26.460 |
| 28 | 65.410 | 3.048 | 512.540 | -25.560 | 385.710 | -12.580 | 472.800 | -17.640 | 231.411 | -27.845 |
| 30 | 124.920 | 6.293 | 286.780 | -20.960 | 298.580 | -11.670 | 285.500 | -16.020 | 75.256 | -22.740 |
| 32 | 108.340 | 22.522 | 219.840 | -30.200 | 201.130 | -21.254 | 227.600 | -27.040 | 72.110 | -14.520 |
| 34 | 30.640 | 13.870 | 6.470 | -53.830 | 23.600 | -14.459 | 17.820 | -14.720 | -22.133 | -2.656 |
| 36 | 45.183 | -10.195 | 23.740 | -84.357 | -9.302 | -3.650 | -9.703 | -1.018 | -13.460 | -1.021 |

Table 1: The percentage rate savings based on Bjontegaard metric for the proposed compression scheme with respect to HEVC (HM 17.0) on Amethyst, Boxes, Bunny, Dice, DragonAndBunnies and Jellybeans light fields.
Figure S 5: Non-scalable and Scalable layer reconstruction of Amethyst.
Figure S 6: Non-scalable and Scalable layer reconstruction of Bunny.
Figure S 7: Non-scalable and Scalable layer reconstruction of Boxes.
Figure S 8: Non-scalable and Scalable layer reconstruction of *Dice*.
Figure S 9: Non-scalable and Scalable layer reconstruction of DragonAndBunnies.
Figure S 10: Non-scalable and Scalable layer reconstruction of *Jellybeans*.
Figure S 11: The rate-distortion curve of the proposed compression scheme compared to that of standard video codec (HEVC).

Figure S 12: Comparison of (a) peak signal-to-noise ratio (PSNR) and (b) sizes between scalable and non-scalable codings with 10 binary images per level.