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Abstract

Consider a one-parameter family of Boltzmann distributions \( p_t(x) = \frac{1}{Z_t} e^{-S_t(x)} \).

This work studies the problem of sampling from \( p_{t_0} \) by first sampling from \( p_{t_1} \) and then applying a transformation \( \Psi_{t_0}^{t_1} \) so that the transformed samples follow \( p_{t_0} \).

We derive an equation relating \( \Psi \) and the corresponding family of unnormalized log-likelihoods \( S_t \). The utility of this idea is demonstrated on the \( \phi^4 \) lattice field theory by extending its defining action \( S_0 \) to a family of actions \( S_t \) and finding a \( \tau \) such that normalizing flows perform better at learning the Boltzmann distribution \( p_\tau \) than at learning \( p_0 \).

1 Introduction

Sampling from unnormalized densities has been studied by many due to its relevance for the sciences [1–11]. The problem can be summarized as follows. Given an unnormalized log-density \( S : \mathbb{R}^n \to \mathbb{R} \), can we efficiently generate samples from the probability density \( p(x) = \frac{1}{Z} e^{-S(x)} \)? In particular, there are no samples given, all we have is the ability to evaluate \( S \) for any sample candidate. A popular technique for attacking this problem is to use a normalizing flow to parametrize a distribution \( q_\theta \) and optimize the parameters \( \theta \) to minimize the reverse KL divergence

\[
KL[q_\theta, p] = E_{x \sim q_\theta} (\log q_\theta(x) - \log p(x)) = E_{x \sim q_\theta} (\log q_\theta(x) + S(x)) + Z. \tag{1}
\]

As a motivating example for this paper, let \( S \) be the defining action of the lattice \( \phi^4 \) theory (See §4 for details), and consider the family of distributions \( p_\beta(x) \propto e^{-\beta S(x)} \) parametrized by \( \beta \in \mathbb{R}^+ \). In terms of statistical physics \( \beta \) corresponds to the inverse temperature and controls how ordered the given system is. As seen in Fig. 1 the performance of a normalizing flow is sensitive to the parameter \( \beta \). Continuous normalizing flows converge faster at higher temperatures. Somewhat surprisingly, the RealNVP architecture converges faster both at \( \beta = .1 \) and \( \beta = 10 \) than at \( \beta = 1 \). A possible explanation is that both the smoother distribution \( (\beta = 0.1) \) and the more localized \( (\beta = 10) \) is easier to learn than a combination of these characteristics at \( \beta = 1 \).

Motivated by this observation, this paper studies the following problem. Suppose we are given a family of actions \( S_t(x) \), parametrised by \( t \), inducing a family of distributions, \( p_t(x) \propto e^{-S_t(x)} \). We are interested in how these distributions are related for different values of \( t \). From a practical viewpoint, the goal is to sample from \( p_{t_2} \) by first sampling from \( p_{t_1} \) and making the samples flow along some vector field \( V_t \). We will refer to this \( V_t \) as the deformation field or transport field.

The contributions of this paper can be summarized as:

- In §3 we derive a PDE, the deformation equation, that translates between infinitesimal deformations of actions and the infinitesimal deformations of the Boltzmann distributions they induce.
- In §4 we put the theory into practice in the case of a simple deformation of the lattice \( \phi^4 \) theory and show that it improves the performance of normalizing flows.
2 Background

**Change of variables** Let $p_0(z)$ be a probability density on $\mathbb{R}^n$ and $\Psi: \mathbb{R}^n \to \mathbb{R}^n$ a diffeomorphism. Pushing the the density forward along $\Psi$ induces a new probability density $p$ implicitly defined by

$$\log p_0(z) = \log p(\Psi z) + \log |\det J_\Psi(z)|. \quad (2)$$

The term $\log |\det J_\Psi(z)|$ measures how much the function $\Psi$ expands volume locally at $z$.

**Continuous change of variables** Suppose $V_t$ is a time-dependent vector field. Let $\Psi_\tau$, denote the diffeomorphism of following the trajectories of $V_t$ from 0 to $\tau$. This family of diffeomorphisms generates a one-parameter family of densities $p_\tau$. The amount of volume expansion a particle experiences along this trajectory of $\Psi_\tau$ is $\int_0^\tau \text{div} V_t(\Psi_t z)dt$. The log-likelihoods are then related by

$$\log p_0(z) = \log p_\tau(\Psi_\tau z) + \int_0^\tau \text{div} V_t(\Psi_t z)dt. \quad (3)$$
We now think of the samples as being generated sequentially in a MCMC manner. We always accept \( \Psi \) where we dropped the indices from \( \Psi \), valued function equivalent to contribution of \( V \).

Our aim is then to construct the time-dependent vector field \( x \) between all time parameter and the gradient over the remaining \( n \):

\[
\frac{d}{dt}x = \nabla S(x) + \nabla \log p(x).
\]

In what follows, we will use the symbols \( \partial_t f \) and \( \nabla f \) to denote the derivatives with respect to the time parameter and the gradient over the remaining \( n \), spatial components of a time-dependent scalar valued function \( f : \mathbb{R} \times \mathbb{R}^n \rightarrow \mathbb{R} \).

The Boltzmann distribution of Eq. \( \ref{eq:Boltzmann} \) can be equivalently defined by setting the ratios of likelihoods between all \( x \) and \( y \) to

\[
\frac{p(x)}{p(y)} = e^{S(y) - S(x)}.
\]

Our aim is then to construct the time-dependent vector field \( V_t \) such that flowing along \( V_t \) from \( t_1 \) to \( t_2 \) transforms between the two densities

\[
p_{t_2}(x) = p_{t_1}(\Psi^{t_2}_{t_1} x) \mathcal{L}_{\Psi^{t_2}_{t_1}}(x),
\]

where \( \Psi^{t_2}_{t_1} \) denotes the operation of "flowing along \( V_t \) from \( t_1 \) to \( t_2 \)" and \( \mathcal{L}_{\Psi^{t_2}_{t_1}} \) is the likelihood contribution of \( \Psi^{t_2}_{t_1} \). In terms of Eq. \( \ref{eq:Boltzmann} \), we are looking for \( \Psi \) such that for any pair of \( x, y \) we have

\[
\frac{p_{t_1}(x)}{p_{t_1}(y)} = \frac{p_{t_2}(\Psi x)}{p_{t_2}(\Psi y)} \frac{\mathcal{L}_{\Psi}(x)}{\mathcal{L}_{\Psi}(y)}.
\]

where we dropped the indices from \( \Psi \) for readability. For Boltzmann distributions, this expression is equivalent to

\[
e^{S_{t_2}(y) - S_{t_1}(x)} = e^{S_{t_2}((\Psi y) - S_{t_2}(\Psi x))} \frac{\mathcal{L}_{\Psi}(x)}{\mathcal{L}_{\Psi}(y)}.
\]
Taking the logarithm and rearranging
\[ S_{t_1}(x) - S_{t_2}(\Psi y) + \log \mathcal{L}(x) = S_{t_1}(y) - S_{t_2}(\Psi y) + \log \mathcal{L}(y). \] (11)
This is satisfied if and only if the expression (with reinserted indices on \( \Psi \))
\[ f_{t_1}^{\Psi}(x) = S_{t_1}(x) - S_{t_2}(\Psi x) + \log \mathcal{L}(x), \] (12)
is independent of \( x \). Which happens if and only if \( \nabla f_{t_1}^{\Psi}(x) \) vanishes for all \( x, t_1, t_2 \). We now construct the vector field \( V_t \), the infinitesimal generator of \( \Psi \). Expanding \( \nabla f_{t_1}^{\Psi} \) in \( t_2 \) at \( t_1 \) up to first order yields
\[ \nabla f_{t_1}^{\Psi}(x) = \nabla f_{t_1}^{\Psi}(x) \left. \right|_{t_2=t_1} + \frac{\partial_{t_2} \nabla f_{t_1}^{\Psi}(x)}{\partial t_2} \delta t + O(\delta t^2) \] (13)
\[ = \nabla \left[-\partial_t S_{t_1}(x) - S_{t_1}(\partial_{t_2} \Psi x) + \text{div} V(x)\right] \bigg|_{t_2=t_1} \delta t + O(\delta t^2) \] (14)
\[ = \nabla \left[-\partial_t S_{t_1}(x) - \langle \nabla S_{t_1}, V_t(x) \rangle + \text{div} V(x)\right] \delta t + O(\delta t^2). \] (15)
For our purposes \( \nabla f_{t_1}^{\Psi} \) must vanish everywhere, therefore \( V_t \) must be a solution of
\[ \nabla \left[ \partial_t S_t + \langle \nabla S_t, V_t \rangle - \text{div} V_t \right] = 0 \iff \partial_t S_t + \langle \nabla S_t, V_t \rangle - \text{div} V_t \approx 0, \] (16)
where the symbol \( \approx \) means that the two sides only agree up to a spatially constant function. A closely related equation is derived by Pfau and Rezende [17, Eq. 6]. Eq. (16) can also be obtained by taking the gradient of their Eq. 6, removing the \( t \)-dependent normalizing constant \( Z_t \).

Given an infinitesimal deformation \( \partial_t S \) of the action \( S \), the vector field \( V_t \) generating \( \partial_t S \) is obtained by solving Eq. (16) for \( V_t \). Conversely, given a vector field \( V_t \), the infinitesimal deformation it induces on \( S \) is found by solving the same equation for \( S_t \).

**Sanity check: 1D Gaussians**

In general, given a family of actions \( S_t \), it is difficult to solve Eq. (16) for \( V_t \). In the following toy-example we explicitly find a particular solution. We consider one-dimensional centered gaussians that are defined by the action
\[ S_t(x) = \frac{1}{2} x^2 \Rightarrow p_t(x) = \frac{1}{Z_t} e^{-\frac{x^2}{2}} = \mathcal{N}(\mu = 0, \sigma^2 = 1/t). \] (17)
Changing \( t \) to \( t + \epsilon \) changes the distribution from \( \mathcal{N}(0, 1/t) \) to \( \mathcal{N}(0, 1/(t + \epsilon)) \). To map samples from the former to the latter, we can multiply with the ratios of the standard deviations, i.e. apply the map \( x \mapsto x \sqrt{\frac{t}{t+\epsilon}} \). The transport field \( V_t \) is then given by the derivative of this map with respect to \( \epsilon \),
\[ V_t = \frac{d}{d\epsilon} \left[ x \sqrt{\frac{t}{t+\epsilon}} \right] \bigg|_{\epsilon=0} = -\frac{x}{2t}. \] (18)
This choice for \( V_t \) also solves the deformation equation of the previous section. Indeed, plugging \( S_t = \frac{1}{2} x^2 \) and \( V_t = -\frac{x}{2t} \) into Eq. (16)
\[ \partial_x \left[ \partial_t S_t + \langle \nabla S_t, V_t \rangle - \text{div} V_t \right] = \partial_x \left[ \frac{1}{2} x^2 - tx \frac{x}{2t} + \frac{1}{2} \right] = 0. \] (19)
This example generalizes to higher dimensional Gaussians, a two dimensional example can be seen in Fig. 2.
4 The $\phi^4$ theory on a 2D lattice

The $\phi^4$ theory is defined by the action $S[\phi] = \int \| \nabla \phi \|^2 + m^2 \phi^2 + \lambda \phi^4 \, dx$. After discretizing to a finite lattice $L$, the action becomes

$$\sum_{x,y \in L} \phi(x) \Delta^L_{x,y} \phi(y) + \sum_{x \in L} m^2 \phi^2(x) + \sum_{x \in L} \lambda_0 \phi^4(x) = \phi^T (\Delta^L + m^2) \phi + \lambda_0 \| \phi \|_4^4, \quad (20)$$

where $\Delta^L$ is the Laplacian of the lattice $L$. We now deform with one of the simplest non-trivial vector fields, $V_t(\phi) = V(\phi) = \phi$. As a function, $V$ is just the identity, and the dynamics it induces is a radial expansion centered at the origin. Plugging it into Eq. (16)

$$\partial_t S_t = \text{div} \, V - \langle \nabla S_t, V \rangle = \text{dim} \, \phi - \langle 2K_0 \phi + 4\lambda_0 \phi^3, \phi \rangle \approx -2 \phi^T K_0 \phi - 4\lambda_0 \| \phi \|_4^4, \quad (21)$$

where we assumed that $S_t$ is of the form $S_t = \phi^T K_t \phi + \lambda_t \| \phi \|_4^4$. Indeed, setting $K_t = e^{-2t} K_0$ and $\lambda_t = e^{-4t} \lambda_0$ yields a solution,

$$S_t[\phi] = e^{-2t} (\phi^T K_0 \phi) + e^{-4t} (\lambda_0 \| \phi \|_4^4). \quad (22)$$

An interesting point to note here is the similarity between the family of actions $S_t$ given by Eq. (22) and the family $S_\beta = \beta S_0$ that motivated this paper. The family $S_\beta$ deforms $S_0$ by scaling the whole action with the same multiplicative constant, while the family $S_t$ deforms $S_0$ by scaling quartic terms quadratically faster than the quadratic terms. Fig. 3 shows how the deformation in Eq. (22) with a positive value of $t$ improves the performance of normalizing flows.

![Figure 3: Sensitivity of the training to the deformation parameter $t$ on a $12 \times 12$ lattice. We trained the continuous normalizing flow of Gerdes et al. [7] (left) and a RealNVP (right). In both cases we used the action given in Eq. (22) with different values of $t \in \{-1, 0, 1\}$ and with $m^2$ and $\lambda$ values same as in the work of Gerdes et al. [7]. The $x$-axis represents the number of training steps, while the $y$-axis represents the performance metrics. Mean and standard deviation over 5 runs are shown.](image)

5 Conclusion and Impact Statement

**Conclusion and limitations** We propose a technique that deforms one Boltzmann distribution into another that is easier to model with normalizing flows. We experimentally support this in the case of the $\phi^4$ lattice field theory. Our experiments indicate that the technique leads to improved ESS and acceptance rates. It is important to note however that good ESS and acceptance rate values do not mean that $q_0$ is perfectly matching $p$. For example, if there are several modes of $p$, $q_0$ could be missing some of the modes while still obtaining good ESS and acceptance rate values.

**Impact Statement** Beyond the application in lattice field theory that we presented in this paper, the technique of deforming distributions naturally lends itself to being used for modelling other physical and chemical systems. The potential impact of the technique introduced in this paper is to allow the above tasks to be solved more efficiently. In particular, the authors do not see any ethical concerns nor a direct potential of negative impact to society.
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A Experimental details

All of our experiments were implemented in PyTorch. We trained all the models with a sample size of 128 at each training step. The learning rate was initialized to $3 \times 10^{-3}$ and annealed to 0 following a cosine schedule.

**RealNVP** The RealNVP architectures use an alternating checkerboard masking and a 3-layer convolutional network in each layer with kernel size 3 to compute the parameters of the affine transformations. The overall architecture contains 24 such layers.

**Continuous NF** The experiments involving continuous normalizing flows used the architecture proposed by Gerdes et al. [7] with $F = 16$ field basis functions and $D = 9$ time kernels, and coupling dimensions $F' = 8$, $D' = 8$. The 4th order Runge-Kutta solver of the torchdiffeq package [18] with a step size of 0.02 was used.