Coarse-Grained Molecular Dynamics Simulations of Depletion-Induced Interactions for Soft Matter Systems
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Given the ubiquity of depletion effects in biological and other soft matter systems, it is desirable to have coarse-grained Molecular Dynamics simulation approaches appropriate for the study of complex systems. This paper examines the use of two common truncated Lennard-Jones (WCA) potentials to describe a pair of colloidal particles in a thermal bath of depletants. The shifted-WCA model is the steeper of the two repulsive potentials considered, while the combinatorial-WCA model is the softer. It is found that the depletion-induced well depth for the combinatorial-WCA model is significantly deeper than the shifted-WCA model because the resulting overlap of the colloids yields extra accessible volume for depletants. For both shifted- and combinatorial-WCA simulations, the second virial coefficients and pair potentials between colloids are demonstrated to be well approximated by the Morphometric Thermodynamics (MT) model. This agreement suggests that the presence of depletants can be accurately modelled in MD simulations by implicitly including them through simple, analytical MT forms for depletion-induced interactions. Although both WCA potentials are found to be effective generic coarse-grained simulation approaches for studying depletion effects in complicated soft matter systems, combinatorial-WCA is the more efficient approach as depletion effects are enhanced at lower depletant densities. The findings indicate that for soft matter systems that are better modelled by potentials with some compressibility, predictions from hard-sphere systems could greatly underestimate the magnitude of depletion effects at a given depletant density.

1. INTRODUCTION

Depletion forces of entropic origin are universal in soft matter systems, where they dictate the formation of a variety of soft solid phases [1–8]. In particular, for biological systems, these forces have been shown to play a prominent role in a myriad of phenomena [4, 5]. For example, we know depletion induced attractions promote fiber bundling [6], aggregation of red blood cells [7], and DNA collapse [8]. Reaction kinetics can also be influenced such as in DNA loop formation [5], protein folding [9, 10], and modified ligand-protein binding within nuclei [11]. Furthermore, these short-ranged depletion forces have been used to control biological systems, such as form active bundles [12] and improved polymerase chain reactions [13].

Additionally, depletion forces occur in countless nonbiological soft matter contexts. They are often used to engineer novel microscopic systems by inducing ordered structures [14], as is done to align tobacco mosaic viruses [15, 17]. Depletion forces can be significant enough to cause separation in colloid-polymer mixtures [15] and determine the phase diagrams of hard-sphere mixtures [15, 18]. The presence of depletants can also alter the conformations of polymer chains [20, 21], form lock-and-key complexes [22–24] and to control particle motion and modify curvature in vesicles [25, 26].

Yet, despite their experimental significance, simulations of complex situations that include depletion-induced interactions due to a thermal bath of smaller depletant particles are relatively rare. Computational research primarily focuses on the nature of the depletion forces themselves. A rich literature on binary hard-sphere fluids has benefited from Density Functional Theories (DFT) (see Refs. [19, 27]). The majority of the work using DFT has been focused on understanding the statistical state of hard-sphere mixtures [18, 28–36]. Likewise, Monte Carlo (MC) simulations have played an essential role in verifying various depletion theories [37–40]. The computational efficiency of MC simulations is continually improving [41, 42] and they are being applied to more exotic mixtures than binary hard-spheres [17, 43, 44] and material properties [45].

Since such numerical calculations are computationally expensive, they have primarily been limited to simple situations. Furthermore, it is not always obvious how they can be used in conjunction with the generic particle-based computational tools that soft matter physicists have found to be useful for studying complex microscopic matter, such as Molecular Dynamics (MD) [46]. In order to study the physical phenomena that the depletants induce in complex soft matter systems, coarse-grained computational models that can seamlessly couple to those used by the soft matter community are needed. Previ-
ous work has used hard-core Yukawa potentials to study how additional interactions between depletants can impact depletion-induced effects \[47\], while molecular simulations have been applied to better understand gelation in depletant-colloid systems \[39\] with large size ratios \[48\] and the effects of using polymers as depletants \[49\]–\[51\].

Kim and Szleifer \[52\] studied the attraction between two approaching polymer chains in a bath of depletants via MD simulations using a truncated Lennard-Jones potential, which is also called the Week-Chandler Andersen (WCA) potential. The interaction was characterized by calculation of the potential of mean force (PMF), but as the system was quite extensive in terms of the number of particles, only a small number of volume fractions of depletants could be studied. In this work, we focus on an elementary system: two colloids in a bath of depletants (Fig. 1). This allows us to explore depletion interactions across a wide range of volume fractions for two common WCA implementations. In addition, the results are compared to theoretical predictions for the depletion potentials, including the Morphometric Thermodynamics model \[36, 53, 54\].

Our work demonstrates that the details of the excluded volume interactions used in the MD simulations greatly impacts depletion-induced forces. Indeed, an appropriate choice of parameters can significantly increase the depth of the attractive well, which in turn decreases the second virial coefficient and effective volume of the colloids, in a predictable manner. As a result, simulations using “soft” yet steep potentials can reveal important entropic effects at lower volume fractions of depletants than hard sphere simulations and thus reduce computational costs for future studies into depletion effects in complex soft matter systems. Further, for soft matter systems in which the most appropriate coarse-grained model allows for some softness in the interaction between two constituents, the magnitude of depletion effects would be significantly underestimated by hard sphere models and better approximated by potentials that are not infinitely steep at the nominal edge of the particle.

### 1.1. Depletion-Induced Attraction

Because they can produce “order from disorder” \[55\], at first glance entropic forces can feel counter-intuitive. In fact, because they are purely entropic in nature, depletion interactions are universal in biology and common in soft matter systems. Before discussing the simulation techniques or results found in this work, let us first review depletion-induced pair potentials.

As shown in Fig. 1, consider two large, hard, colloidal spheres of radius \(R_c\) and volume \(V_c\) suspended in a thermal bath of small, hard depletant spheres of radius \(R_d\) and volume \(V_d\) with thermal energy \(k_B T = \beta^{-1}\). The large colloids each have a thin sheath of radius \(R = R_c + R_d\) from which the centres of the depletants are excluded. When the two large spheres are brought together such that their centre-to-centre separation \(r\) is less than \(2R\), their excluded volumes overlap and the free space available to the depletants increases. This results in a free energy change as a function of available volume for the depletants giving rise to an osmotic pressure pushing the colloids together.

![Figure 1: Two relatively large spherical colloidal particles (of radius \(R_c\)) in a solution of depletants (radius \(R_d < R_c\)); each possesses an excluded volume of radius \(R = R_c + R_d\). When the colloids are near \((2R_c < r < 2R)\) an overlap volume \(V_o\) exists causing the number of states available to the depletants to be greater than when the colloids are separate \((r \geq 2R)\). This leads to an effective force that favours bringing the colloids together.](image)

### 1.2. Asakura-Oosawa Pair Potential

Asakura and Oosawa were the first to estimate this depletion-induced pair potential \[56\]. They discussed the attraction in terms of an entropic, depletant-induced (and therefore statistical in nature), short-ranged pair potential \(u(\rho_{dep}, r)\). The Asakura-Oosawa (AO) model has also been referred to as the penetrating hard spheres (PHS) model \[1\] because the depletants are assumed to be hard with respect to the large colloids but an ideal gas amongst themselves, which is only appropriate for small volume fractions of depletants. In the thermodynamic, dilute limit of depletants \((N_d \rightarrow \infty \text{ while } \phi_d \ll 1)\), one can approximate the osmotic pressure to be given by a van’t Hoff relation \(\Pi \approx -(\phi_d/V_d)\beta^{-1}\). Explicitly, the
The AO model is beautifully simple; however, it has two major limitations:

- Depletants must be small $R_d \ll R_c$.
- The volume fraction must be small $\phi_d \ll 1$.

The essential conclusion is that in order to consider the many interesting situations that do not meet these conditions, we must move beyond the AO limit.

### 1.3. Morphometric Pair Potential

To move beyond the $\phi_d \ll 1$ limit, the free energy cost of inserting the large colloids must be greater than it is in the PHS assumption. Simply replacing the PHS osmotic pressure with a form that includes higher virial coefficients for the hard sphere gas of depletants allows the AO model to predict colloid pressures at higher $\phi_d$ but is not sufficient to predict the form of the depletion pair potential $[58, 59]$. The missing ingredient is the realization that colloids that are close to one another mutually perturb the statistical arrangement of their surrounding shells of depletants and cause an inhomogeneous probability distribution of depletants. This results in the pair potential oscillating between attractive and repulsive as a function of separation $[59]$. The well effectively becomes deeper as it is now the difference between the maximum due to repulsion and the minimum due to attraction, but the minimum itself remains mostly unaffected.

Computationally intensive numerical techniques such as DFT can determine the local depletant particle density and so find the resulting entropic pair potential between colloids. Such techniques have proven extremely successful in exploring non-additive effects $[40]$ but are not straightforward analytically simple models. One conceptually simple model that can reproduce the first repulsive/anti-correlation component of the pair potential is called Morphometric Thermodynamics (MT) $[30, 53, 54]$.

The MT model discusses free energy in terms of the geometric shapes involved and their thermodynamic conjugates. In the AO model, only the overlap volume $V_o$ and osmotic pressure $\Pi$ associated with it are considered. Just as the osmotic pressure is a thermodynamic force that arises because of restrictions on the placement of depletants within the overlap volume, an entropic surface tension arises due to the cost of disallowing depletants to be at certain points on the shell of depletants surrounding each colloid due to the presence of the other colloid (Fig. 1). The entropic interaction pair potential $u$ is then modelled as arising from changes to the accessible volume $V_o$, to the surface area $A$ restriction with resulting entropic surface tension $\gamma$ and to the Gaussian curvatures of the overlap surface $C_1$ and $C_2$ with corre-
sponding entropic bending rigidities $\kappa_1$ and $\kappa_2$:

$$u_{MT} = \Pi V_0 + \gamma A + \kappa_1 C_1 + \kappa_2 C_2$$

(4)

where the geometric terms are functions of the colloid-colloid separation while the prefactors depend on the volume fraction of depletants (listed in Appendix B). As shown in Fig. 2 (solid lines), the MT framework is able to produce the attractive well and also the primary repulsive barrier, while the AO model only predicts the attractive well. Correlations and anti-correlations beyond the primary contributions cannot be reproduced within the MT model.

2. SIMULATION METHODS

Simplified analytical models such as the AO or MT potentials are appealing for straightforward systems but coarse-grained simulations offer a path to studying more complicated soft matter systems. In order to computationally study depletion effects via Molecular Dynamics simulations, a generic steep repulsive potential to produce hard steric effects between colloids and depletants is needed. To coarse-grain the system, we neglect all hydrodynamic interactions that may propagate through the fluid medium [60, 61] and any possible non-equilibrium effects [62]. We consider the solvent to be simply a dissipative thermal bath with Langevin Dynamics. Both the colloidal particles and the depletants are modelled as quasi-“hard spheres” in the framework of coarse-grained MD.

Because depletion forces arise due to excluded volumes between particles that are inaccessible to the smaller depletant particles, any repulsive potential can technically be used to represent the steric repulsion (though as we shall see, the details can have a significant impact on the magnitude of the effective interactions). In typical coarse-grained MD simulations, this is done using the Lennard-Jones (LJ) pairwise potential, which includes two terms, a steric repulsion that goes as $r^{-12}$ and a dispersion-type interaction that goes as $r^{-6}$ [46]. In order to neglect attractive dispersion-type attraction, the LJ potential is commonly truncated at its minimum and shifted to positive values, as will be explained in §2.1 and §2.2. This truncated LJ potential is referred to as the Weeks-Chandler-Andersen (WCA) potential. This is a simple and commonly employed potential; however, using a potential that is not infinitely steep alters the attractive entropic interactions and they must be carefully characterized. It will be seen in this work that an appropriate choice of parameters can significantly increase the depth of the depletion induced potential well, which in turn decreases the second virial coefficient and the effective volume of the colloids. We consider two versions of the WCA potential as coarse-grained generic simulation models for depletion effects. For both approaches, the characteristic energy for all interactions is $\epsilon$ and the characteristic length scale is $\sigma$ — which is equal to the diameter of the depletants.

2.1. Shifted WCA

The shifted-WCA model (sWCA) associates the same repulsive potential to each spherical particle but shifts the barrier depending on their radii. For a particle of nominal radius $R_i$ and one of $R_j$, it is given by

$$U = \begin{cases} 
\infty & r_{ij} \leq \Delta_{ij} \\
4\epsilon \left[ \left( \frac{\sigma}{r_{ij} - \Delta_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij} - \Delta_{ij}} \right)^{6} \right] + \epsilon & \Delta_{ij} < r_{ij} < r_{ij}^{cut} \\
r_{ij} \geq r_{ij}^{cut} & \end{cases}$$

(5)

where $r_{ij}$ is the centre-to-centre separation between particles $i$ and $j$, $\epsilon$ is the depth of the potential well, $\sigma$ is the nominal lengthscale of the potential, $\Delta_{ij} = R_i + R_j - \sigma$ is a shift of the potential and $r_{ij}^{cut} = 2^{1/6}\sigma + \Delta_{ij}$ is the cutoff distance. The repulsive potential thus rises in the same rapid manner, over the same distance of $2^{1/6}\sigma$, for all pairs regardless of the size of the particles. Here we have chosen $\sigma$ and $\epsilon$ in Eq. [5] to explicitly be the characteristic values but one could conceivably chose some other distance and/or energy. As shown in Fig. 2, the shifted-WCA potential $U_{sWCA}$ rises from zero at $r_{ij}^{cut}$, crosses $U_{sWCA} = 1\epsilon$ at $r_{ij} = R_i + R_j$, and diverges as $r \rightarrow \Delta_{ij}$. 

![Figure 3: Comparison of the shifted-WCA (blue) and combinatorial-WCA (red) potentials for $R_c = 2.5\sigma$, $\epsilon = 1k_B T$ and $\Delta_{ij} = 4\sigma$ for the shifted-WCA case. The combinatorial-WCA extends further and diverges at a small separation and is thus the “softer” of the two. However, both potentials are hard in that they rise as $1/r^{12}$.](image)
2.2. Combinatorial WCA

On the other hand, the combinatorial-WCA model (cWCA) does not shift the WCA repulsion but rather sets an effective size between two MD particles. It is defined by

\[ U = \begin{cases} 
4\varepsilon \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 \right] + \varepsilon & \text{if } r_{ij} < r_{ij}^{\text{cut}} \\
0 & \text{if } r_{ij} \geq r_{ij}^{\text{cut}}.
\end{cases} \tag{6} \]

where \( \sigma_{ij} \) is no longer constant but instead is given by \( R_i + R_j \) and \( r_{ij}^{\text{cut}} = 2^{1/6} \sigma \). The resulting repulsion between particles \( U_{\text{cWCA}}(r_{ij}) \) is still hard — the potential still steeply rises as \( \sim r_{ij}^{-12} \). However, the combinatorial-WCA repulsion between two colloids is slightly softer than its shifted-WCA counterpart. As shown in Fig. 3, the repulsive potential extends further and does not rise as sharply. The same is true for colloid-depletant interactions. Since \( \sigma \) is equal to the size of the depletants, \( 2R_d \), the depletant-depletant interactions are equivalent in the sWCA and cWCA potentials.

2.3. Effective Colloid Size

In using continuous potentials instead of perfectly hard spheres, the question arises as to what the effective size of the colloids are. Not only are the potentials not infinite at the nominal radius, but the colloid-colloid interaction extends beyond the \( 2R_c \) (Fig. 4). The second virial coefficient for a pairwise-interacting solution of colloids can be used to define an effective volume (and hence radius) for the colloids defined by either sWCA and cWCA:

\[ B_{c,2} = -2\pi \int_0^\infty \left( e^{-\beta U(r)} - 1 \right) r^2 dr. \tag{7} \]

Here \( U(r) \) is the potential that defines the colloids, which for hard spheres is given by Eq. (2). Hence for hard-spheres, the second virial coefficient is 4 times the volume of the hard sphere \( B_{c,2}^{\text{HS}} = 4 \left( \frac{4}{3}\pi R_c^3 \right) = 4V_{\text{HS}} \).

For the sWCA potential, we use Eq. (5) for colloids of nominal size \( 2R_c \) in Eq. (7) to solve for \( B_{c,2} \). Defining the effective volume of the sWCA colloids as \( V_{\text{sWCA}} = B_{c,2}^{\text{HS}} B_{c,2}^{\text{HS}} \), which depends on the nominal radius \( R_c \). For the case of \( R_c = 2.5\sigma \) as studied in this work, we find that

\[ \frac{V_{\text{sWCA}}}{V_{\text{HS}}} = 1.010. \tag{8} \]

Hence, using the sWCA potential to define a colloid with a nominal diameter of 5\( \sigma \) results in a colloid that has a 1\% larger volume than the hard sphere equivalent. This corresponds to an effective radius of \( R_{c,\text{sWCA}} = 2.508 \).

Following a similar procedure for the cWCA potential but using Eq. (6), we obtain

\[ \frac{V_{\text{cWCA}}}{V_{\text{HS}}} = 1.053. \tag{9} \]

The cWCA potential thus results in a colloid that has a 5.3\% larger volume than the hard sphere result, corresponding to an effective radius of \( R_{c,\text{cWCA}} = 2.543 \). As opposed to the sWCA result, the length of the cWCA potential scales with the nominal size and thus this result is independent of \( R_c \).

The \( R_{c,\text{sWCA}} \) and \( R_{c,\text{cWCA}} \) values given above are used in theoretical calculations in the rest of this work. Although the corrections to the nominal radii appear to be small, they do have a significant effect on the results and yield much better agreement between the simulations and the theory for the pair potentials, well depths, and \( B_{c,2} \) values. It is important to keep in mind that both of the WCA potentials are “hard” in that they are both short-ranged, rapidly rising, repulsive potentials.

2.4. Net potential between two colloids

The net pair potential between two colloids is simply the sum of the excluded volume potentials \( U \) (Eq. (5) or (6)) and the entropic component \( u \):

\[ W = U(r_{ij}, R_c, \sigma) + u(\phi_d, r_{ij}, R_c, R_d). \tag{10} \]

In this notation, \( W \) indicates the net potential, \( U \) denotes the repulsive, excluded volume potentials (WCA), and \( u \) specifies the entropic, depletion potentials. When the WCA potentials are subtracted off the net interaction potential then only the depletion-induced component remains.

3. SIMULATIONS OF DEPLETANT-INDUCED PAIR-POTENTIAL

To measure the entropic pair potential between two colloids, the mean force on each colloidal particle held at a fixed separation is measured. Integrating over the entire range of simulated separations produces the potential of mean force \( W^\text{sim} \) between two colloidal particles.

3.1. Shifted-WCA

The net pair potential \( W_{\text{swCA}}(r) \), as measured by force integration, is shown in Fig. 4. The strong, short-ranged, shifted-WCA repulsion \( U_{\text{swCA}} \) is clearly visible at small separations and the potential diverges at \( r = \Delta_{ij} = 4\sigma \) for these simulations. For clarity, the main figure shows low to moderately volume fractions (\( \phi_d \leq 0.25 \)) and the inset shows the highest volume fractions considered here (\( \phi_d = 0.3 \) and 0.35). Subtracting \( U_{\text{swCA}} \) off leaves only the depletion-induced component \( u_{\text{swCA}} \) (Fig. 5). Persistently negative potentials for large centre-to-centre separations suggests that the force integrated results from simulations underpredict the net pair potentials at the highest volume fractions of depletants considered (\( \phi_d > 0.25 \)).
At low volume fractions, the simulated pair potentials are well approximated by both the AO and the MT models but as $\phi_d \gtrsim 0.1$ the AO model begins to deviate from the measured curves (Fig. 5 inset). On the other hand, the MT model continues to capture the behaviour of the primary attractive well and repulsive barrier (the region within approximately two depletants from the colloid’s surface: $2R_c \leq r \lesssim 2 [R_c + 2R_d]$). Of course, the MT model does not capture the secondary features in Fig. 5 because current functionals are not applicable beyond $2R = 2(R_c + R_d)$.

Although, the AO model does not well represent the pair potential as a function of separation, Fig. 5 shows that it does estimate the contact energy well, i.e., $u_{\text{SWCA}}^{\text{min}} \approx u_{\text{AO}}^{\text{min}}$. This can be seen quantitatively in Fig. 6. In fact, Fig. 6 shows that the linear AO minimum (Eq. 3) agrees with the simulated min [$W_{\text{SWCA}}^{\text{sim}}$].

To better understand these predictions, we theoretically combine the MT model for the depletion potential and the sWCA excluded volume potential: $u_{\text{MT}} + U_{\text{SWCA}}$. This approach successfully replicates the net pair potential as compared to simulation for $\phi_d \lesssim 0.25$ (Fig. 4 main). This is because the depletion potential is well approximated by the MT model for all but the highest depletant volume fractions (Fig. 5). For the highest volume fractions considered (Fig. 4 inset), the MT model appears to overpredict the primary barrier height and underpredict the primary well depth for sWCA. The minima of the $u_{\text{MT}} + U_{\text{SWCA}}$ data are shown in Fig. 6 as solid lines. While good agreement is found up to $\phi = 0.25$, min [$u_{\text{MT}} + U_{\text{SWCA}}$] actually begins to curve upwards thereafter. This trend is an artifact of the MT model where at high volume fractions, the first repulsive peak is exaggerated — which drags the curve upwards at $r \approx 2R_c$ and thus increases the minimum.

To correct this, the difference between the minimum of the contact attraction and the maximum of the anti-correlation barrier can be calculated. This calculation can be done for both the simulations (Fig. 6 red squares) and the $u_{\text{MT}} + U_{\text{SWCA}}$ potential (this is not possible for the AO potential as no repulsive barrier is predicted). Excellent agreement is now found between the simulation results and the theoretical $u_{\text{MT}} + U_{\text{SWCA}}$ potential across all studied volume fractions. This suggests that MT’s overprediction of the primary barrier and underprediction of the primary well depth cancel.

The well depth competes with thermal energy in determining if colloids prefer to agglomerate in clusters or explore the entire available volume. Qualitatively speaking since the well depth $W_{\text{SWCA}}^{\text{min}}$ in Fig. 6 is only a few $k_B T$ even as $\phi_d \rightarrow 0.4$, we expect that extremely high number densities of depletants would be required to overcome thermal jostling. This will be further quantified when we consider the second virial coefficients of colloids in thermal baths of depletants (§ 4.1).
FIG. 6: Measures of the well depth of the pair potential as a function of depletant volume fraction for shifted-WCA particles of size $R_c = 2.5\sigma$ and depletants of size $R_d = 0.5\sigma$. The minimum from simulations ($W_{AWCA}$; black line) is compared to the Aakura-Oosawa (AO) value ($u^\text{AO}_\text{min}$ from Eq. 3; dashed line) and the theoretical minima of the Morphometric Thermodynamics (MT) model plus the shifted-WCA potential ($\min[u_{\text{MT}} + U_{\text{AWCA}}]$; solid line) and the theoretical net value ($\Delta[u_{\text{MT}} + U_{\text{AWCA}}]$; solid red line) are also shown.

FIG. 7: Simulated net pair potentials $W_{AWCA}$ from integrated force measurements of combinatorial-WCA beads of size $R_c = 2.5\sigma$ in baths of various volume fractions of combinatorial-WCA depletants of size $R_d = 0.5\sigma$. The inset shows the high volume fraction cases and the main figure shows the low to moderate values. Solid lines are the sum of the MT model for the depletion potential and the combinatorial-WCA excluded volume potential, $u_{\text{MT}} + U_{\text{AWCA}}$.

3.2. Combinatorial-WCA

The depletant-induced pair potential is measured in the same manner as in §3.1 for cWCA interactions; however, separations smaller than $2R_c$ are allowed by the cWCA repulsion and must now be considered as seen in Fig. 7. The competition between $U_{\text{AWCA}}$ and the entropic pair potential $u_{\text{WCA}}$ results in a minimum in the net interaction $W_{\text{AWCA}}$ for all volume fractions. A comparison between Fig. 4 and Fig. 7 shows that the well is much deeper in the combinatorial-WCA model than for the shifted-WCA. This is because of the additional overlap that can occur. Since the $U_{\text{AWCA}}$ repulsion rises less dramatically and does not have an infinitely-hard repulsive core, the combinatorial-WCA wells are broader, extending to smaller separations. For high volume fractions, the combinatorial-WCA repulsion $U_c^{\text{AWCA}}$ does not dominate over the depletion-induced pair potential $u_{\text{WCA}}$ until much smaller separations than in the shifted-WCA model. This can be seen in Fig. 8 which displays the location of the minimum of the net potentials $W_{\text{AWCA}}$ and $W_{\text{WCA}}$ as measured in simulations as a function of volume fraction. Excellent agreement is again found between theory (MT) and simulation.

At low volume fraction, colloids are actually more likely to be found further apart for cWCA than sWCA since the cut-off for the former extends further. However, due to the relative softness of $u_{\text{WCA}}$, the minimum in the potential decreases at a much faster rate and, at high volume fractions, colloids defined by cWCA are most likely to be found further apart for cWCA than sWCA. Excellent agreement is again found between Fig. 4 and Fig. 7 shows that the well is much deeper in the combinatorial-WCA model than for the shifted-WCA. This is because of the additional overlap that can occur. Since the $U_{\text{AWCA}}$ repulsion rises less dramatically and does not have an infinitely-hard repulsive core, the combinatorial-WCA wells are broader, extending to smaller separations. For high volume fractions, the combinatorial-WCA repulsion $U_c^{\text{AWCA}}$ does not dominate over the depletion-induced pair potential $u_{\text{WCA}}$ until much smaller separations than in the shifted-WCA model. This can be seen in Fig. 8 which displays the location of the minimum of the net potentials $W_{\text{AWCA}}$ and $W_{\text{WCA}}$ as measured in simulations as a function of volume fraction. Excellent agreement is again found between theory (MT) and simulation.

At low volume fraction, colloids are actually more likely to be found further apart for cWCA than sWCA since the cut-off for the former extends further. However, due to the relative softness of $u_{\text{WCA}}$, the minimum in the potential decreases at a much faster rate and, at high volume fractions, colloids defined by cWCA are most likely to be found further apart for cWCA than sWCA. Excellent agreement is again found between Fig. 4 and Fig. 7 shows that the well is much deeper in the combinatorial-WCA model than for the shifted-WCA. This is because of the additional overlap that can occur. Since the $U_{\text{AWCA}}$ repulsion rises less dramatically and does not have an infinitely-hard repulsive core, the combinatorial-WCA wells are broader, extending to smaller separations. For high volume fractions, the combinatorial-WCA repulsion $U_c^{\text{AWCA}}$ does not dominate over the depletion-induced pair potential $u_{\text{WCA}}$ until much smaller separations than in the shifted-WCA model. This can be seen in Fig. 8 which displays the location of the minimum of the net potentials $W_{\text{AWCA}}$ and $W_{\text{WCA}}$ as measured in simulations as a function of volume fraction. Excellent agreement is again found between theory (MT) and simulation.

At low volume fraction, colloids are actually more likely to be found further apart for cWCA than sWCA since the cut-off for the former extends further. However, due to the relative softness of $u_{\text{WCA}}$, the minimum in the potential decreases at a much faster rate and, at high volume fractions, colloids defined by cWCA are most likely to be found further apart for cWCA than sWCA. Excellent agreement is again found between Fig. 4 and Fig. 7 shows that the well is much deeper in the combinatorial-WCA model than for the shifted-WCA. This is because of the additional overlap that can occur. Since the $U_{\text{AWCA}}$ repulsion rises less dramatically and does not have an infinitely-hard repulsive core, the combinatorial-WCA wells are broader, extending to smaller separations. For high volume fractions, the combinatorial-WCA repulsion $U_c^{\text{AWCA}}$ does not dominate over the depletion-induced pair potential $u_{\text{WCA}}$ until much smaller separations than in the shifted-WCA model. This can be seen in Fig. 8 which displays the location of the minimum of the net potentials $W_{\text{AWCA}}$ and $W_{\text{WCA}}$ as measured in simulations as a function of volume fraction. Excellent agreement is again found between theory (MT) and simulation.

At low volume fraction, colloids are actually more likely to be found further apart for cWCA than sWCA since the cut-off for the former extends further. However, due to the relative softness of $u_{\text{WCA}}$, the minimum in the potential decreases at a much faster rate and, at high volume fractions, colloids defined by cWCA are most likely to be found further apart for cWCA than sWCA. Excellent agreement is again found between Fig. 4 and Fig. 7 shows that the well is much deeper in the combinatorial-WCA model than for the shifted-WCA. This is because of the additional overlap that can occur. Since the $U_{\text{AWCA}}$ repulsion rises less dramatically and does not have an infinitely-hard repulsive core, the combinatorial-WCA wells are broader, extending to smaller separations. For high volume fractions, the combinatorial-WCA repulsion $U_c^{\text{AWCA}}$ does not dominate over the depletion-induced pair potential $u_{\text{WCA}}$ until much smaller separations than in the shifted-WCA model. This can be seen in Fig. 8 which displays the location of the minimum of the net potentials $W_{\text{AWCA}}$ and $W_{\text{WCA}}$ as measured in simulations as a function of volume fraction. Excellent agreement is again found between theory (MT) and simulation.
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At low volume fraction, colloids are actually more likely to be found further apart for cWCA than sWCA since the cut-off for the former extends further. However, due to the relative softness of $u_{\text{WCA}}$, the minimum in the potential decreases at a much faster rate and, at high volume fractions, colloids defined by cWCA are most likely to be found further apart for cWCA than sWCA. Excellent agreement is again found between Fig. 4 and Fig. 7 shows that the well is much deeper in the combinatorial-WCA model than for the shifted-WCA. This is because of the additional overlap that can occur. Since the $U_{\text{AWCA}}$ repulsion rises less dramatically and does not have an infinitely-hard repulsive core, the combinatorial-WCA wells are broader, extending to smaller separations. For high volume fractions, the combinatorial-WCA repulsion $U_c^{\text{AWCA}}$ does not dominate over the depletion-induced pair potential $u_{\text{WCA}}$ until much smaller separations than in the shifted-WCA model. This can be seen in Fig. 8 which displays the location of the minimum of the net potentials $W_{\text{AWCA}}$ and $W_{\text{WCA}}$ as measured in simulations as a function of volume fraction. Excellent agreement is again found between theory (MT) and simulation.
between the colloids is allowed. This in turn yields a significant boost in the volume accessible to the depletants and thus a deep attractive well. The resulting minima (Fig. 10) are much deeper at high volume fractions than they were for the sWCA potentials (Fig. 6), though not at smaller volume fractions of \( \phi_d \lesssim 0.2 \). In fact, because the cWCA potential extends further (Fig. 3), the AO model is not even accurate at low volume fractions. At both high and low depletant volume fractions, the AO model for hard-spheres is not sufficient for these cWCA simulations. However, since summing the MT model and the cWCA potential reproduces the pair potentials so well for \( \phi_d \lesssim 0.25 \) (Fig. 7), it also predicts the behaviour of the minima and the well depths as functions of \( \phi_d \) quite well (Fig. 10). At the highest volume fractions considered (\( \phi_d \gtrsim 0.30 \)), the MT model once again begins to fail. While in the sWCA case, the primary repulsion was overpredicted but the primary well depth was underpredicted (Fig. 5 and Fig. 6), in the cWCA case both the repulsive barrier height and the well depth are overpredicted (Fig. 9 and Fig. 10).

4. VIRIAL COEFFICIENTS: IMPLICIT DEPLETANTS

Considering a reduced system of only two colloids in a bath of depletants has allowed us to characterize the depletant pair potential in detail. However, systems of interest generally consist of many large particles in a bath of depletants — a much more computationally expensive system to study. To circumvent this, the success of the MT potential in replicating the depletant pair potential indicates that it could be used to include the effects of the depletants implicitly. In this approach, explicit depletants would not be included in the system but their effects would be included by imposing the MT potential between all pairs of particles. We use the second virial coefficient as a quantitative measure to predict the efficacy of such an approach.

4.1. Second Virial Coefficient

Recall that the second virial coefficient was used to calculate the effective size of the colloids according to the potentials that define them. The effective size as modified by the presence of the depletants can be calculated by a similar method where the potential \( u(r) \) in Eq. (7) can now be: i) the simulated pair potentials \( W_{\text{sim}}^{\text{sWCA}} \) and \( W_{\text{sim}}^{\text{cWCA}} \), ii) the sum of \( u_{\text{MT}} \) and \( U \) (either \( U_{\text{sWCA}} \) or \( U_{\text{cWCA}} \)), iii) the net AO potential \( u_{\text{AO}} + U_{\text{HS}} \).

Although virial coefficient expansions of the equation of state breakdown in non-thermalized systems, predictions of \( B_{c,2} < 0 \) suggests that attraction dominates over thermal jostling and so demixing of colloidal and depletant particles will occur \[51, 53\]. In other words, the colloids are expected to agglomerate for negative enough \( B_{c,2} \) values. The depletion-induced interactions demand a correction such that the virial coefficient is reduced from the hard-sphere value and so we shall discuss the reduced second virial coefficient \( B'_{c,2} = B_{c,2}/V_c \).
\[ B_{c,2}^* = B_{c,2}/V \]

**FIG. 10:** The same as Fig. 6 but for the combinatorial-WCA simulation model. Unlike the shifted-WCA case (Fig. 5), the minimum of the Akakura-Oosawa (AO; dashed line) model does not well-approximate the value from simulations at any volume fraction. The theoretical minimum from the MT model plus the combinatorial-WCA potential (solid black line) and the effective well depth are both found to be in good agreement with the corresponding simulation result.

### 4.1.2. AO Approximation: \( \phi_d \ll 1 \)

Assuming that the colloids are hard and \( \phi_d \ll 1 \) simplifies matters immensely. This is the AO model and, as shown in Appendix A, the depletion-induced attractions appear as a correction on the hard-sphere result, specifically taking the form

\[
\frac{B_{c,2}^*}{4} \approx 1 - g(\phi_d), \quad (11)
\]

where \( g(R_d/R_c) \) is a third order polynomial given by equation Eq. (A2). The AO approximation (Eq. (11)) shows that, in this limit, the reduced second virial coefficient decreases as the volume fraction of depletants is increased, reflecting the deepening of the implicit depletion attraction. As is expected for the AO model, the correction from the hard-sphere value is linear in \( \phi_d \). The linear AO prediction compares well to both the shifted- and the combinatorial-WCA simulations for \( R_c/R_d = 5 \) when the volume fraction of depletants is low (Fig. 11). The AO approximation remains relatively accurate for larger values of \( \phi_d \) for sWCA. For \( \phi_d \lesssim 0.15 \), the approximation predicts the second virial coefficient of the shifted-WCA simulations quite well. However, as it must, the AO approximation for \( B_{c,2}^* \) fails at high volume fractions and does not cross to zero until \( \phi_d = 0.525 \) and 0.527 for sWCA and cWCA, respectively.

### 4.1.3. MT plus WCA Approximation

While discussing the simulation models, it was shown that summing the MT depletant potential and the WCA excluded volume interactions successfully predicts the total pair potentials. These theoretical pair potentials can be integrated over to predict the second virial coefficient as a function of volume fraction of depletants.

The result for \( u_{MT} + u_{SWCA} \) is shown as a solid black line in Fig. 11. The agreement between the AO curve and both simulation results is reasonable until \( \phi_d \approx 0.20 \). At this point, \( B_{c,2}^* \) for \( u_{MT} + u_{SWCA} \) begins to curve upwards. This again is an artifact of the exaggeration of the repulsive barrier in the MT model at high volume fractions. On the other hand, the \( B_{c,2}^* \) for the cWCA
simulations behaves physically, beginning to drop more rapidly at this point.

At low volume fractions, the result for \( u_{MT} + U_{cWCA} \) (solid red line) agrees with the data and in fact all other curves. However, as \( \phi_d \) increases, the \( B_{c,2}^* \) for \( u_{MT} + U_{cWCA} \) begins to drop quite dramatically. The results are in remarkable agreement with the values derived from the simulations. Note that since the cWCA potential allows for the position of the minimum to be significantly less than \( 2R_c \) and for correspondingly deeper wells, the exaggeration of the repulsive barrier at higher volume fractions has a much smaller impact on the calculation of \( B_{c,2}^* \).

4.1.4. Escape Time

The second virial coefficient represents two-body interactions and is often conveniently interpreted as an effective size. To give an alternative physical interpretation that is appropriate when the second virial coefficient is a large, negative number, a set of simulations was performed in which two colloids are initially in contact. Setting \( R_c/R_d = 5 \), the volume fraction of depletants was varied between 0 and 0.35. Since the depletion force increases with the volume fraction, the particles are held together more tightly with increasing \( \phi_d \). To quantify this, the average time it takes for the particles to separate was measured as an escape time, \( \tau_{esc} \). The colloids are considered to have escaped the depletion potential well when their centre-to-centre distance is larger than \( 2(R_c + R_d) \).

As shown in Fig. 12, the \( \tau_{esc} \) curve mirrors the \( B_{c,2}^* \) results. When the volume fraction of depletants is large the primary attractive well is deep and the primary repulsive barrier is high (Fig. 10) such that colloids that are in contact must diffusively overcome the effective barrier of height \( \Delta W \) in order to escape contact. In this way, reaching \( r = 2R \) is a Kramers’ process and \( \tau_{esc} \propto e^{\beta \Delta W} \) [64, 65]. As the volume fraction of depletants is increased, the effective barrier height becomes greater (Fig. 10), the escape time rises rapidly as seen in Fig. 12 and the colloids effectively become stuck together. Concurrently, the second virial coefficient \( B_{c,2}^* \) is plummeting to large negative values reflecting the strong attractive interactions as the volume fraction increases. The pair potentials (Fig. 7) demonstrate that the primary attractive well and repulsive barrier dominate over the secondary correlations and are indeed the significant contribution to the second virial coefficient. The inset to Fig. 12 shows that \( B_{c,2}^* \sim e^{\beta \Delta W} \) — as for \( \tau_{esc} \) — when the effective barrier is greater than the thermal energy \( \beta \Delta W > 1 \). The relationship \( \tau_{esc} \sim B_{c,2}^* \) suggests a simple physical picture: when primary barrier is large the magnitude of \( B_{c,2}^* \) reflects the relative amount of time that colloids are held together by depletion forces \( \tau_{esc} \).

![FIG. 12: Overlay of the escape time \( \tau_{esc} \) onto the reduced second virial coefficient \( B_{c,2}^* = B_{c,2}/V_c \) (triangles denote cWCA simulations and the solid red line presents the corresponding MT-based predictions) as a function of \( \phi_d \). The right-hand vertical axis corresponds to the escape time in simulation units. The inset shows the reduced second virial coefficient as an exponential function of the effective well depth, \( \Delta W \).](image)

5. CONCLUDING REMARKS

In order to explore coarse-grained methodologies for modelling depletion interactions in soft matter systems, we characterized the use of two types of truncated Lennard-Jones (WCA) potentials in Molecular Dynamics simulations of large colloids immersed in a bath of smaller depletants.

The shifted-WCA model is the “harder” of the two models while the combinatorial-WCA potential both extends further and rise less steeply — and is thus “softer” (while still being a hard potential). We find that this seemingly small difference between the excluded volume potentials has a dramatic impact on the depletion effects that arise in the system: the well depths are deeper, the minimum separations are closer, and the second virial coefficients are much lower for cWCA than sWCA. Hence, modelling the system with a cWCA approach yields significantly enhanced depletion effects for a fixed volume fraction of depletants.

Comparison was also made between two simple theories for the depletion potentials. The simplest approach, the Asakura-Oosawa model for penetrating hard-sphere depletants, was found to give good results in the limit of low volume fractions. However, as \( \phi_d \) increased, this agreement soon broke down for both WCA potentials. The geometric-based Morphometric Thermodynamics model not only reproduces the minimum in the depletion potential, but also the first repulsive barrier. Adding \( u_{MT} \) to either \( U_{cWCA} \) or \( U_{cWCA} \) yielded excellent agreement for the net pair potentials, the depletion potentials, and the effective well depths at low and mod-
erate volume fractions ($\phi_d \lesssim 0.25$) but begins to fail for the highest volume fractions considered here. However, the second virial coefficient calculated from $u_{MT} + U_{cWCA}$ closely matched the cWCA simulation results across all volume fractions, although the predictions for sWCA exhibited known artifacts at these size ratios. This result suggests that using the MT depletion potential along side the cWCA excluded volume interaction may be an effective model for implicitly incorporating depletion effects into future coarse-grained MD simulations.

The relative softness of cWCA significantly enhances depletion effects and thus presents a computationally efficient simulation approach since accessible volume fractions generate large primary attractive wells and repulsive barriers. Moreover, not only does the use of WCA potentials allow for MD-based exploration of depletion effects but also is likely to yield more physical results for a host of soft matter systems in which interactions are softer than the hard-sphere model. In many soft matter systems the effective excluded volume interaction has a softness associated with it; examples include polymer coated colloids, solutes that are compressible (e.g. micro or nanogels, dendrimers), charged objects in an electrolyte solution where the interaction is governed by overlapping Debye layers or easily deformed materials that can fit together more effectively (e.g., protein folding, chromosome collapse [66]). The results from hard-sphere calculations thus represent the lower bound for estimating depletion effects at a given volume fraction and may significantly underestimate their impact for such soft matter systems. While the correct modelling will be system specific, this possibility of underestimating depletion effects is important when considering predictions from hard sphere models. Our results have shown that even a small amount of softness leading to a marginal amount of overlap can result in a dramatic increase in the depletion potential, resulting in “soft” colloids bound together by depletion-induced attraction that would be insufficient for “harder” colloids.
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and furthermore the well depth is less than the thermal energy \( (\beta |u_{AO}^{\min}| < 1) \). This limit allows us to approximate the Mayer function \( f(r) = 1 - e^{-\beta u(r)} \approx \beta u(r) \), which can then be used to find an approximate, analytical form of the second virial coefficient:

\[
B_{c,2} = 2\pi \left[ \frac{2 \pi R_{c}^2}{3} - \int_{R_{c}}^{2R_{c}} (e^{-\beta u} - 1) r^2 dr + 0 \right] \\
\approx 2\pi \left[ \frac{2 \pi R_{c}^2}{3} + \int_{R_{c}}^{2R_{c}} \beta u_{AO} r^2 dr \right] \\
= 4V_{c} [1 - \phi_{d} g],
\]

where we have defined

\[
g \left( \frac{R_{d}}{R_{c}} \right) = \frac{3}{2} + 15 \left( \frac{R_{d}}{R_{c}} \right) + \frac{3}{4} \left( \frac{R_{d}}{R_{c}} \right)^2 + \frac{1}{8} \left( \frac{R_{d}}{R_{c}} \right)^3
\]

for convenience. Notice that setting \( \phi_{d} = 0 \) automatically reproduces the hard-sphere value \( B_{c,2} = 4V_{c} \). The number density of depletants scales the correction, which otherwise is a function of \( R_{d}/R_{c} \) alone (encapsulated in \( g \)). Less intuitively, the effective volume is predicted to reduce when the size of the depletants relative to the colloids is increased. This is a manifestation of the increased range of the attractive well but one must keep in mind the discussion in that the depletants must be significantly smaller than the colloidal particles. This condition remains.

The AO solution can be considered as a van der Waals gas but, unlike a standard van der Waals gas in which only the first term has thermal energy dependence, in an AO solution the pressure scales with \( \beta^{-1} \), reflecting the entropic basis of the attractive forces.

**Appendix B: Morphometric Pair Potential Details**

For the MT potential defined in Eqn. 4, the geometric variables are simple functions of colloid-colloid separation \( r \) \[30]:

\[
V_{0} = \frac{4\pi R^{3}}{3} \left[ 1 - \frac{3}{2} \left( \frac{r}{2R} \right) + \frac{1}{2} \left( \frac{r}{2R} \right)^{3} \right], \\
A = 4\pi R^{2} \left( 1 - \frac{r}{2R} \right), \\
C_{1} = \frac{A}{R} + \pi R \sqrt{1 - \left( \frac{r}{2R} \right)^{2}} \sin^{-1} \left( \frac{r}{2R} \right), \\
C_{2} = 4\pi.
\]

**Appendix A: Second Virial Coefficient in the \( \phi_{d} \ll 1 \) Limit:**

**Depletant/Colloid van der Waals Gas**

In the \( \phi_{d} \ll 1 \) (or equivalently \( |u_{AO}^{\min}| \ll 1 \) AO limit, the minimum value of the pair potential is well approximated by the AO model of hard-sphere colloids (Eq. 3).
However, the thermodynamic quantities are less straightforward. We utilize the Rosenfeld functionals [53, 67]:

\[
\begin{align*}
\beta \Pi V_d &= -\phi_d \frac{1 + \phi_d + \phi_d^2}{(1 - \phi_d)^3}, \\
\beta \gamma V_d &= \phi_d R_d \frac{3\phi_d (1 + \phi_d)}{2(1 - \phi_d)^3}, \\
\beta \kappa_1 V_d &= -\phi_d R_d \frac{3\phi_d}{(1 - \phi_d)^3}, \\
\beta \kappa_2 V_d &= -\phi_d R_d \left( \frac{-2 + 7\phi_d - 11\phi_d^2}{6(1 - \phi_d)^3} - \frac{\ln (1 - \phi_d)}{3\phi_d} \right),
\end{align*}
\]

(B2a)

(B2b)

(B2c)

(B2d)

but other accurate forms are available in the binary hard sphere fluid literature such as the White Bear functionals [68–70]. The leading term in the osmotic pressure is \( \phi_d \), while in both the surface tension and \( \kappa_2 \), the leading terms are \( \phi_d^2 \). In \( \kappa_1 \) the leading term is \( \phi_d^3 \).