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Abstract: Agricultural trade significantly promotes the economic boom in developing countries. Extensive traditional agricultural production methods have increased the pressure on the agricultural environment by expanding agricultural trade, which has attracted the attention of many scholars. This study aims to empirically examine the impacts of agricultural trade on economic growth and agricultural environmental pollution in Bangladesh from 1972 to 2019, using an Auto Regressive Distributed Lag (ARDL) model with a structural break to examine the long-run and short-run determinants of agricultural environmental pollution in Bangladesh. The ARDL bounds analysis methodology showed that it does not support the hypothesis that agricultural trade led to environmental pollution in the long-run. The results suggest a relationship between economic growth, energy, and FDI towards agricultural environmental pollution, indicating a positive long-run relationship. Furthermore, in the short run, agricultural trade indicates positive drivers towards agricultural environmental pollution. Therefore, it is recommended that the enhancement of trade liberalization policies should ensure cleaner technologies and products that could help reduce environmental pollution.
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1. Introduction

Bangladesh is primarily an agricultural nation and the agriculture sector plays a vital role in driving the economy, accounting for 50 percent of its employment, and with its gross domestic product (GDP) accounting for 20% of the country’s total GDP [1]. Bangladesh has achieved commendable strides in achieving economic growth through self-sufficiency in food production over the past 40 years [2]. Economic growth contributes towards agricultural trade. Subsequently, agricultural inputs such as chemical fertilizers, pesticides, diesel oil, and electricity for irrigation have increased, leading to the increase of carbon emissions in the process of agricultural production, and other corresponding environmental pollution problems have been gradually highlighted. Bangladesh’s agriculture sector still faces challenges such as rapid agricultural land shrinkage, low value-added, and lagging technology. The infinite demand for natural resources by trade activities and the limited supply of resources by the ecological environment are essentially contradictory. The solution is for people to link the rapid growth of trade with the situation of environmental pollution. It is considered that the expansion of trade is one of the reasons for ineffectively reducing the environmental pollution in developing countries. What is the relationship between agricultural trade and environmental pollution in Bangladesh? Does economic growth necessarily lead to environmental degradation?

External linkages, trade relations, and foreign investments with the rest of the world are critical for economic growth when an economy is more open or globalized. Energy
consumption rises due to these trade and investment activities, releasing CO$_2$ and SO$_4$ [3]. Bangladesh continues to be one of the world’s most vulnerable countries to the consequences of climate change [4]. Climate change has badly affected Bangladesh by posing a long-term threat to the country’s agricultural sector, especially in areas threatened by flood, coastal erosion, and drought [5]. Agriculture in Bangladesh is significantly dependent on weather, and when typhoons strike the country, the whole crop can be wiped in a matter of hours. Climate change presents a significant threat to Bangladesh’s agricultural production and puts its food security risk [6]. Bangladesh, as a low-lying nation located on a delta, may anticipate intensified floods, saltwater infiltration, drought, and other natural catastrophes. Simultaneously, the increasing water level in coastal regions is cutting the productivity of several seed varieties long used by its farmers. Bangladesh has 160 million people in 2006, accounting for 2.4 percent of the world’s population. In recent years, the impact of globalization on environmental deterioration has been highlighted in the energy and environment sectors literature. Environmental protections are under threat as a result of globalization. Pollution levels rise when a person’s income is low. To increase consumption, people must tolerate pollution. Quality of life is concerned with environmental issues only once individuals have reached a certain standard of living. Globalization can link global markets with global warming, which means that as a result of globalization, the market’s connection worldwide is also contributing to global warming [3]. Therefore, Bangladesh starts losing 1.75 percent of its arable land per year—higher than its population rise of 1.5 percent. Its agriculture sector is poorly performing and will have to sustain 19 million inhabitants with considerably less land by 2025. For food security reasons, farmers must deploy advanced and sustainable methods and innovations, such as stress-tolerant seed varieties that endure extended submergence cycles, elevated levels of salinity, and drought conditions. In Bangladesh, the main health impacts of climate change were temperature-related illness, food, water, and vector-borne diseases [7]. To ensure long-term food security, productive, sustainable, and environmentally friendly agricultural systems are required. Technology can play a significant role in farming for these challenges, mainly influenced by environmental factors that require better ways to enhance farming [8,9].

International trade encouraged technology transfer and promoted new levels of consumption [10]. International trade is regarded as a tool for sustainable economic growth, as trade makes it possible to generate products and services more economically by shifting the demand for more competitive output [11–13]. Considering the importance of agriculture in Bangladesh’s GDP, reducing trade barriers would raise its agricultural export earnings. A net expansion of foreign direct investment and trade openness would generate multiplier effects that would help fuel economic development and minimize poverty [14,15]. An export-led growth strategy helps a country’s economic success by opening it up to foreign trade; however, blindly pursuing the volume of agricultural trade and ignoring the sustainability of the ecological environment not only causes the exhaustion of resources, but also due to resource constraints, preference for agricultural trade may have a reverse effect—such as unsustainable economic growth. According to Niu et al. (2020), the increasing global population will encourage the trade in agricultural products and the associated land use and greenhouse gas (GHG) emissions. The characteristics of transformation and the relationship between agricultural land and GHG pollution must be understood to achieve successful economic growth strategies [16]. Trade policies are ineffective tools for reducing global emissions, yet a well-functioning international trading framework will aid environmental problems. The response to climate change-related issues will be supported by a well-functioning international trade policy [17]. Therefore, the impact of agricultural trade on economic growth and environmental pollution is essential for the government to formulate relevant policies and an inevitable focus of academic research.

Several studies have been published on the impact of agricultural exports on economic growth in developed nations, including the studies performed by Chandra and Sahoo [18] and Shirazi and Manap [19], which examine the relationship between exports and economic growth and involve Bangladesh but use panel data. This method of analysis, which uses a
panel data methodology, does not generally rely on any single country but uses combined data from all the countries involved in the research. According to Williamson, these findings do not allow for broad generalizations regarding developing countries, as panel data assumes that all countries in a sample have the same economic system [20]. More precisely, according to Ukpolo [21], the panel study implies that economic circumstances are homogeneous in the countries under review, concealing the reality of individual countries. Our study significantly contributes to the current literature as it is the first analysis that econometrically analyzes the effect of Bangladesh’s agricultural trade on its economic growth and environmental pollution. This analysis intends to include details that policymakers can use to help them choose policies that will support Bangladesh’s sustainable economic growth and development.

2. Literature Review

Several studies have explored the different perspectives on the relationship between economic growth and the environmental pollution that has existed for a long time. The Club of Rome put forward the idea of “Limits to Growth” in the 1970s, which argued that economic growth was unsustainable under natural resources constraints, so we should slow economic growth and protect the environment [22]. Early developments in this field were well documented by Beckerman (1992), who first proposed the concept of “too poor too green,” which means that developing countries do not have enough available resources to protect the environment, and that only rich countries have enough resources to develop green technologies to solve environmental problems [23]. Shafik et al. (1994) and Panayotou et al. (1994) found an inverted “U” shaped relationship between income and environmental pollution [24,25].

A considerable body of research has been conducted in exploring the studies on trade openness, and environmental issues have drawn extensive attention from scholars. There are many relevant theories, including the hypothesis of “pollution haven” based on factor endowment theory [26,27]. The impact of free trade on the environment is mainly reflected in two aspects: improving the environment through technological effects. Secondly, environmental pollution is aggravated with the expansion of the economic scale. According to Grossman et al. (1991,1995), the environmental effect of agricultural trade can be divided into structure effect, technology effect, and scale effect [28,29]. The pollution caused by the expansion of advantageous industries is more significant than that caused by the reduction of inferior industries. Agricultural products trade will have a negative impact on the country’s environment, and the structural effect is negative. Many findings contradicted this concept, prompting a reassessment of this widely held belief that the structural effect will positively affect the scale effect. The expansion of the economic scale will promote the increase of factor input, which will lead to resource consumption and environmental pollution. The available evidence suggests the contrary, that the expansion of economic scale and the increase of a country’s per capita income will increase people’s demand for a high-quality environment, which is conducive to the transformation and upgrading of the country’s industrial structure. A close relationship has been demonstrated among technological effects, free trade conditions, agricultural trade is conducive to the transfer of agricultural technologies. Agricultural environmental pollution is extremely likely to be reduced if a country adopts resource-saving and ecologically friendly agricultural technology. This suggestion is supported by Antweiler et al. (1998), from which the author established a model on the impact of free trade on the environment and then made an empirical analysis on the CO\textsubscript{2} data collected by the global environmental monitoring system. The results showed that the net effect of technology and economic scale was positive; that is, free trade was conducive to the improvement of environmental quality [30].

The impact of agricultural trade on the agricultural environment is uncertain in theoretically. In recent years, there has been a surge in interest in investigating ways for examining the relationship between the two relationships. Based on the flowing
thought of “virtual resources ecological elements”, some scholars have studied the virtual cultivated land and virtual ecology implied in grain trade (chemical fertilizer, etc.) for accounting [31,32]. Some scholars use the decomposition method or measurement method to investigate the impact of agricultural trade on the agricultural environment. The three prevailing categories of research to address this issue are: firstly, agricultural trade has a negative impact on the agricultural environment of a country. Its current form can largely be attributed to the work of Dachs et al. (1997) and Barbier (2000), who pointed out that agricultural trade liberalization would exacerbate a country’s over-exploitation of natural resources such as forests [33,34]. Similar work has also been pursued by Vilas-Gheso et al. (2007), in which structure effect and technology effect had a positive impact on the amount of chemical fertilizer applied by Mexican farmers, while the scale effect was the opposite, and the scale effect was more obvious [35]. Further support is given by Liu Zifei (2014) that more generally asserts that a quantitative analysis of the environmental effects of China’s agricultural trade concluded that the structural effect had a positive effect on reducing the concentration of chemical fertilizers, but combined with other effects, agricultural trade would aggravate China’s agricultural environmental pollution [36]. These issues have been researched by Chen Wen (2012), who used the cointegration analysis method to analyze the impact of China’s agricultural product export trade on the agricultural environment, and the results generally seem to support the positive correlation between them [37]. Secondly, agricultural trade has a positive impact on a country’s agricultural environment. A study by Zhang Xiangwen et al. (2012) showed that the scale effect and structure effect of agricultural trade would increase the application amount of chemical fertilizers and pesticides, while the technical effect had the opposite effect. Trade liberalization has the potential to improve the agricultural environment in terms of total utility [38]. Zhou Shudong (2001) pointed out that the import of bulk agricultural products could reduce the application amount of chemical fertilizer in China by simulating the effect of tariff quota on bulk agricultural products [39]. Thirdly, the impact of agricultural trade on the agricultural environment is uncertain [40,41]. The impact of agricultural trade on the agricultural environment is inevitably different due to different research data and methods.

The existing studies rarely consider endogeneity, for which the studies of Li and Qi (2014), Gao and Chen (2011) have reference values [40,41]. Gao and Chen (2014) pointed out that chemical fertilizer film is an important source of agricultural carbon emissions, and endogeneity should be dealt with when examining the performance of agricultural trade, agricultural growth, and carbon emissions [41]. Similarly, Li and Qi (2011) analyzed trade openness, economic growth, and China’s environment, they adopted the lag instrumental variable to solve the endogenous problem [40].

Based on the above, this paper attempts to analyze the impacts of agricultural trade on economic growth and environmental pollution in two aspects. First, in the accounting of environmental pollution indicators, the availability and comprehensiveness of data should be considered comprehensively, so the environmental pollution should be measured by greenhouse gas emissions. These indicators represent the present situation of the agricultural environment, and also reflect the intensity of agricultural environmental pollution. Secondly, in terms of research methods, this paper adopts the “Auto Regressive Distributed Lag” (ARDL) model in the presence of structural breaks to analyze the impact and try to check the stability of a long run and short-run equilibrium relationship between environmental pollution, agricultural trade and economic growth in Bangladesh.

The rest of the paper is structured as follows. The model data and econometric methods are illustrated in Section 3. The empirical results and discussion in Section 4. Finally, Section 5 summarizes the study’s key conclusions and presents some policy guidelines.

3. Materials and Methods

3.1. Model and Data

In this study, we refer to the pioneering work of Saboori et al. (2012) [42] and Lacheheb et al. (2015) [43], who applied the idea that using the relationship between envi-
Environmental degradation by means of economic growth and trade, the standard estimation model can be expressed as follows:

$$E = f(Y, T, Z)$$  \hspace{1cm} (1)

where $E$ represents environmental degradation as a function of economic growth ($Y$), agricultural trade ($T$), and a set of control variables ($Z$). In order to provide a clear interpretation of the coefficients, all variables converted into logarithm forms and plug into an econometric model, and therefore, the estimation model (1) will be:

$$\ln E_t = a_0 + a_1 (\ln Y_t) + a_2 (\ln T_t) + a_3 (\ln Z_t) + \epsilon_t$$  \hspace{1cm} (2)

$E_t$ refers to disturbance term, $\ln$ stands as logarithmic form and $t$ represents a time series, which means the elasticity of $Y_t$, $T_t$ and $Z_t$ respectively.

In Bangladesh, the problem of increasing energy efficiency led to implementing strategies that reduce the excessive uses of energy consumption, ultimately leading to a decline in the economic growth associated with the collapse of farming industries that depend mostly on the combustion of fossil fuels like oil. Moreover, financial developments such as foreign direct investment drive agricultural inputs such as chemical fertilizers, pesticides, diesel oil, and electricity for irrigation increased. Therefore, this study considers energy consumption and foreign direct investment in agriculture as control variables. In econometric theories, the presence of multicollinearity in the model leads to increased standard errors and further affects the hypothetical decision rules criterion. Then we need to eliminate the possibility of the presence of the multicollinearity problem between economic growth, agricultural trade, and other control variables, so we drop all highly correlated variables and remained the rest of other explanatory variables presented as Equation (3). It has been shown in the studies of Chandio et al. [44] and Naseem et al. [45] that the method can be extended to study the impact of economic growth and energy on agriculture environmental pollution.

$$\ln AEP_t = a_0 + a_1 (\ln GDP_t) + a_2 (\ln TRO_t) + a_3 (\ln ENERGY) + a_4 (\ln FDI_t) + \epsilon_t$$  \hspace{1cm} (3)

An overall summary of the data is given in Table 1. This study examines multiple aspects of determinant factors that affect the environmental pollution of Bangladesh, using annual data for over 48 years (1972 to 2019) from the World Bank and FAO. The People’s Republic of Bangladesh was established in January 1972, so we begin in 1972. The GDP per capita is an obvious endogenous variable, and the endogeneity problem must be addressed since there is a two-way causal relationship between economic growth and the agricultural environment. Growing demands for the quality of the living environment are constantly increasing, especially as GDP per capita increases. The government and relevant departments will change incentive methods and formulate and implement relevant environmental rules according to economic development changes. Environmental regulations and guidelines that are strictly may have a negative impact on agricultural production, or they may drive the process or technological innovation and have a positive impact on agricultural development. As a result, when the endogeneity problem exists, the OLS of Equation (3) will result in bias. Therefore, a lag period is used to avoid this problem.

3.2. Methodology
3.2.1. Unit Root Test with Structure Breaks

The researchers stressed the need for time-series data to be stationary for the effectiveness of estimation and forecasting. A unit root test checks if a component in the time series is non-stationary and has a unit root [45]. The null hypothesis is commonly described as the lack of a unit root, and, based on the test used, the alternative hypothesis has been either stationary at the level of trend stationarity or volatile root. Unit root tests may be used to decide whether to first differentiate or regress pattern data on deterministic time functions.
to make the data stationary \[46\]. In addition, economic and finance theory also implies the presence of long-run equilibrium correlations in non-stationary time series. Stationarity unit root checks to evaluate the stationarity of the variables, the ADF and Phillips–Perron unit root tests were used to decide if none of the variables were assumed to be integrated in the order I (2). Since the bonding method of cointegration testing is invalidated in I (2) situation. The ADF unit test for the existence of unit root of \( y_t \) (in Equation (4)) at time \( t \) for all variables.

\[
\Delta y_t = \theta_0 + \theta_1 t + \theta_2 y_{t-1} + \sum_{i=1}^{n} \beta_i \Delta y_{t-i} + \varepsilon_t
\]

(4)

Table 1. Summary of data variables used in the model.

| Variable                        | Symbol | Explanation                                                                 | Source       |
|---------------------------------|--------|-----------------------------------------------------------------------------|--------------|
| Agricultural Environment Pollution | (AEP)  | Agricultural environment pollution refers to all emissions from agricultural sub-domains (burning of crop residues, burning of savanna, cultivation of organic soils, crop residues, enteric fermentation, manure applied to soils, manure management, manure left on pastures, rice cultivation, and synthetic fertilizers), giving a picture of the contribution to total GHG emissions measured in gigagrams. Non-CO\(_2\) gases such as methane (CH\(_4\)) and nitrous oxide (N\(_2\)O) are emitted by crop and livestock processing and management practices, resulting in GHG emissions from agricultural activities. | FAO          |
| Economic Growth                 | (GDP)  | Economic growth includes GDP per capita growth. Based on the constant local currency, the annual percentage rate of GDP per capita growth. The statistics are in constant 2010 USD. | World Bank   |
| Agricultural Trade Openness     | (TRO)  | Trade openness is calculated as the sum of a country’s agricultural exports and agricultural imports as a share of that country’s agricultural GDP (%) | FAO          |
| Energy                          | (ENERGY)| Energy use refers energy use which consists of CO\(_2\), CH\(_4\) and N\(_2\)O gases are produced as result of burning fuel and electricity generation in agriculture. | FAO          |
| Foreign Direct Investment       | FDI    | Foreign direct investment FDI refers to net inflows (% of GDP). FDI applies to the net inflows of funds used to obtain a long-term management stake (10% or more in voting stock) in a company that operates in a nation other than the investors if seen in the balance of payments, which is the number of equity investments, earnings reinvestment, various short-term capital, and long-term capital. | World Bank   |

The \( \Delta y_{t-i} \) signifies the first difference of the variable at \( n \) lags. \( \theta_0, \theta_1, \theta_2 \) are the coefficients will be estimated. The null hypothesis for unit root is \( H_0: \theta_2 = 0 \), and an alternative hypothesis is \( H_1: \theta_2 \neq 0 \). The Dickey–Fuller unit root test that allows for a transition in the intercept is often premeditated to validate the probability of structural breaks. As it is over a long time, we will use the structural break unit root test to decide whether the sequence is stationary except in the face of a potential structural break by Enders W and Lee J, 2012 \[47\].

\[
\Delta y_t = f + a_2 y_{t-1} + + \beta_t + \theta_1 DUM_t + \sum_{i=1}^{n} d_i \Delta y_{t-i} + \varepsilon_t
\]

(5)

The \( \Delta \) denotes the first difference, \( \varepsilon_t \) is the error term expected to be white noise, \( \Delta y_{t-i} \) permits for serial correlation, and \( DUM_t \) is a dummy variable for a meaningful change at time \( t \). In Equation (5), \( DUM_t = 1 \) if \( t > TA \) or 0 otherwise. The null hypothesis is that \( y_t \) is an integrated phenomenon with no structural break, while the opposite hypothesis is that \( y_t \) is a stationary pattern with a structural break at an uncertain moment \[48\].

3.2.2. ARDL, Bounds Testing Approach

The Johansen multivariate cointegration modeling method has become the standard because of its emphasis on pretests for the order of integration and its ability to respond quickly to mixed orders of integration processes. This approach has notable shortcomings \[49\]. Thus, when it comes to cointegration and ECMs, our choice for the
autoregressive distributed lag (ARDL) approach appears reasonable, which is also suggested by Pesaran et al. (2001) as an alternative to Johansen’s cointegration test, we also perform a complementary cointegration test. The ARDL method enables ECM-based causal inference and is preferable to other prominent formulations as it circumvents the need for possibly biased unit root pretests and possible problems of mixed integration order [50–52]. Therefore, the evaluation of the nature of long-term relationships would not imply that the variables have the same integration order. For limited tests, this method often generates desirable statistical properties. The long-run ARDL estimate calculations were super consistent but also that traditional asymptotic theory could be used to create a clear conclusion [53–55]. The error correction variant described by Equation (6) of the ARDL model could be represented as:

\[ \Delta \text{AEP}_t = \alpha_0 + \alpha_1 \Delta \text{GDP}_{t-1} + \alpha_2 \Delta \text{AEX}_{t-1} + \alpha_3 \Delta \text{TRO}_{t-1} + \alpha_4 \Delta \text{ENERGY}_{t-1} + \alpha_5 \Delta \text{FDI}_{t-1} + \varepsilon_t \]

The null hypothesis and the alternative hypothesis in all the above equations is as follows:

\[ H_0 : \alpha_1 = \alpha_2 = \alpha_3 = \alpha_4 = \alpha_5 = 0 \]
\[ H_1 : \alpha_1 \neq \alpha_2 \neq \alpha_3 \neq \alpha_4 \neq \alpha_5 \neq 0 \]

The null hypothesis in the above equations is that there is no long-term reexamination. In the equation, a relationship exists between the variables. The Wald F-test is used for this purpose. It senses the general meaning of the variables lagged values in the equation and provides us with the critical F-statistic and upper and lower values. Proof of cointegration is found when the F statistics above the upper critical point and vice versa. The conclusion is inconclusive in situations where F-statistics are between the upper and lower bound values [54]. Cointegrating equations are estimated using a long-term error, referred to as the error correction term in the error correction model after cointegration between variables is established. It illustrates the speed of transition in long-term factors, which provides an understanding of the partnership’s longevity [55]. The Error Correction Model (ECM) representation of the ARDL approach is as follows:

\[ \Delta \text{AEP}_t = \alpha_0 + \sum_{i=1}^{n} \alpha_i \Delta \text{AEP}_{t-1} + \sum_{i=1}^{n} \alpha_i \Delta \text{GDP}_{t-1} + \sum_{i=1}^{n} \alpha_i \Delta \text{AEX}_{t-1} + \sum_{i=1}^{n} \alpha_i \Delta \text{TRO}_{t-1} + \sum_{i=1}^{n} \alpha_i \Delta \text{ENERGY}_{t-1} + \sum_{i=1}^{n} \alpha_i \Delta \text{FDI}_{t-1} + \varepsilon_t \]

After a short-term shock, the essence of the ECT_{t-1} (Equation (7)) is to show the speed of adaptation back to long-term equilibrium. To maintain the model’s well-being, we carry out a series of diagnostic tests. The serial relation, functional form, normality, and heteroscedasticity associated with the chosen model were especially explored during this analysis. Stability tests (CUSUMQ and CUSUM) are helpful for checking the stability of the regression coefficients, as described by Pesaran et al. (2001) [53]. The tests are recursively updated and plotted against the breakpoint. The null hypothesis of all regression coefficients presented is stable and cannot be disregarded if the plot is below the 5% significance mark.

4. Result and Discussion

4.1. Statistical Summaries

Descriptive statistics of all variables for Bangladesh have been listed in Table 2. The agricultural environmental pollution (AEP) has also shown a positive variation of means 5.09. Significant variations are being observed in economic growth (GDP) for Bangladesh. The maximum value is 3.11, while the minimum value is 2.51. The agricultural trade openness (TRO) observations imply few differences in maximum and minimum values
for Bangladesh. The maximum value is 1.58, while the minimum value is 0.69. The lowest number of variations has been observed in ENERGY for Bangladesh. The maximum value is 10.90, while the minimum value is 7.10. The significant variations are being observed in the FDI has shown the highest amount of variation for Bangladesh. The maximum value is 9.45, while the minimum value is 0.00. The positive Kurtosis coefficients indicating flatness for all variables as far as Skewness’s matter has positive.

Table 2. Descriptive Statistics.

|          | Mean | Med | Max | Mini | Std. Dev. | Skewness | Kurtosis | Jarque-Bera |
|----------|------|-----|-----|------|-----------|----------|----------|-------------|
| LNAEP    | 5.09 | 5.10| 5.21| 4.99 | 0.07      | 0.02     | 1.69     | 3.37        |
| LNGDP    | 2.72 | 2.67| 3.11| 2.51 | 0.17      | 0.75     | 2.37     | 5.29        |
| LNTRO    | 1.17 | 1.12| 1.58| 0.69 | 0.23      | 0.20     | 2.04     | 2.27        |
| LENERGY  | 9.61 | 9.90| 10.90| 7.10 | 1.05      | −0.55    | 2.24     | 3.58        |
| LNFDI    | 7.76 | 7.34| 9.45| 0.00 | 1.51      | −2.71    | 15.56    | 374.04      |

Note: Calculated and generated from EViews 10 software.

To choose the appropriate lag order of the relevant variables to utilize the ARDL model. The lag order must be checked since the F-test is more sensitive with lag order. This empirical study utilized many lag order tests in Table 3 such as LR, FPE, AIC, SC, and HQ. Based on the results, the lag length 5 was selected most by (LR, FPE, AIC, and HQ) the lag selection criteria except for (SC), which selects lag length 1 so we choose lag 5.

Table 3. VAR lag order selection.

| Lag | LogL  | LR  | FPE  | AIC  | SC     | HQ     |
|-----|-------|-----|------|------|--------|--------|
| 0   | 102.4044 | NA  | $6.66 \times 10^{-9}$ | −4.638306 | −4.431441 | −4.562482 |
| 1   | 342.5455 | 411.6704 | $2.39 \times 10^{-13}$ | −14.88312 | −13.64193 * | −14.42817 |
| 2   | 363.3245 | 30.67382 | $3.08 \times 10^{-13}$ | −14.68212 | −12.4066 | −13.84805 |
| 3   | 390.6573 | 33.84059 | $3.17 \times 10^{-13}$ | −14.7932 | −11.48336 | −13.58001 |
| 4   | 417.51 | 26.85273 | $3.88 \times 10^{-13}$ | −14.88143 | −10.53726 | −13.28912 |
| 5   | 488.3893 | 54.00327 * | $7.57 \times 10^{-14}$ * | −17.06616 * | −11.68766 | −15.09472 * |

Note: * indicates the lag order selected by the criterion. LR: sequential modified LR test statistics (each test at 5% level); FPE: final prediction error; AIC: Akaike information criterion; SC: Schwarz information criterion; HQ: Hannan-Quinn information criterion.

The ADF and the PP unit root test were used to verify and evaluate the order of integration. The effects of the ADF and the PP unit root test in Table 4. Result demonstrates that both ADF and PP unit root test the variables were non-stationary at their stage and stationary at their first differences, becoming integrated to zero (0) and one (1). We observe that, for Bangladesh, the order of integration of the variables may either be a mix of I(0) and I(1) or purely I(1). The ADF unit root test provides a dummy for structure break for mean changes during each structure break and pattern transition. The ADF units of interception and trend were recorded and indicate that all variables are non-stationary at the level, whereas all variables were stationary at the 1% significance level at the first difference (Tables 4 and 5).

4.2. ARDL Bounds Test for Co-Integration

The long-run relationship outcomes are adaptive to the lag length chosen in the model [58]. In Table 6 indicates choosing the optimal lag length in the model, the measured F-statistic. The bound test was conducted to check the long-term association between variables by conducting an F-test to evaluate the coefficients of the shifted variable coefficients. The null hypothesis of no cointegration will be rejected if the calculated F statistic exceeds the upper bound critical value. No cointegration null can be rejected if the estimated F statistic is smaller than the lower limit’s critical value [59,60]. The conclusion F statistic is between the lower and upper limit essential values for Bangladesh. According
to Godfrey and Orme (1994), ARDL model residuals are normally distributed and are thus exempt from the issue of serial correlation (lag was used if any correlation was found) and heteroskedasticity use of ARDL White’s test done for heteroskedasticity found in data [61]. When the outcomes of the Bayer and Hanck (2013) [62] cointegration test were analyzed, it was discovered that AEP and other variables had a cointegration connection since the estimated Fisher Test statistic values were larger than the critical value for AEP. Consequently, the presence of a long-run connection between these variables was established. All diagnostic tests reveal that there is no problem with normality, serial correlation heteroskedasticity in the model [63].

### Table 4. Unit root tests.

|          | PP Test | ADF Test |
|----------|---------|----------|
|          | With Constant | With Constant and Trend | With Constant | With Constant and Trend |
|          | Level | Δ | Level | Δ | Level | Δ | Level | Δ |
| AEP      | -0.19 | -7.33 | -3.14 | -7.24 | -0.37 | -7.17 | -3.14 | -7.09 |
|          | (0.93) | (0.10) | (0.90) | (0.10) | (1) | -0.740.82 | (0.99) | (0.10) |
| GDP      | 10.01 | -5.95 | 2.74 | -9.79 | 5.73 | -0.740.82 | 1.24 | -9.7 |
| TRO      | -1.89 | -12.41 | -4.09 | -12.41 | -1.89 | -11.39 | -4.09 | -11.31 |
| ENERGY   | -3.97 | -6.76 | -3.29 | -8.71 | -3.07 | -6.71 | -3.30 | -7.97 |
|         | (0.00)*** | (0.08) | (0.01)** | (0.00)** | (0.03)** | (0.00)** | (0.08)* | (0.00)*** |
| FDI      | -3.85 | -35.40 | -7.24 | -35.98 | -0.38 | -5.20 | -6.96 | -5.22 |
|         | (0.00)*** | (0.00)*** | (0.00)*** | (0.00)*** | (0.00)*** | (0.00)*** | (0.00)*** | (0.00)*** |

Ng-Perron test statistics

|          | MZA | Mzt | MSB | MPT | MZA | Mzt | MSB | MPT |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|
|          |     |     |     |     |     |     |     |     |
| AEP      | 1.24 | 0.98 | 0.78*** | 47.74 | -22.39*** | -3.33*** | 0.14*** | 1.12*** |
| GDP      | -36.62*** | -4.08*** | 0.11*** | 1.21*** | -4.96 | -1.38 | 0.27 | 5.37 |
| TRO      | -4.59 | -1.35 | 0.29*** | 5.64 | -0.37 | -0.31 | 0.82 | 36.84 |
| ENERGY   | 0.93 | 1.15 | 1.25 | 102.68 | -22.34*** | -3.32*** | 0.15*** | 1.19*** |
| FDI      | -17.28*** | -2.88*** | 0.16*** | 1.63*** | -0.64 | -0.56 | 0.87 | 37.65 |

Note: Δ represents the first difference, ***, ** and * indicate statistical significance at 1%, 5%, and 10% levels, respectively.*MacKinnon (1996) one-sided p-values [56].

### Table 5. ADF test for structural breaks.

|          | AEP | Level/Δ | t-Statistic | Significance | Break Date |
|----------|-----|---------|-------------|--------------|------------|
| Augmented Dickey-Fuller test statistic | Level | -1.739251 | NO | 1988 |
|          | Δ   | -11.06333 | *** | 1980 |
| Perron Unit Root Test | Intercept | -6.300607 | *** | 1979 |
|          | Both | -6.710062 | *** | 1979 |
|          | Trend | -3.710642 | NO | 1984 |

Note: Δ represents the first difference, ***, ** indicate statistical significance at 1% levels. ADF is an augmented dicky fuller. * Vogelsang (1997) asymptotic one-sided p-values [57].

### 4.3. Long-Run and Short-Run Elasticities

In Table 7, it reveals that all variables were the significant factor for AEP in Bangladesh. The effect of economic growth (GDP) on AEP was significant at a 1% level of significance. The coefficient (0.03) of economic growth indicates a 1% increase in economic growth that increases the AEP by 0.03% in the long run. The result is similar to the result of Boamah et al., 2018 [64], Rahman et al., 2020 [65]. However, in contrast to the results of Naseem et al., 2021 [45] and Chandio et al., 2019 [44]. According to the Kahia et al. (2021) study, greenhouse gas emissions rise due to economic growth, and a continual rise in CO₂ emissions will slow economic growth. In a nutshell, greenhouse gas might be reduced...
at the expense of economic growth or by promoting the use of efficient technologies and importing efficient technologies from industrialized nations [66].

Table 6. Estimated ARDL test to co-integration.

| Test Statistics | Test Statistics Value | No. of Regressors (K) |
|-----------------|-----------------------|-----------------------|
| F-Statistics (AEP) | 334.22 | 5 |
| Lags Levels (4,0,3,0,2,1) | Yes | |
| Cointegration F-Statistics | 11.59 *** | |

| Lower Bound I (0) | Upper Bound I (1) | Significance Level |
|-------------------|-------------------|-------------------|
| 2.26 | 3.35 | * |
| 2.62 | 3.79 | ** |
| 3.41 | 4.68 | *** |

Bayer Hanck Test

| EG-JOH | EG-JOH-BO-BDM | Cointegration |
|--------|---------------|--------------|
| 55.32 *** | 66.11 *** | Yes |

| Critical Values | Critical Values | Significance Level |
|-----------------|-----------------|-------------------|
| 8.30 | 15.93 | * |
| 10.58 | 20.14 | ** |
| 15.84 | 30.77 | *** |

Diagnostic Tests

| F-statistics | p-value |
|--------------|---------|
| Normality test (Jarque-Bera) | 3.42 | 0.18 |
| Breusch-Pagan (Heteroskedasticity test) | 0.66 | 0.80 |
| Breusch-Godfrey (LM test) serial correlation | 1.43 | 0.25 |

Note: ***, ** and * indicate statistical significance at 1%, 5% and 10% level, respectively.

Table 7. Estimated long-run coefficients.

| Coefficient | Std. Error | t-Statistic | Prob. |
|-------------|------------|-------------|-------|
| C | 2.32 | 0.49 | 4.72 | *** |
| LNAEP * | -0.55 | 0.12 | -4.71 | *** |
| LNGDP | 0.03 | 0.01 | 3.86 | *** |
| LNTRO | -0.07 | 0.02 | -3.81 | *** |
| LNENERGY | 0.02 | 0.01 | 3.72 | *** |
| LNFDI | 0.02 | 0.00 | 4.06 | *** |
| DUMAEP | 0.09 | 0.04 | 2.17 | ** |

Note: ***, ** and * indicate statistical significance at 1%, 5%, and 10% level, respectively.

The effect of agricultural trade openness (TRO) on AEP was significant at a 1% level of significance. The coefficient (−0.07) of TRO shows that a 1% increase in economic growth leads to an 0.07% diminish in AEP in the long run. According to Tekce and Deniz, (2016), agricultural trade is among the most vulnerable areas of the economy that climate change is projected to disrupt, particularly in developing countries [67]. Evidence from Tian et al., (2018) cohort studies concluded that economic growth and international trade have a clear impact on the environment and its resources. On the other hand, resources and the environment have a significant impact on economic systems. Climate change could alter the regional distribution of economic patterns. Some countries’ agricultural production will improve, while other countries’ agricultural production will suffer. Apart from this, resource depletion and environmental transformations will erode one country’s comparative advantage and upset global trade and economic patterns [68]. Our result is consistent with Nosheen et al., (2021) findings, which suggest that trade liberalization has a direct and significant impact on CO₂ emissions. Trade liberalization has a variety of effects on the environment. It has the potential to both increase and decreases pollution
levels. Trade has a direct impact on the environment due to the scale effect. The invisible hand of trade liberalization is meant to enhance the size of production and specialization. As a result, in the case of free trade, greater integration allows manufacturing activities to expand at a bigger scale, lowering environmental quality. Free trade, on the other hand, is meant to enhance the inflow of efficient and eco-friendly technology. Improved and effective technologies are meant to be resource efficient and have a lower pollution effect [69].

Energy was another significant factor of AEP added in Bangladesh. At a 1% level of significance, the effect of ENERGY of on AEP is positive. The coefficient (0.02) of ENERGY indicates that a 1% increase in ENERGY increases the AEP by 0.02% in the long run. The economic theory supports the relationship between GHG emissions and energy demand. Fossil fuels often impair energy efficiency and degrade the environment in developing countries [70]. To operate heavy farming machinery, process foods, freeze goods during transportation, make packaging materials, and manufacture and distribute chemical inputs, including fertilizers and insecticides, large volumes of fossil fuel are required. Wood et al.’s (2018) study concerns its timeliness, considering the current Bangladesh government’s economic diversification strategy, which stresses the promotion of high value-added crops and ready-made goods (RMG). Value-added crops and RMG had the fastest economic growth in terms of environmental footprint [71]. Rapid economic expansion is grounded in the early stages by huge energy consumption, which would be accompanied by large volumes of environmental pollution. However, once economic growth reaches a particular level, environmental regulation trends to become more stringent, taking into account the greenhouse effect’s implications [72].

Foreign direct investment (FDI) was the significant factor of the AEP in Bangladesh. The effect of FDI on the AEP is a significant 1% level of significance. The coefficient (0.02) of FDI shows that a 1% increase in FDI leads to an over 0.02% increase in the AEP in the long run. Agricultural export and trade openness were the significant factors of foreign direct investment (FDI). In developing countries, greenhouse gas emissions relationship to FDI inflows imply that FDI has been attracted by the lower environmental standard [73].

In Table 8, for Bangladesh, CointEq(−1)* (−0.55) was significant at 1% level for AEP. An immensely significant negative sign of the ECM strengthens the long-run relationship among the variables. The speed of adjustment from the previous year’s disequilibrium in economic growth to the current year’s equilibrium is 55%.

Table 8. Error correction model of ARDL.

| ECM            | Coefficient | Std. Error | t-Statistic | Prob. |
|----------------|-------------|------------|-------------|-------|
| C              | 2.32        | 0.49       | 4.72        | ***   |
| D(LNAEP)       | 0.27        | 0.07       | 3.99        | ***   |
| D(LNTRO)       | 0.03        | 0.01       | 3.50        | ***   |
| D(LNFDI)       | −0.02       | 0.00       | −5.90       | ***   |
| CointEq(−1)*   | −0.55       | 0.06       | −9.10       | ***   |

Note: ECM, error correction model *** indicate statistical significance at 1%.

4.4. Robustness Analysis

The research further uses the cumulative sum of recursive residuals (CUSUM) and cumulative sum of recursive residual squares (CUSUMQ) after the empirical estimates to evaluate model stability. The plots for the first four equations were calculated in this analysis for the (CUSUM) and (CUSUMQ) provided in Figure 1. It can be concluded based on the plots that the approximate ARDL equations are stable as the CUSUM and CUSUMQ lines do not cross the boundaries at the statistical significance level of 5%. The null hypothesis notes that the ECM coefficients were constant and should not be discarded if the plots lie beyond the 5% significance level range. The long and short-run parameters were also stabilized utilizing CUSUM and CUSUMQ stability tests. The graphs of both the CUSUM and CUSUMQ tests show that all values were inside the critical limits at
a significance level of 5%, indicating that the long-run and short-run parameters were stable [74,75].

Figure 1. CUSUM and CUSUMQ test listed as: (a) CUSUM test; (b) CUSUMQ test.

5. Conclusions and Recommendations

Economic growth accomplished at the expense of environmental well-being is unlikely to be sustained eventually. Environmental welfare goals are an accepted result of economic development strategies, which attempt to both improve the economy and reduce pollution. Considering these few studies exist in Bangladesh, as in many other developing countries, that corroborate or refute the agricultural trade openness led environmental pollution with relation to agricultural environmental pollution and the variables that drive agricultural environmental pollution, which is crucial for policymakers. The data includes the period 1972 to 2019 to conduct time series econometric analyses that are resilient to the structural break in the data. The ARDL model calculation statistically does not validate the agricultural trade openness-led environmental pollution hypothesis in Bangladesh. Agricultural environment pollution was observed as positively impacted by the increase of economic growth, energy, and FDI in the long run. However, in the short run, agricultural environment pollution was positively impacted by the agricultural trade openness.

The findings of this study have some significant policy consequences. To begin with, economic growth eventually compensates for the negative environmental effects that occur during the early stages of growth, the economies of Bangladesh must accelerate their respective growth rates. However, to protect environmental attributes, development plans should be more matched with environmental welfare policies. The result suggests that the connection between GDP per capita and agricultural environmental pollution shows that the rapid economic growth means that additional increases in GDP per capita will only be connected with increases in agricultural environmental pollution. In order to meet international commitments to global warming mitigation, the study recommends developing and implementing the Low Carbon Development Strategy, which integrates development and climate change mitigation strategies as elaborated in the United Nations Framework Convention on Climate Change. Technology advancements and legislation that lead to proper resource pricing should be the focus of such solutions. Regarding agricultural environmental pollution determinants, the findings show that agricultural trade openness has a beneficial impact on agricultural environmental pollution, and the agricultural trade openness led environmental pollution hypothesis for agricultural environmental pollution does not apply in Bangladesh. Based on the result, we advocate for increased agricultural trade openness policies that promote the adoption of cleaner technology and goods. In this regard, trade barriers that stifle Bangladesh markets should be removed, as greater foreign trade access is thought to accelerate the adoption of new technology options for Bangladesh.

Furthermore, foreign direct investment in agriculture should be extended in order to reduce the cost of production and to purchase environment-friendly new technology.
The lower production price is likely to increase energy production more efficiently, resulting in lower greenhouse gas emissions and increased economic growth in Bangladesh. Moreover, energy consumption was shown to have a positive long-term influence on agricultural environmental pollution, indicating that investments in cleaner energy alternatives such as biogas, solar, and energy efficiency programs might help reduce agricultural environmental pollution.

This research, however, still offers preliminary scientific data, and there are still some limitations. To begin with, in this study, we used overall agricultural GHG as agricultural environment pollution. Ultimately, it will be helpful to explore the complex causal association between particular emissions (carbon dioxide, methane, and others) and the agriculture trade and economic growth nexus in future studies using individual emissions in our model. Second, other industry’s trade was not included in this study aside from agriculture trade. As a result, in a future study of emissions and economic growth, we will show that the linkage between agricultural trade and other sectors will be beneficial for policymakers in devising practical and tailored strategies to mitigate the global warming impact.
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