An assimilation simulation approach to suspended sediment concentration in inland lakes using hybrid perturbation generation method

Abstract: Suspended sediments, as one of the most important factors affecting the water environment of inland lakes, are closely related to the various pollutants migration and interaction. Thus, the simulation and prediction of suspended sediment concentration is important. Existing studies show that the prediction accuracy of suspended sediment concentration can be effectively predicted based on assimilation methods coupled with hydrodynamic models. However, in the process of assimilation of hydrological simulation, the existing perturbation generation methods consider that the perturbation error is a random Gaussian distribution, which does not consider the spatial variation characteristics of errors. In this paper, a new method to generate the perturbation field for assimilation simulation was proposed. This method uses hybrid error to generate perturbation field for assimilation simulation instead of using random error. The proposed approach was validated through its application to assimilation simulation of suspended sediment concentration of Taihu Lake in China, and five assimilation experiments were conducted. The proposed method was compared with existing methods for perturbation field generation. After three days and 72 time steps of assimilation simulation based on hybrid perturbation generation, we found that the proposed assimilation method provided results that were more consistent with buoy-measured data. The accuracy of the two assimilation methods based on hybrid perturbation is improved. Compared with the assimilation method based on random perturbation, the mean values of RMSE (root mean square error) decreased from 9.56 to 8.70 and from 9.55 to 8.68, respectively. The results show that the proposed hybrid perturbation generation method has higher simulation accuracy than other methods. This study shows that the method is effective and provides a new idea for the assimilation simulation of suspended sediment concentration in inland lakes.

1. Introduction

Due to the increasing anthropogenic pressure, the expansion of urban areas and the unreasonable exploitation, the deterioration of inland lake water environments is
becoming more and more serious (Chen et al., 2006; Friese et al., 2010; Wu et al., 2012; Ghale et al., 2018). The main influencing factors of inland lake water environments include suspended sediments, plankton and dissolved organic matter. As one of the most important factors affecting the water environment, suspended sediments are the carriers of various pollutant migration and interaction (Wu et al., 2012; Wei et al., 2019; Zhang et al., 2016, 2019). Because of the obvious effect of wind and wave on sediments, suspended matter is easy to appear resuspension, which provides the living environments for algae and promotes their growth. Then, this phenomenon in turn will led to frequent outbreaks of algal blooms. Especially when the concentration of suspended sediment is too high, the light attenuation will cause the death of aquatic plants and cause great ecological damage and water pollution (Wu et al., 2012; Zhang et al., 2019). Therefore, the simulation and prediction of suspended sediment concentration is one of the key issues in the study of water environments of inland lakes. At present, the hydrodynamic modeling method has become one of the main methods for the prediction of suspended sediment concentration. Based on the coupled hydrodynamic characteristics, the hydrodynamic model comprehensively considers the interaction and genetic mechanism of multi factors such as lake bathymetry, wind speed, water depth, sedimentation rate and resuspension, so as to describe the multi-dimensional spatial-temporal distribution characteristics and dynamic evolution process of suspended sediments (Pang et al., 2008; Kouakou et al. 2013; Barasa and Wanyama, 2020; Song et al., 2020). However, due to the complicated hydrodynamic conditions and evolution mechanism, it is difficult to accurately simulate the concentration of suspended sediments for long-term forecast processes. In addition, the uncertainty of data and parameters will bring the initial error, measurement error and model error, and the simulation accuracy has also been affected.

In order to overcome the uncertainty of model simulation and to improve model accuracy, ensemble Kalman filter (EnKF) data assimilation method can provide an effective solution for the model simulation of suspended sediment concentration (Kalman et al., 1961; Evensen, 1994, 2003; Zhang et al., 2002; Vrugt et al., 2006; Clark et al., 2008).
Ensemble Kalman filter (EnKF) is based on the Bayesian theory and introduces ensemble forecast idea. Monte Carlo method is used for ensemble forecast and subsequent filtering matrix calculation. It overcomes the defect that other sequential assimilation methods cannot be applied to complex nonlinear and non-Gaussian distribution error systems (Evensen, 1994; Burgers, 1998; Bishop et al., 2001; Kazuyuki and Miyazaki, 2009; Szunyogh et al., 2010). Ensemble forecast uses initial fields within a certain error range to represent the initial state distribution, and then obtains the analysis field through the model prediction. Then, the analysis field is used as the initial field of the next simulation period, and the simulation is carried out iteratively. Ensemble forecast includes initial perturbation, model perturbation and boundary condition perturbation. The initial perturbation method is the first step of assimilation simulation, and its accuracy will directly affect the result quality of numerical simulation (Evensen, 1994; Burgers, 1998; Bishop et al., 2001).

At present, the generation methods of initial perturbation for hydrodynamic model simulation include Monte Carlo method, lagged average forecast (LAF) method, breeding of growing modes (BGM) method and ensemble transform Kalman filter (ETKF) method. Monte Carlo method is based on the viewpoint of ensemble prediction and considers that the main source of observation error is random error (Leith, 1974; Hollingsworth, 1980). As a part of ensemble Kalman filter, the random perturbation of Gaussian distribution is superimposed on the initial observation field to carry out the model calculation. Then, the standard Kalman filter method based on prediction update-process is proposed. However, due to the control of macro laws and the influence of accidental factors in the process of geographical model simulation, the spatial variability of errors is neither pure random nor pure structural, but has the dual characteristics of local randomness and overall structure. Therefore, the Monte Carlo method does not consider the spatial variation characteristics of errors, so it is difficult to generate a reasonable error field.

For LAF method, the initial perturbation is superimposed on the initial field of the model for ensemble forecast, and then the average value of the simulation results at the same time is taken as the initial value field with appropriate time lags (Hoffman and
Kalnay, 2010). In this ensemble forecast, the influence of spatial variability of errors is not considered in the generation of initial perturbation field.

The BGM method is based on the existing model and generates the error field from the repeated prediction of the model (Toth and Kalnay, 1997, Chen et al., 2018). Firstly, random perturbation is added to the initial analysis field, and the prediction model is calculated with and without perturbation. The results of perturbation prediction and control prediction are used to generate the difference field. Then, the proportion of the attenuation error in the difference field is reduced, and the modified difference field is used as the perturbation field for the next prediction. The above-mentioned process can generate reasonable initial perturbation field after many times of model prediction. In general, this method is better than Monte Carlo method. However, the error is regarded as random distribution in the process of model prediction.

For the ETKF initial perturbation field generation method, the transformation matrix is calculated from the analysis error covariance containing the observation information, and the size and distribution of the perturbation are adjusted by the transformation matrix (Bishop, et al., 2001; Majumdar 2010, 2015). Compared with Monte Carlo method and BGM method, this method can improve the generation of error field by introducing the concept of transformation matrix and expansion factor. In the process of generating the initial perturbation field, it is also considered that the model error and observation error are random and static distribution, and the influence of spatial structure of model error is not considered.

The above analysis shows that EnKF assimilation method coupled with hydrodynamic model can effectively improve the prediction accuracy of suspended sediment concentration in inland lakes. And, in the process of assimilation simulation, the existing initial perturbation generation methods consider that the perturbation error is a random Gaussian distribution. But in the process of dynamic prediction, the spatial distribution of the simulation error often contains structural information. Therefore, in this paper, the spatial structure characteristics of the simulated error of suspended sediment concentration is considered in the generation of perturbation. The proposed approach was validated through its application to assimilation simulation of suspended
sediment of Taihu Lake in China.

2. Study area and data

2.1. Study area

The study area, Taihu Lake, is typical inland shallow lake in China’s East Asia Monsoon region, with a water surface area of approximately 2,338 km² and a mean depth of 1.9 m (Figure 2.1). The lake bed is covered by the mud composed of silt and clay with grain sizes ranging between 2 and 20 micrometers, which has accumulated high concentrations of nutrients for a long time. For the flat lake bed, the release of nutrients will occur due to sediment resuspension on windy days, resulting in the frequent occurrence of harmful algal blooms.

![Figure 2.1 Underwater topography and buoys location of Taihu Lake](image)

2.2. Data sources

Buoys located in Taihu Lake (Figure 2.1) measured real-time series data during the simulation period at one hour intervals. Each buoy has turbidity and pollutant data. Among the 19 buoys, only 14 buoys have meteorological data (wind speed, wind
direction). The concentration of total suspended sediments (\(C_{\text{TSM}}\)) can be obtained according to the empirical relationship between turbidity (\(T\)) and \(C_{\text{TSM}}\) (following Equation 1) (Huang et al., 2015):

\[
C_{\text{TSM}} = 0.9364 \times T + 12.046 \quad (N = 126; \quad R^2 = 0.91; \quad p < 0.0001)
\]  

(1)

For Taihu Lake, water enters the lake from the west and flows out to the east generally. According to the runoff model and measured hydrological data, eighteen main rivers and tributaries (including inflows and outflows) were selected for the simulation.

3. Methods

3.1. Basic idea

We believe that there is spatial variability in hydrodynamic simulation of suspended sediment. The resulting error is composed of structural error and random error. It is then possible to make use of structural error in generating perturbation field for assimilation simulation than to treat all error as random error. Based on this idea, we propose a new method to generate the perturbation field and realize the assimilation simulation. The design of this method is mainly divided into three steps. The first is the construction of hydrodynamic model of suspended sediment. The second step is the generation of structural perturbation, which is combined with correlation analysis of time series data and dynamic model simulation. The third step is the construction and simulation experiment of assimilation coupling simulation model based on hybrid perturbation.

3.2. Description of the models

3.2.1. Hydrodynamic model

Three-dimensional shallow water equations are composed of the continuity equation, the momentum equation, and the free surface equation (Chen et al., 2003; Zhang et al., 2014, 2016):

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} - f v = -\frac{1}{\rho_0} \frac{\partial p}{\partial x} + \frac{\partial}{\partial x} (k_m \frac{\partial u}{\partial z}) + F_u
\]  

(2)

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z} + f u = -\frac{1}{\rho_0} \frac{\partial p}{\partial y} + \frac{\partial}{\partial y} (k_m \frac{\partial v}{\partial z}) + F_v
\]  

(3)

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0
\]  

(4)
\[ \frac{\partial \eta}{\partial t} + \frac{\partial}{\partial x} \left[ f \eta^\gamma u dz \right] + \frac{\partial}{\partial y} \left[ f \eta^\gamma v dz \right] = 0 \]  

(5)

where \( x, y, \) and \( z \) are the east, north, and vertical axes in the Cartesian coordinate system; \( u, v, \) and \( w \) are the velocity components in \( x, y, z \) directions; \( t \) is the time; \( \eta \) is water level; \( f \) is the Coriolis parameter; \( \rho \) is the density; \( P \) is the pressure; \( K_m \) is the vertical eddy viscosity coefficient; \( F_u \) and \( F_v \) represent the horizontal momentum; and \( h \) is the static water depth denoting the vertical length between the static water level and bottom of the lake with the positive direction downwards.

### 3.2.2. Suspended sediment model

The suspended sediment model (TSM model) uses a concentration-based approach subject to the following evolution equation (Chen et al., 2003; Zhang et al., 2014, 2016):

\[ \frac{\partial C}{\partial t} + \frac{\partial uC}{\partial x} + \frac{\partial vC}{\partial y} + \frac{\partial (w - \omega_c)C}{\partial z} = \frac{\partial}{\partial x} \left( A_h \frac{\partial C}{\partial x} \right) + \frac{\partial}{\partial y} \left( A_h \frac{\partial C}{\partial y} \right) + \frac{\partial}{\partial z} \left( K_h \frac{\partial C}{\partial z} \right) \]  

(6)

where \( C \) is the suspended sediment concentration, \( A_h \) is the horizontal eddy viscosity and \( K_h \) is the vertical eddy viscosity, \( \omega_c \) is the settling velocity of the sediment. The model includes transport of both suspended load and bedload, ignoring the process of condensation and dissolution.

At the surface, a no-flux boundary condition is used for the sediment concentration:

\[ K_h \frac{\partial C}{\partial z} = 0, \quad z = \eta \]  

(7)

The bottom boundary condition for sediment are:

\[ K_h \frac{\partial C}{\partial z} = E - D, \quad z = \eta \]  

(8)

where \( E \) (kg m\(^{-2}\) h\(^{-1}\)) denotes the erosion flux, also called resuspension and \( D \) (kg m\(^{-2}\) h\(^{-1}\)) denotes the deposition flux.

\[ E = \Delta t Q (1 - P_b) F_b \left( \frac{\tau_b}{\tau_c} - 1 \right) \]  

(9)

where \( Q \) is the erosive flux, \( P_b \) is the bottom porosity, \( F_b \) is the bottom fraction, \( \tau_b \) is the bottom shear stress, and \( \tau_c \) is the critical shear stress for erosion.

### 3.2.3 Description of EnKF method

Let \( X_t \) be an array of the true values, \( X_b \) be an array of the forecast values, \( X_a \) an array of analysis values, indicating the assimilation results, and \( Y \) an array of observational values. In a forecast model, the value of \( X_t \) at time step \( i \) can be predicted by
\[ X_t^i = M X_{t-1}^i + \varepsilon_{m-1} \]  
(10)

Where \( M \) presents the nonlinear model operator, \( \varepsilon \) is model error. In the Kalman filter forecast model system, the analysis values \( X_a \) is calculated by

\[ X_a^i = X_b^i + K (Y^i - H X_b^i) \]  
(11)

where \( K \) is the Kalman gain matrix, and \( H \) is an observation operator.

The EnKF is constructed by running a forecast model driven by a set of initial conditions and then estimate the error covariance relative to the ensemble mean to determine the ensemble analysis values for the next time step forecast. Let \( k \) denote the \( k \)th ensemble, and \( m \) the total number of the ensemble members, then

\[ X_t^i = \frac{1}{m} \sum_{k=1}^{m} X_b^i \]  
(12)

the analysis values at time step \( i \) for the \( k \)th ensemble model run are calculated by

\[ X_{ak}^i = X_{bk}^i + K (Y_k^i - H X_{b}^i) \]  
(13)

The expression of gain matrix \( K \) is as follows:

\[ \tilde{K} = B_i H^T (H B_i H^T + \tilde{R})^{-1} \]  
(14)

Where \( B \) is forecast error covariance matrix, \( R \) is the observational error covariance matrix. In the situation with a sufficiently large number of ensembles, the ensemble analysis error covariance matrix can be updated with a relationship as

\[ \tilde{A}_i = (I - KH)B_i \]  
(15)

To conduct the EnKF, we need to create an ensemble of the observational data constructed with the perturbation relative to the real value,

\[ y_i = y + \delta_i, \delta_i = N(0, \sqrt{R}) \]  
(16)

3.3. Modified perturbation field generation method

We believe that the structural error is difficult to obtain accurately, but we can think that it is closely related to the observation error at the adjacent time, that is, the spatial structure of the error at different time has correlation and hysteresis. At the time step \( i \), the suspended sediment concentration of different buoys at the same time is selected to construct the data set \( H_i \). The correlation analysis is carried out on the data sets at different time steps. According to the correlation coefficient, the time lag of time series data is determined.
Let $m$ be the time lag, $R^i_o$ is the observation error of $i$ time step, then

$$R^i_o = Y^i - X^i_b$$  \hspace{1cm} (17)$$

The structural error of this time step can be calculated by the average observation error within the time lag.

$$R_{o-1}^{-1} = \frac{1}{m} \sum_{i=m+1}^{i} R^i_o$$  \hspace{1cm} (18)$$

In order to maintain the spatial structure characteristics of errors, the error matrix is standardized.

$$R_{std}^i = \left( R^i_o - R_{mean}^i \right) / S^i_R$$  \hspace{1cm} (19)$$

Where $R_{mean}^i$ is the mean of error at time step $i$, $S^i_R$ is the standard deviation of the error at time step $i$.

Let $S_p$ be the variance of a given perturbation field or the specified value. Then, the structural perturbation $R^i_m$ can be calculated by

$$R^i_m = R_{std}^i \cdot \sqrt{S_p}$$  \hspace{1cm} (20)$$

At time step $i$, the structural and random perturbation are superimposed to generate perturbation fields and then be substituted into the model for the next step calculation.

4. Data assimilation experiments

A data assimilation experiment was performed on the basis of ensemble Kalman filter (EnKF) assimilation coupled with dynamic model. This section describes the setup of the experiments for evaluating the proposed method.

4.1. Description of assimilation simulation process

The process of assimilation coupled simulation is shown in Figure 4.1, which includes five parts: data organization, parameter calibration, TSM model calculation, assimilation calculation and result analysis.
Data preparation is the data processing required by coupling simulation, and model parameter calibration is to find the optimal model parameters. In TSM model calculation, the initial background field is generated first, and the simulation results at \( i \) time step are taken as the background field of \( i+1 \) time step. In assimilation simulation, at \( i-1 \) time step, the modified perturbation method is used to generate the perturbation field. Then the \( i \)-step model prediction field is used as the background field. And the assimilation analysis field is generated by combining the observation data, which is imported into the model calculation module as the background field of the \( i+1 \) time step for TSM model calculation. In all parts, model calibration is the precondition of assimilation coupled simulation and is further described below.

4.2. TSM model calibration

The parameters of TSM model were calibrated by using the buoy turbidity and meteorological data from November 9 to 11 in 2015. Combined with the existing research results (Pang et al., 2008; Zhang et al., 2014, 2016), and through the verification of suspended sediment concentration and flow field, the final parameter calibration results are shown in Table 1. During the model calibration, the simulated flow field is consistent with the existing results. The concentration of suspended sediments simulated by TSM model was compared with the data of 19 buoys. The average RMSE is 22.36mg/l, and the average relative error is about 19.38%. The accuracy of the model is better than the existing research results of inland water. The
calibration results show that the TSM MODEL can be used for assimilation simulation.

Table 1. Calibration results of TSM model parameters

| Model parameter               | The ranges of parameters | Preferred value |
|-------------------------------|--------------------------|-----------------|
| critical shear stress         | 0.05-0.2(N/m²)           | 0.15            |
| porosity                      | 0.3-0.6                  | 0.40            |
| erosion rate                  | 10⁻²-5x10⁻⁴(kg·m²s⁻¹)    | 6.0x10⁻⁵        |
| Settling velocity             | 0.01-0.2 (mm/s)          | 0.07185         |
| Sediment density              | 1200-3800(g/cm³)         | 2650.0          |
| Sediment mean diameter        | 0.002-0.1(mm)            | 0.032           |
| Bottom friction coefficient   | --                       | 0.0025          |
| Lake bottom roughness         | --                       | 0.001           |

4.3. Experiments design

In the assimilation simulation experiments, the turbidity data measured at the buoy stations in Taihu Lake and meteorological data are used. And the concentration of suspended sediment($C_{TSM}$) is calculated by Eq.1. Since the data release interval of buoy data is 1 hour, this study simulated 72 hours of data from November 12 to 14, 2015, with a total of 72 time-steps. Taking 1 hour as the time interval, we analyzed the correlation coefficient of $C_{TSM}$ on 19 buoys at different time steps. In this paper, We select time-step lag of 3 to participate in the perturbation of disturbance field. In this case, the maximum correlation coefficient is 0.99 and the minimum correlation coefficient is 0.76. Then, we designed the following five experiments.

*Experiment 1:* TSM model simulation experiment. In this experiment, combined with the parameters calibrated in Table 1, the $C_{TSM}$ was simulated and predicted.

*Experiment 2:* Standard EnKF assimilation simulation experiment (S-EnKF). In this experiment, Monte Carlo method is used to generate the initial perturbation, and coupled with TSM model for data assimilation.

*Experiment 3:* EnKF assimilation simulation experiment with ETKF initial perturbation (ET-EnKF). In this experiment, Monte Carlo method is used to generate the random perturbation field at the initial time, and then the prediction perturbation is updated to analysis perturbation by ETKF, and the next
step ensemble prediction is carried out. Based on the transformation matrix and expansion factor, the stable initial perturbation field of ETKF is obtained.

Experiment 4: EnKF simulation experiment with modified perturbation (M-EnKF). In this experiment, the perturbation field is modified by the method proposed in this paper. It represents structural disturbance and random errors, and will be added in each time step for assimilation simulation.

Experiment 5: EnKF simulation experiment with modified ETKF perturbation (M-ET-EnKF). The perturbation generation method is the same as experiment 4, which is used to replace the Monte Carlo method, and add in each time step.

Among the above experiments, Experiment 1 provides a dynamic model for assimilation simulation. In Experiments 2 and 3, only random error was considered to generate perturbation field; in Experiments 4 and 5, the improved method was used to generate perturbation field. In this way, two different assimilation methods can be used to verify the effectiveness of the proposed method.

5. Results

To examine the applicability of the assimilation simulation method based on mixed perturbation, the match-up points were used to test the modified method. Table 2 lists the RMSE(root mean square error) of errors computed of five assimilation simulation experiments and figure 5.1 shows the RMSE histogram. The experimental results show that the assimilation simulation based on random perturbation is better than TSM-model simulation on each buoy, and the mean values of root mean square errors for TSM-model, S-EnKF and ET-EnKF model are 22.14, 9.56, 9.55, respectively. For the assimilation simulation based on hybrid perturbation, the accuracy is further improved, the mean values of root mean square errors for M-EnKF model and M-ET-EnKF model are 8.70 and 8.68.

The concentration of total suspended sediments calculated from turbidity values measured by buoys are used to validate and compare the models results shown in Figure
5.2, which means that the results produced using assimilation simulation based on hybrid perturbation are more consistent with the measurements than those based on random perturbation. The reason is that the influence of structural error is considered in the generation of hybrid perturbation field, and the modified perturbation generation method is more suitable for assimilation simulation than the random perturbation generation method.

Table 2 RMSE of 19 buoys with 5 experimental results

| Serial number | Buoys              | TSM-Model | S-EnKF | M-EnKF | ET-EnKF | M-ET-EnKF |
|---------------|--------------------|-----------|--------|--------|---------|-----------|
| No.1          | Pingtai Mountain   | 21.91     | 10.67  | 10.13  | 10.66   | 10.10     |
| No.2          | South of Wugui Mountain | 13.49     | 7.74   | 7.26   | 7.74    | 7.23      |
| No.3          | No.14 Beacon       | 23.18     | 8.90   | 7.78   | 8.89    | 7.75      |
| No.4          | Man Mountain       | 28.91     | 10.38  | 9.29   | 10.37   | 9.26      |
| No.5          | South of Shazhu    | 12.73     | 7.31   | 6.92   | 7.28    | 6.90      |
| No.6          | South of Tuo Mountain | 15.56     | 8.57   | 8.09   | 8.58    | 8.09      |
| No.7          | Jiao Mountain      | 14.51     | 7.30   | 7.11   | 7.29    | 7.11      |
| No.8          | Dalei Mountain     | 22.22     | 8.30   | 7.36   | 8.30    | 7.35      |
| No.9          | Ze Mountain        | 34.24     | 11.81  | 9.82   | 11.80   | 9.78      |
| No.10         | South of Xidongxi  | 39.56     | 12.82  | 10.79  | 12.80   | 10.80     |
| No.11         | Dapu Port          | 21.27     | 10.51  | 9.00   | 10.52   | 9.00      |
| No.12         | West of Xishan     | 18.65     | 7.55   | 6.99   | 7.55    | 6.96      |
| No.13         | Middle of Zhushan Lake | 18.36    | 8.79   | 8.39   | 8.78    | 8.41      |
| No.14         | Spur of Lan Mountain | 18.22    | 9.66   | 9.14   | 9.65    | 9.13      |
| No.15         | Xintang Harbor     | 21.97     | 9.47   | 8.33   | 9.47    | 8.33      |
| No.16         | Middle of Meiling Lake | 26.36  | 10.38  | 9.76   | 10.38   | 9.76      |
| No.17         | Xiaomeikou         | 20.30     | 11.93  | 11.39  | 11.94   | 11.37     |
| No.18         | Yangxi Harbor      | 27.71     | 11.09  | 10.00  | 11.08   | 9.96      |
| No.19         | Middle of Xu Lake  | 21.54     | 8.39   | 7.71   | 8.38    | 7.68      |
| Average       |                    | 22.14     | 9.56   | 8.70   | 9.55    | 8.68      |
Figure 5.1. RMSE of 19 buoys with 5 experimental results
Figure 5.2. Comparison of model simulation results of some buoys in five experiments

6. Discussion

6.1. Determination of the variance of perturbation field

The basic purpose of ensemble perturbation generation is to generate uncorrelated initial values of perturbation, which can more accurately represent the analysis error covariance. Therefore, error structure and amplitude of perturbation are the key problems in the study of initial perturbation in ensemble forecasting. The error structure reflects the spatial distribution characteristics of the analysis error, while the perturbation amplitude reflects that the analysis error should be equivalent to the corresponding prediction error, and directly affects the dispersion of the prediction set. Due to the existence of uncertain factors, this paper uses the control variable method. Keeping the other factors unchanged, each factor was assimilated several times for 24 hours, and finally the optimal value was obtained based on the average RMSE of the results. Finally, the observation error variance is 4.5, and the assimilation model error variance is 4.0, which are selected (Figure 6.1). In this case, the RMSE of assimilation simulation results is the minimum.

Figure 6.1. Calibration results of error field based on control variable method
We consider that the assimilation model error variance represents the ratio of structural error to perturbation field, and finally generates the perturbation field of each time step. However, due to the complexity of error disturbance, whether there is a better structural error variance generation method remains to be studied.

6.2. The impact of ensemble size on assimilation simulation results

The ensemble size in EnKF method will affect the assimilation simulation results, so we must first determine the total number of the ensemble members selected in the forecast model run. In this paper, Monte Carlo method is used to generate initial perturbation, and EnKF method is used to compare and analyze the influence of ensemble size on the forecasting. We set the number of ensemble members from 10 to 100 with an interval of 10. In the same way, the control variable method is used to calibrate the ensemble size. With other factors unchanged, when the number of ensemble members is equal to 40 the assimilation simulation results is better than others (Figure 6.2). Obviously, this method needs to be tried many times and needs to be improved in the future.

![Figure 6.2. Calibration results of ensemble size based on control variable method](image)

7. Conclusion

In this paper, a new method to generate the perturbation field for assimilation simulation was proposed. The method mainly verifies an idea that the combined effect of structural error should be considered in the generation of perturbation field. Based on this idea, we designed five assimilation experiments to simulate the concentration of suspended sediments in Taihu Lake of China. After three days and 72 time steps of assimilation
simulation based on hybrid perturbation generation, we found that the proposed assimilation method provided results that were more consistent with buoy-measured data. The RMSE results show that the assimilation method based on hybrid perturbation field generation method has higher simulation accuracy than other methods. This study shows that the method is effective and provides a new idea for the assimilation simulation of suspended sediment concentration in inland lakes.
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