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Abstract

The notions of synchronizing and partitioning sets are recently introduced variants of locally consistent parsings with a great potential in problem-solving. In this paper we propose a deterministic algorithm that constructs for a given read-only string of length \( n \) over the alphabet \( \{0, 1, \ldots, n^{O(1)}\} \) a variant of a \( \tau \)-partitioning set with size \( O(b) \) and \( \tau = \frac{n}{b} \) using \( O(b) \) space and \( O(\frac{n}{b}) \) time provided \( b \geq n' \), for \( \epsilon > 0 \). As a corollary, for \( b \geq n' \) and constant \( \epsilon > 0 \), we obtain linear time construction algorithms with \( O(b) \) space on top of the string for two major small-space indexes: a sparse suffix tree, which is a compacted trie built on \( b \) chosen suffixes of the string, and a longest common extension (LCE) index, which occupies \( O(b) \) space and allows us to compute the longest common prefix for any pair of substrings in \( O(n/b) \) time. For both, the \( O(b) \) construction storage is asymptotically optimal since the tree itself takes \( O(b) \) space and any LCE index with \( O(n/b) \) query time must occupy at least \( O(b) \) space by a known trade-off (at least for \( b \geq \Omega(n/\log n) \)). In case of arbitrary \( b \geq \Omega(\log^2 n) \), we present construction algorithms for the partitioning set, sparse suffix tree, and LCE index with \( O(n \log n) \) running time and \( O(b) \) space, thus also improving the state of the art.
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1 Introduction

Indexing data structures traditionally play a central role in algorithms on strings and in information retrieval. Due to constantly growing volumes of data in applications, the attention of researchers in the last decades was naturally attracted to small-space indexes. In this paper we study two closely related small-space indexing data structures: a sparse suffix tree and a longest common extension (LCE) index. We investigate them in the general framework of (deterministic) locally consistent parsings that was developed by Cole and Vishkin [7], Jeż [21, 20, 22, 19], and others [1, 11, 12, 13, 15, 28, 29, 32] (the list is not exhausting) and was recently revitalized in the works of Birenzwiage et al. [5] and Kempa and Kociumaka [25] where two new potent concepts of partitioning and synchronizing sets were introduced.

The sparse suffix tree (SST) for a given set of \( b \) suffixes of a string is a compacted trie built on these suffixes. It can be viewed as the suffix tree from which all suffixes not from the set were removed (details follow). The tree takes \( O(b) \) space on top of the input string and can be easily constructed in \( O(n) \) time from the suffix tree, where \( n \) is the length of the string. One can build the suffix tree in \( O(n) \) time [10] provided the letters of the string are sortable in linear time. However, if at most \( O(b) \) space is available on top of the input, then in general there is not enough memory for the full suffix tree and the problem, thus, becomes much more difficult. The \( O(b) \) bound is optimal since the tree itself takes \( O(b) \)
space. The construction problem with restricted $O(b)$ space naturally arises in applications of the sparse suffix tree and the sparse suffix array (which is easy to retrieve from the tree) where we have to index data in the setting of scarce memory. As is common in algorithms on strings, it is assumed that the input string is readonly, its letters are polynomially bounded integers $\{0, 1, \ldots, n^{O(1)}\}$, and the space is at least polylogarithmic, i.e., $b \geq \log^{\Omega(1)} n$. We note, however, that in supposed usages the memory restrictions can often be relaxed even more to $b \geq n^\epsilon$, for constant $\epsilon > 0$.

The $O(b)$-space construction problem was posed by Kärkkäinen and Ukkonen [24] who showed how to solve it in linear time for the case of evenly spaced $b$ suffixes. In a series of works [2, 5, 11, 14, 18, 23], the problem was settled for the case of randomized algorithms: an optimal linear $O(b)$-space Monte Carlo construction algorithm for the sparse suffix tree was proposed by Gawrychowski and Kociumaka [14] and an optimal linear $O(b)$-space Las-Vegas algorithm was described by Birenzwige et al. [5]. The latter authors also presented the best up-to-date deterministic solution that builds the sparse suffix tree within $O(n \log \frac{n}{b})$ time [5] (log is in base 2 unless explicitly stated otherwise). All these solutions assume (as we do too) that the input string is readonly and its alphabet is $\{0, 1, \ldots, n^{O(1)}\}$; the case of rewritable inputs is apparently very different, as was shown by Prezza [30].

The LCE index, crucial in string algorithm applications, preprocesses a readonly input string of length $n$ so that one can answer queries $\text{lce}(p, q)$, for any positions $p$ and $q$, computing the length of the longest common prefix of the suffixes starting at $p$ and $q$. The now classical result of Harel and Tarjan states that the LCE queries can be answered in $O(1)$ time provided $O(n)$ space is used [16]. In [3] Bille et al. presented an LCE index that, for any given user-defined parameter $b$, occupies $O(b)$ space on top of the input string and answers queries in $O\left(\frac{n}{b}\right)$ time. In [26] it was proved that this time-space trade-off is optimal provided $b \geq \Omega(n/\log n)$ (it is conjectured that the same trade-off lower bound holds for a much broader range of values $b$; a weaker trade-off appears in [4, 6]). In view of these lower bounds, it is therefore natural to ask how fast one can construct, for any parameter $b$, an LCE index that can answer queries in $O\left(\frac{n}{b}\right)$ time using $O(b)$ space on top of the input. The space $O(b)$ is optimal for this query time and the construction algorithm should not exceed it. The issue with the data structure of [3] is that its construction time is unacceptably slow, which motivated a series of works trying to solve this problem. As in the case of sparse suffix trees, the problem was completely settled in the randomized setting: an optimal linear $O(b)$-space Monte Carlo construction algorithm for an LCE index with $O\left(\frac{n}{b}\right)$-time queries was presented by Gawrychowski and Kociumaka [14] and a Las-Vegas construction with the same time and space was proposed by Birenzwige et al. [5] provided $b \geq \Omega(\log^2 n)$. The best deterministic solution is also presented in [5] and runs in $O(n \log \frac{n}{b})$ time answering queries in slightly worse time $O\left(\frac{n}{b} \sqrt{\log^* n}\right)$ provided $b \geq \Omega(\log n)$ (the previous best solution was from [34] and it runs in $O(n \cdot \frac{1}{b})$ time but, for some exotic parameters $b$, has slightly better query time). The input string is readonly in all these solutions and the alphabet is $\{0, 1, \ldots, n^{O(1)}\}$.

For a broad range of values $b$, we settle both construction problems, for sparse suffix trees and LCE indexes, in $O(b)$ space in the deterministic case. Specifically, given a readonly string of length $n$ over the alphabet $\{0, 1, \ldots, n^{O(1)}\}$, we present two algorithms: one that constructs the sparse suffix tree, for any user-defined set of $b$ suffixes such that $b \geq \Omega(\log^2 n)$, in $O(n \log_n n)$ time using $O(b)$ space on top of the input; and another that constructs an LCE index with $O\left(\frac{n}{b}\right)$-time queries, for any parameter $b$ such that $b \geq \Omega(\log^2 n)$, in $O(n \log_n n)$ time using $O(b)$ space on top of the input. This gives us optimal $O(b)$-space solutions with $O\left(\frac{n}{b}\right) = O(n)$ time when $b \geq n^\epsilon$, for constant $\epsilon > 0$, which arguably includes most interesting cases. As can be seen in Table 1, our result beats the previous best solution in virtually all settings since $n \log_b n = o\left(n \log^\frac{n}{b}\right)$, for $b = o(n)$.
We define a variant of the theoretical value in its present form due to numerous internal complications in the actual implementation. There are many hidden obstacles on this path and because of them our solution is only of purely theoretical value in its present form due to numerous internal complications in the actual scheme (in contrast, randomized results on synchronizing sets [9, 25] seem quite practical).

**Table 1** LCE indexes deterministically constructible in $O(b)$ space on a readonly input, for $b \geq \Omega(\log^2 n)$.

| Algorithm          | Tanimura et al. [34] | Birenzwige et al. [5] | Theorem 4 |
|--------------------|-----------------------|-----------------------|-----------|
| Query time         | $O\left(\frac{n}{b} \log \min\{b, \frac{n}{b}\}\right)$ | $O\left(\frac{n}{b} \sqrt{\log^* n}\right)$ | $O\left(\frac{n}{b}\right)$ |
| Construction in $O(b)$ space | $O\left(n \cdot \frac{n}{b}\right)$ | $O\left(n \log \frac{n}{b}\right)$ | $O\left(n \log_b n\right)$ |

In order to achieve these results, we develop a new algorithm that, for any given parameter $b \geq \Omega(\log^2 n)$, constructs a so-called $\tau$-partitioning set of size $O(b)$ with $\tau = \frac{n}{b}$. This result is of independent interest.

We note that there is another natural model where the input string is packed in memory in such a way that one can read in $O(1)$ time any $\Theta(\log_\sigma n)$ consecutive letters of the input packed into one $\Theta(\log n)$-bit machine word, where $\{0, 1, \ldots, \sigma - 1\}$ is the input alphabet. In this case the $O(n)$ construction time is not necessarily optimal for the sparse suffix tree and the LCE index and one might expect to have $O(n/\log_\sigma n)$ time. As was shown by Kempa and Kociumaka [25], this is indeed possible for LCE indexes in $O(n/\log_\sigma n)$ space. It remains open whether one can improve our results for the $O(b)$-space construction in this setting; note that the lower bound of [26] does not apply here due to its assumption of single-letter input memory cells.

**Techniques.** The core of our solution is a version of locally consistent parsing developed by Birenzwige et al. [5], the so-called $\tau$-synchronizing sets (unfortunately, we could not adapt the more neat $\tau$-synchronizing sets from [25] for the deterministic case). It was shown by Birenzwige et al. that the $O(b)$-space construction of a sparse suffix tree or an LCE index can be performed in linear time provided a $\tau$-partitioning set of size $O(b)$ with $\tau = \frac{n}{b}$ is given. We define a variant of $\tau$-partitioning sets and, for completeness, repeat the argument of Birenzwige et al. with minor adaptations to our case. The main bulk of the text is devoted to the description of an $O(b)$-space algorithm that builds a (variant of) $\tau$-partitioning set of size $O(b)$ with $\tau = \frac{n}{b}$ in $O(n \log_b n)$ time provided $b \geq \Omega(\log^2 n)$, which is the main result of the present paper. In comparison Birenzwige et al.’s algorithm for their $\tau$-partitioning sets runs in $O(n)$ expected time (so that it is a Las Vegas construction) and $O(b)$ space; their deterministic algorithm takes $O(n \log \tau)$ but the resulting set is only $\tau \log^* n$-partitioning. Concepts very similar to partitioning sets appeared also in [31, 33].

Our solution combines two well-known approaches to deterministic consistent parsings: the deterministic coin tossing introduced by Cole and Vishkin [7] and developed in [1, 11, 12, 13, 15, 28, 29, 32], and the recompression invented by Jeż [19] and studied in [17, 21, 20, 22]. The high level idea is first to use Cole and Vishkin’s technique that constructs a $\tau$-partitioning set of size $O(b \log^* n)$ where $\tau = \frac{n}{b}$ (in our algorithm the size is actually $O(b \log \log \log n)$ since we use a “truncated” version of Cole and Vishkin’s bit reductions); second, instead of storing the set explicitly, which is impossible in $O(b)$ space, we construct a string $R$ of length $O(b \log^* n)$ in which every letter corresponds to a position of the set and occupies $o(\log \log n)$ bits so that $R$ takes $o(b \log^* n \log n)$ bits in total and, thus, can be stored into $O(b)$ machine words of size $O(\log n)$ bits; third, Jeż’s recompression technique is iteratively applied to the string $R$ until $R$ is shortened to length $O(b)$; finally, the first technique generating a $\tau$-partitioning set is performed again but this time we retain and store explicitly those positions that correspond to surviving letters of the string $R$. There are many hidden obstacles on this path and because of them our solution is only of purely theoretical value in its present form due to numerous internal complications in the actual scheme (in contrast, randomized results on synchronizing sets [9, 25] seem quite practical).
20:4 Construction of Sparse Suffix Trees and LCE Indexes in Optimal Time and Space

The paper is organized as follows. In Section 2 we define τ-partitioning sets and show how one can use them to build an LCE index. Section 3 describes the first stage of the construction of a τ-partitioning set that is based on a modification of Cole and Vishkin’s technique. Section 4 improves the running time of this stage from \(O(n \log \tau)\) to \(O(n \log_5 \tau)\). In Section 5 the second stage based on a modification of Jeż’s recompression technique is presented. Appendix C in the full version [27] describes separately the case of very small \(\tau\).

2 Partitioning Sets with Applications

Let us fix a readonly string \(s\) of length \(n\) whose letters \(s[0], s[1], \ldots, s[n-1]\) are from a polynomially bounded alphabet \(\{0, 1, \ldots, n^{O(1)}\}\). We use \(s\) as the input in our algorithms. As is standard, the algorithms are in the word-RAM model, their space is measured in \(\Theta(\log n)\)-bit machine words, and each \(s[i]\) occupies a separate word. We write \(s[i,j]\) for the substring \(s[i]s[i+1] \cdots s[j]\), assuming it is empty if \(i > j\); \(s[i,j]\) is called a suffix (resp., prefix) of \(s\) if \(j = n - 1\) (resp., \(i = 0\)). For any string \(t\), let \(|t|\) denote its length. We say that \(t\) occurs at position \(i\) in \(s\) if \(s[i..i+|t|-1] = t\). Denote \([i..j] = \{k \in \mathbb{Z} : i \leq k \leq j\}\), \((i..j) = [i..j] \setminus \{i\}\), \([i..j] = [i..j] \setminus \{j\}\), \((i..j) = [i..j] \cap (i..j)\). A number \(p \in [1..|t|]\) is called a period of \(t\) if \(|t[i] = |t[i - p]\) for each \(i \in [p..|t|]\). For brevity, denote \(\log \log \log n\) by \(\log^3 n\).

We assume that \(n\), the length of \(s\), is sufficiently large: larger than \(2^{\max(16, c)}\), where \(c\) is a constant such that \(n^c\) upper-bounds the alphabet.

Given an integer \(\tau \in [4n/2]\), a set of positions \(S \subseteq [0..n]\) is called a \(\tau\)-partitioning set if it satisfies the following properties:

\(\mathbf{a}\) if \(s[i..i+|\tau|] = s[j..j+|\tau|]\) for \(i, j \in [\tau..n-\tau]\), then \(i \in S\) iff \(j \in S\);

\(\mathbf{b}\) if \(s[i..i+\ell] = s[j..j+\ell]\) for \(i, j \in S\) and some \(\ell \geq 0\), then, for each \(d \in [0..\ell-\tau]\), \(i + d \in S\) iff \(j + d \in S\);

\(\mathbf{c}\) if \((i, j) \in S \cup \{0, n-1\}\) with \(j-i > \tau\) and \((i..j) \cap S = \emptyset\), then the period of \(s[i..j]\) is at most \(\tau/4\).

Our definition is inspired by the forward synchronized \((\tau, \tau)\)-partitioning sets from [5, Def. 3.1 and 6.1] but slightly differs; nevertheless, we retain the term “partitioning” to avoid inventing unnecessary new terms for very close concepts. In the definition, (a), (b), and (c) state, respectively, that \(S\) is locally consistent, forward synchronized, and dense: the choice of positions depends only on short substrings around them, long enough equal right “contexts” of positions from \(S\) are “partitioned” identically, and \(S\) has a position every \(\tau\) letters unless a long range with small period is encountered. In our construction of \(S\) a certain converse of (c) will also hold: whenever a substring \(s[i..j]\) has a period at most \(\tau/4\), we will have \(S \cap [i + \tau, j - \tau] = \emptyset\) (see Lemma 17). This converse is not in the definition since it is unnecessary for our applications and we will use auxiliary \(\tau\)-partitioning sets not satisfying it. The definition also implies the following convenient property of “monotonicity”.

\textbf{Lemma 1.} For any \(\tau' \geq \tau\), every \(\tau\)-partitioning set is also \(\tau'\)-partitioning.

Due to (c), all \(\tau\)-partitioning sets in some strings have size at least \(\Omega(n/\tau)\). In the remaining sections we devise algorithms that construct a \(\tau\)-partitioning set of \(s\) with size \(O(n/\tau)\) (matching the lower bound) using \(O(n/\tau)\) space on top of \(s\); for technical reasons, we assume that \(\Omega(\log^2 n)\) space is always available, i.e., \(n/\tau \geq \Omega(\log^2 n)\), which is a rather mild restriction. Thus, we shall prove the following main theorem.

\textbf{Theorem 2.} For any string of length \(n\) over an alphabet \(\{0, 1, \ldots, n^{O(1)}\}\) and any \(\tau \in [4..O(n/\log^2 n)]\), one can construct in \(O(n \log \log n)\) time and \(O(b)\) space on top of the string a \(\tau\)-partitioning set of size \(O(b)\), for \(b = n/\tau\).
Let us sketch how one can construct indexes with the $\tau$-partitioning set of Theorem 2.

**LCE index and sparse suffix tree.** An LCE index is a data structure on $s$ that, given a pair of positions $p$ and $q$, answers the LCE query $lce(p, q)$ computing the length of the longest common prefix of $s[p..n-1]$ and $s[q..n-1]$. Such index can be stored in $O(b)$ space on top of $s$ with $O(\frac{b}{\tau})$ query time [3] and this trade-off is optimal, at least for $b \geq \Omega(\frac{n}{\log n})$ [26].

Given $b$ suffixes $s[i_1..n-1], s[i_2..n-1], \ldots, s[i_b..n-1]$, their sparse suffix tree [24] is a compacted trie on these suffixes in which all edge labels are stored as pointers to corresponding substrings of $s$. Thus, the tree occupies $O(b)$ space.

Our construction scheme for these two indexes is roughly as follows: given a $\tau$-partitioning set $S$ with $\tau = \frac{n}{b}$ and size $O(b) = O(n/\tau)$, we first build the sparse suffix tree $T$ for the suffixes $s[j..n-1]$ with $j \in S$, then we use it to construct an LCE index, and, using the index, build the sparse suffix tree for arbitrarily chosen $b$ suffixes. We elaborate on this scheme below; our exposition, however, is rather sketchy and some details are omitted since the scheme is essentially the same as in [5] and is given here mostly for completeness.

To construct the sparse suffix tree $T$ for all suffixes $s[j..n-1]$ with $j \in S$, we apply the following lemma. Its cumbersome formulation is motivated by its subsequent use in Section 4. In the special case when $m = n$ and $\sigma = n^{O(1)}$, which is of primary interest for us now, the lemma states that $T$ can be built in $O(n)$ time: this case implies that $m \log_b \sigma = O(n \log_b n)$ is $O(n)$ if $b > n/\log n$, and $b \log b$ is $O(n)$ if $b \leq n/\log n$, and, therefore, $\min\{m \log_b \sigma, b \log b\} = O(n)$. The proof essentially follows arguments of [5] and is given in Appendix A in the full version [27].

**Lemma 3.** Given an integer $\tau \geq 4$ and a read-only string $s$ of length $m$ over an alphabet $[0..\sigma]$, let $S$ be an “almost” $\tau$-partitioning set of size $b = \Theta(m/\tau)$: it satisfies properties (a) and (b), but not necessarily (c). The sparse suffix tree $T$ for all suffixes $s[j..n-1]$ with $j \in S$ can be built in $O(m + \min\{m \log_b \sigma, b \log b\})$ time and $O(m/\tau)$ space on top of the space required for $s$.

For our LCE index, we equip $T$ with the lowest common ancestor (LCA) data structure [16], which allows us to compute $lce(p, q)$ in $O(1)$ time for $p, q \in S$, and we preprocess an array $N[0..b-1]$ such that $N[i] = \min\{j \geq i : j \in S\}$ for $i \in [0..b)$, which allows us to calculate $\min\{j \geq p : j \in S\}$, for any $p$, in $O(\tau)$ time by traversing $j_k, j_{k+1}, \ldots$ in $S$, for $j_k = N[\lfloor p/\tau\rfloor]$. In order to answer an arbitrary query $lce(p, q)$, we first calculate $p' = \min\{j \geq p + \tau : j \in S\}$ and $q' = \min\{j \geq q + \tau : j \in S\}$ in $O(\tau)$ time. If either $p' - p \leq 2\tau$ or $q' - q \leq 2\tau$, then by the local consistency of $S$, $s[p..n-1]$ and $s[q..n-1]$ either differ in their first $3\tau$ positions, which is checked naively, or $s[p..p'] = s[q..q']$ and the answer is given by $p' - p + lce(p', q')$ using $T$. If $\min\{p' - p, q' - q\} > 2\tau$, then the strings $s[p+\tau..p']$ and $s[q+\tau..q']$ both have periods at most $\tau/4$ due to property (c); we compare $s[p..p+2\tau]$ and $s[q..q+2\tau]$ naively and, if there are no mismatches, therefore, due to periodicity, $s[p+\tau..p']$ and $s[q+\tau..q']$ have a common prefix of length $\ell = \min\{p' - p, q' - q\} - \tau$; hence, the problem is reduced to $lce(p + \ell, q + \ell)$, which can be solved as described above since either $p' - (p + \ell) \leq 2\tau$ or $q' - (q + \ell) \leq 2\tau$.

We thus have proved the following theorem.

**Theorem 4.** For any string of length $n$ over an alphabet $[0..\sigma]^{O(1)}$ and any $b \geq \Omega(\log^2 n)$, one can construct in $O(n \log_b n)$ time and $O(b)$ space on top of the string an LCE index that can answer LCE queries in $O(n/b)$ time.

Let us consider the construction of the SST for $b$ suffixes $s[i_1..n-1], s[i_2..n-1], \ldots, s[i_b..n-1]$. Denote by $j_k$ the $k$th position in a given $\tau$-partitioning set $S$ of size $O(b)$ with $\tau = \frac{n}{b}$ (so that $j_1 < \cdots < j_{|S|}$). For each suffix $s[i_k..n-1]$, we
compute in $\mathcal{O}(\tau)$ time using the array $N$ an index $k_\ell$ such that $j_{k_\ell} = \min\{j \geq i_\ell + \tau : j \in S\}$. It takes $\mathcal{O}(br\tau) = \mathcal{O}(n)$ time in total. Then, we sort all strings $s[i_\ell..i_\ell+4\tau]$ in $\mathcal{O}(n)$ time as in the proof of Lemma 3 and assign to them ranks $r_\ell$ (equal strings are of equal ranks). For each $k \in [1..|S|]$, we obtain from the tree $T$ the rank $\bar{r}_k$ of $s[j_k..n-1]$ among the suffixes $s[j..n-1]$ with $j \in S$. Suppose that $j_{k_\ell} \leq i_\ell + 3\tau$, for all $\ell \in [1..b]$. By property (a), the equality $r_\ell = r_\ell'$, for any $\ell, \ell' \in [1..b]$, implies that $j_{k_\ell} - i_\ell = j_{k_\ell'} - i_{\ell'}$ when $j_{k_\ell} - i_\ell \leq 3\tau$. Then, we sort the suffixes $s[i_\ell..n-1]$ with $\ell \in [1..b]$ in $\mathcal{O}(b)$ time using the radix sort on the corresponding pairs $(r_\ell, \bar{r}_{j_{k_\ell}})$. The SST can be assembled from the sorted suffixes in $\mathcal{O}(br\tau) = \mathcal{O}(n)$ time using the LCE index to calculate longest common prefixes of adjacent suffixes.

The argument is more intricate when the condition $j_{k_\ell} > i_\ell + 3\tau$ does not hold. Suppose that $j_{k_\ell} > i_\ell + 3\tau$, for some $\ell \in [1..b]$. Then, by property (c), the minimal period of $s[i_\ell..i_\ell+\tau..j_{k_\ell}]$ is at most $\tau/4$. Denote this period by $pr$. We compute $pr$ in $\mathcal{O}(\tau)$ time using a linear $\mathcal{O}(1)$-space algorithm [8] and, then, we find the leftmost position $\ell_0 > j_{k_0}$ breaking this period: $s[i_{\ell_0}] \neq s[i_{\ell_0}+pr]$. As $j_{k_\ell} - pr > i_\ell + 2\tau > j_{k_{\ell-1}}$, we obtain $s[j_{k_\ell}..pr] \neq s[j_{k_{\ell-1}}..pr] (\text{since otherwise } j_{k_\ell} - pr \in S \text{ by property (a)}$ and, hence, $t_\ell < (j_{k_\ell}, j_{k_\ell}+pr])$. Therefore, the computation of $t_\ell$ takes $\mathcal{O}(\tau)$ time. Thus, all $pr$ and $t_\ell$ can be calculated in $\mathcal{O}(br\tau) = \mathcal{O}(n)$ total time. We then sort the strings $s[t_\ell..t_\ell+pr]$ in $\mathcal{O}(n)$ time and assign to them ranks $\bar{r}_\ell$. For each suffix $s[i_\ell..n-1]$ with $\ell \in [1..b]$, we associate the tuple $(r_\ell, 0,0,\bar{r}_{j_{k_\ell}})$ if $j_{k_\ell} \leq i_\ell + 3\tau$, and the tuple $(r_\ell, d_\ell, \bar{r}_\ell, \bar{r}_{j_{k_\ell}})$ if $j_{k_\ell} > i_\ell + 3\tau$, where $d_\ell = \pm (i_\ell - i - n)$ with plus if $s[t_\ell] < s[t_\ell-pr]$ and minus otherwise. We claim that the order of the suffixes $s[i_\ell..n-1]$ is the same as the order of their associated tuples and, hence, the suffixes can be sorted by sorting the tuples in $\mathcal{O}(n)$ time using the radix sort. We then assemble the SST as above using the LCE index. We do not dive into the proof of the claim since it essentially repeats similar arguments in [5]; see [5] for details.

**Theorem 5.** For any string of length $n$ over an alphabet $[0..n^{O(1)}]$ and any $b \geq \Omega(\log^2 n)$, one can construct in $\mathcal{O}(n \log_b n)$ time and $\mathcal{O}(b)$ space on top of the string the sparse suffix tree for arbitrarily chosen $b$ suffixes.

### 3 Refinement of Partitioning Sets

In this section we describe a process that takes the trivial partitioning set $[0..n)$ and iteratively refines it in $\lceil \log \frac{\tau}{\tau - \log_2 n} \rceil$ phases removing some positions so that, after the $k$th phase, the set is $(2^{k-3}\log_2 n)$-partitioning and has size $\mathcal{O}(n/2^k)$; moreover, it is “almost” $2^{k-3}$-partitioning, satisfying properties (a) and (b) but not necessarily (c) (for $\tau = 2^{k-3}$). In particular, the set after the last phase is $\frac{\tau}{2}$-partitioning (and, thus, $\tau$-partitioning by Lemma 1) and has size $\mathcal{O}(\frac{n}{2} \log_2 n)$. Each phase processes all positions of the currently refined set from left to right and, in an almost online fashion, chooses which of them remain in the set. Rather than performing the phases one after another, which requires $\mathcal{O}(n)$ space, we run them simultaneously feeding the positions generated by the $k$th phase to the $(k+1)$th phase. Thus, the resulting set is produced in one pass. The set, however, has size $\mathcal{O}(\frac{n}{2} \log_2 n)$, which is still too large to be stored in $\mathcal{O}(n/\tau)$ space; this issue is addressed in Section 5. Let us elaborate on the details of this process.

Throughout this section, we assume that $\tau \geq 2^5 \log_2 n$ and, hence, the number of phases is non-zero; the case $\tau < 2^5 \log_2 n$ is addressed in Appendix E in the full version [27]. Consider the $k$th phase, for $k \geq 1$. Its input is a set $S_{k-1}$ produced by the $(k-1)$th phase; for $k = 1$, $S_0 = [0..n)$. Denote by $j_k$ the $h$th position in $S_{k-1}$ (so that $j_1 < \cdots < j_{S_{k-1}}$). The phase processes $j_1, j_2, \ldots$ from left to right and decides which of them to put into the new
set $S_k \subseteq S_{k-1}$ under construction. The decision for $j_h$ is based on the distances $j_h - j_{h-1}$ and $j_{h+1} - j_h$, on the substrings $s_{j_{h+1}-j_h+t+2^k}$ with $t \in [-1..4]$, and on certain numbers $v_{h-1}, v_h, v_{h+1}$ computed for $j_{h-1}, j_h, j_{h+1}$, which we define below. For technical reasons, we also assume $j_0 = -\infty$ and $j_{S_k} = \infty$, so $j_1 - j_0 = \infty$ and $j_j(S_{k-1}) - j_j(S_{k-1}) = \infty$.

For any distinct integers $x, y \geq 0$, denote by $\text{bit}(x, y)$ the index of the lowest bit in which the bit representations of $x$ and $y$ differ (the lowest bit has index 0); e.g., $\text{bit}(1, 0) = 0$, $\text{bit}(2, 8) = 1$, $\text{bit}(8, 0) = 3$. It is well known that $\text{bit}(x, y)$ can be computed in $O(1)$ time provided $x$ and $y$ occupy $O(1)$ machine words [35]. Denote $\text{vbit}(x, y) = 2 \text{bit}(x, y) + a$, where $a$ is the bit of $x$ with index $\text{bit}(x, y)$; e.g., $\text{vbit}(8, 0) = 7$ and $\text{vbit}(0, 8) = 6$. Note that the bit representation of the number $\text{vbit}(x, y)$ is obtained from that of $\text{bit}(x, y)$ by appending $a$.

Let $w$ be the number of bits in an $O(\log n)$-bit machine word sufficient to represent letters from the alphabet $[0..n^C(1)]$ of $s$. For each $j_h$, denote $s_h = \sum h \in [0, w] s_{j_h+|i|2^w}$. Each number $s_h$ takes $(2^k+1)w$ bits and its bit representation coincides with that of the string $s_{j_h..j_h+2^k}$, when we treat this string as a number stored in memory in the little endian format. The numbers $s_h$ are introduced merely for convenience of the exposition, they are never discerned from their corresponding substrings $s_{j_h..j_h+2^k}$ in the algorithm. For each $j_h$, define $v'_h = \text{vbit}(s_h, s_{h+1})$ if $j_{h+1} - j_h \leq 2^{k-1}$ and $s_h \neq s_{h+1}$, and $v'_h = \infty$ otherwise. Observe that $\text{bit}(s_h, s_{h+1}) = \lfloor \ell + \text{bit}(s_{j_h+|i|}, s_{j_{h+1}+|i|}) \rfloor$, where $\ell = \text{lec}(j_h, j_{h+1})$; i.e., $\text{bit}(s_h, s_{h+1})$ is given by an LCE query in the bit string of length $\omega m$ obtained from $s$ by substituting each letter with its $w$-bit representation. Define $v''_h = \text{vbit}(v'_h, v'_{h+1}), v''_h = \text{vbit}(v''_h, v''_{h+1}), v_h = \text{vbit}(v''_h, v''_{h+1}),$ assuming $\text{vbit}(x, y) = \infty$ if either $(x, \infty) = \infty$ or $y = \infty$.

For each $j_h$, denote by $R(j_h)$ a predicate that is true if $j_{h+1} - j_h \leq 2^{k-1}$ and $s_h = s_{h+1}$; to verify whether $R(j_h)$ holds, we always check the former condition first and only then the latter if the former condition is satisfied.

**Refinement rule.** The $k$th phase decides to put a position $j_h$ into $S_k$ either if $\infty > v_{h-1} > v_h$ and $v_h < v_{h+1}$ (i.e., $v_{h-1} \neq \infty$ and $v_h$ is a local minimum of the sequence $v_1, v_2, \ldots$), or in three “boundary” cases: (i) $j_{h+1} - j_h > 2^{k-1}$ or $j_h - j_{h-1} > 2^{k-1}$; (ii) $R(j_h)$ does not hold while $R(j_h), R(j_{h+1}), R(j_{h+2})$ hold; (iii) $R(j_h)$ holds but $R(j_{h+1})$ does not.

Note that we always have $j_1, j_{S_k} \in S_k$ since $j_1 - j_0 = \infty > 2^{k-1}$ and $j_{S_k} - j_{S_{k-1}} = \infty > 2^{k-1}$. For now, assume that the numbers $\text{bit}(s_h, s_{h+1})$, required to calculate $v'_h$ and $R(j_h)$, are computed by the naïve comparison of $s_{j_h..j_h+2^k}$ and $s_{j_{h+1}..j_{h+1}+2^k}$ in $O(2^k)$ time (we will change it later). Thus, the process is well defined. The trick with local minima and vbit reductions is, in essence, as in the deterministic approach of Cole and Vishkin to locally consistent parsings [7]. In what follows we derive some properties of this approach in order to prove that the $k$th phase indeed produces a $(2^{k+3}[\log(3)n])$-partitioning set.

It is convenient to interpret the $k$th phase as follows (see Fig. 1): the sequence $j_1, j_2, \ldots$ is split into maximal disjoint contiguous regions such that, for any pair of adjacent positions $j_h$ and $j_{h+1}$ inside each region, the distance $j_{h+1} - j_h$ is at most $2^{k-1}$ and $R(j_h) = R(j_{h+1})$. Thus, the regions are of two types: all-$R$ ($\{j_{16}, \ldots, j_{20}\}$ in Fig. 1) and all-non-$R$ ($\{j_{151}, \ldots, j_{155}\}$ or $\{j_{21}, \ldots, j_{25}\}$ in Fig. 1). By case (i), for each long gap $j_{h+1} - j_h > 2^{k-1}$ between regions, we put both $j_h$ and $j_{h+1}$ into $S_k$. In each all-$R$ region, we put into $S_k$ its last position due to case (iii) and, if the length of the region is at least 3, its first position by case (ii). In each all-non-$R$ region, we put into $S_k$ all local minima $v_h$ such that $v_{h-1} \neq \infty$. Only all-non-$R$ regions have positions $j_h$ with $v_h \neq \infty$; moreover, as it turns out, only the last three or four their positions $j_h$ have $v_h = \infty$ whereas, for other $j_h, v_h \neq \infty$ and $v_h \neq v_{h+1}$. Lemmas 8, 9 describe all this formally; their proof is deferred to Appendix B.1 in the full version [27].
The goal of the fourfold vbit reduction for \( v_h \) is to make \( v_h \) small enough so that local minima occur often and, thus, the resulting set \( S_k \) is not too sparse. This is the key observation of Cole and Vishkin [7] and it is stated in Lemma 7 and directly follows from the construction of \( v_h \) and Lemma 6.

Lemma 6 (see [7]). Given a string \( a_1a_2\cdots a_m \) over an alphabet \([0,2^n]\) such that \( a_i \neq a_{i+1} \) for any \( i \in [1..m] \), the string \( b_1b_2\cdots b_{m-1} \) such that \( b_i = \text{vbit}(a_i, a_{i+1}) \), for \( i \in [1..m] \), satisfies \( b_i \neq b_{i+1} \), for any \( i \in [1..m-1] \), and \( b_i \in [0..2u] \).

Proof. Consider \( b_i \) and \( b_{i+1} \). Denote \( \ell = \text{bit}(a_i, a_{i+1}) \) and \( \ell' = \text{bit}(a_{i+1}, a_{i+2}) \). As \( a_i, a_{i+1} \in [0..2^n] \), we have \( \ell \in [0..u] \). Hence, \( b_i \leq 2\ell + 1 \leq 2u - 1 \), which proves \( b_i \in [0..2u] \). If \( b_i = b_{i+1} \), then \( \ell = \ell' \) and the bits with indices \( \ell \) and \( \ell' = \ell \) in \( a_i \) and \( a_{i+1} \) coincide; however, by the definition of \( \ell = \text{bit}(a_i, a_{i+1}) \), \( a_i \) and \( a_{i+1} \) must differ in this bit, which is a contradiction.

Lemma 7 (see [7]). For any \( v_h \neq \infty \) in the \( k \)th phase, we have \( v_h \in [0..2\log^{(3)} n + 3] \).

Proof. Since \( v_h \in [0.2nu] = [0.\mathcal{O}(n \log n)] \), we deduce from Lemma 6 that \( v_h \in [0.\mathcal{O}(\log n)] \), \( v_h'' \in [0.2 \log \log n + \mathcal{O}(1)] \), and, due to the inequality \( \log(x + \delta) \leq \log x + \delta \frac{\log x}{x} \), we finally obtain \( v_h \in [0.2 \log^{(3)} n + 3] \), for sufficiently large \( n \).

The refinement rule implies that, for contiguous regions \( j_p, j_{p+1}, \ldots, j_q \) where \( R(j_h) \) holds, only \( j_p \) and \( j_q \) may be in \( S_k \) and the period of \( s[j_p..j_q + 2^k] \) is \( \leq 2^{k-1} \); for “dense” contiguous regions \( j_p, j_{p+1}, \ldots, j_q \) where \( R(j_h) \) does not hold, Lemma 6 ensure frequent local minima. This is summarized in Lemmas 8, 9 (the proofs are in Appendix B.1 in the full version [27]).

Lemma 8. Let \( j_p, j_{p+1}, \ldots, j_q \) be a maximal contiguous region of \( j_1, j_2, \ldots \) such that, for all \( h \in [p..q] \), \( R(j_h) \) holds. Then, we have \( j_q \in S_k \). Further, if \( q - p \geq 2 \) or \( j_p - j_{p+1} > 2^{k-1} \), we have \( j_p \in S_k \). All other positions \( j_h \) in the region do not belong to \( S_k \). The string \( s[j_p..j_q + 2^k] \) has a period at most \( 2^{k-1} \).

Lemma 9. Let \( j_p, j_{p+1}, \ldots, j_q \) be a maximal contiguous region of \( j_1, j_2, \ldots \) such that, for all \( h \in [p..q] \), \( R(j_h) \) does not hold and, for \( h \in [p..q] \), we have \( j_{h+1} - j_h \leq 2^{k-1} \). Then, \( v_h \neq \infty \) for \( h \in [p..q-4] \), \( v_h = \infty \) for \( h \in (q-3, q] \), and \( v_{q-3} \) may be \( \infty \) or not. Further, for \( h \in [p..q-3] \), we have \( v_h \neq v_{h+1} \) whenever \( v_h \neq \infty \). For \( h \in (p..q) \), \( j_h \in S_k \) iff \( v_h \neq v_{h+1} \) whenever \( v_h \neq \infty \). Further, \( h \in (p..q) \) iff \( v_{h-1} > v_h \) and \( v_h < v_{h+1} \); \( j_p \in S_k \) iff \( j_p - j_{p-1} > 2^{k-1} \); \( j_q \in S_k \) iff \( j_{q+1} - j_q > 2^{k-1} \).

By Lemmas 9 and 7, any sequence of \( 8 \log^{(3)} n + 12 \) numbers \( v_h \) all of which are not \( \infty \) contains a local minimum \( v_h \) and \( j_h \) will be put in \( S_k \). Thus, we obtain the following lemma.

Lemma 10. Let \( S_{k-1} \) and \( S_k \) be the sets generated by the \((k-1)\)th and \( k \)th phases. Then, any range \( j_e, j_{e+1}, \ldots, j_m \) of at least \( 8 \log^{(3)} n + 12 \) consecutive positions from \( S_{k-1} \) such that \( v_h \neq \infty \), for all \( h \in [e..m] \), has a position from \( S_k \).

The following intuitive lemma is very non-trivial; see Appendix B.2 in the full version [27].
Lemma 11. For any \(i, i' \in [0..n]\), \(|S_k \cap [i..i']| \leq 2^k \lfloor (i' - i)/2^k \rfloor\); in particular, \(|S_k| \leq n/2^{k-6}\).

Now we are able to prove that \(S_k\) is a \((2^{k+3}[\log^3 n])\)-partitioning set and, moreover, it is almost a \(2^{k+3}\)-partitioning set, in a sense. The proof technique is very similar to the one in \([5]\); for brevity, we defer its detailed proof to Appendix B.2 in the full version \([27]\).

Lemma 12. The \(k\)th phase generates a \((2^{k+3}[\log^3 n])\)-partitioning set \(S_k\). Moreover, \(S_k\) is almost \(2^{k+3}\)-partitioning: for \(\tau = 2^{k+3}\), it satisfies properties (a) and (b) but not (c), i.e., if \((i..j) \cap S_k = 0\), for \(i, j \in S_k\) such that \(2^{k+3} < j - i \leq 2^{k+3}[\log^3 n]\), then \(s[i..j]\) does not necessarily have period \(\leq 2^{k+2}\).

4 Speeding up the Refinement Procedure

Since, for any \(k\), \(|S_k| \leq n/2^{k-6}\) by Lemma 11, it is evident that the algorithm of Section 3 takes \(\mathcal{O}(|S_0| + |S_1| + \cdots) = \mathcal{O}(n)\) time plus the time needed to calculate the numbers \(v_h\), for all positions (from which the numbers \(v_h\) are derived). For a given \(k \geq 1\), denote by \(j_h\) the \(h\)th position in \(S_{k-1}\). For each \(j_h\), the number \(v_h\) can be computed by checking whether \(j_{h+1} - j_h > 2^{k-1}\) (in this case \(v_h = \infty\)), and, if \(j_{h+1} - j_h \leq 2^{k-1}\), by the naïve comparison of \(s[j_h..j_h+2^k]\) and \(s[j_{h+1}..j_{h+1}+2^k]\) in \(\mathcal{O}(2^k)\) time. Thus, all numbers \(v_h\) for the set \(S_{k-1}\) can be computed in \(\mathcal{O}(2^k|S_{k-1}|) = \mathcal{O}(n)\) time, which leads to \(\mathcal{O}(n \log \tau)\) total time for the whole algorithm. This naïve approach can be sped up if one can perform the LCE queries that compare \(s[j_h..j_h+2^k]\) and \(s[j_{h+1}..j_{h+1}+2^k]\) faster; in fact, if one can do this in \(\mathcal{O}(1)\) time, the overall time becomes linear. To this end, we exploit the online nature of the procedure. Let us briefly outline the procedure again on a high level.

The algorithm runs simultaneously \([\log \frac{n}{2^{k-6}}]\) phases: the \(k\)th phase takes positions from the set \(S_{k-1}\) produced by the \((k-1)\)th phase and decides which of them to feed to the \((k+1)\)th phase, i.e., to put into \(S_k\) (the “top” phase feeds the positions to an external procedure described in the next section). To make the decision for \(j_h \in S_{k-1}\), the \(k\)th phase needs to know the distance \(j_h - j_{h-1}\) and the distances \(j_{h+\ell} - j_h\) to the positions \(j_{h+\ell}\) with \(\ell \in [1..5]\) such that \(j_{h+\ell} - j_h \leq 5 \cdot 2^{k-1}\). Then, the \(k\)th phase calculates \(\min\{2^{k+1}.\text{lce}(j_{h+\ell-1}, j_{h+\ell})\}\), for all \(\ell \in [0..5]\) such that \(j_{h+\ell} - j_{h+\ell-1} \leq 2^{k-1}\) and \(j_{h+\ell} - j_h \leq 5 \cdot 2^{k-1}\), and, based on the distances and the LCE values, computes \(v_{h-1}, v_h, v_{h+1}\) and decides the fate of \(j_h\).

The key for our optimization is the locality of the decision making in the phases that is straightforward for the described process: for any prefix \(s[0..d]\), once the positions \(S_{k-1} \cap [0..d]\) are known to the \(k\)th phase, it reports all positions from the set \(S_k \cap [0..d-6 \cdot 2^{k-1}]\) and no position from the set \(S_{k-1} \cap [0..d-6 \cdot 2^{k-1}]\) will be accessed by an LCE query of the \(k\)th phase in the future. Thus, we can discard all positions \(S_{k-1} \cap [0..d-6 \cdot 2^{k-1}]\) and have to focus only on positions \(S_{k-1} \cap (d-6 \cdot 2^{k-1}..\infty]\) and LCE queries on them in the future. We deduce from this that after processing the prefix \(s[0..d]\) by the whole algorithm, the \(k\)th phase reports all positions from the set \(S_k \cap [0..d-5 \sum_{k'=0}^{k-1} 2^{k'}] \supseteq S_k \cap [0..d-5 \cdot 2^k]\) and no LCE query in the \(k\)th phase accesses positions from the set \(S_{k-1} \cap [0..d-6 \cdot 2^k]\) in the future.

This locality of the decision procedure guarantees that, at the time we processed a length-\(\ell\) prefix of the string \(s\), for some \(\ell \geq 0\), all positions from the set \(S_k \cap [0..\ell-5 \cdot 2^k]\) are reported and no position from the set \(S_{k-1} \cap [0..\ell-5 \cdot 2^k]\) will be accessed by an LCE query of the \(k\)th phase in the future. Let us summarize this as follows.

Lemma 13. Suppose we run the described \([\log \frac{n}{2^{k-6}}]\) phases on a string \(s\) of length \(n\) from left to right. Then, for any \(k \geq 1\) and \(d \geq 0\), after processing the prefix \(s[0..d]\), the \(k\)th phase reports all positions from \(S_k \cap [0..d-5 \cdot 2^k]\) to the \((k+1)\)th phase and will not perform queries \(\text{lce}(j, j')\) on positions \(j, j' \in S_{k-1}\) such that \(\min\{j, j'\} \leq d-6 \cdot 2^k\) in the future.
Recall that we have $O(\log \tau)$ phases and at least $\Omega(\log \tau)$ space. Let us sketch main techniques to speed up the algorithm. Details are given in Appendix C in the full version [27].

Suppose that $\tau < \sqrt{n}$. We have $b = \Theta(\frac{\tau}{2}) \geq \Omega(\sqrt{n})$ additional space for the algorithm in this case. To answer all required LCE queries in constant time, when the algorithm processes a letter $s[d]$, the classical LCE data structure from [16] is maintained for the leftmost substring $C_i = s[i\lceil\sqrt{n}\rceil..(i+3)\lceil\sqrt{n}\rceil - 1]$ whose middle part contains the position $d$ (i.e. $d \in (i + 1)\lceil\sqrt{n}\rceil..(i + 2)\lceil\sqrt{n}\rceil - 1]$). By Lemma 13, we can use the data structure to correctly handle all queries because all LCE queries performed by the algorithm at the step $d$ lie within the substring $C_i$. Since we must build the LCE data structure for every $C_i$ once, the overall running time is $O(n + \sum_i |C_i|) = O(n)$ and the occupied space is $O(\sqrt{n}) = O(b)$.

Let us generalize this idea to the case $\tau \geq \sqrt{n}$. Denote $b = \frac{\tau}{2}$. We have $O(b) < O(\sqrt{n})$ space and cannot use the scheme described above since LCE data structures for substrings of length $O(b)$ are not enough to answer queries of the form $\min\{2^k + 1, \text{lce}(j, j')\}$ when $2^k > \Omega(b)$. The key idea is to group contiguous phases into “levels” and maintain SST for a sliding window of positions in each level (in the case $\tau < \sqrt{n}$ we had a single “level” and a sliding window of size $O(\sqrt{n})$). We must choose “level” size to be large enough to build less SSTs and fit in the $O(n \log_b n)$ running time, but also the “levels” must be small to efficiently reduce the number of positions in each level and fit all supporting data structures in the $O(b)$ space. To achieve this, we split evenly all $\lceil\frac{n}{2^\tau \log^\tau n}\rceil$ phases into “levels”, each containing $\Theta(\log \hat{b})$ phases, where $\hat{b} = \lfloor \frac{b}{\log n} \rfloor$. For each “level”, we maintain a window of $O(\hat{b})$ positions from $S_k$, where $k$ is the lowest phase in the “level”; one window spans a substring of length $O(2^k \hat{b})$ and the windows change $O(\frac{n}{2^\tau \hat{b}})$ times in total. Overall we use $O(\hat{b} \log \hat{b}) = O(b)$ space. By Lemma 12, the set $S_k$ is “almost” $2^k$-partitioning, so we can build SST for each “level” as in Lemma 3 in time $O(2^k \hat{b} + \min\{2^k \hat{b} \log_b n, \hat{b} \log \hat{b}\})$, which simplifies to $O(\hat{b} \log_b n)$ for the first “level” and to $O(2^k \hat{b})$ for subsequent “levels”. (Note that there are no vicious circles here: Lemma 3 is self-contained and builds its SST using only the radix sort for strings related to its input partitioning set.) Overall we can upperbound the running time with $O(n \log_b n)$ for all $O(\log_b n)$ “levels”. Thus, the described routine builds partitioning sets $S_k$ in time $O(n \log_b n)$ and space $O(b)$. The described sketch of the algorithm is elaborated in details in Appendix C in the full version [27].

5 Recompression

Let $S$ be the set produced by the last phase of the procedure from Sections 3 and 4. By Lemma 12, $S$ is a $\frac{\tau}{2}$-partitioning set of size $O(\frac{n}{\tau \log^3 n})$. Throughout this section, we assume that $\tau \geq (\log^3 n)^4$ so that the size of $S$ is at most $O\left(\frac{n}{(\log^3 n)^3}\right)$; the case $\tau < (\log^3 n)^4$ is discussed in Appendix E in the full version [27]. In what follows we describe an algorithm that removes positions from $S$ transforming it into a $\tau$-partitioning set of size $O(n/\tau)$.

Instead of storing $S$ explicitly, which is impossible in $O(n/\tau)$ space, we construct a related-to-$S$ string $R$ of length $O(\frac{n}{\tau} \log^3 n)$ over a small alphabet such that $R$ can be packed into $O(n/\tau)$ machine words. Positions of $S$ are represented, in a way, by letters of $R$. The construction of $R$ is quite intricate, which is necessary in order to guarantee that letters of $R$ corresponding to close positions of $S$ (namely, positions at a distance at most $\tau/2^k$) are necessarily distinct even if the letters are not adjacent in $R$. This requirement is stronger than the requirement of distinct adjacent letters that was seen, for instance, in Lemma 6 but it is achieved by similar means using bit reductions as in Section 3. We then apply to $R$ a variant of the iterative process called recompression [19] that removes some letters thus shrinking the length of $R$ to $O(n/\tau)$. Then, the whole procedure of Sections 3–4 that
generated $S$ is performed again but this time we discard all positions of $S$ corresponding to removed positions of the string $R$ and store the remaining positions explicitly in a set $S^* \subseteq S$. We show that $S^*$ is $\tau$-partitioning and has size $O(n/\tau)$. Let us elaborate on the details.

The algorithm starts with an empty string $R$ and receives positions of $S$ from left to right appending to the end of $R$ new letters corresponding to the received positions. It is more convenient to describe the algorithm as if it acted in two stages: the first stage produces a $\frac{1}{\tau}$-partitioning set $S' \subseteq S$, for which a condition converse to property (c) holds (thus, some positions of $S$ are discarded already in this stage), and the second stage, for each position of $S'$, appends to the end of $R$ a letter of size $O((\log^3 n)^2)$ bits. Both stages act in an almost online fashion and, hence, can be actually executed simultaneously in one pass without the need to store the auxiliary set $S'$. The separation is just for the ease of the exposition.

The first stage. The goal is to construct set $S' \subseteq S$ by excluding from $S$ all positions $h$ for which there exist $i,j \in S$ such that $i < h < j$, $j - i \leq \tau/4$, and $s[i..i+\tau/2] = s[j..j+\tau/2]$. The algorithm generating $S'$ is as follows.

We consider all positions of $S$ from left to right and, for each $i \in S$, process every $j \in (i..i+\tau/4) \cap S$ by comparing $s[i..i+\tau/2]$ with $s[j..j+\tau/2]$. If $s[i..i+\tau/2] = s[j..j+\tau/2]$, then we traverse all positions of the set $(i..j) \cap S$ from right to left marking them for removal until an already marked position is encountered. Since the marking procedure works from right to left, every position is marked at most once. The position $i$ is put into $S'$ if it was not marked previously. During the whole process, we maintain a “look-ahead” queue that stores the positions $(i..i+\tau/4) \cap S$ and indicates which of them were marked for removal.

Due to Lemma 11, the size of the set $(i..i+\tau/4) \cap S$ is $O((\log^3 n)$). Therefore, the look-ahead queue takes $O((\log^3 n)$ space, which is $O(n/\tau)$ since $n/\tau \geq \log^2 n$, and $O((\log^3 n)$ comparisons are performed for each $i$. Hence, if every comparison takes $O(1)$ time, the set $S'$ is constructed in $O(|S| \log^3 n) = O(n(\log^3 n)^2)$ time, which is $O(n)$ since $\tau \geq (\log^3 n)^4$.

Thus, it remains to explain how the comparisons can be performed.

Similar to the algorithm of Section 4, we consecutively consider substrings $C'_i = s[i..i+3\tau)$, for $i \in [0..n/\tau - 3]$; when all positions from a set $S \cap [i..i+3\tau)$ are collected, we use the algorithm of Lemma 3 to build a SST for all suffixes of the string $C'_i$ whose starting positions are from $S$; the tree, endowed with an LCA data structure [16], is used in the procedure for deciding which of the positions from the set $S \cap [i..i+3\tau)$ (or $S \cap [0..\frac{3}{2}\tau)$ if $i = 0$) should be marked for removal. Thus, after processing the last string $C'_i$, all positions of $S$ are processed and $S'$ is generated. By Lemma 11, the number of suffixes in the SST for $C'_i$ is $O((\log^3 n)$ and, therefore, the tree occupies $O((\log^3 n) \leq O(n/\tau)$ space and its construction takes $O(\tau + (\log^3 n) \cdot \log(\log^3 n)$ time by Lemma 3, which is $O(\tau)$ since $\tau \geq (\log^3 n)^4$. Thus, the total construction time for all the trees in the stage is $O(\frac{2}{\tau} \tau = O(n)$ and the space used is $O((\log^3 n)$ since, at every moment, at most one tree is maintained.

The following lemma shows that the transformation within the first stage does not break $\tau$-partitioning properties. Its proof is deferred to Appendix D.1 in the full version [27].

\textbf{Lemma 14.} The set $S'$ is $\tau$-partitioning and satisfies a converse of property (c): if a substring $s[i..j]$ has a period at most $\tau/4$, then $S' \cap [i+\frac{3}{4}\tau..j-\frac{3}{4}\tau) = \emptyset$. Moreover, $S'$ is almost $\frac{1}{\tau}$-partitioning, meeting properties (a) and (b) with $\frac{1}{\tau}$ in place of $\tau$, but not necessarily (c).

The second stage. We consider all positions of $S'$ from left to right and, for each $p \in S'$, append to the end of the (initially empty) string $R$ a new carefully constructed letter $a_p$ occupying $O((\log^3 n)^2)$ bits. Thus, the string $R$ will have length $|S'|$ and will take
\[ \mathcal{O}(|S'| (\log^3 n)^2) = \mathcal{O}(2^{\frac{\tau}{2}} (\log^3 n)^3) \] bits of space, which can be stored into \( \mathcal{O}(n/\tau) \) machine words of size \( \mathcal{O}(\log n) \) bits. The crucial property of \( R \) for us is that any two letters of \( R \) corresponding to close positions of \( S' \) are distinct, namely the following lemma will be proved:

**Lemma 15.** For any \( p, \tilde{p} \in S' \), if \( 0 < \tilde{p} - p \leq \tau/2^5 \), then \( a_p \neq \tilde{a_p} \).

Consider \( p \in S' \). We are to describe an algorithm generating an \( \mathcal{O}((\log^3 n)^2) \)-bit letter \( a_p \) for \( p \) that will be appended to the string \( R \).

Denote by \( p_1, p_2, \ldots, p_m \) all positions of \( S' \cap (p..p+\tau/2^5) \) in the increasing order. By Lemma 11, \( m \leq \mathcal{O}(\log^3 n) \) and, hence, there is enough space to store them. By construction, \( s[p..p+\frac{\tau}{2}] \neq s[p_j..p_j+\frac{\tau}{2}] \), for each \( j \in [1..m] \). One can compute the longest common prefix of \( s[p..p+\frac{\tau}{2}] \) and \( s[p_j..p_j+\frac{\tau}{2}] \), for any \( j \in [1..m] \), in \( \mathcal{O}(1) \) time using a SST with an LCA data structure [16] built in the first stage for a substring \( C'_i = s[iτ..(i+3)τ - 1] \) such that \( p \in [iτ..(i + \frac{\tau}{2})τ) \). (In order to have \( p_1, p_2, \ldots, p_m \) prepared, we handle \( p \), which was reported by the first stage after processing \( C'_i \), only when \( C'_{i+1} \) was processed too; thus, the first stage maintains two SSTs: one for a substring \( C'_{i+1} \) currently under analysis and one for \( C'_i \), retained for its use in the second stage.)

Denote \( \ell = 2^5 (\log^3 n) \). Recall that \( S \) is produced by the \( k \)th phase of the procedure of Section 3, for \( k = \lfloor \log \frac{\tau}{2\tau(\log\tau - 1)} \rfloor \), and hence, by Lemma 11, the size of any set \( S \cap [i..j] \), for \( i \leq j \), is at most \( 2^k (j-i+1)/2^k \). Therefore, since \( S' \subseteq S \) and \( m \) is the size of the set \( S' \cap (p..p+\tau/2^5) \), we obtain \( m \leq 2^k(\tau/2^5)/(\log\tau - 1) \leq \ell \).

Let \( w \) be the number of bits in an \( \mathcal{O}(\log n) \)-bit machine word sufficient to represent letters from the alphabet \([0..n] \cap \mathcal{O}(1) \) of \( s \). For each \( p_j \), denote \( t_j = \sum_{i=0}^{\lfloor \tau/2 \rfloor} s[p_j+i]2^{wi} \); similarly, for \( p \), denote \( t = \sum_{i=0}^{\lfloor \tau/2 \rfloor} s[p+i]2^{wi} \). As in an analogous discussion in Section 3, we do not discern the numbers \( t_j \) and \( t \) from their corresponding substrings in \( s \) and use them merely in the analysis. The intuition behind our construction is that the numbers \( t, t_1, t_2, \ldots, t_m \), in principle, could have been used for the string \( R \) as letters corresponding to the positions \( p_1, p_2, \ldots, p_m \) since \( t, t_1, t_2, \ldots, t_m \) are pairwise distinct (due to the definition of \( S' \)) but, unfortunately, they occupy too much space \( \mathcal{O}(\ell \tau) \) bits each. One has to reduce the space for the letters retaining the property of distinctness. The tool capable to achieve this was already developed in Section 3: it is the \( \text{vbit} \) reduction, a trick from Cole and Vishkin’s deterministic locally consistent parsing [7].

We first generate for \( p \) a tuple of \( \ell \) numbers \( \langle w'_1, w'_2, \ldots, w'_\ell \rangle \); for \( j \in [1..\ell] \), \( w'_j = \text{vbit}(t, t_j) \) if \( j \leq m \), and \( w'_j = \infty \) otherwise. Since the longest common prefix of substrings \( s[p..p+\frac{\tau}{2}] \) and \( s[p_j..p_j+\frac{\tau}{2}] \), for \( j \in [1..m] \), can be calculated in \( \mathcal{O}(1) \) time, the computation of the tuple takes \( \mathcal{O}(\ell) = \mathcal{O}(\log^3 n) \) time. By Lemma 6, each number \( w'_j \) occupies less than \( \lfloor \log w + \log \tau + 1 \rfloor \) bits. Thus, we can pack the whole tuple into \( \ell \lfloor \log w + \log \tau + 1 \rfloor \) bits encoding each value \( w'_j \) into \( \lfloor \log w + \log \tau + 1 \rfloor \) bits and representing \( \infty \) by setting all bits to 1. We denote this chunk of \( \ell \lfloor \log w + \log \tau + 1 \rfloor \) bits by \( \hat{t} \). In the same way, for each \( p_i \) with \( i \in [1..m] \), we generate a tuple \( \langle w'_{i,1}, w'_{i,2}, \ldots, w'_{i,\ell} \rangle \) comparing \( s[p_i..p_i+\tau/2] \) to \( s[q..q+\tau/2] \), for each \( q \in S' \cap (p_i..p_i+\tau/2) \), and using the \( \text{vbit} \) reduction; the tuple is packed into a chunk \( \hat{t}_i \) of \( \ell \lfloor \log w + \log \tau + 1 \rfloor \) bits. See Figure 2. For each \( j \in [1..m] \), the number \( w'_j \) is not equal to \( \infty \) and, thus, due to Lemma 6, differs from the number \( w'_{j,j} \) (the \( j \)th element of the tuple \( \langle w'_{i,1}, w'_{i,2}, \ldots, w'_{i,\ell} \rangle \)). Therefore, all the tuples – and, hence, their corresponding numbers \( \hat{t}, \hat{t}_1, \hat{t}_2, \ldots, \hat{t}_m \) – are pairwise distinct.

The numbers \( \hat{t}, \hat{t}_1, \hat{t}_2, \ldots, \hat{t}_m \), like the numbers \( t, t_1, t_2, \ldots, t_m \), could have been used, in principle, as letters for the string \( R \) but they still are too large. We therefore repeat the same \( \text{vbit} \) reduction but now for the numbers \( \hat{t}, \hat{t}_1, \hat{t}_2, \ldots, \hat{t}_m \), in place of \( t, t_1, t_2, \ldots, t_m \) thus generating a tuple \( \langle w''_1, w''_2, \ldots, w''_\ell \rangle \); for \( j \in [1..\ell] \), \( w''_j = \text{vbit}(\hat{t}, \hat{t}_j) \) if \( j \leq m \), and \( w''_j = \infty \)
Figure 2 The scheme generating $a_p$ via vbit reductions. If a node $\bar{t}$ has ingoing edges labeled with $\bar{t}, \bar{t}_1, \bar{t}_2, \ldots, \bar{t}_l$ (from left to right), then $\bar{t}$ encodes a tuple $(\bar{w}_1, \bar{w}_2, \ldots, \bar{w}_l)$ such that, for $j \in [1..r]$, $\bar{w}_j = \text{vbit}(\bar{t}, \bar{t}_j)$ and, for $j \in [r.\bar{t}]$, $\bar{w}_j = \infty$. In the figure, the numbers $t, t_1, t_2, \ldots, t_{m+5}$ correspond to the positions $p, p_1, p_2, \ldots, p_{m+5}$ into a chunk of size $O(\tau)$, respectively. By looking at which of the ingoing edges are present and which are not, one can deduce that here we have $S' \cap (p..p+\tau/2^5) = \{p_1, \ldots, p_m\}$, $S' \cap (p_1..p+\tau/2^5) = \{p_2, \ldots, p_m\}$, $S' \cap (p_2..p+\tau/2^5) = \{p_3, \ldots, p_m, p_{m+1}\}$, $S' \cap (p_m..p_m+\tau/2^5) = \{p_{m+1}\}$, $S' \cap (p_{m+1}..p_m+\tau/2^5) = \{p_{m+2}, p_{m+3}\}$, $S' \cap (p_{m+2}..p_m+\tau/2^5) = \{p_{m+3}\}$, $S' \cap (p_{m+3}..p_m+\tau/2^5) = \{p_{m+4}, \ldots, p_{m+5}\}$.

otherwise. The computation of $\text{vbit}(\bar{t}, \bar{t}_j)$ takes $O(\ell) \text{ time}$ since $\bar{t}$ occupies $\ell$ machine words of size $O(\log n)$ bits. It follows from Lemma 6 that the tuple $(w'_1, w'_2, \ldots, w'_\ell)$ can be packed into a chunk $\ell$ of $\ell(\log \ell + \log \log w + \log \tau + 1) + 1$ bits (i.e., $O((\log(\log n)) \cdot \log \log n)$ bits), which already fits into one machine word. We perform analogous reductions for the positions $p_1, p_2, \ldots, p_m$ generating $m$ tuples $(w''_{i,1}, w''_{i,2}, \ldots, w''_{i,\ell})$, for $i \in [1..m]$, packed into new chunks $\bar{t}_1, \bar{t}_2, \ldots, \bar{t}_m$, respectively. Note that, in order to produce a tuple $(w''_{1,1}, w''_{1,2}, \ldots, w''_{1,\ell})$, for $i \in [1..m]$, that is packed into $\bar{t}_i$, we use not only the numbers $\bar{t}_i, \bar{t}_{i+1}, \ldots, \bar{t}_m$ corresponding to positions $p_i, p_{i+1}, \ldots, p_m$ but also similarly computed numbers at other positions from $S' \cap (p_i..p_i+\tau/2^5)$, if any. See Figure 2 for a clarification: it can be seen that the “top” numbers include not only $t, t_1, \ldots, t_m$ precisely because of this.

By the same argument that proved the distinctness of $\bar{t}, \bar{t}_1, \bar{t}_2, \ldots, \bar{t}_m$, one can easily show that $\bar{t}, \bar{t}_1, \bar{t}_2, \ldots, \bar{t}_m$ are pairwise distinct. But they are still too large to be used as letters of $R$. Then again, we repeat the same reductions at positions $p, p_1, p_2, \ldots, p_m$ but now for the numbers $t, t_1, t_2, \ldots, t_m$ in place of $\bar{t}, \bar{t}_1, \bar{t}_2, \ldots, \bar{t}_m$, thus generating new chunks $\bar{t}, \bar{t}_1, \bar{t}_2, \ldots, \bar{t}_m$. Finally, once more, we do the vbit reduction for $\bar{t}, \bar{t}_1, \bar{t}_2, \ldots, \bar{t}_m$ generating a tuple $(w_1, w_2, \ldots, w_\ell)$ such that, for $j \in [1..\ell]$, $w_j = \text{vbit}(\bar{t}, \bar{t}_j)$ if $j \leq m$, and $\infty$ otherwise.

Using the same reasoning as in the proof of Lemma 7, one can deduce from Lemma 6 that the tuple $(w_1, w_2, \ldots, w_\ell)$ fits into a chunk of $\ell \cdot 2^{\log \log(n)} \leq 2^6[\log(n)]^2$ bits (the inequality holds provided $n > 2^{16}$ encoding each value $w_j$ into $[\log(n)]$ bits and representing $\infty$ by setting all $[\log(n)]$ bits to 1. Denote by $a_p$ this chunk of $2^6[\log(n)]^2$ bits that encodes the tuple. We treat $a_p$ as a new letter of $R$ that corresponds to the position $p$ and we append $a_p$ to the end of $R$. Lemma 15 follows then straightforwardly by construction.

Given $p \in S'$, the calculation of the numbers $\bar{t}, \bar{t}, a_p$ takes $O(\ell^2)$ time. The calculation of $\bar{t}$ requires $O(\ell^3)$ time since each reduction $\text{vbit}(\bar{t}, \bar{t}_j)$ for it takes $O(\ell)$ time. Hence, the total time for the construction of $R$ is $O(|S'| \ell^3) = O(\frac{\ell}{\tau}(\log(n))^4)$, which is $O(n)$ as $\tau \geq (\log(n))^4$.

**Recompression.** If the distance between any pair of adjacent positions of $S'$ is at least $\tau/2^6$, then $|S'| \leq 2^6n/\tau$ and, by Lemma 14, $S'$ can be used as the resulting $\tau$-partitioning set of size $O(n/\tau)$. Unfortunately, in general, this is not the case and we have to “sparsify” $S'$.
There is a one-to-one correspondence between $S'$ and positions of $R$. Using a technique of Jeż [19] called recompression, we can remove in $O(|R|)$ time some letters of $R$ reducing by a fraction $\frac{1}{2}$ the number of pairs of adjacent letters $R[i], R[i+1]$ whose corresponding positions in $S'$ are at a distance at most $\tau/2^6$. We perform such reductions until the length of $R$ becomes at most $2^{14} \cdot n/\tau$. The positions of $S'$ corresponding to remaining letters will constitute a $\tau$-partitioning set of size $O(n/\tau)$. In order to guarantee that this subset of $S'$ is $\tau$-partitioning, we have to execute the recompression reductions gradually increasing the distances that are of interest for us: first, we get rid of adjacent pairs with distances at most $\tau/\log^3 n$ between them, then the threshold is increased to $2\tau/\log^3 n$, then $2^2 \tau/\log^3 n$, and so on until (most) adjacent pairs with distances at most $2^{2^2} n^{-6} \tau/\log^3 n = \tau/2^6$ between them are removed in last recompression reductions. The details follow.

Since it is impossible to store in $O(n/\tau)$ space the precise distances between positions of $S'$, the information about distances needed for recompression is encoded as follows. For each $i \in [0..|R|)$ and a position $p \in S'$ corresponding to the letter $R[i]$, we store an array of numbers $M_i[0..\lceil \log^4 n \rceil]$ such that, for $j \in [0..\lceil \log^4 n \rceil]$, $M_i[j]$ is equal to the size of the set $S' \cap (p, p+\tau/2^j]$. By Lemma 11, we have $|S' \cap (p, p+\tau]| \leq O(\log^3 n)$ and, hence, each number $M_i[j]$ occupies $O(\log^4 n)$ bits. Therefore, all the arrays $M_i$ can be stored in $O(|R| (\log^4 n)^2) \leq O(\frac{2}{\tau} \log^3 n \cdot (\log^4 n)^2)$ bits, which fits into $O(\frac{n}{\tau})$ machine words of size $O(\log n)$ bits. All arrays $M_i$ are constructed in a straightforward way in $O(|R| \log^3 n) = O(\frac{2}{\tau} \log^3 n)^2$ time (which is $O(n)$ since $\tau \geq (\log^3 n)^3$) during the left-to-right pass over $S'$ that generated the string $R$.

Our algorithm consecutively considers all numbers $j \in [6..\lceil \log^4 n \rceil]$ in decreasing order, starting from $j = \lceil \log^4 n \rceil$. For each $j$, it iteratively performs a recompression procedure reducing the number of adjacent letters $R[i], R[i+1]$ whose corresponding positions from $S'$ are at a distance at most $\tau/2^j$, until $R$ shrinks to a length at most $2^{i+10} \cdot \frac{n}{\tau}$. Thus, $|R| \leq 2^{i+10} \cdot \frac{n}{\tau}$ after last recompression reductions for $j = 6$. Let us describe the recompression procedure.

Fix $j \in [6..\lceil \log^4 n \rceil)$. To preserve property (c) of the $\tau$-partitioning set $S'$ during the sparsifications, we impose an additional restriction: a letter $R[i]$ cannot be removed if either $i = 0$ or the distance between the position $p \in S'$ corresponding to $R[i]$ and the predecessor of $p$ in $S'$ is larger than $\tau/2^j$, i.e., if $M_{i-1}[5] = 0$. The rationale is as follows: the position $p$ might be the right boundary of a gap in $S'$ of length $> \tau$ and it is dangerous to break the gap since, once $p$ is removed, the gap might not satisfy property (c) (the range of the string $s$ corresponding to the gap should have a period that is at most $\tau/4$).

The processing of the number $j$ starts with checking whether $|R| \leq 2^{i+10} \cdot \frac{n}{\tau}$. If so, we skip the processing of $j$ and move to $j-1$ (provided $j > 6$). Suppose that $|R| > 2^{i+10} \cdot \frac{n}{\tau}$. Denote $\sigma = 2^2 \cdot \lceil \log^3 n \rceil^2$, the size of the alphabet $[0..\sigma]$ of $R$. Then, the algorithm creates an array $P[0..\sigma-1][0..\sigma-1]$ filled with zeros, which occupies $O(\sigma^2) = O(2^2 \cdot \lceil \log^3 n \rceil^2) = o(\log n)$ space, and collects in $P$ statistics on pairs of adjacent letters of $R$ whose corresponding positions in $S'$ are at a distance at most $\tau/2^j$ and whose first letter may be removed: namely, we traverse all $i \in [1..|R|)$ and, if $M_{i}[j] \neq 0$ and $M_{i-1}[5] \neq 0$, then we increase by one the number $P[R[i]][R[i+1]]$. By Lemma 15, $R[i] \neq R[i+1]$ when $M_{i}[j] \neq 0$.

The core tool of the recompression technique proposed by Jeż [19] is an algorithm for multidigraph without self-loops $G = (V, E)$ that constructs a directed cut of size at least $\lceil \frac{|E|}{4} \rceil$ edges in time $O(|V|^2)$ if the graph is given by an adjacency matrix. If we interpret $P$ as an adjacency matrix, we can use Jeż’s technique (there are no self-loops because $R[i] \neq R[i+1]$ when $M_{i}[j] \neq 0$ due to Lemma 15) and split the alphabet into two disjoint subsets corresponding to the cut: $[0..\sigma) = \Sigma \cup \bar{\Sigma}$. After that we mark for removal from $R$
all indices \( i \in [1..|R|−1] \) for which the following conditions hold: \( M_i[j] \neq 0, M_{i−1}[5] \neq 0, R[i] \in \mathcal{S}, \) and \( R[i+1] \in \mathcal{S}. \) Once the sets \( \mathcal{S} \) and \( \mathcal{R} \) are computed in time \( \mathcal{O}(σ^2) = o(\log^2 n) \), the marking takes \( \mathcal{O}(|R|) \) time and can be organized using a bit array of length \( |R| \).

After the marking step we update values in all arrays \( M_i \) according to removal marks in one right to left pass: for each \( i \in [0..|R|] \) and \( j' \in [0..[\log^4(n)]], \) the new value for \( M_i[j'] \) is the number of indices \( i+1, i+2, \ldots, i+M_i[j'] \) that were not marked for removal, i.e., \( M_i[j'] \) is the number of positions in the set \( S' \cap [p..p+τ/2^j'] \) whose corresponding letters \( R[i'] \) will remain in \( R, \) where \( p \in S' \) is the position corresponding to \( R[i]. \) Since \( M_i[j'] \leq M_{i+1}[j'] + 1, \) for \( i \in [0..|R|−1], \) the pass updating \( M \) can be executed in \( \mathcal{O}(|R| \log^4(n)) \) time.

Finally, we delete letters \( R[i] \) and arrays \( M_i, \) for all indices \( i \) marked for removal, thus shrinking the length of \( R \) and the storage for \( M_i. \) We call this procedure, which marks letters of \( R \) and removes them and their corresponding arrays \( M_i, \) the recompression. One recompression iteration takes \( \mathcal{O}(|R| \log^4(n)) \) time, where \( |R| \) is the length of \( R \) before shrinking.

The next lemma states that the recompression shrinks the string \( R \) by a constant factor.

**Lemma 16.** If, for \( j \in [6..[\log^4(n)]], \) before the recompression procedure there were \( d \) non-zero numbers \( M_i[j] \) with \( i \in [1..|R|] \) such that \( M_{i−1}[5] \neq 0, \) then the arrays \( M_i \) modified by the procedure, for all \( i \) corresponding to unremoved positions of \( R, \) contain at most \( \frac{1}{4}d \) non-zero numbers \( M_i[j] \) such that \( M_{i−1}[5] \neq 0. \)

**Proof.** The proof repeats an argument from [19] and [17, Lemma 7]. Consider an undirected weighted graph \( G \) corresponding to the digraph encoded in the adjacency matrix \( P. \) By construction of \( P, \) we have \( d = sum_{a=1}^{n}P[a][b], \) which follows from Lemma 15 that guarantees \( R[i] \neq R[i+1] \) when \( M_i[j] \neq 0. \) Thus, \( d \) is the sum of weights of all edges in \( G. \) Putting a letter \( a \) into either \( \mathcal{S} \) or \( \mathcal{R}, \) we add to the cut at least half of the total weight of all edges connecting \( a \) to the letters \( 0, 1, \ldots, a−1. \) Therefore, the cut of \( G \) induced by \( \mathcal{S} \) and \( \mathcal{R} \) has a weight at least \( \frac{1}{2}d. \) The edges in the cut might be directed both from \( \mathcal{S} \) to \( \mathcal{R} \) and in the other direction. Switching \( \mathcal{S} \) and \( \mathcal{R}, \) if needed, we ensure that the direction from \( \mathcal{S} \) to \( \mathcal{R} \) has a maximal total weight, which is obviously at least \( \frac{1}{2}d. \) According to this cut, we mark for removal from \( R \) at least \( \frac{1}{2}d \) letters \( R[i] \) such that \( M_i[j] \neq 0. \) Hence, the number of non-zero values \( M_i[j] \) such that \( M_{i−1}[5] = 0 \) is reduced by \( \frac{1}{2}d, \) which gives the result of the lemma since new non-zero values could not appear after the deletions.

Suppose, for a fixed \( j \in [6..[\log^4(n)]], \) the algorithm has performed one iteration of the recompression. Denote by \( S'' \) the set of all positions from \( S' \) that “survived” the recompression for \( j \in [6..[\log^4(n)] \) and, thus, have a corresponding letter in the updated string \( R. \) There is a one-to-one correspondence between \( S'' \) and letters of \( R. \) For each \( i \in [0..|R|] \) and \( j' \in [0..[\log^4(n)]], \) the number \( M_i[j'] \) in the modified arrays \( M_i \) is the size of the set \( S'' \cap (p..p+τ/2^j'), \) for a position \( p \in S'' \) corresponding to \( i. \) We therefore can again apply the recompression procedure thus further shrinking the length of \( R. \) The algorithm first again checks whether \( |R| > 2^{j+10} \cdot \frac{n}{2} \) and, if so, repeats the recompression. For the given fixed \( j, \) we do this iteratively until \( |R| \leq 2^{j+10} \cdot \frac{n}{2}. \) During this process, the number of non-zero values \( M_i[j] \) in the arrays \( M_i \) is always at most \( 2^j \cdot \frac{n}{2} \) since the equality \( M_i[j] = 0 \) implies that \( S'' \cap (p..p+τ/2^j') = \emptyset, \) for a set \( S'' \subseteq S' \) of size \( |R| \) defined by analogy to the definition of \( S'' \) and for a position \( p \in S'' \) corresponding to \( i. \) Therefore, due to Lemma 16, the condition \( |R| \leq 2^{j+10} \cdot \frac{n}{2} \) eventually should be satisfied. Furthermore, as we are to show, for each \( j, \) the condition \( |R| \leq 2^{j+10} \cdot \frac{n}{2} \) holds after at most three recompression iterations.
Given \( j \in [6..\lceil \log^4 n \rceil] \), the length of \( R \) before the first iteration of the recompression for \( j \) is at most \( 2^{j+11} \cdot \frac{n}{\tau} \) since this is a condition under which shrinking iterations stopped for \( j+1 \). The same bound holds for \( j = \lceil \log^4 n \rceil \): the initial length of \( R \) is at most \( 2^{11} \cdot \frac{n}{\tau} \log^3 n \) (which is upper-bounded by \( 2^{j+11} \cdot \frac{n}{\tau} \)) since \( S_0 \subseteq S \) and \( S \) is produced by the \( k \)th phase of the procedure of Section 3, for \( k = \lceil \log^4 n \rceil \), so that the size of \( S \), by Lemma 11, is at most \( 2^k n / 2^{k \log^3 n} = 2^{11} \frac{n}{\tau} \log^3 n \). Fix \( j \in [6..\lceil \log^4 n \rceil] \). Since the number of zero values \( M[j] \) is always at most \( 2^j \cdot n/\tau \) and the number of zero values \( M_{j-1}[5] = 0 \) is at most \( 2^j \cdot \frac{n}{\tau} \), three iterations of the recompression for \( j \) performed on a string \( R \) with initial length \( r \) shrink the length of \( R \) to a length at most \( \left( \frac{3}{2} \right)^3 r + 2^j \cdot \frac{n}{\tau} + 2^5 \cdot \frac{n}{\tau} \leq \left( \frac{3}{2} \right)^3 r + 2 \cdot 2^j \cdot \frac{n}{\tau} \), by Lemma 16. Putting \( r = 2^{j+11} \cdot \frac{n}{\tau} \), we estimate the length of \( R \) after three iterations for \( j \) from above by \( \left( \frac{3}{2} \right)^3 2^{j+11} + 2 \cdot 2^j \cdot \frac{n}{\tau} < 2^{j+10} \cdot \frac{n}{\tau} \). That is, for each \( j \), three iterations are enough to reduce the length of \( R \) to at most \( 2^{j+10} \cdot \frac{n}{\tau} \).

Thus, the total running time of all recompression procedures is \( O(\sum_{j=0}^{\lceil \log^4 n \rceil} 2^{j+11} \cdot \frac{n}{\tau} \log^4 n) = O\left( \frac{n}{\tau} \log^4 n \right) \), which is \( O(n) \) since \( \tau \geq (\log^3 n)^4 \). Observe that the most time consuming part is in recalculations of the arrays \( M_j \), each taking \( O(|R| \log^4 n) \) time, all other parts take \( O(|R|) \) time, i.e., \( O\left( \sum_{j=0}^{\lceil \log^4 n \rceil} 2^{j+11} \cdot \frac{n}{\tau} \right) = \left( \frac{n}{\tau} \right) \) time is needed for everything without the recalculations. The length of \( R \) in the end is at most \( 2^{16} \cdot n/\tau \), which is a condition under which shrinking iterations stopped for \( j = 6 \).

Finally, we create a bit array \( E \) of the same length as the original string \( R \) that marks by 1 those letters that survived all iterations. Additional navigational structures for linear-time \( E \) construction are straightforward. We then re-run whole “semi-online” algorithm that generates the set \( S' \) (from which the string \( R \) was constructed) but, in this time, we discard all positions of \( S' \) that correspond to unmarked indices in \( E \) and we store all positions corresponding to marked indices of \( E \) explicitly in an array \( S^* \). Since at most \( 2^{16} \cdot n/\tau \) indices in \( E \) are marked by 1, the size of \( S^* \) is \( O(n/\tau) \).

Finally, we have all required instruments to prove the main lemma. The proof is rather technical and, in a way, similar to the proof of Lemma 12; it is detailed in Appendix D.2 in the full version [27].

**Lemma 17.** The set \( S^* \) is \( \tau \)-partitioning; also a converse of property (c) holds for \( S^* \): if a substring \( s[i..j] \) has a period at most \( \tau/4 \), then \( S^* \cap [i + \tau, j - \tau) = \emptyset \).
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