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ABSTRACT Machine bottlenecks, resulting from shifting and unbalanced machine loads caused by resource capacity limitations, impair product-mix flexibility production systems. Thus, the knowledge base (KB) of a dynamic scheduling control system should be dynamic and include a knowledge revision mechanism for monitoring crucial changes that occur in the production system. In this paper, reinforcement learning (RL)-based dynamic scheduling and a selection mechanism for multiple dynamic scheduling rules (MDSRs) are proposed to support the operating characteristics of a flexible manufacturing system (FMS) and semiconductor wafer fabrication (FAB). The proposed RL-based dynamic scheduling MDSR selection mechanism consisted of initial MDSR KB generation and revision phases. According to various performance criteria, the presented approach yields a system performance that is superior to those of the fixed-decision scheduling approach, the machine learning classification approach, and the classical MDSR selection mechanism.
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I. INTRODUCTION

In the 21st century, the advanced high-tech industry will inevitably face global market competition. This highly dynamic and customer-demand-oriented production system is characterized by both rapid changes in product-mix ratio and the ability to deliver quickly. A possible solution to this problem is the implementation of an efficient scheduling mechanism to increase product throughput and shorten the mean production cycle time (or reduce the mean flow time) [1], [2]. This product-mix flexibility scheduling mechanism can improve customer service and enhance market competitiveness. Many flexible job shop scheduling methods based on swarm intelligence or evolutionary algorithms have been introduced by [3]–[5]. However, these scheduling methods cannot handle the problem that new customer orders continue to enter the system and the machine bottleneck shifting problem. In addition, these approaches can be very time consuming and difficult to implement in a real-world production system [6]. Therefore, many researchers [7]–[13] believe that the development of an effective dynamic scheduling mechanism is crucial for satisfying the various performance criteria of a manufacturing execution system (MES).

In a dynamic scheduling mechanism, various scheduling rules are applied in a dynamic and multi-pass manner to select the nearest-to-optimal dispatching (i.e., scheduling) strategy among the feasible alternatives at each scheduling decision point and thereby satisfy shop floor performance criteria [14], [15]. Previous studies [16], [17] have indicated that dynamic scheduling includes two main approaches: the multi-pass simulation technique [18], [19] and the machine learning technique [20]–[23]. Multi-pass simulations examine candidate scheduling rules and select the best strategy according to simulation information, such as the current state of the system and performance criteria for each scheduling interval. However, the multi-pass simulation technique is unsuitable for dynamic scheduling as it requires exhaustive computing power to choose the best scheduling rule for each scheduling decision point.

In the machine learning technique for dynamic scheduling, a training dataset is generated that uses system simulations to determine the best scheduling rule for each possible
system status. However, generating training datasets and learning processes to obtain a dynamic scheduling knowledge base (KB) is often time consuming. A dynamic scheduling KB can provide fast and acceptable solutions, allowing the shop floor to make immediate decisions and the system to meet the operational characteristics required of a dynamic production system [16]. Three major machine learning classification methods for establishing a dynamic scheduling KB were used in earlier research [22]: neural networks [24], C4.5 decision trees [25], and support vector machines [26]. Many studies [27]–[30] apply the above machine learning classification methods to develop dynamic scheduling in flexible manufacturing systems (FMSs) and wafer fabrication (FAB) environments.

According to previous research [20], there are two ways to determine the scheduling decision rules in dynamic scheduling research: a single dynamic scheduling rule (SDSR) and multiple dynamic scheduling rules (MDSRs) for a production system. The SDSR typically assigns an individual heuristic scheduling rule to all machines in a system during a given time window (i.e., the scheduling period) using machine learning classification methods, whereas in the MDSR approach, different scheduling rules are assigned to all machines in a system. Figure 1 depicts the role of the MDSR mechanism in FAB. For FAB input control (i.e., order release control) and the selection of wafer lots through the intrabay and stocker, the MDSR mechanism selects the decision rules pertaining to (1) the order release workload level (WL), (2) the wafer lot with the shortest processing time (SPT), and (3) the wafer lot with the earliest due date (EDD) as the scheduling decision variables for wafer lot selection in the next scheduling period. Ishii and Talavage [31] presented a heuristic algorithm that applies the MDSR strategy to bottlenecks and unbalanced machines by using predictions based on multi-pass simulations, which confirmed that the MDSR strategy can improve the performance of a FMS by up to 15.9% compared with the best result obtained using the SDSR strategy. However, their method did not work well with dynamic scheduling using machine learning classification methods.

In a MDSR-based dynamic scheduling KB using the machine learning classification method, the main drawback is that the class label (the scheduling decision rule) for assigning training samples must be specified in advance. For instance, for a given set of system features, the best scheduling decision rule can be determined after a simulation is performed for each candidate scheduling rule. The resulting MDSRs are considered training sample class labels. However, this training process becomes considerably time-consuming because scheduling decision rules must be determined for each scheduling period [32]. Furthermore, machine learning classification approaches, such neural networks and C4.5 decision trees, do not achieve satisfactory global performance for the production system. Thus, although the best decision rule can be determined for each scheduling decision variable, the combination of all of the scheduling decision rules may not simultaneously satisfy the global objective function.

Previous studies [28], [29], [33], [34] have indicated that a FAB (or FMS) provides a made-to-order production environment in which bottlenecks often shift with unbalanced machine loads caused by complex product-mix orders, resulting in a rapid increase in the mean production cycle time. A dynamic scheduling KB should be dynamic in a product-mix flexibility environment. Therefore, an approach that automatically revises the scheduling KB if critical changes occur in the production system should be developed. This approach can solve the problems of machine bottleneck shifting and unbalanced machine loads caused by resource capacity limitations. Some studies [11], [16], [30], [35] have indicated that one of the restrictions of dynamic scheduling using machine learning classification approaches is the lack of a revised mechanism in the dynamic scheduling KB. Recent advances in information and communication technology (ICT) using reinforcement learning (RL) [36] has been widely used [37] in robot motion control [38], [39], industrial process control [40], [41], and production scheduling [15], [42]–[46], and internet of things (IoT) [47]. ICT learns the optimal policy through interaction with the environment without the model of the environment.

Based on the above discussion, an effective MDSR-based dynamic scheduling system should include a KB revision mechanism. The RL approach, which interacts with the product-mix flexibility production environment, responds to rewards or penalties based on the results of each action (i.e., MDSR) and can learn to select the most suitable MDSR to achieve production performance goals. Q-learning [48], which is an algorithm of the RL family, is used for most of the aforementioned studies on production scheduling problems. The goal of Q-learning is to learn a policy that tells an agent which finite action to take based on a set of discrete circumstances. Under this scheme, agents have the ability to learn to act optimally in Markovian domains by experiencing the consequences of actions without being required to build domain maps. The characteristics of the Q-learning algorithm described above render it suitable for processing
discrete-event-based dynamic scheduling problems. Wang and Usher [49] showed that this algorithm provides satisfactory results for a single machine dispatch rule selection problem when a Q-learning agent is used to select dispatch rules based on various production criteria. In recent years, some studies [42], [45] have been conducted using RL for dynamic order dispatching in the semiconductor industry. However, they used only the SDSR-based mechanism for an FAB. SDSR has its limitations in controlling large and complex systems, as mentioned above. Their research could incentivize future applications of RL-based MDSR approaches to dynamic scheduling systems experiencing complex product-mix order problems. Based on the aforementioned studies, to develop a MDSR-based mechanism for the dynamic scheduling system, dynamic scheduling should be able to maintain and update KB through RL during operations in response to changes in the system operating conditions. Therefore, the use of a RL agent to revise a dynamic scheduling KB should be evaluated.

In this research, we developed a dynamic scheduling system that uses a RL-based MDSR selection mechanism to support the complex product-mix flexibility environment. Based on this design philosophy, we present a RL-based MDSR selection mechanism by assigning various scheduling rules for all machines in a dynamically complex production system, such as a FMS or FAB, during a given scheduling period. Furthermore, the presented RL-based dynamic scheduling system can be employed to consider both the order release and dispatch rule, such as those of a FAB system. According to various production performance criteria, we believe that the presented methodology provides better production performance than those of a fixed-decision scheduling (dispatching) approach and the classical MDSR selection mechanism for dynamic scheduling.

The remainder of this paper is organized as follows: in section 2, we define the dynamic scheduling issue using the MDSR mechanism and solution methodology. Section 3 describes the initial MDSR KB generation phase, which is the first phase of the RL-based MDSR selection mechanism and supports the complex product-mix flexibility environment. Section 4 describes the MDSR KB revision phase, which is the second phase of the RL-based MDSR selection mechanism. In section 5, we show the experimental results of FMS and FAB case studies and analyze the proposed Q-learning-based agent approach as well as other approaches. Finally, in section 6, we provide the conclusions of this research and suggestions for future studies.

II. PROBLEM FORMULATION AND SOLUTION METHODOLOGY

A. DYNAMIC SCHEDULING SYSTEM EMPLOYING THE MDSR MECHANISM

The state of a production environment dynamically changes, and earlier research [18], [50] has indicated that the production performance can be improved by executing a multi-pass (i.e., dynamic) scheduling strategy according to the system status at each decision point over a series of short-term scheduling periods rather than using an individual heuristic scheduling rule over the complete entire scheduling planning period. Dynamic scheduling based on machine learning can quickly produce satisfactory solutions and meet the operational properties of production systems.

The dynamic scheduling system that employs the MDSR mechanism, denoted MDSR, can be presented by the 4-tuple \( \{O, D, L, S\} \), where \( S \) is the set of scheduling decision points \( \{s_1, s_2, \ldots, s_T\} \) denoted by a union of system features \( f \). At \( s_t \), the MDSR \( d_{next} \) for the next scheduling period is employed by the machine learning method \( l \in L \) based on system features \( f \) and the specific performance criterion \( o \in O \). Three types of performance criteria are typically studied in dynamic scheduling problems: throughput \( (T_P) \), mean cycle time \( (M_{CT}) \), and number of tardy \( (N_T) \) jobs (lots). In vector \( d_{next} = [d_1, d_2, \ldots, d_M]^T \), for \( d_m \in D \) and \( m = 1, 2, \ldots, M \), \( D \) is the candidate scheduling rule used in dynamic scheduling, and \( m \) is the number of machine cells in the production system. Therefore, the production performance measure for criterion \( o \) denoted \( \phi_{PM} \) for a long period of time in the dynamic scheduling of production systems employing the MDSR mechanism can be described as follows:

\[
\phi_{PM} = \sum_{t=1}^{T} \max_{s_t} MDSR(s_t, l), \quad o \in \{T_P\}
\]

\[
\phi_{PM} = \sum_{t=1}^{T} \min_{s_t} MDSR(s_t, l), \quad o \in \{M_{CT}, N_T\} \quad (1)
\]

Based on equation (1), the dynamic scheduling approach using the MDSR mechanism is defined by the system features and the specific machine learning approach for a short-term scheduling period under various performance criteria. In the long run, compared to dynamic scheduling with fixed-decision scheduling rules for each decision variable at the beginning of each production period under various performance criteria, production performance can be significantly improved using dynamic scheduling with the MDSR mechanism.

B. CASE STUDY

To verify the presented methodology, the proposed dynamic scheduling system employed two types of production systems: FMS and FAB. The proposed approach plays various roles in these two case studies. In the FMS case study, the dynamic scheduling system selects dispatch rules for each machine cell. In the FAB system, the dynamic scheduling system concurrently selects order release control and scheduling rules to meet the operational characteristics of the FAB system. Remaining deadlock-free in an important issue for the vehicle management of production systems [51]–[53]. Deadlocks are caused by concurrent stream contention or limited sharing of resources in the system. Therefore, when designing the physical specifications of the production system, how to avoid deadlock must be
considered. The following description illustrates the basic specifications of the two types of production systems:

1) **FMS Case Study**: This research case involves modification of the model adopted by Montazeri and Van Wassenhove [54]. The FMS model involves the following: (i) three types of machine cells, (ii) three load/unload stations, (iii) three automated guided vehicles, and (iv) input and central work-in-process buffers with enough production capacity to avoid system deadlock. The first two machine cells each have two machines, and the third machine cell has a single machine. This FMS model produces 11 types of parts, and the production routing and processing times are identical to those used in an earlier study [54].

2) **FAB Case Study**: The FAB system model used in this study is a simplified version of an International SEMATECH wafer FAB model [55]. This FAB system contains 12 failure-prone processing stations (with one or more identical but independent machines with a bay), 12 storage buffers in the stocker with enough production capacity (the maximum number in any stocker is rarely more than 150 FOUPs [55]) to avoid system deadlock, and one automated material handling system. Several major operation-related assumptions are based on earlier studies [56], [57]. Three types of processing technologies are available in this FAB model, and their processing times are identical to those used in previous research [57], [58].

### C. TRAINING DATA SET SPECIFICATION

A training dataset provides information on system patterns for learning the concepts describing each class. Hence, to build a MDSR KB, training examples need enough information to show this characteristic. In a MDSR KB, X denotes the training dataset generated using the training sample generation mechanism. A training example x ∈ X is expressed as \( f, d^{\text{next}} \), where \( d^{\text{next}} \) indicates the effective MDSRs for the subsequent scheduling period under performance criterion \( o \).

Table 1 lists 30 candidate system features. The principles for selecting these system features are according to those applied in earlier studies [22], [59]–[61], which employed machine learning to develop dynamic scheduling KBs. The need for dynamic dispatching rules arises from the fact that no particular dispatching rule has been proven to be optimal under a variety of shop configurations and operating conditions. Consequently, excessive efforts are not required for studying the best dispatching heuristics in various environments. Table 2 summarizes five dispatching rules applied for FMS control that were found to be effective in earlier studies [20], [62]. These dispatch rules can also be applied to a FAB intrabay station and used as stocker control decision rules. Table 3 summarizes five input control decision rules for FAB order release control.

### D. AN RL ALGORITHM

RL addresses the question of how an autonomous agent that senses and acts in its environment can learn to choose optimal actions to achieve its goal. In the RL framework, a learning agent must be able to perceive information in its environment; perceived information is identified as the current state of the environment. Then, the agent chooses an action to perform based on the perceived state. These interactions between the learning agent and its environment continue until the agent learns a decision-making policy that maximizes the total reward.

The original Q-learning algorithm has been presented by Watkins and Dayan [48], and the goal of this algorithm is to learn the state-action pair value, \( Q(s, a) \), which represents the long-term expected reward for each state-action pair (expressed by \( s \) and \( a \)). It has been proven that the \( Q \) values learned by applying this algorithm converge to the optimal

---

**TABLE 1. System features.**

| System Features | Description |
|-----------------|-------------|
| NJ              | Number of parts (wafer lot) in the FMS (FAB) |
| MUI             | Mean utilization of machines |
| SDU             | Standard deviation of machine utilization |
| MUL             | Mean utilization of load/unload stations |
| MDB             | Mean utilization of pallet buffer (stockers) |
| MUA             | Mean utilization of AGVs |
| MIP             | Maximum imminent processing time of candidate parts (wafer lot) in the FMS (FAB) |
| MIO             | Mean imminent processing time of candidate parts (wafer lot) in the FMS (FAB) |
| SDT             | Standard deviation of the imminent processing time of candidate parts (wafer lot) in the FMS (FAB) |
| MTP             | Minimum total processing time of candidate parts (wafer lot) in the FMS (FAB) |
| MUP             | Maximum mean total processing time of candidate parts (wafer lot) in the FMS (FAB) |
| MPT             | Mean total processing time of candidate parts (wafer lot) in the FMS (FAB) |
| SDPT            | Standard deviation of the total processing time of candidate parts (wafer lot) in the FMS (FAB) |
| MBT             | Minimum remaining processing time of candidate parts (wafer lot) in the FMS (FAB) |
| MRT             | Mean remaining processing time of candidate parts (wafer lot) in the FMS (FAB) |
| SDRT            | Standard deviation of the remaining processing time of candidate parts (wafer lot) in the FMS (FAB) |
| MST             | Minimum slack time of candidate parts (wafer lot) in the FMS (FAB) |
| MSST            | Mean slack time of candidate parts (wafer lot) in the FMS (FAB) |
| SDST            | Standard deviation of the slack time of candidate parts (wafer lot) in the FMS (FAB) |
| MCT             | Maximum tardiness of candidate parts (wafer lot) in the FMS (FAB) |
| MCTA            | Mean tardiness of candidate parts (wafer lot) in the FMS (FAB) |
| SDA             | Standard deviation of the tardiness of candidate parts (wafer lot) in the FMS (FAB) |
| MWL             | Maximum workload in front of any machine station in the FMS (FAB) |
| MWL             | Total workload in front of any machine station in the FMS (FAB) |
| MSST            | Mean stay time of candidate parts (wafer lot) in the FMS (FAB) |
| SPT             | Standard deviation of the stay time of candidate parts (wafer lot) in the FMS (FAB) |
| MCTD            | Mean time until due date of candidate parts (wafer lot) in the FMS (FAB) |
| SNID            | Standard deviation of the time from now until the due date of candidate parts (wafer lot) in the FMS (FAB) |

**TABLE 2. Dispatching rule.**

| Dispatching Rule | Description |
|------------------|-------------|
| DS               | Choose the parts (wafer lot) with minimum slack time |
| DED              | Choose the parts (wafer lot) with the earliest due date |
| SID              | Choose the parts (wafer lot) with the shortest imminent operation time |
| SPT              | Choose the parts (wafer lot) with the shortest processing time |
| SRPT             | Choose the parts (wafer lot) with the shortest remaining processing time |

**TABLE 3. Input (order release) control decision rules.**

| Decision Rule | Description |
|---------------|-------------|
| WLI            | Increase WL by 1% |
| WLI            | Increase WL by 5% |
| WLI            | Same WL |
| WD              | Decrease WL by 5% |
| WDI            | Decrease WL by 10% |

WL (workload level); for the sum of the remaining processing times at critical station 6 for all wafer lots is the FAB.
state-action values $Q$. The Q value of each action $(a)$ when performed in a state $(s)$ can be calculated as follows [48]:

$$Q(s, a) \leftarrow Q(s, a) + \alpha \left[ r + \gamma \max_{a'} Q(s', a') - Q(s, a) \right] \quad (2)$$

Each action consists of steps that represent a learning cycle, where $\alpha$ is the step size parameter influencing the learning rate, and $\gamma$ is the discount-rate parameter; $0 \leq \gamma \leq 1$, which affects the present value of future rewards. The Q-learning agent chooses an action to be implemented in the current state $s$ and recognizes the next state $s'$. Assuming that the agent implements the best strategy from state $s$, it will obtain a reward and update the $Q(s, a)$ value. In addition, the Q-learning agent can employ an exploration/exploitation strategy to maximize payoff.

E. SOLUTION METHODOLOGY

In this research, the suggested RL-based dynamic scheduling system applying the MDSR mechanism (displayed in Figure 2) includes an initial MDSR KB generation phase and a MDSR KB revision phase. First, a simulation model is run to produce a training dataset in the initial MDSR KB generation phase, and the system status number is determined by the two-level self-organizing map (SOM) algorithm [63]. The system status number is assigned to the initial Q-table and used to initialize the MDSR KB.

The MDSR revision phase includes two components: a KB revision mechanism and a MDSR control mechanism. The values of the initial Q-table were sent to a KB revision mechanism (Q-learning-based agent). Then, the MDSR control mechanism serves as a decision-maker for the production system. When the MDSR control mechanism executes a control decision concerning which job (or lot) should be processed, the control mechanism provides the right decision.

At the beginning of the scheduling decision period, the RL perceives the current state and sends a MDSR action to the MDSR control mechanism to initialize a MDSR KB. After all stations complete their work, production performance (i.e., reward) information is output to the Q-learning-based agent. Eventually, a KB revision mechanism updates the entire Q-table (i.e., revised MDSR KB) and decides the most suitable MDSRs for the following scheduling period. This process ends after the termination state is reached.

For example, during FAB operation, the Q-learning-based agent is assumed to perceive information on the FAB environment and is autonomously in charge of decision-making for the order release control and dispatch rule selection of wafer lots using the intrabay and stocker. The goal of the decision process is to select an action (i.e., a MDSR), where the MDSRs rely on predefined weight vectors to schedule rules. In this study, for the original Q-learning algorithm $Q(s, a)$ in the production system, $s$ is a scheduling decision point, and $a$ is a MDSR decision rule. Sections 3 and 4 will discuss each of these phases in detail.

III. INITIALIZATION PROCEDURE OF THE INITIAL MDSR KB GENERATION PHASE

A. SIMULATION-BASED TRAINING EXAMPLE GENERATION MECHANISM

A training dataset must be comprised of a comprehensive initial KB representing a wide range of possible system statuses [61]. In this research, the multi-pass simulation technique [18] is applied to generate the training dataset. The state variables of the system features are recorded at the beginning of the scheduling decision point, whereas the performance of certain MDSRs is recorded at the end of the scheduling interval. Using a simulation-based training data generation mechanism, the training dataset could provide various patterns of job arrivals and a comprehensive initial KB.

B. DATA PREPROCESSING MECHANISM

Because there is a large amount of shop floor information in the production system, using too many features can lead to overfitting of the training data, which reduces the ability of the dynamic scheduling system to generalize knowledge. Previous research [20], [60], [64] also pointed out that, in a machine learning-based dynamic scheduling system, it is crucial to select appropriate system features according to different production requirements to build a dynamic scheduling KB.

Two general methods are employed for feature selection: filter and wrapper methods [65]. The filter approach uses criteria that do not involve any machine learning algorithms, and it does not consider the effects of a selected feature subset on the performance of the machine learning algorithm. Hence, its computational efficiency is higher than that of the wrapper method. In the wrapper method, where the classifier system provides a subset of features as input, the classification error
is evaluated using an unseen dataset. As described above, a dynamic scheduling system using a MDSR mechanism cannot develop KB by using a supervised machine learning algorithm. Hence, we cannot use the wrapper method for feature selection in this research.

The Las Vegas filter (LVF) selection method [66] repeatedly generates random data subsets (denoted RD) during each iteration and then computes their evaluation measure (inconsistency rate). This method currently provides the best solution via a simultaneous probabilistic search for the most suitable set of features. The LVF algorithm [66] (Table 4) generates a RD from nf features in every iteration. If the number of features (C) of the RD is smaller than the current best (i.e., C < C_best), then the dataset denoted DS with prescribed features is assessed against the evaluation measure. If its evaluation measure is below a prespecified one (r), then C_best and RD_best are replaced by C and RD, respectively, and the new current best RD is printed. If C = C_best and the evaluation measure is satisfied, then an equally good current best is found and printed. When the LVF has looped all MAX_TRIES cycles, the process stops. The final best RD is chosen for further tests using a learning algorithm.

### C. SYSTEM STATE NUMBER DETERMINATION

In this study, the Q-learning-based agent is employed to develop a KB revision mechanism. In the Q-learning method, the agent recognizes the current state in the environment and then selects the most suitable action to take. In the classical machine learning-based dynamic scheduling approach, the number of system states is limitless. Nevertheless, the Q-table is constructed to express the knowledge perceived by the agent based on Q-learning by investigating the results of the actions taken in each state. Therefore, for Q-based learning agents, it is unreasonable to have a large number of system states. Thus, the training dataset obtained using LVF feature selection based on performance criterion o is expressed as \(oX_{LVF}\) (i.e., a tuple of \([f_{LVF}, \alpha^{next}_{LVF}]\)), where the system features obtained by the training dataset through the LVF method are expressed as \(f_{LVF}\). By applying two-level SOM analysis, \(oX_{LVF}\) can be divided into different system state classes. If the training data belong to the same class, then they can be assigned the same system state number label.

A training dataset with the same system state number label \(i (i = 1, \ldots, I)\), expressed as \(oX_{LVF}^i\), is represented as a three-tuple of \([f_{LVF}, \alpha^{next}_{LVF}]\), where \(oX_{LVF}\) expresses the subset of \(i\) (i.e., with an assigned system state label \(i\)) in \(oX_{LVF}\) obtained by clustering analysis according to performance criterion \(o\), and \(\alpha^{next}_{LVF}\) is assigned system state number label \(i\).

### D. INITIALIZATION OF THE MDSR KB

In the Q-learning-based MDSR selection mechanism, the Q-table is generated to represent the MDSR KB such that the Q-learning-based agent learns by examining the results of actions taken in each state. In this research, an action \(d^{(i)}\) is defined as the Q-table choice weight vector \(\alpha^{next}_{LVF}\) based on perceived state \(\alpha^{(i)}\) of the production system, and \(d^{(i)}\) is the class label of the \(i\)-th state of the \(j\)-th training sample (i.e., \(x^{(i)}\)) action, where \(i (i = 1, \ldots, I)\) is an index of the class label of the state, and \(j (j = 1, 2, \ldots, n)\) is an index of the training sample. Each state-action pair is associated with a Q value, namely, \(Q (\alpha^{(i)}, \alpha^{next}_{LVF})\). A training sample of a Q-table for the N_P criterion is listed in Table 5.

The initial \(Q (\alpha^{(i)}, \alpha^{next}_{LVF})\) value (i.e., the initial MDSR KB) is obtained according to the performance measures for a set of training data and the given performance criterion \(o\) (\(oX\),

### TABLE 4. LVF algorithm.

| Input: MAX_TRIES, nf, \(\alpha\) |
|----------------------------------|
| RD= randomFeatureDataSet (seed); |
| C= numberOfFeatures (RD);        |
| If (\(C > C_{best}\))           |
| RD= RD; C_{best} = C;           |
| Print_Current_Best (RD);         |
| Else if (\(C = C_{best}\) and (\(\alpha\) = \(\alpha_{LVF}\))) |
| Print_Current_Best (RD);         |
| End                               |

### TABLE 5. A Q-Table.

| State class number | Training sample number | Q value |
|--------------------|------------------------|---------|
| \(x^{(i)}\)        | \(x^{next}_{LVF}\)     | \(Q (\alpha^{(i)}, \alpha^{next}_{LVF})\) |
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which is calculated using equation (3):

\[
Q(o, a) = \frac{o_{\text{PM}}^o - o_{\text{PM}}^m}{o_{\text{PM}}^m - o_{\text{PM}}^m}, \quad o \in \{T_p\}
\]

\[
Q(o, a) = 1 - \frac{o_{\text{PM}}^o - o_{\text{PM}}^m}{o_{\text{PM}}^m - o_{\text{PM}}^m}, \quad o \in \{M_{\text{CT}}, N_T\}
\]

where the value of performance measure \(o_{\text{PM}}^o\) is training example \(x^o\) at the scheduling decision point based on performance criterion \(o\), \(o_{\text{PM}}^m\) is the minimum value of performance criterion \(o\) in system state class label \(i\), and \(o_{\text{PM}}^m\) is the maximum value of performance criterion \(o\) in system state class label \(i\).

IV. PROCEDURE OF THE MDSR KB REVISION PHASE: Q-LEARNING-BASED AGENT

After establishing the initial Q-table, the following issues must be resolved. Specifically, a two-level SOM can be used to decide a specific system state class number. However, it is not possible to determine how to select the most suitable MDSRs among multiple candidate MDSRs for the following scheduling period. Therefore, this study proposes a Q-learning-based agent for selecting MDSRs to solve this problem. Figure 3 shows a schematic of the online Q-learning-based agent MDSR selection process in this case study. The workflow of the Q-learning-based agent is depicted in Figure 4, and the details are provided below.

A. INITIALIZE THE SYSTEM PARAMETERS

At the end of the warm-up period, the MDSRs for the subsequent scheduling periods are executed. Some system parameters need to be determined in advance, including the governing performance criterion \(o\), the current system state \(s\), and the initial \(Q(o, a)\) value in the Q-table calculated using equation (3).

B. MDSRS SELECTION USING THE \(\epsilon\)-GREEDY POLICY

At the beginning of the scheduling period (Figure 3), MDSRs are selected by exploring and exploiting two strategies for selecting actions using the Q-learning-based agent.

Exploitation means that the agent makes the best decision based on current information, while exploration means that the agent tries something that has not been previously attempted to attain a greater reward. Exploitation promises an appropriate expected reward in each step, whereas exploration provides additional chances for identifying the global maximum reward value in the long run. One successful method for addressing this tradeoff problem is the \(\epsilon\)-greedy policy [36]. Using this mechanism, a policy (i.e., decision-making action) denoted \(\pi(o, s)\) is selected with probability \(1-\epsilon\) (where \(0 < \epsilon < 1\)), and this policy includes the best value (i.e., exploitation), as defined in equation (4); otherwise, at a low probability \(\epsilon\), an action is selected randomly.

\[
\pi(o, s) = \arg \max_{a} Q(o, s, a)\tag{4}
\]

C. UPDATE THE Q-TABLE

At the end of the scheduling interval, the learning agent attempts to maximize the Q value by interacting directly with the environment and responding to the return of rewards or penalties (i.e., the system production performance) defined using a reward function. The reward function defines the goal of maximizing the total reward; thus, the reward function basically helps the learning agent to achieve its goal.

In the current study case, according to the \(N_T\) criterion, regarding system performance, the goal is to minimize \(N_T\). After the one-step scheduling period is completed, system performance is compared with the mean performance measure in state class \(i\). If the performance measure for the one-step scheduling period output expressed as \(N_{\text{PM}_{\text{SP}}}^T\) is one standard deviation higher than the mean performance in state class \(i\) expressed as \(N_{\text{UCL}_{\text{SP}}}^T\), then the agent receives a reward of \(+1\). In addition, if \(N_{\text{PM}_{\text{SP}}}^T\) is one standard deviation lower than the mean performance in state class \(i\)
expressed as $N_T \cdot LCL_i \cdot LCL_i$, then the agent receives a reward of $-1$; otherwise, the agent receives a reward of $0$. The reward function in this research is summarized in Table 6.

### D. TERMINATION STATE

The presented Q-learning-based agent algorithm is listed in Table 7. The Q-table associated with the Q value is updated, and the most suitable MDSRs are determined for the subsequent scheduling period through the end of the termination state (i.e., the end of the simulation run).

### V. EXPERIMENT AND RESULTS

#### A. SIMULATION MODEL CONSTRUCTION AND TRAINING EXAMPLE GENERATION

To verify the proposed method, a discrete-event simulation model is used to generate a training dataset. The simulation model is developed and executed by Tecnomatix Plant Simulation (2009) [67] running on an Intel i7-4790 3.60 GHz processor with 8 GB of random access memory and Windows 10 operating system.

Several parameters are determined in a preliminary simulation run. In the FMS study case, the time between job arrivals is exponentially distributed with a mean of 31 minutes. The due date of each job is randomly assigned from 6 to 10 times the total processing time and uniformly distributed. Table 8 lists the mix ratios of the five products that experience various conditions of unbalanced machine loads and bottleneck shifting. The part-type mix ratios vary every 20,000 minutes.

In the FAB case study, the time between job arrivals is exponentially distributed with a mean of 95 minutes, which is the same as that used in an earlier study [58]. The due date of each job is randomly assigned from 6 to 10 times the total processing time and uniformly distributed. Table 9 lists the six lot-type mix ratios used to generate the training examples. The part-type mix ratios vary every 50,000 minutes.

To generate a large number of training datasets in the FMS, we use 80 random seeds to generate 80 different job arrival patterns. The warm-up time for each run is 5,000 minutes, followed by 100 multi-pass scheduling periods. The scheduling period of one multi-pass simulation is 1,000 minutes.

In the FAB case, we use 80 random seeds to generate 80 different job arrival patterns. The warm-up time for each run is 144,000 minutes (10 days), followed by 100 multi-pass scheduling periods. The scheduling period of one multi-pass simulation is 5,000 minutes. Hence, a total of 8,000 training datasets were collected for the two case studies. Here, the warm-up time is determined in a preliminary simulation run based on the model reaching a steady state and a machine utilization of approximately 80% [68].

#### B. FEATURE SELECTION AND SYSTEM STATE DETERMINATION IN MDSR KB INITIALIZATION

Figure 2 shows that the system attributes must be selected before building an initial MDSR KB. The employed LVF feature selection algorithm is coded in MATLAB 2016 [69]. Here, the inconsistency rate is set to 0.50. In this study, for each production performance criterion, a two-level SOM algorithm is applied to cluster the training instances to set up a KB class label. The two-level SOM algorithm is coded using the MATLAB Neural Network Toolbox [70]. Table 10 lists the search using $k$ values from 2 to 10 for each performance criterion DB index [71]. In FMS, the minimum DB indexes selected according to the $T_P$, $M_CT$, and $N_T$ criteria were 9, 10, and 6, respectively. In FAB, the minimum DB indexes selected according to the $T_P$, $M_CT$, and $N_T$ criteria were 9, 8, and 8, respectively. According to the results in Table 10, to satisfy the $T_P$, $M_CT$, and $N_T$ performance criteria, the FMS...
TABLE 10. DB index of each performance criterion.

| Case | Criterion | No. of cluster |
|------|-----------|----------------|
| 1    | 2         | 3              |
| 4    | 5         | 6              |
| 7    | 8         | 9              |
| 7    | 10        |                |
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TABLE 11. Part-type probability distribution in product-mix environments for experiment verification in FMS.

| Part ID | Part-type probability distribution |
|---------|------------------------------------|
| Type 1  | Type 2  | Type 3  | Type 4  | Type 5  |
| 1       | 1.20    | 0.80    | 0.60    | 0.40    | 0.20    |
| 2       | 0.80    | 0.60    | 0.40    | 0.20    | 0.10    |
| 3       | 0.40    | 0.20    | 0.10    |          |          |

C. SIMULATION EXPERIMENT VERIFICATION

A Q-learning-based agent encoded using the Tecnomatix Plant SimTalk simulation language (2009) [67] is linked to a C program (by using the two-level SOM algorithm coded in MATLAB for determining the system state class number) to investigate the utility of the presented RL-based dynamic scheduling approach by the MDSR mechanism under different production system circumstances.

We verified that the proposed RL-based dynamic scheduling system using the MDSR mechanism is effective based on various product-mix flexibility environments. Three different product-mix ratios are designed in FMS and FAB cases (listed in Tables 11 and 12, respectively) for online operation. A stream of arriving jobs is generated for a simulation period of 300,000 minutes and one year for the FMS and the FAB cases, respectively. In this study, we want to prove that the proposed RL-based dynamic scheduling method using the MDSR mechanism is superior to the fixed-decision scheduling method, the machine learning classification approach (i.e., SDSR), and the classic MDSR selection mechanism (which does not include a KB revision mechanism).

TABLE 12. Part-type probability distribution in product-mix environments for experiment verification in FAB.

| Part ID | Part-type probability distribution |
|---------|------------------------------------|
| Type 1  | Type 2  | Type 3  | Type 4  | Type 5  |
| 1       | 1.20    | 0.80    | 0.60    | 0.40    | 0.20    |
| 2       | 0.80    | 0.60    | 0.40    | 0.20    | 0.10    |
| 3       | 0.40    | 0.20    | 0.10    |          |          |

TABLE 13. Simulation results in FMS.

| Scheduling strategy | Mean | Standard deviation | Mean | Standard deviation | Mean | Standard deviation |
|---------------------|------|--------------------|------|--------------------|------|--------------------|
| RL-MDSR             | 13016.9 | 76.3               | 81.0 | 2988               | 1261 |                    |
| Classical MDSR      | 1284.6 | 185.6              | 716  | 148               | 4120 | 1893               |
| GA-SVM              | 12957.8 | 168.1              | 799  | 174               | 4041 | 1038               |
| DS                  | 12615.9 | 179.8              | 1410 | 336               | 10070 | 1440               |
| EDSS                | 12670.6 | 156.6              | 954  | 209               | 9625 | 1772               |
| SPT                 | 12712.9 | 167.0              | 1095 | 251               | 8408 | 1554               |
| SQO                 | 12738.1 | 166.5              | 1905 | 415               | 7864 | 1594               |
| SRPT                | 12556.4 | 170.1              | 1757 | 567               | 11693 | 534               |

Here, because FAB is a large complex manufacturing system, it is unlikely to use a single control decision rule (i.e., dispatch rule) when making scheduling decisions; thus, SDSR cannot be employed in a FAB environment.

In this study, we select a suitable MDSR decision rule by using the ε-greedy policy. The Q-learning-based agent uses the same common parameter settings (α = 0.1, γ = 0.9, and ε = 0.1) for all of the experimental runs. In the FMS case study, the fixed-decision scheduling approach includes five heuristic dispatch rules: DS, EDD, SIO, SPT, and SRPT. In the FAB case study, the fixed-decision scheduling approach includes five methods: WL+DS, WL+EDD, WL+SIO, WL+SPT, and WL+SRPT. Here, for WL+DS, at the beginning of each scheduling period, WL decision rules are used for wafer order release control, and DS scheduling rules are used to select intrabay and stocker wafer lots. In the FMS case study, the SDSR approach constructs a dynamic scheduling KB using the GA+SVM approach because of its superiority [20]. Here, GA (genetic algorithm) [72] is a wrapper method for system feature selection. For both FMS and FAB case studies, the classical MDSR approach constructs a dynamic scheduling KB using a SOM neural network [73], which is based on earlier research [74], [75].

Tables 13 and 14 display the mean and standard deviations of 30 simulation runs with 30 random seeds in the FMS and FAB cases, respectively. Based on the measurement results of all performance criteria, the proposed approach achieves excellent results due to its high efficiency.

Since the same system scenarios were implemented using common random seeds, the paired sample t-test is used to determine whether the proposed RL-based dynamic scheduling method based on the MDSR selection mechanism is superior to the fixed-decision scheduling and classical...
According to the research results, the proposed RL-based dynamic scheduling method using the MDSR mechanism is considerably superior to its three peers. Hence, the proposed RL-based dynamic scheduling method using the MDSR mechanism is considerably superior to its three peers.

VI. CONCLUSION AND FUTURE WORKS

In this research, we present a RL-based dynamic scheduling method with the MDSR mechanism for establishing a dynamic scheduling system in a complex product-mix ratio environment. The following inferences can be made according to the research results:

- A product-mix ratio flexibility environment experiences bottlenecks and capacity-constraining resource issues. In this situation, the scheduling KB should be dynamic, and therefore, a knowledge revision mechanism should be established to monitor the crucial changes occurring in the production system. This mechanism can solve the problem of bottleneck shifting and unbalanced machine loads caused by resource capacities.

- This research proposes a RL-based dynamic scheduling method that applies the MDSR selection mechanism to effectively respond to product-mix ratio variations in FMS and FAB systems. The method is applicable to the operation of smart factory dynamic scheduling.

- The proposed RL-based dynamic scheduling method uses a dynamic and multi-pass approach for deciding MDSRs, which is applied in accordance with the status of the production system at the beginning of the scheduling interval, and the system then decides the most suitable MDSRs for the next scheduling interval.

- Although generating training datasets and learning processes to obtain RL-based dynamic scheduling by applying a MDSR mechanism KB is often time consuming compared to a fixed-scheduling approach, the proposed approach can perform better than the fixed-scheduling approach, the machine learning classification approach, and the classical MDSR selection mechanism in the long run.

The following potential issues for future research have been recognized based on the results of this research:

- In this study, a MDSR KB is initialized through a system state number determination step (by the two-level SOM algorithm), which could reduce the time required by traditional machine learning methods to generate a training dataset. Although this approach is feasible, semi-supervised learning [76], which uses unlabeled data for training, can typically be used with a small amount of labeled data and a large amount of unlabeled data. This idea can be examined in future studies.

- Recently, some studies [77], [78] have used deep learning for dynamic scheduling problems. The long short-term memory (LSTM) [79] is a recurrent neural network (RNN) architecture used in deep learning [80]. In the RNN, the output from the last step is fed as input in the current step, which can address the problem of the long-term dependencies of the RNN. As the gap length increases, the RNN performance efficiency declines. The LSTM can, by default, retain information for a long period of time, and the LSTM can process not only single data points (such as images) but also entire data sequences (as in speech recognition, mathematical finance, weather forecasting, and shop floor control). These features can spur future studies of MDSRs in intelligent manufacturing research issues using the LSTM. Hence, we intend to study this concept in the future.
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