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Abstract

Communication is an important part of life. To use communication technology efficiently we need to know how to use them or how to instruct these devices to perform tasks. Automatic speech recognition plays an important role in interaction with the technology. Nepali speech recognition involves in conversion of Nepali speech to its correct Nepali transcriptions. The purposed model consists of CNN, GRU and CTC network. The feature in the raw audio is extracted by using MFCC algorithm. CNN is for learning high level features. GRU is responsible for constructing the acoustic model. CTC is responsible for decoding. The dataset consists of 18 female speakers. It is provided by Open Speech and Language Resources. The build model can predict the with the WER of 11%.
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1 Introduction

Speaking and writing are the two important things that help us to communicate among us. Deficient of either writing or speaking affects our daily activates. Most of the people in rural area are able to speak properly but not able to write properly. Most of communication technology (gadgets, mobiles, computers etc) needs text as an input for their operation. To make familiar with the technology Automatic Speech Recognition (ASR) can play significant role. The Nepali ASR converts the spoken Nepali voice to its textual representation.

The ASR can built by two different approaches. The first approach is traditional based that implement Hidden Markov Model (HMM) and Gaussian Mixture Model (GMM). The input feature vector is efficiently processed by the GMM and calculated the emission probabilities for each HMM states[1]. The second is to deep learning approach to build the acoustic model. The use of deep learning approach significantly increases the performance of the ASR system[2]. Traditional ASR system needs separate block of phonetic/linguistic constructs, acoustic model and the language model. The requirement of separate phonetic/linguistic constructs is eliminated by the deep learning approach[3].

Previously, a work is carried out to recognised the ten Nepali unique words[4] and another work is carried out taking the dataset of sports news. It consists of 1320 words among which 617 are unique[5]. The second model could not recognised the characters ‘टु’, ‘वि’, ‘के’, ‘लिन’ that occurs very close together suggesting that the network learned them as single sounds although they are multiple characters. The CNN is used to learn the features that can easily distinguish those close words.

This paper presents an idea to build the Nepali ASR system that can convert spoken Nepali language to its textual representation. The model used MFCC as input feature vector. These MFCC features area used by CNN to generate more spatial features. CNNs are used because they are exceptionally good at capturing high level features in spatial domain[6]. GRU is used to develop an acoustic model. Training duration for GRU is less compared to LSTM network. CTC is used because it is alignment free[3]. The loss function used is CTC loss and decoding is carried out thorough the CTC network. The use of CTC eliminate the use of framewise labeling.

2 Review

Starting from single speaker based digit recognizer the modern Automatic Speech Recognition (ASR) reaches to speaker independent Hidden Markov Model based ASR[7]. With evolve of the deep learning the accuracy of the ASR system further increases[8]. Deep Neural
Network (DNN) domination in ASR started, which showed that feed-forward DNN outperforms (Gaussian Mixture Model) GMM in the task of estimation of context-dependent HMM state emitting probabilities[9].

The development of ASR for speech recognition passes through series of steps. Development of ASR starts from digit recognizer for single user, passing through HMM, GMM based and reaches to deep learning[10, 9]. Some research work has been carried on Nepali speech recognition and Nepali speech synthesis. The initial work on Nepali ASR is carried out by using HMM based approach. This system is trained with 10 different words. Four female and four male speakers record the data. This models is able to predict limited words only[4]. Since limited word based ASR system is not able to generalised unseen words. Increasing the size of vocabulary and building own dataset a model is built. The model is not able to predict the some words 'दु', 'वि', 'के', 'लिं' that occurs very close together suggesting that the network learned them as single sounds although they are multiple characters[5]. To eliminate the wrong prediction on close character a CNN layer is added. The accuracy of the Nepali ASR model can be further increased by using n-gram language model. The n-gram model, which defined the probability of occurrence of an ordered sequence of n words[11].

3 Method

![Figure 1: Architecture of proposed ASR system](image)

The proposed ASR system involves in the conversion of speech input feature vector \( X = [x_1, x_2, x_3, \ldots, x_n] \) into its textual representation (label) \( Y = [y_1, y_2, y_3, \ldots, y_m] \) as shown in in Figure 1. The label is group of Nepali characters. The MFCC feature vector \( x_t \) of dimension D at time frame corresponds to label sequences \( L = [1, L-2, L_3, \ldots, L_N] \). If vocabulary of labels is \( V \), \( l_u \epsilon V \) is the label at position u in L, then \( V^* \) represents the collection of all label sequences formed by labels in \( V \). From these information the ASR need to find most likely label sequence \( \hat{L} \) for given \( X \) This can be represented by the equation 1:

\[
\hat{L} = \arg\max_{L \epsilon V^*} p(L/X)
\] (1)
The main objective of an ASR is to establish a model that can accurately calculate the posterior probability \( p(L/X) \).

### 3.1 Feature Extraction

Features are the elements that represent the phonemes in the speech. The features present in the raw audio speech is extracted by using the MFCC feature extraction algorithm. MFCC features are a sequence of acoustic feature vectors where each vector represents information in a small time window of signal[12]. The first step is pre-emphasis of the signal. The emphasis is carried out by choosing the value of \( \alpha = 0.97 \). Pre-emphasis boosts the amount of energy present in high frequency signals. A signal is said to be stationary if its frequency or spectral contents are not changing with respect to time. Speech signals are non-stationary in nature because their spectral is constantly changing. So to simplify things it is assumed that on short time scales the audio signal doesn’t change much, i.e. statistically stationary, obviously the samples are constantly changing on even short time scales[13]. Windows are taken to make them stationary signals[14]. The size of the window is 25 ms. 512 point FFT is taken from windowed signal. Thus obtained signal now model with human auditory system. 26 filter-bank is implemented as the set of triangular shaped band-pass filters arranged in non-uniform frequency scale. This MFCC filter-bank is responsible to make them similar to human auditory system[15] and is converted to Log scale because human are less sensitive to higher energy change.

### 3.2 Feature Learning

CNN is used to capture high level spatial features from the image. The plot of MFCC can be viewed as a transformed intensity of frequencies over time which resembles to images[6], hence CNN can be used to capture high level feature in spatial domain. 1-dimensional CNN of filter size 200, kernel size (K) 11 and dilation 1 is used. Compared with conventional speech features, CNN can use local filtering and maximum pooling techniques to get more robust features[16].

### 3.3 Acoustic model generation

Gated Recurrent Unit (GRU) is used to learn the sequential data[17]. GRU manage the input weights to solve the vanishing gradient that present in RNN and consists of two gates: reset gate and update gate[18] which can be represented by the Eqn. 2 and 3 respectively.

\[
z_t = \sigma(W_z[h_t - 1, x_t])
\]
\[ r_t = \sigma(W_r[h_{t-1}, x_t]) \]  

The reset gate is responsible for determining how much amount of past information to be forgotten. The update gate is responsible for determining how much amount of past information should be forwarded to for future[19]. The current memory and the final memory at current time step is given by the Egn. 4 and 5 respectively.

\[ \hat{h} = \tanh(r_t.W_r[h_{t-1}, x_t]) \]  

\[ h = (1 - z_t) \ast h_{t-1} + z_t \ast \hat{h}_t \]  

### 3.4 CTC layer

The decoding is carried out is using CTC network. The CTC is based on the Bayes’ on decision theory[2]. It receives output from softmax function. For each output layer, posterior probability (that represents 89 symbols) is computed. The character (symbol) having highest probability is given as the output. The decoding is carried out by the CTC network[20]. The output is generated in the form of numeric form. This output is mapped to the character. This is predicated output. CTC loss is computed by using true label and predicated output.

### 3.5 Evaluation

The Word Error Rate (WER) and Character Error Rate (CER) indicate the amount of text that the applied model did not read correctly. WER is the common evaluation metric for speech recognition system[21] which lies in the range between 0% and 100%.

### 4 Experiment

The experimental setup is carried out on the GPU MX150. For the pre-processing, feature extraction, training and testing, python and its library has been used.

### 4.1 Dataset

Speech recognition need the label data. It consist of audio corpus and its label file[8]. Every voice clip consists of phoneme transcription aligned with the sentence transcription label. The dataset consists of high quality female spoken corpus which is provided by Open Speech and Language Resources[22]. The dataset contains Eighteen unique female speaker records. The dataset is divided as 80% train and 20%. test set.
4.2 Result and Analysis

At first MFCC feature is taken from the raw audio. These features are passed to CNN to extract high level features. These features are used to generate the acoustic model. Several experiments have been conducted by varying several hyperparameters such as batchsize, learning rate, number of epochs. The size of CNN filter is 200, kernel size is 11 and in GRU units is 200.

The first experiment is carried out keeping 16412 as training utterance out of 26000 utterances. The learning rate is 0.03, momentum is 0.9, batch size is 100 and total number of epochs is 400. Total training duration is 1.5 days. The training is carried out in CPU Intel Core i7-8550U. The model get overfitted. It can predict well for train data but doesn’t predict well for unseen data.

The second experiment is carried out keeping 16412 as training utterance out of 2064 utterances. The learning rate is 0.03, momentum is 0.9, batch size is 300 and total number of epochs is 100. Total training duration is 1.5 days. The other conditions remain unchanged.

The third experiment is carried out keeping 16412 as training utterance out of 2064 utterances. The learning rate is 0.015, momentum is 0.9, batch size is 50 and total number of epochs is 100. Total training duration is 1.5 hrs. The other conditions remain unchanged. The Batch size is changed to observe the effect. The result can be summarised by the Table 1. The parameters from this experiment is considered and some sample outputs are tabulated as shown in Table 2.

| Experiment | learning rate | batch size | total epochs | WER |
|------------|---------------|------------|--------------|-----|
| 1          | 0.03          | 100        | 44           | 90  |
| 2          | 0.03          | 300        | 100          | 80  |
| 3          | 0.015         | 50         | 100          | 11  |

4.3 Model validation

The performance of the model is validated with the RNN-CTC model [5]. This research work is carried out to enhance the performance of the existing model. The Character Error Rate (CER) of that model is 52% and our CNN-GRU-CTC model gives the CER of 1.836%. Based on these results, it can be concluded that our model provides the better generalization capabilities.
Table 2: Sample output of the System

| Sample | Ground Truth | Model prediction | WER |
|--------|--------------|------------------|-----|
| 1      | सानैदेख सङ्गीतमा संवि राखो अधिकरीले सुरुमा हामिनियमा शिव शङकरबाट तालिम लिएका थिए | सानैदेख सङ्गीतमा संवि राखो अधिकरीले सुरुमा हामिनियमा शिव शङकरबाट तालिम लिएका थिए | 0.00 |
| 2      | इंडोनेसियाली पपुवा प्रान्तमा रहेको राष्टि निकुञ्ज | इंडोनेसियाली पपुवा प्रान्तमा रहेको राष्टि निकुञ्ज | 0.167 |
| 3      | चलचित्रमा कैमिया रोलमा नायक राजबलभ कोइरालालाई पनि देखा पाइनेछ | चलचित्रमा कैमिया रोलमा नायक राजबलभ कोइरालालाई पनि देखा पाइनेछ | 0.111 |
| 4      | उनले दुई हजार दसमा जर्जियामा सुरु हुने र स्टर्स टुनमिन्टमा भाग लिन थाले | उनले दुई हजार दसमा जर्जियामा सुरु हुने स्टर्स टुनमिन्टमा भाग लिन थाले | 0.25 |

5 Conclusion

On performing several experiments it seem the performance of model depends upon several factors such as learning rate, number of epochs, momentum, batch size, training duration etc. The system predict the unseen data with the WER of around 11% which is quite satisfactory. It can be conclude that CNN-RNN architecture can be used for speech to teach conversion. The quality of the model depends upon the quality of the data. So before the training phase the data must kept clean by preprocessing on data. The model depends upon several factor. From the experiment it seem the batch size and learning rate greatly effect on model development. Several parameters must be hypertuned to obtain the best model. Finally it is concluded that CNN-GRU model can be implemented to develop Neplai ASR systm.
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