Gravitational wave signatures of the absence of an event horizon.
I. Nonradial oscillations of a thin-shell gravastar
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Gravitational waves from compact objects provide information about their structure, probing deep into strong-gravity regions. Here we illustrate how the presence or absence of an event horizon can produce qualitative differences in the gravitational waves emitted by ultra-compact objects. In order to set up a straw-man ultra-compact object with no event horizon, but which is otherwise almost identical to a black hole, we consider a nonrotating thin-shell model inspired by Mazur and Mottola’s gravastar, which has a Schwarzschild exterior, a de Sitter interior and an infinitely thin shell with finite tension separating the two regions. As viewed from the external space-time, the shell can be located arbitrarily close to the Schwarzschild radius, so a gravastar might seem indistinguishable from a black hole when tests are only performed on its external metric. We study the linearized dynamics of the system, and in particular the junction conditions connecting internal and external gravitational perturbations. As a first application of the formalism we compute polar and axial oscillation modes of a thin-shell gravastar. We show that the quasinormal mode spectrum is completely different from that of a black hole, even in the limit when the surface redshift becomes infinite. Polar QNMs depend on the equation of state of matter on the shell and can be used to distinguish between different gravastar models. Our calculations suggest that low-compactness gravastars could be unstable when the sound speed on the shell \( v_s/c \gtrsim 0.92 \).

I. INTRODUCTION

Black holes (BHs), once considered an exotic mathematical solution to Einstein’s field equations, have now been widely accepted as astronomical objects [1, 2, 3, 4]. Stellar-mass BHs are believed to be the final stage of the evolution of sufficiently massive stars. Massive BHs seem to populate the center of many galaxies at low redshift, and must have played an important role in the formation of structure in the universe. Most evidence supporting the astrophysical reality of BHs comes from the weak-gravity region, i.e. from observations probing the space-time several Schwarzschild radii away from the event horizon. Attempts to rule out possible alternatives to BHs usually rely on general relativity being the correct theory of gravity, and/or on constraints on the equation of state of matter at high densities. For massive BHs the most precise measurements so far come from observations of stellar proper motion at the center of our own galaxy, indicating the presence of a “dark object” of mass \( M \approx (4.1 \pm 0.6) \times 10^2 M_\odot \) [5]. Recent millimeter and infrared observations of Sagittarius A*, the compact source of radio, infrared and X-ray emission at the center of the Milky Way, infer an intrinsic diameter of \( 37^{+16}_{-10} \) microarcseconds, even smaller than the expected apparent size of the event horizon of the presumed BH [6]. Some of the exotic alternatives to a BH (such as “fermion balls”) are incompatible with the observations [7] and any distribution of individual objects within such a small region (with the possible exception of dark matter particles or asteroids, which however should be ejected by three-body interactions with stars) would be gravitationally unstable [8, 9]. In a recent attempt to probe the event horizon, Broderick and Narayan have analyzed the observations of Ref. [6]. If the object at the center of our galaxy had a surface it would be hot enough to glow with a steady emission of infrared light, but no such glow has been detected [10]. This and similar arguments are inevitably dependent on the gas distribution and on details of the accretion process, and they really set lower limits on the gravitational redshift corresponding to the hypothetical surface replacing the event horizon (see e.g. [11] for a review). Indeed, some hold the view that an observational proof of the existence of event horizons based on electromagnetic observations is fundamentally impossible [12]. For these reasons, model-independent tests of the strong-field dynamics of BHs and studies of the gravitational radiation signatures of event horizons are necessary to confirm or disprove the BH paradigm [13, 14].

Gravitational wave detectors offer a new way of observing BHs, complementing the wealth of information from present electromagnetic observations [1]. As first proposed by Ryan [13, 14], an exquisite map of the ex-
ternal space-time of BHs (outside the innermost stable orbit, if there is any) can be constructed by observing the gravitational waveform emitted when a small compact object spirals into the putative supermassive BH at the center of a galaxy with the Laser Interferometer Space Antenna (LISA). As an extension of Ryan’s work, Li and Lovelace considered the small object’s tidal coupling with the central object and showed that by studying details of radiation reaction, information about the space-time region within the orbit can also be obtained. Ryan’s proposal to map space-times using inspiral waveforms is promising, but the data analysis task is affected by a “confusion problem”: the possibility of misinterpreting truly nonKerr waveforms by Kerr waveforms with different orbital parameters. This ambiguity was shown to be resolvable if the orbit is known to be circular or if one only probes the mass, spin and quadrupole moment of the object using waveforms generated in the weak-gravity region. A different approach to test the BH nature of ultra-compact objects is based on measuring several of their free oscillation frequencies (“ringdown waves”) and comparing them with the quasi-normal mode (QNM) spectrum of BHs. These tests of the “no-hair theorem” require a signal-to-noise ratio which could be achieved by advanced Earth-based gravitational wave interferometers and they are one of the most promising science goals of LISA.

In this paper we study how to test possible alternatives to the BH paradigm. We retain the “conservative” assumption that general relativity is the correct theory of gravity and we focus on possible tests of the existence (or absence) of an event horizon. Theorists conceived several families of compact objects with no event horizons. For example, boson stars are horizonless compact objects based on plausible models of particle physics at high densities, and they are (still) compatible with astrophysical observations. Being indistinguishable from BHs in the Newtonian regime, boson stars are good “strawmen” for supermassive BHs. The space-time of nonrotating spherical boson stars can undergo a quantum vacuum phase transition in the vicinity of the BH horizon. The model effectively replaces the BH event horizon by a transition layer (or shell) and the BH interior by a segment of de Sitter space. Mazur and Mottola argued for the thermodynamic stability of the model. A dynamical stability analysis by Visser and Wiltshire confirmed that a simplified version of the gravastar model by Mazur and Mottola is also stable under radial perturbations for some physically reasonable equations of state for the transition layer. Chirenti and Rezzolla first considered nonradial perturbations of gravastars, restricting attention to the relatively simple case of oscillations with axial parity. They computed the dominant axial oscillation modes and found no instabilities. In analogy with previous studies of the oscillation modes of boson stars, they confirmed that the axial QNM spectrum of gravastars can be used to discern a gravastar from a BH. In the thin-shell limit, the axial QNM frequencies of Ref. and our own calculations recover Fiziev’s calculation of the axial QNMs of ultracompact objects with a totally reflecting surface.

Another proposed alternative to massive BHs, which we shall focus on in this paper, are the so-called gravastars. The gravastar model assumes that the space-time undergoes a quantum vacuum phase transition in the vicinity of the BH horizon. The model effectively replaces the BH event horizon by a transition layer (or shell) and the BH interior by a segment of de Sitter space. Mazur and Mottola argued for the thermodynamic stability of the model. A dynamical stability analysis by Visser and Wiltshire confirmed that a simplified version of the gravastar model by Mazur and Mottola is also stable under radial perturbations for some physically reasonable equations of state for the transition layer. Chirenti and Rezzolla first considered nonradial perturbations of gravastars, restricting attention to the relatively simple case of oscillations with axial parity. They computed the dominant axial oscillation modes and found no instabilities. In analogy with previous studies of the oscillation modes of boson stars, they confirmed that the axial QNM spectrum of gravastars can be used to discern a gravastar from a BH. In the thin-shell limit, the axial QNM frequencies of Ref. and our own calculations recover Fiziev’s calculation of the axial QNMs of ultracompact objects with a totally reflecting surface.

In this paper we study the stability with respect to nonradial oscillations of a simplified “thin-shell” gravastar, retaining most of the essential features of the original model. We consider both axial perturbations (reproducing and extending the results of Ref.) and polar perturbations. In the polar case, the matching of interior and exterior perturbations at the gravastar shell requires a more careful analysis because (unlike the axial case) polar perturbations of spherical objects actually induce motions of matter, which in turn couples back to gravitational perturbations. For this reason, nonspherical polar perturbations provide a more stringent test on the gravastar’s overall stability. Polar perturbations are also crucial in studying the dynamics of objects orbiting the hypothetical gravastar. In order to treat polar perturbations of a nonrotating thin-shell gravastar we set up a rather generic formalism combining standard perturbation theory (in the Regge-Wheeler gauge) with Israel’s junction conditions. The formalism can be applied to gravitational perturbations of any spherically symmetric space-time characterized by regions with different cosmological constants separated by infinitely thin shells with finite surface energy and tension. Because matter is concentrated on these shells, the junction conditions deduced here will be sufficient in describing the linear dynamics of matter. Quite predictably, these conditions depend on the equation of state of the shell. As an application of the formalism we study the QNM spectrum of polar and axial perturbations of gravastars, exploring the nonradial stability of these objects. Polar QNMs (unlike axial QNMs) depend on the equation of state of matter on the shell: they can be used not only to distinguish a gravastar from a BH, but also to distinguish between different gravastar models. We also find that the imaginary part of some QNMs seems to have a zero crossing when the gravastar is not very compact and the speed of sound on the shell is superluminal, suggesting that some gravastar...
models may be unstable under nonradial perturbations. In a companion paper we will apply the formalism developed in this paper to study gravitational radiation from compact objects inspiraling into nonrotating gravastars.

The plan of the paper is as follows. In Section II we review our static thin-shell gravastar model. Section III sketches the calculation of axial and polar gravitational perturbations and of the matching conditions at the gravastar shell. Details of the matching procedure are provided in Appendix A and details of the QNM calculation are given in Appendix B. Our numerical results for the polar and axial QNM spectra are presented in Section IV and supported by analytical calculations in the high-compactness limit in Appendix C.

We use geometrical units (\(G = c = 1\)). The Fourier transform of the perturbation variables is performed by assuming a time dependence of the form \(e^{i\omega t}\). Greek indices \((\mu, \nu, \ldots)\) refer to the four-dimensional space-time metric. Latin indices \((i, j, \ldots)\) refer to the three-dimensional space-time metric on the shell. Latin indices at the beginning of the alphabet \((a, b, \ldots)\) refer to the spatial metric on a two-sphere.

II. EQUILIBRIUM MODEL

The metric for a static thin-shell gravastar has the form

\[
dS_0^2 = -f(r)dt^2 + \frac{1}{h(r)}dr^2 + r^2(d\theta^2 + \sin^2 \theta d\varphi^2) . \tag{2.1}
\]

Here

\[
f(r) = \begin{cases} h(r) = 1 - \frac{2M}{r} , & r > a , \\ \alpha h(r) = \alpha \left( 1 - \frac{8\pi \rho a^2}{3} \right) , & r < a , \end{cases} \tag{2.2}
\]

where \(M\) is the gravastar mass measured by an outside observer, and \(\rho = 3M/(4\pi a^3)\) is the “energy density” of the interior region. The coordinate system \((t, r, \theta, \varphi)\) has been chosen in such a way that the thin shell occupies a coordinate sphere with \(r = a\). The space-time reduces to de Sitter for \(r < a\), and to Schwarzchild for \(r > a\). The junction conditions on the \(r = a\) surface have already partially been chosen by requiring the induced metric to be continuous across the shell, which also dictates that \(f(r)\) be continuous at \(r = a\), or

\[
1 - \frac{2M}{a} = \alpha \left( 1 - \frac{8\pi \rho a^2}{3} \right) . \tag{2.3}
\]

In this paper we shall usually drop the dependence of \(f(r)\) and \(h(r)\) on \(r\). From the jump in the radial derivatives of \(f\) we could easily obtain the two defining properties of this gravastar model: the surface energy density \(\Sigma\) and surface tension \(\Theta\). The junction conditions read \(35\):

\[
[[K_{ij}]] = 8\pi \left[ S_{ij} - \gamma_{ij} \frac{S}{2} \right] , \tag{2.4}
\]

where the symbol “[[ ... ]]” gives the “jump” in a given quantity across the spherical shell (or \(r = a\), i.e.,

\[
[[A]] = A(a+) - A(a-) . \tag{2.5}
\]

The indices \(i\) and \(j\) correspond to coordinates \(t, \theta, \varphi\) which parameterize curves tangential to the spherical shell, \(K_{ij} = -\nabla_i n_j\) is the extrinsic curvature, \(n_\alpha = (0, 1, 0, 0)/\sqrt{g^0}\) is the unit normal vector, and \(S_{ij}\) is the surface stress-energy tensor

\[
S_{ij} = (\Sigma - \Theta) u_i u_j - \Theta \gamma_{ij} , \tag{2.6}
\]

where \(u^\alpha = \sqrt{-1/g^\alpha t}(1, 0, 0, 0)\) (or \(\bar{u} = \sqrt{-1/g^tt}\)) is the four-velocity of mass elements on the shell and \(\gamma_{ij} = g_{\alpha\beta} - n_\alpha n_\beta\) is the induced 3-metric on the shell. We then have

\[
S_{ij} - \gamma_{ij} \frac{S}{2} = (\Sigma - \Theta) u_i u_j + \Sigma \frac{S}{2} \gamma_{ij} . \tag{2.7}
\]

In the static, spherically symmetric case,

\[
[[K_{ij}]] = \left[ \frac{\sqrt{\gamma}}{2} g_{ij,t} \right] . \tag{2.8}
\]

Discontinuities in the metric coefficients are then related to the surface energy and surface tension as \(35\)

\[
[[\sqrt{h}]] = -4\pi a \Sigma , \quad \left[ \frac{f'\sqrt{h}}{f} \right] = 8\pi (\Sigma - 2\Theta) . \tag{2.9}
\]

In order to summarize the above relations and reveal the independent parameter space of a thin-shell gravastar we define

\[
M_v \equiv \frac{4\pi \rho a^3}{3} , \quad M_s \equiv 4\pi a^2 \Sigma , \tag{2.10}
\]

which would be the volume- and surface-energy contents of the gravastar. In terms of \(M_v, M_s,\) and \(a\), we can obviously solve for \(\rho, \Sigma,\) and in addition we have

\[
M = M_v + M_s \sqrt{1 - \frac{2M_v}{a} + \frac{M_s^2}{2a}} , \tag{2.11}
\]

\[
\alpha = \frac{1 - 2M/a}{1 - 2M_v/a} , \tag{2.12}
\]

\[
\Theta = \frac{1}{8\pi a} \left[ \frac{1 - 4M_v/a}{\sqrt{1 - 2M_v/a}} - \frac{1 - M/a}{\sqrt{1 - 2M/a}} \right] . \tag{2.13}
\]

As a consequence, gravastar types can be specified by the dimensionless parameters \(M_v/a\) and \(M_s/a\). In this paper we only consider a simplified version of the original Mazur-Mottola gravastar, which has vanishing surface energy (\(\Sigma = 0\)) and

\[
M = M_v , \quad 8\pi a \Theta = -\frac{3M/a}{\sqrt{1 - 2M/a}} . \tag{2.14}
\]

However it is convenient to keep our notation general enough, because nonradial oscillations of a gravastar will in general produce nonzero variations of the surface energy (i.e., \(\delta \Sigma \neq 0\)).
III. GRAVITATIONAL PERTURBATIONS

In both the interior (de Sitter) and exterior (Schwarzschild) background space-times we consider perturbations in the Regge-Wheeler gauge \[34\], writing

\[
ds^2 = ds_0^2 + (\delta_{\text{RW}} g_{\mu\nu}) dx^\mu dx^\nu \tag{3.1}\]

where \( Y_{lm}(\theta, \phi) \) denotes the ordinary spherical harmonics and "\(^r\)" stands for terms obtainable by symmetry. In this gauge the perturbations split into two independent sets: the metric functions \( h_0 \) and \( h_1 \) are axial or odd parity perturbations, while \( H_0, H_1, H_2, K \) are polar or even parity perturbations. The linearized Einstein equations automatically require \( H_0 = H_2 \equiv H \).

In the rest of this section we work out perturbations of the gravastar space-time, including the dynamics of the shell itself, in three steps. In Sec. III A we present the well-known solution of the perturbation equations in de Sitter space-time in terms of hypergeometric functions and choose the solution that is regular at the origin \((r = 0)\). In Sec. III B we review metric perturbations in the Schwarzschild exterior. Finally, in Sec. III C we work out the junction conditions relating the interior and exterior Regge-Wheeler perturbations.

A. The de Sitter interior

The usual way to obtain the interior solution for perturbed stars is by direct integration of the system of ODEs \[10, 11, 12\]. Integrating a regular solution from the center would give boundary conditions at the stellar radius (or, in the case of a gravastar, at the location of the shell). For the de Sitter interior \((r < a)\) no numerical integrations are required, because a regular solution of the perturbation equations can be obtained in terms of hypergeometric functions \[13\]. To establish notation we review the basic equations below. Let us express the metric in terms of a compactness parameter \( C \equiv (2M/a)^3 \), related to the parameter \( \mu = M/a \) of Ref. \[36\] by \( C = 8\mu^3 \). Then we have (assuming \( \Sigma = 0 \))

\[
f(r) = 1 - \frac{8\pi\rho}{3} r^2 = 1 - \frac{2M}{a^3} r^2 \equiv 1 - C(r/2M)^2. \tag{3.3}\]

with

\[
\|\delta_{\text{RW}} g_{\mu\nu}\| = \begin{bmatrix}
  f(r)H_0(t, r)Y_{lm} & H_1(t, r)Y_{lm} & \frac{H_2(t, r)Y_{lm}}{h(r)} & h_0(t, r) \sin \theta \frac{\partial Y_{lm}}{\partial \theta} & h_0(t, r) \sin \theta \frac{\partial Y_{lm}}{\partial \phi} \\
  * & \frac{H_2(t, r)Y_{lm}}{h(r)} & h_1(t, r) \sin \theta \frac{\partial Y_{lm}}{\partial \theta} & h_1(t, r) \sin \theta \frac{\partial Y_{lm}}{\partial \phi} & r^2 K(t, r)Y_{lm} \\
  * & * & * & * & 0 \\

\end{bmatrix}, \tag{3.2}\]

In the de Sitter interior both axial and polar perturbations can be reduced to the study of the (frequency-domain) master equation

\[
d^2 \Psi_{\text{in}} + [\omega^2 - V_{\text{in}}(r)] \Psi_{\text{in}} = 0, \quad r < a, \tag{3.4}\]

where

\[
V_{\text{in}}(r) = \frac{l(l + 1)}{r^2} f(r) \tag{3.5}\]

and we introduced the tortoise coordinate, defined as usual by the condition \( dr/dr_* = f(r) \), which in this case yields

\[
r_* = \sqrt{\frac{3}{8\pi\rho}} \arctanh \left( \frac{(8\pi\rho r^2)^{1/2}}{3} \right), \quad r < a. \tag{3.6}\]

In terms of \( r \), the master equation reads

\[
\frac{\partial^2 \Psi_{\text{in}}}{\partial r^2} + \frac{f'}{f} \frac{\partial \Psi_{\text{in}}}{\partial r} + \frac{\omega^2 - V_{\text{in}}(r)}{f} \Psi_{\text{in}} = 0, \tag{3.7}\]

where a prime denotes a derivative with respect to \( r \). Near the origin, solutions of Eq. \(3.7\) behave as \( A_r r^{l+1} + B_r r^{-l} \). By requiring regularity at the center \((r = 0)\) we get, up to a multiplicative constant,

\[
\Psi_{\text{in}} = r^{l+1}(1 - C(r/2M)^2)^{-i\sqrt{C}} \tag{3.8}\]

where \( F(a, b, c, z) \) is the hypergeometric function \[44\]. From \( \Psi_{\text{in}} \) and its derivative we can get the axial perturbation variables in the frequency domain \[45\]:

\[
h_1 = \frac{r}{f} \Psi_{\text{in}}, \quad h_0 = -\frac{i}{\omega} \frac{d}{dr_*} (r \Psi_{\text{in}}). \tag{3.9}\]
The polar metric functions $K$ and $H_1$ can be obtained immediately from:

$$K = \frac{l(l+1)}{2r} \Psi_{\text{in}} + \frac{d\Psi_{\text{in}}}{dr_s}, \quad (3.10)$$

$$H_1 = \frac{i \omega r}{f} \left( \frac{\Psi_{\text{in}}}{r} + \frac{d\Psi_{\text{in}}}{dr_s} \right). \quad (3.11)$$

The quantity $H(=H_0 = H_2)$ and its derivatives can then be found from the algebraic relation

$$\left[ \frac{l(l+1)}{2} - \frac{1}{f} - \frac{\omega^2 r^2}{f} \right] K + \left[ -i \omega r - \frac{i l(l+1) C r}{8M^2 \omega} \right] H_1$$

$$- \frac{(l-1)(l+2)}{2} H = 0. \quad (3.12)$$

This procedure fixes all metric quantities and their derivatives in the interior. Here and henceforth in the paper we drop the dependence of $h_0, h_1, H, H_1$ and $K$ on $\omega$ and $r$.

### B. The Schwarzschild exterior

In the Schwarzschild exterior, axial and polar perturbations obey different master equations [46]. The determination of the axial perturbation variables can still be reduced to the solution of the Regge-Wheeler equation [39], a Schrödinger-like ODE identical to Eq. (3.7):

$$\frac{\partial^2 \Psi_{\text{out}}}{\partial r^2} + f' \frac{\partial \Psi_{\text{out}}}{\partial r} + \frac{\omega^2 - V_{\text{out}}(r)}{f^2} \Psi_{\text{out}} = 0, \quad (3.13)$$

where

$$V_{\text{out}} = f \left( \frac{l(l+1)}{r^2} - \frac{6M}{r^3} \right). \quad (3.14)$$

The metric can then be obtained from Eqs. (3.10), with $f(r)$ given by Eq. (2.7).

The perturbed Einstein equations relate the polar variables $(K, H, H_1)$ via three differential equations:

$$\frac{d}{dr} (fH_1) - i \omega (H + K) = 0, \quad (3.15)$$

$$-i \omega H_1 + f (H' - K') + f'H = 0, \quad (3.16)$$

$$K' - \frac{H}{r} + \left[ \frac{1}{f} - \frac{f'}{2f} \right] K + i \frac{l(l+1)}{2 \omega r^2} H_1 = 0, \quad (3.17)$$

and an algebraic relation:

$$\left[ \frac{l(l+1)}{2} - 1 + \frac{r f'}{2} \left( 1 - \frac{r f'}{2f} \right) - \frac{\omega^2 r^2}{f} \right] K$$

$$+ \left[ -i \omega r + i \frac{l(l+1)}{4 \omega} f' \right] H_1$$

$$- \left[ \frac{l(l+1)}{2} - f + \frac{r f'}{2} \right] H = 0. \quad (3.18)$$

Note that if we make the appropriate choice for $f(r)$, Eqs. (3.15)–(3.17) and the algebraic relation also apply to the interior de-Sitter spacetime [cf. Eq. (3.12)].

The Zerilli function $Z_{\text{out}}(r)$ [42], which satisfies a wave equation, and its spatial derivative are also constructed from $H_1$ and $K$ as

$$Z_{\text{out}} = \frac{H_{\text{out}}}{A_2 - A_1 A_3}, \quad (3.19)$$

$$\frac{dZ_{\text{out}}}{dr_s} = \frac{A_2 K_{\text{out}} - A_1 H_{\text{out}}}{A_2 - A_1 A_3}, \quad (3.20)$$

where

$$A_1 = \frac{6M^2 + \lambda/2 (1 + \lambda/2) r^2 + 3/2 \lambda Mr}{r^2 (3M + r \lambda/2)}, \quad (3.21)$$

$$A_2 = \frac{i \omega (-3M^2 - 3/2 \lambda Mr + r^2 \lambda/2)}{r^2 (3M + r \lambda/2) f}, \quad (3.22)$$

$$A_3 = \frac{i \omega r}{f} \quad (3.23)$$

and $\lambda = (l-1)(l+2)$. The metric perturbations can then be obtained by integrating the Zerilli equation outwards, starting from $r = a_-$, $a_+$. It is also useful to recall that (in the exterior) we can switch from the Zerilli function $Z_{\text{out}}(r)$ (3.20) to the Regge-Wheeler function $\Psi_{\text{out}}(r)$ by using a differential relation between polar and axial variables discussed in Chandrasekhar’s book [10]:

$$\alpha_{\pm} \Psi_{\text{out}} = \eta Z_{\text{out}} - \frac{dZ_{\text{out}}}{dr_s}, \quad \frac{d\Psi_{\text{out}}}{dr_s} = \alpha_{\pm} Z_{\text{out}} - \eta \Psi_{\text{out}},$$

where

$$\alpha_{\pm} = \frac{\lambda(\lambda+2)}{12M} \pm i \omega, \quad \eta = \frac{\lambda(\lambda+2)}{12M} + \frac{6M f(r)}{r(\lambda r + 6M)}. \quad (3.24)$$

From $Z_{\text{out}}$ and $dZ_{\text{out}}/dr_s$, we can easily compute $\Psi_{\text{out}}$ and $d\Psi_{\text{out}}/dr_s$ outside the shell and use them as initial conditions to integrate the Regge-Wheeler equation outwards. Leins et al. [17] showed that this procedure is convenient to compute polar oscillation modes by the continued fraction method; more details on the QNM calculation are given in Appendix B.

### C. The matching conditions

In this section we discuss the most delicate part of the perturbation problem, namely the junction conditions for the Regge-Wheeler perturbation variables across the shell. Here we only outline our strategy and present the results; more details are given in Appendix A. Technically, the application of Israel’s junction conditions is easier if the shell’s world tube happens to coincide with a fixed coordinate sphere at constant radius. However this is incompatible with choosing the Regge-Wheeler gauge in both the interior and the exterior, which is convenient to cast the perturbation equations into simple forms. In
fact, such a choice of gauge does not leave any freedom. We must explicitly parametrize the 3-dimensional motion of each mass element on the shell and then perform the matching on a moving shell. In order to take advantage of both the simplicity of the field equations and the convenience of matching on a fixed coordinate sphere, we carry out the matching in the following way. We first construct a particular coordinate transformation (for both the exterior and interior space-times) such that in the new coordinate system, any mass on the shell remains static on the coordinate sphere with \( r = a \). In this new coordinate system the metric perturbations will no longer be Regge-Wheeler, but will be augmented by quantities that carry information about how masses on the shell move in the Regge-Wheeler gauge. The stress-energy tensor of masses on the shell will correspondingly be modified. We then carry out the matching at \( r = a \) and obtain junction conditions relating the interior and exterior metric perturbations, plus equations of motion for matter on the shell. As could be anticipated from the general features of oscillations of nonrotating stars, axial perturbations do not couple to matter motion and the axial junction conditions are very simple, basically imposing continuity of the master variable \( \Psi \) and of its first derivative. Polar perturbations, on the other hand, do couple to matter motion, so polar junction conditions do involve the shell dynamics, i.e. its equation of state.

We parametrize the world line of matter elements on the shell in terms of the coordinates \((t, r, \theta, \phi)\) as follows:

\[
\begin{align*}
\tilde{t} &= \tau / \sqrt{f(a)}; \\
\tilde{r} &= a; \\
\tilde{\theta} &= \theta_\ast; \\
\tilde{\phi} &= \phi_\ast,
\end{align*}
\]

where \(\theta_\ast\) and \(\phi_\ast\) identify physical mass elements on the sphere, while \(\tau\) parametrizes their proper time. Note that the Lagrangian equations of motion will not be the same for the interior and exterior space-times. Therefore, points with the same \(t, \theta\) and \(\phi\) coordinates are not in general the same when viewed from the interior and from the exterior. As shown in Appendix A the four-velocity of the mass element \((\theta_\ast, \phi_\ast)\) at the scaled proper time \(\tilde{t} \equiv \tau / \sqrt{f(a)}\) is, to leading order in the perturbation variables:

\[
a^\alpha = [f(a)]^{-1/2} (1 + \delta t_\ast, \delta \tilde{r}_\ast, \delta \tilde{\theta}_\ast, \delta \tilde{\phi}_\ast). \quad (3.25)
\]

We now carry out a gauge transformation which maps the shell to a fixed location (note that two different gauge transformations are required for the exterior and for the interior). For any general gauge transformation \(\bar{x}^\alpha = x^\alpha - \xi^\alpha(x^\mu)\) we have, to first order in \(\xi^\mu\),

\[
\delta g_{\alpha\beta} = \bar{g}_{\alpha\beta}(\bar{x}^\mu) - g_{\alpha\beta}(\bar{x}^\mu) = \xi_{\beta} (x^\mu) + \xi_{\alpha;\beta}(\bar{x}^\mu), \quad (3.26)
\]

where the semicolon represents a covariant derivative with respect to the four-metric and \(g_{\alpha\beta}(\bar{x}^\mu)\) is the metric tensor in the new coordinate system. We impose that, when evaluated at \((t, r, \theta, \phi) = (\hat{t}, a, \theta_\ast, \phi_\ast)\), the vector \(\xi^\alpha\) coincides with \((\delta t, \delta \tilde{r}, \delta \tilde{\theta}, \delta \tilde{\phi})\), so that in the new coordinate system we will have

\[
\begin{align*}
\hat{t} &= \tau / \sqrt{f(a)}; \\
\tilde{r} &= a; \\
\hat{\theta} &= \theta_\ast; \\
\hat{\phi} &= \phi_\ast,
\end{align*}
\]

where we are ignoring second-order corrections. The full metric in the new coordinate system is

\[
\bar{g}_{\alpha\beta} = g_{\alpha\beta}^{(0)} + \delta_{RW} g_{\alpha\beta} + \delta g_{\alpha\beta}, \quad (3.28)
\]

where \(g_{\alpha\beta}^{(0)}\) is the static gravastar background metric, given by Eq. (2.4). The explicit form of \(\xi^\mu\) and the corresponding changes in the metric components, Eq. (3.26), are given in Appendix A where the equations of motion, as well as the gauge transformation, are presented systematically in a multipole expansion. We then match components of \(\bar{g}_{\alpha\beta}\) along the shell, which now simply sits at \((t, a, \theta_\ast, \phi_\ast)\), and apply Israel’s junction conditions to the extrinsic curvature given by \(g_{\alpha\beta}\). For axial perturbations these matching conditions read

\[
[[h_0]] = 0, \quad [[[\bar{h}^{a}_1]]] = 0. \quad (3.29)
\]

For thin shell gravastars \(h(r)\) is continuous across the shell, implying continuity of the Regge-Wheeler function \(\Psi\) and its derivative \(\Psi'\) across the shell [cf. Eq. (3.3)]. In more general cases where \(h(r)\) may have a discontinuity across the shell the axial junction conditions (3.29) show that \(\Psi\) must also be discontinuous.

The treatment of polar perturbations is more involved and it yields the following relations, determining the “jump” of the polar metric functions at the shell:

\[
[[K]] = 0, \quad (3.30)
\]

\[
[[K']] = -8\pi \frac{\delta \Sigma}{\sqrt{f(a)}}, \quad (3.31)
\]

\[
\frac{2M}{a^2} \left[[H] - [[H']] - 2f(a)[[H']] + 4i\omega[[H_1]]\right] = 16\pi \sqrt{f(a)} \left(1 + 2v_s^2\right) \delta \Sigma. \quad (3.32)
\]

Note that \(f(r)\) is continuous across the shell [cf. Eq. (2.3)]. The parameter \(v_s\) in the equations above depends on the equation of state on the thin shell, \(\Theta = \Theta(\Sigma)\):

\[
v_s^2 \equiv -\left(\frac{\partial \Theta}{\partial \Sigma}\right)_{\Sigma=0}, \quad (3.33)
\]

and it has the dimensions of a velocity. One might naively interpret \(v_s\) as the speed of sound on the thin shell and require \(v_s \leq 1\), i.e. that the speed of sound cannot exceed the speed of light. Furthermore, for a shell of ordinary, stable matter we would have \(v_s^2 > 0\). The standard argument used to deduce that \(v_s^2 > 0\) does not necessarily
hold when one deals with exotic matter (as in the case of gravastars and wormholes), so the specification of upper and lower bounds on $v_s$ may require a detailed microphysical model of the exotic matter itself\cite{48,49}. In our discussion of gravastar stability we will consider the whole range of $v_s$, but we will primarily focus on the range $0 \leq v_s^2 \leq 1$. The application of the polar junction conditions is more involved than the axial case due to their complexity, which arises from the fact that polar perturbations couple to oscillations of the shell.

Here we note that even though we have three quantities ($K$, $H$, $H_1$) that satisfy a coupled system of first-order ODEs in both the interior and exterior, in each region there is an algebraic relation relating the three quantities. For this reason we only need to impose two independent junction conditions, and Eqs. (3.30)–(3.32) provide exactly two independent relations among $K$, $H$ and $H_1$ (after eliminating $\delta \Sigma$). Alternatively, the number of junction conditions can be obtained considering that all metric perturbations can be expressed in terms of $\Psi^{\text{in}}$ and $\Psi^{\text{out}}$, and that each of these master variables satisfies a second-order ODE. More specifically, we use Eqs. (3.30)–(3.32) to determine two relations among ($\Psi^{\text{in}}$, $\partial_r \Psi^{\text{in}}$) and ($\Psi^{\text{out}}$, $\partial_r \Psi^{\text{out}}$), plus the corresponding $\delta \Sigma$.

### IV. NUMERICAL RESULTS

Some axial and polar QNM frequencies for a static thin-shell gravastar, as computed by the continued fraction method, are plotted in Figs. 1 and 2. The C++ code used for the calculations is an update of the Fortran code used in Ref.\cite{51} to verify and extend results on stellar oscillations by Kokkotas\cite{50} and Leins, Nollert and Soffel\cite{47}. For fixed $n$ (say, $n = 0$) this method singles out some spurious roots besides the physical QNM frequencies. The spurious roots can easily be ruled out, since they are not present for different values of $n$. Looking for roots with $n = 0$ is usually sufficient, but sometimes we get more stable numerical solutions for $n = 1$ and $n = 2$ when the QNMs have large imaginary part ($\omega_I \gtrsim 1.5$ or so).

The QNM spectrum with $\mu = 0.4$ corresponds to the empty (polar) and filled (axial) squares in the left panel of Fig. 1 respectively. Starting from $\mu = 0.4$, we follow each QNM as $\mu \to 0$ and as $\mu \to 1/2$ to produce the tracks displayed in the figure. For this value of $v_s$ some of these tracks end at the origin in the limit $\mu \to 0$, while others hit the pure-imaginary axis at some finite limiting compactness $\mu_{\text{imag}}$ (e.g. $\mu_{\text{imag}} \simeq 0.24$ for the first polar mode). The mode frequencies usually move clockwise in the complex plane (with the exception of QNMs displaying “loops”) as $\mu$ is increased. The imaginary part of both axial modes (continuous lines) and polar modes (dashed lines) becomes very small as $\mu \to 1/2$, i.e. when the gravastar most closely approximates a BH. The behavior is perhaps clearer from Fig. 2 where we separately show the real and imaginary parts as functions of $\mu$.

For both axial and polar spectra the dependence of the mode frequencies on the gravastar compactness resembles that of “ordinary” ultracompact stars: see e.g. Fig. 3 of Ref.\cite{52}. Intuitive models that capture most of the physics of this problem have been presented in Refs.\cite{53,54}. In their terminology, modes that emerge from the origin in Fig. 1 when $\mu \sim 0$ are $w$-modes or curvature modes, roughly corresponding to waves trapped inside the star. Modes emerging from the imaginary axis at some generally nonvanishing compactness are $w_{II}$-modes or interface modes, and they are similar in nature to acoustic waves scattered off a hard sphere\cite{55,56}. The only qualitative difference with Fig. 3 of Ref.\cite{53} are the “loops” appearing for higher-order $w$-modes, for which we have no analytical understanding.

The fact that $w$-modes are effectively waves “trapped inside the star”, while $w_{II}$-modes are interface modes, similar to acoustic waves scattered off a hard sphere, is also clear from the behavior of their wavefunctions in the stellar interior. The real and imaginary parts of the wavefunctions are shown in Fig. 8 (see Ref.\cite{47} for comparison with the wavefunctions of ordinary stars). This figure shows eigenfunctions computed at the polar QNM frequencies for the first four $w$-modes and $w_{II}$-modes with $l = 2$ and $v_s^2 = 0.1$. The plot shows that $w$-modes can be thought of as standing waves inside the gravastar, and that the overtone number corresponds to the number of nodes in the real and imaginary parts of the eigenfunction. The situation is different for $w_{II}$-modes, where the wavefunction has a maximum close to the shell, as ex-
FIG. 1: First few axial (continuous lines) and polar (dashed lines) QNMs of a thin-shell gravastar with $v_s^2 = 0.1$. In the left panel we follow modes with $l = 2$ as the compactness $\mu$ varies. In the right panel we do the same for modes with $l = 3$. Along each track we mark by different symbols (as indicated in the legend) the points where $\mu = 0.1, 0.2, 0.3, 0.4$ and 0.49. Our numerical method becomes less reliable when $2M \omega_I$ is large and when the modes approach the pure-imaginary axis. Numbers next to the polar and axial modes refer to the overtone index $N$ ($N = 1$ being the fundamental mode).

FIG. 2: Real (left) and imaginary (right) part of polar and axial QNMs with $l = 2$ as functions of $\mu$ for $v_s^2 = 0.1$. Linestyles are the same as in Fig. 1. Numbers refer to the overtone index.

One of our most important conclusions is that neither axial nor polar modes of a gravastar reduce to the QNMs of a Schwarzschild BH when $\mu \to 1/2$. In this limit, the real part of most modes is extremely small (much smaller than the Schwarzschild result, $2M \omega_R \simeq 0.74734$ for the fundamental mode with $l = 2$ [4]). Indeed, the QNM spectrum is drastically different from the QNM spectrum of a Schwarzschild BH: when $\mu \to 1/2$ the entire spectrum seems to collapse towards the origin. This is in sharp contrast with the Schwarzschild BH case and, as first noted in Ref. [32], it can be used to discern a very compact gravastar from a BH. In Appendix C we prove analytically that the QNM frequencies of a gravastar do not reduce to those of a Schwarzschild BH as $\mu \to 1/2$.

The proof is based on the observation that the Zerilli wavefunction for polar modes is continuous in this limit. It is clear from the figures that axial and polar modes do not have the same spectra for general values of $\mu$. However, figures 1, 2 and 4 provide evidence that axial and polar QNMs do become isospectral when the gravastar compactness approaches that of a Schwarzschild BH ($\mu \to 0.5$). An analytic proof of isospectrality in the high-compactness limit is given in Appendix C where we show that in this limit both the Zerilli and Regge-Wheeler functions are continuous at the shell.

From the matching conditions (3.29), (3.30), (3.31) and (3.32) it is quite clear that polar QNMs (unlike axial QNMs) should depend on $v_s$, i.e. [by Eq. (3.33)] on
FIG. 3: Top row: real and imaginary part of the wavefunction in the interior for the first four \( w \)-modes. Bottom row: real and imaginary part of the wavefunction in the interior for the first four \( w_{II} \)-modes. In both cases we consider polar QNMs with \( l = 2 \) and \( v_s^2 = 0.1 \).

The \( v_s \)-dependence of the modes is studied in Figs. 4, 5 and 6. In Fig. 4 we show the tracks described in the complex plane by the fundamental polar and axial \( w \)-mode as we vary the compactness parameter \( \mu \). The fundamental axial mode does not depend on the equation of state parameter, as expected, but the polar modes do change as a function of \( v_s \). The standard argument used to deduce that the speed of sound \( v_s^2 > 0 \) does not necessarily hold when one deals with exotic matter (as in the case of gravastars and wormholes). Therefore, for completeness, in the left panel of Fig. 4 we compute polar QNMs when \( v_s^2 < 0 \). Different linestyles correspond to different values of \( v_s^2 \), as indicated in the legend. The solid black line reproduces the fundamental axial \( w \)-mode of Figs. 1 and 2. The dashed black line corresponds to the fundamental polar \( w \)-mode for a shell with low sound speed (\( v_s^2 = 0.1 \), corresponding to the fundamental polar \( w \)-mode of Figs. 1 and 2). The dash-dash-dotted (red), dash-dotted (blue) and dotted (green) lines represent a marginally subluminal, imaginary sound speed (\( v_s^2 = -0.99 \)) and superluminal sound speeds (\( v_s^2 = -2 \) and \( v_s^2 = -4 \), respectively). Nothing particularly striking happens in this regime: QNM frequencies for polar and axial perturbations are different in all cases, but for large compactness the results become \( v_s \)-independent and modes of different parity become approximately isospectral, in agreement with the analytical results of Appendix C. Furthermore, as \( |v_s| \to \infty \) the polar modes seem to approach the axial mode. We can perhaps understand this behavior if we think that the shell is effectively becoming so stiff that matter decouples from the space-time dynamics, and only the “space-time” character of the oscillations survives.

The situation is more interesting in the case \( v_s^2 > 0 \), displayed in the right panel of Fig. 4. At first (when \( v_s^2 \leq 0.5 \) or so) the modes show a behavior similar to
that seen for $v_s^2 < 0$, albeit in the opposite direction (i.e. the real and imaginary parts of the QNM frequencies increase rather than decreasing when $|v_s|$ increases). When $v_s^2 = 0.7$ a cusp develops, and as the speed of sound approaches the speed of light (for $v_s^2 \gtrsim 0.9$ in the figure) the modes “turn around” describing a loop in the complex plane. The area of this loop in the complex plane increases until the sound speed reaches a critical value $1.013 \leq v_s^2 \leq 1.014$ (corresponding to $v_{\text{crit}} \simeq 1.007$). For $v_s > v_{\text{crit}}$ the QNM behavior changes quite drastically. The complex mode frequencies still approach the $\omega_l = 0$ axis clockwise as $\mu \to 0.5$. However, as $\mu$ decreases the modes approach the axis $\omega_l = 0$ very rapidly along tracks which are now tangent to the lower branch of the fundamental axial mode.

Even more interestingly, when $v_s^2 > 0$ there is also a second family of QNMs with very small imaginary part. A plot of the eigenfunctions shows that these modes are similar in nature to the $w_{1l}$-modes. The trajectories described in the complex plane by some of these weakly damped QNMs are shown in the left panel of Fig. 4. For comparison, the right panel of Fig. 4 shows some of the “ordinary” modes. These ordinary modes are the same as in the right panel of Fig. 3 except that this time we use a logarithmic scale for the imaginary part. The second family of QNMs plotted in the left panel has very long damping, and in this sense it is similar to the $s$-modes of “ordinary” ultra-compact stars discussed by Chandrasekhar and Ferrari [53]. There is, however, an important difference: unlike the $s$-modes, which exist only when a star is extremely compact, the weakly damped modes of a thin-shell gravastar only exist for small compactness $\mu < \mu_{\text{crit}}$.

In the left (right) panel of Fig. 4, we show the real (imaginary) parts of both families of QNMs as functions of $\mu$ for selected values of $v_s$. Both the real and imaginary part of the weakly damped modes tend to zero at some finite, $v_s$-dependent compactness $\mu$. The range where weakly damped modes exist increases with $v_s^2$. The fact that both the mode frequency and its damping tend to zero at the critical compactness $\mu_{\text{crit}}$ suggests that the mode somehow “disappears” there, rather than undergoing a nonradial instability, but this conjecture deserves a more careful analytical study. Plots similar to those shown in Fig. 4 show that the imaginary part of “ordinary” modes with $v_s^2 \gtrsim 0.84$ ($v_s \gtrsim 0.92$) rapidly approaches zero at some finite compactness $\mu$ while the real part of the modes stays finite. We are unable to track QNMs numerically when $2M\omega_l \lesssim 10^{-5}$ using the continued fraction method, and in any case we cannot really prove by numerical methods that $\omega_l \to 0$ at some finite compactness $\mu > 0$. When $v_s^2 = 1.0134$ the two family of modes approach each other along a cusp, but their frequencies and damping times never cross. The “ordinary” family of modes exists all the way up to $\mu = 0.5$ but it becomes unstable (in the sense that the imaginary part of the mode crosses the real axis with the real part remaining finite) at some finite, $v_s$-dependent value of the compactness $\mu$.

Summarizing, our numerical results suggest that (1) weakly damped QNMs only exist when their compactness is smaller than some $v_s$-dependent critical threshold and (2) when $v_s > 0$ and $v_s^2 \gtrsim 0.84$, the imaginary part of a QNM crosses the real axis at another critical threshold whose value can be estimated by extrapolation. Nonrotating thin-shell gravastars should be unstable against nonradial perturbations when their compactness is smaller than this critical value.
FIG. 5: Left: spectrum of the weakly damped family of QNMs. The vertical line corresponds to twice the orbital frequency of a particle in circular orbit at the ISCO: as we will discuss in a follow-up paper, only QNMs to the left of the line can be excited by a compact object inspiralling into the gravastar along quasi-circular orbits. In the case \( v_s = 0.8 \) the mode “turns around” describing a loop in the complex plane. For \( v_s \lesssim 0.8 \) the modes move clockwise in the complex plane as \( \mu \) increases. For \( v_s \gtrsim 0.8 \) they move counterclockwise and they cross the real axis at finite compactness. To facilitate comparison, in the right panel we show again the right panel of Fig. 4 using a logarithmic scale for the imaginary part.

FIG. 6: Real (left) and imaginary parts (right) of the fundamental polar \( w \)-mode for different values of the equation of state parameter \( v_s \). Different linestyles correspond to different values of \( v_s^2 \), as indicated in the legend. The horizontal line in the left panel corresponds to twice the orbital frequency of a particle in circular orbit at the ISCO: only modes below the line can be excited during a quasicircular inspiral.

The two thresholds are plotted in Fig. 3. Weakly damped QNMs with \( l = 2 \) exist only below the dashed line and, according to our extrapolation of numerical results, thin-shell gravastars should be unstable to nonradial perturbations with \( l = 2 \) below the solid line (we verified that the instability condition for \( l = 3 \) is less stringent than for \( l = 2 \)). The dashed line extends up to \( v_s^2 < 1.0134 \), where our numerical search for weakly damped QNMs becomes impractical (the modes trace smaller and smaller loops in the complex plane and they seem to disappear when the compactness is still smaller than \( \mu = 0.5 \)).

To validate results from the continued fraction method we used an independent numerical approach: the resonance method [57, 58, 59], which is applicable to QNMs with \( \omega_I \ll \omega_R \). The resonance method was first used by Chandrasekhar and Ferrari in their analysis of gravitational wave scattering by constant-density, ultra-compact stars [57, 58]. Chandrasekhar and Ferrari showed that the radial potential describing odd-parity perturbations of these stars displays a local minimum as well as a maximum when the stellar compactness \( \mu \gtrsim 0.39 \). If this minimum is sufficiently deep, quasi-stationary, “trapped” states can exist: gravitational waves can only leak out
to infinity by “tunneling” through the potential barrier. The damping time of these modes is very long, so they were dubbed “slowly damped” modes (or $s$-modes) \[57\].

A straightforward analysis of Eq. (3.5) and an inspection of Fig. 8 show that the axial potential for a gravastar develops a minimum when $\mu \gtrsim 0.43$. The compactness of ordinary stars is limited by the Buchdal limit ($\mu < 4/9 \approx 0.4444$), but since gravastars can be considerably more compact than this limit, $s$-modes can exist all the way down to the “Schwarzschild limit” ($\mu \to 0.5$). These modes can be computed via the continued fraction method, but since they are long-lived the resonance method, which is computationally very simple, provides very accurate estimates of their frequencies and damping times. We find that the resonance method and the continued fraction method are in very good agreement whenever the resonance method is applicable. In the limit $\mu \to 1/2$ we have $\text{Im}(\omega) \ll \text{Re}(\omega)$, and all QNM frequencies can be interpreted as “trapped” states.

The resonance method essentially confirms our continued fraction results for modes with $\omega_I \ll \omega_R$. In particular, it provides additional numerical evidence for the conjectured nonradial instability of thin-shell gravastars with low compactness. Despite the numerical evidence, an analytic confirmation of our estimates of the instability threshold would be highly desirable.

In this work we have studied the nonradial perturbations on nonrotating, thin-shell gravastars. It should not be too hard to extend our formalism to the more complex case of five-layer gravastars of the type originally proposed by Mazur and Mottola (see \[36\] for a treatment of the axial case).

A presumably less trivial extension concerns rotating gravastars. Slowly rotating gravastars may be unstable against scalar perturbations because of an exponential growth of the perturbations due to superradiance, the so-called “ergoregion instability” \[60, 61\]. An extension of the present formalism can be used to study nonradial gravitational perturbations of slowly rotating gravastars and to discuss their ergoregion instability, which is believed to be stronger for gravitational perturbations \[60\]. For gravastars this instability is due to superradiant gravitational wave scattering in the ergoregion, so it is essentially the same as the “$w$-mode instability” discussed by Kokkotas et al. for ultracompact stars \[62\]. The main difference is that gravastars can be more compact than constant-density stars, so we may expect the instability to be stronger.

Finally, our formalism can be applied to explore nonradial gravitational perturbations of nonrotating wormholes, where the position of the throat plays a role similar to the thin shell of a gravastar. Such an analysis could confirm or disprove some conjectures on the similarity of the QNM spectra of wormholes and BHs \[63\].

In follow-up work we will extend our study to explore QNM excitation by compact objects in closed orbits around thin-shell gravastars (see \[64, 65\] for similar studi-
ies considering the excitation of axial modes by scattering orbits). According to preliminary estimates by Norte, following the weak-gravity expansion of Poisson and Sasaki [68] (extended by Li and Lovelace [17] to general boundary conditions), the gravitational wave luminosity can change dramatically at the resonances, while being very close to the BH value in nonresonant conditions. A weak-field study should provide a reasonably accurate estimate of the orbital frequency at which the resonance occurs, but it can only provide a leading-order estimate of the radiated energy. A more precise characterization requires the numerical integration of the perturbation equations [67, 68, 69, 70]. In a follow-up paper we will compare gravitational radiation from EMRIs in thin-shell gravastars, we shall keep the discussion as general as possible. We focus on a background metric of the form \( g^\mu_\nu = \eta^\mu_\nu + \hat{\delta}^\mu_\nu \), keeping \( f(r) \) and \( h(r) \) generic.

The Regge-Wheeler gauge is incompatible with the requirement that the shell’s world tube sits at a fixed location. We deal with this issue in two steps: (i) we choose a coordinate system (system A) such that perturbations in both the interior and exterior are in the Regge-Wheeler gauge; (ii) we write down the equations of motion of mass elements on the shell in this coordinate system (separately for the interior and the exterior), and try to apply matching conditions on the boundary of this moving shell. We then transform to a new coordinate system (system B) in which the shell is fixed, simplifying the matching procedure. System B is an auxiliary tool for matching: when we consider perturbations of the gravastar induced (say) by orbiting particles we will mostly use system A, which is the usual Regge-Wheeler gauge.

Step (i) is a straightforward adaptation of formulas in Section III. In the Regge-Wheeler gauge, polar perturbations are defined by three functions \( K, H \) and \( H_1 \) for the interior and exterior, respectively. These functions satisfy an algebraic relation and two coupled ODEs, which can be used to reduce the problem to a wave equation. This means that we only need two conditions relating these quantities from the two sides. Similarly, for axial perturbations we have \( h_0 \) and \( h_1 \), which satisfy a coupled wave equation, and again we need only two conditions connecting the interior and exterior.

Now we go directly to step (ii), and parametrize the shell position as in Eqs. (6-24). Let us define

\[
\hat{t} \equiv \tau/\sqrt{f(a)},
\]

\[
\hat{F} \equiv (\partial F/\partial \hat{t}) = \sqrt{f(a)}(\partial F/\partial \tau).
\]

Note that \( \hat{t} \) simply a re-scaling of proper time of the mass element, and that \( f(a) \) is common to the interior and exterior, due to the requirement that the induced metric is continuous. In the absence of perturbations, \( \hat{t} \) coincides with \( t \). Henceforth, we will use \( (\hat{t}, \theta_*, \varphi_*) \) to parametrize the mass element. As a consequence, the four-velocity \( u^\alpha \) of the mass element \( (\theta_*, \varphi_*) \) would be as in Eq. (6-25). Imposing that \( g_{\alpha\beta}u^\alpha u^\beta = -1 \), we actually have to require that

\[
(1 + 2\hat{t})g_{tt}(\hat{t} + \delta t, a + \delta r, \theta_*, \delta \theta, \varphi_*, \delta \varphi) f(a) = -1,
\]

which, to leading order, is

\[
f'(a)\delta t(\hat{t}, \theta_*, \varphi_*) + 2f(a)\delta \hat{t}(\hat{t}, \theta_*, \varphi_*) - \deltaRW g_{tt}(\hat{t}, \theta_*, \varphi_*) = 0.
\]

Here \( \deltaRW g_{tt} \) is the tt-component of the metric perturbation in the Regge-Wheeler gauge.

We will now carry out a gauge transformation, both in the exterior and in the interior, which maps the shell to a fixed sphere. As explained in the main text, for any general gauge transformation \( \bar{x}^\alpha = x^\alpha - \xi^\alpha(x^\mu) \) we have

\[
g_{\alpha\beta}(x^\mu) = \bar{g}_{\alpha\mu}(\bar{x}^\rho) \left( \frac{\partial x^\alpha}{\partial \bar{x}^\rho} \right) \left( \frac{\partial x^\mu}{\partial \bar{x}^\rho} \right) = \left[ \bar{g}_{\alpha\beta} - \bar{g}_{\alpha\nu} \xi^\nu,\beta - \bar{g}_{\mu\beta} \xi^\mu,\alpha \right]_{\bar{x}^\rho},
\]

where we have ignored terms of second order in \( \xi^\mu \). Noting that

\[
g_{\alpha\beta}(x^\mu) = g_{\alpha\beta}(\tilde{x}^\mu + \xi^\mu),
\]

we obtain Eq. (3.20). This is the desired form, because we want to use \( \xi^\mu \) to transform to a coordinate system \( \tilde{x}^\mu \) where mass elements on the shell are fixed in spatial location and move uniformly in the time direction: i.e., for mass elements on the shell, \( \tilde{x}^\mu = (\hat{t}, a, \theta_*, \varphi_*) \). Then Israel’s junction conditions will be applied to the Regge-Wheeler metric evaluated at a fixed coordinate location \( (\hat{t}, a, \theta_*, \varphi_*) \), and in terms of the transformation generators (which are related to the motion of the shell in the Regge-Wheeler gauge).
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APPENDIX A: PERTURBATION EQUATIONS AND MATCHING CONDITIONS

In this appendix we develop the formalism to study polar and axial nonradial (linear) oscillations of an object consisting of a thin spherical shell separating two spherically symmetric regions. Though we are mainly interested in thin-shell gravastars, we shall keep the discussion as general as possible. We focus on a background metric of the form \( \bar{g}^\mu_\nu = \eta^\mu_\nu + \hat{\delta}^\mu_\nu \), keeping \( f(r) \) and \( h(r) \) generic.

The Regge-Wheeler gauge is incompatible with the requirement that the shell’s world tube sits at a fixed location. We deal with this issue in two steps: (i) we choose a coordinate system (system A) such that perturbations in both the interior and exterior are in the Regge-Wheeler gauge; (ii) we write down the equations of motion of mass elements on the shell in this coordinate system (separately for the interior and the exterior), and try to apply matching conditions on the boundary of this moving shell. We then transform to a new coordinate system (system B) in which the shell is fixed, simplifying the matching procedure.
Let us make four consecutive transformations

\[ \xi^{\alpha}(0) = \left[ -f^{-1}(r)g(t)Y_{lm}, 0, 0, 0 \right], \]

\[ \xi^{\alpha}(1) = \left[ 0, h(r)z(t)Y_{lm}, 0, 0 \right], \]

\[ \xi^{\alpha}(2) = \left[ 0, \frac{w(t)}{r^2}Y_{lm,\theta}, \frac{w(t)}{r^2 \sin^2 \theta}Y_{lm,\varphi} \right], \]

\[ \xi^{\alpha}(3) = \left[ 0, 0, \frac{x(t)}{r^2 \sin \theta}Y_{lm,\varphi}, -\frac{x(t)}{r^2 \sin \theta}Y_{lm,\theta} \right], \]

or, by lowering indices,

\[ \xi^{(0)\alpha} = [y(t)Y_{lm}, 0, 0, 0], \]

\[ \xi^{(1)\alpha} = [0, z(t)Y_{lm}, 0, 0], \]

\[ \xi^{(2)\alpha} = [0, w(t)Y_{lm,\theta}, w(t)Y_{lm,\varphi}], \]

\[ \xi^{(3)\alpha} = [0, 0, x(t)\epsilon_{\alpha\beta}Y_{lm}^{|\varphi}, x(t)\epsilon_{\alpha\beta}Y_{lm}^{|\theta}], \]

where the covariant derivative is defined with respect to the 2-dimensional metric

\[ G_{ab} = d\theta^2 + \sin^2 \theta d\varphi^2. \]

We impose that, when evaluated at \((\hat{t}, a, \theta_*, \varphi_*)\), the vector \(\xi^\alpha\) coincides with \((\delta t, \delta r, \delta \theta, \delta \varphi)\), so that in the new coordinate system Eqs. (3.27) will be valid. Such a transformation leads to the following changes in the metric components:

\[ \delta^{(0)\mu \nu} = \begin{bmatrix} 2\dot{y} - \frac{\dot{r}}{r}y & y\dot{\theta} & y\dot{\varphi} \\ \ast & \ast & \ast \\ \ast & \ast & \ast \end{bmatrix} Y_{lm}, \]

\[ \delta^{(1)\mu \nu} = \begin{bmatrix} \frac{-f'hz}{r} & \dot{z} \\ \ast & \ast & \ast \\ \ast & \ast & \ast \end{bmatrix} Y_{lm}, \]

which are purely polar perturbations:

\[ \delta^{(2)\mu \nu} = \begin{bmatrix} \dot{w}Y_{lm,\theta} & \dot{w}Y_{lm,\varphi} \\ -2wY_{lm,\theta} & -2wY_{lm,\varphi} \\ \ast & \ast & \ast \\ \ast & \ast & \ast \end{bmatrix}, \]

which are also polar perturbations, and finally

\[ \delta^{(3)\mu \nu} = \begin{bmatrix} \frac{x\epsilon_{\alpha\beta}Y_{lm}^{|\varphi}}{\epsilon_{\alpha\beta}} & \frac{x\epsilon_{\alpha\beta}Y_{lm}^{|\theta}}{\epsilon_{\alpha\beta}} \\ -2x\epsilon_{\alpha\beta}Y_{lm}^{|\varphi} & -2x\epsilon_{\alpha\beta}Y_{lm}^{|\theta} \\ \ast & \ast & \ast \\ \ast & \ast & \ast \end{bmatrix}, \]

which are axial perturbations. Here we have defined

\[ \phi_{mn} = \epsilon_m^* Y_{lm|na} + \epsilon_n^* Y_{lm|ma}, \]

where \(m, n\) and \(a\) run through \(\theta\) and \(\varphi\). Here \(\epsilon_{ab}\) is again defined with respect to the metric \([A7]\), so that

\[ \epsilon_{\theta \varphi} = -\epsilon_{\varphi \theta} = \sin \theta. \]

In terms of \(r\) and \(z\), the normalization of the 4-velocity would be written as

\[ 0 = -f'(a)h(a)z(\hat{t}) + f(a)H(\hat{t}, a) - 2f(a)[-f^{-1}(a)\dot{y}(\hat{t})] = -f'(a)h(a)z(\hat{t}) + f(a)H(\hat{t}, a) + 2\dot{y}(\hat{t}). \]

Here we note again that \(f_+ = f_-. \) In this new coordinate system the metric is given by Eq. (3.28), where

\[ \delta g_{ab} = \delta_{(1)} g_{ab} + \delta_{(2)} g_{ab} + \delta_{(3)} g_{ab}. \]

We are now in a position to match metric components along the shell, which simply sits at \((\hat{t}, a, \theta_*, \varphi_*)\). Of course, all of the matching conditions will be expressed in terms of the Regge-Wheeler metric perturbations, and the motion of the shell in the (internal and external) Regge-Wheeler gauges. In the \(\theta\) and \(\varphi\) directions, we have

\[ x_+(\hat{t}) = x_-(\hat{t}), \]

\[ w_+(\hat{t}) = w_-(\hat{t}), \]

\[ 2h_+(a)z_+(\hat{t}) + aK_+(\hat{t}, a) = 2h_-(\hat{t})z_-(\hat{t}) + aK_-(\hat{t}, a). \]

In the \(t\theta\) and \(t\varphi\) directions we have, in addition,

\[ y_+(\hat{t}) = y_-(\hat{t}), \]

\[ h_{a0}(\hat{t}, a) = h_{0a}(\hat{t}, a). \]

while in \(tt\) direction the matching condition is automatically satisfied, with

\[ \tilde{g}_{ab}(\hat{t}, a, \theta_*, \varphi_*) = -f(a), \]

accurate up to first order in the perturbations. This is a consistency check, since we have imposed that the four-velocity of mass elements on the shell is

\[ u^a = (1/\sqrt{f(a)}, 0, 0, 0), \]

which should have a norm of \(-1\). In simplified form, we have

\[ [x] = [w] = [y] = [h_0] = [2hz + aK] = [2\dot{y} + fH - f'hz] = 0. \]

The symbol \([\ldots]\), as defined by Eq. (25), gives the jump of any given quantity across the shell.

The four-velocity of mass elements on the shell is given by Eq. (A19). The surface stress-energy tensor of the shell is

\[ S_{jk} = [\Sigma - \Theta + (\delta \Sigma - \delta \Theta)Y_{lm}]u_ju_k, \]

\[ - (\Theta + \delta \Theta Y_{lm})T_{jk}, \]

A21
where \( j \) and \( k \) go through \( t, \theta \) and \( \varphi \). Now let us try to evaluate the extrinsic curvature of the shell at the location \((t, \theta, \varphi, \varphi)\). First of all, we note that

\[
n_n = (0, 1, 0, 0)/\sqrt{g^{rr}},
\]

and the extrinsic curvature is

\[
K_{ij} = -\nabla_i n_j = -n_{j,i} + \Gamma^{\rho}_{ji} n_\rho,
\]

where \( i, j \) run through \( t, \theta, \varphi \). Since \( n_\alpha \) only has a nonzero \( r \)-component the first term vanishes, and we obtain

\[
K_{ij} = \frac{1}{\sqrt{g^{rr}}} \Gamma^{r}_{ij}.
\]

From the static configuration of the star, it is easy to obtain that

\[
\|S_{jk}\| = \begin{bmatrix} \Sigma f(a) & -a^2 \Theta & -a^2 \Theta \sin^2 \theta \\ -a^2 \Theta & 0 & 0 \\ -a^2 \Theta \sin^2 \theta & 0 & 0 \end{bmatrix},
\]

\[
\|\bar{K}_{jk}\| = a \sqrt{h(a)} \begin{bmatrix} -2 f(a) \alpha^2 \alpha' & 1 + \frac{a f'(a) \alpha}{2} & \frac{1}{a} \frac{a f'(a) \alpha}{2} \sin^2 \theta \\ 1 + \frac{a f'(a) \alpha}{2} & 0 & 0 \\ \frac{1}{a} \frac{a f'(a) \alpha}{2} \sin^2 \theta & 0 & 0 \end{bmatrix},
\]

where \( j, k = t, \theta, \varphi \). From this we have relations (2.9) for static gravastars.

Now let us focus on first-order quantities. The tensors \( S_{jk} \) and \( K_{jk} \) can each be decomposed into six terms: for example,

\[
S_{jk} = S^{(1)} + S^{(2)} \sin^2 \theta + S^{(3)} \begin{bmatrix} \partial_\theta \\ \partial_\varphi \\ \csc \theta \partial_\varphi - \sin \theta \partial_\theta \end{bmatrix} + S^{(4)} \begin{bmatrix} 0 \\ 0 \\ \phi_{\theta\theta} \end{bmatrix} + S^{(5)} \begin{bmatrix} \phi_{\theta\theta} \\ \phi_{\theta\varphi} \\ \phi_{\varphi\varphi} \end{bmatrix}.
\]

We have

\[
S^{(1)} = f \delta \Sigma + [(\Theta - 2 \Sigma)(f H - h z f' + 2 y)],
\]

\[
S^{(2)} = -a (a K \Theta + 2 h z \Theta + a \delta \Theta),
\]

\[
S^{(3)} = -\Sigma (y + w),
\]

\[
S^{(4)} = \Sigma (h_0 - \dot{x}),
\]

\[
S^{(5)} = -2 \Theta w,
\]

\[
S^{(6)} = -\Theta x,
\]

and

\[
\bar{K}^{(1)} = \frac{f \sqrt{h}(H - a K') + f \sqrt{h} \lambda_L + 2 h - a h'}{a^2},
\]

\[
\bar{K}^{(2)} = \frac{a^2 \sqrt{h}}{2} \left\{ \begin{array}{l}
K' - H' + 2 (H_1 + \dot{z}) \frac{H}{a} \\
+ \left( \frac{a f'}{2 f} \right) \frac{2 K - H}{a} \\
+ \frac{2 (h - \lambda_L)}{a^2} + \frac{2 f' h + f h'}{a f}
\end{array} \right\} z',
\]

\[
\bar{K}^{(3)} = \frac{\sqrt{h}}{a} \left[ \frac{a H_1}{2} + 2 y + a \dot{z} + (1 + \frac{a f'}{2 f}) \dot{w} \right],
\]

\[
\bar{K}^{(4)} = \sqrt{h} \left[ \frac{\dot{x} - 2 h_0}{a} \left( 1 + \frac{a f'}{2 f} \right) + \frac{h_0 - h_1}{2} \right],
\]

\[
\bar{K}^{(5)} = 2 \sqrt{h} \left[ \frac{a z}{2} + w \left( 1 + \frac{a f'}{2 f} \right) \right],
\]

\[
\bar{K}^{(6)} = \sqrt{h} \left[ \frac{h_1}{2} + \frac{x}{a} \left( 1 + \frac{a f'}{2 f} \right) \right],
\]

where \( \lambda_L = -l(l + 1) \). Here \( \bar{K}^{(4)} \) and \( \bar{K}^{(6)} \) are axial quantities. The junction condition on \( \bar{K}^{(6)} \) yield

\[
\left[ \sqrt{h} H_0 \right] = 0,
\]

which together with \([h_0] = 0\) completes the junction conditions for axial perturbations (the junction condition on \( \bar{K}^{(4)} \) yields an equation of motion for the variable \( x \)). For polar quantities, from \([\bar{K}^{(5)}] = 8 \pi S^{(5)}\) we have

\[
\left[ \sqrt{h} z \right] = 0.
\]

Then matching \([\bar{K}^{(3)}] = 8 \pi S^{(3)}\) gives us an equation of motion for \( w \), while matching \([\bar{K}^{(1,2)}] = 8 \pi S^{(1,2)}\) yields

\[
\left[ \sqrt{h} \left( \frac{H}{a} - K' \right) \right] + \left[ \frac{2 h}{a^2} - \frac{h'}{a} \right] \sqrt{h} z = 8 \pi \delta \Sigma,
\]

\[
\left[ \sqrt{h} \left( K' - H' + \frac{2 h_1}{f} \right) \right] + \left[ \sqrt{h} \left( 1 + \frac{a f'}{2 f} \right) \frac{H}{a} \right] - \left[ \frac{h'}{a} - \frac{2 h}{a^2} + \frac{f'' h' - f h''}{2 f} \right] \sqrt{h} z = -16 \pi \delta \Theta.
\]
The remaining equations are
\[ [K] = -2([\sqrt{h}])\sqrt{hz/a} = 8\pi\Sigma\sqrt{hz}, \quad (A39) \]
\[ [H] = \left[ \left( f'\sqrt{h} \right)^2 \right] \sqrt{hz} = 8\pi(\Sigma - 2\Theta)\sqrt{hz}, \quad (A40) \]
\[ \delta\Theta = -v^2\delta\Sigma, \quad (A41) \]
where \( v \) is defined as in Eq. [3.33].

The formalism described above is more general than we need for a static thin-shell gravastar. It can easily be adapted to more general horizonless space-times and to static wormholes. For the Mazur-Mottolla gravastar, we have:
\[ \Sigma = 0, \quad \Theta = -\frac{[f']}{16\pi\sqrt{f(a)}}, \]
\[ [[f]] = 0 = [[f'']], \quad [f'] = \frac{6M}{a^2}, \quad [[f'']] = -\frac{12M^2}{a^2}. \]

Using the equations of Sec. [III A] above together with these junction conditions we obtain continuity conditions for the shell position, \([x] = [\psi] = [w] = [z] = 0\), and the matching conditions for the axial and polar perturbations functions presented in the main text [Eqs. (3.29), (3.30) and (3.31)].

**APPENDIX B: THE CONTINUED FRACTION METHOD**

Our numerical search for the QNMs of gravastars is based on the continued fraction method, as modified in [17, 50]. The QNMs of an oscillating gravastar are solutions of Eqs. [3.7] and [3.13], satisfying the boundary conditions imposed by physical requirements: \( \Psi \) should be regular at the origin, have the behavior of a purely outgoing wave at infinity and satisfy the junction conditions discussed in Section [III C]. The QNM frequencies are the (complex) frequencies \( \omega = \omega_R + i\omega_I \) for which these requirements are satisfied.

The numerical determination of the QNM frequencies is nontrivial, especially for modes with large imaginary parts (strongly damped modes). The reason is simple to understand. Solutions of Eq. [3.13] representing outgoing and ingoing waves at infinity have the asymptotic behavior \( \psi^{\text{out}} \sim e^{r/\tau} \) and \( \psi^{\text{in}} \sim e^{-r/\tau} \) as \( r \rightarrow \infty \), where \( \tau = 1/\omega \) is the damping time. Therefore, identifying by numerical integration the purely outgoing solutions (that is, those solutions for which \( \psi^{\text{in}} \) is zero) becomes increasingly difficult as the damping of the mode increases. The same problem also occurs in the case of QNMs of BHs, and was solved by Leaver [23]. Leaver found a continued fraction relation that can be regarded as an implicit equation which identifies the quasinormal frequencies, thus circumventing the need to perform an integration out to large values of \( r_+ \). This method was subsequently adapted to the polar and axial oscillations of a star [47, 50]. The Regge-Wheeler equation, which describes the perturbed space-time outside the gravastar, becomes
\[ \frac{d^2\Psi}{dr^2} + [\omega^2 - V_{\text{out}}] \Psi = 0, \quad (B1) \]
with
\[ V_{\text{out}} = \left( 1 - \frac{2M}{r} \right) \left( \frac{l(l+1)}{r^2} - \frac{6M}{r^3} \right) \quad (B2) \]
and the tortoise coordinate \( r_x = r + 2M \ln(r/2M - 1) \). We shall now write the solution of the Regge-Wheeler equation in a power-series form as follows. Defining \( z \equiv 1 - R_2/r \), where \( r = R_2 \) is some point outside the shell of the gravastar, and introducing a function \( \phi(z) \), related to \( \Psi(r) \) by:
\[ \Psi(r) = (r - 2M)^{-i2M\omega} e^{-iwr} \phi(z) \equiv \chi(r)\phi(z), \quad (B3) \]
one finds that \( \phi \) satisfies the differential equation:
\[ (c_0 + c_1z + c_2z^2 + c_3z^3)d^2\phi dz^2 + (d_0 + d_1z + d_2z^2)d\phi dz + (e_0 + e_1z)\phi = 0. \quad (B4) \]
The constants depend only on \( \omega, l \) and \( R_2 \) through the relations:
\[ c_0 = 1 - \frac{2M}{R_2}, \quad c_1 = \frac{6M}{R_2} - 2, \quad c_2 = 1 - \frac{6M}{R_2}, \quad c_3 = \frac{2M}{R_2}; \]
\[ d_0 = -2i\omega R_2 + \frac{6M}{R_2} - 2, \quad d_1 = 2 \left( 1 - \frac{6M}{R_2} \right), \quad d_2 = \frac{6M}{R_2}, \]
\[ e_0 = \frac{6M}{R_2} - l(l+1), \quad e_1 = -\frac{6M}{R_2}. \]
Let us now perform a power-series expansion of \( \phi(z) \):
\[ \phi(z) = \sum_{n=0}^{\infty} a_n z^n. \quad (B5) \]
By substituting this expression in Eq. [B4], the expansion coefficients \( a_n \) are found to satisfy a four-term recurrence relation of the form:
\[ a_1a_2 + \beta_1a_1 + \gamma_1a_0 = 0, \quad n = 1, \quad (B6) \]
\[ a_n a_{n+1} + \beta_n a_n + \gamma_n a_{n-1} + \delta_n a_{n-2} = 0, \quad n \geq 2, \]
where:
\[ a_n = n(n+1)c_0, \quad n \geq 1, \quad (B7) \]
\[ \beta_n = (n-1)n a_1 + nd_0, \quad n \geq 1, \]
\[ \gamma_n = (n-2)(n-1)c_2 + (n-1)d_1 + e_0, \quad n \geq 1, \]
\[ \delta_n = (n-3)(n-2)c_3 + (n-2)d_2 + e_1, \quad n \geq 2. \]
The coefficient \( a_0 \) is a normalization constant, and it is irrelevant from the point of view of imposing outgoing-wave boundary conditions. The ratio \( a_1/a_0 \) can simply
be determined by imposing the continuity of $\Psi$ and $\Psi'$ at $r = R_2$, since from Eq. (B3) it follows that:

$$a_0 = \phi|_{z=0} = \frac{\Psi(R_2)}{\chi(R_2)}, \quad (B8)$$

$$a_1 = \frac{R_2}{\Psi(R_2)} \left[ \Psi'(R_2) + \frac{i\omega R_2}{R_2 - 2M} \Psi(R_2) \right]. \quad (B9)$$

In the axial case, the values of $\Psi(R_2)$ and $\Psi'(R_2)$ can be obtained by taking the interior solution (3.8) at $r = a_-$ and applying the junction conditions (3.29) to determine the wavefunction in the exterior, i.e., at $r = a_+$. From then onwards, we can numerically integrate the Regge-Wheeler equation (3.30) up to $r = R_2$. The remaining coefficients can then be determined by recursion from Eq. (B3). In the polar case we proceed in a similar way: we obtain the Zerilli function $\Psi$ and its derivative at $r = a_-$ by imposing the matching conditions (3.29) and totally determine since the coefficients $\hat{\alpha}_n$, $\hat{\beta}_n$, and $\hat{\gamma}_n$, defined in eqs. (B10), (B12) are known functions of $\omega$. Moreover, from Eqs. (B3) and (B7), it is apparent that the dependence on the stellar model is all contained in the ratio $a_1/a_0$. Keeping in mind the definitions (B10), Eq. (B11) has a minimal solution then the following continued fraction relation holds:

$$a_1/a_0 = \frac{-\gamma_1 \alpha_1 \gamma_2 \alpha_2 \gamma_3 \ldots}{\beta_1 - \beta_2 - \beta_3 - \ldots} \quad (B17)$$

where the continued fraction on the RHS is convergent and completely determined since the coefficients $\alpha_n$, $\beta_n$, and $\gamma_n$, are known. Using the inversion properties of continued fractions, the latter equation can be inverted $n$ times to yield:

$$0 = f_n(\omega) = \beta_n - \frac{\alpha_n \gamma_n \alpha_n \gamma_n \alpha_n \gamma_n \ldots}{\beta_n - \beta_n - \beta_n - \ldots} \quad (B18)$$

for $n = 1, 2, \ldots$. These $n$ conditions are analytically equivalent to Eq. (B18). However, since the functions $f_n(\omega)$ have different convergence properties, each of them is best suited to find the quasinormal frequencies in a given region of the complex $\omega$ plane. This is the main reason for the accuracy and flexibility of the continued fraction technique.
APPENDIX C: HIGH-COMPAKTNESS LIMIT

To investigate the behavior at the surface of the gravastar in the high-compactness limit, we use the $z \to \frac{1}{z}$ transformation law for the hypergeometric function [44],

$$F(a, b, c, z) = (1 - z)^{-c-a-b} \frac{\Gamma(c)\Gamma(a+b-c)}{\Gamma(a)\Gamma(b)} \times F(c-a, c-b, a+b+1, 1-1) + \frac{\Gamma(c)\Gamma(a-b)}{\Gamma(c-a)\Gamma(c-b)} F(a, b, -c+a+b+1, 1) . \quad (C1)$$

Using Eq. \( \text{(C1)} \) in the limit when $C \to 1$ and $r \to a$ we get

$$\Psi \approx \left[ \frac{2(a - r)}{a} \right]^{iM\omega} \frac{\Gamma(l + \frac{1}{2})\Gamma(-i2M\omega)}{\Gamma(\frac{2}{2} + i2M\omega)} \frac{\Gamma(l + \frac{1}{2})\Gamma(2M\omega)}{\Gamma(\frac{2}{2} + i2M\omega)} \cdot (C2)$$

Within our conventions the first term is in-going, while the second term is out-going near the surface. So it is clear that in this regime both in- and out-going modes are present, and QNMs do not reduce to the Schwarzschild QNMs (which require only in-going waves). Furthermore, we can clearly see that in-going and out-going waves always have the same magnitude: the gravastar appears like a reflecting object, as suggested by \[79\]. Because this reflection happens in a polar coordinate system, it can simply be interpreted as due to the fact that waves going into a lossless gravastar will re-emerge without loss. Nevertheless, such a behavior already supports the conclusions of Ref. \[80, 81\], which showed that (for scalar fields) the ergoregion instability is more effective when the surface of the compact objects behaves like a “perfect mirror” in this sense.

It is easy to show that in the high-compactness limit

$$\Psi'(a_\pm) = \frac{i\omega a}{a - 2M} \Psi(a_\pm) . \quad (C3)$$

Solving for the metric quantities we find, up to dominant terms in $a - 2M$,

$$K(a_-) = \frac{l(l + 1) + 2ia\omega}{2a} \Psi(a_-) , \quad (C4)$$
$$K'(a_-) = -\frac{-i(l(l + 1) + 2a\omega}{2(a - 2M)} \Psi(a_-) , \quad (C5)$$
$$H_1(a_-) = -\omega a(\omega a - i) \frac{\Psi(a_-)}{a - 2M} , \quad (C6)$$
$$H_1'(a_-) = -\omega a(\omega a - i) \frac{\Psi(a_-)}{a - 2M} , \quad (C7)$$
$$H_0(a_-) = -\omega a(\omega a - i) \frac{\Psi(a_-)}{a - 2M} . \quad (C8)$$

In the exterior we get

$$K(a_+) = \frac{l(l + 1) + 2ia\omega}{2a} \Psi(a_+) , \quad (C10)$$
$$K'(a_+) = -\omega a(\omega a - i) \frac{\Psi(a_+)}{a - 2M} , \quad (C11)$$
$$H_1(a_+) = -\omega M(i + 4M\omega) \frac{\Psi(a_+)}{a - 2M} , \quad (C12)$$
$$H_1'(a_+) = -\omega M(2M\omega + i)(1 - 4iM\omega) \frac{\Psi(a_+)}{a - 2M} , \quad (C13)$$
$$H_0(a_+) = -\omega M(i + 4M\omega) \frac{\Psi(a_+)}{a - 2M} , \quad (C14)$$
$$H_0'(a_+) = H'_1(a_+) . \quad (C15)$$

Notice that, even though $H_1$ is not continuous at $r = a$, the Zerilli function is. Indeed, we get

$$Z^{\text{out}}(a_+) = \Psi(a_-) , \quad \Psi(a_+) = \Psi(a_+) . \quad (C16)$$

Thus, we conclude that in the high-compactness limit, the master wavefunction for polar perturbations is continuous across the shell. A trivial extension of the known Schwarzschild results then shows that polar and axial perturbations are isospectral for large compactness, i.e., when $a \to 2M$ and $\mu \to 1/2$.
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