Peaks and Valleys Model for Risks Mitigation in Financial System: A Method Based in Multilevel Thresholding with OBIA for Change Detections in Agricultural Areas, using Remote Sensing
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Abstract— The Geotechnologies has contributed to continuous and agile monitoring, allowing strategic decision, such as monitoring by Remote Sensing in the use and land cover with the agribusiness, which is one of the main sectors of the world economy. Agriculture is one of the responsible for the positive balance of trade in several countries and which many have government policies that subsidize agricultural credits to encourage the sector. Thus, it’s necessary to mitigate risks in the financeable agricultural areas, with quick and transparent inspection. In this scenario, a tool in Python language was develop containing a method, called of Peaks and Valleys (PV) Model, for remote monitoring of agricultural production with multitemporal changes detections. The study was in an area in Brazil, using 9 images from the Nanosatellite Planet, from 2017 to 2019. The method has a decision tree that was able to detect changes in the patterns of agricultural areas, issuing assertive signals in cases of deviation in behavior in the remote monitoring of cultivation, from initial cycle, full and final of maturation agricultural, with messages of warning of vegetation growth or alert of loss of vegetation. In model a multilevel thresholding is performed and descriptors extracted (Entropy, Homogeneity, Correlation and Euclidean Distance). The results indicated that when using multilevel thresholding aggregating contextual information with Object-Oriented refinement by Scale descriptor and application of Low Pass Filter by Mean Convolution, there is significant improvement in results. Was possible to assess the quality of the method and its feasibility for remote monitoring in agricultural production, where the model can be used as a significant indicator of oscillation and multitemporal trends in the use and land cover. Thus, the PV Model can facilitate inspection by of the countries with subsidies for agriculture, whether by inspectors from the Government or by Financial Institutions, in addition to reducing costs in the operational process concentrating face-to-face visits only for areas of large hectares.
I. INTRODUCTION

Globalization and technological advance have caused changes in the way Organizations. In the competitive and volatile scenario, where information is essential for strategic decision making, it is increasingly necessary to use tools that allow an efficient management of information, helping in the extraction of data and intelligent decisions.

In this scenario, the use of geotechnologies has contributed to a continuous and agile monitoring of the reality in society, acting in monitoring such as in the use and cover the land with the Agribusiness, which is one of the main sectors of the world economy. The agriculture is one of the main responsible for the positive balance of trade in several countries, and the sector is fundamental to the economy of developing countries [5] [43].

In the last years, the world population has been growing exponentially. Thus, it is necessary to optimize and improve the production process, for the better use of inputs, with investments in technology and better cultivation practices, because with the population increase greater demand for food will be necessary. Although, there are few countries that still have uncultivated areas that can be used for agriculture, where 90% of them in Africa and South America [1] [4] [57] [59] [73].

Considering the countries that have uncultivated areas that can be used for agriculture, a lot of do not have technologies for production and the lack of qualified professionals and economic resources. Therefore, within the perspectives and scenarios, the Brazil is an important global producer to supply as business opportunities and the production supply of food in the world. The country concentrates around 14% of the world's fresh water, has a diversified climate with regular rainfall and only 34% of its area is used in agribusiness. It’s one of the main producers of agricultural commodities in the world, the 4th largest grain producer and the agribusiness represents an growth in the economy with Gross Domestic Product (GDP) next to 25% [1] [17] [21] [22] [51] [64] [69].

Thus, as different countries, such as Egypt, Morocco, Nigeria, Japan, France, South Africa, among others, have government policies with incentives for agricultural financings, in the Brazil is not different, either by the importance of the sector in the economy whether due to the surplus in the balance of trade or inflation control. The most countries have government incentives in the sector through agricultural credits released by Banks and Financial Institutions. This rural credit is financing for rural producers whose activities involve the production and/or sale of products in the agricultural sector. Soon it is necessary to have risk mitigators in the financeable area in order to monitor agile and efficient manner the reality of agricultural areas, where many of the agricultural practices end up having financing through the National Financial System of countries sponsors. Thus, the use of geotechnologies helps with this monitoring in an agile and transparent way [1] [60] [73] [82].

For example, the Brazil Central Bank (Bacen) recommended that Banks and Financial Institutions, with rural credit operations, use the Remote Sensing to contract and inspect agricultural operations credit operations. According to Resolution, since 2016 the use of GISs (Geographic Information Systems), satellite images, photogrammetry or data obtained through RPAs (Remotely Piloted Aircraft), commonly known as Drones and UAVs (Unmanned Air Vehicles), is authorized to monitor agricultural financings and evaluate of the vegetative development in each phase of crop cultivation, recording the initial, full and final stages of vegetative development. In general, the countries have inspection methods are almost entirely in loco, which makes monitoring costly and often with only reactive actions [7].

One of the main applications of Remote Sensing is in detecting changes in land use and land cover. Through the analysis of a series of satellite images, with acquisition at different times, a comparison is made in the areas of interest in order to identify what, where and how much was modified in the study regions, through the spectral responses of the targets [74] [78].

Considering the context presented, the objective of this study was to propose a method of detection of changes in agricultural areas, by an open source tool with automated emission of messages for the cases in which a change in behavior is detected. Thus, a tool in Python language was developed, called LimiarIZC, where was developed modules and built the model that was called Peaks and Valleys, using multi-level thresholding in histograms and analysis based on objects. In this way, with the model are possible risk mitigators of the financeable area and remote inspection instead of in loco, reducing face-to-face work to monitor the development of cultures, analyzing the vegetative cycle of the crops by remote. The model was applied in a study area in Brazil but can be used in any region of other countries for monitoring areas with agricultural financing or that will be financed and thus have greater control and transparency.

II. THEORETICAL REFERENCE

2.1 Multilevel Thresholding

The segmentation is based on two characteristics relative to the shades of grey of an image: discontinuity
and similarity. The discontinuity method considers the abrupt change of gray values and the similarity method is based on the aggregation of pixels according to their similarity to neighboring pixels. Among the types of segmentation based on the similarity feature are the methods of segmentation by region growth, thresholding, basin and pyramid detection. In thresholding segmentation, a discretization of objects by thresholds is made over the image histogram, where segmentation in conjunction with digital processing enables temporal detection of changes. Thus, the segmentation algorithms, at an early stage, contribute to reducing the complexity of classifications in the detection of changes [14] [48].

Multi-level thresholding, or multilevel segmentation, can be defined as an extension of two-level segmentation methods, with the difference that it enables segmentation into multiple classes. Thus, its use is recommended when you have several objects in the scene that differ from the background. The presence of the various objects makes the gray level distribution histogram multimodal, where the segmentation threshold is found by the location of the valleys separating each of the objects into classes [79].

For [58], in a macro way and considering the evolution of the methods over the years, there are two classical methods of thresholding which were derived from the others. The first was the one proposed by Otsu [61], which aims at maximizing the variation between classes to find the optimal separability threshold. The second was the one presented by Kapur [42] that uses entropy maximization to measure homogeneity between classes. Both methods are efficient and precise for unimodal segmentation, that is, with two levels and presenting two classes. However, although the methods can be expanded to a multi-level threshold, the complexity and computational performance of the methods is exponentially intrinsic to the addition of new levels, making the process costly.

In recent years, different models have been proposed in order to foster the academic area with multi-level thresholding, aiming at improving the limitations of the methods presented by Kapur and Otsu [42] [61] for bimodal histograms, such as the work of [81] which uses the weighted variance of objects for detection. In [47] a recursive algorithm for multilevel thresholding is proposed, where the proposed algorithm demonstrates performance improvement over the original method. The study brings an approach that aims to maximize the variance between classes, the calculation of accumulated probability and moments of zero order and first order.

For [32] brings a hybrid approach to multilevel thresholding using the Otsu method and adjustments to the Gaussian function. The algorithm called Nelder-Mead (NM-PSO-Otsu) demonstrated that it improved the results presented through the original method. However, most models bring mathematical and computational complexity.

According by [71], thresholding methods can be grouped into six categories, according to the use of detection techniques, and they are based on histograms (focusing on the analysis of peaks, valleys and smoothing of curvatures), clusters (where gray level samples are grouped in parts separating the object from the background), entropy (where the algorithms use entropy to separate the regions between the objects and the background), in object attributes (where the similarity between the gray level and the binary images is measured, as in fuzzy similarity), in spatial methods (where they use the highest probability of distribution, as well as the correlation between pixels) and in local adaptive methods (where they consider the local value of each pixel).

Although there are different thresholding methods, those based on histograms are simple and quick to perform, as in general the logic of the technique is that pixels assume a categorization according to a defined pattern, and those that do not fit this label remain in another category. In general, in histogram-based methods, thresholds are selected based on the analysis of thresholds that promote the best separability of classes, adapting the Otsu method and using Gaussian models [11] [36] [55].

In a macro way, histogram-based thresholding techniques can be classified on two fronts. The first with thresholding techniques that determine the ideal thresholds, optimizing a certain objective function [33] [50] [80], where approaches based on entropy such as Shannon, Rényi [3] [67] [72] entropy correlation and cross entropy [68] can be found. However, the main obstacle is the high processing time. On the second front, there are techniques that seek the optimal thresholds through the form of histograms, where it is assumed that the intensity of pixels is similar on the same objects and distinct on different objects [50].

The proposed work reflects a multilevel threshold that can be applied to any type of histogram and aims to verify in an automated way whether or not a crop has been harvested. Thus, the model assumes that when there is a vegetation cut, becoming exposed soil in the satellite image, the response in the histogram would present a different gray level value for the region, compared to the same location in the histogram of the image at the previous time, displaying a valley instead of a peak and vice versa. The same occurs for vegetation, where it would present a higher frequency compared to the exposed soil.
2.2 OBIA - Object Based Image Analysis

The process of image classification allows, besides the identification of targets in satellite images, quantitative analysis of objects of interest in the scene, such as studies of the evolution of the environment, calculation of areas, among other factors in the detection of patterns and monitoring of behaviors. The process of extracting the information in the images is performed through classifiers, which have mathematical methods that directly assist in the stage of the classification process. Most methods are based on the attributes of tone, color and texture of the targets. One of the classifiers divisions is the main unit of analysis, being defined in classifiers per pixel and per region [18] [52].

The classifiers per pixel operate with the attributes of tone and color, as is the case of the classifiers of Parallelepiped, Euclidean Distance, Maximum Likelihood among others. The classifiers by region, on the other hand, in most cases work with the aspect of color, tonality and texture, like the Isoseg and Bhattacharya classifiers. While pixel by pixel classifiers use only the isolated spectral information of each pixel, those by region, besides the spectral information of each pixel, make use of the spatial information that involves the relationship between the pixels and their neighborhood. Thus, in region classifiers, it is necessary to use the segmentation technique to fractionate the image into regions with similar responses [14] [48].

In high spatial resolution images and in classifications where the spectral response of the targets is similar, the classifiers per pixel and per region may not perform efficiently. In such cases, the use of object-based classification becomes more satisfactory as a result of these types of classifiers using, in addition to hue, color and texture, other characteristics pertinent to the image, such as shape, location, size or scale among other attributes of the target of interest in the scene. In object-based classification, the region of pixels is called the object, and the characteristics of the objects are used in the classification decision. For the generation of objects, segmentation is required, where the user uses the object attributes in a decision tree for the classification [10].

Object based classifiers are based on the GEOBIA (Geographic Object Based Image Analysis) system, also known as OBIA (Object Based Image Analysis). Such classifications refer to a knowledge-based analysis, with automatic image interpretation, through Object-Oriented data analysis. Instead of the classification being performed only in isolated pixels - being pixel by pixel, without considering the neighborhood - it uses as parameter the segments or set of pixels. Therefore, it considers geometric particularities of the targets, such as area or scale, color, dimension, texture, format, proximity of segments, among other particularities and refinements. Thus, it not only uses spectral, but also structural and spatial characteristics in the process of class distinction [12] [56].

According by [31], the OBIA approach brings an advance in automatic classifications of orbital images, where it allows a better discrimination of features in high resolution images. Because it has less influence on the spectral mixing of targets, it automatically distinguishes the gray levels of the image, when compared with conventional classifiers. Because it is knowledge-based analysis and has less human intervention, automatic classification is close to reality in the field.

The GEOBIA paradigm consists, in a macro way, of the segmentation and classification steps. Segmentation defines the division of the image into groups with homogeneous characteristics taking into account factors defined by the operator, such as compactness, scale and smoothness. The classification is based on the definition of decision rules that reveal the properties of objects expressed by their attributes. Thus, the classification based on objects allows a better discrimination of features in high resolution images. Because it has less influence on the spectral mixing of the targets, it better distinguishes the grey levels of the image [14] [52] [54].

In the proposed method, the Peaks and Valleys Model (PV) was implemented, where it brings a multi-level thresholding approach by aggregating object-oriented (O.O.) contextual information. Through the extracted thresholding, the classification of the detected segments will be performed, which will be refined based on objects by the Scale descriptor, besides the context analysis of the segments through the extraction of the Entropy parameters and the Homogeneity and Correlation texture descriptors. In addition, the attributes of Euclidean Distance between the segments will be used, as well as the extraction of statistical parameters of Mean, Standard Deviation and Coefficient of Variation (CV). The descriptors extracted were intended to verify the behavior of the attributes before and after the O.O. refinement and before and after the application of the filter in the histograms, in order to verify if the OBIA information and the use of filter aggregated to the multilevel threshold promotes improvement of the results.

The Scale attribute used in OBIA refinement will be used to delimit the dimension of each object found. Through the parameter, the heterogeneity regarding the size of the objects will be checked. The larger the delimitation of the scale value, the larger the size of the regions generated. From the input parameters, defined by
the user in the tool developed, it will be possible to define the minimum percentage of area that each segment has, based on the total pixels of the image. If the object has a number of pixels lower than the determined percentage, the class will be grouped next, forming clusters according to the established definition, so that all classes have the minimum percentage of pixels stipulated, refining the segmentation for the effective recognition of patterns. The scale factor value may vary from zero to a user-defined finite value [6].

Entropy reflects the randomness of the image data, since the more dispersed the data, the higher the entropy values will be. Thus, the value reflects the impurity of the data, that is, the lack of homogeneity between the information [70]. The proposed method applied Shannon's entropy [72], which quantifies the information and measures the degree of uncertainty and can be used in the characterization of textures [9]. For the attributes of Homogeneity and Correlation, Haralick's descriptors [30] were used, which determine texture characteristics of the selected images. Homogeneity is a spatial autocorrelation measure representing the distribution of pixels along the cluster and/or image. The descriptor assumes high values when the texture presents small variations of gray levels, with a range from 0 to 1 [30]. In the Correlation, it is possible to analyze the similarity between the segments by means of the mean and standard deviation values, where the measurement allows verifying how much a pixel is correlated with its neighbor. Thus, the texture correlation measures the linear dependence of pixels in relation to their neighborhood. The comparison is performed on all pixels of the class and returns the average value to the cluster. The descriptor has values ranging from -1 to 1, where when an image or class has the pixels fully correlated, the value obtained is 1. When they are fully correlated, the value is -1 [30]. While the descriptors mentioned reflect the intra-cluster quality, the Euclidean Distance represents the inter-cluster separability, that is, it represents the geometric distance in multidimensional space, and the higher the value of the distance calculation, the less similar - or more dissimilar - the objects will be. Therefore, the smaller the value of the distance, the more similar the analyzed regions are. Thus, the distance between class ranges is expected to be the greatest possible, indicating the good separability of clusters [19].

The statistical parameters of Mean, Standard Deviation and CV are measures of dispersion that indicate the regularity of a data set, being possible to analyze the oscillation around the mean. The smaller the deviation, the closer the values are to the mean and the bigger, the more distant the values are from the mean. Thus, through the variables it is possible, for example, to check the mean of the objects that belong to a certain cluster and analyze if the pixels are close to each other or vary significantly. Also, the smaller the CV value found for the clusters, the more homogeneity there will be in the data [15].

Through the analysis of the extraction results of the attributes in the images, the knowledge model will be defined so that rules can be established for the detection of seasonal changes in the bi temporal analysis of the scenes, so that the multitemporal monitoring of changes can be performed.

2.3 Change Detections

There are different techniques for detecting changes through multitemporal image analysis developed in recent years, and there is no universally accepted method [20] [74]. The parameters of choice of these techniques depend on the objective of the research, as well as the preferences of the operator in the use of certain tools. In a macro way, the techniques of change detection can be grouped in five modalities: ratio between bands, difference between bands, analysis of main components, temporal spectral classification and comparison of individual classifications [39].

According by [28], the techniques of band ratio, subtraction or difference of image bands and main components are the most used for the detection of changes, being able to monitor changes in the spectral response pattern of vegetation as a function of time, either due to phenological changes of plant species or by anthropic interventions.

Among the approaches to detect change is pixel analysis, with studies from urban development [76] to changes in land use coverage [63]. However, the use of pixels as comparators of change is not an adequate approach when using high-resolution images, mainly because of the lack of contextual information for decision making and only pixel tonality or radiation [16] [34]. Furthermore, such detections are susceptible to noisy classifications with the so-called "salt and pepper" effect when considering only the pixel [8] [12] [16].

The task of distinguishing objects in an image, in a digital way, can be extremely exhaustive, requiring very elaborate filters and reaching very efficient results. However, requiring a high quality in the detection of changes, usually also requires a high price, that is, the algorithms have now high cost, high mathematical and computational complexity, high specificity and low robustness. In order to meet the requirements in a timely manner, digital image processing systems use, at a primary
stage, segmentation to highlight the background object [41] [53] [75].

A statistical trend analysis was proposed in order to complement the automated histogram sweep in search of thresholds in order to minimize possible false positive and/or negative alert emissions. The trend analysis aims to verify if the change occurred between the pair of scenes is due to loss of vegetation or vegetative growth.

The rules for emitting the flags were implemented by means of a decision tree proposed and developed in the tool created, considering a set of variables and descriptors of first and second order extracted from the base of analyzed images, where a spatial analysis of the objects will be carried out in order to evaluate if there were changes or not. Traditionally, decision tree algorithms, such as J48 [29], Random Tree [83], Random Forest [83], REPTree [83] and Logistical Model Trees or LMT [45], start from a set of chained rules forming a hierarchical structure similar to a tree. In J48, each node of the decision tree is assigned an attribute that best subdivides the classes into homogeneous sets, where the tree pruning criterion is used so that the search is not extensive. In Random Tree, a random quantity of attributes is considered at each node, without pruning the decision tree [27]. Unlike the others, in Random Forest the objective is the generation of several decision trees by means of randomly selected attributes, the chosen attributes being called bootstrap where there is replacement in the samples in order to improve the interpretation of data, forming new subsets that will constitute the decision tree [49]. In REPTree the decision tree uses information of gain and variance, where the values are changed according to the pruning aiming at error reduction [27]. Finally, the LMT algorithm aims the generation of trees through logistic regression, where the objective is to select relevant attributes in the data set through repetition [25].

In the study presented by [40], different classification algorithms based on trees were evaluated to select attributes in order to avoid cyber attacks, where Random Tree demonstrated the best predictive accuracy, with fewer false positives/negatives among the evaluated algorithms. In the analysis made by [37], Random Forest obtained 82% accuracy in the classification of ten tree species through WorldView-2 images in a study region located in eastern Austria. Although the algorithms have expressive results in several areas for data mining and pattern recognition, it was chosen to create the native tree of the proposed method through the attributes of statistical trend analysis for the emission of signals in the monitoring of alerts/warnings, because the analyzed data indicate a common behavior to express the trend. Thus, in the empirical model generated, the set of descriptors should be considered as attributes to direct the hierarchical tree, without the substitution of the parameters by the repetitivity employed in the traditional decision tree algorithms, aiming at finding the best separability attribute.

III. MATERIALS AND METHOD

3.1 Study Area and Materials

The study area is concentrated in the eastern portion of the Federal District (DF) around the region called PAD-DF, Federal District Directed Settlement Program, near the border of the state of Goiás in the municipality of Cristalina between latitude -16.09815 and longitude -47.47153 encompassing an area close to 70 hectares (ha), as shown in Fig. 1.
The polygon was chosen because it visually presented different nuances in the plot, which could represent different classes in the images and consequently multimodal histograms for the scenes. According to the field visit made in the property in 10/23/2019, in the plot there is the diversification of Horticultural crops. Thus, detailed tests were applied to the polygon in order to analyze the effective applicability of the tool developed in the distinction and separability of thresholds or classes of images. According to data from the Brazilian Agricultural Census and land structure [35] [38], of the total 6.5 MM of rural properties in the country, about 86.5% have less than 100 ha. Considering the DF dimension, the value rises to 94.3%. Thus, the size of the study polygon covers the largest quantity of rural properties.

The PAD-DF is a program implemented in 1977, with the intention of occupying large areas of the Brazilian Cerrado with agribusiness. The program arose from the need to offer an economic and agricultural destination to the areas of the Brazilian Cerrado in the Federal District, at a time when research initiatives and incentives for agricultural activities were emerging. Thus, it covers an area of over 60 thousand hectares, containing several types of economic initiatives, from areas with cereal plantations, horticultural crops, cattle farming, poultry farming among others, through producer settlements in isolated areas, rural nuclei and agricultural colonies, and in the region some of the main agricultural crops produced in the Brazilian Cerrado are found, such as soybeans, corn, wheat, cotton, beans, onions, potatoes and carrots [13] [26]. According to Table 1, nine Nanosatellite Planet images were used for monitoring the agricultural development cycle.

### Table 1: Images used for monitoring of the culture development cycle.

| Imagery Date       | Imagery Date       | Imagery Date       |
|--------------------|--------------------|--------------------|
| Nov 14, 2017       | Nov 28, 2017       | Dec 28, 2017       |
| (Time: 12h45'10'' |
% cloud: 0%)        | (Time: 12h43'58'' |
% cloud: 0%)        | (Time: 12h45'48'' |
% cloud: 0%)        |
| Feb 14, 2018       | Apr 27, 2018       | Oct 04, 2018       |
| (Time: 12h48'00'' |
% cloud: 0.16%)     | (Time: 12h50'43'' |
% cloud: 0%)        | (Time: 13h39'52'' |
% cloud: 0%)        |
| Jan 03, 2019       | Jan 15, 2019       | Feb 02, 2019       |
| (Time: 12h52'13'' |
% cloud: 0%)        | (Time: 12h58'38'' |
% cloud: 0%)        | (Time: 12h58'55'' |
% cloud: 0%)        |

The Planet images were defined as the scope of this work by the imaging characteristics of the nanosatellites, with a significant daily and spatial resolution of 3 meters, allowing the traceability of the plots with agricultural financing in an agile way, being fundamental for monitoring the vegetational cycle of crops. Thus, as the images are made available almost instantly when captured by the sensor system, if any abnormality outside the standard is detected in the automated monitoring proposed by the tool, it is possible to adopt timely actions in an agile and effective manner, such as, for example, on-site inspection for cases where some inconsistency was actually detected. Thus, it was adopted as a premise that the better the spatial temporal resolution the better the monitoring.

The analysis and selection of images were based on the criteria of scene availability, dates based on the phenological periods of the crops present in the plot, non-existence of clouds and visual inspection that indicated significant seasonal changes in the scenes, aiming to find periods with greater contrasts to evaluate the differences and consequently apply and validate the proposed method with assertive signs for the crops. The images used are the Ortho Scenes level 3B, which are made available by the supplier with geometric, radiometric and orthorectification corrections, in addition to being made available georeferenced, normalized and scaled with Radiance in the Top of the Atmosphere (TOA), being delivered in the analytical products for the 4 bands (R, G, B, NIR) [65].

Envi 4.8 and QGIS 2.18 applications were used to cut out the plot on the images and validate the accuracy of the classifications. However, the execution of the method proposed and implemented in the tool is independent of the use of other software. All processing was performed on a microcomputer with Intel I-7 processor, with processing speed of 2.8 GHz, RAM of 16GBytes, HD capacity of 1 TByte, SSD 224 GBytes and Windows 10 operating system.

### 3.2 Methodological Approach

The methodological procedure was divided into three stages, as shown in the Fig. 2.
3.2.1 Methodology – 1º Step
In the first stage the pre-processing of nanosatellite images was carried out, with the selection and clippings of the study areas, as well as the necessary treatments in the scenes for the complete effectiveness of the proposed method. In this way, in the clippings of the areas, masks were created to delimit only the plot of interest, besides the conversion of the scenes to 8 bits. After several tests, the conversion of the images was chosen to improve the performance and optimize the processing time in the execution of the models, besides minimizing the existence of short peaks and shallow valleys in the images.

3.2.2 Methodology – 2º Step
In the stage, a Multitemporal Detection Modeling was developed. The proposed method was implemented, in Python language, through the development of a tool, called LimiariZC, where a multilevel thresholding model called Peaks and Valleys (PV) was developed, with the objective of to propose a method for detecting changes in agricultural areas, with automated emission of messages for cases in which behavior change is detected. In the model, an automated histogram scan is performed in order to find the location of peaks and valleys in any type of histogram. The model aims at verifying if in a certain location the crop continues with the evolutionary growth according to the standard behavior or if there are signs of crop cutting or vegetation loss. In this way, it is possible that images are compared to pairs performing a bi temporal seasonal detection, from pre-planting to harvesting, passing through the different phases of cultivation.

In the Fig. 3 shows the macro task flowchart of the PV model developed in the change detection tool.

For each of the input images, the corresponding histograms are generated. In order to attenuate the short peaks and shallow valleys in the scenes, generating classes with a small number of pixels, it is possible to apply in the PV model low-pass convolution filter of the medium type in the histograms, besides an object based refinement by the Scale descriptor which agglutinates the classes according to the minimum percentage customizable considering the image dimension, forming clusters according to the established definition. With the application of the model, the statistical trend of the scenes is evaluated, emitting - according to the rules defined in the proposed decision tree - messages of vegetation loss alerts or vegetative growth warnings.

3.2.2.1 Peaks and Valleys Model
The purpose of the model is to search for the valleys in the image, that is, the places where the thresholds of separation of the scene classes from the grey level of the pixel are concentrated. In this way, if there is a valley, a threshold will be detected, and the image will be segmented through the threshold. The automatic thresholding algorithm developed allows the detection of the valleys through the signal transition of the histogram values, where every time there is a signal transition from negative to positive it indicates the position in which a valley is located, therefore, a new threshold and a possible new class. Each of the segments, delimited by the thresholds, comprises a new region fragment with homogeneous units. In this way, a monitoring is performed throughout the histogram in order to find the separation thresholds.

The Peaks and Valleys detection algorithm is executed according to the listed tasks:
1. For each histogram, the algorithm acts as if it divided the histogram into sub-regions or rectangles;
2. For each of the sub-regions the corresponding areas will be calculated;
3. For each one of the histograms, a resulting vector shall be created;
4. For each corresponding resulting vector, the result of each area calculation of the sub-regions will be stored;
5. In the resulting vector, automated searches will be performed verifying the signal transition between the elements (thresholds);
   ✓ If there is a transition from negative (-) to positive (+) sign, it indicates the position where a “valley” is located;
If there is transition from positive (+) to negative (-), it indicates the position where a "peak" is located;

6. After all thresholds in the image are detected in the resulting vector, each threshold interval will be associated with a class. Thus, the cluster of pixels located in a given threshold range will be part of the same class;

7. Through object-based analysis, the thresholds (or segments) can be refined by extracting attributes, using the Scale descriptor. The values of the parameters will be defined by the user, where the tool developed allows the customization of the parameters by the operator, according to the analysis of the input scenes;

8. In the resulting vectors, comparisons will be made between the stored thresholds for each one of the histograms, as well as analysis of statistical tendency in the images, aiming at finding changes in behavior from one analyzed image to another;

9. In case of detection of behavior changes in the different phases of the evolutionary cycle, according to the maximum percentage range of oscillation defined by the user and the statistical trend analysis, alerts/warnings will be issued by the developed tool.

The area calculation of each sub-region, containing the signal transitions, will be implemented through the mathematical model in Equation 1:

\[ A_n = [(X_{n+1} - X_n)(Y_{n+1} - Y_n)] \]  

Where \( A_n \) is the \( n \)th area calculation of the sub-region, \( n \) is the pixel position of the analyzed image, \( X_n \) the abscissa of the \( n \)th gray level and \( Y_n \) the ordinate of the \( n \)th gray level.

In the sequence, the values are stored in a resulting vector. Subsequently, the resulting vectors of each of the histograms are compared to each other for further classification. The vectors are analyzed to monitor possible class changes in the study areas, and detection is performed on each of the input images. The resulting vector, containing all calculations and signal transitions for the input images, is given by Equation 2:

\[ V_{\text{Result}} = [A_0, A_1, A_2, A_3, \ldots, A_n] \]  

Where \( V_{\text{Result}} \) is the vector containing all the results of the subregion calculations, concentrating all the signal transitions and the result of the area calculation, from the first to the \( n \)-th pixel of the image.

In Fig. 4, the proposed modeling for searching peaks and valleys is exemplified in the histogram of each input image. For each subregion of the histogram, each position of the pixels corresponding to the pair of coordinates \( (x, y) \) is monitored. Area calculation is performed for each of the segments, and the result is stored in the resulting vector of each histogram. Thus, there will be a resulting vector for each image analyzed, concentrating in each vector all the signal transitions of the calculations. The resulting vectors are compared among themselves, aiming at identifying, from a pre-established range, if the behavior of the resulting vectors is similar to each other, issuing warnings in cases of deviations from expected behavior. Thus, it is as if the input images obtained in different periods were being compared among themselves, aiming to identify behavioral changes.

Mathematically, the automated scan in the histograms, is performed as if the intention was to obtain the maximum and minimum points of a polynomial function. Thus, for a histogram with known polynomial degree, if the mathematical calculation of the first and second derivation was performed, it would be possible to discover the inclination of the tangent line to an \( f(x) \) function and thus find the points of minimum and maximum of the curvature [23]. However, the automation process is not trivial, since it should be customized according to each histogram because the function \( f(x) \) is not always the same. This is...
due to the fact that there is no standard polynomial behavior due to the shallow peaks and valleys in the image histograms. Thus, as for each image the degree of polynomial is different, the solution proposed in this article is the implementation of the algorithm that performs automated scanning, in search of the points of abscissas and ordinates in which there is the signal transition between peaks and valleys. If the comparison of detected thresholds or valleys is different in the pair of images analyzed, it is a strong indication that there were changes between the scenes, otherwise the quantitative would be equivalent.

3.2.2.2 Statistical Trend Analysis and Alert/Warning Emission

Based on the different images and tests applied, an exploratory analysis of the data was performed in order to characterize the behavior of the possible classes involved in the study for multitemporal detection modeling. Statistical trend analyses were performed in order to identify the spectral behavior of each of the growth and vegetation loss patterns, in order to obtain the spectral response of each of the targets and thus be able to complement the warning emission of the peak and valley model, in order to avoid false positives and/or negatives of vegetation loss. After the extraction of different first and second order statistical parameters, it was found that the attributes listed in Table 2 could be assertively used for detection of the vegetation (VEG) or the loss of vegetation with the presence of the exposed soil (E.S.).

| VARIABLES                          | ALERT                  | WARNING                |
|-----------------------------------|------------------------|------------------------|
| VARIABLES                         | I1 = VEG and I2 = E.S. | I1 = E.S. and I2 = VEG |
| Mean                              | I2 > I1                | I2 < I1                |
| Entropy                           | I2 > I1                | I2 < I1                |
| Standard Deviation                | I2 < I1                | I2 > I1                |
| Maximum Peak Frequency            | I2 < I1                | I2 > I1                |
| Coefficient of Variation with Homogeneity Analysis | ΔCV < 0 AND H < 0 | ΔCV >= 0 AND H >= 0 |

Thus, according to the statistical criteria analyzed, in the seasonal bi-time analysis between the scenes, an alert or warning signal should be issued for the monitored area. The warning message will be used to signal possible loss of vegetation while the warning message will be used to indicate vegetative growth trend. Through statistical trend analysis with the proposed attributes, a native decision tree was created in the tool for issuing the flags.

3.2.3 Methodology – 3° Step

In the 3rd stage the analysis of the Alerts/Warnings emissions was performed by visual interpretation of the input images, aiming to evaluate the implemented model of automated change detection. The results were compared in order to verify if visually the signals, in fact, should be issued and/or if in the assessment areas there were signs of some undetected, in order to avoid false positives and/or negatives. Thus, the agricultural areas of the multitemporal application were individually analyzed, being evaluated by means of the keys of interpretation regarding color, shape and texture [24].

IV. RESULTS AND DISCUSSIONS

The Fig. 5 shows the monitoring for the vegetative cycle of the stall from initial, full, maturation to cutting. For each image comparison, the statistical trend analysis is extracted, informing by means of signs the trend of the stall: if of warning of vegetative growth or alert of vegetation loss.

The proposed and developed method takes on average 25 seconds to process areas up to 100 ha. As can be seen in Fig. 5, the alerts and warnings issued were assertive in all tests, where it can be ratified by the visual comparison of the images with the different nuances of exposed soil and vegetation. Thus, it was verified that in the bi temporal analysis between the pair of images, when there are changes in vegetation nuances, indicating greater vegetative vigor in the most recent scene, a warning message of vegetation growth was issued, according to the transitions on 11/14/2017 and 11/28/2017 (Cycle 1), 11/28/2017 and 12/28/2017 (Cycle 2), 12/28/2017 and 02/14/2018 (Cycle 3), 10/04/2018 and 01/03/2019 (Cycle 6), 01/03/2019 and 01/15/2019 (Cycle 7) and 01/15/2019 and 02/02/2019 (Cycle 8).

On the other hand, in the biennial analyses of 02/14/2018 and 04/27/2018 (Cycle 4) and 04/27/2018 and 10/04/2018 (Cycle 5) the loss of vegetation is clear, indicated by the presence of exposed soil on the scene. Thus, an automated warning message of vegetation loss tendency was issued based on the decision tree developed.
Still analyzing the results presented in Fig. 5, in the Cycle 5 images although both scenes indicate the presence of exposed soil, the most recent image (04/27/2018) appears lighter and closer to white nuances indicating less vegetation remains compared to the older image (10/04/2018). Thus, the message of the warning of vegetation loss was flagged, indicating that the proposed method in the PV Model was assertive even for exposed soil transitions.

For the images of the area that succeeded the pre-planting, in the scenes of 01/03/2019, 01/15/2019 and 02/02/2019, representing Cycles 7 and 8, vegetation growth alerts were issued for the evolution of the initial vegetative cycle, full and maturation, according to the analysis of statistical trend performed. With the effectiveness of the alerts and warnings issued in an automated way, the accuracy of the threshold
classifications obtained in the tool was verified, according to Fig. 6.

| IMAGES | OBIA AND BEFORE FILTER | OBIA AND AFTER FILTER |
|--------|-------------------------|-----------------------|
| R(3)   | G(2)                    | B(1)                  |
| 1      | 11/14/2017              |                       |
| 2      | 11/28/2017              |                       |
| 3      | 12/28/2017              |                       |
| 4      | 02/14/2018              |                       |
| 5      | 04/27/2018              |                       |
| 6      | 10/04/2018              |                       |
| 7      | 01/03/2019              |                       |
| 8      | 01/15/2019              |                       |
| 9      | 02/02/2019              |                       |
|        | No Filter Scale 10%    |                       |
|        | LimiarZC                |                       |
|        | Image Validation       |                       |
|        | Reference               |                       |
|        | Filter 3x3              |                       |
|        | Scale 10%               |                       |
|        | Image Validation       |                       |
|        | Reference               |                       |

Fig. 6: Classifications extracted with the respective validation reference.

The validation of the classifications was performed by adopting as reference image the classification by visual interpretation, such classification being adopted because it acts in a proportional manner to the thresholding logic, where the visual interpretation, by means of screen digitalization with vectorization of the image, allows aggregating in a polygon the pixels with visually similar characteristics. Thus, in the PV model the groupings are formed based on the valley, which represents the gray tone with the lowest value in the histogram and separate similar regions based on the proximity of gray level. Thus, studies show that when the visual classification is used as a reference map of the actual scenario, it allows the decrease of the classification error with consequent increase in overall accuracy [66] [77].

Fig. 6 shows the analyzed input images with the respective threshold classification generated with OBIA refinement by 10% Scale, before and after the application of the filter passes low average convolution with 3x3 dimensions, besides the reference image used in the validation. The accuracy was extracted for the images with OBIA refinement and the use of the filter due to the application of the descriptors demonstrating that this is where the results had better quality in the groups.

For all the bimonthly analyses performed, the descriptors of Entropy, Homogeneity, Correlation and Euclidean Distance of the scenes were extracted in order to verify the behavior of the attributes before and after the O.O. refinement and before and after the filter application. The tests indicated that when the filter is applied to the scenes and the multilevel threshold with O.O. refinement there is a significant improvement of the extracted descriptors. In Fig. 7 to Fig. 10 we find as an example the attributes generated in the comparison of the scenes of Cycle 8, expressed in Fig. 5, with bi temporal analysis between the images of 01/15/2019 and 02/02/2019 which represent areas with expressive heterogeneity.

As can be seen in Fig. 7, the application of O.O. refinement and the use of the filter decrease the entropy in clusters extracted by the multilevel threshold. Considering the entropy values for the complete scene, for image 1 (01/15/2019) before O.O. refinement and without applying the filter, the highest entropy value was obtained for class 11, out of the 15 classes initially detected for the scene, with a maximum entropy of 2.48. For image 2 (02/02/2019), the highest value was for class 8, with 16 classes initially detected, with maximum entropy of 3.09.

After refining O.O. by Scale, for image 1 the maximum Entropy value decreased to 2.2 and now for class 2 the maximum of 7 classes detected after refining. For image 2, the maximum entropy value is now 3.0 and for class 4 it is 5 classes detected. With the application of the filter, the values before and after the refinement increase from 3.09 to 2.89 in image 1 and from 3.14 to 3.04 in image 2. Thus, the Entropy descriptor shows that when the multilevel thresholding with OBIA and filter is performed, there is a significant improvement in the impurity within the clusters, thus making the segments more homogeneous and the thresholding classification with better assertiveness tendency.
As can be seen in Fig. 8, the application of O.O. refinement and the use of the filter increase the homogeneity in the clusters extracted by the multilevel thresholding. Considering the homogeneity values for Fig. 1 (01/15/2019) before O.O. refinement and without application of the filter, the extracted homogeneity values of the threshold classes ranged from 0.57 to 0.82. For image 2, the values were in the range 0.62 to 0.89. After the O.O. refinement by scale, for image 1 the homogeneity values were in the range from 0.59 to 0.82 and for image 2 they remained from 0.62 to 0.89. With the application of the filter, the values before and after the refinement went from 0.70 to 0.83 to 0.72 to 0.83 in image 1 and from 0.66 to 0.87 to 0.68 to 0.87 in image 2, increasing in both scenarios the minimum values of homogeneity in the classes. Thus, the descriptor of Homogeneity, which varies from 0 to 1, shows that when the multilevel thresholding with OBIA and filter is performed, there is a significant improvement in homogeneity within the clusters, making the segments more homogeneous and the thresholding classification with better assertiveness tendency.

As can be seen in Fig. 9, the application of O.O. refinement and the use of the filter increase the Correlation in the classes extracted by the multilevel threshold. Considering the correlation values for image 1 (01/15/2019) before O.O. refinement and without the application of the filter, the values extracted from the threshold classes ranged from 0.97 to 0.99, as well as for
image 2. After O.O. refinement by scale, for image 1 the correlation values ranged from 0.98 to 0.99 and for image 2 they remained from 0.97 to 0.99. With the application of the filter, the values before and after refining remained at the nearly maximum descriptor values ranging from 0.99 to 1.0 for both images. Thus, the correlation descriptor, which varies from -1 to 1, demonstrates the similarity between the pixels of the threshold classes, that is, when the multilevel threshold with OBIA and filter is performed, there is significant improvement in the correlation of pixels within the clusters, making the segments more similar and the threshold classification with better assertiveness tendency.

As can be seen in Fig. 10, the application of O.O. refinement and the use of the filter increase the Euclidean distance between clusters, that is, the separability between the clusters or classes extracted by the multilevel threshold.

As can be seen in Fig. 10, the application of O.O. refinement and the use of the filter increase the Euclidean distance between clusters, that is, the separability between the clusters or classes extracted by the multilevel threshold.
the filter, the values before and after the refinement went from 0 to 2.148 to 238 to 2.148 in image 1. Thus, the Euclidean Distance descriptor shows that when the multilevel thresholding with OBIA and filter is performed, there is a significant improvement in the separability between the clusters, making the segments more homogeneous in the intra-cluster comparison and more dissimilar in the intercluster comparison, that is, increasing the distance between the segments and making the threshold classification with better assertiveness tendency.

Based on the results presented, it is possible to affirm that in addition to the extracted threshold classifications having had assertive signals of the culture development cycle, representing what actually occurred in the plot by the statistical trend analysis, according to Fig. 5, the visual validation of the signals ratifies the quality of the extracted threshold classification, in addition to the extraction of the descriptors finding that the use of OBIA and filter in the multilevel threshold improves the quality of the segments and consequently the threshold classifications.

Table 3 shows the accuracy metrics extracted for each of the classifications in Fig. 6. Thus, the Global Accuracy (G.A.), the Kappa (K), Tau (T) and the Global Disagreement of each of the classifications were generated, being obtained by the sum of the Quantity Discordance (Q.D.) and the Allocation Discordance (A.D.). To test the statistical significance between the Kappa indexes, for each classification intervals with 95% confidence were constructed for the coefficient, where bilateral Z hypothesis tests were performed in order to verify eventual equalities between the classifications at the level of significance of 5%, and comparisons were made between the classifications of the same model and classifications of different models. Thus, the null hypothesis was accepted or rejected from the comparison of the p-value with the significance level adopted, where considering the tabulated Z-value of 1.96 for the significance level of 5%, the results of the Z-Test classifications above 1.96 or below -1.96 were considered statistically different. Therefore, for classifications with Z calculated between -1.96 and 1.96, the hypotheses of equality between the classifications were accepted.

For the 18 classifications performed, about 33.34% of the classification confusion matrices are statistically equal to the 5% significance level, considering the same parameters for the classifications and study regions, before and after the application of the filter with Object-Oriented refinement by the Scale descriptor. Thus, considering the 95% confidence level, the equivalent classifications are those that had global accuracy at 100% with Kappa and Tau indexes of 1.0. Also, such classifications had the p-value of 1.0, being superior to the significance level of 5% with statistically significant acceptance of the null hypothesis of equality for those classifications. For the other classifications, the p-value was lower than 0.002, a value lower than the 5% significance level with rejection of the null hypothesis of equality among the classifications.

With the results of the classifications, we noticed variations between the different agricultural practices

| IMAGES | PEAK AND VALLEY MODEL WITH OBIA | Z-Test | G.A. (%) | K | T | Q.D. (%) | A.D. (%) | Z Score | 95% Conf |
|--------|--------------------------------|--------|---------|---|---|---------|---------|---------|-----------|
| 1      | NF 72.55 0.49                  | -187.4 | ≠       |
|        | YF 100 0.45                    |        |         |   |   | 26.9    | 0.5     |         |           |
| 2      | NF 100 1.0                     | 0      | =       |
|        | YF 100 1.0                     |        |         |   |   | 0.0     | 0.0     |         |           |
| 3      | NF 100 1.0                     | 0      | =       |
|        | YF 100 1.0                     |        |         |   |   | 0.0     | 0.0     |         |           |
| 4      | NF 100 1.0                     | 0      | =       |
|        | YF 100 1.0                     |        |         |   |   | 0.0     | 0.0     |         |           |
| 5      | NF 75.25 0.50                  | -151.3 | ≠       |
|        | YF 100 1.0                     |        |         |   |   | 23.4    | 0.0     |         |           |
| 6      | NF 54.40 0.44                  | 10.36  | ≠       |
|        | YF 51.21 0.41                  |        |         |   |   | 4.3     | 1.3     |         |           |
| 7      | NF 77.51 0.73                  | -27.7  | ≠       |
|        | YF 84.90 0.80                  |        |         |   |   | 16.1    | 6.4     |         |           |
| 8      | NF 58.81 0.51                  | -53.9  | ≠       |
|        | YF 77.13 0.68                  |        |         |   |   | 22.1    | 19.1    |         |           |
| 9      | NF 84.04 0.80                  | -50.6  | ≠       |
|        | YF 93.75 0.91                  |        |         |   |   | 4.6     | 11.4    |         |           |
| Mean   | NF 80.28 0.72                  | 8.38   | 11.34   |
|        | YF 89.67 0.87                  | 3.68   | 6.67    |
| Median | NF 77.51 0.73                  | 4.35   | 6.40    |
|        | YF 100 1.0                     | 0      | 0       |

* NF: No Filter; YF: Yes Filter; G.A.: Global Accuracy; K: Kappa Coefficient; T: Tau Index; Q.D.: Quantity Discordance; A.D.: Allocation Discordance; 95% Conf: 95% Confidence; ≠: Classifications are Differents; =: Classifications are Equals.
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present in the short and annual cycle plot in terms of accuracy, where more homogeneous areas with less variation in the time of the crop development cycle had greater assertiveness and less errors in the models. Thus, the more heterogeneous the crops within the stand, that is, crop diversity - according to the images in Cycles 6, 7 and 8, there is a tendency to be less global accuracy and agreement rates compared to crops in the stand with homogeneous areas.

Considering the mean and median values presented in Table 3, it is evident that the use of the filter aggregated to the OBIA refinement in the multilevel threshold, presenting higher classification results in relation to the model before the application of the filter. As compared in Table 4 with the mean and median values of the classifications performed for the complete development cycle of the plot, in the analyses performed, when the PV model was applied by multilevel thresholding with OBIA and filter, the results of global accuracy in median was 100%, being 29% higher in comparison with OBIA without application of the filter, with 77.51%.

| Model PV:\textsuperscript{1} | Model PV:\textsuperscript{2} | \(\Delta PV^1\) x \(\Delta PV^2\) |
|---|---|---|
| G.A. (%) | 80.28 | 89.67 | 11.7% |
|\textsuperscript{2}PV:\textsuperscript{2} Model (With Filter and with OBIA by the Scale Descriptor)\textsuperscript{3} | Kappa | 0.72 | 0.87 | 20.8% |
|\textsuperscript{2}PV:\textsuperscript{2} Model (With Filter and with OBIA by the Scale Descriptor)\textsuperscript{3} | Tau | 0.72 | 0.87 | 20.8% |
|\textsuperscript{2}PV:\textsuperscript{2} Model (With Filter and with OBIA by the Scale Descriptor)\textsuperscript{3} | Q.D. (%) | 8.38 | 3.68 | -56.0% |
|\textsuperscript{2}PV:\textsuperscript{2} Model (With Filter and with OBIA by the Scale Descriptor)\textsuperscript{3} | A.D. (%) | 11.34 | 6.67 | -41.2% |
| Mean | \(\Delta PV^1\) x \(\Delta PV^2\) | \(\Delta PV^1\) x \(\Delta PV^2\) |
| G.A. (%) | 77.51 | 100 | 29.0% |
|\textsuperscript{2}PV:\textsuperscript{2} Model (With Filter and with OBIA by the Scale Descriptor)\textsuperscript{3} | Kappa | 0.73 | 1.0 | 36.9% |
|\textsuperscript{2}PV:\textsuperscript{2} Model (With Filter and with OBIA by the Scale Descriptor)\textsuperscript{3} | Tau | 0.74 | 1.0 | 35.1% |
|\textsuperscript{2}PV:\textsuperscript{2} Model (With Filter and with OBIA by the Scale Descriptor)\textsuperscript{3} | Q.D. (%) | 4.35 | 0 | - |
|\textsuperscript{2}PV:\textsuperscript{2} Model (With Filter and with OBIA by the Scale Descriptor)\textsuperscript{3} | A.D. (%) | 6.40 | 0 | - |

The Kappa and Tau agreement rates had a median value of 1.0, being respectively 36.9% and 35.1% higher in comparison with OBIA without application of the filter. While the global median disagreement of quantity and allocation was 0% for the PV model by multilevel thresholding with OBIA and filter, the values were 4.35% and 6.40% respectively in comparison with the multilevel thresholding complemented with OBIA, but without the application of the filter. Considering the values in average, the variation in the measures of accuracy, agreement and disagreement are slightly smaller, however, the results with the application of filter and OBIA are still more expressive.

Fig. 11 shows the 95% confidence intervals (C.I.) for each of the Kappa coefficients obtained for the classifications performed. The C.I. takes into account the standard error, which is obtained by dividing the standard deviation by the square root of the sample size.

**Table 4:** Comparisons of mean and median values for the PV Model Classifications.

*CI_PV_RF_NF (Classification Confidence Interval for Peaks and Valleys Model with Object-Oriented Refinement by the Scale Descriptor and without Filter);*  
*CI_PV_RF_YF (Classification Confidence Interval for Peaks and Valleys Model with Object-Oriented Refinement by the Scale Descriptor and with Filter).*

**Fig. 11:** Confidence Interval: Comparative Before and After OBIA Refinement by Scale and Before and After Filter Application.
According to Fig. 5 and Fig. 11, from the classifications extracted in the model developed, for the classifications with maximum Kappa value of 1.0 (Cycles 1 to 5), the confidence interval had in the lower limit the value of 0.98, demonstrating the excellence of the classification at the level of significance adopted. For the model after the application of the filter, the lowest Kappa index was for Cycle 6 in the image of 10/04/2018, with value of 0.41. With the 95% confidence interval, the value range for this classification varied from 0.40 to 0.42. From the visual inspection of the scene, although initially it seems to present low diversity in the plot and there are characteristics of exposed soil, different nuances can be observed in the plot, being ratified by the information of 6 classes detected by the threshold originally extracted, according to Fig. 6. Thus, it is likely that the accuracy extracted was impacted by mixtures within the plot, such as soil being prepared for planting, which made it not so homogeneous in the transition period between scenes.

V. CONCLUSION

The application of tool developed in Python, called LimiarIZC, with the development of module for Peaks and Valleys model, with Object-Oriented refinement and the use of the filter, presented significant results of classifications, where it was found that in the multi-level threshold present in the PV model, when OBIA information is incorporated in addition to the use of filters, of medium convolution passes low, the results are more assertive. The different methods present in the literature regarding thresholding, aiming to find optimal thresholds of separability by different techniques [2] [32] [62] [81], in a macro way present high computational cost, complexity, high specificity and low robustness, and in general do not aggregate the contextual information allowing the O.O. refinement of the classes, which according to the results presented in the proposed approach showed to have the best accuracy.

Moreover, the low response time in processing- around 25 seconds for execution of the model for areas of up to 100 ha, which represent almost 90% of the rural properties in the country, contemplating in processing the emission of signals - with reduced investment cost, add innovation and differential technology, making the proposed method effective and attractive.

The decision tree built for the emission of automated signals for the detection of changes in the multi-level thresholding model, by means of an analysis of statistical trend from the extraction of a set of variables and descriptors that demonstrated a standard behavior of knowledge for remote monitoring of crops, proved to be significant in the emission of warning signals of loss of vegetation or warning of vegetative growth. The tree originated from the proposed method aimed that the attributes would direct the hierarchical tree, without the substitution of the parameters by the repetitivity employed in traditional decision tree algorithms such as J48, Random Tree, Random Forest, REPTree, Logistical Model Trees among others [27] [29] [37] [45] [49] [83], in order to find the best separability attribute.

The results indicated that the attributes extracted from Entropy, Homogeneity, Correlation, Euclidean Distance and Coefficient of Variation, whether extracted intra-clusters or inter-clusters, were positively affected with the use of the multi-level threshold with OBIA aggregated to the use of the filter. Although the work demonstrates the effectiveness of the descriptors to ratify the improvement of the clusters extracted by the automated multi-level thresholding with O.O. refinement and application of the filter, the use of descriptors in the monitoring corroborates with studies presented in which they proved feasible for the detection of changes [44] [46]. In the comparison of images with filter before and after O.O. refinement, it was observed that when the image goes through a filtering process, with smoothing of the short peaks and shallow valleys in the histograms, the filter decreases the Total Coefficient of Variation of the scene indicating less dispersion around the mean and improvement of the accuracy in the threshold classification. Also, the descriptors extracted indicated an improvement in the degree of impurity within the classes, making the groupings more similar, with greater homogeneity of pixels and classes more uniform, and correlation between pixels with improved threshold classification. Thus, it was detected that the separability between classes increased, demonstrating greater group isolation and a more precise classification with more dissimilar clusters when compared to each other.

Thus, with the set of results, it was possible to assess the quality of the proposed method and its feasibility for remote monitoring in agricultural productions, where the alert/warning emissions showed assertive results in all tests demonstrating the feasibility of attending in the mitigation of risks in the fundable area, without necessarily having on-site visits.

The results obtained showed that the model can be used as a significant indicator of oscillation and multitemporal trends in land use and cover for detecting changes without necessarily carrying out on-site visits and in line with the Government Consultancy for agricultural financings with the recommendation of the Central Bank of Brazil and which can be extended to other countries due to population growth and the need for new areas for planting with the
consequent release of agricultural credits. Thus, the methodology aims to monitor the development of cultures, reducing face-to-face work. Finally, although the models were applied in a study area in Brazil, can be used in any region of the planet for monitoring areas with agricultural financings or that will be financed, allowing greater control and inspection by those responsible for releasing agricultural credit, that usually has government subsidies.
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