ON THE WELL-POSEDNESS OF THE DAMPED TIME-HARMONIC GALBRUN EQUATION AND THE EQUATIONS OF STELLAR OSCILLATIONS
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Abstract. We study the time-harmonic Galbrun equation describing the propagation of sound in the presence of a steady background flow. With additional rotational and gravitational terms these equations are also fundamental in helio- and asteroseismology as a model for stellar oscillations. For a simple damping model we prove well-posedness of these equations, i.e. uniqueness, existence, and stability of solutions under mild conditions on the parameters (essentially subsonic flows). The main tool of our analysis is a generalized Helmholtz decomposition.

1. Introduction

In this paper we study the equations for time-harmonic acoustic waves in the presence of a steady background flow \( b \) and damping effects. Then the Lagrangian perturbations \( u \) of displacement satisfy Galbrun’s equation

\[
p(-i\omega + \partial_b)^2 u - \text{grad} \left( p c_s^2 \text{div} u + (\text{div} u) \text{grad} p \right) - \text{grad}(\text{grad} p \cdot u) + \text{Hess}(p) u + \gamma p(-i\omega) u = f \quad \text{in } D
\]

where \( \rho, p, c_s, b \) and \( f \) denote density, pressure, sound speed, background velocity and sources, \( \partial_b := \sum_{l=1}^3 b_l \partial_{x_l} \) denotes the directional derivative in direction \( b \), \( \text{Hess}(p) \) the Hessian of \( p \), \( D \subset \mathbb{R}^3 \) a bounded Lipschitz domain, and damping is modeled by the term \(-i\omega \gamma p u\) with damping coefficient \( \gamma \). Eq. (1a) has its roots in the time-dependent non-linear Euler equations. It was observed by Galbrun [14] that the Lagrangian linearization of these equations can be reformulated in an advantageous way, which reduces the number of unknowns. Galbrun’s equation (1a) and its time-dependent analog are used in aeroacoustics to model (and eventually reduce) noise caused by moving objects such as air-conditioning devices, cars or aircraft engines (see, e.g. [13]). There exist several related equations such as Goldstein’s or Möhring’s equations, for which we refer to the discussions in [3, 23] and references therein.

In this paper we will only treat boundary conditions of the form

\[
u \cdot \nu = g \quad \text{on } \partial D.
\]

The case of natural boundary conditions \( \text{div} u = g \) on \( \partial D \) poses no substantial differences in the analysis. Here and in the following \( \nu \) denotes the exterior unit normal vector on \( \partial D \). To treat unbounded domains, the boundary condition (1b) has to be complemented by a radiation condition at infinity, or replaced by a transparent boundary condition on artificial boundaries of a computational domain. The construction of such transparent boundary conditions is a topic of independent interest, which we will not touch here (see [2]).
This work has mainly been motivated by the equations of stellar oscillations, a generalization of Galbrun’s equation, which were first derived in [26]. They are formulated in a frame rotating at constant angular velocity \( \Omega \in \mathbb{R}^3 \) with the star and therefore involve additional rotational terms. Moreover, the (scaled) Eulerian perturbation \( \psi \) of the gravitational background potential \( \phi \) is needed as an additional scalar unknown to capture important types of waves in stars such as \( g \)- and \( f \)-modes. Stellar oscillations can be described by the following system of differential equations for the unknowns \( u \) and \( \psi \):

\[
\rho (-i\omega + \partial_t + \Omega \times) u - \text{grad}(\rho c_s^2 \text{div} u) + (\text{div} u) \text{grad} p - \text{grad}(\text{grad} p \cdot u) + (\text{Hess}(p) - \rho \text{Hess}(\phi)) u + \gamma \rho (-i\omega) u + \rho \text{grad} \psi = f \quad \text{in } D
\]

\[
-\frac{1}{4\pi G} \Delta \psi + \text{div}(\rho u) = 0 \quad \text{in } \mathbb{R}^3
\]

Here \( G \) denotes the gravitational constant, and \( u \) is set to zero on \( \mathbb{R}^3 \setminus D \). For a thorough discussion of the physical background of these equations and of their properties such as eigen-decomposition under radial symmetry we refer to the monographs [24, 27]. A sketch of the derivation of these equations is included in Sections 2.1–2.2. We have modeled the important effect of damping by the simple term \( \gamma \rho (-i\omega) u \) here. The most important mechanisms contributing to wave attenuation are believed to be radiative damping and interaction with turbulent convection (see [27]). More refined models of these processes will have to be developed and analyzed in the future. Another simple model of wave attenuation, which is convenient for a modal analysis, is to replace \( \omega \) by \( \omega + i\gamma \) (see [15]). Note that in comparison to (2a) this leads to additional terms after expanding the square.

As for Galbrun’s equation we only consider boundary conditions

\[
\nu \cdot u = g \quad \text{on } \partial D
\]

for \( u \) as well as a decay condition for \( \psi \):

\[
\lim_{|x| \to \infty} \psi(x) = 0.
\]

The equations (2) form the basis of helio- and asteroseismology (as opposed to seismology of the Earth, which is based on the linearized elasticity equations, at least in the solid mantle and crust). In asteroseismology and global helioseismology one aims to infer values of coefficients in a radially symmetric model from observations of eigen-frequencies. Whereas substantial simplifications apply in these applications due to the radial symmetry assumption, in local helioseismology, which aims at two- or three-dimensional imaging of physical quantities (in particular flows) in the solar interior, the full equations (3) are often used for the definition of forward problems (see [15]). Solar oscillations (Sunquakes) excited by turbulent convection in the outer convection zone have been observed continuously and at high resolution over more than 20 years by satellite and ground-based Doppler shift measurements (see [17] for more information). A simpler model based on a Helmholtz-type equation for the scalar quantity \( c_s \) \text{div} \( u \) as new unknown has been suggested in [16]. The scalar model in [16] cannot account for \( f \)- and \( g \)-modes, its validity is restricted to coefficients \( \rho, c_s \) and \( \gamma \) varying slowly compared to the wave-length. Moreover, it is not obvious how to relate \( c_s \) \text{div} \( u \) on the solar surface to the observed Doppler shift data. Therefore, it would be highly desirable to work with the full vectorial equation (2) instead, and the aim of this paper is to contribute theoretical foundations for such an approach.

It seems that surprisingly little is known about the fundamental question of well-posedness of the boundary value-problems (1) and (2), i.e. uniqueness, existence,
and stability of solutions to these or related differential equations. We are only aware of two references which report results on the well-posedness of Galbrun’s equation with non-uniform flow. The first one [10] considers the time-harmonic case. Its approach is to regularize the equation for the displacement and to derive an additional (transport) equation for the vorticity. In two space dimensions, for certain kinds of flows $b$ with small supremum norm of all first derivatives, the authors obtain Fredholmness of the system. The second one [23] considers the time-dependent case. Its approach is to obtain well-posedness for the Eulerian linearization and subsequently to construct a solution for Galbrun’s equation from the former. In contrast to these references, our approach is a purely “elliptic” one without any “transport equation techniques”.

Mathematical analysis of the equations of stellar oscillations seems to have focused mainly on the time domain equations, studying long-time (secular) stability in the absence of damping and on completeness of normal modes including potential contributions from continuous parts of the spectrum (see [4, 11, 25]). It has been known (see [25, Appendix A] and [11, eq. (3.16)]) that the sesquilinear forms associated to the operators in (1) and (2) without the first terms involving $i\omega$ are bounded from below by a (possibly negative) multiple of the squared $L^2$-norm. If the associated energy space was compactly embedded in $L^2$ and if $b = 0$, this would yield a Gårding-type inequality implying the desired Fredholmness of the differential operator. To deal with the lack of such a compact embedding, we derive a generalized Helmholtz decomposition which allows to establish weak $T$-coercivity for an operator $T$ flipping the sign of one of the components of this Helmholtz decomposition. By this means we obtain the well-posedness of the equations under quite weak assumptions: We only require a $H(\text{div})$-type regularity of the background flow $b$ and small enough $L^\infty$-norm, see Theorem 3.11. For sufficiently smooth $\rho$, $c_s$, $D$, and homogeneous pressure $p$ and gravity $\phi$, our smallness assumption on $b$ becomes

$$||c_s^{-1}b||_{L^\infty} < 1,$$

i.e. that the flow is everywhere subsonic. We demonstrate in one space dimension that the properties of the systems change considerably if this assumption is violated. For smooth, but not necessarily constant pressure and gravity, the constant on the right hand side may be smaller than 1, but tends to 1 as $\omega \to \pm\infty$. We stress that our results require very little smoothness of the flow and no assumption on the geometry of the flow (e.g. that “$b$ is filling”). These very weak assumptions on $b$ may, e.g., be advantageous in the context of iterative methods for inverse problem with the flow as unknown.

The remainder of this article is structured as follows. In Section 2 we derive the formerly presented sesquilinear form, define the corresponding Hilbert space and formulate our basic assumptions on the parameters. At the beginning of Section 3 we set our notation. In Subsection 3.1 we prove the existence of a generalized Helmholtz decomposition, which is suited for our sesquilinear form. See Theorem 3.5. In Subsection 3.2 we introduce the so-called Cowling approximation, which reduces the unknowns $(u, \psi)$ to $u$. We explain that the Cowling approximation is a suitable simplification to study the original equation. In Subsection 3.3 we consider the special case of homogeneous pressure and gravity. In Subsection 3.4 we consider the special case of no flow. In Subsection 3.5 we merge the two kinds of analyses for the case of general parameters. Finally, in Subsection 3.6 we consider the original equation and report our main results in Theorem 3.11 before we end the paper with some conclusions in Section 4. An appendix discusses variations of our main results for rough data under more stringent smallness assumptions.
2. Derivation and weak formulation

To help the reader finding a way through several versions of the basic equations discussed in the literature, we briefly sketch the derivation of Eq. (2) and then derive a weak formulation.

2.1. The non-linear equations. As usual the time coordinate is denoted by \( t \in \mathbb{R} \) and the spatial coordinate by \( \mathbf{x} \in \mathbb{R}^3 \). Following Lynden-Bell & Ostriker [26] we consider a fluid described by the velocity \( \mathbf{v}(t, \mathbf{x}) \in \mathbb{R}^3 \), the density \( \rho(t, \mathbf{x}) \in \mathbb{R} \), the pressure \( p(t, \mathbf{x}) \in \mathbb{R} \), the gravitational potential \( \phi(t, \mathbf{x}) \in \mathbb{R} \) in a coordinate system rotating at fixed angular velocity \( \Omega \in \mathbb{R}^3 \). The fluid is excited by an external force \( \mathbf{f}(t, \mathbf{x}) \in \mathbb{R}^3 \). Then the conservation of momentum in this rotating frame is described by the generalized Euler equations

\[
(\partial_t + \mathbf{v} \cdot \nabla) \mathbf{v} + 2\Omega \times \mathbf{v} + \nabla \times (\Omega \times \mathbf{x}) = \nabla \phi - \frac{1}{\rho} \nabla p + \frac{\mathbf{f}}{\rho} \quad \text{in } D,
\]

the conservation of mass by the continuity equation

\[
\partial_t \rho + \operatorname{div}(\rho \mathbf{v}) = 0 \quad \text{in } D,
\]

and the gravitational potential satisfies the equation

\[
-\frac{1}{4\pi G} \Delta \phi = \rho \quad \text{in } \mathbb{R}^3
\]

whereby \( \rho \) is set to zero in \( \mathbb{R}^3 \setminus D \) and \( G \) is the gravitational constant. Moreover, we impose the boundary condition

\[
\mathbf{v} \cdot \mathbf{n} = 0 \quad \text{at } \partial D,
\]

and the decay condition

\[
\lim_{|\mathbf{x}| \to \infty} \phi(\mathbf{x}) = 0.
\]

2.2. The linear time-harmonic equation. We consider a (sufficiently smooth) stationary equilibrium solution. That is \( (\mathbf{v}_0, \rho_0, p_0, \phi_0) \) solve Eqs. (3) and \( \partial_t \mathbf{v}_0 = \nabla \phi_0 = 0 \). For non-stationary solutions \( (\mathbf{v}, \rho, p, \phi) \) to (3), which are “close” to \( (\mathbf{v}_0, \rho_0, p_0, \phi_0) \), we define the Eulerian perturbations by

\[
\delta_L \varphi(t, \mathbf{x}) := \varphi(t, \mathbf{x}) - \varphi_0(t, \mathbf{x}), \quad \varphi \in \{ \mathbf{v}, \rho, p, \phi \}.
\]

The path of a fluid particle, which is at position \( \mathbf{y} \in D \) at time \( t = 0 \) is described by the solution \( X(\cdot, \mathbf{y}) \) to the initial value problem

\[
\partial_t X(t, \mathbf{y}) = \mathbf{v}(t, X(t, \mathbf{y})), \quad X(0, \mathbf{y}) = \mathbf{y}.
\]

The Lagrangian perturbations are defined by

\[
\delta_L \varphi(t, X_0(t, \mathbf{y})) := \varphi(t, X(t, \mathbf{y})) - \varphi_0(t, X_0(t, \mathbf{y})),
\]

where \( X_0 \) is defined by the same initial value problem as \( X \) with \( \mathbf{v} \) replaced by \( \mathbf{v}_0 \).

Our aim is to derive linear approximate equations for such perturbations. Let us abbreviate the Lagrangian perturbation of displacement \( \phi_d(t, \mathbf{x}) := \mathbf{x} \) by \( \mathbf{u} := \delta_L \phi_d \), i.e.

\[
\mathbf{u}(t, X_0(t, \mathbf{y})) := X(t, \mathbf{y}) - X_0(t, \mathbf{y}).
\]

(Often the symbol \( \xi \) is used instead of \( \mathbf{u} \).) Then the definition of \( \delta_L \varphi \) may be rewritten as

\[
\delta_L \varphi(t, \mathbf{x}) := \varphi(t, \mathbf{x} + \mathbf{u}(t, \mathbf{x})) - \varphi_0(t, \mathbf{x}).
\]

It follows that the Eulerian and Lagrangian perturbations are related by

\[
\delta_L \varphi \approx \delta_E \varphi + \mathbf{u} \cdot \nabla \varphi.
\]
Here and in the remainder of this subsection the relation \( \approx \) denotes equality up to first order terms in \( \mathbf{u} \). Subtracting (3a) with \( \mathbf{v} = \mathbf{v}_0 \) from (3a) with \( \mathbf{x} \) replaced by \( \mathbf{x} + \mathbf{u}(t, \mathbf{x}) \) and multiplying by \( \rho_0 \) yields

\[
\rho_0 \left[ \delta_L (\partial_t + \partial_\nu) \mathbf{v} + 2\Omega \times \delta_L \mathbf{v} + \Omega \times (\Omega \times \mathbf{u}) \right] = \rho_0 \delta_L \left[ \text{grad} \phi - \frac{1}{\rho} \text{grad} p + \frac{1}{\rho^2} \mathbf{E} \right].
\]

A straightforward computation (see [23, eq. (90)]) shows that

\[
\delta_L \mathbf{v} = (\partial_t + \partial_\nu \mathbf{v}).
\]

Moreover, as shown in [26], we have

\[
\delta_L (\partial_t + \partial_\nu) \approx (\partial_t + \partial_\nu_0) \delta_L
\]

up to first order terms in \( \mathbf{u} \). With the help of these two identities, the left hand side of (7) simplifies to

\[
\rho_0 (\partial_t + \partial_\nu_0 + \Omega \times )^2 \mathbf{u}.
\]

The right hand side can be simplified as in [26]. In particular, it follows from the continuity equation (3b) that

\[
\delta_E \rho + \text{div}(\rho_0 \mathbf{u}) \approx 0 \quad \delta_L \rho + \rho_0 \text{div} \mathbf{u} \approx 0
\]

to first order (see [26, eq. (19)]). Moreover, density and pressure can be related by an additional energy equation, which for adiabatic changes leads to a proportionality

\[
\frac{\delta \rho}{\rho_0} = \Gamma(x) \frac{\delta L \rho}{\rho_0}.
\]

Using (8) and (9), \( \delta_L \rho \) and \( \delta_L p \) can be eliminated from the expansion of \( \delta_L [\text{grad} p/\rho] \), and one arrives at

\[
\rho_0 \delta_L \left[ \frac{1}{\rho} \text{grad} p \right] \approx
\]

\[
- \text{grad} \left( \Gamma(\mathbf{u}) \text{div} \mathbf{u} \right) + \text{grad} (\rho_0 \text{div} \mathbf{u}) - \text{grad} (\text{grad} p_0 \cdot \mathbf{u}) + \text{Hess}(p_0) \mathbf{u}.
\]

Moreover, it follows from (6) that

\[
\rho_0 \delta_L \text{grad} \phi \approx \rho_0 \text{Hess}(\phi_0) \mathbf{u} + \rho_0 \text{grad} \delta_E \phi.
\]

Introducing the speed of sound by \( c_s := \sqrt{\Gamma_{p_0}/\rho_0} \) and setting

\[
\psi := \delta_E \phi
\]

and \( \mathbf{f} := \rho_0 \delta_L (\hat{\mathbf{f}}/\rho_0) \) (note that \( \delta_L (\hat{\mathbf{f}}/\rho_0) \) may contain dependencies of \( \mathbf{u} \) which are not considered here), and taking a Fourier transform in time, eq. (7) becomes

\[
\rho_0 (\partial_t - i \gamma + \partial_\nu_0 + \Omega \times )^2 \hat{\mathbf{u}} = \text{grad} \left( c_s^2 \rho_0 \text{div} \hat{\mathbf{u}} \right) - \text{grad} (p_0 \text{div} \hat{\mathbf{u}})
\]

\[
+ \text{grad} (\text{grad} p_0 \cdot \hat{\mathbf{u}}) - \text{Hess}(p_0) \hat{\mathbf{u}} + \rho_0 \text{Hess}(\phi_0) \hat{\mathbf{u}} + \rho_0 \nabla \psi + \hat{\mathbf{f}}
\]

where \( \hat{\mathbf{u}}(\mathbf{x}) \) denotes the Fourier transform of \( \mathbf{u}(\cdot, \mathbf{x}) \) evaluated at \( \omega \), and analogously for \( \hat{\phi} \) and \( \hat{\mathbf{f}} \). At this point we add the damping term \( -i \omega \gamma \rho \hat{\mathbf{u}} \) to the left-hand-side of (10) which models attenuation by gravitational radiation and viscosity [12, 11]. We note that this kind of damping differs from the damping model in [18, eq. (1)] where damping is modelled by replacing \( \omega \) by \( \omega + i \gamma \).

Applying \( \delta_E \) to the continuity equation and using (8) leads to \( -(4\pi G)^{-1} \Delta \delta_E \phi = \delta_E \rho \approx -\text{div}(\rho_0 \mathbf{u}) \). In the frequency domain this yields

\[
- \frac{1}{4\pi G} \Delta \psi + \text{div}(\rho_0 \hat{\mathbf{u}}) = 0.
\]

Moreover, it follows from (6) and (3d) that

\[
\mathbf{v} \cdot \mathbf{u} = \mathbf{v} \cdot \delta_L \mathbf{v} = \delta_E [\mathbf{v} \cdot \mathbf{v}] + \mathbf{v} \cdot \partial_\nu_0 \mathbf{v}_0 = \mathbf{v} \cdot \partial_\nu_0 \mathbf{v}_0
\]
which yields the boundary condition
\[(10c) \quad \nu \cdot \mathbf{u} = \nu \cdot \partial_n \mathbf{v}_0 \quad \text{on } \partial D.\]

Finally, (3e) leads to
\[(10d) \quad \lim_{|x| \to \infty} \hat{\varphi}(x) = 0.\]

Since from this point on we do not consider the time-dependent equations any-
more, we drop the hats of $\hat{u}, \hat{\psi}, \hat{f}$ and there will occur no confusion in the overloaded
notation. We also rename the velocity $\mathbf{v}_0$ as background flow $\mathbf{b}$
\[\mathbf{b} := \mathbf{v}_0.\]

and we drop the index 0 of the remaining quantities, i.e.
\[\rho := \rho_0, \quad p := p_0, \quad \phi := \phi_0.\]

In this notation the equations (10) coincide with (2) with $g = \nu \cdot \partial_n \mathbf{v}_0$.

2.3. The variational formulation. We introduce the scalar products
\[\langle u, u' \rangle := \int_D u \overline{u'} dx, \quad \langle u, \mathbf{u}' \rangle := \int_D u \cdot \overline{\mathbf{u}'} dx,\]
for scalar functions $u, u'$ and vectorial functions $\mathbf{u}, \mathbf{u}'$. Here $\overline{\cdot}$ denotes complex conju-
gation. Since we use the same symbol for the scalar products of scalar and vectorial
functions the notation is overloaded, but its meaning will always be clear from the
arguments. Henceforth we consider $D$ as the default domain for all function spaces
and suppress the dependency in the notation, if the domain equals $D$. Thus we
write e.g. $L^2 = L^2(D)$ and so on. If we do not explicitly indicate a particular field,
all spaces are over $\mathbb{C}$, e.g. $L^2 = L^2(D; \mathbb{C})$. Further, we set $L^2 := (L^2)^3$.

Next, to prepare the derivation of a variational formulation of (2) we consider
the following auxiliary steps. Basic algebraic computations yield
\[(\Omega \times \mathbf{u}) \cdot \mathbf{u}' = -\mathbf{u} \cdot (\Omega \times \mathbf{u}').\]

Due to (3d) and (3b). Since $\omega, \Omega, \mathbf{b}(x)$ are real (vector) valued, the operators $\omega, i\Omega \times, i\partial_b$ are selfadjoint with respect to $\langle \rho, \cdot \rangle$, i.e.
\[\langle \rho \omega \mathbf{u}, \mathbf{u}' \rangle = \langle \rho \mathbf{u}, \omega \mathbf{u}' \rangle, \quad \langle i\Omega \times \mathbf{u}, \mathbf{u}' \rangle = \langle \mathbf{u}, i\Omega \times \mathbf{u}' \rangle, \quad \langle \rho i \partial_b \mathbf{u}, \mathbf{u}' \rangle = \langle \rho \mathbf{u}, i \partial_b \mathbf{u}' \rangle.\]

Thus
\[\langle \rho (\omega + i \partial_b + i \Omega \times )^2 \mathbf{u}, \mathbf{u}' \rangle = \langle \rho (\omega + i \partial_b + i \Omega \times ) \mathbf{u}, (\omega + i \partial_b + i \Omega \times ) \mathbf{u}' \rangle,\]
i.e. $(\omega + i \partial_b + i \Omega \times )^2$ is selfadjoint with respect to $\langle \rho, \cdot \rangle$. Now, consider a solution
($\mathbf{u}, \psi$) to (2). If we test (2a) and (2b) with any $(\mathbf{u}', \psi')$ such that $\mathbf{u}'$ satisfies $\nu \cdot \mathbf{u}' = 0$
at $\partial D$, we obtain
\[a((\mathbf{u}, \psi), (\mathbf{u}', \psi')) = \langle \mathbf{f}, \mathbf{u}' \rangle\]
with the sesquilinear form
\begin{equation}
(12) \\
a(u, \psi, (u', \psi')) := \langle \nabla^2 \rho \nabla u, \nabla u' \rangle + \langle \nabla u, \nabla \cdot u' \rangle + \langle \nabla \cdot u, \nabla u' \rangle \\
+ \langle \text{Hess}(\rho) - \rho \text{Hess}(\psi) \rangle u, u' \rangle \\
- \langle \rho (\omega + i \partial_\Omega + i \Omega \times) u, (\omega + i \partial_\Omega + i \Omega \times) u' \rangle \\
- i\omega \gamma \rho u, u' \rangle \\
- \langle \nabla \psi, \rho u' \rangle - \langle \rho \nabla \psi, \nabla \psi' \rangle + \frac{1}{4\pi G} \langle \nabla \psi, \nabla \psi' \rangle.
\end{equation}

Consequently, we define the Hilbert space
\begin{equation}
(13a) \\
X_b := \{ u \in L^2 : \quad \text{div} u \in L^2, \quad \partial_\Omega u \in L^2, \quad \nu \cdot u = 0 \text{ at } \partial D\}.
\end{equation}

where the subscript \( b \) will usually be omitted, with inner product
\begin{equation}
(13b) \\
\langle u, u' \rangle_X := \langle \text{div} u, \text{div} u' \rangle + \langle \partial_\Omega u, \partial_\Omega u' \rangle + \langle u, u' \rangle \\
\end{equation}
(see Lemma 2.1). The appropriate space for the gravitational potential \( \psi \) is a bit more technical since the \( L^2(\mathbb{R}^3) \)-norm of \( \psi \) cannot be bounded by means of the sesquilinear form \( a(\cdot, \cdot) \). By the standard Helmholtz decomposition the set \( G := \{ g \in L^2(\mathbb{R}^3) : \quad \text{curl} g = 0 \} \) is a closed subspace of \( L^2(\mathbb{R}^3) \) and hence a Hilbert space with the \( L^2 \)-inner product. For each \( g \in G \) exists a unique gradient potential \( \psi \in H^1_{\text{loc}}(\mathbb{R}^3) / \mathbb{C} \) such that \( g = \nabla \psi \). We define
\begin{equation}
(14) \\
H^1_\nu := \{ \psi : \nabla \psi \in G \}, \\
\langle \psi, \psi' \rangle_{H^1_\nu} := \langle \nabla \psi, \nabla \psi' \rangle_{L^2(\mathbb{R}^3)}
\end{equation}
as appropriate Hilbert space for the gravitational potential \( \psi \). Hence for reasonable parameters \((D, \omega, \Omega, c_s, b, \rho, p, \phi, \gamma)\) an appropriate space for (12) will be \( X \times H^1_\nu \).

We will detail our assumptions on the parameters in the following.

2.4. Basic Assumptions. Let \( D \) be a bounded Lipschitz domain. Let \( \omega \in \mathbb{R} \) and \( \Omega \in \mathbb{R}^3 \). Let \( c_s, \rho, \gamma : D \rightarrow \mathbb{R} \) be measurable and such that there exist positive constants \( c_s, \overline{\rho}, \overline{c_s}, \overline{\overline{\gamma}}, \overline{\gamma} \) with
\begin{equation}
(15) \\
\underline{\rho} \leq \rho \leq \overline{\rho}, \quad c_s \leq c_s \leq \overline{c_s}, \quad \underline{\gamma} \leq \gamma \leq \overline{\gamma}
\end{equation}
amost everywhere in \( D \). Let \( p, \phi \in W^{2,\infty}(D, \mathbb{R}) \). Let \( b \in L^\infty(D, \mathbb{R}^3) \) be such that \( \text{div}(\rho b) \in L^2(D) \). We require the latter assumption to well define the distributional derivate \( \rho \partial_\Omega u \)
\begin{equation}
(16) \\
\langle \rho \partial_\Omega u, u' \rangle := -\langle \rho u, \partial_\Omega u' \rangle - \langle \text{div}(\rho b) u, u' \rangle
\end{equation}
for \( u' \in (C^\infty_0(D))^3 \) and so \( \partial_\Omega := \rho^{-1}(\rho \partial_\Omega) \). However, this assumption is not very restrictive as we can expect that the conservation of mass \( \text{div}(\rho b) = 0 \) holds true.

**Lemma 2.1.** If \( b \) satisfies the assumptions above, \( X_b \) is a well defined Hilbert space.

**Proof.** We only sketch the proof of completeness as the other Hilbert space properties are obvious. For \( b = 0 \) the statement is well-known. For general \( b \) let \( (u_n) \) be a Cauchy sequence in \( X_b \). Then \( (u_n) \) is also a Cauchy sequence in \( X_0 \), hence it converges to some \( \overline{u} \in X_0 \) in \( X_0 \). We have to show that \( u \in X_b \) and \( \lim_{n \to \infty} \| \partial_\Omega (u_n - u) \|_{L^2} = 0 \). Replacing \( u \) by \( u_n \) in (16) and letting \( n \to \infty \) shows that (16) holds true with \( u \) replaced by \( \overline{u} \) for all \( u' \in (C^\infty_0(D))^3 \). Replacing \( u \) in (16) by \( u_n - u_m \), letting \( m \to \infty \), taking a supremum over all \( u' \in (C^\infty_0(D))^3 \) with \( \| u' \|_{L^2} = 1 \) and using the Cauchy sequence property of \( (u_n) \), it is easy to see that \( \lim_{n \to \infty} \| u_n - \overline{u} \|_{L^2} = 0 \). \( \square \)
It is straightforward to see that the sesquilinear form \( a(\cdot, \cdot) \) is well-defined and bounded on \((X \times \tilde{H}^{1}_2) \times (X \times \tilde{H}^{1}_2)\).

**Remark 2.2.** We note that the standard model \( S \) of [8] for the sun assumes in the atmosphere \( \rho(x) = C e^{-\alpha|x|} \) with positive constants \( C, \alpha \). However, in this article we consider only bounded domains \( D \) and do not touch the topic of radiation conditions. Hence \( \rho \) may be very small, but still positive - which poses no conflict with our assumptions.

2.5. **Non-tangential flows.** Our analysis will solely deal with the sesquilinear form \( a(\cdot, \cdot) \) defined in (12). Hence if we consider other configurations which lead to the same sesquilinear form, then they will also be covered by our analysis. In particular if the background flow \( b \) is non-tangential at the boundary \( (\nu \cdot b \neq 0) \), then the boundary integral

\[
\int_{\partial D} (\nu \cdot b)(\omega + i\partial_{b} + i\Omega \times u) \cdot \overline{\nu} \, dx
\]

appears. However, if we impose the additional natural boundary condition

\[
(\omega + i\partial_{b} + i\Omega \times u) = 0 \quad \text{at} \quad \{x \in \partial D: \nu(x) \cdot b(x) \neq 0\},
\]

then we end up with the sesquilinear form \( a(\cdot, \cdot) \) in (12) again.

3. **Analysis**

This section is devoted to the analysis of sesquilinear form (12). In preparation we introduce some common functional framework. For some notions it is more convenient to work with operators instead of sesquilinear forms. Thus for generic Hilbert spaces \((Y, \langle \cdot, \cdot \rangle_Y), (Y_1, \langle \cdot, \cdot \rangle_{Y_1}), (Y_2, \langle \cdot, \cdot \rangle_{Y_2})\) we introduce the space \( L(Y_1,Y_2) \) of bounded linear operators from \( Y_1 \to Y_2 \) and set \( L(Y) := L(Y, Y) \). For \( A \in L(Y_1,Y_2) \) we call \( A^* \in L(Y_2,Y_1) \) its adjoint, which is defined through \( \langle y, A^*y' \rangle_{Y_1} = \langle Ay, y' \rangle_{Y_2} \) for all \( y \in Y_1, y' \in Y_2 \). We denote sesquilinear forms with lower case letters and operators with upper case letters. For a bounded sesquilinear form \( \tilde{a}(\cdot, \cdot) \) let \( \tilde{A} \in L(Y) \) be its Riesz representation, which is characterized by the relation

\[
\langle \tilde{A}y, y' \rangle_Y = \tilde{a}(y, y') \quad \text{for all} \quad y, y' \in Y.
\]

Vice-versa for \( \tilde{A} \in L(Y) \) let \( \tilde{a}(\cdot, \cdot) \) be the bounded sesquilinear form defined by the left-hand-side of (17). The tildes in the previous definition were merely used to prevent a confusion with the sesquilinear form \( a(\cdot, \cdot) \) defined in (12). The variational equation (11) can now be reformulated as operator equation

\[
A(u, \psi) = (\tilde{f}, 0)
\]

(with \( \tilde{f} \in X \)).

**Definition 3.1.** We say that \( \tilde{A} \in L(Y) \) is coercive if \( \inf_{y \in Y_\setminus \{0\}} |\tilde{A}y, y|/\|y\|^2 > 0 \). We say that \( \tilde{A} \in L(Y) \) is weakly coercive, if there exists compact \( K \in L(Y) \) such that \( \tilde{A} + K \) is coercive. We say that \( \tilde{A} \in L(Y) \) is (weakly) \( T \)-coercive, if \( T \in L(Y) \) is (weakly) coercive. The same coercivity properties are also attributed to the associated sesquilinear form \( \tilde{a} \) defined by (17).

The following proposition follows easily from the Lax-Milgram lemma and Riesz theory:

**Proposition 3.2.** If \( \tilde{A} \) is weakly \( T \)-coercive, then \( \tilde{A} \) is a Fredholm operator with index zero.
Our goal is to derive sufficient (and if possible also necessary) conditions on the parameters \( D, \omega, \Omega, c_s, b, \rho, p, \phi, \gamma \) to ensure that \( A \) is Fredholm. We will do so by proving weak \( T \)-coercivity of \( A \) with an explicitly defined operator \( T \). Weak \( T \)-coercivity of \( A \) with explicit knowledge of \( T \) is actually stronger than Fredholmness because it serves as a guideline for the construction of reliable discrete approximations, see, e.g., [21, 22].

In Subsection 3.1 we will introduce a suitable generalized Helmholtz decomposition. Subsequently we will define \( T \) based on this decomposition. The sesquilinear form (12) has a very rich structure and admits several different phenomena. To present these in a clear manner we will introduce in Subsection 3.2 the Cowling approximation (34) of (12), which reduces the unknowns \( (u, \psi) \) to \( u \). This is a reasonable step, because if \( \rho \in W^{1,\infty} \), then the original sesquilinear form (12) is Fredholm if and only if the Cowling Approximation (34) is so. For details see Subsection 3.2. As a next step we will investigate in Subsections 3.3 and 3.4 two special cases of parameters, which require different analysis techniques. We will discuss how to merge these two approaches for general parameters in Subsection 3.5. Finally in Subsection 3.6 we will state our results for the original sesquilinear form (12).

At last, let us formulate the rather obvious injectivity of \( A \), which is caused by our modeling of the damping.

**Lemma 3.3.** Let the assumptions of Subsection 2.4 hold. Let \( X, \tilde{H}_1^1 \) and \( a(\cdot, \cdot) \) be as defined in (13), (14) and (12). If \( \omega \neq 0 \), then the operator \( A \) induced by \( a(\cdot, \cdot) \) is injective.

**Proof.** Let \( (u, \psi) \in \ker A \). Then

\[
0 = \Re a((u, \psi), (u, \psi)) = |\omega| |\gamma \rho| \|u\|_{L^2}^2
\]

and hence \( u = 0 \). We further compute

\[
0 = a((u, \psi), (u, \psi)) = a((0, \psi), (0, \psi)) = \|\psi\|_{\tilde{H}_1^1}^2
\]

and conclude that \( \psi = 0 \). Thus \( (u, \psi) = (0, 0) \). \( \square \)

Hence, if \( A \) is Fredholm and \( \omega \neq 0 \), then it follows that \( A \) is bijective.

### 3.1. Generalized Helmholtz decomposition

In this section we will derive a generalized Helmholtz decomposition of the space \( X \) adapted to our problem.

Recall that a vector space \( V \) is called the direct algebraic sum of subspaces \( V_1, \ldots, V_N \subset V \), denoted by

\[
Y = \bigoplus_{n=1,\ldots,N} Y_n
\]

if each element \( y \in Y \) has a unique representation of the form \( y = \sum_{n=1}^N y_n \) with \( y_n \in Y_n \). We refer to (18) as algebraic decomposition of \( Y \). Note that there exist associated projection operators \( P_{Y_n} : Y \to Y_n, y \mapsto y_n \) with ran \( P_{Y_n} = Y_n \) and \( \ker P_{Y_n} = \bigoplus_{m=1,\ldots,N, m \neq n} Y_m \).

**Definition 3.4.** An algebraic decomposition (18) of a Hilbert space \( Y \) is called a topological decomposition, denoted by \( \bigoplus T \) if all associated projection operators \( P_{Y_n} \) are continuous.

Note that in a topological decomposition all subspaces \( Y_n = \bigcap_{m \neq n} \ker P_{Y_m} \) are closed. For the following theorem let us introduce the short notation

\[
q := c_s^{-2} \rho^{-1} \grad p
\]
and the embedding operator
\begin{equation}
\mathcal{E}u := u, \quad \mathcal{E} \in L(\mathbb{X}, L^2).
\end{equation}

**Theorem 3.5.** Let \( b, q \in L^\infty(D, \mathbb{R}^3) \), and let \( b \) satisfy the assumptions of Lemma 2.1 such that \( \mathbb{X} \) is well-defined by (13). If \( b \neq 0 \) let \( D \) be of class \( C^{1,1} \) or convex. Then \( \mathbb{X} \) admits a topological decomposition
\begin{equation}
\mathbb{X} = \mathbb{V} \oplus \mathbb{W} \oplus \mathbb{Z}
\end{equation}
with the following properties:
1. \( \mathbb{V} \subset \{ \nabla v_0 : v_0 \in H^2(D) \text{ with } \frac{\partial v_0}{\partial n} = 0 \text{ on } \partial D \} \) is compactly embedded in \( L^2 \), i.e. \( \mathcal{E}_\mathbb{V} \mathcal{V} \) is compact.
2. \( \mathbb{W} = \{ u \in \mathbb{X} : \text{div } u + q \cdot u = 0 \} \).
3. \( \mathbb{Z} \) is finite-dimensional.
Moreover, if the domain \( D \) is of class \( C^{1,1} \) or convex, then there exists \( C_{\text{reg}} \in (0, 1) \) such that
\begin{equation}
C_{\text{reg}}^2 \| \nabla^T v \|^2_{L^2} - (1 - C_{\text{reg}}^2) \| v \|^2_{L^2} \leq \| \text{div } v \|^2_{L^2}
\end{equation}
for all \( v \in \mathbb{V} \). If the domain \( D \) is of class \( C^{1,1} \) or convex and piecewise \( C^{1,1} \), then for each \( \eta \in W^{1,\infty} \) there exists a compact operator \( K_\eta \in L(\mathbb{X}) \) such that
\begin{equation}
\| \eta \text{div } v \|^2_{L^2} = \| \eta \nabla^T v \|^2_{L^2} + \langle K_\eta v, v \rangle_{\mathbb{X}}
\end{equation}
for all \( v \in \mathbb{V} \).

**Proof.**

*subspace \( \mathbb{W} \):* Let \( R \in L(\mathbb{X}, H^1) \) be defined by
\[ \langle Ru, v_0' \rangle_{H^1} := \langle u, \nabla v_0' \rangle - \langle q \cdot u, v_0' \rangle, \]
for all \( v_0' \in H^1, u \in \mathbb{X} \) and set \( \mathbb{W} := \ker R \). Then by partial integration, property (2) is satisfied.

*subspace \( \mathbb{Z} \) and \( P_{\mathbb{Z}} \):* We further introduce \( B \in L(H^1) \) by
\[ \langle B v_0, v_0' \rangle_{H^1} := \langle \nabla v_0, \nabla v_0' \rangle - \langle q \cdot \nabla v_0, v_0' \rangle, \]
for all \( v_0, v_0' \in H^1 \). Bounding the second term with the help of Young’s inequality it is straightforward to see that \( B \) is weakly coercive and hence Fredholm. Thus ran \( B \) is closed, and ker \( B \) and ran \( B^\perp \) are both finite-dimensional. Note that formally \( B = R \circ \nabla \), and in particular ran \( B \subset \text{ran } R \). Let \( P_{\text{ran } B^\perp} \) be the \( H^1 \)-orthogonal projection onto \( \text{ran } B^\perp \). Thus ran \( P_{\text{ran } B^\perp} \) is finite dimensional, too. Let \( \mathbb{Z} \) be a subspace of \( \mathbb{X} \) with
\begin{equation}
\dim \mathbb{Z} = \dim \text{ran } P_{\text{ran } B^\perp} \mathbb{R} \quad \text{and} \quad \text{ran } P_{\text{ran } B^\perp} \mathbb{R} | \mathbb{Z} = \text{ran } P_{\text{ran } B^\perp} \mathbb{R}.
\end{equation}
It follows that \( P_{\text{ran } B^\perp} \mathbb{R} | \mathbb{Z} : \mathbb{Z} \rightarrow \text{ran } P_{\text{ran } B^\perp} \mathbb{R} \) is a bijective linear mapping between finite dimensional spaces and hence boundedly invertible. Therefore, the equation
\begin{equation}
P_{\text{ran } B^\perp} \mathbb{R} z = P_{\text{ran } B^\perp} \mathcal{E} u
\end{equation}
has a unique solution \( z \in \mathbb{Z} \) for all \( u \in \mathbb{X} \) depending continuously on \( u \), i.e. \( P_{\mathbb{Z}} := (P_{\text{ran } B^\perp} \mathbb{R} | \mathbb{Z})^{-1}P_{\text{ran } B^\perp} \mathbb{R} \) belongs to \( L(\mathbb{X}) \), and as \( \dim \mathbb{Z} < \infty \) it is even compact. It follows directly from (25) that \( P_{\mathbb{Z}} z = z \) for \( z \in \mathbb{Z} \), and hence \( P_{\mathbb{Z}} \) is a projection with ran \( P_{\mathbb{Z}} = \mathbb{Z} \).

*subspace \( \mathbb{V} \) and \( P_{\mathbb{V}} \):* For \( u \in \mathbb{X} \) let \( v_0 \in \ker B^\perp \) be the unique solution to
\begin{equation}
Bv_0 = R(I_X - P_{\mathbb{Z}})u
\end{equation}
and set
\begin{equation}
P_{\mathbb{V}} u := \nabla v_0, \quad \mathbb{V} := \text{ran } P_{\mathbb{V}}.
\end{equation}
It follow that $\nabla v_0 \in L^2$ and
\[
\Delta v_0 = \text{div}((I_X - P_Z)u) + q \cdot ((I_X - P_Z)u - \nabla v_0) \in L^2,
\]
\[
\nu \cdot \nabla v_0 = 0 \text{ at } \partial D.
\]
If $b = 0$, it already follows that $\nabla v_0 \in X$. If $b \neq 0$, then we additionally demand $D$ to be either of class $C^{1,1}$ or convex (see [1, Notation 2.1] for a definition of class $C^{1,1}$). This way standard regularity theory (see, e.g., [1, Theorems 2.9, 2.17]) provides that $v_0 \in H^2$ and that there exists a constant $C_{\text{reg}} > 0$ independent of $v_0$ such that
\[
C_{\text{reg}}^2 \|v_0\|_{L^2}^2 - (1 - C_{\text{reg}}) \|\nabla v_0\|_{L^2}^2 \leq \|\Delta v_0\|_{L^2}^2.
\]
with the $H^2$-seminorm $\|v_0\|_{H^2} := (\sum_{j,k=1}^3 \|\partial_{x_j} \partial_{x_k} v_0\|_{L^2}^2)^{1/2}$. So in this case $\partial_b \nabla v_0 \in L^2$ and $\nabla v_0 \in X$ follows as well. This shows that $P_V \in L(X)$. Further, the embedding $E[V]: V \mapsto L^2$ is compact also for general Lipschitz domain $D$ (see, e.g., [28] or [9]). Due to (26) this implies $Ru = 0$, i.e. $u \in W$. Now suppose that $u \in W$, i.e. $Ru = 0$. Then it follows from the definitions that $P_Z u = 0$ and $P_V u = 0$, and therefore $u = P_W u \in \text{ran } P_W$. This completes the proof that $P_W = W$. □

Note that in the case $q = 0$ we have $Z = \{0\}$ since $\text{ran } B^\perp = \mathbb{C}$ and $\text{ran } R \perp \mathbb{C}$. Thus the decomposition (21) reduces to the well-known Helmholtz decomposition of $u = v + w$ into a gradient function $v = \nabla v_0$ and a divergence-free function $w$, i.e. $\text{div } w = 0$. The third subspace $Z$ is needed since for nonvanishing $q$ the operators $B$ and $\text{div } + q$ may not be surjective. Note that the role of $Z$ is different from the role of the finite dimensional space of harmonic fields (or differential forms) in a Hodge decomposition: e.g. we have $\text{div } + q)Z \neq \{0\}$. The decomposition $n = v + w + z$ of a function $u \in X_b$ into its components in $V$, $W$ and $Z$ coincides with the decomposition of $u$ in $X_0$. Of course the subspaces will change as $X_b \subseteq X_0$. A crucial property for the following analysis is that the spaces $V$, $W$, $Z$ are indeed subspaces of $X_b$ and that the projections onto the subspaces are continuous with respect to the norm of $X_b$.

For $u, u' \in X$ we will often use the notation
\[
v := P_V u, \quad w := P_W u, \quad z := P_Z u,
\]
\[
v' := P_V u', \quad w' := P_W u', \quad z' := P_Z u'
\]
such that $u = v + w + z$ and $u' = v' + w' + z'$. At last we introduce the operator
\[
T := P_V - P_W + P_Z.
\]
which switches the sign of $w$. We remark that this kind of “sign-switch operator” is commonly used in the analysis of the time-harmonic Maxwell equations, see, e.g., [5, 6, 21].

3.2. Cowling approximation. A common simplification, the so-called Cowling approximation, of (2) is to set $\psi = 0$ in (2c) and thus neglect the equations (2b), (2d) for $\psi$. The corresponding sesquilinear form is

$$a_{\text{Cow}}(u, u') := a((u, 0), (u', 0)).$$

There holds an injectivity result similar to Lemma 3.3.

Lemma 3.6. Let the assumptions of Subsection 2.4 hold. Let $X$ and $a_{\text{Cow}}(\cdot, \cdot)$ be as defined in (13) and (34). If $\omega \neq 0$, then the operator $A_{\text{Cow}}$ induced by $a_{\text{Cow}}(\cdot, \cdot)$ is injective.

Proof. Proceed as in the proof of Lemma 3.3. \qed

We remark that if $\rho \in W^{1, \infty}$, then

$$\text{div}(\rho u) = \rho \text{div} u + \nabla \rho \cdot u \in L^2$$

and the “off-diagonal” terms in $a((u, \psi), (u', \psi'))$ can be expressed as

$$\begin{align*}
(36a) \quad -\langle \text{grad} \psi, \rho u' \rangle &= \langle \psi, \text{div}(\rho u') \rangle = \langle \psi, \rho \text{div} u' + \nabla \rho \cdot u' \rangle = \langle K \psi, u' \rangle_X, \\
(36b) \quad -\langle \rho \text{u}, \text{grad} \psi \rangle &= \langle \text{div}(\rho u), \psi \rangle = \langle \rho \text{div} u + \nabla \rho \cdot u, \psi \rangle = \langle u, K \psi \rangle_X
\end{align*}$$

with an operator $K \in L(\dot{H}_s^1, X)$. Due to the compactness of the Sobolev embedding $\dot{H}_s^1 \hookrightarrow L^2$ (recall that $L^2 = L^2(D)$ and $D$ is bounded), $K$ is compact. Further, the equation for $\psi$ itself is coercive ($a((0, \psi), (0, \psi)) = \|\psi\|_{\dot{H}_s^1}^2$). Thus the original sesquilinear form $a$ in (12) is Fredholm, if and only if the Cowling Approximation (34) is so. Hence to analyze (12) it suffices to study (34).

In the case $\rho \notin W^{1, \infty}$ the expansion (35) is not admissible and the “off-diagonal” terms in $a((u, \psi), (u', \psi'))$ cannot be rearranged as in (36). Thus no compactness property arises. However, the equation for $\psi$ itself is still coercive. Hence we can build the Schur complement of $a(\cdot, \cdot)$ with respect to $\psi$ and the corresponding sesquilinear form reads

$$a_{\text{Schur}}(u, u') = a_{\text{Cow}}(u, u') - a_{\Delta}(u, u')$$

with a non-negative zeroth order term $a_{\Delta}(u, u')$. As we will see in Subsection 3.6 the analysis of $a_{\text{Cow}}(\cdot, \cdot)$ needs only to be slightly adapted to treat $a_{\text{Schur}}(\cdot, \cdot)$. However, first we have to perform the analysis of $a_{\text{Cow}}(\cdot, \cdot)$, which we will do in the following subsections.

3.3. Background flow. In this subsection we consider constant pressure and gravitational potential ($p = \text{const}$ and $\phi = \text{const}$). Under these additional assumptions we have

$$a_{\text{Cow}}(u, u') = \langle c_s^2 \rho \text{div} u, \text{div} u' \rangle - \langle \rho(\omega + i\partial_\text{b} + i\Omega \times)u, (\omega + i\partial_\text{b} + i\Omega \times)u' \rangle - i\omega(\gamma \rho u, u').$$

Theorem 3.7. Let the assumptions of Subsection 2.4 hold. Let $X, a_{\text{Cow}}(\cdot, \cdot)$ and $T$ be as defined in (13), (34) and (33). Let $D$ be of class $C^{1,1}$ or convex and piece-wise $C^{1,1}$. Let $p, \phi$ be constant, $c_s, \rho \in W^{1, \infty}$ and $\omega \neq 0$. If

$$\|c_s^{-1}b\|_{L^\infty}^2 < 1,$$

then $A_{\text{Cow}}$ is weakly $T$-coercive.
Proof. Firstly we note that $T$ is self-inverse and hence bijective. Since $p$ is constant, we have $q = 0$ and $Z = \{0\}$. With the notation (32), note that $\langle T^* A_{\text{Cow}} u, u' \rangle_X = a_{\text{Cow}}(v + w, v' - w')$. We have to show that $T^* A_{\text{Cow}} = A_1 + A_2$ can be split into the sum of a coercive operator $A_1$ and a compact operator $A_2$. To achieve this we insert into $A_1$ an operator of the form

$$P_{\nu} \left( E^* E + \frac{1}{4\delta} K^* K \right) P_{\nu}$$

with compact operator $K: V \rightarrow X$ and the scalar $\delta > 0$ to be chosen later, and insert the same operator with a minus sign into $A_2$. More precisely, we define $A_1, A_2 \in L(X)$ by

$$\langle A_1 u, u' \rangle_X = \langle c_s^2 \rho \text{div } v, \text{div } v' \rangle - \langle \rho i \partial_\nu v, i \partial_\nu v' \rangle + \langle v, v' \rangle + \frac{1}{4\delta} \langle Kv, Kv' \rangle_X$$

$$+ \langle \rho(\omega + i \partial_\nu + i\Omega \times)w, (\omega + i \partial_\nu + i\Omega \times)w' \rangle + i\omega \langle \gamma \rho w, w' \rangle$$

and

$$\langle A_2 u, u' \rangle_X = -\langle v, v' \rangle - \frac{1}{4\delta} \langle Kv, Kv' \rangle_X$$

$$- \langle \rho i \partial_\nu v, (\omega + i\Omega \times)v' \rangle - \langle \rho(\omega + i\Omega \times)v, i \partial_\nu v' \rangle$$

$$- \langle \rho(\omega + i\partial_\nu + i\Omega \times)w, (\omega + i\Omega \times)v' \rangle$$

$$+ \langle \rho(\omega + i\Omega \times)v, (\omega + i \partial_\nu + i\Omega \times)w' \rangle$$

$$- i\omega \langle \gamma \rho w, v' \rangle + i\omega \langle \gamma \rho v, w' \rangle$$

for all $u, u' \in X$. Note that indeed $T^* A_{\text{Cow}} = A_1 + A_2$ and that $A_2$ is compact due to Theorem 3.5(1) and the compactness of $K$. To prove the coercivity of $A_1$ we introduce a further parameter $\tau \in (0, \pi/2)$ and compute

$$\frac{1}{\cos \tau} \Re \left( e^{-i\tau \text{sgn } \omega} \langle A_1 u, u \rangle_X \right) = \|c_s \sqrt{\rho} \text{div } v\|_{L^2}^2 - \|\sqrt{\rho} \partial_\nu v\|_{L^2}^2 + \|v\|_{L^2}^2 + \frac{1}{4\delta} \|K v\|_X^2$$

$$+ \|\sqrt{\rho}(\omega + i \partial_\nu + i\Omega \times)w\|_{L^2}^2 + |\omega| \tan \tau \|\sqrt{\rho} w\|_{L^2}^2$$

$$- 2 \tan \tau \text{sgn } \omega \Im \left( \langle \rho i \partial_\nu v, (\omega + i \partial_\nu + i\Omega)w \rangle \right).$$

Estimating the last term by the Cauchy-Schwarz inequality and the weighted Young inequality $2ab \leq (1 - \epsilon)^{-1}a^2 + (1 - \epsilon)b^2$ with another parameter $\epsilon > 0$, $a = \tan \tau \|\sqrt{\rho} \partial_\nu v\|_{L^2}$, and $b = \|\sqrt{\rho}(\omega + i \partial_\nu + i\Omega \times)w\|_{L^2}$ we obtain

$$\frac{1}{\cos \tau} \Re \left( e^{-i\tau \text{sgn } \omega} \langle A_1 u, u \rangle_X \right) \geq \|c_s \sqrt{\rho} \text{div } v\|_{L^2}^2 - (1 + (1 - \epsilon)^{-1} \tan^2 \tau) \|\sqrt{\rho} \partial_\nu v\|_{L^2}^2$$

$$+ \|v\|_{L^2}^2 + \frac{1}{4\delta} \|K v\|_X^2$$

$$+ \epsilon \|\sqrt{\rho}(\omega + i \partial_\nu + i\Omega \times)w\|_{L^2}^2 + |\omega| \tan \tau \|\sqrt{\rho} w\|_{L^2}^2.$$
Bounding \( \| \sqrt{\rho} b \|_{L^2}^2 \) by \( \| c_s^{-1} b \|_{L^\infty}^2 \| c_s \sqrt{\rho} \nabla^T v \|_{(L^2)^{3\times 3}}^2 \) we can estimate
\[
\| c_s \sqrt{\rho} \nabla v \|_{L^2}^2 - (1 + (1 - \epsilon)^{-1} \tan^2 \tau) \| \sqrt{\rho} \partial_b v \|_{L^2}^2 \\
\geq c_s^2 \rho C_{c,\tau} |v|_H^2 - \| (K, v)_{X} \|
\geq c_s^2 \rho C_{c,\tau} |v|_H^2 - \frac{1}{4\delta} \| K v \|_X^2 - \delta \| v \|_X^2.
\]

We continue to estimate
\[
\| c_s \sqrt{\rho} \nabla v \|_{L^2}^2 - (1 + (1 - \epsilon)^{-1} \tan^2 \tau) \| \sqrt{\rho} \partial_b v \|_{L^2}^2 + \| v \|_{L^2}^2 + \frac{1}{4\delta} \| K v \|_X^2
\geq (C_V - \delta) \| v \|_X^2.
\]

Now we choose \( \delta < C_V \). The second part can be estimated using a weighted Young inequality and \( \gamma > 0 \) to obtain
\[
\epsilon \| \sqrt{\rho} (\omega + i \partial_b + i \Omega \times) w \|_{L^2}^2 + |\omega| \tan \tau \| \sqrt{\rho} w \|_{L^2}^2 \\
\geq C_W (\| \partial_b w \|_{L^2}^2 + \| w \|_{L^2}^2) = C_W \| w \|_{X}^2.
\]

for some \( C_W > 0 \). Due to the equivalence of norms (see Definition 3.4) the former estimates already yield the coercivity of \( A_1 \).

We remark that as long as \( \gamma \) is positive, it can be arbitrarily small to satisfy the assumptions of the previous theorem.

**Remark 3.8** (super-sonic flows). The main assumption of Theorem 3.7 is \( \| c_s^{-1} b \|_{L^\infty} < 1 \).
It is a legitimate question if this assumption can be further weakened. The answer is no — at least for our kind of analysis. The situation can be exemplified for the one-dimensional setting: Let \( D = (-1, 1) \) and \( \Omega = 0 \). Then the sesquilinear form reads
\[
\langle \rho c_s^2 (1 - c_s^{-2} b^2) \partial_x u, \partial_x u' \rangle + \text{low order terms}.
\]

Observe that if \( |b| = c_s \) on an open subset of \( D \), then the principal part of the differential operator has an infinite-dimensional kernel, and therefore the differential operator cannot be Fredholm. Also if \( |b| > c_s \) on an open subset, the nature of the equation changes drastically. In particular, we loose uniform ellipticity if \( b \) is continuous. Hence in this sense, the assumption is optimal.

### 3.4. Pressure and gravity
In this subsection we consider the opposite case to Subsection 3.3. That is we consider the case of no flow (\( b = 0 \)), but non-homogeneous pressure \( p \) and gravity \( \phi \). The core ingredient of the analysis in this case is to rewrite
\[
\langle c_s^2 \rho \nabla u, \nabla u' \rangle + \langle \nabla u, \nabla p \cdot u' \rangle + \langle \nabla p \cdot u, \nabla u' \rangle \\
= \langle c_s \sqrt{\rho} \nabla u + c_s^{-1} \rho^{-1/2} \nabla p \cdot u, c_s \sqrt{\rho} \nabla u' + c_s^{-1} \rho^{-1/2} \nabla p \cdot u' \rangle \\
- \langle c_s^{-2} \rho^{-1} \nabla p \cdot u, \nabla p \cdot u' \rangle,
\]
which is inspired by [19, Chapter 6.5.4]. Let
\[ m(x) := \rho(\omega I_{3 \times 3} + i\Omega)H(\omega I_{3 \times 3} + i\Omega) + i\omega \gamma \rho I_{3 \times 3} - \text{Hess}(p) + \rho \text{Hess}(\phi) + c^{-2}_s \rho^{-1} \nabla p \nabla p^\top. \]
\[(38)\]
This way we can express
\[ a_{\text{Cow}}(u, u') = \langle c^2_s \rho (\text{div } u + c^{-1}_s \rho^{-1/2} \nabla p \cdot u), \text{div } u' + c^{-1}_s \rho^{-1/2} \nabla p \cdot u' \rangle - \langle m u, u' \rangle. \]
\[(39)\]
The part \( -\langle m u, u' \rangle \) contains only zero order terms, while the part \( \langle c^2_s \rho (\text{div } u + c^{-1}_s \rho^{-1/2} \nabla p \cdot u), \text{div } u' + c^{-1}_s \rho^{-1/2} \nabla p \cdot u' \rangle \) is positive semi-definite. In this representation the sesquilinearform looks similarly to the sesquilinear form to an abstract time-harmonic wave equation with exterior derivative \( d = \text{div} + c^{-1}_s \rho^{-1/2} \nabla p \). Further, from representation (39) it follows that \( a_{\text{Cow}}(\cdot, \cdot) \) is already coercive. However, we will not exploit this observation. Instead we introduce the next theorem, which serves as preparation for the case of general parameters in Subsection 3.5. Recall that the numerical range of a matrix \( M \in \mathbb{C}^{3 \times 3} \) is defined by
\[ \text{numran } M := \{ \xi^H M \xi : \xi \in \mathbb{C}^3, |\xi|_2 = 1 \}. \]

**Theorem 3.9.** Let the assumptions of Subsection 2.4 hold. Let \( X, a_{\text{Cow}}(\cdot, \cdot) \) and \( T \) be as defined in (13), (34) and (33). Let \( b = 0 \) and \( c \neq 0 \). Then \( A_{\text{Cow}} \) is weakly \( T \)-coercive.

**Proof.** We again use the notation (32). We decompose \( T^* A_{\text{Cow}} = A_1 + A_2 \) whereby \( A_1, A_2 \in L(X) \) are defined by
\[ \langle A_1 u, u \rangle_X = \langle c^2_s \rho (\text{div } v, \text{div } v'), (v, v') + \langle m w, w' \rangle + \langle z, z' \rangle_X \]
and
\[ \langle A_2 u, u \rangle_X = \langle (v, \text{grad } p \cdot v'), (v') - \langle m v, v' \rangle + \langle m v, w' \rangle - \langle m w, w' \rangle + a_{\text{Cow}}(v + w, z') + a_{\text{Cow}}(z, v' - w') + a_{\text{Cow}}(z', z') - \langle z, z' \rangle_X \]
for all \( u, u' \in X \). Note that indeed \( T^* A_{\text{Cow}} = A_1 + A_2 \) and Operator \( A_2 \) is compact due to Theorem 3.5, parts (1) and (3). It remains to argue the coercivity of Operator \( A_1 \). To this end we note that due to \( c > 0 \) the set \( \bigcup_{x \in D} \text{numran } m(x) \) is bounded away from zero and contained in the closed salient sector spanned by 1 and \( e^{i \delta \text{sgn } \omega} \) for some \( \delta \in (0, \pi) \). Hence
\[ \frac{\text{sgn } \omega}{\sin \left((\pi - \delta)/2\right)} \beta(e^{i(\pi - \delta)/2} \text{sgn } \omega \langle A_1 u, u \rangle_X) \]
\[ \geq c^2_s \beta \|\text{div } v\|_{L^2}^2 + \|v\|_{L^2}^2 + \rho^2 \|\omega\|_{L^2} \|w\|_{L^2}^2 + \|z\|_{L^2}^2 \]
\[ \geq \min\{c^2_s \rho, 1\} \min\{\rho^2, \|\omega\|_{L^2}, 1\} (\|v\|_{L^2}^2 + \|w\|_{L^2}^2 + \|z\|_{L^2}^2). \]
The claim now follows due to the equivalence of norms (see Definition 3.4).

**3.5. General parameters.** In this subsection we merge the analysis of Subsections 3.3 and 3.4. To this end we introduce
\[ M := i\omega \rho \gamma I_{3 \times 3} - \text{Hess}(p) + \rho \text{Hess}(\phi) + c^{-2}_s \rho^{-1} \nabla p \nabla p^\top, \]
\[(40)\]
\[ \theta := \max \left\{ 0, \sup_{x \in D} |\text{numran } M| - \pi/2 \right\}, \]
with arg taking values in \((-\pi, \pi]\).
Theorem 3.10. Let the assumptions of Subsection 2.4 hold. Let $\mathbf{X}$, $a_{\text{Cow}}(\cdot, \cdot)$, $T$ and $\theta$ be as defined in (13), (34), (33) and (41). Let $D$ be of class $C^{1,1}$ or convex and piece-wise $C^{1,1}$. Let $c_s, \rho \in W^{1,\infty}$ and $\omega \neq 0$. If

$$\|e_s^{-1} b\|_{L^\infty}^2 < \frac{1}{1 + \tan^2 \theta},$$

then $A_{\text{Cow}}$ is weakly $T$-coercive.

Proof. We proceed similarly as in the proof of Theorem 3.7. We note that $T$ is self-inverse and hence bijective. We again use the notation (32). Note that $(T^* A_{\text{Cow}} \mathbf{u}, \mathbf{u'})_\mathbf{X} = a_{\text{Cow}}(\mathbf{v} + \mathbf{w} + \mathbf{z}, \mathbf{v}' - \mathbf{w}' + \mathbf{z}')$. We have to show that $T^* A_{\text{Cow}} = A_1 + A_2$ can be split into the sum of a coercive operator $A_1$ and a compact operator $A_2$. To achieve this we include an operator

$$P_V (E^* E + \frac{1}{4\delta} K^* K) P_V + P_Z P_Z$$

into $A_1$ and

$$-P_V (E^* E + \frac{1}{4\delta} K^* K) P_V - P_Z P_Z$$

into $A_2$ whereby the compact operator $K : \mathbf{V} \to \mathbf{X}$ and the scalar $\delta > 0$ will be chosen later and define $A_1, A_2 \in L(\mathbf{X})$ by

$$(A_1 \mathbf{u}, \mathbf{u'})_\mathbf{X} = (c_s^2 \rho \text{div} \mathbf{v}, \text{div} \mathbf{v'}) - (\rho i \partial_h \mathbf{v}, i \partial_h \mathbf{v'}) + (\mathbf{v}, \mathbf{v'}) + \frac{1}{4\delta} (K \mathbf{v}, K \mathbf{v'}) \mathbf{X}$$

$$+ (\rho (\omega + i \partial_h + i \Omega \times) \mathbf{w}, (\omega + i \partial_h + i \Omega \times) \mathbf{w'}) + (M \mathbf{w}, \mathbf{w'})$$

$$- (\rho (\omega + i \partial_h + i \Omega \times) \mathbf{w}, i \partial_h \mathbf{v}') + (\rho i \partial_h \mathbf{v}, (\omega + i \partial_h + i \Omega \times) \mathbf{w}')$$

$$+ (\mathbf{z}, \mathbf{z'}) \mathbf{X}$$

and

$$(A_2 \mathbf{u}, \mathbf{u'})_\mathbf{X} = - (\mathbf{v}, \mathbf{v'}) - \frac{1}{4\delta} (K \mathbf{v}, K \mathbf{v'}) \mathbf{X} - (\mathbf{z}, \mathbf{z'}) \mathbf{X}$$

$$+ (\text{div} \mathbf{v}, \text{grad} \mathbf{v} \cdot \mathbf{v'}) + (\text{grad} \mathbf{v} \cdot \mathbf{v}, \text{div} \mathbf{v'}) + (c_s^{-2} \rho^{-1} \nabla p \cdot \mathbf{v}, \nabla p \cdot \mathbf{v'})$$

$$- (\rho i \partial_h \mathbf{v}, (\omega + i \Omega \times) \mathbf{w}') - (\rho (\omega + i \Omega \times) \mathbf{v}, i \partial_h \mathbf{v}') - (\overline{m} \mathbf{v}, \mathbf{v'})$$

$$- (\rho (\omega + i \partial_h + i \Omega \times) \mathbf{w}, (\omega + i \Omega \times) \mathbf{v}')$$

$$+ (\rho (\omega + i \Omega \times) \mathbf{v}, (\omega + i \partial_h + i \Omega \times) \mathbf{w'})$$

$$- (M \mathbf{w}, \mathbf{v}') + (M \mathbf{v}, \mathbf{w'})$$

$$+ a_{\text{Cow}}(\mathbf{v} + \mathbf{w}, \mathbf{z}) + a_{\text{Cow}}(\mathbf{z}, \mathbf{v}' - \mathbf{w}') + a_{\text{Cow}}(\mathbf{z}', \mathbf{z}')$$

for all $\mathbf{u}, \mathbf{u'} \in \mathbf{X}$. Note that indeed $T^* A_{\text{Cow}} = A_1 + A_2$ and that $A_2$ is compact due to Theorem 3.5, parts (1) and (3), and the compactness of $K$. To prove the coercivity of $A_1$ we introduce a further parameter $\tau \in (0, \pi/2)$ and compute

$$\frac{1}{\cos(\theta + \tau)} \Re \left( e^{-i(\theta + \tau) \text{sgn}\omega} (A_1 \mathbf{u}, \mathbf{u}') \mathbf{X} \right) =$$

$$\|c_s \sqrt{\rho} \text{div} \mathbf{v}\|_{L^2}^2 - \|\sqrt{\rho} \partial_h \mathbf{v}\|_{L^2}^2 + \|\mathbf{v}\|_{L^2}^2 + \frac{1}{4\delta} \|K \mathbf{v}\|_{\mathbf{X}}^2$$

$$+ \|\sqrt{\rho} (\omega + i \partial_h + i \Omega \times) \mathbf{w}\|_{L^2}^2 + \frac{\|\omega\|_{\cos(\theta + \tau)} \|\sqrt{\rho} \mathbf{w}\|_{L^2}^2}{2 \tan(\theta + \tau) \text{sgn}\omega \Im \left( (\rho i \partial_h \mathbf{v}, (\omega + i \partial_h + i \Omega) \mathbf{w}) \mathbf{L^2} \right)}.$$

Estimating the last term by the Cauchy-Schwarz inequality and the weighted Young inequality $2ab \leq (1 - \epsilon)^{-1} a^2 + (1 - \epsilon) b^2$ with another parameter $\epsilon > 0$, $a = \tan(\theta +
\[ \|c_s \sqrt{\rho} \text{div } v\|_{L^2}^2 - (1 + (1 - \epsilon)^{-1} \tan^2(\theta + \tau)) \|\sqrt{\rho} \partial_h v\|_{L^2} \]
\[ + \|v\|_{L^2} + \frac{1}{4\delta} \|Kv\|_{L^2} + \|z\|_{L^2} \]
\[ + \epsilon \|\sqrt{\rho}(\omega + i\partial_0 + i\Omega \times)w\|_{L^2}^2 + \frac{\|\omega\|_{L^2} \|\sin \tau\|_{L^2} \|\sqrt{\rho}w\|_{L^2}^2}{\cos(\theta + \tau)} \]

Now we choose the operator \( K \) as \( K := K_0 \) with \( \eta := c_s \sqrt{\rho} \) and \( K_0 \) as in Theorem 3.5. Due to this theorem the operator \( K \) is indeed compact and we have
\[ \|c_s \sqrt{\rho} \text{div } v\|_{L^2}^2 = \|c_s \sqrt{\rho} \nabla v\|_{L^2}^2 + \langle Kv, v \rangle \]
for each \( w \in V \). We choose now \( \epsilon \) and \( \tau \) small enough such that
\[ 0 < (1 + (1 - \epsilon)^{-1} \tan^2(\theta + \tau)) \|c_s^{-1} b\|_{L^\infty} := C_{\epsilon, \tau, \theta}. \]
Bounding \( \|\sqrt{\rho} \partial_h v\|_{L^2} \) by \( \|c_s^{-1} b\|_{L^\infty} \|c_s \sqrt{\rho} \nabla v\|_{L^2} \) we can estimate
\[ \|c_s \sqrt{\rho} \text{div } v\|_{L^2}^2 - (1 + (1 - \epsilon)^{-1} \tan^2(\theta + \tau)) \|\sqrt{\rho} \partial_h v\|_{L^2}^2 \]
\[ \geq c_s^{-2} \rho C_{\epsilon, \tau, \theta} \|v\|_{H^1}^2 + \|v\|_{L^2}^2 - \delta \|v\|_{L^2}^2 \]
We continue to estimate
\[ \|c_s \sqrt{\rho} \text{div } v\|_{L^2}^2 - (1 + (1 - \epsilon)^{-1} \tan^2(\theta + \tau)) \|\sqrt{\rho} \partial_h v\|_{L^2} \]
\[ \geq c_s^{-2} \rho C_{\epsilon, \tau, \theta} \|v\|_{H^1}^2 + \|v\|_{L^2}^2 - \delta \|v\|_{L^2}^2 \]
There exists a constant \( C_V > 0 \) such that
\[ c_s^{-2} \rho C_{\epsilon, \tau, \theta} \|v\|_{H^1}^2 + \|v\|_{L^2}^2 \geq C_V \|v\|_{L^2}^2 \]
for each \( v \in V \). Thus
\[ \|c_s \sqrt{\rho} \text{div } v\|_{L^2}^2 - (1 + (1 - \epsilon)^{-1} \tan^2(\theta + \tau)) \|\sqrt{\rho} \partial_h v\|_{L^2} \]
\[ \geq (C_V - \delta) \|v\|_{L^2}^2 \]
Now we choose \( \delta < C_V \). The second part can be estimated using a weighted Young inequality and \( \gamma > 0 \) to obtain
\[ \epsilon \|\sqrt{\rho}(\omega + i\partial_0 + i\Omega \times)w\|_{L^2}^2 + \frac{\|\omega\|_{L^2} \|\sin \tau\|_{L^2} \|\sqrt{\rho}w\|_{L^2}^2}{\cos(\theta + \tau)} \]
\[ \geq C_W (\|\partial_0 w\|_{L^2}^2 + \|w\|_{L^2}^2) = C_W \|w\|_{L^2}^2 \]
for some \( C_W > 0 \). Due to the equivalence of norms (see Definition 3.4) the former estimates already yield the coercivity of \( A_1 \).

We observe that in contrast to Theorems 3.7 and 3.9 the assumptions of Theorem 3.10 depend on \( \omega \) (apart from \( \omega \neq 0 \)). However it holds \( \lim_{|\omega| \to +\infty} \theta(\omega) = 0 \). Hence for large frequencies we asymptotically recover the very same assumption of Theorem 3.7. Moreover, Theorem 3.10 is indeed a generalization of Theorem 3.7 and Theorem 3.9: If \( p \) and \( \phi \) are constant, then \( \theta = 0 \). If \( b = 0 \), then the assumed estimate is a tautology.

We refer to Theorem 3.10’ in the appendix for an adaptation of Theorem 3.10 for rough data.
3.6. Full equations. Let us now discuss the original sesquilinear form $a(\cdot, \cdot)$ as defined in (12). To this end we introduce

$$Q \in L(L^2, \tilde{H}^1_2), \quad \langle Q \xi, \psi \rangle_{\tilde{H}^1_2} := \langle \rho \xi, \text{grad } \psi \rangle \quad \text{for all } \xi \in L^2, \psi \in \tilde{H}^1_2,$$

such that

$$A = \begin{pmatrix} A_{\text{Cow}} & E^*Q^* \\ QE & (4\pi G)^{-1}I_{\tilde{H}^1_2} \end{pmatrix}.$$

Further for $\sigma \in \mathbb{C}$, let

$$(44) \quad T^\sigma_1 := \begin{pmatrix} \sigma T & 0 \\ 0 & I_{\tilde{H}^1_2} \end{pmatrix}.$$

Theorem 3.11. Let the assumptions of Subsection 2.4 hold. Let $X, \tilde{H}^1_2, a(\cdot, \cdot), T^\sigma_1$ and $\theta$ be as defined in (13), (14), (12), (44) and (41). Let $D$ be of class $C^{1,1}$ or convex and piece-wise $C^{1,1}$. Let $c, \rho \in W^{1,\infty}$ and $\omega \neq 0$. If

$$\|c^{-1}b\|_{L^\infty}^2 < \frac{1}{(1 + \tan^2 \theta)},$$

then there exists $\sigma \in \mathbb{C}$ such that $A$ is weakly $T^\sigma_1$-coercive.

Proof. We proceed as in the proof of Theorem 3.10. Let $\tau$ be as therein and $\sigma := e^{-i(\theta + \tau)}\text{sgn } \omega$. We decompose $T^*A_{\text{Cow}} - T^*E^*Q^*QE = \tilde{A}_1 + \tilde{A}_2$ with

$$\tilde{A}_1 := A_1 + P_W^*E^*Q^*QEP_W$$

and

$$\tilde{A}_2 := A_2 + (P_V + P_Z)^*E^*Q^*QEP_V + P_W^*E^*Q^*QEP_W - (P_V + P_Z)^*E^*Q^*QEP_W + P_W^*E^*Q^*QEP_W$$

and $A_1$ and $A_2$ as in the proof of Theorem 3.10, such that $(T^\sigma_1)^*A = A_1 + A_2$ with

$$A_1 = \begin{pmatrix} \sigma \tilde{A}_1 & 0 \\ 0 & (4\pi G)^{-1}I_{\tilde{H}^1_2} \end{pmatrix} \quad \text{and} \quad A_2 = \begin{pmatrix} \sigma \tilde{A}_2 & \sigma T^*E^*Q^* \\ QE & 0 \end{pmatrix}.$$ 

Since $P_W^*E^*Q^*QEP_W$ is positive semi definite, we can simply repeat the lines of the proof of Theorem 3.10 to deduce that $A_1$ is coercive. The composed operator $QE$ and its adjoint $E^*Q^*$ are compact as explained in Subsection 3.2. The operator $A_2$ is compact, because $A_2$ is so and due to Theorem 3.5, parts (1) and (3). Hence $A_2$ is compact and the claim follows. \[ \square \]

We refer to Theorem 3.11’ in the appendix for an adaptation of Theorem 3.11 for rough data.

4. Conclusions

In this article we studied the time-harmonic linear equations of stellar oscillations without magnetic forces. We have proved the well-posedness of the equations under suitable assumptions which are essentially a smallness assumption on the $L^\infty$-norm of the background flow (subsonic flows). By standard arguments this also implies finite sensitivity of the solution to the imperfect knowledge of coefficients or of the shape of the domain. Furthermore, our analysis provides a starting point for further research on the construction of reliable and provably convergent numerical methods.
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APPENDIX: Low regularity results

In this appendix we show that the regularity assumptions of Theorems 3.10 and 3.11 can be relaxed at the price of more restrictive bounds on $\|b\|_{L^\infty}$. If $c_s$ and/or $\rho$ are not smooth, then the bounds on $\|b\|_{L^\infty}$ depend on $c_s$ and/or $\rho$.

**Theorem 3.10'**. Let the assumptions of Subsection 2.4 hold. Let $X$, $A_{\text{Cow}}(\cdot, \cdot)$, $T$ and $\theta$ be as defined in (13), (34), (33), and (41). Let $C_{\text{reg}}$ be as in (22) and $\omega \neq 0$. Then $A_{\text{Cow}}$ is weakly $T$-coercive if one of the following lines holds true:

| # | domain $D$ | $c_s$ | $\rho$ | estimate |
|---|---|---|---|---|
| a) | convex | $C_{\text{reg}}$ & $1$ | $(C_{\text{reg}} - 1)P_0 \mathcal{L}^p \mathcal{L}^p$ | $C_{\text{reg}}C_0^2\rho - (1 + \tan^2 \theta)\|\nabla b\|_{L^\infty}$ |
| b) | $C^{1,1}$ or convex & piece-wise $C^{1,1}$ | $(C_{\text{reg}} - 1)P_0 \mathcal{L}^p \mathcal{L}^p$ | $W^{1,\infty}$ | $0 < C_{\text{reg}}C_0^2\rho - (1 + \tan^2 \theta)\|\nabla b\|_{L^\infty}$ |
| c) | $C^{1,1}$ or convex & piece-wise $C^{1,1}$ | $(C_{\text{reg}} - 1)P_0 \mathcal{L}^p \mathcal{L}^p$ | $W^{1,\infty}$ | $0 > (1 + \tan^2 \theta)\|\nabla b\|_{L^\infty}$ |
| d) | $C^{1,1}$ or convex & piece-wise $C^{1,1}$ | $(C_{\text{reg}} - 1)P_0 \mathcal{L}^p \mathcal{L}^p$ | $W^{1,\infty}$ | $0 < C_{\text{reg}}C_0^2\rho - (1 + \tan^2 \theta)\|\nabla b\|_{L^\infty}$ |
| e) | $C^{1,1}$ or convex & piece-wise $C^{1,1}$ | $(C_{\text{reg}} - 1)P_0 \mathcal{L}^p \mathcal{L}^p$ | $W^{1,\infty}$ | $0 > (1 + \tan^2 \theta)\|\nabla b\|_{L^\infty}$ |

**Proof.** We proceed as in the proof of Theorem 3.10 until Equation (42) and continue the proof from thereon. We choose $K$ as listed in the following table and choose $\epsilon > 0$ and $\tau \in (0, \pi/2)$ such that $C_{\epsilon, \tau, \theta} > 0$ for the given expressions $C_{\epsilon, \tau, \theta}$.

Here the operators $K_\eta$ are as in in Theorem 3.5. Due to this theorem the operator $K$ is compact in each case, and we have

$$\|\eta \nabla v\|_{L^2}^2 \geq C\|\eta \nabla \nabla^T v\|_{L^2}^2 + \langle (Kv, v) \rangle$$

with the constants $C > 0$ and the functions $\eta$ also listed in the table above. Bounding $\|\sqrt{\rho}b_\eta v\|_{L^2}^2$ by $\|b\|_{L^\infty}\|\nabla \nabla^T v\|_{L^2}^2$ in cases a) and b), by $\|b\|_{L^\infty}\|\nabla \nabla^T v\|_{L^2}^2$ in case c), by $\|b\|_{L^\infty}\|\nabla \nabla^T v\|_{L^2}^2$ in case d), and by $\|c_s^2\|_{L^\infty}\|\nabla \nabla^T v\|_{L^2}^2$ in case e), we can estimate

$$\|c_s \sqrt{\rho} \nabla b_\eta v\|_{L^2}^2 - (1 + (1 - \epsilon)^{-1} \tan^2 (\theta + \tau))\|\sqrt{\rho} b_\eta v\|_{L^2}^2 \geq \min \{1, c_s^2\} \min \{1, \rho\} C_{\epsilon, \tau, \theta} \|v\|_{H^1}^2 - \langle (Kv, v) \rangle \geq \min \{1, c_s^2\} \min \{1, \rho\} C_{\epsilon, \tau, \theta} \|v\|_{H^1}^2 - \frac{1}{10} \| \frac{1}{\sqrt{\rho}} b_\eta v \|_{X}^2.$$

We can now continue the proof of Theorem 3.10 after (43) with the previous estimate instead of (43). \hfill $\Box$

For $\sigma \in \mathbb{C}$, let

$$T_\sigma := \begin{pmatrix} I_X & E^* Q^* \\ 0 & I_{H_1^2} \end{pmatrix} T_\sigma \begin{pmatrix} I_X & 0 \\ 0 & -E^* Q^* \end{pmatrix}$$

**Theorem 3.11'.** Let the assumptions of Subsection 2.4 hold. Let $X$, $\mathcal{H}_1$, $a(\cdot, \cdot)$, $T_{\sigma}$, $T_{\sigma}$ and $\theta$ be as defined in (13), (14), (12), (44), (45) and (41). Let $C_{\text{reg}}$ be as in (22) and $\omega \neq 0$. If one of the following lines holds true:

| # | domain $D$ | $c_s$ | $\rho$ | estimate |
|---|---|---|---|---|
| a) | convex | $C_{\text{reg}}$ & $1$ | $(C_{\text{reg}} - 1)P_0 \mathcal{L}^p \mathcal{L}^p$ | $C_{\text{reg}}C_0^2\rho - (1 + \tan^2 \theta)\|\nabla b\|_{L^\infty}$ |
| b) | $C^{1,1}$ or convex & piece-wise $C^{1,1}$ | $(C_{\text{reg}} - 1)P_0 \mathcal{L}^p \mathcal{L}^p$ | $W^{1,\infty}$ | $0 < C_{\text{reg}}C_0^2\rho - (1 + \tan^2 \theta)\|\nabla b\|_{L^\infty}$ |
| c) | $C^{1,1}$ or convex & piece-wise $C^{1,1}$ | $(C_{\text{reg}} - 1)P_0 \mathcal{L}^p \mathcal{L}^p$ | $W^{1,\infty}$ | $0 < C_{\text{reg}}C_0^2\rho - (1 + \tan^2 \theta)\|\nabla b\|_{L^\infty}$ |
| d) | $C^{1,1}$ or convex & piece-wise $C^{1,1}$ | $(C_{\text{reg}} - 1)P_0 \mathcal{L}^p \mathcal{L}^p$ | $W^{1,\infty}$ | $0 < C_{\text{reg}}C_0^2\rho - (1 + \tan^2 \theta)\|\nabla b\|_{L^\infty}$ |
| e) | $C^{1,1}$ or convex & piece-wise $C^{1,1}$ | $(C_{\text{reg}} - 1)P_0 \mathcal{L}^p \mathcal{L}^p$ | $W^{1,\infty}$ | $0 < C_{\text{reg}}C_0^2\rho - (1 + \tan^2 \theta)\|\nabla b\|_{L^\infty}$ |
then there exists $\sigma \in \mathbb{C}$ such that $A$ is weakly $T_2^\sigma$-coercive. If in addition $\rho \in W^{1,\infty}$, then $A$ is also weakly $T_1^\sigma$-coercive.

Proof. We exploit the Schur factorization

$$A = \begin{pmatrix} \text{I}_X & E^*Q^* \\ 0 & \text{I}_{\tilde{H}_1} \end{pmatrix} \begin{pmatrix} A_{\text{Cow}} - E^*Q^* \text{QE} & 0 \\ 0 & (4\pi G)^{-1} \text{I}_{\tilde{H}_1} \end{pmatrix} \begin{pmatrix} \text{I}_X & 0 \\ \text{QE} & \text{I}_{\tilde{H}_1} \end{pmatrix}$$

such that

$$(T_2^\sigma)^* A = \begin{pmatrix} \text{I}_X & E^*Q^* \\ 0 & \text{I}_{\tilde{H}_1} \end{pmatrix} \begin{pmatrix} \sigma T^*(A_{\text{Cow}} - E^*Q^* \text{QE}) & 0 \\ 0 & (4\pi G)^{-1} \text{I}_{\tilde{H}_1} \end{pmatrix} \begin{pmatrix} \text{I}_X & 0 \\ \text{QE} & \text{I}_{\tilde{H}_1} \end{pmatrix}$$

$$+ \begin{pmatrix} \text{I}_X & E^*Q^* \\ 0 & \text{I}_{\tilde{H}_1} \end{pmatrix} \begin{pmatrix} \sigma \tilde{A}_1 & 0 \\ 0 & (4\pi G)^{-1} \text{I}_{\tilde{H}_1} \end{pmatrix} \begin{pmatrix} \text{I}_X & 0 \\ \text{QE} & \text{I}_{\tilde{H}_1} \end{pmatrix}$$

with $\tilde{A}_1$ and $\tilde{A}_2$ as in the proof of Theorem 3.11. We follow the lines of the proofs of Theorems 3.10 and 3.11 to deduce that $\tilde{A}_1$ is coercive and $\tilde{A}_2$ is compact. Hence the first summand of the former decomposition is coercive and the second summand is compact. In the case $\rho \in W^{1,\infty}$ the operator $\text{QE}$ is compact and so $T_1^\sigma$ and $T_2^\sigma$ differ only by a compact operator. Hence the claim is proven. \qed
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