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ABSTRACT

The two most successful methods for exoplanet detection rely on the detection of planetary signals in photometric and radial velocity time-series. This depends on numerical techniques that exploit the synergy between data and theory to estimate planetary, orbital, and/or stellar parameters. In this work we present a new version of the exoplanet modelling code pyaneti. This new release has a special emphasis on the modelling of stellar signals in radial velocity time-series. The code has a built-in multidimensional Gaussian process approach to modelling radial velocity and activity indicator time-series with different underlying covariance functions. This new version of the code also allows multi-band and single transit modelling; it runs on Python 3, and features overall improvements in performance. We describe the new implementation and provide tests to validate the new routines that have direct application to exoplanet detection and characterisation. We have made the code public and freely available at https://github.com/oscaribv/pyaneti. We also present the codes citlalicue and citlalatonac that allow one to create synthetic photometric and spectroscopic time-series, respectively, with planetary and stellar-like signals.
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1 INTRODUCTION

We are now living in a fascinating era in which we know that “other Suns” are the centres of concentric systems of many worlds (cf. Bruno 1584). Over the past few decades, astronomers have developed techniques that allow us to “translate” photons into worlds (see e.g. Bozza et al. 2016; Struve 1952). More than 48001 exoplanets discovered to date have shown that worlds are abundant and diverse. Interestingly, most of these exoplanets have been discovered indirectly by observing planet-induced variations in their host stars. The transit (Charbonneau et al. 2000; Henry et al. 1999) and radial velocity (RV, Mayor & Queloz 1995) methods are the most successful techniques today in terms of number of discovered exoplanets. However, the current number of discovered and characterised exoplanets is dwarfed by the estimated number of exoplanets in the galaxy (e.g., Batalha 2014; Petigura et al. 2013). Present and future exoplanet search and characterisation instruments, such as TESS (Ricker et al. 2015), CHEOPS (Broeg et al. 2013), PLATO (Rauer et al. 2014), ESPRESSO (Pepe et al. 2010), and SPIRou (Donati et al. 2018), will provide us with a plethora of photometric and spectroscopic data with exoplanet induced signals waiting to be discovered.

Light curves and RVs are compared with models to infer planetary, orbital, and/or stellar parameters. These analyses are generally performed numerically using diverse models combined with computational techniques. Fortunately, the wealth of exoplanetary data has spurred the development of a variety of exoplanet numerical tools. To our knowledge, the codes that allow one to analyse jointly RV and transit data are: allesfitter (Günther & Daylan 2020), EXOFAST (Eastman et al. 2013, 2019), exoplanet (Foreman-Mackey et al. 2021), Exo-Stricker (Trifonov 2019), juliet (Espinoza et al. 2019), KCMC (Bonfanti & Gillon 2020), PASTIS (Díaz et al. 2014; Santerne et al. 2015), PlanetPAck (Balve 2013), TLCM (Csizmadia 2020), and pyaneti (Barragán et al. 2019a). These software packages cover a wide range of programming languages and models, and have been used extensively in the literature.

One of the current challenges in exoplanet detection is related to stellar signals in our data. Particularly, RV variations caused by stellar activity jeopardise our ability to detect planet-induced Doppler signals (e.g., Queloz et al. 2001; Rajpaul et al. 2016). Some methods try to remove stellar activity during the RV extraction to produce activity-free RV times-series (e.g., Collier Cameron et al. 2020; Cretignier et al. 2020; Rajpaul et al. 2020). Others attempt...
to filter the activity induced signals in the RV time-series (e.g., Barragán et al. 2018; Hatzes et al. 2010, 2011; Pepe et al. 2013). Gaussian Processes (GPs) have become a widely used tool to model activity induced RVs given their ability to describe stochastic variations (e.g., Fulton et al. 2018; Grunblatt et al. 2015; Haywood et al. 2014). However, the flexibility that GPs offer may also be their major drawback if not used carefully. Rajpaul et al. (2015) proposed a method of using spectroscopic activity-indicators together with RVs in order to constrain the activity induced signal in the RV time-series. This can be done by extending the GP approach to a multidimensional GP that exploits the correlations between the different time-series. This method has proven useful in disentangling planetary and stellar induced signals in RV data with different levels of activity (e.g., Barragán et al. 2019b; Mayo et al. 2019).

In this work we present a new version of the multi-planet modelling code pyaneti\(\textsuperscript{2}\) (Barragán et al. 2019a). This updated version of the code focuses on multidimensional GP regression in order to model planetary and activity induced signals in spectroscopic times-series. This new version also allows one to model multi-band transits and single transit events, and features various performance improvements. This new version of pyaneti\(\textsuperscript{2}\) has already been used in recent exoplanet characterisation works (e.g., Carleo et al. 2020; Eisner et al. 2021, 2020; Georgieva et al. 2021).

This manuscript is part of a series of papers under the project GPRV: Overcoming stellar activity in radial velocity planet searches funded by the European Research Council (ERC, P.I. S. Aigrain). The paper is organised as follows: for the sake of self-completeness, we provide a short recap on Gaussian processes in Section 2. Section 3 describes the multidimensional GPs, with a special emphasis on connecting the activity indicators and the RV time-series. We describe the new implementation of pyaneti\(\textsuperscript{2}\) in Section 4. Section 5 describes the tests used to validate the code and we conclude in Section 6.

2 A BRIEF OVERVIEW OF GAUSSIAN PROCESSES

In this manuscript we do not provide a detailed description of Gaussian processes. Instead, we will provide the basics of GPs needed in order to apply them in data analysis, specifically, in the context of RV and light curve modelling. For further details, we advise the reader to consult specialist literature (e.g., Rasmussen & Williams 2006; Roberts et al. 2013).

A stochastic process is a system which evolves in continuous space (in our case time) while undergoing fluctuations. It is possible to describe the system as a finite set of random variables that are related by a given mathematical entity (Coleman 1974). If the mathematical object that describes the relation between the random variables is a multi-variate normal distribution, then the stochastic process is a Gaussian process. Following Tracey & Wolpert (2018), a GP assumes that the marginal joint distribution of function values at any finite set of input locations, \(t = t_i, i = 1, \ldots, N\), is given by a multi-variate Gaussian distribution

\[
\begin{align*}
P(t) = \frac{1}{\sqrt{(2\pi)^N |K|}} \exp \left[ -\frac{1}{2} (t - \mu)^T K^{-1} (t - \mu) \right],
\end{align*}
\]

where \(\mu\) is a vector containing mean values, and \(K\) is a matrix containing the information about the correlation between the variables. The only condition about the matrix \(K\) is that it has to be symmetric and positive semi-definite. We note that for a given \(\mu\) and \(K\) we can draw an infinite number of curves as random samples of eq. (1). As these curves are not characterised by explicit sets of parameters, GPs are referred as non-parametric functions (see e.g., Roberts et al. 2013, for more details).

The important aspect is then to find a way to compute our \(\mu\) and \(K\) entities that describe a particular GP. One advantage of GPs being defined over a continuous space is that the mean vector, \(\mu\), and covariance matrix, \(K\), can be computed from evaluations of continuous parametric functions at the positions \(t\). Equation (1) depends only on \(\mu\) and \(K\); therefore, a GP can be fully described with a mean and a covariance kernel function (see Rasmussen & Williams 2006, for more details).

2.1 Mean and covariance functions

Mean functions are the deterministic part of a GP. It can be any function \(\mu(t; \phi)\) that depends on a set of parameters, \(\phi\), and the variable describing the continuous space, \(t\). For example, a mean function can be a straight line, a sinusoid, a Keplerian, or a transit model.

A covariance (also called kernel) function \(\gamma(t_i, t_j; \Phi)\) describes how two locations, \(t_i\) and \(t_j\), are related according to some parameters \(\Phi\). Such kernel functions can be tuned in order to describe physical/instrumental signals, such as noise, periodicity, long-term evolution, etc. We describe below some examples of covariance kernel functions widely used in astronomical literature.

One of the simplest covariance matrix is computed with the white noise kernel

\[
\gamma_{WN}(t_i, t_j) = \sigma_i^2 \delta_{ij},
\]

where \(\sigma_i\) is the error associated with the datum \(i\) and \(\delta_{ij}\) is the Kronecker delta. This kernel creates a diagonal covariance matrix, and is used to take into account uncertainties in data. Another widely used kernel is the squared exponential

\[
\gamma_{SE}(t_i, t_j) = A^2 \exp \left( -\frac{|t_i - t_j|^2}{2\lambda^2} \right),
\]

where \(A\) is an amplitude that works as a scale factor that determines the typical deviation from the mean function, and \(\lambda\) is the length scale, which can be interpreted as the characteristic distance for which two points are strongly correlated. This kernel generates smooth functions with a typical length scale \(\lambda\). Figure 1 shows some examples of functions drawn using the \(\gamma_{SE}\) kernel and different mean functions.

Also widely used are the Matérn family of kernels. They are based on the standard Gamma function and the modified Bessel function of second order (see e.g., Rasmussen & Williams 2006, for more details). Two examples of the Matérn kernels are the Matérn 3/2 Kernel

\[
\gamma_{M32}(t_i, t_j) = A^2 \left( 1 + \sqrt{3/2} |t_i - t_j| \right) \exp \left( -\sqrt{3/2} |t_i - t_j| \right),
\]

with \(t_{3/2} \equiv \sqrt{3}|t_i - t_j|\lambda^{-1}\), and the Matérn 5/2 Kernel

\[
\gamma_{M52}(t_i, t_j) = A^2 \left( 1 + \frac{t_{5/2}}{3} + \frac{t_{5/2}^2}{2} \right) \exp \left( -\frac{t_{5/2}}{3} \right),
\]

with \(t_{5/2} \equiv \sqrt{5}|t_i - t_j|\lambda^{-1}\). The parameters \(A\) and \(\lambda\) have the same role as for the Squared Exponential kernel, but in these cases the resulting functions are less smooth. Figure 1 shows GP samples drawn using the \(\gamma_{M32}\) kernel.
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A widely used kernel in astronomy, especially in exoplanet research, is the Quasi-Periodic (QP) kernel (as defined by Roberts et al. 2013)

\[ \gamma_{QP}(t_i, t_j) = \lambda^2 \exp \left( -\frac{\sin^2 \left( \frac{\pi (t_i - t_j)}{P_{GP}} \right)}{2\lambda_p^2} - \frac{(t_i - t_j)^2}{2\lambda_e^2} \right), \]

where \( \lambda \) has the same meaning as for the Squared Exponential kernel, \( P_{GP} \) is the characteristic period of the GP, \( \lambda_p \) the inverse of the harmonic complexity (how complex variations are inside each period), and \( \lambda_e \) is the long term evolution timescale (similar to the \( \lambda \) for the squared exponential kernel). We show some examples of functions created using the \( \gamma_{QP} \) kernel in Fig. 1.

Because the QP kernel generates stochastic periodic signal, this choice of covariance function is widely used to model stellar activity signals in both photometry and RVs (Haywood et al. 2014; Rajpaul et al. 2015). In a general context the GP period, \( P_{GP} \), can be interpreted as the stellar rotation period, the long term evolution time-scale, \( \lambda_e \), can be associated with the active region lifetime on the stellar surface; and the inverse harmonic complexity, \( \lambda_p \), can be associated with the activity regions distribution on the stellar surface (see e.g., Aigrain et al. 2015).

We note that for the cases in which the GP has a relatively small evolution time scale (\( \lambda_e \leq P_{GP} \)), the periodicity of the GP is practically irrelevant (as pointed out by Rajpaul et al. 2015). Therefore, special care has to be taken when dealing with signals in which the evolution time scale is smaller than the expected periodicity. It is better to use a QP kernel only in cases when \( P_{GP} < \lambda_e \). If that is not the case, the QP kernel might not be appropriate and some other kernels should be considered. In this work we ensure that when we use the QP kernel, \( \lambda_e > P_{GP} \) is satisfied.

Figure 1 also shows an example of the non-parametric behaviour of the GPs (see Rasmussen & Williams 2006; Roberts et al. 2013, for more details). While in a parametric deterministic model a given set of parameters will give always the same curve, in the non-parametric case, a given set of parameters can give different curves with the condition that the random variables satisfy their intrinsic correlation. Given that the parameters of GPs do not have the same interpretation as for parametric functions, they are often called hyper-parameters.

### 2.2 Gaussian process Regression

We can perform regression using GPs if we assume that our data (a finite set of variables \( y \), taken at times \( t \)) are samples of a GP. The mean function \( \mu \) can be a physically motivated parametric model (e.g., Keplerian or transit curves), and the covariance kernel function, \( \gamma(t_i, t_j) \), can encompass any intrinsic correlation in our data set (e.g., stellar activity and/or instrumental systematics).

Given that a finite set of variables drawn from a GP is described by a multi-variate normal distribution, we can use this property to write a logarithmic Gaussian likelihood to marginalise over variables as

\[ \ln L(\phi, \Phi) = -\frac{1}{2} \left( N_{\text{obs}} \ln 2 \pi + \ln |K| + r^T K^{-1} r \right), \]

where \( \phi \) and \( \Phi \) are the mean and covariance functions parameters, respectively, \( r = y - \mu(t) \) is the vector of residuals of the data \( y \) and the mean function \( \mu = \mu(t) \) evaluated at the times \( t \), \( K \) is the covariance matrix for the observations \( t \) given a kernel function \( \gamma(t_i, t_j) \), and \( N_{\text{obs}} \) is the number of observations. Equation (7) can be optimised or sampled with different numerical techniques in order to infer the parameters of the mean and covariance functions.

GP regression is the cornerstone of the updated version of pyaneti. Mean functions can be constructed easily with Keplerian and transit models, while any other intrinsic correlation can be absorbed by the covariance function. If we use a physically motivated kernel function, we can also learn about the underlying mechanism that gives rise to the correlation (e.g., stellar activity). Section 4 describes how GP regression is included inside pyaneti.

### 3 MULTIDIMENSIONAL GAUSSIAN PROCESSES

We have described how we can use a GP to describe non-parametric functions over a continuous space on \( \mathbb{R} \) (in our case time). It is possible to extend this idea and to assume that the same GP can describe correlations in multiple continuous spaces that may be related to each other.

multidimensional (also called multi-variate) GPs provide a solid and unified framework to make the prediction of GPs on \( \mathbb{R}^N \), where \( N \) is the number of dimensions (for more details about the mathematical formalism of multidimensional GPs see e.g., Alvarez et al. 2011; Chen et al. 2020). An useful application of multidimensional GP is regression.

The general idea of multidimensional GP regression is to transform the multidimensional problem into a “big” one-dimensional GP regression. This is done by vectorising the set of observations \([x, y]\) (where \( i = 1, \ldots, N \)) as a big vector in \( \mathbb{R} \). The residual vector \( r \) is created as a concatenation of residuals vectors \( r_i \), for each dimension \( i \). The covariance matrix \( K \) is constructed of small sub-matrices \( K_{l,m} \) that describe the correlations between the different dimensions \( l \) and \( m \). This allows one to reformulate the multidimensional GP regression as a conventional GP regression (see Sect. 2.2). In the remainder of this section we will describe how we can use multidimensional GPs to model activity induced signals in spectroscopic time-series.

#### 3.1 multidimensional GPs for spectroscopic time-series

Rajpaul et al. (2015) proposed a framework to model stellar activity in RV time-series simultaneously with the activity indicators using a multidimensional GP approach. This approach assumes that the stellar induced signals in all observables can be described by the same latent GP and its time derivative. Jones et al. (2017) and Gilbertson et al. (2020) expanded the work of Rajpaul et al. (2015) by adding higher derivatives and generalising the work to a generic set of activity indicators. In this work we also generalise the work of Rajpaul et al. (2015) to a generic set of activity indicators, but we maintain the approach of using only the first GP derivative.

#### 3.1.1 Physical motivation

It has been shown that there is an intrinsic relation between the area covered by active regions on the stellar surface and the stellar-induced RV variations (e.g., Aigrain et al. 2012; Boisse et al. 2009). Following this idea, we can assume that we can describe a function, \( G(t) \), which is a latent unobserved variable that represents the projected area of the visible stellar disc that is covered by active regions as function of time. Such active regions affect photometric and spectroscopic observed parameters (e.g., RVs or activity indicators) in different ways. Some of them are only affected by the projected area that is covered by active regions, i.e. they can be.
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Figure 1. Example of functions generated by GPs with different mean and covariance functions. Left, middle, and right panels correspond to GPs with mean functions $\mu = 0$, $\mu = 1/2t$, and $\mu = \sin(t)$, respectively. Top panel shows a plot with the respective mean function. From top to bottom, the second, third, and fourth panels show five GPs samples from square exponential (with $A = 1$, $\lambda = 1$), Matérn 3/2 (with $A = 1$, $\lambda = 1$), and Quasi-Periodic kernels (with $A = 1$, $A_p = 5$, $\lambda p = 0.5$, $P_{GP} = 2$), respectively.

3.1.2 Theoretical approach

We follow the approach described by Rajpaul et al. (2015) and we will assume that we have a set of $N$ time-series, $\mathcal{A}_i=1,...,N$, each one with $M$ points. Although this is not necessary for the multidimensional GP approach, we make this assumption given that for spectroscopic time-series the RVs and activity indicators are computed from the same spectra. A set of $N$ time-series that are characterised by the same GP-drawn function $G(t)$ and its derivative $\dot{G}(t)$ can be described as

$$\mathcal{A}_1 = A_1 G(t) + B_1 \dot{G}(t)$$

$$\vdots$$

$$\mathcal{A}_N = A_N G(t) + B_N \dot{G}(t),$$

where the variables $A_1, B_1, \ldots, A_N, B_N$, are free parameters which relate the individual time-series to $G(t)$ and $\dot{G}(t)$. We note that each $\mathcal{A}_i$ is a GP by itself, given the property that any affine operator described as $G(t)$ with some scale factor; others are also affected by how these regions evolve in time on the stellar surface, i.e., they are described by $G(t)$ and its time derivatives ($\dot{G}(t)$, $\ddot{G}(t)$, etc.).

RVs are affected by the position of the active regions on the stellar surface and how these regions evolve in time (see e.g., Dumusque et al. 2014). Therefore, in our assumption that the evolutions of the spots on the stellar surface). Some activity indicators, such as $\log R'_{HK}$ (flux of the Calcium H & K lines relative to the bolometric flux) or $\Delta_{HK}$ (flux of the Calcium H & K lines relative to the local continuum), are only affected by the fraction of the area that is covered by the stellar surface (see e.g., Isaacson & Fischer 2010; Thompson et al. 2017), i.e., they can be described only by $G(t)$. Some other activity indicators, such as the bisector inverse slope (BIS), are also affected by how the active regions evolve on the stellar surface (see e.g., Dumusque et al. 2014), requiring higher time derivatives of $G(t)$ in order to describe them.

A set of contemporaneous time-series that contain activity-induced signals of a given star (RVs, $\log R'_{HK}$, etc.) can then be modelled simultaneously assuming they are described by the same underlying function $G(t)$ and its derivatives. We can assume that our function $G(t)$ is generated by a GP, given its flexibility to model stochastic signals and the property that any affine operator (including linear and/or derivative) applied to a GP yields another GP (see Rajpaul et al. 2015, and references therein). We also note that, if we assume that our underlying function comes from a GP, we can use a multidimensional GP approach to exploit the correlation between observations in the different time-series, assuming each one is a different continuous space described by the same underlying GP-drawn function. The advantage of this approach is that RV time-series contain stellar activity and planet-induced variations, while activity indicators are only sensitive to activity. Therefore, activity indicators can help to constrain the activity induced signal in RV time-series, thus allowing one to disentangle the planetary signals from the activity signals (Rajpaul et al. 2015).
applied to a GP and the sum of two GPs is also a GP. We can assume that the GP has zero mean because in the GP regression (see Sect. 2.2) we use the residuals vector to evaluate the likelihood, i.e., we remove the mean function from the observations.

To create the covariance matrix, we need to define how points are correlated between all time-series $A_i$ and $A_j$. Following Rajpaul et al. (2015), the covariance between two observations at times $t_i$ and $t_j$ between the time-series $A_i$ and $A_j$ is given by

$$k^{l,m}(i,j) = A_iA_mB_iy^{G,G}(i,j) + B_iB_my^{G,G}(i,j) + A_mB_iy^{G,G}(i,j),$$

where $y^{G,G}(i,j)$ denotes the covariance between (non-derivative) observations of $G$ at times $t_i$ and $t_j$. The covariance depends on the observation of $G$ at time $t_i$ and an observation of $G$ at time $t_j$. $y^{G,G}(i,j)$ denotes the covariance between two observations of $G$ at times $t_i$ and $t_j$. In appendix A we show the gamma kernels ($y^{G,G}$, $y^{G,G}$, $y^{G,G}$, $y^{G,G}$, $y^{G,G}$) for the squared exponential, Matérn $5/2$, and QP kernels.

The “big” covariance matrix $K_{big}$ that describes the covariance between all the $N$ time-series is

$$K_{big} = \begin{pmatrix} k^{1,1} & \cdots & k^{1,N} \\ \vdots & \ddots & \vdots \\ k^{N,1} & \cdots & k^{N,N} \end{pmatrix}$$

(10)

where each $k^{l,m}$ is computed using eq. (9) for any covariance function $y$. If $y$ is a valid kernel function, the matrix $K$ is a valid covariance matrix that we can use in GP regression. This matrix also has the property of being symmetric and positive definite, therefore, we need to compute only the upper triangle part of the matrix, while the lower panel matrices can be computed as $k^{l,m} = (k^{m,l})^\top$.

At this point we have all the mathematical framework needed to perform multidimensional GP regression for RVs and activity indicators using the GP regression described in Sect. 2.2. We can create a residual vector $r_i$ for each dimension $i$, e.g., the residuals corresponding to the RV’s can be computed by subtracting Keplerian models, while the residuals of an activity indicator can be computed by subtracting constant offsets. We then create the residual vector $r$ by concatenating the $r_i$ for each dimension. We can create the “big” covariance matrix $K_{big}$ using eq. (10) with any valid kernel (e.g., the ones in Sect. 2.1). Once we have $r$ and $K_{big}$ we can use the likelihood given by eq. (7) to infer the parameters of our multidimensional GP using our preferred numerical method. Section 4 describes how this framework is included inside pyaneti II.

3.2 Comparison between multidimensional GP and other approaches

A common approach in the literature to describe stellar signals in RV time-series consists of modelling ancillary time-series (these can be light curves or activity indicators) with a GP to infer the hyper-parameters for a given kernel. The hyper-parameters inferred from one or more ancillary time series are then used to inform hyper-parameters priors for the GP modelling of the RV data using the same kernel (see e.g., Grunblatt et al. 2015; Haywood et al. 2014). The process of retrieving kernel hyper-parameters for a GP modelling is known as training a GP, and we therefore refer to this approach as the “training-GP” approach. Training the GP in this way ensures that the stellar activity signal in the RVs is modelled with the same characteristic features –such as periodicity, degree of smoothness, characteristic evolution timescale– as the ancillary time-series. In this approach, the functions describing the ancillary time-series and the RVs share the similar covariance properties, but they are otherwise independent of each other, and their shapes are entirely unrelated.

A slight variation on the training-GP approach involves modelling the ancillary time-series and the RVs simultaneously, using independent GPs sharing the same covariance function (see e.g., Osborn et al. 2021; Suárez Mascareño et al. 2020). In this case, both the RVs and the ancillary time-series are used to constrain the GP hyper-parameters, and the functions describing them share exactly the same covariance properties, but they are still independent of each other and have unrelated shapes.

These approaches make weaker assumptions about the relationship between the ancillary time-series and the RVs than those made in the multidimensional model developed by Rajpaul et al. (2015) and implemented in pyaneti II. They result in more flexible models for the RV time-series, with the associated risk of over-fitting (where potential planetary signals can be absorbed or modified by the activity model). On the other hand, our assumptions are based on a fairly simplistic toy model, whose limitations will no doubt become apparent once the framework is applied to a large enough sample of high-precision datasets. Such failures should however be easy to diagnose, as they would lead to a poor fit to the data. In Section 5.2 we present a comparison of planetary signal recovering between the “training-GP” method described in this section and the multi-GP approach.

It is also important to note that, in our multidimensional GP model, the functions used to describe the activity signal in the RVs have different covariance properties from those used to model the activity indicators. The fact that the RVs and activity indicators are modelled as different linear combinations of the underlying GP and its time-derivative results in markedly different harmonic complexity, for example (see Sect. 3.3 for a more detailed discussion). While we are not aware of examples in the literature, the “training-GP” approach could be generalised to take into account the derivatives of a GP to describe time-series. In Sect. 5.2.2 we show an example on how to train a GP to use the hyper-parameters to model RVs taking into account the derivative of the chosen kernel. A more complete quantitative comparison between different methods to model stellar signals is given by Ahrer et al. (2021).

3.3 On the usefulness of the GP derivatives

In this section we describe the importance of taking into account the derivatives of the GP to model RV data when assuming that our GP generates a function that describes the surface covered by active regions on the stellar surface. We base our discussion on the FP kernel, but the conclusions can be extended to other kernels.

Let us suppose we have a 2-dimensional GP to describe two time-series, $S_1$ and $S_2$, that behave as

$$S_1 = G(t),$$

$$S_2 = \dot{G}(t).$$

(11)

Equation (11) was computed from equation (8) with $A_1 = B_2 = 1$, and $A_2 = B_1 = 0$. Figure 2 shows some samples of $S_1$ and $S_2$ time-series that were created using a QP kernel with $P_{GP} = 1$, $\lambda_c = 10$, and different values of $A_p$.

From the examples in the top panel of Fig. 2 we can see that if
the $S_1$ signal has a high harmonic complexity, then the contemporaneous $S_2$ would have an apparently higher harmonic complexity. We can see that this behaviour is expected from the derivatives of the GP kernel (see Appendix A). From equations (A13) and (A14) we can see that when $\lambda_p \leq 1$ there are some “$\tau$ terms” (terms that include the $\tau$ parameter) that add extra “wiggles” to the behaviour of the $S_2$ curve. This has a direct implication when training GPs with ancillary observations (that may behave as $S_1$) to model RVs (that may behave as $S_2$). Setting a prior on $\lambda_p$ for the $S_2$ signal based on our $S_3$ signal may lead to biased results.

The previous discussion has special implications when training GPs to model RVs using light curves. In general, light curves and RV data are not taken simultaneously, so the active regions on the stellar disc might not be the same between the two data sets (see e.g., Aigrain et al. 2012; Barragán et al. 2021b). But even if they were, the harmonic complexity extracted from a light curve may not be the same as for the activity induced RV signal if modelled only with $G(t)$, i.e., without accounting for the GP derivatives. There are examples of the importance of using the GP derivative when modelling RVs with high harmonic complexity (e.g., Barragán et al. 2019b, 2021a).

In the other extreme of low harmonic complexity ($\lambda_p \gg 1$) we see that $S_1$ and $S_2$ behave as quasi-sinusoidal signals (lower panel of Fig. 2). If we consult equations (A13) and (A14), we can see that in the limit when $\lambda_p \gg 1$, all $\tau$ terms are irrelevant and the behaviour of the GP and derivatives is quasi-sinusoidal with a long-term evolution regulated by $\lambda_e$. In this case using the derivative of the GP to model the RVs may not be crucial for modelling the activity induced signal. There are some examples in the literature of activity induced RV signals that behave similar to the activity indicator time-series remains computationally treatable.

4 THE NEW PYANETI

Barragán et al. (2019a) describes the data analysis approach taken by pyaneti. Briefly, pyaneti uses a implementation of a Markov chain Monte Carlo (MCMC) sampler based on emcee (Foreman-Mackey et al. 2013) to create marginalised posterior distributions for exoplanet RV and transit parameters. The code uses a built-in Gaussian likelihood together with user-input priors for each sampled parameter. The demanding computational routines are written in FORTRAN and the subroutines are wrapped into python using the f2py tool included in the numpy (Harris et al. 2020) package.

The new version of pyaneti is an extension of the original package presented in Barragán et al. (2019a). The biggest update is the generalisation of the Gaussian likelihood that includes correlation using a GPR following eq. (7). The code can also perform multi-band transit and single transit modelling. The rest of this section describes in more detail the new additions to the code.

4.1 Gaussian Processes

Barragán et al. (2019a) describes the functions used to model multi-planet signals in both RV and transit data sets. These equations are used as mean functions of the GP to compute the residual vector $r$, allowing pyaneti to perform multi-planet fits with RV and/or transit data together with GP regression using eq. (7) and user input priors. The elements of the covariance matrix inside pyaneti are created as

$$K(t_i, t_j) = \gamma(t_i, t_j) + \left(\sigma_i^2 + \sigma_j^2\right) \delta_{ij},$$

where $\gamma(t_i, t_j)$ is any valid kernel function, $\delta_{ij}$ is the Kronecker delta, $\sigma_i$ the white noise associated with the datum $i$, and $\sigma_j$ is a jitter term. We note that the same jitter term can be shared by a collection of points with the same underlying systematics, e.g., a jitter term associated to a common instrument. We note that in the case where no correlation is assumed in the data, i.e., $\gamma(t_i, t_j) = 0$, eq. (7) reduces to the white noise Gaussian likelihood implemented.
Figure 2. Example of samples from a multidimensional GP (two dimensions in this case) created with a QP kernel with \( P_{GP} = 1 \), \( \lambda_c = 10 \) and high (\( \lambda_p = 0.1 \), top panel) and low (\( \lambda_p = 10 \), lower panel) levels of harmonic complexity. Each panel shows two subplots with samples of \( S_1 \) and \( S_2 \) time-series (See eq. 11). Corresponding \( S_1 \) and \( S_2 \) draws from the same sample are shown with the same colour.
computational time of a matrix inversion scales as $O(N^3)$, where $N$ is the number of data points. This is generally not a problem for RV data sets, which include relative few observations (usually less than 1000). However, it becomes a problem when modelling light curve time-series with thousands of observations.

Fortunately, in the case of light curves, the time-scales of the planetary transits are small compared with those associated with stellar variability. This makes it relatively easy to remove such trends from light curves. This detrending is a common approach in the literature when one is only interested on modelling transit signals in flattened light curves (see e.g., Hippke et al. 2019). A reason for fitting GPs to full light curves with transits would be to argue that the light curve might provide information on GP hyper-parameters that can also be used simultaneously with RV data. Yet this may not be optimal because usually light curves and RVs are not observed simultaneously, and there is evidence that light curves and RVs may not be constrained by the same time scales, as discussed in Sect. 3.3. Since the GP implementation of \texttt{pyaneti} is mainly focused on the RV analysis, we did not explore GP computation acceleration for light curve analyses. We note that \texttt{pyaneti} could still be used to model binned light curves in order to try to estimate hyper-parameters of the light curve, but a GP modelling of the light curve including transits is not advisable with \texttt{pyaneti}.

We note that progress has been made in fast matrix inversion for GP regression. We considered implementing the GP regression operations included in \texttt{pyaneti} using the \texttt{george} package (Ambikasaran et al. 2015); this would require explicitly coding the derivative kernels we use to model each time-series in \texttt{george}, a feasible but non-trivial endeavour. It has not been necessary to do it so far, given the typical size of the datasets we are modelling, but it is something to be considered for a future implementation of \texttt{pyaneti}. Another, even faster option for GP regression on large datasets is the \texttt{celerite} package (Foreman-Mackey 2018), but that is not suitable for the present work as it is restricted to 1-dimensional datasets.

### 4.2 Multi-band fit

Multi-band photometric follow-up of transiting planets has become common. This is because the number of ground and space-based instruments has increased, and more transiting planets are found around relatively bright stars. For this reason, we have added multi-band transit modelling into \texttt{pyaneti}. The code solves for the same orbital parameters for all bands, but independently samples the wavelength dependent parameters, i.e., limb darkening coefficients, cadence and integration time, and scaled planet radius.

As in the previous version, the code uses the Mandel & Agol (2002) equations to model transits by assuming the star limb darkening can be modelled as a quadratic law. The code samples for two limb darkening coefficients for each band following the $q_1$ and $q_2$ parametrization described in Kipping (2013). The code also allows for a different cadence and integration time for each band (see Kipping 2010). Finally, the code also allows modelling for the same scaled planet radius $R_p/R_*$ for all bands, as well as an independent $R_{p,i}/R_*$ for each band $i$. The latter can be useful to test false-positive scenarios (e.g., Parviainen et al. 2019), or to fit transit depths at different wavelengths as used in transmission spectroscopy (e.g., Charbonneau et al. 2002).

### 4.3 Single transit fit

Single transit events can be caused by transiting planets with periods longer than the observational window. Fortunately, they can be detected by methods that do not rely on periodicity of transit-like events (see e.g. Eisner et al. 2021; Osborn et al. 2016).

The problem when dealing with mono-transits is that the period and the semi-major axis cannot be determined. These parameters are important because they determine the velocity at which the planet moves during the transit. In order to solve this, in the new version of \texttt{pyaneti} we fix a period to a dummy value larger than our observing window, and we sample for a dummy scaled semi-major axis $a_{\text{dummy}}$. While $a_{\text{dummy}}$ does not have a physical sense, it ensures that the transit shape is sampled.

Therefore, in order to model a single transit, \texttt{pyaneti} samples the time of mid-transit $T_0$, impact parameter $b$, scaled planet radius $R_p$, $a_{\text{dummy}}$, and limb darkening coefficients $q_1$ and $q_2$ (Kipping 2013). With these parameters we can estimate the transit duration, and if we assume that the planetary orbit is circular, we can estimate the orbital period albeit with relatively large uncertainty (see Osborn et al. 2016).

### 4.4 \texttt{citlalicue} and \texttt{citlalatonac}

We have created codes to create synthetic stellar photometric and spectroscopic time-series, called \texttt{citlalicue} and \texttt{citlalatonac}, respectively.

#### 4.4.1 \texttt{citlalicue}: the light curves creator

\texttt{citlalicue} is a Python module that allows one to create synthetic light curves. It is totally independent of \texttt{pyaneti}. It can be easily installed using \texttt{pip install citlalicue}. The module has a class called \texttt{citlali} that contains all the attributes and methods needed to create a synthetic stellar light curves with transits, periodic modulation, and white noise. The current version of the code uses a GP kernel (eq. 6) to simulate stellar variability, and it allows one to create transits for any number of planets using \texttt{pytransit} (Parviainen 2015). An example of how to create a light curve using \texttt{citlalicue} is given \url{here}.

\texttt{citlalicue} also has a class called \texttt{detrend} that allows one to detrend light curves using GPs. \texttt{detrend} takes a plain-text file with light curve data containing time and flux (and errors as input if available). The code allows one to mask out the transits from the data as well as to fit simultaneously for the transits and GP. The former is recommended given that it is faster. The code uses \texttt{george} (Ambikasaran et al. 2015) to perform a fast GP regression that enables the modelling of the variability in the light curve. The code allows for an iterative optimisation with a sigma clipping algorithm, where the threshold can be tuned by the user (the default is 5). Once the optimal model is found by the code, the inferred trend is removed from the light curve, creating a flattened signal with transits. An example of how to detrend a light curve using \texttt{citlalicue} is available \url{here}. Examples of the detrending capability of \texttt{citlalicue} can be found in e.g., Barragán et al. (2021b) and Georgieva et al. (2021).

---

3 In Aztec mythology, Citlalicue (goddess) and Citlalatonac (god) are the creators of the stars. The words root, \textit{Citlali}, is the Nahuatl word for star.
4.4.2 citlalatonac: the spectroscopic time-series creator

The Python package citlalatonac uses pyaneti in order to create synthetic spectroscopic (RVs and activity indicators-like) time-series. This package comes together with pyaneti when the latter is cloned directly from its GitHub repository. The code creates samples of a multidimensional GP following eq. (8). This simulates spectroscopic-like signals (RVs and activity indicators) of an active star, assuming they all are generated by the same underlying GP.

The main class of the package is named citlalli. When citlalli is called in Python, the user needs to specify the time range in which the synthetic data will be created (e.g., this range can be an observing season), the number of time-series to create, the amplitudes of the signals, following eq. (8), the kernel to use, and the kernel parameters. By default the first time-series is called rv and it is always treated as RV-like, i.e., the planet-induced signals are added to this time-series only. The class includes methods that allow one to add as many planets as needed, as well as white and red noise.

The package also includes the create_real_times function that allows one to create realistic sampling of targets at a given observatory using astropy (Astropy Collaboration et al. 2013, 2018). This utility can be useful for estimating the number of data points needed in order to measure the Doppler semi-amplitude of a given target, even if the star is active. Such numbers can be valuable while writing a telescope proposal. A practical example of how to use citlalatonac to create synthetic time-series of a target observed at a given observatory can be found here.

5 TESTS

5.1 Recovering multi-GP hyper-parameters

We created a set of synthetic spectroscopic-like time-series using citlalatonac (see Appendix 4.4) in order to test the ability of pyaneti to recover parameters using a multidimensional GP. We assume that we have 3 time-series that are described by the same underlying function, $G(t)$, as

$$
S_1 = A_1 G(t) + B_1 \dot{G}(t),
$$
$$
S_2 = A_2 G(t),
$$
$$
S_3 = A_3 G(t) + B_3 \dot{G}(t).
$$

We compute eq. (14) using eq. (8) with 3 time-series. We set the values for the amplitudes $A_1 = 0.005 \text{ km s}^{-1}$, $B_1 = 0.05 \text{ km s}^{-1}$ d, $A_2 = 0.02 \text{ km s}^{-1}$, $B_2 = 0 \text{ km s}^{-1}$ d, $A_3 = 0.02 \text{ km s}^{-1}$, $B_3 = -0.05 \text{ km s}^{-1}$ d. We assume a mean function of zero for all three time series, and we use a QP covariance function with hyper-parameters $\lambda_c = 30$ d, $\lambda_p = 0.3$ and $\nu_{GP} = 5$ d. We created 50 simultaneous observations taken randomly in a window of 50 d. We added white noise with standard deviation of 0.001 km s$^{-1}$ for $S_1$, 0.005 km s$^{-1}$ for $S_2$ and 0.010 km s$^{-1}$ for $S_3$. The synthetic time-series data are shown in Fig. 3. The Jupyter notebook used to create the synthetic data is available here.

We performed multidimensional GP modelling of the data set using pyaneti. Priors and parameters used are defined in Table 1. We perform an MCMC analysis with 100 Markov chains. We use the last 5000 iterations of converged chains, with a thin factor of 10, to create the posterior distributions. We assume chains have converged when their Gelman et al. (2004) criterion $R$ is smaller than 1.02 for all the sampled parameters (for more details see Barragán et al. 2019a; Gelman et al. 2004). The inferred parameters are shown in Table 1, and the inferred models, together with the data, are shown in Fig. 3. We have made available the data and input file in pyaneti directory for this example, it can be run as ./pyaneti.py example_toyp1 from the main pyaneti directory.

From Table 1 we can see that the code is able to recover the injected amplitudes and kernel parameters within the error bars. Something to note is that the code is able to recover the value of $B_2 = 0 \text{ km s}^{-1}$ d. This is important because it means that the analysis is able to differentiate between the pure $G(t)$ curves from those that depends on $\dot{G}(t)$. This has a practical application to understand the behaviour of the activity indicators that we use in our modelling.

5.2 Recovering Keplerian signals with multi-instrument data

We perform another test similar to the one described in Sect. 5.1, but this time we added some more challenges to the test. In this case we assume that we have contemporaneous observations of two time-series that behave as

$$
S_1 = A_1 G(t) + B_1 \dot{G}(t),
$$
$$
S_2 = A_2 G(t),
$$

with $A_1 = 0.005 \text{ km s}^{-1}$, $B_1 = 0.05 \text{ km s}^{-1}$ d, $A_2 = 0.02 \text{ km s}^{-1}$, and $B_2 = 0 \text{ km s}^{-1}$ d. We use a QP covariance function with hyper-parameters $\lambda_c = 20$ d, $\lambda_p = 0.5$ and $\nu_{GP} = 5$ d. We assume that the spectroscopic data comes from two different instruments, $I_1$ and $I_2$, with an offset of zero for each time-series. For instrument $I_1$ we created 20 random observations between 0 and 60 days, each datum with an error bar of 0.003 km s$^{-1}$. For instrument $I_2$ we created 30 random observations in the same range, each one with an error bar of 0.005 km s$^{-1}$. We included two Keplerian signals in the RV-like time-series ($S_1$). One signal is associated with a circular orbit ($\sqrt{2} \sin \omega = 0$, and $\sqrt{2} \cos \omega = 0$, following Anderson et al. 2011, parametrisation) and the other one with an eccentricity of 0.3 and angle of periastion of $\pi/3$ ($\sqrt{2} \sin \omega = 0.47$, and $\sqrt{2} \cos \omega = 0.27$). The amplitude of the Keplerian signals is significantly smaller than the amplitudes of the activity-like signal. The parameters used to create both signals are listed in Table 2.

We show the synthetic time-series in Fig. 4. We perform four different analyses to the data using different techniques. For all the cases we assume that

| Parameter | Real value | Prior [1] | Inferred value |
|-----------|------------|-----------|----------------|
| $A_1$ (km s$^{-1}$) | 0.005 | $U[0, 0.5]$ | 0.013$^{+0.003}_{-0.002}$ |
| $B_1$ (km s$^{-1}$) | 0.05 | $U[0, 0.5]$ | 0.063$^{+0.001}_{-0.001}$ |
| $A_2$ (km s$^{-1}$) | 0.05 | $U[-0.5, 0.5]$ | 0.064$^{+0.001}_{-0.001}$ |
| $B_2$ (km s$^{-1}$) | 0 | $U[-0.5, 0.5]$ | -0.00041$^{+0.00005}_{-0.00005}$ |
| $A_3$ (d) | 0.005 | $U[-0.5, 0.5]$ | 0.003$^{+0.001}_{-0.001}$ |
| $B_3$ (km s$^{-1}$) | -0.05 | $U[-0.5, 0.5]$ | -0.063$^{+0.011}_{-0.011}$ |
| $\lambda_c$ (d) | 20 | $U[1, 80]$ | 20.01$^{+0.34}_{-0.34}$ |
| $\lambda_p$ | 0.3 | $U[0.01, 5]$ | 0.331$^{+0.002}_{-0.002}$ |
| $\nu_{GP}$ (d) | 5 | $U[4, 6]$ | 4.994$^{+0.009}_{-0.009}$ |
| Offset $S_1$ | 0 | $U[-0.7, 0.7]$ | 0.0007$^{+0.0007}_{-0.0007}$ |
| Offset $S_2$ | 0 | $U[-0.7, 0.7]$ | -0.007$^{+0.007}_{-0.007}$ |
| Offset $S_3$ | 0 | $U[-0.7, 0.7]$ | -0.0016$^{+0.005}_{-0.005}$ |

Note – (1) $U[a, b]$ refers to uniform priors between $a$ and $b$. $N[a, b]$ to Gaussian priors with mean $a$ and standard deviation $b$. (2) Inferred parameters and errors are defined as the median and 68.3% credible interval of the posterior distribution.
we know the ephemeris of the Keplerian signals and set Gaussian priors on the time of minimum conjunction, $T_0$, and period, $P$, for the two signals.

5.2.1 Run 1

We first perform a 1-dimensional GP modelling with pyaneti, modelling only the RVs with a QP kernel. We assume that the only information that we have of the GP hyper-parameters are the ranges where the true values lie. Table 2 shows the sampled parameters and priors we use for this run that we name as Run 1. We perform an MCMC sampling with 100 Markov chains. We create the posterior distributions with the last 5000 iterations of converged chains with a thin factor of 10. This generates distributions with 50\,000 independent points per each sampled parameter.

The inferred parameters are shown in Table 2. The first thing we note is that for this case the recovered $\lambda_p$ and $P_{GP}$ are consistent with the true values, but the value of $\lambda_p$ is smaller than the true value.
used to create the time-series. This is expected given that we are modelling the data without taking into account the GP derivative (see discussion in Sect. 3.3). However, the parameter true values used to create the Keplerian signals are recovered within the confidence interval.

5.2.2 Run 2

We then perform a Run 2 in which we train our GP based on our activity-indicator-like signal ($S_2$). As we mentioned in Sect. 3.2, this is a common approach in the literature. We first do a 1-dimensional GP modelling of the $S_2$ signal using a QP kernel in order to obtain posterior distributions for the hyper-parameters $\lambda_\ell$, $\lambda_\nu$, and $P_{GP}$. We then model the RV data following the normal approach in the literature (e.g., Grunblatt et al. 2015), i.e., we use a QP kernel with Gaussian priors on $\lambda_\ell$, $\lambda_\nu$, and $P_{GP}$ based on our $S_2$ analysis. The MCMC details are identical to the ones described in Sect. 5.2.1. Table 2 shows priors and inferred values for all the sampled parameters.

From Table 2 we can see that the results for this run are similar to the ones from the Run 1. We note that despite the Gaussian prior that we set on $\lambda_\nu$, the recovered value for this parameter is significantly smaller than the Gaussian prior mean. This is again expected given that we are modelling the RV data only with a QP kernel, without accounting for the time derivative (See Sect. 3.3). Nonetheless, the recovered values of the Doppler semi-amplitudes of the of the coherent signals are recovered with a significance similar to the ones in Run 1.

5.2.3 Run 3

We explored another possibility on the modelling of the RV time-series training the GP. But this time for the RV modelling we are including the first time derivative of the GP. The GP training comes from the same analysis of the $S_2$ time-series described in Sect. 5.2.2. But, for the RV 1-dimensional GP regression we construct our covariance matrix with the kernel

$$
\gamma(t_i, t_j) = A^2_{t} \gamma_{QP}^{G,G} + B^2_{t} \gamma_{QP}^{G,dG} + \gamma_{QP}^{dG,dG},
$$

(16)

that includes the derivative term of the QP kernel. Appendix 3.3 shows the full form of the $\gamma_{QP}^{G,G}$ and $\gamma_{QP}^{G,dG}$, $\gamma_{QP}^{dG,dG}$ terms. We perform a 1-dimensional GP modelling of the RV data following the priors described in Table 2 as Run 3. The MCMC configuration follows the same parameters as in Sect. 5.2.1.

Table 2 shows the recovered parameters for this run. We note that for this case, the recovered value for $\lambda_\nu$ is consistent with the true value, as expected now that we are including the derivative of the GP. However, we note that even if we include the derivative, the recovered values of the Doppler semi-amplitudes are not more precise that the values recovered in Runs 1 and 2. This can be explained because even if we are using a better model (that we know agrees with the model used to create the synthetic data), this approach still does not constrain better the shape of the underlying function describing the stellar signal in the RV data.

5.2.4 Run 4

We then perform a two-dimensional GP modelling with pyaneti\textregistered following the approach described in Sect. 3.1. Table 2 shows the sampled parameters, priors we use, and derived parameters. again, the MCMC configuration is the same as the one described in Sect. 5.2.1. This example can be reproduced by running .\texttt{/pyaneti.py} example\texttt{toyp2} in the main pyaneti\textcircled{O} directory.

Figure 4 shows the derived time-series and phase-folded models for this case. We can see in Table 2 that all derived parameters agree with the true values within the error bars. Specially the value of $\lambda_\nu$ agrees with the true value as in the Run 3, as expected given that we are using the GP derivative in this case. We note that in this case, the derived semi-amplitudes for both Keplerian signals are recovered with a relative higher precision than in the previous runs.

5.2.5 Comparison between the different Runs

Table 2 shows the parameter value for all the four Runs described in this Section, and Figure 5 shows the recovered posterior distribution for the Keplerian signals b and c for each case. From Table 2 we can see that all Runs are able to recover the planetary-like signals within the error bars. This is relevant since we created this data set with activity-like amplitudes significantly larger than the Keplerian ones, with the intention to show that the code is able to recover coherent signals in the RV-like time-series. This provides some tentative evidence that if RV observations are planned with suitable observing campaigns and with the right instruments, we may be able to find planetary signals even in cases with extreme activity.

From Table 2 and Figure 5 we can also see that run that provides better precision on the detected Doppler semi-amplitudes is Run 4. We can argue that Runs 1 and 2 are not optimal to analyse this problem, because of the way we create the synthetic RV time-series. But we may think that Run 3 and 4 are equivalent: the model of the $S_2$ data is created with a function draw using a QP kernel, while the $S_1$ time-series with a function created with a QP kernel and its first time derivative. And from Table 2, we see that the QP kernel hyper-parameters are fully consistent within the error bars for both runs. However, we obtain better detection of the Keplerian signals on Run 4 where we use the multidimensional GP approach. This is explained by the discussion in Sect. 3.2, where we mentioned that the multidimensional GP approach ensures that the underlying function $\gamma(t)$ is the same for all time-series. This result shows the advantage of using the activity indicators to model stellar signals within a multidimensional GP framework.

These tests also illustrate pyaneti\textcircled{O}'s ability to handle different instruments. However, we caution that this capability should be used with care. In particular, multiple instruments do not only have different offsets between them, but they may also observe in different wavelength ranges. This means that the stellar signal that each instrument observes may be different. Therefore, they cannot necessarily be treated as the same underlying signal that the multi-GP approach described in this manuscript assumes.

5.3 Multi-band transit modelling

We create a synthetic light curve using citlalicue (see Sect. 4.4) in order to test the ability of pyaneti\textcircled{O} to model multi-band transit modelling. We created data assuming we have a flattened light curve of a system with two transiting planets observed with two different instruments. For the first instrument, named “B1”, the data ranges from 0 to 15 days, with one data point every 5 min, with a precision of 500 ppm per datum. The limb darkening coefficients for this
Barragán et al.,

Figure 4. $S_1$, and $S_2$ time-series described in Sect. 5.2. Top panel: The green (instrument $I_1$) and red markers (instrument $I_2$) in each panel represent the synthetic measurements with inferred offsets extracted. Solid dark line and shadow regions are as in Figure 3. The RV-like time-series also included the RV model for the two planets (red line). Bottom panel: Synthetic RV-like data folded on the orbital period of each injected planet following the subtraction of the systemic velocities, GP signal, and the other planet. The plots also show the inferred RV model for each planet (solid black line). These plots were generated automatically by \texttt{pyaneti}. 

Fictitious observed star with instrument B1 are $u_1 = 0.25$ and $u_2 = 0$ ($q_1 = 0.06$ and $q_2 = 0.50$, following Kipping 2013), following the quadratic law of Mandel & Agol (2002). For the second instrument, named “B2”, data go from 20 to 30 days, with one observations every 5 min with a precision of 100 ppm. The limb darkening coefficients for this fictitious star with instrument B2 are $u_1 = 0.50$ and $u_2 = 0.25$ ($q_1 = 0.56$ and $q_2 = 0.33$, following Kipping 2013). We injected two transiting planets with circular orbits into the light curves. We also assume that both planets are transiting a star with a density of $1.4$ g cm$^{-3}$. The time of transit $T_0$, orbital period $P$, impact parameter $b$, and scaled planet radius $r_p$ for each planet are given in Table 3. The Jupyter notebook used to create this synthetic data set is provided here, and Figure 6 shows the synthetic light curves for both bands.

We perform a multi-band and multi-planet modelling with \texttt{pyaneti}. Table 3 shows the sampled parameters and priors we use. We note that we sample for a different limb darkening coefficients for each band. We also sample for the stellar density, and recover the scaled semi-major axis for each planet using Kepler’s third law. We sample the parameter space with 100 independent chains.
of the parameter is shown with a vertical line in each case.

Figure 5. Probability distributions for the Doppler semi-amplitudes for the signals b (upper panel) and c (lower panel) as described in Sect. 5.2. Each colour corresponds to the different Runs described in the text. The true value of the parameter is shown with a vertical line in each case.

Table 3. System parameters for multi-band toy model.

| Parameter | Real value | Prior(a) | Inferred value(b) |
|-----------|------------|----------|-------------------|
| T₀ₖₚ (days) | 4 | U[3.95, 4.05] | 3.9998±0.0012 |
| Pₚₚ (days) | 3 | U[3.95, 3.05] | 3.0001±0.0013 |
| bₚₚ | 0.25 | U[0.1] | 0.26±0.17 |
| rₚₚ/Rₑ | 0.025 | U[0.1] | 0.025±0.0028 |
| T₀ₑₑₚ (days) | 10 | U[9.95, 10.05] | 9.9995±0.0006 |
| aₑₑₚ | 0.7 | U[0.1] | 0.65±0.16 |
| rₑₑₚ/Rₑ | 0.05 | U[0.1] | 0.04998±0.00059 |

We create the posterior distributions for each sampled parameter with the last 5000 iterations of converged steps using a thin factor of 10. This example can be reproduced in pyaneti/gb by running ./pyaneti.py example_multiband in the main pyaneti/gb directory.

Figure 6 shows the phase-folded light curves for each transiting planet. We show the inferred parameters in Table 3. We can see that the code is able to recover the orbital and planet parameters for both transiting signals. We also note that pyaneti/gb can recover the band-dependent parameters for this example (limb darkening coefficients). In Sect. 5.5 we describe some real stellar systems where the multi-band capabilities of the code have been used.
5.4 Single transit event

We create a single transit event light curves using citlalicie (see Appendix 4.4) in order to test the ability of pyaneti to model single transits. We create the data assuming we have a flattened light curve of a system with one planetary transit. The data range from 9 to 11 d, with one data point every 5 min, with a precision of 100 ppm per datum. The limb darkening coefficients for this fictitious star are $u_1 = 0.25$ and $u_2 = 0$ ($q_1 = 0.06$ and $q_2 = 0.50$, following Kipping 2013), following the quadratic law of Mandel & Agol (2002). We injected a transiting planet assuming a circular orbit around a star with a Sun-like density. The time of transit is $T_0 = 10$ d, orbital period $P = 30$ d, scaled semi-major axis $a/R_\star = 40.6$, impact parameter $b = 0.5$ and scaled planet radius $r_p = 0.25$. The code needed to create this synthetic data set is provided in this link.

We perform a single transit modelling with pyaneti by indicating is_single_transit = True in the input file for this system. Table 4 shows the sampled parameters and priors we use. We sample the parameter space with 100 independent chains and create the posterior distributions with the last 5000 iterations of converged chains with a thin factor of 10. This example can be reproduced in pyaneti by running ./pyaneti.py example_single within the main pyaneti directory.

Figure 7 shows the inferred model for the single transit and Table 4 shows the inferred parameters. pyaneti is able to recover the injected values of $T_0$, $b$, $r_p$, $q_1$, and $q_2$ within 1-sigma error bars. We note that for single transit fits, the scaled semi-major axis and periods given by the code do not have the same meaning as for normal runs fitting multiple transits. The scaled semi-major axis is a dummy value sampled to take into account the transit shape, while the orbital period is a derived parameter, i.e., we do not sample for it directly, we compute it with the other sampled parameters assuming the orbit is circular. This capability of the code has been used before to estimate periods for transit signals detected by the TESS mission (e.g., Eisner et al. 2021).

5.5 Real planetary systems

We have shown how pyaneti is able to recover the injected planetary and orbital parameters in specific examples of synthetic spectroscopic-like and photometry-like time-series. This demon-
strates that if we believe that our RV and transit data behave as the models described in this paper, \texttt{pyaneti} will be able to provide reliable parameter estimates. Fortunately, the new implementations of the code have already been applied to real data in peer-reviewed literature. In this section we describe how \texttt{pyaneti} has been used in these analyses. We describe scenarios in which all the new additions of the code have been used combined. It is not our intention to reproduce the analyses or plots published in the aforesaid manuscripts. We only describe how \texttt{pyaneti} was used in the relevant paper and we also provide examples to reproduce the analyses in such papers.

5.5.1 K2-100

Barragán et al. (2019b) published the RV detection of K2-100b, a transiting exoplanet orbiting a young active star in the Praesepe cluster. In that manuscript we used the ability of the code to fit multi-band transit photometry simultaneously with a 3-dimensional GP approach for spectroscopic time-series including a Keplerian component.

The data were modelled using a multidimensional GP approach with a QP kernel, for which the harmonic complexity detected in the spectroscopic time-series was relatively high ($l_p=0.6$). Therefore, the use of the GP derivatives for the detection of the planetary signal was crucial in this case (see discussion in Sect. 3.3). Figure 8 shows a 20 days subset of the RV and log $R'_{HK}$ time-series of Figure 2 in Barragán et al. (2019b). This figure shows that the log $R'_{HK}$ time-series behaves as the $S_1$ curve in the example in Sect 3.3. and the RV data as the $S_2$ curve, i.e., the RV curve behaves as the time derivative of the log $R'_{HK}$ curve. We note that K2-100 is a fast rotating and spot-dominated young active star, and we expect that for young stars with similar characteristics, the GP derivative will be crucial to model the activity induced signals in the RV data.

Table 5. Execution time for test runs in Sect. 5.

| Setup                          | Time in laptop | Time in cluster |
|-------------------------------|----------------|-----------------|
| example_toypl                 | 29m47s         | 11m21s          |
| example_toypl2                | 23m10s         | 8m35s           |
| example_multiband             | 17m59s         | 6m1s            |
| example_single                | 1m03s          | 35s             |
| example_timeseries_k2100      | 38m34s         | 18m51s          |
| example_multiband_k2100       | 31m43s         | 12m20s          |
| example_full_k2100            | 8h40m          | 3h16m           |

5.5.2 TOI-1260

Georgieva et al. (2021) report the detection and characterisation of two mini-Neptunes transiting TOI-1260. They use \texttt{pyaneti} to perform joint transit and RV modelling using a multi-planet, multi-band, and multidimensional GP configuration.

As for K2-100, the time-series were modelled using a multidimensional GP approach with a QP kernel. However, for this case, the harmonic complexity was moderate ($l_p=1.4^{+0.5}_{-0.5}$). Even in this case of moderate harmonic complexity, the multidimensional GP approach improved the planetary detection when compared with other common approaches (see Georgieva et al. 2021, for more details).

5.6 Execution time

All examples presented in Sect. 5 were run on a personal laptop with 8×1.90 GHz Intel® Core™ i7-8650U CPUs with Ubuntu 18.04. For comparison, we also ran all the examples with the same setup in a cluster with 12×3.40 GHz Intel® Xeon® CPUs. We compiled the code with GFortran and ran all the examples in parallel. Table 5 show the execution time for the different setups presented in Section 5.

We note that \texttt{pyaneti} is able to produce ready-to-publish results in a relative short time even on a personal laptop. However, the execution time can be longer, depending on several parameters, such as the MCMC configuration, number of planets being modelled, number of data, number of CPUs used, etc. For example, the setup \texttt{example_full_k2100} is a complex problem that combines multi-band analysis and multidimensional GP regression. The total model samples 38 parameters simultaneously. Therefore, to reproduce the results by Barragán et al. (2019b) requires a relatively high computational power.
6 CONCLUSIONS

In this manuscript we present a major update to the pyaneti code. This new version of pyaneti allows one to perform GP regression, as well as multi-band and single transit fits. The biggest advantage of this new version of pyaneti with respect to other codes is the multidimensional GP regression that is included within the RV modelling routines. We present some tests to show how pyaneti can recover the model parameters in different data set configurations. We will continue updating pyaneti in the future according to the needs of the exoplanet community.

We described how we expanded the likelihood to account for data correlation using a multidimensional GP. In this manuscript we use the built-in MCMC described in Barragán et al. (2019a) to sample the parameter space. However, we note that this new likelihood can be used with other sampling techniques. In the near future we plan to add different sampling techniques in pyaneti with other MCMC (e.g., Foreman-Mackey et al. 2013; Karamanis et al. 2021) sampling algorithms, as well as incorporate nested sampling (e.g. Forez et al. 2009; Handley et al. 2015; Speagle 2020) methods.

Together with the code, we also provided some discussion on the use of GPs to model RV time-series. We pointed out how training GPs with activity indicators or light curves may not be the best approach for all cases of stellar activity. Even if the discussion is open, these aspects should be taken into account when modelling RV time-series using GPs.

We also presented citalicue and citalatonac. These numerical tools allow one to create synthetic photometric and spectroscopic time-series that may be useful to plan observing campaigns, especially in the cases in which the stellar signal is significantly larger than the planetary ones.
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A1 Square exponential kernel

The squared exponential covariance function is written as
\[ \gamma_{SE,i,j} = \exp \left( -\frac{(t_i - t_j)^2}{2\lambda^2} \right), \tag{A4} \]
where we have omitted the amplitude term shown in eq (3). The covariance between the derivative observation \( i \) and the non-derivative observation \( j \) is
\[ \gamma_{SE,i,j} = -\gamma_{SE,j,i} = \frac{t_i - t_j}{\lambda^2} \gamma_{SE,i,j}, \tag{A5} \]
and the covariance between the derivative observation \( i \) and the derivative observation \( j \) is
\[ \gamma_{SE,i,j} = \left[ \frac{1}{\lambda^2} - \frac{(t_i - t_j)^2}{4\lambda^4} \right] \gamma_{SE,i,j}. \tag{A6} \]

A2 Matérn 5/2 Kernel

If we define
\[ t_{5/2} = \frac{\sqrt{5}(t_i - t_j)}{\lambda}, \tag{A7} \]
we can write the Matérn 3/2 Kernel as
\[ \gamma_{M52,i,j} = \left( 1 + t_{5/2} + \frac{t_{5/2}^2}{3} \right) \exp \left( -t_{5/2} \right), \tag{A8} \]
where we have omitted the amplitude term shown in eq (4). The covariance between the derivative of the observations \( i \) and the non-derivative observations of \( j \) is then
\[ \gamma_{M52,i,j} = -\gamma_{M52,j,i} = \frac{\sqrt{5}}{3\lambda} t_{5/2} \left( 1 + t_{5/2} \right) \exp \left( -t_{5/2} \right) \text{sgn}(t_i - t_j), \tag{A9} \]
where \text{sgn} is the sign function. The covariance between the derivative of the observations \( i \) and the derivative observations of \( j \) is then
\[ \gamma_{M52,i,j} = \frac{-5}{3\lambda^6} \left( t_{5/2}^2 - t_{5/2} - 1 \right) \exp \left( -t_{5/2} \right). \tag{A10} \]

A3 Quasi-Periodic Kernel

In order to use the QP kernel in the multidimensional GP approach, we need to use eq. (6) without amplitude term as
\[ \gamma_{QP,i,j} = \exp \left( -\frac{\sin^2 \left[ \pi \left( \frac{t_i - t_j}{P_{GP}} \right) \right]}{2A_p^2} - \frac{(t_i - t_j)^2}{2A_c^2} \right), \tag{A11} \]
If we define
\[ \tau = \frac{2\pi(t_i - t_j)}{P_{GP}}, \tag{A12} \]
the covariance between the derivative observation \( i \) and the non-derivative observation \( j \) for the QP kernel given by eq. (A11) is
\[ \gamma_{QP,i,j} = -\gamma_{QP,j,i} = -\gamma_{QP,i,j} \left( \frac{\pi \sin \tau}{2P_{GP}A_p^2} + \frac{t_i - t_j}{A_c^2} \right). \tag{A13} \]

Finally, the covariance between the derivative observation \( i \) and the derivative observation \( j \) is then
\[ \gamma_{QP,i,j} = \gamma_{QP,j,i} \left[ -\frac{\pi \sin \tau}{2P_{GP}A_p^2} - \frac{\tau \sin \tau}{2A_p^2A_c^2} + \frac{\pi^2 \cos \tau}{P_{GP}^2A_p^2} - \left( \frac{t_i - t_j}{A_c^2} \right)^2 + \frac{1}{A_c^2} \right]. \tag{A14} \]