Folded domain charge properties influence the conformational behavior of disordered tails
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A B S T R A C T

Intrinsically disordered proteins and protein regions (IDRs) make up around 30% of the human proteome where they play essential roles in dictating and regulating many core biological processes. While IDRs are often studied as isolated domains, in naturally occurring proteins most IDRs are found adjacent to folded domains, where they exist as either N- or C-terminal tails or as linkers connecting two folded domains. Prior work has shown that charge properties of IDRs can influence their conformational behavior, both in isolation and in the context of folded domains. In contrast, the converse scenario is less well-explored: how do the charge properties of folded domains influence IDR conformational behavior? To answer this question, we combined a large-scale structural bioinformatics analysis with all-atom implicit solvent simulations of both rationally designed and naturally occurring proteins. Our results reveal three key takeaways. Firstly, the relative position and accessibility of charged residues across the surface of a folded domain can dictate IDR conformational behavior, overriding expectations based on net surface charge properties. Secondly, naturally occurring proteins possess multiple charge patches that are physically accessible to local IDRs. Finally, even modest changes in the local electrostatic environment of a folded domain can substantially modulate IDR-folded domain interactions. Taken together, our results suggest that folded domain surfaces can act as local determinants of IDR conformational behavior.

1. Introduction

Intrinsically disordered proteins and protein regions (IDRs) are highly prevalent in eukaryotic proteomes and are associated with diverse biological functions ranging from transcriptional regulation and signal transduction to facilitating formation of biomolecular condensates (Wright and Dyson, 1999, 2015; van der Lee et al., 2014). Unlike folded domains, IDRs lack a precise three-dimensional structure and are instead characterized by broad conformational fluctuations. As a result, IDRs are frequently described in terms of a conformational ensemble (Mittag and Forman-Kay, 2007; Receveur-Brèchet et al., 2006). The vast majority of disordered sequences – roughly 90% in the human proteome – are adjacent to folded domains (FDs) (van der Lee et al., 2014). As a result, most IDRs can be considered either disordered tails (N- or C-terminal IDRs connected to a folded domain) or disordered linkers (IDRs that connect two folded domains) (Mittal et al., 2018).

IDR conformational behavior has emerged as a key determinant of IDR function (Mittag and Forman-Kay, 2007; Das et al., 2015; Sherry et al., 2017; Dyla and Kjaergaard, 2020; Borcherds et al., 2014). Given that IDR conformational behavior is encoded at least in part by amino acid sequence, understanding the physicochemical principles that relate sequence to ensemble is an ongoing topic of interest (Mittag and Forman-Kay, 2007; Das et al., 2015; Zerze et al., 2015; Sawle and Ghosh, 2015; Mao et al., 2013; Martin and Holehouse, 2020; Lin et al., 2018). Systematic studies have yielded a quantitative understanding of the sequence determinants of IDR conformational behavior (van der Lee et al., 2014; Borcherds et al., 2014; Marsh and Forman-Kay, 2010; Sorensen and Kjaergaard, 2019; Müller-Späth et al., 2010; Mao et al., 2010; Martin et al., 2016; Das and Pappu, 2013; Portz et al., 2017; Zheng et al., 2020; Bowman et al., 2020); however, most of these studies have focused IDRs in isolation as opposed to systems consisting of IDRs tethered to FDs.

Disordered tails can stabilize proteins, prevent aggregation, determine binding affinities, and facilitate a range of inhibitory and activating interactions (Uversky, 2013; Staby et al., 2020; Graña-Montes et al., 2014; Keul et al., 2018; Sankaranarayanan et al., 2021). Disordered
linkers determine the orientations that tethered domains can interact with one another, thereby influencing allosteric communication in multidomain proteins (Sørensen and Kjaergaard, 2019; Yanez Orozco et al., 2018; McCann et al., 2014; Huang et al., 2020; Ma et al., 2011). Traditional sequence determinants of IDR conformational behavior (including charge content, charge patterning, hydrophobicity, and proline content) can regulate the behavior of IDRs tethered to FDs either as linkers or tails (Mittal et al., 2018; Sherry et al., 2017; Sørensen and Kjaergaard, 2019; Keul et al., 2018; Sankaranarayanan et al., 2021; Sun et al., 2018; Ganguly et al., 2012; Lecq et al., 2017; Vuzman and Levy, 2010; Krois et al., 2018; Martin et al., 2021). Most prior work has emphasized the role of electrostatics in governing the interaction between IDRs and FDs, and FDs have been shown to influence IDR behavior in a manner that depends on the charge properties of IDR sequences (Mittal et al., 2018). However, the converse question is less well-explored: how do the surface charge properties of folded domains alter FD-IDR interaction and the resulting conformational biases of the IDR (Martin et al., 2021; Patil and Nakamura, 2006)?

In this work, we sought to gain an understanding of the combined role that IDR and FD properties play in governing the behavior of disordered tails tethered to FDs. To do so, we first performed all-atom implicit solvent simulations of rationally designed proteins consisting of negatively or positively charged low-complexity IDRs attached to charge variants of the superfolder Green Fluorescent Protein (sfGFP). We titrated the length and net charge per residue (NCPR) of the IDR and the net charge and surface charge distribution of the FD. This combination of proteins allowed us to explicitly model how distinct sequence features influence IDR conformational behavior.

These simulations revealed that the emergent interactions between disordered tails and FDs can be uninformative due to the conformational flexibility of tails, the heterogenous distribution of charged residues on the surface, and the competing and long-range nature of electrostatic interactions. Furthermore, even in our relatively simple systems, conformational behavior cannot necessarily be determined by simple metrics, such as the net charge of either domains.

Given these results, we next performed a structural bioinformatics analysis to more precisely characterize the surface charge distribution characteristics of human FDs with N/C-terminal tails. We observed that FDs tend to contain multiple correlated regions of charge (charge patches) that are relatively large and physically accessible to the IDR. Finally, to tie our observations to a real protein system, we performed simulations of homologous proteins with variable surface charge distribution but conserved structural features. Our simulations revealed that even modest changes in surface charge distribution can significantly influence IDR conformational behavior and IDR-FD interactions. Taken together, our results suggest that the local electrostatic environment of a FD can impact the conformational behavior of an IDR in concrete and unintuitive ways.

2. Results

2.1. Sequence properties of disordered tails are similar to those of all disordered regions

Prior work has established that charge-associated sequence features play a key role in determining IDR conformational behavior (Sørensen and Kjaergaard, 2019; Müller-Spahn et al., 2016; Mao et al., 2010; Das and Pappu, 2013; Mittag et al., 2018a; Das et al., 2021). With this in mind, we first sought to establish if the distribution of charge properties of IDRs adjacent to FDs differs from that of all IDRs. While other types of interactions will undoubtedly contribute to IDR-FD interactions, we chose to focus initially on charge-mediated interactions owing to their established importance in IDR conformational behavior.

We undertook a structural bioinformatics analysis to identify FDs with known structures which had N- or C-terminal disordered tails (see Methods). To contextualize our analysis, we generated three subsets of IDRs for further analysis: (1) all IDRs in the human proteome (2) all N- or C-terminal IDRs regardless of if structural data on adjacent folded domains is known, and (3) N- or C-terminal IDRs for which structural information about the adjacent folded domains is known (see Methods, Supplementary Fig. S1, and Supplementary Fig. S2). These three sets allow us to ask if IDRs that are adjacent to folded domains represent a special subclass of IDRs, or if they are statistically equivalent to all IDRs in the human proteome.

Given the importance of charge interactions in dictating IDR conformational behavior, we first characterized the charge properties of our three sets of IDRs. A comparison of the fraction of charged residues (FCR) and mean net charge per residue (NCPR) across these three sets revealed no statistical differences, with a mean FCR of 0.26 and a near-neutral NCPR of 0.01 (Fig. 1A and B). Similarly, analysis of other sequence properties including charge patterning (s) (Das and Pappu, 2013), presence of phosphosites, hydrophobicity, and aromaticity showed no statistical difference between the three sets of IDRs (Supplementary Fig. S3). Finally, we compared the distribution of IDRs across the diagram of states, a classification tool developed by Das and Pappu to categorize IDRs in terms of the relative density of positively and negatively charged residues (Fig. 1C) (Das and Pappu, 2013). Again, no marked differences were observed among the three sets of IDRs (Supplementary Fig. S4). In conclusion, in terms of charge properties, tail IDRs with structural data are not statistically different from non-tail IDRs (Supplementary Table 1).

Given that chain length plays a major role in determining IDR global dimensions, we also characterized the length distribution of disordered tails and compared it to the length distribution of all IDRs for context (Fig. 1D). The median length of disordered tails (46 residues) is similar to that of all IDRs (41 residues), and there is not a substantial difference in the length distribution between these two groups.

Considering charge interactions are not limited to intra-IDR interactions but can also include IDR-FD interactions, we next wondered how FD surface charge properties might tune IDR-FD interactions. To explore this idea, we first turned to all-atom implicit solvent simulations of synthetic proteins consisting of N-terminal IDRs attached to FDs. We specifically sought to probe the effects of varying FD surface charge distributions when attached to IDRs of varying lengths and charge. Studying synthetic proteins enables us to explicitly model the effects of FD surface charge distribution under varying contexts and probe if complex conformational behavior can emerge from relatively simple systems.

2.2. Rational design of synthetic IDR-folded domain proteins

Taking inspiration from the experimentally-tested supercharged GFP, we designed in silico GFP charge variants that systematically varied the number and position of charged residues on the protein surface (Lawrence et al., 2007; Pak et al., 2016; Cummings and Obermeyer, 2018; Laber et al., 2017). We generated computational models for three GFP variants: a highly net positive variant (GFP\textsuperscript{\textregistered}\textsubscript{+}) a moderately net positive variant (GFP\textsuperscript{\textregistered}\textsubscript{+}) and a highly net negative variant (GFP\textsuperscript{\textregistered}\textsubscript{−}) (Fig. 2 and Supplementary Fig. S5). The distribution of the charged residues divides the surface of each GFP variant into two patches of opposite charge polarity, where the area of each patch varies with overall net charge (Fig. 2).

In addition, we designed ten low-complexity polyelectrolyte disordered sequences using the repetitive base unit of (GSE), or (GSK)\textsubscript{n}, where n ranges between 4 and 12 in increments of 2. These repetitive polyelectrolytic GS-rich sequences were designed to minimize secondary structure, avoid the confounding contribution of other sidechains, and to control for charge patterning. Each IDR was connected to the N-terminus of the GFP charge variants, allowing us to co-vary IDR and folded domain charge properties independently. Further details regarding protein design are provided in the Methods.

To explore how varying FD and IDR charge properties impacts the
The charge sequence properties of disordered tails are similar to those of all IDRs. Distributions of relevant IDR properties. Three sets of IDRs were included in this analysis: all IDRs with or without structural data (N = 34,095), all tails with or without structural data (N = 11,254), and all tails with structural data (N = 619). A) Violin/box plots of fraction of charged residues (FCR) across the three sets of IDRs. The horizontal black line in the box plot refers to the median, while the bottom/top of the box refers to the first/third quartile. B) Violin/box plots of net charge per residue (NCPR) across the three sets of IDRs. C) 2D density plot of fraction of positive charges and fraction of negative charges for all tails with or without structural data. Diagonal white lines separate the diagram of states into three regions: R1 (weak polyelectrolytes and polyampholytes), R2 (intermediate polyampholytes), and R3 (strong polyampholytes). D) Density plots of IDR length across the three sets of IDRs. Dashed line refers to the median IDR length for a given group.

2.3. Overall net charge does not necessarily determine the interaction between disordered tails and folded domains

To gain an initial sense of the conformational behavior of each IDR-FD system, we quantified the average inter-residue distance between each pair of residues on the FD and IDR normalized by the distances expected if the IDR behaved as a self-avoiding random coil (the “excluded volume” limit, see Methods) (Fig. 3). The resulting heatmap of this normalized distance (scaling map) offers a way to visualize IDR-FD interaction. In addition, we quantified additional sequence context information and the IDR radius of gyration in isolation and in the context of the FDs (Supplementary Fig. S6 and S7).

Our expectation was that we would see charge complementarity between the tail and the folded domain. In all simulations the IDR remains fully solvent exposed and any interacts that occur are intrinsically fuzzy (Tompa and Fuxreiter, 2008). Specifically, we anticipated that negatively charged IDRs would be attracted to positively charged FDs and repelled from negatively charged FDs (and vice versa). To our surprise, this was not the case. While the (GSK)\(_{12}\) tail matches this expectation, the (GSE)\(_{12}\) tail interacts even with the most negatively charged GFP\(^{\pm}\) tail. These trends were robust as a function of tail length (Supplementary Fig. S8). As such, our simulations of a set of deliberately simple rationally designed polypeptides reveal an unanticipated layer of conformational complexity.

2.4. Interaction between IDR tails and FD surfaces depend on the locally accessible surface from the perspective of the IDR

To better understand the molecular basis for the unexpected IDR-FD interactions, we generated 3D contour volume plots that project the terminal tail residue for a given IDR-FD system (Fig. 4, see Methods). Roughly speaking, these plots can be thought of as the three-dimensional analogue of a two-dimensional density plot, where contour levels reflect probability density (Supplementary Fig. S9). To complement these plots we also generated scaling maps for each system using a subset of evenly spaced FD surface residues (Supplementary Figs. S10 and S11).

We first examined the positively charged (GSK)\(_{n}\) tail. While GFP\(^{\pm}\) and GFP\(^{\pm}\) repel the (GSK)\(_{n}\) from the FD surface (Fig. 4 top and middle rows), with GFP\(^{\pm}\) we observed heterogeneous FD-IDR interaction (Fig. 4 bottom row). These results are consistent with our naive expectation, in which the positively charged IDR is repelled by a positively
charged surface but attracted once the surface is sufficiently negative. In the case of GFP \(_{15}\), as the \((GSK)_n\) becomes longer, new parts of the FD surface become accessible leading to the enhancement and depletion of residue-specific FD-IDR interactions (Supplementary Fig. 11 [compare along rows] and Supplementary Fig. 12). In this system IDR length can tune the IDR-accessible surface area of the FD, dictating where and how a tail can interact with the surface.

We next performed the same analysis for the negatively charged \((GSE)_n\) tail. As noted above and in contrast to the \((GSK)_n\), the \((GSE)_12\) tail interacts with all three GFP variants (Figs. 3 and 5, Supplementary Figs. S13 and S14). What explains this unexpected result? The surface of the GFP\(_{15}\) includes a positively charged patch distal from the FD:IDR junction (Fig. 4). As the GFP net charge is titrated from \(+15\) to \(0/15\) this positive patch shrinks, but does not disappear (Fig. 4). To gain some intuition regarding how the tail is interacting with the small positive patch, it is worth referring back to the snapshot of frames illustrated in Fig. 3 and Supplementary Fig. S15. Essentially, the tail is able to orient away from the adjoining negative patch at the FD:IDR junction and then loop across the GFP to either orient towards or be in close contact with the positive patch. This suggests FD-IDR interaction is determined by the locally accessible positive patch, as opposed to the overall FD charge. As with the \((GSK)_n\) tail, as \((GSE)_n\) becomes longer, more of this patch becomes accessible to the IDR. Finally, we note that the trends we observe for \((GSE)_{12}\)-GFP\(_X\) and \((GSK)_{12}\)-GFP\(_X\) persist at higher NaCl concentrations (Supplementary Figs. S16 and S17).

These results neatly highlight two key features that determine the IDR-FD interactions. Firstly, FD-IDR interactions are not necessarily...
driven by the overall net charge of the FD and the IDR but by a balance of the intra-IDR interactions with FD:IDR interactions. Secondly, the surface-accessible residues from the perspective of the IDR are the key determinant of FD:IDR interaction. As such, local charge patches can have a profound impact on FD:IDR interactions.

2.5. Folded-domain-induced changes to the conformational behavior of an IDR can seem superficially modest

Having assessed IDR-FD interaction we next considered the impact that a FD can have on the intrinsic conformational behavior of an IDR. We used internal scaling profiles to quantify the intra-IDR interaction in both the (GSK)ₙ and (GSE)ₙ cases. Internal scaling profiles measure the average distance across all sets of inter-residue pairs separated by the same number of residues, providing an ensemble-average measure of the intra-IDR attraction.

For the (GSK)ₙ tails we observed a systematic diminution in IDR dimensions as net charge on the folded domain was titrated from +15 to -15 (Fig. 6, Supplementary Fig. S18). This trend is explained by the reduction in FD-IDR electrostatic repulsion and the ultimately attractive FD-IDR interaction that leads to local polyelectrolyte condensation. Additionally, the charge surface at the FD:IDR junction is relatively acidic, further enabling IDR compaction through favorable electrostatic interaction with (GSK)ₙ.

In contrast to (GSK)ₙ and despite engaging in extensive FD-IDR interactions, the (GSE)ₙ tails are highly expanded (Fig. 6, Supplementary Fig. S18). This balance in intra-IDR repulsion, repulsion between the tail and the negative surface at the FD:IDR junction, and the need of the IDR to ‘reach’ across the FD surface to interact with the positively charged patch. As an intriguing caveat, if IDR dimensions were needed of the IDR to reach across the FD surface to interact with the positively charged patch, even if that patch is distant and the tail is anchored to a large patch inducing repulsive interactions. In addition, the location of an electrostatically complementary patch may be as fundamental as its size or charge in influencing conformational behavior (Fig. 7B).

2.6. Surface charge distribution characteristics of natural proteins

Given that the surface charge distribution of a FD can influence IDR-FD interactions and IDR conformational behavior (at least in synthetic proteins), we wondered if this was actually relevant for naturally occurring proteins. To answer this we characterized the surface charge distribution characteristics for 214 proteins with N- or C-terminal tails and 3D structural data that satisfied a particular set of criteria (see Methods).

We first quantified the NCPR of each FD (Supplementary Fig. 19A). On average, FDs had a mean NCPR close to zero (mean NCPR = -0.006). While calculating the net charge of a protein can be thought of as a way to quantify its electrostatics, this bulk metric ignores the spatial orientation of the protein’s atoms, the partial charges induced by individual atoms, and the protein’s interactions with its neighboring solvent and ions. Given this, we sought to quantify the overall electrostatic potential of each FD. To do so, we calculated the electrostatic potential at each point on the surface of the FD, and then averaged these values to give a scalar parameter that reports on the electrostatic potential generated by the proteins. To reiterate, the purpose of these simulations was not to serve as a predictive model of IDR-FD behavior, but rather to probe the effects of FD surface charge distribution under different contexts and determine if complex conformational behavior can emerge from relatively simple systems. Though the behavior of the (GSK)ₙ-GFP systems can be essentially reduced to the net charge of the IDR and GFP (Fig. 7A),
surface in a solvated environment (Supplementary Fig. 19B). We term this quantity the mean electrostatic potential ($\phi$) (see Supplementary Methods). Interestingly, though the NCPR and $\phi$ of the FD are related ($r = 0.74$), they are not perfectly correlated (Supplementary Fig. 19C). We interpret this to mean that $\phi$ is capturing information that a coarser metric like NCPR is not.

To further quantify the distribution of charge density across the surface of the protein, we determined if regions on the surface of a protein contain correlated regions of charge (such regions are termed ‘patches’, see Methods for details). Given the results of the (GSE)$_n$-GFPX systems, we speculated that the presence, size, electrostatic characteristics, and location of these patches might be an informative description of the FD’s surface charge distribution.

To identify patches, we expressed the APBS-calculated electrostatic surface as a graph $G$ and identify connected components of $G$ that consist of nodes whose electrostatic potential is either exclusively greater than or less than a threshold. Each connected component in each subgraph can then be thought of as a ‘patch’ (further details in Methods).

After identifying a patch we quantified three things: 1) its mean electrostatic potential, 2) the relative size of the patch, and 3) the fraction of the patch that is ‘accessible’ to the tail. Accessibility is calculated based on the fraction of nodes comprising a patch that can be reached by the tail assuming that the shortest distance between the FD:IDR junction and that node is less than the mean end to end distance of a length matched self avoiding walk (SAW) (see Methods for details). This distance considers the excluded volume of the folded domain. Below, we show an example of this calculation for the protein EPB41 (Fig. 8) and each of the GFP mutants (Supplementary Fig. 20). In addition, we illustrate the patchiness landscape for all proteins in the analysis and complement it with the sequence charge profile for each corresponding IDR (Supplementary Figs. 21 and 22). This illustration was also supplemented with one including the three GFP mutants to demonstrate their surface charge properties in a relevant context (Supplementary Fig. 23).

To summarize the patchiness data for all 214 proteins, we quantified the distribution of the mean/maximum/minimum relative patch size and patch accessibility fraction for each protein (Fig. 9A and B). Patchy regions on proteins tend to occupy a relatively significant fraction of the surface and on average are highly accessible. In addition, we quantified the distribution of the number of patches on a protein, and stratified these distributions as a function of relative size, distance between the FD:IDR junction and patch centroid, and accessibility (Fig. 9C–E). While proteins generally have more than one patch (mean of 2.8), the number of patches on a protein tends to decrease as a function of patch size above a certain threshold. This trend also applies when stratifying the number of patches on a protein by distance and accessibility.

Finally, to tie together the IDR and FD bioinformatic analyses, we determined if there were any correlations between electrostatic

![Fig. 7. Framework for reasoning about how modulating specific properties of tails and folded domains can influence conformational behavior. A) Illustration of how the size of an adjoining, electrostatically complementary patch and the length of a tail can influence a tail’s conformational behavior. When the length of the positive tail is small, the size of the negative patch is relatively unimportant in terms of influencing conformational behavior. However, as the length of the tail increases, the size of the negative patch influences the tail’s conformation. When the size of the negative patch is small/large, the longer tail does not/do closely interact with it. B) Illustration of how the location of a distant electrostatically complementary patch and the length of a tail can influence a tail’s conformational behavior. In the top left configuration, the tail is oriented towards the distant positive patch. As the length of the tail increases, this effect is magnified and the tail makes closer contact with the positive patch. However, when the location of the positive patch changes to being ‘sandwiched’ between two negatively charged regions, the tail no longer orient's towards it.](image)

![Fig. 8. Patch visualization for membrane protein EPB41. A) APBS surface for the membrane protein EPB41 (PDB 1gg3), with the N-terminal junction demarcated. From this surface, it is evident that there is a negative patch and positive patch, roughly equidistant from the N-terminal junction. B) This 3D information is condensed into a 2D representation by quantifying the mean electrostatic potential, relative size, and accessibility fraction of each patch as a function of distance between the N-terminal junction and the patch centroid along the surface of the protein.](image)
properties of IDRs and FDs. Though most analyses did not yield significant correlations (Supplementary Table S7), we did observe a statistically significant correlation between the FCR of an IDR and FD and the FCR of an IDR and the total patch size of a FD (Supplementary Fig. S24). In summary, our results reveal that many globular proteins can be reasonably considered as patchy colloids with multiple charged patches.

2.7. Effect of surface charge distribution characteristics in real protein systems

Our GFP simulations suggested that locally accessible charge patches can play a large role in influencing conformational behavior depending on the sequence composition of the tail. Given that proteins on average consist of multiple patches that are relatively large and accessible, we finally wondered how the effect of surface charge distribution manifests in real protein systems.

To test this, we examined coronavirus nucleocapsid (N) proteins from evolutionarily divergent beta-coronaviruses. N protein is a ~400 residue largely disordered protein essential for packaging of the coronavirus RNA genome (Masters, 2019). In prior combined simulation/single-molecule work, we characterized the solution behavior of the disordered N-terminal domain (NTD) adjacent to the folded RNA binding domain (RBD) and found electrostatic interactions to play a role in influencing its conformational behavior (Cubuk et al., 2021). Intriguingly, while the RBD structure is highly conserved, the surface charge varies across the coronaviridae family. As such, we wondered if this might be a good system to identify functionally orthologous proteins in which folded-domain charge properties are variable.

Our work focussed on NTD-RBD constructs comparing variants from SARS-CoV-2 (CoV-2) and Human coronavirus OC43 (HCoV-OC43, which we abbreviate to OC43). Between these two orthologs the RBD structure is almost identical, the NTD sequences relatively similar, but the RBD surface charge distribution is quite different (Fig. 10A, Supplementary Tables 8–9). We performed simulations of the natural NTD-RBD constructs from each virus, and chimeric variants in which the IDRs from the CoV-2 and OC43 N-protein were interchanged (i.e CoV-2NTD attached to OC43RBD and OC43NTD attached to CoV-2RBD).

Internal scaling profiles reveal a pronounced effect of the FD on IDR conformational behavior (Fig. 10B). Both OC43NTD and CoV-2NTD are expanded when they are attached to OC43RBD in comparison to when they are attached to CoV-2RBD (Fig. 10B, Supplementary Fig. S25). Interestingly, OC43NTD is expands when attached to OC43RBD compared to its dimensions in isolation, offering another instance in which FD-derived interactions alter IDR conformational behavior. To complement these plots, we also generated scaling maps for each system among all residues (Supplementary Fig. S26) and among a subset of ‘isomorphic’ surface residues from OC43RBD and CoV-2RBD (Fig. 10C).

For CoV-2NTD-CoV-2RBD, we observe that the basic beta-strand extension from the RBD repels the arginine-rich C-terminal region of the NTD, while the N-terminal region of the NTD engages with a hydrophobic face on the RBD. However, for CoV-2NTD-OC43RBD, neither of these preferential interactions occur and we instead observe weaker,
non-specific interactions with OC43RBD. Similarly for OC43NTD-OC43RBD and OC43NTD-CoV-2RBD the behavior is more like the CoV-2NTD-OC43RBD construct.

What features of OC43RBD explain this behavior? We suspect that the larger negative patch on OC43RBD mitigates the repulsion observed between the positive beta-strand extension from CoV-2RBD and the positive C-terminal region of CoV-2NTD. Likewise, the relative reduction in hydrophobic residues coupled with a more symmetric surface charge distribution (Fig. 10A, bottom right) may prevent the preferential interactions observed between the N-terminal region of CoV-2NTD and the hydrophobic face of CoV-2RBD. In summary, the CoV-2 and OC43 N proteins serve as concrete examples where relatively modest changes in the surface charge distribution of the FD can influence IDR conformational behavior and IDR-FD interaction preferences. Furthermore, the precise degree of influence is dependent on the specific NTD, again highlighting the complexity between the interplay of IDR and FD sequence properties on conformational behavior.

3. Discussion

Disordered tails – disordered regions at the C- or N-termini of proteins with folded domains – make up 33% of human IDRs and are essential regulators of biological function (van der Lee et al., 2014). In this work we combined all-atom implicit solvent simulations and structural bioinformatics to examine how the charge properties of folded domains can influence the conformational behavior of disordered tails.

Simulations of (GSE)_n-GFP^a and (GSK)_n-GFP^a allowed us to systematically probe the effects of surface charge, tail charge, and tail length on the conformational behavior of our systems. Overall, the (GSE)_n-GFP^a simulations differed substantially from that of (GSK)_n-GFP^a, yielding complementary insights. Importantly, we verified the salt-dependence of these results and observed that while electrostatically-driven interactions are diminished as a function of salt, the same trends and features are observed across all salt concentrations in a system-specific manner.

For the (GSK)_n-GFP^a systems, we found that tail length and the size/charge of an adjoining patch can provide complementary properties that influence conformational behavior. As a more general model, interactions between polyelectrolytic tails and electrostatically complementary adjoining patches are dictated by a complex balance between energetically favorable IDR-FD interactions vs. unfavorable IDR-IDR interactions, and the conformational entropic cost of interacting with a specific region on the surface (i.e., the entropic cost of “fuzzy” binding) (Tompa and Fuxreiter, 2008; Arbesú et al., 2018; Fuxreiter, 2020). An additional feature not well captured in our work is the energetically (entropically) favorable contribution of ion release that conventionally is considered to drive complex coacervation (Sing and Perry, 2020).
Moreover, these tradeoffs are a function of a tail's length and charge, and its adjoining patch size and charge (Fig. 7A). Of practical relevance, we note that in our structural bioinformatics analysis, there was a non-trivial fraction of proteins (~20%) with patches that were less than roughly 15 Å between the F:D:IDR junction and patch centroid (Supplementary Fig. 21).

For the (GSE)$_n$-GFP$^x$ systems, we found that all the (GSE)$_n$ tails interact with each of the GFP variants to similar extents. While it may be less surprising that the behavior of (GSE)$_n$-GFP$^{-15}$ and (GSE)$_n$-GFP$^{-12}$ are similar, the positive patch of GFP$^{-15}$ is significantly smaller than that of GFP$^{-12}$ and GFP$^{-15}$. This counterintuitive behavior underscores that the conformational flexibility of a tail can enable it to 'find' an electrostatically complementary patch and that the location of an electrostatically complementary patch can be as fundamental as its size or charge in influencing conformational behavior (Fig. 7B).

Our structural bioinformatics analysis contextualized these results for real proteins. Not only do proteins tend to have multiple patchy regions, these regions tend to be relatively large and physically accessible to their IDRs. Furthermore, if it is more broadly true that IDR-FD interactions cannot necessarily be reduced to coarse charge metrics, it may be more informative to represent the surface charge distribution of a F:D as a set of patches (each possessing a mean electrostatic potential, relative size, and accessibility fraction).

Finally, our N protein simulations examined the effect of surface charge distribution on IDR conformational behavior in naturally evolved. The negative patch present on OC43NTD but absent in CoV-2NTD markedly influenced IDR-FD interactions. Whereas OC43NTD and CoV-2NTD interact extensively with CoV-2RBD, they interact more weakly with OC43RBD. The fact that this trend was more pronounced for CoV-2NTD than OC43NTD also highlights that the effect of changes in FD properties can be accurately sensitive to the IDR sequence. Prior work has reported minimal conservation in surface charge across homologous coronavirus proteins, leading to speculation that there may be different mechanisms of RNA recognition and RNP assembly (Saikatendu et al., 2007). To what extent changes in the N-terminal tail influence these differences on RNA binding and viral packaging remain to be seen.

3.1. Experimental observations on the role of electrostatics mediating interactions between disordered regions and folded domains

Prior work by Mittal et al. examined how IDR sequence properties can influence the interaction between two folded domains (in the case of disordered linkers) or IDR-FD interaction (in the case of disordered tails) (Mittal et al., 2018). In that work, IDR sequence properties were shown to dictate if a folded domain would influence IDR conformational behavior. IDR sequences categorized as weak polyampholytes were much more influenced by the presence of folded domains than other types. Here we examine the corollary of that analysis - to what extent can FD surface properties influence IDR conformational behavior for simple, synthetic sequences. In agreement with this prior work, our results here support the conclusion that the balance of intra-IDR and IDR-FD charge interactions will - at a first approximation - determine if and how an IDR will be influenced by the presence of a folded domain. Our results reveal that the surface features of the folded domain can play an equally important role in dictating IDR behavior as IDR sequence.

The intramolecular F:D-IR interactions observed in our study are analogous to the intermolecular interactions described by the poly-electrostatic effect (Mittag et al., 2010a, 2010b; Borg et al., 2007). Under this model, IDR-mediated binding can be driven through a distributed network of transient electrostatic interactions (Borg et al., 2007). Given the equivalence of intra- and inter-molecular interactions for sufficiently long and flexible polymers, it should be unsurprising that physical mechanisms that drive IDR-FD (or indeed IDR:IDR) interactions in trans will manifest as dictating intramolecular interactions (Martin and Holehouse, 2020; Dignon et al., 2018; Martin et al., 2020; Borgia et al., 2018).

Previously, Lotti et al. investigated how disordered and ordered regions interact when covalently linked to one another. To explore this, they performed a series of in vitro experiments in which a set of three different IDRs were N-terminally fused to GFP (Sambi et al., 2010). They observed that different IDRs fused to the same globular protein resulted in polypeptides with secondary structure content distinct from that predicted by the average of the two components in isolation. As in our work, these experiments reveal that the conformational behavior of tails attached to FDs can differ from the behavior observed as autonomous units (Fig. 6).

Martin et al. combined nuclear magnetic resonance (NMR) spectroscopy and small-angle X-ray scattering (SAXS) with coarse-grained simulations to uncover the influence of FD-encoded electrostatic interactions on IDR conformational behavior in the context of the RNA binding protein hnRNPA1 (Martin et al., 2021). Attractive electrostatic interactions between the net-positive C-terminal IDR and negative patches on the surface of the folded RNA recognition motifs (RRMs) engender intramolecular interaction at low (<200 mM NaCl) salt concentrations. However, at higher concentrations (>200 mM NaCl) these interactions are increasingly screened. These results reveal that even for IDR-FD interactions with relatively modest charge properties, the types of charge-dominated interactions we report here are present and pronounced at physiological salt concentrations.

To put the experimental findings of hnRNPA1 in the context of our simulations, a few additional observations are worth nothing: the C-terminal tail is positively charged (NCPR of +0.04), the RRMs are nearly neutral (NCPR of −0.005) and contain two contiguous, oppositely charged faces, and the tail interacts transiently with the negatively charged face of the folded RRMs at low salt concentrations. These observations tie back nicely to the results of our (GSE)$_n$-GFP$^x$ simulations. Specifically, hnRNPA1 demonstrates that it is difficult to intuit which regions of a tail will interact with which regions of the surface of a F:D based on coarse electrostatic properties alone, and that electrostatically complementary charged regions can drive interactions between a tail and F:D. One can imagine that if the net charge of the RRM remained constant but the charge residues were not clustered together along the surface of the RRM, the tail would not interact as strongly with the RRM.

In another relevant example, Krois et al. demonstrated via chemical shift changes that the disordered N-terminal transactivation domain of p53 (p53-NTAD) interacts with the DNA-binding surface of the DNA-binding Domain (DBD), primarily through electrostatic interactions (Krois et al., 2018). These interactions are thought to inhibit binding of nonspecific DNA to the DBD and therefore enhance selectivity toward target genes. Again, this study highlights that disordered regions can engage in electrostatically-driven FD:IDR interactions at physiological salt conditions.

For p53-NTAD, the N-terminal tail is highly negatively charged (NCPR of −0.21) and the DNA-binding surface is a positively charged region (encompassing roughly 30 residues) in close spatial proximity to the N-terminus. This behavior is analogous to the (GSK)$_n$-GFP$^x$ systems, in the sense that a highly charged tail interacts with a proximal, electrostatically complementary charged region. The authors do note however that some contacts made by that tail appear to be weaker and more widely distributed over the DBD surface. This is not entirely surprising given that the tail is 70 residues long, and persistently close contacts with the DNA-binding surface would likely be entropically unfavorable.

4. Conclusions

Our results reveal a complex relationship between the effects of FD surface charge distribution, tail length, and tail net charge on IDR-FD interactions. In addition to charge-mediated interactions, this is growing evidence that additional modes of interaction, such as transient hydrophobically-mediated contacts, can also influence how IDRs interact with folded domains (Sankaranarayanan et al., 2021; Cubuk et al., 2021; Zheng and Castañoeda, 2021). In short, the details of FD-IDR interactions are inherently complex and eminently tunable by post-translation
modifications or changes in the solution environment (Martin et al., 2021; Moses et al., 2020).

How might FD-IDR interactions contribute to biological function? Possible mechanisms include the ability to alter global dimensions of a multi-domain protein, tune accessibility of binding sites, act as molecular lubricants for protein interaction, or function as locally competitive enzyme inhibitors (Sankaranarayanan et al., 2021; Ortega et al., 2018; Berlow et al., 2017; Davey, 2019). Taken together, our work here and a growing body of extant work by others argues that the interplay between IDRs and folded domains physically connected to one another represents an additional and complex layer of conformational regulation on IDR behavior.
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Materials and methods

IDR bioinformatic analysis

See Supplementary Figs. 1 and 2 for the specific bioinformatic workflows used to generate the relevant datasets. For each protein of interest, we determined which regions were predicted to be disordered using the MobiDB-lite disorder predictor. Specifically, per-residue consensus prediction was calculated, for each residue in the human proteome, with IDRs defined as contiguous regions of twenty-five residues or more with three or more predictors predicting disorder (ignoring gaps under three residues). A tail was considered N-terminal if it started at residue 1 and ended before the C-terminus of the protein. A tail was considered C-terminal if it started after the first residue and ended on the last residue of the protein. An IDR that was neither N or C-terminal was considered to be a non-tail.

Among IDRs in the reviewed human proteome with an associated PDB structure, a tail was considered N-terminal if it started at residue 1 and was within 10 residues of the residue where the FD began. A tail was considered C-terminal if it ended at the last residue of the protein as was within 10 residues of the residue where the FD ends. The analysis for Fig. 1 was performed using localCIDER (Ginell and Holehouse, 2020; Holehouse et al., 2017).

FD bioinformatic analysis

We specifically looked at the surface potential of an associated PDB structure with either an N or C terminal tail as defined according to the previously specified criteria. Among these structures, we restricted our analysis to those which had at least 200 residues or had at least 75% of the sequence’s non-disordered residues covered. In addition, we only analyzed structures that were determined through X-ray crystallography or Nuclear Magnetic Resonance spectroscopy. Because there may be multiple PDB entries for each protein, we selected the PDB structure that covered the greatest number of residues. If a PDB structure contained multiple chains, we selected the first one sorted alphanumerically. This criterion yielded 214 unique proteins.

Among these 214 proteins, we calculated its surface potential using the adaptive Poisson-Boltzmann solver (APBS) at a pH of 7.0 at an NaCl concentration of 100 mM using the PARSE force field (Jurrus et al., 2018; Dolinsky et al., 2004; Baker et al., 2001). Prior to being analyzed by APBS, each PDB file was converted to a PQR file using the PDB2PQR (Dolinsky et al., 2004). To enable quantitative analysis of the surface potential, a Euclidean distance transform algorithm (EDTsurf) was used first to calculate the molecular surface representation of each protein (Xu and Zhang, 2009). The surface was then overlaid with the APBS potential map and relevant parameters of interest were calculated. This workflow and the code used to calculate relevant parameters is built off the work of Kim et al. (2020).

Patch identification and characterisation

The first step is to express the APBS surface (a series of x,y,z coordinates with an electrostatic potential associated with each point) as a graph $G$ where each coordinate is a node and edges are placed between two nodes if the euclidean distance between them is less than 2 Å. Due to this cutoff distance, it is possible that the $G$ is not fully connected and instead contains multiple unique connected components. To ensure $G$ is fully connected, for each connected component $c$, an edge is placed between a node in $c$ and a node in a different connected component $c_j$. The specific pair of nodes chosen is the one that is nearest in euclidean distance among all possible pairs of nodes between $c$ and each of the other connected components. This procedure is repeated until $G$ is fully connected. Since edges are only placed between nearby nodes during the initial construction of $G$, the shortest path between two nodes is effectively the distance along the surface of the protein.

To identify a patch, we constrain the graph to nodes whose electrostatic potential is greater than or less than a certain value, yielding the subgraphs $G_{pos}$ and $G_{neg}$. This creates connected components in each subgraph consisting of either ‘positive’ or ‘negative’ nodes. Each connected component in each subgraph can then be thought of as a ‘patch’. Thus, a patch is represented by a set of nodes and edges, with each node having a corresponding electrostatic potential.

For a given patch, its relative size is calculated as the number of nodes in its corresponding connected component $c$ divided by the total number of
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nodes in G. Its mean electrostatic potential is calculated by averaging the electrostatic potential across all nodes in c. The patch accessibility fraction is calculated by determining the fraction of nodes in c that can be reached by the tail assuming that the shortest distance between the FD:IDR junction and that node is less than the mean to end distance of a length matched self avoiding walk (SAW). Specifically, this is calculated as R_p = A_p N^{0.596} where A_p = 5.5 as determined previously (Hofmann et al., 2012; Zheng et al., 2018). Finally, we note that we constrained the structural bioinformatics analysis to patches whose relative size was greater than or equal to 5%.

All code and data used for our complete bioinformatics analysis is available at https://github.com/holehouse-lab/supportingdata/tree/master/2021/taneja_holehouse_tail_fd_2021.

GFP mutant construction

To create a series of GFP variants with varying surface charge distributions, surface residues were mutated in silico to either invert or neutralize the charge (E to K, K to E, D to N, or R to Q). This specific scheme was chosen such that each pair of residues that are being substituted are nearby according to various amino acid distance metrics. Each GFP variant was constructed as follows: 1) Lysine and arginine residues that were within x percent of the nearest surface residues from the FD:IDR junction were mutated (K to E and R to Q) to maximize negative charge. 2) Glutamic acid and aspartic acid residues that were within the remaining 100-x percent of surface residues from the FD:IDR junction were mutated (E to K and D to N) to maximize positive charge. Three GFP variants were specifically constructed where x was either 25 (GFP-15), 50 (GFP-15), or 75 (GFP-15).

The PDB ID of the wtGFP used was 1QYO. In order to isolate the effect of the interactions between the synthetically attached tail and the surface of each GFP variant, we removed 10 residues from the N-terminal tail of the protein (residues 2-11) and 11 residues from the C-terminal tail (residues 227-237) of the protein. Attached N-terminal to each GFP was a sequence of either repeating GSE blocks or GSK blocks. Each low-complexity IDR was predicted to be fully disordered by all predictors tested. Detailed information for each IDR and FD sequence is provided in Supplementary Tables 2, 3, 4, and 5.

SARS-CoV-2 and HCoV-OC43 N-Protein simulations

For SARS-CoV-2RBD, the starting structure used was taken as the first chain extracted from the 6VYO PDB crystal structure. For HCoV-OC43RBD, a homology model was built using SWISS-MODEL (Waterhouse et al., 2018) from the crystal structure of HCoV-OC43RBD (PDB: 4LI4) to account for three regions. The patch accessibility fraction is

3D contour volume plots

Using the R package ks (Duongks, 2007), we created a 3D contour volume plot of the x, y, z coordinates of the terminal residue of the tail among all frames for each IDR-FD system. Each boundary contains either 25, 50, or 75 percent of the volume of a probability density distribution. On average, the x% volume contour contains x% of the points that were used to generate the kernel density estimate.

All-atom implicit solvent simulations

All-atom Monte Carlo simulations were performed with the ABSINTH implicit solvent model and CAMPARI simulation engine (http://campari.sourceforge.net/) (Vitalis and Pappu, 2009). Simulations were run at 310 K at an ion concentration of 10 mM NaCl (unless specified otherwise). All simulations were performed in sufficiently large box sizes to prevent finite size effects. For simulations with IDRs in isolation, all degrees of freedom available (backbone and sidechain dihedral angles and rigid-body positions) in CAMPARI are sampled. For simulations with folded domains with IDRs, side chains are fully sampled while the backbone dihedral angles in folded domains are not sampled (resulting in the folded domains to remain structurally fixed).

Excluded volume (EV) simulations were performed using the same setup, but with a modified Hamiltonian under which solvation, attractive Lennard-Jones, and polar (charge) interactions are scaled to zero, as described previously (Holehouse et al., 2015). See Supplementary Table 6 for an overview of the simulation input details for each system. All-atom implicit solvent simulations were analyzed using CAMPARITraj (http://camparitraj.com/) and MDTraj (McGibbon et al., 2015).
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