Numerical Simulation of the Reactive Transport at the Pore Scale
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Abstract. We present a numerical algorithm for simulation of the chemical fluid-solid interaction at the pore scale, focusing on the core matrix dissolution and secondary mineral precipitation. The algorithm is based on the explicit use of chemical kinetics of the heterogeneous reactions to determine the rate of the fluid-solid interface changes. Fluid flow and chemical transport are simulated by finite differences. In contrast, level-set methods with immersed boundary conditions are applied to account for arbitrary interface position (not aligned to the grid lines).
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1 Introduction

Reactive transport in porous media has a number of applications, especially related to the Earth sciences. Among others, it is worth mentioning enhanced oil recovery (EOR), especially for unconventional reservoirs \cite{6}, acid hydro-fracturing \cite{38}. This reservoir treatment increases the permeability of the reservoir due to the partial dissolution of the rock matrix and the dissolution channels forming. Also, $CO_2$ sequestration is, probably, the most well-known example of reactive transport. Typically $CO_2$ is injected in carbonate formations, where it dissolves in a formation fluid, increasing its acidity; thus, initiating chemical reaction with the rock matrix \cite{16,35}.

The efficient organization of EOR procedures and $CO_2$ sequestration requires predictive hydrodynamic modeling accounting for the reactive transport at the reservoir scale. There are a number of models of these processes at the reservoir scale \cite{1,8,13,25,29}. However, these models use empirical relations between the permeability and tortuosity of the pore space, which determine the convective and diffusion components of the process, respectively, with porosity. Moreover, these relations may vary during the dissolution process. We suggest using...
numerical simulation directly at the pore scale to recover these relations for a wide range of dissolution scenarios. Mathematical model, describing the reactive transport at the pore scale includes the equations describing the fluid flow, the transfer of chemical components (convection-diffusion) and the reaction at the interface between the solid and liquid phases, taking into account the chemical-kinetic relations [5,8,10,15,21]. The main difference between the approaches is the approximation of the boundary conditions on a moving boundary. Three different methods can be mentioned. The first is based on the use of rectangular grids and the corresponding finite-difference approximations of the Stokes or Navier-Stokes equations and convection-diffusion. The reaction is taken into account by changing the “concentration” or “relative mass” of the solid phase at the boundary points [14,37]. The advantage of this approach is the ease of implementation. The disadvantages of the method include the semi-empirical specification of the rate of dissolution of the solid phase (change in “concentration”) based on some averaging of the chemical properties of the medium in the vicinity of the boundary. The second group of models is characterized by an explicit treatment of the interface. In this case, the position of the boundary is set explicitly with the application of the finite volume method with truncated cells [23,24,30,33]. However, approaches of this type are difficult to implement when the topology of the computational domain changes. The third group of methods includes those with the implicit treatment of the interface position. Such methods include the level-set [17,18,26] and the phase-field method [36]. These approaches allow treating the chemical kinetics of the process explicitly. Moreover, level-set and phase-field methods easily handle topology changes. Such models for solving the Stokes equations and convection-diffusion allow using the finite difference method on a regular rectangular grid in combination with immersed boundary conditions [20,22,27,28,34].

This paper presents an algorithm for modeling chemical interaction with the rock, based on the level-set method to take into account changes in the position of the boundary using the immersed boundary approach. Section 2 provides a statement of the problem and a mathematical model. The numerical algorithms used to solve the problem are discussed in Sect. 3. The main attention is paid to the approximation of boundary conditions for a complex and changing topology of pore space. Numerical experiments are presented in Sect. 4.

2 Statement of the Problem

To simulate reactive transport at the pore scale, we use the splitting concerning physical scales. We assume that the interface changes with the slowest rate among all considered processes. Thus, this rate defines the time scale of the problem in general. Also, the fluid flow rate is considered low, which is always a case for underground flows. At the same time, the flow comes to a steady state almost instantly in case of small geometry changes. As a result, three different time scales are considered in the model separately.

We consider a bounded domain $D \subseteq \mathbb{R}^2$, composed of the nonintersecting time-dependent subdomains $D_p(t)$ and $D_m(t)$ corresponding the pore space and
the matrix, respectively. The boundary of the domain is $\partial D = \Gamma_{outlet} \cup \Gamma_{inlet} \cup \Gamma_{nf}$. We denote the interface between the pore space and the matrix as $D_p(t) \cap D_m(t) = \Gamma(t)$ which is a union of the sufficiently smooth curves. A sketch of the model is presented in Fig. 1.

The fluid flow is defined in the pore space $D_p(t)$ satisfying the steady state Stokes equation:

$$\begin{align*}
\mu \nabla^2 u - \nabla p &= 0, \\
\nabla \cdot u &= 0.
\end{align*}$$

(1)

with boundary conditions

$$\begin{align*}
u(x) &= 0, \quad x \in \Gamma(t) \cup \Gamma_{nf}, \\
p(x) &= p_{bc}(x), \quad x \in \Gamma_{inlet} \cup \Gamma_{outlet},
\end{align*}$$

(2)

where $u = (u_1, u_2)^T \in \mathbb{R}^2$ is the velocity vector, $p$ is the pressure, $\mu$ is the dynamic viscosity, $p_{bc}(x)$ is the pressure at the inlet boundary, $x = (x_1, x_2)^T$ is the vector of spatial coordinates.

![Fig. 1. A sketch of the computational domain.](image)

The active component propagates in the pore space $D_p(t)$ according to the convection-diffusion equation:

$$\frac{\partial C}{\partial t} + \nabla \cdot (uC - D \nabla C) = 0,$$

(3)
with boundary conditions:

\[\begin{align*}
D \frac{\partial C}{\partial n} &= k_r (C - C_s), \quad x \in \Gamma(t), \\
C &= C_{in}, \quad x \in \Gamma_{inlet}, \\
\frac{\partial C}{\partial n} &= 0, \quad x \in \Gamma_{outlet} \cup \Gamma_{nf}.
\end{align*}\] (4)

In these notations \(D\) is the diffusion coefficient, \(C\) is the reactant concentration, \(n\) is the inner (with respect to \(D_p(t)\)) normal vector, \(k_r\) is the reaction rate coefficient, \(\Gamma_{inlet}\) is the inlet boundary. We consider only the first order reactions, one active reactant and no reactant sources inside the computational domain; thus the right-hand side in (3) equals to zero.

The changes in the interface \(\Gamma(t)\) caused by the chemical reactions governed by the equation:

\[v_n(x, t) = \frac{K_c k}{\rho} (C - C_s), \quad x \in \Gamma(t),\] (5)

where \(v_n\) is the normal component of the boundary velocity, \(K_c\) is the stoichiometric coefficient, \(\rho\) is the mass density of the matrix mineral, \(C_s\) reactant concentration at equilibrium.

### 2.1 Level-Set Method

We use the finite differences to solve Eqs. (1) and (3). However, the interface \(\Gamma(t)\) vary and may not align to the grid lines. To deal with such an irregular geometry of the interface, we use the level-set method where the interface \(\Gamma(t)\) is defined implicitly as the constant level line of a function \(\varphi(x, t)\); i.e.

\[\Gamma(t) = \{x|\varphi(x) = 0\}.\]

It is natural to require \(\Gamma(t)\) as the zero-level. In this case, the subdomains \(D_p\) and \(D_m\) are defined as

\[D_p(x, t) = \{x|\varphi(x, t) > 0\}, \quad D_m(x, t) = \{x|\varphi(x, t) < 0\}.\]

Moreover, the level-set function \(\varphi(x)\) is constructed as the signed distance to the interface; i.e. \(|\nabla_x \varphi(x, t)| = 1\). This leads to a natural definition of the normal vector

\[\mathbf{n} = \nabla_x \varphi(x, t).\]

Using the level-set function one may rewrite the equation for the interface changes as follows [9,26]:

\[\begin{align*}
\frac{\partial \varphi(x, t)}{\partial t} + v_n(x, t) &= 0, \\
\varphi(x, 0) &= \varphi_0,
\end{align*}\] (6)

where \(v_n\) is the normal velocity, defined by the Eq. (5).
3 Numerical Solution

To solve Eqs. (1), (3), and (6) we introduce the staggered grid, where the grid functions are defined according to the rule \( p_{i,j} = p(ih_1, jh_2) \), \((u_1)_{i+1/2,j} = u_1((i + 1/2)h_1, jh_2)\), \((u_2)_{i,j+1/2} = u_2(ih_1, (j + 1/2)h_2)\), \(C_{i,j}^m = C(ih_1, jh_2, n\tau)\), and \(\varphi_{i,j}^m = \varphi(ih_1, jh_2, n\tau)\), where \( h_1 \) and \( h_2 \) are the spatial steps, \( \tau \) is the grid step with respect to time (either physical or artificial). Note, that the interface \( \Gamma(t) \) defined as a constant level of function \( \varphi \) is approximated by a piecewise linear line. Note also that the model is a micro-CT scan of the real rock sample [2–4]; thus, it is extremely detailed for either description of the pore space structure or the physical processes. As a result the low-order finite difference schemes can be used in application to pore scale simulation.

3.1 Solving Stokes Equation

We use the second order finite-difference scheme to approximate the Stokes equation, where pressure is defined in the centers of the grid cells; i.e. in points with integer indices; whereas the components of the velocity vector are defined at the faces of the cells; i.e., in points with one half-integer index:

\[
\begin{align*}
\mu D_1^2[u_1]_{i+1/2,j} + D_2^2[u_1]_{i+1/2,j} - \frac{\partial p}{\partial x_1} \bigg|_{I,J} &= 0, \\
\mu D_1^2[u_2]_{i,j+1/2} + D_2^2[u_2]_{i,j+1/2} - \frac{\partial p}{\partial x_2} \bigg|_{I,J} &= 0,
\end{align*}
\]

In these notations \( D_1^c \) and \( D_2^c \) are the central differences approximating first derivatives with respect to spatial variables; whereas \( D_1^2 \) and \( D_2^2 \) are the second order approximations of the second derivatives:

\[
\begin{align*}
D_1^2[f]_{I,J} &= \frac{f_{I+1/1,J} - 2f_{I,J} + f_{I-1/1,J}}{h_1^2} = \frac{\partial^2 f}{\partial x_1^2} \bigg|_{I,J} + O(h_1^2), \\
D_1^c[f]_{I,J} &= \frac{f_{I+1/1,J} - f_{I-1/1,J}}{h_1} = \frac{\partial f}{\partial x_1} \bigg|_{I,J} + O(h_1^2).
\end{align*}
\]

Here indices \( I \) and \( J \) can be either integer or half-integer, but \( i \) and \( j \) are integers only. The operators approximating derivatives with respect to the other spatial direction can be obtained by the permutations of the role of spatial indices. Note that level-set function \( \varphi_{i,j} \) is defined at integer points, and its values in half-integer points are interpolated. We are not specifying the iterative method to solve system (1), but focus on the computation of the action of the system matrix on a vector.

Equations (1) are valid only if all the points from a stencil, centered in particular point belong to pore space \( D_p(t) \). If a stencil contains points from \( D_m(t) \), where the solution is not defined we suggest using the immersed boundary method [12,17,19,20,22,28,34]. The idea of this approach is to extrapolate the solution from \( D_p(t) \) to the points from \( D_m(t) \) which are needed for simulation. The extrapolation is based on the boundary conditions stated at the interface;
i.e., $u = 0$ on $\Gamma(t)$; thus, velocity vector can be considered as odd function with respect to the interface, whereas $p$ is even. Assume one needs to extrapolate the solution to the point $((x_1)_I, (x_2)_J)$. The distance from this point to the interface is defined by the level-set function $\varphi_{I,J}$ and the normal direction to the interface is $n = \nabla_x \varphi(x)|_{I,J}$. Thus, the projection of the point to the interface is

$$(x_1)_c, (x_2)_c = ((x_1)_I, (x_2)_J) + \varphi_{I,J} n,$$

and the orthogonal reflection has the coordinates

$$(x_1)_n, (x_2)_n = ((x_1)_I, (x_2)_J) + 2\varphi_{I,J} n,$$

and moreover

$$u_{I,J} = -u((x_1)_n, (x_2)_n) + O(\varphi_{I,J}^2).$$

A standard approach to compute $u((x_1)_n, (x_2)_n)$ is the use of bilinear interpolation using the four nearest grid points from the regular grid. However, if a pore space is considered, it is not guaranteed that the four nearest points belong to the pore space $D_p$. Thus, we use all available points to construct the interpolation. We pick the four regular points (those of them which belong to the pore space) and also the point at the interface $((x_1)_c, (x_2)_c)$. It is clear that to compute linear interpolation; three points are enough; thus, if more than three points are available, the problem is overdetermined, and we compute the minimal-norm solution. If less than three points are available, we can only achieve the first order of accuracy. We can use the interpolation weights proportional to the distances from the considered points to point $((x_1)_n, (x_2)_n)$.

### 3.2 Solution of the Convection-Diffusion Equation

To approximate the convection-diffusion equation we use the first-order scheme

$$\frac{C^n_{i,J+1} - C^n_{i,J}}{\tau} + D^1_1[u_1C]_{i,J}^n + D^1_2[u_2C]_{i,J}^n - DD^2_1[C]_{i,J}^n - DD^2_2[C]_{i,J}^n = 0, \quad \varphi_{i,J} > 0,$$

where

$$D^1_1[u_1C]_{i,J}^n = \left\{ \begin{array}{ll} \frac{F_{i+1/2,J} - F_{i-1/2,J}}{h}, & (u_1)_i + 1/2,J < 0 \\ (u_1)_i + 1/2,J, & (u_1)_i + 1/2,J > 0 \end{array} \right. \quad (11)$$

Operators, approximating the derivatives with respect to the other spatial direction, can be obtained by the permutation of the spatial indices. Operators $D^2_1$ and $D^2_2$ are introduced above in Eq. (8). Note that due to very fine discretization, the first-order scheme provides suitable accuracy.

Same as before, the hardest part of the approximation is the dealing with the boundary conditions at $\Gamma(t)$. The concentration satisfies Robin boundary conditions on $\Gamma(t)$, which can be considered a linear combination of the Dirichlet and Neumann ones to apply the immersed boundary conditions

$$D \nabla C \cdot n + k_r C = k_s C.$$
We assume that the point \(((x_1)_I, (x_2)_J) \in D_m\) belongs to a stencil centered in \(D_p\). Thus an extrapolation is required. Same as before, \(((x_1)_n, (x_2)_n)\) is the orthogonal reflection of the immersed point \(((x_1)_I, (x_2)_J)\) over the interface; thus, the boundary condition can be approximated as follows

\[
D \frac{C((x_1)_n, (x_2)_n) + C_{I,J}}{2} + k_r \frac{C((x_1)_n, (x_2)_n) - C_{I,J}}{2\varphi_{I,J}} = k_r C_s.
\]

where \(C((x_1)_n, (x_2)_n)\) is interpolated using available points in the domain \(D_p(t)\).

### 3.3 Change of the Interface

To simulate the interface movement one needs to solve the Eq. (6), which can be done by the finite difference method:

\[
\frac{\varphi_{i,j}^{n+1} - \varphi_{i,j}^n}{\tau} = - (v^n)_{i,j},
\]

where \((v^n)_{i,j}\) is the rate of the interface changes.

Equation (6) is defined everywhere in \(D\), thus its right-hand side should be defined accordingly. However, function \(v_n(x)\) is defined only at \(\Gamma\) and should be continued inside subdomains \(D_p\) and \(D_m\). Following [7, 26] the rate \(v_n\) can be continued inside subdomains as a constant along the normal direction to the interface; i.e., the steady-state solution of the following equation should be computed:

\[
\frac{\partial q}{\partial t} + \text{sign}(\varphi) \left( \frac{\nabla \varphi}{|\nabla \varphi|} \cdot \nabla q \right) = 0,
\]

\[
q(x, 0) = \tilde{v}_n(x, t_0),
\]

where \(\tilde{v}_n\) are the initial conditions which coincide with the velocity at the interface and trivial elsewhere.

We use the central differences to approximate the gradient of \(\varphi\) whereas the upwind scheme is used to approximate the derivatives of \(q\) [7]. Note, that accurate solution of Eq. (13) is only needed in a vicinity of the interface; i.e., inside a strip \(D_s = \{ x : |\varphi(x)| \leq 2\sqrt{h_1^2 + h_2^2} \} \). Thus, only a few iterations are sufficient to get accurate solution there. After that additional redistancing is applied to ensure that \(\varphi\) is the signed distance [9, 26, 31, 32].

### 4 Numerical Experiments

We use the developed algorithm to simulate chemical fluid-solid interaction. We apply statistical simulation to generate the models. In particular, we used the truncated Gaussian field [11], where the model is represented as a realization of the Gaussian random field \(G(v, l)\) with prescribed correlation length \(l\), and point \(x_0\) belongs to \(D_p\), if values of the field in this point exceeds a threshold \(G(x_0, l) > R\). Otherwise, the point belongs to the matrix. Porosity or the ratio of the pore space to the whole volume is defined uniquely by the threshold value \(R\). We consider models with a fixed correlation length of \(5 \cdot 10^{-5}\) m, which is
the typical size of the heterogeneities of carbonate rocks. The porosity is fixed as 65%, which is too high for realistic rocks but ensures the percolation of the pore space in 2D. The size of the model is $[0, 50l_1] \times [0, 50l_2]$, where $l_1$ and $l_2$ are the correlation lengths along $x_1$ and $x_2$ respectively. We consider the models where $l_1 = l_2$. The grid step is $h_1 = h_2 = 10^{-5} \text{ m}$.

The core matrix is calcite with mass density $\rho = 2710 \text{ kg/m}^3$, and stoichiometric coefficient of the reaction equal to one; i.e., $K = 1$. The fluid is the reservoir water under assumption that changes in the reactant concentration do not affect the physical properties of the fluid, thus we fix the dynamic viscosity $\mu = 0.00028 \text{ Pa-s}$. To vary dissolution scenarios we change the pressure drop at the outer boundary; i.e., $p_{bc}$ in Eq. (2); diffusion coefficient $D$ and the reaction rate $k_r$ in Eqs. (3) and (4). The values of the parameters are provided in the Table 1. The active component is the cations $H^+$ with equilibrium concentration corresponding to $pH = 7$, whereas acidity at the inlet was $pH = 2.3$ following laboratory experiments presented in [16].

It is convenient to use dimensionless variables to describe the results of the simulation. These variables are Reynolds number $Re = \frac{LU}{\nu}$; Peclet number $Pe = \frac{UL}{D}$, indicating if convection of diffusion dominates in the reactant transport; Damkohler number $Da = \frac{k_rL}{D}$, indicating if the reaction is diffusion-limited or kinetic limited. In these notations, $U$ is characteristic flow velocity, $L$ is a characteristic length scale, we assume it to be equal to the correlation length of the Gaussian field. During chemical fluid-solid interaction, the matrix of the core dissolved. Thus both $L$ and $U$ may change. In our further description, we will refer to the values corresponding to the initial time.

To illustrate the applicability of the algorithm for simulation of the chemical fluid-solid interaction, we present the results of six numerical experiments corresponding different combinations of the Reynolds, Peclet, and Damkohler numbers, as presented in Table 1. Figures 2, 3 and 4 represent the distribution of the $pH$ at different time instants for six experiments. Localized dark spots correspond to the core matrix. Models 1,3,5 correspond to low Damkohler numbers (diffusion-controlled reactions) if compared with models 2,4,6. The diffusion-controlled reactions are slower, and the reactant is delivered in all channels of the pore space, but its access to the interface is limited. Note that the increase of the Reynolds number causes deeper penetration of the reactant to the sample (experiment 5). If the kinetic-controlled reactions are considered (experiments 2,4,6), the reactant can not penetrate the sample and interacts with the matrix close to the inlet regardless of the values of the $Re$ and $Pe$ numbers.
Fig. 2. *pH* in the pore space for experiments 1 (left) and 2 (right) at final time instant.

Fig. 3. *pH* in the pore space for experiments 3 (left) and 4 (right) at final time instant.

Fig. 4. *pH* in the pore space for experiments 5 (left) and 6 (right) at final time instant.
Table 1. Values of the parameters in the numerical experiments

|   | $Re$  | $Pe$   | $Da$   | $p_{bc}$ | $D$    | $k_r$ |
|---|-------|--------|--------|----------|--------|-------|
| 1 | $1.2 \cdot 10^{-6}$ | $5.3 \cdot 10^{-3}$ | $8 \cdot 10^{-2}$ | $5 \cdot 10^{-2}$ | $9.3 \cdot 10^{-8}$ | $1.5 \cdot 10^{-4}$ |
| 2 | $1.2 \cdot 10^{-6}$ | $5.3 \cdot 10^{-3}$ | $8 \cdot 10^{0}$ | $5 \cdot 10^{-2}$ | $9.3 \cdot 10^{-8}$ | $1.5 \cdot 10^{-2}$ |
| 3 | $1.2 \cdot 10^{-5}$ | $5.3 \cdot 10^{-3}$ | $8 \cdot 10^{-2}$ | $5 \cdot 10^{-1}$ | $9.3 \cdot 10^{-7}$ | $1.5 \cdot 10^{-3}$ |
| 4 | $1.2 \cdot 10^{-5}$ | $5.3 \cdot 10^{-3}$ | $8 \cdot 10^{0}$ | $5 \cdot 10^{-1}$ | $9.3 \cdot 10^{-7}$ | $1.5 \cdot 10^{-1}$ |
| 5 | $1.2 \cdot 10^{-5}$ | $5.3 \cdot 10^{-2}$ | $8 \cdot 10^{-2}$ | $5 \cdot 10^{-1}$ | $9.3 \cdot 10^{-8}$ | $1.5 \cdot 10^{-4}$ |
| 6 | $1.2 \cdot 10^{-5}$ | $5.3 \cdot 10^{-2}$ | $8 \cdot 10^{0}$ | $5 \cdot 10^{-1}$ | $9.3 \cdot 10^{-8}$ | $1.5 \cdot 10^{-2}$ |

5 Conclusions

We presented a numerical algorithm for the simulation of chemical fluid-solid interaction at the pore scale. The algorithm is based on splitting with respect to the physical processes. It is assumed that the fluid flow gets steady instantly after small changes of the pore space geometry. Moreover, the flow velocity is low; thus, flow is simulated as a solution to the Stokes equation. The convection-diffusion equation governs chemical transport with Robin boundary conditions. The pore space - matrix interface is defined implicitly by the level-set method where the boundary conditions are approximated using the immersed boundary method. Presented numerical experiments illustrate the applicability of the suggested approach for simulation chemical fluid-solid interaction for a wide range of models, including different types of rocks and artificial porous materials.
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