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Abstract

In this paper, we present a novel estimation and control strategy to balance a formation of discrete-time oscillators on a circle. We consider the case in which each oscillator only gathers noisy proximity measurements, whose range is lower than the desired spacing along the circle, implying total disconnectedness of the balanced formation. These restrictions pose relevant challenges that are overcome through the symbiotic combination of an estimator that borrows tools from interval analysis and a three-level bang-bang controller. We prove that the formation can be balanced, with an accuracy that can be regulated by tuning a controller parameter. The effectiveness of the proposed strategy is further illustrated through a set of numerical simulations.

1 Introduction

Coordinating the motion of multi-agent systems is a relevant issue in very diverse fields of science and engineering spanning from biology to robotics [1, 15, 17, 25]. In formation control, most works rely on the agents being able to directly measure their relative position [2, 5, 13]. However, when only distance measurements are available, coordination becomes significantly harder [4, 10, 26] as the intrinsic ambiguity of these measurement calls for complementing the controller with an estimator able to reconstruct the agents’ relative position. While distance measurements can be obtained with sensors based on different technology, a common trait among these is having limited range [3, 11]. Accounting for the sensors’ range through proximity communication rules [18, 24] is necessary when budget constraints do not allow the deployment of long range sensors, and poses additional challenges to the estimation and control strategy [8, 9].

Achieving a balanced circular formation has emerged as a paradigmatic formation control problem [6, 14, 22, 23, 27]. It has been tackled by assuming that the relative position is measurable [7, 12, 14, 21] and under rather strong connectivity assumptions. An all-to-all connectivity was assumed in [19, 20], while fixed and connected graphs were considered in [10, 14, 16, 26]. However, in the presence of proximity rules, none of the above results can be applied, as the relative positions are not available, and the measurement flow is intermittent. Recently, a discontinuous control law was proposed to solve this control problem [6, 7] assuming joint connectivity of the proximity graph. However, when the sensor range is too short compared to the desired distance along the circle, this assumption becomes too restrictive.

In this paper, we devise an estimation and control strategy capable of balancing the formation without making any connectivity assumption. The agents are first order integrators on the unit circle, and the problem is directly stated in discrete-time in view of the implementation. Our strategy determines a relative motion between a randomly elected pacemaker and the other agents, thus triggering a cascade in which each agent $i$ identifies its closest follower through an estimation algorithm and then varies its speed through a bang-bang controller to adjust its distance with respect to its follower. In turn, this speed variation induces a relative motion between $i$ and the next agent thus allowing the latter to identify $i$ as its follower. The cascade only stops when the formation is achieved. By tuning the controller parameters, it is possible to regulate the pace of the multi-agent system, the balancing accuracy, and the convergence speed towards the steady-state formation. Summing up, differently from the existing literature, (1) no assumption on the connectivity of the graph is required. Convergence is proved assuming that the detecting distance is lower than the desired spacing, thus implying a disconnected steady-state topology; (2) neither the absolute or the relative position among
the agents is measured: our strategy only requires a (noisy) proximity measurement;
(3) we provide bounds on the convergence time and on the accuracy of the formation balancing as explicit functions of the controller parameters, that can be then regulated depending on the performance required.

2 Problem statement

2.1 Mathematical preliminaries and notation.

Given an interval $J \subset \mathbb{R}$, we denote its infimum $J$, its supremum $\bar{J}$ and its width $w(J) := \bar{J} - J \in \mathbb{R}$. The Minkowski sum between two intervals $X, Y \in \mathbb{R}$ is $\{x + y \mid x \in X, y \in Y\}$. As a scalar can be seen as a degenerate interval, all sums in this paper are to be intended as Minkowski sums. Given $\lambda$ intervals $J_1, \ldots, J_\lambda$, the infimum and the supremum of the interval hull $H = \text{hull}\{J_i\}$ are given by $H = \inf\{J_i\}$ and $H = \sup\{J_i\}$, respectively. We define the function

$$\text{sgn}^+(x) := \begin{cases} 1 & \text{if } x \geq 0, \\ 0 & \text{otherwise.} \end{cases} \tag{1}$$

The floor $\lfloor x \rfloor$ and ceiling $\lceil x \rceil$ functions, associate to each $x \in \mathbb{R}$ the largest integer not greater than $x$ and the smallest integer not less than $x$, respectively. Given $x \in \mathbb{R}$, we denote by $\text{rem}(x)$ the unique solution for $r$ to the equation $x = 2\pi q + r$, where $-\pi \leq r < \pi$, $q \in \mathbb{Z}$.

2.2 Agent dynamics and control goal

We consider $N$ oscillators on a circle whose angular position dynamics are described by

$$\theta_i(k + 1) = \theta_i(k) + \omega + u_i(k), \quad \forall i = 1, \ldots, N \tag{2}$$

where $\omega$ is the natural angular speed, and $u_i(k)$ is the control input at time $k$. Introducing the relative angular position $\theta_{ij}(k) := \theta_i(k) - \theta_j(k)$, we have

$$\theta_{ij}(k + 1) = \theta_{ij}(k) + u_{ij}(k), \tag{3}$$

where $u_{ij}(k) := u_i(k) - u_j(k)$. Without loss of generality, we assume that $\theta_{ij}(0) \in [-\pi, \pi)$ for all $i, j = 1, \ldots, N$. Also, let the relative phase difference be defined as $\vartheta_{ij}(k) := \text{rem}(\theta_{ij}(k)) \in [-\pi, \pi)$. We aim at designing a control strategy $u_i, i = 1, \ldots, N$, such that (4) holds for some finite $\varepsilon$ and whose parameters can be tuned to make this $\varepsilon$ smaller. We will assume that the agents can only rely on intermittent, short-range and noisy proximity measurements. In particular,

(a) we measure the angular distance $\alpha_{ij}(k)$ instead of $\vartheta_{ij}(k)$, defined as $\alpha_{ij}(k) := |\vartheta_{ij}(k)|$;
(b) for each pair of agents, the measurement $y_{ij}(k)$ of $\alpha_{ij}(k)$ is only available if $\alpha_{ij}(k) \leq \theta_{\text{max}} > 0$;
(c) the measurement $y_{ij}(k)$, when available, is affected by a bounded noise $\nu_{ij}(k)$;
(d) the detecting distance $\theta_{\text{max}}$ is lower than the desired spacing distance $\psi$.

This setting forces each agent to estimate the relative angular position with respect to the others before deciding the control input and implies that the output of system (3) be

$$y_{ij}(k) = \begin{cases} \alpha_{ij}(k) + \nu_{ij}(k) & \text{if } \alpha_{ij}(k) \in I, \\ \text{no measure} & \text{otherwise,} \end{cases} \tag{5}$$

where $I := [0, \theta_{\text{max}}]$ and $\nu_{ij}(k)$ is the measurement noise whose amplitude is bounded by $\varphi$, for all $i, j = 1, \ldots, N$. Notice that, even in absence of noise, $\vartheta_{ij}(k)$ could not be directly computed from $y_{ij}(k)$, as two phase differences with opposite signs are compatible with the same measurement $y_{ij}(k)$. This intermittent measurement flow can be described through the time-varying graph $G(k) = \{V, E(k)\}$, where $V = \{1, \ldots, N\}$ and $(i, j) \in E(k)$ if $\alpha_{ij}(k) \in I$. Therefore, point (d) implies that, when the desired spacing $\psi$ is achieved, the proximity graph is not connected, that is, $E(k) = \emptyset$. Accordingly, in our estimation and control design we cannot rely on connectivity.

3 Strategy for estimation and control

Our strategy for achieving a partially balanced circular formation requires labeling each agent and randomly electing a pacemaker, from now on denoted as agent 1, whose motion will not be affected by that of its peers. The remainder of the agents implement an estimation procedure based on that presented in [8] that combines the information brought by the measurements with that brought by the knowledge of the dynamics to build a finite multi-interval set, $\Gamma^\varepsilon(k)$, where the relative phase $\vartheta_{ij}(k)$ among the agents falls. This estimate is leveraged by the agents to identify their closest follower $i - 1$, defined as $i - 1 := \arg\min_j \{\vartheta_{ij} \geq 0\}$ and then exploited by a decentralized bang-bang control law that achieves a balanced circular formation by allowing each agent to be pushed by its closest follower.

3.1 Preliminaries

We start our preliminary considerations by exploiting the information that each measure $y_{ij}(k)$ brings on the angular distance $\alpha_{ij}(k)$. For all $k$, we know that
\[ \alpha_{ij}(k) \in \begin{cases} \Upsilon_{ij}(k) & \text{if a measure is available}, \\ \mathcal{I}^c & \text{otherwise}, \end{cases} \]

where \( \mathcal{I}^c := (\theta_{\text{max}}, \pi] \) and \( \Upsilon_{ij}(k) := [\max\{y_{ij}(k) - \varphi, 0\}, \min\{y_{ij}(k) + \varphi, \theta_{\text{max}}\}] \subseteq I \). As \( \vartheta_{ij}(k) \) is related to \( \alpha_{ij}(k) \) through the absolute value function, at each time instant \( k \) relation (6) allows to identify two intervals in which \( \vartheta_{ij}(k) \) falls. By considering the information brought by the knowledge of the dynamics of agents \( i \) and \( j \), our estimation strategy reduces these two intervals to one, recursively shrinks its width, and extracts a scalar estimate \( \hat{\vartheta}_{ij}(k) \) of \( \vartheta_{ij}(k) \). This estimate is then exploited to achieve our control goal. Hence, at each time instant \( k \), our knowledge on \( \vartheta_{ij}(k) \) will be represented by the set \( \Gamma^{ij}(k|k) \) which, in general, is composed of the union of two intervals \( \Gamma^{ij}_1(k|k) \subseteq [0, \pi) \) and \( \Gamma^{ij}_2(k|k) \subseteq [-\pi, 0] \). In what follows, we denote its hull by \( \bar{H}^{ij}(k|k) \), which represents an overestimate of the uncertainty on \( \vartheta^{ij}(k) \).

The following definition is introduced 1) to provide the conditions guaranteeing that a generic agent \( i \) has identified its follower, and 2) to introduce the notation \( k_i \) for the first time-instant in which agent \( i \) has identified its follower.

**Definition 2.** Agent \( i \neq 1 \) identifies its closest follower at time \( k_i \) if \( k_i \) is the smallest integer ensuring there exists \( k \leq k_i \) such that

\[
\begin{align*}
H^{i,i-1}(k|k) &> 0, \quad (7a) \\
\bar{H}^{i,i-1}(k|k) &< \Gamma^{ij}_1(k|k), \forall j \neq i - 1. \quad (7b)
\end{align*}
\]

From \( \hat{u}_j^i(k) \) agent \( i \) derives an estimate of the relative angular velocity \( u_{ij}(k) := u_j(k) - \hat{u}_j^i(k) \) of \( u_{ij}(k) \) which is then employed to dynamically propagate the multi-interval \( \Gamma^{ij}(0|-1) \) defined in (11f) according to eq. (11a). At each time instant \( \Gamma^{ij}(k+1|k) \) is then intersected with the multi-interval resulting from the measurement procedure, see (11b)-(11d). Equation (11e) prescribes that, as soon as each agent has identified its followers \( i-1 \), it ceases to estimate the position of all other agents \( j \neq i-1 \) as our control law is designed so that each agent is pushed by its closest follower.

**Remark 1.** In [8] it is shown that under the same assumptions on \( \theta_{ij}(0) \) made in this paper, the multi-interval \( \Gamma^{ij}(k|k) \) always contains the true value of \( \theta_{ij}(k) \) for all \( k \). The only assumption made in [8] that is not fulfilled in this paper is the knowledge of \( u_{ij}(k) \), of which, in this case, we perform an (interval) estimate \( \hat{u}_{ij}(k) \).

\[ \Gamma^{ij}(k|k) = \begin{cases} I^c \cup -I^c & \text{if } \mathcal{I}_i(k) = 0, (i, j) \notin \mathcal{E}(k), \\ \Gamma^{ij}(k|k-1) \cap (-\Gamma^{ij}(k) \cup \Gamma^{ij}(k)) & \text{if } \mathcal{I}_i(k) = 0, (i, j) \notin \mathcal{E}(k) \text{ or } \mathcal{I}_i(k) = 1, (i, j) \in \mathcal{E}(k), j = i - 1, \\ \emptyset & \text{if } \mathcal{I}_i(k) = 1, j \neq i - 1, \\ \Gamma^{ij}(0|-1) = [-\pi, \pi] & \text{if } \mathcal{I}_i(k) = 1, j = i - 1. \end{cases} \]

The scalar estimate of \( \vartheta_{i,i-1} \) needed in eq. (9a) is

\[ \hat{\vartheta}_{i,i-1}(k) = \bar{H}^{i,i-1}(k|k). \]
**Assumptions:** in proving convergence of our estimation and control strategy, we make use of four assumptions.

1. \( |\psi_{ij}(k)| \leq \varphi \) for all \( k \), with \( \varphi \geq 0 \) being a known constant;  
2. \( |\theta_{ij}(0)| \in [\min \{ 4\varphi + 2\omega_0 + 2K, \theta_{\max} \}, \pi] \), \( \forall i, j = 1, \ldots, N, i \neq j \);  
3. \( 2\omega_0 + 2K < \theta_{\max} \);  
4. \( \omega_0 > 0 \) and \( K > 0 \).

**Remark 2** Note that Assumptions 2, 3, and 4 depend on the parameters \( \omega_0 \) and \( K \) of the controller, which can be therefore employed to enforce their fulfillment. Namely, Assumption 2 implies that, at time \( k = 0 \), the agents must be sufficiently separated to allow an estimate to be recovered before overtaking may occur. Assumption 3 implies that the sampling time must be sufficiently small if compared to the maximum possible agents’ relative speed.

To facilitate the reading of all the following lemmas and theorems, all the symbols contained in their statements are summarized in Table I.

**Lemma 1** Let Assumptions 1-4 hold. If \( u_{ij}(k) \in \hat{u}_{ij}(k) \) for all \( k \geq 0 \), then \( \theta_{ij}(k) \in \Gamma_{ij}^k(k) \), for all \( k \geq 0 \).

**PROOF.** Assume that at \( k = 0 \) we have \( \theta_{ij}(k) \in \Gamma_{ij}^k(k) \). Let us define the multi-interval \( G(k|k-1) := \Gamma_{ij}^k(k-1) + u_{ij}(k-1) \). From (8), we have that \( \theta_{ij}(k) \in G(k|k-1) \). From the hypothesis, we have that \( u_{ij}(k) \in \hat{u}_{ij}(k) \), and then \( G(k|k-1) \subseteq \Gamma_{ij}^k(k-1) \). Computing \( G(k|k) \) with the laws that update \( \Gamma_{ij}^k(k-1) \) to \( \Gamma_{ij}^k(k) \), see equations (11b)-(11d), and from the properties of interval intersection, we get that \( G(k|k) \subseteq \Gamma_{ij}^k(k) \) and thus \( \theta_{ij}(k) \in \Gamma_{ij}^k(k) \). As \( \theta_{ij}(0) \in \Gamma_{ij}^0(0) \), the thesis follows by induction.

**Lemma 2** Let Assumptions 1-4 hold. Then, for all \( k \) such that \( \Im_{i}^{(k)} = 0, \imath_{i-1}^{(k)} \in \Gamma_{ij}^{k+1}(k) \).

**PROOF.** From (10), we have \( \hat{u}_{i-1}^{(k+1)}(k) = [0, \omega_0+K] \forall k \) \( \Im_{i}^{(k)} = 0 \). Hence, from (9) we conclude that \( \imath_{i-1}^{(k)} \in \hat{u}_{i-1}^{(k)} \). The thesis then follows from Lemma 1.

**Definition 3** We say that agent \( i \) has reached the desired spacing with respect to agent \( i - 1 \) at a generic time instant \( k \) if \( \Im_{i}^{(k)}(k) = 1 \) and \( \hat{\imath}_{i-1}^{(k)}(k) - \psi > 0 \) for the first time.

Notice that, according to (9a), when agent \( i \) reaches the desired spacing, control is deactivated and \( u_{ij}(k) = \omega_0 \).

**4 Convergence Analysis**

Let us define the set

\[
S := \left\{ k : \sum_{i=1}^{N} \Im_{i}^{(k)}(k) \neq 0 \right\}.
\]

Now, we can state the following lemma.

**Lemma 3** Let Assumptions 1-4 hold. If \( S \neq 0 \), then \( \Im_{2}(k_2) = 1, \Im_{1}(k_2) = 0 \) for all \( i \neq 2 \), where \( k_2 = \min S \).

**Figure 1.** \( P_i \) are the dynamics of the \( i \)-th agent given in (2); \( E_1 \) is the estimator employed by \( i \) estimate \( u_{ij} \); \( j \neq i \), see (10); \( E_2 \) is the estimator of \( \theta_{i,i-1} \) given in (11), (12); \( C \) is the bang-bang controller described in (9); \( M \) represents the measurement equation given in (5).

**PROOF.** If \( u_{ij}(k) = 0 \), then neither \( i \) nor \( j \) can discern if the other performs or follows as distance measurements give no information on orientation \( \theta_{ij} \). As \( \Im_{i}^{(0)} = 0 \forall i \), we have that \( \imath_{i,i-1}(0) = 0 \) for all pairs of consecutive agents except the pairs \( (2,1) \) and \( (1,N) \), yielding \( \omega_{21}(0) = -\omega_0 \) and \( \omega_{1N}(0) = \omega_0 \), respectively. Hence, at \( k = 1 \) the only agent that may discern its follower is agent 2. This is still true for all \( k \) such that \( \Im_{i}^{(k)} = 0 \forall i \).

Now, we prove that agent 2 identifies its follower in finite time.

**Theorem 4** Let Assumptions 1-4 hold. Then, \( S \neq 0 \), and \( k_2 \leq \tilde{k} := \left\lfloor \frac{\omega_0 - (2\omega_0 + K)}{\omega_0} \right\rfloor \).

**PROOF.** Notice that \( S \neq 0 \) is equivalent to the existence of \( k_2 \). Therefore we will prove the existence of \( k_2 \) that it is smaller than \( \tilde{k} \). At \( k = 0 \), \( \Im_{2}^{(k)} = 0 \forall i \). From Lemma 3, we have that either \( S = 0 \), and therefore \( \Im_{2}^{(k)} = 0 \) for all \( i \), or, if \( S \neq 0 \), then for all \( k \) to such that \( \Im_{2}^{(k)} = 0 \), we also have \( \Im_{i}^{(k)} = 0 \) for all \( i \neq 2 \). Summing up, we have that \( \Im_{2}^{(k)} = 0 \) for all \( i \neq 2 \) until \( \Im_{2}^{(k)} = 0 \), becomes 1, if ever happens. Now, to prove the thesis, it suffices to show that (i) (7a) and (ii) (7b) hold at time \( \tilde{k} \).

(i) From (9a) and (9b), we know that \( \omega_{21}(k) = -\omega_0 \) and \( \omega_{2j}(k) = 0 \) for all \( k \) such that \( \Im_{2}^{(k)} = 0 \). Let us generalize (11a) as

\[
\Gamma_{ij}^{k+\delta}(k) = \Gamma_{ij}^{k}(k) + \sum_{s=k}^{k+\delta-1} \hat{u}_{ij}^{(s)}(k),
\]

where \( \delta \in \mathbb{N} \). Now, observing that \( \Gamma_{ij}^{\delta}(k|k) \geq \Gamma_{ij}^{\delta}(k|0) \), combining (10) and (14) we obtain \( \Gamma_{ij}^{\delta}(k|k) \geq \Gamma_{ij}^{\delta}(k|0) \geq \Gamma_{ij}^{\delta}(k|0) \geq 2\varphi + 2(\varphi_0 + K) \) for all \( j \geq 2 \) and for all \( k \leq \tilde{k} \). From Lemmas 1 and
Finally, as \( \alpha_{21}(\hat{k}_2) \in \mathcal{I} \), we have \( \vartheta_{21}(\hat{k}_2) > \theta_{\max} \), and thus
\[
0 \leq H^{21}(\hat{k}_2|\hat{k}_2 - 1) - \vartheta_{21}(\hat{k}_2) < K.
\]
Hence, as from the estimation rule in (12) we have that \( \hat{\vartheta}_{21}(\hat{k}_2) = \hat{H}^{21}(\hat{k}_2) \), the estimation error is bounded by \( K \). Moreover, as \( \psi \in (\theta_{\max}, \pi) \), (10) and (9a) imply that, for all \( n \in \mathbb{N} \) such that \( \hat{\vartheta}_{21}(\hat{k}_2 + n - 1) < \psi \),
\[
u_{21}(\hat{k}_2 + n - 1) = u_{21}(\hat{k}_2 + n - 1) = K. \tag{17}
\]
This has two relevant consequences. Firstly, from (11a) and (11d), for all \( n \in \mathbb{N} \) such that \( \hat{\vartheta}_{21}(\hat{k}_2 + n - 1) < \psi \), we have \( H_{21}(\hat{k}_2 + n|\hat{k}_2 + n) = H_{21}(\hat{k}_2 + n|\hat{k}_2 + n - 1) = H_{21}(\hat{k}_2 + n - 1|\hat{k}_2 + n - 1) + K \), and thus
\[
H_{21}(\hat{k}_2 + n|\hat{k}_2 + n) = H_{21}(\hat{k}_2|\hat{k}_2) + nK. \tag{18}
\]
Secondly,
\[
\vartheta_{21}(\hat{k}_2 + n) = \vartheta_{21}(\hat{k}_2) + nK. \tag{19}
\]
Hence, from (16), \( \forall n \in \mathbb{N}_0 : \hat{\vartheta}_{21}(\hat{k}_2 + n - 1) < \psi \), we have \( H_{21}(\hat{k}_2 + n|\hat{k}_2 + n) - \vartheta_{21}(\hat{k}_2 + n) = H_{21}(\hat{k}_2|\hat{k}_2) + nK - \vartheta_{21}(\hat{k}_2) - nK = H_{21}(\hat{k}_2|\hat{k}_2) - \vartheta_{21}(\hat{k}_2) \), which implies
\[
0 \leq H_{21}(\hat{k}_2 + n|\hat{k}_2 + n) - \vartheta_{21}(\hat{k}_2 + n) < K \tag{20}
\]
for all \( n \in \mathbb{N}_0 \) such that \( \hat{\vartheta}_{21}(\hat{k}_2 + n - 1) < \psi \). Now, take
\[
n_2 := \left\lfloor \frac{\psi - H_{21}(\hat{k}_2|\hat{k}_2)}{K} \right\rfloor. \tag{21}
\]
By definition of the cell function, we have that \( n_2 \) is such that \( \hat{\vartheta}_{21}(\hat{k}_2 + n_2 - 1) < \psi \) and thus, from (20), 0 \( \leq H_{21}(\hat{k}_2 + n_2|\hat{k}_2 + n_2) - \vartheta_{21}(\hat{k}_2 + n_2) < K \). Now, as from the definition of \( n_2 \) in (21) 0 \( \leq H_{21}(\hat{k}_2 + n_2|\hat{k}_2 + n_2) - \vartheta_{21}(\hat{k}_2 + n_2) < K \). Finally, as \( \hat{\vartheta}_{21}(\hat{k}_2 + n_2) \geq \psi \), (9a) implies \( u_{12}(\hat{k}_2 + n_2) = \omega_0 \). Thus, from (10) and (9b) it follows that \( u_{21}(\hat{k}_2 + n_2) = u_{21}(\hat{k}_2 + n_2) = 0 \). From (11d) we also have \( \hat{\vartheta}_{21}(k) = u_{21}(k) = 0 \) for all the \( k \) \( \geq \hat{k}_2 + n_2 \), and thus \( \vartheta_{21}(\hat{k}_2) \) converges in finite time to a value \( \hat{\vartheta}_{21} \) such that \( |\hat{\vartheta}_{21} - \psi| < K \). Setting \( k_2^* = \hat{k}_2 + n_2 \), the proof of existence of \( k_2^* \) follows. Now, let us prove that
\[
k_2^* \leq \left\lfloor \frac{\theta_{21}(0) - 2(\omega_0 + K)}{\omega_0} \right\rfloor + \left\lfloor \frac{\theta_{\max} - (\omega_0 + K)}{K} \right\rfloor \tag{22}
\]
To do so, let us start by considering that \( k_2^* = \hat{k}_2 + n_2 \), which from (21) implies that \( k_2^* = \hat{k}_2 + \left\lfloor \frac{\psi - H_{21}(\hat{k}_2|\hat{k}_2)}{K} \right\rfloor \).
In turn, from (16) and from the definition of \( \hat{k}_2 \) we have
\[
\hat{k}_2 = \hat{k}_2 + \left[ \frac{\psi - \theta_{\text{max}} + K}{K} \right]
\]
\[
= k_2 + \left[ \frac{\theta_{\text{max}} - \phi(\hat{k}_2)}{K} \right] + 1 + \left[ \frac{\psi - \theta_{\text{max}} + K}{K} \right].
\]

Finally, from Theorem 1 which ensures that \( k_2 \leq \frac{\theta_{\text{max}}(0) - 2(\omega_0 + K)}{\omega_0} \) we obtain \( k_c \leq \frac{\theta_{\text{max}}(0) - 2(\omega_0 + K)}{\omega_0} + \left[ \frac{\psi - \theta_{\text{max}} + K}{K} \right] \).

Theorems 4 and 5 prove that our strategy allows to bound the steady state value of \( [\theta_{21}(k) - \psi] \) with \( K \) which, being a parameter of the control law, can be made arbitrarily small either by slowing down the agents or by reducing the sampling time. Now, we extend such results to the remainder of the multi-agent system. To do so we will consider a generic agent \( i \), and make some assumptions on agents \( i-1 \) and \( i-2 \). The following two Lemmas will prove that these assumptions guarantee the convergence of the estimation and control strategy converge, respectively. Then, we will prove that they are always verified for \( i = 3, ..., N \).

**Lemma 6** Let Assumptions 1-4 hold. For all \( i = 3, \ldots, N \), if \( k_{i-1} \) exists, \( I_i(k_{i-1}) = 0 \), and \( \theta_{i-1,j}(k_{i-1}) > \omega_0 + K \), for all \( j \neq i : \theta_{i-1,j}(k_{i-1}) > 0 \), then \( k_i \) exists and \( 0 \leq \vartheta_{i-1,i}(k_{i-1}) \leq \theta_{\text{max}} \).

**Proof.** To prove the thesis, it suffices to show that there exists a time instant \( k_i \) when (7) holds. The proof is organized in two steps, where we show that (7a) and (7b) hold, respectively.

**Step 1.** To prove (7a), we distinguish between three cases:

1. \( \vartheta_{i-1,i}(0) \in (\theta_{\text{max}}, \pi) \);
2. \( 4\varphi + 2\omega_0 + 2K < \vartheta_{i-1,i}(0) \leq \theta_{\text{max}} \);
3. \( \vartheta_{i-1,i}(0) < 0 \).

Note that in all cases, as from (9a) we have that \( u_i(k) = 0 \forall k < k_{i-1} \), then \( \vartheta_{i-1,i}(k_{i-1}) = \vartheta_{i,i-1}(0) \).

**Case 1.** From (11b), (9b), and (9c), and from Lemma 3, we know that \( u_{i-1,i}(0) < 0 \) for all \( k \geq k_{i-1} \) such that \( \vartheta_{i-1,i}(k) \in (\theta_{\text{max}}, \pi) \). Hence, at time
\[
k \leq k_{i-1} + \left( \vartheta_{i-1,i}(0) - \theta_{\text{max}} \right) / \omega_0
\]
we have that \( \alpha_{i-1,i}(k) \leq \theta_{\text{max}} \), while \( \vartheta_{i,i-1}(k) > \theta_{\text{max}} \) for all \( k < k \). From (11a)-(11b), we have that
\[
\Gamma_{i,i-1}^{1,i-1} \left( \hat{k}_{i-1} \right) = \left[ -\vartheta_{i-1,i}(0) - \theta_{\text{max}} \right] \] yielding \( \Gamma_{i,i-1}^{1,i-1} \left( \hat{k}_{i-1} \right) \geq \theta_{\text{max}} \) and thus \( H_{i,i-1} \left( \hat{k}_{i-1} \right) = \Gamma_{i,i-1}^{1,i-1} \left( \hat{k}_{i-1} \right) > 0 \).

**Case 2.** In this case, \( \vartheta_{i-1,i}(k_{i-1}) \in \Gamma_{i,i-1}^{1,i-1} \left( k_{i-1} \right) \) yields \( \Gamma_{i,i-1}^{1,i-1} \left( k_{i-1} \right) \cap \Gamma_{i-2,i-1}^{1,i-1} \left( k_{i-2} \right) \) where, as \( \vartheta_{i-1,i}(k_{i-1}) = \vartheta_{i,i-1}(k_{i-1}) \) and thus \( \Gamma_{i,i-1}^{1,i-1} \left( k_{i-1} \right) \in \Gamma_{i-2,i-1}^{1,i-1} \left( k_{i-2} \right) \).

Following the line of argument in Case 1, we could show that \( \tilde{\vartheta}_{i,i-1}(k_{i-1}) < \vartheta_{i-1,i}(k) < 4\varphi \). From (14), we obtain \( \tilde{\vartheta}_{i,i-1}(k_{i-1}) = \tilde{\vartheta}_{i-1,i}(k_{i-1}) \) for all \( k \leq \hat{k} \). Hence,
\[
\tilde{\vartheta}_{i,i-1}(k_{i-1}) \leq \vartheta_{i-1,i}(0) + 2\varphi - \tilde{T}_{i,i-1}^{1,i-1}(k_{i-1}) \geq \vartheta_{i-1,i}(0) + 2\varphi - \tilde{T}_{i,i-1}^{1,i-1}(k_{i-1}) \geq \vartheta_{i-1,i}(0) + 2\varphi
\] and therefore \( \tilde{T}_{i,i-1}^{1,i-1}(k_{i-1}) \) and hence \( \tilde{T}_{i,i-1}^{1,i-1}(k_{i-1}) \) hold. Thus, we have \( H_{i,i-1} \left( \hat{k}_{i-1} \right) = \Gamma_{i,i-1}^{1,i-1} \left( k_{i-1} \right) > 0 \).

**Case 3.** The proof can be conducted following the same steps as in Case 1, but setting \( k \leq k_{i-1} + \left[ \theta_{\text{max}}(0) - \omega_0 \right] / \omega_0 \).

**Step 2.** Now, we prove that there exists a time instant in which (7b) holds. Again, let us distinguish between:

Case 1. \( \vartheta_{i-1,i}(k_{i-1}) \in (\theta_{\text{max}}, \pi) \);
Case 2. \( 4\varphi + 2\omega_0 + 2K \leq \vartheta_{i-1,i}(k_{i-1}) \leq \theta_{\text{max}} \);
Case 3. \( \vartheta_{i-1,i}(k_{i-1}) < 0 \).

Case 1. If \( \vartheta_{i-1,i}(k_{i-1}) \in (\theta_{\text{max}}, \pi) \), then (11b) and (9c) imply \( u_i(k) = 0 \forall k < k_{i-1} \) such that \( \vartheta_{i,i-1}(k) < 0 \).

Indeed, from (9a), there exists a time instant \( k \) in which we will have that \( \theta_{\text{max}} - \omega_0 - K < z_{i,i-1}(k) \leq \theta_{\text{max}} \), where \( k \) is defined as in Case 1 of Step 1. By hypothesis, and as at time \( k \) we have that \( \vartheta_{i,i-1}(k) < 0 \), then \( z_{i,i-1}(k) \) is not verified yet for an agent \( j \) such that \( \vartheta_{i,j}(k) < 0 \).

Indeed, consider the case in which, at time \( k \), (7b) has not been verified yet for an agent \( j \) such that \( \vartheta_{i,j}(k) < 0 \).

Case 2. From Assumption 2, eqs. (11c) and (11f), and as the width of \( \Theta \) is bounded by \( 2\varphi \), we obtain that \( z_{i,i-1}(k + n) < \vartheta_{i,i-1}(k) \), thus verifying (7b).

Case 2. From Assumption 2, eqs. (11c) and (11f), and as the width of \( \Theta \) is bounded by \( 2\varphi \), we obtain that (7b) holds at time \( k = 0 \) for all \( j \) such that \( \vartheta_{i,j}(0) \in [0, \pi] \). The proof that (7b) will eventually hold
also for all agents such that \( \vartheta_{ij}(0) \in [-\theta_{\max}, 0] \) can be performed following the same arguments made above and setting \( k = k_{i-1} \).

Case 3. The proof can be completed as in case 1, but noting that \( k \leq k_{i-1} + [(2\pi + \vartheta_{i,i-1}(0) - \theta_{\max})/\omega_0] \).

**Lemma 7** Let Assumptions 1-4 hold. For all \( i = 3, \ldots, N \), if there exists \( h_i \geq k_i \) such that \( 0 < \vartheta_{i,i-1}(h_i) < \theta_{\max}, \vartheta_{i,i-1}(h_i) \in \Gamma^{i,i-1}(h_i | h_i), \) and \( \psi - \vartheta_{j,j-1} \leq 0 \) for all \( j = 2, \ldots, i - 1 \), then there exists \( k_i^r : \vartheta_{i,i-1}(k_i^r) - \psi \leq K \) for all \( k \geq k_i^r \).

**PROOF.** As \( \psi - \hat{\vartheta}_{i-1,i,i-2} \leq 0 \), from (9a) we have that \( u_{i-1}(k) = \omega_0 \forall k \geq h_i \). Moreover, as \( h_i \geq k_i \) and \( 0 < \vartheta_{i,i-1}(h_i) < \theta_{\max} \) (11d) and (12) imply that \( \vartheta_{i,i-1}(h_i) < \theta_{\max} < \psi \), and thus from (9a) we have \( u_{i-1}(k) = K \) for all \( k > h_i \) such that \( \alpha_{i,i-1}(k) < \theta_{\max} \).

Hence, from (3) there exists a time instant \( k_i = h_i + \lfloor (\theta_{\max} - \vartheta_{i,i-1}(h_i))/K \rfloor + 1 \) such that \( \alpha_{i,i-1}(k_i) \in \Gamma^i, \) and \( \alpha_{i,i-1}(k_i - 1) < \theta_{\max} \). Therefore, as \( u_{i-1} = \omega_0 \forall k \geq h_i \), by hypothesis and from (10), \( u_{i-1}(k) \in u_{i-1} \forall k \), and thus, from Lemma 1 and (11d), we have \( \hat{\vartheta}_{i,i-1}(k_i - 1) \leq \hat{H}^{i,i-1}(k_i - 1) \leq \theta_{\max} \). Then, applying (11a) to \( \Gamma^{i,i-1}(k_i - 1|k_i - 1) = \hat{H}^{i,i-1}(k_i - 1|k_i - 1) \), from (10) and \( \alpha_{i,i-1}(k_i) \in \Gamma^i \), we have \( \vartheta_{\max} < \vartheta_{i,i-1}(k_i) \leq \hat{H}^{i,i-1}(k_i|k_i) \leq \vartheta_{\max} + K, \) which, thanks to the estimation rule in (12), ensures the estimation error is bounded by \( w(H^{i,i-1}(k_i|k_i)) \leq K \). Moreover, as \( \psi \in (\theta_{\max}, \pi) \), from (10) and (9a), for all \( n \in \mathbb{N}^+ \) such that \( \vartheta_{i,i-1}(\pi + n - 1) < \psi \) we have \( u_{i,i-1}(k_i + n - 1) = u_{i,i-1}(k_i + n - 1) = K \), which, in turn, has two relevant implications. Firstly, from (11d) and (9a), it implies that \( H^{i,i-1}(k_i + n|k_i + n) = H^{i,i-1}(k_i|k_i) = H^{i,i-1}(k_i|k_i) + nK \).

Secondly, it implies that

\[
\vartheta_{i,i-1}(k_i + n) = \vartheta_{i,i-1}(k_i) + nK.
\]  

(28)

Subtracting (28) from (27), we have that \( \forall n \in \mathbb{N} \) such that \( \vartheta_{i,i-1}(k_i + n - 1) < \psi \), \( H^{i,i-1}(k_i + n|k_i + n) - \vartheta_{i,i-1}(k_i + n) = H^{i,i-1}(k_i|k_i) - \vartheta_{i,i-1}(k_i) \) and from (12)

\[
|\vartheta_{i,i-1}(k_i + n) - \vartheta_{i,i-1}(k_i + n)| = |\vartheta_{i,i-1}(k_i) - \vartheta_{i,i-1}(k_i)| < K.
\]

(29)

Now, take the time instant \( n_i := \left\lfloor \frac{\psi - \vartheta_{i,i-1}(k_i|k_i)}{K} \right\rfloor \).

From the definition of the cell function, we have that

\[
0 \leq H^{i,i-1}(k_i + n_i|k_i + n_i) - \vartheta_{i,i-1}(k_i + n_i) < K,
\]

(30)

while from the definition of \( n_i \) we obtain that

\[
0 \leq H^{i,i-1}(k_i + n_i|k_i + n_i) - \vartheta_{i,i-1}(k_i + n_i) - \psi < K.
\]

(31)

Combining (30) and (31), we obtain \( |\vartheta_{i,i-1}(k_i + n_i) - \psi| < K \). Finally, at time \( k_i + n_i \), as we have that \( \vartheta_{i,i-1}(k_i + n_i) = H^{i,i-1}(k_i + n_i|k_i + n_i) \geq \psi \), then from (10) and (9a) we have that \( \hat{u}_{i,i-1}(k_i + n_i) = u_{i,i-1}(k_i + n_i) = 0 \). From (11d), this is also true for all \( k \leq k_i + n_i \), and thus \( \vartheta_{i,i-1}(k) \) converges in finite time to a value \( \vartheta_{i,i-1} \) such that \( \vartheta_{i,i-1} < K \forall k \geq k_i + n_i \). Setting \( k_i^r = k_i + n_i \), the thesis follows.

Lemmas 6 and 7 prove convergence of both the estimation and control strategies under some given assumptions. Hence, we now only need to prove that the hypotheses therein are always verified for each agent \( i \).

**Theorem 8** If Assumptions 1-4 hold and \( K < \epsilon/(N - 1) \), then the proposed estimation and control strategy is capable of achieving an \( \epsilon \)-balanced circular formation. Moreover, for all \( (i,j) \in \{(1,2), \ldots, (N - 1,N)\} \),

\[
\lim_{k \to \infty} |\theta_{ij}(k) - \psi| \leq K.
\]

(32)

**PROOF.** From Theorem 5, we know that \( |\vartheta_{21}(k) - \psi| < K \forall k \geq k_2^* \). To prove the thesis for \( i = 3 \), we must first prove the hypotheses of Lemmas 6 and 7 hold for \( i = 3 \). Let us start from Lemma 6, that is by proving that \( k_2 \) exists, \( \mathcal{I}_3(k_2) = 0 \), and \( \vartheta_{3,3}(k_2) > \omega_0 + K \), for all \( j \neq 3 : \vartheta_{2,j}(k_2) > 0 \).

The existence of \( k_2 \) is proven in Theorem 4 and from Lemma 3 we know that \( \mathcal{I}_3(k_2) = 0 \). Moreover, as \( \mathcal{I}_3(k_2) = 0 \) for all \( i \neq 2 \), then, from (9a) and Assumption 2, \( \vartheta_{3,3}(k_2) = |\vartheta_{3,3}(0)| \geq 4\omega_0 + 2\omega_0 + 2K \) for all \( j \neq 3 \). Finally, from Remark 3, we also have that \( \vartheta_{3,k}(k_2) > 0 \) and thus \( k_{32} > k_{32}^* \) and thus the hypotheses of Lemma 6 hold for \( i = 3 \) which implies \( k_2 \) exists.

Now, let us prove that the hypothesis of Lemma 7 hold for \( i = 3 \), that is, the time instant \( h_3 \) exists. Define the time instant \( h_3 := \max\{k_3, k_3^2\} \). From Lemma 6, we know that \( 0 \leq \vartheta_{i,i-1}(k_3) \leq \theta_{\max} \) and that \( \mathcal{I}_3(k_2) = 1 \), if \( k_2 > k_3 \), then from eq. (9a) we have \( \vartheta_{32}(k) = \vartheta_{32}(k_3) \) for all \( k \in [k_3, k_3^2] \). Hence, \( 0 \leq \vartheta_{i,i-1}(h_3) \leq \theta_{\max} \). Moreover, from Lemma 2 we know that \( \theta_{32}(k_3) \in \Gamma_{32}(k_3) \) and if \( k_3 < k_3^2 \), from eq. (9c) \( \theta_{32}(k) = 0 \), and as we have proved that \( \vartheta_{32}(k) = \vartheta_{32}(k_3) \) for all \( k \in [k_3, k_3^2] \), from eq. (10) we have \( \theta_{32}(k) \in \rho_{32}(k) \). Finally, from Lemma 1, we have that \( \theta_{32}(h_3) \in \Gamma_{32}(h_3) \), and, as \( \psi - \vartheta_{21}(h_3) \leq 0 \), the definition of \( h_3 \) implies \( h_3 < h_3 \).

Hence, the existence of \( k_2 \), which is guaranteed by Theorem 4 ensures the existence of \( k_2 \), while the existence of \( k_3^* \) guaranteed by Theorem 5 ensures the existence of \( k_3^* \). If we prove that \( k_4 > k_3 \) then this reasoning could be iterated for all pairs \( i + 1 \) starting from
the pair (3, 4) to the pair (N − 1, N) and thus (32) would follow by induction. Following the same line of arguments of Lemma 6, it is possible to prove that if 0 < φ ≤ 2(ω₀ + k), then Z₄(k) = 1. From (9), this ensures that for all k such that φ₃(k) and φ₄(k) are both greater than zero we have that φ₃(k) > φ₄(k). In turn, from Lemma 2 this implies that $H^{42}(k) > \Gamma^{34}(k)$ for all k, and thus, from (7) the closest follower of agent 4 can only be agent 3. Hence, considering that (9c) $φ₃(k) = φ₄(0)$ for all k such that $Z₄(k) = 0$ and that from (10) and (11a)-(11c) both $Γ^{43}(k)$ and $Γ^{34}(k)$ are nonempty, we have that (7a) cannot hold for $i = 4$ before $k₃$. Hence, (32) follows by induction. Now, as agent 1 travels at constant speed $ω₀$ and thus, for all $k ≥ k₄$, we have that $φ₁,N(k) − ω = 2π − \sum_{i=0}^{N} φ_{i,i-1} ∈ \{2π − (N − 1)(ω + K), 2π − (N − 1)(ω − K)\}$ and, as $Nω = 2π$, then $φ₁,N(k) = ω − (N − 1)K$, $ψ + (N − 1)K$, which finally implies $ε$-bounded convergence, with $ε = (N − 1)K$.

The following theorem completes the results of Theorem 5 by providing upper bounds for the convergence times $k_i$ of the estimation and control strategy for the remaining agents $i = 3, \ldots, N$.

**Theorem 9** Let Assumptions 1-4 hold. For all $i = 3, \ldots, N$, if $φ_{i,i-1}(0) > 0$, then

$$k_i ≤ \max \{ k_{i,i-1} + \left[ \frac{φ_{i,i-1}(0) − 2(ω₀ + K)}{ω₀} \right], k_i^{c} \} + \frac{[(ω₀ − K)/K]}{\}.$$ 

Otherwise,

$$k_i ≤ \max \{ k_{i,i-1} + \left[ \frac{(2π + φ_{i,i-1}(0)) − 2(ω₀ + K)}{ω₀} \right], k_i^{c} \} + \frac{[(ω₀ − K)/K]}{\}.$$ 

**PROOF.** Iterating the reasoning performed in Theorem 8, we can prove that $k_i > k_i^{c}$. Hence, $φ_{i,i-1}(0) = φ_{i,i-1}(0)$. Then, as $u_{i,i-1}(k) ≤ ω₀$ for all k such that $k_{i-1} ≤ k < k_i$, and as following the lines of argument of theorem 4 for agent 2 we can prove that $ω₀ + K ≤ φ_{i,i-1}(k) ≤ φ_{i,i-1}(0)$, if $φ_{i,i-1}(0) > 0$, we have

$$k_i ≤ k_{i,i-1} + \left[ φ_{i,i-1}(0) − 2(ω₀ + K) \right]/ω₀.$$

(33)

Otherwise, we have that

$$k_i ≤ k_{i,i-1} + \left[ (2π + φ_{i,i-1}(0)) − 2(ω₀ + K) \right]/ω₀.$$

(34)

Then, as (i) the first time instant in which $u_{i,i-1}(k) > 0$ is $k = \max \{ k_i, k_i^{c} \}$, and if $k_i > k_i^{c}$, then $φ_{i,i-1}(k_i^{c}) = \max \{ k_i, k_i^{c} \}$.
but the average steady state error $\eta := \langle |\dot{\theta}_{i,i-1} - \psi| \rangle$ increases, see Table II.

6 Conclusions

We proposed an estimation and control strategy for balancing a formation of autonomous agents on a circle in the case in which only proximity measurements with a radius that is lower than the desired spacing are available, implying that the agents are blind when approaching the desired formation. This setting reproduces situations in which only inexpensive proximity sensors can be employed, and few agents can be deployed to patrol a given boundary. We exploit the limited information coming from the measurement equation through a three-level bang bang controller that is symbiotic with our estimation strategy. Our completely decentralized approach prescribes a random election of a pacemaker, which sets the pace of the system. We showed that the system achieves an $\varepsilon$-partially bounded circular formation, and that this bound can be made arbitrarily small by leveraging a control parameter. The theoretical analysis is complemented by a set of simulations illustrating the trade-off between the speed of convergence and the accuracy of the formation balancing. Future work will be devoted to extend our approach to cope with different agent dynamics.
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