Bit-serial systolic accelerator design for convolution operations in convolutional neural networks
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Abstract The accuracy of Convolutional Neural Networks (CNNs) has exceeded the human level in many fields, but the high computation complexity is one of the main challenges for CNNs applied in the mobile or embedded devices. In this paper, we provide a hardware accelerator scheme for the convolution operations in CNNs, which adopts the bit-serial systolic architecture. Implementation results show that the proposed scheme can reduce the area by about 64%, increase the maximum frequency by about 4.4 times and increase the hardware efficiency by about 1.2 times compared with the state-of-the-art Eyeriss architecture.
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1. Introduction

With the massive growth of information data, the significant improvement of computing power and the continuous optimization of algorithm models, artificial intelligence (AI) has drawn dramatic attention in research and industry [1, 2]. As the mainstream AI algorithm [3], Deep learning (DL) is widely applied in computer vision [4], speech processing [5], etc. Thereinto, the Convolutional Neural Network (CNN) has been one of the most representative algorithms due to the excellent learning performance [6]. However, the CNN performance relies on the deep, wide and complex network with huge computation complexity and storage requirements, which limits the applications in mobile or embedded devices [7, 8, 9]. Therefore, it is of great significance to study the CNN accelerator with high hardware efficiency.

According to the research results [10], more than 90% of the CNN computation load is concentrated on convolution layers, the core of which is the convolution operation. Thus, the key to the design of CNN accelerators is how to optimize the convolution operation. Eyeriss [11], developed by MIT, is the most high-efficiency architecture for accelerating the convolution operation in the publications. With the Row Stationary (RS) data-flow structure, Eyeriss scheme can maximize the reuse rate of all data involved in the convolution layer [12]. However, the multiplier and accumulator (MAC) architecture used for the convolution operation in Eyeriss consumes a lot of combinational logic resources, and the complex connection between the computation units also increases the hardware area [13]. Besides, the long critical path is another issue of Eyeriss [14].

In this paper, we provide a high efficient hardware architecture, which is the first (to the best of our knowledge) to combine the bit-serial processing and systolic array together to accelerate the convolution operation in CNNs. The bit-serial scheme is used to reduce the logic complexity of computation units and the connection complexity of wires. The systolic array is adopted to reduce the data access requirements between computation units and memory units. In the proposed scheme, the processing elements (PEs) in the systolic array use novel pipelined bit-serial multipliers, and combine the signed bit-serial accumulators (ACCs) to realize the MACs. With the simple and pipelined architecture, the proposed scheme can greatly improve the clock frequency and silicon utilization, reduce wire resources, balance the throughput, latency and area. We analyze the computation performance of the proposed scheme, and find that it can achieve the same calculation results with the traditional structure. We also implement the proposed scheme with IC compiler (ICC) of Synopsys under 65nm CMOS technology. Compared with Eyeriss, our work can increase the maximum frequency by about 4.4 times @1.25GHz, reduce the area by about 64%, and increase the hardware efficiency by about 1.2 times.

The rest of this paper is organized as follows. Section II presents the analysis of CNNs. We design the systolic array in Section III. Section IV provides the proposed scheme and details the novel bit-serial multiplier. We analyze the performance of the proposed scheme in Section V. Section VI concludes this paper.

2. Analysis of CNNs

The research on CNNs began in 1980s, when Kunihiko Fukushima proposed the predecessor of CNNs, i.e. Neocognitron [15]. LeNet-5 [16], which was proposed by Yann Lecun in 1998 to solve the handwritten digit recognition on MNIST data set, is the earliest CNN model. In 2012 ImageNet Large Scale Visual Recognition Challenge (ILSVRC), Alex Krizhevsky proposed the AlexNet [17], which won the champion of the image classification task. Its classification accuracy is far higher than the results achieved by traditional methods, so as to start the research upsurge of CNNs. With the improvement of the network structure and the increase of the network depth, various CNNs, including VGGnet [18],
GoogLeNet [19] and ResNet [20], have become the winning algorithms of the ImageNet competition.

2.1 CNN structure

CNN is a deep feedforward neural network with the local connection, weight sharing and pooling characteristics, which use the back propagation algorithm to train weights [21]. It is generally composed of convolutional layers, rectified linear units, pooling layers and full connection layers [22]. Fig. 1 shows the typical CNN structure.

2.2 Computational complexity of CNNs

Based on the LeNet-5 model, we analyze the calculation load of the convolution layers, pooling layers and full connection layers respectively. The calculation load can be measured by floating-point operations (FLOPs). Assume the height and width of the convolution kernel be \( K_h \) and \( K_w \), the height and width of the input image be \( I_h \) and \( I_w \) with the channel number being \( C_{in} \), and the height and width of the feature map be \( H \) and \( W \) with the channel number being \( C_{out} \).

2.2.1 Convolution layer

There are two convolution layers C1 and C3 in Lenet-5, and the calculation load can be defined as:

\[
C_{\text{FLOPs}} = (K_h \times K_w \times C_{in} + 1) \times C_{out} \times H \times W
\]  

(1)

2.2.2 Pooling layer

Generally, a convolution layer is followed by a pooling layer, thus the calculation load of the two pooling layers S2 and S4 can be defined as:

\[
P_{\text{FLOPs}} = (P_h \times P_w + 1) \times C_{out} \times H \times W
\]  

(2)

2.2.3 Full connection layer

Lenet-5 has three full connection layers, and the calculation load can be defined as:

\[
F_{\text{FLOPs}} = (I_h \times I_w \times C_{in} + 1) \times C_{out} \times H \times W
\]  

(3)

Based on the above analysis, Fig. 2 shows the calculation distribution of different layers in LeNet-5. We can conclude that convolutional layers account for about 80.3% of the total calculation load.

We also summarize the classical CNNs during recent years, as shown in Table I. We can find that the calculation load is mainly concentrated on the convolution layers for all these CNN models. With the improvement of accuracy, the depth and complexity of the network is increasing, as well as the higher computation load ratio of convolution layers.

2.3 Convolution principle in CNNs

The convolution layers function is to extract different features of the input image, in which the core computation is the convolution operation. Because of the high time and space complexity, the convolution operation is the optimization target in this paper.

If the size of the input image is \( n \times n \), the size of the convolution kernel is \( f \times f \), and \( s \) is the feature map, the convolution operation in CNNs can be defined as below:

\[
s[i,j] = \sum_{p=0}^{f-1} \sum_{q=0}^{f-1} x[i+p, j+q] \omega[p, q] \\
0 \leq i, j < n - f + 1
\]  

(4)

Fig. 3 shows the convolution operation process of a \( 5 \times 5 \) gray image and a \( 3 \times 3 \) convolution kernel, which can output a \( 3 \times 3 \) feature map with an iterative step of 1 and no filling. The kernel can be treated as a sliding window, which scans the input image from top to bottom and from left to right. The feature map can be obtained from the inner products of the kernel value and the value of its corresponding position on the input image.

3. Systolic array design for convolution

Systolic array is a PE network that pumps data into and out of PEs for rhythmic computations [23]. Because the speed of data access is often much lower than that of data processing, the processing ability of a system is largely limited by the ability of the memory access. Systolic array allows data to flow as much as possible in PEs, essentially reusing the input data to balance the time consumption between I/O and computations. It works well for the computer-bound
We take the convolution operation shown in Fig. 3 as an example to analyze the treatment method of the input data. For the process of a row, if the length of the input data is $n$ and the length of the kernel is $f$, we can conclude that the length of data $A$ after the arrangement is $f \times (n - f + 1)$. And $A$ can be expressed as:

$$\text{for } j = 1 \text{ to } f$$

$$\text{for } k = 1 \text{ to } (n - f + 1)$$

$$A(i) = X(j + k - 1), 1 \leq i \leq f \times (n - f + 1)$$

We take the convolution operation shown in Fig. 3 as an example to analyze the treatment method of the input data in detail. Table II shows the complete data arrangement for the systolic array.

### 3.1 Systolic array mapping

As a computer-bound model, the convolution operation in CNNs consists of a large number of multiplications and additions with strong regularity. Therefore, it can be realized simply and efficiently with the systolic array. Referring to the convolution principle in CNNs, it is necessary to rearrange the input data of the systolic array to ensure the accuracy and efficiency of the convolution operation. For the process of a row, if the length of the input data $X$ is $n$ and the length of the kernel is $f$, we can conclude that the length of data $A$ after the arrangement is $f \times (n - f + 1)$. And $A$ can be expressed as:

$$\text{for } j = 1 \text{ to } f$$

$$\text{for } k = 1 \text{ to } (n - f + 1)$$

$$A(i) = X(j + k - 1), 1 \leq i \leq f \times (n - f + 1)$$

We take the convolution operation shown in Fig. 3 as an example to analyze the treatment method of the input data in detail. Table II shows the complete data arrangement for the systolic array.

### 4. Bit-serial systolic architecture

Systolic array is characterized by modularization and regularization. Typically, all PEs in the array are the same MACs based on bit-parallel computing [25]. However, a large number of MACs in the systolic array become the key issue for the acceleration performance of the convolution operation in view of the critical path, areas and power consumption [26]. Assuming that the bit-width of the convolution operation is $w$-bit, different from the traditional bit-parallel MACs to complete the calculation of all $w$-bit data in one clock, the bit-serial computing method serializes each input data and disperse the calculation in one clock. Therefore, the bit-serial scheme has the advantages of less occupied area and low power consumption due to its simple structure, short critical path and less wiring resources [27]. In addition, the connection wires in the bit-serial scheme is much less than that in the bit-parallel scheme.

Therefore, we design the bit-serial MACs to achieve the bit-level supper pipeline for the systolic array, which can simplify the hardware circuit by the bit-serial computing and improve the throughput greatly by the high parallelism. This section first describes the accelerator architecture based on the bit-serial scheme, and then details the design and optimization of the pipelined bit-serial multiplier.

#### 4.1 Proposed accelerator architecture

In this paper, $3 \times 3$ PE array is taken as an example to illustrate the proposed scheme as shown in Fig. 5. The input and output are processed into bit-serial data by global buffers. Different from the typical systolic array, we have made some improvements. MACs are decomposed into the multiplier and accumulator respectively, while PEs perform multiplication, and the results are transferred to accumulators in the corresponding column for addition and accumulation. There are two benefits with this scheme. First, It can reduce the numbers of accumulators. Second, it is convenient for optimizing the multiplier and the accumulator respectively, which makes the design more simple and flexible. Another point to emphasize is that we apply novel pipelined bit-serial multipliers and novel signed bit-serial accumulators [28] in the proposed architecture.
4.2 Pipelined bit-serial multiplier

All bit-serial data is represented by the fixed-point two’s complement in this paper. A of $w$-bit can be expressed as:

$$A = a_{w-1}a_{w-2} \cdots a_0$$  \hspace{1cm} (6)

where $a_i$ is 0 or 1, $0 \leq i \leq w-1$. $a_{w-1}$ is a sign bit, 0 is for positive, and 1 for negative. Without losing generality, the numerical interval of $A$ is $[-1,1-2^{-w+1}]$, and can be given by the following equation:

$$A = -a_{w-1} + \sum_{i=0}^{w-1} a_{w-1-i} + 1$$  \hspace{1cm} (7)

Since there is a sign bit, two’s complement multiplication can be realized by means of the shifting plus form, only in the case of the sufficient sign bit expansion. It is worth noting that if the multiplier extends 1-bit sign bit, the overflow cannot be completely eliminated in the numerical interval $[-1,1-2^{-w+1}]$. In order to get the correct product, the multiplier must be in the interval $[-1/2,1/2]$ [29].

The multiplication vertical formula of $4$-bit two’s complement data $a_3a_2a_1a_0$ and $b_3b_2b_1b_0$ is shown in Fig. 6, where $pp$ represents the partial product. If one of the inputs has to be positive, it can be used as a multiplier to remove the last sign bit added in the multiplication vertical formula.

To realize the pipelined processing, we know that if two $w$-bit data are multiplied, the result should be $2w - 1$ bits. Therefore, it is necessary to truncate $2w - 1$ bits to $w$ bits to ensure the pipelining of the bit-serial computing. That is to say, the computing number of each clock entering the multiplier is the same as that of the multiplier output. As shown in Fig. 6, it is necessary to discard the data $pp$ in the box when the pipelined computing is implemented, which may result in the truncation error of the finite word length.

According to the systolic mapping principle and Horner’s law, a $4$-bit pipelined multiplier design, corresponding to Fig. 6, based on bit-serial computing is shown in Fig. 7. The multiplier is composed of AND gates, registers, data shifters and full adders. It inputs data and outputs results from the least significant bit (LSB) serially. The data shifter is marked by the red dotted box in Fig. 7, and consists of a single bit register and a single bit multiplexer (MUX), by which the data with different delay is selected at the corresponding time. The shifter can expand the sign bit of the two’s complement data and truncate the end bit of the result. Using the pipeline method, the combinational logic is divided into several small combinational logic, and a register is inserted in the middle to store the data. The registers and full adders constitute the shift plus structure. If the AND gate and MUX are ignored, the critical path of the multiplier is $w$ full adders, which is proportional to the word length of the processed data.

In this paper, a new multiplication vertical formula and its corresponding pipelined multiplier are obtained by using the retiming operation as shown in Fig. 8 and Fig. 9 respectively, of which the full adders in red dotted boxes are corresponding. The critical path of this new multiplier is fixed as two full adders. The multiplier can achieve a higher system frequency. However, the actual performance will be slightly lost due to the loss of the carry caused by the sum of $pp_1$ and $a_0b_2$.

In the same way, we implement the convolution operation with a word length of 10-bit to verify the performance of the proposed scheme in the next section. The 10-bit pipelined bit-serial multiplier applied is shown in Fig. 10. The longest critical path reduces from 1 AND Gate + 2 full adders + 8
MUXs to 1 AND Gate + 8 full adders + 8 MUXs.

5. Implementation

The convolution layers in CNNs are independent and repetitive. There are also a large number of independent and repetitive convolution operations in each convolution layer that can be performed in parallel. Therefore, as long as the minimal functional module which can complete the convolution operation is implemented, the proposed architecture can be compared with the existing accelerators objectively and accurately.

We implement the bit-serial systolic architecture with 9 PEs to accelerate the convolution operation shown in Fig. 3. Verilog HDL is used for its behavior level description, and we complete the functional verification with Vivado tool. Then, based on the SMIC 65nm CMOS technology, the ICC of Synopsys is used for logic synthesis and implementation. We analyze and compare the performance of the proposed accelerator architecture with Eyeriss [30] under the same implementation conditions. The experimental results are shown in Table III.

The area, energy consumption and hardware efficiency are three important indicators to evaluate the performance of hardware architecture. From Table III, we can see that the bit-serial systolic architecture designed in this paper occupies only 36% of Eyeriss in area, reduces the power consumption by about 12%, and increases the maximum frequency by about 4.4 times.

Because the proposed scheme is different from Eyeriss, in order to compare them fairly, the peak throughput per gate (MOPS/Gate) is used as the hardware efficiency to measure the chip’s computing performance, which is equal to the operation throughput divided by the hardware area. For fairness, this indicator of our scheme has been parallelized, i.e. divided by 10. Compared with Eyeriss, our architecture improves the hardware efficiency by about 1.2 times.

6. Conclusion

To solve the challenge of applying CNNs with high computation complexity in the mobile and embedded devices, this paper proposes bit-serial systolic architecture to accelerate the convolution operations. We design a novel pipelined bit-serial multiplier used in PEs, which realizes the bit-level super pipeline of the whole architecture. The proposed bit-serial systolic architecture can reduce the logic and connection complexity as well as the critical path, and improve the computing throughput with high parallelism. Thus, the proposed scheme can be deployed in CNN applications with high hardware efficiency.
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