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Abstract
We construct fundamental solutions to the time-dependent Schrödinger equations on compact manifolds by the time-slicing approximation of the Feynman path integral. We show that the iteration of short-time approximate solutions converges to the fundamental solutions to the Schrödinger equations modified by the scalar curvature in the uniform operator topology from the Sobolev space to the space of square integrable functions. In order to construct the time-slicing approximation by our method, we only need to consider broken paths consisting of sufficiently short classical paths. We prove the convergence to fundamental solutions by proving two important properties of the short-time approximate solution, the stability and the consistency.

1 Introduction

1.1 Main theorem
Let \( (M, g) \) be a compact connected oriented smooth Riemannian manifold and consider the initial value problem of the semiclassical Schrödinger equation

\[
\frac{i\hbar}{\partial t}u(t, x) = -\frac{\hbar^2}{2} \triangle_g u(t, x) + V(x)u(t, x), \quad u(0, x) = u(x), \quad (t, x) \in \mathbb{R} \times M
\]

with a smooth potential \( V : M \to \mathbb{R} \) and \( \hbar \in (0, 1] \). We want to construct a fundamental solution to this problem by the time-slicing approximation of the Feynman path integrals [Fey]. It is known that it is impossible to construct a complex measure which realizes Feynman path integrals for Schrödinger equations [Cam]. However, an alternative method, the time-slicing approximation method, which is the original idea of Feynman [Fey], still has the possibility to be justified mathematically. On the Euclidean space, the time-slicing approximation is studied by Fujiwara [Fuj79] [Fuj17], Kumano-go [Kum] and Ichinose.
along the lowest energy path. We remark that "the lowest energy path" is equivalent to "the lowest momentum" because we fix an initial point \( y \in M \).

Next we introduce the Morette-Van Vleck determinant [Mor]. Take local coordinates \( \varphi_\lambda = (x_1, \ldots, x_n) \) near \( x \) and \( \varphi_\mu = (y_1, \ldots, y_n) \) near \( y \). Then we define positive definite matrices \( (g_{jk}(x))^\mu_{\lambda}{}_{j,k=1}^n \) and \( (g_{jk}(y))^\mu_{\lambda}{}_{j,k=1}^n \) by

\[
g_x = \sum_{j,k=1}^n g_{jk}(x) dx_j dx_k, \quad g_y = \sum_{j,k=1}^n g_{jk}(y) dy_j dy_k
\]

respectively. The Morette-Van Vleck determinant is defined as

\[
D(t, x, y) := g_x^{-\frac{1}{2}} g_y^{-\frac{1}{2}} \det \left( -\frac{\partial^2 S}{\partial x_j \partial y_k} (t, x, y) \right)_{j,k=1}^n, \quad (1.1)
\]
where \( g_n(x) = \det(g_{jk}^n(x))_{j,k=1}^n \) and \( g_n(y) = \det(g_{jk}^n(y))_{j,k=1}^n \). This is independent of the choice of local coordinates. If we take the neighborhood \( N \) of \( \text{diag}(M) \) sufficiently small, then \( D(t, x, y) \) is positive for small \( t > 0 \) and \( (x, y) \in N \). (a consequence of Proposition 3.12).

Now we consider the modified semiclassical Schrödinger operator

\[
\tilde{H}_h = -\frac{\hbar^2}{2} \triangle + V(x) + \frac{\hbar^2}{12} R(x)
\]

(1.2)

and the corresponding Schrödinger equation

\[
i\hbar \frac{\partial}{\partial t} u(t) = \tilde{H}_h u(t), \quad u(0) = u_0.
\]

(1.3)

Since \( M \) is compact and \( V \) is smooth, \( \tilde{H}_h \) is essentially self-adjoint on \( L^2(M) \).

We also denote its unique self-adjoint extension by \( \hat{H}_h \). By Stone’s theorem, there exists a family of unitary operators \( \{e^{-it\hat{H}_h/\hbar}\}_{t \in \mathbb{R}} \) on \( L^2(M) \) such that \( u = e^{-it\hat{H}_h/\hbar}u_0 \in C^1(\mathbb{R}; L^2(M)) \) gives the unique solution to the initial value problem (1.3) for \( u_0 \in H^2(M) \) (the Sobolev space of degree 2). We define an approximate solution to the Schrödinger equation as

\[
E_h^\chi(t) u(x) := \frac{1}{(2\pi \hbar)^{n/2}} \int_M \chi(x, y) \sqrt{D(t, x, y)} e^{iS(t, x, y)/\hbar} u(y) \text{vol}_g(y).
\]

Here \( \chi \in C^\infty_c(N; [0, 1]) \) with \( \chi = 1 \) near \( \text{diag}(M) \) and \( \text{vol}_g \) is the natural volume form associated with the metric \( g \). If \( \chi \) is obvious from context, we drop \( \chi \) and denote \( E_h^\chi(t) = E_h(t) \).

A partition \( \Delta \) of \( t > 0 \) is a finite sequence \( \Delta = (t_1, \ldots, t_L) \) such that \( t_j > 0 \) for all \( j \) and \( t_1 + \cdots + t_L = t \). The size of partition is defined as \( |\Delta| := \max_{1 \leq j \leq L} t_j \). We define the time-slicing approximation of the Feynman path integral as

\[
E_h^\chi(\Delta) = E_h(\Delta) := E_h(t_L) \cdots E_h(t_1).
\]

\( E_h(\Delta) \) is interpreted as the sum or an approximate Feynman path integral over broken paths consisting of short classical segments.

The semiclassical Sobolev space \( H^s_h(M) \) of degree \( s \in \mathbb{R}^n \) is a Hilbert space defined as

\[
H^s_h(M) := \{ u \in \mathcal{D}'(M) \mid (-\hbar^2 \triangle + 1)^{s/2} u \in L^2(M) \}
\]

with an inner product

\[
\langle u, v \rangle_{H^s_h} := \left\langle (-\hbar^2 \triangle + 1)^{s/2} u, (-\hbar^2 \triangle + 1)^{s/2} v \right\rangle_{L^2}.
\]

Note that \( H^s_h(M) = H^1(M) \) as sets for all \( h \in (0, 1] \). The Sobolev norm is defined as

\[
\| u \|_{H^s_h}^2 := \left\langle (-\hbar^2 \triangle + 1)^{s/2} u, (-\hbar^2 \triangle + 1)^{s/2} u \right\rangle_{L^2} = \| (-\hbar^2 \triangle + 1)^{s/2} u \|_{L^2}^2.
\]

(1.4)

Our main theorem states that its iteration converges to the fundamental solution to the Schrödinger equation.
Theorem 1.1. There exists a neighborhood $N$ of $\text{diag}(M)$ such that the following statement holds. For all $T > 0$, $\varepsilon \in (0, 1/2]$ and $\chi \in C_\infty^\infty(N; [0, 1])$ with $\chi = 1$ near the diagonal, there exist positive constants $\delta > 0$ and $C > 0$ such that, for all $t \in (0, T]$, $\hbar \in (0, 1]$ and all partitions $\Delta$ of $t$ with $|\Delta| < \delta$, the inequality

\[
\left\| (\mathcal{E}_\hbar(\Delta) - e^{-it\tilde{H}_\hbar/\hbar}) (-\hbar^2 \Delta_g + 1)^{-\frac{1+\varepsilon}{2}} \right\|_{L^2 \to L^2} \leq Ct|\Delta|^\varepsilon
\]

holds. In particular, as $|\Delta| \to 0$, $\mathcal{E}_\hbar(\Delta)$ converges to $e^{-it\tilde{H}_\hbar/\hbar}$ in the operator norm topology from the semiclassical Sobolev space $H^{1+\varepsilon}_\hbar(M)$ to $L^2(M)$.

The convergence in the strong operator topology on $L^2$ spaces is an immediately consequence from the Theorem 1.1 and the stability of the short-time approximate solution $E_\hbar(t)$, which is stated in Theorem 2.2.

Corollary 1.2. Take a neighborhood $N$ of $\text{diag} M$ and $\chi \in C_\infty^\infty(N; [0, 1])$ as in Theorem 1.1. Then for any $T > 0$, $\mathcal{E}_\hbar(\Delta)$ converges to $e^{-it\tilde{H}_\hbar/\hbar}$ uniformly in $\hbar \in (0, 1]$ and $t \in (0, T]$ in the strong operator topology as $|\Delta| \to 0$:

\[
\lim_{|\Delta| \to 0} \| \mathcal{E}_\hbar(\Delta) u - e^{-it\tilde{H}_\hbar/\hbar} u \|_{L^2} = 0, \quad \forall u \in L^2(M).
\]

More precisely, for any $T > 0$, $u \in L^2(M)$ and $\varepsilon > 0$, there exists $\delta' > 0$ such that, for any $t \in (0, T]$, partition $\Delta$ of $t$ with $|\Delta| < \delta'$ and $\hbar \in (0, 1]$, the inequality

\[
\| \mathcal{E}_\hbar(\Delta) u - e^{-it\tilde{H}_\hbar/\hbar} u \|_{L^2} < \varepsilon
\]

holds.

We emphasize two observations concerning this paper. First, we do not need to connect arbitrary two points in the configuration space in order to construct a short-time approximate solution $E_\hbar(t)$. Fujiwara [Fuj79] [Fuj17] used classical paths for constructing the Feynman path integrable on Euclidean spaces, proving that for arbitrary two points and short time, there exists a unique classical path connecting them if the potential $V$ is at most quadratically increasing. Kumano-go [Kum] and Ichinose [Ich] used straight lines on Euclidean spaces. On the other hand, on manifolds, there may not exist any natural choices of paths connecting arbitrary two points even if the potential $V$ is zero. In this paper, by introducing a cutoff function whose support is included in some small neighborhood near the diagonal, we avoid this problem. This idea is already used in [Miy].

Next, the topology of the convergence to fundamental solutions to Schrödinger equations is stronger than the previous results. For example, Miyanishi [Miy] proved the convergence of the time-slicing approximation to the fundamental solution to Schrödinger equations for free particles ($V = 0$) on compact rank 1 locally symmetric spaces. More precisely, he proved that

\[
\lim_{N \to \infty} E_1 \left( \frac{t}{N} \right)^N P(N) = e^{-it\tilde{H}},
\]
where \( P(\lambda) \) is the spectral projector of the self-adjoint operator \( \tilde{H} = \tilde{H}_1 \) defined by the spectral decomposition
\[
\tilde{H} = \int_{-\infty}^{\infty} \lambda dP(\lambda).
\]

Ichinose [Ich] proved the convergence to fundamental solutions to Schrödinger equations corresponding to the Hamiltonian with polynomially increasing (and time-dependent) scalar and vector potentials on Euclidean spaces in the \( L^2 \) strong operator topology.

We cannot expect stronger convergence under our setting, for instance the operator norm topology on \( L^2 \) spaces, due to the cutoff function in the definition of the short-time approximate solution \( E_\hbar(t) \). Miyanishi [Miy14] remarks the non-uniformness of the convergence to a fundamental solution of the free Schrödinger equation on the sphere. The strong convergence of (imaginary-time) Feynman path integrals is also treated in [Ich12].

Concerning the scalar curvature term \( R/12 \), we remark that Schulman [Sch] mentions it in the physics point of views. A mathematical treatment of the curvature term is also discussed in [Woo] in the context of geometric quantization.

1.2 Outline of the proof

In order to prove our main theorem following Ichinose [Ich], we show that the approximate solution \( E_\hbar(t) \) satisfies the following two properties\(^1\):

- **Stability**: \( \| E_\hbar(t) \|_{L^2 \to L^2} \leq 1 + O(t) \),
- **Consistency**: \( i\hbar \partial_t E_\hbar(t) - \tilde{H}_\hbar E_\hbar(t) \to 0 \) as \( t \to +0 \) in some sense.

This procedure is similar to the Chernoff approximation, which is applied to the construction of the solution to the heat equations [Che].

The (square root of) Morette-Van Vleck determinant \( \sqrt{D(t,x,y)} \) defined by (1.1) is necessary to establish the stability (see Morette [Mor]). However, due to this amplitude, \( E_\hbar(t) \) is not an approximate solution to the original Schrödinger equation:

\[
\left( i\hbar \frac{\partial}{\partial t} - \left( -\frac{\hbar^2}{2} \Delta_g + V(x) \right) \right) \left( \sqrt{D}e^{iS} \right) \to \frac{\hbar^2}{12} R(x)\delta_x(y) \quad (t \to +0)
\]

in the distributional sense. Here \( \delta_x(y) \in \mathcal{D}'(M) \) is the delta function in the following sense:

\[
\int_M \delta_x(y)u(y)\,\text{vol}_g(y) = u(x).
\]

Thus we need the modification \( \tilde{H}_\hbar = -\hbar^2 \Delta_g/2 + V(x) + \hbar^2 R(x)/12 \) in order to establish the consistency (see [DeW]). Another difficulty to derive the consistency is the existence of cutoff function \( \chi(x,y) \). Due to \( \chi \), we must ignore the

\(^1\)The terminology “stability” and “consistency” is also taken from [Ich].
propagation of the high energy component. The operator $(-\hbar^2 \triangle_g + 1)^{-\frac{1+\varepsilon}{2}}$ is inserted in order to dump the high energy component.

The procedure of the rigorous proof is as follows. In Section 2, we state the stability and consistency, and give the proof of Theorem 1.1 from them. In Section 3, we investigate the classical mechanics on compact manifolds. The neighborhood $N$ of the diagonal in the statement of Theorem 1.1 is defined there. Section 4 is devoted to prepare general theories of oscillatory integral operators in order to define a short-time approximate solution $E_h(t)$. In Section 5, we give a precise definition of the short-time approximate solution $E_h(t)$ and prove the fundamental properties of it. Finally we prove the stability and the consistency in Section 6.

2 Reduction to stability and consistency

In this section, we show Theorem 1.1 from the stability and the consistency. First we mention fundamental properties of the approximate solution $E_h(t)$. The precise definition of $N \supset \text{diag}(M)$ and $t_0 > 0$ in the following proposition are presented in the statement of Theorem 3.2.

**Proposition 2.1.** Suppose that $\chi \in C^\infty_c(N)$ satisfies $\chi = 1$ near the diagonal. Then $E_h(t) = E_h(t)\chi$ satisfies the following properties.

(i) For all $u \in C^\infty(M)$ and $h \in (0, 1]$, $t \in (0, t_0] \mapsto E_h(t)u \in L^2(M)$ is continuous in $L^2(M)$.

(ii) For all $u \in C^\infty(M)$ and $h \in (0, 1]$, $\|E_h(t)u - u\|_{L^2(M)} \to 0$ as $t \to +0$.

(iii) For all $u \in C^\infty(M)$ and $h \in (0, 1]$, $t \in (0, t_0] \mapsto \partial_t E_h(t)u \in L^2(M)$ is differentiable in $L^2(M)$ and $t \in (0, t_0] \mapsto \partial_t E_h(t)u \in L^2(M)$ is continuous in $L^2(M)$.

**Remark.** We does not state that the convergence in Proposition 2.1 (ii) is uniform in $h \in (0, 1]$. We are only interested in the continuity of $t \mapsto E_h(t)u$ in $L^2(M)$ at $t = 0$.

We prove Proposition 2.1 in Subsection 5.2. We define $E_h(0)u = u$ for all $u \in L^2(M)$. Then (i) and (ii) imply that $t \in [0, t_0] \mapsto E_h(t)u \in L^2(M)$ is continuous in $L^2(M)$ for all $u \in C^\infty(M)$ and $h \in (0, 1]$. Now we state the stability and consistency.

**Theorem 2.2.** There exists $\delta > 0$ such that the following statements hold.

1. (Stability) There exists $C > 0$ such that for all $t \in (0, \delta]$ and any $h \in (0, 1]$, the inequality

   \[ \|E_h(t)\|_{L^2(M) \to L^2(M)} \leq e^{Cht} \]

   holds.
2. (Consistency) For all $\varepsilon \in (0, 1/2]$, there exists $C_\varepsilon > 0$ such that for all $t \in (0, \delta]$, $h \in (0, 1]$ all $u \in C^\infty(M)$, the inequality

$$
\left\| i\hbar \frac{\partial}{\partial t} E_h(t)u - \tilde{H}_h E_h(t)u \right\|_{L^2(M)} \leq C_\varepsilon \cdot t^\varepsilon \|u\|_{H^{1+\varepsilon}_h(M)}
$$

holds.

We prove Theorem 2.2 in Section 6. We now reduce the proof of Theorem 1.1 to that of Theorem 2.2.

**Proof of Theorem 1.1.** Let $u \in C^\infty(M)$. We set

$$
G_h(t)u := \begin{cases} 
  i\hbar \partial_t E_h(t)u - \tilde{H}_h E_h(t)u & \text{for } t > 0, \\
  0 & \text{for } t = 0.
\end{cases}
$$

The continuity of $t \in [0, t_0] \mapsto G_h(t)u \in L^2(M)$ at $t = 0$ is the consequence of the consistency. By the Duhamel principle and $E_h(0)u = u$, we obtain

$$
E_h(t)u - e^{-it\tilde{H}_h/h}u = -i \int_0^t e^{-i(t-s)\tilde{H}_h/h}G_h(s)u ds.
$$

The consistency gives the estimate

$$
\| E_h(t)u - e^{-it\tilde{H}_h/h}u \|_{L^2} \leq \frac{1}{\hbar} \int_0^t \| G_h(s)u \|_{L^2} ds \leq C_\varepsilon t^{1+\varepsilon} \|u\|_{H^{1+\varepsilon}_h}.
$$

Since it holds for all $u \in C^\infty(M)$, we obtain

$$
\| E_h(t) - e^{-it\tilde{H}_h/h} \|_{H^{1+\varepsilon}_h \to L^2} \leq C_\varepsilon t^{1+\varepsilon}.
$$

Take $\mu \gg 1$ such that $V(x) + R(x)/12 + \mu > 0$ for all $x \in M$. Then the $L^2$-bounded operator $P_h := (\tilde{H}_h + \mu)^{-1+\varepsilon/2}$ is well-defined and $P_h L^2(M) = H^{1+\varepsilon}_h(M)$. Thus, for all $u \in L^2(M)$, we have

$$
\|(E_h(t) - e^{-it\tilde{H}_h/h}) P_h u \|_{L^2} \leq C_\varepsilon t^{1+\varepsilon} \|P_h u\|_{H^{1+\varepsilon}_h} \leq C_\varepsilon t^{1+\varepsilon} \|u\|_{L^2}.
$$

Hence

$$
\|(E_h(t) - e^{-it\tilde{H}_h/h}) P_h \|_{L^2 \to L^2} \leq C_\varepsilon t^{1+\varepsilon}.
$$

For a partition $\Delta = (t_1, \ldots, t_L)$ of $t$ with $|\Delta| < \delta$, we have

$$
E_h(\Delta) - e^{-it\tilde{H}_h/h}
$$

$$
= \sum_{j=1}^L E_h(t_L) \cdots E_h(t_{j+1})(E_h(t_j) - e^{-it_j\tilde{H}_h/h})e^{-i(t_j-1+\cdots+t_1)\tilde{H}_h/h}.
$$
Here we interpret the summand as
\[ E_h(t_L) \cdots E_h(t_{j+1})(E_h(t_j) - e^{-it_j \hat{H}_h/h})e^{-i(t_{j-1} + \cdots + t_1) \hat{H}_h/h} \]
if \( j = 1 \) and
\[ E_h(t_L) \cdots E_h(t_{j+1})(E_h(t_j) - e^{-it_j \hat{H}_h/h})e^{-i(t_{j-1} + \cdots + t_1) \hat{H}_h/h} \]
if \( j = L \). We have
\[ \| E_h(t_L) \cdots E_h(t_{j+1})(E_h(t_j) - e^{-it_j \hat{H}_h/h})e^{-i(t_{j-1} + \cdots + t_1) \hat{H}_h/h} P_h \|_{L^2 \to L^2} \leq C t_j^{1+\varepsilon} \]
by the consistency, stability and the fact that \( e^{-it_j \hat{H}_h/h} \) and \( P_h \) commute. Summing up these inequalities, we obtain the estimate
\[ \| (E_h(\Delta) - e^{-it \hat{H}_h/h}) P_h \|_{L^2 \to L^2} \leq \sum_{j=1}^L C t_j^{1+\varepsilon} \leq C \varepsilon \sum_{j=1}^L |\Delta|^\varepsilon \leq C \varepsilon |\Delta|^\varepsilon. \]

**Proof of Corollary 1.2.** Let \( u \in L^2(M) \) and \( \varepsilon' > 0 \). Since \( C^\infty(M) \) is dense in \( L^2(M) \), we can take a function \( v \in C^\infty(M) \) such that \( \| u - v \|_{L^2} < \varepsilon' \). By Theorem 1.1 and the stability of \( E_h(t_j) \), we have
\[ \| E_h(\Delta) u - e^{-it \hat{H}_h/h} u \|_{L^2} \leq \| E_h(\Delta) v - e^{-it \hat{H}_h/h} v \|_{L^2} + \| E_h(\Delta) \|_{L^2 \to L^2} \| e^{-it \hat{H}_h/h} \|_{L^2 \to L^2} \| u - v \|_{L^2} \]
\[ \leq C t|\Delta|^{1/2} \| v \|_{H^{1/2}_h} + \left( \prod_{j=1}^L e^{C \varepsilon t j} + 1 \right) \varepsilon' \]
\[ \leq C t|\Delta|^{1/2} \| v \|_{H^{1/2}_h} + (e^{C t} + 1) \varepsilon'. \]
We take \( \delta' > 0 \) such that \( C T (\delta')^{1/2} \| v \|_{H^{1/2}_h} < \varepsilon' \). Note that \( \| w \|_{H^{1/2}_h} \leq \| w \|_{H^{1/2}_1} \) for all \( w \in H^{1/2}_h(M) \) and \( s \geq 0 \) since the spectral decomposition
\[ -\Delta_g = \int_0^\infty \lambda \, dP'(\lambda) \]
and the definition of the Sobolev norm (1.4) imply
\[ \| w \|_{H^s_h}^2 \leq \int_0^\infty (1 + \lambda^s) \, d\langle P'(\lambda)w, w \rangle \leq \int_0^\infty (1 + \lambda)^s \, d\langle P'(\lambda)w, w \rangle = \| w \|_{H^s_1}^2. \]
If \( |\Delta| < \delta' \), \( h \in (0, 1] \) and \( t \in (0, T] \), then
\[ \| E_h(\Delta) u - e^{-it \hat{H}_h/h} u \|_{L^2} \leq (e^{C T} + 2) \varepsilon'. \]
Therefore \( E_h(\Delta) u \in L^2(M) \) converges to \( e^{-it \hat{H}_h/h} u \in L^2(M) \) uniformly in \( h \in (0, 1] \) and \( t \in (0, T] \). \[ \Box \]
3 Low energy classical mechanics

We prove the existence and uniqueness of the classical path connecting sufficiently close two points in sufficiently short time. The action integral along the classical path is defined and satisfies suitable conditions for phase functions (Theorem 3.10). We also investigate the properties of the Morette-Van Vleck determinant in Subsection 3.3.

3.1 Existence and uniqueness of the lowest energy classical path

We first introduce sets of classical paths connecting two points with low energy.

**Definition 3.1.** For a Hamiltonian $H: T^* M \to \mathbb{R}$, $(t, x, y) \in (0, \infty) \times M \times M$ and $\mu \in \mathbb{R}$, we define

$$\Gamma^H_{t,x,y}(\mu) := \{ (x(s), \xi(s)) \in \Gamma^H_{t,x,y} \mid |\xi(0)|_g < \mu \}.$$  

Here $\Gamma^H_{t,x,y}$ is the set of all the classical paths $(x(s), \xi(s)) : [0, t] \to T^* M$ with respect to the Hamiltonian $H$ such that $x(0) = y$ and $x(t) = x$. If $\Gamma^H_{t,x,y}(\mu)$ consists of a single element, then we call the element the lowest energy classical path from $y$ to $x$ in the time $t$. In the case of $t = 1$, we simply call it the lowest energy classical path from $y$ to $x$.

The object of this subsection is to show the existence and uniqueness of the lowest energy classical path connecting sufficiently close two points.

**Theorem 3.2.** There exist a small $t_0 > 0$, a small neighborhood $N \subset M \times M$ of $\text{diag}(M)$ and $\mu \in \mathbb{R}$ such that for all $(x, y) \in N$ and $t \in (0, t_0]$, the set $\Gamma^H_{t,x,y}(\mu/t)$ consists of a single element.

In order to prove Theorem 3.2, it is enough to prove the following local version.

**Theorem 3.3.** Let $H: T^* M \to \mathbb{R}$ be a Hamiltonian of the form

$$H(x, \xi) = \frac{1}{2} |\xi|^2_g + V(x).$$

Then for all $y_0 \in M$, there exist an open neighborhood $W$ of $y_0$, constants $\mu > 0$ and $t'_0 > 0$ such that for all $(x, y) \in W \times W$ and $t \in (0, t'_0]$, the set $\Gamma^H_{t,x,y}(\mu/t)$ consists of a single element.

First we prove Theorem 3.2 from Theorem 3.3. The rest of this subsection is devoted to the proof of Theorem 3.3.

**Proof of Theorem 3.2.** We introduce a family $\mathcal{W}$ of open sets in $M \times M$ as

$$\mathcal{W} := \left\{ W \times W \subset M \times M \mid \exists t'_0 > 0 \text{ such that } \forall (t, x, y) \in (0, t'_0) \times W \times W, \Gamma^H_{t,x,y} \text{ has a unique element with the lowest energy} \right\}.$$
By definition, for all \((t, x, y)\) classical path from \(y\) to \(x\) has a unique element with the lowest energy. We set

\[
t_0 := \min_{1 \leq j \leq J} t_{0,j}, \quad N = \bigcup_{j=1}^{J} (W_j \times W_j).
\]

By definition, for all \((t, x, y) \in (0, t_0] \times N\), there exists a unique lowest energy classical path from \(y\) to \(x\) in time \(t\).

In the following we prove Theorem 3.3. We begin with an observation. In the statement of Theorem 3.3, the energy bound \(\mu/t\) diverges as \(t \to +0\). Naively, the reason is that classical particle needs to move more quickly in order to go to a fixed point from another fixed point in shorter time \(t\). This causes the divergence of the momentum of the classical path as \(t \to +0\) and makes analysis of classical mechanics difficult. In order to avoid this problem, we introduce a rescaling on \(T^*M\):

\[
\Theta_t(x, \xi) := (x, t^{-1} \xi).
\]

We also rescale the Hamiltonian as

\[
H_t(x, \xi) := t^2 H(x, t^{-1} \xi) = \frac{1}{2} \|\xi\|^2 + t^2 V(x).
\]

By the rescaling, the meaning of the small parameter \(t > 0\) is changed from the length of the time interval to the parameter of the perturbation by \(t^2 V(x)\). In particular \(H_1\) is the original Hamiltonian \(H = \|\xi\|^2/2 + V(x)\) and \(H_0\) is the free Hamiltonian \(H_0 = \|\xi\|^2/2\). We denote by \(X_{H_t}\) the Hamilton vector field of \(H_t\) associated with the canonical symplectic structure \(\omega = \sum dx_j \wedge d\xi_j\) on \(T^*M\). Let \(\{\varphi^t_s : T^*M \to T^*M\}_{s \in (-a, a)}\) be the flow of \(X_{H_t}\):

\[
\begin{aligned}
\frac{\partial \varphi^t_s}{\partial s}(y, \eta) &= X_{H_t}(\varphi^t_s(y, \eta)), \\
\varphi^0_s(y, \eta) &= (y, \eta).
\end{aligned}
\] (3.1)

We denote \(\varphi^1_s = \varphi_s\). \(\{\varphi_s\}\) is the Hamiltonian flow of the original Hamiltonian \(H\).

The rescaling \(\Theta_t\) relates the Hamiltonian flow \(\{\varphi^t_s\}\) of the rescaled Hamiltonian \(H_t\) to the Hamiltonian flow \(\{\varphi_s\}\) of the original Hamiltonian \(H\).

**Lemma 3.4.** If \(\{\varphi^t_s : T^*M \to T^*M\}_{s \in (-a, a)}\) is the flow of \(X_{H_t}\), then \(\varphi_s\) is defined for \(s \in (-at, at)\) and \(\varphi_s = \Theta_t \circ \varphi^t_{-t^{-1}s} \circ \Theta_t^{-1}\).

**Proof.** First we prove that \(\Theta_t \circ X_{H_t} = tX_H\) using local coordinates. Take local coordinates \((x_1, \ldots, x_n)\) of \(M\) and the associated canonical coordinates \((x_1, \ldots, x_n, \xi_1, \ldots, \xi_n)\). Then

\[
(\Theta_t \circ X_{H_t})(x, \xi) = \sum_{j=1}^{n} \left( t \frac{\partial H}{\partial \xi_j}(x, \xi) \frac{\partial}{\partial x_j} - t \frac{\partial H}{\partial x_j}(x, \xi) \frac{\partial}{\partial \xi_j} \right) = tX_H(x, \xi).
\]
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We prove that $s \mapsto \Theta_t \circ \varphi_{t-1}^s \circ \Theta_t^{-1}(x, \xi)$ is the integral curve of $X_H$ for every $(x, \xi) \in T^*M$. This is proved by a direct calculation

\[
\frac{d}{ds}(\Theta_t \circ \varphi_{t-1}^s \circ \Theta_t^{-1})(x, \xi) = t^{-1}(d\Theta_t)(\varphi_{t-1}^s \circ \Theta_t^{-1})(x, \xi) \frac{d}{du}\bigg|_{u=t^{-1}s} \varphi_u^t(\Theta_t^{-1}(x, \xi)) = t^{-1}(d\Theta_t)(\varphi_{t-1}^s \circ \Theta_t^{-1})(x, \xi) X_{H_t}((\varphi_{t-1}^s \circ \Theta_t^{-1})(x, \xi)) = t^{-1}(\Theta_t X_{H_t})(x, \xi) = X_H(x, \xi).
\]

Clearly $(\Theta_t \circ \varphi_{t-1}^s \circ \Theta_t^{-1})(x, \xi)|_{s=0} = (x, \xi)$. Hence by the uniqueness of integral curve, we obtain $\varphi_s = \Theta_t \circ \varphi_{t-1}^s \circ \Theta_t^{-1}$ for $s \in (-\alpha t, \alpha t)$.

For $U \subset M$ and $\mu \geq 0$, we define $\mathcal{V}(U, \mu) \subset T^*M$ as

\[
\mathcal{V}(U, \mu) := \{ (x, \xi) \in T^*U \mid x \in U, \|\xi\|_g < \mu \}.
\]

If we regard $t$ as a parameter of the perturbation, $H_t(x, \xi)$ also makes sense for $t \leq 0$, while $t$ as the length of the time interval $(t \in \Gamma_{t, x, y}^H)$ makes sense only for $t > 0$. Moreover the rescaled Hamiltonian $H_0$ corresponds to the free Hamiltonian $|\xi|_g^2 / 2$. Thus we can analyze the classical mechanics with the rescaled Hamiltonian $H_t$ employing the calculus around $t = 0$.

**Lemma 3.5.** There exist $t_1 > 0$ and $\mu_0 > 0$ such that

\[
\varphi_t^1 : \mathcal{V}(M, \mu_0) \longrightarrow \varphi_t^1(\mathcal{V}(M, \mu_0))
\]

is a diffeomorphism for all $t \in [-t_1, t_1]$.

**Proof.** Let $y_0 \in M$. Since $(0, y, 0) \in \mathbb{R} \times T^*M$ is a regular point of the mapping

\[
F(t, y, \eta) := (t, \varphi_t^1(y, \eta))
\]

defined near $(0, y_0, 0)$, we can apply the inverse function theorem. Thus there exist $t_1 > 0$, a neighborhood $U$ of $y_0$ and $\mu > 0$ such that

\[
\varphi_1^t : \mathcal{V}(U, \mu) \longrightarrow \varphi_1^t(\mathcal{V}(U, \mu))
\]

is a diffeomorphism for all $t \in (-t_1, t_1)$.

Now let $\mathcal{U}$ be a family of open subsets defined as

\[
\mathcal{U} := \left\{ (-t_1, t_1) \times \mathcal{V}(U, \mu) \mid \varphi_1^t : \mathcal{V}(U, \mu) \to \varphi_1^t(\mathcal{V}(U, \mu)) \text{ is a diffeomorphism for all } t \in [-t_1, t_1] \right\}.
\]

This $\mathcal{U}$ covers a compact set $\{0\} \times \{ (x, 0) \in T^*M \mid x \in M \}$. Thus we can choose finite sets $\{(t_{1,i}, t_{1,j}) \times \mathcal{V}(U_j, \mu_j)\}_{j=1}^J$ which cover $\{0\} \times \{ (x, 0) \in T^*M \mid x \in M \}$. We set $t_1 := \min_{1 \leq j \leq J} t_{2, j}$ and $\mu_0 := \min_{1 \leq j \leq J} \mu_j$. Then

\[
\varphi_t^1 : \mathcal{V}(M, \mu_0) \longrightarrow \varphi_t^1(\mathcal{V}(M, \mu_0))
\]

is a diffeomorphism for all $t \in [-t_1, t_1]$.

\[
\square
\]
In the following we take \( \mu_0 > 0 \) as in Lemma 3.5. The next proposition is a rescaled counterpart of Theorem 3.3.

**Proposition 3.6.** Let \( y_0 \in M \). Then there exist an open neighborhood \( W \) of \( y_0 \), positive constants \( \mu \in (0, \mu_0] \) and \( t'_0 > 0 \) such that for all \( (x, y) \in W \times W \) and \( t \in [-t'_0, t'_0] \), the set \( \Gamma^{H_t}_{1, x, y} (\mu) \) consists of a single element.

Note that the length of the time interval is fixed (always \([0, 1]\)) and the divergence of the energy bound \( \mu \) is removed by the rescaling.

**Proof.** Let \( \varphi_s^t(y, \eta) = (\overline{q}_s^t(y, \eta), \overline{p}_s^t(y, \eta)) \). Then the mapping

\[
\Lambda : (t, y, \eta) \mapsto (t, \overline{q}_s^t(y, \eta), y).
\]

is defined near \((0, y_0, 0) \in \mathbb{R} \times T^*M\). Take canonical coordinates \((y_1, \ldots, y_n, \eta_1, \ldots, \eta_n) \) near \((y_0, 0)\). Then the Jacobian of \( \Lambda \) at \((0, y_0, 0)\) is

\[
\det J\Lambda(0, y_0, 0) = \det \begin{pmatrix}
1 & \partial_{\overline{q}_s^t}(y_0, 0) & 0 \\
0 & \partial_{\overline{q}_s^t}(y_0, 0) & 1 \\
0 & \partial_{\overline{p}_s^t}(y_0, 0) & 0
\end{pmatrix} = (-1)^n \det \partial_{\overline{q}_s^t}(y_0, 0).
\]

This is not 0 since \((y, \eta) \mapsto (\overline{q}_s^t(y, \eta), y) = (\exp_y(v_\eta), y)\) is a local diffeomorphism around \((y_0, 0)\) by the existence of geodesically convex neighborhoods\(^2\). Here \( v_\eta \in T_y M \) is a tangent vector defined as \( g(v_\eta, \cdot) = \eta \). By the inverse function theorem, there exist \( t'_0 > 0 \) and a neighborhood \( V = V(U, \mu) \) of \((y_0, 0)\) such that

\[
\tilde{\Lambda} := \Lambda|_{[-t'_0, t'_0] \times V} : [-t'_0, t'_0] \times V \longrightarrow \Omega := \Lambda([-t'_0, t'_0] \times V)
\]

is a diffeomorphism. Take \( \mu_0 \) as in Lemma 3.5. We assume that \( \mu \in (0, \mu_0] \).

The inverse function \( \tilde{\Lambda}^{-1} \) is of the form

\[
\tilde{\Lambda}^{-1}(t, x, y) = (t, \zeta(t, x, y))
\]

for some smooth function \( \zeta : \Omega \rightarrow V \). Since \((0, y_0, y_0) \in \Omega\), we can take a neighborhood \( W \) of \( y_0 \) such that \([-t'_0, t'_0] \times W \times W \subset \Omega\). Now we define

\[
\gamma_s^t(x, y) := \varphi_s^t(\zeta(t, x, y))
\]

for \((s, t, x, y) \in [-1, 1] \times [-t'_0, t'_0] \times W \times W\). This curve is an element in \( \Gamma^{H_t}_{1, x, y} \) by definition.

Finally we prove that the above \( \gamma_s^t(x, y) = (\overline{q}_s^t(x, y), p_s^t(x, y)) \) is the unique element of the set \( \Gamma^{H_t}_{1, x, y} (\mu) \). Let \( \alpha(s) = (q(s), p(s)) \in \Gamma^{H_t}_{1, x, y} \) have an initial momentum such that \( |p(0)|_g < \mu \). Since \( q(1) = \overline{q}_s^t(y, p(0)) = x \), we have

\[
(t, y, p(0)) = \tilde{\Lambda}^{-1}(t, \overline{q}_s^t(y, p(0)), y) = \tilde{\Lambda}^{-1}(t, x, y) = (t, y, p_0^t(x, y)).
\]

The uniqueness of the solution to initial value problem implies that \( \alpha(s) = \gamma_s^t(x, y) \) for all \( s \in [0, 1] \). \( \square \)

\(^2\)See [Spi] for the existence of geodesically convex neighborhoods.
We prove Theorem 3.3 by converting Proposition 3.6 using Lemma 3.4.

**Proof of Theorem 3.3.** Let $y_0 \in M$. Then by Proposition 3.6, there exist an open neighborhood $W$ of $y_0$, positive constants $\mu \in (0, \mu_0]$ and $t'_0 > 0$ such that for all $(x, y) \in W \times W$ and $t \in [-t'_0, t'_0]$, the set $\Gamma_{t,x,y}^H(\mu)$ has a unique element.

Let $(q^t_s(x, y), p^t_s(x, y)) \in \Gamma_{t,x,y}^H(\mu)$ be the unique element. We define

$$
(x^t_s(x, y), \xi^t_s(x, y)) := \Theta_t(q^t_{-1,s}(x, y), p^t_{-1,s}(x, y)) = (q^t_{-1,s}(x, y), t^{-1}p^t_{-1,s}(x, y))
$$

(3.2)

for $(x, y) \in W \times W$, $t \in (0, t'_0]$ and $s \in [-t, t]$. We claim that $(x^t_s(x, y), \xi^t_s(x, y))$ is the unique element of $\Gamma_{t,x,y}^H(\mu/t)$, $x^t_0(x, y) = y$ and $x^t_s(x, y) = x$ are immediately obtained by the definition (3.2). We put $\eta := \xi^0_0(x, y) = t^{-1}p^0_0(x, y)$. Then, since $(q^t_s(x, y), p^t_s(x, y))$ is a classical path with respect to the Hamiltonian $H_t$ with initial value $(y, t\eta)$, we have

$$(q^t_{-1,s}(x, y), p^t_{-1,s}(x, y)) = (\varphi^t_{-1,s} \circ \Theta_t^{-1})(y, \eta).$$

(3.3)

By applying $\Theta_t$ both side of (3.3) and recalling the definition (3.2) of $(x^t_s, \xi^t_s)$, we obtain

$$(x^t_s(x, y), \xi^t_s(x, y)) = \Theta_t(q^t_{-1,s}(x, y), p^t_{-1,s}(x, y)) = (\Theta_t \circ \varphi^t_{-1,s} \circ \Theta_t^{-1})(y, \eta).$$

Now we can apply Lemma 3.4 and obtain

$$(x^t_s(x, y), \xi^t_s(x, y)) = \varphi_s(y, \eta).$$

(3.4)

Thus $(x^t_s(x, y), \xi^t_s(x, y))$ is a classical path with respect to the Hamiltonian $H$.

The initial momentum $\xi^0_0(x, y)$ is estimated as

$$|\xi^0_0(x, y)|_g = |p^0_0(x, y)|_g / t < \mu/t$$

since $\xi^0_t(x, y) = p^0_t(x, y)$ by (3.2) and $|p^0_t(x, y)|_g < \mu$ by the definition of $\Gamma_{t,x,y}^H(\mu)$. Hence we proved $(x^t_s(x, y), \xi^t_s(x, y)) \in \Gamma_{t,x,y}^H(\mu/t)$.

For the proof of the uniqueness, we assume $(\tilde{x}(s), \tilde{\xi}(s)) \in \Gamma_{t,x,y}^H(\mu/t)$. Consider

$$(\tilde{q}(s), \tilde{p}(s)) := \Theta_t^{-1}(\tilde{x}(ts), \tilde{\xi}(ts)) = (\tilde{x}(ts), t\tilde{\xi}(ts))$$

(3.5)

for $s \in [-1, 1]$. We claim that $(\tilde{q}(s), \tilde{p}(s)) \in \Gamma_{t,x,y}^H(\mu)$. We easily obtain $\tilde{q}(0) = \tilde{x}(0) = y$, $\tilde{q}(1) = \tilde{x}(t) = x$ and $|\tilde{p}(0)|_g = t|\tilde{\xi}(0)|_g < \mu$ by $(\tilde{x}(s), \tilde{\xi}(s)) \in \Gamma_{t,x,y}^H(\mu/t)$. What we have to prove is that $(\tilde{q}(s), \tilde{p}(s))$ is a classical path with respect to the Hamiltonian $H_t$. Since $(\tilde{x}(s), \tilde{\xi}(s)) \in \Gamma_{t,x,y}^H(\mu/t)$, we have

$$(\tilde{x}(ts), \tilde{\xi}(ts)) = \varphi_{ts}(y, \tilde{\xi}(0)) = \varphi_{ts}(y, t^{-1}\tilde{p}(0)) = (\varphi_{ts} \circ \Theta_t)(y, \tilde{p}(0))$$

for all $s \in [-1, 1]$. Applying $\Theta_t^{-1}$ to the both sides and recalling the definition (3.5), we obtain

$$(\tilde{q}(s), \tilde{p}(s)) = \Theta_t^{-1}(\tilde{x}(ts), \tilde{\xi}(ts)) = (\Theta_t^{-1} \circ \varphi_{ts} \circ \Theta_t)(y, \tilde{p}(0)).$$

(3.6)
We can apply Lemma 3.4 to (3.6) and obtain

\[ \tilde{q}(s), \tilde{p}(s) = \varphi_t(y, \tilde{p}(0)). \]

Hence we proved that \((\tilde{q}(s), \tilde{p}(s))\) is a classical path with respect to the Hamiltonian \(H_t\). Therefore \((\tilde{q}(s), \tilde{p}(s)) \in \Gamma^H_{t,x,y}(\mu)\). By the uniqueness of the element of \(\Gamma^H_{t,x,y}(\mu)\), which is the assertion of Proposition 3.6, we obtain

\[ (\tilde{q}(s), \tilde{p}(s)) = (q^t_{t-1}(x,y), p^t_{t-1}(x,y)). \]

Hence

\[ (\tilde{x}(s), \tilde{\xi}(s)) = (\tilde{q}(t^{-1}s), t^{-1}\tilde{p}(t^{-1}s)) = (q^t_{t-1}(x,y), t^{-1}p^t_{t-1}(x,y)) \]

by (3.2) and (3.5). \(\square\)

### 3.2 Action integrals

We recall the definition of the action integral.

**Definition 3.7.** Take \(t_0 > 0\) and \(N \subset M \times M\) as in Theorem 3.2. For \((t,x,y) \in (0,t_0] \times N\), let \((x^t_s(x,y), \xi^t_s(x,y)) \in \Gamma^H_{t,x,y}\) be the lowest energy classical path from \(y\) to \(x\) in the time \(t\). Then we define

\[ S(t,x,y) := \int_0^t \left( \frac{1}{2} \left| \frac{d}{ds} x^t_s(x,y) \right|_g^2 - V(x^t_s(x,y)) \right) ds. \]

\(S(t,x,y)\) has another representation

\[ S(t,x,y) = \int_0^t \left( \left\langle \xi^t_s(x,y), \frac{d}{ds} x^t_s(x,y) \right\rangle - H(x^t_s(x,y), \xi^t_s(x,y)) \right) ds. \quad (3.7) \]

This follows from

\[ g \left( \frac{d}{ds} x^t_s(x,y), \cdot \right) = \xi^t_s(x,y) \]

by the Hamilton equation and hence

\[ \frac{1}{2} \left| \frac{d}{ds} x^t_s \right|_g^2 - V(x^t_s) = \frac{1}{2} \left| \frac{d}{ds} x^t_s \right|_g^2 + \frac{1}{2} |\xi^t_s|^2_g - H(x^t_s, \xi^t_s) \]

\[ = \left\langle \xi^t_s, \frac{d}{ds} x^t_s \right\rangle - H(x^t_s, \xi^t_s). \]

We recall the well known facts on the action integrals in the classical mechanics. As in Subsection 3.1, let \(\{\varphi_s : T^*M \to T^*M\}_{s \in (-a,a)}\) be the flow generated by the Hamilton vector field \(X_H\) associated with the Hamiltonian \(H\).

**Theorem 3.8.** 1. \(S(t,x,y)\) generates the symplectomorphism \(\varphi_t\). More precisely, for \((t,x,y) \in (0,t_0] \times N\), the relation

\[ \varphi_t(y, -d_y S(t,x,y)) = (x, d_x S(t,x,y)) \]

holds.
2. \( S(t, x, y) \) satisfies the Hamilton-Jacobi equation

\[
\frac{\partial S}{\partial t}(t, x, y) + H(x, d_x S(t, x, y)) = 0. \tag{3.8}
\]

**Proof.** Let \((x^t_s(x, y), \xi^t_s(x, y)) \in T^*_I \times M^y\) be the lowest energy classical path. Note that

\[
\varphi_t(y, \xi^t_s(x, y)) = (x, \xi^t_0(x, y)) \tag{3.9}
\]

by the definition of \( \varphi_t \) and \((x^t_s, \xi^t_s)\). Take arbitrary local coordinates \( \psi = (x_1, \ldots, x_n) \) and lift it to the canonical coordinates on \( T^*M \):

\[
\tilde{\psi} : (x, \xi dx_1 + \cdots + \xi_n dx_n) \mapsto (\psi(x), \xi_1, \ldots, \xi_n). \tag{3.10}
\]

We define \( x^t_{s,j}(x, y) \in \mathbb{R} \) and \( \xi^t_{s,j}(x, y) \in \mathbb{R} \) as

\[
\begin{align*}
\psi(x^t_{s,j}(x, y)) &= (x^t_{s,1}(x, y), \ldots, x^t_{s,n}(x, y)), \\
\xi^t_{s,j}(x, y) &= \xi^t_{s,1}(x, y) dx_1 + \cdots + \xi^t_{s,n}(x, y) dx_n. \tag{3.11}
\end{align*}
\]

\( x^t_{s,i} \) and \( \xi^t_{s,i} \) satisfies the Hamilton equations

\[
\begin{align*}
\frac{dx^t_{s,i}}{ds} &= \frac{\partial H}{\partial \xi^t_{s,i}}(x^t_{s,j}, \xi^t_{s,j}), \\
\frac{d\xi^t_{s,j}}{ds} &= -\frac{\partial H}{\partial x^t_{s,j}}(x^t_{s,j}, \xi^t_{s,j}) \tag{3.12}
\end{align*}
\]

In the following, we use a shorthand notation \( \dot{} = \partial_s \). For example we denote \( \dot{x}^t_s = \partial_s x^t_s \) and \( \dot{\xi}^t_s = \partial_s \xi^t_s \).

1. By (3.9), it suffices to show that

\[
\xi^t_s(x, y) = d_x S(t, x, y), \quad \xi^t_0(x, y) = -d_y S(t, x, y). \tag{3.13}
\]

We claim that

\[
d_x \left( (\xi^t_s, \dot{x}^t_s) \right) - H(x^t_s, \xi^t_s) = \frac{\partial}{\partial s} (d_x x^t_s(y)^* \xi^t_s). \tag{3.14}
\]

Here \( d_x x^t_s(y)^* : T^*_{x^t_s(y)}M \to T^*_sM \) is the dual mapping of the derivative \( d_x x^t_s(y) : T_x M \to T_{x^t_s(y)}^* M \) of the smooth mapping \( x \mapsto x^t_s(x, y) \). In the canonical coordinates (3.10), we have

\[
\begin{align*}
\frac{\partial}{\partial x_j} &\left( (\xi^t_s, \dot{x}^t_s) - H(x^t_s, \xi^t_s) \right) \\
&= \sum_{k=1}^n \left( \frac{\partial \xi^t_s}{\partial x_j} \dot{x}^t_{s,k} + \xi^t_{s,k} \frac{\partial^2 x^t_s}{\partial x_j \partial x_k} - \frac{\partial H}{\partial x^t_{s,k}} \frac{\partial x^t_{s,k}}{\partial x_j} - \frac{\partial H}{\partial \xi^t_{s,k}} \frac{\partial \xi^t_{s,k}}{\partial x_j} \right) \\
&= \sum_{k=1}^n \left( \frac{\partial \xi^t_s}{\partial x_j} \dot{x}^t_{s,k} - \frac{\partial H}{\partial \xi^t_{s,k}} \frac{\partial \xi^t_{s,k}}{\partial x_j} \right) - \frac{\partial x^t_{s,k}}{\partial x_j} \left( \xi^t_{s,k} + \frac{\partial H}{\partial x_k} \right) + \frac{\partial}{\partial s} \left( \xi^t_{s,k} \frac{\partial x^t_{s,k}}{\partial x_j} \right) \\
&= 0.
\end{align*}
\]
by the Hamilton equations (3.12). Hence

\[ dx(\langle \xi^t_s, \dot{x}^t_s \rangle - H(x^t_s, \xi^t_s)) = \sum_{j=1}^{n} \frac{\partial}{\partial x_j} (\langle \xi^t_s, \dot{x}^t_s \rangle - H(x^t_s, \xi^t_s)) dx_j \]

\[ = \frac{\partial}{\partial s} \left( \sum_{j,k=1}^{n} \xi^t_{s,k} \frac{\partial x^t_s}{\partial x_j} dx_j \right). \tag{3.15} \]

\[ \sum_{j,k=1}^{n} \xi^t_{s,k} \frac{\partial x^t_s}{\partial x_j} dx_j \]

is just a local representation of \( dx^t_s(\cdot, y) \).

\[ \sum_{j,k=1}^{n} \xi^t_{s,k} \frac{\partial x^t_s}{\partial x_j} dx_j = dx^t_s(\cdot, y) \xi^t_s. \]

Hence (3.15) implies (3.14). By (3.14), we obtain

\[ dxS(t, x, y) = \int_0^t dx(\langle \xi^t_s, \dot{x}^t_s \rangle - H(x^t_s, \xi^t_s)) ds = \int_0^t \frac{\partial}{\partial s} (dx^t_s(\cdot, y) \xi^t_s) ds \]

\[ = dx^t_s(x, y)^* \xi^t_s(x, y) - dx^t_0(x, y)^* \xi^t_0(x, y) = \xi^t_s(x, y) \]

since \( x^t_s(x, y) = x \) and \( x^t_0(x, y) = y \) imply that \( dx^t_s(x, y) = id_{T_xM} \) and \( dx^t_0(x, y) = 0. \)

The relation \( \xi^t_0(x, y) = -dyS(t, x, y) \) is proved similarly and we omit the proof.

2. Let (3.10) be canonical coordinates near a fixed point \((x^t_s(x, y), \xi^t_s(x, y)) \in T^*M \) and we use the same notation \( x^t_s, \xi^t_s \) as in (3.11). Then the derivative by \( t \) of the integrand of (3.7) is

\[ \frac{\partial}{\partial t} (\langle \xi^t_s, \dot{x}^t_s \rangle - H(x^t_s, \xi^t_s)) \]

\[ = \sum_{j=1}^{n} \left( \frac{\partial \xi^t_{s,j}}{\partial t} \dot{x}^t_{s,j} + \xi^t_{s,j} \frac{\partial^2 x^t_s}{\partial s \partial t} - \frac{\partial H}{\partial x^t_s} \frac{\partial x^t_{s,j}}{\partial t} - \frac{\partial H}{\partial \xi^t_{s,j}} \frac{\partial \xi^t_{s,j}}{\partial t} \right) \]

\[ = \sum_{j=1}^{n} \left( \xi^t_{s,j} \frac{\partial^2 x^t_s}{\partial s \partial t} \right) - \frac{\partial x^t_s}{\partial t} \left( \frac{\partial \xi^t_{s,j}}{\partial t} \right) + \frac{\partial H}{\partial x^t_s} \left( \frac{\partial \xi^t_{s,j}}{\partial t} \right) + \frac{\partial H}{\partial \xi^t_{s,j}} \left( \frac{\partial x^t_s}{\partial t} \right) \]

\[ = \frac{\partial}{\partial s} \left( \sum_{j=1}^{n} \xi^t_{s,j} \frac{\partial x^t_{s,j}}{\partial t} \right) = \frac{\partial}{\partial s} \left( \xi^t_s, \frac{\partial x^t_s}{\partial t} \right). \]
by the Hamilton equations (3.12). Hence we obtain
\[
\frac{\partial S}{\partial t}(t, x, y) = \langle \xi^t_i, \dot{x}^t_i \rangle - H(x^t_i, \xi^t_i) + \int_0^t \frac{\partial}{\partial t} \langle \xi^s_s, \dot{x}^s_s \rangle - H(x^s_s, \xi^s_s) \, ds
\]
\[
= \langle \xi^t_i, \dot{x}^t_i \rangle - H(x^t_i, \xi^t_i) + \int_0^t \frac{\partial}{\partial s} \langle \xi^s_s, \frac{\partial x^t_i}{\partial t} \rangle \, ds
\]
\[
= \langle \xi^t_i, \dot{x}^t_i \rangle - H(x^t_i, \xi^t_i) + \left\langle \xi^t_i(x, y), \frac{\partial x^t_i}{\partial t}(x, y) \right\rangle \bigg|_{s=t} - \left\langle \xi^0_0(x, y), \frac{\partial x^t_i}{\partial t}(x, y) \right\rangle. 
\] (3.16)

We calculate tangent vectors \( \partial_t x^t_i(x, y) \big|_{s=t} \in T_x M \) and \( \partial_t x^t_0(x, y) \in T_y M \). \( \partial_t x^t_0(x, y) = 0 \) is easily proved by \( x^t_0(x, y) = y \) for any \( t \). \( \partial_t x^t_i(x, y) \big|_{s=t} \) is related to a velocity vector by differentiating the identity \( x^t_i(x, y) = x \) by \( t \):
\[
0 = \frac{\partial}{\partial t} x^t_i(x, y) \bigg|_{s=t} = \frac{\partial x^t_i}{\partial t}(x, y) \bigg|_{s=t} + \dot{x}^t_i(x, y). \] (3.17)

Hence (3.16), (3.17) and \( \partial_t x^t_0(x, y) = 0 \) imply
\[
\frac{\partial S}{\partial t}(t, x, y) + H(x^t_i, \xi^t_i(x, y)) = \left\langle \xi^t_i(x, y), \dot{x}^t_i(x, y) + \frac{\partial x^t_i}{\partial t}(x, y) \right\rangle \bigg|_{s=t} = 0.
\]

Combining this equation with \( d_x S(t, x, y) = \xi^t_i(x, y) \) of (3.13), we obtain the desired equation (3.8).

Similarly to the problem of the divergence of the momentum mentioned in Subsection 3.1, the action \( S(t, x, y) \) diverges as \( t \to +0 \). We can observe the divergence by considering the free particle: \( S(t, x, y) = d(x, y)^2 / 2t \), where \( d(x, y) \) is the distance between two points \( x \) and \( y \) in \( M \) associated with the Riemannian metric \( g \). In order to pick up the order of divergence, we introduce another action function, which has a better analytic properties than \( S(t, x, y) \) and has an easy relation to it. Fix \( t_0 > 0 \) and \( N \subset M \times M \) as in Theorem 3.2. For \((t, x, y) \in [-t_0, t_0] \times N\), let \((q^t_s(x, y), p^t_s(x, y)) \in \Gamma^{H_t}_{1, x, y} \) be the unique lowest energy classical path from \( y \) to \( x \) with respect to the rescaled Hamiltonian \( H_t = t^2 H \circ \Theta_t \). We define the action \( \Phi(t, x, y) \) of \((q^t_s(x, y), p^t_s(x, y)) \) as
\[
\Phi(t, x, y) := \int_0^1 \left( \frac{1}{2} \left\langle \frac{d}{ds} q^t_s(x, y), \frac{d}{ds} q^t_s(x, y) \right\rangle_g - t^2 V(q^t_s(x, y)) \right) \, ds.
\]

Note that \( \Phi(t, x, y) \) is a smooth function not only in \((0, t_0] \times N\), but also in \([-t_0, t_0] \times N\) by the smoothness of the solutions of the initial value problem of ordinary differential equations with respect to initial values and parameters. We use the same character \( t \) in \( S(t, x, y) \) and \( \Phi(t, x, y) \), though the meaning of \( t \) is different. \( t \in (0, t_0] \) in \( S(t, x, y) \) is the length of the time interval, while \( t \in [-t_0, t_0] \) in \( \Phi(t, x, y) \) is a parameter of the perturbation by the potential \( t^2 V(x) \).

There exists an easy relation between \( S(t, x, y) \) and \( \Phi(t, x, y) \).
Substitute

\((\text{the family of diffeomorphisms})\) generated by \(\Phi\). This obviously satisfies the assertions 1 and 2 in Theorem 3.10.

We prove the assertion 3. By Theorem 3.2, we can take the unique minimizer

\[ \text{Take} \ \eta \ \ \text{Lemma 3.5. Take smaller} \ t \ \ \text{spect to} \ H \ \ \text{Let} \ \ \text{Proof.} \ \ \text{Theorem 3.9.} \ ]

We have

\[ S(t, x, y) = t^{-1} \Phi(t, x, y) \]

for all \((t, x, y) \in (0, t_0] \times N\).

**Proof.** Let \((x^t_s(x, y), \xi^t_s(x, y)) \in \Gamma^H_{t,x,y} \) be the lowest energy path with respect to \(H\) and \((q^t_s(x, y), p^t_s(x, y)) \in \Gamma^H_{1,x,y} \) be that with respect to \(H_s\).

Take \(\eta = \xi^0_s(x, y) \in T^*_y M\). Then \((x^t_s(x, y), \xi^t_s(x, y)) = \varphi_s(y, \eta)\). Let \((\pi \circ \varphi_s)(y, \eta) = \tilde{x}_s(y, \eta)\). We also put \(\eta' := p^0_s(x, y)\) and \(\rho^t_s(x, y) = \varphi^t_{t-1}(y, \eta')\), \((\pi \circ \varphi^t_{t-1})(y, \eta') = q^t_s(y, \eta')\). By Lemma 3.4, we obtain

\[ \tilde{x}_s(y, \eta) = q^t_{t-1}(y, t\eta). \]

Substitute \(s = t\) to this and we have \(x = q^t_{t-1}(y, t\eta)\). This implies that \(p^0_s(x, y) = t\eta\). By the definition of \(\eta'\), we obtain \(\eta' = t\eta\). Hence \(x^t_s(x, y) = q^t_{t-1}(x, y)\).

We calculate \(S(t, x, y)\) as

\[
S(t, x, y) = \int_0^t \left( \frac{1}{2} \left| \frac{d}{ds} x^t_s(x, y) \right|^2_g - V(x^t_s(x, y)) \right) ds
= \int_0^t \left( \frac{1}{2} \left| \frac{d}{ds} q^t_s(x, y) \right|^2_g - \left| \frac{d}{ds} p^t_s(x, y) \right|^2_g \right) ds
= t^{-1} \int_0^1 \left( \frac{1}{2} \left| \frac{d}{ds} x^t_s(x, y) \right|^2_g - t^2 V(q^t_s(x, y)) \right) ds
= t^{-1} \Phi(t, x, y). \]

The function \(\Phi(t, x, y)\) plays an important role in Section 4 due to the following properties.

**Theorem 3.10.** Take \(\mu_0 > 0\) as in Lemma 3.5. If we take smaller \(t_0 > 0\) if necessary, then the following statements hold.

1. \((t, y, \eta) \mapsto \varphi^t_1(y, \eta)\) is smooth;
2. \(\varphi^t_1: \mathcal{V}(M, \mu_0) \to \mathcal{V}(M, \mu_0)\) is a diffeomorphism for each \(t \in [-t_0, t_0]\);
3. If \((t, x, y) \in [-t_0, t_0] \times N\), then \((y, -d_y \Phi(t, x, y)) \in \mathcal{V}(M, \mu_0)\) and

\[
\varphi^t_1(y, -d_y \Phi(t, x, y)) = (x, d_x \Phi(t, x, y)).
\]

**Proof.** We introduce a shorthand notation \(\mathcal{V} = \mathcal{V}(M, \mu_0)\). We take \(t_1 > 0\) as in Lemma 3.5. Take smaller \(t_0\) if necessary, we can assume that \(t_0 = t_1\). Consider the family of diffeomorphisms

\[ \{ \varphi^t_1: \mathcal{V} \to \varphi^t_1(\mathcal{V}) \}_{t \in [-t_0, t_0]} \]

generated by \(\Phi\). This obviously satisfies the assertions 1 and 2 in Theorem 3.10.

We prove the assertion 3. By Theorem 3.2, we can take the unique minimizer
$(x^t_i(x, y), \xi^t_i(x, y)) \in \Gamma^H_{i,x,y}(\mu_0/t)$ of initial energy in $\Gamma^H_{i,x,y}(\mu_0/t)$. Then, since $S(t, x, y)$ generates $(x^t_i, \xi^t_i)$ by Theorem 3.8, we obtain

$$(y, -d_y S(t, x, y)) = (y, \xi^t_0(x, y)) \in V(M, \mu_0/t)$$

and $\varphi_t(y, -d_y S(t, x, y)) = (x, d_x S(t, x, y))$. We recall that $\varphi_t = \Theta_t \circ \varphi^t_1 \circ \Theta^{-1}_t$ by Lemma 3.4 and $\Phi(t, x, y) = t^{-1} S(t, x, y)$ by Theorem 3.9. Then

$$| -d_y \Phi(t, x, y)|_g = t|d_y S(t, x, y)|_g < t \times \mu_0/t = \mu_0,$$

which implies $(y, -d_y \Phi(t, x, y)) \in V(M, \mu_0)$, and

$$\varphi^t_1(y, -d_y \Phi(t, x, y)) = (\Theta^{-1}_t \circ \varphi_t)(y, -d_y S(t, x, y)) = (y, t \xi^t_1(x, y)) = (y, d_x \Phi(t, x, y)).$$

In the end of this chapter, we record the difference of the action $\Phi(t, x, y)$ from the free motion. Let $d : M \times M \to [0, \infty)$ be the distance function associated with the Riemann metric $g$.

**Theorem 3.11.** Let $\phi : [-t_0, t_0] \times N \to \mathbb{R}$ be a smooth function defined as

$$\phi(t, x, y) := \int_0^1 (1 - s) (\partial^2 \Phi)(st, x, y) ds.$$

Then $\Phi(t, x, y) = d(x, y)^2/2 + t^2 \phi(t, x, y)$.

**Proof.** Since $H_t(x, \xi) = H_{-t}(x, \xi)$ for all $(t, x, \xi) \in \mathbb{R} \times T^* M$, it follows that $q^s_t(x, y) = q^{s-t}_t(x, y)$ for all $(t, x, y) \in [-t_0, t_0] \times N$ and $-1 \leq s \leq 1$. Hence $\Phi(t, x, y) = \Phi(-t, x, y)$ for all $(t, x, y) \in [-t_0, t_0] \times N$. This means that $\partial_t \Phi(0, x, y) = 0$. Combining this with $\Phi(0, x, y) = d(x, y)^2/2$, we obtain the conclusion. \qed

### 3.3 Properties of Morette-Van Vleck determinants

We summarize the properties of Morette-Van Vleck determinants.

#### 3.3.1 The value on the diagonal

As in the definition of the Morette-Van Vleck determinant (1.1), we define

$$D_\Phi(t, x, y) := g_\lambda(x)^{-1/2} g_\mu(y)^{-1/2} \det \left( -\frac{\partial^2 \Phi}{\partial x_j \partial y_k}(t, x, y) \right)_{j,k=1}^n. \quad (3.18)$$

Since $\Phi(t, x, y) = t S(t, x, y)$, we have the relation $D_\Phi(t, x, y) = t^n D(t, x, y)$. The value of the Morette-Van Vleck determinant on the diagonal is important for the short time behavior of the short-time approximate solution $E_\lambda(t)$ (Proposition 2.1 (ii)).

**Proposition 3.12.** We have $D_\Phi(0, x, x) = 1$ for all $x \in M$. 
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Proof. The action $S(t, x, y) = t^{-1} \Phi(t, x, y)$ satisfies the Hamilton-Jacobi equation
\[
\frac{\partial S}{\partial t}(t, x, y) + \frac{1}{2} \nabla_x S(t, x, y) |^2 + V(x) = 0
\]
by Theorem 3.8. Thus $\Phi(t, x, y)$ satisfies
\[
-\Phi(t, x, y) + \frac{t}{2} \nabla_x \Phi(t, x, y) |^2 + t^2 V(x) = 0.
\]
We set $t = 0$ and obtain
\[
-\Phi(0, x, y) + \frac{1}{2} \nabla_x \Phi(0, x, y) |^2 = 0. \tag{3.19}
\]
We take local coordinates $\phi = (x_1, \ldots, x_n)$. This induces the local coordinates $\phi \times \phi = (x_1, \ldots, x_n, y_1, \ldots, y_n)$ in $M \times M$. We take a differential $\partial y_j$ of both sides of (3.19). Then we have
\[
-\frac{\partial \Phi}{\partial y_j}(0, x, y) + \sum_{k,l=1}^n g^{kl}(x) \frac{\partial \Phi}{\partial x_k}(0, x, y) \frac{\partial^2 \Phi}{\partial x_l \partial y_j}(0, x, y) = 0.
\]
We expand $\partial y_j \Phi$ and $\partial x_k \Phi$ as
\[
\frac{\partial \Phi}{\partial y_j}(0, x, y) = \frac{\partial \Phi}{\partial y_j}(0, y, y) + \sum_{i=1}^n \frac{\partial^2 \Phi}{\partial x_i \partial y_j}(0, y, y) (x_i - y_i) + O(|x - y|^2)
\]
\[
= \frac{\partial \Phi}{\partial y_j}(0, x, x) + \sum_{i=1}^n \frac{\partial^2 \Phi}{\partial x_i \partial y_j}(0, x, x) (x_i - y_i) + O(|x - y|^2) \tag{3.20}
\]
and
\[
\frac{\partial \Phi}{\partial x_k}(0, x, y) = \frac{\partial \Phi}{\partial x_k}(0, x, x) - \sum_{i=1}^n \frac{\partial^2 \Phi}{\partial x_k \partial y_i}(0, x, x) (x_i - y_i) + O(|x - y|^2). \tag{3.21}
\]
Recalling that $\Phi(0, x, y) = d(x, y)^2/2$, we obtain $\partial y_j \Phi(0, x, x) = \partial x_k \Phi(0, x, x) = 0$. Thus (3.20) and (3.21) become
\[
\frac{\partial \Phi}{\partial y_j}(0, x, y) = \sum_{i=1}^n \frac{\partial^2 \Phi}{\partial x_i \partial y_j}(0, y, y) (x_i - y_i) + O(|x - y|^2)
\]
\[
= \sum_{i=1}^n \frac{\partial^2 \Phi}{\partial x_i \partial y_j}(0, x, x) (x_i - y_i) + O(|x - y|^2) \tag{3.22}
\]
and
\[
\frac{\partial \Phi}{\partial x_k}(0, x, y) = \frac{\partial \Phi}{\partial x_k}(0, x, x) - \sum_{i=1}^n \frac{\partial^2 \Phi}{\partial x_k \partial y_i}(0, x, x) (x_i - y_i) + O(|x - y|^2) \tag{3.23}
\]
respectively. We substitute (3.22) and (3.23) to (3.19) and obtain

\[
\sum_{i=1}^{n} \left( -\frac{\partial^2 \Phi}{\partial x_i \partial y_j}(0,x,x) - \sum_{k,l=1}^{n} g^{kl}(x) \frac{\partial^2 \Phi}{\partial x_k \partial y_l}(0,x,x) \frac{\partial^2 \Phi}{\partial x_i \partial y_j}(0,x,x) \right) (x_i - y_i) = O(|x - y|^2).
\]

Since this holds for all \( y \) near \( x \), we obtain

\[
-\frac{\partial^2 \Phi}{\partial x_i \partial y_j}(0,x,x) + \sum_{k,l=1}^{n} g^{kl}(x) \frac{\partial^2 \Phi}{\partial x_k \partial y_l}(0,x,x) \frac{\partial^2 \Phi}{\partial x_i \partial y_j}(0,x,x) = 0
\]

for all indices \( i,j \). In the matrix form, this is equivalent to

\[
-A(x) - t A(x) G(x)^{-1} A(x) = 0,
\]

where \( A(x) := (\partial_{x_i} \partial_{y_j} \Phi(0,x,x))_{i,j} \) and \( G(x) := (g_{ij}(x))_{i,j} \). Since \( A(x) \) is a regular matrix, we obtain

\[
\det(-G(x)^{-1} A(x)) = 1.
\]

The left hand side is equal to \( D\Phi(0,x,x) \).

Theorem 3.12 shows that, taking \( t_0 > 0 \) and a neighborhood \( N \) of \( \text{diag}(M) \) if necessary, we can define the square root \( \sqrt{D}(t,x,y) = t^{-n/2} \sqrt{D\Phi(t,x,y)} \) in \( (0,t_0] \times N \). Now we summarize the condition for \( t_0 > 0 \) and \( N \supset \text{diag}(M) \).

Throughout the paper, we take a small number \( t_0 > 0 \) and a small neighborhood \( N \) of \( \text{diag}(M) \) such that the assertion in Theorem 3.2, that in Theorem 3.10 and the positivity of \( D\Phi|_{[0,t_0] \times N} \) hold.

### 3.3.2 Transport equations

The transport equation (Theorem 3.14) and the diagonal value of the Laplacian (Theorem 3.15) are employed in order to prove the consistency.

We begin with a transport equation which the Morette-Van Vleck itself satisfies.

**Theorem 3.13.** The Morette-Van Vleck determinant defined by (1.1) satisfies the transport equation

\[
\frac{\partial D}{\partial t}(t,x,y) + g(\nabla_x S(t,x,y), \nabla_y D(t,x,y)) + D(t,x,y) \Delta_x S(t,x,y) = 0. \tag{3.24}
\]

**Proof.** Let \((x,y) \in N\). We use the same notation in the definition of the Morette-Van Vleck determinant (1.1). The time derivative of the Morette-Van
Vleck determinant is

\[
\partial_t D = (-1)^n g_\lambda(x)^{-1/2} g_\mu(y)^{-1/2} \sum_{j=1}^n \det \begin{pmatrix}
\partial_{x_1} \partial_{y_1} S & \cdots & \partial_{x_1} \partial_{y_n} S \\
\vdots & \ddots & \vdots \\
\partial_{x_{j-1}} \partial_{y_1} S & \cdots & \partial_{x_{j-1}} \partial_{y_n} S \\
\partial_{x_{j+1}} \partial_{y_1} S & \cdots & \partial_{x_{j+1}} \partial_{y_n} S \\
\vdots & \ddots & \vdots \\
\partial_{x_n} \partial_{y_1} S & \cdots & \partial_{x_n} \partial_{y_n} S
\end{pmatrix}.
\]

The Hamilton-Jacobi equation (Theorem 3.8) yields

\[
\partial_{x_j} \partial_{y_k} \partial_x S = -\partial_{x_j} \partial_{y_k} \left( \frac{1}{2} |\text{grad}_x S|^2_S + V(x) \right)
= - \sum_{l,m=1}^n \partial_{x_j} (g_\lambda^{lm}(x) \partial_{x_l} \partial_{y_k} S \cdot \partial_{x_m} S)
= - \sum_{l,m=1}^n \partial_{x_j} (g_\lambda(x)^{-1/2} \partial_{x_l} \partial_{y_k} S) \cdot g_\lambda(x)^{1/2} g_\lambda^{lm}(x) \partial_{x_m} S
- \sum_{l,m=1}^n g_\lambda(x)^{-1/2} \partial_{x_l} \partial_{y_k} S \cdot \partial_{x_j} (g_\lambda(x)^{1/2} g_\lambda^{lm}(x) \partial_{x_m} S).
\]

Here \((g_\lambda^{jk}(x))_{j,k}\) is the inverse matrix of \((g_\lambda^{jk})_{j,k}\) defined by \(g_x = \sum g_\lambda^{jk}(x) dx_j dx_k\). Thus if we set

\[
A_{jl} := \begin{pmatrix}
\partial_{x_1} \partial_{y_1} S & \cdots & \partial_{x_1} \partial_{y_n} S \\
\vdots & \ddots & \vdots \\
\partial_{x_{j-1}} \partial_{y_1} S & \cdots & \partial_{x_{j-1}} \partial_{y_n} S \\
\partial_{x_{j+1}} \partial_{y_1} S & \cdots & \partial_{x_{j+1}} \partial_{y_n} S \\
\vdots & \ddots & \vdots \\
\partial_{x_n} \partial_{y_1} S & \cdots & \partial_{x_n} \partial_{y_n} S
\end{pmatrix}
\]

and

\[
B_{jl} := \begin{pmatrix}
\partial_{x_1} \partial_{y_1} S & \cdots & \partial_{x_1} \partial_{y_n} S \\
\vdots & \ddots & \vdots \\
\partial_{x_{j-1}} \partial_{y_1} S & \cdots & \partial_{x_{j-1}} \partial_{y_n} S \\
\partial_{x_{j+1}} \partial_{y_1} S & \cdots & \partial_{x_{j+1}} \partial_{y_n} S \\
\vdots & \ddots & \vdots \\
\partial_{x_n} \partial_{y_1} S & \cdots & \partial_{x_n} \partial_{y_n} S
\end{pmatrix}
\]
then

\[
\sum_{j=1}^{n} \det \begin{pmatrix}
\partial_{x_1} \partial_{y_1} S & \cdots & \partial_{x_1} \partial_{y_n} S \\
\vdots & & \vdots \\
\partial_{x_{j-1}} \partial_{y_1} S & \cdots & \partial_{x_{j-1}} \partial_{y_n} S \\
\partial_{x_j} \partial_{y_1} S & \cdots & \partial_{x_j} \partial_{y_n} S \\
\vdots & & \vdots \\
\partial_{x_n} \partial_{y_1} S & \cdots & \partial_{x_n} \partial_{y_n} S
\end{pmatrix} = - \sum_{j,l,m=1}^{n} g_{\lambda}(x)^{1/2} g_{m}^{lm}(x) \partial_{x_m} S \sum_{j=1}^{n} \det A_{jl} \\
- \sum_{j,l,m=1}^{n} g_{\lambda}(x)^{-1/2} \partial_{x_j} (g_{\lambda}(x)^{1/2} g_{m}^{lm}(x) \partial_{x_m} S) \det B_{jl}.
\]

Hence

\[
\partial_{t} D = \\
- (-1)^{n} g_{\lambda}(x)^{-1/2} g_{\mu}(y)^{-1/2} \sum_{l,m=1}^{n} g_{\lambda}(x)^{1/2} g_{m}^{lm}(x) \partial_{x_m} S \sum_{j=1}^{n} \det A_{jl} (3.25) \]

\[
- (-1)^{n} g_{\lambda}(x)^{-1/2} g_{\mu}(y)^{-1/2} \sum_{j,l,m=1}^{n} g_{\lambda}(x)^{-1/2} \partial_{x_j} (g_{\lambda}(x)^{1/2} g_{m}^{lm}(x) \partial_{x_m} S) \det B_{jl}.
\]

We claim that

\[
\sum_{j=1}^{n} \det A_{jlt} = (-1)^{n} g_{\mu}(y)^{1/2} \partial_{x_l} D(t, x, y) (3.26)
\]

and

\[
\det B_{jlt} = (-1)^{n} \delta_{jt} g_{\lambda}(x)^{1/2} g_{\mu}(y)^{1/2} D(t, x, y). (3.27)
\]

Here \(\delta_{jt}\) is the Kronecker delta

\[
\delta_{jt} := \begin{cases} 
1 & \text{if } j = l, \\
0 & \text{if } j \neq l.
\end{cases}
\]

Firstly we prove (3.27). If \(j \neq l\), then the \(j\)th row of \(B_{jlt}\) corresponds to the \(l\)th row of \(B_{jlt}\). Thus \(\det B_{jlt} = 0\) for \(j \neq l\). If \(j = l\), then \(B_{jlt} = B_{jjl}\) is just the matrix \((\partial_{x_j} \partial_{y_k} S)_{j,k=1}^{n} = -g_{\lambda}(x)^{1/2} g_{\mu}(y)^{1/2} D\). Hence (3.27) is proved.

Secondly we prove (3.26). By the Leibnitz rule, we obtain

\[
\partial_{x_j} (g_{\lambda}(x)^{-1/2} \partial_{x_l} \partial_{y_k} S) = \partial_{x_j} (g_{\lambda}(x)^{-1/2}) \cdot \partial_{x_l} \partial_{y_k} S + g_{\lambda}(x)^{-1/2} \partial_{x_j} \partial_{x_l} \partial_{y_k} S.
\]
Thus (3.26) is proved by the calculation

\[ \sum_{j=1}^{n} \det A_{jl} \]

\[
= \sum_{j=1}^{n} \partial_{x_j} g_\lambda(x)^{-1/2} \cdot \det B_{jl} + g_\lambda(x)^{-1/2} \partial_{x_j} \det(\partial_{x_j} \partial_{y_k} S)_{j,k=1}^{n} \\
= \partial_{x_j} (g_\lambda(x)^{-1/2} \cdot \det(\partial_{x_j} \partial_{y_k} S)_{j,k=1}^{n}) + g_\lambda(x)^{-1/2} \partial_{x_j} \det(\partial_{x_j} \partial_{y_k} S)_{j,k=1}^{n} \\
= (-1)^{n} g_\mu(y)^{1/2} \partial_{x_l} D(t, x, y). \]

By (3.26) and (3.27), we obtain

\[ \sum_{l,m=1}^{n} g_\lambda(x)^{1/2} g_{\lambda}^{lm}(x) \partial_{x_m} S \sum_{j=1}^{n} \det A_{jl} \]

\[
= (-1)^{n} g_\lambda(x)^{1/2} g_{\mu}(y)^{1/2} \sum_{l,m=1}^{n} g_{\lambda}^{lm}(x) \partial_{x_m} S \cdot \partial_{x_l} D(t, x, y) \\
= (-1)^{n} g_\lambda(x)^{1/2} g_{\mu}(y)^{1/2} g(\text{grad}_x S, \text{grad}_x D) \]

and

\[ \sum_{j,l,m=1}^{n} g_\lambda(x)^{-1/2} \partial_{x_j} (g_\lambda(x)^{1/2} g_{\lambda}^{lm}(x) \partial_{x_m} S) \det B_{jl} \]

\[
= (-1)^{n} g_\lambda(x)^{1/2} g_{\mu}(y)^{1/2} D \sum_{l,m=1}^{n} g_\lambda(x)^{-1/2} \partial_{x_l} (g_\lambda(x)^{1/2} g_{\lambda}^{lm}(x) \partial_{x_m} S) \\
= (-1)^{n} g_\lambda(x)^{1/2} g_{\mu}(y)^{1/2} D \triangle_x S. \]

Substituting these to (3.25), we obtain

\[ \partial_t D = -g(\text{grad}_x S, \text{grad}_x D) - D \triangle_x S. \]

Theorem 3.13 implies that \( \sqrt{D} \) satisfies another transport equation:

**Theorem 3.14.** The square root \( \sqrt{D} \) of the Morette-Van Vleck determinant \( D \) satisfies the transport equation

\[
\frac{\partial}{\partial t} \sqrt{D}(t, x, y) + g(\text{grad}_x S(t, x, y), \text{grad}_x \sqrt{D}(t, x, y)) + \frac{1}{2} \sqrt{D}(t, x, y) \triangle_x S(t, x, y) = 0. \]

### 3.3.3 Laplacian of the Morette-Van Vleck determinant

Finally we calculate the Laplacian of the square root of the Van Vlack determinant on the diagonal, which is the origin of the modification term \( R(x)/12 \) of the Hamiltonian (1.2).
Theorem 3.15. For any point $y \in M$,
\[
\Delta_x \sqrt{D\Phi(t,y)}|_{x=y} = \frac{1}{6} R(y).
\]

Proof. We begin with the transport equation (3.24) in Theorem 3.13:
\[
\frac{\partial D}{\partial t}(t,x,y) + g(\text{grad}_x S(t,x,y), D(t,x,y)) + D(t,x,y) \Delta_x S(t,x,y) = 0.
\]
Substituting $S(t,x,y) = t^{-1} \Phi(t,x,y)$ and $D(t,x,y) = t^{-n} D\Phi(t,x,y)$, we obtain
\[
-n D\Phi + t \frac{\partial D\Phi}{\partial t} + g(\text{grad}_x \Phi, \text{grad}_x D\Phi) + D\Phi \Delta_x \Phi = 0.
\]
Now we put $t = 0$. Then we have
\[
-n D\Phi(0,x,y) + g(\text{grad}_x \Phi(0,x,y), \text{grad}_x D\Phi(0,x,y))
+ D\Phi(0,x,y) \Delta_x \Phi(0,x,y) = 0.
\]
(3.28)
We recall that $\Phi(0,x,y) = \frac{d(x,y)^2}{2}$. Take a normal coordinate $(x_1, \ldots, x_n)$ with center at $y$. Then
\[
\Phi(0,x,y) = \frac{1}{2} \sum_{j=1}^n x_j^2
\]
(3.29)
if the coordinate function maps $x$ to $(x_1, \ldots, x_n)$. We calculate $\Delta_x \Phi(0,x,y)$. We employ the well-known formula
\[
g_{ij}(x) = \delta_{ij} - \frac{1}{3} \sum_{k,l=1}^n R_{ikjl} x_k x_l + O(|x|^3) \quad (|x| \to 0)
\]
in the normal coordinates, where $\delta_{ij}$ is the Kronecker delta and $R_{ikjl}$ is the Riemann curvature tensor at the center of the normal coordinates, associated with the Levi-Civita connection $\nabla$ of $g$:
\[
R_{ikjl} := g \left( \frac{\partial}{\partial x_l}, \left( \nabla_{\frac{\partial}{\partial x_i}} \nabla_{\frac{\partial}{\partial x_j}} - \nabla_{\frac{\partial}{\partial x_j}} \nabla_{\frac{\partial}{\partial x_i}} \right) \frac{\partial}{\partial x_k} \right).
\]
Thus the inverse matrix $(g^{ij}(x))$ of $(g_{ij}(x))$ and the volume density $\sqrt{g(x)} := \sqrt{\det(g_{ij}(x))}$ has the expansion
\[
g^{ij}(x) = \delta_{ij} + \frac{1}{3} \sum_{k,l=1}^n R_{ikjl} x_k x_l + O(|x|^3)
\]
and
\[
\sqrt{g(x)} = \exp \left( \frac{1}{2} \text{tr} \log(g_{ij}(x)) \right) = \exp \left( \frac{1}{2} \text{tr} \left( -\frac{1}{3} \sum_{k,l=1}^n R_{ikjl} x_k x_l + O(|x|^3) \right) \right)
= \exp \left( -\frac{1}{6} \sum_{k,l=1}^n R_{kl} x_k x_l + O(|x|^3) \right) = 1 - \frac{1}{6} \sum_{k,l=1}^n R_{kl} x_k x_l + O(|x|^3).
\]
Here $R_{kl} := \sum_{i=1}^{n} R_{ikl}$ is the Ricci curvature. Thus

\[
\triangle_x \Phi(0, x, y) = n - \frac{1}{3} \sum_{k,l=1}^{n} R_{kl} x_k x_l + O(|x|^3).
\]  

(3.30)

By (3.29) and (3.30), the equation (3.28) becomes

\[
\sum_{j=1}^{n} x_j \frac{\partial}{\partial x_j} D_{\Phi}(0, x, y) - \frac{1}{3} \sum_{k,l=1}^{n} D_{\Phi}(0, x, y) R_{kl} x_k x_l = O(|x|^3). 
\]  

(3.31)

We expand $D_{\Phi}(0, x, y)$ as

\[
D_{\Phi}(0, x, y) = 1 + \sum_{j=1}^{n} b_j x_j + \sum_{j,k=1}^{n} c_{jk} x_j x_k + O(|x|^3)
\]

employing Proposition 3.12, that is, $D_{\Phi}(0, y, y) = 1$. Here $b_j, c_{jk} \in \mathbb{R}$ and $c_{jk} = c_{kj}$ for all $j,k$. Thus the equation (3.31) leads to the relations

\[
b_j = 0, \quad c_{jk} = \frac{1}{6} R_{jk}.
\]

Hence we obtain

\[
\sqrt{D_{\Phi}(0, x, y)} = \sqrt{1 + \frac{1}{6} \sum_{j,k=1}^{n} R_{jk} x_j x_k + O(|x|^3)} = 1 + \frac{1}{12} R_{jk} x_j x_k + O(|x|^3)
\]

and

\[
\triangle_x \sqrt{D_{\Phi}(0, x, y)} |_{x=y} = \left. \frac{R(y)}{6} + O(|x|) \right|_{x_1=\ldots=x_n=0} = \frac{1}{6} R(y)
\]

by the definition of the scalar curvature $R(y) := \sum_{j=1}^{n} R_{jj}$.

\[\square\]

4 Estimates for oscillatory integral operators

4.1 Key estimates

In order to prove the stability and the consistency, we need estimates of oscillatory integral operators from Sobolev spaces to the $L^2$ space.

As in the end of Chapter 3.3.1, we take a small number $t_0 > 0$ and a small neighborhood $N$ of $\text{diag}(M)$ such that the assertion in Theorem 3.2, that in Theorem 3.10 and the positivity of $D_{\Phi}|_{[0,t_0] \times N}$ hold. For $a \in C_0^{\infty}([0,t_0] \times N)$, we define an integral operator $T_{a}[\Phi](t) : C^{\infty}(M) \to C^{\infty}(M)$ as
\[
T_h[a](t)u(x) := \frac{1}{(2\pi i\hbar)^{n/2}} \int_M a(t, x, y) e^{iS(t,x,y)/\hbar} u(y) \text{vol}_g(y)
= \frac{1}{(2\pi i\hbar)^{n/2}} \int_M a(t, x, y) e^{\Phi(t,x,y)/\hbar t} u(y) \text{vol}_g(y).
\] (4.1)

Recall the Hamilton flow \( \varphi^t \) generated by the Hamilton vector field \( X_H \) defined in (3.1). Let \( \pi : T^*M \to M \) be the natural projection and we define

\[
q^*(t, y, \eta) := \pi(\varphi^t_1(y, \eta)).
\] (4.2)

This function \( q^*(t, y, \eta) \) is necessary to find an upper bound of the operator norm of the operator \( T_h[a](t) \) (Theorem 4.1).

We state two key estimates for the proof of the stability and the consistency. The first estimate is an estimate of \( L^2 \)-operator norm of oscillatory integral operators, which plays a crucial role in the proof of stability.

**Theorem 4.1.** Suppose that \( a(t, x, y) \in C^\infty([0, t_0] \times N) \). Then there exists \( C > 0 \) such that for all \( t \in (0, t_0/2] \) and \( \hbar \in (0, 1] \), the inequality

\[
\|T_h[a](t)\|_{L^2(M) \to L^2(M)}^4 \leq \left\| \frac{|a(t, q^*(t, y, \eta), y)|}{|D\Phi(t, q^*(t, y, \eta), y)|} \right\|_{L^\infty(T^*M)}^2 + C\hbar t
\]

holds.

The second estimate is an estimate of the operator norm on the Sobolev spaces, which is employed for proving the consistency. Roughly speaking, the operator norm of \( T_h[a](t) \) is mainly dominated by the behavior of the amplitude near \( \text{diag}(M) \):

**Theorem 4.2.** Let \( J \) and \( L \) be nonnegative integers. Assume that \( \partial_i^j \partial_{x_i}^j a(0, x, y)|_{x=y} = 0 \) for all \( l + |\alpha| + |\beta| \leq 2J + L \). Take a family of real numbers \( \{s_\alpha \in [0, |\alpha|]\}_{|\alpha| \leq L+1} \) and define \( s := \max_{|\alpha| \leq L+1} s_\alpha \). Then there exists a constant \( C > 0 \) such that

\[
\|T_h[a](t)\|_{H^{2l/2}_h \to L^2}^2 \leq C \left( \sum_{|\alpha| + l = L+1} t^{l+s_\alpha} + (\hbar t)^{J+1} \right)
\]

holds for all \( t \in (0, t_0/2] \) and \( \hbar \in (0, 1] \).

The goal of this section is to prove Theorem 4.1 and Theorem 4.2.

Before the proof, we remark that the meaning of \( t \) in the phase function \( \Phi(t, x, y)/\hbar t \) in (4.1). The \( t \in [-t_0, t_0] \) in the argument of \( \Phi(t, x, y) \) is the parameter of the perturbation by the potential \( t^2V(x) \) as mentioned in Subsection 3.1. This does not affect the behavior of the oscillatory integral operators so much. However \( t \in (0, t_0] \) in the denominator of \( \Phi(t, x, y)/\hbar t \) behaves like \( \sim a \)
"semiclassical parameter." For example, the $t$-dependence of the remainder term $C\hbar t$ in Theorem 4.1 is derived by regarding $\hbar t$ as a semiclassical parameter. Another example is Proposition 2.1 (ii). We apply the stationary phase method to calculate the limit of the short-time approximate solution $E_\hbar(t)$ as $t \to +0$ (see Subsection 5.2 for more details). Thus we treat $t$ in $\Phi(t, x, y)$ and that in the denominator of $\Phi(t, x, y)/\hbar t$ as if they are independent variables (except for Theorem 4.2).

4.2 Semiclassical pseudodifferential operators on manifolds

We employ a theory of pseudodifferential operators on manifolds. For more details, see Appendix E of [D-Z].

We begin with a definition of semiclassical Weyl quantization on Euclidean spaces.

**Definition 4.3.** We define symbol classes $S^m_{1,0}$ for $m \in \mathbb{R}$ as

$$S^m_{1,0} := \left\{ a(x, \xi) \in C^\infty(\mathbb{R}^n \times \mathbb{R}^n) \left| \left\| (1 + |\xi|)^{-m+|\beta|} \partial_x^\alpha \partial_\xi^\beta a(x, \xi) \right\|_{L^\infty} < \infty \right. \right\}.$$  

For any symbol $a \in S^m_{1,0}$, we define a semiclassical Weyl quantization $a^w(x, \hbar D)$ of $a$ as

$$a^w(x, \hbar D)u(x) := \frac{1}{(2\pi \hbar)^n} \int_{\mathbb{R}^n} d\xi \int_{\mathbb{R}^n} dy \, a \left( \frac{x + y}{2}, \xi \right) e^{i\xi \cdot (x-y)/\hbar} u(y) \quad (u \in \mathcal{S}),$$

where $\mathcal{S}$ is the space of Schwartz class (rapidly decreasing) functions.

Next we consider pseudodifferential operators on manifolds. Let $M$ be a manifold with fixed smooth density.

**Definition 4.4.** A family $\{A_\hbar\}_{\hbar \in (0,1]}$ of operators acting on functions on $M$ is an $\hbar$-pseudodifferential operator of class $\Psi^m_\hbar$ on $M$ if $A_\hbar$ is represented as

$$A_\hbar = \sum_{j=1}^N \chi_j \psi_j^* a^w_j(\hbar; x, \hbar D) \psi_j^{-1} \chi_j + B_\hbar,$$  

where

- $\chi_j$ are multiplication operators by smooth functions $\chi_j \in C^\infty_c(U_\lambda)$ supported in some coordinate neighborhood $U_\lambda = U_{\lambda_j}$;
- $\psi_j : U_\lambda \to \mathbb{R}^n$ is a coordinate function;
- $a_j(\hbar; \cdot, \cdot) \in S^m_{1,0}$ has an asymptotic expansion

$$a_j(\hbar; x, \xi) \sim \sum_{k=0}^\infty \hbar^k a_{jk}(x, \xi), \quad a_{jk} \in S^{m-k}_{1,0}$$

and $\{a(\hbar; \cdot, \cdot)\}_{\hbar \in (0,1]}$ forms a bounded family in $S^m_{1,0}$.
• $B_\hbar$ is an operator with smooth kernel $B_\hbar(x,y)$ such that
\[
\|B_\hbar\|_{C^s(K)} \leq C_{sN/K} \hbar^N \tag{4.4}
\]
for all compact sets $K \subset M \times M$, $\hbar \in (0,1]$ and nonnegative integers $s$ and $N$.

We denote a class consisting of operators $B_\hbar$ satisfying (4.4) by $\hbar^\infty \Psi^\infty_\hbar$.

If a pseudodifferential operator $A_\hbar \in \Psi^m_\hbar$ has a representation (4.3), the function
\[
\sigma_\hbar(A_\hbar)(x,\xi) := \sum_{j=1}^N \chi_j(x)^2 a_{j0}(\tilde{\psi}_j(x,\xi)) \tag{4.5}
\]
is independent of the representation of $A_\hbar$. Here $\tilde{\psi}_j : T^*U_\lambda \rightarrow T^*R^n$ is the canonical coordinates associated with $\psi_j : U_\lambda \rightarrow R^n$. This $\sigma_\hbar(A_\hbar)$ is called the principal symbol of $A_\hbar$.

Then the following facts hold. The proof is in [D-Z].

**Theorem 4.5.**

1. If $A_\hbar \in \Psi^k_\hbar$ and $B_\hbar \in \Psi^m_\hbar$, then $A_\hbar B_\hbar \in \Psi^{k+m}_\hbar$ with principal symbol $\sigma_\hbar(A_\hbar)\sigma_\hbar(B_\hbar)$.

2. If $A_\hbar \in \Psi^k_\hbar$, then $A_\hbar^* \in \Psi^k_\hbar$ and $\sigma_\hbar(A_\hbar^*) = \overline{\sigma_\hbar(A_\hbar)}$.

3. (sharp Gårding inequality) If (the Schwartz kernel of) $A_\hbar \in \Psi^0_\hbar$ has a compact support and $\sigma(A_\hbar) \geq 0$, then there exists a positive constant $C > 0$ such that
\[
\langle A_\hbar u, u \rangle_{L^2} \geq -C \hbar \|u\|_{L^2}^2
\]
for all compactly supported $u \in L^2(M)$ and $\hbar \in (0,1]$.

In our setting, we can apply the theory of pseudodifferential operators by considering $T_\hbar[a](t)^*T_\hbar[a](t)$, regarding $\hbar t$ as a semiclassical parameter independent of $t$ in $\Phi(t,x,y)$ and $q^*(t,x,\eta)$:

**Theorem 4.6.** The operator $T_\hbar[a](t)^*T_\hbar[a](t) : C^\infty_c(M) \rightarrow C^\infty_c(M)$ is a $(\hbar t)$-pseudodifferential operator of class $\Psi^0_{\hbar t}$ with the principal symbol
\[
|a(t, q^*(t,x,\eta), y)|^2 |D_\Phi(t, q^*(t,x,\eta), y)|^{-1}
\]
with the parameters $t \in (0, t_0/2]$ and $\hbar \in (0,1]$.

We prove Theorem 4.1 from Theorem 4.6. We prepare for the proof of Theorem 4.6 in Subsection 4.3 and Subsection 4.4 below. We prove Theorem 4.6 in Subsection 4.5.
4.3 Disjoint support

A composition of two oscillatory integral operators with amplitudes with disjoint supports is negligible.

**Theorem 4.7.** Let $K_1$ and $K_2$ be disjoint compact subsets of $N$. Then $T_h[a](t)^* T_h[b](t)$ is in the class $(ht)\infty \Psi_{ht}^\infty$. More precisely, for all $J \in \mathbb{N}_0$ and $s \in \mathbb{N}_0$, there exists a constant $C > 0$ such that for all $a, b \in C^\infty((0, t_0] \times N)$ with supp $a \subset [0, t_0] \times K_1$ and supp $b \subset [0, t_0] \times K_2$, the integral kernel $K_h(t, y, z)$ of $T_h[a](t)^* T_h[b](t)$ has the estimate

$$||K_h(t, \cdot, \cdot)||_{C_s(M \times M)} \leq C(ht)^J||a(t, \cdot, \cdot)||_{C^{2s+J+n}(K_1)} ||b(t, \cdot, \cdot)||_{C^{2s+J+n}(K_2)}$$

for all $t \in (0, t_0]$ and $h \in (0, 1]$. 

**Proof.** We denote the integral kernel of $T_h[a](t)^* T_h[b](t)$ by $K_h(t, y, z)$:

$$K_h(t, y, z) = \frac{1}{(2\pi i)^n} \int_M a(t, x, y)b(t, x, z) e^{i(\Phi(t, x, z) - \Phi(t, x, y))/ht} \, d\mu(x).$$

This is a smooth function with respect to $(t, y, z)$. On the support of the integrand in (4.6), the vector field $x \mapsto \text{grad}_x \Phi(t, x, z) - \text{grad}_x \Phi(t, x, y) \in T_xM$ does not vanish since the assertion in Theorem 3.10 implies the injectivity of $y \mapsto d_x \Phi(t, x, y)$. Thus we can consider the differential operator

$$Lf(t, x, y, z) := \frac{g_x(\text{grad}_x \Phi(t, x, z) - \text{grad}_x \Phi(t, x, y), \text{grad}_x f(x))}{i|\text{grad}_x \Phi(t, x, y) - \text{grad}_x \Phi(t, x, z)|^2},$$

which satisfies

$$htLe^{i(\Phi(t, x, z) - \Phi(t, x, y))/ht} = e^{i(\Phi(t, x, z) - \Phi(t, x, y))/ht}.$$ 

By the Gauss divergence theorem, the transpose of $L$ is

$$\langle Lf(t, x, y, z), 1 \rangle = i \text{div}_x \left( \frac{f(x)(\text{grad}_x \Phi(t, x, z) - \text{grad}_x \Phi(t, x, y))}{|\text{grad}_x \Phi(t, x, y) - \text{grad}_x \Phi(t, x, z)|^2} \right).$$

Hence (4.6) is equivalent to

$$K_h(t, y, z) = \frac{(ht)^J}{(2\pi i)^n} \int_M \langle (L)^J (a(t, x, y)b(t, x, z)) e^{i(\Phi(t, x, z) - \Phi(t, x, y))/ht} \, d\mu(y)(x)$$

for all $J \in \mathbb{N}_0$. Thus if $A : C^\infty(M \times M) \to C^\infty(M \times M)$ is a differential operator of degree $s \in \mathbb{N}_0$, then

$$|AK_h(t, y, z)| \leq C(ht)^J-S||a(t, \cdot, \cdot)||_{C^{2s+J+n}(K_1)} ||b(t, \cdot, \cdot)||_{C^{2s+J+n}(K_2)}$$

for some $C > 0$ independent of $(t, y, z) \in (0, t_0/2] \times M \times M$, $a \in C^\infty([0, t_0] \times N)$ with supp $a \subset [0, t_0] \times K_1$, $b \in C^\infty([0, t_0] \times N)$ with supp $b \subset K_2$ and $h \in (0, 1]$. 
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4.4 Covering

Let \( \{ \phi_\lambda : U_\lambda \to V_\lambda \}_{\lambda \in \Lambda} \) be a local coordinate system on \( M \). Then it induces a local coordinate system \( \{ \phi_\lambda \times \phi_\mu : U_\lambda \times U_\mu \to V_\lambda \times V_\mu \}_{(\lambda,\mu) \in \Lambda \times \Lambda} \) on \( M \times M \).

For \( (\lambda,\mu) \in \Lambda \times \Lambda \), we define

\[
\Phi_{\lambda\mu}(t,x,y) := \Phi(t,\phi^{-1}_\lambda(x),\phi^{-1}_\mu(y)).
\]

We prepare a lemma for regarding a principal part of \( T_\hbar[a]^*T_\hbar[a](t) \) as a pseudodifferential operator.

Lemma 4.8. There exists a finite collection of open sets \( \{ \Omega_i \subset [-t_0,t_0] \times N \}_{i \in I} \) which satisfies the following properties.

1. \( [-t_0/2,t_0/2] \times \text{diag}(M) \subset \bigcup_{i \in I} \Omega_i. \)

2. If \( \Omega_i \cap \Omega_j \neq \emptyset \), then there exist \( (\lambda,\mu) \in \Lambda \times \Lambda \), open sets \( I' \subset [-t_0,t_0], V \subset V_\lambda \) and an open convex subset \( W \subset V_\mu \) such that \( \Omega_i \cup \Omega_j \subset I' \times \phi^{-1}_\lambda(V) \times \phi^{-1}_\mu(W) \) and the function

\[
F : I' \times V \times W \to I' \times W \times \mathbb{R}^n \times W,
\]

\[
F(t,x,y,z) := \left( t, y, -\int_0^1 \partial_y \Phi_{\lambda\mu}(t,x,sz + (1-s)y) \, ds, z \right)
\]

is an embedding.

Proof. We introduce a collection of \( \mathcal{B}_{\lambda\mu} \) of open subsets of \( [-t_0,t_0] \times N \) as follows. An open subset \( \Omega' \) in \( [-t_0,t_0] \times N \) belongs to \( \mathcal{B}_{\lambda\mu} \) if and only if the following conditions hold.

(i) \( \Omega' \) is a direct product \( \Omega' = I' \times V \times W \) of an open interval \( I' \subset [-t_0,t_0] \), open sets \( V \subset V_\lambda \) and \( W \subset V_\mu \). Moreover \( W \) is convex and \( \phi^{-1}_\lambda(V) \times \phi^{-1}_\mu(W) \subset N \).

(ii) The function

\[
F : I' \times V \times W \to I' \times W \times \mathbb{R}^n \times W,
\]

\[
F(t,x,y,z) := \left( t, y, -\int_0^1 \partial_y \Phi_{\lambda\mu}(t,x,sz + (1-s)y) \, ds, z \right)
\]

is an embedding.

We define

\[
\mathcal{B} := \bigcup_{(\lambda,\mu) \in \Lambda \times \Lambda} \{ I' \times \phi^{-1}_\lambda(V) \times \phi^{-1}_\mu(W) \mid I' \times V \times W \in \mathcal{B}_{\lambda\mu} \}.
\]

Since

\[
\det dF(t,x,y,z)|_{y=z} = \det \partial_x \partial_y \Phi_{\lambda\mu}(t,y,y) \neq 0
\]
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for all \((\lambda, \mu) \in \Lambda \times \Lambda\) and \((t, x, y) \in [-t_0/2, t_0/2] \times V_{\lambda} \times V_{\mu}\), the inverse function theorem implies that \(\mathcal{B}\) forms an open basis of the topology in \([-t_0/2, t_0/2] \times M \times M\).

We define two projections \(\text{pr}_1, \text{pr}_2 : M \times M \to M\) as \(\text{pr}_1(x, y) = x\) and \(\text{pr}_2(x, y) = y\). Then \(\tilde{g} = \text{pr}_1^*g + \text{pr}_2^*h\) defines a Riemannian metric on \(M \times M\). This metric induces a distance function \(\tilde{d}\) on \(M \times M\). We can take a Lebesgue number \(\delta > 0\) associated with the open covering \(\{(([-t_0/2, t_0/2] \times \text{diag}(M)) \cap \Omega) \in \mathcal{B}\}\) on the compact metric space \([[-t_0/2, t_0/2] \times \text{diag}(M), \rho]\), \(\rho((t, p), (s, q)) := |t - s| + d(p, q)\).

Now we define
\[
\mathcal{A} := \left\{ \Omega \cap \left( \left[ -\frac{t_0}{2}, \frac{t_0}{2} \right] \times \text{diag}(M) \right) \mid \Omega \in \mathcal{B}, \text{diam } \Omega < \frac{\delta}{2} \right\}.
\]
\(\mathcal{A}\) covers a compact set \([-t_0/2, t_0/2] \times \text{diag}(M)\) since \(\mathcal{B}\) is a basis of the topology in \([-t_0, t_0] \times M \times M\). Thus we can choose a finite collection \(\{(\Omega_i \cap ([t_0/2, t_0/2] \times \text{diag}(M)) \in \mathcal{A}\}_{i \in I}\) such that \(\Omega_i \in \mathcal{B}\), \text{diam } \Omega_i < \delta/2\) and
\[
\bigcup_{i \in I} \left( \Omega_i \cap \left( \left[ -\frac{t_0}{2}, \frac{t_0}{2} \right] \times \text{diag}(M) \right) \right) = \left[ -\frac{t_0}{2}, \frac{t_0}{2} \right] \times \text{diag}(M).
\]

Suppose \(\Omega_i \cap \Omega_i' \neq \emptyset\). Then we can prove
\[
\text{diam } (\Omega_i \cup \Omega_i') \leq \text{diam } \Omega_i + \text{diam } \Omega_i'.
\] (4.7)
as follows. Take arbitrary two points \(x, y \in \Omega_i \cup \Omega_i'\). If \(x, y \in \Omega_i\) or \(x, y \in \Omega_i'\), then we obviously have
\[
\rho(x, y) \leq \text{diam } \Omega_i + \text{diam } \Omega_i'.
\]
Without loss of generality, we can suppose that \(x \in \Omega_i\) and \(y \in \Omega_i'\). Since \(\Omega_i \cap \Omega_i' \neq \emptyset\), we can take a point \(z \in \Omega_i \cap \Omega_i'\). Then by the triangle inequality, we have
\[
\rho(x, y) \leq \rho(x, z) + \rho(y, z) \leq \text{diam } (\Omega_i) + \text{diam } (\Omega_i').
\]
There we obtain \(\rho(x, y) \leq \text{diam } \Omega_i + \text{diam } \Omega_i'\) for arbitrary two points \(x, y \in \Omega_i \cup \Omega_i'\). Thus the inequality (4.7) is proved.

Now we apply (4.7) and obtain
\[
\text{diam } (\Omega_i \cup \Omega_i') \leq \text{diam } \Omega_i + \text{diam } \Omega_i' < \frac{\delta}{2} + \frac{\delta}{2} = \delta.
\]
Thus there exists \(\Omega \in \mathcal{B}\) such that \(\Omega_i \cup \Omega_i' \subset \Omega\) by the definition of the Lebesgue number \(\delta\). We choose \((\lambda, \mu) \in \Lambda \times \Lambda\) such that \(\Omega = (id \times \phi_\lambda \times \phi_\mu)^{-1}(\Omega')\) for some \(\Omega' \in \mathcal{B}_{\lambda \mu}\). Then the restriction of \(F\) to open subset \(\Omega_i \cup \Omega_i'\) is an embedding. \(\square\)

Employing Lemma 4.8, we can calculate a principal part of \(T_h[a](t)^* T_h[a](t)\).

**Theorem 4.9.** Then there exists a finite collection of open sets \(\{\Omega_i \subset [-t_0, t_0] \times N\}_{i \in I},\) a family of smooth functions \(\{\kappa_i \in C^\infty_c(\Omega_i; [0, 1])\}_{i \in I}\) and \(\chi_{i'} \in C^\infty_c(U_{\mu})\) which satisfy the following properties.
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1. \([-t_0/2,t_0/2] \times \text{diag}(M) \subset \bigcup_{i \in I} \Omega_i\) and \(\sum \kappa_i = 1\) on \([-t_0/2,t_0/2] \times \text{diag}(M)\).

2. If \(\Omega_i \cap \Omega_{i'} \neq \emptyset\), then there exist \((\lambda, \mu) \in \Lambda \times \Lambda\), open sets \(I' \subset [-t_0, t_0]\), \(V \subset V\lambda\) and an open subset \(W \subset V\mu\) such that \(\Omega_i \cup \Omega_{i'} \subset [-t_0, t_0] \times U\lambda \times U\mu\), \(\Omega_i \cup \Omega_{i'} \subset I' \times \phi_{-\lambda}^{-1}(V) \times \phi_{-\mu}^{-1}(W)\) and

\[
T_h[k, \alpha](t)T_h[k, \alpha](t) = \chi_{i, i'}\phi_{\mu}^{-1}b_{\alpha}(ht, t, y, h(t)Dy)\phi_{\mu}^{-1}\chi_{i, i'}
\]

for some \(b_{i, i'} \in S_{1, 0}^0\). Moreover \(b_{i, i'}(ht, t, y, \eta)\) has an asymptotic expansion

\[
b_{i, i'}(ht, t, y, \eta) \sim \sum_{j=0}^\infty (ht)^j b_{i, i', j}(t, y, \eta) \quad \text{in } S_{1, 0}^0 \quad (4.8)
\]

and the principal part \(b_{i, i', 0}\) is

\[
b_{i, i', 0}(t, y, \eta) = \phi_{-\lambda}^{-1}\left(\frac{\langle \kappa, \kappa \rangle(q^*(t, y, \eta), y)|a(t, q^*(t, y, \eta), y)|^2}{D_b(t, q^*(t, x, \eta), y)}\right). \quad (4.9)
\]

Furthermore, if \(\partial_t \partial_x^2 \partial_y^2 a(0, x, x) = 0\) for all \(x \in M\) and \(l + |\alpha| + |\beta| \leq 2J + L\), then \(\partial_t \partial_x^2 \partial_y \partial_{i, i', j}(t, y, \eta)|_{t=0, \eta=0} = 0\) for all \(j \leq J\), \(|\alpha| + l \leq L\) and \(y \in \mathbb{R}^n\).

3. \(\chi_{i, i'}(y) = 1\) if there exists \(x \in M\) such that \((x, y) \in \text{supp } \kappa_i \cup \text{supp } \kappa_{i'}\).

**Proof.** We take a finite collection of open sets \(\{\Omega_i \subset [-t_0, t_0] \times N\}_{i \in I}\) as in Lemma 4.8.

Suppose \(\Omega_i \cap \Omega_{i'} \neq \emptyset\). Then we can take \((\lambda, \mu) \in \Lambda \times \Lambda\), open sets \(I' \subset [-t_0, t_0]\), \(V \subset V\lambda\) and an open convex subset \(W \subset V\mu\) such that \(\Omega_i \cup \Omega_{i'} \subset [-t_0, t_0] \times U\lambda \times U\mu\), \(\Omega_i \cup \Omega_{i'} \subset I' \times \phi_{-\lambda}^{-1}(V) \times \phi_{-\mu}^{-1}(W)\) and the function

\[
F : I' \times V \times W \times W \rightarrow I' \times W \times \mathbb{R}^n \times W,
\]

\[
F(t, x, y, z) := (t, y, -\int_0^1 \partial_y \Phi_{\lambda\mu}(t, x, s(z + (1-s)y) ds, z)
\]

is an embedding.

We denote the integral kernel of \(\phi_{-\lambda}^{-1}T_h[k, \alpha](t)T_h[k, \alpha](t)\phi_{-\mu}^{-1} \) by \(K_h(t, y, z)\). We define

\[
a_i(t, x, y) := \kappa_i(\phi_{-\lambda}^{-1}(x), \phi_{-\mu}^{-1}(y))a(t, \phi_{-\lambda}^{-1}(x), \phi_{-\mu}^{-1}(y))\]

for \(i \in I\),

\[
g_{\lambda}(x)^{1/2}dx = \phi_{-\lambda}^{-1}\text{vol}_d(x)\text{ and } g_{\mu}(y)^{1/2}dy = \phi_{-\mu}^{-1}\text{vol}_d(y).\]

Then

\[
K_h(t, y, z) = \frac{1}{(2\pi h)^n} \int_{\mathbb{R}^n} a_i(t, x, y)a_i(t, x, z)e^{i(\Phi_{\lambda\mu}(t, x, z) - \Phi_{\lambda\mu}(t, x, y))/ht} g_{\lambda}(x)^{1/2}g_{\mu}(z)^{1/2} dx.
\]

The phase function is

\[
\Phi_{\lambda\mu}(t, x, z) - \Phi_{\lambda\mu}(t, x, y) = -(y - z) \cdot \int_0^1 \partial_y \Phi_{\lambda\mu}(t, x, s(z + (1-s)y) ds.
\]
Since $\Omega_\iota \cap \Omega_\iota' \neq \emptyset$, we can change variables
\[ \eta = \eta(t, x, y, z) = - \int_0^1 \partial_y \Phi_{\lambda \mu}(t, x, sz + (1-s)y) \, ds \iff x = \hat{x}(t, y, \eta, z) \] (4.10)
by Lemma 4.8 and obtain
\[ K'_h(t, y, z) = \frac{1}{(2\pi \hbar)^n} \int_{\mathbb{R}^n} a_{\iota}(t, x, y) a_{\iota'}(t, \hat{x}, z) e^{i\eta(y-z)/\hbar} g_\lambda(x)^{1/2} g_\mu(z)^{1/2} \left| \det \frac{\partial \eta}{\partial x} \right|^{-1} \, d\eta. \] (4.11)

This is an integral kernel of the $(\hbar t)$-pseudodifferential operator with symbol
\[ \tilde{b}_{\iota\iota'}(t, y, \eta, z) := a_{\iota}(t, \hat{x}, y) a_{\iota'}(t, \hat{x}, z) g_\lambda(\hat{x})^{1/2} g_\mu(z)^{1/2} \left| \det \frac{\partial \eta}{\partial x}(t, \hat{x}, y, z) \right|^{-1}. \] (4.12)

In other words, (4.11) is equivalent to
\[ K'_h(t, y, z) = \frac{1}{(2\pi \hbar)^n} \int_{\mathbb{R}^n} \tilde{b}_{\iota\iota'}(t, y, \eta, z) e^{i\eta(y-z)/\hbar} \, d\eta. \] Hence the symbol $b_{\iota\iota'}(\hbar t; t, y, \eta)$ satisfies
\[ \int_{\mathbb{R}^n} K'_h(t, y, z) u(z) \, dz = b_{\iota\iota'}(\hbar t; t, y, \hbar t D_y) u(y) \] (4.13)
for all $u \in C^\infty(M)$. (See Theorem 4.20 in [Zwo].) This symbol $b_{\iota\iota'}(\hbar t; t, y, \eta)$ has an asymptotic expansion
\[ b_{\iota\iota'}(\hbar t; t, y, \eta) = \sum_{j=0}^N (\hbar t)^j b_{\iota\iota', j}(t, y, \eta) + O_{S^{1, 0}_I}((\hbar t)^{N+1}), \] (4.14)
where
\[ b_{\iota\iota', j}(t, y, \eta) := \frac{(-i)^j}{j!} (\partial_z, \partial_{\eta})^j \tilde{b}_{\iota\iota'}(t, y - \frac{z}{2}, \eta, y + \frac{z}{2}) \bigg|_{z=0}. \] (4.15)

We claim that $\partial_x^l \partial_y^\alpha \partial_{\eta}^\beta a(0, x, x) = 0$ for all $x \in M$ and $l + |\alpha| + |\beta| \leq 2J + L$ implies $\hat{x}(0, \eta, y)_{|t=0, \eta=0} = 0$ for all $j \leq J$ and $|\alpha| + l \leq L$. Firstly, we have
\[ \hat{x}(0, y, 0, y) = y \] (4.16)
by
\[ \eta(0, y, y, y) = - \int_0^1 \partial_y \Phi_{\lambda \mu}(t, y, y) \, ds = 0 \]
and the definition (4.10) of \( \dot{x}(0, y, 0, y) \). Secondly, by (4.12) and (4.16), 
\[ \partial^l \partial^\alpha \partial_x^2 a(0, x, x) = 0 \] for all \( x \in M \) and \( l + |\alpha| + |\beta| \leq 2J + L \) implies \( \partial^l \partial^\alpha \partial_x^2 \tilde{b}_{i j}(t, y, \eta, z)|_{t=0, y=z=0} = 0 \) for all \( l + |\alpha| + |\beta| + |\gamma| \leq 2J + L \). Finally, by the formula (4.15) of \( b_{i j}(t, y, \eta) \), \( \partial^l \partial^\alpha \partial_x^2 \tilde{b}_{i j}(t, y, \eta, z)|_{t=0, y=z=0} = 0 \) for all \( l + |\alpha| + |\beta| + |\gamma| \leq 2J + L \) implies that \( \partial^l \partial^\alpha \partial_x^2 b_{i j}(t, y, \eta)|_{t=0, y=0} = 0 \) for all \( j \leq J \) and \( |\alpha| + l \leq L \). Thus the claim is proved.

In particular, we set \( j = 0 \) in (4.15) and obtain
\[
b_{i j}(t, y, \eta) = \frac{(a_t a_j)(t, \dot{x}(t, y, \eta), y) g_{\lambda}(\dot{x}(t, y, \eta))^{1/2} g_{\mu}(z)^{1/2}}{|\det \partial_{\eta}(t, \dot{x}(t, y, \eta), y, y)|}. \tag{4.17}
\]
Since \( \dot{x}(t, y, \eta, y) = x \) if and only if \( \eta = -\partial_y \Phi_{\lambda}(t, x, y) \) by the definition (4.10) of \( \dot{x}(t, y, \eta, z) \), we have
\[
\dot{x}(t, y, \eta, y) = \phi_{\lambda}(q^* (t, \tilde{\phi}^{-1}(y, \eta))).
\]
Here \( \tilde{\phi}_{\mu} : T^* U_{\mu} \to V_{\mu} \times \mathbb{R}^n \) is the canonical coordinates in \( T^* M \) associated with the local coordinates \( \phi_{\mu} : U_{\mu} \to V_{\mu} \). Moreover
\[
\frac{\partial \eta}{\partial x_k}(t, \phi_{\lambda}(q^* (t, \tilde{\phi}^{-1}(y, \eta))), y, y) = -\frac{\partial^2 \Phi_{\lambda \mu}}{\partial x_k \partial y_j}(t, \phi_{\lambda}(q^* (t, \tilde{\phi}^{-1}(y, \eta))), y) \tag{4.18}
\]
by differentiating both sides of \( \eta = \partial_y \Phi_{\lambda}(t, x, y) \) by \( x \) and substituting \( x = \dot{x}(t, y, \eta, y) = \phi_{\lambda}(q^* (t, \tilde{\phi}^{-1}(y, \eta))) \). Hence by (4.18) and the definition (3.18), we obtain
\[
g_{\lambda}(\dot{x}(t, y, \eta))^{1/2} g_{\mu}(y)^{1/2} \left| \det \frac{\partial \eta}{\partial x_k}(\dot{x}(t, y, \eta)) \right|^{-1} = |D_{\Phi}(t, q^* (t, \tilde{\phi}^{-1}(y, \eta)), \phi_{\mu}^{-1}(y))|^{-1}.
\]
Therefore, recalling (4.17), we obtain a formula of the principal symbol \( b_{i j}(t, y, \eta) \) of the \((ht)\)-pseudodifferential operator \( \tilde{\phi}^{-1}_{\mu} T_h[\kappa, a](t)^* T_h[\kappa', a](t) \phi_{\mu}^* \)
\[
b_{i j}(t, y, \eta) = \tilde{\phi}^{-1}_{\mu} \left( \frac{(\kappa, \kappa', a^2)(q^* (t, x, y), y)}{|D_{\Phi}(t, q^* (t, x, y))|} \right).
\]
Since the set
\[
K_{i j} := \{ y \in M \mid \exists x \in M \text{ s.t. } (x, y) \in \text{supp } \kappa \cup \text{supp } \kappa' \} \subset V_{\mu}
\]
is compact, we can take \( \chi_{i j} \in C_c^\infty (V_{\mu}) \) such that \( \chi_{i j} = 1 \) on \( K_{i j} \). The support of the integral kernel
\[
(y, z) \mapsto \frac{1}{(2\pi h t)^{n/2}} \int_M a(t, x, y) b(t, x, z) e^{i (\Phi(t, x, z) - \Phi(t, x, y))/h t} \text{vol}_y(x)
\]
of the operator $T_h[k, a](t)^* T_h[k', a](t)$ is included in the set
$$B := \{(y, z) \in M \times M \mid \exists x \in M \text{ s.t. } (x, y) \in \text{supp } \kappa_i, (x, z) \in \text{supp } \kappa_{i'}\}$$
Since $B \subset K_{i,i'} \times K_{i,i'}$, we have
$$T_h[k, a](t)^* T_h[k', a](t) = \chi_{i,i'} T_h[k, a](t)^* T_h[k', a](t) \chi_{i,i'}$$
$$= \chi_{i,i'} \phi_{\mu}^* b_{i,i'}^w(h \tau; t, y, h t D_y) \phi_{\mu}^{-1*} \chi_{i,i'}$$
recalling (4.13). \qed

### 4.5 Proof of Theorem 4.6, Theorem 4.1 and Theorem 4.2

Now we are ready to the proof of the estimates of oscillatory integral operators in Subsection 4.1. In the following we fix $\{\Omega_{i}\}_{i \in I}$ as in Theorem 4.9. For each $(i, i') \in I \times I$ such that $\Omega_i \cap \Omega_{i'} \neq \emptyset$, we fix $(\lambda, \mu) \in \Lambda \times \Lambda$ in the statement 2 of Theorem 4.9 and denote by $(\lambda_{i,i'}, \mu_{i,i'})$.

**Proof of Theorem 4.6.** By Theorem 4.9, we can represent $T_h[a](t)^* T_h[a](t)$ as
$$T_h[a](t)^* T_h[a](t) = \sum_{\Omega_i \cap \Omega_{i'} \neq \emptyset} \chi_{i,i'} \phi_{\mu}^* b_{i,i'}^w(h \tau; t, y, h t D_y) \phi_{\mu}^{-1*} \chi_{i,i'} + \sum_{\Omega_i \cap \Omega_{i'} = \emptyset} T_h[k, a](t)^* T_h[k', a](t).$$

(4.19)

Here we put $\phi_{\mu} := \phi_{\mu,\cdot}$. The second term is in $(h \tau)^\infty \Psi_{h,t}^{-\infty}$ since $T_h[k, a](t)^* T_h[k', a](t)$ with $\Omega_i \cap \Omega_{i'} = \emptyset$ is a composition of oscillatory integral operators with amplitudes with disjoint supports and thus we can apply Theorem 4.7. Hence by the definition of semiclassical pseudodifferential operators (4.4), $T_h[a](t)^* T_h[a](t)$ is an $(ht)$-pseudodifferential operator of class $\Psi_{h,t}^{0}$. The principal symbol is

$$\sum_{\Omega_i \cap \Omega_{i'} \neq \emptyset} \chi_{i,i'}(y) \left( \frac{\{\lambda_{i,i'}, \kappa_{i,i'}| a|^2 \}^2}{|D_{\Phi}(t, q^* (t, x, y), y)|} \right) = \left| a(q^* (t, x, y), y) \right| \left| D_{\Phi}(t, q^* (t, x, y), y) \right|$$

by the definition (4.5) of the principal symbol and the formula (4.9). \qed

**Proof of Theorem 4.1.** We define $A_h(t) := T_h[a](t)^* T_h[a](t)$. Then
$$\|T_h[a](t)\|_{L^2(M) \rightarrow L^2(M)} = \|A_h(t)\|_{L^2(M) \rightarrow L^2(M)}.$$  

(4.20)

Now we carry out the argument in Proposition E.24 in [D-Z]. Since $a \in C^\infty_c([0, t_0] \times N)$, the Schwartz kernel of $A_h(t)$ is compactly supported. Take the supremum of the principal symbol of $A_h(t)$:

$$M(t) := \left\| \frac{\{a(t, q^* (t, x, y), y)\}^2}{|D_{\Phi}(t, q^* (t, x, y), y)|} \right\|_{L^\infty(T^* M)}.$$  
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Then the principal symbol of the \((\hbar t)\)-pseudodifferential operator \(M(t)^2 - A_h(t)^*A_h(t)\) is calculated as

\[
\sigma_{\hbar t}(M(t)^2 - A_h(t)^*A_h(t)) = M(t)^2 - \left| \frac{|a(q^*(t, x, \eta), y)|^2}{|D_\theta(t, q^*(t, x, \eta), y)|} \right|^2 \geq 0
\]

for all \((t, y, \eta)\). Since \(M(t)^2 - A_h(t)^*A_h(t)\) has a compact support (recall that we assumed the compactness of \(M\)), we can apply the sharp Gårding inequality (Theorem 4.5) and obtain

\[
\langle (M(t)^2 - A_h(t)^*A_h(t))u, u \rangle_{L^2(M)} \geq -C\hbar t\|u\|_{L^2(M)}^2.
\]

Hence

\[
\|A_h(t)u\|_{L^2(M)}^2 \leq M(t)^2\|u\|_{L^2(M)}^2 + C\hbar t\|u\|_{L^2(M)}^2 \leq (M(t)^2 + C\hbar t)\|u\|_{L^2(M)}^2.
\]

Since this holds for all \(u \in L^2(M)\), we have

\[
\|A_h(t)\|_{L^2(M) \to L^2(M)} \leq \sqrt{M(t)^2 + C\hbar t}.
\]

Thus by (4.20), we obtain

\[
\|T_h[a](t)\|_{L^2(M) \to L^2(M)}^4 = \|A_h(t)\|_{L^2(M) \to L^2(M)}^2 \leq M(t)^2 + C\hbar t.
\]

**Proof of Theorem 4.2.** We divide the proof into 7 steps.

**Step 1.** As in the proof of Theorem 4.6, we employ the decomposition (4.19). Then

\[
\|T_h[a](t)\|_{H^{\kappa/2} \to L^2}^2 = \|T_h[a](t)(1 - \hbar^2 \Delta_g)^{-s/4}\|_{L^2 \to L^2}^2 = \|((1 - \hbar^2 \Delta_g)^{-s/4}T_h[a](t)^*T_h[a](t)(1 - \hbar^2 \Delta_g)^{-s/4}\|_{L^2 \to L^2}^2
\]

\[
\leq C \sum_{\Omega_i \cap \Omega_i', \neq \emptyset} \||b^{\kappa}_{\alpha'}(ht; t, y, \hbar D_y)||_{H^{\kappa/2}_{\hbar} \to H^{-s/4}_{\hbar}}^2 + \sum_{\Omega_i \cap \Omega_i', \neq \emptyset} \||T_h[a](t)^*T_h[a](t)(1 - \hbar^2 \Delta_g)^{-s/4}\|_{L^2 \to L^2}^2
\]

\[
\leq C \sum_{\Omega_i \cap \Omega_i', \neq \emptyset} \||b^{\kappa}_{\alpha'}(ht; t, y, \hbar D_y)||_{H^{\kappa/2}_{\hbar} \to H^{-s/4}_{\hbar}}^2 + \sum_{\Omega_i \cap \Omega_i', \neq \emptyset} \||T_h[a](t)^*T_h[a](t)||_{L^2 \to L^2}^2
\]

for some constant \(C > 0\) independent of \(t \in [0, t_0/2]\) and \(\hbar \in (0, 1]\).

**Step 2.** We first consider the case \(\Omega_i \cap \Omega_i' = \emptyset\). In this case, \(T_h[k, a](t)^*T_h[k, a](t)\) is in the class \((\hbar t)^{\infty} \Psi^{-\infty}_{\hbar, L} \Psi^{\infty}_{\hbar, L}\) by Theorem 4.7. Since \(M\) is compact, this leads to the boundedness of the operator:

\[
\|T_h[a](t)^*T_h[a](t)||_{L^2(M) \to L^2(M)} \leq \|K_{\alpha'}(ht; t, \cdot, \cdot)||_{L^2(M \times M)} \leq \text{Vol}(M)\|K_{\alpha'}(ht; t, \cdot, \cdot)||_{L^\infty(M \times M)} \leq C(\hbar t)^{J+1}.
\]
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Here \( K_{\alpha'}(ht, t', \cdot) \) is the integral kernel of \( T_h[\kappa, a](t)^*T_h[\kappa, a](t) \) and \( \text{Vol}(M) \) is the volume of \( M \) with respect to the metric \( g \).

**Step 3.** Next we consider the case \( \Omega_0 \cap \Omega_\tau \neq \emptyset \). Assume that 
\[
\partial_t^l \partial_x^\alpha \partial_y^\beta a(0, x, y)|_{x=y} = 0 \quad \text{for all} \quad x \in M \text{ and } l + |\alpha| + |\beta| \leq 2J + L.
\]
This assumption implies \( \partial_t^l \partial_x^\alpha b_{\alpha', j}(0, y, 0) = 0 \) for all \( l + |\alpha| \leq L \) and \( j \leq J \) by the statement 2 of Theorem 4.9. Then, by the Taylor theorem, we have 
\[
\frac{1}{L!} \sum_{|\alpha|+l=L+1} t^l \eta^\alpha \left( \frac{L+1}{l} \right) \int_0^1 (1-s)^l t^l \partial_x^\alpha \partial_y^\beta b_{\alpha', j}(st, y, s\eta) \, ds
\]
for all \( j \leq J \). We define 
\[
c_{\alpha', j\alpha}(t, y, \eta) := \frac{1}{L!} \left( \frac{L+1}{l} \right) \int_0^1 (1-s)^l t^l \partial_x^\alpha \partial_y^\beta b_{\alpha', j}(st, y, s\eta) \, ds.
\]
Then 
\[
b_{\alpha', j}(t, y, \eta) = \sum_{|\alpha|+l=L+1} t^l \eta^\alpha c_{\alpha', j\alpha}(t, y, \eta) \quad (4.23)
\]
holds for all \( (t, y, \eta) \in [-t_0/2, t_0/2] \times \mathbb{R}^{2n} \). We can take a large \( R > 0 \) such that 
\[
\bigcup_{|\eta| \leq R} \text{supp } b_{\alpha', j}(t, \cdot, \cdot) \subset \{ |\eta| \leq R \}. \quad (4.24)
\]

The existence of such \( R > 0 \) is proved as follows. The formula (4.15) implies that 
\[
\text{supp } b_{\alpha', j}(t, \cdot, \cdot) \subset \{ (y, \eta) \in \mathbb{R}^{2n} \mid (t, y, \eta, y) \in \text{supp } \tilde{b}_{\alpha'} \}. \quad (4.25)
\]
Next we recall the formula (4.12) and the definition (4.10) of \( \tilde{x}(t, y, \eta, z) \) and obtain 
\[
\{ (y, \eta) \in \mathbb{R}^{2n} \mid (t, y, \eta, y) \in \text{supp } \tilde{b}_{\alpha'} \} \subset \{ (y, \eta) \in \mathbb{R}^{2n} \mid (t, \tilde{x}(t, y, \eta, y), y) \in \text{supp } a_{\alpha'} \}. \quad (4.26)
\]
for all \([-t_0/2, t_0/2] \). (4.25) and (4.26) imply that 
\[
\text{supp } b_{\alpha', j}(t, \cdot, \cdot) \subset \{ (y, \eta) \in \mathbb{R}^{2n} \mid (t, \tilde{x}(t, y, \eta, y), y) \in \text{supp } a_{\alpha'} \} \quad (4.27)
\]
for all \([t_0/2, t_0/2] \). Let \( x = \tilde{x}(t, y, \eta, y) \). Then by the definition (4.10) of \( \tilde{x}(t, y, \eta, y) \) implies \( \eta = -\partial_y \Phi_{\lambda}(t, x, y) \). Thus if \( (t, \tilde{x}(t, y, \eta, y), y) \in \text{supp } a_{\alpha'} \), then 
\[
\eta \in \{ -\partial_y \Phi_{\lambda}(t, x, y) \mid (t, x, y) \in \text{supp } a_{\alpha'} \}. \quad (4.28)
\]
The right hand side of (4.28) is an image of the compact set \( \text{supp } a_{\alpha'} \) by the continuous map \( -\partial_y \Phi_{\lambda}(t, x, y) \). Thus it is a compact set. Hence we can take \( R > 0 \) such that 
\[
\{ (t, y, \eta) \in [-t_0/2, t_0/2] \times \mathbb{R}^{2n} \mid (t, \tilde{x}(t, y, \eta, y), y) \in \text{supp } a_{\alpha'} \} \subset \{ (t, y, \eta) \in [-t_0/2, t_0/2] \times \mathbb{R}^{2n} \mid |\eta| \leq R \}. \quad (4.29)
\]
Combining (4.27) and (4.29), we obtain

$$\text{supp} b_{\alpha',\beta,\gamma}(t, \cdot, \cdot) \subset \{(y, \eta) \in \mathbb{R}^{2n} \mid |\eta| \leq R\}$$

for all $t \in [-t_0/2, t_0/2]$. Thus (4.24) is proved.

**Step 4.** In the following steps, we should forget that $t$ sometimes behaves like “a semiclassical parameter.” We consider the semiclassical Weyl quantization of the symbol

$$(tn)^\alpha c_{\alpha',\beta,\gamma}(t, y, \eta).$$

We show that for all multiindices $\alpha$, $\beta$ and $\gamma$, there exists $C_{\alpha,\beta,\gamma} > 0$ such that

$$|\partial_y^\alpha \partial_\eta^\gamma ((tn)^\alpha c_{\alpha',\beta,\gamma}(t, y, \eta))| \leq C_{\alpha,\beta,\gamma} t^{s_\alpha} (1 + |\eta|)^s$$

(4.30)

holds for all $y \in \mathbb{R}^n$, $t \in (0, t_0]$, and $|\eta| \leq R/t$. For any multiindices $\alpha$, $\beta$ and $\gamma$, and $y \in \mathbb{R}^n$ and $|\eta| \leq R/t$, we have

$$|\partial_y^\alpha \partial_\eta^\gamma ((tn)^\alpha c_{\alpha',\beta,\gamma}(t, y, \eta))| = |t^{\gamma} |\partial_y^\alpha \partial_\eta^\gamma (\tilde{\eta}^\alpha c_{\alpha',\beta,\gamma}(t, y, \tilde{\eta}))|_{\tilde{\eta}=tn}|$$

$$\leq C_{\alpha,\beta,\gamma} t^{\gamma} \sum_{\gamma' \leq \gamma} |t^{(\alpha-\gamma)+|\gamma'|} (\partial_\eta^\gamma - \gamma' \eta^\alpha) (\partial_y^\alpha \partial_\eta^{\gamma'} c_{\alpha',\beta,\gamma}(t, y, \eta))|$$

$$\leq C_{\alpha,\beta,\gamma} \sum_{0 \leq \gamma' \leq \gamma} t^{(\alpha+|\gamma'|)|\eta| (\alpha-\gamma)+|\gamma'|} |c_{\alpha',\beta,\gamma}|_{\beta,\gamma'}.$$  (4.31)

Here

$$|c_{\alpha',\beta,\gamma}|_{\beta,\gamma'} := \sup_{t \in [-t_0, t_0]} |\partial_y^\alpha \partial_\eta^{\gamma'} c_{\alpha',\beta,\gamma}(t, y, \eta)| < \infty.$$

If $|\alpha| - |\gamma| + |\gamma'| \geq s (\geq s_\alpha)$, then for $|tn| \leq R$,

$$t^{(\alpha+|\gamma'|)|\eta| (\alpha-\gamma)+|\gamma'|} t^{\gamma|\eta| (\alpha-\gamma)+|\gamma'|} \leq t^{|(\alpha-\gamma)+|\gamma'|} R^{(\alpha-\gamma)+|\gamma'|} t^{s_\alpha} |\eta|^{s_\alpha}$$

$$\leq C_{\alpha,\beta,\gamma} t^{s_\alpha} (1 + |\eta|)^s$$

(4.32)

holds.

If $0 \leq |\alpha| - |\gamma| + |\gamma'| < s$, then, recalling $s_\alpha \leq |\alpha|$, we obtain

$$t^{(\alpha+|\gamma'|)|\eta| (\alpha-\gamma)+|\gamma'|} \leq t^{|(\alpha-\gamma)+|\gamma'|} t^{s_\alpha} (1 + |\eta|)^s \leq t^{|(\alpha-\gamma)+|\gamma'|} t^{s_\alpha} (1 + |\eta|)^s$$

$$\leq C_{\alpha,\beta,\gamma} t^{s_\alpha} (1 + |\eta|)^s.$$  (4.33)

for all $|tn| \leq R$. Thus, by (4.32) and (4.33), $|\alpha| - |\gamma| + |\gamma'| \geq 0$ implies that there exists a constant $C_{\alpha,\beta,\gamma} > 0$ such that the inequality

$$t^{(\alpha+|\gamma'|)|\eta| (\alpha-\gamma)+|\gamma'|} \leq C_{\alpha,\beta,\gamma} t^{s_\alpha} (1 + |\eta|)^s$$

(4.34)
holds for all \( t \in (0, t_0/2] \) and \( |\eta| \leq R/t \). Therefore the inequalities (4.31) and (4.34) imply

\[
|\partial_y^\beta \partial_\eta^\gamma ((t\eta)^{s} c_{\iota', j_\alpha}(t, y, t\eta))| \\
\leq C_{\alpha \beta \gamma} \sum_{0 \leq \gamma' \leq \gamma} t^{\alpha|+|\gamma'|+|\eta|} |\partial_y^{\alpha} \partial_\eta^{\gamma'} c_{\iota', j_\alpha}(t, \cdot, \cdot)|_{\beta, \gamma'} \\
\leq C_{\alpha \beta \gamma} t^{s_0} (1 + |\eta|)^s.
\]

The inequality (4.30) is proved.

**Step 5.** By (4.23) \((\eta \) is replaced by \( t\eta \)) and (4.30), the derivatives of \( b_{\iota', j}(t, y, t\eta) \) are estimated as

\[
|\partial_y^\beta \partial_\eta^\gamma (b_{\iota', j}(t, y, t\eta))| \leq \sum_{|\alpha| + l = L + 1} t^l |\partial_y^\beta \partial_\eta^\gamma ((t\eta)^{s} c_{\iota', j_\alpha}(t, y, t\eta))| \\
\leq C_{\beta, \gamma} (1 + |\eta|)^s \sum_{|\alpha| + l = L + 1} t^{l+s_0} \tag{4.35}
\]

provided \( |t\eta| \leq R \). Since \( b_{\iota', j}(t, y, t\eta) = 0 \) if \( |t\eta| > R \) by (4.24), the above inequality (4.35) holds for all \((y, \eta) \in \mathbb{R}^n \).

The inequality (4.35) means that the family

\[
\left\{ \left( \sum_{|\alpha| + l = L + 1} t^{l+s_0} \right)^{-1} b_{\iota', j}(t, y, t\eta) \right\}_{t \in (0, t_0]}
\]

is bounded in the symbol class

\[
S_{0,0}^s := \left\{ a(x, \xi) \in C^\infty(\mathbb{R}^n \times \mathbb{R}^n) \left| \left\|(1 + |\xi|)^{-m} \partial_x^\alpha \partial_\xi^\beta a(x, \xi) \right\|_{L^\infty} < \infty \right. \right. \\
\text{for all } \alpha, \beta \in \mathbb{N}_0^n \}
\]

Thus there exists a constant \( C > 0 \) such that

\[
\|b_{\iota', j}(t, y, hD_y)\|_{H^{s/2}_h \rightarrow H^{-s/2}_h} \leq C \sum_{|\alpha| + l = L + 1} t^{l+s_0}. \tag{4.36}
\]

for all \( t \in (0, t_0/2] \) and \( h \in (0, 1] \) (see Theorem 8.10 in [Zwo]).

**Step 6.** The remainder term

\[
b_{\iota', j}(ht; t, y, t\eta) := (ht)^{-\iota-1} \left( b_{\iota', j}(ht; t, y, t\eta) - \sum_{j=0}^j (ht)^j b_{\iota', j}(t, y, t\eta) \right)
\]

of the asymptotic expansion (4.8) is bounded in \( S_{1,0}^s \) by the definition of asymptotic expansions. Thus

\[
\|b_{\iota', j}(ht; t, y, hD_y)\|_{H^{s/2}_h \rightarrow H^{-s/2}_h} \leq C \tag{4.37}
\]
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for some constant $C > 0$ independent of $t \in (0, t_0/2]$ and $\hbar \in (0, 1]$. Hence, by combining (4.36) and (4.37), we obtain

$$
\| b_{\omega'}^{w}(\hbar t; t, y, \hbar t D_y) \|_{H^s/2 \to H^{-s/2}} \leq \sum_{j=0}^{J} (\hbar t)^{j} \| b_{\omega'}^{w}(t, y, \hbar t D_y) \|_{H^s/2 \to H^{-s/2}}
$$

\[ + (\hbar t)^{J+1} \| \tilde{b}_{\omega'}^{w}(\hbar t; t, y, \hbar t D_y) \|_{H^s/2 \to H^{-s/2}} \]

\[ \leq C \sum_{j=0}^{J} \sum_{|\alpha|+l=L+1} \hbar^j t^{l+s_{\alpha}} + O((\hbar t)^{J+1}) \]

\[ \leq C \left( \sum_{|\alpha|+l=L+1} t^{l+s_{\alpha}} + (\hbar t)^{J+1} \right) \quad (4.38) \]

for some $C < 0$ independent of $t \in (0, t_0/2]$ and $\hbar \in (0, 1]$.  

**Step 7.** Finally we substitute (4.22) and (4.38) to (4.21), we obtain

$$
\| T_{\hbar}(a)(t) \|_{H^s/2 \to L^2} \leq C \sum_{\Omega_i \cap \Omega_j \neq \emptyset} \| b_{\omega'}^{w}(\hbar t; t, y, \hbar t D_y) \|_{H^s/2 \to H^{-s/2}}
$$

\[ + \sum_{\Omega_i \cap \Omega_j = \emptyset} \| T_{\hbar}(a_i)(t)^* T_{\hbar}(a_i')(t) \|_{L^2 \to L^2} \]

\[ \leq C \left( \sum_{|\alpha|+l=L+1} t^{l+s_{\alpha}} + (\hbar t)^{J+1} \right) + C(\hbar t)^{J+1} \]

\[ \leq C \left( \sum_{|\alpha|+l=L+1} t^{l+s_{\alpha}} + (\hbar t)^{J+1} \right) \].

The proof is completed. \qed

# 5 Definition of short-time approximate solution

## 5.1 Precise definition of short-time approximate solution

We have proved in Section 3 that the action $S(t, x, y)$ and the Morette-Van Vleck determinant $D(t, x, y)$ are well-defined and have suitable properties. Thus we can define a short-time approximate solution to the modified Schrödinger equation.

**Definition 5.1.** We fix $[-t_0, t_0] \times N \subset \mathbb{R} \times M \times M$ as in Theorem 3.2. Then for $\chi \in C^\infty_c(N; [0, 1])$ with $\chi = 1$ near $\text{diag}(M)$ and $t \in (0, t_0]$ and $t \in (0, t_0]$, we define

$$
E_{\hbar}^\chi(t)u(x) := \frac{1}{(2\pi i \hbar)^n/2} \int_M \chi(x, y) \sqrt{D(t, x, y)} e^{iS(t, x, y)/\hbar} u(y) \text{vol}_g(y).
$$

If $\chi$ is obvious from the context, we denote $E_{\hbar}^\chi(t)$ by $E_{\hbar}(t)$. 
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5.2 Proof of Proposition 2.1

Proof of (i). This is an immediate consequence of the Lebesgue dominated convergence theorem.

Proof of (ii). Fix $u \in C^\infty(M)$ and $x \in M$. By Theorem 3.11, we have

$$E_h(t)u(x) = \frac{1}{(2\pi \hbar t)^{n/2}} \int_M \chi(x,y) \sqrt{D_\Phi(t,x,y)} e^{it\Phi(t,x,y)/\hbar} e^{id(x,y)^2/2\hbar t} u(y) \text{vol}_g(y).$$

Since we are only interested in the behavior in $t \to +0$, we fix the semiclassical parameter $\hbar > 0$. We regard $\chi(x,y) \sqrt{D_\Phi(t,x,y)} e^{it\Phi(t,x,y)/\hbar} u(y)$ as an amplitude and $d(x,y)^2/2\hbar$ as a phase function. We apply the method of stationary phase (see [Hör1] for example) as $t \to +0$. Then there exists a constant $C_\hbar > 0$ ($C_\hbar$ may diverge as $\hbar \to +0$) such that

$$\left\| E_h(t)u(x) - \frac{\sqrt{D_\Phi(t,x,x)}}{|\text{Hess}_{g,y}\Phi(0,x,x)|^{1/2}} e^{it\Phi(t,x,x)/\hbar} u(x) \right\|_{L^\infty(M)} \leq C_\hbar t$$

for small $t \ll t_0$. Here we used the fact that $d_g(d(x,y)^2) = 0$ if and only if $x = y$ provided $(x,y) \in N$. The weighted Hessian

$$\text{Hess}_{g,y}\Phi(0,x,x) := \det(g_{ij}(x))^{-1} \det(\partial^2_{ij}\Phi(0,x,y))|_{y=x},$$

which is independent of the choice of local coordinates near $x$, is equal to 1. Thus

$$\|E_h(t)u - u\|_{L^2(M)} \leq C\|(\sqrt{D_\Phi(t,x,x)} e^{it\Phi(t,x,x)/\hbar} - 1)u(x)\|_{L^2(M)} + C_\hbar t.$$

Since $\|D_\Phi\|_{L^\infty(M \times N)} < \infty$ and $D_\Phi(0,x,x) = 1$ by Proposition 3.12, we can apply the Lebesgue dominated convergence theorem as $t \to +0$ and obtain

$$\lim_{t \to +0} \|E_h(t)u - u\|_{L^2(M)} = 0.$$

(iii) is an immediate consequence of the following lemma.

Lemma 5.2. Let $u \in C^\infty(M)$. Then $t \in (0,t_0] \mapsto E_h(t)u \in L^2(M)$ is differentiable in $L^2$ and its derived function is the pointwise derivative $v(t,x) := \partial_t(E_h(t)u(x))$. Moreover $t \in (0,t_0] \mapsto v(t,\cdot) \in L^2(M)$ is continuous in $L^2(M)$.

Proof. $v(t,x)$ is the form

$$v(t,x) = \int_M b_h(t,x,y)e^{i\Phi(t,x,y)/\hbar} u(y) \text{vol}_g(y),$$

where

$$b_h(t,x,y) = \frac{\chi(x,y)}{(2\pi \hbar t)^{n/2}} \left( \frac{\partial}{\partial t} (\sqrt{D(t,x,y)}) + i \frac{\hbar}{\hbar} \sqrt{D(t,x,y)} \frac{\partial S(t,x,y)}{\partial t} (t,x,y) \right).$$
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We only have to note that \( b_h \in C^\infty((0,t_0] \times \mathbb{N}) \). By the Lebesgue dominated convergence theorem, the mapping
\[
t \in (0,t_0) \mapsto v(t,\cdot) \in L^2(M)
\]
is continuous in \( L^2 \). Thus we can consider the Riemann integral in the \( L^2 \):
\[
w(t,s) := \int_s^t v(\sigma,\cdot) \, d\sigma \in L^2(M)
\]
for \( s,t \in (0,t_0] \). We prove that \( E(t)u - E(s)u = w(t,s) \). Let \( \varphi \in C^\infty(M) \) be an arbitrary test function. Since we can change the order of the integration and the inner product, we have
\[
\langle w(t,s),\varphi \rangle_{L^2(M)} = \left\langle \int_s^t v(\sigma,\cdot) \, d\sigma, \varphi \right\rangle_{L^2(M)} = \int_s^t \langle v(\sigma,\cdot),\varphi \rangle_{L^2(M)} \, d\sigma.
\]
By Fubini’s theorem, we have
\[
\int_s^t \langle v(\sigma,\cdot),\varphi \rangle_{L^2(M)} \, d\sigma = \int_M \text{vol}_g(x) \overline{\varphi(x)} \int_s^t \, d\sigma \, v(\sigma,x)
\]
\[
= \int_M (E_h(t)u(x) - E_h(s)u(x)) \overline{\varphi(x)} \text{vol}_g(x)
\]
\[
= \langle E_h(t)u - E_h(s)u,\varphi \rangle_{L^2(M)}.
\]
Since \( \varphi \in C^\infty(M) \) is arbitrary, we obtain \( w(t,s) = E_h(t)u - E_h(s)u \).

This fact means that \( t \in (0,t_0) \mapsto E_h(t)u \in L^2(M) \) is differentiable in the \( L^2 \) norm topology and the derived function
\[
t \in (0,t_0) \mapsto \frac{\partial}{\partial t} E_h(t)u = v(t,\cdot) \in L^2(M)
\]
is continuous in \( L^2(M) \).

\section{Proof of stability and consistency}

We prove Theorem 2.2 in this section. We take \( \delta := t_0/2 > 0 \). We prove that this \( \delta \) is a required one in the statements in Theorem 2.2.

\subsection{Proof of stability}

\textit{Proof.} We apply Theorem 4.1 to \( E_h(t) \), setting \( a = \sqrt{D\Phi} \). Then we have
\[
\|E_h(t)\|_{L^2(M)}^4 \leq \left\| |\chi(q_1(t,y,\eta),y)|^2 |D\Phi(t,q_1(t,y,\eta),y)| \right\|_{L^\infty(T^*M)}^2 + Cht
\]
\[
= \|\chi(q_1(t,y,\eta),y)\|_{L^\infty(T^*M)}^2 + Cht \leq 1 + Cht \leq e^{Cht}.
\]
Hence we obtain
\[
\|E_h(t)\|_{L^2(M)}^4 \leq e^{Cht}
\]
for all \( t \in (0,t_0/2] \) and \( h \in (0,1] \).
6.2 Proof of consistency

First we confirm that the integral kernel of $E_h(t)$ satisfies the modified Schrödinger equation approximately.

**Proposition 6.1.** We have

$$
\left( ih\frac{\partial}{\partial t} - \tilde{H}_h \right)(\sqrt{D} e^{iS/h}) = (\hbar^2 t^{-n/2} r_0(t, x, y) + \hbar t^{-n/2-1} r_{1,h}(t, x, y)) e^{iS/h},
$$

where

$$
r_0(t, x, y) = \chi(x, y) \left( \frac{1}{2} \Delta_x a(t, x, y) - \frac{1}{12} R(x) a(t, x, y) \right) \quad (6.1)
$$

and

$$
r_{1,h}(t, x, y) = g(ia \nabla_x \Phi + \hbar t \nabla_x a, \nabla_x \chi) + \frac{\hbar}{2} a \Delta_x \chi.
$$

**Proof.** By the Leibnitz rule, we have

$$
e^{-iS/h} \left( ih\frac{\partial}{\partial t} - \tilde{H}_h \right) (\sqrt{D} e^{iS/h}) =
$$

$$
- \left( \frac{\partial S}{\partial t} + \frac{1}{2} |\nabla_x S|^2 + V \right) \sqrt{D} \chi
$$

$$
+ ih \left( \frac{\partial \sqrt{D}}{\partial t} + g(\nabla_x S, \nabla_x \sqrt{D}) + \frac{1}{2} \sqrt{D} \Delta_x S \right) \chi
$$

$$
+ \hbar^2 t^{-n/2} r_0(t, x, y) + \hbar t^{-n/2-1} r_{1,h}(t, x, y).
$$

Since $S$ solves the Hamilton-Jacobi equation

$$
\frac{\partial S}{\partial t}(t, x, y) + \frac{1}{2} |\nabla_x S(t, x, y)|^2 + V(x) = 0
$$

by Theorem 3.8 and $D^{1/2}$ satisfies the transport equation

$$
\frac{\partial \sqrt{D}}{\partial t}(t, x, y) + g \left( \nabla_x S(t, x, y), \nabla_x \sqrt{D}(t, x, y) \right)
$$

$$
+ \frac{1}{2} \sqrt{D}(t, x, y) \Delta_x S(t, x, y) = 0
$$

by Theorem 3.14, we obtain the conclusion. 

Recall the definition (4.1) of $T_h[a](t)$ for an amplitude function $a(t, x, y)$:

$$
T_h[a](t) u(x) = \frac{1}{(2\pi i \hbar)^{n/2}} \int_M a(t, x, y) e^{i\Phi(t,x,y)/\hbar} u(y) \text{vol}_y(y).
$$

Then Proposition 6.1 implies

$$
\left( ih\frac{\partial}{\partial t} - \tilde{H}_h \right) (E_h(t) u(x)) = \hbar^2 T_h[r_0](t) u(x) + \hbar t^{-1} T_h[r_{1,h}](t) u(x)
$$
for all $u \in C^\infty(M)$ and $x \in M$. We define an operator $G_h(t)$ as

$$G_h(t)u(x) := h^2 T_h[r_0](t)u(x) + ht^{-1} T_h[r_1](t)u(x)$$

for $u \in C^\infty(M)$. Then

$$\|G_h(t)u\|_{L^2(M)} \leq h^2 \|T_h[r_0](t)u\|_{L^2(M)} + ht^{-1} \|T_h[r_1](t)u\|_{L^2(M)}.$$  \hspace{1cm} (6.2)

In the following we estimate $\|T_h[r_0](t)u\|_{L^2(M)}$ and $\|T_h[r_1](t)u\|_{L^2(M)}$ employing Theorem 4.2.

**Lemma 6.2.** For any $\varepsilon \in [0, 1/2]$, there exists a constant $C > 0$ such that for all $t \in (0, t_0/2]$ and $h \in (0, 1]$, the inequality

$$\|T_h[r_1](t)\|_{H^{1+\varepsilon}(M) \to L^2(M)} \leq Ct^{1+\varepsilon}$$

holds.

**Proof.** Noting that $r_1$ vanishes near $\{0\} \times \text{diag}(M)$, we apply Theorem 4.2 setting $J = 1, L = 2$ and

$$s_\alpha = \begin{cases} 
0 & \text{for } |\alpha| = 0, \\
|\alpha| - 1 + 2\varepsilon & \text{for } 1 \leq |\alpha| \leq 3.
\end{cases}$$

Then there exists a constant $C > 0$ such that

$$\|T[r_1](t)u\|_{L^2(M)}^2 \leq C(t^3 + t^2 + (ht)^{2\varepsilon} + t^{1+2\varepsilon} + t^{2+2\varepsilon} + (ht)^2)\|u\|_{H^{1+\varepsilon}(M)}^2 \leq Ct^{2+2\varepsilon}\|u\|_{H^{1+\varepsilon}(M)}^2$$

holds for all $u \in C^\infty(M)$, $t \in (0, t_0/2]$ and $h \in (0, 1]$. \hfill \Box

Next we estimate $T_h[r_0](t)$.

**Lemma 6.3.** For any $\varepsilon \in [0, 1/2]$, there exists a constant $C > 0$ such that

$$\|T_h[r_0](t)\|_{H^\varepsilon(M) \to L^2(M)} \leq Ct^\varepsilon$$

for all $t \in (0, t_0/2]$ and $h \in (0, 1]$.\hfill 

**Proof.** First, since $r_0(t, x, y) = r_0(0, x, y) + O(t)$ by the Taylor theorem, we have

$$\|T_h[r_0](t)\|_{H^\varepsilon(M) \to L^2} \leq \|T_h[r_0](0, \cdot, \cdot)(t)\|_{H^\varepsilon(M) \to L^2} + O(t).$$

By Theorem 3.15 and the definition (6.1) of $r_0$, $r_0(0, x, x) = 0$ for all $x \in M$. Thus we can apply Theorem 4.2 setting $J = L = 0$ and

$$s_\alpha = \begin{cases} 
0 & \text{for } |\alpha| = 0, \\
2\varepsilon & \text{for } |\alpha| = 1.
\end{cases}$$

Then there exists a constant $C > 0$ such that

$$\|T_h[r_0](0, \cdot, \cdot)(t)\|_{H^\varepsilon(M) \to L^2} \leq C(t + t^{2\varepsilon} + ht) \leq Ct^{2\varepsilon}$$

for all $t \in (0, t_0/2]$ and $h \in (0, 1]$. \hfill \Box
Now we are ready to prove the consistency stated in Theorem 2.2.

Proof of Consistency. Let \( u \in C^\infty(M) \). By Lemma 5.2, the time derivative of \( E_\hbar(t)u \) in \( L^2(M) \) is \( (i\hbar)^{-1}(\hat{H}_\hbar E_\hbar(t)u + G_\hbar(t)u) \). Thus we obtain
\[
G_\hbar(t)u = i\hbar \frac{\partial}{\partial t} E_\hbar(t)u - \hat{H}_\hbar u
\]
as an equation in \( L^2(M) \). We employ Lemma 6.2 and Lemma 6.3 to the inequality (6.2) and obtain
\[
\|G_\hbar(t)u\|_{L^2(M)} \leq C(\hbar^2 \times t^\varepsilon + \hbar t^{-1} \times t^{1+\varepsilon})\|u\|_{H^{1+\varepsilon}_\hbar(M)} \leq Cht^{1+\varepsilon}\|u\|_{H^{1+\varepsilon}_\hbar(M)}
\]
for some constant \( C > 0 \) independent of \( t \in (0,t_0/2], \hbar \in (0,1] \) and \( u \in C^\infty(M) \).
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