Weak universality induced by $Q = \pm 2e$ charges at the deconfinement transition of a (2+1)-d $U(1)$ lattice gauge theory
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Matter-free lattice gauge theories (LGTs) provide an ideal setting to understand confinement to deconfinement transitions at finite temperatures, which is typically due to the spontaneous breakdown (at large temperatures) of the centre symmetry associated with the gauge group. Close to the transition, the relevant degrees of freedom (Polyakov loop) transform under these centre symmetries, and the effective theory only depends on the Polyakov loop and its fluctuations. As shown first by Svetitsky and Yaffe, and subsequently verified numerically, for the $U(1)$ LGT in (2+1)-d the transition is in the 2-d XY universality class, while for the $Z_2$ LGT, it is in the 2-d Ising universality class. We extend this classic scenario by adding higher charged matter fields, and show that the notion of universality is generalized such that the critical exponents $\gamma, \nu$ can change continuously as a coupling is varied, while their ratio is fixed to the 2-d Ising value. While such weak universality is well-known for spin models, we demonstrate this for LGTs for the first time. Using an efficient cluster algorithm, we show that the finite temperature phase transition of the $U(1)$ quantum link LGT in the spin $S = \frac{1}{2}$ representation is in the 2-d XY universality class, as expected. On the addition of $Q = \pm 2e$ charges distributed thermally, we demonstrate the occurrence of weak universality.

Introduction.– Phases of matter at extreme physical conditions of temperature, pressure, and density often challenge our conventional notions and stimulate extensive research, both experimentally and theoretically. Of particular relevance are the physics of the early universe, and the interior of neutron stars. Both scenarios are expected to have a microscopic description through quantum chromodynamics (QCD), a field theory of quarks and gluons [1–4]. As a quantum field theory (QFT), QCD is a strongly interacting theory which confines colour-charging quarks and gluons into colour singlet bound states, through the confinement phenomenon rendering conventional perturbation techniques unsuitable.

Lattice gauge theories (LGT) are non-perturbative formulation of QFTs, where Markov chain Monte Carlo methods are used to compute expectation values of physical observables, and supply the most reliable insights about the strong interaction physics [5]. The possibility of a phase transition out of the confined phase at finite temperatures was explored first using the computationally simpler case of matter-free pure gauge theories. It is universally accepted that pure $SU(3)$ gauge theory has a first order deconfinement phase transition [6, 7], while the $SU(2)$ gauge theory has a second order phase transition [8, 9]. For QCD with physical quark masses, there is only a crossover from the hadronic phase to the deconfined quark gluon plasma phase [10, 11].

The finite temperature phase transition in pure gauge theories can be described using an effective field theory (EFT). Svetitsky and Yaffe (SY) [12] used the insight that the confinement to deconfinement transition in a pure gauge theory is due to the spontaneous breakdown of the global centre symmetry of the gauge group to show the relevant degrees of freedom in the EFT are the Polyakov loop (order parameter), and its fluctuations. Integrating out all other degrees of freedom in the original gauge theory in $(d+1)$-dimensions, they argued that the EFT corresponds to a $d$-dimensional scalar field theory or spin system. The confinement in the original gauge theory ensures that the effective couplings in the spin system are all short ranged. Using universality, they argued that if the effective spin model has a second order transition, then the original gauge theory should also have it. This SY scenario has been verified in different numerical simulations [13–18], and is widely regarded as a success of universality.
In this Letter, we report an extension of the SY approach of understanding the finite temperature phase transition of a (2+1)-d $U(1)$ lattice gauge theory in the presence of higher charges $\pm 2e$ (where $e$ denotes the fundamental unit of charge, which we set to 1 henceforth).

As we will demonstrate using a specific example of a quantum link model (QLM), the presence of the even charges keeps intact only a global $Z_3$ subgroup of the full $U(1)$ centre symmetry. Consequently, the SY prediction of a Berezinskii-Kosterlitz-Thouless (BKT) for the deconfinement transition of the pure $U(1)$ LGT gets modified. Instead, a weak universality phenomenon arises [19], characterized by large values of critical exponents like $\gamma, \nu, \beta$, while others like $\eta, \delta$ defined directly at the critical point, as well as the ratios of the critical exponents are fixed to the 2-d $Z_2$ Ising model. Weak universality has been observed in a variety of systems [20–28], however; we demonstrate this at the finite-temperature deconfinement transition of a LGT for the first time. We perform extensive finite size scaling (FSS) studies on lattices up to (512$a^3$) $^2$ (a denotes the lattice spacing) with very small Trotter steps $\epsilon/J \sim 0.05$ ($J$ denotes a microscopic coupling) to demonstrate the BKT as well as the weak universality scenario at the deconfinement transition in the absence and presence of the $\pm 2$ charges, respectively.

Model, Simulations, and Phase Diagram. – The quantum link gauge theories we consider use quantum spin $S = \frac{1}{2}$ degrees of freedom on the bonds $(x, \mu)$ between the sites of a square lattice. The electric flux operator, $E_{x, \mu} = S_{x, \mu}^3$, takes two values $\pm \frac{1}{2}$ while the gauge fields are the raising (lowering) operators of electric flux: $U^{(\dagger)}_{x, \mu} = S_{x, \mu}^{\ast(-)}$. The Hamiltonian operator is the sum of elementary plaquette terms

$$H = -J \sum_{\square} \left[ (U_{\square} + U^{\dagger}_{\square}) - \lambda(U_{\square} + U^{\dagger}_{\square})^2 \right]$$

where $U_{\square} = U_{x, \mu} U_{x + \mu, \rho} U^{\dagger}_{x + \rho, \bar{\mu}} U^{\dagger}_{x, \bar{\mu}}$. We set the lattice spacing of the square lattice $a$ as well as $J$ to 1 henceforth. Figure 1 (a) shows the set-up of the lattice. The electric fluxes are shown as directed arrows. We note that $U_{\square}(U^{\dagger}_{\square})$ reverses the orientation of the electric flux around the plaquette (clockwise to anticlockwise and vice-versa), while all non-flippable plaquettes are annihilated. The $\lambda$ term is akin to a potential, counting the total number of flippable plaquettes (both clockwise and anticlockwise). The local $U(1)$ symmetry is generated by the Gauss Law operator $G_x = \sum_\mu (E_{x, \mu} - E_{x - \mu, \bar{\mu}})$, and thus divides the Fock space into (exponentially) large number of superselection sectors. The physical states in the vacuum sector satisfy $G_x |\psi\rangle = 0$ (six allowed states for each vertex of the square lattice) for all sites $x$. Additionally, the presence of $Q = \pm 2$, extends the Gauss Law to also include $G_x |\phi\rangle = \pm 2 |\phi\rangle$. Imposing periodic boundary conditions, only states which have zero total charge are allowed. Figure 1 (b) shows all the allowed configurations (six with $Q_x = 0$, one each with $Q_x = 2$ and $Q_x = -2$) in our model, all allowed with equal weights. A detailed discussion about the symmetries is given in the Supp. Mat. At finite temperature $T = 1/\beta$, the equilibrium properties can be obtained from the partition function $Z$:

$$Z = \text{Tr} \left[ e^{-\beta H} \prod_x \{6\delta(G_x) + \delta(G_x - 2) + \delta(G_x + 2)\} \frac{1}{8} \right],$$

along with the charge neutrality constraint, $\sum_x Q_x = 0$.

While the charges $Q = \pm 2$ do not have a kinetic energy term in the Hamiltonian, they are generated thermally, and move around the lattice due to thermal fluctuations. The $Q = \pm 2$ charges can be regarded as an example of annealed disorder [29] where these “impurities” are in thermal equilibrium with the rest of the system according to Equation (2). As one would naively expect from a confining theory, at $T = 0$, the charges are high energy states, and thus do not appear. However, close to the deconfinement phase transition (when $T \sim \lambda J \sim M$, where $M$ is the rest mass of the charges), the charges are thermally generated, and therefore affect the critical properties of the system as we demonstrate later. In the Supp. Mat., we show how the presence of $Q = \pm 2$ charges gives rise to an effective $Z_2$ Gauss’ Law for the theory.

In Figure 2, we sketch a finite temperature phase diagram of the model with and without the charges. The phase transition in $\lambda$ (at $T = 0$) revealed two distinct crystalline confined phases (C1 and C2) separated by a weak first order phase transition at $\lambda_c \sim -0.36$ [30, 31]. The phases can be understood via a two-component magnetization (measured respectively on sublattice $A$ and $B$, see Figure 1 (a)). In phase C1, both sublattices order (spontaneously breaking the lattice translation and charge conjugation), while for phase C2 only one of the sublattices order (breaking lattice translations). On rais-
ing the temperature, one expects the symmetry breakings to disappear accompanied by a spontaneous breaking of the global $U(1)^2$ symmetry, and SY analysis suggests a BKT phase transition. With the charges $Q = \pm 2$ in the ensemble, the quantum phase transition remains unchanged, while the thermal transition is modified. Due to the charges, the $U(1)^2$ centre symmetry is reduced to the $Z_2^2$ global center symmetry that breaks as the temperature is raised, leading one to naively expect a second order phase transition with 2-d $Z_2$ critical exponents. However, the thermal transition now displays properties associated with weak universality.

We study the model using a cluster quantum Monte Carlo (QMC) algorithm, which can efficiently update the (Kramers-Wannier) dualized version of the model \cite{32} on a lattice with $L$ ($L_T$) number of points in the spatial (temporal) direction. The algorithm builds clusters on the height variables $h^{A,B}$, placed at the centre of either the $A$ or the $B$ sublattices (see Figure 1), which are then flipped. A comparison of the QMC results, both in the absence and presence of $Q = \pm 2$ charges, with exact diagonalization (ED) results on small lattices is shown in Supp. Mat. The sublattice magnetizations are defined using the height variables as $M_X = \frac{1}{L_T} \sum_{\tilde{x}} \eta_{\tilde{x}} h^X_{\tilde{x}}$, where $X = A, B$ and $\tilde{x}$ denote the dual sites (centres of the plaquettes of the original space-time lattice). The phase factors $\eta_{\tilde{x}}$ are necessary to capture the ordering of the height variables corresponding to the flippability of the plaquettes. In the Supp. Mat., we show that $(M_A, M_B)$ serve as order parameters for the deconfinement transition. For finite size scaling (FSS) studies, we use total and connected susceptibilities:

\begin{equation}
\chi_{\text{tot}} = \frac{1}{V} \langle M^2 \rangle, \quad \chi_{\text{conn}} = \frac{\beta}{V} \sum_X (\langle M_X^2 \rangle - \langle |M_X| \rangle^2),
\end{equation}

where $M^2 = \sum_{X=A,B} (M_X^2)$, $V = L^2$, and $\beta = \epsilon L_T$. Three different Binder cumulants were also used to estimate the critical exponents:

\begin{align}
Q_1 &= \frac{1}{2} \sum_X \frac{\langle |M_X| \rangle^2}{\langle M_X^2 \rangle}; \quad Q_{2a} = 2 - \frac{\langle M^4 \rangle}{\langle M^2 \rangle^2}; \\
Q_{2b} &= \frac{3}{2} - \frac{1}{4} \sum_X \frac{\langle |M_X|^4 \rangle}{\langle M_X^2 \rangle^2}.
\end{align}

Finite temperature transition and FSS. The FSS hypothesis for the order parameter predicts that the Binder cumulants are universal at the critical point \cite{33–35}. We use this feature to show that the theory with and without the charges have different thermal behaviour. In the left panel of Figure 3 (the pure $U(1)$ theory), the Binder $Q_1$ curves for different lattice sizes $L$ collapse on each other at high-T, while they differ in the low-T phase. This is the expected behaviour for an XY-universality, where a critical phase goes into a massive phase through the BKT transition. The right panel shows $Q_1$ for the $U(1)$ theory with charges $Q = \pm 2$ for different $L$, which cross each other at $\beta_c \approx 0.815$, the probable location of a second order phase transition. We will postpone a detailed study of the BKT phase transition in a future publication, since it establishes the conventional wisdom, and concentrate here solely on the second order transition.
We extract the critical temperature \( T_c = 1/\beta_c \) from crossing points of the curves of three different observables (\( \chi_{\text{tot}} L^{-\eta/\nu} \), \( Q_1 \), and \( Q_{2a} \)). Figure 4 (top panel) shows \( \chi_{\text{tot}} L^{-\eta/\nu} vs \beta \) for \( L = 64, \cdots, 512 \) and \( LT = 24 \). In this analysis, we fixed \( \gamma/\nu \equiv 7/4 \), the value for 2-d, \( \mathbb{Z}_2 \) universality class. We will derive this independently later, and fitting for the ratio \( \gamma/\nu \) only increases the uncertainties without any gain. Moreover, we need very precise estimates of \( \beta_c \) to compute \( \nu \). Using a second order polynomial interpolation to extract the crossing points of lattices (\( L, 2L \)), we observe a surprisingly flat behaviour for estimates of \( \beta_c(L) \) from \( \chi_{\text{tot}} \) as a function of \( 1/L \), as shown in the inset. Estimates of \( \beta_c \) were also extracted from the crossing points of \( Q_1 \) and \( Q_{2a} \) curves. As shown in the inset, those estimates have larger finite size corrections, but yield the same \( \beta_c \) for \( L > 100 \). Therefore, we quote the value of \( \beta_c(L \rightarrow \infty, LT = 24) \) by fitting a constant to the \( \beta_c \) estimates from \( \chi_{\text{tot}} \), and report it in Table I for different \( LT \) values and three different \( \lambda = -1.0, -0.9, -0.8 \) values.

We turn to the estimate of the critical exponents. The scaling of the peak of \( \chi_{\text{conn}} \), \( \chi_{\text{conn,max}}(L) = bL^{\eta/\nu} = bL^{\omega - \eta} \) can be reliably used to extract \( \eta \) (and thus also \( \gamma/\nu \)). This quantity is shown (in a semi log scale) in Figure 4 (bottom panel) vs \( \beta_c \), with the vertical line indicating \( \beta_c \) in the thermodynamic limit. The inset shows a power law fit to the \( 1/L \) dependence of \( \chi_{\text{conn}} \), from which \( \eta \) is extracted, and reported for all our lattices and \( \lambda \) values in Table I. The systematic and the statistical errors are very well controlled in our data and analysis procedure, and yields estimates of \( \eta \) for different \( LT \) and \( \lambda \), consistent with the 2d \( \mathbb{Z}_2 \) universality class. The largest deviation is only at the 3\( \sigma \) level for \( LT = 24 \) and \( \lambda = -1 \), while most values are consistent with \( \eta = \frac{1}{4} \) within 1\( \sigma \). Moreover, this is also consistent with weak universality, where deviation from the critical exponent ratios is not observed.

**Weak universality.**—The next step to substantiate our claim involves the accurate computation of \( \nu \) independently, for which we use all three Binder ratios. We employ the well-known result [35, 36] that for a dimensionless phenomenological coupling \( R(\beta, L) \), the slope at \( \beta_c \) directly yields the exponent \( \nu \), \( \frac{\partial R(L)}{\partial \beta} \bigg|_{\beta_c} = aL^{1/n}(1 + bL^{-\omega}). \) For large lattices (or for large \( \omega \)), plotting the derivative (at \( \beta_c \)) vs \( L \) in a log-log scale enables us to compute 1/\( \nu \) from the slope. The crucial requirement here is the very precise estimate of \( \beta_c \), which we have already described. Performing this analysis using all three Binder ratios gives us consistent estimates of \( \nu \). The particular analysis for \( Q_{2a} \) for \( LT = 24 \) and three different \( \lambda = -1.0, -0.9, -0.8 \) is shown in Figure 5. To obtain the derivatives, we first fit the Binder ratios around \( \beta_c \) to second order polynomials, and then take the derivative analytically with respect to \( \beta \). Note that since the Binder ratios are all \( O(1) \) numbers, and have a smooth behaviour around \( \beta_c \), the polynomial fit is free of any systematic errors. Statistical errors are computed using bootstrapping samples from the entire data set. While the data is sufficiently accurate to extract reliable estimates of \( \nu \), we are unable to estimate any reliable estimate of \( \omega \), the leading correction to the scaling exponent. However, it is clear from the figure that the slopes of the curve (horizontally and vertically displaced for better visibility) are significantly different from the 2d \( \mathbb{Z}_2 \) universality class value of \( \nu = 1 \). Instead, we witness significantly large values of \( \nu \) as extracted from the coupling \( Q_{2a} \): 1.38(1) for \( \lambda = -1.0 \), 1.47(4) for \( \lambda = -0.9 \), and 1.68(4) for \( \lambda = -0.9 \). These values are collected in Table I, along with the corresponding estimates from the \( Q_1 \) and \( Q_{2b} \). We note that all three estimates of \( \nu \) at a fixed \( \lambda \) agree with each other, and increase monotonically with \( \lambda \). In particular, the inset of Figure 5 displays this variation clearly. Not only are these values of \( \nu \) anomalously large, but they also vary smoothly with the microscopic coupling. Both these features are hallmarks of weak universality.

An intriguing question is the reason for the occurrence of weak universality. According to the theory of renormalization group, a marginal operator [29, 37, 38] is needed to generate a line of fixed points with continuously varying critical exponents. While we cannot yet offer an explicit realization of such an operator, we note that it would likely depend on the \( Q = \pm 2 \) charges. In Supp. Mat., we show the behavior of \( \langle Q^2 \rangle \) (normalized with \( \lambda \)) as a function of \( \beta \) at \( \lambda = -1, -0.9, -0.8 \). A small yet non-zero \( \langle Q^2 \rangle \approx 0.03 \) where \( \langle Q^2 \rangle \) is critical density of charges in the vicinity of \( \beta_c \). This suggests that charged operators play a non-trivial role in deciding the critical properties.

**Conclusions and outlook.**—In this article, we demonstrated that the presence of charges can completely alter the thermal phase transition in a pure gauge theory, using the example of a \((2 + 1)-d U(1)\) QLM, by plotting the Binder cumulant across the phase transition (Figure 3).

| \( LT \) | \( \beta_c \) | \( \eta \) | \( \nu(Q_1) \) | \( \nu(Q_{2a}) \) | \( \nu(Q_{2b}) \) |
|-----|-----|-----|-----|-----|-----|
| 24  | 0.814279(14) | 0.2472(9) | 1.35(2) | 1.38(1) | 1.38(2) |
| 16  | 0.813783(15) | 0.2479(9) | 1.32(4) | 1.34(2) | 1.34(4) |
| 8   | 0.811129(14) | 0.2489(8) | 1.33(3) | 1.31(2) | 1.34(3) |
| 4   | 0.801059(12) | 0.2509(8) | 1.29(1) | 1.31(1) | 1.29(2) |
| 2   | 0.767685(10) | 0.2497(7) | 1.19(1) | 1.20(1) | 1.20(1) |

Table I. Estimates of \( \beta_c, \eta, \) and \( \nu \) in the thermodynamic limit for different values of \( LT \) and \( \lambda \).
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Supplementary Material

Symmetries with and without static ±2 charges

In this section, we discuss the various symmetries of the model with and without the ±2 charges. Let us first discuss the case without the charges, where one has the usual lattice symmetries of translations by one lattice spacing, the various reflection and rotation symmetries which form the point group symmetries. The charge conjugation is a global internal $Z_2$ symmetry, which transforms as: $U \rightarrow U^\dagger, U^\dagger \rightarrow U, E \rightarrow -E$. Additionally, there is the global symmetry associated with the large gauge transformations, generated by the operator $W_i = \frac{1}{2\pi} \sum_{x} E_{x,i}$ and classifies the physical states in winding sectors taking values in $Z$ for even $L$. Finally, the gauge symmetry, corresponding to the choice of the Gauss Law allows only the six allowed states with zero charge at a vertex.

We note that the QLM with spin $S = \frac{1}{2}$ has a different ground state phase diagram from the Wilsonian LGT. The latter uses quantum rotors as degrees of freedom, and thus the electric flux is quantized in integer units, whereas in our case the electric flux is always $\pm \frac{1}{2}$. The QLM ground state diagram has three distinct phases: two different confined phases (C1 and C2), and the staggered phase. For large negative $\lambda$, where phase C1 is stabilized, the ground state has the maximal number of flippable plaquettes (see Figure 6 (left)). This phase spontaneously breaks lattice translation symmetry by one lattice spacing, as well as charge conjugation symmetry. As $\lambda$ is reduced, the $J$ term governing the flips dominate, and the system goes into a new phase (C2) where one of the two sublattices (for example, the shaded one) is in a coherent superposition of clockwise and anticlockwise flippable plaquettes, often called a resonating valence bond (RVB) solid. C2 has an unbroken charge conjugation symmetry, but a still broken lattice translation symmetry. In terms of magnetization operators (introduced in the Main text), in the phase C1 both sublattices are ordered, while C2 has ordering of one of the two sublattices.

When the ±2 charges are included in the thermal ensemble (by appropriately modifying the Gauss Law), several of the previous global symmetries do not remain good quantum numbers any more. Since the distribution of charges in the volume is governed thermally, lattice translation, rotation and reflections are not good symmetries. Charge conjugation is explicitly broken in the presence of charges. The total number of allowed states at a vertex is now 8, out of the 16 possible states in total. The other 8 states correspond to the presence of a ±1 charge, and are realized in the quantum dimer model, but not in our model. With 8 vertex states allowed by the Gauss Law, this is an effective $Z_2$ gauge constraint on the Hamiltonian in Equation (1). It can also be viewed as a quantum eight-vertex model. A more mathematical argument is provided below to make the effective $Z_2$ nature of the Gauss Law explicit. The winding numbers now take values in $Z/2$ for even $L$.

Since the Gauss law for the pure gauge theory annihilates the physical states $|\psi\rangle$, it follows that the action of an arbitrary gauge transformation on the physical states keeps them unchanged:

$$V|\psi\rangle = \prod_{x} \exp(i\theta_{x} G_{x}) |\psi\rangle = \prod_{x} \left[ 1 + i \theta_{x} G_{x} - \frac{\theta_{x}^{2} G_{x}^{2}}{2} + \cdots \right] |\psi\rangle = |\psi\rangle. \quad (5)$$

The $U(1)$ nature of the gauge symmetry is because $\theta_{x} \in (0, 2\pi]$ is an angle. When we allow $Q_{x} = 0, \pm 2$ in our theory, then we have two classes of states, $|\Psi\rangle = \{|\psi\rangle, |\phi\rangle\}$, which satisfy, $G_{x} |\psi\rangle = 0$ and $G_{x} |\phi\rangle = \pm 2 |\phi\rangle$. Under the same gauge transformation as before, we now have

$$V|\Psi\rangle = \prod_{x} \exp(i\theta_{x} G_{x}) |\Psi\rangle = \prod_{x} \left[ 1 + i \theta_{x} G_{x} - \frac{\theta_{x}^{2} G_{x}^{2}}{2} + \cdots \right] |\Psi\rangle. \quad (6)$$

For the states $|\psi\rangle$ it is clearly satisfied, but for the states $|\phi\rangle$, the states are only unchanged when $\theta_{x} = 0, \pi$. Thus only a $Z_2$ subgroup of the original $U(1)$ survives when we demand gauge invariance for the states having ±2 charges in addition to the zero charged ones. (Note that the total charge is still zero, we are only referring to the local charges).
Dualization, quantum Monte Carlo algorithm, and order parameters

Construction of efficient quantum Monte Carlo algorithms for (lattice) gauge theories is a particularly difficult challenge due to the constraints that need to be satisfied. Stochastic local updates typically get rejected when they cannot satisfy the constraints, while global updates satisfying detailed balance are non-trivial to construct. Our model, being a lattice gauge theory is no exception. However, recently it has become possible to exploit dualization techniques in order to rewrite the problem in terms of different variables which partially solve the gauge constraints. The $U(1)$ theory in $(2+1)-d$ can be dualized into a $(2+1)-d$ quantum height model, for which efficient cluster algorithms can be constructed. In particular, rewriting the gauge theory in terms of the height variables completely eliminates the odd charges $Q_x = \pm 1$ from the theory written in terms of the height variables. The resulting theory only allows $Q_x = 0, \pm 2$, which explains the algorithmic ease of incorporating the $\pm 2$ charges. However, as was done in [30], it is easy to impose a further constraint in the cluster algorithm to project out the $\pm 2$ charges while studying the pure gauge theory. We provide an outline of the procedure below, for further details please see [32].

Equation (1) and Equation (2) display the Hamiltonian and the partition function of our model, respectively. To proceed further, we construct the transfer matrix $T = e^{-\epsilon H}$, by discretizing the temporal direction into $L_T$ time slices ($\beta = \epsilon L_T$). Moreover, noting that
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Figure 7. The layout of the height variables and the cluster rules. (a) $m_1, m_2, m_3, m_4$ lie on a timeslice $t$, $m_5$ is on timeslice $t-1$, and $m_6$ on timeslice $t+1$. (b) and (c) Out-of-plane breakups: when there is a reference configuration, one can connect $m_5$ and $m_6$ with a certain probability only if they are the same ($A$-breakup). The $B$-breakup corresponds to the case when $m_5 \neq m_6$ and they cannot be connected. (d) and (e) In-plane breakups: If $m_5 \neq m_6$, $m_1, m_2, m_3, m_4$ are in a reference configuration and must be connected, while for $m_5 = m_6$ the connection of $m_1, m_2, m_3, m_4$ is done with only a certain probability.
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Figure 8. (top) A sample configuration on the $L = 8$ lattice with the largest magnetization for both $M_A$ and $M_B$, which corresponds to all flippable plaquettes. Both the flux and the height configurations are shown. For this configuration, $M_A = -16$ and $M_B = 16$. (bottom) A different configuration for the $L = 8$ lattice with winding numbers $W_x = W_y = 2$, showing both the height and the flux configurations, for which $M_A = M_B = 0$. The links carrying the winding strings, both in the horizontal and vertical directions, are shown in bold.
each link participates in two plaquette interactions, it is natural to divide the lattice into even (A) and odd (B) sublattices, which is the well-known Trotter decomposition. All the plaquettes in sublattice A (or sublattice B) can be considered to be interacting simultaneously. Figure 6 shows the division into two sublattices A and B (shaded and unshaded) respectively. The Hamiltonian and partition function can now be written as,

\[ H = H_A + H_B \quad \text{and} \quad Z = \text{Tr} \left[ T_A^{L_x} T_B^{L_x} P_G \right] \tag{7} \]

where \( T_{A/B} = \exp[-\epsilon H_{A/B}] \) and we have neglected \( O(e^2) \) terms. \( P_G \) is the projection operator enforcing the Gauss law: \( P_G = \prod_x \left( \delta(G_x) + \delta(G_x - 2) + \delta(G_x + 2) \right) \frac{1}{8} \) when we need to include the charge \( \pm 2 \), or \( P_G = \prod_x \delta(G_x) \), for the case without the charges. We can read off the weights for the various configurations from the single plaquette transfer matrix operator:

\[
T_{\Box} = 1 + (U_{\Box} + U_{\Box}^\dagger) e^{-\epsilon \lambda J} \sinh(\epsilon J) + (U_{\Box} + U_{\Box}^\dagger)^2 [e^{-\epsilon \lambda J} \cosh(\epsilon J) - 1] \tag{8}
\]

The non-flippable plaquettes (fourteen of them) have unit weights. The two flippable plaquettes give diagonal contribution of \( e^{-\epsilon \lambda J} \cosh(\epsilon J) \). A configuration where a plaquette is flipped has a weight \( e^{-\epsilon \lambda J} \sinh(\epsilon J) \) (the off-diagonal elements).

On dualization, the model is reformulated in terms of quantum height variables, which live in the centres of the dual sites (centres of the plaquettes of the original space-time lattice). The height variables in the other sublattice (therefore B), in a sublattice (say A) are put depending on the value of the height variables in the other sublattice (therefore B), which we now discuss. In Figure 7 (a), the general layout of height variables across time slices is shown: \( m_1, m_2, m_3 \) and \( m_4 \) lie in time slice \( t \), \( m_5 \) lies in time slice \( t - 1 \) and \( m_6 \) lies in time slice \( t + 1 \). We shall consider two different breakups, the out-of-plane breakups (whether to bond \( m_5 \) and \( m_6 \)) and in-plane breakups (whether to bond \( m_1, m_2, m_3 \) and \( m_4 \)). If we can bond heights, we call it a A-breakup; otherwise it is a B-breakup.

- **Out-of-plane breakups:**
  - If \( (m_1, m_2, m_3, m_4) \) are not in reference configuration, \( m_5 \) must be equal to \( m_6 \), and we must bond \( (m_5, m_6) \) to forbid disallowed configurations.
  - If \( (m_1, m_2, m_3, m_4) \) are in reference configuration, either \( m_5 \neq m_6 \) (weight is \( e^{-\epsilon \lambda J} \sinh(\epsilon J) \)) or \( m_5 = m_6 \) (weight is \( e^{-\epsilon \lambda J} \cosh(\epsilon J) \)). If \( m_5 \neq m_6 \), have case B (see Figure 7 (c)). If \( m_5 = m_6 \), both A and B can happen (see Figure 7(b)). To satisfy detailed balance, we have, \( P_B = B/(A + B) = \tanh(\epsilon J) \) and \( P_A = 1 - P_B = \frac{e^{-\epsilon J}}{\cosh(\epsilon J)} \).

- **In-plane breakups:**
  - If \( m_5 \neq m_6 \), \( (m_1, m_2, m_3, m_4) \) are in a reference configuration and we must bind them together to avoid disallowed configuration.
  - If \( m_5 = m_6 \), either \( (m_1, m_2, m_3, m_4) \) are in reference configuration (with weight \( e^{-\epsilon \lambda J} \cosh(\epsilon J) \)) or they are not (weight is 1).

If \( (m_1, m_2, m_3, m_4) \) form a reference configuration, both A and B can be applied, else, we are in case B (see Figure 7). Solving the detailed balance equation we get, \( P_B = B/(A + B) = \frac{e^{-\epsilon J}}{\cosh(\epsilon J)} \) and \( P_A = 1 - \frac{e^{-\epsilon J}}{\cosh(\epsilon J)} \).

The cluster building process proceeds as is usual in a spin model. It is possible to consider the single cluster Wolff algorithm, or the multi-cluster Swendsen-Wang variant. For our case, we have implemented both the algorithm and checked that the answers match.

Another important point is the construction of order parameters, \( M_A \) and \( M_B \), which are constructed as \( M_X = \frac{1}{4\pi} \sum_x \eta_x^X h_x^X \), where \( X = A, B \) and \( \tilde{x} \) denote the dual sites (centres of the plaquettes of the original space-time lattice). The phases \( \eta^X \), which need to be multiplied with the height variables \( h^X \) to get the magnetization, are displayed in Figure 6 (right) for \( L = 4 \), but for any other lattice (with a multiple of 4), they can be easily tiled. We note that this order parameter is sensitive to the different confined phases: C1 and C2. While C1 has ordering on both sublattices (and hence have maximum values of both \( M_A \) and \( M_B \)), C2 has order on only one sublattice (so either \( M_A \) or \( M_B \) is maximum and the other is zero). An example of the C1 phase is shown for the \( L = 8 \) in Figure 8 (top) with both the height and the flux configurations, for which one has \( M_A = -16 \) and
$M_B = 16$. Interestingly, these order parameters also signal deconfinement by both going to zero simultaneously, when the lattice volume has many (extensive) winding strings. An example of a state with winding strings is shown in Figure 8 (bottom), for which $M_A = M_B = 0$.

**Methods: Exact diagonalization and cluster QMC**

For our model in two spatial dimensions $(L_X, L_Y)$ and spin-$\frac{1}{2}$ degrees of freedom per link, there are $2^{2L_X L_Y}$ possible configurations, while working in the electric flux basis. Imposing the Gauss law constraint (which is easy in the flux basis) greatly reduces the number of allowed basis states in the Hilbert space. For example, a $(4,4)$ lattice with only zero-charges has 2970 basis states, while the same lattice allowing for additional $\pm 2$-charges has 131072 basis states.

A pragmatic way to proceed is to divide the Hilbert space into various winding number sectors $(W_X, W_Y)$. Since these sectors do not mix up among themselves, we can independently work in each individual sector, thus effectively reducing the Hilbert space dimension. In the presence of only $Q = 0$ the individual winding numbers along $x$ or $y$ direction are all the same irrespective of where they are summed. Now, if we allow $Q = \pm 2$ along with $Q = 0$, the individual winding numbers along any direction can, in principle, be different; so we should label these sectors as $\{(W_{x,1}, W_{x,2}, \ldots, W_{x,L_Y}), (W_{y,1}, W_{y,2}, \ldots, W_{y,L_X})\}$. Interestingly, all the winding numbers along a direction, are either all even or all odd. Thus, there are four sectors: (even, even), (even, odd), (odd, even) and (odd, odd). For a $(4,4)$ lattice, the winding numbers can take values $0, \pm 1$ and $\pm 2$. So there are $3^4 \times 3^4$ sub-sectors within (even, even) sector, $3^4 \times 2^4$ sub-sectors within (even, odd) or (odd, even) sector and $2^4 \times 2^4$ sub-sectors within (odd, odd) sector. Thus, the Hilbert space in a given winding sector is further divided into many small sub-sectors which do not mix among themselves, facilitating ED significantly. For a $(4,4)$ lattice, in the presence of only zero charges we need to diagonalize the largest sector $(0,0)$ which has 990 basis states, whereas, in the addition of $\pm 2$ charges we need to diagonalize the largest sector $\{(0,0,0,0), (0,0,0,0)\}$ with 3464 basis states.

Our QMC cluster algorithm can simulate different winding number sectors, but the height representation constrains the winding sectors that can be simulated at a time. For example, using periodic boundary conditions, only even winding sectors can be simulated, while for odd winding sectors one would need anti-periodic boundary conditions. While this is irrelevant for infinite volume in the spatial directions, it is important in the shorter temporal directions to have periodic boundary conditions on the height variables. Periodic boundary conditions on the flux variables translate to both periodic and anti-periodic boundary conditions on the height variables. Thus, it is completely natural to use the QMC on the height variables and restrict oneself to the even winding sectors.

In Figure 9 we have plotted specific heat, $C_v = \beta^2(\langle E^2 \rangle - \langle E \rangle^2)$ versus $\beta$, obtained using QMC and ED for both absence and presence of $Q = \pm 2$. Here $\langle E \rangle = -\frac{\partial \ln W}{\partial \beta}$ is average energy and $\langle E^2 \rangle = \frac{1}{2} \frac{\partial^2 \ln W}{\partial \beta^2}$ is the average of energy squared, where the partition function is $Z = \sum_{\text{config}} \prod_{\square} W_{\square}(\epsilon J, \epsilon \lambda)$. $W_{\square}$ is the weight associated with a certain 6-height-variables interaction. $W_{\square}$ can take values $W^3_{\square} = e^{-\epsilon J \lambda} \sinh(\epsilon J)$ for a flipped plaquette, $W^2_{\square} = e^{-\epsilon J \lambda} \cosh(\epsilon J)$ for an unchanged flippable plaquette and $W^1_{\square} = 1$ otherwise. After simplification, $\langle E \rangle = -\frac{\ln W}{\beta}$ and $\langle E^2 \rangle$ reads as $\frac{1}{\beta} \left( \sum_{\square} \frac{\partial \ln W_{\square}}{\partial \epsilon J} + \sum_{\square} \left( \frac{\partial \ln W_{\square}}{\partial \epsilon J} \right)^2 \right)$. To compute $\langle E \rangle$ and $\langle E^2 \rangle$ using QMC, we need to go through all 6-height-variables interactions and check the corresponding weights associated with them and add the appropriate factors in accordance with the simplified forms of $\langle E \rangle$ and $\langle E^2 \rangle$.

We note the nice agreement of results between QMC and ED in Figure 9, which indicates the efficiency of the cluster algorithm we have used.

**Variation of local charge density with temperature**

While the $U(1)$ QLM has $\langle Q^2 \rangle = 0$ (normalized with the spatial volume) at all $T$ and $\lambda$ by definition, this is not the case for the LGT defined by the partition function in
Equation (2). For example, it is easy to see that $\langle Q^2 \rangle \to 1$ as $T \to \infty$ from Equation (2). On the other hand, the mass gap of $Q = \pm 2$ charges scale as $O(|\lambda|)$ from Equation (1) for negative values of $\lambda$ which implies that $\langle Q^2 \rangle \sim \exp(-a|\lambda|/T)$, where $a$ is an $O(1)$ number, as $T \to 0$.

In Fig. 10, we show the variation of $\langle Q^2 \rangle$ as a function of $\beta$ from the QMC data for the $U(1)$ QLM with $Q = \pm 2$ (Equation (2)) for $\lambda = -1.0, -0.9, -0.8$ respectively using $L_T = 24$. At low $T$ and also in the neighborhood of $T_c = 1/\beta_c$, $\langle Q^2 \rangle$ follows an activated behavior of $\exp(-a|\lambda|/T)$ for all the three values of $\lambda$. Interestingly, even though $\langle Q^2 \rangle \approx 0.03$ in the vicinity of $\beta_c$ and thus the $Q = \pm 2$ charges can be considered to be dilute at the deconfinement transition, this thermal population is sufficient to completely change the critical behavior compared to the case where $\langle Q^2 \rangle$ is strictly zero. We thus conjecture that these charged degrees of freedom ($Q = \pm 2$) generate a marginal operator and hence, weak universality in this LGT.