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Abstract

The spectrum of the $D=4$ supersymmetric Yang-Mills quantum mechanics with $SU(3)$ gauge group symmetry is computed in different channels with definite total angular momentum and the total number of fermions. In sectors with small number of fermions the spectrum is shown to be purely discrete. Continuous spectrum appears in channels with more fermions. Supersymmetry generators are used to identify supermultiplets and determine the level of restoration of supersymmetry for a finite cutoff.

1 Introduction

In this paper we present a detailed study of the supersymmetric Yang-Mills quantum mechanics (SYMQM) with $SU(3)$ gauge group [1, 2, 3]. The addressed system is dimensionally reduced $D = 4$ supersymmetric Yang-Mills gauge theory. The reduced model has four supercharges. It belongs to a broader class of SYMQM with various dimensions $D = 2, 4, 6, 10$ and different symmetry groups $SU(N)$. In the past years many such systems were studied. Bosonic part of SYMQM in $D = 4$ with $SU(2)$ and $SU(3)$ gauge symmetry was considered as a zeroth order approximation to the small volume expansion of the theory of gauge fields in QCD [4, 5, 6, 7, 8, 9]. Later, the $SU(N)$ theory was given an interpretation of a non-perturbative description of the supermembrane [10, 11, 12]. There, $N$ plays a role of a cutoff and the theory in continuum is reproduced in the large $N$ limit. However, it was shown that such supermembranes are unstable [13, 14] which was considered as a large setback. Later the BFSS conjecture, which relates SYMQM in the large $N$ limit and $D = 10$ to the dynamics of D0 branes in M-theory, was proposed [15]. The BFSS conjecture aroused a large interest in this model [16, 17, 18]. Asymptotic ground states for the $SU(2)$ case were found in [19, 20]. The lattice methods were applied in [21, 22]. SYMQM was also studied with hybrid Monte Carlo approach [23, 24, 25].

A program to study the whole family of SYMQM with various dimensions and gauge groups was proposed in [26, 27]. The cut Fock space method, which will be our tool was used in a set of papers. In [27, 28] the $D = 4$ model with $SU(2)$ symmetry group was addressed. The $D = 2$ case was studied and eventually a complete solution for all $SU(N)$ was found in [29, 30, 31]. There was yet another study based on the Schrödinger equation [32, 33, 34]. With this method the energies and eigenstates of $D = 4$ model with $SU(2)$ gauge group were found with great precision in the sector with 0-angular momentum and two fermions.
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In this paper the system is solved with the cut Fock space method. The idea of this approach is to represent the Hamiltonian as an infinite matrix in the Fock basis and to introduce a cutoff. The cutoff limits the total occupation number of bosons. Thanks to conservation of number of fermions, the Hamiltonian can be considered in each fermionic sector separately. Construction of the matrix is performed using a recursive algorithm. This is the most numerically involved part of calculations. Once the matrix is created, it is diagonalized to obtain its eigenvectors and eigenvalues.

In the central part of this paper we analyze the spectrum in channels with definite number of fermions and angular momentum. An important question is to distinguish the discrete spectrum from the continuous one. This analysis is based on dependence of energies on the cutoff. It turns out that the spectrum in the few lowest fermionic channels is discrete, while the continuum spectrum appears for many fermions. This conclusion was already found for the case of \( SU(2) \) \cite{27, 28} and is now confirmed also for \( SU(3) \).

Finally, the supersymmetry multiplets are identified and discussed. For a finite cutoff the supersymmetry is broken and there are no degenerate supermultiplets. In order to identify states which form multiplets in the continuum limit, we define so called supersymmetry fractions. They measure how supercharges map some energy eigenstates into other. Values of supersymmetry fractions in the continuum limit are known. Therefore, they are useful to analyze the degree of breaking of supersymmetry. Moreover, they help to identify SUSY partners.

2 The model

The supersymmetric Yang-Mills quantum mechanics is obtained by dimensional reduction of the Yang-Mills field theory \cite{1}. The full space is then reduced to a single point. Therefore, the gauge field \( A_\mu(t, \vec{x}) \) depends only on \( t \). We work in the temporal gauge \( A_0 = 0 \) and adopt the notation of quantum mechanics \( A_i = x_i \). Finally, SYMQM with \( SU(3) \) gauge group in four dimensions is described by the Hamiltonian

\[
H = H_K + g^2 H_V + g H_F = \frac{1}{2} p_i^a p_i^a + g^2 f^{abc} f^{ade} x_i^a x_j^b x_i^c x_j^d + g \frac{i}{2} f^{abc} \psi_\alpha^a (\Gamma_k)_{\alpha\beta} \psi_\beta^b x_k.
\]  

Spatial indices \( i, j, k \) take values 1, 2, 3 and color indices \( a, b, c, d, e \) range from 1 to 8. \( \Gamma_k = \gamma^0 \gamma^k \) are the alpha matrices. Bosonic position and momentum operators \( x_i^a \) and \( p_i^a \) satisfy canonical commutation relations \( [x_i^a, p_j^b] = i \delta^{ab} \delta_{ij} \) whereas \( \psi \) is a Majorana spinor satisfying \( \{ \psi_\alpha^a, \psi_\beta^b \} = \delta^{ab} \delta_{\alpha\beta} \).

Physical states are gauge singlets. That is, the Hilbert space is limited to states \( |s\rangle \) for which \( G^a |s\rangle = 0 \), where

\[
G^a \equiv f^{abc} (x_i^b p_i^c - \frac{i}{2} \psi_\alpha^b \bar{\psi}_\alpha^c)
\]

are generators of \( SU(3) \).

In what follows in all explicit calculations the Weyl representation of Dirac matrices from \cite{35} will be used. In this representation

\[
\gamma^0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \gamma^k = \begin{pmatrix} 0 & \sigma_k \\ -\sigma_k & 0 \end{pmatrix}, \quad \gamma^5 = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

The Majorana condition for \( \psi \) reads \( \psi_\alpha^a = \bar{\psi}_\alpha^a \) where

\[
\psi_\alpha^a = C (\bar{\psi}^a)^T, \quad C = \begin{pmatrix} -i \sigma_2 & 0 \\ 0 & i \sigma_2 \end{pmatrix}.
\]
It is convenient to express \( \psi \) in terms of a two component complex spinor \( f_\alpha \) as 
\[ \psi^a = \left( f_1^a, f_2^a, f_1^{\dagger} a, -f_2^{\dagger} a \right)^T \]
where fermionic operators are defined to satisfy canonical anticommutation relations
\[ \{ f_\alpha^\dagger, f_\beta^b \} = \delta^{ab} \delta_{\alpha\beta}, \]
\[ \{ f_\alpha^a, f_\beta^b \} = \{ f_\alpha^b, f_\beta^a \} = 0. \]
(5)
The Majorana condition and anticommutation relations for \( \psi \) follow automatically.

In what follows the matrix notation will be used. For an operator \( O^a \) with an adjoint \( SU(3) \) index we define
\[ O = O^a T^a \]
where \( T^a \) are generators of \( SU(3) \) in the fundamental representation.

In the matrix notation the Hamiltonian has the form
\[ H = Tr \left( p_i p_i - \frac{1}{2} [x_i, x_j]^2 + (\Gamma_k)_{\alpha\beta} \psi^\dagger_\alpha [\psi_\beta, x^k] \right). \]
(7)

2.1 Symmetries

We come to discussion of symmetries of the Hamiltonian. The supersymmetry gives rise to supercharges which are given by
\[ Q_\alpha = (\Gamma_k \psi^a)_{\alpha} P_k^a + ig f^{abc} (\Sigma_{jk} \psi^a)_{\alpha} x_j^b x_k^c, \]
(8)
where \( \Sigma_{jk} = -\frac{i}{4} [\Gamma_j, \Gamma_k] \). They obey anticommutation relations
\[ \{ Q_\alpha, Q_\beta^\dagger \} = 2 \delta_{\alpha\beta} H + g (\Gamma_k)_{\alpha\beta} x_k^a C^a. \]
(9)
In the space of gauge singlets the anticommutator \( \{ Q_\alpha, Q_\beta^\dagger \} \) is proportional to \( H \).

The system has rotational symmetry inherited from the field theory. That is, the Hamiltonian commutes with angular momentum operators which are given by
\[ J_i = L_i + S_i = \epsilon_{ijk} \left( x_j^a P_k^a + \frac{1}{4} \psi^a [\Sigma_{jk} \psi^a] \right). \]
(10)

A remarkable feature of the four-dimensional theory is conservation of the total number of fermions \( n_F = f_1^a f_2^a \). This symmetry allows one to study each sector with given \( n_F \) independently, which is useful in practice. Because of the Pauli exclusion principle there are 17 sectors with \( n_F = 0, \ldots, 16 \). This symmetry is a property only of 2 and 4-dimensional theories. It is not present e.g. in 10 dimensions which is interesting due to the BFSS conjecture.

Furthermore, there is a particle-hole symmetry:
\[ f_1^a \rightarrow -f_2^a, \quad f_2^a \rightarrow f_1^a, \quad x_1^a \rightarrow -x_2^a, \quad p_1^a \rightarrow -p_2^a. \]
(11)

A natural consequence of this symmetry is that one can find eigenstates of the Hamiltonian which are even or odd under (11). On the other hand, conservation of \( n_F \) implies that the full Hilbert space splits into 17 independent sectors with definite number of fermions. The particle-hole symmetry relates these sectors pairwise. For each state with \( n_F \) fermions there is a state with \( 16 - n_F \) fermions and the same energy. Therefore, one needs to study only \( n_F \leq 8 \).
We scale the variables as follows:

\begin{align}
  x_i^a &\rightarrow g^{-1/3}x_i^a, \\
p_i^a &\rightarrow g^{1/3}p_i^a, \\
f_\alpha^a &\rightarrow f_\alpha^a,
\end{align}

so that the only dependency on \( g \) is the overall factor \( g^{2/3} \) multiplying the Hamiltonian. Therefore, the energy depends trivially on the coupling constant. \( g \) will be dropped in the rest of this paper.

Finally, consider parity. Operators transform under parity in the following way:

\begin{align}
p_i^a &\rightarrow -p_i^a, \\
x_i^a &\rightarrow -x_i^a, \\
\psi_\alpha^a &\rightarrow (\psi^P)_\alpha^a = \gamma_{\alpha\beta}^0 \psi_\beta^a.
\end{align}

The Hamiltonian is invariant under the transformation (13). However, the spinor \( \psi^P \) does not satisfy the Majorana condition. It follows that states generated by \( \psi^P \) are not invariant under the charge conjugation. Therefore, the parity is broken at the level of the Hilbert space. Still, parity is conserved in the bosonic sector.

3 The cut Fock space method

In this section we discuss a numerical technique, called cut Fock space method, which is used to solve our model. It originates from the variational Tamm-Dancoff method [37] where one uses a small set of trial states to construct an approximate ground state of a theory. It is also used in the context of quantization on the light cone where the harmonic resolution plays the role of a cutoff [38].

The cut Fock space method was already applied with success to other simpler models. Properties of the cut Fock space were studied for one-dimensional quantum mechanics [39]. The technique was used for computations with high precision for the double well potential [40] and multiple wells with periodic boundary conditions [41]. It was also applied to SYMQM in two dimensions [29, 30, 31] and finally to four dimensional theory with \( SU(2) \) gauge group [27, 28].

3.1 The cut Fock space

In order to construct the Fock space we introduce creation and annihilation operators, which satisfy the usual commutation rules

\begin{align}
a_i^a &= \frac{1}{\sqrt{2}}(\omega x_i^a + i\omega p_i^a), \\
a_i^{a\dagger} &= \frac{1}{\sqrt{2}}(\omega x_i^a - i\omega p_i^a),
\end{align}

\begin{align}
[a_i^a, a_j^{b\dagger}] = \delta^{ab}\delta_{ij}.
\end{align}

At this stage \( \omega > 0 \) is a free parameter and will be used later to improve accuracy of results. The Fock vacuum is defined as usual by

\begin{align}
a_i^a |0\rangle &= 0, \\
f_\alpha^a |0\rangle &= 0.
\end{align}
All other states are generated by acting with bosonic and fermionic creation operators on the empty state. However, one can choose only specific combinations of creation operators to generate the space of gauge invariant states. Take a set of operators \( \{ A_k \} \), \( k = 1, \ldots, n \). The lower index is not related to any symmetry and \( A_k \) can be any operators. The object

\[
(A_1 \cdots A_n) \equiv \text{Tr}(A_1 \cdots A_n) = A_1^{a_1} \cdots A_n^{a_n} \text{Tr}(T^{a_1} \cdots T^{a_n})
\]

is called a trace operator. The number of operators \( n \) is referred to as length of the trace. For the rest of this paper the round bracket \( ( \cdot ) \) is used for a short notation of the trace. If all operators \( A_k \) are bosonic or fermionic creation operators then \( (A_1 \cdots A_n) \) is called a brick. A product of bricks is called a composite brick. It was shown \cite{12} that the space of gauge singlets is spanned by all composite bricks with occupation labels \( \alpha \) which also play role of supercharges. Operators \( \{ Q_\alpha \} \) with a composite brick.

The Hamiltonian conserves \( n_F \), so it is convenient to work with subspaces with fixed number of fermions \( \mathcal{H}_{n_F} \). The cut Fock space \( \mathcal{H}_{n_F,N_B} \) is then the space of all states which contain precisely \( n_F \) fermions and \( n_B = \sum_i n_B^i \leq N_B \). The cutoff can be different for each \( n_F \).

The cut Fock space can be decomposed into subspaces with definite occupation numbers

\[
\mathcal{H}_{n_F,N_B} = \bigoplus_n \mathcal{H}_n,
\]

where components of \( n \geq 0 \) satisfy \( \sum_n n_F^\alpha = n_F \) and \( \sum_i n_B^i \leq N_B \). A subspace \( \mathcal{H}_n \) is spanned by all composite bricks with occupation labels \( n \) acting on the Fock vacuum.

The cut Fock space method will be used to construct matrices for several operators. The angular momentum operators conserve \( n_F \) and \( n_B \), so the cut matrices of these operators are \( \{ J_\ell \}_{n_F,N_B} : \mathcal{H}_{n_F,N_B} \to \mathcal{H}_{n_F,N_B} \). Eigenvalues of these matrices are exact eigenvalues of \( J_\ell \).

The Hamiltonian conserves \( n_F \) but not \( n_B \). The matrix \( H_{n_F,N_B} : \mathcal{H}_{n_F,N_B} \to \mathcal{H}_{n_F,N_B} \) has eigenvalues which approximate energy levels of the Hamiltonian in the \( N_B \to \infty \) limit. Finally, matrices of \( Q_\alpha \) will be constructed. Supercharges do not conserve \( n_F \). In Chapter \( \ref{chap:chapter5} \) we introduce \( Q_\pm \) which also play role of supercharges. Operators \( Q_\pm \) decrease the number of fermions by 1. Therefore, we generate matrices \( \{ Q_\pm \}_{n_F,N_B,N_B'} : \mathcal{H}_{n_F,N_B} \to \mathcal{H}_{n_F-1,N_B'} \). In practice the two cutoffs \( N_B \) and \( N_B' \) are always different.

### 3.2 Relations between bricks for \( SU(3) \)

The set all composite bricks acting on the empty state is an overcomplete basis of the full Fock space. For optimization reasons it is necessary to have as few basis states as possible. In this section we identify and remove those bricks which can be expressed in terms of other bricks.

The Cayley Hamilton theorem states that a matrix is a root of its characteristic polynomial. Let \( M \) be a square traceless matrix of size 3. Then, the theorem implies that

\[
M^3 = (M)M^2 + \frac{1}{2} \left( \left( M^2 \right) - \left( M \right)^2 \right) M + \frac{1}{6} \left( \left( M \right)^3 - 3(M^2)(M) + 2(M^3) \right) \mathbb{1}_3.
\]

Recall that \( (\cdot) \) is a short notation for a trace. This theorem holds if the matrix is operator-valued, i.e. its elements are operators, as long as the matrix elements commute. Multiply the
above equation by another operator-valued matrix $O$ and take a trace. Then,

$$(M^3O) = (M)(M^2O) + \frac{1}{2} \{(M^2) - (M)^2\} (MO) + \frac{1}{6} \{(M)^3 - 3(M^2)(M) + 2(M^3)\} (O).$$

(21)

It follows that if a brick contains an expression which is repeated three times and at least one more operator, then it can be written in terms of shorter bricks and therefore is redundant. The simplest example of such brick is $(a_1^{\dagger} a_1^{\dagger} a_1^{\dagger} f_1^{\dagger} f_1^{\dagger})$.

There are other relations for fermionic operators. If $M$ is an operator-valued matrix with anticommuting matrix elements, then the following identities hold $[43]$:

$$(M^2) = (M^4) = 0,$$

$$M^5 = \frac{1}{3} (M^3) M^2 + \frac{1}{3} (M^5),$$

$$M^6 = 0.$$  

(22)

Another identity for generators of $SU(3)$ reads $[44]$:

$$T^{(aT^bT^c)} = \frac{1}{4} \delta^{(abT^c)} + \frac{1}{3} (T^{(aT^bT^c)}) \mathbb{1}_3.$$  

(23)

Curly brackets denote symmetrization without additional coefficient $\frac{1}{3!}$. For any six bricks that differ by permutations of three operators, one of them can be eliminated.

There is one more relation $[45]$ concerning $T^a$, namely a product of six $SU(3)$ generators $T^a T^b T^c T^d T^e T^f$ can be expressed in terms of its trace and a linear combination of shorter products multiplied by some tensors. Each of these tensors is a product of traces of products of generators. Each trace has less than six generators inside. It follows that any brick longer than six can be decomposed into shorter bricks and it is therefore redundant. It follows that there is only a finite number of brick in total.

Finally, if a set of composite bricks $\{B_i\}$ acting on the Fock vacuum gives linearly dependent states, i.e.

$$\sum_i \alpha_i B_i |0\rangle = 0, \quad \alpha_i \neq 0,$$

(24)

then the composite bricks themselves are linearly dependent:

$$\sum_i \alpha_i B_i = 0.$$  

(25)

In each sector with given occupation labels $n$ one can use the Gauss elimination method to find all relations of the kind (24). If at least one brick $B_i$ is not composite, then it is redundant by the virtue of (25). A single relation (25) allows to discard only one brick. The Gauss elimination method allows one to find the complete set of independent bricks. The Gramm matrix required for the Gauss elimination is constructed according to the following part of this section. We found that there are 786 independent bricks.

We proposed a method to eliminate all dependent bricks. Although their number is finite, there is an infinite number of composite bricks. This is obvious, because the Hilbert space is infinite-dimensional. Moreover, composite bricks are linearly dependent, e.g. $(a_1^{\dagger} f_1^{\dagger})(a_1^{\dagger} a_1^{\dagger}) = (a_1^{\dagger} a_1^{\dagger})(a_1^{\dagger} f_1^{\dagger})$. This dependency cannot be removed if one wants to take advantage of the following recursive algorithm.
3.3 Matrix elements

In this part we present the algorithm for constructing matrix elements of operators. Although this paper concentrates on the SU(3) gauge group, the algorithm is suited for the general case with SU(N) group.

Let us first introduce some notation. A composite trace operator is a product of trace operators. Length of the composite trace is the total of lengths of traces in the product. All operators of our interest, i.e. angular momentum, Hamiltonian and supercharges can be expressed by combinations of composite trace operators. We assume that the traces consist only of creation and annihilation operators.

Take an arbitrary gauge invariant operators $A$. The full Hilbert space is decomposed into orthogonal subspaces $\mathcal{H}_n$ and each subspace is spanned by composite bricks with occupation numbers $n$ acting on the Fock vacuum. The matrix of operator $A$ can be written in a block form with blocks $A|_{n'n} : \mathcal{H}_n \rightarrow \mathcal{H}_{n'}$. Dimension $D_n$ of $\mathcal{H}_n$ is finite for each $n$. The dimension can be determined numerically as well as with an analytic method [46, 45]. $A$ can be expressed as a combination of composite traces. Then block $A|_{n'n}$ is a relevant combination of products of blocks of trace operators. From now on we assume that $A$ is a trace operator itself, i.e. $A = (A_1 \ldots A_m)$.

Let $\tilde{n}_p^I$ be the number of creation operators $f_1^I$ in $A$ minus the number of annihilation operators $f_\alpha$. Let $\tilde{n}_B^I$ be defined in analogous way. Then $\tilde{n} = (\tilde{n}_F^1, \tilde{n}_F^2, \tilde{n}_B^F, \tilde{n}_B^B, \tilde{n}_B^3)$ is called creation labels for $A$. Obviously, if $n' \neq n + \tilde{n}$ then the block $A|_{n'n}$ vanishes. From now on we consider only $n' = n + \tilde{n}$.

We shall now make some assumptions. First, $A$ contains at least one annihilation operator. If this is not the case, then $A$ is proportional to the identity or contains only creation operators. In the former case, the block $A|_{n'n}$ is proportional to the identity matrix. If $A$ has only creation operators, then we construct $A|_{n'n} = (A|_{n'n})^\dagger$ and $A^\dagger$ contains only annihilation operators. Secondly, assume that $A = (A_1 \ldots A_m)$ annihilates the empty state. Otherwise, a certain cyclic permutation $\tilde{A} = (A_i \cdots A_m A_1 \cdots A_{i-1})$ does annihilate the Fock vacuum (e.g. when $A_{i-1}$ is an annihilation operator). The remainder $A - \tilde{A}$ is a combination of composite trace operators. A standard example is $(a_1 a_1^\dagger) = (a_1^\dagger a_1 + \frac{1}{2})$. Obviously, $A|_{n'n}$ is a zero matrix. More assumptions can be put on the form of $A$ to improve efficiency (cf. [45]). However, they are not essential for correctness of the algorithm.

Let $\{B_i\}$ be the set of all bricks that contain at least one creation operator corresponding to the first nonzero component of $n$ (e.g. if $n_1^F \neq 0$ it is $f_1^F$ and if $n_1^B \neq 0$ then it is $f_1^B$, etc.). The creation labels of $B_i$ will be denoted by $\tilde{n}_i$. Next, remove all bricks for which $\mathcal{H}_{n_i}$, where $n_i = n - \tilde{n}_i$, is empty. In particular, all bricks for which at least one component of $n_i$ is negative have to be removed. $\mathcal{H}_n$ is then spanned by composite bricks acting on Fock vacuum, each containing at least one brick from the set $\{B_i\}$. Now, take an orthonormal basis $|e_j^{n}\rangle$ in the sector $\mathcal{H}_n$. Vectors $|v_k\rangle = B_i |e_j^{n}\rangle$ span $\mathcal{H}_n$. The index $k$ enumerates all pairs $(i,j)$ on the right hand side. Vectors $|v_k\rangle$ may be not orthogonal and the number of them can be greater than the dimension $D_n$ of $\mathcal{H}_n$. This will be taken into account later by orthogonalization matrix.

The block $A|_{n'n}$ is constructed in two steps. First, a block in the overcomplete basis is built:

$$
(\tilde{A}|_{n'n})_{jk} = (e_j^{n'}|A|v_k) = (e_j^{n'}|AB_i|e_j^{n}).
$$

It can be written in a block form:

$$
\tilde{A}|_{n'n} = \begin{pmatrix}
(AB_1)|_{n'n_1} \\
\vdots \\
(AB_q)|_{n'n_q}
\end{pmatrix}.
$$
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Each of the sub-blocks is constructed as
\[
(AB)_{n'n_i} = B_{n'n' - n_i} \times A_{n'n_i} + [A, B]_{n'n_i}
\] (28)
and each of the blocks on the right hand side is built recursively. Once the block \(A_{n'n_i}\) is constructed, we orthogonalize the basis of \(H_{n_i}\). Let \(S_n\) be the Gramm matrix in the sector \(H_{n_i}\):
\[
S_n = \begin{pmatrix}
(B^\dagger B_1)|_{n_i,n_1} & \cdots & (B^\dagger B_q)|_{n_i,n_q} \\
\vdots & \ddots & \vdots \\
(B^\dagger B_1)|_{n_i,n_i} & \cdots & (B^\dagger B_q)|_{n_i,n_q}
\end{pmatrix}
\] (29)
As before, each sub-block is constructed as
\[
(B^\dagger B_j)|_{n,n_j} = B_j|_{n,n} \times B^\dagger_{n_j} + [B^\dagger, B_j]|_{n,n_j}.
\] (30)
Matrix \(S_n\) has exactly \(D_n\) nonzero eigenvalues \(\lambda_l\). Corresponding eigenvectors \(w^j_k\) are used to produce the basis of \(H_{n_i}\). More precisely, the orthonormal basis is given by
\[
|e^p_i\rangle = \frac{1}{\sqrt{\lambda_j}} \sum_k w^j_k |v_k\rangle.
\] (31)
Finally, we construct the orthogonalization matrix \(R_n\) by setting its matrix elements to \((R_n)_{kl} = \frac{1}{\sqrt{\lambda_j}} w^j_k\). Then, \(A|n'n_i\) is the product of the block in overcomplete basis and the orthogonalization matrix:
\[
(A|n'n_i R_n)_{ij} = \sum_k (A|n'n_i)_{ik} (R_n)_{kj} = \sum_k \langle e^p_i | A | v_k \rangle \frac{1}{\sqrt{\lambda_j}} w^j_k = \langle e^p_i | A | e^p_j \rangle.
\] (32)

### 3.4 Diagonalization

Some remarks concerning diagonalization of matrices are in place. Assume that we constructed matrices of the Hamiltonian \(H\), square of total angular momentum \(J^2\) and the third component of angular momentum \(J_3\) in a sector with \(n_F\) fermions and cutoff \(N_B\). In order to obtain energies one can diagonalize \(H\) and then eventually act with \(J^2\) and \(J_3\) on eigenvectors to check what are their quantum numbers. This procedure is however ineffective.

Operators \(J^2\) and \(J_3\) conserve the number of bosons \(n_B\) while \(H\) does not. Therefore, matrices of angular momentum decompose into smaller matrices on subspaces with fixed \(n_B\):
\[
J^2_{n_B} = \begin{pmatrix}
J^2_{n_B=1} & \cdots & 0 \\
0 & \ddots & \vdots \\
0 & \cdots & J^2_{n_B=N_B}
\end{pmatrix}, \quad (J_3)_{n_B} = \begin{pmatrix}
(J_3)_{n_B=1} & \cdots & 0 \\
0 & \ddots & \vdots \\
0 & \cdots & (J_3)_{n_B=N_B}
\end{pmatrix}.
\] (33)
Index \(n_F\) is dropped for shorter notation.

We diagonalize \(J^2_{n_B}\) for each \(n_B\). Since these matrices are smaller, it is significantly faster to diagonalize them than \(H\). For each value of angular momentum \(j\) we construct a projection matrix \(P^j_{n_B}\). It maps \(H_{n_B}\) onto a subspace \(H_{n_B,j}\) corresponding to given \(j\). Then \(J_3\) on these small subspaces is
\[
(J_3)_{n_B,j} = P^j_{n_B,(J_3)_{n_B}} P^j_{n_B,j}.
\] (34)
These matrices are yet smaller and can be diagonalized for each $n_B$ and $j$ separately. Projection matrices $P_{n_B,j,m}$ from $H_{n_B,j}$ to $H_{n_B,j,m}$ are given by eigenvectors of $(J_3)_{n_B,j}$. Then the projection matrices from $H_{n_B}$ to $H_{n_B,j,m}$ are $P_{n_B,j,m} = P_{n_B,j,m} P_{n_B,j}$. We construct a transition matrix

$$P_{n_B,j,m} = \begin{pmatrix} P_{n_B=1,j,m} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & P_{n_B=N_B,j,m} \end{pmatrix}. \quad (35)$$

Finally, the matrix of Hamiltonian in a channel with given $(j,m)$ is a product $H_{N_B,j,m} = P_{N_B,j,m}^\dagger H_{N_B} P_{N_B,j,m}$. It is much smaller than the initial full matrix $H_{N_B}$ and thus diagonalization is faster.

Energies in the cut Fock space method are approximated from above. The parameter $\omega$ (cf. (14)) is not yet fixed. It can be used to minimize the lowest eigenvalue of the Hamiltonian and thus to improve approximation of the ground energy. Matrix representations of the angular momentum operators are independent of $\omega$. Therefore, projection matrices $P_{N_B,j,m}$ can be constructed without fixing $\omega$. Let us now construct matrices of three terms of the Hamiltonian $\bar{H}_K$, $\bar{H}_V$, $\bar{H}_F$ with $\bar{\omega} = 1$ and project them onto the subspace with given $j$ and $m$. Then the matrix of the full Hamiltonian is

$$H_{N_B,j,m}(\omega) = \omega^2 (\bar{H}_K)_{N_B,j,m} + \omega^{-4} (\bar{H}_V)_{N_B,j,m} + \omega^{-1} (\bar{H}_F)_{N_B,j,m}. \quad (36)$$

Matrix of the Hamiltonian in the subspace with given angular momentum is relatively small and minimizing its smallest eigenvalue with respect to $\omega$ is fast.

We come to discussing the effect of including $\omega$. Results concerning the energies are given in Tab. 1. For $(n_F,j) = (0,0)$ the smallest eigenvalue with cutoff $N_B$ minimized with respect to $\omega$ is smaller then the lowest eigenvalues for cutoff $N_B + 2$ with $\omega = 1$. That is, including the parameter $\omega$ effectively increases the cutoff by 2. The effect is similar for $(n_F,j) = (2,1)$. In the singlet channel for six fermions inclusion of $\omega$ effectively rises $N_B$ by almost 1.

In Tab. 2 optimal values of $\omega$ for different channels are given. All values of $\omega$ are similar. They are slightly smaller for $n_F \geq 4$. This means that the wavefunctions are in general wider for high $n_F$. This may be a sign of continuous spectrum in these sectors because states corresponding to the continuous spectrum are not localized.

4 The spectrum

Spectrum of a Hamiltonian is a basic characteristic of a model. In particular, it is interesting to identify the type of the spectrum, whether it is continuous or discrete. The nature of the spectrum can be identified from the behavior of energy levels for growing cutoff [47].

In order to obtain the spectrum we constructed matrices with sizes up to 36000. Computations were performed on a supercomputer Deszno located in the Institute of Physics at Jagiellonian University. 96 cores were used in parallel with the OpenMP interface using up to 256 GB shared memory.

4.1 Spectra in sectors with given number of fermions

We first comment on the 'stepwise' convergence of eigenvalues for $n + F = 0$ (cf. Fig. 1). In the bosonic channel parity is conserved. Creation operators $a_i^\dagger$ have negative parity, so states with odd $n_B$ (see eq. (18)) have negative parity. When $N_B$ raises by 1, it changes e.g. from an even to odd value, so only the basis of odd states grows. Therefore, eigenvalues corresponding
Table 1: The lowest energies in selected sectors. In each case the energy is given with keeping $\omega = 1$ and minimizing the energy with respect to $\omega$.

| $N_B$ | $(0,0)$ | $(2,1)$ | $(6,0)$ |
|-------|---------|---------|---------|
|       | $\omega = 1$ | $\omega = \omega_{min}$ | $\omega = 1$ | $\omega = \omega_{min}$ | $\omega = 1$ | $\omega = \omega_{min}$ |
| 0     | 15      | 12.992  |         | 15              | 12.99        |
| 1     | 15      | 12.992  | 17      | 14.41           | 9.06         | 7.83        |
| 2     | 13.327  | 12.952  | 14.35   | 12.15           | 6.12         | 5.10        |
| 3     | 13.327  | 12.952  | 13.03   | 11.47           | 4.59         | 3.74        |
| 4     | 12.882  | 12.632  | 12.05   | 11.25           |              |             |
| 5     | 12.882  | 12.632  | 11.54   | 11.04           |              |             |
| 6     | 12.712  | 12.620  | 11.20   | 10.79           |              |             |
| 7     | 12.712  | 12.620  | 10.97   | 10.64           |              |             |
| 8     | 12.634  | 12.591  |         |                 |              |             |
| 9     | 12.634  | 12.591  |         |                 |              |             |
| 10    | 12.604  | 12.589  |         |                 |              |             |

Table 2: Optimal values of $\omega$ in each $(n_F, j)$ channel. The value depends on the cutoff and is given for the maximal available cutoff.

| $j$ | $n_F$ | 0  | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|-----|-------|----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0   | 1/2   | 1.22| 1.21 | 1.15 | 1.15 | 1.15 | 1.15 | 1.14 |     |     |
| 1/2 | 1.31  | 1.23 | 1.15 | 1.15 | 1.16 |     |     |     |     |     |
| 1   | 1.25  | 1.22 | 1.15 | 1.15 | 1.15 | 1.15 |     |     |     |     |
| 3/2 | 1.27  | 1.22 | 1.15 | 1.15 | 1.15 | 1.15 |     |     |     |     |
| 2   | 1.25  | 1.20 | 1.15 | 1.15 | 1.16 | 1.15 |     |     |     |     |
to even states remain unchanged. Similarly, energy levels of odd states do not change when \(N_B\) changes from an odd to even value.

For \(n_F = 0\) all energies converge fast with growing cutoff. This behavior is typical for discrete spectrum. The fact that the spectrum is discrete is contrary to what one may naively expect. Indeed, if the three matrices \(x_i = x^a_i T^a\) commute then the potential vanishes: \(V \equiv -\sum_{i<j} Tr([x_i,x_j]^2) = 0\). The region where the potential vanishes forms a vector subspace in the configuration space which we call flat valleys. In such situation the spectrum is usually continuous. On the other hand, the potential becomes steeper in the transverse directions as one moves deeper inside the valleys. The transverse oscillations cost more energy and thus the effective potential inside the flat valleys, integrated over transverse degrees of freedom, grows. Therefore, the energy eigenstates are localized and the spectrum is discrete. These properties are shared by some simpler systems, see e.g. \[48\]. Similar behavior is observed in sectors with \(n_F = 1,\ldots,4\) fermions, although the ground energy decreases as \(n_F\) grows (cf. Fig\[2\]). This is different from the case of \(SU(2)\) where there is continuous spectrum for \(n_F = 2, 3, 4\).

An alternative possibility is the continuous spectrum. If it is present, then the eigenvalues fall slowly to zero (in the case of no mass gap). This behavior was confirmed for all systems with continuous spectrum studied so far with the cut Fock space method \[39, 47, 30, 28\]. In our results this effect is most manifest for \(n_F = 6\) and \(j = 0\) (Fig. \[3\]). The continuum spectrum arises because inside the flat valley the contributions from interactions of bosonic and fermionic degrees of freedom with the potential have different sign. They cancel exactly causing the effective potential to vanish. The flat valleys are open. Similar signs of continuous spectrum are also seen for \(n_F = 7, 8\) (Fig. \[4\]).

All these effects, i.e. nonvanishing effective potential in a flat valley, cancelation between bosons and fermions and finally discrete spectrum inside continuous one were already observed for simpler supersymmetric systems \[48, 13, 49\].

The Yang-Mills quantum mechanics without fermions was considered as a zeroth order approximation to pure gauge \(SU(3)\) theory in the small volume expansion in \[7, 6\]. Their results are obtained numerically by a variational technique, which is essentially the same as our method.
Figure 2: Spectrum of the SU(3) theory with \( n_F = 3, 4, 5 \) and the lowest angular momentum.

Figure 3: Spectrum of the SU(3) theory with \( n_F = 6 \).

(but restricted to \( n_F = 0 \)). In Table 3 we present comparison of the lowest energies in several channels with given angular momentum and parity. The results are consistent. The relative difference in most cases does not exceed 4%. Naturally, the results differ less in cases where both methods are more precise, i.e. for lowest energies.

4.2 Scaling relations

There are interesting scaling relations for eigenvalues corresponding to the continuous spectrum. They originate from dispersion relations for energies. In [39] the free Hamiltonian in one di-
dimensional quantum mechanics was studied with the cut Fock space method. For this system the standard dispersion relation $E(p) = \frac{1}{2}p^2$ holds. It was shown that in the infinite $N_B$ limit momentum is related to the label of energy level by $p = \frac{\pi}{\sqrt{2N_B}}(k+1)$. It follows that the energies satisfy

$$E_k \approx \frac{\pi^2(k + 1)^2}{4N_B} \quad k = 0, 1, \ldots$$

(37)

In the continuum limit the energies fill densely the positive real axis. In [28, 33] it was argued and checked numerically that the scaling of energies are similar for the continuous spectrum in SYMQM. Although the relation (37) does not hold precisely, it was shown that $N_B E_k$ converge to nonzero constants.

Corresponding results based on our data are presented in Fig. 5. The scaled energies are given for all $n_F$ in channels with the lowest angular momentum (i.e. $j = 0$ for even $n_F$ and $j = 1/2$ for odd $n_F$). For $n_F = 0, 1, 2, 3, 4, 6, 8$ we picked the lowest energy. For $n_F = 5, 7$ we chose the first excited energy, because those seem to be better candidates for the continuous spectrum (cf. Figs. 2, 4). Scaled energies corresponding to the continuous spectrum should be flat for large $N_B$. All energies are divided by $E(N_B = 1)$ so that the overall scale in each channel is removed. From Fig. 5 one can see that the scaled energies flatten as the number of fermions grows.

Concluding, the spectrum of the $SU(3)$ theory has discrete and continuous part. In contrary to the $SU(2)$ case, for $SU(3)$ the spectrum is discrete for two fermions. The continuous spectrum is moved to channels with higher $n_F$ because more fermions are needed to have supersymmetric cancelations between fermionic and bosonic degrees of freedom. Only then the effective potential in the flat valleys vanishes. Our results indicate that this occurs first for $n_F = 6$. However, the case of $n_F = 5$ is not very clear and the continuous spectrum can be present already in this sector.
Table 3: Comparison of lowest energies in the bosonic sector for the $SU(3)$ case obtained by our method and in [6]. Since both approaches are variational, lower values of energies give better approximation to energies in the continuum limit. In the $0^+$ sector results are perfectly consistent – eigenvalues differ only at the last digit which was given in [6]. In other channels our results are usually slightly more accurate.

5 Supersymmetry multiplets

Having computed spectrum of the model, we are now interested in its supersymmetric properties. It is known [50] that energy eigenstates of a supersymmetric model form supersymmetry multiplets (or supermultiplets).

A powerful method to identify supermultiplets in an organized way is to use supersymmetry fractions [28]. One can check whether two states are elements of the same multiplet by acting with a supercharge on one of them and analyzing the overlap with the other state. A supersymmetry fraction is essentially such an overlap.

In this section the parameter $\omega$ (cf. Chapter 3) is not included, i.e. here $\omega = 1$.

5.1 Supersymmetry multiplets in the continuum limit

The four supersymmetry generators $Q_\alpha$ introduced in [8] satisfy anticommutation relations (9) which play a central role in supersymmetric theories. They are however not the only operators that compose the supersymmetric algebra. Moreover, they are somewhat inconvenient because they do not form a spin multiplet. For this reasons we introduce operators $Q_\alpha$ ($\alpha = \pm$):

$$Q_+ = Q_1, \quad Q_- = Q_2.$$

Then, $Q_\mu$ is spin doublet. Operators $Q_\mu$ carry magnetic number $m = \pm 1/2$. Both $Q_\mu$ raise the fermionic number $n_F$ by 1. Their conjugates also form a spin doublet and have opposite quantum numbers. The new supersymmetry generators fulfill the following commutation relations:

$$\{Q_\alpha, Q_\beta\} = \{Q_\alpha^\dagger, Q_\beta^\dagger\} = 0,$$

$$\{Q_\alpha, Q_\beta^\dagger\} = 2\delta_{\alpha\beta}H, \quad [H, Q_\alpha] = [H, Q_\alpha^\dagger] = 0.$$
Figure 5: Scaled energy $N_B E$ for $SU(3)$ in sectors with $n_F = 3, \ldots, 8$. All energies are divided by $E$ for $N_B = 1$. In each channel the lowest $j$ was picked, i.e. $j = 0$ for even $n_F$ and $j = 1/2$ for odd $n_F$. In most sectors the lowest energy state was picked. For $n_F = 5, 7$ the first excited state was chosen because these seem to be better candidates for states in the continuum spectrum. For states corresponding to the continuum spectrum the scaled energy should be flat.

An irreducible representation of the supersymmetry algebra has a unique Clifford vacuum (or vacuum of the supermultiplet) $|\Omega\rangle$ which satisfies $Q_\alpha |\Omega\rangle = 0$ for $\alpha = \pm$. However, it is more convenient to work with reducible representations of supersymmetric algebra which contain $SO(3)$ multiplets. Such supermultiplet has several Clifford vacua which compose an angular momentum multiplet $|\Omega, m\rangle$. In what follows we assume that $|\Omega, m\rangle$ has $n_F$ fermions, total angular momentum $j$ and energy $E$.

If $E = 0$ then $Q_\alpha |\Omega, m\rangle$ vanishes and $|\Omega, m\rangle$ is a supersymmetry singlet. If this is not the case, then by repeatedly acting with operators $Q_\alpha^\dagger$ on $|\Omega, m\rangle$ one can construct other angular momentum multiplets $|\Omega_-, m\rangle$, $|\Omega_+, m\rangle$, $|\Omega_0, m\rangle$. Their quantum numbers are respectively $(n_F + 1, j - \frac{1}{2}, E)$, $(n_F + 1, j + \frac{1}{2}, E)$, $(n_F + 2, j, E)$. If $j = 0$ then $|\Omega_-, m\rangle = 0$. Otherwise none of these states vanishes. Together with the vacuum $|\Omega, m\rangle$ they form a supersymmetric multiplet. A supersymmetry multiplet is closed under the action of supercharges. That is, $Q_\alpha$ and $Q_\alpha^\dagger$ acting on an element of a supermultiplet give either zero or a combination of other members of the same supermultiplet.

The full supersymmetry multiplet forms a diamond in the $(n_F, j)$ plane (cf. Fig. 6). In the case $j = 0$ the state $|\Omega_-, m\rangle$ vanishes and the lower node $(n_F + 1, j - \frac{1}{2})$ in Fig. 6 is not present. A supermultiplet contains $4j + 2$ bosonic states (i.e. states which contain even number of fermions) and the same number of fermionic states.

### 5.2 Supersymmetry fractions

A useful tool to analyze the supermultiplets are supersymmetry fractions. They serve two purposes. First is to study breaking of the supersymmetry for finite cutoff. Second is to identify supermultiplets. Consider two angular momentum multiplets $|n_F, j, m, E\rangle$ and $|n_F + 1, j', m', E'\rangle$. Two states $Q_\alpha |n_F, j, m, E\rangle$ and $|n_F + 1, j', m', E'\rangle$ have nonzero overlap only if they are in the same supermultiplet and $m' = m + \alpha$. A supersymmetry fraction measures this overlap. It is
Values of the supersymmetry fractions within a supermultiplet are known [45]:

\[
q_{nF} (j', E'|j, E) = \frac{1}{4E} \sum_{mm'\alpha} \left| \langle nF + 1, j', m', E'|Q^\dagger \alpha |nF, j, m, E \rangle \right|^2.
\]  

(40)

The supersymmetry fractions are denoted by rectangles in Fig. 6. The supermultiplet is closed under the action of \(Q^\dagger\) so other fractions vanish.

5.3 Finite cutoff effects

For a finite cutoff the supersymmetry is broken. Consider a supersymmetry fraction \(q_{nF} (j \pm \frac{1}{2}, E_i|j, E_k)\). For large cutoff it is expected that the fraction is zero unless corresponding states,
Figure 8: Spectrum of the SU(3) theory with $n_F = 1$, angular momentum $j = \frac{1}{2}$ and $\omega = 1$. The third and fourth excited energies for $N_B = 9$ are very close. This is the reason why these two states mix and only their orthogonal superpositions give a good approximation to exact energy eigenstates.

labeled with $i$ and $k$, are in the same supermultiplet. In particular, energies $E_i$ and $E_k$ should be almost equal if the fraction is nonzero. In contrast, for a small cutoff eigenstates of the cut Hamiltonian do not give a good approximation to exact bound states. Then, the supersymmetry fractions $q_{nF}(j \pm \frac{1}{2}, E_i|j, E_k)$ are small but nonzero for many different pairs $(i, k)$.

Analysis of supersymmetry fractions for growing cutoff provides us the information at which value of $N_B$ the supersymmetry is approximately restored. In Fig. 7 dependence of supersymmetry fractions $q_{1}(\frac{1}{2}, E_i|0, E_k)$ on the cutoff is shown for selected $i$ and $k$. All states with $(n_F, j) = (0, 0)$ are Clifford vacua, so the exact values of these supersymmetry fractions are either 0 or 1. For the ground state in the bosonic sector there is only one fraction, $q_{1}(\frac{1}{2}, E_0|0, E_0)$, which is significant. It approaches 1 fast and one can say that the supersymmetry between the two corresponding states is essentially restored for $N_B \approx 7$. In general higher cutoffs are required to regain supersymmetry for higher eigenstates. This is because the lowest energy states converge for smaller cutoffs.

The behavior of fractions $q_{1}(\frac{1}{2}, E_i|0, E_1)$, $i = 3, 4$ in Fig. 7 is more complex. We address this case on a more general ground. Suppose that with the available cutoff a good approximation of a bound state $|n_F, j, m, E\rangle$ is obtained. Denote its (exact) superpartner in the channel $(n_F+1, j' = j \pm \frac{1}{2})$ by $|n_F+1, j', m', E\rangle$. In general, for larger number of fermions the cutoff is smaller and thus the approximation is worse. Therefore, a good approximation of the state $|n_F+1, j', m', E\rangle$ is given rather by some combination of energy eigenstates for a given cutoff

$$|n_F+1, j', m', E\rangle \approx \sum_i c_i |n_F+1, j', m', E_i\rangle_{N_B}. \quad (42)$$

The supersymmetry fractions $q_{nF}(j'E_i|j, E)$ for cutoff $N_B$ are fully determined by coefficients $c_i$. If $|n_F, j, m, E\rangle$ is vacuum of a supermultiplet then the supersymmetry fraction is

$$q_{nF}(j'E_i|j, E) = \left(j' + \frac{1}{2}\right) |c_i|^2. \quad (43)$$

If $|n_F, j, m, E\rangle$ is $|\Omega_+, m\rangle$ or $|\Omega_-, m\rangle$, then

$$q_{nF}(j'E_i|j, E) = \left(j + \frac{1}{2}\right) |c_i|^2. \quad (44)$$
In both cases \( q_{n_F}(j', E_i|j, E) \) is the exact supersymmetry fraction multiplied by \( |c_i|^2 \). Concluding, the supersymmetry fractions \( q_{n_F}(j', E_i|j, E) \) add up to the exact value. Therefore, if one finds several fractions \( q_{n_F}(j', E_i|j, E) \) which sum up almost to \( j + \frac{1}{2} \) or \( j' + \frac{1}{2} \) then the superpartner of \( |n_F, j, m, E\rangle \) is given by \( |\Omega_+, m\rangle \) where \( c_i \) are determined up to phases.

Consider again the supersymmetry fractions \( q_1(\frac{1}{2}, E_i|0, E_1) \) (Fig. 7). For \( N_B \) up to 7 the fraction \( q_1(\frac{1}{2}, E_4|0, E_1) \) grows while \( q_1(\frac{1}{2}, E_3|0, E_1) \) is close to 0. For \( N_B = 8 \) the two fractions interchange. This is because the energy of the state \( |1, \frac{1}{2}, E_4\rangle \) decreases faster than the energy of \( |1, \frac{1}{2}, E_3\rangle \) and labels of energies are swapped at \( N_B = 8 \). For \( N_B = 9 \) the fractions are 0.46 and 0.47 and sum up to 0.93. Based on earlier analysis we conclude that a good approximation to the superpartner \( |\Omega_+, m\rangle \) of the state \( |0, 0, E_1\rangle \) is given by a combination

\[
|\Omega_+, m\rangle \approx \sqrt{0.46}e^{i\phi_1}|1, \frac{1}{2}, m, E_3\rangle_{N_B=9} + \sqrt{0.47}e^{i\phi_2}|1, \frac{1}{2}, m, E_4\rangle_{N_B=9}.
\] (45)

A reason why the two energy states mix for \( N_B = 9 \) is the fact that their energies are close for that cutoff (cf. Fig. 8).

Such situation as described above, with several supersymmetry fractions which add up almost to an exact value is in fact very common. This is because the number of degrees of freedom is large and thus eigenenergies are densely distributed. Therefore, states that correspond to different but close energies mix easily for a finite cutoff. Obviously, these states disentangle for a cutoff which is high enough. Nevertheless, if energies of different supermultiplets are almost degenerate, the needed cutoff is very large.

A more complete set of supersymmetry fractions \( q_1(\frac{1}{2}, E_i|0, E_1) \) is given in Tab. 2. All states from the \( (0, 0) \) sector are vacua of a \( (0, 0, E) \) supermultiplet. Therefore, for all of them there should be a supersymmetry fraction equal to 1 with some states with \( (n_F, j) = (1, \frac{1}{2}) \). The states from channel \( (1, \frac{1}{2}) \) belong to supermultiplets which vacua have quantum numbers \( (0, 0, E) \), \( (0, 1, E) \) or \( (1, \frac{1}{2}, E) \). That is why some rows in Tab. 2 are empty.

The first two columns of Tab. 2 were already analyzed. The third column corresponds to the singlet \( (0, 0, 17.47) \). There are five fractions which correspond to doublets in single fermion sector and add up to 0.83. Energies of these doublets range from 17.88 to 18.85. One can see in Fig. 8 that for \( E \sim 18 \) energies decrease by \( \Delta E \sim 1 \) when \( N_B \) changes from 8 to 9. That is, the energies are determined with precision of order 1. It is then natural that the (exact) energy states mix for finite \( N_B \) as long as their energies agree within the error.

Analysis of all other sectors is similar. Summary of identified supermultiplets is given in Tab. 5. Values of supersymmetry fractions are also given to indicate how strong is the identification. Clearly, large difference of energies within a supermultiplet means that states did not yet converge and one should not expect large values of fractions. Supersymmetry fractions given in Tab. 5 are normalized, i.e. divided by exact values.

All above considerations address only the case of discrete spectrum. This is because the continuous spectrum appears in channels with many fermions. There the density of energy states is higher while the available cutoff is small. This makes the analysis of supersymmetry fractions yet more demanding.

### 5.4 Summary

In Fig. 9 all identified supermultiplets are shown. Triangles with vertices in sectors \( (n_F, 0) \), \( (n_F + 1, \frac{1}{2}) \), \( (n_F + 2, 0) \) and all diamonds are fully identified supermultiplets. They are marked with blue color. The triangles which have vertices at \( (n_F, j) \), \( (n_F + 1, j - \frac{1}{2}) \) and \( (n_F + 1, j + \frac{1}{2}) \) are marked with green color and represent diamonds with one element not identified. Green lines correspond to two states out of three in a multiplet with Clifford vacuum in \( (n_F, 0) \). The method which
was used for finding the energies is variational, so all energies are approximated from above. For this reason all states in Fig. [5] are shifted to the lowest energy in the corresponding multiplet.

We succeeded to fully identify four supermultiplets (cf. Tab. [5]). In general, it is easier to identify states which ‘open’ the multiplet, i.e. the Clifford vacuum in the sector with $n_F$ fermions and two states with $n_F + 1$ fermions. The remaining state which ‘closes’ the supermultiplet is significantly harder to find. Even if the Clifford vacuum is a low excited state, then its superpartners, which have more fermions and the same energy, are highly excited states (cf. Figs. [1] - [4]). Therefore, one needs higher cutoff before convergence of these states is obtained. However, cutoffs in sectors with more fermions are lower. Therefore, the ‘closing’ state is rarely well approximated.

### 6 Summary

In this paper the supersymmetric Yang-Mills quantum mechanics in $D = 4$ with the $SU(3)$ gauge group was studied. The cut Fock space method was used to construct matrix representations of relevant operators of the theory. They served to find energies of the model and to analyze supersymmetric structure of SYMQM.

The physical Hilbert space consists of $SU(3)$ singlets, which are constructed by acting with so called bricks on the empty state. We found that there are 786 independent bricks. Next, we presented a recursive algorithm to construct matrix elements of an arbitrary operator. The number of fermions is limited by 16 and it is necessary to take only $n_F \leq 8$ because the Hamiltonian is symmetric under the particle-hole transformation. In each fermionic sector we set a cutoff $N_B$ on the total number of bosonic excitations. A program based on the presented algorithm was used to construct matrices of the Hamiltonian, total angular momentum and supercharges. Next, eigenenergies with definite angular momentum were computed.

In Section [4] the spectrum was analyzed. Our results in the purely bosonic part of the
Table 5: Energies and supersymmetry fractions in identified supermultiplets. Fractions are divided by the value they should take in continuum. The closer the normalized supersymmetry fraction is to one, the higher is the quality of identification of a supermultiplet. Stars mean that the fraction is summed over two states and energies are averaged. Question marks stand for unidentified states and corresponding supersymmetry fractions in a supermultiplet. Dashes stand for states which do not appear in a supermultiplet.
Figure 9: All identified supermultiplets. The diamond and two triangles with two vertices at $j = 0$ are completely identified multiplets. The other triangles correspond to diamonds with one state unidentified. Lines correspond to triangle multiplets with one vertex not identified.

Hilbert space were compared with [6] where no fermions were considered. Very good agreement was found (cf. Tab. [3]). Results in sectors with fermions are original. Dependence of the eigenenergies on the cutoff $N_B$ is crucial for identifying the type of the spectrum. Discrete energy levels converge very fast to the exact value. On the contrary, it was argued in [28, 33] that eigenenergies corresponding to the continuous spectrum should satisfy the scaling relation $E_k \propto 1/N_B$, where $k$ is the label of the energy. Therefore, the scaled energy $N_B \times E_k$ should approach a constant when $N_B \rightarrow \infty$.

For $n_F \leq 4$ the scaled energies grow approximately linearly with $N_B$ (cf. Fig. 5). Therefore, the spectrum is discrete. Although the potential has flat valleys, the transverse oscillations give rise to an effective potential. It prevents wavefunctions from propagating in these directions. For $n_F = 6, 7, 8$ scaled energies seem to be approximately constant, which suggests that the spectrum is continuous. That means that supersymmetric cancelations of bosonic and fermionic degrees of freedom occur and flat valleys of the potential are open. Still, it is possible, and in fact required by supersymmetry, that there are discrete energies immersed in the continuous spectrum. Because of the particle-hole symmetry, the energy levels and nature of the spectrum for $8 < n_F \leq 16$ is the same as for $16 - n_F$ fermions. The sector $n_F = 5$ (and thus also $n_F = 11$) is disputable. For a more detailed picture concerning the type of spectrum a higher cutoff would be needed.
In Section 5 we studied supersymmetric structure of the model. In the continuum limit all states are grouped in supermultiplets. However, finite cutoff breaks the supersymmetry. We used supersymmetry fractions $q_{nF}(j'jE)|jE)$ to identify supermultiplets and to check how much the supersymmetry is broken. Values of supersymmetry fractions are known when the supersymmetry is exact: $q_{nF}(j'jE)|jE)$ equals $j$ or $j + \frac{1}{2}$ if the two corresponding states are in the same multiplet and zero otherwise. We found that at least for some low energy states the supersymmetry fractions converge to their exact values (cf. Fig. 7). They were used to identify supermultiplets. Four complete supermultiplets were fully identified. More supermultiplets were found with one state in the channel with highest $nF$ missing. Complete list of identified supermultiplets is given in Tab. 5 and an overview is presented in Fig. 9. We conclude that within the available cutoff, some supersymmetry is already restored at low energies and small number of fermions.
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