A non grid-based interpolation scheme for the eigenvalue problem
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We propose a non grid-based interpolation scheme based on the information from the data collected from the vicinity of the query point. As a non-grid-based interpolation, the data points can be distributed randomly in a small region, and the interpolation is constructed so that it naturally makes use of the information not only on the function value but also on its higher order derivatives. The main advantage of the present approach is that the precision of the interpolation can be adjusted in accordance to the quantity of the data, in other words, a balance between the precision and the computational cost can be achieved by properly choosing the size of the neighborhood where the data points are collected. The method is applicable to univariate as well as multivariate functions. We show that the proposed scheme is efficient and precise. The present approach is then employed to study the eigenvalue problem.

I. INTRODUCTION

In physics, eigenvalue problem is associated with many important practical applications. To name a few, in the classical mechanics, small oscillations of a system about the equilibrium is treated as superposition of normal modes via the characteristic equation for the frequencies; in quantum theory, the atomic spectra can be obtained by solving the time-independent Schrodinger equation; in general relativity, the stability of a black hole metric is studied by investigating the temporal evolution of small perturbations known as quasinormal modes. All of the above examples are closely related to the eigenvalue problem. However, owing to the mathematical difficulties, one usually has to resort to numerical approaches, and therefore, various methods were proposed.

In this work, we propose a non-grid-based interpolation approach. The interpolation is based on Taylor series, and is constructed by using the information of a set of randomly scattered data points. We investigate the precision as well as efficiency of the proposed method, by comparing our results to those obtained by standard procedures of MATLAB or Mathematica. The present interpolation scheme is then employed to discuss the eigenvalue problem. The paper is organized as follows. In section 2, the basic framework of the proposed interpolation method is presented, and a few applications are discussed in section 3. In section 4, we employ the proposed interpolation scheme to study differential equation and the eigenvalue problem. Section 5 is devoted to discussions and conclusions.

II. A NON GRID-BASED INTERPLOATION SCHEME FOR SCATTERED DATA POINTS

In this section, we propose an interpolation scheme by making use of data points in a small vicinity of the query point. Here the data points in question can be scattered, and therefore they do not necessarily sit on the vertices of any regular grid. The Taylor series \textsuperscript{1)} for a multivariable function \( f(x) \equiv f(x_1, \cdots, x_D) \) about a given point \( a \equiv (a_1, \cdots, a_D) \) read:

\[
    f(x_1, \cdots, x_D) = \sum_{n_1=0}^{\infty} \cdots \sum_{n_D=0}^{\infty} \frac{\prod_{i=1}^{D} (x_i - a_i)^{n_i}}{\prod_{i=1}^{D} n_i!} \left( \frac{\partial^{n_1+\cdots+n_D} f}{\partial x_1^{n_1} \cdots \partial x_D^{n_D}} \right) (a_1, \cdots, a_D)

    = f(a_1, \cdots, a_D) + \sum_{j=1}^{D} \frac{\partial f(a_1, \cdots, a_D)}{\partial x_j} (x_j - a_j)
\]
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In the special case of a bivariate function, the above series read
\[
 f(x, y) = f(a, b) + (x - a)f_x(a, b) + (y - b)f_y(a, b) + \left( x - a \right)^2 f_{xx}(a, b) + (x - a)(y - b)f_{xy}(a, b) + \ldots
\]  
(2.2)

and for a univariate function, it is simply expressed as
\[
 f(x) = f(a) + (x - a)f'(a) + \frac{1}{2}(x - a)^2f''(a) + \frac{1}{3!}(x - a)^3f'''(a) + \ldots
\]  
(2.3)

Since our goal is to carry out an interpolation based on the information of a set of \( N \) scattered points distributed in a small neighborhood, let us apply the above Taylor series \( N \) times to each one of the data points around query point. The results can be written in a form of matrix product as follows
\[
 F = MD
\]  
(2.4)

where \( F \) and \( D \) are \( N \times 1 \) column vectors and \( M \) is a \( N \times N \) matrix. \( F \) contains the information from \( N \) data points, \( D \) contains values of the function \( f \) and its derivatives at the query point and the \( i \)-th line of the matrix \( M \) consists of different power functions of the coordinate relative difference between the \( i \)-th data point and the query point. For instance, consider a bivariate function \( f(x, y) \), and the data points are the function values at coordinates \((x_i, y_i)\) with \( i = 1, 2, \ldots \), \( F, D \) and \( M \) can be written down as follows:

\[
 F = (f(x_1, y_1), f(x_2, y_2), f(x_3, y_3), f(x_4, y_4), f(x_5, y_5), f(x_6, y_6), \cdots)^T
\]  
(2.5)

\[
 M = \begin{pmatrix}
 1 & x_1 - x_0 & y_1 - y_0 & \frac{(x_1 - x_0)^2}{2} & \frac{(x_1 - x_0)^3}{3!} & \frac{(x_1 - x_0)^4}{4!} & \cdots \\
 1 & x_2 - x_0 & y_2 - y_0 & \frac{(x_2 - x_0)^2}{2} & \frac{(x_2 - x_0)^3}{3!} & \frac{(x_2 - x_0)^4}{4!} & \cdots \\
 1 & x_3 - x_0 & y_3 - y_0 & \frac{(x_3 - x_0)^2}{2} & \frac{(x_3 - x_0)^3}{3!} & \frac{(x_3 - x_0)^4}{4!} & \cdots \\
 1 & x_4 - x_0 & y_4 - y_0 & \frac{(x_4 - x_0)^2}{2} & \frac{(x_4 - x_0)^3}{3!} & \frac{(x_4 - x_0)^4}{4!} & \cdots \\
 1 & x_5 - x_0 & y_5 - y_0 & \frac{(x_5 - x_0)^2}{2} & \frac{(x_5 - x_0)^3}{3!} & \frac{(x_5 - x_0)^4}{4!} & \cdots \\
 1 & x_6 - x_0 & y_6 - y_0 & \frac{(x_6 - x_0)^2}{2} & \frac{(x_6 - x_0)^3}{3!} & \frac{(x_6 - x_0)^4}{4!} & \cdots \\
 \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
 \end{pmatrix}
\]  
(2.6)

\[
 D = (f(x_0, y_0), f_x(x_0, y_0), f_y(x_0, y_0), f_{xx}(x_0, y_0), f_{xy}(x_0, y_0), f_{yy}(x_0, y_0), \cdots)^T
\]  
(2.7)

In particular, for a univariate function \( f(x) \) and \( N = 4 \), one has

\[
 F = (f(x_1), f(x_2), f(x_3), f(x_4), \cdots)^T
\]  
(2.8)

\[
 M = \begin{pmatrix}
 1 & x_1 - x_0 & \frac{(x_1 - x_0)^2}{2} & \frac{(x_1 - x_0)^3}{3!} & \frac{(x_1 - x_0)^4}{4!} & \cdots \\
 1 & x_2 - x_0 & \frac{(x_2 - x_0)^2}{2} & \frac{(x_2 - x_0)^3}{3!} & \frac{(x_2 - x_0)^4}{4!} & \cdots \\
 1 & x_3 - x_0 & \frac{(x_3 - x_0)^2}{2} & \frac{(x_3 - x_0)^3}{3!} & \frac{(x_3 - x_0)^4}{4!} & \cdots \\
 1 & x_4 - x_0 & \frac{(x_4 - x_0)^2}{2} & \frac{(x_4 - x_0)^3}{3!} & \frac{(x_4 - x_0)^4}{4!} & \cdots \\
 \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
 \end{pmatrix}
\]  
(2.9)

\[
 D = (f(x_0), f'(x_0), f''(x_0), f'''(x_0), \cdots)^T
\]  
(2.10)

This implies that the column vector \( D \) can be expressed in terms of \( F \) and \( M \) once \( M \) has a nonzero determinant, \( D = A^{-1}F \). In particular, if only a few particular elements of \( D \) is required, one may use Cramer’s rule to evaluate them: \( D_i = \det(M_i) / \det(M) \) where \( M_i \) is the matrix formed by replacing the \( i \)-th column of \( M \) by the column vector \( A \). For instance, in the above example, \( f''(x_0) = \det(M_3) / \det(M) \). It is noted that if the (partial) derivatives instead of the function value are known, Eq. (2.4) and the subsequent procedure can be carried out in a very similar fashion.
FIG. 1: The black empty circles are the 21 random points in Table I, and the filled red circles correspond the points in Table II.

III. PRECISION AND EFFICIENCY OF THE METHOD

Because the information on all the data points are expressed in terms of Taylor series by Eq. (2.4), it is expected that the present interpolation scheme inherits the efficiency of any method which is also based on Taylor series. In what follows, we study the precision of the method by applying it to few examples. First, let us consider a bivariate function \( f(x, y) = \sin(xy^2) \). We randomly sample 21 points in the region \( 0 \leq x \leq 1 \) and \( 0 \leq y \leq 1 \), and use the function value at those points to calculate all first order partial derivatives of \( f(x, y) \) using the proposed interpolation scheme. The results are shown in Table I below, where \( \bar{f}_x \) and \( \bar{f}_y \) are those obtained by the analytic expressions, and \( \Delta f_x = \frac{\bar{f}_x - f_x}{\bar{f}_x} \) and \( \Delta f_y = \frac{\bar{f}_y - f_y}{\bar{f}_y} \) are the relative difference between the exact and the numerical values. Since we have only made use
of 21 points, one can only expand the function up to its fourth order partial derivatives. However, we find that the resultant precision is reasonable, provided that these few sampled points were obtained randomly.

In the second example, we apply the method to further evaluate the function and its partial derivatives at any given point. We made use of the same information of the above 21 point, and evaluate the function value as well as the derivative \( \frac{\partial^2 f}{\partial x \partial y} \) at the rectangular grid points shown in Fig.1 the results are presented in Table II where \( \hat{f} \) and \( \hat{f}_{xy} \) represent the calculated values of the function and \( \frac{\partial^2 f}{\partial x \partial y} \) by using the proposed interpolation scheme, \( f \) and \( f_{xy} \) are those obtained by the analytic expressions, and \( \Delta f \) \( \Delta f_{xy} \) are the relative difference between the exact and the numerical values.

In the following example, we employ the interpolation method to find the extrema of an unknown function. This can be achieved by solving the linear equation where the interpolated first order derivative equals zero. Let us consider the following three points \( x_0 = 1.11772 \). Our goal is to evaluate the values of the function at the above three points in this case, we are provided by some additional information on the derivative of the function. As discussed by the end of section I, we can make use of these information by adding three more elements, namely, three zeros correspond to the first order derivative at those extrema, to the column vector \( \vec{F} \) in Eq.(2.4). The right hand side of Eq.(2.4) can be subsequently written down by expanding the first order derivative in terms of higher order derivatives. The function values according to the analytic expression are \( f(x_0) = 0.236839, -0.169167, 0.111774 \). In comparison to those obtained by the “InterpolatingPolynomial” command of Mathematica, \( f(x_0) = 0.235812, -0.169107, 0.111709 \), the relative differences are \(-0.00438185, -0.003031373, -0.00575772\) The calculated function values by the proposed method are \( f(x_0) = 0.236839, -0.169167, 0.111774 \), the relative differences are \(-0.000045039, -0.0000482994, -0.0000180876\). Again, the results turn out to be of the same precision of those obtained by Mathematica.

### IV. Applications in Differential Equation and Eigenvalue Problem

In numerical computation, many methods have been proposed to solve differential equation. To this day, to further improve the precision and the efficiency in solving differential equation still remains as a challenging as well as compelling topic to the community. Differential quadrature method (DQM) was proposed in the 70s by Bellman and Casti, it is used as one of the widely recognized methods for numerical differentiation. The method proposed here is able to achieve the same precision and efficiency of the former, as shown below.

To apply the proposed method, first let us revisit the Taylor series of \( f_i(x_1, \cdots, x_N) \) around \( (a_1, \cdots, a_N) \) Eq.(2.1):

\[
f_i(x_1, \cdots, x_N) = f(a_1, \cdots, a_N) + \sum_{j=1}^{D} \frac{\partial f(a_1, \cdots, a_D)}{\partial x_j} (x_j - a_j)
\]
the differential equation, we adopt the assumption that the Taylor series expansion is valid in the domain of interest. Then, one divides the domain of the function by using regular grids, or when it is necessary, scattered points. These grid points as well as the boundary are associated with the above-mentioned points \((x_1, \ldots, x_N)\) on the right hand side of Eq. \((4.1)\). By substituting the left hand side of Eq. \((4.1)\) into the differential equation, one finally obtains a linear equation in terms of the function values at \((x_1, \ldots, x_N)\). Since the resulting equation is valid for any point in the domain, we can choose \(N\) different points for \(x_0\) at will and solve the problem by methods of linear algebra.

As an example, let us solve the differential equation \(f''(x) + \sin^3(x) = 0\) with the boundary conditions \(f(0) = 3\) and \(f(1) = 2\). In this example, we discretize the interval \([0, 1]\) by using a total of 14 uniformly distributed points, and solve the corresponding problem in linear algebra involving 14 linear equations. The results are shown in Table \(\text{III}\) where exact solution \(\tilde{f}\) is compared to the numerical solution \(\tilde{f}\), the proposed method has achieved a very high precision.

\[
\begin{array}{cccc}
 x & \tilde{f} & \tilde{f} & \Delta f \\
 0 & 3. & 3. & 0. \\
 \frac{1}{12} & 2.92611 & 2.92611 & 6.213364347442804 \times 10^{-13} \\
 \frac{1}{7} & 2.85222 & 2.85222 & 6.21084423474243 \times 10^{-13} \\
 \frac{1}{4} & 2.77831 & 2.77831 & 6.404848458855489 \times 10^{-13} \\
 \frac{1}{3} & 2.70432 & 2.70432 & 6.583365058193686 \times 10^{-13} \\
 \frac{1}{2} & 2.63016 & 2.63016 & 6.777424923871763 \times 10^{-13} \\
 \frac{1}{1} & 2.55569 & 2.55569 & 6.984482190814282 \times 10^{-13} \\
 \frac{3}{2} & 2.48069 & 2.48069 & 7.205502781153421 \times 10^{-13} \\
 \frac{5}{3} & 2.40488 & 2.40488 & 7.440020803985056 \times 10^{-13} \\
 \frac{7}{4} & 2.32793 & 2.32793 & 7.691674102109481 \times 10^{-13} \\
 \frac{10}{7} & 2.24944 & 2.24944 & 7.976359101089474 \times 10^{-13} \\
 \frac{15}{10} & 2.16895 & 2.16895 & 8.25879045958274 \times 10^{-13} \\
 \frac{19}{12} & 2.08598 & 2.08598 & 8.82760243319681 \times 10^{-13} \\
 \frac{23}{16} & 2.00349 & 2.00349 & 0. \\
 \end{array}
\]

Now we are in a position to apply the proposed method to the eigenvalue problem. Without loss of generality, we present the procedure by solving the stationary solution of one-dimensional Schrodinger equation. As in the above scheme for solving differential equation, by properly discretizing the domain of the unknown function, one obtains an array of linear equations in terms of the function values at \(N\) grid points. The key characteristic of the eigenvalue problem is that resultant linear equations are homogeneous, so that it can be written into the form

\[
M(\omega)\phi = 0 \tag{4.2}
\]

1 If not, coordinate transformation usually can be carried out to achieve this requirement.
where \( \phi \) is a \( N \times 1 \) column vector consists of the function values at \( N \) grid points, and \( M \) is a \( N \times N \) matrix and \( \omega \) is the eigenvalue. This implies that \( \det(M(\omega)) = 0 \), where \( \det(M(\omega)) \) is a polynomial of \( \omega \) with known coefficients.

As a first example let us consider the one dimensional infinity potential well. The corresponding eigenvalue equation reads

\[
\phi''(x) + \omega^2 \phi(x) = 0, \quad 0 \leq x \leq 1 \\
\phi(1) = \phi(0) = 0
\]  

(4.3)

where the eigenvalues are known to be \( \omega_n = n\pi \). Let us again consider a total of 14 uniformly distributed grid points in \([0, 1]\) and then solve the polynomial equation for \( \omega \) numerically. We obtain the following real eigenvalues 3.14159, 6.28319, 9.42387, 12.5465. We conclude that the resulting precision is reasonably good and it is higher with smaller \( n \).

In the second example, we study the Schrodinger equation with the Poschl-Teller potential defined as follows:

\[
U(x) = \frac{V_0}{2} \left[ \frac{k(k - 1)}{\sin^2(\alpha x)} + \frac{\lambda(\lambda - 1)}{\cos^2(\alpha x)} \right], \\
V_0 = \frac{h^2 \alpha^2}{m_0}
\]  

(4.4)

where the eigenvalues are known to be \( E_n = \frac{V_0}{2}(k + \lambda + 2n) \). Here we assume \( \alpha = \frac{\pi}{2} \), and solve the eigenvalue problem with the proposed method, and compare the exact values \( \bar{E}_n \) with the numerical results \( \tilde{E}_n \) in Table IV. We see that reasonable precision is obtained.

| \((k, \lambda)\) | \{\( \bar{E}_n \) \} | \{\( \tilde{E}_n \) \} | \{\( \bar{E}_n \) \} |
|-----------------|----------------|----------------|----------------|
| (2, 2)          | 18, 18.0492   | 32, 31.8772   | 50, 49.4934   |
| (3, 2)          | 24.5, 24.4631 | 40.5, 40.546  | 60.5, 60.2104 |
| (2, 3)          | 24.5, 24.4974 | 40.5, 40.4348 | 60.5, 60.45   |
| (3, 3)          | 32, 31.9963   | 50, 49.9572   | 72, 71.2222   |
| (10, 10)        | 242, 241.792  | 288, 289.955  | 338, 330.614  |

TABLE IV: A comparison of the eigenvalues for the Poschl-Teller potential between the exact values \( \bar{E}_n \), and the numerical results \( \tilde{E}_n \).

Let us consider another example of the following trigonometric potential

\[
U(x) = V_a \cot \left( \frac{\pi x}{\alpha} \right)
\]

(4.5)

with the following known analytic eigenvalues

\[
E_n = \frac{\pi^2}{A \alpha^2} \left( n^2 + 4n\lambda_n - 2\lambda_n \right), \\
\lambda_n = \frac{1}{4} \left( \sqrt{4AV_a \alpha^2 \pi^2 + 1} - 1 \right)
\]  

(4.6)

where \( A = \frac{2m_0}{\hbar^2} \). For simplicity, we choose \( \alpha = A = 1 \), and compare the exact values \( \bar{E}_n \) with the numerical results \( \tilde{E}_n \) in Table IV. We again arrive the conclusion that the proposed method yields satisfactory results.

V. DISCUSSIONS AND CONCLUSIONS

In this work, we propose a non-grid-based interpolation scheme based on the information on the data in the vicinity of the query point. As a non-grid-based interpolation, the data points do not have to be distributed uniformly in the sampling area. Therefore, a very important feature of the proposed method is that the interpolation is not restricted to the data sampling process and as a matter of fact, the precision of the interpolation can be adjusted in accordance to the quantity of the data. We applied the method to differential equation as well as to the eigenvalue problem.

There are many other applications of the eigenvalue problem. As discussed above, the study of small perturbations of black hole, known as quasinormal mode, is one of such problems. And due to its implication in general relativity...
and particle physics, it has aroused increasing interest of physicists in recent years. In this case, the eigenvalue is a complex number therefore the above method cannot be applied straightforwardly. Other applications include geometric measurements. In this context, due to practical restrictions, the proposed method may become quite advantageous since no rectangular grids are necessary. As a result, measurements can be carried out with much convenience as well as better precision. Such implementation is desirable and will be carried out in the near future.
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