Abstract: Invasive plants are causing massive economic and environmental troubles for our societies worldwide. The aim of this study is to employ a set of machine learning classifiers for detecting invasive plant species using remote sensing data. The target species is Kudzu vine, which mostly grows in the south-eastern states of the US and quickly outcompetes other plants, making it a relevant and threatening species to consider. Our study area is Atlanta, Georgia and the surrounding area. Five different algorithms: Boosted Logistic Regression (BLR), Naive Bayes (NB), Neural Network (NN), Random Forest (RF) and Support Vector Machine (SVM) were tested with the aim of testing their performance and identifying the most optimal one. Furthermore, the influence of temporal, spectral and spatial resolution in detecting Kudzu was also tested and reviewed. Our finding shows that random forest, neural network and support vector machine classifiers outperformed. While the achieved internal accuracies were about 97%, an external validation conducted over an expanded area of interest resulted in 79.5% accuracy. Furthermore, the study indicates that high accuracy classification can be achieved using multispectral Sentinel-2 imagery and can be improved while integrating with airborne visible/infrared imaging spectrometer (AVIRIS) hyperspectral data. Finally, this study indicates that dimensionality reduction methods such as principal component analysis (PCA) should be applied cautiously to the hyperspectral AVIRIS data to preserve its utility. The applied approach and the utilized set of methods can be of interest for detecting other kinds of invasive species as part of fulfilling UN sustainable development goals, particularly number 12: responsible consumption and production, 13: climate action, and 15: life on land.
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1. Introduction

1.1. Invasive Species

An invasive species is defined by the Executive Order 13112 as “an alien species whose introduction does or is likely to cause economic or environmental harm or harm to human health” [1]. Environmental damage happens when there is a significant decrease in native species, an alteration to plant and animal communities or to ecological processes that native species and other desirable plants, animals and humans depend on for survival [2]. There is a substantial problem with invasive species in the U.S., which is causing a lot of harm both economically and environmentally [3]. Invasive species are
estimated to cost $120B annually and affect more than 100 million acres spread out across the entire country [4].

Invasive species can have widespread impacts on societies ranging from reduced agricultural output and reducing populations of native species significantly due to invasive species having a competitive advantage in their new environment. This skewing of competition can be seen in its effects on other species; 42% of all species that are categorized as either threatened or endangered are in large part listed in this way due to competing invasive species [5]. Remote sensing technology and methods offer an opportunity to detect many different objects and entities on the ground and at sea, which includes different plant species. The methodology used to detect different types of plants is rooted in the target plant’s unique characteristics [6,7].

1.2. Kudzu Vine and Its Phenology

One of the most widespread invasive species in the U.S. is the Kudzu vine, which was nicknamed “The vine that ate the south”. Kudzu outcompetes almost everything in its path at a fast pace. The vine entered North America in the late 1800s, after the World’s Fair in Philadelphia, which marked the event that introduced Kudzu. The plant originates from East Asia in the regions of China and Japan. It quickly became popular in the Americas in various planning and environmental departments, as it could be used to fight against erosion on slopes and hillsides or as a cover for slopes along highway and railways. For this reason, millions of seeds were spread across the south. These plants were not kept under control, which is the main reason Kudzu has spread so massively and has become a huge issue for the American government and landowners [8]. In order to detect Kudzu remotely, the phenology of the vine will be investigated, allowing us to take advantage of its characteristics and to get a better impression of the behavior of the vine.

The main objective of this study is to enhance the automatic detection of invasive plant species, more specifically the Kudzu vine, using remote sensing data [9]. Our approach is based on setting a set of machine learning classification algorithms on multispectral remote sensing data. The main challenge in detecting Kudzu lies in distinguishing it from surrounding vegetation. The key lies in its phenology: (a) a possible way of doing this could be to take advantage of the fact that Kudzu does not lose its leaves until the first winter frost [10], making the plant stand out among other vegetation in late fall and early winter, (b) another method would be to make use of its unique characteristic; compared to other vegetation, Kudzu has high concentration of nitrogen [10].

There are some existing studies on the subject related to remote sensing and machine learning classification. Two recent studies are particularly relevant to this study, with the first being a study on the use and possibilities of different remote sensing data. The study [11] summarizes different approaches for detecting invasive alien species using general remote sensing techniques. The case the study focused on is the South American Solanum Mauritianum, more commonly referred to as Bugweed, which is becoming an increasing problem in South African forest areas. S. Mauritianum is not very easily distinguished from other vegetation, due to its neutral green color and ability to grow both at the canopy level and below. The study also states that remote sensing of invasive plant species has typically been focused on high spatial resolution aerial imagery, but also states that these products have their limitations. A key factor in success with such products involves considering the plant’s unique abilities such as its flowering and fruiting seasons. Performing time series analysis with high-resolution imagery has proven to be an effective detection method that is made possible by having sub-meter satellite imagery. However, relying only on imagery makes it very difficult to detect species that do not clearly distinguish themselves from their surroundings, and higher resolution does not solve this problem.

Even multispectral products can struggle in detecting plants that exhibit similar characteristics to their surroundings. Overall the results are better when using multispectral products over just optical ones but these products still struggle when vegetation cover is sparse. The field of detecting invasive plant species is therefore shifting towards hyperspectral data, which shows advantages over optical
and multispectral products. Hyperspectral data has proven to be much more capable in distinguishing vegetation types from each other, due to the possibility of obtaining each species’ exact spectral signature [12]. Relying on hyperspectral data does though have its limitations. While hyperspectral data does yield better results (usually above 80% accuracy), it is mostly limited to aerial products, such as HyMap and airborne visible/infrared imaging spectrometer (AVIRIS) [13]. These aerial products have a major disadvantage in large scale mapping of being very costly, making the economic advantage of remote sensing less obvious. The required amount of accuracy needs to be considered, since very accurate mapping comes at a cost. Remote sensing products with a high temporal resolution, such as satellite imagery, might still have an advantage in cost and scaling, even though their results are less accurate [14].

The second relevant study is a study by D. McIntyre [15], which aims to use remotely sensed data to detect and map the invasive plant species “Paterson’s curse” in Western Australia. Paterson’s curse is detectable because of its ability to stay green for longer than other plants, thereby making it possible to identify among other types of vegetation. If the Paterson’s Curse is not detected in the late stages of its yearly vegetation lifespan, it is also detectable through its two weeks flowering period. This is mainly because of its blue flowers, which make it very detectable in a blue color index. Because the flowering season is crucial to the performance of the detection, it does not leave much room for data collection, which is both concerning for field work and for remote sensing data. When the detection is highly dependent on a short-lived flowering season, remote sensing detection can become very challenging. The points of flowering and late seasonal aging discussed in the concluding parts of this study are considered to be the most crucial ones in the detection of this invasive species. When evaluating the importance of data resolution, the study finds that spectral resolution is more important than spatial resolution. It also finds that high spatial resolution imagery is not much better than medium resolution imagery, due to lack of spectral bands. Hyperspectral satellite imagery with a 30-m resolution is ideal for detecting certain types of weeds. Such data used to be available from the Hyperion EO-1 satellite before it shut down in 2017. The EnMap satellite will provide this data from 2020, providing a bright future for the detection of weeds. At the moment, airborne hyperspectral imagery is just as suitable as satellite data, but of course at a much higher cost. Due to the high cost of airborne data, the study suggests using satellite remote sensing to locate areas with a potential for a large number of invasive species and to focus the airborne data collection at these areas. Airborne data does also leave more flexibility in exactly when the data collection is happening, and flowering periods can be used very efficiently in this way.

The study primarily uses two classifiers: Multilayer Perceptron and K-Nearest Neighbour. These two algorithms were used because past studies found these performing well in similar classifications [16]. The results reach an overall accuracy from both models around 66%. Overall the study is more focused on the methodology in detecting invasive species with remote sensing rather than on actually applying machine learning in the process. Knowing the specific plant characteristics and how it behaves in its surroundings is a crucial factor in detecting it [17]. The findings of the study further suggest that satellite imagery is capable of mapping weeds, but only to a certain degree of accuracy. Hyperspectral imaging has proven to be more suitable, whether it involves satellite or airborne collected data. A combination of the two is not covered. Since the study by D. McIntyre [15] revolves around the flowering period of the plant, long-term temporal resolution is not covered as a factor. That leaves the question of spectral resolution versus temporal resolution. With the findings of the two studies, further investigation on how machine learning and the use of combining multiple data sources can increase the possibilities in the detection of Kudzu. With the question of hyperspectral data versus long term temporal data still being open from the literature, this aspect will be examined further in this study.

1.3. Objectives and Research Questions

The primary objective of the study is to assess the suitability of a set of machine learning algorithms for detecting the Kudzu vine using remote sensing data. Furthermore, the study seeks to examine how
changing different parameters and processing approaches affect accuracy results across the selected algorithms. Sentinel-2 is deemed suitable to detect Kudzu, using the yearly growth cycle of the plant to identify the plant among other objects. The end goal is to produce a binary land cover classification showing the extent of Kudzu growth in the study area. Based on our literature review, the following research questions arise:

• How accurately can Kudzu be classified using different machine learning algorithms on Sentinel-2 multispectral images versus AVIRIS hyperspectral data?
• What differences will be seen using several seasonal multispectral images compared to a single hyperspectral image?
• How does combining multispectral and hyperspectral data affect overall accuracy and does resampling have any influence on the result?

2. Data and Method

2.1. Area of Interest

The study area was defined based on the availability of data. This resulted in an area which is a combination of one Sentinel image tile and part of one AVIRIS flight path. The final study area was the AVIRIS flight path located within the Sentinel tile and can be seen as the orange area marked in Figure 1.

![Figure 1. Area of interest defined by the bounds of the Sentinel-2 image and the flight path of airborne visible/infrared imaging spectrometer (AVIRIS) in Georgia.](image_url)

2.2. Data

2.2.1. Remote Sensing Data

Sentinel-2

Based on its high temporal resolution together with good spatial and spectral resolution, Sentinel-2 was decided to be suitable for the study. During the phenology investigation of Kudzu, it was discovered that the vine exhibits traits in its yearly cycle which are distinct from other vegetation. As a result, using a multitemporal approach for the detection of the plant would make sense. Due to Sentinel’s relatively short revisit frequency, it was suitable for our research purposes. Furthermore, the Sentinel-2 program was recently launched and has capabilities that are suitable for vegetation monitoring [18].
From each season throughout 2017, one cloud-free composite image was used. The image capture periods are the following, shown in Table 1:

| Season  | Start             | End               |
|---------|-------------------|-------------------|
| Spring  | 1 April 2017      | 29 May 2017       |
| Summer  | 1 June 2017       | 01 September 2017 |
| Autumn  | 1 October 2017    | 29 November 2017  |
| Winter  | 12 December 2017  | 07 February 2018  |

The Sentinel-2 composites were combined into a single layer stack. The stack consists of four Sentinel-2 images with the indices made from those images. The indices in question were extracted from Tasseled cap transformation i.e., brightness, greenness and wetness as well as the Soil-Adjusted Vegetation Index (SAVI). For each of the Sentinel-2 images, the band numbers 2, 3, 4, 5, 6, 7, 8, 8a, 11 and 12 were used. This resulted in a single stack of 56 image bands.

AVIRIS

The publicly available hyperspectral AVIRIS data can freely be downloaded from the AVIRIS data portal. AVIRIS collects data in 224 different spectral bands, each with a wavelength of 10 nm in a total wavelength span of 400 to 2500 nm, the spatial resolution is 16.6 m [19]. The AVIRIS data was captured on 18 April 2017, and all 224 bands were used in the machine learning model. Preprocessing was done in ArcMap [Version 10.6.1].

In order to stack data from Sentinel-2 and AVIRIS, the data products had to be resampled into equal pixel sizes. The Sentinel-2 bands 5, 6, 7, 8a, 11, and 12 needed to be resampled from 20 m to 10 m before stacking the Sentinel-2 images. For the analysis, which tested how resampling affects results, Sentinel-2 data was resampled to 16.6 m from 10/20 m and AVIRIS was resampled to 10 m from 16.6 m.

2.2.2. Ground Truth Data

The most comprehensive dataset for invasive species in the US is made by EDDMapS, a map and data service developed by The University of Georgia–Center for Invasive Species and Ecosystem Health. EDDMapS collects information on all known invasive species, both animals and plants, by combining existing datasets in addition to volunteers reporting their observations [20]. The dataset is not very consistent in its structure, mostly due to some of it being produced by volunteers. The desired coverage for a ground truth area is a minimum of 1000 m\(^2\), which is secured by a careful selection of records.

With the use of NAIP Orthophotos, Google Maps and Google Street View, the ground truth data points were verified and a cluster of points was created at each location. This resulted in a total of 366 points dispersed over 17 known locations of Kudzu. The second data set that needs to be sampled includes the points representing everything but Kudzu. It is important to make sure that these points fulfill this criterion, which is why every point was individually reviewed to make sure that the points do not represent Kudzu.

This ensured that the data set is accurate, which enabled the machine learning classifiers to distinguish Kudzu pixels from non-Kudzu pixels. The first iteration of the non-Kudzu data set was a random selection of areas which did not contain Kudzu. A total of 1826 points were in the non-Kudzu class.

2.3. Study Workflow

2.3.1. Implementation Medium with Narratives

As per our implementation medium, R [version 3.5.3] was used in this study based on the statistical capabilities it offers, which include a high level of control during data processing and a streamlined
experience for running the different necessary functions. A similar study could be performed using available python packages such as Scikit-Learn, TensorFlow or Pytorch, though this requires a higher level of environment management. A complete list of imported packages can be seen in Supplementary Materials A.1.

Most of the packages are not central to the work but are nonetheless required, since they are needed to read certain data formats or because other packages are dependent upon them. The two main packages used are the raster [Version 2.5-8] and caret [Version 6.0-71] packages. The raster package holds all the functionality for reading and manipulating raster data in R.

Some of the packages, the ones that were only used to a smaller extent, were the sf [Version 0.2-1] and corrplot [Version 0.77] packages, which respectively were used to read vector data and produce correlation plots. As seen in Table 2, the data was stacked and could be combined with the training data. The data was then split into 70% training and 30% testing, respectively [21]. After the data were combined, an extraction was performed, where each point from the training data extracted the underlying pixel values from the stack. The pixel values were then stored in the point objects and used to train the model. A number of algorithms were selected based on them being commonly used and the difference in their basic functionality. In total, five algorithms were selected as seen below:

- Random Forest (RF) [22]
- Neural Network (NN) [23]
- Support-vector machines with radial kernel (SVM) [24]
- Naïve Bayes (NB) [25]
- Boosted logistic regression (BLR) [26]

| Stack          | # of Bands | Bands                        | Resolution |
|----------------|------------|------------------------------|------------|
| Sentinel-2     | 56         | 2, 3, 4, 5, 6, 7, 8, 8a, 11, 12, SAVI & 3x Tasseled cap | 10 & 20 m  |
| AVIRIS         | 224        | All                          | 16.6 m     |
| Resample (down)| 280        | Sentinel-2 + AVIRIS          | 10 m       |
| Resample (up)  | 280        | Sentinel-2 + AVIRIS          | 16.6 m     |

* Combining imagery from four seasons, resulting in 4 x 14 bands.

The model-specific parameters were tuned with the random search method.

Random search is a tuning approach that views the values for the hyperparameters as continuous and randomly selects within the defined bounds of possible values. The values that yield the best result are used in the final model. The number of attempts the random search goes through was set to 15. This means that the final set of parameters used were the ones performing the best in the 15 iterations permitted. Given more iterations, better parameters probably would be found.

In the parameter tuning, not all parameters can be set using random search, since the only ones available are the ones the caret package allows the user to change. Furthermore, the number of trees in the random forest is not chosen by the random search method and must be set manually by the user. More trees are generally accepted to be better, which was confirmed by a few test runs. The number of trees were set to 1000, as the literature suggests [27]. The table below shows the parameters for each algorithm, which can be set by using random search.

| Algorithm     | Parameter          |
|---------------|--------------------|
| RF            | mtry               |
| NN            | size & decay       |
| SVM           | gamma & cost       |
| NB            | laplace, usekernel & adjust |
| BLR           | iterations         |

Model performance was continuously evaluated using ten-fold cross validation [28].
2.3.2. Big Data and Dimensionality Reduction

Principal Component Analysis (PCA) is a form of dimensionality reduction, which reduces the number of variables while describing the majority of data variation [29]. PCA has been selected because of the large number of bands/variables in the AVIRIS dataset. All the data was imported into R and one model for each algorithm models was trained, with the same overall parameters being kept the same for each model. The entire R-script can be seen in Supplementary Materials A.1, including examples of a model setup for each of the five algorithms.

Some algorithms require that the data has been centered and scaled before being usable. All the algorithms were run with PCA, which was also defined in the preprocessing part of the model. The number of components the model used with PCA differs from layer stack to layer stack. The amount of PCA components needed for each stack size in the study can be seen in the list below.

- Sentinel-2 stack (56 bands) = 10 components
- AVIRIS stack (224 bands) = 2 components
- Resampled stacks (280 bands) = 7 components

2.4. Internal and External Validation

Model evaluation with regards to validation was divided into internal accuracy and external accuracy. The internal evaluation was based on the results from the 10-fold validation, where the confusion matrices indicate the overall accuracy and kappa value of each algorithm.

Concretely, external validation was done on four generated raster predictions, which was produced using the neural network algorithm. This resulted in four raster files, classifying the area of interest into Kudzu (1) and not Kudzu (0). This prediction can be seen in Supplementary Materials A.2. Furthermore, these predictions should be verified against some external data, which was not used for training. Additional points from the original data source EDDmaps were found to be suitable for this purpose.

The registered point, from the EDDmaps database, might be placed in a road intersection, while the observed Kudzu was seen down the street. The reason for this lies in the fact that the requirements for the registered areas were lenient in EDDmaps and this leads to some inaccuracy [30]. This was addressed by assigning a 100-m buffer to each point. Once these adjustments had been implemented, it was possible to count how many external points had been classified as Kudzu. An example of the geography can be seen in Figure 2.

![Figure 2](image-url)
The hashed circles are the buffers calculated around the central EDDmaps point. If a buffer intersected with an area of classified Kudzu, this was counted as an accurate classification, and is shown as “Detected Kudzu”. Points that the classification failed to identify are the “Registry Kudzu”.

3. Results

By having four image stacks with five algorithms to run on each stack, a total of 20 results could be evaluated.

The results were evaluated against six different accuracy measures:

- **Accuracy**—Percentage of samples correctly classified
- **Kappa**—Accuracy accounted for being correct by chance
- **Lower Classification Accuracy**—Lower classification accuracy bounds of the 95% confidence interval
- **Upper Classification Accuracy**—Upper classification accuracy bounds of the 95% confidence interval
- **Null Accuracy**—Expected accuracy of predicting the most frequent class
- **McNemarPValue**—Describes which class the model is best as predicting, where 1 is equal performance on both classes, and 0 is superior performance on one class.

After examining the results above, it is evident that given the same data and tuning circumstances some classifiers outperform others when given the same predictors. Some perform well even with very few predictors such as the NN, while others such as the NB classifier cannot function under the same restricted circumstances. The most interesting conclusions, which can be drawn from the overall accuracy results, can be seen in the Kappa, and to some extent in the accuracy values. The Kappa value is the most indicative of the change in performance between the models, as the accuracy value is mostly decided by how many of the not Kudzu pixels are correctly classified.

The multispectral results generally performed well when examining the overall results. There were some substantial differences in the Kappa values with neural network and SVM being the best performers. The overall accuracy is not the best descriptor in this case, since the non-Kudzu class is very dominant and easily identifiable. This is also the reason why it does not change very much between classifiers. The accuracy results from the hyper-spectral data are much more varied than the multi-spectral data. The algorithm that performs the best is the neural network with high accuracy and Kappa values despite the low number of predictors. The low number of predictors is generally what inhibits the other algorithms the most.

In the context of this study, the P values which should be examined further are the values approaching 0. Such a low value would indicate that the classifier has some underlying reason to classify one class much more effectively than the other. As seen in Table 3, a couple of the classifiers have very low P values. In particular, the random forest algorithm is noteworthy, since it produces a P value of 0 when using multi-spectral predictors and P value of 1 when using the hyper-spectral data. In the hyperspectral modeling results, the McNemar P-value indicates that the RF and SVM algorithms are balanced in their classification of the two classes and both NN and NB algorithms are better at classifying one class by a small margin.

| Image Stack                     | Classifier | Acc.  | Kappa | Acc. Lower | Acc. Upper | Acc. Null | McNemarPValue |
|--------------------------------|------------|-------|-------|------------|------------|-----------|---------------|
| Sentinel-2 Multispectral       | BLR        | 0.96  | 0.83  | 0.94       | 0.97       | 0.85      | 0.17          |
| Resolution: 10 m              | NB         | 0.95  | 0.80  | 0.93       | 0.96       | 0.83      | 0.00          |
|                               | NN         | 0.96  | 0.86  | 0.94       | 0.97       | 0.83      | 0.12          |
|                               | RF         | 0.98  | 0.91  | 0.96       | 0.99       | 0.83      | 0.01          |
|                               | SVM        | 0.98  | 0.95  | 0.97       | 0.99       | 0.83      | 0.75          |
Table 3. Cont.

| Image Stack          | Classifier | Acc. | Kappa | Acc. Lower | Acc. Upper | Acc. Null | McNemarPValue |
|----------------------|------------|------|-------|------------|------------|-----------|---------------|
| AVIRIS               | BLR        | 0.94 | 0.72  | 0.92       | 0.96       | 0.86      | 0.00          |
|                      | NB         | 0.87 | 0.51  | 0.84       | 0.90       | 0.83      | 0.28          |
|                      | NN         | 0.97 | 0.90  | 0.96       | 0.98       | 0.83      | 0.36          |
|                      | RF         | 0.96 | 0.85  | 0.94       | 0.97       | 0.83      | 1.00          |
|                      | SVM        | 0.92 | 0.70  | 0.89       | 0.94       | 0.83      | 1.00          |
| Resample (down)      | BLR        | 0.96 | 0.83  | 0.94       | 0.97       | 0.85      | 0.17          |
| Resolution: 10 m     | NB         | 0.95 | 0.80  | 0.93       | 0.96       | 0.83      | 0.00          |
|                      | NN         | 0.96 | 0.86  | 0.94       | 0.97       | 0.83      | 0.12          |
|                      | RF         | 0.98 | 0.91  | 0.96       | 0.99       | 0.83      | 0.01          |
|                      | SVM        | 0.98 | 0.95  | 0.97       | 0.99       | 0.83      | 0.75          |
| Resample (up)        | BLR        | 0.95 | 0.82  | 0.93       | 0.97       | 0.84      | 1.00          |
| Resolution: 16.6 m   | NB         | 0.95 | 0.82  | 0.93       | 0.97       | 0.93      | 0.01          |
|                      | NN         | 0.98 | 0.95  | 0.97       | 0.99       | 0.83      | 0.75          |
|                      | RF         | 0.98 | 0.91  | 0.96       | 0.99       | 0.83      | 0.01          |
|                      | SVM        | 0.97 | 0.89  | 0.95       | 0.98       | 0.83      | 0.01          |

The analysis above indicates that for some classifiers, the underlying data and number of predictors hold a lot of importance. More predictors would in most cases increase the performance of the classifiers. This is examined in the next section where the multispectral and hyperspectral data is combined, which means additional data for the PCA and a higher number of predictors. It is difficult to make any general recommendation since the combined results vary a lot across algorithms. The neural network does not perform very well on the smaller grid, but improves a lot in the Kappa measure when performed on the 16 m grid. The opposite is true for SVM, which is better on the smaller grid. The algorithm, which seems to perform well regardless of changes to the underlying factors, is the random forest algorithm. This could be due to the nature of random forest by generating vast decision trees that allow for smoothing the results.

In combining the data sources, the algorithms once again perform better. It is difficult to draw any conclusions from the poor results seen with regards to the SVM algorithm, which was applied to the AVIRIS data in Table 3 besides the fact that the algorithm is not suited to work with only two variables. It is interesting to note that the algorithm with the combined data outperforms the scenario with multi-temporal data, even though the combined data reduces to seven variables as compared to the multi-temporal scenario with ten variables. The reason for this might be that when introducing the 56 extra bands to the 224 bands, the combination of bands that make up the 95% threshold might negate some of the high correlation that the AVIRIS data set holds. The Sentinel-2 bands are a lot less correlated than AVIRIS, resolving in the need of seven bands instead of 2. This highlights that the algorithm only becomes inhibited at extremely low dimensionality and that the seven variables from the combined data sources hold more exact information that can be used to construct the model.

When comparing overall statistics from the combined and resampled stacks with the Sentinel-2 or AVIRIS stacks, an improvement is seen across all metrics, the most obvious one being the increase in Kappa values. It is interesting to note that the multi-temporal results are comparable to the results from the combined data. The Sentinel-2 data by itself results in a mean Kappa value of 0.866 and shows a steady performance across all algorithms, with more varied performance when the data is combined. The four confusion matrices below show the highlighted classifiers in Table 3. These were the best performing classifiers of each image stack.

Examining the confusion matrices, it is obvious that in the case of multi-spectral classification, as seen in Table 4, the Kudzu class is mistaken for no-Kudzu much more often than the other way around. For the hyperspectral data, as seen in Table 4, the misclassification is much more balanced. This would
indicate a general lack of performance in the classifier, rather than the bias towards one class seen in the multi-spectral data. It is noticeable that the confusion matrices for the resampled data are identical. This is coincidental, but not unlikely as all the accuracies are fairly even, as seen in Table 3.

### Table 4. Confusion Matrices of the best performing algorithms.

| Image Stack       | Classifier | Confusion Matrix | Error 1 | Error 2 | Acc. 1 | Acc. 2 |
|-------------------|------------|------------------|---------|---------|--------|--------|
| Sentinel-2        | Multispectral SVM |                  | 0       | 542     | 0.009  | 0.016  |
| Resolution: 10 m  |             |                  | 1       | 9       | 0.083  | 0.048  |
|                   |             | error           | 5       | 100     | 0.083  | 0.048  |
|                   |             | total           | 547     | 109     | 0.991  | 0.984  |
| AVIRIS            | Hyperspectral NN |                  | 0       | 535     | 0.022  | 0.013  |
| Resolution: 16.6 m|             |                  | 1       | 12      | 0.064  | 0.105  |
|                   |             | error           | 5       | 102     | 0.064  | 0.105  |
|                   |             | total           | 547     | 109     | 0.978  | 0.987  |
| Resampled (up)    | SVM        |                  | 0       | 541     | 0.011  | 0.007  |
| Resolution: 10 m  |             |                  | 1       | 6       | 0.037  | 0.054  |
|                   |             | error           | 5       | 105     | 0.037  | 0.054  |
|                   |             | total           | 547     | 109     | 0.989  | 0.993  |
| Resampled (down)  | NN         |                  | 0       | 541     | 0.011  | 0.007  |
| Resolution: 16.6 m|             |                  | 1       | 6       | 0.037  | 0.054  |
|                   |             | error           | 5       | 105     | 0.037  | 0.054  |
|                   |             | total           | 547     | 109     | 0.989  | 0.993  |

Error 1: Omission Error, Error 2: Commission Error, Acc. 1: Producer accuracy, Acc. 2: User accuracy.

The number of predictors was the same for both the different resampling methods and therefore the predictors can no longer be the deciding factor for the different algorithms performing differently between the two tests. With regards to resampling, the model yields a better result when data are resampled from 16.6 m to 10 m. When the grids are not divisible, data will be lost regardless of the sampling direction. The results presented in Table 3 indicates that down-sampling keeps the data integrity to a higher degree than up-sampling.

### External Validation

The above results are the model evaluations of its own performance, and have a lower correlation with the degree that the results are consistent with the real world. The external validation presented here provide an indication of this. External validation was carried out on four generated predictions, which were produced using the neural network algorithm. This resulted in the four raster files, which classified the area of interest into Kudzu (1) and no-Kudzu (0) as shown in Figure 3. The predictions can be seen in Appendix B.

![Figure 3. Classified Kudzu pixels (1) clustered in an urban environment.](image)
Table 5 shows the results from measuring the performance of four classifications all using the neural network algorithm. The only difference lies in the grid underneath.

**Table 5.** Compared accuracies in predicting observed Kudzu locations across different data sources.

| Grid           | Registry Points | Detected Points | Accuracy |
|----------------|-----------------|-----------------|----------|
| Sentinel       | 55              | 35              | 64%      |
| AVIRIS         | 55              | 10              | 18%      |
| Combined, 10 m | 55              | 33              | 60%      |
| Combined, 16 m | 55              | 36              | 66%      |

Considerably lower accuracy is seen for all predictions, than what was observed in earlier accuracy estimates. The results could be improved upon in several ways, which will be described in Section 4. The general trend shown by the result of the external validation does, however, line up with the previous results. The preprocessed AVIRIS data returns the poorest result and the combined and resampled data produces the most accurate results. It should be noted that the number of points used for the external validation is low and this determines the reliability of the results.

Expanded Area Classification

To verify the utility of the project modeling approach, the classification was expanded to include areas that are outside of the bounds used for producing the model. Since there is a lack of available AVIRIS data in this new area and because the findings presented in Table 3, all point to the multispectral data performing well, it was decided that this final classification would solely utilize multispectral data.

The expanded AOI is defined by the rectangular bounds of the original AOI. The classification was performed using the same methodology as in the initial AOI, using a neural network classifier. Furthermore, the classification was verified using the buffer method described in the previous section, using 100 m buffers. The geographic situation can be seen in Figure 4.

![Expanded Area Classification](image)

**Figure 4.** The expanded AOI surrounding the original AOI.

When applying the buffers and counting the detected Kudzu as was illustrated in Figure 2, the prediction correctly detects 163 out of a total 205 points, including the 55 locations, which were used in the original AOI. This is a satisfactory result with an accuracy rate of 79.5%.
4. Discussion

The following discussion brings up a handful of relevant points, which were not implemented in the presented solution. These could be included in future studies.

4.1. Are the Achieved Results Useful? What Would Their Purpose be and What Kind of Appropriate Action Should be Taken?

The achieved result both sheds light on the performance of different algorithms and on the impact that different data has on the classification results. From the comparative analysis, some general conclusions can be drawn, which could be of assistance when one needs to decide upon a fitting algorithm for classification.

With regards to achieving acceptable results, it would seem that hyperspectral data is not necessarily a requirement. The classification algorithms performed well on the multi-temporal Sentinel-2 data and this would indicate that for some applications the freely available remote-sensing products could be sufficient, which would allow for a cheaper process with regards to the data collection. While it is true that the hyper-spectral data does contribute to a better result, it also increases the workload in data processing and computation resources. It is therefore arguable whether it is worth including in all cases, but should be seriously considered as a resource when it is available.

As a method for reducing the dimensionality of data, the principal component analysis makes sense from a conceptual viewpoint. Its impact on data modeling varies greatly however, and therefore one should be cautious when applying PCA. In Table 3, it can be seen how some algorithms such as BLR was performing very poorly with dimensionality reduction, while other algorithms, such as NN, performed well regardless of whether it was used or not. To examine this further, three new models have been generated without PCA. This was done using only hyper-spectral data and just for the three algorithms, which performed poorly. The results of this can be seen in Table 6.

Table 6. Testing the three revised algorithms, without PCA, using hyperspectral data. 0 = Not Kudzu, 1 = Kudzu.

| Class | 0 | 1 | Omission e. | Commission e. | Producer acc. | User acc. |
|-------|---|---|-------------|--------------|--------------|----------|
| BLR   |   |   |             |              |              |          |
| 0     | 529 | 3 | 532 | 0.013 | 0.006 | 0.987 | 0.994 |
| 1     | 7  | 103 | 110 | 0.028 | 0.064 | 0.972 | 0.936 |
| total | 536 | 106 | 642 |       |        |        |        |
| NB    |   |   |             |              |              |          |
| 0     | 441 | 41 | 482 | 0.192 | 0.085 | 0.808 | 0.915 |
| 1     | 105 | 68 | 173 | 0.376 | 0.607 | 0.624 | 0.393 |
| total | 546 | 109 | 655 |       |        |        |        |
| SVM   |   |   |             |              |              |          |
| 0     | 543 | 0 | 543 | 0.005 | 0.000 | 0.995 | 1.000 |
| 1     | 3  | 109 | 112 | 0.000 | 0.027 | 1.000 | 0.973 |
| total | 546 | 109 | 655 |       |        |        |        |

All three algorithms exhibit the opposite tendency of previous models in that they are better at identifying Kudzu than the no-Kudzu class. Because of limited resources, it has not been possible to perform an external validation of the results of these models, but it would be interesting to examine them further, possibly in a future study.

The reason for the poor performance on the AVIRIS data with PCA most likely stems from the fact that despite many of the bands being correlated, they do not all assist in detecting Kudzu. It would...
therefore have been prudent to remove many of the bands that do not have much impact, such as a large number of optical bands, since these are highly correlated. These optical bands cover a large part of the variance in the data, and when PCA is performed on the data the threshold for 95% variance is quickly fulfilled, therefore only making a few components necessary in the model. Removing these bands before using PCA might yield a better result, as there might be more bands needed to reach the threshold, and therefore a need for additional principal components.

One last issue, that should be noted is the distribution of the validation data points. These data points have a clustered structure and this becomes a problem when the data is split into training and testing partitions. Figure 5 highlights the problem.

![Figure 5. Issue when splitting the data into training and testing partitions.](image)

Once the data was split using the 70/30 percent split, the testing points were within the bounds of the training points. This meant that the training data passed to model made the model very good at modeling the Kudzu clusters and their bounds in the immediate surroundings of the training data. These clusters, which were modeled very well, contained the 30% testing data and resulted in very accurate results, which should be viewed as being somewhat misleading. Having testing data points which were truly separate from the training data is a much more realistic way of evaluating the modeling performance. This was also the reason for using the implemented external validation methodology, which was described in Section 2.4 since it circumvents this clustering problem.

Another approach which is speculated to improve results would be to iterate on the predicted results using newly validated occurrences in training future models.

4.2. Could this Approach be Used with Different Plants or in Different Areas?

As seen in the external validation (see Section 2.4), the modeling was successful in predicting Kudzu occurrences. This indicates that the model could be used with success in other geographic areas and similar results should be expected. One factor that could mislead the model is that as the geographic extent changes across large distances Kudzu might have different spectral signatures, which could decrease model performance or increase the number of false positives. This change could originate in the different yearly cycle as climate changes from state to state or other plants which are similar to Kudzu begin appearing. One should therefore be cautious at shifting too much from the geography of the training area, as the other regions have different ecosystems. If a more widespread application was to be made, this issue could be overcome by including training data from several different areas.

5. Conclusions

In concluding the study, the proposed research questions will be answered based on the results and considerations which were presented.

**Research question 1:** How accurately can Kudzu be classified using different machine learning algorithms on a Sentinel-2 multispectral image versus AVIRIS hyperspectral data?

The classification results are difficult to compare and conclude upon, given the unintended impact the PCA had on the hyperspectral data. Regardless, the multispectral data proved sufficient in mapping Kudzu accurately, which was presented in Section 3. The actual algorithm used for the five predictions and cross-comparison purposes, was the neural network model, which was among the top performers.
as indicated in Section 3. Other algorithms might have performed similarly on the multispectral data and achieved around 60%–80% accuracy if they were to be externally validated. This is supported by the model performances for the best algorithms, which are shown in Table 3.

The hyperspectral data performed poorly because of PCA being applied in a suboptimal manner. The results were, despite this, useful and in the case of the neural network algorithm, the results were comparable to its multispectral counterpart, even with the very low number of predictors. The multispectral model had an internal Kappa value of 0.91, which is only slightly higher than the hyperspectral kappa of 0.90. This indicates that using hyperspectral data without PCA would have outperformed the multispectral approach by some margin.

Research question 2: What differences will be seen using several multispectral images from around the year as compared to results from using a single hyperspectral image?

A significant difference between the results from the two data sources was observed when treating them using the same methodology, which included PCA. The consequence was that algorithm accuracy was more stable for the multispectral data than for hyperspectral data, since the reliability of some of the models depended a lot on the number of predictors. Here, the multispectral classification yielded better results than the hyperspectral, due to the fact that AVIRIS was reduced to only two predictors. The general conclusions that can be drawn from the test was that the multispectral classification yields satisfactory results and that hyperspectral data may not be necessary to perform accurate classification.

Research question 3: How does combining multi- and hyperspectral data affect the overall accuracy and does resampling have any influence on the result?

The best results were achieved using a combination of the two data sources. This was seen in Table 5, where the multispectral and hyperspectral data resampled to 16.6 m achieved an external accuracy of 66%. This is however only marginally better than using just multispectral data for the classification, which reached 64% external accuracy. There is seemingly some variance as to how well the algorithms perform when applied to differently resampled data. Therefore, resampling should be tested for the chosen algorithm, as no general rule can be determined.

Guidelines and Recommendations

When performing dimensionality reduction, it is recommended to begin with feature selection by using variable importance methods. Secondly, performing a PCA is recommended. In this context, it is essential to consider how many components should be included. This number is dependent on the chosen algorithm.

As seen in this article, the results from the AVIRIS test returned poor results, but others should not refrain from using the product, since it holds potential as shown in Section 4. This study uses the product in a suboptimal manner. Firstly, one side of the image had a high degree of cloud cover, which was not dealt with and consequently affected the result. Secondly, all bands were used on the AVIRIS product, and a lot of these bands were optical bands, which could have been left out, as they did not contribute any more to the result than just having one of each band would have. Following these guidelines, it is expected that including AVIRIS data would contribute to a marked improvement in accuracy, compared to what was achieved in this study.

Supplementary Materials: The following are available at http://www.mdpi.com/2071-1050/12/9/3544/s1, Appendix A.1: Executable in RStudio. Includes full R code used for the modeling as well as a RStudio workspace and a zip-folder containing validation data in .shp-format. Appendix A.2: Output raster files in .tif-format of all predictions made using Neural Network (georeferenced, WGS84). Additional descriptions can be found in the README.txt.
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