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ABSTRACT
Learned indices using neural networks have been shown to outperform traditional indices such as B-trees in both query time and memory. However, learning the distribution of a large dataset can be expensive, and updating learned indices is difficult, thus hindering their usage in practical applications. In this paper, we address the efficiency and update issues of learned indices through agile model reuse. We pre-train learned indices over a set of synthetic (rather than real) datasets and propose a novel approach to reuse these pre-trained models for a new (real) dataset. The synthetic datasets are created to cover a large range of different distributions. Given a new dataset \( D_T \), we select the learned index of a synthetic dataset similar to \( D_T \), to index \( D_T \). We show a bound over the indexing error when a pre-trained index is selected. We further show how our techniques can handle data updates and bound the resultant indexing errors. Experimental results on synthetic and real datasets confirm the effectiveness and efficiency of our proposed lazy (model reuse) approach.

1 INTRODUCTION
Learned indices using neural networks have been shown to outperform traditional indices such as B-trees in both query time and memory [5, 10, 13]. Given a dataset (e.g., a database table), an index is a structure that maps the index key \( p.key \) of a data point \( p \) (e.g., a data record) to its storage address \( p.addr \). The idea of learned indices is to train a machine learning model \( \mathcal{F} \) (e.g., a neural network) to approximate the mapping from \( p.key \) to \( p.addr \). Previous work has shown that such learned indices can be simpler and more query-efficient than traditional indices. The trained model \( \mathcal{F} \) can predict \( p.addr \) with a bounded error range \([\text{err}_r, \text{err}_u]\), i.e., the data point \( p \) can be found in the range of \([\mathcal{F}(p.key) + \text{err}_r, \mathcal{F}(p.key) + \text{err}_u]\) [5].

While learned indices have efficient query procedures, they are prone to slow building and updates, since machine learning models are expensive to train, and once trained, they are difficult to update. Even with simple models such as linear splines, cubic splines, or linear regression, a learned index such as the recursive model index (RMI) [10] is two orders of magnitude slower to build than a B-tree [13]. Techniques that learn indices in a single pass such as RadixSpline [8] can be built faster, but they tend to produce sub-optimal indices of large sizes and lower query efficiency. The high costs in model training also prevent the retraining of learned indices for every data update. Existing learned indices [4–6] avoid model retraining by storing newly inserted points into additional structures, which inevitably adds query processing costs. This limits the applicability of learned indices in dynamic scenarios where there are frequent dataset creation or updates, which is common in practice, for example, to index sensor data or data from scientific studies (simulations) [19].

In this paper, we aim to address the efficiency issues in training and updating learned indices without hindering their query efficiency. Our solution is inspired by domain adaptation [1]. Given a model \( M_S \) trained on an existing (source) dataset \( D_S \), domain adaptation reuses \( M_S \) for a new (target) dataset \( D_T \) by fine-tuning \( M_S \) over \( D_T \). This avoids training a new model on \( D_T \) from scratch, which can be extremely time-consuming.

A key requirement for successful adaptation of \( M_S \) to \( D_T \) is that \( D_S \) and \( D_T \) should have similar distributions [2, 12]. Otherwise, \( M_S \) may yield large errors on \( D_T \). This is important in our problem as we aim to further skip fine-tuning on \( D_T \), to achieve fast updates. This motivates us to generate synthetic datasets to cover a wide range different data distributions and pre-train reusable indices on such datasets. Our dataset generation is based on the cumulative distribution function (CDF). Given a new dataset \( D_T \), we measure the CDF similarity between \( D_T \) and the synthetic datasets. We select a model pre-trained on a synthetic dataset similar to \( D_T \) as the index model for \( D_T \).

Table 1 and Fig. 1 illustrate two example datasets (both sorted in ascending order) and their corresponding CDFs. We denote the CDFs of \( D_S \) and \( D_T \) as \( \text{cdf}_S(\cdot) \) and \( \text{cdf}_T(\cdot) \), respectively. In this toy example, an index model \( M_S \) is learned to predict the rank \( p.rank \) (or percentile) of point \( p \in D_S \) based on its search key \( p.key \), that is, \( p.rank = M_S(p.key) \) and \( p.addr = M_S(p.key) \mod |D_S| \). This effectively learns \( \text{cdf}_S(p) \). For \( p \in D_T \), \( \text{cdf}_S(p) \) measures the probability of a value less than or equal to \( p \), which is also the rank of \( p \) in \( D_S \). When reusing \( M_S \) for \( D_T \), the additional prediction errors introduced can be bounded with respect to the dissimilarity between \( \text{cdf}_S(\cdot) \) and \( \text{cdf}_T(\cdot) \). This suggests that, if we can generate synthetic datasets that cover a sufficiently large area of the space of all possible CDFs, the learned indices on the synthetic datasets can be reused for any new dataset with bounded prediction errors. Since the CDF of a dataset with \( n \) points takes \( O(n) \) time to compute, we further propose a histogram based approximation of CDF, with bounded errors, to reduce the computation time to only \( O(\log n) \).

We use a model reuse threshold \( \epsilon \in (0, 1] \) to help determine whether to reuse a pre-trained model for a new dataset \( D_T \). When the CDF similarity between \( D_T \) and a synthetic dataset \( D_S \) is greater than or equal to \( \epsilon \), we reuse the model \( M_S \) pre-trained on
At query time, the closest reference points on both sides of the PGM [5] uses two different strategies to handle insertions. For reference points of the error bound drifts for a number of \( D_S \) from which an index model is learned and amplify the model of the sub-models in RMI. We then propose a new index structure named recursive model reuse tree (RMRT) with built-in agile model reuse support. RMRT is designed to be adaptive to different data distributions: it builds sub-models with more layers for more dense regions of a dataset. This is particularly useful for skewed data, which has not been addressed in RMI.

In summary, our key contributions are:

1. We propose an agile model reuse technique to pre-train a set of models on synthetic datasets and adaptively select the most suitable model to index a new dataset with respect to a model reuse threshold \( \epsilon \). We show how to bound the additional model prediction error given \( \epsilon \).
2. We propose a new index structure named RMRT, which has built-in agile model reuse support and adaptively builds an unbalanced hierarchical structure for better indexing of skewed data.
3. Extensive experiments on synthetic and real datasets show that agile model reuse can accelerate the building time of neural network-based learned indices by two orders of magnitude, while retaining the lookup efficiency. Further, our agile model reuse based index RMRT is faster than RMI-based structures to build, while it outruns all baseline models in lookup performance.

2 RELATED WORK

A learned index [3–6, 10, 11] learns a mapping from a search key to the storage address of a data point with a machine learning model. Due to limits on the learning capacity of a single model, existing learned indices such as RMI [10] build a hierarchy of models to index large datasets. The idea is similar to that of traditional hierarchical indices: top-level models predict partitions of the data points (i.e., the lower-level model in which a point is indexed), while leaf-level models predict the storage locations. The training and updates of a hierarchical learned index can be very expensive, especially when neural networks are used. Follow-up studies aim to bound the prediction error of the learned model. For example, PGM [5] builds a hierarchical learned index bottom up, with a worst-case prediction error bound \( \epsilon \) on every learned model. The building time of such learned indices is also high.

Update handling. Updates may change the data distribution from which an index model is learned and amplify the model prediction error. Existing studies have focused on handling insertions, since points deleted can be simply flagged as “removed” with a light impact on query processing. For query correctness, one may update the prediction error bounds to \( \epsilon_{\text{err}} \) after \( i \) insertions. Tighter bounds are achieved by keeping track of the error bound drifts for a number of reference points [7]. At query time, the closest reference points on both sides of the query point are fetched, and their error bound drifts are used to estimate the updated error bounds with a linear interpolation. PGM [5] uses two different strategies to handle insertions. For time series data insertion, it can either add a new point to the last model or add a new model to handle the new point. For arbitrary insertion, it applies the logarithmic method [14] and builds a series of PGM indices for the insertions. All these indices need extra structures to handle updates, which impact the query efficiency.

Domain adaptation. The idea of domain adaptation is to adapt a model pre-trained on a dataset \( D_S \) for a new problem with a different dataset \( D_T \). A key step is to measure the similarity between the distributions of \( D_S \) and \( D_T \). The \( L_2 \) distance is a often used [12]. It does not suit our problem because it cannot help bound the index prediction error on \( D_T \). The discrepancy [2] is another a measure. It is designed based on testing whether the training loss differs significantly on \( D_S \) and \( D_T \). This is inapplicable because we require a highly efficient test to determine online whether a model can be reused for \( D_T \). Typical domain adaptation techniques also fine-tune the pre-trained model on \( D_T \), while we skip this step for efficiency considerations.

3 AGILE MODEL REUSE

Given a new or updated dataset \( D_T \), we aim to construct a learned index \( M_T \) for \( D_T \) with a high efficiency.

We first present an overview of our agile model reuse technique. We then detail its key components, including dataset similarity measurement, synthetic dataset generation, model adaptation, and error bounding. We will also showcase the applicability of our technique on an existing and a novel learned indices.

Algorithm 1: Agile Model Reuse

| Input: \( D_T, Q_{MP} \) |
| Output: \( M_T \) |

1. for \( < D_S, M_S >= Q_{MP} \) do
2. \( \text{dist} \leftarrow \text{cal_distance}(D_S, D_T) \);
3. if \( \text{dist} \leq 1 - \epsilon \) then
4. \( M_T \leftarrow \text{adapt_model}(M_S, D_S, D_T) \);
5. return \( M_T \);
6. \( \text{Train model } M_T \text{ over } D_T \);
7. \( \text{M}_{T, \text{max abs err}} \leftarrow \text{M}_{T, \text{calc err}}(D_T) \);
8. \( Q_{MP}.\text{enqueue}(< D_T, M_T, \text{M}_{T, \text{max abs err}}) \);
9. return \( M_T \);

Agile model reuse overview. Algorithm 1 summarizes our agile (i.e., fast and flexible) model reuse technique. We pre-train models on synthetic datasets (detailed later) which are reused to index \( D_T \). The pre-trained models are organized in a priority queue \( Q_{MP} \). Each entry in \( Q_{MP} \) contains the information of a synthetic dataset \( D_S \) and its corresponding trained model \( M_S \). The trained models are sorted by their error bounds in ascending order. Algorithm 1 traverses \( Q_{MP} \) (line 1), calculates the distance (dissimilarity) between \( D_T \) and each synthetic dataset \( D_S \) (line 2), and finds the first model where the distance is smaller than or equal to the model reuse threshold \( \epsilon \in (0, 1] \) (line 3). If such a model is found, the model and its error bounds are adapted based on the dataset distance (line 4, detailed later), and the adapted model is returned as \( M_T \) (line 5). Otherwise, we train a new model \( M_T \) for \( D_T \) (line 6) and obtain the error range \( \text{err}_{\text{M_T}} - \text{err}_{\text{M_T}} \) (line 7). We enqueue and return the model (lines 8 and 9).

We use \( \epsilon \) to control the dataset similarity in model reuse. A smaller \( \epsilon \) allows the algorithm to return a model earlier, which may not have a high similarity with \( D_T \) and may lead to low prediction accuracy and high query costs. In contrast, a larger \( \epsilon \) can cost more time in traversing \( Q_{MP} \) but gain a more fitted
model with high prediction accuracy and low query costs. As $\epsilon$ increases in range $[0, 1]$, the requirement for agile model reuse is getting higher. We elaborate on the effect of $\epsilon$ in Section 5.

**Dataset similarity measurement.** A model $M_S$ for dataset $D_S$ effectively learns a CDF of $D_S$. To reuse $M_S$ on $D_T$, it is important that the CDFs of $D_S$ and $D_T$ are similar. We thus define the similarity between $D_S$ and $D_T$ by their CDFs.

**Definition 3.1 (Similarity between two datasets).** Given two CDFs $D_S$ and $D_T$, their similarity is defined by the maximum distance between their CDFs:

$$\text{sim}(D_S, D_T) = 1 - \sup |cdf_S(x) - cdf_T(x)|$$

Here, $\sup |cdf_S(x) - cdf_T(x)|$ is the maximum gap between $cdf_S(x)$ and $cdf_T(x)$. We use $\text{sim}(D_S, D_T)$ and $\text{dist}(D_S, D_T) = 1 - \text{sim}(D_S, D_T)$ to denote the similarity and the distance (dissimilarity) between $D_S$ and $D_T$, respectively.

This similarity metric is also based on the Kolmogorov–Smirnov (KS) test [9], which takes $O(|D_S| + |D_T|)$ time to compute, assuming that both datasets are sorted already. This may be too expensive for online computation for large datasets. We present an approximate similarity metric for faster computation.

Our approximate similarity metric uses relative frequency histograms (“histograms” for short) that discretize the data domain into bins and record relative frequencies (i.e., percentages) of the data points in each bin. A histogram is a discrete approximation of the probability density function (PDF) of a dataset. We use it to compute an approximation of the CDF and to compute an approximation of $\text{dist}(D_S, D_T)$, denoted by $\text{dist}_h(D_S, D_T)$.

Algorithm 2 summarizes the computation process, which takes as input histograms of $D_S$ and $D_T$ with $m$ (a system parameter) bins each, denoted by $H_S$ and $H_T$. We use $H_S[i]$ and $H_T[i]$ to denote the $i$-th bins and their relative frequencies. The sum of the probabilities of first $i$ bins of $H_S$ and $H_T$ are denoted by $P_S$ and $P_T$, i.e., $P_S = \sum_{j=0}^i H_S[j]$ and $P_T = \sum_{j=0}^i H_T[j]$.

The algorithm computes $\text{dist}_h(D_S, D_T)$ (dist for short) by looping through the bins (lines 2 to 4). In the $i$-th iteration ($i \in [0, m-1]$), it computes $H_S[i] + P_S$. This is the maximum $cdf_S(x)$ for any $x \in (\frac{i}{m}, \frac{i+1}{m})$ (in our synthetic datasets, $x \in [0,1]$), because $P_S$ has accumulated the probabilities for $x \leq \frac{i}{m}$ while $H_S[i]$ further adds the probability for $x \in (\frac{i}{m}, \frac{i+1}{m}]$. Meanwhile, $P_T$ is the minimum $cdf_T(x)$ for any $x \in (\frac{i}{m}, \frac{i+1}{m}]$. Thus, $\forall x \in (\frac{i}{m}, \frac{i+1}{m}]$:

$$H_S[i] + P_S - P_T \geq cdf_S(x) - cdf_T(x)$$
$$H_T[i] + P_T - P_S \geq cdf_T(x) - cdf_S(x)$$

After going through all bins, we have:

$$\text{dist}_h(D_S, D_T) \geq |cdf_T(x) - cdf_S(x)|, \forall x \in (0, 1)$$

Thus, $\text{dist}_h(D_S, D_T) \geq \text{dist}(D_S, D_T)$.

**Algorithm 2: Histogram-based-Distance**

**Input:** $H_S$, $H_T$  
**Output:** $\text{dist}_h$

1. $\text{dist}_h \leftarrow 0$, $P_S \leftarrow 0$, $P_T \leftarrow 0$;
2. for $i \in [0, m-1]$ do
3.   $\text{dist}_h \leftarrow \max[H_S[i] + P_S - P_T, H_T[i] + P_T - P_S, \text{dist}_h]$;
4.   $P_S \leftarrow P_S + H_S[i]$, $P_T \leftarrow P_T + H_T[i]$;
5. return $\text{dist}_h$;

Using histograms to discretize CDFs reduces the similarity computation time to $O(\log |D_T| + m)$, i.e., $O(\log |D_T|)$ time for $H_T$ computation and $O(m)$ time for Algorithm 2. Histogram $H_S$ is pre-computed since $D_S$ is known. Its cost is omitted here.

**Synthetic dataset generation.** We aim to generate a small number of datasets with CDFs that can be similar to those of a large number of real datasets, as bounded by threshold $\epsilon$.

We first generate a set of CDFs to cover the space of possible CDFs. We discretize the CDF space, such that it can be covered by limited CDFs given threshold $\epsilon$. As shown in Fig. 2a, after data normalization, all CDFs lie in a $[0, 1]^2$ space. Any CDF can be seen as a curve that starts at $(0,0)$ and travels to $(1,1)$ in a non-decreasing manner (in the CDF value dimension). We discretize this space with a grid, where each row has a height of $1-\epsilon$ ($\epsilon = 0.8$ in the figure), and each column has a width of $|1/(1-\epsilon)|$.

Consider the set $L$ of polylines each starting from $(0,0)$ and traveling to $(1,1)$ via the grid vertices in a non-decreasing manner (in the CDF value dimension, e.g., the colored lines). Straightforwardly, given any CDF, there must be a polyline $l \in L$ such that the distance between $l$ and the CDF is bounded by $1-\epsilon$ (cf. Fig. 2b).

**Figure 2: CDF space discretization.**

The CDFs in $L$ correspond to histograms with $m = \lceil 1/(1-\epsilon) \rceil$ where each bin has a probability value in $[0, 1-\epsilon, 2(1-\epsilon), \ldots, 1]$. To limit the bin value combinations and hence the number of CDFs (synthetic datasets) generated, we limit the probability value of each bin to be within $[0, (1-\epsilon)/2, 1-\epsilon]$, and we use $m = \lceil 2/(1-\epsilon) \rceil$ bins in the histogram heuristically. Our synthetic datasets hence will not cover the most skewed CDFs (e.g., the black polylines in Fig. 2a). However, when a target dataset $D_T$ is matched by a synthetic dataset, their CDF similarity may be within $(1-\epsilon)/2$ rather than $1-\epsilon$, which improves the query performance. Our total number of histograms generated is $\sum_{i=0}^{m-1} (\lceil (1-i)/(1-\epsilon) \rceil)$, where the two combination terms represent the numbers of bins with probability values of $(1-\epsilon)$ and $(1-\epsilon)/2$, respectively. Once a histogram is generated, we generate a synthetic dataset of $ns$ key values ($ns = 100$ in our experiments) based on the histogram, where the data range is $[0, 1]$, and random key values are generated for each bin. This procedure is shown the be effective and efficient empirically.

**Model adaptation.** When a model $M_S$ pre-trained on $D_S$ has been selected to index $D_T$, we need to adapt $M_S$ based on the data domains of $D_S$ and $D_T$. This is because $M_S$ will not work properly on a domain over which it was not trained, even if the CDFs of $D_S$ and $D_T$ share a similar shape. Let the data ranges of $D_S$ and $D_T$ be $[x_{min}^S, x_{max}^S]$ and $[x_{min}^T, x_{max}^T]$, and their data storage position ranges be $L_{x_{min}^S}$ and $L_{x_{max}^S}$, respectively. Model $M_S$ has been trained to take a search key in $[x_{min}^S, x_{max}^S]$ as the input and predict an storage position in $[L_{x_{min}^S}, L_{x_{max}^S}]$. Here, we assume that $M_S$ predicts the storage position of point $p$ directly rather than its rank (or percentile), i.e., $p.addr = M_S(p.key)$ (instead of $M_S(p.key) \cdot |D_S|$ as shown in Section 1). This simplifies the discussion but does not impact our key findings. To adapt $M_S$ for $D_T$, we take a search key in $[x_{min}^T, x_{max}^T]$, map it into $[L_{x_{min}^T}, L_{x_{max}^T}]$, and feed the mapped value into $M_S$ for prediction. The predicted output needs to be mapped back into $[L_{x_{min}^S}, L_{x_{max}^S}]$ for $D_T$. 

![Figure 2: CDF space discretization.](image-url)
Let $S_{Ax} = \frac{x^2 - x_z^2}{x_z^2 - x_t}$ and $S_{Ay} = \frac{y^2 - y_z^2}{y_z^2 - y_t}$. The input mapping is done by a linear transformation $T_{in}(x) = a_1 \cdot x + b_1$ where $a_1 = S_{Ax}$ and $b_1 = x_z^2 - S_{Ax} \cdot x_A$. This is an affine transformation that maps the data range (i.e., $T_{in}(x_z^2) = x_z^2$ and $T_{in}(x_t^2) = x_t^2$) without changing the distribution. Similarly, the output mapping is done by $T_{out}(y) = a_2 \cdot y + b_2$ where $a_2 = S_{Ay}$ and $b_2 = y_z^2 - S_{Ay} \cdot y_t$. The mappings may incur extra costs (floating point calculation), which can be mitigated by adjusting the parameters of $M_S$. We use a linear model as an example.

**Lemma 3.2. Input and output mappings for a linear model $M_S$ incur no additional prediction costs.**

**Proof.** Let $M_S$ be a linear model $y = ax + b$, where $a$ and $b$ are parameters. The output $y'$ of $M_S$ is (with input mapping):

$$y' = M_S(T_{in}(x)) = a \cdot T_{in}(x) + b$$

$$= a \cdot S_{Ax} \cdot x - a \cdot x_t^2 + S_{Ax} + a \cdot x_z^2 + b$$

(4)

After output mapping, the final prediction output $y$ is:

$$y = T_{out}(y') = (y_z^2 - y_t^2) \cdot S_{Ay} + y = a \cdot S_{Ay} \cdot x - a \cdot S_{Ax} \cdot x_A + b$$

$$+ (a \cdot x_t^2 - S_{Ax} + a \cdot x_z^2 + b - y_z^2) \cdot S_{Ay} + y'_t$$

Thus, we can adapt $M_S$ to a new linear model $y = a' x + b'$ for $D_T$ where $a' = a \cdot S_{Ax} \cdot S_{Ay}$ and $b' = (-a \cdot x_t^2 - S_{Ax} + a \cdot x_z^2 + b - y_z^2) \cdot S_{Ay} + y'_t$. Input and output mappings can be combined with linear models without extra prediction costs.

**Diagrams and tables**

**Figure 3:** Building RMI with agile model reuse ($\epsilon = 0.8$).

**Figure 4:** RMRT and insertion handling examples

### 4 UPDATE HANDLING

We focus on insertions. Deletions can be implemented similarly as a point query and marking the queried point as "deleted".

To handle insertions, we examine their impact on the CDF. As shown in Fig. 4b, when data point 5 is inserted, only the CDF of $D_{0.5}$ is impacted in the second layer of the recursive model. For $D_{1.1}$ which is not impacted, we can simply add 1 to its model error bounds. For $D_{0.0}$, we have to check whether the reused model $M_{1.1}$ can still meet the similarity bound defined by threshold $\epsilon$. To enable efficient checks, we propose a bound on the maximum number of insertions without requiring model updates.

**Lemma 4.1.** Let $D$ be a dataset with cardinality $n_D$ and $M_D$ be a model over $D$. Let $s$ be the similarity between $D$ and the dataset from which $M_D$ is trained, which can be $D$ or a synthetic dataset.
dataset. If there are less than $\frac{(\text{sim}\text{-}e)}{\text{error}\text{-}\text{sim}} \cdot n_D$ insertions on $D$, we can still reuse model $M_D$ for the resultant dataset $D'$.

Proof. After $n_I$ insertions, the CDFs $cdf_D(x)$ and $cdf_{D'}(x)$ may become different. In the worst case, all new data points are inserted at the same position, where the difference between $cdf_D(x)$ and $cdf_{D'}(x)$ is bounded by $\text{dist}(D, D') \leq n_I + n_D$. Recall that $M_D$ is reused with $\text{sim} \geq e$ or trained on $D$ ($\text{sim} = 1 \geq e$). We can use the gap $\text{sim} - e$ as a buffer to accommodate the CDF drift caused by the insertions. According to the transitivity of inequalities, if $\frac{n_I}{\text{error}\text{-}\text{sim}} \leq \text{sim} - e$, there is no need to rebuild a model over $D'$, since the impact on the CDF of $D$ by the insertions cannot exceed the error bound $\text{sim} - e$. Thus, we can derive a bound on the number of insertions $n_I$ as $n_I \leq \frac{(\text{sim}\text{-}e)}{\text{error}\text{-}\text{sim}} \cdot n_D$. □

According to Lemma 4.1, insertions can be handled without model rebuild when their number does not exceed the bound, so when a new data point is inserted, we find the target insertion position through a point query and obtain the corresponding model $M_I$. If the number of the insertions on $M$ has not exceeded the bound, the insertion is completed. Otherwise, we only rebuild the model indexing the inserted data point.

5 EXPERIMENTS

All experiments are done on a 64-bit machine with a 3.60 GHz Intel i9 CPU, RTX 2080 Ti GPU, 64 GB RAM, and a 1 TB hard disk. We use PyTorch 1.4 [15] and its C++ APIs to implement the learned indices based on GPU. The linear and neural network models are implemented using Scikit-learn [17] and PyTorch, respectively.

Competitors. We compare with both traditional and learned indices: 1) traditional BTree [18] which is a C++ based in-memory B+ tree from the STX B+ Tree package; 2) RMI [10] which is the linear RMI model from the SOSD benchmark [13]; 3) RMI-NN which is our implementation of the neural network RMI model; 4) PGM [5] which is a piecewise geometric model index; and 5) RS [8] which is a single-pass learned index.

Proposed models. We study the performance of the following proposed and adapted models: 1) RMI-MR which is the linear RMI model enhanced by agile model reuse; 2) RMI-NN-MR which is the neural RMI model enhanced by agile model reuse; and 3) RMRT which is our proposed learned index.

Implementation details. For BTree, RMI, PGM, and RS, we use their published source code and default configurations. For RMI-MR, we adapt the original model training code to include agile model reuse. For neural network based models including RMI-NN, RMI-NN-MR and RMRT, we use feedforward neural networks each with one hidden layer of four neurons. We use $N = 10^6$ as the RMRT model size threshold, which shows strong empirical performance. We set the default value for $e$ to 0.9.

We summarize the number of synthetic datasets (each with 100 points) and the time to pre-train models on them in Table 2. Note that we use $m = 12 \leq [2/(1-e)]$ when $e = 0.9$. As a result, the number of datasets generated is bounded in 10,000; all pre-trained models can be loaded in memory within a second (30 MB in size); and the total model comparison time to build an index in any of the experiments is also within a second.

Datasets. Following SOSD [13], we use four real datasets: amzn (default) – an Amazon book popularity dataset, face – a Facebook user ID dataset, osm – an OpenStreetMap cell ID dataset, and wiki – a Wikipedia edit timestamp dataset. We further generate skew datasets from uniform data by raising a key value $x$ to its powers $x^4$ ($a = 1, 3, 5, 7, 9$), following [16]. Each dataset contains 200 million unsigned 64-bit integer keys.

Performance metrics. We report the index build time, lookup (i.e., point query) time, and update (insertion) time.

5.1 Results

Index build time on real datasets. The four real datasets have different distributions. They lead to different index build times as shown in Fig. 5a. BTree is the fastest to build and is little impacted by the data distribution, due to its simple building procedure. With agile model reuse, RMI-NN-MR is two orders of magnitude faster than RMI-NN on all four datasets, while RMI-MR is also consistently faster than its non-model-reusing counterpart RMI. Our RMRT further outperforms RMI-NN-MR and PGM, and the advantage is up to 74% (3.0s vs. 11.7s on face) and 32% (5.0s vs. 7.4s on face) than PGM, respectively. RS is faster than RMI-MR, due to its single-pass procedure, but its lookup time is substantially higher than that of RMRT, which is detailed next.

Figure 5: Build and lookup time on real datasets.

Lookup time on real datasets. Each real dataset has 10 million random lookup keys, and we report their average lookup time in Fig. 5b. RMRT is the fastest over all four datasets. On amzn, RMRT (189 ns) is 46%, 35%, 14%, 7%, 52%, 38%, and 20% faster than BTree (534 ns), RMI-NN (440 ns), RMI (221 ns), RMI-MR (205 ns), RMI-NN-MR (401 ns), PGM (308 ns), and RS (236 ns), respectively. RMI-NN and RMI-NN-MR have better performance than RMI and RMI-NN over amzn, face, and wiki, since these three datasets are well distributed and can be fitted by the pre-trained models. For osm, it differs more from the synthetic datasets, where the reused model has increased lookup costs. We further note that RS index stores spline points, the number of which are a decisive factor in RS lookup time. To obtain the lookup performance shown here, the index size of RS is about an order of magnitude larger than that of RMRT.

Figure 6: Build and lookup time on skew datasets.

Index build time on skewed datasets. Since our RMRT targets skewed data, we further test the indices on synthetic data with increasing skewness. As Fig. 6a shows, the index build times are less impacted by data skewness. This is consistent with

| Dataset | Build time (s) | Lookup time (s) |
|---------|---------------|-----------------|
| Amzn    | 189           | 2.9             |
| Face    | 534           | 7.4             |
| Osm     | 440           | 11.7            |
| Wiki    | 221           | 7.4             |

Table 2: Summary of Synthetic Datasets.
the results on real datasets, where the index build times are also similar across different datasets. RMI-NN-MR and RMI again outperform RMI-NN and RMI, respectively, while our RMRT is only slightly slower than BTree and the single-pass learned index RS.

**Lookup time on skewed datasets.** As Fig. 6b shows, our RMRT again yields the best lookup performance on all skewed datasets (skewness = 1 denotes uniform data), and its performance is stable as data skewness increases, confirming its capability to adapt to skewed data. In contrast, the four RMI-based indices have fast increasing lookup times when the data skewness increases, as analyzed in Section 3. BTree, PGM, and RS are also less impacted because their designs are based on worst-case scenarios.

**Index build time under varying $\epsilon$.** Table 3 shows that, as $\epsilon$ increases, the build times of both RMI-NN-MR and RMRT increase. This is because a larger $\epsilon$ requires a higher similarity for model reuse, thus more datasets are examined. For our RMRT, the build time decreases initially. This is because a small $\epsilon$ ($\epsilon = 0.5$) cannot fit the datasets well, which creates uneven partitions that take more models to fit. As $\epsilon$ increases beyond $\epsilon = 0.6$, the build time of RMRT rises again. Note that RMI-NN-MR shows a similar trend to RMI-NN-MR and is omitted for conciseness.

**Lookup time under varying $\epsilon$.** Table 3 also shows that, as $\epsilon$ increases, the lookup times of both models decrease. This is because better-fitted models are selected for larger $\epsilon$ which bring shorter search ranges. We see that the benefit in lookup outweighs the extra index building costs when using a larger $\epsilon$.

**Insertion time under varying $\epsilon$.** Table 3 shows that, as $\epsilon$ increases, the insertion times of both models decrease. As $\epsilon$ increases beyond $\epsilon = 0.6$, the insertion time of RMRT rises again. Note that RMI-NN-MR shows a similar trend to RMI-NN-MR and is omitted for conciseness.

**Update time under varying $\epsilon$.** Table 3 further shows the times for inserting 100% more points (following the distribution of amzn, same below). We see that the insertion times increase with $\epsilon$. This is because the bound on the number of insertions before model rebuilding is inversely proportional to $\epsilon$ (Lemma 4.1), i.e., a larger $\epsilon$ triggers rebuilds more eagerly.

**Update time under varying insertion ratios.** Next, we test the impact of the number of points inserted. RMI, RMI-NN, and RS are static indices and are omitted for this experiment. For the fanout (maximum error in PGM), we use $2^{10}$ for PGM and $2^{13}$ for RMRT and RMI-NN-MR, respectively. As shown in Fig. 7a, the insertion times of BTree, RMN-NN-MR, and RMRT increase with the insertion ratio. For PGM, the insertion time rises in stages. It has higher insertion costs than RMI-NN-MR in most cases (from 10% to 90%). This is because PGM uses the logarithmic method [14] which builds and merges (hence the cost jumps) a set of PGMs for insertions. For RMI-NN-MR, when the insertion ratio is within 80%, the cost increases slowly because most points are inserted directly. The costs increase faster when the insertion ratio exceeds 80%, which exceeds the insertion bound and leads to more rebuilds. For RMRT, the insertion time is more stable. This is because each RMRT sub-model indexes a relatively small set of data points and has a relatively small rebuild bound. Model rebuild is triggered steadily as new data points are inserted.

**Update time under varying branching parameters.** Due to the parameter limitation of dynamic PGM, we vary the fanout (i.e., maximum error in PGM) from $2^8$ to $2^{13}$. As Fig. 7b shows, PGM outperforms RMI-NN-MR when its maximum error (fanout) is larger than $2^8$ because a larger fanout for the RMI learned indices means fewer data points in each model. The cardinality of each model in the second layer is smaller, and the bound for insertion is also smaller (w.r.t., Lemma 4.1), such that rebuild happens more often. For RMRT, the insertion performance becomes better as the fanout increases. This is because it can adaptively divide the underlying models and provide more positions for direct insertions without frequent model rebuilds.

5.2 Discussion

We note several directions to be explored next. We have omitted the sorting costs in index building, since these are shared by all indices. It would be interesting to further optimize these costs with a learning-based technique. Our CDF similarity approximation considers the maximum distance between the CDFs. An alternative is to take the average distance. How to bound the search range in this case is an interesting challenge.

6 CONCLUSIONS

We proposed to reuse pre-trained models for indexing new (or updated) datasets to address building and update efficiency issues in learned indices. We also proposed a similarity metric to measure the distribution difference between two datasets. Based on this metric, our agile model reuse algorithm can efficiently select the most suitable pre-trained model to index a new (or updated) dataset. We show how the prediction error of the selected pre-trained model is bounded on the new (or updated) dataset.

We demonstrate the effectiveness of the proposed algorithm by applying it on the RMI learned indices [10] and our proposed learned index RMRT. Experimental results on synthetic datasets and four real datasets show that our agile model reuse technique can improve the building and update time of learned indices substantially with little impact on the lookup performance.
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