Composite device for interfacing an array of atoms with a single nanophotonic cavity mode
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We propose a method of trapping atoms in arrays near to the surface of a composite nanophotonic device with optimal coupling to a single cavity mode. The device, comprised of a nanofiber mounted on a grating, allows the formation of periodic optical trapping potentials near to the nanofiber surface along with a high cooperativity nanofiber cavity. We model the device analytically and find good agreement with numerical simulations. We numerically demonstrate that for an experimentally realistic device, an array of traps can be formed whose centers coincide with the antinodes of a single cavity mode, guaranteeing optimal coupling to the cavity. Additionally, we simulate a trap suitable for a single atom within 100 nm of the fiber surface, potentially allowing larger coupling to the nanofiber than found using typical guided mode trapping techniques.

I. INTRODUCTION

Interactions of atoms with the electromagnetic field near micro and nano-scale dielectric structures is currently a topic of great interest [1, 2]. On the one hand, atoms in the vicinity of microscopic resonators can interact strongly with photons in the resonator leading to quantum information applications such as single photon switching [3]. On the other hand, recent advances have been made in trapping arrays of atoms near the surface of nanofibers using guided modes [4–7] for which large optical densities are realizable—a feature which is also conducive to quantum information as well as more general quantum optics applications. Trapping of single atoms near to nanostructure based cavities has also seen recent advances [8–10].

Nonetheless, a number of challenges remain in this area. One problem is the trapping of atoms in optimum positions for coupling to nanowaveguide-based cavities [10]. In standard, freespace cavity QED experiments, this problem has already been solved with applications to atomic self organization [11] and atomic spin squeezing [12, 13], but these methods do not translate well to the nanowaveguide case. Another challenge is the vector light shift imparted on the atoms when they are trapped using the guided mode of a nanowaveguide [14]. As an additional matter, the observation of collective excitation effects such as superradiance using nanofibers [15] would be greatly simplified if the spacing of a trapping array could be decoupled from the wavelength of light used to create it.

Here we describe a scheme to trap atoms in arrays near to the surface of a composite nanostructure which can potentially solve these problems as well as provide new features compared to the aforementioned studies. The device we consider here is a nanostructure comprised of a nanofiber mounted on a grating. Similar devices have recently been experimentally investigated for the purposes of enhancing the coupling of a quantum emitter to the guided modes of an optical nanofiber [16–18]. Here, we will show that by illuminating such a device, it is possible to create periodic arrays of trapping potentials near to the nanofiber surface as depicted in Fig. 1(a).
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FIG. 1. (a) Depiction of the trapping scheme showing a nanofiber mounted on a grating illuminated from below (i.e. from $x = +\infty$ towards $x = -\infty$) by a focused laser beam. This conceptual diagram omits the grating substrate for clarity. Scattering of the diffracted beam by the fiber produces an array of traps near the fiber surface. (b) Schematic diagram showing the regions of importance for the theoretical derivation of the trapping field. A fiber of radius $a$ is mounted on a grating of period $s\Lambda_g$, for integer $s$, depth $d$ and slit width $\alpha\Lambda_g$, where $\alpha$ is the grating duty cycle. A $y$-polarized plane wave is incident on the grating from the substrate side at an angle $\theta$. The grating diffracts the incident wave into three orders with angles $\beta_{-1}, \beta_0$ and $\beta_{+1}$ with respect to the fiber axis. These plane waves are then scattered by the fiber giving rise to a trapping field $E_{\text{trap}}$. The basic principle of the device is that a longer period grating (referred to here as a trapping grating) be-
between two Bragg gratings on a nanostructured silica substrate can serve the dual purposes of 1) enhancing emission into the integrated nanofiber by acting as a cavity and 2) acting as a first order grating for trapping light which illuminates the device. The principle advantages of the proposed device are as follows: a) An array of traps can be formed along the nanofiber surface, with the number of traps and their period determined by the design of the nano-structured substrate, rather than the wavelength of the trapping light. A major application of this, as we will show later, is trapping devices where the trapping sites are geometrically guaranteed to have their centers aligned to antinodes of a cavity mode of the device. b) Unlike trapping schemes which use the evanescent tails of the guided modes, in our scheme no trapping light is present in the guided mode, which should lead to improved signal-to-noise ratios for detection of photons emitted into the guided mode. c) Unlike trapping arrays formed by the guided modes of the nanofiber, the traps formed by this technique have linear rather than elliptical polarization. This means the potentially decohering effect of vector light shifts [14, 19] is not present for our device. d) The composite nature of the device has a number of benefits as given in [18]. Of particular importance in this instance is the separation of the nanowaveguide function and the index modulation function into separate devices. This allows for much greater diffraction efficiencies into the ±1st order compared to what could be achieved with structures patterned directly onto the waveguide, leading to relatively larger trapping depths along the fiber axis.

The paper proceeds in the following way. First we consider the trapping potential formed when a plane wave is incident on the system with an infinitely long trapping grating and no Bragg-grating region, as depicted in Fig. 1(b). This system may be analysed both numerically and using an analytical model which allows a crosscheck of the numerically calculated potential. Having established the validity of our numerics, we then go on to simulate the full device, including the Bragg mirror regions, using FDTD simulations.

II. THE DEVICE

The device is depicted in a to-scale conceptual image in Fig. 1(a) and in schematic form in Fig. 1(b). (Note that the grating substrate is omitted in Fig. 1(a) for clarity). An optical nanofiber of radius $a$ is mounted on a nanostructured substrate and illuminated from the grating side (single-illumination configuration) or from both sides (dual-illumination configuration) by a red-detuned laser beam with a vacuum wavelength $\lambda$. The corresponding wave number of the trapping laser is $k = 2\pi/\lambda$ and the trapping laser frequency is $\omega = kc$, where $c$ is the speed of light in the vacuum.

The nano-structured substrate is divided into two regions. To either side of the center, a Bragg grating region is present. The two Bragg gratings, which have period $\Lambda_g$ act as mirrors with respect to the fundamental mode of the nanofiber [10]. The central region is the trapping grating (shown in Fig. 1(b)) with period $\lambda < s\Lambda_g < 2\lambda$ for some real number $s$, i.e., the trapping grating is a first order grating relative to the incident trapping light. We characterize the length of the trapping region by counting the number of regions $N_g$ of width $s\Lambda_g$. In this paper, $N_g$ is always an odd number. We note that with respect to the Bragg mirrors, the central trapping grating region may be considered to constitute a cavity of total width $N_g\Lambda_g$. This cavity region acts to enhance coupling of spontaneous emission to the fiber guided modes.

In all regions of the nano-structured substrate, the grating slats have depth $d = 2\mu m$ and width $w = \alpha\Lambda_g = 50$ nm, where $\alpha$ is the Bragg grating duty cycle. As shown in Fig. 1(b), light incident on the device at angle $\theta$ is diffracted into the 0th and ±1st orders at angles $\beta_0$ and $\beta_{\pm 1}$ respectively. In the remainder of the paper, we will take $\theta = 0$ implying that the light is normally incident on the grating substrate.

We define our axes so that $x = 0$ is always in the middle of the trapping grating region and $x = 0$ corresponds to the fiber center as shown in Fig. 1(b). The unit vectors $\hat{e}_x$, $\hat{e}_y$ and $\hat{e}_z$ are defined to lie along the $x$, $y$ and $z$ axes respectively.

In the analytical treatment which follows below, we will only consider the case of normally incident, $y$-polarized trapping light which is red-detuned from the atomic resonance. The effect of changing the incident angle, polarization or detuning will be discussed in the discussion section.

III. EVALUATION OF THE TRAPPING POTENTIAL

A. Analytical treatment

1. Field created by illumination of the composite device

By applying the theory of a planewave scattered from a dielectric grating [20] together with scattering theory for a sub-wavelength dimension cylinder [21] the field outside the device for the incident $y$-polarized field can be found. A detailed derivation is given in the Appendix. To summarize the theoretical approach: We make the approximation that evanescent orders of the grating may be ignored, thereby truncating the series which gives the output field. We also assume that the field around the nanofiber can be found by taking the field at the output of the grating as the input field to the scattering problem involving the nanofiber.

To find the field around the fiber we need to find the scattered field due to the 0th and ±1st order plane waves. To apply the standard scattering formalism, we first evaluate the angles $\beta_\ell$ where $\ell \in \{-1, 0, 1\}$ as shown in Fig. 1(b). In the present paper, we will consider only
the case where the trapping beam is at normal incidence to the grating, giving \( \beta_0 = \pi/2 \). The other angles are given by \( \beta_{\pm 1} = \delta \pm 1/\pi + \tan^{-1}(t_{\pm 1}/p_{\pm 1}) \), where \( \delta \) is the Kronecker delta function, \( t_{\pm 1} \) is the wavenumber of the \( x \) component of the diffracted field and \( p_{\pm 1} \) is the wavenumber of the \( z \) component of the diffracted field.

The field for \( x < -a \) is then given by

\[
E_{\text{trap},I} = E_g + \sum_{\ell=-1}^{1} T_{\ell} \exp(ik\sin(\beta_{\ell})a) \sum_{n=-\infty}^{\infty} \frac{(-i)^n}{k\sin(\beta_{\ell})} \left[ ia_n(\beta_{\ell})M_n(x, y, z) + b_n(\beta_{\ell})N_n(x, y, z) \right],
\]

where \( E_g \) is the field due to the grating in the absence of the nanofiber (See Appendix), \( T_{\ell} \) is the transmission coefficient of the \( \ell \)th diffraction order, \( M_n \) and \( N_n \) are \( n \)th order cylindrical harmonics whose coefficients \( a_n \) and \( b_n \) respectively depend on the incident angles of the transmitted orders of the grating. These coefficients are defined fully in the Appendix, where a brief review of scattering theory for a dielectric cylinder is given for the case considered here.

2. Dual illumination

In the dual illumination scheme, a second laser illuminates the device from the fiber side. To derive the trapping field in this case, we will assume that the only fields to be considered are those of the second trapping laser itself, and the scattered field caused by the second trapping laser being incident on the nanofiber. That is, we ignore any reflections from the grating or, indeed, any effects due to the grating at all. Because of the low reflectivity of the grating at the wavelength considered here, this approximation is not a bad one. In particular, for the space \( x < -a \), the assumption turns out to produce good agreement with FDTD simulation results. The incident field is given by

\[
E_{i,II} = \exp(i\Omega) \exp(ikx)e_y,
\]

where \( \Omega \) is the relative phase between trapping laser 1 and trapping laser 2 which we will assume is adjustable. The scattered field is then

\[
E_{s,II} = \exp(i\Omega) \sum_{n=-\infty}^{\infty} \frac{(-i)^n}{k\sin(\beta_{\ell})} ia_nM_n(-x, y, z),
\]

where the sign of \( x \) in the argument of the spherical harmonics \( M_n \) has been flipped to account for the fact that the incident wave is coming from the negative \( x \) direction, and the terms in \( N_n \) are zero due to the normal incidence of the second trapping beam. Finally, we may write the field due to illumination by both trapping beams 1 and 2 as

\[
E_{\text{trap},II} = E_{\text{trap},I} + E_{i,II} + E_{s,II}.
\]

Note that in what follows, we will use \( E_{\text{trap}} \) to denote either the trapping potential for single or dual illumination. The meaning of \( E_{\text{trap}} \) will always be clear from the context in which it is used.

3. Calculation of the trapping potential

To calculate the trapping potential experienced by \(^{133}\text{Cs} \) atoms, we follow closely the formalism of Ref. [4]. The optical trapping potential may be calculated as

\[
U_{\text{opt}} = -\frac{1}{4} \alpha |E_{\text{trap}}|^2,
\]

where

\[
\alpha(\omega) = 2\pi\varepsilon_0 c^3 \sum_j g_j J_0(\omega_{ja}/\omega^2) + \gamma_{ja}\omega^2.
\]

The index \( j \) runs over different transitions of cesium that contribute to the trapping potential. For our purposes, we will include the four dominant lines of the atom [4] corresponding to wavelengths \( \lambda_{a1} = 852.113\text{nm} \), \( \lambda_{a2} = 894.347\text{nm} \), \( \lambda_{a3} = 455.528\text{nm} \) and \( \lambda_{a4} = 459.317\text{nm} \), where \( \lambda_{ja} = 2\pi c/\omega_{ja} \). The transition strengths for these lines are \( A_{a1} = 3.276 \times 10^7\text{s}^{-1} \), \( A_{a2} = 2.87 \times 10^7\text{s}^{-1} \), \( A_{a3} = 1.88 \times 10^6\text{s}^{-1} \) and \( A_{a4} = 8 \times 10^5\text{s}^{-1} \). The statistical weights of each transition are \( g_1 = 4 \), \( g_2 = 2 \), \( g_3 = 4 \), \( g_4 = 2 \) and the ground state has weight \( y_g = 2 \). Finally, we define the linewidths \( \gamma_{ja} = \sum_{j'} A_{jj'} \), where \( j' \) denotes a lower level \( \langle j' \rangle \). However for the detuning of the trapping light considered here, the contribution of the terms \( (\gamma_{ja} \omega)^2 \) to \( \alpha \) are negligible.

For convenience, all of our analytical and simulation results assume an electric field amplitude of 1. We scale the potential to provide trap depth predictions for a given optical power as follows. For simplicity, we use the waist of the potential to provide trap depth predictions for a given optical power as follows. For simplicity, we use the waist of the potential to provide trap depth predictions for a given optical power as follows. For simplicity, we use the waist of

\[
U_{\text{vdW}} = -4.1 \times 10^{-5} \frac{(r-a)^3}{(r-a)^3},
\]

where \( r = \sqrt{x^2 + y^2} \) is measured in \( \mu\text{m} \). This flat potential approaches the Van der Waals potential due to a silica fiber when the distance from the fiber surface approaches zero [4]. The van der Waals potential due to the grating is neglected as the trapping potential minima always lie between two grating slats, i.e., \( \sim 500 \text{nm} \)
away from the nearest slat for the parameters used in this paper. This is sufficiently far that the contribution from the grating slats to the van der Waals potential is negligible.

The total trapping potential is the sum of the optical and Van der Waals potentials:

\[ U = \chi U_{\text{opt}} + U_{\text{vdW}}, \]

where it is understood that the factor \( \chi \) is only necessary to scale the optical potential if the analytical results and/or simulations have used incident fields of unity amplitude.

### B. Comparison of theory and finite-difference time-domain numerical calculations

FIG. 2. Comparison of intensities \( I \) as predicted by theory and FDTD simulations. (a) and (b) show \( |E_{\text{trap}}|^2 \) in the \( x - z \) plane for \( y = 0 \) as given by theory and FDTD numerics respectively. In (c) and (d), \( |E_{\text{trap}}|^2 \) from theory and simulations respectively is shown in the \( y - z \) plane for \( x + a = 0.35 \, \mu m \). The fiber radius was \( a = 0.3 \, \mu m \) and \( \Lambda_g = 0.35 \, \mu m \) with \( s = 3 \).

We simulated the electromagnetic field in the system shown in Fig. 1(b) for an incident plane wave using the finite difference time domain (FDTD) method (Lumerical Inc.). Here, and throughout the remainder of this paper, we assume an optical power of 250 mW per beam, a beam spot size of 10 \( \mu m \) and a trapping light wavelength of 937 nm (the red detuned magic wavelength for \(^{133}\text{Cs}\)) in order to calculate the trapping potential generated by the intensity distribution.

Figure 2 shows a comparison between squared electric field amplitudes as calculated from Eq. 1 and by using FDTD numerical simulations. We see good agreement between the squared field profiles in the \( x - z \) plane (Figs. 2(a) and (b)) and the \( y - z \) plane (Figs. 2(c) and (d)) both in the qualitative shape of the field pattern and the intensity. In particular, Figs. 2(a) and (b) show the generation of a periodic array of intensity maxima close to the nanofiber surface. Figs. 2(c) and (d) show that along the axis perpendicular to the fiber, for \( x \) set to the position of the intensity maximum in the \( x - z \) plane, a strong intensity maximum coincides with the center of the fiber. Away from the center is an area of low intensity, and for larger \( y \), the diffraction pattern due to the grating is restored since the field scattered by the fiber tends to zero in this region.

Figures 3(a-c) show the corresponding trapping potential as a function of \( x \), \( z \) and \( y \) respectively, as calculated from Eq. 8 and from the FDTD data in all cases assuming a power of \( P = 250 \, \text{mW} \). We see that potential depths of mK order are achievable in all directions for these conditions, although the effect of the Van der Waals potential significantly lowers the potential depth along the \( x \)-axis. Figure 3(d) shows how the trapping depth \( \Delta U \) and the trap minimum position \( x_{\text{min}} \) on the \( x \)-axis vary as the fiber radius \( a \) is varied. It may be seen that increasing the nanofiber radius leads to the trapping potential moving closer to the nanofiber surface, with the trapping potential depth \( \Delta U \) decreasing due to the effect of the Van der Waals potential. It may be seen that for trapping minima positions less that \( \sim 200 \, \text{nm} \) the potential depth becomes vanishing.

In Table I, we show the trapping frequencies along each axis for the theoretically and FDTD calculated trapping
potentials shown in Figs. 3(a–c). In all cases we find fair agreement between theoretically and FDTD calculated values.

| Trap freq. (kHz) | Axis | Theory | FDTD |
|------------------|------|--------|------|
|                  | $x$  | 816    | 770  |
|                  | $y$  | 1270   | 1320 |
|                  | $z$  | 982    | 939  |

**TABLE I.** Theoretical and FDTD calculated trapping frequencies for single illumination.

\[ |\Delta U| \approx 500 \mu K. \]

Because the introduction of the counterpropagating beam principally affects the potential shape along the $x$-axis, we focus on the $x$-dependence of the potential in what follows.

Figure 4(a) shows the squared electric field amplitude given by Eq. (4) and FDTD numerics respectively for a relative phase $\Omega = 180^\circ$. Figure 4(b) shows the trapping potential produced near the fiber surface as a function of $x$ for $y = 0$, $z = 0$ in the case of dual illumination. Solid blue lines show the theoretical predictions while red lines show the predictions from FDTD simulations. The fiber radius is $a = 0.3 \mu m$, the trapping grating period is $1 \mu m$ and the relative phase $\Omega$ is fixed at $180^\circ$. Figures 4(d) and 4(e) show the trapping potential as a function of $z$ at $y = 0$ for the $x$ positions indicated. Figures 4(f) show the position $x_{\text{min}}$ of the trapping potential minimum closest to the fiber surface (blue line) and trap depth (red line) as a function of the relative phase $\Omega$ between the two trapping beams. The blue crosses show the trapping potential minimum position given by FDTD simulations, while red circles show FDTD simulation trap depths. In all cases, the optical power was $P = 250$ mW in both beams.

We will now show that a dual illumination scheme can produce trapping potentials much closer to the fiber-surface while maintaining potential depths of order $\Delta U \approx 500 \mu K$. Because the introduction of the counterpropagating beam principally affects the potential shape along the $x$-axis, we focus on the $x$-dependence of the potential in what follows.

Figure 4(a) shows the squared electric field amplitude given by Eq. (4) and the results of FDTD simulations are shown in Fig. 4(b). Unlike the single illumination case, because a standing wave pattern is formed, a number of trapping potentials are formed in the $x - z$ plane. We will focus on the traps which are nearest and next-nearest to the fiber surface as shown in Figs. 4(a, b). Figure 4(c) shows the $x$-dependence of the trapping potential for $z = 0$, $y = 0$ and a relative phase of $\Omega = 180^\circ$ between trapping beams 1 and 2. Of note is that the position of the trapping potential minimum closest to the nanofiber surface (Trap pos. 1) is only $x_{\text{min}} \approx 100 \text{ nm}$. The $x$-dependent trapping potential at this position has a depth of $\sim 2 \text{ mK}$. Additionally, a much deeper trap is found about 600 nm from the fiber surface (Trap pos. 2).

Figures 4(d) and 4(e) show the $z$ dependence of the trapping potential at the $x$-axis trapping centers furtherest and closest to the fiber surface respectively. As seen in Fig. 4(e), there is a large difference in the trap depth predicted by the theoretical model and the FDTD data when the trap is close to the fiber surface. This might be due to the presence of evanescent fields from higher order grating modes which are explicitly neglected in our theoretical model. Figure 4(e) thus illustrates the limits of the simple model in quantitatively predicting the potential depth along the $z$ axis. Figure 4(f) shows the dependence of the trapping potential depth $\Delta U$ and the position of the trapping minimum $x_{\text{min}}$ as the phase between the two trapping lasers is varied. Up to about $\Omega = 120^\circ$, the smaller trapping potential is not separated from the fiber surface and the closest trapping potential is formed by the second intensity maximum at $\sim 400 \text{ nm}$ from the fiber surface. For phases greater than $\Omega = 120^\circ$, the trapping potential closer to the fiber surface becomes distinct and the values of $x_{\text{min}}$ and $\Delta U$ jump to the new levels associated with this trapping potential as seen in Fig. 4(f). The ability to smoothly control the position and depth of the trapping potential by varying the phase between the two lasers may be useful for loading of the trapping sites.

In Table II we show the trapping frequencies along the $x$ axis for the theoretically and FDTD calculated trapping potentials shown in Figs. 4(c–e) for both trapping position 1 (closest to the nanofiber) and trapping position 2 (next-nearest to the fiber surface) respectively. In the case of dual illumination. Solid blue lines show the theoretical predictions while red lines show the predictions from FDTD simulations. The fiber radius is $a = 0.3 \mu m$, the trapping grating period is $1 \mu m$ and the relative phase $\Omega$ is fixed at $180^\circ$. We will focus on the traps which are nearest and next-nearest to the fiber surface as shown in Figs. 4(a, b).

| Trap freq. (kHz) | Axis | Theory | FDTD | Theory | FDTD |
|------------------|------|--------|------|--------|------|
|                  | $x$  | 4100   | 4000 | 4320   | 4270 |
|                  | $y$  | 809    | 539  | 1140   | 1100 |

**TABLE II.** Theoretical and FDTD calculated trapping frequencies for dual illumination.
Results for the z axis are also shown for comparison, but as expected, the values are little changed from the single-illumination case, when the trap is sufficiently far from the fiber surface. We find fair agreement between theoretical and FDTD calculated values in all cases, except in the case of the z-dependence of the potential closest to the fiber, for reasons noted above.

**IV. NUMERICAL RESULTS FOR EXPERIMENTALLY REALISTIC STRUCTURES**

In the following section, we simulate the trapping potential created by experimentally realistic structures for which the trapping grating is of finite length and a Bragg mirror structure exists to either side of the trapping grating. In order that the positions of the traps coincide with antinodes of the cavity mode, a modification to the structure of the device is necessary. We wish to make the cavity mode antinodes appear exactly in the middle of the trapping grating slats so that they coincide with the center of the optical trap. To achieve this, it is necessary that while the trapping grating period is an integer multiple of \( \Lambda_g \) as before, the overall length of the cavity region should be given by \([(2n + 1) + 1/2] \Lambda_g \) for integer \( n \geq 0 \) (which is an odd multiple of \( \Lambda_g / 2 \)). We achieve this condition by adding two shorter grating regions of length \( 1.25 \Lambda_g \) at each end of the trapping grating region, as illustrated in Fig. 5(a).

We set \( N_t = 7 \) for the trapping grating, nanofiber diameter \( 2a = 600 \) nm, grating period \( \Lambda_g = 350 \) nm, and \( s = 3 \), giving a trapping grating period of \( 3 \Lambda_g = 1050 \) nm. The transmission spectrum through the nanofiber for the fundamental mode is shown in Fig. 5(b). Note that a single cavity mode arises near the middle of the photonic stop band. The associated intensity distribution at the cavity resonance frequency is shown in Fig. 5(c). Typical Q-values for composite cavities such as this device have been measured to be \( \sim 2000 \) with associated cooperativities (equivalent to the Purcell factor in the regime considered here) of \( \sim 10 \) [17].

Figures 5(d) and (e) show the squared field pattern in the \( x-z \) and \( y-z \) planes respectively and Figs. 5(f-h) show the associated trapping potentials formed along the \( x, z \) and \( y \) axes respectively. As seen in Fig. 5(f), the
trapping potential is formed about 200 nm from the fiber surface and the trap depth along the $z$-axis is $\sim 300 \mu K$. Although 7 trapping cavities are present, Fig. 5(g) shows that only 5 distinct trapping potentials, with trap depths of $\sim 2 \mathrm{mK}$, are seen along the $z$ axis due to the decreasing intensity of the Gaussian beam away from $z = 0$ along with the weaker diffraction pattern at the edge of the trapping grating.

Figure 5(g) also shows the intensity distribution of the cavity mode overlayed as a red line. This figure demonstrates an important property of our device: namely that the trapping potential minima can be made to coincide almost perfectly with cavity anti nodes by careful design of the grating structure. Indeed, the slight difference between the cavity anti-node positions and the trapping minima positions is mainly due to edge effects of the relatively short $N_t = 7$ trapping grating. We would expect even better coincidence between the trapping sites and cavity antinodes as $N_t$ is increased.

The second case we consider is that of trapping a single atom to achieve large coupling efficiency with the nanofiber. We note that $N_t = 3$ is the minimum number of trapping cavities necessary to achieve a trapping minimum in the middle of the trapping cavity. Therefore we choose $N_t = 3$, and choose a double illumination scheme which can achieve trapping nearer to the nanofiber surface compared with single illumination as discussed in Section III B.

Figure 6 shows the trapping potential formed by dual illumination in the central trapping region where $-0.5 < z < 0.5 \mu m$ for an optical power of 250 mW in each beam. The relative phase between the trapping beams was $\Omega = 133^\circ$. Figures 6(b) and (c) show the squared field pattern in the $z-x$ and $z-y$ planes respectively. As seen in Fig. 6(d), a trapping minimum is formed very close ($\sim 80 \mu m$) to the fiber surface with a trapping depth of about 1 mK. The trapping potential along the $z$-axis is much tighter than in the case of single illumination. Figs. 6(e) and (f) show that the trap depth along the $z$ and $y$ axes is $\sim 5 \mathrm{mK}$. Table III compares the trapping frequencies for FDTD calculated trapping potentials in the cases of single and dual illumination as shown in Figs. 6(e-g) and 6(d-f) respectively. As expected, we find essentially no change along the $y$-axis, and the change along the $z$-axis is small. However the $x$ axis value is more than quadrupled due to the tighter trap created by the standing wave as well as the closer proximity of the trap to the fiber surface.

### Table III. Trapping frequencies for FDTD calculated single and dual illumination trapping configurations.

| Axis | Single Illum. | Dual Illum. |
|------|---------------|-------------|
| $z$  | 1180          | 5300        |
| $y$  | 1440          | 1460        |
| $z$  | 1164          | 1480        |

V. DISCUSSION AND CONCLUSION

We now consider aspects of our system not discussed in the preceding sections. First the question arises as to our choice of parameters for the trapping light. Regarding blue detuned trapping schemes, because the focusing effect of the nanofiber determines the distance of the trapping potential minimum from the fiber surface and the focus is always an intensity maximum, trapping sites tend to be further from the nanofiber in the blue detuned case. We also calculated the potential at the blue-detuned magic wavelength of 686 nm, but we found that red-detuned trapping light produced traps closer to the nanofiber surface.

As for the polarization of the trapping beam, in this work we used exclusively $y$ polarized light. This polarization is parallel to the grating slats, so that the output polarization of the grating is also $y-$polarized. On the other hand, $y-$ polarized illumination of the nanofiber produces a field which includes localized $x-$polarized components at azimuthal angles of $\sim 45^\circ$ on the fiber surface. Nonetheless, we found that the polarization of the trapping field is also $y-$polarized near the trapping minima to a good approximation, with less than 1% $x-$polarization at the trap center, and slightly less than 10% $x-$polarized at 300 nm away from the trap center in the $y-$direction (corresponding to a temperature of $\sim 1 \mathrm{mK}$). Additionally, we found that illuminating the device with $z$-polarized light did not produce trapping potentials due to the mixture of polarizations resulting after diffraction by the grating.

Next, we note that in the case of non-normal incidence, a diffraction pattern (and thus a trap) is only produced if the incident angle $|\theta| < 5^\circ$. This is because the gratings considered here are strictly first order gratings. This means that the device must be precisely aligned in order to produce a trapping potential.

Additionally, here we have principally considered the trapping sites closest to the fiber surface. This is justified by the exponential scaling of the coupling between a dipole emitter and the fiber guided mode, atoms trapped in more distant trapping sites have negligible coupling to the nanofiber.

Another issue to consider in the present scheme is the possibility that large light intensities might affect the integrity of the very thin silica slats on the grating. However, the slats are at intensity nodes of the trapping field for the cases considered here. Additionally, the trapping intensity produced by the interference of diffracted orders of the grating is only of order twice the input intensity. For these reasons the thin grating slats are not in general exposed to large field intensities.

Lastly, we consider issues related to the tuning of the cavity. Illumination of the device may cause thermal ex-
pansion and thus drifting of the cavity mode from its design wavelength. We note, however, that much of the optical power for circular beam illumination is unused, due to the thinness of the nanofiber. If, for example, we used an elliptical beam with a z-axis radius of 10 µm as before but an y-axis radius of only 1 µm, the optical power required to achieve the same intensity at the device surface would be only 10% of that necessary in the case of a circular beam (i.e. ~ 25 mW). In this way heating of the silica substrate would be drastically reduced. If tuning of the cavity resonance is required, it can be achieved by slightly rotating the nanofiber relative to the grating slats (increasing the resonance wavelength) or by lifting the fiber slightly off the grating substrate (reducing the resonance wavelength).

In conclusion, we have analytically and numerically investigated trapping atoms close to the surface of a composite nano-optical device consisting of an optical nanofiber mounted on a grating. Illumination of the device from the grating side produces an array of traps with separations from the nanofiber surface down to 200 nm. Adding illumination from the fiber side can produce trapping potentials within 100 nm of the nanofiber surface. Bragg gratings to either side of the trapping grating create a cavity enhancing the coupling of spontaneous emission into the nanofiber guided modes, and by appropriately designing the grating structure, arrays of atoms may be trapped at positions which correspond to antinodes of the cavity mode. Because optical nanofibers offer automatic coupling to standard fiber optical networks, and due to the advantages of the present scheme over existing nanofiber trapping schemes, we expect that it may be useful in a variety of situations. These include the realization of collectively enhanced scattering into the nanofiber guided modes from an array of atoms, through to quantum information applications where distant atoms must be coupled to the same cavity mode.

MS acknowledges support from a grant-in-aid for scientific research (Grant no. 15K13544) from the Japan Society for the Promotion of Science (JSPS). KPN acknowledges support from a grant-in-aid for scientific research (Grant no. 15H05462) from the Japan Society for the Promotion of Science (JSPS). The authors thank K. Hakuta for his scientific input at the early stages of this research and for his support. We also thank F. Le Kien for discussions regarding the van der Waals potential, M. Morinaga for advice regarding the scattering problem, and R. Yalla for discussions related to the numerical simulations.

Appendix A: Numerical simulation protocols

For comparison with theoretical results, we performed FDTD simulations using plane wave sources in our simulations. For scaling the potential, we choose a beam waist radius of $w_0 = 10 \, \mu m$, an optical power of $P_0 = 250 \, mW$, and a wavelength of $\lambda = 937 \, nm$. In the dual illumination case, we assumed beam recycling was possible so that the power in both forward and backward propagating beams was set to $P_0$. In FDTD simulations of periodic systems using plane waves, care must be taken in interpreting the results since artifacts of the FDTD method can form regular periodic intensity maxima of a similar nature to the true trapping maxima we wish to find. We used periodic boundary conditions for these simulations to ensure that no edge-effects due to the FDTD boundary conditions were present. We also checked that removing all structures in the simulation gave rise to a flat intensity profile, and that removing the grating structure led to the disappearance of all z-periodic structures in the output intensity pattern. Once these checks had been passed, we could be confident that any local intensity maxima in the simulations corresponded to the physical nature of the scattered field rather than numerical artifacts. Comparison with the analytical results given in the previous sections also functioned as a further cross-check of our numerical results.

We note that in the case of dual illumination, the relative phase $\Omega$ is just the phase of the second beam as set in our FDTD simulations. It is necessary to match the phase between the theoretical trapping potential and the FDTD calculated trapping potential for a single data set before the FDTD and theory results can be compared for arbitrary phases.

In the simulations for the case of realistic experimental structures, we illuminated the device with a Gaussian beam. We used absorbing rather than periodic boundary conditions, and it was necessary to make the FDTD simulation region large enough that the Gaussian beam tails had decayed effectively to zero by the edges of the simulation region to avoid edge effects such as reflection from the absorbing boundary. However, computer memory limits the mesh density which can be achieved in these large simulation regions. We used linear interpolation to reconstruct the results on a finer grid to improve the detail visible in the Figures. As before, we checked the validity of our simulations by removing all structures from the simulation region and checking that only a Gaussian intensity profile remained in such cases.

Appendix B: Field due to a plane wave incident on a dielectric grating

In our analytical derivation of the trapping potential we will use the axes and variables defined in Fig. 1(b). In particular, we assume a grating structure with period $s\Lambda_g$, where $\Lambda_g$ is the Bragg grating period, $s$ is an integer chosen so that the trapping grating is a first order grating. The grating structure has a depth $d$ and the grating slats have thickness $s\Lambda_g$, where $\alpha$ is the duty cycle. The grating is assumed to have refractive index $n = 1.45$ at the trapping light wavelength, and for simplicity the grating structure is assumed to be fabricated on top of a silica substrate which has much larger dimensions than
any of the other scales in the problem. (In typical experiments the substrate has been of size 15 mm x 5 mm x 2 mm [10]). The axes are defined as shown in Fig. 1(b) and the unit vectors $e_x$, $e_y$, and $e_z$ are aligned with the $x$, $y$, and $z$ axes respectively.

A plane wave is assumed to be incident on the structure originating from the $x = +\infty$ direction at an angle $\theta$ as shown in Fig. 1(b) of our manuscript. The grating diffracts the incident wave into 0th and $±1$st orders with angles $\beta_0$ and $\beta_{±1}$ respectively. In what follows, standard harmonic time dependence $\exp(-i\omega t)$ is assumed for all fields and is not explicitly shown.

We first consider the electric field at the output of the grating in the absence of the nanofiber. This problem was solved by Knop in [20] but due to a typographical error, the result given was ambiguous. For clarity, we therefore reproduce the results of [20] below giving the correct formula which we have checked by rederviving the results. For an incident field

$$E_{i,t} = \exp[-ikx]e_y$$

the field outside the grating is given by

$$E_0(x, z) = \sum_{t} T_t \exp(it_\phi a) \exp[ i(pt_\phi - ttx)]e_y,$$  \hspace{1cm} (B2)

where

$$p_\phi = 2\pi \ell / \Lambda_y + k \sin \theta,$$  \hspace{1cm} (B3)

is the $z$–axis wavenumber and

$$t_\phi = \begin{cases} \sqrt{k^2 - p_\phi^2} & k \geq |p_\phi| \\ i\sqrt{p_\phi^2 - k^2} & k \leq |p_\phi| \end{cases},$$  \hspace{1cm} (B4)

is the $x$–axis wavenumber for diffraction order $\ell$. The coefficients $T_t$ give the (complex) amplitude of each diffracted component.

Although they do not contribute to the trapping potential, we also define the $x$–axis wavenumbers of the plane wave components reflected at the grating interface which are given by

$$r_\ell = \begin{cases} \sqrt{n_\ell^2k^2 - p_\ell^2} & n_\ell k \geq |p_\ell| \\ i\sqrt{p_\ell^2 - n_\ell^2k^2} & n_\ell k \leq |p_\ell| \end{cases}. $$  \hspace{1cm} (B5)

Also, note that the phase term $\exp(it_\phi a)$, which does not appear in [20], is necessary to retard the phase of the solution since the grating output is offset from the origin along the $x$–axis by $a$ (the output of the grating is at $x = 0$ in [20]).

The coefficients $T_t$ of the different plane wave components are given by

$$T = \hat{U}^{-1}Y,$$  \hspace{1cm} (B6)

where $\hat{U}$ is a matrix with components

$$\hat{U}_{l,m} = (r_l + t_m) \sum_n \langle E \rangle_{l,n}(\hat{E}^{-1})_{n,m} \cos(\gamma_{nd}) \hspace{1cm} (B7)$$

and

$$-i \sum_n \langle \gamma_{n \ell m} \rangle \langle \hat{E} \rangle_{l,n}(\hat{E}^{-1})_{n,m} \sin(\gamma_{nd}),$$

where $\hat{E}$ is a matrix of eigenvectors and $\gamma_n$ are the eigenvalues of the eigenvalue equation

$$\hat{A} \gamma = \gamma^2 \gamma,$$  \hspace{1cm} (B8)

where $\hat{A}_{n,\ell} = k^2 \alpha_{n,\ell} - \delta_{n,\ell}p_\ell^2$, and $\alpha_\ell$ is the $\ell$th Fourier coefficient of the refractive index profile of the grating [20]. The vector $Y$ is made up of zeros except for a single element at $l = 0$ which has the value

$$( Y )_{\ell = 0} = 2r_0 \exp(-ir_0d).$$  \hspace{1cm} (B9)

It is well known that the numerical inversion of $\hat{U}$ required to calculate $T$ is unstable when significant numbers of evanescent diffraction orders are included in the calculation [22]. In this paper, we will only consider first order gratings, i.e. all but the $±1$st orders of diffraction orders are evanescent. As noted in [20], a simple way to avoid the problems due to inversion of near-singular matrices is simply to truncate the eigenvalue problem. Therefore we approximate $T$ as a length three vector and matrices $\hat{U}$, $\hat{E}$ and $\hat{A}$ are taken to have size $3 \times 3$. This means that we neglect all evanescent orders of the grating which is a good approximation when the distance from the grating is more than the wavelength of the trapping light. This approximation is justified by the good agreement it produces when compared to the results of FDTD numerical simulations.

Appendix C: Review of the solution for a planewave incident at oblique incidence on a dielectric cylinder

We now review the analytical form of the field created when a plane wave is incident on a dielectric cylinder at oblique incidence with angle $\beta$. The treatment follows exactly that of Ref. [21] and is included here only for convenience, not as a new result of our study. The following results are valid for the case where the propagation vector $k$ of the incident wave lies in the $x$–$z$ plane and the polarization is parallel to the $y$ axis.

We first define cylindrical coordinates for our system. The azimuthal coordinate $\phi$ is given by $\phi = \tan^{-1}(y/x)$, and the radial coordinate is given by $r = \sqrt{x^2 + y^2}$. For the cylindrical unit vectors, we define $e_x = \cos \phi e_x + \sin \phi e_y$, the radial unit vector, and $e_\phi = -\cos \phi e_x + \sin \phi e_y$, the azimuthal unit vector.

To proceed, we introduce the vector cylindrical harmonics which are given by the following formulae:
\[
M_n(x, y, z) = k\sqrt{1 - \cos^2\beta} \left( \frac{H_n(r)}{\rho} \mathbf{e}_r - H'_n(\rho) \mathbf{e}_\phi \right) \exp[i(n\phi - k\cos(\beta)z)],
\]

\[
N_n(x, y, z) = -\sqrt{1 - \cos^2\beta}k \cos\beta \left( iH'_n(\rho) \mathbf{e}_r + \frac{H_n(\rho)}{\rho} \mathbf{e}_\phi + k\sqrt{1 - \cos^2\beta}H_n(\rho) \mathbf{e}_z \right) \exp[i(n\phi - k\cos(\beta)z)],
\]

where \( \rho = r\sqrt{k^2 - h^2} \), \( h = -k \cos(\beta) \) and \( H_n \) is the \( n \)th order Hankel function. Note that although the arguments to the cylindrical harmonics are given as cartesian coordinates, calculations take place in polar coordinates.

The field scattered by the cylinder can now be written as

\[
E_s = \sum_{n=-\infty}^{\infty} \left( \frac{(-i)^n}{k \sin(\beta)} \right) [a_n M_n + b_n N_n],
\]

where the coefficients \( a_n \) and \( b_n \) are defined as follows.

\[
a_n = -\frac{A_n V_n - iC_n D_n}{W_n V_n + iD^2_n},
\]

\[
b_n = -\frac{C_n W_n + A_n D_n}{W_n V_n + iD^2_n}.
\]

The \( n \) dependent coefficients have the following definitions:

\[
A_n = i\xi[\xi J'_n(\eta) J_n(\eta) - \eta J_n(\eta) J'_n(\eta)],
\]

\[
C_n = n \cos(\beta) \eta J'_n(\eta) J_n(\xi)(\xi^2/\eta^2 - 1),
\]

\[
D_n = n \cos(\beta) \eta J_n(\eta) H_n(\xi)(\xi^2/\eta^2 - 1),
\]

\[
V_n = \xi[n \eta J'_n(\eta) H_n(\xi) - \eta J_n(\eta) H'_n(\xi)],
\]

\[
W_n = i\xi[\eta \xi J'_n(\eta) H'_n(\xi) - \eta J'_n(\eta) H_n(\xi)],
\]

Finally, the total field is found by adding the incident field \( E_i \) to the scattered field, i.e.

\[
E_{tot} = E_i + E_s.
\]

**Appendix D: Formula for the electric field outside composite device where \( x < -a \)**

We can now write down the formula for the electric field outside the device as used in our manuscript. We will approximate this field by the output field of the grating as scattered by the nanofiber. Noting that \( a_n \) and \( b_n \) depend on the incident angle \( \beta \), we write \( a_n(\beta) \) and \( b_n(\beta) \). Then, by applying Eq. [C11] along with Eq. [C3] for each diffraction order of the grating, we can write the field outside the device in the region \( x < -a \) for the case of single illumination as

\[
E_{trap} = E_g + \sum_{l=-1}^{1} T_l \exp[ik\sin(\beta_l)\alpha] \sum_{n=-\infty}^{\infty} \left( \frac{(-i)^n}{k \sin(\beta_l)} \right) [a_n(\beta_l) M_n(x, y, z) + b_n(\beta_l) N_n(x, y, z)].
\]
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