Fusionformer: Exploiting the joint motion synergy with fusion network based on transformer for 3D human pose estimation
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Abstract. This paper proposes a 2D-3D supervised Fusionformer method for current 3D human pose estimation. It introduces self-trajectory module and cross-trajectory module to capture the motion differences and synergy of different joints. In addition, the created Global Local Fusion Block (GLF) combines global spatio-temporal pose features and local joint trajectory features in parallel. Furthermore, to eliminate the impact of poor 2D poses on 3D projection, a pose refinement network is introduced to balance the consistency of the 3D projection. Finally, the proposed method is evaluated on two benchmark datasets: Human3.6M and MPI-INF-3DHP. Compared to Poseformer and MGCN baseline methods, the results show an improvement of 3.0% MPJPE and 2.0% MPJPE on the Human3.6M dataset. By fully exploiting the characteristics of local joint synergy and adaptively fusing them with global pose features, our method demonstrates superior performance in 3D human pose estimation.
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1. Introduction
3D Human pose estimation has played an increasingly important role in the field of computer vision during recent years, such as virtual reality, motion capture, and action recognition. 3D human pose estimation can be defined as predicting the joint positions of the human body from pictures or videos. According to previous work, there are two principal solutions to this task: (1) single-stage: end-to-end model (2) two-stage: 2D lifting to 3D model. Since the first scheme directly regresses to the 3D coordinates, the source of its error cannot be identified, so the related work [1, 2] did not produce the desired effect. 1 Our work follows [3-6] to train a high precision 2D lifting to 3D model, which detects 2D keypoints firstly and then lift them to 3D. Although many excellent work [6-8] has made huge progress on this task, there were still some problems. At first, the projection of 2D key points into 3D poses is a multi-solution problem, so there is a certain depth ambiguity. In addition, some joints are occluded when performing some complex movements.

In order to address the aforementioned issues, numerous methods not only capture the constraint relationship between joints in the spatial domain but also integrate multiple frames of information in the time domain to achieve more robust and stable representations. [9] utilized a convolutional neural network (CNN) to effectively process information in a temporal sequence. However, a drawback of this approach is the limited receptive field. [7] et al. employed a Transformer Encoder-based network [10]
to model the relationship between human pose sequences in time and space simultaneously [3, 11].

A recent study [6] examined the temporal expression of motion in each joint (see Figure 2 (a)). It separated all the joints and models the relationship of each joint in the time domain through a parallel network. This approach effectively simulated the inter-frame correspondence of each joint, enhancing the temporal and spatial expression of local body posture. We could not help but question whether joints are independent or completely unrelated to each other in terms of time.

However, through meticulous examination of the frames selected from Figure 1, which capture the walking action at time instances $t_0$ and $t_1$, we can discern the prominent movement trajectories of the upper body $P_{b\text{up}}^{t_0\rightarrow t_1}$ and the lower body $P_{b\text{down}}^{t_0\rightarrow t_1}$. In Figure 1, it is evident that the wrist joint $p_j^1$ and the elbow joint $p_j^2$ of the upper body exhibit similar directional movements, resulting in closely aligned trajectories $p_j^1_{t_0\rightarrow t_1}$ and $p_j^2_{t_0\rightarrow t_1}$. The same observation holds true for the two joints $p_j^3$ and $p_j^4$ selected from the lower body. By observing the body’s movement trajectory and the joint’s movement trajectory, we found that in movements where there is strong dependence between adjacent joints, the coordinated movement of neighboring joints produces local movement trajectories of body parts. In conclusion, adjacent joints exhibit a certain level of correlation instead of complete isolation in the time domain. Each joint is not only spatially related to each other but also has a certain degree of temporal correlation (as shown in Figure 2 (b)).

Based on the aforementioned conclusion, the temporal correlation of joints is incorporated into the process of modeling local joint features. Initially, we follow the approach of extracting a single joint based on [6] and model the trajectory of each individual joint in parallel processing. However, it brought a large number of network parameters. A simplified approach is developed to address this challenge by aligning all joints to a unified dimension and feeding them into a sub-network. This methodology effectively eliminates redundancy in the network modules, as depicted in the accompanying Figure 4. By adopting this simple approach, we can explore the temporal self-correlation of each joint in a manner similar to how [7] explored spatial dependencies among joints, making it both straightforward and consistent.

Figure 1. The two provided images depict the human body’s motion postures at time $t_0$ and $t_1$ respectively. The red arrow $P_b$ represents the overall direction of body movement, with $P_{b\text{up}}$ and $P_{b\text{down}}$ denoting the upper and lower body parts respectively. The blue arrow $p_{j_i}$ signifies the motion direction of the $i$-th joint.
After the modeling of individual joint self-correlation, the degree of inter-correlation among different joint trajectories is further explored. Initially, all joint trajectories were fed into a self-attention network to uncover their correlations. However, this approach did not capture the cross-trajectory correlations of joints across multiple frames. Instead, it provides feature correlations obtained after compressing all trajectories. We hypothesize that the dynamic changes in joint coupling may be caused by variations in human movements and the distances between different joints, as observed in their respective temporal trajectories. Inspired by the works of many excellent mask models [12], we attempted to mask specific joints in a single joint trajectory while exploring the temporal inter-correlation of different joint trajectories. By masking joints with lower inter-correlation, we aimed to enhance the network’s attention to joints that exhibit strong coordination. Our proposed method effectively addresses the issue of insufficient temporal extraction of local joint features in human posture. Furthermore, it enhances the model’s capability to handle missing or obscured joint data. This results in an overall improvement of the network’s robustness and generalization capabilities.

In conclusion, we propose a novel network architecture called Fusionformer for 3D human pose estimation. Fusionformer consists of two branches, namely: (i) Global Information Interaction Module (GIM): exploiting global features in space and time, (ii) Local Information Interaction Module (LIM): locally capturing differences of a single joint and the synergy of different joints in the temporal domain. In GIM, the temporal-spatial communication encoder from [7] is adopted to capture both the spatial features of 3D human poses and the temporal features between multiple frames. In LIM, we introduce two novel encoders: the joint self-trajectory encoder (STE) and the joint cross-trajectory encoder (CTE). STE effectively models the temporal self-correlation features of joints in the same position across dimensions. In contrast, CTE masks out irrelevant joints within the trajectory and subsequently extracts inter-joint correlation features across trajectories for joints at different positions. Then, the distinct features generated by the shallow network are fed into the Global Local Fusion Block (GLF) to yield the integrated global-local fusion features. Our method achieves excellent results on low input video frames through parallel- fusion. This approach successfully tackles the problem of limited temporal exploration of local joint features, while also enhancing the model’s capacity to manage absent or obscured joint data, thereby bolstering the network’s resilience and generalization potential. This research advancement holds considerable importance for the domain of computer vision, particularly in the context of human pose estimation.

Our contributions are four-fold as follows:

- Proposed method Fusionformer incorporates the modeling of joint correlations, effectively capturing the individual characteristics of each joint and exploring the mutual relationships among different joints in time domain.
Furthermore, the synergy of joint movements is modeled by leveraging their associated characteristics. By determining multiple local synergy directions among various joints, the accuracy and stability of human posture estimation are enhanced.

This paper creates Global Local Fusion Block (GLF) for the adaptive integration of global pose and local joint features.

Fusionformer has achieved the most advanced performance and excellent generalization capabilities on the two challenging data sets of 3D HPE.

2. Related work

3D HPE can be performed from a single view or multiple views. The method [13, 14] based on multi-view estimation has high accuracy by employing the uniqueness of transformation from camera coordinates to world coordinates. However, it is complex to obtain multi-view data in the actual situations, so our proposed method has better robustness and generalization ability by training a single-view model. Early 3D human pose estimation method [15] relied on manual modeling of bones and extracting prior motion features. With the improvement of computing power, data-driven deep learning methods are emerging. These methods can be categorized into end-to-end methods and 2D lifting to 3D methods. The end-to-end approach directly generates 3D joint sequences from input images or videos. Although such an approach omits the intermediate representation of 2D poses, it increases the sources of error and computational consumption. Some end-to-end methods [1, 2] suffer from it. Benefiting from efficient 2D pose detectors OpenPose [16], CPN [17], AlphaPose [18], and HR-Net [19], many recent methods have also adopted 2D lifting to 3D methods, while their performances are far superior to end-to-end methods. [20] stacked linear layers to regress the 3D pose, utilizing only a single frame to predict the 3D coordinates. However, consecutive multiple frames can provide sufficient temporal information to improve the stability and accuracy of the predicted pose. In response, [21] proposes to use recurrent networks to mine the temporal relationships between multiple frames of input through long- and short-term memory units. Some work [22, 23], using the spatial constraints of human posture, constructs the combined losses to improve the performance of the network. [9] employs causal convolution and free convolution to predict intermediate frames by capturing the relationship between multi-frame inputs. Due to the ability of GCN to efficiently mine irregular connections between nodes, [24] models human posture joints in the form of graph structures, thus overcoming the limitations of CNN and RNN in this regard. Fusionformer also uses the 2D pose detector to obtain 2D keypoints as input, and reconstructs more accurate 3D human poses through the main network.

Recently, the emergence of BERT [25] marks the successful application of Transformer in Natural Language Processing (NLP). The self-attention mechanism [26] is the core structure of Transformer, capable of handling contextual relations between long-range dependencies in parallel. [7] et al. applied a single Transformer network for the first time to explore the temporal and spatial relationships of human pose sequences by constructing two sub-encoders. [27] takes into account the redundancy between input multi-frame sequences, and improves the efficiency of the model by aggregating the timing information of multiple frames into the target frame. [28] utilizes VIT encoder network [10] of different depths to obtain three hypothetical poses with diverse semantic information, and then captures accurate pose representations through self-hypothesis learning and cross-hypothesis learning. However, the above method only captures the global features of human body posture along the time chain. Unlike [7, 27, 28], we use the self-attention mechanism to pay more attention to the correlation between local joints across consecutive frames, and use a simple method to reconstruct the input gesture sequence.

The local context-aware methods [6, 29-32] are mainly designed to extract local features of joints in space-time, due to the motion discrepancy of partial joints and root joints (representing global motion trajectories). [29-31] group joints according to certain characteristics (degrees of freedom and hierarchical relationships) in order to obtain the commonness among the joints in the group. However, grouping according to a fixed frame-work limits the randomness of dependent joint distribution under different movements. [32] proposed to combine Convolutional Neural Network (CNN) and Transformer, and use multiple small-scale convolution kernels to capture any relevant joints. [6] mines the trajectory
of a single joint in time by separating the joints. However, separating joints may ignore the temporal relationship of different joints, which limits the model’s mining of local features. In our work, we further model different joints in the time domain. Through the self-attention mechanism, the similarity of joint motion states between different groups is calculated, and the cooperative representation of local adjacent joints is obtained.

In recent years, feature fusion techniques have been widely used in image segmentation and image classification tasks to extract more comprehensive and precise information. For example, DANet [33] utilizes two parallel spatial attention and channel attention mechanisms to enhance the perception of various positions and semantic information in feature maps, thereby further improving the performance of semantic segmentation. It adopts a simple element-wise addition method to fuse different features. Furthermore, DOLG [34] extracts global and local image features through global and local branches, and then fuses them using a weighted feature fusion approach. This method has been widely used in 3D human pose estimation tasks because global pose features and local joint features have different semantic characteristics. Therefore, this paper also adopts a similar approach by using a dual-branch network to separately handle the overall pose and local joints separately. It also designs a reasonable Global-Local Fusion (GLF) block to adaptively fuse features with different semantics.

3. Method
In this section, the fusion architecture of elevating 2D lifting to 3D is explored. The figure 3 describes the basic structure of the proposed method. The high-precision 2D extractor is utilized to extract the 2D pose sequence from images or videos, followed by a deep neural network that predicts the corresponding 3D pose sequence. Inspired by recent methods such as [7] and [6], we have simultaneously introduced self-trajectory encoders and cross-trajectory encoders based on the existing temporal encoder and spatial encoder. This allows us to explore the differences in individual joint movements and the coordination among different joint movements. Our architecture is mainly divided into two modules: Global interaction module and Local interaction module. By shallow fusion of temporal-spatial global pose features and local joint features, accurate 3D human poses can be efficiently obtained. We assume that the 2D pose sequence obtained from the 2D extractor is represented as \( X = \{ x_1, x_2, x_3, \ldots, x_T \} \), where \( T \) represents the number of input video frames, \( x_t \) represents the 2D human pose at each time step.

3.1. Synergy Geometry Model
In this section, synergy geometry model is presented to accurately capture the synergy representation of joint trajectories in 3D human body pose. Based on the observation in Figure 1, it can be inferred that the movement trajectory \( p_{b_{up}}^{t_0 \rightarrow t_1} \) of the upper body region is potentially formed by the collaborative motion of certain joints around the left elbow \( p_{j_1} \) and left wrist \( p_{j_2} \).

\[
p_{b_{up}}^{t_0 \rightarrow t_1} = \alpha \cdot p_{j_1}^{t_0 \rightarrow t_1} + \beta \cdot p_{j_2}^{t_0 \rightarrow t_1} + \cdots,
\]

(1)

\( \alpha \) and \( \beta \) represent the projection factors of \( p_{j_1} \) and \( p_{j_2} \) respectively.

For the local collaborative direction of each part \( \omega \), the above formulas can be summarized as follows:

\[
p_{b_{\omega}}^{t_0 \rightarrow t_1} = \sum_{i=1}^{j} \sigma_{l,\omega} \cdot p_{j_i}^{t_0 \rightarrow t_1},
\]

(2)

Formula 2 describes how to calculate the local collaborative direction through a weighted sum, where each part \( \omega \) has different projection factors \( \sigma_{l,\omega} \) to determine its contribution to the final result.

At certain moments in joint motion trajectories, due to occlusion or the particularity of motion, the coordination level among different joints is diminished. Considering these factors, we attempt to
utilize a learnable random occlusion matrix $\Phi$ to selectively occlude joints at specific moments in different trajectories. The definition of the occlusion matrix $\Phi$ is as follows:

$$
\Phi_{|J \times T|} = 
\begin{bmatrix}
\varepsilon_1^{t_0} & \varepsilon_1^{t_0+1} & \ldots & \varepsilon_1^{t_1} \\
\varepsilon_2^{t_0} & \varepsilon_2^{t_0+1} & \ldots & \varepsilon_2^{t_1} \\
\vdots & \vdots & \ddots & \vdots \\
\varepsilon_J^{t_0} & \varepsilon_J^{t_0+1} & \ldots & \varepsilon_J^{t_1}
\end{bmatrix},
$$

(3)

In Formula 3, $J$ represents the number of joints, $T$ represents the number of video frames, and $\varepsilon_i^{t} \in [0, 1]$ represents the occlusion factor, with a dimension of $\mathbb{R}^D$, where $D$ denotes the dimension of joint embedding.

**Figure 3.** The proposed architecture consists of two main modules: a Global Interaction Module (GIM), which includes temporal and spatial encoders for global information communication, and a Local Interaction Module (LIM), which includes Self-Trajectory Encoder (STE) and Cross-Trajectory Encoder (CTE) for local information exchange.

Then, we obtain the joint trajectories by element-wise multiplication of the occlusion matrix $\Phi$ and the reconstructed pose matrix $\Lambda$. This formula can be represented as follows:

$$
\begin{bmatrix}
    p_{j_1}^{t_0 \rightarrow t_1} \\
    p_{j_2}^{t_0 \rightarrow t_1} \\
    \vdots \\
    p_{j_J}^{t_0 \rightarrow t_1}
\end{bmatrix} = \Phi \odot \Lambda
$$

(4)

In Formula 4, the reconstructed pose matrix $\Lambda$ has a dimension of $\mathbb{R}^{J \times T}$. The occluded joint trajectories are then fed into an attention network to compute the inter-correlation between trajectories. Finally, multiple local collaborative directions are determined based on the above Formula 2.

Fusionformer in this paper extensively explores the collaborative characteristics of human body poses, allowing for the consideration of local collaborative correlations between different joint trajectories during depth regression. This approach enhances the robustness and accuracy of 3D human pose estimation.
3.2. Transformer Block

Due to the Transformer’s effectiveness in handling long-range dependencies, we incorporate a Transformer-based self-attention mechanism [26] into our approach. This mechanism enables us to effectively capture the local dependence features among joints in human body poses. Moreover, we have made enhancements to specific modules to better explore the joint-specific local dependency characteristics in human body poses. In our method, the 2D pose sequence $X$ is fed into a stack of consecutive Transformer Blocks after block embedding. It is crucial to highlight that separate embedding operations are required for the GIM and LIM inputs, due to their distinct semantic meanings. The block embedding operation is mainly accomplished by employing a simple linear layer to linearly transform the 2D coordinates. Specific embedding can be described as follows:

$$X_{\phi} = \phi(X)$$

where $\phi(\cdot)$ represents the embedding function Linear, $X_{\phi}$ represents the high-dimensional features obtained after embedding the 2D pose sequence $X$. Furthermore, we combine a learnable positional matrix $E_{pos} \in \mathbb{R}^{N \times D}$, where positional embedding can be represented as:

$$\tilde{X}_{\phi} = X_{\phi} + E_{pos}$$

where $N$ represents the extended dimension, $D$ represents the embedding dimension, and $\tilde{X}_{\phi}$ represents the high-dimensional features of $X_{\phi}$ after positional embedding. In Fusionformer, since different encoders capture temporal, spatial, global, and local dependencies of the sequence through different dimensions, we set different $N$ and $D$ for positional embedding to enhance the network’s constraint on joint positions and precise pose representation.

Now let’s review the basic Vision Transformer [10]: The attention mechanism can be described as obtaining three matrices, $Q$ (query), $K$ (key), and $V$ (value), through linear transformations and position embedding of the same input sequence, followed by dot-product operations. The specific formula is as follows:

$$\text{Attention}(Q,K,V) = \text{softmax}\left(\frac{QQ^T}{\sqrt{d_k}}\right)V$$

where $Q$, $K$, and $V$ are essentially matrices obtained from the same input sequence through linear transformation and positional embedding. Self-attention is obtained through dot-product operations. Since a single head can only focus on a single aspect of features, we can feed $Q$, $K$, and $V$ into multiple heads ($n$ heads) to obtain richer features. This is known as Multi-Head Attention (MHA), and the specific formula is as follows:

$$\text{MHA} = f\left(\text{Concat}(\text{Head}_1, \text{Head}_2, \ldots, \text{Head}_n)\right),$$

where $\text{Head}_i = \text{Attention}(Q_i, K_i, V_i), i \in [1, \ldots, n]$ (8)

where $f$ represents the linear projection function. Subsequent to the self-attention layer, we incorporate normalization layers and feed-forward networks. After acquiring the embedded features as described in Equations 5 and 6, our approach follows the subsequent steps:

$$\tilde{X}_{\phi}^{l-1} = \text{MHA}\left(\text{LN}\left(\tilde{X}_{\phi}^{l-1}\right)\right) + \tilde{X}_{\phi}^{l-1}$$

$$\tilde{X}_{\phi}^{l-1} = \text{FFN}\left(\text{LN}\left(\tilde{X}_{\phi}^{l-1}\right)\right)$$

where $l = 1,2,\ldots,L$

In Formula 9, LN is the normalization layer, FFN is the feed-forward network, and $L$ represents the number of Transformer blocks. In our method, the spatial encoder and temporal encoder have the same structure and are consistent with the Transformer block. However, the self-trajectory encoder and cross-trajectory encoder have undergone some improvements.
3.3. Global Interaction Module

The Transformer-based Global Interaction Module (GIM) learns global spatio-temporal interaction information between joints. Inspired by [7], the network structure of the GIM is illustrated in Figure 3, which consists of two encoder structures: Spatial Encoder (SE) and Temporal Encoder (TE). The main purpose of the Spatial Encoder is to explore the spatial dependencies among all joints at each time step. To obtain high-dimensional feature vectors \( X_\phi \in \mathbb{R}^{T \times J \times D} \), we apply block embedding to each joint in the pose sequence \( X \in \mathbb{R}^{T \times J \times 2} \). Here, \( D \) represents the dimension of the joint embedding. Detailed implementation is presented in Formula 5 as described above. Next, the spatial positional information is incorporated by embedding the learnable position parameters \( E_{pos,s} \in \mathbb{R}^{N \times J \times D} \) to produce \( \hat{X}_\phi \), where the expanded dimension \( N = T \) and the embedded dimension \( D' = J \times D \). The output obtained from the Spatial Encoder is the interaction feature of different joints, with a dimension of \( \mathbb{R}^{T \times J \times D} \). Similarly, the Temporal Encoder is designed to explore the temporal dependencies among the poses at each time step. We flatten the input dimension from \( \mathbb{R}^{T \times J \times D} \) to \( \mathbb{R}^{T \times (J \times D)} \), and the time position parameters \( E_{pos,t} \in \mathbb{R}^{N \times T \times (J \times D)} \) are embedded into it, where the extended dimension \( N = 1 \) and the embedding dimension \( D' = T \times (J \times D) \). Finally, the output obtained after the temporal encoder is the temporal interaction features of poses at different time steps, which have the same dimension as the input.

The structures of TE and SE are the same, as shown in Formula 9 above. By inputting different pose sequence dimensions, we obtain global attention between joints and poses. To better integrate our global features, we combine spatial and temporal features for output. Specific implementation of GIM is described as follows:

\[
\begin{align*}
X_{\phi}^{se} &= SE(X), \\
X_{\phi}^{se\rightarrow te} &= TE(X_{\phi}^{se}), \\
X_{\phi}^{G} &= Concat(X_{\phi}^{se}, X_{\phi}^{se\rightarrow te})
\end{align*}
\]

where SE (\( \cdot \)) and TE (\( \cdot \)) represent the spatial encoder and temporal encoder, respectively. \( X_{\phi}^{se} \) and \( X_{\phi}^{se\rightarrow te} \) represent the outputs after passing through the spatial encoder and temporal encoder, respectively. \( X_{\phi}^{G} \) represents the global features of joint and pose obtained by combining the spatial and temporal outputs, with a size of \( \mathbb{R}^{T \times J \times D} \).

3.4. Local Interaction Module

![Figure 4. The image above shows the detailed structure of the Local Information Interaction Module (LIM), which consists of two encoders: (a) Self-Trajectory Encoder (STE) and (b) Cross-Trajectory Encoder (CTE). Pose Reshape is step for reconstructing pose trajectories. CTA is Cross-Trajectory Attention.](image-url)
The representation of local features is not required to be constrained by all other joints, indicative of local constraints. In contrast to GIM, fine-grained local joint features are captured through the design of the Local Interaction Module (LIM). As shown in Figure 3 and 4, LIM mainly consists of two parts: Self-Trajectory Encoder (STE) and Cross-Trajectory Encoder (CTE).

3.4.1. Self-Trajectory Encoder (STE). Inspired by the [6, 7] approach, we aim to extract self-trajectory features of a single joint across different time steps using a non-splitting strategy. As shown in the above Figure 4(a), each 2D patch represents a joint, where the column dimension represents the number of joints J, and the row dimension represents the number of video frames T. During the spatial encoding of human poses, all joints within each frame are embedded. Then, attention computations are performed. To embed the same joint at different time steps, we need to transpose the input human pose sequence \( \mathbf{X} \in \mathbb{R}^{T \times J \times 2} \) along the joint count dimension J and the video frame dimension T. By reconstructing the 3D pose, the trajectory of a single joint at different time steps can be obtained, denoted as \( \hat{\mathbf{X}} \in \mathbb{R}^{T \times J \times 2} \). Specific implementation is described as follows:

\[
\hat{\mathbf{X}} = \mathbf{X} \text{transposedim}_t, (\text{dim}_j,)
\]

where \text{transposedim} function represents the dimension permutation method, \text{dim}_t represents the joint dimension T, and \text{dim}_j represents the video frame dimension J.

As shown in Figure 3, after embedding the reconstructed trajectory using Formula 5, we obtain \( \hat{\mathbf{X}}_\phi \in \mathbb{R}^{J \times T \times D} \). Then, we expand the embedded position information 6 of the single joint in the temporal dimension, denoted as \( \mathbf{E}_\text{pos, st} \in \mathbb{R}^{N \times T \times D} \), where the expanded dimension \( N = J \) and the embedded dimension \( D' = T \times D \). The embedded features are then fed into a self-attention network to obtain the attention weights of the single joint at different times, thus exploring the self-trajectory features. The subsequent implementation is the same as in Formula 9. Finally, the output dimension of the STE network is \( \mathbb{R}^{J \times T \times D} \).

3.4.2. Cross-Trajectory Encoder (CTE). STE extracts local features of a single joint at different time steps but overlooks the interactions between different joints. To solve this problem, we construct a Cross-Trajectory Encoder (CTE) to learn the interrelated features among different joints. As shown in Figure 4, we flatten the output dimension of STE from \( \mathbb{R}^{J \times T \times D} \) to \( \mathbb{R}^{J \times (T \times D)} \). Then, we embed the position parameters of different joint trajectories using \( \mathbf{E}_\text{pos, ct} \in \mathbb{R}^{J \times (T \times D)} \), where the extended dimension \( N = 1 \) and the embedding dimension \( D' = J \times (T \times D) \).

If the flattened feature is directly fed into a Transformer Block based on self-attention mechanism, it may overlook the cross-trajectory communication between local joints. Therefore, we need to introduce the Cross-Trajectory Attention (CTA) to capture inter-joint interactions as shown in Figure 4 (b).

CTA masks the query vector matrix (Q) and key vector matrix (K) separately to hide certain joints within the trajectories. To achieve this, we establish two matrices of learnable parameters, \( q\_mask \) and \( k\_mask \), used to mask Q and K, respectively. The masking operation is performed through element-wise multiplication (\( \odot \)). Furthermore, the masked Q and K are used to calculate similarity, which generates attention weights for capturing inter-joint interactions. Finally, these attention weights are multiplied by the value matrix (V) to obtain the joint features. This approach ensures that both collaborative features (interactions) and non-collaborative features between joints are effectively captured.

The specific implementation of CTA can be summarized as follows:

\[
\begin{align*}
Q\_\text{masked} & = Q \odot q\_mask \\
K\_\text{masked} & = K \odot k\_mask \\
\text{Attn} & = \text{softmax} (Q\_\text{masked} \otimes K\_\text{masked}) \\
\text{Output} & = \text{Attn} \otimes V
\end{align*}
\]
where \( Q \), \( K \), and \( V \) are matrices obtained through linear transformations of the same input sequence. \( q \_\text{mask} \) and \( k \_\text{mask} \) represent the learnable parameter matrices corresponding to \( Q \) and \( K \). \( \odot \) denotes element-wise multiplication, and \( \otimes \) represents matrix multiplication.

The overall formula of the Cross-Trajectory Encoder (CTE) can be defined as:

\[
X^m_{\phi} = \text{CTA} \left( \text{LN} \left( X^{m-1}_{\phi} \right) \right) + X^{m-1}_{\phi} \\
X_{\phi}^{m} = \text{FFN} \left( \text{LN} \left( X_{\phi}^{m-1} \right) + X_{\phi}^{m-1} \right) \\
X_{\phi}^{m} = \text{LN} \left( X_{\phi}^{m} \right)
\]

(13)

where \( M \) represents the total number of layers in the Cross-Trajectory Encoder. \( X_{\phi}^{m} \) denotes the output of the \( m \)-th layer of the Cross-Trajectory Encoder, with a dimension of \( \mathbb{R}^{T \times J \times D} \).

Similar to global features, the local features derived from STE and CTE are combined for output representation. The Local Integration Module (LIM) is implemented as follows:

\[
X_{\phi}^{\text{ste}} = \text{STE}(X) \\
X_{\phi}^{\text{ste} \oplus \text{cte}} = \text{TE}(X_{\phi}^{\text{ste}}) \\
X_{\phi}^{L} = \text{Concat}(X_{\phi}^{\text{ste}}, X_{\phi}^{\text{ste} \oplus \text{cte}})
\]

(14)

here \( \text{STE} (\cdot) \) and \( \text{CTE} (\cdot) \) represent model representations of the Self-Trajectory Encoder and Cross-Trajectory Encoder, respectively. \( X_{\phi}^{\text{ste}} \) and \( X_{\phi}^{\text{ste} \oplus \text{cte}} \) denote the outputs after passing through the Self-Trajectory Encoder and Cross-Trajectory Encoder, respectively. \( X_{\phi}^{L} \) represents the combined local features that incorporate both self-trajectory and cross-trajectory information, with a dimension of \( \mathbb{R}^{2T \times J \times D} \).

3.5. Global Local Fusion Block

The 3D pose features with global pose characteristics and local joint characteristics are obtained by mining the 2D human body pose sequence through GIM and LIM. If we directly perform concatenation or addition operations, it cannot effectively correct the global features with local features. As shown in Figure 3, the network structure of GLF is presented clearly. In GLF, the global features \( X_{\phi}^{G} \) and local features \( X_{\phi}^{L} \) are first reshaped into dimensions \( R^{2T \times J \times D} \), and then concatenated along the T dimension to obtain \( X_{\phi}^{\text{concat}} \in \mathbb{R}^{4T \times J \times D} \), as follows:

\[
X_{\phi}^{\text{concat}} = X_{\phi}^{G} \oplus X_{\phi}^{L}
\]

(15)

Where \( X_{\phi}^{\text{concat}} \) represents the result obtained by concatenating the global feature \( X_{\phi}^{G} \) and the local feature \( X_{\phi}^{L} \). The symbol \( \oplus \) denotes the concatenation operation. Ultimately, \( X_{\phi}^{\text{concat}} \) contains the information of both global and local features.

To better fuse the global features and the local features, two-dimensional average pooling is performed along the T dimension on the concatenated features \( X_{\phi}^{\text{concat}} \in \mathbb{R}^{4T \times J \times D} \), which are then flattened to obtain the compressed features \( X_{\phi}^{\text{squeeze}} \in \mathbb{R}^{4T} \), as follows:

\[
X_{\phi}^{\text{squeeze}} = \frac{1}{J \times D} \sum_{j=1}^{J} \sum_{d=1}^{D} x_{j,d}(X_{\phi}^{\text{concat}})
\]

(16)

Where \( X_{\phi}^{\text{concat}} \) represents the feature map obtained after concatenation operation. It contains features from J positions and D channels. \( x_{j,d} \) represents the element value at the \( j \)-th position and \( d \)-th channel in the feature map.

We input the compressed features into a fully connected layer to extract the relationships between channels. Then, we use SoftMax activation function to obtain the fusion coefficients \( \partial^{G} \) and \( \partial^{L} \).
between the global features and the local features, both of which have dimensions $\mathbb{R}^{2T}$. The specific formulas are as follows:

$$\mathbf{Y}^{[1,2]} = \omega \cdot \mathbf{X}^{\text{squeeze}} + \beta$$

$$[\partial^G, \partial^L] = \frac{e^{\gamma_i}}{\sum_{j=1}^{4T} e^{\gamma_j}}$$

(17)

Where $\mathbf{Y}^{[1]}$ represents linearly transforming a high-dimensional input vector $\mathbf{X} \in \mathbb{R}^d$ into a low-dimensional input vector $\mathbf{Y}^{[1]} \in \mathbb{R}^k$, and $\mathbf{Y}^{[2]}$ represents the reverse process of dimensionality increase, where $d < k$.

The fusion coefficients $\partial^G$ and $\partial^L$ are expanded to $\mathbb{R}^{2T \times JD}$ and element-wise multiplication is performed with the global features and local features, resulting in outputs with dimensions $\mathbb{R}^{4T \times JD}$. The specific formulas are as follows:

$$\mathbf{Y} = [\partial^G, \partial^L] \odot [\mathbf{X}_\phi^G, \mathbf{X}_\phi^L]$$

(18)

Where $\odot$ denotes element-wise multiplication.

Finally, a normalization layer and a one-dimensional convolutional layer are applied to reduce the dimensionality of the global features and local features, resulting in more robust three-dimensional human pose features $\mathbb{R}^{T \times JD}$, as follows:

$$\mathbf{Y} = \text{Conv}(\text{LN} (\mathbf{Y}))$$

(19)

The resulting output feature tensor $\mathbf{Y}$ will have reduced dimensionality while preserving the important information from the global and local features.

3.6. Regression Head & Pose Refinement

Finally, a regression head is utilized for dimensionality reduction on the fused features of the output. This includes a normalization layer and a linear layer, resulting in $\mathbf{Y} \in \mathbb{R}^{T \times (JD \times 3)}$. Due to the poor feature extraction capability of the 2D pose extractor for some complex actions, there is also a problem of poor consistency in the 3D projection. To address this issue, we use a Pose Refinement (PR) network, which balances the influence of the 2D pose using two linear layers. Two sequences of 3D poses are inputted into the network, with the first one being the predicted output of the network and the second one representing the connection between the true 2D pose and the depth predicted by the first one. Confidence scores are then obtained for both sets of results. Finally, the weighted average of the results is calculated based on the confidence scores to obtain the final prediction.

3.7. Loss Function

Our method builds a loss on all frames of the output and finally predicts intermediate frames. Our model employs a L2 loss to minimize the error between the predicted value and the true label:

$$\mathcal{L}_m = \frac{1}{IJ} \sum_{i=1}^{I} \sum_{j=1}^{J} \left| \mathbf{y}_{i,j} - \tilde{\mathbf{y}}_{i,j} \right|_2$$

(20)

where $\mathbf{y}_{i,j}$ and $\tilde{\mathbf{y}}_{i,j}$ represent the true label and predicted value of the $j$ joint on the $i$ frame, respectively.

Meanwhile, in order to improve the consistency of 3D projections, we introduce a pose fine-tuning loss $\mathcal{L}_r$ to fine-tune the predicted all frames:

$$\mathcal{L}_r = \frac{1}{IJ} \sum_{i=1}^{I} \sum_{j=1}^{J} \left| \mathbf{y}_{i,j} - \tilde{\mathbf{y}}_{i,j} \right|_2$$

(21)
where $\tilde{y}_{i,j}$ represents the concatenation of the ground truth 2D labels and the predicted depth for joint $j$ in sample $i$.

In our experiments, the total combined loss can be expressed as:

$$\mathcal{L} = \lambda_m \mathcal{L}_m + \lambda_r \mathcal{L}_r$$

(22)

Where $\lambda_m$ and $\lambda_r$ correspond to the balance weights of $\mathcal{L}_m$ and fine-tune loss $\mathcal{L}_r$, respectively. In order to achieve a balance between different losses, we take inspiration from the coefficient settings used in many fine-tuning methods. After careful experimentation, we have found that setting $\lambda_m = \lambda_r$ leads to the best performance.

4. Experiments

During the experiment, we evaluated the three common 3D HPE datasets, namely Human3.6m, MPI-INF-3DHP. In addition, different compositions of Fusionformer are conducted ablation experiments to verify the performance of each module. Finally, the advantages of our method are intuitively presented through visual test results and joint trajectory attention.

4.1. Implementation Details

In our experiments, we used two 2080Ti NVIDIA GPUs and used the current mainstream pytorch framework. When training the model, we used the Adam optimizer. We set the initial learning rate to 0.001 and multiply it by a jitter factor of 0.95 after every fifth iteration, for a total of 40 iterations. Following the previous method [3, 9, 20, 51], we also adopt a flip strategy for the input to augment the data. We employed refinement modules similar to [3, 24].

4.2. Comparison with State-of-the-Art Methods

4.2.1. Results on Human3.6M. Our proposed Fusionformer is compared with previous mainstream methods on the Human3.6M dataset. Table 1 shows the results of our model with an input of 9 frames. To our surprise, our method outperforms the previous state-of-the-art methods under two metrics, Protocol #1 (49.0mm) and Protocol #2 (38.2mm). Some methods [7, 42] utilize refinement module to further enhance the performance of the model. Compared to them, our method achieved lower MPJPE without utilizing refinement module. Furthermore, through the incorporation of refinement module, we achieved 48.4mm under MPJPE, resulting in a 1mm reduction in error (a relative improvement of 2%) compared to MGCN [24]. Remarkably, our model surpasses the state-of-the-art (SOTA) methods across all action categories, as demonstrated in Figure 5. In particular, our method Fusionformer (†) exhibits a significant improvement of approximately 7% compared to Poseformer [7], such as Eat, Pose, and Walk actions. For actions with strong depth ambiguity, such as Greet, Photo, and Wait, our method also shows a slight improvement compared to MGCN [24]. Figure 5 indicates that our method can accurately predict 3D poses across various complex action categories.

4.2.2. Results on MPI-INF-3DHP. To further examine the generalizability of the model, we also evaluated our method on the MPI-INF-3DHP dataset. In order to test the performance of the model in the low input frame scene, we also use the 9-frame 2D pose sequence as the input of the model. Compared to previous state-of-the-art methods, our method even outperforms some methods in multi-input frame scenarios. Table II demonstrates that our method leads the way on all metrics (PCK, AUC, MPJPE). The improvement in PCK and AUC metrics indicate that our method predicts an increased number of keypoints correctly. Additionally, the MPJPE shows a 14.6mm improvement compared to the second-best method [50]. Table 2 reflects the adaptability of our model to indoor and outdoor and other scenarios.
Figure 5. Comparison of our proposed method with SOTA methods [7,24] on the test set of the Human3.6M dataset, and evaluated the percentage improvement in human pose estimation outcomes for various actions, utilizing Poseformer [7] as a baseline. Using detected 2D poses from Cascaded Pyramid Network (CPN) [52]. † indicates the use of refinement module.

Table 1. Quantitative comparisons of Mean Per Joint Position Error (MPJPE) in millimeter between the estimated pose and the ground-truth on Human3.6M under Protocol #1 and Protocol #2. The inputs are the CPN detection 2D pose. (†) adopts the same refinement module as [3, 24]. Red: best; Blue: second best.

| Protocol | Dir | Disc. | Eat | Greet | Phone | Photo | Pose | Pur. | Sit | SitD | Smoke | Wait | WalkD | Walk | WalkT | Avg |
|----------|-----|-------|-----|-------|-------|-------|------|------|-----|------|--------|------|-------|------|-------|-----|
| Tekin et al [35] (ICCV'2017) | 54.2 | 61.4 | 60.2 | 61.2 | 79.4 | 78.3 | 80.1 | 70.1 | 107.3 | 69.3 | 70.3 | 74.3 | 51.8 | 63.2 | 69.7 |
| Martinez et al [36] (ICCV'2017) | 51.8 | 56.2 | 58.1 | 59.0 | 69.5 | 78.4 | 55.2 | 58.1 | 74.0 | 94.6 | 62.3 | 59.1 | 65.1 | 49.5 | 52.4 | 62.9 |
| Fang et al [37] (AAAI'2018) | 50.1 | 54.3 | 57.0 | 57.1 | 66.6 | 73.3 | 53.4 | 55.7 | 72.8 | 88.6 | 60.3 | 57.7 | 62.7 | 47.5 | 50.6 | 60.4 |
| Hossain et al [38] (ECCV'2018) | 48.4 | 50.7 | 57.2 | 55.2 | 63.1 | 72.6 | 53.0 | 51.7 | 66.1 | 80.9 | 59.0 | 57.3 | 62.4 | 46.6 | 49.6 | 58.3 |
| Pavlakos et al [39] (CVPR'2018) | 48.5 | 54.4 | 54.4 | 52.0 | 59.4 | 65.3 | 49.9 | 52.9 | 65.8 | 71.1 | 56.6 | 52.9 | 60.9 | 44.7 | 47.8 | 56.2 |
| Lee et al [40] (ECCV'2018) | 40.2 | 49.2 | 47.8 | 52.6 | 50.1 | 75.0 | 50.2 | 43.0 | 55.8 | 73.9 | 54.1 | 55.6 | 58.2 | 43.3 | 43.3 | 52.8 |
| Pavllo et al [49] (ICCV'2019) | 47.1 | 50.6 | 49.0 | 51.8 | 53.6 | 61.4 | 49.4 | 47.4 | 59.3 | 67.4 | 52.4 | 49.5 | 55.3 | 39.5 | 42.7 | 51.8 |
| Xu et al. [41] (CVPR'2021) | 45.2 | 49.9 | 47.5 | 50.9 | 54.9 | 66.1 | 48.5 | 46.3 | 59.7 | 71.5 | 51.4 | 48.6 | 53.9 | 39.9 | 44.1 | 51.9 |
| Cai et al. [13]† (ICCV'2019) | 46.5 | 48.8 | 47.6 | 50.9 | 52.9 | 61.3 | 48.3 | 45.8 | 59.2 | 64.4 | 51.2 | 48.4 | 53.5 | 39.2 | 41.2 | 50.6 |
| Zeng et al. [7] (ICCV'2021) | 44.5 | 48.2 | 47.1 | 47.8 | 51.2 | 56.8 | 50.1 | 45.6 | 59.9 | 66.4 | 52.1 | 45.3 | 54.2 | 39.1 | 40.3 | 49.9 |
| Zou et al. [42]† (ICCV'2021) | 45.4 | 49.2 | 45.7 | 49.4 | 50.4 | 58.2 | 47.9 | 46.0 | 57.5 | 63.0 | 49.7 | 46.6 | 52.2 | 38.9 | 40.8 | 49.4 |
| Zhang et al. [43]† (CVPR'2023) | 44.8 | 49.1 | 45.6 | 49.3 | 51.0 | 57.5 | 46.7 | 45.3 | 55.8 | 62.5 | 51.0 | 46.7 | 52.8 | 38.1 | 40.6 | 49.1 |

Fusionformer(ours) | 45.4 | 48.5 | 45.4 | 48.2 | 50.6 | 57.0 | 47.6 | 44.9 | 59.3 | 66.3 | 50.7 | 46.8 | 50.6 | 37.2 | 38.6 | 49.0 |

Fusionformer(ours)† | 45.1 | 48.9 | 43.8 | 48.1 | 50.1 | 56.7 | 46.5 | 44.7 | 57.5 | 64.6 | 49.9 | 46.1 | 50.4 | 36.6 | 38.5 | 48.4 |
different joints. However, the temporal relationships between joints but also enhances the synergistic movement coordination among achieving 49.7mm and 49.4mm. It is evident that our designed LIM not only effectively captures the dependencies of human pose separately by employing a double branch may lead to the loss of global or local information. Therefore, we constrain the global and local information. Therefore, we constrain the global and local information. Therefore, we constrain the global and local information. Therefore, we constrain the global and local information. Therefore, we constrain the global and local information. Therefore, we constrain the global and local information. Therefore, we constrain the global and local information.

In this section, we assess the effectiveness of each component in our model by analyzing their impact and performance. To conduct this evaluation, we utilize the Human3.6M dataset and employ the CPN [49] detector to obtain 2D keypoints for accurate evaluation.

| Protocol #2 | Dir. | Desc. | Eat | Greet | Phone | Photo | Pose | Sit | SitD | Smoke | Wait | WalkD | Walk | WalkT | Avg. |
|-------------|------|-------|-----|-------|-------|-------|------|-----|------|-------|------|-------|------|-------|------|
| Martinez et al. [36] (ICCV'2017) | 39.5 | 43.2 | 46.4 | 47.0 | 51.0 | 56.0 | 41.4 | 40.6 | 56.5 | 69.4 | 49.2 | 45.0 | 49.5 | 38.0 | 43.1 | 47.7 |
| Sun et al. [43] (ICCV'2017) | 41.1 | 44.3 | 45.0 | 45.4 | 51.5 | 53.0 | 43.2 | 41.3 | 59.3 | 73.3 | 51.0 | 44.0 | 48.0 | 38.3 | 44.8 | 48.3 |
| Fang et al. [44] (AAAI'2018) | 38.2 | 41.7 | 43.7 | 44.9 | 48.5 | 55.3 | 40.2 | 38.2 | 54.5 | 64.4 | 47.2 | 44.3 | 47.3 | 36.7 | 41.7 | 45.7 |
| Hossain et al. [38] (ECCV'2018) | 35.7 | 39.3 | 44.6 | 43.0 | 47.2 | 54.0 | 38.3 | 37.5 | 51.6 | 61.3 | 46.5 | 41.4 | 47.3 | 34.2 | 39.4 | 44.1 |
| Lee et al. [49] (ECCV'2018) | 34.9 | 35.2 | 43.2 | 42.6 | 46.2 | 55.0 | 37.6 | 38.8 | 50.9 | 67.3 | 48.9 | 35.2 | 50.7 | 31.0 | 34.6 | 43.4 |
| Cai et al. [3] (ECCV'2019) | 36.8 | 38.7 | 38.2 | 41.7 | 40.7 | 46.8 | 37.9 | 35.6 | 47.6 | 51.7 | 41.3 | 36.8 | 42.7 | 31.0 | 34.7 | 40.2 |
| Pavllo et al. [9] (CVPR'2019) | 36.0 | 38.7 | 38.0 | 41.7 | 40.1 | 45.9 | 37.1 | 35.4 | 46.8 | 53.4 | 41.4 | 36.9 | 43.1 | 30.3 | 34.8 | 40.0 |
| Zeng et al. [45] (ECCV'2020) | 35.8 | 39.2 | 36.6 | 36.9 | 39.8 | 45.1 | 38.4 | 36.9 | 47.7 | 54.4 | 38.6 | 36.3 | 39.4 | 30.3 | 35.4 | 39.4 |
| Zou et al. [24] (ICCV'2021) | 35.7 | 38.6 | 36.3 | 40.5 | 39.2 | 44.5 | 37.5 | 35.4 | 46.4 | 51.2 | 40.5 | 35.6 | 41.7 | 30.7 | 33.9 | 39.1 |
| Cai et al. [49] (ICASSP'2023) | 35.1 | 38.6 | 36.6 | 39.4 | 39.8 | 43.8 | 36.7 | 34.7 | 45.3 | 52.8 | 39.9 | 35.4 | 41.8 | 31.2 | 33.5 | 39.0 |

| Fusionformer(ours) | 34.9 | 37.5 | 35.8 | 38.2 | 39.3 | 43.0 | 36.0 | 34.0 | 47.5 | 52.4 | 40.1 | 34.9 | 39.3 | 28.5 | 31.6 | 38.2 |
| Fusionformer(ours)† | 34.7 | 37.8 | 35.5 | 38.1 | 38.6 | 42.3 | 35.4 | 34.4 | 46.2 | 51.1 | 40.1 | 35.1 | 39.3 | 28.5 | 32.7 | 37.9 |

Table 2. Quantitative comparison with the state-of-the-art methods on MPI-INF-3DHP. The best result is marked in bold.

| Method | PCK↑ | AUC↑ | MPJPE↓ |
|--------|------|------|--------|
| Mehta et al. [47] (3DV'2017) | 75.7 | 39.3 | 117.6 |
| Pavllo et al. [9] (CVPR’2019) | 86.0 | 1.9 | 84.0 |
| Lin et al. [48] (BMVC’2019) | 83.6 | 51.4 | 79.8 |
| wang et al. [49] (ECCV’2020) | 86.9 | 62.1 | 68.1 |
| zheng et al. [7] (ICCV’2021) | 88.6 | 56.4 | 77.1 |
| zhang et al. [6] (CVPR’2022) | 94.4 | 66.5 | 54.9 |
| Hu et al. [50] (MM’ 2021) | 97.9 | 69.5 | 42.5 |
| Fusionformer(ours) | 98.0 | 70.1 | 27.9 |

4.3. Ablation Study
In this section, we assess the effectiveness of each component in our model by analyzing their impact and performance. To conduct this evaluation, we utilize the Human3.6M dataset and employ the CPN [52] detector to obtain 2D keypoints for accurate evaluation.

4.3.1. Effect of Model Components. In Table 3, we analyze the impact of each module on network performance through experiments. In the single-branch design, we achieved results of 49.9mm and 50.2mm when evaluating GIM and LIM independently, respectively. However, the constraint of a single branch may lead to the loss of global or local information. Therefore, we constrain the global and local dependencies of human pose separately by employing a double-branch architecture. With the addition of STE and CTE to the GIM, we observed respective improvements in the experimental results, achieving 49.7mm and 49.4mm. It is evident that our designed LIM not only effectively captures the temporal relationships between joints but also enhances the synergistic movement coordination among different joints. However, the presence of different semantic pose features in the two branches makes...
the integration challenging, resulting in an MPJPE of 49.4mm. To address this issue, we introduced the GLF network to fuse global and local features, reducing the discrepancy between each branch. This resulted in an improved MPJPE of 49.0mm. After incorporating the refinement module, the MPJPE was ultimately improved to 48.4mm. The above experiments demonstrate that by introducing a dual-branch network that captures global and local features separately, we have achieved remarkable results. Although this approach has led to a certain increase in parameter count and FLOPs, the performance improvement is substantial.

Table 3. Ablation study on different components of our Fusionformer. GIM donates Global Interaction Module, LIM donates Local Interaction Module. The four different encoders (SE, TE, STE, CTE) are shown in the table below. GLF is Global Local Fusion Block, and PR represents the Pose Refinement Module.

| GIM | LIM | GLF | PR | Params (M) | FLOPs (M) | MPJPE (mm) |
|-----|-----|-----|-----|------------|----------|-----------|
| SE  | TE  | STE | CTE |            |          |           |
| Single-branch | ✔ | ✔ | ✔ | 9.58M | 150 | 49.9 |
| | | | | 9.63M | 153 | 50.2 |
| Double-branch | ✔ | ✔ | ✔ | 10.14M | 178 | 49.7 |
| | ✔ | ✔ | ✔ | 10.87M | 185 | 49.4 |
| | ✔ | ✔ | ✔ | 11.21M | 210 | 49.0 |
| | ✔ | ✔ | ✔ | 11.30M | 212 | 48.4 |

4.3.2. Impact of Parameters in STE and CTE. Table 4 shows how different parameter settings of STE and CTE affect the performance and computational complexity of the model. Based on the outstanding performance of Poseformer, we initially set the embedding dimension \( D = 32 \), the number of layers in the spatial encoder \( L_{se} = 4 \), and the number of layers in the temporal encoder \( L_{te} = 4 \), to achieve optimal performance for GIM. The results indicate that we obtained poor performance when setting lower numbers of layers for STE and CTE. However, by continuously stacking more layers, we consistently gained improvements in performance. After setting \( L_{ste} = 3 \) and \( L_{cte} = 3 \) separately, we observed that no further improvement was achieved, with the value remaining at 48.4mm. Continuing with the increase in embedding dimension \( D \), we observed a continuous decline in experimental results, indicating that the model’s performance had already reached saturation. Due to the shallow network architecture and low input video frames, it can be observed from the table that our model has a relatively low parameter count.

Table 4. Ablation study on different parameters of STE and CTE. Here, \( L_{ste} \) and \( L_{cte} \) indicate the number of STE and CTE layers, respectively. \( D \) represents the embedding dimension.

| \( L_{ste} \) | \( L_{cte} \) | \( D \) | Params (M) | MPJPE (mm) |
|-------------|-------------|-----|----------|-----------|
| 2           | 2           | 32  | 171      | 49.5      |
| 2           | 3           | 32  | 189      | 49.1      |
| 3           | 2           | 32  | 193      | 48.7      |
| 3           | 3           | 32  | 212      | 48.4      |
| 4           | 4           | 32  | 256      | 48.5      |
| 5           | 5           | 32  | 317      | 49.0      |
| 3           | 3           | 48  | 651      | 48.7      |
| 3           | 3           | 64  | 1063     | 48.9      |
Figure 6. Visualization of self-attentions among different joint trajectories. The x-axis and y-axis correspond to the queries and the predicted outputs, respectively. Each row shows the attention weight \( w_{i,j} \) of the j-th query for the i-th output.

4.4. Qualitative Results
From Figure 6, in order to show the synergy between joints, we further visualize the trajectory attention of different joints. We selected a continuous sequence of 9 frames for attention visualization in a specific action. From the trajectory attention maps, we can observe the temporal dependencies between different joints. In Figure 6, it is specifically demonstrated that adjacent or distant joints exhibit high attention weights over time, indicating the synergistic movement coordination among these joints. Furthermore, Figure 7 presents a visual comparison of our method with Poseformer under the scenario of low input frames. We selected three different actions captured from multiple viewpoints for this analysis. Finally, we conducted tests on outdoor actions in various scenarios, and achieved accurate reconstruction of 3D human poses. The visual results mentioned above demonstrate that our model, by capturing the joint-level local coordination features of human poses, can accurately project the 3D pose of the human body in complex actions.

Figure 7. Qualitative comparison among the proposed method (Fusionformer), PoseFormer on Human3.6M dataset.

5. Conclusion
In this paper, we propose Fusionformer, a Transformer-based fusion network. Similar to the two-stream network, we introduce two branches GIM and LIM. The GIM module handles the global spatio-temporal
correlation of human poses. LIM not only models the temporal trend of a single joint, but also deeply mines the temporal synergy of different joints. Moreover, we create GLF to fuse the global and local features. The GLF module learns the fusion coefficient of global features and local features to balance the fused generation of 3D poses. Finally, we also introduce a fine-tuning network to eliminate the influence of poor 2D pose on 3D projection consistency to further improve the stability of the model. The results of two benchmark datasets (Human3.6M, MPI-INF-3DHP) demonstrate the excellent performance of our model on the task of 3D human pose estimation. However, we also acknowledge that our current method still has some limitations. Firstly, dealing with high input frames can lead to a large number of parameters, resulting in increased computational burden. Therefore, future work can explore model compression and acceleration techniques to improve efficiency and adapt to larger-scale datasets. Secondly, in addition to pose estimation, future research can focus on action prediction and generation to achieve higher-level analysis and synthesis of human behavior. Furthermore, exploring directions such as cross-domain and cross-modal pose estimation, as well as incorporating prior knowledge and contextual information, are also worth investigating. In conclusion, while our method has achieved significant advancements in 3D human pose estimation tasks, there are still several aspects that require further improvement and exploration. By optimizing the model, expanding the application domains, and incorporating advanced techniques, we can propel the development of 3D human pose estimation, enabling more accurate, robust, and efficient pose estimation methods to be applied in practical scenarios.
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