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Abstract—Adaptive filters exploiting sparsity have been a very active research field, among which the algorithms that follow the “proportional updates” principle, the so-called proportionate-type algorithms, are very popular. Indeed, there are hundreds of works on proportionate-type algorithms and, therefore, their advantages are widely known. This paper addresses the unexplored drawbacks and limitations of using proportional updates and their practical impacts. Our findings include the theoretical justification for the poor performance of these algorithms in several sparse scenarios, and also when dealing with non-stationary and compressible systems. Simulation results corroborating the theory are presented.
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I. INTRODUCTION

Adaptive filters exploiting sparsity have been a very active research field in the last twenty years and they find applications in many areas like echo cancellation [1]–[3], channel estimation [4], [5], system identification [2], [3], [11], and modeling of nonlinear systems [12]. In this context, proportionate-type algorithms have received considerable attention. In these algorithms, the adaptation step applied to each coefficient is proportional (to a certain extent) to the magnitude of such coefficient and, as a result, high magnitude coefficients are learned faster.

The proportionate normalized least mean square (PNLMS) algorithm was the first of its kind [1]. Later, researchers have realized that applying updates proportional to the magnitude of the coefficients, although interesting in sparse scenarios, could lead to poor performance in non-sparse (dispersive) scenarios [13]. Thus, many variations of the PNLMS algorithm have been proposed, and as expected, their updates have become “less proportional” to increase the robustness of the proportionate-type algorithms against other classes of systems. For instance, the update scheme of the improved PNLMS (IPNLMS) algorithm, one of the most successful variations, combines the characteristics of both the PNLMS and NLMS algorithms, thus mixing the fast convergence in sparse systems of the former with the robustness of the latter [13]. There are many other variations of the PNLMS algorithm [3], [14], [15], and also generalizations based on the affine projection (AP) algorithm [2], [4], [16], [17].

While the advantages of proportionate-type algorithms are widely known and have been exploited for years, there is no study addressing their limitations. In this paper, we explain one fundamental issue related to the proportional updates principle and some practical issues. For the sake of clarity, we use NLMS-based algorithms, but our conclusions can be extended to more general proportionate-type algorithms.

This work is organized as follows. In Section II, we provide a unified review of proportionate-type NLMS (Pt-NLMS) algorithms and cover the two most famous: the PNLMS and IPNLMS algorithms. In Section III we address several properties of Pt-NLMS algorithms. We start by establishing a connection between the NLMS and Pt-NLMS algorithms. Then we analyze the mean squared error (MSE) surface in order to understand their convergence characteristics and main limitation. Next, the practical issues due to this main limitation are discussed. Simulation results corroborating these issues are shown in Section IV. The conclusions are drawn in Section V.

Notation: Scalars are represented by lowercase letters. Vectors (matrices) are denoted by lowercase (uppercase) boldface letters. The i-th entry of a vector w is denoted by $w_i$. At iteration $k$, $w(k), x(k) \in \mathbb{R}^{N+1}$ denote the adaptive filter coefficient (or weight) vector and the input vector, respectively, where $N$ is the filter order. The filter output and error signals are defined as $y(k) \doteq w^T(k)x(k)$ and $e(k) \doteq d(k) - y(k)$, where $d(k) \in \mathbb{R}$ is the desired/reference signal. The $\ell_1$ norm of a vector $w \in \mathbb{R}^{N+1}$ is given by $\|w\|_1 = \sum_{i=0}^{N} |w_i|$. I, 0 and $\text{Diag} \{w\}$ stand for the identity matrix, the null vector, and the diagonal matrix having $w$ on its main diagonal.

II. PROPORTIONATE-TYPE NLMS ALGORITHMS

Pt-NLMS algorithms have their update equations (recursions) given by the following general form [7]

$$w(k+1) = w(k) + \mu \frac{e(k) G(k)x(k)}{x^T(k)G(k)x(k) + \delta},$$

in which $G(k)$ is the so-called proportionate matrix, a diagonal matrix whose elements on the main diagonal, denoted by $g_i(k), i = 0, 1, \ldots, N$, have some proportional relation with their corresponding weights $w_i(k)$. The regularization parameter $\delta \in \mathbb{R}_+$ is a small nonnegative number used to avoid numerical issues when $x^T(k)G(k)x(k)$ tends to zero. The step size should be chosen in the range $0 < \mu \leq 1$.

The proportionate matrix performs an uneven distribution of the step size among the weights during the update process. That is, entries $g_i(k)$ corresponding to high magnitude weights $w_i(k)$ will have high values, thus accelerating the convergence of these weights to their optimal values, whereas those $g_i(k)$ corresponding to low magnitude weights will have low values, thus slowing their convergence rate. Observe that if $G(k) = I$, then all the coefficients $w_i(k)$ share the same step size during the updates and the NLMS recursion is obtained as a particular case of (1). In the following subsections, we present two...
possibilities for $G(k)$ which gave rise to the PNLMS and the
IPNLMS algorithms.

A. The PN LMS Algorithm

In the PN LMS algorithm, whose recursion is described in [1], the entries of $G(k) = \text{Diag}\{[g_0(k) g_1(k) \cdots g_N(k)]\}$ are given by

$$g_i(k) = \frac{\gamma_i(k)}{\sum_{j=0}^{N} |\gamma_j(k)|}, \text{ for } i = 0, 1, \ldots, N,$$

(2)

where $\max\{\cdot\}$ returns the maximum element of a set, $\delta_p \in \mathbb{R}_+$ is used to prevent $w(k)$ from stalling during the initialization stage, in case the coefficients are initialized as $w(0) = 0$, and its typical value is $\delta_p = 0.01$, and $\rho \in \mathbb{R}_+$ is used to reduce the $2^{\text{nd}}$ term so as to prioritize the $1^{\text{st}}$ term in (3) and its typical value is $\rho = 0.01$. These constants were introduced to avoid the aforementioned numerical problems, which would occur if $g_i(k) = |w_i(k)|/||w(k)||$, [1] whenever $w_i(k) \rightarrow 0$.

B. The IP NLMS Algorithm

In the IPNLMS algorithm, whose recursion is described in [1], the entries of $G(k) = \text{Diag}\{[g_0(k) g_1(k) \cdots g_N(k)]\}$ are given by

$$g_i(k) = \frac{1 - \alpha}{2(N + 1)} + \frac{(1 + \alpha)|w_i(k)|}{2||w(k)||_1 + \delta_p},$$

(4)

where $\delta_p \in \mathbb{R}_+$ is a regularization factor used to avoid numerical problems when $||w(k)||_1$ tends to zero, and $\alpha \in [-1, 1]$ is a real number that represents a tradeoff between the NLMS and PNLMS terms in (4). If $\alpha = -1$, then the IPNLMS algorithm is equivalent to the NLMS algorithm, whereas for $\alpha \approx 1$ its update resembles that of the PNLMS algorithm.

The IPNLMS algorithm was designed to be a more robust version of the PN LMS algorithm, whose performance can be disappointing in many cases, like in the identification of dispersive systems [13]. To do so, the IPNLMS algorithm must behave more like an NLMS algorithm than like a PNLMS, which justifies the usual choice of $\alpha = -0.5$.\]

III. PROPERTIES OF PT-NLMS ALGORITHMS

A. Connection with the NLMS algorithm

As previously explained, the proportionate matrix performs an uneven distribution of the step size in order to accelerate the convergence of the high magnitude coefficients. In practice, $G(k)$ is set as a function of the adaptive filter coefficients $w(k)$, which is our best guess of the optimal (and unknown) coefficients $w_\varnothing$. Let us assume that the proportionate matrix is set based on $w_\varnothing$, thus leading to the best possible proportionate

Replacing $G(k)$ with $G_\varnothing$ and premultiplying [1] by $G_\varnothing^{-1}$ we obtain

$$w'(k + 1) = w'(k) + \mu \frac{e(k)x'(k)}{x'^T(k)x'(k) + \delta},$$

(5)

where $w'(k) \triangleq G_\varnothing^{-1} w(k)$, $x'(k) \triangleq G_\varnothing x(k)$ and the error can be written as

$$e(k) = d(k) - w'^T(k)G_\varnothing^{-1}G_\varnothing x(k) = d(k) - w'^T(k)x'(k).$$

(6)

The conclusion is that a Pt-NLMS algorithm with the optimal proportionate matrix can be regarded as an NLMS algorithm with weights $w'(k)$, operating on a transformed input vector $x'(k)$ so as to generate its output $y'(k) \triangleq w'^T(k)x'(k)$.

B. MSE Surface

The connection with the NLMS algorithm allows us to interpret the Pt-NLMS as a stochastic gradient algorithm [18], [19]. In this way, the MSE surface can help us understand the convergence characteristics of this algorithm. So, let us evaluate the MSE for some fixed (and known) values of the coefficient vector $w'$

$$\xi = \mathbb{E}[e^2(k)] = \mathbb{E}\left[(d - w'^T x'(k))^2\right] = \sigma^2_d - 2p^T w' + w'^T R' w',$$

(7)

where $\sigma^2_d \triangleq \mathbb{E}[d^2(k)]$, $R' \triangleq \mathbb{E}[x'(k)x'^T(k)]$ is the auto-covariance matrix of the transformed input vector $x'(k)$ and $p' \triangleq \mathbb{E}[d(k)x'(k)]$ is the cross-covariance between input and desired signals, and we are assuming that both $x'(k)$ and $d(k)$ are zero-mean jointly wide-sense stationary (WSS) processes. After some mathematical manipulations and using the fact that the Wiener filter gives the minimum MSE solution $w'_\varnothing \triangleq R'^{-1}p'$, the previous equation can be written as

$$\xi = \xi_{\min} + \Delta w'^T R' \Delta w' = \xi_{\min} + \Delta w'^T G_\varnothing^{-1} R G_\varnothing^{-1} \Delta w',$$

(8)

where $\xi_{\min} \triangleq \sigma^2_d - w'^T R' w'_\varnothing$, $\Delta w' \triangleq w' - w'_\varnothing$, $R' \triangleq \mathbb{E}[x'(k)x'^T(k)]$ is the auto-covariance matrix of the input vector $x(k)$, and $R' = G_\varnothing^{-1} R G_\varnothing^{-1}$ due to the definition of $x'(k)$.

Equation (8) states that the MSE surface of a Pt-NLMS algorithm is a hyperparaboloid in the parameter space with Hessian matrix determined by $R'$ instead of $R$, the Hessian matrix related to the MSE surface of the NLMS algorithm. Both $R'$ and $R$ are symmetric positive definite matrices and, therefore, they lead to a convex hyperparaboloid and their eigenvalues are real positive numbers. The condition number of such matrices is of paramount importance as it is related to the shape of the hyperellipses of constant MSE (herein called contours) which, in its turn, is associated with the convergence speed of gradient-based algorithms. For matrices like $R'$ and $R$, we can define the condition number as $\kappa(R') \triangleq \lambda_{\max}(R')/\lambda_{\min}(R')$, where $\lambda_{\max}(R)$ and $\lambda_{\min}(R)$ denote the maximum and minimum eigenvalues of $R$, respectively.

Although unfeasible, this assumption not only facilitates the analysis by generating a deterministic proportionate matrix $G_\varnothing$, but also allows us to better comprehend the algorithm dynamics, especially after some iterations when it is expected that $G(k)$ becomes a better approximation of $G_\varnothing$.
For instance, let us consider the case in which the parameters live in \( \mathbb{R}^2 \). If the input signal is white with \( R = \sigma_x^2 I \), where \( \sigma_x^2 \) represents its variance, then \( \kappa(R) = 1 \) resulting in circular contours. As the input signal becomes more correlated, the condition number becomes larger, resulting in contours comprised of ellipses having one axis increasingly larger than the other. In the limiting case where the condition number goes to infinity, the ellipses degenerate into parallel lines. The shapes of these contours have a direct impact on the convergence rate of gradient-based algorithms, as the gradient direction at a given point is orthogonal to the tangent line passing through such point \( \mathbf{w} \). Thus, for circular contours, fast convergence is expected since the gradient direction forms a line passing through the center of these contours (i.e., the optimal point). On the other hand, as \( \kappa \) increases, the line formed by the gradient direction becomes increasingly further from the center resulting in slower convergence.

For Pt-NLMS algorithms we have
\[
\kappa(R') = \kappa(G_o^T R G_o^T) \leq \left[ \kappa(G_o^T) \right]^2 \kappa(R) = \kappa(G_o) \kappa(R), \tag{9}
\]
where the inequality is a property of \( \kappa \) and the last equality is valid since \( G_o \) is a diagonal matrix. In words, the condition number of \( R' \) can be up to \( \kappa(G_o) \) times higher than that of \( R \). The value of \( \kappa(G_o) \) depends on the selected algorithm and also on the optimal coefficients \( w_o \). For example, for the proportional updates principle, we have
\[
\kappa(G_o) = \max \{ |w_{o,i}| / \min |w_{o,j}| \}, \quad i, j \in \{0, 1, \ldots, N\},
\]
the ratio between the maximum and minimum magnitudes of the entries of \( w_o \), which can be very large in sparse scenarios. In summary, for sparse systems, the proportionate matrix leads to \( \kappa(R') \gg \kappa(R) \), i.e., it increases the correlation of the input signal. Regarding the MSE surface, matrix \( G_o \) tends to generate almost parallel lines as contours (e.g., see Fig. 1(b)). Consequently, gradient-based methods will be very slow in learning the small magnitude coefficients (those related to the largest axes of the hyperellipses).

C. Practical Limitations of Pt-NLMS algorithms

In the previous subsection, the main issue related to Pt-NLMS algorithms, which concerns their slow convergence rate for the low magnitude coefficients, was explained using a rigorous approach that quantifies how much harm this issue can introduce. Here, we focus on practical limitations due to this main issue. They are summarized in the following three remarks.

Remark 1 (Initialization). Pt-NLMS algorithms require that \( w_i(0) \approx w_{o,i} \) for every \( i \) corresponding to low magnitude entries of the optimal coefficients \( w_o \).

Remark 2 (Support). The position of the high magnitude coefficients within \( w_o \) (herein called support) matters. The performance of Pt-NLMS algorithms becomes worse as the support moves to the end of the vector.

Remark 3 (Tracking). Pt-NLMS algorithms are not suitable for the tracking of time-varying coefficients \( w_o(k) \) in which the support may vary during the iterations.

Remark 1 states that the weights \( w(0) \) must be initialized very close to the low magnitude entries of \( w_o \), which is a straightforward consequence of the slow convergence of these coefficients. This is not a problem for sparse systems, since their low magnitude entries are equal to zero thus allowing the standard initialization \( w(0) = 0 \), but can be a problem when dealing with compressible systems, i.e., systems whose energy is concentrated in a few coefficients and, therefore, their low magnitude entries are close (but not necessarily equal) to 0.

To explain Remark 2 let us suppose that the first nonzero entry of \( w_o \) is indexed by \( k_0 \gg 1 \). Assuming a tapped-delay-line structure for \( x(k) \) \( \mathbf{w} \), during the iterations \( 1 \leq k < k_0 \), the coefficients \( w(k) \) are updated only due to noise, since \( d(k) = n(k) \) at these iterations. The adaptive filter will start to learn \( w_o \) only at iteration \( k_0 \), i.e., after several updates that lead to \( w(k_0) \neq 0 \), meaning that the \( w_i(k_0) \neq 0 \) for \( i \in \{0, 1, \ldots, k_0 - 1\} \), thus these \( w_i \) will converge slowly due to the main issue stated in the beginning of this subsection.

It is not difficult to explain Remark 3 using Remarks 1 and 2. Indeed, for time-varying coefficients \( w_o(k) \), the support and the values of the optimal coefficients may change. For example, suppose that at a particular iteration, a low magnitude coefficient \( w_o,i(k) \) changes to a high magnitude coefficient \( w_o,i(k + 1) \). If we have a good estimate of \( w_o,i(k) \), i.e., \( w_i(k) \approx w_o,i(k) \), then the convergence rate related to this coefficient will be very slow, meaning that it will take more time to learn \( w_o,i(k + 1) \).

Finally, it is worth mentioning that these remarks are valid for any kind of \( w_o \), even for sparse systems, as confirmed by the simulations presented in the next section.

IV. SIMULATIONS

In this section, we study the PNLMS and the IPNLMS algorithms aiming at verifying experimentally the properties and issues addressed in Section III. We also consider two other algorithms: the NLMS serves as a benchmark, whereas the \( \ell_0 \)-NLMS is used to illustrate the behavior of an algorithm that explicitly models the sparsity \( [7], [21] \). These four algorithms are used to identify some unknown systems/vectors \( w_o \).

The parameters of the PNLMS and IPNLMS algorithms were set as explained in Section III. For the \( \ell_0 \)-NLMS algorithm, we used the Laplacian function, and we set \( \kappa = 2 \times 10^{-3} \) and \( \beta = 5 \), as in \( [21] \). For all algorithms, we set \( \delta = 10^{-12} \) and the step size \( \mu \) is informed later. The input signal is a zero-mean white Gaussian noise (WGN) with unit variance; the only exception is the input signal used in Fig. 1. The measurement noise is also zero-mean WGN with variance \( \sigma_n^2 = 10^{-2} \). In each simulation scenario, the adaptive filter and the unknown systems have the same number of coefficients. The MSE learning curves for each algorithm is generated by averaging the outcomes of 1000 independent trials.

In Fig. 1 the unknown system is \( w_o = [0.99 0.01]^T \). Here, all algorithms use \( \mu = 0.4 \), and we use a zero-mean binary phase-shift keying (BPSK) with unit variance as input signal. Figs. 1(a) and 1(b) depict the contours of the MSE surface for

\[3\] We opted for the BPSK input, rather than the WGN one, only for the sake of clarity of Fig. 1(c) to avoid lines from crossing each other very often.
the small sparsity regardless of its initialization. In this paper, we addressed the limitations of proportionate-type algorithms. Although we focused on NLMS-based algorithms, the conclusions are valid for the whole family of non-stationary sparse systems whose support may change. However, the NLMS and PNLMS algorithms, the conclusions are valid for the whole family of proportionate algorithms, as they are due to the limitations together with the simulation results allow us to corroborate the discussion in Subsection III-B. Moreover, the gradient direction corresponding to the contours in Fig. 1(b) is almost horizontal, explaining why the PNLMS algorithm is so fast to learn the high magnitude coefficient (horizontal), but very slow to learn the low magnitude coefficient (vertical), as illustrated in Fig. 1(c) and explained in Section III.

In Figs. 2(a) and 2(b), the sparse unknown system is \( \mathbf{w}_o^{(0)} = [1 \ 0 \ ... \ 0]^T \in \mathbb{R}^{64} \), and the algorithms were initialized in two different ways: \( \mathbf{w}(0) = \mathbf{0} \) and \( \mathbf{w}(0) = [0.05 \ ... \ 0.05]^T \). The step sizes for the NLMS, PNLMS, IPNLMS, and \( \ell_0 \)-NLMS algorithms were set as 0.4, 0.3, 0.4, and 0.99, respectively, so that they could reach the same steady-state MSE. In the first 2000 iterations in Fig. 2(c), the NLMS and PNLMS algorithms were set as \( \ell_0 \)-NLMS, and then they change to \( \mathbf{w}_o^{(3)} \), defined as

\[
\mathbf{w}_o^{(2)} = \begin{cases} 0, & \text{for } 0 \leq i \leq 93, \\ 1, & \text{for } 94 \leq i \leq 99, \\ 0, & \text{for } 0 \leq i \leq 99. 
\end{cases}
\]

Both \( \mathbf{w}_o^{(2)} \) and \( \mathbf{w}_o^{(3)} \) have 6 nonzero coefficients out of 100. The algorithms were initialized with \( \mathbf{w}(0) = \mathbf{0} \), and the step sizes of the NLMS, PNLMS, IPNLMS, and \( \ell_0 \)-NLMS algorithms were set as 0.6, 0.15, 0.45, and 0.99, respectively, so that they could achieve the same steady-state MSE. In the first 2000 iterations in Fig. 2(c), the NLMS and PNLMS algorithms were not as fast as the \( \ell_0 \)-NLMS algorithm, although their coefficients were initialized properly and the unknown system is very sparse. This behavior is due to the support of \( \mathbf{w}_o^{(2)} \), as explained in Remark 2. Besides, these Pt-NLMS algorithms were quite slow in the tracking of \( \mathbf{w}_o^{(3)} \), as illustrated in the last 2000 iterations in Fig. 2(c) and described in Remark 3.

V. Conclusion

In this paper, we addressed the limitations of proportionate-type algorithms. Although we focused on NLMS-based algorithms, the conclusions are valid for the whole family of proportionate algorithms, as they are due to the proportional updates, which accelerate the convergence of the high magnitude coefficients at the cost of slowing the convergence corresponding to the low magnitude coefficients. The limitations together with the simulation results allow us to conclude that proportionate-type algorithms: (i) do not really exploit sparsity; (ii) are not recommended for the tracking of non-stationary sparse systems whose support may change during the iterations; and (iii) may have a severe performance degradation when facing compressible systems.
REFERENCES

[1] D. L. Duttweiler, “Proportionate normalized least-mean-squares adaptation in echo cancelers,” *IEEE Transactions on Speech and Audio Processing*, vol. 8, no. 5, pp. 508–518, Sept. 2000.

[2] O. Hoshuyama, R. A. Goubran, and A. Sugiyama, “A generalized proportionate variable step-size algorithm for fast changing acoustic environments,” in *IEEE International Conference on Acoustics, Speech, and Signal Processing (ICASSP 2004)*, 2004, vol. 4, pp. 161–164.

[3] P. A. Naylor, J. Cui, and M. Brookes, “Adaptive algorithms for sparse echo cancellation,” *Signal Processing*, vol. 86, no. 6, pp. 1182–1192, June 2006.

[4] C. Paleologu, S. Ciochina, and J. Benesty, “An efficient proportionate affine projection algorithm for echo cancellation,” *IEEE Signal Processing Letters*, vol. 17, no. 2, pp. 165–168, Feb. 2010.

[5] M. V. S. Lima, T. N. Ferreira, W. A. Martins, M. O. K. Mendonça, and P. S. R. Diniz, “Performance evaluation of adaptive filters for sparse wireless channel estimation and its analysis,” *Signal Processing*, vol. 104, no. 11, pp. 70–79, Nov. 2014.

[6] M. V. S. Lima, T. N. Ferreira, W. A. Martins, M. O. K. Mendonça, and P. S. R. Diniz, “Sparsity-aware data-selective adaptive filters,” *IEEE Transactions on Signal Processing Conference (EUSIPCO)*, 2017, pp. 2601–2605.

[7] M. V. S. Lima, T. N. Ferreira, W. A. Martins, and P. S. R. Diniz, “Sparsity-aware data-selective adaptive filters,” *IEEE Transactions on Signal Processing*, vol. 62, no. 17, pp. 4557–4572, Sept. 2014.

[8] M. V. S. Lima, W. A. Martins, and P. S. R. Diniz, “Affine projection algorithms for sparse system identification,” in *2013 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, 2013, pp. 5666–5670.

[9] R. Meng, R. C. de Lamare, and V. H. Nascimento, “Sparsity-aware affine projection adaptive algorithms for system identification,” in *Sensor Signal Processing for Defence (SSPD 2011)*, London, U.K., Sept. 2011, pp. 1–5.

[10] M. R. Petraglia and D. B. Haddad, “New adaptive algorithms for identification of sparse impulse responses – analysis and comparisons,” in *IEEE Workshop on Applications of Signal Processing to Audio and Acoustics (WASPAA 1999)*, 1999, pp. 207–210.

[11] S. Werner, J. A. Apolinario Jr., and P. S. R. Diniz, “Set-membership proportionate affine projection algorithms,” *EURASIP Journal on Audio, Speech, and Music Processing*, vol. 2007, no. 1, pp. 1–10, Jan. 2007.

[12] P. S. R. Diniz, *Adaptive Filtering: Algorithms and Practical Implementation*, Springer, New York, USA, 5th edition, 2020.

[13] S. Haykin, *Adaptive Filter Theory*, Prentice Hall, Englewood Cliffs, NJ, 4th edition, 2002.

[14] A. Antoniou and W.-S. Lu, *Practical Optimization: Algorithms and Engineering Applications*, Springer, New York, NY, 2007.

[15] Y. Gu, J. Jin, and S. Mei, “l0 norm constraint LMS algorithm for sparse system identification,” *IEEE Signal Processing Letters*, vol. 16, no. 9, pp. 774–777, Sept. 2009.