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Abstract
We consider the zeros of the partition function of the Ising model with ferromagnetic pair interactions and complex external field. Under the assumption that the graph with strictly positive interactions is connected, we vary the interaction (denoted by \( t \)) at a fixed edge. It is already known that each zero is monotonic (either increasing or decreasing) in \( t \); we prove that its motion is local: the entire trajectories of any two distinct zeros are disjoint. If the underlying graph is a complete graph and all interactions take the same value \( t \geq 0 \) (i.e., the Curie-Weiss model), we prove that all the principal zeros (those in \([0,\pi/2)\)) decrease strictly in \( t \).
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1 Introduction and Main Results

1.1 Overview
The Ising model is one of the most studied models in statistical physics. In 1952, Yang and Lee [16, 28] studied the partition function of the Ising model. One surprising result coming
out of their study was that all zeros of the partition function lie on the unit circle in the complex fugacity plane (the imaginary axis in the complex external field plane). This result has been extended to other systems \cite{3, 4, 17, 19, 24, 25}. The Lee-Yang circle theorem has been widely applied to study properties of phase transitions in statistical physics. For example, it was applied to prove the mass gap \cite{12, 23}, correlation inequalities \cite{20}, inequalities for critical exponents \cite{27}, and scaling limits of total magnetization \cite{5}; see also \cite{22} for an interesting experimental study. We refer to \cite{2} and the many references therein for a review of the Lee-Yang theory.

The original goal of the Lee-Yang program was to understand phase transitions of models in statistical physics by studying directly the zeros of their partition functions. That is, the complex singularities of the free energy (which for a finite system are exactly the zeros of the partition function) may approach the real axis in the thermodynamic limit. It is believed that in the infinite volume limit, the distribution of Lee-Yang zeros has a density \( g_T(\theta) \) where \( T \) is the temperature and \( \theta \in [-\pi, \pi) \) corresponds to a point on the unit circle. The existence of \( g_T \) was rigorously proved only in \cite{3} for very low temperature \( T \ll T_c \) where \( T_c \) is the critical temperature. It was proved in \cite{5} that for each \( T > T_c \), the limit distribution of Lee-Yang zeros has no support in a neighborhood of \( \theta = 0 \), and thus \( g_T(\theta) = 0 \) for all small \( |\theta| \). Suppose that the support of \( g_T \) is \( \{ \theta : \theta_0(T) \leq |\theta| \leq \pi \} \) where \( \theta_0(T) \in (0, \pi) \) for \( T > T_c \). Then the Yang-Lee edge singularity \cite{7, 11, 15} describes the expected power-law behavior of \( g_T \) near the critical value \( \theta_0(T) \), i.e., \( g_T(\theta) \sim |\theta - \theta_0(T)|^\sigma \) for some critical exponent \( \sigma \) (which depends on the spatial dimension); at \( T = T_c, \theta_0(T_c) \) is expected to be 0 and \( \sigma \) is expected to equal the critical exponent \( \delta \) which governs the behavior of magnetization as a function of the external field; in the physics literature, there is also a predicted scaling behavior for \( g_T(\theta) \) when \( T \) is close to \( T_c \) which is related to the critical exponents \( \beta \) and \( \gamma \), see, e.g., (53) of \cite{2}. If all those critical exponents related to \( g_T \) can be determined (eventually rigorously), then one would have a full understanding of the Ising model using scaling relations to obtain other critical exponents.

Despite the elegant picture described in the previous paragraph, rigorous results about the distribution of the Lee-Yang zeros are very rare in both the discrete (i.e., on finite graphs) and continuum (i.e., in the thermodynamic limit) settings. Two very nice results about the limiting distribution of Lee-Yang zeros are \cite{8} for the Cayley tree and \cite{14} for the complete graph. But there is almost no rigorous result concerning the Lee-Yang zeros on \( \mathbb{Z}^d \) if the temperature is near the critical value, which is expected to be the most interesting case. So it seems fair to say that the original Lee-Yang program is far from complete. In this paper, we consider the Lee-Yang zeros of the Ising model with ferromagnetic pair interactions defined on a finite graph. Under the assumption that the graph with strictly positive interactions is connected, we study the motion of those zeros as the interactions vary. If one varies only a single interaction, \( t_i \), at a fixed edge, it has been proved in \cite{21} that each zero moves monotonically, i.e., each zero can behave in only one of the three ways: constant, strictly increasing, or strictly decreasing; we prove (see Theorem 1) that for any two distinct zeros at \( t = 0 \) (say \( x_k \) and \( x_j \) with \( x_k(0) \neq x_j(0) \)), their entire trajectories are disjoint: \( x_k([0, \infty)) \cap x_j([0, \infty)) = \emptyset \).

We remark that it has been proved in \cite{6} that the first zero is always decreasing in \( t \geq 0 \) regardless of the connectedness of the underlying graph; as pointed out in \cite{21}, it is possible that the second zero is increasing in \( t \geq 0 \) (see Remark 2).

In \cite{21}, Nishimori and Griffiths conjectured that all principal zeros decrease in \( t > 0 \) if the pair interaction on each edge is \( t \) and the graph is connected. Our second main result (see Theorem 2) supports this conjecture by considering the Ising model on the complete graph of \( n \) vertices (i.e., the Curie-Weiss model) and proving that all the principal zeros (those that lie in \( i[0, \pi/2) \) decrease strictly in \( t \geq 0 \). We should mention that the limit distribution of the
Lee-Yang zeros for the Curie-Weiss model has been identified recently in [14]. We hope that the results in the current paper may lead to further development of the Lee-Yang program.

1.2 Main Results

Let $G = (V, E)$ be a finite graph with $V$ the set of vertices and $E$ the set of edges. The Ising model on $G$ with ferromagnetic pair interactions (or couplings) $J := (J_{uv})_{uv \in E}$ where $J_{uv} \in [0, \infty)$ for each $uv \in E$ and external field $h \in \mathbb{R}$ is defined by the probability measure $\mathbb{P}_{G,J,h}$ on $\{-1, +1\}^V$ such that

$$
\mathbb{P}_{G,J,h}(\sigma) = \frac{\exp\left[\sum_{uv \in E} J_{uv} \sigma_u \sigma_v + h \sum_{u \in V} \sigma_u\right]}{Z_{G,J,h}}, \quad \sigma \in \{-1, +1\}^V,
$$

where $Z_{G,J,h}$ is the partition function that makes $\mathbb{P}_{G,J,h}(\sigma)$ a probability measure. We are interested in the zeros of $Z_{G,J,h}(\sigma)$ as a function of $h \in \mathbb{C}$. Note that

$$
Z_{G,J,h} := \sum_{\sigma \in \{-1, +1\}^V} \exp\left[\sum_{uv \in E} J_{uv} \sigma_u \sigma_v + h \sum_{u \in V} \sigma_u\right]
$$

$$
= \exp[h|V|] \sum_{\sigma \in \{-1, +1\}^V} \exp\left[\sum_{uv \in E} J_{uv} \sigma_u \sigma_v + h \sum_{u \in V} (\sigma_u - 1)\right].
$$

Let $z = e^{-2h}$. Then it is clear that $Z_{G,J,h}$ divided by $\exp|h|V|$ is a polynomial in $z$ with degree $|V|$. So by the fundamental theorem of algebra, $Z_{G,J,h}$ has exactly $|V|$ complex roots (in the variable $z$). The Lee-Yang circle theorem [16] says that these $|V|$ roots are all on the unit circle. So we may assume that these roots are

$$
\exp(i\theta_1), \exp(i\theta_2), \ldots, \exp(i\theta_{|V|}) \text{ with } 0 < \theta_1 \leq \theta_2 \leq \cdots \leq \theta_{|V|} < 2\pi,
$$

where for the strict inequalities, we have used the fact that $Z_{G,J,0} > 0$. By spin-flip symmetry, those $|V|$ roots are symmetric with respect to the real axis.

Therefore, if $n := |V|$ is even, all zeros of $Z_{G,J,h}$ as a function of $h$ for fixed $J$ are

$$
i \left(\pm \frac{\theta_1(J)}{2} + m\pi\right), i \left(\pm \frac{\theta_2(J)}{2} + m\pi\right), \ldots, i \left(\pm \frac{\theta_{n/2}(J)}{2} + m\pi\right)
$$

with $0 < \theta_1(J) \leq \theta_2(J) \leq \cdots \leq \theta_{n/2}(J) \leq \pi, m \in \mathbb{Z};$

if $n$ is odd, all zeros of $Z_{G,J,h}$ as a function of $h$ for fixed $J$ are

$$
i \left(\pm \frac{\theta_1(J)}{2} + m\pi\right), \ldots, i \left(\pm \frac{\theta_{(n-1)/2}(J)}{2} + m\pi\right), i \left(\frac{\theta_{(n+1)/2}(J)}{2} + m\pi\right)
$$

with $0 < \theta_1(J) \leq \theta_2(J) \leq \cdots \leq \theta_{(n-1)/2}(J) \leq \pi = \theta_{(n+1)/2}(J), m \in \mathbb{Z}.$

We are interested in the motion of zeros when one increases the interaction at a fixed edge $u_0v_0 \in E$. More precisely, we define

$$
Z_{G,J}(x) := \sum_{\sigma \in \{-1, +1\}^V} \exp\left[i\sigma_{u_0}\sigma_{v_0} + \sum_{uv \in E} J_{uv} \sigma_u \sigma_v + ix \sum_{u \in V} \sigma_u\right], \quad t \geq 0,
$$

where we have dropped the dependence on $J$ from the notation for the partition function. This should cause no confusion since we fix $J$ in Theorem 1 below. We want to study the
motion of zeros of $Z_{G,t}(x)$ as a function of $t$. Note that we have written the external field $h$ as $ix$ so that all zeros of $Z_{G,t}(x)$ are real and they are

$$\pm x_1(t) + m\pi, \pm x_2(t) + m\pi, \ldots, \pm x_{n/2}(t) + m\pi \text{ with } m \in \mathbb{Z} \text{ and}$$

$$0 < x_1(t) \leq x_2(t) \leq \cdots \leq x_{n/2}(t) \leq \pi/2 \text{ if } n \text{ is even},$$

$$0 < x_1(t) \leq x_2(t) \leq \cdots \leq x_{(n-1)/2}(t) \leq \pi/2 \text{ if } n \text{ is odd}. \quad (8)$$

In terms of the definitions in (5) and (6),

$$x_k(t) = \theta_k(\tilde{J})/2, \forall k = 1, 2, \ldots, n/2 \text{ if } n \text{ is even, } \forall k = 1, 2, \ldots, (n+1)/2 \text{ if } n \text{ is odd}, \quad (10)$$

where $\tilde{J} := (J_{uv})_{uv \in E}, \tilde{J}_{uv} := J_{uv} \text{ if } uv \neq u_0v_0 \text{ and } \tilde{J}_{u_0v_0} := J_{u_0v_0} + t$. For a fixed $J$, its associated subgraph $G_{>0} := (V, E_{>0})$ of $G = (V, E)$ is defined by

$$E_{>0} := \{uv : J_{uv} > 0, uv \in E\}. \quad (11)$$

Our first main result is

**Theorem 1** Let $G = (V, E)$ be a finite graph and $J$ be ferromagnetic pair interactions on $G$. Suppose that $G_{>0} = (V, E_{>0})$ defined by (11) is connected. If $n = |V|$ is even, then the first $n/2$ positive zeros of $Z_{G,t}(x)$ satisfy

$$0 < x_1(t) < x_2(t) < \cdots < x_{n/2}(t) < \frac{\pi}{2}, t \in [0, \infty). \quad (12)$$

Moreover, for each $k \in \{1, 2, \ldots, n/2\}$, exactly one of the following three cases occurs:

a) $x_k(t) \equiv x_k(0)$ for each $t \in [0, \infty)$,

b) $x_k(t)$ is strictly decreasing in $t \in [0, \infty)$ and $x_k(t) \in (x_{k-1}(0), x_k(0))$ for each $t \in (0, \infty)$,

c) $x_k(t)$ is strictly increasing in $t \in [0, \infty)$ and $x_k(t) \in (x_{k}(0), x_{k+1}(0))$ for each $t \in (0, \infty)$,

where we set $x_0(0) := 0$ and $x_{n/2+1}(0) := \pi/2$.

If $n = |V|$ is odd, then the first $(n + 1)/2$ positive zeros of $Z_{G,t}(x)$ satisfy

$$0 < x_1(t) < x_2(t) < \cdots < x_{(n-1)/2}(t) < \frac{\pi}{2} = x_{(n+1)/2}(t), t \in [0, \infty). \quad (13)$$

Moreover, for each $k \in \{1, 2, \ldots, (n-1)/2\}$, exactly one of the following three cases occurs:

a) $x_k(t) \equiv x_k(0)$ for each $t \in [0, \infty)$,

b) $x_k(t)$ is strictly decreasing in $t \in [0, \infty)$ and $x_k(t) \in (x_{k-1}(0), x_k(0))$ for each $t \in (0, \infty)$,

c) $x_k(t)$ is strictly increasing in $t \in [0, \infty)$ and $x_k(t) \in (x_{k}(0), x_{k+1}(0))$ for each $t \in (0, \infty)$,

where we set $x_0(0) := 0$.

**Remark 1** Since all zeros of $Z_{G,t}$ (see (8) and (9)) are reflections and periodic translations of those zeros considered in the theorem, Theorem 1 implies that each zero of $Z_{G,t}$ behaves in one of three ways as $t$ increases: is constant; decreases strictly; increases strictly. This has already been proved in Theorem 4.8 of [21]. Combining with Corollary 1 below, Theorem 1 yields the following new result: for any two zeros $x_k$ and $x_j$ satisfying $x_k(0) \neq x_j(0)$, their entire trajectories are disjoint, i.e., $x_k([0, \infty)) \cap x_j([0, \infty)) = \emptyset$. 
Then Theorem 1 implies that 

\[
x \in \mathbb{R}
\]

So by the continuity of \(x\) in \(t\) and \(\beta\) (which follows from Hurwitz’s theorem, see the proof of Lemma 2 below), we may pick \(\beta_0 > 0\) such that

\[
x_1(t = 0, \beta = \beta_0) = x_2(t = 0, \beta = \beta_0) < \frac{3\pi}{8}, \lim_{t \to \infty} x_2(t, \beta = \beta_0)
\]

\[
> x_2(t = 0, \beta = \beta_0).
\]

Then Theorem 1 implies that \(x_2(t, \beta = \beta_0)\) is strictly increasing in \(t > 0\).

**Remark 3** It is tempting to conjecture based on Theorem 1 that under its assumptions, all zeros except those trivial ones at \(m\pi + \pi/2\) (when \(n\) is odd) are strictly monotonic. The following example shows that this conjecture is false. Let \(G := G_5\) be the right graph in Fig. 1 with the interactions as indicated. Then the corresponding partition function is

\[
Z_{G,t}(x) = 2e^t \left[ e^{4\beta} \cos(5x) + (e^{2\beta} + e^{-2\beta} + 1) \cos(3x) + (e^{2\beta} + e^{-2\beta} + e^{-4\beta} + 1) \cos(x) \right]
\]

\[
+ 2e^{-t} \left[ 2e^{2\beta} \cos(3x) + (e^{4\beta} + 2e^{-2\beta} + e^{-4\beta} + 2) \cos(x) \right].
\]

One can check that if \(\beta = \ln(1 + \sqrt{2})/2\), then \(Z_{G,t}(arcsin(2^{-1/4})) = 0\) for each \(t \geq 0\). In particular, this implies that \(arcsin(2^{-1/4})\) is a zero of \(Z_{G,t}(x)\), which does not change with \(t\).

We next consider the Ising model on the complete graph. More precisely, we consider the partition function

\[
Z_{n,t}(x) := \sum_{\sigma \in \{-1, +1\}^n} \exp \left[ t \left( \sum_{j=1}^{n} \sigma_j \right)^2 + ix \sum_{j=1}^{n} \sigma_j \right].
\]

This partition function corresponds to the Ising model defined on the complete graph with \(n\) vertices and with interaction \(t\) at each edge; so it is the partition function for the Curie-Weiss model. Our second main result is

**Theorem 2** Let the zeros of \(Z_{n,t}\) as a function of \(x\) be defined as in (8) and (9) according to the parity of \(n\). If \(n\) is positive and even, then for each \(k \in \{1, 2, \ldots, n/2\},

\[
x_k(t) \text{ is strictly decreasing in } t \geq 0 \text{ with } x_k(0) = \frac{\pi}{2}, \lim_{t \to \infty} x_k(t) = \frac{(2k - 1)\pi}{2n};
\]
if $n$ is positive and odd, then $x_{(n+1)/2}(t) = \pi/2$ and for each $k \in \{1, 2, \ldots, (n-1)/2\}$, $x_k(t)$ is strictly decreasing in $t \geq 0$ with $x_k(0) = \frac{\pi}{2}$, \(\lim_{t \to \infty} x_k(t) = \frac{(2k-1)\pi}{2n}\).

**Remark 4** According to Conjecture 2 in Section IVC of [21], Theorem 2 is expected to hold for any connected graph $G = (V, E)$ with $|V| = n$ and $J_e = t$ for each $e \in E$. For the Ising model on such a general graph, Corollary 1 in [6] implies that its first zero is strictly decreasing.

The proofs for both Theorems 1 and 2 rely on a system of ordinary differential equations (ODEs) which governs the motion of all principal zeros. The ODEs are derived from the factorization formula for the partition function, and an extra relation for the partition function (ODEs) which governs the motion of all principal zeros. The ODEs are derived from the discussion between (2) and (10), we know $Z_t(x)/e^{inx}$ is a polynomial of degree $n$ in $e^{-2ix}$, with leading coefficient $K := \exp[t + \sum_{uv \in E} J_{uv}]$ and roots $e^{\pm 2ix_j}$, $j = 1, 2, \ldots, n/2$ if $n$ is even $(j = 1, 2, \ldots, (n-1)/2$ and the extra root $e^{-i\pi}$ if $n$ is odd). Therefore,

$$Z_t(x) = \begin{cases} K e^{inx} \prod_{j=1}^{n/2} (e^{-2ix} - e^{2ix_j}) (e^{-2ix} - e^{-2ix_j}), & \text{if } n \text{ even} \\ K e^{inx} (e^{-2ix} - e^{-i\pi}) \prod_{j=1}^{(n-1)/2} (e^{-2ix} - e^{2ix_j}) (e^{-2ix} - e^{-2ix_j}), & \text{if } n \text{ odd}. \end{cases}$$

**Proof** From the discussion between (2) and (10), we know $Z_t(x)/e^{inx}$ is a polynomial of degree $n$ in $e^{-2ix}$, with leading coefficient $K := \exp[t + \sum_{uv \in E} J_{uv}]$ and roots $e^{\pm 2ix_j}$, $j = 1, 2, \ldots, n/2$ if $n$ is even $(j = 1, 2, \ldots, (n-1)/2$ and the extra root $e^{-i\pi}$ if $n$ is odd). Therefore,

$$Z_t(x) = \begin{cases} K e^{inx} \prod_{j=1}^{n/2} (e^{-2ix} - e^{2ix_j}) (e^{-2ix} - e^{-2ix_j}), & \text{if } n \text{ even} \\ K e^{inx} (e^{-2ix} - e^{-i\pi}) \prod_{j=1}^{(n-1)/2} (e^{-2ix} - e^{2ix_j}) (e^{-2ix} - e^{-2ix_j}), & \text{if } n \text{ odd}. \end{cases}$$

Note that (as can be checked by simple but tedious calculations)

$$e^{2ix} (e^{-2ix} - e^{2ix_j}) (e^{-2ix} - e^{-2ix_j}) = (e^{-i(x_j+x)} - e^{i(x_j+x)}) (e^{i(x_j-x)} - e^{-i(x_j-x)})$$

$$= 4 \sin(x_j + x) \sin(x_j - x) = 4(\sin^2 x_j - \sin^2 x).$$

(20)

Plugging this into (19) gives

$$Z_t(x) = \begin{cases} K n \prod_{j=1}^{n/2} (\sin^2 x_j(t) - \sin^2 x), & \text{if } n \text{ even} \\ K n \cos(x) \prod_{j=1}^{(n-1)/2} (\sin^2 x_j(t) - \sin^2 x), & \text{if } n \text{ odd}. \end{cases}$$

(21)
The proof of the lemma is completed by evaluating (21) when \( x = 0 \) and inserting that into (18).

An easy but useful property about \( x_k(t) \) is that they are continuous in \( t \).

**Lemma 2** For any finite graph \( G = (V, E) \) and any ferromagnetic pair interactions \( J \) on \( G \), each positive zero defined in Lemma 1, \( x_k(t) \) with \( k \in \mathbb{N} \), is continuous in \( t \in [0, \infty) \).

**Proof** This follows from Hurwitz’s theorem (see, e.g., p. 4 of [18] or Lemma 6 of [5]).

The next result by Nishimori and Griffiths [21] says that all zeros of \( Z_t(x) \) are simple as long as the graph associated with \( J \), \( G_{>0} = (V, E_{>0}) \) with \( E_{>0} \) defined by (11), is connected.

**Proposition 1** ([21]) Let \( G = (V, E) \) be a finite graph and \( J \) be ferromagnetic pair interactions on \( G \). Suppose that \( G_{>0} = (V, E_{>0}) \) defined by (11) is connected. Then for any fixed \( t \in [0, \infty) \), all zeros of \( Z_t(x) \) are simple.

**Proof** This follows from Lemma 4.2 and Theorem 3.6(i) (with \( g_j = 1 \) for each \( j \) and \( A = \emptyset \)) of [21].

**Remark 5** Proposition 1 and the (analytic) implicit function theorem imply that \( x_k \) are analytic in \( t \geq 0 \). This is certainly stronger than Lemma 2 but with the extra condition that \( G_{>0} \) is connected.

An immediate consequence of Proposition 1 is the following.

**Corollary 1** Under the assumptions of Proposition 1, we have for \( t \in [0, \infty) \),

\[
0 < x_1(t) < x_2(t) < \cdots < x_{n/2}(t) < \pi/2 \text{ if } n \text{ is even}, \\
0 < x_1(t) < x_2(t) < \cdots < x_{(n-1)/2}(t) < \pi/2 = x_{(n+1)/2} \text{ if } n \text{ is odd}.
\]

**Proof** Proposition 1, (4) and (10) imply that \( Z_t(x) \) has exactly \( n \) simple zeros in \((0, \pi)\). From (8) and (9), we know both \( x_j(t) \) and \( \pi - x_j(t) \) are zeros in \((0, \pi)\) if \( x_j(t) \in (0, \pi/2) \). Therefore, \( \pi/2 \) cannot be a simple zero of \( Z_t(x) \) if \( n \) is even, and it is a simple zero if \( n \) is odd.

The following lemma relates \( Z_t(x) \) at different \( t \).

**Lemma 3** For any finite graph \( G = (V, E) \) and any pair interactions \( J \) on \( G \),

\[
Z_{t-\delta}(x) = -\sinh(\delta) \sum_{\sigma \in \{-1, +1\}^V} \sigma_{u_0} \sigma_{v_0} \exp \left[ t \sigma_{u_0} \sigma_{v_0} + \sum_{uv \in E} J_{uv} \sigma_u \sigma_v + ix \sum_{u \in V} \sigma_u \right] \\
+ \cosh(\delta) Z_t(x), \forall t \geq 0, \forall \delta \in [0, t], \forall x \in \mathbb{C}.
\] (24)

**Proof** Note that

\[
e^{a\tau} = \cosh(a) + \tau \sinh(a), \forall a \in \mathbb{C}, \forall \tau \in \{-1, +1\}.
\] (25)

From (7), we have

\[
Z_{t-\delta}(x) = \sum_{\sigma \in \{-1, +1\}^V} \exp[-\delta \sigma_{u_0} \sigma_{v_0}] \exp \left[ t \sigma_{u_0} \sigma_{v_0} + \sum_{uv \in E} J_{uv} \sigma_u \sigma_v + ix \sum_{u \in V} \sigma_u \right].
\] (26)

Applying (25) to the factor \( \exp[-\delta \sigma_{u_0} \sigma_{v_0}] \) after noting that \( \sigma_{u_0} \sigma_{v_0} \in \{-1, +1\} \) gives (24).
We make the following monotonic change of variables for each $t \in [0, \infty)$

$$y_k(t) := \sin^2 x_k(t), \forall k \in \{1, \ldots, n/2\} \text{ if } n \text{ even, } \forall k \in \{1, \ldots, (n+1)/2\} \text{ if } n \text{ odd. (27)}$$

The following lemma gives a relation for $y_k$ at different times.

**Lemma 4** Let $G = (V, E)$ be a finite graph and $J$ be ferromagnetic pair interactions on $G$. If $n$ is even, then for each $k \in \{1, 2, \ldots, n/2\}$, we have

$$\prod_{j=1}^{n/2} \frac{y_j(0) - y_k(t)}{y_j(0)} = -K(t, s) \prod_{j=1}^{n/2} \frac{y_j(s) - y_k(t)}{y_j(s)}, \forall t, \forall s \text{ satisfying } 0 < t < s, \quad (28)$$

where

$$K(t, s) := \frac{Z_s(0) \sinh(t)}{Z_0(0) \sinh(s - t)} > 0. \quad (29)$$

If $n$ is odd, the last two displayed equations still hold for each $k \in \{1, 2, \ldots, (n-1)/2\}$ but one needs to replace $n$ by $n - 1$ in (28).

**Proof** By setting $s = t - \delta$ and $x = x_k(t)$ in Lemma 3, we have

$$Z_s(x_k(t)) = -\sinh(t - s) \sum_{\sigma \in \{-1, +1\}^V} \sigma_{u_0}\sigma_{v_0} \exp \left[ t\sigma_{u_0}\sigma_{v_0} + \sum_{u \in E} J_{uv}\sigma_u\sigma_v + i x_k(t) \sum_{u \in V} \sigma_u \right]. \quad (30)$$

Therefore,

$$\frac{Z_0(x_k(t))}{\sinh(t)} = \frac{Z_s(x_k(t))}{\sinh(t - s)}, \forall t > 0, \forall s \geq 0 \text{ and } s \neq t. \quad (31)$$

This, combined with Lemma 1 and (27), completes the proof of the lemma. \qed

We next derive a system of ordinary differential equations for $\{y_k(t)\}$.

**Lemma 5** Let $G = (V, E)$ be a finite graph and $J$ be ferromagnetic pair interactions on $G$. Suppose that $G_{>0} = (V, E_{>0})$ defined by (11) is connected. If $n$ is even, then for each $k \in \{1, 2, \ldots, n/2\}$, we have

$$y_k'(t) = -\frac{1}{\sinh(t)} \frac{y_k(t)}{\langle \sigma_{u_0}\sigma_{v_0} \rangle_J} \sinh(t) + \cosh(t) \prod_{j=1}^{n/2} \frac{y_j(0) - y_k(t)}{y_j(0)} \prod_{j=1, j \neq k}^{n/2} \frac{y_j(t)}{y_j(t) - y_k(t)}, \forall t > 0, \quad (32)$$

where

$$\langle \sigma_{u_0}\sigma_{v_0} \rangle_J := \frac{\sum_{\sigma \in \{-1, +1\}^V} \sigma_{u_0}\sigma_{v_0} \exp \left[ \sum_{u \in E} J_{uv}\sigma_u\sigma_v \right]}{\sum_{\sigma \in \{-1, +1\}^V} \exp \left[ \sum_{u \in E} J_{uv}\sigma_u\sigma_v \right]]. \quad (33)$$

If $n$ is odd, the last two displayed equations still hold for each $k \in \{1, 2, \ldots, (n-1)/2\}$ but one needs to replace $n$ by $n - 1$ in (32).

**Proof** We only consider the case that $n$ is even since the proof for the odd case is similar. By Proposition 1, $x_k(t)$ is a simple zero of $Z_t(x)$ for any $t \geq 0$. So

$$Z'_t(x_k(t)) := \frac{\partial Z_t(x)}{\partial x} \bigg|_{x=x_k(t)} \neq 0, \forall t \geq 0. \quad (34)$$
The implicit function theorem then implies that \( x_k(t) \) is continuously differentiable in \( t > 0 \). So we may differentiate the following equation with respect to \( t \):

\[
Z_t(x_k(t)) = \sum_{\sigma \in \{-1, +1\}^V} \exp \left[ t\sigma_{u_0}\sigma_{v_0} + \sum_{u \in E} J_{uv}\sigma_u\sigma_v + ix_k(t)\sum_{u \in V} \sigma_u \right] \equiv 0. \tag{35}
\]

As a result, we get

\[
x_k'(t)Z_t'(x_k(t)) = -\sum_{\sigma \in \{-1, +1\}^V} \sigma_{u_0}\sigma_{v_0} \exp \left[ t\sigma_{u_0}\sigma_{v_0} + \sum_{u \in E} J_{uv}\sigma_u\sigma_v + ix_k(t)\sum_{u \in V} \sigma_u \right]. \tag{36}
\]

An easy calculation using Lemma 1 gives

\[
Z_t'(x_k(t)) = -2Z_t(0) \cot(x_k(t)) \prod_{j=1, j \neq k}^{n/2} \frac{\sin^2 x_j(t) - \sin^2 x_k(t)}{\sin^2 x_j(t)}. \tag{37}
\]

Lemma 3 with \( \delta = t \) and \( x = x_k(t) \) and Lemma 1 give

\[
-\sum_{\sigma \in \{-1, +1\}^V} \sigma_{u_0}\sigma_{v_0} \exp \left[ t\sigma_{u_0}\sigma_{v_0} + \sum_{u \in E} J_{uv}\sigma_u\sigma_v + ix_k(t)\sum_{u \in V} \sigma_u \right] = \frac{Z_0(x_k(t))}{\sinh(t)}
\]

\[
= Z_0(0) \prod_{j=1}^{n/2} \frac{\sin^2 x_j(0) - \sin^2 x_k(t)}{\sin^2 x_j(0)}. \tag{38}
\]

Combining (36), (37) and (38), we get

\[
x_k'(t) = \frac{Z_0(0) \tan(x_k(t))}{-2Z_t(0) \sinh(t)} \prod_{j=1}^{n/2} \frac{\sin^2 x_j(0) - \sin^2 x_k(t)}{\sin^2 x_j(0)} \prod_{j=1, j \neq k}^{n/2} \frac{\sin^2 x_j(t)}{\sin^2 x_j(t) - \sin^2 x_k(t)}, \forall t > 0. \tag{39}
\]

Note that

\[
\frac{Z_t(0)}{Z_0(0)} = \frac{\sum_{\sigma \in \{-1, +1\}^V} \exp \left[ t\sigma_{u_0}\sigma_{v_0} + \sum_{u \in E} J_{uv}\sigma_u\sigma_v \right]}{\sum_{\sigma \in \{-1, +1\}^V} \exp \left[ \sum_{u \in E} J_{uv}\sigma_u\sigma_v \right]} = \langle \exp \left[ t\sigma_{u_0}\sigma_{v_0} \right], J \rangle \sinh(t) + \cosh(t). \tag{40}
\]

where the last equality follows from (25). This, (27) and (39) complete the proof of the lemma.

We derive the locations of \( y_k(t) \) in the next proposition.

**Proposition 2** Let \( G = (V, E) \) be a finite graph and \( J \) be ferromagnetic pair interactions on \( G \). Suppose that \( G_{>0} = (V, E_{>0}) \) defined by (11) is connected. If \( n \) is even, then for each fixed \( s \in (0, \infty) \) and \( k \in \{1, 2, \ldots, n/2\} \), exactly one of the following three cases occurs

a) \( y_k(t) = y_k(0) \) for each \( t \in [0, s] \),

b) \( y_k(s) \in (y_k(-1)(0), y_k(0)) \), \( y_k(t) \in (y_k(s), y_k(0)) \) for each \( t \in (0, s) \),

b) \( y_k(s) \in (y_k(0), y_k(+1)(0)) \), \( y_k(t) \in (y_k(0), y_k(s)) \) for each \( t \in (0, s) \).
where we set \( y_0(0) := 0 \) and \( y_{n/2+1}(0) := 1 \). If \( n \) is odd, the above statement still holds for each \( k \in \{1, 2, \ldots, (n-1)/2\} \).

**Proof** We only consider the case where \( n \) is even since the proof for the odd case is similar. Note that Lemma 2 and (27) imply that \( y_k(t) \) is continuous in \( t \in [0, \infty) \) for any \( k \in \{1, 2, \ldots, n/2\} \), and Corollary 1 and (27) imply that

\[
0 < y_1(t) < y_2(t) < \cdots < y_{n/2}(t) < 1, \quad \forall t \in [0, \infty).
\]  

(42)

We first prove the following claim. \( \square \)

**Claim 1**

\[
y_k(s) \in [y_{k-1}(0), y_{k+1}(0)], \quad \forall k \in \{1, 2, \ldots, n/2\}.
\]  

(43)

**Proof** We prove this claim by induction. From (42), we know \( y_1(s) > 0 = y_0(0) \). Suppose that \( y_1(s) > y_2(0) \). Then by the continuity of \( y_1(t) \), there exists \( T \in (0, s) \) such that \( y_1(T) \in (y_2(0), y_1(s)) \) and \( y_1(T) \in (y_2(0), y_3(0)) \). Lemma 4 gives that

\[
\frac{\sum_{j=1}^{n/2} y_j(0) - y_1(T)}{y_j(0)} = -K(T, s) \frac{\sum_{j=1}^{n/2} y_j(s) - y_1(T)}{y_j(s)}, \quad \text{with } K(T, s) > 0.
\]

(44)

It is clear that the LHS of the above displayed equation is positive, while the RHS is negative. This contradiction implies that \( y_1(s) \leq y_2(0) \). Now suppose \( y_j(s) \in [y_{j-1}(0), y_{j+1}(0)] \) for each \( j \in \{1, 2, \ldots, k\} \) with \( k < n/2 \). We will prove \( y_{k+1}(s) \in [y_k(0), y_{k+2}(0)] \) by contradiction. Suppose that \( y_{k+1}(s) < y_k(0) \). By the continuity of \( y_{k+1}(t) \), there exists \( T \in (0, s) \) such that \( y_{k+1}(T) \in (y_{k+1}(s), y_k(0)) \) and \( y_{k+1}(T) \in (y_{k+1}(s), y_{k+2}(s)) \). By the induction hypothesis, \( y_k(s) \geq y_{k-1}(0) \), so

\[
y_{k+1}(T) \in (y_{k+1}(s), y_k(0)) \subset (y_k(s), y_k(0)) \subseteq (y_{k-1}(0), y_k(0)).
\]  

(45)

Lemma 4 gives that

\[
\frac{\sum_{j=1}^{n/2} y_j(0) - y_{k+1}(T)}{y_j(0)} = -K(T, s) \frac{\sum_{j=1}^{n/2} y_j(s) - y_{k+1}(T)}{y_j(s)}, \quad \text{with } K(T, s) > 0.
\]

(46)

The LHS of the last displayed equation has the sign \((-1)^{k-1}\), while the the RHS has the sign \((-1)^{k+1}\). This contradiction implies that \( y_{k+1}(s) \geq y_k(0) \). Next suppose that \( y_{k+1}(s) > y_{k+2}(0) \). Then we may assume \( k \leq n/2 - 2 \) because of (42). By the continuity of \( y_{k+1}(t) \), there exists \( T \in (0, s) \) such that \( y_{k+1}(T) \in (y_{k+2}(0), y_{k+1}(s)) \) and \( y_{k+1}(T) \in (y_{k+2}(0), y_{k+3}(0)) \). By the induction hypothesis, \( y_k(s) \leq y_{k+1}(0) \), so

\[
y_{k+1}(T) \in (y_{k+2}(0), y_{k+1}(s)) \subset (y_{k+1}(0), y_{k+1}(s)) \subseteq (y_k(s), y_{k+1}(s)).
\]

(47)

This time the LHS of (46) has the sign \((-1)^{k+2}\), while the RHS has the sign \((-1)^{k}\). This contradiction implies that \( y_{k+1}(s) \leq y_{k+2}(0) \). This completes the proof of the claim. \( \square \)

We next prove the following claim.

**Claim 2**

\[
y_k(s) \notin [y_{k-1}(0), y_{k+1}(0)], \quad \forall k \in \{1, 2, \ldots, n/2\}.
\]

(48)
Proof Suppose that \( y_k(s) = y_{k-1}(0) \). Then Lemma 4 implies that

\[
\prod_{j=1, j \neq k-1}^{n/2} \frac{y_j(t) - y_{k-1}(t)}{y_j(0)} = -K(t, s) \prod_{j=1, j \neq k}^{n/2} \frac{y_j(s) - y_{k-1}(t)}{y_j(s)}, \forall 0 < t < s. \tag{49}
\]

Note that

\[
\lim_{t \downarrow 0} K(t, s) = \lim_{t \downarrow 0} \frac{Z(s) \sinh(t)}{Z_0(0) \sinh(s-t)} = 0. \tag{50}
\]

So by letting \( t \downarrow 0 \) in (49), we get that the RHS of (49) is 0, and thus from the LHS we have

\[ y_{k-1}(0) = \lim_{t \downarrow 0} y_{k-1}(t) \in \{y_1(0), y_2(0), \ldots, y_{k-2}(0), y_k(0), \ldots, y_{n/2}(0)\}, \tag{51} \]

which contradicts (42). Suppose that \( y_k(s) = y_{k+1}(0) \). Then Lemma 4 implies that

\[
\prod_{j=1, j \neq k+1}^{n/2} \frac{y_j(0) - y_{k+1}(t)}{y_j(0)} = -K(t, s) \prod_{j=1, j \neq k}^{n/2} \frac{y_j(s) - y_{k+1}(t)}{y_j(s)}, \forall 0 < t < s. \tag{52}
\]

By letting \( t \downarrow 0 \) in (52), we get

\[ y_{k+1}(0) = \lim_{t \downarrow 0} y_{k+1}(t) \in \{y_1(0), y_2(0), \ldots, y_k(0), y_{k+2}(0), \ldots, y_{n/2}(0)\}, \tag{53} \]

which again contradicts (42).

Combining Claims 1 and 2, we have

\[ y_k(s) \in (y_{k-1}(0), y_{k+1}(0)), \forall k \in \{1, 2, \ldots, n/2\}. \tag{54} \]

We now divide the possible range of \( y_k(s) \) into the following three disjoint subsets.

Case 1: \( y_k(s) = y_k(0) \). Suppose that there exists \( t \in (0, s) \) such that \( y_k(t) > y_k(0) \). Then by the continuity of \( y_k(t) \), one can find \( T \in (0, s) \) such that \( y_k(T) \in (y_k(0), y_{k+1}(0)) \) and \( y_k(T) \in (y_k(s), y_{k+1}(s)) \). Lemma 4 gives that

\[
\prod_{j=1}^{n/2} \frac{y_j(T) - y_k(T)}{y_j(0)} = -K(T, s) \prod_{j=1}^{n/2} \frac{y_j(s) - y_k(T)}{y_j(s)}, \text{ with } K(T, s) > 0. \tag{55}
\]

The LHS of (55) has the sign \((-1)^k\), and the RHS of (55) has the sign \((-1)(-1)^k\), which is a contradiction. Similarly, one can prove that \( y_k(t) \) cannot be less than \( y_k(0) \). Therefore, \( y_k(t) = y_k(0) \) for each \( t \in [0, s] \).

Case 2: \( y_k(s) \in (y_k-1(0), y_k(0)) \). Suppose that there exists \( t \in (0, s) \) such that \( y_k(t) > y_k(0) \). Then by the continuity of \( y_k(t) \), one can find \( T \in (0, s) \) such that \( y_k(T) \in (y_k(0), y_{k+1}(0)) \) and \( y_k(T) \in (y_k(s), y_{k+1}(s)) \). The same argument as in Case 1 would lead to a contradiction. A similar argument shows that \( y_k(t) \) cannot be less than \( y_k(s) \) for each \( t \in (0, s) \). Therefore, \( y_k(t) \in (y_k(s), y_k(0)) \) for each \( t \in (0, s) \).

Case 3: \( y_k(s) \in (y_k(0), y_k+1(0)) \). Similar arguments as in Case 2 show that \( y_k(t) \in (y_k(0), y_k(s)) \) for each \( t \in (0, s) \).

This completes the proof of the proposition. \( \square \)

We are ready to prove Theorem 1.

Proof of Theorem 1 We only consider the case that \( n \) is even since the proof for the odd case is similar. First, (12) follows from Corollary 1. Proposition 2 and the continuity of \( y_k(s) \) in \( s \in [0, \infty) \) imply that exactly one of the following three cases occurs:
a) \( y_k(t) \equiv y_k(0) \) for each \( t \in [0, \infty) \),

b) \( y_k(t) \in (y_{k-1}(0), y_k(0)) \) for each \( t \in (0, \infty) \),

c) \( y_k(t) \in (y_k(0), y_{k+1}(0)) \) for each \( t \in (0, \infty) \).

By Lemma 5, we have

\[
y_k'(t) = -\frac{1}{\sinh(t)} \frac{y_k(t)}{\langle \sigma_u \sigma_v \rangle J \sinh(t) + \cosh(t)} \prod_{j=1}^{n/2} \frac{y_j(0) - y_k(t)}{y_j(0)} \prod_{j=1, j \neq k}^{n/2} \frac{y_j(t)}{y_j(t) - y_k(t)}, \quad \forall t > 0. \tag{56}
\]

Obviously, we have

\[
|\langle \sigma_u \sigma_v \rangle J| \leq 1. \tag{57}
\]

Note that Corollary 1 and (27) imply that

\[
0 < y_1(t) < y_2(t) < \cdots < y_{n/2}(t) < 1, \quad \forall t \in [0, \infty). \tag{58}
\]

Thus, we have

\[
\frac{1}{\sinh(t)} \frac{y_k(t)}{\langle \sigma_u \sigma_v \rangle J \sinh(t) + \cosh(t)} > 0, \quad \forall t > 0. \tag{59}
\]

If \( y_k(t) \in (y_{k-1}(0), y_k(0)) \) for each \( t \in (0, \infty) \), then

\[
\text{the sign of} \prod_{j=1}^{n/2} \frac{y_j(0) - y_k(t)}{y_j(0)} = (-1)^{k-1},
\]

\[
\text{the sign of} \prod_{j=1, j \neq k}^{n/2} \frac{y_j(t)}{y_j(t) - y_k(t)} = (-1)^{k-1}. \tag{60}
\]

Therefore, (56) implies that \( y_k'(t) < 0 \) for each \( t \in (0, \infty) \).

Similarly, if \( y_k(t) \in (y_k(0), y_{k+1}(0)) \) for each \( t \in (0, \infty) \), then one can prove that \( y_k'(t) > 0 \) for each \( t \in (0, \infty) \). These combined with (27) complete the proof of the theorem.

\[\square\]

### 3 Monotonicity on the Complete Graph

In this section, we prove Theorem 2. Since we always fix \( n \in \mathbb{N} \) throughout this section, to simplify the notation, we may drop \( n \) from our notation and write

\[
Z_t(x) := Z_{n,t}(x) = \sum_{\sigma \in [-1,+1]^n} \exp \left[ t \left( \sum_{j=1}^{n} \sigma_j \right)^2 + i x \sum_{j=1}^{n} \sigma_j \right]. \tag{61}
\]

For fixed \( t \geq 0 \), it is well-known that \( Z_t(x) \) is in the Laguerre-Pólya class (see, e.g., [9] for the definition). Actually, we have
Lemma 6 For any \( t \geq 0 \), \( Z_t(x) \) is in the Laguerre-Pólya class and

\[
Z_t(x) = Z_t(0) \prod_{j=1}^{\infty} \left( 1 - \frac{x^2}{x_j^2(t)} \right) = \begin{cases} 
Z_t(0) \prod_{j=1}^{\lfloor n/2 \rfloor} \frac{\sin^2 x_j(t) - \sin^2 x_j(t)}{\sin^2 x_j(t)}, & \text{if } n \text{ even} \\
Z_t(0) \cos(x) \prod_{j=1}^{\lfloor (n-1)/2 \rfloor} \frac{\sin^2 x_j(t) - \sin^2 x_j(t)}{\sin^2 x_j(t)}, & \text{if } n \text{ odd}, 
\end{cases}
\]

(62)

where \( 0 < x_1(t) \leq x_2(t) \leq \ldots \) are all positive zeros of \( Z_t(x) \) (listed according to their multiplicities), and \( \sum_{j=1}^{\infty} x_j^{-2}(t) < \infty \).

Proof The first equality in (62) and \( \sum_{j=1}^{\infty} x_j^{-2}(t) < \infty \) follow from the Hadamard factorization theorem (see, e.g., pp. 206-212 of [1]) and the fact that \( Z_t(x) \) for fixed \( t \geq 0 \) is an even entire function of order 1; see also Proposition 2 of [20]. The proof of the second equality in (62) is the same as that of Lemma 1; it also follows from the first equality and the product representation of sine (see, e.g., (24) on p. 197 of [1])

\[
\sin(\pi z) = \pi z \prod_{m=1}^{\infty} \left( 1 - \frac{z^2}{m^2} \right), \forall z \in \mathbb{C}.
\]

(63)

This completes the proof of the lemma.

It is easy to check that each zero of \( Z_0(x) \) has multiplicity \( n \), but we will see that all zeros of \( Z_t(x) \) are simple once \( t > 0 \).

Lemma 7 If \( t > 0 \), then all zeros of \( Z_t(x) \) (as a function of \( x \) with \( t \) fixed) are simple.

Proof Of course, the lemma follows from Proposition 1. We give a different proof which utilizes the fact that \( Z_t(x) \) satisfies the backward heat equation (64) below. We follow the idea of the proof of Lemma 2.2 in [9]: if \( x_0 \) were a zero of \( Z_{t_0} \) of multiplicity at least 2, then \( Z_{t_0-\delta} \) would not be in the Laguerre-Pólya class for all small \( \delta \). It is clear that \( Z_t(x) \) is analytic in \((t,x)\). It is also easy to check from (61) that \( Z_t(x) \) satisfies the backward heat equation:

\[
\frac{\partial Z_t(x)}{\partial t} = -\frac{\partial^2 Z_t(x)}{\partial x^2}.
\]

(64)

From this, we get that for any \( t_0 > 0 \) and \( \delta > 0 \),

\[
Z_{t_0-\delta}(x) = \sum_{j=0}^{\infty} \frac{\partial^j Z_t(x)}{\partial t^j} \bigg|_{t=t_0} (-\delta)^j \frac{j!}{j!} = \sum_{j=0}^{\infty} Z_{t_0}^{(2j)}(x) \frac{\delta^j}{j!}, \forall x \in \mathbb{C},
\]

(65)

where \((\cdot)\) in the superscript of \( Z_{t_0} \) denotes the partial derivative with respect to \( x \). Therefore, for any \( l \in \mathbb{N} \cup \{0\} \),

\[
Z_{t_0}^{(l)}(x) = \sum_{j=0}^{\infty} Z_{t_0}^{(2j+l)}(x) \frac{\delta^j}{j!}, \forall x \in \mathbb{C}.
\]

(66)

Suppose that for some \( t_0 > 0 \), \( x_0 \in \mathbb{R} \) is a zero of \( Z_{t_0} \) of multiplicity \( k+1 \) with \( k \in \mathbb{N} \), i.e.,

\[
Z_{t_0}^{(j)}(x_0) = 0, \forall j \in \{0, 1, \ldots, k\}, Z_{t_0}^{(k+1)}(x_0) \neq 0.
\]

(67)

We consider the function

\[
z_t(x) := Z_t^{(k-1)}(x).
\]

(68)
Then (67) implies that
\[ z_{t_0}(x_0) = z'_{t_0}(x_0) = 0, z''_{t_0}(x_0) \neq 0. \] (69)
Combining this with (66), we have
\[ z_{t_0-\delta}(x_0) = z''_{t_0}(x_0)\delta + O(\delta^2), \quad z'_{t_0-\delta}(x_0) = z'''_{t_0}(x_0)\delta + O(\delta^2), \] (70)
and thus
\[
L_1(z_{t_0-\delta}(x_0)) := \left[z'_{t_0-\delta}(x_0)\right]^2 - z_{t_0-\delta}(x_0)z''_{t_0-\delta}(x_0) = -\delta \left[z''_{t_0}(x_0)\right]^2 + O(\delta^2) \text{ as } \delta \downarrow 0.
\] (72)
Therefore,
\[
L_1(z_{t_0-\delta}(x_0)) < 0 \text{ for all small enough } \delta > 0.
\] (73)
It is known (see, e.g., the remarks after Theorem 2.9 of [10]) that for any \( f \) in the Laguerre-Pólya class, \( f \) satisfies
\[
L_m(f(x)) := \left[f^{(m)}(x)\right]^2 - f^{(m-1)}(x)f^{(m+1)}(x) \geq 0, \forall m \in \mathbb{N}, \forall x \in \mathbb{R}. \] (74)
Thus, (73) implies that \( z_{t_0-\delta} = Z^{(k-1)}_{t_0-\delta} \) is not in the Laguerre-Pólya class for all small \( \delta > 0 \). However, the Laguerre-Pólya class is closed under differentiation by the Gauss-Lucas theorem (see, e.g., Theorem 6.2 on p. 22 of [18]). This contradiction implies that our hypothesis (67) is false and thus completes the proof of the lemma.

The following corollary is analogous to Corollary 1.

**Corollary 2** If \( n \) is even,
\[
0 < x_1(t) < x_2(t) < \cdots < x_{n/2}(t) < \pi/2, \forall t > 0;
\] (75)
if \( n \) is odd,
\[
0 < x_1(t) < x_2(t) < \cdots < x_{(n-1)/2}(t) < \pi/2 = x_{(n+1)/2}(t), \forall t > 0.
\] (76)
**Proof** The proof is the same as that of Corollary 1.

**Lemma 8** If \( n \) is even, the first \( n/2 \) positive zeros of \( Z_t(x) \) defined in Lemma 6 satisfy, for each \( k \in \{1, 2, \ldots, n/2\} \), that
\[
x'_k(t) = 2\cot(2x_k(t)) - 2\sin(2x_k(t)) \sum_{j=1, j \neq k}^{n/2} \left[\sin^2 x_j(t) - \sin^2 x_k(t)\right]^{-1}, \forall t > 0. \] (77)
If \( n \) is odd, the first \( (n+1)/2 \) positive zeros of \( Z_t(x) \) defined in Lemma 6 satisfy, for each \( k \in \{1, 2, \ldots, (n-1)/2\} \), that
\[
x'_k(t) = 2\cot(2x_k(t)) - 2\sin(2x_k(t)) \sum_{j=1, j \neq k}^{(n+1)/2} \left[\sin^2 x_j(t) - \sin^2 x_k(t)\right]^{-1}, \forall t > 0, \] (78)
\[
x_{(n+1)/2}(t) \equiv \pi/2, \forall t \geq 0.
\] (79)
Then the dynamical system (85) is a so-called cooperative system (see Chapter 3 of [26] for more information). We use the partial order on $\mathbb{R}^{n/2}$ defined by $x \leq y$ if $y - x \in \mathbb{R}_{\geq 0}^{n/2}$ where $\mathbb{R}_{\geq 0}$ is the set of nonnegative real numbers. We write $x \ll y$ if $x_k < y_k$ for each $1 \leq k \leq n/2$. By Remark 1.1 on p. 33 of [26], (84) and (87) imply that $f$ is of type $K$ in $D$; i.e., $f_k(x) \leq f_k(y)$ for any $x, y \in D$ satisfying $x \leq y$ and $x_k = y_k$. The following property about monotone dynamical systems from [26] will be very important to our proof of Theorem 2.

**Proof** We only consider the case that $n$ is even since the proof for the odd case is similar. Lemma 7 says that $x_k(t)$ is a simple zero of $Z_{t}$ for any $t > 0$. The (analytic) implicit function theorem then implies that $x_k(t)$ is analytic in $t > 0$. So if we differentiate the following equation with respect to $t$,

$$Z_t(x_k(t)) = \sum_{\sigma \in \{-1,+1\}^n} \exp \left[ t \left( \sum_{j=1}^{n} \sigma_j \right)^2 + i x_k(t) \sum_{j=1}^{n} \sigma_j \right] = 0,$$

we get

$$Z''_t(x_k(t)) = x_k'(t) Z'_t(x_k(t)), \forall t > 0.$$  \hspace{1cm} (81)

By Lemma 6, we have

$$Z'_t(x_k(t)) = -2Z_t(0) \cot(x_k(t)) n/2 \prod_{j=1, j \neq k} \frac{\sin^2 x_j(t) - \sin^2 x_k(t)}{\sin^2 x_j(t)},$$  \hspace{1cm} (82)

$$Z''_t(x_k(t)) = Z'_t(0) \left\{ -2 \cos(2x_k(t)) \frac{\sin^2 x_k(t)}{\sin^2 x_k(t)} n/2 \prod_{j=1, j \neq k} \frac{\sin^2 x_j(t) - \sin^2 x_k(t)}{\sin^2 x_j(t)} + 2 \frac{\sin^2(2x_k(t))}{\sin^2 x_k(t)} \sum_{j=1, j \neq k} \frac{1}{\sin^2 x_j(t)} n/2 \prod_{l=1, l \neq j, k} \frac{\sin^2 x_l(t) - \sin^2 x_k(t)}{\sin^2 x_l(t)} \right\}. $$  \hspace{1cm} (83)

These combined with (81) complete the proof of (77). \hfill \Box

Assume that $n$ is even. Let $D \subseteq \mathbb{R}^{n/2}$ be the open set

$$D := \{ y = (y_1, y_2, \ldots, y_{n/2}) : 0 < y_1 < y_2 < \cdots < y_{n/2} < \pi/2 \}. $$  \hspace{1cm} (84)

By Lemma 8, we know $x := (x_1(t), x_2(t), \ldots, x_{n/2}(t))$ satisfies the autonomous system of ODEs

$$x' = f(x),$$  \hspace{1cm} (85)

where $f : D \to \mathbb{R}^{n/2}$, $x \mapsto (f_1(x), f_2(x), \ldots, f_{n/2}(x))$, is defined by

$$f_k(x) := 2 \cot(2x_k) - 2 \sin(2x_k) \sum_{j=1, j \neq k}^{n/2} \frac{\sin^2 x_j - \sin^2 x_k}{\sin^2 x_j}^{-1}, k \in \{1, 2, \ldots, n/2\}. $$  \hspace{1cm} (86)

It is clear that $f$ is continuously differentiable on $D$. A key observation is

$$\frac{\partial f_k}{\partial x_j}(x) = 2 \sin(2x_k) \sin(2x_j) \left[ \sin^2 x_j - \sin^2 x_k \right]^{-2} \geq 0, \forall j \neq k, \forall x \in D.$$  \hspace{1cm} (87)

Then the dynamical system (85) is a so-called cooperative system (see Chapter 3 of [26] for more information). We use the partial order on $\mathbb{R}^{n/2}$ defined by $x \leq y$ if $y - x \in \mathbb{R}_{\geq 0}^{n/2}$ where $\mathbb{R}_{\geq 0}$ is the set of nonnegative real numbers. We write $x \ll y$ if $x_k < y_k$ for each $1 \leq k \leq n/2$. By Remark 1.1 on p. 33 of [26], (84) and (87) imply that $f$ is of type $K$ in $D$; i.e., $f_k(x) \leq f_k(y)$ for any $x, y \in D$ satisfying $x \leq y$ and $x_k = y_k$. The following property about monotone dynamical systems from [26] will be very important to our proof of Theorem 2.
Proposition 3 (Proposition 1.1 on p. 32 of [26]) Let \( g \) be of type \( K \) on \( D \). Let \( y_0, z_0 \) be in \( D \) satisfying \( y_0 \ll z_0 \), and \( \phi_t(y_0) \) (respectively, \( \phi_t(z_0) \)) be the solution of
\[
y' = g(y)
\]
starting at \( y_0 \) (respectively, \( z_0 \)) at \( t = 0 \). If \( \phi_t(y_0) \) and \( \phi_t(z_0) \) are defined for some \( t > 0 \), then \( \phi_t(y_0) \ll \phi_t(z_0) \).

We use Proposition 3 to prove the following monotone results about \( x_k \).

Proposition 4 If \( n \) is even, then
\[
x_k(t_1) > x_k(t_2), \quad \forall 0 \leq t_1 < t_2, \forall k \in \{1, 2, \ldots, n/2\};
\]
If \( n \) is odd, then
\[
x_k(t_1) > x_k(t_2), \quad \forall 0 \leq t_1 < t_2, \forall k \in \{1, 2, \ldots, (n-1)/2\}.
\]

Proof We assume that \( n \) is even since the proof for the odd case is similar. Following the notation of Proposition 3, let \( \phi_t(y) \) with \( y \in D \) be the solution of (85) that starts at the point \( y \) at \( t = 0 \). The existence and uniqueness of \( \phi_t(y) \) for any fixed \( y \in D \) and small \( |t| \) follows from the Picard-Lindelöf theorem (see, e.g., Theorem 3.1 on p. 8 of [13]); if \( y = x(t_0) \) for some \( t_0 > 0 \) then Lemma 8 and (86) imply that \( \phi_t(y) \) exists (and is unique) for all \( t \geq 0 \). Let \( x_0 := (x_1(0), x_2(0), \ldots, x_{n/2}(0)) = (\pi/2, \pi/2, \ldots, \pi/2) \). Even though \( x_0 \notin D \), we may still define \( \phi_t(x_0) \) by
\[
\phi_t(x_0) := \begin{cases} x_0, & t = 0 \\ \phi_t(x(t - \epsilon)), & t > 0, \end{cases}
\]
where \( x(t - \epsilon) := (x_1(t - \epsilon), \ldots, x_{n/2}(t - \epsilon)) \) and \( \epsilon \in (0, t) \). Lemma 8 and Corollary 2 imply that
\[
\phi_{t_2}(x(t_1)) = x(t_1 + t_2), \quad \forall t_2 \geq 0, \quad \forall t_1 > 0.
\]
Thus \( \phi_t(x_0) \) is well-defined and is independent of \( \epsilon \). The definition of \( \phi_t(x_0) \) for \( t > 0 \) and the continuity of \( x_k(t) \) in \( t \geq 0 \) imply that
\[
\lim_{t \downarrow 0} \phi_t(x_0) = \lim_{t \downarrow 0} x(t) = x_0.
\]
To summarize,
\[
x_k(t) = \phi_t(x_0)_k, \quad \forall t \geq 0, \quad \forall k \in \{1, 2, \ldots, n/2\},
\]
where the subscript \( k \) in \( \phi_t(x_0)_k \) denotes the \( k \)-th component. By Corollary 2, we know
\[
\phi_t(x_0) \in D \text{ for each } t > 0.
\]
So (89) follows if we can prove
\[
\phi_t(x_0) \gg \phi_{t+\tau}(x_0), \quad \forall t \geq 0, \quad \forall \tau > 0.
\]
The last inequality is trivial if \( t = 0 \). So we only need to prove that for any fixed \( t_0 > 0 \) and \( \tau_0 > 0 \), we have
\[
\phi_{t_0}(x_0) \gg \phi_{t_0+\tau_0}(x_0).
\]
Indeed, \( \phi_0(x_0) = x_0 \gg \phi_{t_0}(x_0) \) (see (95)) and the continuity of \( \phi_t(x_0) \) in \( t \geq 0 \) imply that there exists \( \delta \in (0, t_0] \) such that

\[
\phi_{t_0 + \delta}(x_0) \ll \phi_{t_0}(x_0).
\] (98)

Applying Proposition 3, we get

\[
\phi_t(\phi_{t_0}(x_0)) \gg \phi_t(\phi_{t_0 + \delta}(x_0)), \forall t \geq 0.
\] (99)

Taking \( t = t_0 - \delta \) in the above displayed inequality, we obtain (97). This completes the proof of (96) and thus (89).

\[\square\]

We are ready to prove Theorem 2.

**Proof of Theorem 2** We again only prove the even case since the proof for the odd case is similar. By the definition of \( Z_t(x) \) in (61), we have

\[
\lim_{t \to \infty} \frac{Z_t(x)}{\exp(tn^2)} = \exp(ixn) + \exp(-ixn), x \in \mathbb{C}.
\] (100)

Note that \( \{Z_t(x)/\exp(tn^2) : t \geq 0\} \) is locally uniformly bounded on \( \mathbb{C} \), so by first applying Vitali’s convergence theorem and then Hurwitz’s theorem, we have

\[
\lim_{t \to \infty} x_k(t) = \frac{(2k - 1)\pi}{2n}, k \in \{1, 2, \ldots, n/2\}.
\] (101)

The theorem (for the even case) follows from Proposition 4 and (101).

\[\square\]
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