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Abstract

In this article, we prove uniqueness and energy balance for isentropic Euler system driven by a cylindrical Wiener process. Pathwise uniqueness result is obtained for weak solutions having Hölder regularity \(C^{\alpha}, \alpha > 1/2\) in space and satisfying one-sided Lipschitz bound on velocity. We prove Onsager’s conjecture for isentropic Euler system with stochastic forcing, that is, energy balance equation for solutions enjoying Hölder regularity \(C^{\alpha}, \alpha > 1/3\). Both the results have been obtained in a more general settings by considering regularity in Besov space.
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1. Introduction

This article deals with the uniqueness as well as the energy-balance equation for the following compressible Euler system driven by cylindrical Wiener process,

\[ d\rho + \text{div}_x \mathbf{m} dt = 0, \]  
\[ d\mathbf{m} + \text{div}_x \left( \frac{\mathbf{m} \otimes \mathbf{m}}{\rho} \right) dt + \nabla_x p(\rho) dt = \mathbb{G}(\rho, \mathbf{m}) dW_t, \]  

where \( \rho = \rho(t, x) \) and \( \mathbf{m} = \mathbf{m}(t, x) \) denote the density and momentum of a compressible fluid respectively, the barotropic pressure is \( p = p(\rho) = \kappa \rho^\gamma \) for \( \kappa > 0, \gamma > 1 \). We work in \( \mathbb{T}^d \) for space variable to avoid problems related to the presence of kinematic boundary, where \( \mathbb{T}^d \) denotes a flat torus:

\[ \mathbb{T}^d \equiv \left( [-1, 1] \right)^d; \text{ for } d = 2, 3. \]

In the above system (1.1)–(1.2) the force term is a cylindrical Wiener process \{\( W_t \)\}_{t \geq 0} on a filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\) and the diffusion coefficient \( \mathbb{G}(\rho, \mathbf{m}) \) takes values in \( L_2(\mathcal{U}; L^2(\mathbb{T}^d)) \), the space of Hilbert-Schmidt operators. In this article, we consider solutions having Besov regularity, which is defined as follows: let \( \alpha \in (0, 1), 1 \leq q \leq \infty \) and \( \mathcal{O} \subset \mathcal{O} \subset \mathbb{T}^d \) be open bounded set. Then, \( B^{a, \infty}_q(\mathcal{O}, \mathbb{R}_+ \times \mathbb{R}^d) \) is the set of all \( f = (f_1, f_2) \in L^q(\mathcal{O}, \mathbb{R}_+) \times L^q(\mathcal{O}, \mathbb{R}^d) \) functions such that \( |f|_{B^{a, \infty}_q(\mathcal{O}, \mathbb{R}_+ \times \mathbb{R}^d)} < \infty \) where

\[ |f|_{B^{a, \infty}_q(\mathcal{O}, \mathbb{R}_+ \times \mathbb{R}^d)} := \sup_{0 \neq \xi \in \mathbb{R}^d, \xi + \mathcal{O} \subset \mathbb{T}^d} |\xi|^{-\alpha} \| f(\cdot + \xi) - f(\cdot) \|_{L^q(\mathcal{O}, \mathbb{R}_+ \times \mathbb{R}^d)}. \]  

One of the main goal of this article is to obtain the pathwise uniqueness for weak solutions of (1.1)–(1.2) with \( B^{a, \infty}_q, a > 1/2 \) regularity in space satisfying the following one-sided Lipschitz condition on velocity, that is,

\[ \nabla_x \left( \frac{\mathbf{m}}{\rho} \right) : (\xi \otimes \xi) + \chi(t) |\xi|^2 \geq 0 \text{ in } \mathcal{D}'(\mathbb{T}^d) \text{ for all } \xi \in \mathbb{R}^d, \]  

where \( \rho > 0, \chi \in L^1(0, T) \) and \( \mathcal{D}' \) denotes the space of distributions. In the deterministic setting, the condition (1.4) has been introduced in [21] for isentropic Euler system in order to prove uniqueness with low regularity. We note that planar rarefaction waves for deterministic isentropic Euler system satisfies (1.4) and the mentioned Besov regularity as well. Novelty of the present work is: we do not need to assume extra regularity in time and the Besov regularity in space is required only for \( t > 0 \) which allows the initial data to be discontinuous. It is worth mentioning that strong solutions of (1.1)–(1.2) satisfy the Besov regularity as mentioned above and the condition (1.4). Hence, pathwise weak-strong uniqueness for (1.1)–(1.2) follows from our uniqueness result. Another main objective of our present work is to show the energy-balance equation for weak solutions to the system (1.1)–(1.2). This is famously known as Onsager’s conjecture for incompressible Euler system.

In the literature, there are few results known for hyperbolic systems with stochastic perturbation. Existence of weak martingale solutions has been established [4] for stochastic isentropic Euler equation with an adaptation of kinetic formulation. Ill-posedness of compressible Euler system with stochastic forcing has been proved [9] by an appropriate adaptation of convex integration to stochastic setting. In multi dimension, existence of strong solution is proved [30] for hyperbolic system of conservation laws with stochastic forcing. For isentropic Euler system in multi dimension with stochastic forcing, existence of strong solution is established in [11]. Note that strong solutions obtained in [11] are included in our setting, that is, in the class of Besov solutions with
one-sided Lipschitz condition.

For compressible Navier-Stokes equation with stochastic forcing, existences of martingale solutions and local strong solution are known due to [10] and [6] respectively. Pathwise uniqueness via relative entropy method has been established [5] for compressible Navier-Stokes equation driven by cylindrical Wiener process. We refer to [8] for study of stationary solutions compressible viscous flow driven by stochastic perturbation.

In this article, we prove the uniqueness result by a suitable adaptation of the relative energy method to stochastic setting. Note that in a typical weak-strong uniqueness proof (in deterministic setting), one uses the strong solution as a test function in the weak-formulation. Here we only assume 1/2–Besov regularity in space, this does not allow us to use it as a test function in the weak formulation. One idea could be mollifying the system and then pass to the limit. In stochastic setting we can not do a time mollification. We resolve this issue by considering the system in (ρ, u) variable instead of (ρ, m) variable (here u stands for velocity, it can be written as u = m/ρ when ρ > 0) and it is enough to mollify the system in space variable. By using commutator estimate and Grönwall’s inequality we prove the pathwise uniqueness result. In deterministic setting the proof of energy conservation is done by mollifying the system. We consider only space mollification of (ρ, m) and pass to the limit using suitable commutator estimate to show energy balance equation for (1.1)–(1.2).

At the end, we mention some of the important results in deterministic setting. For weak-strong uniqueness via relative entropy method, we refer to [15, 18] and its application to fluid mechanics to prove uniqueness and stability results [12, 23, 32]. We also mention ill-posedness results of [13, 17, 20] for existence of infinitely many solutions for isentropic Euler system. Recently, uniqueness results with Besov regularity B^α,∞, α > 1/2 and one-sided Lipschitz condition have been proved [26, 27] for complete Euler system and general hyperbolic conservation laws. Onsager’s conjecture [31] on conservation of energy has been proved for incompressible [14, 24], compressible [1, 19, 22] Euler system with solutions having regularity B^α,∞, α > 1/3. Entropy conservation is true for general system of conservation laws [2, 3].

We organize rest of the article in the following way: in section 2 we give details on cylindrical Wiener process W_t and define weak solutions for stochastic isentropic Euler system (1.1)–(1.2). We put some preliminary results in section 4. Our main result is stated in section 3. In section 5 a relative energy inequality is proved for (1.1)–(1.2). In sections 6 and 7 we prove theorems on uniqueness and energy balance respectively.

2. Settings and Definitions

We assume that a filtered probability space (Ω, ℹ, {ℱ_t}_{0≤t≤T}, P), satisfying the following assumptions:

(H-1) ℱ_0 contains all null sets A ∈ ℹ, s.t. P(A) = 0,

(H-2) ℱ_t = ⋂_{s>t} ℱ_s.

The noise, we consider in this article is similar to that of [5, 6, 7, 11]. We give a short description here, detailed discussions can be found in the mentioned references.

We consider the process is driven by a cylindrical Wiener process {W_t}_{t≥0}, on a filtered probability space (Ω, ℹ, {ℱ_t}_{t≥0}, P) satisfying (H-1) and (H-2), over a separable Hilbert space ℰH. Here
$W_t$ is defined by the formal expansion

$$ W_t := \sum_{j=1}^{\infty} e_j W_j^t, \quad (2.1) $$

where $\{e_j\}_{j \geq 1}$ is an orthonormal basis of $\mathcal{U}$ and $\{W_j^t\}_{j \geq 1}$ is a family of mutually independent real-valued Brownian motions with respect to $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$. Let $\varrho \in L^2(\mathbb{T}^N)$, $\varrho \geq 0$ and $\mathbf{m} \in L^2(\mathbb{T}^d)$, then we define our diffusion coefficient $G(\varrho, \mathbf{m}) : \mathcal{U} \to L^2(\mathbb{T}^d; \mathbb{R}^d)$

$$ G(\varrho, \mathbf{m}) e_j := G_j(\cdot, \varrho(\cdot), \mathbf{m}(\cdot)), $$

where coefficients $G_j = G_j(x, \varrho, \mathbf{m}) : \mathbb{T}^d \times [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^d$ are $C^1$- functions and there exists a non-negative real numbers sequence $\{g_j\}$ such that the following holds uniformly in $x \in \mathbb{T}^d$,

$$ G_j(\cdot, 0, 0) = 0, \quad |\partial_\varrho G_j| + |\nabla_\mathbf{m} G_j| \leq g_j \text{ and } \sum_{j \geq 1} g_j^2 < \infty. \quad (2.2) $$

Note that, when $G$ satisfies (2.2) and $\varrho, \mathbf{m}$ are $\mathcal{F}_t$- progressively measurable $L^2(\mathbb{T}^d)$- valued process such that

$$ \varrho \in L^2 \left( \Omega \times [0, T]; L^2(\mathbb{T}^d) \right) \text{ and } \mathbf{m} \in L^2 \left( \Omega \times [0, T]; L^2(\mathbb{T}^d; \mathbb{R}^d) \right), $$

then the following is a well-defined $\mathcal{F}_t$- martingale in $L^2(\mathbb{T}^d; \mathbb{R}^d)$,

$$ \int_0^t G(\varrho, \mathbf{m}) dW_s := \sum_{j \geq 1} \int_0^t G_j(\cdot, \varrho, \mathbf{m}) dW_s^j. $$

Note that, the infinite sum in (2.1) does not converge in probabilistic sense as a random variable in $\mathcal{U}$. But, we can construct an auxiliary space $\mathcal{U}_0 \supset \mathcal{U}$, where the sum converges. Define

$$ \mathcal{U}_0 := \left\{ u = \sum_{j \geq 1} u_j e_j; \quad \sum_{j \geq 1} \frac{u_j^2}{j^2} < \infty \right\}, $$

and the norm

$$ \|u\|_{\mathcal{U}_0}^2 := \sum_{j \geq 1} \frac{u_j^2}{j^2}. $$

The embedding $\mathcal{U} \hookrightarrow \mathcal{U}_0$ is Hilbert-Schmidt and trajectories of $\{W_t\}$ are $\mathbb{P}$- a.s. in $C([0, T]; \mathcal{U}_0)$.

Throughout the article, we work with the separable Hilbert space $\mathcal{U} = L^2(\mathbb{T}^d)$.

**Definition 2.1.** [pathwise weak solution] Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{0 \leq t \leq T}; \mathbb{P})$ be a filtered probability space satisfying (H-1)–(H-2) and $\{W_t\}_{t \geq 0}$ be an $\mathcal{F}_t$- valued cylindrical Wiener process. Let $\mathbb{G}$ be satisfying condition (2.2). We say, a triplet $[\varrho, \mathbf{m}, \tau]$ is a pathwise weak solution of (1.1)–(1.2) if the following holds:

1. The quantity $\tau > 0$ is an a.s. strictly positive $\mathcal{F}_t$- stopping time.

2. The density $\varrho$ is $\mathcal{F}_t$- progressively measurable. There exists $\underline{\varrho} > 0$ such that the following holds for $\mathbb{P}$- a.s.

   $$ \varrho \geq \underline{\varrho}, \quad \text{and} \quad \varrho \in C \left( [0, \tau); L^2(\mathbb{T}^d) \right) \cap L^\infty((0, \tau) \times \mathbb{T}^d). \quad (2.3) $$

3. For each $\varphi \in C^\infty_c(\mathbb{T}^d, \mathbb{R}^d)$, the map $t \mapsto \int_{\mathbb{T}^d} \mathbf{m} \cdot \varphi \, dx \in C([0, \tau])$ and the stochastic process
\[ t \mapsto \int_{\mathbb{T}^d} \mathbf{m} \cdot \varphi \, dx, \text{ is } (\mathcal{F}_t) \text{- progressively measurable, such that, } \mathbb{P}\text{-a.s.} \]
\[
\mathbf{m} \in C \left( [0, \tau); L^2(\mathbb{T}^d; \mathbb{R}^d) \right) \cap L^\infty \left( [0, \tau) \times \mathbb{T}^d; \mathbb{R}^d \right). \tag{2.4}
\]

4. For all \( \phi \in C^\infty_c(\mathbb{T}^d) \), the map \( t \mapsto \int_{\mathbb{T}^d} \phi \, dx \), is \((\mathcal{F}_t)\)-progressively measurable, such that the following equation holds for \( 0 \leq t_1 \leq t_2 < \tau \) \( \mathbb{P}\)-a.s.,
\[
\int_{\mathbb{T}^d} \rho(t_2, \cdot) \phi \, dx - \int_{\mathbb{T}^d} \rho(t_1, \cdot) \phi \, dx = \int_{t_1}^{t_2} \int_{\mathbb{T}^d} \mathbf{m}(s, \cdot) \cdot \nabla_x \phi \, dz \, ds. \tag{2.5}
\]

5. For all \( \varphi \in C^\infty_c(\mathbb{T}^d, \mathbb{R}^d) \) and the following equation holds for \( 0 \leq t_1 \leq t_2 < \tau \) \( \mathbb{P}\)-a.s.,
\[
\int_{\mathbb{T}^d} \mathbf{m}(t_2, \cdot) \cdot \varphi \, dx - \int_{\mathbb{T}^d} \mathbf{m}(t_1, \cdot) \cdot \varphi \, dx
\]
\[
= \int_{t_1}^{t_2} \left[ \left( \frac{\mathbf{m} \otimes m}{\rho} \right) : \nabla_x \varphi + p(\rho) \text{div}_x \varphi \right] \, dx \, ds + \int_{t_1}^{t_2} \left( \int_{\mathbb{T}^d} \mathbf{G}(\rho, \mathbf{m}) \cdot \varphi \, dx \right) \, dW_s. \tag{2.6}
\]

**Remark 2.2.** Note that integrability assumptions on \( \rho \) and \( \mathbf{m} \) as in (2.3), (2.4) make integral equations (2.5) and (2.6) well-defined.

**Remark 2.3.** Note that strong solution defined as in [11] are included in the set of pathwise weak solution defined as in Definition 2.1. We also remark that pathwise weak solution with sufficient regularity becomes strong solution as in [11].

**Admissible criteria:** We say a weak solution to (1.1)–(1.2) is admissible if it satisfies the following energy inequality \( \mathbb{P}\)-a.s.
\[
\int_{\mathbb{T}^d} \left[ \frac{\left| \mathbf{m}(t_2) \right|^2}{2\rho(t_2)} + P(\rho(t_2)) \right] \, dx \leq \int_{\mathbb{T}^d} \left[ \frac{\left| \mathbf{m}(t_1) \right|^2}{2\rho(t_1)} + P(\rho(t_1)) \right] \, dx
\]
\[
+ \int_{t_1}^{t_2} \frac{1}{2} \sum_{k \geq 1} \left| \mathbf{G}(\rho, \mathbf{m}(e_k)) \right|^2 \, dx \, ds + \int_{t_1}^{t_2} \int_{\mathbb{T}^d} \mathbf{G}(\rho, \mathbf{m}) \cdot \frac{\mathbf{m}}{\rho} \, dx \, dW_s, \tag{2.7}
\]
for \( 0 \leq t_1 \leq t_2 < \tau \), where \( P(\rho) \) is defined as follows
\[
P(\rho) := \rho \int_{1}^{\rho} \frac{p(z)}{z^2} \, dz. \tag{2.8}
\]

**Remark on** \( P(\rho) \): Throughout this paper we work with solutions such that the density component is uniformly away from vacuum. Note that in the system (1.2) the pressure term is assumed to have the following form \( \rho p(\rho) = \kappa \rho^\gamma \) for \( \gamma > 1 \). For away from vacuum region, \( P \) is thrice continuously differentiable. From definition of \( P \), it can be checked that
\[
\rho P'(\rho) = P(\rho) + p(\rho) \text{ and } \rho P''(\rho) = p'(\rho). \tag{2.9}
\]
Remark 2.4. By taking expectation on both side of (2.7) we get
\[
\mathbb{E} \left( \int_{\mathbb{T}^d} \left[ \frac{|m(t_2)|^2}{2\rho(t_2)} + P(\rho(t_2)) \right] \, dx \right) \leq \mathbb{E} \left( \int_{\mathbb{T}^d} \left[ \frac{|m(t_1)|^2}{2\rho(t_1)} + P(\rho(t_1)) \right] \, dx \right) + \mathbb{E} \left( \int_0^t \int_{\mathbb{T}^d} \frac{1}{2} \sum_{k \geq 1} \left| \frac{G(\rho, m)(e_k)}{\rho} \right|^2 \, dx \, ds \right),
\]
for \(0 \leq t_1 \leq t_2 < \tau\). Suppose the initial energy (at \(t_1 = 0\)) and the term generated from diffusion coefficient \(G(\rho, m)\) are finite, that is,
\[
\mathbb{E} \left( \int_{\mathbb{T}^d} \left[ \frac{|m_0|^2}{2\rho_0} + P(\rho_0) \right] \, dx \right) < \infty \quad \text{and} \quad \mathbb{E} \left( \int_0^t \int_{\mathbb{T}^d} \frac{1}{2} \sum_{k \geq 1} \left| \frac{G(\rho, m)(e_k)}{\rho} \right|^2 \, dx \, ds \right) < \infty,
\]
for \(0 \leq t < \tau\). Then,
\[
\mathbb{E} \left( \int_{\mathbb{T}^d} \left[ \frac{|m(t)|^2}{2\rho(t)} + P(\rho(t)) \right] \, dx \right) < \infty \quad \text{for} \ 0 \leq t < \tau.
\]

3. Main results

Now we are ready to state main results of the article.

Theorem 3.1 (Pathwise uniqueness). Let \([\rho, m, \tau], [r, n, \tau]\) be two pathwise weak solutions of (1.1)–(1.2) as in Definition 2.1. Suppose \([\rho, m, \tau]\) additionally satisfies the energy inequality (2.7). Let \([r, n, \tau]\) be satisfying the following conditions:

1. \(\alpha\)-regularity: \((r, n) \in L^2(\delta, T; B^\alpha_2(\mathbb{T}^d, \mathbb{R}_+ \times \mathbb{R}^d))\) for all \(\delta > 0\) with \(\alpha > 1/2\) and \(q \geq 2\) holds \(\mathbb{P}\)-a.s.

2. One-sided Lipschitz condition for velocity: there exists a function \(\chi \in L^1(0, T)\) for \(T > 0\) such that the following holds for \(\mathbb{P}\)-a.s.
\[
\int_{\mathbb{T}^d} -\frac{n \cdot \xi}{r} \cdot \nabla_x \varphi + \chi(t) |\xi|^2 \varphi \, dx \geq 0,
\]
for \(\xi \in \mathbb{R}^d\), \(0 \leq t < \tau \land T\) and \(0 \leq \varphi \in C^\infty_c(\mathbb{T}^d)\).

Then the following holds \(\mathbb{P}\)-a.s.,
\[
\rho = r, \ m = n \quad \text{for a.e.} \ \ (t, x) \in [0, \tau \land T] \times \mathbb{T}^d.
\]

Theorem 3.2 (Energy balance). Let \([\rho, m, \tau]\) be a pathwise weak solution of (1.1)–(1.2) according to Definition 2.1. Assume that \((\rho, m) \in L^3([0, \tau); B^3_3(\mathbb{T}^d, \mathbb{R}_+ \times \mathbb{R}^d))\) for \(\mathbb{P}\)-a.s. and \(\alpha > 1/3\). Then, the following holds \(\mathbb{P}\)-a.s.,
\[
\int_0^\tau \partial_\eta \int_{\mathbb{T}^d} \left( \frac{|m|^2}{2\rho} + P(\rho) \right) \, \varphi \, dx \, ds + \int_0^\tau \int_{\mathbb{T}^d} \left( m \left( \frac{|m|^2}{2\rho^2} + P'(\rho) \right) \right) \cdot \nabla_x \varphi \, dx \, ds
\]
\[
+ \int_0^\tau \int_{\mathbb{T}^d} \frac{1}{2} \sum_{k \geq 1} \left| \frac{G(\rho, m)(e_k)}{\rho} \right|^2 \, dx \, ds + \int_0^\tau \int_{\mathbb{T}^d} G(\rho, m) \cdot m \, \varphi \, dx \, dW_s = 0,
\]
for all \(\in C^\infty_c(\mathbb{R}_+)\) and \(\varphi \in C^\infty_c(\mathbb{T}^d)\).
4. Preliminaries

We first state a technical lemma which is used in proofs of main results.

Lemma 4.1. Let \( q \geq 2 \). Let \( Y_t \) be a stochastic process on \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\) such that

\[
Y_t \in L^\infty(0, T; L^q(\mathbb{T}^d)), \quad \text{and} \quad \mathbb{E} \left[ \sup_{t \in [0, T]} \|Y_t\|_{L^q}^{2\lambda} \right] < \infty \quad \text{for} \quad 1 \leq \lambda < \infty. \tag{4.1}
\]

Let \( D_s \) be progressively measurable with \( D_s \in L^2(\Omega; L^2(0, T; L^2(\mathcal{U}; L^{q+1}(\mathbb{T}^d)))) \) and

\[
\mathbb{E} \left( \sum_{k \geq 1} \int_0^T \|D_s(e_k)\|_{L^{q+1}(\mathbb{T}^d)}^2 \, ds \right)^\lambda < \infty \quad \text{for} \quad 1 \leq \lambda < \infty. \tag{4.2}
\]

Let \( \{\zeta_t\} \) be the standard mollifiers sequence in space variable and we denote \( h^\epsilon = h \ast \zeta_\epsilon \). Then we have the following up to a subsequence,

\[
\int_0^T \left( \int_{\mathbb{T}^d} Y_s^\epsilon D_s^\epsilon \, dx \right) \, dW_s \to \int_0^T \left( \int_{\mathbb{T}^d} Y_s D_s \, dx \right) \, dW_s \quad \text{as} \quad \epsilon \to 0 \quad \text{in} \quad \mathbb{P} - \text{a.s.} \tag{4.3}
\]

We note that proof of Lemma 4.1 follows from a standard application of Bürkholder-Davis-Gundy inequality [7, 25]. For the sake of completeness we give a proof in Appendix.

Lemma 4.2. Let \( X_t, Y_t \) be a stochastic process on \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\) such that

\[
X_t \in L^\infty(0, T; L^p(\mathbb{T}^d, \mathbb{R}^N)), \quad \text{and} \quad \mathbb{E} \left[ \sup_{t \in [0, T]} \|X_t\|_{L^p}^{2\lambda} \right] < \infty \quad \text{for} \quad 1 \leq \lambda < \infty, \tag{4.4}
\]

\[
Y_t \in L^\infty(0, T; L^q(\mathbb{T}^d, \mathbb{R}^N)), \quad \text{and} \quad \mathbb{E} \left[ \sup_{t \in [0, T]} \|Y_t\|_{L^q}^{2\lambda} \right] < \infty \quad \text{for} \quad 1 \leq \lambda < \infty, \tag{4.5}
\]

such that \( 1 \leq p, q \leq \infty \) satisfying \( p^{-1} + q^{-1} = 1 \). Let \( \{\zeta_{\epsilon, t}\}_{\epsilon > 0} \) be a standard mollifiers sequence in space variable and we denote \( h^\epsilon = h \ast \zeta_\epsilon \). Then we have the following up to a subsequence,

\[
\int_0^T \int_{\mathbb{T}^d} X_s^\epsilon \cdot Y_s \, dx \, ds \to \int_0^T \int_{\mathbb{T}^d} X_s \cdot Y_s \, dx \, ds \quad \text{as} \quad \epsilon \to 0 \quad \text{in} \quad \mathbb{P} - \text{a.s.} \tag{4.6}
\]

We omit the proof of Lemma 4.2 and it follows from standard properties of \( L^p \) functions.

Next we state two commutator estimate lemmas: one is useful for proving energy balance equation and other one is helpful in the context of pathwise uniqueness.

Lemma 4.3 (Commutator estimate I, [14, 22, 28]). Let \( N, M \in \mathbb{N} \) and \( \mathcal{O}, \mathcal{O}_1 \subset \mathbb{R}^d \) be two open bounded sets satisfying \( \mathcal{O} \subset \mathcal{O}_1 \). Let \( g, h \in B^{2,\infty}_3(\mathcal{O}, \mathbb{R}^M) \) and \( h \in B^{2,\infty}_3(\mathcal{O}_1, \mathbb{R}^M) \) for \( \alpha, \beta \in (0, 1) \). Let \( \mathcal{F} : \mathcal{U} \to \mathbb{R}^{N \times M} \) be a \( C^2 \) function where \( \mathcal{U} \) is the smallest open convex set containing closure of range of \( g \). Then we have

\[
\| (\mathcal{F}(g_\epsilon) - \mathcal{F}(g))_{\epsilon} : \nabla_x h_\epsilon \|_{L^1(\mathcal{O})} \leq C_0 \| g \|_{B^{2,\infty}_3(\mathcal{O}_1)} \| h \|_{B^{2,\infty}_3(\mathcal{O})} \epsilon^{2\alpha+\beta-1}, \tag{4.7}
\]

where \( C_0 \) depends on \( \sup\{ |\nabla^2_u \mathcal{F}| : u \in \mathcal{U} \} \) and domain \( \mathcal{O} \).

We omit the proof of Lemma 4.3. It can be found in [22, 28].
Lemma 4.4 (Commutator estimate II, [21]). Let \( N, M \in \mathbb{N} \) and \( \mathcal{V}, \mathcal{V}_1 \subset \mathbb{R}^d \) be open sets such that \( \mathcal{V} \subset \mathcal{V}_1 \). Let \( \mathcal{V} \in B^{0,\infty}_q(\mathcal{V}_1, \mathcal{R}^M) \) for some \( \alpha \in (0, 1) \) and \( q \geq 2 \). Let \( \mathcal{W} \) be an open convex set such that \( \text{Image}(\mathcal{V}) \subset \mathcal{W} \). Let \( Q : \mathcal{W} \rightarrow \mathbb{R}^{N \times M} \) be a \( C^2 \) function. Then we have
\[
\| \nabla_x (Q(\vartheta_x) - Q(\vartheta)_x) \|_{L^{q/2}(\mathcal{V})} \leq C_0 |\vartheta|^2_{L^{q,\infty}(\mathcal{V})} \epsilon^{2\alpha-1},
\]
where \( C_0 \) depends on \( \sup \{ |\nabla^2_x Q|; u \in \mathcal{W} \} \) and domain \( \mathcal{V} \).

5. Relative energy inequality

In this section we prove a technical lemma for proving uniqueness result and it also sets a ground to prove energy balance as well. In order to prove both the theorems we mollify solutions only in space variable we use the following form of relative energy for the system (1.1)--(1.2),
\[
\mathcal{E}(\rho, m|r, n) := \int_{\mathcal{T}^d} \left( \frac{\rho}{2} \left| \frac{m}{\rho} - \frac{n}{r} \right|^2 + P(\rho) - (\rho - r)P'(r) - P(r) \right) dx.
\] (5.1)

Note that it measures the distance between two weak solutions. If \((\rho, m)\) is a weak solution satisfying admissible criteria and \((r, n)\) is a process having regularity in space then we can have a estimate for \(\mathcal{E}(\rho, m|r, n)(t_2) - \mathcal{E}(\rho, m|r, n)(t_1)\) for two different time \(0 \leq t_1 \leq t_2 < \tau\). More precisely, we prove the following result:

Proposition 5.1 (Relative energy inequality). Let \([\rho, m, \tau]\) be a pathwise weak solution satisfying energy inequality (2.7). Let \( r, n \) be two stochastic processes on \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\) determined by
\[
\begin{align*}
\text{dr} &= F_s ds + A_s dW_s, \quad (5.2) \\
\text{dn} &= G_s ds + B_s dW_s, \quad (5.3)
\end{align*}
\]
where \(F_s, G_s, A_s, B_s\) are progressively measurable such that the following holds for all \(1 \leq q < \infty\),
\[
\begin{align*}
F_s &\in L^q(\Omega; L^q(0, T; C^1(\mathbb{T}^d))), & A_s &\in L^2(\Omega; L^2(0, T; L_2(U; L^2(\mathbb{T}^d)))), \\
G_s &\in L^q(\Omega; L^q(0, T; C^1(\mathbb{T}^d, \mathbb{R}^d))), & B_s &\in L^2(\Omega; L^2(0, T; L_2(U; L^2(\mathbb{T}^d, \mathbb{R}^d)))).
\end{align*}
\] (5.4)

We assume that
\[
\begin{align*}
\mathbb{E} \left[ \int_0^T \sum_{k \geq 1} |A_s(e_k)|^q dx ds \right] &< \infty, & \mathbb{E} \left[ \int_0^T \sum_{k \geq 1} |B_s(e_k)|^q dx ds \right] &< \infty.
\end{align*}
\] (5.5)

We assume that
\[
\begin{align*}
\mathbb{E} \left( \sup_{0 \leq t \leq T} \| r \|_{C^1(\mathbb{T}^d)}^q \right) &+ \mathbb{E} \left( \sup_{0 \leq t \leq T} \| n \|_{C^1(\mathbb{T}^d, \mathbb{R}^d)}^q \right) &\leq c(q),
\end{align*}
\] (5.6)
for some constant \(c(q)\) depending on \(q\) for all \(1 \leq q < \infty\). Then for \(0 \leq t_1 \leq t_2 < \tau\), we have
\[
\mathcal{E}(\rho, m|r, n)(t_2) \leq \mathcal{E}(\rho, m|r, n)(t_1) + \int_{t_1}^{t_2} M_{\text{rem}} dW_s + \int_{t_1}^{t_2} \mathcal{R}(\rho, m|r, n)(s) ds,
\] (5.7)
where $\mathcal{R}(\rho, m|r, n)(s)$ is defined as
\[
\mathcal{R}(\rho, m|r, n)(s) := \int_{T^d} \left( (r - \rho)P''(r) + \frac{m \cdot n}{r^2} - \frac{\rho}{r^3} |n|^2 \right) F_s + \frac{\rho}{r} \left( \frac{n}{r} - \frac{m}{\rho} \right) \cdot G_s \, dx \\
+ \int_{T^d} \frac{1}{2} \left( P''(r) + P''(r - \rho) \right) \sum_{k=1}^{\infty} |A_s(e_k)|^2 \, dx \\
+ \int_{T^d} \left( \sum_{k=1}^{\infty} |A_s(e_k)|^2 \left( \frac{3 \rho |n|^2}{2r^4} - \frac{m \cdot n}{r^3} \right) - \sum_{k \geq 1} A_s(e_k)B_s(e_k) \cdot \left( \frac{2 \rho n}{r^3} - \frac{m}{r^2} \right) \right) \, dx \\
+ \int_{T^d} \sum_{k \geq 1} \left( \frac{n \cdot G(\rho, m)(e_k)}{r^2} A_s(e_k) + \frac{\rho}{2} \left| \frac{B_s(e_k)}{r} - \frac{G(\rho, m)(e_k)}{\rho} \right|^2 \right) \, dx \\
+ \int_{T^d} \left( m \otimes \left( \frac{n}{r} - \frac{m}{\rho} \right) : \nabla_x \frac{n}{r} - p(\rho) \text{div}_x \frac{n}{r} - m \cdot \nabla_x P'(r) \right) \, dx, \tag{5.8}
\]
and the process $M_{rem}$ is defined as
\[
M_{rem} := \int_{T^d} \left( \frac{n}{r^2} A_s - \frac{B_s}{r} \right) \cdot m + G(\rho, m) \cdot \left( \frac{m}{\rho} - \frac{n}{r} \right) - \frac{\rho}{r^3} |A_s| - \frac{\rho}{r^2} \cdot B_s \cdot n \, dx \\
+ \int_{T^d} (r - \rho)P''(r) A_s \, dx. \tag{5.9}
\]

Though we consider the general case for $r$ with $A_s$ (possibly $\neq 0$), in the proof of Theorem 3.1 we use Proposition 5.1 for a weak solution $(r, n)$, in that situation $A_s = 0$. An analogous version of Proposition 5.1 is true for stochastic Navier-Stokes equation (see [5]).

**Proof of Proposition 5.1.** From definition of relative entropy we get
\[
\mathcal{E}(\rho, m|r, n) = \int_{T^d} \left( \frac{|m|^2}{2 \rho} - \frac{m \cdot n}{r} + \frac{\rho |n|^2}{2r^2} + P(\rho) - qP'(r) + P'(r)r - P(r) \right) \, dx. \tag{5.10}
\]

We divide the proof into the following steps.

Step-1 Since $\rho, m$ do not have enough regularity to make a pointwise sense of the system (1.1)–(1.2), we mollify the system for $(\rho, m)$ in the space variable and get the following
\[
d\rho^\epsilon = -\text{div}_x m^\epsilon \, ds, \tag{5.11}
\]
\[
dm^\epsilon = \left[ -\text{div}_x \left( \frac{m \otimes m}{\rho} \right)^\epsilon - \nabla_x p(\rho)^\epsilon \right] \, ds + G(\rho, m)^\epsilon dW_s. \tag{5.12}
\]

Step-2 Note that $r \geq R > 0$. We apply Itô’s formula [29] on the process $r$ for the function $r \mapsto 1/r$ to obtain
\[
d \left( \frac{1}{r} \right) = \left[ -\frac{1}{r^2} F_s + \frac{1}{r^3} \sum_{k \geq 1} |A_s(e_k)|^2 \right] \, ds - \frac{1}{r^2} A_s \, dW_s. \tag{5.13}
\]
By using product rule for processes $n$ and $1/r$ we get

$$d\left(\frac{n}{r}\right) = \left[ -\frac{1}{r^2} F_s + \frac{1}{r^3} \sum_{k \geq 1} |A_s(e_k)|^2 \right] nds + \frac{G_s}{r} ds$$

$$- \frac{1}{r^2} \sum_{k \geq 1} A_s(e_k) B_s(e_k) ds + \left[ -\frac{n}{r^2} A_s + \frac{B_s}{r} \right] dW_s. \quad (5.14)$$

Step-3 Again by using product rule for processes $m^\epsilon$ and $n/r$ we have

$$d\left(\frac{m^\epsilon \cdot n}{r}\right) = \left[ -\frac{1}{r^2} F_s + \frac{1}{r^3} \sum_{k \geq 1} |A_s(e_k)|^2 \right] m^\epsilon \cdot nds + \frac{G_s \cdot m^\epsilon}{r} ds$$

$$- \frac{1}{r^2} \sum_{k \geq 1} A_s(e_k) B_s(e_k) \cdot m^\epsilon ds + \left[ -\text{div}_x \left( \frac{m \otimes m}{\theta} \right)^\epsilon - \nabla_s p(\theta)^\epsilon \right] \cdot \frac{n}{r} ds$$

$$+ \sum_{k \geq 1} \left[ -\frac{n}{r^2} A_s(e_k) + \frac{B_s(e_k)}{r} \right] \cdot G(\theta, m)^\epsilon(e_k) ds$$

$$+ \left[ -\frac{n}{r^2} A_s + \frac{B_s}{r} \right] \cdot m^\epsilon + G(\theta, m)^\epsilon \cdot \frac{n}{r} dW_s. \quad (5.15)$$

Step-4 Then, applying Itô’s formula for the function $u \mapsto \frac{|u|^2}{2}$ with respect to $\frac{n}{r}$, we get

$$d\left(\frac{|n|^2}{2r^2}\right) = \left[ -\frac{1}{r^2} F_s + \frac{1}{r^3} \sum_{k \geq 1} |A_s(e_k)|^2 \right] \frac{|n|^2}{r} ds + \frac{G_s \cdot n}{r^2} ds - \frac{1}{r^2} \sum_{k \geq 1} A_s(e_k) B_s(e_k) \cdot \frac{n}{r} ds$$

$$+ \frac{1}{2} \sum_{k \geq 1} \left[ \frac{|n|^2}{r^4} |A_s(e_k)|^2 - 2A_s(e_k) \frac{B_s(e_k) \cdot n}{r^3} + \frac{|B_s(e_k)|^2}{r^2} \right] ds$$

$$+ \left[ -\frac{|n|^2}{r^3} A_s + \frac{B_s \cdot n}{r^2} \right] dW_s.$$

Now we use the product rule for $\theta^\epsilon$ and $\frac{|n|^2}{2r}$ to obtain

$$d\left(\frac{\theta^\epsilon |n|^2}{2r^2}\right) = \left[ -\frac{1}{r^2} F_s + \frac{1}{r^3} \sum_{k \geq 1} |A_s(e_k)|^2 \right] \frac{\theta^\epsilon |n|^2}{r} ds - \frac{\theta^\epsilon r^2}{r^2} \sum_{k \geq 1} A_s(e_k) B_s(e_k) \cdot \frac{n}{r} ds$$

$$+ \theta^\epsilon G_s \cdot n ds + \frac{1}{2} \sum_{k \geq 1} \left[ \frac{|n|^2}{r^4} |A_s(e_k)|^2 - 2A_s(e_k) \frac{B_s(e_k) \cdot n}{r^3} + \frac{|B_s(e_k)|^2}{r^2} \right] \theta^\epsilon ds$$

$$- \text{div}_x m \frac{|n|^2}{2r^2} ds + \left[ -\theta^\epsilon \frac{|n|^2}{r^3} A_s + \theta^\epsilon \frac{B_s \cdot n}{r^2} \right] dW_s. \quad (5.16)$$

Step-5 Again we apply Itô’s formula for functions $r \mapsto P'(r)$ and $r \mapsto rP'(r) - P(r)$ respectively to
obtain,
\[
dP'(r) = P''(r)F_s ds + \frac{1}{2}P'''(r) \sum_{k=1}^{\infty} |A_s(e_k)|^2 ds + P''(r)A_s dW_s,
\]
(5.17)
\[
d(rP'(r) - P(r)) = rP''(r)F_s ds + \frac{1}{2}(P''(r) + rP'''(r)) \sum_{k=1}^{\infty} |A_s(e_k)|^2 ds + rP''(r)A_s dW_s.
\]
(5.18)
Therefore, by using the product rule for $\varrho^\epsilon$ and $P'(r)$ we get
\[
d(\varrho^\epsilon P'(r)) = \varrho^\epsilon P''(r)F_s ds + \frac{1}{2}P'''(r)\varrho^\epsilon \sum_{k=1}^{\infty} |A_s(e_k)|^2 ds
\]
\[\quad - \text{div}_x m^\epsilon P'(r) ds + \varrho^\epsilon P''(r)A_s dW_s.
\]
(5.19)
Step-6 Clubbing (5.15), (5.16), (5.18) and (5.19) we obtain
\[
d \left( -\frac{m^\epsilon \cdot n}{r} + \frac{\varrho^\epsilon |n|^2}{2r^2} - P'(r)\varrho^\epsilon + P'(r)r - P(r) \right)
\]
\[= (\mathcal{T}_1^\epsilon + \mathcal{T}_2^\epsilon + \mathcal{T}_3^\epsilon + \mathcal{T}_4^\epsilon) ds + \mathcal{S}_{rem}^\epsilon dW_s,
\]
where $\mathcal{T}_j^\epsilon$, $j = 1, 2, 3, 4$ and $\mathcal{S}_{rem}^\epsilon$ are defined as
\[
\mathcal{T}_1^\epsilon := \left( (r - \varrho^\epsilon)P''(r) + \frac{m^\epsilon \cdot n}{r^2} - \frac{\varrho^\epsilon |n|^2}{r^3} \right) F_s + \frac{G_s \cdot (\varrho^\epsilon n - rm^\epsilon)}{r^2},
\]
(5.21)
\[
\mathcal{T}_2^\epsilon := \frac{1}{2}(P''(r) + P'''(r)(r - \varrho^\epsilon)) \sum_{k=1}^{\infty} |A_s(e_k)|^2
\]
\[+ \sum_{k=1}^{\infty} |A_s(e_k)|^2 \left( \frac{3\varrho^\epsilon |n|^2}{2r^4} - \frac{m^\epsilon \cdot n}{r^3} \right) - \sum_{k \geq 1} A_s(e_k)B_s(e_k) \cdot \left( \frac{2\varrho^\epsilon n}{r^3} - \frac{m^\epsilon}{r^2} \right),
\]
(5.22)
\[
\mathcal{T}_3^\epsilon := \sum_{k \geq 1} \left( \frac{\left( \frac{n}{r^2} A_s(e_k) - \frac{B_s(e_k)}{r} \right) \cdot G(\varrho, m)^\epsilon(e_k)}{\varrho} + \frac{1}{2} \frac{\varrho^\epsilon |B_s(e_k)|^2}{r^2} \right),
\]
(5.23)
\[
\mathcal{T}_4^\epsilon := -\text{div}_x m^\epsilon \frac{|n|^2}{2r^2} + \left( \text{div}_x \left( \frac{m \otimes m}{\varrho} \right)^\epsilon \right) + \nabla_x p(\varrho^\epsilon) \cdot \frac{n}{r} + \text{div}_x m^\epsilon P'(r),
\]
(5.24)
\[
\mathcal{S}_{rem}^\epsilon := \left( \frac{n}{r^2 A_s - \frac{B_s}{r}} \right) \cdot m^\epsilon - \nabla(\varrho, m)^\epsilon \cdot \frac{n}{r} - \varrho^\epsilon \frac{|n|^2}{r^3} A_s + \varrho^\epsilon B_s \cdot \frac{n}{r^2} + (r - \varrho^\epsilon)P''(r)A_s.
\]
(5.25)
Step-7 Now we integrate both side of (5.20) over $\mathbb{T}^d$ and by using stochastic Fubini’s theorem (see [16, chapter 4]) to obtain,
\[
d \left( \int_{\mathbb{T}^d} \left( -\frac{m^\epsilon \cdot n}{r} + \frac{\varrho^\epsilon |n|^2}{2r^2} - P'(r)\varrho^\epsilon + P'(r)r - P(r) \right) dx \right)
\]
\[= (\mathcal{R}_1^\epsilon + \mathcal{R}_2^\epsilon + \mathcal{R}_3^\epsilon + \mathcal{R}_4^\epsilon) ds + M_{rem}^\epsilon dW_s,
\]
(5.26)
where $\mathcal{R}_j^\varepsilon$ for $j = 1, 2, 3, 4$, and $M_{\text{rem}}^\varepsilon$ are defined as follows,
\begin{equation}
\mathcal{R}_j^\varepsilon := \int_{\mathbb{T}^d} T_j^\varepsilon \, dx \quad \text{for } j = 1, 2, 3, 4, \quad \text{and } M_{\text{rem}}^\varepsilon := \int_{\mathbb{T}^d} S_{\text{rem}}^\varepsilon \, dx.
\end{equation}
Using integration by parts we have
\begin{align}
\mathcal{R}_4^\varepsilon &= \int_{\mathbb{T}^d} \left( - \text{div}_x m^\varepsilon \frac{|n|^2}{2r^2} + \left[ \text{div}_x \left( \frac{m \otimes m}{\varrho} \right)^\varepsilon + \nabla_x p(\varrho)^\varepsilon \right] \cdot \frac{n}{r} + \text{div}_x m^\varepsilon P'(r) \right) \, dx \\
&= \int_{\mathbb{T}^d} \left( \left( m^\varepsilon \otimes \frac{n}{r} - \left( \frac{m \otimes m}{\varrho} \right)^\varepsilon \right) : \nabla_x \frac{n}{r} - p(\varrho)^\varepsilon \text{div}_x \frac{n}{r} - m^\varepsilon \cdot \nabla_x P'(r) \right) \, dx.
\end{align}

Step-8 By using Lemma 4.2 we obtain the following limits a.s. in $\mathbb{P}$ as $\epsilon \to 0$,
\begin{align}
\mathcal{R}_1^\varepsilon &\to \int_{\mathbb{T}^d} \left( (r - \varrho) P''(r) + \frac{m \cdot n}{r^2} - \frac{\varrho |n|^2}{r^3} \right) F_s + \frac{\varrho G_s}{r} \cdot \left( \frac{n}{r} - \frac{m}{\varrho} \right), \\
\mathcal{R}_2^\varepsilon &\to \int_{\mathbb{T}^d} \frac{1}{2} (P''(r) + P'''(r)(r - \varrho)) \sum_{k=1}^\infty |A_s(e_k)|^2 \, dx \\
&+ \int_{\mathbb{T}^d} \left( \sum_{k=1}^\infty |A_s(e_k)|^2 \left( \frac{3 \varrho |n|^2}{2r^4} - \frac{m \cdot n}{r^3} \right) - \sum_{k \geq 1} A_s(e_k) B_s(e_k) \cdot \left( \frac{2 \varrho n}{r^3} - \frac{m}{r^2} \right) \right) \, dx, \\
\mathcal{R}_3^\varepsilon &\to \int_{\mathbb{T}^d} \sum_{k \geq 1} \left[ \frac{n}{r^2} A_s(e_k) - \frac{B_s(e_k)}{r} \right] \cdot \mathbb{G}(\varrho, m)(e_k) + \frac{1}{2} \frac{\varrho |B_s(e_k)|^2}{r^2} \, dx, \\
\mathcal{R}_4^\varepsilon &\to \int_{\mathbb{T}^d} \left( m \otimes \left( \frac{n}{r} - \frac{m}{\varrho} \right) : \nabla_x \frac{n}{r} - p(\varrho) \text{div}_x \frac{n}{r} - m \cdot \nabla_x P'(r) \right) \, dx.
\end{align}
Next we invoke Lemma 4.1 to get the following $\mathbb{P}$-a.s. as $\epsilon \to 0$,
\begin{equation}
M_{\text{rem}}^\varepsilon \to \int_{\mathbb{T}^d} \left( \frac{\varrho n}{r^2} \cdot \left( \frac{m}{\varrho} - \frac{n}{r} \right) A_s + (r - \varrho) P''(r) A_s - \frac{\varrho}{r} \left( \frac{m}{\varrho} - \frac{n}{r} \right) \cdot B_s - \frac{n}{r} \cdot \mathbb{G}(\varrho, m) \right) \, dx.
\end{equation}

By using Lemma 4.2 we also get
\begin{align}
\int_{\mathbb{T}^d} \left( - \frac{m \cdot n}{r} + \frac{\varrho |n|^2}{2r^2} - P'(r) \varrho + P'(r) r - P(r) \right) \, dx \\
&\to \int_{\mathbb{T}^d} \left( - \frac{m \cdot n}{r} + \frac{\varrho |n|^2}{2r^2} - P'(r) \varrho + P'(r) r - P(r) \right) \, dx \quad \text{as } \epsilon \to 0, \mathbb{P} - \text{a.s.}
\end{align}

Now clubbing (5.29)–(5.34) and (5.26) with (2.7) we conclude Proposition 5.1.

6. Proof of pathwise uniqueness

Now we are ready to prove the pathwise uniqueness for weak solution to the stochastic isentropic Euler system. We use relative energy inequality as derived in Proposition 5.1 and commutator estimate lemma.
Proof of Theorem 3.1: We prove the theorem by using relative entropy inequality derived as in Proposition 5.1. For that we need processes \( r \) and \( n \) to be at least \( C^1 \) in space variable. Since \((r, n)\) satisfies (1.1)–(1.2) in weak sense, we can not use Proposition 5.1 directly for \((r, n)\), instead, we use a space-mollified version of \( r \), \( n \). Now mollifying the system (1.1)–(1.2) in space variable for \((r, n)\) we get

\[
dr^\varepsilon = - \text{div}_x n^\varepsilon \, ds, \tag{6.1}
\]

\[
dn^\varepsilon = \left( - \text{div}_x n^\varepsilon \frac{n^\varepsilon}{r^\varepsilon} - n^\varepsilon \cdot \nabla_x \frac{n^\varepsilon}{r^\varepsilon} - p'(r^\varepsilon) \nabla_x r^\varepsilon + \mathcal{K}^\varepsilon_1 + \mathcal{K}^\varepsilon_2 \right) \, ds + G(r, n)^\varepsilon \, dW_s, \tag{6.2}
\]

where \( \mathcal{K}_1^\varepsilon \) and \( \mathcal{K}_2^\varepsilon \) are defined as

\[
\mathcal{K}^\varepsilon_1 := \text{div}_x \left( \frac{n^\varepsilon \otimes n^\varepsilon}{r^\varepsilon} \right) - \text{div}_x \left( \frac{n \otimes n}{r} \right)^\varepsilon, \tag{6.3}
\]

\[
\mathcal{K}^\varepsilon_2 := \nabla_x p(r^\varepsilon) - \nabla_x p(r)^\varepsilon. \tag{6.4}
\]

We apply Proposition 5.1 with \( r = r^\varepsilon, n = n^\varepsilon \) and

\[
F_s = - \text{div}_x n^\varepsilon,
\]

\[
A_s = 0,
\]

\[
G_s = - \text{div}_x n^\varepsilon \frac{n^\varepsilon}{r^\varepsilon} - n^\varepsilon \cdot \nabla_x \frac{n^\varepsilon}{r^\varepsilon} - p'(r^\varepsilon) \nabla_x r^\varepsilon + \mathcal{K}_1^\varepsilon + \mathcal{K}_2^\varepsilon,
\]

\[
B_s = G(r, n)^\varepsilon.
\]

Then we get

\[
\mathcal{E}(\rho, m| r^\varepsilon, n^\varepsilon)(t_2) \leq \mathcal{E}(\rho, m| r^\varepsilon, n^\varepsilon)(t_1) + \int_{t_1}^{t_2} M^\varepsilon_{\text{rem}} \, dW_s + \int_{t_1}^{t_2} \mathcal{R}(\rho, m| r^\varepsilon, n^\varepsilon)(s) \, ds, \tag{6.5}
\]

where \( \mathcal{R}(\rho, m| r^\varepsilon, n^\varepsilon), M^\varepsilon_{\text{rem}} \) are defined as

\[
\mathcal{R}(\rho, m| r^\varepsilon, n^\varepsilon) := - \int_{\mathbb{T}^d} \left( (r^\varepsilon - \rho) P'(r^\varepsilon) + \frac{m \cdot n^\varepsilon}{(r^\varepsilon)^2 - \rho} - \frac{\rho |n^\varepsilon|^2}{(r^\varepsilon)^3} + \frac{n^\varepsilon \cdot (\rho n^\varepsilon - r^\varepsilon m)}{(r^\varepsilon)^3} \right) \text{div}_x n^\varepsilon \, dx
\]

\[
- \int_{\mathbb{T}^d} \left( \frac{\rho}{r^\varepsilon} \nabla_x \left( \frac{n^\varepsilon}{r^\varepsilon} \frac{n^\varepsilon - m}{\rho} \right) + p'(r^\varepsilon) \frac{\rho}{r^\varepsilon} \nabla_x r^\varepsilon \cdot \left( \frac{n^\varepsilon}{r^\varepsilon} - \frac{m}{\rho} \right) \right) \, dx
\]

\[
+ \int_{\mathbb{T}^d} \left( \frac{\rho}{r^\varepsilon} \left( \frac{n^\varepsilon}{r^\varepsilon} - \frac{m}{\rho} \right) \cdot \nabla_x \frac{n^\varepsilon}{r^\varepsilon} - p(\rho) \text{div}_x \frac{n^\varepsilon}{r^\varepsilon} - m \cdot \nabla_x P'(r^\varepsilon) \right) \, dx \tag{6.6}
\]

and

\[
M^\varepsilon_{\text{rem}} := - \int_{\mathbb{T}^d} \rho \left( \frac{G(r, n)^\varepsilon}{r^\varepsilon} - \frac{G(\rho, m)}{\rho} \right) \cdot \left( \frac{m}{\rho} - \frac{n^\varepsilon}{r^\varepsilon} \right) \, dx. \tag{6.7}
\]
By using \( P''(r^\epsilon) = p'(r^\epsilon)/r^\epsilon \), we further simplify
\[
\mathcal{R}(\varrho, \mathbf{m}|r^\epsilon, \mathbf{n}^\epsilon) = \int_{\mathbb{T}^d} \left( -p'(r^\epsilon) \text{div}_x \mathbf{n}^\epsilon + \sum_{k \geq 1} \frac{\varrho}{2} \left| \frac{\mathbf{G}(r, \mathbf{n}^\epsilon)(e_k)}{r^\epsilon} - \frac{\mathbf{G}(\varrho, \mathbf{m})(e_k)}{\varrho} \right|^2 \right) \, dx
\]
\[-\int_{\mathbb{T}^d} \left( \varrho \left( \frac{\mathbf{n}^\epsilon}{r^\epsilon} - \frac{\mathbf{m}}{\varrho} \right) \otimes \left( \frac{\mathbf{n}^\epsilon}{r^\epsilon} - \frac{\mathbf{m}}{\varrho} \right) : \nabla_x \frac{\mathbf{n}^\epsilon}{r^\epsilon} + (p(\varrho) - \varrho p'(r^\epsilon)) \text{div}_x \frac{\mathbf{n}^\epsilon}{r^\epsilon} \right) \, dx
\]
\[+ \int_{\mathbb{T}^d} \frac{\varrho}{r^\epsilon} \left( \frac{\mathbf{n}^\epsilon}{r^\epsilon} - \frac{\mathbf{m}}{\varrho} \right) \cdot \left( \mathbf{K}_1 + \mathbf{K}_2^\epsilon \right) \, dx. \quad (6.8)\]

Applying integration by parts twice we obtain the following
\[
\int_{\mathbb{T}^d} (r^\epsilon p'(r^\epsilon) - p(r^\epsilon)) \text{div}_x \frac{\mathbf{n}^\epsilon}{r^\epsilon} \, dx = -\int_{\mathbb{T}^d} \frac{\mathbf{n}^\epsilon}{r^\epsilon} \cdot \nabla_x (r^\epsilon p'(r^\epsilon) - p(r^\epsilon)) \, dx = -\int_{\mathbb{T}^d} p''(r^\epsilon) \frac{\mathbf{n}^\epsilon}{r^\epsilon} \cdot \nabla_x r^\epsilon \, dx
\]
\[= -\int_{\mathbb{T}^d} \frac{\mathbf{n}^\epsilon}{r^\epsilon} \cdot \nabla_x p'(r^\epsilon) \, dx = \int_{\mathbb{T}^d} p'(r^\epsilon) \text{div}_x \frac{\mathbf{n}^\epsilon}{r^\epsilon} \, dx. \quad (6.9)\]

By using (6.9) in (6.8) we obtain following
\[
\mathcal{R}(\varrho, \mathbf{m}|r^\epsilon, \mathbf{n}^\epsilon)(t) = -\int_{\mathbb{T}^d} \varrho \left( \frac{\mathbf{n}^\epsilon}{r^\epsilon} - \frac{\mathbf{m}}{\varrho} \right) \otimes \left( \frac{\mathbf{n}^\epsilon}{r^\epsilon} - \frac{\mathbf{m}}{\varrho} \right) : \nabla_x \frac{\mathbf{n}^\epsilon}{r^\epsilon} \, dx
\]
\[-\int_{\mathbb{T}^d} (p(\varrho) - (\varrho - r^\epsilon)p'(r^\epsilon) - p(r^\epsilon)) \text{div}_x \frac{\mathbf{n}^\epsilon}{r^\epsilon} \, dx
\]
\[+ \int_{\mathbb{T}^d} \sum_{k \geq 1} \frac{\varrho}{2} \left| \frac{\mathbf{G}(r, \mathbf{n}^\epsilon)(e_k)}{r^\epsilon} - \frac{\mathbf{G}(\varrho, \mathbf{m})(e_k)}{\varrho} \right|^2 \, dx
\]
\[+ \int_{\mathbb{T}^d} \frac{\varrho}{r^\epsilon} \left( \frac{\mathbf{n}^\epsilon}{r^\epsilon} - \frac{\mathbf{m}}{\varrho} \right) \cdot \left( \mathbf{K}_1 + \mathbf{K}_2^\epsilon \right) \, dx. \quad (6.10)\]

We take \( \varphi = \zeta(x - y) \) in one-sided condition (3.1), then we have
\[
\nabla_x \left( \frac{\mathbf{n}^\epsilon}{r^\epsilon} \right) : (\xi \otimes \xi) \geq -\chi(t) |\xi|^2 + \mathbf{K}_3^\epsilon : (\xi \otimes \xi), \quad (6.11)
\]
where \( \mathbf{K}_3^\epsilon = \nabla_x \left( \frac{\mathbf{n}^\epsilon}{r^\epsilon} \right) - \nabla_x \left( \frac{\mathbf{n}}{r} \right)^\epsilon \). Note that \( p(\varrho) - (\varrho - r^\epsilon)p'(r^\epsilon) - p(r^\epsilon) \geq c_0 |r^\epsilon - \varrho|^2 \) for some \( c_0 > 0 \) since \( \varrho, r \geq \underline{r} > 0 \). Next, we take \( \xi = \sqrt{\varrho} \left( \frac{\mathbf{n}^\epsilon}{r^\epsilon} - \frac{\mathbf{m}}{\varrho} \right) \) and \( \xi = e_i \) in (6.11) respectively to obtain
\[
-\int_{\mathbb{T}^d} \varrho \left( \frac{\mathbf{n}^\epsilon}{r^\epsilon} - \frac{\mathbf{m}}{\varrho} \right) \otimes \left( \frac{\mathbf{n}^\epsilon}{r^\epsilon} - \frac{\mathbf{m}}{\varrho} \right) : \nabla_x \frac{\mathbf{n}^\epsilon}{r^\epsilon} \, dx - \int_{\mathbb{T}^d} (p(\varrho) - (\varrho - r^\epsilon)p'(r^\epsilon) - p(r^\epsilon)) \text{div}_x \frac{\mathbf{n}^\epsilon}{r^\epsilon} \, dx
\]
\[\leq \int_{\mathbb{T}^d} \chi(t) \varrho \left| \frac{\mathbf{n}^\epsilon}{r^\epsilon} - \frac{\mathbf{m}}{\varrho} \right|^2 + c_0 \chi(s) |r^\epsilon - \varrho|^2 \, dx + \int_{\mathbb{T}^d} C_1 |\mathbf{K}_3| \, dx. \quad (6.12)\]
From (6.10), we get
\[
\int_{t_1}^{t_2} \mathcal{R}(\rho, \mathbf{m}|r^\epsilon, \mathbf{n}^\epsilon)(s) ds \leq \int_{t_1}^{t_2} \int_{\mathbb{T}^d} \chi(s) \frac{|\mathbf{n}^\epsilon - \mathbf{m}^\epsilon - \rho|^2}{\rho^2} + c_0 \chi(s) |r^\epsilon - \rho|^2 ds
\]
\[
+ \int_{t_1}^{t_2} \int_{\mathbb{T}^d} C_1 (|\mathcal{K}_{d1}^\epsilon| + |\mathcal{K}_{d2}^\epsilon| + |\mathcal{K}_{d3}^\epsilon|) dx ds
\]
\[
+ \int_{t_1}^{t_2} \int_{\mathbb{T}^d} \sum_{k \geq 1} \frac{\theta}{2} \left| \mathcal{G}(r, \mathbf{n})^\epsilon(e_k) - \frac{\mathcal{G}(\rho, \mathbf{m})(e_k)}{\rho} \right|^2 dx ds. \quad (6.13)
\]
By using coercivity of relative entropy we obtain
\[
\int_{t_1}^{t_2} \mathcal{R}(\rho, \mathbf{m}|r^\epsilon, \mathbf{n}^\epsilon)(s) ds \leq \int_{t_1}^{t_2} C_2 \chi(s) \mathcal{E}(\rho, \mathbf{m}|r^\epsilon, \mathbf{n}^\epsilon) ds + \int_{t_1}^{t_2} \int_{\mathbb{T}^d} C_1 (|\mathcal{K}_{d1}^\epsilon| + |\mathcal{K}_{d2}^\epsilon| + |\mathcal{K}_{d3}^\epsilon|) dx ds
\]
\[
+ \int_{t_1}^{t_2} \int_{\mathbb{T}^d} \sum_{k \geq 1} \frac{\theta}{2} \left| \mathcal{G}(r, \mathbf{n})^\epsilon(e_k) - \frac{\mathcal{G}(\rho, \mathbf{m})(e_k)}{\rho} \right|^2 dx ds. \quad (6.14)
\]
Then we apply Lemma 4.4 in (6.14) to get
\[
\int_{t_1}^{t_2} \mathcal{R}(\rho, \mathbf{m}|r^\epsilon, \mathbf{n}^\epsilon)(s) ds \leq \int_{t_1}^{t_2} C_2 \chi(s) \mathcal{E}(\rho, \mathbf{m}|r^\epsilon, \mathbf{n}^\epsilon) ds + C_1 \| (r, n)|_{B_{q\infty}^\alpha([t_1, t_2] \times \mathbb{T}^d)} e^{2\alpha - 1}
\]
\[
+ \int_{t_1}^{t_2} \int_{\mathbb{T}^d} \sum_{k \geq 1} \frac{\theta}{2} \left| \mathcal{G}(r, \mathbf{n})^\epsilon(e_k) - \frac{\mathcal{G}(\rho, \mathbf{m})(e_k)}{\rho} \right|^2 dx ds. \quad (6.15)
\]
By using the above estimate (6.15), Lemmas 4.1 and 4.2 we pass to the limit in (6.5) to obtain the following,
\[
\mathcal{E}(\rho, \mathbf{m}|r, \mathbf{n})(t_2) \leq \mathcal{E}(\rho, \mathbf{m}|r, \mathbf{n})(t_1) + \int_{t_1}^{t_2} M_{rem} dW_s + \int_{t_1}^{t_2} C_2 \chi(s) \mathcal{E}(\rho, \mathbf{m}|r, \mathbf{n}) ds
\]
\[
+ \int_{t_1}^{t_2} \int_{\mathbb{T}^d} \sum_{k \geq 1} \frac{\theta}{2} \left| \mathcal{G}(r, \mathbf{n})^\epsilon(e_k) - \frac{\mathcal{G}(\rho, \mathbf{m})(e_k)}{\rho} \right|^2 dx ds. \quad (6.16)
\]
Since \(r, \rho \geq \underline{r}\) for \(0 \leq t < \tau\), by using (2.2) we estimate the last term on RHS of (6.16) to get the following
\[
\mathcal{E}(\rho, \mathbf{m}|r, \mathbf{n})(t_2) \leq \mathcal{E}(\rho, \mathbf{m}|r, \mathbf{n})(t_1) + \int_{t_1}^{t_2} M_{rem} dW_s + \int_{t_1}^{t_2} C_2 \chi(s) \mathcal{E}(\rho, \mathbf{m}|r, \mathbf{n}) ds. \quad (6.17)
\]
Now we take average integral over \(\Omega\) on both side of (6.5) and get
\[
\mathbb{E}(\mathcal{E}(\rho, \mathbf{m}|r, \mathbf{n})(t_2)) \leq \mathbb{E}(\mathcal{E}(\rho, \mathbf{m}|r, \mathbf{n})(t_1)) + \int_{t_1}^{t_2} C_2 \chi(t) \mathbb{E}(\mathcal{E}(\rho, \mathbf{m}|r, \mathbf{n})) ds. \quad (6.18)
\]
7. Energy balance

In this section we establish energy balance equation for the system (1.1)–(1.2). This is done by mollifying the system in space variable and then passing to the limit by commutator estimate. We use some of the formulas obtained in the proof of Proposition 5.1.

Proof of Theorem 3.2: Since \((\rho, m)\) is a weak solution to (1.1)–(1.2), it does not have pointwise sense. In order to that we mollify the system (1.1)–(1.2) in space variable by standard mollifiers, and obtain
\[
\begin{align*}
    d\rho' &= -\text{div}_x m' ds, \\
    d\epsilon m' &= \left(-\text{div}_x \left(\frac{m \otimes m}{\rho}\right)\epsilon - \nabla_x p(\rho)^{\epsilon}\right) ds + \mathbb{G}(\rho, m)^{\epsilon} dW_s. 
\end{align*}
\]
After a modification we get
\[
\begin{align*}
    d\epsilon m' &= -\text{div}_x \left(\frac{m' \otimes m'}{\rho'}\right) ds - \nabla_x p(\rho') ds + \mathcal{T}_{\text{rem}}^{\epsilon},
\end{align*}
\]
where \(\mathcal{T}_{\text{rem}}^{\epsilon}\) is defined as
\[
\begin{align*}
    \mathcal{T}_{\text{rem}}^{\epsilon} := \text{div}_x \left(\frac{m' \otimes m'}{\rho'}\right) - \text{div}_x \left(\frac{m \otimes m}{\rho}\right)^{\epsilon} + \nabla_x p(\rho)^{\epsilon} - \nabla_x p(\rho)^{\epsilon}.
\end{align*}
\]
From (5.15) with \(r = \rho', n = m'\) and
\[
\begin{align*}
    F_s &= -\text{div}_x m', \\
    A_s &= 0, \\
    G_s &= -\text{div}_x \left(\frac{m' \otimes m'}{\rho'}\right) - \nabla_x p(\rho') + \mathcal{T}_{\text{rem}}^{\epsilon}, \\
    B_s &= \mathbb{G}(\rho, m)^{\epsilon},
\end{align*}
\]
we get the following
\[
\begin{align*}
    d\left(\frac{|m'|^2}{2\rho'}\right) &= \text{div}_x \frac{m' \otimes m'}{2(\rho')^2} |m'|^2 ds + \left[-\text{div}_x \left(\frac{m' \otimes m'}{\rho'}\right) - \nabla_x p(\rho')\right] \frac{m'}{\rho'} ds \\
    &\quad + \frac{1}{2} \sum_{k \geq 1} \frac{|\mathbb{G}(\rho, m)^{\epsilon}(e_k)|^2}{\rho'} ds + \mathbb{G}(\rho, m)^{\epsilon} \cdot \frac{m'}{\rho'} dW_s + \mathcal{T}_{\text{rem}}^{\epsilon} \cdot \frac{m'}{\rho'} ds.
\end{align*}
\]
By expanding the second term on RHS, we have
\[
\begin{align*}
    d\left(\frac{|m'|^2}{2\rho'}\right) &= \frac{|m'|^2}{2(\rho')^2} \text{div}_x m' ds - \text{div}_x m' \frac{|m'|^2}{(\rho')^2} ds - m' \cdot \nabla_x \left(\frac{m'}{\rho'}\right) \frac{m'}{\rho'} ds \\
    &\quad - \frac{p'(\rho')}{\rho'} m' \cdot \nabla_x \rho' ds + \mathcal{T}_{\text{rem}}^{\epsilon} \cdot \frac{m'}{\rho'} ds \\
    &\quad + \frac{1}{2} \sum_{k \geq 1} \frac{|\mathbb{G}(\rho, m)^{\epsilon}(e_k)|^2}{\rho'} ds + \mathbb{G}(\rho, m)^{\epsilon} \cdot \frac{m'}{\rho'} dW_s.
\end{align*}
\]
Using (2.9) we simplify further to get the following
\[
d\left(\frac{|m^\epsilon|^2}{2g^\epsilon}\right) = -\text{div}_x m^\epsilon \frac{|m^\epsilon|^2}{2(g^\epsilon)^2} ds - m^\epsilon \cdot \nabla_x \left(\frac{|m^\epsilon|^2}{2(g^\epsilon)^2}\right) ds - P''(g^\epsilon) m^\epsilon \cdot \nabla_x g^\epsilon ds
\]
\[+ \frac{1}{2} \sum_{k \geq 1} \frac{|G(\varrho, m)^\epsilon(e_k)|^2}{g^\epsilon} ds + G(\varrho, m)^\epsilon \cdot \frac{m^\epsilon}{g^\epsilon} dW_s + \mathcal{T}_\text{rem}^\epsilon \cdot \frac{m^\epsilon}{g^\epsilon} ds. \tag{7.7}
\]
By using Itô’s formula for the function \( r \mapsto P(r) \) with respect to (7.1), we obtain
\[
dP(g^\epsilon) = -P'(g^\epsilon) \text{div}_x m^\epsilon ds. \tag{7.8}
\]
Combining (7.7) and (7.8) we get
\[
d\left(\frac{|m^\epsilon|^2}{2g^\epsilon} + P(g^\epsilon)\right) = -\text{div}_x \left( m^\epsilon \left(\frac{|m^\epsilon|^2}{2(g^\epsilon)^2} + P'(g^\epsilon)\right) \right) ds + \mathcal{T}_\text{rem}^\epsilon \cdot \frac{m^\epsilon}{g^\epsilon} ds
\]
\[+ \frac{1}{2} \sum_{k \geq 1} \frac{|G(\varrho, m)^\epsilon(e_k)|^2}{g^\epsilon} ds + G(\varrho, m)^\epsilon \cdot \frac{m^\epsilon}{g^\epsilon} dW_s. \tag{7.9}
\]
Applying \( \eta \in C^\infty_c(\mathbb{R}^+) \) and \( \varphi \in C^\infty_c(\mathbb{T}^d) \) we have
\[
- \int_0^T \partial_t \eta \int_{\mathbb{T}^d} \left(\frac{|m^\epsilon|^2}{2g^\epsilon} + P(g^\epsilon)\right) \varphi \, dx \, ds = - \int_0^T \eta \int_{\mathbb{T}^d} \text{div}_x \left( m^\epsilon \left(\frac{|m^\epsilon|^2}{2(g^\epsilon)^2} + P'(g^\epsilon)\right) \right) \varphi \, dx \, ds
\]
\[+ \int_0^T \eta \int_{\mathbb{T}^d} \frac{1}{2} \sum_{k \geq 1} \frac{|G(\varrho, m)^\epsilon(e_k)|^2}{g^\epsilon} \varphi \, dx \, ds
\]
\[+ \int_0^T \eta \int_{\mathbb{T}^d} G(\varrho, m)^\epsilon \cdot \frac{m^\epsilon}{g^\epsilon} \varphi \, dx \, dW_s + \int_0^T \eta \int_{\mathbb{T}^d} \mathcal{T}_\text{rem}^\epsilon \cdot \frac{m^\epsilon}{g^\epsilon} \varphi \, dx \, ds. \tag{7.10}
\]
Using integration by parts we get
\[
- \int_0^T \partial_t \eta \int_{\mathbb{T}^d} \left(\frac{|m^\epsilon|^2}{2g^\epsilon} + P(g^\epsilon)\right) \varphi \, dx \, ds = \int_0^T \eta \int_{\mathbb{T}^d} m^\epsilon \left(\frac{|m^\epsilon|^2}{2(g^\epsilon)^2} + P'(g^\epsilon)\right) \cdot \nabla_x \varphi \, dx \, ds
\]
\[+ \int_0^T \eta \int_{\mathbb{T}^d} \frac{1}{2} \sum_{k \geq 1} \frac{|G(\varrho, m)^\epsilon(e_k)|^2}{g^\epsilon} \varphi \, dx \, ds
\]
\[+ \int_0^T \eta \int_{\mathbb{T}^d} G(\varrho, m)^\epsilon \cdot \frac{m^\epsilon}{g^\epsilon} \varphi \, dx \, dW_s + \int_0^T \eta \int_{\mathbb{T}^d} \mathcal{T}_\text{rem}^\epsilon \cdot \frac{m^\epsilon}{g^\epsilon} \varphi \, dx \, ds. \tag{7.11}
\]
By using Lemma 4.3 we get
\[
\int_0^T \eta \int_{\mathbb{T}^d} \mathcal{T}_\text{rem}^\epsilon \cdot \frac{m^\epsilon}{g^\epsilon} \varphi \, dx \, ds \to 0 \text{ as } \epsilon \to 0 \text{ in } \mathcal{P} \text{ a.s.} \tag{7.12}
\]
We apply Lemma 4.1 to obtain
\[
\int_0^T \eta(s) \int_{\mathbb{T}^d} G(\varrho, \mathbf{m})^\epsilon \cdot \frac{m^\epsilon}{\varrho^\epsilon} \varphi \, dx \, ds - \int_0^T \eta(s) \int_{\mathbb{T}^d} G(\varrho, \mathbf{m}) \cdot \frac{m}{\varrho} \varphi \, dx \, ds \quad \text{as} \quad \epsilon \to 0 \quad \text{in} \quad \mathbb{P} \quad \text{a.s.} \quad (7.13)
\]

By Lemma 4.2 we have the following
\[
- \int_0^T \partial_t \eta(s) \int_{\mathbb{T}^d} \left( \frac{m^\epsilon}{2 \varrho^\epsilon} + P(\varrho^\epsilon) \right) \varphi \, dx \, ds - \int_0^T \partial_t \eta(s) \int_{\mathbb{T}^d} \left( \frac{m^2}{2 \varrho^2} + P(\varrho) \right) \varphi \, dx \, ds \quad \text{as} \quad \epsilon \to 0 \quad \text{in} \quad \mathbb{P} \quad \text{a.s.} \quad (7.14)
\]

\[
\int_0^T \eta(s) \int_{\mathbb{T}^d} \left( m^\epsilon \left( \frac{m^2}{2 (\varrho^\epsilon)^2} + P'(\varrho^\epsilon) \right) \right) \cdot \nabla_x \varphi \, dx \, ds - \int_0^T \eta(s) \int_{\mathbb{T}^d} \left( m \left( \frac{m^2}{2 \varrho^2} + P'(\varrho) \right) \right) \cdot \nabla_x \varphi \, dx \, ds \quad \text{as} \quad \epsilon \to 0 \quad \text{in} \quad \mathbb{P} \quad \text{a.s.} \quad (7.15)
\]

\[
\int_0^T \eta(s) \int_{\mathbb{T}^d} \frac{1}{2} \sum_{k \geq 1} \frac{|G(\varrho, \mathbf{m})^\epsilon(e_k)|^2}{\varrho^\epsilon} \varphi \, dx \, ds - \int_0^T \eta(s) \int_{\mathbb{T}^d} \frac{1}{2} \sum_{k \geq 1} \frac{|G(\varrho, \mathbf{m})(e_k)|^2}{\varrho} \varphi \, dx \, ds \quad \text{as} \quad \epsilon \to 0 \quad \text{in} \quad \mathbb{P} \quad \text{a.s.} \quad (7.16)
\]

as \( \epsilon \to 0 \) in \( \mathbb{P} \)-a.s. Clubbing (7.11)–(7.16) we conclude Theorem 3.2.

\[\square\]

Appendix

**Proof of Lemma 4.1:** We first show the convergence in mean square. By triangle inequality, we have
\[
\mathbb{E} \left( \left\| \int_0^T Y^\epsilon_s D^\epsilon_s \, dx \, ds - \int_0^T Y_s D_s \, dx \, ds \right\|^2 \right) \leq 2 \mathbb{E} \left( \left\| \int_0^T Y^\epsilon_s (D^\epsilon_s - D_s) \, dx \, ds \right\|^2 \right) + 2 \mathbb{E} \left( \left\| \int_0^T (Y^\epsilon_s - Y_s) D_s \, dx \, ds \right\|^2 \right).
\]

By using Bürkholder-Davis-Gundy inequality [7] and Hölder inequality we get
\[
\mathbb{E} \left( \left\| \int_0^T Y^\epsilon_s D^\epsilon_s \, dx \, ds - \int_0^T Y_s D_s \, dx \, ds \right\|^2 \right)
\leq 2C(2) \mathbb{E} \left( \int_0^T \sum_{k \geq 1} \|Y^\epsilon_s\|_{L^T(\mathbb{T}^d)} \, D^\epsilon_s(e_k) - D_s(e_k) \|^2_{L^{2-\frac{2}{T}}(\mathbb{T}^d)} \, ds \right)
+ 2C(2) \mathbb{E} \left( \int_0^T \sum_{k \geq 1} \|Y^\epsilon_s - Y_s\|_{L^T(\mathbb{T}^d)} \, D_s(e_k) \|^2_{L^{2-\frac{2}{T}}(\mathbb{T}^d)} \, ds \right).
\]

(7.17)
By using Hölder inequality we observe that
\[
\mathbb{E} \left( \int_0^T \sum_{k \geq 1} \|Y_s\|_{L^q(\mathbb{T}^d)}^2 \|D_s^\varepsilon(e_k) - D_s(e_k)\|^2_{L^q(\mathbb{T}^d)} \, ds \right) \\
\leq C(T) \left( \mathbb{E} \left( \sup_{0 \leq t \leq T} \|Y_s\|_{L^q(\mathbb{T}^d)}^2 \right)^{1/2} \mathbb{E} \left( \int_0^T \sum_{k \geq 1} \|D_s^\varepsilon(e_k) - D_s(e_k)\|^2_{L^q(\mathbb{T}^d)} \, ds \right)^{1/2} \right). \tag{7.18}
\]
Recall the integrability assumption (4.2) on \( D_s \). Now we note that for a.e. \( t \in [0, T] \) and \( \omega \in \Omega \) we have
\[
\sum_{k \geq 1} \|D_s^\varepsilon(e_k) - D_s(e_k)\|^2_{L^q(\mathbb{T}^d)} (\omega, t) \leq 4 \sum_{k \geq 1} \|D_s\|^2_{L^q(\mathbb{T}^d)} < \infty. \tag{7.19}
\]
We also observe that
\[
\mathbb{E} \left( \int_0^T \sum_{k \geq 1} \|D_s^\varepsilon(e_k) - D_s(e_k)\|^2_{L^q(\mathbb{T}^d)} \, ds \right)^2 \leq 4 \mathbb{E} \left( \int_0^T \sum_{k \geq 1} \|D_s(e_k)\|^2_{L^q(\mathbb{T}^d)} \, ds \right)^2 < \infty. \tag{7.20}
\]
Because of (7.19), for a fixed \( t \in [0, T] \), \( \omega \in \Omega \) and \( \delta > 0 \), we have
\[
\sum_{k \geq 1} \|D_s^\varepsilon(e_k) - D_s(e_k)\|^2_{L^q(\mathbb{T}^d)} (\omega, t) \leq \sum_{k=1}^{N_\delta(\omega, t)} \|D_s^\varepsilon(e_k) - D_s(e_k)\|^2_{L^q(\mathbb{T}^d)} (\omega, t) + \delta,
\]
for some \( N_\delta(\omega, t) \geq 1 \). Note that \( \|D_s^\varepsilon(e_k) - D_s(e_k)\|^2_{L^q(\mathbb{T}^d)} (\omega, t) \to 0 \) as \( \varepsilon \to 0 \) for a.e. \( t \in [0, T] \) and \( \omega \in \Omega \). Therefore, we obtain
\[
\limsup_{\varepsilon \to 0^+} \sum_{k \geq 1} \|D_s^\varepsilon(e_k) - D_s(e_k)\|^2_{L^q(\mathbb{T}^d)} (\omega, t) \leq \delta \text{ for a.e. } t \in [0, T] \text{ and } \omega \in \Omega.
\]
Since \( \delta > 0 \) is arbitrary, we get
\[
\lim_{\varepsilon \to 0^+} \sum_{k \geq 1} \|D_s^\varepsilon(e_k) - D_s(e_k)\|^2_{L^q(\mathbb{T}^d)} (\omega, t) = 0.
\]

By Lebesgue Dominated Convergence Theorem we get
\[
\mathbb{E} \left( \int_0^T \sum_{k \geq 1} \|D_s^\varepsilon(e_k) - D_s(e_k)\|^2_{L^q(\mathbb{T}^d)} \right)^2 \to 0 \text{ as } \varepsilon \to 0. \tag{7.21}
\]
By using (4.1), (7.21), (7.20) and Lebesgue Dominated Convergence Theorem we pass to the limit in (7.18) as \( \varepsilon \to 0 \) to get
\[
\mathbb{E} \left( \int_0^T \sum_{k \geq 1} \|Y_s\|_{L^q(\mathbb{T}^d)}^2 \|D_s^\varepsilon(e_k) - D_s(e_k)\|^2_{L^q(\mathbb{T}^d)} \, ds \right) \to 0 \text{ as } \varepsilon \to 0.
\]
Since we have
\[
\mathbb{E} \left( \sup_{t \in [0, T]} \|Y_s\|_{L^q(\mathbb{T}^d)}^2 \right) < \infty \text{ and } \mathbb{E} \left( \int_0^T \sum_{k \geq 1} \|D_s(e_k)\|^2_{L^q(\mathbb{T}^d)} \right)^2 < \infty,
\]
we obtain
\[
E \left( \int_0^T \sum_{k \geq 1} ||Y_s^\epsilon - Y_s||_{L^2(T^d)}^2 ||D_s(e_k)||_{L^2(T^d)}^2 dt \right) \to 0 \text{ as } \epsilon \to 0.
\]
Therefore, we get
\[
E \left( \int_0^T \int_{T^d} Y_s^\epsilon D_s^x dW_s - \int_0^T \int_{T^d} Y_s D_s dx dW_s \right)^2 \to 0 \text{ as } \epsilon \to 0.
\]
Hence, up to a subsequence we conclude Lemma 4.1.
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