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Abstract

In this work, we study the repeatability of game situations in different soccer matches. This analysis is aimed to evaluate the possibility of reusing these records as part of a game AI system. Due to a variety of team formations, an appropriate comparison of game situation pairs is a challenging task. Identification of similar situations in the game of soccer can be presented as an evaluation of geometrical similarity of players’ coordinates on the field. Team formations have semantic value, and we show that role-based analysis is essential for successful matching. Obtained results can be applied for the tasks of sports analytics and AI design.

1 Introduction

In our time sports analytics has turned into a huge industry that aggregates more and more technologies from engineering and computer science.

Modern video recording hardware allows to obtain high quality scenes of any sport match. At the same time, advanced software powered with algorithms of image recognition opens a wide spectrum of possibilities for sport teams, sport analysts, spectators, and researchers. In particular, it can be used by video game AI developers.

Data providers (such as Data Stadium Inc. [1]) process video streams of soccer matches and convert them into digital form. Originally, such data served to perform various statistical and visual analytics, performance evaluation, and tactics improvement. It was also used by broadcasting companies to enhance spectator experience. Currently, real sports tracking data is becoming more and more available to the general public, which allows to ask whether it is possible to exploit such data for extraction of behavior patterns of real teams. In its turn, result of such processing can be used for development of a virtual team that preserves real players behavior.

One of possible approaches to design a virtual team is Case-Based Reasoning (CBR) [2]. It served as a basis for several works related to RoboCup competitions [3-5], where virtual AI teams demonstrated the ability to behave coordinated and effectively. Does that efficient in comparison with humans play? Michael and Obst [6] note that teams of humans “were easily won by computer programs”, adding though that “the soccer simulation was not designed to be played by humans”. However, video game AI is not required to provide ultimate efficiency, Its typical goal is to be reasonably strong and provide human-like behavior that is often considered as prerequisite for fun [7].

Basically, soccer is game of spatial tactics; therefore, individual observable cases can be represented by a set of geometrical data like players coordinates and ball coordinates. Thus, the task of searching for similar cases can be treated as search in multidimensional space (which, in its turn, is based on the assumption that situations do repeat).

As a preliminary step for this work, we decided to evaluate the repeatability of soccer matches using a relatively small dataset.

2 Data set

For this work, we used digitalized soccer recordings obtained with TRACAB technology [8] that relies on video streams obtained from six still video cameras installed in a stadium.

The resulting data files were gathered with a frame rate of 25 frames per second. They contain various
values describing game states and consist of colon-separated chunks, representing different values.

The dataset used in this work is collected and provided by Data Stadium Inc. [1]. It consists of 5 games of 6 teams. The game data originates from J1 League matches (Japanese top division soccer league). All games were played in the 2011 season, and conventional statistical data (including team formations) is available online.

3 Formation analysis

One of the significant challenge factors in our task is small size of the used data set, comparing to a typical data set size sufficient for most conventional machine learning algorithms. Hence, the repeatability test itself served as proof of concept for using CBR with a limited dataset.

In the process of repeatability evaluation, it is important to keep an appropriate player ordering. Such a measure helps to increase a chance to find a matching case with a similar meaning. If wrong players will be paired, false-negative results will appear during search, and discovered cases may not be useful. (The process of ordering players in accordance with their roles is called “role-alignment” in [9]).

We started with the calculation of centroids of all 5 matches and identified root mean square error (RMS) for individual players using the formula

\[
\hat{\sigma} = \sqrt{\frac{1}{n} \sum_{i=1}^{N} ((x_i - \bar{x})^2 - (y_i - \bar{y})^2)},
\]

where \((x_i, y_i)\), \(i = 1, 2, ..., N\) are the point coordinates, and the corresponding centroid (point of averages) is \((\bar{x}, \bar{y})\). RMS is used to show whether positions of players significantly differ from the average positions. The obtained results are shown in the Table 1.

Table 1. RMS of players positions in 5 games.

| Player | RMS by games, m | Overall RMS, m |
|--------|-----------------|----------------|
| Game number | 1 | 2 | 3 | 4 | 5 |
| 1 | 7.04 | 10.02 | 7.54 | 8.04 | 9.56 | 2.92 |
| 2 | 22.42 | 20.73 | 22.92 | 25.21 | 24.48 | 6.62 |
| 3 | 18.55 | 20.75 | 21.43 | 26.68 | 22.06 | 9.33 |
| 4 | 19.11 | 25.66 | 23.41 | 28 | 22.88 | 6.2 |
| 5 | 23.28 | 21.32 | 25.08 | 27.21 | 25.85 | 12.53 |
| 6 | 23.56 | 21.54 | 27.51 | 24.18 | 21.64 | 9.57 |
| 7 | 23.19 | 22.09 | 21.75 | 26.41 | 26.93 | 5.94 |
| 8 | 20.7 | 24.43 | 25 | 29.89 | 28.38 | 9.01 |
| 9 | 27.35 | 22.77 | 26.97 | 27.5 | 26.39 | 8.87 |
| 10 | 26.63 | 21.66 | 23.61 | 28.54 | 23.48 | 6.21 |
| 11 | 22.23 | 21.41 | 21.96 | 30.39 | 24.8 | 7.5 |
| 12 | 7.16 | 8.55 | 8.63 | 8.83 | 6.47 | 0.99 |

Every row corresponds to the position of a player in a single data set record. According to the Table 1, the players 1 and 12 have the most limited area for their movements. In our dataset, these players are always the goalkeepers. The rest of the players have similar distance values, which allows to expect relatively stable position patterns in matches.

4 Optimal matching with Hungarian algorithm

Our experimental approach suggests to search a game situation of one game inside one of the remaining 4 games. Such procedure is repeated for every game.

In order to get best player-player matching, we applied Hungarian algorithm [10]. It takes as an input a \(22 \times 22\) cost matrix, where every row contains the distance between a player from the game situation \(S\) and all the players from the situation \(S'\). The output of this algorithm is an optimal assignment for the original cost matrix. While the complexity of this algorithm is too high for real-time processing, it can still provide a reference for estimating the expected number of matching cases.

Game situation comparison in soccer requires correct players matching. For example, goalkeeper of own team should be compared with goalkeeper that considered to be “own” in each extracted game situation. It is also necessary to avoid pairing players from different teams. Conventional Hungarian algorithm does not take into account players team affiliation, so we built the distance matrix (1) in the following manner: the distances between different team members are substituted with the “infinity” value.

\[
\begin{pmatrix}
\infty_{1,1} & \ldots & \infty_{1,11} & D_{1,12} & \ldots & D_{1,22} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\infty_{11,11} & \ldots & \infty_{11,11} & D_{11,12} & \ldots & D_{11,22} \\
D_{12,1} & \ldots & D_{12,11} & \infty_{12,12} & \ldots & \infty_{12,22} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
D_{22,1} & \ldots & D_{22,11} & \infty_{22,12} & \ldots & \infty_{22,22}
\end{pmatrix}
\]  

(1)

Indexes from 1 to 11 correspond to one team and 12
to 22 to another team respectively.

So, the algorithm will never assign a player from the team A to a player from the team B even if distance between them is minimal.

The obtained result of every comparison used to re-compose given game situation and get optimal matching. After the optimal player/player pairing is identified, we need to choose the measure of game situation similarity. Since every soccer situation consists of floating-point numbers (coordinates), searching for exact matching is unreliable and often unnecessary, because game situations change continuously. Furthermore, precise matching requires larger datasets, but they are hard to prepare for soccer, and thus unlikely to appear in near future. That is why the comparison procedure simply considers two points matching if the Euclidean distance between them is smaller than the given range value. The results of similar cases identification are shown in Table 2.

| Range, m | Success rate in matches, % |
|----------|---------------------------|
| 6        | 0.37 0.41 0.42 0.43 0.24 |
| 5        | 6.93 7.99 6.54 7.09 7.29 |
| 6        | 18.07 19.78 17.20 18.28 18.84 |
| 7        | 22.75 23.62 22.19 22.73 23.05 |
| 8        | 24.20 24.70 23.77 24.09 24.05 |
| 9        | 24.65 24.95 24.21 24.7 24.4 |

Where success rate indicates how many game situations in “knowledge base” matched (within given range) with incoming game situation. By specifying shorter ranges, we can find closer matches, at the higher risk of retrieving no results at all.

## 5 Case extraction based on linear search

Due to relatively small size of data set it was possible to perform experiments based on naive search algorithms. First, we performed a straightforward linear search with the original data set. The obtained results are shown in Table 3.

| Range, m | Success rate in matches, % |
|---------|---------------------------|
| G1      | 0.01 0.01 0 0 0 0 0       |
| G2      | 0.11 0.06 0.22 0.06 0.16   |
| G3      | 0.69 0.46 0.74 0.19 1.01   |

Comparing with Hungarian algorithm that provides optimal pairing for all processed situations, this approach produces results that are insufficient for practical use. Another experiment was based on the same linear search, but the data set was constructed using centroids and Hungarian algorithm. We used the following procedure: before adding record into data set, it was compared with the centroids obtained during processing data for Table 1, representing a certain “average formation”. The approach was used for recombination of records from the test set. Hence, every record from test set preprocessed to have “proper” order in according to reference formation. It is important to note that centroids from search data set were used for the test set due to two reasons: 1) the test set imitates incoming situations unknown in advance, and 2) measured deviation allows to assume that all games have similar average formations. Thus, all players in every game situation are arranged optimally for the position comparison procedure. The following table 4 shows the results.

| Range, m | Success rate in matches, % |
|---------|---------------------------|
| 6       | G1 0.79 G2 1.48 G3 1.33 G4 1.18 G5 1.40 |
| 7       | 4.65 6.25 5.38 5.27 6.31 |
| 8       | 11.79 13.14 11.35 11.22 12.92 |
| 9       | 18.00 18.79 16.58 16.23 18.43 |

The obtained results have significantly higher success rate. However, the complexity of both approaches is $O(N)$ (we do not take into account preprocessing for the 2nd method), which is sufficient for evaluation purposes. However, in actual soccer AI system a faster method is necessary.

## 6 Case extraction based on kd tree

As soccer is fundamentally a game of spatial tactics, one would expect to deal with high-dimensional geometric data like team members and ball. That is why we consider applying kd tree algorithm as a relatively simple, straightforward and effective way that allows to retrieve close points in a multidimensional space. Algorithms based on kd trees are widely used in the domain of computer graphic, for instance, in tasks like ray tracing or color reduction; however, they can also be applied for case-based reasoning tasks, as suggested in [11]. This method possesses a number of attractive features: it gives us an explicit criterion of similarity between the current onscreen game situation and game situations in the training dataset; it is computationally inexpensive; it allows us to see specific base cases for each decision, thus helping to fine tune and improve the system.

As was discussed in Section 4, the search for an exact value is not a reliable approach. Thus, the essential feature of a kd tree is search within a specified range...
in multidimensional data. The kd tree-based method is fits for the task of searching closest matches for complete 22-element vectors, containing the coordinates of all soccer players. As a result, a kd tree contains a set of 44-dimensional points. The construction complexity for a kd tree is $O(N \log N)$, and memory consumption is $O(N)$.

Querying an axis-parallel range in a balanced kd tree has the complexity of $O(N^{1/k} + m)$, where $m$ is the number of reported points, and $k$ is the dimension of the kd tree (in our case, $k=44$) [12].

The overall process of data processing presented in figure 1.

1) Preprocessing step

From game records, creating "average formation" based on centroids of every player.

Reorder every record by comparing it with "average formation" using the Hungarian algorithm

2) Case extraction

Reorder incoming situation using "average formation" obtained in preprocessing step

Searching for a similar situation using kd-tree

Fig. 1. Workflow diagram.

7 Conclusions

We evaluated repeatability of soccer game situations and influence of role-alignment on search results. Current results can serve as proof of concept for using real soccer digitalized data as a basis for a CBR system. Also, we showed how even trivial formation analysis (centroids) can enhance the rate of case extraction. In Table 3 the success rate for 7-9 meters is close to zero while using centroids and Hungarian algorithm (Table 4) increases success rate in several times for the same ranges and provides results for 6 meters.

Further steps will require to filter results of queries thus there are can be less actual effective results. It caused by subtle features included in every game situation that can significantly change semantic value. However, taking into account opportunity to increase data set, we consider such results as promising.

The current approach can be useful for other multi-agent team games where geometrical composition plays an important role.
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