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Abstract

Genome-wide association studies (GWAS) examine a large number of markers across the genome to identify associations between genetic variants and disease. Most published studies examine only single markers, which may be less informative than considering multiple markers and multiple genes jointly because genes may interact with each other to affect disease risk. Much knowledge has been accumulated in the literature on biological pathways and interactions. It is conceivable that appropriate incorporation of such prior knowledge may improve the likelihood of making genuine discoveries. Although a number of methods have been developed recently to prioritize genes using prior biological knowledge, such as pathways, most methods treat genes in a specific pathway as an exchangeable set without considering the topological structure of a pathway. However, how genes are related with each other in a pathway may be very informative to identify association signals. To make use of the connectivity information among genes in a pathway in GWAS analysis, we propose a Markov Random Field (MRF) model to incorporate pathway topology for association analysis. We show that the conditional distribution of our MRF model takes on a simple logistic regression form, and we propose an iterated conditional modes algorithm as well as a decision theoretic approach for statistical inference of each gene’s association with disease. Simulation studies show that our proposed framework is more effective to identify genes associated with disease than a single gene–based method. We also illustrate the usefulness of our approach through its applications to a real data example.
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Introduction

In genome-wide association studies (GWAS) researchers examine a large number of markers across the genome in many individuals to identify associations between genetic variants and disease, or to prioritize markers for follow up studies. However, most of the times the signals from individual markers are weak and the sample size is not large enough to have adequate power for true discoveries, especially when the minor allele frequency is low. Various approaches have been developed to increase statistical power, including aggregating multiple markers from the same gene or in the same haplotype block region and incorporating information from other sources into the GWAS analysis. It has been found that the gene level analysis has the ability to identify new associations in addition to those identified using individual Single Nucleotide Polymorphisms (SNPs) [1,2]. Gene-based analyses include those using the most significant SNP within and near a gene [1]; combination statistics (Fisher, Sidat, and Simes) from all individual markers [2]; Principal Component Analysis (PCA) regressions [3] and the sparse partial least squares regressions [4]. To incorporate prior biological knowledge, one information rich resource is biological pathways. It is believed that genes interact with each other in biological processes, and it is conceivable that they may jointly affect the risk of a complex disease. There exist an abundance of databases containing known gene pathways and protein-protein interactions, such as KEGG, BioCarta, GenMAPP, and HPRD. A number of gene prioritization methods incorporating prior biological knowledge have been developed for GWAS. Some examples include Prioritizer [5], Endevour [6], CGI [7], CANDID [8], GeneWanderer [9], CIPHER [10], GIN [11], and the pathway based gene set enrichment approach [1]. These methods have shown that incorporating prior biological information in GWAS is useful. However, they do not consider functional relationships among genes. The general input of these approaches is a list of genes as a set, in which genes are treated as exchangeable without taking into account the regulatory relationships among them. As a result, information from the pathway topology and interactions among genes is usually ignored. However, how genes are functionally related to each other in a pathway may be very informative for GWAS analysis and such information can be utilized to increase the power of detecting real associations. When associations have been firmly established for some genes either through GWAS or prior candidate gene-based studies, we can take advantage of this knowledge to examine other genes related to these known genes through the same pathways they all participate in.

In this paper we propose a Markov Random Field (MRF) model to incorporate biological pathway information in GWAS. MRF
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Author Summary

Statistical methods used in most GWAS are based on the analysis of single markers. Prior biological information about markers, genes, and pathways is not commonly incorporated in the detection of associated disease loci. Recently a number of methods have been developed to incorporate such information, and it has been shown that they may make use of prior biological knowledge in association analysis. However, most of these methods ignore the regulatory relationships and functional interactions among genes. In this article, we propose a statistical method that can explicitly model the interactions of genes in a neighborhood defined by the topology of a pathway. Simulation studies and a real data example show that the proposed method can improve the power of identifying associated genes when they are in the neighborhood of other genes whose association has been firmly established in previous studies.

has been considered by several authors to combine data from different sources in genomics studies, e.g., a spatial normal mixture model [12] for gene expression and CHIP-chip data, a Gamma-Gamma model and MRF for mRNA microarray data [13], and prioritizing genes by combining gene expression and protein interaction data [7]. However, little has been done in the context of jointly analyzing markers in linkage disequilibrium. We first present a motivating example from a GWAS of Crohn’s disease [15] for the proposed method. As will be shown next, the result clearly suggests that genes in the same neighborhood within a pathway tend to show similar association status. This Crohn’s disease cohort includes 401 cases and 433 controls, and the Illumina HumanHap300 BeadChip (Illumina, San Diego) were used for genotyping. We first mapped SNPs to genes and then applied PCA regressions to obtain gene-level p values of the association tests with Crohn’s disease status [3]. More details about this data set are given in the Materials and Methods section. We then obtained pathway and interaction from BioCarta (http://www.biocarta.com/)​, GeneMAPP [16] and KEGG [17]. We consider a total of 3,735 genes in over 350 pathways. Genes on the same chromosome that are within 1 million base pairs are excluded to avoid effects caused by possible linkage disequilibrium.

Figure 1. Histogram of p values of \( D_k \), the number of edges connecting a pair of “interesting” genes in a pathway \( k \), which depends on the labels of all genes. A large value of \( D_k \) would suggest that “interesting” genes are more likely to be neighbors. A permutation procedure is used to derive an empirical distribution of \( D_k \) under the null hypothesis. In a pathway \( k \), we consider the number of edges connecting a pair of “interesting” genes, which depends on the labels of all genes. We denote this number by \( D_k \). A large value of \( D_k \) would suggest that “interesting” genes are more likely to be neighboring genes. To assess the statistical evidence for the tendency to observe large \( D_k \) values, we employ a permutation procedure as follows. In each permutation, we randomly permute the “interesting” labels of all genes and derive a permuted statistic and these permuted statistics are used to arrive at an empirical distribution of \( D_k \) under the null hypothesis that there is no tendency for neighboring genes to have similar disease association status, i.e., “interesting” or not. We then compare the observed \( D_k \) statistic with the empirical distribution. Finally the \( p \) value of the observed \( D_k \) in this empirical distribution is calculated. A \( p \) value close to 0 indicates that “interesting” genes tend to be neighbors. This procedure is repeated for all pathways, and the histogram of \( p \) values of \( D_k \) for all pathways is plotted in Figure 1. It is evident that this distribution is highly skewed to the left, which suggests associated genes tend to be neighbors in a given pathway.

In the rest of this article, we first introduce our model and statistical inferential procedures. The performance of our methods is then assessed through both simulation studies and real data applications.

Figure 1. Histogram of p values of \( D_k \), the number of edges connecting a pair of “interesting” genes in a pathway \( k \), which depends on the labels of all genes. A large value of \( D_k \) would suggest that “interesting” genes are more likely to be neighbors. A permutation procedure is used to derive an empirical distribution of \( D_k \) under the null hypothesis. The \( p \) value of an observed \( D_k \) is calculated with respect to this empirical distribution. See the Introduction section for more details.
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Results

A MRF model of gene pathways

We start by considering a simple model in which a pathway is represented by an undirected graph $G=(V,E)$ where $V=\{1,\ldots,n\}$ is a set of $n$ genes (nodes) and $E=\{<i,j>:i$ and $j$ are directly connected\} denotes the set of all edges. For the $i$th node in $V$, let $N_i=\{j: <i,j> \in E\}$ denote the set of its neighbors, and $d_i=|N_i|$ denote the number of its neighbors. Let $S_i$ denote the true association status where

$$S_i = +1 \text{ if gene } i \text{ is associated with the disease,}$$

$$S_i = -1 \text{ if gene } i \text{ is NOT associated with the disease.}$$

The values $\pm 1$ are referred to as labels of a node hereafter. Let $S=(S_1,\ldots,S_n)$ denote the labeling of $V$. Thus $S$ is a spatial random vector whose elements may be correlated with each other. Note that each node can be labeled either $-1$ or $+1$, and so there are a total of $2^n$ unique configurations of the pathway. The ultimate goal is to infer the value of $S_i$ based on the pathway topology and the observed association data.

To formalize the idea that neighboring genes tend to have similar association status, we need a probability measure so that nodes connected with each other tend to have the same labels. Here we consider a nearest neighbor Gibbs measure [18] that has the following form:

$$Pr(S|\theta_0) = \frac{1}{z(\theta_0)} \exp \left\{ \sum_{i\in V} I_i(S_i) + \tau_0 \sum_{<i,j> \in E} (w_i + w_j)I_{i-1}(S_i)I_{j-1}(S_j) + (1) \right\},$$

$$\tau_1 \sum_{<i,j> \in E} (w_i + w_j)I_i(S_i)I_j(S_j),$$

where $\theta_0=(h,\tau_0,\tau_1)$ are the prior parameters or hyperparameters, $I_i(\cdot)$ and $I_{i-1}(\cdot)$ are the indicator functions, $w_i=d_i^{1/2}$, and $z(\theta_0)$ is a normalizing function that is the sum over all $2^n$ possible configurations:

$$z(\theta_0) = \sum_{S} \exp \left\{ \sum_{i\in V} I_i(S_i) + \tau_0 \sum_{<i,j> \in E} (w_i + w_j)I_{i-1}(S_i)I_{j-1}(S_j) + \right\},$$

$$\tau_1 \sum_{<i,j> \in E} (w_i + w_j)I_i(S_i)I_j(S_j).$$

Note that it is prohibitive to evaluate $z(\theta_0)$ when $n$ is large. Here $\tau_0$ and $\tau_1$ assign prior weights to edges connecting two non-associated nodes and two associated nodes, respectively. The function $w_i$ will be elaborated in more details in the context of the conditional probability later.

In (1), the second sum is taken over all edges connecting direct neighbors in which both end nodes are labeled $-1$, and the third sum is taken over all edges in which both end nodes are labeled $1$. Positive $\tau_0$ and $\tau_1$ will put more weights on configurations in which directly linked nodes have the same labels, which is desirable in our context. The hyperparameter $h$ determines the marginal probability of $S_i$ when $\tau_0=\tau_1=0$, i.e., all nodes are treated as singletons that are independent:

$$Pr(S_i=1|h,\tau_0=\tau_1=0) = \frac{\exp(h)}{\exp(h)+1}.$$

The simple form Gibbs measure in [1] has the Markov property that makes it attractive to model a biological pathway, in which directly linked genes interact with each other. It defines a MRF, which by definition is a probability measure that satisfies $Pr(S_i|S_{-i})=Pr(S_i|S_i)$, where $V-i$ denote all nodes but $i$, and $N_i$ is the set of all direct neighbors of node $i$. Please see Materials and Methods for details.

Posterior distribution

Now we discuss the posterior distribution of association status after combining the evidence from the observed association statistics at the gene level and the structure of the gene pathway. Before we proceed, it is necessary to present the likelihood function of the observed data. We consider the situation where the observed evidence of association is summarized by $p$ values, which are assumed to be conditionally independent given the true association status $S$. Under the null hypothesis of no association, each $p$-value has a uniform (0,1) distribution. In this article, we consider $y=(y_1,\ldots,y_n)$, where $y_i=\Phi^{-1}(1-p_i/2)$ and $\Phi(\cdot)$ is the CDF (Cumulative Distribution Function) of $N(0,1)$. Therefore, under the null hypothesis of no association, i.e., $S_i=-1$, the density of $y_i$ is $f_0(y_i)\sim N(0,1)$. However, if there is association between the gene and disease, i.e., $S_i=+1$, the distribution of $y_i$ is usually unknown. For simplicity, we assume that it is from $N(\mu, \sigma^2_i)$, where $\mu_i$ is the location parameter and $\sigma_i$ is the scale parameter that usually depends on the true effect size, allele frequencies, and the sample size. To account for the uncertainty about the parameters, we can put prior distributions on $\mu_i$ and $\sigma^2_i$, and marginalize over them to obtain the predictive density of $y_i$.

Here we consider conjugate priors $\mu_i|\sigma^2_i \sim N(\mu, \sigma^2_i/a)$ and $\sigma^2_i \sim \text{Inverse Gamma}(v/2, vd/2)$, or $vd/\sigma^2 \sim \chi^2_{v/2}$; i.e., $\theta_i=(\mu,a,v,d)$ that are hyperparameters. The prior mean of $\mu_i$ is $\mu$ and its variance is $\sigma^2_i/a$. The prior mean of $\sigma^{-2}_i$ is $d^{-1}$ and the prior variance is $\text{Var}[\sigma^{-2}_i]=2/(vd^2)$. This prior is of conjugate form so that the integration over $\mu_i$ and $\sigma^2_i$ is analytically tractable. We note that the hyperparameters can be estimated from the observed data via an empirical Bayes method (see Text S2, Figures S1 and S2). Under this prior setting, the marginal density of $y_i$ is

$$f_i(y_i|S_i=1,\theta_i)=\pi^{-1/2(a+1)}\left(\frac{a}{a+1} \right)^{(v+1)/2} \left( \frac{a}{a+1} + (y_i-\mu)^2 + vd \right)^{-(v+1)/2}.$$ 

This is equivalent to $(y_i-\mu)/\sqrt{(a+1)d/\pi} \sim t(v)$ when $v=1,2$, and others.

The joint marginal density of $y$ is

$$f(y|S,\theta)=(1/(v|S_{-i}-1)|f_0(y_j) \times \prod_{|S_j=+1} f_j(y_j|\theta_j).$$

Thus, the posterior distribution of $S$ given the observed data $y$ is
\[
Pr(S|y, \theta_0, \theta_1) \propto f(y|S, \theta_1)Pr(S|\theta_0).
\]  

(3)

Similar to the MRF interpretation of the prior distribution (1), the posterior also has a nice conditional distribution and is actually a MRF, as will be shown in the Materials and Methods section.

When \( n \) is large, since it is prohibitive to evaluate posterior probabilities on the entire space of configurations, we implement a Markov chain Monte Carlo (MCMC) method to sample from the posterior distribution. Naturally a Gibbs sampler is well suited for a MRF. As will be shown later, due to the MRF property, the posterior has a nice closed-form conditional distribution that can greatly facilitate the MCMC.

Making inference based on the posterior distribution

Most GWAS lead to a set of candidate genes/SNPs that will need to be validated in follow-up studies. Therefore, it is important to include as many truly associated genes as possible among the top ranked genes. Our proposed method allows us to rank order genes as detailed below.

There are several ways of inferring the labels according to the posterior distribution of \( S \). The first one is to use maximum a posteriori (MAP) estimate, which is the configuration with the largest posterior probability, a reasonable point estimate for \( S \). Let us denote it by \( \hat{s}^t = (\hat{s}_1^t, \cdots, \hat{s}_n^t) \). The MAP is the maximizer of the joint posterior distribution:

\[
\hat{s}^t = \arg \max_s f(y|s, \theta_1)Pr(s|\theta_0).
\]

A Gibbs sampler outlined above can be applied to stochastically search for the solution to the above optimization problem. Multiple restarts with different initial configurations are recommended. An alternative approach is to base the estimate on the posterior conditional probability of \( S_i \) given the observed data and all the other nodes \( s_{y \rightarrow i} \). We can estimate \( s_i \) by maximizing this conditional probability (MCP):

\[
\hat{s}_i^t = \arg \max_{s_i} f(y|s_i, \theta_1)Pr(s_i|s_{y \rightarrow i}, \theta_0).
\]

(4)

The advantage of this approach is that the above problem is trivial to solve. As will be explained in equation (8) of the Materials and Methods section, the second term in formula (4) can be evaluated in closed form. Besag [19] proposed an algorithm known as iterated conditional modes (ICM) that iteratively updates \( s_i \). Note that the convergence of ICM is assured because the posterior is proportional to

\[
Pr(y|s, \theta_0, \theta_1) = Pr(s|y, \theta_0, \theta_1)Pr(y|s_{y \rightarrow i}, \theta_0, \theta_1)
\]

which never decreases at any iteration because the first term is non-decreasing and the second one is a constant. So it is easy to see the ICM will converge to a local maximum in the posterior distribution. Since the ICM runs fast and usually converges in several iterations, multiple restarts with different initial configurations are recommended. Finally the resulting configurations can be compared by evaluating \( f(y|\hat{s}^t, \theta_1)Pr(\hat{s}^t|\theta_0) \) up to a normalizing constant to pick the largest one.

The inference can also be based on the marginal posterior probability. Let \( m_i = Pr(S_i = 1|y) \). We consider a decision rule in the form \( \delta(m_i) = I(m_i \geq m^*) \), where \( I(\cdot) \) is an indicator function and \( m^* \) is the sought decision threshold. If \( \delta(m_i) = 1 \), the decision is positive (also referred to as discovery) and gene \( i \) is called to be associated with the disease. Likewise if \( \delta(m_i) = 0 \) the decision is negative. To address the problem of multiple comparisons, we consider loss functions associated with making wrong decisions (false discoveries and false negatives), and solve the decision problem by minimizing the expected loss under the posterior distribution. Here we consider two loss functions. First, if we are interested in the 0-1 loss function \( L_1(S, \delta) = \sum_{m \neq \delta} I[\delta(S_i) - \delta(m)] \cdot Pr(S|y, \theta_0, \theta_1) \), we may want to minimize the expected loss

\[
m_i^* = \arg \min_{m^*} E_L \{ L_1(S, \delta) \}
\]

\[
= \arg \min_{m^*} \sum_S \left\{ \sum_{m \neq \delta} I[\delta(S_i) - \delta(m)] \right\} \cdot Pr(S|y, \theta_0, \theta_1),
\]

under the posterior distribution of \( S \). The solution is \( m_i^* = 0.5 \). Note that \( L_1 \) assigns equal loss to the false positive and false negative errors. This is to minimize the expected frequency of making wrong calls for the association status. Note that the performance of the decision rule \( \delta \) is based on the frequentist operating characteristic in the Bayesian framework, which is common in medical decision makings [20]. The second loss function we consider is the false discovery rate (FDR):

\[
FDR = L_2(S, \delta) = \frac{\sum \delta(m_i)I[\delta(S_i)]}{\sum \delta(m_i)}
\]

(6)

Suppose the goal is to control the expected FDR, under the posterior distribution, such that it is no more than \( \alpha \), i.e., \( E[L_2(S, \delta)|y, \theta_0, \theta_1] \leq \alpha \). If we rank order all genes by their posterior probabilities from the largest to the smallest, and let \( m(0) \) denote the \( i \)th order statistics, then the solution is to choose a cut off value \( m_i^* = m(j) \) where \( j \) is the largest integer that makes \( j^{-1} \sum_{i=0}^j m_i 

\geq (1 - \alpha) \). We should mention that more complicated loss functions can be considered under the framework of our model. See Müller et al. [20] for other examples.

Simulation studies

First we use simulated data to study the performance of the proposed method. The simulation is based on a simple 6-node network shown in Figure 2. Genes G1 through G3 are assumed to be associated with the disease (labeled +1) while G4 through G6 are not associated with the disease (labeled −1). Data are simulated from a disease model as follows. We assume G1, G2 and G3 have independent effects on disease risk and each has a normal alleles in all three genes, and \( \sigma_i = \mathcal{N}(0, 1) \). A multiplicative genetic model is assumed for the risk of having the disease. More specifically, for an individual with genotype \((g_1, g_2, g_3)\), the risk is \( r_0 \cdot r_1^2 \cdot r_2^3 \), where \( r_0 \) is the baseline risk of those carrying two normal alleles in all three genes, and \( r_1 \) is the relative risk, or effect size, of gene \( i \), \( i \in \{1, 2, 3\} \). For each SNP the Hardy-Weinberg equilibrium (HWE) is assumed to hold in the general population so that the genotype probabilities are \((1-p)^2, 2p(1-p), p^2\) for \( g_i = 0, 1\), and \( 2 \), respectively. In the simulation we use three minor allele frequencies \( p = (0.05, 0.10, 0.15) \), three disease prevalence values \( k = (0.05, 0.10, 0.15) \), and six effect sizes \( r = (1.05, 1.10, 1.13, 1.20, 1.25, 1.30) \). As a result, there are a total of 54 settings of \((p, k, r)\), for each of which we first let \( p_1 = p_2 = p_3 = p \) and
To simulate 200 data sets for each combination of the three power settings (low, median and high) and three truly associated sets (3, 5 and 7 nodes). For each data set, we run eight Gibbs samplers using eight different hyperparameters described above. Each Gibbs sampler is run with 100 restarts and each start contains 100 steps.

We compare the average AUC of 200 simulated data sets using \( p \) value and the posterior mean and plot the results in Figure 4. In general, the AUC of the proposed method is larger than that using \( p \) values alone. It achieves good AUC if the prior mean is close to the truth, especially when the power is low. For example, in the middle column panels where there are 5 truly associated genes, prior settings 2 and 3, favoring median number of truly associated nodes, outperform prior settings 1 and 4. Similarly, in the right panel where the true model contains 7 genes, prior settings 3 and 4, which are in favor of large models, perform better than the other prior settings. Furthermore, priors in subgroup 1 are better than subgroup 2 in general. It is not surprising because the priors in subgroup 1 encourages nodes labeled with +1 to group together, which agrees with the simulation setting.

To evaluate the control of the false positive rates and the false discovery rates of the proposed methods in relatively large pathways with only a few associated genes, we conduct a third simulation study based on a simulated network shown in Figure 5 that contains 60 nodes. We consider three truly associated gene sets, namely (2, 11, 19), (2, 11, 19, 41), and (2, 11, 19, 20, 41), and label them as models 1, 2 and 3 in Table 3. Similar to the previous study, we simulate \( p \) values from \( z \) scores randomly drawn from \( N(1,1), N(1.5,1) \) and \( N(2,1) \), respectively, corresponding to the power 0.16 (low), 0.32 (median) and 0.51 (high) in the association tests. The \( p \) values for \( S_i = -1 \) are generated randomly from Uniform(0, 1) as before.

To examine the effects of hyperparameters of the network, we consider eight priors, listed in Table 2, that roughly form four main groups indexed by numbers 1 through 4, and two subgroups indexed by letters \( a \) and \( b \). For each set of hyperparameters a Gibbs sampler is run to draw samples from the corresponding prior distribution, and we can estimate \( Pr(S_i = 1) \), the prior mean, and \( Pr(S_i = S_j = 1) \) and \( Pr(S_i = S_j = -1) \) where \( <i,j> \in E \), the probabilities of edge \( <i,j> \) linking two nodes with identical labels. The averages of the estimated probabilities are listed in the last three columns of Table 2. The average prior means of all nodes are about 0.05, 0.15, 0.25, and 0.4, respectively for the four main groups. Roughly speaking, it means that group 1 is in favor of a small number, and group 4 a large number, while groups 2 and 3 in between, of nodes labeled with +1. Furthermore, values of \((\alpha, \tau_1)\) in subgroup \( b \) are larger than those in subgroup \( a \), meaning that nodes with identical labels are more likely to be next to each other a priori in subgroup \( b \) than subgroup \( a \), as can be seen from the last two columns in Table 2. On the other hand, because the posteriors are found to be insensitive to the hyperparameters \((\mu,a,v,d)\) when \( v \) is large, they are set to \( (3,1,10,1) \) as in the previous example.

We simulate 200 data sets for each combination of the three power settings (low, median and high) and three truly associated sets (3, 5 and 7 nodes). For each data set, we run eight Gibbs samplers using eight different hyperparameters described above. Each Gibbs sampler is run with 100 restarts and each start contains 100 steps. We compare the average AUC of 200 simulated data sets using \( p \) value and the posterior mean and plot the results in Figure 4. In general, the AUC of the proposed method is larger than that using \( p \) values alone. It achieves good AUC if the prior mean is close to the truth, especially when the power is low. For example, in the middle column panels where there are 5 truly associated genes, prior settings 2 and 3, favoring median number of truly associated nodes, outperform prior settings 1 and 4. Similarly, in the right panel where the true model contains 7 genes, prior settings 3 and 4, which are in favor of large models, perform better than the other prior settings. Furthermore, priors in subgroup \( b \) are better than subgroup \( a \) in general. It is not surprising because the priors in subgroup \( b \) encourage nodes labeled with +1 to group together, which agrees with the simulation setting.

To evaluate the control of the false positive rates and the false discovery rates of the proposed methods in relatively large pathways with only a few associated genes, we conduct a third simulation study based on a simulated network shown in Figure 5 that contains 60 nodes. We consider three truly associated gene sets, namely (2, 11, 19), (2, 11, 19, 41), and (2, 11, 19, 20, 41), and label them as models 1, 2 and 3 in Table 3. Similar to the previous study, we simulate \( p \) values from \( z \) scores randomly drawn from \( N(1,1), N(1.5,1) \) and \( N(2,1) \), corresponding to weak, median and strong associations, respectively. Three prior settings are considered for \((\theta, \tau_1, \tau_0)\), namely \((-1.5, 0.15, 0.02), (-1.50, 0.10, 0.01)\) and \((-2, 0.25, 0.01)\).
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Figure 2. A simple 6-node network.
doi:10.1371/journal.pgen.1001353.g002

The second simulation study is based on the network shown in Figure 3. This network was adapted from BioCarta “Human Rho cell motility signaling pathway” and we deleted a few genes that are either absent from our Crohn’s disease data or not connected to others. We assume three different sets of truly associated genes, plotted in triangles, rectangles and pentagons, each of which contains three, five, and seven nodes, respectively. To simulate different levels in the power of the association tests, for each gene with \( S_i = +1 \), the \( p \) value is computed from a two-sided \( z \) test where \( z \) scores are randomly drawn from \( N(1,1), N(1.5,1) \) and \( N(2,1) \), respectively, corresponding to the power 0.16 (low), 0.32 (median) and 0.51 (high) in the association tests. The \( p \) values for \( S_i = -1 \) are generated randomly from Uniform(0, 1) as before.

To examine the effects of hyperparameters of the network, we consider eight priors, listed in Table 2, that roughly form four main groups indexed by numbers 1 through 4, and two subgroups indexed by letters \( a \) and \( b \). For each set of hyperparameters a Gibbs sampler is run to draw samples from the corresponding prior distribution, and we can estimate \( Pr(S_i = 1) \), the prior mean, and \( Pr(S_i = S_j = 1) \) and \( Pr(S_i = S_j = -1) \) where \( <i,j> \in E \), the probabilities of edge \( <i,j> \) linking two nodes with identical labels. The averages of the estimated probabilities are listed in the last three columns of Table 2. The average prior means of all nodes are about 0.05, 0.15, 0.25, and 0.4, respectively for the four main groups. Roughly speaking, it means that group 1 is in favor of a small number, and group 4 a large number, while groups 2 and 3 in between, of nodes labeled with +1. Furthermore, values of \((\alpha, \tau_1)\) in subgroup \( b \) are larger than those in subgroup \( a \), meaning that nodes with identical labels are more likely to be next to each other a priori in subgroup \( b \) than subgroup \( a \), as can be seen from the last two columns in Table 2. On the other hand, because the posteriors are found to be insensitive to the hyperparameters \((\mu,a,v,d)\) when \( v \) is large, they are set to \( (3,1,10,1) \) as in the previous example.

We simulate 200 data sets for each combination of the three power settings (low, median and high) and three truly associated sets (3, 5 and 7 nodes). For each data set, we run eight Gibbs samplers using eight different hyperparameters described above. Each Gibbs sampler is run with 100 restarts and each start contains 100 steps. We compare the average AUC of 200 simulated data sets using \( p \) value and the posterior mean and plot the results in Figure 4. In general, the AUC of the proposed method is larger than that using \( p \) values alone. It achieves good AUC if the prior mean is close to the truth, especially when the power is low. For example, in the middle column panels where there are 5 truly associated genes, prior settings 2 and 3, favoring median number of truly associated nodes, outperform prior settings 1 and 4. Similarly, in the right panel where the true model contains 7 genes, prior settings 3 and 4, which are in favor of large models, perform better than the other prior settings. Furthermore, priors in subgroup \( b \) are better than subgroup \( a \) in general. It is not surprising because the priors in subgroup \( b \) encourage nodes labeled with +1 to group together, which agrees with the simulation setting.

To evaluate the control of the false positive rates and the false discovery rates of the proposed methods in relatively large pathways with only a few associated genes, we conduct a third simulation study based on a simulated network shown in Figure 5 that contains 60 nodes. We consider three truly associated gene sets, namely (2, 11, 19), (2, 11, 19, 41), and (2, 11, 19, 20, 41), and label them as models 1, 2 and 3 in Table 3. Similar to the previous study, we simulate \( p \) values from \( z \) scores randomly drawn from \( N(1,1), N(1.5,1) \) and \( N(2,1) \), corresponding to weak, median and strong associations, respectively. Three prior settings are considered for \((\theta, \tau_1, \tau_0)\), namely \((-1.5, 0.15, 0.02), (-1.50, 0.10, 0.01)\) and \((-2, 0.25, 0.01)\).
Table 1. Average FPR, sensitivities, FDR, and AUC of the 6-node network.

| Prevalence | Effect Size | MAF = 0.05 | MAF = 0.10 | MAF = 0.15 |
|------------|-------------|------------|------------|------------|
|            | Method      | FPR        | Sens.      | FDR        | AUC        | FPR        | Sens.      | FDR        | AUC        | FPR        | Sens.      | FDR        | AUC        |
| 0.05       | $p$ value   | 0.05       | 0.06       | 0.42       | 0.50       | 0.05       | 0.07       | 0.39       | 0.52       | 0.04       | 0.08       | 0.35       | 0.54       |
|            | Posterior   | 0.04       | 0.07       | 0.39       | 0.55       | 0.04       | 0.08       | 0.33       | 0.56       | 0.04       | 0.08       | 0.33       | 0.59       |
| 1.00       | $p$ value   | 0.05       | 0.08       | 0.38       | 0.55       | 0.05       | 0.12       | 0.25       | 0.60       | 0.05       | 0.13       | 0.26       | 0.60       |
|            | Posterior   | 0.05       | 0.08       | 0.38       | 0.60       | 0.04       | 0.13       | 0.22       | 0.65       | 0.04       | 0.16       | 0.21       | 0.67       |
| 1.50       | $p$ value   | 0.05       | 0.13       | 0.25       | 0.60       | 0.05       | 0.20       | 0.18       | 0.67       | 0.06       | 0.28       | 0.17       | 0.72       |
|            | Posterior   | 0.04       | 0.15       | 0.21       | 0.67       | 0.04       | 0.23       | 0.16       | 0.74       | 0.05       | 0.33       | 0.13       | 0.80       |
| 2.00       | $p$ value   | 0.05       | 0.18       | 0.19       | 0.64       | 0.04       | 0.32       | 0.10       | 0.76       | 0.05       | 0.40       | 0.11       | 0.81       |
|            | Posterior   | 0.05       | 0.20       | 0.17       | 0.71       | 0.04       | 0.38       | 0.09       | 0.84       | 0.05       | 0.49       | 0.09       | 0.88       |
| 2.50       | $p$ value   | 0.05       | 0.25       | 0.16       | 0.70       | 0.06       | 0.41       | 0.12       | 0.80       | 0.05       | 0.56       | 0.07       | 0.88       |
|            | Posterior   | 0.05       | 0.29       | 0.14       | 0.77       | 0.06       | 0.51       | 0.10       | 0.87       | 0.06       | 0.68       | 0.06       | 0.93       |
| 3.00       | $p$ value   | 0.05       | 0.34       | 0.11       | 0.76       | 0.05       | 0.57       | 0.07       | 0.88       | 0.05       | 0.72       | 0.05       | 0.92       |
|            | Posterior   | 0.05       | 0.41       | 0.10       | 0.83       | 0.06       | 0.68       | 0.06       | 0.93       | 0.05       | 0.83       | 0.05       | 0.96       |

0.2, 0.01), whose average prior probability $Pr(S_i = 1)$ is approximately 0.2, and average prior probabilities $Pr(S_i = j = 1)$ for $<i,j> \in E$ are roughly 0.13, 0.11, and 0.08, respectively. For the proposed method, we consider three decision rules. The first one (PM1) uses the posterior mean with a cut-off value $m_1 = 0.5$ as in (5), the second one is MCP as in (4), and the third one (PM2) is the method to control the FDR at 0.1 as in (6). Then we compare them with the $p$ value method (P value) with a cut-off value set at 0.05 and the correction method (BH) of Benjamini & Hochberg (1995) [21]. For each scenario we simulate 100 data sets, and run a Gibbs sampler with 100 restarts where each start contains 100 iterations. For each simulated data set, we calculate the FPR, sensitivity (Sens.), FDR, and AUC as before. Table 3 lists the average values of the 100 simulation runs. In general PM1 and MCP control the FPR below the 0.05 level and have lower FDR than the $p$ value while achieving better or similar power as the $p$ value method. In terms of controlling FDR, PM2 controls the FDR around 0.1, and it has smaller FPR or better power than the BH method in most cases when it achieves similar or better FDR.

**Crohn’s disease data**

We use one Crohn’s disease [15] data set to further evaluate the performance of the proposed method. Details of this data can be found in the Materials and Methods section.
We run our algorithm on 289 pathways that have at least 20 genes with non-missing \( p \) values. The hyperparameters \((h, \tau_1, \tau_0)\) are chosen such that the average prior mean is roughly between 0.2 and 0.4 based on the simulation findings. To evaluate the performance, we consider 32 target genes that are confirmed to be related to the Crohn’s disease [22]. Among these genes, 10 genes can be mapped to 66 pathways. In Figure 6 we plot the AUC values of the rankings by \( p \) values on the \( y \) axis and posterior means on the \( x \) axis for pathways containing three or more target genes. A majority of AUC values are improved if genes are rank ordered by the posterior mean. The average AUC based on \( p \) values is 0.568 while on posterior means is 0.613. To see what causes the rank changes of genes in the posterior probability, in Figure 7 we show the Human IL-2 Receptor Beta Chain in T cell Activation pathway from BioCarta. Genes in this pathway are densely connected. To aid visualization, we randomly remove some edges. Significant genes whose \( p \) values are below 0.05 are colored in cyan, genes with improved ranks are colored in light blue and others are colored in pink. It can be clearly seen that genes colored in light blue have more connections with the significant genes, and are more heavily linked among themselves, compared to other genes in the pathway. Genes that have many interactions with each other may play important roles in the biological processes in the pathway. When they are connected to many significant genes, it might be reasonable that they are more likely to associate with the disease than other genes.

**Discussion**

In this article we introduced a Bayesian method to incorporate prior knowledge of biological pathways into GWAS. This approach uses a MRF as a prior distribution to model the interactions among genes that participate in the same pathway. We showed that the posterior distribution is also a MRF and can be sampled via a Gibbs sampler. Inferences based on the posterior distribution allow us to combine data from the association study with prior information of biological pathways. In particular, this framework considers the topology of all genes in a pathway, which has not been fully utilized in many of the existing methods. The simulation studies and real data example suggest that the proposed method has higher power to identify genes associated with disease.

One limitation of the MRF model is that the Gibbs sampler tends to move around local maxima for a long time and thus can be slow in convergence to the posterior distribution. We recommend to run the Markov chain Monte Carlo with multiple random restarts, and examine the sampling distribution of network statistics, like the number of genes labeled with +1 and the proportion of edges linking genes with identical labels. In our studies, we found that a Markov chain initially moves very rapidly from its starting state, usually within the first 10 to 20 steps, before it reaches some steady states and stabilizes for a long period thereafter. We suggest running 100 Gibbs steps for each random starting state, and conducting the simulation with 100 restarts. The computing time of this scheme typically takes a few minutes on a PC for a pathway of about 30 genes. We should also mention that the characteristics of the MRF defined in (1) depend on both the hyperparameters and the structure of the network under consideration. Consequently there does not exist a set of hyperparameters that can be suitable for all pathways. To assist the specification of hyperparameters, we provide an algorithm of estimating hyperparameters based on a

**Table 2. Eight priors.**

| Group | Subgroup | Hyperparameters | Estimates |
|-------|----------|----------------|-----------|
|       |          | \( h \)  | \( \tau_1 \) | \( \tau_0 \) | \( E[Pr(S_i = -1)] \) | \( E[Pr(S_i = S_j = -1)] \) | \( E[Pr(S_i = S_j = -1)] \) |
| 1     | a        | -3.00 | 0.10 | 0.01 | 0.044 | 0.003 | 0.917 |
|       | b        | -3.00 | 0.25 | 0.10 | 0.049 | 0.043 | 0.923 |
| 2     | a        | -2.00 | 0.10 | 0.01 | 0.156 | 0.047 | 0.710 |
|       | b        | -2.50 | 0.20 | 0.05 | 0.141 | 0.119 | 0.776 |
| 3     | a        | -1.25 | 0.05 | 0.01 | 0.250 | 0.081 | 0.563 |
|       | b        | -3.00 | 0.25 | 0.05 | 0.254 | 0.264 | 0.602 |
| 4     | a        | -1.50 | 0.10 | 0.01 | 0.355 | 0.227 | 0.402 |
|       | b        | -2.00 | 0.25 | 0.10 | 0.405 | 0.412 | 0.466 |

Note: There may be a typographical error in the table where the relationship between the posterior mean and the AUC values is not directly comparable.
conditional empirical Bayes approach in Text S2. It is recommended that these values would be used in initial attempts and it would be better to test several other variants of hyperparameters, possibly through fine-tuning the initial values. It is helpful to draw samples from the prior distribution to assess the effects of different prior settings. One limitation of pathway-based analysis is that not all the genes can be associated with pathways. It is likely with knowledge accumulation, more genes will be mapped to pathways. An R package is under construction and will be made publically available soon.

Materials and Methods

The MRF property of the prior distribution on pathways

The nearest neighbor Gibbs measure on gene pathways in formula (1) defines a MRF and its conditional distribution has a logistic regression form as shown below.

Proposition 1. The Gibbs measure in (1) is Markovian and thus defines a MRF

\[
Pr(S_i|S_{-i}, \theta_0) = Pr(S_i|S_{X_i}, \theta_0).
\]

Moreover, the conditional distribution has a logistic form:

\[
\text{logit} \ Pr(S_i|S_{X_i}, \theta_0) = h + \tau_1 \left( w_i J_i^{(1)} + \sum_{k \in X_i} w_k I_k(S_k) \right) - \tau_0 \left( w_i J_i^{(-1)} + \sum_{k \in X_i} w_k I_{-1}(S_k) \right), \quad i = 1, \ldots, n,
\]

where \( J_i^{(1)} = \sum_{k \in X_i} I_i(S_k),\ i = \pm 1 \). Equivalently, (7) can be rewritten as a system of linear equations:

\[
\text{logit} \ Pr(S_i|S_{X_i}, \theta_0) = \beta_{i0} + \beta_{i1} S_1 + \cdots + \beta_{in} S_n, \quad i = 1, \ldots, n,
\]
Proof. See Text S1.

This result shows the Markov property that the conditional distribution of \( S_i \), given all other node labels in the network, is equal to the conditional distribution of \( S_i \) given all its neighbors. It follows immediately from (8) that if \( S_i \) and \( S_j \) are not neighbors, then they are conditionally independent.

Now we give an interpretation of \( w_i \). From (8), it is clear that the conditional distribution of \( S_i \) depends on the weighted sum of labels of its neighbors, with weight \( (w_i + w_j)\tau_1 \) if \( S_j = 1 \) and \( -(w_i + w_j)\tau_0 \) if \( S_j = -1 \). Here \( (w_i + w_j) \) is the sum of weights on both ends of a linking edge. We set \( w_i \) to be the square root of \( d_i \), which is the degree of gene \( i \). As a result, a gene that interacts with many other genes in the pathway has a large weight because it may play a central role in a biological process and thus it is likely to have a large influence.

The Markovian property of (1) can be derived directly from a more general result [18], which states that a nearest neighbor Gibbs measure is equivalent to a MRF. Our proof is specific to (1) and is needed to derive the logistic model in (7). We note that under the setting of rectangular lattice systems, Besag [23,24] presented a general logistic model called the autologistic model.
The MRF property of the posterior distribution

To see that the posterior distribution is also a MRF, note that for node $i$,

$$
Pr(S_i = +1 | y, S_{\neg i}, \theta_0, \theta_1) \propto f_i(y_i | \theta_1) Pr(S_i = +1 | S_{\neg i}, \theta_0)
$$

$$
= f_i(y_i | \theta_1) Pr(S_i = +1 | S_{\neg i}, \theta_0).
$$

Thus, the conditional posterior distribution of $S_i$ given all other nodes only depends on its neighbors, which means the posterior distribution is also a MRF. The conditional posterior log odds of $S_i$ is

$$
h + \log LR(y_i; \theta_1) + \tau_1 \left( w_1 f_1^{(1)} + \sum_{k \in N_i} w_k I_{(-1)}(S_k) \right) - \tau_0 \left( w_1 f_1^{(-1)} + \sum_{k \in N_i} w_k I_{(1)}(S_k) \right),
$$

where

$$
LR(y_i; \theta_1) = \frac{f_i(y_i | \theta_1)}{f_0(y_i)}.
$$
is the marginal likelihood ratio. Therefore, (9) is the product of
the marginal likelihood ratio, reflecting the evidence from the data for
association with the disease, and the conditional prior odds,
reflecting the effect from interactions among neighboring genes
from the biological pathway.

To make it clear, we can rewrite (9) in the form of a system of
auto-logistic regression equations:

$$\logit P(r_S|y, S_{\neg S}, \theta_0, \theta_1) = \beta_0 + \beta_1 S_1 + \cdots + \beta_n S_n, i=1, \cdots, n, (10)$$

Figure 6. AUC comparison of rankings by p values and posterior means for Crohn’s disease data. AUC values of the rankings by p values are on the y axis and that of the posterior means are on the x axis for pathways containing three or more target genes.
doi:10.1371/journal.pgen.1001353.g006

Figure 7. IL-2 receptor Beta chain in T cell activation pathway. Significant genes whose p values are below 0.05 are colored in cyan, genes with improved ranks are colored in light blue and others are colored in pink.
doi:10.1371/journal.pgen.1001353.g007
where
\[ \beta_{0j} = h + \log LR(y; \theta_0), \]
\[ \beta_{ij} = \begin{cases} 0 & \text{if } i = j \text{ or } \frac{i}{j} \notin \mathcal{E} \\ (w_i + w_j) \left( \tau_1 I_1(S_i) - \tau_1 I_{-1}(S_j) \right) & \text{if } \frac{i}{j} \in \mathcal{E} \end{cases} \]

There are a few observations. First, it is easy to see that the posterior conditional logit form in (9) is the same as the prior conditional logit in (8) except its intercept is \( h + \log LR(y; \theta_0) \). Thus, the observed log likelihood ratio provides a fixed additive effect to the prior logit. Second, the coefficient matrix is symmetric, i.e., \( \beta_{ij} = \beta_{ji} \). If gene \( i \) and \( j \) are not neighbors, then \( \beta_{ij} = \beta_{ji} = 0 \) and they are conditionally independent. On the other hand, if they are neighbors, then the impact between each other is equal. Third, genes \( i \) and \( j \) are in general correlated in their joint posterior distribution, even if they are not neighbors and are conditionally independent. Moreover, the more common neighbors they share with each other, the stronger the correlation between the two.

The MCMC algorithm
To sample from the posterior distribution, here we implement a Gibbs sampler that is well suited for a MRF. The algorithm is described as follows. First we set an initial value for \( \mathbf{S} \), say \( \mathbf{s}^{(0)} \). Then in step \( k \), we update the labels sequentially for \( i = 1, \ldots, n \) according to (10):
\[ \log \Pr(\mathbf{s}^{(k)} | \mathbf{y}, \mathbf{s}_{-i}^{(k)}, \cdots, \mathbf{s}_{i-1}^{(k)}, \mathbf{s}_{i+1}^{(k-1)}, \cdots, \mathbf{s}_n^{(k-1)}, \theta_0, \theta_1) = \beta_0^{(k)} + \beta_{11}^{(k)} s_1^{(k)} + \cdots + \beta_{1n}^{(k)} s_n^{(k-1)} + \cdots + \beta_{nn}^{(k-1)} s_n^{(k-1)} + \beta_{0}^{(k)} \]

to obtain \( \mathbf{s}^{(k)} \) from \( \mathbf{s}^{(k-1)} \). In each cycle we may want to randomize the order in which the nodes are updated.

Crohn’s disease data
The Crohn’s disease [15] data set is used to evaluate the performance of the proposed method in the Results section.
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