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Abstract

In this paper we give an elementary proof of the convergence of corner cutting algorithms refining points, in case the corner cutting weights are taken from the rather general class of weights considered by Gregory and Qu (1996). We then use similar ideas, adapted to nets of functions, to prove the convergence of corner cutting algorithms refining nets of functions, in case the corner cutting weights are taken from a stricter class of weights than in the refinement of points.
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1. Introduction

Carl de Boor proved the convergence of corner cutting algorithms refining points in a very general case [1]. Convergence of a wide class of corner cutting algorithms was proved by Gregory and Qu [10]. In this paper we give a simple proof of the convergence result in [10]. Our proof is based on the simple but crucial observation that the polygonal line \( L(u^{[k+1]}, p^{[k+1]}) \) through the points of level \( k + 1 \), \( (u^{[k+1]}, p^{[k+1]}) \), \( i \in \mathbb{Z} \), is a piecewise linear interpolant of \( L(u^{[k]}, p^{[k]}) \). Using an elementary error formula, we show that the sequence of polygonal lines \( \{L(u^{[k]}, p^{[k]})\}_{k \geq 0} \) is a Cauchy sequence, in case the corner cutting weights are taken from the rather general class of weights \( W \) considered in [10] and satisfy an asymptotic condition on their size. We then adapt the approximation idea to show the convergence of corner cutting algorithms for bivariate nets of functions, when the weights are taken from \( W \) but satisfy a stricter asymptotic condition. Both convergence results for points and for nets of functions are proved under a condition on the initial data. Besides the theoretical interest in these two nice convergence results, corner cutting algorithms for nets of functions (points) generate a variety of \( C^0 \) bivariate functions (\( C^0 \) curves) approximating the initial net (polygonal line), with the corner cutting weights acting as shape parameters. In a future work we plan to study the smoothness of the limits in the case of nets, and to derive conditions on the corner cutting weights which guarantee \( C^1 \) limit functions. This was investigated in the case of points in [2] and in [10].

The structure of the paper is as follows. In Section 2 we give our proof of the convergence of corner cutting algorithms refining points (polygonal lines). In Section 3 we consider the case of bivariate nets of functions. First, in Subsection 3.1 we give preliminary results on Coons patches (see [6]) and their approximation properties since they are analogous to linear interpolants in the case of points. Then, in Subsection 3.2 we introduce the notion of bivariate nets of functions and present the corner cutting algorithms for them. The convergence theorem and its proof are given in Subsection 3.3.
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2. Corner cutting algorithms for points in $\mathbb{R}^n$

Corner cutting algorithms for points are iterative methods that starting from a given sequence of points $\mathbf{p}^{[0]} = \{p_i^{[0]}, i \in \mathbb{Z}\}$ produce at each iteration denser and denser sequences of points $\mathbf{p}^{[k]}$, $k > 0$. Whenever convergent, they allow the user to define a continuous curve that approximates the shape described by the given polyline. Convergence of corner cutting algorithms can be briefly defined as follows.

**Definition 2.1.** A corner cutting algorithm is said to be convergent if, for any initial sequence $\mathbf{p}^{[0]} = \{p_i^{[0]}, i \in \mathbb{Z}\}$, there exists a function $F_{\mathbf{p}^{[0]}} \in C(\mathbb{R})$ such that

$$\lim_{k \to +\infty} \sup_{i \in \mathbb{Z}} |F_{\mathbf{p}^{[n]}(2^{-k}i)} - p_i^{[k]}| = 0.$$ 

In this section we investigate the convergence of univariate corner cutting schemes assuming the corner cutting weights to satisfy the same assumptions as Gregory and Qu [10].

**Definition 2.2** (Corner cutting weights). Let $\ell(\mathbb{Z})$ be the set of scalar valued sequences indexed by $\mathbb{Z}$. We denote by $\mathcal{W}$ a subset of $\ell(\mathbb{Z}) \times \ell(\mathbb{Z})$ of the form

$$\mathcal{W} := \{ (\alpha, \beta) \in \ell(\mathbb{Z}) \times \ell(\mathbb{Z}) : \inf_{i \in \mathbb{Z}} |\alpha_i|, 1 - \beta_i, \beta_i - \alpha_i| > 0 \}. \quad (2.1)$$

Moreover, for $\gamma := (\alpha, \beta) \in \mathcal{W}$ we define

$$\mu(\gamma) := \sup_{i \in \mathbb{Z}} |\beta_i - \alpha_i, 1 - \beta_{i-1} + \alpha_i|.$$

(2.2)

Now let $\ell^n(\mathbb{Z})$ denote the set of vector valued sequences indexed by $\mathbb{Z}$ and let $\mathbf{P} = \{P_i \in \mathbb{R}^n, i \in \mathbb{Z}\} \in \ell^n(\mathbb{Z})$. In the following we define the corner cutting operator for an arbitrary sequence $\mathbf{P}$ of points in $\mathbb{R}^n$.

**Definition 2.3** (Corner cutting operator). The corner cutting operator with corner cutting weights $\gamma := (\alpha, \beta) \in \mathcal{W}$, denoted by $CC_{\gamma}$, maps $\ell^n(\mathbb{Z})$ into $\ell^n(\mathbb{Z})$.

For $\mathbf{P} \in \ell^n(\mathbb{Z})$

$$\left(CC_{\gamma}(\mathbf{P})\right)_2 = (1 - \alpha_i)P_i + \alpha_{i+1}, \quad \left(CC_{\gamma}(\mathbf{P})\right)_2 = (1 - \beta_i)P_i + \beta_{i+1}.$$ \quad (2.3)

**Remark 2.4.** The corner cutting operator given in Definition 2.3 is the same as the one studied in [10]. A more general corner cutting operator is considered in [10]. The condition required in (2.1) on the corner cutting weights follows from the observation that

$$\alpha_i = \frac{\|Q_{2i} - P_i\|_2}{\|P_{i+1} - P_i\|_2}, \quad 1 - \beta_i = \frac{\|P_{i+1} - Q_{2i+1}\|_2}{\|P_{i+1} - P_i\|_2}, \quad \beta_i - \alpha_i = \frac{\|Q_{2i+1} - Q_{2i}\|_2}{\|P_{i+1} - P_i\|_2},$$

where $Q_{2i} = CC_{\gamma}(\mathbf{P})_2$, $Q_{2i+1} = CC_{\gamma}(\mathbf{P})_2$.

Denoting by $\mathbf{P}^{[0]} \in \ell^n(\mathbb{Z})$ a sequence of points in $\mathbb{R}^n$ and assuming that, for each $k \geq 0$, a pair of scalar valued sequences $\gamma^{[k]} := (\alpha^{[k]}, \beta^{[k]}) \in \mathcal{W}$ is assigned, we can formulate the corner cutting algorithm, for short the $CC_{\gamma}$-algorithm, as follows.

**Algorithm 2.5.** Corner cutting algorithm for points:

- **Input:** $\mathbf{P}^{[0]} \in \ell^n(\mathbb{Z})$
- For $k = 0, 1, \ldots$,
- **Input:** $\gamma^{[k]} \in \mathcal{W}$
- **Compute** $\mathbf{P}^{[k+1]} = CC_{\gamma^{[k]}}(\mathbf{P}^{[k]})$ according to (2.3).
In the remainder of this section we want to give a new simple proof of the fact that, for all choices of line $R$ satisfying $\sup_{i \geq 0} \mu(\gamma^i) < 1$, and for all sequences of points in $\mathbb{R}^n$ with bounded $L_\infty$ distance between every two consecutive points, the corner cutting algorithm always converges. To this end we present two technical lemmas, where the first one is taken from [5] Lemma 18] and is here recalled for completeness.

**Lemma 2.6.** Let $f$ be a univariate function defined on $[a, b]$. If $f$ is Lipschitz continuous with Lipschitz constant $L$, then the error in approximating $f$ by the linear interpolating polynomial at the points $a$, $b$,

$$ \mathcal{L}(a, b; f(a), f(b))(x) = \frac{x-a}{b-a}f(b) + \frac{b-x}{b-a}f(a), $$

is bounded by

$$ |f(x) - \mathcal{L}(a, b; f(a), f(b))(x)| \leq \frac{(b-a)L}{2}, \quad x \in [a, b]. $$

**Proof.** It is well known that

$$ f(x) - \mathcal{L}(a, b; f(a), f(b))(x) = (x-a)(x-b)[a, b, x]f $$

with $[a, b, x]f$ the divided difference of order 2 of $f$ at the points $a, b, x$. By definition of divided differences we get

$$ f(x) - \mathcal{L}(a, b; f(a), f(b))(x) = (x-a)(x-b)[a, b, x]f = \frac{(x-a)(x-b)}{b-a} \left( \frac{f(b) - f(x)}{b-x} - \frac{f(x) - f(a)}{x-a} \right). \quad (2.5) $$

Since $\frac{(x-a)(x-b)}{b-a} \leq \frac{b-a}{4}$, and $f$ is Lipschitz continuous, then [2.5] yields

$$ |f(x) - \mathcal{L}(a, b; f(a), f(b))(x)| \leq \frac{(b-a)}{4} \left( \frac{L|b-x|}{|b-x|} + \frac{L|x-a|}{|x-a|} \right) = \frac{(b-a)L}{2}. $$

The next lemma is about piecewise Lipschitz continuous functions.

**Lemma 2.7.** Let $f$ be a Lipschitz continuous function on each interval of a partition $\cdots < x_i < x_{i+1} < \cdots$ of the real line $\mathbb{R} = \bigcup_{i \in \mathbb{Z}} [x_i, x_{i+1})$, with a bound $L$ on the Lipschitz constants. Then $f$ is Lipschitz continuous in $\mathbb{R}$ with Lipschitz constant $L$.

**Proof.** Let $t_1, t_2 \in \mathbb{R}, t_1 < t_2$. If $t_1, t_2$ belong to the same interval of the partition, say $t_1, t_2 \in [x_i, x_{i+1})$, the inequality $|f(t_2) - f(t_1)| \leq L |t_2 - t_1|$ holds by assumption. Otherwise, assuming $t_1 \in [x_i, x_{i+1}), t_2 \in [x_j, x_{j+1}), j \geq i + 1$, and writing

$$ f(t_2) - f(t_1) = f(t_2) - f(x_j) + \sum_{i=i+1}^{j-1} (f(x_{i+1}) - f(x_i)) + f(x_{j+1}) - f(t_1) \quad (2.6) $$

$$ 3 \quad 3 $$
we easily arrive at
\[ |f(t_2) - f(t_1)| \leq L |t_2 - x_j| + L \sum_{l=1}^{j-1} |x_{l+1} - x_l| + L |x_{j+1} - t_1| = L |t_2 - t_1|, \]
which concludes the proof. \( \square \)

**Theorem 2.8.** For \( |\gamma^k|_{k \geq 0} \in \mathbb{W} \) such that
\[
\sup_{k \geq 0} \mu(\gamma^k) < 1, \tag{2.7}
\]
the corner cutting algorithm (Algorithm 2.5) converges for all initial sequences \( \mathbf{P}^{(0)} = \{P_i^{(0)} \in \mathbb{R}^n, i \in \mathbb{Z}\} \in \ell^n(\mathbb{Z}) \) satisfying
\[
\|P_i^{(0)} - P_i^{(0)}\|_\infty < L, \quad \forall i \in \mathbb{Z},
\]
with \( L > 0 \).

**Proof.** We prove convergence of the CC\( \gamma \)-algorithm working component-wise. First we introduce a parametrization at each refinement level. Without loss of generality, we assume \( u^{(0)} = \mathbb{Z} \) and, for all \( k \geq 0 \), we denote by \( u^k \) the scalar sequence obtained from \( u^{(0)} \) by applying \( k \) steps of the CC\( \gamma \)-algorithm (Algorithm 2.5). Precisely, from the \((k-1)\)-th level parameters, the \( k\)-th level parameters are obtained by the rules
\[
u_{2i}^k = \left(1 - \alpha_i^{k-1}\right)\nu_i^k - \alpha_i^{k-1}\nu_{i+1}^k, \quad \nu_{2i+1}^k = \left(1 - \beta_i^{k-1}\right)\nu_i^k + \beta_i^{k-1}\nu_{i+1}^k.
\]
Denoting by \( p_i^k \) one component of \( u_i^k \), we construct the piecewise linear interpolant to the data \((u_i^k, p_i^k)\) and denote it by \( L(u_i^k, p_i^k) \). In other words
\[
L(u_i^k, p_i^k)(u) = L(u_i^k, u_{i+1}^k, p_i^k, p_{i+1}^k), \quad u \in [u_i^k, u_{i+1}^k].
\]
By the assumption on \( \mathbf{P}^{(0)} \), we know that \( |P_i^{(0)} - P_i^{(0)}| < L \) for all \( i \in \mathbb{Z} \) and \( L(u_i^0, p_i^0) \) is Lipschitz continuous with constant \( L \) on \([u_i^0, u_{i+1}^0] = [i, i + 1] \). We show by induction that, for \( k \geq 0 \), if \( L(u_i^{k+1}, p_i^{k+1}) \) is Lipschitz continuous with constant \( L \) on \([u_i^{k+1}, u_{i+1}^{k+1}] \), we have \( L(u_i^{k+1}, p_i^{k+1}) \) is Lipschitz continuous with constant \( L \) for all \( k \geq 0 \). Since \( L(u_i^{k+1}, p_i^{k+1}) \) is, by construction, a piecewise linear interpolant to \( L(u_i^k, p_i^k) \), we can conclude that \( L(u_i^{k+1}, p_i^{k+1}) \) is an approximation of \( L(u_i^k, p_i^k) \). In particular, for \( u \in [u_i^{k+1}, u_{i+1}^{k+1}] \), we have \( |L(u_i^{k+1}, p_i^{k+1})(u) - L(u_i^k, p_i^k)(u)| = 0 \) (see Figure 2). On the other hand, for \( u \in [u_{i-1}^{k+1}, u_i^{k+1}] \), since \( L(u_i^k, p_i^k) \) is Lipschitz continuous with constant \( L \), we obtain by Lemma 2.6 that
\[
|L(u_i^{k+1}, p_i^{k+1})(u) - L(u_i^k, p_i^k)(u)| \leq \frac{1}{2} L |u_{i+1}^{k+1} - u_i^{k+1}| \leq \frac{1}{2} L d^{k+1}, \tag{2.8}
\]
where \( d^{k+1} = \sup\{u_i^{k+1} - u_i^k\} \). Now, we proceed by comparing \( d^{k+1} \) with \( d^k \). To this purpose we have to distinguish between the following two cases (see Figure 2):

- **Case 1:** \( u_{2i+1}^{k+1} - u_{2i}^{k+1} = (\alpha_i^{k} - \beta_i^{k})u_i^{k} + (\beta_i^{k} - \beta_i^{k-1})u_{i+1}^{k} = (\beta_i^{k} - \alpha_i^{k})u_{i+1}^{k} - u_i^{k} \);
- **Case 2:** \( u_{2i}^{k+1} - u_{2i+1}^{k+1} = (1 - \beta_i^{k-1})(u_i^{k} - u_{i+1}^{k}) + \alpha_i^{k}u_{i+1}^{k} - u_i^{k} \).

Both cases yield that \( d^{k+1} \leq \mu d^k \) with \( \mu := \mu(\gamma^k) \). Thus, in view of (2.8), we get that \( |L(p_i^{k+1}, u_i^{k+1})(u) - L(u_i^k, p_i^k)(u)| \leq \frac{1}{2} L d^{k+1} \leq \frac{1}{2} L d^k (\prod_{l=0}^{k} \mu_i^k) \). Taking into account also that \( \prod_{l=0}^{k} \mu_i^k \leq \mu^k \) with \( \mu := \sup_{k \geq 0} \mu_i^k \), for any arbitrary \( m \in \mathbb{Z} \), we can write
\[
|L(u_{i+1}^{k+m}, p_{i+1}^{k+m})(u) - L(u_i^k, p_i^k)(u)| \leq \sum_{l=0}^{m-1} |L(u_i^{k+l}, p_i^{k+l})(u) - L(u_i^{k+l}, p_i^{k+l})(u)| \leq \frac{1}{2} L d^k \mu^k \left( \sum_{l=0}^{m-1} \mu^l \right) \leq \frac{L d^k \mu^k}{2(1 - \mu)}, \]
from which we conclude that \( |L(u_i^k, p_i^k)|_{k \geq 0} \) is a Cauchy sequence and therefore convergent. The limit of this sequence is the function \( F_{u^{0}} \) of Definition 2.1 (see, e.g., [7]). \( \square \)
Remark 2.9. Some important observations:

(i) The condition that the initial sequence of points \( P^{[0]} \in ℓ^\infty(ℤ) \) is such that \( ||P^{[0]}_i - P^{[0]}_i||_\infty < L \) for all \( i \in ℤ \), is equivalent to requiring the piecewise linear interpolant to the data \( (i, P^{[0]}_i), i \in ℤ \) to be Lipschitz continuous with Lipschitz constant \( L \).

(ii) Convergence of the corner cutting algorithm is not affected if in a finite number of iterations some or all of the corner cutting weights \( \alpha^{[k]}_i \) and \( 1 - \beta^{[k]}_i \) are such that

\[
\alpha^{[k]}_i = 0 \quad \text{or} \quad 1 - \beta^{[k]}_i = 0 \quad \text{or} \quad \beta^{[k]}_i - \alpha^{[k]}_i = 0.
\]

Even more, convergence of the corner cutting algorithm is guaranteed if in an infinite number of iterations the corner cutting weights satisfy (2.7).

(iii) Convergence of the corner cutting algorithm can be obtained under weaker assumptions on \( \alpha^{[k]}_i \) and \( \beta^{[k]}_i \) than the ones required in Theorem 2.8 namely by just requiring that \( \sum_{n=0}^{m-1} \prod_{s=0}^{n} \mu^{[s]} < \infty \) for all \( m \in ℤ_+ \).

3. Corner cutting algorithms for nets of functions

The aim of this section is to show convergence of bivariate corner cutting algorithms refining nets of functions by suitably extending the results introduced in the previous section.

3.1. Preliminary results on the Coons patch

Since our proof of convergence of corner cutting schemes refining nets of univariate functions (u-functions for short) is based on error estimates for Coons interpolation, we need to recall first the definition of bilinear patch and Coons patch (see [8], [9]). Then we point out some important properties of Coons patches that are relevant to our discussion.

Definition 3.1 (The bilinear patch). The bilinear patch interpolating the four points \( P = \{P_{ij}, i, j \in [0, 1] \} \) is

\[
BL(P; h)(s, t) = (1 - \frac{s}{h_1})((1 - \frac{t}{h_2})P_{00} + \frac{t}{h_2}P_{01}) + \frac{s}{h_1}((1 - \frac{s}{h_1})P_{10} + \frac{s}{h_1}P_{11}),
\]

where \( h = (h_1, h_2) \) and \( (s, t) \in [0, h_1] \times [0, h_2] \).
It is easy to verify that
\[ \mathcal{B}_L(P; h)(ih_1, jh_2) = P_{ij}, \quad i, j \in \{0, 1\}. \]

**Definition 3.2 (The Coons patch).** Let \( \phi_0(s), \phi_1(s), s \in [0, h_1] \) and \( \psi_0(t), \psi_1(t), t \in [0, h_2] \) be four continuous univariate functions in \( \mathbb{R}^3 \) such that \( P_{ji} = \phi_i(jh_1) = \psi_j(ih_2) \) for \( i, j \in \{0, 1\} \). The Coons patch interpolating the four univariate functions \( \phi_0, \phi_1, \psi_0, \psi_1 \) is
\[ C(\phi_0, \phi_1, \psi_0, \psi_1; h)(s, t) = \left( 1 - \frac{s}{h_1} \right) \phi_0(t) + \frac{s}{h_1} \phi_1(t) + \left( 1 - \frac{t}{h_2} \right) \phi_0(s) + \frac{t}{h_2} \phi_1(s) - \mathcal{B}_L(P; h)(s, t), \tag{3.1} \]
where \( h = (h_1, h_2) \) and \((s, t) \in [0, h_1] \times [0, h_2] \).

In the following, to simplify the notation we write \( C(\phi, \psi; h) \) in place of \( C(\phi_0, \phi_1, \psi_0, \psi_1; h) \).

**Remark 3.3.** It is easy to verify the transfinite interpolation properties of the Coons patch interpolant, i.e.
\[ C(\phi, \psi; h)(0, t) = \psi_0(t), \quad C(\phi, \psi; h)(h_1, t) = \psi_1(t), \]
\[ C(\phi, \psi; h)(s, 0) = \phi_0(s), \quad C(\phi, \psi; h)(s, h_2) = \phi_1(s). \]

Next, the notion of mixed second divided difference of a bivariate function \( F \) is introduced.

**Definition 3.4.** The mixed second divided difference (MSDD) of a bivariate function \( F \) at the points \((\sigma_1, t_1) \in \mathbb{R}^2, i, j \in \{1, 2\} \) is defined as
\[ [\sigma_1, \sigma_2; t_1, t_2] F = \frac{1}{(\sigma_1 - \sigma_2)(t_1 - t_2)} \left( F(\sigma_1, t_1) + F(\sigma_2, t_2) - F(\sigma_2, t_1) - F(\sigma_1, t_2) \right). \]

The following result expresses the error between a bivariate function \( F \) and the Coons patch interpolating its boundary univariate functions.

**Proposition 3.5.** Let \( F \) be a bivariate continuous function defined on a rectangular domain \( R = [a, b] \times [c, d] \), and denote by \( C(F_{\text{biv}}) \) the Coons patch interpolating \( F_{\text{biv}} \). Then
\[ F(s, t) - C(F_{\text{biv}})(s, t) = \frac{(s - a)(s - b)(t - c)(t - d)}{(b - a)(d - c)} \left( [s, a; d, t] F - [s, a; d, t] F + [s, a; t, c] F - [b, s; t, c] F \right), \quad (s, t) \in R. \]

**Proof.** Let \((L_i(F))(s, t) = \frac{b - s}{b - a} F(b, t) + \frac{d - t}{d - c} F(a, t)\) and \((L_i(F))(s, t) = \frac{b - s}{b - a} F(s, d) + \frac{d - t}{d - c} F(s, c)\). In view of (2.4) we get
\[ \left( (I - L_i(F))(s, t) \right) = \left( \frac{(s - a)(s - b)}{b - a} \frac{F(b, t) - F(s, t)}{b - s} - \frac{F(s, t) - F(a, t)}{s - a} \right), \]
and
\[ \left( (I - L_i(F))(s, t) \right) = \left( \frac{(t - c)(t - d)}{d - c} \frac{F(s, d) - F(s, t)}{d - t} - \frac{F(s, t) - F(s, c)}{t - c} \right). \]
Moreover, since \( C(F_{\text{biv}}) = L_i(F) + L_i(F) - L_i(L_i(F)) \), we can also write
\[ F(s, t) - C(F_{\text{biv}})(s, t) = \left( (I - L_i)(I - L_i)(F)(s, t) \right) = \left( I - L_i \right) \left( \frac{(s - a)(s - b)}{b - a} \frac{F(b, t) - F(a, t)}{b - a} - \frac{F(s, d) - F(s, c)}{d - c} \right). \]
Therefore,
\[ F(s, t) - C(F_{\text{biv}})(s, t) = \left( \frac{(s - a)(s - b)}{b - a} \frac{[b, s; d, t] F - [s, a; d, t] F}{b - a} - \frac{[s, a; t, c] F - [b, s; t, c] F}{d - c} \right) + \left( \frac{(t - c)(t - d)}{d - c} \frac{[b, s; d, t] F - [s, a; d, t] F}{d - c} - \frac{[s, a; t, c] F - [b, s; t, c] F}{d - c} \right). \]
We introduce an important property of bivariate functions, which plays an important role in the convergence analysis of corner cutting schemes refining nets of functions.

**Definition 3.6.** A bivariate function $F$ defined on $\Omega \subset \mathbb{R}^2$ has the bounded MSDD property (BMSDD property) with constant $L$ in $\Omega$ if for any $\sigma_1, \sigma_2; \tau_1, \tau_2 \in \mathbb{R}$ such that $(\sigma_i, \tau_i) \in \Omega$, $i, j \in \{1, 2\}$, satisfies

$$
[|\sigma_1, \sigma_2; \tau_1, \tau_2|]_F \leq L.
$$

Combining Definition 3.6 with Proposition 3.5 we get

**Corollary 3.7.** Let $F$ be a bivariate continuous function defined on a rectangular domain $R = [a, b] \times [c, d]$, and denote by $C(F|_{1 \times 1})$ the Coons patch interpolating $F|_{1 \times 1}$. If $F$ has the BMSDD property with constant $L$ in $R$, then

$$
\|F(s, t) - C(F|_{1 \times 1})(s, t)\|_\infty \leq L \frac{(b - a)(d - c)}{4}, \quad (s, t) \in R.
$$

**Remark 3.8.** Note that Corollary 3.7 is a generalization of Lemma 2.6 to bivariate transfinite interpolation.

### 3.2. Corner cutting of nets of u-functions

In this section we discuss a generalisation of the Chaikin type corner-cutting algorithm for nets of u-functions, that was presented in [3] and [4]. To this purpose we start by introducing the notion of net of u-functions.

**Definition 3.9 (Net of u-functions).** A net $N$ is a continuous bivariate function defined on a grid of lines

$$
T = T(h^{[i]}, h^{[j]}), O = \{s_i \times \mathbb{R}, i \in \mathbb{Z}\} \cup \{\mathbb{R} \times t_j, j \in \mathbb{Z}\}, \quad (3.2)
$$

with $h^{[i]}, h^{[j]}$ bi-infinite sequences of positive numbers, $O = (s_0, t_0), s_{i+1} = s_i + h^{[i]}, i = 0, 1, 2, \ldots, s_{i-1} = s_i - h^{[i]}, i = 0, -1, -2, \ldots$, and similarly for $t_j \in \mathbb{Z}$ with $h^{[j]}$ replacing $h^{[i]}$. In other words, $N$ consists of the continuous univariate functions (u-functions) $N(s, t_j)$ and $N(s_j, t)$, $j \in \mathbb{Z}$ defined on $\mathbb{R}$. The point $O$ is termed the origin of $T$ and the intervals $[s_j, s_{j+1}], [t_j, t_{j+1}], j \in \mathbb{Z}$, are termed grid intervals.

To stress the relation between a net $N$ of u-functions and the corresponding grid of lines we use the notation $N = N(T)$.

**Definition 3.10 (C$^0$ net).** A net $N$ is termed a C$^0$ net if all the u-functions $\phi_j(s) = N(s, t_j), \psi_j(t) = N(s_j, t)$, $j \in \mathbb{Z}$ are C$^0$ and compatible, i.e. satisfy $\phi_j(s) = \psi_j(t)$ for all $i, j \in \mathbb{Z}$.

**Definition 3.11 (Piecewise Coons patch).** For a C$^0$ net $N$ consisting of the u-functions $\phi_j, \psi_j, j \in \mathbb{Z}$, we denote by $C(N)$ the piecewise Coons patch interpolating it, which is locally defined as

$$
C(N)(s, t) = C(\phi_i, \phi_{i+1}, \psi_j, \psi_{j+1}; h_{ij})(s - s_i, t - t_j), \quad (s, t) \in [s_i, s_{i+1}] \times [t_j, t_{j+1}], \quad i, j \in \mathbb{Z}
$$

with $h_{ij} = (h_i^{[i]}, h_j^{[j]}), h_i^{[i]} = s_{i+1} - s_i, h_j^{[j]} = t_{j+1} - t_j, i, j \in \mathbb{Z}$.

We remark that for a C$^0$ net $N(T)$, the net obtained by evaluating $C(N)$ along the grid lines of any grid $\bar{T}$, is also C$^0$, since $C(N)$ is continuous. Hence the following iterative procedure is well defined.

**Algorithm 3.12.** Corner cutting algorithm for nets of functions:

Input: a C$^0$ net $N^{[0]}(T^{[0]})$ with $T^{[0]} = \mathbb{Z}^2$ (namely $s_i^{[0]} = t_i^{[0]} = i, i \in \mathbb{Z}$)

For $k = 0, 1, \ldots$

Input: $\gamma^{[i],[k]} := (a^{[i],[k]}, b^{[i],[k]}) \in \mathbb{W}$ and $\gamma^{[i],[k]} := (a^{[i],[k]}, b^{[i],[k]}) \in \mathbb{W}$

Compute $s_{2i}^{[k+1]} = (1 - a_i^{[k]}), s_{2i}^{[k]} + a_i^{[k]} s_{2i + 1}^{[k]}$ and $s_{2i + 1}^{[k+1]} = (1 - b_i^{[k]}), s_{2i + 1}^{[k]} + b_i^{[k]} s_{2i + 1}^{[k]}$, for $i \in \mathbb{Z}$
Compute \( \ell_{2j}^{[k+1]} = (1 - \alpha_j^{[1][k]} \beta_j^{[1][k]} + \alpha_j^{[1][k]} \beta_j^{[1][k]}, \) and \( \ell_{2j+1}^{[k+1]} = (1 - \beta_j^{[1][k]} \beta_j^{[1][k]} + \beta_j^{[1][k]} \beta_j^{[1][k]}), \) for \( j \in \mathbb{Z} \)

Define \( T^{[k+1]} = (\gamma_j^{[k+1]} \times \mathbb{R}, i \in \mathbb{Z}) \cup \{R \times \ell_{j}^{[k+1]}, j \in \mathbb{Z}\} \)

Compute \( N^{[k+1]} = C(N^{[k]}), \) for suitable \( k \)

We denote the mapping from \( N^{[k]} \) to \( N^{[k+1]} \) in the above algorithm by \( N^{[k+1]} = BC_{\gamma^{[k]},\gamma^{[k]}}(C(N^{[k]})). \) In the next subsection we prove that Algorithm 3.12 is convergent under suitable assumptions on the initial net \( N^{[0]} \) and the corner cutting weights. To state the assumption on the initial net, we introduce the notion of a BMSDD net of functions which is a direct analogue of Definition 3.6.

**Definition 3.13.** A net of functions \( N(T) \) has the BMSDD property with constant \( L \), if

\[
||\sigma_1, \sigma_2; \tau_1, \tau_2||N \leq L, \quad \text{for } (\sigma_i, t_j) \in T, \quad i, j \in \{1, 2\}, \tag{3.3}
\]

where

\[
[\sigma_1, \sigma_2; \tau_1, \tau_2]N = \frac{1}{(\sigma_1 - \sigma_2)(\tau_1 - \tau_2)}(N(\sigma_1, \tau_1) + N(\sigma_2, \tau_2) - N(\sigma_2, \tau_1) - N(\sigma_1, \tau_2)).
\]

### 3.3. Convergence of the corner cutting algorithm for nets of functions

In this subsection we state and prove the main result of this paper.

**Theorem 3.14.** Let \( N^{[0]} \) be a \( C^0 \) net having the BMSDD property with constant \( L \). Then the corner cutting algorithm for nets of functions (Algorithm 3.12) is convergent for all \( |\gamma^{[1][k]}|, |\gamma^{[1][k]}| \) \( k \geq 0 \) \( \in \mathcal{W} \) such that

\[
\mu^* = \sup_{k \geq 0} \max \left\{ \mu(\gamma^{[1][k]}), \mu(\gamma^{[1][k]}) \right\} < \frac{\sqrt{3}}{3}. \tag{3.4}
\]

To prove this theorem we need several intermediate results. The first is an important observation about the BMSDD property of nets of functions.

**Lemma 3.15.** Let \( N(T) \) satisfy the inequality in (3.3) for

(a) \( t_j \leq \tau_1, \tau_2 \leq t_{j+1}; \sigma_1 = s_i, \sigma_2 = s_{i+1}, i, j \in \mathbb{Z} \),

or

(b) \( s_i \leq \sigma_1, \sigma_2 \leq s_{i+1}; \tau_1 = t_j, \tau_2 = t_{j+1}, i, j \in \mathbb{Z} \).

Then \( N(T) \) has the BMSDD property with constant \( L \).

**Proof.** Given \( \sigma_1 < \sigma_2, \tau_1 < \tau_2 \) such that \( (\sigma_i, t_j) \in T \) for \( i, j \in \{1, 2\} \), there are two possibilities:

(i) \( \sigma_1 = s_i, \sigma_2 = s_{i+\ell}, \) for some \( i \in \mathbb{Z}, \ell \in \mathbb{N} \) and \( \tau_1, \tau_2 \in \mathbb{R} \),

or

(ii) \( t_1 = t_j, \tau_2 = t_{j+\ell}, \) for some \( j \in \mathbb{Z}, \ell \in \mathbb{N} \) and \( \sigma_1, \sigma_2 \in \mathbb{R} \).

We consider case (i); the proof in case (ii) is similar. We prove that the inequality in (3.3) holds for case (i) by induction. First we prove by induction on \( \ell \) that the inequality in (3.3) holds in the case

(iii) \( \sigma_1 = s_i, \sigma_2 = s_{i+\ell}, \) for some \( i \in \mathbb{Z}, \ell \in \mathbb{N} \) and \( t_j \leq \tau_1, \tau_2 \leq t_{j+1}, \) for some \( j \in \mathbb{Z} \).
Thus by the induction hypothesis and by (Lemma 3.18) the BMSDD property with constant L in a bivariate function which has the BMSDD property with constant L on each rectangle of a grid $T$ has
\[(3.3)\) holds for $t$. The above claim holds for $t$.

Next we prove, again by induction, that the inequality in (3.3) holds in case (i). We assume that the inequality in (3.3) holds for $t_j \leq \tau_1 \leq t_{j+1}$ and $t_{j+1} \leq \tau_2 \leq t_{j+m+1}$ for some $m \in \mathbb{N}$, and show that the inequality in (3.3) holds for $t_{j+1} \leq \tau_1 \leq t_{j+1}$ and $t_{j+m+1} \leq \tau_2 \leq t_{j+m+2}$. This is sufficient since the case $m = 0$ corresponds to case (iii). Now, for $t_{j+1} \leq \tau_1 \leq t_{j+1}$ and $t_{j+m+1} \leq \tau_2 \leq t_{j+m+2}$
\[
[s_i, s_{i+1}; \tau_1, \tau_2]N = \frac{1}{(s_{i+1}-s_i)(\tau_2-\tau_1)} (N(s_{i+1}, \tau_2) + N(s_i, \tau_1) - N(s_{i+1}, \tau_1) - N(s_i, \tau_2))
\]
\[
= \frac{(s_{i+1}-s_i)}{(s_{i+1}-s_i, \tau_2-\tau_1)} (N(s_{i+1}, \tau_2) + N(s_i, \tau_1) - N(s_{i+1}, \tau_1) - N(s_i, \tau_2))
\]
\[
+ \frac{(s_{i+1}-s_i)}{(s_{i+1}-s_i, \tau_2-\tau_1)} (N(s_{i+1}, \tau_2) + N(s_i, \tau_1) - N(s_{i+1}, \tau_1) - N(s_i, \tau_2))
\]
Thus, the inequality in (3.3) holds in case (iii). This concludes the first part of the proof.

A simple lemma follows from the linearity of the divided differences.

**Lemma 3.16.** If $N_i(T)$, $\ell = 1, \ldots, m$ have the BMSDD property with constant $L$, then $\sum_{\ell=1}^{m} N_i(T)$ has the BMSDD property with constant $mL$.

Using a similar induction to that in the second part of the proof of Lemma 3.15 we can prove

**Lemma 3.17.** A bivariate function which has the BMSDD property with constant $L$ on each rectangle of a grid $T$ has the BMSDD property with constant $L$ in $\mathbb{R}^2$.

The next lemma considers bivariate functions which are piecewise linear in one variable.

**Lemma 3.18.** Let $F$ be a bivariate function of the form
\[
F(s, t) = \frac{s - s_i}{s_{i+1} - s_i} F(s_{i+1}, t) + \frac{s_{i+1} - s}{s_{i+1} - s_i} F(s, t), \quad s \in [s_i, s_{i+1}], \quad t \in \mathbb{R}, \quad i \in \mathbb{Z},
\]
where $[s_i]_{i \in \mathbb{Z}} \subset \mathbb{R}$ is an increasing sequence. If $F$ satisfies the inequality in (3.3) for $\sigma_1, \sigma_2 \in [s_i, s_{i+1}]$ for any $i \in \mathbb{Z}$ and $\tau_1, \tau_2 \in \mathbb{R}$, then $F$ has the BMSDD property with constant $L$ in $\mathbb{R}^2$. 


Proof. First we show that $F$ satisfies the inequality in (3.3) with constant $L$ in each rectangle of a grid $T$ defined by the parameters $\{s_i\}_{i \in \mathbb{Z}}$ and any increasing sequence $\{t_j\}_{j \in \mathbb{Z}}$. Let $\sigma_1, \sigma_2 \in [s_i, s_{i+1}]$ and $\tau_1, \tau_2 \in [t_j, t_{j+1}]$ for some $i, j \in \mathbb{Z}$. Since

$$\left[\sigma_1, \sigma_2; \tau_1, \tau_2\right]F = \frac{1}{(\tau_1 - \tau_2)} \left(\left[\sigma_1, \sigma_2\right]F(\tau_1) - \left[\sigma_1, \sigma_2\right]F(\tau_2)\right),$$

the linearity of $F$ in $s$ implies that

$$\left[\sigma_1, \sigma_2\right]F(\tau_j) = \frac{1}{(s_{i+1} - s_i)} \left(F(s_{i+1}, \tau_j) - F(s_i, \tau_j)\right), \quad j = 1, 2,$$

and we get

$$\left[\sigma_1, \sigma_2; \tau_1, \tau_2\right]F = \frac{1}{(\tau_1 - \tau_2)} \left(F(s_{i+1}, \tau_1) + F(s, \tau_2) - F(s_{i+1}, \tau_2) - F(s_i, \tau_1)\right).$$

From the assumption that $F$ satisfies the inequality in (3.3) for $\sigma_1, \sigma_2 \in [s_i, s_{i+1}]$ for any $i \in \mathbb{Z}$ and $\tau_1, \tau_2 \in \mathbb{R}$, we conclude that $F$ has the BMSDD property with constant $L$ on each rectangle of $T$. Hence, by Lemma 3.17 $F$ has the BMSDD property with constant $L$ in $\mathbb{R}^2$.

Remark 3.19. It is obvious that the same result holds if $F$ is linear in $t$ in each rectangle of $T$.

Another important observation is

Remark 3.20. The restriction to a grid of a bivariate function which has the BMSDD property with constant $L$ in $\mathbb{R}^2$ is a net which has the BMSDD property with constant $L$.

The next Theorem is our first key result.

Theorem 3.21. If $N(T)$ has the BMSDD property with constant $L$ then $C(N)$ has the BMSDD property with constant $3L$.

Proof. Define the bivariate functions related to $N$ (similarly to the bivariate functions related to $F$ in the proof of Proposition 3.5)

$$(\mathcal{L}_s(N))(s,t) = \begin{cases} \frac{s-n}{s_{i+1}-s_i} N(s_{i+1}, t) + \frac{t-i}{t_{j+1}-t_j} N(s_i, t), & s \in [s_i, s_{i+1}], \ t \in \mathbb{R}, \ i \in \mathbb{Z} \\ \frac{i-j}{t_{j+1}-t_j} N(s, t_{j+1}) + \frac{t-i}{t_{j+1}-t_j} N(s, t_j), & s \in \mathbb{R}, \ t \in [t_j, t_{j+1}], \ j \in \mathbb{Z} \end{cases}$$

$$(\mathcal{L}_t(N))(s,t) = \begin{cases} \frac{s-i}{s_{i+1}-s_i} \left(\frac{s_j-i}{s_{j+1}-s_j} N(s_{j+1}, t_{j+1}) + \frac{t-j+\sigma_1}{t_{j+1}-t} N(s_i, t)\right) \\ + \frac{s-i}{s_{i+1}-s_i} \left(\frac{s_j-i}{s_{j+1}-s_j} N(s_{j+1}, t_{j+1}) + \frac{t-j+\sigma_1}{t_{j+1}-t} N(s_i, t)\right), & s \in [s_i, s_{i+1}], \ t \in [t_j, t_{j+1}], \ i \in \mathbb{Z}, \ j \in \mathbb{Z} \end{cases}$$

Note that $\mathcal{L}_s(\mathcal{L}_t(N))$ is the piecewise bilinear function on the rectangles of $T$, interpolating the data $[(s_i, t_j), N(s_i, t_j)]_{i,j \in \mathbb{Z}}$. It follows from (3.1) and the definition of $C(N)$ that

$$C(N) = \mathcal{L}_s(N) + \mathcal{L}_t(N) - \mathcal{L}_s(\mathcal{L}_t(N)).$$

(3.6)

Next we show that the three functions in the right-hand side of the above equation have the BMSDD property with constant $L$ in $\mathbb{R}^2$. By Lemma 3.15 and Remark 3.19 both $\mathcal{L}_s(N)$ and $\mathcal{L}_t(N)$ have the BMSDD property with constant $L$ in each rectangle of $T$ since by assumption $N(T)$ has the BMSDD property with constant $L$. Moreover, also $\mathcal{L}_s(\mathcal{L}_t(N))$ has the BMSDD property with constant $L$ in each rectangle of $T$ because for $\sigma_1, \sigma_2 \in [s_i, s_{i+1}]$ and $\tau_1, \tau_2 \in [t_j, t_{j+1}]$

$$[\sigma_1, \sigma_2; \tau_1, \tau_2] \mathcal{L}_s(\mathcal{L}_t(N)) = [s_i, s_{i+1}; t_j, t_{j+1}] N.$$

Now, by Lemma 3.17 the three functions have the BMSDD property with constant $L$ in $\mathbb{R}^2$. Thus Lemma 3.16 in view of (3.6), implies that $C(N)$ has the BMSDD property with constant $3L$ in $\mathbb{R}^2$. \hfill \Box

A direct consequence of Theorem 3.21 and Remark 3.20 is
Corollary 3.22. If $N(T)$ has the BMSDD property with constant $L$, then $BC_{\gamma^0, \gamma^1}(C(N))$ (defined after Algorithm 3.12) with $\gamma^0, \gamma^1 \in \mathcal{W}$, has the BMSDD property with constant $3L$.

Corollary 3.22 leads to our second key result.

Corollary 3.23. Let $\{N[k]\}_{k \in \mathbb{N}}$ be the nets generated by Algorithm 3.12 from $N[0]$. If $N[0]$ has the BMSDD property with constant $L$ then $N[k]$ has the BMSDD property with constant $3^k L$, for $k \geq 0$.

We are now ready to prove the third key result.

Theorem 3.24. In the notation of Algorithm 3.12 if $N[0]$ has the BMSDD property with constant $L$ then

$$||C(N[k+1]) - C(N[k])||_\infty \leq 3^{k+1} L H_k^{[k+1]} L_{[k+1]}^{[k+1]} \frac{1}{4}$$

(3.7)

where

$$h_j^{[k+1]} = \sup_{t \in \mathbb{Z}} (s_{j+1}^{[k+1]} - s_j^{[k+1]}), \quad h_j^{[k+1]} = \sup_{t \in \mathbb{Z}} (t_{j+1}^{[k+1]} - t_j^{[k+1]}).$$

Proof. In view of Corollary 3.23 and Theorem 3.21, $C(N[k])$ has the BMSDD property with constant $3^k L$, and therefore by Remark 3.20 also $BC_{\gamma^0, \gamma^1}(C(N[k]))$ has this property. Regarding $C(N[k+1])$ as the piecewise Coons patch interpolating $C(N[0])_{t \in 1\mathbb{N}}$, we conclude (3.7) from Corollary 3.23.

We are now ready to prove Theorem 3.14.

Proof of Theorem 3.14. By the way $T^{[k+1]}$ is constructed from $T^{[k]}$ in steps 1-3 of Algorithm 3.12 we see that

$$h_j^{[k+1]} \leq \mu(\gamma^{[0],[k]} h_j^{[k]}), \quad h_j^{[k+1]} \leq \mu(\gamma^{[1],[k]} h_j^{[k]}),$$

with $\mu(\gamma^{[0],[k]})$ and $\mu(\gamma^{[1],[k]})$ defined as in (2.2). Defining $\mu^* = \sup_{k \geq 0} \max \{\mu(\gamma^{[0],[k]}), \mu(\gamma^{[1],[k]})\}$ we get from (3.7)

$$||C(N[k+1]) - C(N[k])||_\infty \leq 3^{k+1} L H \mu^* 2^k \leq \frac{3^{k+1} L H}{4} (\mu^*)^2 \leq \frac{3 L H}{4} (3 \mu^*)^2.$$

Thus, if $3(\mu^*)^2 < 1$, the sequence $\{C(N[k])\}_{k \in \mathbb{N}}$ is a Cauchy sequence and therefore convergent. To conclude, the convergence of Algorithm 3.12 is guaranteed in case

$$\mu^* = \sup_{k \geq 0} \max \{\mu(\gamma^{[0],[k]}), \mu(\gamma^{[1],[k]})\} < \frac{\sqrt{3}}{3}.$$ 

Remark 3.25. The condition (3.4) in Theorem 3.14 can be relaxed to

$$\sum_{k=0}^{\infty} 3^k \mu(\gamma^{[0],[k]}), \mu(\gamma^{[1],[k]})) < \infty.$$ 
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