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Abstract
The purpose of this paper is to show that the components of the unit normal of any minimal submanifold of dimension $k$ with free boundary in the unit ball of dimension $n$, are eigenfunctions associated with the eigenvalue $-k$, for some (new) natural eigenvalue problem for the Jacobi operator; this fact has analytic (spectral) consequences for free boundary minimal surfaces in the unit 3-ball of index 4.
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1 Introduction

In this paper, we will study different eigenvalue problems that are related to the index of minimal submanifolds with free boundary in the Euclidean unit ball. Loosely speaking, minimal submanifolds of dimension $k$ with free boundary in the unit ball of $\mathbb{R}^n$ are the critical points for the $k$-volume functional acting on all such submanifolds that lie inside the ball, and whose boundary lies in the unit sphere. It is an interesting problem to understand the interaction between the Morse index (the dimension of the space of perturbation that decrease the area to order two), and the topology of these submanifolds. As an example of this interaction, it was proved recently by Sargent [16] and independently by Ambrozio et al. [2] that the index of a free boundary minimal surface in the unit 3-ball is at least $\frac{1}{2}(2g + k - 1)$, where $g$ is the genus of the surface and $k$ the number of its boundary components. There has been also interest into understanding free boundary minimal surfaces with low index. First, the simplest free boundary minimal surface in the unit ball, namely the flat disk, has index 1. Fraser and Schoen [8] proved that the index of a non-flat free boundary minimal
surface in the unit 3-ball is at least 3; later on, it was shown in [7] that actually the index of such a surface is at least 4. It was shown independently in [7,17] and [18], that the index of the so-called critical catenoid, a minimal annulus with free boundary in the unit 3-ball introduced by Fraser and Schoen in [8], is equal to 4. A natural question is then whether the critical catenoid is the unique (up to congruence) free boundary minimal surface in the unit 3-ball with index 4. A motivation for studying this question comes from a celebrated result of Urbano [20] asserting the following: firstly, a minimal surface in the 3-sphere that is not a totally geodesic $S^2$ has index at least 5, and secondly the Clifford torus is characterized as the unique minimal surface of the 3-sphere with index equal to 5.

An easy but crucial technical point in Urbano’s proof of the uniqueness of the Clifford torus, is that if the index of a minimal surface in $S^3$ is equal to 5, then the second eigenvalue of the Jacobi operator has to be equal to $-2$ (with multiplicity 4). Moreover, for every minimal surface in $S^3$, the 4 components of the unit normal to the surface are eigenfunctions of the Jacobi operator, associated to the eigenvalue $-2$. Thus, in the case the surface is not an equatorial $S^2$, there is a natural 4-dimensional space of variations that decrease the area. On a minimal surface with free boundary in the unit 3-ball, from a spectral point of view, the situation is more complicated: indeed, there are several legitimate eigenvalue problems for the Jacobi operator (e.g. Steklov, Robin, Dirichlet), and each of them is relevant for the study of the index. Indeed, in [7] and [18] the Steklov and Dirichlet spectrum of the critical catenoid are studied in order to compute the index, while in [17] the Robin spectrum is used for the same purpose. Nonetheless, while for the critical catenoid the components of the unit normal are Steklov eigenfunctions for the Jacobi operator, this is not the case in general; in [19], the critical catenoid is even characterized as the unique non-flat free boundary minimal surface of the unit 3-ball, for which the components of the unit normal are Steklov eigenfunctions for the Jacobi operator. Furthermore, it does not appear that either the Robin, or the Steklov eigenvalues and eigenfunctions for the Jacobi operator have any geometric meaning in general. It is thus unclear how to interpret spectrally the information that a free boundary minimal surface has index equal to 4. Still, it has been proved in [9] that the 3 components of the unit normal to a general free boundary surface in the unit ball of $\mathbb{R}^3$ generate normal variations to the surface that decrease the area. It is however not clear whether these components are eigenfunctions of some eigenvalue problem for the Jacobi operator.

The purpose of the present paper is to show that the components of the unit normal of any minimal surface with free boundary in the unit $n$-ball, are indeed eigenfunctions associated with the eigenvalue $-2$, for some (new) natural eigenvalue problem for the Jacobi operator; this fact has analytic (spectral) consequences for free boundary minimal surfaces in the unit 3-ball of index 4. The eigenvalue problem in question can be interpreted as a kind of Steklov eigenvalue problem with an additional non-local term. As previously mentioned, this is in strong analogy with what happens for minimal surfaces in $S^3$. However, let us say right away that unfortunately, we are not able to classify free boundary minimal surfaces in the unit 3-ball of index 4, but we hope that our results will be useful in order to make progress towards such a classification.
2 Preliminaries

In all this paper, $\Sigma = \Sigma^k$ denotes a smooth, free boundary $k$-dimensional submanifold in the $n$-dimensional Euclidean ball $\mathbb{B}^n$. As is well-known, such manifolds are precisely the critical points of the $k$-area functional, when deformations are not fixed at the boundary, but rather are only assumed to have boundary included in the unit sphere. One can consider the quadratic form associated with the second variation of $k$-area of $\Sigma$. Restricted to normal deformations, it gives rise to a quadratic form $Q$ on the normal bundle $N$ over $\Sigma$, defined as follows:

\[
Q(W) = \int_\Sigma (\| D^\perp W \|^2_{HS} - |(\sigma(\cdot, \cdot), W)|^2) - \int_{\partial \Sigma} \| W \|^2.
\]

Here, $D^\perp$ is the connection on the normal bundle, obtained by orthogonal projection of the connection of $\mathbb{R}^n$ onto $N$, and $\| D^\perp W \|^2_{HS}$ denotes the Hilbert–Schmidt norm: for $(e_i)_{i=1,\ldots,k}$ an orthonormal basis of $T_p \Sigma$, by definition

\[
\| D^\perp W \|^2_{HS}(p) = \sum_{i=1}^k \| D^\perp_{e_i} W \|^2.
\]

Also, $\sigma$ denotes the (vector-valued) second fundamental form $\sigma(X, Y) = (D_X Y)^\perp$, and

\[
| (\sigma(\cdot, \cdot), W) |^2 = \sum_{i,j=1}^k | (\sigma(e_i, e_j), W) |^2.
\]

For $W: \Sigma \to \mathbb{R}^n$, we will denote by $W^\perp$ the projection of $W$ onto $N$, and by $W^\top$ the projection of $W$ onto the tangent bundle $T \Sigma$. The stability operator $J$ is the second-order differential operator naturally associated to $Q$; it satisfies

\[
Q(W) = \int_\Sigma (JW, W)
\]

for all $W \in \Gamma(N)$ vanishing at the boundary of $\Sigma$. Explicitly,

\[
JW = \Delta^\perp_{\Sigma} W - \mathcal{S}(W),
\]

with $\Delta^\perp_{\Sigma}$ the Laplacian on the normal bundle, defined locally in an orthonormal basis $(e_i)_{i=1,2}$ of $T_p \Sigma$ by

\[
\Delta^\perp_{\Sigma} W = -\sum_{i=1}^k (D^\perp_{e_i} D^\perp_{e_i} W)^\perp + \sum_{i=1}^k \left( D^\perp_{(D^\perp_{e_i}, e_i)} W \right)^\perp.
\]

Moreover, $\mathcal{S}(W)$, the Simons operator, is defined locally in an orthonormal basis $(e_i)_{i=1,\ldots,k}$ of $T_p \Sigma$ by
\[ \mathcal{J}(W) = \sum_{i=1}^{k} (\sigma(e_i, e_j), W)\sigma(e_i, e_j). \]

The \textit{index} of \( \Sigma \) as a free boundary minimal surface of \( \mathbb{B}^n \), which will be denoted \( \text{ind}(\Sigma) \), is by definition the maximal dimension of a subspace \( V \) of \( C^\infty(\mathcal{N}) \), on which \( Q \) is \textit{negative definite}.

For \( v \in \mathbb{R}^n \), one denotes \( v^\perp \) the section of the normal bundle \( \mathcal{N} \) obtained from \( v \) by orthogonal projection. In [9], it was shown that for every \( v \in \mathbb{R}^n \)

\[ Q(v^\perp, v^\perp) = -k \int_{\Sigma} |v^\perp|^2, \quad (2.1) \]

which implies that \( \text{ind}(\Sigma) \geq n \), unless \( \Sigma \) is contained in a subspace of dimension \( n - 1 \). In [7], this lower bound was improved, and it was shown that for \( \Sigma^{n-1} \subset \mathbb{B}^n \) orientable which is not a flat disk, \( \text{ind}(\Sigma) \geq n + 1 \). Furthermore, this inequality is sharp for \( n = 3 \), since it was proven there that the so-called critical catenoid has index precisely equal to 4 (see also [17,18]).

3 A Slight Variation on Urbano’s Index Characterization of the Clifford Torus

In this section, we present a variation on the proof, due to Urbano [20], of the celebrated index characterization of the Clifford torus as the unique closed minimal surface in \( S^3 \) having index 5. This section is independent of the rest of the paper, and serves as a motivation for the results that will be obtained in the next sections. Our goal is also later to emphasize where lies the difficulty in adapting the proof to the case of free boundary minimal surfaces, and to this purpose we use slightly different arguments from the original ones of Urbano. So, we let \( \Sigma \) be a minimal surface of index 5 in \( S^3 \) of genus \( g \), and we assume that \( \Sigma \) is not a totally geodesic sphere \( S^2 \). One first wants to estimate the genus \( g \). Let \( J = \Delta - |A|^2 - 2 \) be the Jacobi operator. It is easily checked that \( JN = -2N \), where \( N \) is the unit normal to \( \Sigma \) in \( S^3 \). As in [20], since \( \Sigma \) is not an equatorial sphere, the vector space \( \text{Span}\{N_i : i = 1, \ldots, 4\} \) is 4-dimensional, hence the first eigenvalue of \( J \), \( \lambda_1(J) \), is strictly less than \(-2 \). Let \( \rho > 0 \) be an associated first eigenfunction. Since the index is exactly 5, the second eigenvalue of \( J \) must be \(-2 \), hence by the min–max characterization of the eigenvalues one gets

\[ S(u, u) \geq -2 \int_{\Sigma} u^2 \quad (3.1) \]

for all \( u \in C^\infty(\Sigma) \) such that \( \int_{\Sigma} u\rho = 0 \). Here, the quadratic form \( S \) is defined by

\[ S(u, u) = \int_{\Sigma} |\nabla u|^2 - |A|^2 u^2 - 2u^2. \]
Let \( \varphi: \Sigma \to S^2 \) be a conformal map of degree \( \leq \left\lfloor \frac{g+3}{2} \right\rfloor \) (such a map exists by general results from algebraic geometry, see [15, Theorem 4]). By a well-known lemma of P. Li and S. T. Yau (see the proof of [12, Theorem 1]), up to composing \( \varphi \) by a Mobius transformation, one can assume that \( \varphi \) is balanced, that is

\[
\int_{\Sigma} \varphi \rho = 0.
\]

We plug the coordinates \( \varphi_i \) of \( \varphi \) into (3.1), and sum over \( i = 1, \ldots, 4 \). Then, one obtains

\[
\int_{\Sigma} |\nabla \varphi|^2 \geq \int_{\Sigma} |A| ^2.
\]

By the Gauss equations, \( |A|^2 = 2 - 2K \), and using the Gauss–Bonnet theorem, one gets

\[
\int_{\Sigma} |A|^2 = 2A(\Sigma) + 8\pi (g - 1).
\]

On the other hand, by the conformality of \( \varphi \),

\[
\int_{\Sigma} |\nabla \varphi|^2 = 2 \deg(\varphi) A(\varphi(\Sigma)) \leq 8\pi \left[ \frac{g + 3}{2} \right].
\]

Up to now, we have followed closely Urbano’s original proof. However, we now present alternative arguments to conclude that necessarily, \( \Sigma \) has to be a torus.

Claim 1: The area of \( \Sigma \) is strictly greater than \( 4\pi \).

Assuming the result of the claim for the moment, one finds that \( g < \left\lfloor \frac{g+3}{2} \right\rfloor \), and from this one concludes easily that \( g \) is equal to zero or one. By a result of Almgren [1], if \( g = 0 \) then \( \Sigma \) is a totally geodesic sphere, which is excluded, so \( \Sigma \) is topologically a torus. At this point one could resort to the solution of the Lawson conjecture by S. Brendle [4], to conclude that \( \Sigma \) must be the Clifford torus. However, there is an alternative, more elementary argument, which relies on the following:

Claim 2: The first non-zero eigenvalue of the Laplacian on \( \Sigma \) is equal to 2.

This immediately implies that \( \Sigma \) is the Clifford torus, according to [13, Theorem 4].

Proof of Claim 1 According to [12], Proposition 1 and Fact 2, \( A(\Sigma) \geq 4\pi \). Hence, it is enough to exclude the equality case. This follows from arguments in [13]. According to (1.12) therein, in the equality case, there exists a constant unit vector \( g \in S^3 \) such that \( g^N \) (the normal part of \( g \) along \( \Sigma \)) vanishes identically. The discussion in [13], proof of Theorem 1, then implies that \( \Sigma \) must be the standard 2-sphere. This is excluded by Almgren’s result. \( \Box \)

Proof of Claim 2 The proof follows the proof of [7, Proposition 6.2]. Assume by contradiction that there is a non-constant function \( h \) on \( \Sigma \) with \( \Delta h = \lambda h \) for some \( \lambda < 2 \).
Since $\Sigma$ is minimal, $\Delta_{\Sigma} x_i = 2x_i$ for every $i = 1, 2, 3, 4$. Let $V$ be the span of $\{x_i\}_{i=1}^4$, of the constant function $1$, and of $h$. Then, $V$ is 6-dimensional, otherwise $\Sigma$ is (contained in) a 2-sphere inside $S^3$, which is excluded. Denote by $R(u, u)$ the quadratic form

$$R(u, u) = \int_{\Sigma} |\nabla u|^2 - 2u^2,$$

then $R \leq 0$ on $V$. Observe that since $g \neq 0$, $|A|$ has only isolated zeroes: indeed, this follows from Gauss’ equation, which implies that the zeroes of $|A|$ are precisely the points where the Gauss curvature of $\Sigma$ is equal to one, and the fact that these are isolated (see [11, Lemma 1.4]). Hence, it follows that for any smooth function $u$ on $\Sigma$,

$$S(u, u) < R(u, u).$$

Hence, $S$ is negative definite in restriction to $V$, and the index is at least 6, a contradiction. 

Quite naturally, one is led to ask whether the same approach works, in order to characterize free boundary, orientable minimal surfaces of $B^3$ of index 4. Conjecturally, the critical catenoid is the only such surface, up to congruence. Notice that most steps in the above proof of Urbano’s theorem easily adapt to the case of free boundary minimal surfaces, and in particular Claims 1 and 2 have analogs for free boundary minimal surfaces in $B^3$: first, it is known that if $\Sigma$ is a free boundary minimal surface in $B^3$ which is not a flat disk, then $2A(\Sigma) = L(\partial \Sigma) > 2\pi$ (see [10]), and if in addition $\Sigma$ is topologically an annulus such that the first non-zero Steklov eigenvalue for the Laplacian is equal to 1, then $\Sigma$ is congruent to the critical catenoid (see [9]). It is also known that if $\Sigma$ has index 4, then the first non-zero Steklov eigenvalue for the Laplacian is equal to 1 (see [7]). In fact, the only ingredient that is crucially missing for the proof to work in the free boundary setting, is an inequality such as (3.1), as well as good test functions to be fed in it.

### 4 An Eigenvalue Problem on the Critical Catenoid

As explained in Sect. 3, a key ingredient in Urbano’s proof is the following inequality, for $\Sigma \hookrightarrow S^3$ minimal with index 5: for $u \in C^\infty(\Sigma)$,

$$Q(u, u) \geq -2 \int_{\Sigma} u^2,$$ (4.1)

provided $\int_{\Sigma} \rho u = 0$, where $\rho$ is a first eigenfunction for the Jacobi operator. The inequality (4.1) is equivalent to the fact that $-2$ is the second eigenvalue of the Jacobi operator, which is necessarily the case if the index is 5. The eigenfunctions of $J$ associated to the eigenvalue $-2$ are precisely the four components of the normal vector $N$ to $\Sigma$. In the case of free boundary minimal surfaces in $B^3$, according to (2.1)
it is natural to expect that the components of the normal vector will play a role, and that the value $-2$ should appear. By analogy, one could expect an inequality such as (4.1) to hold true. Unfortunately, as we shall demonstrate now, the obvious generalization of (4.1) does not hold on the critical catenoid itself.

Here and elsewhere in the paper, we denote by $v$ the unit conormal at the boundary of $\Sigma$. As is well-known (see [6, Sect. 5]), the index of a free boundary minimal surface in $\mathbb{B}^3$ is obtained as the number of negative eigenvalues of the following Robin boundary problem for the Jacobi operator:

$$
\begin{align*}
Ju &= \gamma u \quad \text{on } \Sigma, \\
\frac{\partial u}{\partial v} &= u \quad \text{on } \partial \Sigma.
\end{align*}
$$

(4.2)

Let us denote $\gamma_1 \leq \gamma_2 \leq \cdots \leq \gamma_n \leq \cdots$ the associated spectrum. There is also a variational (min–max) characterization of the eigenvalues $\gamma_i$. For example, one has

$$
\gamma_1 = \inf_{u \neq 0} \frac{Q(u)}{\int_{\Sigma} u^2}.
$$

From this characterization of $\gamma_1$ and the Harnack inequality, one concludes by standard arguments that $\gamma_1$ is simple and that the first eigenfunction $\rho_1$ is positive in the interior of $\Sigma$. One is lead to ask the question: assuming that the index of $\Sigma$ is equal to 4, does the inequality

$$
Q(u) \geq -2 \int_{\Sigma} u^2
$$

hold, provided $\int_{\partial \Sigma} \rho_1 u = 0$? Equivalently, is it true that $\gamma_2 \geq 2$? We are going to show by elementary arguments that the answer to this question is negative, even in the case of the critical catenoid itself, and even more:

**Proposition 4.1** On the critical catenoid $\Sigma \subset \mathbb{B}^3$, the boundary value problem (4.2) admits 4 negative eigenvalues that are strictly less than $-2$.

This implies that for the critical catenoid, in order to ensure that the inequality $Q(u, u) \geq -2 \int_{\Sigma} u^2$ holds, one needs to impose four, and not just one, orthogonality conditions on $u$. In fact, since the index of the critical catenoid is 4, one already knows that $Q(u, u) \geq 0$ if $u$ is orthogonal to the first four eigenfunctions of (4.2), and Proposition 4.1 tells us that one cannot do better, even if one is interested in the weaker inequality (4.1). However, $-2$ is the crucial value in an inequality such as (4.1), that allows one to control the topology of $\Sigma$ by applying it to (the components of) a conformal map $\varphi$ from $\Sigma$ into $S^2$: indeed, this comes from the fact that according to [8, Theorem 5.4],

$$
\sum_{i=1}^{3} \int_{\partial \Sigma} \varphi_i^2 = L(\partial \Sigma) = 2A(\Sigma) = 2 \sum_{i=1}^{3} \int_{\Sigma} \varphi_i^2.
$$

Hence, Urbano’s proof cannot be extended straightforwardly to characterize free boundary minimal surfaces of $\mathbb{B}^3$ of index 4. In the next two sections, we shall present
an alternative inequality, weaker than (4.3), that holds for any free boundary minimal surface in $\mathbb{B}^3$ with index 4, and which we hope should play the role of (4.3), in order to characterize such surfaces.

**Proof of Proposition 4.1** we claim that the first eigenfunction $\rho_1$ of (4.2) has the symmetries of the critical catenoid. We recall (see [7]) that the critical catenoid can be parametrized by

$$X(s, \theta) = a(cosh(s) \cos(\theta), cosh(s) \sin(\theta), s), \quad s \in [-T, T], \quad \theta \in [0, 2\pi],$$

where $T$ is the unique positive solution of $T \tanh(T) = 1$, and $a = (T \cosh(T))^{-1}$. We claim that $\rho_1 = \rho_1(s)$ and is an even, positive function. To prove this, let us denote by $\Theta$ the group of symmetries of the catenoid, i.e. the group generated by the reflection w.r.t. the $xy$-plane, and rotations around the $z$-axis. Then, for every $g \in \Theta$, $\rho_1 \circ g$ solves the same boundary value problem as $\rho_1$. Averaging the functions $\rho_1 \circ g$ over $\Theta$ with its Haar measure, we obtain a positive, $\Theta$-invariant eigenfunction associated to $\gamma_1$. Since $\gamma_1$ is simple, this function must be a constant positive multiple of $\rho_1$, thus $\rho_1$ is $\Theta$-invariant, and the claim follows.

Actually, since $\rho_1$ is “radial”, it is also first eigenfunction for a boundary value problem involving the “radial part” of the Jacobi operator $L_0$. To be more precise, let us recall (see [7]) the expression of the Jacobi operator $J$ in $(s, \theta)$ coordinates:

$$Ju(s, \theta) = -\frac{1}{a^2 \cosh^2(s)} \left( \frac{\partial^2 u}{\partial s^2} + \frac{\partial^2 u}{\partial \theta^2} \right) - \frac{2}{a^2 \cosh^4(s)} u.$$

Functions on $\Sigma$ depending only on the variable $s$ will be called radial. Let us define a “radial” Jacobi operator

$$L_0 := -\frac{1}{a^2 \cosh^2(s)} \frac{\partial^2}{\partial s^2} - \frac{2}{a^2 \cosh^4(s)} ,$$

and let us consider the following Robin eigenvalue problem for $L_0$:

$$\begin{cases}
L_0 u(s) = \gamma u(s), & s \in (-T, T), \\
\frac{du}{ds} = \pm \frac{1}{T} u, & s = \pm T.
\end{cases} \quad (4.4)$$

The eigenvalues of (4.4) have a variational (min–max) characterization in terms of the Rayleigh quotients

$$Q(u(s)) \quad \frac{\int_{\Sigma} u(s)^2}{\int_{\Sigma} u^2}$$

for radial functions. In particular, the second eigenvalue of (4.4) is given by

$$\inf \frac{Q(u(s))}{\int_{\Sigma} u^2} ,$$
where the infimum is taken over all radial functions \( u \neq 0 \) satisfying \( \int_{\Sigma} u \rho_1 = 0 \). The function \( N_3 = \tanh(s) \) is radial, and given that it is odd and \( \rho_1 \) is even, it follows that

\[
\int_{\Sigma} N_3 \rho_1 = 0.
\]

Therefore, the second eigenvalue of (4.4) is less or equal to

\[
\frac{Q(N_3)}{\int_{\Sigma} |N_3|^2} = -2,
\]

with equality if and only if \( N_3 \) is (second) eigenfunction for (4.4). Since \( JvN_3 = 0 \neq -2N_3 \), this cannot be true, and therefore the second eigenvalue of (4.4) has to be \( < -2 \). Consequently, (4.4) has two eigenvalues \( < -2 \).

Now, let us define a quadratic form \( Q_1 \) on radial functions by

\[
Q_1(a(s)) = Q(a(s) \cos(\theta)) = Q(a(s) \sin(\theta)).
\]

It is naturally associated to the radial operator

\[
\mathcal{L}_1 = \mathcal{L}_0 + \frac{1}{a^2 \cosh^2(s)}.
\]

Let us consider the following Robin boundary value problem for \( \mathcal{L}_1 \):

\[
\begin{cases}
\mathcal{L}_1 u(s) = \gamma u(s), & s \in (-T, T), \\
\frac{du}{ds} = \pm \frac{1}{T} u, & s = \pm T.
\end{cases}
\tag{4.5}
\]

Recall from [7] that

\[
N_1 = \Lambda(s) \cos(\theta), \quad N_2 = \Lambda(s) \sin(\theta),
\]

for some explicit (even) radial function \( \Lambda(s) \). By the characterization of the first eigenvalue of (4.5) in terms of Rayleigh quotients, the first eigenvalue of (4.5) is less or equal to

\[
\frac{Q_1(\Lambda)}{\int_{\Sigma} \Lambda(s)^2 \cos^2(\theta)} = \frac{Q(N_1)}{\int_{\Sigma} |N_1|^2} = \frac{Q(N_2)}{\int_{\Sigma} |N_2|^2} = \frac{Q_1(\Lambda)}{\int_{\Sigma} \Lambda(s)^2 \sin^2(\theta)} = -2,
\]

and equality holds if and only if \( \Lambda(s) \) is the first eigenfunction of (4.5). However, since \( \mathcal{L}_1(\Lambda) = JN_1 = 0 \neq -2\Lambda(s) \), equality cannot hold. So, there is a first eigenfunction \( \tilde{\rho}_1 \) associated to a first eigenvalue \( \tilde{\gamma}_1 < -2 \) of (4.5). Thus, we get two eigenfunctions \( \tilde{\rho}_1 \cos(\theta), \tilde{\rho}_1 \sin(\theta) \) of (4.2), associated to the eigenvalue \( \tilde{\gamma}_1 < -2 \). So, we have obtained 4 eigenvalues of (4.2), that are \( < -2 \), and such that the associated eigenfunctions are linearly independent. The result follows. \( \square \)
5 A Spectral Problem

In all this section, $\Sigma = \Sigma^k$ denotes a free boundary minimal submanifold of dimension $k$ in $\mathbb{B}^n$. The normal vector bundle $\mathcal{N}$ carries a natural metric induced by the metric of $\mathbb{R}^n$, and a natural inner product:

$$(W_1, W_2)_{L^2} := \int_\Sigma (W_1(p), W_2(p)) \, d\text{vol}(p).$$

We will denote by $L^2(\mathcal{N})$ the Hilbert space of $L^2$ sections of $\mathcal{N}$. One defines the Sobolev space $W^{1,2}(\mathcal{N})$, consisting of all sections $W \in L^2(\mathcal{N})$, such that

$$\int_\Sigma ||(D^\perp W)(p)||^2_{HS} \, d\text{vol}(p) < \infty.$$ 

Let us consider the following two spaces of sections of the normal bundle:

$$\mathcal{H} = \{ W \in L^2(\mathcal{N}) \; ; \; JW = 0 \, \text{in} \, \text{int}(\Sigma) \}$$

and

$$\mathcal{E} = \{ W \in W^{1,2}(\mathcal{N}) \; ; \; JW = 0 \, \text{in} \, \text{int}(\Sigma) \} \subset \mathcal{H},$$

where the equation $JW = 0$ is intended in the weak sense. By elliptic regularity,

$$\mathcal{H} \subset C^\infty(\text{int}(\Sigma)).$$

In fact, elliptic regularity implies that $\mathcal{H}$ is a closed subspace of $L^2(\mathcal{N})$, hence a Hilbert space if it is endowed with the $L^2$ inner product. By analogy with complex analysis, $\mathcal{H}$ or $\mathcal{E}$ could be called Hardy spaces of normal sections. Analogously, $\mathcal{E}$ is a closed subspace of $W^{1,2}(\mathcal{N})$, hence a Hilbert space for the $|| \cdot ||_{W^{1,2}}$ norm. As follows from the trace theorem,

$$\mathcal{E} \subset W^{1/2,2}(\partial \Sigma) \subset L^2(\partial \Sigma).$$

Hence, the quadratic form $Q$ is naturally defined on $\mathcal{E}$, endowed with the $W^{1,2}(\mathcal{N})$-norm.

Proposition 5.1 There exists a self-adjoint operator $\mathcal{A}$ with $\mathcal{E} = \mathcal{D}(\mathcal{A}^{1/2})$, such that, for every $W_1$ and $W_2$ in $\mathcal{E}$,

$$Q(W_1, W_2) = \int_\Sigma (W_1, \mathcal{A} W_2) = \int_\Sigma (\mathcal{A} W_1, W_2).$$

Furthermore, the spectrum of $\mathcal{A}$ consists in a discrete sequence $\mu_0 \leq \mu_1 \leq \cdots \leq \mu_k \leq \cdots$, tending to $+\infty$. 

$\square$ Springer
Remark 5.2. The operator $\mathcal{A}$ given by Proposition (5.1) is a non-local operator.

Proof. By spectral theory (see [14, Theorem VIII.15]), the existence of $\mathcal{A}$ self-adjoint associated with the quadratic form $Q$ follows from the quadratic form $Q$ being bounded from below and closed, in restriction to $\mathcal{E}$. Since $\mathcal{E}$ is closed in $W^{1,2}(\mathcal{N})$, this is equivalent to the existence of $\omega \geq 0$, $\alpha > 0$, such that, for every $W \in \mathcal{E}$,

$$Q(W) + \omega ||W||_2^2 \geq \alpha ||W||_{W^{1,2}}^2.$$  \hspace{1cm} (5.1)

We will prove below that (5.1) holds, hence the existence of $\mathcal{A}$ self-adjoint; but for now, let us explain why the statement on the eigenvalues of $\mathcal{A}$ holds. Clearly, it follows from the fact that the resolvent of $\mathcal{A}$ is compact. It is a well-known general fact that provided (5.1) holds, the resolvent of $\mathcal{A}$ is compact if and only if the embedding $\mathcal{E} \hookrightarrow L^2(\mathcal{N})$ is compact. For the sake of completeness, let us detail this point. First, inequality (5.1) implies that $(\mathcal{A} + \omega I) - 1/2$ is bounded from $L^2$ to $\mathcal{E} \subset L^2$. Then, given that $(\mathcal{A} + \omega I)^{-1/2}$ is bounded on $L^2$, by using the Spectral Theorem for self-adjoint, compact operators one concludes easily that the resolvent $(\mathcal{A} + \omega I)^{-1}$ being compact is equivalent to $(\mathcal{A} + \omega I)^{-1/2}$ being compact. Note now that the converse inequality to (5.1),

$$Q(W) + \omega ||W||_2^2 \leq \beta ||W||_{W^{1,2}}^2,$$

trivially holds with $\beta = \omega + 1$, and implies that $(\mathcal{A} + \omega I)^{1/2}$ is bounded from $\mathcal{E}$ to $L^2$. Writing the inclusion $\iota : \mathcal{E} \hookrightarrow L^2$ as

$$\iota = (\mathcal{A} + \omega I)^{-1/2}(\mathcal{A} + \omega I)^{1/2} : \mathcal{E} \to L^2 \to L^2,$$

one sees that $(\mathcal{A} + \omega I)^{-1/2}$ being compact implies that $\iota$ is compact. In the other direction, writing

$$(\mathcal{A} + \omega I)^{-1/2} : L^2 \to \mathcal{E} \hookrightarrow L^2,$$

where the first arrow is bounded and the last arrow is $\iota$, one sees that $\iota$ compact implies $(\mathcal{A} + \omega I)^{-1/2}$ compact. Thus, the point is proved.

In our particular situation, by Rellich’s theorem, $W^{1,2}(\mathcal{N}) \hookrightarrow L^2(\mathcal{N})$ is compact, and since $\mathcal{E} \hookrightarrow W^{1,2}(\mathcal{N})$ is bounded by definition of the norm on $\mathcal{E}$, one concludes that, provided that (5.1) holds, the spectrum of $\mathcal{A}$ consists in a discrete sequence $\mu_0 \leq \mu_1 \leq \cdots \leq \mu_k \leq \cdots$, tending to $+\infty$.

It remains to prove (5.1). In fact we will prove the following stronger inequality: there exists $\omega \geq 0$, $\alpha > 0$, such that, for every $W \in W^{1,2}(\mathcal{N})$,

$$Q(W) + \omega ||W||_2^2 \geq \alpha ||W||_{W^{1,2}}^2.$$  \hspace{1cm} (5.2)

The inequality (5.2) with $\alpha = \frac{1}{2}$ is an easy consequence of the fact that the Simons operator is bounded, and of the following inequality: there exists $C > 0$ such that, for every $W \in W^{1,2}(\mathcal{N})$,
\[
\int_{\partial \Sigma} ||W||^2 \leq \frac{1}{2} \int_\Sigma ||D^\perp W||^2_{HS} + C \int_\Sigma ||W||^2,
\]
(5.3)

which is a consequence of [3, Lemma 2.3] with the choices \( T : W^{1,2} \to L^2, S = id : W^{1,2}(\mathcal{M}) \to L^2(\mathcal{M}|_{\partial \Sigma}) \) the “restriction to the boundary” operator and \( \varepsilon = \frac{1}{2} \) therein.

6 The \( v^\perp \) are Eigenfunctions, and Consequences

In this section, we keep the notations that have been defined in Sect. 5.

**Theorem 6.1** Let \( \Sigma^k \subset \mathbb{B}^n \) be an immersed, free boundary minimal submanifold of dimension \( 2 \leq k \leq n - 1 \). For every \( v \in \mathbb{R}^n \setminus \{0\} \), the normal vector field \( v^\perp \) on \( \Sigma^k \), defined as the orthogonal projection of \( v \) on the normal bundle of \( \Sigma^k \), is an eigenfunction of \( \mathcal{A} \), associated to the eigenvalue \(-k\). In other words, for every normal vector field \( W \in \mathcal{E} \subset W^{1,2}(\mathcal{M}) \), i.e. \( J W = 0 \) in \( \text{int}(\Sigma) \), then

\[
Q(v^\perp, W) = -k \int_{\Sigma} (v^\perp, W).
\]

The proof of Theorem 6.1 follows from the following formula, which we think might be of independent interest:

**Proposition 6.2** Let \( \Sigma^k \subset \mathbb{B}^n \) be an immersed, free boundary minimal submanifold of dimension \( 2 \leq k \leq n - 1 \). For every \( v \in \mathbb{R}^n \setminus \{0\} \) and every normal vector field \( W \in \mathcal{E} \subset W^{1,2}(\mathcal{M}) \), there holds:

\[
Q(v^\perp, W) = -k \int_{\Sigma} (v^\perp, W) + \int_{\Sigma} \left( JW, (v, x)x + \frac{1}{2}(1 - |x|^2)v \right).
\]
(6.1)

Note that the formula (6.1) implies in particular that

\[
Q(v^\perp) = -k \int_{\Sigma} |v^\perp|^2
\]
a formula that is already known from the work of Fraser and Schoen (see [9, Theorem 3.1]). However, our proof is different from theirs. The new ingredient, and the main trick in the proof, is to use the properties of the carefully chosen vector field \( (v, x)x + \frac{1}{2}(1 - |x|^2)v \).

**Proof** Let \( v \in \mathbb{R}^n \setminus \{0\} \), and let \( Y \) be the (non-tangential) vector field on \( \Sigma \) defined by

\[
Y = (v, x)x + \frac{1}{2}(1 - |x|^2)v.
\]
We will denote by $Y^\perp$ the orthogonal projection of $Y$ on the normal bundle of $\Sigma$. By integration by parts, we have
\[
\int_\Sigma (JW, Y) = \int_\Sigma (JW, Y^\perp) = \int_\Sigma (W, JY^\perp) + \int_{\partial\Sigma} \left( W, \frac{\partial Y^\perp}{\partial \nu} \right) - \left( \frac{\partial W}{\partial \nu}, Y^\perp \right).
\]
Note that $Y^\perp \equiv 0$ at the boundary of $\Sigma$, therefore, remembering that $W$ is normal at every point, one obtains
\[
\int_\Sigma (JW, Y) = \int_\Sigma (W, JY^\perp) + \int_{\partial\Sigma} \left( W, D^\perp v^\perp \right).
\]
(6.2)
On the other hand, since $Jv^\perp = 0$, one has
\[
Q(v^\perp, W) = \int_{\partial\Sigma} \left( W, \frac{\partial v^\perp}{\partial \nu} - v^\perp \right),
\]
and since $W$ is orthogonal to $\Sigma$,
\[
Q(v^\perp, W) = \int_{\partial\Sigma} \left( W, D^\perp v^\perp - v^\perp \right).
\]
(6.3)
We claim that the following two identities hold:
\[
JY^\perp = kv^\perp,
\]
(6.4)
and
\[
D^\perp v^\perp = D^\perp v^\perp - v^\perp
\]
(6.5)
Clearly, (6.4) and (6.5), together with (6.2) and (6.3) imply the result of Proposition 6.2. In order to prove these, we use the following easy computational lemma, whose proof is postponed for the moment:

\begin{lemma}
Let $p$ be a point of $\Sigma$. Let $(e_1, \ldots, e_k)$ be a local orthonormal basis of $T\Sigma$ around $p$, and let $(N_{k+1}, \ldots, N_n)$ be a local orthonormal basis of $\Gamma(\mathcal{N})$ around $p$. Let us denote by $D_i$ the covariant derivative $D_{e_i}$ of $\mathbb{R}^n$ in the direction $e_i$, and by $D^\perp_i$ its the projection onto the normal bundle of $\Sigma$. We assume that at the point $p$, $D_{e_i} e_j$ is normal to $\Sigma$, and that $D^\perp_i N_i = 0$ for all $i = k + 1, \ldots, n$. Denote also by $x^\top$ and $v^\top$ the orthogonal projection of $x$ and $v$ respectively onto the tangent space to $\Sigma$. Then, one has at the point $p$:
\[
\begin{align*}
(i) \quad D^\perp_i x^\perp &= -\sigma(x^\top, e_i). \\
(ii) \quad D^\perp_i v^\perp &= -\sigma(v^\top, e_i). \\
(iii) \Delta\Sigma |x|^2 &= -2k \text{ (where $\Delta\Sigma$ is the Laplacian on $\Sigma$).} \\
(iv) \quad D^\perp_i x^\perp &= -\sigma(v, v). \\
(v) \quad D^\perp_i v^\perp &= -(v, v)\sigma(v, v).
\end{align*}
\]
\end{lemma}
With this lemma at hand, let us conclude the proof. Using that \( Jv^\perp = 0 \) and (iii) of Lemma 6.3, one has

\[
JY^\perp = J \left( (v, x)x^\perp + \frac{1}{2}(1 - |x|^2)v^\perp \right)
\]

\[
= (\Delta_\Sigma (v, x))x^\perp + (v, x)Jx^\perp - 2 \sum_{i=1}^k (v, D_i x) D_i^\perp x^\perp + k \nu^\perp + \sum_{i=1}^k (D_i |x|^2) D_i^\perp v^\perp.
\]

As is well-known, the normal vector field \( x^\perp \) is a Jacobi vector field, that is:

\[
Jx^\perp = 0,
\]

and furthermore, since \( x \) is harmonic (by minimality of \( \Sigma \)), one obtains by using (i) and (ii) of Lemma 6.3 that

\[
JY^\perp = kv^\perp - 2 \sum_{i=1}^k (v, D_i x) D_i^\perp x^\perp + \sum_{i=1}^k (D_i |x|^2) D_i^\perp v^\perp
\]

\[
= kv^\perp - 2 \sum_{i=1}^k v_i D_i^\perp x^\perp + 2 \sum_{i=1}^k x_i D_i^\perp v^\perp
\]

\[
= kv^\perp + 2\sigma (x^T, v^T) - 2\sigma (x^T, v^T)
\]

\[
= kv^\perp.
\]

This concludes the proof of (6.4). Concerning (6.5), one has on \( \partial \Sigma \),

\[
D_v^\perp Y^\perp = (v, D_v x)x^\perp + (v, v)D_v^\perp x^\perp - \frac{1}{2}(D_v |x|^2) v^\perp + \frac{1}{2}(1 - |x|^2) D_v^\perp v^\perp
\]

\[
= (v, v)D_v^\perp x^\perp - \frac{1}{2}(D_v |x|^2) v^\perp,
\]

since \( x^\perp \equiv 0 \) on \( \partial \Sigma \) by the free boundary condition and \( |x| \equiv 1 \) on \( \partial \Sigma \). Using (iv) and (v) of Lemma 6.3, one gets,

\[
D_v^\perp Y^\perp = - (v, v)\sigma (v, v) - v^\perp
\]

\[
= D_v^\perp v^\perp - v^\perp,
\]

which proves (6.5).

Proof of Lemma 6.3 The assertion (iii) follows immediately from the fact that \( \Delta_\Sigma x = 0 \) (since \( \Sigma \) is minimal). For (i), one computes
\[ D_i x^\perp = D_i \left( \sum_{j=k+1}^{n} (x, N_j)N_j \right) \]
\[ = \sum_{j=k+1}^{n} \left\{ (D_i x, N_j)N_j + (x, D_i N_j)N_j + (x, N_j)D_i N_j \right\} \]
\[ = \sum_{j=k+1}^{n} (e_i, N_j)N_j - \sigma(x^\top, e_i) + \sum_{j=k+1}^{n} (x, N_j)D_i N_j \]
\[ = -\sigma(x^\top, e_i) + \sum_{j=k+1}^{n} (x, N_j)D_i N_j. \]

Notice that by assumption, \( D_i^\perp N_j = 0 \), hence by projecting orthogonally onto the normal bundle,
\[ D_i^\perp x^\perp = -\sigma(x^\top, e_i), \]
which proves (i). For (ii), a similar computation leads to
\[ D_i v^\perp = -\sigma(v^\top, e_i) + \sum_{j=k+1}^{n} (v, N_j)D_i N_j, \]
which implies as above that
\[ D_i^\perp v^\perp = -\sigma(v^\top, e_i), \]
and (ii) is proved. Equation (iv) is an immediate consequence of (i) and the fact that \( x = v \) is tangent to \( \Sigma \) at the boundary. For (v), choose the basis \( (e_1, \ldots, e_k) \) so that \( e_k = v \). Then, by (ii),
\[ D_v^\perp v^\perp = -\sigma(v^\top, v). \]

On the other hand, for \( i < k \),
\[ \sigma(e_i, v) = \sum_{j=k+1}^{n} (D_{e_i} x, N_j)N_j \]
\[ = \sum_{j=k+1}^{n} (e_i, N_j)N_j \]
\[ = 0. \]

This implies that
\[ \sigma(v^\top, v) = (v, v)\sigma(v, v), \]
therefore

\[ D^{-1}_v \nu = -(v, \nu)\sigma(v, v), \]

proving (v). \qed

We now present a new spectral characterization of free boundary minimal surfaces in \( B^3 \) with index 4, based on the spectrum of the non-local operator \( \mathcal{A} \). By [18, Proposition 3.10], if \( \Sigma \) is a free boundary minimal surface in \( B^3 \) with index 4, then \( \lambda_0 \), the first eigenvalue of the Jacobi operator with Dirichlet boundary conditions, has to be zero. Furthermore, a first eigenfunction which does not vanish in the interior of \( \Sigma \) is

\[ \xi = (x, N). \]

In what follows, we will assume that the normal \( N \) has been chosen, so that \( \xi \) is positive in the interior of \( \Sigma \). Thus, \( J\xi = 0 \) and \( \xi|_{\partial \Sigma} \equiv 0 \). As interesting side remark, we note that since \( \xi \) is \( Q \)-orthogonal to every \( J \)-harmonic function (as an easy consequence of Green’s theorem), it follows immediately from Theorem 6.1 that

\[ \int_{\Sigma} \xi N = 0. \]

We now recall a result concerning the solution of the Dirichlet problem for the Jacobi operator, whose proof follows along the lines of the proof of [7, Lemma 4.1], and thus will be omitted:

**Lemma 6.4** Assume that \( \lambda_0 = 0 \) and let \( \xi \) be a first eigenfunction of the Jacobi operator with Dirichlet boundary conditions. Let \( u \in C^\infty(\partial \Sigma) \). Then, the Dirichlet boundary value problem:

\[
\begin{align*}
J\tilde{u} &= 0 \quad \text{on } \Sigma, \\
\tilde{u}|_{\partial \Sigma} &= u \quad \text{on } \partial \Sigma
\end{align*}
\]

is solvable, if and only if \( \int_{\partial \Sigma} u \frac{\partial \xi}{\partial \nu} = 0 \).

We are now prepared to state and prove our second main result, in which index 4 minimal surfaces with free boundary in \( B^3 \) are characterized by their Dirichlet spectrum \( (\lambda_k)_{k \in \mathbb{N}} \) of the Jacobi operator, and spectrum \( (\mu_k)_{k \in \mathbb{N}} \) of the operator \( \mathcal{A} \) introduced in Sect. 5:

**Theorem 6.5** Let \( \Sigma \hookrightarrow B^3 \) be an orientable, free boundary minimal surface. Then, \( \Sigma \) has index 4 if and only if \( \lambda_0 = 0, \mu_0 = \mu_1 = \mu_2 = -2 \) and \( \mu_3 \geq 0 \).

As a consequence of Theorem 6.5, one obtains the following lower bound for the index form, which can be seen as a (weak) free boundary analog of the inequality (4.1) for closed minimal surfaces of \( S^3 \) with index 5:
Corollary 6.6 Let $\Sigma \hookrightarrow \mathbb{R}^3$ be an orientable, free boundary minimal surface with index 4. Then, for every function $u \in C^\infty(\Sigma)$ such that $Ju = 0$,

$$Q(u) \geq -2 \int_{\Sigma} |u|^2.$$

Remark 6.7 One should note that no boundary condition whatsoever is imposed on $u$ in Corollary 6.6. Also, from the point of view of Calculus of Variations, the condition $Ju = 0$ is quite natural: it is precisely saying that $uN$ is a Jacobi vector field on $\Sigma$, which implies that it generates a 1-parameter family of deformations of $\Sigma$ that, if one neglects the boundary terms and the free boundary condition, preserves the area up to order two near the surface $\Sigma$.

Note that if one denotes (as in Lemma 6.4) by $\hat{u}$ a $J$-harmonic extension of a function $u \in C^\infty(\partial \Sigma)$, then the infimum, over all functions $u \in C^\infty(\partial \Sigma)$ such that $\int_{\partial \Sigma} u \frac{\partial}{\partial \nu} = 0$, of the Rayleigh quotient

$$\frac{Q(\hat{u})}{\int_{\partial \Sigma} u^2}$$

is equal to $\sigma_1 - 1$, where $\sigma_1$ first eigenvalue of the Jacobi operator for the Steklov boundary value problem. As we have mentioned before, the numerical value of $\sigma_1$ does not appear to have any significant geometric meaning. On the contrary, the infimum of the alternative Rayleigh quotient

$$\frac{Q(\hat{u})}{\int_{\Sigma} \hat{u}^2},$$

taken over all functions $\hat{u} \in C^\infty(\Sigma)$ such that $J\hat{u} = 0$, is equal to $-2$ provided the index of $\Sigma$ is equal to 4. Furthermore, in this case the infimum is achieved with multiplicity 3 (each component of the unit normal being a minimizer).

Proof In order to prove each implication in Theorem 6.5, we will need the following lemma, whose proof is postponed to the end of the proof of the theorem. □

Lemma 6.8 The function $\xi$ satisfies

$$Q(1, \xi) \neq 0.$$

Now, assume first that $\Sigma$ is a free boundary minimal surface in $\mathbb{R}^3$ with index 4. Since a flat disk has index 1, $\Sigma$ is not a flat disk, hence the linear subspace of $C^\infty(\Sigma)$ of functions $\{v^\perp; v \in \mathbb{R}^3\}$ has dimension 3. Thus, by Theorem 6.1, $-2$ is eigenvalue of $\mathcal{A}$ of multiplicity at least 3. Assume by contradiction that there exists $\psi \in C^\infty(\Sigma)$ such that $\psi$ is an eigenfunction of $\mathcal{A}$ associated with an eigenvalue $\mu < 0$, and such that $\psi$ is $L^2(\Sigma)$ orthogonal to all $v^\perp$, $v \in \mathbb{R}^3$. Equivalently,

$$Q(\psi, v^\perp) = 0, \ v \in \mathbb{R}^3.$$
For \( v \in \mathbb{R}^3 \), define

\[
\tilde{v}^\perp = v^\perp - \frac{Q(\mathbf{1}, v^\perp)}{Q(\mathbf{1}, \xi)} \cdot \xi
\]

and similarly

\[
\tilde{\psi} = \psi - \frac{Q(\mathbf{1}, \psi)}{Q(\mathbf{1}, \xi)} \cdot \xi.
\]

Clearly,

\[
Q(\tilde{v}^\perp, \mathbf{1}) = Q(\tilde{\psi}, \mathbf{1}) = 0.
\]

By the Green formula, for every \( J \)-harmonic function \( h \),

\[
Q(h, \xi) = \int_{\partial \Sigma} \left( \frac{\partial h}{\partial n} - h \right) \xi = 0.
\]

In particular

\[
0 = Q(\xi, \xi) = Q(v^\perp, \xi) = Q(\psi, \xi),
\]

which implies that

\[
0 = Q(\xi, \tilde{v}^\perp) = Q(\xi, \tilde{\psi}).
\]

Also,

\[
Q(\tilde{\psi}, v^\perp) = 0,
\]

and

\[
Q(\tilde{v}^\perp) = Q(v^\perp) < 0, \quad Q(\tilde{\psi}) = Q(\psi) < 0, \quad Q(\mathbf{1}) < 0.
\]

Therefore, the vector space generated by \( \mathbf{1}, \tilde{\psi} \) and \( \tilde{v}^\perp, v \in \mathbb{R}^3 \), is a 5-dimensional vector space on which \( Q \) is negative. This contradicts the hypothesis that the index of \( \Sigma \) is 4. Thus, such a \( \psi \) cannot exist, and we have proved that \( \mu_0 = \mu_1 = \mu_2 = -2 \), \( \mu_3 \geq 0 \).

Now we prove the converse. First, the assumption that \( \mu_0 = \mu_1 = \mu_2 = -2 \) implies that the index of \( \Sigma \) is at least 3, and in particular \( \Sigma \) is not a flat disk. Notice that \( \mu_3 \geq 0 \) implies that any \( J \)-harmonic function \( h \) such that \( Q(h, v^\perp) = 0 \) for all \( v \in \mathbb{R}^3 \) satisfies \( Q(h) \geq 0 \). For \( v \in \mathbb{R}^3 \), define

\[
\tilde{v}^\perp = v^\perp - \frac{Q(\mathbf{1}, v^\perp)}{Q(\mathbf{1}, \xi)} \cdot \xi,
\]

\( \Box \) Springer
so that \( Q(\tilde{v}^\perp, 1) = 0 \) and \( Q(\tilde{v}^\perp) = Q(u^\perp) < 0 \). Hence, \( Q \) is negative definite on the space \( \mathcal{V} \), defined as the linear span of \( 1 \) and \( \tilde{v}^\perp, v \in \mathbb{R}^3 \). Note that \( \mathcal{V} \) has dimension 4 since \( \Sigma \) is not a flat disk.

If \( u \in C^\infty(\Sigma) \) is such that \( Q(u, \xi) = \int_{\partial\Sigma} u \frac{\partial \xi}{\partial n} = 0 \), then by Lemma 6.4, one can write \( u = g + h \) with \( Jh = 0 \) and \( g|_{\partial\Sigma} = 0 \). By the Green formula,

\[
Q(h, g) = \int_{\partial\Sigma} g \left( \frac{\partial h}{\partial n} - h \right) = 0
\]

so that

\[
Q(h, v^\perp) = Q(h, v^\perp).
\]

By assumption \( \lambda_0 \geq 0 \), thus \( Q(g) \geq 0 \), and the fact that \( \mu_3 \geq 0 \) then implies that \( Q(u) \geq 0 \), provided \( Q(u, \tilde{v}^\perp) = 0 \) for all \( v \in \mathbb{R}^3 \), and \( Q(u, \xi) = 0 \).

Since \( Q \) is negative definite on \( \mathcal{V} \), one has the orthogonal decomposition:

\[
W^{1,2}(\Sigma) = \mathcal{V} \oplus \mathcal{V}^\perp,
\]

where \( \mathcal{V}^\perp \) denotes the space of functions that are \( Q \)-orthogonal to \( \mathcal{V} \). We claim that \( Q \) is non-negative on \( \mathcal{V}^\perp \), which implies that the index of \( Q \) is 4. Assume this is not true, then one finds \( \psi \) in \( \mathcal{V}^\perp \), such that \( Q(\psi) < 0 \). Let

\[
\varphi = \psi - \frac{Q(\psi, \xi)}{Q(1, \xi)} \cdot 1.
\]

Since \( Q(\psi, \tilde{v}^\perp) = 0 \) and \( Q(1, \tilde{v}^\perp) = 0 \), one finds that

\[
Q(\varphi, \tilde{v}^\perp) = 0, \quad \forall v \in \mathbb{R}^3.
\]

Therefore, one has \( Q(\varphi) \geq 0 \). But, since \( Q(\psi, 1) = 0 \),

\[
Q(\varphi) = Q(\psi) + \alpha^2 Q(1) < 0,
\]

with \( \alpha = \frac{Q(\psi, \xi)}{Q(1, \xi)} \), which is a contradiction. \( \square \)

**Proof of Lemma 6.8** Since \( \xi > 0 \) in the interior of \( \Sigma \) and \( \xi \) vanishes on \( \partial \Sigma \), one has

\[
\frac{\partial \xi}{\partial n} \leq 0.
\]
Since

\[ Q(1, \xi) = \int_{\partial \Sigma} \frac{\partial \xi}{\partial \nu}, \]

it is thus enough to show that \( \frac{\partial \xi}{\partial \nu} < 0 \) in at least one point of the boundary. One computes

\[ \frac{\partial \xi}{\partial \nu} = D_x(x, N) = (D_x x, N) + (x, D_x N). \]

But \( Dx = id \), so \( D_x x = x \), and \( (D_x x, N) = 0 \) on the boundary. Thus,

\[ \frac{\partial \xi}{\partial \nu} = (x, D_x N) = -h_{xx}, \]

the coefficient of the second fundamental form of \( \Sigma \) in the direction \((x, x)\). Let \( t \) be a unit tangent vector to \( \partial \Sigma \), then the coefficient \((t, x)\) of the second fundamental form of \( \Sigma \) at the boundary is

\[ h_{tx} = (D_t x, N) = (t, N) = 0. \]

By minimality, it follows that on \( \partial \Sigma \), the matrix of \( DN \) in the basis \((x, t)\) is

\[ \left( \begin{array}{cc} -h_{xx} & 0 \\ 0 & h_{xx} \end{array} \right). \]

By contradiction, let us assume that \( h_{xx} \equiv 0 \) on \( \partial \Sigma \). It follows that \( DN \equiv 0 \) on \( \partial \Sigma \), and thus \( N \) is constant on every connected component of \( \partial \Sigma \). By minimality of \( \Sigma \), \( N : \Sigma \to S^2 \) is anti-holomorphic, so \( N \) must be constant everywhere on \( \Sigma \) and \( \Sigma \) is planar, contradiction. \( \square \)
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