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—The Bin Packing Problem (BPP) stands out as a paradigmatic combinatorial optimization problem in logistics. Quantum and hybrid quantum-classical algorithms are expected to show an advantage over their classical counterparts in obtaining approximate solutions for optimization problems. We have recently proposed a hybrid approach to the one dimensional BPP in which a quantum annealing subroutine is employed to sample feasible solutions for single containers. From this reduced search space, a classical optimization subroutine can find the solution to the problem. With the aim of going a step further in the evaluation of our subroutine, in this paper we compare the performance of our procedure with other classical approaches. Concretely we test a random sampling and a random-walk-based heuristic. Employing a benchmark comprising 18 instances, we show that the quantum approach lacks the stagnation behaviour that slows down the classical algorithms. Based on this, we conclude that the quantum strategy can be employed jointly with the random walk to obtain a full sample of feasible solutions in fewer iterations. This work improves our intuition about the benefits of employing the scarce quantum resources to improve the results of a diminishingly efficient classical strategy.
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I. INTRODUCTION

Optimization is an intensively studied research field, which is the main focus of hundreds of papers annually. The main interest of this knowledge area lies on the wide range of real-world applications it can cover. An efficient dealing of this kind of problems usually involves the need of remarkable computational resources, making brute-force method impractical for even medium-sized instances. As a result of this situation, a plethora of techniques have been proposed along the years for competently address optimization problems. As can be thought, almost plenty of optimization solvers are conceived for their execution on classical computation systems. However, Quantum Computing (QC, [1]) is progressively emerging as a promising alternative to this classical devices, providing a revolutionary approach for tackling complex optimization problems.

Two tasks where, QC has demonstrated its potential are factorization and unstructured search problems. With the aim of factorizing large integers, a NP-hard problem that takes exponential time to be solved, Shor proposed a quantum algorithm (Shor’s algorithm [2]) capable of solving it in polynomial time. Later in 1996, Grover presented a quantum search framework that finds a particular data in an unstructured database using fewer evaluations than its classical counterpart [3]. Specifically, Grover’s algorithm was proven to provide a quadratic speedup over the optimal classical algorithm. However, there are still no quantum algorithms that are proven to provide a speedup for optimization. Even though there exist algorithms such as the variational quantum eigensolver (VQE [4]) or the quantum approximate optimization algorithm (QAOA [5]) that have already shown promising results, there is still room for the exploration of new approaches.

Although the goal of QC is to search for the quantum advantage, the quantum machines that are available today are not error-corrected yet. Commonly denoted as noisy intermediate-scale quantum (NISQ) devices, current machines are composed of tens to hundreds of noisy qubits that perform imperfect operations in a limited coherence time. These limitations make difficult the efficient resolution of real-world problems. Pending scientific progress in developing fault-tolerant devices, one of the main goals of the present NISQ era is to design new frameworks that exploit the power of current quantum devices to solve challenging tasks such as combinatorial optimization problems [6].

The experimentation proposed in this paper is focused on the Bin Packing Problem (BPP, [7]). Being one of the most well-known combinatorial optimization problems, the BPP is still employed in a wide range of industrial applications. More specifically, we deal in this work with the one-dimensional BPP (1dBPP, [8]).

In this paper we study the advantages of using a quantum algorithm for sampling feasible partial solutions in the hybrid algorithm we previously developed addressing the 1dBPP [9]. In short, this strategy consists of using a subroutine to reduce the search space for a second subroutine building the solutions to the problem. This space reduction strategy employs a quantum annealing algorithm to obtain configurations for single containers, which are indeed the partial solutions for the problem. Although we showed that this algorithm was valid for solving the 1dBPP, we did not show how it improves any other classical algorithm. To answer this open question,
we implemented two classical sampling algorithms: a random sampling strategy, and a heuristic based on a random walk. We also propose a hybrid sampling strategy combining the random walk and the quantum annealing, which might improve the joint performance and resource consumption. Supported by the results of a benchmark consisting on two runs over 18 instances of size 10 and 12 packages, we show that employing the quantum annealing strategy can provide a full sampling of the feasible partial solutions in less runs compared to the classical ones. Furthermore, we show that the probability of obtaining new feasible for the quantum annealing is close to constant as the sampling is performed. This offers a possible advantage over the random walk, which shows an expected stagnation behaviour for sampling the last feasible partial solutions.

The rest of the paper is organized as it follows. In section II we review the full hybrid algorithm for the 1dBPP, and in particular the quantum annealing subroutine for the sampling. Section III defines the problem of sampling feasible partial solutions, in particular for the 1dBPP and in general for variations of the problem. In section IV we detail the different classical algorithms we propose for the sampling subroutine. Then, section V discusses the results obtained by performing the sampling on a benchmark. Finally, we conclude this article by summarizing the work done, and proposing possible future research.

II. PREVIOUS WORK

As mentioned before, the problem addressed in this paper is the BPP. In a nutshell, in the BPP, we have a set of packages with certain dimensions which must be shipped into containers of equal size. The objective is to assign these packages to the minimum amount of containers without overflowing any of them. Despite several complex variants of the BPP can be found in the literature, such as the three dimensional one, we tackle in this paper the canonical one-dimensional version, the 1dBPP [10]. In this case, the packages \( i \in \{1, \ldots, n\} \) are defined by their weights \( \{w_i\} \), and the containers by their maximum capacity \( C \). Let’s use a simple codification for the solutions, where we encode the package \( i \) being assigned to the container \( j \in \mathbb{N} \) with \( x_i^{(j)} = 1 \), and \( x_i^{(j)} = 0 \) otherwise. This way, we define 1dBPP as the problem with the objective function

\[
\min b
\]

subject to

\[
\sum_{i=1}^{n} w_i x_i^{(j)} \leq C, \; \forall j \in \{1, \ldots, b\}, \tag{2}
\]

\[
\sum_{j=1}^{b} x_i^{(j)} = 1, \; \forall i \in \{1, \ldots, n\}, \tag{3}
\]

\[
x_i^{(j)} \in \{0, 1\}, \; \forall i \in \{1, \ldots, n\}, \; \forall j \in \{1, \ldots, b\}, \tag{4}
\]

where \( b \) is the total number of containers used. The constraint in Eq. (2) refers to the maximum capacity of the containers,

\[
\sum_{i=1}^{n} w_i x_i^{(j)} \leq C, \; \forall j \in \{1, \ldots, b\},
\]

subject to

\[
\sum_{j=1}^{b} x_i^{(j)} = 1, \; \forall i \in \{1, \ldots, n\},
\]

\[
x_i^{(j)} \in \{0, 1\}, \; \forall i \in \{1, \ldots, n\}, \; \forall j \in \{1, \ldots, b\},
\]

where \( b \) is the total number of containers used. The constraint in Eq. (2) refers to the maximum capacity of the containers,
Hamiltonian where we only encoded the package weights. If a package is added to the container, then the energy of the system increases with the weight of the corresponding package. Then, we can select an objective weight $T$, so that the sum of the weights of the packages is set in the range of allowed values $0 < T < C$. This way, the ground state of our Hamiltonian would encode the possible configurations of packages which fulfil $\sum_i w_i x_i = T$. For this, the problem Hamiltonian we designed is

$$H_P = \alpha \left( \sum_i w_i x_i - C \right) + \beta \left( \sum_i w_i x_i - C \right)^2 \equiv \sum_{i<j} \beta w_i w_j \sigma_i^z \sigma_j^z - \sum_i w_i \left( \frac{\alpha}{2} + \beta \epsilon_w \right) \sigma_i^z,$$

where $x_i \equiv (\alpha_i - \sigma_i^z)/2$, $\epsilon_w \equiv \sum_i w_i/2 - C$, and $\sigma_i^z$ is the Pauli z operator acting on qubit $i$. The objective weight is controlled by both of the parameters $\alpha$ and $\beta$, such that $T = \sum_i w_i x_i = C - \alpha/2\beta$. If we fix $\alpha$ and $\beta$ we would measure the same states in successive runs. Thus, to have access to all feasible solutions, we fix the parameter $\beta$ and we performed a sweep over $\alpha \in [0, 2\beta C]$. Furthermore, to avoid measuring the same state twice, we penalize the states that already have been measured. This can be ideally achieved by a project Hamiltonian

$$H_P = H_F - \gamma \prod_{\Psi_m \in \mathcal{M}} |\Psi_m \rangle \langle \Psi_m|,$$

where $\mathcal{M}$ are the set of measured states, $\Psi_m$ are in the computational basis, and $\gamma$ is the penalty factor.

Now that we have the solution to our sampling problem encoded into the ground state of a Hamiltonian, we need a way to access it. For this, we employ a quantum annealing algorithm, which consists of adiabatically changing the Hamiltonian of the system from an initial Hamiltonian $H_0$ to the problem Hamiltonian $H_P$. If we perform this change infinitely slow, the adiabatic theorem [12, 13] assures that the system will remain in its instantaneous eigenstate. In particular, if we start in the ground state of $H_0$, the final state of the system after an adiabatic process would be the ground state of $H_P$, which we can then measure at the end of the circuit. Even if we can not let the system evolve for an infinite time, we can perform this process in a finite time $T$

$$U = \exp \frac{-i}{\hbar} T \int_0^T dt \left[ (1 - \lambda(t)) H_0 + \lambda(t) H_P \right],$$

where the mixing function $\lambda(t) \in [0, 1]$ is strictly increasing. Employing a finite time introduces an error in the fidelity of $F = 1 - e^{-\Delta T}$ [14]. For this, we have to select an annealing time that satisfies

$$T \gg \frac{|H(t)|_{max}}{\Delta E_{min}^2},$$

where

$$|H(t)|_{max} = \max_t |\langle \Psi_0(t) | dH(t) | d(t/T) | \Psi_1(t) \rangle|,$$

and

$$\Delta E_{min}^2 = \min_t (E_1(t) - E_0(t))^2,$$

where $\Psi_0(t)$ and $\Psi_1(t)$ are the instantaneous ground and first excited states of $H(t)$ respectively, and $E_0(t)$ and $E_1(t)$ their energies.

In a typical quantum annealing process, we let the system continuously change from the initial to the final Hamiltonian. However, we might not have access to a device where we can continuously control its parameters to implement such process. Then, we can aim at simulating it in a gate based quantum hardware, where we have access to a universal set of discrete quantum gates [15, Sec. 4.5]. For that, we first write the digitized version of the continuous annealing process [16]. By using the Suzuki-Trotter formula [17, 18], we can approximate the evolution of a time-dependent Hamiltonian with a set of $nT$ evolution steps under time-independent Hamiltonians. This step is conceptually similar to the discretization of a integral when obtaining an approximation by means of numerical methods. Similarly as in numerical integration, the discretization error goes to zero in the limit of dividing the process into infinitely many Trotter steps, and

$$U \approx T \prod_{k=1}^{nT-1} \exp \frac{-i \Delta t}{\hbar} [\lambda(k \Delta t) H_0 + \lambda(k \Delta t) H_P],$$

where $T$ is the time ordering operator, and $\Delta t = T/nT$.

An additional step to have a fully implementable algorithm is to apply once again the Suzuki-Trotter formula to each of the steps and separate the evolution under the initial and the final Hamiltonian. This way, we obtain a discretized evolution that is implementable with single- and two-qubit gates. The process that is finally implemented in the quantum hardware is

$$U \approx T \prod_{k=1}^{nT-1} e^{\frac{-i \Delta t}{\hbar} \lambda(k \Delta t) H_0} e^{\frac{-i \Delta t}{\hbar} \lambda(k \Delta t) H_P} e^{\frac{-i \Delta t}{\hbar} \lambda(k \Delta t) H_0},$$

where $H_0 = \sum_i \sigma_i^z$ is the initial Hamiltonian. The selection of this Hamiltonian is customary since it is easy to prepare a system in its ground state, for example, applying a Hadamard gate to each qubit which has been initialized at the $|0\rangle$ state. The mixing function $\lambda(t)$ can be optimized to maximize the fidelity of the annealing process, but in this work we employed a linear function $\lambda(t) = t/T$. As is the case with classical heuristics, correctly tuning all the parameters of the problem to maximize the fidelity is a difficult task that requires and in depth analysis of the specific problem instance we are addressing.

III. PROBLEM OF SAMPLING FEASIBLE PARTIAL SOLUTIONS

In this section we will go through the details of the feasible partial solution sampling and its intricacies. For defining the problem of sampling, first we have to define the concept of partial solutions, and global and partial constraints. For a better understanding, let us use the BPP as a starting point. A partial
solution $\tilde{x}$ is the configuration of packages inside a single container, $\tilde{x} \in \{1, \ldots, n\}$. In this case, the only constraint that restricts single container configurations is the one regarding its maximum capacity (Eq. [2]). Moreover, a full solution to the problem can be built by concatenating partial solutions, $x = \tilde{x}^{(1)} \oplus \tilde{x}^{(2)} \oplus \cdots \oplus \tilde{x}^{(b)}$. At this step, and since all partial solutions already fulfills Eq. [2] we can find feasible (including the optimal) solutions by just imposing the second constraint (Eq. [2]).

Let us define the sampling problem in an abstract way. For constrained optimization problems, not all possible inputs to the objective function are allowed as a solution. This issue defines a subset of feasible solutions $\mathcal{F}$, which is contained in the space of all possible input configurations $\mathcal{C}$. The set of optimal solutions to the problem $\mathcal{S}$ can be found inside $\mathcal{F}$, such that $\mathcal{S} \subseteq \mathcal{F} \subseteq \mathcal{C}$. A similar relation can be found for partial solutions. The set of partial solutions $\tilde{\mathcal{S}}$ from which we can build the full solutions is found inside the set of feasible partial solutions $\tilde{\mathcal{F}}$. $\tilde{\mathcal{S}} \subseteq \tilde{\mathcal{F}} \subseteq \mathcal{C}$.

When we employ our hybrid algorithm to solve a problem, the first subroutine ideally aims at sampling $\tilde{\mathcal{S}}$. However, as this subroutine has no access to the information about the cost function, the only way to ensure that we can build an optimal solution to the problem is to completely sample $\tilde{\mathcal{F}}$. We argue that performing this sampling has the hardness of a NP-complete problem. It is immediate to see that completely sampling $\tilde{\mathcal{F}}$ is equivalent of a n-SAT problem [19]. As a sketch of a proof, we can study the problem of finding the last partial solution. In this case, the satisfiability problem would consist of the clauses from the original constraints, plus up to $|\tilde{\mathcal{F}}| - 1$ clauses with $n$ literals which prevents the solution to be one of the already sampled solutions. Since the n-SAT problem is NP-complete [20], we conclude that the problem of sampling is also NP-complete.

However, the hardness of the sampling increases as we obtain more samples from $\tilde{\mathcal{F}}$. The initial samples of the problem can be easily obtained, either because the size of $\tilde{\mathcal{F}}$ is comparable to the size of $\tilde{\mathcal{C}}$, or because the constraints of the problem allow us to generate trivial solutions. In $1\text{dBPP}$, trivial partial solutions can be generated by just shipping one package into a container.

Since we have this huge hardness difference between various situations, we distinguish three kinds of situations:

- **Initial sampling of lightly constrained problems:** Problems in which the constraints allows us to find trivial partial solutions to the problem. We can also include problems where feasible partial solutions can be found after a small number of steps, $O(\text{poly}(n))$. We label these kind of problems as lightly constrained problems. Indeed, the $1\text{dBPP}$ as defined in section [11] falls in this category.

- **Final sampling of lightly constrained problems:** When completing $\tilde{\mathcal{F}}$ for lightly constrained problems, the hardness of the problem scales up to the hardness of n-SAT problems. The increase of the complexity comes from the reduction of the search space, which effectively increases the number of constraints as the sampling is performed, specifically by one n-local constraint per sample.

- **Heavily constrained problems:** Optimization problems can have constraints that can drastically reduce the number of existing feasible partial solutions. This makes generating feasible partial solutions computationally hard. As there is no limit on how restrictive a problem can be, we can have a set of partial constraints which displays the same characteristics as satisfiability problems. For illustrative purposes, we can think of variations of BPP with additional restrictions, such as packages with more dimensions, or requirements on how to arrange the packages. For example, we can have restrictions that forbids two or more packages to be included on the same container, that forbids including more than a certain number of packages from a subset at the same time, or that imposes how the packages must be arranged inside the container.

A straightforward conclusion we can extract from this section is that, regardless of the constraints of the problem, obtaining the set of all feasible partial solutions is a hard problem. Exactly performing this process requires a brute-force strategy with cost $O(2^n)$, or relaxing the requirements and employing a heuristic strategy. Employing this last option prevents us from ensuring that we have fully sampled $\tilde{\mathcal{F}}$, although sampling a fraction of this set might be enough for obtaining a solution with sufficient certainty.

### IV. Algorithms for the Sampling Problem

An efficient algorithm requires for all its steps to be optimized. In this work, we explore different algorithms to improve the subset sampling subroutine.

A key characteristic of the sampling subroutine is that it only has information about the partial constraints. This fact prevent us from employing the cost function in any metric to measure the efficiency of the sampling. To overcome this problem, we propose a new metric in which the objective is to fully sample the subset of feasible partial solutions $\tilde{\mathcal{F}}$ in the least amount of calls to an algorithm. Although this is impractical for solving a problem, this metric encapsulates the information about the speed at which the subroutine can obtain new samples. With this new metric, we explore performance of the following algorithms.

#### Random Sampling

The most naive strategy for the sampling consists of using a uniform random number generator to obtain random bit strings. If the bit string corresponds to a feasible solution and it has not been obtained yet, then we can add it to the set of samples. This strategy is only assured to converge to the complete subspace $\tilde{\mathcal{F}}$ after an infinite number of runs. Indeed, the probability of measuring a new feasible partial solution in a run decreases with the number of such solutions we have already obtained $b$, such that

$$P_{\text{random}}(|\tilde{\mathcal{F}}|, b) = \frac{|\tilde{\mathcal{F}}| - b}{2^n}, \quad (13)$$
where \( n \) is the number the packages of the problem. Then, the probability of completely measuring \( \mathcal{F} \) in \( M \) runs of the random sampling strategy is

\[
P_{\text{random}}(M) \geq \frac{(2^n - |\mathcal{F}|)^M - |\mathcal{F}|}{2^{nM}},
\]

which is valid for \( M \geq |\mathcal{F}| \).

**Classical simulation of the quantum annealing**

An additional classical algorithm that we can also employ to perform the sampling is the classical simulation of the quantum annealing process, as described in Section [11]. Although it seems like a naive solution, this algorithm preserves all the properties of the quantum annealing. Indeed, the classical simulation of the algorithm allows the running of the algorithm in a noiseless environment, increasing the fidelity of the process. Thus, it is expected that the performance of the quantum annealing is bounded from above by its simulation. However, the advantage we obtain in fidelity comes at the expense of the exponential amount of computational resources needed, both in memory and in time, \( O(2^n) \).

**Random Walk**

A usual strategy for searching in a binary search space is the random walk [21]. In this heuristic, the possible combinations of bit strings are mapped to the vertex of a graph. At each step of the walk, the state of the system jumps to another vertex, randomly chosen from the set of connected vertices. These transitions are defined through a transition matrix, according to a set of rules. The walk stops once we have found an objective vertex. The number of steps to reach an objective (i.e. the hitting time) depends on both the transition matrix, the initial point and the number of objective points [22], [23].

For solving the sampling of the 1dBPP, we propose an heuristic based on the random walk. As an overview, the heuristic consist of selecting the packages one by one until we complete a container. The algorithm starts by selecting one of the packages and adding it to the container. In the following steps, the algorithm updates the set of packages that can be added to the container and not overflow it. Then it makes a choice between adding one of the packages or stopping the sample. A feature of this sampling heuristic is that every configuration it yields is a feasible partial solutions. However, a disadvantage of this heuristic is that we can not prevent the algorithm outputting already obtained partial solutions. This decreases the probability of measuring new partial solutions as we perform the sampling. We show in Algorithm 1 the pseudo-code of this algorithm for a single run.

One key point of the proposed random walk heuristic is that we have access to trivial partial solutions, i.e. shipping a single package in a container. From this trivial solution, we have generated a strategy on a graph which guarantees that all feasible partial solutions are connected. If we had a heavily constrained variation of the 1dBPP, we might not be able to generate a graph for the random walk with such characteristics. As we will show in section [V] for the case of lightly constrained problems, this heuristic is efficient at the start of the sampling process. However, as we obtain more feasible partial solutions, the probability of obtaining a new result decreases drastically.

**Hybrid random walk-quantum annealing**

As we have previously mentioned, the random walk strategy is efficient only for the initial sampling of lightly constrained problems. With regard to the quantum annealing algorithm, assuming a perfect adiabatic process with an ideal (and unachievable in practice) hardware, we would obtain a new feasible solution in each run. However, employing quantum devices to solve problems that are easily solvable classically might be a waste of resources.

Having these two ideas in mind, we propose to combine both algorithms to reduce the total number of iterations we need to have a quality output for the subroutine. Thus, for the first part of the sampling, we employ the random walk. However, there would be a point of the subroutine in which obtaining a new partial solution suppose a significant increase in the number of iterations. At this moment, the proposed hybrid method switches to the quantum annealing algorithm. In order to maximize the probability of measuring new results with the annealing strategy, we keep track of every solution obtained in the random walk. In the first iteration of the

---

**Algorithm 1 Random walk heuristic subroutine iteration**

**Input:** Package sizes \( \{w_i\} \), container size \( C \), sampled feasible partial solutions \( \mathcal{P} \)

Select one of the packages uniformly at random, \( \text{candidate} \in \{1,\ldots, n\} \)

Initialize set of eligible packages, \( \text{left} = \{1,\ldots, n\}/\text{candidate} \)

while \( \text{left} \neq \emptyset \) do
  
  Calculate current weight, \( \text{weight} = \sum_{i \in \text{candidate}} w_i \)

  # Delete the packages that would overload the container if we add them.
  for \( i \in \text{left} \) do
    if \( \text{weight} + w_i > C \) then
      Remove package \( i \) from \( \text{left} \)
    end if
  end for

  # End the walk or select a new package
  if random number \( \in [0,1] < 1/\text{(size of left+1)} \) then
    Break while loop
  else
    Randomly pick one package from \( \text{left} \) and add it to \( \text{candidate} \)
  end if

end while

if \( \text{candidate} \) not in \( \mathcal{P} \) then
  Add \( \text{candidate} \) to the solutions list, \( \mathcal{P} = \mathcal{P} \cup \text{candidate} \)
end if

**Output:** Updated list of all sampled subsets, \( \mathcal{P} \)
annealing, instead of starting only with the bare Hamiltonian from equation 5 we add the corresponding penalty terms from the solutions obtained from the random walk (Eq. 6).

For defining the switching point, we will assume that the random walk stops being efficient when the estimate of the probability of measuring new results is lower than a certain threshold or when its behaviour deviates from being linear. We quantify this last condition with the root-mean-square deviation (RMSD) from a linear fit. As the random walk is subject to random fluctuations, and since we expect the random walk to be efficient at the start of the sample, we also set a minimum amount of iterations we let it run until the switching point.

V. RESULTS

As already mentioned, measuring the performance of a subroutine is a complex task, since it is not possible to directly access the cost function of the problem. Thus, we propose a metric for measuring the performance of the sampling strategy that consist of counting the number of times we iterate the subroutine for measuring the full feasible partial solution space $\mathcal{F}$. This way, this metric provides an estimation of the number of runs we would need to ensure we can generate the optimal solutions to the full problem.

For testing the quantum annealing subroutine, we performed its classical simulation. Nevertheless, as already discussed before (Section IV), this would give an estimation for the performance of the algorithm when implemented in a real quantum device. Since the original annealing subroutine was designed for a fixed amount of runs, we have slightly modified the algorithm for this work. Instead of performing a sweep over different values of $\alpha$, we fixed its value so that the ground state corresponds to configurations with total weights in the middle of the range of allowed values, i.e. configurations with total weights of $C/2$. The parameters we have employed for the simulation are $\beta = \min(w)/5$, $\alpha = C3$, $T = 10^{-14}$, $\gamma = 10$, $n_T = 500$, $\|H_0\| = 10^n$ and $\gamma = 2$, with $\hbar = 6.58 \cdot 10^{-16}$.

A consideration one has to take into account when analysing these results is that the quantum annealing and the hybrid approach both have a set of hyperparameters that affects their performance. As in classical heuristic optimizers, selecting a good set of hyperparameters can increase the performance of the algorithms. However, obtaining such parameters is usually a difficult task, which involves running the algorithm for a large training set of instances and obtaining an intuition about how each of the parameters affects the result. In this work, we have not perform such analysis due to the computational cost of simulating quantum annealing processes. However, we are confident that a better selection of hyperparameters could greatly enhance the performance of these approaches.

For the implementation of the hybrid strategy, we have employed the same parameters in the annealing part. The switching point has been defined with the following heuristic. First, we obtained a linear fit for the function $f(x) = a \cdot x$, where $f(x)$ is the number of different feasible partial solutions
obtained until the iteration $x$. With this, we consider that the random walk is still efficient while the expected probability of obtaining a new result is higher than 25% (i.e. $a > 1/4$) or while RMSD to respect to the linear fit is lower than 2. On top of this, we force the algorithm to perform a random walk for the first 100 iterations. It is important to highlight that these rules and parameter values have been manually selected, based on obtained results. However, these selection of hyperparameters could be further optimized.

We performed a benchmark over 18 instances of 10 and 12 packages and different package weight distributions, using the same instances as in [9]. We implemented the algorithm proposals from section [IV] running the algorithm twice per instance (to make the best use of the computational resources we had available). Additionally, due to the computational cost of simulating the quantum annealing for larger systems, we let both the simulation of the quantum annealing and the hybrid sampling run for a maximum amount of time. The results we have obtained for the benchmark are shown in Fig. 2. The key observation regarding the performance of the algorithms is the point in the $x$ axis at which each line reaches the point $y = 1$. This value gives us the information about how faster does any of the three algorithms completes the sampling compared to the worst algorithm for each instance. As expected, the random sampling gives the worst possible performance in almost every case we have tested. On the other hand, the random walk strategy is the fastest to fully sample $F$. However, the random walk strategy clearly shows stagnation when sampling the last of the feasible partial solutions. We argue that the random walk can outperform the rest of the algorithms for small problems, but for larger ones, the probability of measuring new feasible partial solutions would drastically decrease. The proposed hybrid sampling shows an improvement over the random walk in 4 out of the 9 runs in which every algorithm sampled the full space $F$.

For gaining intuition on the performance of all the algorithms tested, we fit the values obtained to functions that mimics their expected general behaviour. As we expect the random sampling strategy to be the worst possible one, we fit the results to an exponential function $f_1(x, a) = 1 - 2^{-ax} + x2^{-a}$ for $a > 0$, where here $x$ is the fraction of iterations until the sample is completed. We have selected this exponential function to show the exponential decay of the probability of measuring new results, and to have two fixed points at $f_1(0, a) = 0$ and $f_1(1, a) = 1$. As we expect the random walk to show a similar behaviour, we employed a similar function, but with an extra parameter to show a slightly different staggering compared to the random sampling $f_2(x, a, b) = 1 - 2^{-ax} + x2^{-b}$. For the annealing subroutine we see that the fraction of feasible solutions sampled grows close to linearly. Thus, we select a simple linear fit $f_3(x, a) = ax$. As we expect the hybrid approach to maintain the linear behaviour of the annealing, we employed same fit function as for the random walk. Indeed, we see that the asymptotic behaviour of the hybrid strategy improves the one of the random walk, albeit slightly. Although the results we obtained in this work can not qualify as a proof, we are confident that this hybrid approach would vastly improve the performance of the random walk for problems with more packages.

VI. CONCLUSION

In summary, we have compared the quantum annealing algorithm for sampling partial solutions of the dBPP against other classical algorithms. We have proposed two classical algorithms for the problem of sampling feasible partial solutions, a random strategy and a heuristic based on the random walk. We show that the asymptotic behaviour of both classical strategies stagnates when trying to completely sample the subset of feasible partial solutions to the dBPP. To overcome this problem, we have proposed an extra hybrid sampling strategy where we use the quantum annealing approach when efficiency of the classical strategy decreases. This strategy not only improves the results of the subroutine in terms of number of iterations, but also uses the quantum resources less times. In order to validate these hypothesis, we have performed a benchmark over 18 instances comparing every algorithm proposed in this paper. The results we obtained show that the hybrid approach for the sampling problem obtains an advantage over the rest of the approaches. Furthermore, this paves the way for employing the quantum algorithms in a more efficient manner, only when classical algorithms can not further improve their results. This gives a new perspective, opening the possibility to obtain new hybrid algorithms or improve the already existing ones.

An important remark about the simulations we have performed is that, due to the limited time and computational resources available, we have not perform any optimization of the hyperparameters. Even so, the results still show a clear advantage for the quantum and the hybrid quantum-classical approaches. This also gives us a intuition about the expected performance of the algorithm for larger problems. Optimizing the parameters for the quantum annealing would increase the fidelity of the process, and thus improving the results we have already obtained.

As follow-up work for the research done in this paper, one can extend the comparison of the sampling subroutine to other quantum algorithms. This would enrich the variety of subroutines one can employ to solve the full problem. An analysis on how to combine different strategies could help improving the full hybrid algorithm beyond the results we already obtained.

A natural question that arises is whether the full hybrid algorithm gives any advantage over other classical optimizers. However, before answering this, the subroutine building the full solutions to the problem should be optimized. Optimizing both of the subroutines separately should provide the best performance for the full algorithm. However, finding a fair metric to compare classical, quantum and hybrid algorithms is still an open question. Furthermore, giving an answer for the underlying question of the quantum advantage is a challenging research topic itself [24–26].
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