Selective Genomic Targeting by FRA-2/FOSL2 Transcription Factor

REGULATION OF THE Rgs4 GENE IS MEDIATED BY A VARIANT ACTIVATOR PROTEIN 1 (AP-1) PROMOTER SEQUENCE/CREB-BINDING PROTEIN (CBP) MECHANISM*3
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FRA-2/FOSL2 is a basic region-leucine zipper motif transcription factor that is widely expressed in mammalian tissues. The functional repertoire of this factor is unclear, partly due to a lack of knowledge of genomic sequences that are targeted. Here, we identified novel, functional FRA-2 targets across the genome through expression profile analysis in a knockdown transgenic rat. In this model, a nocturnal rhythm of pineal gland FRA-2 is suppressed by a genetically encoded, dominant negative mutant protein.

Bioinformatic analysis of validated sets of FRA-2-regulated and -nonregulated genes revealed that the FRA-2 regulon is limited by genomic target selection rules that, in general, transcend core cis-sequence identity. However, one variant AP-1-related (AP-1R) sequence was common to a subset of regulated genes. The functional activity and protein binding partners of a candidate AP-1R sequence were determined for a novel FRA-2-repressed gene, Rgs4. FRA-2 protein preferentially associated with a proximal Rgs4 AP-1R sequence as demonstrated by ex vivo ChIP and in vitro EMSA analysis; moreover, transcriptional repression was blocked by mutation of the AP-1R sequence, whereas mutation of an upstream consensus AP-1 family sequence did not affect Rgs4 expression. Nocturnal changes in protein complexes at the Rgs4 AP-1R sequence were associated with FRA-2-dependent dismissal of the co-activator, CBP; this provides a mechanistic basis for Rgs4 gene repression. These studies have also provided functional insight into selective genomic targeting by FRA-2, highlighting discordance between predicted and actual targets. Future studies should address FRA-2-Rgs4 interactions in other systems, including the brain, where FRA-2 function is poorly understood.

Fos-related antigen 2 (FRA-2/FOSL2) is a member of the FOS/JUN subgroup of bZIP3 transcription factors (TFs) that function in concert with regulatory DNA sequences in target genes (1). The various FOS proteins appear to serve distinct developmental, physiological, and pathological roles (2, 3), and current studies are seeking to define these individual roles and the mechanisms involved. FRA-2 exerts a specific action in bone development (4) and appears to have selective physiological and pathological roles in diverse processes, including photoperiodic regulation (5), some cancers (6), and pulmonary fibrosis (7). This accumulated evidence of functional specialization indicates that mechanisms confer specificity to the actions of the FRA-2 TF relative to other members of the FOS/JUN group.

One aspect of this selectivity that remains to be fully characterized is selective genomic targeting by FRA-2. Selection at the level of cis-sequence specificity is clearly one aspect of this targeting; numerous studies established that different combinations of FOS and JUN proteins (28 dimeric combinations in total) have different binding affinities for activator protein-1 (AP-1) and cAMP-response element (CRE) sequences (8, 9). A study using tethered protein dimers (10) showed that whereas the c-FOS/c-JUN dimer interacts exclusively with AP-1-like sequences (core consensus, tga(g/c)tca), other dimers, including FRA-2/c-JUN, are less selective and also bind CRE elements (core consensus, tga(g/c)tca). However, it is also apparent that there are other levels of selection because about one-third of vertebrate promoters contain consensus AP-1 family sites (AP-1F; MatInspector, Genomatix), but not all these genes are regulated by AP-1 (11).

FRA-2, like FRA-1, differs from FOS and FOSB in lacking a potent C-terminal transactivation domain (12). As may be predicted from this structural difference, FRA-2 can act to suppress transcription, for example at promoters induced by c-JUN homodimers (12). However, in heterodimeric combination with JUND, FRA-2 can enhance transcription relative to JUND homodimers (12). These findings exemplify the varied actions of FRA-2 and underline the critical role that AP-1 protein composition plays in transactivation potential (13).
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selective manner using a dominant negative (C-terminally truncated) genetic construct (DN-FRA-2 (14)). In this model, DN-FRA-2 is stably expressed in transgenic rats under the control of a conditional promoter (Aanat (15, 16)) that confers cellurally (pinealocyte) and temporally (nocturnal) specific expression to the pineal gland. DN-FRA-2 binds DNA normally, but because it is unable to transactivate target genes, it competes with endogenous FRA-2 for target sites and thereby inhibits endogenous FRA-2 activity. In addition, it has been shown that this construct also knocks down expression of endogenous Fra-2 via competition of autoregulatory feedback (14).

The conditional nature of this transgenic model is of notable importance because it allows examination of the role of FRA-2 throughout life under physiological conditions. In contrast, the study of FRA-2 function in conventional knock-out animal models is limited by neonatal lethality of Fra-2 null alleles (17). The model is also able to reveal true physiological roles of FRA-2 because the pineal gland has an endogenous rhythm of gene expression (linked to rhythms of hormone production) that is regulated by FRA-2 (14, 18); when induced in this animal model, DN-FRA-2 therefore intervenes in an autonomous physiological response. Accordingly, this model is superior to experimental paradigms where gene expression is artificially induced.

In previous studies with the DN-FRA-2 model, we have shown that FRA-2 mediates both positive and negative transcriptional regulation of genes (14). These opposite modes of regulation by FRA-2 are intriguing because studies have shown that the nocturnal AP-1 binding complex in the rat pineal gland is largely composed of FRA-2/JUND that is inconsistent, prima facie, with multiple modes of regulation (14). FRA-2 phosphorylation in the nocturnal pineal gland is also progressive and homogeneous (14), arguing against a role for different protein isoforms underlying differential regulation. We therefore hypothesize that differential regulation of target gene expression is mediated at the level of a cis-acting sequence. To pursue this, we have now sought to examine the complexity of gene regulation by FRA-2 through further analysis using transcriptome-scale expression profiling. This strategy was adopted to obtain a dataset of FRA-2-regulated genes for bioinformatic analysis of cis-regulatory sequences. The results of these studies provide insight into selective genomic targeting of FRA-2 and reveal discordance between predicted and real targets.

EXPERIMENTAL PROCEDURES

Animal Care and Sampling—Animal studies were conducted in accordance with both Home Office regulations (United Kingdom) and local ethical review. Transgenic (Sprague-Dawley) rats of the DN-FRA-2 line (14) were maintained under standard laboratory conditions in a 14:10 light/dark cycle (lights on: 05:00 h). For microarray analysis, 12 rats were killed at each sample point, and dissected pineal glands were pooled (four pineal glands in each pool, in triplicate) and stored at −70 °C. The four sample points were as follows: wild-type, 12.00 h (WT12) and transgenic, 12.00 h (TG12); wild-type, 24.00 h (WT24) and transgenic, 24.00 h (TG24). Therefore, a total of 48 animals were used in this initial array analysis. For candidate gene validation, a similar sampling regimen was employed, but only two pineal glands were pooled in each sample (for sample numbers see Table 1). Pineal glands and brain cortex (parietal, layers I–VI) from additional wild-type animals were sampled to provide material for the EMSA and ChIP analyses.

Microarray Analysis—Total cellular RNA was extracted from pooled pineal glands as described previously (18). Aliquots of each RNA sample were supplied to the Wales Gene Park Expression Profiling Service (Cardiff University) where RNA quality was verified using Agilent RNA6000 chips. 10 mg of each sample was used to generate cRNA targets using Affymetrix GeneChip® protocols and reagents (Affymetrix, Santa Clara, CA). Each sample was then probed with Affymetrix Rat Genome 230A microarray chips (15,923 probe sets; 10,174 genes). Hybridization and washing were performed using a GeneChip® fluids station 400 (Affymetrix). Following microarray scanning, the average signal intensity of each array was scaled to 100 (Microarray Suite 5.0, Affymetrix). Microarray data are available at the Entrez Gene Expression Omnibus, National Center for Biotechnology Information (GEO series accession number GSE12344).

Further analysis of the microarray data and selection of candidate gene lists were conducted using GeneSpring software (7.0; Silicon Genetics, Redwood City, CA). The aim of this in silico analysis was to select genes (transcripts) that appeared to be differentially regulated in the DN-FRA-2 transgenic model and therefore provide candidates for validation and further bioinformatic and biological analysis. Stringent selection criteria were applied to generate short candidate gene lists; a consequence of this approach is that the candidate gene lists (supplemental Table S2) should not be considered as replete with respect to the 230A GeneChip features (see comment under “Results”). Using GeneSpring 7.0, the scaled microarray data were first normalized (to mean of WT12) using default settings. The data were then filtered (raw (average difference) value >50 in at least two samples) using c-Jun (19) as a “guide gene” to direct an appropriate level of filtering that would remove genes detected at negligible levels but retain documented, rhythmic pineal gland transcripts. This filtered gene list of 8607 genes was then used to generate four lists of genes that exhibited differential expression with respect to either strain (TG versus WT) or time (12.00 h versus 24.00 h). These gene lists were generated using either a fold-difference approach for strain (1.5-fold up- or down-regulated in at least two samples) or a statistical test for time (t test with multiple testing correction, assuming equal variances, applying Benjamini and Hochberg false discovery rate, significance accepted for p < 0.05). Finally, the four gene lists were merged using the GeneSpring Venn diagram tool, generating six candidate gene lists that represent each of the six possible differential gene expression conditions: TG > WT, 12 > 24; TG > WT, 12 < 24; TG > WT, 12 = 24; TG < WT, 12 > 24; TG < WT, 12 < 24; TG < WT, 12 = 24 (supplemental Table S2). The selection of individual genes for validation by Northern blot analysis was conducted subjectively, selecting both novel examples from the candidate gene lists (see above) and genes that are known to exhibit rhythmic pineal expression.
Candidate Gene Validation/Northern Analysis—Northern blots were used for validation because some pineal transcripts are unique to this tissue due to alternative promoter usage, e.g. Slc15a1 (20). Total cellular RNA was prepared from a pool of two pineal glands at each sample point (for sample numbers see Table 1), and specific mRNAs were detected and quantified by Northern blot analysis as described previously (18). cDNA probes were labeled by random priming using \(^{32}\text{P}\)DCTP (GE Healthcare). Northern blots were stripped (boiling 0.1% SDS, three times for 2 min) and re-probed with an 18 S cDNA (DecaTemplate\textsuperscript{TM}, Ambion, Austin, TX). Densitometric analysis of mRNA levels was performed using ImageQuant\textsuperscript{TM} software (version 3.0, Amersham Biosciences), correcting values against the level of 18 S RNA. Statistical comparison of the experimental groups was conducted using ANOVA with Dun-can’s post hoc test where appropriate (p < 0.05 significance level; SPSS 13, SPSS Inc., Chicago).

Bioinformatic Analysis—Genomic DNA sequences were obtained from current Ensembl genome builds. Some specific gene promoter sequences were obtained from the Genomatix data base (Matbase, Genomatix Software Gmbh, Munich, Germany) (21). Sequence alignment and comparative genomic analysis were conducted using features of the UCSC Genome Browser: Multiz alignment (22) and PhastCons conservation (23). The empirically determined transcriptional start site (TSS) for human RGS4 was obtained from the Eukaryotic Promoter Database (Release 91 (24)), and the location of the mouse and human Rgs4 promoters was confirmed using MPromDb (bioinformatics. med.ohio-state.edu/MPromDb (25)). Our Northern blot analysis (see “Results”) is consistent with a single transcript that uses the Rgs4 “TSS1” structure (26). The presence of common cis-regulatory modules in sets of co-regulated genes was analyzed using ModuleMiner (27), which scans the whole genome, optimizing co-regulated/expressed gene sets relative to all others. Genomatix software (MatInspector) was used to identify individual transcription factor consensus binding elements. Images of consensus sequence logos were downloaded from the Genomatix site and modified in Photoshop (CS2, Adobe Systems Inc., CA).

Chromatin Immunoprecipitation (ChIP) Analysis—ChIP analysis was conducted by modifying a published protocol (28) to incorporate the ChIP-IT express kit (Active Motif). For cross-linked chromatin isolation, paired pineal glands were rapidly isolated from the skull and bisected prior to incubation in 1% formaldehyde in PBS for 15 min at room temperature. Following formaldehyde removal, the tissue was washed twice in ice-cold PBS containing both protease and phosphatase inhibitor mixtures (P8340 and P2850; Sigma). The tissue was then disrupted with a Dounce homogenizer (two times for 10 s) in a buffer containing 10 mM HEPES-KOH, pH 7.9, 1.5 mM MgCl\textsubscript{2}, 10 mM KCl, and & P2850 mixtures) and centrifuged at 14,000 rpm for 10 s. The homogenate was then resuspended in shearing buffer (Active Motif) and incubated on ice for 10 min. Chromatin was then sheared to 200–500 bp (verified by agarose gel electrophoresis) using a closed system ultrasonic cell disruptor (Bioruptor 200, Diagenode s.a., Liege, Belgium). Samples were centrifuged at 14,000 rpm for 10 min at 4 °C, and the supernatant was stored at −80 °C. An aliquot of this material was retained as “input” DNA. The remaining chromatin sample was divided; one-half was immunoprecipitated with the “test” antigen, and the second half was used for a mock immunoprecipitation with a control serum (see below). For quantitation, ChIP assay values were compared with assay values obtained with the input DNA. ChIP assays were conducted according to the manufacturer’s protocol (Active Motif) using antisera to FRA-2 (14), RNA polymerase II (Active Motif), and CBP (A-22, Santa Cruz Biotechnology). For this application, equal amounts of two FRA-2 antisera directed against different epitopes of the FRA-2 protein were used (2605 and 2607 see (14)). Mock immunoprecipitation reactions were performed using either control IgG (ChIP-IT Control Kit, Active Motif) or FRA-2 preimmune serum (14). A 140–bp region of the rat Rgs4 promoter that contains the conserved tgtgctga site was amplified (Go'Taq, Promega) using primers Rgs4-C1F and Rgs4-C1R (supplemental Table S1). For comparison, a 223 bp sequence from the rat β-actin gene (primers, ChIP-IT control kit, Active Motif) was also amplified from the IP and mock IP samples. Semi-quantitative analysis of FRA-2 and RNA polymerase II chip assays was conducted via standard PCR amplification (Go'Taq) and agarose gel electrophoresis. Amplified DNA bands were resolved on 2% agarose gels, and images were obtained using Genesnap software (Syngene, Frederick, MD). PCR band sizes were verified using a low molecular mass DNA ladder (HyperLadder V, Bioline Ltd., London, UK), and band intensity was estimated using GeneTools software (Syngene). The resultant levels of amplified Rgs4 promoter sequence were compared with levels of amplified ChIP input DNA.

To obtain a quantitative measure of CBP occupancy at the Rgs4 promoter in DN-Fra-2 and wild-type rats, QPCR analysis of CBP ChIP was conducted using a real time PCR system (Mx3005P, Stratagene, La Jolla, CA). A similar region of the rat Rgs4 promoter was amplified using primers designed for QPCR (Rgs4-C2F and Rgs4-C2R; supplemental Table S1). Amplification reactions were performed using Brilliant\textsuperscript{®} Core reagents according to the manufacturer’s instructions (Stratagene), and products were detected using SYBR Green\textsuperscript{®}. Each PCR was conducted in duplicate. Threshold (C\textsubscript{T}) values for ChIP and input chromatin were obtained directly from the MxPro software (Stratagene) and % of Input values were calculated using the Superarray ChIP-QPCR data analysis template (Superarray Bioscience Corp., Frederick, MD).

Rgs4 Promoter Analysis—rRgs4 promoter function was investigated in PC12 cells, a rat cell line that has been shown to express Rgs4 mRNA and protein (29, 30). Novel Rgs4 promoter plasmids derived from pGL4.11 (Promega) were constructed by ligating rat Rgs4 promoter fragments (~167 to +6 and −426 to +6 of TSS) into the pGL4.11 multiple cloning site. These fragments were amplified (Extract N’Amp, Sigma) from rat genomic DNA using PCR primers (Rgs4-167F, Rgs4-R, Rgs4-m167F, Rgs4-426F, and Rgs4-m426F; supplemental Table S1). Rgs4-m167F and Rgs4-m426F contain modifications to the predicted AP-1 sites (tgcgtca and tgcgca, respectively) creating the mutant sequences tgtgca and tgtgca, respectively. Amplified products were cut with SacI and HindIII and ligated into SacI/HindIII-cleaved pGL4.11 using T4DNA ligase (Promega). Transformed bacteria were expanded, and plasmids were extracted.
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using the PureYield kit (Promega). Plasmid sequences were determined by standard DNA sequencing (Prism ready reaction dye-deoxy terminator cycle sequencing kit (PerkinElmer Life Sciences)) and an ABI prism automated DNA sequencer (377, PerkinElmer Life Sciences).

PC12 cells (CRL-1721.1; LGC Standards, Teddington, Middlesex, UK) were grown in DMEM (Invitrogen) with 10% horse serum, 5% FBS (Invitrogen) and 1× antibiotic/antimycotic (Invitrogen) at 37 °C and 5% CO₂. Cells were transfected (TransFast protocol, Promega) with the Rgs4 promoter constructs together with the reference plasmid pGL4.75(hRluc/CMV (50:1 molar ratio; Promega)) and maintained for 30 h. After this time, cells were lysed, and both Firefly and Renilla luciferase assays were conducted according to the manufacturer’s protocol (Dual-Luciferase reporter assay system, Promega). Relative luminescence values were measured on a Luminometer (model TD-20/20, Turner Biosystems, Sunnyvale, CA). Each transfection was replicated 8-fold (four replicates in two separate experiments). Statistical analysis was conducted with SPSS16 for Mac using one-way ANOVA together with a post hoc Duncan’s test. Significance was accepted for p < 0.05.

EMSA Analysis—Electrophoretic mobility shift assay analysis (EMSA) was conducted as described previously (18), but annealed oligonucleotides (170 fmol; Sigma) containing the −155 Rgs4 AP-1R element (Rgs4-EF and Rgs4-ER, supplemental Table S1) were 3′-biotinylated rather than radiolabeled. Nuclear protein extracts (27) were quantified using the QuickStart™ Bradford reagent (Bio-Rad), and equalized aliquots added to EMSA binding reactions conducted in 10 mM Tris-HCl, 50 mM KCl, 1 mM dithiothreitol, 0.1 mM EDTA, 2.5% glycerol, 5 mM MgCl₂. Following binding, the reactions were resolved on 6% native polyacrylamide gels in 0.5 TBE at 150 V for ~45 min. DNA was then transferred to a nylon membrane (Hybond-XL; GE Healthcare) using either a standard denaturing and blotting procedure (18) or electrotransfer (30 mins, 300 mA; Mini Trans-Blot, Bio-Rad). The membranes were then baked at 80 °C for 45 min. Biotin-labeled EMSA bands were detected with chemiluminescence (Pierce). Gel loading/transfer was verified by inspection of unbound probe bands. The specificity of DNA-protein interactions was investigated by conducting the binding reactions in the presence of a molar excess of annealed nonbiotinylated oligonucleotides as follows: (i) Rgs4 AP-1R oligonucleotides (as above); (ii) mutant Rgs4 AP-1R oligonucleotides (Rgs4-mEF and Rgs4-mER; supplemental Table S1). The presence of specific proteins to the binding complexes was investigated using multiple protein antisera as follows: anti-FRA-2 (Ab2605 and Ab2607 (21)); anti-CREB-1 (sc186, Santa Cruz Biotechnology, Santa Cruz, CA; 9197, Cell Signaling Technology, Beverly, MA); anti-phospho(p)-CREB-1 (Ser-133) (sc-7978, Santa Cruz Biotechnology; 9191, Cell Signaling Technology); anti-CBP (A-22, Santa Cruz Biotechnology) or as a control rabbit IgG (Active Motif, Carlsbad, CA).

Western Blot Analysis—Nuclear or whole cell protein extracts were analyzed as described previously (18). Primary antibodies used were anti-CBP (A-22), anti-CREB-1 (9197), anti-p-CREB-1 (9191), anti-FRA-2 (2607 (14)), and anti-GAPDH (ab9845, Abcam). Protein bands were detected with enhanced chemiluminescence (ECL Plus, GE Healthcare) and quantitated using ImageQuant™ 3.0 (GE Healthcare).

RESULTS

Expression profiling with the Affymetrix 230A rat genome microarray (15866 probe sets) demonstrated that a large number of gene transcripts are dysregulated in the DN-FRA-2 rat model. The full set of (predicted) FRA-2 targets are listed in supplemental Table S2, and a subset of Northern blot-validated targets are listed in Table 1. Representative Northern blots are shown in Fig. 1 and supplemental Fig. S1. Our (statistically verified) validation procedure also involved Northern blot analysis of five nonregulated transcripts (Table 1) and confirmed the microarray/GeneSpring-based prediction of FRA-2 targets. These targets (supplemental Table S2) include proteins of diverse molecular function and biological process, with cellular locations from plasma membrane to nucleus. ModuleMiner analysis confirmed that no Gene Ontology terms are over-represented in the regulated group of genes (Table 1) and that the timing/genotype of maximum values varied for some genes. Each individual RNA sample was extracted from a pair of pineal glands (two rats) and multiple replicates of each group of four samples were used: n = 4 (Atf4, Cox6a2, Rgs4, M1a, Opm1sw, and Crem); n = 3 (Dbp, E4BP4, and Id1); n = 2 (Per2 and Syt4). Numbers in superscript refer to statistically distinct groups determined by ANOVA combined with Duncan’s post hoc test (p < 0.05). Statistical analysis was not conducted where n = 2. ND indicates no detectable mRNA band.

TABLE 1
Validation of novel FRA-2-regulated and nonregulated pineal genes in transgenic rats

| Gene   | Wild-type | Transgenic | Wild-type | Transgenic |
|--------|-----------|------------|-----------|------------|
| 12.00 h |           |            |           |            |
| Atf4   | 31.2 ± 3.2 | 30.0 ± 2.2  | 56.0 ± 8.1 | 100.0 ± 0  |
| Cox6a2 | 20.7 ± 3.8 | 89.2 ± 10.2 | 18.6 ± 1.5 | 83.1 ± 8.7 |
| Rgs4   | 95.9 ± 3.3 | 98.3 ± 1.6  | 36.8 ± 6.2 | 76.8 ± 8.5 |
| FRA-2 enhanced genes | | | | |
| M1a    | 100.0 ± 0  | 26.6 ± 3.4  | 43.0 ± 6.1 | 12.0 ± 1.9 |
| Opm1sw |           |            |           |            |
| 24.00 h |           |            |           |            |
| Atf4   | 31.6 ± 3.1 | 32.4 ± 2.1  | 89.7 ± 10.3| 95.5 ± 4.5 |

values are mean ± S.E. of Northern blot mRNA levels calculated as percentage of maximum within each individual co-blotted group of four conditions (12WT and 12TG and 24WT and 24TG; note that the timing/genotype of maximum values varied for some genes). Each individual RNA sample was extracted from a pair of pineal glands (two rats) and multiple replicates of each group of four samples were used: n = 4 (Atf4, Cox6a2, Rgs4, M1a, Opm1sw, and Crem); n = 3 (Dbp, E4BP4, and Id1); n = 2 (Per2 and Syt4). Numbers in superscript refer to statistically distinct groups determined by ANOVA combined with Duncan’s post hoc test (p < 0.05). Statistical analysis was not conducted where n = 2. ND indicates no detectable mRNA band.
of the regulated genes into positively and negatively regulated subgroups generated an additional interesting finding, namely that only repressed genes exhibited an enrichment of AP-1 sites. This finding might indicate that some (positively regulated) genes may be indirectly regulated.

However, analysis of the validated genes employing a more proximal (−2000 to +100) sequence and MatInspector, which distinguishes different classes of AP-1 sites, delivered a less clear outcome (Table 3). We found the following: (i) the presence of AP-1 family (AP-1F, Fig. 1C) and CRE sequences in the majority (but not all) of both FRA-2-regulated and nonregulated genes; (ii) no obvious distinction in the distribution of these sites between FRA-2-regulated and nonregulated genes; (iii) no clear distinction in the distribution of these sites...
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**TABLE 3**

Search for AP1/CRE elements in FRA-2-regulated and nonregulated genes

| Genes          | AP1F elements relative to CRE | Bach2.01 elements relative to CRE | tgcgtca sequence |
|----------------|-------------------------------|----------------------------------|------------------|
| Validated FRA-2 regulated genes (repressed) |                               |                                  |                  |
| Apf-4          | Four up and down of eight CRE | Two up and down of eight CRE      | 0                |
| Coixa2         | Two up of one CRE             | None                             | 0                |
| Dio2           | One up and down of five CRE   | Two up of one CRE                 | 0                |
| Nr4a1          | No AP1F, six CRE              | Four down and over six CRE       | 4                |
| Rgs4           | Three up and down of four CRE | Two up and down of two CRE        | 1                |
| Validated FRA-2 regulated genes (enhanced) |                               |                                  |                  |
| Cd24           | Two up of three CRE           | One up and down of three CRE      | 0                |
| Fsa2(Fos2)     | None                          | Two down and over six CRE        | 2                |
| Mt1a           | One up and down of five CRE   | Two up of one CRE                 | 0                |
| Opn1sw         | None                          | One upstream of three CRE         | 0                |
| Validated FRA-2 nonregulated genes |                               |                                  |                  |
| Aanat          | One up and down of five CRE   | None                             | 0                |
| Dhp            | None                          | One down of two CRE              | 0                |
| E4bp4 (Nft13)  | One up and down of two CRE    | None                             | 0                |
| Crem (ICER)    | Two up and down of four CRE   | None                             | 0                |
| Id1            | Three up and down of six CRE  | Four up and down of six CRE       | 0                |
| Per2           | Three up & down of 5 CRE      | One up & down of 5 CRE            | 0                |
| Sfr4           | None                          | Three up and down of eight CRE    | 0                |

between FRA-2-positively and -negatively regulated genes. At the same time, MatInspector analysis revealed the presence of some interesting alternative sites in the regulated genes set; the most common (8 of 9 genes) AP-1 sites were of the AP-1-related (AP-1R, Fig. 1C) matrix family. This was of interest because this family of elements includes the sequence tgcgtca (the highly conserved AP-1F “A” at position 3 is substituted by a “C”, Fig. 1C) that is present in the FRA-2-regulated Nr4a1 gene and binds FRA-2 (18). The tgcgtca sequence (present in Nr4a1, FRA-2, and Rgs4) includes, on the reverse DNA strand, a CRE half-site which, in some sequence contexts, can bind CREB with high affinity (32). In Rgs4, this CRE site has been predicted to be a functional CRE (CRE-TATA module) as defined by whole genome bioinformatics and ChIP-Chip analysis (33, 34). The potential role of this AP-1R site in mediating the effects of FRA-2 was therefore addressed in further extensive studies of Rgs4, which is robustly expressed in the pineal gland as a single transcript of ~3 kb (Fig. 1A).

**Rgs4 as a Model FRA-2-regulated Gene**—The Rgs4 AP-1R site, which starts at position −155 (relative to TSS in rat, Fig. 1D), is 100% conserved across rat, mouse, and human genomic sequences and is generally highly conserved in mammalian species and many higher vertebrate species (supplemental Fig. S2). Furthermore, this is the only AP-1R element in the rat Rgs4 genomic locus between −5 kb of the 5′-flanking sequence to +5 kb of the 3′-flanking sequence (chromosome 13, 85,533,882–85,540,173; Ensembl rat genome build Feb. 2006). No other AP-1 or CRE elements were found to be positionally conserved (in rat, mouse, and human) across this region. A consensus AP-1F (tgactca) sequence in the rat 5′-flanking sequence at position −415 is conserved neither in mouse, human (no AP-1F elements in −1500 to +100 region, MatInspector), nor other mammals. The −155AP-1R site of the rat Rgs4 promoter is therefore a promising candidate sequence for mediating the regulatory action of FRA-2.

**Ex Vivo ChIP Analysis of Rgs4 Promoter Occupancy**—To confirm that FRA-2 regulation of Rgs4 is associated with a direct interaction of FRA-2 with the rat Rgs4 genomic locus, we next conducted ChIP analysis on rat pineal gland chromatin, targeting a region of the Rgs4 promoter that contains the AP-1R element discussed above. Using this approach, we found a specific enrichment of proximal Rgs4 promoter sequence following chromatin immunoprecipitation with a FRA-2 antiserum as compared with a control (FRA-2) preimmune serum (Fig. 2). Control ChIP assays also showed relative enrichment of both this Rgs4 sequence and a β-actin sequence when using a RNA polymerase II antiserum (Fig. 2).
Functional Analysis of the Rgs4 Promoter—Following our demonstration that the Rgs4 promoter is directly associated with FRA-2, we next conducted a functional investigation of Rgs4 promoter sequence via transfection assays in cultured cells. These experiments were designed to independently test the function of both the AP-1R and the AP-1F sequences. PC12 cells were selected for this analysis because it is a rat cell line that expresses Rgs4 (30), FRA-2 (35), and p-CREB (36). The nuclear environment in these cells therefore has characteristics of the nocturnal rat pineal gland in which both FRA-2 and p-CREB activity are strongly induced (14, 37, 38).

Analysis of Rgs4 promoter construct expression in PC12 cells revealed that the Rgs4 sequences generated between 20- and 40-fold higher expression levels than the pGL4.11 plasmid alone (Fig. 3A). Mutation of the −155 tgcgtca sequence significantly enhanced expression compared with the wild type sequence (Fig. 3A; p < 0.05, ANOVA and Duncan’s post hoc test; F = 31.294, df = 31). The longer (−426) construct was not associated with an altered expression level compared with the −167 wild-type construct, and mutation of the −415 tgcgtca sequence did not affect expression (Fig. 3A). Our finding that the AP-1R sequence appeared to mediate transcriptional suppression in the basal state was initially surprising, but Western blot analysis (Fig. 3B) revealed high levels of FRA-2 in the PC12 cell cultures used for transfection studies.

In Vitro Analysis of Rgs4 Promoter Protein Binding—We next examined the composition of protein complexes that bound the Rgs4 promoter. EMSA of interactions between an oligonucleotide probe containing the rat Rgs4 tgcgtca sequence and pineal gland nuclear protein revealed a sequence-specific interaction (Fig. 4). We discovered that two major shifted bands were observed in the presence of pineal protein extracts, and only one of these bands was found with extracts of brain cortex (Fig. 4A). Comparison of multiple pineal extracts obtained at either 12.00 or 24.00 h revealed a 3–4-fold increase in protein binding to the probe at night (Fig. 4B). Pineal proteins interacting with the EMSA probe were shown to include both FRA-2 and CREB based on abrogation in the presence of antisera (Fig. 4C). Complete abrogation of the lower band with FRA-2 antibodies indicated that this band was wholly composed of FRA-2-containing complexes. In contrast, the diminution of both bands in the presence of CREB antisera indicated that CREB was a constituent of both shifted bands. Because FRA-2 is apparently restricted to the lower band, this indicates that there is a nocturnal increase in the binding of another protein(s) to the upper band. Comparison of the effects of the CREB antisera on day and night protein extracts (Fig. 4, D and E) indicated that CREB binding was similar at these two times. This is consistent with Western blot data (see below) and indicates constitutive CREB binding to this sequence. In contrast, whereas a p-CREB antibody did not significantly affect day binding activity, there was a significant effect on night binding activity (Fig. 4E). Hence, CREB protein binding to the Rgs4 promoter appears to be phosphorylated at night, which is
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FIGURE 4. Protein composition and specificity of DNA binding activity at the Rgs4 AP-1R sequence in vitro. Representative chemiluminescent images of EMSAs showing bands of biotin-labeled oligonucleotide probe shifted in the presence of nuclear protein extracts (1.2 μg) from either pineal gland (P) or brain cortex (Cx). A, note that two shifted bands (upper and lower arrow) are observed in the pineal gland, whereas only the equivalent upper band is observed in the cortex together with two additional slower migrating bands (arrowheads). Note that both EMSA bands are more abundant in pineal samples extracted at 12.00 versus 24.00 h. Unbound (free) probe is indicated at the gel base. B, summated results of multiple EMSAs comparing the abundance of the upper and lower shifted bands in pineal glands sampled at either 12.00 and 24.00 h. Values are fold-difference compared with the level at 12.00 h (mean ± S.E., n = 6, *, p < 0.05 versus equivalent 12.00-h group, paired Student's t test). C, expanded image of shifted bands (only) showing the effect of different antisera on the abundance of pineal EMSA bands. D, two different FRA-2 and two different CREB-1 antisera were compared, and a rabbit IgG was used in the Control lane. Note that the lower EMSA band is completely abrogated by both FRA-2 antibodies, whereas both EMSA bands are diminished by the CREB-1 antibodies; the CREB-9197 (9197, Cell Signaling Technology) antibody is somewhat more effective in abrogating the bands compared with CREB-1–186 (sc186, Santa Cruz Biotechnology Inc.) antibody. Unbound probe is not shown. D and E, comparison of the effects of CREB-1 and phospho-CREB antisera on the abundance of EMSAs bands observed in pineal glands sampled at either 12.00 or 24.00 h. Note that 24.00-h protein extracts were diluted 2-fold to equalize the intensity of binding activity relative to the 12.00-h samples. Expanded images of shifted bands (only) are shown in D, and summated results of multiple EMSAs are shown in E. Note that the CREB-1 antibody (sc186) diminishes the pineal EMSA bands to a similar extent in both groups, whereas the p-CREB antibody (9197, Cell Signaling Technology) significantly diminishes only the 24.00-h group. Histogram values are fold-difference compared with the control (IgG) level (mean ± S.E., n = 4; *, p < 0.05 versus equivalent control group [IgG], paired Student's t test). F and G, comparison of the effects of either unlabeled wild-type Rgs4 AP-1R probe (Rgs4, 4–8, 16-fold molar excess) with unlabeled mutant Rgs4 AP-1R probe (mutRgs4, similar molar excess) on the abundance of pineal EMSA bands. Expanded images of shifted bands (only) are shown in F, and summated results of multiple EMSAs are shown in G. Note that the unlabeled wild-type probe significantly competes with the labeled probe at all molar concentrations whereas the mutant probe competes significantly only at 16-fold molar excess. Histogram values are fold-difference compared with the control (No competitor, 1st bar in each group; mean ± S.E., n = 3; *, p < 0.05 versus no competitor, ANOVA, and post hoc test.

FIGURE 5. Western blot analysis of pineal gland and brain cortex protein content showing nocturnal up-regulation of FRA-2 and p-CREB in pineal glands. Representative chemiluminescent images of FRA-2, CREB-1, p-CREB, and p-ATF-1 expression in pineal glands sampled at either 12.00 or 24.00 h (P12/P24) or brain cortex (Cx). The image labeled FRA-2/+ is an extended film exposure of the same blot in the upper FRA-2 image, and the CREB-1 image is a re-probe of the same Western blot indicating relatively invariant CREB-1 expression (within the two sample groups) and consequently equal gel loading/transfer. A similar CREB-1 re-probe was obtained for the lower p-CREB/p-ATF-1 blot (not shown). Note that FRA-2 expression is increased at 24.00 versus 12.00 h and that FRA-2 expression in cortex is minimal. The amounts of protein extract loaded in each lane were as follows: 6 μg, pineal nuclear; 15 μg, cortex whole cell; 35 μg, cortex whole cell). Horiz.ontal bars represent positions of molecular weight markers. Entirely consistent with phosphorylation of CREB being a common (noradrenergic) response across pinealocytes (39).

Sequence specificity of the pineal DNA binding activity was investigated by comparing the effects of competition with unlabeled wild-type Rgs4 or mutant Rgs4 oligonucleotide probes (Fig. 4, F and G). Binding to the Rgs4 sequence appeared to be of relatively low affinity because it was displaced with only a 4-fold molar excess of unlabeled probe (Fig. 4F, p < 0.05 at 4.8- and 16-fold molar excess, ANOVA and Dunnett's test; F = 234.1, df = 11). However, much higher concentrations of unlabeled mutant probes were required to displace binding (Fig. 4F, p < 0.05, at only 16-fold molar excess, ANOVA and Dunnett's test; F = 68.92, df = 11), indicating that the binding was sequence-specific, and involved the tgctgca sequence.

The EMSA analysis is consistent with and supported by Western blot analysis of protein content (Fig. 5). In these blots, which are representative of multiple similar blots, we show that the brain cortex contains minimal amounts of FRA-2 and p-CREB protein compared with the pineal gland, and also that there are minor differences in CREB-1 protein abundance between day and night pineal gland samples.

Mechanistic Basis of FRA-2 Down-regulation of Nocturnal Rgs4 Expression—Following our demonstration that transcriptional down-regulation of Rgs4 by FRA-2 involved a direct action at the proximal AP-1R element in the Rgs4 promoter, we next addressed the mechanistic basis of this down-regulation...
A possible mechanism is interference with co-activator function and consequent transcriptional down-regulation. A likely co-activator in this locus is CBP/p300 (40), and by using EMSA, we demonstrated CBP association with the Rgs4 promoter sequence (Fig. 6A). To address a CBP-linked mechanism of nocturnal Rgs4 down-regulation, we then went back to our in vivo transgenic model and measured nocturnal CBP occupancy at the Rgs4 proximal promoter using quantitative ChIP assays (Fig. 6B). We observed that relative CBP occupancy of Rgs4 at a 5’-proximal region was significantly higher in DN-FRA-2 transgenic compared with wild-type pineal glands (Fig. 6B), whereas total cellular CBP levels as determined by Western blot were not different between the two (Fig. 6, C and D). These results indicate that nocturnal down-regulation of Rgs4 transcription involves (at least partially) a FRA-2-mediated dismissal of CBP from the Rgs4 promoter.

**DISCUSSION**

The genome of hormone-producing cells in the pineal gland, as in all rhythmically active systems, is confronted with daily...
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fluxes in TF activity. We have recently catalogued the extent of these rhythmic changes, revealing a remarkable number and diversity of rhythmic factors (41). How melatonin-synthesizing pinealocytes respond to and coordinate this input provide the physiological context of this study. Our particular interest is in transcription factors linked to the key nocturnal regulator of pineal gene expression, namely cAMP (41). Although many pineal genes are up-regulated by cAMP, ~30% are down-regulated (41), indicating a significant presence of transcriptional down-regulation that would be mediated (at least partially) by “negatively” acting TFs. Our work addresses the selective actions of the bZIP factor FRA-2 (14, 37) and investigates how the genome responds to changing levels of this factor with a selective modified transcriptional output. We have also addressed how the actions of FRA-2 are integrated with the canonical regulator of cAMP-induced transcription, namely p-CREB, that is also nocturnally induced in the pineal gland (38).

In this study, we have defined a complement of the pineal transcriptome that is regulated by FRA-2. The FRA-2 regulon composes both positively and negatively regulated genes; our finding (supplemental Table S2) that 4-fold more genes are negatively regulated suggests that this mode of action is more common for FRA-2. We have also have gone on to show that for one transcript, Rgs4, FRA-2 regulation is direct, being mediated at a specific Rgs4 promoter site. The demonstration of a direct action is important because, together with our previous work (a direct action on Nr4a1 (18)), this argues that selective actions of Fra-2 are mediated at the level of cognate cis-acting sequence within our defined gene set. Genome-wide studies have shown that the number of loci exhibiting consensus AP-1 sequences appears to massively outweigh the number of AP-1-regulated genes (11), and our results would concur with this view because, although extensive, the FRA-2 regulon is relatively limited. The discordance between potential and actual gene targets is well illustrated by our findings that whereas one bZIP TF gene, Atf4, is regulated by FRA-2 (Table 1), many other bZIP genes that are expressed in the pineal gland, including Atf2, Fra-1, c-Fos, Jdp1, Jdp2, c-Jun, JunB, C/EBPγ, C/EBPβ, C/EBPδ, Dhp, and MafI (41), are independent of FRA-2 (this study). This is remarkable because with the single exception of c-Jun, all of these genes exhibit between 1 and 6 consensus AP-1F sites in their proximal (−2000 to +100) flanking sequence. These findings underline the importance of our functional approach to the understanding of rules that govern TF targeting of the genome and the value of the unique transgenic model used in this study.

In rat, we have now validated FRA-2 regulation for nine genes: Fra-2 itself, Cdh24, Dll1 (14), Nr4a1 (NGFI-B) (18), ATF-4, Cox6a2, Mti1, Opnlsw, and Rgs4 (present study). One of these targets (Dll1) has also been validated with a Fra-2 RNAi strategy (42). In addition, we have also validated genes that are independent of FRA-2: Aanat (14) ICER, Id-1, Dhp, E4bp4, and Per2 (present study). This study has therefore provided a data set of differentially regulated genes that can be used to question the mechanisms of selective gene targeting by FRA-2.

cis-Sequence Logic of FRA-2 Gene Regulation—Using our sets of validated FRA-2-regulated and nonregulated genes, we employed a number of different bioinformatic analyses to search for common regulatory sequences. Previous studies have shown that FRA-2 may interact with a variety of different AP-1/CRE sequences (10, 43–45), and therefore we adopted largely unbiased approaches to the identification of common sequences. Although one algorithm (ModuleMiner (27)) showed that AP-1 sequences are enriched in the extended 5′-flanking sequences of the Fra-2-repressed subset, analysis of more proximal sequence in both sets of validated genes using a different bioinformatic approach failed to identify a common AP-1/CRE-based sequence or module organization that could underlie the differential regulation. This outcome may be interpreted to indicate that, in general, AP-1 sites distal to the TSS have a greater regulatory significance compared with more proximal sites; this interpretation would accord, for example, with recent studies of estrogen receptor genomic targeting (46). However, caution must be exercised in making this interpretation. First, the ModuleMiner algorithm is restricted to extended 5′-flanking sequence and consequently cannot be used to address proximal sequence in a parallel and independent manner. Second, larger sets of validated genes may be required to provide a clear outcome. Third, inherent limitations in the in silico identification of functional AP-1 sites may exclude a valid outcome. This point is illustrated in this study by our finding that the (core) consensus AP-1 sequence at −415 of rat Rgs4 (AP-1F, tgactca) was not functional, possibly due to sequence divergence in non-core sequence (MatInspector analysis (47)). Finally, the absence of a clear outcome may simply reflect a diversity of cis-acting mechanisms that are used to effect FRA-2-regulated transcription of these genes. In respect of this, our bioinformatic analysis did highlight a regulatory sequence motif that, although not entirely common, was found in the proximal sequence (−2000 to +100) of 8 or nine FRA-2-regulated genes. This motif is a member of the AP-1R position weight matrix (PWM) group and included, in some genes, the core sequence tgtccta, which we have previously identified as a FRA-2 target sequence (18). Consequently, AP-1R sequences may form one group of cis-acting elements that mediate the actions of FRA-2.

cis-Regulatory Role of AP-1R Sequences—The AP-1R regulatory sequence (tgtccta) identified here in Rgs4 and other FRA-2-regulated genes is classified in the MatInspector matrix library within the subfamily of AP-1R PWMs termed BACH2.01 (BACH2 bound TRE), i.e. a 12-O-tetradecanoylphorbol-13-acetate-response element that binds the bZIP factor BACH2 (48). However, in numerous genomic contexts this tgtccta core sequence has been shown to interact with other factors including JUND (18) and CREB (49, 50).

These sites can therefore integrate the activity of AP-1, CREB and possibly other factors; this can involve replacement of CREB (at the CRE half-site) by FRA-2 when these proteins become differentially expressed in the ovary, for example (50). However, the situation is different in the context of the pineal gland because both factors (p-CREB and FRA-2) are increased at night in this gland. Therefore, the pineal gland may represent a distinct physiological example where FRA-2 appears to override CREB function in the context of the Rgs4 locus. We addressed this hypothesis in detailed studies of the Rgs4 AP-1R element.
Role of the Proximal AP-1R Sequence in Rgs4 Regulation—The proximal Rgs4 tgcgtca element is highly conserved across mammalian and higher vertebrate species, which may argue for functional selection (supplemental Fig. S2). Recent ChIP-Seq analysis of five vertebrate genomes (51) has shown, at least for two transcription factors (CEBPA and HNF4A), that "aligned binding events" are rare. The possibility that a positionally conserved functional Rgs4 tgcgtca element may represent an "ultra-shared binding event" as defined previously (51) must await further functional analysis of this element in other species.

Our current studies using ChIP, transfection, and EMSA assays have provided clear evidence of an action of FRA-2 at the −155 AP-1R element in rat Rgs4. Gene sequence-specific FRA-2 binding activity was found to increase at night in a quantitatively similar manner to that observed previously for consensus AP-1 probes (52). However, FRA-2 binding to the Rgs4 AP-1R element was clearly retained during the day, which accords with maintenance of FRA-2 protein in the daytime pineal gland (this study and Refs. 37, 52). Nevertheless, this finding is consistent with the hypothesis that an increase in FRA-2 loading at the Rgs4 AP-1R site at night could displace other factors leading to transcriptional down-regulation. Surprisingly, this hypothesized displacement does not include CREB because we found that CREB binding to the AP-1R element was fully maintained at night, and additionally, Rgs4-bound CREB was nocturnally phosphorylated. Our findings are therefore consistent with a model (Fig. 5) in which FRA-2 loading of the Rgs4 AP-1R element is increased at night while CREB binding is maintained.

The results of our EMSAs also indicated the recruitment of additional protein(s) at the Rgs4 AP-1R element at night (see Fig. 5). The identity of these protein(s) is unknown, but these may also contribute to transcriptional down-regulation. A potential role for an additional regulatory factor is indicated by the finding that DN-FRA-2 does not completely alleviate the nocturnal reduction in Rgs4 expression despite fully competing FRA-2 DNA binding activity (Fig. 1) (14). It is unlikely that the protein(s) include the other major FOS/JUN binding activity (JUND) because this is a large and relatively invariant component of pineal AP-1 binding activity (14, 52). An AP-1R-associated ETSF site (see Fig. 1) is conserved across mouse and human promoters and could provide for an interaction with ETS-domain proteins (53). Other factors that potentially bind the EMSA probe sequence are a winged helix TF (− strand, ctgACGCatgg) and Glial cells missing homolog 1/chorion-specific transcription factor GCMa (+ strand, atCCCCCatgc). However, our microarray analysis (41) did not reveal evidence of these factors in the rat pineal gland. Clearly, additional screens are required to identify the unknown AP-1R element-binding proteins.

Our studies have provided the most extensive analysis of AP-1-Rgs4 interactions to date but must be considered in the context of previous studies of Rgs4 gene regulation. A potential AP-1 binding sequence has previously been recognized in the mouse Rgs4 gene and suggested (based on sequence data alone) to mediate cocaine-induced changes in Rgs4 expression (54). However, this tgcgtca sequence at −7600 in the mouse 5′-flanking region is not conserved in either the rat or human gene sequences. Other factors known to regulate Rgs4 expression include Phox2b (55) and the NF-κB subunit p65 (56). Recently, a study of the human Rgs4 promoter (57) has provided evidence of a repressive activity at a βC6 site at −253 of hRgs4. However, one-half of this site is not conserved in rat (hRgs4 Bc6, cctttctagaa; rRgs4 Bc6, cctttctgttg) and consequently is not detected in a MatInspector binding site (Genomatix) search. In the study of Yang et al. (57) the authors consider the (hRgs4) tgcgtca sequence as a CRE site and show that removal of the "CRE"-containing region (from −195 to −83 relative to TSS) increases human promoter activity. This is in agreement with our mutation analysis in the rat. However, mutation of the CRE site in the context of a −435-bp human promoter construct resulted in a relative decrease in promoter activity (57). This apparent discrepancy with our finding is probably explained by relative differences in the role of the human CRE site in the different sequence, and cellular (confluent PC6 cells) contexts where a repressive action of Bc6 appears to dominate.

Inverse Regulation of Rgs4 and Rgs2—Additional insight into the selective genomic targeting of Rgs4 can be gained from comparison with the related gene, Rgs2, which is independent of FRA-2 (present study) and is, in fact, up-regulated, nocturnally in the pineal (41), and by cAMP in PC12 cells (30). Our bioinformatic analysis does not indicate clearly why Rgs2 is not a FRA-2 target; there are 9 AP-1F sequences and 9 AP-1R sequences including one BACH2.01 element proximal to Rgs2 (−2000 to +100; MatInspector analysis). However, the single Rgs2 BACH2.01 element has the core sequence tgcgtca rather than tgcgtca and therefore may not form a target for FRA-2 on this basis. Rather, CRE sites proximal to Rgs2 (8 CREB sites within −2000 to +100) may act to directly up-regulate Rgs2 via a cAMP-CREB pathway (34). The differential regulation of Rgs4 and Rgs2 observed in this pineal is interesting because these genes are also differentially regulated in the striatum by dopamine receptor activation (58). Taken together, these findings indicate a divergence of cis-regulatory control between these two genes that may underlie a functional requirement for reciprocal expression of these factors.

Mechanism of Nocturnal Down-regulation of Rgs4 Transcription—Our demonstration of an inverse relationship between FRA-2 loading and CBP association with the Rgs4 promoter has provided a mechanistic basis for the transcriptional down-regulation of Rgs4 in the nocturnal pineal gland (Fig. 6, F and G). CBP is a ubiquitous, but limiting, transcriptional co-activator and signaling integrator that is required by many nuclear trans-acting complexes, including AP-1, and acts to facilitate RNA polymerase II function (40). Consequently, a FRA-2-associated loss of CBP recruitment (44) would be anticipated to result in nocturnal Rgs4 down-regulation.

Alternative Mechanisms of FRA-2 Regulation at Other Genomic Loci—Our analysis of the Rgs4 promoter has been important in detailing the mechanism of one direct action of FRA-2 at a target gene promoter. However, as discussed above, our bioinformatic analysis of FRA-2 target genes is consistent with the presence of multiple alternative mechanisms. These alternatives may involve either distinct cis-based mechanisms, for example involving remote AP-1-CRE interactions (59), or
possibly higher order mechanisms involving changes in chromatin organization (60, 61).

Regulation of Rgs4 in the Context of Physiological and Pathological Roles—RGS4 is one member of an extensive family of related proteins that regulate the duration of G-protein-coupled receptor-linked signaling through enhancement of Gα GTase activity (62). Rgs4 is highly expressed in the brain neocortex (63) and has been implicated in many neuro-diseases, including schizophrenia (64). Although the status of Rgs4 as a candidate schizophrenia vulnerability gene is now questioned (65), there is now a body of evidence showing that Rgs4 expression is reduced in the brains of schizophrenic patients (66). Our studies have now positioned FRA-2 as a candidate regulator of brain Rgs4 expression in disease-related states. Other work in our laboratory has also provided evidence for a potential functional association between FRA-2 and Rgs4 in a covert pathology associated with brain lesions (67). The possibility that disease-related SNPs in the hRgs4 promoter (68, 69) may involve the APIR sequence is not currently supported (UCSC genome browser analysis). One SNP (dbSNP id. Rs12402634) is close, at position −365 of TSS, but does not appear to be functional (69).

The role of Rgs4 in the pineal gland is currently unknown and is not addressed in this study. The relatively high level (~38% of frontal cortex levels (70)) and rhythmicity of expression suggests a role within the circadian signaling pathways, possibly gating melatonin production through enhanced adrenergic function at night (71–73). However, our pineal transcriptome analysis (41) has revealed that other Rgs transcripts exhibit either minor or no rhythm in expression (Rgs3, -5, -8, -9, -12, and -14) or are up-regulated nocturnally (Rgs2, Rgs17 (predicted)). Therefore, the apparently unique nocturnal down-regulation of Rgs4 (versus other Rgs genes) is inconsistent with a general enhancement of G-protein activity; this implies a specific biochemical role for pineal RGS4.

Implications for Future Studies—We have identified a novel DNA element in the Rgs4 gene that binds FRA-2 and mediates a repressive action on Rgs4 transcription as identified in our transgenic rat model. Further analysis of this interaction in vivo may provide a covert pathologic site with alternative or “secondary” DNA-binding motifs among transcription factors; potentially providing a hierarchy of sites with different affinities for TFs (76). In vivo functional screens for TF targets as demonstrated here in our transgenic model have important implications for the identification and analysis of regulatory single nucleotide polymorphisms that may be associated with human disease (77).
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