Bounds on Energy Absorption and Prethermalization in Quantum Systems with Long-Range Interactions
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Long-range interacting systems such as nitrogen vacancy centers in diamond and trapped ions serve as experimental setups to probe a range of nonequilibrium many-body phenomena. In particular, via driving, various effective Hamiltonians with physics potentially quite distinct from short-range systems can be realized. In this Letter, we derive general rigorous bounds on the linear response energy absorption rates of periodically driven systems of spins or fermions with long-range interactions that are sign changing and fall off as 1/\r^{\alpha} with \alpha > d/2. We show that the disorder averaged energy absorption rate at high temperatures decays exponentially with the driving frequency. This strongly suggests the presence of a prethermal plateau in which dynamics is governed by an effective, static Hamiltonian for long times, and we provide numerical evidence to support such a statement. Our results are relevant for understanding timescales of heating and new dynamical regimes described by effective Hamiltonians in such long-range systems.

Introduction. — Quantum many-body physics far from equilibrium is an exciting frontier of condensed matter physics. Recent experimental advances in designing well-isolated many-body systems, such as ultracold atoms [1] and molecules [2], trapped ions [3] and nitrogen-vacancy (NV) centers in diamond [4], have enabled a controlled study of a range of nonequilibrium phenomena, such as thermalization and many-body localization [4–10].

These experimental platforms generically fall into two classes distinguished by the nature of interactions: short-ranged (e.g. cold atoms), and long-ranged, power-law decaying (e.g. NV centers, trapped ions). Most theoretical work has focused on systems with short-range interactions; in contrast, comparatively fewer studies have been conducted on systems with long-range interactions, for which physical phenomena distinct from the former can potentially be realized. For example, it was argued that depending on their range, long-ranged interactions can either destroy localization [11–14] or reinstate MBL non-perturbatively [15]. Furthermore, the existence of a new, critical regime of time crystals was recently uncovered in a driven dipolar spin system [16, 17]. Therefore, studying long-range systems opens up avenues to observe new and interesting physics.

One way to create new dynamical regimes is through periodic driving, which has emerged as a useful tool to engineer interactions and create various effective Hamiltonians [18–24], even allowing for novel nonequilibrium phases of matter such as time crystals to exist [16, 25–27]. However, potential unbounded heating due to the drive can destroy such phases, [28–30], and thus it is important to understand the heating timescales in driven many-body systems. Known rigorous results such as exponentially slow heating [31] and prethermalization at high driving frequencies [32–35], however, only apply to systems with sufficiently short-ranged interactions, and so we would like to understand whether similar general constraints exist in systems with long-range interactions.

In this Letter, we derive general rigorous bounds on the heating rate for driven systems of long-range interacting spins (or fermions) in d spatial dimensions at high temperatures. Specifically, we consider interactions which decay as 1/\r^{\alpha} with \alpha > d/2, and whose coupling strengths are sign-changing and random. We prove that the disorder-averaged linear response energy absorption rate is exponentially suppressed at high driving frequencies for both local and global driving. This applies to a host of relevant experimental platforms: for example, NV centers interact via long-range dipolar interactions (\alpha = d = 3) that are sign changing in nature; moreover, trapped ion systems can have \alpha < d [3]. In order to prove our results, we develop a new method that goes beyond previous works [32–35] (which relied on the local nature of the interactions). We use the fact that it is the random nature of interactions which accords a cancellation of many terms in the response function at high temperatures. These results strongly suggest the presence of a long-lived prethermal regime described by an effective, static Hamiltonian, and we support such a statement through numerical studies.

Setup and results. — We consider a many-body system of spins (or fermions) with long-range disordered interactions in d dimensions, placed either on a regular lattice or randomly distributed in space such that there is a short distance cutoff rc, so that the Hamiltonian is

\[ H = \sum_{\mu} J_{\mu} O_{\mu} + \kappa \sum_{i} \vec{h}_i \cdot \vec{\sigma}_i. \] (1)

The sum in \mu is over all links between two sites (i, j) separated by distance r_{\mu} \equiv r_{ij} \equiv |\vec{r}_i - \vec{r}_j|, which without loss of generality (WLOG) is measured relative to rc so that r_{\mu} \geq 1. O_{\mu(i,j)} = \sum_{ab} c_a c_b \sigma_a^i \sigma_b^j is a generic two-
body interaction where $\sigma_i$ are Pauli-matrices at site $i$ and $c_{ab}$ fixed real coefficients so that its spectral norm $\|O_{ab}\| = 1$. The exponent $\alpha$, characterizing the decay of interactions, is taken to satisfy $d/2 < \alpha$, although we are mostly interested in the “truly” long-range case for which $d/2 < \alpha \leq d$: for such $\alpha$, the mean field on a given site $a$ due to the interactions is not absolutely convergent. We have also allowed for a potentially random on-site field $\sum_i \delta h_i \cdot \sigma_i$, and assumed that $\|\delta h_i \cdot \sigma_i\| \leq 1$ for all $i$.

We take the interaction strengths $J_\mu$ to be independent and identical bounded random variables with 0 mean, so that the following hold for the $n$th moments $J^{(n)}$: \begin{equation} J^{(1)} = 0, \quad J^{(2)} = J^2, \quad |J^{(n)}| \leq (\lambda J)^n, \end{equation}
for some $\lambda$. This is a technical assumption that enables us to derive our bounds: in practice, the interactions of a physical system (such as a dipolar system), while, indeed, sign-changing, are correlated via the relative positions of the spins. However, we believe that our model captures the essential physics of such systems, see [36].

We focus on the case of a harmonic drive of the system at frequency $\omega$ and strength $g$ \begin{equation} H(t) = H + g \cos(\omega t)V, \end{equation}
where $V = \sum_x V_x$ is a sum of terms acting on a single site. We take, WLOG, $\|V_x\| = 1$ and $\text{Tr}(V_x) = 0$. Assuming the system is initially at thermal equilibrium with inverse temperature $\beta = (k_B T)^{-1}$, the energy absorption rate $dE/dt$ is related to $\sigma(\omega, \beta)$, the dissipative part of the linear response function via $dE/dt = 2g^2 \omega \sigma(\omega, \beta)$. For a quantum system in a finite volume with discrete spectrum, the Lehmann representation of $\sigma(\omega, \beta)$ in the high temperature limit $\beta \to 0$ is \begin{equation} \sigma(\omega) = \sum_{nm} \frac{\pi \beta \omega}{Z_0} \langle n|V|m\rangle \langle m|V|n\rangle \delta(E_n - E_m - \omega), \end{equation}
where $|n\rangle$, $|m\rangle$ are energy eigenstates of $H$ and $Z_0$ is the dimension of the Hilbert space. A related quantity was studied in [37]. Note that Eq. (4) is a distribution and not a bona fide function – to state precise results, we have to integrate $\sigma(\omega, \beta)$ over a finite frequency window. The object of interest for us is the disordered averaged high-frequency spectral weight of the response function $\sigma(\omega) \equiv \langle \int_0^{\infty} d\omega' \sigma(\omega') \rangle$, where $\langle \cdot \rangle$ denotes disorder averaging over $J_\mu$ (and, possibly, $\delta h_i$). We derive a bound for $\sigma(\omega)$, establishing the main result of this Letter \begin{equation} \sigma(\omega) \leq N \pi \beta \omega e^{-\omega/B}, \end{equation}
where $N$ is the number of spins in the system and $B > 0$ is some constant that is proportional to the typical two-body interaction strength $J$. This indicates that the energy absorption of long-range systems at high temperatures is exponentially suppressed at high frequencies.

Sketch of proof: logic and key ideas.— The rigorous proof of our result (5) is technically heavy, so in this section we simply outline the logic and highlight the key ideas; we refer the reader to [36] for full details.

The aim is to bound $\sigma(\omega)$ through a careful estimate of the contributions of terms that make up Eq. (4). There are three tools we employ. First, under the energy-conserving delta function $\delta(E_n - E_m - \omega)$, the matrix element $\langle n|V|m\rangle$ can be identically replaced with the $p$-nested commutator $\langle n|[V, H], \ldots, H^{(p)}]m\rangle$, multiplied by a suppression factor $1/\omega^p$. Since the Hamiltonian $H$ and drive $V$ are sums of at most two-body terms, the $p$-th nested commutator is a sum of, at most, $(p + 1)$th-body terms, each of which is connected (see Fig. 1). For example, one such term is $\langle n|[V_2, H_{X_1}], \ldots, H_{X_p}]^p]m\rangle$, where $H_{X_i}$ is a two-body interaction term making up the Hamiltonian which acts on region $X_i$ — in order for the commutator not to vanish, regions $x_1, x_2, \ldots, x_p$ have overlapping support. Such a substitution is beneficial, because even though the number of such terms is large, the suppression factor $1/\omega^p$ at high frequencies is small, so this matrix element can be controlled. The proofs of prethermalization in short-ranged systems [32–35] essentially relied on this: they explicitly counted the number of connected terms and compared it to the suppression factor to find an exponentially suppressed transition rate; however, in our long-range interacting case, we cannot do this because the number of connected terms that appear for any nested commutator is infinite; we thus need a way to both reduce and “resum” the individual contributions.

This leads us to our second tool: at high temperatures, all eigenstates contribute, and so we need only consider the “matrix element” of the infinite-temperature ensemble $\text{Tr}(V|[V, H], \ldots, H])$. This allows us to, then, apply the third tool, disorder averaging $\langle \cdot \rangle$, independently of the nature of individual eigenstates (which depends on a particular realization of the Hamiltonian). The effect of disorder averaging is to kill off many terms in the $p$-nested commutator. To see this, consider the disorder averaged infinite-temperature matrix element: it is of the form \begin{equation} \text{Tr}(V|[V, O_{\mu_1}], O_{\mu_2}, \ldots]|^{(p)}) \frac{\langle J_{\mu_1} J_{\mu_2} \cdot \cdot \cdot \rangle}{\rho_{\mu_1} \rho_{\mu_2} \cdot \cdot \cdot}. \end{equation}
Now because $\langle J_{\mu} \rangle = 0$, the disorder averaged quantity $\langle J_{\mu_1} J_{\mu_2} \cdots \rangle$ is nonzero only when each link $\mu_i$ appears at least twice, see Fig. 1. In the denominator, distances then come with a power of at least two, i.e., $1/r^{\alpha n}$, $n \geq 2$. Anticipating that we will later sum over one of the sites in $\mu = (i, j)$, this higher power guarantees convergence of the sum, i.e. $\sum r_{ij}^{-\alpha n} < \infty$, as $\alpha > d/2$, so that (the sum of) Eq. (6) is finite. Note that a straightforward bound without the disorder average does not produce a useful result due to the nonabsolutely convergent mean field strength.

Thus, the use of these three tools allows us to reduce the contributions of the infinite number of terms to the linear response function and bound it as Eq. (5).

Local drive with no on-site field.— Let us see how the use of these tools manifestly plays out. Consider, as a warmup, proving the local version of Eq. (5) for a local drive, that is, $V = V_0$ acting only on site 0, and, also, without the on-site field ($\kappa = 0$). We rewrite $\sigma(\omega)$ using the first tool of energy conservation as

$$\sigma(\omega) = \left( \int d\omega' \sum_{n,m} \frac{\pi \beta \omega'}{Z_0} \frac{f_{n,\omega'}}{\omega'^p} \delta(E_n - E_m - \omega') \right) \sum_{r_{ij} \mu} \beta \omega = \left( \int d\omega' \sum_{n,m} \frac{\pi \beta \omega'}{Z_0} \frac{f_{n,\omega'}}{\omega'^p} \delta(E_n - E_m - \omega') \right) \sum_{r_{ij} \mu} \beta \omega$$

where $f_{n,\omega'} := \langle [V_0, H], \cdots, H \rangle \langle |n| \rangle |m \rangle$. The integral over $\omega'$ picks out a subset of eigenstates in the double sum, i.e. eigenstates $|m\rangle$ which differ from $|n\rangle$ in energy by at least $\omega'$. However, we can lift this restriction so that we allow all possible pairs of eigenstates to contribute. This is the infinite temperature “matrix element” of the second tool; using the cyclicity of the trace, and various triangle inequalities, we have (see [36] for details)

$$\sigma(\omega) \leq \pi \beta \omega \sum_{s} \frac{\pi \beta \omega}{Z_0} \frac{f_{n,\omega'}}{\omega'^p} \delta(E_n - E_m - \omega') \sum_{r_{ij} \mu} \beta \omega = \left( \int d\omega' \sum_{n,m} \frac{\pi \beta \omega'}{Z_0} \frac{f_{n,\omega'}}{\omega'^p} \delta(E_n - E_m - \omega') \right) \sum_{r_{ij} \mu} \beta \omega$$

where $\sum_{r_{ij} \mu} = \sum_{r_{ij} \mu_1, \mu_2, \cdots, \mu_{2p}}$ for any $p$. This is the form as advertised in Eq. (6).

We then employ the third tool that, under disorder averaging each $\mu_i$ ($i = 1, 2, \cdots, 2p$) must be at least paired. A natural way to account for this in the 2$p$-nested commutator is to consider unordered integer partitions $s$ of the integer $2p$ such that each partition is at least two. That is, we denote the set of all integer partitions by $\mathcal{S}(2p) = \{ s = (n_1, \cdots, n_l(s)) \mid \sum_{k=1}^{l(s)} n_k = 2p, n_k \geq 2 \}$ where $l(s)$ is the length of the integer partition $s$, so that $(n_1, \cdots, n_l(s))$ corresponds to the number of times the distinct links $(\mu_1, \cdots, \mu_l(s))$ appear. In addition to specifying the number of times the links appear, we also have to consider different orderings of these $l(s)$ links. To that end, let us for a given integer partition $s$ introduce the set $Q(s)$ of partitions $q$, each $q$ being the list $(1, \cdots, 2p)$ broken into $l(s)$ sublists, such that the length of the $k$th sublist is some integer part of $s$, see Fig. 1. We order $q$ by the smallest element appearing in each sublist.

With the information $q(s)$, we can specify a connected term in the $2p$-nested commutator of Eq. (7), namely

$$f[q(s)] = |\text{Tr}(V_0[[V_0, O_{\mu_1}, O_{\mu_2}, \cdots, O_{\mu_{2p}}]])|$$

where the links $(\mu_1, \mu_2, \cdots, \mu_{2p})$ are distributed as follows: $\mu_1$ appears at positions dictated by the first sublist of $q$, $\mu_2$ appears at the positions dictated by the second sublist, and so on. This allows us to organize and keep track of terms in $\sigma(\omega)$, so that the inequality Eq. (7) can be expressed identically as

$$\sigma(\omega) \leq \pi \beta \omega \sum_{s} \frac{\pi \beta \omega}{Z_0} \frac{f_{n,\omega'}}{\omega'^p} \delta(E_n - E_m - \omega') \sum_{r_{ij} \mu} \beta \omega = \left( \int d\omega' \sum_{n,m} \frac{\pi \beta \omega'}{Z_0} \frac{f_{n,\omega'}}{\omega'^p} \delta(E_n - E_m - \omega') \right) \sum_{r_{ij} \mu} \beta \omega$$

where the second sum is over distinct links (denoted by the prime). We see that the effective decay of the interactions has increased under disorder averaging (since $n_k \geq 2$). Note, also, that the numerator can be replaced by a uniform upper bound of $(\lambda J)^{2p}$, c.f. Eq. (2).

Last, all we have to do is carefully estimate the rhs of the above expression by counting the number of partitions $q(s)$ and integer partitions $s$, as well as summing over tails of the (renormalized) long-range interaction $\sum_{\mu_1, \cdots, \mu_{2p}} r_{\mu_1}^{-\alpha n_1(q)} \cdots r_{\mu_{2p}}^{-\alpha n_2(q)}$. We relegate the detailed analysis to [36] and simply quote the result

$$\sigma(\omega) \leq \pi \beta \omega \left( 2 \sqrt{2C(\omega)} \lambda Je^{\nu/2} \right)^{2p} (2p)!/\omega^{2p},$$

which we see consists of two factors: a suppression term $\propto (J/\omega)^{2p}$ and a factorially growing term $(2p)!$ which eventually overcomes the former. $C(\omega)$, $\nu$ are just numerical factors. Finding the optimal $p_n$ for which Eq. (9) is minimized yields $p_n \propto \omega$, and $\sigma(\omega) \leq \pi \beta \omega e^\nu/\beta$ for a constant $B > 0$ that depends on $J$ and other system size independent numerical factors [36]. This is Eq. (5), but without the system size prefactor $N$.

Global drive.— Next, we consider when the drive is global: we replace one $V_0$ term in Eq. (7) by the global drive $V = \sum_x V_x$ and the other by $V = \sum_y V_y$, and we also have to account for the static on-site field $\sum_i \tilde{h}_i \cdot \tilde{\sigma}_i$. Now, diagonal terms ($x = y$) simply give rise to contributions already considered in the local case — this gives a factor $N$ in the bound Eq. (9), reflecting the extensivity of the drive, while off-diagonal terms ($x \neq y$) are additional contributions. However, connectivity once again enforces that, for a given $x$, terms arising in the $2p$-nested commutator must have support that overlaps with site $y$ since, otherwise, the commutator vanishes by $\text{Tr}_y (V_y) = 0$; this gives a factor of $p$ more in the bound, which does not affect its scaling. Similarly, since
the on-site field cannot “grow” the support of terms in a $2p$-nested commutator, the growth of the commutator is dominated by the two-body interaction terms, and we have a similar scaling of the bound as before. Therefore, we obtain our claimed result Eq. (5). We refer the reader to the Supplemental Material [36] for exact details of the derivation.

**Prethermal effective Hamiltonian and numerics.**—

Now, let us discuss the implications of our results. We have shown that heating due to direct transitions between eigenstates of $H$ separated by $\omega$ in energy is exponentially suppressed in frequency. While this is a result derived within linear response theory and at high temperatures, it strongly suggests that there should be a rotating frame of reference [effectuated by some time-periodic unitary $Q(t)$] in which stroboscopic dynamics is equivalently described by a new Hamiltonian $H'(t) \equiv Q(t)\{H(t) - i\partial_t\}Q(t) = H_{\text{eff}} + g_{\text{eff}} V_{\text{eff}}(t)$, such that $H_{\text{eff}}$ is a static, effective Hamiltonian, and $V_{\text{eff}}(t)$ is a remaining driving piece. Since in this frame $V_{\text{eff}}(t)$ drives direct transitions between states with energy $\omega$ apart, its effective coupling should be exponentially suppressed, i.e.,

$$g_{\text{eff}} \sim e^{-\omega/J}$$

for some effective interaction strength $J$ which is related to the local energy scale $J$, c.f. our result Eq. (5). Writing the unitary as $Q(t) = e^{i\Omega(t)}$, this suggests that $\Omega(t)$ and so $H_{\text{eff}}$ are organized in a power series in $(J/\omega)$: $H_{\text{eff}} = \sum_{n} H_{n}$, where the local norm of $H_{n} \sim (J/\omega)^{n}$, see also, [32, 33]. $H_{\text{eff}}$ is then a “dressed” version of the undriven Hamiltonian $H$. Hence, dynamics for times $t < t_{p} \sim g_{\text{eff}}^{-1}$ before the effects of $V_{\text{eff}}(t)$ “kicks in” should be well captured by the static effective Hamiltonian $H_{\text{eff}}$, i.e., a “prethermal” regime $(p)$, while for $t > t_{p}$, heating due to $V_{\text{eff}}(t)$ results in a difference in local observables evolved by the exact Floquet dynamics and the effective Hamiltonian which grows linearly in time: $\sim t e^{-\omega/J}$. Note that $H_{\text{eff}}$ is always a perturbative correction to $H$ as it is obtained at high frequencies; however, this does not preclude its usefulness as this perturbative correction can lead to quite different physics, as in [20, 21].

In order to support this appealing picture, we turn to numerics. We consider a family of $1D$ long-range spin Hamiltonians [38]

$$H(t) = \sum_{i,j} s_{ij} \frac{V_{ij}}{\tilde{V}_{ij}} (J_{zz} \sigma_{i}^{z} \sigma_{j}^{z} + J_{zz} \sigma_{i}^{x} \sigma_{j}^{x}) + \sum_{i} h_{i} \sigma_{i}^{z} + g[1 - 2(1 - \frac{T}{2})] \sum_{i} (\sigma_{i}^{x} + \sigma_{i}^{y}),$$

(10)

where $s_{ij}$ are random in $\{+1, -1\}$ with equal probability and with $\alpha = 0.9, 0.75$. Because the drive is stepwise, it is natural to utilize the Baker-Campbell-Hausdorff (BCH) formula and construct a family of effective Hamiltonians $H_{\text{eff}}^{(n)} = \sum_{k=1}^{n} H_{k}$ labeled by $n$, defined as the $n$th order truncation of the BCH expansion [36]. We note that $H_{0}$ is nothing but the time-averaged Hamiltonian. Initializing a product state in the $z$ basis with energy density $\langle H_{0}/L \rangle$ closest to $-0.1$, we evolve it in time (via Krylov subspace methods) by both exact Floquet dynamics and the $n = 2$ effective Hamiltonians, and measure its energy density $\langle H_{0}/L \rangle$.

Figure 2 shows our results. From Figs. 2(a) and 2(b), we see that under, exact Floquet dynamics, the state shows an initial, almost indiscernible very slow heating before an eventual dramatic heating up (to infinite temperature). This initial heating can be attributed to perturbative corrections between effective Hamiltonians. In contrast, it never shows this pronounced heating under the $n = 2$ effective Hamiltonians, even at long times. More importantly, characterizing the difference in energy density of the state evolved by exact Floquet dynamics and higher-order effective Hamiltonians, Figs. 2(c) and 2(d) show that, at sufficiently high frequencies (larger than $J \sim J_{zz}$ but smaller than the many-body bandwidth), this difference is small and constant for time $t < t_{p}$, indicating the presence of a “prethermal” plateau, while for $t > t_{p}$ there is a linear increase in the difference, $\delta(\langle H_{0}(t) \rangle)/L \propto t$. Extracting the slope of this linear in-
crease in Figs. 2(e) and 2(f) give an excellent agreement with \( e^{-\omega/\gamma} \), and allows for an extraction of the effective interaction strength \( \tilde{J} \). These numerical results support the presence of effective Hamiltonians in high-frequency driven, disordered, long-range interacting systems.

**Summary and discussion.**— We have shown that the heating rate of periodically driven, long-range systems is exponentially suppressed at high frequencies, and, furthermore, provided numerical evidence to indicate the presence of a prethermal, effective, static Hamiltonian governing well stroboscopic dynamics for exponentially long times. Thus, this opens up the possibility of realizing new prethermal phases and dynamical regimes, previously discussed only for short-ranged systems. These results are, in particular, relevant to understanding and constraining dynamics in experimentally accessible setups of long-range interacting degrees of freedom such as dipolar systems realized in ensembles of NV centers in diamond or trapped ions. In the future, it would be interesting to relax the assumption of high temperatures and disorder averaging to prove, nonperturbatively, the existence of a prethermal effective Hamiltonian similar to Refs. [32–35]. It would also be appealing to apply our techniques to obtain improved bounds on other dynamical properties in long-range systems, such as entanglement spreading.
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SUPPLEMENTAL MATERIAL: BOUNDS ON ENERGY ABSORPTION AND PRETHERMALIZATION IN QUANTUM SYSTEMS WITH LONG-RANGE INTERACTIONS

APPENDIX A: CONNECTION OF OUR MODEL TO PHYSICAL MODELS

In this section, we make a case for why our model, which makes the simplifying assumption that the interaction strengths \( J_{\mu} \) are uncorrelated random variables with \( J^{(1)} = 0, J^{(2)} \equiv J^2 \) and \(|J^{(n)}| \geq (\lambda J)^n\) for some \( \lambda \), captures the essential physics of physical models such as spins interacting via dipolar interactions which are correlated via the relative positions of the spins.

On a technical level, we assume that interaction couplings are still sign-changing so that \( \langle J \rangle = 0 \) but that \( J_{\mu}, J_{\nu}, J_{\rho}, \cdots \) are not necessarily uncorrelated, if the links \( \mu, \nu, \rho, \cdots \) form a closed loop. This models that the interaction strengths are correlated via the relative positions of the spins, and leads to additional terms in Eq. (6) of the main text which survive disorder averaging: those that contain links which are not necessarily at least doubled, but which appear as part of a loop. Examples of two such terms are shown graphically in fig. 3. We would like to check if these terms are divergent and invalidate our bounds, or not.

The crucial feature of the diagram of fig. 3 is that the expression corresponding to a diagram contains at least two Pauli matrixes in each of its vertices (apart from the top vertex where only one Pauli matrix is present). This property is necessary for a diagram to give a nonzero contribution after taking the trace in Eq. (6) of the main text, since the Pauli matrices are traceless. In our diagrammatic notation, it means that each of the relevant diagrams should have at least two incoming edges in each vertex (apart from the top one).

Each diagram comes with an integral over the positions of its vertices. For example, suppressing the spin operators and retaining only the spatial dependence, the expressions corresponding to the diagrams of fig. 3 are, for the left figure

\[
\int d^dr_1 d^dr_2 \frac{1}{r_1^\alpha} \frac{1}{r_2^\alpha} \frac{1}{|r_1 - r_2|^{2\alpha}}, \tag{11}
\]

and, for the right figure

\[
\int d^dr_1 d^dr_2 d^dr_3 d^dr_4 \frac{1}{r_1^\alpha} \frac{1}{r_2^\alpha} \frac{1}{r_3^\alpha} \frac{1}{r_4^\alpha} \times \frac{1}{|r_2 - r_3|^{\alpha}} \frac{1}{|r_3 - r_4|^{2\alpha}}. \tag{12}
\]

We see that both integrals are convergent for \( \alpha > d/2 \). In fact, we have checked for diagrams of the first few lowest orders (corresponding to orders of commutators) that the above-mentioned requirement for non-vanishing diagrams to have at least two incoming edges per vertex, renders all the corresponding integrals convergent in the infrared for \( \alpha > d/2 \) and, particularly so, in the case of dipolar interactions where \( \alpha = d \). Thus, these additional terms which survive disorder averaging are not dangerous, and hence we do not expect them to modify our bound qualitatively. We conclude that, although the model of uncorrelated disorder studied in our manuscript is a simplification that allows us to prove our rigorous bounds, we believe it captures correctly the essential physics of physical long-range interacting systems driven at high frequencies.

Note that the same diagrammatic approach can be applied to the “short-ranged case”, \( \alpha > d \) where one can rigorously prove that the heating rate is exponentially small. The convergence of the integrals (this is obvious in the “short-ranged” case) suggests then that these two systems belong to the same “universality class” as long as the high-frequency properties studied in this work are concerned. The rigorous proof of this statement requires a careful analysis of the corresponding combinatorics and constitutes an interesting direction for future research.

APPENDIX B: FULL DETAILS OF PROOF

In this section we give in full detail the proofs of the bound

\[
\sigma(\omega) \leq N\pi\beta\omega e^{-\omega/B}, \tag{13}
\]

presented in the main text. We provide examples to illustrate the counting of the partitions \( q(s) \) and integer partitions \( s \), and also more technical estimates for certain constants encountered.
We will analyze three cases of our long-range driven systems: (i) Local drive with no on-site field, (ii) Global drive with no on-site field, and (iii) Global drive with on-site field. In all three cases, the starting point for the

bound on the high frequency part response function is

\[ \sigma(\omega) \leq \frac{\pi \beta \omega}{Z_0 \omega^{2p}} \mathrm{Tr} \left( V \left( [[V, H], \cdots, H]^{(2p)} \right) \right) . \quad (14) \]

To get to this expression, we use the Lehmann representation of the dissipative part of the linear response function \( \sigma(\omega) \) and performed the following manipulations:

\[
\sigma(\omega) := \left\langle \int_0^\infty d\omega' \sum_{nm} \frac{\pi \beta \omega'}{Z_0} \langle n | V | m \rangle \langle m | V | n \rangle \delta(E_n - E_m - \omega') \right\rangle \\
= \left\langle \int_0^\infty d\omega' \sum_{nm} \frac{\pi \beta \omega'}{Z_0} \langle n | [[[V, H], \cdots, H]^{(p)} | m \rangle \langle m | [[[V, H], \cdots, H]^{(p)} | n \rangle \delta(E_n - E_m - \omega') \right\rangle \\
\leq \frac{\pi \beta \omega}{Z_0 \omega^{2p}} \left\langle \int_0^\infty d\omega' \sum_{nm} \langle n | [[[V, H], \cdots, H]^{(p)} | m \rangle \langle m | [[[V, H], \cdots, H]^{(p)} | n \rangle \delta(E_n - E_m - \omega') \right\rangle \\
\leq \frac{\pi \beta \omega}{Z_0 \omega^{2p}} \left\langle \sum_n \sum_{m : E_n \in (-\infty, -\omega + E_n)} \langle n | [[[V, H], \cdots, H]^{(p)} | m \rangle \langle m | [[[V, H], \cdots, H]^{(p)} | n \rangle \right\rangle \\
= \frac{\pi \beta \omega}{Z_0 \omega^{2p}} \left\langle \sum_{nm} \langle n | [[[V, H], \cdots, H]^{(p)} | m \rangle \langle m | [[[V, H], \cdots, H]^{(p)} | n \rangle \right\rangle \\
= \frac{\pi \beta \omega}{Z_0 \omega^{2p}} \left\langle \mathrm{Tr} \left( [[[V, H], \cdots, H]^{(p)} \right) \right\rangle \\
= \frac{\pi \beta \omega}{Z_0 \omega^{2p}} \left\langle \mathrm{Tr} \left( V [[[V, H], \cdots, H]^{(2p)} \right) \right\rangle, \quad (15) 
\]

where \( |n\rangle, |m\rangle \) are eigenstates of (one disorder realization of) \( H \). In the second line, we introduced \( p \) commutators of \( H \) with \( V \) together with the energy difference \( \omega' \), which is an equality under the delta-function; in the third line we uniformly bounded the denominator of all terms by \( 1/\omega^{(2p)} \) (since every term is positive); in the fourth line we performed the integral and in the fifth line we let the sum extend over all eigenstates. Then, in the second last line, we made use of the fact that \( \mathrm{Tr}([A, H][B, H]) = \mathrm{Tr}([A, H]B) \) repeatedaly to transfer all the commutators of one term with \( p \)-nested commutators to the other term, to end up with a \( 2p \)-nested commutator, while in the last line we made use of the fact the disorder averaging commutes with the trace operation, which is possible only in the high temperature limit.

\section*{LOCAL DRIVE WITH NO ON-SITE FIELD: ADDITIONAL DETAILS}

In the case of local driving where \( V = V_0 \) which is assumed to act only on site 0 without loss of generality (WLOG), we have

\[
\sigma(\omega) \leq \frac{\pi \beta \omega}{Z_0 \omega^{2p}} \sum_{\vec{n}} | \mathrm{Tr}(V_0 [[[V_0, O_{\mu_1}], O_{\mu_2}], \cdots, O_{\mu_{2p}}]) | \times \frac{\langle J_{\mu_1} J_{\mu_2} \cdots J_{\mu_{2p}} \rangle}{\langle J_{\mu_1} \rangle \langle J_{\mu_2} \rangle \cdots \langle J_{\mu_{2p}} \rangle} \quad (16) 
\]

where \( \sum_{\vec{n}} = \sum_{\mu_1, \mu_2, \cdots, \mu_{2p}} \) and each sum is over all links in the system. For a finite system of \( N \) sites, there are \( \binom{N}{2} \) links and each sum runs over some enumeration of the links.
Counting using integer partitions $S(2p), S'(2p)$ and partitions $Q(s)$

As explained in the main text, because each $μ_i$ has to be at least paired (owing to the sign-changing assumption such that $⟨J⟩ = 0$), a natural way to organize the counting is through the number of times distinct $μ_1, \cdots, μ_l$ ($l \leq 2p$) appear. This makes us consider the set of all integer partitions of the integer $2p$ with each integer part $\geq 2$, which we denote by $S(2p) = \{ s = (n_1, \cdots, n_l(s)) \mid \sum_{k=1}^l n_k = 2p, n_k \geq 2 \}$, where $l(s)$ is the length of the integer partition. For example, for $2p = 4$, there are two integer partitions $s$:

$$2p = 4 = \begin{cases} (4) \\ (2, 2) \end{cases} \quad (17)$$

with lengths $l = 1, 2$ respectively. So Eq. (16) for the case of a four-nested commutator becomes organized as

$$\sum_{\tilde{μ}} \cdots = \sum_{μ_1} \sum_{μ_2 \neq μ_1} \cdots$$

where the prime on the sum means distinct links.

However, as mentioned, we also need to consider the ways that links are distributed in the commutators. This means that for each integer partition $s$, we have to consider its partitions $q$ of $Q(s)$, which is the set of all partitionings of the list $(1, 2, 3, \cdots, 2p)$ into $l(s)$ sublists, ordered by the smallest element appearing in each part, with the $k$th sublist having $n_k(q)$ elements where $n_k(q)$ is an integer part of $s$. For example, for the integer partition $s = (2, 2)$ of $2p = 4$, there are three partitions $q$ of $Q(s)$:

$$s = (2, 2) \to Q(s) = \begin{cases} ((1, 2), (3, 4)) \\ ((1, 3), (2, 4)) \\ ((1, 4), (2, 3)) \end{cases} \quad (19)$$

As can be seen, each sublist is ordered (and the partition itself is ordered), and the number of elements in each part is this case is 2.

What $Q(s)$ gives us information about is the positionings of how the links are distributed: the first part of a partition tells us the positions in the $2p$-nested commutators where $μ_1$ appears; the second part of that partition tells us the positions where $μ_2$ appears, and so on. For the above example of $2p = 4$, Eq. (16) reads

$$\sum_{μ_1} \left[ |\text{Tr}(V_0[[[V_0, O_{μ_1}], O_{μ_1}], O_{μ_1}], O_{μ_1}]| \right] \frac{|⟨J^4_{μ_1}⟩|}{p_{μ_1}} + \sum_{μ_1} \sum_{μ_2 \neq μ_1} \left( |\text{Tr}(V_0[[[V_0, O_{μ_1}], O_{μ_1}], O_{μ_2}], O_{μ_2}]| \right) \frac{|⟨J^2_{μ_2}⟩|}{p_{μ_1}^2} \frac{|⟨J^2_{μ_1}⟩|}{p_{μ_2}^2}$$

$$|\text{Tr}(V_0[[[V_0, O_{μ_1}], O_{μ_2}], O_{μ_1}], O_{μ_2}]| \frac{|⟨J^2_{μ_1}⟩|}{p_{μ_1}^2} \frac{|⟨J^2_{μ_2}⟩|}{p_{μ_2}^2} \frac{|⟨J^2_{μ_1}⟩|}{p_{μ_2}^2} \frac{|⟨J^2_{μ_2}⟩|}{p_{μ_1}^2} \right). \quad (20)$$

More generally, this leads to the exact representation of Eq. (16) as

$$σ(\{ω\}) \leq \frac{πβω}{Z_0ω^{2p}} \sum_{s \in S(2p)} \sum_{μ_1} \sum_{μ_1 \neq μ_1} \sum_{q \in Q(s)} \sum_{r \in Q(s)} f(q) \times$$

$$\sum_{μ_{1(s)}} \frac{|⟨J^{n_1(q)}_{μ_{1(s)}}⟩| \frac{|⟨J^{n_2(q)}_{μ_{2(s)}}⟩|}{p_{μ_{1(s)}}^{n_1(q)}} \frac{|⟨J^{n_2(q)}_{μ_{2(s)}}⟩|}{p_{μ_{1(s)}}^{n_2(q)}} \cdots \frac{|⟨J^{n_1(q)}_{μ_{1(s)}}⟩|}{p_{μ_{1(s)}}^{n_1(q)}}}{p_{μ_{1(s)}}^{n_1(q)}}, \quad (21)$$

as stated in the main text.

Now, we estimate the r.h.s. of the above bound by estimating (more precisely, over-estimating the number of integer partitions and partitions present). Let us restrict the sum over integer partitions in $S(2p)$ to be over those that have integer parts being only 2 or 3, i.e. $S'(2p) = \{ s = (n_1, \cdots, n_{l(s)}) \mid \sum_{k=1}^l n_k = 2p, 2 \leq n_k \leq 3 \}$, while simultaneously lifting the restriction of distinct links in the sum over $μ_i$. Then, we get an upper bound

$$σ(\{ω\}) \leq \frac{A_p}{Z_0} \sum_{s \in S'(2p)} \sum_{μ_1} \sum_{μ_1 \neq μ_1} \sum_{q \in Q(s)} \frac{f(q)}{p_{μ_1}^{n_1(q)} \cdots p_{μ_i}^{n_i(q)}}, \quad (22)$$

where $A_p = πβω(λJ)^{2p}/ω^{2p}$. This is true, because we can cover every integer partition $s$ of $S(2p)$ and its partitions $Q(s)$ (assuming links are distinct) non-uniquely by some integer partition $s$ of $S'(2p)$ together with its partitions $Q(s)$ (assuming some links are distinct). Going back to the example of $2p = 4$, if we allow $μ_2$ to run over values of $μ_1$ in Eq. (20), then we can write Eq. (22) as follows. The only integer partition in $S'(2p = 4)$ is $(2, 2)$, so the bound is
\[
\sum_{\mu_1, \mu_2} \left( |\text{Tr}(V_0[[[V_0, O_{\mu_1}], O_{\mu_1}], O_{\mu_2}], O_{\mu_2}]| \langle \frac{J_{\mu_1}^2}{\mu_1} \rangle \langle \frac{J_{\mu_2}^2}{\mu_2} \rangle \right) \mid \text{Tr}(V_0[\left[ \left[ V_0, O_{\mu_1}, O_{\mu_1}, O_{\mu_2} \right] \right], O_{\mu_2}]) \mid \langle \frac{J_{\mu_1}^2}{\mu_1} \rangle \langle \frac{J_{\mu_2}^2}{\mu_2} \rangle \right)
\]

which indeed over-estimates Eq. (20).

Finally, note that we can replace \( n_k(q) \) in the exponent of the distances to 2 since \( r_\mu \geq 1 \), to get:

\[
\sigma([\omega]) \leq A_p \sum_{s \in S'(2p)} \sum_{\mu_1, \ldots, \mu_1} \frac{1}{\mu_1^{2\alpha} \cdots \mu_p^{2\alpha}} \sum_{q \in Q(s)} \frac{f(q)}{Z_0}.
\]

We will use this form in the subsequent bounds on \( \sigma([\omega]) \).

**Uniform form on \( \sum_{q \in Q(s)} \frac{f(q)}{Z_0} \)**

Let us now prove that

\[
\sum_{q \in Q(s)} \frac{f(q)}{Z_0} < 2^{2p} \frac{(2p)!}{m_2(s)!m_3(s)!}.
\]

Here \( f(q) = |\text{Tr}(V_0[[[V_0, O_\mu], \cdots, O_\mu]])| \) and the indices on \( O \) depend on the partition \( q \) in question (and also its connectivity), as discussed before. \( m_{2,3}(s) \) denote the degeneracies of an integer partition \( s \in S'(2p)'s \) integer part 2(3), i.e.

\[
2 + \cdots + 2 + 3 + \cdots + 3 = 2p.
\]

We use

\[
|\text{Tr}(A)| \leq Z_0 |A|
\]

where \( |\cdot| \) is the spectral norm, which have the following properties:

\[
|AB| \leq |A||B|, \quad ||A, B|| \leq 2 |A||B|,
\]

so that

\[
\sum_{q \in Q(s)} \frac{f(q)}{Z_0} \leq 2^{2p} \left( \sum_{q \in Q(s)} 1 \right).
\]

The number of partitions in \( Q(s) \) is exactly given by

\[
\frac{(2p)!}{(2!)^{m_2(s)}(3!)^{m_3(s)} m_2(s)!m_3(s)!}
\]

which we upper bound by

\[
\frac{(2p)!}{m_2(s)!m_3(s)!}
\]

thereby giving the claimed bound.

**Uniform bound on sum over all sites**

Let us now prove that the sum over all sites of the distances (while remembering that links \( \mu_1, \mu_2, \ldots, \mu \) have to be connected) can be bounded as

\[
\sum_{i_1, \ldots, i_l} \sum_{a_{(i)}} \sum_{b_{(i)}} \cdots \sum_{a_{(l)}} \sum_{b_{(l)}} 1
\]

\[
\sum_{r_0, r_1, r_2, \ldots} \sum_{r_{a_{(i-1)}, b_{(i)}}} \frac{r_0^{2\alpha} r_1^{2\alpha} \cdots r_{a_{(i-1)}}^{2\alpha}}{C(2)^{l(s)}}
\]

\[
\leq (m_2(s) + m_3(s))(C(2))^p.
\]

Here \( \mu_1 = (0, i_1), \mu_2 = (a_1, i_2), \ldots, \mu_j = (a_{j-1}, i_j) \). We perform the summation over \( i_1, i_2, \ldots, a_1, a_2, \ldots \) of the distances, but note that \( a_{(i-1)} \) can take at most \( l(s) = m_2(s) + m_3(s) \) distinct values, \( a_{(i-1)} \) can take at most \( l(s) - 1 \) distinct values and so on, and that each sum over \( i_k \) for a fixed \( a_{k-1} \) is upper bounded by \( C(2) = \max_j \sum_i \sum_j r_{ij}^{-2\alpha} \) which is finite. Then, we can bound the sum over distances by \( (m_2(s) + m_3(s))(C(2))^l(s) \leq (m_2(s) + m_3(s))(C(2))^p \) since \( m_2(s) + m_3(s) \leq m \).
Upper bound on number of restricted integer partitions $S'(2p)$

We estimate the growth of

$$N(2p) = \left( \sum_{s \in S'(2p)} 1 \right).$$  \hspace{1cm} (31)

Since $S'(2p)$ are the integer partitions with integer parts 2 and/or 3, only, we have $N(2p) \leq \frac{p}{3} + 1$. For the purposes of the subsequent bound, it will be useful to overestimate this term by an exponential $e^{vp}$, the tightest bound for $\nu$ is $\nu = 1/3$, so that

$$N(2p) \leq \frac{p}{3} + 1 \leq e^{vp}.$$  \hspace{1cm} (32)

**Optimal $p_\star$ and bound on $\sigma([\omega])$**

We find the optimal $p_\star$ that minimizes

$$\sigma([\omega]) < \pi \beta \omega \left( \frac{2\sqrt{2C(2)\lambda Je^{\nu/2}}}{\omega} \right)^{2p}!.$$  \hspace{1cm} (33)

We use $(2p)! < (2p)^{2p}$, and find that

$$p_\star = \left\lfloor \frac{\omega}{4\sqrt{2C(2)\lambda Je^{\nu/2+1}}} \right\rfloor.$$  \hspace{1cm} (34)

At this optimal $p_\star$, we then have

$$\sigma([\omega]) < \pi \beta \omega e^{-\omega/B},$$  \hspace{1cm} (35)

with $B = 2\sqrt{2C(2)\lambda Je^{\nu/2+1}}$.

**GLOBAL DRIVE WITH NO ON-SITE FIELD: ADDITIONAL DETAILS**

In the case of global driving where $V = \sum_x V_x$ but there is no on-site field, the expression we have to analyze is therefore

$$\sigma([\omega]) \leq \frac{\pi \beta \omega}{Z_0 \omega^{2p}} \sum_{x,y} \sum_{\mu} \left| \text{Tr}(V_y[V_x, O_{\mu_1}, \cdots, O_{\mu_{2p}}]) \right| \times \left| \langle J_{\mu_1} \cdots J_{\mu_{2p}} \rangle \right|_{r_1, r_2, \cdots, r_{2p}}.$$  \hspace{1cm} (36)

which is similar to Eq. (16) except that $x, y$ could act on different sites.

We can account for the off-diagonal terms ($x \neq y$) via connectivity by introducing delta functions, to get:

$$\sigma([\omega]) \leq A_p \sum_{x,y} \sum_{s \in S'(2p)} \sum_{i_1, \cdots, i_{2p}} \cdots \sum_{a \in \{1, \cdots, 2\nu\}} \sum_{i_{a}} \sum_{q \in \mathcal{Q}(s)} f_{x,y} (q) \frac{\delta_{y,i_1} + \delta_{y,i_2} + \cdots + \delta_{y,i_{a}}}{Z_0} \frac{\delta_{i_1}}{r_{a,1,i_1}} \frac{\delta_{i_2}}{r_{a,1,i_2}} \cdots \frac{\delta_{i_{a}}}{r_{a,1,i_{a}}},$$  \hspace{1cm} (37)

where there are at most $n_2(s) + n_3(s) \leq p$ number of Kronecker-deltas. Performing the sum over $y$ and proceeding as before, we arrive at the following expression to minimize:

$$\sigma([\omega]) < N \pi \beta \omega \left( \frac{2\sqrt{2C(2)\lambda Je^{\nu/2}}}{\omega} \right)^{(2p)!}.$$  \hspace{1cm} (38)

where $N$ is the total number of sites in the system, reflecting the extensivity of the heating rate. The factor $p$ reflects the maximum number of Kronecker-deltas that arise in enforcing connectivity.

**Optimal $p_\star$ and bound on $\sigma([\omega])$**

We find the optimal $p_\star$ that minimizes the previous expression. We use $p \leq e^{\nu/2}$, so

$$p_\star = \left\lfloor \frac{\omega}{4\sqrt{2C(2)\lambda Je^{\nu/2+1/2}}} \right\rfloor.$$  \hspace{1cm} (39)

At this optimal $p_\star$, we then have

$$\sigma([\omega]) < N \pi \beta \omega e^{-\omega/B},$$  \hspace{1cm} (40)

with $B = 2\sqrt{2C(2)\lambda Je^{\nu/2+1/2}}$.

**GLOBAL DRIVE WITH ON-SITE FIELD: ADDITIONAL DETAILS**

For the most general case when there is a static on-site field so that $\kappa > 0$, we can write the Hamiltonian as $H = H_L + \kappa H_S$ where $H_L$ is the long-range interaction piece and $H_S = \sum \vec{h}_i \cdot \vec{\sigma}_i$ is the short-range on-site field. It can be seen somewhat intuitively, from the connectivity analysis done in the preceding section on the global driving case without on-site field, that the technical analysis and hence the bound in this case will not be changed drastically, because $H_S$ is a sum of on-site terms which can not `grow’ the terms in a $2p$-nested commutator. Thus, the growth of the $2p$-nested commutators is completely dominated by the interaction terms, for which we know how to analyze.

The starting point of our analysis is as usual the expression

$$\sigma([\omega]) \leq \frac{\pi \beta \omega}{Z_0} \frac{1}{\omega^{2p}} \left| \text{Tr} \left( V \left( [[[V, H], \cdots, H]]^{(2p)} \right) \right) \right|,$$  \hspace{1cm} (41)

but now because $H = H_L + \kappa H_S$, the $2p$-nested commutator of $V$ with $H$ can be further decomposed into a sum of $2^{2p}$ $2p$-nested commutators of $V$ with $H_L$ and/or $H_S$, for example $\kappa^2 [[[V, H_L], H_S], [H_S, H_L]]$, naturally organized by the number of times $H_L$ (or $H_S$) appears. Denoting
by \( m_L \) the number of times \( H_L \) appears, we have \( m_L + m_S = 2p \) and the number of 2\( p \)-commutators with \( H_L \) appearing \( m_L \) times is given by the binomial coefficient \( \binom{2p}{m_L} \).

Let us concentrate on a 2\( p \)-nested commutator with fixed \( m_L \) and fixed positions in the 2\( p \)-commutators where \( H_S \) acts. Then the analysis proceeds completely analogously as before: ignoring for now the presence of \( H_S \), we simply need to consider the integer partitions \( s \) of \( m_L \) with integer parts being 2 or 3, and consider the partitions \( q \) of \( s \) with which to distribute the \( l(s) \) links, and sum over all such links. The only difference arises in enforcing connectivity by considering the contributions of \( m_S \) \( H_S \): for a fixed integer partition \( s \) so that \( 2m_2(s) + 3m_3(s) = m_L \), the only potentially nonzero terms due to a commutator with \( H_S \) are those terms of \( H_S \) (which we recall are a sum of on-site terms) which overlap with the support of the operator produced at the previous level of the 2\( p \)-nested commutator; the number of such sites can be uniformly bounded (regardless of where \( H_S \) acts) as \( m_L \), so that if there are \( m_S \) appearances of \( H_S \), there are at most \( m_L^{m_S} = m_L^{2p-m_L} \) contributions from all the \( H_S \)'s in this 2\( p \)-nested commutator.

Thus, summing over all possible \( m_L \), one gets

\[
\sigma(|\omega|) \leq \frac{N \pi \beta \omega}{\omega^{2p}} \sum_{m_L = 0}^{2p} \binom{2p}{m_L} (\lambda \gamma^2)^{m_L} \frac{m_L^{2p-m_L} \lambda^{2p-m_L} 2^{2p}(m_L)!}{(2C(2))^{2p}} m^{2p-m_L} m_L^2.
\]

(42)

The origin of each term in the sum is clear: \( (\lambda \gamma^2)^{m_L} \) arises from \( m_L \) times that \( H_L \) appear; \( 2^{2p} \) arises from the 2\( p \)-nested commutator with all terms having norm 1; \( m_L^{2p-m_L} \) provides a uniform bound for both the interaction strengths and the number of partitions \( q \) of a given integer partition \( s \) of \( m_L \); \( m_L^{2p-m_L} \) overestimates the contributions from \( H_S \) in the 2\( p \)-nested commutator as discussed before, and finally one factor of \( m_L \) bounds the number of relevant integer partitions in \( S^i(m_L) \) and the other factor of \( m_L \) bounds the connectivity of a term between \( V_x \) and \( V_y \).

We can simplify the bound by using \( m_L! < m_L^{m_L} \), \( m_L^{2p} < (2p)^{2p} \), and \( m_L^2 \leq \gamma^2 \) for \( \gamma = e^{2/\epsilon} \), so that

\[
\sigma(|\omega|) \leq \frac{N \pi \beta \omega}{\omega^{2p}} \sum_{m_L = 0}^{2p} \binom{2p}{m_L} (\lambda \gamma^2)^{m_L} \frac{m_L^{2p-m_L} \lambda^{2p-m_L} 2^{2p}(m_L)!}{(2C(2))^{2p}} m^{2p-m_L} m_L^2
\]

(43)

\[
= (2p)^{2p} \left( \frac{2(\lambda \gamma^2)^{m_L} \frac{m_L^{2p-m_L} \lambda^{2p-m_L} 2^{2p}(m_L)!}{(2C(2))^{2p}} m^{2p-m_L} m_L^2}{\omega} \right)^{2p}.
\]

recognizing that the sum is a binomial expansion.

**Optimal \( p_* \) and bound on \( \sigma(|\omega|) \)**

We find the optimal \( p_* \) that minimizes the previous expression. We get

\[
p_* = \left| \frac{\omega}{4(\kappa + \lambda \gamma^2 \sqrt{2C(2)} \epsilon)} \right|.
\]

(44)

At this optimal \( p_* \), we then have

\[
\sigma(|\omega|) < N \pi \beta \omega e^{-\omega/B},
\]

(45)

with \( B = 2(\kappa + \lambda \gamma^2 \sqrt{2C(2)} \epsilon) \). We therefore see that the heating rate is extensive in system size and is likewise exponentially suppressed in the case of global driving with an on-site field.

**BAKER-CAMPBELL-HAUSSDORFF (BCH) EXPANSION**

We give the expressions for \( H_{\text{eff}}^{(n)} = \sum_{k=1}^{n} H_k \), which are the \( n \)-th order truncation of the BCH expansion for our driven long-range spin Hamiltonian used in numerics, for various \( n \).

Let

\[
H_0 = \sum_{i,j} \frac{s_{ij}}{t_{ij}} (J_{zz} \sigma_i^z \sigma_j^z + J_{xx} \sigma_i^x \sigma_j^x + \sum_i h_x \sigma_i^x)
\]

(46)

and

\[
V = g \sum_i (\sigma_i^z + \sigma_i^y).
\]

(47)

Then

\[
H_1 = \frac{T}{4}[V, H_0],
\]

(48)

\[
H_2 = -\frac{T^2}{24}[V, [V, H_0]].
\]

(49)