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ABSTRACT
In this work, we propose a new mathematical vocoder algorithm (modified spectral inversion) that generates a waveform from acoustic features without phase estimation. The main benefit of using our proposed method is that it excludes the training stage of the neural vocoder from the end-to-end speech synthesis model. Our implementation can synthesize high fidelity speech at approximately 20 Mhz on CPU and 59.6MHz on GPU. This is 909 and 2,702 times faster compared to real-time. Since the proposed methodology is not a data-driven method, it is applicable to unseen voices and multiple languages without any additional work. The proposed method is expected to adapt for researching on neural network models capable of synthesizing speech at the studio recording level.

1. INTRODUCTION
Most neural end-to-end speech synthesis models (Shen et al., 2018, Ping et al., 2017, Li et al., 2019, Valle et al., 2019) consist of a part that converts text into an acoustic feature and a part that converts the acoustic feature into a waveform. A vocoder converts acoustic features to a waveform. Recently, neural vocoders (Oord et al., 2016, Prenger et al., 2019, Kumar et al., 2019, Kong et al., 2020, Kong et al., 2020) have been widely used to synthesize high fidelity voices. We study a new mathematical vocoder algorithm (new type of Spectral inversion) that generates a waveform from acoustic features without phase estimation.

Since the proposed methodology is not a data-driven method, it is perfectly applicable to unseen voices and multiple languages. We evaluate our proposed algorithm for multi-speaker and multi-language datasets. Our implementation can synthesize speech at approximately 20 Mhz on an CPU and 59.5Mhz on GPU without any hardware (H/W)-specific optimization.

All reconstructed speech samples come from the ground truth acoustic features extracted from original speech. We will continue to work on voice synthesis from predicted acoustic features in follow-up studies. Our audio samples are available on the demo web-site.1 In Section 4.3, we show the performance of spectral inversion comparing with neural vocoder Hifi-GAN (Kong et al., 2020). Our implementation can synthesize high fidelity speech at approximately 20 Mhz on CPU and 59.6MHz on GPU. This is 909 and 2,702 times faster compared to real-time. We will update additional experimental results.

2. MATHEMATICAL Vocoder Algorithm

| Vocoder     | method      | trsf | scale | type          |
|-------------|-------------|------|-------|---------------|
| Spec. Inversion | FFT         | linear | complex |               |
| Spec. Inversion | FFT         | linear | mag&phase |           |
| GLA         | Phase Est.  | FFT      | linear | mag only     |
| WaveNet     | neural      | FFT      | Mel.     | mag only     |
| WaveGlow    | neural      | FFT      | Mel.     | mag only     |
| DiffWave    | neural      | FFT      | Mel.     | mag only     |
| Hifi-GAN    | neural      | FFT      | Mel.     | mag only     |
| Ours (Alg01 LF) | inversion  | FFT      | linear | real         |
| Ours (Alg02 LD) | inversion  | DCT      | linear | real         |
| Ours (Alg03 LP) | inversion  | RFFT    | linear | packed      |

Table 1. comparison of Vocoders: neural vocoders use mel scaled one sided magnitude only spectrogram from Fourier transform with win(1024) and hop(256).

In the standard STFT, The magnitude spectrogram is obtained by modulus, or absolute values, of complex number $z = x + iy$ which came from Fourier transform is defined as the nonnegative real number $\sqrt{x^2 + y^2}$ and denoted by $|z|$. It is same to measure the distance from the origin of the complex plane in the frequency domain using both the real and imaginary part.

In Algorithm 1, we uses only the $x$-axis value by removing the imaginary part of the complex plane. The real part $\text{Re}(z)$ of spectrogram obtained from standard STFT. Algorithm 2 and 3 replace DCT or RFFT instead of FFT transform. step2, zero clipping$(\text{Re}(z)^{+})$ is performed instead of absolute function. Zero clipping is expressed by the rectified linear(ReLU) activation function in neural network algorithms (Andrew et al., 2014). Zero clipping is a simple method $(\text{ReLU(Re(z))} = \text{Re}(z)^{+})$. We also omit the zero clipping if the text-to-acoustic feature model have capability to predict signed value. In Algorithm3
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use both of real and imaginary part with packing algorithm with Hermitian (conjugate symmetric) properties of real input.

**Algorithm 1 iSTFT for real zero clipped spectrogram**

| input : x | waveform |
|-----------|----------|
| S = STFT (x) | Shift Time Fourier Transform |
| R = Real(S) | real value |
| P = R+ | zero clipping(optional) |

| input : P | linear real zero-cliped Spectrogram |
|-----------|------------------------------------|
| W = iSTFT( P ) | inverse STFT |
| result : W | reconstructed waveform |

**Algorithm 2 iSTDCT for DCT spectrogram**

| input : x | waveform |
|-----------|----------|
| D = STDCT (x) | Shift Time DCT |
| P = D+ | zero clipping(optional) |

| input : P | linear real zero-cliped Spectrogram |
|-----------|------------------------------------|
| W = iSTDCT (P) | inverse STDCT |
| result : W | reconstructed waveform |

**Algorithm 3 iSTRFT for packed spectrogram**

| input : x | waveform |
|-----------|----------|
| P = STPRFT (x) | Shift Time Packed Real Fourier Transform |
| Z = P+ | zero clipping(optional) |

| input : P | linear packed Spectrogram |
|-----------|--------------------------|
| W = iSTPRFT (S) | inverse STPRFT |
| result : W | reconstructed waveform |

### 2.1. Modified Spectrogram for Spectral Inversion

We could see a difference between the magnitude-only spectrogram and the real part-only spectrogram of STFT in Figure 1. Moreover, we could recognize a pattern after zero clipping. In Algorithm 1, it’s hard to synthesize high quality speech but it is our baseline to compare performance and quality with other existing methods. It is impossible to synthesize high-quality speech by using a mel scaled spectrogram with spectral inversion. For this reason, the modified spectrogram increases the amount of data to represent the acoustic feature and computation cost would be increase when we adapt proposed spectrogram in text-to-acoustic feature model.

### 3. EXPERIMENTS

#### 3.1. Dataset

Since the proposed method is math-based, unlike other data-driven neural vocoders, there are no restrictions on data curation and data preparation procedures, such as separation of training data and test data. We selected LJSpeech (Ito, 2017) and LibriTTS(Zen et al., 2019) for English speakers and MLS(Pratap et al, 2020) for multi-language. The LJSpeech dataset has no restrictions on its use. The LibriTTS and The MLS dataset are licensed under the CC BY 4.0.

#### 3.2. Computing Resources

The equipment used in the experiment was NVIDIA DGX-1 with an Intel Xeon E5-2698 v4 @ 2.20GHz and NVIDIA Tesla V100 16GB. Since our proposed method is a mathematical algorithm(modified spectral inversion), unlike neural vocoders, it does not require training infrastructures and can be applied directly to inference. Therefore, the equipment used in the experiment was also focused on verifying the performance of inference using a single core and Single GPU.

#### 3.3. Implementation

All algorithms were implemented using the Python language. For easy verification and reproduction in different architectures, the public library was used as much as possible. Numpy, SciPy and Librosa library is commonly used in the CPU version. In the case of STFT/iSTFT of algorithm 1, there are various implementations such as torch built-in function, torchaudio, and torchlibrosa algorithm. In order to obtain the shift time transform, the convolution technique was applied after obtaining a DFT matrix or a fourier basis matrix in most implementations. OLA was applied to obtain the inverse transform. We exclude torch built-in STFT and iSTFT function for pair comparison because it utilize multicores in default. We also implement with scipy.fft/ifft for algorithm 1 and we replace scipy.dct(type2,type3) instead of scipy.fft/ifft for Algorithm2 and scipy.fftpack.rfft/irfft for Algorithm3. The hann window from scipy was used for all cases. kaiser windows is also available. Most of cases, calculation of overlapping window was critical to reconstruct high quality audio to avoid artifacts. The algorithm 3 with large hop size would be faster than algorithm 1 in computational perspective. However, our implementation of algorithm 3 is slower than algorithm 1. When implementing STDCT and STRFT, frame processing was fully parallelized but iSTDCT and STRFT process was not fully parallelized to compute overlap. It is necessary to perform optimization later.
We use GPU version of STFT/iSTFT for algorithm 1. For algorithm 2 and 3, We prepared a naive CPU algorithm as baseline and performed GPU acceleration with cupy, JAX and pytorch.

4. RESULTS

We will update latest result for additional experiments for quality and performance.

4.1. Special Conditions

We investigated when we could reconstruct a waveform without phase estimation from acoustic features directly. In the FFT case, it was confirmed that the artifact noises occurred frequently. In the DCT and RFFT case, these artifacts was not detected when the hop size was less than half of the win size. Since the speech synthesized by Algorithm 3 contains all the information necessary for restoration in a given spectrogram with packing, it could be restored with perfect sound quality under various conditions without any artifacts.

4.1.1. Factors affecting sound quality

The factor that most affects sound quality is hop size for Algorithm 2. It has been objectively verified that the sound quality of synthesized speech improves as the value of the hop size decreases. Since the speech synthesized by Algorithm 3 could be restored with perfect sound quality under various conditions without any artifacts. So we focus on Algorithm 1 and 2 for quality issues.

4.1.2. Denoising Effects

In the case of the LJSpeech dataset, since the recording was performed in a non-studio environment, the noise could be checked in the silent section between active voices. It was confirmed that noise was removed from the restored sound source when clipping was performed based on a positive number less than 0.1 instead of zero clipping during the steps of generating spectrograms of Algorithm 2.

4.2. Quality of Synthesized Speech

4.2.1. MOS

Mean opinion score (MOS) is a measure used in subjective synthesized speech quality. MOS is expressed as a single rational number, typically in the range 1–5, where 1 is the lowest perceived quality and 5 is the highest perceived quality. MOS is calculated as the arithmetic mean over single ratings performed by human subjects for a given stimulus in a subjective quality evaluation test. MOS is widely used not only for the end-to-end TTS model but also for testing the sound quality of the synthesized voice of a vocoder.

Table 2. Subjective Quality test of various models and compare R-MCD(↓) and MOS1(↑) from Hifi-GAN paper(Kong et al. 2020) and MOS2(Ours) score. We will update additional experimental results.

| vocoder               | R-MCD(↓) | MOS1(↑) | MOS2(↑) |
|-----------------------|----------|----------|----------|
| GT                    | 5.93     | 4.45(0.06) | 4.41 (0.10) |
| WaveNet               | 7.41     | 4.02(0.08) | 3.88 (0.38) |
| WaveGlow              | 7.02     | 3.81(0.08) | 4.07 (0.27) |
| MelGAN                | 7.49     | 3.79(0.09) | 3.71 (0.31) |
| Hifi-GAN V1           | 6.94     | 4.36(0.07) | 4.28 (0.10) |
| Hifi-GAN V2           | 7.41     | 4.23(0.07) | 4.18 (0.08) |
| Hifi-GAN V3           | 7.31     | 4.05(0.08) | 4.11 (0.19) |
| ours(LFZC 1024/64)    | 6.99     | -        | 3.30 (0.20) |
| ours(LDZC 1024/64)    | 6.28     | -        | 4.24 (0.10) |
| ours(LPS signed)      | 5.93     | -        | 4.25 (0.11) |

To compare models, we report subjective listening test results rating speech naturalness and audio quality on a 5-point Mean Opinion Score (MOS) scale on Amazon Mechanical Turk. Our results can be seen in Table 2.

4.3. Performance of Spectral Inversion

We used the default settings without performing any H/W-specific tuning such as boosting core clocks. The equipment used in the experiment was an Intel Xeon E5-2698 v4 @ 2.20GHZ and NVIDIA Tesla V100, and all measurements were made using a single core. For performance measurement, all runs were averaged after 100 runs with warm up. Data for all performance measurements were made using a 10-sec sound clip with a 22KHz sampling rate for convenience of measurement. To test the performance of the same conditions, we measure default windows size 1024, hop size 256 for reference. In Algorithm 2, a center pad was additionally performed to remove spike noise at both ends of the sound source. Since the required calculation amount varies according to the change of the window size and hop size, performance can be predicted based on the baseline window size 1024 and hop size 256.

4.3.1. CPU performance

In the environment (win length/hop size: 1024/256), our implementation of vocoder Algorithm 1 could synthesize speech at 4.5 Mhz with torchLibrosa implementation. It took 0.049 sec to generate a 10-sec audio clip. Our vocoder Algorithm 2 with DCT could synthesize speech at approximately 6.18 MHz, and it took 0.0357 sec.

However, the reconstructed voice quality of Algorithm 1 and 2 depended on the win length and hop size. It was tested under various conditions. In Algorithm 2, we could generate high fidelity speech with 1024/128. It could synthesize speech at 3.1 Mhz. In Algorithm 3, we could reconstruct a waveform perfectly with any win size and hop size. We could configure special configurations, such as 1024/1022, 1024/768, 512/510
or 512/384, with which we used very coarse frames to fit in a number of phonemes or subwords in text embedding. Algorithm 3 is the same as Algorithm 2 in terms of performance with same windows and hop length. We could synthesize speech at approximately 20 MHz with 1024/1022. It took 0.011 sec to generate a 10-sec audio clip. This is 909 times faster compared to real-time.

### 4.3.2. GPU acceleration

By adopting this algorithm on GPU, it was possible to reduce the latency for the TTS service by connecting directly to the end-to-end TTS pipeline. The case of algorithm 1 were measured using torchlibrosa, the speech could be synthesized at 200 MHz. For Algorithm 2 and 3, we implement naive DCT and RFFT is directly implemented, and OLA calculation is very slow because our implementation is in sequential. In the future, we plan to improve performance through parallel work. The algorithm 3 with large hop length can synthesize speech at 59.6 MHz with 1024/1022. It took 0.0037 sec to generate a 10-sec audio clip. This is 2,702 times faster compared to real-time.

### 5. BENEFITS AND LIMITATIONS

#### 5.1. Benefit

There are several benefits to adopting the proposed algorithm. 1) It eliminates the vocoder training part in the end-to-end TTS model. It is also a universal vocoder for any unseen voice and multiple languages. 2) It is very fast in inference and saves computational cost and memory in inference. That means we could enhance the text-to-feature generation part while saving resources.

### 5.2. Limitation

If we adopt our method in the end-to-end TTS model, we need to modify the current de facto standard log mel scaled magnitude only spectrogram-based end-to-end TTS pipeline with the proposed algorithm. When we apply the proposed algorithm with modified spectrogram directly to the end-to-end TTS pipeline, and it require more information to represent acoustic features. That means the computational cost (both of train and inference) increases in the text-to-acoustic feature model.

### 6. DISCUSSION

As shown, the proposed new vocoder algorithm (spectral inversion) without phase estimation. We could reconstruct high fidelity speech from modified spectrogram. In further research, we will evaluate our method with existing end-to-end neural TTS models. We believe that this will help in the deployment of high-quality audio synthesis, voice conversion, and music generation. It is easily expanded to high-quality audio, such as CD or studio-quality audio, with a sampling rate of 44.1 KHz. In addition, the modified spectrogram with Algorithm 3 can be used to create an acoustic token that can be completely restored like NLP. Through this, various follow-up studies are expected.
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