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Abstract: We use the method of Bruinier–Raum to show that symmetric formal Fourier–Jacobi series, in the cases of norm-Euclidean imaginary quadratic fields, are Hermitian modular forms. Consequently in these cases, combining a theorem of Yifeng Liu, we deduce Kudla’s conjecture on the modularity of generating series of special cycles of arbitrary codimension for unitary Shimura varieties.

1 Introduction

Fourier–Jacobi expansions of automorphic forms, first defined in [Pia66], are among the major tools to study the subject. For Siegel modular forms, they played prominent roles in the proof of Saito–Kurokawa conjecture [And79; Maa79a; Maa79b; Maa79c; Zag81], and recently in the work of Bruinier–Raum [BW15a] to prove Kudla’s modularity conjecture for orthogonal Shimura varieties over $\mathbb{Q}$. Fourier–Jacobi expansions are also available for unitary groups. For example, for holomorphic automorphic forms on unitary groups $U(2, 1)$ over totally real number fields, Takuro Shintani developed a theory (1979) on Fourier–Jacobi expansions which was reformulated in [MS02]; as an application of Shintani’s theory, a nonvanishing criterion for the unitary Kudla lift ([Kud81]) of a holomorphic cusp form on $U(1, 1)$ was found by Murase–Sugano [MS07]. In this manuscript, we define a formal analogue of Fourier–Jacobi expansions for the unitary group $U(g, g)$, which is called symmetric formal Fourier–Jacobi series after Bruinier–Raum, and show that they define Hermitian modular forms [Bra49; Bra50; Bra51] in the cases of norm-Euclidean imaginary quadratic fields.

Our major motivation to study such symmetric formal Fourier–Jacobi series arises from the role they play for the Kudla conjecture [Kud97] on the modularity of generating series of special cycles, for both orthogonal and unitary Shimura varieties. In the unitary case, Kudla’s conjecture predicts that the special cycles on a unitary Shimura variety should be the Fourier coefficients of some Hermitian modular form. Beyond the case of codimension 1, the only known result on the unitary Kudla conjecture was proven by Yifeng Liu [Liu11], which states that assuming absolute convergence of the generating series, the unitary Kudla conjecture is true. In this manuscript, we show that the unitary Kudla’s conjecture is true unconditionally in the cases of norm-Euclidean imaginary quadratic fields. And the way we do that is combining a fact from Liu’s theorem that the generating series is a symmetric formal Fourier–Jacobi...
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series and our modularity result that such a series defines a Hermitian modular form. This is a method that has already been successfully applied to prove the orthogonal Kudla conjecture over \( \mathbb{Q} \) in the work of Bruinier–Raum [BW15a]. In the unitary case of imaginary quadratic fields, the scope of this method is limited to the cases of norm-Euclidean imaginary quadratic fields that we treat in this manuscript.

1.1 The modularity result

Let \( E/\mathbb{Q} \) be an imaginary quadratic field. For integers \( g, k, l \) such that \( 1 \leq l \leq g - 1 \), every Hermitian modular form \( f \) of degree \( g \), weight \( k \) has a Fourier–Jacobi expansion of cogenus \( l \). More precisely, if we write the variable \( \tau \in \mathbb{H}_g \) in the Hermitian upper half space \( \mathbb{H}_g \) as

\[
\tau = \begin{pmatrix} \tau_1 & w \\ z & \tau_2 \end{pmatrix}
\]

for \( \tau_1 \in \mathbb{H}_{g-l}, \tau_2 \in \mathbb{H}_l, w \in \text{Mat}_{g-l,l}(\mathbb{C}), \) and \( z \in \text{Mat}_{l,g-l}(\mathbb{C}) \), then \( f \) has a Fourier–Jacobi expansion of the form

\[
f(\tau) = \sum_{m \in \text{Herm}_l(E) \geq 0} \phi_m(\tau_1, w, z) e(m\tau_2),
\]

where the sum runs over all the \( l \times l \) positive semidefinite Hermitian matrices \( m \) with entries in \( E \), and \( e(x) = \exp\left(2\pi i \cdot \text{Tr}(x)\right) \) for a square matrix \( x \). Moreover, the coefficients \( \phi_m \) are Hermitian Jacobi forms of degree \( g-l \), weight \( k \), and index \( m \), which satisfy certain symmetry condition for their ordinary Fourier coefficients from the modularity of \( f \).

The fact that any Hermitian modular form can be analytically viewed as a formal Fourier–Jacobi series satisfying this symmetry condition and absolute convergence, motivates the notion of symmetric formal Fourier–Jacobi series, which are formal Fourier–Jacobi series that satisfy the symmetry condition without assuming absolute convergence. Conversely, if a symmetric formal Fourier–Jacobi series converges absolutely, then it defines a Hermitian modular form. One natural question is then: does every symmetric formal Fourier–Jacobi series automatically converge absolutely?

Such a rigidity result was already established for Siegel modular forms. In the case of degree 2 and trivial type, it was first proved by H. Aoki in [Aok00]. Ibukiyama–Poor–Yuen raised this question for Siegel paramodular forms in [IPY13]. Generalizing Aoki’s work, J. Bruinier [Bru15] and M. Raum [Wes15] resolved independently the case of degree 2 and arbitrary type from different approaches. In their joint work [BW15a], Bruinier–Raum resolved the general case of higher degree and arbitrary type. In this manuscript, we prove the Hermitian counterpart in the cases of norm-Euclidean imaginary quadratic fields \( E = \mathbb{Q}(\sqrt{d}) \), namely for \( d \in \{-1, -2, -3, -7, -11\} \).

**Theorem 1.1.** Every symmetric formal Fourier–Jacobi series of arbitrary arithmetic type for the unitary group \( \text{U}(g, g)(\mathbb{Z}) \), defined in the cases of norm-Euclidean imaginary quadratic fields \( E \), converges absolutely to a Hermitian modular form.

**Remark 1.2.** A more detailed version is presented in Theorem 5.7.
1.2 Application: The unitary Kudla conjecture The modularity of generating series of geometric cycles has been studied since the first construction of such modular generating series in the work of Hirzebruch–Zagier [HZ76]. In a long collaboration, Kudla–Millson [KM86; KM87; KM90] defined a special family of locally symmetric cycles of Riemannian locally symmetric spaces $X$, which are called special cycles, and proved the modularity of their generating series valued in cohomology classes. It turns out to be particularly interesting when $X$ is a Shimura variety, as the analogous generating series valued in Chow groups can be defined, and it is natural to ask if they are already modular at this level.

In the case of Shimura varieties of orthogonal type over a totally real number field, Stephen S. Kudla raised this question in his seminal work [Kud97]. Inspired by the work of Gross–Kohnen–Zagier [GKZ87], which focused on the images of Heegner points in the Jacobian of a modular curve, Richard Borcherds [Bor99] proved the modularity of generating series of Heegner (special) divisors valued in the first Chow group, by employing his work [Bor98] on the construction of a family of meromorphic modular functions via regularized theta lift. Building upon Borcherds’ work, W. Zhang [Zha09] proved that the generating series of special cycles valued in Chow groups are modular assuming absolute convergence. Subsequently, Bruinier–Raum [BW15a] completed the proof of Kudla’s modularity conjecture over $Q$. Most recently for an arbitrary totally real field of degree $d$, assuming the Bloch–Beilinson conjecture on the injectivity of the Abel–Jacobi maps, Kudla [Kud19] proved the modularity conjecture for orthogonal Shimura varieties of signature $((m,2)^{d^*}, (m+2,0)^{d-d^*})$.

In the case of Shimura varieties of unitary type and codimension 1 (special divisors), the conjecture was verified in [Liu11]. In recent preprints of Bruinier–Howard–Kudla–Rapoport–Yang (to appear in Astérisque) [Bru+20a; Bru+20b], generating series of special divisors valued in the Chow group and the arithmetic Chow group are defined on the compactified integral model; consequently their modularity is proven and more arithmetic applications are found, including relations between derivatives of $L$-functions and arithmetic intersection pairings à la Gross–Zagier, and a special case of Colmez’s conjecture on the Faltings heights of abelian varieties with complex multiplication. However, the cases of higher codimension remain to be studied. In the cases of norm-Euclidean imaginary quadratic fields, we show in this manuscript that the convergence assumption in Theorem 3.5 of Y. Liu’s work [Liu11] can be dropped for arbitrary codimension.

**Theorem 1.3.** In the cases of norm-Euclidean imaginary quadratic fields, the unitary Kudla conjecture is true for open Shimura varieties.

**Remark 1.4.** This is the same as Theorem 6.1, which we show in the last section.

Since modular forms of a fixed weight are finite-dimensional, an immediate consequence of Kudla’s modularity conjecture is that the $C$-ranks of the special cycles in the complexification of the Chow groups are explicitly bounded from above, even though we don’t know in general whether the Chow groups are finite-dimensional. Furthermore, as an appealing consequence, relations between Fourier coefficients of certain Hermitian modular forms give rise to the corresponding relations between special cycles, which are otherwise not accessible in the literature.
1.3 Structure of the proof  The proof of our main result can be separated into three parts.

In the first part (Section 3), we show that every symmetric formal Fourier–Jacobi series $f$ of genus $g$, cogenus 1, and trivial type is algebraic over the graded algebra of Hermitian modular forms of genus $g$. This part is where the norm-Euclidean property comes into play.

In the second part (Section 4), we prove in two steps that every such symmetric formal Fourier–Jacobi series $f$ converges on the whole Hermitian upper half space over an arbitrary imaginary quadratic field. First, the algebraicity of $f$ allows us to show the local convergence of $f$ in a neighborhood of any toroidal boundary of the Hermitian modular variety. Then we show that $f$ can be analytically continued to the whole space. We develop a technique of embedding the Siegel upper half space to the Hermitian one in a generic yet rational way to pass to the Siegel case, which was resolved by Bruinier–Raum.

Finally in the third part (Section 5), to cover all arithmetic types and arbitrary cogenus, we prove in two steps by induction. First, fixing the values of genus and cogenus, we consider a natural pairing of (meromorphic) Hermitian modular forms and (meromorphic) formal symmetric Fourier–Jacobi series. Then, we increase the cogenus from 1 by induction, using the machinery introduced in Section 2.

Acknowledgement  This part will be inserted after the final referees’ reports are received.

2 Hermitian modular forms and symmetric formal Fourier–Jacobi series

Our aim in this section is to provide preliminaries for this manuscript and introduce the notion of symmetric formal Fourier–Jacobi series in the Hermitian case. First we recall briefly Hermitian modular forms in Subsections 2.1 and 2.2, and introduce notations which are used throughout the manuscript. Then we define Hermitian Jacobi forms of higher degrees and recall a key lemma connecting the Hermitian modular group to certain Jacobi group in Subsections 2.3 and 2.4. Based on the notations introduced in Subsections 2.1 and 2.2, we recall Fourier–Jacobi expansions in Subsection 2.5 and introduce its formal analogue, symmetric formal Fourier–Jacobi series, in Subsection 2.6. Finally, we study a formal analogue of theta decomposition of Jacobi forms and prove a few propositions in Subsections 2.7 and 2.8, which are used in Section 3 and in the proof of Proposition 5.5.

2.1 Hermitian modular groups  Historically in the context of Hermitian modular forms, the unitary group $U(g, g)$ is defined as a classical group, for instance in [Bra49]. In most parts of Sections 2-5, following all prior literature in this field, we employ this classical notion as opposed to the perspective of algebraic groups, but adopt the notation from the latter for coherence of this manuscript. Let $E/Q$ be an imaginary quadratic field, specified at the beginning of each section, and let $U(g, g)(\mathbb{R})$ denote the classical unitary group of signature $(g, g)$ with entries in $\mathbb{C}$, which in fact corresponds to the real points of a reductive group. Similarly, let $U(g, g)(\mathbb{Q})$ denote the classical unitary group with entries in $E$, and $U(g, g)(\mathbb{Z})$ the one with entries in the ring of integers $\mathcal{O}_E \subseteq \mathbb{C}$ for a fixed embedding $i : E \hookrightarrow \mathbb{C}$. In other words, the
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classical group $U(g,g)(\mathbb{R})$ (resp. $U(g,g)(\mathbb{Q})$ and $U(g,g)(\mathbb{Z})$) is the subgroup of $GL_{2g}(\mathbb{C})$ (resp. $GL_{2g}(E)$ and $GL_{2g}(\mathbb{O}_E)$) whose elements $\gamma$ satisfy the equation

$$\gamma^* J_{g,g} \gamma = J_{g,g},$$

for the $2g \times 2g$ matrix

$$J_{g,g} = \begin{pmatrix} 0_g & I_g \\ -I_g & 0_g \end{pmatrix}.$$

Writing $\gamma$ furthermore in blocks of $g \times g$ matrices

$$\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix},$$

we can characterize these elements $\gamma$ by the condition

$$a^* c = c^* a, \quad b^* d = d^* b, \quad \text{and} \quad a^* d - c^* b = I_g.$$

Similar to the Siegel modular group $Sp_g(\mathbb{Z}) = U(g,g)(\mathbb{Z}) \cap Mat_{2g}(\mathbb{Z})$, we call $U(g,g)(\mathbb{Z})$ the Hermitian modular group of degree $g$. The notation $\text{Herm}_n(A)$ denotes the set of $n \times n$ Hermitian matrices with entries in the ring $A \subseteq \mathbb{C}$. For a matrix $x \in \text{Herm}_n(A)$, the notation $x \succeq 0$ (resp. $x > 0$) means $x$ is positive semidefinite (resp. positive definite), and the set of all such matrices are denoted by $\text{Herm}_n(A) \geq 0$ (resp. $\text{Herm}_n(A) > 0$).

### 2.2 Hermitian modular forms

Basic notions on Hermitian modular forms can be found in [Bra49; Bra50; Bra51]. For completeness, we recall them briefly in the case of integral weight and arbitrary arithmetic type.

We define the Hermitian upper half-space of degree $g$, denoted by $\mathbb{H}_g$, to be the set of matrices $\tau \in \text{Mat}_{g}(\mathbb{C})$ such that the Hermitian matrix

$$y := \frac{1}{2i} (\tau - \tau^*)$$

is positive definite. By this definition, the Siegel upper half-space $\mathcal{H}_g$ is the set of all the symmetric matrices in $\mathbb{H}_g$. Recall that the symplectic group $Sp_g(\mathbb{R}) = U(g,g)(\mathbb{R}) \cap Mat_{2g}(\mathbb{R})$ acts on $\mathcal{H}_g$ biholomorphically. Similarly, $U(g,g)(\mathbb{R})$ acts on $\mathbb{H}_g$ biholomorphically via Möbius transformations

$$\tau \longrightarrow \gamma \tau := (a \tau + b)(c \tau + d)^{-1}$$

for $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in U(g,g)(\mathbb{R})$. We define the factor of automorphy $j$ via the formula

$$j(\gamma, \tau) := \text{det}(c \tau + d)$$

for $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in U(g,g)(\mathbb{R})$ and $\tau \in \mathbb{H}_g$. It is well known that $j(\gamma, \tau)$ is always nonzero and satisfies the 1-cocycle condition

$$j(\gamma_1 \gamma_2, \tau) = j(\gamma_1, \gamma_2 \tau) j(\gamma_2, \tau)$$

for $\gamma_1, \gamma_2 \in U(g,g)(\mathbb{R})$ and $\tau \in \mathbb{H}_g$. This is a well-known 1-cocycle condition in the theory of modular forms.
for all $\gamma_1, \gamma_2 \in U(g, g)(\mathbb{R})$.

Let $g, k$ be integers such that $g \geq 1$, and $(\rho, V(\rho))$ a finite-dimensional complex representation of $U(g, g)(\mathbb{Z})$ that factors through a finite quotient, also called an (arithmetic) type. We define the space of (vector-valued) Hermitian modular forms of degree $g$, weight $k$ and (arithmetic) type $\rho$, to be the space of holomorphic (vector-valued) functions $f : \mathbb{H}_g \rightarrow V(\rho)$ satisfying the modularity condition
\[
 f(\gamma \tau) = j(\gamma, \tau)^k \rho(\gamma) f(\tau)
\]
for all $\gamma \in U(g, g)(\mathbb{Z})$, and if $g = 1$, being also holomorphic at the cusp of $U(1, 1)(\mathbb{Z})$.

If $\rho$ is trivial, $M_k(\rho)$ is just a direct sum of copies of classical (scalar valued) Hermitian modular forms, and the latter is denoted by $M_k^{(g)}$ in this manuscript. For a finite-index subgroup $\Gamma \subseteq U(g, g)(\mathbb{Z})$, the space of classical modular forms for $\Gamma$ is denoted by $M_k(\Gamma)$. The graded algebra of classical Hermitian modular forms is denoted by
\[
 M_k^g := \bigoplus_{m \in \mathbb{Z}} M_{k,m}^{(g)}.
\]

**Remark 2.1.** In the case of half-integral weight, there exist multiplier systems on some congruence subgroups $\Gamma \subseteq U(g, g)(\mathbb{Z})$, by the general construction of Deligne [BD01; Del96] and the work of Prasad–Rapinchuk [PR96] and Prasad [Pra04]. For the aim of stating Kudla’s conjecture and proving auxiliary results in this manuscript, we work with Hermitian modular forms of integral weights.

### 2.3 Hermitian Jacobi groups

Let $g, l$ be positive integers. Consider a discrete Heisenberg group $H_{E}^{(g,l)} := \{([\lambda, \mu, \kappa] : \lambda, \mu \in \text{Mat}_l(g(\mathcal{O}_E)), \kappa \in \text{Mat}_l(\mathcal{O}_E), \kappa + \mu \lambda^* \in \text{Herm}_l(\mathcal{O}_E)\}$, with the following group law
\[
[(\lambda, \mu), \kappa][(\lambda', \mu'), \kappa'] = [(\lambda + \lambda', \mu + \mu'), \kappa + \kappa' + \lambda \mu'^* - \mu \lambda'^*].
\]

Note that the condition $\kappa + \mu \lambda^* \in \text{Herm}_l(\mathcal{O}_E)$ is equivalent to $\kappa - \lambda \mu^* \in \text{Herm}_l(\mathcal{O}_E)$. There is a natural action of the Hermitian modular group $U(g, g)(\mathbb{Z})$ on the Heisenberg group $H_{E}^{(g,l)}$ via matrix multiplication from the right, and we define the Hermitian Jacobi group $\Gamma^{(g,l)}$ of genus $g$ and cogenus $l$ to be the semidirect product $\Gamma^{(g,l)} = U(g, g)(\mathbb{Z}) \ltimes H_{E}^{(g,l)}$ with the associated group law. More explicitly, the group law of the Jacobi group $\Gamma^{(g,l)}$ reads
\[
(\gamma, [(\lambda, \mu), \kappa])(\gamma', [(\lambda', \mu'), \kappa']) = (\gamma \gamma', [(\lambda + \lambda', \mu + \mu'), \kappa + \kappa' + \lambda \gamma' \mu'^* - \mu \gamma' \lambda'^*]).
\]

Based on the standard embeddings of Heisenberg groups, we define an embedding
\[
\Gamma^{(g,l)} \longrightarrow U(g + l, g + l)(\mathbb{Z}) \quad (2.5)
\]
of the Jacobi group into the Hermitian modular group via the formula
\[
\begin{pmatrix}
\begin{pmatrix} a & b \\ c & d \end{pmatrix}, [(\lambda, \mu), \kappa] \\
\end{pmatrix} \mapsto
\begin{pmatrix}
\begin{pmatrix} a & b \\ c & d \end{pmatrix} & I_g & 0 & 0 \\
0 & I_l & 0 & \mu^* \\
c & 0 & d & 0 \\
0 & 0 & 0 & I_l \\
\end{pmatrix} & I_g & 0 & 0 \\
\lambda & I_l & \mu & \kappa \\
0 & 0 & 0 & I_l \\
\end{pmatrix}
\] .

To relate the embedded image of the Jacobi group to the whole Hermitian modular group, we record the following fact. First we define an embedding \( \text{rot} : \text{GL}_g(\mathcal{O}_E) \rightarrow U(g, g)(\mathbb{Z}) \) of groups via \( u \mapsto \text{rot}(u) := \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix} \).

**Lemma 2.2.** Let \( g \geq 2 \) be an integer, and let \( E \) be an imaginary quadratic field with class number 1. Then, the Hermitian modular group \( U(g, g)(\mathbb{Z}) \) is generated by the following two subgroups: \( \text{rot}(\text{GL}_g(\mathcal{O}_E)) \) and the embedded Jacobi group \( \Gamma^{(g-1, 1)} \) of cogenus 1 under (2.5).

**Proof.** For each integer \( j \) such that \( 1 \leq j \leq g \), let \( i^{(j)} : U(1, 1)(\mathbb{Z}) \rightarrow U(g, g)(\mathbb{Z}) \) be the \( j \)-th diagonal embedding sending an element \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) to \( i^{(j)}(\gamma) \), whose \( 2 \times 2 \) submatrix indexed by \( (j, j), (j, j+g), (j+g, j), (j+g, j+g) \) is equal to \( \gamma \), and the remaining entries of \( i^{(j)}(\gamma) \) are those of the identity matrix \( I_{2g} \). Since \( \mathcal{O}_E \) is a PID, we can follow the lines of Proposition 6 in Section 1.3 of [Kli90] to show that \( U(g, g)(\mathbb{Z}) \) is generated by the embedded subgroups \( \text{rot}(\text{GL}_g(\mathcal{O}_E)) \) and \( i^{(g)}(U(1, 1)(\mathbb{Z})) \). We complete the proof by observing that any element \( i^{(j)}(\gamma) \) for \( \gamma \in U(1, 1)(\mathbb{Z}) \) can be transformed to some element in the Jacobi group \( \Gamma^{(g-1, 1)} \) by conjugation with a suitable element of \( \text{rot}(\text{GL}_g(\mathcal{O}_E)) \). \( \blacksquare \)

### 2.4 Hermitian Jacobi forms

Jacobi forms are closely related to Fourier–Jacobi expansions of automorphic forms. In the case of degree \((1, 1)\) associated to Siegel modular forms, Eichler-Zagier developed a theory of Jacobi forms in their monograph [EZ85]. The case of degree \((1, 1)\) associated to Hermitian modular forms over imaginary quadratic fields was treated by K. Haverkamp [Hav95; Hav96]. Cases of higher degrees were investigated in [Mur89; Shi78a; Yam86], and in the spirit of Eichler-Zagier a theory was built up by C. Ziegler [Zie89]. To fit the presentation of this manuscript and to simplify the expressions, we define Hermitian Jacobi forms in terms of Hermitian modular forms via the embedding of Jacobi groups into Hermitian modular groups.

Let \( g, l \) be positive integers. We define the Hermitian-Jacobi upper half-space \( \mathbb{H}_{g, l} \) of genus \( g \) and cogenus \( l \) to be \( \mathbb{H}_{g, l} := \mathbb{H}_g \times \text{Mat}_{g, l}(\mathbb{C}) \times \text{Mat}_{l, g}(\mathbb{C}) \), and there is a (biholomorphic) action of the Jacobi group \( \Gamma^{(g, l)} \) on \( \mathbb{H}_{g, l} \) via the formula
\[
\left( \begin{pmatrix} a & b \\ c & d \end{pmatrix}, [(\lambda, \mu), \kappa] \right)(\tau, w, z) = \left( (at + b)(ct + d)^{-1}, (ct + d)^{-1}(w + \tau^* \lambda^* + \mu^*), (z + \lambda \tau + \mu)(ct + d)^{-1} \right).
\]

Note that the Hermitian upper half space \( \mathbb{H}_{g+l} \) projects to the Jacobi upper half space \( \mathbb{H}_{g, l} \) by restricting to the corresponding matrix blocks. For an imaginary quadratic field \( E/\mathbb{Q} \), we recall the dual lattice \( \mathcal{O}_E^\# \) of the lattice of integers \( \mathcal{O}_E \), also known as the inverse different ideal of \( E \),
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which in our case can be explicitly written as \( \mathcal{O}_E^\# = \frac{1}{\sqrt{D_E}} \mathcal{O}_E \), where \( D_E(< 0) \) is the discriminant of \( E \). We say a matrix \( m \) is semi-integral (over \( E \)) if the diagonal entries of \( m \) are in the ring \( \mathcal{O}_E \) and the off-diagonal entries are in the dual lattice \( \mathcal{O}_E^\# \).

Let \( k \) be an integer, and let \( m \) be an \( l \times l \) semi-integral Hermitian matrix. Let \( \rho \) be a complex finite dimensional representation of \( \Gamma(k, l) \) under the embedding (2.5). We say a holomorphic vector-valued function \( \phi: \mathbb{H}_{g, l} \rightarrow V(\rho) \) is a Hermitian Jacobi form of genus \( g \), weight \( k \), index \( m \), and type \( \rho \), if the function \( f: \mathbb{H}_{k+1} \rightarrow V(\rho) \) defined via

\[
f\left( \begin{array}{c} \tau \\ w \\ z \end{array} \right) := \phi(\tau, w, z) e(m \tau^t)
\]

transforms as a Hermitian modular form for the image of (2.5), of degree \( g + l \), weight \( k \) and type \( \rho \), and if \( g = 1 \), the function \( \phi(\tau, \tau r + r', s \tau + s') \) also being bounded (under any norm as \( \dim V(\rho) < \infty \)) at the cusp for all row vectors \( r, r' \) and column vectors \( s, s' \) of dimension \( l \) over \( E \). The space of Hermitian Jacobi forms of genus \( g \), weight \( k \), index \( m \), and type \( \rho \) is denoted by \( \mathcal{J}_{k, m}^{(g)}(\rho) \) in this manuscript.

2.5 Fourier–Jacobi expansions  Let \( g, l \) be integers such that \( 1 \leq l \leq g - 1 \). Fourier–Jacobi expansions of Hermitian modular forms are partial Fourier expansions with respect to the matrix block \( \tau_2 \) of the variable \( \tau = \left( \begin{array}{cc} \tau_1 & \tau_2 \\ w & \tau_2 \end{array} \right) \). More precisely, for a Hermitian modular form \( f \) of degree \( g \), weight \( k \), and type \( \rho \), there is a Fourier expansion ([Bra49]) in the form of

\[
f(\tau) = \sum_{t \in \text{Herm}_g(E) \geq 0} c(f; t) e(t \tau), \quad (2.6)
\]

for \( c(f; t) \in V(\rho) \). In particular, when \( \rho \) is the trivial representation, the sum is supported on semi-integral positive semidefinite Hermitian matrices \( t \). We write

\[
\tau = \left( \begin{array}{cc} \tau_1 & w \\ z & \tau_2 \end{array} \right) \in \mathbb{H}_g \quad \text{and} \quad t = \left( \begin{array}{cc} n & f \\ r & m \end{array} \right) \in \text{Herm}_g(E) \geq 0
\]

for \( \tau_1 \in \mathbb{H}_{g-l}, \tau_2 \in \mathbb{H}_l, w \in \text{Mat}_{g-l,l}(\mathbb{C}), z \in \text{Mat}_{l,g-l}(\mathbb{C}), n \in \text{Herm}_{g-l}(E) \geq 0, r \in \text{Mat}_{g-l,l}(E), \) and \( m \in \text{Herm}_l(E) \geq 0 \). Consequently, we arrange the sum in (2.6) into the form

\[
f(\tau) = \sum_{m \in \text{Herm}_l(E) \geq 0} \sum_{n \in \text{Herm}_{g-l}(E) \geq 0} c(f; m, n, r) e(n \tau_1 + r z) e(r^* w), \quad (2.7)
\]

for functions \( \phi_m: \mathbb{H}_{g-l,l} \rightarrow V(\rho) \) with the ordinary Fourier expansion

\[
\phi_m(\tau_1, w, z) = \sum_{n \in \text{Herm}_{g-l}(E) \geq 0} \sum_{r \in \text{Mat}_{g-l,l}(E)} c(f; m, n, r) e(n \tau_1 + r z) e(r^* w), \quad (2.8)
\]

whose Fourier coefficients \( c(\phi_m; n, r) \) are determined by the Fourier coefficients of \( f \) via the equation

\[
c(\phi_m; n, r) = c\left( f; \left( \begin{array}{cc} n & r \\ r^* & m \end{array} \right) \right). \quad (2.9)
\]

\[\text{−8−}\]
We say Equation (2.7) is the Fourier–Jacobi expansion of $f$ of cogenus $l$, and $\phi_m$ is the $m$-th Fourier–Jacobi coefficient of $f$, or the Fourier–Jacobi coefficient of index $m$. Furthermore, it follows from the definition that any Jacobi form $\phi \in J_{g,k,m}(\rho)$ has the Fourier expansion in the form of (2.8).

2.6 Symmetric formal Fourier–Jacobi series  

We motivate in this subsection the notion of symmetric formal Fourier–Jacobi series for the Hermitian modular group, by combining two features of the Fourier–Jacobi expansion of a Hermitian modular form: each Fourier–Jacobi coefficient is a Hermitian Jacobi form, and they satisfy a $GL_g(\mathcal{O}_E)$-symmetry condition. A priori, for formal series these two features “almost” characterize “formal modularity”, that is, invariance under the action of Hermitian modular group without assuming absolute convergence. Indeed, if $\mathcal{O}_E$ is a PID, the group-theoretic Lemma 2.2 amounts to saying that formal modularity can be reformulated in terms of two conditions: invariance under the embedded Jacobi group of cogenus 1, and invariance under the embedded subgroup $\text{rot}(GL_g(\mathcal{O}_E))$.

It is clear that the invariance of a formal Fourier series $f$ in the form of (2.6) under the weight $k$, type $\rho$-slash action of $\text{rot}(GL_g(\mathcal{O}_E))$ is equivalent to a symmetry condition for the formal Fourier coefficients of $f$, which reads

$$
\rho\left(\begin{pmatrix}
u & 0 \\ 0 & \nu^{-1}
\end{pmatrix}\right)(c(f; u^* tu) = (\det\nu)^k c(f; t)
$$

for all $u \in GL_g(\mathcal{O}_E)$.

Moreover, the invariance of $f$ under the weight $k$, type $\rho$-slash action of the embedded Jacobi group $\Gamma_{k,g,l}$ under (2.5) amounts to saying that $f$ can be rearranged into a formal series in the form of (2.7), such that each coefficient $\phi_m$ is a formal Hermitian Jacobi form of genus $g - l$, weight $k$, index $k$, and type $\rho$.

Combining these two aspects, we define a symmetric formal Fourier–Jacobi series $f$ of degree $g$, cogenus $l$, weight $k$, and type $\rho$, to be a formal series of Hermitian Jacobi forms $\phi_m \in J_{g,k,m}(\rho)$ in the form of (2.7), such that its Fourier coefficients $c(f; t)$, defined by the equation

$$
c\left(f; \begin{pmatrix}
 n & r \\ m & r
\end{pmatrix}\right) = c(\phi_m; n, r),
$$

satisfy the symmetry condition (2.10).

We write $FM_{k,g,l}(\rho)$ for the vector space of such symmetric formal Fourier–Jacobi series, and when the cogenus $l = 1$ or $\rho$ is the 1-dimensional trivial representation, we suppress them in the notation. Furthermore, we let

$$
FM_{k,g}^{\rho} = \bigoplus_{k \in \mathbb{Z}} FM_{k,g}^{\rho}(
$$

denote the graded module over the graded ring $M_{\rho}$, of classical modular forms of type $\rho$, and note that $FM_{k,g}^{\rho}$ is actually a graded algebra over $M_{\rho}$.
Remark 2.3. We should not confuse the degree $g$ in $\text{FM}^{(g,l)}_k(\rho)$ for the genus $g$ in $\text{FM}^{(g)}_{k,m}(\rho)$. In fact, for a symmetric formal Fourier–Jacobi series $f \in \text{FM}^{(g,l)}_k(\rho)$, the $m$-th coefficient $\phi_m$ of $f$ is a Jacobian form of genus $g - l$ and index $m$, more precisely $\phi_m \in \text{FM}^{(g-l)}_{k,m}(\rho)$.

2.7 Formal Fourier–Jacobi coefficients Just like Fourier–Jacobi coefficients of arbitrary cogenus are attached to a Hermitian modular form, we also associate formal Fourier–Jacobi coefficients of various cogenus to a formal Fourier–Jacobi series.

Let $1 \leq l' < l < g$ be positive integers, and let $f \in \text{FM}^{(g,l)}_k(\rho)$ be a Hermitian modular form. For $\tau = \begin{pmatrix} \tau_1 & w \\ z \end{pmatrix} \in \mathbb{H}_g$, we refine the decomposition of the matrix $\tau$ further into blocks

$$\tau = \begin{pmatrix} \tau_{11} & w_{11} & w_{12} \\ z_{11} & \tau_{12} & w_{22} \\ z_{12} & z_{22} & \tau_2 \end{pmatrix},$$

so that the sizes of $\tau_{11}, \tau_{12},$ and $\tau_2$ are $(g - l) \times (g - l), (l - l') \times (l - l')$, and $l' \times l'$, respectively, and the sizes of the off-diagonal blocks are determined in the ordinary way. We write $w_1$ for the $(g - l) \times l$ matrix $(w_{11} \ w_{12})$, and $z_1$ for the $l \times (g - l)$ matrix $(z_{11}).$

For a formal Fourier series $f$ in the form of (2.6), the formal Fourier–Jacobi expansion of cogenus $l$ is given by (2.7), with the $m$-th formal Fourier–Jacobi coefficient $\psi_m$ defined in (2.8) and (2.9), where we replace the notation $\phi_m$ by $\psi_m$ to emphasize it is a formal series. In particular, for a symmetric formal Fourier–Jacobi series $f \in \text{FM}^{(g,l)}_k(\rho)$ with Fourier–Jacobi coefficients $\phi_m$, and for each Hermitian matrix $m' \in \text{Herm}_{l'}(E)_{\geq 0},$ the formal Fourier–Jacobi coefficient $\psi_{m'}$ of index $m'$ is related to $\phi_m$ via an equation of formal Fourier-series, namely

$$\psi_{m'}(\tau_1, w, z) = \sum_{n' \in \text{Herm}_{l'}(E)_{\geq 0}} \phi_{(n', r')} (r^{(m')} w_{12} + r' z_{22}) e(n' \tau_{12} + r' z_{22}) e(r' w_{22}).$$

(2.11)

In particular, if $l' = 1$, we record the following fact about the formal Fourier–Jacobi coefficient $\psi_0$ of index $0 \in \text{Herm}_1(E)_{\geq 0}$.

Proposition 2.4. Let $f \in \text{FM}^{(g,l)}_k$ be a symmetric formal Fourier–Jacobi series. Then, the formal Fourier–Jacobi coefficient $\psi_0$ defined by Equation (2.11), is a symmetric Fourier–Jacobi series of degree $g - 1$ and cogenus $l - 1$ (under an identification), namely $\psi_0 \in \text{FM}^{(g-1,l-1)}_k(E)$.

Proof. For any Hermitian matrix $\begin{pmatrix} n' & r' \\ 0 & 0 \end{pmatrix}$ that occurs in Equation (2.11), it is positive semidefinite, hence $r' = 0$. Moreover, for any index $n' \in \text{Herm}_{l-1}(E)_{\geq 0},$ as $\phi_{(n', 0)}$ is a Jacobian form, by the transformation law it must be a constant function in $w_{12}$ and $z_{12}$. In particular, $\phi_{(n', 0)}$ can be identified as a Jacobian form of genus $g - l$ and index $n'$, which we write as $\phi_{n'}$. Therefore, $\psi_0$ can be identified as a formal Fourier–Jacobi series

$$\psi_0(\tau_1) = \sum_{n' \in \text{Herm}_{l-1}(E)_{\geq 0}} \phi_{n'}(\tau_{11}, w_{11}, z_{11}) e(n' \tau_{12}).$$

The symmetry condition of the formal Fourier–Jacobi series $\psi_0$ under the action of the embedded subgroup $G_{g-1}(OE)$ follows from the one of $f$ under the action of $G_g(OE)$. 

\[ \Box \]

Some cases of Kudla’s modularity conjecture for unitary Shimura varieties  
\hspace{1cm} Jiacheng Xia
2.8 Formal theta decomposition We show in this subsection that the classical theta decomposition of Jacobi forms has a formal analogue, namely the formal theta decomposition of formal Fourier–Jacobi coefficients.

Let \( g, l \) be arbitrary positive integers, and let \( m \in \text{Herm}_1(E) \geq 0 \) be a semi-integral positive definite Hermitian matrix, which we also view as an integral positive definite quadratic form. Let \( \Delta_g(m) \) denote the finite abelian group \( \Delta_g(m) = \text{Mat}_{g,l}(\mathcal{O}_E^#)/\text{Mat}_{g,l}(\mathcal{O}_E)m \), and let \( \rho_m^{(g)} \) be the Weil representation of \( U(g, g)(\mathbb{Z}) \) associated with \( \Delta_g(m) \) on \( \mathbb{C}[\Delta_g(m)] \). Recall that the theta series \( \theta_{m,s}^{(g)} : \mathbb{H}_g.l \rightarrow \mathbb{C} \) of genus \( g \), integral quadratic form \( m \), and shift \( s \in \Delta_g(m) \), is defined by

\[
\theta_{m,s}^{(g)}(\tau, w, z) = \sum_{r \in \text{Mat}_{g,l}(\mathcal{O}_E)m} e(\tau m^{-1} r^* \tau + r^* z)e(r^* w). \tag{2.12}
\]

It is a classical result (Proposition 3.5 of [Shi78b]; see also Theorem 5.1 of [EZ85]) that the vector-valued theta series \( \left( \theta_{m,s}^{(g)} \right)_{s \in \Delta_g(m)} \) transforms as a vector-valued Hermitian Jacobi form of weight \( l \) and type \( \left( \rho_m^{(g)} \right)^\vee \). Furthermore, any Hermitian Jacobi form \( \phi \in J_{k,m}^{(g)} \) can be uniquely written as a sum

\[
\phi(\tau, w, z) = \sum_{s \in \Delta_g(m)} h_s(\tau) \theta_{m,s}^{(g)}(\tau, w, z) \tag{2.13}
\]

for some holomorphic functions \( h_s \), and these functions are the components of a vector-valued Hermitian modular form of type \( \rho_m^{(g)} \).

Let \( 1 \leq l' < l < g \) be positive integers. For a symmetric formal Fourier–Jacobi series \( f \in \text{FM}_k^{(g,l)} \) with Fourier–Jacobi coefficients \( \phi_m \) for \( m \in \text{Herm}_1(E) \geq 0 \), we construct the formal theta decomposition of its formal Fourier–Jacobi coefficients. Let \( m' \in \text{Herm}_{l'}(E) \geq 0 \) be a positive semi-definite Hermitian matrix, and let \( \psi_{m'} \) be the \( m' \)-th formal Fourier–Jacobi coefficient of \( f \). Since the formal Fourier coefficients of \( f \) satisfy by definition the symmetry condition (2.10), setting \( u = \left( \begin{array}{cc} 1 & 0 \\ \lambda & l' \end{array} \right) \) for \( \lambda \in \text{Mat}_{g-l',l'}(\mathcal{O}_E) \) in (2.10), we find a symmetry condition for the formal Fourier coefficients of \( \psi_{m'} \), namely

\[
c(\psi_{m'}; n' + r'm'^{-1}r'^*, r') = c(\psi_{m'}; n' + r''m'^{-1}r''*, r'') \tag{2.14}
\]

for all \( n' \in \text{Herm}_{g-l'}(E) \geq 0 \), \( r' \in \text{Mat}_{g-l',l'}(E) \), \( \lambda \in \text{Mat}_{g-l',l'}(\mathcal{O}_E) \), and \( r'' = r' + \lambda m' \). In particular, for each \( s' \in \Delta_{g-l'}(m') \), Equation (2.14) defines a formal Fourier series \( h_{m',s'} \) in \( \tau_1 \) via its formal Fourier coefficients

\[
c(h_{m',s'}; n') := c(\psi_{m'}; n' + r'm'^{-1}r'^*, r'), \tag{2.15}
\]

for any choice of \( r' \in s' + \text{Mat}_{g-l',l'}(\mathcal{O}_E)m' \) and all \( n' \in \text{Herm}_{g-l'}(E) \geq 0 \). It then follows that

\[
\psi_{m'}(\tau_1, w, z) = \sum_{s' \in \Delta_{g-l'}(m')} h_{m',s'}(\tau_1) \theta_{m',s'}^{(g-l')}_{m',s'}(\tau_1, w, z) \tag{2.16}
\]
holds as an equation of formal Fourier series.

Our aim is to show that the vector-valued formal Fourier series \( (h_{m',s'})' \) is in fact a symmetric formal Fourier–Jacobi series. This fact can be proved for arbitrary cogenus \( l' \); for simplicity we only do the case \( l' = l - 1 \) used in Section 5. We separate our proof into the next two lemmas, and state the conclusion after that.

**Lemma 2.5.** Fix \( l' = l - 1 \). Then, the formal vector-valued Fourier series \( h_{m'} = (h_{m',s'})' \in \Delta_{g-l'}(m') \) defined by Equation (2.15) satisfies the symmetry condition (2.10) for the Weil representation \( \rho = \rho_{g-l'}^{(g,l)} \).

**Proof.** Setting \( u = \begin{pmatrix} u' & 0 \\ 0 & l' \end{pmatrix} \) for \( u' \in \text{GL}_{g-l'}(\mathcal{O}_E) \) in the symmetry condition (2.10) of \( f \in \text{FM}_k^{(g,l)} \), we find a symmetry condition

\[
\begin{aligned}
c(\psi_{m'}; u'^* n' u', u'^* r') &= (\det u'^*)^k c(\psi_{m'}; n', r') \\
&= (\det u'^*)^k c(h_{m'}; s' n' u')
\end{aligned}
\]

for all \( n' \in \text{Herm}_{g-l'}(E) \geq 0 \), \( r' \in \text{Mat}_{g-l'}(\mathcal{O}_E) \), and \( u' \in \text{GL}_{g-l'}(\mathcal{O}_E) \). Combining the definition (2.15) of \( h_{m',s'} \) and Equation (2.17), we see that

\[
\begin{aligned}
c(h_{m',u'^* s'}; u'^* n' u') &= (\det u'^*)^k c(h_{m'}; s' n')
\end{aligned}
\]

holds for all \( n' \in \text{Herm}_{g-l'}(E) \geq 0 \), \( s' \in \Delta_{g-l'}(m') \), and \( u' \in \text{GL}_{g-l'}(\mathcal{O}_E) \), as desired. \( \blacksquare \)

Next, we consider the formal Fourier–Jacobi expansion of cogenus 1, of these functions \( h_{m',s'} \) defined by (2.15), namely

\[
h_{m',s'}(r_1) = \sum_{n \in \mathbb{Q}_{\geq 0}} \psi_{m',s',n}(r_{11}, w_{11}, z_{11}) e(n \tau_{12}),
\]

and relate the formal Fourier–Jacobi coefficients \( \psi_{m',s',n} \) to the Fourier–Jacobi coefficients \( \phi_m \) of \( f \in \text{FM}_k^{(g,l)} \). In fact, Equations (2.11) and (2.16) provide such a relation. Inserting Equation (2.18) in Equation (2.16), and writing \( s' \in \Delta_{g-l'}(m') \) and \( s' \in \Delta_{g-l'}(m') \), we obtain the following result after comparing the formal Fourier coefficient at \( e(n' \tau_{12} + r' z_{22}) \) with Equation (2.11), and simplifying the expression.

**Lemma 2.6.** Let Equation (2.18) be the formal Fourier–Jacobi expansion of cogenus 1 of \( h_{m',s'} \). Then, for any shift \( s_2' \in \Delta_{1}(m') \), every representative \( r' \in s_2' + \text{Mat}_{1,l'}(\mathcal{O}_E) m' \), and every integer \( n' \geq 0 \), the partial theta decomposition of Fourier–Jacobi coefficients

\[
\begin{aligned}
\phi \left( \begin{pmatrix} n' & r' \\ r^* & m' \end{pmatrix} \right)(r_{11}, w_{11}, z_{11}) = \\
\sum_{s_2' \in \Delta_{g-l'}(m')} \psi \left( \begin{pmatrix} s_2' \\ s_2' \end{pmatrix}, n' - r' m', r^* \right)(r_{11}, w_{11}, z_{11}) \theta^{(g-l)}_{m',s_2'}(r_{11}, z_{12} + m'^{-1} r'^* z_{11}, w_{12} + w_{11} r'^* m'^{-1})
\end{aligned}
\]

holds as an equation of formal Fourier series. In particular, every formal Fourier–Jacobi coefficient \( \psi_{m',s',n} \) in (2.18) is a holomorphic function in \( \tau_1 \).
Proposition 2.7. Let $g > l$ be positive integers and fix $l' = l - 1$. Let $f \in \text{FM}^{(g, l)}_k$ be a symmetric formal Fourier–Jacobi series, and let $m' \in \text{Herm}^l(E)_{>0}$ be a semi-integral positive definite Hermitian matrix. Then, the formal Fourier–Jacobi coefficient $\psi_{m'}$ of $f$ has a formal theta expansion

$$\psi_{m'}(\tau_1, u, z) = \sum_{s' \in \Delta_{g-\rho}(m')} h_{m', s'}(\tau_1) \theta^{(g-l')}_{m', s'}(\tau_1, u, z),$$

where the coefficients are vector-valued symmetric formal Fourier–Jacobi series, more precisely $(h_{m', s'})_{s' \in \text{FM}^{(g-l')}_{k-l'}}(\rho_{m'})$.

Proof. By Lemmas 2.5 and 2.6, it suffices to show the modularity of the vector-valued function $(\psi_{m', s', n})_{s', n \in \Delta_{g-\rho}(m')}$. We analyze both sides of the equation in Lemma 2.6. On the left hand side (2.19), the function is invariant under the weight-$k$ action of the Hermitian Jacobi group $\Gamma^{(g-l,l)}$ and index $\left( \frac{n'}{r'}, \frac{r'}{m'} \right)$, by the assumption $f \in \text{FM}^{(g, l)}_k$. On the right hand side (2.20), the vector-valued theta function transforms by the restriction of $(\rho_{m'})^\vee$ to $\Gamma^{(g-l,l)}$, of weight $l'$. Arguing as in Section 3 of [Zie89], we conclude that the vector-valued holomorphic function $(\psi_{m', s', n})_{s', n \in \Delta_{g-\rho}(m')}$ transforms by the restriction of $\rho_{m'}^{(g)}$ to $\Gamma^{(g-l,1)}$, of weight $k - l'$, which completes the proof. 

Finally, we state the classical result mentioned from the beginning. Let $\phi \in \{g\}_{k,m}(\rho)$ be a Hermitian Jacobi form, then its Fourier coefficients $c(\phi; n, r)$ satisfy a symmetry condition similar to Equation (2.14), which then defines a formal Fourier series $h_s$ via

$$c(h_s; n) := c(\phi; n + r m^{-1} r^*, r)$$

for each $s \in \Delta_g(m)$ and any choice of $r \in s + \text{Mat}_{g,l}(\mathcal{O}_E) m$. Then we have an equation of formal Fourier series (2.13), and the vector-valued holomorphic function $(h_s)_{s \in \Delta_g(m)}$ satisfying Equation (2.13) is unique. Similar to the formal theta decomposition, we follow the lines of [Zie89], Section 3 and obtain the classical theta decomposition in the Hermitian case.

Proposition 2.8. Let $g$ and $l$ be positive integers. Let $m \in \text{Herm}_l(E)$ be a semi-integral Hermitian matrix. Let $\rho_{m}^{(g)}$ be the Weil representation of $U(g, g)(\mathbb{Z})$ on $\mathbb{C}[\Delta_g(m)]$, and let $\rho$ be a complex finite dimensional representation of $U(g, g)(\mathbb{Z})$. Then, there is an isomorphism

$$\{g\}_{k,m}(\rho) \cong \text{Mat}_{k-l}(\rho_{m}^{(g)} \otimes \rho)$$

$$\phi \mapsto (h_s)_{s \in \Delta_g(m)},$$

sending a Hermitian Jacobi form $\phi$ to the components of its theta decomposition.

3 Symmetric formal Fourier–Jacobi series are algebraic over Hermitian modular forms

The aim of this section is to show Theorem 3.15. Throughout this section, let $E/\mathbb{Q}$ be a norm-Euclidean imaginary quadratic field, over which the Hermitian modular forms are defined. In fact, except for Lemma 3.5 and its corollaries, the whole section also works for $E/\mathbb{Q}$.
being an arbitrary imaginary quadratic field. The proof of Theorem 3.15 is based on the following tension: on the one hand, the dimension formula in Proposition 3.13 gives an asymptotic lower bound as in Corollary 3.14 for the total dimension of Hermitian modular forms of bounded weight; on the other hand, the embedding constructed in Lemma 3.3 gives rise to an asymptotic upper bound as in Corollary 3.12 for the total dimension of symmetric formal Fourier–Jacobi series of bounded weight; but the orders of these two bounds in terms of the weight coincide, due to the nonvanishing of the lower slope bound for Hermitian modular forms, defined in Subsection 3.1 and proven in Subsection 3.2.

### 3.1 Vanishing orders and slope bounds

Let $t \in \operatorname{Herm}_g(E)$, we say that $t$ represents a rational number $h$ if there is a nonzero integral column vector $\omega \in \mathcal{O}_g E \setminus \{0\}$ such that $\omega^* t \omega = h$. For a nonzero (vector valued) function $f$ with Fourier expansion as in (2.6), we define its vanishing order to be

$$\operatorname{ord}_f := \inf\{h \in \mathbb{Q} : h \text{ can be represented by some } t \in \operatorname{Herm}_g(E) \text{ such that } c(f; t) \neq 0\}.$$ 

If $f = 0$, we set $\operatorname{ord}_f := \infty$ by convention.

**Lemma 3.1.** Let $f_1, f_2$ be two (vector-valued) functions. Then their vanishing orders satisfy

$$\operatorname{ord}(f_1 \otimes f_2) \geq \operatorname{ord}f_1 + \operatorname{ord}f_2.$$

**Proof.** The assertion is clear if $f_1 = 0$ or $f_2 = 0$. Assume now $f_1$ and $f_2$ are both nonzero, and let $t \in \operatorname{Herm}_g(E)$ be a Hermitian matrix such that $c(f_1 \otimes f_2; t) \neq 0$. Since

$$c(f_1 \otimes f_2; t) = \sum_{0 \leq t_1, t_2 \in \operatorname{Herm}_g(E), \ t_1 + t_2 = t} c(f_1; t_1) \otimes c(f_2; t_2),$$

there must be some pair $(t_1, t_2)$ such that $t_1 + t_2 = t$, $c(f_1; t_1) \neq 0$ and $c(f_2; t_2) \neq 0$, as desired. ■

Similarly, we define the vanishing order of a nonzero Hermitian Jacobi form $\phi$ of genus $g$, weight $k$, index $m$ ($l \times l$), and type $\rho$ with Fourier expansion as in (2.8), to be

$$\operatorname{ord}_\phi := \inf\{h \in \mathbb{Q} : h \text{ can be represented by some } t \in \operatorname{Herm}_g(E) \text{ such that } c(\phi; t, r) \neq 0 \text{ for some } r \in \operatorname{Mat}_{g, l}(E)\}.$$ 

If $\phi = 0$, we set $\operatorname{ord}_\phi := \infty$ by convention. Spaces of (vector-valued) Hermitian modular (resp. Hermitian Jacobi) forms of genus $g$, weight $k$, (index $m$,) and type $\rho$ with vanishing order at least $o \in \mathbb{Q}$, are denoted by $M^{(g)}_k(\rho)[o]$ (resp. $J^{(g)}_{k,m}(\rho)[o]$).

Let $f$ be a classical (scalar-valued) Hermitian modular form of weight $k$. The slope of $f$ is defined as

$$\omega(f) := \frac{k}{\operatorname{ord}_f}.$$ 

The lower slope bound for classical Hermitian modular forms of degree $g$ is defined as

$$\omega_g := \inf_{k \in \mathbb{Z}, \atop f \in M^{(g)}_k \setminus \{0\}} \omega(f).$$
3.2 Embedding and vanishing

Lemma 3.2. Let $g \geq 2$ be an integer, and let $d, l$ be integers such that $1 \leq l \leq g - 1$. For every complex finite dimensional representation $\rho$ of $U(g, g)(\mathbb{Z})$, which via restriction also denotes a type for the Jacobi group $\Gamma^{(g-l, l)}$, the linear map

$$M_k^{(g)}(\rho)[d] \to FM_k^{(g, l)}(\rho)[d]$$

$$f \mapsto \sum_{0 \leq m \in \text{Herm}(E)} \phi_m(\tau_1, w, z)e(m\tau_2)$$

given by the cogenus-$l$ Fourier–Jacobi expansion, is an embedding.

Proof. This is clear from the definition of Fourier–Jacobi expansion. ■

Lemma 3.3. Let $g \geq 2$ be an integer. For every non-negative integer $d$ and every complex finite dimensional representation $\rho$ of $U(g, g)(\mathbb{Z})$, we have

$$\dim FM_k^{(g)}(\rho)[d] \leq \sum_{m=d}^{\infty} \dim J_{k,m}^{(g-1)}(\rho)[m].$$

Proof. For any $f \in FM_k^{(g)}(\rho)[d]$, by picking a non-canonical linear section

$$l_m : FM_k^{(g)}(\rho)[m]/FM_k^{(g)}(\rho)[m+1] \to FM_k^{(g)}(\rho)[m]$$

for each $m \geq d$, we define recursively $f_m \in FM_k^{(g)}(\rho)[m]$ via $f_0 := f$ and

$$f_m := f_{m-1} - l_{m-1}([f_{m-1}]).$$

Then we define a linear map

$$i : FM_k^{(g)}(\rho)[d] \to \prod_{d \leq m \in \mathbb{Z}} FM_k^{(g)}(\rho)[m]/FM_k^{(g)}(\rho)[m+1]$$

$$f \mapsto ([f_m])_{m \geq d}.$$  

Since $[f_m] = [0]$ implies $l_m([f_m]) = 0$ for each $m$, we have $f = f_n \in FM_k^{(g)}(\rho)[n]$ for any $n \geq d$, hence $f = 0$ and $i$ is an embedding. Moreover, by sending $f \in FM_k^{(g)}(\rho)[m]$ to its $m$-th Fourier–Jacobi coefficient, we obtain a linear map

$$FM_k^{(g)}(\rho)[m] \to J_{k,m}^{(g-1)}(\rho)[m]$$

whose kernel is $FM_k^{(g)}(\rho)[m+1]$, hence it induces an embedding

$$j : \prod_{d \leq m \in \mathbb{Z}} FM_k^{(g)}(\rho)[m]/FM_k^{(g)}(\rho)[m+1] \to \prod_{d \leq m \in \mathbb{Z}} J_{k,m}^{(g-1)}(\rho)[m].$$

The desired inequality follows by composing $i, j$ and the dimension function. ■
Proposition 3.4. Let $g$ be a positive integer, and let $\rho$ be a complex finite dimensional representation of $U(g, g)(\mathbb{Z})$ that factors through a finite quotient. For every integer $o > \frac{k}{\omega_g}$, we have

$$M_k^{(g)}(\rho)[o] = \{0\}.$$ 

Proof. If $\rho$ is the trivial representation of dimension 1, the assertion is clear from the definition of $\omega_g$. In the general case, for any $f \in M_k^{(g)}(\rho)[o]$ and $v \in V(\rho)^{\vee}$, we consider

$$f_v := \prod_{\gamma \in \ker(\rho) \setminus U(g, g)(\mathbb{Z})} v \circ f|_k \gamma.$$ 

(3.1)

It is clear that $f_v \in M_{|\rho|k}^{(g)}$, where $|\rho|$ is the index of $\ker(\rho)$ in $U(g, g)(\mathbb{Z})$. Note that each factor $v \circ f|_k \gamma = v \circ \rho(\gamma) f$ in (3.1) is a linear combination of components of $f$ as a vector-valued function, and $\text{ord} f \geq o$, therefore $f_v \in M_{|\rho|k}^{(g)}[|\rho|o]$ by Lemma 3.1. But $|\rho|o > |\rho|k$ by the assumption $o > \frac{k}{\omega_g}$, as shown in the trivial case $M_{|\rho|k}^{(g)}[|\rho|o]$ vanishes, so $v \circ f|_k \gamma = 0$ for some $\gamma$. Taking the slash action of $\gamma^{-1}$, we find $v \circ f = 0$, hence $f = 0$ as $v$ is chosen arbitrarily.

Recall that there are exactly 5 norm-Euclidean imaginary quadratic fields $E = \mathbb{Q}(\sqrt{d})$, which are given by $d \in \{-1, -2, -3, -7, -11\}$. For each of these fields $E$, there is a uniform constant $c_E > 0$, such that for any $\beta \in E$ there is an integer $\alpha \in \mathcal{O}_E$ satisfying $(N_{E/\mathbb{Q}}(\beta - \alpha))^2 \leq 1 - c_E$, and we write $c_E$ for the maximal one from now on. In particular, we have the following corollary.

Lemma 3.5. Let $s \in \Delta_g(m) = \mathcal{O}_E^g / m \mathcal{O}_E^g$. Then, there is a column vector $r \in s + m \mathcal{O}_E^g$ such that its components $r_i$ satisfy $|r_i|^2 \leq (1 - c_E) m^2$.

Let $g$ be a positive integer and $r \in \mathcal{O}_E^g$ be a column vector of dimension $g$. In analogy to the ordinary vanishing order for Jacobi forms, we define the $r$-th vanishing order of $\phi$ to be the smallest $m \in \mathbb{Q}$ such that there is some Hermitian positive semidefinite matrix $t \in \text{Herm}_g(E)_{\geq 0}$, satisfying $c(\phi; t, r) \neq 0$, and the $(g, g)$-th entry $t_{g, g} = m$. It is clear that $\text{ord}(f \phi) \leq \text{ord} f + \text{ord} r$, $\phi$ for any (vector-valued) function $f$ in $\tau$ and every $r \in \mathcal{O}_E^g$.

Proposition 3.6. Let $g$ be a positive integer, and let $\rho$ be a complex finite dimensional representation of $U(g, g)(\mathbb{Z})$ that factors through a finite quotient. For every integer $m > c_E^{-1} \frac{k}{\omega_g}$, we have

$$J_{k, m}^{(g)}(\rho)[m] = \{0\}.$$ 

Proof. Let $\phi \in J_{k, m}^{(g)}(\rho)[m]$ be a Jacobi form of cogenus-1. By Proposition 2.8, this Jacobi form $\phi$ has a unique theta decomposition

$$\phi(\tau, w, z) = \sum_{s \in \Delta_g(m) = \mathcal{O}_E^g / m \mathcal{O}_E^g} h_s(\tau) \theta_{m, s}^{(g)}(\tau, w, z).$$ 

(3.2)
For every \( s \in \Delta_g(m) \) and every column \( r \in E^g \), by (3.2) and the definition of the \( r \)-th vanishing order of Jacobi forms we have
\[
m \leq \text{ord} \phi \leq \text{ord}(h_s \theta_{m,s}^{(g)}) \leq \text{ord}(h_s) + \text{ord}(\theta_{m,s}^{(g)}). \tag{3.3}
\]

On the other hand, by Lemma 3.5, for each \( s \in \Delta_g(m) \), there is a column vector \( r(s) \in s + mE^g \) such that its entries \( r_i \) satisfy \( |r_i|^2 \leq (1 - c_E) m^2 \) for each \( i \). It then follows from the definition that \( \text{ord}_r(\theta_{m,s}^{(g)}) \leq (1 - c_E)m \) for \( r = r(s) \), and hence \( \text{ord}(h_s) \geq c_E m \) by Inequality (3.3). Since this holds for every \( s \), by the assumption \( m > c_E^{-1} k \omega_g \), we have
\[
h = (h_s)_{s \in \Delta_g(m)} \in M_{k-1}^{(g)}(\rho_m^{(g)} \otimes \rho)[o]
\]
for some \( o > \frac{k}{\omega_g} > \frac{k-1}{\omega_g} \), which implies \( h = 0 \) by Proposition 3.4 and hence \( \phi = 0 \), as desired. \( \blacksquare \)

**Corollary 3.7.** For every positive integer \( g \), the slope bound \( \omega_g \geq 12 c_E^{-1} > 0 \).

**Proof.** We prove by induction. For \( g = 1 \) the upper half space \( \mathbb{H}_1 \) is just the Poincaré upper half plane, and the modular group \( \text{U}(1, 1)(\mathbb{Z}) \) can be identified with \( (\text{U}(1) \cap \mathcal{O}_E) \times \text{SL}_2(\mathbb{Z}) \). Hence \( M_k^{(1)} \) is just a subspace of the elliptic modular forms for \( \text{SL}_2(\mathbb{Z}) \) of weight \( k \), and it follows from [Bru+08], Page 9, Proposition 2, that \( o_1 \geq 12 \).

Now assume the assertion holds for \( g = n - 1 \) with \( n \in \mathbb{Z}_{\geq 2} \), and we show that \( \omega_n > 0 \). Combining Lemma 3.2, Lemma 3.3, the induction hypothesis, and Proposition 3.6, we have
\[
\dim M_k^{(n)}[d] \leq \dim FM_k^{(n)}[d] \leq \sum_{m=d}^{\infty} \dim J_{k,m}^{(n-1)}[m] = \sum_{m=d}^{\lfloor c_E^{-1} k/m \rfloor} \dim J_{k,m}^{(n-1)}[m]
\]
for every positive integer \( d \) and every weight \( k \). In particular, if \( d > c_E^{-1} \frac{k}{\omega_{n-1}} \), then the space \( M_k^{(g)}[d] \) vanishes, which implies \( \omega_n \geq c_E \omega_{n-1} \). \( \blacksquare \)

### 3.3 Asymptotic dimensions and algebraicity of \( FM_k^{(g)} \) over \( M_k^{(g)} \)

**Lemma 3.8.** Let \( \rho \) be a complex finite dimensional representation of \( \text{U}(1, 1)(\mathbb{Z}) \) that factors through a finite quotient, then
\[
\dim M_k^{(1)}(\rho) \ll \dim V(\rho)k.
\]

**Proof.** As \( M_k^{(1)}(\rho) \) is a subspace of elliptic modular forms for \( \text{SL}_2(\mathbb{Z}) \) of weight \( k \) and arithmetic type, the result follows from [KM04], Theorem 2.5. \( \blacksquare \)

**Lemma 3.9.** Let \( \rho \) be a complex finite dimensional representation of \( \text{U}(1, 1)(\mathbb{Z}) \) that factors through a finite quotient, then
\[
\dim J_{k,m}^{(1)}(\rho) \ll \dim V(\rho)km^2.
\]
Proof. Combining Proposition 2.8 and Lemma 3.8, we obtain the desired asymptotic bound.

Remark 3.10. The case where $\rho$ is trivial was also proved by Haverkamp in [Hav96], Theorem 1 and Theorem 3.

Proposition 3.11. Let $g \geq 2$ be an integer and $\rho$ be a complex finite dimensional representation of $U(g, g)(\mathbb{Z})$ that factors through a finite quotient, then

$$\dim \text{FM}^{(g)}_{k}(\rho) \ll_{g} \dim V(\rho)k^{g^{2}}.$$  

Proof. We show the assertion by induction. For $g = 2$, Combining Lemma 3.3, Proposition 3.6, and Lemma 3.9, we have asymptotic inequalities

$$\dim \text{FM}^{(2)}_{k}(\rho) \leq \sum_{m=0}^{\lfloor \frac{k}{4} \rfloor} \dim \text{J}^{(1)}_{k, m}(\rho)[m] \ll \dim V(\rho)k \sum_{m=0}^{\lfloor \frac{k}{4} \rfloor} m^{2} \ll \dim V(\rho)k^{4}.$$  

Assume the assertion is true for $g = n - 1$ with $n \geq 3$, and we show it for $g = n$. Applying Lemma 3.3, Proposition 3.6, Proposition 2.8, and Lemma 3.2 successively, we have

$$\dim \text{FM}^{(n)}_{k}(\rho) \leq \sum_{m=0}^{\lfloor \frac{k}{4} \rfloor} \dim \text{J}^{(n-1)}_{k, m}(\rho)[m] \leq \sum_{m=0}^{\lfloor \frac{k-1}{4} \rfloor} \dim \text{FM}^{(n-1)}_{k-1}((\rho_{m}^{n-1}) \otimes \rho).$$  

The induction hypothesis and the rank of $\Delta_{n-1}(m)$ for the Weil representation imply that

$$\dim \text{FM}^{(n-1)}_{k-1}((\rho_{m}^{n-1}) \otimes \rho) \ll_{n-1} \dim V(\rho)m^{2(n-1)^{2}}k^{2},$$  

whence the desired assertion for $g = n$ together with (3.4) and Corollary 3.7.

Corollary 3.12. Let $g$ be a positive integer, then

$$\dim \text{FM}^{(g)}_{\leq k} \ll_{g} k^{g^{2} + 1}.$$  

To estimate a lower bound for the dimension of each graded piece $M^{(g)}_{k}$, we recall the following Selberg trace formula applied to the dimensions of Hermitian modular cusp forms. We put a constant

$$C(k, g) := 2^{-g^{2}-g} \prod_{0 \leq i, j \leq g-1} (k-2g+1+i+j),$$  

a discrete sum as a kernel function

$$S(k, g, \tau) := \sum_{\gamma \in \text{U}(g, g)(\mathbb{Z})/\text{Z} \left( \text{U}(g, g)(\mathbb{Z}) \right)} \frac{f(\gamma, \tau)^{-k}}{j(\gamma, \tau)^{-k}} \left( \det \left( \frac{1}{2i} (\tau - (\gamma \tau)^{*}) \right) \right)^{-k},$$  

where $Z(\text{U}(g, g)(\mathbb{Z}))$ is the center of $\text{U}(g, g)(\mathbb{Z})$, and the (weight-$k$ normalized) hyperbolic volume form

$$d\tau = \left( \det \left( \frac{1}{2i} (\tau - \tau^{*}) \right) \right)^{k-2g} \text{d}_{E}\tau$$  

where $d_{E}\tau$ is the (complex) Euclidean measure.
Proposition 3.13 ([Eie87], Page 62). Let \( k > 4g - 2 \) be an even integer. Then,

\[
\dim S_k^{(g)}(U(g, g)(\mathbb{Z})) = C(k, g) \int_{Y_g} S(k, g, \tau) d\tau.
\]

Observing the asymptotic behavior of \( C(k, g) \) and the fact that \( \int_{Y_g} S(k, g, \tau) d\tau \) are bounded by some positive constant from below for sufficiently large even integer \( k \), we deduce an asymptotic lower bound for the dimension of \( M_k^{(g)} \).

Corollary 3.14. Let \( g \) be a positive integer, then

\[
\dim M_k^{(g)} \gg g k^{g^2+1}.
\]

Theorem 3.15. For every integer \( g \geq 2 \), the graded algebra \( FM_k^{(g)} \) is an algebraic extension over the graded algebra \( M_k^{(g)} \).

Proof. It suffices to show that for an arbitrary \( f \in FM_k^{(g)} \) of weight \( k_0 \), the set \( \{ f^i : i \in \mathbb{N} \} \) is of finite rank over the graded algebra \( M_k^{(g)} \). Indeed, for any positive integers \( k, n \) such that \( k \geq nk_0 \), by the fact that \( \sum_{i=0}^{n} M_{\leq k}^{(g)} f^i \subseteq FM_k^{(g)} \), Corollary 3.12, and Corollary 3.14, we have

\[
\dim_{\mathbb{C}} \left( \sum_{i=0}^{n} M_{\leq k}^{(g)} f^i \right) \leq \dim_{\mathbb{C}} FM_k^{(g)} \ll_{g} (k + nk_0) g^{2+1} \ll_{g} k^{g^{2+1}} \ll_{g} \dim_{\mathbb{C}} M_k^{(g)},
\]

which implies the assertion.

4 Hermitian modular forms are algebraically closed in symmetric formal Fourier–Jacobi series

In this section, we work in the case of an arbitrary imaginary quadratic field \( E/\mathbb{Q} \), except Proposition 4.12 which employs Lemma 2.2. For that part we assume \( E \) is of class number 1, in order to follow the simple definition of symmetric formal Fourier–Jacobi series throughout the manuscript. We prove Theorem 4.13 based on the following strategy: in Subsection 4.1, we study the geometry of a toroidal boundary of the Hermitian modular variety and show that every prime divisor on the toroidal compactification intersects any open neighborhood of the toroidal boundary; we then recall the general construction of toroidal compactifications and the Weierstrass preparation theorem to show the local convergence of a symmetric formal Fourier–Jacobi series on an open neighborhood of the toroidal boundary in Subsection 4.2; combining these two aspects, we conclude our argument in Subsection 4.3 to show the global convergence of symmetric formal Fourier–Jacobi series.
4.1 Toroidal boundaries of Hermitian modular varieties

The aim of this subsection is to show Theorem 4.5 based on the following strategy: the analogous result in the Siegel case for the Satake boundary, Lemma 4.4, was proven in the work of Bruinier–Raum; to reduce to the Siegel case, we embed the Siegel upper half space into the Hermitian upper half space both in a generic way and over \( \mathbb{Q} \) via a density argument; finally we compare the behavior of various boundaries under the constructed maps. We also point out a cohomological approach to the theorem at the end of this subsection.

The theory of toroidal compactifications was developed by Ash–Mumford–Rapoport–Tai [Ash+75]. A brief discussion of the construction of partial compactifications of Siegel modular varieties can be found for instance in [HS02] and [Bru+08]. Let \( E/\mathbb{Q} \) be a fixed imaginary quadratic field with an embedding \( E \hookrightarrow \mathbb{C} \). The unitary group \( \text{U}(g,g) := \text{U}_{E/\mathbb{Q}}(g,g) \) is a semi-simple algebraic group defined over \( \mathbb{Q} \), and the group \( \text{U}(g,g)(\mathbb{R})^o \) is the connected component of \( \text{Aut}(\mathbb{D}_g) \), for the Hermitian symmetric domain \( \mathbb{D}_g = \{ \sigma \in \text{Mat}_g(\mathbb{C}) : \sigma^t \sigma < I_g \} \subseteq \mathbb{H}_g \).

For the arithmetic group \( \text{GL}_g(\mathbb{O}_E) \subseteq \text{U}(g,g)(\mathbb{R})^o \), let \( \{ \sigma_{\alpha}\}_\alpha \) be a \( \text{GL}_g(\mathbb{O}_E) \)-admissible collection of polyhedra. By Theorem 5.2 of [Ash+75], there is a unique toroidal compactification \( X_g \) of the Hermitian modular variety \( Y_g := \text{U}(g,g)(\mathbb{Z})\backslash \mathbb{H}_g \) associated to this set of data, which is nonsingular in the orbifold sense. We write \( \partial Y_g := X_g \setminus Y_g \) for the toroidal boundary. Let \( \overline{Y}_g \) be the Satake compactification of \( Y_g \), and let

\[
\pi : X_g \longrightarrow \overline{Y}_g
\]

be the natural map, which exists by the definition of the minimal compactification \( \overline{Y}_g \). Let \( \phi : \mathbb{H}_g \longrightarrow Y_g \) be the quotient map. Recall that \( \text{U}(g,g)(\mathbb{R}) \) acts transitively on the Hermitian upper half space \( \mathbb{H}_g \) via Möbius transformations. In particular, for each \( \gamma \in \text{U}(g,g)(\mathbb{R}) \), we obtain an embedding of the Siegel upper half space \( \mathcal{H}_g \) into \( \mathbb{H}_g \) by sending \( \tau \in \mathcal{H}_g \) to \( \gamma \tau \), and the images \( \gamma \mathcal{H}_g \subseteq \mathbb{H}_g \) for \( \gamma \in \text{U}(g,g)(\mathbb{R}) \) cover \( \mathbb{H}_g \). Let \( \mathcal{H}_g := \text{Sp}_g(\mathbb{Z}) \setminus \mathcal{H}_g \) and \( \mathcal{H}_g \) denote the Siegel modular variety of degree \( g \) and its Satake compactification, respectively.

**Lemma 4.1.** Let \( D \) be a prime divisor on \( Y_g \). Then, there is some rational point \( \gamma \in \text{U}(g,g)(\mathbb{Q}) \) such that \( \phi(\gamma \mathcal{H}_g) \) intersects \( D \) transversally at some point.

**Proof.** For any \( \gamma \in \text{U}(g,g)(\mathbb{R}) \), \( \phi(\gamma \mathcal{H}_g) \) intersects \( D \) transversally if and only if \( \mathcal{H}_g \) intersects \( \gamma^{-1} \phi^{-1}(D) \) transversally. It is a general fact that \( \text{U}(g,g)(\mathbb{R}) \) acts transitively on the holomorphic unit tangent bundle of \( \mathbb{H}_g \) via \( \gamma(\tau,v) := (\gamma \tau, \overline{\phi(\gamma \tau, v)}) \), where \( \overline{\phi(\gamma \tau, v)} \) denotes the unit vector associated to the pushforward of \( v \) by the smooth map \( \gamma \) at \( \tau \). Since \( \phi^{-1}(D) \) is an embedded Hermitian submanifold of codimension \( 1 \) in \( \mathbb{H}_g \), and Möbius transformations are conformal with respect to the Hermitian metric, there is \( \gamma_0 \in \text{U}(g,g)(\mathbb{R}) \) such that \( \mathcal{H}_g \) intersects \( \gamma_0^{-1} \phi^{-1}(D) \) transversally at some point. In particular, there is an open neighborhood \( W \subseteq \text{U}(g,g)(\mathbb{R}) \) of \( \gamma_0 \) such that for all \( \gamma \in W \), \( \mathcal{H}_g \) intersects \( \gamma^{-1} \phi^{-1}(D) \) transversally at some point. The density of \( \text{U}(g,g)(\mathbb{Q}) \) in \( \text{U}(g,g)(\mathbb{R}) \) then implies the assertion. \( \blacksquare \)

**Lemma 4.2.** For every \( \gamma \in \text{U}(g,g)(\mathbb{Q}) \), there is a positive integer \( N = N(\gamma) \) such that the induced map

\[
[\gamma] : \mathcal{H}_g(N) = \Gamma(N) \setminus \mathcal{H}_g \longrightarrow Y_g = \text{U}(g,g)(\mathbb{Z}) \setminus \mathbb{H}_g
\]

\[
[\tau] \longmapsto [\gamma \tau]
\]
is a local homeomorphism onto the image. Furthermore, the map can be continuously extended to $[\gamma]: \mathcal{Y}_g(N) \rightarrow \overline{\mathcal{Y}}_g$ on the Satake compactification, and for every open neighborhood $V$ of the Satake boundary $\overline{\mathcal{Y}}_g \setminus \mathcal{Y}_g$, there is an open neighborhood $U$ of the Satake boundary $\mathcal{Y}_g(N) \setminus \mathcal{Y}_g(N)$, such that $[\gamma](U) \subseteq V$.

Proof. As $\gamma \in U(g,g)(\mathbb{Q})$, there are positive integers $N_1, N_2$ such that $N_1 \gamma$ and $N_2 \gamma^{-1}$ are integral. Let $N := N_1 N_2$, then for any $\gamma_N \in \Gamma(N)$, we have

$$\gamma_N \gamma^{-1} - I_{2g} = \gamma(\gamma_N - I_{2g}) \gamma^{-1} \in \gamma N \mathcal{S}_{\mathcal{P}}(\mathbb{Z}) \gamma^{-1} \subseteq U(g,g)(\mathbb{Z}),$$

hence $\gamma \Gamma(N) \gamma^{-1} \subseteq U(g,g)(\mathbb{Z})$. In other words, the map $[\gamma]$ is well defined. It is clear that the induced surjective map onto the image is a covering map (of degree $|\gamma^{-1}U(g,g)(\mathbb{Z})\gamma \cap \mathcal{S}_{\mathcal{P}}(\mathbb{Z}) : \Gamma(N)|$), hence a local homeomorphism. Therefore, the continuous extension can be defined with respect to the topology of the Satake compactification. The boundary is mapped to the boundary under $[\gamma]$, hence $U := [\gamma]^{-1}(V)$ satisfies the desired property. ■

**Lemma 4.3.** For each positive integer $N$, the natural covering map $\phi_N: \mathcal{Y}_g(N) = \Gamma(N) \setminus \mathcal{H}_g \rightarrow \mathcal{Y}_g = \mathcal{S}_{\mathcal{P}}(\mathbb{Z}) \setminus \mathcal{H}_g$ can be continuously extended to $\overline{\phi}_N: \mathcal{Y}_g(N) \rightarrow \overline{\mathcal{Y}}_g$ on the Satake compactification. For every open neighborhood $U$ of the Satake boundary $\mathcal{Y}_g(N) \setminus \mathcal{Y}_g(N)$, there is an open neighborhood $V$ of the Satake boundary $\overline{\mathcal{Y}}_g \setminus \mathcal{Y}_g$, such that $\overline{\phi}_N(V) \subseteq U$.

Proof. Similar to Lemma 4.2, the first assertion is clear. For the second one, since $\overline{\phi}_N$ maps the boundary to the boundary, it suffices to find an open neighborhood $V'$ of the boundary in $\mathcal{Y}_g$ such that $\overline{\phi}_N^{-1}(V') \subseteq U'$ for $U' = U \cap \mathcal{Y}_g(N)$. Since $\phi_N$ is a covering map of finite degree $n = |\mathcal{S}_{\mathcal{P}}(\mathbb{Z}) : \Gamma(N)|$, the restriction on the boundary neighborhood $\phi_N^{-1}(\phi_N(U'))$ is also a covering map of degree $n$. Let $U'_i$ be $i$-th sheet over $\phi_N(U')$ for $i = 1, 2, \ldots, n$. Then $V := V' \cup (\overline{\mathcal{Y}}_g \setminus \mathcal{Y}_g)$ for $V' := \cap_{i=1}^n \phi_N(U') \cap U'_i$ satisfies the desired property. ■

**Lemma 4.4.** Assume $g \geq 2$, and let $D$ be a prime divisor on $\overline{\mathcal{Y}}_g$. Then $D$ intersects the Satake boundary $\overline{\mathcal{Y}}_g \setminus \mathcal{Y}_g$.

Proof. The assertion is shown in the second paragraph of the proof of Proposition 4.1 of [BW15b], with $D$ replaced by $D'$. ■

**Theorem 4.5.** Assume $g \geq 2$, and let $D$ be a prime divisor on $X_g$. Let $U \subseteq X_g$ be an open neighborhood of the boundary $\partial Y_g$. Then $D \cap U$ is a nontrivial divisor on $U$.

Proof. Recall the maps defined in this subsection:

$$X_g \xrightarrow{\pi} \overline{\mathcal{Y}}_g \xleftarrow{[\gamma]} \mathcal{Y}_g(N) \xrightarrow{\phi_N} \overline{\mathcal{Y}}_g$$

for $\gamma \in U(g,g)(\mathbb{Q})$. If $D$ is contained in the boundary $\partial Y_g = X_g \setminus Y_g$, the assertion is clear. Otherwise $D$ intersects $Y_g$, so the pushforward $D_1 := \pi_*(D) = \pi(D)$ is a prime divisor on $\overline{Y}_g$, and $D'_1 := D_1 \cap Y_g$ is a prime divisor on $Y_g$. 


By Lemma 4.1, there is \( \gamma \in \mathcal{U}(g, g)(\mathbb{Q}) \), which we fix from now on, such that \( \phi(\gamma, \mathcal{H}_g) \) intersects \( D'_1 \) transversally at some point. In particular, the intersection has codimension 1 in \( \phi(\gamma, \mathcal{H}_g) \) at some point. Let \( N := N(\gamma) \), by Lemma 4.2, \( \{ \gamma \} : \{ \tau \} \rightarrow \phi(\gamma, \tau) \) is a local homeomorphism onto the image. Moreover, since irreducible components are equidimensional, \( \{ \gamma \}^{-1}(D_1) \) contains a prime divisor \( D_2 \) on \( \mathcal{U}_g(N) \).

Since the Satake boundary has codimension at least 2 for \( g \geq 2 \), \( D_2 \) must intersect \( \mathcal{U}_g(N) \). As \( \phi_N \) is a covering map, hence a local homeomorphism, it follows that the pushforward \( D_3 := \phi_N^*(D_2) \) is a prime divisor on \( \mathcal{U}_g(N) \).

Finally we analyze the boundary intersection. Given an arbitrary open neighborhood \( U \subseteq X_g \) of the toroidal boundary \( \partial Y_g \), the open neighborhood \( U_1 = \overline{Y}_g \setminus (X_g \setminus U) \subseteq \overline{Y}_g \) of the Satake boundary \( \overline{Y}_g \setminus Y_g \) satisfies \( \pi^{-1}(U_1) = U \). By Lemma 4.2, there is an open neighborhood \( U_2 \subseteq \mathcal{U}_g(N) \) of the boundary \( \mathcal{U}_g(N) \setminus \mathcal{U}_g(N) \) such that \( \{ \gamma \}(U_2) \subseteq U_1 \). Finally, by Lemma 4.3, there is an open neighborhood \( U_3 \subseteq \overline{Y}_g \) of the boundary \( \overline{Y}_g \setminus \overline{Y}_g \) such that \( \pi^{-1}(U_3) \subseteq U_2 \). By Lemma 4.4, \( D_3 \) intersects \( U_3 \), and it follows from the aforementioned choice of open neighborhoods that \( D_2 \) intersects \( U_2 \), \( D_1 \) intersects \( U_1 \), and \( D \) intersects \( U \), as desired.

**Remark 4.6.** There is another approach to show Theorem 4.5 using results from stable cohomology, at least for large degree \( g \). We sketch a proof here for reference. Following the strategy of proof of Proposition 4.1 in [BW15b], it suffices to show the Picard group of \( \overline{Y}_g \) has rank at most 1. Since \( \overline{Y}_g \setminus Y_g \) has codimension at least 2 in \( \overline{Y}_g \) for \( g \geq 2 \), we have \( \text{Pic}(\overline{Y}_g) = \text{Pic}(Y_g) \). By the exponential sheaf sequence we have ([Har77] Appendix B) an exact sequence

\[
0 \rightarrow H^1(Y_g, \mathbb{Z}) \rightarrow H^1(Y_g, \mathcal{O}_{Y_g}) \rightarrow \text{Pic}(Y_g) \rightarrow H^2(Y_g, \mathbb{Z}) \rightarrow \cdots.
\] (4.1)

Since \( \mathbb{H}_g \) is simply connected, \( \pi_1(Y_g) = 0 \), hence \( H^1(Y_g, \mathcal{O}_{Y_g}) = 0 \) by general theory. By (4.1), we only need to show \( H^2(Y_g, \mathbb{Z}) \) has rank at most 1. Applying results in [BW80] (Chap. VII), this amounts to computing the rank for the degree-2 part in the graded ring \( H^*(\mathbb{U}(g, g)(\mathbb{Z}), \mathbb{Z}) \), which is canonically isomorphic to \( H^*(A(\mathbb{H}_g; \mathbb{Z})^\vee \mathbb{U}(g, g)(\mathbb{Z})) \), where \( A^q(M; \mathcal{E}) \) denotes the space of smooth \( E \)-valued differential \( q \)-forms on \( M \) for \( q \geq 0 \). Alternatively, we can compute the lower degree parts of \( H^*(\mathbb{U}(g, g)(\mathbb{Z}), \mathbb{Z}) \) using Theorem 7.5, Table under 10.6 and Theorem 11.1 in [Bor74]. In particular, we can apply these results to conclude Theorem 4.5 for sufficiently large rank \( g \) (possibly for \( g \geq 7 \)). For small rank, one needs more explicit results of computing the second degree information in \( H^*(A(\mathbb{H}_g; \mathbb{Z})^\vee \mathbb{U}(g, g)(\mathbb{Z})) \), which we skip here.

### 4.2 Local convergence at the boundary

**Proposition 4.7 ([Mat80], Theorem 102).** Let \( k \) be a field of characteristic 0, and \( R \) be a regular ring containing \( k \). Suppose that (1) for any maximal ideal \( m \) of \( R \), the residue field \( R/m \) is algebraic over \( k \) and \( \text{ht} m = n \), and (2) there exist \( D_1, \ldots, D_n \in \text{Der}_k(R) \) and \( x_1, \ldots, x_n \in R \) such that \( D_i x_j = \delta_{ij} \). Then \( R \) is excellent.

**Remark 4.8.** As pointed out in the remark after Theorem 102 in the book, convergent power series rings over \( \mathbb{C} \) are examples of regular rings to which the theorem applies.
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**Proposition 4.9 ([BW15b], Proposition 4.2).** Let $A$ be a local integral domain with maximal ideal $m$, and let $\hat{A}$ be the completion of $A$ with respect to $m$. If $A$ is henselian and excellent, then $A$ is algebraically closed in $\hat{A}$.

**Proposition 4.10.** Let $f \in FM_{k}^{(g)}$ be a symmetric formal Fourier–Jacobi series of cogenus 1. If $f$ is algebraic over the graded algebra $M_{k}^{(g)}$, then there is an open neighborhood $U$ of the boundary $\partial Y_{g} = X_{g} \setminus Y_{g}$ such that $f$ converges absolutely and defines a holomorphic function on $U$.

**Proof.** This is the Hermitian counterpart of Lemma 4.3 in [BW15a], and we follow the proof there. Let $x \in \partial Y_{g}$ be a toroidal boundary point, and let $Q \in M_{k}^{(g)}[X]$ be a polynomial such that $Q(f) = 0$. Consider germs of holomorphic functions at the point $x$, and we write $\mathcal{O}$ for the structure sheaf $\mathcal{O}_{X_{g}}$. Note that the polynomial $Q$ defines a polynomial $Q_{x} \in \mathcal{O}_{X_{g}}[X]$ and the symmetric formal Fourier–Jacobi series $f$ defines an element $f_{x} \in \hat{\mathcal{O}}_{\tau, x}$ in the completion of the local ring $\mathcal{O}_{X_{g}}$, such that $Q_{x}(f_{x}) = 0$. By general theory of toroidal compactifications and the Weierstrass preparation theorem, the local ring $\mathcal{O}_{x}$ is henselian. On the other hand, Proposition 4.7 implies that the ring $\mathcal{O}_{\tau, x}$ is excellent. Therefore, by Proposition 4.9 and the assumption that $f_{x}$ is algebraic over $\mathcal{O}_{X_{g}}$, we conclude that $f$ converges absolutely in a neighborhood of $x$. Varying the boundary point $x$, we find $f$ converges in an open neighborhood of the whole toroidal boundary $\partial Y_{g} = X_{g} \setminus Y_{g}$.

4.3 Analytic continuation and algebraic closedness of $M_{k}^{(g)}$ in $FM_{k}^{(g)}$

**Proposition 4.11 ([BW15b]).** Let $N$ be a positive integer and $W \subseteq \mathbb{C}^{N}$ be a domain. Let $P(\tau, X)$ be a monic irreducible polynomial in $\mathcal{O}(W)[X]$ with discriminant $\Delta_{P}(\in \mathcal{O}(W))$. Let $V \subseteq W$ be an open subset that intersects every irreducible component of the divisor $D = \text{div}(\Delta_{P})$. If $f$ is an analytic function on $V$ such that $P(\tau, f(\tau)) = 0$ on $V$, then $f$ has an analytic continuation to the entire domain $W$.

**Proposition 4.12.** Let $g \geq 2$ be an integer. If $f \in FM_{k}^{(g)}$ is integral over the graded algebra $M_{k}^{(g)}$, then $f \in M_{k}^{(g)}$.

**Proof.** Let $P(\tau, X) \in M_{k}^{(g)}[X]$ be a monic irreducible polynomial over the graded algebra $M_{k}^{(g)}$ with coefficients of pure weights, such that $P(\tau, f(\tau)) = 0$ on $\mathbb{H}_{g}$. By Proposition 4.10, there is an open neighborhood $U$ of the boundary $\partial Y_{g} = X_{g} \setminus Y_{g}$ such that $f$ converges absolutely and defines a holomorphic function on the preimage $V \subseteq \mathbb{H}_{g}$ of $U$, say $f|_{V}$. By assumption, $f|_{V}$ satisfies $P(\tau, f|_{V}(\tau)) = 0$ on $V$. Furthermore, the weights of the coefficients of $P$ form an arithmetic progression, hence $\Delta_{P}$ is a nonzero Hermitian modular form by the quasi-homogeneity of the discriminant. In particular, $\text{div}(\Delta_{P})$ defines a divisor on $X_{g}$, hence every irreducible component of $\text{div}(\Delta_{P})$ intersects $U$ by Theorem 4.5. Consequently, $f|_{V}$ has an analytic continuation $f$ to $\mathbb{H}_{g}$ by Proposition 4.11. The modularity of $f$ follows from the assumption that $f \in FM_{k}^{(g)}$, and Lemma 2.2.
Theorem 4.13. For every integer $g \geq 2$, the graded algebra $M^{(g)}_*$ is algebraically closed in the graded algebra $FM^{(g)}_*$.

Proof. First we purify the weights. If a finite sum $f = \sum_k f_k \in FM^{(g)}_*$ for $f_k \in FM^{(g)}_k$ is algebraic over $M^{(g)}_*$, then so is each $f_k$. Indeed, as $f$ satisfies a polynomial equation over $M^{(g)}_*$, the highest weight piece $f_{k_0}$ of $f$ must satisfy the equation defined by the highest weight part, so $f_{k_0}$ is also algebraic over $M^{(g)}_*$, and we proceed by induction. We assume now that $f \in FM^{(g)}_k$ and $hf$ is integral over $M^{(g)}_*$ for some Hermitian modular form $h$. By Proposition 4.12, $hf$ defines a Hermitian modular form. In particular, $f$ defines a meromorphic function on $H_g$.

Furthermore, Proposition 4.10 implies that $f$ is holomorphic on $H^{-1}(U) \subseteq H_g$ for some open neighborhood $U$ of $\partial Y_g$ under the natural map $\pi : H_g \rightarrow X_g$. If the polar set of $f$ were nonempty, then the pushforward of it under $\pi$ does not intersect $U$, which is a contradiction by Theorem 4.5. Hence $f$ is holomorphic on $H_g$, and as a fraction of two Hermitian modular forms, is also a modular form, as desired. ■

5 Modularity of symmetric formal Fourier–Jacobi series

In this section, we establish the main result, Theorem 5.7, via a few steps of reduction based on the machinery introduced in Section 2. Let $E/\mathbb{Q}$ a norm-Euclidean imaginary quadratic fields, over which the Hermitian modular forms are defined.

Theorem 5.1. Let $g \geq 2$ be an integer, then

$$FM^{(g)}_* = M^{(g)}_*.$$ 

Proof. Combining Theorem 3.15 and Theorem 4.13, we complete the proof. ■

We say that a point $\tau$ in the Hermitian upper half space $H_g$ is an elliptic fixed point if its stabilizer is strictly larger than the center $Z := Z(U(g, g)(\mathbb{Z}))$ under the action of $U(g, g)(\mathbb{Z})$ on $H_g$. We call $\gamma \in U(g, g)(\mathbb{Z})$ an elliptic element if $\gamma \not\in Z$ and has a fixed point in $H_g$.

Lemma 5.2. Let $g \geq 2$ be an integer. Then, the codimension of elliptic fixed points on $H_g$ under the action of $U(g, g)(\mathbb{R})$ is at least $g$. In particular, any holomorphic function on the complement of elliptic fixed points has an analytic continuation to the entire $H_g$.

Proof. We work with the open unit disk model, where the unitary group $U := \{ \gamma \in GL_{2g}(\mathbb{C}) : \gamma^* \begin{pmatrix} I_g & 0_g \\ 0_g & -I_g \end{pmatrix} \gamma = \begin{pmatrix} I_g & 0_g \\ 0_g & -I_g \end{pmatrix} \}$ acts on $D_g = \{ \sigma \in \text{Mat}_g(\mathbb{C}) : \sigma^* \sigma < I_g \} (\cong H_g)$. First we observe that conjugate elements in $U$ have the same fixed points up to $U$-translations, which have the same codimension. For every elliptic element $\gamma$, since $\gamma$ is of finite order, it is $U$-conjugate to some elements in the standard maximal compact subgroup $U_g(\mathbb{R}) \times U_g(\mathbb{R})$. Therefore, it suffices to show the assertion for diagonal matrices $\gamma = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_{2g}) \in U \setminus Z(U)$ for roots of unity $\lambda_i \in E$. In fact, for any fixed diagonal matrix $\gamma = \text{diag}(\lambda_i)$, a point $w = (w_{i,j})_{i,j} \in D_g$ is fixed by $\gamma$ if and only if the equations $\lambda_i w_{i,j} = \lambda_{i+j} w_{i,j}$ hold for all $i, j \in \mathbb{Z}$.
{1, 2, …, g}. In particular, any elliptic point fixed by γ lies in the hyperplane cut out by the

\[ w_{i,j} = 0 \]

for the pairs (i, j) such that \( \lambda_i \neq \lambda_{j+g} \). But the number of these pairs for

any such γ is at least g, as desired. The rest is clear from Riemann’s first extension theorem. ■

Recall that for any \( f \in M_k^{(g)}(\rho) \), the values that \( f \) can take are in the \( U(g, g)(\mathbb{Z}) \)-invariant subspace

\[ V(\rho, k) := \{ v \in V(\rho) : \forall \gamma \in \mathbb{Z} \{ j(\gamma, \tau)^k \rho(\gamma) v = v \} \}. \]

In the next proposition, we relate the space of values of Hermitian modular forms of weight \( k \)

and type \( \rho \) to \( V(\rho, k) \).

**Proposition 5.3.** Let \( g \in \mathbb{Z}_{\geq 2} \), and let \( \rho \) be a finite-dimensional representation of \( U(g, g)(\mathbb{Z}) \).

Then, for any integer \( k \), there exists some integer \( k_0 \) such that for every \( \tau \in \mathbb{H}_g \) that is not an elliptic fixed point, the values of \( M_{k_0}^{(g)}(\rho) \) at \( \tau \) linearly span the space \( V(\rho, k) \).

**Proof.** Let \( X \) denote the Satake compactification of \( Y_g = U(g, g)(\mathbb{Z}) \backslash \mathbb{H}_g \). By the work of Satake and Baily-Borel, there is some positive integer \( k' \), such that the \( \mathcal{O}_X \)-module \( \mathcal{F}_k \) of weight-

\( k' \) Hermitian modular forms of trivial type is a very ample invertible sheaf on \( X \). Let \( \mathcal{F}_{k,\rho} \)

denote the \( \mathcal{O}_X \)-module of weight-\( k \) Hermitian modular forms of type \( \rho \), which is a coherent sheaf. By a result of Serre ([Har77], Theorem 5.17), for large enough integers \( n \), the sheaf

\[ \mathcal{F}_{k,\rho} \otimes_{\mathcal{O}_X} \mathcal{F}_n^{\otimes n} = \mathcal{F}_{k+k'n,\rho} \]

is generated by a finite number of global sections. We set \( k_0 = k + k'n \) for some fixed \( n \) so that \( V(\rho, k) = V(\rho, k_0) \) and that \( \mathcal{F}_{k_0,\rho} \) is generated by finitely many \( f_i \in \mathcal{F}_{k_0,\rho}(X) \). Taking stalks at any point \( \tau \in \mathbb{H}_g \) that is not an elliptic fixed point, we deduce that the stalk \( \mathcal{F}_{k_0,\rho,\tau} = \mathcal{O}_{X,\tau} \otimes_{\mathcal{O}_X} V(\rho, k) \) is generated by \( \{ f_i(\tau) \} \). In particular, the values \( f_i(\tau) \) linearly span \( V(\rho, k) \). ■

By restricting \( \rho \) on the invariant subspace \( V(\rho, k) \) in the rest of this section, we may assume \( V(\rho) = V(\rho, k) \). Let \( g \geq 2 \) be an integer, and \( \sigma, \sigma' \) be two complex finite dimensional representations of \( U(g, g)(\mathbb{Z}) \). Recall a canonical pairing \( \langle , \rangle \) induced by evaluation

\[ \langle , \rangle : M_k^{(g)}(\sigma^\vee \otimes \sigma') \times FM_k^{(g)}(\sigma) \longrightarrow FM_k^{(g)}(\sigma'). \]

Moreover, the pairing \( \langle , \rangle \) can be defined for meromorphic Hermitian modular forms and meromorphic formal symmetric Fourier–Jacobi series; see [Bru15], Definition 2.3 for further details. For this aim, we need to assume that \( \rho \) factors through a finite quotient.

**Proposition 5.4.** Let \( g, l \) be integers such that \( g \geq 2 \) and \( 1 \leq l \leq g - 1 \). If \( FM_k^{(g,l)} = M_k^{(g)} \), then

\[ FM_k^{(g,l)}(\rho) = M_k^{(g)}(\rho) \] for every complex finite dimensional representation \( \rho \) of \( U(g, g)(\mathbb{Z}) \) that factors through a finite quotient.

**Proof.** We follow the proof in [Bru15], Theorem 1.2. Let \( f \in FM_k^{(g,l)}(\rho) \) be an arbitrary symmetric Fourier–Jacobi series of weight \( k \), and let \( n \) be the dimension of \( V(\rho) \). First we fix an integer \( k_0 \) by Lemma 5.3, such that at every \( \tau \) which is not an elliptic fixed point, the values of \( M_{k_0}^{(g)}(\rho^\vee) \) generate the space \( V(\rho^\vee) \), and we also fix such a point \( \tau \).
Let $\rho_0^n$ be the trivial representation on $\mathbb{C}^n$. By assumption, there is some tuple of Hermitian modular forms $F = (F_i)_{i \in \{M_k^{(g)}(\rho^n)\}_k^n}$ such that the values $F_i(\tau) \in V(\rho^n)$ for $i = 1, \ldots, n$ are linearly independent. This defines a Hermitian modular form of weight $k_0$ and type $\rho^n \otimes \rho_0^n$, also denoted by $F$, as well as a meromorphic Hermitian modular form $F^{-1}$ of weight $-k_0$ valued in $\text{Hom}_\mathbb{C}(\mathbb{C}^n, V(\rho))$, via the assignment $\tau' \mapsto (F_i(\tau'))_{i=1}^{-1}$ for the nondegenerate matrix $(F_i(\tau'))_{i,j}$.

We consider the pairing $\tilde{f} := \langle F^{-1}, F, f \rangle$. By the assumption $\text{FM}^{(g',l)}_* = M^{(g)}_*$, it is clear that $\tilde{f}$ is a meromorphic Hermitian modular form of genus $g$, weight $k$, and type $\rho$, and its formal Fourier–Jacobi expansion matches $f$. Since $\tilde{f}$ is holomorphic on an open neighborhood of $\tau$ by our choice of $F$, varying $\tau$ we find $f$ is holomorphic on the complement of the elliptic fixed points. By Lemma 5.2, $f$ is holomorphic on $\mathbb{H}_g$, and its modularity follows from that of $\tilde{f}$. ■

**Proposition 5.5.** Let $g \geq 2$ be an integer. Assume $\text{FM}^{(g',l)}_*(\rho) = M^{(g)}_*(\rho)$ for every integer $g'$ such that $2 \leq g' \leq g - 1$ and for every complex finite dimensional representation $\rho$ of $U(g', g')(\mathbb{Z})$ that factors through a finite quotient. If $\text{FM}^{(g)}_* = M^{(g)}_*$, then $\text{FM}^{(g',l)}_* = M^{(g')}_*$ for every integer $l$ satisfying $1 \leq l \leq g - 1$.

**Proof.** We prove the statement by induction on the cogenus $l$. The case of $l = 1$ is true for all $g \geq 2$ by assumption. For the case of $l \geq 2$, we fix $l' := l - 1$. Assuming $\text{FM}^{(g',l')}_* = M^{(g')}_*$ for all $g' \geq l$, we have to show that $\text{FM}^{(g',l)}_* = M^{(g')}_*$ for all $g \geq l + 1$.

Let $f \in \text{FM}^{(g',l')}_*$ be an arbitrary symmetric Fourier–Jacobi series of cogenus $l$. To show $f \in \text{FM}^{(g',l')}_*$, we consider its formal Fourier–Jacobi expansion of cogenus $l'$ defined in Subsection 2.7. In fact, for $\tau = (\tau_1 \tau_2) \in \mathbb{H}_{g'}$ where $\tau_2 \in \mathbb{H}_{l'}$, the formal Fourier–Jacobi expansion

$$f(\tau) = \sum_{m' \in \text{Herm}_{l'}(E)_{\geq 0}} \psi_{m'}(\tau_1, w, z) e(m' \tau_2) \quad (5.1)$$

holds as an identity of formal Fourier series, and is invariant under the weight-$k$ slash action of $U(g, g')(\mathbb{Z})$, as $f \in \text{FM}^{(g',l')}_*$. Therefore, it suffices to show the convergence of each $\psi_{m'}$.

If $m'$ is nondegenerate, then $\psi_{m'}$ admits a formal theta decomposition with coefficients $(h_{m',s'})_{s' \in \text{FM}^{(g',l')}_{k-1}(\rho_{m'})}$, by Proposition 2.7. The assumption implies that $(h_{m',s'})_{s'}$ converges, and hence so does $\psi_{m'}$.

If $m'$ is degenerate, we observe that for $0 \in \text{Herm}_1(E)_{\geq 0}$ and for every $m'' \in \text{Herm}_{l'-1}(E)_{\geq 0}$, $\psi_0$ and $\psi(m'')_{\frac{0}{0}}$ satisfy a relation in the form of Equation (2.11). By Proposition 2.4 and the induction assumption, we have $\psi_0 \in M^{(g-1)}_k$, hence $\psi(m'')_{\frac{0}{0}}$ must be a Hermitian Jacobi form. Furthermore, for any degenerate matrix $m' \in \text{Herm}_{l'}(E)_{\geq 0}$, there is a suitable matrix $u' \in \text{GL}_{l'}(E)$ such that $u'^* m' u'$ is of the form $\left(m''_{\frac{0}{0}}\right)$. By the invariance of (5.1) under the embedded action of $\left(\begin{smallmatrix} l & 0 \\ 0 & u' \end{smallmatrix}\right) \in \text{GL}_g(E)$, the convergence of $\psi_{m'}$ is then reduced to that of $\psi(m'')_{\frac{0}{0}}$. ■

**Remark 5.6.** As is shown in the proof, we may only assume in the proposition that $\text{FM}^{(g',l)}_*(\rho) = M^{(g')}_*(\rho)$ for every integer $g'$ such that $2 \leq g' \leq g - 1$ and for every Weil representation $\rho$ of $U(g', g')(\mathbb{Z})$. 
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Theorem 5.7. Let \(E/Q\) be a norm-Euclidean imaginary quadratic field, over which the Hermitian modular groups are defined. Let \(g, l\) be integers such that \(g \geq 2\) and \(1 \leq l \leq g - 1\). Let \(k\) be an integer and \(\rho\) be a finite dimensional representation of \(U(g,g)(\mathbb{Z})\) that factors through a finite quotient. Then,

\[
FM_k^{(g,l)}(\rho) = M_k^{(g)}(\rho).
\]

Proof. Combining Theorem 5.1 and a successive application of Propositions 5.4, 5.5, and 5.4 again, we complete the proof. 

\[
\begin{align*}
\end{align*}
\]

6 Application: Kudla’s modularity conjecture for unitary Shimura varieties

In this section, we discuss more details for the application of Theorem 5.7 in the context of Kudla’s conjecture for unitary Shimura varieties, following Section 1 in [Kud04] and Section 3 in [Liu11]. We adopt the adelic language for the benefit of not handling the class number problem explicitly.

Let \(E/Q\) be an imaginary quadratic field and fix a complex embedding \(E \hookrightarrow \mathbb{C}\). Let \(n \geq 2\) be an integer. Let \(V\) be an \(E\)-Hermitian space of signature \((n - 1, 1)\), and \(H = U(V)\) be the unitary group of \(V\), which is a reductive group over \(\mathbb{A} := \mathbb{A}_Q\). Let \(\mathbb{D}\) be the Hermitian symmetric space attached to \(H(\mathbb{R})\), which in a projective model consists of all negative \(\mathbb{C}\)-lines in \(V(\mathbb{C})\). For any compact open subgroup \(K \subseteq H(\mathbb{A}_f)\), these data determine a Shimura variety \(X_K = \text{Sh}_K(H, \mathbb{D})\), which is a smooth quasi-projective variety of dimension \(n - 1\) defined over the reflex field \(E\), whose complex points \(X_K(\mathbb{C})\) can be identified with the locally symmetric space \(H(\mathbb{Q})\backslash \left(\mathbb{D} \times H(\mathbb{A}_f)/K\right)\).

We then proceed to define special cycles. Let \(g\) be an integer such that \(1 \leq g \leq n - 1\). For a \(g\)-tuple \(\lambda = (\lambda_i)_{i,j} \in V(E)^g\), we define \(V_{\lambda} := \{v \in V : \forall i (v \perp \lambda_i)\}, H_{\lambda} := U(V_{\lambda})\), and \(\mathbb{D}_{\lambda} := \{w \in \mathbb{D} : \forall i (w \perp \lambda_i)\}\). For every compact open subgroup \(K \subseteq H(\mathbb{A}_f)\) and every coset \(\gamma \in K \backslash H(\mathbb{A}_f)\), these data determine a “translated” algebraic cycle \(Z_K(\lambda, \gamma)\) on \(X_K\) over \(E\) at level \(K\) via the map

\[
H_{\lambda}(\mathbb{Q})\backslash \left(\mathbb{D}_{\lambda} \times H_{\lambda}(\mathbb{A}_f)/H_{\lambda}(\mathbb{A}_f) \cap \gamma^{-1}K\gamma\right) \rightarrow H(\mathbb{Q})\backslash \left(\mathbb{D} \times H(\mathbb{A}_f)/K\right) = X_K(\mathbb{C}),
\]

\[
[(w, \gamma')] \mapsto [(w, \gamma'\gamma^{-1})].
\]

Note that \(Z_K(\lambda, \gamma)\) vanishes unless the \(g \times g\) Hermitian matrix \(Q(\lambda) := \frac{1}{2}((\lambda_i, \lambda_j))_{i,j}\) is positive semidefinite and \(\text{rk}(Q(\lambda)) = \text{rk}[\lambda_i : 1 \leq i \leq g]\). Given a nice weight function, special cycles are a family of weighted linear combinations of these translated cycles over essentially integral tuples \(\lambda\), indexed by the values of \(Q(\lambda)\). More precisely, this family is defined as follows. Let \(T \in \text{Herm}_g(E)_{\geq 0}\) be a Hermitian positive semidefinite matrix, and \(\varphi\) be a \(K\)-invariant Schwartz-Bruhat function on the finite adelic points \(V(\mathbb{A}_{E,f})^g\) over \(E\). If \(V(E)\) is nonempty, for a fixed rational tuple \(\lambda_0 \in V(E)^g\), and the shift \(\gamma \in K \backslash H(\mathbb{A}_f)\) such that \(\gamma\lambda_0 = \lambda\), we define
the translated cycle $Z_K(\lambda)$ to be $Z_K(\lambda_0, \gamma)$. The special cycle $Z_K(T, \varphi)$ in $X_K$ is then defined to be the finite sum

$$Z_K(T, \varphi) := \sum_{\lambda \in K \setminus \Omega_T(A_{E,f})} \varphi(\lambda)Z_K(\lambda),$$

for the set $\Omega_T(A_{E,f}) := \{ \lambda \in V(A_{E,f})^\emptyset : Q(\lambda) = T \}$. Note that the finiteness of the sum is due to the compactness of the set $\Omega_T(A_{E,f}) \cap \operatorname{supp}(\varphi)$. Moreover, the special cycles $Z_K(T, \varphi)$ as $K$ varies are compatible in the projective system under the étale covering maps of the corresponding Shimura varieties $X_K$, so we may write $Z(T, \varphi)$ for $Z_K(T, \varphi)$.

We are in position to state the unitary Kudla’s modularity conjecture. Let $\mathcal{L}_D$ be the tautological line bundle over $D$, that is, the restriction to $D$ of the line bundle $\mathcal{O}(-1)$ over $\mathbb{P}(V(\mathbb{C})$. Since the action of $H(\mathbb{R})$ on $D$ lifts naturally to $\mathcal{L}_D$, the line bundle $\mathcal{L}_D$ descends to a line bundle $\mathcal{L}_K$ over the Shimura variety $X_K$. Just like the special cycles $Z_K(T, \varphi)$, the line bundles $\mathcal{L}_K$ are also compatible in the projective system of Shimura varieties $X_K$ as $K$ varies, and we write $\mathcal{L}^V$ for the class of the dual bundle in the first Chow group $\operatorname{CH}^1(X_K)$. It is clear that $Z(T, \varphi)$ is a cycle of codimension $r(T)$ (the rank of $T$), and we write $Z(T, \varphi)$ also for its class in the Chow group $\operatorname{CH}^r(T)(X_K)$. Finally, the generating series for special cycles on $X_K$ is defined to be the formal sum

$$\psi^\operatorname{CH}_{g, \varphi}(\tau) := \sum_{T \in \operatorname{Herm}_g(E)_{\geq 0}} Z(T, \varphi) \cdot (\mathcal{L}^V)^{g-r(T)} q^T,$$

where the dot “.” denotes the product in the Chow ring $\operatorname{CH}^*(X_K)$, and $q^T = \exp(2\pi i \operatorname{tr}(Tr))$ for $\tau$ in the Hermitian upper half space $\mathbb{H}_g$. The unitary Kudla’s modularity conjecture states that $\psi^\operatorname{CH}_{g, \varphi}(\tau)$ is a Hermitian modular form over $E/\mathbb{Q}$ of genus $g$ and weight $n$ valued in the Chow group $\operatorname{CH}^g$. An immediate consequence of this conjecture is that the $\mathbb{C}$-span of special cycles $Z(T, \varphi)$ in the complexification $\operatorname{CH}^g(X_K)_\mathbb{C}$ is finite dimensional, and a further appealing feature is that relations between Fourier coefficients of certain Hermitian modular forms give rise to the corresponding relations between special cycles $Z(T, \varphi)$ in the complexification $\operatorname{CH}^g(X_K)_\mathbb{C}$. See [BW15a; Wes15] for this computational aspect in the orthogonal case. Under the assumption that the generating series $\psi^\operatorname{CH}_{g, \varphi}(\tau)$ is absolutely convergent, Y. Liu proved the conjecture in Theorem 3.5 of [Liu11]. Combining his result with Theorem 5.7, we obtain the following result.

**Theorem 6.1.** In the cases of norm-Euclidean imaginary quadratic fields, the unitary Kudla conjecture is true for open Shimura varieties.

**Proof.** We claim that the generating series $\psi^\operatorname{CH}_{g, \varphi}(\tau)$ is a symmetric formal Fourier–Jacobi series of genus $g$, cogenus $g-1$, and weight $n$, and the statement then follows from Theorem 5.7 for $l = g-1$, $k = n$, and the trivial type $\rho$. First, writing $\tau = \begin{pmatrix} T & U \\ Z & T \end{pmatrix}$, we consider the formal Fourier–Jacobi expansion

$$\psi^\operatorname{CH}_{g, \varphi}(\tau) = \sum_{m \in \operatorname{Herm}^{-1}(E)_{\geq 0}} \phi_{m, \varphi}(\tau_1, w, z)e(m \tau_2),$$

where $\phi_{m, \varphi}(\tau_1, w, z)$ is a Hermitian modular form of weight $n$ and genus $g$.
where the $m$-th formal Fourier–Jacobi coefficient $\phi_{m,\varphi}$ is given by

$$\phi_{m,\varphi}(\tau_1, w, z) = \sum_{n \in \mathbb{Q}_{\geq 0}} Z\left(\binom{n}{r^* m}, \varphi\right) e(n \tau_1 + r z) e(r^* w).$$

To verify our claim, by the first part of Theorem 3.5 in [Liu11], it suffices to show the absolute convergence of $\phi_{m,\varphi}$, and we proceed as in W. Zhang’s thesis [Zha09]. Although connected components of a Shimura variety $X_K$ are in general defined over cyclotomic extensions of $\mathbb{Q}$, they are linked via Galois action, and special cycles on them are Galois conjugate to each other. Therefore, without loss of generality, we may work with a connected Shimura varieties in the classical setting as in [Bor99], and unless otherwise stated, we use from now on the numbering and notation as in Chapter 2 of [Zha09], for the counterparts that can be similarly defined in the unitary case. The Shimura variety $X_K$ we work with can be written as $X_\Gamma$ for a neat congruence subgroup $\Gamma$ of $U(L)$, where $L$ is the unitary counterpart of the lattice defined in Theorem 2.5. First, we note that our formal Fourier–Jacobi coefficients $\phi_{m,\varphi}$ correspond to $\theta(\lambda, \mu)_{t}$ defined in (2.7), where the functions $F$ are defined as $F_i$ just before Theorem 2.9, for linear functionals $i$ on the Chow group $CH^r_L$ and $1 \leq r = g \leq n - 1$. By (2.10), which expresses $\theta(\lambda, \mu)_{t}$ as a finite sum of $\theta_{\lambda, x}(\varphi)$ (defined just before (2.10)), and following the proof of Proposition 2.6, we see that each formal Fourier–Jacobi coefficient $\theta(\lambda, \mu)_{t}$ is absolutely convergent, assuming the absolute convergence of the vector-valued generating $q$-series $\Theta_{F_i} = \Theta_{F_i \varphi}(\varphi)$ (defined just before Theorem 2.5) on $H_1$ for every tuple $x \in L^{r, r-1}$ with positive definite $\mathbb{Q}^x$, and $1 \leq r \leq n - 1$. Following the proof of Theorem 2.9, for any linear functional $i$ on the Chow group $CH^r_L$, in the unitary case we also have the equation $\Theta_{F_i \varphi} = \Theta_{F_i \varphi}^x$, where $i \varphi$ is the associated shifting by a power of dual line bundle defined in the middle of the proof. Since $i \circ i \varphi$ is a linear functional on the first Chow group $CH^1_L$, the absolute convergence of the counterpart of $\Theta_{F_i \varphi}^x$ in the unitary case follows from the second part of Theorem 3.5 in [Liu11], which completes the proof of our claim.

Remark 6.2. If the Hermitian space $V$ is anisotropic, then $X_K$ is compact and our theorem is already complete in this case. If $V$ is isotropic so that $X_K$ is not compact, we only obtain the result for open Shimura varieties. On a toroidal compactification $X_K$, modularity of the generating series of special cycles becomes a natural question only after we define the boundary components of special cycles. The problem was posed in [Kud04], and in the case of special divisors on toroidal compactifications of orthogonal Shimura varieties, Jan–Zemel proved the corresponding modularity conjecture in their recent preprint [BZ20].
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