Abstract

Two fundamental problems in the context of probabilistic graphical models are learning and inference. Many traditional probabilistic methods resort to approximations in either learning, inference, or even both steps due to their large complexity cost. This leads to algorithms where the learning and inference steps are disjoint, which often degrades algorithm performance. In this work, we present a Local Perturb-and-MAP (locPMAP) method, a novel framework for structured prediction based on local optimization over randomly perturbed potential functions. Unlike most prior methods, our proposed scheme does not rely on approximations and also unifies the learning and inference steps. This allows our approach to outperform other methods on several vision tasks, where structured models are commonly used. Additionally, we demonstrate how to apply our proposed scheme for an end-to-end training of a deep structured network. Finally, our framework gives a novel interpretation for pseudolikelihood, enabling various powerful extensions, such as the use of pseudolikelihood under the Bayesian framework.

1 Introduction

Probabilistic graphical models, such as Markov random fields, and conditional random fields provide a powerful framework for solving challenging learning problems that require structured output prediction. The use of graphical models consists of two main steps: learning, which estimates the model parameters from the data, as well as inference, which makes predictions based on the learned model. Unfortunately, both maximum likelihood learning and probabilistic inference involve calculating the normalization constant (also known as partition function), which is intractable to compute in general. In practice, approximation methods, such as variational inference and MCMC, are widely used for inference and learning. There also exist alternative consistent learning methods such as the maximum pseudo-likelihood (PL) estimator [2] which does not require calculating likelihood and is computationally tractable.

It is well known that there are strong interactions between learning and inference. As a result, the choice of the learning and inference algorithms should be considered jointly, an idea which is referred to as “inferning” [1]. Although it is relatively easy to identify “inferning” pairs when using variational or MCMC approximations, it is unclear what the natural inference counterpart of pseudo-likelihood (PL) is. For instance, even if PL learning estimates a true model, a poor choice of a subsequent approximate inference algorithm may deteriorate the overall prediction accuracy.

An alternative way to achieve “inferning” is to employ models that are computationally more tractable. One such framework is the Perturb-and-MAP model [13, 16] which involves injecting noise into the

[1] see [http://inferning.cs.umass.edu](http://inferning.cs.umass.edu)
log-probability (the potential function), and generating random samples to find the global maximum, i.e., the maximum a posteriori (MAP) estimate of the perturbed probability.

These models have a sound probabilistic interpretation, which can be exploited to make predictions with an uncertainty measure. Another benefit is that models from the Perturb-and-MAP class require combinatorial optimization that can be solved easier than probabilistic inference models that require marginalizing over variables or drawing MCMC samples.

Unfortunately, despite being easier than marginalization, MAP estimation still requires a global optimization that is generally NP-hard. Thus, this prevents using perturb-and-MAP for generic graphical models. In addition, the perturb-and-MAP model can be viewed as a hidden variable model with deterministic constraints, and its training casts another challenging learning task that involves maximizing a non-convex likelihood function.

In this work, we propose “Local Perturb-and-MAP” (locPMAP) which only requires finding a local maximum of the perturbed potential function. We show that by employing random perturbations over the potential functions, the likelihood of our locPMAP model becomes the same as the pseudo-likelihood of the original graphical model. As a result, our locPMAP inference method forms an “inferning” counterpart for the pseudo-likelihood learning objective, which allows us to avoid approximations in the inference step. This new interpretation of PL as a true likelihood also opens up opportunities for many useful extensions, such as the use of PL under the Bayesian framework.

We test our approach on two different vision tasks. We show that the consistency between learning and inference of our method yields better results than those achieved using approximate inference techniques, on both of these tasks. In addition, we demonstrate that we can integrate our method in the fully convolutional network framework [11] to address the complexity limitation of log-linear CRF models and further improve our performance on challenging structured-prediction problems.

2 Related Work

The idea of perturb-and-MAP was motivated by the classical “Gumbel-max-trick” that connects logistic function with discrete choice theory. It was first applied to graphical model settings by [13] and [8]. This work gave rise to a rich line of research [9, 6, 16]. We remark that these methods all require difficult global optimization, in contrast with the local optimization in our method.

The idea of “inferning”, which enforces the consistency between learning and inference, was discussed by [17], who showed that when exact inference is intractable, it is better to learn a “wrong” model to compensate the errors made by the subsequent approximate inference methods. A line of work has been developed to explicitly tune parameters in approximate inference procedures [12] [5].

3 Background

In subsection 3.1 we introduce some background information on conditional random fields (CRFs). Additionally, in subsection 3.2, we present some key ideas related to the Gumbel-Max trick and Perturb-and-MAP. We will use all of these ideas to introduce our method in Section 4.

3.1 Structured Prediction with CRFs

CRFs provide a framework for solving challenging structured prediction problems. Let $x$ be an input (e.g., an image), and $y$ a set of structured labels (e.g., a semantic segmentation). A CRF assumes that the labels $y$ are drawn from an exponential family distribution

$$p(y|x; w) = \frac{1}{Z(\theta)} \exp(\theta(y, x, w)) \quad (1)$$

where $\theta$ is a potential function and $w$ are model parameters that need to be estimated from data; the normalization constant $Z(x, w) = \sum_y \exp(\theta(y, x, w))$ is difficult to compute unless the corresponding graph is tree structured.
Now assume that we are given a set of annotated training data examples \( \{x^i, y^i\} \). A typical maximum likelihood estimator learns parameters \( w \) by maximizing the log likelihood function:

\[
\hat{w} = \arg \max_w \sum_i \log p(y^i|x^i; w). \tag{2}
\]

With the estimated parameters \( \hat{w} \) we can then make predictions for a new testing image \( x^* \):

\[
\hat{y} = \arg \max_y p(y|x^*; \hat{w}) = \arg \max_y \theta(y, x^*; \hat{w}). \tag{3}
\]

However, both the learning and inference steps in Equations \(2\)–\(3\) are computationally intractable for general loopy graphs. Instead, a popular computationally efficient alternative for MLE is the pseudolikelihood (PL) estimator \( [2]\), defined as:

\[
\hat{w} = \arg \max_w \sum_i \sum_j \log p(y^i_j | x^i; \hat{w}), \tag{4}
\]

where \( \neg j \) refers to the neighborhood of the nodes in the graph that are connected to the node \( j \). Based on this formulation, each conditional likelihood does not involve \( Z \), and can be calculated efficiently. The PL is known to be an asymptotically consistent estimator, meaning that \( \hat{w} \) approaches the true parameter \( w \) as the size of the dataset is increased.

However, even if PL estimates the true parameters perfectly, the prediction step in \(3\) still requires approximation. Iterated Conditional Modes (ICM) is one of the simplest inference algorithm that returns a local maximum from the neighborhood of nodes. Other widely used inference techniques include loopy belief propagation (LBP), the mean field algorithm (MF), and Gibbs sampling.

The problem with using approximate inference algorithms is that they may not work well together with the PL learning algorithm. This is because learning and inference are performed disjointly without considering how one may affect the other.

### 3.2 Perturb-and-MAP

In contrast to CRF, the perturb-and-MAP model \( [8, 13]\) considers distributions of the form

\[
\Pr[y \in \arg \max \{\theta(y) + \epsilon(y)\}], \quad \epsilon \sim q \tag{5}
\]

where we drop the dependency on \( x \) to simplify the notation. That is, we first perturb the potential function \( \theta(y) \) with random noise \( \epsilon(y) \) from distribution \( q \) and then draw the sample by finding the maximum \( y \). Consider special perturbation noise \( \epsilon(y) \) drawn i.i.d. from the zero mean Gumbel distribution with cumulative distribution function \( F(t) = \exp(-\exp(-t+c)) \), where \( c \) is the Euler constant. The Gumbel-max trick shows that the perturb-and-MAP model is then equivalent to the distribution in \( [1]\), that is:

\[
\Pr[y \in \arg \max \{\theta(y) + \epsilon(y)\}] = \frac{\exp(\theta(y))}{\sum_y \exp(\theta(y))}. \tag{6}
\]

This connection provides a basic justification for perturb-and-MAP models.

### 4 Local Perturb-and-MAP Optimization

A major limitation of Perturb-and-MAP, even when using Gumbel noise, is that it requires global optimization over the perturbed potentials. We address this problem by replacing the global optimum with a local optimum. We start by defining the notion of local optimality.

**Definition 4.1.** Let \( \mathcal{B} = \{\beta_k\} \) be a set of non-overlapping sets of variable indices such that \( \beta_k \cap \beta_l = \emptyset \) for \( \forall k \neq l \). Then we say that \( y \in \text{Loc}\{\theta(y); \mathcal{B}\} \)

if \( y_\beta \in \arg \max_{y^i} \theta(y^i | y_\neg\beta) \) for \( \forall \beta \in \mathcal{B} \), where \( \neg \beta = [p] \setminus \beta \). This implies that \( y_\beta, y_\neg\beta \) is no worse than \( y^i_\beta, y^i_\neg\beta \) for any \( y^i_\beta \in Y_\beta, y_\neg\beta \in \mathcal{B}. \) In other words, \( y \) is a block-coordinate-wise maximum of \( \theta(y) \) on the set \( \mathcal{B}. \)
We are now ready to establish our main result. We show that by exploiting random Gumbel perturbations over the potential functions, we can formulate a Local Perturb-and-MAP model, for which the pseudolikelihood function becomes the true likelihood.

**Theorem 4.2.** Let us now perturb $\theta(y)$ to get $\tilde{\theta}(y) = \theta(y) + \sum_{\beta \in B} \epsilon(\beta)$, where each element $\epsilon(\beta)$ is drawn i.i.d. from a Gumbel distribution with CDF $F(t) = \exp(-\exp(-t+c))$, where $c$ is the Euler constant. Then we have

$$\Pr\left(y \in \text{Loc}[\tilde{\theta}(y); B]\right) = \prod_{\beta \in B} p(\beta; y_{-\beta}; \theta).$$

Note that the right hand side has a form of composite likelihood, which reduces to the pseudolikelihood when taking $B = \{k: k \in [n]\}$.

**Proof:** Based on our definition of Loc() we can write $\text{Loc}[\tilde{\theta}(y); B] = \cap_{\beta \in B} A_\beta$, where $A_\beta = \{y: y_\beta \in \arg \max_{y_\beta} [\tilde{\theta}(y_\beta, y_{-\beta}) + \epsilon(\beta)]\}$. Then, we can write:

$$\Pr(y \in A_\beta) = \Pr(y_\beta \in \arg \max_{y_\beta} [\tilde{\theta}(y_\beta, y_{-\beta}) + \epsilon(\beta)])$$

$$= \frac{\exp(\tilde{\theta}(y_\beta, y_{-\beta}))}{\sum_{y_\beta} \exp(\tilde{\theta}(y_\beta, y_{-\beta})}$$

$$= p(y_\beta; y_{-\beta}; \theta)$$

where we use Equation 6 to derive these equalities. Note that Equation 6 results from the application of the Gumbel-Max trick. In the context of our problem, this equation holds because $\epsilon(\beta)$ are drawn i.i.d from a zero mean and a unit variance Gumbel distribution. Additionally, since $\epsilon(\beta)$ are drawn independently from each other, the events $[y \in A_\beta]$ are independent too. Therefore, we can write:

$$\Pr(y \in \text{Loc}[\tilde{\theta}(y); B]) = \Pr(y \in \cap_{\beta \in B} A_\beta)$$

$$= \prod_{\beta \in B} p(y_\beta; y_{-\beta}; \theta).$$

## 5 The locPMAP model based on Random Potential Perturbation & ICM

Our result motivates a new Local Perturb-and-MAP (locPMAP) model for structured prediction, in which we assume that $y$ is generated by the following generative model: 1) Potential functions are perturbed using i.i.d Gumbel noise. 2) The ICM algorithm is applied on these randomly perturbed potential functions and the local maximum is returned for each node.

We outline these two steps in Algorithm[1]. We assume a simple case when $B$ consists of the set of single variables, and hence the likelihood of locPMAP corresponds to the pseudolikelihood of the original model. For simplicity, we drop the dependency on $B$ and use the notation $\text{Loc}[\tilde{\theta}(y, x; w)]$. Given a set of training data $\{x^i, y^i\}$, we then estimate the parameters $w$ by maximizing the likelihood of this model. Using our proof from Section[4] we can write this likelihood as:

$$\hat{w} = \arg \max \sum_i \log \Pr(y \in \text{Loc}[\tilde{\theta}(y, x; w)])$$

$$= \arg \max \sum_i \log \prod_j p(y_j^i | y_{-j}^i; \theta)$$

$$= \arg \max \sum_j \sum_i \log p(y_j^i | x, y_{-j}^i; w)$$

We know that the expression above is equivalent to the pseudolikelihood, which we discussed in Section[5.1]. Thus, to estimate the parameters of the model according to the true likelihood, we can simply maximize the pseudolikelihood function. Note that while for most prior CRF-based methods the pseudolikelihood is considered just a surrogate for the true likelihood function, for our formulated model the pseudolikelihood is the true likelihood function.
Algorithm 1 Generative Model via Random Potential Perturbation & ICM Algorithm

1. Let $\tilde{\theta}(y, x; w) = \theta(y, x; w) + \epsilon(y)$, where $\epsilon(y)$ are drawn i.i.d. from Gumbel $\sim \text{G}(0, 1)$.

2. Run ICM on the perturbed potentials $\tilde{\theta}(y, x; w)$ to get $y_j = \arg \max_y \tilde{\theta}(y_j, y_{-j}, x; w), \forall j$.

Such a formulation then allows our model to eliminate the need for approximate learning and inference methods. Additionally, our model enforces consistency between learning and inference. As a result, after estimating the parameters by maximizing the PL, we can then perform inference by running Algorithm 1, which is consistent with the PL parameter learning.

Because the result of Algorithm 1 is not deterministic, we can repeatedly run it for several iterations, and then take the mode of the returned samples. Due to the consistency with the PL learning such prediction scheme should not only produce good results but, unlike most inference methods, it can also produce probabilistic outputs with error bars indicating the variance of the structured prediction.

6 Learning Deep Unary Features with FCNs and Pseudolikelihood Loss

Background. Under log-linear CRF models, we typically assume that the potential function is a weighted combination of features:

$$\theta^U_i = \exp \sum_j w_{ij}^U f^U_j(x_i) \quad \theta^P_{ij} = \exp \sum_k w_{ik}^P f^P_k(x_i, x_j)$$

where $\theta^U_i$, $w^U_i$ and $f^U(x_i)$ denote unary potentials for node $i$, learnable unary feature parameters, and unary features, respectively. Similarly, $\theta^P_{ij}$, $w^P$ and $f^P(x_i, x_j)$ are pairwise potentials between nodes $i$ and $j$, learnable pairwise feature parameters, and pairwise features, respectively.

However, there are several important limitations related to log-linear CRF models. Such models have only a linear number of learnable parameters, which limits the complexity of the model that can be learned from the data. One way to address this is to construct highly nonlinear and complex features that would work well even with a linear classifier. However, hand-engineering complex features is a challenging and time-consuming task requiring lots of domain expertise. To address both of these limitations, we train a deep network that optimizes a pseudo-likelihood criterion and automatically learns complex unary features for our model.

Recently, deep learning methods have been extremely successful in learning effective hierarchical features that achieve state-of-the-art results on a variety of vision tasks. A particularly useful model for structured prediction on images is the Fully Convolutional Network (FCN) [11] used in combination with CRF models. These models combine the powerful methodology of deep learning for hierarchical feature learning with the effectiveness of CRFs for modeling structured pixel output, such as the class labels of neighboring pixels in semantic segmentation. While in early approaches the FCN and the CRF were learned separately [3], more recently there has been some successful work that has integrated CRF learning into the FCN framework [18]. Additionally, learning the parameters of the CRF in the neural network model has been addressed in [14][4].

However, we note that these approaches use loss functions that are approximations of the true likelihood behind the corresponding CRF model. Instead, in our approach we minimize the loss with respect to a pseudolikelihood, which is the true likelihood of our model and can also be computed exactly. Thus, by using FCNs we increase the complexity of our model, while still maintaining...
consistent learning and inference steps and avoiding any approximation methods. We optimize the entire FCN via backpropagation with respect to the pseudolikelihood loss as explained below.

**Optimizing the Pseudolikelihood Loss.** Let our input be an image of size $h \times w \times c$, where $h, w$ refer to the height and width of the image and $c$ is the number of input channels ($c = 3$ for color RGB images, $c = 1$ for grayscale images). Then assume that our goal is to assign one of $K$ possible labels to each pixel $(i, j)$. The label typically denotes the class of the object located at pixel $(i, j)$ or the foreground/background assignment. Our conditional pseudolikelihood probability is then:

$$p(y(i, j) = l | x, y_{-(i, j)}) = \frac{\exp(\theta_{i,j,l})}{\sum_{k=1}^{K} \exp(\theta_{i,j,k})}$$

(7)

where $\theta_{i,j,l}$ refers to the potential function values for label $l$ at pixel $(i, j)$, and where $-(i, j)$ indicates all the nodes connected to node $(i, j)$. More specifically, $\theta_{i,j,l}$ denotes the product of a unary potential at a node $(i, j)$ and all the pairwise potentials that are connected to the node $(i, j)$. The subscript $l \in \{1, \ldots, K\}$ in the probability notation denotes that this is a potential associated with the class label $l$. Then, to obtain a proper probability distribution we can normalize this potential value as shown in Equation 7. Finally, we can write the loss of our FCN and its respective gradient as:

$$L_{i,j,l} = -\log p(y(i, j) = l | x, y_{-(i, j)}; \theta_{i,j,l})$$

(8)

$$\frac{\partial L_{i,j,l}}{\partial \theta_{i,j,l}} = p(y(i, j) = l | x, y_{-(i, j)}) - 1\{y_{i,j} = l\}$$

(9)

where the last term in the equation is simply an indicator function denoting whether ground truth label $y_{i,j}$ is equal to the predicted label $l$. This gradient is computed for every node $(i, j)$ and then the sum across all the nodes is backpropagated to all layers of the FCN. We provide more details about the training details in the experimental section.

### 7 Experimental Results

In this section, we evaluate our Local Perturb-and-MAP (locPMAP) method results against other inference techniques on two different tasks. In all our experiments, we use the following setup. First, we learn the parameters of a CRF-based model using the PL learning criterion. We note that the PL learning is done once, and the same learned parameters are then used for both our method and the other baseline inference techniques. This is done to illustrate the benefit of consistent learning and inference of our method, and also to compare the performance between our method and inference techniques that are not consistent with the PL learning step. We note that in the case of the baseline methods, the PL learning objective is only an approximation to the true likelihood function. However, for our locPMAP method the PL learning objective is the true likelihood of our model. Our study is aimed to show that by enforcing consistency between learning and inference, our approach can outperform other inference techniques, even methods known for their strong optimization performance.
Since our method relies on ICM to make predictions, we compare our approach with traditional ICM. We also compare against an iterative version of ICM (ICM-iter) which is executed for the same number of iterations as our method (50 iterations), in order to give both methods the same computational budget. In this iterative version of ICM, at each iteration we randomly perturb the potentials by setting a small fraction (e.g., 0.1) of them to zero. In all experiments, for our method and ICM-iter, we only perturb the unary potentials. Additionally, we use a grid-based graph model, with each node connected to its 4 neighbors. The details of the pairwise potentials are discussed separately below for each task. We also tested inference of the learned model using loopy belief propagation (LBP), mean field (MF), simulated annealing (SA) and Gibbs sampling (MCMC). For both tasks we show that our Local Perturb-and-MAP method consistently outperforms other inference techniques, thus demonstrating the benefit of optimizing the true likelihood function, and maintaining consistent learning and inference steps. We now present each of our experiments in more detail.

### 7.1 Denoising Handwritten Digits

For our first evaluation we use the MNIST dataset which contains black and white images of handwritten digits. We corrupt each $28 \times 28$ image using Gumbel noise with 0.25 signal-to-noise ratio. This produces corrupted grayscale images, which are used as input to our system. The objective is to recover the original black/white (background/foreground) value of each pixel.

In our experiments, we used 5000 images for training and 5000 images for testing. We performed two types of experiments on this task. First, we evaluated all methods using the corrupted pixel intensity values as unary features. For pairwise features between nodes $i$ and $j$, we used the corrupted pixel intensity values as unary features. For pairwise features between nodes $i$ and $j$, we used the corrupted pixel intensity values as unary features.

For the second experiment, we trained a fully convolutional network (FCN) to learn the unary features. To optimize the pseudolikelihood criterion, we used pairwise potential parameters that were learned using the corrupted potentials. We kept the pairwise potential parameters fixed and performed gradient backpropagation only through the unary feature parameters.

To train the FCN, we used an architecture composed of 5 convolutional layers with kernel size of $3 \times 3$ for the first four layers and kernel size of $1 \times 1$ for the last layer. The output plane dimensions for the convolutional layers were 64, 126, 256, 512 and 2 respectively. To avoid the reduction in the resolution inside the deep layers, we did not use any pooling layers. We trained our FCN to minimize the pseudolikelihood loss for $\approx 3000$ iterations.

In Table 1, we present quantitative results of our method and several top baseline methods. The performance of each method is evaluated in terms of IoU metric for background and foreground classes. We separately evaluate each baseline inference method using corrupted pixel intensities as unary features (Raw) versus deep unary features learned via FCNs (Deep). We compare the results when using raw corrupted pixel intensities as unary features (Raw) and also using deep features (Deep). The results demonstrate that our locPMAP method outperforms the other baseline inference techniques in both cases.

| Method  | Background | Foreground | Mean |
|---------|------------|------------|------|
| LBP     | 0.846      | 0.854      | 0.846|
| MF      | 0.864      | 0.877      | 0.864|
| ICM     | 0.722      | 0.797      | 0.722|
| ICM-iter| 0.806      | 0.837      | 0.806|
| SA      | 0.730      | 0.807      | 0.730|
| ICM     | 0.840      | 0.840      | 0.840|
| LocPMAP | 0.751      | 0.826      | 0.751|

Table 1: Results of handwritten digit denoising task. Performance is measured according to the Intersection over Union (IoU) for both the foreground and the background mask. We compare the results when using raw corrupted pixel intensities as unary features (Raw) versus deep unary features learned via an FCN (Deep). Our locPMAP method outperforms the other baseline inference techniques in both cases.

In Table 1, we present quantitative results of our method and several top baseline methods. The performance of each method is evaluated in terms of IoU metric for background and foreground classes. We separately evaluate each baseline inference method using corrupted pixel intensities as unary features (Raw) and also using deep features (Deep). The results demonstrate that our locPMAP method outperforms other inference baselines, thus suggesting that consistent learning and inference is critical for good performance. Additionally, we note that learning unary features via FCNs substantially improves the accuracy for most methods. We also present qualitative results in Figure 1.
We note that the idea of “inferning” is still relatively unexplored. In this work, we designed a model that unifies the learning and inference steps for structured prediction by employing random potential function perturbations and a local ICM inference method. Our model is formulated in such a way that the pseudolikelihood learning objective is the true likelihood of our model. We have shown that the consistency between learning and inference in the objectives optimized by our model, leads to improved results compared to other popular inference methods on two vision tasks. Additionally, we have demonstrated that using the pseudolikelihood objective, we can learn effective deep unary features using fully convolutional networks. This allows us to address the complexity limitation of log-linear CRF models, and also to avoid the costly feature engineering process.

We note that the idea of “inferning” is still relatively unexplored. In this work, we designed a model that gives a novel interpretation for the pseudolikelihood learning objective, avoids approximations and also introduces a consistent learning and inference framework. Our proposed model leaves space for useful extensions. For instance, the fact that the pseudolikelihood becomes the true likelihood of our model, allows us to reason about our model in Bayesian terms, and thus possibly build more successful models. Additionally, we note that ICM is one of the simplest inference techniques. Due to the limited space, we only included the results of the top baseline methods.

### 7.2 Scene Labeling

As our other task, we consider the problem of scene labeling. Our goal is to assign every pixel to one of 8 possible classes: sky, tree, road, grass, water, building, mountain, and a foreground object. For this task, we use the Stanford background dataset [7], which has per-pixel annotations for a total of 715 scene color images of size $240 \times 320$. In this case the input to the system is the RGB image and the objective is to label every pixel in the scene with a correct class. We split the dataset randomly and use 600 images for training and the remaining 115 images for testing.

Once again we perform two experiments for this task. First, we use the boosted unary potentials provided by [7] as the unary features in our CRF model. Next, to construct pairwise potentials we extract HFL boundaries [1] from the images. We then compute the gradient on the boundaries, and use it as pairwise pixel features. Then, we learn CRF parameters by optimizing the pseudolikelihood objective, and perform the inference using the learned parameters.

For the second experiment, we learn deep features using fully convolutional network architecture based on DeepLab [3]. During training, we fix the pairwise potential parameters, and only learn the parameters associated with the unary terms. After the unary learning is done, we learn new pairwise parameters given the learned unary features.

In Table 2 we present our results for the scene labeling. The results show that our locPMAP method outperforms other inference methods in both scenarios: using boosted [7] and also using our learned deep features. In Figure 2, we also show our qualitative results. Note that compared to the results achieved by [7], our predictions are spatially smoother. Similarly, relative to the ICM predictions, our Local Perturb-and-MAP results have crispier boundaries around the objects and are also more spatially consistent. We also note that unlike most inference methods, which can only predict the discrete label, our method also outputs the prediction confidence and variance for every pixel (See Figure 5).

### 8 Discussion

In this work, we introduced Local Perturb-and-MAP (LocPMAP), a method that unifies the learning and inference steps for structured prediction by employing random potential function perturbations and a local ICM inference method. Our model is formulated in such a way that the pseudolikelihood learning objective is the true likelihood of our model. We have shown that the consistency between learning and inference in the objectives optimized by our model, leads to improved results compared to other popular inference methods on two vision tasks. Additionally, we have demonstrated that using the pseudolikelihood objective, we can learn effective deep unary features using fully convolutional networks. This allows us to address the complexity limitation of log-linear CRF models, and also to avoid the costly feature engineering process.

We note that the idea of “inferning” is still relatively unexplored. In this work, we designed a model that gives a novel interpretation for the pseudolikelihood learning objective, avoids approximations and also introduces a consistent learning and inference framework. Our proposed model leaves space for useful extensions. For instance, the fact that the pseudolikelihood becomes the true likelihood of our model, allows us to reason about our model in Bayesian terms, and thus possibly build more successful models. Additionally, we note that ICM is one of the simplest inference techniques. Due to the limited space, we only included the results of the top baseline methods.
to its simplicity, it would be beneficial to develop a model that employs a more advanced inference techniques and still has consistent learning and inference steps. Finally, for many applications pseudolikelihood may not be an appropriate loss function. In future work we will consider more complex loss functions to be integrated in our framework.
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