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Abstract: Deep learning has gone deeper and has been utilized in almost all the applications like object recognition, image classification, speech recognition and much more. Most of the real-time applications rely on deep learning for accurate results. But one downside to the deep learning is its demand for GPUs (Graphical Processing Unit) or TPUs (Tensor Processing Units) for faster execution. There was no one-stop-shop hardware and software for deep learning applications, until recently Intel launched the Movidius Neural Compute Stick (NCS). This sleek device provides the power of GPU in a CPU based system. In this work, we have modeled an animal detection system using NCS and AdaBoost classifier powered by Multi-Block Local Binary Pattern (MB-LBP) features. The model has been built upon AlexNet and has achieved an average accuracy of 96.8% and a false rate 2.3% in classifying the animals as wild and non-wild. Furthermore, the model has a speedup of 467% when compared to the execution in the CPU based system.
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I. INTRODUCTION

Image classification, one of the popular computer vision problem, classifies the given object or the instances in the image into one of the predefined classes or categories. Conversely, object detection can identify multiple instances in the same image, i.e., it localizes the objects in the image. Traditional approaches in object detection rely on complex algorithms that use features like edges, texture, curves, etc. [1-4] to recognize the objects. Contemporary techniques like Deep learning uses a rather interesting approach in which there are multiple layers and the neurons in each layer are interconnected, thereby forming complex layers [5]. Each layer of the architecture focuses on capturing different features and they use various algorithms specific to their feature descriptors. For instance, to detect a traffic stop sign, we would use a deep learning architecture, in which one layer will detect the edges, another layer will detect the color, yet another layer will detect the corners and so on [6]. This capability of the Deep Neural Network to split the given task into multiple layers of the modest algorithm makes it more efficient [7] for solving real-time applications.

The main objective of this work is to detect the various animals from the given image. The model is intended to detect various kinds of animals like deer, monkey, pig, fox, etc. The model has been widely tested on both RGB and thermal images and has produced promising results that could be applied for real-time animal detection applications. The model is built using Intel® Movidius™ Neural Compute Stick (NCS) [8], a miniscule deep learning based USB drive. NCS is driven by Movidius Visual Processing Unit (VPU), a high performance device that requires very low power. NCS is capable of translating a PC environment based trained neural networks to various apps [9-11]. Indeed, the VPU is already available in millions of products like security cameras, drones, industrial machine vision equipment, etc. [12-14]. The Movidius NCS can run networks that are based on Caffe and Tensorflow. NCS optimizes the networks to be able to run in the ultralow power Myriad™ 2 VPU. Generally speaking, Movidius NCS is an easy-to-use kit that could be thought of like a Graphical Processing Unit (GPU) running in a USB. The notable feature of NCS is that it supports Convolutional Neural Networks (CNN) profiling, modeling and fine-tuning.

While Neural Compute Application Zoo (NC App Zoo) has a number of pre-trained DNN models, it is always not a good choice to completely adopt a pre-trained network. Instead, we can build a custom model that is more appropriate for our application. NC App Zoo has several pre-trained models such as MobileNets, SqueezeNet, AlexNet, GoogleNet, etc [15-17]. These networks are mostly trained on ImageNet dataset and are quite useful in building modest projects. But, for building a Proof of Concept (PoC) application, we need to customize the neural network.

In this work, we will train a pre-defined neural network for our custom dataset, profile the model using Movidius NCS Software Development Kit (SDK), and amend the network for the least execution time and finally deploy the customised neural network. Our model is a fine-tuned version of AlexNet. The fine-tuned model is trained on ImageNet dataset. Movidius VPU is used for the inference.

II. RELATED WORK

While automatic animal identification is a common task, localizing the animal with a bounding box is very rare among the existing relevant literature.
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The few existing animal detection systems developed are also trained on very images and tested for very few common classes of animals.

Moloti et al. developed GroceryNet [26], a fine-tuned CaffeNet model for detecting groceries using Intel Movidius Neural Stick. Nashwan et al. also used Movidius NCS for object detection and recognition application [27]. Banumathi et al. developed a real-time vehicle detection application [28] using Movidius NCS. Recently, Sergio et al. analysed the possibilities of Vision Processing Unit as Co-processor for inference and concluded that multi-VPUs is equivalent to GPU [29].

Norouzzadeh[18] used deep neural networks on the Snapshot Serengeti dataset to train the images. They achieved an accuracy of about 92% in classifying 48 species of animals from Tanzania’s Serengeti National Park. The accuracy rate for the same dataset was further improved by Alexander Gomez et al. Alexander Gomez et al [19] also utilised very deep convolutional neural network for classifying 20 different animal species from Snapshot Serengeti dataset. Using residual network (ResNet) topology, they achieved an accuracy of about 88.9% in Top-1 category and about 98.1% in Top-5 category. In identifying animals from Camera-trap images, many [20] has achieved a decent accuracy. But, their models were based on manually designed feature extraction and moreover they worked only with few thousands of images. Though feature extraction is one of the preliminary steps in image processing, their use in automated image classification is limited and hence the works suffered from low accuracy rates.

Yu et al [21] has manually cropped the animal in the image and selected those images that contain the whole image of an animal for classification. With this, they were able to achieve an accuracy of about 82% in classifying 18 species of animals. But this technique was not suitable for automatic classification, as it relied on manual cropping. In contradiction, Chen et al [22] utilised convolutional Deep Neural Network to automate the process of segmentation and identification. They were able to achieve accuracy of about 38.3% in classifying 20 classes of animals. This accuracy is far from the desired rate.

Wawerla et al [23] detected wild bears from videos captured at the Arctic Circle. They developed a novel algorithm called motion shapete, which is nothing but the extension of shapelet algorithm developed for pedestrian detection. The model was trained on 405 positive images and achieved an accuracy of 76%. Zhang et al. [24] detected animals from highly cluttered images using a joint technique of Deep CNN and HOG features. The model was trained on 800 camera-trap images and has achieved an accuracy of 82%.

Parham et al [25] detected zebra using the state-of-the-art techniques like faster r-CNN and YOLO v1. They have addressed the challenging conditions in camera-trap images. The dataset of 2500 images was manually annotated and was trained on around 2672 images. The model has achieved an accuracy of 55.6% and 56.5% with faster r-CNN and YOLO v1 respectively.

III. METHODOLOGY

In this section, we will discuss the steps involved in deploying an animal detection model in NCS. The model follows the basic four steps of training, profiling, fine-tuning and running inference. In addition, the model can be deployed in any edge devices too. Furthermore, we classify the Area of Interest with AdaBoost classifier in combination with MB-LBP feature extraction.

Fig. 1. Proposed animal detection model

A. Animal detection with Movidius NCS

NCS has several pre-trained model in its official repository, but in order to develop our own model, one has to initially develop the architecture in CPU based system and train the dataset. The model’s inference can then be obtained by shipping the model from CPU to NCS. The test images has to be pre-processed in the CPU system itself and only one image can be loaded at any point of time. However, the inference is so quick just like a GPU based system. Fig 1 depicts the flow of animal detection model. The images are initially loaded form the CPU based system and pre-processed before offloading them to the Movidius NCS. We have utilized the existing AlexNet model from NCS and hence the model need not be ported, the inference is finally obtained for the given test image.

1. Train

Fine-tuning a pre-trained neural network, acclimates the architecture and trains the model from the learned weights. We use AlexNet as our base network and since ImageNet has 1,000,000 images, we use its pre-trained weights into our model. We modify the last layer of the network according to the number of classes in our model. Additionally, we decrease the learning rate for all the layers except for the newly introduced layers. This way, the new layers can learn fast and all other layers will change slowly. By deriving the parameters of AlexNet, our model was able to converge fast than expected. Also to avoid the problem of over-fitting, we monitored the trend line of training loss. For a better inference, we reviewed the detection accuracy to around 55,000 iterations. The model was able to achieve 96.8% accuracy in animal detection.

Dataset preparation is one of the important steps in training. We follow the basic pre-processing steps like resizing of image, cropping to get the area of interest, histogram equalization, etc. AlexNet uses an image dimension of 227x227 pixels. So, we resize all the images to 227x227 for training. We use mean subtraction technique to normalize the data. We used a mean value of Red=123, Green=117 and Blue=102 for the RGB data.
2. Profile

The standard NCS SDK contains a profiler tool called mvNCProfile, to analyse our neural network. This tool gives us the layer-by-layer explanation of our trained network. It gives a detailed explanation of the bandwidth requirement, execution time and the complexity of each layer. The weight file of our network is utilized for this purpose. Fig 2 depicts the network profile.

![Fig. 2. Network profile](image)

3. Fine-tuning and running inference

The results of the profiler can be modified to get best results in least execution time. The fine-tuned model can then be used to get the inference. Initially, we load the test image from the Ubuntu folder and unload it to NCS, which acts as a visual co-processor just like the VPU. The processing of neural network is done exclusively by the NCS, thus emancipating the application’s processor and memory for other low-level tasks. One important task to be taken care of is the pre-processing of image before loading the image onto NCS. The inference results can be read either using blocking or non-blocking function call. By default, we use blocking call to read the inference results.

B. Animal classification with AdaBoost classifier

The animals that are detected by Movidius NCS is further classified using AdaBoost classifier. We utilize the AdaBoost-based training algorithm to train a cascade classifier that classifies the animal as either wild or non-wild.

1. Feature extraction with MB-LBP

Multi-Block Local Binary Pattern is utilized for extracting the features. Typically, it works by comparing the average pixel value with multiple pixels from various blocks. The averaging function removes the noise and the function is also available in Multi-scale Local Binary Pattern. Feature types such as Multi-scale Block LTP also uses the averaging function for removing the noise from the inference. The Local Binary Pattern is calculated from all the image patches in every possible position. This will produce a response histogram. This function is really time-consuming and is not the wise choice for real-time detections. Moreover, the feature types from LBP cannot be directly used by cascade classifier, since cascade classifier uses histogram representation. To overcome these challenges, Zhang et al. proposed Multi-Block Local Binary Pattern, which is compatible for cascade classifiers like AdaBoost and also it has faster detection rate.

In MB-LBP, we calculate the average pixel value from the central multiple loacks and this average value is compared with the surrounding pixel values for getting the response pattern. The response pattern from MB-LBP can be directly used by the cascade classifier and the histogram representation is not required.

2. AdaBoost classifier for AoI classification

The animals that are detected by Movidius NCS is further classified using AdaBoost classifier. We utilize the AdaBoost training algorithm for training the cascade classifier which will then classify the animal either as wils or non-wild. The input will include the sample and feature pool and the output will be a cascade classifier with many strong classifiers. The positive and negative patches of both thermal and visable images are taken as positive and negative samples respectively. The features extracted from MB-LBP will be in feature pool. The algorithm builds one strong classifier by selecting the best features repeatedly from the feature pool. With these features, we build a weak classifier for this particular strong classifier. The construction of one strong classifier will be done only when it meets the requirement of the predefine minimum detection rate and the maximum false alarm rate. Hence, the strong classifier will contain many feature types.

IV. RESULTS AND DISCUSSION

In this section, we discuss about the results and also compare the model with various other architectures. The comparative results are also presented in this section. Though the model was trained on ImageNet dataset, we used our own images for testing. The images are manually captured by us using FLIR e40 thermal imaging camera. The captured images are in thermal form but can be converted to visible image form also. For this work, we utilized the visible image form of animals. The inference from the animal detection model is depicted in Fig 3. The test images are taken with FLIR camera, where we can read the temperature of each and every pixels in the image. However, the temperature can be read only in the thermal form of the image. The results from the model detects the animal and draws a bounding box around it and displays the class of animal with its confidence score.

Object detection with NCS has significant improvement in speedup when compared to CPU solely. Furthermore, AlexNet has faster execution time when compared to GoogleNet and Inception network, making it the best model for accurate and real-time animal detection. Table 1 discusses the performance of various models like AlexNet, GoogleNet and Inception network. The models execute faster with NCS than CPU alone and the speedup is relatively high in AlexNet than the counter models. Animal detection with NCS is obviously faster than CPU alone. Besides, AlexNet performs way better than GoogleNet and Inception model. It is to be noted that, GoogleNet takes around 0.60 sec for detecting even with NCS; whereas AlexNet takes only 0.51 sec even without NCS. This shows that AlexNet is much better in capturing the detailed characteristics of animals than other two models. Also, Inception model is currently not supported by NCS. The average precision of various animal classes is depicted in Fig 4.

![Fig. 3. Animal classification using AdaBoost classifier](image)
The model was trained for 10 classes of animals like cat, dog, cow, bull, deer, fox, goat, horse, monkey and pig. The above figure depicts the average precision of various classes of animals along with the number of test images for each class of animal. Left side of the figure denotes the number of test image. For instance, bull has 750 images approximately. Similarly, right side denotes the average precision. Goat class had the highest precision rate of about 98% and dogs had the least precision of 0.79. This is because, the test images of dogs had the highest precision rate of about 98% and dogs had the least precision rate of about 98% and dogs had the least precision of 0.79. This is because, the test images of dogs were specifically chosen to include various breeds of dogs. The model was trained for few breeds of dogs like German shepherd and Pomeranian but was tested with many different dog breeds like pug, hound dog, wolf dog, Canidae, etc. The test images of dogs had higher intra-class variance with fox and cat and this caused the model to have lower precision for dog class. However, the average accuracy of the model was 96.8%, thus making it the most appropriate model for real-time animal detection system.

V. CONCLUSION

Object detection is one of the interesting problems in computer vision due to the various challenges in the image. Recently, Deep Neural Network has started evolving as one of the best solution for object detection. DNN has been the back-bone for any real-time object detection applications. In particular, animal detection is one of the trickiest problem because of the challenges under which the animals are captured. The very nature of animals is one of the biggest challenges in detecting them. Despite the challenges, DNN promises to produce accurate detection even under few challenging conditions like lighting effect, occlusion, cluttered background, etc. Despite being accurate in detecting, the model should also be fast in detecting. Intel Movidius NCS satisfies this requirement. With NCS, we were able to achieve a speedup of around 467% when compared to mere PC based model.

The choice of network plays a major role in the model. Once, an appropriate base network is chosen, we can then customize them according to our requirement. Dataset with well-defined annotations have better performance than deeper CNN but there exist a trade-off between the execution time and confidence score. In future, deeper CNN can be exploited to get better accurate detections.
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