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Abstract

Hydro-morphodynamic models are an important tool that can be used in the protection of coastal zones. They can be required to resolve spatial scales ranging from sub-metre to hundreds of kilometres and are computationally expensive. In this work, we apply mesh movement methods to a depth-averaged hydro-morphodynamic model for the first time, in order to tackle both these issues. Mesh movement methods are particularly suited to coastal problems as they allow the mesh to move in response to evolving flow and morphology structures. This new capability is demonstrated using test cases that exhibit complex evolving bathymetries. Some of these test cases require the use of a wetting-and-drying scheme which is known to leak sediment. To ensure sediment is conserved with this scheme, a new conservative sediment transport model is implemented. For all test cases, we demonstrate how mesh movement methods can be used to reduce discretisation error and computational cost. We also show that the optimal parameter choices in the mesh movement monitor functions are fairly predictable based upon the physical characteristics of the test case, facilitating the use of mesh movement methods on further problems.
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1. Introduction

Over the last few decades, hydro-morphodynamic models have been increasingly used to simulate erosion in both fluvial and coastal zones (see [1,2]). These models are unfortunately generally computationally expensive, especially as they are often required to simulate very long-term morphological effects with relatively small timesteps so that hydrodynamic features such as waves and tides are appropriately resolved. The models must also often be run multiple times for calibration purposes and to quantify uncertainty as for example in [3], [4] and [5]. This means that it is infeasible to model many fluvial and coastal scenarios using standard fixed meshes of appropriate resolution. Furthermore, when applied to coastal regions, hydro-morphodynamic models must resolve problems with complex and fundamentally multi-scale domains. Unstructured mesh models, such as those based on finite element methods [6,7], are ideally suited to providing the required mesh flexibility
and multiple tools exist for generating multi-scale fixed meshes which are suitable for a wide range of geophysical applications (such as [8]). However, in cases with significant morphology changes, the areas which require finer mesh resolution vary throughout the simulation.

Mesh adaptation provides a solution to the time-dependent multi-scale issue as well as offering the potential to improve result accuracy and/or reduce computational cost. Mesh adaptation has been used previously in a range of hydro-morphodynamic models with finite element methods, for example, [9] and [10]. These hydro-morphodynamic models are not appropriate for solving the fluvial and coastal erosion problems discussed in this work because the first simulates cohesive sediment rather than non-cohesive sediment and the latter does not simulate bedlevel changes which are required to model erosion and deposition. In [11] the authors applied mesh adaptation to an appropriate hydro-morphodynamic model solved using finite volume methods. In our work we use a discontinuous Galerkin finite element discretisation which [12] demonstrate is better at dealing with steep gradients such as those that might form due to bedlevel changes. Furthermore, all these works use so-called $h$-refinement, where mesh cells are subdivided, or where the mesh topology is more substantially altered with cells locally created or destroyed and mesh connectivity altered [13] [14]. $h$-refinement methods can be computationally expensive for hydro-morphodynamic problems such as those considered in our work, because regions warranting the most mesh resolution move with the flow. This requires a large number of expensive operations including mesh-to-mesh interpolation to track this movement [15].

Conversely, this flow dependence makes these problems well suited to mesh movement methods (also known as $r$-adaptation) (see [16]). For these methods, the mesh topology is fixed and the (fixed number of) mesh nodes are dynamically moved. This allows different regions of the domain to vary between low and high resolution as flow structures pass through them. Given the fixed topology, mesh movement also avoids the problem of hanging nodes, which must be considered with $h$-adaptation methods. In addition, from a linear algebra perspective, because the number of mesh nodes is fixed, the matrix sparsity structure remains constant throughout the simulation. This is in contrast to $h$-adaptation methods where complex hierarchical structures are often required in order to accommodate nodes.

Mesh movement methods have been used successfully for boundary mesh movement in 2D-vertical models in [17] and [18], where the external boundary at the bed deforms with morphological changes. In this work, we consider a depth-averaged modelling approach (otherwise known as 2D-horizontal or 2DH) and the mesh movement is thus used for the 2D-horizontal mesh. Depth-averaged models are computationally cheaper than a full 3D model, and yet unlike 2D-vertical models are still able to capture variations in the cross-stream directions, as well as changes to the bed. Specifically, we use the 2D depth-averaged coupled hydro-morphodynamic model of [19] which models both suspended sediment transport and bedload transport for non-cohesive sediment with bed updates (see Figure 1). This model uses a discontinuous Galerkin finite element discretisation on an unstructured mesh and is developed within the finite element coastal ocean modelling system Thetis [20], built using the Firedrake Python-based code generation framework [21]). This framework is well suited for the inclusion of $r$-adaptation methods since these often require the solution of additional complex non-linear PDEs, which Firedrake is designed to make readily solvable (see [22]). Firedrake automatically generates low level kernels that assemble the discretised equations and uses the PETSc solver library [23] [24] [25] to solve the resulting linear and nonlinear systems. In addition, we take advantage of the adjoint framework within Firedrake to calibrate values of uncertain parameters in our model (see [26]).
Mesh adaptation (both $h$ and $r$) has already been implemented in the wider Firedrake framework, for example in [22, 28, 29, 30]. Integration of the mesh data structures with the underlying PETSc representation [31] laid the groundwork for the use of anisotropic metric-based methods in Firedrake [29]. This framework was used to apply mesh adaptation methods to the hydrodynamic component of Thetis’ 2D model for the first time in [32]. The works of [22] and [28] specifically address mesh movement methods. The present work represents the first use of mesh adaptation with a coupled hydro-morphodynamic model in Thetis and the first use of mesh movement methods in Thetis.

In this work, we consider test cases with complex evolving bathymetries which are difficult to capture accurately on coarse and/or fixed meshes, which may completely miss small structures in the bathymetries. Given we are modelling sediment transport processes, the bed evolves with time, and thus a multi-scale fixed mesh is not sufficient because the areas of fine resolution must evolve with time as well. We consider test cases where the domain is fully wet as well as test cases which have a wet-dry interface – both scenarios occurring frequently in the modelling of coastal zones.

The remainder of this paper is structured as follows: in Section 2 we outline the mesh movement methods used; in Section 3 we give a brief outline of the hydro-morphodynamic model including the implementation of a conservative discretisation approach, newly developed as part of this work; in Section 4 we apply our mesh movement methods to a series of test cases and finally in Section 5 we conclude this work.

2. Mesh Movement

The mesh adaptation literature contains a number of different approaches to mesh movement, including those which impose a prescribed mesh velocity [33]; re-interpret the mesh as a structure of stiff beams [34]; and enforce mesh transformations using monitor functions [35, 36]. In this work, we consider the monitor function based approach. That is, the ‘physical’ mesh – upon which the prognostic equations are solved – is moved during the time period of simulation, with its ‘density’ prescribed by a user-provided monitor function. Moreover, the physical mesh is moved by defining it to be the image of some mapping applied to a fixed reference mesh. The mapping on the reference mesh determines the way in which the mesh is moved.

There are infinitely many maps which could be applied to the reference mesh and various approaches by which the map may be constructed. We focus on methods wherein the transformation is obtained from the solution of some PDE. The PDE has the role of enforcing that the moved mesh have certain properties. In this case, we enforce that the mesh evenly distributes a density function.
across the mesh, meaning that regions of high density have elements with small areas and vice versa. As may be expected, the choice of density function – or monitor function – greatly impacts the geometry of the moved mesh and should therefore be chosen with care.

Both the PDE prescribing the mesh movement and the monitor functions are considered to be time-dependent, meaning that the physical mesh changes with time. As mentioned in Section 1, interpolating between meshes during the PDE time integration loop can be computationally expensive and introduces additional errors. For this reason, it may be desirable to formulate the PDE and mesh movement equation as a single system of equations to be solved at each timestep as in an Arbitrary Lagrangian-Eulerian (ALE) type approach [36, 33]. The mesh velocity due to the mesh movement equation determines the frame of reference within which here the hydro-morphodynamics equations are solved. Coupling the mesh movement to the physics in this way removes the need for mesh-to-mesh interpolation [14]. However, it is not obvious that these model improvements are worth the cost associated with being constrained to move the mesh at every timestep. As such, implementation and numerical experimentation for ALE methods within the context of hydro-morphodynamic models remains the topic of future work. In the experiments presented in this paper, fields are transferred between meshes using conservative Galerkin projection, achieved using libsupermesh [37].

2.1. Equidistribution and the Monge-Ampère equation

Let \( \Omega_P : [0, T] \rightarrow \mathbb{R}^n \) denote the physical domain, which we allow to vary with time, and let \( \mathcal{H}_P \) denote the associated physical mesh. This is the mesh upon which our hydro-morphodynamic model is to be solved. In addition, consider a computational reference domain \( \Omega_C \subset \mathbb{R}^n \), which remains fixed, along with an associated computational mesh, \( \mathcal{H}_C \). As with the domains, \( \mathcal{H}_P = \mathcal{H}_P(t) \) is allowed to vary with time, whereas \( \mathcal{H}_C \) remains fixed.

The approach to mesh movement described in this paper is concerned with obtaining a discrete representation of a sufficiently smooth map,

\[
x : \Omega_C \times [0, T] \rightarrow \Omega_P, \quad x(\mathcal{H}_C, t) = \mathcal{H}_P(t), \quad t \in [0, T],
\]

under some constraints. We aim to establish a mapping which transforms between the coordinate spaces associated with the reference mesh \( \mathcal{H}_C \) and the moving mesh \( \mathcal{H}_P \) upon which the hydro-morphodynamics equations are solved.

The first constraint imposed on the map (1) relates to a user-specified monitor function, \( m : \Omega_P \times [0, T] \rightarrow (0, \infty) \). We assert that \( m \) is equidistributed, in the sense that

\[
m \det J = \theta \quad \text{where} \quad J = \frac{\partial x}{\partial \xi}
\]

is the Jacobian transform with respect to the computational coordinate \( \xi \in \Omega_C \). The normalisation coefficient \( \theta : [0, T] \rightarrow (0, \infty) \) acts to conserve the domain volume. In this work, we do not consider boundary deformations and hence will always assume that \( \Omega_P = \Omega_C =: \Omega \). In this case, \( \theta \) is a constant.

The mesh movement problem may be stated as follows: for a given \( m \) and \( \theta \), find a map, \( x \), which satisfies (3). In dimension \( n > 1 \) this problem is not well posed, meaning additional constraints must be imposed on the map (1). The hydro-morphodynamic model described in Section 3 is in \( n = 2 \) spatial dimensions and therefore this is indeed the case. Following the optimal transport approach advocated in [28, 36, 38, 39], we assume that the map takes the form

\[
x(\xi) = \xi + \nabla \phi_\xi(\xi),
\]
for some scalar potential \( \phi : \Omega_C \times [0,T] \to \Omega_P \). Substituting (3) into (2) yields

\[
m \det (I + H(\phi)) = \theta,
\]

(M-A)

where \( I \) is the identity matrix in \( \mathbb{R}^{n \times n} \) and \( H(\phi) \) denotes the Hessian of the potential with respect to the computational coordinates. Equation (M-A) is a nonlinear PDE of Monge-Ampère type.

Under an appropriate choice of monitor function, the elliptic PDE (M-A) has been shown to be capable of producing equidistributed meshes which admit solutions of the original PDE which are of improved accuracy (with respect to particular error measures and/or diagnostics) without increasing the number of degrees of freedom or modifying the mesh topology (for example, see [28, 36, 38, 39]). The fact that mesh movement algorithms maintain a fixed mesh topology means that they can also be easily parallelised.

Many mesh movement algorithms come with the risk of mesh tangling, where one or more elements become inverted which will oftentimes crash the PDE solver. This is accounted for by the equidistribution relation (2): the fact that both the monitor function and normalisation coefficient are positive forces the determinant of the Jacobian transform to remain positive. This implies that no element orientation changes occur (assuming we have solved (M-A) to a reasonable accuracy).

A major criticism of mesh movement methods which are driven by solutions of Monge-Ampère type equations is that such equations require a degree of convexity of domain geometry which is not apparent in coastal ocean domains bounded by coasts. However, for many realistic coastlines, the use of a wetting-and-drying scheme in the hydrodynamics solver means that domain convexity can be ensured, because the domain boundary is no longer constrained to topographic contours and may be chosen as a convex superset of the domain. On the other hand, it is only the theory which requires domain convexity; it may be that this is not a strict requirement in practice.

### 2.2. Solution Strategy

Mesh adaptation based on (M-A) can be conducted as follows. First, we choose a computational mesh \( H_C \), an initial physical mesh \( H_P \) with an identical topology (usually chosen to coincide with \( H_C \)), a normalisation coefficient \( \theta \) and a monitor function \( m \). The choice of monitor function is very important, as will become apparent in Section 4; it determines the way in which mesh resolution is to be distributed over the domain. Given the definitions above, mesh movement is achieved in an iterative fashion. Each iteration involves the numerical solution of (M-A) for the scalar potential on the current physical mesh, followed by the transformation of this mesh according to (3).

As mentioned above, (M-A) is an elliptic PDE, with two sources of nonlinearity: one from the determinant and another from the product with the monitor function, via the dependence of the physical coordinates on the computational coordinates. One solution strategy is to parabolise the Monge-Ampère equation, as in Section 2.3 of [28]:

\[
-\frac{\partial}{\partial \tau} \Delta \phi = m \det (I + H(\phi)) - \theta,
\]

(4)

where \( \tau \) denotes ‘pseudotime’ and \( \Delta \tau > 0 \) is a ‘pseudotimestep’. This expression is closely related to the earlier work of [36] on mesh movement under parabolic Monge-Ampère formulations. Suppose we apply a time integration scheme to (4). As \( \phi \) approaches a steady state, the derivative term on the LHS converges to zero, whereby the solution of (4) tends to the solution of the elliptic form (M-A). It is proved in [40] that the sequence of solutions given by solving (4) converges to the solution of (M-A), provided the pseudotimestep is sufficiently small and the initial guess for \( \phi \) is
sufficiently close to the solution. A pseudotimestep of $\Delta \tau = 0.1$ was found to be sufficient in this work.

Repeated solution of (4) can be computationally expensive, because each solve involves establishing a new map from $\Omega_C$ to $\Omega_P$. For time-dependent PDEs, however, computational cost can be reduced by making an appropriate initial guesses for the potential, $\phi$. The final value of $\phi$ computed during one iteration provides an appropriate initial guess for the next, provided that the hydro-morphodynamics have not changed too significantly. This is dependent on the choice of timestep and also mesh movement frequency.

Whilst the exact equidistribution provided by (M-A) is mathematically desirable, it is often unnecessary in practice. In order to reduce computational cost, we propose solving the parabolised form (4) to relative tolerance $O(10^{-3})$ or even $O(10^{-2})$. As shown in Section 4, it can also be excessive to apply mesh movement at every timestep, especially if the modifications to mesh coordinates are only minor. Reduction of the mesh movement frequency provides another method for controlling computational cost.

We follow [28] in solving the parabolised Monge-Ampère equation using a mixed finite element method. Let $\Psi$ be a scalar function space in which the potential is approximated and let $\Sigma$ be a tensor function space in which its Hessian is approximated. At pseudotimestep $k$, first apply the forward Euler scheme as

$$\langle \nabla \psi, \nabla \phi_{k+1} \rangle_{L^2(\Omega)} = \langle \nabla \psi, \nabla \phi_k \rangle_{L^2(\Omega)} + \Delta \tau \langle \psi, m \det(I + H_k) - \theta \rangle_{L^2(\Omega)}, \quad \forall \psi \in \Psi. \quad (5)$$

The Hessian $H_k$ is initialised to zero for the first iteration (assuming that the initial physical mesh coincides with the computational mesh). It is recovered via an $L^2$ projection in iterations thereafter [11]:

$$\langle \sigma, H_{k+1} \rangle_{L^2(\Omega)} = -\langle \nabla \cdot \sigma, \nabla \phi_{k+1} \rangle_{L^2(\Omega)} + \langle \sigma \cdot \hat{n}, \nabla \phi_{k+1} \rangle_{L^2(\partial \Omega)}, \quad \forall \sigma \in \Sigma. \quad (6)$$

3. Hydro-Morphodynamic Model

In this work, we use the hydro-morphodynamic model derived in [19]. This model is able to simulate both suspended sediment and bedload transport taking into account gravitational and helical flow effects. To maximise stability, the time derivatives of our model equations are approximated using a fully-implicit backward Euler timestepping scheme. Full details of the model and its development are provided in [19].

So far this model has been used for test cases in which the whole domain is wet. However, in coastal problems, wetting-and-drying plays an important part. We use the inbuilt wetting-and-drying process in Thetis, which follows the approach detailed in [42], wherein the total water depth, $H$, is modified using the expression

$$\tilde{H} := \eta - h + f(H), \quad (7)$$

where $\eta$ is the elevation, $h$ is the bed height, and

$$f(H) := \frac{1}{2} \left( \sqrt{H^2 + \delta^2} - H \right), \quad (8)$$

as shown in Figure [2]. Here $\delta$ is the wetting-and-drying parameter. In [42], it is recommended that
it is set approximately equal to \(d||\nabla h||\) where \(d\) is the typical length scale of the mesh. Thus, the hydrodynamic equations in our model become

\[
\frac{\partial \tilde{H}}{\partial t} + \nabla \cdot (\tilde{H} \mathbf{U}) = 0, \tag{9}
\]

\[
\frac{\partial \mathbf{U}}{\partial t} + \mathbf{U} \cdot \nabla \mathbf{U} + g\nabla \eta = \nu \nabla^2 \mathbf{U} - \frac{C_h(\tilde{H})}{H} ||\mathbf{U}|| \mathbf{U}, \tag{10}
\]

where \(\mathbf{U}\) is the depth-averaged velocity, \(g\) is gravity, \(\nu\) the viscosity parameter and \(C_h\) the bed friction. Following [43], to avoid non-differentiable functions, we make the following smooth approximation to the norm operator in (10)

\[
||\mathbf{U}|| \approx \sqrt{||\mathbf{U}||^2 + \beta^2}. \tag{11}
\]

In [43], \(\beta\) is set equal to the wetting-and-drying parameter. However, the issue of non-differentiability exists independent of the wetting-and-drying formulation and so here we do not follow this choice. Rather, \(\beta\) is chosen such that it is large enough to have the desired effect, but not too large that the friction term spuriously affects model results. In the test case in Section 4.3 we experimented with values of \(\beta\) between 0.1 and 1 and found that a value of 0.4 provided good results.

To simulate suspended sediment transport in the fluid, we use an advection-diffusion equation for the sediment concentration. The non-conservative form

\[
\frac{\partial C}{\partial t} + \nabla \cdot (F_{\text{corr}} \mathbf{U} C) = \epsilon_s \nabla^2 C + \frac{E_b - D_b}{H}, \tag{12}
\]

is used in [19] where \(C\) is the depth-averaged sediment concentration, \(\epsilon_s\) the diffusivity coefficient, \(E_b\) the erosion flux, \(D_b\) the deposition flux, \(H\) the depth and \(F_{\text{corr}}\) a correction factor which accounts for the fact that depth-averaging the product of two variables is not equivalent to multiplying two depth-averaged variables (see [19]). However, the wetting-and-drying scheme used is known to leak sediment. Thus, in order to ensure sediment is conserved when using this wetting-and-drying scheme, in this work we add the choice to solve the following conservative form into Thetis:

\[
\frac{\partial}{\partial t}(\tilde{H} C) + \nabla \cdot (F_{\text{corr}} \mathbf{U} \tilde{H} C) = \epsilon_s \nabla^2 (\tilde{H} C) + E_b - D_b, \tag{13}
\]
where \( \tilde{H} \) is the modified water depth given by (7). Instead of solving for \( C \), we solve for the depth-integrated concentration, \( \tilde{H}C \), which allows us to use the same finite element formulation that is used for the non-conservative sediment equation. To verify that our conservative scheme has improved the sediment conservation, we consider the simple Thacker test case of oscillations in a paraboloid bowl with diameter \( 430.620 \) m. The hydrodynamic version of this test case is presented in [11] and we refer the reader here for more details. The free surface is initially a paraboloid of revolution with a depth of approximately 50 m which oscillates inside the bowl with no forcing. No fluid leaves the bowl and therefore the problem is closed hydrodynamically, which means sediments should not leave at the boundaries. We introduce a Gaussian blob of sediment in the wet part of the domain defined by the expression

\[
C(t_0) = \begin{cases} 
100 \exp^{-(x^2+y^2)/100000} & H \geq 0 \\
0 & H < 0 
\end{cases}
\]

and run the simulation for 6 h. The principal differences between the conservative and non-conservative schemes are due to the advection term and therefore to avoid unnecessary complications we set the erosion and deposition terms to 0. At each timestep, \( t_n \), we calculate the normalised mass error using the following formula

\[
\frac{\int C(t_n)\tilde{H}(t_n) \, dx - \int C(t_0)\tilde{H}(t_0) \, dx}{\int C(t_0)\tilde{H}(t_0) \, dx}.
\]

Figure 3 shows that the normalised mass error is \( O(10^{-2}) \) for the non-conservative sediment equation (12) but \( O(10^{-12}) \) for the conservative sediment equation (13), which is close to the numerical precision of the model. Thus, the conservative sediment equation conserves sediment much better.

To complete our hydro-morphodynamic model, we use the Exner equation, which governs how the suspended sediment and bedload transport affect the bed. This is unaffected by wetting-and-drying and thus has the same form as that given in [19]:

\[
\frac{(1-p^l)}{m_f} \frac{\partial z_b}{\partial t} + \nabla \cdot Q_b = D_b - E_b,
\]

Figure 3: Sediment mass conservation error when using wetting-and-drying with non-conservative sediment equation (12) and with conservative sediment equation (13).
where $p'$ represents the porosity, $m_f$ a morphological scale factor, $z_b$ the bathymetry (also known as the bed profile) and $Q_b$ the bedload transport. The morphological scale factor is used to artificially increase the rate of bedlevel changes compared with the underlying hydrodynamics and thus save computational time when simulating long-term morphodynamic change (see [19] for more details).

In summary, the wetting-and-drying hydro-morphodynamic model is given by equations (9), (10), (13) and (16). This system may be interpreted as a vector PDE and three scalar PDEs, or five scalar PDEs. These equations are discretised and solved using finite element methods. Due to the complexity and nonlinearity of the combined system of equations, the triple formed by (9)–(10), (13) and (16) is solved alternately, as opposed to as a monolithic system. The mesh upon which the finite element methods are defined is moved from timestep to timestep using the methods described in Section 2. However, it is not enforced that this occurs every timestep, meaning that we are free to choose the frequency with which mesh movement is applied.

4. Test Cases

4.1. Migrating Trench

As a first test case, we consider the case of a migrating trench, for which there exists experimental data in [45]. We choose this test case because it has already been used in [19] with a fixed uniform mesh for validation of our hydro-morphodynamic model configuration without wetting-and-drying. This non-wetting-and-drying configuration is equivalent to (9)–(10) with $\delta = 0$ in (8), coupled with the non-conservative form of the sediment equation (12), as well as (16) which remains unchanged.

The set-up for the migrating trench considered here is the same as that in [19], modelling both suspended and bedload transport with the magnitude and angle corrections from the slope effect, using the Nikuradse friction formula for $C_h$ in (10), and following guidance in that work using a morphological scale factor, $m_f$, of 100 for computational efficiency. In [19], it was shown that this test case is very sensitive to the value specified for diffusivity. Using mesh adaptation on this problem will change mesh resolution and this will change the effective numerical diffusivity of the model. This makes assessing the performance of different mesh movement strategies against experimental data challenging, due in part to the issue of “getting the right answer for the wrong reasons”. We therefore also choose to compare against a numerical result obtained using a uniform fixed mesh with $\Delta x = 0.05$ m (320 mesh elements in the $x$-direction). In order for this benchmark result to best reflect the experimental data we choose here to calibrate a value for diffusivity on this mesh that will then be held constant for all subsequent experiments. We use a gradient-based optimisation routine to invert, or perform optimal parameter estimation, for diffusivity. This involves the minimization of the reduced functional

$$J(\epsilon_s) = \frac{1}{2} \int_0^T \int_\Omega (h(\epsilon_s) - h^{\text{obs}})^2 \, dx \, dt,$$

subject to the forward version of the hydro-morphodynamic model being satisfied. The gradients are computed using the adjoint method. Here $\epsilon_s$ (diffusivity coefficient) is the parameter being optimised for, $h^{\text{obs}}$ is the experimental data from [45] and $h$ is the bathymetry obtained from the model, which in [17] is assumed to be a function of $\epsilon_s$ alone, but is understood to result from a run of the full hydro-morphodynamic model. More detail on the use of the adjoint framework with the hydro-morphodynamic model can be found in [46]. Figure 4a shows the reduction in the functional value for each iteration and Figure 4b shows how this corresponds to the convergence of
$\epsilon_s$ to an optimum parameter value. We find that the optimal value of the diffusivity coefficient is $\epsilon_s = 0.18011$ to five significant figures. Throughout this section, this value is used as the diffusivity parameter.

![Figure 4a](image1.png)  
Figure 4a: Minimization of the reduced functional for determining the diffusivity parameter in the migrating trench test case.

![Figure 4b](image2.png)  
Figure 4b: Convergence of the diffusivity parameter in the inversion performed for the migrating trench test case.

To begin with, consider a series of fixed meshes varying from 320 mesh elements in the $x$-direction down to only 8 elements in the $x$-direction. Throughout this work, the error in the bed profile is calculated at the end of the simulation. The existence of experimental data for this test case means that we are able to calculate the total error. Total error can be thought of as being model error (the error due to using a simplified model to approximate a real world problem), plus discretisation error (the error arising from using a finite mesh to solve the model equations). In this section, the error is calculated using a pointwise $\ell_2$ error norm at the location of the data points in the experiment.

Figure 5a shows the total error between the final bed profile from the experimental data and from the model output for a series of fixed uniform meshes. In this figure, the points in orange are the results where the number of mesh elements in the $x$-direction = [10, 20, 40, 80] and in green are those where the number of mesh elements in the $x$-direction = [8]. This is because the initial profile of the trench is incorrectly defined on meshes with these numbers of mesh elements, due to the complex structure of the profile. Furthermore, the orange points are incorrectly defined in a different way to the green ones. For example, instead of the second slope starting at the correct location of $x = 9.5$ m, for the orange points it starts at $x = 9.6$ m, whereas for the green points it starts at 10 m. These differences affect the results on the fixed uniform mesh. For the remaining blue points (number of mesh elements in the $x$-direction = [32, 64, 160, 320]), the initial profile is correctly defined. This difference in the initial trench profile definition results in fluctuations in the error trend. For the orange points, the error increases as the number of mesh elements increases, whereas for the green point the error is higher (relative to the final converged outcome). It is surprising that with 10 elements, the total error is lower than on finer meshes. This is likely due to this test case’s sensitivity to diffusivity and the fact that the effective diffusivity is different at the coarser mesh resolutions. Despite these fluctuations, the general trend is that the value of the error norm begins to plateau around 20 mesh elements and by 32 mesh elements is virtually unchanged as the number of mesh elements further increases. This is because, for larger numbers of mesh elements, the initial trench profile is well-defined on the mesh and as was noted in [19] for this test
case the model is then quite insensitive to changes in $\Delta x$ and $\Delta t$; the total error in the solution is thus dominated by the error from the model rather than the discretisation error from the mesh. Figure 5a shows that the total error in the bed profile using a series of fixed uniform meshes clearly converges to a value of approximately 0.0244 m for all values and thus we can proceed with the test case.

To better understand the discretisation error, we calculate the error norm between the final bed profile for different mesh resolutions compared to the final bed profile obtained with the finest fixed uniform mesh with 320 mesh elements in the $x$-direction ($\Delta x = 0.05$ m). Figure 5b shows that as the mesh becomes finer the error decreases with an order of approximately $(\Delta x)^4$. We again separate out visually number of mesh elements in $x$-direction = $[10, 20, 40, 80]$ marked in orange, number of mesh elements in $x$-direction = $[8]$ marked in green and the remaining marked in blue. All sets clearly converge to the same value at slightly different rates, and thus we can proceed.
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(a) Total error between final bed profile from experiment data and from model output.  
(b) Discretisation error between final bed profiles where reference solution has 320 mesh elements ($\Delta x = 0.05$ m).

Figure 5: Errors for a series of fixed uniform meshes for the migrating trench test case. The colours distinguish differences in the definition of the initial profile on the mesh e.g. for orange, green and blue the initial second trench slope starts at $9.6$ m, $10$ m and $9.5$ m respectively.

4.1.1. Monitor function

The main source of discretisation error in this test case is due to the fact that the initial trench profile is not well defined on the mesh. Even if a mesh is chosen so the profile is initially well defined, as soon as the simulation starts, the bed begins to move so the profile may quickly become ill-defined (hence the differences in total error even for the blue points in Figure 5a). Furthermore, there are large sections of the trench profile which are flat and are relatively unchanged during the simulation, especially at the inflow. Therefore, a good choice of monitor function for this test case is one that results in refinement of the mesh in regions where the bed gradient changes and coarsening of the mesh in regions where there is little bed gradient change. We thus consider here the monitor function

$$m(x, y) = 1 + \alpha \frac{\|H(z_b)\|_F}{\max_{x,y} \|H(z_b)\|_F},$$  

where $H(z_b)$ represents the Hessian of the bathymetry, $\|\cdot\|_F$ the Frobenius norm and $\alpha$ is a user-defined parameter, which we determine later in this section. Note that the Frobenius norm is taken on an element-by-element basis, giving rise to a spatially varying field. This field is projected into the $\mathbb{P}1$ space for use in the monitor function.
Figure 6 shows an example of how the mesh is moved using (18) for this particular test case.

\[ t = 0 \text{ h} \]
\[ t = 7.5 \text{ h} \]
\[ t = 15 \text{ h} \]

Figure 6: Mesh movement using (18) for the migrating trench test case with 64 mesh elements in the \( x \)-direction and \( \alpha = 2 \). Results are shown at three time levels demonstrating mesh movement to capture bed evolution to the right.

4.1.2. Results

Below 64 equally sized mesh elements, Figures 5a and 5b show the total error and discretisation error respectively are near convergence. Thus we apply our adaptive mesh technique only for meshes with less than or equal to 64 mesh elements in the \( x \)-direction. Figures 5a shows that there is a distinction at 20 mesh elements where the total error decreases significantly. Thus we have chosen to consider the number of mesh elements \( < 20 \) as one group which we call the smaller number of elements hereafter, and \( 20 \leq \) number of mesh elements \( \leq 64 \) another group which we call the larger number of elements hereafter.

(a) For \( \alpha = 4 \) and with 8 mesh elements. Dashed lines represent baseline accuracy and computational cost achieved with fixed uniform mesh of 8 elements.

(b) For \( \alpha = 1.5 \) and with 32 mesh elements. Dashed lines represent baseline accuracy and computational cost achieved with fixed uniform mesh of 32 elements.

Figure 7: Effect of changing the number of timesteps of the hydro-morphodynamic model performed between each mesh movement (i.e. the frequency of mesh movement) for the migrating trench test case.
With the mesh movement technique used in this work, we can choose how frequently the mesh is moved. If the modification to the mesh coordinates proposed by (M-A) is only minor then solving this equation at every timestep of our hydro-morphodynamic model may prove an unnecessary expense. Figures 7a and 7b show the effect of changing the frequency of mesh movement for two particular choices for the number of mesh elements and the α parameter in (18). For consistency, we use the same Δt value in our hydro-morphodynamic model throughout. In order to have confidence in our conclusions, we have chosen a number of elements from the smaller number of elements group (Figure 7a) where the initial trench profile is not well-defined on a uniform mesh and the larger number of elements group (Figure 7b) where the initial trench profile is well-defined on a uniform mesh.

Figures 7a and 7b show that the larger the number of timesteps per mesh movement the greater the discretisation error but the lower the computational cost, which is to be expected as mesh movement methods have a non-negligible computational cost. Note that the total number of timesteps in this simulation is 2160 and therefore for 1080, the largest number of timesteps per mesh movement considered here, the mesh is only moved twice during the simulation. Significantly, both figures show that if a large enough number of timesteps per mesh movement is chosen, we can reduce the computational cost below that of using a fixed mesh and still be more accurate. This supports our argument, at least for this simple test case, that mesh movement can not only reduce error but also reduce the computational cost of the simulation. In the remainder of this section, we choose to move the mesh after every 40 timesteps of the hydro-morphodynamic model (equivalent to moving the mesh 54 times during the simulation), as this provides a good balance between computational cost and accuracy.

We must also define the value of α in (18) which controls the mesh movement due to the magnitude of the Hessian of the bathymetry. In order to determine an optimum value of α, we conduct a small sensitivity study, but in future work will seek a gradient-based approach (see Section 5). Figures 8a and 8b show the discretisation error for a range of α values for smaller and larger number of elements in the x-direction respectively. Comparing these two figures shows that we are right to make the distinction as particularly for the discretisation error, the relationship to α is very different. For the smaller number of elements, the discretisation error is significantly smaller than the discretisation error for the fixed mesh (α = 0) for all values of α. The minimum discretisation error is achieved when α = 4. For larger number of elements, the discretisation error is minimized with α ≈ 1.5, which is a smaller value than that for the small number of elements. As the number of elements increases the effect of mesh movement on the error decreases. This is likely because for larger number of elements, the discretisation error is already very small (O(10^{-5})) and at this scale discretisation error due to interpolation between meshes begins to become important, rather than just discretisation error linked to inaccurate definition of the bathymetry.

Figures 9a and 9b show the total error for a range of α values for smaller and larger number of elements respectively. The error is always smaller when using mesh movement methods compared to a fixed uniform mesh (α = 0) and in all cases the total error is minimized when α is at its largest. Unfortunately, we are unable to test for larger α than the values presented because, as α becomes larger, the ratio between the maximum and minimum mesh spacing increases. Thus the hydro-morphodynamic model diverges for the timestep size used in this experiment due to CFL number constraints (note we have confirmed with experiments that if a smaller Δt is used the model no longer diverges). Figure 8a shows that, for a small number of mesh elements in the x-direction where for a fixed uniform mesh the initial profile would be ill-defined, the total error seems to be
converging to a value of around 0.015 m. However, for larger number of elements in Figure 8b, the total error seems to converge to a different value for each number of elements. Figure 10a shows that if we choose values of $\alpha$ where the discretisation error is minimized then the total error is approximately the same for all large number of elements and approximately the same as the value which the uniform mesh converges to. This suggests that the differences in total error at large values of $\alpha$ are due to using a simplified model to approximate a real world problem (i.e. model error).

We have already shown that this problem is very sensitive to changes in diffusivity, and hence this increase in model error may be due to changes in the effective diffusivity in the simulation.

![Figure 8: Total error between model and experiment outputs for varying $\alpha$ values for the migrating trench test case.](image8)

(a) Small number of mesh elements.  
(b) Large number of mesh elements.

![Figure 9: Discretisation error for varying $\alpha$ values for the migrating trench test case.](image9)

(a) Small number of mesh elements.  
(b) Large number of mesh elements.

Figure [10] presents a summary of our discretisation error results and shows both the minimum error achieved (optimum parameter set) and the error achieved by a generalised parameter set ($\alpha = 4$ for small number of elements and $\alpha = 2$ for large number of elements). Moving mesh methods consistently result in a lower error than fixed mesh methods and furthermore our general parameter choice produces very similar error results to the optimum values. This leads us to suggest that for this monitor function (18), if the bathymetry is ill-defined on the uniform mesh $\alpha = 4$ represents a good choice and if the bathymetry is well-defined then $\alpha = 2$ represents a good choice.
Using a simple test case, the experiments in this section show that mesh movement methods can provide a means of controlling both the discretisation error and the computational cost of a simulation. We have demonstrated that the choice of monitor function and the mesh movement frequency are two factors which can allow us to achieve this control. There exist other such parameters (for example, the relative tolerances used when solving \( \mathbf{M} \cdot \mathbf{A} \)). However, these are not discussed here, for brevity.

4.2. Migrating Trench 2D

The test case considered in Section 4.1 is effectively 1D with very little variation in the bed or the flow in the \( y \)-direction. However, most hydro-morphodynamic problems are 2D in nature and thus we modify the test case in Section 4.1 to make it 2D by introducing a slope of 0.1 in the \( y \)-direction. All other set-up parameters are kept the same and the initial profile is shown in Figure 11.

![Figure 11: Set-up of the 2D migrating trench test case.](image)

As before, we start by considering a series of fixed uniform meshes, choosing 8, 16, 32, 40, 64, 80 and 128 mesh elements in the \( x \)-direction. As the length in the \( y \)-direction is one sixteenth that in the \( x \)-direction, we choose the number of mesh elements in the \( y \)-direction to be one sixteenth of the number in the \( x \)-direction (rounding up to the nearest integer where necessary). Note that for the eight elements in the \( x \)-direction we use one element in the \( y \)-direction and for sixteen elements in the \( x \)-direction we use two elements in the \( y \)-direction, to allow for some mesh movement in the \( y \)-direction.
Since this is a theoretical test case, we no longer have experimental data to compare against but can still analyse the discretisation error by considering results obtained on a fine fixed uniform mesh of 320 mesh elements in the $x$-direction ($\Delta x = 0.05 \text{ m}$) and 20 mesh elements in the $y$-direction ($\Delta y = 0.055 \text{ m}$) to be truth. Furthermore, as this is a 2D case, we can no longer just consider the pointwise error at specific location, but instead calculate the $L_2$ error norm over the whole domain. Figure 12 shows that as the mesh becomes finer the error decreases approximately linearly.

![Figure 12: Discretisation error for the bed profile in the 2D migrating trench test case using a series of fixed uniform meshes. The $x$-axis lists the number of elements in the $x$ direction in the experiment, the $y$-direction is refined commensurately. The reference solution compared against is that obtained using a fine fixed uniform mesh with 320 mesh elements in $x$-direction ($\Delta x = 0.05 \text{ m}$) and 20 mesh elements in $y$-direction ($\Delta y = 0.055 \text{ m}$).](image)

### 4.2.1. Monitor function

As with the previous test case, the main source of discretisation error is due to the initial trench profile being ill-defined on the mesh. Given that the profile is now more complex with a linear slope, we construct a more complex monitor function than (18) which involves not only the second order derivatives but also the first order ones:

$$m(x, y) = 1 + \max_{x,y} \left( \alpha \frac{\| H(z_b) \|_F}{\max_{x,y} \| H(z_b) \|_F} + \beta \frac{\| \nabla z_b \|_2}{\max_{x,y} \| \nabla z_b \|_2} \right).$$

(19)

This introduces two user-defined parameters which control the effect of the underlying bathymetry on mesh movement; $\alpha$ controls the effect of the second order derivative (curvature), whilst $\beta$ controls the effect of the first-order derivatives (slope). As with the Frobenius norm, the 2-norm of the gradient term in (19) is taken on an element-by-element basis and the resulting piecewise constant field is projected into $P_1$ space.

Figure 13 shows an example of how the mesh moves based upon (19). To emphasise the differences between the monitor functions (18) and (19), we have picked example parameters so that the monitor function is only dependent on the first order derivatives (i.e. $\alpha = 0$). Figure 13 shows that the mesh moves in both the $x$ and $y$-direction with the element height in the $y$-direction being generally smaller at the top of the domain than at the bottom. This is especially visible between $x = 6.5 \text{ m}$ and $x = 9.5 \text{ m}$. 

![Figure 13](image)
Figure 13: Mesh movement using (19) for the 2D migrating trench test case with 40 elements in $x$-direction, 3 elements in $y$-direction, $\alpha = 0$ and $\beta = 10$. Results are shown at three time levels demonstrating mesh movement to capture bed evolution to the right.

4.2.2. Results

The other user-defined parameter is the frequency of the mesh movement. Given our results for the previous test case, we could make an educated guess that a value of $O(5 \times 10^2)$ would be a good frequency for this type of problem, providing a good balance between computational cost and error. Indeed Figures 14a and 14b confirm this guess and show that as the number of model timesteps per mesh movement increases, the computational cost decreases and the discretisation error increases (note that the results in Figure 14a are produced using a timestep of 0.25 s, whilst for Figure 14b a timestep of 0.125 s is used for reasons of Courant number stability discussed later).

This suggests that it is possible to predict a good mesh movement frequency without performing extensive sensitivity analysis. Importantly, the discretisation error using mesh movement methods always remains lower than the error with a fixed uniform mesh so whatever frequency is chosen, mesh movement always represents an improvement. Using this analysis, as before, we choose to move the mesh every 40 timesteps of the hydro-morphodynamic model when this timestep is 0.25 s, as this represents a good balance between computational cost and accuracy. For consistency, when this timestep is 0.125 s, we move the mesh every 80 timesteps.
(a) For $\alpha = 7$, $\beta = 7$ and 8 mesh elements in $x$-direction. (b) For $\alpha = 5$, $\beta = 2.5$ and 128 mesh elements in $x$-direction.

Figure 14: Effect of changing the number of timesteps of the hydro-morphodynamic model performed between each mesh movement (ie. the frequency of mesh movement) for the 2D migrating trench test case.

Because the monitor function (19) has user-defined parameters, $\alpha$ and $\beta$, we conduct a sensitivity study to investigate the impact on discretisation error of these parameters and determine optimum values. Consider Figure 15 and note the different scales on the $y$-axes. This figure shows that when the number of mesh elements in the $x$-direction is less than or equal to 64 the error is minimized by choosing $\beta = \alpha$, corresponding to a monitor function where the first- and second-order derivatives of the bathymetry have equal weighting. In contrast, for larger numbers of mesh elements shown in the top left quadrant of Figure 15, the importance of the first derivative decreases and the discretisation error is lowest for $\beta = 0$ i.e. when there is no contribution from the first derivative. This is likely because, as the mesh becomes finer, any areas where the bathymetry has high first-order derivatives are adequately captured, but the more difficult areas with high second-order derivatives are not. We note that, in order to run our model at these fine resolutions, it is necessary to reduce the timestep from $\Delta t = 0.25\text{s}$ to $\Delta t = 0.125\text{s}$. Nevertheless, for 128 mesh elements, $\beta = 0$ and $\alpha > 4$, the hydro-morphodynamic model still becomes unstable (at the timestep used in this experiment) and diverges. This instability is likely why the error increases from $\alpha = 2$ to $\alpha = 4$ when $\beta = 0$. This prevents us from drawing complete conclusions from our results for this number of mesh elements, but the trend is nevertheless clear.

In all cases, the relation between $\alpha$ and $\beta$ is more significant than the value of either parameter. This is a useful result as it is much easier to predict an appropriate relationship between $\beta$ and $\alpha$ than their value. However, for all numbers of elements, $\alpha = 7$ appears to be a good choice. This choice of $\alpha$ is confirmed in Figure 16 which shows the error achieved by an optimum parameter choice and the general parameter choice of $\alpha = 7$ and $\beta = 7$ for small numbers of mesh elements and $\alpha = 7$ and $\beta = 0$ if large numbers. This general optimum choice for $\alpha$ shows the influence of the slope in the $y$-direction because, for the 1D case in Section 4.1, the optimum $\alpha$ is approximately half this value. Thus, we have shown that mesh movement methods can be used to improve accuracy and reduce computational cost for 2D cases with non-trivial bathymetries. We have also been able to use this test case to draw some conclusions about general good parameter choices for (19). In the next section, we test these general optimum parameter choices on a completely different 2D problem to see if they are again optimal or close to optimal choices.
4.3. Beach Profile

We have shown that moving mesh methods can improve accuracy and efficiency for test cases with steep gradients in a fully wet domain. Coastal problems often have a wetting-and-drying interface, for example as a wave or tide moves up a beach. These problems have been historically difficult to solve because of their computational expense, but mesh refinement methods provide a
way to retain accuracy, whilst improving efficiency. Mesh movement methods have been used previously to successfully simulate a wetting-and-drying interface, for example in [47]. However to the best of our knowledge they have not previously been used to solve coupled hydro-morphodynamic cases with wetting and drying interfaces.

In this section, we consider the test case of a wave running up a beach slope, whose setup is shown in Figure 17. The incoming wave is governed by

\[ u = \cos \left( -\frac{1}{2} t \right) \quad \text{and} \quad h = \frac{1}{4} \cos \left( -\frac{1}{2} t \right) \quad \text{at} \quad x = 0 \text{ m}. \] (20)

The simulation is run for 3600 h (approximately equivalent to 5 months) with a morphological scale factor of 10,000. This means the full wave is generated over one hundred times during the simulation.

For this test case, we use a similar hydrodynamic set-up to that used for the Balzano test case in [42]. Following that work, instead of using the Nikuradse friction formula as in previous test cases, the Manning friction formula is used to determine the bed friction

\[ C_h = g \frac{n^2}{H^{1/3}}, \] (21)

where \( n \) is the manning drag coefficient, set to \( n = 0.02 \text{sm}^{1/3} \), as in [42], a standard value for sandy coasts. However, whereas [42] model only the hydrodynamics, we model the morphodynamic effects as well, simulating both suspended sediment and bedload transport using the wetting-and-drying conservative form of the hydro-morphodynamic model discussed in Section 3. The magnitude corrections to the slope to account for gravitational effects are also applied (see [19] for more details). The parameters used in the simulation are summarised in Table 1.

Table 1: Parameter values for beach profile test case.

| Variable Name                        | Variable Value |
|--------------------------------------|----------------|
| Length in x-direction                | 220 m          |
| Length in y-direction                | 10 m           |
| Morphological simulation time        | 3600 h         |
| Morphological scale factor           | 10000          |
| Median particle size \((d_{50})\)    | 2 \times 10^{-4} m |
| Sediment density \((\rho_s)\)       | 2650 kg m^{-3} |
| Water density \((\rho_f)\)          | 1000 kg m^{-3} |
| Kinematic viscosity \((\nu)\)       | 0.5 m^2 s^{-1} |
| Bed sediment porosity \((p')\)      | 0.4            |
| Diffusivity \((\epsilon_s)\)        | 100 m^2 s^{-1} |
| Manning friction coefficient \((n)\)| 0.02 sm^{1/3}  |
| Wetting-and-drying parameter \((\alpha)\)| 0.025 m   |
| Norm smoother parameter \((\beta)\) | 0.4 m s^{-1}   |

Note our model does not currently have the ability to simulate shoaling waves and thus we have used a viscosity “sponge” in the dry area to cause wave dissipation defined by

\[ \text{viscosity sponge} = \begin{cases} \nu & x < 100, \\ \nu(-399 + 4x) & x \geq 100. \end{cases} \] (22)
Given the test case set-up, we can predict that the incoming wave will produce two different types of sediment transport behaviour in the domain. At the input of the domain, we expect large scale erosion as the wave entering the domain acts as a breaking wave would in a normal coastal set-up. Further along the domain, we would expect smaller ripple effects to occur as the wave passes over the bed. We could make an educated assumption for where the location of the breaking wave effects ends and the ripple effects starts. However, Figure 18 shows that, even for the coarsest fixed uniform mesh considered in this section (44 mesh elements in the $x$-direction), we can deduce the limit is approximately $x = 70$ m. To confirm that this limit does not change when the mesh becomes finer, Figure 18 also shows the evolution profile for the finest mesh considered in this section (440 mesh elements in the $x$-direction).

The erosion at the input of the domain clearly dominates the sediment transport behaviour in the domain and any mesh movement will likely focus on this part. Thus, in order to be able to improve the accuracy of the predictions of the ripple like behaviour, throughout this section we also consider the error over the subdomain separately to the error over the whole domain. The part the user is more interested in modelling will determine the optimum monitor function.

To begin with, we consider a series of fixed meshes varying from a uniform spacing of 440 mesh elements in the $x$-direction ($\Delta x = 0.5$ m) to 44 mesh elements ($\Delta x = 5$ m). In order to keep the elements in the fixed uniform mesh roughly isosceles, where the number of mesh elements in the $x$-direction is less than 100, we use five elements in the $y$-direction ($\Delta y = 2$ m), between 100 and 400 elements in the $x$-direction we use 10 elements in the $y$-direction ($\Delta y = 1$ m) and for 440 mesh elements we use 20 mesh elements in the $y$-direction ($\Delta y = 0.5$ m). Note that we set $\Delta t = 0.5$ s for all the simulations in this section, in order to ensure that the wave is correctly defined. Because this is a theoretical test case for which there exists no real data, we use the model solution at 440 mesh elements in the $x$-direction ($\Delta x = 0.5$ m) and 20 mesh elements in the $y$-direction ($\Delta y = 0.5$ m) as the real solution and are thus showing the estimates of the discretisation error. Figures 19 and 21 show that, as the mesh becomes finer, the error decreases approximately linearly over both the whole domain and the subdomain. Already we see a difference in the error between the two domains, with the error converging more uniformly in the subdomain than in the whole domain.
4.3.1. Monitor function

To apply mesh movement methods to this test case, we use the same monitor function as in Section 4.2. We are principally interested in bed changes which occur in the direction perpendicular to the shoreline ($x$-axis) and thus smooth the monitor function in the cross-shore direction ($y$-direction) by applying Laplacian smoothing,

$$\frac{m_{\text{smooth}} - m}{\Delta t} = K \frac{\partial^2}{\partial y^2} (m_{\text{smooth}}), \quad \text{where} \quad K = N \frac{\Delta x^2}{4\Delta t}. \quad (23)$$

Here $N$ is equivalent to the number of applications of a $(1, -2, 1)$ filter, which we choose to be 40.

4.3.2. Results

As in the previous sections, we can choose the mesh movement frequency. In previous simulations, we used a frequency of $O(5 \times 10^2)$ and could reasonably expect again that this would be appropriate. (Note that the frequency must exactly divide the total number of model timesteps, so we cannot use exactly the same value every time.) However, upon running a sensitivity study, Figure 22a shows that when we consider the whole domain, moving the mesh four times during the simulation (i.e. at least every 648 timesteps) results in a significant reduction in the discretisation error compared to the fixed mesh. Furthermore, using any frequency greater than this also results in a similar error reduction. This is predictable because we know the error for the whole domain case is focused at the domain input, where the bed evolution pattern remains steady throughout the simulation, i.e. the areas at the input with the greatest erosion rates when the bed begins to evolve are the same areas with the greatest erosion rates at the end of the simulation. Thus, once the mesh movement algorithm has identified the region of interest, it only needs to move the mesh a couple of times in order to optimise the error reduction. A frequency of $O(5 \times 10^2)$ would still result in an optimum error reduction, just not an optimum cost reduction.

If only the subdomain is considered, Figure 22b shows that the number of mesh movements during the simulation does affect the error over this subdomain. Here a frequency of $O(5 \times 10^2)$ timesteps per mesh movement would be appropriate, and when we run the sensitivity study we see that the discretisation error is marginally more minimised by moving the mesh every 72 timesteps, but that every value of this order results in an error value close to the minimum. Surprisingly,
moving the mesh more frequently than this increases the error. This may be because the mesh becomes too concentrated around areas of complex bathymetry, meaning the incoming wave is ill-defined. Another cause may be because more frequent mesh movement induces greater interpolation error over the whole simulation. Moving the mesh every 16 timesteps (the smallest number of timesteps considered here) corresponds to a total of 324 mesh movements. This is almost five times more than if it is moved every 72 timesteps and thus we would expect the mesh interpolation error to be much greater. Alternatively, because of the lack of experimental data, we do not know the true solution for this problem and thus, it may be that with more frequent mesh movement, the model captures an aspect of the problem which cannot be captured using a fixed uniform mesh no matter the resolution. Thus, in cases where both the hydrodynamics and morphodynamics change frequently throughout the simulation, it may be more appropriate to use a slightly larger frequency than that used in the tests cases in Sections 4.1 and 4.2. However, our beach profile test case suggests that any frequency of $O(5 \times 10^2)$ would still result in a close to optimum accuracy improvement compared to fixed uniform meshes, and a close to optimum cost improvement.

In both the whole domain and subdomain case, the number of mesh movements may be chosen so that the computational cost is less than the fixed mesh algorithm, whilst still being more accurate. Following our observations, when considering the error over the whole domain, the mesh is moved every 648 timesteps of the hydro-morphodynamic model, because this gives a low computational cost and a low discretisation error. When considering the error over the subdomain, the mesh is moved every 72 timesteps of the hydro-morphodynamic model as this minimizes the discretisation error and results in a low computational cost.

![Figure 22](image-url)

(a) On whole domain for $\alpha = 5, \beta = 0$, 110 mesh elements in $x$-direction.

(b) On the subdomain for $\alpha = 0, \beta = 7$, 110 mesh elements in $x$-direction.

Figure 22: Effect of changing the number of timesteps of the hydro-morphodynamic model performed between each mesh movement (ie. the frequency of mesh movement) for beach test case.

We can also choose an $\alpha$ and $\beta$ in (19) to minimize the discretisation error. In the previous section, we found that a value of $\alpha$ or $\beta = 7$ provided a good general optimisation of the discretisation error and thus we conduct our sensitivity study using similar values. We consider first the discretisation error over the whole domain. Figure 23 shows that $\alpha = 7$ does indeed correspond to an either optimal or very close to optimal minimization in the discretisation error over the whole domain. Like in the test case in Section 4.2, the relation between $\alpha$ and $\beta$ is more important, though, and Figure 23 shows that the error over the whole domain is minimized when $\beta = \mu$ and $\alpha = 0$. This corresponds to a monitor function which is dependent on the first derivative of the bed. This is what we would expect from the evolution profile in Figure 18 because most of the error is
concentrated at the input where the second derivative is small but the first derivative is large. For these values of $\alpha$ and $\beta$, the discretisation error is significantly lower than the discretisation error for the fixed uniform mesh (equivalent to $\mu = 0$), for all the mesh resolutions considered.

![Figure 23: Discretisation error with mesh movement methods for varying $\alpha$, $\beta$ and number of mesh elements for whole domain in beach test case.](image)

We next consider the error over the subdomain, $x > 70$ m. Figure 24 shows that the error is in general minimized by $\alpha = \mu$, $\beta = 0$, with $\mu \approx 7$ again seeming to correspond to the greatest minimization. The exception is when there are 55 mesh elements, where the error is minimized by $\alpha = 0$ and $\beta = \mu$. This may be because for this small number of elements, there is a particular structure that is better represented by the first derivative. Nevertheless, for $\alpha = 7$ and $\beta = 0$ and all mesh resolutions considered, the discretisation error using the mesh movement method is significantly lower than the discretisation error using the fixed mesh method. Setting $\alpha = \mu$ and $\beta = 0$ corresponds to a monitor function which is dependent only on the second-order derivatives of the bed. This is again what we would expect from the subdomain evolution profile in Figure 20, where there are large changes in the second-order derivatives in regions of interest. The difference between the optimum relationship between $\alpha$ and $\beta$ for the whole domain case and the subdomain case shows it was correct to consider them separately.
Figure 24: Discretisation error with mesh movement methods for varying $\alpha$, $\beta$ and number of mesh elements for subdomain $x > 70$ m in beach test case.

Figure 25: Computational cost vs error for fixed mesh and mesh movement methods with general parameters for the beach test case.

We have thus shown that mesh movement methods can accurately represent both large changes to the bed where the waves enter the domain, as well as smaller ripple-like structures. We have confirmed that - just as in the test case in Section 4.2 - a value of $\mu = 7$ is a good general parameter for optimising the discretisation error in both the subdomain and the whole domain. The relationship between $\alpha$ and $\beta$ has again been shown to be physically intuitive, with $\alpha = 0$, $\beta = \mu$ in the whole domain and $\alpha = \mu$, $\beta = 0$ in the subdomain being shown to be the optimal relationships. Using these general parameters, in Figure 25 we consider the crucial relationship of simulation
accuracy versus computational cost. This shows that using moving mesh methods results in greater accuracy for the same computational cost as that of a fixed uniform mesh for all mesh movement frequencies considered (with a slight exception when the number of mesh elements is low in the subdomain where the accuracy is roughly the same). Figure 25 also shows that as the total cost of the simulation increases, the cost of each mesh movement increases, too. This is to be expected because the total cost here is a proxy for the number of mesh elements and increasing the number of mesh elements increases the cost of solving (4). Importantly, the proportion of the actual cost of the simulation stays roughly the same and thus using mesh movement methods with large numbers of mesh elements is still computationally efficient when compared to using fixed uniform meshes.

For this relatively complex wetting-and-drying test case, we have thus shown mesh movement methods not only improve accuracy for the same number of mesh elements but can also be used to reduce computational cost, even when using general parameters which have not been tuned for this specific test case.

5. Conclusion

In this work we have implemented a mesh movement scheme as part of a hydro-morphodynamic model for the first time. We have shown that these mesh movement methods can be used to improve accuracy in hydro-morphodynamic test cases with complex bathymetries and with moving wetting-and-drying interfaces. They can also be used to reduce the computational cost of solving the problem to a given accuracy. As part of the work on wetting-and-drying test cases, we have implemented a new conservative sediment transport model which is useful for dealing with coastal hydro-morphodynamic problems. In future work, we will consider using mesh movement methods to resolve the evolution of the wetting-and-drying interface and thus maximise the accuracy with which the faster hydrodynamic scale is simulated, rather than the slower morphodynamic scale which was the focus here through the construction of a monitor function based on the bed geometry alone.

For the mesh movement method considered, we present a monitor function for which the scaling factor that optimises the error reduction is fairly predictable from the physical characteristics of the test case. This will facilitate using this monitor function on further problems. In this work, we have used small scale sensitivity studies to obtain these optimum mesh parameters. In future work, we will seek to develop a gradient-based approach using the adjoint framework within Firedrake to allow us to more rigorously determine the optimum values for the scaling parameters. Section 4.1 showed that our hydro-morphodynamic model can be combined with the adjoint framework to determine an optimum diffusivity coefficient, and thus this is a promising line for follow-up research.

We will also consider mesh movement methods which couple the coordinate transformation with the solution of the prognostic equations, in an arbitrary Lagrangian Eulerian (ALE) type approach [33]. A major advantage of such an approach is that there is no longer any need to interpolate between meshes as solution fields and mesh coordinates are solved together.
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