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Abstract. We study a wide class of topological free-fermion systems
on a hypercubic lattice in spatial dimensions $d \geq 1$. When the Fermi
level lies in a spectral gap or a mobility gap, the topological proper-
ties, e.g., the integral quantization of the topological invariant, are pro-
tected by certain symmetries of the Hamiltonian against disorder. This
generic feature is characterized by a generalized index theorem which is
a noncommutative analogue of the Atiyah-Singer index theorem. The
noncommutative index defined in terms of a pair of projections gives
a precise formula for the topological invariant in each symmetry class
in any dimension ($d \geq 1$). Under the assumption on the nonvanishing
spectral or mobility gap, we prove that the index formula reproduces
Bott periodicity and all of the possible values of topological invariants
in the classification table of topological insulators and superconductors.
We also prove that the indices are robust against perturbations that do
not break the symmetry of the unperturbed Hamiltonian.
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1. Introduction

Topological insulators and superconductors are a wide class of free-fermion systems which show nontrivial topological quantities \([28, 62]\) in the sense that they are robust against any perturbations. Historically, the first example of such a system was the integer quantum Hall effect \([37, 43]\), where the Hall conductance is quantized in integer multiples of the universal conductance. The integer is given by the Chern number which is the topological invariant of the system \([80, 44]\). Another example, called \(Z_2\) topological insulators, was later found by Kane and Mele \([35]\). The key difference from the quantum Hall effect is that the topological properties of such a system is meaningful only when time-reversal symmetry is respected. This idea has been generalized to other types of topological insulators, in which their topological properties are robust against any perturbations that preserve certain discrete symmetries of the unperturbed Hamiltonian, provided the Fermi level is in a spectral gap or a mobility gap. The complete classification of all topological insulators and superconductors was worked out using the idea of random matrix theory \([67]\) or K-theoretical approach \([42]\). In either case, the result obtained can be summarized in the same form of the “periodic table” (see Table 1 below).

In translationally invariant systems, the bulk topological invariant is typically written as an integral over the Brillouin zone, and is robust with respect to the variation of the parameters of the Hamiltonian unless the band gap closes. This picture is, however, not applicable to systems with disorder, where the Bloch momentum is no longer a good quantum number. Nevertheless, certain topological properties are expected to be robust against disorder, as is the case for the quantization of the Hall conductance in quantum Hall systems. So far, there have been two different approaches to tackle topological insulators with disorder.

The first one was initiated by Niu, Thouless and Wu \([56]\), which works for generic quantum Hall systems with disorder and/or interactions. In their approach, twisted boundary conditions at the boundaries are imposed and the existence of a spectral gap above the ground-state sector is assumed. Under these assumptions, they showed that the Hall conductance averaged over the boundary conditions is integrally or fractionally quantized, irrespective of disorder or interactions. Clearly, their result does not necessarily imply
the quantization of the Hall conductance for a set of fixed twisted phases. But recently, it was proved that the Hall conductance exhibits the desired quantization irrespective of the values of the twisted phases for interacting lattice fermions [31, 47]. However, its extension to interacting continuum systems still remains an open problem.

The second approach is based on methods of noncommutative geometry [13, 14, 32, 33]. The advantage is that it is applicable to the situation that the Fermi energy lies in a localization regime. Using the approach, the integral quantization of the Hall conductance is proved to be robust against disorder for noninteracting systems [7, 5, 1, 17, 46]. In particular, the emergence of the Hall conductance plateau of bulk order can be proved for varying the filling factor of the electrons rather than the Fermi level [46].

The application of noncommutative geometry has been rather limited to the quantum Hall systems in two dimensions so far [7, 5, 1]. Recently, however, the extension to higher even dimensions has been done by [58]. Besides, it has been realized that this approach is applicable to other types of topological insulators. Among them, there are two classes of systems in which the topological invariant is proved to be robust against perturbations.

One class is topological insulators with chiral symmetry in odd dimensions. It was found in [54, 59, 60] that the methods of noncommutative geometry are applicable to proving the robustness of the integral quantization of the winding number related to the spin in odd dimensional Pauli-Dirac theory [75, 34, 41, 70, 67] with chiral symmetry. The winding number can be defined in terms of the sign function of the Hamiltonian. Following Connes’ program [13], Prodan and Schulz-Baldes proved that the winding number is quantized to a nontrivial integer [59].

The other class is topological insulators with time-reversal symmetry in two dimensions [35, 71]. In the previous paper [36], the authors proposed an alternative approach which is based on the method of a pair of projections introduced by Avron, Seiler and Simon [5, 6]. Relying on their method, the noncommutative formula of the $Z_2$ index for this class was obtained and the robustness of the index against any time-reversal symmetric perturbation including disorder was proved.

In this paper, we extend our previous approach to generic topological insulators and superconductors. As a result, we prove that the noncommutative index theorem gives a precise formula for the topological invariant for each element in the periodic table [42, 70, 67]. In other words, all of the indices in Table 1 below can be explained by our noncommutative index theorem. The advantage of our approach is that it is not necessary for disordered systems to require the ergodicity of the probability measure [16, 46]. Namely, the integral quantization of the topological invariant is proved to be robust against any symmetry preserving perturbation as long as the Fermi level lies in a spectral gap of the Hamiltonian or in a mobility gap.

The present paper is organized as follows: In the next section, we define a generic tight-binding model on a hypercubic lattice in dimensions $d \geq 1$, and discuss the possible symmetries of the Hamiltonian. In Sec. 3 we present our main results in the form of the index theorem, which allows us to relate
the analytic index to the topological invariant. The proofs of the integer-valued index theorems in even and odd dimensions are given in Sec. 4 and Sec. 5, respectively. The detailed nature of the indices for all the classes of models in the periodic table are proved in Sec. 6. In Sec. 7, we show the robustness of the indices against perturbations using a homotopy argument. Our convention for the gamma matrices and their useful properties are summarized in Appendix A. Appendices B-F are devoted to technical estimates. In Appendix G, we show that the chiral topological invariants can be interpreted as a linear-response coefficient in one dimensions. Appendices H and I are devoted to the proofs of useful propositions. In particular, we show the relation between the indices of classes DIII and AII in three dimensions in Appendix I.

2. Tight-Binding Models on $\mathbb{Z}^d$

We consider a tight-binding model of fermions on the $d$-dimensional hypercubic lattice $\mathbb{Z}^d$ with $d \geq 1$. The Hamiltonian $H$ reads

$$\begin{equation}
(H \varphi)_\alpha(x) := \sum_y \sum_\beta t_{\alpha, \beta}^{x, y} \varphi_\beta(y) \quad \text{for } x \in \mathbb{Z}^d,
\end{equation}$$

where the subscript $\beta$ of the wavefunction $\varphi_\beta \in \ell^2(\mathbb{Z}^d, \mathbb{C}^M)$ is the internal degree of freedom with the dimension $M$ such as spin or orbital; the hopping amplitudes $t_{x, y}^{\alpha, \beta}$ are complex numbers which satisfy the Hermitian conditions,

$$t_{y, x}^{\beta, \alpha} = (t_{x, y}^{\alpha, \beta})^*.$$

We note that the above Hamiltonian includes a tight-binding model on a more general graph, because it can be embedded into the model on $\mathbb{Z}^d$ with suitably chosen hopping amplitudes. We assume that the hopping amplitudes are of finite range, and that all of the strengths are uniformly bounded as

$$|t_{y, x}^{\beta, \alpha}| \leq t_0$$

with some positive constant $t_0$. Throughout the present paper, we require the following assumption:

**Assumption A.** The Fermi level $E_F$ lies in the spectral gap of the Hamiltonian $H$ or in the localization regime. More precisely, we assume that the resolvent $(E_F - H)^{-1}$ exponentially decays with distance as

$$\sup_{\varepsilon > 0} \| \chi_{\{x\}}(E_F + i\varepsilon - H)^{-1} \chi_{\{y\}} \| \leq C_0 \exp[-|x - y|/\xi_0],$$

where $\chi_{\{x\}}$ is the characteristic function of the site $x$, i.e.,

$$\chi_{\{x\}}(x') := \begin{cases} 1, & x = x'; \\ 0, & x \neq x', \end{cases}$$

and the positive constants, $C_0$ and $\xi_0$, depend only on the parameters of the tight-binding model.

**Remark.** The bound (2.2) holds for random Hamiltonians with probability one as in Theorems 2.4 and 2.5 in [12]. Instead of (2.2), we can assume the Aizenman-Molchanov bound [2]. In this case, the corresponding statements
about the index theorem are proved along the lines of [46]. The bound (2.2) yields that the matrix elements of the Fermi projection \( P_F \) also decays exponentially with distance as in (4.23) below.

We can treat random models without making any assumption on the distribution because we assume only the exponential decay of the resolvent for a fixed configuration. For the same reason, our method is applicable to deterministic models, e.g., tight-binding models on Sierpinski carpet [73] or Penrose tiling [57]. Actually, by removing appropriate bonds from the bonds of the square lattice, the Sierpinski carpet can be constructed by starting from the square lattice. As for the Penrose tiling, this can be embedded into the two-dimensional plane. Therefore, by using the Euclidean distance, we can define the Dirac operator in Sec. 3 below for both cases. As a consequence, we can apply our method to the corresponding models.

We can also treat superconductors which are described by the Bogoliubov-de Gennes Hamiltonian which is given by a quadratic form of creation and annihilation fermion operators. Then, the matrix elements of the quadratic form define the corresponding Hamiltonian (2.1). Namely, it is reduced to that for a single-body tight-binding Hamiltonian. The “Fermi energy” is set to \( E_F = 0 \) by definition.

2.1. Time-Reversal Transformation. As usual, we define the complex conjugate for the present wavefunctions, \( \varphi \in \ell^2(\mathbb{Z}^d, \mathbb{C}^M) \), by

\[
(\overline{\varphi})_\alpha(x) = \overline{\varphi_\alpha(x)} \quad \text{for} \quad x \in \mathbb{Z}^d,
\]

where \( \alpha \) is an index of the internal degree of freedom. We introduce a time-reversal transformation \( \Theta \) for the wavefunctions as

\[
\varphi^\Theta := \Theta \varphi = U^\Theta \varphi \quad \text{for} \quad \varphi \in \ell^2(\mathbb{Z}^d, \mathbb{C}^M).
\]

Here, for simplicity, we assume that \( U^\Theta \) is a unitary operator which can be written in a direct sum as \( U^\Theta = \bigoplus U^\Theta_i \) with a period on the lattice \( \mathbb{Z}^d \), where the unitary operator \( U^\Theta_i \) acts on a local state on the \( i \)-th unit cell with a compact support. Since all of the states on some cells can be identified with an internal degree of freedom at a single site of a lattice, the unitary operator \( U^\Theta \) can be taken to be independent of the lattice site.

If a time-reversal transformation \( \Theta \) satisfies

\[
\Theta^2 \varphi = -\varphi \quad \text{for any} \quad \varphi \in \ell^2(\mathbb{Z}^d, \mathbb{C}^M),
\]

then we say that \( \Theta \) is an odd time-reversal transformation. In the case where

\[
\Theta^2 \varphi = \varphi \quad \text{for any} \quad \varphi \in \ell^2(\mathbb{Z}^d, \mathbb{C}^M),
\]

we say that \( \Theta \) is an even time-reversal transformation.

Let \( \mathcal{A} \) be an operator on the Hilbert space \( \ell^2(\mathbb{Z}^d, \mathbb{C}^M) \). We say that the operator \( \mathcal{A} \) is time-reversal symmetric with respect to \( \Theta \) if the following condition holds:

\[
\Theta(\mathcal{A} \varphi) = \mathcal{A} \varphi^\Theta \quad \text{for any} \quad \varphi \in \ell^2(\mathbb{Z}^d, \mathbb{C}^M).
\]

If the present Hamiltonian \( H \) satisfies this condition, we say that the Hamiltonian \( H \) is time-reversal symmetric with respect to \( \Theta \). In addition, if \( \Theta \) is an odd time-reversal transformation, we say that the Hamiltonian \( H \) is odd time-reversal symmetric.
2.2. Particle-Hole Transformation. Next, we introduce a particle-hole transformation $\Xi$ for the wavefunctions as

$$\varphi^{\Xi} := \Xi \varphi = U^{\Xi} \varphi \text{ for } \varphi \in \ell^2(\mathbb{Z}^d, \mathbb{C}^M),$$

(2.5)

where $U^{\Xi}$ is a unitary operator, similarly to the case of the time-reversal transformation $\Theta$. In the same way as in the time-reversal transformation, one can define odd and even particle-hole transformations. The only difference is that the following condition for the Hamiltonian $H$ is required:

$$\Xi(H\varphi) = -H\varphi^{\Xi} \text{ for any } \varphi \in \ell^2(\mathbb{Z}^d, \mathbb{C}^M),$$

(2.6)

in which case we say that the Hamiltonian $H$ is particle-hole symmetric with respect to $\Xi$.

The condition (2.6) implies that, if a positive energy, $E > 0$, is in the spectrum of the Hamiltonian $H$, then the corresponding negative energy, $-E$, is also in the spectrum of $H$. Namely, the upper energy bands are mapped to the lower energy bands by the particle-hole transformation $\Xi$. This is, in fact, a built-in symmetry of the Bogoliubov-de Gennes Hamiltonians. For a class of Hamiltonians with this symmetry, we set $E_F = 0$ and deal with the following two situations: (i) There is a spectral gap between the upper and lower bands in the spectrum of the particle-hole symmetric Hamiltonian $H$. (ii) Consider the situation that the Fermi level $E_F = 0$ lies in a localization regime. If $E_F = 0$ is an eigenvalue of the Hamiltonian $H$, we cannot handle the resolvent $(E_F - H)^{-1}$. Fortunately, it is well known that the corresponding event does not occur with probability one in many of random systems. In particular, a matrix-valued random potential [8, 10, 25, 11] meets the present conditions. In fact, for such random potentials, the decay bound (2.2) in Assumption A holds with probability one [12], provided that both an initial decay estimate for the resolvent and a Wegner estimate for the density of states hold. This decay bound implies that $E_F$ is not an eigenvalue of $H$ with probability one. Thus, we assume that $E_F = 0$ is not an eigenvalue of the particle-hole symmetric Hamiltonian $H$ with probability one with respect to configurations of the random quantities of the system. In such a system, the matrix elements of the Fermi projection $P_F$ also decays exponentially with distance as in (4.23) below.

2.3. Chiral Transformation. We say that the Hamiltonian $H$ is chiral symmetric with respect to a chiral operator $S$ if the following conditions hold:

- $S$ is self-adjoint, i.e., $S^* = S$
- $S$ is unitary, i.e., $S^2 = 1$
- The Hamiltonian $H$ is transformed by $S$ as

$$S H S = -H.$$  

(2.7)

Because of $S^2 = 1$, there is no property about even-oddness in this case. The condition (2.7) implies that the positive-energy bands are mapped to the corresponding negative-energy ones, as in the case of the particle-hole symmetric Hamiltonian. Therefore, we set $E_F = 0$, and deal with the situation that the matrix elements of the Fermi projection $P_F$ decays exponentially with distance as in (4.23) below.
Table 1. The periodic table of topological insulators and superconductors, listing the possible values of the indices as the strong topological invariants for the CAZ classes in dependence of the spatial dimension $d$.

3. Main Results

In this paper, we prove that the noncommutative index theorem gives the desired index of the topological invariant for each element in the periodic table (Table 1). The analysis of the nature of the indices reproduces the results which were claimed in previous works \cite{42, 70, 67}.

In Table 1, possible topological insulators and superconductors are sorted out according to their symmetries and spatial dimensions $d$. The first column refers to the Cartan-Altland-Zirnbauer (CAZ) classification scheme \cite{4} for symmetry of the Hamiltonian $H$. The columns, TRS, PHS and CHS, denote the character of the Hamiltonian $H$ in relation to time-reversal, particle-hole and chiral symmetries, respectively. If the Hamiltonian $H$ does not have the corresponding symmetry, then we write 0. We write $\pm 1$ for even- and oddness for symmetry, respectively. Since a chiral operator $S$ always satisfies $S^2 = 1$, we write 1 for chiral symmetry classes. The symbols $\mathbb{Z}$ and $\mathbb{Z}_2$ indicate whether the model belonging to an entry takes an integer-valued or a $\mathbb{Z}_2$-valued index, respectively. The symbol $2\mathbb{Z}$ denotes that the integer-valued index is always even. The empty entries denote the case where the corresponding model has no index. Due to the periodicity with the period 8 with respect to the spatial dimension $d$, we omit the cases for nine or higher dimensions. This fact which is often called “Bott periodicity” will be proved in Sec. 6. Roughly speaking, the periodicity 8 is a consequence of the periodicity of the Dirac-Clifford algebra.

3.1. Index Theorems in Even Dimensions. Let us consider first the Hamiltonian (2.1) on $\mathbb{Z}^d$ with even dimensions, $d = 2n$, ($n = 1, 2, \ldots$). We write $P_F$ for the projection onto the states whose energy is less than the Fermi energy $E_F$, and refer to it as the Fermi projection. By using a contour
integral in the complex plane, it can be written as

\[ P_F = \frac{1}{2\pi i} \oint dz \frac{1}{z - H}. \quad (3.1) \]

Let \( \gamma^{(1)}, \gamma^{(2)}, \ldots, \gamma^{(2n)}, \gamma^{(2n+1)} \) be the gamma matrices acting on the \( 2^n \)-dimensional Hilbert space \( \mathbb{C}^{2^n} \) which represents an auxiliary degrees of freedom. The gamma matrices obey the anticommutation relations,

\[ \gamma^{(i)} \gamma^{(j)} + \gamma^{(j)} \gamma^{(i)} = 2\delta_{ij}, \quad (3.2) \]

for \( i, j \in \{1, 2, \ldots, 2n+1\} \) with the Kronecker delta \( \delta_{ij} \). The concrete expression for the gamma matrices and their basic properties are given in Appendix A. We write \( \gamma = (\gamma^{(1)}, \gamma^{(2)}, \ldots, \gamma^{(2n)}) \), i.e., \( \gamma \) is a \( 2n \)-component vector whose \( i \)-th component is given by the gamma matrix \( \gamma^{(i)} \). We denote the Euclidean distance on \( \mathbb{R}^d \) by

\[ |y| := \left[ \sum_{j=1}^{2n} (y^{(j)})^2 \right]^{1/2} \quad \text{for} \quad y = (y^{(1)}, y^{(2)}, \ldots, y^{(2n)}) \in \mathbb{R}^d. \]

We introduce a Dirac operator as \( D_a(x) := \frac{1}{|x - a|}(x - a) \cdot \gamma \) for \( x \in \mathbb{Z}^d \),

\[ D_a(x) := \frac{1}{|x - a|}(x - a) \cdot \gamma \quad \text{for} \quad x \in \mathbb{Z}^d, \quad (3.3) \]

where we have used the shorthand notation,

\[ (x - a) \cdot \gamma = \sum_{i=1}^{2n} (x^{(i)} - a^{(i)}) \gamma^{(i)}, \]

and the \( 2n \)-component vector \( a = (a^{(1)}, a^{(2)}, \ldots, a^{(2n)}) \) satisfies \( a \in \mathbb{R}^d \setminus \mathbb{Z}^d \).

The Dirac operator \( D_a \) acts on the Hilbert space \( \ell^2(\mathbb{Z}^d, \mathbb{C}^M) \otimes \mathbb{C}^{2^n} \), where the position operator \( x \) and the gamma matrix \( \gamma^{(i)} \) is identified with \( x \otimes 1 \) and \( 1 \otimes \gamma^{(i)} \), respectively. The Hamiltonian \( H \) of (2.1) is identified with \( H \otimes 1 \) on \( \ell^2(\mathbb{Z}^d, \mathbb{C}^M) \otimes \mathbb{C}^{2^n} \). The Dirac operator of (3.3) is a noncommutative analogue \([13, 14]\) of the partial differential operators in the Atiyah-Singer index theorem.

In order to describe our noncommutative index theorems, we introduce the current operator \( J^{(j)}_a \) in the \( j \)-th direction with the kink at \( a^{(j)} \) by \( [17] \)

\[ J^{(j)}_a := i[H, \vartheta^{(j)}_a], \quad (3.4) \]

where

\[ \vartheta^{(j)}_a(x) := \vartheta(x^{(j)} - a^{(j)}) \quad \text{for} \quad x \in \mathbb{Z}^d \]

(3.5)

with the step function,

\[ \vartheta(b) := \begin{cases} 1, & b \geq 0; \\ 0, & b < 0, \end{cases} \] for \( b \in \mathbb{R} \).
Theorem 1. In even dimensions, the following relation between the integer-valued index and the topological invariant (generalized Chern number) is valid:

\[
\frac{1}{2} \left\{ \dim \ker \left[ \gamma^{(2n+1)}(P_F - D_aP_FD_a) - 1 \right] - \dim \ker \left[ \gamma^{(2n+1)}(P_F - D_aP_FD_a) + 1 \right] \right\} = (-1)^{n-1} \sum_{\sigma} (-1)^{\sigma} \oint dz_1 \oint dz_2 \cdots \oint dz_{2n} \text{Tr} \left[ P_F \frac{1}{z_1 - H} J_a^{(\sigma_1)} \frac{1}{z_1 - H} \right] \times \frac{1}{z_2 - H} J_a^{(\sigma_2)} \frac{1}{z_2 - H} \cdots \frac{1}{z_{2n} - H} J_a^{(\sigma_{2n})} \frac{1}{z_{2n} - H},
\]

where \( \dim \ker O \) stands for the dimension of the kernel of an operator \( O \), \( \text{Tr} \) denotes the trace of operator on the Hilbert space \( \ell^2(\mathbb{Z}^d, \mathbb{C}^M) \), and \( \sigma \) is a permutation given by

\[
\sigma = \left( 1, 2, \ldots, 2n \right),
\]

with the signature \((-1)^{\sigma}\). Further, the integer-valued index is continuous with respect to the norm of any perturbation if the perturbed Hamiltonian has the same symmetry as that of the unperturbed Hamiltonian. In other words, as long as the Fermi level \( E_F \) lies in a spectral gap or a mobility gap, the integer-valued index is robust against any perturbation which preserves the same symmetry as that of the unperturbed Hamiltonian.

The proof of the index formula for the most typical class A, which has no symmetry, is given in Sec. 4 and for the rest of the classes that have various symmetries, the proofs are given in Sec. 6.2. The continuity of their indices is proved by combining the argument of a certain supersymmetric structure [6] at the end of Sec. 4.1 with the homotopy argument in Sec 7.

Remark. (i) The noncommutative index Theorem 1 gives the desired \( \mathbb{Z} \) or \( 2\mathbb{Z} \) indices for the corresponding elements in Table 1. In particular, the classes with \( 2\mathbb{Z} \) index [67, 78, 72, 26] have a structure similar to the Kramers doublet in the spectrum of the operator \( \gamma^{(2n+1)}(P_F - D_aP_FD_a) \) as we show in Sec. 6.2.

(ii) In two or higher even dimensions, Prodan, Leung and Bellissard [58] discussed the conditions under which both the quantization and homotopy invariance of the noncommutative Chern number hold against perturbations. Their underlying assumption which they call, strong disorder, is slightly stronger than ours. In addition, they required that the probability measure for disorder is ergodic with respect to spatial translations. On the other hand, our approach is based on the method of a pair of projections which was introduced by Avron, Seiler and Simon [4, 6]. The advantage of our approach is that [16, 46] it is not necessary for disordered systems to require the ergodicity of the probability measure. Namely, the integral quantization of the topological invariant is proved to be robust against any perturbation as long as the Fermi level lies in a spectral gap of the Hamiltonian or in a localization regime.
Theorem 2. In even spatial dimensions, for the entries specified by the symbol $\mathbb{Z}_2$ in Table 1, the integer-valued index given in Theorem 1 vanishes identically. However, the following $\mathbb{Z}_2$ index may be nonvanishing:

$$\text{Ind}_{2n}(D_a, P_F) := \frac{1}{2} \dim \ker [\gamma^{(2n+1)}(P_F - D_a P_F D_a) - 1] \mod 2.$$ 

More precisely, this $\mathbb{Z}_2$ index is continuous with respect to the norm of any perturbation if the perturbed Hamiltonian has the same symmetry as that of the unperturbed Hamiltonian. In other words, as long as the Fermi level lies in a spectral gap of the Hamiltonian or in a localization regime, the $\mathbb{Z}_2$ index is robust against any perturbation which preserves the same symmetry as that of the unperturbed Hamiltonian.

The proof is given in Sec. 6.2. In particular, the continuity of the $\mathbb{Z}_2$ indices is proved at the end of the case of AII class in two dimensions by relying on the homotopy argument in Sec 7. A numerical demonstration of the above formula was presented in [3].

Remark. (i) Since the $\mathbb{Z}_2$ index is given by the dimension of the kernel of the operator, one might think that the $\mathbb{Z}_2$ index may be written in terms of an integral of some connection, similarly to the Chern number. In fact, the $\mathbb{Z}_2$ index which was defined by Kane and Mele can be written in terms of an integral of the same connection as that of the Chern number over one-half of the Brillouin zone for translationally invariant systems [19, 55, 18]. (See also related articles [20, 68, 22, 49].) In [36], the authors showed that, for Kane-Mele model without disorder, the $\mathbb{Z}_2$ index in the form of an integral coincides with the dimension of the kernel of an operator. This index of the operator coincides with that in Theorem 2 too.

(ii) Schulz-Baldes [71, 26] defined $\mathbb{Z}_2$-indices for general odd symmetric Fredholm operators and treated the $\mathbb{Z}_2$ index for the Kane-Mele model as an example. (See also [21, 15] for related articles.) But his approach is different from ours. In fact, he defined the $\mathbb{Z}_2$ index by the parity of $\dim \ker \mathcal{F}$ for the Fredholm operator $\mathcal{F}$. As we will show in Sec. 4.1 below, the dimension of the kernel of $\mathcal{F}$ coincides with ours. On the one hand, the operator $\mathcal{F}$ is noncompact and contains the essential spectrum. On the other hand, our operator, say $\mathfrak{A}$, has only the discrete spectrum with finite multiplicity except for zero, because $\mathfrak{A}$ is compact which follows from the fact that $\mathfrak{A}^m$ with some positive integer $m$ is trace class. Therefore, a homotopy argument for $\mathfrak{A}$ is much easier to handle than that for $\mathcal{F}$. It should be noted that the homotopy argument is indispensable for defining the $\mathbb{Z}_2$ index for disordered systems.

(iii) Hastings and Loring [20, 30, 52, 51] proposed an alternative noncommutative approach to the $\mathbb{Z}_2$ index of topological insulators.

3.2. Index Theorems in Odd Dimensions. Let us consider the Hamiltonian $H$ of (2.1) on $\mathbb{Z}^d$ with odd dimensions, $d = 2n + 1$, $(n = 0, 1, 2, \ldots)$. In this case, we set

$$\gamma = (\gamma^{(1)}, \gamma^{(2)}, \ldots, \gamma^{(2n)}, \gamma^{(2n+1)}).$$

(3.6)
The corresponding Dirac operator is given by
\[ D_a(x) := \frac{1}{|x-a|} (x-a) \cdot \gamma \] (3.7)
for \( x = (x^{(1)}, x^{(2)}, \ldots, x^{(2n+1)}) \in \mathbb{Z}^{2n+1} \) and \( a = (a^{(1)}, a^{(2)}, \ldots, a^{(2n+1)}) \in \mathbb{R}^d \setminus \mathbb{Z}^d \). Here, \(|y|\) denotes the Euclidean distance given by
\[ |y| = \left( \sum_{j=1}^{2n+1} (y^{(j)})^2 \right)^{1/2} \]
for \( y = (y^{(1)}, y^{(2)}, \ldots, y^{(2n+1)}) \in \mathbb{R}^{2n+1} \).

Consider first the case that the Hamiltonian \( H \) has no chiral symmetry.

**Theorem 3.** Assume that the Hamiltonian \( H \) has no chiral symmetry in odd spatial dimensions. Then, all of the nontrivial indices for the models in the classes are given by \( \mathbb{Z}_2 \) index as in Table 1. Actually, the integer-valued index vanishes identically. However, the models preserve the \( \mathbb{Z}_2 \) index given by
\[ \text{Ind}_2^{(2n+1)}(D_a, P_F) := \dim \ker [(P_F - D_a P_F D_a) - 1] \mod 2 \] (3.8)
in the sense that the parity (\( \mathbb{Z}_2 \) index) is continuous with respect to the norm of any perturbation if the perturbed Hamiltonian has the same symmetry as that of the unperturbed Hamiltonian. In other words, as long as the Fermi level lies in the spectral gap of the Hamiltonian or in the localization regime, the \( \mathbb{Z}_2 \) index is robust against any perturbation which preserves the same symmetry as that of the unperturbed Hamiltonian.

The proof is given in Sections 6.3.1, 6.3.2 and 6.3.3. The continuity of the \( \mathbb{Z}_2 \) indices can be proved in the same way as in the proof of Theorem 2.

**Remark.** (i) For numerical calculations of the \( \mathbb{Z}_2 \) index in three-dimensional systems with disorder, see [27, 50]. They used a method of twisted boundary conditions [56, 35]. For a scattering matrix approach to the \( \mathbb{Z}_2 \) index in three-dimensional systems with disorder, see [23, 69] and a related article [24]. A numerical demonstration of the present formula (3.8) was presented in [3].

Next, consider the case where the Hamiltonian \( H \) has chiral symmetry with a chiral operator \( S \). As mentioned in Sec. 2.2, we deal with the following two situations: (i) There is a spectral gap between the upper and lower bands in the spectrum of the chiral symmetric Hamiltonian \( H \). (ii) When the Fermi level \( E_F = 0 \) lies in a localization regime, we assume that \( E_F = 0 \) is not an eigenvalue of the chiral Hamiltonian \( H \) with probability one with respect to configurations of the random quantities of the system. In such a system, the resolvent \( (E_F - H)^{-1} \) decays exponentially with distance. We write \( P_\pm \) for the spectral projections onto the upper and the lower bands, respectively. Using the two projections \( P_\pm \), we introduce a unitary operator,
\[ U := P_+ - P_- \] (3.9)
We also define a projection operator,
\[ P_D := \frac{1}{2}(1 + D_a) \] (3.10)
in terms of the Dirac operator \( D_a \).
**Theorem 4.** Assume that the Hamiltonian $H$ has chiral symmetry with a chiral operator $S$ in odd dimensions. Then, the following relation between the integer-valued index and the topological invariant (generalized Chern number) is valid:

$$\frac{1}{2} \left\{ \dim \ker \left[ S(P_D - U P_D U) - 1 \right] \right.$$ 

$$- \dim \ker \left[ S(P_D - U P_D U) + 1 \right] \right\}$$ 

$$= \frac{\pi}{2(2n + 1)!! \cdot (2n + 1)} \sum_{\sigma} (-1)^{\sigma} \oint dz_1 \oint dz_2 \cdots \oint dz_{2n+1} \text{Tr} SU \frac{1}{z_1 - H}$$

$$\times J_a^{(\sigma)} \frac{1}{z_2 - H} J_a^{(\sigma_2)} \frac{1}{z_3 - H} \cdots \frac{1}{z_{2n+1} - H} \cdot$$

Further, the integer-valued index is continuous with respect to the norm of any perturbation if the perturbed Hamiltonian has the same symmetry as that of the unperturbed Hamiltonian. Namely, as long as the Fermi level lies in a spectral gap of the Hamiltonian or in a localization regime, the integer-valued index is robust against any perturbation which preserves the same symmetry as that of the unperturbed Hamiltonian.

The proof of the index formula for the most typical class AIII, which has only chiral symmetry, is given in Sec. 5. For the rest of the classes that have various symmetries, the proofs are given in Sec. 6.3.4. The continuity of the indices can be proved in the same way as in the proof of Theorem 1.

**Remark.** (i) In [54], it was shown numerically for disordered models that the noncommutative analogue of the Chern number for odd-dimensional systems with chiral symmetry is quantized to an integer. See also [76]. The mathematical proof was given by Prodan and Schulz-Baldes in [59]. In addition to the assumption about the spectral gap or localization, they required that the probability measure for disorder is ergodic with respect to spatial translations. For the advantage of our approach, see Remark (ii) of Theorem 1.

(ii) As we will show in Sec. 5.1 below, the index in Theorem 4 is equal to the index of a Fredholm operator which is given by a pairing of the Dirac operator and a unitary operator. Therefore, Theorem 4 is closely related to the local index formula in Corollary II.1 in [14] although the two expressions for the index formula seem to be totally different. See also [32, 33].

**Theorem 5.** Assume that the Hamiltonian $H$ has chiral symmetry with a chiral operator $S$ in odd dimensions. Then, for the entries specified by the symbol $Z_2$ in Table 1, the integer-valued index given in Theorem 4 vanishes identically. However, the following $Z_2$ index may be nonvanishing:

$$\text{Ind}_{Z_2}^{(2n)}(D_a, S, U) := \frac{1}{2} \dim \ker \left[ S(P_D - U P_D U) - 1 \right] \bmod 2.$$
index is robust against any perturbation which preserves the same symmetry as that of the unperturbed Hamiltonian.

The proofs are given in Sec. 6.3.4. The continuity of the $\mathbb{Z}_2$ indices can be proved in the same way as in the proof of Theorem 2.

Remark. (i) Recently, Großmann and Schulz-Baldes [26] investigated index pairings of projections and unitaries for understanding the indices in the periodic table. Their projection operators which are associated to the Dirac operator is slightly different from ours. In consequence, they succeeded in understanding part of the indices in the periodic table in terms of their classifying scheme.

(ii) Roughly speaking, one of the central issues of K-theoretic approaches to topological insulators and superconductors is to determine an algebraic structure of homotopically equivalent classes of gapped Hamiltonians. It is believed that there exists a one-to-one correspondence between topological phases of such gapped systems and abelian groups, $\mathbb{Z}, \mathbb{Z}_2, \mathbb{Z}_2$, in the periodic table. For related K-theoretic approaches to the periodic table for disordered systems, see [79, 9, 38, 48, 10, 39].

4. No Symmetry in Even Dimensions

4.1. Index. Let us first consider the present models in even dimensions, $d = 2n$, $n = 1, 2, \ldots$. To begin with, we introduce

$$\text{Ind}^{(2n)}(D_a, P_F) := \frac{1}{2} \text{Tr} A^{2n+1}$$

with the operator,

$$A = \gamma^{(2n+1)}(P_F - D_a P_F D_a).$$

In Appendix B we show that the operator $A^{2n+1}$ in the right-hand side is trace class, and hence the quantity, $\text{Ind}^{(2n)}(D_a, P_F)$, is well defined.

Firstly, we show that the quantity, $\text{Ind}^{(2n)}(D_a, P_F)$, is equal to the integer-valued index in Theorem 1 in the preceding section. For this purpose, we introduce another operator,

$$B = \gamma^{(2n+1)}(1 - P_F - D_a P_F D_a).$$

Note that the Dirac operator $D_a$ satisfies $(D_a)^2 = 1$ from the definition (3.3). From the anticommutation relation (3.2), the Dirac operator $D_a$ anticommutes with $\gamma^{(2n+1)}$ as

$$\{\gamma^{(2n+1)}, D_a\} = 0.$$  

(4.3)

By using these relations and $(\gamma^{(2n+1)})^2 = 1$, one can easily show that the above two operators, $A$ and $B$, satisfy

$$A^2 + B^2 = 1$$

(4.4)

and

$$AB + BA = 0.$$  

(4.5)

In addition, one has

$$[A, \gamma^{(2n+1)}] = 0 \quad \text{and} \quad [B, \gamma^{(2n+1)}] = 0.$$  

(4.6)
Following the argument of [6], we show that, if the eigenvalue \( \lambda \) of \( A \) satisfies \( \lambda \in (-1,0) \cup (0,1) \), then \( \lambda \) and \(-\lambda\) come in pairs of eigenvalues of \( A \). Besides, their eigenvectors are mapped to each other by the operator \( B \). Let \( \varphi \) be an eigenvector of \( A \) with eigenvalue \( \lambda \in (0,1) \), i.e., \( A \varphi = \lambda \varphi \). Then, the anticommutation relation \((4.5)\) yields
\[
AB\varphi = -BA\varphi = -\lambda B\varphi.
\]
Similarly, from the first relation \((4.4)\), one has
\[
B^2 \varphi = (1 - A^2) \varphi = (1 - \lambda^2) \varphi.
\]
These imply that the operation \( B \) induces an invertible map from an eigenvector \( \varphi \) with eigenvalue \( \lambda \in (0,1) \) to that with \(-\lambda\). Thus, there exists a one-to-one correspondence between the vectors \( \varphi \) and \( B\varphi \), and their eigenvalues come in pairs \( \pm \lambda \), provided \( 0 < |\lambda| < 1 \). Combining these observations with the fact that \( A^{2n+1} \) is trace class, one has \([6, 74]\)
\[
\text{Tr} A^{2n+1} = \text{dim ker}(A - 1) - \text{dim ker}(A + 1).
\]
Thus, we obtain the left-hand side of the integer-valued index Theorem 1.

We shall show that the quantity, \( \text{Ind}^{(2n)}(D_a, P_F) \), takes an integer value only. From the anticommutation relation \((4.3)\), one has the expression,
\[
D_a = \begin{pmatrix} 0 & D_a^* \\ D_a & 0 \end{pmatrix}, \tag{4.7}
\]
in the basis which diagonalizes \( \gamma^{(2n+1)} \) as
\[
\gamma^{(2n+1)} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]
Here, \( D_a \) is a unitary operator because \( (D_a)^2 = 1 \).

Note that
\[
D_a P_F D_a = \begin{pmatrix} 0 & D_a^* \\ D_a & 0 \end{pmatrix} \begin{pmatrix} P_F & 0 \\ 0 & P_F \end{pmatrix} = \begin{pmatrix} D_a^* P_F D_a & 0 \\ 0 & D_a P_F D_a^* \end{pmatrix}.
\]
Therefore, one has
\[
A = \begin{pmatrix} P_F - D_a^* P_F D_a & 0 \\ 0 & -(P_F - D_a^* P_F D_a) \end{pmatrix}.
\]
Substituting this into the right-hand side of \((4.1)\), we have
\[
\text{Ind}^{(2n)}(D_a, P_F) = \frac{1}{2} \text{Tr} \begin{pmatrix} (P_F - D_a^* P_F D_a)^{2n+1} & 0 \\ 0 & -(P_F - D_a^* P_F D_a)^{2n+1} \end{pmatrix}. \tag{4.8}
\]
Combining the above argument with the commutation relations \((4.6)\), one has
\[
\text{Tr} \left( P_F - D_a^* P_F D_a \right)^{2n+1}
= \text{dim ker}(P_F - D_a^* P_F D_a - 1) - \text{dim ker}(P_F - D_a^* P_F D_a + 1)
\]
on the subspace. Since one has
\[-1 \leq P_F - D_a^* P_F D_a \leq 1,
\]
one obtains that
\[
(P_F - D_a^* P_F D_a) \varphi = \varphi
\]
if and only if \((1 - P_F) \phi = 0\) and \(P_F \mathcal{D}_a P_F \phi = 0\). Therefore, the following relation is valid: \(6\)

\[
\ker (P_F - \mathcal{D}_a^* P_F \mathcal{D}_a - 1) = \ker \mathfrak{T},
\]

where \(\mathfrak{T}\) is the Fredholm operator given by

\[
\mathfrak{T} = P_F \mathcal{D}_a P_F + (1 - P_F).
\]

Similarly, one obtains

\[
\ker (P_F - \mathcal{D}_a^* P_F \mathcal{D}_a + 1) = \mathcal{D}_a^* \ker \mathfrak{T}^*,
\]

by using the fact that \(\mathcal{D}_a\) is a unitary operator. In consequence, these observations yield

\[
\text{Tr} (P_F - \mathcal{D}_a^* P_F \mathcal{D}_a)^{2n+1} = \dim \ker (P_F - \mathcal{D}_a^* P_F \mathcal{D}_a - 1) - \dim \ker (P_F - \mathcal{D}_a^* P_F \mathcal{D}_a + 1) = \dim \ker \mathfrak{T} - \dim \ker \mathfrak{T}^*
\]

on the subspace. Similarly, one has

\[
\text{Tr} (P_F - \mathcal{D}_a P_F^* \mathcal{D}_a)^{2n+1} = \dim \ker \mathfrak{T}^* - \dim \ker \mathfrak{T}.
\]

Substituting these into the expression \((4.8)\) of the index, we have

\[
\text{Ind}^{(2n)}(D_a, P_F) = \dim \ker \mathfrak{T} - \dim \ker \mathfrak{T}^*
\]

Thus, the index, \(\text{Ind}^{(2n)}(D_a, P_F)\), is equal to the index of the Fredholm operator \(\mathfrak{T}\).

Next, we show that the index, \(\text{Ind}^{(2n)}(D_a, P_F)\), is independent of the location of \(a\) of the Dirac operator \(D_a\). We write

\[
\mathfrak{T}' = P_F \mathcal{D}_{a'} P_F + (1 - P_F)
\]

with \(a' \neq a\). Then, one has

\[
\mathfrak{T}' - \mathfrak{T} = P_F (\mathcal{D}_{a'} - \mathcal{D}_a) P_F.
\]

Therefore, it is sufficient to show the operator \(\mathcal{D}_{a'} - \mathcal{D}_a\) is compact. Actually, as is well known, if the difference between two Fredholm operators is compact, then the two Fredholm operators give the same value of the index. From the definition \((3.3)\) of the Dirac operator \(D_a\), one has

all the matrix elements of \([D_{a'}(x) - D_a(x)] \sim \frac{1}{|x - a|}\)

for a large \(|x - a|\). On the other hand, the \((2, 1)\)-component of the matrix representation \((4.7)\) for the Dirac operator \(D_a\) is written as

\[
\mathcal{D}_a = (0, 1) D_a \begin{pmatrix} 1 \\ 0 \end{pmatrix}
\]

in terms of the two vectors. Clearly, one has

\[
\mathcal{D}_{a'} - \mathcal{D}_a = (0, 1) (D_{a'} - D_a) \begin{pmatrix} 1 \\ 0 \end{pmatrix}.
\]

These observations imply that \((\mathcal{D}_{a'} - \mathcal{D}_a)^{2n+1}\) is trace class, and hence \(\mathcal{D}_{a'} - \mathcal{D}_a\) is compact. Consequently, the index is independent of the location \(a\).
The rest of this section is devoted to the proof that the integer-valued index is continuous with respect to the norm of any perturbations. We write $A = P_F - D_aP_FD_a$. If the eigenvalues of $A$ change continuously under a continuous variation of the parameters of the Hamiltonian $H$, then the difference, $\dim \ker (A - I) - \dim \ker (A + I)$, must be invariant under the deformation of the Hamiltonian. Namely, we have two possibilities: (i) Some eigenvectors of $A$ are lifted from the sector spanned by the eigenvectors of $A$ with the eigenvalue $\lambda = 1$; (ii) some eigenvectors of $A$ with eigenvalue $\lambda \neq 1$ become degenerate with the eigenvectors of $A$ with the eigenvalue $\lambda = 1$. In both cases, due to the map $B$, the same number of the corresponding eigenvectors with the opposite value $-\lambda$ of eigenvalue are simultaneously lifted from or become degenerate with the sector spanned by the eigenvectors of $A$ with the eigenvalue $\lambda = -1$. Therefore, the difference, $\dim \ker (A - I) - \dim \ker (A + I)$, of the dimensions between the two sectors with $\lambda = 1$ and $\lambda = -1$ is invariant under perturbations. In consequence, it is enough to prove the continuity of the eigenvalues of the operator $A$ under deformation of the Hamiltonian [66, 46], in order to establish that the integer-valued index is robust against generic perturbations. This is proved in Sec. 7.

4.2. Topological Invariant. In this section, we show that the index defined by (4.1) is equal to the topological invariant, i.e., the Chern number. By using the anticommutation relation (4.3) and $(\gamma(2n+1))^2 = 1$, the index can be written as

$$\text{Ind}^{(2n)}(A, P_F) = \frac{1}{2} \text{Tr} \gamma^{(2n+1)}(P_F - D_aP_FD_a)^{2n+1}. \quad (4.9)$$

For the purpose of the present section, we introduce an approximate index as

$$\text{Ind}^{(2n)}(A, P_F; R) := \frac{1}{2} \text{Tr} \gamma^{(2n+1)}(P_F - D_aP_FD_a)^{2n+1} \chi^a_R,$$

where $\chi^a_R$ is the cutoff function given by

$$\chi^a_R(x) := \begin{cases} 1, & |x - a| \leq R; \\ 0, & \text{otherwise} \end{cases} \quad (4.10)$$

with a large positive $R$. Since the operator $(P_F - D_aP_FD_a)^{2n+1}$ is trace class, one has

$$\text{Ind}^{(2n)}(A, P_F) = \lim_{R \to \infty} \text{Ind}^{(2n)}(A, P_F; R).$$

Let $\Omega \subset \mathbb{R}^d$ be a $d$-dimensional rectangular region whose center of gravity is the origin of $\mathbb{R}^d$. Further, we introduce

$$\text{Ind}^{(2n)}(A, P_F; \Omega, R) := \frac{1}{2|\Omega|} \int_{\Omega} dv(a) \text{Tr} \gamma^{(2n+1)}(P_F - D_aP_FD_a)^{2n+1} \chi^a_R,$$

where $|\Omega|$ denotes the volume of the region $\Omega$, and $v$ is the usual Lebesgue measure. Since the index is independent of $a$ as we showed in the above, we have

$$\lim_{R \to \infty} \text{Ind}^{(2n)}(A, P_F; \Omega, R) = \text{Ind}^{(2n)}(A, P_F).$$
Clearly,
\[
\lim_{\Omega \nearrow \mathbb{R}^d} \lim_{R \nearrow \infty} \text{Ind}^{(2n)}(D_a, P_F; \Omega, R) = \text{Ind}^{(2n)}(D_a, P_F).
\]
The order of this double limit is interchangeable as follows:

**Lemma 6.** We have the relation,
\[
\lim_{R \nearrow \infty} \lim_{\Omega \nearrow \mathbb{R}^d} \text{Ind}^{(2n)}(D_a, P_F; \Omega, R) = \text{Ind}^{(2n)}(D_a, P_F).
\]
The proof is given in Appendix C.

Let \( \Lambda \subset \mathbb{Z}^d \) be a finite lattice such that \( \Lambda \) satisfies \( \Lambda \subseteq \Omega \) and \( |\Lambda| = |\Omega| \), where \( |\Lambda| \) denotes the number of the sites in the lattice \( \Lambda \). We introduce another approximate index as
\[
\text{Ind}^{(2n)}(D_a, P_F; \Lambda, R) := \frac{1}{2|\Lambda|} \int_{\mathbb{R}^d} dv(a) \text{Tr} \gamma^{(2n+1)}(P_F - D_a P_F D_a)^{2n+1} \chi_R^a \chi_D,
\]
where
\[
\chi_D(u) := \begin{cases} 1, & u \in \Lambda; \\ 0, & \text{otherwise}. \end{cases}
\]
Here, we stress that the integral with respect to \( a \) over \( \mathbb{R}^d \) is well defined because of the two cutoff function \( \chi_R^a \) and \( \chi_D \). Then, we have:

**Lemma 7.** For any fixed \( R \), the following two limits coincide with each other as
\[
\lim_{\Omega \nearrow \mathbb{R}^d} \text{Ind}^{(2n)}(D_a, P_F; \Omega, R) = \lim_{\Lambda \nearrow \mathbb{Z}^d} \text{Ind}^{(2n)}(D_a, P_F; \Lambda, R)
\]
in the sense of the accumulation points.

The proof is given in Appendix D.

Since \( \chi_D \) is trace class, one has
\[
\text{Ind}^{(2n)}(D_a, P_F; \Lambda, R) = \frac{1}{2|\Lambda|} \int_{\mathbb{R}^d} dv(a) \text{Tr} \gamma^{(2n+1)}(P_F - D_a P_F D_a)^{2n+1} \chi_R^a \chi_D
\]
\[
= \frac{1}{2|\Lambda|} \int_{\mathbb{R}^d} dv(a) \text{Tr} \gamma^{(2n+1)} P_F (P_F - D_a P_F D_a)^{2n+1} \chi_R^a \chi_D
\]
\[
- \frac{1}{2|\Lambda|} \int_{\mathbb{R}^d} dv(a) \text{Tr} \gamma^{(2n+1)} D_a P_F D_a (P_F - D_a P_F D_a)^{2n+1} \chi_R^a \chi_D.
\]
The second term in the right-hand side is written
\[
\frac{1}{2|\Lambda|} \int_{\mathbb{R}^d} dv(a) \text{Tr} \gamma^{(2n+1)} D_a P_F D_a (P_F - D_a P_F D_a)^{2n+1} \chi_R^a \chi_D
\]
\[
= \frac{1}{2|\Lambda|} \int_{\mathbb{R}^d} dv(a) \text{Tr} D_a \gamma^{(2n+1)} D_a P_F (P_F - D_a P_F D_a)^{2n+1} \chi_R^a \chi_D
\]
\[
= \frac{1}{2|\Lambda|} \int_{\mathbb{R}^d} dv(a) \text{Tr} D_a \gamma^{(2n+1)} D_a P_F (P_F - D_a P_F D_a)^{2n+1} \chi_R^a \chi_D
\]
\[
= - \frac{1}{2|\Lambda|} \int_{\mathbb{R}^d} dv(a) \text{Tr} \gamma^{(2n+1)} P_F (P_F - D_a P_F D_a)^{2n+1} \chi_R^a \chi_D,
\]
where we have used
\[
D_a (P_F - D_a P_F D_a) = -(P_F - D_a P_F D_a) D_a.
\]
the property of the trace, the anticommutation relation \([4.3]\), and \(D_a^2 = 1\). Therefore, we have
\[
\lim_{n \to \infty} \frac{1}{D_a^2} (D_a, P_F; \Lambda, R) = \frac{1}{|\Lambda|} \int_{\mathbb{R}^d} dv(a) \, \text{Tr} \, \gamma(2n+1) \, P_F (P_F - D_a P_F D_a)^{2n} \chi_R \chi_\Lambda. \tag{4.14}
\]

Here, we stress the following: Since the operator \((P_F - D_a P_F D_a)^{2n}\) may not be trace class, we need the cutoff \(\chi_R^2\). Instead of the cutoff function, an assumption of strong disorder about localization length was required in \([58]\).

In order to handle the right-hand side of \((4.14)\), we introduce the complete orthonormal system of wavefunctions \(\zeta_u^α\) which are defined by
\[
\zeta_u^α := \chi_{\{u\}} \otimes \Phi^α, \quad \text{for} \quad u \in \mathbb{Z}^d, \quad α = 1, 2, \ldots, d_s, \tag{4.15}
\]
where \(\chi_{\{u\}}\) is the characteristic function \([2.3]\) of the single lattice site \(u\), and the wavefunctions \(\Phi^α\) for the degree of freedom for spin or orbital are an orthonormal basis whose dimension of the Hilbert space is given by \(d_s\). Note that
\[
P_F - D_a P_F D_a = |P_F, D_a| D_a = -D_a [P_F, D_a].
\]

By using this identity, \(D_a^2 = 1\) and the identity \([3.7]\) in Appendix \(B\) the right-hand side of the index of \((4.14)\) is written as
\[
\lim_{n \to \infty} \frac{1}{D_a^2} (D_a, P_F; \Lambda, R) \times \text{tr} \, \gamma(2n+1) \frac{u_1 - a}{|u_1 - a|} \cdot \gamma \cdots \frac{u_n - a}{|u_n - a|} \cdot \gamma (u_{2n+1} - a) \cdot \gamma,
\]
where the trace with respect to the gamma matrices is denoted by \(\text{tr} \, \gamma\).

We write
\[
\mathcal{T}(\gamma) = \text{tr} \, \gamma(2n+1) \left( \frac{u_1 - a}{|u_1 - a|} - \frac{u_2 - a}{|u_2 - a|} \right) \cdot \gamma \cdots \left( \frac{u_{2n-1} - a}{|u_{2n-1} - a|} - \frac{u_{2n} - a}{|u_{2n} - a|} \right) \cdot \gamma.
\]

for short. Following \([58]\), we calculate this quantity, \(\mathcal{T}(\gamma)\) in the expression \((4.14)\) of the index. To begin with, let us list useful identities for the gamma matrices: \([59]\)

- \(\text{tr} \, \gamma(j_1) \gamma(j_2) \cdots \gamma(j_{2m+1}) = 0\) if \(m < n\);
Using these identities, we have

\[ \text{tr}(\gamma^{(\sigma_1)} \gamma^{(\sigma_2)} \ldots \gamma^{(\sigma_{2n+1})}) = (-1)(-2i)^n (-1)^\sigma \text{ for the permutation,} \]

\[ \sigma = \left( \sigma_1, \sigma_2, \ldots, \sigma_{2n+1} \right). \]  

(4.18)

Using these identities, we have

\[ T(\gamma) = \sum_{\ell=1}^{2n+1} (-1)^{\ell-1} \text{tr}(\gamma^{(2n+1)}) \frac{u_1 - a}{|u_1 - a|} \gamma \ldots \frac{u_\ell - a}{|u_\ell - a|} \gamma \ldots \frac{u_{2n+1} - a}{|u_{2n+1} - a|} \gamma \]

\[ = (-2i)^n \sum_{\ell=1}^{2n+1} (-1)^{\ell} \sum_{\sigma} (-1)^{\sigma} \frac{u_1^{(\sigma_1)} - a^{(\sigma_1)}}{|u_1 - a|} \frac{u_2^{(\sigma_2)} - a^{(\sigma_2)}}{|u_2 - a|} \]

\[ \ldots \frac{u_{\ell-1}^{(\sigma_{\ell-1})} - a^{(\sigma_{\ell-1})}}{|u_{\ell-1} - a|} \frac{u_{\ell+1}^{(\sigma_{\ell+1})} - a^{(\sigma_{\ell+1})}}{|u_{\ell+1} - a|} \ldots \frac{u_{2n+1}^{(\sigma_{2n+1})} - a^{(\sigma_{2n+1})}}{|u_{2n+1} - a|}, \]

where the underline means that the factor is omitted, and the permutation \( \sigma \) is given by (4.18). The determinant of the matrix which consists of the 2n vectors, \( u_1 - a, \ldots, u_\ell - a, \ldots, u_{2n+1} - a \), in the right-hand side is written

\[ \det \left( \begin{array}{cccc}
\frac{u_1 - a}{|u_1 - a|}, & \frac{u_\ell - a}{|u_\ell - a|}, & \frac{u_{2n+1} - a}{|u_{2n+1} - a|} \\
\frac{u_1 - a}{|u_1 - a|}, & \frac{u_\ell - a}{|u_\ell - a|}, & \frac{u_{2n+1} - a}{|u_{2n+1} - a|} \\
\frac{u_1 - a}{|u_1 - a|}, & \frac{u_\ell - a}{|u_\ell - a|}, & \frac{u_{2n+1} - a}{|u_{2n+1} - a|} \\
\end{array} \right) \]

\[ = \sum_{\sigma} (-1)^{\sigma} \frac{u_1^{(\sigma_1)} - a^{(\sigma_1)}}{|u_1 - a|} \ldots \frac{u_{\ell-1}^{(\sigma_{\ell-1})} - a^{(\sigma_{\ell-1})}}{|u_{\ell-1} - a|} \ldots \frac{u_{2n+1}^{(\sigma_{2n+1})} - a^{(\sigma_{2n+1})}}{|u_{2n+1} - a|}. \]

According to [77], the determinant is equal to \((2n)!\) times the oriented volume of the simplex,

\[ \left[ 0, \frac{u_1 - a}{|u_1 - a|}, \ldots, \frac{u_\ell - a}{|u_\ell - a|}, \ldots, \frac{u_{2n+1} - a}{|u_{2n+1} - a|} \right]. \]

Therefore, the quantity, \( T(\gamma) \), can be written as

\[ T(\gamma) = (-2i)^n (2n)! \sum_{\ell=1}^{2n+1} (-1)^{\ell} \text{Vol} \left[ 0, \frac{u_1 - a}{|u_1 - a|}, \ldots, \frac{u_\ell - a}{|u_\ell - a|}, \ldots, \frac{u_{2n+1} - a}{|u_{2n+1} - a|} \right], \]

where \( \text{Vol} \left[ \cdot \ldots \cdot \right] \) denotes the oriented volume of the simplex. We note that

\[ \text{Vol} \left[ 0, \frac{u_1 - a}{|u_1 - a|}, \ldots, \frac{u_\ell - a}{|u_\ell - a|}, \ldots, \frac{u_{2n+1} - a}{|u_{2n+1} - a|} \right] \]

\[ = \text{Vol} \left[ a, a + \frac{u_1 - a}{|u_1 - a|}, \ldots, a + \frac{u_\ell - a}{|u_\ell - a|}, \ldots, a + \frac{u_{2n+1} - a}{|u_{2n+1} - a|} \right] \]

\[ = (-1)^{\ell-1} \text{Vol} \left[ a + \frac{u_1 - a}{|u_1 - a|}, \ldots, a, \ldots, a + \frac{u_{2n+1} - a}{|u_{2n+1} - a|} \right], \]

where \( a \) is located at the \( \ell \)-th position. We write

\[ S_\ell(a) = \left[ a + \frac{u_1 - a}{|u_1 - a|}, \ldots, a, \ldots, a + \frac{u_{2n+1} - a}{|u_{2n+1} - a|} \right]. \]
for the simplex in the above right-hand side. By using these relations, $T^{(γ)}$ can be expressed as

$$T^{(γ)} = -(-2i)^n(2n)! \sum_{ℓ=1}^{2n+1} \text{Vol}[Σ_ℓ(a)]$$  \hspace{1cm} (4.19)$$
in terms of the volume of the simplex $Σ_ℓ(a)$. In order to calculate the right-hand side, we introduce the simplex,

$$Σ := [u_1, u_2, \ldots, u_{2n+1}].$$

If $a ∈ Σ$, then the orientation of the simplex $Σ_ℓ(a)$ is the same as that of $Σ$. We write $B(a)$ for the unit ball centered at $a$, and define the intersection $B_ℓ(a)$ between the ball and a large simplex as

$$B_ℓ(a) := \lim_{L → ∞} B(a) \cap [a + L \frac{u_1 - a}{|u_1 - a|}, \ldots, a, \ldots, a + L \frac{u_{2n+1} - a}{|u_{2n+1} - a|}].$$

Here, we define the orientation of $B_ℓ(a)$ by the orientation of the simplex in the right-hand side.

Fix $u_{2n+1}$, and consider

$$I := \int_{\mathbb{R}^d} dv(a) \chi_R(u_{2n+1}) \sum_{ℓ=1}^{2n+1} \{ \text{Vol}[Σ_ℓ(a)] - \text{Vol}[B_ℓ(a)] \}.$$  \hspace{1cm} (4.20)$$

We decompose this into two parts as

$$I = I_1 + I_2$$

with

$$I_1 := \int_{\mathbb{R}^d} dv(a) \chi_R(u_{2n+1}) \sum_{ℓ=1}^{2n+1} \{ \text{Vol}[Σ_ℓ(a)] - \text{Vol}[B_ℓ(a)] \}$$

and

$$I_2 := \int_{\mathbb{R}^d} dv(a) \chi_R(u_{2n+1}) \sum_{ℓ=1}^{2n+1} \text{Vol}[B_ℓ(a)].$$

From (4.17), (4.19), and (4.20), the index of (4.16) can be decomposed into two parts as

$$\tilde{\text{Ind}}^{(2n)}(D_a, P_F; Λ, R) = -(2i)^n(2n)! (L_1 + L_2)$$  \hspace{1cm} (4.21)$$

with

$$L_j = \frac{1}{|Λ|} \sum_{u_1, \ldots, u_{2n+1}} \sum_{α_1, \ldots, α_{2n+1}} \langle ω_{2n+1}, P_F ζ_{α_1}^1 \rangle \langle ζ_{α_1}^1, P_F ζ_{α_2}^2 \rangle \cdots \langle ω_{2n}, P_F ζ_{α_{2n+1}}^2 \rangle \chi_Λ(u_{2n+1}) I_j$$  \hspace{1cm} (4.22)$$

for $j = 1, 2$.

Consider first the contribution of $L_2$. As shown in [58], the following holds:

$$\sum_{ℓ=1}^{2n+1} \text{Vol}[B_ℓ(a)] = \begin{cases} π^n/n! & \text{if } a \text{ inside } Σ; \\ 0 & \text{if } a \text{ outside } Σ. \end{cases}$$
Here, $\pi^n/n!$ is the volume of the $2n$-dimensional unit ball. Therefore, one has

$$J_2 = \frac{\pi^n}{n!} \text{Vol}[\mathcal{S}(R)],$$

where $\mathcal{S}(R) := \mathcal{S} \cap \{u||u-u_{2n+1}| \leq R]\}$. This implies that the contribution of $\mathcal{E}_2$ in the index can be shown to converge to some value in the limit $R \nearrow \infty$ in the same way as in the proof of Lemma 6. In particular, the correction is exponentially small in a finite large $R$.

Next, we estimate the contribution of $\mathcal{E}_1$ in the index of (4.21) for a large $R$. Let us consider $\text{Vol}[\mathcal{S}_\ell(a)] - \text{Vol}[\mathcal{B}_\ell(a)]$. Let $a^*$ be the inversion of $a$ relative to the center of the facet $u_1, \ldots, u_\ell, \ldots, u_{2n+1}$ of the simplex $\mathcal{S}$. Then, the oriented volume $\text{Vol}[\mathcal{S}_\ell(a^*)] - \text{Vol}[\mathcal{B}_\ell(a^*)]$ has the opposite sign to that of $\text{Vol}[\mathcal{S}_\ell(a)] - \text{Vol}[\mathcal{B}_\ell(a)]$. Therefore, these two contributions cancel each other in the integral of $\mathcal{J}_1$ if both $a$ and $a^*$ are inside the cutoff region $\{|u| \leq R\}$. We can find $s$ and $s'$ such that $0 < s < s' < 1$, and that $a^*$ is inside the cutoff region $\{|u| \leq u_{2n+1} \leq R\}$ for $u_i$ satisfying $|u_i - u_{2n+1}| \leq sR$, $i = 1, 2, \ldots, \ell, \ldots, 2n$, and for $a$ satisfying $|a - u_{2n+1}| \leq s'R$. If some $u_i$ satisfies $|u_i - u_{2n+1}| \geq sR$, then the corresponding contribution can be estimated in the same way as in the proof of Lemma 6 and the correction is exponentially small in a finite large $R$. Therefore, it is sufficient to treat the case that $a$ satisfies $|a - u_{2n+1}| \geq s'R$.

Let us consider the triangle which consists of three points, $a$, $u_i$ and $u_j$. We write $r = |a - u_{2n+1}|$, and assume $r = |a - u_{2n+1}| \geq s'R$ with the above positive constant $s'$. Further, from the above observation, we assume that $|u_i - u_j| = o(R)$, where $o(\cdots)$ denotes the small order. We write $\theta = \angle(u_i, a, u_j)$ for the angle at the vertex $a$ in the triangle. For a large $R$, the angle $\theta$ behaves as

$$\theta \sim |u_i - u_j|/r.$$
Combining these observations with the argument in the proof of Lemma 6, the contribution of $L_1$ in the index can be estimated as

$$|L_1| \leq \text{Const.}/R.$$  \hfill (4.24)

The constant in the right-hand side does not depend on the lattice $\Lambda$. Consequently, we obtain

$$\lim_{R \rightarrow \infty} \tilde{I}_n^{(2n)}(D_a, P_F; \Lambda, R) = -\frac{(2\pi i)^n(2n)!}{n!|\Lambda|} \sum_{u_1, \ldots, u_{2n+1} \in \Lambda} \langle \zeta_{u_1}^{\alpha_1}, P_F \zeta_{u_2}^{\alpha_2} \rangle \cdots \langle \zeta_{u_{2n+1}}^{\alpha_{2n+1}}, P_F \zeta_{u_1}^{\alpha_1} \rangle \text{Vol}[\mathcal{S}].$$  \hfill (4.25)

From the above argument, (4.16) and (4.19), a reader might think that the index $\tilde{I}_n^{(2n)}(D_a, P_F; \Lambda, R)$ is vanishing in the limit $R \rightarrow \infty$ because $\text{Vol}[\mathcal{S}_j(a)]$ and $\text{Vol}[\mathcal{S}_j(a^*)]$ cancel out each other in the limit $R \rightarrow \infty$. But one has

$$\text{Vol}[\mathcal{S}_j(a)] \sim \frac{1}{r^{2n-1}} \text{ for a large } r = \min_{\ell \neq j} \{|u_\ell - a|\}.$$  

Immediately,

$$\int_{R^d} dv(a) \chi_R^a(u_{2n+1}) \text{Vol}[\mathcal{S}_j(a)] \sim \int_{R_0}^R dr r^{2n-1} \left( \frac{1}{r^{2n-1}} \right) = R - R_0$$

with some positive constant $R_0$. Thus, the expression (4.16) of the index is ill defined without the cutoff function $\chi_R^a$. Namely, the result strongly depends on how to sum up the sequence. In order to avoid this difficulty, we have introduced the cutoff function $\chi_R^a$.

We write

$$\tilde{I}(\Lambda, R) = \tilde{\text{Ind}}^{(2n)}(D_a, P_F; \Lambda, R)$$

and

$$\tilde{I}(\Lambda, \infty) = \lim_{R \rightarrow \infty} \tilde{\text{Ind}}^{(2n)}(D_a, P_F; \Lambda, R)$$

for short. Then, the above result (4.24) implies

$$|\tilde{I}(\Lambda, R) - \tilde{I}(\Lambda, \infty)| \leq \text{Const.}/R$$  \hfill (4.26)

for a large $R$, where the constant in the right-hand side does not depend on the lattice $\Lambda$. Further, we obtain:

**Lemma 8.** The following relations are valid:

$$\text{Ind}^{(2n)}(D_a, P_F) = \lim_{R \rightarrow \infty} \lim_{\Lambda \rightarrow \mathbb{Z}^d} \tilde{\text{Ind}}^{(2n)}(D_a, P_F; \Lambda, R) = \lim_{\Lambda \rightarrow \mathbb{Z}^d} \lim_{R \rightarrow \infty} \tilde{\text{Ind}}^{(2n)}(D_a, P_F; \Lambda, R).$$  \hfill (4.27)

**Proof.** The first equality of (4.27) follows from Lemmas 6 and 7. In order to prove the second equality, we write

$$I(\Omega, R) = \text{Ind}^{(2n)}(D_a, P_F; \Omega, R)$$
for short. For any given small $\epsilon > 0$, any large $\Lambda$, and any large $\Omega$, we can find a large $R > 0$ such that

$$|\tilde{I}(\Lambda, R) - \tilde{I}(\Lambda, \infty)| \leq \text{Const.}/R < \epsilon/3$$

from (4.26), and that

$$|I(\Omega, R) - \text{Ind}(2^n)(D_a, P_F)| \leq \text{Const.}/R < \epsilon/3$$

from (C.4) and the estimate for the correction in Appendix C. For a fixed $R$ satisfying these conditions, we can find a large $\Lambda$ and a large $\Omega$ such that

$$|\tilde{I}(\Lambda, R) - I(\Omega, R)| < \epsilon/3$$

as in the proof of Lemma 7 in Appendix D. From these inequalities, we obtain

$$|\tilde{I}(\Lambda, \infty) - \text{Ind}(2^n)(D_a, P_F)| \leq |\tilde{I}(\Lambda, \infty) - \tilde{I}(\Lambda, R)| + |\tilde{I}(\Lambda, R) - I(\Omega, R)|$$

$$+ |I(\Omega, R) - \text{Ind}(2^n)(D_a, P_F)| \leq \epsilon.$$

This implies the second equality. \hfill \Box

From this lemma, the index $\text{Ind}(2^n)(D_a, P_F)$ can be derived from taking the limit $\Lambda \rightarrow \mathbb{Z}^d$ for the expression of the right-hand side of (4.25). The volume $\text{Vol}[[S]$ of the simplex in the expression is written

$$(2^n)! \text{Vol}[[S] = \det[u_1-u_{2n+1}, u_2-u_{2n+1}, \ldots, u_{2n}-u_{2n+1}]$$

$$= \det[u_1, u_2, \ldots, u_{2n}]$$

$$- \sum_{\ell=1}^{2n} \det[u_1, u_2, \ldots, u_{\ell-1}, u_{2n+1}, u_{\ell+1}, \ldots, u_{2n}]$$

$$= \sum_{\ell=1}^{2n} (-1)^{\ell-1} \det[u_1, u_2, \ldots, u_{\ell}, \ldots, u_{2n+1}]$$

$$= \det[u_1 - u_2, u_2 - u_3, \ldots, u_{2n-1} - u_{2n}, u_{2n} - u_{2n+1}]$$

$$= \sum_{\sigma} (-1)^{\sigma} (u_1^{(\sigma_1)} - u_2^{(\sigma_1)})(u_2^{(\sigma_2)} - u_3^{(\sigma_2)}) \cdots (u_{2n}^{(\sigma_{2n})} - u_{2n+1}^{(\sigma_{2n})}).$$

(4.28)

In order to rewrite the right-hand side of (4.25), we define the position operator $X = (X^{(1)}, \ldots, X^{(2n)})$ by

$$[X^{(\ell)}, \varphi_\alpha](x) = x^{(\ell)} \varphi_\alpha(x) \quad \text{for } x \in \mathbb{Z}^d,$$

(4.29)

where $\varphi_\alpha \in L^2(\mathbb{Z}^d, \mathbb{C}^M)$ is a wavefunction. Combining this with the above observation, we have:

**Theorem 9.** The index can be written as

$$\text{Ind}(2^n)(D_a, P_F)$$

$$= -\frac{(2\pi)^n}{n!} \lim_{\Lambda \rightarrow \mathbb{Z}^d} \frac{1}{|\Lambda|} \sum_{\sigma} (-1)^{\sigma} \text{Tr} \chi_\Lambda P_F [X^{(\sigma_1)}, P_F] \cdots [X^{(\sigma_{2n})}, P_F].$$

(4.30)
The $j$-th component of the position operator $X$ is approximated by
\[
\hat{X}^{(j)} := \sum_{a(j)=-\tilde{L}+1}^{\tilde{L}} \vartheta_a^{(j)} \hat{L},
\]
with a large integer $\tilde{L} > 0$, where $\vartheta_a^{(j)}$ is given by (3.5). Substituting this into the expression of the index, we have
\[
\text{Ind}^{(2n)}(D_a, P_F) = -\frac{(2\pi i)^n}{n!} \lim_{\Lambda \to \mathbb{R}^d} \sum_{a(1)} \cdots \sum_{a(2n)} \sum_{\sigma} (-1)^{\sigma} \text{Tr} \chi_{\sigma} \text{P}_F[\vartheta_a^{(\sigma_1)}, P_F] \cdots \text{P}_F[\vartheta_a^{(\sigma_{2n})}, P_F].
\]

Theorem 10. The equality between the two indices is valid as
\[
\text{Ind}^{(2n)}(D_a, P_F) = \text{Ind}^{(2n)}(\vartheta_a, P_F).
\]
The proof is given in Appendix E.

In order to derive a useful expression of the index $\text{Ind}^{(2n)}(\vartheta_a, P_F)$, we recall the expression (3.1) of the projection $P_F$ onto the Fermi sea in terms of the contour integral. Using this expression, the commutator in the index $\text{Ind}^{(2n)}(\vartheta_a, P_F)$ is written
\[
[\vartheta_a^{(j)}, P_F] = \frac{1}{2\pi i} \oint \frac{dz}{z - H} \left[ \vartheta_a^{(j)} - \vartheta_a^{(j)}(z - H) \right].
\]
The integrand in the right-hand side is computed as
\[
\vartheta_a^{(j)} \frac{1}{z - H} - \frac{1}{z - H} \vartheta_a^{(j)} = \frac{1}{z - H} (z - H) \vartheta_a^{(j)} - \frac{1}{z - H} \vartheta_a^{(j)} (z - H) \frac{1}{z - H} = -\frac{1}{z - H} [H, \vartheta_a^{(j)}] \frac{1}{z - H}.
\]
Therefore, one has
\[
[\vartheta_a^{(j)}, P_F] = \frac{i}{2\pi i} \oint \frac{dz}{z - H} J_a^{(j)} \frac{1}{z - H},
\]
where $J_a^{(j)}$ is the current operator which is given by (3.4). By using the expression for the commutator, we have
\[
\text{Ind}^{(2n)}(\vartheta_a, P_F) = \frac{(-1)^{n-1}}{n!(2\pi i)^n} \sum_{\sigma} (-1)^{\sigma} \oint \frac{dz_1}{z_1 - H} \oint \frac{dz_2}{z_2 - H} \cdots \oint \frac{dz_{2n}}{z_{2n} - H} \text{Tr} \text{P}_F \frac{1}{z_1 - H} J_a^{(\sigma_1)} \frac{1}{z_1 - H} \cdots \frac{1}{z_{2n} - H} J_a^{(\sigma_{2n})} \frac{1}{z_{2n} - H}.
\]
This right-hand side is nothing but the generalized Chern number in the noncommutative index Theorem [1].

It is often useful to express the Chern number in terms of finite-volume quantities, and hence we want to approximate this right-hand side by the operators on the finite-volume lattice $\Lambda$. We assume that the corresponding finite system with the periodic boundary condition has a spectral gap or a localization regime between the upper and lower bands, too. Then, relying on the locality of the current operator $J_a^{(j)}$ and Assumption A, the above right-hand side can be approximated by the corresponding finite systems on the finite lattice $\Lambda$. We write $\varphi_{\pm,j}$ for the energy eigenvector of the corresponding finite-volume Hamiltonian with the eigenvalue $E_{\pm,j}$, where the subscript $\pm$ denotes the index for the upper and lower bands, respectively. Consequently, we obtain the relation between the index and the topological invariant:

\[
\text{Ind}^{(2n)}(\vartheta, P\hat{\epsilon}) = \frac{(-1)^{n-1}(2\pi i)^n}{n!} \lim_{\Lambda \rightarrow \mathbb{Z}^{2n}} \sum_{\sigma} (-1)^{\sigma} \sum_{j_1, \ldots, j_{2n}} \frac{\langle \varphi_{-j_1}, J_a^{(\sigma_1)} \varphi_{+,j_2} \rangle}{E_{-j_1} - E_{+,j_2}} \times \frac{\langle \varphi_{+,j_2}, J_a^{(\sigma_2)} \varphi_{-,j_3} \rangle}{E_{+,j_2} - E_{-,j_3}} \ldots \frac{\langle \varphi_{-j_{2n-1}}, J_a^{(\sigma_{2n-1})} \varphi_{+,j_{2n}} \rangle}{E_{-j_{2n-1}} - E_{+,j_{2n}}} \frac{\langle \varphi_{+,j_{2n}}, J_a^{(\sigma_{2n})} \varphi_{-,j_1} \rangle}{E_{+,j_{2n}} - E_{-,j_1}}.
\]

This is an extension of the Hall conductance formula which leads to the Chern number in two dimensions [1].

4.3. Translationally Invariant Systems in Even Dimensions. As an example, let us consider a translationally invariant Hamiltonian $H_\Lambda$ on the hypercubic box $\Lambda$ with the side length $L$. The energy eigenvectors of the Hamiltonian $H_\Lambda$ can be written as $\varphi_{\pm,k}$ with the energy eigenvalue $E_{\pm,k}$ in terms of the momentum $k := (k^{(1)}, k^{(2)}, \ldots, k^{(2n)})$. We write

\[
J^{(j)} := \sum_{a} J_a^{(j)}.
\]

Then, the index of (4.32) is written as

\[
\text{Ind}^{(2n)}(\vartheta, P\hat{\epsilon}) = \frac{(-1)^{n-1}(2\pi i)^n}{n!} \lim_{\Lambda \rightarrow \mathbb{Z}^{2n}} \sum_{\sigma} (-1)^{\sigma} \sum_{k} \frac{\langle \varphi_{-,k}, J^{(\sigma}_a \varphi_{+,k} \rangle}{E_{-,k} - E_{+,k}} \times \frac{\langle \varphi_{+,k}, J^{(\sigma_2)} \varphi_{-,k} \rangle}{E_{+,k} - E_{-,k}} \ldots \frac{\langle \varphi_{-,k}, J^{(\sigma_{2n-1})} \varphi_{+,k} \rangle}{E_{-,k} - E_{+,k}} \frac{\langle \varphi_{+,k}, J^{(\sigma_{2n})} \varphi_{-,k} \rangle}{E_{+,k} - E_{-,k}}
\]

As usual, we write $H(k)$ for the Fourier transform of the Hamiltonian, and

$$P_F(k) = \frac{1}{2\pi i} \oint dz \frac{1}{z - H(k)}$$

for the projection onto the Fermi sea with the momentum $k$. Then, one has

$$\langle \varphi_{\pm,k}, J^{(j)}(\varphi_{\mp,k}) \rangle = \langle \tilde{\varphi}_{\pm,k}, J^{(j)}(k)\tilde{\varphi}_{\mp,k} \rangle,$$

where $\tilde{\varphi}_{\pm,k}$ is an eigenvector of $H(k)$, and

$$J^{(j)}(k) := \frac{\partial}{\partial k^{(j)}} H(k).$$

Note that

$$\langle \tilde{\varphi}_{\pm,k}, \partial P_F(k) \tilde{\varphi}_{\mp,k} \rangle = \frac{-1}{2\pi i} \oint dz \langle \tilde{\varphi}_{\pm,k}, \frac{1}{z - H(k)} J^{(j)}(k) \frac{1}{z - H(k)} \tilde{\varphi}_{\mp,k} \rangle$$

$$= - \frac{\langle \tilde{\varphi}_{\pm,k}, J^{(j)}(k)\tilde{\varphi}_{\mp,k} \rangle}{E_{-k} - E_{+k}}.$$

From these observations, one obtains

$$\text{Ind}^{(2n)}(\partial, P_F)$$

$$= \frac{1}{n!(2\pi)^n} \sum_{\sigma} (-1)\sigma \int dk^{(1)} dk^{(2)} \ldots dk^{(2n)} \text{Tr} P_F(k)$$

$$\times \partial P_F(k) \frac{\partial P_F(k)}{\partial k^{(\sigma_1)}} \ldots \frac{\partial P_F(k)}{\partial k^{(\sigma_{2n})}}. \quad (4.33)$$

More concretely, let us consider the Hamiltonian $H$ which is given by [61]

$$(H\varphi)(x) = \sum_{j=1}^{2n} \frac{t^{(j)}_c}{2} \left[ \varphi(x + e^{(j)}) - \varphi(x - e^{(j)}) \right] \gamma^{(j)}$$

$$+ \left\{ m_0 + \sum_{j=1}^{2n} \frac{t^{(j)}_s}{2} \left[ \varphi(x + e^{(j)}) + \varphi(x - e^{(j)}) \right] \right\} \gamma^{(2n+1)},$$

where $t^{(j)}_c$, $t^{(j)}_s$ and $m_0$ are real constants, $e^{(j)}$ are the unit vectors in the $j$-th direction, and $\gamma^{(j)}$ are the gamma matrices. The Fourier transform is

$$H(k) = \gamma \cdot \mathcal{E}(k) = \sum_{i=1}^{2n+1} \gamma^{(i)} \mathcal{E}^{(i)}(k),$$

where we have written $\mathcal{E}(k) := (\mathcal{E}^{(1)}(k), \mathcal{E}^{(2)}(k), \ldots, \mathcal{E}^{(2n+1)}(k))$ with

$$\mathcal{E}^{(j)}(k) = t^{(j)}_s \sin k^{(j)}$$

and

$$\mathcal{E}^{(2n+1)}(k) = m_0 + \sum_{j=1}^{2n} t^{(j)}_c \cos k^{(j)}.$$

From the properties of the gamma matrices, one has

$$H(k)^2 = |\mathcal{E}(k)|^2 \quad \text{with} \quad |\mathcal{E}(k)| = \sqrt{\sum_{i=1}^{2n+1} |\mathcal{E}^{(i)}(k)|^2}.$$
Therefore, if \( |E(k)| \) is nonvanishing for all \( k \), then there appears a nonvanishing spectral gap between the upper and lower bands. In the following, we consider such a situation.

The projection onto the lower band can be written as

\[
P_F(k) = \frac{1}{2} \left[ 1 - \frac{1}{|E(k)|} \gamma \cdot E(k) \right].
\]

We define the unit vector \( n(k) \) with the \( j \)-th component,

\[
n^{(j)}(k) := \frac{1}{|E(k)|} e^{(j)}(k),
\]

for \( j = 1, 2, \ldots, 2n+1 \). Substituting these into the right-hand side of (4.33) and using the properties of the gamma matrices, we obtain

\[
\text{Ind}^{(2n)}(\theta_a, P_F) = \left( -1 \right)^{n-1} \nu \in \mathbb{Z},
\]

where \( \nu \) is the winding number of the 2n-dimensional unit sphere, \( S^{2n} \), multiplied by the winding number \( \nu \in \mathbb{Z} \) as

\[
\sum \left( -1 \right)^{\tau} \int dk^{(1)} dk^{(2)} \ldots dk^{(2n)} n^{(\tau)}(k)
\]

\[
\times \frac{\partial n^{(\tau_2)}(k)}{\partial k^{(1)}} \frac{\partial n^{(\tau_3)}(k)}{\partial k^{(2)}} \ldots \frac{\partial n^{(\tau_{2n+1})}(k)}{\partial k^{(2n)}} = \nu |S^{2n}|.
\]

Since the surface area is given by

\[
|S^{2n}| = n! 2^{2n+1} \pi^n / (2n)!,
\]

the index can be written in terms of the winding number \( \nu \) as

\[
\text{Ind}^{(2n)}(\theta_a, P_F) = \left( -1 \right)^{n-1} \nu \in \mathbb{Z}.
\]

5. Chiral Symmetry in Odd Dimensions

5.1. Chiral Index. Consider the Hamiltonian \( H \) of (2.1) on \( \mathbb{Z}^d \) with odd dimensions, \( d = 2n+1, n = 0, 1, 2, \ldots \). In the present section, we assume that the Hamiltonian \( H \) is chiral symmetric with respect to a chiral operator \( S \). Then, the condition (2.7) for chiral symmetry implies that, if a positive energy, \( E > 0 \), is in the spectrum of the Hamiltonian \( H \), then the corresponding negative energy, \( -E \), is also in the spectrum of \( H \). Therefore, the upper energy bands are mapped to the lower energy bands by the chiral operator \( S \).

As mentioned in Sec. 2.2, we deal with the following two cases: (i) There is a spectral gap between the upper and lower bands in the spectrum of the chiral symmetric Hamiltonian \( H \). (ii) When the Fermi level \( E_F = 0 \) lies in a localization regime, \( E_F = 0 \) is not an eigenvalue of the chiral Hamiltonian \( H \) with probability one with respect to configurations of the random quantities of the system. In such a system, the matrix elements of the projection \( P_F \) onto the Fermi sea exponentially decay with large distance as in (4.23).
In both of the situations, we can define the projections onto the upper and lower bands, and write, respectively, $P_{\pm}$ for the two projections. In terms of the projections, the unitary operator of (3.9) is written as $U := P_+ - P_-$. Clearly, one has $U^* = U$ and $U^2 = 1$. Further, one has

$$SU S = -U$$

by the chiral condition (2.7) between the Hamiltonian $H$ and the chiral operator $S$.

For simplicity, we assume that the Dirac operator $D_a$ of (3.7) commutes with the chiral operator $S$, i.e., $[S, D_a] = 0$. Actually, when the chiral operator $S$ is written in a direct sum as $S = \bigoplus_i S_i$ with a period on the lattice $\mathbb{Z}^d$, where the operator $S_i$ acts on a local state on the $i$-th unit cell, all of the states on some cells can be identified with an internal degree of freedom at a single site of a lattice. Therefore, the chiral operator $S$ can be taken to be independent of the lattice site for the lattice. This implies $[S, D_a] = 0$.

In order to define the chiral index, we recall the expression (3.10) of the projection operator, $P_D := \frac{1 + D_a}{2}$. Let $\epsilon > 0$. Then, the operator,

$$[(P_D - UP_D U)^2]^{1+2\epsilon} = (P_D - UP_D U)^{2n+1+2\epsilon},$$

is well defined because $P_D - UP_D U$ is self adjoint. We define the chiral index by

$$\text{Ind}^{(2n+1, \epsilon)}(D_a, S, U) := \frac{1}{2} \text{Tr} \ S (P_D - UP_D U)^{2n+1+2\epsilon}. \quad (5.2)$$

First, we show that the index is well defined, and takes the value of integer in Theorem 4. Note that one has

$$P_D - UP_D U = U[U, P_D] = \frac{1}{2} U[U, D_a] = -U[P_-, D_a]$$

from the definitions of $U$ and $P_D$ and $U^2 = 1$. Therefore, one can show that the operator $(P_D - UP_D U)^{2n+1+2\epsilon}$ is of trace class for $\epsilon > 0$ in the same way as in Appendix B. Similarly to the case of even dimensions, we set

$$A = S(P_D - UP_D U) \quad \text{and} \quad B = S(1 - P_D - UP_D U).$$

Then, one has $[S, A] = 0$ from (5.1), $S^2 = 1$ and $[S, P_D] = 0$. Therefore, one has

$$\text{Ind}^{(2n+1, \epsilon)}(D_a, S, U) = \frac{1}{2} \text{Tr} \ A^{2n+1+2\epsilon}$$

from the definition (5.2) of the chiral index. Further, since we have $[S, B] = 0$, the pair of two operators, $A$ and $B$, satisfies the same relations $A^2 + B^2 = 1$ and $AB + BA = 0$ as in (4.4) and (4.5). Thus, in the same way as in the case of even dimensions, if an eigenvalue $\lambda$ of the operator $A$ satisfies $0 < |\lambda| < 1$, then $\lambda$ and $-\lambda$ come in pairs with the same multiplicity. Therefore, these eigenvalues are vanishing for taking the trace. In consequence, we obtain

$$\text{Ind}^{(2n+1, \epsilon)}(D_a, S, U)$$

$$= \frac{1}{2} \{ \dim \ker [S(P_D - UP_D U) - 1] - \dim \ker [S(P_D - UP_D U) + 1] \}.$$
Next, let us show that the chiral index takes a value of integer. From the relation (5.1), one has the expression,

\[ U = \begin{pmatrix} 0 & U^* \\ U & 0 \end{pmatrix}, \tag{5.3} \]

in the basis which diagonalizes the chiral operator \( S \) as

\[ S = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]

Then, one has

\[ \mathcal{P}_D - U \mathcal{P}_D U = \begin{pmatrix} \mathcal{P}_D - U^* \mathcal{P}_D U & 0 \\ 0 & \mathcal{P}_D - U \mathcal{P}_D U^* \end{pmatrix}. \tag{5.4} \]

Further,

\[ \text{Tr} S(\mathcal{P}_D - U \mathcal{P}_D U)^{2n+1+2\epsilon} = \text{Tr} \begin{pmatrix} \mathcal{P}_D - U^* \mathcal{P}_D U & 0 \\ 0 & \mathcal{P}_D - U \mathcal{P}_D U^* \end{pmatrix}^{2n+1+2\epsilon}. \]

Therefore, in the same way as in Section 4.1, we have

\[ \text{Ind}^{(2n+1,\epsilon)}(D_a, S, U) = \dim \ker \mathcal{T}_\chi - \dim \ker \mathcal{T}_\chi^*, \tag{5.5} \]

where the Fredholm operator is given by

\[ \mathcal{T}_\chi := \mathcal{P}_D U \mathcal{P}_D + 1 - \mathcal{P}_D. \]

Thus, the chiral index is independent of the parameter \( \epsilon \). In the following, we write \( \text{Ind}^{(2n+1)}(D_a, S, U) \) for the chiral index by dropping the superscript \( \epsilon \).

The chiral index \( \text{Ind}^{(2n+1)}(D_a, S, U) \) is independent of the location of \( a \) of the Dirac operator \( D_a \), too. In order to show this fact, we write

\[ \mathcal{T}_\chi' = \mathcal{P}_D' U \mathcal{P}_D' + (1 - \mathcal{P}_D') \]

with the projection,

\[ \mathcal{P}_D' = \frac{1}{2} (1 + D_a' ). \]

Since \( \mathcal{T}_\chi' = \mathcal{T}_\chi + (\mathcal{T}_\chi' - \mathcal{T}_\chi) \), it is sufficient to show that \( \mathcal{T}_\chi' - \mathcal{T}_\chi \) is compact. Note that

\[ \mathcal{T}_\chi' - \mathcal{T}_\chi = \mathcal{P}_D' U \mathcal{P}_D' + (1 - \mathcal{P}_D') - \mathcal{P}_D U \mathcal{P}_D - (1 - \mathcal{P}_D) \]
\[ = (\mathcal{P}_D' - \mathcal{P}_D) U \mathcal{P}_D' + \mathcal{P}_D U \mathcal{P}_D' - \mathcal{P}_D U \mathcal{P}_D - (\mathcal{P}_D' - \mathcal{P}_D) \]
\[ = (\mathcal{P}_D' - \mathcal{P}_D) U \mathcal{P}_D' + \mathcal{P}_D U \mathcal{P}_D' (\mathcal{P}_D' - \mathcal{P}_D) - (\mathcal{P}_D' - \mathcal{P}_D). \]

Therefore, it is enough to show that \( \mathcal{P}_D' - \mathcal{P}_D \) is compact. By definition, one has

\[ \mathcal{P}_D' - \mathcal{P}_D = \frac{1}{2} (D_a' - D_a) \sim \text{Const.} \frac{1}{|x - a'|} \times \{ \text{gamma matrix} \} \]

for a large \( |x - a'| \). This implies that \( (\mathcal{P}_D' - \mathcal{P}_D)^{2n+2} \) is trace class. Consequently, \( \mathcal{P}_D' - \mathcal{P}_D \) is compact.
5.2. **Topological Invariant.** In order to obtain the expression of the chiral index in terms of the topological invariant, we introduce an approximate index as

\[
\text{Ind}^{(2n+1,\epsilon)}(D_a, S, U; R) := \frac{1}{2} \text{Tr} S(\mathcal{P}_D - U\mathcal{P}_D U)(\mathcal{P}_D - U\mathcal{P}_D U)^{2n+1+2\epsilon} \chi_R^a,
\]

where the cutoff function \(\chi_R^a\) is given by (4.10). Clearly, one has

\[
\text{Ind}^{(2n+1)}(D_a, S, U) = \lim_{R \to \infty} \text{Ind}^{(2n+1,\epsilon)}(D_a, S, U; R).
\]

Note that

\[
\mathcal{P}_D - U\mathcal{P}_D U = U[U, \mathcal{P}_D] = -U[\mathcal{P}_D, U],
\]

and

\[
[U, \mathcal{P}_D] = \frac{1}{2}[U, D_a] = [P_+, D_a].
\]

Combining these with \(U^2 = 1\), one has

\[
(\mathcal{P}_D - U\mathcal{P}_D U)^2 = -[U, \mathcal{P}_D][U, \mathcal{P}_D] = (i[U, \mathcal{P}_D])^2 = (i[P_+, D_a])^2.
\]

By using these relations, we obtain

\[
\text{Ind}^{(2n+1,\epsilon)}(D_a, S, U; R) = \frac{1}{2} \text{Tr} S(U[\mathcal{P}_D, D_a] + (i[P_+, D_a]))^{2n+1+2\epsilon} \chi_R^a. \quad (5.6)
\]

Further, we introduce

\[
I_{\pm}(\epsilon, R) := \frac{1}{2} \text{Tr} S D_a(P_\pm - D_a P_\pm D_a)^{2n+2+2\epsilon} \chi_R^a.
\]

Since the operator \((P_\pm - D_a P_\pm D_a)^{2n+2}\) is trace class, this is very tractable. Actually, the following relations are valid:

\[
\lim_{R \to \infty} I_{\pm}(\epsilon, R) = \frac{1}{2} \text{Tr} S D_a(P_\pm - D_a P_\pm D_a)^{2n+2+2\epsilon}
\]

and

\[
\lim_{R \to \infty} \lim_{\epsilon \to 0} I_{\pm}(\epsilon, R) = \frac{1}{2} \text{Tr} S D_a(P_\pm - D_a P_\pm D_a)^{2n+2}. \quad (5.7)
\]

Further, the identity \(P_+ = 1 - P_-\) implies

\[
I_+(\epsilon, R) = I_-(\epsilon, R). \quad (5.8)
\]

Let us show

\[
\text{Ind}^{(2n+1,\epsilon)}(D_a, S, U; R) = I_{\pm}(\epsilon, R). \quad (5.9)
\]

Since \(\chi_R^a\) is trace class, we have

\[
I_{\pm}(\epsilon, R) = \frac{1}{2} \text{Tr} S D_a(P_\pm - D_a P_\pm D_a)(P_\pm - D_a P_\pm D_a)^{2n+1+2\epsilon} \chi_R^a
\]

\[
= \frac{1}{2} \text{Tr} S D_a P_\pm (P_\pm - D_a P_\pm D_a)^{2n+1+2\epsilon} \chi_R^a
\]

\[
- \frac{1}{2} \text{Tr} S P_\pm D_a (P_\pm - D_a P_\pm D_a)^{2n+1+2\epsilon} \chi_R^a.
\]
where we have used $D_a^2 = 1$. The first term in the right-hand side is written

$$\text{Tr} \, SD_a (P_\pm - D_a P_\pm D_a)^{2n+1+2\epsilon} \chi_R^a =$$

$$- \text{Tr} \, SP_\pm D_a (P_\pm - D_a P_\pm D_a)^{2n+1+2\epsilon} \chi_R^a,$$

where we have used $[S, D_a] = 0$, the property of the trace, and

$$D_a (P_\pm - D_a P_\pm D_a) = -(P_\pm - D_a P_\pm D_a) D_a.$$

Therefore, one has

$$I_\pm(\epsilon, R) = -\text{Tr} \, SP_\pm D_a (P_\pm - D_a P_\pm D_a)^{2n+1+2\epsilon} \chi_R^a.$$

In the same way as the above, one has

$$(P_\pm - D_a P_\pm D_a)^2 = (i[P_\pm, D_a])^2$$

and

$$D_a (P_\pm - D_a P_\pm D_a) = -[P_\pm, D_a].$$

From these observations, we obtain

$$I_\pm(\epsilon, R) = \text{Tr} \, SP_\pm [P_\pm, D_a] ([i[P_\pm, D_a])^{2n+2\epsilon} \chi_R^a.$$  

From this, (5.8), (5.8) and $P_+ = 1 - P_-$, we obtain

$$I_+(\epsilon, R) = \frac{1}{2} [I_+(\epsilon, R) + I_-(\epsilon, R)]$$

$$= \frac{1}{2} \text{Tr} \, SP_+ [P_+, D_a] ([i[P_+, D_a])^{2n+2\epsilon} \chi_R^a$$

$$+ \frac{1}{2} \text{Tr} \, SP_- [P_-, D_a] ([i[P_-, D_a])^{2n+2\epsilon} \chi_R^a$$

$$- \frac{1}{2} \text{Tr} \, SP_+ [P_+, D_a] ([i[P_+, D_a])^{2n+2\epsilon} \chi_R^a$$

$$- \frac{1}{2} \text{Tr} \, SP_- [P_-, D_a] ([i[P_-, D_a])^{2n+2\epsilon} \chi_R^a$$

$$= \frac{1}{2} \text{Tr} \, S(P_+ - P_-) [P_+, D_a] ([i[P_+, D_a])^{2n+2\epsilon} \chi_R^a$$

$$= \text{Ind}^{(2n+1+\epsilon)}(D_a, S, U; \Omega, R).$$  

This is the desired result (5.9) because of (5.8).

We write

$$I_\pm(R) := \lim_{\epsilon \downarrow 0} I_\pm(\epsilon, R) = \frac{1}{2} \text{Tr} \, SD_a (P_\pm - D_a P_\pm D_a)^{2n+2\epsilon} \chi_R^a.$$  

We introduce two approximate indices as

$$\text{Ind}^{(2n+1)}(D_a, S, U; \Omega, R) := \frac{1}{|\Omega|} \int_{\Omega} dv(a) \, I_\pm(R)$$

and

$$\widetilde{\text{Ind}}^{(2n+1)}(D_a, S, U; \Lambda, R)$$

$$:= \frac{1}{2|\Lambda|} \int_{R^d} dv(a) \, \text{Tr} \, SD_a (P_\pm - D_a P_\pm D_a)^{2n+2\epsilon} \chi_R^a \chi_\Lambda.$$  

(5.10)
Since the chiral index is independent of the local $a$, one has

$$\lim_{R \to \infty} \operatorname{Ind}^{(2n+1)}(D_a, S, U; \Omega, R) = \frac{1}{|\Omega|} \int_{\Omega} dv(a) \lim_{R \to \infty} I_\pm(\epsilon, R)$$

$$= \frac{1}{|\Omega|} \int_{\Omega} dv(a) \lim_{\epsilon \downarrow 0} I_\pm(\epsilon, R)$$

$$= \lim_{\epsilon \downarrow 0} \frac{1}{|\Omega|} \int_{\Omega} dv(a) \operatorname{Ind}^{(2n+1, \epsilon)}(D_a, S, U)$$

$$= \operatorname{Ind}^{(2n+1)}(D_a, S, U),$$

where we have used (5.7) and (5.9). Clearly,

$$\lim_{\Omega \to R} \lim_{R \to \infty} \operatorname{Ind}^{(2n+1)}(D_a, S, U, \Omega, R) = \operatorname{Ind}^{(2n+1)}(D_a, S, U).$$

The following lemma is an analogue of Lemma 6:

**Lemma 11.** We have

$$\lim_{R \to \infty} \lim_{\Omega \to \mathbb{R}^d} \operatorname{Ind}^{(2n+1)}(D_a, S, U, \Omega, R) = \operatorname{Ind}^{(2n+1)}(D_a, S, U).$$

**Proof.** Note that

$$\frac{1}{|\Omega|} \int_{\Omega} dv(a) I_\pm(R) = \frac{1}{2|\Omega|} \int_{\Omega} dv(a) \operatorname{Tr} SD_a(P_\pm - D_a P_\pm D_a)_{2n+2} \chi a R$$

$$= \frac{1}{2|\Omega|} \int_{\Omega} dv(a) \operatorname{Tr} SD_a(P_\pm - D_a P_\pm D_a)_{2n+2}$$

$$+ \frac{1}{2|\Omega|} \int_{\Omega} dv(a) \operatorname{Tr} SD_a(P_\pm - D_a P_\pm D_a)_{2n+2}(\chi a R - 1).$$

The first term in the right-hand side is written as

$$\frac{1}{2|\Omega|} \int_{\Omega} dv(a) \operatorname{Tr} SD_a(P_\pm - D_a P_\pm D_a)_{2n+2}$$

$$= \frac{1}{2|\Omega|} \int_{\Omega} dv(a) \operatorname{Tr} \lim_{\epsilon \downarrow 0} I_\pm(\epsilon, R)$$

$$= \lim_{\epsilon \downarrow 0} \frac{1}{2|\Omega|} \int_{\Omega} dv(a) \operatorname{Ind}^{(2n+1, \epsilon)}(D_a, S, U) = \operatorname{Ind}^{(2n+1)}(D_a, S, U),$$

where we have used (5.7) and (5.9), and the fact that the chiral index is independent of the local $a$. The absolute value of the integrand in the second term can be bounded by $\text{Const.}/R$ uniformly with respect to $a$ in the same way as in the proof of Lemma 18 in Appendix C. Thus, the second term is vanishing in the double limit, and the desired relation is obtained. \hfill \Box

Further, we can obtain an analogue of Lemma 7 in the same way as follows:

**Lemma 12.** For any fixed $R$, the following two limits coincide with each other as

$$\lim_{\Omega \to \mathbb{R}^d} \operatorname{Ind}^{(2n+1)}(D_a, S, U, \Omega, R) = \lim_{\Lambda \to \mathbb{R}^d} \operatorname{Ind}^{(2n+1)}(D_a, S, U, \Lambda, R).$$

in the sense of the accumulation points.
By replacing the cutoff function $\chi^a_R$ with $\chi^a_R\chi_A$ in the derivation of \eqref{5.10}, a similar relation is obtained as

$$ \text{Tr} SD_a(P_{\pm} - D_a P_{\pm} D_a)^{2n+2} \chi^a_R\chi_A = (-1)^{n-1} \text{Tr} SU([P_{-}, D_a])^{2n+1} \chi^a_R\chi_A. $$

By using this relation, the approximate index of \eqref{5.11} can be written

$$ \text{Ind}^{(2n+1)}(D_a, S, U; \Lambda, R) = \frac{(-1)^{n-1}}{2|\Lambda|} \int_{\mathbb{R}^d} dv(a) \text{Tr} SU([P_{-}, D_a])^{2n+1} \chi^a_R\chi_A. \quad (5.12) $$

Here, we stress that, since the operator $([P_{-}, D_a])^{2n+1}$ in the right-hand side may not be trace class, we need the cutoff function $\chi^a_R$. In \cite{59}, the corresponding cutoff function was not introduced in their proof of Theorem 4.3 in \cite{59}.

By using the basis \eqref{4.15} and \eqref{B.7} in Appendix B the above approximate index \eqref{5.12} can be written as

$$ \text{Ind}^{(2n+1)}(D_a, S, U; \Lambda, R) $$

$$ = \frac{(-1)^n}{2|\Lambda|} \int_{\mathbb{R}^d} dv(a) \sum_{u_1, u_2, \ldots, u_{2n+1}, u_{2n+2}} \sum_{\alpha_1, \alpha_2, \ldots, \alpha_{2n+1}, \alpha_{2n+2}} \langle \zeta^{\alpha_{2n+2}}_{u_{2n+2}}, SU \zeta^{\alpha_1}_{u_1} \rangle \times \langle \zeta^{\alpha_2}_{u_2}, P - \zeta^{\alpha_3}_{u_3} \rangle \cdots \langle \zeta^{\alpha_{2n+1}}_{u_{2n+1}}, P - \zeta^{\alpha_{2n+2}}_{u_{2n+2}} \rangle \chi^a_R(u_{2n+2})\chi_A(u_{2n+2}) \mathcal{T}_\chi^{(\gamma)}, $$

where

$$ \mathcal{T}_\chi^{(\gamma)} := t_{\mathcal{T}}^{(\gamma)} \left( \frac{u_1 - a}{|u_1 - a|} - \frac{u_2 - a}{|u_2 - a|} \right) \cdot \gamma \left( \frac{u_2 - a}{|u_2 - a|} - \frac{u_3 - a}{|u_3 - a|} \right) \cdot \gamma $$

$$ \times \left( \frac{u_{2n} - a}{|u_{2n} - a|} - \frac{u_{2n+1} - a}{|u_{2n+1} - a|} \right) \cdot \gamma \left( \frac{u_{2n+1} - a}{|u_{2n+1} - a|} - \frac{u_{2n+2} - a}{|u_{2n+2} - a|} \right) \cdot \gamma. $$

From the properties of the gamma matrices and the same argument as in Section \ref{1.2} one has

$$ \mathcal{T}_\chi^{(\gamma)} = \sum_{j=1}^{2n+2} (-1)^j t_{\mathcal{T}}^{(\gamma)} \frac{u_1 - a}{|u_1 - a|} \cdot \gamma \cdots \frac{u_j - a}{|u_j - a|} \cdot \gamma \cdots \frac{u_{2n+2} - a}{|u_{2n+2} - a|} \cdot \gamma $$

$$ = \sum_{j=1}^{2n+2} (-1)^{j-1} (-2i)^n \sum_{\sigma} (-1)^\sigma \frac{u_1^{(\sigma_1)} - a^{(\sigma_1)}}{|u_1 - a|} \cdots \frac{u_j^{(\sigma_j)} - a^{(\sigma_j)}}{|u_j - a|} \cdots \frac{u_{2n+2}^{(\sigma_{2n+1})} - a^{(\sigma_{2n+1})}}{|u_{2n+2} - a|} $$

$$ = (-2i)^n (2n + 1)! \sum_{j=1}^{2n+2} \text{Vol}[\mathcal{S}_j(a)], $$

where

$$ \mathcal{S}_j(a) = \left[ a + \frac{u_1 - a}{|u_1 - a|}, \cdots, a, \cdots, a + \frac{u_{2n+2} - a}{|u_{2n+2} - a|} \right]. $$
In the same way as in the calculations in the case of the even dimensions, one has

$$\int_{\mathbb{R}^d} dv(a) \chi_{\Lambda}^n(u_{2n+2}) \mathcal{F}(\gamma) \sim (-2i)^n (2n+1)! \text{Vol}[\mathcal{B}(2n+1)] \text{Vol}[\mathcal{S}]$$

for a large $R$ in the expression (5.13) of the chiral index. Here, $\mathcal{B}(2n+1)$ is the $(2n+1)$-dimensional unit ball whose volume is given by

$$\text{Vol}[\mathcal{B}(2n+1)] = \frac{2^{n+1} \pi^n}{(2n+1)!!}$$

and $\mathcal{S}$ is the simplex $[u_1, u_2, \ldots, u_{2n+2}]$ whose volume is given by

$$\text{Vol}[\mathcal{S}] = \frac{1}{(2n+1)!} |\det[u_1 - u_{2n+2}, u_2 - u_{2n+2}, \ldots, u_{2n+1} - u_{2n+2}]|.$$

We write

$$\tilde{\text{Ind}}^{(2n+1)}(D_a, S, U; \Lambda) := \lim_{R \to \infty} \tilde{\text{Ind}}^{(2n+1)}(D_a, S, U; \Lambda, R).$$

From these observations, the chiral index (5.13) can be written as

$$\tilde{\text{Ind}}^{(2n+1)}(D_a, S, U; \Lambda) = \frac{2^{2n} (\pi i)^n}{(2n+1)!! \text{Vol}[\mathcal{S}]} \sum_{a_1, a_2, \ldots, a_{2n+2}} \sum_{\alpha_1, \alpha_2, \ldots, \alpha_{2n+2}} \langle \zeta_{u_{2n+2}}, S \zeta_{u_1} \rangle \times \langle \zeta_{u_1}, P \zeta_{u_2} \rangle \langle \zeta_{u_2}, P \zeta_{u_3} \rangle \cdots \langle \zeta_{u_{2n+1}}, P \zeta_{u_{2n+2}} \rangle \chi_{\Lambda}(u_{2n+2})$$

$$\times |\det[u_1 - u_{2n+2}, u_2 - u_{2n+2}, \ldots, u_{2n+1} - u_{2n+2}]|. \quad (5.14)$$

For the same reason as in the case of the even dimensions, we have

$$\left| \text{Ind}^{(2n+1)}(D_a, S, U; \Lambda, R) - \tilde{\text{Ind}}^{(2n+1)}(D_a, S, U; \Lambda) \right| \leq \frac{\text{Const.}}{R} \quad (5.15)$$

for a large $R$, where the constant in the right-hand side is independent of the lattice $\Lambda$.

**Lemma 13.** The following equalities are valid:

$$\text{Ind}^{(2n+1)}(D_a, S, U) = \lim_{R \to \infty} \lim_{\Lambda \to Z^d} \tilde{\text{Ind}}^{(2n+1)}(D_a, S, U; \Lambda, R) = \lim_{\Lambda \to Z^d} \lim_{R \to \infty} \tilde{\text{Ind}}^{(2n+1)}(D_a, S, U; \Lambda, R). \quad (5.16)$$

**Proof.** The first equality follows from Lemmas 11 and 12.

Let us prove the second equality. Let $\varepsilon$ be a small positive number. From the proof of Lemma 11 and the above inequality (5.15), there exists a large $R$ such that

$$\left| \text{Ind}^{(2n+1)}(D_a, S, U; \Omega, R) - \text{Ind}^{(2n+1)}(D_a, S, U) \right| \leq \text{Const.} / R \leq \varepsilon / 3$$

for any large $\Omega$, and that

$$\left| \tilde{\text{Ind}}^{(2n+1)}(D_a, S, U; \Lambda, R) - \tilde{\text{Ind}}^{(2n+1)}(D_a, S, U; \Lambda) \right| \leq \text{Const.} / R \leq \varepsilon / 3 \quad (5.17)$$
for any large $\Lambda$. For a fixed $R$ satisfying these conditions, we can find a large $\Omega$ and a large $\Lambda$ such that

$$\left| \text{Ind}^{(2n+1)}(D_a, S, U; \Omega, R) - \widetilde{\text{Ind}}^{(2n+1)}(D_a, S, U; \Lambda, R) \right| \leq \varepsilon/3$$

from Lemma 12. Combining these three inequalities, one has

$$\left| \text{Ind}^{(2n+1)}(D_a, S, U) - \widetilde{\text{Ind}}^{(2n+1)}(D_a, S, U; \Lambda) \right| \leq \varepsilon$$

This implies that the second equality holds.

By definition, the second equality of (5.16) implies

$$\text{Ind}^{(2n+1)}(D_a, S, U) = \lim_{\Lambda \to \infty} \text{Ind}^{(2n+1)}(D_a, S, U, \Lambda).$$

Thus, it is sufficient to calculate the right-hand side of (5.14) for deriving the expression of the chiral index in terms of the topological invariant, i.e., a winding number. The determinant in the right-hand side of (5.14) can be computed as

$$\det[u_1 - u_2, u_2 - u_3, \ldots, u_{2n+1} - u_2] = \sum_{\sigma} (-1)^{\sigma} (u_1^{(\sigma_1)} - u_2^{(\sigma_1)}) (u_2^{(\sigma_2)} - u_3^{(\sigma_2)}) \cdots (u_{2n+1}^{(\sigma_{2n+1})} - u_2^{(\sigma_{2n+1})})$$

in the same way as in (4.28). Substituting this into the right-hand side of (5.14), we obtain

$$\widetilde{\text{Ind}}^{(2n+1)}(D_a, S, U, \Lambda) = \frac{2^{2n}(\pi i)^n}{(2n+1)!||\Lambda||} \sum_{\sigma} \chi_{\Lambda SU} [X^{(\sigma_1)} P_-] \cdots [X^{(\sigma_{2n+1})} P_-],$$

where the position operator $X = (X^{(1)}, \ldots, X^{(2n+1)})$ is given by (4.29) with replacing the spatial dimension $d = 2n$ by $(2n + 1)$.

**Theorem 14.** The chiral index can be expressed as

$$\text{Ind}^{(2n+1)}(D_a, S, U) = \frac{2^{2n}(\pi i)^n}{(2n+1)!} \sum_{\sigma} (-1)^{\sigma} \text{Tr} SU[\theta_a^{(\sigma_1)} P_-][\theta_a^{(\sigma_2)} P_-] \cdots [\theta_a^{(\sigma_{2n+1})} P_-].$$

The proof is slightly different from that of Theorem 10. The details are given in Appendix F. In the following, we write

$$\text{Ind}^{(2n+1)}(\theta_a, S, U) = \text{Ind}^{(2n+1)}(D_a, S, U).$$
Remark. It is instructive to note the following: As an example, let us consider a one-dimensional finite system. Then, all of the operators on the corresponding Hilbert space are a finite dimensional matrix. Therefore, the chiral index can be computed as

\[
\text{Ind}^{(1)}(\vartheta, S, U) = \text{Tr} \, SU[\vartheta, P_-] \\
= \text{Tr} \, S(P_+ - P_-)(\vartheta P_- - P_- \vartheta) \\
= \text{Tr} \, P_-S(P_+ - P_-)\vartheta_a + \text{Tr} \, SP_-\vartheta_a \\
= \text{Tr} \, SP_+\vartheta_a + \text{Tr} \, SP_-\vartheta_a = \text{Tr} \, S\vartheta_a = 0,
\]

where we have used the property of the trace, the property of the chiral operator \(S\) and \(P_-S = SP_+\). Namely, the chiral index is always vanishing for a finite system. In other words, this is nothing but a consequence of the well-known fact that the index of a Fredholm operator on a finite-dimensional Banach space is vanishing. Thus, the expression (5.18) of the chiral index is not necessarily convenient to numerically compute the value of the index.

We can derive a useful expression of the above chiral index. Since the projection \(P_-\) onto the lower band is written in terms of the contour integral, one has

\[
[\vartheta^{(j)}_a, P_-] = \frac{i}{2\pi i} \oint \frac{dz}{z - H} \frac{1}{z - H} J^{(j)}_a
\]

in the same way as in the case of even dimensions, where \(J^{(j)}_a := i[H, \theta^f_\ell]\) is the local current operator. Substituting this into the expression (5.18) of the chiral index, we obtain

\[
\text{Ind}^{(2n+1)}(\vartheta, S, U) = \frac{i^n}{(2n + 1)!! \cdot \pi^{n+1}} \sum_{\sigma} (-1)^{\sigma} \oint \frac{dz_1}{z_1 - H} \oint \frac{dz_2}{z_2 - H} \cdots \oint \frac{dz_{2n+1}}{z_{2n+1} - H} \text{Tr} \, SU \frac{1}{z_1 - H} \\
\times J^{(\sigma_1)}_a \frac{1}{z_1 - H} J^{(\sigma_2)}_a \frac{1}{z_2 - H} \cdots J^{(\sigma_{2n+1})}_a \frac{1}{z_{2n+1} - H}.
\]

This right-hand side is nothing but the generalized Chern number in Theorem 4.

In the same way as in the case of even dimensions, we want to approximate the above right-hand side by the operators on the finite-volume lattice \(\Lambda\). We assume that the corresponding finite system with the periodic boundary condition has a spectral gap or a localization regime between the upper and lower bands. Then, relying on the locality of the current operator \(J^{(j)}_a\) and Assumption \(A\) the above right-hand side can be approximated by the corresponding finite systems on the finite lattice \(\Lambda\). We write \(\varphi_{\pm, j}\) for the energy eigenvector of the corresponding finite-volume Hamiltonian with the eigenvalue \(E_{\pm, j}\), where the subscript \(\pm\) denotes the index for the upper and lower bands, respectively. Consequently, we obtain the relation between the
index and the topological invariant:

$$\text{Ind}^{(2n+1)}(\partial_a, S, U) = \frac{\gamma^{3n+1}}{(2n + 1)!!}$$

\[
\times \lim_{\Lambda \to \mathbb{Z}^{2n+1}} \sum_{\sigma} (-1)^{\sigma} \sum_{j_0, j_1, \ldots, j_{2n+1}} \left\{ \langle \varphi_{-j_0}, \varphi_{+j_1} \rangle \frac{\langle \varphi_{+j_1}, J_a^{(\sigma_1)} \varphi_{-j_2} \rangle}{E_{-j_2} - E_{+j_1}} \right. \\
\left. \times \frac{\langle \varphi_{-j_2}, J_a^{(\sigma_2)} \varphi_{+j_3} \rangle}{E_{-j_2} - E_{+j_3}} \cdots \frac{\langle \varphi_{-j_{2n-1}}, J_a^{(\sigma_{2n-1})} \varphi_{+j_0} \rangle}{E_{-j_{2n-1}} - E_{+j_0}} \right\}. 
\]  

(5.19)

In one dimension ($n = 0$), the right-hand side of the chiral index (5.19) coincides with the imaginary part of the linear response coefficient for the AC conductance except for the prefactor 2 as we show in Appendix C.

5.3. Translationally Invariant Systems in Odd dimensions. As an example, let us consider a translationally invariant Hamiltonian $H_A$ on the hypercubic box $\Lambda$ with the side length $L$. The energy eigenvectors of the Hamiltonian $H_A$ can be written as $\varphi_{\pm, k}$ with the energy eigenvalue $E_{\pm, k}$ in terms of the momentum $k := (k^{(1)}, k^{(2)}, \ldots, k^{(2n+1)})$. In the same way as in the case of even dimensions, the chiral index of (5.19) is written as

$$\text{Ind}^{(2n+1)}(\partial_a, S, U) = \frac{\gamma^{3n+1}}{(2n + 1)!!} \cdot 2 \cdot \pi^{n+1}$$

\[
\times \sum_{\sigma} (-1)^{\sigma} \int \, dk^{(1)} \cdots dk^{(2n+1)} \left\{ \langle \varphi_{-k}, \varphi_{+k} \rangle \frac{\langle \varphi_{+k}, J^{(\sigma_1)} \varphi_{-k} \rangle}{E_{-k} - E_{+k}} \right. \\
\left. \times \frac{\langle \varphi_{-k}, J^{(\sigma_2)} \varphi_{+k} \rangle}{E_{-k} - E_{+k}} \cdots \frac{\langle \varphi_{-k}, J^{(\sigma_{2n-1})} \varphi_{+k} \rangle}{E_{-k} - E_{+k}} \right\}. 
\]  

(5.20)

Further, this can be written

$$\text{Ind}^{(2n+1)}(\partial_a, S, U) = \frac{-i^{3n+1}}{(2n + 1)!! \cdot 2 \cdot \pi^{n+1}}$$

\[
\times \sum_{\sigma} (-1)^{\sigma} \int \, dk^{(1)} \cdots dk^{(2n+1)} \text{Tr} S(1 - 2P_-(k)) \left. \frac{\partial P_-(k)}{\partial k^{(\sigma_1)}} \cdots \frac{\partial P_-(k)}{\partial k^{(\sigma_{2n+1})}} \right) 
\]  

in terms of the projection $P_-(k)$ onto the lower band in the momentum space.
More concretely, let us consider the Hamiltonian $H$ which is given by

$$(H \varphi)(x) = \sum_{j=1}^{2n+1} \frac{t_s(j)}{2} [\varphi(x + e^{(j)}) - \varphi(x - e^{(j)})] \gamma^{(j)}$$

$$+ \left\{ m_0 + \sum_{j=1}^{2n+1} \frac{t_c(j)}{2} [\varphi(x + e^{(j)}) + \varphi(x - e^{(j)})] \right\} \gamma^{(2n+2)},$$

where $t_s(j)$, $t_c(j)$ and $m_0$ are real constants, $e^{(j)}$ are the unit vectors in the $j$-th direction, and $\gamma^{(j)}$ are the gamma matrices. Clearly, this Hamiltonian $H$ is chiral symmetric with respect to the chiral operator $S = \gamma^{(2n+3)}$.

The three-dimensional model is given by the equation (82) of [67]. More generally, the models of this type are generally called odd dimensional Pauli-Dirac theory [75, 34]. As is well known, these exhibit a nontrivial topological invariant, winding number [53]. Recently, these models have been intensively investigated again in [41, 70, 67, 54, 59, 26].

The Fourier transform of the Hamiltonian $H$ is given by

$$H(k) = \gamma \cdot \mathcal{E}(k) = \sum_{i=1}^{2n+2} \gamma^{(i)} \mathcal{E}^{(i)}(k),$$

where we have written $\mathcal{E}(k) := (\mathcal{E}^{(1)}(k), \mathcal{E}^{(2)}(k), \ldots, \mathcal{E}^{(2n+2)}(k))$ with

$$\mathcal{E}^{(j)}(k) = t_s^{(j)} \sin k^{(j)} \text{ for } j = 1, 2, \ldots, 2n + 1,$$

$$\mathcal{E}^{(2n+2)}(k) = m_0 + \sum_{j=1}^{2n} t_c^{(j)} \cos k^{(j)}.$$

From the properties of the gamma matrices, one has

$$H(k)^2 = |\mathcal{E}(k)|^2 \text{ with } |\mathcal{E}(k)| = \sqrt{\sum_{i=1}^{2n+2} |\mathcal{E}^{(i)}(k)|^2}.$$
Since the quantity in the right-hand side is written
\[
\sum_\tau (-1)^\tau \oint dk^{(1)} \cdots dk^{(2n+1)} n^{(\tau_1)}(k) \frac{\partial n^{(\tau_2)}(k)}{\partial k^{(1)}} \cdots \frac{\partial n^{(\tau_{2n+2})}(k)}{\partial k^{(2n+1)}} = \nu |S^{2n+1}|
\]
in terms of the winding number \(\nu\) for the \((2n+1)\)-dimensional sphere \(S^{2n+1}\), we obtain
\[
\text{Ind}^{(2n+1)}(\partial_a, S, U) = (-1)^{n-1} \nu \in \mathbb{Z}.
\]

Here, we have used that the surface area of \(S^{2n+1}\) is given by
\[
|S^{2n+1}| = 2\pi^{n+1}/n!.\]

6. Periodic Table

In this section, we show that all of the indices in Table 1 can be explained by our noncommutative index theorems in Sec. 5.

6.1. Signatures of Operators. To begin with, we define the signatures of operators which we will use below.

We denote a complex conjugation transformation by \(K\) defined by \(K\psi = \overline{\psi}\) for the wavefunctions \(\psi \in \ell^2(\mathbb{Z}_d, 
\mathbb{C}^M) \otimes \mathbb{C}^{2n}\). From the definition (A.1) of the time-reversal operator \(C_+\), one has
\[
C_+KC_+K\psi = C_+KC_+\psi = \begin{cases} (-1)^\ell \psi, & n = 2\ell; \\ (-1)^{\ell-1} \psi, & n = 2\ell - 1 \end{cases} \tag{6.1}
\]
for a wavefunction \(\psi\), where \(\ell \in \{0, 1, 2, \ldots\}\). We define the signature of the operator \((C_+K)^2\) by
\[
\text{sgn}(C_+K)^2 = \begin{cases} (-1)^\ell, & n = 2\ell; \\ (-1)^{\ell-1}, & n = 2\ell - 1 \end{cases} \tag{6.2}
\]
Similarly, for the other time-reversal operator \(C_-\),
\[
C_-KC_-K\psi = C_-KC_-\psi = (-1)^\ell \psi \tag{6.3}
\]
for \(n = 2\ell - 1\) or \(n = 2\ell\). Therefore, the signature of \((C_-K)^2\) is defined by
\[
\text{sgn}(C_-K)^2 = (-1)^\ell \tag{6.4}
\]
for \(n = 2\ell - 1\) or \(n = 2\ell\).

Further, we define the signature of the gamma matrix \(\gamma^{(2n+1)}\). For this purpose, consider
\[
C_\pm K\gamma^{(2n+1)}\varphi = C_\pm \overline{\gamma^{(2n+1)}\varphi}
\]
\[
= C_\pm \gamma^{(2n+1)}C_\pm \gamma^{(2n+1)}\varphi
\]
\[
= (-1)^n \gamma^{(2n+1)}C_\pm \gamma^{(2n+1)}C_\pm K\varphi,
\]
where we have used \(\overline{\gamma^{(2n+1)}} = \gamma^{(2n+1)}\) and (A.3) in Appendix A. By relying this relation, we define the signature of \(\gamma^{(2n+1)}\) by
\[
\text{sgn}(\gamma^{(2n+1)}) = (-1)^n.
\]
Thus, if \(\text{sgn}(\gamma^{(2n+1)}) = +1\), then \(C_\pm K\) and \(\gamma^{(2n+1)}\) commute with each other, and for \(\text{sgn}(\gamma^{(2n+1)}) = -1\), they anticommute with each other.
Further, in order to define the signatures of the Dirac operator $D_a$, we note
\[ C_+ K D_a \varphi = C_+ \overline{D_a \varphi} = C_+ \overline{D_a} C_+ K \varphi = (-1)^{n+1} D_a C_+ K \varphi, \]
where we have used (A.3). From this, we define
\[ \text{sgn}_+(D_a) = (-1)^{n+1}. \]

Similarly,
\[ C_- K D_a \varphi = C_- \overline{D_a \varphi} = C_- \overline{D_a} C_- K \varphi = (-1)^n D_a C_- K \varphi, \]
where we have used (A.4). Therefore, we define
\[ \text{sgn}_-(D_a) = (-1)^n. \]

All these results are summarized in Table 2 in even dimensions, $d \leq 8$. Clearly, one can find the periodicity with the period 8, and hence it is enough to deal with the case of $d \leq 8$.

### 6.2. Even Dimensions.
Consider first the case of even dimensions. To begin with, we recall the index of (4.1) as
\[ \text{Ind}^{(2n)} (D_a, P_F) = \frac{1}{2} \text{Tr} A^{2n+1} \]
which is written in terms of the operator $A = \gamma^{(2n+1)} (P_F - D_a P_F D_a)$.

Consider first the classes without chiral symmetry. The rest will be treated in Sec. 6.2.3 below.

### 6.2.1. AI and AII Classes.
The Hamiltonian $H$ of the models in these classes exhibits time-reversal symmetry only. Namely, it satisfies
\[ \Theta(H \varphi) = H \varphi^\Theta, \]
where $\Theta$ is the time-reversal transformation given by (2.4). First, we extend the time-reversal transformation $\Theta$ to that for the operator $A$ as
\[ \tilde{\Theta}_\pm := C_\pm \Theta = C_\pm U^{\Theta} K. \]
Note that
\[(\tilde{\Theta}_\pm)^2 \varphi = C_\pm U^\Theta K C_\pm U^\Theta K \varphi \]
\[= U^\Theta C_\pm K C_\pm K U^\Theta K \varphi \]
\[= \text{sgn}(C_\pm K)^2 U^\Theta K U^\Theta K \varphi = \text{sgn}(C_\pm K)^2 \Theta^2 \varphi, \]
where we have used (6.1), (6.2), (6.3) and (6.4). Therefore, we have
\[(\tilde{\Theta}_\pm)^2 \varphi = \text{sgn}(C_\pm K)^2 \Theta^2 \varphi \] (6.9)
for any function \(\varphi \in \ell^2(\mathbb{Z}^d, \mathbb{C}^M \otimes \mathbb{C}^{d_\gamma})\), where \(d_\gamma\) is the dimension of the Hilbert space for the gamma matrices.

• **AII Class in Two Dimensions.** In this case, the Hamiltonian \(H\) has only odd time-reversal symmetry. We write \(\Theta^2 = -1\) for the oddness for short. Clearly, from (6.9), we have
\[(\tilde{\Theta}_\pm)^2 = \mp 1 \] (6.10)
in the present case.

First, we show that the integer-valued index of (6.8) is vanishing. Let \(\lambda \neq 0\) be an eigenvalue of the operator \(A\), i.e.,
\[A \varphi = \lambda \varphi\]
for an eigenvector \(\varphi \in \ell^2(\mathbb{Z}^d, \mathbb{C}^M \otimes \mathbb{C}^{d_\gamma})\). Then,
\[\tilde{\Theta}_\pm A \varphi = \tilde{\Theta}_\pm \gamma^{(2n+1)} (P_F - D_a P_F D_a) \varphi \]
\[= -\gamma^{(2n+1)} \tilde{\Theta}_\pm (P_F - D_a P_F D_a) \varphi = -A \tilde{\Theta}_\pm \varphi, \]
where we have used (6.5), (6.6) and derived from the time-reversal symmetry of the Hamiltonian \(H\). This implies that \(\tilde{\Theta}_\pm \varphi\) is an eigenvector with the eigenvalue \(-\lambda \neq 0\). This map is one to one from (6.10). Combining this observation with the expression (6.8) of the index, we obtain that the index is vanishing, i.e.,
\[\text{Ind}^{(2n)}(D_a, P_F) = 0\] for AII class in two dimensions. Therefore, one has
\[\dim \ker (P_F - D_a^* P_F D_a - 1) = \dim \ker (P_F - D_a^* P_F D_a + 1) \]
\[= \dim \ker (P_F - D_a P_F D_a^* + 1) \]
\[= \dim \ker (P_F - D_a P_F D_a^* - 1) \] (6.12)
from the argument for the index in Sec. 4.1.

Although there is no integer-valued index, the class has a non-trivial \(\mathbb{Z}_2\)-valued index which is defined by
\[\text{Ind}_{2}^{(2n)} (D_a, P_F) := \frac{1}{2} \dim \ker (A - 1) \text{ modulo } 2. \]
The right-hand side can be written as
\[ \frac{1}{2} \dim \ker (A - 1) \]
\[ = \frac{1}{2} [\dim \ker (P_F - D_a P_F D_a - 1) + \dim \ker (P_F - D_a P_F D_a^* + 1)] \]
\[ = \dim \ker (P_F - D_a^* P_F D_a - 1), \]
where we have used the above relation (6.12). Therefore, the $\mathbb{Z}_2$ index is written as
\[ \text{Ind}^{(2n)}_2(D_a, P_F) = \dim \ker (P_F - D_a^* P_F D_a - 1) \mod 2. \]
In the following, we will show that the $\mathbb{Z}_2$ index is well defined, i.e., the even-oddness of the right-hand side is robust against generic perturbations.

For this purpose, we recall the operator
\[ B = \gamma(2n+1)(1 - P_F - D_a P_F D_a), \]
and the relations (4.4) and (4.5). As shown in Sec. 4.1, there exists a one-to-one correspondence between the two eigenvectors, $\varphi$ and $B \varphi$, of the operator $A$, and hence their eigenvalues come in pairs $\pm \lambda$, provided $0 < |\lambda| < 1$.

As shown above, the time-reversal transformation $\tilde{\Theta}^\pm$ induces a similar map to the operator $B$. However, from (6.5), the transformation $\tilde{\Theta}^\pm$ anti-commutes with $\gamma(2n+1)$ as
\[ \{\tilde{\Theta}^\pm, \gamma(2n+1)\} \varphi = 0 \quad (6.13) \]
for any wavefunction $\varphi$. This implies that the transformation $\tilde{\Theta}^\pm$ maps an eigenvector of $\gamma(2n+1)$ onto that with the different eigenvalue.

On the other hand, the operator $B$ commutes with $\gamma(2n+1)$ as
\[ [B, \gamma(2n+1)] = 0. \quad (6.14) \]
Clearly, this implies that $B$ maps an eigenvector of $\gamma(2n+1)$ onto that without changing the eigenvalue of $\gamma(2n+1)$. Thus, we want to find a transformation such that the transformation shows a similar pairing property to $B$ as shown above and commutes with $\gamma(2n+1)$.

We show that the transformation $\tilde{\Theta}^\pm D_a$ has the desired properties. Since the Dirac operator $D_a$ anticommutes with $\gamma(2n+1)$ by definition, we have
\[ [\tilde{\Theta}^\pm D_a, \gamma(2n+1)] \varphi = 0 \quad (6.15) \]
for any wavefunction $\varphi$, where we have used the anticommutation relation (6.13) for $\tilde{\Theta}^\pm$ and $\gamma(2n+1)$.

Next, we show that the operation $\tilde{\Theta}^\pm D_a$ maps an eigenvector $\varphi$ of the operator $A$ with eigenvalue $\lambda$ onto that with $-\lambda$. By using the same argument as in the above, one has
\[ \tilde{\Theta}^\pm D_a A \varphi = \tilde{\Theta}^\pm D_a \gamma(2n+1)(P_F - D_a P_F D_a) \varphi \]
\[ = -\tilde{\Theta}^\pm \gamma(2n+1) D_a (P_F - D_a P_F D_a) \varphi \]
\[ = \tilde{\Theta}^\pm \gamma(2n+1)(P_F - D_a P_F D_a)D_a \varphi = -A \tilde{\Theta}^\pm D_a \varphi. \]
This implies that, if $\varphi$ be an eigenvector of $A$ with eigenvalue $\lambda$, then $\tilde{\Theta}^\pm D_a \varphi$ is an eigenvector of $A$ with eigenvalue $-\lambda$. Thus, the transformation $\tilde{\Theta}^\pm D_a$ has the desired properties.
Further, the two transformations, $\tilde{\Theta}_\pm D_a$ and $B$, commute with each other on the corresponding subspace as:

**Lemma 15.** Let $\varphi$ be an eigenvector of $A$ with eigenvalue $\lambda$ satisfying $0 < |\lambda| < 1$. Then,

$$\tilde{\Theta}_\pm D_a B \varphi = B \tilde{\Theta}_\pm D_a \varphi.$$

**Proof.** To begin with, we show that the Dirac operator $D_a$ anticommutes with $B$. This follows from explicit calculations as

$$D_a B = D_a \gamma^{(2n+1)} (1 - P_F - D_a P_F D_a)$$

$$= -\gamma^{(2n+1)} D_a (1 - P_F - D_a P_F D_a)$$

$$= -\gamma^{(2n+1)} (1 - P_F - D_a P_F D_a) D_a = -BD_a,$$

where we have used $D_a^2 = 1$ and $\{D_a, \gamma^{(2n+1)}\} = 0$ which is derived from their definitions. Combining this, (6.13), (6.11), (6.6) and (6.7), one has

$$\tilde{\Theta}_\pm D_a B \varphi = -\tilde{\Theta}_\pm B D_a \varphi$$

$$= -\tilde{\Theta}_\pm \gamma^{(2n+1)} (1 - P_F - D_a P_F D_a) D_a \varphi = B \tilde{\Theta}_\pm D_a \varphi.$$

Clearly, the two vectors, $\varphi$ and $B \tilde{\Theta}_\pm D_a \varphi$, are eigenvectors of $A$ with the same eigenvalue $\lambda$. Therefore, if these two vectors are linearly independent of each other, then the corresponding sector which is spanned by the two vectors is a two-dimensional subspace. In fact, we can prove the following lemma:

**Lemma 16.** Let $\varphi$ be an eigenvector of $A$ with eigenvalue $\lambda$ satisfying $0 < |\lambda| < 1$. Then,

$$\langle B \varphi, \tilde{\Theta}_\pm D_a \varphi \rangle = 0.$$

**Proof.** In the same way as in the proof of the preceding lemma, one has

$$\langle \tilde{\Theta}_\pm \tilde{\Theta}_\pm D_a \varphi, \tilde{\Theta}_\pm B \varphi \rangle = \mp \langle D_a \varphi, \tilde{\Theta}_\pm B \varphi \rangle$$

$$= \pm \langle D_a \varphi, B \tilde{\Theta}_\pm \varphi \rangle$$

$$= \mp \langle B \varphi, D_a \tilde{\Theta}_\pm \varphi \rangle = -(B \varphi, \tilde{\Theta}_\pm D_a \varphi), \quad (6.16)$$

where we have used (6.10) to obtain the first equality, and

$$\tilde{\Theta}_\pm D_a \varphi = \text{sgn}_\pm(D_a) D_a \tilde{\Theta}_\pm \varphi \quad (6.17)$$

with $\text{sgn}_\pm(D_a) = \pm 1$ for the fourth equality. The last relation (6.17) can be derived from (6.6) and (6.7).

On the other hand, one has

$$\langle \tilde{\Theta}_\pm \psi, \tilde{\Theta}_\pm \varphi \rangle = \langle \varphi, \psi \rangle$$

for wavefunctions, $\psi$ and $\varphi$, from the definitions of $\tilde{\Theta}_\pm$. By using this relation, the above quantity in the left-hand side can be written as

$$\langle \tilde{\Theta}_\pm \tilde{\Theta}_\pm D_a \varphi, \tilde{\Theta}_\pm B \varphi \rangle = \langle B \varphi, \tilde{\Theta}_\pm D_a \varphi \rangle.$$

Combining this with the above result, we obtain

$$\langle B \varphi, \tilde{\Theta}_\pm D_a \varphi \rangle = 0.$$

□
In order to prove the existence of the $\mathbb{Z}_2$ index, we recall the expression of $A$ as

$$A = \left( \begin{array}{cc} P_F - D_a^* P_F D_a & 0 \\ 0 & -(P_F - D_a^* P_F D_a) \end{array} \right)$$

in the basis which diagonalizes $\gamma^{(2n+1)}$. We write $\mathfrak{M} := P_F - D_a^* P_F D_a$ for short. Combining the above two lemma with commutativity, (6.14) and (6.15), we can conclude that the multiplicity of the eigenvalue $\lambda$ of the operator $\mathfrak{M}$ must be even when $\lambda$ satisfies $0 < |\lambda| < 1$. Therefore, if the eigenvalues of $A$ change continuously under a continuous variation of the parameters of the Hamiltonian $H$, then the parity of the multiplicity of the eigenvalue $\lambda = 1$ of $\mathfrak{M}$ must be invariant under the deformation of the Hamiltonian. Thus, we have two possibilities: (i) An even number of eigenvectors of $\mathfrak{M}$ are lifted from the sector spanned by the eigenvectors of $\mathfrak{M}$ with the eigenvalue $\lambda = 1$; (ii) an even number of eigenvectors of $\mathfrak{M}$ with eigenvalue $\lambda \neq 1$ become degenerate with the eigenvectors of $\mathfrak{M}$ with the eigenvalue $\lambda = 1$. In both cases, it is enough to prove the continuity of the eigenvalues of the operator $A$ under deformation of the Hamiltonian [66, 46], in order to establish that the $\mathbb{Z}_2$ index is robust against generic perturbations. This is proved in Sec. 7. Consequently, AII class in two dimensions has a nontrivial $\mathbb{Z}_2$ index.

- **AI Class in Two Dimensions.** In this case, the Hamiltonian $H$ has only even time-reversal symmetry. We write $\Theta^2 = +1$ for the evenness for short. From (6.9), we have

$$\Theta_{\pm}^2 = \pm 1 \quad (6.18)$$

in the present case. Clearly, the difference between AI and AII classes is the even-oddness of the time-reversal transformation $\Theta_{\pm}$. Therefore, in the proof of Lemma 16, the right-hand side in the last line of (6.16) becomes opposite sign in the case of AI class. This implies that the orthogonality between the corresponding two vectors does not generally holds. In consequence, AI class in two dimensions has no index.

- **AII Class in Four Dimensions.** In this case, we have $\Theta^2 = -1$. Combining this with (6.9), we have

$$(\tilde{\Theta}_{\pm})^2 = +1$$

From (6.5), one has

$$[\tilde{\Theta}_{\pm}, \gamma^{(2n+1)}] \varphi = 0$$

for any wavefunction $\varphi$. This yields

$$\tilde{\Theta}_{\pm} A \varphi = \tilde{\Theta}_{\pm} \gamma^{(2n+1)} (P_F - D_a P_F D_a) \varphi = \gamma^{(2n+1)} \tilde{\Theta}_{\pm} (P_F - D_a P_F D_a) \varphi = A \tilde{\Theta}_{\pm} \varphi$$

in the same way as in the case of AII class in two dimensions. Clearly, this implies that, if $\varphi$ is an eigenvector of $A$, then $\tilde{\Theta}_{\pm} \varphi$ is an eigenvector of $A$ with the same eigenvalue. But this result does not give any information about the spectrum of $A$. Thus, AII class in four dimensions preserves an integer-valued index.
• **AI Class in Four Dimensions.** Since we have $\Theta^2 = +1$ in this case, we obtain

$$(\tilde{\Theta}_\pm)^2 = -1$$

from (6.9). In the same way as in the case of AII class in four dimensions, one has

$$[\tilde{\Theta}_\pm, \gamma^{(2n+1)}] \varphi = 0$$

and

$$\tilde{\Theta}_\pm A \varphi = A \tilde{\Theta}_\pm \varphi.$$  

Therefore, if $\varphi$ is an eigenvector of $A$ with eigenvalue $\lambda$, then $\tilde{\Theta}_\pm \varphi$ is also an eigenvector of $A$ with the same eigenvalue in the eigenspace of $\gamma^{(2n+1)}$. Further, we have

$$\langle (\tilde{\Theta}_\pm)^2 \varphi, \tilde{\Theta}_\pm \varphi \rangle = -\langle \varphi, \tilde{\Theta}_\pm \varphi \rangle$$

from $(\tilde{\Theta}_\pm)^2 = -1$. On the other hand, one has

$$\langle (\tilde{\Theta}_\pm)^2 \varphi, \tilde{\Theta}_\pm \varphi \rangle = \langle \varphi, \tilde{\Theta}_\pm \varphi \rangle.$$  

These imply $\langle \varphi, \tilde{\Theta}_\pm \varphi \rangle = 0$. This is nothing but an analogue of the Kramers doublet. In consequence, the integer-valued index is always even for AI class in four dimensions.

• **AII Class in Six Dimensions.** In the same way, we have

$$(\tilde{\Theta}_\pm)^2 = \pm 1$$

from $\Theta^2 = -1$, and

$$[\tilde{\Theta}_\pm, \gamma^{(2n+1)}] \varphi = 0$$

for any wavefunction $\varphi$. In addition, $\text{sgn}_\pm (D_a) = \pm 1$. These conditions are the same as in the case of AI class in two dimensions. Therefore, AII class in six dimensions has no index.

• **AI Class in Six Dimensions.** In this case, we have

$$(\tilde{\Theta}_\pm)^2 = \mp 1$$

from $\Theta^2 = +1$, and

$$[\tilde{\Theta}_\pm, \gamma^{(2n+1)}] \varphi = 0$$

for any wavefunction $\varphi$. In addition, $\text{sgn}_\pm (D_a) = \pm 1$. These conditions are the same as in the case of AI class in two dimensions. As a result, AI class in six dimensions has a $\mathbb{Z}_2$ index.

• **AII Class in Eight Dimensions.** In the same way, we have

$$(\tilde{\Theta}_\pm)^2 = -1$$

from $\Theta^2 = -1$, and

$$[\tilde{\Theta}_\pm, \gamma^{(2n+1)}] \varphi = 0$$

for any wavefunction $\varphi$. These are the same as in the case of AI class in four dimensions. Therefore, the integer-valued index is always even, i.e., $2\mathbb{Z}$.

• **AI Class in Eight Dimensions.** Similarly, we have

$$(\tilde{\Theta}_\pm)^2 = +1$$
from $\Theta^2 = +1$, and

$$[\tilde{\Theta}_\pm, \gamma^{(2n+1)}]\varphi = 0$$

for any wavefunction $\varphi$. These conditions are the same as in the case of AII in four dimensions. Thus, AI class in eight dimensions preserves an integer-valued index.

6.2.2. C and D Classes. The Hamiltonian $H$ of these classes has particle-hole symmetry only. By the particle-hole transformation $\Xi$, it satisfies

$$\Xi(H\varphi) = -H\Xi\varphi = -H\varphi$$

for any wavefunction $\varphi$. This yields

$$\Xi P F \varphi = (1 - P F)\varphi,$$  \hspace{1cm} (6.19)

where we have chosen the Fermi level $E_F = 0$.

To begin with, we extend $\Xi$ to that for the operator $A$ as

$$\tilde{\Xi}_\pm := C_\pm \Xi.$$  \hspace{1cm} (6.20)

Then, we have

$$(\tilde{\Xi}_\pm)^2 \varphi = \text{sgn}(C_\pm K)^2 \Xi^2 \varphi$$  \hspace{1cm} (6.21)

for any wavefunction $\varphi$, in the same way as in the case of the time-reversal transformation. Further,

$$\{\tilde{\Xi}_\pm, \gamma^{(2n+1)}\} \varphi = 0 \quad \text{if} \quad \text{sgn}(\gamma^{(2n+1)}) = -1$$

and

$$[\tilde{\Xi}_\pm, \gamma^{(2n+1)}] \varphi = 0 \quad \text{if} \quad \text{sgn}(\gamma^{(2n+1)}) = +1$$

for any wavefunction $\varphi$. Clearly, similar commutation relations hold for the Dirac operator $D_a$, depending on $\text{sgn}_\pm(D_a)$.

**D Class in Two Dimensions.** The class D is characterized by the even particle-hole transformation $\Xi$ satisfying $\Xi^2 = +1$. Therefore, one has

$$(\tilde{\Xi}_\pm)^2 = \pm 1$$

in two dimensions, from the above formula (6.21). From $\text{sgn}(\gamma^{(2n+1)}) = -1$,

$$\{\tilde{\Xi}_\pm, \gamma^{(2n+1)}\} \varphi = 0$$  \hspace{1cm} (6.22)

for any wavefunction $\varphi$. By using this, (6.19) and $D_a^2 = 1$, one has

$$D_a \varphi = \tilde{\Xi}_\pm \gamma^{(2n+1)}(P_F - D_a P_F D_a)\varphi$$

and

$$[\tilde{\Xi}_\pm, \gamma^{(2n+1)}] \varphi = 0 \quad \text{if} \quad \text{sgn}(\gamma^{(2n+1)}) = -1$$

for any wavefunction $\varphi$. This yields

$$\tilde{\Xi}_\pm D_a \varphi = \tilde{\Xi}_\pm D_a \gamma^{(2n+1)}(P_F - D_a P_F D_a)\varphi$$

for any wavefunction $\varphi$. This yields

$$\tilde{\Xi}_\pm D_a \varphi = \tilde{\Xi}_\pm D_a \gamma^{(2n+1)}(P_F - D_a P_F D_a)\varphi$$

for any wavefunction $\varphi$. This yields

$$\tilde{\Xi}_\pm \gamma^{(2n+1)}(P_F - D_a P_F D_a)D_a \varphi = A\tilde{\Xi}_\pm D_a \varphi,$$
where we have used $\{D_a, \gamma^{(2n+1)}\} = 0$ and $D_a^2 = 1$. This implies that, if $\varphi$ is an eigenvector of $A$, then $\tilde{\Xi}_\pm D_a A \varphi$ is also an eigenvector of $A$ with the same eigenvalue. Further, one has

$$[\tilde{\Xi}_\pm D_a, \gamma^{(2n+1)}] \varphi = 0$$

for any wavefunction $\varphi$.

In order to check whether the two vectors, $\varphi$ and $\tilde{\Xi}_\pm D_a A \varphi$, are independent of each other, consider the inner product, $\langle \varphi, \tilde{\Xi}_\pm D_a A \varphi \rangle$. Note that

$$\langle \tilde{\Xi}_\pm \tilde{\Xi}_\pm D_a \varphi, \tilde{\Xi}_\pm \varphi \rangle = \pm \langle D_a \varphi, \tilde{\Xi}_\pm \varphi \rangle = \pm \langle \varphi, D_a \tilde{\Xi}_\pm \varphi \rangle = \langle \varphi, \tilde{\Xi}_\pm D_a \varphi \rangle,$$

where we have used $(\tilde{\Xi}_\pm)^2 = \mp 1$ and $\text{sgn}_{\pm}(D_a) = \pm 1$.

On the other hand, one has

$$\langle \tilde{\Xi}_\pm \tilde{\Xi}_\pm D_a \varphi, \tilde{\Xi}_\pm \varphi \rangle = \langle \varphi, \tilde{\Xi}_\pm D_a \varphi \rangle.$$

These observations imply that one cannot obtain any information about the spectrum of $A$ from the symmetry. In consequence, $D$ class in two dimensions preserves an integer-valued index.

• **C Class in Two Dimensions.** Since the class $C$ is characterized by the odd particle-hole transformation $\Xi$ satisfying $\Xi^2 = -1$, one has

$$(\tilde{\Xi}_\pm)^2 = \mp 1$$

in two dimensions, in the same way as in the preceding $D$ class. This difference between $C$ and $D$ classes leads to the orthogonality,

$$\langle \varphi, \tilde{\Xi}_\pm D_a \varphi \rangle = 0,$$

in the case of $C$ class. Thus, the integer-valued index for $C$ class in two dimensions is always even, i.e., $2\mathbb{Z}$.

• **D Class in Four Dimensions.** In this case, we have

$$(\tilde{\Xi}_\pm)^2 = -1$$

and

$$[\tilde{\Xi}_\pm, \gamma^{(2n+1)}] \varphi = 0 \quad (6.23)$$

for any wavefunction $\varphi$. By using the second relation and (6.19), one has

$$\tilde{\Xi}_\pm \varphi = \tilde{\Xi}_\pm (P_F - D_a P_F D_a) \varphi = \gamma^{(2n+1)} \tilde{\Xi}_\pm (P_F - D_a P_F D_a) \varphi = -A \tilde{\Xi}_\pm \varphi.$$

This implies that the integer-valued index is vanishing.

In order to check whether the present class has a $\mathbb{Z}_2$ index, we recall the expression of the operator, $B = \gamma^{(2n+1)} (1 - P_F - D_a P_F D_a)$. Then, by using (6.23) and (6.19), one has

$$\langle \tilde{\Xi}_\pm, B \rangle \varphi = 0 \quad (6.24)$$

for any wavefunction $\varphi$.

Let us check the orthogonality between $\tilde{\Xi}_\pm \varphi$ and $B \varphi$. Note that

$$\langle \tilde{\Xi}_\pm \tilde{\Xi}_\pm \varphi, \tilde{\Xi}_\pm B \varphi \rangle = -\langle \varphi, \tilde{\Xi}_\pm B \varphi \rangle = \langle B \varphi, \tilde{\Xi}_\pm \varphi \rangle,$$

where we have used $(\tilde{\Xi}_\pm)^2 = -1$ and (6.24).
On the other hand,
\[ \langle \tilde{\Xi}_\pm \tilde{\Xi}_\pm \varphi, \tilde{\Xi}_\pm B \varphi \rangle = \langle B \varphi, \tilde{\Xi}_\pm \varphi \rangle. \]
Therefore, one cannot obtain any information about the spectrum of \( A \) from the symmetry in the present case. In consequence, D class in four dimensions has no index.

- **C Class in Four Dimensions.** The difference between D and C classes is even-oddness of the extended particle-hole transformation \( \tilde{\Xi}_\pm \). In the present C class, we have

\[ (\tilde{\Xi}_\pm)^2 = +1 \]
which is opposite sign to that for D class. Therefore, the argument of the orthogonality between the two vectors, \( \tilde{\Xi}_\pm \varphi \) and \( B \varphi \), yields

\[ \langle B \varphi, \tilde{\Xi}_\pm \varphi \rangle = 0 \]
for the present C class. Thus, C class in four dimensions has a \( \mathbb{Z}_2 \) index.

- **D Class in Six Dimensions.** In this case, we have

\[ (\tilde{\Xi}_\pm)^2 = \mp 1 \]
and

\[ \{\tilde{\Xi}_\pm, \gamma (2n+1)\} \varphi = 0 \quad (6.25) \]
for any wavefunction \( \varphi \). In addition, \( \text{sgn}_\pm (D_a) = \pm 1 \). These conditions are all the same as in the case of C class in two dimensions. Therefore, the integer-valued index for D class in six dimensions is always even, i.e., \( 2\mathbb{Z} \).

- **C Class in Six Dimensions.** Similarly, in this case, we have

\[ (\tilde{\Xi}_\pm)^2 = \pm 1 \]
and

\[ \{\tilde{\Xi}_\pm, \gamma (2n+1)\} \varphi = 0 \quad (6.26) \]
for any wavefunction \( \varphi \). In addition, \( \text{sgn}_\pm (D_a) = \pm 1 \). These conditions are all the same as in the case of D class in two dimensions. In consequence, C class in six dimensions preserves an integer-valued index.

- **D Class in Eight Dimensions.** In this case, we have

\[ (\tilde{\Xi}_\pm)^2 = +1 \]
and

\[ [\tilde{\Xi}_\pm, \gamma (2n+1)] \varphi = 0 \quad (6.27) \]
for any wavefunction \( \varphi \). These conditions are the same as in the case of C class in four dimensions. Thus, D class in eight dimensions has a \( \mathbb{Z}_2 \) index.

- **C Class in Eight Dimensions.** Similarly, in this case, we have

\[ (\tilde{\Xi}_\pm)^2 = -1 \]
and

\[ [\tilde{\Xi}_\pm, \gamma (2n+1)] \varphi = 0 \quad (6.28) \]
for any wavefunction $\varphi$. These two conditions are the same as in the case of D class in four dimensions. Thus, C class in eight dimensions has no index.

6.2.3. **Chiral Symmetry in Even Dimensions.** In even dimensions, the rest of the CAZ classes are AIII, BDI, CI, DIII and CI, which have chiral symmetry. To begin with, we recall the properties of the chiral operator $S$. The operator $S$ satisfies $S^* = S$ and $S^2 = 1$. The Hamiltonian $H$ is transformed as $SHS = -H$. This yields

$$SP_FS = 1 - P_F,$$

where we have chosen the Fermi level $E_F = 0$. Combining this, $[S, \gamma^{(2n+1)}] = 0$, we have

$$SA\varphi = S\gamma^{(2n+1)}(P_F - D_a P_F D_a)\varphi = \gamma^{(2n+1)}S(P_F - D_a P_F D_a)\varphi = -AS\varphi. \tag{6.30}$$

This implies that the integer-valued index is always vanishing. Thus, it is enough to determine whether or not the classes have a $\mathbb{Z}_2$ index.

Consider first AIII class, which has only chiral symmetry. From the expression of the operator $B$, (6.29) and $D^2_a = 1$, one has

$$SBS = \gamma^{(2n+1)}[P_F - D_a(1 - P_F)D_a]$$

$$= \gamma^{(2n+1)}(P_F - 1 + D_a P_F D_a) = -B.$$

However, we cannot obtain any information about $\langle S\varphi, B\varphi \rangle$, where $\varphi$ is an eigenvector of $A$ with eigenvalue $\lambda$ satisfying $0 < |\lambda| < 1$. This implies that AIII class in all even dimensions has no $\mathbb{Z}_2$ index.

• **BDI Class in Two Dimensions.** In this case, from $\Theta^2 = +1$, one has

$$\langle \hat{\Theta}_\pm \rangle^2 = \pm 1$$

and, from $\text{sgn}(\gamma^{(2n+1)}) = -1$,

$$\{\hat{\Theta}_\pm, \gamma^{(2n+1)}\} \varphi = 0$$

for any wavefunction $\varphi$. Further, from the even-oddness of the particle-hole symmetry,

$$(S\Theta)^2 = +1.$$ 

This implies

$$S\Theta S\Theta \varphi = \varphi$$

for any wavefunction $\varphi$. Using $S^2 = 1$, one has

$$\Theta S\Theta S\varphi = S\varphi.$$ 

Further, from $\Theta^2 = +1$, 

$$S\Theta \varphi = \Theta S\varphi.$$ 

Thus, $S$ and $\Theta$ commutes with each other as

$[S, \Theta] \varphi = 0.$

Therefore, by the definition of $\hat{\Theta}_\pm$, we have

$[S, \hat{\Theta}_\pm] \varphi = 0.$
Note that

$$\tilde{\Theta}_\pm A \varphi = \tilde{\Theta}_\pm \gamma^{(2n+1)}(P_F - D_a P_F D_a) \varphi$$

$$= -\gamma^{(2n+1)} \tilde{\Theta}_\pm (P_F - D_a P_F D_a) \varphi = -A \tilde{\Theta}_\pm \varphi.$$

From this and \( \{D_a, \gamma^{(2n+1)}\} = 0 \), one has

$$\tilde{\Theta}_\pm D_a A \varphi = \tilde{\Theta}_\pm D_a \gamma^{(2n+1)}(P_F - D_a P_F D_a) \varphi$$

$$= -\tilde{\Theta}_\pm \gamma^{(2n+1)} D_a (P_F - D_a P_F D_a) \varphi$$

$$= \tilde{\Theta}_\pm \gamma^{(2n+1)} (P_F - D_a P_F D_a) D_a \varphi = -A \tilde{\Theta}_\pm D_a \varphi. \quad (6.31)$$

Further,

$$[\tilde{\Theta}_\pm D_a, \gamma^{(2n+1)}] \varphi = 0. \quad (6.32)$$

Thus, the two transformations, \( S \) and \( \tilde{\Theta}_\pm D_a \), commute with \( \gamma^{(2n+1)} \), and map an eigenvector of \( A \) with eigenvalue \( \lambda \) onto that with eigenvalue \( -\lambda \).

We recall the fact that the transformation, \( B = \gamma^{(2n+1)}(1 - P_F - D_a P_F D_a) \), commutes with \( \gamma^{(2n+1)} \), and maps an eigenvector of \( A \) with eigenvalue \( \lambda \) satisfying \( 0 < |\lambda| < 1 \) onto that with eigenvalue \( -\lambda \). In order to determine the index of BDI class in two dimensions, we must deal with the three vectors, \( S \varphi, \tilde{\Theta}_\pm D_a \varphi \) and \( B \varphi \).

Consider first the inner product \( \langle S \varphi, \tilde{\Theta}_\pm D_a \varphi \rangle \). Note that

$$\langle \tilde{\Theta}_\pm S \varphi, \tilde{\Theta}_\pm \tilde{\Theta}_\pm D_a \varphi \rangle = \pm \langle \tilde{\Theta}_\pm S \varphi, D_a \varphi \rangle$$

$$= \pm \langle S \tilde{\Theta}_\pm \varphi, D_a \varphi \rangle$$

$$= \pm \langle D_a \tilde{\Theta}_\pm \varphi, S \varphi \rangle = \langle \tilde{\Theta}_\pm D_a \varphi, S \varphi \rangle,$$

where we have used \( (\tilde{\Theta}_\pm)^2 = \pm 1 \), \( [S, \tilde{\Theta}_\pm] \varphi = 0 \) and \( \text{sgn}_\pm(D_a) = \pm 1 \). On the other hand, the left-hand side can be written as

$$\langle \tilde{\Theta}_\pm S \varphi, \tilde{\Theta}_\pm \tilde{\Theta}_\pm D_a \varphi \rangle = \langle \tilde{\Theta}_\pm D_a \varphi, S \varphi \rangle.$$

These do not give any information about the spectrum of \( A \).

Next, consider the inner product, \( \langle B \varphi, \tilde{\Theta}_\pm D_a \varphi \rangle \). Similarly,

$$\langle \tilde{\Theta}_\pm \tilde{\Theta}_\pm D_a \varphi, \tilde{\Theta}_\pm B \varphi \rangle = \pm \langle D_a \varphi, \tilde{\Theta}_\pm B \varphi \rangle$$

$$= \mp \langle D_a \varphi, B \tilde{\Theta}_\pm \varphi \rangle$$

$$= \mp \langle B \varphi, D_a \tilde{\Theta}_\pm \varphi \rangle = \langle B \varphi, \tilde{\Theta}_\pm D_a \varphi \rangle$$

where we have used \( (\tilde{\Theta}_\pm)^2 = \pm 1 \), \( [B, \tilde{\Theta}_\pm] \varphi = 0 \), \( \{D_a, B\} = 0 \) and \( \text{sgn}_\pm(D_a) = \pm 1 \). On the other hand, the left-hand side can be written as

$$\langle \tilde{\Theta}_\pm \tilde{\Theta}_\pm D_a \varphi, \tilde{\Theta}_\pm B \varphi \rangle = \langle B \varphi, \tilde{\Theta}_\pm D_a \varphi \rangle.$$

These do not give any information, again.

Finally, consider the inner product \( \langle S \varphi, B \varphi \rangle \). In order to treat this quantity, we want to find an anti-linear transformation \( \tilde{\Sigma} := U^T K \) which satisfies the following three conditions with a unitary operator \( U^T \):

$$\langle \tilde{\Sigma} \rangle = +1, \quad \langle \tilde{\Sigma}, \gamma^{(2n+1)} \rangle = 0, \quad \text{and} \quad \tilde{\Sigma} A \varphi = A \tilde{\Sigma} \varphi$$
for any wavefunction \( \varphi \). Here, \( K \) is complex conjugation. Then, \( A \) and \( \tilde{\Sigma} \) are simultaneously diagonalized as

\[
A \varphi = \lambda \varphi \quad \text{and} \quad \tilde{\Sigma} \varphi = \varphi.
\]

The proof is given in Appendix H.

We introduce a transformation,

\[
\tilde{\Sigma}^\pm := SD_a \tilde{\Theta}^\pm,
\]

which satisfies the above three conditions. Actually,

\[
(\tilde{\Sigma}^\pm)^2 = SD_a \tilde{\Theta}^\pm SD_a \tilde{\Theta}^\pm = D_a \tilde{\Theta}^\pm D_a \tilde{\Theta}^\pm = \pm D^2_a (\tilde{\Theta}^\pm)^2 = 1
\]

where we have used \([S, \tilde{\Theta}^\pm] = 0\), \(S^2 = 1\), \(\text{sgn} \pm (D_a) = \pm 1\), \(D^2_a = 1\) and \((\tilde{\Theta}^\pm)^2 = \pm 1\). The second commutation relation follows from (6.32) and \([S, \gamma (2n+1)] = 0\). The third condition follows from (6.30) and (6.31).

Note that

\[
\langle \tilde{\Sigma}^\pm S \varphi, \tilde{\Sigma}^\pm B \varphi \rangle = \langle B \varphi, S \varphi \rangle.
\]

The two vectors in the left-hand side can be calculated as follows:

\[
\tilde{\Sigma}^\pm S \varphi = SD_a \tilde{\Theta}^\pm S \varphi = SD_a S \tilde{\Theta}^\pm \varphi = S \tilde{\Sigma}^\pm \varphi = S \varphi,
\]

where we have used \([S, \tilde{\Theta}^\pm] = 0\) and \(\tilde{\Sigma}^\pm \varphi = \varphi\), and

\[
\tilde{\Sigma}^\pm B \varphi = \tilde{\Sigma}^\pm \gamma (2n+1) (1 - P_F - D_a P_F D_a) \varphi
\]

\[
= \gamma (2n+1) S D_a \tilde{\Theta}^\pm (1 - P_F - D_a P_F D_a) \varphi
\]

\[
= \gamma (2n+1) S (1 - P_F - D_a P_F D_a) D_a \tilde{\Theta}^\pm \varphi
\]

\[
= - \gamma (2n+1) (1 - P_F - D_a P_F D_a) \tilde{\Sigma}^\pm \varphi = -B \varphi,
\]

where we have used \([\tilde{\Sigma}^\pm, \tilde{\Theta}^\pm] = 0\), \((\tilde{\Theta}^\pm)^2 = \pm 1\) and \(\tilde{\Sigma}^\pm \varphi = \varphi\). From these observations, we have

\[
\langle \tilde{\Sigma}^\pm S \varphi, \tilde{\Sigma}^\pm B \varphi \rangle = - \langle S \varphi, B \varphi \rangle = \langle B \varphi, S \varphi \rangle,
\]

where we have used \(\{S, B\} = 0\). In consequence, we do not have any information about the spectrum of \(A\), again. We conclude that BDI class in two dimensions has no \(\mathbb{Z}_2\) index.

- **CI Class in Two Dimensions.** Similarly to the preceding BDI class, one has

\[
(\tilde{\Theta}^\pm)^2 = \pm 1
\]

from \(\Theta^2 = +1\), and

\[
[\tilde{\Theta}^\pm, \gamma (2n+1)] \varphi = 0
\]

for any wavefunction \(\varphi\), from \(\text{sgn} (\gamma (2n+1)) = -1\).

But, the even-oddness of the particle-hole symmetry implies

\[
(\tilde{S} \varphi)^2 = -1
\]
which is different from that of the preceding BDI class. Combining this, 
\( S^2 = 1 \) and \( \Theta^2 = +1 \), one has

\[ \{S, \Theta\} \varphi = 0 \]

for any wavefunction \( \varphi \). Therefore, we have

\[ \{S, \tilde{\Theta}_\pm\} \varphi = 0 \]

by the definition of \( \tilde{\Theta}_\pm \). This affects the calculation of the orthogonality
between \( S\varphi \) and \( \tilde{\Theta}_\pm D_a \varphi \). As a result, a similar calculation to that in the
preceding BDI class yields

\[ \langle S\varphi, \tilde{\Theta}_\pm D_a \varphi \rangle = 0. \]

In addition, we have

\[ S\tilde{\Theta}_\pm D_a \varphi = -\tilde{\Theta}_\pm D_a S\varphi \]

from the above anticommutativity between \( S \) and \( \tilde{\Theta}_\pm \). These results imply
that \( \dim \ker (P F - D^*_a P F D_a - 1) \) is even. Therefore, the \( \mathbb{Z}_2 \) index is vanishing
in CI class in two dimensions.

- **DIII Class in Two Dimensions.** In this case, one has

\[ (\tilde{\Theta}_\pm)^2 = \mp 1 \]

from \( \Theta^2 = -1 \), and

\[ \{\tilde{\Theta}_\pm, \gamma^{(2n+1)}\} \varphi = 0 \]

for any wavefunction \( \varphi \), from \( \text{sgn}(\gamma^{(2n+1)}) = -1 \). The even-oddness of the
particle-hole symmetry is

\[ (S\Theta)^2 = +1. \]

Combining this, \( \Theta^2 = -1 \) and \( S^2 = 1 \), one has

\[ \{S, \tilde{\Theta}_\pm\} \varphi = 0 \]

for any wavefunction \( \varphi \).

Since the present class satisfies \( (\tilde{\Theta}_\pm)^2 = \mp 1 \) and \( \{S, \tilde{\Theta}_\pm\} \varphi = 0 \), a similar calculation to that in the BDI class does not yield any information about
the inner product \( \langle \tilde{\Theta}_\pm D_a \varphi, S\varphi \rangle \).

Similarly, we obtain

\[ \langle B\varphi, \tilde{\Theta}_\pm D_a \varphi \rangle = 0 \quad \text{and} \quad \langle B\varphi, S\varphi \rangle = 0. \]

Combining these results with \( \{S, B\} = 0 \), we conclude that DIII class in two
dimensions has an \( \mathbb{Z}_2 \) index.

- **CII Class in Two Dimensions.** In this case, one has

\[ (\tilde{\Theta}_\pm)^2 = \mp 1 \]

from \( \Theta^2 = -1 \), and

\[ \{\tilde{\Theta}_\pm, \gamma^{(2n+1)}\} \varphi = 0 \]

for any wavefunction \( \varphi \), from \( \text{sgn}(\gamma^{(2n+1)}) = -1 \). The even-oddness of the
particle-hole symmetry is

\[ (S\Theta)^2 = -1. \]

From this, \( \Theta^2 = -1 \) and \( S^2 = 1 \), one has

\[ [S, \tilde{\Theta}_\pm] \varphi = 0 \]
for any wavefunction $\varphi$. Therefore, in the same way as in CI Class in two dimensions, we obtain
$$\langle S\varphi, \tilde{\Theta}_\pm D_a \varphi \rangle = 0.$$  

In addition, we have
$$S\tilde{\Theta}_\pm D_a \varphi = \tilde{\Theta}_\pm D_a S\varphi$$
from the above commutativity between $S$ and $\tilde{\Theta}_\pm$. These results imply that $\dim \ker (P_F - D_a^* P_F D_a - 1)$ is even. Thus, the $\mathbb{Z}_2$ index is vanishing in CI class in two dimensions.

• BDI and CI Classes in Four Dimensions. These two classes are derived from AI class with an additional chiral symmetry. As shown in the case of AI class in four dimensions, $\dim \ker (P_F - D_a^* P_F D_a - 1)$ is already even. Therefore, these two classes have no non-trivial $\mathbb{Z}_2$ index.

• DIII Class in Four Dimensions. In this case, one has
$$\langle \tilde{\Theta}_\pm \rangle^2 = +1$$
from $\Theta^2 = -1$, and
$$[\tilde{\Theta}_\pm, \gamma^{(2n+1)}] \varphi = 0$$
for any wavefunction $\varphi$, from $\text{sgn}(\gamma^{(2n+1)}) = +1$. Further, the evenness, $(S\Theta)^2 = +1$, of the particle-hole symmetry for DIII class yields
$$\{S, \Theta\} \varphi = 0,$$
where we have used $S^2 = 1$ and $\Theta^2 = -1$. Immediately,
$$\{S, \tilde{\Theta}_\pm\} \varphi = 0.$$

From the above observations, we have
$$\tilde{\Theta}_\pm A \varphi = \tilde{\Theta}_\pm \gamma^{(2n+1)} (P_F - D_a P_F D_a) \varphi = \gamma^{(2n+1)} P_F - D_a P_F D_a \varphi = A \tilde{\Theta}_\pm \varphi.$$

Therefore, the transformation $\tilde{\Theta}_\pm$ satisfies the three conditions for the transformation $\tilde{\Sigma}$ in the case of BDI class in two dimensions. As a result, $A$ and $\tilde{\Theta}_\pm$ are simultaneously diagonalized as
$$A \varphi = \lambda \varphi \quad \text{and} \quad \tilde{\Theta}_\pm \varphi = \varphi.$$

Let us consider the inner product $\langle S \varphi, B \varphi \rangle$. Note that
$$\langle \tilde{\Theta}_\pm S \varphi, \tilde{\Theta}_\pm B \varphi \rangle = -\langle S \varphi, B \varphi \rangle,$$
where we have used $\{S, \tilde{\Theta}_\pm\} \varphi = 0$, $\tilde{\Theta}_\pm \varphi = \varphi$ and $\tilde{\Theta}_\pm B \varphi = B \tilde{\Theta}_\pm \varphi$ which is obtained from $[\tilde{\Theta}_\pm, \gamma^{(2n+1)}] \varphi = 0$. On the other hand, one has
$$\langle \tilde{\Theta}_\pm S \varphi, \tilde{\Theta}_\pm B \varphi \rangle = \langle B \varphi, S \varphi \rangle = -\langle S \varphi, B \varphi \rangle,$$
where we have used $\{S, B\} = 0$. These results do not yield any information. Thus, DIII in four dimensions does not show an $\mathbb{Z}_2$ index.

• CII Class in Four Dimensions. In this case, one has
$$(\tilde{\Theta}_\pm)^2 = +1$$
from $\Theta^2 = -1$, and

$$[\tilde{\Theta}_\pm, \gamma^{(2n+1)}] \varphi = 0$$

for any wavefunction $\varphi$, from $\text{sgn}(\gamma^{(2n+1)}) = +1$. But, in contrast to DIII class, CII class shows the oddness for the particle-hole symmetry as

$$(S \Theta)^2 = -1.$$  

Combining this, $S^2 = 1$ and $\Theta^2 = -1$, one has

$$[S, \Theta] \varphi = 0.$$  

This yields

$$[S, \tilde{\Theta}_\pm] \varphi = 0.$$  

This difference yields

$$\langle S \varphi, B \varphi \rangle = 0$$

in the same way as in the case of DIII class in four dimensions. In consequence, CII class in four dimensions has a $\mathbb{Z}_2$ index.

- **CII Class in Six Dimensions.** For convenience’ sake, we consider first CII class for six dimensionality. In this case, we have

$$(\tilde{\Theta}_\pm)^2 = \pm 1$$

from $\Theta^2 = -1$, and

$$\{\tilde{\Theta}_\pm, \gamma^{(2n+1)}\} \varphi = 0$$

for any wavefunction $\varphi$, from $\text{sgn}(\gamma^{(2n+1)}) = -1$. Combining $S^2 = 1$, $\Theta^2 = -1$ and $(S \Theta)^2 = -1$, one has

$$[S, \Theta] \varphi = 0.$$  

Therefore,

$$[S, \tilde{\Theta}_\pm] \varphi = 0$$

for any wavefunction $\varphi$.

Note that

$$\tilde{\Theta}_\pm D_a \varphi = \tilde{\Theta}_\pm \gamma^{(2n+1)} (P_F - D_a P_F D_a) \varphi = -\gamma^{(2n+1)} \tilde{\Theta}_\pm (P_F - D_a P_F D_a) \varphi = -A \tilde{\Theta}_\pm \varphi$$

from $\{\tilde{\Theta}_\pm, \gamma^{(2n+1)}\} \varphi = 0$. Further, this yields

$$\tilde{\Theta}_\pm D_a A \varphi = \tilde{\Theta}_\pm D_a \gamma^{(2n+1)} (P_F - D_a P_F D_a) \varphi = -\tilde{\Theta}_\pm \gamma^{(2n+1)} D_a (P_F - D_a P_F D_a) \varphi = -\tilde{\Theta}_\pm A D_a \varphi = -A \tilde{\Theta}_\pm D_a \varphi.$$  

In addition,

$$[\tilde{\Theta}_\pm D_a, \gamma^{(2n+1)}] \varphi = 0$$

from $\{\tilde{\Theta}_\pm, \gamma^{(2n+1)}\} \varphi = 0$. Thus, we have to deal with the three vectors, $\tilde{\Theta}_\pm \varphi$, $S \varphi$ and $B \varphi$, again, as in the case of BDI class in two dimensions.
Consider first the inner product $\langle S\varphi, \tilde{\Theta}_± D_a \varphi \rangle$. Note that

$$
\langle \tilde{\Theta}_± \tilde{\Theta}_± D_a \varphi, \tilde{\Theta}_± S \varphi \rangle = \pm \langle D_a \varphi, \tilde{\Theta}_± S \varphi \rangle
$$

$$
= \pm \langle D_a \varphi, S \tilde{\Theta}_± \varphi \rangle
$$

$$
= \pm \langle S \varphi, D_a \tilde{\Theta}_± \varphi \rangle = \langle S \varphi, \tilde{\Theta}_± D_a \varphi \rangle,
$$

where we have used $(\tilde{\Theta}_±)^2 = \pm 1$, $[S, \tilde{\Theta}±] \varphi = 0$, and $\text{sgn}_±(D_a) = \pm 1$. On the other hand, the left-hand side can be written as

$$
\langle \tilde{\Theta}_± \tilde{\Theta}_± D_a \varphi, \tilde{\Theta}_± S \varphi \rangle = \langle S \varphi, \tilde{\Theta}_± D_a \varphi \rangle.
$$

Therefore, these results do not give any information about the spectrum of $A$.

Next, consider $\langle B \varphi, \tilde{\Theta}_± D_a \varphi \rangle$. Similarly,

$$
\langle \tilde{\Theta}_± \tilde{\Theta}_± D_a \varphi, \tilde{\Theta}_± B \varphi \rangle = \pm \langle D_a \varphi, \tilde{\Theta}_± B \varphi \rangle
$$

$$
= \mp \langle D_a \varphi, B \tilde{\Theta}_± \varphi \rangle
$$

$$
= \pm \langle B \varphi, D_a \tilde{\Theta}_± \varphi \rangle = \langle B \varphi, \tilde{\Theta}_± D_a \varphi \rangle,
$$

where we have used $(\tilde{\Theta}_±)^2 = \pm 1$, $\{\tilde{\Theta}_±, \gamma(2n+1)\} \varphi = 0$, $\{B, D_a\} = 0$ and $\text{sgn}_±(D_a) = \pm 1$. The left-hand side can be written as

$$
\langle \tilde{\Theta}_± \tilde{\Theta}_± D_a \varphi, \tilde{\Theta}_± B \varphi \rangle = \langle B \varphi, \tilde{\Theta}_± D_a \varphi \rangle.
$$

These do not yield any information, again.

Finally, consider $\langle B \varphi, S \varphi \rangle$. In order to treat this quantity, we introduce

$$
\tilde{\Sigma}_± := SD_a \tilde{\Theta}_±.
$$

From $[\tilde{\Theta}_± D_a, \gamma(2n+1)] \varphi = 0$, one has

$$
[\tilde{\Sigma}_±, \gamma(2n+1)] \varphi = 0.
$$

Since

$$
SA \varphi = -AS \varphi \quad \text{and} \quad \tilde{\Theta}_± D_a A \varphi = -A \tilde{\Theta}_± D_a \varphi,
$$

we have

$$
\tilde{\Sigma}_± A \varphi = A \tilde{\Sigma}_± \varphi.
$$

Further, one has

$$
(\tilde{\Sigma}_±)^2 = SD_a \tilde{\Theta}_± SD_a \tilde{\Theta}_± = D_a \tilde{\Theta}_± D_a \tilde{\Theta}_± = \pm (\tilde{\Theta}_±)^2 = 1
$$

where we have used $[S, \tilde{\Theta}_±] \varphi = 0$, $S^2 = 1$, $\text{sgn}_±(D_a) = \pm 1$ and $(\tilde{\Theta}_±)^2 = \pm 1$. Thus, the transformation $\tilde{\Sigma}_±$ satisfies the three conditions in the case of BDI class in two dimensions. As a result, we can choose eigenvectors $\varphi$ as

$$
A \varphi = \lambda \varphi \quad \text{and} \quad \tilde{\Sigma}_± \varphi = \varphi.
$$
For such a vector $\varphi$, we have
\[
\tilde{\Sigma}_\pm B \varphi = S D_a \tilde{\Theta}_\pm \gamma (2n+1) (1 - P_F - D_a P_F D_a) \varphi \\
= -SD_a \gamma (2n+1) \tilde{\Theta}_\pm (1 - P_F - D_a P_F D_a) \varphi \\
= -SD_a \gamma (2n+1) (1 - P_F - D_a P_F D_a) \tilde{\Theta}_\pm \varphi \\
= S \gamma (2n+1) D_a (1 - P_F - D_a P_F D_a) \tilde{\Theta}_\pm \varphi \\
= -\gamma (2n+1) (1 - P_F - D_a P_F D_a) S D_a \tilde{\Theta}_\pm \varphi = -B \tilde{\Sigma}_\pm \varphi = -B \varphi,
\]
where we have used $\{ \tilde{\Theta}_\pm, \gamma (2n+1) \} \varphi = 0$, $\{ D_a, \gamma (2n+1) \} = 0$ and $\{ S, B \} = 0$. Further,
\[
\tilde{\Sigma}_\pm S \varphi = S D_a \tilde{\Theta}_\pm S \varphi = S^2 D_a \tilde{\Theta}_\pm \varphi = S \tilde{\Sigma}_\pm = S \varphi,
\]
where we have used $\{ S, \tilde{\Theta}_\pm \} \varphi = 0$. From these observations, we obtain
\[
\langle \tilde{\Sigma}_\pm B \varphi, \tilde{\Sigma}_\pm S \varphi \rangle = -\langle B \varphi, S \varphi \rangle.
\]
On the other hand,
\[
\langle \tilde{\Sigma}_\pm B \varphi, \tilde{\Sigma}_\pm S \varphi \rangle = \langle S \varphi, B \varphi \rangle = -\langle B \varphi, S \varphi \rangle,
\]
where we have used $\{ S, B \} = 0$. These also do not give any information about the spectrum of $A$, again. In conclusion, CII class in six dimensions has no $\mathbb{Z}_2$ index.

- **BDI Class in Six Dimensions.** In this case, we have
\[
(\tilde{\Theta}_\pm)^2 = \mp 1
\]
from $\Theta^2 = +1$, and
\[
\{ \tilde{\Theta}_\pm, \gamma (2n+1) \} \varphi = 0
\]
for any wavefunction $\varphi$, from $\text{sgn}(\gamma (2n+1)) = -1$. The even-oddness of the particle-hole symmetry is given by
\[
(S \Theta)^2 = +1.
\]
Combining this, $S^2 = 1$ and $\Theta^2 = +1$, one has
\[
[S, \Theta] \varphi = 0
\]
for any wavefunction $\varphi$. Therefore,
\[
[S, \tilde{\Theta}_\pm] \varphi = 0.
\]
Compared with the preceding CII class, BDI class has $(\tilde{\Theta}_\pm)^2 = \mp 1$ which is opposite to that of CII. Therefore, we obtain
\[
\langle S \varphi, \tilde{\Theta}_\pm D_a \varphi \rangle = 0
\]
in the same way as in the case of the preceding CII class. Combining this with
\[
S \tilde{\Theta}_\pm D_a \varphi = \tilde{\Theta}_\pm D_a S \varphi
\]
which is derived from the above $[S, \tilde{\Theta}_\pm] \varphi = 0$, we can conclude that $\dim \ker (P_F - \Sigma_a^* P_F D_a - 1)$ is even. Namely, the $\mathbb{Z}_2$ index is vanishing for BDI class in six dimensions.
• **CI Class in Six Dimensions.** Similarly, in this case, we have

\[(\tilde{\Theta}_\pm)^2 = \mp 1\]

from \(\Theta^2 = +1\), and

\[\{\tilde{\Theta}_\pm, \gamma^{(2n+1)}\} \varphi = 0\]

for any wavefunction \(\varphi\), from \(\text{sgn}(\gamma^{(2n+1)}) = -1\). The even-oddness of the particle-hole symmetry is given by

\[(S\Theta)^2 = -1.\]

Combining this, \(S^2 = 1\) and \(\Theta^2 = +1\), one has

\[\{S, \Theta\} \varphi = 0\]

for any wavefunction \(\varphi\). This yields

\[\{S, \tilde{\Theta}_\pm\} \varphi = 0.\]

Therefore, in the same way as in the case of CII class in six dimensions, we obtain the following: There appears no information about the inner product \(\langle S\varphi, \tilde{\Theta}_\pm D_a \varphi \rangle\). In addition,

\[\langle B\varphi, \tilde{\Theta}_\pm D_a \varphi \rangle = 0,\]

for any wavefunction \(\varphi\), and

\[\langle B\psi, S\psi \rangle = 0\]

for an eigenvector \(\psi\) such that \(A\psi = \lambda\psi\) and \(SD_a\tilde{\Theta}_\pm \psi = \psi\). From these observations, we can conclude that CI class in six dimensions has a \(\mathbb{Z}_2\) index.

• **DIII Class in Six Dimensions.** Similarly, in this case, one has

\[(\tilde{\Theta}_\pm)^2 = \pm 1\]

from \(\Theta^2 = -1\), and

\[\{\tilde{\Theta}_\pm, \gamma^{(2n+1)}\} \varphi = 0\]

for any wavefunction \(\varphi\), from \(\text{sgn}(\gamma^{(2n+1)}) = -1\). The even-oddness of the particle-hole symmetry is given by

\[(S\Theta)^2 = +1.\]

Combining this, \(S^2 = 1\) and \(\Theta^2 = -1\), one has

\[\{S, \Theta\} \varphi = 0\]

for any wavefunction \(\varphi\). This yields

\[\{S, \tilde{\Theta}_\pm\} \varphi = 0.\]

Therefore, in the same way as in the case of CII class in six dimensions, we obtain

\[\langle S\varphi, \tilde{\Theta}_\pm D_a \varphi \rangle = 0\]

for any wavefunction \(\varphi\). This implies \(\dim \ker (P_F - D_a^*P_F D_a - 1)\) is even, and hence the \(\mathbb{Z}_2\) index is vanishing for DIII class in six dimensions.

• **BDI Class in Eight Dimensions.** In this case, we have

\[(\tilde{\Theta}_\pm)^2 = +1\]
from $\Theta^2 = +1$, and
\[
[\hat{\Theta}_\pm, \gamma^{(2n+1)}] \varphi = 0
\]
for any wavefunction $\varphi$, from $\text{sgn}(\gamma^{(2n+1)}) = +1$. The parity of the particle-hole symmetry is given by
\[
(S\Theta)^2 = +1.
\]
Combining this, $S^2 = 1$ and $\Theta^2 = +1$, one has
\[
[S, \Theta] \varphi = 0.
\]
Therefore,
\[
[S, \hat{\Theta}_\pm] \varphi = 0
\]
for any wavefunction $\varphi$. These conditions are the same as in CII class in four dimensions. Therefore, we obtain
\[
\langle S\varphi, B\varphi \rangle = 0.
\]
In consequence, BDI class in eight dimensions has a $\mathbb{Z}_2$ index.

- **CI Class in Eight Dimensions.** Similarly, we have
\[
(\tilde{\Theta}_\pm)^2 = +1
\]
from $\Theta^2 = +1$, and
\[
[\tilde{\Theta}_\pm, \gamma^{(2n+1)}] \varphi = 0
\]
for any wavefunction $\varphi$, from $\text{sgn}(\gamma^{(2n+1)}) = +1$. But the parity of the particle-hole symmetry is given by
\[
(S\Theta)^2 = -1.
\]
in the present CI class. Combining this, $S^2 = 1$ and $\Theta^2 = +1$, one has
\[
\{S, \Theta\} \varphi = 0.
\]
This yields
\[
\{S, \tilde{\Theta}_\pm\} \varphi = 0
\]
for any wavefunction $\varphi$. This is different from the commutation relation in the case of the preceding BDI class. This implies that we cannot obtain any information about the inner product $\langle S\varphi, B\varphi \rangle$. Thus, CI class in eight dimensions does not show a non-trivial $\mathbb{Z}_2$ index.

- **CII and DIII Classes in Eight Dimensions.** These two classes are derived from AII class with an additional chiral symmetry. As shown in the case of AII class in eight dimensions, $\dim \ker (\mathcal{P}_F - \mathcal{D}_a^* \mathcal{P}_F \mathcal{D}_a - 1)$ is already even. Therefore, these two classes have no non-trivial $\mathbb{Z}_2$ index.

6.3. Odd Dimensions. Let us treat the case of odd dimensions, $d = 2n+1$, $n = 1, 2, \ldots$. As seen in the statement of Theorem 3, the case without chiral symmetry in odd dimensions is slightly special compared to the others. Therefore, we consider first this case. The rest will be treated in Sec. 6.3.4 below.
6.3.1. No Chiral Symmetry. In the case without chiral symmetry, we introduce two operators as

\[ A = P_F - D_a P_F D_a \]

and

\[ B = 1 - P_F - D_a P_F D_a, \]

where the Dirac operator \( D_a \) is given by (3.7). In the same way as in Appendix B, one can show that \( A^{2n+2} \) is trace class. Therefore, the operator \( A \) is compact. Since one can easily show that \( A^2 + B^2 = 1 \) and \( AB + BA = 0 \), the operator \( B \) maps an eigenvector of \( A \) with eigenvalue \( \lambda \) onto that with eigenvalue \(-\lambda\), provided \( 0 < |\lambda| < 1 \).

In addition, one has

\[ D_a A = D_a (P_F - D_a P_F D_a) = -(P_F - D_a P_F D_a) D_a = -AD_a. \]

This implies that, if we define an integer-valued index by

\[ \text{Ind}(2n+1)(D_a, P_F) = \text{dim ker } (A - 1) - \text{dim ker } (A + 1), \]

then the index \( \text{Ind}(2n+1)(D_a, P_F) \) is always vanishing. But we can define a \( Z_2 \) index by (3.8) in Theorem 3, if the spectrum of \( A \) satisfies the condition as in the case of AII class in two dimensions.

Instead of the above operator \( A \), we can use

\[ A' := \mathcal{P}_D - U \mathcal{P}_D U, \]

in order to define a \( Z_2 \) index, where \( \mathcal{P}_D = (1 + D_a)/2 \) and \( U = (1 - P_F) - P_F \). These two indices coincide with each other. In fact, the following relation holds: [26]

\[ \text{dim ker } (A - 1) = \text{dim ker } (A' - 1). \]

The proof is given in Appendix I.

Consider first A class, which has no symmetry. Clearly, we have

\[ D_a B = (D_a - D_a P_F - P_F D_a) = (1 - D_a P_F D_a - P_F D_a) D_a = BD_a \]

by using \( D_a^2 = 1 \). However, this does not yield any information about \( \langle D_a \varphi, B \varphi \rangle \), where \( \varphi \) is an eigenvector of \( A \) with eigenvalue \( \lambda \) satisfying \( 0 < |\lambda| < 1 \). Thus, A class has no \( Z_2 \) index in any odd dimensions.

6.3.2. AI an AII Classes. Next let us consider AI and AII classes, which have time-reversal symmetry only.

- **AI Class in One Dimension.** In one dimension, there is no gamma matrix. Therefore, the Dirac operator is given by

\[ D_a(x) = \begin{cases} 
1, & x > a; \\
-1, & x < a, 
\end{cases} \quad (6.33) \]

and the extended time-reversal transformation is given by \( \tilde{\Theta} = \Theta \). Clearly, one has

\[ \tilde{\Theta}^2 = +1 \]

from \( \Theta^2 = +1 \).

Note that

\[ \tilde{\Theta} A \varphi = \tilde{\Theta} (P_F - D_a P_F D_a) \varphi = A \tilde{\Theta} \varphi. \]
Therefore, the transformation $\tilde{\Theta}$ satisfies the conditions without that for the gamma matrix $\gamma^{(2n+1)}$ in the case of BDI class in two dimensions. We can choose the eigenvectors of $A$ so that

$$A\varphi = \lambda\varphi \quad \text{and} \quad \tilde{\Theta}\varphi = \varphi.$$ 

Combining this, $\tilde{\Theta}D_a\varphi = D_a\tilde{\Theta}\varphi$ and $\tilde{\Theta}B\varphi = B\tilde{\Theta}\varphi$, we obtain

$$\langle \tilde{\Theta}D_a\varphi, \tilde{\Theta}B\varphi \rangle = \langle D_a\varphi, B\varphi \rangle.$$ 

On the other hand, the left-hand side can be written as

$$\langle \tilde{\Theta}D_a\varphi, \tilde{\Theta}B\varphi \rangle = \langle B\varphi, D_a\varphi \rangle = \langle D_a\varphi, B\varphi \rangle.$$ 

These imply that AI class in one dimension has no $\mathbb{Z}_2$ index.

- **AII Class in One Dimension.** In this case, we have $\tilde{\Theta}^2 = -1$ from $\Theta^2 = -1$. Further, in the same way as in the preceding AI class, one has

$$\tilde{\Theta}A\varphi = A\tilde{\Theta}\varphi.$$ 

Therefore, if $\varphi$ is an eigenvector of $A$, then $\tilde{\Theta}\varphi$ is also an eigenvector of $A$ with the same eigenvalue. Combining this with $\langle \varphi, \tilde{\Theta}\varphi \rangle = 0$ which is derived from $\tilde{\Theta}^2 = -1$ as in the case of the Kramers doublet, we obtain that dim ker $(A - 1)$ is even. This implies that the $\mathbb{Z}_2$ index is vanishing for AII class in one dimension.

- **AI Class in Three Dimensions.** In three or higher dimensions, the $(2n+1)$-th component of $\gamma$ is given by $\gamma^{(2n+1)}$ from the definition (3.6). Therefore, by relying on (A.4) in Appendix A, we use only

$$\tilde{\Theta}_- := C_-\Theta$$ 

as the time-reversal transformation in odd dimensions. Namely, we can define the signature of the Dirac operator $D_a$ only for $C_-K$ in the present case.

From $\Theta^2 = +1$ for AI class and $\text{sgn}(C_-K)^2 = -1$ for $n = 1$, we have

$$\langle \tilde{\Theta}_-\varphi, \tilde{\Theta}_-\varphi \rangle = 0$$

Clearly, one has

$$\tilde{\Theta}_-A\varphi = \tilde{\Theta}_-(P_F - D_aP_FD_a)\varphi = A\tilde{\Theta}_-\varphi.$$ 

On the other hand, we have

$$\langle \varphi, \tilde{\Theta}_-\varphi \rangle = 0$$

from $(\tilde{\Theta}_-)^2 = -1$. As in the preceding case of AII class in one dimensions, these observations imply that dim ker $(A - 1)$ is even. Thus, the $\mathbb{Z}_2$ index is vanishing for AI class in three dimensions.

- **AII Class in Three Dimensions.** In this case, we have

$$(\tilde{\Theta}_-)^2 = +1$$

from $\Theta^2 = -1$ for AII class and $\text{sgn}(C_K)^2 = -1$. Further,

$$\tilde{\Theta}_-D_a\varphi = -D_a\tilde{\Theta}_-\varphi$$

(6.34)
for any wavefunction $\varphi$, from $\text{sgn}_-(D_a) = -1$. Since we have

$$A\tilde{\Theta}_-\varphi = \tilde{\Theta}_-A\varphi$$

for any wavefunction $\varphi$, the transformation $\tilde{\Theta}$ satisfies the conditions without that for the gamma matrix $\gamma_{(2n+1)}$ in the case of BDI class in two dimensions. Further, one has

$$D_a B = D_a(1 - P_F - D_a P_F D_a) = BD_a$$

and

$$\tilde{\Theta} B\varphi = B\tilde{\Theta}_-\varphi.$$

From these observations, the above condition (6.34) which is different from that in the case of AI class in one dimensions yields

$$\langle D_a \varphi, B \varphi \rangle = 0$$

in the same way as in the case of AI class in one dimensions. In consequence, AII class in three dimensions has a $\mathbb{Z}_2$ index.

- **AI Class in Five Dimensions.** Similarly, one has

$$\langle \tilde{\Theta}_- \rangle^2 = -1$$

from $\Theta^2 = +1$ and $\text{sgn}(C_- K)^2 = -1$. This yields

$$\langle \varphi, \tilde{\Theta}_- \varphi \rangle = 0$$

in the same way as in the case of AI class in three dimensions. Therefore, dim ker $(A - 1)$ is even, and the $\mathbb{Z}_2$ index is vanishing for AI class in five dimensions.

- **AII Class in Five Dimensions.** From $\Theta^2 = -1$ and $\text{sgn}(C_- K)^2 = -1$, one has

$$\langle \tilde{\Theta}_- \rangle^2 = +1.$$

Further, we have

$$\tilde{\Theta}_- D_a \varphi = D_a \tilde{\Theta}_- \varphi$$

by the property $\text{sgn}_-(D_a) = +1$. Therefore, AII class in five dimensions has no $\mathbb{Z}_2$ index in the same way as in the case of AI class in one dimension.

- **AI Class in Seven Dimensions.** Similarly, we obtain

$$\langle \tilde{\Theta}_- \rangle^2 = +1$$

by using $\Theta^2 = +1$ for AI class and $\text{sgn}(C_- K)^2 = +1$. In addition,

$$\tilde{\Theta}_- D_a \varphi = - D_a \tilde{\Theta}_- \varphi$$

for any wavefunction $\varphi$, from $\text{sgn}_-(D_a) = -1$. Thus, we obtain that AI class in seven dimensions has a $\mathbb{Z}_2$ index in the same way as in the case of AII class in three dimensions.

- **AII Class in Seven Dimensions.** In this case, we have

$$\langle \tilde{\Theta}_- \rangle^2 = -1$$
from $\Theta^2 = -1$ for AII class and $\text{sgn}(C_- K)^2 = +1$. This yields

$$\langle \varphi, \tilde{\Theta} \varphi \rangle = 0$$

in the same way as in the case of AI class in three dimensions. Therefore, $\dim \ker (A - 1)$ is even, and the $\mathbb{Z}_2$ index is vanishing for AII class in seven dimensions.

6.3.3. C and D Classes. These classes have particle-hole symmetry only. We define the extended particle-hole symmetry by

$$\tilde{\Xi} := C - \Xi.$$

- **D Class in One Dimension.** In one dimension, there appears no gamma matrix, and hence the Dirac operator is given by (6.33). Furthermore, one has $\tilde{\Xi} = \Xi$. This yields $\tilde{\Xi}^2 = +1$ from $\Xi^2 = +1$ for D class.

Since we have $\Xi P_F \varphi = (1 - P_F) \Xi \varphi$ with $E_F = 0$ for any wavefunction $\varphi$, we obtain

$$\tilde{\Xi} A \varphi = \tilde{\Xi} (P_F - D_a P_F D_a) \varphi = -A \tilde{\Xi} \varphi.$$  \hspace{1cm} (6.35)

Thus, we have to deal with three vectors, $\tilde{\Xi} \varphi, B \varphi$ and $D_a \varphi$, from the commutation relation $\{D_a, A\} = 0$.

Consider first the inner product $\langle D_a \varphi, \tilde{\Xi} \varphi \rangle$. Note that

$$\langle \tilde{\Xi} \tilde{\Xi} \varphi, \tilde{\Xi} D_a \varphi \rangle = \langle \varphi, \tilde{\Xi} D_a \varphi \rangle = \langle D_a \varphi, \tilde{\Xi} \varphi \rangle,$$

where we have used $\tilde{\Xi}^2 = +1$ and the fact that the Dirac operator is given by (6.33). On the other hand, the left-hand side can be written as

$$\langle \tilde{\Xi} \tilde{\Xi} \varphi, \tilde{\Xi} D_a \varphi \rangle = \langle D_a \varphi, \tilde{\Xi} \varphi \rangle.$$

These do not give any information about the inner product $\langle D_a \varphi, \tilde{\Xi} \varphi \rangle$.

Next, consider $\langle B \varphi, \tilde{\Xi} \varphi \rangle$. To begin with, we note that

$$\tilde{\Xi} B \varphi = \tilde{\Xi} (1 - P_F - D_a P_F D_a) \varphi = -B \tilde{\Xi} \varphi$$

for any wavefunction $\varphi$, where we have used $\Xi P_F \varphi = (1 - P_F) \Xi \varphi$. By using this and $\tilde{\Xi}^2 = +1$, we obtain

$$\langle \tilde{\Xi} \tilde{\Xi} \varphi, \tilde{\Xi} B \varphi \rangle = \langle \varphi, \tilde{\Xi} B \varphi \rangle = -\langle B \varphi, \tilde{\Xi} \varphi \rangle.$$  \hspace{1cm}(6.36)

On the other hand, the left-hand side can be written as

$$\langle \tilde{\Xi} \tilde{\Xi} \varphi, \tilde{\Xi} B \varphi \rangle = \langle B \varphi, \tilde{\Xi} \varphi \rangle.$$  \hspace{1cm}(6.37)

These two results imply

$$\langle B \varphi, \tilde{\Xi} \varphi \rangle = 0.$$

Finally, let us treat $\langle D_a \varphi, B \varphi \rangle$. For this purpose, we introduce an operator,

$$\Sigma := D_a \tilde{\Xi}.$$  \hspace{1cm}(6.38)

Then, from (6.33) and $\{D_a, A\} = 0$, one has

$$\Sigma A \varphi = A \Sigma \varphi.$$  \hspace{1cm}(6.39)

Further,

$$(\Sigma)^2 = D_a \tilde{\Xi} D_a \tilde{\Xi} = D_a^2 (\tilde{\Xi})^2 = 1,$$
where we have used $D^2_a = 1$ and $(\tilde{\Xi})^2 = 1$. From these observations, we can choose the eigenvectors of $A$ so that
\[ A\varphi = \lambda \varphi \quad \text{and} \quad \tilde{\Sigma} \varphi = \varphi, \]
as in the same way in the case of BDI class in two dimensions. By relying on this, we have
\[ \langle \tilde{\Sigma} D_a \varphi, \tilde{\Sigma} B \varphi \rangle = -\langle D_a \varphi, B \varphi \rangle, \]
where we have used $\{\tilde{\Xi}, B\} \varphi = 0$. On the other hand, the left-hand side can be written as
\[ \langle \tilde{\Sigma} D_a \varphi, \tilde{\Sigma} B \varphi \rangle = \langle B \varphi, D_a \varphi \rangle = \langle D_a \varphi, B \varphi \rangle. \]
These imply $\langle D_a \varphi, B \varphi \rangle = 0$.

To summarize, the above three results about the inner products between the three vectors yield the conclusion that the present D class in one dimension has a $\mathbb{Z}_2$ index.

* C Class in One Dimension. In this case, one has
\[ (\tilde{\Xi})^2 = -1 \]
from $\Xi^2 = -1$.

As in the preceding case of D class in one dimension, let us consider the inner product $\langle \tilde{\Xi} \varphi, D_a \varphi \rangle$. Then, we obtain
\[ \langle \tilde{\Xi} \varphi, D_a \varphi \rangle = 0 \]
because $(\tilde{\Xi})^2 = -1$ which is opposite sign to the case of the preceding D class in one dimension. This implies that $\text{dim ker}(A - 1)$ is even, and hence the $\mathbb{Z}_2$ index is vanishing for C class in one dimension.

* D Class in Three Dimensions. In this case, one has
\[ (\tilde{\Xi}_-)^2 = -1 \]
from $\Xi^2 = +1$ for D class and $\text{sgn}(C_K)^2 = -1$. Further,
\[ \tilde{\Xi}_- D_a \varphi = -D_a \tilde{\Xi}_- \varphi \]
for any wavefunction $\varphi$, from $\text{sgn}_-(D_a) = -1$. Taking account of these two facts, it is sufficient to deal with the three inner products about the three vectors, $D_a \varphi, B \varphi$ and $\tilde{\Xi}_- \varphi$, in the same way as in the case of D class in one dimension. As a result, one cannot obtain any information about the spectrum of $A$. Therefore, the present D class in three dimensions has no $\mathbb{Z}_2$ index.

* C Class in Three Dimensions. Similarly, one has
\[ (\tilde{\Xi}_-)^2 = +1 \]
from $\Xi^2 = -1$ for C class and $\text{sgn}(C_K)^2 = -1$. Further,
\[ \tilde{\Xi}_- D_a \varphi = -D_a \tilde{\Xi}_- \varphi \]
for any wavefunction $\varphi$, from $\text{sgn}_-(D_a) = -1$. In this case, we obtain
\[ \langle \tilde{\Xi}_- \varphi, D_a \varphi \rangle = 0 \]
in the same way as in the case of D class in one dimension because \((\tilde{\Xi}_-)^2 = +1\) which is opposite sign to that of the preceding D class in three dimensions. Thus, \(\dim \ker (A - 1)\) is even, and hence the \(\mathbb{Z}_2\) index is vanishing for C class in three dimensions.

- **D Class in Five Dimensions.** In this case, one has
  \[
  (\tilde{\Xi}_-) = -1
  \]
  from \(\Xi^2 = +1\) for D class and \(\text{sgn}(C_-K)^2 = -1\). Further,
  \[
  \tilde{\Xi}_- D_a \varphi = D_a \tilde{\Xi}_- \varphi
  \]
  for any wavefunction \(\varphi\), from \(\text{sgn}_-(D_a) = +1\). These two signs are opposite to those in the preceding case of C class in three dimensions. Therefore, we obtain the same conclusion as
  \[
  \langle \tilde{\Xi}_- \varphi, D_a \varphi \rangle = 0
  \]
in the same way as in the case of D class in one dimension. In consequence, \(\dim \ker (A - 1)\) is even, and the \(\mathbb{Z}_2\) index is vanishing for D class in five dimensions.

- **C Class in Five Dimensions.** Similarly, one has
  \[
  (\tilde{\Xi}_-) = +1
  \]
  from \(\Xi^2 = -1\) for C class and \(\text{sgn}(C_-K)^2 = -1\). Further,
  \[
  \tilde{\Xi}_- D_a \varphi = D_a \tilde{\Xi}_- \varphi
  \]
  for any wavefunction \(\varphi\), from \(\text{sgn}_-(D_a) = +1\). In this case, one cannot obtain any information about the inner product \(\langle \tilde{\Xi}_- \varphi, D_a \varphi \rangle\). Further, on the rest of the two inner products, we can obtain the same results as in the case of D class in one dimension. Therefore, we conclude that C class in five dimensions has a \(\mathbb{Z}_2\) index.

- **D Class in Seven Dimensions.** In this case, one has
  \[
  (\tilde{\Xi}_-) = +1
  \]
  from \(\Xi^2 = +1\) for D class and \(\text{sgn}(C_-K)^2 = +1\). In addition,
  \[
  \tilde{\Xi}_- D_a \varphi = -D_a \tilde{\Xi}_- \varphi
  \]
  for any wavefunction \(\varphi\), from \(\text{sgn}_-(D_a) = -1\). These conditions are the same as in the case of C class in three dimensions. Therefore, the \(\mathbb{Z}_2\) index for D class in seven dimensions is vanishing.

- **C Class in Seven Dimensions.** Similarly, one has
  \[
  (\tilde{\Xi}_-) = -1
  \]
  from \(\Xi^2 = -1\) for C class and \(\text{sgn}(C_-K)^2 = +1\). Further,
  \[
  \tilde{\Xi}_- D_a \varphi = -D_a \tilde{\Xi}_- \varphi
  \]

for any wavefunction \( \varphi \), from \( \text{sgn}_-(D_a) = -1 \). These conditions are the same as in the case of D class in three dimensions. In conclusion, C class in seven dimensions has no \( \mathbb{Z}_2 \) index.

6.3.4. **Chiral Symmetry in Odd Dimensions.** In odd dimensions, the rest of the CAZ classes are BDI, CI, DIII and CII, which have chiral and time-reversal symmetries. To begin with, we recall two operators,

\[
A = S(\mathcal{P}_D - U\mathcal{P}_D U) \quad \text{and} \quad B = S(1 - \mathcal{P}_D - U\mathcal{P}_D U),
\]

where the projection \( \mathcal{P}_D \) is given by (3.10), and the unitary operator \( U \) is given by (3.9); \( S \) is the chiral operator. As shown in Sec. 5.1, these two operators satisfy \( A^2 + B^2 = 1 \) and \( AB + BA = 0 \), and the integer-valued index is defined by

\[
\text{Ind}^{(2n+1)}(D_a, S, U) = \frac{1}{2} \left[ \dim \ker (A - 1) - \dim \ker (A + 1) \right].
\]

When the integer-valued index is vanishing, the \( \mathbb{Z}_2 \)-valued index is defined by

\[
\text{Ind}_2^{(2n+1)}(D_a, S, U) = \frac{1}{2} \dim \ker (A - 1) \mod 2.
\]

- **BDI Class in One Dimension.** In one dimension, there is no gamma matrix. The Dirac operator \( D_a \) is given by (6.33). Therefore, one has

\[
\tilde{\Theta} = \Theta \quad \text{and} \quad (\tilde{\Theta})^2 = \Theta^2 = +1
\]

for the present BDI class in one dimension. Since \( (S\Theta)^2 = +1 \) for the particle-hole symmetry, we have

\[
[S, \tilde{\Theta}]\varphi = 0
\]

for any wavefunction \( \varphi \). Using this relation, we have

\[
\tilde{\Theta}A\varphi = \tilde{\Theta}S(\mathcal{P}_D - U\mathcal{P}_D U)\varphi = S\tilde{\Theta}(\mathcal{P}_D - U\mathcal{P}_D U)\varphi = A\tilde{\Theta}\varphi.
\]

Therefore, the time-reversal symmetry does not give any information about the spectrum of \( A \). In conclusion, BDI class in one dimension has an integer-valued index as in the case of generic chiral symmetric class in odd dimensions.

- **CI Class in One Dimension.** Similarly, one has \( \tilde{\Theta} = \Theta \), and hence

\[
(\tilde{\Theta})^2 = \Theta^2 = +1.
\]

From the particle-hole symmetry \( (S\Theta)^2 = -1 \),

\[
\{S, \tilde{\Theta}\}\varphi = 0
\]

for any wavefunction \( \varphi \). This yields

\[
\tilde{\Theta}A\varphi = \tilde{\Theta}S(\mathcal{P}_D - U\mathcal{P}_D U)\varphi = -S\tilde{\Theta}(\mathcal{P}_D - U\mathcal{P}_D U)\varphi = -A\tilde{\Theta}\varphi.
\]

This implies that the integer-valued index is vanishing.
Note that
\[ \tilde{\Theta} U A \varphi = \tilde{\Theta} U S (\mathcal{P}_D - U \mathcal{P}_D U) \varphi \]
\[ = - \tilde{\Theta} S U (\mathcal{P}_D - U \mathcal{P}_D U) \varphi \]
\[ = \tilde{\Theta} S (\mathcal{P}_D - U \mathcal{P}_D U) U \varphi = - A \tilde{\Theta} U \varphi, \]
where we have used \( SU = -US \) and the above \( \tilde{\Theta} A \varphi = -A \tilde{\Theta} \varphi \). Further, one has
\[ [\tilde{\Theta} U, S] \varphi = 0 \]
for any wavefunction \( \varphi \), where we have used \( \{ S, \tilde{\Theta} \} \varphi = 0 \) and \( \{ S, U \} \varphi = 0 \). Therefore, in order to check whether the present class has a \( \mathbb{Z}_2 \) index, it is enough to consider the inner product \( \langle \tilde{\Theta} U \varphi, B \varphi \rangle \).

Note that \( \tilde{\Theta} B \varphi = \tilde{\Theta} S (1 - \mathcal{P}_D - U \mathcal{P}_D U) \varphi = - B \tilde{\Theta} \varphi \), where we have used \( \{ S, \tilde{\Theta} \} \varphi = 0 \). Further, from \( \{ S, U \} \varphi = 0 \), we have
\[ UB = U S (1 - \mathcal{P}_D - U \mathcal{P}_D U) = - S U (1 - \mathcal{P}_D - U \mathcal{P}_D U) = - B U. \]
Combining these with \( \tilde{\Theta}^2 = +1 \), we obtain
\[ \langle \tilde{\Theta} \tilde{\Theta} U \varphi, \tilde{\Theta} B \varphi \rangle = \langle U \varphi, \tilde{\Theta} B \varphi \rangle \]
\[ = - \langle U \varphi, B \tilde{\Theta} \varphi \rangle \]
\[ = \langle B \varphi, \tilde{\Theta} U \varphi \rangle = \langle B \varphi, \tilde{\Theta} U \varphi \rangle. \]

On the other hand, the left-hand side can be written as
\[ \langle \tilde{\Theta} \tilde{\Theta} U \varphi, \tilde{\Theta} B \varphi \rangle = \langle B \varphi, \tilde{\Theta} U \varphi \rangle. \]
These two results do not give any information about the spectrum of \( A \), and hence CI class in one dimension has no index.

- **DIII Class in One Dimension.** In this case, from \( \tilde{\Theta} = \Theta \), one has
\[ (\tilde{\Theta})^2 = \Theta^2 = -1. \]
Combining this with \( (S \Theta)^2 = +1 \) for the particle-hole symmetry, we have
\[ \{ S, \tilde{\Theta} \} \varphi = 0 \]
for any wavefunction \( \varphi \). Therefore, we obtain that the integer-valued index is vanishing, and that
\[ \langle B \varphi, \tilde{\Theta} U \varphi \rangle = 0 \]
in the same way as in the preceding case of CI class in one dimension. In conclusion, DIII class in one dimension has a \( \mathbb{Z}_2 \) index.

- **CII Class in One Dimension.** Similarly, we have
\[ (\tilde{\Theta})^2 = -1 \]
from \( \Theta^2 = -1 \), and
\[ \{ S, \tilde{\Theta} \} \varphi = 0 \]
for any wavefunction \( \varphi \), from \( (S \Theta)^2 = -1 \). The second condition yields \( \tilde{\Theta} A \varphi = A \tilde{\Theta} \varphi \).
From the first condition \((\tilde{\Theta})^2 = -1\), we have
\[
\langle \varphi, \tilde{\Theta} \varphi \rangle = 0.
\]
These imply that the integer-valued index for CI class in one dimension is always even, i.e., \(2\mathbb{Z}\).

- **BDI Class in Three Dimensions.** In three or higher dimensions, we define the extended time-reversal transformation by

\[
\tilde{\Theta} := C \Theta.
\]

For the present case, we have
\[
(\tilde{\Theta})^2 = -1
\]
from \(\Theta^2 = +1\) for BDI class and \(\text{sgn}(C_- K)^2 = -1\). On the other hand, from \((S \Theta)^2 = +1\) for the particle-hole symmetry, we obtain
\[
[S, \Theta] \varphi = 0
\]
for any wavefunction \(\varphi\), where we have used \(\Theta^2 = +1\), again. Clearly, this yields
\[
[S, \tilde{\Theta}^-] \varphi = 0.
\]
Further,
\[
\tilde{\Theta}^- D_a \varphi = -D_a \tilde{\Theta}^- \varphi
\]
from \(\text{sgn}_-(D_a) = -1\). By using this, we have
\[
\tilde{\Theta}^-(\mathcal{P}_D - U \mathcal{P}_D U) \varphi = \frac{1}{2} \tilde{\Theta}^- (D_a - U D_a U) \varphi
\]
\[
= -\frac{1}{2} (D_a - U D_a U) \tilde{\Theta}^- \varphi
\]
\[
= -(\mathcal{P}_D - U \mathcal{P}_D U) \tilde{\Theta}^- \varphi = -(\mathcal{P}_D - U \mathcal{P}_D U) \tilde{\Theta}^- \varphi.
\]
Combining this with the above \([S, \tilde{\Theta}^-] \varphi = 0\), we obtain
\[
\tilde{\Theta}^- A \varphi = -A \tilde{\Theta}^- \varphi.
\]
This implies that the integer-valued index is vanishing.

In order to check whether the present case has a \(\mathbb{Z}_2\) index, it is sufficient to consider the inner product \(\langle \tilde{\Theta}^- \varphi, B \varphi \rangle\). Note that
\[
\tilde{\Theta}^- B \varphi = \tilde{\Theta}^- S (1 - \mathcal{P}_D - U \mathcal{P}_D U) \varphi
\]
\[
= S \tilde{\Theta}^- (1 - \mathcal{P}_D - U \mathcal{P}_D U) \varphi
\]
\[
= \frac{1}{2} S \tilde{\Theta}^- (-D_a - U D_a U) \varphi
\]
\[
= -\frac{1}{2} S (-D_a - U D_a U) \tilde{\Theta}^- \varphi = -B \tilde{\Theta}^- \varphi,
\]
where we have used \([S, \tilde{\Theta}^-] \varphi = 0\) and \(\tilde{\Theta}^- D_a \varphi = -D_a \tilde{\Theta}^- \varphi\). Combining this with \((\tilde{\Theta}^-)^2 = -1\), we obtain
\[
\langle \tilde{\Theta}^- \tilde{\Theta}^- \varphi, \tilde{\Theta}^- B \varphi \rangle = -\langle \varphi, \tilde{\Theta}^- B \varphi \rangle = \langle B \varphi, \tilde{\Theta}^- \varphi \rangle.
\]
On the other hand, the left-hand side can be written as
\[
\langle \tilde{\Theta}^- \tilde{\Theta}^- \varphi, \tilde{\Theta}^- B \varphi \rangle = \langle B \varphi, \tilde{\Theta}^- \varphi \rangle.
These results do not give any information about the spectrum of $A$. Thus, BDI class in three dimensions has no index.

- **CI Class in Three Dimensions.** In this case, we have
  \[(\tilde{\Theta}_-)^2 = -1\]
  from $\Theta^2 = +1$ and $\text{sgn}(C_- K)^2 = -1$, and
  \[
  \{S, \Theta\} \varphi = 0
  \]
  for any wavefunction $\varphi$, from $(S\Theta)^2 = -1$ and $\Theta^2 = +1$. The second relation yields
  \[
  \{S, \tilde{\Theta}_-\} \varphi = 0.
  \]
  Further, we have
  \[
  \tilde{\Theta}_- D_a \varphi = -D_a \tilde{\Theta}_- \varphi
  \]
  from $\text{sgn}_-(D_a) = -1$.
  Note that
  \[
  \tilde{\Theta}_- A \varphi = \tilde{\Theta}_- S(\mathcal{P}_D - U\mathcal{P}_D U) \varphi
  = -S\tilde{\Theta}_-(\mathcal{P}_D - U\mathcal{P}_D U) \varphi = A\tilde{\Theta}_- \varphi,
  \]
  where we have used $\{S, \tilde{\Theta}_-\} \varphi = 0$ and $\tilde{\Theta}_- D_a \varphi = -D_a \tilde{\Theta}_- \varphi$. By using this and $\{S, U\} = 0$, we obtain
  \[
  \tilde{\Theta}_- U A \varphi = \tilde{\Theta}_- U S(\mathcal{P}_D - U\mathcal{P}_D U) \varphi
  = -\tilde{\Theta}_- S U(\mathcal{P}_D - U\mathcal{P}_D U) \varphi
  = \tilde{\Theta}_- S(\mathcal{P}_D - U\mathcal{P}_D U) U \varphi
  = \tilde{\Theta}_- A U \varphi = A\tilde{\Theta}_- U \varphi
  \]
  and
  \[
  [\tilde{\Theta}_-, S] \varphi = 0
  \]
  for any wavefunctions $\varphi$. Therefore, if $\varphi$ is an eigenvector of $A$, then $\tilde{\Theta}_- U A \varphi$ is also an eigenvector of $A$ with the same eigenvalue in the same sector of the eigenspace of $S$.
  
  By relying on the above observations, let us consider the inner product $\langle \varphi, \tilde{\Theta}_- U \varphi \rangle$. Note that
  \[
  \langle \tilde{\Theta}_- \varphi, \tilde{\Theta}_- \tilde{\Theta}_- U \varphi \rangle = -\langle \tilde{\Theta}_- \varphi, U \varphi \rangle = -\langle \tilde{\Theta}_- U \varphi, \varphi \rangle,
  \]
  where we have used $(\tilde{\Theta}_-)^2 = -1$. The left-hand side can be computed as
  \[
  \langle \tilde{\Theta}_- \varphi, \tilde{\Theta}_- \tilde{\Theta}_- U \varphi \rangle = \langle \tilde{\Theta}_- U \varphi, \varphi \rangle.
  \]
  Therefore, we obtain
  \[
  \langle \tilde{\Theta}_- U \varphi, \varphi \rangle = 0.
  \]
  This implies that the integer-valued index for CI class in three dimensions is always even, i.e., $2\mathbb{Z}$.

- **DIII Class in Three Dimensions.** Similarly, we have
  \[(\tilde{\Theta}_-)^2 = +1\]
from $\Theta^2 = -1$ and $\text{sgn}(C_+K)^2 = -1$, and
\[
\{S, \Theta\} \varphi = 0
\]
for any wavefunction $\varphi$, from $(S\Theta)^2 = +1$ and $\Theta^2 = -1$. The latter yields
\[
\{S, \tilde{\Theta}_-\} \varphi = 0.
\]
Further, we have
\[
\tilde{\Theta}_- D_a \varphi = -D_a \tilde{\Theta}_- \varphi
\]
from $\text{sgn}_-(D_a) = -1$. Therefore, it is sufficient to treat the inner product $\langle \varphi, \tilde{\Theta}_-U \varphi \rangle$ in the same way as in the preceding CI class in three dimensions. As a result, we cannot obtain any information about $\langle \varphi, \tilde{\Theta}_-U \varphi \rangle$ because $(\tilde{\Theta}_-)^2 = +1$ which is opposite sign to that for CI class in three dimensions. Thus, DIII class in three dimensions has an integer-valued index.

In passing, we can obtain a relation between the indices of the DIII and AII classes in three dimensions. Under a weak perturbation which breaks the chiral symmetry of the DIII class, the DIII class of the model changes to AII class. In the weak limit of the perturbation, a relation of the indices between the two classes holds. For the details, see Appendix II.

\begin{itemize}
  \item \textbf{CII Class in Three Dimensions.} In this case, one has
  \[
  (\tilde{\Theta}_-)^2 = +1
  \]
  from $\Theta^2 = -1$ and $\text{sgn}(C_+K)^2 = -1$, and
  \[
  [S, \Theta] \varphi = 0
  \]
  for any wavefunction $\varphi$, from $(S\Theta)^2 = -1$ and $\Theta^2 = -1$. Clearly, the commutation relation yields
  \[
  [S, \tilde{\Theta}_-] \varphi = 0.
  \]
  In addition, we have
  \[
  \tilde{\Theta}_- D_a \varphi = -D_a \tilde{\Theta}_- \varphi
  \]
  from $\text{sgn}_-(D_a) = -1$. The last two relations yield
  \[
  \tilde{\Theta}_- A \varphi = \tilde{\Theta}_- S(\mathcal{P}_D - U\mathcal{P}_D U) \varphi
  \]
  \[
  = S\tilde{\Theta}_-(\mathcal{P}_D - U\mathcal{P}_D U) \varphi
  \]
  \[
  = -S(\mathcal{P}_D - U\mathcal{P}_D U) \tilde{\Theta}_- \varphi = -A \tilde{\Theta}_- \varphi.
  \]
  This implies that the integer-valued index is vanishing.
  
  In order to check whether the present case shows the $\mathbb{Z}_2$-valued index, it is enough to consider the inner product $\langle \tilde{\Theta}_- \varphi, B \varphi \rangle$. Note that
  \[
  \tilde{\Theta}_- B \varphi = \tilde{\Theta}_- S(1 - \mathcal{P}_D - U\mathcal{P}_D U) \varphi = S\tilde{\Theta}_-(1 - \mathcal{P}_D - U\mathcal{P}_D U) \varphi = -B \tilde{\Theta}_- \varphi,
  \]
  where we have used $[S, \tilde{\Theta}_-] \varphi = 0$ and $\tilde{\Theta}_- D_a \varphi = -D_a \tilde{\Theta}_- \varphi$. Combining this with $(\tilde{\Theta}_-)^2 = +1$, we obtain
  \[
  \langle \tilde{\Theta}_- \tilde{\Theta}_- \varphi, \tilde{\Theta}_- B \varphi \rangle = \langle \varphi, \tilde{\Theta}_- B \varphi \rangle = -\langle B \varphi, \tilde{\Theta}_- \varphi \rangle.
  \]
  On the other hand, the left-hand side can be written as
  \[
  \langle \tilde{\Theta}_- \tilde{\Theta}_- \varphi, \tilde{\Theta}_- B \varphi \rangle = \langle B \varphi, \tilde{\Theta}_- \varphi \rangle.
  \]
\end{itemize}
Immediately,\[ (B\varphi, \tilde{\Theta}_- \varphi) = 0. \]
In consequence, CII class in three dimensions has a $\mathbb{Z}_2$ index.

**BDI Class in Five Dimensions.** In this case, we have\[ (\tilde{\Theta}_-)^2 = -1 \]
from $\Theta^2 = +1$ and $\text{sgn}(C_- K)^2 = -1$, and\[ [S, \Theta] \varphi = 0 \]
for any wavefunction $\varphi$, from $(S\Theta)^2 = +1$ and $\Theta^2 = +1$. Clearly, this yields\[ [S, \tilde{\Theta}_-] \varphi = 0. \]
In addition, we have\[ \tilde{\Theta}_- D_a \varphi = D_a \tilde{\Theta}_- \varphi \]
from $\text{sgn}_-(D_a) = +1$. These conditions are the same as in the case of CII class in one dimension. Therefore, the integer-valued index for BDI class in five dimensions is always even, i.e., $2\mathbb{Z}$.

**CI Class in Five Dimensions.** Similarly, one has\[ (\tilde{\Theta}_-)^2 = -1 \]
from $\Theta^2 = +1$ and $\text{sgn}(C_- K)^2 = -1$, and\[ \{S, \Theta\} \varphi = 0 \]
for any wavefunction $\varphi$, from $(S\Theta)^2 = -1$ and $\Theta^2 = +1$. Clearly, this yields\[ \{S, \tilde{\Theta}_-\} \varphi = 0. \]
In addition, we have\[ \tilde{\Theta}_- D_a \varphi = D_a \tilde{\Theta}_- \varphi \]
from $\text{sgn}_-(D_a) = +1$. These conditions are the same as in the case of DIII class in one dimension. Thus, CI class in five dimensions has a $\mathbb{Z}_2$ index.

**DIII Class in Five Dimensions.** Similarly, one has\[ (\tilde{\Theta}_-)^2 = +1 \]
from $\Theta^2 = -1$ and $\text{sgn}(C_- K)^2 = -1$, and\[ \{S, \Theta\} \varphi = 0 \]
for any wavefunction $\varphi$, from $(S\Theta)^2 = +1$ and $\Theta^2 = -1$. Clearly, this yields\[ \{S, \tilde{\Theta}_-\} \varphi = 0. \]
In addition, we have\[ \tilde{\Theta}_- D_a \varphi = D_a \tilde{\Theta}_- \varphi \]
from $\text{sgn}_-(D_a) = +1$. These conditions are the same as in the case of CI class in one dimension. Therefore, DIII class in five dimensions has no index.

**CII Class in Five Dimensions.** Similarly, one has\[ (\tilde{\Theta}_-)^2 = +1 \]
from $\Theta^2 = -1$ and $\text{sgn}(C_- K)^2 = -1$, and

$$[S, \Theta] \varphi = 0$$

for any wavefunction $\varphi$, from $(S\Theta)^2 = -1$ and $\Theta^2 = -1$. Clearly, this yields

$$[S, \tilde{\Theta}_-] \varphi = 0.$$ 

In addition, we have

$$\tilde{\Theta}_- D_a \varphi = D_a \tilde{\Theta}_- \varphi$$

from $\text{sgn}_-(D_a) = +1$. These conditions are the same as in the case of BDI class in one dimension. In consequence, CII class in five dimensions has an integer-valued index, i.e., $\mathbb{Z}$. 

**• BDI Class in Seven Dimensions.** In this case, we have

$$(\tilde{\Theta}_-)^2 = +1$$

from $\Theta^2 = +1$ and $\text{sgn}(C_- K)^2 = +1$, and

$$[S, \Theta] \varphi = 0$$

for any wavefunction $\varphi$, from $(S\Theta)^2 = +1$ and $\Theta^2 = +1$. Clearly, this yields

$$[S, \tilde{\Theta}_-] \varphi = 0.$$ 

In addition, we have

$$\tilde{\Theta}_- D_a \varphi = -D_a \tilde{\Theta}_- \varphi$$

from $\text{sgn}_-(D_a) = -1$. These conditions are the same as in the case of CII class in three dimensions. Therefore, BDI class in seven dimensions has a $\mathbb{Z}_2$ index. 

**• CI Class in Seven Dimensions.** Similarly, we have

$$(\tilde{\Theta}_-)^2 = +1$$

from $\Theta^2 = +1$ and $\text{sgn}(C_- K)^2 = +1$, and

$$\{S, \Theta\} \varphi = 0$$

for any wavefunction $\varphi$, from $(S\Theta)^2 = -1$ and $\Theta^2 = +1$. Clearly, this yields

$$\{S, \tilde{\Theta}_-\} \varphi = 0.$$ 

In addition, we have

$$\tilde{\Theta}_- D_a \varphi = -D_a \tilde{\Theta}_- \varphi$$

from $\text{sgn}_-(D_a) = -1$. These conditions are the same as in the case of DIII class in three dimensions. Thus, CI class in seven dimensions has an integer-valued index, i.e., $\mathbb{Z}$. 

**• DIII Class in Seven Dimensions.** Similarly, we obtain

$$(\tilde{\Theta}_-)^2 = -1$$

from $\Theta^2 = -1$ and $\text{sgn}(C_- K)^2 = +1$, and

$$\{S, \Theta\} \varphi = 0$$

for any wavefunction $\varphi$, from $(S\Theta)^2 = +1$ and $\Theta^2 = -1$. Clearly, this yields

$$\{S, \tilde{\Theta}_-\} \varphi = 0.$$
In addition, we have
\[ \tilde{\Theta} - D_a \varphi = -D_a \tilde{\Theta} \varphi \]
from \( \text{sgn}(D_a) = -1 \). These conditions are the same as in the case of CI class in three dimensions. Therefore, the integer-valued index for DIII class in five dimensions is always even, i.e., \( 2\mathbb{Z} \).

- **CII Class in Seven Dimensions.** Similarly, one has
  \[ (\tilde{\Theta} - \varphi)^2 = -1 \]
from \( \Theta^2 = -1 \) and \( \text{sgn}(C_- K)^2 = +1 \), and
  \[ [S, \Theta] \varphi = 0 \]
for any wavefunction \( \varphi \), from \( (S \Theta)^2 = -1 \) and \( \Theta^2 = -1 \). Clearly, this yields
  \[ [S, \tilde{\Theta} - \varphi] = 0. \]
In addition, we have
\[ \tilde{\Theta} - D_a \varphi = -D_a \tilde{\Theta} - \varphi \]
from \( \text{sgn}(D_a) = -1 \). These conditions are the same as in the case of BDI class in three dimensions. In consequence, CII class in seven dimensions has no index.

7. **Homotopy Argument**

In this section, we prove that the nonzero eigenvalue \( \lambda \) of the operator \( A \) of (4.2) in the case of even dimensions is continuous with respect to the norm of perturbations. This leads to the robustness of the indices under perturbations because the indices are given by the multiplicities of the eigenvalues \( \lambda = \pm 1 \) of \( A \). The case of odd dimensions can be treated in the same way.

Consider a perturbation \( \delta H \) for the Hamiltonian. We assume that \( \delta H \) has only finite-range hopping terms for simplicity although we can treat long-range hoppings which rapidly decay with large distance. The total Hamiltonian \( H' \) is given by
\[ H' = H + g \delta H \]
with a small real parameter \( g \). For this Hamiltonian \( H' \), the operator \( A' \) which corresponds to \( A \) of (4.2) is given by
\[ A' = \gamma^{2n+1}(P^F_D - D_a P^F_D a). \]
The difference between \( A \) and \( A' \) is written as
\[ A' - A = \gamma^{2n+1} [(P^F_D - P^F_D) - D_a (P^F_D - P^F_D) D_a]. \]
Thus, in order to prove the continuity under the perturbation, it is enough to estimate \( P^F_D - P^F_D \).

Using the contour-integral expression (3.1) of the projection \( P^F_D \) onto the Fermi sea for the Hamiltonian \( H' \), one has
\[ P^F_D - P^F_D = \frac{1}{2\pi i} \oint dz \left[ \frac{1}{z-H'} - \frac{1}{z-H} \right] = \frac{g}{2\pi i} \oint dz \frac{1}{z-H'} \delta H \frac{1}{z-H}. \]
(7.1)
We write
\[ \psi = \frac{1}{z - H'} \delta H \frac{1}{z - H} \varphi \]
with a wavefunction \( \varphi \in \ell^2(\mathbb{Z}^d, \mathbb{C}^M) \). The norm \( \|\psi\| \) is written as
\[ \|\psi\|^2 = \left\langle \varphi, \frac{1}{z - H'} \delta H \frac{1}{z - H} \frac{1}{z - H} \varphi \right\rangle. \]
By using the basis of (4.15) in Sec. 4.2, one has
\[ \left\langle \zeta_\alpha u, \frac{1}{z - H'} \delta H \frac{1}{z - H} \zeta_\beta v \right\rangle = \sum_{w, \mu} \sum_{w'} \left\langle c_\alpha u, \frac{1}{z - H'} \zeta_\mu w \right\rangle \left\langle c_\mu w, \delta H \zeta_\beta w' \right\rangle \left\langle c_\beta w', \frac{1}{z - H} \zeta_\mu w \right\rangle. \]
In order to evaluate the right-hand side, we recall Assumption A, which yields
\[ \left| \left\langle \zeta_\alpha u, \frac{1}{z - H'} \zeta_\beta v \right\rangle \right| \leq \text{Const.} e^{-\kappa |u - v|} \]
with some positive constant \( \kappa \). Combining this with the assumption that \( \delta H \) has only finite-range hopping terms, we have
\[ \left| \left\langle \zeta_\alpha u, \frac{1}{z - H'} \delta H \frac{1}{z - H} \zeta_\beta v \right\rangle \right| \leq \text{Const.} \sum_{w, w', |w - w'| \leq r_0} e^{-\kappa' |u - w|} e^{-\kappa |w' - v|} \leq \text{Const.} e^{-\kappa' |u - v|} \]
with some constants, \( r_0 > 0 \) and \( \kappa' \) satisfying \( 0 < \kappa' < \kappa \). Using this estimate for \( \|\psi\|^2 \), we obtain
\[ \|\psi\|^2 \leq \text{Const.} \sum_{u, \alpha} \sum_{v, \beta} \left| \left\langle \varphi, c_\alpha u \right\rangle \right| \left| \left\langle c_\beta v, \varphi \right\rangle \right| e^{-\kappa'' |u - v|} \]
\[ \leq \text{Const.} \sum_{u, \alpha} \sum_{v, \beta} \left[ \left| \left\langle \varphi, c_\alpha u \right\rangle \right|^2 + \left| \left\langle c_\beta v, \varphi \right\rangle \right|^2 \right] e^{-\kappa'' |u - v|} \]
\[ = \text{Const.} \left[ \sum_{u, \alpha} \left| \left\langle \varphi, c_\alpha u \right\rangle \right|^2 e^{-\kappa'' |u - v|} \right] + \sum_{v, \beta} \left| \left\langle c_\beta v, \varphi \right\rangle \right|^2 \sum_{u, \alpha} e^{-\kappa'' |u - v|} \]
\[ \leq \text{Const.} \|\varphi\|^2, \]
where \( \kappa'' \) is some positive constant. This implies that the operator in the integrand in the right-hand side of (7.1) is bounded. Therefore, we obtain
\[ \|P'_F - P_F\| \leq \text{Const.} g. \]
This yields
\[ \|A' - A\| \leq \text{Const.} g. \]
Namely, the operator \( A \) is continuous with respect to the norm of the perturbation \( g\delta H \). Combining this with the min-max principle [65], we can obtain the desired result that the nonzero eigenvalue \( \lambda \) of the operator \( A \) is continuous with respect to the norm of the perturbation \( g\delta H \).
Appendix A. A Dirac-Clifford Garden

In this appendix, we give a concrete expression of the gamma matrices, and the corresponding time-reversal operators.

We use the standard convention for the Pauli matrices as
\[
\sigma_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

By using these Pauli matrices, one can define the gamma matrices \( \gamma = (\gamma^{(1)}, \ldots, \gamma^{(2n+1)}) \) as
\[
\gamma^{(2m-1)} = \sigma_0 \otimes \cdots \otimes \sigma_0 \otimes \sigma_1 \otimes \cdots \otimes \sigma_3
\]
and
\[
\gamma^{(2m)} = \sigma_0 \otimes \cdots \otimes \sigma_0 \otimes \sigma_2 \otimes \cdots \otimes \sigma_3
\]
for \( m = 1, 2, \ldots, n \), and
\[
\gamma^{(2n+1)} = \sigma_3 \otimes \cdots \otimes \sigma_3.
\]

We introduce two time-reversal operators, \( C_+ \) and \( C_- \) for the gamma matrices as
\[
C_+ := \begin{cases} 
\sigma_1 \otimes \sigma_2 \otimes \sigma_1 \otimes \sigma_2 \otimes \cdots \otimes \sigma_1 \otimes \sigma_2, & n = \text{even}; \\
\sigma_1 \otimes \sigma_2 \otimes \sigma_1 \otimes \sigma_2 \otimes \cdots \otimes \sigma_1 \otimes \sigma_2 \otimes \sigma_1, & n = \text{odd}, 
\end{cases} \quad (A.1)
\]
and
\[
C_- := \begin{cases} 
\sigma_2 \otimes \sigma_1 \otimes \sigma_2 \otimes \sigma_1 \otimes \sigma_2 \otimes \cdots \otimes \sigma_2 \otimes \sigma_1, & n = \text{even}; \\
\sigma_2 \otimes \sigma_1 \otimes \sigma_2 \otimes \sigma_1 \otimes \sigma_2 \otimes \cdots \otimes \sigma_2 \otimes \sigma_1 \otimes \sigma_2, & n = \text{odd}. 
\end{cases} \quad (A.2)
\]

Then, one can easily show that the time-reversal transformations for the gamma matrices are given by
\[
C_+ \gamma^{(j)} C_+ = (-1)^{n+1} \gamma^{(j)}, \quad \text{for } j = 1, 2, \ldots, 2n,
\]
\[
C_+ \gamma^{(2n+1)} C_+ = (-1)^n \gamma^{(2n+1)} \quad (A.3)
\]
and
\[
C_- \gamma^{(j)} C_- = (-1)^n \gamma^{(j)}, \quad \text{for } j = 1, 2, \ldots, 2n, 2n+1,
\]
where \( \overline{\gamma^{(j)}} \) stands for the complex conjugate. In particular, one has
\[
C_\pm \gamma^{(2n+1)} C_\pm = (-1)^n \gamma^{(2n+1)} \quad (A.5)
\]
because \( \overline{\gamma^{(2n+1)}} = \gamma^{(2n+1)} \) by the definition of \( \gamma^{(2n+1)} \). By definition, one has
\[
C_+ C_- = \gamma^{(2n+1)} \times \begin{cases} 
1, & n = \text{even}; \\
i, & n = \text{odd}. 
\end{cases}
\]
Thus, the two time-reversal transformation, \( C_\pm \), are not independent of each other.
Appendix B. Trace Class and Trace $p$-Norm

We show that the operator \((P_F - D_a P_F D_a)^2n+1\) is trace class \([63]\).

To begin with, we introduce a complete orthonormal system of wavefunctions,

\[
\tilde{\zeta}_u^{\alpha,\mu} := \chi_{\{u\}} \otimes \Phi^\alpha \otimes \Psi^\mu, \quad u \in \mathbb{Z}^d, \quad \alpha = 1, 2, \ldots, d_s, \quad \mu = 1, 2, \ldots, d_\gamma,
\]

where \(\chi_{\{u\}}\) and \(\Phi^\alpha\) are the wavefunctions which are given in \((4.15)\), and the wavefunction \(\Psi^\mu\) for the gamma matrices are an orthonormal basis whose dimension of the Hilbert space is given by \(d_\gamma\). We write \(T = P_F - D_a P_F D_a\) for short. The matrix elements are given by

\[
T(\tilde{\zeta}_u^{\alpha,\mu}; \tilde{\zeta}_v^{\beta,\nu}) := \langle \tilde{\zeta}_u^{\alpha,\mu}, T \tilde{\zeta}_v^{\beta,\nu}\rangle.
\]

Following Aizenman and Graf \([1]\), we introduce

\[
T^{(b,\eta,\xi)}(u, \alpha, \mu; v, \beta, \nu) := T(u, \alpha, \mu; v, \beta, \nu)\delta_{u-b,v} \delta_{\alpha-\eta,\beta} \delta_{\mu-\xi,\nu}
\]

for \(b \in \mathbb{Z}^d\), \(\eta \in \{1, 2, \ldots, d_s\}\) and \(\xi \in \{1, 2, \ldots, d_\gamma\}\), where \(\delta_{u,v}\) is the usual Kronecker delta for \(u, v \in \mathbb{Z}^d\), and the rest are defined as

\[
\delta_{\alpha,\beta}^{(d_s)} := \begin{cases} 1, & \alpha = \beta \text{ modulo } d_s; \\ 0, & \text{otherwise,} \end{cases}
\]

and

\[
\delta_{\mu,\nu}^{(d_\gamma)} := \begin{cases} 1, & \mu = \nu \text{ modulo } d_\gamma; \\ 0, & \text{otherwise.} \end{cases}
\]

Clearly, one has

\[
T(u, \alpha, \mu; v, \beta, \nu) = \sum_{b,\eta,\xi} T^{(b,\eta,\xi)}(u, \alpha, \mu; v, \beta, \nu). \tag{B.2}
\]

Note that

\[
|T^{(b,\eta,\xi)}|^2(u, \alpha, \mu; v, \beta, \nu)
\]

\[
= \sum_{w,\rho,\theta} T^{(b,\eta,\xi)}(w, \rho, \theta; u, \alpha, \mu)^* T^{(b,\eta,\xi)}(w, \rho, \theta; v, \beta, \nu)
\]

\[
= \sum_{w,\rho,\theta} T(w, \rho, \theta; u, \alpha, \mu)^* \delta_{w-b,v} \delta_{\alpha-\eta,\beta} \delta_{\mu-\xi,\nu}
\]

\[
\times T(w, \rho, \theta; v, \beta, \nu) \delta_{w-b,v} \delta_{\rho-\eta,\beta} \delta_{\theta-\xi,\mu}
\]

\[
= |T(u + b, \eta + \alpha, \xi + \mu; u, \alpha, \mu)|^2 \delta_{u,v} \delta_{\alpha,\beta} \delta_{\mu,\nu}. \tag{B.3}
\]

Clearly, the right-hand side is diagonal in the present basis.

For \(p\) satisfying \(1 \leq p < \infty\), the trace \(p\)-norm of an operator \(A\) is defined by

\[
\|A\|_p := (\text{Tr } |A|^p)^{1/p}.
\]

For two operators, \(A\) and \(B\), the Minkowski inequality \([64]\) holds as

\[
\|A + B\|_p \leq \|A\|_p + \|B\|_p.
\]
Set \( p = 2n + 1 \). Since the operator \( T = P_F - D_a P_F D_a \) is self-adjoint, one has

\[
|T^p| = \sqrt{(T^p)^* T^p} = \sqrt{T^{2p}} = \sqrt{|T|^2} = |T|^p.
\]

Therefore, in order to prove that the operator \( T^p \) is trace class, it is sufficient to show that the trace \( p \)-norm \( \|T\|_p \) is bounded.

From the expression (B.2) and the Minkowski inequality, we have

\[
\|T\|_p \leq \sum_{b,n,\xi} \|T^{(b,n,\xi)}\|_p.
\]

As shown in (B.3), the operator \( |T^{(b,n,\xi)}| \) is diagonal. Therefore, one has

\[
\|T^{(b,n,\xi)}\|_p = \sum_{u,\alpha,\mu} |T(u + b, \eta + \alpha, \xi + \mu; u, \alpha, \mu)|^p.
\]

Thus, it is enough to estimate the matrix element \( T(u+b, \eta+\alpha, \xi+\mu; u, \alpha, \mu) \).

Since \( D_a^2 = 1 \), one has

\[
T = P_F - D_a P_F D_a = D_a(D_a P_F - P_F D_a) = D_a[D_a, P_F]. \tag{B.6}
\]

Note that

\[
\langle \tilde{\zeta}^\alpha_\mu, [P_F, D_a]\tilde{\zeta}^\beta_\nu \rangle = \langle \tilde{\zeta}^\alpha_\mu, P_F\tilde{\zeta}^\beta_\nu \rangle \langle \tilde{\zeta}^\beta_\mu, D_a\tilde{\zeta}^\alpha_\nu \rangle
- \langle \tilde{\zeta}^\alpha_\mu, D_a\tilde{\zeta}^\beta_\nu \rangle \langle \tilde{\zeta}^\beta_\mu, P_F\tilde{\zeta}^\alpha_\nu \rangle
= \langle \tilde{\zeta}^\alpha_\mu, P_F\tilde{\zeta}^\beta_\nu \rangle \left[ \langle \tilde{\zeta}^\alpha_\mu, D_a\tilde{\zeta}^\alpha_\nu \rangle - \langle \tilde{\zeta}^\alpha_\mu, D_a\tilde{\zeta}^\alpha_\nu \rangle \right], \tag{B.7}
\]

where we have the properties of the basis (B.1):

\[
\langle \tilde{\zeta}^\alpha_\mu, P_F\tilde{\zeta}^\beta_\nu \rangle = \langle \tilde{\zeta}^\alpha_\mu, P_F\tilde{\zeta}^\beta_\nu \rangle \quad \text{for all } \mu, \nu,
\]

and

\[
\langle \tilde{\zeta}^\alpha_\mu, D_a\tilde{\zeta}^\alpha_\nu \rangle = \langle \tilde{\zeta}^\alpha_\mu, D_a\tilde{\zeta}^\alpha_\nu \rangle \quad \text{for all } \alpha, \beta.
\]

The difference between two matrix elements for the Dirac operators \( D_a \) in the right-hand side is evaluated as:

**Lemma 17.** The following bound is valid:

\[
\left| \langle \tilde{\zeta}^\alpha_\mu D_a\tilde{\zeta}^\alpha_\nu \rangle - \langle \tilde{\zeta}^\alpha_\mu, D_a\tilde{\zeta}^\alpha_\nu \rangle \right| \leq \frac{4|u - v|}{|u - a|} \tag{B.8}
\]

**Proof.** Note that

\[
D_a(u) - D_a(v) = \frac{1}{|u - a|} (u - a) \cdot \gamma - \frac{1}{|v - a|} (v - a) \cdot \gamma
= \frac{1}{|u - a|} (u - a) \cdot \gamma - \frac{1}{|u - a|} (v - a) \cdot \gamma
+ \frac{1}{|u - a|} (v - a) \cdot \gamma - \frac{1}{|v - a|} (v - a) \cdot \gamma
\]

\[
= \frac{1}{|u - a|} (u - v) \cdot \gamma + \left( \frac{1}{|u - a|} - \frac{1}{|v - a|} \right) (v - a) \cdot \gamma. \tag{B.9}
\]
As to the second term in the last line, one has
\[
\frac{1}{|u-a|} - \frac{1}{|v-a|} = \frac{|v-a| - |u-a|}{|u-a||v-a|}
\]
\[
= \frac{-(u-v)^2 + 2(v-a) \cdot (u-v)}{|u-a||v-a|(|u-a| + |v-a|)}.
\]
Therefore, we have
\[
\left|\frac{1}{|u-a|} - \frac{1}{|v-a|}\right| \leq \frac{3|v-a|}{|u-a||v-a|},
\]
where we have used \(|u-a| + |v-a| \geq |u-v|\). Combining this with (B.9), we obtain the desired bound (B.8).

From Assumption \(A\) for the resolvent \((E_R - H)^{-1}\), we have
\[
\left\langle \tilde{\zeta}^{\alpha,\mu}, P_F \tilde{\zeta}^{\beta,\nu}\right\rangle \leq \text{Const}. e^{-\kappa |u-v|} \tag{B.10}
\]
with some positive constant \(\kappa\). Combining this, (B.7) and (B.8), we obtain
\[
\left|\zeta^{\alpha,\mu}, [P_F, D_b] \tilde{\zeta}^{\beta,\nu}\right| \leq \text{Const}. e^{-\kappa |u-v|} \min\{2, |u-v|/|u-a|\}. \tag{B.11}
\]
Since one has
\[
T(u + b, \eta + \alpha, \xi + \mu; u, \alpha, \mu) = \left\langle \zeta^{\eta+\alpha,\xi+\mu}, T \tilde{\zeta}^{\alpha,\mu}\right\rangle
\]
\[
= \sum_{\nu} \left\langle \zeta^{\eta+\alpha,\nu}, D_a \tilde{\zeta}^{\eta+\alpha,\nu}\right\rangle \left\langle D_b, P_F \tilde{\zeta}^{\eta+\alpha,\nu}\right\rangle
\]
from (B.6), we have
\[
|T(u + b, \eta + \alpha, \xi + \mu; u, \alpha, \mu)|^p \leq \text{Const}. e^{-\kappa |b|} \min\{2, |b|/|u + b - a|\}^p
\]
by using the bound (B.11). Combining this, (B.4) and (B.5), we obtain the desired result:
\[
||T||_p \leq \sum_{b, \eta, \xi} \left( \sum_{u, \alpha, \mu} |T(u + b, \eta + \alpha, \xi + \mu; u, \alpha, \mu)|^p \right)^{1/p}
\]
\[
\leq \text{Const.} \sum_b e^{-\kappa |b|} \times \left( \sum_u \min\{2, 4|b|/|u + b - a|\}^p \right)^{1/p}
\]
\[
\leq \sum_b (\text{Const.} + \text{Const.}|b|) e^{-\kappa |b|} < \infty,
\]
where we have used \(p = 2n + 1 > d = 2n\) for showing that the sum about \(u\) is finite.

**Appendix C. Proof of Lemma 6**

In this appendix, we give a proof of Lemma 6. Namely, we prove that the approximate index converges to the index as
\[
\lim_{R, \gamma \to \infty} \lim_{\Omega \to \mathbb{R}^d} \text{Ind}^{(2n)}(D_a, P_F; \Omega, R) = \text{Ind}^{(2n)}(D_a, P_F). \tag{C.1}
\]
To begin with, we note that
\[
P_F - D_a P_F D_a = [P_F, D_a] D_a = -D_a [P_F, D_a].
\]
Lemma 18. The following bound is valid:

\[ \left| \text{Tr} \gamma^{(2n+1)}(P_F - D_a P_F D_a)^{2n+1}(1 - \chi_R^a) \right| \leq \frac{\text{Const.}}{R}, \]  

where the constant does not depend on \( a \).

Proof. In order to prove the statement, we evaluate the right-hand side in the second equality of (C.2). We write \( I_{in}^{(\ell)} \) for the corresponding contribution. The contribution is estimated as

\[ I_{in}^{(\ell)} \leq \text{Const.} \sum_{u_1, u_2, \ldots, u_{2n+1}} e^{-\kappa|u_1-a||u_2-u_3|} e^{-\kappa|u_2-u_3|} \]

from (B.7) and (B.10). Further, by using \( r = |u_1 - a| \) and

\[ r/2 \leq |u_1 - a| - |u_\ell - a| \leq |u_1 - u_\ell| \leq |u_1 - u_2| + \cdots + |u_{\ell-1} - u_\ell|, \]

we obtain

\[ I_{in}^{(\ell)} \leq \text{Const.} \sum_{u_1, u_2, \ldots, u_{2n+1}} e^{-\kappa|u_1-u_\ell|/2} e^{-\kappa|u_2-u_3|/2} \]

\[ \leq \text{Const.} \sum_{u_1, u_2, \ldots, u_{2n+1}} e^{-\kappa r/4} \]

\[ \leq \text{Const.} \sum_{u_1, u_2, \ldots, u_{2n+1}} e^{-\kappa|u_1-a|/4} \leq \text{Const.} \exp[-\kappa R] \]
with some positive constant $\kappa'$. Thus, the contributions such that, at least, one of $u_{\ell}$, $\ell \neq 1$, satisfies $|u_{\ell} - a| \leq r/2$ in the sum exponentially decays in a large $R$.

For the rest of the contributions, we write $I_{\text{out}}$. Combining (B.7), (B.8) and (B.10), we have

$$|I_{\text{out}}| \leq \text{Const.} \sum_{u_1, u_2, \ldots, u_{2n+1}} \frac{1}{|u_1 - a||u_2 - a|\cdots|u_{2n+1} - a|} \times e^{-\tilde{\kappa}|u_1 - u_2|} e^{-\tilde{\kappa}|u_2 - u_3|} \cdots e^{-\tilde{\kappa}|u_{2n - u_2 + 1}|} e^{-\tilde{\kappa}|u_{2n + 1} - u_1|}$$

$$\leq \frac{\text{Const.}}{R} \left( \sum_{|u_1 - a| \geq R} \sum_{|u_2 - a| \geq r/2} \cdots \sum_{|u_{2n+1} - a| \geq r/2} e^{-\tilde{\kappa}|u_2 - u_3|} \right)$$

where $\tilde{\kappa}$ is some positive constant. Combining these estimates, we obtain

$$\left| \text{Tr} \gamma^{(2n+1)}(P_F - D_aP_FD_a)^{2n+1}(1 - \chi_R^a) \right| \leq \frac{\text{Const.}}{R} + \text{Const. exp}[-\kappa'R].$$

Now we prove Lemma 6. Note that

$$\text{Ind}^{(2n)}(D_a, P_F; \Omega, R) = \text{Ind}^{(2n)}(D_a, P_F) + \frac{1}{2|\Omega|} \int_{\Omega} dv(a) \text{Tr} \gamma^{(2n+1)}(P_F - D_aP_FD_a)^{2n+1} (\chi_R^a - 1). \quad \text{(C.4)}$$

From Lemma 18, the absolute value of the second term in the right-hand side is bounded by $\text{Const.}/R$. Therefore, we obtain the desired result (C.1).

**APPENDIX D. PROOF OF LEMMA 7**

In this appendix, we prove the relation between the two approximate indices in Lemma 7. The approximate index of (B.11) is written

$$\text{Ind}^{(2n)}(D_a, P_F; \Omega, R) = \frac{1}{2|\Omega|} \int_{\Omega} dv(a) \text{Tr} \gamma^{(2n+1)}(P_F - D_aP_FD_a)^{2n+1} \chi_R^a$$

$$= \frac{1}{2|\Omega|} \int_{\Omega} dv(a) \text{Tr} \gamma^{(2n+1)}(P_F - D_aP_FD_a)^{2n+1} \chi_R^a \chi_A$$

$$+ \frac{1}{2|\Omega|} \int_{\Omega} dv(a) \text{Tr} \gamma^{(2n+1)}(P_F - D_aP_FD_a)^{2n+1} \chi_R^a (1 - \chi_A). \quad \text{(D.1)}$$
On the other hand, the approximate index of (4.12) is written
\[
\tilde{\text{Ind}}(2n)(D_a, P_F; \Lambda, R) = \frac{1}{2|\Lambda|} \int_{\mathbb{R}^d} \! dv(a) \, \text{Tr} \, \gamma^{(2n+1)}(P_F - D_a P_F D_a)^{2n+1} \chi_R \chi_A
\]
\[
= \frac{1}{2|\Lambda|} \int_{\Omega} \! dv(a) \, \text{Tr} \, \gamma^{(2n+1)}(P_F - D_a P_F D_a)^{2n+1} a \chi_R \chi_A
\]
\[
+ \frac{1}{2|\Lambda|} \int_{\mathbb{R}^d \setminus \Omega} \! dv(a) \, \text{Tr} \, \gamma^{(2n+1)}(P_F - D_a P_F D_a)^{2n+1} \chi_R \chi_A.
\]
(D.2)

Since the first terms in the right-hand side in the second equality for both the indices coincide with each other from \(|\Omega| = |\Lambda|\), it is enough to estimate the second terms in both indices.

We set
\[
\Omega_{\text{out}} := \{ a \in \Omega \mid \text{dist}(a, \partial \Omega) \leq R \},
\]
where \(\text{dist}(a, \partial \Omega)\) is the distance between \(a\) and the boundary \(\partial \Omega\) of the region \(\Omega\). Clearly, one has
\[
|\Omega_{\text{out}}| \leq \text{Const.} |\partial \Omega| R.
\]

The second term in the right-hand side in the second equality of (D.1) is estimated as
\[
\frac{1}{|\Omega|} \left| \int_{\Omega} \! dv(a) \, \text{Tr} \, \gamma^{(2n+1)}(P_F - D_a P_F D_a)^{2n+1} \chi_R(1 - \chi_A) \right|
\]
\[
= \frac{1}{|\Omega|} \left| \int_{\Omega} \! dv(a) \, \sum_{u \in \mathbb{Z}^d \setminus \Lambda} \sum_{\alpha, \mu} \gamma^{(2n+1)}(P_F - D_a P_F D_a)\tilde{\zeta}_{\alpha, \mu}(u) \chi_R(u) \right|
\]
\[
\leq \frac{\text{Const.}}{|\Omega|} \int_{\Omega_{\text{out}}} \! dv(a) \, \sum_{u \in \mathbb{Z}^d \setminus \Lambda; \ |u-a| \leq R} 1
\]
\[
\leq \frac{\text{Const.}}{|\Omega|} \int_{\Omega_{\text{out}}} \! dv(a) R^d \leq \frac{\text{Const.}}{|\Omega|} |\partial \Omega| R \times R^d.
\]

Hence the contribution is vanishing in the limit \(\Omega \nearrow \mathbb{R}^d\) for a fixed \(R\). Similarly, the second term in (D.2) is vanishing in the limit \(\Lambda \nearrow \mathbb{Z}^d\) for a fixed \(R\). Thus, the statement of Lemma 7 has been proved.

Appendix E. Proof of Theorem 10

In this appendix, we prove the relation between the two indices in Theorem 10. For this purpose, we prepare the following two lemmas:

Lemma 19. Fix the position \(a\) of the kink and the permutation \(\sigma\). Then, we have
\[
\lim_{\Lambda \nearrow \mathbb{Z}^d} \text{Tr} \, \chi_A P_F [\vartheta^{(\sigma_1)}_a, P_F] \cdots [\vartheta^{(\sigma_n)}_a, P_F] = \text{Tr} \, P_F [\vartheta^{(\sigma_1)}_a, P_F] \cdots [\vartheta^{(\sigma_n)}_a, P_F].
\]
Proof. Using the system of the complete orthonormal basis $\zeta_a^\alpha$, one has
\[
\text{Tr} \, \chi_A \{ F[a, \sigma_1], P_F \} \cdots \{ F[a, \sigma_{2n}], P_F \} = \sum_{u_1, \ldots, u_{2n+1} \in \Lambda A_{\sigma_1, \ldots, \sigma_{2n+1}}} \langle \zeta_{u_2n+1}, P_F \{ \zeta_{u_1}, [F[a, \sigma_1], P_F] \} \{ \zeta_{u_2}, [F[a, \sigma_2], P_F] \} \cdots \{ \zeta_{u_{2n+1}}, [F[a, \sigma_{2n}], P_F] \} \zeta_{u_{2n+1}} \rangle.
\]

The matrix elements are computed as
\[
\langle \zeta_{u_1}^\alpha, [F[a, j], P_F] \zeta_{u_2}^\beta \rangle = \langle \zeta_{u_1}^\alpha, P_F \zeta_{u_2}^\beta \rangle [\theta(u^{(j)} - a^{(j)}) - \theta(v^{(j)} - a^{(j)})] = \langle \zeta_{u_1}^\alpha, P_F \zeta_{u_2}^\beta \rangle \times \begin{cases} 1, & u^{(j)} \geq a^{(j)} > v^{(j)}; \\ -1, & v^{(j)} \geq a^{(j)} > u^{(j)}; \\ 0, & \text{otherwise}. \end{cases}
\]

Since one can easily show
\[
|u^{(j)} - v^{(j)}| = |u^{(j)} - a^{(j)} + a^{(j)} - v^{(j)}| = |u^{(j)} - a^{(j)}| + |a^{(j)} - v^{(j)}|
\]
for $u^{(j)}, v^{(j)}$ satisfying the above conditions, $u^{(j)} \geq a^{(j)} > v^{(j)}$ or $v^{(j)} \geq a^{(j)} > u^{(j)}$, for the nonvanishing matrix elements, the following bound is valid:
\[
|\langle \zeta_{u_1}^\alpha, [F[a, j], P_F] \zeta_{u_2}^\beta \rangle| \leq \text{Const.} e^{-\kappa|u - v|/2} \times \exp\{-\kappa \{ |u^{(j)} - a^{(j)}| + |v^{(j)} - a^{(j)}|/(4n) \} \} \times \exp\{-\kappa \sum_{k \neq j} |u^{(k)} - v^{(k)}|/(4n) \},
\]
where we have used the decay bound (1.22) for the projection $P_F$ onto the Fermi sea. By using this bound, the product of the matrix elements is estimated as
\[
\langle \zeta_{u_2n+1}, P_F \zeta_{u_1}^\alpha \rangle \langle \zeta_{u_1}^\alpha, [F[a, \sigma_1], P_F] \zeta_{u_2}^\beta \rangle \cdots \langle \zeta_{u_2n}, [F[a, \sigma_{2n}], P_F] \zeta_{u_{2n+1}} \rangle 
\]
\[
\leq \exp\left\{-\kappa |u_{2n+1} - u_{1}|/2 - \kappa \sum_{j=1}^{2n} |u^{(j)}_{2n+1} - u^{(j)}_{1}|/(4n) \right\} 
\times \exp\left\{-\kappa |u_1 - u_2|/2 - \kappa |u^{(\sigma_1)}_1 - a^{(\sigma_1)}|/(4n) - \kappa \sum_{j_1 \neq \sigma_1} |u^{(j_1)}_1 - u^{(j_1)}_2|/(4n) \right\} 
\times \exp\left\{-\kappa |u_2 - u_3|/2 - \kappa |u^{(\sigma_2)}_2 - a^{(\sigma_2)}|/(4n) - \kappa \sum_{j_2 \neq \sigma_2} |u^{(j_2)}_2 - u^{(j_2)}_3|/(4n) \right\} 
\times \cdots 
\times \exp\left\{-\kappa |u_2n - u_{2n+1}|/2 - \kappa |u^{(\sigma_{2n})}_2n - a^{(\sigma_{2n})}|/(4n) \right\} 
\times \exp\left\{-\kappa \sum_{j_{2n} \neq \sigma_{2n}} |u^{(j_{2n})}_{2n} - u^{(j_{2n})}_{2n+1}|/(4n) \right\} 
\leq \exp\left\{-\kappa |u_{2n+1} - u_{1}|/2 - \kappa |u_1 - u_2|/2 - \cdots - \kappa |u_{2n} - u_{2n+1}|/2 \right\} 
\times \exp\left\{-\kappa |u_{2n+1} - a|/(4n) \right\},
\]
where we have used the inequalities,
\[
|u^{(\sigma_1)}_{2n+1} - u^{(\sigma_1)}_1| + |u^{(\sigma_1)}_1 - a^{(\sigma_1)}| \geq |u^{(\sigma_1)}_{2n+1} - a^{(\sigma_1)}|,
\]
\[
|u^{(\sigma_2)}_{2n+1} - u^{(\sigma_2)}_1| + |u^{(\sigma_2)}_1 - u^{(\sigma_2)}_2| + |u^{(\sigma_2)}_2 - a^{(\sigma_2)}| \geq |u^{(\sigma_2)}_{2n+1} - a^{(\sigma_2)}|,
\]
\[
\vdots
\]
\[
|u^{(\sigma_{2n})}_{2n+1} - u^{(\sigma_{2n})}_1| + |u^{(\sigma_{2n})}_1 - u^{(\sigma_{2n})}_2| + \ldots + |u^{(\sigma_{2n})}_{2n+1} - a^{(\sigma_{2n})}| \geq |u^{(\sigma_{2n})}_{2n+1} - a^{(\sigma_{2n})}|,
\]
and
\[
\sum_{j=1}^{2n} |u^{(j)}_{2n+1} - a^{(j)}| \geq |u_{2n+1} - a|.
\]

Clearly, the statement of the lemma follows from the above inequality for the product of the matrix elements.

**Lemma 20.** Let \( a = (a^{(1)}, a^{(2)}, \ldots, a^{(2n)}) \in \mathbb{R}^d \), and \( a' = a + (\Delta a, 0, \ldots, 0) \) with \( \Delta a \in \mathbb{R} \). Then, one has
\[
\text{Ind}^{(2n)}(\vartheta_{a'}, P_F) = \text{Ind}^{(2n)}(\vartheta_a, P_F).
\]

**Proof.** Consider
\[
\text{Tr} P_F[\vartheta_a^{(1)}, P_F] [\vartheta_a^{(2)}, P_F] \cdots [\vartheta_a^{(2n)}, P_F] - \text{Tr} P_F[\vartheta_a^{(1)}, P_F] [\vartheta_a^{(2)}, P_F] \cdots [\vartheta_a^{(2n)}, P_F] = \text{Tr} P_F[\vartheta_a^{(1)}, P_F] [\vartheta_a^{(2)}, P_F] \cdots [\vartheta_a^{(2n)}, P_F].
\]

In the same way as in the proof of Lemma 19, the right-hand side is written as
\[
\text{Tr} P_F[\vartheta_a^{(1)}, P_F] [\vartheta_a^{(2)}, P_F] \cdots [\vartheta_a^{(2n)}, P_F] = \lim_{\Gamma \to \mathbb{Z}^d} \text{Tr} P_F[\Delta \vartheta_a^{(1)}, P_F] [\vartheta_a^{(2)}, P_F] \cdots [\vartheta_a^{(2n)}, P_F],
\]
where
\[
\Delta \vartheta_a^{(1)} := (\vartheta_a^{(1)}, P_F) - \vartheta_a^{(1)} P_F
\]
with the characteristic function \( \chi_\Gamma \) of the finite lattice \( \Gamma \subset \mathbb{Z}^d \). For simplicity, we choose the lattice \( \Gamma \) so that the distance between \( \mathbb{Z}^d \setminus \Gamma \) and \( \{a, a'\} \) is sufficiently large.

Note that
\[
P_F[\Delta \vartheta_a^{(1)}, P_F] = P_F(\Delta \vartheta_a^{(1)} P_F - P_F \Delta \vartheta_a^{(1)}) = P_F(\Delta \vartheta_a^{(1)} P_F - \Delta \vartheta_a^{(1)}) = -P_F \Delta \vartheta_a^{(1)} (1 - P_F).
\]

Further, one has
\[
P_F[\vartheta_a^{(1)}, P_F] P_F = 0
\]
and
\[
(1 - P_F)[\vartheta_a^{(1)}, P_F] (1 - P_F) = 0.
\]

Using these identities, we obtain
\[
\text{Tr} P_F[\Delta \vartheta_a^{(1)}, P_F] [\vartheta_a^{(2)}, P_F] \cdots [\vartheta_a^{(2n)}, P_F] = -\text{Tr} P_F \Delta \vartheta_a^{(1)} (1 - P_F) [\vartheta_a^{(2)}, P_F] P_F [\vartheta_a^{(3)}, P_F] (1 - P_F) \cdots (1 - P_F) [\vartheta_a^{(2n)}, P_F] P_F = -\text{Tr} \Delta \vartheta_a^{(1)} (1 - P_F) [\vartheta_a^{(2)}, P_F] [\vartheta_a^{(3)}, P_F] \cdots [\vartheta_a^{(2n)}, P_F],
\]
where we have used the property of the trace and the fact that $\chi_T$ is trace class.

Next, consider

$$- \text{Tr} \ P_F[\vartheta^{(2)}_a, P_F] \cdots [\vartheta^{(2n)}_a, P_F][\Delta \vartheta^{(1)}_a, P_F]$$

which is derived from the above quantity with the permutation of the indices of $\vartheta^{(1)}_a$. The negative sign comes from the signature of the permutation. Note that

$$[\Delta \vartheta^{(1)}_a, P_F]P_F = (\Delta \vartheta^{(1)}_a P_F - P_F \vartheta^{(1)}_a)P_F = (1 - P_F)\vartheta^{(1)}_a P_F.$$ 

Therefore, in the same way as the above, we have

$$- \text{Tr} \ P_F[\vartheta^{(2)}_a, P_F] \cdots [\vartheta^{(2n)}_a, P_F][\Delta \vartheta^{(1)}_a, P_F]$$

$$= - \text{Tr} \ P_F[\vartheta^{(2)}_a, P_F](1 - P_F) \cdots P_F[\vartheta^{(2n)}_a, P_F](1 - P_F)[\Delta \vartheta^{(1)}_a, P_F]P_F$$

$$= - \text{Tr} \ P_F[\vartheta^{(2)}_a, P_F](1 - P_F) \cdots P_F[\vartheta^{(2n)}_a, P_F](1 - P_F)[\Delta \vartheta^{(1)}_a, P_F]$$

$$= - \text{Tr} \ P_F[\vartheta^{(2)}_a, P_F] \cdots [\vartheta^{(2n)}_a, P_F]\chi_T \Delta \vartheta^{(1)}_a P_F$$

$$= - \text{Tr} \ [\vartheta^{(1)}_a P_F[\vartheta^{(2)}_a, P_F] \cdots [\vartheta^{(2n)}_a, P_F]\chi_T.$$ 

By adding two quantities, we obtain

$$- \text{Tr} \ \Delta \vartheta^{(1)}_a(1 - P_F)[\vartheta^{(2)}_a, P_F] \cdots [\vartheta^{(2n)}_a, P_F]$$

$$- \text{Tr} \ \Delta \vartheta^{(1)}_a P_F[\vartheta^{(2)}_a, P_F] \cdots [\vartheta^{(2n)}_a, P_F]$$

$$= - \text{Tr} \ [\vartheta^{(1)}_a P_F[\vartheta^{(2)}_a, P_F] \cdots [\vartheta^{(2n)}_a, P_F].$$

Because of the sum of the permutations in the expression of the index, the nonvanishing contributions in the right-hand side are given by

$$- \text{Tr} \ \Delta \vartheta^{(1)}_a P_F[\vartheta^{(2)}_a, P_F] \vartheta^{(3)}_a P_F \cdots P_F \vartheta^{(2n)}_a P_F$$

and

$$\text{Tr} \ \Delta \vartheta^{(1)}_a P_F[\vartheta^{(2)}_a, P_F] \vartheta^{(3)}_a P_F \cdots P_F \vartheta^{(2n)}_a.$$ 

Owing to the sum of the permutations, the second contribution can be written as

$$\text{Tr} \ \Delta \vartheta^{(1)}_a P_F[\vartheta^{(2)}_a, P_F] \vartheta^{(3)}_a P_F \cdots P_F \vartheta^{(2n)}_a P_F = \text{Tr} \ \vartheta^{(2)}_a \Delta \vartheta^{(1)}_a P_F \vartheta^{(3)}_a \cdots P_F \vartheta^{(2n)}_a P_F$$

$$= \text{Tr} \ \Delta \vartheta^{(1)}_a \vartheta^{(2)}_a \vartheta^{(3)}_a \cdots P_F \vartheta^{(2n)}_a.$$ 

This cancels out the first contribution.

As to the rest of the cases, it is sufficient to treat

$$- \text{Tr} \ P_F[\vartheta^{(2n)}_a, P_F][\vartheta^{(1)}_a, P_F] [\vartheta^{(2)}_a, P_F] \cdots [\vartheta^{(2n-1)}_a, P_F]$$

$$+ \text{Tr} \ P_F[\vartheta^{(2n)}_a, P_F][\vartheta^{(1)}_a, P_F] [\vartheta^{(2)}_a, P_F] \cdots [\vartheta^{(2n-1)}_a, P_F]$$

$$= - \text{Tr} \ P_F[\vartheta^{(2n)}_a, P_F][\vartheta^{(1)}_a, P_F] [\vartheta^{(2)}_a, P_F] \cdots [\vartheta^{(2n-1)}_a, P_F].$$
without loss of generality. Therefore, we consider
\[- \text{Tr } P_F[\vartheta_a^{(2n)}] P_F[\Delta \vartheta_a^{(1)}] P_F[\vartheta_a^{(2)}] \cdots [\vartheta_a^{(2n-1)}] P_F\]
\[- \text{Tr } P_F[\vartheta_a^{(2n)}] P_F[(1 - P_F)[\Delta \vartheta_a^{(1)}] P_F[\vartheta_a^{(2)}] \cdots [\vartheta_a^{(2n-1)}] P_F\]
\[- \text{Tr } (1 - P_F)[\Delta \vartheta_a^{(1)}] P_F[\vartheta_a^{(2)}] \cdots [\vartheta_a^{(2n-1)}] P_F[\vartheta_a^{(2n)}] P_F.\]

The contribution (E.1) can be written
\[- \text{Tr } P_F[\vartheta_a^{(2n)}] P_F[\Delta \vartheta_a^{(1)}] P_F[\vartheta_a^{(2)}] \cdots [\vartheta_a^{(2n-1)}] P_F\]
\[- \text{Tr } P_F[\vartheta_a^{(2n)}] P_F[(1 - P_F)[\Delta \vartheta_a^{(1)}] P_F[\vartheta_a^{(2)}] \cdots [\vartheta_a^{(2n-1)}] P_F\]
\[- \text{Tr } (1 - P_F)[\Delta \vartheta_a^{(1)}] P_F[\vartheta_a^{(2)}] \cdots [\vartheta_a^{(2n-1)}] P_F[\vartheta_a^{(2n)}] P_F.\]

Thus, the above contribution is already counted, and cancels out the first one.

Proof of Theorem 14 Lemma 21 implies that the index \(\text{Ind}^{(2n)}(\vartheta_a, P_F)\) is independent of the position \(a\) of the kink. Therefore, the statement of Theorem 14 follows from the decay estimate in the proof of Lemma 19.

A P P E N D I X F. Proof of Theorem 14

In this appendix, we prove that the chiral index can be written in terms of the step functions as in Theorem 14.

In the same way as in the proof of Lemma 10 one has

**Lemma 21.** Fix the position \(a\) of the kink and the permutation \(\sigma\). Then, we have

\[\lim_{A \to \mathbb{R}^d} \text{Tr } \chi_A \text{SU}[\vartheta_a^{(r)}, P_-][\vartheta_a^{(s)}] \cdots [\vartheta_a^{(2n+1)}] P_- = \text{Tr } \text{SU}[\vartheta_a^{(r)}] P_-][\vartheta_a^{(s)}] \cdots [\vartheta_a^{(2n+1)}] P_-].\]

Therefore, it is enough to prove the following analogue of Lemma 20

**Lemma 22.** Let \(a = (a^{(1)}, a^{(2)}, \ldots, a^{(2n+1)}) \in \mathbb{R}^d\), and \(a' = a + (\Delta a, 0, \ldots, 0)\) with \(\Delta a \in \mathbb{R}^d\). Then, we have

\(\text{Ind}^{(2n+1)}(\vartheta_{a'}, S, U) = \text{Ind}^{(2n+1)}(\vartheta_a, S, U)\).

**Proof.** To begin with, we note that

\[\text{Tr } \text{SU}[\vartheta_a^{(r)}, P_-][\vartheta_a^{(s)}] \cdots [\vartheta_a^{(2n+1)}] P_- = \text{Tr } \text{SU}_+[\vartheta_a^{(r)}, P_+][\vartheta_a^{(s)}] \cdots [\vartheta_a^{(2n+1)}] P_- - \text{Tr } \text{SU}_-[\vartheta_a^{(r)}, P_-][\vartheta_a^{(s)}] \cdots [\vartheta_a^{(2n+1)}] P_-].\]

The first term in the right-hand side can be written as

\[- \text{Tr } \text{SU}_+[\vartheta_a^{(r)}, P_+][\vartheta_a^{(s)}] \cdots [\vartheta_a^{(2n+1)}] P_-\]

\[- \text{Tr } \text{SU}_+[\vartheta_a^{(r)}, P_+][\vartheta_a^{(s)}] \cdots [\vartheta_a^{(2n+1)}] P_+\]

where we have used \(P_- = 1 - P_+\). Thus, it is sufficient to handle one of the two types of terms.
Consider
\[
&\text{Tr } SP_\Gamma [\vartheta_a^{(1)}, P_\Gamma] [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma] \\
&- \text{Tr } SP_\Gamma [\vartheta_a^{(1)}, P_\Gamma] [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma] \\
&= \text{Tr } SP_\Gamma [(\vartheta_a^{(1)} - \vartheta_a^{(1)}), P_\Gamma] [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma].
\]

In the same way as in the proof of Lemma 19, one has
\[
\text{Tr } SP_\Gamma [(\vartheta_a^{(1)} - \vartheta_a^{(1)}), P_\Gamma] [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma] \\
= \lim_{\Gamma \to \mathbb{Z}^d} \text{Tr } SP_\Gamma [\Delta \vartheta_a^{(1)}, P_\Gamma] [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma],
\]
where
\[
\Delta \vartheta_a^{(1)} := (\vartheta_a^{(1)} - \vartheta_a^{(1)}) \chi_\Gamma.
\]
As in the proof of Lemma 20, we have
\[
P_\Gamma [\Delta \vartheta_a^{(1)}, P_\Gamma] = -P_\Gamma \Delta \vartheta_a^{(1)} (1 - P_\Gamma),
\]
\[
P_\Gamma [\vartheta_a^{(1)}, P_\Gamma] P_\Gamma = 0
\]
and
\[
(1 - P_\Gamma)[\vartheta_a^{(1)}, P_\Gamma](1 - P_\Gamma) = 0.
\]
By using these identities, we obtain
\[
\text{Tr } SP_\Gamma [\Delta \vartheta_a^{(1)}, P_\Gamma] [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma] \\
= -\text{Tr } S \Delta \vartheta_a^{(1)} (1 - P_\Gamma) [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma],
\]
where we have used \(SP_\Gamma = (1 - P_\Gamma)S\), the property of the trace and the fact that \(\chi_\Gamma\) is trace class.

Next, consider
\[
\text{Tr } SP_\Gamma [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma] [\Delta \vartheta_a^{(1)}, P_\Gamma] \quad (F.1)
\]
which is derived from the above quantity with the permutation of the indices of \(\vartheta_a^{(i)}\). Using the above identities, one has
\[
\text{Tr } SP_\Gamma [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma] [\Delta \vartheta_a^{(1)}, P_\Gamma] \\
= -\text{Tr } S [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma] P_\Gamma \Delta \vartheta_a^{(1)} (1 - P_\Gamma) \\
= -\text{Tr } (1 - P_\Gamma) S [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma] P_\Gamma \chi_\Gamma \Delta \vartheta_a^{(1)} \\
= -\text{Tr } \Delta \vartheta_a^{(1)} (1 - P_\Gamma) S [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma] P_\Gamma \chi_\Gamma \\
= -\text{Tr } \Delta \vartheta_a^{(1)} SP_\Gamma [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma] \\
= -\text{Tr } S \Delta \vartheta_a^{(1)} P_\Gamma [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma]
\]
By adding two quantities, we have
\[
-\text{Tr } S \Delta \vartheta_a^{(1)} [\vartheta_a^{(2)}, P_\Gamma] \cdots [\vartheta_a^{(2n+1)}, P_\Gamma].
\]
Because of the sum of the permutations in the expression of the index, the nonvanishing contributions are given by
\[
-\text{Tr } S \Delta \vartheta_a^{(1)} \vartheta_a^{(2)} P_\Gamma [\vartheta_a^{(3)}, P_\Gamma] \cdots P_\Gamma \vartheta_a^{(2n+1)} P_\Gamma
\]
and
\[
-\text{Tr } S \Delta \vartheta_a^{(1)} P_\Gamma \vartheta_a^{(2)} \vartheta_a^{(3)} \cdots P_\Gamma \vartheta_a^{(2n+1)}.
\]
Owing to the sum of the permutations, the second contribution can be written as
\[ \text{Tr} \, S \Delta \phi^{(1)}_a P_- \phi^{(3)}_a \cdots P_- \phi^{(2n+1)}_a P_- \phi^{(2)}_a \]
\[ = \text{Tr} \, \phi^{(2)}_a S \Delta \phi^{(1)}_a P_- \phi^{(3)}_a \cdots P_- \phi^{(2n+1)}_a P_- \]
\[ = \text{Tr} \, S \Delta \phi^{(1)}_a \phi^{(2)}_a P_- \phi^{(3)}_a \cdots P_- \phi^{(2n+1)}_a P_- . \]
This cancels out the first contribution.

As to the rest of the cases, it is sufficient to treat
\[ \text{Tr} \, S \phi^{(2n+1)}_a P_- | \Delta \phi^{(1)}_a, P_- | \phi^{(2)}_a, P_- | \phi^{(2n)}_a, P_- \]
\[ = \text{Tr} \, S \phi^{(2n+1)}_a P_- (1 - P_-) | \Delta \phi^{(1)}_a, P_- | \phi^{(2)}_a, P_- | \phi^{(2n)}_a, P_- \]
\[ = -\text{Tr} \, S (1 - P_-) | \Delta \phi^{(1)}_a, P_- | \phi^{(2)}_a, P_- | \phi^{(2n)}_a, P_- \]
\[ \text{The contribution (G.1) can be written} \]
\[ \text{Tr} \, S \phi^{(2n+1)}_a P_- | \phi^{(2n)}_a, P_- \]
\[ = -\text{Tr} \, S (1 - P_-) | \Delta \phi^{(1)}_a, P_- | \phi^{(2)}_a, P_- | \phi^{(2n)}_a, P_- . \]
Thus, the above contribution is already counted, and cancels out the first one.

**Appendix G. Chiral Invariant as a Linear Response Coefficient**

In this appendix, we derive the linear response coefficient in a general setting which includes interacting fermion systems. As an example, for the present noninteracting fermion system in one dimension, we show that the resulting expression of the imaginary part of the coefficient coincides with that of the topological invariant in the right-hand side of the chiral index formula (5.19).

Write \( \tilde{H}_{\Lambda,N} \) for a \( N \)-fermion Hamiltonian on a finite lattice \( \Lambda \), and consider a time-dependent Hamiltonian,
\[ \tilde{H}_{\Lambda,N}(t) := H_{\Lambda,N} + \lambda_{\text{ext}} V_{\Lambda,N}(t) , \]
with the perturbation of the external potential,
\[ V_{\Lambda,N}(t) = V_{\Lambda,N}(t)e^{i\omega t} , \]
with the adiabatic function,
\[ \alpha(t) := \begin{cases} 
1, & t \geq 0; \\
e^{-\eta t}, & t < 0.
\end{cases} \]
Here the voltage difference $\lambda_{\text{ext}}$ and the AC frequency $\omega$ are real parameters, and the adiabatic parameter $\eta$ is a small positive number. We switch on the potential $V_{\Lambda,N}$ at the initial time $t = -T_0$ with a large positive $T_0$, and measure the current at the time $t \geq 0$.

The time-dependent Schrödinger equation is given by

$$i \frac{d}{dt} \Psi^{(N)}(t) = \tilde{H}_{\Lambda,N}(t) \Psi^{(N)}(t)$$

for the wavefunction $\Psi^{(N)}(t)$ for the $N$ fermions. We denote the time evolution operator for the unperturbed Hamiltonian $H_{\Lambda,N}$ by

$$U_{\Lambda,N}(t,s) := \exp[-i(t-s)H_{\Lambda,N}] \quad \text{for} \quad t,s \in \mathbb{R}.$$ 

We choose the initial vector $\Psi^{(N)}(-T_0)$ at $t = -T_0$ as

$$\Psi^{(N)}(-T_0) = U^{(\Lambda)}(-T_0,0) \Phi^{(N)}$$

with a vector $\Phi^{(N)}$. Then, the final vector $\Psi^{(N)}(t)$ is obtained as

$$\Psi^{(N)}(t) = U_{\Lambda,N}(t,0) \Phi^{(N)}$$

$$- i \lambda_{\text{ext}} \int_{-T_0}^{t} ds \ U_{\Lambda,N}(t,s) V_{\Lambda,N}(s) U_{\Lambda,N}(s,0) \Phi^{(N)} + o(\lambda_{\text{ext}}) \quad (G.2)$$

by using a perturbation theory $[45]$, where $o(\lambda_{\text{ext}})$ denotes a vector $\Psi^{(N)}_R$ with the norm $\| \Psi^{(N)}_R \|$ satisfying $\| \Psi^{(N)}_R \| / \lambda_{\text{ext}} \to 0$ as $\lambda_{\text{ext}} \to 0$.

We denote the $N$ fermion ground state of the unperturbed Hamiltonian $H_{\Lambda,N}$ by $\Phi^{(N)}_0$ with the energy eigenvalue $E^{(N)}_0$. We choose the initial vector as the ground-state vector $\Phi^{(N)} = \Phi^{(N)}_0$ with the norm 1. Then, the ground-state expectation value of the local current operator $J_\ell$ at the time $t$ is given by

$$\langle J_\ell \rangle_t := \langle \Psi^{(N)}(t), J_\ell \Psi^{(N)}(t) \rangle. \quad (G.3)$$

Using the linear perturbation $[42]$, the expectation value is decomposed into three parts as

$$\langle J_\ell \rangle_t = \langle J_\ell \rangle_t^{(0)} + \langle J_\ell \rangle_t^{(1)} + o(\lambda_{\text{ext}}),$$

where

$$\langle J_\ell \rangle_t^{(0)} = \langle \Phi^{(N)}_0, J_\ell \Phi^{(N)}_0 \rangle,$nand

$$\langle J_\ell \rangle_t^{(1)} = -i \lambda_{\text{ext}} \int_{-T_0}^{t} ds \ \langle \Phi^{(N)}_0, U_{\Lambda,N}(0,t) J_\ell U_{\Lambda,N}(t,s) V_{\Lambda,N}(s) U_{\Lambda,N}(s,0) \Phi^{(N)}_0 \rangle \quad \text{+ c.c.} \quad (G.4)$$

The first term $\langle J_\ell \rangle_t^{(0)}$ is the persistent current which is usually vanishing. For simplicity, we assume that the persistent current is vanishing. We are interested in the second term $\langle J_\ell \rangle_t^{(1)}$ which gives the linear response coefficient, i.e., the conductance. Using this and the definition $[41]$ of $V_{\Lambda,N}(t)$,
the contribution \( \langle G,4 \rangle \) is written
\[
\langle J_\ell \rangle_t^{(1)} = -\sum_{j \neq 0} \frac{\lambda_{\text{ext}}}{E_j^{(N)} - E_0^{(N)} + \omega} \langle \Phi_0^{(N)}, J_\ell \Phi_j^{(N)} \rangle \langle \Phi_j^{(N)}, V^{(A)} \Phi_0^{(N)} \rangle e^{i\omega t} + \text{c.c.}
\]
in the limit \( T_0 \to \infty \) and \( \eta \to 0 \). Here, \( \Phi_j^{(N)} \) are the energy eigenvectors of the excited state for the unperturbed Hamiltonian \( H_{\Lambda,N} \) with the eigenenergy \( E_j^{(N)} \), \( j \geq 1 \). Therefore, the linear response coefficient of the AC conductance with the frequency \( \omega \) is given by
\[
g(\omega) = -\sum_{j \neq 0} \frac{1}{E_j^{(N)} - E_0^{(N)} + \omega} \langle \Phi_0^{(N)}, J_\ell \Phi_j^{(N)} \rangle \langle \Phi_j^{(N)}, V^{(A)} \Phi_0^{(N)} \rangle.
\]
In particular, the imaginary part of the conductance in the zero frequency limit \( \omega \to 0 \) is given by
\[
g_I(0) = \sum_{j \neq 0} \frac{1}{E_0^{(N)} - E_j^{(N)}} \text{Im} \langle \Phi_0^{(N)}, J_\ell \Phi_j^{(N)} \rangle \langle \Phi_j^{(N)}, V^{(A)} \Phi_0^{(N)} \rangle.
\]
As an example, consider a noninteracting fermion system in one dimension. The \( N \)-fermion external potential \( V_{\Lambda,N} \) is given by the \( N \)-fermion chiral operator which is determined by the chiral operator \( S \) for single fermion. Then, the above conductance \( g_I(0) \) coincides with the Chern number in the right-hand side of (5.19) except for the prefactor 2.

**Appendix H. Even Anti-Unitary Transformations**

Proposition 23 below is useful for dealing with the cases, BDI class in two dimensions, CII class in six dimensions, and D class, in one dimension.

Consider an anti-linear transformation \( \tilde{\Sigma} \) which is given by
\[
\tilde{\Sigma} := U^{\Sigma} K,
\]
where \( U^{\Sigma} \) is a unitary operator and \( K \) is complex conjugation.

**Proposition 23.** Let \( A \) be a compact operator, and let \( \tilde{\Sigma} \) be anti-linear operator satisfying \( \tilde{\Sigma}^2 = +1 \). Suppose
\[
\tilde{\Sigma} A \varphi = A \tilde{\Sigma} \varphi
\]
for any wavefunction \( \varphi \). Then, we can choose the eigenvectors of \( A \) with eigenvalue \( \lambda \neq 0 \) so that
\[
A \varphi = \lambda \varphi \quad \text{and} \quad \tilde{\Sigma} \varphi = \varphi.
\]

**Proof.** Clearly, from the assumptions, we have that if \( \varphi \) is an eigenvector of \( A \), then \( \tilde{\Sigma} \varphi \) is also an eigenvector of \( A \) with the same eigenvalue.

Consider first the case that the two vectors \( \varphi \) and \( \tilde{\Sigma} \varphi \) are linearly dependent. Namely, the following relation holds:
\[
\tilde{\Sigma} \varphi = \kappa \varphi
\]
with a complex constant \( \kappa \neq 0 \). By multiplying the relation by \( \tilde{\Sigma} \) and using \( \tilde{\Sigma}^2 \varphi = \varphi \), one has
\[
\varphi = \kappa \tilde{\Sigma} \varphi.
\]
Therefore, we have $\kappa = 1$. This implies that one can write $\kappa = e^{i\theta}$ with $\theta \in [0, 2\pi)$. Then, the original relation is written
\[ \tilde{\Sigma} \varphi = e^{i\theta} \varphi. \]
Further, this can be written
\[ \tilde{\Sigma} e^{i\theta/2} \varphi = e^{i\theta/2} \varphi. \]
Consequently, we can choose the eigenvector $\varphi$ of $A$ so that it satisfies $\tilde{\Sigma} \varphi = \varphi$.

When the two vectors $\varphi$ and $\tilde{\Sigma} \varphi$ are linearly independent, then we choose
\[ \varphi_+ = \varphi + \tilde{\Sigma} \varphi \quad \text{and} \quad \varphi_- = i(\varphi - \tilde{\Sigma} \varphi). \]
These are linearly independent and satisfy
\[ \tilde{\Sigma} \varphi_+ = \varphi_+ \quad \text{and} \quad \tilde{\Sigma} \varphi_- = \varphi_- , \]
where we have used $\tilde{\Sigma}^2 \varphi = \varphi$. Thus, we can choose every eigenvector $\varphi$ of $A$ with nonzero eigenvalue to satisfy $\tilde{\Sigma} \varphi = \varphi$. □

**Appendix I. Relations between the Indices**

In this appendix, we recall a useful relation between the dimensions of the kernels of two Fredholm operators. As an application, we deal with the relation between the integer-valued index of DIII class and the $\mathbb{Z}_2$-valued index of AII class in the weak limit for the perturbation in three dimensions.

The following proposition is due to Großmann and Schulz-Baldes [26].

**Proposition 24.** Let $P$ and $E$ be projections. Set
\[ \mathcal{T} = P(1 - 2E)P + 1 - P \]
and
\[ \mathcal{T}' = E(1 - 2P)E + 1 - E. \]
Suppose that both of $\mathcal{T}$ and $\mathcal{T}'$ are Fredholm operators. Then, the following relation is valid:
\[ \dim \ker \mathcal{T} = \dim \ker \mathcal{T}'. \]

**Proof.** To begin with, we note that
\[ \mathcal{T} = P - 2PEP + 1 - P = 1 - 2PEP. \]
Similarly, one has
\[ \mathcal{T}' = 1 - 2EPE. \]
Let $v_0 \in \ker \mathcal{T}$. Clearly, one has $v_0 = Pv_0$. Further, one has
\[ 0 = \mathcal{T}v_0 = (1 - 2PEP)v_0 = v_0 - 2PEPv_0. \]
Therefore, one obtains
\[ PEPv_0 = \frac{1}{2} v_0. \]
Set $w_0 = Ev_0$. Then, $w_0 \neq 0$, and $w_0 \in \ker \mathcal{T}'$. Actually, if $w_0 = 0$, then
\[ \frac{1}{2} v_0 = PEPv_0 = PEv_0 = Pw_0 = 0, \]
where we have used $Pv_0 = v_0$. This is a contradiction. Thus, $w_0 \neq 0$. Further,
\[
\mathcal{T}'w_0 = (1 - 2EPE)w_0 \\
= w_0 - 2EPEw_0 \\
= w_0 - 2EPEv_0 \\
= w_0 - 2EPEPv_0 = w_0 - 2E \cdot \frac{1}{2} v_0 = 0,
\]
where we have used $v_0 = Pv_0$ and $PEPv_0 = \frac{1}{2} v_0$.

Similarly, let $w_0 \in \ker \mathcal{T}'$. Then, $w_0 = Ew_0$, and $u_0 := Pw_0 \in \ker \mathcal{T}$. In addition, one has
\[
u_0 = Pw_0 = PEw_0 = PEPv_0 = \frac{1}{2} v_0,
\]
where we have used $v_0 = Pv_0$ and $PEPv_0 = v_0/2$. The two maps, $E$ and $P$, on the kernels are invertible. Therefore, the two dimensionalities of those kernels coincide with each other. □

In Proposition 24, we choose $P = P_F$ and $E = P_D = (1 + D_a)/2$. Then, one has
\[
\dim \ker \mathcal{T} = \dim \ker (P_F - D_aP_F D_a - 1) \\
= \dim \ker \mathcal{T}' = \dim \ker (P_D - U P_D U - 1),
\]
where $U = (1 - P_F) - P_F = 1 - 2P_F$.

As an application, let us consider DIII class in three dimensions, and deal with a weak perturbation which breaks the chiral symmetry but preserves the time-reversal symmetry. Due to the perturbation, DIII class changes to AII class. We want to obtain the relation between the integer-valued index of DIII class and the $\mathbb{Z}_2$-valued index of AII class in the weak limit for the perturbation.

We recall the expression of the chiral index \([5.5]\). For DIII class, the integer-valued index is given by
\[
\text{Ind}^{(3)}(D_a, S, U) = \dim \ker \mathcal{I}_\chi - \dim \ker \mathcal{I}_\chi^*,
\]
with the Fredholm operator,
\[
\mathcal{I}_\chi = P_D U P_D + 1 - P_D,
\]
where $U$ is given by the off-diagonal matrix element of $U$ of \([5.3]\). The parity of the right-hand side of the index can be written as
\[
\dim \ker \mathcal{I}_\chi - \dim \ker \mathcal{I}_\chi^* \mod 2 \\
= \dim \ker \mathcal{I}_\chi + \dim \ker \mathcal{I}_\chi^* \mod 2 \\
= \dim \ker (P_D - U P_D U - 1) \mod 2,
\]
where we have used the expression \([5.4]\) of the operator $P_D - U P_D U$.

On the other hand, the $\mathbb{Z}_2$ index of AII class in three dimensions is given by
\[
\text{Ind}_2^{(3)}(D_a, P_F) = \dim \ker (P_F - D_aP_F D_a - 1) \mod 2.
\]
Combining these observations with the above result \([14]\), we obtain the desired result,

\[
\text{Ind}_2^{(3)}(D_a, P_F) = \text{Ind}_2^{(3)}(D_a, S, U) \mod 2
\]
in the weak limit of the perturbation.
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