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Abstract

Current 3D single object tracking methods are typically based on VoteNet, a 3D region proposal network. Despite the success, using a single seed point feature as the cue for offset learning in VoteNet prevents high-quality 3D proposals from being generated. Moreover, seed points with different importance are treated equally in the voting process, aggravating this defect. To address these issues, we propose a novel global-local transformer voting scheme to provide more informative cues and guide the model pay more attention on potential seed points, promoting the generation of high-quality 3D proposals. Technically, a global-local transformer (GLT) module is employed to integrate object- and patch-aware into seed point features to effectively form strong feature representation for geometric positions of the seed points, thus providing more robust and accurate cues for offset learning. Subsequently, a simple yet effective training strategy is designed to train the GLT module. We develop an importance prediction branch to learn the potential importance of the seed points and treat the output weights vector as a training constraint term. By incorporating the above components together, we exhibit a superior tracking performance on challenging KITTI and NuScenes benchmarks demonstrate that GLT-T achieves state-of-the-art performance in the 3D single object tracking task. Besides, further ablation studies show the advantages of the proposed global-local transformer voting scheme over the original VoteNet. Code and models will be available at https://github.com/haooozi/GLT-T.

Introduction

3D single object tracking (SOT) in point clouds is a fundamental computer vision task and provides an essential component in various practical applications, such as autonomous driving and mobile robotics (Zhang and Tao 2020; Nie et al. 2022b). Given a 3D bounding box (BBox) in the first frame as the target template, the SOT task aims to keep track this target in a sequence of continuous frames (Kristan et al. 2021).

Recently, Siamese architecture has achieved great success in 3D SOT. As the pioneer, SC3D (Giancola, Zarzar, and Ghanem 2019) uses a Kalman filter to generate a series of candidate 3D BBoxes in current frame, and selects the BBox with the highest similarity to the template as predicted result. However, SC3D is not end-to-end trainable and consumes much computational overhead for matching exhaustive 3D candidate BBoxes. To solve these issues, an end-to-end framework P2B (Qi et al. 2020) is proposed. It introduces a 3D region proposal network (RPN), i.e., VoteNet (Qi et al. 2019) to generate 3D proposals and predict the best one as tracking BBox. Benefiting from the VoteNet, P2B obtains excellent performance in terms of both accuracy and efficiency. Nevertheless, some inherent defects in VoteNet prevent high-quality proposals from being generated, thereby limiting the tracking performance. Different from the follow-up works (Shan et al. 2021; Wang et al. 2021b) that have rarely investigated the voting scheme of VoteNet, we point out its two defects as follows:

\begin{itemize}
  \item The voting scheme uses only a single point feature as the cue to infer the offsets of seed points to the target centers, making it difficult to generate high-quality proposals due to the limited representation ability of point feature.
  \item Seed points located at different geometric positions in the target objects contribute differently to learning the offsets. However, existing methods treat them equally in the voting scheme, greatly distracting the model in training and leading to sub-optimal proposals.
\end{itemize}

In this paper, we propose a novel global-local transformer voting scheme for tracking (GLT-T) to address the above challenges. A schematic illustration of GLT-T is shown in Fig. 1. To provide more informative cues for offset learning, we revisit the feature representation requirement in vot-
ing process and suggest a reasonable assumption: modeling feature prior about the geometric position of seed points in the target object can significantly assist in learning the offsets of seed points to the target centers. To achieve this goal, we propose to integrate object- and patch-aware prior into the voting network to infer the position of seed points, providing more robust and accurate cues for offset learning. Motivated by that point transformer (Zhao et al. 2021) has powerful global and local modeling capabilities as well as its inherent permutation invariance, we elaborately design the global-local transformer (GLT) module, a cascaded network for voting. In contrast to the original point transformer that only encodes the intensity features of point clouds, the proposed cascaded transformer structure also effectively encodes the geometric features. Thus, the GLT module can model the useful geometric position prior of seed points located in the target object, guiding more accurate offset learning. Specifically, global-level self-attention and local-level self-attention are designed as the core components. On the one hand, the global-level self-attention encodes the geometric feature of each seed point by integrating global object information. On the other hand, the local-level self-attention enhances the geometric feature representation of each seed point by integrating local patch information.

To emphasize the different importance of seed points, making the voting network pay more attention on the seed points that enjoy large potential to offset to the target centers. We therefore propose to address this challenge by introducing a weights vector as the constraint term to train the GLT module. The weights vector plays an important role in emphasizing seed points, since it describes how difficult the seed points offset to the target centers. Inspired by the concept of centerness (Tian et al. 2019) used in 2D object detection (Zhang et al. 2020; Ma et al. 2020), which represent the potential object centers, we propose an importance prediction branch to learn this weight vector. Generally, the seed points with rich object location information are prone to offset to the target centers, and deserve much attention. Thus, we attach this branch to the global-transformer block that encodes the object-aware geometric prior to learn the importance of seed points.

Our main contributions can be summarized as follows:

- We propose a novel GLT-T method for 3D single object tracking, alleviating the long-standing unresolved voting problem by a GLT module and a training strategy. To the best of our knowledge, this is the first attempt to improve the voting scheme.

- GLT module leverages both the global-level and local-level self-attention to encode object- and patch-aware prior and provide informative cues for offset learning, thus producing high-quality 3D proposals and significantly enhancing tracking performance.

- Extensive experiments on KITTI (Geiger, Lenz, and Urtasun 2012) and NuScenes (Caesar et al. 2020) show that GLT-T achieves SOTA performance.

Related Work

**3D Single Object Tracking**

Early 3D SOT methods (Asvadi et al. 2016; Liu et al. 2018; Pieropan et al. 2015; Bibi, Zhang, and Ghanem 2016; Kart et al. 2019) mainly track objects in RGB-D domain. Although delivering promising results, the RGB-D trackers may fail to track the targets when the RGB-D information is degraded, e.g., due to illumination and weather variations. Since 3D point cloud data captured by LiDAR sensors is insensitive to the these variations, point cloud-based SOT has attracted great attention recently. SC3D (Giancola, Zarzar, and Ghanem 2019) is the first 3D Siamese tracker using pure point clouds. P2B (Qi et al. 2020) introduces a 3D region proposal network (RPN) (i.e., VoteNet (Qi et al. 2019)) and achieves SOTA performance in terms of both accuracy and efficiency. It adopts a tracking-by-detection scheme, which employs a VoteNet to generate 3D proposals and predicts the proposal with the highest score for tracking. Inspired by this strong baseline, many follow-up works have been proposed.

BAT (Zheng et al. 2021) propose a box-aware feature enhancement module to replace the point-wise correlation operation in P2B. Besides, LTTR (Cui et al. 2021) and PTTR (Zhou et al. 2022) also propose different correlation operations using 3D transformers to promote feature interactions. However, due to the aforementioned issues of the common component VoteNet, the tracking performance is limited by the unsatisfactory proposals.

To solve this limitation, MLVSNet (Wang et al. 2021b) presents a multi-level voting strategy that uses the multi-layer features of backbone for voting. Similarly, PTT (Shan et al. 2021) proposes a feature enhancement module with transformer to guide powerful seed point features that participate in voting. However, they fail to consider improving the feature representation for offset learning, and give equal attention to seed points. In this paper, we deeply investigate the voting procedure and the learning of better feature representation. To this end, we develop a novel voting scheme with a GLT module and a training strategy to guide more accurate offset learning and produce high-quality 3D proposals, thus improving the tracking performance.

**Transformer**

Transformer is originally proposed in the area of natural language processing (Vaswani et al. 2017), showing an excellent ability in modeling long-range dependency. It becomes popular in computer vision recently and has been widely used for image classification (Liu et al. 2021; Xu et al. 2021; Zhang et al. 2022a, b), object detection (Carion et al. 2020; Wang et al. 2021a, 2022), pose estimation (Xu et al. 2022), and object tracking (Lan et al. 2022; Nie et al. 2022a). The success motivates researchers to extend it to 3D point cloud tasks. Due to the operations such as linear layer, softmax and normalization maintain the permutation invariance of point clouds, 3D transformers are well suited for point cloud processing (Zhao et al. 2021; Guo et al. 2021; Lu et al. 2022).

In 3D SOT, several transformer tracking methods (Cui et al. 2021; Zhou et al. 2022; Shan et al. 2021) have been proposed. They either use self-attention to further process
Figure 2: Overview of our proposed GLT-T. Given a template and search region, we first utilize PointNet++ (Qi et al. 2017b) to extract the point features, and fuse them with a box-aware feature correlation (Zheng et al. 2021) to output seed points. We then apply the proposed global-local transformer voting scheme to generate 3D proposals. Finally, we perform decoupled prediction head to verify the input proposals and output a final 3D BBox.

Methodology

Overview

For 3D object tracking, a template point cloud \( P^t = \{ p^t_i \}_{i=1}^{N_t} \) together with the 3D BBox \( B_t = (x_t, y_t, z_t, w_t, h_t, l_t, \theta_t) \) in initial frame are given, where \((x, y, z)\) and \((w, h, l)\) denotes the center coordinate and size, \( \theta \) is the rotation angle around up-axis. The goal is to locate this template target in search region \( P^s = \{ p^s_i \}_{i=1}^{N_s} \) and output a 3D BBox \( B_s = (x_s, y_s, z_s, \theta_s) \) frame by frame, where \( N_t \) and \( N_s \) denote the number of input points for template and search region. Notably, since the target size is kept constant in all frames, we output only 4 parameters to represent \( B_s \). The tracking process can be formulated as:

\[
\text{track} : \text{GLT-T}(P^t, P^s) \rightarrow (x_s, y_s, z_s, \theta_s),
\]

where GLT-T is detailed in Fig. 2. It involves two stages to perform tracking: 1) Feature Augmentation, and 2) 3D Proposal and Verification. In the first stage, we employ PointNet++ (Qi et al. 2017b) as the Siamese backbone to extract point features and output the seed points by a box-aware feature correlation presented in BAT (Zheng et al. 2021). In the second stage, we propose a global-local transformer voting method to generate 3D proposals \( \{ (x_p, y_p, z_p) \}_{p=1}^{K} \), where \( K \) denotes the number of proposals. Furthermore, we decouple the prediction head to predict the confidence scores of the 3D proposals and their rotation angles \( \{ \theta_p \}_{p=1}^{K} \). The proposal \( (x_p, y_p, z_p) \) with the highest confidence score and the corresponding \( \theta_p \) jointly represent the final 3D BBox.

Global-Local Transformer for Voting

We devise a global-local transformer based voting scheme to learn accurate offsets. Specifically, the seed points located on the target surface are used to regress the target center and generate accurate 3D proposals \( \{ (x_p, y_p, z_p) \}_{p=1}^{K} \). As shown in Fig. 3, our voting scheme has three essential components: a Global Transformer, a Local Transformer and a Voting module. The success of this tracking process can be formulated as:

\[
\text{track} : \text{GLT-T}(P^t, P^s) \rightarrow (x_s, y_s, z_s, \theta_s),
\]

where GLT-T is detailed in Fig. 2. It involves two stages to perform tracking: 1) Feature Augmentation, and 2) 3D Proposal and Verification. In the first stage, we employ PointNet++ (Qi et al. 2017b) as the Siamese backbone to extract point features and output the seed points by a box-aware feature correlation presented in BAT (Zheng et al. 2021). In the second stage, we propose a global-local transformer voting method to generate 3D proposals \( \{ (x_p, y_p, z_p) \}_{p=1}^{K} \), where \( K \) denotes the number of proposals. Furthermore, we decouple the prediction head to predict the confidence scores of the 3D proposals and their rotation angles \( \{ \theta_p \}_{p=1}^{K} \). The proposal \( (x_p, y_p, z_p) \) with the highest confidence score and the corresponding \( \theta_p \) jointly represent the final 3D BBox.

Global-Local Transformer for Voting

We devise a global-local transformer based voting scheme to learn accurate offsets. Specifically, the seed points located on the target surface are used to regress the target center and generate accurate 3D proposals \( \{ (x_p, y_p, z_p) \}_{p=1}^{K} \). As shown in Fig. 3, our voting scheme has three essential components: a Global Transformer, a Local Transformer and a Voting module. The success of this tracking process can be formulated as:

\[
\text{track} : \text{GLT-T}(P^t, P^s) \rightarrow (x_s, y_s, z_s, \theta_s),
\]

where GLT-T is detailed in Fig. 2. It involves two stages to perform tracking: 1) Feature Augmentation, and 2) 3D Proposal and Verification. In the first stage, we employ PointNet++ (Qi et al. 2017b) as the Siamese backbone to extract point features and output the seed points by a box-aware feature correlation presented in BAT (Zheng et al. 2021). In the second stage, we propose a global-local transformer voting method to generate 3D proposals \( \{ (x_p, y_p, z_p) \}_{p=1}^{K} \), where \( K \) denotes the number of proposals. Furthermore, we decouple the prediction head to predict the confidence scores of the 3D proposals and their rotation angles \( \{ \theta_p \}_{p=1}^{K} \). The proposal \( (x_p, y_p, z_p) \) with the highest confidence score and the corresponding \( \theta_p \) jointly represent the final 3D BBox.
Figure 3: Schematic illustration of GLT voting scheme. It consists of three components: a Global Transformer, a Local Transformer and a Training Strategy. Given the seed points including features and coordinates as inputs, the cascaded global-local transformer encode the object- and patch-aware information for seed points to perform voting. An importance prediction branch is bridged after the global transformer block, which is used to learn importance weights of seed points to constrain the training process.

\[ \text{Pos}_i = \varphi_g(c_i - c_{ss}), \]  
\[ \text{pos}_{f_i} = \varphi_g(c_i - c_{ss}), \tag{4} \]

where \( \text{pos}_{f_i} \in \mathbb{R}^{m \times C} \) and \( \varphi_g() \) is a two-layer MLP network with ReLU (Glorot, Bordes, and Bengio 2011).

After getting the feature embedding and position encoding, the global-local self-attention is designed to integrate the features of global sparse points for each seed point. We use a vector attention operator (as shown in Fig. 4) to perform information integration since it can model both channel and spatial information interactions, which is more efficient than scalar attention for point cloud transformer. Mathematically, the global-local self-attention can be formulated as:

\[
\{ f^{lsa}_{i,j} \}_{i,j=1}^{M_s} = \text{GLSA}(Q, K, V, \text{Pos}_F) = \text{Softmax}(\phi_g(Q) - \hat{\omega}_{ks}(K) + \text{Pos}_F) \cdot (\omega_{is}(V) + \text{Pos}_F), \tag{5} 
\]

where \( \omega_g() \) is a linear layer, \( \hat{\omega}_{ks}/\omega_{is}() \) is a linear layer with sparse sampling and \( \phi() \) is a two-layer MLP network with ReLU. Finally, \( \{ f^{lsa}_{i,j} \}_{i,j=1}^{M_s} \) is fed into a feed-forward network, and then added with the original features \( \{ f_{i,j} \}_{i,j=1}^{M_s} \) to get the final output \( \{ f_{i,j} \}_{i,j=1}^{M_s} \):

\[
\{ f_{i,j} \}_{i,j=1}^{M_s} = \text{Norm}(\text{FFN}(\{ f^{lsa}_{i,j} \}_{i,j=1}^{M_s}) + \{ f_{i,j} \}_{i,j=1}^{M_s}), \tag{6} 
\]

where FFN is a linear layer that maps the size \( \mathbb{R}^C \) to \( \mathbb{R}^D \), and Norm denotes a layer normalization function to increase the fitting ability of the network.

Figure 4: Illustration of the vector attention. It first projects query, key and value into a latent space and samples the global / local region features from the key and value (\( N = m \) and \( N = n \) for global-level self-attention and local-level self-attention, respectively). Then a MLP and a Softmax operator are employed to generate the attention matrix. Based on it, we apply a product dot on the value and obtain the final output by calculating the sum along the attention dimension.

Local Transformer. To further provide powerful cues for voting, we use the Local Transformer block to model patch-aware prior to enhance the geometric feature representation. The local transformer block has a similar structure to the global transformer block as shown in Fig. 3. Differently, we extract the local region information \( c_{iks} \) around \( c_i \) by K-nearest-neighbor (KNN) sampling:

\[
c_{iks} = \min_{j=1}^{n}(D_{i,j}), \forall i \in \{1, 2, ..., M_s\}, \tag{7} 
\]

where \( c_{iks} \in \mathbb{R}^{n \times 3} \), \( n \) controls the size of the local region. By encoding the relative position between each seed point and the corresponding \( n \) nearest neighbor points, the geometric feature representation of each seed point is enhanced, which is beneficial to learn offsets to the target center.

With the enhanced seed point features \( \{ f^{lsa}_{i,j} \}_{i,j=1}^{M_s} \) that are incorporated with both object- and patch-aware prior, a voting module is employed to learn the offsets:

\[
[\Delta f_i^v; \Delta c_i^v] = \text{Voting}([f_i^v; c_i^v]) 
\]
\[
[f_i^v; c_i^v] = [f_i^v; c_i^v] + [\Delta f_i^v; \Delta c_i^v], \tag{8} 
\]

where Votening() is a three-layer MLP network with batch normalization and ReLU. It learns the feature residuals and coordinate offsets for the seed points participating in the voting process. At the end, we sample \( K \) (\( K < M_s \)) 3D proposals \( \{ (x_p, y_p, z_p) \}_{p=1}^{K} \) from \( \{ c_{iks} \}_{i,k=1}^{M_s} \) using farther point sampling (FPS) (Qi et al. 2017a).

Training Strategy. Considering that the seed points have different impact on learning the offset to the target center, as well as only one proposal is predicted as final 3D BBox, we propose a training strategy to distinguish the importance
of seed points in the voting process, enabling the network to focus on the seed points that are easier to offset to the target center. To this end, an importance prediction branch bridged behind the global transformer block is introduced to learn the weights vector, as shown in Fig. 3. This branch is implemented as a three-layer MLP, and the weights vector $\{I_i\}_{i=1}^{M_s}$ is calculated by:

$$I_i = \text{MLP}(f_s^i)$$  \hfill (9)

where $I_i$ denotes the importance weight of the $i$-th seed point. To make this weights vector able to represent the importance of seed points, we use supervised learning to train this branch. The seed points within the target object are defined as positive samples and the others are defined as negative samples. Then we use a binary cross entropy loss $L_{bce}$ for $\{I_i\}_{i=1}^{M_s}$, and the optimization objective is defined as:

$$L_{imp} = \frac{1}{M_s} \sum_{i=1}^{M_s} L_{bce}(I_i, o_i),$$  \hfill (10)

where $o_i$ denotes the label for $i$-th seed point, i.e., $o_i = 1$ and $o_i = 0$ for positive and negative sample, respectively. Using this weights vector, we assign importance weights for seed points in training. In fact, higher weighted points deserve more attention, so we use a modified smooth L1 loss for offset learning:

$$L_{off} = \frac{1}{\sum_{i=0}^{M_s} o_i} \sum_{i=0}^{M_s} \text{smooth}_{L1}(c_{i}^v, c_{i}^t) \cdot (1 + I_i) \cdot o_i,$$  \hfill (11)

where $c[0] = x, c[1] = y, c[2] = z$ and $c^t$ is the ground truth of target center. As illustrated in Eq. 11, the loss for different seed points is dynamically adjusted according to $\{I_i\}_{i=1}^{M_s}$.

Decoupled Prediction Head

Most existing trackers use a single MLP as the coupled prediction head, which simultaneously predicts the scores, rotation angles, and refined locations of the proposals. However, the three sub-tasks require different features, so the coupled prediction head leads to suboptimal performance. To solve this issue, we decouple the prediction head and use three MLP networks to perform the prediction task, in which each MLP corresponds to one sub-task. Specifically, as shown in Fig. 2, the decoupled prediction head consists of three sub-prediction heads: 3d-center head, rotation angle head and score head, and each prediction head is composed of a three-layer MLP network with normalization and ReLU. The first two linear layers keep the feature dimension fixed, while the last layer aligns the output feature dimension according to the different sub-tasks. With a slight increase in model complexity, the tracking performance is effectively improved by the decoupled prediction head.

Training Loss

The overall loss arises from two sources, i.e., voting network and prediction head. It is defined as:

$$\mathcal{L} = \mathcal{L}_{off} + \lambda_1 \mathcal{L}_{imp} + \lambda_2 \mathcal{L}_{score} + \lambda_3 \mathcal{L}_{center, rot},$$  \hfill (12)

where $\lambda_1, \lambda_2$ and $\lambda_3$ are hyper-parameters to balance different losses. Details about $\mathcal{L}_{score}$ and $\mathcal{L}_{center, rot}$ can be found in (Qi et al. 2020).

Experiments

Experiment Setup

Datasets. Following previous works, KITTI (Geiger, Lenz, and Urtasun 2012) and NuScenes (Caesar et al. 2020) datasets are adopted to train and test the proposed GLT-T method. KITTI contains 21 training LiDAR sequences and 29 test LiDAR sequences, which are sampled at 10Hz. Since the test sequence is not open, we follow the common protocol and divide the training LiDAR sequences into training set (0-16), validation set (17-18) and test set (19-20). NuScenes is a more challenging dataset, containing 1,000 scenes and providing the LiDAR annotations at 2Hz. Following BAT (Zheng et al. 2021), we train our GLT-T model on training set, and evaluate the performance on validation set with key frames.

Evaluation Metrics. Following the common practice, we use One Pass Evaluation (OPE) (Wu, Lim, and Yang 2013) to measure the metrics Success and Precision and report the performance of different trackers. Given a predicted BBox and the corresponding ground truth BBox, the Intersection Over Union (IoU) between them is defined as overlap and the distance between their centers is defined as error. Success denotes the Area Under the Curve (AUC) with the overlap threshold ranging from 0 to 1, while Precision denotes the AUC with the error threshold ranging from 0 to 2 meters.

Comparison With SOTA Methods

Results on KITTI. We compare our GLT-T with all relevant SOTA methods. The results of four categories, including Car, Pedestrian, Van and Cyclist, as well as their mean results are presented in Table 1. As reported, GLT-T outperforms all comparison methods in overall performance. Specifically, we obtain the best Success or Precision values under all categories. In particular, for Van and Cyclist categories with small instances, GLT-T achieves superior performance, implying that the GLT module can still effectively form strong object- and patch-aware prior under the condition of small training samples. Furthermore, compared to the SOTA method BAT, GLT-T exhibits a significant performance gain by 10.1% and 9.4% in terms of mean Success and Precision, respectively. Although BAT achieves the impressive performance on Car and Pedestrian categories, our method GLT-T still outperforms it by a remarkable advantage. The improvements are attributed to our voting scheme, which can generate high-quality 3D proposals and thus improves the tracking accuracy. The voting scheme is further analyzed in the follow-up ablation study.

Results on NuScenes. To further evaluate GLT-T, comparative experiments are conducted on the more challenging dataset NuScenes with four different categories, including Truck, Trailer, Bus and Motorcycle. We select the trackers that have reported performance on the NuScenes dataset as comparisons. As shown in Table 2, GLT-T achieves the best performance and outperforms BAT by 7.8% (Success) and 9.6% (Precision). Besides, due to the various outdoor scenes involved in this dataset, the promising performance of our method proves its generalizability to real-world tracking point cloud sequences.
Ablation Study

Model Components. In GLT-T, we propose a novel voting scheme to generate 3D proposals. It consists of two key components: GLT module and training strategy. To verify the effectiveness of the components, a comprehensive ablation experiment is conducted on the Car category of KITTI dataset following (Qi et al. 2020; Zheng et al. 2021). We report the results in Table 3. By using the GLT module, our method achieve a performance improvement of 4.7% and 4.6% in terms of Success and Precision, respectively. When using the proposed training strategy to train this module, the performance improvement increases up to 6.5% and 6.0%.

To intuitively show the superiority of our voting scheme over the VoteNet (Qi et al., 2019), we visualize their voting process in Fig. 5. It can be clearly observed that our approach generates more 3D proposals that are close to the target centers. This is owing to the fact that the GLT module integrates both object- and part-aware information for offset learning. Besides, due to the importance scores for seed points in our voting scheme, the seed points within a certain region have diverse offset directions and values, making the offsets of seed points with different geometric positions to the target centers more accurate. By contrast, the neighboring seed points in VoteNet present similar offsets. In the bottom row, we show the predicted importance scores. The seed points in target objects have higher scores, indicating that the training strategy emphasizes the more important seed points while effectively discriminating those far-away ones.

GLT Module. We further investigate the effectiveness of each transformer block, and the ablation results are shown in Table 4. The global transformer block encodes the geometric position features of the seed points by integrating both object- and part-aware information for offset learning. Besides, due to the importance scores for seed points in our voting scheme, the seed points within a certain region have diverse offset directions and values, making the offsets of seed points with different geometric positions to the target centers more accurate. By contrast, the neighboring seed points in VoteNet present similar offsets. In the bottom row, we show the predicted importance scores. The seed points in target objects have higher scores, indicating that the training strategy emphasizes the more important seed points while effectively discriminating those far-away ones.

Sparse Sampling Size. The sparse sampling size m in global transformer block is an important hyper-parameter. A small size will be inefficient to capture global object prior, while using a large size will cause redundant information. Therefore, we conduct an experiment to evaluate the perfor-
Figure 5: Visualization the voting process of VoteNet (Qi et al. 2019) (top row) and our voting scheme (middle row) on a point cloud sequence from KITTI. The red boxes denote the ground truth. The sample points are colored by grey, while the seed points are colored by blue and the 3D proposals regressed by seed points are colored by orange. In the bottom row, we show the predicted importance scores of seed points in red, blue and green for the ranges of (0.75,1], (0.5,0.75] and [0,0.5], respectively.

Table 4: Ablation study on the proposed GLT module. GT and LT denote the global transformer block and local transformer block, respectively.

| Tracking Variations | Success | Precision |
|---------------------|---------|-----------|
| w/o GT, w/o LT      | 61.7    | 76.1      |
| w/ GT, w/o LT       | 64.8±3.3| 79.0±2.9  |
| w/ GT, w/ LT        | 66.4±4.7| 80.7±4.6  |

Table 5: Ablation studies on the sparse sampling (SS) size and KNN sampling (KS) size.

| Size | Success | Precision | FLOPs / G |
|------|---------|-----------|-----------|
| SS  (m) | 4  | 61.3    | 75.9      | 1.14      |
|      | 8  | 64.8    | 78.6      | 1.95      |
|      | 16 | **68.2**| **82.1**  | 3.56      |
|      | 32 | 67.6    | 81.9      | 6.79      |
| KS  (n) | 8  | 66.3    | 79.7      | 1.95      |
|      | 16 | **68.2**| **82.1**  | 3.56      |
|      | 24 | 65.7    | 79.4      | 5.18      |

Inference Speed

Similar to (Qi et al. 2020; Wang et al. 2021b), we calculate the tracking speed by counting the average running time of all frames on the Car category of KITTI dataset. GLT-T runs at 30 fps on a single NVIDIA 1080Ti GPU, including 8.7 ms for point cloud pre-processing, 24.1 ms for network forward computation and 0.6 ms for post-processing.

Conclusion

This work introduces a novel global-local transformer voting scheme for 3D object tracking (GLT-T) on point clouds. GLT-T promotes generating high quality 3D proposals to enhance performance. To learn strong representation for predicting offsets, we develop a cascaded global-local transformer module to integrate both object- and patch-aware prior. Moreover, a simple yet effective training strategy is designed, guiding the model to pay more attention to important seed points. Extensive experiments on KITTI and NuScenes benchmarks validate the effectiveness of GLT-T. We hope our voting scheme can serve as a basic component in future research to improve the tracking performance.

Limitation and Discussion. GLT-T follows the Siamese network-based appearance matching paradigm and therefore inherits its drawbacks, e.g., it is hard to deal with extremely sparse point clouds, where there is no sufficient information to perform a favorable appearance match and generate reliable seed points. One possible solution is to aggregate temporal contexts from previous multi-frame point clouds.
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