Robustness of Physics-Informed Neural Networks to Noise in Sensor Data
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Abstract—Physics-Informed Neural Networks (PINNs) have been shown to be an effective way of incorporating physics-based domain knowledge into neural network models for many important real-world systems. They have been particularly effective as a means of inferring system information based on data, even in cases where data is scarce. Most of the current work however assumes the availability of high-quality data. In this work, we further conduct a preliminary investigation of the robustness of physics-informed neural networks to the magnitude of noise in the data. Interestingly, our experiments reveal that the inclusion of physics in the neural network is sufficient to negate the impact of noise in data originating from hypothetical low quality sensors with high signal-to-noise ratios of up to 1. The resultant predictions for this test case are seen to still match the predictive value obtained for equivalent data obtained from high-quality sensors with potentially 10x less noise. This further implies the utility of physics-informed neural network modeling for making sense of data from sensor networks in the future, especially with the advent of Industry 4.0 and the increasing trend towards ubiquitous deployment of low-cost sensors which are typically noisier.

Index Terms—Physics-Informed Neural Networks, Sensor networks, Inverse modeling, Data noise, Fluid dynamics

I. INTRODUCTION

Neural networks, particular in deep learning, have proven to be very successful in recent years, especially in computer vision and natural language processing tasks. However, they have been vastly less successful generally when applied in the science and engineering domain as data collection is often very difficult and a major bottleneck.

In order to overcome this data scarcity, it has been hypothesized that incorporating knowledge about the system into these deep learning models can be a more data-efficient route for systems with known governing physics. Consequently, much work has also been published in this field in recent years [1], [2].

There are many strategies for the incorporation of knowledge or physics into machine learning models, such as in the design of physics-specific model architecture or physics-guided feature selection [3]–[5]. In particular, the approach of incorporating physics-based knowledge or constraints into the model as a form of regularization has yielded very promising results across diverse domains such as fluid dynamics and electromagnetics [6]–[10], and is particularly effective for remedying data-absent scenarios [11], [12]. More generally, the constraints embodied in these physics-based regularization can range from governing equations in the form of differential equations to simpler empirical laws such as physical equations of state.

While this use of a physics-based regularization term in the loss function in the training and construction of surrogate models for a fluid dynamical system is expected to be advantageous for data-scarce scenarios, we further explore the potential benefits of this methodology beyond improved predictive error for data-sparse or data-absent scenarios. Specifically, we describe a predominant concern over the use of purely data-driven surrogate models below, especially in the context of sparse data sets, and propose a fluid dynamical system as a case study for exploring the benefit of this methodology.

Namely, in this current era of Industry 4.0, data acquisition frequently entails a choice between the deployment of numerous cheap, but relatively less robust and more noisy sensors at more locations, or the selective use of expensive but potentially more accurate sensors at comparatively less locations. This is exacerbated by the very specific expertise required to ensure high-quality data, for example in chemical sensing or optical imaging. This is in contrast to more intuitive domains such as computer vision, although mislabeled data can still be an issue.

Hence, a major trade-off to be considered in the development of any data-driven machine learning model is the choice between acquisition of more noisy data, and potentially overfitting to dataset noise, or the acquisition of extremely sparse, but less noisy data. While there have been other
developments in adapting the PINN framework to handle noise via Bayesian formulations \[13\], we choose to more directly test the ability of the physics-based regularization to compensate for both data scarcity and data noise in this work.

In that context, we first develop a base physics-informed neural network in accordance with prior work in literature. We then evaluate the model across a series of scenarios where the data obtained and provided for training is either sparse and/or noisy, which is representative of many engineering systems where sensor systems might be expensive and difficult to deploy, and evaluate the extent to which inclusion of physics can improve the neural network’s robustness to noise in the data.

II. METHODS
A. Fluid Dynamical Case Study

For this work, we simulated the canonical case of a 2-D lid-driven cavity, which is a common benchmark problem in computational fluid dynamics (CFD) \[14\], \[15\]. The following set of partial differential equations (PDEs) that govern incompressible steady-state fluid systems are thus considered to be physical laws that must be satisfied across the whole fluid domain \(\Omega\). As these equations represent the conservation of mass and momentum, these equations are representative of physics-based laws that can be implemented in problems more generally.

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0 \tag{1a}
\]

\[
\rho \frac{\partial (uu)}{\partial x} + \rho \frac{\partial (vu)}{\partial y} = \mu \left( \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial u}{\partial y} \right) \right) - \frac{\partial p}{\partial x} \tag{1b}
\]

\[
\rho \frac{\partial (uv)}{\partial x} + \rho \frac{\partial (vv)}{\partial y} = \mu \left( \frac{\partial}{\partial x} \left( \frac{\partial v}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial v}{\partial y} \right) \right) - \frac{\partial p}{\partial y} \tag{1c}
\]

Equation 1(a) is a statement of conservation of mass, and is also called the continuity equation, while Eq. 1(b)-(c) are statements of conservation of momentum in the \(x\) and \(y\) direction respectively for a 2-dimensional scenario, and are collectively referred to as the momentum equations. \((u,v)\) refers to the two components of velocity on the Cartesian grid, \(p\) represents pressure, and \(\rho\) and \(\mu\) represent the density and viscosity of the fluid respectively.

For this particular fluid system, the physical domain simulated is of length 1 x 1 unit. Density \((\rho)\) is assumed to be of constant magnitude 1 while \(\mu\) is assumed to be 0.01, hence generating a scenario with a Reynolds number of 100. A velocity Dirichlet boundary condition for the top surface was used \((u = 1, \ v = 0)\), while the other three surfaces were specified to be stationary surfaces \((u = 0 \text{ and } v = 0)\).

An incompressible CFD solver was used to solve for velocity, \((u,v)\), and pressure \[16\], \[17\]. The velocity and pressure fields were numerically solved on a uniform 200 x 200 grid, and subsequently down-sampled to a 50 x 50 grid to simulate a potential set of synthetic "experimental" data points that can be used for training. The original CFD-derived set of 200 x 200 grid points was used as ground truth for evaluation of test mean-squared error in all subsequent numerical experiments.

B. Physics-Informed Neural Network

A fully-connected feed-forward neural network is used for all experiments in this work. The networks for \(u, v, p\) consist of 7 layers, with 32 nodes in the first layer, and 20 nodes per layer in the subsequent layers. The first four layers are shared for \(u, v\) and \(p\), while each flow variable has a unique set of parameters for the subsequent three layers. In addition, all hidden layers use the ‘sine’ activation function and a He initialization, in line with prior PINN work \[18\].

All networks are trained with ADAM, and training is terminated after 10^5 iterations. An initial learning rate of 1e-3 is used which is reduced on plateauing until a minimum learning rate of 5e-6 is reached. Importantly, all data-driven neural networks and physics-informed neural networks compared in this work were trained under the same network architectures and training hyperparameters.

For the base data-driven neural network (DNN), the training loss function is defined based solely on the provided data:

\[
L = L_{u-data} + L_{v-data} + L_{BC} \tag{2a}
\]

\[
L_{u-data} = \frac{1}{n} \sum_{i=1}^{n} (u_i - u_{i,\text{data}})^2 \tag{2b}
\]

\[
L_{v-data} = \frac{1}{n} \sum_{i=1}^{n} (v_i - v_{i,\text{data}})^2 \tag{2c}
\]

\[
L_{BC} = \left\| B[u(x,y)] - g(x,y) \right\|_{\partial \Omega}^2 \tag{2d}
\]

Generally, the boundary operator, \(B\), can be any combination of Dirichlet or Neumann boundary conditions that enforce the desired condition \(g(x,y)\) at the domain boundary \(\partial \Omega\).

The PINN training loss function includes additional physics-based regularization in contrast to the DNN training loss function above. It is defined as:

\[
L = L_{Data} + \lambda_{PDE} L_{PDE} + L_{BC} \tag{3a}
\]

\[
L_{Data} = L_{u-data} + L_{v-data} \tag{3b}
\]

\[
L_{PDE} = \left\| \int_{\Omega} N_x [u(x,y)] \right\|_{\Omega}^2 \tag{3c}
\]

\[
L_{BC} = \left\| B[u(x,y)] - g(x,y) \right\|_{\partial \Omega}^2 \tag{3d}
\]

which includes the data loss component, \(L_{Data}\), and the BC loss components, \(L_{BC}\), as per the typical data-driven neural network, and the additional physics-based regularization, \(L_{PDE}\), which is determined by the set of Eqs 1(a-c). The relative weight, \(\lambda\), controls the trade-off between different components in the loss function and is a hyper-parameter that can be tuned for performance optimization across different cases. A constant value of \(\lambda = 1\) is used in this work.

The inclusion of PDE-derived loss term, \(L_{PDE}\), is typically computed by evaluating the residuals of the continuity and momentum equations in Eqs 1(a-c) via the direct use of
III. RESULTS AND DISCUSSION

While many experiments in literature have focused on demonstrating the benefits of physics-informed learning in data-absent scenarios, there has been relatively less attention devoted to an assessment of the interplay between the amount of data provided and the magnitude of noise inherent in the data. Indeed, much of the current published work focuses more on relatively noise-free data.

A. Inference with Varying Noise Magnitudes

In the first set of experiments, noise of varying magnitudes was added to a set of 2500 data points spanning the entire fluid domain. The noise was scaled to be between 10%, 20%, 30%, 40%, 50% and 100% of the standard deviation inherent in the velocity data across the domain. This scaling is representative of the commonly used Signal-to-Noise Ratio (SNR) metric used to characterize the quality of sensors in many engineering applications. Importantly, it should be noted that an SNR > 1 is a typical threshold beyond which any sensor is regarded to be generally unusable. Representative contour plots are presented in Fig. 2 to illustrate the impact of different magnitudes of noise on the data provided. In particular, it is worth noting how flow structures in the centre of the domain are completely lost due to the addition of noise.

These data-sets representing data acquired from sensors of varying SNR are then provided to both a vanilla data-driven neural network (DNN) and a PINN. The MSEs are then computed for all the scenarios, and presented in Fig. 3.

It is also worth noting that one of the purported uses for PINNs is the ability to infer missing information about particular scenarios based on partial data. In fluid dynamics in particular, a common problem encountered in the use of particle image velocimetry for characterization of specific systems is the fact that only velocity field information can be acquired [19, 20]. Pressure information is typically not simultaneously acquired and must be inferred. The use of a typical DNN is not able to provide meaningful predictions for pressure unless corresponding velocity-to-pressure models are trained or corresponding numerical methods are employed. However, the use of a PINN integrates relevant underlying knowledge with the provided velocity data for highly accurate and convenient inference of pressure, as depicted in Fig. 4.

Representative contour plots of the velocity and pressure predicted by the DNN and PINN models are presented in Fig. 5 to illustrate the effectiveness of the PINN models relative to the DNN models.

Unsurprisingly, an increase in SNR ratio causes a significant degradation in the predictive performance of a pure DNN. The test MSE rapidly increases by more than 2 orders of magnitude from less than 10^{-4} to 10^{-2}. However, the use of a PINN model is able to compensate for the type of noise present in low quality sensors and restore them to the accuracy achievable by a typical DNN trained on data acquired from much more accurate sensors with low SNR of less than 10%.

B. Inference with Noisy Data of Variable Dataset Size

As a further evaluation of the utility of including physics, additional experiments are conducted with down-sampled datasets of different sizes to simulate and illustrate the impact when high-quality (relatively low noise) sensors are employed but resource/experimental constraints limit the amount of data that can be acquired instead.

Representative plots of the impact of smaller data-sets are presented in Fig. 6 illustrating the relative amounts of automatic differentiation within Tensorflow. A schematic of the architecture used is presented in Fig. 1.

In this work, the utility of incorporating physics into the neural network model is tested for situations whereby the data can be sparse and/or noisy. Hence, the training data is randomly sub-sampled from the down-sampled set of 50 × 50 points (2500 total points), and random Gaussian noise of varying amplitude is introduced to the individual points. PDE residuals are separately calculated on the 2500 locations even if no data is provided at that exact location.

Test errors are then evaluated on the original set of 200 × 200 points obtained from high-fidelity numerical simulation, which serve as the ground truth. All the different models are evaluated by the Mean-Squared Error (MSE) which is computed as:

\[ MSE = \frac{1}{2n} \sum_{i=1}^{n} [(u_i - u_{i, tr})^2 + (v_i - v_{i, tr})^2] \]  

(4)

For each experiment, the neural network’s weights are randomly initialized and trained across 10 replicates. These replicate experiments span 2 different ranges of noise and data scarcity. The distribution of MSE from model predictions across these replicate experiments are presented and discussed in the following Results section.
These data-sets of different sizes are similarly provided to both a DNN and a PINN for training. Test MSEs are computed for all the scenarios, and presented in Fig. 7.

Representative contour plots of the velocity and pressure predicted by the DNN and PINN models are presented in Fig. 8 to illustrate the effectiveness of the PINN models relative to the DNN models for datasets of varying sizes.

The results show that the introduction of physics into the neural network is increasingly helpful as the data gets more noisy and sparse, with at least an order of magnitude improvement in the test error between the DNN and PINN. In this instance, we note orders of magnitude reduction in model test error across all cases. Importantly, even for this relatively simpler case study, we note that a halving of the amount of data provided leads to an approximately order of magnitude increase in the DNN test error. It’s worth noting that the reduction in dataset size by 5x from 2500 to 500 degrades the DNN model performance to that equivalent to the use of low-quality sensors with noise larger than 50%. Such trade-offs between the number and quality of sensors that can be acquired and deployed are dependent on the complexity of the problem, but are nonetheless important considerations in real-world problems.

Critically, the use of a PINN can overcome this reduction in the amount of data provided and prevent any significant performance degradation. This is thus extremely promising for the use of PINNs with scarce data-sets, especially in situations where the cost of sensors or data acquisition can severely reduce the availability of data.

IV. CONCLUSION

In this study, we report that the use of physics-based regularization is surprisingly effective for ameliorating noise in the data acquired. In particular, the final prediction error from trained models is reduced by orders of magnitude via the incorporation of underlying governing physical laws into the training process.
More specifically, the inclusion of physics-based regularization effectively overcomes noise that can be range up to equivalent SNR of 1. In this worst case scenario, the PINN models in this study still produce solutions that are approximately equivalent to models trained with data acquired by hypothetical sensors with 10x better noise performance. This effectiveness can be particularly significant for real-world applications, especially since 10x better sensors are frequently not just 10x more expensive, e.g. in chemical sensing.

Interestingly, we note that the PINN model as tested in this case study displays differential ability to overcome data scarcity, and data noise. Critically, the choice of sensors for real-world deployment and measurement frequently involves a multi-criteria optimization, whereby one wants to optimize both data quantity and quality under a limited budget (constraint). Understanding the relative sensitivity of PINN models to dataset size and noise can greatly impact the optimal sensor choice. Further tests on different scenarios and case studies to confirm the potential greater effectiveness of PINNs for resolving data noise can be beneficial for guiding this optimization.
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