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Understanding the equilibration of isolated quantum systems under unitary dynamics is an interesting topic. In this paper we look at the early time behaviour of periodically and quasi-periodically driven Transverse field Ising chains when and their corresponding dynamical free energies. We study the system under different frequencies and observe how the system evolves with changes in the field amplitudes in both types of oscillations.

I. INTRODUCTION (DQPT)

Dynamical Quantum Phase transitions (DQPT) mean phase transitions observed under time evolution. Similar to the classical analogue where we subjected temperature as the parameter, in DQPTs, the corresponding parameter is the complex time.[1] In statistical mechanics, we treat the Partition function (Z) as the primary entity, while in DQPT we define the Loschmidt Amplitude $G(t)$ as our primary object. It is defined as $G(t) = \langle \Psi_0 | \Psi_t(t) \rangle$. This gives us the deviation of the time evolved state form the initial state.

The Loschmidt echo (corresponding probability) is defined as $L(t) = |G(t)|^2$. We further define a rate function $\lambda(t) = -\lim_{N \to \infty} \frac{1}{N} \log(L(t))$. DQPTs are defined as the non-analytical evolution of the rate function (dynamical free energy density). One important note is that we can analytically find the critical times $t_c$ from the Loschmidt echo i.e when $L(t_c) = 0$.

Transverse field Ising Chain is the quantum analogue of the classical Ising chain. In this paper we will look at different dynamics of this system when it undergoes quenching, periodic driving and quasi-periodic driving.

Its Hamiltonian is defined as (for $J > 0$):

$$H_{1,2} = -J \sum_{j=1}^{N} \sigma_x^j \sigma_x^{j+1} + h_{1,2} \sum_{j=1}^{N} \sigma_y^j. \quad (1)$$

II. TRANSVERSE FIELD ISING MODEL

Fermionic Formulation - The Jordan-Wigner Transformation helps us map the spin operators to spinless fermionic creation and annihilation operators, which aids us in solving the Ising model exactly by diagonalizing in the fermionic basis. The primary idea stems from the fact that spin 1/2 systems are akin to spinless fermions.[3]

The $c_j$ and $c_{j}^\dagger$ operators are the fermionic creation and annihilation operators.

The transformation is essentially :

$$\sigma_x^j = K_j (c_j^\dagger + c_j), \quad (2a)$$
$$\sigma_y^j = K_j i (c_j^\dagger - c_j), \quad (2b)$$
$$\sigma_z^j = (1 - 2n_j). \quad (2c)$$

Where $K_j = \prod_{l=1}^{j-1} (1 - 2n_l)$. $K_j$ basically takes the value of +1 or -1 depending on the number of fermions present before site $j$.

The fermionic operators in the k-space (momentum space) are related to the real space by the following transformation for systems with periodic boundary condition :

$$c_k = \frac{1}{\sqrt{L}} \sum_{j=1}^{L} e^{-ikj} c_j. \quad (3)$$

By writing the Hamiltonian in terms of the fermionic operators, we can see that the particle number is not conserved but the parity of particle number is conserved. Using the above transformation equations (Eq. 2) and converting the fermionic operators in the momentum space (Eq. 3)(joining the +k and -k terms), we can write the Hamiltonian as a summation of 2X2 matrices in the momentum modes. This helps us diagonalize the Hamiltonian and find the eigenvalues and eigenvectors.

$$H = \sum_{k} H_k, \quad (4a)$$
$$H_k = (c_k^\dagger, c_{-k}) \begin{pmatrix} 2(h - J\cos k) & -2iJ\sin k \\ 2iJ\sin k & 2(h - J\cos k) \end{pmatrix} \begin{pmatrix} c_k \\ c_{-k}^\dagger \end{pmatrix}, \quad (4b)$$
$$K = \{ \frac{2n\pi}{L} \text{ where } n = 1, ..., \frac{L}{2} - 1 \}. \quad (4c)$$

The eigenvalues of the Hamiltonian will be degenerate (energy gap = 0) at the quantum critical point which is obtained when $|h_c| = J$. For $|h_c| < J$ the model behaves like a ferromagnetic phase (interaction term dominates) while for $|h_c| > J$ the model is in paramagnetic phase (external transverse field dominates).

Eq. (4) is the primary equation we use for most of the numerical analysis since it is easily diagonalizable and exactly solved.
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Note: All above equations were derived for the periodic boundary condition.

III. QUENCHING

Quenching means we instantaneously change a parameter. In the Transverse Field Ising Hamiltonian (TFIH), we quench the transverse external field i.e. suddenly set the $h$ (external field) from the initial value $h_i$ to a new $h_f$.

Thus the $H_f = -J \sum_{j=1}^{N} \sigma_j^z \sigma_{j+1}^z + h_f \sum_{j=1}^{N} \sigma_j^x$.

The following plot (left) displays the non-analyticity in the free energy when we quench the transverse field. These DQPTs are observed only when the quench crosses the critical point i.e when $h_i > J$ and $h_f < J$.

IV. PERIODIC DRIVING

Periodic driving is when we oscillate the external field between two values in a periodic manner. In one stroboscopic time period ($T$), the Hamiltonian is as follows ($h_1$ and $h_2$ are transverse external field magnitudes):

$$H(t) = \begin{cases} 
-J \sum_{j=1}^{N} \sigma_j^z \sigma_{j+1}^z + h_1 \sum_{j=1}^{N} \sigma_j^x, & \text{if } t \leq T/2 \\
-J \sum_{j=1}^{N} \sigma_j^z \sigma_{j+1}^z + h_2 \sum_{j=1}^{N} \sigma_j^x, & \text{if } t > T/2 
\end{cases}$$

(5)

This periodic driving keeps on repeating. The driving frequency ($\omega = 2\pi/T$) is an essential parameter which affects the dynamics of the systems evolution. We will look at the exact numerical plots for different amplitude values of the external field as well as for different frequency values.

We can see that for high frequency oscillations, the results appear identical to what we see if the system underwent a quench from $h_i$ to $h_f = h_{eff} = (h_1 + h_2)/2$.

We can further verify this by checking that if we set $h_1$ and $h_2$ such that the $h_{eff}$ does not cross the critical point, then no DQPTs are observed.

The above results can be explained analytically when

FIG. 1: Top: Quench from $h = 10J$ to $h = 0.2J$
Bottom: Quench from $h = 10J$ to $h = 2J$

Clearly, we can see that the DQPTs occur at odd multiples of the critical time in .

Further we can observe from the Fig 1b that if the transverse field does not cross the critical value ($h = J$) then no DQPTs are observed.

FIG. 2: Top: High frequency periodic oscillations from $h = 10J$ to $h = -9.6J$
Bottom: Low frequency periodic oscillations on increasing time periods
we can approximate the equation \[ |\psi(nT)\rangle = U^n_T |\psi(T)\rangle \]
by using the BCH expansion and neglecting the terms in the exponent with higher orders of \( T \).

\[ H_f(k) = \frac{1}{2}(H_k^1 + H_k^2) + \frac{2}{41}[H_k^1, H_k^2] + O(T^2) \]

At low frequencies, we notice that the DQPTs eventually disappear when the time period is comparable to the order of the interaction term (\( J \)). We cannot accurately comment as to which set of parameters and time periods will result in DQPTs at low frequencies, since approximating it to the quenching conditions is not justified anymore.

V. QUASI-PERIODIC DRIVING

Quasi-Periodicity means that the system evolves as in an irregular (unpredictable manner). In this paper we focused on Fibonacci driving.\cite{2}
The best way to comprehend this evolution is from the table below.

| Fibonacci Driving |
|-------------------|
| Fibonacci Sequence | Number of stroboscopic periods (\( N \)) | Number of 1 and 2 |
|--------------------|-----------------------------|------------------|
| 1                  | 1                          | 1, 0             |
| 12                 | 2                          | 1, 1             |
| 121                | 3                          | 2, 1             |
| 12112              | 5                          | 3, 2             |
| 12112121           | 8                          | 5, 3             |
| 12112121121212     | 13                         | 8, 5             |
| 121121211212121212 | 21                         | 13, 8            |

Using this above sequence, I have computed the exact numerical solutions for both high and low frequencies.

Now we will define 3 well established parameters - \( \alpha \), \( \beta \), \( \delta \) for this Fibonacci driving to analytically approximate the equation for high frequencies. \( \alpha(N) \) and \( \beta(N) \) are the number of times 1 and 2 occur in \( N \) stroboscopic instances respectively. The time evolution operator is the multiplication of \( N \) matrices of \( e^{-iH_1T} \) and \( e^{-iH_2T} \) in the Fibonacci sequence. We can now expand this exponential matrix multiplication using the BCH expansion. We expand terms till the first order of \( T \). \( \delta(N) \) is the number of commutators of \( H_1 \) and \( H_2 \) present in this expansion.

Using the BCH expansion, we can approximate the unitary time evolution operator as \( U_f(N) = e^{iNTH_f} \) where \( H_f(N) = \frac{\alpha(2N)}{2N} H_1^k + \frac{\beta(2N)}{2N} H_2^k + \frac{T}{41}[H_1^k, H_2^k] + O(T^2) \).

We can see that for high frequency oscillations, the results appear identical to what we see if the system underwent a quench from \( h_i \) to \( h_f = h_{eff} = \frac{\alpha}{N} h_1 + \frac{\beta}{N} h_2 \) for very high freq (ignoring even T terms).

In quasi periodic driving at low frequencies (\( T \) comparable to order of \( J \)), we observe that the existence of DQPTs cannot be accurately estimated since approximating it to the quenching conditions is not justified anymore.
FIG. 5: Low frequency quasi periodic oscillations on increasing time periods

VI. RESULTS

From all the above analytical and numerical computations, we proved that the time analysis of the transverse field Ising model for different drivings can we approximated to a quench with transverse field of $h_{\text{eff}}$ in the high frequency limit ($\omega \gg J$) where $h_{\text{eff}}$ is based on the driving parameters.

While the analysis for periodic driving is already well-established, quasi-periodic (Fibonacci driving) is a new result which can also be subjected to these estimations and analysis.
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