Zeno Friction and Anti-Friction from Quantum Collision Models
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We analyze the quantum mechanics of the friction experienced by a small system as it moves non-destructively with velocity \( v \) over a surface. Specifically, we model the interactions between the system and the surface with a collision model. We show that, under weak assumptions, the magnitude of the friction induced by this interaction decreases as \( 1/v \) for large velocities. Specifically, we predict that this phenomenon occurs in the Zeno regime, where each of the system’s successive couplings to subsystems of the surface is very brief. In order to investigate the friction at low velocities and with velocity-dependent coupling strengths, we motivate and develop one-dimensional convex collision models. Within these models, we obtain an analytic expression for the general friction-velocity dependence. We are thus able to determine exactly the conditions under which the usual friction-velocity dependency arises. Finally, we give examples that demonstrate the possibility, in principle, of anti-friction, in which case the system is accelerated by its interaction with the surface, a phenomenon associated with active materials and inverted level populations.

I. INTRODUCTION

The study of friction has a very long history, dating back to Aristotle, Vitruvius, and Pliny the Elder [1], with the first systematic investigations dating back to da Vinci and Amontons [2].

Today, much is known about both classical and quantum aspects of friction. In particular, the term “quantum friction” has been used for a phenomenon that has its origin in the fact that even neutral objects interact through the vacuum of the quantized electromagnetic field, namely through the Casimir and Van der Waals forces. “Quantum friction” then is the phenomenon that a neutral quantum system that moves near a stationary object, for instance an atom moving over a plate, may experience van der Waals or Casimir-type forces that also possess a component directed against the system’s motion, see, e.g., [3–9].

In contrast, in the present paper, we investigate the emergence of friction when a generic quantum system moves non-destructively over a surface while interacting directly (i.e., not mediated by a quantum field) with the individual subsystems of the surface that it encounters on its way. We model the effective interaction of the moving particle with every constituent of the surface through a Collision Model.

Within this model, we recover the expected velocity dependence of the friction force for small velocities. Quite counter-intuitively, under mild assumptions, we find that for large velocities the friction decays as \( 1/v \), a phenomenon we refer to as Zeno friction. We also find that “anti-friction” is possible under certain circumstances.

II. FRICTION IN COLLISION MODELS

Consider a quantum system, \( S \), pulled by an external agent at a fixed speed \( v \) over a line of ancillary systems, as in Fig. 1. Suppose that these ancillas are separated by a distance \( \delta x \) and that the system only interacts with the nearest ancilla at any given moment such that the system interacts with a new ancilla, \( A \), every \( \delta t = \delta x/v \).

During the moving system’s interaction with an ancilla, the two systems will exchange energy between their internal degrees of freedom. However, the total internal energy of the moving system and the ancilla system is generally not conserved. This is because an external agent generally has to apply a force to maintain the chosen velocity of the moving system. The work \( \delta W \) done

\[ \delta W = \frac{1}{2} m v^2 \delta t \]

\[ \delta W = \frac{1}{2} m v^2 \delta x \]

\[ \delta W = \frac{1}{2} m v^2 \delta t \]

1 Note that the work associated with each interaction is defined in terms of the expected energy changes of the system and ancilla. Generally, the work required to perform a quantum process is associated with a distribution of work costs [10]. In general, these distributions can have variances comparable to their averages. An analysis of the quantum fluctuations of this work cost (and of the friction we define from it) would be interesting but
by the agent per object-ancilla interaction satisfies the relation
\[ \delta E_S + \delta E_A + \delta W = 0, \]  
(1)

where \( \delta E_S \) and \( \delta E_A \) are the changes in the system and ancilla's internal energies due to the interaction.

This energy cost of maintaining a fixed speed per distance travelled is due to friction which, time-averaged over the object-ancilla interaction, reads:
\[ f := -\frac{\delta W}{\delta x} = \frac{\delta E_S}{\delta x} + \frac{\delta E_A}{\delta x} = \frac{1}{v} \left( \frac{\delta E_S}{\delta t} + \frac{\delta E_A}{\delta t} \right). \]  
(2)

Note that in our sign convention the friction is positive if the agent that keeps the object at a constant speed continually loses energy to the system and ancilla.

If there is no external agent, i.e., if the system moves over the ancillas freely, then the energetic cost of the friction is paid by the moving system’s kinetic energy. Except, as we will show below, there can occur scenarios of anti-friction, in which case the moving object would speed up, or push against whatever might hold it back.

Concretely, we will model and analyze the friction and antifriction discussed above using the framework of Collision Models. Counting from \( n = 0 \), in the \( n \)th interaction the states of the system and ancilla update as
\[ \rho_S(n\delta t) \to Tr_A(U(\delta t)(\rho_S(n\delta t) \otimes \rho_A(0))U(\delta t)\dagger) \]
(3)
\[ = \Phi_S(\delta t)[\rho_S(n\delta t)], \]
\[ \rho_A(0) \to Tr_S(U(\delta t)(\rho_S(n\delta t) \otimes \rho_A(0))U(\delta t)\dagger) \]
(4)
\[ = \Phi_{A,n}(\delta t)[\rho_A(0)], \]
where \( U(\delta t) \) is some unitary operator on the joint system, \( SA \), describing their interaction. Note that the ancilla always starts in the state \( \rho_A(0) \). Also note while the system’s update map, \( \Phi_S(\delta t) \), is independent of \( n \), the ancilla’s update map, \( \Phi_{A,n}(\delta t) \), can depend on the interaction number, \( n \), through the system’s current state, \( \rho_S(n\delta t) \). Further note that \( \Phi_{A,n}(\delta t) \) always depends on \( \rho_S(n\delta t) \) linearly.

From these update formulae we can compute the expected change in the system’s internal energy
\[ \delta E_{S,n} = Tr_S(\hat{H}_S(\Phi_S(\delta t) - \mathbb{I}_S)[\rho_S(n\delta t)]), \]  
(5)
where \( \hat{H}_S \) is the local Hamiltonian of \( S \) and \( \mathbb{I}_S \) is the identity channel on \( S \). Likewise we can compute the expected change in the ancilla’s internal energy
\[ \delta E_{A,n} = Tr_A(\hat{H}_A(\Phi_{A,n}(\delta t) - \mathbb{I}_A)[\rho_A(0)]), \]  
(6)

where \( \hat{H}_A \) is the local Hamiltonian of \( A \) and \( \mathbb{I}_A \) is the identity channel on \( A \). From these we can identify the average friction during the \( n \)th interaction,
\[ f_n = \frac{\delta E_{S,n}}{\frac{\delta x}{\delta t}} + \frac{\delta E_{A,n}}{\frac{\delta x}{\delta t}} = \frac{1}{v} \left( \frac{\delta E_{S,n}}{\delta t} + \frac{\delta E_{A,n}}{\delta t} \right). \]  
(7)

As we will now see, under some natural assumptions, this collisional model of friction yields unexpected--and even bizarre–phenomenology at high speeds.

### A. Collisional Friction in the Zeno Regime

It is often natural to expect that nothing can happen in no time and that when things do happen they happen at a finite rate. We can capture these intuitions by making some regularity assumptions about the update maps’ behaviors around \( \delta t = 0 \). Specifically, we could assume that
\[ \Phi_S(\delta t) \to \mathbb{I}_S \]  
and
\[ \Phi_{A,n}(\delta t) \to \mathbb{I}_A \]  
as \( \delta t \to 0 \),

and that,
\[ \Phi'_S(0) \]  
and \( \Phi'_{A,n}(0) \) exist

where the primes indicate a derivative with respects to \( \delta t \). For instance, these assumptions hold if the unitary matrix, \( U(\delta t) \), in \([3] \) and \([4] \) describing the interaction between \( S \) and \( A \) are generated by a Hamiltonian, \( \hat{H} \), which is independent of \( v \) (and therefore of \( \delta t \)). That is, \( U(\delta t) = \exp(-i\hat{H}\delta t/h) \).

Given these regularity assumptions, it follows that the friction decays as \( 1/v \) as \( v \to \infty \). Specifically taking the limit \( v \to \infty \) (or equivalently \( \delta t \to 0 \)) in \([7] \) we find,
\[ f_n = \frac{1}{v} Tr_S(\hat{H}_S \Phi_S'(0)[\rho_S(n\delta t)]) \]
(10)
\[ + \frac{1}{v} Tr_A(\hat{H}_A \Phi_{A,n}'(0)[\rho_A(0)]) + o(v^{-1}), \]

for large \( v \). Note that we are using small-o notation here since we have not assumed \( \Phi_S(\delta t) \) and \( \Phi_{A,n}(\delta t) \) are second differentiable at \( \delta t = 0 \). This means we see less friction as we go faster. This goes against a common intuition that friction is a penalty for going fast – in Zeno friction, we see no friction.

As a concrete example, suppose that the unitary matrix governing the interaction is given by
\[ U(\delta t) = \exp(-i\hat{H}\delta t/h) \]  
where \( \hat{H} = \hat{H}_S + \hat{H}_A + \hat{H}_{SA} \)

with \( \hat{H} \) independent of the systems’ relative velocity, \( v \). In this case we can easily compute \( \Phi'_S(0) \) and \( \Phi'_{A,n}(0) \) (as in \([11] \)). From \([11] \) we have
\[ \Phi'_S(0)[\rho_S] = \frac{-i}{h}[\hat{H}_S + \text{Tr}_A(\hat{H}_{SA}\rho_A(0)), \rho_S] \]
(12)
\[ = \frac{-i}{h} \text{Tr}_A([\hat{H}_S + \hat{H}_{SA}, \rho_S \otimes \rho_A(0)]). \]
From this we can compute the first term in (10) to be
\[ \frac{1}{v} \text{Tr}_S (\hat{H}_S \Phi'_S(0)[\rho_S(n \delta t)]) \]
\[ = -\frac{1}{v} \frac{i}{\hbar} \text{Tr}_{SA} (\hat{H}_S [\hat{H}_S + \hat{H}_{SA}, \rho_S \otimes \rho_A(0)]) \]
\[ = -\frac{1}{v} \frac{i}{\hbar} \text{Tr}_{SA} ([\hat{H}_S, \hat{H}_S + \hat{H}_{SA}] \rho_S \otimes \rho_A(0)) \]
\[ = -\frac{1}{v} \frac{i}{\hbar} ([\hat{H}_S, \hat{H}_{SA}]) \]
where we have used the identity \( \text{Tr}(AB) = Tr(A|B|C) = Tr(|A|B|C) \) and defined \( \langle . \rangle_n \) as the expectation value taken with respects to the joint state at \( t = n \delta t \), that is \( \rho_S(n \delta t) \otimes \rho_A(0) \). The second term in (10) can be computed by the same method to be \( -\frac{1}{v} \frac{i}{\hbar} ([\hat{H}_A, \hat{H}_{SA}]) \).

Thus in total the friction is
\[ f_n = \frac{1}{v} \frac{i}{\hbar} [\hat{H}_{SA}, \hat{H}_S + \hat{H}_A] + O(v^{-2}). \tag{14} \]

Note that as expected the presence of friction is directly related to the non-conservation of the systems’ local energy under the interaction Hamiltonian.

This phenomena of decreasing friction at higher velocities is not the sort of velocity dependence that we are used to seeing in our everyday encounters with friction; typically the amount of friction either increases or stays constant at increasing speeds. One is led to wonder: at what speeds do we expect to start seeing Zeno friction?

To estimate the speeds associated with Zeno friction, let us consider a particle travelling through the air at a speed \( v \) interacting with nitrogen molecules via a Van der Waals interaction (with energy scale \( E = 10^{-20} J = 62 \text{ meV} = 95 \hbar \text{ THz} \)) as it crosses their Van der Waals radius (\( r = 0.23 \text{ nm} \)). The perturbative expansion underlying (10) and (14) requires that the amount of evolution happening in each interaction is small, \( \delta t E/\hbar \ll 1 \). Taking the duration of the interaction to be the crossing time, \( \delta t = 2r/v \), we find this requires,
\[ v \gg \frac{2rE}{\hbar} = 43 \text{ km/s} = 1.5 \times 10^{-4} \text{ c}. \tag{15} \]

An important caveat to our prediction of Zeno Friction at high velocities is that the interaction must obey the regularity assumptions, [5] and [6]. These can be naturally negated by taking the coupling strength between \( S \) and \( A \) to increase with their relative velocity. For example, if \( U(\delta t) \) is generated by \( H = vH_0 \) then \( U(\delta t) = \exp(-iH_0 \delta x/\hbar) \) as \( \delta t \to 0 \); That is, something happens in no time. Such velocity dependent couplings could arise naturally if the systems couple to each others external/kinetic degrees of freedom.

Barring this possibility, we expect to see Zeno friction at high velocities. That is, we predict that for velocity independent couplings the amount of friction will begin decreasing at high enough speeds.

In order to explore friction at low velocities (outside of the Zeno regime) and the possibility of velocity dependent couplings we will now particularize to a simplified class of collision models. Using these models we be able to reproduce the common friction-velocity profiles we experience everyday. We will also explore scenarios within this model exhibiting anti-friction.

III. ONE-DIMENSIONAL CONVEX COLLISION MODELS

A. Motivation and Definition

One of the most widely used collision models [12–16] is the partial swap interaction first described in [17]. It consists of a system, \( S \), interacting with an ancilla, \( A \), via the partial swap Hamiltonian, \( H_{sw} = hJ U_{sw} \), where \( U_{sw} \) is the unitary matrix which swaps the states of \( S \) and \( A \) as \( U_{sw}(|S \rangle \otimes |A \rangle) = |A \rangle \otimes |S \rangle \). Note that \( U_{sw} \) is self-adjoint, \( U_{sw} = U_{sw}^\dagger \), as well as unitary such that \( U_{sw}^2 = \hat{1}_S \).

Evolution under the partial swap Hamiltonian for a time \( t \) is described by the partial swap unitary,
\[ U(t) = \exp(-i \hat{H}_{sw} t/\hbar) = \cos(Jt) \hat{1}_S - i \sin(Jt) U_{sw} \tag{17} \]
where \( \hat{1}_S \) is the identity operator on the joint system \( SA \). Evolving by this unitary from an initially uncorrelated state, the reduced state of the system is,
\[ \rho_S(t) = \text{Tr}_A (U(t)(\rho_S(0) \otimes \rho_A(0)) U(t)^\dagger) \tag{18} \]
\[ = \cos(2Jt) \rho_S(0) + \sin(2Jt) \rho_A(0) - i \sin(Jt) \rho_A(0) \text{Tr}_A ([U_{sw}, \rho_S(0) \otimes \rho_A(0)]) \]

A similar expression holds for the reduced state of the ancilla. The cross terms in these expressions vanish if \( \rho_S(0) \) and \( \rho_A(0) \) are diagonal in the same basis yielding,
\[ \rho_S(t) = \cos(Jt)^2 \rho_S(0) + \sin(Jt)^2 \rho_A(0) \tag{19} \]
\[ \rho_A(t) = \cos(Jt)^2 \rho_A(0) + \sin(Jt)^2 \rho_S(0) \tag{20} \]

That is, the system and ancilla oscillate between their own initial states and the other’s initial state at a rate \( J \).

Note that each system evolves within a one-dimensional space as a convex combination of two fixed endpoints. We can regard this evolution as the information about the system’s initial condition is being passed from \( S \) to \( A \) and back in the same way that a harmonic oscillator passes its energy between its position (potential energy) and momentum (kinetic energy).

More realistically one might expect that during this interaction the ancilla is connected to a larger environment.

\[ ^2 \text{“Same” here meaning that } U_{sw}(\rho_S(0) \otimes \hat{1}_A) U_{sw}^\dagger = \hat{1}_S \otimes \rho_S(0) \text{ and } \hat{1}_S \otimes \rho_A(0) \text{ are diagonal in the same basis.} \]
into which it leaks some information about the system’s initial condition at some rate, \( \gamma_A \). Using our harmonic oscillator analogy, one can imagine that the information about the system’s initial state is stored in system A but dissipated into the environment in the same way that the energy of a damped oscillator is stored as potential energy but dissipated while it is in motion. Motivated by this analogy, one can model the effect of A’s environment by taking

\[
\rho_S(t) = \rho_S(0) + (1 - \rho_S(t)) \rho_A(0), \quad (21)
\]

\[
\rho_A(t) = \rho_A(0) + (1 - \rho_A(t)) \rho_S(0), \quad (22)
\]

with

\[
\phi_S(t) = e^{-2\gamma_A t} \left( \frac{J^2}{\omega^2} \sin(\omega t) \right)^2, \quad (23)
\]

\[
\phi_A(t) = 1 - e^{-2\gamma_A t} \left( \frac{J^2}{\omega^2} \sin(\omega t) \right)^2, \quad (24)
\]

and \( \omega = \sqrt{J^2 - \gamma_A^2} \) is the damped oscillation rate. Note that if \( \gamma_A > J \) the oscillation is over-damped. Figure 2a,b) shows the evolution of the two systems coupled this way when under damped and critically damped.

Alternatively, one could imagine that instead of swapping their initial states back and forth, the systems interact by repeatedly entangling and then disentangling. For example, the joint system could evolve as

\[
\rho_{SA}(t) = \phi(t) \rho_S(0) \otimes \rho_A(0) + (1 - \phi(t)) |\psi\rangle \langle \psi|, \quad (25)
\]

where \(|\psi\rangle\) is a maximally entangled state and \(\phi(t) \in [0,1]\) describes the systems’ evolution. In this case the dynamics of the systems’ reduced states are,

\[
\rho_S(t) = \phi(t) \rho_S(0) + (1 - \phi(t)) \hat{S}/D_S, \quad (26)
\]

\[
\rho_A(t) = \phi(t) \rho_A(0) + (1 - \phi(t)) \hat{A}/D_A, \quad (27)
\]

where \(D_S\) and \(D_A\) are the dimensions of the system and ancilla respectively. Again note that each system evolves within a one-dimensional space as a convex combination of two fixed endpoints.

We can capture the common elements of these examples in the following definition. In a one-dimensional convex collision model the nth interaction updates the system and ancilla states as

\[
\rho_S(n \delta t) \rightarrow \phi_S(\delta t) \rho_S(n \delta t) + (1 - \phi_S(\delta t)) \rho_{S,\otimes}, \quad (28)
\]

\[
\rho_A(n \delta t) \rightarrow \phi_{A,n}(\delta t) \rho_A(n \delta t) + (1 - \phi_{A,n}(\delta t)) \rho_{A,\otimes,n}, \quad (29)
\]

for some \(\phi_S(\delta t)\) and \(\phi_{A,n}(\delta t) \in [0,1]\) and some target states \(\rho_{S,\otimes}\) and \(\rho_{A,\otimes,n}\). As in a generic collision model, we allow the details of the ancilla’s update to depend on the interaction number, \(n\), via a linear dependence on the current state of the system, \(\rho_S(n \delta t)\).

While in general both \(\rho_{A,\otimes,n}\) and \(\phi_{A,n}(\delta t)\) can depend on \(n\), we will now assume for simplicity that \(\phi_{A,n}(\delta t)\) is independent of \(n\). Note that this is the case in all of our motivational examples.

### B. Friction in one-dimensional convex collision models

We will now calculate the average friction during the nth interaction, \(f_n\), for a generic one-dimensional convex collision model.

First we note that the system’s update equation, \(\rho_{S,\otimes}\), can be easily solved yielding,

\[
\rho_S(n \delta t) = \phi_S(\delta t)^n \rho_S(0) + (1 - \phi_S(\delta t)^n) \rho_{S,\otimes}. \quad (30)
\]

Next, we note that there is a natural interpolation scheme between the discrete time steps, \(t = n \delta t\), given by,

\[
\rho_S(t) = e^{-\Gamma t} \rho_S(0) + (1 - e^{-\Gamma t}) \rho_{S,\otimes}, \quad (31)
\]

where

\[
\Gamma = \frac{1}{\delta t} \ln(\phi_S(\delta t)). \quad (32)
\]

See Fig 2c) for an illustration of such an interpolation scheme. Note that the interpolation scheme exactly matches the system state at the end of every interaction. Furthermore, if \(\phi_S(\delta t) = 0\) (such that the system reaches its target state after just one interaction and stays there) then \(\Gamma = \infty\). Thus in this case the interpolation scheme predicts system reaches its target state just after \(t = 0\) and stays there.

Recall that the dependence on \(n\) of the ancilla’s target state is assumed to come from a linear dependence on \(\rho_S(n \delta t)\). Using this linearity we know that the ancilla’s target state must evolve as

\[
\rho_{A,\otimes,n} = \phi_S(\delta t)^n \rho_{A,\otimes,0} + (1 - \phi_S(\delta t)^n) \rho_{A,\otimes,\infty}. \quad (33)
\]

Next, from equation [30] we can compute the system’s internal energy at \(t = n \delta t\) as,

\[
E_S(n \delta t) = \phi_S(\delta t)^n E_S(0) + (1 - \phi_S(\delta t)^n) E_{S,\otimes}. \quad (34)
\]

where \(E_S(0) = \text{Tr}(\hat{H}_S \rho_S(0))\) is the system’s initial energy and \(E_{S,\otimes} = \text{Tr}(\hat{H}_S \rho_{S,\otimes})\) is the energy of the system’s target state. From this we can compute the change in the system’s energy during the nth interaction,

\[
\delta E_{S,n} = (1 - \phi_S(\delta t)) \phi_S(\delta t)^n (E_{S,\otimes} - E_S(0)). \quad (35)
\]

Note that this is just a geometric sequence with a common ratio \(\phi_S(\delta t)\) and normalized to have a sum of \(E_{S,\otimes} - E_S(0)\).

Similarly we can calculate that after the nth interaction the energy of the nth ancilla is,

\[
E_{A,n} = \phi_A(\delta t) E_A(0) + (1 - \phi_A(\delta t)) E_{A,\otimes,n}. \quad (36)
\]

where \(E_A(0) = \text{Tr}(\hat{H}_A \rho_A(0))\) is the energy of the ancilla’s initial state and \(E_{A,\otimes,n} = \text{Tr}(\hat{H}_A \rho_{A,\otimes,n})\) is the energy of the nth ancilla’s target state. The change in the ancilla’s energy due to this interaction is,

\[
\delta E_{A,n} = (1 - \phi_A(\delta t)) (E_{A,\otimes,n} - E_A(0)). \quad (37)
\]
FIG. 2. (Color online.) The dynamics of two systems (S-solid, A-dashed) evolving under the damped partial swap interaction described in equation \([21]\) and \([22]\). In figure a) the dynamics is under damped with \(J = 1\) and \(\gamma_A = 1/20\). In figure b) the evolution is critically damped with \(J = 1\) and \(\gamma_A = 1\). In figure c) the evolution of the system (solid) is tracked through its interactions with several ancillas \((J = 1, \gamma_A = 1/300, \delta t = 8.7\). Note that every \(\delta t\) the system meets a new ancilla and begins oscillating between its new initial state and the initial state of the new ancilla. An exponential interpolation scheme (dashed) is also plotted. Note that the interpolation exactly matches the system state at the end of every interaction.

From these we find that the friction averaged over the \(n^{th}\) interaction is

\[
\begin{align*}
    f_n &= (1 - \phi_S(\delta t)) E_{S,0} - E_S(0) \\
    &+ (1 - \phi_A(\delta t)) E_{A,0} - E_A(0).
\end{align*}
\]

(38)

That is, in the \(n^{th}\) interaction the system takes an (ever diminishing) step towards its target state while the \(n^{th}\) ancilla takes it first (and only) step towards its target state.

We will now separate this friction into permanent/transient parts that remain/vanish as \(n \to \infty\). Specifically, we find

\[
    f_\infty = (1 - \phi_A(\delta t)) E_{A,\infty} - E_A(0)
\]

(39)

for the permanent friction.

Note that at late times the system has always reached its target state so the only energy cost is moving each ancilla one step towards its target state at \(n = \infty\). Thus the permanent friction depends only on the dynamics of the ancillas.

The transient part of the friction is defined as

\[
    f_{\text{transient},n} := f_n - f_\infty
\]

(40)

\[
    = (1 - \phi_S(\delta t)) \phi_S(\delta t)^n E_{S,0} - E_S(0)
\]

\[
    + (1 - \phi_A(\delta t)) E_{A,0} - E_{A,\infty}.
\]

The first term in the expression is associated with the system approaching its target state, \(\rho_S(0) \to \rho_{S,0}\). Similarly the second term is associated with the ancilla’s target state approaching its final target state, \(\rho_{A,0} \to \rho_{A,\infty}\). From \([33]\) and the linear dependence of \(E_{A,0} \to E_{A,\infty}\) we have

\[
    E_{A,0} - E_{A,\infty} = \phi_S(\delta t)^n (E_{A,0} - E_{A,\infty}).
\]

(41)

Thus the second term in \([40]\) also decays geometrically at a rate \(\phi_S(\delta t)\) each interaction. Factoring this decay out of both terms we find

\[
    f_{\text{transient},n} = f_{\text{tr}} \exp(-\Gamma n \delta t) = f_{\text{tr}} \phi_S(\delta t)^n
\]

(42)

where

\[
    f_{\text{tr}} := f_{\text{transient},0} = (1 - \phi_S(\delta t)) E_{S,0} - E_S(0)
\]

(43)

\[
    + (1 - \phi_A(\delta t)) E_{A,0} - E_{A,\infty}.
\]

Thus

\[
    f_n = f_\infty + f_{\text{tr}} \exp(-\Gamma n \delta t)
\]

(44)

and so \(f_n\) is fully captured by the quantities, \(f_\infty, f_{\text{tr}}\) and \(\Gamma\). Note that while we are characterizing the friction in terms of the interpolation parameter, \(\Gamma\), our analysis only ever evaluated the states and energies of the systems at times, \(t = n \delta t\), where the interpolation scheme is exact. The above equation can equivalently be interpreted as saying the transient friction decays geometrically by a factor of \(\phi_S(\delta t)\) each interaction. The benefit of using the interpolation scheme is that it allows for fair comparisons of this decay for systems with different \(\delta t\) (or equivalently travelling at different speeds). We will now make some general comments about each of these quantities.

First we note the the permanent friction, \(f_\infty\), and the transient friction, \(f_{\text{tr}}\), can both be either positive or negative depending on the energies of the system and ancilla’s initial and target states. Specifically, we expect to see anti-friction when the energy of the system and ancilla’s target state is lower than their initial state. As we will discuss later, such situations arise naturally from states with inverted populations.

Next we note that \(f_\infty, f_{\text{tr}}\), and \(\Gamma\) can all depend on the systems’ relative velocity through their dependence on \(\delta t = \delta x/v\).

Finally, we note that the magnitude of the permanent
and transient friction are both bounded as
\[ |f_\infty| \leq \frac{|E_{A,\infty} - E_A(0)|}{\delta x}, \]
\[ |f_{tr}| \leq \frac{|E_S,0 - E_S(0)|}{\delta x} + \frac{|E_{A,\infty} - E_{A,\infty}|}{\delta x}, \]
and therefore so is the total friction. Note that bounds are velocity independent, such that this model cannot predict \( f \sim v \) for all \( v \). However we can predict this velocity profile in the slow velocity regime as we shall see.

As we discussed in Section II A, the friction at high velocities depends on how the systems’ update maps behave for small \( \delta t \). For instance, suppose our regularity assumptions, \( [5] \) and \( [6] \), are satisfied such that we can expand \( \phi_S(\delta t) \) and \( \phi_A(\delta t) \) around \( \delta t = 0 \) as,
\[ \phi_S(\delta t) = 1 - \delta t \phi_S,1 + \mathcal{O}(\delta t^2), \]
\[ \phi_A(\delta t) = 1 - \delta t \phi_A,1 + \mathcal{O}(\delta t^2), \]
then for large velocities we can expand the friction parameters as,
\[ f_\infty(v) = \frac{E_{A,\infty} - E_A(0)}{v} \phi_A,1 + \mathcal{O}(v^{-2}), \]
\[ f_{tr}(v) = \frac{E_S,0 - E_S(0)}{v} \phi_S,1 + \frac{E_{A,\infty} - E_{A,\infty}}{v} \phi_A,1 + \mathcal{O}(v^{-2}), \]
\[ \Gamma(v) = \phi_S,1 + \mathcal{O}(v^{-1}). \]
Note that as expected the magnitude of the friction goes as \( 1/v \) for large \( v \), that is we see Zeno Friction.

If we do not meet these regularity assumptions then at high velocities we will not see Zeno friction. For instance, if \( \phi_S(\delta t \rightarrow 0) = 1 - F_S \) and \( \phi_A(\delta t \rightarrow 0) = 1 - F_A \) then
\[ f_\infty(v \rightarrow \infty) = \frac{E_{A,\infty} - E_A(0)}{\delta x} F_A, \]
\[ f_{tr}(v \rightarrow \infty) = \frac{E_S,0 - E_S(0)}{\delta x} F_S + \frac{E_{A,\infty} - E_{A,\infty}}{\delta x} F_A \]
\[ \Gamma(v \rightarrow \infty) = \ln(F_S) \frac{v}{\delta x} + \mathcal{O}(1), \]
for large \( v \). That is, the permanent and transient friction both approach constant values at high speeds, although the transient friction will vanish quickly since the decay rate becomes large.

The friction at low velocities depends on how the system and ancillas interact for long times. For instance, if \( \phi_S(\delta t \rightarrow \infty) = 1 - F_S \) and \( \phi_A(\delta t \rightarrow \infty) = 1 - F_A \) then
\[ f_\infty(v \rightarrow 0) = \frac{E_{A,\infty} - E_A(0)}{\delta x} F_A, \]
\[ f_{tr}(v \rightarrow 0) = \frac{E_S,0 - E_S(0)}{\delta x} F_S + \frac{E_{A,\infty} - E_{A,\infty}}{\delta x} F_A \]
\[ \Gamma(v \rightarrow 0) = 0. \]
That is, the permanent and transient friction both approaches a constant at zero speeds. Note that since the decay rate goes to zero, so the transient friction will vanish very slowly.

If instead \( \phi_S(\delta t) \) and \( \phi_A(\delta t) \) decay polynomially to 1 for large \( \delta t \) as,
\[ \phi_S(\delta t) = 1 - \delta t^{p} \phi_{S,p}, \]
\[ \phi_A(\delta t) = 1 - \delta t^{p} \phi_{A,p}, \]
for some \( p > 0 \) then we find for small velocities,
\[ f_\infty(v) = \frac{E_{A,\infty} - E_A(0)}{\delta x^{p+1}} \phi_{A,p} v^p, \]
\[ f_{tr}(v) = \frac{E_S,0 - E_S(0)}{\delta x^{p+1}} \phi_{S,p} v^p + \frac{E_{A,\infty} - E_{A,\infty}}{\delta x^{p+1}} \phi_{A,p} v^p \]
\[ \Gamma(v) = \phi_{S,p} v^p \delta x^{p+1}. \]
Thus we can recover any scaling behavior for small velocities by picking an appropriate exponent, \( p \).

IV. EXAMPLES

We will now consider several example scenarios.

A. Damped Partial Swap Interaction

Consider a spin qubit, \( S \), moving at a speed \( v \) relative to a line of spin qubit ancillas. Suppose that the ancillas are separated by a distance \( \delta x \) and that the system interacts only with the nearest ancilla such that it meets a new ancilla, \( A \), every \( \delta t = \delta x/v \). Suppose that the system and ancillas are initially in thermal states,
\[ \rho_S(0) = (1 + \sigma_S(0)\sigma_z)/2, \quad \hat{H}_S = \hbar \omega_S \sigma_z/2, \]
\[ \rho_A(0) = (1 + \sigma_A(0)\sigma_z)/2, \quad \hat{H}_A = \hbar \omega_A \sigma_z/2, \]
with respect to their local Hamiltonians. Note that for either system \( (X = S, A) \), \( \alpha_X = -1 \) corresponds to the ground state \( (n = 0) \) with the system’s temperature increasing as \( a \) increases. At \( a_X = 0 \) the state is at infinite temperature, maximally mixed \( (n = 1/2) \). For \( a_X > 0 \) the state has an inverted population \( (n > 1/2) \).

Suppose the system couples to each ancilla via the isotropic spin coupling, \( \hat{H}_{SA} = \hbar J \hat{S} \cdot \hat{\sigma}_A \). As discussed in Section III A this coupling induces a partial swap interaction between the systems and corresponds to the one-dimensional convex collision model, \( [23] \), with
\[ \phi_S(\delta t) = \cos(J \delta t)^2, \quad \rho_{S,\infty} = \rho_A(0), \]
\[ \phi_A(\delta t) = \cos(J \delta t)^2, \quad \rho_{A,\infty} = \rho_S(n \delta t). \]
This situation can be modified to include each ancilla dissipating information into its environment at a rate \( \gamma_A \) by instead taking \( \phi_S(\delta t) \) and \( \phi_A(\delta t) \) to be
\[ \phi_S(\delta t) = e^{-2\gamma_A \delta t}(\cos(\omega \delta t) + \frac{\gamma_A}{\omega} \sin(\omega \delta t))^2, \]
\[ \phi_A(\delta t) = 1 - e^{-2\gamma_A \delta t} \frac{\omega^2}{\omega^2} \sin(\omega \delta t)^2, \]
where $\omega = \sqrt{J^2 - \gamma_A^2}$ is the damped oscillation rate. If the oscillation is overdamped, $\gamma_A > J$, then $\omega$ is imaginary. The identities, $\cos(ix) = \cosh(x)$ and $\sin(ix) = i\sinh(x)$ are useful in this case.

Computing the average friction during the $n^{th}$ interaction we find, $f_n = f_\infty + f_{tr} \exp(-\Gamma_n \delta t)$ where,

$$f_\infty(v) = 0$$

$$f_{tr}(v) = \left( h\omega_S \left( 1 - e^{-2\gamma_A \delta x/v} \cos\left( \frac{\omega \delta x}{v} \right) + \frac{\gamma_A}{\omega} \sin\left( \frac{\omega \delta x}{v} \right) \right) \right)^2 - h\omega_A J^2 \frac{\omega^2}{\omega^2 - \gamma_A^2} e^{-2\gamma_A \delta x/v} \sin\left( \frac{\omega \delta x}{v} \right)^2 \frac{a_A(0) - a_S(0)}{\delta x}$$

$$\Gamma(v) = 2\gamma_A - \frac{2v}{\delta x} \ln\left[ \cos\left( \frac{\omega \delta x}{v} \right) + \frac{\gamma_A}{\omega} \sin\left( \frac{\omega \delta x}{v} \right) \right].$$

Note that the friction is entirely transient. This is because at late times the system has reached its target state, $\rho_S(\infty) = \rho_S = \rho_A(0)$, which is the ancilla’s initial state. Thus at late times the partial swap interaction does not affect the reduced state of either system.

For large velocities we can expand the friction as a series in $1/v$ to find,

$$f_{tr}(v) = \frac{hJ^2 \delta x}{v^2} \left( \omega_S - \omega_A \right) (a_A(0) - a_S(0)) + O(v^{-3})$$

$$\Gamma(v) = \frac{J^2 \delta x}{v} + O(v^{-2}).$$

We note that these expansions hold independently of whether the evolution is over-, under-, or critically damped. As predicted in Sec II A, the magnitude of the friction goes to zero as the velocity increases.

We see from (62) that the transient friction at large velocities can be either positive or negative depending on the relative energy gaps and initial polarizations. Most strikingly, we see anti-friction at high velocities when the system with the higher energy gap also has a higher population number.

Taking the limit of small velocities we find

$$f_{tr}(v \to 0) = \frac{h\omega_S \delta x}{v} \left( a_A(0) - a_S(0) \right),$$

$$\Gamma(v \to 0) = \begin{cases} 2\gamma_A, & \gamma_A \leq J \\ 2\gamma_A - 2\sqrt{\gamma_A^2 - J^2}, & \gamma_A > J \end{cases}$$

and once again the transient friction as $v \to 0$ can be either positive or negative depending on the initial polarizations. At low velocities anti-friction is clearly manifest when the system is more populated than the ancillas. This is the case (for instance) if the ancillas are all in their ground state.

At intermediate velocities the transient friction can oscillate and change sign as shown in Fig 3.

In this and the following figures we have picked our dimensionful quantities along the lines of the Van der Waals interaction example discussed above after [15]. For reference, a force of $F = 0.1$ nN acting on a nitrogen atom with mass $m = 14$ amu results in an acceleration of $4.3 \times 10^{15}$ m/s$^2$. From an initial speed of 10 km/s, this force stops the atom in 2.3 ps over a distance of 11 nm. Travelling this distance, the atom would cross 50 Van der Waals radii.

We can modify this scenario to avoid Zeno friction (i.e., to have friction at large velocities) by having a velocity dependent coupling. For example we could take the coupling strength $J$ to be velocity dependent, with $J = k v$ for some $k$. Calculating the friction in this case yield the same result as before, but with $\omega = \sqrt{k^2 v^2 - \gamma_A^2}$. Note that for large velocities the dynamics is always underdamped. Likewise for small velocities the dynamics is always over damped.

For large velocities, we can expand the transient friction and decay rate

$$f_{tr}(v) = \frac{h \sin(k \delta x)^2}{\delta x} \left( \omega_S - \omega_A \right) (a_A(0) - a_S(0)) + O(v^{-1})$$

$$\Gamma(v) = \frac{v}{\delta x} \log(\sec(k \delta x)^2) + O(1).$$

and, as anticipated, in this case the friction does not decay as $1/v$ for large $v$. However since the decay rate $\Gamma$ is proportional to $v$, the friction at high velocities decays quickly. Anti-friction will take place at high velocities when the system with the higher energy gap also has a higher population number.

For small velocities we obtain

$$f_{tr}(v) = \frac{k^2 v h\omega_S}{\gamma_A} (a_A(0) - a_S(0)) + O(v^2)$$

$$\Gamma(v) = \frac{k^2 v^2}{\gamma_A} + O(v^3)$$

upon expansion. In this regime we recover the usual friction dependence $f \sim v$. Moreover note that in this regime the friction’s decay rate is very small, meaning that while the friction is entirely transient it will last a relatively long time. As in the previous example, we see anti-friction when the system has a higher population number than the ancillas.

Figure 4 shows the behavior of the friction at intermediate velocities. Note that the dynamics can be critically
damped at intermediate velocities.

B. Entangling-disentangling Interactions

Next let us consider the second motivating example described in Sec. III A in which the system and ancilla repeatedly entangle and disentangle with each other. As discussed above this dynamics can be described by the one-dimensional convex collision model with,

\[ \phi_S(\delta t) = \epsilon + (1 - \epsilon) \cos(J \delta t)^2, \quad \rho_{S,\omega} = \hat{1}_S/D_S, \quad (69) \]
\[ \phi_A(\delta t) = \epsilon + (1 - \epsilon) \cos(J \delta t)^2, \quad \rho_{A,\omega,n} = \hat{1}_A/D_A \quad (70) \]

for some \(0 \leq \epsilon \leq 1\) and some oscillation rate \(J\). Note that if \(\epsilon \neq 0\) then the system and ancilla are never maximally entangled with each other.

From these we compute

\[ f_\infty(v) = (1 - \epsilon) \sin\left(\frac{J \delta x}{v}\right) \frac{E_{A,\omega,\infty} - E_A(0)}{\delta x}, \]
\[ f_{tr}(v) = (1 - \epsilon) \sin\left(\frac{J \delta x}{v}\right) \frac{E_{S,\omega} - E_S(0)}{\delta x}, \quad (71) \]
\[ \Gamma(v) = \frac{v}{\delta x} \text{Ln} \left(1 - (1 - \epsilon) \sin\left(\frac{J \delta x}{v}\right)^2\right) \]

and find that at all velocities, the transient and permanent friction are each negative if and only if the systems’ initial states are at higher energies than the maximally mixed states, or in other words when the population numbers of the state are skewed towards higher energies. In this case the presence of anti-friction is directly tied to inverted populations.

Expanding the quantities in (71) at large velocities yields

\[ f_\infty(v) = (1 - \epsilon) \frac{J^2 \delta x^2}{v^2} \frac{E_{A,\omega,\infty} - E_A(0)}{\delta x} + \mathcal{O}(v^{-4}) \]
\[ f_{tr}(v) = (1 - \epsilon) \frac{J^2 \delta x^2}{v^2} \frac{E_{S,\omega} - E_S(0)}{\delta x} + \mathcal{O}(v^{-4}) \quad (72) \]
\[ \Gamma(v) = \frac{J^2 \delta x}{v} (1 - \epsilon) + \mathcal{O}(v^{-3}). \quad (73) \]

and see that, as predicted by Section III A, the friction decays towards zero for large enough velocities.

For small velocities, both the permanent and transient oscillate as \(\sin(1/v)^2\) and therefore do not converge as \(v \to 0\), though the decay rate does converge to zero: \(\Gamma(v \to 0) = 0\). Figure 5 shows the behavior of the friction at intermediate velocities.

We can modify this example by taking the coupling strength to be velocity dependent. For example, taking \(J = k v\) for some \(k\) we find

\[ f_\infty(v) = \sin(k \delta x)^2 (1 - \epsilon) \frac{E_{A,k} - E_A(0)}{\delta x} \quad (74) \]
\[ f_{tr}(v) = \sin(k \delta x)^2 (1 - \epsilon) \frac{E_{S,k} - E_S(0)}{\delta x} \quad (75) \]
\[ \Gamma(v) = \frac{v}{\delta x} \text{Ln} \left(1 - (1 - \epsilon) \sin(k \delta x)^2\right) \quad (76) \]

where we see that \(f_\infty\) and \(f_{tr}\) do not depend on velocity. The decay rate \(\Gamma\) is now simply proportional the the systems’ relative velocity. We plot this in Figure 6. Note that at small velocities the transient friction decays very slowly.

![Graph](image-url)
with energy $E$ from each other. The system is initially in a state with energy $E_0$ and evolves towards its maximally mixed state $\rho(t) = 1$ with an internal energy scale, $\hbar \omega_0 = 1.2 \text{ eV}$. The ancillas are each initially in their maximally mixed state, $\rho_A(0) = 0$, and have an internal energy scale, $\hbar \omega_A = 0.6 \text{ eV}$. The systems couple via an isotropic spin coupling with a velocity dependent coupling strength $J = k v$ with $k = 55 \text{ nm}^{-1}$. The ancillas leak information into their environment at a rate, $\gamma_A = 165 \text{ THz}$. The evolution is underdamped for large velocities, overdamped for small velocities, and critically damped at speed $v_c = \gamma_A/k = 3 \text{ km/s}$, with a frequency $\omega = 100 \text{ THz}$. The velocity dependent decay rate of the friction is depicted in diagram (a) at the left, and the velocity dependence of the friction is shown at times $t = 0, 1, 2, 3 \text{ fs}$ at the right in (b) as it decreases towards zero.

V. DISCUSSION

A. Anti-friction in active/inverted media

As we have shown, anti-friction arises in our model when the initial states of the system and ancillas have higher energies than their target states. As they approach their final states their internal energies are lowered. In our model the energy released by this process goes to the external agent controlling the motion of the systems. As we have argued, if the systems are moving under their own inertia, the excess energy will go into their kinetic energies, speeding them up. We note this conclusion may not hold if the interaction between the atom and the surface is mediated through some other system, say a quantum field. In this case, the excess energy could be absorbed by the field or carried off as radiation.

Under what conditions can we expect the systems’ target states to be of higher energy than their initial states? In the example discussed in Sec. IV B the systems’ target states are both the maximally mixed states. Thus we saw anti-friction when the systems had inverted populations, that is with population distributions skewed towards higher energies. In this example, in order to have non-transient anti-friction the ancilla states must be inverted. This suggests that a particle travelling through an active media, such as lasing media, could be accelerated as it travels through it. Of course, as with lasing, this process would deplete the medium, which would have to be continuously repumped.

However, as we saw in section IV A inverted populations are not necessary for anti-friction. In this exam-
In the introduction, we contrasted our approach to building a quantum model of friction with the Casimir-type quantum friction considered elsewhere. Namely, our method simplifies the scenario somewhat by not including the quantum field which mediates the interaction. However, our approach adds additional features to the neutral object, namely an internal structure. In the Casimir approach the neutral objects are treated as boundary conditions against which the quantum field theory equations are solved. That is they ignore the internal structure of the macroscopic objects that set the boundary conditions.

While these two approaches are very different, they can produce similar scales of force and velocities. For instance in [9] forces of $\sim 10^{-10}$ N are seen at velocities of $10^{-4} c = 30$ km/s in line with the results of this paper.

Another point of comparison with these models is how the friction scales with velocity at low speeds. For instance in [4] it was found that $f \sim v^3$. While we did not find this particular scaling in any of our examples, our model can predict such scaling, as discussed above.

Additionally, it is worth discussing to what degree these approaches can model destructive friction. That is, friction which breaks or rearranges the bonds between the components of a rough surface. It is unclear how the Casimir-type could model destructive friction since it does not even consider the surface as being composed of bound parts.

It is easier to see how the collisional approach could model destructive friction; the energy cost of breaking these bonds could be included in the uncilla’s energy. However, if the ancillas are sufficiently coupled to each other they may become correlated, violating our assumption that the ancilla states are independent.

3 We do note that in [9] and [7] the friction induced on an atom moving over a surface is computed, treating the atom as an Urruh-DeWitt detector or harmonic oscillator respectively, i.e. with internal structure. However, we note that in these works the surface is still treated as a boundary condition.
VI. CONCLUSION

We analyzed the friction induced on a quantum system as it moves over a surface composed of other quantum systems, i.e., we modeled both the system and the surface as quantum systems. The interactions are described by a generic collision model, with the moving system interacting with the constituents of the surface one at a time.

With only mild regularity assumptions about their interaction, we found, unexpectedly, that the magnitude of the friction decays as $1/v$ for large enough velocities. We term this phenomena Zeno friction because it involves short interactions at a rapid rate.

To explore friction at low velocities and with velocity dependent couplings we motivated and developed what we call one-dimensional convex collision models. These models include the ubiquitous partial swap interaction (which we show can be modified to include the surface dissipating into the bulk) as well as the system repeatedly entangling and disentangling with the constituents of the surface. We computed the friction induced by such interactions in general, as well as these examples in particular.

In general, the friction decays exponentially over time from its initial value $f(0,v)$ to its final value $f(\infty,v)$ at a some rate, $\Gamma(v)$. All three of these parameters can have a very complicated velocity dependence. Moreover the friction can be negative, indicating that the system accelerates due to its interaction with the surface. We found that this phenomena is associated with a population inversion of the constituents of the surface. In addition to these extreme possibilities, we also recovered standard friction profiles ($f(v) \sim v$ and $f(v) = \text{const}$) in certain low velocity scenarios.
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Appendix A: Is the energy cost of friction always converted to heat?

It is interest to consider whether or not it is a necessary property of friction that its energy cost be converted into heat. For instance, one may ask, “Does regenerative braking in cars count as friction?” As a simpler example imagine a metal sphere dragged some distance across the carpet; Generally, the sphere will end up both hot and charged. That is, the energy cost is paid into both heat (unrecoverable) and charge (recoverable), $W_{\text{tot}} = W_{\text{heat}} + W_{\text{rec}}$. Dividing this equation by the distance traveled, $\Delta x$ we can split the total motion-resisting force into two parts, $f_{\text{tot}} = f_{\text{heat}} + f_{\text{rec}}$.

One may argue that, since the energy stored in the sphere’s charge can be recovered, say by a controlled discharge, it should not count as friction. However whether or not some store of energy is recoverable will depend on not only which energy recovery techniques are available but the frequency at which they are applied. For example, suppose that the charge on the sphere is discharged into its environment at some rate, $\Gamma_{\text{dis}}$, and that the energy released from these discharging events is converted into heat. If one performs controlled discharges on the sphere much less frequently than this rate, almost none of this charging energy is recovered. However if one discharges the sphere much more frequently than this rate, one can recover more of this energy cost before it becomes heat, yielding a lower friction.

One could imagine that with very sophisticated intervention all of the friction could be eliminated. This context dependence could be anticipated by recalling that friction is fundamentally a phenomenon associated with open systems; if we can control all parts of our systems then all friction can be removed.

Alternatively one may argue that friction should be defined as the the total motion-resisting force that one has to pull against. With respect to the above discussion, this is equivalent to making no effort to recover any of the energy cost, or of assuming the energy decays to heat very quickly. In this paper we follow this latter suggestion. Note that this allows us to apply our analysis to generic scenarios where the ability-to-recover-energy of our agents is not specified.

[1] S. Chatterjee. Tribological Properties of Pseudo-Elastic Nickel-Titanium (BiblioBazaar, 2011).
[2] E. Popova and V. L. Popov. Friction 3, 183 (2015).
[3] K. Milton, J. Hye, and I. Brevik. Symmetry 8, 29 (2016).
[4] F. Intravaia, V. E. Mkrtchian, S. Y. Buhmann, S. Scheel, D. A. R. Dalvit, and C. Henkel. J. Phys. Condens. Matter 27, 214020 (2015).
[5] F. Intravaia, R. O. Behunin, C. Henkel, K. Busch, and D. A. R. Dalvit. Phys. Rev. A 94, 042114 (2016).
[6] J. Klatt, M. B. Farias, D. A. R. Dalvit, and S. Y. Buhmann. Phys. Rev. A 95, 052510 (2017).
[7] G. Barton. New Journal of Physics 12, 113045 (2010).
[8] J. S. Høye and I. Brevik. Eur. Phys. J. D 68, 61 (2014).
[9] P. Rodríguez-Lopez and E. Martín-Martínez. Phys. Rev. A 98, 032507 (2018).
[10] M. Campisi, P. Hänggi, and P. Talkner. Rev. Mod. Phys.
[11] D. Layden, E. Martín-Martínez, and A. Kempf, Phys. Rev. A 93, 040301 (2016).
[12] C. Browne, A. J. P. Garner, O. C. O. Dahlsten, and V. Vedral, Phys. Rev. Lett. 113, 100603 (2014).
[13] G. Benenti and G. M. Palma, Phys. Rev. A 75, 052110 (2007).
[14] L. Li, J. Zou, H. Li, B.-M. Xu, Y.-M. Wang, and B. Shao, Phys. Rev. E 97, 022111 (2018).
[15] R. Uzdin and R. Kosloff, New Journal of Physics 16, 095003 (2014).
[16] D. Burgarth and V. Giovannetti, Phys. Rev. A 76, 062307 (2007).
[17] V. Scarani, M. Ziman, P. Štefnič, N. Gisin, and V. Bužek, Phys. Rev. Lett. 88, 097905 (2002).