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Abstract. We describe the branching of Lie algebras of classical type over $A_{n-1}$ using an inductive approach, which was motivated by the work of Gornitskii. This allows us to label the highest weight vectors of the modules occurring in the decomposition of the restriction of a finite-dimensional simple module to $A_{n-1}$ by lattice points of a string or a Lusztig polytope.

Introduction

Let $g$ be a finite-dimensional, semisimple, complex Lie algebra of rank $n$ with Lie group $G$ and $g = n^- \oplus h \oplus n^+$ a Cartan decomposition with Cartan subalgebra $h$ and Borel subalgebra $b = h \oplus n^+$. Let $U^-$ and $U^+$ be the corresponding maximal unipotent subgroups of $G$ having $n^-$ and $n^+$ as Lie algebras, $\Lambda$ be the weight lattice of $g$ and $\Lambda^+ \subset \Lambda$ be the set of dominant weights. Let $g'$ be a semisimple Lie subalgebra of $g$. For a dominant weight $\lambda \in \Lambda^+$ and a highest weight module $V(\lambda)$ we can consider the restriction $V(\lambda)_{g'}$, which decomposes into a direct sum of irreducible $g'$ modules. Locating the highest weight vectors for these modules in $V(\lambda)$ is called the branching problem. For characterizing this problem, we have to find a basis of $V(\lambda)$ containing these vectors and a nice parametrization of this basis.

We consider the branching problem for $g = so_{2n}$, $g = so_{2n+1}$ or $g = sp_{2n}$ and $g' = sl_n$. For describing the problem, we need a parametrization of bases of the finite dimensional irreducible representations of $g$ (i.e. highest weight modules) which is compatible with our embedding of $g'$ in $g$.

Fang, Fourier and Littelmann [5] gave a unified approach for constructing monomial bases of highest weight modules of $g$: Let $N$ be the number of positive roots of $g$ and $S = (\beta_1, \ldots, \beta_N)$ a sequence of positive roots (not necessarily pairwise distinct). They call this sequence a birational sequence if the product map of the associated unipotent root subgroups

$$\eta : U_{-\beta_1} \times \cdots \times U_{-\beta_N} \rightarrow U^-$$

is birational. For any chosen total order on $\mathbb{N}^N$ one obtains a monoid $\Gamma \subseteq \Lambda^+ \times \mathbb{Z}^N$, whose projection to $\Lambda^+$ yields as a fiber a monomial basis of $V(\lambda)$ for each $\lambda \in \Lambda^+$. If the monoid $\Gamma$ is finitely generated and saturated, it is the set of lattice points of some polyhedral cone in $\Lambda_{\mathbb{R}} \times \mathbb{R}^N$, the fiber over each $\lambda \in \Lambda^+$ is a convex polytope.

An example for a birational sequence is the string case: Let $\omega_0 = s_{i_1} \ldots s_{i_N}$ be a reduced decomposition of the longest element in the Weyl group $W$ of $g$. Then we call $i = (i_1, \ldots, i_N)$ a reduced word for $\omega_0$ and define the sequence $S$ just as $S = (\alpha_{i_1}, \ldots, \alpha_{i_N})$, where $\alpha_1, \ldots, \alpha_n$ are the simple roots of $g$. This parametrization was defined for a fixed monomial order by Berenstein and Zelevinsky [1], [2], [3] and further described by Littelmann [16]. Berenstein and Zelevinsky gave an explicit description of the string cone and polytope for type $A_n$ and a special reduced word for $\omega_0$ and as well an algorithm for an arbitrary reduced word. Littelmann
gave a description for a whole class of reduced words in every type, calling these words nice. Moreover, he gave a formula to calculate the additional inequalities for the polytopes for an arbitrary reduced word.

Another example is the Poincaré-Birkhoff-Witt (PBW)-type case, where $S$ is just an enumeration on the set of all positive roots. A special case of PBW bases is the Lusztig case, where a convex order on the set of all positive roots is used: Fix again a reduced word $w$ for $\omega_0$. We define the sequence $S$ by $\beta_{k,k} = s_{i_1} \ldots s_{i_{k-1}}(\alpha_{i_k})$. This parametrization is up to a filtration compatible with Lusztig’s canonical basis defined in [18], [19], [20]. The canonical basis was later proved to coincide with Kashiwara’s [13], [14] global basis.

For describing branching problems, the order on the positive roots should be compatible with the chosen embedding of $g'$ in $g$. Molev and Yakimova described the branching of $C_n$ over $C_{n-1}$ in [22] using the Feigin-Fourier-Littelmann-Vinberg (FFLV) method [8], [7], [9], [24] for constructing monomial bases for the highest weight modules. Gornitskii [11] described a branching of $B_n$ and $D_{n+1}$ over $D_n$, using a filtration defined by a non-homogeneous order on $\mathbb{Z}^N$ and an order on the set of positive roots which is not of Luszti g type, but allows an inductive construction of bases embedding $D_n$ in $B_n$ and $D_{n+1}$. Due to the observation, that in the $A_n$ case this approach gives bases of Lusztig type, we are aiming for an order of Lusztig type on the set of positive roots of $B_n$ and $D_n$ which also allows us to use a restriction to some smaller dimensional Lie algebra. It turns out, that this is possible with a projection of $B_n$, $D_n$ and also $C_n$ to $A_{n-1}$. As the results in all three cases are very similar, we will focus on the $D_n$ case in this introduction. The results for $B_n$ can be found in Theorem 8, Theorem 9 and Theorem 12 and for $C_n$ in Theorem 10, Theorem 11 and Theorem 12.

The reduced words we are using are not nice in the sense of Littellmann, but our inductive approach allows us to calculate all the cone inequalities explicitly, using a recursive description of the string cone by Littelmann and a polyhedral cone described by Berenstein and Zelevinsky, which contains the string cone ([3], Theorem 3.14). In the $A_n$ case, the two cones coincide for any $\omega_0$. This yields the suggestion, that the cones are also closely related in other cases and we will prove that they in fact are, at least under a special condition on the choice of a reduced word for $\omega_0$.

For $B_2$, $C_2$ and $D_3$ the cones again coincide with the string cones and starting from this we can use induction on $n$ to find the inequalities defining the string cones for $B_n$, $C_n$ and $D_n$.

To be precise, corresponding to our embedding of $g'$ in $g$ we choose a reduced decomposition of $\omega_0$ such that its first part is a reduced decomposition for the longest element for the Weyl group of type $A_{n-1}$, so we can use a projection to $A_{n-1}$ using another result from [3], which tells us that the string cone is the direct product of two cones for our reduced decomposition. For the reduced decomposition given below, the first of these cones is just the string cone for $A_{n-1}$, where we know all the inequalities. The second one looks like a copy of the first with some additional facets. In fact, the results for the branching cone and polytope mentioned below are independent of the choice of a reduced decomposition of $\omega_0$ as long as it respects our embedding as mentioned above.
Our favorite reduced word is $i^{D_n} = i^{A_{n-1}} \tilde{i}^{D_n}$ with

$$i^{A_{n-1}} = (n-1, n-2, n-1, n-3, n-2, n-1, \ldots, 1, 2, \ldots, n-1),$$

$$i^{D_n} = (n, n-2, n-1, n-3, n-2, n-1, \ldots, 1, 2, \ldots, n-2, n/n-1).$$

The last entry is $n$ for $n$ even and $n-1$ for $n$ odd. We illustrate the pattern with two examples:

$$i^{D_4} = (4, 2, 3, 1, 2, 4), i^{D_5} = (5, 3, 4, 2, 3, 5, 1, 2, 3, 4).$$

The first main theorem of this paper describes the string cone of this reduced word:

**Theorem.** For $g = \mathfrak{so}_{2n}$ the string cone $S_{i^{D_n}}$ is given by the set of all points

$$(t_{1,1}^-, t_{1,2}^-, t_{2,2}^-, \ldots, t_{1,n-1}^-, t_{n-1,n-1}^-, t_{1,1}^+, t_{1,2}^+, t_{2,2}^+, \ldots, t_{1,n-1}^+, t_{n-1,n-1}^+) \in \mathbb{Z}_{\geq 0}^N$$

satisfying the inequalities

$$t_{i,j}^- \geq t_{i+1,j}^-, t_{i,j}^+ \geq t_{i+1,j}^+, \forall 1 \leq i < j \leq n-1$$

and

$$t_{i,j}^+ \geq t_{i,j+1}^+, \forall 1 \leq i \leq j \leq n-2.$$

Projecting the string cone to the $t^+$ variables, we obtain the string branching cone. It is of surprisingly easy structure, for example, for the branching of $D_6$ over $A_5$ it is the order polyhedron of the following poset:

\[\text{Diagram of the string branching cone for } D_6 \text{ over } A_5.\]

In order to locate the highest weight vectors in the branching, we next focus on the polytope. The additional inequalities for the string polytope can be directly read of from Littelmann’s work [16]. We do not get a direct product of two polytopes here because the additional inequalities for the $t^-$ variables depend on the $t^+$ variables. However, considering the projection on the $t^+$ variables, we obtain a polytope which we call the string branching polytope $S_{i^{D_n}}(\lambda)$. It consists of $\mathfrak{sl}_n$ highest weight vectors, which means we get a decomposition

$$S_{i^{D_n}}(\lambda) = \bigcup_{t \in S_{i^{D_n}}(\lambda)} S_{i^{A_{n-1}}}^{L}(\lambda - t \cdot \alpha_D^T) \times \{t\}. \quad (1)$$

Here, $S^L$ is the set of lattice points in $S$ and $\alpha_D^T = (\alpha_{i_1}, \ldots, \alpha_{i_n})$. So, for a $D_n$ highest weight module $V(\lambda)$ we can calculate the multiplicity of an $A_{n-1}$ module of highest weight $\mu$ in $V(\lambda)|_{\mathfrak{sl}_n}$ by counting the vectors $t$ in $S_{i^{D_n}}(\lambda)$ with $t \cdot \alpha_D^T = \lambda - \mu$. 
Let $\lambda = \lambda_1 \omega_1 + \cdots + \lambda_n \omega_n$ where $\omega_i$ are the $D_n$ fundamental weights. Morier-Genoud gave in [23] linear bijective maps between the string and the Lusztig polytope, which allow us to transfer our results to Lusztig’s parametrization and obtain the Lusztig branching polytope:

**Theorem.** The Lusztig branching polytope $L_{D_n}(\lambda)$ is given by the set of all points

$$(u_{1,1}^+, u_{1,2}^+, u_{2,2}^+, \ldots, u_{1,n-1}^+, \ldots, u_{n-1,n-1}^+) \in \mathbb{Z}_{\geq 0}^N$$

satisfying the inequalities

$$\sum_{k=j}^{n-1} u_{i,k}^+ \leq \sum_{k=j+1}^{n-1} u_{i+1,k}^+ + \lambda_i, \quad u_{n-1,n-1}^+ \leq \lambda_n, \quad \forall 1 \leq i < j \leq n-1,$$

$$\sum_{k=i}^{j} u_{k,j}^+ + \sum_{k=j+2}^{n-1} u_{j+1,k}^+ \leq \sum_{k=i+1}^{j} u_{k,j+1}^+ + \sum_{k=j+2}^{n-1} u_{j+2,k}^+ + \lambda_{j+1}, \quad \forall 1 \leq i \leq j < n-1.$$

In both the string and the Lusztig parametrization, the similarity to the $A_n-1$ case is remarkable. There, for $iA_{n-1}$, the Lusztig polytope is the image of the projection of the polytope defined in Theorem 13 (1) onto the $u^-$ variables.

It is worth mentioning that the embedding of $A_{n-1}$ in $C_n$ and $D_n$ we use is also used to construct symplectic ball embeddings for studying the coadjoint orbit and the Gromov width by Fang, Littelmann and Pabiniak [6]. See Theorem 7.5 and Example 7.7 there for more details.

In upcoming papers we will study the branching algebras encoding the branching rules describing the multiplicities in the decomposition (1). Moreover, we will study the generators of the monoid $\Gamma$. In the $A_n$ case, using the ordering associated to $iA_n$, this monoid is generated by all tuples $(\omega_i, t), \ t \in S_{A_n}(\omega_i)$. This is not true for the bases we construct for $B_n, C_n$ and $D_n$ using the orderings associated to $iB_n, iC_n$ and $iD_n$, so we want to find a finite set of weights, such that the corresponding tuples generate the monoid.

The paper is organized as follows: We start by recalling the definition of the string cone and some useful results about it. Next, we recall the definition of the Lusztig cone from [20] and the connection to the string cone via the maps described in [23].

In section 2 we will bring together the results from Berenstein-Zelevinsky and Littelmann to explicitly give the inequalities for the string cone for the case $\mathfrak{g} = \mathfrak{so}_{2n}$ and a special choice of the reduced decomposition of $\omega_0$. In section 3 and 4 we calculate the inequalities for $\mathfrak{g} = \mathfrak{so}_{2n+1}$ and $\mathfrak{g} = \mathfrak{sp}_{2n}$. The only difference in the latter case is that we get a factor 2 in some of the inequalities here.

In section 5 we take a closer look at the branching, describing the purely $D_n$ respectively $B_n$ or $C_n$ part of the string polytope and then transfer our result to the Lusztig polytope using the linear maps from [23].
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1. STRING AND LUSZTIG CONES AND POLYTOPES

We now want to collect the most important results about string and Lusztig cones, which we will later need to describe one special string cone for each $B_n, C_n$ and $D_n$ explicitly. Moreover, we will introduce what we call the branching polytope to motivate the upcoming chapters.

1.1. Preliminaries. We first fix our general setup. Let $\mathfrak{g}$ be a finite-dimensional, semisimple, complex Lie algebra with a semisimple Lie subalgebra $\mathfrak{g}'$ and $\mathfrak{g} = \mathfrak{n}^- \oplus \mathfrak{h} \oplus \mathfrak{n}^+$ a Cartan decomposition with Cartan subalgebra $\mathfrak{h}$ and Borel subalgebra $\mathfrak{b} = \mathfrak{h} \oplus \mathfrak{n}^+$. Let $\alpha_1, \ldots, \alpha_n$ be the simple roots of $\mathfrak{g}$ and $W$ be the Weyl group generated by $s_1, \ldots, s_n$. Let $\omega_0$ be the element of maximal length in $W$ and denote by $R(\omega_0)$ the set of reduced decompositions of $\omega_0$. Let $(a_{i,j})$ be the Cartan matrix and $w_1, \ldots, w_n$ be the fundamental weights of $\mathfrak{g}$.

Let $U^+$ be the universal enveloping algebra of $\mathfrak{n}^+$ generated by $E_1, \ldots, E_n$. We define a grading on $U^+$ using the root lattice of $\mathfrak{g}$ by

$$\deg(E_i) = \alpha_i.$$  

Lusztig defined a basis of $U^+$ which is denoted by $\mathcal{B}$ and is called the canonical basis. See [20] for the definition of this basis.

1.2. Definition of string cones. We now recall the string parametrization of the basis dual to $\mathcal{B}$, which was first introduced in [2,10]. Therefore, let $V$ be a $U^+$-module such that each $E_i$ acts on $V$ as a locally nilpotent operator. This means, for any $v \in V$ there exists a positive integer $m$ such that $E_i^m(v) = 0$. We denote by $c_i(v)$ the maximal integer $m$ such that $E_i^m(v) \neq 0$.

**Definition 1.** For any $v \in V$ and $i \in R(\omega_0)$ we define the string of $v$ in direction $i$ as $c_i(v) = (t_1, \ldots, t_N)$, where $N$ is the length of $i$ and

$$t_1 = c_{i_1}(v), t_2 = c_{i_2}(E_{i_1}^{t_1}(v)), \ldots, t_N = c_{i_N}(E_{i_{N-1}}^{t_{N-1}} \ldots E_{i_1}^{t_1}(v)).$$

Now we define an $U^+$-module $\mathcal{A}$ as follows. As a $\mathbb{C}$-vector space, $\mathcal{A}$ is the restricted dual vector space of $U^+$, i.e. the direct sum of dual spaces of all homogeneous (with respect to the degree defined above) components of $U^+$. The action of $U^+$ on $\mathcal{A}$ is given by $E(f)(u) = f(E^t u)$, where $t$ is the involutive $\mathbb{C}$-algebra antiautomorphism $E \rightarrow E^t$ of $U^+$ such that $E_i^t = E_i$ for all $i$. As each $E_i$ acts in $\mathcal{A}$ as a locally nilpotent operator, we can apply our definition of strings to elements of $\mathcal{A}$.

Now let $\mathcal{B}^{\text{dual}}$ be the basis of $\mathcal{A}$ dual to the canonical basis $\mathcal{B}$, called the dual canonical basis. From [3] we get the following result.

**Proposition 1.** For any $i \in R(\omega_0)$, the string parametrization $c_i$ is a bijection of $\mathcal{B}^{\text{dual}}$ onto the set of all lattice points $S_i^L$ of some rational polyhedral convex cone $S_i$ in $\mathbb{R}^N$.

This cone is referred to as the string cone.
1.3. The Berenstein-Zelevinsky-Cone. In [3] Bereinstein and Zelevinsky describe for arbitrary \( g \) a cone which contains the string cone and in the case \( g = \mathfrak{sl}_n \) coincides with it. To recall their results, we need some more notation: We define for each \( i \in \{1, \ldots, n\} \) \( W_i \) to be the minimal parabolic subgroup in \( W \) generated by all \( s_j \) with \( j \neq i \) and denote by \( z^{(i)} \) the minimal representative of the coset \( W \hat{s}_i \omega_0 \) in \( W \).

**Theorem 1.** Let \( i = (i_1, \ldots, i_N) \in R(\omega_0) \). For any \( i \in \{1, \ldots, n\} \) and any subword \((i_{j_1}, \ldots, i_{j_r})\) of \( i \) which is a reduced word for \( z^{(i)} \), all the points \((t_1, \ldots, t_N)\) in the string cone \( S_i \) satisfy the inequality

\[
\sum_{p=0}^{r} \sum_{j_p < k < j_{p+1}} (s_{i_{j_1}} \cdots s_{i_{j_p}} \alpha_{i_k})(w_{i}^\vee) \cdot t_k \geq 0
\]

(with the convention that \( j_0 = 0 \) and \( j_{r+1} = N + 1 \)).

We now recall another theorem from [3]. Therefore, for any subset \( I \subseteq \{1, \ldots, n\} \) we define \( \omega_0(I) \) as the longest element of the parabolic subgroup in \( W \) generated by all the permutations \( s_i \) with \( i \in I \).

**Theorem 2.** Let \( \emptyset \subset I_0 \subset I_1 \subset \cdots \subset I_p = \{1, \ldots, n\} \) be any flag of subsets in \( \{1, \ldots, n\} \). Suppose \( i \in R(\omega_0) \) is the concatenation \((i^{(1)}, \ldots, i^{(p)})\) where \( i^{(j)} \in R(\omega_0(I_{j-1})^{-1} \omega_0(I_j)) \) for \( j = 1, \ldots, p \). Then the string cone \( S_i \) is the direct product of cones:

\[
S_i = S_{i^{(1)}}(e, \omega_0(I_1)) \times S_{i^{(2)}}(\omega_0(I_1), \omega_0(I_2)) \times \cdots \times S_{i^{(p)}}(\omega_0(I_{p-1}), \omega_0(I_p)).
\]

We will not need to know the exact definition of each of these cones for our purposes. We just note that the dimension of \( S_{i^{(k)}}(\omega_0(I_{k-1}), \omega_0(I_k)) \) equals the length of \( i^{(k)} \).

1.4. Littelmann’s description of the string cone. In [16], Littelmann gives a characterization of all lattice points of the string cone by recursive formulas. To give this characterization, we need the following notation.

For \( t \in \mathbb{Z}^N \) let us define a sequence \( m^N, \ldots, m^1 \) with \( m^i \in \mathbb{Z}^i \): We set \( m^N = t \) and define recursively \( m^{j-1} = (m_{j-1}^{j-1}, \ldots, m_1^{j-1}) \) for \( 1 \leq j < N \) by

\[
m_k^{j-1} := \min\{m_k^j, \Delta^j(k)\},
\]

where

\[
\Delta^j(k) = \begin{cases} 
\max\{\theta(k, l, j) \mid k < l \leq j, \alpha_i = \alpha_j\} & \text{if } \alpha_k = \alpha_i, \\
\min_{m_k^j} & \text{otherwise},
\end{cases}
\]

with

\[
\theta(k, l, j) = m_l^j - \sum_{k < s \leq l} m_s^j \alpha_{i_s}(\alpha_{i_j}^\vee).
\]

With this notation, we are now able to recall the following theorem from [16]:

**Theorem 3.** Let \( i \in R(\omega_0) \), then \( t \in S_i^L \) if and only if

\[
\Delta^j(k) \geq 0 \quad \forall \; 1 \leq k < j \leq N.
\]

**Remark 1.** Due to Theorem 1.5 from [16], the string cone is a rational cone, which implies that Theorem [3] can be generalized from the set of lattice points in the string cone to the set of all points in the cone.
From Littelmann’s restriction rule \cite{17} we obtain the following Lemma:

**Lemma 1.** Let \( l \) be a Levi subalgebra of \( \mathfrak{g} \), \( i_0 = (i_1, \ldots, i_N) \in R(\omega_0) \) and \( i_1 = (i_{j_1}, \ldots, i_{j_r}) \in R(\omega_0) \) be a subword of \( i_0 \). Let \( \lambda \) be a dominant weight for \( \mathfrak{g} \). \( v \in V_\lambda(\lambda) \) be a basis element and \( t_v \in S_{i_0}(\lambda) \) the string of \( v \) in direction \( i_0 \). If we consider \( V_\lambda(\lambda) \) as a \( l \)-module, we have \( v \in V_\lambda(\mu) \) for some dominant weight \( \mu \) of \( l \). Moreover, if for each \( 1 \leq k \leq j_r \) we have \( k \in \{j_1, \ldots, j_r\} \) or \( t_k = 0 \), then \((t_{i_{j_1}}, \ldots, t_{i_{j_r}})\) is the string of \( v \) in direction \( i_0 \).

**Proof.** Due to Littelmann’s restriction rule we know that – considered as \( l \)-module – \( V_\lambda(\lambda) \) decomposes into the direct sum of some highest weight \( l \)-modules. As \( v \) is a basis element, it already has to be contained in one of these modules.

Due to Kashiwara \cite{15} and Joseph \cite{12}, the graph for Littelmann’s path model is isomorphic to Kashiwara’s crystal graph, so we may use the string language here. If for each \( 1 \leq k \leq j_r \) we have \( k \in \{j_1, \ldots, j_r\} \) or \( t_k = 0 \), we get \( c_{i_0}(v) = c_i(v) \) by the definition of the string parametrization, which proves the second statement of the Lemma. \( \square \)

1.5. Lusztig cones. Whereas the string parametrization of \( \mathcal{B} \) just works with simple roots, the Lusztig parametrization works with the set of all positive roots of \( \mathfrak{g} \). We therefore fix an ordering on the set of positive roots which depends on \( i \). We set \( \beta_{i,k} = s_{i_1} \cdots s_{i_{k-1}}(\alpha_{i_k}) \), which defines the ordering \( \beta_{i,1} < \cdots < \beta_{i,N} \). Let \( F_1, \ldots, F_n \) be the generators of \( \mathcal{U}^- \), the enveloping algebra of the subalgebra \( \mathfrak{n}^- \). We denote by \( F_i^{(r)} \) the divided power of \( F_i \), which just differs from \( F_i^r \) by a multiple that is not of interest for our purposes.

**Definition 2.** Let \( i \in R(\omega_0) \) and \( v \) be a cyclic generator of \( \mathfrak{n}^- \). For any \( u \in \mathbb{R}^N_{\geq 0} \) we set \( F_i(u) = F_{\beta_{i,1}}^{(u_1)} \cdots F_{\beta_{i,N}}^{(u_N)} v \).

The set \( \{F_i(u) \mid u \in \mathbb{Z}^N_{\geq 0}\} \) is a PBW-type basis of \( \mathcal{U}^- \). Now, Lusztig \cite{21} associates to each \( F_i(u) \) an element \( b_i(u) \) in the canonical basis \( \mathfrak{B} \). We call the map \( u \mapsto b_i(u) \) the Lusztig parametrization of \( \mathcal{B} \). The cone \( \mathbb{R}^N_{\geq 0} \) is called the Lusztig cone. We denote it by \( L_i \).

1.6. String and Lusztig polytopes and their connection. Given a highest weight module \( V(\lambda) \), we are interested in polytopes \( S_i(\lambda) \subset S_i \) and \( L_i(\lambda) \subset L_i \) whose lattice points label those basis elements in \( \mathcal{B} \) which are contained in \( V(\lambda) \). We denote them as string and Lusztig polytopes. From \cite{23} we know the transformation maps between the two parametrizations:

**Theorem 4.** The transformation map \( \varphi : S_i(\lambda) \to L_i(\lambda) \) is given by

\[
\varphi(t)_k = \lambda_k - t_k - \sum_{j>k} a_{i_k,i_j} t_j.
\]

**Theorem 5.** The transformation map \( \psi : L_i(\lambda) \to S_i(\lambda) \) is given by

\[
\psi(u)_k = \lambda_k - u_k - \sum_{j>k} d_{i_k,i_j} u_j,
\]

where \( d_{i_k,i_j} = \langle \beta_{i,k}^\vee, \beta_{i,j}^\vee \rangle \) and \( l_k = \langle \lambda, \beta_{i,k}^\vee \rangle \).

From \cite{16} we know how to compute the weight inequalities for the string polytope:

**Proposition 2.** The string polytope \( S_i(\lambda) \subset S_i \) is the polytope defined by

\[
t_N \leq \langle \lambda, \alpha_{i_N}^\vee \rangle, t_{N-1} \leq \langle \lambda - t_N \alpha_{i_N}, \alpha_{i_{N-1}}^\vee \rangle, \ldots, t_1 \leq \langle \lambda - t_N \alpha_{i_N} - \cdots - t_2 \alpha_{i_2}, \alpha_{i_1}^\vee \rangle.
\]
1.7. **Branching polytopes.** Due to Theorem 2 if we find $I_0 \subset I_1 = \{1, \ldots, n\}$ such that $\omega_0(I_1)$ is the longest element of the Weyl group of $\mathfrak{g}'$ and $i^0 = i^0'i^0 \in R(\omega_0)$ such that $i^0' \in R(\omega_0(I_0))$, we can write the string cone $S_{i^0}$ as the direct product of two cones $S_{i^0'} \times S_{i^0}$, where the first one is the string cone for $\mathfrak{g}'$. Note that the notation for the second cone should not suggest the existence of a Lie algebra $\hat{\mathfrak{g}}$ but just refers to the remaining part of the string cone for $\mathfrak{g}$. From Proposition 2 we see that the image of the restriction of the projection $\pi^0 : S_{i^0} \to S_{i^0}$ to a polytope $S_{i^0}(\lambda)$ is a polytope $S_{i^0}(\lambda)$ as none of the inequalities for the $\hat{\mathfrak{g}}$ variables depend on the $\mathfrak{g}'$ variables.

We call the polytope $S_{i^0}(\lambda)$ the **string branching polytope**. Now, for any point $t$ in the string branching polytope we can define a polytope in the cone $S_{i^0'}$ as $\pi^0(\pi^0(\pi^0(S_{i^0}(\lambda)))^{-1}(t))$ where $\pi^0$ is the projection $S_{i^0} \to S_{i^0'}$. Due to weight considerations, this polytope is just the polytope $S_{i^0'}(\lambda - t \cdot \alpha^T_{\pi^0})$, where $\alpha_{\pi^0} = (\alpha_{i_{n-1}+1}, \ldots, \alpha_{i_{n}})$.

So we get a decomposition of the lattice points of the polytope $S_{i^0}(\lambda)$ into the disjoint union of direct products of the lattice points in $\mathfrak{g}'$-polytopes and integral points in the branching polytope:

$$S_{i^0}(\lambda) = \bigcup_{t \in S_{i^0}(\lambda)} S_{i^0'}(\lambda - t \cdot \alpha^T_{\pi^0}) \times \{t\}.$$ 

This means that the highest weight module $V_{i^0}(\lambda)$ can be written as

$$V_{i^0}(\lambda) \cong \bigoplus_{t \in S_{i^0}(\lambda)} V_{i^0'}(\lambda - t \cdot \alpha^T_{\pi^0}).$$

The transformation maps from Theorems 4 and 5 show that a similar construction is possible in the Lusztig parametrization. In the following chapters we will give a decomposition of $i$ as above for $\mathfrak{g} = \mathfrak{so}_{2n}$, $\mathfrak{g} = \mathfrak{so}_{2n+1}$ or $\mathfrak{g} = \mathfrak{sp}_{2n}$ and $\mathfrak{g}' = \mathfrak{sl}_n$ and explicitly calculate the inequalities defining the string cones. Together with Proposition 2 this allows us to describe the string branching polytopes. Afterwards, we will translate our results to Lusztig’s parametrization.

2. **String cones in type $D_n$**

We now use the Berenstein-Zelevinsky cone and Littelmann’s description of the string cone to give explicit inequalities to describe the string cone for a special choice of $i \in R(\omega_0)$ in the case $\mathfrak{g} = \mathfrak{so}_{2n}$. We start by fixing our notation: Let $\mathfrak{g} = \mathfrak{so}_{2n}$ be the Lie algebra of type $D_n$. We realize it as $\mathfrak{so}_{2n} = \{a \in \mathfrak{gl}_{2n}(\mathbb{C}) \mid a + Ba^TB^{-1} = 0\}$, where $B$ is the symplectic non-degenerate bilinear form on $\mathbb{C}^{2n}$ with the matrix

$$B = \begin{pmatrix} 0 & I_n \\ I_n & 0 \end{pmatrix}.$$ 

The Cartan subalgebra is $\mathfrak{h} = \{\text{diag}(x_1, \ldots, x_n, -x_1, \ldots, -x_n)\}$. A basis of $\mathfrak{h}^*$ is given by $\{\epsilon_1, \ldots, \epsilon_n\}$, where

$$\epsilon_i : \text{diag}(x_1, \ldots, x_n, -x_1, \ldots, -x_n) \mapsto x_i.$$ 

We enumerate the simple roots by

$$\alpha_1 = \epsilon_1 - \epsilon_2, \ldots, \alpha_{n-1} = \epsilon_{n-1} - \epsilon_n, \alpha_n = \epsilon_{n-1} + \epsilon_n.$$
Note that we follow the standard enumeration like in [16] here, which differs from the enumeration in [16]. Let $W$ be the Weyl group corresponding to $\mathfrak{g}$ with generators $s_1, \ldots, s_n$ acting on $\mathfrak{h}^*$, where $s_i = (i i + 1)$ for $i < n$ and

$$s_n : (\xi_1, \ldots, \xi_{n-2}, \xi_{n-1}, \xi_n) \mapsto (\xi_1, \ldots, \xi_{n-2}, -\xi_n, -\xi_{n-1}).$$

We fix our favorite reduced decomposition $\omega_0 = \omega_0^{A_{n-1}} = \omega_0^{D_n}$ with

$$\omega_0^{A_{n-1}} = (s_n) (s_{n-2} s_n) (s_{n-3} s_{n-2} s_n) \cdots (s_1 s_2 \cdots s_n),
\omega_0^{D_n} = (s_n) (s_{n-2} s_n) (s_{n-3} s_{n-2} s_n) \cdots (s_1 s_2 \cdots s_{n-2} s_{n-1}),$$

where the last element is $s_n$ for even $n$ and $s_{n-1}$ for odd $n$. We will encounter several cases where we have to make a distinction between even and odd. We will stick to the convention that using $/$, the first option is our choice for even and the second for odd. Using $\pm$ or $\mp$, the upper sign is our choice for even and the lower sign for odd. The corresponding word is $i^{D_n} = i^{A_{n-1}} i^{D_n}$ with

$$i^{A_{n-1}} = (n-1, n-2, n-1, n-3, n-2, n-1, \ldots, 1, 2, \ldots, n-1),
\; i^{D_n} = (n, n-2, n-1, n-3, n-2, n-1, \ldots, 1, 2, \ldots, n-2, n/n-1).$$

We see that we can divide both $i^{A_{n-1}}$ and $i^{D_n}$ in $n-1$ blocks with increasing entries.

Regarding this structure, we now introduce a double indication for $t = (t_1, \ldots, t_N)$ ($N = n \cdot (n-1)$) by $t = (t_{1,1}, t_{1,2}, t_{2,2}, \ldots, t_{1,n-1}, \ldots, t_{n-1,n-1}, t_{n-1,1}, t_{1,1}, t_{1,2}, t_{2,2}, \ldots, t_{1,n-1}, \ldots, t_{n-1,n-1})$. As the notation already yields, $\omega_0^{A_{n-1}}$ is a reduced decomposition for the longest element of the Weyl group of type $A_{n-1}$. Therefore we directly obtain all the inequalities just containing the variables with upper index minus as we can project down every $t \in \mathbb{R}^N$ onto its first $N/2$ coordinates. So, the image of the projection of an element of $\mathcal{S}_{i^{D_n}}$ is in the string cone $\mathcal{S}_{i^{A_{n-1}}}$. The inequalities there are well known, see for example [2], [16].

**Remark 2.** Our reduced decomposition is not nice in the sense of Littelmann [16] as it does not respect the enumeration on the set of simple roots. The nice decomposition for our enumeration would be $(1, 2, 1, 3, 2, 1, \ldots, n-1, \ldots, 1)$ $i^{D_n}$ (it is unique up to transpositions of orthogonal reflections). Our results for the branching cone and polytope are valid for any reduced decomposition for the longest word of the Weyl group of $A_{n-1}$. Moreover, the condition that the reduced decomposition for $\omega_0^{D_n}$ should start with one for $\omega_0^{A_{n-1}}$ determines the second part uniquely up to the exchange of orthogonal reflections. Therefore, the branching cones and polytopes which we will study in this and also the upcoming sections are (up to a relabeling of the variables) uniquely determined by the branching itself.

From Theorem [1] we deduce the following Lemma:

**Lemma 2.** For $\mathfrak{g} = \mathfrak{so}_{2n}$, all the points in the string cone $\mathcal{S}_{i^{D_n}}$ satisfy the inequalities

$$t_{i,j}^- \geq t_{i+1,j}^-, \; t_{i,j}^+ \geq t_{i+1,j}^+ \; \forall \; 1 \leq i < j \leq n-1,
\; t_{i,n-2}^+ \geq t_{i,n-1}^+ \; \forall \; 1 \leq i \leq n-2.$$

In other words, writing $x \rightarrow y$ for all cover relations $x \geq y$, the string cone $\mathcal{S}_{i^{D_n}}$ is contained in the order polyhedron of the poset in figure [4].
Proof. We use Theorem 1. We know that

$$\omega_0 = \begin{pmatrix} 1 & 2 & \ldots & n-1 & n \\ -1 & -2 & \ldots & -(n-1) & \mp n \end{pmatrix}.$$  

So for $1 \leq i < n-1$ we get

$$s_i\omega_0 = \begin{pmatrix} 1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n \\ -1 & -2 & \ldots & -(i-1) & -(i+1) & -i & -(i+2) & \ldots & -(n-1) & \mp n \end{pmatrix}.$$  

Now, the minimal representative of the coset $W_i s_i \omega_0$ is:

$$z^{(i)} = \begin{pmatrix} 1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n \\ -i & -(i-1) & \ldots & -2 & i+1 & -1 & i+2 & \ldots & n-1 & \pm n \end{pmatrix}.$$  

Here, the choice of the sign depends on the parity of $i$ (in the same manner as described above for $n$).

We now introduce the notation

$$\overrightarrow{i,j} = i, i+1, \ldots, j-1, j \text{ for } i < j.$$  

A word for $z^{(i)}$ is given by

$$i^{(i)} = i^{A_{n-1}(i)}_1 i^{D_{n-1}(i)}_1 i^{D_{n}(i)}_2,$$  

Figure 1. Order polyhedron for Lemma 2.
where
\[
\begin{align*}
{i}^{A_{n-1},(i)} &= (i, n-1, i-1, n-2, \ldots, 1, n-i), \\
{i}^{D_{n},(i)}_1 &= (n, n-2, n-1, n-3, n-2, n, \ldots, n-i, n-2, n-1/n), \\
{i}^{D_{n},(i)}_2 &= (n-i, n-2, \ldots, 2, i+1, 1, i-1).
\end{align*}
\]

Again, the choice of \(n-1/n\) depends on the parity of \(i\). The corresponding permutations are
\[
\begin{align*}
{z}^{A_{n-1},(i)} &= \begin{pmatrix}
1 & 2 & \ldots & n-i & n-i+1 & n-i+2 & \ldots & n-1 & n
\end{pmatrix}, \\
{z}^{D_{n},(i)}_1 &= \begin{pmatrix}
1 & 2 & \ldots & n-i-1 & n-i & n-i+1 & \ldots & n-1 & n
\end{pmatrix}, \\
{z}^{D_{n},(i)}_2 &= \begin{pmatrix}
1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n
\end{pmatrix}, \\
{z}^{D_{n},(i)} &= \begin{pmatrix}
1 & 2 & \ldots & i-1 & \quad i & i+1 & \quad i+2 & \ldots & n-1 & n
\end{pmatrix}.
\end{align*}
\]

We can write \(i^{A_{n-1},(i)}\) as a subword of \(i^{A_{n-1}}\) in the following way (the underlined parts form the subword):

\[
(n-1, n-2, n-1, n-3, n-1, \ldots, i, n-i-1, n-i, n-i+1, \ldots, n-1, n-i+1, n-1).
\]

This means, starting from the \((n-i)\)-th block, we take the first \(n-i\) elements of each block.

For \(i^{D_{n},(i)}\) we make the observation, that due to commutation relations we can move the last element from the second last block to the last block. Afterwards we can move the last element from the third block from the right to the second last block and so on. So we get \(n-1-i\) different words for \(z^{D_{n},(i)}_2\) and thus also for \(z^{D_{n},(i)}\).

We denote by \(i^{D_{n},(i),m}\) the word where we stopped this shifting of elements in the \(m\)-th block and write it as a subword of \(i^{D_{n}}\) in the following way: We take the first \(i\) elements of the first \(m-1\) blocks (or the whole block, if its length is less than \(i\)), the first \(i-1\) elements from the remaining blocks and also the \((i+1)\)-th element of all blocks right from the \(m\)-th block.

We now start calculating our inequalities. We just need to consider variables corresponding to entries of \(1\), which are not in the subword.

In fact, only two coefficients are not zero: For \(l = m\) and \(k = i\) we get
\[
\begin{align*}
&(s_{z^{A_{n-1},(i)}} s_{z^{D_{n},(i)}} s_{n-i-1} s_{n-i-2} s_{n-m+i} s_{n-m+i-1} s_{n-m+i-2} (\epsilon_{n-m+i}-\epsilon_{n-m})) (w_i^\vee) \\
&= (s_{z^{A_{n-1},(i)}} s_{z^{D_{n},(i)}} s_{n-i-1} s_{n-i-2} s_{n-m+i} s_{n-m+i-1} s_{n-m+i-2} (\epsilon_{n-m+i}-\epsilon_{n-m})) (w_i^\vee) \\
&= (s_{z^{A_{n-1},(i)}} s_{z^{D_{n},(i)}} (\epsilon_{n-m} - \epsilon_n) (w_i^\vee) = (s_{z^{A_{n-1},(i)}} (\epsilon_{n-m} + \epsilon_{n-i+1}) (w_i^\vee) \\
&= (\epsilon_{n-m+i} + \epsilon_n) (w_i^\vee) = 0 + 1 = 1,
\end{align*}
\]
as \(n-m+i > i\). As \(i < m\), the case \(k = l\) cannot occur here.

For \(l = m\) and \(k = i + 1\) we get
\begin{align*}
&\left( s_{\alpha_{n-1}} 1 (i) \right)_{\tilde{z}_1} \tilde{\rho}_{n-1} (i) \tilde{s}_{n-i-1}, s_{n-2} \ldots \tilde{s}_{n-m+1}, \tilde{s}_{n-m+1} \tilde{s}_{n-m+2} \alpha_{n-m+i}(w_i^\vee) \\
&= \left( s_{\alpha_{n-1}} 1 (i) \right)_{\tilde{z}_1} \tilde{\rho}_{n-1} (i) \tilde{s}_{n-i-1}, s_{n-2} \ldots \tilde{s}_{n-m+1}, \tilde{s}_{n-m+1} \tilde{s}_{n-m+2} (\epsilon_{n-m+i} - \epsilon_{n-m+i+1})(w_i^\vee) \\
&= \left( s_{\alpha_{n-1}} 1 (i) \right)_{\tilde{z}_1} \tilde{\rho}_{n-1} (i) (\epsilon_{n-1} - \epsilon_{n-m-1})(w_i^\vee) = \left( s_{\alpha_{n-1}} 1 (i) \right) (\epsilon_{n-1} - \epsilon_{n-m-1})(w_i^\vee) \\
&= (-\epsilon_1 - \epsilon_{n-m+1+i})(w_i^\vee) = -1 + 0 = -1, \\
\end{align*}

as \( n - m + 1 + i > i \). For \( k = l = m \) if \((i \tilde{D}_n)_{k,l} = n\) we need to change the sign between the two \( \epsilon \) but as the second summand is 0, this does not change the result.

The calculations for all the other coefficients can be found in the appendix.

This gives us the inequality \( t_{i,m}^+ \geq t_{i+1,m}^+ \) for \( 1 \leq i < m \leq n - 1 \). As the computations for the inequalities obtained from \( s_{n-1} \) are quite similar to those above, we refer again to the appendix for the details. As result, again only two coefficients are not zero, which gives us the inequality \( t_{m,n-2}^+ \geq t_{m,n-1}^+ \) for \( 1 \leq m \leq n - 2 \). \( \square \)

We use this lemma together with Theorem 2 to get more inequalities for the points in the string cone \( S_{1D_n} \). Here, the decomposition of \( i \tilde{D}_n \) in \( i \tilde{D}_{n+1} \) is crucial, because it allows us to apply Theorem 2 which means in this case that we can do a projection from \( S_{1D_n} \) to \( S_{1A_n-1} \).

**Theorem 6.** For \( \mathfrak{g} = \mathfrak{so}_{2n} \), all the points in the string cone \( S_{1D_n} \) satisfy the inequalities

\[ t_{i,j}^- \geq t_{i+1,j}^+ \quad \forall 1 \leq i < j \leq n - 1, \]

\[ t_{i,j}^+ \geq t_{i,j+1}^+ \quad \forall 1 \leq i \leq j \leq n - 2. \]

In other words, the string cone \( S_{1D_n} \) is contained in the order polyhedron of the poset in figure 2.

**Proof.** We use induction on \( n \). For \( n = 3 \), the statement is equivalent to Lemma 2.

Now we assume our claim holds true for \( D_n \) and consider \( D_{n+1} \). Due to Lemma 2 we obtain all the inequalities except

\[ t_{i,j}^+ \geq t_{i+1,j}^+ \quad \forall 1 \leq i \leq j \leq n - 2. \]

Due to Theorem 2 with \( I_0 = \{1, \ldots, n-1\} \) and \( I_1 = \{1, \ldots, n\} \) we know that the string cone \( S_{1D_n} \) is the direct product of two cones. The first one is the string cone for \( A_{n-1} \). The second one we denote by \( S_{1A_n} \). So, for a dominant weight \( \lambda \) for \( D_{n+1} \) and a basis element \( v \in V_{D_{n+1}}(\lambda) \) we can write the string of \( v \) in direction \( i \tilde{D}_{n+1} \) as \( t_v = (t_1, t_2) \) with \( t_2 \in S_{1A_n} \) \( (\lambda - t_2 \cdot \alpha_{D_{n+1}}^T) \) (see subsection 1.7).

As \( \underline{0} \in S_{1A_n} \( (\lambda - 2 \alpha_{D_{n+1}}^T) \), we also have \( t' := (\underline{0}, t_2) \in S_{1D_n}(\lambda) \). Let \( v' \) be the basis element in \( V_{D_{n+1}}(\lambda) \) with string \( t' \) in direction \( i \tilde{D}_{n+1} \). Now, let \( \mathfrak{l} \) be the Levi subalgebra of \( \mathfrak{g} \) associated to \( \alpha_2, \ldots, \alpha_{n+1} \). It is isomorphic to \( \mathfrak{so}_{2n} \). We consider the projection \( \pi_{D} : \mathbb{R}^{n(n+1)} \to \mathbb{R}^{(n-1)n}, \quad (t_{1,1}, \ldots, t_{n,n}, t_{1,1}^+, \ldots, t_{n,n}^+) \mapsto (t_{1,1}^-, \ldots, t_{n-1,n-1}^-, t_{1,1}^+, \ldots, t_{n-1,n-1}^+) \) which just forgets the coordinates \( t_{i,n}^- \) and \( t_{i,n}^+ \) for \( 1 \leq i \leq n \). If we consider \( i \tilde{D}_{n+1} \) as a tuple living in \( \mathbb{R}^{n(n+1)} \), we can also apply \( \pi_{D} \) on it. As \( \pi_{D}(i \tilde{D}_{n+1}) \) is a reduced expression for the longest word in the Weyl group of \( \mathfrak{l} \) and \( (t_{1,1}^-, \ldots, t_{n,n}^-) = \underline{0} \), we know due to Lemma 1 that, when considering \( V_{D_{n+1}}(\lambda) \) as a \( \mathfrak{l} \)-module, \( \pi_D(t') \) is the string of \( v' \) in direction \( \pi_{D}(i \tilde{D}_{n+1}) \).
As $I$ is isomorphic to $\mathfrak{so}_{2n}$ by the index shift $i \mapsto i - 1$ on the set of simple roots and the same index shift applied on $\pi_D(i^{D_{n+1}})$ gives $i^{D_n}$, due to our induction hypothesis $\pi_D(t')$ and therefore also $t'$ and $t$ fulfill the inequalities (5).

□

Remark 3. The proof above does not depend on the reduced decomposition for $\omega_{-1}^{A_n}$. We might take any reduced decomposition for which we know the string cone $S_{i^{A_n}}$ or even one for which we do not know this cone if we are just interested in the branching cone.

We now want to show that the string cone $S_{i^{D_n}}$ is exactly given by the inequalities (4).

Therefore, we use Theorem 6 and Littelmann’s description of the string cone to give an explicit description of the string cone $S_{i^{D_n}}$:

Theorem 7. The string cone $S_{i^{D_n}}$ is exactly given by the set of all points in $t \in \mathbb{R}_N^{\geq 0}$ satisfying the inequalities (4).

Proof. We already know from Theorem 6 that all the points in the string cone fulfill the inequalities (4). So it remains to show that each $t \in \mathbb{R}_N^{N}$ fulfilling the inequalities is in the string cone. As the string cone is rational ([16], Proposition 1.5), we might restrict to the case $t \in \mathbb{Z}_N^{\geq 0}$ and use Theorem 3.

Let $t \in \mathbb{Z}_N^{N}$ such that $t$ fulfills all the inequalities (4). We now claim the following: For $j = 1, \ldots, N$, $m^j$ also fulfills the inequalities (4). We use the convention $m^j_k = 0$ for $k > j$. 

---

**Figure 2.** Order polyhedron for Theorem 6.
here. We will prove this claim by induction on \( j \), starting with \( j = N \) and going down from \( j \) to \( j = 1 \).

As \( m^N = t \), our induction hypothesis holds true for \( j = N \). So we now can assume that \( m^j \) fulfills the inequalities and prove them for \( m^{j-1} \). We will use our double indication for this proof again, writing \( k = (k_1, k_2)^- \) for \( k \leq \frac{N}{2} \) and \( k = (k_1, k_2)^+ \) for \( k > \frac{N}{2} \).

We always assume \( k < j \) in the following and use the convention \( m^j_{(k_1, k_2)^{\pm}} = 0 \) for \( k_1 > k_2 \).

For \( i_k \neq i_j \), which is equivalent to \( \alpha_{i_k} \neq \alpha_{i_j} \), we have \( \Delta^j(k) = m^j_k \) and so

\[
m^{j-1}_k = \min\{m^j_k, \Delta^j(k)\} = m^j_k.
\]

Therefore, we get by our induction hypothesis:

\[
m^{j-1}_{(k_1, k_2)^{\pm}} = m^j_{(k_1, k_2)^{\pm}} \geq m^j_{(k_1+1, k_2)^{\pm}} \geq m^{j-1}_{(k_1+1, k_2)^{\pm}}.
\]

For \( k > \frac{N}{2} \) and \( k_2 < n-1 \), we also get

\[
m^{j-1}_{(k_1, k_2)^{+}} = m^j_{(k_1, k_2)^{+}} \geq m^j_{(k_1+1, k_2+1)^{+}} \geq m^{j-1}_{(k_1+1, k_2+1)^{+}}.
\]

Now we consider the case \( i_k = i_j \).

For \( k_2 < n-1 \) and \( k < \frac{N}{2} \) or \( k_1 < k_2 \), we get

\[
\Delta^j((k_1, k_2)^{\pm}) = \max\{\theta((k_1, k_2)^{\pm}, l, j) | k < l \leq j, \alpha_{i_l} = \alpha_{i_j}\}
\]

\[
\geq \theta((k_1, k_2)^{\pm}, (k_1 + 1, k_2 + 1)^{\pm}, j)
\]

\[
= m^j_{(k_1+1, k_2+1)^{\pm}} - \sum_{k<s\leq(k_1+1, k_2+1)^{\pm}} m^j_s \alpha_{i_s}(\alpha_{i_j}^\vee)
\]

\[
= m^j_{(k_1+1, k_2+1)^{\pm}} + m^j_{(k_1+1, k_2)^{\pm}} + m^j_{(k_1, k_2+1)^{\pm}} - 2m^j_{(k_1+1, k_2+1)^{\pm}}
\]

\[
= m^j_{(k_1+1, k_2)^{\pm}} - \underbrace{m^j_{(k_1, k_2+1)^{\pm}} - m^j_{(k_1+1, k_2+1)^{\pm}}} \geq 0 \text{ (I.H.)}
\]

\[
\geq m^j_{(k_1+1, k_2)^{\pm}}.
\]

For \( k > \frac{N}{2} \), we can rewrite our calculation from above to obtain

\[
\Delta^j((k_1, k_2)^{+}) = m^j_{(k_1+1, k_2)^{+}} + m^j_{(k_1, k_2+1)^{+}} - m^j_{(k_1+1, k_2+1)^{+}}
\]

\[
= m^j_{(k_1, k_2+1)^{+}} + m^j_{(k_1+1, k_2)^{+}} - m^j_{(k_1+1, k_2+1)^{+}} \geq 0 \text{ (I.H.)}
\]

\[
\geq m^j_{(k_1, k_2+1)^{+}}.
\]

The remaining calculations are quite similar and can be found in the appendix. This finishes our claim.

Now, we show

\[
\Delta^j(k) \geq 0 \forall 1 \leq k < j \leq N.
\]

We essentially already proved that in the proof of our claim above and have just to recollect the important statements here.

For \( 1 \leq k < j \leq N \) we find:
If \( i_k \neq i_j \)
\[
\Delta^j(k) = m_k^j \geq 0,
\]
as \( m^j \) fulfills (2).

If \( i_k = i_j \)
\[
\Delta^j(k) \geq m^j_{(k_1+1,k_2)} \geq 0.
\]
This finishes the proof of the Theorem.

\[\square\]

3. String cones in type \( B_n \)

We can prove a very similar result for \( B_n \). The proofs in this section will be nearly completely analogous to those in the previous one. The main difference will appear in the proof of Theorem 8 where we will make use of our knowledge of the \( D_n \)-cone from Theorem 6.

We start again by fixing our notation: Let \( \mathfrak{g} = \mathfrak{so}_{2n+1} \) be the Lie algebra of type \( B_n \). We realize it as \( \mathfrak{so}_{2n+1} = \{ a \in \mathfrak{gl}_{2n+1}(\mathbb{C}) \mid a + Ba^T B^{-1} = 0 \} \), where \( B \) is the symplectic non-degenerate bilinear form on \( \mathbb{C}^{2n+1} \) with the matrix
\[
B = \begin{pmatrix}
0 & I_n & 0 \\
I_n & 0 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]
The Cartan subalgebra is \( \mathfrak{h} = \{ \text{diag}(x_1, \ldots, x_n, -x_1, \ldots, -x_n, 0) \} \). A basis of \( \mathfrak{h}^* \) is given by \( \{ \epsilon_1, \ldots, \epsilon_n \} \), where
\[
\epsilon_i : \text{diag}(x_1, \ldots, x_n, -x_1, \ldots, -x_n, 0) \mapsto x_i.
\]

We enumerate the simple roots by
\[
\alpha_1 = \epsilon_1 - \epsilon_2, \ldots, \alpha_{n-1} = \epsilon_{n-1} - \epsilon_n, \alpha_n = \epsilon_n.
\]
Let \( W \) be the Weyl group corresponding to \( \mathfrak{g} \) with generators \( s_1, \ldots, s_n \) acting on \( \mathfrak{h}^* \), where \( s_i = (i \ i+1) \) for \( i < n \) and
\[
s_n : (\zeta_1, \ldots, \zeta_{n-2}, \zeta_{n-1}, \zeta_n) \mapsto (\zeta_1, \ldots, \zeta_{n-1}, -\zeta_n).
\]

We fix our favorite reduced decomposition \( \omega \mathfrak{b} = \omega \mathfrak{a} \mathfrak{b} \mathfrak{b} \), where the corresponding reduced word for the second part is
\[
i^{\mathfrak{b}}_n = (n, n - 1, n - 2, n - 1, n, \ldots, 1, 2, \ldots, n - 1, n).
\]
We do not need to distinguish between \( n \) even and \( n \) odd for \( B_n \).

We see that we can divide \( i^{\mathfrak{b}}_n \) in \( n \) increasing blocks.

The double indication for \( t = (t_1, \ldots, t_N) \) (\( N = n^2 \)) here is
\[
t = (t_{1,1}^-, t_{1,2}^-, t_{2,2}^-, \ldots, t_{1,n-1}^-, \ldots, t_{n-1,n-1}^-, t_{n-1,n}^+, t_{n-1,1}^+, t_{1,2}^+, t_{2,2}^+, \ldots, t_{1,n}^+, t_{n,n}^+).
\]
Note that in this case we have more variables with upper index + than with upper index -, which corresponds to the fact that to extend the set of positive roots of \( A_{n-1} \) to the set of positive roots of \( B_n \) we do not only have to add all the pairs \( \epsilon_i + \epsilon_j \) but also all the \( \epsilon_i \).

From Theorem 6 we deduce the following Lemma. Note the difference to the \( D_n \) case concerning the third set of inequalities.
Lemma 3. For $g = \mathfrak{so}_{2n+1}$ all the points in the string cone $S_i\omega_n$ satisfy the inequalities

$$t_{i,j}^- \geq t_{i+1,j}^+, \quad \forall 1 < i \leq j \leq n-1,$$
$$t_{i,j}^+ \geq t_{i+1,j}^+, \quad \forall 1 < i \leq j \leq n,$$
$$t_{i,i}^+ \geq t_{i,i+1}^+, \quad \forall 1 \leq i \leq n-1.$$

In other words, the cone is a subcone of the order polyhedron of the poset in figure 3.

**Proof.** We use Theorem 1. We know that

$$\omega_0 = \begin{pmatrix} 1 & 2 & \ldots & n-1 & n \\ -1 & -2 & \ldots & -(n-1) & -n \end{pmatrix}.$$

So for $1 \leq i \leq n-1$, we get

$$s_i\omega_0 = \begin{pmatrix} 1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n \\ -1 & -2 & \ldots & -(i-1) & -(i-1) & -(i+1) & -(i+2) & \ldots & -(n-1) & -n \end{pmatrix}.$$

Now acting by the parabolic subgroup $W_i$ gives us the minimal representative of $W_is_i\omega_0$:

$$z(i) = \begin{pmatrix} 1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n \\ -i & -(i-1) & \ldots & -2 & i+1 & -(i+1) & i+2 & \ldots & n-1 & n \end{pmatrix}.$$
A word for \( z^{(i)} \) is given by

\[
 i^{(i)} = i^{A_{n-1},(i)} i^{\beta_n,(i)} i^{\beta_n,(i)}
\]

where

\[
i^{A_{n-1},(i)} = (i, n-1, i-1, n-2, \ldots, 1, n-i),
\]

\[
i^{\beta_n,(i)} = (n, n-1, n, n-2, \ldots, n-i+1, n),
\]

\[
i^{\beta_n,(i)} = (n-i, n-i, 2, i+1, 1, i-1).
\]

The corresponding permutations are

\[
z_{A_{n-1},(i)} = \begin{pmatrix}
1 & 2 & \ldots & n-i & n-i+1 & n-i+2 & \ldots & n-1 & n \\
i+1 & i+2 & \ldots & n & 1 & 2 & \ldots & i-1 & i
\end{pmatrix},
\]

\[
z_{\beta_n,(i)} = \begin{pmatrix}
1 & 2 & \ldots & n-i & n-i+1 & n-i+2 & \ldots & n-1 & n \\
1 & 2 & \ldots & n-i & n-i & (n-1) & \ldots & (n-i) & (n-i+1)
\end{pmatrix},
\]

\[
z_{\beta_n,(i)} = \begin{pmatrix}
1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n \\
n-i+1 & n-i+2 & \ldots & n-1 & 1 & n & 2 & \ldots & n-i-1 & n-i
\end{pmatrix},
\]

\[
z_{\beta_n,(i)} = z_{\beta_n,(i)} z_{\beta_n,(i)}
\]

\[
= \begin{pmatrix}
1 & \ldots & i-1 & i & i+1 & \ldots & n-1 & n \\
n-i & \ldots & (n-i+2) & 1 & (n-i+1) & 2 & \ldots & n-i-1 & n-i
\end{pmatrix}.
\]

Again, we can write \( i^{A_{n-1},(i)} \) as a subword of \( i^{A_{n-1}} \) in the following way:

\[
(n-1, n-2, n-1, n-3, n-1, \ldots, i, n-1, i-1, n-2, n-1, \ldots, 1, n-i, n-i+1, n-1).
\]

Due to commutation relations we can again find \( m \) different words for \( z^{\beta_n,(i)} \).

We find two coefficients which are not zero: For \( l = m \) and \( k = i \) we get

\[
(s_{z^{A_{n-1},(i)}} s_{\beta_n,(i)} s_{\beta_n,(i)} s_{n-i}, s_{n-1}, \ldots, s_{n-m+2}, s_{n-m+i+1}, s_{n-m+i}, s_{n-m+i-1}^{(\alpha_{n-m+i})})(w_i^\vee) = (s_{z^{A_{n-1},(i)}} s_{\beta_n,(i)} s_{\beta_n,(i)} (\epsilon_{n-m-1} - \epsilon_n))(w_i^\vee) = (s_{z^{A_{n-1},(i)}} (\epsilon_{n-m-1} + \epsilon_{n-1}))(w_i^\vee)
\]

\[
= (\epsilon_{n-m+1+i} + \epsilon_1)(w_i^\vee) = 0 + 1 = 1,
\]

as \( n-m+1+i > i \).

For \( l = m+1 \) and \( k = i+1 \) we get

\[
(s_{z^{A_{n-1},(i)}} s_{\beta_n,(i)} s_{\beta_n,(i)} s_{n-i}, s_{n-1}, \ldots, s_{n-m+2}, s_{n-m+i+1}, s_{n-m+i}, s_{n-m+i-1}^{(\alpha_{n-m+i})})(w_i^\vee) = (s_{z^{A_{n-1},(i)}} s_{\beta_n,(i)} s_{\beta_n,(i)} (\epsilon_{n-m+1} - \epsilon_{n-m+i+1}))(w_i^\vee)
\]

\[
= (s_{z^{A_{n-1},(i)}} s_{\beta_n,(i)} s_{\beta_n,(i)} (\epsilon_n - \epsilon_{n-m+2}))(w_i^\vee) = (s_{z^{A_{n-1},(i)}} (\epsilon_n-1 - \epsilon_{n-m+2}))(w_i^\vee)
\]

\[
= (-\epsilon_1 - \epsilon_{n-m+2+i})(w_i^\vee) = -1 + 0 = -1,
\]

as \( n-m+2+i > i \).
For \( l = m = i + 1 = k \) we get
\[
(s_2 s_{A_{n-1},(i)} s_{A_{n-1},(i)} s_{\alpha_{n-i}, s_{\alpha_{n-i}, s_n-2}} s_{\alpha_{n-i}, s_n-2}) (w_i^\vee) = (s_2 s_{A_{n-1},(i)} s_{A_{n-1},(i)} s_{\alpha_{n-i}, s_n-2}) (w_i^\vee)
\]
\[
= (s_2 s_{A_{n-1},(i)} (-\epsilon_{n-i+1})) (w_i^\vee) = (-\epsilon_1) (w_i^\vee) = -1.
\]

So only two coefficients are not zero, which gives us the inequality \( t_{i,m}^+ \geq t_{i+1,m}^+ \) for \( 1 \leq i < m \leq n \). For the computation of the zero coefficients and for the inequality \( t_{i,i}^+ \geq t_{i,i+1}^+ \) for \( 1 \leq i < n \) we refer to the appendix.

We use this Lemma together with Theorem 2 to get more inequalities for the points in the string cone \( S_{i,\bar{B}_n} \) via a projection from \( B_n \) to \( A_{n-1} \). Again, the decomposition of \( i_{B_n}^+ \) in \( i_{A_{n-1}} \) is crucial. Here we obtain a completely analogous result as in Theorem 6.

**Theorem 8.** For \( \mathfrak{g} = \mathfrak{so}_{2n+1} \) all the points in the string cone \( S_{i,\bar{B}_n} \) satisfy the inequalities
\[
\begin{align*}
& t_{i,j}^- \geq t_{i+1,j}^- \quad \forall 1 \leq i \leq j \leq n - 1, \\
& t_{i,j}^+ \geq t_{i+1,j}^+ \quad \forall 1 \leq i \leq j \leq n, \\
& t_{i,j}^+ \geq t_{i,j+1}^+ \quad \forall 1 \leq i \leq j \leq n - 1.
\end{align*}
\]

The corresponding poset looks the same as figure 2 with the only difference that the indices of the \( t^+ \) variables go up to \( n \) instead of \( n - 1 \).

**Proof.** Due to Lemma 3 we obtain all the inequalities except
\[
(t_{i,j}^+ \geq t_{i,j+1}^+ \forall 1 \leq i < j \leq n - 1). \tag{6}
\]

We define
\[
i_{B_n} = (n, n-1, n, n-2, n-1, n-3, n-2, n-1, n-4, n-3, n-2, n-1, \ldots, 2, \ldots, n-2, n-1, 1, \ldots, n-2, n-1, n)
\]
for \( n \) even and
\[
i_{B_n} = (n, n-1, n, n-2, n-1, n-3, n-2, n-1, n-4, n-3, n-2, n-1, \ldots, 2, \ldots, n-2, n-1, n, 1, \ldots, n-2, n-1, n)
\]
for \( n \) odd. This only differs from \( i_{B_n}^+ \) by the exchange of orthogonal reflections. Namely, we move every second \( n \) as much to the right as possible. Let \( i_{B_n}^+ = i_{A_{n-1}}^+ i_{B_n}^+ \).

Let \( v \) be a basis element in \( V_{B_n}(\lambda) \) and \( t \) its string in direction \( i_{B_n}^+ \). Now, let \( l \) be the Levi subalgebra of \( \mathfrak{g} \) associated to \( \alpha_1, \ldots, \alpha_{n-2}, \alpha_{n-1} + 2\alpha_n \). It is isomorphic to \( \mathfrak{so}_{2n} \). Considering \( V_{B_n}(\lambda) \) as an \( l \)-module, we thus might compute the string of \( v \) in direction \( i_{B_n}^+ \). As \( E_{\alpha_{n-1} + 2\alpha_n} \) acts on \( v \) as \( E_{\alpha_{n-1}} E_{\alpha_n}^2, E_{\alpha_n} E_{\alpha_{n-1}} E_{\alpha_n}^2 \) or as \( E_{\alpha_n}^2 E_{\alpha_{n-1}} \), this string is given by \( \pi_B(t) \), where \( \pi_B : \mathbb{R}^{n^2} \to \mathbb{R}^{n(n-1)} \) is the projection which forgets all the coordinates \( t_k \) such that \( i_{B_n}^+ = n \).

As \( v \) is a basis element in the \( \mathfrak{so}_{2n+1} \)-module \( V_{B_n}(\lambda) \), it is also a basis element if we consider this module as a \( l \)-module. So, due to Theorem 7 and as \( i_{B_n}^+ \) and \( i_{B_n}^+ \) only differ by the exchange of orthogonal reflections, we get exactly the inequalities (3) for \( \pi(t) \) and thus also for \( t \).
We now want to show, that the string cone $S_{iB_n}$ is exactly given by the inequalities (6).

Therefore, we use this Theorem and again Littelmann’s description of the string cone to give an explicit description of the string cone $S_{iB_n}$:

**Theorem 9.** The string cone $S_{iB_n}$ is exactly given by the set of all points in $t \in \mathbb{Z}^N_{\geq 0}$ satisfying the inequalities (6).

The proof does not contain any new strategies compared to the $D_n$ case.

4. **String cones in type $C_n$**

In the $C_n$ case, we get a factor 2 in some of our inequalities, but as $B_n$ and $C_n$ share the same Weyl group, the proofs for the results in this subsection are nearly exactly the same as in the previous one, so we will leave them out and just give a short overview of the results for the sake of completeness.

We start again by fixing our notation: Let $g = \mathfrak{sp}_{2n}$ be the Lie algebra of type $C_n$. We realize it as $\mathfrak{sp}_{2n} = \{a \in \mathfrak{gl}_{2n}(\mathbb{C}) \mid a + Ja^TJ^{-1} = 0\}$, where $J$ is the skew-symmetric non-degenerate bilinear form on $\mathbb{C}^{2n}$ with the matrix

$$J = \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}.$$

The Cartan subalgebra is $\mathfrak{h} = \{\text{diag}(x_1, \ldots, x_n, -x_1, \ldots, -x_n)\}$. A basis of $\mathfrak{h}^*$ is given by $\{\epsilon_1, \ldots, \epsilon_n\}$, where

$$\epsilon_i : \text{diag}(x_1, \ldots, x_n, -x_1, \ldots, -x_n) \mapsto x_i.$$

We enumerate the simple roots by

$$\alpha_1 = \epsilon_1 - \epsilon_2, \ldots, \alpha_{n-1} = \epsilon_{n-1} - \epsilon_n, \alpha_n = 2\epsilon_n.$$

The Weyl group is the same as for $B_n$ so we set $iC_n = iB_n$.

**Lemma 4.** For $g = \mathfrak{sp}_{2n}$ all the points in the string cone $S_{iC_n}$ satisfy the inequalities

$$t_{i,j}^- \geq t_{i+1,j}^-, \quad \forall 1 \leq i < j \leq n - 1,$$

$$t_{i,j}^+ \geq t_{i+1,j}^+, \quad \forall 1 \leq i < j - 1 < n,$$

$$t_{i,i+1}^+ \geq 2t_{i+1,i+1}^+ \quad \forall 1 \leq i < n,$$

$$2t_{i,i}^+ \geq t_{i,i+1}^+ \quad \forall 1 \leq i \leq n - 1.$$

The corresponding poset looks the same as in figure 3 with the only difference that we have the factor two before each variable in the last column.

**Theorem 10.** For $g = \mathfrak{sp}_{2n}$ all the points in the string cone $S_{iC_n}$ satisfy the inequalities

$$t_{i,j}^- \geq t_{i+1,j}^- \quad \forall 1 \leq i < j \leq n - 1,$$

$$t_{i,j}^+ \geq t_{i+1,j}^+ \quad \forall 1 \leq i < j - 1 < n,$$

$$t_{i,i+1}^+ \geq 2t_{i+1,i+1}^+ \quad \forall 1 \leq i < n,$$

$$t_{i,j}^+ \geq t_{i,j+1}^+ \quad \forall 1 \leq i < j \leq n - 1,$$

$$2t_{i,i}^+ \geq t_{i,i+1}^+ \quad \forall 1 \leq i < n.$$
The corresponding poset looks the same as in figure 2 with the only difference that the indices of the $t^+$ variables go up to $n$ instead of $n-1$ and we have a factor two before each variable in the last column.

**Theorem 11.** The string cone $S_{\ell D_n}$ is exactly given by the set of all points in $t \in \mathbb{Z}_N^{N \geq 0}$ satisfying the inequalities (7).

5. Branching

Our choices of $i$ in the three previous sections allow us to consider the string branching polytopes as mentioned in subsection 1.7. For example, for $D_n$ we obtain a decomposition

$$S_{\ell D_n}^L(\lambda) = \bigcup_{t \in S_{\ell D_n}(\lambda)} S_{A_{n-1}}^L(\lambda - t \cdot \alpha_T) \times \{t\}.$$ 

This means, that the highest weight module $V_{D_n}(\lambda)$ can be written as

$$V_{D_n}(\lambda) \cong \bigoplus_{v \in S_{\ell D_n}(\lambda)} V_{A_{n-1}}(\lambda - v \cdot \beta_T).$$

A similar decomposition is possible for the Lusztig polytope:

$$L_{\ell D_n}^L(\lambda) = \bigcup_{u \in L_{\ell D_n}(\lambda)} L_{A_{n-1}}^L(\lambda - u \cdot \beta_T) \times \{u\}$$

where $\beta_D = (\beta_{1D_n}, \ldots, \beta_{nD_n})$. The string branching polytopes are defined by the inequalities for the $t^+$ variables from Theorems 6, 8 and 10 and the additional weight inequalities which can be read off from Theorem 2.

From Theorems 4 and 5 we now deduce the following Theorem describing the Lusztig branching polytopes:

**Theorem 12.**

1. The Lusztig branching polytope $L_{\ell D_n}(\lambda)$ is defined by the inequalities

$$\sum_{k=j}^{n-1} u^+_{i,k} \leq \sum_{k=j+1}^{n-1} u^+_{i+1,k} + \lambda_i \forall 1 \leq i < j \leq n-1,$$

$$\sum_{k=j}^{n} u^+_{k,j} + \sum_{k=j+2}^{n} u^+_{j+1,k} \leq \sum_{k=j+1}^{n} u^+_{k,j+1} + \sum_{k=j+2}^{n-1} u^+_{j+2,k} + \lambda_j \forall 1 \leq i < j < n-1,$$

$$u^+_{n-1,n-1} \leq \lambda_n,$$

$$u^+_{i,j} \geq 0 \forall 1 \leq i \leq j \leq n-1.$$

2. The Lusztig branching polytope $L_{\ell B_n}(\lambda)$ is defined by the inequalities

$$\sum_{k=j}^{n} u^+_{i,k} \leq \sum_{k=j+1}^{n} u^+_{i+1,k} + \lambda_i \forall 1 \leq i < j \leq n,$$

$$\sum_{k=i}^{j+1} u^+_{k,j} + \sum_{k=j+1}^{n} u^+_{j,k} \leq \sum_{k=i+1}^{n} u^+_{k,j+1} + \sum_{k=j+2}^{n} u^+_{j+1,k} + \lambda_j \forall 1 \leq i \leq j < n,$$

$$u^+_{n,n} \leq \lambda_n,$$

$$u^+_{i,j} \geq 0 \forall 1 \leq i \leq j \leq n.$$
(3) The Lusztig branching polytope $\mathcal{L}_{\lambda^\circ|^\circ}(\lambda)$ is defined by the inequalities

$$\sum_{k=j}^{n} u_{i,k}^+ \leq \sum_{k=j+1}^{n} u_{i+1,k}^+ + \lambda_i \ \forall \ 1 \leq i < j \leq n,$$

$$\sum_{k=i}^{j} u_{k,j}^+ + \sum_{k=j}^{n} u_{j,k}^+ \leq \sum_{k=i+1}^{j+1} u_{k,j+1,k}^+ + \sum_{k=j+1}^{n} u_{j+1,k}^+ + \lambda_j \ \forall \ 1 \leq i < j \leq n,$$

$$u_{i,n,n}^+ \leq \lambda_n,$$

$$u_{i,j}^+ \geq 0 \ \forall \ 1 \leq i \leq j \leq n.$$

Proof. We only prove (1) here, the proofs for the other cases follow the same idea. We use the bijections $\varphi$ and $\psi$ to translate the inequalities from the string polytope to the Lusztig polytope. For $i = i^D_n$, the ordering on the set of positive roots is the following:

$$\varepsilon_{n-1} - \varepsilon_n, \varepsilon_{n-2} - \varepsilon_{n-1}, \ldots, \varepsilon_1 - \varepsilon_n, \ldots, \varepsilon_2 + \varepsilon_3, \ldots, \varepsilon_1 + \varepsilon_n, \ldots, \varepsilon_{n-1} + \varepsilon_n.$$

So for $1 \leq i \leq j < n - 1$ we get from Theorem 5

$$\psi(u)_{i,j}^+ = \sum_{k=1}^{n} \lambda_k + \sum_{k=j+1}^{n-2} \lambda_k - u_{i,j}^+ - \sum_{k=i+1}^{j} u_{k,j}^+ - \sum_{k=j+1}^{n-1} (u_{i,k}^+ + u_{j+1,k}^+).$$

For $1 \leq i \leq j = n - 1$ we get:

$$\psi(u)_{i,j}^+ = \sum_{k=i}^{n-2} \lambda_k + \lambda_n + \sum_{k=j+1}^{n-2} \lambda_k - u_{i,j}^+ - \sum_{k=i+1}^{j} u_{k,j}^+ - \sum_{k=j+1}^{n-1} (u_{i,k}^+ + u_{j+1,k}^+).$$

So we have for $1 \leq i < j \leq n - 1$,

$$\psi(u)_{i,j}^+ \geq \psi(u)_{i+1,j}^+ \iff \lambda_i - u_{i,j}^+ - \sum_{k=j+1}^{n-1} u_{i,k}^+ \geq - \sum_{k=j+1}^{n-1} u_{i+1,k}^+ \iff \lambda_i + \sum_{k=j+1}^{n-1} u_{i+1,k}^+ \geq \sum_{k=j}^{n-1} u_{i,k}^+.$$

For $1 \leq i \leq j < n - 1$ we have

$$\psi(u)_{i,j}^+ \geq \psi(u)_{i,j+1}^+ \iff \lambda_{j+1} - u_{i,j}^+ - \sum_{k=i+1}^{j} u_{k,j}^+ - \sum_{k=j+1}^{n-1} u_{j+1,k}^+ \geq - \sum_{k=i+1}^{j+1} u_{k,j+1}^+ - \sum_{k=j+2}^{n-1} u_{j+2,k}^+ \iff \lambda_{j+1} + \sum_{k=i+1}^{j} u_{k,j+1}^+ + \sum_{k=j+1}^{n-1} u_{j+2,k}^+ \geq \sum_{k=i}^{j} u_{k,j}^+ + \sum_{k=j+1}^{n-1} u_{j+1,k}^+.$$

Moreover, we have

$$\psi(u)_{n-1,n-1}^+ \geq 0 \iff \lambda_n - u_{n-1,n-1}^+ \geq 0 \iff \lambda_n \geq u_{n-1,n-1}^+.$$

From Theorem 4 we see that the inequalities (3) are equivalent to the condition $\varphi(t)_k \geq 0$ for $1 \leq k \leq N$. \hfill $\square$

We can of course also calculate the inequalities for the complete Lusztig polytopes:
Theorem 13.  

(1) The Lusztig polytope $\mathcal{L}_{10_n}(\lambda)$ is defined by the inequalities
\[
\sum_{k=j}^{n-1} u_{i,k}^- + \sum_{k=n-i}^{n-j} u_{n-i,k}^- + \sum_{k=1}^{n-i-1} u_{k,n-i-1}^- \leq \lambda_{n-i} + \sum_{k=j+1}^{n-1} u_{i+1,k}^- + \sum_{k=n-i+1}^{n-1} u_{n-i+1,k}^- + \sum_{k=1}^{n-i} u_{n-k,n-i}^- \\
\forall 1 \leq i \leq j \leq n-1,
\]
\[
\sum_{k=j}^{n-1} u_{i,k}^+ \leq \sum_{k=j+1}^{n-1} u_{i+1,k}^+ + \lambda_i \forall 1 \leq i < j \leq n-1,
\]
\[
\sum_{k=i}^{j} u_{k,j}^+ + \sum_{k=j+1}^{n-1} u_{j+1,k}^+ \leq \sum_{k=i+1}^{j+1} u_{k,j+1}^+ + \sum_{k=j+2}^{n-1} u_{j+2,k}^+ + \lambda_{j+1} \forall 1 \leq i < j < n-1,
\]
\[
\sum_{k=i}^{j} u_{i,j}^+ \geq 0 \forall 1 \leq i \leq j \leq n-1.
\]

(2) The Lusztig polytope $\mathcal{L}_{1b_n}(\lambda)$ is defined by the inequalities
\[
\sum_{k=j}^{n-1} u_{i,k}^- + \sum_{k=n-i+1}^{n} u_{n-i,k}^- + \sum_{k=1}^{n-i} u_{k,n-i}^- \leq \lambda_{n-i} + \sum_{k=j+1}^{n-1} u_{i+1,k}^- + \sum_{k=n-i+2}^{n} u_{n-i+1,k}^- + \sum_{k=1}^{n-i+1} u_{k,n-i+1}^- \\
\forall 1 \leq i \leq j \leq n-1,
\]
\[
\sum_{k=j}^{n} u_{i,k}^+ \leq \sum_{k=j+1}^{n} u_{i+1,k}^+ + \lambda_i \forall 1 \leq i < j \leq n,
\]
\[
\sum_{k=i}^{j} u_{k,j}^+ + \sum_{k=j+1}^{n} u_{j+1,k}^+ \leq \sum_{k=i+1}^{j+1} u_{k,j+1}^+ + \sum_{k=j+2}^{n} u_{j+2,k}^+ + \lambda_j \forall 1 \leq i < j < n,
\]
\[
\sum_{k=i}^{j} u_{i,j}^+ \geq 0 \forall 1 \leq i \leq j \leq n.
\]

(3) The Lusztig polytope $\mathcal{L}_{1c_n}(\lambda)$ is defined by the inequalities
\[
\sum_{k=j}^{n-1} u_{i,k}^- + \sum_{k=n-i}^{n-j} u_{n-i,k}^- + \sum_{k=1}^{n-i-1} u_{k,n-i}^- \leq \lambda_{n-i} + \sum_{k=j+1}^{n-1} u_{i+1,k}^- + \sum_{k=n-i+1}^{n} u_{n-i+1,k}^- + \sum_{k=1}^{n-i+1} u_{k,n-i+1}^- \\
\forall 1 \leq i \leq j \leq n-1,
\]
\[
\sum_{k=j}^{n} u_{i,k}^+ \leq \sum_{k=j+1}^{n} u_{i+1,k}^+ + \lambda_i \forall 1 \leq i < j \leq n,
\]
\[
\sum_{k=i}^{j} u_{k,j}^+ + \sum_{k=j+1}^{n} u_{j+1,k}^+ \leq \sum_{k=i+1}^{j+1} u_{k,j+1}^+ + \sum_{k=j+2}^{n} u_{j+2,k}^+ + \lambda_j \forall 1 \leq i < j < n,
\]
\[
\sum_{k=i}^{j} u_{i,j}^+ \geq 0 \forall 1 \leq i \leq j \leq n.
\]
6. Appendix

We will here repeat the proofs of Lemmas 2 and 3 and Theorems 7 and 9 with all details which we omitted in the main part of this paper.

6.1. $D_n$.

Proof. of Lemma 2: We use Theorem 1: We know that
\[
\omega_0 = \begin{pmatrix} 1 & 2 & \ldots & n-1 & n \\ -1 & -2 & \ldots & -(n-1) & \mp n \end{pmatrix}.
\]
So for $1 \leq i < n-1$ we get
\[
s_i\omega_0 = \begin{pmatrix} 1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n \\ -1 & -2 & \ldots & -(i-1) & -i & -(i+1) & -(i+2) & \ldots & -(n-1) & \mp n \end{pmatrix}.
\]
Now acting by the parabolic subgroup $W_i$ gives us the minimal representative of $W_i s_i \omega_0$:
\[
z^{(i)} = \begin{pmatrix} 1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n \\ -i & -(i-1) & \ldots & -2 & i+1 & -1 & i+2 & \ldots & n-1 & \pm n \end{pmatrix}.
\]
Here, the choice of the sign depends on the parity of $i$ (in the same manner as described above for $n$).

We now introduce the notation
\[
\vec{i,j} = i, i+1, \ldots, j-1, j
\]
for $i < j$.

A word for $z^{(i)}$ is given by
\[
i^{(i)} = i^{A_{n-1},(i)} i_1^{\tilde{D}_{n,(i)}} i_2^{\tilde{D}_{n,(i)}}
\]
where
\[
i^{A_{n-1},(i)} = (i, n-\overrightarrow{1}, i-1, n-\overrightarrow{2}, \ldots, 1, n-i),
\]
\[
i_1^{\tilde{D}_{n,(i)}} = (n, n-2, n-1, n-3, n-2, n, \ldots, n-i, n-\overrightarrow{2}, n-1/n),
\]
\[
i_2^{\tilde{D}_{n,(i)}} = (n-i-1, n-\overrightarrow{2}, \ldots, 2, i+1, 1, i-1).
\]
Here, the choice of $n-1/n$ depends on the parity of $i$. The corresponding permutations are
\[
z^{A_{n-1},(i)} = \begin{pmatrix} 1 & 2 & \ldots & n-i & n-i+1 & n-i+2 & \ldots & n-1 & n \\ i+1 & i+2 & \ldots & n & 1 & 2 & \ldots & i-1 & i \end{pmatrix},
\]
\[
z_1^{\tilde{D}_{n,(i)}} = \begin{pmatrix} 1 & 2 & \ldots & n-i-1 & n-i & n-i+1 & \ldots & n-1 & n \\ 1 & 2 & \ldots & n-i-1 & -n & -(n-1) & \ldots & -(n-i+1) & \pm(n-i) \end{pmatrix},
\]
\[
z_2^{\tilde{D}_{n,(i)}} = \begin{pmatrix} 1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n \\ n-i & n-i+1 & \ldots & n-2 & 1 & n-1 & 2 & \ldots & n-i-1 & n \end{pmatrix},
\]
\[
z^{\tilde{D}_{n,(i)}} = z_1^{\tilde{D}_{n,(i)}} z_2^{\tilde{D}_{n,(i)}} = \begin{pmatrix} 1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n \\ -n & -(n-1) & \ldots & -(n-i+1) & 1 & -(n-i+1) & 2 & \ldots & n-i-1 & \pm(n-i) \end{pmatrix}.
\]
We can write $i^{A_{n-1}}(i)$ as a subword of $i^{A_n}$ in the following way (the underlined parts form the subword):

$$(n-1, n-2, n-1, n-3, n-4, \ldots, i, n-i, n-i+1, n-i+2, n-i+3, \ldots, n-m+1, n-m+i, n-m-i+i-\frac{2}{n}, n-m-i+i-\frac{3}{n}, n-m-i+i-\frac{4}{n}, n-m-i+i-\frac{5}{n}, \ldots, 2, i, i+2, 1, i+1).$$

This means, starting from the $(n-i)$-th block, we take the first $n-i$ elements of each block. We make the observation, that due to commutation relations for $i < m \leq n-1$ also the following words are words for $z_2^{D_n}(i)$:

$$i_2^{D_n}(i, m) = \left( n-i-1, n-i-\frac{2}{n}, n-i-\frac{3}{n}, \ldots, n-i-\frac{m-1}{n}, n-i-\frac{m}{n}, n-i-\frac{m+1}{n}, n-i-\frac{m+2}{n}, n-i-\frac{m+3}{n}, n-i-\frac{m+4}{n}, \ldots, 2, i, i+2, 1, i+1 \right).$$

We can write $i^{D_n}(i, m)$ as a subword of $i^{D_n}$ in the following way:

$$(n, n-2, n-1, n-3, n-4, \ldots, n-i, n-i-\frac{2}{n}, n-i-\frac{3}{n}, \ldots, n-i-\frac{m-1}{n}, n-i-\frac{m}{n}, n-i-\frac{m+1}{n}, n-i-\frac{m+2}{n}, n-i-\frac{m+3}{n}, n-i-\frac{m+4}{n}, \ldots, 2, i, i+2, i+3, n-i-\frac{2}{n}, n-i-\frac{3}{n}, \ldots, 1, i-\frac{1}{n}, i+1, i+2, n-i-\frac{2}{n}, n-i-\frac{3}{n}, \ldots, n-1).$$

This means, we take the first $i$ elements of the first $m-1$ blocks (or the whole block, if its length is less than $i$), the first $i-1$ elements from the remaining blocks and also the $(i+1)$-th element of all blocks right from the $m$-th block.

We now start calculating our inequalities. We just need to consider variables corresponding to entries of $i^{D_n}$, which are not in the subword.

For the variables until the first entry of the subword, we get as coefficient $\alpha_{ik}w_i^{\gamma} = (\epsilon_i - \epsilon_{i+k})w_i^{\gamma} = 0 = 0$, as $i_k > i$. We use our double indication now. In this notation we have $(i^{A_{n-1}})_{k,l} = n-l-1+k$.

For $i < k \leq l < n$ we get

$$\begin{align*}
\langle \delta_1, s_{n-1} \ldots s_{n-l-i+1} \alpha_{n-l-i+k} \rangle (w_i^{\gamma}) &= \langle \delta_1, s_{n-1} \ldots s_{n-l-i+1} \alpha_{n-l-i+k} \rangle (w_i^{\gamma}) \\
&= (\epsilon_i - \epsilon_{i-l+k})(w_i^{\gamma}) = 1 - 1 = 0,
\end{align*}$$

as $i-l+k \leq i$.

So all coefficients for variables corresponding to $i^{A_{n-1}}$ are zero. We now consider the variables corresponding to $i^{D_n}$. Here we have $(i^{D_n})_{k,l} = n-l+k-1$. For $l$ odd, we have $(i^{D_n})_{l,l} = n$ instead of $n-1$. The entries of the first $i$ blocks are all in the subword, so we just need to
compute the coefficients for \( l > i \). For \( i < k \leq l < m \) we get:

\[
(s^l_{\mathbf{A}_{n-1}} s^m_{\mathbf{A}_{n-1}}) \delta^l_{\mathbf{A}_{n-1}} (s_{n-1}^{-i}: \ldots: s_{n-1}^{-2} s_{n-1}^{k+1} s_{n-1}^{(l+k-1)} \alpha_{n-1}) (w_i^y)
\]

\[
= (s^l_{\mathbf{A}_{n-1}} s^m_{\mathbf{A}_{n-1}}) \delta^l_{\mathbf{A}_{n-1}} (s_{n-1}^{-i}: \ldots: s_{n-1}^{-2} s_{n-1}^{k+1} (\epsilon_{n-l+k-1} - \epsilon_{n-l+k})) (w_i^y)
\]

\[
= (s^l_{\mathbf{A}_{n-1}} s^m_{\mathbf{A}_{n-1}}) \delta^l_{\mathbf{A}_{n-1}} (\epsilon_{n-l+k-1} - \epsilon_{n-l+k-1}) (w_i^y) = (\epsilon_{n-l+k-1} - \epsilon_{n-l+k}) (w_i^y) = 0 = 0
\]

as \( n - l + k - 1 > i \).

For \( k = l \) if \((1^{l_n})_{k,l} = n \) we need to change the sign between the two \( \epsilon \) but as both summands are 0 this does not change the result.

For \( l = m \) and \( k = l - 1 \) we get

\[
(s^l_{\mathbf{A}_{n-1}} s^m_{\mathbf{A}_{n-1}}) \delta^l_{\mathbf{A}_{n-1}} (s_{n-1}^{-i}: \ldots: s_{n-1}^{-2} s_{n-1}^{n-2} s_{n-1}^{(l+k-1)} \alpha_{n-1}) (w_i^y)
\]

\[
= (s^l_{\mathbf{A}_{n-1}} s^m_{\mathbf{A}_{n-1}}) \delta^l_{\mathbf{A}_{n-1}} (s_{n-1}^{-i}: \ldots: s_{n-1}^{-2} s_{n-1}^{n-2} (\epsilon_{n-l+k-1} - \epsilon_{n-l+k})) (w_i^y)
\]

\[
= (s^l_{\mathbf{A}_{n-1}} s^m_{\mathbf{A}_{n-1}}) \delta^l_{\mathbf{A}_{n-1}} (\epsilon_{n-l+k-1} - \epsilon_{n-l+k-1}) (w_i^y) = (\epsilon_{n-l+k-1} - \epsilon_{n-l+k}) (w_i^y) = 0 = 0
\]

as \( n - l + k - 1 > i \).

For \( k = l \) if \((1^{l_n})_{k,l} = n \) we need to change the sign between the two \( \epsilon \) but as both summands are 0 this does not change the result.

For \( l = m \) and \( k = l + 1 \) we get

\[
(s^l_{\mathbf{A}_{n-1}} s^m_{\mathbf{A}_{n-1}}) \delta^l_{\mathbf{A}_{n-1}} (s_{n-1}^{-i}: \ldots: s_{n-1}^{-2} s_{n-1}^{n-2} s_{n-1}^{(l+k+1)} \alpha_{n-1}) (w_i^y)
\]

\[
= (s^l_{\mathbf{A}_{n-1}} s^m_{\mathbf{A}_{n-1}}) \delta^l_{\mathbf{A}_{n-1}} (s_{n-1}^{-i}: \ldots: s_{n-1}^{-2} s_{n-1}^{n-2} (\epsilon_{n-l+k+1} - \epsilon_{n-l+k})) (w_i^y)
\]

\[
= (s^l_{\mathbf{A}_{n-1}} s^m_{\mathbf{A}_{n-1}}) \delta^l_{\mathbf{A}_{n-1}} (\epsilon_{n-l+k+1} - \epsilon_{n-l+k+1}) (w_i^y) = (\epsilon_{n-l+k+1} - \epsilon_{n-l+k}) (w_i^y) = 0 = 0
\]

as \( n - m + k - 1 > i \).

For \( k = l = m \) if \((1^{l_n})_{k,l} = n \) we need to change the sign between the two \( \epsilon \) but as both summands are 0 this does not change the result.
For $k = i$ and $m < l < n$ we get
\[
\begin{align*}
( & s_{2A_{n-1} (i)} z_1^{-1} s_{\rho_n (i)} s_{n-i-1} s_{n-2} \ldots s_{n-m+1} s_{n-m+i} s_{n-m} s_{n-m+i+2} \\
& s_{n-m-1} s_{n-m+i-3} s_{n-m+i-1} \ldots s_{n-l} s_{n-l+i-2} \alpha_{n-l+i-1} (w_i^y) \\
& = (s_{2A_{n-1} (i)} z_1^{-1} s_{\rho_n (i)} s_{n-i-1} s_{n-2} \ldots s_{n-m+1} s_{n-m+i} s_{n-m+i-3} s_{n-m+i-1} \ldots s_{n-l} s_{n-l+i-2} \\
& s_{n-m-1} s_{n-m+i-3} s_{n-m+i-1} \ldots s_{n-l} s_{n-l+i-2} (\epsilon_{n-l+i-1} - \epsilon_{n-l+i}) (w_i^y)) \\
& = (s_{2A_{n-1} (i)} z_1^{-1} s_{\rho_n (i)} (\epsilon_{n-l} - \epsilon_{n-l+1}) (w_i^y)) \\
& = (\epsilon_{n-l+i-1} - \epsilon_{n-l+1+i}) (w_i^y) = 0 - 0 = 0,
\end{align*}
\]
as $n - l + i > i$.

For $k = l$ if $(1^D_n)_{k,l} = n$ we need to change the sign between the two $\epsilon$ but as both summands are 0 this does not change the result.

For $k = l$ if $(1^D_n)_{k,l} = n$ we need to change the sign between the two $\epsilon$ but as both summands are 0 this does not change the result.

For $k = l$ if $(1^D_n)_{k,l} = n$ we need to change the sign between the two $\epsilon$ but as both summands are 0 this does not change the result.

For $k = l$ if $(1^D_n)_{k,l} = n$ we need to change the sign between the two $\epsilon$ but as both summands are 0 this does not change the result.

For $k = l$ if $(1^D_n)_{k,l} = n$ we need to change the sign between the two $\epsilon$ but as both summands are 0 this does not change the result.

For $k = l$ if $(1^D_n)_{k,l} = n$ we need to change the sign between the two $\epsilon$ but as both summands are 0 this does not change the result.

For $k = l$ if $(1^D_n)_{k,l} = n$ we need to change the sign between the two $\epsilon$ but as both summands are 0 this does not change the result.

So only two coefficients are not zero, which gives us the inequality $t_{i,m}^+ \geq t_{i+1,m}^+$ for $1 \leq i < m \leq n - 1$.

Next, we consider the inequalities which we obtain from $s_{n-1}$. We have
\[
s_{n-1} \omega_0 = \begin{pmatrix} 1 & 2 & \ldots & n-2 & n-1 & n \\ -1 & -2 & \ldots & -(n-2) & -n & \mp(n-1) \end{pmatrix}.
\]
Now acting by the parabolic subgroup $W_{s_{n-1}}$ gives us the minimal representative of $W_{s_{n-1} s_{n-1} \omega_0}$:
\[
z^{(n-1)} = \begin{pmatrix} 1 & 2 & 3 & \ldots & n-2 & n-1 & n \\ n & -(n-1) & -(n-2) & \ldots & -3 & 1 & \mp2 \end{pmatrix}.
\]
A word for $z^{(n-1)}$ is given by
\[
i^{(n-1)} = i A_{n-1} (n-1) i_1 D_n (n-1) i_2 D_n (n-1)
\]
where
\[
\begin{align*}
i^{A_{n-1},(n-1)}_1 &= \left(\frac{n-1}{n-1}, 1\right) \\
i^{\hat{A}_{n,(i)}}_1 &= (n, n-2, n-1, n-3, n-2, n, \ldots, 3, n-\frac{3}{2}, n/n-1), \\
i^{\hat{A}_{n,(i)}}_2 &= (2, n-2).
\end{align*}
\]

The corresponding permutations are
\[
\begin{align*}
z^{A_{n-1},(n-1)} &= \begin{pmatrix} 1 & 2 & 3 & \ldots & n-1 & n \\ n & 1 & 2 & \ldots & n-2 & n-1 \end{pmatrix}, \\
z^{\hat{A}_{n,(i)}}_1 &= \begin{pmatrix} 1 & 2 & 3 & 4 & \ldots & n-1 & n \\ 1 & 2 & -n & -(n-1) & \ldots & -4 & \mp 3 \end{pmatrix}, \\
z^{\hat{A}_{n,(i)}}_2 &= \begin{pmatrix} 1 & 2 & 3 & \ldots & n-2 & n-1 & n \\ 1 & 3 & 4 & \ldots & n-1 & 2 & n \end{pmatrix}, \\
z^{\hat{D}_{n,(i)}} &= z^{\hat{A}_{n,(i)}}_1 z^{\hat{A}_{n,(i)}}_2
\end{align*}
\]

We can write \(i^{A_{n-1},(n-1)}\) as a subword of \(i^{\hat{A}_{n-1}}\) be choosing the first entry from each block of \(i^{A_{n-1},(n-1)}\).

Just as above, for \(i^{\hat{A}_{n,(i)}},\) we see that all coefficients for the variables with upper index – are zero.

We can write \(i^{\hat{A}_{n,(i)}}_1\) as a subword of \(i^{\hat{D}_{n}}\) by choosing the first \(n-3\) blocks of \(i^{\hat{D}_{n}}\).

Now we have \(n-2\) possibilities to write \(i^{\hat{D}_{n,(n-1)}}_2\) as a subword of the two remaining blocks of \(i^{\hat{D}_{n}}:\) For \(1 \leq m \leq n-2\) we choose the first \(m-1\) entries of the second last block and the entries \(m+1\) to \(n-2\) of the last block:
\[
\begin{pmatrix} 2, m, m+1, n-\frac{2}{2}, n-1, n-1, n-1, m+1, m+2, n-\frac{2}{2}, n/n-1 \end{pmatrix}.
\]

As all previous entries are in the subword, we only need to compute the coefficients for some variables of the last two blocks. We fix \(m\) and start with the first variable which is not in the subword: \(i^{m,n+2}_{m,n}.\) For \(m < n-2\) we obtain:
\[
\begin{align*}
&\left( s_{z^{A_{n-1},(n-1)}_1} s_{\hat{A}_{n,(n-1)}_1} s_{\frac{n}{2}} s_{\frac{n}{2}} s_{\alpha_{m+1}} \right) (w_{n-1}^\vee) \\
&= \left( s_{z^{A_{n-1},(n-1)}_1} s_{\hat{A}_{n,(n-1)}_1} s_{\frac{n}{2}} s_{\frac{n}{2}} (\epsilon_{m+1} - \epsilon_{m+2}) \right) (w_{n-1}^\vee) = \left( s_{z^{A_{n-1},(n-1)}_1} s_{\hat{A}_{n,(n-1)}_1} (\epsilon_2 - \epsilon_{m+2}) \right) (w_{n-1}^\vee) \\
&= \left( s_{z^{A_{n-1},(n-1)}_1} (\epsilon_2 + \epsilon_{m+1}) \right) (w_{n-1}^\vee) = (\epsilon_1 + \epsilon_{m-1}) (w_{n-1}^\vee) = \frac{1}{2} + \frac{1}{2} = 1
\end{align*}
\]
as \(n - m < n.\)

For \(m = n-2\) we obtain:
\[
\begin{align*}
&\left( s_{z^{A_{n-1},(n-1)}_1} s_{\hat{A}_{n,(n-1)}_1} s_{\frac{n}{2}} s_{\frac{n}{2}} s_{\alpha_{n-1}/n} \right) (w_{n-1}^\vee) \\
&= \left( s_{z^{A_{n-1},(n-1)}_1} s_{\hat{A}_{n,(n-1)}_1} s_{\frac{n}{2}} s_{\frac{n}{2}} (\epsilon_{n+1} + \epsilon_n) \right) (w_{n-1}^\vee) = \left( s_{z^{A_{n-1},(n-1)}_1} s_{\hat{A}_{n,(n-1)}_1} (\epsilon_2 \mp \epsilon_n) \right) (w_{n-1}^\vee) \\
&= \left( s_{z^{A_{n-1},(n-1)}_1} (\epsilon_2 + \epsilon_3) \right) (w_{n-1}^\vee) = (\epsilon_1 + \epsilon_2) (w_{n-1}^\vee) = \frac{1}{2} + \frac{1}{2} = 1.
\end{align*}
\]
For \( m < k < n - 2 \) we get as coefficient for \( t_{k,n-2} \):

\[
\begin{align*}
(s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}s_{2},s_{m}\alpha_{n+1})(w_{n-1}^{\nu}) \\
= (s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}s_{2},s_{m}(\epsilon_{k+1} - \epsilon_{k+2}))(w_{n-1}^{\nu}) \\
= (s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}(\epsilon_{k+1} - \epsilon_{k+2}))(w_{n-1}^{\nu}) \\
= (s_{z_{1}A_{n-1}(n-1)}(-\epsilon_{n-k+2} + \epsilon_{n-k+1}))(w_{n-1}^{\nu}) = (-\epsilon_{n} + \epsilon_{n})(w_{n-1}^{\nu}) = -\frac{1}{2} + \frac{1}{2} = 0
\end{align*}
\]

as \( n - k + 1 < n - m + 1 \leq n \).

For \( m < n - 2 \) the coefficient of \( t_{n-2,n-2} \) is:

\[
\begin{align*}
(s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}s_{2},s_{m}\alpha_{n-1/n})(w_{n-1}^{\nu}) \\
= (s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}s_{2},s_{m}(\epsilon_{n-1} + \epsilon_{n}))(w_{n-1}^{\nu}) = (s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}(\epsilon_{n-1} + \epsilon_{n}))(w_{n-1}^{\nu}) \\
= (s_{z_{1}A_{n-1}(n-1)}(-\epsilon_{4} + \epsilon_{3}))(w_{n-1}^{\nu}) = (-\epsilon_{3} + \epsilon_{2})(w_{n-1}^{\nu}) = -\frac{1}{2} + \frac{1}{2} = 0.
\end{align*}
\]

This holds true for \( n > 3 \). For \( n = 3 \) this case does not occur, as \( 1 \leq m < n - 2 = 1 \) is not possible.

Now we compute the coefficients for the last block.

For \( 1 \leq k < m \) the coefficient of \( t_{k,n-1}^{+} \) is:

\[
\begin{align*}
(s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}s_{2},s_{m}\alpha_{k})(w_{n-1}^{\nu}) = (s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}s_{2},s_{m}(\epsilon_{k} - \epsilon_{k+1}))(w_{n-1}^{\nu}) \\
= (s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}(\epsilon_{k} - \epsilon_{k+1}))(w_{n-1}^{\nu}) = (s_{z_{1}A_{n-1}(n-1)}(-\epsilon_{n-k+2} + \epsilon_{n-k+1}))(w_{n-1}^{\nu}) \\
= (-\epsilon_{n-k+1} + \epsilon_{n-k})(w_{n-1}^{\nu}) = -\frac{1}{2} + \frac{1}{2} = 0
\end{align*}
\]

as \( n - k + 1 < n \).

The coefficient of \( t_{m,n-1}^{+} \) is:

\[
\begin{align*}
(s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}s_{2},s_{m}\alpha_{m})(w_{n-1}^{\nu}) = (s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}s_{2},s_{m}(\epsilon_{m} - \epsilon_{m+1}))(w_{n-1}^{\nu}) \\
= (s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}(\epsilon_{m} - \epsilon_{m+1}))(w_{n-1}^{\nu}) = (s_{z_{1}A_{n-1}(n-1)}(-\epsilon_{n-m+2} - \epsilon_{2}))(w_{n-1}^{\nu}) \\
= (-\epsilon_{n-m+1} - \epsilon_{1})(w_{n-1}^{\nu}) = -\frac{1}{2} - \frac{1}{2} = -1
\end{align*}
\]

as \( n - m + 1 < n \).

The next entries are again in the subword, so it remains to compute the coefficient for \( t_{n-1,n-1}^{+} \):

\[
\begin{align*}
(s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}s_{2},s_{m}\alpha_{n-n/1})(w_{n-1}^{\nu}) \\
= (s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}s_{2},s_{m}(\epsilon_{n} - \epsilon_{n}))(w_{n-1}^{\nu}) \\
= (s_{z_{1}A_{n-1}(n-1)}\beta_{n,(n-1)}(\epsilon_{2} + \epsilon_{3}))(w_{n-1}^{\nu}) = (s_{z_{1}A_{n-1}(n-1)}(\epsilon_{2} - \epsilon_{3}))(w_{n-1}^{\nu}) \\
= (\epsilon_{1} - \epsilon_{2})(w_{n-1}^{\nu}) = \frac{1}{2} - \frac{1}{2} = 0.
\end{align*}
\]

So only two coefficients are not zero, which gives us the inequality \( t_{m,n-2}^{+} \geq t_{m,n-1}^{+} \) for \( 1 \leq m \leq n - 2 \).

\[\square\]

Proof. of Theorem \( \text{[7]} \) We already know from Theorem \( \text{[6]} \) that all the points in the string cone fulfill the inequalities \( \text{[4]} \). So it remains to show that each \( t \in \mathbb{R}^{N} \) fulfilling the inequalities is
in the string cone. As the string cone is rational ([10], Proposition 1.5), we might restrict to the case \( t \in \mathbb{Z}^N_{\geq 0} \) and use Theorem 3.

Let \( t \in \mathbb{Z}^N \) such that \( t \) fulfills all the inequalities (4). We now claim the following: for \( j = 1, \ldots, N \), \( m^j \) also fulfills the inequalities (4). We use the convention \( m^j = 0 \) for \( k > j \) here. We will prove this claim by induction on \( j \), starting with \( j = N \) and going down from \( j \) to \( j - 1 \).

As \( m^N = t \), our induction hypothesis holds true for \( j = N \). So we now can assume, that \( m^j \) fulfills the inequalities and prove them for \( m^{j-1} \). We will use our double indication for this proof again, writing \( k = (k_1, k_2)^− \) for \( k \leq \frac{N}{2} \) and \( k = (k_1, k_2)^+ \) for \( k > \frac{N}{2} \).

We always assume \( k < j \) in the following and use the convention \( m^j_{(k_1, k_2)^±} = 0 \) for \( k_1 > k_2 \).

For \( i_k \neq i_j \), which is equivalent to \( \alpha_{i_k} \neq \alpha_{i_j} \), we have \( \Delta^j(k) = m^j_k \) and so

\[
m^{-1}_{k} = \min\{m^j_k, \Delta^j(k)\} = m^j_k.
\]

Therefore, we get by our induction hypothesis:

\[
m^{-1}_{(k_1, k_2)^±} = m^j_{(k_1, k_2)^±} \overset{I.H.}{\geq} m^j_{(k_1+1, k_2)^±} \geq \min\{m^j_{(k_1+1, k_2)^±}, \Delta^j((k_1+1, k_2)^±)\} = m^{-1}_{(k_1+1, k_2)^±}.
\]

For \( k > \frac{N}{2} \) and \( k_2 < n - 1 \), we also get

\[
m^{-1}_{(k_1, k_2)^+} = m^j_{(k_1, k_2)^+} \overset{I.H.}{\geq} m^j_{(k_1, k_2+1)^+} \geq \min\{m^j_{(k_1, k_2+1)^+}, \Delta^j((k_1, k_2 + 1)^+)\} = m^{-1}_{(k_1, k_2+1)^+}.
\]

Now we consider the case \( i_k = i_j \).

For \( k_2 < n - 1 \) and \( k < \frac{N}{2} \) or \( k_1 < k_2 \) we get

\[
\Delta^j((k_1, k_2)^±) = \max\{\theta((k_1, k_2)^±, l, j) \mid k < l \leq j, \ \alpha_{i_l} = \alpha_{i_j}\} \\
\geq \theta((k_1, k_2)^±, (k_1 + 1, k_2 + 1)^±, j) \\
= m^j_{(k_1+1, k_2+1)^±} - \sum_{k < s \leq (k_1+1, k_2+1)^±} m^j_s \alpha_{i_s} (\alpha^v_{i_j}) \\
= m^j_{(k_1+1, k_2+1)^±} + m^j_{(k_1+1, k_2)^±} + m^j_{(k_1, k_2+1)^±} - 2m^j_{(k_1+1, k_2+1)^±} \\
= m^j_{(k_1+1, k_2)^±} + \underbrace{m^j_{(k_1, k_2+1)^±} - m^j_{(k_1+1, k_2+1)^±}}_{\geq 0 (I.H.)} \\
\geq m^j_{(k_1, k_2)^±}.
\]

For \( k > \frac{N}{2} \) we can rewrite our calculation from above to obtain

\[
\Delta^j((k_1, k_2)^+) = m^j_{(k_1+1, k_2)^+} + m^j_{(k_1, k_2+1)^+} - m^j_{(k_1+1, k_2+1)^+} \\
= \underbrace{m^j_{(k_1, k_2+1)^+} + m^j_{(k_1+1, k_2)^+}}_{\geq 0 (I.H.)} - m^j_{(k_1+1, k_2+1)^+} \geq m^j_{(k_1, k_2+1)^+}.
\]
For $k_1 = k_2 < n - 1$ and $k > \frac{N}{2}$ we get
\[
\Delta^j((k_2, k_2)^+) = \max\{\theta((k_2, k_2)^+, l, j) \mid k < l \leq j, \, \alpha_i = \alpha_j\}
\geq \theta((k_2, k_2)^+, (k_2 + 2, k_2 + 2)^+, j)
= m^j_{(k_2+2, k_2+2)^+} - \sum_{k<s \leq (k_2+2, k_2+2)^+} \alpha_{i_s} \alpha_{i_j}^\nu
= m^j_{(k_2+2, k_2+2)^+} + m^j_{(k_2+1, k_2+2)^+} + m^j_{(k_2+1, k_2)^+} - 2m^j_{(k_2+2, k_2+2)^+}
\geq m^j_{(k_2+1, k_2)^+} \geq 0 \quad (I.H.)
\]
From these calculations we get
\[
m^j_{(k_1, k_2)^-} = \min\{m^j_{(k_1, k_2)^+}, \Delta^j((k_1, k_2)^+)\} \quad I.H.
\geq m^j_{(k_1+1, k_2)^-} = m^j_{(k_1+1, k_2)^+}
\]
as $i_{(k_1+1, k_2)^-} \neq i_{(k_1, k_2)^+} = i_j$
and
\[
m^j_{(k_1, k_2)^+} = \min\{m^j_{(k_1, k_2)^+}, \Delta^j((k_1, k_2)^+)\} \quad I.H.
\geq m^j_{(k_1+1, k_2^+)} = m^j_{(k_1+1, k_2)^+}
\]
as $i_{(k_1, k_2)^+} \neq i_{(k_1, k_2)^-} = i_j$.

For $k \leq \frac{N}{2}$ and $k_1 > 1, k_2 = n - 1$ we get
\[
\Delta^j((k_1, n - 1)^-) = \max\{\theta((k_1, n - 1)^-, l, j) \mid k < l \leq j, \, \alpha_i = \alpha_j\}
\geq \theta((k_1, n - 1)^-, (1, k_1)^+, j) = m^j_{(k_1)^+} - \sum_{k<s \leq (1, k_1)^+} \alpha_{i_s} \alpha_{i_j}^\nu
= m^j_{(k_1)^+} + m^j_{(k_1+1, n-1)^-} + m^j_{(1, k_1)^+} - 2m^j_{(k_1)^+}
\geq m^j_{(k_1+1, n-1)^-} - m^j_{(1, k_1)^+} \geq 0 \quad (I.H.)
\]
For $k \leq \frac{N}{2}$ and $k_1 = 1, k_2 = n - 1$ we get
\[
\Delta^j((1, n - 1)^-) = \max\{\theta((1, n - 1)^-, l, j) \mid k < l \leq j, \, \alpha_i = \alpha_j\}
\geq \theta((1, n - 1)^-, (2, 2)^+, j) = m^j_{(2^2)^+} - \sum_{k<s \leq (2, 2)^+} \alpha_{i_s} \alpha_{i_j}^\nu
= m^j_{(2, 2)^+} + m^j_{(2, n-1)^-} + m^j_{(2, n-1)^+} - 2m^j_{(2, 2)^+}
\geq m^j_{(2, n-1)^-} - m^j_{(2, 2)^+} \geq 0 \quad (I.H.)
\]
Both cases together yield
\[
m^j_{(k_1, n-1)^-} = \min\{m^j_{(k_1, n-1)^-}, \Delta^j((k_1, n - 1)^-)\} \quad I.H.
\geq m^j_{(k_1+1, n-1)^-} = m^j_{(k_1+1, n-1)^-}
\]
as $i_{(k_1+1, n-1)^-} \neq i_{(k_1, n-1)^-} = i_j$.

For $k > \frac{N}{2}$ and $k_2 = n - 1$ the case $i_k = i_j$ is not possible.
This finishes our claim.

Now, we show

\[ \Delta^j(k) \geq 0 \forall 2 \leq j \leq N, \ 1 \leq k \leq j - 1. \]

We essentially already proved that in the proof of our claim above and have just to recollect the important statements here.

For \( 2 \leq j \leq N \) and \( 1 \leq k \leq j - 1 \) we find:

If \( i_k \neq i_j \)

\[ \Delta^j(k) = m^j_k \geq 0, \]

as \( m^j \) fulfills (1).

If \( i_k = i_j \)

\[ \Delta^j(k) \geq m^j_{(k_1+1,k_2)} \geq 0. \]

This finishes the proof of the theorem.

\[ \square \]

6.2. \( B_n \).

**Proof.** of Lemma 3: We use Theorem 1: We know that

\[ \omega_0 = \left( \begin{array}{cccccccc}
1 & 2 & \ldots & n-1 & n \\
-1 & -2 & \ldots & -(n-1) & -n
\end{array} \right). \]

So for \( 1 \leq i \leq n - 1 \), we get

\[ s_i \omega_0 = \left( \begin{array}{cccccccc}
1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n \\
-1 & -2 & \ldots & -(i-1) & -(i-1) & -i & -(i+2) & \ldots & -(n-1) & -n
\end{array} \right). \]

Now acting by the parabolic subgroup \( W_i \) gives us the minimal representative of \( W_i s_i \omega_0 \):

\[ z^{(i)} = \left( \begin{array}{cccccccc}
1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n \\
-i & -(i-1) & \ldots & -i & -(i+1) & -i & -(i+2) & \ldots & -(n-1) & -n
\end{array} \right). \]

A word for \( z^{(i)} \) is given by

\[ i^{(i)} = i^{A_{n-1},(i)}i_1^{\tilde{B}_n,(i)}i_2^{\tilde{B}_n,(i)} \]

where

\[ i^{A_{n-1},(i)} = (i, n-\frac{1}{2}, i-1, n-\frac{3}{2}, \ldots, 1, n-i), \]

\[ i_1^{\tilde{B}_n,(i)} = (n, n-1, n-\frac{3}{2}, \ldots, n-i+1, n), \]

\[ i_2^{\tilde{B}_n,(i)} = (n-i, n-\frac{3}{2}, \ldots, 2n-1, 1, n-i-1). \]
The corresponding permutations are

\[ z^{A_{n-1},(i)} = \left( \begin{array}{cccccccc}
1 & 2 & \ldots & n-i & n-i+1 & n-i+2 & \ldots & n-1 & n \\
i+1 & i+2 & \ldots & n & 1 & 2 & \ldots & i-1 & i \\
\end{array} \right), \]

\[ z^{B_{n},(i)}_1 = \left( \begin{array}{cccccccc}
1 & 2 & \ldots & n-i & n-i+1 & n-i+2 & \ldots & n-1 & n \\
i+1 & i+2 & \ldots & n-i & -n & -(n-1) & \ldots & -(n-i) & -(n-i+1) \\
\end{array} \right), \]

\[ z^{B_{n},(i)}_2 = \left( \begin{array}{cccccccc}
1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n \\
i-n & i-n+1 & i-n+2 & \ldots & n-1 & 1 & 2 & \ldots & n-i-1 & n-i \\
\end{array} \right), \]

\[ z^{B_{n},(i)}_3 = z^{D_{n},(i)}_1 z^{D_{n},(i)}_2 z^{D_{n},(i)}_3 \]

\[ = \left( \begin{array}{cccccccc}
1 & 2 & \ldots & i-1 & i & i+1 & i+2 & \ldots & n-1 & n \\
-n & -(n-1) & \ldots & -(n-i+2) & 1 & -(n-i+1) & 2 & \ldots & n-i-1 & n-i \\
\end{array} \right). \]

Again, we can write \( i^{A_{n-1},(i)} \) as a subword of \( i^{A_{n-1}} \) in the following way:

\( (n-1, n-2, n-1, n-3, n-\frac{5}{2}, \ldots, \overline{i}, n-\frac{5}{2}, n-1, \ldots, \overline{1}, n-\frac{5}{2}, n-i+1, n-\frac{5}{2}) \).

We make the observation, that due to commutation relations for \( i < m \leq n \) also the following words are words for \( z^{B_{n},(i)} \):

\[ i^{B_{n},(i),m}_2 = \overline{(n-i, n-\frac{5}{2}, n-i-1, n-\frac{5}{2}, \ldots, n-m+2, n-m+i+1, n-m+1, n-m+i-1, n-m, n-m+i-\frac{5}{2}, n-m+i, n-m-1, n-m+i-\frac{5}{2}, n-m+i-1, \ldots, 2, i, i+2, 1, i-\frac{5}{2}, i+1)}. \]

We can write \( i^{B_{n},(i),m}_2 \) as a subword of \( i^{B_{n}} \) in the following way:

\( (n, n-1, n-2, n-1, n, \ldots, \overline{n-i}, \overline{n-i+1}, \overline{n-i}, n, \overline{n-\frac{5}{2}}, n, \overline{n-i}, \overline{n-\frac{5}{2}}, n, \overline{n-m+2}, \overline{n-m+i+1}, \overline{n-m+1}, \overline{n-m+i-1}, n-m+1, n-m+i-\frac{5}{2}, n-m+i, n-m-1, n-m+i-\frac{5}{2}, n-m+i-1, \ldots, 2, i, i+2, 1, i-\frac{5}{2}, i+1). \)

This means, we take the first \( i \) elements of the first \( m-1 \) blocks (or the whole block, if its length is less than \( i \)), the first \( i-1 \) elements from the remaining blocks and also the \( (i+1) \)-th element of all blocks right from the \( m \)-th block.

We now start calculating our inequalities. We just need to consider variables corresponding to entries of \( i \), which are not in the subword.

All coefficients for variables corresponding to \( i^{A_{n-1}} \) are zero as in the \( D_n \) case. We now consider the variables corresponding to \( i^{B_{n}} \). Here we have \( (i^{B_{n}})_{k,l} = n-l+k \). The entries of the first \( i \) blocks are all in the subword, so we just need to compute the coefficients for \( i < l \).
For $i < k \leq l < m$ we get:

\[
(s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} s_{n-i}^{-1} s_{n-1}^{-1} \cdots s_{n-l+1}^{-1} s_{n-l+k}^{-1} \alpha_{n-l+k})^w_i
\]

\[
= (s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} s_{n-i}^{-1} s_{n-1}^{-1} \cdots s_{n-l+1}^{-1} s_{n-l+k+1}^{-1} (-\epsilon - \epsilon_{n-l+k}))^w_i
\]

\[
= (s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} (\epsilon_{n-l+k-i} - \epsilon_{n-l+k-i+1}))^w_i
\]

\[
= (\epsilon_{n-l+k} - \epsilon_{n-l+k+1})^w_i = 0 - 0 = 0
\]

as $n - l + k > i$.

For $k = l$ if $(i^\beta_{k,l}) = n$ we need to delete the second $\epsilon$ but as it produces a 0 this does not change the result.

For $l = m$ and $k = i$ we get

\[
(s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} s_{n-i}^{-1} s_{n-1}^{-1} \cdots s_{n-m+2}^{-1} s_{n-m+i+1}^{-1} s_{n-m+i}^{-1} \alpha_{n-m+i})^w_i
\]

\[
= (s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} s_{n-i}^{-1} s_{n-1}^{-1} \cdots s_{n-m+2}^{-1} s_{n-m+i+1}^{-1} s_{n-m+i}^{-1} (-\epsilon_{n-m+i} - \epsilon_{n-m+i+1}))^w_i
\]

\[
= (s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} (\epsilon_{n-m+1} - \epsilon_n))^w_i = (s_{z_1} z_{A_{n-1},(i)}^* (\epsilon_{n-m+1} + \epsilon_{n-i+1}))^w_i
\]

\[
= (\epsilon_{n-m+i+1} + 1)^w_i = 0 + 1 = 1,
\]

as $n - m + 1 + i > i$.

For $l = m > i + 1$ and $k = i + 1$ we get

\[
(s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} s_{n-i}^{-1} s_{n-1}^{-1} \cdots s_{n-m+2}^{-1} s_{n-m+i+1}^{-1} s_{n-m+i+1}^{-1} \alpha_{n-m+i+1})^w_i
\]

\[
= (s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} s_{n-i}^{-1} s_{n-1}^{-1} \cdots s_{n-m+2}^{-1} s_{n-m+i+1}^{-1} s_{n-m+i+1}^{-1} (-\epsilon_{n-m+i+1} - \epsilon_{n-m+i+2}))^w_i
\]

\[
= (s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} (-\epsilon_{n-m+2}))^w_i = (s_{z_1} z_{A_{n-1},(i)}^* (-\epsilon_{n-i+1} - \epsilon_{n-m+2}))^w_i
\]

\[
= (-1 - \epsilon_{n-m+2+i})^w_i = -1 + 0 = -1,
\]

as $n - m + 2 + i > i$.

For $l = m = i + 1$ we get

\[
(s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} s_{n-i}^{-1} s_{n-1}^{-1} \cdots s_{n-m+2}^{-1} s_{n-m+i}^{-1} s_{n-m-i}^{-1} \alpha_{n-m-k})^w_i
\]

\[
= (s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} s_{n-i}^{-1} s_{n-1}^{-1} \cdots s_{n-m+2}^{-1} s_{n-m+i}^{-1} s_{n-m-i}^{-1} (-\epsilon_{n-m-k}))^w_i
\]

\[
= (s_{z_1} z_{A_{n-1},(i)}^* (-\epsilon_{n-m+1}))^w_i = (-1)^w_i = -1.
\]

For $l = m$ and $i + 1 < k < m$ we get

\[
(s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} s_{n-i}^{-1} s_{n-1}^{-1} \cdots s_{n-m+2}^{-1} s_{n-m+i+1}^{-1} s_{n-m+i}^{-1} \alpha_{n-m+k})^w_i
\]

\[
= (s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} s_{n-i}^{-1} s_{n-1}^{-1} \cdots s_{n-m+2}^{-1} s_{n-m+i+1}^{-1} s_{n-m+i}^{-1} (-\epsilon_{n-m-k+1}))^w_i
\]

\[
= (s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} (\epsilon_{n-m+k-i} - \epsilon_{n-m-k-i+1}))^w_i
\]

\[
= (\epsilon_{n-m-k} - \epsilon_{n-m-k+1})^w_i = 0 + 0 = 0,
\]

as $n - m + k + i > i$.

For $l = m$ and $i + 1 < k < m$ we get

\[
(s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} s_{n-i}^{-1} s_{n-1}^{-1} \cdots s_{n-m+2}^{-1} s_{n-m+i+1}^{-1} s_{n-m+i}^{-1} \alpha_{n-m-k})^w_i
\]

\[
= (s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} s_{n-i}^{-1} s_{n-1}^{-1} \cdots s_{n-m+2}^{-1} s_{n-m+i+1}^{-1} s_{n-m+i}^{-1} (-\epsilon_{n-m-k}))^w_i
\]

\[
= (s_{z_1} z_{A_{n-1},(i)}^* s_{\beta_{n,(i)}^*} (\epsilon_{n-m-k-i}))^w_i = (s_{z_1} z_{A_{n-1},(i)}^* (\epsilon_{n-m-k-i}))^w_i = \epsilon_{n-m+k}^w_i = 0
\]
as \( n - m + k > i \).

For \( k = i \) and \( m < l \leq n \) we get

\[
\begin{align*}
(s_{z_{A_{n-1}}(i)} s_{\tilde{\epsilon}_{n,1}(i)} s_{\tilde{\epsilon}_{n-1}} s_{\tilde{\epsilon}_{n-1}} \ldots s_{n-m+2} s_{n-m+i+1} s_{n-m+1} s_{n-m-i+2} s_{n-m+i} \\
\ldots s_{n-l+1} s_{n-l+i-1} s_{n-l+i-1}) (w_{i}^{\vee})
\end{align*}
\]

as \( n - l + 1 + i > i \).

For \( m < l \leq n \) and \( i + 2 \leq k < l \) we get

\[
\begin{align*}
(s_{z_{A_{n-1}}(i)} s_{\tilde{\epsilon}_{n,1}(i)} s_{\tilde{\epsilon}_{n-1}} s_{\tilde{\epsilon}_{n-1}} \ldots s_{n-m+2} s_{n-m+i+1} s_{n-m+1} s_{n-m-i+2} s_{n-m+i} \\
\ldots s_{n-l+1} s_{n-l+i-1} s_{n-l+i-1} s_{n-l+i+1} s_{n-l+i-1} s_{n-l+i-1}) (w_{i}^{\vee})
\end{align*}
\]

as \( n - l + i + 1 > i \).

For \( m < l \leq n \) and \( i + 2 \leq k = l \) we get

\[
\begin{align*}
(s_{z_{A_{n-1}}(i)} s_{\tilde{\epsilon}_{n,1}(i)} s_{\tilde{\epsilon}_{n-1}} s_{\tilde{\epsilon}_{n-1}} \ldots s_{n-m+2} s_{n-m+i+1} s_{n-m+1} s_{n-m-i+2} s_{n-m+i} \\
\ldots s_{n-l+1} s_{n-l+i-1} s_{n-l+i+1} s_{n-l+i-1}) (w_{i}^{\vee})
\end{align*}
\]

So only two coefficients are not zero, which gives us the inequality \( t_{i,m}^{+} \geq t_{i+1,m}^{+} \) for \( 1 \leq i < m \leq n \).

Now, we encounter a difference to the \( D_n \) proof. Taking a look at

\[
I_{1}^{E_{n}(i), E_{n}(i)+1} = \left( \frac{n, n - 1, n, n - 2, n, \ldots, n - i + 1, n}{n - i, n - 2, n - i - 1, n - 3, n - 1, n - i - 2, n - 4, n - 2, \ldots, 2, i, i + 2, 1, i - 1, i + 1} \right)
\]
we see that, due to the fact that in $B_n$ $s_n$ and $s_{n-2}$ do commute, we can move the $n$ from the $i$-th block to the $(i+1)$-th block and rewrite the above expression as $I_1^{B_n(i)}I_2^{B_n(i)},i+1$, where

$$I_1^{B_n(i)} = (n, n-1, n-2, n, \ldots n-i+1, n-1),$$

$$I_2^{B_n(i),i+1} = (n-i, n-2, n-i-1, n-3, n-1, n-i-2, n-4, n-2, \ldots 2, i, i+2, 1,i-1, i+1).$$

This does not change any coefficient of variables corresponding to blocks greater than $i+1$. In each of the blocks $i$ and $i+1$ there is only one entry not in the subword, so we only need to compute two coefficients:

For $k = l = i$ and we obtain:

$$(s_z A_n(i) s_z B_n(i) \alpha_n)(w_i) = (s_z A_n(i) s_z B_n(i) (\epsilon_n))(w_i)$$

$$= (s_z A_n(i) (\epsilon_{n-i+1}))(w_i) = (\epsilon_1)(w_i) = 1.$$

For $k = i$ and $l = i+1$ we obtain

$$(s_z A_n(i) s_z B_n(i) n-i, n-2(\epsilon_{n-1}))(w_i) = (s_z A_n(i) s_z B_n(i) n-i, n-2(\epsilon_{n-1}))(w_i)$$

$$= (s_z A_n(i) s_z B_n(i) (\epsilon_{n-i}))(w_i) = (s_z A_n(i) (\epsilon_{n-i-1}))(w_i)$$

$$= (\epsilon_n-\epsilon_1)(w_i) = 0 - 1 = -1.$$

This gives us the inequality $t_{i,i}^+ \geq t_{i,i+1}^+$ for $1 \leq i < n$.

**Proof.** of Theorem [9] We already know from Theorem [8] that all the points in the string cone fulfill the inequalities [8]. So it remains to show that each $t \in \mathbb{R}^N$ fulfilling the inequalities is in the string cone. As the string cone is rational ([10], Proposition 1.5), we might restrict to the case $t \in \mathbb{Z}^N$ and use Theorem [3].

Let $t \in \mathbb{Z}^N$ such that $t$ fulfills all the inequalities [8]. We now claim the following: for $j = 1, \ldots, N$, $m^j$ also fulfills the inequalities [8]. We use the convention $m^j_k = 0$ for $k > j$ here. We will prove this claim by induction on $j$, starting with $j = N$ and going down from $j$ to $j-1$.

As $m^N = t$, our induction hypothesis holds true for $j = N$. So we now can assume, that $m^j$ fulfills the inequalities and prove them for $m^{j-1}$. We will also use our double indication for this proof again, writing $k = (k_1,k_2)^-$ for $k \leq \frac{n(n-1)}{2}$ and $k = (k_1,k_2)^+$ for $k > \frac{n(n-1)}{2}$.

We always assume $k < j$ in the following and use the convention $m^j_{(k_1,k_2)} = 0$ for $k_1 > k_2$.

For $i_k \neq i_j$ - which is equivalent to $\alpha_{i_k} \neq \alpha_{i_j}$ - we have $\Delta^j(k) = m^j_k$ and so

$$m^{j-1}_k = \text{min}\{m^j_{k}, \Delta^j(k)\} = m^j_k.$$

Therefore, we get by our induction hypothesis:

$$m^{j-1}_{(k_1,k_2)} = m^{j}_{(k_1,k_2)} \geq \text{I.H.} \geq m^{j}_{(k_1+1,k_2)}$$

$$\geq \text{min}\{m^j_{(k_1+1,k_2)}, \Delta^j((k_1+1,k_2))\} = m^{j-1}_{(k_1+1,k_2)}.$$
For $k > \frac{n(n-1)}{2}$ and $k_2 < n$, we also get

$$m^j_{(k_1, k_2)^+} = m^j_{(k_1, k_2)^+} \leq m^j_{(k_1, k_2+1)^+} \geq \min\{m^j_{(k_1, k_2+1)^+}, \Delta^j((k_1, k_2 + 1)^+)\} = m^j_{(k_1, k_2+1)^+}.$$

Now we consider the case $i_k = i_j$.

For $k_1 \leq k_2 < n - 1$ and $k < \frac{n(n-1)}{2}$ or $k_1 \leq k_2 < n$, $k_1 \neq k_2 - 1$ and $k > \frac{n(n-1)}{2}$ we get

$$\Delta^j((k_1, k_2)^+) = \max\{\theta((k_1, k_2)^+, l, j) | k < l \leq j, \alpha_i = \alpha_j\}$$

$$\geq \theta((k_1, k_2)^+, (k_1 + 1, k_2 + 1)^+, j)$$

$$= m^j_{(k_1+1, k_2)^+} - \sum_{k < s \leq (k_1+1, k_2)^+} m^j_s \alpha_i (\alpha_j^c)$$

$$= m^j_{(k_1+1, k_2)^+} + m^j_{(k_1+1, k_2)^+} + m^j_{(k_1, k_2+1)^+} - 2m^j_{(k_1+1, k_2+1)^+}$$

$$= m^j_{(k_1+1, k_2)^+} + m^j_{(k_1, k_2+1)^+} - m^j_{(k_1+1, k_2+1)^+} \geq 0 (I.H.)$$

For $k > \frac{n(n-1)}{2}$ we can rewrite our calculation from above to obtain

$$\Delta^j((k_1, k_2)^+) = m^j_{(k_1+1, k_2)^+} + m^j_{(k_1+1, k_2+1)^+} - m^j_{(k_1, k_2+1)^+}$$

$$= m^j_{(k_1, k_2+1)^+} + m^j_{(k_1+1, k_2)^+} - m^j_{(k_1+1, k_2+1)^+} \geq 0 (I.H.)$$

For $k_1 = k_2 - 1 < n$ and $k > \frac{n(n-1)}{2}$ we get

$$\Delta^j((k_2 - 1, k_2)^+) = \max\{\theta((k_2 - 1, k_2)^+, l, j) | k < l \leq j, \alpha_i = \alpha_j\}$$

$$\geq \theta((k_2 - 1, k_2)^+, (k_2, k_2 + 1)^+, j)$$

$$= m^j_{(k_2, k_2+1)^+} - \sum_{k < s \leq (k_2, k_2+1)^+} m^j_s \alpha_i (\alpha_j^c)$$

$$= m^j_{(k_2, k_2+1)^+} + 2m^j_{(k_2, k_2)^+} + m^j_{(k_2-1, k_2+1)^+} - 2m^j_{(k_2, k_2+1)^+}$$

$$= 2m^j_{(k_2, k_2)^+} + m^j_{(k_2-1, k_2+1)^+} - m^j_{(k_2, k_2+1)^+} \geq 0 (I.H.)$$

We can rewrite this calculation to obtain

$$\Delta^j((k_2 - 1, k_2)^+) = m^j_{(k_2, k_2+1)^+} + 2m^j_{(k_2, k_2)^+} + m^j_{(k_2-1, k_2+1)^+} - 2m^j_{(k_2, k_2+1)^+}$$

$$= m^j_{(k_2-1, k_2+1)^+} + 2m^j_{(k_2, k_2)^+} - m^j_{(k_2, k_2+1)^+} \geq 0 (I.H.)$$

$$\geq m^j_{(k_2-1, k_2+1)^+}.$$

From these calculations we get

$$m_{(k_1,k_2)}^j - 1 = \min\{m_{(k_1,k_2)}^j, \Delta_j^j((k_1,k_2)^\pm)\} \geq m_{(k_1+1,k_2)}^j = m_{(k_1+1,k_2)}^j - 1$$

as \(i_{(k_1+1,k_2)}^j \neq i_{(k_1,k_2)}^j = i_j\)

and

$$m_{(k_1,k_2)}^j = \min\{m_{(k_1,k_2)}^j, \Delta_j^j((k_1,k_2)^+)\} \geq m_{(k_1+2,k_2)}^j = m_{(k_1+2,k_2)}^j - 1$$

as \(i_{(k_1+2,k_2)}^j \neq i_{(k_1,k_2)}^j = i_j\).

For \(k \leq \frac{n(n-1)}{2}\) and \(k_1 > 1, k_2 = n - 1\) we get

$$\Delta_j^j((k_1,n-1)^-) = \max\{\theta((k_1,n-1)^-, l,j) \mid k < l \leq j, \alpha_{i_l} = \alpha_{i_j}\}$$

$$\geq \theta((k_1,n-1)^-, (1, k_1+1)^+, j)$$

$$= m_{(1,k_1+1)}^j - \sum_{k < s \leq (1,k_1+1)^+} m_s \alpha_{i_s}(\alpha_{i_j}^\gamma)$$

$$= m_{(1,k_1+1)}^j + m_{(k_1+1,n-1)^-} m_{(1,k_1)^+} - 2m_{(1,k_1+1)^+}$$

$$= m_{(1,k_1+1,n-1)^-} + m_{(1,k_1)^+} - m_{(1,k_1+1)^+} \geq 0 (I.H.)$$

For \(k \leq \frac{n(n-1)}{2}\) and \(k_1 = 1, k_2 = n - 1\) we get

$$\Delta_j^j((1,n-1)^-) = \max\{\theta((1,n-1)^-, l,j) \mid k < l \leq j, \alpha_{i_l} = \alpha_{i_j}\}$$

$$\geq \theta((1,n-1)^-, (1,2)^+, j)$$

$$= m_{(1,2)^+} - \sum_{k < s \leq (1,2)^+} m_s \alpha_{i_s}(\alpha_{i_j}^\gamma)$$

$$= m_{(1,2)^+} + m_{(2,n-1)^-} + 2m_{(1,1)^+} - 2m_{(1,2)^+}$$

$$= m_{(2,n-1)^-} + 2m_{(1,1)^+} - m_{(1,2)^+} \geq 0 (I.H.)$$

Both cases together yield

$$m_{(k_1,n-1)^-}^j = \min\{m_{(k_1,n-1)^-}^j, \Delta_j^j((k_1,n-1)^-)\} \geq m_{(k_1+1,n-1)^-}^j = m_{(k_1+1,n-1)^-}^j$$

as \(i_{(k_1+1,n-1)^-} \neq i_{(k_1,n-1)^-} = i_j\).

For \(k > \frac{n(n-1)}{2}\) and \(k_2 = n\) the case \(i_k = i_j\) is not possible.

This finishes our claim.

Now, we show

$$\Delta_j^j(k) \geq 0 \forall 2 \leq j \leq N, 1 \leq k \leq j - 1.$$ 

We essentially already proved that in the proof of our claim above and have just to recollect the important statements here.
For $2 \leq j \leq N$ and $1 \leq k \leq j - 1$ we find:

If $i_k \neq i_j$

$$\Delta^j(k) = m^j_k \geq 0,$$

as $m^j_k$ fulfills (6).

If $i_k = i_j$

$$\Delta^j(k) \geq m^j_{(k_1+1,k_2)^\pm} \geq 0.$$

This finishes the proof of the theorem. □

References

[1] Arkady Berenstein and Andrei Zelevinsky. String bases for quantum groups of type $A_r$. In I. M. Gel’fand Seminar, volume 16 of Adv. Soviet Math., pages 51–89. Amer. Math. Soc., Providence, RI, 1993.

[2] Arkady Berenstein and Andrei Zelevinsky. Canonical bases for the quantum group of type $A_r$ and piecewise-linear combinatorics. Duke Math. J., 82(3):473–502, 1996.

[3] Arkady Berenstein and Andrei Zelevinsky. Tensor product multiplicities, canonical bases and totally positive varieties. Invent. Math., 143(1):77–128, 2001.

[4] N. Bourbaki. Éléments de mathématique. Fasc. XXXIV. Groupes et algèbres de Lie. Chapitre IV: Groupes de Coxeter et systèmes de Tits. Chapitre V: Groupes engendrés par des réflexions. Chapitre VI: systèmes de racines. Actualités Scientifiques et Industrielles, No. 1337. Hermann, Paris, 1968.

[5] Xin Fang, Ghislain Fourier, and Peter Littelmann. Essential bases and toric degenerations arising from birational sequences. Adv. Math., 312:107–149, 2017.

[6] Xin Fang, Peter Littelmann, and Milena Pabiniak. Simplices in Newton-Okounkov bodies and the Gromov width of coadjoint orbits. Bull. Lond. Math. Soc., 50(2):202–218, 2018.

[7] Evgeny Feigin, Ghislain Fourier, and Peter Littelmann. PBW filtration and bases for irreducible modules in type $A_r$. Transform. Groups, 16(1):71–89, 2011.

[8] Evgeny Feigin, Ghislain Fourier, and Peter Littelmann. PBW filtration and bases for symplectic Lie algebras. Int. Math. Res. Not. IMRN, (24):5760–5784, 2011.

[9] Evgeny Feigin, Ghislain Fourier, and Peter Littelmann. Favourable modules: filtrations, polytopes, Newton-Okounkov bodies and flat degenerations. Transform. Groups, 22(2):321–352, 2017.

[10] Oleg Gleizer and Alexander Postnikov. Littlewood-Richardson coefficients via Yang-Baxter equation. Internat. Math. Res. Notices, (14):741–774, 2000.

[11] Andrei A. Gornitskii. Essential signatures and monomial bases for $B_n$ and $D_n$. J. Lie Theory, 29(1):277–302, 2019.

[12] A. Joseph. Quantum groups and their primitive ideals. 1994.

[13] M. Kashiwara. On crystal bases of the $Q$-analogue of universal enveloping algebras. Duke Math. J., 63(2):465–516, 1991.

[14] Masaki Kashiwara. Global crystal bases of quantum groups. Duke Math. J., 69(2):455–485, 1993.

[15] Masaki Kashiwara. Similarity of crystal bases. In Lie algebras and their representations (Seoul, 1995), volume 194 of Contemp. Math., pages 177–186. Amer. Math. Soc., Providence, RI, 1996.

[16] P. Littelmann. Cones, crystals, and patterns. Transform. Groups, 3(2):145–179, 1998.

[17] Peter Littelmann. Paths and root operators in representation theory. Ann. of Math. (2), 142(3):499–525, 1995.

[18] G. Lusztig. Canonical bases arising from quantized enveloping algebras. J. Amer. Math. Soc., 3(2):447–498, 1990.

[19] G. Lusztig. Canonical bases arising from quantized enveloping algebras. II. Number 102, pages 175–201 (1991). 1990. Common trends in mathematics and quantum field theories (Kyoto, 1990).

[20] George Lusztig. Introduction to quantum groups, volume 110 of Progress in Mathematics. Birkhäuser Boston, Inc., Boston, MA, 1993.

[21] George Lusztig. Braid group action and canonical bases. Adv. Math., 122(2):237–261, 1996.

[22] Alexander Molev and Oksana Yakimova. Monomial bases and branching rules. 12 2018.
[23] Sophie Morier-Genoud. Geometric lifting of the canonical basis and semitoric degenerations of Richardson varieties. *Trans. Amer. Math. Soc.*, 360(1):215–235, 2008.

[24] E. Vinberg. On some canonical bases of representation spaces of simple lie algebras. *conference talk, Bielefeld*, 2005.

Chair of Algebra and Representation Theory, RWTH Aachen University, Germany

*Email address: kalmbach@art.rwth-aachen.de*