Timing Uncertainty in Collective Risk Dilemmas Encourages Group Reciprocation and Polarization

HIGHLIGHTS

Timing uncertainty influences experimental observations in the collective risk game

It induces subjects to contribute earlier and in a polarized manner

Successful players adopt reciprocal strategies, responding in kind to past actions

Coordination gets more difficult under high timing uncertainty

Elias Fernández Domingos, Jelena Grujić, Juan C. Burguillo, Georg Kirchsteiger, Francisco C. Santos, Tom Lenaerts

Franciscosantos@tecnico.ulisboa.pt (F.C.S.)
tlenaert@ulb.ac.be (T.L.)
SUMMARY
Social dilemmas are often shaped by actions involving uncertain returns only achievable in the future, such as climate action or voluntary vaccination. In this context, uncertainty may produce non-trivial effects. Here, we assess experimentally — through a collective risk dilemma — the effect of timing uncertainty, i.e. how uncertainty about when a target needs to be reached affects the participants’ behaviors. We show that timing uncertainty prompts not only early generosity but also polarized outcomes, where participants’ total contributions are distributed unevenly. Furthermore, analyzing participants’ behavior under timing uncertainty reveals an increase in reciprocal strategies. A data-driven game-theoretical model captures the self-organizing dynamics underpinning these behavioral patterns. Timing uncertainty thus casts a shadow on the future that leads participants to respond early, whereas reciprocal strategies appear to be important for group success. Yet, the same uncertainty also leads to inequity and polarization, requiring the inclusion of new incentives handling these societal issues.

INTRODUCTION
Public good games (PGGs) provide abstractions of many real-world problems wherein personal and short-term interests of multiple players are in conflict with societal, long-term interests (Perc et al., 2013, 2017; Ramamoorthy, 2013). Participants in such games can contribute voluntarily to a common good, which can, once established, be accessed without restrictions by all, thus even those that did not contribute. Rational selfish behavior stipulates that it is best to not contribute; yet such decision would be detrimental, as a group is better off when all contribute. These games not only serve as a good model for social public benefits (e.g., social security, retirement funds) but are also recurrent in many other collective endeavors, from group hunting (Hill, 2002; Kaplan et al., 2000) to public health (Brewer et al., 2007; Ferguson, 2007; Persic and Bauch, 2009; Van Segbroeck et al., 2010; Westhoff et al., 2012) and socio-political processes like climate change (Abou Chakra and Traulsen, 2012; Barfuss et al., 2020; Barrett, 2016; Barrett and Dannenberg, 2012; Santos et al., 2012; Vasconcelos et al., 2013, 2015).

The current paper focuses on a variant of the PGG, i.e., the collective risk dilemma (CRD) (Milinski et al., 2008), where participants have multiple rounds to collect a target contribution, making the game non-linear, and the collective benefit uncertain as it is only achievable in the future. This model, part of a larger set of dilemmas also known as threshold PGG (Cadsby and Maynes, 1999; Offerman et al., 1998; Pacheco et al., 2009; Palfrey and Rosenthal, 1984), has been adopted to address the complexity pertaining decision-making under climate dilemmas (Abou Chakra and Traulsen, 2012; Chakra et al., 2018; Milinski et al., 2008; Pacheco et al., 2014), but its significance is general enough to be of interest to a broad range of human endeavors, such as costly signaling (Abou Chakra and Traulsen, 2012; Cimpeanu and Han, 2020; Gintis et al., 2001), voting (Kroll et al., 2007; Puttermann et al., 2011), or petitioning (McBride, 2006; Pacheco et al., 2009). At the start of the game, participants are each given an endowment (E), and they must decide whether to contribute, up to a predefined amount, to the common good over a fixed number of rounds. If the joint contributions of all the participants over those rounds are equal or above a certain threshold, then the disaster is averted, and they receive as a reward the remainder of the endowment (hence the dilemma). On the contrary, if the target is not reached, there is a probability that a disaster may occur, resulting in economical loss for all the participants (they lose the remainder of their endowment). This is modeled

1AI lab, Computer Science Department, Vrije Universiteit Brussel, Pleinlaan 9, 3rd Floor, 1050 Brussels, Belgium
2MLG, Département D’Informatique, Université Libre de Bruxelles, Boulevard Du Triomphe, CP 212, 1050 Brussels, Belgium
3Department of Telematic Engineering, University of Vigo, 36310 Vigo, Spain
4ECARES, Université Libre de Bruxelles, Av. Roosevelt 42, CP 114, 1050 Brussels, Belgium
5INESC-ID and Instituto Superior Técnico, Universidade de Lisboa, IST-Taguspark, 2744-016 Porto Salvo, Portugal
6ATP-group, 2744-016 Porto Salvo, Portugal
7These authors contributed equally
8Lead Contact
*Correspondence: franciscocsantos@tecnico.ulisboa.pt (F.C.S.), tlenaert@ulb.ac.be (T.L.)
https://doi.org/10.1016/j.isci.2020.101752
by a risk parameter and both experiments and theoretical analysis show that people only tend to contribute to avoid the disaster if they perceive the risk to be high (Abou Chakra and Traulsen, 2012; Chen et al., 2014; Hagel et al., 2016; Milinski et al., 2008; Pacheco et al., 2014; Santos et al., 2012; Santos and Pacheco, 2011; Vasconcelos et al., 2015). Moreover, even when the risk is high, theoretical models indicate that players should delay their contributions when the moment of disaster is known (Abou Chakra and Traulsen, 2012; Hilbe et al., 2013).

Both threshold PGG and CRD make strong assumptions about what is known in the game: Each participant knows from the start how much they need to acquire collectively to reach the target and how much time they have to achieve this. Yet in real-world scenarios the amount as well as the timing when it has to be achieved may not be certain, as they are based on predictions and thus inherently suffer from uncertainties. Prior work on uncertainty about what amount (threshold) should be achieved in PGG (De Kwaadsteniet et al., 2007; Dijk et al., 2004) and CRD (Barrett and Dannenberg, 2012; Dannenberg et al., 2014) has shown that the level of cooperation, i.e., the willingness to contribute in both games, is negatively affected, yet no insights exist on how timing uncertainty affects the decision-making process.

To answer this question, three experimental treatments are performed here. First, as a control treatment (NU, no uncertainty), we investigated the behavior of groups of six participants, wherein each can contribute 0, 2, or 4 EMUs (Experimental Monetary Units) at each of the ten rounds of the experiment (m₀ = 10). When the group does not reach the target contribution of 120 EMUs by the 10th round, they risk losing the remainder of their initial endowment (40 EMUs) with a 90% probability. NU, thus, repeats the work of Milinski et al. (2008), but without the climate change framing, which avoids possible cultural effects due to climate awareness, while enabling the generalization of our conclusions to other problems captured by the CRD. Conversely, in the second treatment (LU, low uncertainty), participants did not know exactly when the experiment would finish. They were told the experiment lasts on average 10 rounds and that from round 8 there was a possibility that the game ends (see Figures S9 and S10 and the Trans-}

**RESULTS**

Impact of Timing Uncertainty on Group Success and Contributions per Round

In the absence of any timing uncertainty (NU, black lines and bars in Figure 1), the experimental results show that groups can reach the target amount and that their contributions per round follow closely the minimum required to reach the target by the end of the 10th round, i.e., an average of 12 EMUs per round (see Figure 1A). Figure 1B shows that more than 65% of the groups were successful in the NU treatment (fraction of successful groups, η). This success rate decreases with timing uncertainty especially in the HU treatment. Despite the lower success rate, whenever timing uncertainty is present (LU and HU), individuals tend to contribute earlier in the game, with the amount contributed in the first five rounds increasing with the uncertainty (see Figures 1A and S1 for the cumulated contributions). We have confirmed that this is the case for both groups that fail and succeed to achieve the target (see Figure S2 in the Supplemental Information).

This result appears to indicate that participants behave, on average, in a risk-averse fashion, trying to respond to the uncertainty by giving earlier to the collective dilemma. Yet, as one would expect, this only happens to the extent that the uncertainty does not require them to make excessive contributions from their own resources. For LU, participants contribute earlier, achieving success rates comparable with the case of NU. Differently, under HU, despite participants’ reaction of further increasing their early investments, they
are more hesitant to make even larger contributions in the first rounds, especially when they cannot be sure that others would do the same. As a result, lower success rates are achieved in the case of HU.

Timing Uncertainty Increases Early and Polarized Contributions

Independent of when they try to reach the target, if every participant contributes half of his or her \( E \), then the target would be reached and they all would go home with the same gains. This fair share \( F \) can be achieved by accumulating different combinations of 0, 2, or 4 EMUs over the different rounds. Indeed, we observe in the contributions per round for the NU experiment that most participants giving \( F \) do not do this by giving 2 in every round. Only 15% (11 of 72) of all participants giving \( F \) and 20% (10 of 48) of the successful ones do this by always giving what could be the locally fair share. Fairness in this game is thus defined at the game level and not the round level.

Now, when considering the total contributions per participant during the experiment \( C \), one can observe that individuals react to uncertainty by either giving more or less than \( F \) (see Figure 2A). This suggests that the presence of timing uncertainty not only leads to earlier contributions, as mentioned earlier, but also generates polarized outcomes, i.e., unequal total contributions among participants, with more players’ \( C \) deviating from \( F \) than when there is no uncertainty. This observation is confirmed in HU (see Figure 2A), where the prevalence of unfair contributions increases further when compared with NU and LU. These polarized outcomes may suggest again a co-existence of risk-averse and risk-seeking individuals (Higgins, 1997; Kahneman and Tversky, 1984), depending on whether individuals base their choices on a number of rounds below or above the average of 10 rounds.

The same cumulative data also reveal the shift toward early contributions when considering players’ donations in the beginning and end of the game (see Figure 2B). The results show how participants appear to divide the game into two halves (from \([m_0/2]\) and \([m_2/2, \text{end}]\), i.e., half means 5, 4, and 3 for NU, LU, and HU respectively). The fraction of players whose \( C \) is more than, equal to, or less than half of the fair contribution, i.e., \( F/2 \), is shown for the groups that reached the target. In the treatments with uncertainty (LU and HU), the fraction of \( C > F/2 \) players in the first half is significantly higher than that of the second half, which means that participants contribute earlier to reach the target. In contrast, in NU there is a slight increase in \( C > F/2 \) during the second half of the game. This may be related to players trying to compensate for procrastination, resulting in higher contributions at the end. Moreover, when comparing the contributions between players that met and did not meet the target (see Figure S3 in Supplemental Information), the difference between the fraction of players that contribute \( C > F/2 \) in the first half of the game grows with uncertainty. This highlights the importance of contributing earlier and not procrastinating under the presence of timing uncertainty.
Reciprocal Behaviors Emerge in Successful Groups under Timing Uncertainty

Not only do participants tend to contribute earlier in the presence of timing uncertainty but also their contributions become dependent on what the group members did (see Figure 3), to the point that the predominant behavior in successful LU and HU resembles a group-level reciprocal behavior (Trivers, 1971) or Tit-for-Tat (TFT) (Axelrod and Hamilton, 1981; Van Segbroeck et al., 2012). Such group reciprocal behavior, or group conditional cooperation, has also been observed in linear public good games without a threshold (Chaudhuri, 2011; Fischbacher et al., 2001), and it has been identified experimentally as a beneficial strategy for climate action (Tingley and Tomz, 2014).

Although this behavior does not avoid free riding (there is actually an increase as can be seen in Figure 2A), it promotes generosity among the participants and appears necessary for a successful outcome. In Figure 3, we can see that there is a positive correlation between the group contributions and the average contribution of the players in LU and HU (see correlations in Tables S1–S4 in Supplemental Information) for the players that met the target. In contrast, the players that did not meet the target do not display the same conditional behavior or to the same extent, indicating that reciprocity is used here by the participants to achieve “honest” coordination in the presence of timing uncertainty (see Tables S5–S10 and Figure S5 in the Supplemental Information for an extended regression analysis).

The non-trivial dynamics and behavioral ecology of switching from compensating to reciprocal behavior may be explained by a game theoretical model that describes the behavioral dynamics through an evolutionary process (see Transparent Methods for a full description). Such model allows us to understand the shift in the distribution of behaviors in a population with and without timing uncertainty, while limiting the complexity of such an analysis to a minimum. As suggested by Figure 3, we mostly observe either unconditional contributions or conditional strategies based on the level of contributions in the previous round. We confirmed that individuals’ tendency to contribute based on decisions taken previously by other group members (Van Segbroeck et al., 2012) also allows one to cluster the participants into different behavioral groups or strategic profiles (see Figure S4). These strategic patterns are associated with different degrees of compensatory and reciprocal behaviors, including also more classical give-all or give-nothing behaviors that provide contributions independent of the actions of the other participants in the group.

Social Learning Model Confirms and Explains the Observed Behavioral Dynamics

Using this insight into the individual behaviors, we define a minimal game-theoretical model with three unconditional heuristics or strategies, i.e., always-2 (gives 2 in every round), always-4 (gives 4 in each round), always-0 (contribute nothing throughout the game), and the two conditional ones, i.e., compensator (will contribute 4 when the group members did not contribute) and reciprocal (will contribute 4 as long as the
group members contribute). All five strategies stop contributing once the collective target is achieved. We consider a population of individuals that may adopt one of these five strategies and revise their choices based on the relative success of each strategy (Traulsen et al., 2006) (see Transparent Methods for details).

Despite its simplicity, this baseline model is shown to be sufficient to explain why both reciprocal behaviors and polarization increase with timing uncertainty. Indeed, the model confirms that, under uncertainty, the reciprocal strategy prevails among those strategies that contribute to the collective good (see Figure 4A), while capturing also that the fraction of successful groups does not change significantly with uncertainty. Moreover, the model indicates that the always-2 strategy is only stable when there is no timing uncertainty (see Figures S6–S8). As detailed in the Supplemental Information, uncertainty transforms the game dynamics where free-riders and unconditional (fair) strategies dominate into a cyclic dynamic (akin to the famous rock-paper-scissor game), where the prevalence of reciprocal strategies increases with uncertainty. The model is also able to capture the inequality in contributions and the increase in polarization observed in the experiments (see Figure 4B).

**DISCUSSION**

Despite the simplicity of our experimental setup and associated theoretical model, the trends identified may hold potential lessons for dealing with uncertainty in local and global governance. Our results show...
that, contrary to the outcome for other types of uncertainty, timing uncertainty promotes early contributions by the participants as long as it does not conflict with the individual benefits that can be gained in the experiment. Moreover, timing uncertainty appears to increase polarized outcomes among the participants, suggesting a co-existence of risk-prone and risk-averse preferences, while diminishing the number of players contributing a fair share over their total resource and increasing those that give less or more.

Interestingly, our result relates nicely with recent findings in the context of behavioral dynamics in urban settings. It has been shown that uncertainty associated with big cities intensified both risk-seeking and risk-taking reactions, whereas the predictability of small villages encouraged more homogeneous and intermediate choices (Ross and Portugali, 2018). Such heterogeneity highlights the intricacy of the study of the emergence of polarized behaviors beyond contagious processes (Centola, 2018), with potential implications in various socio-political and ecological contexts.

At the same time, conditional behaviors emerge in the presence of timing uncertainty, and groups that were able to coordinate through reciprocal behavior were more successful than those that simply played a fixed strategy or compensated for those giving not enough. This contrasts with the predominant behavior when the length of the game is certain, in which most players unconditionally opt to contribute a fair share $F$. Our results suggest that, when the future is uncertain and stakeholders are aware of it, they tend to respond early, whereas acting reciprocally appears to ensure groups to be successful. This effect may be potentially reinforced when combined with communication, institutions, or costly commitments (Han et al., 2017; Smed et al., 2014; Tavoni et al., 2011; Vasconcelos et al., 2013, 2015). The implications of these observations within the framing of real-world CRDs in health (Brewer et al., 2007; Ferguson, 2007; Pensic and Bauch, 2009; Van Segbroeck et al., 2010; Westhoff et al., 2012) and socio-political processes (Abou Chakra and Traulsen, 2012; Barfuss et al., 2020; Barrett, 2016; Barrett and Dannenberg, 2012; Santos

Figure 4. Emergence of Reciprocal Strategy and Polarization in a Stochastic Evolutionary Model

(A) shows how the fraction of successful groups does not vary significantly with timing uncertainty (left y axis), while the predominance of the reciprocal strategy over the strategies that contribute to reach the target increases (right y axis and boxes with slashes). (B) shows that the polarization increases when there is timing uncertainty. These results reproduce the trend observed in the experimental data. ($Z = 50$, $N = 6$, $r = 0.9$, $E = 40$, $\tau = 120$, $\beta = 0.004$, with $Z$ being the population size, $N$ the number of group members, $r$ the risk of losing the remainder of the endowment when not reaching the threshold, $E$ the initial endowment, $\tau$ the threshold that needs to be achieved, and $\beta$ the selection strength in the stochastic evolutionary dynamic. See Transparent Methods for a detailed explanation of this dynamic model and Figures S6–S8 for additional results).
et al., 2012; Vasconcelos et al., 2013, 2015), as mentioned above, may vary depending on the specific problem. We may nonetheless highlight that, in light of our results, uncertainty on, e.g., the urgency of reducing CO₂ emissions or the risk of a pandemic, may trigger reciprocal behaviors and further reinforce polarization, with potential detrimental impacts that can be hardly overemphasized.

Limitations of the Study
We have performed controlled behavioral economic experiments in a laboratory with human participants. Although our study adheres to all standards of behavioral economics research, the subject pool is limited to university students located in Brussels. Demographics is thus limited to a specific age group. Future work should consider expanding our experimental pool. The game-theoretical model we employ relies on population dynamics and social learning (Sigmund, 2010) and is capable of capturing the conditions in which timing uncertainty induces a shift toward reciprocal behaviors and polarization. However, this is one among many approaches that could be used (see, e.g., Barfuss et al., 2020; 2017; Bloembergen et al., 2015, for alternatives). Having multiple models based on different assumptions confirming the same observations can only strengthen the results and improve our understanding of these complex self-organizing phenomena. Finally, models with more elaborate representations of strategies and individual behaviors can further enrich our understanding on the emergence of specific collective patterns and behavioral profiles. Representations capturing, for instance, the choices of participants at each step of the CRD would allow for more fine-grained categorizations and more specific comparisons with the participants’ behaviors in the experiments. Here, we adopted a model with a level of complexity that can be justified by the dataset obtained from laboratory experiments; further expansions of this model may require the support from more detailed empirical observations, and, for this reason, are left for future work.
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1. Supplemental Figures

Figure S1. Average accumulated group contributions per round and treatment, related to Figure 1A. The x axis indicates the rounds of the game, while the y axis indicates the total average amount accumulated in the public account. The results are separated by treatment, and show a clear increase in earlier contributions for the treatments with uncertainty (LU and HU). By round 10, the target is achieved on average in all treatment. However, on the LU (low uncertainty) treatment, contributions already surpass 120 EMUs (the target) on average by round 8. At each point, the accumulated contribution is averaged only among groups which did not reach the target already on the previous round.
Figure S2. Average joint contribution per round and per group, related to Figure 1A. The plots are separated by whether the group reached or not the target collective investments. The dashed lines show the fair sum of contributions per round if the game had 10 rounds for each of the treatments (black – NU, red – LU, yellow – HU). We only show the contributions before the target is reached.
Figure S3. Distribution of players according to their contributions. The plots are separated by whether the groups reached (successful) or not (non-successful) the target, related to Figure 2B. The plots show the fraction of players that contributed more, equal or less than $F/2$, i.e., half of the fair donation, in the first and second half of the game. If every player contributed in total $F$ during the game, the group would reach the target with exactly 120 EMUs. For T2 and T3 we consider half of the game to be $m_0/2$. We can observe that the number of participants that contribute more than $F/2$ in the first half of the game (non-procrastinators), increase considerably in the treatments with uncertainty. It is also noticeable that the difference in the fraction of non-procrastinators between the groups that met and did not meet the target, increases with uncertainty.
Figure S4. Behavioural clusters identified within the set of all participants, related to Figure 3. In panel (A), the behaviour of each participant in the experiment (including all three treatments) is represented by a slope and an intercept. These parameters are obtained by regressing linearly the average contribution of each participant at a given round, $a_i(t)$, in function of the total contribution of the groupmates in the previous round, $a_{-i}(t)$. These points are then clustered using a DBSCAN algorithm, which identifies 4 clusters and a set of 29 outliers (optimised parameter $\varepsilon = 0.17$). The proportion of players of each treatment in the clusters is represented in the inset of this panel. Panels (B), (C), (F) and (G) show the averaged contributions of players in each cluster in response to $a_{-i}(t)$. Players in cluster 0 (panel (B)) display an almost unconditional response, and always contribute slightly above 2 EMUs. In contrast, players in cluster 1 (panel (C)) are slightly compensatory, making higher contributions when the group fails to contribute enough. The players represented in these two clusters are more predominant in NU. Contrarily, players in cluster 2 (panel (F) belong mostly to LU and HU. This cluster exhibits a strong reciprocal response, with the average contribution of players being directly proportional to $a_{-i}(t)$. Players in cluster 3 (panel (G)) belong in almost equal proportion to all 3 treatments, and they represent a strict fair behaviour, i.e., players contribute 2 EMUs unless the contributions of the group are too low. Finally, the set of 29 outliers is composed mostly of players of the LU and NU treatments and display opposing conditional behaviours (either compensatory – panel (D) – or reciprocal – panel (E)).
Figure S5. Analysis of conditional behaviour using the best fitting model for each case, related to Figure 3. Applying the best fitting model identified through our tests to each treatment does not change our conclusions, but highlights that on the certainty treatment, when players meet the collective target, they display a slight compensatory behaviour, while considerably lowering their contributions when the rest of the group adopt extreme actions: they donate either too much or too little.
Figure S6. Markov chain depicting the transition probabilities between states, related to Figure 4. In panel (A) we show the Markov chain when there is no timing uncertainty. An arrow that goes from state $i$ to $j$ indicates that a population in state $i$ (where all members of the population are of strategy $i$) will transition to strategy $j$ with a probability higher than random drift. The number on top of each state indicates the stationary distribution, i.e., the time the population spends in that state. When there is no timing uncertainty, *always-2* is an evolutionary stable strategy (all arrows point to it, and none goes out). However, in the high timing uncertainty case (Panel (B)), it becomes dominated by *always-0*. Also, *reciprocal* strategy weakly dominates *always-0*, resulting in a cyclic dynamic (no strategy dominates). This explain the reduction in *always-2* players and the increase of *reciprocals* ($\beta = 0.004, Z = 50$).
Figure S7. Influence of noise (mutation) in the stationary distribution, related to Figure 4. This figure shows how the stationary distribution of the monomorphic states (only one strategy in the population) is affected by the mutation probability (the probability that a random mutant appears in the population). The results show that the small mutation assumption in the theoretical model is valid for a large value of mutation probabilities both in the case of no uncertainty (Panel (A)) and high uncertainty (Panel (B)). Only for mutation values higher than $10^{-2}$ does the distribution get significantly affected. In this case, mixed states (more than one strategy survives in the population) become more common ($\beta = 0.004$, $Z = 50$).
Figure S8. Distribution of contributions when only considering successful groups, related to Figure 4. In panel (A) we show the fraction of the population that contributes more, less or equal to the fair donation ($F$), considering only groups that achieve the target. We can observe that, while in the no uncertainty (NU) case, successful groups either contribute equal or above $F$, an important fraction of the population contributes below $F$ in the timing uncertainty cases. This indicates the emergence of polarization with timing uncertainty, as we observed in the experiments. In panel (B), we show the same results, but considering a mutation rate $\mu = 10^{-2}$. Here, our model’s results matches closely the experimental results for NU, while it predicts an even more extreme case of polarization for LU and HU ($\beta = 0.004$, $Z = 50$).
Figure S9. View of Step 1 of the experiment shown in the experimental instructions. In this step participants have to decide which contribution (0, 2 or 4 EMUs) to make.
Figure S10. View of Step 2 of the experiment shown in the experimental instructions. In this step, participants have to estimate how much has been contributed to the public account in total, including the contributions of the last round. Thus, participants have to predict how much was contributed in the last round, since this information is not yet known in this step.
2. Supplemental Tables

Table S1. Correlation between behaviour of others and the behaviour of a focal player, related to Figure 3. This table shows the Pearson correlation coefficients and the associated p-value between the sum of donations of the other members of a group in a previous round and the action of the focal player on the current round. These results are associated with Figure 3 of the main text. The correlation is positive (P < 0.001) for the successful players (target = TRUE) on LU and HU, while the ones that failed to reach the target have a correlation close to 0. The players in NU have a small negative correlation that indicates the presence of compensating behaviours.

| treatment          | target | correlation | p-value | Number of observations |
|--------------------|--------|-------------|---------|------------------------|
| NU                 | FALSE  | -0.117      | 0.086   | 216                    |
|                    | TRUE   | -0.076      | 0.114   | 432                    |
| LU                 | FALSE  | 0.019       | 0.775   | 228                    |
|                    | TRUE   | 0.279       | < 0.001 | 408                    |
| HU                 | FALSE  | 0.092       | 0.114   | 300                    |
|                    | TRUE   | 0.268       | < 0.001 | 282                    |
Table S2. Ordered logistic regression for the NU treatment, related to Figure 3. This table shows how much each feature influences the selection of an action for a player. The p-value threshold selected here is $p<0.05$. The results highlight that, among others, time (GameHalf) is a relevant feature, however, in the donation of the other members of the group (round_donations_others) does not influence significantly the selection of an action.

| Coefficients                  | Value  | Std. Error | t value | p value |
|-------------------------------|--------|------------|---------|---------|
| public_account                | -0.0370| 0.0181     | -2.0436 | 0.0410  |
| private_account               | -0.2503| 0.0969     | -2.5822 | 0.0098  |
| round_donations_others        | 0.0656 | 0.0650     | 1.0091  | 0.3129  |
| actions_prev                  | 0.3860 | 0.1749     | 2.2076  | 0.0273  |
| GameHalf2ndHalf               | -13.4311| 4.2979     | -3.1251 | 0.0018  |
| rnd                           | 0.0510 | 0.1660     | 0.3074  | 0.7585  |
| public_account:GameHalf2ndHalf| 0.0583 | 0.0204     | 2.8645  | 0.0042  |
| round_donations_others:GameHalf2ndHalf| -0.2008| 0.0765  | -2.6266 | 0.0086  |
| actions_prev:GameHalf2ndHalf  | 0.0642 | 0.2009     | 0.3194  | 0.7494  |
| private_account:GameHalf2ndHalf| 0.3827| 0.1042    | 3.6719  | 0.0002  |

| Intercepts                    |       |            |         |         |
|-------------------------------|-------|------------|---------|---------|
| 0|2                             | -10.1362| 3.9585  | -2.5606 | 0.0104  |
| 2|4                             | -6.7677 | 3.9472  | -1.7146 | 0.0864  |

Residual Deviance: 1084.3870
AIC: 1108.3870
Table S3. Ordered logistic regression for the LU treatment, related to Figure 3. The results for low uncertainty show that, like for no uncertainty, time is important. However, in this case, the donations of the other participants (round_donations_others) are also significantly affecting the action selection.

| Coefficients | Value   | Std. Error | t value | p value |
|--------------|---------|------------|---------|---------|
| public_account | -0.0556 | 0.0090 | -6.1725 | < 0.0001 |
| private_account | -0.4054 | 0.0199 | -20.3623 | < 0.0001 |
| round_donations_others | 0.1178 | 0.0405 | 2.9103 | 0.0036 |
| actions_prev | -0.1736 | 0.0955 | -1.8177 | 0.0691 |
| GameHalf2ndHalf | -11.4270 | 0.5859 | -19.5022 | < 0.0001 |
| rnd | 0.0986 | 0.1436 | 0.6867 | 0.4923 |
| public_account:GameHalf2ndHalf | 0.0130 | 0.0095 | 1.3606 | 0.1737 |
| round_donations_others:GameHalf2ndHalf | -0.0140 | 0.0471 | -0.2961 | 0.7672 |
| actions_prev:GameHalf2ndHalf | 0.3034 | 0.1132 | 2.6803 | 0.0074 |
| private_account:GameHalf2ndHalf | 0.3342 | 0.0199 | 16.7546 | < 0.0001 |

| Intercepts | Value | Std. Error | t value | p value |
|------------|-------|------------|---------|---------|
| 0|2 | -16.4973 | 0.6035 | -27.3366 | < 0.0001 |
| 2|4 | -14.3607 | 0.5973 | -24.0445 | < 0.0001 |

Residual Deviance: 1419.8400
AIC: 1443.8400
Table S4. Ordered linear regression for the HU treatment, related to Figure 3. Similar to the low uncertainty case, for high uncertainty we can observe that both time and the donations of other in the group are relevant features.

| Coefficients                        | Value   | Std. Error | t value | p value    |
|-------------------------------------|---------|------------|---------|------------|
| public_account                      | -0.0728 | 0.0189     | -3.8568 | < 0.0001   |
| private_account                     | -0.3897 | 0.0218     | -17.8795| < 0.0001   |
| round_donations_others              | 0.1503  | 0.0568     | 2.6442  | 0.0082     |
| actions_prev                        | 0.0886  | 0.1039     | 0.8532  | 0.3936     |
| GameHalf2ndHalf                     | -12.0490| 0.5227     | -23.0520| < 0.0001   |
| rnd                                 | -0.1145 | 0.1614     | -0.7098 | 0.4779     |
| public_account:GameHalf2ndHalf      | 0.0347  | 0.0192     | 1.8070  | 0.0708     |
| round_donations_others:GameHalf2ndHalf| 0.0121 | 0.0621     | 0.1956  | 0.8449     |
| actions_prev:GameHalf2ndHalf        | 0.2040  | 0.1210     | 1.6852  | 0.0920     |
| private_account:GameHalf2ndHalf     | 0.3167  | 0.0224     | 14.1248 | < 0.0001   |

| Intercepts                          |         |            |         |            |
|-------------------------------------|---------|------------|---------|------------|
| 0|2                                  | -15.4816| 0.5294     | -29.2444 | < 0.0001   |
| 2|4                                  | -13.6380| 0.5254     | -25.9587 | < 0.0001   |

Residual Deviance: 1145.2530
AIC: 1169.2530
Table S5. ANOVA test for the NU treatment, and players that did not meet the target, related to Figure 3. No higher order polynomial model performs significantly better than the linear fit.

| Model | Res.Df | RSS  | Df | Sum of Sq. | F     | Pr(>F) |
|-------|--------|------|----|------------|-------|--------|
| 1     | 6      | 3.6549 |    |            |       |        |
| 2     | 5      | 2.3961 | 1  | 1.25873    | 3.1757| 0.1728 |
| 3     | 4      | 1.867 | 1  | 0.52912    | 1.3349| 0.3316 |
| 4     | 3      | 1.1891 | 1  | 0.67793    | 1.7104| 0.2821 |
Table S6. ANOVA test for the NU treatment, and players that met the target, related to Figure 3. A fourth order polynomial generates a significantly better fit than the linear model.

| Model | Res.Df | RSS    | Df | Sum of Sq. | F       | Pr(>F) |
|-------|--------|--------|----|------------|---------|--------|
| 1     | 8      | 3.3276 |    |            |         |        |
| 2     | 7      | 3.2601 | 1  | 0.06752    | 0.6832  | 0.4461 |
| 3     | 6      | 3.2579 | 1  | 0.00219    | 0.0222  | 0.8874 |
| 4     | 5      | 0.4941 | 1  | 2.76378    | 27.9654 | **0.0032** |

** Indicates significance at the p < 0.01 level.
Table S7. ANOVA test for the LU treatment, and players that did not meet the target, related to Figure 3. A third order polynomial provides a better fit than the linear model.

| Model | Res.Df | RSS    | Df | Sum of Sq. | F     | Pr(>F)  |
|-------|--------|--------|----|------------|-------|---------|
| 1     | 6      | 2.37502| 1  | 0.09802    | 0.377 | 0.58265 |
| 2     | 5      | 2.277  | 1  | 0.09802    | 0.377 | 0.58265 |
| 3     | 4      | 0.78189| 1  | 1.49511    | 5.75  | 0.09605 |
| 4     | 3      | 0.78006| 1  | 0.00183    | 0.007 | 0.9385  |
Table S8. ANOVA test for the LU treatment, and players that met the target, related to Figure 3. No model provides a better fit than the lineal model.

| Model | Res.Df | RSS   | Df  | Sum of Sq. | F      | Pr(>F) |
|-------|--------|-------|-----|------------|--------|--------|
| 1     | 9      | 6.7944| 1   | 0.18354    | 0.2259 | 0.6514 |
| 2     | 8      | 6.6108| 1   | 0.94127    | 1.1584 | 0.3232 |
| 3     | 7      | 5.6696| 1   | 0.79422    | 0.9774 | 0.361  |
| 4     | 6      | 4.8753| 1   | 0.18354    | 0.2259 | 0.6514 |
Table S9. ANOVA test for the HU treatment, and players that did not meet the target, related to Figure 3. A second order polynomial provides a better fit than the linear model.

| Model | Res.Df | RSS   | Df | Sum of Sq. | F      | Pr(>F) |
|-------|--------|-------|----|------------|--------|--------|
| 1     | 7      | 2.22619|    |            |        |        |
| 2     | 6      | 1.49467| 1  | 0.73152    | 5.9811 | 0.07078|
| 3     | 5      | 0.93891| 1  | 0.55576    | 4.5441 | 0.10002|
| 4     | 4      | 0.48922| 1  | 0.44969    | 3.6768 | 0.12764|
Table S10. ANOVA test for the HU treatment, and players that met the target, related to Figure 3. No model provides a better fit than the linear model.

| Model | Res.Df | RSS   | Df | Sum of Sq. | F       | Pr(>F)  |
|-------|--------|-------|----|------------|---------|---------|
| 1     | 7      | 3.6   |    |            |         |         |
| 2     | 6      | 3.5877| 1  | 0.01231    | 0.0191  | 0.8969  |
| 3     | 5      | 3.2477| 1  | 0.33999    | 0.5262  | 0.5084  |
| 4     | 4      | 2.5846| 1  | 0.66316    | 1.0263  | 0.3683  |
3. Transparent Methods

Nomenclature
We refer to each one of the 3 treatments analysed in this manuscript in the following way:
• Treatment 1: no uncertainty treatment – NU
• Treatment 2: low uncertainty treatment – LU
• Treatment 3: high uncertainty treatment - HU

Experimental procedure
During each session of the experiment, all participants were required to read the instructions on the screen of their assigned computer before the start. The same instructions were provided on a printed copy that they could consult throughout the experiment. After reading, all participants went through a test with the goal to check their understanding. In case of problems the coordinators discussed with them their errors ensuring that everything was clear.

Throughout the experiment each participant observed on his or her screen the amount left in his or her private account and the actions of each of the group members in the previous round. They are thus able to keep track of the behaviour of their group mates, but do not know their identity. They could not observe the current state of the public account, yet, they were encouraged to keep track of it by asking them how much they believe is in the account at each round. After the final round (in the treatment with uncertainty they could observe the result of the random value produced by the dice that defined the end of the game), the participants could see on the screen how much was contributed in the public account in total and how much was left in their private account, as well as the conversion to euros. In the case this value was below the target, a message would show the result of the dice that decided whether they would lose or not the remaining endowment. Finally, before the participants were allowed to leave the laboratory, they were requested to complete a small survey about their experience during the experiment.

Our experiment models the effect of timing uncertainty on the collective-risk dilemma. Therefore, there is a stochastic component that we must explain to participants carefully. In order to do this, we used the known example of a virtual dice. For instance, to explain that there is a probability of 1/3 that the game would finish after round 8 in the low uncertainty (LU) treatment, we explain that the computer will “throw a virtual dice of 6 faces, and if the result is either 1 or 2, then the game will end”. We also tell participants that, on average, the game takes 10 rounds, to give them an intuition about the distribution of this stochastic process. The details of the instructions for all three treatments can be found in the next section (Experimental instructions).
Experimental instructions

**Instructions for the control treatment (no uncertainty – NU)**

Each participant had access to the following instructions, both in digital and paper format:

**Instructions to the experiment**

**Welcome to this experiment where you can earn money!**

You are about to participate in an experiment on iterative decision-making, conducted by researchers from the *Vrije Universiteit Brussel* and the *Université Libre de Bruxelles*. In this experiment, you will earn some money, and the amount will be determined by your choices and the choices of the other participants.

**Your privacy is guaranteed:** The other participants will not know who you are during the experiment and the results of the experiment are stored in an anonymous manner.

It is very important that you remain silent during the whole experiment, and that you never communicate with other participants, neither verbally, nor in any other way. When in doubt or when you have a question, please just raise your hand and an experimenter will approach you. If you do not remain silent, or if you behave in any way that could potentially disturb the experiment, you will be asked to leave the laboratory, and you will not be paid.

All your earnings during the experiment will be expressed in Experimental Monetary Units (EMUs), which will be transformed into Euros with a change rate of 0.75 Euro to 1 EMU. At the end of the experiment, a show up fee of 2.5 euros will be added to your earnings.

You will be paid privately by bank transfer to your account within a week after the experiment. At the end of the experiment you will be requested to provide your **IBAN number and BIC code** to make the transfer.

Before starting, you will be randomly assigned into a group. You will never know the identity of the other participants of the group. However, the experiment takes 10 rounds and you will be able to observe the actions of the previous round of every member of your group, starting from round 2.

**Login to the experiment**

Before the experiment can start, please, enter the user login and password you have been given into the login page displayed in the browser of the computer assigned to you.
Once you have logged in, you will be able to see on your screen the same instructions that are written on this paper.

**Wait for the instructor’s signal before you proceed.**

**General Information**

At the beginning of the experiment you will be randomly assigned to a group, which will include 5 other randomly selected participants.

During the whole experiment, you will interact only with those 5 other group members.

At the beginning of the experiment you and each other group member will receive a **personal endowment of 40 EMUs**.

The whole experiment consists of 10 rounds of the following game.

In each round of the game, you have to decide whether to add 0, 2 or 4 EMUs in a **public account**.

If the public account contains at least **120 EMUs** after the 10th round, each member of your group will keep their savings, i.e. the EMUs of your endowment that were not put in the public account.

However, **if this minimum is not reached**, the computer will “throw a virtual dice” and each group member will lose his or her remaining EMUs with a 90% chance (9 times out of 10).

Thus, with a 10% chance (1 out of 10) you will keep the remaining EMUs in your private account.

**Course of Action**

Every round has the same structure and consists of the following **steps**:

- Step 1: Choice of how much to contribute (0, 2 or 4).
- Step 2: Make a prediction about the amount in the public account.

When the experiment reaches its final round, you will move to the final 3rd step:
Step 3: Check if the threshold of the public account has been achieved and calculation of final payoffs

Step 1: The contribution choice
In the Step 1, every member will be asked “How many EMUs do you want to contribute to the public account”. Three buttons are provided: 0, 2 and 4 EMUs. You can select the amount by clicking the button, as is shown in the figure below: (see Figure S9)

On the right side of the screen you can see the time you have left to make your decision and the amount of EMUs in your “Personal Account”. You must make your decision within the time displayed on the screen. The “Time left” square will start blinking when you are getting out of time. Nothing happens when the time runs out, yet if you take too long to make a decision the experiment will take too long. Please respond as quickly as possible.

The table “Donations of the previous round” shows the values donated by all the members of your group in the previous round. In the first column, you see your own donation from the previous round. In the other columns, you see the decisions of the other users. The choice of each group member will always be shown in the same column. This information about the previous donations is only available after the first round.

Step 2: Predict the content of the public account
After step 1, you will go to a next screen. On this screen, you are asked the following question: “Please, estimate the current total content of the public account”. You should enter an estimation of how many EMUs you think the public account contains in total after all members (including you) have made their donations in the current round.

This is an example of what you will see in this step: (See Figure S10)

Step 3: Last round and calculation of final payoffs
After the last round, you will jump to a final screen.

If the accumulated contributions to the account are equal or higher than 120 EMUs, then you will be informed that you can keep the amount of the endowment that you did not put in the public account.

For example, if you put in total 20 EMUs of your endowment (40 EMUs) in the public account during the experiment, you will gain the remaining 20 EMUs (i.e. 40 - 20). This amount is converted into Euro’s.
The screen will show the following text: “CONGRATULATIONS! Your group collected XXX EMUs, which is greater or equal to 120 EMUs. So you may keep the amount remaining in your private account. Please fill in the amount in Euro’s you see on this screen on the payment document you received before clicking the continue button. This amount consists of both your private winnings and the show-up fee.”

However, if the minimum of 120 EMUs is not reached, the computer will “throw a virtual dice” and all group members will lose all their remaining EMUs with a 90% chance. There are thus two possible outcomes:

On one hand, with a chance of 9 out of 10, the screen will show: “Your group collected XXX EMUs, which is lower than 120 EMUs. The server has generated a random number between 1 and 100. The resulting value is YYY, which is smaller than 91. This means that you all lose the remaining endowment in your private accounts. Please fill in the amount in Euro’s you see on this screen on the payment document you received before clicking the continue button. This amount is the show-up fee.”

On the other hand, with a chance of 1 out of 10, the screen will show: “Your group collected XXX EMUs, which is lower than 120 EMUs. The server has generated a random number between 1 and 100. The resulting value is YYY, which is bigger than 90. This means that you all win the remaining endowment in your private accounts. Please fill in the amount in Euro’s you see on this screen on the payment document you received before clicking the continue button. This amount consists of both your private winnings and the show-up fee.”

End of experiment questionnaire
At the end of the experiment you will be directed to a form containing a short questionnaire. Please answer to all the questions honestly, the information you add here is an important part of this experiment. Any information that you may include in this form will remain completely anonymous and cannot be linked to you in any way. Once you have finished filling in the questionnaire, please, click the button submit.

At the end of the experiment, you will be called by one of the organisers to make the payment official. Please stay seated and do not talk until you are called and have left the room.

Please note:
Communication is not allowed during the whole experiment. If you have a question, please raise your hand.
All decisions are made anonymously, i.e. no other participant learns the identity of the other decision makers.

The payment is also anonymous, no participant learns from us about the amount that another participant received in the experiment.

**Instructions for the low uncertainty treatment (LU)**

The instructions of the treatment with low *timing uncertainty* differ slightly from that of the previous treatment. Below we describe only the sections that change with respect to the control treatment (NU).

**Instructions to the experiment**

Before starting, you will be randomly assigned into a group. You will never know the identity of the other participants of the group. However, the experiment takes at least 8 rounds and you will be able to observe the actions of the previous round of every member of your group, starting from round 2.

**General Information**

The whole experiment consists of minimum 8 and on average 10 rounds, but it could be more than that.

The probability that the next round will happen after round 8 is 2/3. This means that at the end of each round, starting from round 8, a “virtual fair dice” with 6 faces, will be thrown. If the result is “1” or “2”, the game will end. Otherwise, when the result is “3”, “4”, “5” or “6”, the game will continue to the next round, in which the process is repeated.

If the public account contains at least 120 EMUs after the final round, each member of your group will keep their savings, i.e. the EMUs of your endowment that were not put in the public account.

**Course of Action**

Every round has the same structure and consists of the following steps:

- **Step 1**: Choice of how much to contribute (0, 2 or 4).
- **Step 2**: Make a prediction about the amount in the public account.
The end of the experiment is decided by a random process. Starting from round 8 the game will go through a 3rd step:

Step 3: Check if the experiment should end by throwing a “virtual fair dice”.

When the experiment reaches its final round, you will move to the final 4th step:

Step 4: Check if the threshold of the public account has been achieved and calculation of final payoffs

Step 3: Check if the game should end
The probability that the next round will happen after round 8 is 2/3. This means that at the end of each round, starting from round 8, a “virtual fair dice” with 6 faces, will be thrown. If the result is “1” or “2”, the game will end. Otherwise, when the result is “3”, “4”, “5” or “6”, the game will continue to the next round, in which the process is repeated. This means that the experiment will have a minimum of 8 rounds.

There is a “virtual fair dice” for each group. Thus, the experiment can have different rounds, depending on which group you are in.

You will be able to see on the screen the following text if the game continues: “The result of the dice was X, which is different from “1” or “2”. Therefore, the experiment will continue to the next round. Please, click now on the button Ok.”

However, if the result of the dice is “1” or “2”, the screen will show the following text: “The result of the dice was X. Therefore, the experiment will end. Please, click now on the button Ok.”

**Instructions the high uncertainty treatment (HU)**

The instructions for the treatment with high timing uncertainty differ from treatment 2 (low timing uncertainty) only in that the minimum number of rounds is 6 and the probability that the game ends afterwards is 1/5 (or 2/10). However, the average number of rounds remains 10. Below we describe only the sections that differ from the LU treatment:

**General Information**

The whole experiment consists of minimum 6 and on average 10 rounds, but it could be more than that.
The probability that the next round will happen after round 6 is 8/10. This means that at the end of each round, starting from round 6, a “virtual fair dice” with 10 faces, will be thrown. If the result is “1” or “2”, the game will end. Otherwise, when the result is “3”, “4”, “5”, “6”, “7”, “8”, “9” or “10”, the game will continue to the next round, in which the process is repeated.

Step 3: Check if the game should end

The probability that the next round will happen after round 6 is 8/10. This means that at the end of each round, starting from round 6, a “virtual fair dice” with 10 faces, will be thrown. If the result is “1” or “2”, the game will end. Otherwise, when the result is “3”, “4”, “5”, “6”, “7”, “8”, “9” or “10”, the game will continue to the next round, in which the process is repeated. This means that the experiment will have a minimum of 6 rounds.

Testing participant’s understanding

After reading the instruction, participants are requested to complete a short questionnaire that tests their understanding. Participants are not allowed to start the experiment until they answer to all questions correctly.

Experimental model and subject details

The results of our experiment were obtained by testing 246 participants (41% females) that were divided into 41 groups of six subjects each in a computerized experiment (using the software available at https://github.com/Socrats/beelbe (Fernández Domingos, 2020)). Most of the participants were bachelor/master/PhD students of either the Université Libre de Bruxelles or the Vrije Universiteit Brussel. The average age of participants was 24 (with a standard deviation of ~4 years). During each session of the experiments, participants were assigned randomly into groups and were not allowed to communicate (physical barriers were set up between them). Participants never knew who the other members of their group were.

In the control treatment (NU), 12 groups played the collective-risk dilemma (see main text) defined as in (Milinski et al., 2008) with the difference that the game was not framed as a climate change scenario, which makes the results more general to other scenarios of collective-risk where there is an uncertain deadline. Indeed, this type of N-person dilemma, combining nonlinear and uncertain returns which are only reached in the future, are recurrent in many human collective endeavours, from public health measures to group hunting. In the treatment with low uncertainty (LU) and high uncertainty (HU), another 14 and 15 groups, respectively, played the variant of the game in which the final round was decided by a random process. After a minimum number of rounds (8 rounds in LU, and 6 in HU), the probability of the game ending after each round was $w=1/3$ and $w=1/5$ in LU and HU, respectively. To implement this uncertainty in LU (HU) a 6 (10) faces dice was thrown at the end of round 8 (6), and the game would continue if the result was higher than 2, thus generating the probability for ending the game in LU (HU).
Ethics

Ethical approval (reference ECHW_064) was obtained from the Ethical Commission for Human Sciences at the Vrije Universiteit Brussel to perform the experiments discussed in this manuscript.

Quantification and Statistical Analysis

In Figure 1A the averages and error bars (95% confidence interval) are computed across groups (n=12 for NU, n=14 for LU and n=15 for HU). For LU and HU, after the minimum number of rounds, \( m_0 \), n decreases, since some of the groups finished the game. Moreover, we only average values for groups which did not already achieve the target in the previous round. This also only happened in LU and HU. In LU, \( n = 13 \) for round 8, \( n = 3 \) for round 9, \( n = 1 \) for round 10. For HU, \( n = 12 \) for round 7, \( n = 5 \) for round 8, \( n = 2 \) for round 9, \( n = 1 \) for round 10. In Figure 1B each bar plot displays the proportion of groups that were successful for each of the treatments. 8 out of 12 groups were successful in NU, 9 out of 14 for LU and 7 out of 15 for HU. We performed a Chi-square test of independence (\( P = 0.49952, n = 41, df = 2, \chi^2 = 1.38 \)) that issues that the differences between the fraction of successful groups among the treatments are not significant. In Figure 2 we calculate the fraction of successful players for each treatment that assume one of 3 contribution behaviours. The total number of players in each of the fractions (\( C < F, C = F, C > F \)) is (9, 21, 18) for NU, (13, 17, 24) for LU and (13, 8, 21) for HU. The error bars in Figure 3 were calculated as described in the “identifying conditional behaviour” section (see Transparent Methods for detail on the number of samples for the correlation analysis).

Identifying polarization of contributions

We divided the participants on our experiment based on their total contributions throughout the game and their relationship to what we call fair donation \( F \). This value corresponds to the minimum donation required for a group to be successful, if all participants contribute the same, i.e., if all participants contribute exactly \( F \) the group will be successful. This value corresponds to half of the endowment (\( F = E/2 \)). Therefore, we quantify the fraction of participants that contribute, in total, less (\( C < F \)), equal (\( C = F \)) or more (\( C > F \)) than \( F \). In Figure 2, we show that the fraction of participants that contribute \( C < F \) and \( C > F \) grows with timing uncertainty, while fair players (\( C = F \)) diminish. We associate this divergence of donations to an increase of polarized reactions.

Identifying conditional behaviour

Conditional behaviours were assessed through the analysis of the average donation of each player as a function of the donations of the other group members in the previous round (see Figure 3). For this reason, the plot starts with the data after the first round. Also, we only take
into account the data of the experiment before the target is reached, i.e., when the public account contains less than 120 EMUs. We adopt a weighted linear regression so that samples with smaller errors were more important than those with large ones. The weight of a point $i$ is calculated as $weight_i = \sigma^{-1}$, where the errors $\sigma$ were computed as:

$$
\sigma = \begin{cases} 
\infty, & |x| = 1 \\
\frac{\sigma_{\text{actions}}}{|x|}, & |x| > 1 
\end{cases}
$$

Here $\sigma_{\text{actions}} = 4$, representing the range of the values an action can take, and $|x|$ indicates the number of samples used to calculate the average of the samples vector $x$. This way, points calculated from only 1 sample, almost do not count for the regression.

### Polynomial fitting

Our analysis in Figure 3 of the main manuscript until focused on identifying linear correlations, and their sign, between participants’ contributions and the contributions of their group mates. This choice allows us to extract meaningful relationships while avoiding overfitting. However, in some of the studied cases, as we would expect, the data dependency might be represented better by a curvilinear/polynomial model. Below we show that the conclusions presented in the main manuscript remain valid if high order fitting is chosen.

In Tables S5-S10, we display the results of an ANOVA test that compares polynomial regressions of different order (from 1 to 4) for all the 6 cases analysed in Figure 3 of the main manuscript. This test indicates whether increasing the order of the polynomial regression issues a significant improvement. In only 3 cases, a polynomial fit is significantly better than the linear model: no uncertainty and players meeting the target; low uncertainty and not meeting the target; and high uncertainty and not meeting the target. In Figure S5, we show results analogous to Figure 3 of the main manuscript, but using the model that fits the best each case. We show that our conclusions do not change, and perhaps, it is even clearer that, in the certainty case, when players meet the target, they adopt a slightly compensatory behaviour, while considerably lowering their contributions when the rest of the group adopt extreme actions: they donate either too much or too little.

### Dependency analysis

The results in Table S2-S4 are all obtained using an ordered logistic regression or *cumulative link model* (Liu and Agresti, 2005), implemented in the *polr* function implemented in the MASS package in R. We estimate the probability of taking an action (0, 2 and 4) depending on a series of features. This allows us to study how the actions of the participants on the experiment depend on these features. We used this analysis to select the most relevant features for the behavioural representation of a participant, which was then used to produce the results of Figures 2 and 3 of the main manuscript. The *polr* function differs from a multimodal regression
in that it performs a ordered logistic regression, i.e., it takes into account the order of the labels. This is important in our case, since the contributions 0, 2 or 4 are ordered.

The features included in the regression are:

- public_account: The public account of the game, i.e., the cumulative sum of contributions of all participants
- private_account: The private account of the participant, i.e. the remaining endowment at a given round.
- round_donations_others: The donations of the members of the group in the previous round, without the focal player.
- actions_prev: The action of the focal player in the previous round.
- GameHalf2ndHalf: The half of the game in which the action takes place (1st half, 2nd half).
- rnd: A random binary number (0 or 1). This is used to check that the regression is producing correct results. The actions of the players should not depend on a random variable.
- public_account: GameHalf2ndHalf: Interaction term between the public account and the game half. Represents the degree to which there is an interaction between these two variables.
- actions_prev: GameHalf2ndHalf: Interaction term between the previous action of the player and the game half.
- private_account: GameHalf2ndHalf: Interaction term between the private account and the game half.

**Clustering behaviours**

Figure S4 shows a clustering analysis done over the behavioural data of participants in all three treatments. This analysis helps in identifying predominant behaviours in our data and motivates the strategies later chosen for our evolutionary model. In Figure S4A, the behaviour of each participant in the experiment (including all three treatments) is represented by a slope and an intercept. These parameters are obtained by regressing linearly the average contribution of each participant at a given round, $\bar{a}_i(t)$, in function of the total contribution of the other members of the group in the previous round, $a_{-i}(t)$. These points are then clustered using a DBSCAN algorithm (Birant and Kut, 2007), which identifies 4 clusters and a set of 29 outliers (with $\epsilon = 0.18^1$). The proportion of players of each treatment in the clusters is represented in the inset of Figure S4A. Figure S4B, C, F and G show the averaged contributions of players in each cluster in response to $a_{-i}(t)$. Players in cluster 0 (Figure S4B) display an almost unconditional response, and always contribute slightly above 2 EMUs. In contrast, players in cluster 1 (Figure

---

1 This value was obtained by calculating the distance from each point to it closest neighbors, sorting the distances and finally calculating the point of maximum curvature.
S4C) are slightly compensatory, making higher contributions when the group fails to contribute enough. The players represented in these two clusters are more predominant in NU. Contrarily, players in cluster 2 (Figure S4F) belong mostly to LU and HU. This cluster exhibits a strong reciprocal response, with the average contribution of players being directly proportional to $a_i(t)$. Players in cluster 2 (Figure S4F) belong mostly to LU and HU. This cluster exhibits a strong reciprocal response, with the average contribution of players being directly proportional to $a_i(t)$. Players in cluster 3 (Figure S4G) belong in almost equal proportion to all 3 treatments, and they represent a strict fair behaviour, i.e., players contribute 2 EMUs unless the contributions of the group are too low. Finally, the set of 29 outliers is composed mostly of players of the LU and NU treatments and display opposing conditional behaviours (either compensatory – Figure S4D - or reciprocal – Figure S4E).

**Game theoretical model**

As an alternative to considering fully-rational agents, we describe the behavioural dynamics through an evolutionary process (Nowak, 2006; Perc et al., 2017, 2013; Sigmund, 2010; Traulsen and Hauert, 2009), in which individuals tend to copy those appearing to be more successful. More precisely, we analyse the behavioural dynamics in large (but finite) populations, when individuals revise their choice through imitation dynamics or social learning (Ewens, 2012; Fudenberg and Imhof, 2006; Traulsen et al., 2006).

We consider a finite population of Z individuals, who interact in groups of size N, in which they engage in the collective-risk dilemma with multiple rounds. Each individual can adopt one of the $n_s = 5$ strategies that mimic the behaviours observed on the experimental data: always-2, always-4, always-0, compensator, and reciprocal. The first three strategies are unconditional, i.e., they will always contribute the same, independently of the behaviour of the other group members. Differently, compensator and reciprocal are conditional strategies that adapt their behaviour to the rest of the group according to a threshold of total contributions per round. We consider this threshold to be 10, which is exactly half of the maximum contribution per round, without the focal player. In this manner, compensators always start contributing 2, and, afterwards, contribute 0 as long as the sum of contributions of the rest of group members in the previous round is above 10 units; otherwise they will contribute 4 EMUs. The behaviour of reciprocal is the exact opposite of compensators: They start contributing 2 EMUs and afterwards they contribute 4 EMUs as long the sum of contributions of the other members of the group in the previous rounds is above or equal to 10 units; otherwise they contribute 0. We do not assume any population structure, such that individuals are equally likely to interact with each other (the so-called well-mixed assumption). The success (or fitness) of an individual can be computed as the average payoff obtained from playing in multiple groups randomly sampled from the population. As a result, all individuals adopting one of the $n_s=5$ strategies can be seen as equivalent, on average.

To study the behaviour resulting from this set of strategies, we adopt a stochastic birth-death process combined with the pairwise comparison rule (Traulsen et al., 2006) to describe the
social learning dynamics of each of the strategies in a finite population. At each time-step, a randomly chosen individual $A$ has the opportunity to revise their strategy by imitating (or not) the strategy of a randomly selected member of the population $B$. This update rule is known as the pairwise comparison rule (Traulsen et al., 2006). The imitation will occur with a probability which increases with the fitness difference between $A$ and $B$. Here we adopt the Fermi function $p \equiv \left[1 + e^{\beta(f_A - f_B)}\right]^{-1}$, where $\beta$ controls the intensity of selection (we use $\beta = 0.004$), and $f_A$ ($f_B$) is the average fitness of $A$ ($B$). In the limit of strong selection ($\beta \to \infty$), the probability $p$ is either zero or one. In the limit of weak selection ($\beta \to 0$), $p$ is always equal to $1/2$, irrespective of the fitness of $A$ and $B$. We have checked that our results are qualitatively invariant for a broad range of values of $\beta$. In addition, we consider that, with a mutation probability $\mu$, individuals adopt a randomly chosen strategy, freely exploring the strategy space.

Overall this adaptive process defines a large-scale Markov process, whose complete characterization becomes unfeasible as one increases the population size and number of strategies (Vasconcelos et al., 2017). However, this analysis of this stochastic dynamics is largely simplified in the limit of rare mutations. In this case, we are able to compute analytically the relative prevalence of each of the different strategies. Moreover, as shown in the Supplemental model results by means of large-scale computer simulations, this analytical approximation turns out to be valid for a much wider interval of mutation regimes. In this limit, when a new strategy appears through mutation, one of two outcomes occurs long before the occurrence of a new mutation: either the population faces the fixation of newly introduced strategy, or the mutant strategy is wiped out from the population. Hence, there will be a maximum of two strategies present simultaneously in the population (Fudenberg and Imhof, 2006; Imhof et al., 2005). This allows one to describe the behavioural dynamics in terms of a reduced Markov Chain of size $n_s = 5$, whose transitions are defined by the fixation probabilities $\rho_{ij}$ of a single mutant with strategy $j$ in a population of individuals adopting another strategy $i$. This probability is given by Equation (1) (Ewens, 2012; Karlin and Taylor, 1975; Traulsen et al., 2006):

$$\rho_{ij} = \left[1 + \sum_{m=1}^{n_s} \prod_{k=1}^{m} \frac{T^-(k)}{T^+(k)} \right]^{-1}$$  \hspace{1cm} (1)$$

where $T^-(k)$ ($T^+(k)$) is the probability to decrease (increase) the number of individuals with the mutant strategy and can be obtained through Equation (2).

$$T^\pm(k) = \frac{kZ - k}{Z} \left[1 + e^{\pm \beta(f_i - f_j)}\right]^{-1}$$  \hspace{1cm} (2)$$

In the limit of neutral selection ($\beta = 0$), the fixation probabilities become independent of the fitness values and equal to $1/Z$, offering a convenient reference scenario (see below). Since we
will have at most two different strategies in the population, we can calculate the fitness $f_a$ of a strategy $a$, in a finite population of size $Z$ and $k$ individuals of strategy $a$ and $Z - k$ of strategy $b$, as

$$f_a = \binom{Z}{N-1}^{-1} \sum_{k=0}^{Z-1} \binom{k-1}{j} \binom{Z-k}{N-j-1} \Pi_{ab}(k+1)$$

(3)

where $\binom{Z-1}{N-1}^{-1} \sum_{k=0}^{Z-1} \binom{k-1}{j} \binom{Z-k}{N-j-1}$ represents a hypergeometric sampling (sampling without replacement) of the population and $\Pi_{ab}(k+1)$ is the payoff of strategy $a$ when facing strategy $b$, while the group is composed of $k + 1$ individuals with strategy $a$ (Santos and Pacheco, 2011).

We numerically estimate pairwise payoffs $\Pi_{ij}$ between every strategy pair $i$ and $j$, for each possible composition of a group of $N$ participants with $k$ members of using strategy $i$ and $N - k$ using strategy $j$. This is achieved by averaging over $10^3$ games for each composition of the group and treatments (NU, LU and HU, using the same parameters adopted in the lab experiments).

The transition matrix $\Lambda = [\Lambda_{ij}]$ combines the different probabilities that a population in a homogeneous state $S_i$ will end up in state $S_j$ after the occurrence of one single mutation. This matrix is given by $\Lambda_{ij} = \frac{\rho_{ij}}{4}(j \neq i)$, whereas the diagonal of the transition matrix is defined by $\Lambda_{ii} = 1 - \frac{1}{4} \sum_{j \neq i} \rho_{ij}$ (note that 4 is the number of strategies minus one). The normalized left eigenvector associated with eigenvalue 1 of matrix $\Lambda$ determines the stationary distribution $p_w$ of the $n_s$-states Markov chain (Fudenberg and Imhof, 2006; Imhof et al., 2005; Karlin and Taylor, 1975). The stationary distribution characterizes the average time the population spends in each monomorphic state $w$.

To compute the expected fraction of successful groups, or group achievement ($\eta$), shown in Figure 4A, we weight the probability of success of each of the monomorphic states (populations with only one of the 5 strategies) by their predominance (given by the stationary distribution), i.e., $\eta = \sum_w p_w H_w$, where $p$ is a row vector containing the stationary distribution, and $H$ is a column vector containing the probability of success of each monomorphic state.

In our case, the probability of success is always 1 for populations of always-2, reciprocal and always-4 players, while it is 0 for always-0. Compensators are only successful if the game lasts more than 10 rounds, therefore their probability of success is $(1 - w)^{10-m_0}$, since the random process that decides the final round under timing uncertainty follows a geometric distribution.

The calculation of the fraction of players that contribute less, equal or more than $F$, used in Figure 4B, is done in a similar fashion. In this case, we need to calculate the probability that a population consisting of each of the monomorphic states will contribute $C < F$, $C = F$, $C > F$. Since we can calculate the contributions of the players depending on the number of rounds of
the game, the computation of these probabilities is straightforward. The always-2 players will always contribute $F$, always-4 and reciprocal will contribute $C > F$, and always-0 $C < F$. Once more, compensators will only contribute $C > F$ if the number of rounds is bigger than 10, otherwise they contribute $C < F$. We then multiply these probabilities by the stationary distribution to obtain the fraction of players that assume each of the previous behaviours. In Figure 4 all other parameters controlling the environment are set to be the same as in our lab experiments: the risk $r = 0.9$, the initial endowment $E = 40$ and the target is $\tau = 120$.

To obtain further intuition behind the emergence of cooperation, fraction of successful groups and strategies in each treatment, we also analyse the Markov Chain which defines the typical flow of probability between the different monomorphic states. Figure S6, shows the Markov Chain for two of the most paradigmatic scenarios: NU (Figure S6A) and HU (Figure S6B). In the Figure, arrows represent transitions favoured by natural selection, i.e., those whose fixation probability exceeds $1/Z$ (associated with the fixation probability of a mutant under neutral evolution). For instance, if an arrow goes from a state with strategy $i$ to state with strategy $j$, it indicates that a mutant of strategy $j$ will invade the population of strategy $i$ with a probability which is higher than the one we obtain from neutral drift. The absence of an arrow indicates that such transition will occur with a low probability, i.e., with a probability lower than $1/Z$. In this context, a strategy $j$ is said to be evolutionary robust (ERS) (Nowak, 2006; Stewart and Plotkin, 2013; Traulsen and Hauert, 2009) if no mutant, adopting any other strategy, has a selective advantage. In other words, we can identify strategies that are evolutionary robust (a measure of stability) by noticing that there is no arrow emerging from its respective node.

Figure S6 illustrates a reference scenario in what concerns the invasion dynamics of strategies. In the absence of uncertainty, always-0 and the always-2 strategy are the only two evolutionary robust strategies. Moreover, given the number and strength of the transitions, the fair strategy can easily become the most prevalent behaviour. Differently, under high timing uncertainty, the always-2 strategy starts to be invaded by compensators and always-0 (Figure S6B), changing the ecology of behaviours observed in the absence of uncertainty. In fact, uncertainty can easily lead to complex behavioural dynamics, with cyclic dominances, and no evolutionary robust strategies, as illustrated in the right panel of Figure S6. Reciprocators can invade always-0, yet losing to compensators, which, in turn, are invaded by always-0. From this cyclic dynamic, even if not stable, both conditional strategies emerge as prevailing strategies, leading both to the emergence of reciprocity and polarization (see main text).

Supplemental model results
The limit of rare mutations allows us to conveniently employ a small-scale Markov chain to analytically compute the prevalence of each strategy. This is achieved by restricting the number of strategies simultaneously co-existing in a population (and groups) to a maximum of two. However, for arbitrary mutation rates, we may have a complex co-existence of more than two
strategies, calling for the adoption of large-scale computer simulations to confirm the validity of our theoretical results in other mutation (or exploration) regimes. To perform these computer simulations, we mimic the evolutionary process described above, with discrete steps involving imitation and mutation, yet without any constraint in the value of $\mu$ (here a free variable). At the beginning of each simulation, each individual randomly adopts one of the five strategies. In each generation, $Z$ individuals are chosen to revise their strategy (in an asynchronous manner). For each combination of parameters, we run 30 simulations, each lasting $10^9$ generations. The fitness of each individual $A$ is calculated as the average return earned from $10^3$ games played against $N - 1$ individuals randomly selected from the population. The fraction of successful groups, or group achievement ($\eta$), is computed from the average fraction of groups that surpassed the threshold after a transient period of $10^5$ generations. The same criterion is used to compute the overall level of polarization emerging from each simulation.

In Figure S7, we confirm that the stationary distribution obtained under the small mutation limit assumption is valid for a wide range of mutation values. Additionally, we also include the polarization results, considering only group combinations that achieve the target, with and without mutation (see Figure S8), showing that results discussed in the main text remain valid for a broad interval of exploration rates.

**Supplemental results**

In Figure 1 of the main text we display the averaged group contributions per round for each of the 3 treatments of our experiment. In Figure S1 we present the average cumulative contributions to the public account, i.e., the average content of the public account per round and per treatment. For each point, we only average the values for groups that have not achieved the target already in the previous round. There is an increase in earlier contributions for the treatments with uncertainty (LU and HU) with respect to the control (NU). By round 10, the target is achieved on average in all treatment. However, on the LU (low uncertainty) treatment, contributions already surpass 120 EMUs (the target) on average by round 8.

Moreover, Figure S2 shows the average contributions per round separated by whether groups reached or not the target. Here we observe that, for the successful groups (met target = True), the contributions in the treatments with uncertainty were always higher than in the control treatment (NU) before the minimum number of rounds. The figure also shows that for NU, the difference between successful groups and non-successful ones is mostly related to the contributions in the last two rounds. While the successful groups increase their contributions slightly by the end (compensate for other participants), the non-successful groups lower them. This highlights the importance of coordination when the time is certain. For the treatments with **timing uncertainty** this effect disappears, and successful groups contribute more and earlier.
In Figure S3 we show a comparison between the participants’ behaviours in the first and second parts of the game for the participants that met the target (this corresponds to Figure 2 of the main manuscript) and those that didn’t. We can observe an increasing difference between the *generous* players (those that contribute $C > F/2$) in the first half of the game as *timing uncertainty* grows. This highlights the importance of early contributions to nudge participants into cooperation when there is a *shadow on the future*.

Table S1 shows the correlation results and the associated p-values for the results presented in Figure 3 of the main text. The correlations for the treatment without uncertainty are negative, which indicates a compensatory behaviour. For the treatments with uncertainty, however, these correlations are positive, indicating a reciprocal or Tit-for-Tat behaviour. Nevertheless, only the correlations for the successful players of LU and HU are statistically significant ($P < 0.001$).
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