On the non-randomness of maximum Lempel Ziv complexity sequences of finite size
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Random sequences attain the highest entropy rate. The estimation of entropy rate for an ergodic source can be done using the Lempel Ziv complexity measure yet, the exact entropy rate value is only reached in the infinite limit. We prove that typical random sequences of finite length fall short of the maximum Lempel-Ziv complexity, contrary to common belief. We discuss that, for a finite length, maximum Lempel-Ziv sequences can be built from a well defined generating algorithm, which makes them of low Kolmogorov-Chaitin complexity, quite the opposite to randomness. It will be discussed that Lempel-Ziv measure is, in this sense, less general than Kolmogorov-Chaitin complexity, as it can be fooled by an intelligent enough agent. The latter will be shown to be the case for the binary expansion of certain irrational numbers. Maximum Lempel-Ziv sequences induce a normalization that gives good estimates of entropy rate for several sources, while keeping bounded values for all sequence length, making it an alternative to other normalization schemes in use.
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Lempel and Ziv showed that measuring the capacity of an ergodic source to generate new patterns could be used to estimate its entropy rate. Entropy rate, is a length invariant measure of the amount of new information gained per unit step in a dynamical process. It has been found ubiquitous in a number of areas, such as the study of dynamical systems, information theory (from where its definition is usually drawn), or complexity theory; and it has become one of the fundamental concepts in data analysis. Lempel-Ziv complexity (LZ76) method of estimating the entropy rate from a single discrete series of measurement, carries a number of practical advantages. It is generally assumed that random sequences, being of maximum entropy rate, attain maximum Lempel-Ziv complexity for sequence of finite length. We prove that, contrary to this common belief, finite random sequences do not attain maximum Lempel-Ziv complexity. The consequence is that normalization of LZ76 complexity by that of a random sequence, does not yield a properly bounded value, and estimated entropy rates in this way derived, can achieved inconsistent values above one. Instead, there is perfectly deterministic way, and therefore non-random procedure, of generating maximum Lempel-Ziv sequences (MLZs) that can be used for normalization purposes, yielding sound estimates of entropy rate.

I. INTRODUCTION

Estimating entropy rate from a single finite measurement is far from being a simple task. Lempel-Ziv complexity measure (from now on LZ76 complexity), as described in the seminal paper of Lempel and Ziv, stems its popularity from the fact that it is straightforward to calculate for experimental data and, to the essential property, that its growth rate is closely related to the entropy rate for an ergodic source. LZ76 complexity has been studied from different points of view, and used in different context (see for example Ref. 8–10).

LZ76 complexity is considered as a model based, non-probabilistic, randomness finding measure of complexity. Randomness finding is used for those measures that give the highest values of complexity to random sequences, being Kolmogorov-Chaitin complexity (KC complexity) the most encompassing complexity measure of this kind. KC complexity mea-
sures the length of the shortest program, run in a Universal Turing Machine, that allows to reproduce the analyzed sequence. It is closely related to randomness in the sense of those infinite sequences which pass the Universal Martin-Löf test of randomness\textsuperscript{13}: All Martin-Löf random sequences have maximum KC complexity. Those ideas have been extended to the case of finite length sequences\textsuperscript{14}. By definition, KC complexity can not be outsmarted by an intelligent agent (or any other agent for that matter). Any "thought of", clever sequence, has, necessarily, a shorter algorithmically description than the length of the sequence and therefore, a smaller KC complexity than a random string of the same length. Unfortunately, it is impossible to find, in a systematic way, the smaller program reproducing a given sequence or, to assert if a given program is the smallest possible\textsuperscript{15}.

If we consider the set of all strings of length N, it is often assumed that LZ76 complexity attains its maximum value for those finite strings for which the KC complexity is maximum, that is, for all sequences that behaves random enough\textsuperscript{14}. Yet, this assumption is wrong. In this contribution we will explore the nature of maximum LZ76 sequences (we will denote them by MLZs) as built from an algorithm much shorter than the sequence length itself. It will be shown that the MLZs have, for a finite length N, larger LZ76 complexity than the typical\textsuperscript{16} random string of the same length. The very algorithmic nature of the MLZs make them the opposite to randomness in the KC complexity sense. The implications of such analysis, is that LZ76 complexity can indeed be outsmarted by and intelligent agent (or a sophisticated enough automata) contrary to the KC complexity. LZ76 complexity measures a deeper property of sequences than that of randomness alone.

Having devised a procedure to build MLZs we turn to the question of using them as an effective normalization factor for LZ76 complexity. Normalization of LZ76 complexity is of concern when comparison of different complexity measures is desired. This issue has been discussed before\textsuperscript{6,11,17}. It will be convenient to have a normalized complexity measure that lies between well defined values i.e. in the interval [0, 1]. Most importantly, normalization should be compatible with Ziv theorem that, in the infinite limit, the normalized LZ76 complexity will tend to the entropy rate for an ergodic source\textsuperscript{7}. Finally, the results will be applied to known entropy dynamics such as, the logistic map, the biased Bernoulli process and finite state automata.
II. LEMPEL-ZIV COMPLEXITY

Consider the following factorization of a sequence \( u = u_1 u_2 \ldots u_N \):

\[
E(u) = u(1, h_1) u(h_1 + 1, h_2) \ldots u(h_{m-1} + 1, N),
\]

where \( u(i, j) \) is the substring \( u_i u_{i+1} \ldots u_j \), and each symbol \( u_i \) is drawn from a finite alphabet \( \Sigma \) of cardinality \( \sigma(=|\Sigma|) \). \( E(u) \) is called an exhaustive history of the sequence \( u \), if any factor \( u(h_{j-1} + 1, h_j) \) is not a substring of the string \( u(1, h_j - 1) \), while \( u(h_{j-1} + 1, h_j - 1) \) is. The LZ76 complexity \( C(u) \), is then the cardinality (number of factors) of the exhaustive history \( E(u) \). For example, the exhaustive history of the sequence \( u = 010011101101100 \) is \( E(u) = 0.1.00.11.101.101100 \), where a dot is used to separate each factor, and \( C(u) = 6 \).

In general, \( C(u) \) for a length \( N \) string, is bounded by\(^1\)

\[
C(u) < \frac{N}{(1 - \varepsilon_N \log_\sigma N)}, \tag{1}
\]

where

\[
\varepsilon_N = \frac{1 + \log_\sigma \log_\sigma \sigma N}{\log_\sigma N}. \tag{2}
\]

In what follows, we will use \( \log x \equiv \log_\sigma x \) to simplify the notation. \( \varepsilon_N \) is a slowly decaying function of \( N \), leading to an asymptotic value

\[
C(u) < \frac{N}{\log N}, \tag{3}
\]

for large enough \( N \).

Ziv\(^7\) proved that, if \( u \) is the infinite length output from an ergodic source with entropy rate \( h \), then

\[
\limsup_{N \to \infty} \frac{C[u(1, N)]}{N / \log N} = h. \tag{4}
\]

almost surely\(^18\). Here the entropy rate\(^19\) is taken by its information theoretical definition

\[
h = \lim_{N \to \infty} h(N) = \lim_{N \to \infty} \frac{H(N)}{N}. \tag{5}
\]

where \( H(N) \) is the Shannon block entropy\(^{20}\) over the length \( N \) substrings \( u(j, j+N-1) \in u \).
Equation (4) induces to define a normalized LZ76 complexity by

\[ c[u(1, N)] = \frac{C[u(1, N)]}{N/\log N} \]  \hspace{1cm} (6)

Care must be taken in the use of equation (1). Strictly speaking, inequality (1) is valid as long as \( \varepsilon_N < 1 \), as \( C(u) \) is positive defined. This point is not clarified in the original deduction\(^1\). For \( \varepsilon_N \sim 1 \), the upper bound (1) simply diverges making it of little use. For alphabet size of \( \sigma = 27 \) symbols, used in the complexity analysis of English texts\(^23\), this lower limit for the string size \( N \), is already above \( 10^4 \) symbols. Even more significant, is the very slow decreasing nature of \( \varepsilon_N \) which, for a binary alphabet \( (\sigma = 2) \) reaches \( \varepsilon_N = 0.1 \) for \( N = 4 \times 10^{50} \). Equation (3) is only valid for very large values of \( N \), usually not attainable in real experimental data. The conclusion is that, although for an ergodic source equation (4) is valid in the limit of infinite length sequences, \( c(u(1, N)) \) can have values above 1, even for very long, yet finite, strings. It will be wrong to identify \( h[u(1, N)] \), with \( c[u(1, N)] \), for one, the former is always less than 1, which is not the case for the latter. It is also important to clarify that LZ76 complexity as defined by equation (6) and introduced in Ref. 1, must not be confused with entropy rate estimation based on the length of an encoded string using some encoding procedure as, for example, those derived from the Lempel-Ziv algorithm\(^21\) or related compression schemes\(^22\). Finally, it must be pointed out that, from the slow convergence of \( \varepsilon_N \), estimating entropy from LZ76 complexity must be made with special care as it has been studied in an number of reports\(^{11,17}\).

Equation (4) infers that random sequences, as those output from a \((\frac{1}{2}, \frac{1}{2})\)-Bernoulli process (fair coin toss), reach the highest possible \( c(u) \) value for an infinite length. Yet, equation (4) does not imply that this bound value is only attainable by a random sequence.

From the very algorithmic definition of LZ76 complexity, it is clear that a finite procedure can be devised, of size at least \( O(\log N) \), that builds a maximum Lempel-Ziv complexity sequence in a deterministic way with slow increasing KC complexity.

III. MAXIMUM LEMPEL-ZIV COMPLEXITY SEQUENCES

For a given length \( k \), there will be \( \sigma^k \) different strings. Consider the following generating process. First, output the \( \sigma \) characters of the alphabet in lexicographic order. Each character will contribute as a component to the exhaustive history. Next, consider the set of all strings
of length two ordered in lexicographic order. Output a string of this set, if, and only if, contributes as a component to the exhaustive history. Once all strings of length two are considered, the process is repeated for strings of length three, four and so on. The resulting output string will have, by construction, the maximum Lempel-Ziv complexity among all strings of the same length. As an example, we show a maximum LZ76 complexity string of length 39, for a binary alphabet

0.1.00.11.000.101.0000.0111.1011.00100.01011.01110.

where a dot is used to separate each factor in the exhaustive history.

For a given length and alphabet size, the maximum LZ76 complexity string is not unique. In the above algorithm, there is no need to test the candidate components of length \( l \) in lexicographic order. One can take any ordering for choosing the factor being tested, including random ordering. Numerical simulations show little dependence of the LZ76 complexity of the MLZs on the ordering of the test step.

Figure 1 plots LZ76 complexity as a function of sequence length for the MLZs, together with the plot of \( N / \log N \), and that of \( 10^2 \) random binary strings. While the MLZs are clearly an upper bound for the LZ76 complexity, that is not the case for the right hand of equation (3), a fact further emphasized in the inset of the same figure for smaller \( N \) values. Random strings fail on average to reach the maximum LZ76 complexity for almost all length considered. For small values of \( N \), random sequences do indeed fill the space between \( N / \log N \) and MLZs (see the inset in figure 1), but as the length increases, it starts in average to fall increasingly below the LZ76 complexity value of the MLZs at least up to \( N = 10^6 \). Asymptotically, it seems that the slope of the LZ76 complexity curve for the MLZs starts decreasing and eventually merges with that of the random sequence and of the \( N / \log N \) curve, yet, as already discussed, this can happen for very large values (> \( 10^{50} \)) of sequence lengths.

The MLZs are by construction non-stationary and non-random. For a binary source, in a \( 10^6 \) length MLZs, the probability of occurrence of one of the symbol, is almost equal to the probability of the other symbol, giving a Shannon entropy around 1 bit/symbol (The calculation was performed \( 5 \times 10^3 \) times with random ordering in the test step). It has been proved\(^1\) that a finite random sequence with maximum KC complexity does not have the same number of zeros and ones. Furthermore, figure 2 shows the number of 00 patterns of the MLZs compared to the random string for increasing length. The MLZs follow a different
behavior than the random sequence. Normality of the random string, results in a linear behavior of the number of 00 patterns, with slope $2^{-2}$. The number of 00 patterns for the MLZs are mostly above the random curve, showing a multiple "bumped" curve. The non-random nature is further emphasized by figure 3, where the normalized counts of all six length patterns in the MLZs is shown compared with the random sequence. Normal behavior, in the sense of Borel, can be observed for the random sequence (the probability of occurrence of all k-length patterns are equal, and tend to $\sigma^{-k}$ for infinite strings) with a probability of occurrence near $2^{-6}(= 0.0156)$. This is clearly not the case for the MLZs, which show different probability of occurrence between different substrings.

The fact that typical random sequences fall below the maximum attainable LZ76 complexity for a fixed finite length, and that MLZs are far from being random in any sense, suggest that it is possible that other non-random strings could achieve LZ76 complexities comparable to that of the random string. This is certainly the case, we compared the LZ76 complexity of the MLZs with that of the binary expansion of the irrational numbers $\pi$, $\sqrt{2}$ and $\Phi$ (the Golden Ratio). The last three sequences are thought to be normal in Borel sense. Figure 4 shows the LZ76 complexity of the described sequences, together with that of the MLZs and the random sequence. LZ76 complexity of $\pi$, $\sqrt{2}$ and $\Phi$ are indistinguishable from the random sequence; above a sequence length of $10^3$, all four sequences exhibit the same increasing law.

As already stated, Borel normal numbers are those numbers whose expansion in any base, have all possible patterns of a given length occurring with equal probability. It has been argued that, for example, the number $\pi$ behaves randomly in the frequency of occurrence of its digits in base ten up to the first ten million digits. This fact also extends to the frequency of considering all digit pairs, digit triples, etc. The number $\pi$ seems to be normal, and indeed it has passed randomness statistical test. If $\pi$ is normal, then any substring, including the initial digits 31415..., will happen equally probable to any other substring of the same length. It is then interesting to ask if $\pi$ (or any other of the transcendental numbers considered) can be considered in some sense stationary. Even if this is the case, $\pi$ is certainly non random, as any arbitrary sequence of digits can be effectively calculated and therefore, its KC complexity rate will be zero. Even more, LZ76 is unable to discriminate a true random sequence from a perfectly algorithmically determined sequence, as that of the binary expansion of computable irrational numbers. The model based character of LZ76
complexity exhibits its narrower scope compared to the KC complexity.

IV. NORMALIZATION OF LEMPEL-ZIV COMPLEXITY

In order to compare different complexity measures of a sequence, some kind of normalization is needed. One approach would be to normalize by the LZ76 complexity of a random sequence of the same length. The problem with this normalization is that, as already seen, the LZ76 complexity of a random sequence is not an upper bound for the LZ76 complexity of the set of sequences of a given length. This results in a normalized complexity that does not lie in a definite interval, and normalized complexity above one can be found in practical measurements\textsuperscript{5}. We have also, already discussed that $c[u(1, N)]$ can have values above 1 for finite size sequences.

Instead, the construction of the MLZs motivates an alternative normalization of the LZ76 complexity,

$$c_{mlz}(u) = \frac{C(u)}{C(MLZs)}.$$  \hspace{1cm} (7)

As $C(MLZs)$ is an upper bound, regardless of the sequence length, $c_{mlz}(u)$ will always be in the interval $[0, 1]$. Furthermore, as the MLZs tend, by definition, to the asymptotic value of $\log N/N$, $c_{mlz}(u)$ will comply with Ziv theorem given by equation (4).

In reference [23] an empirical ansatz for estimating the entropy rates from empirical data, using estimates of different natures, has been reported,

$$c(u) = h + b \log \frac{N}{N^c}, \quad c > 0,$$  \hspace{1cm} (8)

that yields excellent fits to sequences generated by different sources, and gives a good estimate of the entropy rate $h$ in all cases considered. The same normalization has been further studied in reference [17] for short sequences of around $10^3$ symbols, observing a good compromise to the estimated entropy rate.

We compared the entropy rate estimation using the asymptotic value normalized LZ76 complexity $c(u)$, appearing in equation (4), with $c_{mlz}(u)$, given by equation (7), for different sequence sources. Good fitting of the complexity function $c_{mlz}(u)$ was found with the following ansatz:
\[ c_{mlz}(u) = h + a \varepsilon N \log N + b \frac{\log N}{Nc} \quad c > 0 \]  

(9)

this empirical function was found to be superior than equation (8) in several cases.

V. LZ76 COMPLEXITY AND COMPLEXITY RATE ESTIMATION FOR DIFFERENT SOURCES

Our first example is given by the logistic map

\[ x_{n+1} = 1 - rx_n^2 \]  

(10)

using a binary generating partition at \( x = 0 \). This process was studied in the context of Lempel-Ziv complexity in reference [23]. Three cases with different parameter \( r \) are of interest: the chaotic range \( r = 1.8 \), with an entropy rate of \( h = 0.5828 \); \( r = 1.7499 \), where a strong intermittent point is observed, and an entropy rate \( h = 0.2597 \) is achieved; and the Feigenbaum point at \( r = 1.40115518 \) where the entropy rate becomes zero.

Figure 5 shows the value of \( c(u) \) and \( c_{mlz}(u) \) for the three values of the \( r \) parameter, together with the random sequence up to \( N = 10^5 \) symbols. For each \( r \) parameter, 50 sequences were simulated and the LZ76 complexity value was averaged over the set. While \( c(u) \) approximates the entropy rate value from above, \( c_{mlz}(u) \) tends also to the entropy rate but from below. Table I shows the entropy rate estimated as the value of \( c(u) \) and \( c_{mlz}(u) \) for the maximum string length. \( c_{mlz}(u) \) compares better than \( c(u) \) for all considered \( r \) values, being the largest relative error of 4.9% for the former estimate, less than two times compared to the best estimate for \( c(u) \). It is also interesting to note that \( c(u) \) behaves worse for the \( r \) value for which \( c_{mlz}(u) \) behaves better.

Figure 6 shows that \( c_{mlz}(u) \) outperforms \( c(u) \) for the whole range of sequence lengths.

We made a fit to the ansatz given by equations (8) and (9), for \( c(u) \) and \( c_{mlz}(u) \), respectively. Table I shows the results. \( c(u) \) improves slightly the entropy rate estimates, while \( c_{mlz}(u) \) improves dramatically for \( r = 1.8 \), but a worse estimate of \( h \) is attained for \( r = 1.7499 \). All fits had a \( R^2 \) figure of merit above 0.999.

We now consider as a second example, random sequences resulting from a \((\alpha, 1-\alpha)\)-Bernoulli process (a biased coin toss). The Shannon entropy rate is given by
\[ h = -\alpha \log \alpha - (1 - \alpha) \log (1 - \alpha) \quad (11) \]

The cases of \( \alpha = 1/2, 1/4, 1/16, 1/64 \) were analyzed. Table II gives the estimates of the entropy rate for \( c(u) \) and \( c_{mlz}(u) \) following the same procedure as that for the logistic map. Again \( 10^5 \) characters were considered and for each \( \alpha \) value, 50 sequences were generated and the average complexity value was calculated.

In general, \( c(u) \) performs better than \( c_{mlz}(u) \), yet for the later, a significant improvement is achieved through the fit by equation (9). For the later case, relative errors drops below 2\% in all cases except for the almost constant sequence \( \alpha = 1/64 \), where the relative error is larger in all estimates, due to the low value of the entropy rate.

Finally we considered the 2-state automata depicted in figure 7. The directed arcs represent transitions between states with conditioned probability \( P(X|M) \), where \( X \) stands for the symbol being emitted, and \( M \) is the current state. The \( S \) state is the starting state which is transient, \( F \) and \( C \) are recurrent states. This finite state automata has been studied in the context of \( \varepsilon \)-machine, to describe the spin-1/2, nearest-neighbor Ising model. The reader is referred to reference [27] for a detailed discussion of its statistical properties. For the purpose of this paper, it will suffice to know that the entropy rate of the stationary regime is given by

\[
h = \frac{P(1|F) - 1}{1 - P(1|F) + P(1|B)} \sum_{i=0,1} P(i|B) - \frac{P(1|B)}{1 - P(1|F) + P(1|B)} \sum_{i=0,1} P(i|F) \quad (12)\]

and the normalization conditions

\[
P(1|B) + P(0|B) = 1 \]
\[
P(1|F) + P(0|F) = 1.\]

Table III shows the estimates of the entropy rate \( c(u) \), \( c_{mlz}(u) \), as well as the fitted values for \( 10^5 \) length sequences. For each length, 50 sequences were generated and values were averaged. The third column gives the \( h \) value calculated from equation (12).

Three cases were considered, (a) is within the ferromagnetic regime, while (b) is antiferromagnetic and, (c) is almost paramagnetic. Excellent agreement of the estimated entropies
are attained for all cases both using $c(u)$ and $c_{mlz}(u)$. The performance of the entropy rate fitted values, to $c(u)$ and $c_{mlz}(u)$, are similar, with relative errors at most 2%.

VI. CONCLUSIONS

The fact that MLZs are deterministic in nature, and therefore of vanishing Kolmogorov-Chaitin entropy rate, seems to go against the common idea that a typical random sequence of finite length $N$, attains maximum LZ76 complexity. Yet, the numerical simulations carried out, shows that typical random sequence, in a wide range of length values, falls short of maximum complexity. Furthermore, the idea that LZ76 complexity is higher, the higher the randomness of a sequence, proves also to be wrong in the finite length case. This does not contradict the theorem that in the infinite limit, the LZ76 complexity rate is closely related to the entropy rate for an ergodic source.

The analysis of the binary expansion of certain irrational numbers, showed a LZ76 complexity behavior, as a function of the sequence length, indistinguishable from a random sequence. In some sense, this comes as no surprise, in spite of having a zero KC complexity rate, numbers such as $\pi$ are known to pass random test of different sort. LZ76 complexity is also "fooled" by the nature of such sequences. Grassberger\textsuperscript{28} has justified the random appearance of $\pi$ with the argument, that while complexity estimates, like LZ76, measure an information related quantity characteristic of the first $N$ digits of a sequence, entropy rate $h$, as any statistical information quantity, measures an ensemble average of the source output that has to do with any substring of length $N$. Compelling as it may seems, one might wonder, assuming Borel normality, if some sort of stationary behavior must be expected for any finite size substring, which will render such argument as weak. In any case, it is clear that while KC complexity can not be "tricked" by an intelligent agent, LZ76 complexity measure has a much narrower scope due to its model based nature.

Finally, simulations show that the normalization of LZ76 complexity by the complexity of MLZs of the same length, can be used to find good estimates of the entropy rate, while keeping its value bounded in the interval $[0, 1]$. An empirical ansatz was found with excellent fit to the studied data. While the examples examined in this paper can not exhaust all possibilities, it shows at least, that for a wide range of sources, $c_{mlz}$ can be used to estimate the entropy rate in practical experimental data analysis. Even if normalization by the LZ76
complexity of a random sequence is still preferred, comparison of normalized values with the LZ76 complexity of the MLZs still can prove useful in a number of cases.
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| r     | h      | \(c(u)\) | fitted \(h\) | \(c_{mlz}(u)\) | fitted \(h_{mlz}\) |
|-------|--------|----------|--------------|-----------------|-----------------|
| 1.8000 | 0.5828 | 0.6405   | 0.6348       | 0.5544          | 0.5883          |
|       |        |          | (9.9%)       | (8.9%)          | (4.9%)          |
| 1.7499 | 0.2597 | 0.2919   | 0.2891       | 0.2526          | 0.2882          |
|       |        |          | (12.5%)      | (11.3%)         | (2.7%)          |
| 1.4011 | 0      | 0.0020   | 0.0020       | 0.0018          | 0.012           |

TABLE II. Estimated entropy (bit/symbol) for a \((\alpha, 1-\alpha)\)-Bernoulli process. See Table I for a description of the column values.

| \(\alpha\) | h | \(c(u)\) | fitted \(h\) | \(c_{mlz}(u)\) | fitted \(h_{mlz}\) |
|-----------|---|----------|--------------|-----------------|-----------------|
| 1/2       | 1 | 1.017    | 1.013        | 0.88            | 1.019           |
|           |   |          | (1.7%)       | (1.4%)          | (12%)           |
| 1/4       | 0.8113 | 0.8144  | 0.8129       | 0.704           | 0.8243          |
|           |     |          | (0.4%)       | (0.2%)          | (13%)           |
| 1/16      | 0.3373 | 0.3233  | 0.3221       | 0.2798          | 0.3370          |
|           |     |          | (4.1%)       | (4.5%)          | (17%)           |
| 1/64      | 0.1161 | 0.1062  | 0.1060       | 0.0919          | 0.0981          |
|           |     |          | (8.5%)       | (8.6%)          | (20.8%)         |
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TABLE III. Estimated entropy (bit/symbol) for nearest neighbor Ising model. $P(X|M)$ represents the probability of emitting a symbol $X$ conditioned by being on state $M$. The rest of the columns follows the same description than Table I.

|    | $P(1|F)$ | $P(1|B)$ | $h$  | $c(u)$ | fitted $h$ | $c_{mlz}(u)$ | fitted $h_{mlz}$ |
|----|----------|----------|------|--------|------------|--------------|------------------|
| a  | 0.90     | 0.39     | 0.558| 0.564  | 0.564      | 0.488        | 0.550            |
|    |          |          |      |        | (1.1 %)    | (1.4 %)      |                  |
| b  | 0.56     | 0.95     | 0.767| 0.783  | 0.781      | 0.677        | 0.779            |
|    |          |          |      |        | (1.8 %)    | (1.6 %)      |                  |
| c  | 0.53     | 0.46     | 0.996| 1.01   | 1.010      | 0.877        | 1.017            |
|    |          |          |      |        | (1.4 %)    | (2.1 %)      |                  |

FIG. 1. LZ76 complexity as a function of sequence length $N$, for MLZs and for $10^2$ random sequences. The MLZs upper bound is clearly observed, while the simulated random sequences (rnd) are below the MLZs values and mostly above the $N/\log N$ curve. In the inset it can be seen that LZ76 complexity for the random sequences can lie also below the $N/\log N$ curve.
FIG. 2. Number of 00 patterns (#[00]) in the MLZs and random (rnd) sequences as a function of sequence length \( N \). While the #[00] for the random sequences exhibit the expected linear behavior with slope \( 1/4 \), the behavior for the MLZs departs from a linear law.
FIG. 3. Normalized counts for all patterns of length 6 in the MLZs and random (rnd) sequences (String length N=10^6). Patterns are ordered by their binary values. In the rnd curve, all patterns have counts near the expected value 2^{-6} (= 0.0156), while for the MLZs, counts vary from slightly below 0.0141 to slightly above 0.0168.
FIG. 4. LZ76 complexity as a function of the sequence length $N$ (log-log scale) for the binary expansion of $\pi$, $\sqrt{2}$ and $\Phi$ sequences, together with the MLZs and random (rnd) sequences. The binary expanded irrational numbers cannot be distinguished from the random LZ76 complexity for all lengths considered. All LZ76 complexities are below the MLZs complexity.
FIG. 5. $c(u)$ and $c_{mlz}(u)$ for the logistic map given by equation (10), and compared to the random (rnd) sequence. Three values for the logistic map parameter were considered: the chaotic regime $r = 1.8$; the intermittent point $r = 1.7499$; and the Feigenbaum point (fb) at $r = 1.40115518$. See text for details.
FIG. 6. The relative error of $c(u)$ and $c_{mlz}(u)$ estimates ($\hat{h}$) of the true entropy ($h$) for the $r = 1.8$ logistic map as function of the sequence length $N$.

FIG. 7. Finite State Automata for the nearest neighbor interaction range. $S$ is the start state while $F$ and $B$, are recurrent states. $P(X|M)$ represents the probability of emitting a symbol $X$ conditioned on being in state $M$. 