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Abstract—We consider a multiuser wireless system with a full-duplex hybrid access point (HAP) that transmits to a set of users in the downlink channel, while receiving data from a set of energy-constrained sensors in the uplink channel. We assume that the HAP is equipped with a massive antenna array, while all users and sensor nodes have a single antenna. We adopt a time-switching protocol where in the first phase, sensors are powered through wireless energy transfer from HAP and HAP estimates the downlink channel of the users. In the second phase, sensors use the harvested energy to transmit to the HAP. The downlink-uplink sum-rate region is obtained by solving downlink sum-rate maximization problem under a constraint on uplink sum-rate. Moreover, assuming perfect and imperfect channel state information, we derive expressions for the achievable uplink and downlink rates in the large-antenna limit and approximate results that hold for any finite number of antennas. Based on these analytical results, we obtain the power-scaling law and analyze the effect of the number of antennas on the cancellation of intra-user interference and the self-interference.

I. INTRODUCTION

Full-duplex (FD) wireless allows simultaneous transmission and reception of signals using the same frequency. Therefore, it has been touted as a promising technology to achieve increased spectral efficiency requirements of future 5G networks [1]. In terms of practical FD implementation, the effect of self-interference (SI) due to the coupling of own high powered transmit signals to the receiver must be reduced. A variety of SI cancellation solutions have been reported in the recent literature to make FD implementation a near-term reality [2], [3].

On the other hand, popularity of multimedia centric wireless applications have created a high demand for energy. In contemporary networks, terminals are either connected to the electrical grid or rely on batteries for operation. Hence, limited operational life time of wireless networks has become an issue. As a potential solution, wireless nodes can be powered by harvesting ambient power or by wireless power transfer (WPT). The later approach especially becomes useful in sensor applications since a significant amount of energy can be harvested due to controllable fashion of WPT.

One potential application of FD is to use it at an access point (AP) for simultaneous uplink information reception and downlink energy delivery. In the context of a wireless-powered communication network (WPCN), such operation can be modified to consider a FD hybrid AP (HAP) with uplink information reception and downlink energy transfer. Several papers have investigated the information and energy transfer performance of such WET-enabled HAP systems with half-duplex (HD) operation [4], [5] and FD operation [6]–[8]. In [4], a throughput maximization problem for a WPT enabled massive multiple-input-multiple-output (MIMO) system consisting of a HAP and multiple single-antenna users has been investigated. In [5], harvested energy maximization subject to rate requirements of information users has been considered for a massive MIMO WPCN. In [6], resource allocation in a WPCN where a FD HAP is used for downlink energy broadcasting and uplink information reception has been studied. An optimal transmit power and time allocation problem for a single antenna FD WPCN has been solved in [7]. A FD multisuer MIMO system has been studied in [8] where uplink users first harvest energy via BS energy beamforming before transmitting their information to the BS while at the same time the BS transmits information to the users in the downlink channel.

In this paper, we consider a FD system in which a HAP performs WPT to a set of sensors while at the same time users transmit pilots for channel estimation at the HAP. The HAP estimates the uplink channels and utilizes the channel estimates to form the transmit beamformer for downlink transmission to all users, while sensors use the harvested energy to send data to the HAP simultaneously in the uplink. Further, we assume a massive antenna array at the HAP as a practical assumption [9]. We obtain downlink-uplink sum-rate region by optimizing the energy beamformer and time-split parameter. Specifically, the downlink sum-rate is maximized by ensuring that the uplink sum-rate is above a certain threshold which is varied to maximum value the uplink sum-rate can take.

The main contributions of this paper are twofold.

• An optimum design, based on successive convex approximation (SCA) and semidefinite relaxation (SDR) for the beamformer and line search for the time-split parameter, is proposed.

• We develop new tractable expressions for the achievable uplink and downlink rates in the large-antenna regime, along with approximating results that hold for any finite number of antennas for both perfect and imperfect channel state information (CSI) cases in the case of suboptimum maximum ratio transmission (MRT) beamforming. Our analysis reveals that for the perfect CSI case, in the limit of infinitely many receive antennas at the HAP, $N_d$, and energy harvesting, we can scale down the HAP transmit power proportionally to $1/N_d^2$.

Notation: We use bold upper case letters to denote matrices, bold lower case letters to denote vectors. The superscripts $(·)^T$, and $(·)^\dagger$ stand for transpose and conjugate
transpose respectively; the Euclidean norm of the vector, the Frobenius norm of the matrix, the trace, and the expectation are denoted by $|| \cdot ||$, $|| \cdot ||_F$, $\text{tr}(\cdot)$, and $E\{\cdot\}$ respectively; $\text{vec}(\cdot)$ stands for the vectorization operation of the matrix; $\otimes$ denotes the matrix Kronecker product; $A = \text{diag}\{A_1, \cdots, A_n\}$ stands for a block diagonal matrix and $\mathcal{CN}(\mu, \sigma^2)$ denotes a circular symmetric complex Gaussian random variable (RV) with mean $\mu$ and variance $\sigma^2$.

II. System Model

A. Energy Harvesting Network Topology

We consider a FD HAP that simultaneously serves $K_{dl}$ downlink users (cellular users) and $K_{ul}$ uplink users (sensor nodes) which are uniformly distributed in its coverage area. The HAP is equipped with a massive antenna array. The total number of antennas at the HAP is $N = N_{dl} + N_{ul}$ of which $N_{dl}$ antennas are dedicated to the users and $N_{ul}$ antennas are used for the sensors. The users and sensors are single antenna nodes while the sensors employ a rectenna each for energy harvesting. Each sensor node uses the harvested energy to power its subsequent uplink data transmission.

B. Signal Transmission Model

We consider frame-based transmissions over Rayleigh fading channels. The length of one frame is fixed to $T$ seconds, which is assumed to be less than the coherence interval of the channel. Each frame is divided into two phases. In the first phase of time period $\alpha T \ (0 \leq \alpha \leq 1)$, users transmit pilots for channel estimation at the HAP, while the HAP simultaneously transmits an energy signal to the sensor nodes. By channel reciprocity, the HAP obtains the downlink channels and then forms the beamformers for information transmission to the users during the interval $(1 - \alpha)T$. Moreover, sensors transmit their data during the interval $(1 - \alpha)T$ using the harvested energy.

C. Uplink Channel Estimation for Users

At the first phase of the $i$-th frame, all $K_{dl}$ cellular users transmit pilot signal $p_k[i]$, $k \in \{1, \cdots, K_{dl}\}$ with $E\{|p_k[i]|^2\} = 1$ to the HAP, while the HAP transmits energy signal $x_{k,i}[i]$ to the $k$-th sensor node, given by

$$x_{k,i}[i] = \sqrt{P_u}w_{E,k}g_{si}[i], \quad (1)$$

where $w_{E,k} \in \mathbb{C}^{N_u \times 1}$ is the energy beamforming vector intended for $k$-th sensor with $\|w_{E,k}\|_2 = 1$. We assume that $E\{|x_{E,k}[i]|^2\} = 1$ so $P_u$ is the average transmit power of the HAP. Denote the transmit pilot sequence of the users by $p[i] = [p_1[i], \cdots, p_{K_{dl}}[i]]^T$ and let $W_E = [w_{E,1}, w_{E,2}, \cdots, w_{E,K_{dl}}]$. The received signal at the HAP is given by

$$y_{s,i}[i] = \sqrt{P_u}G_{ad}p[i] + \sqrt{P_d}H_{si}w_{E,k}g_{si}[i] + n_{si}[i], \quad (2)$$

where $P_d$ denotes the transmit power of the users. $G_{ad} = [G_{ad,1}, \cdots, G_{ad,K_{dl}}] \in \mathbb{C}^{N_{dl} \times K_{dl}}$ is the channel matrix from the set of users to the HAP which is expressed as $G_{ad} = H_{ad}D_{dl}^{1/2}$, where the small-scale fading matrix $H_{ad} \in \mathbb{C}^{N_{dl} \times K_{dl}}$ has independent and identically distributed (i.i.d.) $\mathcal{CN}(0, I)$ elements, while $D_{dl}$ is the large-scale path loss diagonal matrix whose $k$-th diagonal element is denoted by $\beta_{dl,k}$. The SI channel is represented by $H_{si} \in \mathbb{C}^{N_{ul} \times N_{ul}}$ with independent entries drawn from a $\mathcal{CN}(0, \sigma_0^2)$ distribution where $\sigma_0^2$ accounts for the residual SI power after SI suppression. $g_{si}[i] \in \mathbb{C}^{K_{dl} \times 1}$ is the energy symbol vector. The vector $n_{si}[i] ~ \mathcal{CN}(0, \sigma_n^2 I_{N_{ul}})$ accounts for additive white Gaussian noise (AWGN) at the HAP.

Let $\tau$ number of pilot symbols. During the training part, all users simultaneously transmit mutually orthogonal pilot sequences, while HAP transmits the energy sequence of $\tau$ symbols. The pilot sequences used by the $K_{dl}$ users can be represented by $\Phi_d = [\Phi_d, \cdots, \Phi_d]\in \mathbb{C}^{K_{dl} \times \tau}$ which satisfies $\Phi_d^H = I_{K_{dl}}$. Let $S_E \in \mathbb{C}^{K_{dl} \times \tau}$ be the energy sequence transmitted by the HAP. The received pilot signal at the HAP is given by

$$y_s = \sqrt{P_d}G_{ad}\Phi_d + \sqrt{P_d}H_{si}w_{E,k}S_E + N_{ad} = HX_p + N_{ad}, \quad (3)$$

where $P_p = \tau P_d$ is the transmit power of each pilot symbol; $H = [G_{ad}, H_{si}]$ is the $N_{dl} \times (K_{dl} + N_{ul})$ channel matrix, $X_p = [\sqrt{P_d}\Phi_d, \sqrt{P_d}\Phi_E]^T$ with $\Phi_E = W_ES_E$ is the $(K_{dl} + N_{ul}) \times \tau$ signal matrix, and $N_{ad}$ is the $N_{dl} \times \tau$ matrix of HAP noise.

We assume that the HAP uses minimum mean-square-error (MMSE) estimation to estimate the combined channel $H$. The linear MSE estimator of $H$ can be written as

$$\hat{H} = Y_s [X_p^H X_p + I_{1\times1}]^{-1} X_p^H C_H, \quad (4)$$

where $C_H = E\{H^H H\} = \text{diag}\{\sigma_d^2 I_{K_{dl}}\}$. Moreover, the MMSE estimation error can be computed as

$$MSE = \text{tr}\left(\left(C_H^{-1} + \frac{\sigma_d^2}{\tau} X_p X_p^H\right)^{-1}\right).$$

It is known that the MSE is minimized when $X_p X_p^H = \frac{P}{\tau \sigma_d^2 + P} I_{K_{dl} \times \tau}$ where $\tau = \text{tr}\{X_p X_p^H\} = \tau (P_d + P_u)$. Therefore,

$$\frac{1}{\tau} \Phi_E = I_{K_{dl}}, \quad \Phi_d \Phi_d^H = 0, \quad \Phi_d^H \Phi_E = 0 \quad (5)$$

The estimated channels can be decomposed by using MMSE properties as follows

$$G_{ad} = G_{ad} \cdot E_{ad}, \quad H_{si} = H_{si} + E_{si}, \quad (6)$$

where $E_{ad}$ and $E_{si}$ are the i.i.d Gaussian estimation error matrices of $G_{ad}$ and $H_{si}$, respectively. From the property of MMSE channel estimation $G_{ad}, E_{ad}, H_{si}$, and $E_{si}$ are independent. Moreover, the rows of $G_{ad}, E_{ad}, H_{si}$, and $E_{si}$ are mutually independent and distributed as $\mathcal{CN}(0, \Omega_{ad})$, $\mathcal{CN}(0, \Omega_{ul})$, $\mathcal{CN}(0, \Omega_{dl}^1)$, and $\mathcal{CN}(0, \Omega_{dl}^2 - \Omega_{ul})$, respectively, where $\Omega_{dl}$ and $\Omega_{ul}$ are diagonal matrices whose $k$-th diagonal elements are $\sigma_{dl,k}^2 = \frac{\tau P_d \sigma_d^2}{\tau P_d + P_u}$ and $\sigma_{ul,k}^2 = \frac{\tau P_d \sigma_d^2}{\tau P_d + P_u}$, respectively. The HAP-to-users channel CSI is obtained by using the reciprocity properties of the wireless channel as $G_{da} = G_{ad}^H$.

D. Downlink Energy Transfer for Sensors

During the first phase, the received signal at the $k$-th sensor can be expressed by

$$y_{u,k}[i] = \sqrt{P_d}G_{ul}^H \sum_{\ell=1}^{K_{dl}} W_{E,k}^\ell \beta\cdot x_{E,k}[i] + \sqrt{P_d}G_{ul}^H D_{dl}^H d_{ul,k}[i] + n_{u,k}[i], \quad (7)$$

where $g_{aul,k} \in \mathbb{C}^{N_u \times 1}$ and $g_{du,k} \in \mathbb{C}^{K_{dl} \times 1}$ are the channel vectors from the HAP and the $K_{dl}$ cellular users to the sensor node $k$, respectively. More precisely, $g_{aul,k}$ and $g_{du,k}$ can be expressed as $g_{aul,k} = \sqrt{\beta_{aul,k}} h_{aul,k}$ and $g_{du,k} = \sqrt{\beta_{du,k}} h_{du,k}$, respectively, where $\beta_{aul,k}$ denotes the large-scale path loss between HAP and sensor node $k$, the small-scale fading vectors $h_{aul,k}$ and $h_{du,k}$ have i.i.d $\mathcal{CN}(0,1)$ elements, while $D_{dl}$ is the large-scale path loss diagonal matrix whose $m$-th diagonal element is denoted by $\beta_{du,k,m}$ models the
large-scale path loss between the \( m \)th user and \( k \)-th sensor, \( n_{u,k}[i] \sim CN(0, \sigma^2_n) \) denotes the AWGN at the \( k \)-th sensor.

Generally, the harvesting receiver will harvest energy from the whole signal \( y_{u,k}[i] \). However, since the noise is negligible compared with the signal with large transmit power, and is thereby omitted in the harvested energy [12].

We further assume that the amount of energy harvested from the cellular users’ transmissions is negligible due to their low transmit power. Therefore, the \( k \)-th sensor node transmit power during the remaining \((1 - \alpha)T\) time can be written as
\[
P_{u,k} = \kappa P_T \sum_{i=1}^K |g_{u,k} w_{i} e_{i} |^2 = \kappa P_T \| G_{u,k} w_{i} E_{i} \|^2, \tag{8}
\]
where \( \kappa = \frac{\eta}{1 - \alpha} \) and \( 0 < \eta < 1 \) denotes the energy conversion efficiency.

### E. Uplink and Downlink Data Transmission

The HAP uses the estimated channels to perform linear beamforming to transmit information to the users. At the same time, it receives data from the set of \( K_d \) sensors.

**Uplink transmission:** At the second phase of the current time slot, the received signal at the HAP is separated into \( K_d \) streams by using the receive beamforming matrix \( \mathbf{W}_r = [\mathbf{w}_r,1, \cdots, \mathbf{w}_r,K_d] \in \mathbb{C}^{N_r \times K_d} \) in which each column \( \mathbf{w}_r,k \) is the normalized receive beamforming vector assigned to the \( k \)-th sensor. Then, the received signal can be written as
\[
r_{r,k}[i] = \mathbf{w}_r^H \mathbf{G}_{u,k} x_u[i] + \sqrt{\gamma_d} \mathbf{H}_{u,k}^T \mathbf{w}_r e_{d,r,k}[i] + \mathbf{w}_r^H \mathbf{n}_{u}[i]. \tag{9}
\]
where \( \mathbf{G}_{u,k} = [\mathbf{g}_{u,k},1, \cdots, \mathbf{g}_{u,k},K_d] \in \mathbb{C}^{N_r \times K_d} \) is the channel matrix from \( K_d \) sensor nodes to the HAP. \( x_u[i] = [x_{u,1}[i], \cdots, x_{u,K_d}[i]]^T \) with \( Q_u = \mathbb{E} \{ \mathbf{x}_u \} = \text{diag} \{ P_u,1, \cdots, P_u,K_d \} \) and \( x_u[i] = [x_{u,1}[i], \cdots, x_{u,K_d}[i]]^T \) with \( \mathbb{E} \{ \mathbf{x}_u \} = \mathbf{1}_{K_d} \) are the information-bearing signal of the sensor nodes and cellular users, respectively. \( \mathbf{W}_f = [\mathbf{w}_f,1, \cdots, \mathbf{w}_f,K_d] \in \mathbb{C}^{N_t \times K_d} \) denotes the downlink beamformer at the HAP in which each column \( \mathbf{w}_f,k \) is the normalized transmit beamforming vector assigned to the \( k \)-th user. The \( k \)-th stream of \( r_{r,k} \) can be expressed as
\[
r_{r,k}[i] = \mathbf{w}_r^H \mathbf{G}_{u,k} x_u[i] + \sum_{\ell \neq k} \mathbf{w}_r^H \mathbf{G}_{u,\ell} x_u[i] + \sqrt{\gamma_d} \mathbf{H}_{u,k}^T \mathbf{w}_r e_{d,r,k}[i] + \mathbf{w}_r^H \mathbf{n}_u[i]. \tag{10}
\]
From (10) the signal-to-interference plus noise ratio (SINR) corresponding to \( k \)-th sensor and observed at HAP is
\[
\gamma_{u,k}(\mathbf{W}_f, \mathbf{w}_r, \mathbf{w}_f, \mathbf{E}, \alpha) = \frac{P_u \| \mathbf{g}_{u,k} \|^2}{\sum_{\ell \neq k} P_u \| \mathbf{g}_{u,\ell} \|^2 + P_r \sum_{\ell = 1}^K \| \mathbf{H}_{u,k}^T \mathbf{w}_f[\ell] \|^2 + \sigma_n^2}. \tag{11}
\]

**Downlink transmission:** The received signal at the \( K_d \) users is given by
\[
r_{d,k}[i] = \sqrt{\gamma_d} \mathbf{H}_{u,k}^T \mathbf{w}_r e_{d,r,k}[i] + \mathbf{G}_{u,k}^T \mathbf{x}_u[i] + \mathbf{n}_u[i] \tag{12}
\]
where \( \mathbf{G}_{u,k} = [\mathbf{g}_{u,k},1, \cdots, \mathbf{g}_{u,k},K_d] \in \mathbb{C}^{K_d \times K_d} \) represents channel matrix between the \( K_d \) sensor nodes and the \( K_d \) users, i.e., \( g_{u,d,k,m} \) is the channel coefficient between the \( m \)-th user and \( k \)-th sensor which can be written as \( g_{u,d,k,m} = \sqrt{\beta_{u,d,k,m} h_{u,d,k,m}} \) where \( h_{u,d,k,m} \) is the fast fading coefficient from the \( m \)-th sensor to the \( k \)-th user and \( \sqrt{\beta_{u,d,k,m}} \) models the large-scale path loss; \( \mathbf{n}_u[i] \) is the AWGN vector at \( K_d \) users. The received signal at the \( k \)-th user can be written as
\[
r_{d,k}[i] = \sqrt{\gamma_d} \mathbf{H}_{u,k}^T \mathbf{w}_r e_{d,r,k}[i] + \sqrt{\gamma_d} \sum_{\ell \neq k} \mathbf{H}_{u,k}^T \mathbf{w}_f[\ell] + n_{d,k}[i], \tag{13}
\]
where \( n_{d,k}[i] \) is the \( k \)-th element of \( \mathbf{n}_u[i] \). From (13) the SINR at \( k \)-th user is
\[
\gamma_{d,k}(\mathbf{w}_r, \mathbf{E}, \alpha) = \frac{P_r \| \mathbf{H}_{u,k}^T \mathbf{w}_r \|^2}{P_r \sum_{\ell \neq k} \| \mathbf{H}_{u,k}^T \mathbf{w}_f[\ell] \|^2 + \sum_{\ell = 1}^K P_r \| \mathbf{g}_{u,d,k,m} \|^2 + \sigma_n^2}. \tag{14}
\]

### III. Beamforming Optimization

Our main purpose is to jointly design the receive, transmit and energy beamformers so that the downlink spectral efficiency is maximized, while uplink spectral efficiency at the HAP is guaranteed to be above a certain value. This value is changed to maximum possible uplink spectral efficiency for obtaining the downlink-uplink sum-rate region. As such, the optimization problem can be expressed as
\[
\begin{align*}
\max_{\mathbf{w}_r, \mathbf{w}_f} & \quad R_D(\mathbf{W}_f, \mathbf{E}, \alpha) \\
\text{s.t} \quad & R_U(\mathbf{W}_r, \mathbf{E}, \mathbf{w}_f, \mathbf{E}, \alpha) \geq R_u \quad \forall \alpha \geq 0.
\end{align*}
\]

Substituting \( \mathbf{w}_r, \mathbf{W}_f \) into (11) and (12), and using the law of large numbers [15], when \( N_d \) grows large, (15) can be approximated as
\[
\begin{align*}
\max_{\mathbf{w}_r, \mathbf{w}_f} & \quad (1 - \alpha) \sum_{k = 1}^{K_d} \log_2 \left( 1 + \frac{P_r \| \mathbf{g}_{u,k} \|^2}{\| \mathbf{H}_{u,k}^T \mathbf{w}_f \|^2} \right) \\
\text{s.t} \quad & (1 - \alpha) \sum_{k = 1}^{K_d} \log_2 \left( 1 + \frac{P_r \| \mathbf{g}_{u,k} \|^2}{\| \mathbf{H}_{u,k}^T \mathbf{w}_f \|^2} \right) \geq R_u.
\end{align*}
\]
\[ \text{tr}\left( \mathbf{h}_{au,k} \mathbf{h}_{au,k}^H \mathbf{W}_E \mathbf{W}_E^H \right) = \left( \mathbf{h}_{au,k} \mathbf{h}_{au,k}^H \otimes \mathbf{I} \right) \text{vec}(\mathbf{W}_E) \text{vec}(\mathbf{W}_E) \]

where (a) follows by using the matrix identity \( \text{tr}(\mathbf{A}^\dagger \mathbf{B}) = (\text{vec}(\mathbf{B}))^\dagger \text{vec}(\mathbf{A}) \) and \( \text{vec}(\mathbf{AXB}) = (\mathbf{X}^T \otimes \mathbf{B})\text{vec}(\mathbf{X}) \), respectively and vec(\( \mathbf{W}_E \)) = \( \mathbf{w}_E \) in (c). Similarly, we get

\[ \text{tr}\left( \mathbf{H}_{au,k} \mathbf{W}_E \mathbf{H}_{au,k}^H \right) = \mathbf{w}_E^H \left( \mathbf{H}_{au,k} \mathbf{H}_{au,k}^H \otimes \mathbf{I} \right) \mathbf{w}_E. \]

We now apply the SDR technique by using a positive-semidefinite matrix \( \mathbf{W}_E = \mathbf{W}_E^H \mathbf{W}_E \) and relaxing the rank-constraint on \( \mathbf{W}_E \). By using (18) and (19), the optimization problem (17) can be re-formulated as

\[
\begin{aligned}
\max_{\mathbf{W}_E, \tau_k, \alpha \leq 1} & \sum_{k=1}^{K_d} \log_2 \left( 1 + P_a \| \mathbf{g}_{au,k} \|^2 \tau_k \right), \\
\text{s.t.} & \sum_{k=1}^{K_d} \log_2 \left( 1 + \frac{c_k \alpha}{(1 - \alpha)} \text{tr}(\mathbf{W}_E \mathbf{A}_k) + \sigma_n^2 / \tau_k \right) \geq \tilde{R}_u, \\
& \text{tr}(\mathbf{W}_E) = K_d, \quad \mathbf{W}_E \succeq 0,
\end{aligned}
\]

where \( \mathbf{A}_k = \left( \mathbf{H}_{au,k} \mathbf{H}_{au,k}^H \otimes \mathbf{I} \right) \) and \( \mathbf{B}_k = \left( \mathbf{h}_{au,k} \mathbf{h}_{au,k}^H \otimes \mathbf{I} \right) \). The optimization problem (20) is still non-convex (even w.r.t \( \{\mathbf{W}_E, \tau_k\} \)) due to the second set of constraint in which there is a term \( (\tau_k)^{-1} \). In the following, we show that the problem (20) can be solved efficiently by finding optimum \( \mathbf{W}_E \) for a given \( \alpha \). Since \( \alpha \) is scalar valued, its optimum solution can be ascertained by using one-dimensional search w.r.t. \( \alpha \). Let \( \tilde{\tau}_k = (\tau_k)^{-1} \) and \( f_k(\tilde{\tau}_k) = \log_2(\tilde{\tau}_k) \). Since \( f_k(\tilde{\tau}_k) \) is concave, we have

\[ f_k(\tilde{\tau}_k) \leq f_k(\tilde{\tau}_k, \hat{\tau}_k) + \frac{\partial f_k(\tilde{\tau}_k, \hat{\tau}_k)}{\partial \tilde{\tau}_k} (\tilde{\tau}_k - \hat{\tau}_k). \]

To this end, using (21), the objective function in (20) can be approximated by its lower bound. Consequently, for a given \( \alpha \), (20) becomes

\[
\begin{aligned}
\max_{\mathbf{W}_E, \tau_k} & \sum_{k=1}^{K_d} \log_2 \left( \tilde{\tau}_k + P_a \| \mathbf{g}_{au,k} \|^2 \right) - \\
& \frac{1}{\log(2)} \sum_{k=1}^{K_d} \left( \log(\tau_k) + \frac{1}{\tau_k} (\tilde{\tau}_k - \tau_k) \right), \\
\text{s.t.} & \sum_{k=1}^{K_d} \log_2 \left( 1 + \frac{c_k \alpha}{(1 - \alpha)} \text{tr}(\mathbf{W}_E \mathbf{B}_k) \right) \geq \tilde{R}_u, \\
& \text{tr}(\mathbf{W}_E) = K_d, \quad \mathbf{W}_E \succeq 0.
\end{aligned}
\]

The optimization problem (22) successively approximates (20) as an SDR, for a given \( \alpha \). The obtained rank-one \( \mathbf{W}_E \) (or its approximated rank-one solution (16)) is then used to recover \( \mathbf{W}_E \). The proposed optimization method is outlined in Algorithm 1.

IV. ACHIEVABLE RATE ANALYSIS

We carry out the achievable rate analysis with perfect and imperfect CSI in this section. We focus on the case in which MRC/MRT processing is considered for uplink/downlink information transfer and MRT beamformer is employed for energy transfer as motivated in [5].

A. Uplink Transmission

1) Perfect CSI: By invoking (11) and by using a standard bound based on the worst-case uncorrelated additive noise

for the perfect CSI case, the achievable uplink rate of the \( k \)-th sensor can be expressed as (23) at the top of the page, where \( \bar{g}_k = \frac{\mathbf{h}_{au,k}^H \mathbf{W}_E \mathbf{g}_{au,k}}{||\mathbf{h}_{au,k}||} \) and \( \bar{g}_k = \frac{\mathbf{h}_{au,k}^H \mathbf{W}_E \mathbf{g}_{au,k}}{||\mathbf{h}_{au,k}||} \).

Proposition 1: With perfect CSI and MRC/MRT processing at the HAP, the uplink achievable rate from the \( k \)-th sensor can be approximated as

\[
R_{uk,k} \approx (1 - \alpha) \log_2 \left( 1 + \frac{\tilde{P}_a N_d \beta_{uk,k} \| \mathbf{g}_{au,k} \|^2}{\kappa P_a N_d \sum_{r \neq k} \beta_{uk,r} \| \bar{g}_r \|^2 + P_a \sum_{r=1}^{K_d} \| \bar{g}_r \|^2 + \sigma_n^2} \right).
\]

Proof: The proof is omitted due to space limitations.

To the best of the authors’ knowledge, the integral in (25) does not admit a closed-form expression. However this integral can be efficiently evaluated numerically. Alternatively, we can use the following closed-form lower bound.

Proposition 2: Assume that the AP has perfect CSI, and \( N_d \geq 2 \), the uplink achievable rate from the \( k \)-th sensor for the MRC/MRT processing scheme at the HAP can be lower bounded as:

\[
R_{uk,k} \geq \tilde{R}_{uk,k} = (1 - \alpha) \log_2 \left( 1 + \frac{\tilde{P}_a N_d \beta_{uk,k} \| \mathbf{g}_{au,k} \|^2}{\kappa P_a N_d \sum_{r \neq k} \beta_{uk,r} \| \bar{g}_r \|^2 + \kappa \tilde{P}_a \tilde{P}_d \sigma_n^2 + \sigma_n^2} \right).
\]

Moreover, if \( P_a = \frac{\tilde{P}_a}{N_d} \) and \( N_d \) becomes infinity, then \( \tilde{R}_{uk,k} \to (1 - \alpha) \log_2 \left( 1 + \frac{\tilde{P}_a^2 \| \mathbf{g}_{au,k} \|^2}{\sigma_n^2} \right), \quad N_d \to \infty. \)

Proof: The proof follows from the convexity of \( \log_2 (1 + \frac{x}{z}) \) and using Jensen’s inequality.

Remark 1: Proposition 2 indicates that with perfect CSI at the HAP and a large \( N_d \), the uplink performance of the system with transmit power per user of \( P_a = \frac{\tilde{P}_a}{N_d} \) is equal to the performance of a single-input single-output system with transmit power \( P_a \) without any fading. By using a large

Algorithm 1 The proposed optimization scheme

Step 1: Initialize \( \alpha \): Choose \( \alpha \) from its grid: \( \alpha \in [0, 1) \).

Step 2: For given \( \alpha \):

while not converged do

Start with initial \( \{\tilde{\tau}_1, \ldots, \tilde{\tau}_{K_0,0}\} \).

Obtain the transmit beamformer \( \mathbf{W}_E \) using (23). Update \( \{\tilde{\tau}_1, \ldots, \tilde{\tau}_{K_0,0}\} \) with the solutions of (22).

end while

if \( \mathbf{W}_E \) is rank-one then

• Take \( \mathbf{w}_E \) as the eigenvector corresponding to maximum eigenvalue of \( \mathbf{W}_E \) and scale with \( \sqrt{K_d} \).

• Recover \( \mathbf{W}_E \) from \( \mathbf{w}_E \).

else

Approximate rank-one solution (16).

end if

Take another value of \( \alpha \) and go to Step 2.

Step 3: Take \( \alpha \) and \( \mathbf{W}_E \) that maximize objective function.
number of HAP antennas and energy harvesting, we can scale down the transmit power proportionally to $1/N_{ul}$.

2) Imperfect CSI: In this case, imperfect CSI of the SI and user-to-HAP channels is available at the HAP, whereas the HAP has perfect CSI of the sensor-to-HAP channels. Therefore, the received signal associated with the $k$-th sensor can be expressed as

$$r_{a,k}[i] = w_{r,k}^1 g_{au,k} a_{ul,k}[i] + \sum_{\ell \neq k} w_{r,\ell}^1 g_{au,\ell} a_{ul,\ell}[i]$$

Since the HAP knows its own transmit signal $\tilde{\mathbf{w}}_t \alpha_d[i]$ and the MMSE estimation of the SI channel, the term $\sqrt{\mathcal{P}w_{r,k}^1 g_{au,k}^2} \mathbf{H}_{ul,k}^\dagger \mathbf{w}_t \alpha_d[i]$ in (28) can be canceled [2]. Accordingly, the achievable uplink rate of the $k$-th sensor node with the imperfect CSI is given by replacing $\hat{g}_t$ with $\hat{g}_t = \mathbf{H}_{ul,k}^\dagger g_{au,k}^2$.

**Proposition 5:** Assume that the HAP has imperfect CSI of the user-to-HAP channels and perfect CSI of the HAP-to-sensor channels, the uplink achievable rate from the $k$-th sensor for MRC/MRT processing scheme at the HAP can be lower bounded as

$$R_{ul,k}^{\text{IP}} \geq R_{ul,k} = (1 - \alpha) \times \log_2 \left( 1 + \frac{\kappa P_a}{N_d} \left( \sum_{\ell \neq k} |g_{au,\ell}|^2 + |g_{au,k}|^2 \right) \right).$$

Moreover, if $P_a = \frac{\mathcal{P}}{N_d}$ and $N_d$ grows without bound, then $R_{ul,k}^{\text{IP}} \rightarrow (1 - \alpha) \log_2 \left( 1 + \frac{\kappa P_a}{\sigma_d^2} \right). \quad N_d \rightarrow \infty.$

**proof:** The proof is omitted due to space limitations.

**B. Downlink Transmission**

2) Perfect CSI: We derive the achievable downlink rate of the genie receiver, i.e., $k$-th user knows $g_{ud,k}^2 \mathbf{w}_t \ell, \ell = 1, \ldots, K_d$. In this case, the ergodic achievable downlink rate of the $k$-th user can be written as (31) at the top of the page where $\hat{g}_t = \frac{\mathbf{H}_{ul,k}^\dagger g_{au,k}}{|g_{au,k}|}$. By the law of large numbers, when $N_{ul}$ grows large, we obtain that $\frac{1}{\sqrt{N_{ul}}} |g_{au,k}|^2 \rightarrow 0$, for $\ell \neq k$ and $\frac{1}{\sqrt{N_{ul}}} |g_{au,\ell}|^2 \rightarrow |g_{au,\ell}|^2$. Therefore, the achievable downlink rate of the $k$-th user can be written as

$$R_{dl,k} \approx (1 - \alpha) \log_2 \left( 1 + \frac{P_a |g_{ud,k}|^2}{\kappa P_a N_d \sum_{\ell \neq k} |g_{au,\ell}|^2 + |g_{au,k}|^2 + \sigma_d^2} \right).$$

Conditioned on $g_{ud,k}$, $\hat{g}_t$ is Gaussian RV with zero mean and unit variance which does not depend on $g_{ud,k}$. Therefore, $\hat{g}_t$ is Gaussian distributed and independent of $g_{ud,k}$. $\hat{g}_t \sim \mathcal{CN}(0, \sigma^2_{ul,k}).$ Accordingly, following proposition states the uplink achievable rate.

**Proposition 4:** The achievable downlink rate of the $k$-th user with perfect CSI can be approximated as

$$R_{dl,k} \approx (1 - \alpha) \log_2 \left( 1 + \frac{P_a |g_{ud,k}|^2}{\kappa P_a N_d \sum_{\ell \neq k} |g_{au,\ell}|^2 + |g_{au,k}|^2 + \sigma_d^2} \right).$$

**proof:** The proof follows from the convexity of $\log_2 (1 + \frac{1}{z})$ and using Jensen’s inequality.

2) Imperfect CSI: With the above communication scheme, the HAP has channel estimates while the users do not have any channel estimate. To this end, we provide an ergodic achievable rate based on the techniques developed in [17]. Therefore, we decompose the received $r_{d,k}[i]$ as

$$r_{d,k}[i] = \sqrt{\mathcal{P}} \mathbf{E} \left\{ g_{ud,k}^2 \mathbf{w}_t \ell \right\} x_{ul,k}[i] + \tilde{n}_{d,k}[i].$$

In [35] the effective noise is defined as

$$\tilde{n}_{d,k}[i] = \sqrt{\mathcal{P}} \mathbf{E} \left\{ g_{ud,k}^2 \mathbf{w}_t \ell \right\} x_{ul,k}[i] + \tilde{n}_{d,k}[i].$$

The average effective channel $E \left\{ g_{ud,k}^2 \mathbf{w}_t \ell \right\}$ can be perfectly learned at the users. Thus, the expectation is known as it only depends on the channel distribution and is not related to the instantaneous channel. However, the additive noise $\tilde{n}_{d,k}[i]$ is neither independent nor Gaussian. We use the fact that shows that worst-case uncorrelated additive noise is independent Gaussian noise with the same variance to derive the achievable downlink rate as

$$R_{dl,k} \approx (1 - \alpha) \log_2 \left( 1 + \frac{P_a \mathbf{E} \left\{ g_{ud,k}^2 \mathbf{w}_t \ell \right\}^2}{P_a \var\{g_{ud,k}^2 \mathbf{w}_t \ell \} + \sigma_d^2} \right).$$

where $\mathbf{E} \left\{ g_{ud,k}^2 \mathbf{w}_t \ell \right\}$ is not independent Gaussian noise with the same variance. Therefore, the achievable downlink rate of the $k$-th user can be written as

$$R_{dl,k} \approx (1 - \alpha) \log_2 \left( 1 + \frac{P_a \mathbf{E} \left\{ g_{ud,k}^2 \mathbf{w}_t \ell \right\}^2}{P_a \var\{g_{ud,k}^2 \mathbf{w}_t \ell \} + \sigma_d^2} \right).$$

**Proposition 6:** Using the imperfect CSI from MMSE estimation, the achievable downlink rate of the $k$-th user is given by

$$R_{dl,k} \approx \log_2 \left( 1 + \frac{P_a N_d \mathbf{E} \left\{ g_{ud,k}^2 \mathbf{w}_t \ell \right\}^2}{P_a N_d \mathbf{E} \left\{ g_{ud,k}^2 \mathbf{w}_t \ell \right\}^2 + \sigma_d^2} \right).$$


the harvested energy, to downlink transmission from HAP.

to sensor nodes and the interference they generate, due to
scheme tries to maintain a tradeoff between energy transfer
nodes can produce significant interference to downlink data
energy in the energy harvesting phase. As such, sensor
nodes can transmit their uplink data in
considering that sensors can transmit their uplink data in

MR T energy beamformers used in the suboptimal scheme
and estimated CSI, respectively.

“PCSI” and “ECSI” represent the results with perfect CSI
and imperfect CSI, respectively.

Fig. 1 shows the rate regions obtained with the proposed
Algorithm 1 and suboptimum scheme. As expected, the pro-
posed Algorithm 1 performs better than the suboptimum
scheme. This observation can be explained as follows. The
MRT energy beamformers used in the suboptimal scheme
try to maximize power transfer to each sensor without
considering that sensors can transmit their uplink data in
the following slot with high powers if they harvest more
energy in the energy harvesting phase. As such, sensor
nodes can produce significant interference to downlink data
transmission from HAP. On the other hand, the proposed
scheme tries to maintain a tradeoff between energy transfer
to sensor nodes and the interference they generate, due to
the harvested energy, to downlink transmission from HAP.

In Fig. 2 the uplink sum-rate, defined as
\[ C_{ul} = \sum_{k=1}^{N_{ul}} R_{ul,k} \]
is plotted versus \( N_{ul} \) with two different values of \( \alpha \). When the number of antennas is infinite, the asymptotic
results with PCSI is given by (30). The lower bounds on the
information rate with PCSI and ECSI are calculated by
and (29), respectively. It is observed that the simulation
results for both PCSI and ECSI tend to the asymptotic result
when the number of antennas increases. However, when
\( \alpha \) is increased the gap between the asymptotic result and
simulation result increases since longer energy harvesting
time increases the harvested energy and consequently intra-
sensor interference.

VI. CONCLUSION

We have analyzed the performance of a massive MIMO-
enabled uplink/downlink information and energy transfer
system with the time-switching protocol. Assuming perfect
CSI, we have maximized the downlink sum-rate of a set of
downlink users through the joint energy beamformer and
time-split factor design at the HAP, by ensuring that the
uplink sum-rate of a set of energy-limited sensors is above a
certain threshold. In addition, for both perfect and imperfect
CSI scenarios, we derived expressions for the achievable
uplink and downlink rate when the number of HAP antennas
grows without bound. We further provided asymptotic results
that hold for any finite number of antennas. Accordingly,
we established a scaling law showing that by using a large
number of HAP antennas and energy harvesting, the HAP
transmit power can scale down as \( 1/N_{ul}^2 \) and \( 1/N_{dl} \) for
perfect and imperfect CSI, respectively.
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