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Abstract

Recent research found that fairness plays a key role in customer satisfaction. Therefore, many manufacturing and services industries have become aware of the need to treat customers fairly. Still, there is a huge lack of models that enable industries to make operational decisions fairly, such as a fair scheduling of the customers’ jobs. Our main aim in this research is to provide a unified framework to enable schedulers making fair decisions in repetitive scheduling environments. For doing so, we consider a set of repetitive scheduling problems involving a set of \( n \) clients. In each out of \( q \) consecutive operational periods (e.g., days), each one of the customers submits a job for processing by an operational system. The scheduler’s aim is to provide a schedule for each of the \( q \) periods such that the quality of service (QoS) received by each of the clients will meet a certain predefined threshold. The QoS of a client may take several different forms, e.g., the number of days that the customer receives its job later than a given due-date, the number of times the customer receive his preferred time slot for service, or the sum of waiting times for service. We analyze the single machine variant of the problem for several different definitions of QoS, and classify the complexity of the corresponding problems using the theories of classical and parameterized complexity. We also study the price of fairness, i.e., the loss in the system’s efficiency that results from the need to provide fair solutions.
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1 Introduction

The area of scheduling is one of the earliest studied fields in operational research and algorithm design. It studies methods by which work is allocated to resources that complete the work. That is, in a typical scheduling problem, we are given a set of jobs that are to be processed on a set of machines so as to optimize a certain scheduling criterion. Such problems occur frequently in numerous industrial and computational settings, and they lie at the core of several efficient implementations of complex systems (e.g. manufacturing plants, multitask computers, etc.).

In this paper, our aim is to provide a unified framework for making fair decisions in a class of repetitive scheduling problems, where jobs of multiple clients have to be repeatedly scheduled over a finite set of periods. Such scenarios occur frequently both in industrial and commercial settings, as well as in public service settings. Moreover, in many such cases, it is more desirable to ensure customer satisfaction (through some notion of fairness) rather than maximize profits. Our goal is to provide a generic scheme that allows modeling such scheduling scenarios, where the common theme is to ensure that no client receives significantly worse service than any other client over the entire scheduling horizon.

1.1 Related work

Traditionally, in most scheduling models, the objective is to optimize system performance from a global perspective (e.g. minimizing the time to complete all jobs (makespan) and the total tardiness), ignoring fairness issues. One of the reasons that ‘fairness’ issues are disregarded in most studies is that there is not one acceptable definition of ‘fairness’. Whenever definitions of fairness are considered, there is an unending array of philosphic, social, and psychological issues that are immediately brought into consideration, which is precisely the difficulty in arriving at a unified, widely accepted definition. On top of that, it seems that definitions of fairness which are commonly used in one scheduling domain may not be applicable in other domains, at least not in a direct way.

**Fairness in classical non-repetitive scheduling.** In classical machine scheduling problems, there are several standard objective functions that address fairness in a very broad sense. For instance, minimizing the maximum lateness of a set of scheduled jobs can be interpreted as a fairness criterion, where we want to make sure that the maximal lateness of any of the jobs is minimized. There are also machine models where fairness comes into play. For example, when scheduling on a set of parallel machines, it is common to define the load on a machine as the total processing time of all jobs assigned to the machine. In such a setting, a fair schedule can be considered as a schedule that balances the load over the machines, so that no machine is assigned too large a load compared to others (see, e.g., [4, 5]). Another class of scheduling problems in which fairness is discussed is that of multi-agent scheduling (see, e.g., [1], [17] and [18]). Our model can be thought of as a generalization of multi-agent scheduling to the repetitive case, where the goal is to compute a set of fair schedules, rather than a single one.

**Fairness in medical care.** Fairness is a prime consideration in most patient (appointment) scheduling scenarios that are common in medical care. However, even within this specific domain of research, the definition of a *fair schedule* has various different interpretations. For example, in Yan et al. [37] the term fair schedule is defined as one which minimizes the difference between the maximal and minimal waiting time of a patient. On the other hand, in Baum et al. [6] the goal is to find a schedule that maximizes the total revenue of all physicians, while the fairness of
a schedule is defined by the minimum revenue of a physician. Note that not only do these papers differ in the way they define fairness, they also differ in their approach towards whom fairness considerations should be applied. Other examples of ‘fairness’ issues in appointment scheduling problems include Samorani et al. [32] where fairness is measured by the disparity between the waiting times experienced by the different patients, and Ala et al. [3] where the average waiting time is minimized.

**Fairness in communication networks.** Fairness issues are also discussed when scheduling bandwidth requests in communication networks (see, e.g., [8], [31], and [20]). In this domain requests are time-shared. Accordingly, an acceptable definition of a fair schedule is a schedule in which the server assigns its resources fairly to those requests ready to receive service. However, here as well there are several subtleties in the exact notion of fairness that should be considered, and it is not always clear as towards whom fairness considerations should be applied.

**Fairness in repetitive scheduling systems.** The only paper that we found that considers fairness issues in repetitive scheduling problems is that of Ajtai et al. [2]. They consider a scheduling problem where each of the clients is also a resource provider (such as in a car sharing problem). Each client that submits a request on a specific day, may be asked to share his resource (car) with other clients submitting requests that same day. The objective is to provide a schedule for car sharing over a finite set of periods (days) such that all clients will have the same relative amount of resource sharing (as much as possible). A variant of their problem fits nicely within our framework, which naturally allows many more problems to be considered.

### 1.2 Our contribution

Our main contribution is a new generic framework that allows the modeling of numerous repetitive scheduling problems where fairness is the main criterion under consideration. This whole area is mostly unexplored, apart from the paper by Ajtai et al. [2], and we believe our framework to be an important first step into exploring the many questions arising in this setting. In [21], we presented a special case of our model where the fairness criterion is defined by the number of tardy jobs each client has. The current paper extends and generalizes this framework to include a wide variety of scheduling objectives and machine models. The main advantage of our model is threefold:

- **Simplicity:** Our framework is very intuitive to understand for people familiar with scheduling problems. In fact, many classical single day scheduling problems, which make sense also in the repetitive setting, easily translate into our model.

- **Generality:** Several different job parameters such as due dates and release times, as well various machine models, can all be easily incorporated into our framework. Moreover, jobs constraints such as precedence constraints naturally fit in as well.

- **Robustness:** Our framework is easily extendable to handle even more general repetitive scheduling settings, including the case where clients do not submit jobs on certain days, and the case where different notions of fairness have to be applied to each client.

To exemplify the power of our model, we give a thorough analysis of three standard objective functions that give rise to three different fairness criteria. Namely, we consider completion time, waiting time, and lateness related fairness criteria (see Section 2 for formal definitions). Each of these defines a different fair repetitive scheduling problem, and we analyze each of the problems
separately. The goal is to explore the computational complexity of each problem, as well as to exhibit the richness of questions that arise from our framework.

Finally, in the last part of the paper, we introduce the notion of price of fairness to the area of repetitive scheduling. This measure, introduced by Bertsimas, Farias, and Trichakis in the context of resource allocation problems [7], quantifies the global loss of utility when applying a fair scheduling policy. Thus, analyzing the price of fairness of a certain repetitive scheduling problem allows us to determine the trade-offs between globally optimal and fair schedules.

1.3 Techniques

To explore the computational complexity landscape of the three examples of our repetitive scheduling problems, we mostly use techniques and notions from standard computational complexity, as can be found in classic textbooks such as [16, 33]. We will distinguish between weakly NP-hard problems that are hard only when the instance numbers are huge (super-polynomial in the input length), and strongly NP-hard problems that are hard even if the instance numbers are small (polynomially bounded in the input length).

We will also use techniques from parameterized complexity [12, 14]. Mostly, we will be concerned with fixed-parameter tractable (FPT) algorithms:

Definition 1. An algorithm that solves each instance of a certain problem in $f(k) \cdot n^{O(1)}$ time, where $n$ is the size of the instance, $k$ the value of the parameter, and $f(k)$ a (monotonically increasing) computable function that depends solely on $k$, is called an FPT algorithm with respect to $k$.

Thus, an FPT algorithm implies that a problem is polynomial-time solvable when the given parameter is constant. But in fact, it also allows for polynomial-time algorithms when the parameter (slowly) grows with the input size $n$. The parameters we will consider for our repetitive scheduling problems are: The number of days $q$ in the repetitive scheduling instance, the number of clients $n$ in the instance, and the threshold parameter $K$ (see Section 2 for more precise definitions).

To exclude the existence of FPT algorithms for some problem with respect to a certain parameter $k$, it suffices to show that the problem is NP-hard when $k = O(1)$. However, there are several problems that are solvable in polynomial time when their respective parameter is upper bounded by a constant. For such problems, one can show hardness for the parameterized complexity class W[1] to exclude FPT algorithms, which may be thought of as the parameterized analog of showing NP-hardness. The common assumption used in parameterized complexity is then that $\text{FPT} \neq \text{W}[1]$, and this assumption is used to show that certain problems are unlikely to admit FPT algorithms under certain parameterizations. This is done by providing appropriate reductions (called parameterized reductions in the literature) from known W[1]-hard problems. A parameterized reduction is allowed to have running time $f(k) \cdot n^{O(1)}$, where $k$ and $n$ are the input size and parameter value respectively, and its output parameter is required to have a value bounded by some function solely in $k$. We refer to [12, 14] for more information.

1.4 Paper organization

The rest of the paper is organized as follows. We formally define our framework for fair repetitive scheduling problems in Section 2 and we discuss the three concrete problems considered in the paper. Each one of the following three sections then focuses on one of the three problems we consider. Finally, we give a brief discussion about possible extensions and future work in Section 7.
2 A Model for Fairness in Repetitive Scheduling

Below we give a formal description of our model in full generality. In what follows we discuss the three repetitive scheduling problems and discuss how they fit within our framework. We close the section by providing an illustrative example of our model, and discuss some further natural applications.

2.1 Formal model definition

The class of repetitive scheduling problems we consider in this paper can be defined as follows. We are given a set of \( n \) clients \((j = 1, \ldots, n)\), and each client is associated with a single job on each one of \( q \) different \textit{days} \((i = 1, \ldots, q)\). Let \((i, j)\) denote the job of client \( j \) to be scheduled on day \( i \).

By \( \mathcal{J}_i = \{(i, j) \mid j \in \{1, \ldots, n\}\} \), \( \mathcal{J}_j = \{(i, j) \mid i \in \{1, \ldots, q\}\} \) and \( \mathcal{J} = \{(i, j) \mid i \in \{1, \ldots, q\}, j \in \{1, \ldots, n\}\} \) we denote the set of jobs to be scheduled on day \( i \), the set of jobs that belong to client \( j \), and the set of all jobs, respectively. On each day \( i \in \{1, \ldots, q\} \), the jobs in \( \mathcal{J}_i \) are to be scheduled non-preemptively on a set of \( m \) machines \( \mathcal{M} = \{M_\ell \mid \ell \in \{1, \ldots, m\}\} \) arranged in a specific and predefined machine environment (such as a single machine (where \( m = 1 \); identical, uniform or unrelated machines in parallel; flow-shop; job-shop or open-shop).

An instance for our problem includes a set of job processing times, \( \{p_{i,j,\ell} \mid 1 \leq i \leq q, 1 \leq j \leq n, 1 \leq \ell \leq m\} \), where \( p_{i,j,\ell} \) represents the \textit{processing time} of job \((i, j)\) on machine \( M_\ell \). In addition, when relevant, the instance may include other parameters for each job \((i, j) \in \mathcal{J}\) such as its \textit{due date} \( d_{i,j} \), \textit{release date} \( r_{i,j} \), and \textit{weight} \( w_{i,j} \). For the sake of brevity, we omit the machine (day) index if the scheduling is done on a single machine, or if there is a single day in the scheduling horizon.

A solution to our problem is a set of \( q \) daily schedules \( S = \{\sigma_1, \ldots, \sigma_q\} \). The definition of a feasible daily schedule depends on the specific machine environment (and possibly also on other features and constraints of the problem). Once a solution is defined, we assume that the job completion times can be easily computed. Given a solution, let \( C_{i,j} \) be the \textit{completion time} of job \((i, j)\), and let \( Z_{i,j} \) be the \textit{performance measure} of job \((i, j)\) indicating the quality of service client \( j \) receives on day \( i \). In such a way, any feasible solution defines a \textit{performance matrix}:

\[
\begin{bmatrix}
Z_{1,1} & Z_{1,2} & \cdots & Z_{1,n} \\
Z_{2,1} & Z_{2,2} & \cdots & Z_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
Z_{q,1} & Z_{q,2} & \cdots & Z_{q,n}
\end{bmatrix}
\]

For \( 1 \leq j \leq n \), we use \( Z_j = \sum_{i=1}^q Z_{i,j} \) to denote the total performance measure (or quality of service) of client \( j \), which is the sum of the entries of column \( j \) in the performance matrix above. Examples of performance measures common in the scheduling literature include: the \textit{completion time} \( C_{i,j} \) of job \((i, j)\); the \textit{waiting time} \( W_{i,j} = C_{i,j} - p_{i,j} \) of job \((i, j)\); and the \textit{lateness} \( L_{i,j} = C_{i,j} - d_{i,j} \) of job \((i, j)\).

We use the three-field notation, \( \alpha \mid \beta \mid \gamma \), proposed by Graham et al.\cite{Graham79} to refer to any scheduling problem. The first field \((\alpha)\) describes the machine environment. For example, if 1 appears in this field, it means that we deal with a single-machine scheduling problem. The second field \((\beta)\) defines the job characteristics and constraints. For example, if \( p_{i,j} = p_i \) is specified in the second field, it implies that on each day all processing times are equal (job-independent processing times). We include “rep” in this field to indicate that we deal with a repetitive scheduling problem. The last field \((\gamma)\) includes information about the scheduling criterion to minimize.
Definition 2. The $\max |\beta, \text{rep} | \alpha | \beta, \text{rep} | \max_j \sum_i Z_{i,j}$ problem asks to determine whether there exists a feasible schedule in which $\max_j \sum_i Z_{i,j} \leq K$, for some prespecified fairness threshold (nonnegative integer) $K$.

The definition above encapsulates our framework for fair repetitive scheduling. We call any feasible schedule to a $\max |\beta, \text{rep} | \max_j Z_j$ problem, where $\max_j Z_j = \max_j \sum_i Z_{i,j} \leq K$, a $K$-fair schedule. Such schedules are the main focus of this paper.

2.2 Three specific problems

In this paper we consider three natural repetitive scheduling settings as examples for our model. In all problems we focus on the single machine unconstrained case, i.e. the $\max |\beta, \text{rep} | \max_j Z_j$ problem. We consider three natural performance measures $Z_{i,j}$ that are amongst the most classical scheduling criteria studied in the literature. For all these performance measures, a schedule $\sigma_i$ for day $i \in \{1, \ldots, q\}$ is simply a permutation of the $n$ jobs on that day. Thus, a solution for the three problems considered in this paper is simply a set of $q$ permutations.

1 $\max |\beta, \text{rep} | \max_j \sum_i C_{i,j}$: The first criterion we consider is the total completion time $C_{i,j}$, and the corresponding $\max |\beta, \text{rep} | \max_j \sum_i C_{i,j}$ problem. In this problem, we are given $q$ jobs (one for each day) with processing times $p_{1,j}, p_{2,j}, \ldots, p_{q,j}$ for each client $j \in \{1, \ldots, n\}$, and a fairness threshold $K$. A solution to this problem is a set of $q$ schedules $S = \{\sigma_1, \ldots, \sigma_q\}$, one for each day. For such a solution, the completion time $C_{i,j}$ of client $j$ on day $i$ is the sum of all processing times $p_{i,\ell}$ such that $\sigma_i(\ell) \leq \sigma_i(j)$, and its total completion time is simply $\sum_i C_{i,j}$, the sum of all completion times on all days. Our goal is, given a threshold parameter $K$, to determine whether there exists a solution where the total completion time of each client is at most $K$.

1 $\max |\beta, \text{rep} | \max_j \sum_i W_{i,j}$: The input to the $\max |\beta, \text{rep} | \max_j \sum_i W_{i,j}$ problem is identical to $\max |\beta, \text{rep} | \max_j \sum_i C_{i,j}$, but we are concerned with waiting times of the clients, rather than their completion times. The waiting time of client $j$ on day $i$ is given by $C_{i,j} - p_{i,j}$, and the total waiting time of client $j$ is $\sum_i W_{i,j}$. Given a threshold parameter $K$, our goal is to determine whether there exists a solution where the total waiting time of each client is at most $K$.

1 $\max |\beta, \text{rep} | \sum_i L_{i,j}$: In the third problem we assume that, in addition to the processing time, each client $j$ has a due date $d_{i,j}$ on day $i$. Given a solution $S = \{\sigma_1, \ldots, \sigma_q\}$ to a $\max |\beta, \text{rep} | \sum_i L_{i,j}$ instance, the lateness of client $j$ on day $i$ is $C_{i,j} - d_{i,j}$. Our goal is to determine whether there exists a solution where the total lateness $\sum_i L_{i,j}$ is at most the given fairness threshold $K$.

Remark 1. Note that although the problems of minimizing total completion time, waiting time and lateness are equivalent in the classical setting of a single day, as we will see, they are not so in the context of repetitive scheduling.

2.3 An illustrative example

Consider three patients, Alice, Bob, and Charlie, of the same doctor. Each of the $n = 3$ patients requires a daily treatment in $q = 2$ consecutive days. The treatment of Alice requires a single hour each day, the treatment of Bob requires two hours each day, while the treatment of Charlie requires three hours each day. Thus, we have $p_{1,1} = p_{2,1} = 1$, $p_{1,2} = p_{2,2} = 2$, and $p_{1,3} = p_{2,3} = 3$ in this example. Suppose that on each day, all three patients arrive at the doctors office at the same time (say 8:00 a.m.), not knowing in which order the doctor will perform the treatments. The doctor,
being considerate of his patients, wishes to focus on the completion time $Z_{i,j} = C_{i,j}$ criteria, i.e. the time each patient gets to go home.

If the doctor only wishes to compute the global optima of this repeated scheduling problem (i.e. the minimum total completion time throughout all days, $\min \sum_i \sum_j C_{i,j}$), then this corresponds to solving each of the two single day $1 || \sum_j C_j$ instances separately. In our example this would correspond to scheduling Alice, Bob, and then Charlie each day, giving Alice a total completion time of $C_1 = C_{1,1} + C_{2,1} = 2$, Bob a total completion time of $C_2 = C_{1,2} + C_{2,2} = 6$, and Charlie a total completion time of $C_3 = C_{1,3} + C_{2,3} = 12$. So 20 hours overall in the doctors office for all patients.

However, clearly this schedule is not fair to Charlie, as he has to spend a total of 12 hours in the doctors office; twice the amount that Bob does, and six times the amount that Alice does. To be more fair, the doctor could therefore schedule the patients in the reverse order on the second day. This would make Alice spend 7 hours in the office, Bob 8 hours, and Charlie 9 hours, yielding a total of 24 hours. However, no patient needs to spend more than 9 hours at the doctors office in this solution, which is more fair overall, certainly from Charlie’s perspective.

Thus, computing the global optima is always equivalent to optimally solving the $q$ single day instances optimally. Furthermore, note that computing the global optima in our framework is not equivalent to computing a $K$-fair solution even for the single day case ($q = 1$). For instance in our example of $1 \text{ | rep | } \max_j \sum_i C_{i,j}$, when the scheduling is done on a single machine and $Z_j = C_j$, the corresponding global minima problem is solvable in $O(n \log n)$ time by applying the “shortest processing time first (SPT)” rule [34], while any schedule provides a minimal $K$ for which the solution is $K$-fair.

### 2.4 Further example applications

The patient treatment example above occurs in various real life settings, including dialysis treatment, therapeutic procedures, or psychotherapy sessions. In many such settings, the time the treatment ends greatly affects the quality of life of a patient. Thus a fair schedule would try to ensure that the total completion time of treatments of each patient does not exceed a certain threshold. This naturally leads to the $1 \text{ | rep | } \max_j \sum_i C_{i,j}$ problem.

In our example, and in several other medical care applications, it make sense not to penalize the client for having jobs with long processing times. In other settings, that might be unfair. Consider, for example, a set of freelance workers (clients) that apply annually to obtain tax refunds from the government. After the tax files (jobs) have been submitted, they are to be processed by a team of tax officials. Obviously the tax file of each worker is different, and thus the time required to process the requests is client-dependent. Each worker wants to get his refund as soon as possible to improve his cash flow. In such a case, a fair solution would be to minimize the total waiting time of the workers over a number of years, since workers with simple files should not be penalized for other workers with complicated files. Thus, we get a natural application of the $1 \text{ | rep | } \max_j \sum_i W_{i,j}$ problem.

Finally, consider custom checks on imported containers in a port. There are $n$ companies, and each has its own set of containers that have to be checked by the customs team every day. The team inspects (either by sampling or by checking all containers) each one of the companies, one after the other. Each company has a due date dictated by its customers requirements. The customers are willing to pay a bonus for early delivery, but demand that the company pays a penalty for late delivery, each depending on how early or late the delivery is. In such a case, a fair scheduler
may want to minimize the total lateness over all days of each client, \textit{i.e.} the $1 \mid \text{rep} \mid \max_j \sum_i L_{i,j}$ problem.

### 2.5 Possible extensions

Our framework is robust in a sense that it can easily be extended to even more general repetitive settings. Below we discuss two possible extensions.

- In some cases, we might want to have different fairness thresholds for different clients (\textit{e.g.} elderly versus young patients). This can easily be modeled in our framework by assigning client-specific fairness thresholds $K_j$. In fact, the $1 \mid \text{rep} \mid \max_j \sum_i L_{i,j}$ problem reduces to such a generalization of $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$.

- In some applications, a client may submit a job only in a subset of the $q$ days. In such cases, an immediate extension of our model would be to redefine $Z_j$ to be the average performance measure of client $j$ over all days in which he submitted a job, \textit{i.e.} $Z_j = 1/q_j \sum_{i=1}^{q_j} Z_{i,j}$, where $q_j$ is the number of days in which client $j$ submitted a job, and $Z_{i,j} = 0$ if client $j$ did not submit a job on day $i$.

### 3 The $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ Problem

As a first example of our framework, we consider the $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ problem. Recall that in this problem, we want to determine whether there exists a set of $q$ schedules such that the total completion time $\sum_i C_{i,j}$ of each client $j$ over all $q$ days is at most $K$ (the fairness threshold). We present a thorough analysis of the computational complexity landscape of the problem with respect to parameters $n$ (number of clients) and $q$ (number of days), considering both the cases where the processing times are allowed to be huge or are encoded in unary (and so are polynomially bounded by the input size).

#### 3.1 A polynomial-time solvable special case

We start with the special case of $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ with only two days ($q = 2$). We show that this case is polynomial-time solvable, based on an observation regarding $K$-fair schedules for this special case. Namely, we show that if there exists a $K$-fair solution, then there also exists a $K$-fair solution which schedules the jobs on day 2 in the reverse order of day 1. Later on, we show how to use this property to construct a polynomial-time algorithm.

**Lemma 3.** For any $K$, there exists a $K$-fair schedule for a $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ instance with $q = 2$ if and only if there exists a $K$-fair schedule where the schedule for day 1 is in the reverse order of the schedule of day 2.

**Proof.** Assume that there is a $K$-fair solution to a $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ instance with $q = 2$, and there exist two clients $j$ and $j'$ such that the jobs of client $j$ are scheduled after the jobs of client $j'$ on both days. Then moving the job of client $j'$ directly after the job of client $j$ on one of the days decreases the total completion time of $j$, while the total completion time of client $j'$ after the modification is still smaller than the total completion time of client $j$ before the modification. Hence, the new schedule is $K$-fair as well. We can repeat this procedure until there are no more pairs of clients such that one of them has its jobs scheduled after the other one on both days. \qed
Using Lemma 3 we design an algorithm that is similar to Johnson’s algorithm for minimizing the makespan in a two-machine flow-shop scheduling problem (i.e. the $F2 \mid \text{C}_{\text{max}}$ problem). Similar in the sense that it uses the same order of Johnson’s algorithm on the first day, but a different one for the second day because of Lemma 3.

**Theorem 4.** The $1 \mid \text{rep} \mid \max \sum C_i, j$ problem with $q = 2$ is solvable in $O(n \log n)$ time.

**Proof.** We call clients $j$ with $p_{1,j} \leq p_{2,j}$ Type 1 clients (no larger processing time on day 1), and clients $j$ with $p_{1,j} > p_{2,j}$ Type 2 clients (smaller processing time on day 2). We create a schedule for day 1 that starts with Type 1 jobs in non-decreasing order of $p_{1,j}$ and then Type 2 jobs in non-increasing order of $p_{2,j}$. Such schedules are referred to as $SPT(1) \cdot LPT(2)$ schedules which are known to be optimal for $F2 \mid \text{C}_{\text{max}}$ (flow shop scheduling with two machines and makespan minimization). We use the reverse order on day 2. This is a major difference from the algorithm for $F2 \mid \text{C}_{\text{max}}$, where the same order is used for the second machine. It is straightforward to check that the algorithm obeys the claimed running time bound, since the sorting step dominates the overall running time. We now show the correctness of the algorithm.

Consider an optimal set of schedules $S^* = \{\sigma_1^*, \sigma_2^*\}$. By Lemma 3 we know that there is an optimal schedule where day 1 is the reverse of day 2, so assume w.l.o.g. that $\sigma_1^*$ is the reverse of $\sigma_2^*$.

Assume that there is at least one client of Type 1 and at least one client of Type 2. We first show that there is an optimal set of schedules where the jobs of all Type 1 clients are scheduled earlier than the jobs of Type 2 clients on day 1. Take an optimal set of schedules $S^* = \{\sigma_1^*, \sigma_2^*\}$ where $\sigma_1^*$ is the reverse of $\sigma_2^*$ and let client $j_1$ be the Type 1 client with the earliest scheduled job on day 1 such that there is a Type 2 client that has a job scheduled earlier on day 1. Note that this implies that a job of a Type 2 client $j_2$ is scheduled directly before the job of client $j_1$. It is easy to observe that swapping the jobs of these two clients on both days does not affect the total completion time of all other clients. Furthermore, the total completion time of each of these two clients is also not increased by this swap: Let $S^{**}$ denote the set of schedules obtained from $S^*$ after swapping the jobs of clients $j_1$ and $j_2$ on both days. Then $C_{j_1}(S^{**}) = C_{j_1}(S^*) - p_{1,j_2} + p_{2,j_2} \leq C_{j_1}(S^*)$, since $p_{1,j_2} > p_{2,j_2}$. Analogously $C_{j_2}(S^{**}) = C_{j_2}(S^*) + p_{1,j_1} - p_{2,j_1} \leq C_{j_2}(S^*)$, since $p_{1,j_1} \leq p_{2,j_1}$. Hence, we can iteratively swap Type 1 and Type 2 clients until all Type 1 clients are earlier on day 1 than the Type 2 clients.

Now assume there are two Type 1 clients $j_1$ and $j_2$ such that $p_{1,j_1} \leq p_{1,j_2}$ but the job of $j_1$ is scheduled after the job of $j_2$ on day 1. W.l.o.g. we can assume that $j_1$’s job is scheduled directly after the job of $j_2$ on day 1. Again we have that swapping the jobs of these two clients on both days does not affect the total completion time of all other clients. Let $S^{**}$ denote the set of schedules obtained from $S^*$ after swapping the jobs of clients $j_1$ and $j_2$ on both days. Note that the completion time of $j_1$ on day 2 after the swap is the same as the completion time of $j_2$ on day 2 before the swap. The completion time of $j_1$ on day 1 after the swap is the completion time of $j_2$ on day 1 before the swap plus $p_{1,j_1} - p_{1,j_2} \leq 0$. Hence, we have $C_{j_1}(S^{**}) = C_{j_2}(S^*) - p_{1,j_2} + p_{1,j_1} \leq C_{j_2}(S^*)$. Furthermore, we can write $C_{j_2}(S^{**}) = C_{j_2}(S^*) + p_{1,j_1} - p_{2,j_1} \leq C_{j_2}(S^*)$. Hence, we have that the total completion time of both clients after the swap equals at most the total completion time of $j_2$ before the swap. This implies that $S^{**}$ is at least as good as $S^*$.

The case where we have two Type 2 clients $j_1$ and $j_2$ such that $p_{2,j_1} \geq p_{2,j_2}$ but the job of $j_1$ is scheduled after the job of $j_2$ on day 1 is completely analogous. The two days change their role. $$\square$$
3.2 Two weakly NP-hardness results

Recall that by Theorem 4, the problem \( 1 | \text{rep} | \max_j \sum_i C_{i,j} \) is polynomial-time solvable in case there are at most two days in the scheduling horizon. We next complement this result by showing that the problem is (weakly) NP-hard when there are at least four days in the horizon. This leaves only the case of \( q = 3 \) open.

Our hardness result is based on a reduction from the well-known weakly NP-hard Partition problem [15].

**Definition 5.** Partition: Given a set \( A = \{a_1, \ldots, a_{|A|}\} \) of integers with \( \sum_{a \in A} a = 2B \), is there a partition of \( A \) into \( A_1 \) and \( A_2 \) (i.e., \( A_1 \cup A_2 = A \) and \( A_1 \cap A_2 = \emptyset \)) such that \( \sum_{a \in A_1} a = \sum_{a \in A_2} a = B \)?

**Theorem 6.** The \( 1 | \text{rep} | \max_j \sum_i C_{i,j} \) problem is weakly NP-hard for all \( q \geq 4 \).

**Proof.** Given an instance \( I \) of Partition, we construct an instance for the \( 1 | \text{rep} | \max_j \sum_i C_{i,j} \) problem with \( n = |A| + 2 \) and \( q = 4 \) in the following way.

- We create one client \( x \) with \( p_{1,x} = 2B \), \( p_{2,x} = 5B \), and \( p_{3,x} = p_{4,x} = 0 \).
- We create one client \( y \) with \( p_{1,y} = p_{2,y} = 0 \), and \( p_{3,y} = 2B \), \( p_{4,y} = 5B \).
- For each \( a_j \in A \) we create one client \( j \) with \( p_{2,j} = p_{4,j} = a_j \) and \( p_{1,j} = p_{3,j} = 0 \).
- We set \( K = 8B \).

To obtain the result for more than four days, we can add additional days where all clients have jobs with processing time zero. The described \( 1 | \text{rep} | \max_j \sum_i C_{i,j} \) instance can clearly be computed in polynomial time.

**Correctness.** We now show that the Partition instance is a yes-instance if and only if the constructed \( 1 | \text{rep} | \max_j \sum_i C_{i,j} \) instance is a yes-instance.

(\( \Rightarrow \)): Assume that the given Partition instance is a yes-instance. Then there exists a partition of \( A \) into \( A_1 \) and \( A_2 \) such that \( \sum_{a_j \in A_1} a_j = \sum_{a_j \in A_2} a_j = B \). Then we schedule the jobs in the following way.

- On day 1, we schedule the job of client \( x \).
- On day 2, we first schedule the jobs of clients \( j \) with \( a_j \in A_1 \) in an arbitrary order. Then we schedule the job of client \( x \). Afterwards, we schedule the jobs of clients \( j \) with \( a_j \in A_2 \) in an arbitrary order.
- On day 3, we schedule the job of client \( y \).
- On day 4, we first schedule the jobs of clients \( j \) with \( a_j \in A_2 \) in an arbitrary order. Then we schedule the job of client \( y \). Afterwards, we schedule the jobs of clients \( j \) with \( a_j \in A_1 \) in an arbitrary order.

Note that above we specified how to schedule all jobs with non-zero processing times. All remaining jobs are scheduled first on their respective days in arbitrary order.

The total completion times of clients \( x \) and \( y \) are each exactly \( K \), since we know that \( \sum_{a_j \in A_1} a_j = \sum_{a_j \in A_2} a_j = B \). Now, assume that there is a client \( j' \) with \( a_{j'} \in A_1 \) that is scheduled last among
all clients $j$ with $a_j \in A_1$ on both days 2 and 4. The total completion time of client $j'$ is then also exactly $K$. It follows that the total completion times of all other clients $j$ with $a_j \in A_1$ are all at most $K$. By symmetry, we also have that the total completion time of all clients $j$ with $a_j \in A_2$ is at most $K$.

$(\Leftarrow)$: Assume that the constructed 1 | rep | $\max_j \sum_i C_{i,j}$ instance is a yes-instance and we have a $K$-fair set of schedules $S$. Consider day 2. For all clients $j$ whose jobs are scheduled earlier than the job of client $x$ on day 2, we put $a_j$ into $A_1$. For all remaining clients $j$, we put $a_j$ into $A_2$. Assume for contradiction that $\sum_{a_j \in A_1} a_j \neq \sum_{a_j \in A_2} a_j$. Consider first the case $\sum_{a_j \in A_1} a_j > \sum_{a_j \in A_2} a_j$. Then $C_2(S) = 7B + \sum_{a \in A_1} a > 8B = K$, a contradiction. Now consider the case $\sum_{a_j \in A_1} a_j < \sum_{a_j \in A_2} a_j$. Assume for contradiction that all clients $j$ with $a_j \in A_2$ have their job scheduled earlier than client $y$ on day 4. Then by a similar argument as above we get that $C_y(S) > 8B = K$, a contradiction. Hence we have that there is a client $j$ that has its job scheduled after client $x$ on day 2 and after client $y$ on day 4. However, then we have that $C_j(S) > 10B > K$, a contradiction. \hfill $\square$

Theorems 4 and 6 together draw a clear picture of the NP-hardness landscape of 1 | rep | $\max_j \sum_i C_{i,j}$ with respect to parameter $q$, the number of days in the scheduling horizon. The only case that remains open is $q = 3$. We next consider parameter $n$, the number of clients. We show that the problem is (weakly) NP-hard already for $n = 2$ (but $q$ being arbitrary).

**Theorem 7.** The 1 | rep | $\max_j \sum_i C_{i,j}$ problem is weakly NP-hard for all $n \geq 2$.

**Proof.** We present a polynomial-time reduction from Partition (see Definition 5). Given an instance $I$ of Partition, we construct an instance of 1 | rep | $\max_j \sum_i C_{i,j}$ with $n = 2$ clients and $q = |A|$ days in the following way. We set

$$p_{i,j} = a_i \quad \text{for all } j \in \{1, 2\} \text{ and } i \in \{1, \ldots, |A|\},$$

and we set $K = 3B$. To obtain the result for more than two clients, we can add additional clients that have jobs with processing time zero. This can clearly be done in polynomial time.

**Correctness.** We now show that the Partition instance is a yes-instance if and only if the constructed 1 | rep | $\max_j \sum_i C_{i,j}$ instance is a yes-instance.

$(\Rightarrow)$: Assume that the given Partition instance is a yes-instance. Then there exists a partition of $A$ into $A_1$ and $A_2$ such that $\sum_{a_j \in A_1} a_j = \sum_{a_j \in A_2} a_j = B$. We schedule the jobs in the following way: For all days $i \in \{1, \ldots, |A|\}$ if $a_i \in A_1$, then we schedule the job of client 1 first and the job of client 2 second on day $i$. Otherwise, we schedule the job of client 2 first and the job of client 1 second on day $i$. Observe that for each $j \in \{1, 2\}$ and $i \in \{1, \ldots, |A|\}$ we have that $C_{i,j} = a_i$ if and only if $a_i \in A_j$, and $C_{i,j} = 2a_i$ otherwise. Now it is easy to check that the total completion time for client 1 is $\sum_{a_j \in A_1} a_j + 2 \sum_{a_j \in A_2} a_j = 3B$. Analogously, we have that the total completion time of client 2 is $\sum_{a_j \in A_2} a_j + 2 \sum_{a_j \in A_1} a_j = 3B = K$.

$(\Leftarrow)$: Assume that the constructed 1 | rep | $\max_j \sum_i C_{i,j}$ instance is a yes-instance. Then there exists a set $S$ of $q$ schedules $\{\sigma_1, \ldots, \sigma_q\}$ so that for each $j \in \{1, 2\}$ we have $\sum_{i=1}^q C_{i,j} \leq \frac{3}{2} \sum_{a_j \in A} a_j$. We claim that $A_1 = \{a_i \mid \sigma_i(1) = 1\}$ and $A_2 = \{a_i \mid \sigma_i(2) = 1\}$ constitutes a solution for the given Partition instance. Suppose for contradiction that it is not. First, observe that by construction $A_1 \cup A_2 = A$ and $A_1 \cap A_2 = \emptyset$, that is, we have a partition of $A$. Now if the partition of $A$ into $A_1$ and $A_2$ is not a solution for the Partition problem, then w.l.o.g. we have that $\sum_{a_j \in A_1} a_j > \frac{1}{2} \sum_{a_j \in A} a_j > \sum_{a \in A_2} a$. Now consider the total completion time of client 2. It is $\sum_{a_j \in A_2} a_j + 2 \sum_{a_j \in A_1} a_j = \sum_{a_j \in A} a_j + \sum_{a_j \in A_1} a_j > 3B = K$, a contradiction. \hfill $\square$
3.3 Strong NP-hardness

Theorems 4, 6, and 7 give a complete picture of the complexity of $1 \mid \text{rep} \mid \max \sum_i C_{i,j}$ in terms of $n$ and $q$, apart from the case of $q = 3$. However, in all results above we assumed that the processing times are allowed to be huge (exponential in the input size). What happens when the processing times of the jobs are all small (polynomial bounded in the input size)? Below we show that unfortunately $1 \mid \text{rep} \mid \max \sum_i C_{i,j}$ remains NP-hard not only when all processing times are constant, but even when the fairness threshold is constant.

Our proof is done by a polynomial-time reduction from Exact (3,4)-SAT, which is known to be NP-hard [35].

**Definition 8.** Exact (3,4)-SAT: Given a Boolean formula $\phi$ (in a conjunctive normal form), where every clause contains exactly three distinct variables and every variable appears in exactly four clauses, we need to identify whether there is a satisfying assignment for $\phi$.

**Theorem 9.** The $1 \mid \text{rep} \mid \max \sum_i C_{i,j}$ problem is strongly NP-hard even if $K \in O(1)$.

**Proof.** Given an instance for the Exact (3,4)-SAT, we construct an instance of $1 \mid \text{rep} \mid \max \sum_i C_{i,j}$ in the following way.

- For each variable $x$ that appears in $\phi$, we create three clients $x, x^T, x^F$ and two days $x_1, x_2$. We set processing times $p_{x_1,x} = 9$, $p_{x_2,x} = 27$. We set $p_{x_2,x^T} = p_{x_2,x^F} = 1$.
- For each clause $c$ that appears in $\phi$, we create one client $c$ and two days $c_1, c_2$. We set $p_{c_1,c} = 29$, $p_{c_2,c} = 6$. Let $x, y, z$ be the three variables appearing in $c$. If $x$ appears non-negated, then we set $p_{c_2,c^T} = 1$, otherwise we set $p_{c_2,c^F} = 1$. Analogously for $y$ and $z$.
- For each combination of a client $j$ and a day $i$ where we have not specified $p_{i,j}$ above, we set $p_{i,j} = 0$.
- We set $K = 37$.

This finishes the construction of the $1 \mid \text{rep} \mid \max \sum_i C_{i,j}$ instance and can clearly be done in polynomial time.

**Correctness.** We now show that $\phi$ is satisfiable if and only if the constructed $1 \mid \text{rep} \mid \max \sum_i C_{i,j}$ instance is a yes-instance.

$(\Rightarrow)$: Assume that $\phi$ is satisfiable and we have a satisfying assignment for the variables in $\phi$. We construct a $K$-fair schedule as follows.

- For each variable $x$ we schedule the job of client $x$ first on day $x_1$. If $x$ is set to true in the satisfying assignment, then on day $x_2$ we schedule the jobs of client $x_T$ first, the job of client $x$ second, and the job of client $x^F$ third. If $x$ is set to false in the satisfying assignment, then on day $x_2$ we schedule the jobs of client $x_F$ first, the job of client $x$ second, and the job of client $x^T$ third.
- For each clause $c$ we schedule the job of client $c$ first on day $c_1$. Let $x, y, z$ be the variables in $c$ and let w.l.o.g. $x$ be a variable that is set to a truth-value that satisfies $c$. We schedule on day $c_2$ the jobs of client $y^T$ (resp. $y^F$) first, the job of client $z^T$ (resp. $z^F$) second, the job of client $c$ third, and the job of client $x^T$ (resp. $x^F$) fourth, depending on whether the variables appear negated or non-negated in $c$ (say, $x$ appears non-negated, then we schedule $x^T$, otherwise we schedule $x^F$).
• Note that above we specified how to schedule all jobs with non-zero processing times. All remaining jobs are scheduled first (that is, before any job with non-zero processing time) on their respective days in arbitrary order.

Call the above set of schedules $S$. Assume for contradiction that $S$ is not a $K$-fair set of schedules. Then there is a client $j$ with $C_j(S) > K$. It is easy to observe that for all variables $x$ we have that $C_x(S) = K$ and for all clauses $c$ we have that $C_c(S) = K$. It follows that $j = x^T$ or $j = x^F$ for some variable $x$.

Assume w.l.o.g. that $j = x^T$ (the case that $j = x^F$ is analogous). We know that there are four clauses $a, b, c, d$ in $\phi$ that contain variable $x$. Note that for $i \notin \{x_2, a_2, b_2, c_2, d_2\}$ we have that $p_{i,x^T} = 0$. We claim that $C_{x^T}(S) > K$ implies that the job of client $x^T$ is scheduled last on day $x_2$ and on at least one of the days $a_2, b_2, c_2, d_2$. Assume that the job of client $x^T$ is scheduled first on day $x_2$. Note that the total processing time of all jobs on each of the days $a_2, b_2, c_2, d_2$ is 9. This means that the total completion time of client $x^T$ is at most $K = 37$. Now assume that the job of client $x^T$ is scheduled last on day $x_2$ and not scheduled last on any of the days $a_2, b_2, c_2, d_2$. Then the total completion time of $x^T$ is again at most $K = 37$. Hence, we have that the job of client $x^T$ is scheduled last on day $x_2$ and w.l.o.g. also scheduled last on day $a_2$. This, however, is a contradiction since the job of client $x^T$ being scheduled last on day $x_2$ means (by construction of $S$) that in the satisfying assignment $x$ is set to false but the job of client $x^T$ being scheduled last on day $a_2$ means (by construction of $S$) that $x$ appears non-negated in clause $a_2$ and $a_2$ is satisfied by $x$.

$(\Leftarrow)$: Assume that the constructed $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ instance is a yes-instance and we have a $K$-fair set of schedules $S$. We construct a satisfying assignment for $\phi$ as follows.

For every variable $x$, if the job of client $x^T$ is scheduled before the job of client $x^F$ on day $x_2$, then we set $x$ to true. Otherwise, we set $x$ to false.

Assume for the sake of contradiction that the above described assignment is not satisfying for $\phi$. Then there is a clause $c$ that is not satisfied. Let $x, y, z$ be the variables appearing in $c$ and let them w.l.o.g. all appear non-negated. If $c$ is not satisfied, then we set all three variables to false. Now consider day $c_2$. We assume w.l.o.g. that the jobs of all clients that have zero processing time on day $c_2$ are scheduled first in an arbitrary order. Note that the job of client $c$ cannot be scheduled last on day $c_2$, since then the total completion time of client $c$ would be at least 38, a contradiction to the assumption that $S$ is a $K$-fair schedule. It follows that w.l.o.g. the job of client $x^T$ is scheduled last on day $c_2$. Now consider day $x_2$. Again, we assume w.l.o.g. that the jobs of all clients that have zero processing time on day $x_2$ are scheduled first in an arbitrary order. Note that the job of client $x$ cannot be scheduled last on day $x_2$, since then the total completion time of client $x$ would be at least 38, a contradiction to the assumption that $S$ is a $K$-fair set of schedules. It follows that the job of client $x^T$ is scheduled last on day $x_2$. However, now we have that the total completion time of client $x^T$ is at least 38, a contradiction.

\[ \square \]

### 3.4 Small processing times

Theorem 9 above shows that $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ remains NP-hard even if the fairness threshold and all processing times are constant. The question now remains: What happens if all processing times are small and either $n$ or $q$ is small as well? In what follows we address this question.

We first consider the case where the number $n$ of clients is small. We show via dynamic programming that $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ is solvable in polynomial time when $n = O(1)$ and all
processing times are encoded in unary (polynomially bounded in the input size). Intuitively, in our dynamic program we try out all possible schedules for a certain day \( i \), and use the dynamic programming table to look up which schedules to use for days 1 to \( i - 1 \).

**Theorem 10.** The \( 1 \mid \text{rep} \mid \max_j \sum_i C_{i,j} \) problem is polynomial-time solvable when \( n = O(1) \) and all processing times are encoded in unary.

*Proof.* We use a dynamic program with table \( T : \{0, \ldots, q\} \times \{-1,0,\ldots,K\}^n \to \{\text{true},\text{false}\} \). Intuitively, \( T(i, K_1, \ldots, K_n) \) tells us whether there exists a set of schedules for days 1 to \( i \) such that the total completion time of client \( i \) is at most \( K_j \) for all \( j \in \{1, \ldots, n\} \). Formally, we define the table as follows.

\[
T(0, K_1, \ldots, K_n) = \begin{cases} 
\text{true}, & \text{if for all } i : K_i \neq -1, \\
\text{false}, & \text{otherwise}.
\end{cases}
\]

\[
T(i, K_1, \ldots, K_n) = \bigvee_{\sigma_i} T(i - 1, \max\{-1, K_1 - C_{i,1}\}, \ldots, \max\{-1, K_n - C_{i,n}\}).
\]

Next, we show that \( T(m, K_1, \ldots, K) = \text{true} \) if and only if we face a yes-instance. More specifically, we show that \( T(i, K_1, \ldots, K_n) = \text{true} \) if and only if there is a set of schedules for the first \( i \) days such that the total completion time of client \( j \) on the first \( i \) days is at most \( K_j \) for all \( j \in \{1, \ldots, n\} \). We show this by induction on \( i \). For \( i = 0 \) this is trivially true. Now consider \( T(i, K_1, \ldots, K_n) \). We look at all schedules \( \sigma_i \) for day \( i \). Now consider \( T(i - 1, \max\{-1, K_1 - C_{i,1}\}, \ldots, \max\{-1, K_n - C_{i,n}\}) \), where \( C_{i,j} \) is the completion time of client \( j \) on day \( i \) when we use \( \sigma_i \).

(\( \Rightarrow \)): If there exists a set of schedules \( S^* \) for the first \( i \) days such that the total completion time of client \( j \) on the first \( i \) days is at most \( K_j \) for all \( j \in \{1, \ldots, n\} \), then this set of schedules uses a particular schedule \( \sigma_i^* \) for day \( i \) which is among the schedules for day \( i \) we consider. Furthermore, the existence of \( S^* \) implies that there is a set of schedules for the first \( i - 1 \) days such that the total completion time of client \( j \) on the first \( i - 1 \) days is at most \( K_j - C_{i,j}^* \) for all \( j \in \{1, \ldots, n\} \), where \( C_{i,j}^* \) is the completion time of client \( j \) on day \( i \) when we use \( \sigma_i^* \). Hence, we have by induction that \( T(i - 1, \max\{-1, K_1 - C_{i,1}^*\}, \ldots, \max\{-1, K_n - C_{i,n}^*\}) = \text{true} \). It follows that \( T(i, K_1, \ldots, K_n) = \text{true} \).

(\( \Leftarrow \)): Now for the other direction assume that \( T(i, K_1, \ldots, K_n) = \text{true} \). This means that there exists a schedule \( \sigma_i \) for day \( i \) such that \( T(i - 1, \max\{-1, K_1 - C_{i,1}\}, \ldots, \max\{-1, K_n - C_{i,n}\}) = \text{true} \), where \( C_{i,j} \) is the completion time of client \( j \) on day \( i \) when we use \( \sigma_i \). By induction we know that \( T(i - 1, \max\{-1, K_1 - C_{i,1}\}, \ldots, \max\{-1, K_n - C_{i,n}\}) = \text{true} \) and that there exists a set of schedules for the first \( i - 1 \) days such that the total completion time of client \( j \) on the first \( i - 1 \) days is at most \( K_j - C_{i,j} \) for all \( j \in \{1, \ldots, n\} \). Hence, we can combine this set of schedules with \( \sigma_i \) to obtain a set of schedules for the first \( i \) days such that the total completion time of client \( j \) on the first \( i \) days is at most \( K_j \) for all \( j \in \{1, \ldots, n\} \).

Finally, we analyze the running time of the algorithm. The table size is in \( O(q \cdot K^n) \) and the time to fill in one entry is in \( O(n! \cdot n) \). Hence, the overall running time is \( O(n! \cdot K^n \cdot n \cdot q) \). \( \square \)

Next we consider the case of a constant number of days, \( q \). We do not know whether we can get an analogous polynomial-time result of Theorem 10 in case \( q = O(1) \). However, we can exclude the possibility of an FPT algorithm with respect to \( q \) (under standard parameterized complexity assumptions). For this, we present a \( W[1] \)-hardness result by constructing a parameterized reduction from the \textsc{Unary Bin Packing} problem, which is known to be \( W[1] \)-hard when parameterized by the number of bins \( b \).
**Definition 11.** **Unary Bin Packing:** Given a set $I = \{1, \ldots, |I|\}$ of items with unary encoded sizes $s_j$ for $j \in I$, and $b$ bins of size $B$, is it possible to distribute the items to the bins such that no bin is overfull, i.e., the sum of the sizes of items put into the same bin does not exceed $B$?

**Theorem 12.** The $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ problem is W[1]-hard when parameterized by the number of days $q$ even if all processing times are encoded in unary.

**Proof.** Given an instance of **Unary Bin Packing** (where w.l.o.g. we assume that $b \geq 2$), we construct an instance of $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ with $n = |I| + b$ clients and $q = 2b$ days as follows.

- For each bin $x$ we add two days $x_1$ and $x_2$ and one client $x$. We set $p_{x_1,x} = B \cdot (b^3 - b^2 - b)$ and $p_{x_2,x} = B \cdot b^2$.
- For each item $j$ we create one client with $p_{x_2,j} = s_j$ for all $1 \leq x \leq b$.
- For each combination of a client $j$ and a day $i$ where we have not specified $p_{i,j}$ above, we set $p_{i,j} = 0$.
- We set $K = B \cdot (b^3 - b + 1)$.

The $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ instance can clearly be computed in polynomial time.

**Correctness.** We now show that the Unary Bin Packing instance is a yes-instance if and only if the constructed $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ instance is a yes-instance.

($\Rightarrow$): Assume that the given Unary Bin Packing instance is a yes-instance. Then there is a partition of the items $I$, let it be denoted $I_1, \ldots, I_b$ such that $\sum_{j \in I_x} s_j = B$ for all $1 \leq x \leq b$. We schedule the jobs in the following way.

For all $1 \leq x \leq b$, we schedule the job of client $x$ on day $x_1$. On day $x_2$ we first schedule all clients $j$ with $j \in I_x$ in an arbitrary order, then we schedule the job of client $x$, and then we schedule jobs of the clients $j$ with $j \in I \setminus I_x$ in an arbitrary order.

Note that above we specified how to schedule all jobs with non-zero processing times. All remaining jobs are scheduled at the beginning (first) on their respective days in arbitrary order. Let this schedule be called $\mathcal{S}$.

For all $1 \leq x \leq b$ we have that the total completion time of client $x$ is $C_x(\mathcal{S}) \leq p_{x_1,x} + p_{x_2,x} + B = K$. For all clients $j$ with $j \in I_x$ we have that on day $x_2$ the completion time is at most $B$, whereas on days $y_2$ with $1 \leq y \leq b$ and $y \neq x$ the completion time can be as large as $B \cdot (b^2 + b)$ (note that $\sum_{j \in I_x} s_j \leq b \cdot B$). It follows that $C_j \leq B + (b - 1) \cdot B \cdot (b^2 + b) = K$.

($\Leftarrow$): Assume that the constructed $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ instance is a yes-instance and we have a $K$-fair set $\mathcal{S}$ of schedules. We now distribute the items as follows. For $1 \leq x \leq b$ if client $j$ for some $j \in I$ is scheduled before client $x$ on day $x_2$, we put item $j$ into bin $x$. If this results in an item being in multiple bins, then we remove the item from all but one bin.

Assume for contradiction that some bin $x$ is overfull, then the total completion time of client $x$ is larger than $K$, a contradiction. Now assume for contradiction that there is an item $j \in I$ that is not contained in any bin. This means that for all $1 \leq x \leq b$ we have that the completion time of client $j$ on day $x_2$ is at least $B \cdot b^2$. Hence the total completion time of client $j$ is at least $B \cdot b^3 > K$, again a contradiction. 

Our next result complements nicely the hardness result of Theorem 12 above. We show that $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ admits an FPT algorithm when both the number of days $q$ and the
fairness threshold $K$ are taken as a parameter. Specifically, the algorithm below shows that $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ is polynomial-time solvable when both $q$ and $K$ are bounded by some constants. The case where $q = O(1)$ and all processing times are bounded by some constant remains open.

Our algorithm is essentially a reduction to an $n$-fold ILP \cite{10, 11, 13, 22, 25, 28}. Such ILPs have been used for solving a number of different scheduling problems in FPT time \cite{9, 24, 26, 27}. In the following, we define for some $n \in \mathbb{N}$ the $n$-fold product of two given integer matrices. Let $A_1 \in \mathbb{N}^{\ell_1 \times s}$ and $A_2 \in \mathbb{N}^{\ell_2 \times s}$ be two integer matrices with the same number of columns $s$. The $n$-fold product of $A = (A_1 A_2)$, denoted $A^{(n)}$, is defined as the matrix

$$A^{(n)} = \begin{pmatrix} A_1 & A_1 & \ldots & A_1 \\ A_2 & 0 & \ldots & 0 \\ 0 & A_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & A_2 \end{pmatrix}_{n \text{ times}}.$$

We call the submatrices composed of $s$ consecutive columns containing a full $A_1$ matrix “blocks”. Due to Cslovjecsek et al. \cite{10} it is known that a feasible solution $x \in \mathbb{N}^{sn}$ to the system of inequalities $A^{(n)} x \geq b$ for some $b \in \mathbb{Z}^{sn}$ can be found in $2^{O(\ell_1 \ell_2)}(\ell_1 \ell_2 \Delta)^{O(\ell_1 \ell_2 + \ell_2^2)}(sn)^{1+o(1)}$ time, where $\Delta = \|A^{(n)}\|_{\infty}$ is the largest absolute value of any coefficient in $A^{(n)}$.

**Theorem 13.** The $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ problem is fixed-parameter tractable when parameterized by the number of days $q$ and the fairness parameter $K$.

**Proof.** We use an $n$-fold IP where, roughly speaking, we have one “block” in $A^{(n)}$ for every client. We use the “local” constraints in $A_2$ to ensure that the total completion time for each client is at most $k$ and we use the “global” constraints to ensure that the implicitly produced set of schedules is feasible. Note that we do not use a specific objective function. We will show that the input $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ instance is a yes-instance if and only if the constructed $n$-fold IP has a feasible solution.

Our $n$-fold IP uses the following variables:

- $x_{i,c}^{(j)}$ with $j \in \{1, \ldots, n\}$, $i \in \{1, \ldots, q\}$, and $c \in \{0, \ldots, K\}$.
  
  Intuitively, we want $x_{i,c}^{(j)}$ to be a 0-1 variable that is 1 if and only if client $j$ has completion time $c$ on day $i$.

- $y_{i,c}^{(j)}$ with $j \in \{1, \ldots, n\}$, $i \in \{1, \ldots, q\}$, and $c \in \{0, \ldots, K\}$.
  
  Intuitively, we want $y_{i,c}^{(j)}$ to be equal to $p_{i,j}$ if $x_{i,c}^{(j)} = 1$ and equal to zero otherwise.

We first describe $A_2$, which contains the following local constraints:

1. $\forall i : \sum_c x_{i,c}^{(j)} = 1$

   Intuitively, this set of constraints makes sure that exactly one completion time per day is picked for client $j$.

2. $\sum_i c \cdot x_{i,c}^{(j)} \leq K$

   Intuitively, this constraint makes sure that the total completion time of client $j$ is at most $K$. 


3. \[ \forall i : \sum_{c} y_{i,c}^{(j)} = p_{i,j} \]
4. \[ \forall i, c : y_{i,c}^{(j)} - c \cdot x_{i,c}^{(j)} \leq 0 \]

Intuitively, the above two sets of constraints make sure that \( y_{i,c}^{(j)} = p_{i,j} \) if \( x_{i,c}^{(j)} = 1 \), and \( y_{i,c}^{(j)} = 0 \) otherwise.

Now we describe \( A_1 \), containing the global constraints:

- \( \forall i, c : \sum_{j,c' \leq c} y_{i,c'}^{(j)} \leq c \)

Intuitively, this set of constraints makes sure that on day \( i \) all jobs that we want to finish before \( c \) can actually be scheduled before \( c \).

The number of columns \( s \) in \( A_1 \) and \( A_2 \), the number \( \ell_1 \) of \( A_1 \) constraints, and the number \( \ell_2 \) of \( A_2 \) constraints, are each in \( O(q \cdot K) \). The largest number \( \Delta \) in \( A_1, A_2 \) is in \( O(K) \). Hence by Cselejecsek et al. [10], assuming correctness of our \( n \)-fold IP, we get the claimed fixed-parameter tractability result. In the remainder of the proof, we show that our constructed \( n \)-fold IP is correct, that is, the input \( 1 \mid \text{rep} \mid \max_j \sum_i c_{i,j} \)-instance is a yes-instance if and only if the \( n \)-fold IP has a feasible solution.

(\( \Rightarrow \)): Assume the input \( 1 \mid \text{rep} \mid \max_j \sum_i c_{i,j} \)-instance is a yes-instance and we have a \( K \)-fair set of schedules \( S \). We now construct a feasible solution for our \( n \)-fold IP. We set \( x_{i,c}^{(j)} = 1 \) and \( y_{i,c}^{(j)} = p_{i,j} \) if \( C_{i,j} = c \) and \( x_{i,c}^{(j)} = y_{i,c}^{(j)} = 0 \) otherwise. It is straightforward to see that this fulfills the first and the third local set of constraints. The second local constraint is fulfilled since \( C_{i,j} \leq K \) for all clients \( j \). The fourth set of constraints is fulfilled since we have \( C_{i,j} \geq p_{i,j} \) for all \( i, j \). Finally, assume for contradiction that a global constraint is violated, say for \( i, c \). Then we have that \( \sum_{j,c' \leq c} y_{i,c'}^{(j)} > c \).

By construction we know that if a variable \( y_{i,c'}^{(j)} \) is non-zero, then we have \( y_{i,c'}^{(j)} = p_{i,j} \) and \( C_{i,j} = c' \).

Now consider the largest \( c' \) for which there is a client \( j \) such that \( y_{i,c'}^{(j)} = p_{i,j} \). We can assume w.l.o.g. that \( c' = c \). Let \( j^* \) be the client for which we have \( C_{i,j^*} = c \). Then for all clients \( j' \) with \( C_{i,j'} < c \) we have that their job is scheduled earlier than the one of \( j^* \) on day \( i \). Hence, we can write \( C_{i,j'} = p_{i,j^*} + \sum_{j' \mid C_{i,j'} < p_{i,j^*}} \). We can rewrite this as \( C_{i,j} = \sum_{j \mid C_{i,j} = c' \leq y_{i,c'}^{(j)}} \). Since \( y_{i,c}^{(j)} = 0 \) if \( C_{i,j} \neq c \), we can write \( C_{i,j^*} = \sum_{j \mid c' \leq c} y_{i,c'}^{(j)} \). Together with the assumption that \( \sum_{j \mid c' \leq c} y_{i,c'}^{(j)} > c \) this implies that \( C_{i,j^*} > c \), a contradiction.

(\( \Leftarrow \)): Assume we have a feasible solution for the constructed \( n \)-fold IP. We create a set of schedules \( S \) as follows. For every day \( i \) and client \( j \) there is exactly one \( c_{i,j} \) such that \( x_{i,c_{i,j}}^{(j)} = 1 \), otherwise the first local constraint would be violated. For day \( i \), we order the jobs of the clients by their corresponding \( c_{i,j} \)-values. If jobs of several clients have the same \( c_{i,j} \)-value, we order them arbitrarily. We use this order as a schedule for day \( i \), that is, if \( c_{i,j} < c_{i,j'} \), then the job of client \( j \) is scheduled before the job of client \( j' \). We claim that this yields a \( K \)-fair set of schedules.

We first show that \( C_{i,j} \leq c_{i,j} \) for all \( i, j \). Assume for contradiction that \( C_{i,j} > c_{i,j} \) for some \( i, j \). Then we have that \( C_{i,j} = \sum_{j' \mid c_{i,j'} \leq c_{i,j}} p_{i,j'} > c_{i,j} \). Note that we have that \( y_{i,c}^{(j)} = p_{i,j} \) if \( x_{i,c}^{(j)} = 1 \) and \( y_{i,c}^{(j)} = 0 \) otherwise. If this is not the case, then either the third or the fourth local constraint is violated. This means that we can rewrite \( C_{i,j} \) as \( C_{i,j} = \sum_{j' \mid c_{i,j'} \leq c_{i,j}} y_{i,c_{i,j'}}^{(j)} = \sum_{j' \leq c_{i,j}} y_{i,c}^{(j')} \).

However, this implies that \( C_{i,j} \leq c_{i,j} \), otherwise the global constraint would be violated, a contradiction. Finally, we have for every \( j \) that \( C_j = \sum_i C_{i,j} \leq \sum_i c_{i,j} = \sum_{i,c} c \cdot x_{i,c}^{(j)} \leq K \), where the
last inequality follows from the assumption that the second local constraint is not violated. This finishes the proof. \hfill \square

4 The 1 | rep | \(\max_j \sum_i W_{i,j}\) Problem

In the following section we focus on the waiting time objective, and specifically the 1 | rep | \(\max_j \sum_i W_{i,j}\) problem. Recall that \(W_{i,j} = C_{i,j} - p_{i,j}\), and that our goal is to find \(q\) schedules such that \(\sum_i W_{i,j} \leq K\) for each client \(j\). This objective is quite similar to the completion time objective, however as we will see, it is somewhat harder to deal with. In particular, all hardness results of 1 | rep | \(\max_j \sum_i C_{i,j}\) carry over with various modifications. However, we do not know whether 1 | rep | \(\max_j \sum_i W_{i,j}\) is polynomial time solvable in the two day case; thus, the problem is open for both \(q = 2\) and \(q = 3\).

Below we discuss how to modify all our results from Section 3, apart from Theorem 4, to the 1 | rep | \(\max_j \sum_i W_{i,j}\) problem.

4.1 NP-hardness results

We begin with showing that 1 | rep | \(\max_j \sum_i W_{i,j}\) is weakly NP-hard for all \(q \geq 4\) and all \(n \geq 2\), by slightly altering the proofs of Theorem 6 and Theorem 7.

**Theorem 14.** The 1 | rep | \(\max_j \sum_i W_{i,j}\) problem is weakly NP-hard for all \(q \geq 4\).

**Proof.** The reduction we present here is very similar to the one presented in the proof of Theorem 6. Given an instance \(I\) of PARTITION we construct an instance for the 1 | rep | \(\max_j \sum_i W_{i,j}\) problem with \(n = |A| + 4\) and \(q = 4\) in the following way.

- We create two clients \(x, x'\). We set \(p_{1,x} = 8B, p_{2,x} = 4B,\) and \(p_{3,x} = p_{4,x} = 0,\) and we set \(p_{1,x'} = 6B, p_{2,x'} = p_{3,x'} = p_{4,x'} = 0.\)
- We create two clients \(y, y'\). We set \(p_{1,y} = p_{2,y} = 0, p_{3,y} = 8B, p_{4,y} = 4B,\) and we set \(p_{1,y'} = p_{2,y'} = p_{4,y'} = 0,\) and \(p_{3,y'} = 6B.\)
- For each \(a_j \in A\) we create one client \(j\) with \(p_{2,j} = p_{4,j} = a_j\) and \(p_{1,j} = p_{3,j} = 0.\)
- We set \(K = 7B.\)

To obtain the result for more than four days, we can add additional days where all clients have jobs with processing time zero. The described 1 | rep | \(\max_j \sum_i W_{i,j}\) instance can clearly be computed in polynomial time.

**Correctness.** We now show that the PARTITION instance is a yes-instance if and only if the constructed 1 | rep | \(\max_j \sum_i W_{i,j}\) instance is a yes-instance.

(\(\Rightarrow\)): Assume that the given PARTITION instance is a yes-instance. Then there exists a partition of \(A\) into \(A_1\) and \(A_2\) such that \(\sum_{a_j \in A_1} a_j = \sum_{a_j \in A_2} a_j = B.\) Then, we schedule the jobs in the following way.

- On day 1, we first schedule the job of client \(x'\) and then we schedule the job of client \(x.\)
- On day 2, we first schedule the jobs of clients \(j\) with \(a_j \in A_1\) in an arbitrary order. Then we schedule the job of client \(x.\) Afterwards, we schedule the jobs of clients \(j\) with \(a_j \in A_2\) in an arbitrary order.
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- On day 3, we first schedule the job of client $y'$ and then we schedule the job of client $y$.

- On day 4, we first schedule the jobs of clients $j$ with $a_j \in A_2$ in an arbitrary order. Then we schedule the job of client $y$. Afterwards, we schedule the jobs of clients $j$ with $a_j \in A_1$ in an arbitrary order.

Note that above we specified how to schedule all jobs with non-zero processing times. All remaining jobs are scheduled first on their respective days in arbitrary order.

The total waiting times of clients $x'$ and $y'$ is zero. The total waiting times of clients $x$ and $y$ are each exactly $K$, since we know that $\sum_{a_j \in A_1} a_j = \sum_{a_j \in A_2} a_j = B$. Now assume that there is a client $j'$ with $a'_{j'} \in A_1$ that is scheduled last among all clients $j$ with $a_j \in A_1$ on both days 2 and 4. The total completion time of client $j'$ is exactly $K$, which is not greater than its waiting time. It follows that the total waiting times of all other clients $j$ with $a_j \in A_1$ are all also at most $K$. By symmetry, we also have that the total completion time of all clients $j$ with $a_j \in A_2$ is at most $K$.

($\Leftarrow$): Assume that the constructed $1 \mid \text{rep} \mid \max_j \sum_i W_{i,j}$ instance is a yes-instance and we have a $K$-fair set of schedules $S$. Consider day 2. For all clients $j$ whose jobs are scheduled earlier than the job of client $x$ on day 2, we put $a_j$ into $A_1$. For all remaining clients $j$, we put $a_j$ into $A_2$. Assume for contradiction that $\sum_{a_j \in A_2} a_j \neq \sum_{a_j \in A_1} a_j$. Consider first the case that $\sum_{a_j \in A_1} a_j > \sum_{a_j \in A_2} a_j$. Note that the job of client $x$ needs to be scheduled second on day 1, otherwise the total waiting time of client $x'$ is larger than $K$. It follows that $W_x(S) = 6B + \sum_{a \in A_1} a > 7B = K$, a contradiction. Now consider the case that $\sum_{a \in A_1} a < \sum_{a \in A_2} a$. Assume for contradiction that all clients $j$ with $a_j \in A_2$ have their job scheduled earlier than client $y$ on day 4. Then by a similar argument as above we get that $W_y(S) > 7B = K$, a contradiction. Hence we have that there is a client $j$ that has its job scheduled after client $x$ on day 2 and after client $y$ on day 4. However, then we have that $W_j(S) > 8B > K$, a contradiction.

\[ \text{Corollary 15. The } 1 \mid \text{rep} \mid \max_j \sum_i W_{i,j} \text{ problem is weakly NP-hard for all } n \geq 2. \]

\[ \text{Proof. To obtain the result, we use the same reduction as in the proof of Theorem 7 with only one small modification. Instead of setting } K = 3B \text{ we set } K = B. \text{ The correctness follows from an analogous argument as in the proof of Theorem 7.} \]

We next alter the proof of Theorem 9 so that it fits the $\sum_i W_{i,j}$ objective, showing that $1 \mid \text{rep} \mid \max_j \sum_i W_{i,j}$ is strongly NP-hard for constant processing times and fairness threshold.

\[ \text{Theorem 16. The } 1 \mid \text{rep} \mid \max_j \sum_i W_{i,j} \text{ problem is strongly NP-hard even if } K \in O(1). \]

\[ \text{Proof. The reduction we present here is very similar to the one presented in the proof of Theorem 9. Given an instance for the EXACT (3,4)-SAT, we construct an instance of } 1 \mid \text{rep} \mid \max_j \sum_i W_{i,j} \text{ in the following way.} \]

- For each variable $x$ that appears in $\phi$, we create four clients $x, x', x^T, x^F$ and two days $x_1, x_2$. We set processing times $p_{x_1,x} = 37, p_{x_2,x} = 30, p_{x_1,x'} = 35$ and $p_{x_2,x^T} = p_{x_2,x^F} = 1$.

- For each clause $c$ that appears in $\phi$, we create two clients $c, c'$ and two days $c_1, c_2$. We set $p_{c_1,c} = 37, p_{c_2,c} = 6,$ and $p_{c_1,c'} = 34$. Let $x, y, z$ be the three variables appearing in $c$. If $x$ appears non-negated, then we set $p_{c_2,x^T} = 1$, otherwise we set $p_{c_2,x^F} = 1$. Analogously for $y$ and $z$. 
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• For each combination of a client $j$ and a day $i$ where we have not specified $p_{i,j}$ above, we set $p_{i,j} = 0$.

• We set $K = 36$.

This finishes the construction of the $1 \mid \text{rep} \mid \max_j \sum_i W_{i,j}$ instance and can clearly be done in polynomial time.

Correctness. We now show that $\phi$ is satisfiable if and only if the constructed $1 \mid \text{rep} \mid \max_j \sum_i W_{i,j}$ instance is a yes-instance.

$(\Rightarrow)$: Assume that $\phi$ is satisfiable and we have a satisfying assignment for the variables in $\phi$. We construct a $K$-fair schedule as follows.

• For each variable $x$ we schedule the job of client $x'$ first on day $x_1$ and we schedule the job of client $x$ second on day $x_1$. If $x$ is set to true in the satisfying assignment, then on day $x_2$ we schedule the jobs of client $x_T$ first, the job of client $x$ second, and the job of client $x_F$ third. If $x$ is set to false in the satisfying assignment, then on day $x_2$ we schedule the jobs of client $x_T$ first, the job of client $x$ second, and the job of client $x_F$ third.

• For each clause $c$ we schedule the job of client $c'$ first on day $c_1$ and the job of client $c$ second on day $c_1$. Let $x, y, z$ be the variables in $c$ and let w.l.o.g. $x$ be a variable that is set to a truth-value that satisfies $c$. We schedule on day $c_2$ the jobs of client $y_T$ (resp. $y_F$) first, the job of client $z_T$ (resp. $z_F$) second, the job of client $c$ third, and the job of client $x_T$ (resp. $x_F$) fourth, depending on whether the variables appear negated or non-negated in $c$ (say, $x$ appears non-negated, then we schedule $x_T$, otherwise we schedule $x_F$).

• Note that above we specified how to schedule all jobs with non-zero processing times. All remaining jobs are scheduled first (that is, before any job with non-zero processing time) on their respective days in arbitrary order.

Let the above described set of schedules be called $S$. Assume for contradiction that $S$ is not a $K$-fair set of schedules. Then there is a client $j$ with $W_j(S) > K$. It is easy to observe that for all variables $x$ we have that $W_x(S) = K$ and $W_{x'}(S) = 0$ and for all clauses $c$ we have that $W_c(S) = K$ and $W_c(S) = 0$. It follows that $j = x_T$ or $j = x_F$ for some variable $x$.

Assume w.l.o.g. that $j = x_T$ (the case that $j = x_F$ is analogous). We know that there are four clauses $a, b, c, d$ in $\phi$ that contain variable $x$. Note that for $i \notin \{x_2, a_2, b_2, c_2, d_2\}$ we have that $p_{i,x} = 0$. We claim that $W_{x_T}(S) > K$ implies that the job of client $x_T$ is scheduled last on day $x_2$ and on at least one of the days $a_2, b_2, c_2, d_2$. Assume that the job of client $x_T$ is scheduled first on day $x_2$. Note that the total processing time of all jobs that do not belong to client $x_T$ on each of the days $a_2, b_2, c_2, d_2$ is 8. This means that the total waiting time of client $x_T$ is at most $K = 36$. Now assume that the job of client $x_T$ is scheduled last on day $x_2$ and not scheduled last on any of the days $a_2, b_2, c_2, d_2$. Then the total waiting time of $x_2$ is again at most $K = 36$. Hence, we have that the job of client $x_T$ is scheduled last on day $x_2$ and w.l.o.g. also scheduled last on day $a_2$. This, however, is a contradiction since the job of client $x_T$ being scheduled last on day $x_2$ means (by construction of $S$) that in the satisfying assignment $x$ is set to false but the job of client $x_T$ being scheduled last on day $a_2$ means (by construction of $S$) that $x$ appears non-negated in clause $a_2$ and $a_2$ is satisfied by $x$.

$(\Leftarrow)$: Assume that the constructed $1 \mid \text{rep} \mid \max_j \sum_i W_{i,j}$ instance is a yes-instance and we have a $K$-fair set of schedules $S$. We construct a satisfying assignment for $\phi$ as follows.
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For every variable \( x \), if the job of client \( x^T \) is scheduled before the job of client \( x^F \) on day \( x_2 \), then we set \( x \) to \text{true} \. Otherwise, we set \( x \) to \text{false} \. Theorem 18.

Assume for the sake of contradiction that the above described assignment is not satisfying for \( \phi \). Then there is a clause \( c \) that is not satisfied. Let \( x, y, z \) be the variables appearing in \( c \) and let them w.l.o.g. all appear non-negated. If \( c \) is not satisfied, then we set all three variables to \text{false} \. Now consider day \( c_2 \). We assume w.l.o.g. that the jobs of all clients that have zero processing time on day \( c_2 \) are scheduled first in an arbitrary order. First, note that the job of client \( c \) cannot be scheduled first on day \( c_1 \), since then the total waiting time of client \( c' \) would be at least 37. Now note that the job of client \( c \) cannot be scheduled last on day \( c_2 \), since then again the total waiting time of client \( c \) would be at least 37, a contradiction to the assumption that \( S \) is a \( K \)-fair schedule. It follows that w.l.o.g. the job of client \( x^T \) is scheduled last on day \( c_2 \). Now consider day \( x_2 \). Again, we assume w.l.o.g. that the jobs of all clients that have zero processing time on day \( x_2 \) are scheduled first in an arbitrary order. First, note that the job of client \( x \) cannot be scheduled first on day \( x_1 \), since then the total waiting time of client \( x' \) would be at least 37. Now note that the job of client \( x \) cannot be scheduled last on day \( x_2 \), since then again the total waiting time of client \( x \) would be at least 37, a contradiction to the assumption that \( S \) is a \( K \)-fair set of schedules. It follows that the job of client \( x^T \) is scheduled last on day \( x_2 \). However, now we have that the total completion time of client \( x^T \) is at least 37, a contradiction. \( \square \)

4.2 Small processing times

Observe that the total waiting time \( \sum_i W_{i,j} \) of a client \( j \) equals the total completion time \( \sum_i C_{i,j} \) of client \( j \) minus the total processing time \( \sum_i p_{i,j} \) of all his jobs. Hence, the total completion time of client \( j \) is at most \( K_j = K + \sum_i p_{i,j} \) if and only if their total waiting time is at most \( K \). It follows that we can use the same dynamic program as described in the proof of Theorem 10 and read off the result at \( T[q, K_1, K_2, \ldots, K_n] \). Thus, we get the following analog result for \( 1 \mid \text{rep} \mid \max_j \sum_i W_{i,j} \).

Corollary 17. The \( 1 \mid \text{rep} \mid \max_j \sum_i W_{i,j} \) problem is polynomial-time solvable when \( n = O(1) \) and all processing times are encoded in unary.

Theorem 18. The \( 1 \mid \text{rep} \mid \max_j \sum_i W_{i,j} \) problem is \text{W[1]}\text{-hard} when parameterized by the number \( q \) of days even if all processing times are encoded in unary.

Proof. The reduction we present here is very similar to the one presented in the proof of Theorem 12. Given an instance of \textsc{Unary Bin Packing} (where w.l.o.g. we assume that \( b \geq 2 \)), we construct an instance of \( 1 \mid \text{rep} \mid \max_j \sum_i W_{i,j} \) with \( n = |I| + 2b \) clients and \( q = 2b \) days as follows.

- For each bin \( x \) we add two days \( x_1 \) and \( x_2 \) and two clients \( x, x' \). We set \( p_{x_1,x'} = B \cdot (b^3 - 2b^2 - 1) \), and we set \( p_{x_2,x} = B \cdot (b^2 - 2b + 1) \).

- For each item \( j \) we create one client with \( p_{x_2,j} = s_j \) for all \( 1 \leq x \leq b \).

- For each combination of a client \( j \) and a day \( i \) where we have not specified \( p_{i,j} \) above, we set \( p_{i,j} = 0 \).

- We set \( K = B \cdot (b^3 - 2b^2) \).

The \( 1 \mid \text{rep} \mid \max_j \sum_i W_{i,j} \) instance can clearly be computed in polynomial time.
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**Correctness.** We now show that the **Unary Bin Packing** instance is a yes-instance if and only if the constructed 1 | rep | max \( \sum_i W_{i,j} \) instance is a yes-instance.

(\( \Rightarrow \)): Assume that the given **Unary Bin Packing** instance is a yes-instance. Then there is a partition of the items \( I \), let it be denoted \( I_1, \ldots, I_b \) such that \( \sum_{j \in I_x} s_j = B \) for all \( 1 \leq x \leq b \). Then we schedule the jobs in the following way.

For all \( 1 \leq x \leq b \), we schedule the job of client \( x' \) first on day \( x_1 \) and the job of client \( x \) second. On day \( x_2 \) we first schedule all clients \( j \) with \( j \in I_x \) in an arbitrary order, then we schedule the job of client \( x \), and then we schedule jobs of the clients \( j \) with \( j \in I \setminus I_x \) in an arbitrary order.

Note that above we specified how to schedule all jobs with non-zero processing times. All remaining jobs are scheduled at the beginning (first) on their respective days in arbitrary order. Let this schedule be called \( S \).

For all \( 1 \leq x \leq b \) we have that the total waiting time of client \( x \) is \( W_x(S) \leq p_{x_1,x'} + B = K \). The total waiting time of client \( x' \) is zero. For all clients \( j \) with \( j \in I_x \) we have that on day \( x_2 \) the waiting time is at most \( B \), whereas on days \( y_2 \) with \( 1 \leq y \leq b \) and \( y \neq x \) the waiting time can be as large as \( B \cdot (b^2 - b + 1) \) (note that \( \sum_{j \in I} s_j \leq b \cdot B \)). It follows that \( W_j \leq B + (b - 1) \cdot B \cdot (b^2 - b + 1) = K \).

(\( \Leftarrow \)): Assume that the constructed 1 | rep | max \( \sum_i W_{i,j} \) instance is a yes-instance and we have a \( K \)-fair set \( S \) of schedules. We now distribute the items as follows. For \( 1 \leq x \leq b \) if client \( j \) for some \( j \in I \) is scheduled before client \( x \) on day \( x_2 \), we put item \( j \) into bin \( x \). If this results in an item being in multiple bins, then we remove the item from all but one bin.

Observe that \( S \) need to schedule the job of client \( x' \) before the job of \( x \) on day \( x_1 \), otherwise the total waiting time of client \( x \) would be larger than \( K \). Assume for contradiction that some bin \( x \) is overfull, then again the total waiting time of client \( x \) is larger than \( K \), a contradiction. Now assume for contradiction that there is an item \( j \in I \) that is not contained in any bin. This means that for all \( 1 \leq x \leq b \) we have that the waiting time of client \( j \) on day \( x_2 \) is at least \( B \cdot (b^2 - 2b + 1) \). Hence the total waiting time of client \( j \) is at least \( B \cdot (b^3 - 2b^2 + b) > K \), again a contradiction. \( \square \)

**Corollary 19.** The 1 | rep | max \( \sum_i W_{i,j} \) problem is fixed-parameter tractable when parameterized by the number of days \( q \) and the fairness parameter \( K \).

**Proof.** To obtain the result, we modify the \( n \)-fold IP presented in the proof of Theorem 13.

First, we make the following observation: If for some client \( j \) and some day \( i \) we have \( p_{i,j} > K \), then the job of client \( j \) needs to be scheduled last on day \( i \), otherwise the total waiting time of the client whose job is scheduled after the job of client \( j \) on day \( i \) is larger than \( K \). This also implies that if we have two clients \( j, j' \) and some day \( i \) such that \( p_{i,j} > K \) and \( p_{i,j'} > K \), we have a no-instance.

For each client \( j \) we define an individual completion time bound \( K_j \). Consider client \( j \) and let \( i_1, i_2, \ldots, i_\ell \) be the days where the job of client \( j \) has a processing time that is larger than \( K \). By the observation above we know that the job of client \( j \) needs to be scheduled last on each of these days. Furthermore, observe that the total completion time of a client \( j \) equals the total waiting time of client \( j \) plus the sum of processing times of all their jobs. We set

\[
K_j = K + \sum_{i \notin \{i_1, i_2, \ldots, i_\ell\}} p_{i,j} - \sum_{i \in \{i_1, i_2, \ldots, i_\ell\}, j' \neq j} p_{i,j'}. 
\]

The value \( K_j \) now upper-bounds the total completion time of client \( j \), over all days when the processing time of their job is at most \( K \), assuming their total waiting time is at most \( K \).
Now we modify the $n$-fold IP presented in the proof of Theorem 13. We use it to determine how to schedule all jobs of clients where we do not already know due to the observations above that they need to be scheduled last.

We modify the first local constraint as follows.
\[
\sum_c x_{i,c}^{(j)} = 1 \text{ if } p_{i,j} \leq K, \text{ otherwise } \sum_c x_{i,c}^{(j)} = 0.
\]

This modified constraint makes sure we do not schedule jobs on those days we already know that the job needs to be scheduled last. Accordingly, we also need to modify the third local constraint.
\[
\sum_c y_{i,c}^{(j)} = p_{i,j} \text{ if } p_{i,j} \leq K, \text{ otherwise } \sum_c y_{i,c}^{(j)} = 0.
\]

We modify the second local constraint as follows.
\[
\sum_{i,c} c \cdot x_{i,c}^{(j)} \leq K_j.
\]

The correctness of the modified $n$-fold IP can be shown in an analogous way as in the proof of Theorem 13. Note that we have that $K_j \in O(K \cdot q)$ for all $j$, and hence the largest number $\Delta$ in $A_1, A_2$ is of $O(K \cdot q)$ and we obtain the claimed fixed-parameter tractability result.

5 The $1 \mid \text{rep} \mid \max_j \sum_i L_{i,j}$ Problem

We next consider the $1 \mid \text{rep} \mid \max_j \sum_i L_{i,j}$ problem. Recall that in this problem the job of each client $j$ on day $i$ has a due date $d_{i,j}$ and a processing time $p_{i,j}$. We want to determine whether there exists a solution such that the total lateness $\sum_i L_{i,j} = \sum_i (C_{i,j} - d_{i,j})$ of each client $j$ over all $q$ days is at most $K$. Observe that if all due dates $d_{i,j}$ are equal to zero, then $1 \mid \text{rep} \mid \max_j \sum_i L_{i,j}$ is equivalent to the $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ problem. Thus, all hardness results for $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ immediately carry over to $1 \mid \text{rep} \mid \max_j \sum_i L_{i,j}$. Unfortunately, we cannot extend many of the positive results to $1 \mid \text{rep} \mid \max_j \sum_i L_{i,j}$. In fact, the only algorithm that extends to the lateness case is when all processing times are unary and the number of clients is constant.

Corollary 20. The $1 \mid \text{rep} \mid \max_j \sum_i L_{i,j}$ is polynomial-time solvable when $n = O(1)$ and all processing times are encoded in unary.

Proof. Observe that the total completion time of client $j$ is at most $K_j = K + \sum_i d_{i,j}$ if its total lateness is at most $K$. It follows that we can use the same dynamic program as described in the proof of Theorem 10 and have the result at $T[q, K_1, K_2, \ldots, K_n]$. 

Regarding the huge processing times case, as opposed to $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ and $1 \mid \text{rep} \mid \max_j \sum_i W_{i,j}$, we can also show that the problem is NP-hard even when there are only two days in scheduling horizon.

Theorem 21. The $1 \mid \text{rep} \mid \max_j \sum_i L_{i,j}$ problem is weakly NP-hard for $q = 2$.

Proof. We provide a polynomial reduction from the PARTITION problem (see Definition 5). Given an instance $I$ of PARTITION, we construct an instance with $n = |A| + 2$ and $q = 2$ for the $1 \mid \text{rep} \mid \max_j \sum_i L_{i,j}$ problem.
• We create one client $x$ with $p_{1,x} = 3B$, $p_{2,x} = 0$ and $d_{1,x} = d_{2,x} = 0$.

• We create one client $y$ with $p_{1,y} = 0$, $p_{2,y} = 3B$ and $d_{1,y} = d_{2,y} = 0$.

• For each $a_j \in A$ we create one client $j$ with $p_{i,j} = a_j$ for $i = 1, 2$ and $j = 1, \ldots, |A|$. We set $d_{1,j} = d_{2,j} = (B + a_j)/2$.

• We set $K = 4B$.

Note that

• $\sum_{i=1}^{2} L_{i,x} = \sum_{i=1}^{2} C_{i,x}$ (as $d_{1,x} = d_{2,x} = 0$);

• $\sum_{i=1}^{2} L_{i,y} = \sum_{i=1}^{2} C_{i,y}$ (as $d_{1,y} = d_{2,y} = 0$); and

• $\sum_{i=1}^{2} L_{i,j} = \sum_{i=1}^{2} C_{i,j} - \sum_{i=1}^{2} d_{i,j} = \sum_{i=1}^{2} C_{i,j} - B - a_j$ for $j = 1, \ldots, |A|$.

Therefore, asking if there exists a solution with $\sum_{i=1}^{2} L_{i,j} \leq K = 4B$ for $j \in \{x, y\} \cup \{1, \ldots, |A|\}$ is equivalent to asking if there is a solution with

• $\sum_{i=1}^{2} C_{i,j} \leq K'_x = K'_y = 4B$ for $j \in \{x, y\}$; and

• $\sum_{i=1}^{2} C_{i,j} \leq K'_j = 5B + a_j$ for $\{1, \ldots, |A|\}$.

Correctness. We first show that the PARTITION instance is a yes-instance if and only if the constructed $1 \mid \text{rep} \mid \max \sum_i L_{i,j}$ instance is a yes-instance.

$(\Rightarrow)$: Assume that the given PARTITION instance is a yes-instance. Then, there exists a partition of $A$ into $A_1$ and $A_2$ such that $\sum_{a_j \in A_1} a_j = \sum_{a_j \in A_2} a_j = B$. Define $\hat{A}_1 = \{j \mid a_j \in A_1\}$ and $\hat{A}_2 = \{j \mid a_j \in A_2\}$. We schedule the jobs as follows.

• On day 1, we first schedule the job of client $y$, then we schedule the jobs of the clients in $\hat{A}_1$ in an arbitrary order followed by the job of client $x$. Afterwards, we schedule the jobs of the clients in $\hat{A}_2$ in an arbitrary order.

• On day 2, we first schedule the job of client $x$, then we schedule the jobs of the clients in $\hat{A}_2$ followed by the job of client $y$. Afterwards, we schedule the jobs of the clients in $\hat{A}_1$. The order in which we schedule the jobs of the clients in $\hat{A}_1$ and in $\hat{A}_2$ is opposite to their ordering on day 1.

Without loss of generality, renumber the clients such that $\hat{A}_1 = \{1, \ldots, |A_1|\}$ and $\hat{A}_2 = \{|A_1| + 1, \ldots, |A|\}$. The schedule we use for the first day is

$$\sigma_1 = (y, 1, 2, \ldots, |A_1| - 1, |A_1|, x, |A_1| + 1, |A_1| + 2, \ldots, |A| - 1, |A|).$$

Therefore, the schedule for the second day is

$$\sigma_2 = (x, |A|, |A| - 1, \ldots, |A_1| + 2, |A_1| + 1, y, |A_1|, |A_1| - 1, \ldots, 2, 1).$$

It follows that

$$C_{1,x} = \sum_{j \in \hat{A}_1} p_{1,j} + p_{1,x} = \sum_{a_j \in A_1} a_j + p_{1,x} = B + 3B = 4B,$$
and that
\[ C_{2,y} = \sum_{j \in A_2} p_{2,j} + p_{2,y} = \sum_{a_j \in A_2} a_j + p_{2,y} = B + 3B = 4B. \]

Since \( C_{1,y} = p_{1,y} = C_{2,x} = p_{2,x} = 0 \), we have that
\[ \sum_{i=1}^{2} C_{i,x} = \sum_{i=1}^{2} C_{i,y} = 4B = K'_x = K'_y. \]

For \( j = 1, \ldots, |A_1| \), we have that
\[ C_{1,j} = \sum_{\ell=1}^{j} p_{1,j} = \sum_{\ell=1}^{j} a_j, \]
and
\[ C_{2,j} = 5B - \sum_{\ell=1}^{j-1} p_{2,j} = 5B - \sum_{\ell=1}^{j-1} a_j. \]

Therefore,
\[ \sum_{i=1}^{2} C_{i,j} = \sum_{i=1}^{2} C_{i,j} = 5B + a_j = K'_j. \]

For \( j = |A_1| + 1, \ldots, |A| \), we have that
\[ C_{1,j} = \sum_{\ell=1}^{|A_1|} p_{1,j} + 3B + \sum_{\ell=|A_1|+1}^{j} p_{1,j} = \sum_{a_j \in A_1} a_j + 3B + \sum_{\ell=|A_1|+1}^{j} s_j = 4B + \sum_{\ell=|A_1|+1}^{j} a_j, \]
and
\[ C_{2,j} = B - \sum_{\ell=|A_1|+1}^{j-1} p_{2,j} = B - \sum_{\ell=|A_1|+1}^{j-1} a_j. \]

Therefore,
\[ \sum_{i=1}^{2} C_{i,j} = \sum_{i=1}^{2} C_{i,j} = 5B + a_j = K'_j. \]

and we have a yes answer to the constructed instance of the \( 1 \mid \text{rep} \mid \max \sum_i L_{i,j} \) problem.

\( (\Leftarrow) \): Assume that the constructed \( 1 \mid \text{rep} \mid \max \sum_i L_{i,j} \) instance is a yes-instance and we have a \( K \)-fair set of schedules \( S \). Without loss of generality, we may assume that the job of client \( y \) is scheduled first on day 1, and the job of client \( x \) is scheduled first on day 2. It follows that the completion time of job \( y \) on day 1 and of job \( x \) on day 2 is zero. Now, let \( \hat{A}_1 \) be the set of clients in which their jobs are scheduled before the job of client \( x \) on day 1 (excluding the job of client \( y \)). Moreover, let \( \hat{A}_2 \) be the set of clients whose jobs are scheduled before the job of client \( y \) on day 2 (excluding the job of client \( x \)). It follows that
\[ \sum_{i=1}^{2} C_{i,x} = C_{1,x} = \sum_{j \in \hat{A}_1} p_{1,j} + p_{1,x} = \sum_{j \in \hat{A}_1} a_j + 3B \leq K'_x = 4B, \]
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and
\[ \sum_{i=1}^{2} C_{i,y} = C_{2,y} = \sum_{j \in A_2} p_{2,j} + p_{2,y} = \sum_{j \in \hat{A}_2} a_j + 3B \leq K'_y = 4B. \]

Therefore, \( \sum_{j \in \hat{A}_1} a_j \leq B \), and \( \sum_{j \in \hat{A}_2} a_j \leq B \).

Now, let \( \hat{A}_1 = \{1, \ldots, |A|\} \setminus A_1 \) and \( \hat{A}_2 = \{1, \ldots, |A|\} \setminus A_2 \). We next prove that there is no client that belongs both to \( A_1 \) and \( \hat{A}_2 \) (i.e., \( \hat{A}_1 \cap \hat{A}_2 = \emptyset \)). By contradiction, assume that there is a client \( j \) that belongs to \( A_1 \) and to \( \hat{A}_2 \). It implies that \( \sum_{i=1}^{2} C_{i,j} > p_{1,x} + p_{2,y} = 6B > K'_y \), a contradiction.

The fact \( \sum_{j \in \hat{A}_1} a_j \leq B \) and \( \sum_{j \in \hat{A}_2} a_j \leq B \) implies that \( \sum_{j \in A_1} a_j \geq B \) and \( \sum_{j \in A_2} a_j \geq B \). This, together with the fact that \( A_1 \cap A_2 = \emptyset \) implies that \( A_1 = \hat{A}_2 \); that \( \hat{A}_2 = A_1 \) and that \( \sum_{j \in \hat{A}_1} a_j = \sum_{j \in \hat{A}_2} a_j = B \). Therefore, setting \( A_1 = \{a_j \mid j \in \hat{A}_1\} \) and \( A_2 = \{a_j \mid j \in \hat{A}_2\} \) yields a yes answer to the corresponding Partition instance.

6 The Price of Fairness

In this section we show that one can use our model to also analyze the price of applying a fair policy in a repetitive scheduling environment. Recall that in our example given in Section 2.3, the global total completion time was maximized under an optimal fair schedule. The natural question to ask is: what is the worst ratio between the optimal global policy and the optimal fair policy?

We use the following notation. Let \( I \) be an instance of some \( \alpha \mid \beta,\text{rep} \mid \max_j \sum_i Z_{i,j} \) problem, and let \( \text{FEAS}(I) \) denote all feasible solutions (i.e., all sets of \( q \) feasible schedules) for \( I \). For a solution \( S \in \text{FEAS}(I) \), we use \( Z(S) = \sum_i \sum_j Z_{i,j} \) as the global value of \( S \) under objective \( Z \). Now, let \( K = K(I) \) denote the minimum fairness threshold for instance \( I \), i.e., the minimum \( K > 0 \) such that there exists a schedule for \( I \) with \( \max_j \sum_i Z_{i,j} \leq K \). We use \( \text{FAIR}(I) \subseteq \text{FEAS}(I) \) to denote all feasible \( K \)-fair schedules of \( I \). In the spirit of [7], we define the price of fairness of a repetitive scheduling problem as follows:

**Definition 22.** The price of fairness \( \text{PoF}(\Pi) \) of a \( \alpha \mid \beta,\text{rep} \mid \max_j Z_j \) problem \( \Pi \) is \( \delta \), if \( \delta \) is the minimum value that satisfies
\[
\frac{\max_{S \in \text{FAIR}(I)} Z(S)}{\min_{S \in \text{FEAS}(I)} Z(S)} \leq \delta
\]
over all possible instances \( I \) of \( \Pi \).

Thus, the smaller the price of fairness of a problem is, the better a fair solution would be in the global sense. Note that the above definition assumes that \( Z \) is a minimization criterion; however, it is easy to alter it to apply for maximization criteria as well. Furthermore, note that the above define assumes the scheduler is oblivious to the global objective value. Thus, we consider the worst (globally speaking) \( K \)-fair solution in the Definition 22. It is also natural to assume that the scheduler is mindful to the global objective value (e.g. in case he has unlimited computational power), and thus to consider the best \( K \)-fair solution in the definition above. This is somewhat analogous to difference between the price of anarchy and price of stability in game theory [20], where one can consider either the worst or best equilibrium in terms of global utility.

We next analyze the price of fairness of the \( 1 \mid \text{rep} \mid \max_j \sum_i C_{i,j} \) problem. In particular, we determine the price of fairness of \( 1 \mid \text{rep} \mid \max_j \sum_i C_{i,j} \) up to a factor of \( 2 + \varepsilon \), for any \( \varepsilon > 0 \).
Theorem 23. For any \( \varepsilon > 0 \), we have

\[
n/(2 + \varepsilon) \leq \text{PoF}(1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}) \leq n.
\]

It is well known that processing jobs in an non-decreasing order of processing times (SPT order) minimizes the total completion time of a single day \( i \mid \sum_j C_j \) instance. Thus, a feasible solution \( S^{\text{SPT}} \) that minimizes the global total completion time of a \( 1 \mid \text{rep} \mid \max_j \sum_i C_{i,j} \) instance is a set of \( q \) schedules, \( \sigma_i^{\text{SPT}}, \ldots, \sigma_q^{\text{SPT}} \), where each \( \sigma_i^{\text{SPT}} \) schedules the client jobs according to their SPT order on day \( i \).

Let us focus on an arbitrary day \( i \in \{1, \ldots, q\} \). Assume for simplicity that the clients are ordered in non-decreasing order of their job processing time on day \( i \), i.e. \( p_{i,1} \leq p_{i,2} \leq \cdots \leq p_{i,n} \). Then the total competition time \( C(\sigma_i^{\text{SPT}}) = \sum_j C_{i,j} \) of these jobs under \( \sigma_i \) is

\[
C(\sigma_i^{\text{SPT}}) = \sum_{\ell=1}^n \ell \cdot p_{i,n+\ell-1} = np_{i,1} + (n-1)p_{i,2} + \cdots + 2p_{i,n-1} + p_{i,n}.
\]

Moreover, the worst any feasible solution can do on day \( i \) is to schedule the clients jobs in an non-increasing order of processing times (LPT order). The total completion time of such a schedule \( \sigma_i^{\text{LPT}} \) would then be

\[
C(\sigma_i^{\text{LPT}}) = \sum_{\ell=1}^n \ell \cdot p_{i,\ell} = p_{i,1} + 2p_{i,2} + \cdots + (n-1)p_{i,n-1} + np_{i,n}.
\]

From the two observations above, we can get a trivial upper bound for the price of fairness of \( 1 \mid \text{rep} \mid \max_j \sum_i C_{i,j} \).

Lemma 24. The price of fairness of \( 1 \mid \text{rep} \mid \max_j \sum_i C_{i,j} \) is at most \( n \).

Proof. Consider some arbitrary instance \( I \) of \( 1 \mid \text{rep} \mid \max_j \sum_i C_{i,j} \), and let \( S^{\text{SPT}} = \{\sigma_1^{\text{SPT}}, \ldots, \sigma_q^{\text{SPT}}\} \) and \( S^{\text{LPT}} = \{\sigma_1^{\text{LPT}}, \ldots, \sigma_q^{\text{LPT}}\} \) be the corresponding SPT and LPT solutions for \( I \) as discussed above. Then we have

\[
\frac{\max_{S \in \text{FAIR}(I)} C(S)}{\min_{S \in \text{FEAS}(I)} C(S)} \leq \frac{\max_{S \in \text{FEAS}(I)} C(S)}{\min_{S \in \text{FEAS}(I)} C(S)} = \frac{C(S^{\text{LPT}})}{C(S^{\text{SPT}})} \leq \max_i \frac{C(\sigma_i^{\text{LPT}})}{C(\sigma_i^{\text{SPT}})}.
\]

Consider the day \( i \in \{1, \ldots, q\} \) that maximizes the ratio above, and let \( p_{i,1} \leq p_{i,2} \leq \cdots \leq p_{i,n} \) be the processing times of the client jobs on this day. Then we have:

\[
\frac{C(\sigma_i^{\text{LPT}})}{C(\sigma_i^{\text{SPT}})} = \frac{\sum_{\ell=1}^n \ell \cdot p_{i,n+\ell-1}}{\sum_{\ell=1}^n \ell \cdot p_{i,\ell}} \leq \frac{n \cdot \sum_{\ell=1}^n p_{i,\ell}}{\sum_{\ell=1}^n p_{i,\ell}} = n,
\]

and so the lemma follows.

Thus, the upper bound of Theorem 23 is given in Lemma 24 above. To complete the proof of the theorem, we prove a corresponding lower bound in Lemma 25 below.

Lemma 25. The price of fairness of \( 1 \mid \text{rep} \mid \max_j \sum_i C_{i,j} \) is at least \( n/(2 + \varepsilon) \), for any \( \varepsilon > 0 \).
Table 1: Summary of our computational complexity results for the three repetitive scheduling problems $1 \text{ rep } | \max_j \sum_i C_{i,j}, 1 \text{ rep } | \max_j \sum_i W_{i,j},$ and $1 \text{ rep } | \max_j \sum_i L_{i,j}.$

| Parameter | $1 \text{ rep } | \max_j \sum_i C_{i,j}$ | $1 \text{ rep } | \max_j \sum_i W_{i,j}$ | $1 \text{ rep } | \max_j \sum_i L_{i,j}$ |
|-----------|---------------------------------|---------------------------------|---------------------------------|
| $q$       | weakly NP-h for $q = 4$          | P-time for $q = 2$              | strongly W[1]-hard              |
|           |                                 | open                           |                                 |
| $n$       | weakly NP-h for $n = 2$          | P-time for $n = O(1)$ and unary encoding |                                 |
| $K$       | strongly NP-h for $K = O(1)$     |                                 |                                 |
| $q + K$   | fixed-parameter tractable       |                                 | open                           |

Proof. Let $p := p(\varepsilon, n)$ be the smallest integer such that $\varepsilon p \geq (n + 2)(n - 1).$ We construct a two day instance ($q = 2$) of $1 \text{ rep } | \max_j \sum_i C_{i,j}$ with $n$ clients, where

- $p_{1,j} = p_{2,j} = 1$ for $j \in \{1, \ldots, n - 1\},$ and
- $p_{1,n} = p_{2,n} = p.$

Clearly the optimal global competition time schedule is the solution $S^{\text{FEAS}} = \{\sigma_1^{\text{SPT}}, \sigma_2^{\text{SPT}}\}$ which schedules all client jobs in an SPT order on both days. On the other hand, considering the algorithm of Theorem 4 on the instance above, we can observe that this algorithm will compute a solution $S^{\text{FAIR}} = \{\sigma_1^{\text{SPT}}, \sigma_2^{\text{LPT}}\}$ which schedules all client jobs in an SPT order on the first day, and all client jobs in an LPT order on the second day. Note that the total completion of all jobs in a single day is $n(n - 1)/2 + (n - 1) + p$ when scheduled according to the SPT order, while it is $n(n - 1)/2 + np$ when they are scheduled according to the LPT order. Thus, we have:

$$\frac{C(S^{\text{FAIR}})}{C(S^{\text{FEAS}})} = \frac{C(\sigma_1^{\text{SPT}}) + C(\sigma_2^{\text{LPT}})}{C(\sigma_1^{\text{SPT}}) + C(\sigma_2^{\text{SPT}})} = \frac{(n + 1)(n - 1 + p)}{(n + 2)(n - 1) + 2p} \geq \frac{np}{(2 + \varepsilon)p} = \frac{n}{2 + \varepsilon},$$

and so the lower bound of the theorem follows as well.

7 Summary and Future Research

We present a new and quite natural framework to evaluate the fairness of scheduling decisions in a class of repetitive scheduling problems, extending earlier work we presented in [21]. Our framework fits a set of problems involving $n$ clients, each of which assigns a single job in each of a set of $q$ independent periods (e.g., days). The objective is to provide a set of $q$ schedules, one for each period, such that the poorest quality of service (QoS) received by any client is minimized. The QoS for clients may have different interpretations, and is calculated separately for each client with respect to its own jobs.
We focused on three basic single machine repetitive scheduling problems, $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$, $1 \mid \text{rep} \mid \max_j \sum_i W_{i,j}$, and $1 \mid \text{rep} \mid \max_j \sum_i L_{i,j}$. While our results summarized in Table 1 provide a good picture of the computational complexity of these problems, there are still some open questions remaining:

- What is the computational complexity of $1 \mid \text{rep} \mid \max_j \sum_i C_{i,j}$ for $q = 3$? What is the complexity of $1 \mid \text{rep} \mid \max_j \sum_i W_{i,j}$ for $q \in \{2, 3\}$?
- Do any of the three problems admit a polynomial algorithm when all processing times are encoded in unary and $q = O(1)$?
- Do any of the three problems admit an FPT algorithm parameterized by $n$ when all processing times are encoded in unary?
- Does $1 \mid \text{rep} \mid \max_j \sum_i L_{i,j}$ admit an FPT algorithm for the combination of $q$ and $K$ as a parameter?

Of course, a more interesting and fruitful research direction would be to find further applications of repetitive scheduling problems to be considered. Natural directions include, but are not limited to:

- Considering other machine models such as $m$ machines in parallel, or flow-shop environments.
- Exploring other objective functions such as total tardiness $\sum_{i,j} T_{i,j} = \sum_{i,j} \max\{0, L_{i,j}\}$.
- Studying additional job constraints such as precedence constraints or release times.
- Designing approximation algorithms that approximate the minimum possible fairness threshold.

To conclude, we believe that our framework provides a fertile field for future research on fairness in repetitive scheduling. We hope that our paper, at the very least, will spark further discussion and research into fairness within the scheduling community, and perhaps will be a first step into understanding this topic.
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