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Abstract—This short technical report describes the approach submitted to the Clinical BCI Challenge-WCCI2020. This submission aims to classify motor imagery task from EEG signals and relies on Riemannian Geometry, with a twist. Instead of using the classical covariance matrices, we also rely on measures of functional connectivity. Our approach ranked 1st on the task of the competition.

Index Terms—Riemannian geometry, functional connectivity, ensemble learning, BCI

I. INTRODUCTION

Using a brain-computer interface (BCI) is a learned skill that requires time to reach high performance [1]. Despite its clinical applications [2], [3], one of the main drawbacks is the high inter-subject variability that could be noticed for performance. This is sometimes referred in the literature as the "BCI inefficiency" phenomenon [4], [5] and affects its usability. Among the approaches adopted to tackle this issue are the search for neuromarkers, that potentially capture better the neurophysiological mechanisms underlying the BCI performance [6], [7], and the optimization of classification pipelines [8], that could be robust enough to be applied to any subject.

In this work, we proposed an original approach that combines functional connectivity estimators, Riemannian geometry and ensemble learning to ensure a robust classification. This article not only describes the proposed approach but also presents the methodology and the results that were conducted for our submission.

II. RIEMANNIAN GEOMETRY

As pointed out in [8], the use of Riemannian geometry for Motor Imagery BCI is one of the breakthroughs of the last 10 years of research in BCI and is now the golden standard.

The approach consists in extracting Symmetric Positive Definite (SPD) matrices that are symmetric matrices with strictly positive eigenvalues, usually the covariance matrices among sensors, for each epoch and then in considering this space as a curved (i.e. Riemannian) space. As illustrated in Fig. 1 for $2 \times 2$ matrices, the space of SPD matrices could be considered as a Euclidean space (as a subspace of the Symmetric matrices) but several drawbacks occur (e.g. swelling effect - see [9]). Those drawbacks are leveraged when the Riemannian geometry is used and the distance between two SPD matrices $A$ and $B$ is expressed as :

$$\delta_R(A, B) = || \log \left( A^{-\frac{1}{2}} B A^{-\frac{1}{2}} \right) ||_F$$

with $\log(\cdot)$ the matrix logarithm and $||_F$ the Frobenius norm.

However, in practice, we will favor another Riemannian geometry with similar properties but being faster to compute\(^1\), the LogEuclidean distance :

$$\delta_{LE}(A, B) = || \log (A) - \log (B) ||_F$$

In both geometries, the Kârcher average of a set of matrices $\{X_1, \cdots, X_n\}$ is defined as :

$$\min_X \sum_{i=1}^{n} \delta^2(X_i, X)$$

\(^1\)The relationship between those geometries is developed in [10].
A closed-form solution exists for $\delta_{LE}$ (but not for $\delta_{R}$)

$$
\bar{X}_{LE} = \exp \left( \frac{1}{n} \sum_{i=1}^{n} \log (X_i) \right)
$$

A simple, yet efficient classifier for SPD matrices consists
in computing the K"{a}rcher average of each class and then in
predicting for a given test sample the class which average is
the closest (using $\overline{\delta}$).

The interested reader can refer to [9], [11] for more details.

III. FUNCTIONAL CONNECTIVITY

Functional connectivity (FC), which consists of assessing
the interaction between different brain areas [12], [13], can be
a valuable tool to provide alternative features to discriminate subjects’ mental states [14] and to study neural mechanisms
underlying BCI learning [15].

Here, as an exploratory study, we considered complementary undirected FC estimators to assess which of them,
associated to Riemannian geometry, could best classify the data. For a given FC estimator, we took into account a time window of [3, 7.5 s] and we averaged the FC values within the alpha-beta band [8, 30 Hz]. Computations were made using the Brainstorm toolbox [16]. In the following subsections, we defined the metrics computed between two given signals referred as $s_1(t)$ and $s_2(t)$ between two EEG sensors. An illustrative example is presented in Fig. 2.

A. Spectral estimation

We computed two spectral estimators: the coherence (Coh) and the Imaginary coherence (ICoh). Coh and ICoh are both computed from the coherency, defined as the normalized cross-spectral density obtained from two given signals. More specifically, they are obtained as follows:

$$
Coh_{12}(f) = \frac{|S_{12}(f)|^2}{S_{11}(f).S_{22}(f)}
$$

$$
ICoh_{12}(f) = \frac{3S_{12}(f)}{\sqrt{S_{11}(f).S_{22}(f)}}
$$

with $S_{12}(f)$ the cross-spectral density and $S_{11}(f)$ the auto-
spectral density.

The advantage of ICoh is its reduced sensitivity to signal
leakage and volume conduction effects [17], [18].

B. Phase estimation

As a phase estimator method, we worked with the Phase Locking Value (PLV), which assesses phase synchrony be-
tween two signals in a specific frequency band [19]–[21]. More specifically, it corresponds to the absolute value of the mean phase between $s_1$ and $s_2$, defined as follows:

$$
PLV = |e^{i\Delta\phi(t)}|
$$
where \( \Delta \phi(t) = \arg\left( \frac{z_1(t)z_2(t)}{|z_1(t)|^2|z_2(t)|^2} \right) \)
\( \Delta \phi(t) \) represents the associated relative phase computed between signals and \( z(t) = s(t) + i.h(s(t)) \) the analytic signal obtained by applying the Hilbert transform on the signal \( s(t) \).

C. Amplitude coupling method

We computed the Amplitude Envelope Correlation (AEC) [18], [22], [23] which relies on the linear correlations of the envelopes of the band-pass filtered signals obtained from Hilbert transform.

For the sake of completeness, we report the results of both AEC and ICoh, although those features were not used in the final submission. The generated matrices were not SPD and we had to pre-process them heavily in order to be able to apply the Riemannian geometry. This may explain the poor results of those features in our setup.

IV. PROPOSED APPROACH : RIGOLETTO

The novelty of our approach consists of combining Riemannian classifiers trained on SPD matrices coming from both measures of FC and covariance estimation.

A. Task 1 : within-subject classification

To estimate FC features, we used the computation detailed in the previous section implemented in Brainstorm software [16], and the sample covariance estimator of Matlab. The covariance estimators often include regularization using shrinkage approach to avoid ill-conditioned matrices. For FC, no shrinkage estimators had been defined yet. Thus, we used a simple algorithm to project FC matrices on the manifold of PSD matrices [24].
computing score on the left-out subject. The Fig. 6 shows the Kappa score estimated when trained on a given source subject and making prediction for a given target subject.

C. Aftermath

There were 14 submissions to the competition from 12 different institutions around the world across 9 different countries spread across 3 continents. At the end of the competition, our submission ranked as described in Table IV-C.

We mainly focused on task 1 and our approach got the first position on this task with a substantial margin, the following teams having respectively kappa scores of 0.49 and 0.47 and accuracies of 74.69% and 73.75%. The kappa score obtained on validation is close to 0.68, the value obtained on training data with a 5-fold cross-validation, indicated in the Kappa CV column.

On the second task, we submitted a very simple approach and it seemed to have performed worse than random. This could mean that our approached matched patients having opposite patterns, hence leading to this result. Despite this inversion of class prediction, the absolute value of kappa obtained on the validation set is close to the one obtained on the training data (and the inverse classifier would have reached 75% accuracy). This very curious phenomenon will be investigated in the near future. The proposed approach could be refined by matching the means of each class (for known subjects) to a k-means (with $k = 2$ and using Kärcher means) or adding weights for each subject in the spirit of [40].

Rank aggregation has been the focus of many researchers in the field of computational social choice. The competition organizers choose to make the overall ranking using a weighted sum of the kappa value of the two tasks (the weight for a given competitor on a task being $(15 - r)$ with its rank $r$). However, this rank aggregation technique is quite peculiar and unknown in the literature of computational social choice (where Kemeny optimal aggregation would be the classical way to go). First, the ranking is not really performed according to a weighted sum of the performances (as the weights are specific to each user) and it uses the ranking as weights (then, comparing two candidates could depend on the performance of a third one). Moreover, the rank aggregation method has been selected by the organizers a posteriori and knowing it, perhaps some competitors would have changed the focus of their submission.

Note that in our case, the voters would be the tasks and the candidates would be the submissions.

Note that we do not dispute our overall rank -as our approach performed quite differently on each task- but we would rather take this opportunity to discuss the ranking process for the sake of good order, this discussion being meant as a feedback competitions’ organizers.

For more details, the reader can access to the website of the competition: https://sites.google.com/view/bci-comp-wcci/
For a full description of our pipeline and the requirements to use it, the reader can refer to the RIGOLETTO GitHub repository on https://github.com/sylvchev/wcci-rgcon.

As previously explained, our main objective was to optimize the classification accuracy in the within-subject category. Using FC estimators associated with an ensemble classifier gives the possibility to take into account the users’ specificity.

After participating to the competition, we elicited different approaches to improve our method depending on the adopted perspective: theory behind RG, features extraction and transfer learning. In the first case, further investigation should be done regarding the follow-up to the MDM [41] and the dimensionality reduction [42] (for other higher dimensionality datasets). Regarding the feature extraction, we plan to improve in particular the selection of the frequency band of interest [43]. Another promising lead would be to extract for each epoch several PSD matrices, each on a different frequency band, and to consider this set as a trajectory on the manifold, in the spirit of [44]. Other items, such as the agreement and variability among covariance and connectivity and the nonstationarity of connectivity features [45] will be considered. Finally, we plan to study the impact of the centering operation on transfer learning tasks [46].

Participating to the WCCI-Clinical BCI Competition has been the occasion to propose a novel approach and to start bridging the gap between Riemannian geometry and connectivity features. This resulted in a very practical algorithm and it brought promising results as well as intriguing failures. Nevertheless, it motivates the need to study more in depth the connectivity features under the lens of the Riemannian geometry. For instance, Fig. 2 showed that covariance and connectivity features seems to produce similar average patterns but this raises as well the question of their individual variability. We plan to study those questions in the next future.

V. AUTHORS CONTRIBUTIONS

Camille Noüs is a collective individual and contributed to the collegial construction of the standards of science, by developing the methodological framework, the state-of-the-art, and by ensuring post-publication follow-up. This coauthorship symbolizes the collaborative nature of this work. All the authors contributed equally to this work, taking advantage of their complementary skills. MCC was in charge

For more information, see https://www.cogitamus.fr/camilleen.html
of the data exploration and of the features extraction from functional connectivity. FY and SC were in charge of applying Riemannian geometry from FC estimators and designing the classification pipeline. All the authors wrote, revised and approved the submission. Finally, MCC was chosen as a team leader and managed the submission of our approach and the communication with the organizers.

VI. ENVIRONMENTAL IMPACT

The approach taken in this submission does not require lengthy computation on GPU clusters or HPC, in order to reduce its environmental impact. This submission generated the equivalent of 62 gCO$_2$, that is comparable to watching the whole “Lord of the Ring” trilogy on an HD streaming service.

Training and experimenting with the models involved the equivalent of 6h of full load CPU computation. They were executed on a desktop computer with a 600W PSU that consumes 0.4 kWh during computation, measured with a wattmeter, and operated in France where the carbon footprint is 4.56 gCO$_2$/kWh [47]. The whole computation generated the equivalent of 10.94 gCO$_2$.

The team members relied mainly on Slack, git and overleaf to communicate. As there is no direct estimation of the footprint of these services, we use the email scenario of The Shift Project report [48] as a surrogate. The digital action of sending an email is characterized by the 5 minutes use of a terminal plus 1 MB of transmitted data; it generates 0.3 gCO$_2$ according to The Shift Project. We evaluate that our submission required the equivalent of 170 mails following this scenario. The estimated footprint is thus 51 gCO$_2$.

This submission generated the equivalent of 62 gCO$_2$. The Shift Project made a contested estimation for the environmental impact of watching a video in HD on a streaming service [49]. While this is still debated, the cost is estimated to be circa 1 gCO$_2$ for 10 minutes of HD video. Our submission is thus somewhere between watching the theater-released version or the extended version of the Lord of the Ring trilogy on streaming.
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