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Abstract: The ICT scene is dominated by short-range intra-datacenter interconnects and networking, requiring high speed and stable operations at high temperatures. GaAs/AlGaAs vertical-cavity surface-emitting lasers (VCSELs) emitting at 850–980 nm have arisen as the main actors in this framework. Starting from our in-house 3D fully comprehensive VCSEL solver VENUS, in this work we present the possibility of downscaling the dimensionality of the simulation, ending up with a multiphysics 1D solver (D1ANA), which is shown to be capable of reproducing the experimental data very well. D1ANA is then extensively applied to optimize high-temperature operation, by modifying cavity detuning and distributed Bragg’s reflector lengths.
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1. Introduction

Since their introduction into the laser market, vertical-cavity surface-emitting lasers (VCSELs) are having increasing success, thanks to low production costs, array-oriented manufacturability, great efficiency (and therefore low power consumption), and temperature stability. Nowadays, VCSELs are widely included in several applications [1–4], ranging from laser mice to spectroscopy. For example, VCSELs can be used as single-mode sources for activating Cs and Rb in atomic clocks, needed for GPS. Other interesting applications involve VCSELs for 3D gesture and face recognition or for automotive purposes, such as LiDAR (Laser Imaging Detection and Ranging) for autonomous driving [5]. In particular, VCSELs are already the dominant optical sources for optical links in datacenters and high-performance computers [6–9].

In this context, 850–980 nm VCSELs appear as key technology enablers for intra-datacenter links within 1 km. From this viewpoint, our research group developed the in-house three-dimensional solver VENUS (Vcsel Electro-optho-thermal NUmerical Simulator), which is able to simulate in a self-consistent fashion the electrical, optical, and thermal problems at steady state [10,11]. In [11] we performed a parameter calibration that allowed us to achieve very good agreement between numerical and experimental results of all the observable macroscopic relevant quantities, such as current–voltage (I-V) and light–current (L-I) characteristics and optical modal features (wavelength red-shift and side-mode suppression ratio). The main goal was to extend the agreement from room temperature to higher temperatures, up to 110 °C, which is of the highest importance in applications like miniaturized atomic Cs-clocks [12,13] or datacenters [2,14]. As a matter of fact, many hyperscale datacenter operators need to adopt high-speed connections to handle data traffic in environments reaching temperatures of 85 °C [15].
A quantitative description of VCSEL operation requires multiscale and multiphysics solvers, which are able to deal self-consistently with optical, electric, and thermal problems [16–23]. The computational burden entailed by such 3D solvers considerably limits their application in large optimization campaigns, which are of the maximum interest. In view of such a task, in this paper we investigate the possibility of applying a reduced dimensionality multiphysics approach to study the entangled opto-electro-thermal VCSEL operation. Namely, to test how a one-dimensional version of VENUS performs, as shown schematically in Figure 1.

Figure 1. Schematics of 3D structure investigated in VENUS and 1D structure simulated in D1ANA, where only a longitudinal direction $z$ problem is solved.

To this end, we have extended our in-house 1D quantum-corrected drift-diffusion code D1ANA (Drift-diffusion 1-d ANAlysis) [24], by coupling it to the optical and thermal solvers [10]. Therefore, all the subproblems governing the VCSEL operation have been reduced to 1D problems in the longitudinal direction, which is the main direction of the current flow, of the heat flow, and of the photon emission. In this scenario, D1ANA could be thought as an intermediate model between fully phenomenological rate equations [25] and entirely physics-based 3D descriptions [10,26,27], efficient enough to be applied to preliminary extended parametric campaigns and/or in optimization loops.

In Section 2 we describe the steps needed to switch from a 3D to a 1D framework, the level of agreement one might expect and, at the end, if dimensionality downscaling is advisable.

After a positive outcome, in Section 3, we apply our calibrated D1ANA to the optimization of an actual device investigated in [11], with a special focus on high-temperature operation.

2. 3D-1D Model Alignment

The scope of this section is to investigate which parameters must be trimmed and how good are the results of the three subproblems into which VCSEL investigation can be split: thermal, electrical, optical.

We recall here the main features of the device under investigation [11]. It is a 30 nm oxide-confined GaAs/AlGaAs VCSEL (see Figure 1), operating at 850 nm, based on a 1$\lambda$-cavity that embeds three 8 nm GaAs quantum wells (QWs). The optical cavity is sandwiched between 21 pairs of the $p$-DBR (distributed Bragg reflector) outcoupling mirror and a 36-pair bottom $n$-DBR. Both mirrors are composition [28] and doping graded, to improve the electrical conduction and minimize absorption losses [29]. The oxide layer has an aperture diameter of 4.7 $\mu$m, which provides both current and optical confinements. The structure lies on a 110 $\mu$m thick $n$-type GaAs substrate. The top contact consists of
a metal ring (inner radius 6 µm) deposited on the topmost GaAs layer, where an ohmic contact is realized with a heavily p-doped GaAs layer, which is afterwards etched by 60 nm after the contact ring is defined.

As shown in Figure 1, DIANA is applied to a vertical cut taken at the axis center of the axisymmetric 3D structure. The DBRs are described including all the doping and compositional details only in the proximity of the active region (4 pairs at each side), while an electrically equivalent medium is adopted elsewhere [24,26]. In 1D, the position of the top contact is by definition at the outcoupling optical section for the electrical problem, but it is instead eliminated in the 1D optical problem.

Our purpose is to discuss a set of parameters that should be tuned to mimic the lateral transport effects that are obviously neglected in a longitudinal solver.

DIANA is based on the same quantum-corrected drift-diffusion model presented in [10,11,30–32], thus it solves in a self-consistent fashion the Poisson’s equation with the carrier continuity equations. Fermi–Dirac statistics are used to describe electron and hole densities [33–35], together with the incomplete ionization model of the dopants [36,37]. QWs are modeled by adopting quantum corrections via 2D populations coupled to bulk ones through a capture time [35,38–42]. Optical simulations are based on our in-house 1D electromagnetic simulator (Vcsel ELectroMagnetic) VELM [43–45]. The extracted optical data, such as modal losses, optical confinement factor, and output power coupling coefficient, allow us to describe the carrier–photon coupling. The gain model is based on Fermi’s golden rule, where the electronic band structure is described with the Luttinger–Kohn Hamiltonian [46]. The steady-state thermal solver is based on a 1D finite element method (FEM) approach, which treats the nonlinear heat diffusion coefficients with an iterative approach [11].

2.1. Thermal Problem

Heat is the main performance killer in VCSELs, the responsibility of power roll-over and of degradation at high ambient temperatures [21,47–51]. This can be grasped in Figure 2, where we mimic the effects of a pulsed operation regime by varying the duty cycle of the injected current. The heating not only shifts and quenches the optical gain spectrum (see Figure 3), but it also impacts on the current leakage, as shown in Figure 2b. As discussed in [10,11], while optical and electrical domains can be much reduced compared to actual device size (typically 150–250 µm lateral size and 100–300 µm height), the solution of the steady-state heat equation

\[ \nabla \cdot (\kappa \nabla T) = -Q_{\text{tot}} \]  

must include the full actual domain. In Equation (1), \( \kappa \) is the spatially-varying thermal conductivity and \( Q_{\text{tot}} \) is the sum of all the heat sources, which include Joule heating, free-carrier absorption, non-radiative recombinations, and QW capture heating.
Figure 2. Effect of the heating in VCSEL operation (CW—continuous wave; DC—duty cycle) at 20 °C. The impact of reduced internal heating is parametrically investigated for the output power (a) and leakage current (b) on our test device.

Figure 3. Gain spectra at different ambient temperatures, with electron and hole sheet densities set at $4 \times 10^{12}$ cm$^{-2}$. The concept of cavity detuning is sketched at the top of the figure. $\lambda_{\text{nom}}$ refers to actual VCSEL design ($\Delta \lambda = 3$ nm), $\lambda_{\text{opt}}$ to larger detuning values.

Therefore, to stretch the actual thermal problem to a 1D longitudinal equation is the most challenging and demanding task in our investigation. To help the discussion, in Figure 4a we show the actual 3D thermal profile from VENUS. The heat sources (apart from Joule heating, which is not dominating) are focused in the MQW (multi-quantum well) region, i.e., a tiny part of the whole device, about 50 nm in longitudinal direction and 4 µm in the radial direction, accounting for carrier lateral diffusion compared to the 2.35 µm oxide aperture radius.
Figure 4. Temperature features of the reference device, at $T_{\text{amb}} = 20$ °C and injected current of 10 mA, corresponding to the maximum optical power of about 3.3 mW. (a) Temperature map on the "electrical domain", set as half of the thermal one. In the inset: a zoom of the VCSEL region (DBRs + cavity), with contour lines at 5 °C steps and arrows indicating heat flow. (b) Temperature profiles cut at different radii (solid lines) and oxide aperture averaged temperature profile (black dotted line). The inset shows the radial temperature variation in the central QW.

This has to be compared with the 12 times larger transverse size, which, in terms of area, means a factor of 144. This could be interpreted as a heat source filling factor of the thermal transverse domain. In a 1D perspective, Equation (1) loses azimuthal and radial dependence (shown as an inset of Figure 4b), and retains just the longitudinal variable $z$; the gradient operator reduces to a derivative along $z$.

Due to the much focused heat source, the temperature radial decay is strong at the MQW section, as shown by the different longitudinal cuts in Figure 4b (solid lines) and also by the black arrows in the inset of Figure 4a, representing the heat flow. Therefore we must carefully investigate and discuss how to treat such a major difference. As stated, the optical and electrical environments are mainly developing at the structure axis. The oxide aperture serves as both current and optical confinement. Therefore, carriers also nearly follow the oxide aperture size, allowing of course for some lateral spreading due to diffusion. Tightly connected to carriers is the gain profile, which is therefore also defined by the oxide aperture. The interaction with the optical gain of the guided modes and, in particular, of the fundamental mode (which is crucial, as most of the relevant sensing and datacom applications are aiming at single-mode operation) also completely occurs within the oxide aperture. Therefore, the temperature values relevant in VCSEL operation are those close to the axial region and we decided to make a surface average of the transverse temperature profile over the oxide area, which is shown in Figure 4b by the dashed black line.

In Figure 5, such average is reported for two currents, together with the achieved 1D fits. This was obtained by rescaling the temperature diffusion coefficients (corresponding to substrate and VCSEL) by factors that are related to the transverse filling factor of the heat source compared to the thermal domain.
Figure 5. Dashed lines: oxide aperture averaged 3D temperature longitudinal cuts at 4 and 10 mA. Continuous lines: 1D approximation by rescaling the thermal conductivities by a factor of 115 for the substrate and 2.5 in the VCSEL region (DBRs + cavity). The original values [11] are 0.46 W/mK (substrate) and 0.15 W/m K (DBRs and cavity).

In 1D this factor is 1 by definition, while in the actual case, it is in the order of hundreds. Therefore, we searched for equivalent 1D thermal conductivities that provided the best fit between the previously defined radial average of the 3D map and 1D longitudinal profiles. The much higher value achieved for the thermal conductivity of the substrate (a factor of 115) accounts for the very small filling factor discussed above. In addition, the thermal conductivity varies radially, especially in the mesa region where the filling factor is smaller (the passivation area almost does not contribute to heat conduction). This results in a much lower scaling factor of 2.5 in the VCSEL region. The 1D and 3D results fit nicely, especially in the most important section, the active region, and the major deviations are observed in the transition region between the substrate and the mesa. In that region, 3D effects make the transition smoother than in the 1D simulation, where a sharp slope change is observed. This is a consequence of the very large discontinuity in the values of thermal conductivities of the two thermal domains in the 1D limit. In any case, we verified that this difference does not appreciably affect optical and electrical characteristics.

2.2. Optical Problem

The only macroscopic observable quantity linked to temperature, although indirectly, is the emission wavelength [52], which varies during operation due to the temperature dependence of the semiconductor refractive index [53]. It can be linearized as follows:

\[ n(T) = n(T = 300 \text{ K}) + \frac{dn}{dT} \cdot (T - 300 \text{ K}) \]  

Such a change in refractive index modifies the resonance frequency of the optical resonator, as shown by Figure 6.
Together with the free carrier absorption, the temperature-dependent refractive index longitudinal profile causes the most important variation in the optical features during operation. In fact, the wavelength position determines the spectral position where the gain must be evaluated. Therefore, as shown in Figure 6, we have also carefully calibrated this parameter, so as to have a best fit with the experimental results. This requirement is easily explained by highlighting that the thermal profiles we are using are averages across the inner area (see Figure 4); however, the actual profile at the center, where the fundamental mode is also peaked, is higher, resulting in a stronger effect on the wavelength. Therefore, the lower temperature must be compensated by a larger coefficient to match the experimental results.

2.3. Electrical Problem

In this section we compare the electrical performance of the 1D model with the experimental results. In Figure 7, we vary the mobility \[ f \mu \] by a constant factor \( f_\mu \). One can see that the relevant transverse effects discussed in our previous works [34] prevent, in this case, an agreement as good as with the previous quantities. Keeping the same VENUS mobility \( f_\mu = 1 \) results in resistivity that is too high. By increasing \( f_\mu \), we get the same current as in the experimental results just for a certain voltage. Moreover, above the optical threshold, the differential resistance stays almost constant, as shown in Figure 7b, and it does not decrease as in the experimental results and in VENUS. To reproduce this behavior we suggest an operation-dependent \( f_\mu \). The green line in Figure 7 shows the result of a linear variation on temperature of the kind:

\[
f_\mu(T) = 1.2 + 3.5 \times 10^{-2} \cdot (T - 300 \, \text{K})
\]  \hspace{1cm} (3)

This dependence quite satisfactorily fits the experimental data up to 10 mA, which is the range of interest in this work.
2.4. Optical Power

A very important difference between the 1D and the 3D model is the lack of absolute current and optical power values; in fact, a 1D model delivers only densities per unit area. The best way to find absolute values is to introduce an effective area [55], here assumed equal for optical power and current, to fit the L-I experimental curve. Using the oxide aperture as a reference area, in Figure 8 we show the effect of different size factors. A factor of 4 on the area (a factor of 2 in the radius) provides the best fit on both threshold (and also roll-over) current and maximum optical power.

For the electrical problem, this is best explained by current spreading and carrier diffusion [54,56]. For the optical problem, the larger area accounts for the larger transmission of a 3D mode compared to a 1D simulation (plane waves). In fact, as is well known, 3D optical threshold gain is always larger than in a 1D simulation.

Figure 8. Experimental light-current (L-I) characteristics ($T_{\text{amb}} = 20^\circ\text{C}$) compared with the 1D model, with different size factors (SF). The inset shows the threshold behavior.
2.5. Optical Performance at High Ambient Temperatures

In view of improving performance at high ambient temperatures, we must take the last step of testing our calibrated D1ANA model in those operating conditions. This is performed in Figure 9, for three experimental ambient temperatures. It appears that a constant $\beta_T$ of 1.2 [11], which is excellent at room temperature, results in a temperature rise that is a little too high at higher ambient temperatures. We recall that this parameter rules the decrease of thermal conductivity with temperature, representing a nonlinear effect in the heat equation [57]:

$$\kappa = \kappa_{300\,\text{K}} \cdot \left( \frac{T}{300\,\text{K}} \right)^{-\beta_T}$$ (4)

Therefore, we varied $\beta_T$ so as to achieve a good fit between experimental and computed L-I at $T_{\text{amb}} = 80\,\text{°C}$. A good match is obtained for $\beta_T = 0.55$. For intermediate temperature values, we interpolate linearly, obtaining:

$$\beta_T = 1.2 - 0.011 \cdot (T - 293\,\text{K})$$ (5)

2.6. Parameter Alignment Summary

We have achieved good agreement for the L-I performance over a large ambient temperature range between our calibrated D1ANA suite and experimental results, as Figure 9 shows. This fitting procedure must be undertaken for every target device, and its steps are the ones discussed before. In summary, 5 parameters must be determined:

1. Rescaling of the thermal conductivities;
2. Rescaling of $dn/dT$;
3. Rescaling of carrier mobility;
4. Finding an effective size;
5. Making $\beta_T$ temperature-dependent.

Once these parameters are found, D1ANA can be extensively applied at a much lower computational cost compared to VENUS. However, after this foundation work, the identification of the calibration parameter will be much faster.

3. Examples of Application

We applied the calibrated D1ANA suite to investigate the cavity detuning ($\Delta \lambda$) of this sample, in view of optimizing high-temperature operation, which is of crucial importance.
for VCSELs working in datacenters. The cavity detuning is defined as the wavelength difference between the maximum of the gain spectrum and the emission wavelength, as sketched in Figure 3.

This is a very important parameter for optimized operation, because the gain spectrum red-shifts much faster than the emission wavelength [58], by about a factor of four. For example, if one looks at Figure 6, the wavelength shifts by 4 nm for about a 60 K temperature increase inside the VCSEL. At the same increase, there corresponds a shift of the gain spectrum by 15 nm (blue and yellow gain spectra in Figure 3).

Figure 10a shows that the measured device is optimized for room-temperature operation, with a cavity detuning of +3 nm. At 80 °C (Figure 10b) an 18 nm cavity detuning appears to be beneficial, since it would increase the maximum optical output power by 1 mW (from 1.5 to 2.5 mW), by almost leaving the threshold current unchanged. This can be understood from Figure 3, by comparing the different interactions between the optical line with the gain spectrum in the two cases of the nominal design (\( \lambda_{\text{nom}} \) in Figure 3), and of the optimized one (\( \lambda_{\text{opt}} \)). A higher detuning would only increase the threshold current, leaving the maximum power about the same.

Another detail that strongly impacts on the output power and threshold current is the DBR radiation loss. The top-DBR radiation losses are “useful losses”, i.e., the optical output power (instead, the radiation in the substrate is lost). However, one must not think that the stronger the bottom-DBR reflection, the better. In fact, DBRs also induce absorption losses and, in addition, the bottom DBR is the main barrier for heat toward the heat-sink. This is due to the worse thermal conductivity to the ternary (AlGaAs) DBRs compared to the binary GaAs substrate, by a factor of 3.

In Figure 11, we study the effect of modifying the DBRs at the two ambient temperatures of 20 and 80 °C. At room-temperature (Figure 11a), we find an improvement by reducing the number of output pairs to 4. At this value, we achieve 5.5 mW of maximum optical power, instead of the 3.3 mW of the nominal VCSEL. This occurs at 10 mA, the same current for which the experimental maximum power is detected at room temperature. From our simulations, a further reduction of the output DBR pairs causes an increase in the threshold current and the consequent higher heating in the device deteriorates the performance (violet curves), also in terms of maximum output power, which is reached at a lower current (8 mA). On the same plots, with dashed lines, we also report the case of a thinner bottom DBR, by 5 pairs, which corresponds to a VCSEL that is about 650 nm shorter. The results are fully in line with our previous comments. The thinner bottom DBR slightly increases the optical losses, and therefore the threshold slightly increases, and L-I
curves are shifted to the right compared to the thicker mirror. However, the better thermal performance results in a later thermal rollover, allowing a marginal improvement of the maximum output power.

As shown in Figure 3, at high temperature the available gain more than halves, moving from 300 to 390 K at the same carrier density level, due to the larger broadening of the Fermi distributions. This is the main reason that eventually prevents VCSEL operation at a certain temperature. The lower gain must be compensated by a higher current density, which, in turn, is responsible for stronger recombinations. These are converted into heat, in a positive feedback loop that soon prevents lasing. Nonetheless, at 80 °C, with a careful cavity detuning of $\Delta \lambda = +18$ nm (Figure 10b) and DBR optimization, we can nearly double the maximum output power, from 1.5 to 3 mW, at a current of 10 mA (Figure 11b). This is the same value that provides the maximum output power at room-temperature. The early rollover of the actual device at a higher temperature is due to its incorrect cavity detuning.

4. Conclusions and Outlook

In this paper, starting from good comparisons between experimental and simulation results, we have discussed the steps needed to dimensionally downscale our multiphysics 3D-suite VENUS. By identifying some crucial parameters and fitting them to the experimental results, we arrived at the calibrated DIANA suite, which was shown to reproduce well the most interesting VCSEL features: I-V and L-I characteristics. In particular, the computed L-Is reproduce the experiments very well, in the ambient temperature range of 20–80 °C, which covers the majority of possible applications.

As a result of dimensionality downscaling, DIANA simulates VCSEL operation in about 80 s on an ordinary laptop (Intel Core i7-8550U, 1.80 GHz, Santa Clara, CA, USA), which is 35 times faster compared to VENUS, applying the same control parameters (voltage grid and convergence criteria for the Newton solver). Taking advantage of such an improved computational efficiency, we applied DIANA to optimize the investigated device for high-temperature operation.

The calibrated DIANA is a good compromise between a full multiphysics approach and the commonly used phenomenological models based on rate equations. Of course, we lose the optical transverse features. However, the much faster code is meant for a first rough identification of the parameter space to achieved given specs. Once that is identified by DIANA, then VENUS can be applied for the last and finest details, among which are
the modal features. Above all, these include the side-mode suppression ratio, in the case of typically desired single-mode operation.

We foresee other interesting applications of the calibrated D1ANA. For example, it could be used to test new injection schemes for next generation VCSELs; in particular, to switch from oxide-confined VCSELs to buried tunnel junction 850 nm devices [59]. A second potential purpose is its use to perform fast Monte-Carlo investigations of critical parameters, like cavity length, doping levels, and etching of the topmost GaAs contact layer. In fact, this requires a multispace parameter analysis that is not conceivable with VENUS. A third purpose is to extend D1ANA in the time domain, i.e., not looking for its stationary solution, but solving the dynamical system of equations. This would provide a new perspective from which to explore, for example, complex modulation schemes such as PAM4 (Pulse-amplitude modulation) or more complex ones, based on a nearly faithful multiphysics approach, which is unpractical with today’s computer power, using a 3D framework.
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