Charge transfer satellites in x-ray spectra of transition metal oxides
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Strongly correlated materials such as transition metal oxides (TMOs) often exhibit large satellites in their x-ray photoemission (XPS) and x-ray absorption spectra (XAS). These satellites arise from localized charge-transfer (CT) excitations that accompany the sudden creation of a core hole. Here we use a two-step approach to treat such excitations in a localized system embedded in a condensed system and coupled to a photoelectron. The total XAS is then given by a convolution of a spectral function representing the localized excitations and the XAS of the extended system. The local system is modeled roughly in terms of a simple three-level model, leading to a double-pole approximation for the spectral function that represents dynamically weighted contributions from the dominant neutral and charge-transfer excitations. This method is implemented using a resolvent approach, with potentials, radial wave-functions and matrix elements from the real-space Green’s function code feff, and parameters fitted to XPS experiments. Representative calculations for several TMOs are found to be in reasonable agreement with experiment.
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I. INTRODUCTION

Shake-up excitations in x-ray absorption (XAS) and x-ray photoemission spectra (XPS) have long been of interest.1–3 These excitations are generated by the intrinsic response of a system to a suddenly created core hole, and are reflected in satellite peaks in the spectra. Examples in XAS range from edge-singularities in metals,4 to many-body amplitude factors in x-ray absorption fine structure.5 Recently such satellites have also been found to explain the extrinsic and intrinsic losses and interference effects in XPS experiments.6,7 However, these effects are relatively small in weakly-correlated materials, where the dominant excitations are plasmons. In those cases the satellite amplitudes are of order 10% of the main peak and become negligible near absorption thresholds in the adiabatic limit.8 Consequently, broadened single-particle theories with a core hole can be good approximations.9–12

In contrast, dramatic satellites comparable in strength to the main peak are typically observed in the spectra of correlated materials such as TMOs and high-temperature superconductors. These satellites are often attributed to localized charge-transfer (CT) excitations.13 In such cases the one-particle approximation fails dramatically in the near-edge region. Several approaches with various degrees of sophistication have been introduced to address this behavior. For example, the “charge-transfer multiplet approach” treats strong correlations locally, with solid-state effects modeled by crystal-field parameters.14 Configuration interaction techniques have also been applied to small clusters,15 but these methods are computationally intensive.

Our goal in this work is to develop a simple yet practical, semi-quantitative approach to model both local correlations and solid-state effects to explain these excitations. Our approach is based on a simplified two-step model with a localized system embedded in a solid, and coupled to a photoelectron. The approach incorporates both localized charge-transfer excitations and long-ranged plasmon excitations. In particular, our method combines the model of localized excitations introduced by Lee, Gunnarsson and Hedin (LGH),16 with the treatment of solid-state effects and other inelastic losses as in the real-space Green’s function approach used in the feff9 XAS code.9 As a justification for this separation we note that the localized and extended excitations are spatially and energetically decoupled. Our main result is an expression for the XAS of charge-transfer systems as a convolution of an effective spectral function $A_L(\omega, \omega')$ that contains the localized CT excitations, and an approximation for the XAS of extended systems $\tilde{\mu}(\omega)$ that builds in long-range, extrinsic inelastic losses

$$\mu(\omega) = \int d\omega' A_L(\omega, \omega') \tilde{\mu}(\omega - \omega') \equiv A_L * \tilde{\mu}. \quad (1)$$

As discussed by Kas et al.,17 $\tilde{\mu}(\omega)$ is related to the quasi-particle XAS by an analogous convolution $\tilde{\mu} = A_Q * \mu$. At low energies compared to the plasma frequency, plasmon satellites become negligible and $\tilde{\mu}(\omega) \approx \mu(\omega)$, i.e. the spectra calculated in the presence of a core hole. Within the simplest three-level model for the localized system, the CT spectral function $A_L$ has two energy-dependent peaks separated by a characteristic charge-transfer energy splitting $\delta E$ which is typically a few eV. Our result in Eq. (1) is similar to the formulation of Calandra et al.,18 where the spectral function is taken to be the XPS spectra $A_L(\omega, \omega') = \sigma(\omega - \omega')$. In contrast the present approach makes use of an explicit model for the localized system and also approximates dynamic effects, such as the crossover from the adiabatic to the sudden limit. We have applied this method systematically to a number of 3d TMOs, and obtain results in reasonable agreement with experiment and other calculations.18,19
II. THEORY

A. LOCAL MODEL

Our model for the localized system is adapted from the three-level tight-binding model of Lee, Gunnarsson and Hedin (referred to here as LGH),\textsuperscript{16} which is only briefly summarized here. For clarity we adopt similar notation and some key formulae are reproduced in the Appendix; we refer to original paper\textsuperscript{16} for additional details. The LGH model can be extended to a more realistic description, for example, using the Haydock recursion scheme applied to a tight-binding Hamiltonian, and keeping only the leading iterations. Nevertheless, the simplified LGH model captures the essential physics of the charge-transfer process. As illustrated in Fig. 1, the levels include a strongly localized $d$ level, a less localized ligand level $L$, and a deep core level $c$. Physically, this local model represents a system in which upon photoexcitation, a localized level $d$ is pulled below the ligand level $L$ due to the Coulomb interaction with the core hole. As a result, there is a finite probability that the electron originally in the $L$ state is transferred to the $d$ state. This process corresponds to the lowest energy main peak ("shake-down") in the photoemission process and strongly screens the core hole. There is also a finite probability that the electron will remain in level $L$, corresponding to the satellite peak and a less screened core hole. The effective spectral function is determined from the relative probabilities of these two processes.

The Hamiltonian of the full system is separated as

\[ H = H_0 + T + V + \Delta, \tag{2} \]

where $H_0$ is the Hamiltonian of the local system, $T$ is the kinetic energy of the photoelectron, $V$ is the Coulomb interaction between the photoelectron and the local system, and $\Delta$ is the coupling to the x-ray field. In detail

\[ H_0 = \sum_i \varepsilon_i n_i + \sum_i U_i n_i n_i + t (c_i^\dagger c_L + h c^*), \]

\[ V = \sum_{kk'} \sum_i n_i V_{kk'}^i - V_{kk'}^c, \]

\[ \Delta = \sum_k M_{kk} (c_k^\dagger c_L + h c). \tag{3} \]

Here $i = (d, L, c)$, $l = (d, L)$, $\varepsilon_d, \varepsilon_L, \text{ and } \varepsilon_c$ are, respectively, the bare energies of the $d$, $L$ and $c$ levels, $U_d$ and $U_L$ represent, respectively, the Coulomb interaction between the core hole and the $d$ and $L$ levels, and $t$ is a hopping matrix element, which we approximate by just one value, $k$ and $k'$ are wave vectors of continuum states. Implicit in this model is the constraint $n_d + n_L = 1$, so that $H_0$ can be simplified in terms of a single Hubbard-like parameter $U = U_d - U_L$. Similarly, $n_c = 0$ when the core hole is present and only the difference in the potentials $V_{sc}(r) = V_L(r) - V_d(r)$ is needed in Eq. (5) to represent the change in potential when the electron hops from the ligand level $L$ to the localized $d$ level. The scattering matrix elements $V_{kk'}$ are given by $(\langle \vec{k} | V_{sc}(r) | \vec{k}' \rangle$, and $U = \int d^3r \rho_c(r) V(r) \approx V(0)$, since the core charge $\rho_c$ is highly localized. Throughout this paper we will use Hartree atomic units $\varepsilon = h = m = 1$ unless otherwise specified.

The excited states of this local model $|\Psi_{sk}^f\rangle$, with $s = 1$ and 2, can be calculated exactly within a two-particle basis $|\psi_s\rangle|\psi_k\rangle$, using the resolvent approach of LGH

\[ |\Psi_{sk}^f\rangle = \left[ 1 + \frac{1}{E - H_0 - T - V - i\eta} V \right] |\psi_s\rangle|\psi_k\rangle, \tag{4} \]

where $|\psi_s\rangle$ correspond to the eigenstates of $H_0$ [see Eq. (A2)] with a full core-hole $n_c = 0$. Following LGH we also represent the local potential by

\[ V_{sc}(r) = \begin{cases} \frac{-V_{3d}(r) + \frac{1}{R_0}}{\varepsilon_0} & r < R_0 \\ 0 & r > R_0. \end{cases} \tag{5} \]

Here $V_{3d}(r)$ is the potential of the $d$ level calculated using 3d wave functions from FEFF9,\textsuperscript{9} and the $1/R_0$ term crudely represents the potential of the ligand charge shell. The constant $\varepsilon_0$ is chosen so that $U = -V_{sc}(0)$. Since $V_{3d}(0) \gg 1/R_0$, $\varepsilon_0 \approx V_{3d}(0)/U$. The parameters used in our sample calculations are given in Table I, with details on how they are obtained given in Sec. II B. The scattering potentials $V_{sc}(r)$ are shown in Fig. 2. These parameters are calculated using FEFF wave functions and values of $R_0$ from Table I which represent distances between absorber and ligand atoms. The scattering potential is set to zero beyond $R_0$. The matrix elements $V_{kk'}$ of the scattering potential are presented in Fig. 4 and compared with the analytic form discussed in LGH. Note that the numerical calculations are in good agreement with the analytical form except at low energies. The matrix elements $V_{kk'}$ for NiO and CoO are similar, due to the
TABLE I: Parameters used in the local model: $U$, $t$ and $\delta E$ for MnO, FeO, CoO, NiO and CuO are fit to XAS experiments (Ref. 18,19, see Sec. II B). $R_0$ is obtained by averaging the distance between absorber and ligand atoms; $\varepsilon_0$, $\delta E$, $\phi$ and $r_{00}$ were calculated using Eq. (A5), (A3) and (A7).

| Material | $U$ (eV) | $t$ (eV) | $R_0$ (a.u.) | $\varepsilon_0$ | $\delta E$ (eV) | $\phi$ = $\theta$ | $r_{00}$ |
|----------|---------|---------|-------------|--------------|---------------|--------------|---------|
| MnO      | 11.0    | 1.6     | 2.23        | 3.16         | 6.3           | 0.26         | 3.0     |
| FeO      | 9.7     | 1.9     | 2.14        | 3.83         | 6.1           | 0.33         | 1.7     |
| CoO      | 8.9     | 1.5     | 2.13        | 4.38         | 5.3           | 0.29         | 2.3     |
| NiO      | 10.6    | 2.1     | 2.08        | 3.65         | 6.8           | 0.34         | 1.5     |
| CuO      | 13.0    | 1.5     | 2.23        | 3.03         | 7.2           | 0.21         | 5.4     |

FIG. 2: Photoelectron scattering potentials $V_{sc}(r)$ see Eq. 5 for MnO, FeO, CoO, NiO and CuO

similarity of their scattering potentials $V_{sc}(r)$ (see Fig. 2). The radial transition matrix elements (see Fig. 3) are given by

$$M_{ck} \propto \sqrt{(\varepsilon_k - \varepsilon_c)} \int dr r^2 \psi_c(r) r u_{lk}(r), \quad (6)$$

where the radial wave functions $u_{lk}(r)$ are

$$u_{lk}(r) = \begin{cases} \tilde{u}_{lk}(r) & r < r_{mt} \\ \sqrt{2/L} \left[ h_l(kr) e^{i\delta_{lk}} + c.c. \right] & r > r_{mt}, \end{cases} \quad (7)$$

and are calculated from subroutines in FEFF9. Here, $\tilde{u}_{lk}(r)$ corresponds to the regular solution for angular momentum $l$ at the origin, matched to solutions beyond $r_{mt}$ in terms of spherical Hankel functions $h_l(kr)$, and $\delta_{lk}$ is the partial wave phase shift. Boundary conditions within a sphere of large radius $L = 40$ a.u. and an exponential grid with 0.01 a.u. step are used to obtain smooth results for the matrix elements.

B. CT PARAMETERS

Due to the simplicity of our model, there is no simple correspondence to the tight-binding parameters of a more realistic system. Nevertheless, the charge-transfer parameters of the three level system can be chosen to fit the main ($s = 1$) and satellite ($s = 2$) peaks in XPS experiments. The energy difference between these two peaks is defined as $\delta E$, while $w_1/w_2$ refers to the ratio of intensity of the main to the satellite peak and is given by Eq. (A5) and (A6). For NiO we fit these quantities to the 1s XPS edge data (Fig. 6a) of Calandra et al.18 Due to band splitting, the main peak is bimodal and asymmetric. Thus we simply fit its strength to two complex Lorentzians, while the satellite peak was fit with a single Gaussian. The plasmon peaks at about $-25$ eV are ignored, since they are implicitly included in $\tilde{\mu}$ and are only important at high energies. Solving Eq. (A5) and (A6) yields estimates for $U$ and $t$. For CoO we used 3s XPS edge data,21 since 1s results are not available. As in the case of NiO, we also subtracted the peak near $-12$ eV. We fit the main peak with a single complex Lorentzian while the satellite was fit with a single Gaussian. In the case of MnO, FeO and CuO we used 3s XPS experimental data as 1s are not available. For MnO and FeO we fit the main and satellite peaks with complex Lorentzians, following the same procedure for estimating parameters for the LGH model described above. We also tried to estimate the hopping parameter $t$ from the width of the projected $d$-density of states of the absorber as obtained from the ldos module in FEFF, but these results only agree qualitatively with the fits given in Table I.
III. RESULTS

Assuming isotropic XPS and summing over all directions, the XAS is simply related to the XPS photocurrent

\[ \mu(\omega) = \sum_{sk} J^0_s(\omega) \propto \sum_s \frac{1}{k_s} |M(s,k_s)|^2, \quad (8) \]

where \( M(s,k) \equiv \langle \Psi^f_s | \Delta | \Psi^0_s \rangle \) is obtained from the resolvent formula in Eq. (4), where \( k_s = \sqrt{2(\omega + E_0 - E_s)} \), and \( E_s \) are obtained from eigenvalues of the model Hamiltonian from Eq. (A5). To simplify the discussion of the dynamical effects, we introduce the ratio \( R_s(\omega) \) between the calculated photocurrents at a given photon energy, and the photocurrent \( J^0_s(\omega) \) in the sudden approxima-

\[ R_s(\omega) = \sum_k J^0_k(\omega) / J^0_s(\omega). \quad (9) \]

where the sudden-limit is

\[ J^0_s(\omega) = \frac{1}{k_s} \sum_k |M_{sk}w_s|^2 \delta(\omega - \epsilon_k + E_0 - E_s) \]

\[ = w_s^2 \tilde{\mu}(\omega - E_s), \quad (10) \]

and \( J^0_k(\omega) \) is given my Eq. (A4). Here \( \tilde{\mu} \) implicitly includes the effects of long-range inelastic losses in the XAS, \( M_{sk} \) is given by Eq. (6), and the weights \( w_s \) are given by Eq. (A6). Thus the total XAS can be written as

\[ \mu(\omega) = \sum_{sk} |M(s,k)|^2 \delta(\omega - \epsilon_k + E_0 - E_s) \]

\[ = \sum_s J^0_s(\omega) R_s(\omega). \quad (11) \]
Fig. 5 shows $R_s(\omega)$ for a number of TMOs. Note that there is a significant “overshoot” at low energies, while above about 30 eV, $R_s(\omega)$ tends to the sudden limit. This behavior arises from the interplay between intrinsic and extrinsic effects represented by the first and second terms in Eq. (4). The overshoot is a fairly small correction to the adiabatic limit, since the interaction between the scattered electron and the core hole is relatively small as a result of screening of the core hole by the charge transfer process. In our calculations, $	ilde{\mu}(\omega - E_s)$ is the total XAS spectrum calculated from FEFF9. Thus one finally obtains the convolution formula of Eq. (1) with the spectral function $A_L(\omega,\omega')$ given by

$$A_L(\omega,\omega') = \frac{1}{D} \sum_s w_s^2 R_s(\omega) \delta(\omega - \omega' - \omega_s),$$

where the normalization constant $D = \sum w_s^2 R_s(\omega)$. Calculations of $R_s(\omega)$ were performed using the resolvent formula (see Eq. (4)) with a Hamiltonian matrix with indices $s, k$ and 80 $k$-points of dimension 160 x 160. Calculations of the XAS for NiO were carried out using both our two step model and, for comparison, a convolution with a multiple Lorentzian fit to the XPS as in Calandra et al.18 Results for CoO are presented in Fig. 7 (c) and show that the two methods are numerically similar, with small differences arising from differences in broadening between two experiments. To account for differences in broadening ($\Delta \Gamma$) of the main and satellite peaks in CoO, which can be seen in XPS experimental data (see Fig. 6), broadening of the satellite peak was carried out with value $\Delta \Gamma = 0.4$ eV. Results for CuO and NiO are presented in Fig. 7 (a, b) using values of $\Delta \Gamma$ 0.6 and 1 eV respectively. Calculations of XAS for FeO and MnO are presented in Fig. 7 (d, e), values of $\Delta \Gamma$ are 1.46 and 1.1 eV respectively. The effect of CT satellites are clearly seen in the Fig. 7. In particular the satellite peak transfers oscillator strength from the main peak and fills in missing spectral weight in one particle calculations above the main peak. On the other hand, the treatment here is only semi-quantitative as the satellite peaks seen in the experimental XAS are more broadened than can be represented by a two-peaked spectral function. For MnO, the parameters for the LGH model were fit to the XPS experiments shown in Fig. 6, and are given in Table I.

IV. CONCLUSIONS

We have developed a simplified, semi-empirical model of the effects of charge-transfer excitations in XAS, thus extending the formulation of Lee, Gunnarsson, and Hedin.16 The spectra are modeled by a localized three-state system coupled to a photoelectron, and implemented using the FEFF9 real-space Green’s function code to include solid state and extrinsic losses. The final spectrum is a convolution of a single-particle XAS calculated using FEFF, with a frequency-dependent spectral function consisting of two delta functions that represents the
localized charge-transfer excitations. We find fairly good
agreement between our results and the XAS at the metal
K edges for number of TMOs (see Fig. (8)). In these spec-
tra, the presence of charge transfer satellites are clearly
seen by comparing the total and single-particle XAS,
where such peaks are missing in the latter. The con-
volution of the single-particle spectra from FEFF with
the CT spectral function \(A_L(\omega)\) reproduces fairly well
the peaks at higher energies with an energy splitting \(\delta E\).
However, the CT satellite peaks in the model spectra are
sharper, which is likely an artifact of the two-delta func-
tion model for the spectral function. From Fig. (8) one
can see that there is a noticeable discrepancy between ex-
perimental and calculated spectra in the pre-edge region:
in some cases there are missing peaks, while in others the
intensities are smaller. These differences might be due to
the spherical muffin-tin\(^23\) approximation of the scattering
potential, as full potential single particle calculations\(^18\)
for CoO and NiO have greater intensities in the pre-
edge region. However the main goal of this paper was
to approximate the CT satellite peaks. Further work is
needed to obtain \textit{ab initio} values of the parameters used
in the model. In principle these could be found using
constrained DFT or constrained RPA methods.
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**Appendix A: LOCAL MODEL**

Here we briefly summarize the details of the sudden
approximation for the local model, closely following the
methodology and notation of LGH.\(^16\) The initial state
\(|\Psi_0\rangle\) is the ground state of \(H_0\) with \(n_c = 1\)
\[|\Psi_0\rangle = -\sin(\theta)|\psi_c\rangle|\psi_a\rangle + \cos(\theta)|\psi_c\rangle|\psi_b\rangle. \tag{A1}\]
The final states \(|\Psi_{sk}\rangle\) are given by Eq. (4), where \(|\psi_1\rangle\)
and \(|\psi_2\rangle\) are the eigenstates of \(H_0\) with \(n_c = 0\), and can
be parameterized conveniently in terms of mixing angles
\(\theta\) and \(\phi\)
\[|\psi_s\rangle = \begin{cases} \cos(\phi)|\psi_a\rangle - \sin(\phi)|\psi_b\rangle, & s = 1, \\
\sin(\phi)|\psi_a\rangle + \cos(\phi)|\psi_b\rangle, & s = 2, \end{cases} \tag{A2}\]
where
\[\tan(2\theta) = 2t/(\varepsilon_a - \varepsilon_b + U),\]
\[\tan(2\phi) = 2t/(\varepsilon_b - \varepsilon_a), \tag{A3}\]
and \(a\) and \(b\) correspond to the metal d- and oxygen p-
levels. The photocurrent is then calculated using\(^24\)
\[J_k(\omega) = |\langle \Psi_{sk} | \Delta |\Psi^0\rangle|^2 \delta(\omega - \varepsilon_k + E_0 - E_s). \tag{A4}\]
The spectrum of the model Hamiltonian is characterized
by the parameters
\[E_a = \frac{1}{2}(\varepsilon_a + \varepsilon_b) \mp \delta E/2, \tag{A5}\]
\[\delta E = \sqrt{(\varepsilon_a - \varepsilon_b)^2 + 4t^2}.\]
We consider only the symmetric case with \(\varepsilon_a = \varepsilon - U/2\)
and \(\varepsilon_b = \varepsilon\). The weights of main and satellite levels are then
\[w_s = \begin{cases} -\sin(\phi + \theta), & s = 1 \\
\cos(\phi + \theta), & s = 2. \end{cases} \tag{A6}\]
In the sudden\(^16\) limit there is no interaction between the
photoelectron and the electron on the outer level, so that
the ratio of the main to the satellite peak intensities is
\[r_{00} = \lim_{\omega \to \infty} \frac{\sum_k J_k(\omega)}{\sum_k J_k(\omega)} = \cot^2(\phi + \theta). \tag{A7}\]
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