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Abstract
Psychometric scales are useful tools in understanding people’s attitudes towards different aspects of life. As societies develop and new technologies arise, new validated scales are needed. Robots and artificial intelligences of various kinds are about to occupy just about every niche in human society. Several tools to measure fears and anxieties about robots do exist, but there is a definite lack of tools to measure hopes and expectations for these new technologies. Here, we create and validate a novel multi-dimensional scale which measures people’s attitudes towards robots, giving equal weight to positive and negative attitudes. Our scale differentiates (a) comfort and enjoyment around robots, (b) unease and anxiety around robots, (c) rational hopes about robots in general (at societal level) and (d) rational worries about robots in general (at societal level). The scale was developed by extracting items from previous scales, crowdsourcing new items, testing through 3 scale iterations by exploratory factor analysis (Ns 135, 801 and 609) and validated in its final form of the scale by confirmatory factor analysis (N: 477). We hope our scale will be a useful instrument for social scientists who wish to study human-technology relations with a validated scale in efficient and generalizable ways.
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1 Introduction
In the near future, humans and robots will be interacting and working together. Yet it is not clear how humans en masse will be welcoming these new companions, nor what kinds of personality traits, socioeconomic factors, or experiences influence these attitudes. Social scientists wishing to understand general socioeconomic and cultural changes currently taking place need a way of measuring attitudes towards robots and robotization. In this paper, we will present a new instrument for social survey research with which to study individual differences in attitudes towards robots. Our scale differentiates between personal-level and societal-level attitudes, and has separate subscales for positive and negative attitudes, thus consisting of four dimensions.

1.1 Attitudes
An attitude is a psychological tendency that is expressed by evaluating a particular entity with some degree of favour or disfavour [1]. Ajzen and Fishbein [2] described attitude as a pre-disposition to respond favourably or unfavourably to objects in the world. Implicit in this viewpoint is the notion of evaluation, where individuals (perhaps unconsciously) rate their feelings toward an object or event on a number of dimensions such as good–bad, harmful–beneficial, pleasant–unpleasant and likeable–dislikeable and together these evaluations drive behaviour [3].

1.2 Attitudes Towards Robots
Recently, a systematic review by Naneva et al. [4] showed that between the years 2005 and 2019, at least 97 papers measured attitudes towards robots. They categorized the measurements as either Affective attitudes (feelings towards robots), Cognitive attitudes (thoughts on robots), General attitudes (mix of cognitive and affective attitudes), and as specific cases Acceptance (intention to use), Anxiety or Trust towards robots. Most of the studies were on how people felt about
interacting with one specific robot in a real world situation, using tools like the Almere Model of robot acceptance [5], the Godspeed Questionnaire [6] and the Unified Theory of Acceptance and Use of Technology (UTAUT; [7]). These types of studies can be very useful for design and engineering approaches, marketing, and for predicting the effects of implementing a specific robot in a specific work environment, but the results from such specialized studies cannot be extrapolated into wider societal impacts and expectations. Also, as these measures ask subjects to evaluate their experience with a physical robot, they cannot be used in on-line large scale general surveys. Of the studies measuring attitudes towards robots in general, Anxiety was predominantly assessed via the Robot Anxiety Scale (RAS; [8]), General attitudes were almost exclusively measured via non-validated self-reporting measures and Cognitive and Affective attitudes either via non-validated self-reporting measures or the Negative Attitudes towards Robots Scale (NARS,1 [9, 10])—NARS subscales 1 (interaction with robots) and 3 (emotions in interaction with robots) for Affective and 2 (social influence of robots) for Cognitive attitudes.

Similarly, Krägeloh et al. [11] found only six validated questionnaires to measure the acceptability of social robots, three of which can be used to measure attitudes towards robots in general: NARS, the Frankenstein Syndrome Questionnaire [12] measuring acceptance of humanoid robots and the Multi-dimensional Robot Attitude Scale [13] which has 12 facets (Familiarity, Interest, Negative attitude, Self-efficacy, Appearance, Utility, Cost, Variety, Control, Social support, Operation and Environmental fit) and is mainly intended for gauging the needs and wishes of potential users of domestic robots (such as robotic vacuum cleaners). There is also the Robot Perception Scale [14], which consists of two subscales (general attitudes toward robots and attitudes toward human–robot similarity and attractiveness).

In summary, the NARS measures only negative attitudes, the Frankenstein Syndrome Questionnaire is only applicable to humanoid robots, the Multi-dimensional Robot Attitude Scale is focused on surveying the needs of buyers, and the Robot Perception Scale compresses positive and negative attitudes towards robots on a single dimension. Thus, we can see that while tools to measure fears and anxieties about robots exist, there is a definite lack of compact tools to measure positive attitudes like hopes and expectations. It is then no wonder that the Special Eurobarometer [15] in 2012 ended up basing most of its socioeconomic and demographic analyses on the single question: “Generally speaking, do you have a very positive, fairly positive, fairly negative or very negative view of robots?”

1 The Negative Attitudes towards Robots Scale is described in detail in Sect. 5.1.2.2 and Appendix B.

1.3 General Attitudes Towards Technologies

Previous research on attitudes towards technology in general—or computers and information technology specifically—shows that attitudes often are multidimensional. At least general positive (hopes, expected benefits) and negative (fears, expected risks) attitudes can be measured independently [16]. For example, Edison and Geissler [17] showed that an interest in playing with technology (positive attitude on a personal level) does not necessarily imply low fears towards how technologies can impact societies (negative attitude on a societal level).

Fears and hopes are not two ends of a single line, but rather two separate constructs. It is entirely possible for someone to have both high hopes and fears of something (for example, many people accept that cars make moving around much faster and easier and simultaneously know that car accidents are often lethal and exhaust gases contribute to global warming). Similarly, someone can simply have no interest in something, thus having both low hopes and fears on the subject. A scale that has fear at one end and hope at the other fails to differentiate between subjects who have both high hopes and fears and those who have both low hopes and fears. Hopes and fears are not a zero-sum game; some behaviours are predicted solely by fears, some by hopes and some by both.

There is also a distinction between personal and societal level of attitudes towards robots. At a personal level, hopes and fears are felt as innate, visceral reactions. One simply likes playing with a robot or shudders at the thought of touching one without a need to rationalize the feeling [3, 17]. At a societal level, we can worry about robots replacing humans at the workplace, thus creating unemployment, or hope that increasingly smart automatic driving systems will result in fewer traffic accidents, thus easing the burden on health care systems. Societal-level hopes and fears are based at least partly on information received from outside the self, i.e., learned [1, 18]. Thus, it is reasonable to think that societal and personal attitudes should be measured as separate constructs, although the distinctions are by no means clear cut. In addition to attitudes, experience in a subject influences the way one sees the subject, typically easing the worst fears but also dampening highest hopes (for an example on robots in elderly care, see [19]).

1.4 Current Studies

Up to date, there has not been an instrument that would have been properly validated to study multidimensional attitudes towards robots in general. Here, we attempt to fill this gap by designing and validating a scale that will allow social scientists to study attitudes towards robots. Specifically, we aim to design a scale with four attitude factors:
1. Personal level positive (P+): comfort and enjoyment around robots
2. Personal level negative (P−): unease and anxiety around robots
3. Societal level positive (S+): rational hopes about robots in general
4. Societal level negative (S−): rational worries about robots in general

and a few criterion items measuring real life experience with and knowledge about robots.

Sections 2–4 of this paper describe the iterative design process in detail. In short, we started with 23 items (V.1), dropped items based on exploratory factor analysis and content-related issues, added new items and repeated the factor analysis process (V.2), added more items and repeated the analysis again (V.3), and finally picked the strongest items of the last iteration and validated the scale. The final version of our scale (Appendix A) is described and validated in Sect. 5.

1.5 Overview on Data Analysis

There were no missing responses in any of the data sets (we used forced responses in both laboratory and online studies, and screened the data afterwards to ensure no missing data). We also screened the data for straight-line responders (i.e., participants who did not actually respond to the survey with any thought but merely chose the same response option for all items). No data imputation methods were used since all data was cross-sectional. In all studies, participants were over 18 years old, and were only allowed to participate if they were fluent in the language in which the study was run. In conjunction with exploratory factor analyses (pilot, Study 1, Study 2), satisfactory uniformity of sub-scales was confirmed with Cronbach’s alphas and Tarkkonen’s rhos. We used SPSS, versions 22–24 [20]; R: packages psych [21], lavaan [22]; and JASP, versions 0.7–0.11 [23] for our analyses.

We decided on the number of factors to be retained based on our pilot study: four factors, based on Kaiser criterion (for a non-Heywood case result of maximum-likelihood factor analysis). However, parallel analysis and optimal coordinates suggested two factors and acceleration factor suggested unidimensionality. We approached Studies 1 and 2 as a four-factor solution, which retroactively also validated the results of the pilot study. In our exploratory factor analysis studies, we iteratively kept selecting items that had a factor loading of at least 0.35 on one factor and that had no cross-factor loadings while excluding ill-fitting items one-by-one. The results of these exploratory factor analyses were finally confirmed in Study 3 with a confirmatory factor analysis (CFA). As a safeguard against multinormality violations, we used the Satorra–Bentler correction in our CFA.

2 Pilot Study

For the pilot study, we created an initial battery of questions about attitudes towards robots based on face validity and substantial content criteria. We took inspiration from NARS [9], the Robot Perception Scale [14] and the Frankenstein Syndrome Questionnaire [12], with an aim to expand their scope (the former focuses solely on negative attitudes; the latter only on humanoid robots). The purpose of the pilot was to evaluate whether the predicted four factor solution emerges. As a starting point, we went through existing robot attitude scales, extracted suitable items (see Appendix C) and, as the extracted items focused on negative attitudes, supplemented the battery with items designed to fit the theoretical model.

2.1 Method

2.1.1 Participants and Design

The data was collected during a randomized experimental study on human–robot interaction, before any manipulations happened (reported elsewhere). In total, 135 participants (56 Female) with an average age of 37.10 (SD = 17.65; with range 18–80) were recruited non-intrusively (details below). Of the participants, 60% had at least a Bachelor’s degree.

2.1.2 Procedure and Materials

We collected the data at a large public library in the capital area of Helsinki. Our participants were recruited non-invasively at a table in the foyer with a sign stating: ‘Participate in Psychological Research’. Research assistants in neutral clothing sat behind the table. Participants voluntarily approached our research assistants. They were informed they could participate in a psychological experiment taking about 30 min of their time. After ensuring that the participants were legal adults (over 18 years old), they were given informed consent forms to read informing them about the study and highlighting their right to opt out at any point. After signing the consent form, the participants were taken to our laboratory space. In the laboratory were four notebook computers with 15" screens in cubicle-like nooks to guarantee privacy. Participants were given headphones playing pink noise at a constant, pleasant level to cover up background noise. The experiment was programmed using Python’s Social Psychology Questionnaire library [24], built on top of Pygame v.1.96.

2.1.3 GAToRS Version 1

The initial version of the General Attitudes Towards Robots Scale (GAToRS) consisted of 23 statements concerning opinions about robots, technology and
Table 1 EFA of GAToRS V.1 in pilot study

| Full item                                                                 | Theoretical factors |
|--------------------------------------------------------------------------|---------------------|
| 7. Robotics is one of the areas of technology that people should not study | 0.32                |
| 9. Professionally supervised robots are safe enough to use in assistive tasks in care for the elderly | 0.55                |
| 10. Robots can be trusted                                               | 0.38                |
| 16. Robots are a good thing for society, because they help people        | 0.36 0.59           |
| 19. I feel more independent when I get help from a robot rather than a human being | 0.63                |
| 20. I would feel relaxed talking with robots                            | 0.56                |
| 6. Robots scare me                                                       | 0.62                |
| 11. I would feel uneasy if I was given a job where I had to use robots   | 0.49                |
| 21. I would feel very nervous just being around a robot                 | 0.88                |
| 22. I fear that a robot would not understand my commands                | 0.47                |
| 3. Robots are a natural product of our civilization                     | 0.63                |
| 4. Persons and organizations related to development of robots will consider the needs, thoughts and feelings of their users | 0.32                |
| 5. Robots can make my life easier                                       | 0.63                |
| 12. In the future, robots will play a key role in society               | 0.34 0.3            |
| 18. Robots are necessary because they can do jobs that are too hard or too dangerous for people | 0.80                |
| 23. Robots are hardworking                                              | 0.48                |
| 1. Widespread use of robots is going to take away jobs from people      | 0.75                |
| 2. I am afraid that robots will encourage less interaction between humans | 0.41                |
| 14. If I became too dependent on robots, something bad might happen     | 0.55                |
| 15. Robotics is one of the areas of technology that needs to be closely monitored | 0.54                |
| 8. Robots are a crime against nature                                    |                     |
| 13. Robots should always obey humans                                    |                     |
| 17. Widespread use of robotics can boost job opportunities in the developed nations |                     |

For purposes of clarity, factor loadings < 0.3 not reported. Items are translated from Finnish. Ordering of factors based on Sect. 1.4. Personal Level Positive Attitude (P+), Personal Level Negative Attitude (P−), Societal Level Positive Attitude (S+) and Societal Level Negative Attitude (S−).

artificial intelligences partly based on previous measurement tools [9, 12, 14]. For a full listing of items, see Table 1. There were also four items intended as criterion variables, and thus not included in the scale. These were: “Robotics is a familiar topic to me”, “Generally speaking, I have a positive view of robots”, “I have personal experience of using robots”, and “I am interested in scientific discoveries and technological developments”. All items were anchored from 1 to 7 (“Strongly disagree”–“Strongly agree”). The subscale scores were calculated by averaging the scores of the items in the subscale. We developed the items with a four-factor structure in mind: specifically, a structure with positive and negative attitudes both split into two separate factors of personal-level and societal-level attitudes. This assumption was based on earlier research showing that negative attitudes towards technologies form two separate factors of personal and societal worries regarding technologies [17]. Thus, we reasoned that positive attitudes would follow the same logic. A majority of the negatively valenced items were extracted from existing scales (see Appendix C for details on the origins of each item).

2.2 Results

First, we evaluated the number of factors proposed by various methods for the 23 items. Eigenvalues suggested 6 factors, parallel analysis and optimal coordinates two factors, and acceleration factor one factor. The proposed four-factor structure falls between these extremes, so we continued by running an exploratory factor analysis (EFA) with four factors. We wanted to allow for correlations between factors, since we had no strong reason to assume full orthogonality. In fact, the subscales should correlate: negative attitudes should correlate negatively with positive attitudes, and societal attitudes of a given valence should correlate with personal attitudes of the same valence. If this were not the case, it would raise questions regarding the construct validity of the scale. Thus,
we used oblique promax rotation in our factor analysis. Based on the results, we dropped one item from the subsequent version of the scale. See Table 1 for results. All analyses were done with the statistical software R.

The factor with the most items (labeled S+) had 7 items relating to positive societal aspects of robots. These items were statements about robots being a natural product of civilization, with developers considering the needs of people, robots being able to ease life, robots being central in future societies, robots helping people, and robots being able to do dangerous tasks and being efficient. Each of these items had factor loadings > 0.34. Items in the second largest factor were about personal positive perceptions about robots (P+): robots being currently safe enough, robots being trustworthy, robots helping people, robots enhancing independence, feeling relaxed around robots, but also surprisingly that robotics should not be studied. Another factor (P−) had 4 items about negative personal attitudes towards robots: robots being scary, the thought of using robots in jobs being uncomfortable, being nervous around robots and being afraid robots wouldn’t understand orders. The last factor (S−) focused on the negative societal aspects of robots: people losing jobs, people having less interactions, becoming too dependent on robots and robotics needing strict supervision. Item 16 (“Robots are a good thing for society, because they help people”) loaded on factors P+ (0.36) and S+ (0.59), and item 12 (“In the future, robots will play a key role in society”) loaded on factors S+ (0.34) and S− (0.30), showing that it does not differentiate between positive and negative valences on the societal level. Items 13 and 17 did not load on any factor. The Cronbach’s alphas were P+ : 0.63, P− : 0.77, S+ : 0.83, S− : 0.59; Tarkkonen’s Rhos2: P+: 0.61, P− : 0.74, S+: 0.71, S− : 0.54.

The factor structure is in line with our expectations about factors (personal level positive, personal level negative, societal level positive, societal level negative). The model accounted for 42% of the total variance, with the explained variance spread among the factors quite evenly.

The correlations between factors are presented in Table 2. As expected, the two positive attitude factors correlated positively, as did the two negative attitude factors. Positive and negative attitudes correlate negatively on both individual and societal level and cross-levels.

| Hypothesized GAToRS subscales | Hypothesized GAToRS subscales |
|-------------------------------|-------------------------------|
| S+                            | P−                            |
| P−                            | P+                            |

Table 2 Intercorrelations of subscales in GAToRS V.1 in pilot study

Personal Level Positive Attitude (P+), Personal Level Negative Attitude (P−), Societal Level Positive Attitude (S+) and Societal Level Negative Attitude (S−)

*** = significant at .001 alpha level

2.3 Discussion of Pilot Study Results

The factors roughly corresponded to the hypothesized constructs, but were not without cross-loadings. Items intended for personal and societal factors sometimes loaded onto both factors, indicating that these items did not distinguish between these constructs as well as intended. Thus, the current set of items could be improved. The main problem with the suggested factor solution was that the subfactors were formed from very uneven numbers of items, with both negative attitude subfactors having only four items with loadings above 0.35. Ideally, we would like to have a scale with the same number of items intended to primarily measure one latent variable. Furthermore, Cronbach’s alphas and Tarkkonen’s Rhos for the subfactors did not reach the minimum level of acceptance (> 0.71) for all the subscales (P+ and S−).

Thus, we decided to add new items in the following studies. Of the items included in the pilot, all except for item 8 (“Robots are a crime against nature”) were retained, as we deemed even the items that did not load on any factor or cross-loaded on several as face valid.

It is also noteworthy that the pilot study was conducted in Finnish, and mainly served as a proof of concept as we were developing a tool for international use. Nuances between languages can easily make a difference in factor loadings. In subsequent studies, we attempted to refine the scale by iterating the item battery in international samples in English.

3 Study 1

In Study 1, we developed an extended version of the questionnaire. We retained 22 of the 23 items in the pilot study and translated those into English. We extracted more items from previous instruments ([9, 12, 14], see Appendix C) and crowdsourced new items that we hoped would fit the expected factors better. We posted open questions (“Can you think of a question that would clearly relate to personal comfort in using robots / personal fear of using robots / hopes/worries..."
about the societal impact of robots”) in 4 science fiction fandom and 3 robotics-oriented Facebook groups. This yielded 73 items which we evaluated for suitability for the theoretical structure. Of these, we chose the 21 items that we found the most suitable for the scale. Combined with questions from the previous iteration, we ended up with 43 questions in total.

We chose items based on face validity (i.e., items that fit the presumed theoretical structure), moderateness of suggested phrasing (i.e., no extreme negative or positive language), and general “tone” (i.e., avoiding fanciful or far-fetched subject matter, even if the question was technically about attitudes towards robots). For example, we excluded items such as “Stumbling on a Roomba can be dangerous” (no face validity), “Horrible killer robots should be banned” (extreme negative phrasing), and “Sending robotic probes to outer space can give aliens the wrong impression about humanity” (a far-fetched theme). We intentionally excluded all suggested items that had to do with real-life experiences with robots, since these were not suitable as measures of attitudes. Regarding certain themes, we received several item suggestions that were quite similar to one another. For some of the themes, we included more than one item variation, picking items that were different enough from one another to cover different aspects of attitudes (see, e.g., items 23 and 24 in Table 3).

3.1 Method

3.1.1 Participants

A total of 801 participants (340 women) were pooled together from two datasets collected for experiments reported elsewhere. In these experiments, we collected the revised item battery for GAToRS as an experimental covariate prior to the actual experiment. The mean age of participants was 36.43 (SD = 11.52), and 59% of participants had at least a Bachelor’s degree.

3.1.2 Procedure & materials

Participants completed surveys in Qualtrics survey platform. GAToRS was presented before participants were directed to an unrelated experiment.

3.1.3 GAToRS Version 2.

This iteration of the item battery had a total of 43 items plus 4 criterion items. The criterion items were the same as in the previous version, and were not included in factor analysis. All items were anchored from 1 (“strongly disagree”) to 7 (“strongly agree”). The subscale scores were calculated by averaging the scores of the items in the subscale. For detailed listing of the items in this study see Table 3 below.

3.2 Results and Discussion

In dimensionality examination, optimal coordinates, acceleration factor, eigenvalue and the Kaiser criterion suggested factor solutions ranging from one to four factors. Thus, the analyses did not rule out the four-factor solution (i.e., there was no agreement between methods for the suggested number of factors). As a four-factor solution fit with our preliminary theoretical model, we proceeded by constraining the number of factors to four. We ran a similar exploratory factor analysis with oblique promax rotation as we did in the pilot study—see Table 3 below for results.

Moving forward, we selected items for further analysis by immediately ruling out items with cross-loadings greater than 0.17 in absolute value on more than two factors (Items 1, 17, 19) and items that had no loadings greater than 0.35 in absolute value (e.g., items 13, 14, 42). We then iteratively ran the factor analysis by dropping out items that did not cluster neatly with other items, or which we felt did not match in terms of content with the other items in the factor in light of our a priori structure (see Appendix D for details and rationale for item exclusions). Our final solution based on this iterative process is shown in Table 4 below.

This second iteration of Study 1 items conformed sensibly with our intended model. A majority of the items in the P+ factor (10, 18, 21, 32) related to personal-level positive attitudes or positive reliance towards robots; all of the five items in the P– factor were clearly individual level items focusing on negatively felt aspects of robots; the S+ factor had the highest loadings on three items related to labor allocation (3, 4, 29); and a majority of the items in the S– factor (5, 23, 34, 44) related to society-level worries about robots. The Cronbach’s alphas were P+: 0.78, P–: 0.79, S+: 0.83, S–: 0.72; Tarkkonen’s rhos were P+: 0.65, P–: 0.66, S+: 0.72, S–: 0.56.

However, the factors were still uneven after this iteration, with P+ having seven and the other three factors having five items with loadings above 0.35, although Cronbach’s alphas were now at acceptable levels (> 0.71). Moreover, some factors had content-validity issues due to their item loadings. The S+ factor, in this solution, only had one item (33) that was not directly related to labour allocation, indicating a risk of this factor turning into a factor specifically about this one societal theme rather than a more general factor. We felt that item 27 (“Robots are a natural product of our civilization”), which had a loading of 0.30 on this factor, should be re-tested, as it was clearly a society-level item that was more general, and thus included it in Study 2. With respect to the P+ factor, we dropped item 43 from any further analysis since it was clearly unrelated to personal issues (labour markets in developed countries). Similarly for S–, item 15 was clearly about personal dependency and was dropped. Item 26 had a
Table 3  EFA on GAToRS V.2 in Study 1

| Full item description of GAToRS V.2.0 | Factor analysis dimensions | Ret. for S2 | In final version |
|---------------------------------------|-----------------------------|-------------|-----------------|
| 1. A robot is responsible for its actions | 0.36 − 0.43 0.04 0.40 |             |                 |
| 2. A robot’s actions are always the responsibility of the owner | 0.05 0.57 − 0.01 − 0.04 |             |                 |
| 3. Assigning routine tasks to robots lets people do more meaningful tasks | 0.59 0.21 − 0.02 − 0.21 ✓ | S+         |                 |
| 4. Dangerous tasks should primarily be given to robots | 0.51 0.30 0.11 − 0.10 ✓ | S+         |                 |
| 5. I am afraid that robots will encourage less interaction between humans | − 0.16 0.05 0.44 0.22 ✓ | S−         |                 |
| 6. I can trust persons and organizations related to development of robots | 0.47 0.16 − 0.29 0.14 ✓ | P+         |                 |
| 7. I fear that a robot would not understand my commands | 0.03 0.03 0.26 0.35 ✓ | P−         |                 |
| 8. I feel more independent when I get help from a robot rather than a human being | 0.48 − 0.09 − 0.01 − 0.02 |             |                 |
| 9. I want to know if I’m dealing with a human or a robot, even if only by email or text message | 0.03 0.22 0.37 0.04 |             |                 |
| 10. I would feel relaxed talking with robots | 0.50 − 0.25 0.02 − 0.17 ✓ | P+         |                 |
| 11. I would feel uneasy if I was given a job where I had to use robots | − 0.14 − 0.01 0.00 0.71 ✓ | P−         |                 |
| 12. I would feel very nervous just being around a robot | − 0.12 − 0.05 0.18 0.59 ✓ | P−         |                 |
| 13. I would prefer to interact with a robot that looks like a machine | 0.06 0.26 0.13 0.11 |             |                 |
| 14. I would prefer to interact with a robot with humanoid appearance (head, arms, facial expressions etc.) | 0.35 − 0.2 0.01 0.06 |             |                 |
| 15. If I became too dependent on robots, something bad might happen | − 0.13 − 0.06 0.50 0.22 ✓ |             |                 |
| 16. If robots cause accidents or trouble, persons and organizations related to development of them should give sufficient compensation to the victims | 0.18 0.41 0.35 − 0.11 |             |                 |
| 17. If robots cause accidents or trouble, persons or organizations owning the robot should give sufficient compensation to the victims | 0.17 0.38 0.38 − 0.16 |             |                 |
| 18. If robots had emotions, I would be able to befriend them | 0.53 − 0.3 0.07 − 0.02 ✓ | P+         |                 |
| 19. In the future, robots will play a key role in society | 0.53 − 0.05 0.27 − 0.25 |             |                 |
| 20. Military robots could reduce the human suffering caused by armed conflicts | 0.26 0.20 − 0.11 0.15 |             |                 |
| 21. Persons and organizations related to development of robots will consider the needs, thoughts and feelings of their users | 0.45 0.10 0.03 0.06 ✓ | P+         |                 |
| 22. Professionally supervised robots are safe enough to use in assistive tasks in care for the elderly | 0.65 − 0.15 0.00 − 0.02 |             |                 |
| 23. Robotics is one of the areas of technology that needs to be closely monitored | 0.14 0.10 0.60 0.06 ✓ | S−         |                 |
| 24. Robotics is one of the areas of technology that people should not study | − 0.06 − 0.07 − 0.07 0.50 |             |                 |
| 25. Robot’s actions are always the responsibility of the programmer | 0.07 0.64 − 0.05 − 0.10 |             |                 |
| 26. Robots are a good thing for society, because they help people | 0.73 0.10 − 0.05 − 0.13 ✓ | S+         |                 |
| 27. Robots are a natural product of our civilization | 0.51 − 0.10 0.10 − 0.18 |             |                 |
| 28. Robots are hardworking | 0.49 − 0.01 0.10 − 0.02 |             |                 |
| 29. Robots are necessary because they can do jobs that are too hard or too dangerous for people | 0.60 0.27 0.09 − 0.16 ✓ | S+         |                 |
| 30. Robots are nothing more than fancy pets | − 0.01 0.00 − 0.03 0.34 |             |                 |


### Table 3 (continued)

| Full item description of GAToRS V.2.0 | Factor analysis dimensions | Ret. for S2 | In final version |
|--------------------------------------|----------------------------|-------------|-----------------|
| 31. Robots are sufficiently safe to assist in childcare under professional supervision | 0.58 | -0.29 | -0.08 | 0.09 |
| 32. Robots can be trusted | 0.54 | 0.00 | -0.21 | -0.09 | RW | P+ |
| 33. Robots can make my life easier | 0.58 | 0.09 | 0.07 | -0.24 | RW | S+ |
| 34. Robots may make us even lazier | -0.09 | 0.04 | 0.47 | 0.05 | √ | S- |
| 35. Robots scare me | -0.10 | -0.11 | 0.41 | 0.48 | √ | P- |
| 36. Robots should always obey humans | 0.02 | 0.49 | 0.04 | 0.13 |
| 37. Robots should never make decisions concerning people | -0.15 | 0.38 | 0.14 | 0.21 |
| 38. The idea of a robot with emotions is unpleasant to me | -0.14 | 0.43 | 0.14 | 0.31 |
| 39. The idea of an armed robot is frightening to me | -0.03 | 0.07 | 0.41 | 0.20 |
| 41. The idea of self-thinking robots makes me feel uncomfortable | -0.17 | 0.33 | 0.24 | 0.33 | √ |
| 42. There is nothing especially wonderful or weird about robots | -0.04 | 0.04 | -0.09 | 0.02 |
| 43. Widespread use of robotics can boost job opportunities in the developed nations | 0.58 | 0.09 | -0.28 | 0.19 |
| 44. Widespread use of robots is going to take away jobs from people | -0.05 | 0.02 | 0.52 | -0.14 | √ | S- |

For purposes of transparency, all factor loadings are reported. Promax rotation; This study still did not have all the items retained in the final version of the scale. See Study 2 for further development. RW: Reworded; See also Table 4 below

Factor loadings over 0.3 are given in bold cross-loading on the P+ and S+ factors: we decided to retain this item for Study 2 and see if this would replicate.

## 4 Study 2

In Study 1, we examined whether the initial structure of our item pool conforms to the predicted theoretical structure. Due to a lacking S+ factor and items that had to be dropped due to their content not matching the theoretical factor model, we again crowdsourced new items. We used the exact same method for crowdsourcing and criteria for choosing items as we did in Study 1 (described in Sect. 3). This yielded 34 items which we evaluated for suitability for the theoretical structure and chose the 13 most suitable. We kept the 22 items from Study 1, marked in Table 3, and added the crowdsourced items, leading to a total of 35 items. Additionally, we rewored two items to better match the personal or societal factor they loaded into in Study 1: “Robots can be trusted” to “I can trust a robot” (P+) and “Robots can make my life easier” to “Robots can make life easier” (S+).

### 4.1 Method

#### 4.1.1 Participants

We pooled data together from 2 experimental online studies where we included the scale in exploratory manner. This resulted in 609 observations (318 male) for the 39 item version GAToRS with no missing values. The mean participant age was 30.96 (SD = 11.90). Participants were recruited from English-speaking countries via Prolific (www.prolific.co).

#### 4.1.2 Procedure and Materials

Participants read and agreed to an informed consent form, after which they were directed to the survey form. They responded to several personality and attitude questionnaires, after which they participated in the experimental part of the study (reported elsewhere).

#### 4.1.3 GAToRS Version 3

The refined version of the scale had 35 items, with the same 4 criterion items as used in previous iterations (not included in factor analysis). All items were anchored from 1 (“strongly disagree”) to 7 (“strongly agree”). The subscale scores were calculated by averaging the scores of the items in the subscale. For a list of all items, see Table 5.

### 4.2 Results of Study 2

We again started by running an exploratory factor analysis, constrained to four factors, with promax rotation on the full set of 35 items (see results in Table 5 below).

For each subscale, we selected the five items that had the highest loadings resulting in the final set of 20 items (see...
Table 4: Exploratory factor analysis after the iterative process of dropping items in Study 1 GAToRS V.2

| Full item                                                                 | Theoretical factors |
|---------------------------------------------------------------------------|---------------------|
| 6. I can trust persons and organizations related to development of robots | P+ 0.45             |
| 10. I would feel relaxed talking with robots                              | P− 0.51             |
| 18. If robots had emotions, I would be able to befriend them              | S+ 0.48             |
| 21. Persons and organizations related to development of robots will consider the needs, thoughts and feelings of their users | S− 0.51             |
| 26. Robots are a good thing for society, because they help people         | P+ 0.39 P− 0.43      |
| 32. Robots can be trusted                                                | S+ 0.46             |
| 43. Widespread use of robotics can boost job opportunities in the developed nations | P− 0.47             |
| 7. I fear that a robot would not understand my commands                   | P+ 0.75             |
| 11. I would feel uneasy if I was given a job where I had to use robots    | P− 0.71             |
| 12. I would feel very nervous just being around a robot                   | S+ 0.64             |
| 35. Robots scare me                                                       | S− 0.59             |
| 41. The idea of self-thinking robots makes me feel uncomfortable          | P+ 0.6              |
| 3. Assigning routine tasks to robots lets people do more meaningful tasks | P− 0.66             |
| 4. Dangerous tasks should primarily be given to robots                    | S+ 0.3              |
| 27. Robots are a natural product of our civilization                      | P− 0.76             |
| 29. Robots are necessary because they can do jobs that are too hard or too dangerous for people | S+ 0.45             |
| 33. Robots can make my life easier                                        | S− 0.69             |
| 34. Robots may make us even lazier                                        | P+ 0.53             |
| 44. Widespread use of robots is going to take away jobs from people      | S− 0.56             |

For purposes of clarity, factor loadings < 0.3 not reported. Ordering of factors based on Sect. 1.4. Personal Level Positive Attitude (P+), Personal Level Negative Attitude (P−), Societal Level Positive Attitude (S+) and Societal Level Negative Attitude (S−).

Table 6 and Appendix D). We then reran the factor analysis for these items. The results show a good fit with these items loading strongly on four factors without significant cross-loadings.

Based on these factor analysis results, we then computed the reliability estimate Tarkkonen’s Rho for each factor (P+ 0.81, S+ 0.83, P− 0.79 and S− 0.67), the Cronbach’s alphas were P+: 0.85, P−: 0.82, S+: 0.89, S−: 0.76. Taken together, the values of Tarkkonen’s Rhos and Cronbach’s alphas suggest that this set of items is better than the previous iterations, since all of them either were above the cut-off point (0.71) or very close to that point. This structure of 4 factors with 5 items each was then subjected to a confirmatory factor analysis in Study 3.

5 Study 3 Validation of Final Form

After 3 studies (n = 1545) and 3 scale iterations, we settled on a 20-item questionnaire (Table 7, below). This scale consisted of four subscales with five items each, plus four criterion items. The final version of the proposed scale, which here in Study 3 was subjected to Confirmatory Factor Analysis (CFA), is shown on Table 7 below. For comparison, we collected the existing Negative Attitudes towards Robots Scale. We chose the NARS as it was the closest match to our scale in terms of content. Thus, we could compare it to our scale as a test of convergent validity.

5.1 Method

5.1.1 Participants

502 participants were recruited from Prolific. 25 participants were excluded based on an attention check question (“It is important that you pay attention to this study, please respond 6”), leaving a final sample size of 477 (283 female, 192 male, 2 non-binary). The mean age of the sample was 40.23 (SD = 13.51). 61% of participants had at least a Bachelor’s degree.
| Table 5 EFA on GAToRS V.3 in Study 2 |
|--------------------------------------|
| **Full item description** | **Factor analysis dimension** | **Retained** |
| | F1 | F2 | F3 | F4 |
| 1. I can trust persons and organizations related to development of robots | −0.02 | 0.73 | −0.05 | 0.06 | P+ |
| 2. Persons and organizations related to development of robots will consider the needs, thoughts and feelings of their users | 0.00 | 0.70 | 0.00 | 0.14 | P+ |
| 3. I can trust a robot | −0.03 | 0.81 | −0.04 | 0.00 | P+* |
| 4. I would feel relaxed talking with a robot | −0.02 | 0.73 | −0.03 | −0.07 | P+ |
| 5. If robots had emotions, I would be able to befriend them | 0.00 | 0.69 | 0.02 | 0.01 | P+ |
| 6. Should the occasion arise, I’d be happy to test a sex robot | 0.14 | 0.32 | 0.15 | −0.07 | − |
| 7. I’d be happy to let a robot take care of household chores | 0.57 | 0.11 | −0.13 | 0.06 | − |
| 8. I’d feel less embarrassed asking a stupid question from a robot than from a human | 0.63 | 0.01 | 0.13 | −0.05 | − |
| 9. I’d rather ask a machine for help than a human | 0.52 | 0.12 | 0.25 | −0.27 | − |
| 10. If, because of an illness or an accident, I would need help in my daily chores, I’d feel more independent if the help came from a robot rather than a human | 0.73 | −0.05 | 0.07 | −0.15 | − |
| 11. I would feel uneasy if I was given a job where I had to use robots | −0.11 | 0.05 | 0.65 | −0.07 | P– |
| 12. I fear that a robot would not understand my commands | −0.02 | 0.19 | 0.54 | 0.14 | P– |
| 13. The idea of self-thinking robots makes me feel uncomfortable | 0.24 | −0.29 | 0.47 | 0.18 | − |
| 14. Robots scare me | 0.08 | −0.16 | 0.76 | −0.04 | P– |
| 15. I would feel very nervous just being around a robot | −0.06 | 0.06 | 0.89 | −0.1 | P– |
| 16. If I became too dependent on robots, something bad might happen | 0.13 | −0.04 | 0.37 | 0.41 | − |
| 17. I don’t want a robot to touch me | −0.10 | −0.11 | 0.57 | 0.00 | P–* |
| 18. I think the media is painting a too rosy picture of future robots | 0.04 | −0.06 | 0.36 | 0.33 | − |
| 19. Robots are necessary because they can do jobs that are too hard or too dangerous for people | 0.69 | 0.01 | −0.17 | 0.21 | S+ |
| 20. Robots can make life easier | 0.68 | 0.03 | −0.25 | 0.25 | S+* |
| 21. Assigning routine tasks to robots lets people do more meaningful tasks | 0.67 | 0.10 | −0.12 | 0.16 | S+ |
| 22. Dangerous tasks should primarily be given to robots | 0.74 | −0.10 | −0.09 | 0.22 | S+ |
| 23. Robots are a good thing for society, because they help people | 0.57 | 0.30 | −0.09 | 0.10 | S+ |
| 24. Robots are a natural product of our civilization | 0.28 | 0.37 | −0.05 | −0.01 | − |
| 25. I can’t wait for robots to become more common | 0.36 | 0.54 | −0.01 | −0.04 | − |
| 26. Media exaggerates worries about robotics | 0.07 | 0.44 | −0.02 | −0.01 | − |
| 27. Robots may make us even lazier | 0.12 | 0.02 | −0.06 | 0.56 | S– |
| 28. Widespread use of robots is going to take away jobs from people | 0.15 | −0.06 | −0.05 | 0.60 | S– |
| 29. I am afraid that robots will encourage less interaction between humans | 0.01 | −0.12 | 0.01 | 0.62 | S– |
| 30. Robotics is one of the areas of technology that needs to be closely monitored | 0.21 | −0.06 | −0.08 | 0.74 | S– |
| 31. I’m worried about robots entering our daily life | −0.10 | −0.23 | 0.39 | 0.31 | − |
| 32. In my opinion, robots should not be used in the care of children or the elderly | −0.18 | −0.07 | 0.16 | 0.37 | S– |
| 33. Man is the crown of creation | −0.22 | 0.21 | 0.03 | 0.39 | S– |
| 34. Robots can take the meaning out of human life | −0.22 | 0.00 | 0.23 | 0.43 | − |
| 35. Unregulated use of robotics can lead to societal upheavals | 0.02 | 0.05 | 0.05 | 0.59 | S– |

For purposes of transparency, all factor loadings are reported. Promax rotation

*New or reworded item not present during previous rounds
Table 6  Exploratory factor analysis after the iterative process of dropping items in Study 2 GAToRS V.3

| Full item                                                                 | Theoretical factors |
|--------------------------------------------------------------------------|---------------------|
| 1. I can trust persons and organizations related to development of robots | P+ 0.64             |
| 2. Persons and organizations related to development of robots will consider the needs, thoughts and feelings of their users | P− 0.62             |
| 3. I can trust a robot                                                   | S+ 0.81             |
| 4. I would feel relaxed talking with a robot                             | S− 0.82             |
| 5. If robots had emotions, I would be able to befriend them              |                    |
| 11. I would feel uneasy if I was given a job where I had to use robots    |                    |
| 12. I fear that a robot would not understand my commands                 |                    |
| 14. Robots scare me                                                      |                    |
| 15. I would feel very nervous just being around a robot                  |                    |
| 17. I don’t want a robot to touch me                                     |                    |
| 19. Robots are necessary because they can do jobs that are too hard or too dangerous for people |                    |
| 20. Robots can make life easier                                          |                    |
| 21. Assigning routine tasks to robots lets people do more meaningful tasks |                    |
| 22. Dangerous tasks should primarily be given to robots                  |                    |
| 23. Robots are a good thing for society, because they help people        |                    |
| 27. Robots may make us even lazier                                       |                    |
| 28. Widespread use of robots is going to take away jobs from people      |                    |
| 29. I am afraid that robots will encourage less interaction between humans |                    |
| 30. Robotics is one of the areas of technology that needs to be closely monitored |                    |
| 35. Unregulated use of robotics can lead to societal upheavals           |                    |

For purposes of clarity, factor loadings < 0.3 not reported. Ordering of factors based on Sect. 1.4. Personal Level Positive Attitude (P+), Personal Level Negative Attitude (P−), Societal Level Positive Attitude (S+) and Societal Level Negative Attitude (S−)

5.1.2 Procedure and Materials

General Attitudes Towards Robots Scale (GAToRS) Final Version  The final version of the scale had 20 items, plus the 4 criterion items that were included in all previous versions. All items were presented as statements and subjects were asked to answer based on how much they agree with each statement. All items were anchored from 1 (“strongly disagree”) to 7 (“strongly agree”). The subscale scores are calculated by averaging the scores of the items in the subscale. See below for reliabilities.

Negative Attitudes Towards Robots Scale (NARS)  The NARS was developed in Japanese and has been validated in at least English, Portuguese, Polish and Turkish. It has three factors (Negative Attitudes toward Situations of Interaction with Robots, six items; Negative Attitudes toward Social Influence of Robots, five items; and Negative Attitudes toward Emotions in Interaction with Robots, three items) [9]. Cronbach’s alphas were 0.84, 0.77, and 0.78 respectively in our sample. The full questionnaire can be found in Appendix B. All items were presented as statements and subjects were asked to answer based on how much they agree with each statement. All items were anchored from 1 (“completely disagree”) to 7 (“completely agree”).

5.1.3 Data Analysis

We ran confirmatory factor analysis (CFA) for the four-factor structure theoretized and observed in the previous studies (we used the lavaan package for R). We ran the analysis with Satorra-Bentler robust estimation method, which corrects against multinormality violations. In this model, 20 items load on 4 factors, five on each. We also examined the intercorrelations between the subscales, between the criterion items and the subscales and between GAToRS and NARS subscales.

5.2 Results

The four factor model fit the GAToRS data well: Satorra-Bentler $\chi^2(164) = 429.98$, $p < 0.001$, CFI = 0.91, TLI = 0.896, RMSEA = 0.058, 90% CI = [0.052, 0.064], SRMR = 0.057 (See Table 8 and Fig. 1). The factors had reliability
Table 7  Listing of final GAToRS items by subscale, as subjected to confirmatory factor analysis

| Subscale and item numbering | Item description                                                                 |
|-----------------------------|----------------------------------------------------------------------------------|
| **Personal Level Positive Attitude (P+)** |                                                                                                                                 |
| RA1                         | I can trust persons and organizations related to development of robots           |
| RA2                         | Persons and organizations related to development of robots will consider the needs, thoughts and feelings of their users |
| RA3                         | I can trust a robot                                                             |
| RA4                         | I would feel relaxed talking with a robot                                        |
| RA5                         | If robots had emotions, I would be able to befriend them                        |
| **Personal Level Negative Attitude (P−)** |                                                                                   |
| RA6                         | I would feel uneasy if I was given a job where I had to use robots               |
| RA7                         | I fear that a robot would not understand my commands                             |
| RA8                         | Robots scare me                                                                  |
| RA9                         | I would feel very nervous just being around a robot                              |
| RA10                        | I don’t want a robot to touch me                                                 |
| **Societal Level Positive Attitude (S+)** |                                                                                   |
| RA11                        | Robots are necessary because they can do jobs that are too hard or too dangerous for people |
| RA12                        | Robots can make life easier                                                      |
| RA13                        | Assigning routine tasks to robots lets people do more meaningful tasks           |
| RA14                        | Dangerous tasks should primarily be given to robots                              |
| RA15                        | Robots are a good thing for society, because they help people                    |
| **Societal Level Negative Attitude (S−)** |                                                                                   |
| RA16                        | Robots may make us even lazier                                                   |
| RA17                        | Widespread use of robots is going to take away jobs from people                  |
| RA18                        | I am afraid that robots will encourage less interaction between humans           |
| RA19                        | Robotics is one of the areas of technology that needs to be closely monitored     |
| RA20                        | Unregulated use of robotics can lead to societal upheavals                       |
| **Criterion Items (not part of the scale)** |                                                                                   |
| C1                          | Generally speaking, I have a positive view of robots                            |
| C2                          | I have personal experience of using robots                                       |
| C3                          | I am interested in scientific discoveries and technological developments         |
| C4                          | Robotics is a familiar topic to me                                               |

Table 8 Correlations between GAToRS subscales in validation (Study 3)

|          | P−       | S+       | S−       |
|----------|----------|----------|----------|
| P+       | -.506*** | .589***  | -.200*** |
| P−       |          | -.480*** | .477***  |
| S+       |          |          | -.103*   |

Personal Level Positive Attitude (P+), Personal Level Negative Attitude (P−), Societal Level Positive Attitude (S+) and Societal Level Negative Attitude (S−) 

*Significant at .05 alpha level, **significant at .01 alpha level, ***significant at .001 alpha level

Coefficient omegas\(^3\) (calculated from the model) of P+ 0.75, P− 0.85, S+ 0.81, S− 0.76. The Cronbach’s alphas were P+: 0.74, P−: 0.84, S+: 0.83, S−: 0.76. We did not proceed with model modifications, since the initial model was good enough [25, 26].

The subscales were intercorrelated but not identical. Positive and negative personal dimensions had a moderate negative correlation. However, societal dimensions were more distinct from each other with only a small correlation between them. There was a moderate positive correlation between positive societal and personal aspects, indicating that people who view robots favorably personally do so.

\(^3\) Which in this case substitutes Tarkkonen’s rhos. Tarkkonen’s Rhos are calculated based on maximum likelihood factor analyses, but here our modelling is based on confirmatory factor analysis.
Next, we conducted a set of multivariate regression analyses where we predicted the criterion items with GAToRS subscales. We averaged each subscale’s items to compute the respective scale score. The criterion items were “Generally speaking, I have a positive view of robots” (DV1), “I have personal experience of using robots” (DV2), “I am interested in scientific discoveries and technological developments” (DV3), and “Robotics is a familiar topic to me” (DV4). See Table 10 for details.

The criterion item regarding a general positive attitude towards robots (DV1) was positively predicted by the positive attitude subscales (P+ and S+) and negatively predicted by the personal negative attitude subscale (P−; See Table 10 for B-values). The societal negative attitude subscale (S−) did not predict DV1. The criterion item regarding personal experience (DV2) was positively predicted only by P+. Thus, societal-level attitudes are decoupled from personal experience. Personal experience with robots may lead to personal-level positive attitudes towards robots, or people who already have such attitudes may be more likely to, e.g., buy or build robots—the causal direction is beyond the scope of this analysis. The criterion item regarding general interest in science and technology (DV3) was predicted positively by P+, negatively by P−, and positively by S+. However, it was also predicted positively by S−: plausibly, people more interested in science and technology are also more aware of societal risks related to robots. Finally, the criterion item regarding familiarity (DV4) was predicted positively by P+ and negatively by P−. In sum, the criterion items had theoretically sensible associations with the subscales. The null associations between societal attitudes and experience or familiarity also provide evidence of discriminant validity: personal-level experience and familiarity with the subject matter of robotics can affect personal-level attitudes (or vice versa), but seem unrelated to larger-scale societal attitudes.

All NARS subscales (Negative Attitudes toward Situations of Interaction with Robots, Negative Attitudes toward Social Influence of Robots and Negative Attitudes toward Emotions in Interaction with Robots, Cronbach’s alphas 0.84, 0.77, 0.78 respectively in our sample) correlated in the expected directions with GAToRS subscales but at varying strengths, indicating that the scales indeed do measure different constructs. GAToRS P+ and S+ subscales were negatively correlated with all NARS subscales, and P− and S− were positively correlated with all NARS subscales, but correlations ranged from a relatively modest 0.2 to a very strong 0.8. P+ was the most strongly connected to NARS Emotions; P− was the most strongly connected to NARS Situations; and S− was the most strongly connected to NARS Social Influence. See Table 10 for details and Appendix C for scatterplots.

5.3 Discussion of Study 3

The final version of GAToRS yielded a coherent factor structure that had good fit indices. The subscales were intercorrelated but relatively independent, and approximately fit the proposed structure in terms of item content. Thus, we have untangled the complex of “attitudes towards robots” into four different facets of attitudes measured by four different subscales. The GAToRS subscales correlate in a theoretically sensible way with the NARS subscales, providing evidence of convergent validity. The lack of associations between familiarity with or experience of robots and the societal GAToRS subscales provides evidence of discriminant validity: societal attitudes related to robotics are not related to prior personal affiliation with robots.

6 General Discussion

Over three iterations and four studies (including a pilot study) and more than 2000 subjects, we developed and validated a scale that differentiates between a) comfort and enjoyment around robots, b) unease and anxiety around robots, c) reasonable hopes about robots in general and d) reasonable worries about robots in general. We named these facets Personal level positive (P+), Personal level negative (P−), Societal level positive (S+) and Societal level negative (S−) attitudes. In addition to its psychometric qualities, the scale is compact (only 20 items) and seems to be reliable in producing the same factor structure in EFA (Study 2) and CFA (Study 3) in different samples. We hope that it will be a useful instrument for social scientists who wish to study human-technology relations.

The GAToR scale is partly similar to existing scales, since it incorporates some of the previous work by other teams [9, 12, 14]. Of the 20 items in GAToRS, only seven, in the end, were our own additions: the rest have been adapted from prior work by others with a new subscale structure in mind (see Appendix C for details on each item). Our work expands on this previous work by including aspects that previously have received less attention, but have been implied by more general attitude theories and research [3, 16–18]. First, GAToRS includes measurements for the previously omitted positive societal aspects of robots, and is explicitly based on the theoretical stance that positive and negative attitudes are not necessarily polar opposites but at least partially independent. As a case in point, the intercorrelations between the GAToRS subscales (Table 8) show that a negative attitude on the personal level is not simply a lack of positive attitude or vice versa, and the same applies on the societal level. Second, GAToRS differentiates between types of negative and positive attitudes in a way that has been used little in the study of attitudes towards robots, but that has some precedence in...
Fig. 1 Confirmatory factor analysis of GAToRS final version. This model had a good fit with the data: Satorra–Bentler $\chi^2(164) = 429.98, p < .001$, CFI = 0.91, TLI = .896, RMSEA = 0.058, 90% CI = [0.052, .064], SRMR = 0.057.

Table 9 Multivariate Regression Analyses between Criterion items and GAToRS subscales in validation (Study 3), reporting associations in unstandardized B-values

| Predictors/independent variables | DV1. positive attitude | DV2. experience | DV3. Interest in SciTech | DV4. familiarity |
|----------------------------------|------------------------|-----------------|--------------------------|-----------------|
|                                  | B [95% CI]             | B [95% CI]      | B [95% CI]               | B [95% CI]      |
| IV1. P+                          | 0.41** [0.33; 0.51]    | 0.25** [0.06; 0.45] | 0.21** [0.07;0.36]      | 0.40*** [0.23;0.57] |
| IV2. P−                          | − 0.29*** [− 0.37,− 0.22] | − 0.01 [− 0.17; 0.15] | − 0.27** [− 0.4;− 0.15] | − 0.16** [− 0.3;− 0.02] |
| IV3. S+                          | 0.46*** [0.37; 0.56]   | 0.11 [− 0.09; 0.31]   | 0.31*** [0.16;0.47]    | 0.02 [− 0.15;0.2]  |
| IV4. S−                          | − 0.01 [− 0.09; 0.06]  | 0.01 [− 0.15;0.18]   | 0.19** [0.07;0.32]     | 0.08 [− 0.06;0.23] |
| Model                            | $R^2 = 0.64$           | $R^2 = 0.04$        | $R^2 = 0.22$            | $R^2 = 0.12$     |

The values in the cells are unstandardized B-values. Personal Level Positive Attitude (P+), Personal Level Negative Attitude (P−), Societal Level Positive Attitude (S+) and Societal Level Negative Attitude (S−); the values are unstandardized regression coefficients.

*Significant at .05 alpha level, **significant at .01 alpha level, ***significant at .001 alpha level.

technology studies [17]. Again, the intercorrelations of the subscales (Table 8) show that personal-level likes and dislikes do not directly translate to matching societal-level attitudes. The multivariate regression analysis, where we predicted the criterion items with the GAToRS subscales (Table 9), indicates that the subscales measure constructs that are relatively independent of experience with robots. NARS, against which our scale was validated, clearly conforms to our instrument as all three of its sub-dimensions correlate meaningfully with our scale (see Table 10). Thus, we have evidence of both discriminant (associations with criterion items) and convergent (associations with NARS subscales) validity. However, further research, especially on discriminant validity using comparisons to other similar scales, is needed.

GAToRS expands the possibility of comparisons beyond negative attitudes, which have been the main target of most
previous attitude measurement instruments in technology studies [4, 11]. GAToRS also allows for expanding the way human–robot attitudes have been previously studied towards more large-scale, population-based studies. For example, attitudes towards labour robots [27] and self-driving cars [28] have been studied with instruments which are limited in their scope only to the specific situational contexts they are intended for.

GAToRS is part of a larger, recent trend, where researchers are trying to understand and explain moral evaluations in human–robot interaction (see, e.g., [29, 30]) and human attitudes towards bio-medical silicon based enhancements [31]. For instance, a paper by Malle et al. [29] on the influence of trust in various aspects of human–robot interaction clearly shows that higher trust in robots leads to a better interaction experience, but what drives the initial level of trust remains open—do some people instinctively trust or distrust robots? Is the trust in robots driven by liking robots or the distrust by disliking them? More obscure topics like the moral psychology of mind upload [32, 33] have also been investigated. Even in these special cases we believe it would be important to see how attitudes towards robots might act as mediators, allowing for potentially more basic explanations for existing findings.

In terms of limitations, we must first note that our sample is constrained to WEIRD (Western, educated, individualistic, rich and democratic) countries, primarily in the English speaking world. More research is needed to confirm whether the scale works in other cultures. As we collected our data online, it is presumably necessary also to test the scale in populations that are not as familiar with digital technologies overall. As previously mentioned, more research on the construct validity of the scale is needed, especially when it comes to discriminant validity, though we are uncertain which measurement instruments would be the best points of comparison to this end.

Correlations between GAToRS and other personality assessment scales are an important avenue for gaining further insights into the variety of factors influencing attitudes towards robots. Of course, testing whether GAToRS can be used to predict real life effects on interaction with robots and artificial intelligences will be the true proof of the functionality of this scale. Furthermore, it is naturally clear that attitudes towards robots are both historically and culturally contingent. To this end, it would be both interesting and social scientifically relevant to study how attitudes towards robots change in time and in different socioeconomic contexts, allowing social scientists to test several theories on how changes in labour markets and modes of production are reflected upon in attitudes towards technologies [34, 35].

### 6.1 Conclusions

To summarize, in four studies (N > 2000; including pilot), we document the process of developing a new instrument to measure attitudes towards robots. The result is a multidimensional, validated instrument for studying attitudes and their formation. We hope this General Attitudes Towards Robots Scale will prove to be reliable for social scientists and other researchers trying to tease apart what kinds of personality traits, socioeconomic factors, or experiences influence attitudes towards robots and artificial intelligences in general, and how those attitudes are reflected in real life interactions with robots.
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### Appendix A: General Attitudes Towards Robots Scale (GAToRS)

Please read the following statements and answer based on how much you agree with each statement. All items are anchored from 1 to 7 (“Completely disagree”—“Completely agree”).

**Personal Level Positive Attitude (P+)**

1. I can trust persons and organizations related to development of robots

2. Persons and organizations related to development of robots will consider the needs, thoughts and feelings of their users

3. I can trust a robot

4. I would feel relaxed talking with a robot

5. If robots had emotions, I would be able to befriend them

**Personal Level Negative Attitude (P−)**

1. I would feel uneasy if I was given a job where I had to use robots

2. I fear that a robot would not understand my commands

3. Robots scare me

4. I would feel very nervous just being around a robot

5. I don’t want a robot to touch me

**Societal Level Positive Attitude (S+)**

1. Robots are necessary because they can do jobs that are too hard or too dangerous for people

2. Robots can make life easier

3. Assigning routine tasks to robots lets people do more meaningful tasks

4. Dangerous tasks should primarily be given to robots

5. Robots are a good thing for society, because they help people

**Societal Level Negative Attitude (S−)**

1. Robots may make us even lazier

2. Widespread use of robots is going to take away jobs from people

3. I am afraid that robots will encourage less interaction between humans

4. Robotics is one of the areas of technology that needs to be closely monitored

5. Unregulated use of robotics can lead to societal upheavals

### Appendix B

**Negative Attitudes towards Robots Scale (NARS) Items with Subscales.**

| Item No.—Questionnaire Item—Sub-Scale |
|--------------------------------------|
| 1. I would feel uneasy if robots really had emotions. S2 |
| 2. Something bad might happen if robots developed into living beings. S2 |
3. I would feel relaxed talking with robots. *S3
4. I would feel uneasy if I was given a job where I had to use robots. S1
5. If robots had emotions I would be able to make friends with them. *S3
6. I feel comforted being with robots that have emotions. *S3
7. The word “robot” means nothing to me. S1
8. I would feel nervous operating a robot in front of other people. S1
9. I would hate the idea that robots or artificial intelligences were making judgements about things. S1
10. I would feel very nervous just standing in front of a robot. S1
11. I feel that if I depend on robots too much, something bad might happen. S2
12. I would feel paranoid talking with a robot. S1
13. I am concerned that robots would be a bad influence on children. S2
14. I feel that in the future society will be dominated by robots. S2

*reverse coded

Sub-scale 1: Negative Attitudes toward Situations and Interactions with Robots.
Sub-scale 2: Negative Attitudes toward Social Influence of Robots.
Sub-scale 3: Negative Attitudes toward Emotions in Interaction with Robots.

Appendix C: Item Extractions

| Pilot | Extracted from |
|-------|----------------|
| 1. Widespread use of robots is going to take away jobs from people | Frankenstein rw |
| 2. I am afraid that robots will encourage less interaction between humans | Frankenstein rw |
| 3. Robots are a natural product of our civilization | Frankenstein rw |

| Pilot | Extracted from |
|-------|----------------|
| 4. Persons and organizations related to development of robots will consider the needs, thoughts and feelings of their users | Frankenstei rw |
| 5. Robots can make my life easier | Frankenstei rw |
| 6. Robots scare me | Frankenstei rw |
| 7. Robotics is one of the areas of technology that people should not study | Frankenstei rw |
| 8. Robots are a crime against nature | Frankenstei rw |
| 9. Professionally supervised robots are safe enough to use in assistive tasks in care for the elderly | Frankenstei rw |
| 10. Robots can be trusted | RPS |
| 11. I would feel uneasy if I was given a job where I had to use robots | NARS |
| 12. In the future, robots will play a key role in society | NARS rw |
| 13. Robots should always obey humans | RPS rw |
| 14. If I became too dependent on robots, something bad might happen | NARS rw, Frankenstei rw |
| 15. Robotics is one of the areas of technology that needs to be closely monitored | |
| 16. Robots are a good thing for society, because they help people | |
| 17. Widespread use of robotics can boost job opportunities in the developed nations | |
| 18. Robots are necessary because they can do jobs that are too hard or too dangerous for people | |
| 19. I feel more independent when I get help from a robot rather than a human being | |
| 20. I would feel relaxed talking with robots | NARS |
| 21. I would feel very nervous just being around a robot | NARS rw |
| 22. I fear that a robot would not understand my commands | |
| 23. Robots are hardworking | RPS |

NARS: Negative Attitudes towards Robots
Frankenstein: Frankenstein Syndrome Questionnaire
RPS: Robot Perception Scale
rw: re-worded
| Study 1                                                                 | Extracted from |
|------------------------------------------------------------------------|----------------|
| 1. A robot is responsible for its actions                              |                |
| 2. A robot’s actions are always the responsibility of the owner        |                |
| 3. Assigning routine tasks to robots lets people do more meaningful    |                |
| tasks                                                                  |                |
| 4. Dangerous tasks should primarily be given to robots                  | Frankenstein rw|
| 5. I am afraid that robots will encourage less interaction between     | Frankenstein rw|
| humans                                                                 |                |
| 6. I can trust persons and organizations related to development of      | Frankenstein rw|
| robots                                                                 |                |
| 7. I fear that a robot would not understand my commands                |                |
| 8. I feel more independent when I get help from a robot rather than a  |                |
| human being                                                            |                |
| 9. I want to know if I’m dealing with a human or a robot, even if only |                |
| by email or text message                                                |                |
| 10. I would feel relaxed talking with robots                            | NARS          |
| 11. I would feel uneasy if I was given a job where I had to use robots  | NARS          |
| 12. I would feel very nervous just being around a robot                 | NARS rw       |
| 13. I would prefer to interact with a robot that looks like a machine   |                |
| 14. I would prefer to interact with a robot with humanoid appearance    |                |
| (head, arms, facial expressions etc.)                                  |                |
| 15. If I became too dependent on robots, something bad might happen     | NARS rw, Frankenstein rw |
| 16. If robots cause accidents or trouble, persons and organizations     | Frankenstein rw|
| related to development of them should give sufficient compensation to  |                |
| the victims                                                            |                |
| 17. If robots cause accidents or trouble, persons or organizations      |                |
| owning the robot should give sufficient compensation to the victims    |                |
| 18. If robots had emotions, I would be able to befriend them            | NARS          |
| 19. In the future, robots will play a key role in society               | NARS rw       |
| 20. Military robots could reduce the human suffering caused by armed    |                |
| conflicts                                                              |                |

| Study 1                                                                 | Extracted from |
|------------------------------------------------------------------------|----------------|
| 21. Persons and organizations related to development of robots will    | Frankenstein rw|
| consider the needs, thoughts and feelings of their users              |                |
| 22. Professionally supervised robots are safe enough to use in assistive tasks in care for the elderly | RPS rw         |
| 23. Robotics is one of the areas of technology that needs to be closely monitored |                |
| 24. Robotics is one of the areas of technology that people should not study | Frankenstein rw|
| 25. Robot’s actions are always the responsibility of the programmer    |                |
| 26. Robots are a good thing for society, because they help people      |                |
| 27. Robots are a natural product of our civilization                    | Frankenstein rw|
| 28. Robots are hardworking                                             | RPS           |
| 29. Robots are necessary because they can do jobs that are too hard or  |                |
| too dangerous for people                                               | RPS           |
| 30. Robots are nothing more than fancy pets                             |                |
| 31. Robots are sufficiently safe to assist in childcare under professional supervision |                |
| 32. Robots can be trusted                                              | RPS           |
| 33. Robots can make my life easier                                      | Frankenstein rw|
| 34. Robots may make us even lazier                                      | Frankenstein rw|
| 35. Robots scare me                                                     | Frankenstein rw|
| 36. Robots should always obey humans                                   |                |
| 37. Robots should never make decisions concerning people               | NARS rw, Frankenstein rw |
| 38. The idea of a robot with emotions is unpleasant to me              | NARS rw       |
| 39. The idea of an armed robot is frightening to me                     |                |
| 41. The idea of self-thinking robots makes me feel uncomfortable        | Frankenstein rw|
| 42. There is nothing especially wonderful or weird about robots        |                |
| 43. Widespread use of robotics can boost job opportunities in the      |                |
| developed nations                                                      |                |
| 44. Widespread use of robots is going to take away jobs from people     | Frankenstein rw|

NARS: Negative Attitudes towards Robots
Frankenstein Frankenstein Syndrome Questionnaire
RPS Robot Perception Scale
rw re-worded
| Study 2 | Extracted from |
|---------|----------------|
| 1. I can trust persons and organizations related to development of robots | Frankenstein rw |
| 2. Persons and organizations related to development of robots will consider the needs, thoughts and feelings of their users | Frankenstein rw |
| 3. I can trust a robot | RPS rw |
| 4. I would feel relaxed talking with a robot | NARS |
| 5. If robots had emotions, I would be able to befriend them | NARS |
| 6. Should the occasion arise, I’d be happy to test a sex robot | |
| 7. I’d be happy to let a robot take care of household chores | |
| 8. I’d feel less embarrassed asking a stupid question from a robot than from a human | |
| 9. I’d rather ask a machine for help than a human | |
| 10. If, because of an illness or an accident, I would need help in my daily chores, I’d feel more independent if the help came from a robot rather than a human | NARS |
| 11. I would feel uneasy if I was given a job where I had to use robots | NARS |
| 12. I fear that a robot would not understand my commands | |
| 13. The idea of self-thinking robots makes me feel uncomfortable | Frankenstein rw |
| 14. Robots scare me | Frankenstein rw |
| 15. I would feel very nervous just being around a robot | NARS rw |
| 16. If I became too dependent on robots, something bad might happen | NARS rw, Frankenstein rw |
| 17. I don’t want a robot to touch me | |
| 18. I think the media is painting a too rosy picture of future robots | |
| 19. Robots are necessary because they can do jobs that are too hard or too dangerous for people | |
| 20. Robots can make life easier | Frankenstein rw |
| 21. Assigning routine tasks to robots lets people do more meaningful tasks | |
| 22. Dangerous tasks should primarily be given to robots | Frankenstein rw |
| 23. Robots are a good thing for society, because they help people | |

GAToRS Final Version | Extracted from
|---------------------|----------------|
| 1. I can trust persons and organizations related to development of robots | Frankenstein rw |
| 2. Persons and organizations related to development of robots will consider the needs, thoughts and feelings of their users | Frankenstein rw |
| 3. I can trust a robot | RPS rw |
| 4. I would feel relaxed talking with a robot | NARS |
| 5. If robots had emotions, I would be able to befriend them | NARS |
| 6. I would feel uneasy if I was given a job where I had to use robots | NARS |
| 7. I fear that a robot would not understand my commands | |
| 8. Robots scare me | Frankenstein rw |
| 9. I would feel very nervous just being around a robot | NARS rw |
| 10. I don’t want a robot to touch me | |

NARS: Negative Attitudes towards Robots
Frankenstein Frankenstein Syndrome Questionnaire
RPS Robot Perception Scale
rw re-worded
11. Robots are necessary because they can do jobs that are too hard or too dangerous for people

12. Robots can make life easier

13. Assigning routine tasks to robots lets people do more meaningful tasks

14. Dangerous tasks should primarily be given to robots

15. Robots are a good thing for society, because they help people

16. Robots may make us even lazier

17. Widespread use of robots is going to take away jobs from people

18. I am afraid that robots will encourage less interaction between humans

19. Robotics is one of the areas of technology that needs to be closely monitored

20. Unregulated use of robotics can lead to societal upheavals

NARS: Negative Attitudes towards Robots
Frankenstein Syndrome Questionnaire
RPS: Robot Perception Scale
rw: re-worded

| Study 1 | Reason of removal |
|---------|-------------------|
| 19. In the future, robots will play a key role in society | Low |
| 20. Military robots could reduce the human suffering caused by armed conflicts | No |
| 22. Professionally supervised robots are safe enough to use in assistive tasks in care for the elderly | Low |
| 24. Robotics is one of the areas of technology that people should not study | Low |
| 25. Robot’s actions are always the responsibility of the programmer | Low |
| 28. Robots are hardworking | Low |
| 30. Robots are nothing more than fancy pets | Low |
| 31. Robots are sufficiently safe to assist in childcare under professional supervision | Low |
| 36. Robots should always obey humans | Low |
| 37. Robots should never make decisions concerning people | Low |
| 38. The idea of a robot with emotions is unpleasant to me | Cross |
| 39. The idea of an armed robot is frightening to me | Low |
| 42. There is nothing especially wonderful or weird about robots | No |

cross: cross-loading on several factors
no: did not load on any factor above .3
low: lowest factor loading on that factor in iterative analysis

| Study 2 | Reason of removal |
|---------|-------------------|
| 6. Should the occasion arise, I’d be happy to test a sex robot | Low |
| 7. I’d be happy to let a robot take care of household chores | Low |
| 8. I’d feel less embarrassed asking a stupid question from a robot than from a human | Low |
| 9. I’d rather ask a machine for help than a human | Low |
| 10. If, because of an illness or an accident, I would need help in my daily chores, I’d feel more independent if the help came from a robot rather than a human | Low |
| 13. The idea of self-thinking robots makes me feel uncomfortable | Low |
| 16. If I became too dependent on robots, something bad might happen | Cross |
| 18. I think the media is painting a too rosy picture of future robots | Cross |
| 24. Robots are a natural product of our civilization | Low |
| 25. I can’t wait for robots to become more common | Cross |
| 26. Media exaggerates worries about robotics | Low |
| 28. Widespread use of robots is going to take away jobs from people | Low |
| Study 2 | Reason of removal |
|---------|------------------|
| 31. I’m worried about robots entering our daily life | Cross |
| 32. In my opinion, robots should not be used in the care of children or the elderly | Low |
| 33. Man is the crown of creation | Low |
| 34. Robots can take the meaning out of human life | Low |

cross cross-loading on several factors
no did not load on any factor above .3
low lowest factor loading on that factor in iterative analysis

**Appendix E**

Correlations of the GAToRS and NARS subscales in the Validation study (Study 3).
Negative Attitudes towards Robots Scale:
NARS sit: Negative Attitudes toward Situations and Interactions with Robots.
NARS soc: Negative Attitudes toward Social Influence of Robots.
NARS emo: Negative Attitudes toward Emotions in Interaction with Robots.

General Attitudes Towards Robots Scale:
P+: Personal Level Positive Attitude.
P−: Personal Level Negative Attitude.
S+: Societal Level Positive Attitude.
S−: Societal Level Negative Attitude.
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