Predicting Visual Improvement after Macular Hole Surgery: a Cautionary Tale on Deep Learning with Very Limited Data
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Abstract

We investigate the potential of machine learning models for the prediction of visual improvement after macular hole surgery from preoperative data (retinal images and clinical features). Collecting our own data for the task, we end up with only 121 total samples, putting our work in the very limited data regime. We explore a variety of deep learning methods for limited data to train deep computer vision models, finding that all tested deep vision models are outperformed by a simple regression model on the clinical features. We believe this is compelling evidence of the extreme difficulty of using deep learning on very limited data.

1. Introduction

Idiopathic full-thickness macular hole (MH) is a discontinuation of the neurosensory retina at the fovea and results in significant visual impairment, including reduced visual acuity (VA) and images distortion. Vitrectomy has been commonly used to treat MH, with recent studies reporting MH closure rate after a primary surgical procedure between 78 and 96% (Yek et al., 2018; Fallico et al., 2021; Lachance et al., 2021). Despite high closure rate, functional outcomes remain variable after successful surgery (Essex et al., 2018). The ability to predict whether a surgery would lead to a significant improvement on a patient’s visual acuity before the actual surgery occurs would help clinicians suggest appropriate treatments and have a better understanding of prognostic factors.

Previous work attempted to predict the visual outcome after MH surgery using clinical factors (e.g. MH duration, preoperative VA, MH size) (Fallico et al., 2021; Essex et al., 2018; Steel et al., 2021) or more specific optical coherence tomography (OCT)-based features as macular hole index (MHI) (Geng et al., 2017). Unfortunately, current predicting methods suffer from inaccuracy and variability. Clinical factors are subjective and not always well standardized and OCT specific features do not account perfectly for the hole asymmetry and overall hole shape, reducing predictive potential (Murphy et al., 2020). OCT scans are cross-sectional images revealing the foveal and vitreous microstructure of a patient’s eye and are commonly used in ophthalmology due to their non-invasive nature. OCT scans are usually available in a 2D format and have been successfully used to detect various ocular diseases with deep computer vision models (Lu et al., 2018; Li et al., 2019). This suggests that using raw OCT images may be sufficient for MH surgery outcome prediction.

To assess the potential of deep computer vision models on the task at hand, we build our own dataset. Our dataset is composed of the preoperative information (OCT scans and clinical data) and postoperative visual outcome of 121 patients with successful MH surgery. This amount of examples is drastically lower than what can be found in the popular ImageNet (Deng et al., 2009) dataset or other medical datasets (Khosravi et al., 2018; Gulshan et al., 2016; Rajpurkar et al., 2017), which range from a million to a few thousand images, respectively. This very limited data regime is challenging for deep learning models. In practice, transfer learning, where the model’s weights are initialised from a presumably useful auxil-
The standard way to circumvent this lack of training data. However, recent work (Raghu et al., 2019) provided evidence that transfer learning is not necessarily useful on small medical datasets and that training smaller models from random initial weights is a promising alternative.

In this work, we investigate to which extent can deep learning help predict the visual outcome of MH surgery from OCT and clinical preoperative data. Precisely, we wish to examine what training configurations lead to the best improvement on our very limited data regime. To compare the usefulness of the deep computer vision models, we also train a baseline logistic regression on the tabular clinical data. Lastly, we explore an approach combining information from OCT scans and clinical data to evaluate the potential information gain between both sources.

2. Task description

We are interested in predicting the visual outcome of a patient from data available prior to a MH surgery. While there are a few ways one can measure the visual outcome of the surgery, we choose to define it as an improvement of 15 letters on the ETDRS (Early Treatment Diabetic Retinopathy Study) visual acuity chart 6 months after the surgery. This VA gain of 15 ETDRS letters threshold is considered to represent a clinically significant improvement (Suner et al., 2009). From a machine learning standpoint, our task is a binary classification problem, where a model is asked to predict a binary outcome, in our case whether the patient’s VA will improve by at least 15 letters 6 months after surgery.

Our public dataset consists of 121 successful MH surgeries that occurred from 2014 to 2018 at the Centre Hospitalier Universitaire de Québec – Université Laval (CHU de Québec). For each surgery, we possess two preoperative OCT scans of the operated eye, representing vertical and horizontal cuts. The OCT scans are stored as high-definition .tiff files, each containing 750 x 500 pixels. Alongside the OCT images, we also have access to clinical information of the patients, containing features such as MH duration and the patient’s baseline preoperative VA. All VA scores used were measured by the optometrists who did the operations for the study. We randomly split our dataset in training, validation and test sets, each containing respectively 83, 21 and 17 patients. More details on the dataset including a complete list of the available clinical features and some sample OCT scans can be found in Appendix A.

3. Models

We divided all tested models in three categories: deep vision models (neural networks operating on OCTs only), logistic regression (operating on clinical data only) and a simple hybrid approach using both OCTs as well as clinical data.

3.1. Deep Vision Models

ResNet-50. The first vision model we experiment with is the ResNet-50 (He et al., 2016). It is very popular for transfer learning on medical images due to its successful applications on varied medical images like chest x-rays (Wang et al., 2017; Farooq and Hafeez, 2020) or retinal fundus images (Shibata et al., 2018). We distinguish two key hyperparameters when training ResNet-50 models: the model weight initialisation and the freezing of Convolutional Neural Network (CNN) weights. For weight initialisation, we consider (1) a random initialisation, (2) an initialisation from the publicly available ImageNet pretrained weights and (3) weights obtained from the BYOL (Grill et al., 2020) self-supervised weights pretraining on Kermany et al. (2018)’s dataset of around 85 000 OCTs of various eye pathologies. The freezing of CNN weights consists of only fine-tuning the linear prediction head on top of the model and is motivated when using pretrained CNN weights that can serve as good feature extractors on their own.

CBR Family. The other vision models we use are the CBR family of models proposed by Raghu et al. (2019). These 4 models (CBR-Tiny, CBR-small, CBR-Wide and CBR-Tall) contain only a fraction of the weights contained in standard ImageNet models and therefore represent minimal deep learning architectures. Despite their small size, these models manage to reach or even surpass pretrained models like ResNet-50 on small medical image datasets (Raghu et al., 2019), naturally making them interesting candidates for our dataset.

3.2. Logistic Regression

We implement a logistic regression baseline which is trained only on the clinical data to compare with the deep vision models trained on OCT images. Our logistic regression model is implemented with $\ell_2$ regularization, where the regularization hyperparameter $C$ being automatically chosen from 5-fold cross validation. The regression model is trained on the concatenation of the training and validation sets. We
applied a whitening transformation to the input to bring all features down to a normal distribution with 0 mean and unitary standard deviation.

3.3. Combined approach

In an attempt to see whether the combination of OCTs and clinical data can help boost prediction performance, we propose to use the late fusion (Huang et al., 2020) technique to combine multimodal data. Specifically, given a fully trained deep vision model, we extract the model’s logistic prediction for a patient’s OCT and concatenate it to the patient’s clinical data. This clinical data augmented with the vision model’s predictions is then used to train another logistic regression, yielding an easy-to-implement way to combine OCTs and clinical data. Moreover, the chosen late fusion technique also preserves model interpretability, a key concern in healthcare tasks.

4. Experimental Setting

For our experiments with vision models, we leverage the fact that we have 2 OCTs for each patient to artificially double our training samples by producing a training sample for each OCT. At inference time, we simply take the average prediction from both OCTs associated with a patient. We apply randomized data augmentation, randomly rotating, flipping horizontally and adjusting the brightness and contrast of every image in a training batch. All augmented images are then resized to the 224 x 224 pixels range and are normalized using ImageNet’s mean and standard deviation values. Every vision model is trained using the binary cross-entropy loss with a batch size of 32, using the Adam (Kingma and Ba, 2015) optimizer with a learning rate of 0.0001 for a maximum of 1000 gradient steps. We test the model’s performance against the validation set every 50 steps and only retain the model with the highest validation AUROC. Our codebase is publicly available². Further implementation details can be found in Appendix B.

5. Results

Vision Models. Figure 1 presents the performance of the different vision models on the test set. We highlight the overall poor performance (best average AUROC around 70% and best F1 around 65%) and high variance of all models (uncertainties in the 10-20 % range). We believe this can be attributed to the low data regime we are in giving too few training sample to enable adequate model generalization. Nonetheless, we can still see that the CBR models consistently outperform the ResNet-50 models. Surprisingly, the usage of both pretrained weights for the ResNet models only resulted in worse performance than random initialization, no matter if the weights were kept frozen or not. Lastly, since all no single model outperforms the others in a statistically significant way, we opt to retain the CBR-Tiny model in following experiments because it is the one with the smallest number of parameters and should therefore be less prone to overfitting.

Regression performance. Table 1 compares the performance of our best CNN model (CBR-Tiny) with the two logistic regression settings. We see that the very simple logistic regression model performs surprisingly better than the CNN model, even though it is only fed clinical features. Furthermore, using the predictions from OCTs only yields marginal, not statistically significant gains. The slight increase in performance from using the OCT predictions might however indicate that there is relevant information in the OCT scans, but the trained CNN models are unable to extract it fully, likely due to the small amount of training examples.

Model Interpretation. At last, we investigate what the regression model bases its prediction on. To do so, we report the feature importance proportions in Figure 2 assigned by the regression model when trained with and without concatenating the CNN predictions. Interestingly, the majority of the regression’s weight is always put on the preoperative visual acuity. Furthermore, we can also see that the CNN prediction is the feature with the least importance when introduced. This last result seems to advise caution regarding the actual pertinence of using CNN predictions, as it indicates that CNN predictions do not bring much supplementary correlation with the target than the available clinical features.

6. Conclusion

We built our own dataset of 121 patients with successful MH surgery to predict whether their visual acuity improved by at least 15 letters after 6 months. Investigating if deep vision models trained on the patients’ preoperative OCT scans can be useful, we find them to be marginally worse than a simple logistic trained on clinical data, despite resorting to several state-of-the-art tricks for dealing with limited data. Moreover, we even find that logistic regression learns not to put much importance on predictions based on OCTs when given the opportunity.

². Official link coming soon.
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Figure 1: **Test set classification results for the vision models.** We report the mean value and a 95% CI computed from $n = 10$ independent runs. ResNet-50 configurations are listed in the form $RN$-$\text{Init}$ for IN and BY the ImageNet and BYOL pretraining initializations, respectively. CNN weights were frozen for models marked with $\dagger$. A table of these results is available in Appendix C.

Table 1: **Results comparison of the regression and CNN models.** We report mean ± a 95% confidence interval for all results computed from $n = 10$ independent runs. Best means are **bolded**.

| Model                  | Input                         | F1   | AUROC   |
|-----------------------|-------------------------------|------|---------|
| Regression            | Clinical data                 | 75.0 | 75.0    |
| CNN                   | OCTs                          | 61.5 | 72.8    |
| Regression + CNN      | Clinical data + CNN predictions | 77.8 | 74.9    |

Figure 2: **Mean feature importance assigned from a trained logistic regression.** Here, MH stands for Macular Hole while VA stands for Visual Acuity.
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Appendix A. Dataset description

Our dataset consists of 121 successful MH surgery that took place at the Cente Hospitalier Universitaire de Québec - Université Laval (CHU de Québec). As is usual for machine learning needs, we split our dataset in training, validation and test subsets, respectively containing 83 (69 %), 21 (17 %) and 17 (14 %) patients.

For each surgery, we have access to 2 preoperative high-definition OCT scans describing the macular hole alongside clinical information features. Figure 3 displays two OCT scans samples, taken from patients with and without significant visual outcome 6 months after surgery. Table 2 presents the mean and standard deviation of the different clinical features on each patients subset. The available clinical information features used are

- **Age**: Patient’s age at the time of the surgery, in years.
- **MH duration**: Duration in weeks between the first referral date and the surgery for a MH.
- **Elevated edge**: Defined as the presence of elevated edges of neurosensory retina in relation to the retinal pigment epithelial plane.
- **Pseudophakic**: An eye with performed cataract surgery; artificial lens implanted in an eye to replace the natural lens.
- **Baseline VA**: Preoperative VA, measured in ETDRS letters.

![Example OCT scans](image)

(a) An OCT scan where the patient’s visual acuity **did** improve by 15 letters or more after 6 months.

(b) An OCT scan where the patient’s visual acuity **did not** improve by 15 letters or more after 6 months.

Figure 3: Example OCT scans taken from our dataset.

Appendix B. Detailed experimental setting

**Deep vision models.** All experiments were realised using a setup with a NVidia K80 GPU, an Intel Xeon Ivy Bridge E5-2697 v2 CPU and 12Gb of RAM. All deep vision models training required less than 20 minutes in total. The exact data augmentation for training is: (1) we resize images to the 256 x 256 pixels range, (2) we randomly flip the image on the horizontal with \( p = 0.5 \), (3) we uniformly modify the image’s brightness by a factor \( \epsilon \) uniformly sampled in \([-0.3, 0.3]\), (4) we uniformly modify the image’s contrast by a factor \( \epsilon \) uniformly sampled in \([-0.3, 0.3]\), (5) we randomly rotate the image by \( \theta \) degrees uniformly sampled in \([-10, 10]\), (6) we take a random crop representing a ratio \( p \) sampled from \([0.7, 1.0]\) of the original image.

---

3. Success for the MH surgery represents effective eye closure. As explained in the introduction of the paper, macular hole closing does not necessarily lead to significant visual acuity improvement, hence our visual outcome prediction task.
Table 2: Baseline characteristics for patients of the different splits of the dataset. For real number characteristics, we report the mean and standard deviation values. Here, MH stands for Macular Hole while VA stands for Visual Acuity.

| Characteristic | Training set | Validation set | Test set |
|----------------|--------------|----------------|---------|
| (n = 83)       | (n = 21)     | (n = 17)       |
| Age: years     | 66.57 ± 7.60 | 65.19 ± 7.25   | 68.82 ± 6.72 |
| MH duration: weeks | 11.48 ± 10.55 | 9.95 ± 4.42   | 10.31 ± 4.49 |
| Elevated edge: n (%) | 74 (89.15) | 18 (85.71) | 13 (76.47) |
| Pseudophakic: n (%) | 14 (16.87) | 4 (19.05)   | 4 (23.53) |
| Baseline VA: letters | 50.43 ± 15.51 | 49.33 ± 13.53 | 50.82 ± 17.62 |
| VA at 6 months: letters | 66.01 ± 12.16 | 65.10 ± 9.33 | 66.00 ± 11.42 |
| VA gain ≥ 15 letters: n (%) | 41 (49.40) | 11 (52.38) | 8 (47.06) |

(7) we resize the image to the 224 x 224 pixels range, (8) we normalize images using the ImageNet mean and standard deviations for all three RGB channels. At inference time, we only resize the image to size 224 x 224 and apply ImageNet channel normalization.

**BYOL.** The BYOL self-supervised training is done with the publicly available implementation. We scale back the implementation to our smaller scale, only training the model for 20 epochs and using a training batch size of 32, accumulating 8 batches before stepping, resulting in an effective batch size of 256. We apply the same data augmentation as is used for our deep vision model training.

**Logistic regression.** For logistic regression, we simply use the `LogisticRegressionCV` class from the high-quality scikit-learn library, keeping default values. The whitening transformation is based on mean and standard deviation values of the regression set (containing both the training and validation subsets).

**Appendix C. Supplementary Results**

We report in Table 3 the complete results obtained for the deep vision models. On top of the already reported F1 and AUROC metrics, we also present specificity and recall for each model.

Table 3: **Test set classification results for the vision models.** We report the mean value and a 95 % CI computed from n = 10 independent runs. † indicates whether or not the CNN weights were kept frozen during training.

| Model          | Initialisation | F1           | AUROC         | Recall        | Specificity   |
|----------------|----------------|--------------|---------------|---------------|--------------|
| ResNet-50      | Random         | 56.5 ± 22.7 (77.8) | 60.1 ± 18.1 (73.6) | 50.0 ± 28.3 (77.8) | 72.5 ± 21.6 (100.0) |
| ResNet-50      | ImageNet       | 43.0 ± 14.7 (55.6) | 42.2 ± 10.9 (50.0) | 42.2 ± 19.2 (55.6) | 41.2 ± 19.3 (62.5) |
| ResNet-50      | ImageNet       | ✓ 41.7 ± 13.5 (57.1) | 36.8 ± 13.7 (47.2) | 40.0 ± 20.2 (66.7) | 43.8 ± 27.7 (62.5) |
| ResNet-50      | BYOL           | ✓ 37.8 ± 11.4 (47.1) | 40.7 ± 18.0 (51.4) | 34.4 ± 11.8 (44.4) | 46.2 ± 22.3 (62.5) |
| ResNet-50      | BYOL           | ✓ 34.1 ± 22.0 (55.6) | 38.9 ± 30.8 (47.2) | 31.1 ± 23.7 (55.6) | 46.2 ± 19.3 (62.5) |
| CBR-Tiny       | Random         | 61.5 ± 23.7 (77.8) | 72.8 ± 14.6 (87.5) | 57.8 ± 27.5 (77.8) | 67.5 ± 25.2 (87.5) |
| CBR-Small      | Random         | 65.1 ± 21.8 (88.9) | 70.0 ± 18.5 (80.6) | 60.0 ± 22.4 (88.9) | 72.5 ± 34.7 (100.0) |
| CBR-LargeW     | Random         | 61.6 ± 11.1 (66.7) | 69.9 ± 20.4 (84.7) | 56.7 ± 11.8 (66.7) | 68.8 ± 29.8 (87.5) |
| CBR-LargeT     | Random         | 56.4 ± 28.6 (77.8) | 65.1 ± 23.3 (79.2) | 53.3 ± 32.3 (77.8) | 62.5 ± 22.1 (75.0) |