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Abstract—Neighbor discovery (ND) is a key initial step of network configuration and prerequisite of vehicular ad hoc network (VANET). However, the convergence efficiency of ND is facing the requirements of multi-vehicle fast networking of VANET with frequent topology changes. This paper proposes gossip-based information dissemination and sensing information assisted ND with MPR (GSIM-ND) algorithm for VANET. GSIM-ND algorithm leverages efficient gossip-based information dissemination in the case of multi-packet reception (MPR). Besides, through multi-target detection function of multiple sensors installed in roadside unit (RSU), RSU can sense the distribution of vehicles and help vehicles to obtain the distribution of their neighbors. Thus, GSIM-ND algorithm leverages the dissemination of sensing information as well. The expected number of discovered neighbors within a given period is theoretically derived and used as the critical metric to evaluate the performance of GSIM-ND algorithm. The expected bounds of the number of time slots when a given number of neighbors need to be discovered is derived as well. The simulation results verify the correctness of theoretical derivation. It is discovered that GSIM-ND algorithm proposed in this paper can always reach the short-term convergence quickly. Moreover, GSIM-ND algorithm is more efficient and stable compared with completely random algorithm (CRA), scan-based algorithm (SBA) and gossip-based algorithm. The convergence time of GSIM-ND algorithm is 40%-90% lower than that of these existing algorithms for both low density and high density networks. Thus, GSIM-ND can improve the efficiency of ND algorithm.
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I. INTRODUCTION

In vehicular ad hoc network (VANET), the vehicle equipped with on-board unit (OBU) is a mobile road node and belongs to the road user, roadside unit (RSU) is a fixed road node and belongs to the road server. OBU is a microwave device used to communicate with RSU. RSU plays an important role in the distribution and dissemination of traffic data [1], [2], i.e., RSU is a key component of collaborative and distributed applications in VANET [3] and can provide services for road users such as OBUs [4]. The applications in VANET, especially road safety application, mainly depend on the communication between OBU and OBU (V2V), OBU and RSU (V2I) [5]-[7], collectively known as V2X communication.

As a prerequisite for VANET, fast neighbor discovery (ND) is a key initial step of network configuration. The convergence efficiency of ND directly affects the performance of the network [9]. The nodes that can directly communicate without relay nodes are one-hop neighbors of each other. For VANET with frequent changing topology, all the nodes need to discover their one-hop neighbors quickly, establish an effective communication infrastructure connection, and adapt to frequent changing topology [10]. Then, the information can be transmitted directly or indirectly through the connections established in the process of ND when a node needs to report emergency or traffic congestion information to other nodes.

In the era of fifth-generation (5G) mobile communication and beyond, with the requirements of high-capacity services in VANETs, the communication frequency band will gradually extend to the millimeter wave band. Therefore, the directional antenna for the VANETs on millimeter-wave band is being considered to be used in the standardizations such as [11], [12]. The directional antenna can concentrate the energy in a certain beam direction, which results in higher capacity, stronger spatial diversity and larger transmission range. In this paper, we consider ND based on directional antenna.

However, the ND with directional antenna faces the challenges of beam alignment and fast convergence. To address these challenges, gossip-based information dissemination can be used to assist ND in VANET. Since V2X communication uses orthogonal frequency division multiple access (OFDMA) technology [13], communication receiver has strong information reception capability. Therefore, ND in VANET can be conducted with multi-packet reception (MPR). In addition, to guarantee the correctness and efficiency of information dissemination in VANET, some literatures investigated VANET with integrated sensing and communication RSU [14]-[18]. In this scenario, both communication and sensing functions are implemented on RSUs. Then, i) RSUs with sensing and communication functions not only passively wait for vehicles to upload road traffic data [1], [2], but also actively detect road conditions. ii) The radar function of RSU can play the role of predictive beamforming design and re-authentication for communication data [14], [15]. iii) RSU can detect vehicles and forward the information to the vehicles such that the problem of information asymmetry caused by equipment inconsistency between different types of vehicles can be avoided [18]. Since the prior information of the neighbors can accelerate the convergence of ND [19], VANET with sensing function [14]-[18] can take sensing information as the prior information to accelerate ND.
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This paper studies gossip-based information dissemination and sensing information assisted ND with MPR (GSIM-ND) in VANET. Since there may be blind spots in the sensing range of RSU, different convergence conditions of GSIM-ND algorithm for mobile nodes at different locations are given as well. It is noted that GSIM-ND algorithm still works well when there is no sensing information or the accuracy of sensing information is not high. For the proposed GSIM-ND algorithm, the expected number of discovered neighbors within a given period is derived and adopted as the critical metric to evaluate the performance of GSIM-ND algorithm. The simulation results verify the correctness of the theoretical derivation. It is discovered that GSIM-ND algorithm can always reach the short-term convergence and converge efficiently. GSIM-ND algorithm proposed in this paper can adapt to the requirements of multi-vehicle fast networking better than the traditional ND algorithms.

The remainder of this paper is organized as follows. Section II reviews the related works. Section III introduces the system model. Section IV gives a detailed design of GSIM-ND algorithm. Section V derives the expected number of discovered neighbors with GSIM-ND algorithm. Section VI provides simulation results and analysis for the proposed GSIM-ND algorithm. Section VII summarizes this paper. The main parameters in this paper are summarized in Table I.

### Table I

| Notation | Description |
|----------|-------------|
| $d$      | Road width  |
| $L$      | Road length |
| $r$      | Communication and sensing radius of nodes |
| $\theta$ | Beamwidth of directional antenna |
| $\alpha$ | Probability of a mobile node selecting one of non-empty beam directions |
| $M$      | Number of mobile nodes in the network |
| $\rho$   | Density of mobile nodes |
| $N_0$    | Number of neighbors in a non-empty beam |
| $N_1$    | Number of common neighbors between two mobile nodes |
| $N$      | Number of a mobile node’s neighbors |
| $k$      | Number of different modulation modes |
| $\overline{t_u(n)}$ | Expected upper bound of the number of time slots when $n$ neighbors need to be discovered |
| $\overline{t_l(n)}$ | Expected lower bound of the number of time slots when $n$ neighbors need to be discovered |
| $\overline{n(t)}$ | Expected number of directly or indirectly discovered neighbors within $t$ time slots |

II. RELATED WORKS

A. ND Algorithm

The essence of ND is to directly or indirectly transmit and receive the packets carrying neighbors’ identity information among neighbors by handshake, establish connections among neighbors, and maintain neighbor information table. The optimization goal of ND is to find complete and correct neighbors as soon as possible.

ND algorithm can be classified into two categories when the directional antenna is adopted. One is the completely random algorithm (CRA). The nodes randomly select transmit mode or receive mode and select a beam direction with a certain probability in each time slot. The other is scan-based algorithm (SBA). In each time slot, the nodes point the antenna at the corresponding beam direction in turn according to the preset scan sequence and select transmit mode or receive mode randomly or determinately [20]-[24]. CRA has a high probability of completing ND within a certain time. SBA can complete ND within a certain time deterministically [25]. However, SBA requires nodes not to move during a scan period whereas CRA only requires nodes not to move within a time slot which is much shorter than a scan period. Therefore, CRA is more suitable for scenarios with high mobility [20], such as the scenario of VANET.

B. Improvement of ND Algorithm

In order to improve the convergence speed of ND, existing literatures have carried out research on the prior information and the dissemination mode of information respectively.

In terms of the prior information, Burghal et al. in [19] discussed the impact of prior information of the set of neighbors on ND. The distribution and number of neighbors detected by radar can accelerate ND [8], [26], [27]. Vasudevan et al. in [25] and Sun et al. in [28] both found that the unknown number of neighbors would lead to at most a two-factor deceleration in the rate of ND convergence. According to the collision information provided by a collision feedback mechanism, Khalili et al. in [29] estimated the number of the node’s neighbors such that they adjusted the transmission probability, which accelerates the convergence of ND. Vasudevan et al. in [30] estimated the number of neighbors when there was no prior information of the number of neighbors. They found that ND was faster as the estimated value of the number of neighbors accurate. Therefore, VANET with sensing function [14]-[18] can take the sensing information as the prior information to accelerate the convergence of ND.

In terms of the dissemination mode of information, the ND algorithm mentioned above can only discover neighbors through direct handshake with one neighbor at a time, which belongs to the direct ND algorithm with SPR. Vasudevan et al. in [30] proposed a gossip-based ND algorithm that can realize ND through direct or indirect handshake. Compared with the direct ND algorithm, the gossip-based ND algorithm could greatly accelerate the generation of new handshake through the handshake that has been completed. Russell et al. in [31] analyzed ND with MPR. Compared with SPR, MPR enables nodes to handshake with multiple neighbors at a time, reducing collisions and enabling more efficient ND. Vasudevan et al. in [30] and [31] studied ND algorithm in the scenario of wireless ad hoc networks. Considering that the environmental characteristics of VANET are different from the other wireless networks, this paper studies GSIM-ND algorithm for VANET.

C. ND Algorithm for VANET

For VANET, existing literatures have carried out ND research to improve the probability of successful neighbor hand-
shake by means of trajectory prediction, vehicle clustering, packet loss estimation, etc.

In terms of trajectory prediction, Liu et al. in [32] predicted the trajectories of vehicle mobile nodes based on Kalman filter and studied the method for vehicle mobile nodes to periodically update the neighbors. However, a simply broadcast mechanism was adopted to disseminate new neighbor information in the process of neighbor update. Too many broadcast packets cause high probability of collisions, which is not beneficial to the fast convergence of neighbor update. In terms of vehicle clustering, Nahar et al. in [33] limited the dissemination of neighbor information within a cluster of vehicles and probabilistic forwarded or discarded packets, which reduced unnecessary information broadcasting and avoided storm information. In terms of packet loss estimation, Ducourthial et al. in [34] proposed an adaptive ND algorithm to timely detect the neighbors without consuming too much network resources in the VANET with high node density, high packet collision, and high packet loss rate. This algorithm relied on cooperative packet loss estimation, whose operation lacked independence and stability.

However, the above algorithms can not ensure the completeness of ND and can not guarantee short-term convergence. This paper proves that the proposed GSIM-ND algorithm can always reach the short-term convergence quickly, which is proved by deriving the expected number of discovered neighbors within a given period.

III. System Model

We consider a VANET consisting of RSUs and mobile nodes as shown in Fig. 1(a). Fixed RSUs are connected with optical fiber and their locations are pre-stored in a common database accessible to all mobile nodes. All the RSUs and mobile nodes have unique identities.

Most commercial off-the-shelf V2X communication radio devices such as DSRC are lack of ability of beamforming. Actually, the studies on DSRC based V2X communication with omni-directional antenna were solid and instructive for the optimization of the off-the-shelf V2X communication technologies [35]–[37]. In this paper, the directional antenna for the VANETs is applied to achieve high capacity, strong spatial diversity and large transmission range.

The sensing equipment installed in the RSU includes radar. Compared with communication signal, radar sensing signal is more prone to fading and is more susceptible to various obstacles. Thus, the sensing range is smaller than the communication range as shown in Fig. 1(b). The inconsistence of the sensing range and communication range results in the incomplete sensing information and further affects the convergence of ND. Through the coordination of various sensing devices and the adjustment of equipment power, the sensing radius of RSU is defined by \( r \), which is small than the communication radius of RSU and larger than the road width \( d \). The distance between two neighboring RSUs, defined by \( s \), is greater than \( 2r \) when the sensing range of neighboring RSUs cannot be completely covered, i.e., there is a blind area on the road, which also results in incomplete sensing information.

The longitudinal component of \( s \) along the road is defined by \( s_x \). As shown in Fig. 1(b), the mobile node A within the sensing range can obtain complete sensing information from RSU. The mobile node B within the communication range and outside the sensing range can only obtain incomplete sensing information.

To deal with the problem of incomplete sensing information, two different convergence conditions are set for the mobile nodes that obtain sensing information of different completeness degrees in Section IV A. The mobile nodes with complete sensing information can converge more quickly. The mobile nodes with incomplete sensing information can still achieve convergence within a limited time, i.e., the algorithm does not fall into an infinite loop.

IV. Design of GSIM-ND Algorithm

A. Design Principles

This paper proposes GSIM-ND algorithm for VANET. Nine principles including 1) handshake, 2) transceiver antenna, 3) time synchronization, 4) schedule of antenna beam direction, 5) schedule of transceiver state, 6) information dissemination mode, 7) information reception mode, 8) prior information, and 9) convergence conditions, are considered. Detailed descriptions are as follows.

1) **Handshake:** Hybrid handshake combining one-way and two-way handshake methods is considered. A mobile node can identify a neighbor by receiving a hello packet or a feedback packet [38].

2) **Transceiver Antenna:** The directional antenna for VANETs is applied in this paper. However, the omni-directional antenna can be regarded as a directional antenna with only one beam. The beamwidth of the directional antenna is defined by \( \theta (\theta \in (0, 2\pi)) \). If \( \theta \) is set to \( 2\pi \), the analysis with directional antenna could easily extend to the analysis with omni-directional antenna. Therefore, the designed algorithm and the analysis in this paper are still applicable to the scenario with omni-directional antenna.
3) **Time Synchronization:** All the RSUs and mobile nodes are synchronized [39]. Each time slot is divided into two sub-slots. The first sub-slot is used for mobile nodes to actively transmit *hello* packet to neighbor mobile node. The second sub-slot is used for neighbor mobile node to transmit *feedback* packet.

4) **Schedule of Antenna Beam Direction:** For the nodes applying directional antenna, the antenna beam direction of the nodes should be scheduled for GSIM-ND. Detailed schedule of antenna beam direction is specified in Section IV-B.

5) **Schedule of Transceiver State:** Half-duplex is applied at each mobile node, i.e., a mobile node can either transmit or receive at a time. Detailed schedule of the transceiver state is specified in Section IV-B.

6) **Information Dissemination Mode:** The information in the packet determines what a mobile node can discover from the packet it receives, thereby affecting ND. In the case of low network capacity, each packet only contains information of the transmitter itself, i.e., a mobile node can only obtain its neighbors’ information and discover its neighbors by directly receiving the packets from its neighbors. Considering the frequent changing topology of VANET, some packets can carry more information, such as the information of the transmitter’s neighbors. In this paper, gossip-based algorithm can be applied. A mobile node not only directly discovers the transmitter, but also indirectly discovers the common neighbors between the mobile node and the transmitter.

7) **Information Reception Mode:** A collision occurs when a mobile node receives multiple packets at a time and is unable to demodulate each of them. In the case where efficient reception equipment cannot be provided, the mobile nodes can only receive one packet at a time with SPR. In this paper, the multi-channel communication is feasible, which enables MPR. In the case of MPR, the mobile nodes can receive multiple packets at a time without collisions.

8) **Prior Information:** Since the prior information of the neighbors can accelerate the convergence of ND [19], VANET with sensing function [14]-[18] can take sensing information as the prior information to accelerate ND. In this paper, RSU can obtain sensing information through sensing devices such as radar [14]. Then, RSU broadcasts the sensing information to the road mobile nodes within its coverage area through communication devices. The sensing information that RSU can obtain refers to the distribution of mobile nodes within the sensing range of RSU. Thus, the mobile nodes equipped with OBUs can obtain the number of their neighbors within each beam when they receive the sensing information broadcast by RSUs.

9) **Convergence Conditions:** For mobile nodes that can obtain the number of neighbors from the sensing information, ND can converge when the number of discovered neighbors reaches the number of neighbors. For mobile nodes that can not obtain the number of neighbors from the sensing information, since the unknown number of neighbors would lead to at most a two-factor deceleration in the rate of ND convergence [25], [28], ND can converge when the number of discovered neighbors reaches the number of neighbors.

Fig. 3. GSIM-ND with CRA.
converge when the time of not discovering any neighbors reaches half of the execution time of ND.

B. GSIM-ND Algorithm

Each mobile node has two timers, namely, timer1 and timer2. The timer1 starts timing when GSIM-ND algorithm starts to execute. The timer2 starts timing when the mobile node successfully discovers a neighbor. Then, timer2 restarts timing every time the mobile node successfully discovers a new neighbor. Thus, the GSIM-ND algorithm can converge when any of the following convergence conditions is satisfied.

- The number of discovered neighbors reaches to the number of neighbors obtained from the sensing information for the mobile nodes with complete sensing information.
- The time by timer2, defined by $T_2$, reaches half of the time by timer1, defined by $T_1$, for the mobile nodes with incomplete sensing information.

CRA is applied to schedule the antenna beam direction and transceiver state in this paper since it is more suitable for the scenarios with high mobility compared with SBA.

1) In the first sub-slot, a mobile node randomly selects a non-empty beam direction with probability $\alpha$. The mobile node either transmits a hello packet with probability $p_h$ or turns to receive state with probability $1 - p_h$ [20].

2) In the second sub-slot, the mobile node keeps the beam direction unchanged. If the mobile node receives a hello packet in the first sub-slot successfully, it transmits a feedback packet in the second sub-slot. Otherwise, it turns to receive state in the second sub-slot [20].

The mobile node has discovered all the current neighbors when the algorithm reaches convergence. Since ND execution can be completed in a very short time period, the road mobile node can be approximately considered to be fixed during the time period of ND execution. However, the neighbors of the mobile nodes are likely to change as time changes after the convergence of ND. The re-discovery of neighbors is necessary. This paper focuses on the design and performance problems of the initial ND algorithm. With the designed algorithm executes periodically and repeatedly, the correctness of neighbor information with mobility can be guaranteed.

V. EXPECTED NUMBER OF DISCOVERED NEIGHBORS WITHIN A GIVEN PERIOD

RSU was only used for communication in the early stage. However, it gradually obtained the sensing function [40]. For example, Siemens and Bosch have unveiled a connected vehicle collective sensing system that directly connects roadside smart cameras with dual-mode RSUs to deliver traffic and road information to connected vehicles. Recently, the integrated sensing and communication RSU has become a consensus [41]. As explained in Section [IV]-A, the sensing information provided by RSUs can be used as the prior information to accelerate the convergence of ND and improve the performance of ND [19]. Therefore, to deal with the problem of ND among mobile nodes, the GSIM-ND algorithm that leverages the sensing information provided by RSUs is proposed.

The expected number of discovered neighbors within a given period is agreed to be the metric of ND algorithms in the latest 3GPP standard [42]. In Section [V] the expected number of discovered neighbors within a given period is theoretically derived and used as the metric to evaluate the performance of GSIM-ND algorithm.

In this paper, the assistance of sensing information to ND among mobile nodes is embodied in two aspects. On the one hand, the convergence condition of GSIM-ND algorithm is determined by sensing information, which is explained in Section [IV]-B. On the other hand, the direction and number of non-empty beams are determined by sensing information, which is explained in the derivation of Section [V] and Appendix A. Through avoid wasting time on the empty beam by only selecting non-empty beam for ND, the performance of ND can be improved.

A. The Probability of Discovering Neighbors at an Arbitrary Time Slot

In this paper, we consider GSIM-ND algorithm in the case where there are $k$ different modulation modes for packet. Each packet selects one of the modulation modes with probability $\frac{1}{k}$. A mobile node can receive at most $k$ packets in each sub-slot without collisions.

If a mobile node receives $n$ packets in a sub-slot ($n \leq k$), there are $\binom{k}{n}$ modulation modes for these $n$ packets, $\binom{k}{n}$ modulation modes when these $n$ packets are modulated differently. Thus, the probability of no collisions is

$$P_{cm}(n, k) = \frac{\binom{k}{n}}{k^n}.$$  (1)

**Lemma 1.** The probability of a mobile node successfully receiving $n$ hello packets in the first sub-slot is

$$p_h(n) = \alpha(1 - p_h)(\alpha p_h)^n P_{cm}(n, k)(1 - \frac{n}{k} \alpha p_h)^{N_0 - n}.$$  (2)

The probability of a mobile node successfully receiving $n$ feedback packets in the second sub-slot is

$$p_f(n) = \alpha p_h p_{tem} P_{cm}(n, k)(1 - \frac{n}{k} p_{tem})^{N_0 - n},$$  (3)

where

$$p_{tem} = \sum_{n=1}^{k} \frac{p_h(n)}{\alpha p_h}.$$  (4)

The probability of a mobile node directly discovering any neighbors at an arbitrary time slot is

$$P_s = \sum_{n=1}^{k} p_h(n) = \sum_{n=1}^{k} p_h(n) + \sum_{n=1}^{k} p_f(n).$$  (5)
Proof. As illustrated in Fig. 4, the notations are given as follows.
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1) Neighbor set $\mathbb{J}$: The mobile node $i$ has a neighbor set $\mathbb{J}$, which contains $n$ neighbors.
2) Mobile node $j$: The mobile node $j$ is an arbitrary neighbor of the mobile node $i$ and belongs to the neighbor set $\mathbb{J}$.
3) Mobile node $m$: The mobile node $m$ is an arbitrary neighbor of the mobile node $i$ in the current beam direction of the mobile node $i$ and does not belong to the neighbor set $\mathbb{J}$.
4) Neighbor set $\mathbb{I}$: The mobile node $j$ has a neighbor set $\mathbb{I}$, which contains $n$ neighbors. The mobile node $i$ belongs to the neighbor set $\mathbb{I}$.
5) Mobile node $l$: The mobile node $l$ is an arbitrary neighbor of the mobile node $j$ in the current beam direction of the mobile node $j$ and does not belong to the neighbor set $\mathbb{I}$.

Then, we derive the probabilities of receiving hello packets and feedback packets in turn according to the GSIM-ND algorithm.

Step 1: The probability of receiving hello packets
The probability that the mobile node $i$ is receiving and the beam direction is aligned with the entire neighbor set $\mathbb{J}$ in the first sub-slot is

$$p_i = \alpha(1 - p_t),$$

(6)

where $\alpha$ is the probability of the mobile node selecting one of the non-empty beam directions, $p_t$ is the probability of the mobile node transmitting a hello packet.

The probability of the entire neighbor set $\mathbb{J}$ transmitting hello packet with different modulation modes and the beam direction being aligned with the mobile node $i$ in the first sub-slot is

$$p_\mathbb{J} = (\alpha p_t)^n P_{cm}(n, k).$$

(7)

The probability of the mobile node $m$ not causing interference to hello packets transmitted by the entire neighbor set $\mathbb{J}$ in the first sub-slot is

$$p_m = (1 - \frac{n}{k}\alpha p_t)^{N_b - n},$$

(8)

where $N_b$ is the number of neighbors in a non-empty beam of the mobile node $i$. To calculate $P_s$, the expectation of $N_b$ is derived in the Appendix A.

The probability of the mobile node $i$ successfully receiving $n$ hello packets transmitted by the entire neighbor set $\mathbb{J}$ in the first sub-slot is $p_h(n) = p_t p_c p_m$. Therefore, $p_h(n)$ can be formulated in (5).

Step 2: The probability of receiving feedback packets
The probability of the mobile node $j$ transmitting hello packet and the beam direction being aligned with the entire neighbor set $\mathbb{I}$ in the first sub-slot is

$$p_j = \alpha p_t.$$

(9)

The probability of the entire neighbor set $\mathbb{I}$ transmitting feedback packet with different modulation modes in the second sub-slot is

$$p_I = p_t^{n_{cm}} P_{cm}(n, k),$$

(10)

where $p_{cm}$ is show in (4).

The probability of the mobile node $l$ not causing interference to feedback packets transmitted by the entire neighbor set $\mathbb{I}$ in the second sub-slot is

$$p_l = (1 - \frac{n}{k}p_{cm})^{N_b - n}.$$  

(11)

The probability of the mobile node $j$ successfully receiving $n$ feedback packets transmitted by the entire neighbor set $\mathbb{I}$ in the second sub-slot is $p_f(n) = p_j p_I p_l$. Therefore, $p_f(n)$ can be formulated in (5).

Hello packet and feedback packet both carry the identity information of the transmitter. Therefore, $P_s$ can be formulated in (5).□

The general formula for the number of time slots required when $n$ neighbors are discovered is $\sum_{v=1}^{n} \frac{1}{(n-v+1)p}$, where $p$ is the probability of neighbors being discovered in a time slot [3]. For GSIM-ND algorithm proposed in this paper, $p$ is not a fixed value, but a value that changes with the number of time slots. Therefore, there exists an upper bound and a lower bound on the number of required time slots. The mobile node has no discovered neighbors when the algorithm just starts to execute. Thus, the mobile node cannot discover neighbors indirectly, but can only discover neighbors directly. In this case, the probability of neighbors being discovered in a time slot is $P_s$, which corresponds to the upper bound on the number of required time slots. The expected upper bound of the number of time slots when $n$ neighbors are directly or indirectly discovered is [33]

$$\hat{l}_u(n) = \sum_{v=1}^{n} \frac{1}{(n-v+1)P_s}.$$  

(12)

B. The Probability of Discovering Neighbors at the $t$-th Time Slot

In this paper, feedback packets carry the identity information of both transmitter and transmitter’s neighbors. However, hello packets only carry identity information of the transmitter itself to reduce the traffic load of the network, which is different from the assumption that all the packets carry the information of transmitter’s neighbors in [30].

Lemma 2. The probability of a mobile node directly or indirectly discovering $n$ neighbors of $n_{id}$ undiscovered neighbors at the $t$-th time slot is
\[ P_c(n_d, n, t) = \frac{\binom{n_d}{n} \cdot p_{gs}(n, t)}{\sum_{n=1}^{k} \left[ \binom{n_d}{n} \cdot p_{gs}(n, t) \right] + (1 - P_{gs}(t))} \quad (13) \]

where
\[ p_{gs}(n, t) = p_n(n) + (1 - p_n)A(n, t), \quad (14) \]
\[ P_{gs}(t) = \sum_{n=1}^{k} p_{gs}(n, t) = p_n + (1 - p_n)\sum_{n=1}^{k} A(n, t). \quad (15) \]

Proof. As illustrated in Fig. 5, the notations are given as follows.

![Fig. 5. Common neighbor set of mobile nodes.](image)

1) Neighbor set \( U \): The mobile node \( i \) and \( j \) have a common neighbor set \( U \), including \( n \) neighbors of \( i \) and \( j \).
2) Mobile node \( u \): The mobile node \( u \) is an arbitrary node that belongs to the neighbor set \( U \). The mobile node \( u \) has been discovered by the mobile node \( j \).

Therefore, the mobile node \( i \) can not only directly discovers \( j \) but also indirectly discovers \( u \) when \( i \) receives a feedback packet from \( j \).

The probability of the mobile node \( i \) directly discovering a neighbor \( j \) within \( t \) time slots is \( 43 \)

\[ D(t) = 1 - (1 - P_s)^t. \quad (16) \]

The probability of the mobile node \( i \) indirectly discovering a neighbor \( u \) within \( t \) time slots is defined as \( I(t) \). The probability of the mobile node \( i \) indirectly discovering the entire neighbor set \( U \) at the \( t \)-th time slot is defined as \( A(n, t) \). Then, \( I(t) \) and \( A(n, t) \) are formulated as \( 43 \)

\[ I(t) = I(t-1) + (1 - I(t-1)) \sum_{n=1}^{k} A(n, t), \quad (17) \]

\[ A(n, t) = N_1 (D(t-1) + (1 - D(t-1)) I(t-1)) p_f(n), \quad (18) \]

where \( N_1 \) is the number of common neighbors between the mobile node \( i \) and mobile node \( j \), \( I(1) = 0 \), and \( A(n, 1) = 0 \) \( 43 \). To calculate \( P_{gs} \), the expectation of \( N_1 \) is derived in the Appendix B.

The mobile nodes either discover their neighbors directly or indirectly. Therefore, the probability of a mobile node directly or indirectly discovering \( n \) neighbors at the \( t \)-th time slot can be formulated in \( 14 \). The probability of a mobile node directly or indirectly discovering any neighbors at the \( t \)-th time slot can be formulated in \( 13 \). Supposing that there are \( n_d \) undiscovered neighbors of a mobile node \( (n_d \geq n) \), \( P_{gs}(n, t) \) can be normalized to \( P_c(n_d, n, t) \) in \( 13 \).

As more and more neighbors have been discovered by mobile nodes, the mobile nodes can gradually accelerate ND by indirectly discovering neighbors. In this case, the probability of neighbors being discovered in a time slot is \( P_{gs} \). \( P_{gs} \) gradually increases to a stable value and then remains unchanged. \( P_{gs}(\infty) \) corresponds to the lower bound on the number of required time slots. The expected lower bound of the number of time slots when \( n \) neighbors need to be directly or indirectly discovered is \( 43 \)

\[ \bar{t}_i(n) = \frac{n}{\sum_{v=1}^{n-1} (n-v+1) P_{gs}(\infty)}. \quad (19) \]

The mobile node can only discover its neighbors directly when the gossip mechanism is not adopted. In this case, the upper bound is reachable. Since the mobile node has no neighbors already discovered at the beginning, it can not indirectly discover new neighbors. The gossip mechanism does not make sense when the algorithm has just started. Thus, the lower bound can only be approached and cannot be reached.

C. The Probability of Discovering Neighbors within \( t \) Time Slots

The number of the mobile node’s neighbors is \( N \).

Lemma 3. The probability of a mobile node directly or indirectly discovering \( n \) neighbors of all the undiscovered neighbors within \( t \) time slots is formulated in \( 20 \).

\[
\begin{align*}
P(n, t) &= \left\{ 
\begin{array}{ll}
\prod_{u=1}^{t} \left( 1 - \sum_{w=1}^{k} P_c(N, w, u) \right), & n = 0 \\
P(0, t-1)P_c(N, 1, t) + P(1, t-1) \left( 1 - \sum_{w=1}^{k} P_c(N-1, w, t) \right), & n = 1 \\
P(0, t-1)P_c(N, n, t) + \sum_{w=1}^{n-1} (P(w, t-1)P_c(N-w, n-w, t)) + P(n, t-1) \left( 1 - \sum_{w=1}^{k} P_c(N-n, w, t) \right), & 1 < n \leq k \\
\sum_{w=1}^{k} (P(n-w, t-1)P_c(N-n+w, w, t)) + P(n, t-1) \left( 1 - \sum_{w=1}^{k} P_c(N-n, w, t) \right), & k < n < N \\
\sum_{w=1}^{k} (P(N-w, t-1)P_c(w, w, t)) + P(N, t-1), & n = N
\end{array}
\right.
\end{align*}
\]
The expected number of directly or indirectly discovered neighbors within $t$ time slots is

$$n(t) = \sum_{v=1}^{N} vP(v, t).$$

(21)

**Proof.** We divide the discussion into the following cases.

**Case 1:** $n = 0$

The probability of a mobile node not discovering any neighbors of all the undiscovered neighbors at the $u$-th time slot is $P_u = 1 - \sum_{w=1}^{k} P_c(N, w, u)$. The probability of a mobile node not discovering any neighbors of all the undiscovered neighbors within $t$ time slots is $\prod_{u=1}^{t} P_u$.

**Case 2:** $n = 1$

When no neighbor is discovered within $t - 1$ time slots, the probability of discovering one neighbor at the $t$-th time slot is $P_c(N, 1, t)$.

When one neighbor is discovered within $t - 1$ time slots, the probability of not discovering any neighbors at the $t$-th time slot is $1 - \sum_{w=1}^{k} P_c(N - 1, w, t)$.

**Case 3:** $1 < n \leq k$

When no neighbor is discovered within $t - 1$ time slots, the probability of discovering $n$ neighbors of all the undiscovered neighbors at the $t$-th time slot is $P_c(N, n, t)$.

When $w$ neighbors are discovered within $t - 1$ time slots, the probability of discovering $n - w$ neighbors of the $N - w$ undiscovered neighbors at the $t$-th time slot is $P_c(N - w, n - w, t)$.

When $n$ neighbors are discovered within $t - 1$ time slots, the probability of not discovering any neighbors at the $t$-th time slot is $1 - \sum_{w=1}^{k} P_c(N - n, w, t)$.

**Case 4:** $k < n < N$

When $n - w$ neighbors are discovered within $t - 1$ time slots, the probability of discovering $w$ neighbors of the $N - n + w$ undiscovered neighbors at the $t$-th time slot is $P_c(N - n + w, w, t)$.

When $n$ neighbors are discovered within $t - 1$ time slots, the probability of not discovering any neighbors at the $t$-th time slot is $1 - \sum_{w=1}^{k} P_c(N - n, w, t)$.

**Case 5:** $n = N$

When $N - w$ neighbors are discovered within $t - 1$ time slots, the probability of discovering $w$ neighbors of the $w$ undiscovered neighbors at the $t$-th time slot is $P_c(w, w, t)$.

When $N$ neighbors are discovered within $t - 1$ time slots, the probability of not discovering any neighbors at the $t$-th time slot is 1.

Overall, $P(n, t)$ can be formulated in (20).

To calculate $n(t)$, the expectation of $N$ is derived in the Appendix B.

**VI. SIMULATION RESULTS AND ANALYSIS**

In this section, we randomly scatter vehicles over a finite area. The values of main simulation parameters are shown in Table II.

| Parameter | Value |
|-----------|-------|
| $r$       | 200 m |
| $s_x$     | 600 m |
| $L$       | 1000 m|
| $d$       | 60 m  |
| $\theta$  | $\frac{\pi}{6}$ |
| $B$       | 12    |
| $p_c$     | [0.1, 0.9] |
| $M$       | [50, 1000] |

Table II

**Main Simulation parameters**

**Fig. 6.** Randomly distribution of vehicles when $M = 150$.

**Fig. 7.** Theoretical results and simulation results with GSIM-ND algorithm when $M = 150$.

**A. Verification of Theoretical Derivation**

The distribution of mobile nodes in VANET randomly generated by Monte Carlo simulation is shown in Fig. 6 where the number of mobile nodes $M$ is 150. The small black circles represent the vehicles in VANET, the red triangles represent the RSUs, the large circles with a red dotted line represents the sensing range of RSUs.

The simulation results of $\overline{N}$ depend on the distribution of random scattered points. The theoretical results of the average number of neighbors $\overline{N}$ depend on the average density of mobile nodes and are verified in Fig. 7(a). Since the theoretical results are very close to the simulation results, the correctness of the theoretical results is verified.

In Section V we derive the relation between the expected fraction of discovered neighbors and the number of time slots with GSIM-ND algorithm. Fig. 7(b) shows the theoretical and simulation results of the expected fraction of discovered neighbors versus the number of time slots with GSIM-ND.
algorithm when the number of mobile nodes $M$ is 150 and the number of modulation modes $k$ is 1 and 3 respectively. The theoretical results reveal the variation feature of the simulation results, which proves the rationality and correctness of theoretical derivation.

The relation between the expected bounds of the number of time slots and the fraction of neighbors needs to be discovered with GSIM-ND algorithm is derived in Section VIII. Fig. 8 shows the simulation results and theoretical results of the expected number of time slots versus the fraction of neighbors needs to be discovered with GSIM-ND algorithm when the number of mobile nodes $M$ is 150 and the number of modulation modes $k$ is 1 and 3 respectively. The simulation results are always between the theoretical lower bound and upper bound, which proves the rationality and correctness of theoretical derivation.

Then, we analyze the efficiency of GSIM-ND based on theoretical results.

B. Efficiency of GSIM-ND Algorithm

CRA algorithm and SBA algorithm are two classic ND algorithms. Many existing researches on ND are proposed on the basis of CRA algorithm and SBA algorithm. Gossip-based algorithm can greatly accelerate the convergence of ND. Gossip-based algorithm is one of the state-of-the-art (SOTA) methods. In this paper, GSIM-ND algorithm is proposed on the basis of CRA schedule and gossip mechanism. Therefore, GSIM-ND algorithm is compared with CRA algorithm, SBA algorithm and gossip-based algorithm in this section respectively. Moreover, we also compare GSIM-ND algorithms under different parameters of $k$, where the parameter $k$ represents the maximum number of packets that can be received simultaneously.

Fig. 9 shows the expected fraction of discovered neighbors versus the number of time slots when the number of mobile nodes $M$ is 150 and the number of modulation modes $k$ is 1, 3 and 5 respectively. The GSIM-ND algorithm is better than CRA algorithm, SBA algorithm and gossip-based algorithm. The efficiency of the GSIM-ND algorithm is increasing with the increase of $k$.

The factors that directly affects the efficiency of GSIM-ND algorithm, gossip-based algorithm and CRA algorithm (SBA algorithm) are the probability of discovering any neighbors $P_{gs}$ and $P_s$, respectively. The efficiency of GSIM-ND algorithm and gossip-based algorithm are increasing with the increase of $P_{gs}$. The efficiency of CRA algorithm and SBA algorithm are increasing with the increase of $P_s$. $P_{gs}$ and $P_s$ depend on the probability of a mobile node actively transmitting hello packet $p_t$ and the probability of collisions.
Fig. 11 shows the probability of discovering any neighbors versus the probability of a mobile node actively transmitting hello packet with CRA algorithm, SBA algorithm, gossip-based algorithm and GSIM-ND algorithm when \( M = 150 \).

Fig. 12(a) shows the probability of the existence of different kinds of beams \( E_q \) versus the number of mobile nodes \( M \). Fig. 12(b) shows the expected number of neighbors in a random non-empty beam \( N_t \) versus the number of mobile nodes \( M \). Since a mobile node can not discover any neighbors when selecting an empty beam, the existence of empty beams has an impact on the time required for ND convergence and the efficiency of ND. The influence of empty beams on ND is increasing with the decrease of the number of mobile nodes \( M \). However, the influence of empty beams on ND can not be ignored when \( M \) is large. Through the sensing information provided by RSU, mobile nodes can only select non-empty beam for ND. Thus, GSIM-ND algorithm can eliminate the influence of empty beams on ND.

Fig. 13 shows the probability of discovering any neighbors \( P_{gs} \) and \( P_s \) versus the number of mobile nodes \( M \) with CRA algorithm, SBA algorithm, gossip-based algorithm and GSIM-ND algorithm when \( M = 150 \) and the number of modulation modes \( k \) is 1, 3 and 5 respectively. When \( p_t \) is too small or too large, \( P_{gs} \) and \( P_s \) are small because the probability of a mobile node successfully receiving the packets from the neighbor is small.

Hence, through such a series of comparisons, the performance improvement of GSIM-ND algorithm compared to CRA algorithm, SBA algorithm and gossip-based algorithm can be intuitively revealed. The performance difference of GSIM-ND algorithms corresponding to different parameters \( k \) can be intuitively revealed too. The efficiency of GSIM-ND algorithm is higher than that of CRA algorithm, SBA algorithm and gossip-based algorithm. As the modulation modes \( k \) increases, \( P_{gs} \) increases slightly. These conclusions are consistent with those obtained from Fig. 9. However, since a large \( k \) will result in large algorithm complexity, a large \( k \) is not always reasonable in practice.

C. Stability of GSIM-ND Algorithm

In practical application, the density of mobile nodes in VANET is affected by many factors. We study the stability of GSIM-ND algorithm by analyzing the influence of the number of mobile nodes \( M \) in a certain region on the efficiency of GSIM-ND algorithm.
Algorithm and SBA algorithm, $P_{gs}$ with larger $k$ is always higher than that with smaller $k$. The difference among different $P_{gs}$ corresponding to different $k$ is more significant with larger $M$.

Fig. 14 shows the number of required time slots when 99% of neighbors are discovered versus the number of mobile nodes $M$ with CRA algorithm, SBA algorithm, gossip-based algorithm and GSIM-ND algorithm when $p_t$ is optimal, the number of modulation modes $k$ is 1, 3 and 5 respectively. The algorithm convergence time increases as $M$ increases with CRA algorithm and SBA algorithm. This is due to the fact that the algorithm convergence time is increasing with the decrease of $P_{sr}$, the increase of $M$ and the number of neighbors $N$. The algorithm convergence time decreases firstly and then increases as the number of mobile nodes $M$ increases with gossip-based algorithm. This is due to the fact that $P_{gs}$ increases firstly and then decreases with the increase of $M$. The algorithm convergence time increases as $M$ increases with GSIM-ND algorithm. This is due to the fact that although $P_{gs}$ increases firstly but then decreases with the increase of $M$. The decrement of algorithm convergence time due to $P_{gs}$ is smaller than the increment due to $N$. Compared with gossip-based algorithm, GSIM-ND algorithm eliminates the influence of empty beam on ND when $M$ is small. Compared with CRA algorithm and SBA algorithm, the growth rate of convergence time of GSIM-ND algorithm is much smaller.

Regardless of low density or high density network, GSIM-ND algorithm can always maintain a short convergence time. Therefore, the stability of GSIM-ND algorithm is better than that of CRA algorithm, SBA algorithm and gossip-based algorithm. The stability of GSIM-ND algorithm with larger $k$ is better than that with smaller $k$, which is especially obvious when mobile nodes are densely distributed.

VII. CONCLUSION

This paper proposes GSIM-ND algorithm to satisfy the demands of multi-vehicle fast networking in VANET. The expected number of discovered neighbors with a given period is derived. The expected bounds of the number of time slots when a given number of neighbors needs to be directly or indirectly discovered is derived as well. The simulation results verify the correctness of theoretical derivation. Moreover, we compare GSIM-ND algorithm with CRA algorithm, SBA algorithm and gossip-based algorithm. The efficiency and stability of GSIM-ND algorithm, gossip-based algorithm, CRA algorithm and SBA algorithm are discussed based on theoretical derivation and simulation. It is discovered that GSIM-ND is more efficient and stable than CRA algorithm, SBA algorithm and gossip-based algorithm. The convergence time of ND by GSIM-ND algorithm ($k = 1$) is 90% lower than that of CRA algorithm, 40% lower than that of SBA algorithm, and 60% lower than that of gossip-based algorithm when the density of vehicle nodes is low. The convergence time of ND by GSIM-ND algorithm ($k = 1$) is 90% lower than that of CRA algorithm, 60% lower than that of SBA algorithm, and similar to that of gossip-based algorithm when the density of vehicle nodes is high. In addition, GSIM-ND algorithm can further reduces the convergence time of ND by adjusting $k$. Hence, GSIM-ND algorithm proposed in this paper can adapt to the high requirements of multi-vehicle fast networking better than the CRA algorithm, SBA algorithm and gossip-based algorithm in VANET.

For the future work, we will take a further look at efficient long-term continuous ND to cope with the constant neighbor changes in VANET.

APPENDIX A

NUMBER OF NEIGHBORS IN A NON-EMPTY Beam

In [8], the beam contains $q$ neighbors is defined as $q$-beam, the beam does not contain any neighbors is defined as empty
beam. Since the location of mobile nodes can be obtained from the sensing information, most of the mobile nodes choose non-empty beams instead of empty beams with GSIM-ND algorithm.

\cite{8} derived the expected number of neighbors in one beam based on the assumption that the neighbors are uniformly distributed. However, due to the restriction of road area in VANET, the neighbors of the mobile nodes in VANET are not uniformly distributed in each beam.

**Lemma 4.** When empty beams are not selected, the probability of a mobile node selecting any non-empty beam and the expected number of neighbors in a non-empty beam are respectively

\[
\alpha = \frac{1}{B - E_0}, \quad (22)
\]

\[
N_b = N \frac{q \cdot E_q}{B - E_0} = \alpha \cdot \sum_{q=1}^{N} q E_q. \quad (23)
\]

**Proof.** The event that the number of \(q\)-beam is \(e\) is called the event \(Q\). The number of situations where the nodes distribution satisfies the event \(Q\) is

\[
SC^e_S = NS^e_S \cdot BS^e_{B-e}, \quad (24)
\]

where \(NS^e_S\) is the number of situations that \(q\) different nodes are selected from \(N\) different nodes and put into the determined \(e\) different beams, and these \(e\) beams are \(q\)-beam. \(BS^e_{B-e}\) is the number of situations where the remaining \(N-\) \(q\) different nodes are put into the selected \(B-e\) different beams, and these \(B-e\) beams are not \(q\)-beam.

\(NS^e_S\) and \(BS^e_{B-e}\) are formulated as

\[
NS^e_S = \binom{N}{q} \cdot e \prod_{\sum_{w=0}^{e-1} (q(e-w))}, \quad (25)
\]

\[
BS^e_{B-e} = \binom{B}{e} \cdot DS^e_{B-e}(N-qe), \quad (26)
\]

where \(DS^e_{B-e}(n) = 0\) when \(b = 0\) or \(n = 0\). The expression of \(DS^e_{B-e}(n)\) can be obtained in \cite{8} when \(b \neq 0\) and \(n \neq 0\).

Then, the probability that the nodes distribution satisfies the event \(Q\) is

\[
P(e, B, N, q) = \sum_{s=1}^{SC^e_S} P^q_e(s) = \sum_{s=1}^{BS^e_{B-e}} P^q_{B-e}(s), \quad (27)
\]

where \(P^q_{B-e}(s)\) is the probability that the nodes distribution satisfies the \(s\)-th situation.

The expected number of \(q\)-beam is defined as \(E_q\). As discussed in \cite{8}, \(E_q\) can be formulated through \(P(e, B, N, q)\). Then, the probability of selecting any non-empty beam can be formulated in \cite{22}, the expected number of neighbors in a non-empty beam can be formulated in \cite{23} when empty beams are not be selected in GSIM-ND Algorithm.

**APPENDIX B**

**NUMBER OF NEIGHBORS AND COMMON NEIGHBORS**

**Lemma 5.** The average number of a mobile node’s neighbors is

\[
N = \int_{0}^{d} N(s_1) p_1(s_1)d(s_1) \quad (28)
\]

\[
= \frac{2\rho}{d} \int_{0}^{d} \int_{0}^{r} \int_{0}^{d} \int_{0}^{d} \sqrt{r^2 - (x - s_1)^2} d(x) d(s_1). \quad (29)
\]

The average number of common neighbors between two mobile nodes is formulated in \cite{29}.

**Proof.** We need to assume a distribution of nodes when we analyze the performance of algorithm. Uniform distribution of nodes corresponds to the worst performance of ND algorithm since the empty beams exist with small probability. By analyzing and optimizing the algorithm based on Uniform distribution, we can enhance the robustness of the algorithm. Thus, we study the case that the mobile nodes are uniformly distributed. The algorithm proposed in this paper is valid for different distributions of node.

The average density of mobile nodes in the network is

\[
\rho = \frac{M}{Ld}, \quad (30)
\]

where \(M\) is the number of mobile nodes in the network, \(L\) and \(d\) are the road length and road width, respectively. In practice, \(\rho\) can be sensed by the RSUs.

As illustrated in Fig. 15 the PDF of the distance from the mobile node \(i\) to the edge of the road being \(s_1\) is

\[
p_1(s_1) = \frac{1}{d}. \quad (31)
\]

The number of neighbors of the mobile node \(i\) in the shaded area shown in Fig. 15 can be approximated as

\[
N(s_1) = r \cdot 2 \int_{0}^{d} \sqrt{r^2 - (x - s_1)^2} dx, \quad (32)
\]

where \(r\) is the communication radius.

The average number of neighbors \(N\) can be obtained by calculating the expectation of variable \(N(s_1)\) when the value of \(s_1\) is between the interval \([0, d]\).

As illustrated in Fig. 16 the PDF of the distance from the mobile node \(j\) to the edge of the road being \(s_2\) is

\[
p_2(s_2) = p_1(s_1) = \frac{1}{d}. \quad (33)
\]
\[ N_1(s_1, s_2, s_3) = \rho \int_0^d \left( \sqrt{r^2 - (x - s_1)^2} + \sqrt{r^2 - (x - s_1)^2 - s_3} \right) dx \] (35)

On the premise that the mobile node \( i \) and mobile node \( j \) are neighbors, the probability of the longitudinal distance component between the mobile node \( i \) and \( j \) being \( s_3 \) is

\[ p_3(s_3) = \frac{1}{\sqrt{r^2 - (s_2 - s_1)^2}}. \] (34)

The number of common neighbors between the mobile node \( i \) and \( j \) in the shaded area shown in Fig. 16 can be approximately formulated in (35).

The average number of common neighbors \( N_1 \) can be obtained by calculating the expectation of the variable \( N_1(s_1, s_2, s_3) \) when the value of \( s_1 \) is between the interval \([0, d]\), the value of \( s_2 \) is between the interval \([0, d]\) and the value of \( s_3 \) is between the interval \([0, \sqrt{r^2 - (s_2 - s_1)^2}]\).
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