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Abstract: This paper addresses the fusion processing techniques for multi-sensor data perceived through the infrared sensors of military surveillance robots, and proposes their decision-theoretic coordination to effectively monitor multiple targets. To combine the multi-sensor data from the distributed battlefield robots, a set of fusion rules are used to formulate a combined prediction from the multi-source data. The possible type of a target is estimated through the fusion rules. For the identification of targets, agents need to keep track of targets for continuous situation awareness. The coordination of the agents with limited range of surveillance is indispensable for their successful monitoring of multiple targets. For dynamic and flexible coordination, our agents follow the decision-theoretic approach. We implement a military simulator to compare the capabilities of fusion processing and those of coordination, and conduct experiments with our framework in distributed and uncertain battlefield environments. The experimental results show that the fusion process of multi-sensor data from military robots can improve the performance of estimation of the type of a target, and our coordinated agents outperform agents using random strategy for their target selection in various military scenarios.
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1. Introduction

The study of multi-sensor data fusion is a major area of research in distributed multi-agent systems, sensor networks, wearable computing, and fault detection [1–3], since this fusion unifies multiple sources of data into a unique and accurate picture of output. The role of data fusion enables intelligent agents in uncertain real-time domains to be aware and ready to act based upon an improved snapshot of environments. Multi-sensor fusion is mostly applied to fully monitoring an environment in which agents are working on the mapping from percept sequences to actions.

Information fusion from different sensors has become a crucial component in distributed military surveillance environments [4–6]. Robot agents need to extrapolate and identify the types of moving threats to ensure their surveillance capabilities. In case that robots recognize any target while in searching mode, they should track the target and determine its type and position to successfully complete their supervision mission. This paper focuses on information fusion processing that refines the estimation of types for a specific target, improving the reliability of target identification, and continues to seek out its positions. We propose a set of fusion operators to formulate a combined prediction from multi-source data, which are represented by the degrees of reliability denoted in mathematical probabilities.

Battlefield surveillance robots equipped with infrared sensors closely monitor moving targets. These military robots are semi-autonomously operated; that is, their actions are mostly decided by themselves, but sometimes controlled by their commanders. The multiple robots periodically
scan regions and, when they spot any possible threat, inform the control center of their estimations. The control center then fuses the several pieces of evidence from the multiple sensors of different military robots. Given the multiple targets identified, the agents need to decide their target mainly monitored as considering the effective coordination. A decision-theoretic framework is here proposed as a method for the overall correspondence among robots and targets. This approach endows surveillance robots with flexible and dynamic target selection for their real-time coordination in multi-agent environments. The commander at the control center provides feedback on the estimations of the types of multiple robots based upon the results of fusion processing and the best target allocation coordinated with other robots.

We examined the components of a simulation system to iteratively recognize the types of targets proceeding on the pre-planned path in many different settings and to variously test the effective coordination of multiple agents given the current situation. We designed and implemented the simulator and evaluated the agents’ surveillance capabilities in various battlefield settings. The simulator consists of an information panel of military agents and moving targets and a scenario display showing their interactions. The scenario panel presents multiple robots equipped with infrared sensors, a group of targets with different types and their route, and obstacles. The information panel of the simulator displays the information about the military agents and their monitored targets, and includes the resulting fusion accuracy of the type of a specific target identified and the order of targets being set according to their priority as the result of coordination.

The following section describes our work in comparison with related research. Section 3 explains how to combine multi-sensor data from military robots for surveillance and how to dynamically determine their coordinated target selection. Section 4 describes the event flow and architecture of the simulator for information fusion and intelligent target allocation in given scenarios. Using the battlefield simulator, in Section 5, we validate our framework empirically and present the experimental results using our simulator. The final section summarizes our results and discusses further research issues.

2. Related Work

In the field of data fusion technologies, considerable efforts have focused on producing substantial advances in various applications. Khaleghi et al. [2] comprehensively reviewed fusion methodologies in multi-sensor data fusion domains and several future directions of research in this community. The bulk of imperfect data fusion algorithms were applied to probabilistic fusion, evidential belief reasoning, fuzzy reasoning, and so on. They summarized the use of Dempster–Shafer (DS) theory [7] for the data fusion problem from an evidential belief reasoning perspective, and discussed the differences between the accuracy of the Bayesian method and the flexibility of DS inference. Wu et al. [8] also discussed the relationship between the DS approach and the Bayesian method, and their work using DS theory described the user’s attention through mapping from sensor’s output to the context representation. Alyannezhadi et al. [9] considered multi-sensory data fusion for unknown systems. The proposed approach was based on a clustering scheme with multi-layer perceptron. King et al. [3] addressed data fusion techniques given the input of wearable sensor data and applied the data to health monitoring applications. To exploit the input data available using wearable sensors and improve the accuracy of the output, they employed a set of data fusion techniques including support vector machines, artificial neural network, and deep learning for feature level non-parametric algorithms, and Bayesian inference and fuzzy logic for decision level algorithms. Among the different types of data fusion research algorithms, in our research using DS theory, we mainly consider the sensor fusion of data perceived by multiple robots, and focus on the improvement of our agents’ situation awareness capabilities.

Our military surveillance robot system can be classified into weakly coordinated systems [10], which usually are not based on the application of a predefined coordination protocol. Our robots are considered weakly coordinated because they follow decision theory [11] and dynamically perform
their coordinated behaviors depending only upon their local perception given a situation at hand. Once cooperative and coordinated multi-robot systems were developed, the multi-robot task allocation problem [12,13] became a main concern of research. In general, the goal of multi-robot task allocation is to map the multiple robots to their accomplished tasks. To solve the multi-robot task allocation problem in various fields of application, different research attempts have been made. In Khamis et al. [14], the approaches are largely classified into two types: market-based [12,13] and optimization-based approaches [15]. The task of the multi-agents in our study is to monitor a set of moving vehicles in battlefield environments. This problem will be modeled as an optimization-based multi-robot task allocation problem. In this paper, for optimal target allocation, the agents can be equipped with dynamic coordination capabilities achieved by the computation of expected utilities, though they pay the computational cost for all possible combinations of a pair of robot and target.

From the approaches for modeling and simulation of military-relevant robots in the field of simulated battlefield environments [4,16], several simulation systems emphasizing situation awareness were constructed. Parasuraman et al. [5] designed a robotic simulation to complete several tasks including target identification task within a situation map. The unmanned ground vehicle, as a target, moves through the area following a pre-planned path. Their simulation system only supports a single unmanned ground vehicle and its identification, even if the simulation displays route planning, communication, and change detection on the situation map. Sharma et al. [6] exploited agent-based modeling for a convoy of unmanned vehicles. Their simulation showed a battlefield environment from a single starting point to a single goal, and the environment modeled and plotted various objects, e.g., an enemy outpost, minefields, number of soldiers in platoons, and barriers. Dutt et al. [17] focused on the modeling and simulation of whether a potential threat location in a tactical battlefield is needed for more investigation using instance-based learning. They assessed their model’s accuracy of threat and non-threat identification in their experiment. In this study, we follow the research on the modeling and simulation in military environments with multiple robots and a group of targets moving on their pre-planned routes with the goal of identifying the specific type of target and the effective coordination of multiple surveillance agents. Our efforts complete the fully autonomous agents from situation awareness to their successful coordination mission in various battlefield situations.

3. Multi-Sensor Data Fusion and Rational Coordination

This section presents a set of fusion rules to merge multi-sensed data into integrated information. Multiple robots then perform coordinated target allocation using decision theory.

3.1. Combining Multi-Sensor Data Using Fusion Operators

To be aware of situation perceived from multiple sensors, distributed surveillance robots require a method to combine a series of data that they have sensed. It is critical that first, the battlefield robots estimate the possible types of targets based upon the data merged. After obtaining data from the sensors, multiple robots inform the control center of their estimations. The control center then fuses evidence multi-sensed from different robots. The combined prediction given a specific target for the commander is defined as:

$$\gamma^k = \gamma^k_i \otimes \gamma^k_j$$

where $\gamma^k_i$ and $\gamma^k_j$ represent the confidence of the possible type of a specific target $t_k$ from robots $i$ and $j$, respectively; $0 \leq \gamma^k_i$ and $\gamma^k_j \leq 1$; and $\sum \gamma^k_i = 1$ and $\sum \gamma^k_j = 1$.

A set of fusion rules is used to formulate the combined prediction from multi-source data expressed in degrees of reliability for the type of a target that has the mathematical properties of probabilities. The fusion rules must be simply applicable because the robots, under time pressure, need to obtain the fusion results as quickly as possible. Considering the complexity of the fusion...
process, given confidence values of $\gamma_i^k$ and $\gamma_j^k$ for $k = 1, 2, 3, \ldots$, the aggregation operators, $\otimes = \{\psi_1, \psi_2, \psi_3\}$ are as follows:

- **Mean** ($\psi_1$): $\gamma_t^k = (\gamma_i^k + \gamma_j^k)/2$;
- **Product** ($\psi_2$): $\gamma_t^k = \gamma_i^k \times \gamma_j^k$; and
- **DS theory** [7] ($\psi_3$): $\gamma_t^k = \frac{\gamma_t^k \times \gamma_t^k}{1 - ((1 - \gamma_t^k) \gamma_t^k + \gamma_t^k (1 - \gamma_t^k))}$.

The aggregation operators are applied to multi-source data to obtain the combined prediction representing the overall degrees of belief on the type of a specific target. The goal of fusion processing is to combine the estimations from distributed military robots when each of them estimates the probability of reliability on the type of a target. Another goal is to produce a single probability distribution that summarizes their probabilities. Without loss of generality, the aggregation operators can be used to merge data sensed by more than two robots.

Among the aggregation operators, the mean operator extends a statistic summary and provides an average of $\gamma_i^k$ from the different robots. The product rule summarizes the probabilities that coincide with $\gamma_i^k$ and $\gamma_j^k$. In this case, neither $\gamma_i^k$ nor $\gamma_j^k$ should be zero, since the product operator suffers from the limitation that if one operand is zero, the entire product will be zero. To avoid the zero results of combined prediction using the product operator, in general, they assume that these zeroes could be replaced with very small positive numbers close to zero, for example, 0.01. Dempster’s rule for combining degrees of belief produces a new belief distribution that represents the consensus of the original opinions [8,18,19]. Using Dempster’s rule, the resulting values of $\gamma_t^k$’s indicate the degrees of agreement on different robots’ probabilities of reliability on the type of a target; however, they completely exclude the degrees of disagreement or conflict. The advantage of using the Dempster’s rule in our fusion processing is that no priors or conditionals are needed.

The normalization of combined prediction is given as:

$$\hat{\gamma}_t^k = \frac{\gamma_t^k}{\Sigma_{t, k} \gamma_t^k} \text{ for } k = 1, 2, 3, \ldots,$$

considering all the estimations about the types of a target. The normalized prediction thus represents the overall confidence on a set of uncertain estimations, and it translates the combined prediction into a specific value ranging from 0 to 1, where $\Sigma_{k, t} \hat{\gamma}_t^k = 1$.

### 3.2. Intelligent Decision-Making for Target Allocation

For real-time target allocation, the surveillance robot agents should monitor their own targets that are constantly progressing or sometimes are not seen behind obstacles. It is impossible for each agent to only watch its specific target during the whole scenario at hand. Thus, the agents should make new decisions coordinated with other agents in every snapshot of an ever-changing situation not based upon a predetermined protocol. For this dynamic coordination of the agents, we endow them with decision theory [11].

To be rational in the decision-theoretic sense, the agents follow the principle of maximum expected utility (PMEU) [11]. This section shows how PMEU can be implemented in the decision-making process of target allocation under uncertainty for military robots. The agents equipped with PMEU select the most appropriate behavior to effectively monitor moving targets.

We use the following notation:

- A set of agents: $N = \{n_1, n_2, \ldots\}$;
- A set of actions of agent $n_i$, $n_i \in N$: $A_{n_i} = \{a_{i1}, a_{i2}, \ldots\}$;
- A set of world states: $S = \{s_1, s_2, \ldots\}$. 


The expected utility of the best action \( a \) of agent \( n_i \), arrived at using the body of information \( E \) and executed at time \( t \), is given by:

\[
EU(a|E, t) = \max_{a_j^i \in A_{n_i}} \sum_k P(s_k|E, t, a_j^i) U(s_k),
\]  

(3)

where \( P(s_k|E, t, a_j^i) \) is the probability that will obtain the state \( s_k \) after action \( a_j^i \) being executed at time \( t \), given the body of information \( E \); and \( U(s_k) \) is the utility of the state \( s_k \).

To formalize the decision-making problem of target allocation with multiple military robots, decision theory should be composed of probabilities and utilities, as defined in (3). In our model, the probability that a robot keeps track of a target is defined by the difference between the actual target position and the predicted target position, as estimated by a Kalman filter [20]. The utility that denotes the desirability of a resulting state as a robot keeps tracking a moving target is assumed to depend upon the attributes, i.e., target velocity approaching the robot, distance between the robot and target, intrinsic value of threat according to the type of a target, and so on. From the robot’s perspective, the utility function assigns a real number representing the overall preferences to a target given the topology of surveillance robots, obstacles, and moving targets.

Given the mapping from a decision-theoretic robot to a specific target, our framework for the coordination of multiple robots optimizes their overall target allocation in battlefield environments.

The best target allocation of robots \( R \) and targets \( T \) with the number of robots \( m \) and the number of targets \( n \) is as follows:

\[
\arg \max_l \, EU_l(R_i T_u \times \cdots \times R_j T_v | E, t),
\]  

(4)

where \( R_i T_u \times \cdots \times R_j T_v \) is one of all possible combinations of robots and targets for \( 1 \leq i, j \leq m \) and \( 1 \leq u, v \leq n \), given the body of information \( E \) and at time \( t \); and \( l \) indicates one of the expected utilities of \( R_i T_u \times \cdots \times R_j T_v \). Our coordinated agents following decision theory should decide their optimized selection that maximizes their total expected utilities, as described in (4). Thus, the multi-robot coordination through the computation of expected utility enables our agents to actively perform dynamic and flexible target allocation in real time.

4. Implementation of Intelligent Simulator for Data Fusion and Target Allocation

We designed and implemented a unit simulator for an individual fusion process, and developed an integrated simulator to fuse data perceived by distributed robots to keep track of targets through the coordination of the multiple robots in simulated battlefield settings. The simulators were programmed using C# version 4.0, Visual Studio 2017 in the .NET environment.

4.1. Unit Simulator for Individual Fusion Process

An individual fusion process was implemented using the aggregation operators of mean, product, and DS theory, as depicted in Figure 1. As shown in the left upper part of Figure 1, up to six military robots can be selected, i.e., from Robot1 to Robot6, and the possible types of a specific target that they monitor include a sport utility vehicle (SUV), a truck, an armored personnel carrier (APC), or a tank. Given input values of confidence for each type of target, the combined prediction button calculates the fusion of confidence values according to (1) using three fusion operators. The normalization button returns a normalized output value, which is computed by (2), as shown in the left lower part of Figure 1. The plot button displays a graph whose bar represents the accumulated confidence values on each type of target, as shown in the right side of Figure 1. The reset button initializes the fusion processing. These buttons are displayed in the left middle part of Figure 1.
The unit simulator, as shown in Figure 1, represents the result of an individual fusion process given a current situation. Let $\gamma_k^i = \{0.6000, 0.2000, 0.1000, 0.1000\}$ and $\gamma_k^j = \{0.5000, 0.2000, 0.2000, 0.1000\}$ from robots $i$ and $j$ for $k = 1, 2, 3, 4$, which represent SUV, Truck, APC, and Tank, respectively. Therefore, there are two surveillance robots, $i$ and $j$, monitoring a specific target, whose type is uncertain among the four types. Given confidence values, aggregation rules can be applied to obtain a combined prediction, as defined in (1). The outputs of combined prediction are summarized in Table 1.

Table 1. An example of combined prediction using three fusion rules.

| Fusion rules | Fusion results |
|--------------|----------------|
| Mean ($\psi_1$) | $\gamma_k^i = \{0.5500, 0.2000, 0.1500, 0.1000\}$ |
|               | $\gamma_k^j = \{0.5500, 0.2000, 0.1500, 0.1000\}$ |
| Product ($\psi_2$) | $\gamma_k^i = \{0.3000, 0.0400, 0.0200, 0.0100\}$ |
|               | $\gamma_k^j = \{0.8108, 0.1081, 0.0541, 0.0270\}$ |
| DS theory ($\psi_3$) | $\gamma_k^i = \{0.6000, 0.0588, 0.0270, 0.0122\}$ |
|               | $\gamma_k^j = \{0.8595, 0.0843, 0.0387, 0.0175\}$ |

When a mean aggregator is used, among the fusion operators, the resulting distribution of combined prediction similarly reflects the distribution of confidence values from each robot’s perspective, since it denotes the average of two input values. With product and DS theory, however, the $\gamma_k^i$’s by $\psi_2$ and $\psi_3$ (0.3000 and 0.6000) of the combined prediction are much bigger than the other combined values, i.e., $\gamma_k^i$’s by $\psi_2$ and $\psi_3$ (0.0400 and 0.0588), $\gamma_k^i$’s by $\psi_2$ and $\psi_3$ (0.0200 and 0.0270), and $\gamma_k^i$’s by $\psi_2$ and $\psi_3$ (0.0100 and 0.0122), compared with the original distributions of their estimations. Normalizing the combined prediction $\hat{\gamma}_k$, as defined in (2), compares the confidence values on types of a target with each other in the range of 0 and 1. Thus, the normalized prediction using product and DS theory as fusion rules (0.8108 and 0.8595) indicates that the type of target monitored is definitely an SUV for $k = 1$. 

Figure 1. Fusion process using aggregation operators, i.e., mean, product, and DS theory.
4.2. Intelligent Simulator for Data Fusion and Target Allocation

The events of our simulator within a cycle occur in order, as depicted in Figure 2. In preparation mode, the types of targets and their proceeding routes were preset, some obstacles preventing robots from their observation of targets were placed, and the multiple robots were located. To start the simulation, targets proceeding in the route were previously defined, and the robots began to search for possible targets within their range. The robot agents perceive targets and obstacles through infrared sensors, and then extrapolate the type of targets given a set of percepts. The control center fuses multiple robots’ estimations and sends a unique and integrated identification back to them. After identifying the type of targets, a group of surveillance robots coordinate each other to monitor targets even if some of them are hidden by obstacles.

![Figure 2. Event flow of the integrated intelligent fusion simulator.](image)

For the target identification and coordination of surveillance robots, we designed and developed an integrated simulator. A unit simulator for data fusion, as depicted in Figure 1, was plugged into the integrated simulator, which included the task of rational coordination for target allocation. The intelligent simulator for data fusion and target allocation in Figure 3 consists of the information panel of the surveillance robot agents and moving targets, and the scenario display panel. The scenario panel presenting the interaction of the agents and targets displays a group of targets with four different types and their route, the multiple robots equipped with infrared sensors, and obstacles denoted by bars. The right panel of the simulator displays the information about the robot agents and targets. In its top of the panel, there are three simulation modes: Start, Pause, and Reset, and the playing speed can be up to 10 times faster than the original speed. Below the simulation modes, robot information is listed. The parameters are robot ID from 0 to 5, search or tracking mode, position, sensors, and a threshold value switching search mode into tracing mode. Regarding target information, the parameters are target ID from A to F, the real values and estimated values of position, types, velocity, and fusion accuracy in two columns. The bottom of the right panel describes robot–target allocation determined by the robots’ coordination. In this scenario, there are six surveillance robots, six identified moving targets, and a specific obstacle. The surveillance robots perceive information through sensors and generate probabilities and utilities, which are then used to optimize target selection that maximizes their total expected utilities, as described in (4). From each robot’s perspective, the leftmost column in the table displays the best appropriate target being tracked in each given state. As states evolve, each column is shifted to the right direction.
Figure 3. Intelligent simulator for data fusion and target allocation in battlefield settings.

Our simulator provides various scenarios with different formations of targets, robots, and obstacles, and iteratively tests the capabilities of surveillance robot agents in simulated battlefield settings. The intelligent simulator can ultimately provide a test bed for our agents to experimentally verify their autonomy for situation awareness, target detection, and continuous tracking.

5. Experiments and Data Analysis

To test surveillance robots’ capabilities in the fusion process, we performed two experiments and measured the performance of the fusion results (1) on the unique estimation of types of a target using three aggregation operators, and (2) in the case where the robots are equipped with different sensors using the DS theory aggregation operator. Another experiment focused on (3) the performance of coordinated target selection to verify the dynamic target allocation of the robots. For the above three experiments, the performance of our agents was tested in various realistic battlefield situations.

5.1. Individual Fusion Process Using Three Aggregation Operators

To obtain experimental results for our fusion process in various military environments, we developed a program that lists input values and aggregation results in text and graph, as depicted in Figure 4. The goal of our experiment was to investigate the distribution of confidence values, i.e., the results of three fusion operators applied to surveillance data perceived by the infrared sensors of robots. In the experiment, we assumed that two military robots simultaneously track a specific target at a randomly generated distance. The distance between a battlefield robot and a target is categorized into three ranges: short range (0–3 km), middle range (3–5 km), and long range (5–10 km). Short- and long-range targets each compose 30% of the total, and the remaining 40% by middle-range targets.
Figure 4. Experiment for individual fusion processing using mean, product, and DS theory operators.

Figure 4 is divided into two parts, the situation panel on the left and the graph panel on the right. The situation panel consists of a distance from robot1, a distance from robot2, robot1’s confidence value on a specific target given a distance, robot2’s confidence value on the same target given another distance, and the results of fusion processing according to three aggregation operators (mean, product, and DS theory). When the combined prediction button is pressed, the information above and the results of fusion processing are automatically generated over 100 situations. On the graph panel, when targets are generated for short or middle ranges from the robots, the resulting confidence values produced by the product operator and the DS theory operator have overall larger values than those produced by the mean operator. This indicates that product and DS theory operators increase the belief in the accuracy of the specific target when two robots agree on target type compared with the mean operator. When targets are generated for long ranges, the bottom of the graph panel shows that the robots’ estimations of the types of targets do not agree and the resulting values of fusion are relatively low, ranging from 0.05 to 0.3.

As such, we only considered the performance of the operators when targets were generated for short or middle ranges. In summary, among the three aggregation operators tested, the fusion process using DS theory showed the most accurate performance, with accuracy averaging at approximately 85%.

5.2. Identifying Types of Targets Depending on Different Sensors

We created two kinds of military scenarios to test the DS theory operator using the intelligent and integrated simulator, as shown in Figure 3. In each scenario, robot agents tried to predict the type of target in 100 tests for each of the four types of targets: SUV, Truck, APC, and Tank. The surveillance robots were equipped with two different sensors: mid-wavelength infrared (MWIR) and long-wavelength infrared (LWIR). The distance between a target and robots was unchanged between each test. To predict the type of a target and measure the performance of fusion results, the DS theory aggregation operator was applied to the multi-sensed data from the surveillance robots, since the fusion results using DS theory showed the best performance in the experiment in Section 5.1.

With two surveillance robots and one target scenario, the distance between Robot0 and the target was set to 3 km, and the distance between Robot1 and the target was set to 4.5 km. At first, both the robots were in search mode, searching for targets while rotating 360 degrees. When the probability that a target was considered to be a real threat passed a certain threshold value, each of the robots
switched into tracking mode, selectively concentrating on tracking the target through their infrared sensors. The threshold value for switching mode was set to 0.6, since this was the lowest value at which the robots could identify the types of targets in the previous experiment, as depicted in Figure 4.

Table 2 summarizes the fusion results with two surveillance robots using MWIR and LWIR sensors and different types of targets. The numeric value in each row of Table 2 represents the average performance of 10 runs for the accuracy of the prediction for the specific target type. For all kinds of targets in these experimental settings, the performance of the robots equipped with LWIR sensors was superior to that of the robots equipped with MWIR sensors. In this experimental setting for two robots and one target, the LWIR sensors were more adequately used to perceive a possible threat in predefined distances, i.e., 3 and 4.5 km, rather than the MWIR sensors. The robots showed the most accurate fusion performance when they were predicting tanks. This was due to the fact that the probability distribution of the distance between each robot and the tank was clearly higher than that of the distance between each robot and the three other types of targets.

| Target | MWIR       | LWIR       |
|--------|------------|------------|
| SUV    | 75.27 ± 10.38 | 81.02 ± 13.69 |
| Truck  | 92.29 ± 2.53  | 95.35 ± 3.72  |
| APC    | 91.24 ± 6.47  | 94.30 ± 4.37  |
| Tank   | 95.80 ± 3.80  | 96.83 ± 3.32  |

As another experiment with three surveillance robots and one target scenario, all the distances between each robot and the target were set to 4 km. Two robots were in tracking mode while one was in search mode, and a target was proceeding on the planned path. Table 3 summarizes the fusion results of the three surveillance robots using MWIR and LWIR sensors for a specific target of different types after 10 runs per each type of a target.

| Target | MWIR       | LWIR       |
|--------|------------|------------|
| SUV    | 75.39 ± 10.60 | 94.87 ± 5.07  |
| Truck  | 94.05 ± 6.90  | 96.59 ± 6.84  |
| APC    | 95.79 ± 5.70  | 97.22 ± 5.10  |
| Tank   | 99.59 ± 0.21  | 99.69 ± 0.35  |

We confirmed that the experimental results with three robots and one target, as described in Table 3, were similar to those with two robots and one target, as described in Table 2. The only difference was that the resulting predictions of the types of targets in the scenario with three robots and one target were more accurate than those with two robots and one target. This difference derived from the normalization of the combined prediction using the DS theory operator considerably increasing the degree of consensus among the robots. Thus, compared with the case with two robots agreeing with each other, the accuracy increased with three robots closely agreeing with each other regarding their predictions of the types of targets.

5.3. Rational Decision-Making for Target Allocation

The goal of this experiment was to test the target allocation algorithm for multiple coordinated robots, as described in (4). For target allocation, the performance of our decision-theoretic agents was compared with those of agents that randomly chose targets in scenarios with four surveillance robots and four moving targets. We set up 10 different scenarios using the simulator, as depicted in Figure 3, and measured the agents’ performance using two strategies for 10 repetitions of each
scenario. The agents’ performance is represented by the sum of expected utilities when they made their decisions regarding target selection. The experimental result is summarized in Figure 5.

![Figure 5. Total sum of expected utilities in scenarios using four robots and four targets.](image)

After the 100 total trials for the 10 scenarios, the accumulative sum of expected utilities computed by our agent’s target selection was 29% higher than that of the agents using the random strategy. The more accurate target allocation of robots $R$ and targets $T$ with the number of robots $m$ and the number of targets $n$, as described in (4), allowed our decision-theoretic agents to dynamically choose their appropriate targets in real time. We found that the difference between the performance of agents with two different strategies for target allocation was clearer when the number of surveillance robots and the number of targets increased from two robots and two targets to four robots and four targets. This experimental result showed that the performance of the robot using a random strategy was inferior to that of our agent as the complexity of situations increased.

6. Conclusions

Here, we proposed a set of fusion operators to combine multi-sensor data from military robots and a framework of coordinated target allocation for surveillance robot agents, and implemented a scenario-based simulator to repeatedly assess the intelligent fusion process and the coordinated target selection in battlefield environments. After confirming the estimation capabilities of robot agents using the unit simulator, we plugged it into an integrated simulator that displays interactions between the surveillance robot agents and a group of targets. The integrated battlefield simulator had multiple targets moving on pre-planned paths, which enabled our agents to verify their target type estimation performance and to test their coordinated capabilities regarding target selection in various battlefield situations.

Military surveillance robots search for possible threats among some targets. Other than the paths followed by the targets, the position and number of obstacles can also be programmed in advance to thus test whether the robots can track threats and communicate the results of fusion processing even when they momentarily do not have a visual on these targets. We developed our simulator so that it could successfully create simulated uncertain battlefield environments in which the autonomy of military robots could be repeatedly tested for their rational decision-making for target identification and intelligent coordination to continuously track the subsequent movements of targets. Using our unmanned surveillance simulator as a test bed, we evaluated our agents’ performance of data fusion and coordination. We found that our flexible agents used aggregation operators for multi-sensed data fusion, and our decision-theoretic agents outperformed agents applying random strategy for the task of target coordination.
The development of this intelligent fusion and coordination simulator contributes to setting up specific scenarios including realistic moving vehicles, obstacles, and distributed surveillance robots with sensors, highlighting the iterative evaluation and verification of our friendly agents’ data fusion and coordination capabilities based upon the identification of hostile moving vehicles. For future research, the proposed framework in our simulator could be applied to real battlefield situations in which the commander of the control center communicates with multiple surveillance robots, fuses their sensed data, and assigns the best target to monitor. We will extend the intelligent fusion and coordination simulator to more complicated environments, in which our agents move on land, sea, or air space and perceive data using multiple sensors while continuously moving. Our agents should be fully autonomous for situation awareness and should adaptively respond to the ever-changing real situation.
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- **DS theory**  Dempster–Shafer theory
- **PMEU** Principle of maximum expected utility
- **MWIR** Mid-wavelength infrared
- **LWIR** Long-wavelength infrared

**References**

1. Banerjee, T.P.; Das, S. Multi-sensor data fusion using support vector machine for motor fault detection. *Inf. Sci.* 2012, 217, 96–107. [CrossRef]
2. Khaleghi, B.; Khamis, A.; Karray, F.O.; Razavi, S.N. Multisensor data fusion: A review of the state-of-the-art. *Inf. Fusion* 2013, 14, 28–44. [CrossRef]
3. King, R.C.; Villeneuve, E.; White, R.J.; Sherratt, R.S.; Holderbaum, W.; Harwin, W.S. Application of data fusion techniques and technologies for wearable health monitoring. *Med. Eng. Phys.* 2017, 42, 1–12. [CrossRef] [PubMed]
4. Noh, S. Intelligent fusion processing of data perceived through IR sensors of multiple robots. In Proceedings of the International Conference on ICT for Smart Society (ICISS): Think Ecosystem Act Convergence, Jakarta, Indonesia, 13–14 June 2013; pp. 62–66.
5. Parasuraman, R.; Barnes, M.; Cosenzo, K. Adaptive automation for human-robot teaming in future command and control systems. *Int. C2 J.* 2007, 1, 43–68.
6. Sharma, S.; Singh, H.; Gerhart, G.R. Simulation of convoy of unmanned vehicles using agent based modeling. In Proceedings of the Unmanned/Unattended Sensors and Sensor Networks, Florence, Italy, 5 October 2007; p. 8.
7. Shafer, G. Perspectives on the theory and practice of belief functions. *Int. J. Approx. Reason.* 1990, 3, 1–40. [CrossRef]
8. Wu, H.; Siegel, M.; Stiefelhagen, R.; Yang, J. Sensor fusion using Dempster-Shafer theory. In Proceedings of the 19th IEEE Instrumentation and Measurement Technology Conference, Anchorage, AK, USA, 21–23 May 2002; Volume 1, pp. 7–12.
9. Alyannezhadi, M.M.; Pouyan, A.A.; Abolghasemi, V. An efficient algorithm for multisensory data fusion under uncertainty condition. *J. Electr. Syst. Inform. Technol.* 2017, 4, 269–278.
10. Farinelli, A.; Iocchi, L.; Nardi, D. Multirobot systems: A classification focused on coordination. *IEEE Trans. Syst. Man Cybern. Part B* 2004, 34, 2015–2028. [CrossRef] [PubMed]
11. Russell, S.J.; Norvig, P. Uncertain knowledge and reasoning. In *Artificial Intelligence: A Modern Approach*; Pearson Education, Inc.: Upper Saddle River, NJ, USA, 2010; pp. 480–684.

12. Chen, J.; Sun, D. Resource constrained multirobot task allocation based on leader–follower coalition methodology. *Int. J. Robot. Res.* 2011, 30, 1423–1434. [CrossRef]

13. Wei, C.; Hindriks, K.V.; Jonker, C.M. Dynamic task allocation for multi-robot search and retrieval tasks. *Appl. Intell.* 2016, 45, 383–401. [CrossRef]

14. Khamis, A.; Hussein, A.; Elmogy, A. Multi-robot Task Allocation: A Review of the State-of-the-Art. *Coop. Robot. Sens. Netw.* 2015, 604, 31–51.

15. Darrah, M.; Niland, W.; Stolarik, B.M. Multiple UAV Dynamic Task Allocation Using Mixed Integer Linear Programming in a SEAD Mission. In Proceedings of the American Institute of Aeronautics and Astronautics, Arlington, VA, USA, 26–29 September 2005; pp. 2324–2334.

16. Park, S.R.; Nam, I.; Noh, S. Modeling and simulation for the investigation of radar responses to electronic attacks in electronic warfare environments. *Secur. Commun. Netw.* 2018. [CrossRef]

17. Dutt, V.; Cassenti, D.N.; Gonzalez, C. Modeling a robotics operator manager in a tactical battlefield. In Proceedings of the IEEE International Multi-Disciplinary Conference on Cognitive Methods in Situation Awareness and Decision Support, Beach, FL, USA, 22–24 February 2011; pp. 82–87.

18. Chen, Q.; Whitbrook, A.; Aickelin, U.; Roadknight, C. Data classification using the Dempster–Shafer method. *J. Exp. Theor. Artif. Intell.* 2014, 26, 493–517. [CrossRef]

19. Lowrance, J.; Garvey, G.; Strat, T.A. Framework for Evidential-Reasoning Systems. In *Classic Works on the Dempster-Shafer Theory of Belief Functions*; Springer: Berlin/Heidelberg, Germany, 2008; Chapter 16; pp. 419–434.

20. Welch, G.; Bishop, G. An Introduction to the Kalman Filter. In Proceedings of the SIGGRAPH 2001: Course 8, Los Angeles, CA, USA, 12–17 August 2001; pp. 1–47.

© 2020 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).