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Summary
The selection of optimal set points is an important problem in modern process control. Fuzzy Cognitive Maps (FCMs) allow to construct models of complex processes using expert knowledge, which is particularly useful in situations where measuring the variables of interest online is problematic. These models can be used as constraints in optimization problems with the objective of determining optimal set points for those processes. This paper presents a reformulation of the constraints imposed by the FCM models that reduces the complexity of the resulting optimization problem and enables the application of heuristic methods for its solution. Computational results show that the use of separable programming on the reformulated problem constitutes a very good alternative, both in terms of solution time and reliability in finding the optimum, enabling the application of FCM modelling to larger systems and easing the practical implementation of the approach.
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1 | INTRODUCTION

The selection of the set points of process variables is a key step in the operation of modern process industries, as this decision has a high impact on the quality characteristics of the final product and on the process performance metrics. This decision usually requires addressing the process from a global point of view, since the optimal values for these set points usually emerge from a careful consideration of the trade-offs between conflicting operation objectives. The trade-off between final product quality and operation cost is the most common example of this situation.

Global process models, thus, are a fundamental tool to aid in the decision making process and are usually employed in the higher layers of multilayer control, whose purpose is precisely to provide these set points. The development of these models, however, is not always an easy task due to the complexity of the processes or difficulties in obtaining measurements of the
involved variables. The food processing industry is a common example of this situation, as it is usual to have variables of interest related to quality features of the produced goods that are hard to measure online. In this scenario, a plausible approach for the development of models relating these variables with the rest of process variables is via expert operator knowledge.

Fuzzy Cognitive Maps (FCM) are a convenient tool for modeling complex systems with many involved variables. They provide an intuitive representation of the relations among the variables, allow to easily decompose the model into simpler parts and to use an incremental approach in the construction of the models. These features render them as a very useful tool for the construction of models that are based on expert knowledge. FCM can also be used in circumstances where data is available; in this case, the models can be constructed using these data via optimization techniques. In fact, many research efforts have been devoted to the use of optimization techniques to find the parameters for the FCM models. These methods are conceptually similar to system identification approaches, since the objective is precisely to obtain a model relating a set of input and output variables. The techniques employed, however, are typically different from the ones used by traditional system identification approaches, and can be roughly classified into three groups: Hebbian-based learning, population-based learning and mixtures of these two approaches. A very recent work has proposed a reformulation of this problem that casts it as a convex optimization problem, which significantly contributes to overcoming many of the shortcomings of previous approaches. The focus of this paper, however, is not the use of optimization techniques to obtain a model based on experimental data; but, assuming that a model is already available, to investigate the implications of the mathematical structure of the FCM models when they are used as constraints in optimization problems that aim to provide set points in an hierarchical control scheme, with a focus on aspects that influence the practical use of the approach.

The use of FCM plus an optimization problem to provide and update global process set points was explored in Ref. with an application example of the methodology to an industrial food manufacturing process where the resulting nonconvex optimization problem was initially solved using a general purpose global solver. However, this solution method is slow and viable only for relatively small models. Solving optimization problems efficiently is a topic of clear practical interest, as demonstrated by recent research effort on the topic. Furthermore, the possibility of solving relatively large problems quickly could boost the application of this type of modelling to larger production planning problems, such as the one presented in.

This paper elaborates on the work presented in and presents a reformulation of the constraints introduced by the FCM models that ease the complexity of the optimization problem and allows the use of simpler methods for its solution. This way, results of the application of convex-concave and separable programming to the reformulated problem are presented, showing that separable programming constitutes a very good alternative, both in terms of solution time and reliability in finding the optimum. The use of separable programming on the reformulated problem paves the way for the use of FCM models on larger systems, and enables the use of standard Mixed-Integer Linear Solvers for its solution, which eases the practical implementation of the approach. The remainder of the paper is organized as follows: Section provides a brief overview of FCM and the
heuristic solution methods. In turn, Section 3 introduces the reformulation of the optimization problem and Section 4 shows the computational results obtained in experiments comparing the two different heuristic solution methods. Finally, Section 5 presents the conclusions of the work.

2 | BACKGROUND

This Section provides a brief background on the modeling methodology and the solving methods for the nonconvex optimization problem.

2.1 | Fuzzy Cognitive Maps

Fuzzy Cognitive Maps were initially proposed in and have evolved into many different variations of the original idea. The modeling method employed in this work, detailed in, is composed of a set of nodes V that represent the process variables and a set of directed arcs A that symbolize the relationships between these variables.

For each node \( v_i \in V \) of the network, the following elements are defined:

- \( U_i \): the universe of discourse of the node, i.e., the range of possible crisp values that the associated process variable may take.
- \( H_i \): a collection of fuzzy sets (FS) \( L_i^k \) defined in \( U_i \):
  \[
  L_i^k = \{ (t, \mu_{L_i^k}(t)) : t \in U_i \},
  \]
  \[
  H_i = \{ L_i^k, k = 1, 2, \ldots, K_i \}.
  \]
- \( y_i \): the crisp value assigned to the node (\( y_i \in \mathbb{R} \)).
- \( x_i \): an array holding the membership value of \( y_i \) to each fuzzy set \( L_i \) (\( x_i \in \mathbb{R}^{K_i} \)).
  \[
  x_i = [\mu_{L_i^1}(y_i) \mu_{L_i^2}(y_i) \cdots \mu_{L_i^{K_i}}(y_i)]^T.
  \]

In turn, the properties assigned to the arcs are:

- \( \rho_{ij} \): intensity of the relation between the nodes \( v_i \) and \( v_j \) (\( \rho_{ij} \in \mathbb{R} \)).
- \( R_{ij} \): a matrix that defines the relationships between the fuzzy sets of the nodes connected by the arc. This matrix is roughly equivalent to the rules in an Fuzzy Logic System (FLS). The size of this matrix is given by the cardinality of \( H_i \), denoted \( K_i \) and the cardinality of \( H_j \), denoted \( K_j \). This way, \( R_{ij} \in \mathbb{R}^{K_i \times K_j} \).
FIGURE 1 Generic multi-input single output model for traditional, singleton FCM. A more complex model can be built by composition of this elementary structure.

Figure (1) depicts a two-layer network. The tail nodes of the arcs ($v_1, v_2, \ldots, v_n$) act as antecedents in a fuzzy rule, in the sense that their value is supposed to be known and influence the value of the head node. The head node, therefore, acts as the consequent part of a fuzzy rule, and its value is determined by the tail nodes and the properties of the arcs, according to the following algorithm:

1. For each tail node $v_1, v_2, \ldots, v_n$, the evaluation of the membership degree of $y_i$ to each FS defined in $U_i$ provides the entries of the corresponding vector $x_i$:
   \[
   x_i = [\mu_{L_1}(y_i) \mu_{L_2}(y_i) \ldots \mu_{L_K}(y_i)]^T.
   \] (4)

2. The impact received by the head node $m$ is computed as:
   \[
   w_m = [w_{m1}^1 w_{m2}^2 \ldots w_{mK_m}^K]^T = \sum_{j=1}^{n} \rho_{mj} R_{mj} x_j.
   \] (5)

3. The crisp value of the head node $y_m$ is computed combining the peak values of the FS defined in $v_m$, denoted $q_m^k$, using $w_m$ as weight (effectively, height defuzzification):
   \[
   y_m = \frac{\sum_{k=1}^{K_m} w_m^k q_m^k}{\sum_{k=1}^{K_m} w_m^k}.
   \] (6)

Multilayer models can be built by combining multiple simple models like the one depicted in Figure (1). In particular, constructing a multilayer model where $v_m$ is also the predecessor of other nodes just requires considering the previously computed $y_m$ as the crisp input to node $v_m$, and performing the steps 1 – 3 to compute the crisp value of the associated head node. More details on the methodology can be found in [13, 18, 19].
Two approaches have been investigated for the solution of the optimization problem: Difference of Convex Programming and Separable Programming. The following Subsections briefly present the main features of both approaches.

2.2.1 | Convex-Concave Programming

Convex-Concave Programming is a heuristic method that provides local solutions to problems where nonconvex terms are expressed as differences of convex functions:

\[
\begin{align*}
\text{minimize} & \quad f_0(x) - g_0(x) \\
\text{subject to} & \quad f_i(x) - g_i(x) \leq 0, \quad i = 1, \ldots, m.
\end{align*}
\]

(7)

Here, \( x \in \mathbb{R}^n \) and \( f_j \) and \( g_j \), \( j = 0, 1, \ldots, m \) are all convex functions.

The main idea of the method is to iteratively solve convex approximations of the original problem obtained by linearizing the functions \( g_i \), thus dropping the concave part of the problem:

\[
\hat{g}_i(x) = g_i(x_k) + \nabla g_i(x_k)^T (x - x_k).
\]

(8)

The basic method requires a feasible starting point for the algorithm, however an extension of the method exists that introduces slack variables and a penalty on the violations of the constraints, and thus does not require an initial feasible point for the algorithm. Further details can be found in and the references therein.

2.2.2 | Separable Programming

Separable programming deals with problems where the nonconvex constraints are separable, i.e., can be expressed as sums of functions of individual decision variables:

\[
f(x) = \sum_i f_i(x_i).
\]

(9)

As will be shown in Section, the nonconvex constraints in the optimization problem of interest can be expressed as separable constraints. This formulation has the advantage that each function causing a nonconvex constraint can be easily approximated by a piecewise linear function, yielding a program that can be solved as a Mixed-Integer Linear Program with a standard solver or as a Linear Program using a restricted entry simplex method. In this paper, both inner and outer linearization methods were considered, and the results that were obtained using each of these methods were also compared. Figure depicts the linearization of \( x^2 \) according to both methods.
3 | PROBLEM REFORMULATION

The formulation of the constraints of an optimization problem is known to have a considerable impact on the difficulty of its solution. It is thus of interest to analyze the characteristics of Eqs. (4) – (6) when these are constraints of an optimization problem, and to consider alternative formulations that might reduce the complexity of the problem.

Equation (4) transforms $y_i$ into $x_i$ by means of the membership functions defined for each label. Typical membership functions are not linear – in fact, they are usually concave or pseudo-concave functions, e.g. triangular, trapezoidal or gaussian –, so expressing these constraints as equalities immediately yields the optimization problem as non-convex. This equality constraint can be relaxed to an inequality if two additional linear constraints are introduced:

1. The weighted combination of the peaks of the FS ($q_i^k$) using the elements of $x_i$, denoted $x_i^k$, must equal $y_i$:

   $$y_i = \sum_{k=1}^{K_i} x_i^k q_i^k. \quad (9)$$

2. Since the FS are chosen to yield a fuzzy partition of the universe of discourse, the sum of the elements of $x_i$ must equal 1:

   $$\sum_{k=1}^{K_i} x_i^k = 1. \quad (10)$$

Introducing these constraints, Equation (4) can be relaxed to:

$$x_i^k \geq \mu_{I_i}(y_i). \quad (11)$$

**FIGURE 2** Inner and outer linearization of $x^2$. Both methods were employed in the piecewise-linear solution of the optimization problems.
Figure 3 shows two triangular membership functions (MF) for two generic FS defined in the universe of discourse of a node. According to Eq. (11), the membership value can be anything equal or greater than the membership value defined by the MF. However, since the MFs are chosen to yield a fuzzy partition and Eq. (10) applies, Eq. (11) is guaranteed to be satisfied as an equality. Unfortunately, the fact that $\mu_{L_i}(y_i)$ is typically a concave function still yields the constraint as non-convex. If triangular membership functions are used, this constraint can be modeled as a Special Ordered Set of type 2 (SOS2) constraint on the elements of $x_i$. It is easy to see that if the FS in $H_i$ are defined to yield a fuzzy partition of $U_i$, then at most two consecutive elements must be nonzero, and the sum of all the elements of $U_i$ must be one.

In turn, Eq. (5) provides $K_i$ linear equality constraints that do not pose any complications for the solution of the optimization problem. On the other hand, Eq. (6) supplies a nonconvex equality constraint per node. In order to reformulate this constraint into a milder set of constraints, we define a variable $c$ equal to the sum of the impact components:

$$ c_i = \sum_{k=1}^{K_i} w^k_i. $$

(12)

Then, we can rewrite Eq. (6) as:

$$ y_i c_i = \sum_{k=1}^{K_i} w^k_i q^k_i. $$

(13)

Once in this form, we can use the following standard reformulation trick to transform Eq. (13) into a linear constraint plus two separable quadratic equality constraints. Two additional variables per node ($a_i$ and $b_i$) are introduced and defined by the constraints:

$$ a_i = \frac{1}{2}(c_i + y_i), $$

$$ b_i = \frac{1}{2}(c_i - y_i). $$

(14)
so that the following relation holds:

\[ y_i c_i = a_i^2 - b_i^2. \] (15)

We further introduce two extra variables \( z_i \) and \( t_i \), along with the constraints:

\[ z_i = a_i^2, \]
\[ t_i = b_i^2. \] (16)

Then, using Eq. (15) and Eq. (16), we can rewrite Eq. (13) as:

\[ z_i - t_i = \sum_{k=1}^{K_i} u_i^k q_i^k, \] (17)

which is a linear equality constraint. This way, the nonconvex constraint given by Eq. (6) has been recast into the nonconvex separable constraints defined by Eq. (16) and the three additional linear equality constraints contained in Eqs. (14) and (17).

4 | COMPUTATIONAL RESULTS

This Section presents a comparison of the performance of each of the considered solution methods for the reformulated problem, both in terms of reliability in finding the optimum and solution time. The experiments were carried out using the four models included in Figure 4, that were generated according to the following algorithm:

1. Choose (randomly or not):
   - Number of input and output nodes.
   - Total number of nodes and relations.
   - Number of layers and whether arcs may only influence nodes of their contiguous layer or not.
   - Frequency of the different type of relations

2. Randomly assign the free number of nodes into the intermediate layers of the model.

3. Connect each node in the network with a random node of the subsequent layer.

4. Connect isolated nodes with a random node of the previous layer.

5. Randomly connect nodes until the total number of relations is met, forcing them to be contiguous or not, as defined in step 1.

As shown in the Figure, models of different sizes were considered to evaluate the impact of model size in the solution time. For each model topology, four different assignments of relations and two cost allocations were considered, providing eight different optimization problems per topology.
In order to test the influence of the initial points in finding the optimum, four different random initial points were considered for each problem and solution method. Feasible starting points are easy to find, since the only constraints are those imposed by the FCM model. This way, feasible points can be found choosing appropriate values for the input nodes (nodes without any incoming arcs) and computing the values of the rest of nodes of the model.

In turn, the objective functions used in the tests were composed of $l_1$ deviation penalization and linear terms:

$$\text{minimize } J = \sum_{i=1}^{N-2} C_i y_i + \sum_{i=N-1}^{N} C_i |y_i - r_i|,$$  \hspace{1cm} (18)

where $C_i$ represents the cost assigned to each term, and $r_i$ symbolizes the target value for the variable. This type of functions capture well the typical requirements of penalizing the control effort while allowing the values of a variable to match a specific reference.
The computational experiments were carried out in a mid-2012 MacBook Pro equipped with an Intel Core i7 and 8 GB RAM. The optimization problems were defined using CVXPY\textsuperscript{27} and the DCCP extension for the convex-concave approach\textsuperscript{20}. The solver used was Gurobi Optimizer version 6.5.1\textsuperscript{28} for the mixed-integer problems and ECOS\textsuperscript{29} for the convex subproblems.

Figure 5 shows the objective values obtained (x-axis) and the solution time required (y-axis) for the first three models and all the solution methods. The fourth model is not shown as the solution time required by the dccp method was prohibitely high and the experiments were aborted before completion. The first important conclusion that can be drawn from the inspection of this Figure, is the clear superiority of the separable programming methods over the convex-concave approach (marked as dccp in the Figure). For all three models, the solution time is much higher for the dccp method. Although the dccp method solves very fast the convexified subproblems, a large number of these subproblems needs to be solved, thus requiring a large time to solve the problem. Furthermore, for models II and III, the horizontal spread of the markers denotes the high variability in the objective values provided by the dccp method, as opposed to the concentration of the values provided by the separable programming methods. The theoretical lack of guarantee of global optimality of the solution found by the dccp method is in fact practically noticeable in this spread of values.

Figure 6 offers a closer look at the solutions obtained using the separable programming methods, including also the results obtained for model IV. As depicted in this Figure, the points corresponding to the same experiment tend to be fairly close, both in terms of objective value and solution time. This means that the initial points do not have a large influence on the optimal solution, nor on the computation time required to find it. This is very desiderable for optimization problems where obtaining a global optimum is not guaranteed, as a common practice in that scenario is to solve the problem several times using different starting points. This concentration of values alleviates the need to use multiple starting points, as the separable programming methods are shown to perform consistently for this problem reformulation.

It can be observed that the outer linearization method, denoted as pwl in the plots, tends to provide lower solution times than the inner approach, with this difference increasing with the size of the model. The average solution time for the different
models and solution methods can be found in Table 1 and shows the fast increase of the solution time as the model size grows, particularly between models III and IV. The order of magnitude of these computation times, however, renders them viable for their application in hierarchical control schemes, even for model IV, as set point update is typically performed at sample times that are larger than the values included in the table, and much larger than the sampling times used at the low-level control layers.

5 | CONCLUSIONS

This paper has introduced a reformulation of the nonlinear constraints provided by FCM and a comparison of two heuristic solution methods for the resulting problem. The reformulation introduced in Section 3 allowed to pose the problem as separable, which, in turn, allowed to use separable programming methods. The experiments have shown that the outer linearization method is the one that performed the best, providing reliability in finding the optimum from different starting points and reasonable solution times for moderate-sized models (25 nodes) and larger times, although still useful, for larger problems (50 nodes).

---

**TABLE 1** Average solving time in seconds and standard deviation for the different models and solution methods.

| Model | Method     | Model     | Method     |
|-------|------------|-----------|------------|
|       | dccp       | pwl       | pwl_inner  |
| I     | 20.22 (6.93) | 0.48 (0.13) | 0.59 (0.19) |
| II    | 127.63 (69.30) | 2.78 (1.14) | 3.09 (1.12) |
| III   | 301.01 (122.13) | 9.80 (5.15) | 15.21 (7.08) |
| IV    | 205.31 (144.17) | 427.05 (477.46) |          |
The reduction of the time required to solve an optimization problem provided by the proposed reformulation and solution method facilitates the use of FCM models in the upper layers of hierarchical control schemes. Also, the fact that only a Mixed-Integer Linear solver is needed for the problem, also expedites the practical implementation of the approach, be it with commercial solvers, such as Gurobi, or with open source ones, such as GLPK or lp_solve. This way, FCM becomes an interesting approach for the modeling of the relations between the high-layer variables in situations where data-driven approaches, based on access to online measurements of the involved variables, are not possible.
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