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1. Introduction

Domination-type parameters in graphs (see [1]) are a well-known tool to approach the problem of efficiently locating resources in a network. The variety of such parameters allows us to address different distribution requirements of such resources. The original parameter is the domination number. A dominating set in a graph $G$ is a vertex set $D$ such that every vertex not in $D$ has at least one neighbor in it. The domination number of $G$ is $\gamma(G)$, the minimum cardinal of a dominating set of $G$. This parameter is still under study (see [2]). Moreover, several variations of it have been defined, even quite recently (see [3]). Applications of some such variations to the optimal location of radio stations or land surveying sensors can be found in [1].

If the distribution requirement is that every node of the network should have access to at least two resources, the so-called 2-domination arises (see [4]). A 2-dominating set of a graph $G$ is a vertex subset $S$ such that every vertex not in $S$ has at least two neighbors in $S$. The 2-domination number $\gamma_2(G)$ is the minimum cardinal of a 2-dominating set of $G$.

Following the general trend of domination-type parameters, the problem of computing the 2-domination number is NP-complete in general graphs (see [5]). Furthermore, these parameters are difficult to compute in Cartesian product graphs. Exhaustive information about graph products can be found in [6]. For information about domination in Cartesian product graphs see [7, 8, 9]. Recall that the Cartesian product of two graphs $G \Box H$ is defined as follows:

- the vertex set is $V(G \Box H) = V(G) \times V(H)$, that is, the Cartesian product of the sets $V(G)$ and $V(H)$,
- two vertices $(g_1, h_1), (g_2, h_2)$ are adjacent in $G \Box H$ if and only if
  - either $g_1 = g_2$ and $h_1, h_2$ are adjacent in $H$,
  - or $g_1, g_2$ are adjacent in $G$ and $h_1 = h_2$.

The 2-domination number remains unknown for general Cartesian product graphs while the 2-domination number of particular cases of Cartesian product of two paths [10] or the Cartesian product of two cycles [11] have been computed. Moreover, the general problem is still open for the Cartesian product of a path and a cycle and the Cartesian product of two cycles, but the 2-domination number of the Cartesian product of two paths has recently been obtained in [10], by using appropriate algorithms. The main tool of these algorithms is the $(\min, +)$ matrix multiplication, defined over the semi-ring $\mathcal{P} = (\mathbb{R} \cup \{\infty\}, \min, +, \infty, 0)$ of tropical numbers in the minimum convention [12]. This matrix multiplication, that we denote with $\boxtimes$, is defined by $A \boxtimes B = (c_{ij} = \min_k(a_{ik} + b_{kj}))$, that is, the operations multiplication and addition in the usual matrix product are replaced by addition and minimization, respectively. Moreover, the $(\min, +)$ product of a matrix $A$ and $\alpha \in \mathbb{R} \cup \{\infty\}$ is defined by $(\alpha \boxtimes A)_{ij} = \alpha + a_{ij}$.

Similar algorithms have been used to approach the computation of several domination-type parameters in Cartesian product graphs. The technique was originally presented in [13] for fasciagraphs and rotagraphs, in which Cartesian products of paths and cycles are particular cases, and it also appears in [10, 14, 15, 16, 17], among others. We follow these ideas in this paper.
In the cases mentioned above, the process has two steps. Firstly, it is necessary to compute the value of the parameter in some “small” cases consisting of bounding the order of one of the factors of the Cartesian product graph. The behavior of the domination-like parameters in such graphs is not regular for very small paths or cycles, but it becomes regular for big enough cases. Once such regular behavior becomes apparent, a specific procedure can be designed to obtain the value of the desired parameter for the general case.

In grids $P_m \square P_n$ both factors are paths and bounding the order of any of them is equal. However, there are two options in cylinders $C_n \square P_m$, either bounding the cycle order or the path order, that is, considering either the case $3 \leq n \leq N, m \geq 2$, or the case $2 \leq m \leq M, n \geq 3$. In this paper we will focus on the first case and we compute the 2-domination number of cylinders with a small cycle, by means of two algorithms that use the $(\min, +)$ product of large sparse matrices and dense vectors. In Section 2 we present the theoretical results needed to ensure the validity of the algorithms that we run in Section 3. Finally, we sum up our results in Section 4.

2. Theoretical results

In this section we present the results that will allow us to design two algorithms to compute the 2-domination number of selected cylinders with small cycles and any path.

We will use the following notation for the cylinder $C_n \square P_m$. The vertex set is $V(C_n \square P_m) = \{v_{ij} : 0 \leq i \leq n - 1, 0 \leq j \leq m - 1\}$. The $i$-th row is the subgraph generated by the vertex subset $\{v_{ij} : 0 \leq j \leq n - 1\}$, that is isomorphic to $P_m$, and the $j$-th column is the subgraph generated by $\{v_{ij} : 0 \leq i \leq m - 1\}$, being isomorphic to $C_n$. We numerate columns from left to right (see Figure 1).
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The neighbors of a vertex $v_{ij}$ are the following (the first index is taken module $n$):

- if $j = 1$, then $v_{ij} = v_{i1}$ is on the first column and its neighbors are $v_{(i-1)1}, v_{(i+1)1}, v_{i2}$,
- if $j = m - 1$, then $v_{ij} = v_{i(m-1)}$ is on the last column and its neighbors are $v_{(i-1)(m-1)}, v_{(i+1)(m-1)}, v_{i(m-2)}$,
- if $1 < j < m - 1$, then $v_{ij}$ has four neighbors: $v_{(i-1)j}, v_{(i+1)j}, v_{i(j-1)}, v_{i(j+1)}$. 

The general idea of the algorithm is to run the same routine several times, in such way that the first step includes only the first column and the successive steps add one column at a time. To this end, we need the following definition similar to the 2-dominating set but leaving the last column not dominated, bearing in mind that such column could be dominated in the following step.

**Definition 2.1.** A quasi-2-dominating set of the cylinder $C_n \Box P_m$ is a vertex subset $R$ such that every vertex not in $R$ in the last column has at least one neighbor in $R$ and every vertex not in $R$ in the rest of the columns has at least two neighbors in $R$.

Clearly, a 2-dominating set is a quasi-2-dominating set such that every vertex in the last column is also 2-dominated.

Our objective is to identify each quasi-2-dominating set of $C_n \Box P_m$ with a particular vertex labeling that will allow us to handle such vertex subsets with the appropriate algorithms. To this end, let $R$ be a quasi-2-dominating set of $C_n \Box P_m$. We label the vertices of $C_n \Box P_m$ with labels 0, 1, 2 by using the following rules.

- every $v \in R$ has label 0,
- $v \in V(C_n \Box P_m) \setminus R$ having at least two neighbors in $R$ in its column or in the previous one is labeled as 1,
- otherwise, that is, $v \in V(C_n \Box P_m) \setminus R$ has exactly one the neighbor in $R$ in its column or in the previous one, we label the vertex $v$ as 2.

By using this labeling, each column is now identified with an ordered list, that is, a word of length $n$ over the alphabet $\{0, 1, 2\}$. It is clear that not any word of length $n$ can represent a column of $C_n \Box P_m$, due to the restrictions derived from $R$ being a quasi-2-dominating set. By definition of the labeling, subsequences 111, 211, 112, 212 are not possible because each vertex with label 1 has at least one neighbor in $R$, that is, labeled as 0, in its column. Moreover, subsequence 020 is not allowed by definition of label 2.

However, vertices in the first column have a different behavior. The first column has no previous one, so subsequences 110, 011, 012, 210 are not allowed there because both neighbors of vertices with label 1 in the first column, must be in $R$.

Moreover, in the particular case of a 2-dominating set $S$, the last column is also different because it has no following one, so every vertex in the last column either belongs to $S$ or has at least two neighbors in $S$ in their column or the previous one. Therefore there is no vertices with label 2 in the last column.

We resume these ideas in the following definition.

**Definition 2.2.** Let $p$ be a word of length $n$ over the alphabet $\{0, 1, 2\}$.

- $p$ is called suitable if it does not contain any of the subsequences 111, 211, 112, 212, 020.
- $p$ is called initial if it is suitable and it does not contain any of the subsequences 110, 011, 012, 210.
- $p$ is called final if it is suitable and it does not contain any 2.
- The weight $\omega(p)$ of a suitable word $p$ is the number of 0’s contained in $p$. 

In the same way that just some words are appropriate to represent a quasi-2-dominating set, there are some rules that words in consecutive columns must follow due to the labeling definition and because $R$ is a quasi-2-dominating set. We quote such rules in the following definition.

**Definition 2.3.** Let $p = (p_0, \ldots, p_{n-1}), q = (q_0, \ldots, q_{n-1})$ be suitable words of length $n$ over the alphabet $\{0, 1, 2\}$. We say that $p$ can follow $q$ if the following conditions hold, for each $i \in \{0, 1, \ldots, n-1\}$ (indices are taken module $n$):

- If $q_i = 0$ then either $p_i = 0$ or $p_i = 1$ or $p_i = 2, p_{i-1} \neq 0, p_{i+1} \neq 0$
- If $q_i = 1$ then either $p_i = 0$ or $p_i = 1, p_{i-1} = 0, p_{i+1} = 0$ or $p_i = 2, p_{i-1} = 0$
- If $q_i = 2$ then $p_i = 0$

The following proposition describes the identification of each quasi-2-dominating set of $C_n \square P_m$ with a particular labeling of the vertices, as we had announced. Such identification will allow us to encode the information of each quasi-2-dominating set and to use it in our algorithms.

**Proposition 2.4.**

1. Each quasi-2-dominating set of $C_n \square P_m$ can be identified with an ordered list $p^0, p^1, \ldots, p^{m-1}$ of $m$ suitable words of length $n$ such that $p^0$ is initial, and $p^{i+1}$ can follow $p^i$, for every $i \in \{0, \ldots, m-2\}$.

Conversely, every ordered list $p^0, p^1, \ldots, p^{m-1}$ of $m$ suitable words of length $n$ such that $p^0$ is initial, and $p^{i+1}$ can follow $p^i$, for every $i \in \{0, \ldots, m-2\}$, represents a unique quasi-2-dominating set of $C_n \square P_m$.

2. If $R = p^0, p^0, \ldots, p^{m-1}$ is a quasi-2-dominating set of $C_n \square P_m$, then $|R| = \sum_{k=0}^{m-1} \omega(p^k)$.

3. $R = p^0, p^1, \ldots, p^{m-1}$ is a quasi-2-dominating set of $C_n \square P_m$ if and only if $R' = p^0, p^1, \ldots, p^{m-2}$ is a quasi-2-dominating set of $C_n \square P_{m-1}$ and $p^{m-1}$ can follow $p^{m-2}$.

4. A quasi-2-dominating set $S = p^0, p^1, \ldots, p^{m-1}$ is a 2-dominating set of $C_n \square P_m$ if and only if the last word $p^{m-1}$ is final.

**Proof:**

1. Let $R$ be a quasi-2-dominating set of $C_n \square P_m$ and consider the associated vertex labeling. Let $p^j$ be the word associated to vertices in the $j$-th column, for $j \in \{0, \ldots, m-1\}$. Then, the rules of the labeling ensure that the word list $p^0, p^1, \ldots, p^{m-1}$ satisfies the desired properties.
Conversely, consider a word list \( p^0, p^1, \ldots, p^{m-1} \) with the properties described above. For each \( j \in \{0, \ldots, m-1\} \), \( p^j = (p^j_1, \ldots, p^j_{n-1}) \) and we label the vertices in the \( j \)-th column as \( v_{ij} = p^j_i, i \in \{1, \ldots, n-1\} \). Clearly, the set of all vertices in \( C_n \square P_m \) with label 0 is quasi-2-dominating.

2. Let \( R = p^0, p^1, \ldots, p^{m-1} \) be a quasi-2-dominating set, identified with its word list. By the construction provided in the preceding item, the cardinal of \( R \) is the number of vertices with label 0, that is \( |R| = \sum_{k=0}^{m-1} \omega(p^k) \).

3. Let \( R = p^0, p^1, \ldots, p^{m-1} \) be a quasi-2-dominating set. Then, every vertex in columns from the first one to the \((m-2)\)-th has at least two neighbors in \( R \), that are also in \( R' = p^0, p^1, \ldots, p^{m-2} \), except perhaps in the case of column \((m-2)\)-th, where just one neighbor in \( R' \) is ensured. Moreover \( p^0 \) is initial and \( p^{i+1} \) can follow \( p^i \), for every \( i \in \{0, \ldots, m-2\} \). This means that \( R' \) is a quasi-2-dominating set of \( C_n \square P_{m-1} \), as desired.

Conversely, let \( p^0, p^1, \ldots, p^{m-1} \) be a word list such that \( R' = p^0, p^1, \ldots, p^{m-2} \) is a quasi-2-dominating set of \( C_n \square P_{m-1} \) and \( p^{m-1} \) can follow \( p^{m-2} \). Then, vertices in columns from the first one to the \((m-3)\)-th have at least two neighbors with label 0, because \( R' \) is quasi-2-dominating, vertices in the \((m-2)\)-th have at least two neighbors with label 0 because \( R' \) is quasi-2-dominating and \( p^{m-1} \) can follow \( p^{m-2} \) and vertices in \((m-1)\)-th column have at least one neighbor with label 0, because \( p^{m-2} \) is suitable and \( p^{m-1} \) can follow \( p^{m-2} \). These conditions ensure that \( R = p^0, p^1, \ldots, p^{m-1} \) is a quasi-2-dominating set of \( C_n \square P_m \).

4. Clearly, a quasi-2-dominating set \( S = p^0, p^1, \ldots, p^{m-1} \) is a 2-dominating set if and only if every vertex in the last column either is in \( S \) or has at least two neighbors in \( S \), so \( S \) is a 2-dominating set if and only if \( p^{m-1} \) does not contain any 2, that is, it is a final word. \( \square \)

We now define the tools that will be needed to compute the 2-domination number of the cylinder \( C_n \square P_m \). Let \( n \geq 3 \) be an integer and denote by \( s(n) \) the number of suitable words of length \( n \). The initial vector \( X^1 = (X^1(p^1), \ldots, X^1(p^{s(n)})) \) is a vector of length \( s(n) \), such that each entry corresponds to a suitable word, defined as follows.

\[
X^1(p) = \begin{cases} 
\omega(p) & \text{if } p \text{ is initial} \\
\infty & \text{otherwise}
\end{cases} \quad (1)
\]

The transition matrix \( A = (A_{pq}) \) is the square matrix with size \( s(n) \) such that each entry corresponds to a pair of suitable words, defined as follows.

\[
A_{pq} = \begin{cases} 
\omega(p) & \text{if } p \text{ can follow } q \\
\infty & \text{otherwise}
\end{cases} \quad (2)
\]

In the following theorem we describe how the initial vector and the transition matrix collect the information about the quasi-2-dominating sets of a cylinder needed to compute its 2-domination number.
Theorem 2.5. Let $n \geq 3$ be an integer. Let $X^1$ be the initial vector defined by Equation 1 and let $A$ be the transition matrix defined by Equation 2. Let $m \geq 2$ be an integer and let $X^2, \ldots, X^m$ be the vectors recursively obtained by $X^{i+1} = A \otimes X^i$. Then

$$X^m(p) = \begin{cases} 
\infty & \text{if there is no quasi-2-dominating set in } C_n \square P_m \text{ with word } p \text{ in the last column} \\
\text{minimum cardinal of a quasi-2-dominating set} & \text{otherwise} \\
\text{of } C_n \square P_m \text{ with word } p \text{ in the last column} & 
\end{cases}$$

Proof:
We proceed by induction over $m \geq 2$. First of all, $X^2 = A \otimes X^1$, so for each suitable word $p$, by definition of the $(\min, +)$ matrix multiplication, we obtain:

$$X^2(p) = \min \{ A_{ppk} + X^1(p^k) : k \in \{1, \ldots, s(n)\} \}$$

We now consider two different cases.

Case 1: $X^2(p) = \infty$.
This means that, for every $k \in \{1, \ldots, s(n)\}$ either $A_{ppk} = \infty$ or $X^1(p^k) = \infty$, that is, either $p$ cannot follow $p^k$ or $p^k$ is not initial. Therefore, there is no quasi-2-dominating set in $C_n \square P_2$ with $p$ in the last column.

Case 2: $X^2(p) < \infty$.
Then, there exists an index $\ell$ such that

$$\min \{ A_{ppk} + X^1(p^k) : k \in \{1, \ldots, s(n)\} \} = A_{pp\ell} + X^1(p^\ell) < \infty$$

and, in particular, both $A_{pp\ell}$ and $X^1(p^\ell)$ are finite.

Therefore, $p^\ell$ is an initial word, $X^1(p^\ell) = \omega(p^\ell)$, the word $p$ can follow $p^\ell$ and $A_{pp\ell} = \omega(p)$. So the quasi-2-dominating set represented by the word list $p^\ell p$ has the word $p$ in the last column and, by using Proposition 2.4, its cardinal is $\omega(p) + \omega(p^\ell) = A_{pp\ell} + X^1(p^\ell)$, which is minimum among the cardinals of the quasi-2-dominating sets having $p$ in the last column, by the election of the index $\ell$. This concludes the first case of the induction and we now proceed with the inductive step.

Assume that the vector $X^{m-1}$ satisfies the desired properties, that is,

$$X^{m-1}(p) = \begin{cases} 
\infty & \text{if there is no quasi-2-dominating set in } C_n \square P_{m-1} \text{ with the word } p \\
\text{minimum cardinal of a quasi-2-dominating} & \text{otherwise} \\
\text{set of } C_n \square P_{m-1} \text{ with the word } p \text{ in the last column} & 
\end{cases}$$

and let $X^m = A \otimes X^{m-1}$. Then, $X^m(p) = \min \{ A_{ppk} + X^{m-1}(p^k) : k \in \{1, \ldots, s(n)\} \}$ and we again consider two cases.
Case 1: $X^m(p) = \infty$.

Then, $A_{pp^k} + X^{m-1}(p^k) = \infty$ for every $k \in \{1, \ldots, s(n)\}$. Suppose, on the contrary, that there is a quasi-2-dominating set in $C_n \square P_m$ with the word $p$ in the last column, represented by the word list $p^{k_1}, \ldots, p^{k_{m-1}}, p$. Thus, the word $p$ can follow the word $p^{k_{m-1}}$ and moreover, by using Proposition 2.4, the word list $p^{k_1}, \ldots, p^{k_{m-1}}$ represents to a quasi-2-dominating set in $C_n \square P_{m-1}$ with $p^{k_{m-1}}$ in the last column. Both conditions give that $A_{pp^{k_{m-1}}} + X^{m-1}(p^{k_{m-1}}) < \infty$, a contradiction to the hypothesis of this case.

Case 2: $X^m(p) < \infty$.

Then, there exists an index $\ell$ such that $X^m(p) = \min\{A_{pp^k} + X^{m-1}(p^k) : k \in \{1, \ldots, s(n)\}\} = A_{pp^\ell} + X^{m-1}(p^\ell) < \infty$. Thus, by the inductive hypothesis, there exists a quasi-2-dominating set in $C_n \square P_{m-1}$ with word list $p^{k_1}, \ldots, p^{k_{m-2}}, p^\ell$ and, by definition of the transition matrix $A$, $p$ can follow $p^\ell$.

Finally, again by using Proposition 2.4, the word list $p^{k_1}, \ldots, p^{k_{m-2}}, p^\ell$, $p$ represents a quasi-

2-dominating set in $C_n \square P_m$, with $p$ in the last column and having cardinal $A_{pp^\ell} + X^{m-1}(p^\ell) = X^m(p)$, which is the minimum among the cardinal of all the quasi-2-dominating sets satisfying the same conditions, by the election of the index $\ell$.

This concludes the inductive proof. \hfill \Box

We conclude the results that allow us to compute $\gamma_2(C_n \square P_m)$, where $n$ and $m$ are fixed integers, with the following theorem that will provide theoretical support for the algorithmic results.

**Theorem 2.6.** Let $n \geq 3$ and $m \geq 2$ be integers. Let $X^1$ be the initial vector defined by Equation 1 and let $A$ be the transition matrix defined by Equation 2. Let $X^2, \ldots, X^m$ be the vectors recursively obtained by $X^{i+1} = A \otimes X^i$. Then

$$\gamma_2(C_n \square P_m) = \min\{X^m(p) : p \text{ is a final world}\}$$

**Proof:**

Let $S'$ be a 2-dominating set in $C_n \square P_m$ such that $\gamma_2(C_n \square P_m) = |S'|$. Then, the last word of $S'$, say $p'$, is a final word and, by Theorem 2.5

$$|S'| = \text{minimum cardinal of a quasi-2-dominating set of } C_n \square P_m$$

$$= \text{minimum cardinal of a quasi-2-dominating set of } C_n \square P_m \text{ with word } p' \text{ in the last column}$$

$$= X^m(p')$$

However, by the selection of $S'$, it is clear that $X^m(p') = \min\{X^m(p) : p \text{ is a final word}\}$, so finally,

$$\gamma_2(C_n \square P_m) = |S'|$$

$$= X^m(p')$$

$$= \min\{X^m(p) : p \text{ is a final word}\} \hfill \Box$$
The last theorem gives a procedure to compute \( \gamma_2(C_n \square P_m) \), for fixed \( n \) and \( m \). We finish this section with a standard argument about the \((\min, +)\) matrix multiplication, that allows us to obtain \( \gamma_2(C_n \square P_m) \), for fixed \( n \) and any \( m \geq 2 \). To this end, we need the following well known lemma whose proof we include here for the sake of completeness.

**Lemma 2.7.** Let \( A \) be a square matrix and let \( X^1 \) be a vector with the same size as \( A \). Let \( X^i \) be the vectors recursively obtained by \( X^{i+1} = A \otimes X^i \) for \( i \geq 2 \) and suppose that there exist natural numbers \( m_0, a, b \) such that \( X^{m_0+a} = b \otimes X^{m_0} \). Then, \( X^{m+a} = b \otimes X^m \), for every \( m \geq m_0 \).

**Proof:**

We proceed by induction. By hypothesis, \( X^{m_0+a} = b \otimes X^{m_0} \). Let \( m \geq m_0 \) be such that \( X^{m+a} = b \otimes X^m \) then, \( X^{m+1+a} = A \otimes X^{m+a} = A \otimes (b \otimes X^m) = b \otimes (A \otimes X^m) = b \otimes X^{m+1} \), as desired. \( \square \)

**Theorem 2.8.** Let \( n \geq 3 \) be an integer. Let \( X^1 \) be the initial vector defined by Equation [1] and let \( A \) be the transition matrix defined by Equation [2] Let \( X^i \) be the vectors recursively obtained by \( X^{i+1} = A \otimes X^i \) for \( i \geq 1 \) and assume that there exist integers \( m_0, a, b \) such that \( X^{m_0+a} = b \otimes X^{m_0} \). Then, \( \gamma_2(C_n \square P_{m+a}) = b + \gamma_2(C_n \square P_m) \), for every \( m \geq m_0 \).

**Proof:**

By using Theorem [2.6] and Lemma [2.7], we obtain that

\[
\gamma_2(C_n \square P_{m+a}) = \min\{X^{m+a}(p) : p \text{ is a final word}\} = \min\{b \otimes X^m(p) : p \text{ is a final word}\} = \min\{b + X^m(p) : p \text{ is a final word}\} = b + \gamma_2(C_n \square P_m) \]

Note that, given a fixed integer \( n \geq 3 \), the theorem above provides the following finite difference equation for the 2-dominating number of the cylinder \( C_n \square P_m \), where \( a, b \), and \( m_0 \) are as in Theorem [2.8]

\[
\gamma_2(C_n \square P_{m+a}) - \gamma_2(C_n \square P_m) = b, \quad \text{for } m \geq m_0
\]

whose boundary values are \( \gamma_2(C_n \square P_m) \) for \( m_0 \leq m \leq m_0 + a - 1 \). The unique solution of such finite difference equation provides \( \gamma_2(C_n \square P_m) \) for every \( m \geq m_0 \). In addition, the procedure described in Theorem [2.6] gives the remaining values, that is, the values of \( \gamma_2(C_n \square P_m) \) for \( 2 \leq m \leq m_0 - 1 \).

3. Algorithmic results

In this section we present the algorithms that we have used to compute \( \gamma_2(C_n \square P_m) \), in cases \( 3 \leq n \leq 15 \). We have run the algorithms in a CPU AMD EPYC 7642 and we also present the results that we have obtained. We have divided the computation into two steps. Firstly, Algorithm [1] provides the finite difference equation presented in Theorem [2.8]
Algorithm 1: Searching for the finite difference equation for $\gamma_2(C_n \square P_m)$, with $n$ fixed

**Input:** $n \geq 3$, a natural number

**Output:** the finite difference equation $\gamma_2(C_n \square P_{m+a}) - \gamma_2(C_n \square P_m) = b$, for $m \geq m_0$ or finite difference equation not found

1. compute all suitable words of length $n$;
2. compute the initial words and the initial vector $X^1$;
3. compute matrix $A$;
4. compute the vectors $X^{i+1} = A \boxtimes X^i$, for $i \leq K$ big enough;
5. if $X^{m_0+a} = b \boxtimes X^{m_0}$ for natural numbers $m_0, a, b$ then
   6. return $m_0, a, b$
   7. end
   8. else
   9. return finite difference equation not found
10. end

There are some sufficient conditions to ensure that Step 5 of Algorithm 1 is true (see [14]) but they provide a huge value for $m_0$, in the order of the square of the matrix size, and they are not practical. We have looked for the desired relationship just by checking the vectors computed in Step 4, with $K = 20$.

In addition, from the computational point of view it is more efficient to compute vectors in Step 4 recursively as $X^{i+1} = A \boxtimes X^i$, for $i \leq 20$, instead of using the alternative formula $X^i = A^{i-1} \boxtimes X^1$. The reason is that the initial matrix $A$ is sparse but it becomes dense after a small number (3 or 4) of $(\min, +)$ powers, so the resources needed to compute and store the matrix $A$ and 20 vectors are smaller than the resources needed to compute and store 20 successive powers of $A$. The $(\min, +)$ product of the matrix $A$ and the vectors $X^i$ has been done with a modification of the library CSPARSE [13], to adapt it to such product. The computation times of Steps 1 and 2 in Algorithm 1 are negligible compared to those of Steps 3 and 4, even in the largest case $n = 15$, so we do not show them. We show the results obtained by Algorithm 1 in Table 1.

The values in Table 1 provide the finite difference equation $f(m + a) - f(m) = b, m \geq m_0$, where $f(m) = \gamma_2(C_n \square P_m)$, for fixed $n \in \{3, \ldots, 15\}$. Note that a regular behavior can be found in the values of $a$ and $b$, for the cases $3 \leq n \leq 15$.

- If $n \equiv 0 \pmod{3}$ then, $a = 1$ and $b = \frac{n}{3}$.
- If $n \equiv 1 \pmod{3}$ then, $a = 2$ and $b = \frac{2n+1}{3}$.
- If $n \equiv 2 \pmod{3}$ then, $a = 2$ and $b = \frac{2n+2}{3}$.

The boundary values of the finite difference equations provided above are $f(m) = \gamma_2(C_n \square P_m)$ for $m_0 \leq m \leq m_0 + a - 1$. We have computed them by using Algorithm 2 which follows from the result shown in Theorem 2.6.
We have also computed with Algorithm 2 the remaining values, that is, $\gamma_2(C_n\square P_m)$ for every $2 \leq m \leq m_0 - 1$. All the values are in Table 2.

Algorithm 2: Computation of $\gamma_2(C_n\square P_m)$, for $n, m$ fixed

Input: $n \geq 3, m \geq 2$, natural numbers
Output: $\gamma_2(C_n\square P_m)$
1 compute all suitable words of length $n$;
2 compute the initial words and the initial vector $X^1$;
3 compute matrix $A$;
4 compute the vectors $X^{i+1} = A \oplus X^i$, for $1 \leq i \leq m - 1$;
5 compute the final words;
6 return $\min\{X^m(p) : p$ is a final word$\}$

Again, the running times of Steps 5 and 6 in Algorithm 2 are negligible compared to those of Steps 3 and 4, even in the largest case $n = 15$. With the data in Tables 1 and 2 we have solved the finite difference equation $\gamma_2(C_n\square P_{m+a}) - \gamma_2(C_n\square P_m) = b$, for $m \geq m_0$, for each value of $n$, and therefore, we have computed the general formula of $\gamma_2(C_n\square P_m)$, with $3 \leq n \leq 15$ and $m \geq m_0$. In some cases, some remaining values ($m < m_0$) also agree with the solution of the equation and we have included them. The values of $\gamma_2(C_n\square P_m)$ with $3 \leq n \leq 15$, $m < m_0$ and such that they do not follow the general formula, can be found in Table 2.
Table 2. Boundary values and remaining values obtained with Algorithm 2

| \(n\) | finite difference equation | boundary values | remaining values |
|-------|-----------------------------|-----------------|------------------|
| 3     | \(f(m + 1) - f(m) = 1, m \geq 5\) | \(f(5) = 7\) | \(f(2) = 3, f(3) = 4, f(4) = 6\) |
| 4     | \(f(m + 2) - f(m) = 3, m \geq 6\) | \(f(6) = 11, f(7) = 12\) | \(f(2) = 4, f(3) = 6, f(4) = 8, f(5) = 9\) |
| 5     | \(f(m + 2) - f(m) = 4, m \geq 8\) | \(f(8) = 18, f(9) = 19\) | \(f(2) = 5, f(3) = 7, f(4) = 10, f(5) = 11, f(6) = 14, f(7) = 15\) |
| 6     | \(f(m + 1) - f(m) = 2, m \geq 7\) | \(f(7) = 18\) | \(f(2) = 6, f(3) = 8, f(4) = 11, f(5) = 13, f(6) = 16\) |
| 7     | \(f(m + 2) - f(m) = 5, m \geq 8\) | \(f(8) = 24, f(9) = 26\) | \(f(2) = 7, f(3) = 10, f(4) = 13, f(5) = 15, f(6) = 18, f(7) = 21\) |
| 8     | \(f(m + 2) - f(m) = 6, m \geq 7\) | \(f(7) = 24, f(8) = 27\) | \(f(2) = 8, f(3) = 11, f(4) = 14, f(5) = 18, f(6) = 21\) |
| 9     | \(f(m + 1) - f(m) = 3, m \geq 8\) | \(f(8) = 30\) | \(f(2) = 9, f(3) = 12, f(4) = 16, f(5) = 20, f(6) = 24, f(7) = 27\) |
| 10    | \(f(m + 2) - f(m) = 7, m \geq 9\) | \(f(9) = 37, f(10) = 41\) | \(f(2) = 10, f(3) = 14, f(4) = 18, f(5) = 22, f(6) = 26, f(7) = 30, f(8) = 34\) |
| 11    | \(f(m + 2) - f(m) = 8, m \geq 10\) | \(f(10) = 45, f(11) = 49\) | \(f(2) = 11, f(3) = 15, f(4) = 20, f(5) = 24, f(6) = 28, f(7) = 33, f(8) = 37, f(9) = 41\) |
| 12    | \(f(m + 1) - f(m) = 4, m \geq 11\) | \(f(11) = 52\) | \(f(2) = 12, f(3) = 16, f(4) = 22, f(5) = 26, f(6) = 31, f(7) = 36, f(8) = 40, f(9) = 44, f(10) = 48\) |
| 13    | \(f(m + 2) - f(m) = 9, m \geq 10\) | \(f(10) = 53, f(11) = 57\) | \(f(2) = 13, f(3) = 18, f(4) = 24, f(5) = 28, f(6) = 34, f(7) = 39, f(8) = 44, f(9) = 48\) |
| 14    | \(f(m + 2) - f(m) = 10, m \geq 11\) | \(f(11) = 62, f(12) = 67\) | \(f(2) = 14, f(3) = 19, f(4) = 25, f(5) = 30, f(6) = 36, f(7) = 42, f(8) = 47, f(9) = 52, f(10) = 57\) |
| 15    | \(f(m + 1) - f(m) = 5, m \geq 11\) | \(f(11) = 65\) | \(f(2) = 15, f(3) = 20, f(4) = 27, f(5) = 33, f(6) = 39, f(7) = 45, f(8) = 50, f(9) = 55, f(10) = 60\) |

\[
\gamma_2(C_3 \square P_m) = m + 2, \text{ for } m \geq 4
\]

\[
\gamma_2(C_4 \square P_m) = \left\lfloor \frac{3m + 3}{2} \right\rfloor, \text{ for } m \geq 3
\]

\[
\gamma_2(C_5 \square P_m) = \begin{cases} 
2m + 2 & \text{if } m \neq 2 \text{ and } m \equiv 0 \pmod{2} \\
2m + 1 & \text{if } m = 2 \text{ or } m \equiv 1 \pmod{2}
\end{cases}
\]

\[
\gamma_2(C_6 \square P_m) = 2m + 4, \text{ for } m \geq 6
\]

\[
\gamma_2(C_7 \square P_m) = \left\lfloor \frac{5m + 7}{2} \right\rfloor, \text{ for } m \geq 7
\]

\[
\gamma_2(C_8 \square P_m) = 3m + 3, \text{ for } m \geq 5
\]

\[
\gamma_2(C_9 \square P_m) = 3m + 6, \text{ for } m \geq 6
\]

\[
\gamma_2(C_{10} \square P_m) = \left\lfloor \frac{7m + 11}{2} \right\rfloor, \text{ for } m \geq 7
\]
\[ \gamma_2(C_{11} \square P_m) = 4m + 5, \text{ for } m \geq 7 \]
\[ \gamma_2(C_{12} \square P_m) = 4m + 8, \text{ for } m \geq 7 \]
\[ \gamma_2(C_{13} \square P_m) = \left\lceil \frac{9m + 15}{2} \right\rceil, \text{ for } m \geq 7 \]
\[ \gamma_2(C_{14} \square P_m) = 5m + 7, \text{ for } m \geq 7 \]
\[ \gamma_2(C_{15} \square P_m) = 5m + 10, \text{ for } m \geq 7 \]

4. Conclusions

In this paper we present two algorithms to compute the 2-domination number of cylinders \( C_n \square P_m \) with \( 3 \leq n \leq 15 \) and \( m \geq 2 \). Both algorithms are based on the \((\min, +)\) matrix multiplication and they adapt to this graph family and this parameter a technique that has been used to compute other domination parameters in the Cartesian product of two paths and a cycle and a path. The first algorithm provides a finite difference equation for the 2-domination number of \( C_n \square P_m \), where \( n \) is fixed and small enough and the second one computes the boundary values of such equation and the remaining values not included in it.

The size of the matrices used by both algorithms grows exponentially with \( n \) and it is the key to decide if a value of \( n \) is suitable or not. In our case, we have run the algorithms for \( n \leq 15 \) and in the largest case the matrix has a size of 853937 rows and columns. From the computational point of view, we have taken advantage of the fact that such matrices are sparse and we have used a modification of the library CSPARSE, to compute the \((\min, +)\) product of the matrices and appropriate vectors.

The algorithms have provided formulæ for \( \gamma_2(C_n \square P_m), 3 \leq n \leq 15, m \geq 2 \) and they follow regular patterns, for big enough values of \( m \), except for the case \( n = 5 \):

- If \( n = 3, 6, 9, 12, 15 \) then, \( \gamma_2(C_n \square P_m) = \frac{n(m + 2)}{3} \).
- If \( n = 4, 7, 10, 13 \) then, \( \gamma_2(C_n \square P_m) = \left\lceil \frac{2n+1(m + 1)}{2} + \frac{n-4}{3} \right\rceil \).
- If \( n = 8, 11, 14 \) then, \( \gamma_2(C_n \square P_m) = \frac{(n+1)(m + 1)}{3} + \frac{n-8}{3} \).

We think that these formulæ could be also valid for larger values of \( n \).

Acknowledgements

This work was partially supported by the following grants of the Spanish Ministry of Science and Innovation: RTI2018-095993-B-I00 and PID2019-104129GB-I00/AEI/10.13039/501100011033, both funded by MCIN/AEI/10.13039/501100011033/FEDER “A way to make Europe.”
References

[1] Haynes T, Hedetniemi S, Slater P. Fundamentals of Domination in Graphs. Chapman and Hall/CRC Pure and Applied Mathematics Series. Marcel Dekker, Inc. New York, 1998. ISBN 9780824700331.

[2] Buťács C. Domination number of graphs with minimum degree five. Discuss. Math. Graph Theory, 2021. 41(3):763–777. doi:10.7151/dmgt.2339. URL https://www.dmgt.uz.zgora.pl/publish/bbl_view_pdf.php?ID=48418

[3] Abdollahzadeh Ahangar H, Amjadi J, Chellali M, Nazari-Moghaddam S, Sheikholeslami S. Total 2-rainbow domination numbers in trees. Discuss. Math. Graph Theory, 2021. 41(2):345–364. doi:10.7151/dmgt.2191. URL https://www.dmgt.uz.zgora.pl/publish/bbl_view_pdf.php?ID=45565

[4] Fink I, Jacobson M. N-Domination in Graphs, p. 283–300. Graph Theory with Applications to Algorithms and Computer Science. John Wiley & Sons, Inc., USA. ISBN 0471816353, 1985.

[5] Bonomo F, Brešar B, Grippo L, Milanič M, Safe M. Domination parameters with number 2: Interrelations and algorithmic consequences. Discrete Applied Mathematics, 2018. 235:23–50. doi:10.1016/j.dam.2017.08.017. URL https://doi.org/10.1016/j.dam.2017.08.017

[6] Imrich W, Klavžar S. Product graphs, structure and recognition. Wiley-Interscience series in discrete mathematics and optimization. Wiley, 2000. ISBN 9780471370390.

[7] Vizing VG. Some unsolved problems in graph theory. Uspekhi Mat. Nauk, 1968. 23(6(144)):117–134. URL http://mi.mathnet.ru/eng/umn/v23/i6/p117

[8] Brešar B, Dorbec P, Goddard W, Hartnell BL, Henning MA, Klavžar S, Rall DF. Vizing’s conjecture: a survey and recent results. Journal of Graph Theory, 2012. 69(1):46–76. doi:10.1002/jgt.20565. URL http://dx.doi.org/10.1002/jgt.20565

[9] Brešar B, Hartnell B, Henning M, Kuenzel K, Rall D. A new framework to approach Vizing’s conjecture. Discuss. Math. Graph Theory, 2021. 41(3):749–762. doi:10.7151/dmgt.2293. URL https://www.dmgt.uz.zgora.pl/publish/bbl_view_pdf.php?ID=48419

[10] Rao M, Talon A. The 2-domination and Roman domination numbers of grid graphs. Discrete Math. Theor. Comput. Sci., 2019. 21(1):1–14. doi:10.23638/DMTCS-21-1-9. URL https://doi.org/10.23638/DMTCS-21-1-9

[11] Shaheen R. Bounds for the 2-domination number of toroidal grid graphs. International Journal of Computer Mathematics, 2009. 86(4):584–588. doi:10.1080/00207160701690284. URL https://doi.org/10.1080/00207160701690284

[12] Pin JE. Tropical semirings, , chapter 2, pp. 50–69. Idempotency (J. Gunawardena, Ed.) Publications of the Newton Institute. Cambridge University Press, 1998. doi:10.1017/CBO9780511662508.004. URL https://doi.org/10.1017/CBO9780511662508.004

[13] Klavžar S, Žerovnik J. Algebraic approach to fasciagraphs and rotagraphs. Discret. Appl. Math., 1996. 68(1):93–100. doi:10.1016/0166-218X(95)00058-Y. URL https://www.sciencedirect.com/science/article/pii/0166218X9500058Y

[14] Spalding A. Min-Plus Algebra and Graph Domination. Ph.D. thesis, Dept. of Appl. Math., Univ. of Colorado, Denver, CL, USA, 1998. URL https://math.ucdenver.edu/graduate/thesis/spalding.pdf

[15] Gonçalves D, Pinlou A, Rao M, Thomassé S. The Domination Number of Grids. SIAM J. Discret. Math., 2011. 25(3):1443–1453. doi:10.1137/11082574. URL https://doi.org/10.1137/11082574
[16] Pavlič P, Žerovnik J. Roman Domination Number of the Cartesian Products of Paths and Cycles. Electron. J. Comb., 2012. 19(3):P19. URL http://www.combinatorics.org/ojs/index.php/eljc/article/view/v19i3p19

[17] Pavlič P, Žerovnik J. A note on the domination number of the Cartesian products of paths and cycles. Kragujevac J. Math., 2013. 37(2):275–285. URL http://elib.mi.sanu.ac.rs/files/journals/kjm/41/kjom3702-07.pdf

[18] Davis T. CSPARSE. A Concise Sparse Matrix Package in C. https://github.com/ibayer/CSparse/ 2014.