Two-dimensional orbital Hall insulators
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Detailed analyses of the spin and orbital conductivities are performed for different topological phases of certain classes of two-dimensional (2D) multiorbital materials. Our calculations show the existence of orbital-Hall effect (OHE) in topological insulators, with values that exceed those obtained for the spin-Hall effect (SHE). Notably, we have found non-topological insulating phases that exhibit OHE in the absence of SHE. We demonstrate that the OHE in these systems is deeply linked to exotic momentum-space orbital textures that are triggered by an intrinsic Dresselhaus-type of interaction that arises from a combination of orbital attributes and lattice symmetry. Our results strongly indicate that other classes of systems with non-trivial orbital textures and/or orbital magnetism may also exhibit large OHE even in their normal insulating phases.

The OHE, similarly to the SHE, refers to the creation of a transverse flow of orbital angular momentum that is induced by a longitudinally applied electric field [1]. It has been explored mostly in three dimensional metallic systems, where it can be quite strong [2–5]. For systems in which the spin-orbit coupling (SOC) is sizeable, the orbital and spin angular momentum degrees of freedom are coupled, establishing an interrelationship between charge, spin, and orbital angular momentum excitations. However, the OHE does not necessarily require SOC, it can be associated to the presence of orbital textures [5] and be especially significant in various materials.

Chiral orbital textures in the reciprocal space have been discussed in connection with orbital magnetism at the surface of sp metals [6], photonic graphene [7] and also in topological insulators with strong SOC. More recently they were observed in chiral borophene [8], single-layer transition metal dichalcogenides [9] and tin telluride monolayers for photocurrent generation [10]. Orbital magnetism is enhanced in surfaces [11], indicating that orbital effects can be crucial in 2D materials, which can also be evidenced by the observation of orbital textures in van der Waals materials. Still, OHE remains mostly unexplored in 2D materials [12, 13].

Here, we investigate the role of orbital textures for the OHE displayed by multi-orbital 2D materials. We predict the appearance of rather large OHE in these systems both in their metallic and insulating phases. The orbital Hall currents can be considerably larger than the spin Hall ones, and be present even in the absence of SHE. Their use as information carriers widens the development possibilities of novel spin-orbital devices.

In our analyses, we consider a minimal tight-binding (TB) model Hamiltonian that involves only two orbitals ($p_x$ and $p_y$) per atom in a honeycomb lattice [14, 15]:

$$\mathcal{H} = \sum_{\langle ij \rangle} \sum_{\mu \nu s} t^{\mu \nu}_{ij} p_{i \mu s} p_{j \nu s} + \sum_{i \mu s} \left( \epsilon_i + \lambda_I \vec{\ell}_i \cdot \vec{\sigma}_{ss} \right) p_{i \mu s} p_{i \mu s},$$

where $i$ and $j$ denote the honeycomb lattice sites positioned at $\vec{R}_i$ and $\vec{R}_j$, respectively. The operator $p_{i \mu s}^\dagger$ creates an electron of spin $s$ in the atomic orbitals $p_{\mu} = p_{\pm} = \frac{1}{\sqrt{2}}(p_x \pm ip_y)$ centred at $\vec{R}_i$. Here, $s = \uparrow, \downarrow$ labels the two electronic spin states, and $\epsilon_i$ is the atomic energy at site $i$, which may symbolise a staggered on-site potential that takes values $\epsilon_i = \pm V_{AB}$, when site $i$ belongs to the A and B sub-lattices of the honeycomb arrangement, respectively. The transfer integrals $t_{ij}$ between the $p_{\mu}$ orbitals centred on n.n atoms are parametrised according to the standard Slater-Koster TB formalism [16]. They depend on the direction cosines of the n.n. interatomic directions, and may be approximately expressed as linear combinations of two integrals ($V_{pp}$ and $V_{pz}$) involving the $p_{\sigma}$ and $p_{\pi}$ orbitals, where $\sigma$ and $\pi$ refer to the usual components of the angular momentum around these axes.

Since our model does not include the orbital $p_z$, it is restricted to a sector of the $\ell = 1$ angular momentum vector space spanned only by the eigenstates of $\vec{\ell}^2 \left| p_\pm \right\rangle$ associated with $m_\ell = \pm 1$. Within this sector it is useful to introduce a pseudo angular momentum $SU(2)$-algebra where the Pauli matrices act on $| p_\pm \rangle$. In this case, there is a one-to-one correspondence between the representations of the Cartesian components of the orbital angular momentum operators in this basis and the usual Pauli matrices, and $\ell^2$ is not conserved (details are given Sec. I of the supplementary material - SM). The last term in Eq.1 describes the intrinsic atomic SOC.

This simple model describes relatively well the low-
Dirac cones in the vicinities of which form Dirac cones at the structure consists of four gapless bulk energy bands, two parameters specified in Eq. (1). In the absence of SOC distinct phases that manifest themselves depending on the $V$lator (QSHI) phases \[17, 19–22\].

The phase diagram, which includes quantum spin-Hall insulator (QSHI) phases \[17, 19–22\]. We shall focus on three phases that display distinct topological gap features. They are classified by sets of spin Chern numbers \((i,j,k,l)\) associated with the four spin bands, namely $A1 \ (1,-1,1,-1)$, $B1 \ (1,0,0,-1)$, and $B2 \ (0,1,-1,0)$, according to the notation of Ref. \[21\]. We remind that the spin Chern numbers for the spin sector have opposite signs. This codification clearly indicates that when the system is in the A1 phase the two lateral energy gaps are topological, but the central one is not. The reverse occurs in the B2 phase, where only the central energy gap is topological. Last but not least, all the three energy gaps are topological in the B1 phase. This is explicitly verified in the left panels of Fig. 2, which show the spin Hall conductivities \(\sigma_{\text{SH}}\) (red curves) calculated as functions of energy for three different sets of parameters that simulate systems in each of these phases. In the absence of sublattice asymmetry \(V_{AB} = 0\) and for $\lambda_I = 0.2$, the system assumes the B1 phase and becomes a QSHI within all the three energy gaps, as the quantised plateaux of $\sigma_{\text{SH}}$ in Fig. 2 (a) show. For $\lambda_I = 1.1$ and $V_{AB} = 0.8$, the system is in the B2 phase, which exhibits a quantised spin Hall conductivity plateau in the central energy gap, and two non topological side gaps within which it behaves as an ordinary insulator, displaying no QSHE, as Fig. 2 (c) illustrates. For $\lambda_I = 0.2$ and $V_{AB} = 0.8$, the system takes on the A1 phase, where it becomes a QSHE for energies within the lateral energy gaps, but behaves as a conventional insulator inside the central gap, as portrayed in Fig. 2 (e).

The corresponding orbital Hall conductivities \(\sigma_{\text{OH}}\) calculated for the three phases (blue curves) are also depicted in the left panels of Fig. 2, together with the respective densities of states (grey lines) represented in arbitrary units. We notice that within the lateral gaps, \(\sigma_{\text{OH}}\) exhibits plateaux with much higher intensities than those of the SHE. However, in contrast with the latter, the OHE is not quantised. Its plateaux heights depend upon $\lambda_I$ and $V_{AB}$, increasing in modulus as the gap width reduces, though limited by the OHE value for $\lambda_I \to 0$ (see Sec. IV of SM). A remarkable result illustrated in Fig. 2 (c) is the existence of finite OHE within the two (non-topological) side energy gaps of phase B2, where the system becomes an ordinary insulator with no QSHE. This is particularly interesting because there are no electronic

![Figure 1: (a) Band structure calculations along some symmetry lines in the 2D BZ for $V_{pp} = 0$, $V_{pp^*} = 1$ eV, and $\lambda_I = 0$. The blue line represents the results for $V_{AB} = 0.0$, and the red line for $V_{AB} = 0.8$. (b) Orbital Hall conductivities calculated for the same sets of parameters. The insets show the in-plane contribution to the orbital angular momentum textures calculated in the neighbourhoods the $\Gamma$ (left inset) and $K$ (right inset) symmetry points of the 2D Brillouin zone, for $V_{AB} = 0.0$. The left and right inset textures are associated with the lower flat and dispersive bands, respectively.](image-url)
edge states crossing these energy gaps (see Sec. V of the SM), and raises the question on how the orbital Hall current propagates through the system in this case. It is also noticeable that the OHE is an odd function of the Fermi energy ($E_F$) and vanishes in the central energy gaps for all three phases. This is due to symmetry limitations of this simplified model, which we shall address subsequently.

The density plots illustrate their corresponding polarisations. It is also important to examine how disorder affects the transport properties of these systems. To simulate it we consider on-site potentials $\epsilon_i$ with values randomly distributed within $[-W/2, W/2]$, where $W$ is the disorder strength. We calculate the spin- and orbital-Hall conductivities for different values of $W$ using Chebyshev polynomial expansions and the Kubo-Bastin formula, which are efficiently implemented in the open-source software KITE. Similarly to what we have previously found for the SHE [22], the orbital Hall plateaux are robust to relatively strong Anderson disorder. Details of these calculations are described in sections VI, VII and VIII of the SM.

We know that OHE is linked to orbital textures in reciprocal space [5], and to establish this relationship we have calculated these textures for the $\uparrow$-spin lowest energy band in the entire 2D first BZ. The results are shown in panels (b), (d), and (f) for systems in the B1, B2, and A1 phases, respectively. The orbital characters for all $\uparrow$-spin eigenstates are depicted in Fig. 5V of the SM. It is worth noticing that when either $\lambda_I$ or $V_{AB}$ are different from zero, the orbital textures display finite out-of-plane components for each spin direction. However, due to time reversal symmetry the $\ell^z$ orbital polarisations for inverted spin directions are opposite, and consequently the total $\ell^z$ polarisation vanishes. The structure of the in-plane texture, nevertheless, remains the same for both spin components, which means that the in-plane orbital texture survives. It is also noteworthy that both the lowest two energy bands as well as the upper ones display opposite in-plane orbital textures for this simple model. Consequently, the OHE vanishes at the onset of the central energy gap, where the accumulated in-plane orbital texture of the occupied states becomes zero. The absence of electronic states within an energy gap leads to a constant value for $\sigma_{OH}$ [2, 25, 26] in its range, which justifies the lack of OHE in the central energy gap found for the three phases.

Contour curves are also shown for certain values of $E_F$ ranging from the bottom of the energy band to the beginning of the lowest energy gap. In all phases, we note that close to the $\Gamma$ point, where the lowest energy band value is minimum, there is virtually no in-plane orbital angular momentum texture, and the OHE is very small. As $E_F$ increases the in-plane orbital texture builds up, assuming a dipole-field like configuration. Eventually, when $E_F$ approaches the onset of the first energy gap, it develops a Dresselhaus-like arrangement near the $K$ and $K'$ points, with opposite signs in each valley.

In order to uncover the raison d’etre of these exotic orbital textures that promote OHE in this systems we derive an effective theory near the Dirac points $K$ and $K'$. Around them, the orbital angular momentum texture is perfectly captured by a linear approximation in the crystalline momentum, whereas it requires a fourth-order expansion near the $\Gamma$ point. Our effective Hamiltonian $\mathcal{H}_{\text{eff}}$ can be expressed in terms of $SU(2) \otimes SU(2)$ orbital and sub-lattice algebras, and written as: $\mathcal{H}_{\text{eff}} = \mathcal{H}_0 + \mathcal{H}_{AB} + \mathcal{H}_{\text{SOC}} + H_{\ell}$. Here $\mathcal{H}_0 = -\hbar v_F \left(K_x \sigma_x + \tau k_y \sigma_y \right)$ is the usual Dirac Hamiltonian, with Fermi velocity $v_F = \frac{\alpha \sqrt{\beta^2 + \gamma^2}}{\tau}$, $a$ denotes the lattice constant, and $\tau = \pm 1$ for the $K$ and $K'$ valleys, respectively. $\mathcal{H}_{\text{SOC}} = s \lambda_I \ell^z$ represents the SOC, where $s = \pm 1$ for $\uparrow$ and $\downarrow$ spin electrons, respectively. $\mathcal{H}_{AB} = V_{AB} \sigma^z$ is the sub-lattice resolved potential. $H_{\ell}$

Figure 2: Spin Hall conductivity (red), and orbital Hall conductivity (blue), together with the density of states (grey), calculated as functions of energy for: (a) $\lambda_I = 0.2$ and $V_{AB} = 0$ - B1 phase; (c) $\lambda_I = 1.1$, and $V_{AB} = 0.8$ - B2 phase, and (e) $\lambda_I = 0.2$, and $V_{AB} = 0.8$ - A1 phase. The densities of states are depicted in arbitrary units. Panels (b), (d) and (f) show the associated orbital textures, calculated for the lower $\uparrow$-spin band, with the same sets of parameters, respectively. The density plots illustrate their corresponding ($\ell^z$) polarisations.
breaks the degeneracy between $\ell^z$ eigenstates and is given by:

$$
H_{\ell} = -\frac{\hbar v_F}{4} \tau (k_+ \sigma_\tau + k_- \sigma_\tau) - \frac{\sqrt{3 \hbar v_F}}{2a} (\ell_x \sigma_x + \tau \ell_y \sigma_y),
$$

(2)

where $\sigma_\tau = \sigma_x + i \tau \sigma_y$, $\tau = -\tau$, $\ell_\alpha (\alpha = x, y)$ are the orbital angular momentum matrices in the corresponding Hilbert space, $k_\pm = k_x \pm i k_y$, and $\ell_\pm = \ell_x \pm i \ell_y$.

As shown in the section X of the SM, in the absence of $H_{\ell}$ each valley presents two degenerated Dirac cones. The first term in the right hand side of Eq. (2) alters the Fermi velocity of the Dirac cones and leads to an in-plane orbital texture profile similar to the one portrayed in Fig. 3 (a). We shall now address the absence of OHE in the central energy gap as results from our calculations. This limitation actually comes from a combination of electron-hole and parity symmetries, which lead to energy levels that are symmetric with respect to the zero energy for this simple model[21]. One way of breaking it is by introducing second n.n. hopping integrals, as Fig. 3 (a) illustrates. Here, just as a proof of concept, we kept $V_{pp\tau} = 0$, and choose the second n.n. hopping integrals $V_{pp\tau 2} = -0.2$. In this case only the central energy gap survives, and within it the system assumes an ordinary insulating phase. Fig. 3 (b) clearly shows that the SHE vanishes in this energy range, whereas the OHE is finite. Here, the in-plane orbital texture associated with the second lowest energy band no longer cancels the contribution from the first band. Thus, the OHE does not vanish at the onset of the central energy gap and keeps its non-zero value constant within it. This result, although relatively small in this particular case, unequivocally shows that it is possible to obtain a finite OHE for a non-topological insulating phase, as we previously found for the lateral energy gaps of the B2 phase. Having shown that this effect happens for our simple-model system, it is instructive to inquire into the possibility of observing it in a real system. A candidate is the recently synthesised flat bismuthene grown on SiC, whose low energy electronic properties are reasonably well described by an effective TB model Hamiltonian that includes only two orbitals ($p_x$ and $p_y$) per atom [14, 15, 17, 18]. It is a real solid state system, typical of a promising class of 2D materials based on the group group VA elements and exhibits relatively large energy gaps. In fact, a very good TB fit of both the valence and conduction bands of flat bismuthene can be obtained with the inclusion of second n.n. hopping integrals, as Fig. SX of the SM illustrates. Results for the associated SHE and OHE calculated as functions of $E_F$ for planar bismuthene employing a Chebyshev polynomial expansion method are shown in Fig. 4. We clearly see in this case that the spectra are not symmetric with respect to the zero energy and the right-hand side gap disappear. Results for $V_{AB} = 0$, depicted in Fig. 4 (a), show that the remaining gaps are topological, displaying a quantised SHE, and significant OHE. For sufficiently large sublattice asymmetry, however, the central gap ceases to be topological, exhibiting no SHE, as Fig. 4 (b) illustrates. Notwithstanding, the orbital Hall conductivity is appreciable within this energy range. This validates our original prediction that pure orbital angular momentum currents can be triggered by a longitudinally applied electric field in some normal insulators.

In summary, we have performed detailed analyses of the spin and orbital Hall conductivities for a class of 2D...
systems, relating the corresponding OHE, SHE and orbital textures. Our calculations show the existence of OHE in topological insulators, with values that exceed those obtained for the SHE. Remarkably, we also obtain OHE for normal insulating phases where the SHE is absent and no edge states cross their energy gaps. We show that the OHE in these systems is associated with exotic momentum-space orbital textures that are caused by an intrinsic Dresselhaus-type of interaction. This is rather general and show that certain 2D insulating materials can generate orbital angular momentum currents that may be useful for developing novel spin-orbitronic devices.
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Supplementary material for “Spin and Charge Transport of Multi-Orbital Quantum Spin Hall Insulators”

HAMILTONIAN IN RECIPROCAL SPACE AND ORBITAL ANGULAR MOMENTUM OPERATORS DEFINITION

The Hamiltonian given by Eq. (1) of the main text can be rewritten in the reciprocal space. Using the basis \{ |p_+, A\rangle, |p_-, A\rangle, |p_+, B\rangle, |p_-, B\rangle \}, the hopping term reads,

\[
\hat{H}_0(\vec{k}) = \begin{pmatrix}
0 & 0 & \hat{A}(\vec{k}) & \hat{D}(\vec{k}) \\
0 & 0 & \hat{C}(\vec{k}) & \hat{B}(\vec{k}) \\
\hat{A}^*(\vec{k}) & \hat{C}^*(\vec{k}) & 0 & 0 \\
\hat{D}^*(\vec{k}) & \hat{B}^*(\vec{k}) & 0 & 0
\end{pmatrix},
\]

(S1)

where

\[
2\hat{A}(\vec{k}) = t_{xx}(\vec{k}) + t_{yy}(\vec{k}) + i(t_{xy}(\vec{k}) - t_{yx}(\vec{k})),
\]

(S2)

\[
2\hat{B}(\vec{k}) = t_{xx}(\vec{k}) + t_{yy}(\vec{k}) + i(t_{yx}(\vec{k}) - t_{xy}(\vec{k})),
\]

(S3)

\[
2\hat{C}(\vec{k}) = t_{xx}(\vec{k}) - t_{yy}(\vec{k}) + i(t_{xy}(\vec{k}) + t_{yx}(\vec{k})),
\]

(S4)

\[
2\hat{D}(\vec{k}) = t_{xx}(\vec{k}) - t_{yy}(\vec{k}) - i(t_{xy}(\vec{k}) + t_{yx}(\vec{k})),
\]

(S5)

The transfer integrals \( t_{\alpha\beta}(\vec{k}) \) are Fourier transforms of Slater-Koster coefficients in the honeycomb lattice,

\[
t_{\alpha,\beta}(\vec{k}) = \sum_{m=0}^{2} \langle p_\alpha, A | \hat{V} | p_\beta, B \rangle(m)e^{-i\vec{k} \cdot \vec{a}_m},
\]

(S6)

where, \( m \) runs over the three nearest-neighbours of a site in sublattice \( A \), that are located in sublattice \( B \), and \( \vec{a}_m \) is the vector connecting the atom at sublattice \( A \) with its \( m \)-th neighbor at sublattice \( B \). The Slater-Koster integrals are given by

\[
t_{\alpha\alpha}(\vec{k}) = n^2_{\alpha}(m)V_{pp\sigma} + (1 - n^2_{\alpha}(m))V_{pp\pi},
\]

(S7)

\[
t_{\alpha\beta} = -n_{\alpha}(m)n_{\beta}(m)(V_{pp\pi} - V_{pp\sigma}),
\]

(S8)

with \( n_{\alpha,\beta}(m) \) being the direction cosine connecting the site of sublattice \( A \) with \( m \)-th first neighbor on sublattice \( B \). In all results presented in this work, we set \( V_{pp\pi} = 0 \), unless it is mentioned. This condition can be relaxed without changing any of the main conclusions of our work. In this basis, the SOC term is diagonal, \( H_{soc} = s\lambda_I\text{diag}(1, -1, 1, -1) \) and the sublattice potential is given by \( H_{AB} = V_{AB}\text{diag}(1, 1, -1, -1) \).

As mentioned on the main text, due the absence of the \( p_z \) orbital, the electronic states are restricted to the subspace associated with \( m_\ell = \pm 1 \) only, hence the angular momentum operators can be redefined in terms of a \( SU(2) \)-algebra as:

\[
l_z = |p_+\rangle\langle p_+| - |p_-\rangle\langle p_-|,
\]

\[
l_x = |p_+\rangle\langle p_-| + |p_-\rangle\langle p_+|,
\]

\[
l_y = i\left(|p_-\rangle\langle p_+| - |p_+\rangle\langle p_-|\right)
\]

(S9)

KUBO FORMULA FOR LINEAR RESPONSE CONDUCTIVITY

In the main text, we compute the spin and orbital Hall conductivity for different topological phases of the Hamiltonian of Eq. (1) in the main text. For the cases of the pristine system, we used Kubo formalism to compute both OHE and
SHE. In this formalism, the spin Hall (SH) and orbital Hall (OH) \( \eta \)-polarized response, in \( \hat{y} \) direction, to an electric field applied in the \( \hat{x} \) direction is given by,

\[
\sigma_{\text{OH}(SH)}^{\eta} = \frac{e}{\hbar} \sum_{n \neq m, s = \uparrow, \downarrow} \int_{B.Z.} \frac{d^2 k}{(2\pi)^2} (f_{mk} - f_{nk}) \Omega_{n,m,k,s}^{X_n},
\]

\[
\Omega_{n,m,k,s}^{X_n} = \hbar^2 \text{Im} \left[ \frac{\langle \psi_{n,k}^{s}\rangle \langle \eta_{y}(\vec{k}) \rangle \langle \psi_{m,k}^{s}\rangle \langle \psi_{n,k}^{s} \rangle}{(E_{n,k}^{s} - E_{m,k}^{s} + i\eta)^2} \right]
\]

Were \( \sigma_{\text{OH}(SH)}^{\eta} \) is the orbital Hall (Spin Hall) DC conductivity with polarization in \( \eta \)-direction, \( \Omega_{n,m,k,s}^{X_n} \) is the related gauge-invariant Berry curvature. In Eq. \( S11 \), \( E_{n(m),k}^{s} \) and \( \psi_{n(m),k}^{s} \) are eigenvalues and eigenvectors of Hamiltonian of Eq. \( S1 \), for \( n(m) \) Bloch band, with \( n,m = 1, \ldots, 4 \) (in crescent order of energy), and \( s = \uparrow, \downarrow \) spin-sector. Velocity operators are defined by, \( v_{x(y)}(\vec{k}) = \partial H(\vec{k})/\partial k_{x(y)} \), where \( H(\vec{k}) \) is the tight-binding Hamiltonian in reciprocal space. The current operator in \( \hat{y} \) direction is defined by \( j_{y}^{X_{n}}(\vec{k}) = (X_{m}v_{y}(\vec{k}) + v_{y}(\vec{k})X_{n})/2 \), where \( X_{n} = \hat{t}_{y}(\hat{s}_{n}) \) for OH (SH) conductivities polarized in \( \eta \) direction.

As it was discussed in the main text, this model presents a non-vanishing \( \sigma_{\text{OH}}^{\eta} \), even in absence of SOC, in contrast to the spin Hall \( (\sigma_{\text{SH}}^{\eta}) \) response which depends on the presence of SOC or exchange interaction. Added to this, in the presence of an exchange term, it was shown that the model presents a non-vanishing \( \sigma_{\text{OH}}^{\eta} \) associated with in-plane polarized orbital Hall effect. It is important to mention that equations \( S10 \) and \( S11 \) are valid only in the clean limit and do not take into account the effect of disorder. However, as was briefly pointed in the main text, the effect of disorder should not affect our results for insulating phases (Fermi energy inside an electronic gap) due to the absence of the Fermi surface, responsible to generates the leading-order contribution in the computation of vertex corrections\[26\]. We confirm the robustness of our results against Anderson disorder using a real-space computation method which is discussed in the next sections of the SM.

ANALYSIS OF THE BAND STRUCTURE

We have examined the orbital Hall conductivity properties of three distinct topological phases displayed by the Hamiltonian \( H \) defined by Eq. (1) in the main text. They are labelled as B1, A1, and B2 phases, according to the classifications used in Ref. 21. Figure SI shows the \( \uparrow \)-spin electron energy bands for the system in these three phases. The spin-\( \downarrow \) bands can be deduced by applying a time-reversal symmetry operation on \( H \). Panel (a) illustrates the band structure of the B1 phase, calculated for \( \lambda_{I} = 0.2V_{ppr} \), and \( V_{AB} = 0 \). We notice that the SOC causes three energy gaps to open, one originating from the \( K(K') \) points, and the other two at \( \Gamma \), while the flat bands acquire a slight energy dispersion. Panel (b) shows the energy bands for the system in the A1 phase, calculated with \( \lambda_{I} = 0.2V_{ppr} \), and \( V_{AB} = 0.8V_{ppr} \). The sub-lattice potential affects each valley differently, as expected, because it breaks the degeneracy between eigenvalues at the \( K \) and \( K' \) symmetry points. By examining the opposite spin polarisation one finds that this phase exhibits a strong spin-valley locking, as discussed in Refs. 18, 21, 22. Panel (c) displays the energy bands for the system in the B2 phase, calculated with \( \lambda_{I} = 1.1V_{ppr} \) and \( V_{AB} = 0.8V_{ppr} \). In this case, \( \lambda_{I} \) is comparable but slightly larger than \( V_{AB} \), and we note that they lead to effects that are similar to those exhibited panel (b), including a strong spin-valley locking with valley polarisation stronger than in the previous case due to the relatively large values of \( \lambda_{I} \) and \( V_{AB} \).

EVOLUTION OF THE ORBITAL HALL EFFECT PLATEAUX

In the main text, it was mentioned that the height of the orbital Hall plateaux within the lateral gaps depends upon the SOC coupling constant and the sub-lattice resolved potential. To demonstrate this, we show in Figure SII results for the spin and orbital Hall conductivities calculated for different sets of parameters for the B1, A1, and B2 phases. The results depicted in each panel of Figure SII are obtained for a fixed value of \( V_{AB} \) and two different values of \( \lambda_{I} \) that are represented in the left and right columns, respectively. In panel (a) we show the conductivities calculated for \( V_{AB}=0 \), \( \lambda_{I} = 0.2V_{ppr} \) and \( \lambda_{I} = 1.0V_{ppr} \), which correspond to situations in which the system is in the B1 phase. It is clear that the height of the OHE plateau decreases as the SOC increases. In fact, the height of the plateau scales.
Figure SI: ↑-spin electron energy bands calculated as functions of wave vectors along some symmetry directions in the 2D Brillouin zone for three distinct topological phases: (a) B1 with $\lambda_I = 0.2V_{pp\sigma}$ and $V_{AB} = 0$. (b) A1 with $\lambda_I = 0.2V_{pp\sigma}$ and $V_{AB} = 0.8V_{pp\sigma}$ (c) B2 with $\lambda_I = 1.1V_{pp\sigma}$ and $V_{AB} = 0.8V_{pp\sigma}$.

with the size of the lateral gap, being close to the maximum value of the metallic limit for very small gaps. The same trend is observed in the other two phases, in contrast with the heights of the spin Hall plateaux that remain the same in all cases.

ZIGZAG NANO-RIBBONS SPECTRA

Through the main text we analysed the spin and orbital Hall effects for the three distinct topological phases $B1$, $A1$ and $B2$. To further substantiate our findings of the non-zero orbital Hall conductivity in the trivially insulating phases, we analysed the energy spectrum of a zigzag nano-ribbon in our system for the three distinct phases. Figure SIII shows the spectra for each of the phases studied in the main text. As expected, the number of pairs of edge states corresponds with the index $Z_2$ of each of these phases. Panel (a) shows the energy bands corresponding to the phase $B1$, here the most interesting features are the pairs of edge channels that cross the gap and the fully symmetric spectrum for both spin polarizations. Panel (b) displays the spectrum of the $A1$ phase, here we can see the strong spin-valley locking that results from the inversion symmetry breaking produced by staggered sub-lattice potential. Interestingly here we can observe the absence of edge states traversing the central gap. Finally panel (c) shows the band structure of a ribbon in the phase $B2$. Here we can see how due the strong spin-orbit coupling and staggered sub-lattice potential the edge states in both the lateral gaps do not cross the gap while the edge estates of the central gap are crossing again. The results are fully consistent with the spin Chern number characterization of these phases done in Ref [21]. The results of panel (c) are the most striking ones, because they indicate that differently from the spin Hall conductivity, the orbital Hall effect plateau does not require electronic conducting channels to have a constant non-quantized value.

CHEBYSHEV POLYNOMIAL EXPANSION

To study the transport and spectral properties of the honeycomb lattice with $p_x - p_y$ orbitals we used the Chebyshev polynomial expansion. In this numerical method, the Green and spectral functions are accurately expanded in terms of Chebyshev polynomial of first kind of the Hamiltonian matrices[28, 29]. This set of polynomials are commonly chosen due their unique convergence properties, their relation with the Fourier transform and their convenient recurrence relations that allows the iterative construction of higher order polynomials[28, 29]. In recent years this method has gained much attention in the study of the transport properties of 2D systems[30–34]. Because of its high scalability, it was used to study of topological phase transitions induced by disorder[22], and more recently, in the analysis of the electronic properties of graphene encapsulated between two twisted hBN structures[35]. The method requires a rescaling of the Hamiltonian and it spectrum to make them fit into the interval $(-1, 1)$ where
Figure SII: Spin Hall conductivity $\sigma_{SH}^z$ (red) and orbital Hall conductivity $\sigma_{OH}^z$ (blue) calculated for: (a) $V_{AB} = 0$ and $\lambda_I = 0.2V_{pp}$ (left) and $\lambda_I = 1.0V_{pp}$ (right). (b) $V_{AB} = 0.8V_{pp}$ and $\lambda_I = 0.2V_{pp}$ (left) and $\lambda_I = 0.5V_{pp}$ (right). (c) $V_{AB} = 0.8V_{pp}$, $\lambda_I = 1.1V_{pp}$ (left) and $\lambda_I = 1.5V_{pp}$ (right).

The Chebyshev polynomials are defined and consequently the convergence of the method is assured. This scaling is achieved by means of the transformations $\tilde{H} = (H - b) / a$ and $\tilde{E} = (E - b) / a$ where $a \equiv (E_T - E_B) / (2 - \epsilon)$ and $b \equiv (E_T + E_B) / 2$. In the later $E_T$ and $E_B$ represents the top and bottom limits of the spectrum, respectively, and $\epsilon$ is a small cut-off parameter introduced to avoid numerical instabilities.

With this later conditions fulfilled, the Chebyshev polynomial expansion of the density operator considering $N$ polynomials can be written as:
Figure SIII: Zigzag Nano-ribbons spectra for phases (a) $B_1$ with $\lambda_I = 0.2V_{pp\sigma}$ and $V_{AB} = 0$, (b) $A_1$ with $\lambda_I = 0.2V_{pp\sigma}$ and $V_{AB} = 0.8V_{pp\sigma}$, and (c) $B_2$ with $\lambda_I = 1.1V_{pp\sigma}$ and $V_{AB} = 0.8V_{pp\sigma}$.

\[
\rho(E) = \frac{1}{\pi\sqrt{1 - E^2}} \sum_{m=0}^{N-1} g_m \mu_m T_m(E),
\]

where $g_m$ is a kernel introduced to control the Gibbs oscillations produced by the sudden truncation of the series expansion \cite{28, 29}. The coefficients are calculated with $\mu_m = \langle Tr T_m(\tilde{H}) \rangle$, in which $\langle \ldots \rangle$ represents the average over different disorder configurations. The calculation of the density operator of a given system is reduced to the computation of the trace of a matrix. To further decrease the computational cost of the calculation of quantities such as the density operator, instead of calculating the full trace of the polynomial matrices \cite{29}, we simply approximate the expansion coefficient $\mu_m$ as

\[
\mu_m \approx \frac{1}{R} \left\langle \sum_{r=1}^{R} \langle \phi_r | T_m(\tilde{H}) | \phi_r \rangle \right\rangle
\]

In the later $|\phi_r\rangle$ represent a set of random vectors which are defined as $|\phi_r\rangle = D^{-1/2} \sum_{i=1}^{D} e^{i\phi_i} |i\rangle$. Here $\{ |i\rangle \}_{i=1,\ldots,D}$ denotes the original basis set, in which orbitals and spins on the lattice sites are treated equivalently, $D$ represents the dimension of the Hamiltonian matrix, and $\phi_i$ is the phase of each of the state vectors that comprise each of the random vectors. $R$ is the number of random vectors used in the trace estimation and the convergence of the later goes as $1/\sqrt{DR}$.

**CHEBYSHEV POLYNOMIAL EXPANSION OF KUBO FORMULA**

To compute the spin and orbital conductivities of disordered systems, we employed the efficient algorithm developed by J. García et. al. \cite{36, 37}, which is based in the Chebyshev expansion of the Kubo-Bastin formula \cite{38}:

\[
\sigma_{\alpha\beta}(\mu,T) = \frac{i\hbar}{\Omega} \int_{-\infty}^{+\infty} dE f(E;\mu,T) \times Tr( j_{\alpha} \delta(E-H) j_{\beta} \frac{dG^+}{dE} - j_{\alpha} \frac{dG^-}{dE} j_{\beta} \delta(E-H)),
\]

(S14)
in which $\Omega$ represents the area of the 2D sample, $f(E; \mu, T)$ is the Fermi-Dirac distribution for the energy $E$, chemical potential $\mu$ and temperature $T$. $G^+(G^-)$ symbolise the advanced(retarded) one electron Green function. As it can be seen from (S14) the Kubo-Bastin formula is expressed as a current-current correlation function. Then, to adapt this formula to calculate the spin hall conductivity $\sigma_{SH}^z$, we define $j_\alpha$ as the current-density operator like $j_\alpha \equiv j_x = \frac{ie}{h} [x, H]$ and $j_\beta$ as the spin current-density as $j_\beta \equiv j_\beta^s = \frac{1}{2} \{j_x^s, v_y \}$ where $\sigma_z$ is the usual Pauli's matrix and $v_y$ is the $y$-Component of the velocity operator. For the computation of the orbital Hall conductivity, again $\sigma_{OH}^z$, we define the current operator $j_\alpha$ as $j_\alpha \equiv j_x = \frac{ie}{h} [x, H]$ and we write $j_\beta$ as the orbital current density operator, which is defined like $j_\beta \equiv j_\beta^s = \frac{1}{2} \{\ell_z, v_y \}$ where $\ell_z$ is the $z$. It is noteworthy to mention that for the spin hall conductivity calculations we used the open-source code from the KITE project[39].

NUMERICAL SIMULATION OF THE DISORDERED CASE

It is instructive to investigate how disorder affects the OHE in these two-dimensional systems and more specifically, how it modifies the plateaux in the orbital Hall conductivity that, as discussed before, is not dominated by conducting edge states. For this purpose we include in our Hamiltonian an on-site Anderson disorder term $\epsilon_i$ whose values are randomly picked from an uniform distribution that goes from $[-\frac{W}{2}, \frac{W}{2}]$, in which $W$ represents the Anderson disorder strength and then proceeded with the aforementioned Chebyshev polynomial expansions to compute the density of states (DOS), and the transverse components of the spin and orbital conductivity tensors. In these calculations we have considered systems of $8 \times 256 \times 256$ orbitals, Chebyshev polynomials up to the order $M = 1280$ and we averaged over $R = 150$ random vectors. It is noteworthy to mention that due the large number lattice sites that we are considering, we restricted ourselves to only one disorder realization, this is based on the assumption that almost every possible configuration is contained on our system due it large size.
Figure SIV: Spin (red) and orbital (blue) Hall conductivities calculated as functions of energy for: (a) \( \lambda_l = 0.2 V_{ppa} V_{AB} = 0 \), (b) \( \lambda_l = 0.2 V_{ppa} V_{AB} = 0.8 V_{ppa} \), and (c) \( \lambda_l = 1.1 V_{ppa} V_{AB} = 0.8 V_{ppa} \) in the presence of disorder. The left, central and right panels show the results obtained in the relatively weak \( (W = 0.05 V_{ppa}) \), intermediate \( (W = 0.2 V_{ppa}) \) and strong \( (W = 0.4 V_{ppa}) \) disorder regimes, respectively. The grey lines represent the density of states calculated for the same set of parameters.

Figure SIV shows the spin and orbital Hall conductivities calculated for both weak \( (W = 0.05 V_{ppa}) \), intermediate \( (W = 0.2 V_{ppa}) \) and strong \( (W = 0.4 V_{ppa}) \) disorder. Similarly to what was previously observed for the SHE [34], the orbital Hall plateau remains present, even for a relatively strong disorder that closes the lateral gaps. Our preliminary results indicate that the orbital Hall effect in two-dimensional insulators is robust against Anderson disorder.

**ORBITAL TEXTURE ANALYSIS**

In contrast with the SHE, our calculations show that the OHE is not quantised, and occurs even in the absence of metallic edge states. In order to explore the origin of the OHE in this model system, we investigated the characteristics of its orbital angular momentum in reciprocal space within the 2D first BZ. To this end, we compute the orbital texture in reciprocal space defined as,

\[
\vec{L}_{n,k}^s = \langle \ell_x \rangle_{n,k}^s \hat{x} + \langle \ell_y \rangle_{n,k}^s \hat{y} + \langle \ell_z \rangle_{n,k}^s \hat{z},
\]  

(S15)
Where, $\langle \ell_{x,y,z} \rangle_{n,k}^s = \langle \psi_{n,k}^s | \ell_{x,y,z} | \psi_{n,k}^s \rangle$ is the expected value of angular-momentum operator in reciprocal space for states of Bloch band $n$ and spin sector $s$. To study the orbital texture and how it affects the OHE, we separate the in-plane textures ($\langle \ell_{x,y} \rangle_{n,k}^s$), which are represented by arrows, see Fig. SV and panels of Fig. 2 of main text, and out-of-plane textures ($\langle \ell_z \rangle_{n,k}^s$), which we represent as a color plot (dark blue color for $\langle \ell_z \rangle \approx 1$ and dark red color for $\langle \ell_z \rangle \approx -1$). Following the semi-classical argument of Ref. [40], it is possible to show that $\sigma_{OH}$ is a consequence of the existence of non-trivial in-plane orbital texture ($\langle \ell_{x,y} \rangle_{n,k}^s$). Some features of the function $\sigma_{OH}(E_f)$ can be understood from these textures, as we briefly mentioned in the main text, and now we detailed here.

Figure SV: Orbital character of the ↑-spin eigenstates of $H$ [Eq. S1 or Eq. (1) of the main text] calculated for: (a) $\lambda_I = 0.2V_{pp\sigma}$ and $V_{AB} = 0$; (b) $\lambda_I = 0.2V_{pp\sigma}$ and $V_{AB} = 0.8V_{pp\sigma}$; (c) $\lambda_I = 1.1V_{pp\sigma}$ and $V_{AB} = 0.8V_{pp\sigma}$.

Figure 2 of the main text displays both the in-plane and the out-of-plane orbital polarisations of the lowest ↑-spin energy band for the B1, A1 and B2 phases. Results for the ↓-spin bands can be easily obtained by time-reversal symmetry operation. In Figure SV we complement our analysis by showing the orbital textures of the four ↑-spin energy bands for each one of the three phases. The orbital projections depicted in panel (a) were calculated for $\lambda_I = 0.2V_{pp\sigma}$ and $V_{AB} = 0$, and correspond to the case in which the system assumes the B1 phase. Clearly, the in-plane orbital textures of the first and second energy bands are opposite to each other, and the same happens to the third and fourth bands, which leads $\sigma_{OH}(E_f)$ to be an odd function of Fermi energy, and consequently, the absence of OHE in the central gap. As it was shown in Fig. 3 of the main text, if we include second neighbors hopping in the tight-binding Hamiltonian, the particle-hole symmetry around the central gap is broken, and the cancelation of in-plane orbital texture is lost, leading to the appearance of a central plateau in the orbital Hall conductivity. It is also noteworthy that $\langle \ell_{x,y} \rangle_{n,k}^s$ for the second and third bands are opposite, as well as around the $K(K')$ and $\Gamma$ symmetry points. Conversely, the first and fourth bands respectively exhibit $\langle \ell_{x,y} \rangle_{n,k}^s \approx \mp 1$ in the vicinities of the $\Gamma$
point, but virtually vanishing values around $K$ and $K'$. Panel (b) displays the orbital projections of the eigenstates corresponding to the $A_1$ phase, calculated for $\lambda_f = 0.2V_{pp\sigma}$ and $V_{AB} = 0.8V_{pp\sigma}$. One of the main eye-catching characteristics of this phase is the opposed out-of-plane orbital polarisations around the $K'$ and $K$ points, which is a manifestation of the orbital-valley locking produced by $V_{AB}$. Similarly to phase B1, the out-of-plane polarisations of the first and second $\uparrow$-spin energy bands are opposed to the fourth and third ones, respectively. In addition, the in-plane orbital angular momentum polarisations for this phase exhibit the same configuration as those obtained for the B1 phase, which means that, also in this phase, sigma is an odd function of Fermi energy, with no central plateau.

However, due to the orbital-valley locking, the corresponding absolute values are smaller, which explains the different curve derivative of the OHE in the phase $A_1$ when compared with the OHE of the phase B1. Finally, panel (c) shows how $H_{\ell}$ affects the energy spectrum and orbital textures of this model, we examine the three phases that our effective linear model describes rather well the two inner energy bands, but fails to properly do so for the two outer ones. This can be corrected with the inclusion of quadratic terms in our approximation, as illustrated in the right column of Figure SVI. It is noteworthy that the orbital texture near $K$ and $K'$ are very well described by our effective model. Nevertheless, to reproduce the orbital texture in the vicinity of $\Gamma$, it is necessary to perform an even higher-order expansion up to 4th order.

To provide insight on how $H_{\ell}$ affects the energy spectrum and orbital textures of this model, we examine the corresponding contributions of each term in Eq. S17. For simplicity, we consider only one spin sector. In this case, the energy spectrum of $H_0 = -\hbar v_F (k_x \sigma_x + \tau k_y \sigma_y)$ consists of two degenerate Dirac cones that are associated with the two eigenstates of the angular momentum pseudo-spinor. Similarly to what occurs in graphene, the inclusion of $H_{AB} = V_{AB}\sigma^z$ opens an energy gap in the spectrum, while $H_{SOC} = s\lambda_I \ell^z$ acts as an orbital exchange interaction, shifting upwards (downwards) the Dirac cone associated with the $\ell^z$ eigenvalue $+1(-1)$. To understand how $H_{\ell}$ modifies the energy spectrum, we introduce a multiplicative factor that regulates its overall intensity and inspect the energy band structure of $H_0 + \eta H_{\ell}$ for two different values of $\eta$ in the following situations: (i) $H_{IK} \neq 0, H_D = 0$, (ii) $H_{IK} = 0, H_D \neq 0$, and (iii) $H_{IK} \neq 0, H_D \neq 0$. The results for the energy bands calculated as functions of $k_x$ for $k_y = 0$ are exhibited in Figure SVII. In panels (a) and (d) we note that $H_{IK}$ lifts the orbital degeneracy of the two Dirac cones for $k_x \neq 0$, by differently renormalising their corresponding Fermi velocities. Panels (b) and (d) show how $H_D$ affects the energy bands. $H_D$ does not depend upon the wave vector $\vec{k}$, and has the same functional form.
Figure SVI: Comparison between the tight-binding energy band calculations (blue dashed lines) with the eigenvalues of our effective Hamiltonians in the vicinities of $K$ and $K'$ (red solid lines). The eigenvalues obtained with the linear and quadratic order expansions are depicted in the left and right panels, respectively. The results are for: (a) $\lambda_I = 0.2 V_{pp\sigma} V_{AB} = 0$, (b) $\lambda_I = 0.2 V_{pp\sigma} V_{AB} = 0.8 V_{pp\sigma}$, and (c) $\lambda_I = 1.1 V_{pp\sigma} V_{AB} = 0.8 V_{pp\sigma}$.

of a Dresselhaus SOC for Dirac Fermions. It may be regarded as equivalent to a Dresselhaus SOC for orbital states. As expected, $H_D$ leads to a Dresselhaus-like band splitting, without opening a gap at $E = 0$. In panels (c) and (f) of Figure SVII, we clearly see the formation of a single Dirac cone and the two outer bands when both $H_{IK}$ and $H_D$ are present. It is worth recalling that to reproduce the flat-bands, it is necessary to consider high-order terms in $k$. Similarly to what is observed in quantum anomalous Hall insulators, the gap opening at $E = 0$ is a consequence of the interplay between the orbital equivalent of a SOC and an exchange interaction. There is, however, a rich phenomenology involving the contributions of the distinct terms in Eq. S16 that arises when $\eta$ is varied, but this goes beyond the scope of the present discussion.

Finally, we examine the role of $H_I$ and $H_D$ in the orbital texture of this model system. Figure SVIII shows the orbital textures calculated for: (a) $H_D \neq 0$ and $H_{IK} = 0$; (b) for $H_D = 0$ and $H_{IK} \neq$, and (c) for the effective complete Hamiltonian without SOC and $V_{AB}$. By comparing the three panels, it is clear that the orbital texture of our effective model is basically governed by the Dresselhaus-like coupling associated with the orbital angular momentum spinor, which reproduces rather well the in-plane texture of our tight-binding calculations near $K$. 
Figure SVII: Energy bands calculated as functions of $k_x$ (for $k_y = 0$) by means of our effective theory around the $K$ symmetry point. Panels (a), (b) and (c) depict the results obtained for $\eta = 0.3$ in the cases: $H_{\ell K} \neq 0; H_D = 0$; $H_{\ell K} = 0; H_D \neq 0$ and $H_{\ell K} \neq 0; H_D \neq 0$, respectively. Panels (d), (e), and (f) show the results calculated for the same cases, but with $\eta = 1.0$.

Figure SVIII: Comparison between of the in-plane texture profile for: (a) $H_D \neq 0$ and $H_{\ell K} = 0$; (b) $H_D = 0$ and $H_{\ell K} \neq 0$, and (c) $H_D \neq 0$ and $H_{\ell K} \neq 0$.

SECOND NEAREST NEIGHBOURS AND ORBITAL TEXTURE ANALYSIS

As mentioned in the main text, the absence of OHE plateau in the central electronic spectrum gap of px-py-model of Eq. (1) is a consequence of the combination of the particle-hole and parity symmetries of spectrum which translates in cancellation of in-plane orbital texture at half-filling. To understand better the consequences of the breaking of these symmetries, we introduce a toy-model of the $p_x-p_y$ Hamiltonian, where we have included second nearest-neighbours hopping. This model is described by,

$$
H = \sum_{<ij>} \sum_{\mu \nu \sigma s} \epsilon^{\mu \nu}_{i j} p^\dagger_{i \mu s} p_{j \nu s} + \sum_{<ij>} \sum_{\mu \nu \sigma s} t^{\mu \nu}_{i j} p^\dagger_{i \mu s} p_{j \nu s} + \sum_{i \mu s} \epsilon_{i \mu s} p^\dagger_{i \mu s} p_{i \mu s} + \sum_{i \mu s} h^z_{i \mu s} p^\dagger_{i \mu s} p_{i \mu s},
$$

(S18)

here as before, $i$ and $j$ represents the honeycomb lattice sites whose position is given by $\vec{R}_i$ and $\vec{R}_j$, respectively. The
symbols $\langle ij \rangle$ and $\langle\langle ij \rangle\rangle$ indicates that the summations are restricted to the nearest and second nearest neighbour sites respectively. The operator $p^\dagger_i\sigma_s$ creates an electron of spin $s$ in the atomic orbitals $p_\mu = p_\pm = \frac{1}{\sqrt{2}}(p_x \pm ip_y)$ centred at $\vec{R}_i$. Here, $s = \uparrow, \downarrow$ labels the two electronic spin states, and, now, $\epsilon_i$ is the atomic energy at site $i$, which encodes the effect of the combination of a sublattice potential $V_{AB}$, and the on-site energy of $p$ orbitals $\epsilon_p$. This terms take values $\epsilon_i = \epsilon_p \pm V_{AB}$, when site $i$ belongs to the A and B sub-lattices of the honeycomb arrangement, respectively.

Figure SIX: Comparison between the orbital (spin-$\uparrow$) texture profiles of the $p_x$-$p_y$ with only nearest neighbours (a), and the orbital texture of the same model when second nearest neighbours are considered (b). Left: Orbital Texture profile for the deepest energy band. Center: Orbital Texture profile for the second lowest energy band. Right: addition of the orbital textures in Left and Right panels with the in-plane component scaled by a factor 5.

As it was shown in figure 3 of the main text, the principal effect of the particle-hole and parity symmetries breaking, a consequence of the inclusion of the second nearest neighbours, is the appearance of an orbital Hall conductivity plateau in the central gap. In order to uncover the connection between the appearance of this plateau and the orbital textures, we analyse the texture profiles of the two deepest energy bands for two different cases of this model. In panel (a) of the figure SIX are shown the orbital textures of the two deepest energy bands(left and central panels) of the simple model that does not include second nearest neighbours [Eq. (1) in the main text] and their summation (right panel) in which the in-plane components of the texture are in a larger scale to make easier the analysis of their details. The in-plane component of orbital textures in left and central panels present the dipole configuration around the $\Gamma$ point and the anti-vortices in the $K$ and $K'$ points, and the out-of-plane component appears due to the inversion symmetry breaking produced by the inter-lattice potential. At the right panel of the figure (a), we show that the addition of the orbital textures of the left and central panels results in a zero net in-plane orbital texture. Once that orbital Hall conductivity ($\sigma^{\text{OH}}_z$) appears as a consequence of dynamics of in-plane orbital texture, in presence of an external electric field, this explains the absence of OHE in the central gap of the simplified $p_x$-$p_y$ model of Eq. (1) in the main text. Now, in panel (b) of the figure SIX, we consider the orbital texture of the Hamiltonian with the inclusion of second nearest-neighbours hopping (see. Eq. S18). Again, the left and the central panels of the figure show the orbital textures of two deepest bands and the right panel shows the sum of these two textures, with the in-plane component multiplied by a scaling factor to facilitate its visualization. To maintain the resemblance between
the aforementioned case and this new case, we set the same Slater-Koster parameters that we used for the phase A1 of the simplified model with the addition of $\varepsilon_p = -0.3$ and $V_{ppx2} = -0.2$. With these parameters, as it was shown in figure 3 (a) of the main text the energy bands of this modified model are not particle-hole symmetric, an effect caused exclusively by the inclusion of second nearest-neighbours. We note in Fig. SIX (b) that the overall features of in-plane orbital-texture of two deepest bands (left and central panels) are not qualitatively modified, i.e., still present a dipole-like texture near $\Gamma$-point and anti-vortices textures at valleys. However, as can be seen in Fig. SIX (b), right panel, the exact cancellation of the in-plane texture of two deepest bands is lost, causing the existence of a net in-plane orbital texture which produces an OHE in the central gap of the spectrum shown in figure 3 (b) of the main text.

Once shown by means of the simply $p_x - p_y$ model that the orbital Hall effect is present in systems where the particle-hole and parity symmetries are absent, we now focus on a real material. For this purpose, we have chosen the flat bismuthene grown on SiC as a candidate for the observation of OHE in the central plateau. The observation of orbital-insulator phase in the central gap of bismuthene should be easier in the experimental point of view, once it corresponds to neutrality situation. In the past, this system has been studied by means of the aforementioned minimal $p_x-p_y$ tight-binding Hamiltonian [14, 22, 41]. However, we have noticed that by including second nearest-neighbours in the tight-binding Hamiltonian used in Ref. 22 the electronic structure is better reproduced. In the bismuthene/SiC heterostructure, the break of inversion symmetry induces a small Rashba SOC,

$$H_R = 2i\lambda_R \sum_{\langle i,j \rangle \mu\rho} \sum_{\sigma} p^\dagger_{ij\mu\sigma} [\vec{\sigma} \cdot (\vec{\sigma} \times \vec{e}_{ij})]_{\mu\sigma} p_{j\rho\sigma} + H.c.$$  \hspace{1cm} (S19)

where $\vec{\sigma}$ symbolises the Pauli vector, $\vec{e}_{ij}$ denotes the unit vector along the n.n. inter-site direction of $\vec{R}_j - \vec{R}_i$, $\lambda_R$ is the Rashba SOC constant, and $\bar{s}$ designates the opposite spin direction specified by $s$. We will consider this term only in the fitting of tight-binding Hamiltonian to DFT spectrum and, we neglect it in transport calculations presented here. The reasons is that the non-conserving spin character of this coupling complicates the analysis of orbital texture and its typical small value does not alter the main conclusions of our discussion, as it was checked by us. In figure SX is shown a direct comparison of the DFT energy band structure obtained in Ref. 14, with and without the inclusion of Rashba spin-orbit coupling. From this figure, it is rapidly noticeable the agreement between the DFT energy bands and the tight-binding model in describing the top of the valence band and the bottom of the conduction bands and the indirect gap in the $\Gamma$ point. In the table SI are shown the two-centre integral parameters used in the description of this model. Once shown the agreement of energy band of the complete model, we are going to restrict ourselves to the situation in which the Rashba SOC is neglected and the system is subject to a staggered potential $V_{AB} = 0.87$. The first of these constraints is to avoid complications in the analysis due to possible contributions to the orbital texture by the Rashba SOC, which does not conserve spin as a good quantum number, and the second one is to leave the system in a topological phase similar to the phase A1 of the $p_x - p_y$ model with only nearest neighbours. This will allow us to focus on the analysis of the Orbital texture and its connection with the orbital Hall conductivity.

Table SI: Second Nearest-neighbour two-centre energy integrals, and spin orbit coupling constants (all in eV) for the Bi/SiC.

| Two-centre integrals | Intrinsic SOC | Rashba SOC | On-site energy |
|----------------------|---------------|------------|---------------|
| $V_{ppx}$           | $+1.51522$    | $-0.435$   | $0.032$       | $-0.279865$  |
| $V_{ppx}$           | $-0.575788$   |            |               |              |
| $V_{ppx}$           | $-0.18$       |            |               |              |
| $V_{ppx}$           | $-0.00658$    |            |               |              |

In figure SXI is displayed the orbital textures of the two deepest energy bands of bismuthene grown over SiC in the phase A1 and without Rashba SOC. The principal difference that is noticeable when one looks at this figure is the change of the out-of-plane orbital texture of the spin-up sector, with respect to textures of A1-phase in previous cases, produced by the change of sign of the spin-orbit coupling. The in-plane components of orbital texture for the model with parameters of bismuthene shown in Fig. SXI left and centre panels, do not present noticeable differences from those of Fig. SIX (b) of the model with second nearest neighbours. Again, as can be seen from the right panel of Fig. SXI, there is a non-zero total in-plane orbital texture when we add up the textures of two deepest bands of left and central panels what again explain the existence of OHE in the central gap, as shown in Figure 4 of the main text. This suggests the recent synthesized flat bismuthene as a realistic platform to observe the orbital Hall insulator phase. The central plateau will persist by the inclusion of the Rashba term $[\text{Eq. (S19)}]$ on Hamiltonian,
Figure SX: Comparison between the DFT energy bands (blue dotted line) and the tight-binding model with second nearest neighbours bands (red solid line) for: (a) $\lambda_R = 0.032$ eV and (b) $\lambda_R = 0$.

once the spectrum keeps the particle-hole asymmetry. When the Rashba term is included, we cannot separate the textures by spin sectors because it breaks the $s_z$-symmetry. So the previous analysis of sum of orbital texture must be done summing the four lowest energy bands to obtain total texture related to the central plateau. But the main conclusions are the same and we do not present this analysis here.

Figure SXI: Orbital Textures profile of spin-$\uparrow$ sector for the two lowest energy bands of bismuthene over SiC in which the Rashba SOC is neglected and $V_{AB} = 0.87$ eV. Left: Orbital texture profile of the lowest energy band. Center: Orbital texture profile of the second lowest energy band. Right: Addition of the later texture profiles. The resultant in-plane orbital texture are scaled by a factor 5 to facilitate the visualization.