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Abstract—Segmentation-based methods have achieved great success for arbitrary shape text detection. However, separating neighboring text instances is still one of the most challenging problems due to the complexity of texts in scene images. In this article, we propose an innovative kernel proposal network (dubbed KPN) for arbitrary shape text detection. The proposed KPN can separate neighboring text instances by classifying different texts into instance-independent feature maps, meanwhile avoiding the complex aggregation process existing in segmentation-based arbitrary shape text detection methods. To be concrete, our KPN will predict a Gaussian center map for each text image, which will be used to extract a series of candidate kernel proposals (i.e., dynamic convolution kernel) from the embedding feature maps according to their corresponding keypoint positions. To enforce the independence between kernel proposals, we propose a novel orthogonal learning loss (OLL) via orthogonal constraints. Specifically, our kernel proposals contain important self-information learned by network and location information by position embedding. Finally, kernel proposals will individually convolve all embedding feature maps for generating individual embedded maps of text instances. In this way, our KPN can effectively separate neighboring text instances and improve the robustness against unclear boundaries. To the best of our knowledge, our work is the first to introduce the dynamic convolution kernel strategy to efficiently and effectively tackle the adhesion problem of neighboring text instances in text detection. Experimental results on challenging datasets verify the impressive performance and efficiency of our method. The code and model are available at https://github.com/GXYM/KPN.

Index Terms—Arbitrary shape text detection, deep neural network, dynamic convolution kernel, kernel proposal.

I. INTRODUCTION

Scene text detection is a fundamental and critical task in computer vision because it is a key step in various text-related applications, including translation, text-visual question answering, text recognition, and text mining. With the rapid development of deep learning-based object detection [1]–[3] and segmentation [4], [5], scene text detection has witnessed great progress [6]–[8]. Arbitrary shape scene text detection, as one of the most challenging tasks in text detection, has attracted ever-increasing interest in both research and industrial communities. Except for the challenges existing in the general scene text detection tasks, arbitrary shape text detection should address additional challenging problems, such as varied scales, curved, and arbitrary shapes.

Recently, segmentation-based methods [9]–[11] have achieved promising performance in detecting arbitrary shape text. Benefiting from the adaptability of pixel-level prediction (e.g., pixel-wise text/nontext classification mask), segmentation-based methods [10], [12], [13] based on fully convolutional neural networks (FCNs) can easily adapt to irregular texts. However, segmentation-based text detection methods always suffer from separating neighboring text instances in complex scene images, as shown at the top of Fig. 1(a), which may be caused by inaccurate annotations or similar appearances between neighboring text instances. To solve this problem, many segmentation-based methods [9]–[11], [13], [14] adopt complicated postprocessing operations to the group and separate text instances based on their predicted masks. PSENet [13] adopts kernels with different scales for each text instance and gradually expands the minimal scale kernel to reconstruct individual text instances. The other methods [9]–[11], [14] try to learn pixel-pair embedding vectors for clustering text pixels into different text instances during postprocessing. Although the adhesion problem can be alleviated to some extent in [9]–[11], [13], and [14], they all suffer from the formidable computational cost in complex postprocessing. To improve model efficiency, DB [12] abandons complex postprocessing and shrinks annotated boundaries with the Vatti clipping algorithm [15] to obtain probability maps. Then, the probability maps will be used to restore separated boundaries for text instances by the inverse transformation of the Vatti clipping algorithm. Unfortunately, the text boundaries generated by fixed scaling rules in DB [12] tend to be inaccurate on text with different scales. Besides, some mask region-based convolutional neural...
In this article, we propose an innovative kernel proposal network (KPN) for arbitrary shape text detection. The proposed KPN can separate neighboring text instances by classifying different texts into instance-independent feature maps simultaneously avoiding the complex aggregation process existing in segmentation-based arbitrary shape text detection methods. To be concrete, our KPN will predict a Gaussian center map for each text image, which will be used to extract a series of candidate kernel proposals (i.e., dynamic convolution kernel) from the embedding feature maps according to their corresponding keypoint positions. However, the premise for accurately separating neighboring text is that these kernel proposals should be independent. To enforce the independence between kernel proposals, we propose a novel orthogonal learning loss (OLL) via orthogonal constraints. Specifically, our kernel proposals mainly contain important self-information and position information, learned by the network and position information by position embedding, instead of the shared information of all texts.

After removing the noise kernel proposals via predefined rules, the remaining ones will individually convolve all embedding feature maps for classifying individual texts into instance-independent maps. In this way, our KPN can effectively separate neighboring text instances and improve the robustness against unclear boundaries. To the best of our knowledge, our work is the first to introduce the dynamic convolution kernel strategy to efficiently and effectively tackle the adhesion problem of neighboring text instances in text detection.

In summary, our main contributions are fourfold.

1) We develop a postprocessing-free segmentation-based arbitrary shape text detection framework that cleverly avoids computational-cost postprocessing for achieving effectiveness and efficiency.
2) We propose a novel dynamic convolution kernel strategy for text detection in which kernel proposals contain important self-information and position information, resulting in the effectiveness of separating neighboring texts and improving the robustness against tiny intervals or unclear boundaries.
3) We propose a novel OLL that directly enforces the independence between kernel proposals via orthogonal constraints.
4) Experiments conducted on publicly available datasets demonstrate the effectiveness and efficiency of the proposed method.

The rest of this article is organized as follows: Section II overviews the related work. Section III elaborates our method. In Section IV, we demonstrate experimental results on several datasets. Finally, we conclude our work in Section V.

II. RELATED WORK

A. Regression-Based Methods

Regression-based methods generally predict text boxes by regressing offsets of bounding rectangles based on predefined anchors or original pixels, which can be roughly divided into two categories: anchor-based methods and anchor-free methods. Most of the anchor-based methods try to design or learn appropriate anchors for accurately regressing text boxes. Both TextBoxes [20] and TextBoxes++ [21] adopt a series of anchors with different aspect ratios for covering texts with varied lengths. Specifically, TextBoxes++ regresses offsets of quadrilateral four points by predefined anchors for adapting to arbitrarily oriented texts. RRPN [7] adopts rotated anchors (three scales, three ratios, and six angles) and rotated RoI pooling (RRoI pooling) for arbitrarily oriented text detection. Anchor-free methods [6], [22] try to regress texts without predefined anchors for improving model adaptability. As a classical anchor-free method, EAST [6] adopts an FCN [4] branch for classification, and a regression branch for directly regressing bounding quadrilateral via IoU loss [23]. HAM [24] proposes a hidden anchor mechanism to integrate the advantages of the anchor-based method into the anchor-free method. However, the regression distance and angle in most regression-based methods are strictly confined to quadrilateral text, making it challenging to handle arbitrary shapes.

B. Connected Component-Based Methods

Component-based detection [25], [26] is also an important direction in the field of object detection. In scene text detection, connected component-based (CC-based) methods [8], [26]–[30] usually detect individual text parts or characters first.
followed by postprocessing of link or group for generating final texts. Connectionist text proposal network (CTPN) [26] modifies the framework of faster R-CNN [1] to extract horizontal text components of fixed width for connecting dense text components and generating horizontal text lines. SegLink [27] decomposes each text into two detectable elements, i.e., segment and link, where a link indicates that a pair of adjacent segments belong to the same text. Character region awareness for text detection (CRAFT) [29] detects text regions by exploring affinities between characters. TextDragon [30] first detects local bounding boxes of texts and then groups them into different text instances via their geometric relations. Zhang et al. [8] adopted a graph convolutional neural network (GCN) to learn and infer linking relationships between different text components for grouping them into final text instances. Although CC-based methods can learn a flexible representation for adapting to arbitrary shape text, the complex postprocessing for grouping text components is always time-consuming.

C. Contour-Based Methods

Contour-based [31]–[37] try to directly model the text boundary for detecting the arbitrary shape text. ABCNet [33] and FCENet [34] model contours of text instances with curve modeling (Bezier-curve and Fourier-curve), which can well fit closed contour with progressive approximation. TextRay [35] formulates text contours in the polar system and proposes a single-shot anchor-free framework to predict geometric parameters and output simple polygon detections. PCR [36] proposes a progressive contour regression framework to detect arbitrary-shape scene texts. TextBPN [37] proposes an adaptive boundary deformation model to perform boundary deformation iteratively. However, compared with segmentation-based methods, the performance and efficiency of the contour-based methods are unsatisfactory.

D. Segmentation-Based Methods

Segmentation-based methods can get the contours of text instances from segmentation masks. In [17], [19], and [38], they first predict the bounding boxes of texts and then segment the pixelwise mask of text in each box. Some other methods [9], [11], [14] utilize FCN [4] to predict text masks and predict extra embedding vectors to cluster pixels in text masks. PixelLink [9] predicts eight linkages to judge the connectivity and then link pixels using a disjoint-set data structure. TextField [14] adopts a direction field to group pixels with morphological postprocessing. PSENet [13] shrinks the text region into various scales for generating more distinct boundaries and then gradually expands the minimal scale kernel to the text instance with the complete shape. Tian et al. [11] assumed each text instance as a cluster and predicted an embedding map via pixel clustering. Overall, segmentation-based methods can easily adapt to texts in arbitrary shapes. However, the existing methods still struggle with high complex postprocessing to cluster pixels into text instances.

E. Dynamic Kernel Methods

In the instance segmentation task, AdaptIS [39] iteratively predict point proposals to generate instances. At each iteration, AdaptIS picks one point proposal and then uses the AdaIN mechanism [40] to generate a corresponding instance. By providing different parameters to AdaIN, AdaptIS can vary the network output for the same input. However, AdaptIS predicts instances in inference iteratively with low efficiency. Based on fully convolutional one-stage (FCOS) [41], CondInst [42] use the conditional convolution
(i.e., dynamic convolution) to generate instance-sensitive filters to encode object instance information. SOLOv2 [43] generates and separates instances simultaneously. More specifically, it dynamically proposes $s \times s$ (the input image is divided into $s \times s$ grids) kernels to convolve the feature maps for generating $s \times s$ instances in $s \times s$ channels. Therefore, if we set the “resolution” ($s \times s$) of kernels in SOLOv2 to $w \times h$ (width and height of feature maps) as the same as the general “resolution” in scene test detection, the memory cost of SOLOv2 in feature maps will be $(w \times h)^2$, which is computation and memory formidable. Moreover, CondInst and SOLOv2 still rely on time-consuming non-maximum suppression (NMS) for removing abundant duplicate boxes.

III. OUR METHOD

A. Overview

As shown in Fig. 2, our method mainly consists of four components: feature extraction, kernel proposal, instance-independent feature map extraction, and contour generation. We utilize an FCN [4] combined with a feature pyramid network (FPN) [2] to extract informative feature maps. The architecture details of our feature extraction subnetwork are elaborated in Fig. 3. To extract kernel proposals, we first get the CC of each text in the predicted center map and select the pixel with the highest score in each component as the key point. The embedding feature maps in the corresponding position of key points are predicted kernel proposals, which will be convolved by the predicted kernel proposals for generating instance-independent feature maps. The predicted feature maps will be binarized by a predefined threshold to get the contours of the detected texts.

B. Kernel Proposal

For segmenting text instances in arbitrary shapes, a majority of existing methods adopted the popular FCN structure. However, they often suffer from texts with tiny intervals or unclear boundaries, as shown in Fig. 1(a). To overcome these problems, some methods adopt embedding strategies to link [9], [14] or cluster [10], [11] pixels into different text instances. The success of these methods lies in finding a metric function $F(\mathbf{s}, \mathbf{s})$ to judge if two pixels belong to the same text, which can be formulated as

$$F(e_i, e_j) = \begin{cases} 1, & T(p_i) = T(p_j) \\ 0, & T(p_i) \neq T(p_j) \end{cases}$$

where $p_i$ and $p_j$ denote the pixels in position $i$ and $j$, respectively; $T(\mathbf{s})$ denotes the corresponding text of the pixel; $e_i$ and $e_j$ denote the embedding features of $p_i$ and $p_j$, respectively; $F(\mathbf{s}, \mathbf{s})$ is a learnable function.

From our observation, if we find an appropriate $F(\mathbf{s}, \mathbf{s})$ as a binary classifier, we can classify the pixels of different text instances into instance-independent feature maps. Fortunately, it can be well implemented by a convolution layer together with a sigmoid function. Specifically, we can find a suitable convolution kernel (i.e., dynamic kernel) for one text instance, which can convolve all the embedding feature maps to classify the pixels belonging to this text instance to an instance-independent feature map. It can help us segment each text instance efficiently.

As mentioned earlier, we try to utilize a group of convolution kernels for classifying different text instances into instance-independent feature maps. In traditional convolution methods, the number of kernels is fixed, making the channels of output feature maps are also fixed. However, the number of text instances often varies in different scene images. Thus, the specified number of instance-independent feature maps may induce missed or repeated detection. Inspired by dynamic kernel methods [39], [43], we propose a dynamic convolution kernels strategy (kernel proposal) to separate text instances into different instance-independent feature maps. Specifically, we first predict $N$ key points for $N$ text instances, then extract the feature maps according to their corresponding positions to generate kernel proposals (i.e., dynamic convolution kernels). Different from other dynamic kernel methods, our kernel proposals are orthogonal to each other, which are a set of orthogonal basis vectors. In this design, each kernel proposal contains the self-information and position information of its own text instance, not the information of other text instances. The kernel proposals will convolve the embedding feature maps to generate individual feature maps for each text instance, which is formulated as

$$O = KE = \begin{bmatrix} k_0 \\ \vdots \\ k_i \\ \vdots \\ k_N \end{bmatrix} * E = \begin{bmatrix} p_0 \\ \vdots \\ p_i \\ \vdots \\ p_N \end{bmatrix}$$

where $O$ represents the output feature maps of, in which each channel corresponds to prediction ($p_i$) of one text; $k_i$ denotes the $i$th kernel proposal. The convolution operation $*$ decomposes the high-dimensional vector $E$ onto the orthogonal basis $K$. $E$ denotes the embedding feature maps which contains the shared features extracted by backbone ($F_p$) and position embedding feature ($F_p$) as

$$E = F_{\text{block}}(F_p \oplus F_p)$$
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where $\oplus$ donates a concatenate operation, as shown in Fig. 3. After full training, $F_i$ is mainly contains the features of text instances, and the nontext features tend to 0.

C. Key Points Generation

If we directly utilize the function $F(s, )$ in 1 to classify all pixel pairs, the computational complexity will be $(w \times h)^2$. To reduce the computational complexity, we only select one key point from the predicted Gaussian center maps as kernel proposals for each text instance, where one Gaussian center may correspond to one text instance. These kernel proposals contain important self-information learned by the network and key point location information by position embedding, which is the basis of our method to efficiently separate neighboring texts.

Unlike objects in general instance segmentation, text instances do not have a closed boundary, which means that it contains a lot of regions similar to the background. It may cause our method to be sensitive to the quality of key points. To solve this problem, we adopt a broad key point for text instance. Specifically, we designate the representative center point of text instance as a center key point. As shown in Fig. 4, we follow TextSnake [44] to find the top line (green line) and the bottom line (blue line) of text, then calculate the centerline (red line) and extract the middle point in the centerline as the key point from the predicted Gaussian center maps as kernel proposals. Apparently, it is challenging to predict one single accurate center point. Thus, we adopt the Gaussian heat-map strategy as in [45] and [46], as shown in Fig. 4. The radius is the minimum distance of the center point to the boundary.

In key point labeling, we will get a heat map, as shown in Fig. 5(a). However, there still contain many redundant points for a text instance. Thus, we compute the CC of each center via thresholding [Fig. 5(b)]. We will select the point with the highest score in each CC as the final predicted key point. Kernel proposals are extracted from the embedding feature maps corresponding to the selected key points.

D. Position Embedding

Our feature extraction subnetwork constructed on the popular FCN [4] (RestNet-50 [47] as backbone) and FPN [2] in the text detection domain. However, existing segmentation-based methods via conventional convolutional pixel embeddings cannot easily distinguish identical copies of an instance [48]. Inspired by [11], [43], [48], and [49], we also introduce a position embedding strategy in our network for keeping location information of key points, as shown in Fig. 2. Specifically, we adopt two channels of feature maps by embedding $x$-axis and $y$-axis position information for every pixel.

In addition, we normalize the value of position embedding to range $[-1, 1]$, i.e., the pixel in $x$-axis 0 is set to $-1$, and the pixel in $x$-axis is set to 1. Mathematically, the position embedding of $x_i$ and $y_i$ can be formulated as

$$x_i = \begin{cases} -1 + \frac{2i}{w-1} & i \in (0, w-1) \end{cases} \quad (4)$$

$$y_i = \begin{cases} -1 + \frac{2i}{h-1} & i \in (0, h-1) \end{cases} \quad (5)$$

where $w$ and $h$, respectively, represent the width and height of the output feature maps.

E. Loss Function

We optimize the prediction of the Gaussian center map and the segmentation of each instance with the following loss function:

$$L_c(y, \hat{y}, \alpha) = \alpha \ast L_{dice}(y, \hat{y}) + L_{focal}(y, \hat{y}) + L_{OHEM}(y, \hat{y}) + L_{BBCE}(y, \hat{y}) \quad (6)$$

where $L_{dice}$ denotes dice loss [50]; $L_{focal}$ denotes focal loss [51]; $L_{OHEM}$ denotes cross entry loss with online hard example mining (OHEM) [52], in which the ratio between negative and positive pixels is 3:1; $L_{BBCE}$ denotes balance binary cross entropy loss; $y$ denotes a prediction and $\hat{y}$ is its ground-truth. $\alpha$ is used to select $L_{dice}$. For each instance, the loss function of Gaussian center map ($L_c$) and the loss function of the segmentation ($L_s$) are, respectively, defined as

$$L_c \equiv L_c(y, \hat{y}, 0) \quad (7)$$

$$L_s \equiv L_s(y, \hat{y}, 1) \quad (8)$$

To separate different text instances effectively, we first need to restrict the kernel proposals to be independent of each other in one image. In this way, the kernel proposals only include the main features of their own text, not the shared features of texts. Consequently, by individually convolving all embedding feature maps with kernel proposals, our method can generate unique feature maps for individual text instances.
other, we propose an OLL (9) as
\[
L_{\text{OLL}} = L_{\text{dice}}(S, I) + L_{\text{BCE}}(S, I)  \tag{10}
\]
where \( I \) is an identity matrix, as shown in Fig. 6(d); \( L_{\text{dice}} \) denotes dice loss; and \( L_{\text{BCE}} \) denotes binary cross entropy loss. Dice coefficient is usually used to calculate the similarity of two samples. \( L_{\text{BCE}} \) can also be used to constrain the similarity between samples to approach orthogonal relationships.

Finally, the total loss of our method can be formulated as
\[
L = L_{\text{CE}} + L_{\text{CE}}^i + \lambda \cdot L_{\text{OLL}} \tag{11}
\]
where \( \lambda \) is set to 0.1.

IV. EXPERIMENTS

A. Datasets

To verify the effectiveness of the proposed KPN, we conduct experiments on three benchmark datasets: Total-Text [53], CTW-1500 [54], and International Conference on Document Analysis and Recognition (ICDAR) 2015 [55].

**Total-Text** [53] consists of 1255 training and 300 testing images. It is collected from various scenes, including text-like background clutter and low-contrast texts, and are word-level annotated by polygons for curve text detection task.

**CTW-1500** [54] consists of 1000 training and 500 testing images. It contains both English and Chinese texts with text-line level polygon annotations for curved text detection.

**ICDAR 2015** [55] consists of 1000 training and 500 testing images. It is a multi-orientated and street-viewed dataset collected for the arbitrary-oriented text detection task. The annotations are word level with four vertices.

B. Implementation Details

The pretrained ResNet-50 [47] is adopted as the backbone of our network. We adopt Adam [56] for optimizing our method and the initial learning rate is 0.0001 and will be decayed by 0.9 per 100 epochs. Our network is first pretrained on the large dataset MLT 2017 [57] and randomly crop images into 640 \( \times \) 640, 832 \( \times \) 832, and 1024 \( \times \) 1024, respectively. Then, we will fine-tune our network on the target benchmark dataset with 832 \( \times \) 832 crop images. Following DRRG [8], we also adopt the general augmentation tricks, including crops, rotations, color variations, and partial flipping.

In the training, we utilize two ways to get the key points for training kernel proposals: 1) we randomly sample one key point in each text instance. The sampling probability is computed on a Gaussian heat map, as described in Section III-C. 2) We pick top-\( k \) (\( k = 50 \)) points in Gaussian heat map for text instance, as in Fig. 5. In testing, we select only one point of the highest score as kernel proposal for a corresponding text instance (CC), as shown in Fig. 5. Our KPN contains two hyperparameters: the threshold filtering center heat map thresh., and the threshold for filtering final text instances thresh. All experiments are performed on CPU (Intel Xeon E5-2620 v4 @ 2.10 GHz), GPU (GTX 1080Ti 11G), and PyTorch 1.2.0.

C. Ablation Study

To verify our method, we conduct experiments on images with different scales. All the images will be resized into the range of [short, large]. In this section, we only train our models on Total-Text with 300 epochs and adopt Adam [56] as optimizer.

1) KPN vs. FCN: To verify the effectiveness of our KPN, we compare our KPN with an FCN-based method, which is similar to our feature extraction subnetwork in Fig. 3. The FCN-based method only utilizes the center branch to learn the masks of texts without the embedding branch. For fair comparisons, we train and evaluate our KPN and the FCN-based method both on Total-Text with 300 epochs. As listed in Table I, our KPN outperforms FCN on Total-Text nearly without sacrificing efficiency [frames per second (FPS)]. The representative detection results are shown in Fig. 7.

2) Center Point Versus Center Region: The shrinking center region of text is a popular strategy in segmentation-based methods [11], [12]. Here, we conduct an ablation study to compare our center point strategy with the center region strategy. As listed in Table II, we can find that the center point strategy outperforms the center region strategy with a significant margin. For example, at 1024 resolution, our...
method outperforms the FCN by 13.41% in terms of H-means (KPN-1024 79.43% versus FCN-1024 66.02%). As shown in Fig. 8, we can find that our center point strategy can accurately separate adjacent text instances. But center region strategy tends to suffer from adjacent and overlapping of candidate text regions.

3) Influence of Position Embedding: We conduct ablation studies on Total-Text to verify the effectiveness of position embedding ($P_s$). As listed in Table II, without position embedding ($P_s$), the performance of the proposed KPN will decrease by about 1% to 2% in terms of H-means. Generally speaking, location information is a fundamental basis for separating neighboring text, especially when they have a similar scale and appearance. Equipped with position embedding, the kernel proposal and dynamic convolution kernel generated in our KPN will contain the central position information of the corresponding text instance.

4) Influence of Orthogonal Learning Loss: We conduct ablation studies on Total-Text to verify the influence of OLL. As listed in Table III, the OLL greatly improve the detection performance (by 2.5% in KPN-640 and 3.99% in KPN-832 in terms of H-means). In Fig. 9, we also show some visualized results of similarity matrix ($S$) with or without OLL in model training. From Fig. 9, we can find that similarity matrix ($S$) approaches an identity matrix (I) with OLL for training, and the detection contours are more accurate. In contrast, the false detection and overlap detection apparently increase without the help of OLL, as shown in the second row of Fig. 9(d). This is why the recall (R) of detection is high without OLL, as listed in Table III. In a few cases, there will be one text with multiple kernel proposals. As shown in the third row of Fig. 9(b) and (e), there are two kernel proposals for text instance “LOSTWORLD” because two centers are predicted for it. In this case, these two kernel proposals will have high similarity, as shown in the third row of Fig. 9(c) and (f). Therefore, the same text instance will be predicted if we use these two kernel proposals to convolve embedding feature maps. With the independence restriction via orthogonal constraints, the kernel proposals can only contain important self-information and position information of its text, guaranteeing the effectiveness of classifying different texts into instance-independent maps.

---

### Table I

| Method | Recall  | Precision | H-means | FPS |
|--------|---------|-----------|---------|-----|
| FCN-640 | 62.65   | 66.58     | 64.55   | 30.36 |
| KPN-640 | 65.48   | 83.19     | 73.28   | 23.15 |
| FCN-832 | 66.56   | 65.40     | 65.98   | 21.43 |
| KPN-832 | 71.26   | 84.58     | 77.35   | 15.17 |
| FCN-1024 | 64.16  | 67.99     | 66.02   | 15.27 |
| KPN-1024 | 74.55  | 85.00     | 79.43   | 10.54 |

### Table II

| Scale     | $C_r$ | $C_p$ | $P_s$ | R   | P   | H   | FPS |
|-----------|-------|-------|-------|-----|-----|-----|-----|
| KPN-640   | ✓     | ×     | ✓     | 59.36| 71.53| 64.88| 22.15|
| KPN-640   | ✓     | ✓     | ✓     | 65.48| 83.19| 73.28| 23.15|
| KPN-832   | ✓     | ×     | ✓     | 66.22| 71.88| 68.93| 14.39|
| KPN-832   | ✓     | ✓     | ×     | 69.64| 82.13| 75.53| 15.84|
| KPN-832   | ✓     | ✓     | ✓     | 71.26| 84.58| 77.35| 15.17|
| KPN-1024  | ✓     | ×     | ✓     | 68.27| 71.76| 69.97| 9.76 |
| KPN-1024  | ✓     | ✓     | ×     | 73.35| 83.54| 78.11| **10.88**|
| KPN-1024  | ✓     | ✓     | ✓     | **74.55**| 85.00| **79.43**| 10.54|

---

Fig. 7. Representative detecting results of KPN and FCN. (a) KPN. (b) FCN.

Fig. 8. Left column: detection results; middle column: sum of all the masks in KPN; right column: center points/regions. (a) Center point. (b) Center region.

Fig. 9. Left column: detection results; middle column: sum of all the masks in KPN; right column: center points/regions. (a) Center point. (b) Center region.
Fig. 9. Representative visual results on Total-Text dataset with or without OLL. * means OLL is not adopted in training. (a) Detected contour. (b) Gaussian center map. (c) S. (d) Detected contour *. (e) Gaussian center map *. (f) S *.

TABLE IV
EXPERIMENTAL RESULTS ON TOTAL-TEXT. * AND “MS” REPRESENTS MULTISCALE TEST AND † DENOTES THE TEXTSPOTTER-BASED METHODS

| Methods       | Paper  | Ext  | R   | P   | H   | FPS |
|---------------|--------|------|-----|-----|-----|-----|
| TextSnake [44]| ECCV’18| Syn  | 74.5| 82.7| 78.4| -   |
| FTSN [17]     | IPR’18 | Syn  | 78.0| 84.7| 81.3| -   |
| MSR [58]      | IJCAI’19| Syn  | 73.0| 85.2| 78.6| 4.3 |
| TextField [14]| TIP’19 | Syn  | 79.9| 81.2| 80.6| 6   |
| SegLink++ [28]| PR’19  | Syn  | 80.9| 82.1| 81.5| -   |
| ATR [31]      | CVPR’19| MLT  | 76.2| 80.9| 78.5| -   |
| CSE [59]      | CVPR’19| MLT  | 79.1| 81.4| 80.2| 0.42|
| PSENet-1s [13]| CVPR’19| MLT  | 77.96| 84.02| 80.87| 3.9|
| LOMO [18]     | CVPR’19| MLT+ | 75.7| 88.66| 81.6| 4.4|
| CRAFT [29]    | CVPR’19| Syn  | 79.9| 87.6| 83.6| -   |
| TextDragon† [30]| IJCAI’19| MLT+ | 75.7| 85.6| 80.3| -   |
| PAN-640 [10]  | IJCAI’19| Syn  | 81.0| 89.3| 85.0| 39.6|
| DB [12]       | AAAI’20| Syn  | 82.5| 87.1| 84.7| 32  |
| ContourNet [60]| CVPR’20| -    | 83.9| 86.9| 85.4| 3.8 |
| DRRG [8]      | CVPR’20| MLT  | 84.93| 86.54| 85.73| -   |
| ABCNet† [33]  | CVPR’20| MLT+ | 81.3| 87.9| 84.5| -   |
| TextRay [35]  | MM’20  | -    | 77.9| 83.5| 80.06| -   |
| KPN-640       | -      | MLT  | 82.33| 88.00| 85.07| 22.73|
| KPN-832       | -      | MLT  | 85.6| 86.66| 87.11| 15.03|
| KPN MS        | -      | MLT  | 87.04| 88.17| 87.60| -   |

D. Comparisons With the State-of-the-Arts

Comparisons of the proposed KPN with the state-of-the-art (SOTA) methods on Total-Text [53], CTW-1500 [54], and ICDAR 2015 [55] are listed in Tables IV–VI. Total-Text and CTW-1500 consists of images with curve texts, and ICDAR 2015 consists of images with quadrilateral texts. Notably, in Tables IV–VI, “Ext” denotes extra training data for pretraining. “Syn” represents SynText dataset for pretraining, “MLT” represents ICDAR2017-MLT dataset for pretraining, and “MLT+” represents ICDAR 2017-MLT dataset and additional datasets for pretraining.

1) Curve Text: Total-Text mainly contains images with word-level annotated curve texts. We set the threshold $T_c = 0.2$ and $T_t = 0.6$, and we test two pairs of size [512, 640] and [512, 832], i.e., KPN-640 and KPN-832. The representative visual results are shown in Fig. 10(a). As shown in Fig. 10(a), we can see that the predicted results of text instances are well separated. We utilize the official evaluating script in Total-Text [53], the results are listed in Table IV. Our KPN outperforms DRRG [8] by 1.38% in terms of H-mean, meanwhile outperforms ContourNet by 11.23 FPS in speed. Pixel aggregation network (PAN) proposes a new network that is faster than ResNet-50, while DB-640 only contains an individual FCN branch. However, our KPN, respectively, outperforms PAN-640 and DB by 2.11% and 2.41% in terms of H-means. In addition, KPN achieves comparable efficiency with PAN and DB-640. Overall, our KPN achieves SOTA performance on Total-Text.

CTW-1500 mainly contains images with curve texts with line-level annotations. We set the threshold $T_c = 0.2$, $T_t = 0.625$, and test in the size [512, 640] and [512, 832], i.e., KPN-640 and KPN-832. Since CTW-1500 is annotated
Fig. 10. Detected results on Total-Text, CTW-1500, and ICDAR 2015. The second row shows the predicted center point maps (in center red boxes), and the individual text instances in different channels. (a) Total-Text. (b) CTW-1500. (c) ICDAR 2015.

Fig. 11. Visualizing the similarity matrix $S$ for Fig. 10(c). Text instances are tiny and dense in this image. (a) Detected contour. (b) Gaussian center map. (c) $S$.

with line level, it may be difficult to predict the center point of the text line. Thus, our KPN may fail in detecting very long text. The detailed experimental results are listed in Table V. According to Table V, our KPN outperforms ContourNet [60] by 1.32% in terms of H-means, meanwhile surpassing it on efficiency with a significant margin (KPN 16.30 FPS versus ContourNet 4.5 FPS). And our KPN is comparable with DDRG [8] (84.27% versus 84.45%). Apparently, our KPN achieves promising performance on CTW-1500.

According to the experimental results on Total-Text and CTW-1500, KPN achieves promising efficiency and superior performance. The efficiency lies in our postprocessing-free segmentation-based framework that cleverly avoids computational-cost postprocessing. In addition, as shown in Fig. 10(a) and (b), KPN effectively separates neighboring text instances by classifying different texts into instance-independent feature maps. The effectiveness lies in the orthogonality between kernel proposals. When the kernel proposals are orthogonal between each other, they mainly have important self-information learned by the network and position information by position embedding instead of the shared information of other texts.

| Methods  | Paper | Ext. | R   | P   | H   | FPS |
|----------|-------|------|-----|-----|-----|-----|
| DDR [22] | ICC’17| Syn  | 80.0| 88.0| 83.8| 1.1 |
| MCN [62] | CVPR’18| Syn | 80  | 72  | 76  | -   |
| RRPN* [7]| TMM’18| -    | 77  | 84  | 80  | 3.3 |
| TextSnake [44] | ECCV’18| Syn | 84.9| 80.4| 82.6| 1.1 |
| Textboxes++ [21] | TIP’18| Syn | 78.5| 87.8| 82.9| 2.3 |
| PixelLink [9] | AAAI’18| Syn | 82.0| 85.5| 83.7| 3.0 |
| FTSN [17] | ICPR’18| Syn | 80.0| 88.6| 84.1| 2.5 |
| Inception [38] | IJCAI’18| -   | 80.6| 90.5| 85.3| -   |
| FOTS [63] | CVPR’18| MLT+ | 82.04| 88.84| 85.31| 7.8 |
| SegLink++ [28] | PR’19| Syn | 80.3| 83.7| 82.0| 7.1 |
| TextField* [14] | TIP’19| Syn | 83.9| 84.3| 84.1| 1.8 |
| PAN [10] | ICC’19| Syn | 81.9| 84.0| 82.9| 26.1 |
| TextSnake [30] | ICC’19| MLT+ | 84.82| 81.82| 83.05| -   |
| PSENet-1s [13] | CVPR’19| MLT | 86.92| 84.50| 85.69| 1.6 |
| LSAE [11] | CVPR’19| Syn | 85.0| 88.3| 86.6| 3.0 |
| CRAFT [29] | CVPR’19| Syn | 84.3| 89.8| 86.9| -   |
| LOMO [18] | CVPR’19| MLT+ | 83.5| 91.3| 87.2| 3.4 |
| ATRR [31] | CVPR’19| -   | 86.0| 89.2| 87.6| -   |
| DDRG [8] | CVPR’20| MLT | 84.69| 88.53| 86.56| -   |
| ContourNet [60] | CVPR’20| -   | 86.1| 87.6| 86.9| 3.5 |
| DB [12] | AAAI’20| Syn | 83.2| 91.8| 87.3| 12  |
| KPN-1280 | -     | MLT  | 83.15| 84.08| 83.61| 12.2 |
| KPN-1920 | -     | MLT  | 84.83| 88.28| 86.52| 6.28 |
| KPN MS  | -     | MLT  | 86.96| 87.84| 87.40| -   |
2) Quadrilateral Text: ICDAR 2015 mainly contains quadrilateral texts annotated with word level. Let \( T_c = 0.24 \) and \( T_t = 0.8 \), and we resize the longest side to 1280 and 1920 (i.e., KPN-1280 and KPN-1920). ICDAR 2015 contains a lot of small texts, but it may be hard to precisely detect the masks of small texts, especially utilizing 1/2 scale of feature maps of the input image. The detailed experimental results are listed in Table VI. According to Table VI, our KPN outperforms PAN [10] by 3.62% in terms of H-means, outperforms TextDragon [30] by 3.47% in terms of H-means. In addition, representative visual results are shown in Fig. 10(c). According to the experimental results on quadrilateral texts of ICDAR 2015, we can find that the predictions of independent text masks are not very satisfactory on tiny texts, as shown in Fig. 10(c). Hence, we further analyze the similarity matrix \( S \) of Fig. 10(c) in Fig. 11. From Fig. 11(c), we can find that the similarity matrix \( S \) is not orthogonal enough, inducing some neighboring text instances with small response values of center points. Fortunately, these small response values can be easily filtered by a threshold \( (T_t = 0.8) \). Hence, our method can still accurately separate adjacent texts in this case.

3) Visual Comparison: As shown in Fig. 12, we give a more intuitive comparison between the presented method and the SOTA methods (including PSENet [13] and DB [12]) by intermediate visual comparison. In Fig. 12, we visualize the final detections, the Gaussian center in KPN, the min text kernel in PSENet, and the probability map in DB. PSENet uses the min text kernel to separate neighboring text and then adopts the scale expansion algorithm to reconstruct text instances, which is not efficient and also fails frequently in many cases. Therefore, the detection speed and performance of PSENet are not so satisfactory. DB uses the probability map which is obtained by shrinking the annotations with the Vatti
clipping algorithm [15] to separate neighboring text. Then, it also uses the inverse transformation of the Vatti clipping algorithm [15] to get the final detection boundaries. Therefore, the detection speed of DB is quite fast. However, due to the manual scaling rules, the final detection boundaries of DB cannot cover the text well in many cases, either too large or too small, as shown in Fig. 12(c). Although it does not affect the performance of evaluation, inaccurate detection boundaries will lead to various problems in application, such as the recognition model cannot correctly recognize characters in the optical character recognition (OCR) system. In comparison, our method can not only separate neighboring texts well, but also ensure accurate boundary detection and fast detection speed, as shown in Fig. 12(b) and listed in Table IV and V.

E. Weakness

As demonstrated in the previous experiments, KPN achieves superior performance in detecting texts of arbitrary shapes. But there is still a chance of failure cases due to the complexity of scene images, such as object occlusion, large character spacing. Some failure examples are shown in Fig. 13. As shown in Fig. 13, KPN has some false detections on some text-like areas and miss detections for some extremely large or small complex text. These cases are still very challenging and nontrivial in the paradigm of text detection. However, KPN can successfully detect some text instances with missing annotations, as shown in the bottom image of Fig. 13(a).

V. CONCLUSION

In this article, we propose an innovative KPN for arbitrary shape text detection. The proposed KPN is the first to introduce the dynamic convolution kernel strategy to efficiently and effectively separate neighboring text instances by classifying different texts into instance-independent feature maps. Our KPN is efficient and does not rely on complex postprocessing. In addition, we also propose a novel OLL that directly enforces the independence between kernel proposals via orthogonal constraints. Specifically, our kernel proposals contain important self-information and position information, resulting in the effectiveness of separating neighboring texts and improving the robustness against tiny intervals or unclear boundaries. Extensive experiments on challenging datasets verify the impressive performance and efficiency of our method.
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