Inferring the non-linear dynamics of stochastic inertial systems
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Many complex systems, ranging from migrating cells to interacting swarms, exhibit effective inertial
dynamics described by second order stochastic differential equations. Inferring such an equation
of motion from experiments can provide profound insight into the physical laws governing the sys-
tem. Currently, a general method to reliably infer inertial dynamics from realistic experimental
trajectories — sampled at discrete times and subject to measurement noise — is lacking. Here, we de-
rive a principled framework to infer the deterministic and stochastic fields from realistic trajectories
of inertial systems with multiplicative noise. Our framework yields an operational method, termed
Stochastic Inertial Force Inference, which performs well on experimental trajectories of single mi-
grating cells and in complex high-dimensional systems including flocks with Viscek-style alignment
interactions.

Across the scientific disciplines, data-driven methods are used to unravel the dynamics of complex stochastic
systems. These approaches often take the form of inverse problems, with the aim to derive the underlying governing
equation of motion from observed trajectories. This problem is now well understood in overdamped systems
which are governed by first-order stochastic differential equations, such as Brownian dynamics [1–6]. Many complex
systems however exhibit effective inertial dynamics, and thus require a second-order description. Examples
include cell motility [7–13], postural dynamics in animals [14, 15], movement in interacting swarms of fish [16–
18], birds [19, 20], and insects [21, 22], as well as dynamics in granular media [23] and plasmas [24]. However, a gen-
eral method to reliably infer the dynamics of stochastic inertial systems has remained elusive.

Inference from inertial trajectories suffers from a major challenge that does not exist in overdamped systems. In
any realistic application, the accelerations of the degrees of freedom must be obtained as discrete second deriva-
tives from the observed position trajectories, which are sampled at a finite time interval ∆t. Consequently, a
straightforward generalisation of the estimators for the deterministic and stochastic contributions to the dynamics
commonly used in first-order systems fails: these estimators do not converge to the correct values, even in the
limit ∆t → 0, a key issue that was recently observed in linear inertial systems [25, 26]. To make matters worse,
real data is always subject to measurement noise, leading to divergent terms in the discrete estimators, implying
that even very small amplitude noise can make accurate inference impossible [27]. These problems have so far
precluded reliable inference in inertial systems.

Here, we introduce a general framework, Stochastic Inertial Force Inference (SIFI), that conceptually explains
the origin of these divergent biases, and provides an operational scheme to reliably infer inertial dynamics in
non-linear systems with multiplicative noise. To provide a method that can be robustly applied to realistic ex-
perimental data sets, consisting of discrete trajectories subject to measurement noise, we rigorously derive es-
timators which converge to the correct values for such data. Furthermore, we provide a practical tool to per-
form model selection that reveals the dominant components of the inferred dynamics, based on how much infor-
mation about the force field these components capture. We demonstrate the power of our method by applying it
to short experimental trajectories of single migrating cells on confining micropatterns, as well as simulated complex
high-dimensional data sets, including flocks of active particles with Viscek-style alignment interactions.

We consider a general d-dimensional stationary inertial process xµ(t) governed by equations of the general form

\[ \dot{x}_\mu = v_\mu \]
\[ \ddot{v}_\mu = F_\mu(x, v) + \sigma_{\mu\nu}(x, v)\xi_\nu(t) \]  

(1)

where ξµ(t) represents a Gaussian white noise with the properties (ξµ(t)ξν(t′)) = δµνδ(t−t′) and (ξµ(t)) = 0. We interpret Eq. (1) in the Itô-sense throughout, and thus infer the force field F(x, v) corresponding to this conven-
tion. Our aim is to infer the dynamical terms F_μ(x, v) and σ_μν(x, v) from an observed trajectory of the process.

We start by approximating the force field as a linear combination of n_b basis functions \( b = \{ b_\alpha(x, v) \}_{\alpha=1...n_b} \), such as polynomials, Fourier modes, wavelet functions, or Gaussian kernels [14]. From these basis functions, we construct an empirical orthonormal basis \( \hat{c}_\alpha(x, v) = \tilde{B}^{-1/2}_\alpha b_\alpha(x, v) \) such that \( \langle \hat{c}_\alpha \hat{c}_\beta \rangle = \delta_{\alpha\beta} \), an approach that was recently proposed for overdamped systems [6]. Here and throughout, averages correspond to time-averages along the trajectory. We can then approximate the force field as \( F_\mu(x, v) \approx F_{\mu\alpha} \hat{c}_\alpha(x, v) \). Similarly, we perform a basis expansion of the stochastic term \( \sigma_{\mu\nu}^2(x, v) \). Thus, the inference problem reduces to estimating the projection coefficients \( F_{\mu\alpha} \) and \( \sigma_{\mu\nu\alpha}^2 \).

We first focus on the case without measurement noise. Here, the challenge is to deal with the discreteness of the
observed data: in experiments, only the configurational

\[ \langle \hat{c}_\alpha \hat{c}_\beta \rangle = \delta_{\alpha\beta} \]

}
coordinate $x(t)$ is observed, and is sampled at a discrete time-interval $\Delta t$. We therefore only have access to the discrete estimators of the velocity $\hat{v}(t) = [x(t) - x(t - \Delta t)]/\Delta t$ and acceleration $\hat{a}(t) = [x(t + \Delta t) - 2x(t) + x(t - \Delta t)]/\Delta t^2$. Thus, we need to derive an estimator $F_{\mu\alpha}$, constructed from the discrete velocities and accelerations, which converges to the exact projections $F_{\mu\alpha}$ in the limit $\Delta t \to 0$.

An intuitive estimator for the force projections $F_{\mu\alpha}$ would be to simply generalize the approach to overdamped systems [6] and calculate the projections of the accelerations $\langle \hat{a}_\mu c_\alpha(x, \hat{v}) \rangle$. This expression has indeed previously been used for inertial systems [11, 14, 25, 27]. Our projection-based formalism allows us to derive the correction term to this estimator for a general process of the form in Eq. (1), by expanding the basis functions: $c_\alpha(x, \hat{v}) = c_\alpha(x, \hat{v}) + (\partial_v c_\alpha)(\hat{v} - v) + \ldots$. Here, the leading order contribution to the second term is a fluctuating (zero average) term of order $\Delta t^{1/2}$. Similarly, we perform a stochastic Itô-Taylor expansion of the discrete acceleration $\hat{a}(t)$, which has a leading order fluctuating term of order $\Delta t^{1/2}$. Thus, while each of these terms individually averages to zero, their product results in a non-zero average contribution of order $\Delta t^0$: $\langle \hat{a}_\mu c_\alpha(x, \hat{v}) \rangle = F_{\mu\alpha} + \frac{1}{6} \left\langle \sigma_{\mu\nu}^2 \partial_{v_\nu} c_\alpha(x, \hat{v}) \right\rangle + O(\Delta t) [28]$. This is the general expression for the $O(\Delta t^0)$ bias recently observed in the specific case of linear systems [25, 26]. Specifically, for a linear viscous damping force $F(v) = -\gamma v$, it was found that $\langle \hat{a}_\mu \hat{v} \rangle = -\frac{1}{2} \gamma + O(\Delta t)$, which is recovered by our general expression for the $O(\Delta t^0)$ bias [28]. Our derivation thus shows that this systematic bias poses a problem more generally wherever a second derivative of a stochastic signal is averaged conditioned on its first derivative.

Previous approaches to correct for this bias rely on an explicit solution and a priori knowledge of the observed stochastic process [25], are limited to linear systems with constant noise [26], or perform an a posteriori empirical iterative scheme [11]. In contrast, our formalism yields a general unbiased estimator for the force projections, by simply deducing the bias [28]:

$$\hat{F}_{\mu\alpha} = \langle \hat{a}_\mu c_\alpha(x, \hat{v}) \rangle - \frac{1}{6} \left( \langle \hat{a}_\mu \hat{v} \rangle + \frac{1}{2} \langle \sigma_{\mu\nu}^2 \partial_{v_\nu} c_\alpha(x, \hat{v}) \rangle \right)$$

(2)

The appearance of the derivative of a basis function in the estimator highlights the importance of projecting the dynamics of second order systems onto a set of smooth basis functions, in contrast to the traditional approach of...
taking conditional averages in a discrete set of bins \([1, 2]\), which is equivalent to using a basis of non-differentiable top-hat functions.

Importantly, Eq. (2) implies that the stochastic term has to be inferred before the deterministic estimator can be evaluated. Similarly to the force field, we can expand the stochastic term as a sum of basis functions, and derive an unbiased estimator for the projection coefficients \([28]\)

\[
\hat{\sigma}^{2}_{\mu\alpha} = \frac{3\Delta t}{2} \langle \hat{\alpha}_{\mu} \hat{\alpha}_{\alpha}(\mathbf{x}, \mathbf{v}) \rangle \tag{3}
\]

We test our method on a simulated trajectory of the stochastic damped harmonic oscillator, \(\dot{v} = -\gamma v - kx + \sigma \xi\) (Fig. 1A-D). As expected, the acceleration projections \(\langle \hat{\alpha}_{\mu} \hat{\alpha}_{\alpha}(\mathbf{x}, \mathbf{v}) \rangle\) yield a biased estimator (Fig. 1E). In contrast, SIFI, defined by Eqs. (3) and (2), provides an accurate reconstruction of the force field (Fig. 1C-E) [29]. To test the convergence of these estimators in a quantitative way, we calculate the expected random error due to the finite length \(\tau\) of the input trajectory, \(\delta \tilde{F}^{2}/\tilde{F}^{2} \sim N_{b}/2\tilde{I}_{o}\), where we define \(\tilde{I}_{o} = \frac{\tau}{\Delta t} \tilde{F}^{2} / \tilde{F}^{2}\) as the empirical estimate of the information contained in the trajectory, and \(N_{b} = d n_{b}\) is the number of degrees of freedom in the force field [6]. We confirm that the convergence of our estimators follows this expected trend, in contrast to the biased acceleration projections (Fig. 1D). Therefore, SIFI provides an operational method to accurately infer the dynamical terms of inertial trajectories.

A key challenge in stochastic inference from real data is the unavoidable presence of time-un correlated measurement noise \(\eta(t)\), which can be non-Gaussian: the observed signal in this case is \(y(t) = x(t) + \eta(t)\). This problem is particularly dominant in inertial inference, where the signal is differentiated twice, such that even a very small noise amplitude leads to large errors in the inferred force field, prohibiting accurate inference from the data in most cases. In fact, the force estimator (Eq. (2)) includes a divergent bias of order \(\Delta t^{-3}\), which dominates all other errors for small \(\Delta t\) [28]; this cannot be rectified by simply recording more data.

To overcome this challenge, we derive unbiased estimators which are robust against measurement noise. These estimators are constructed in such a way that the leading-order noise-induced bias terms cancel out. For the force estimator, we find that this is achieved by using the local average position \(\mathbf{x}(t) = \frac{1}{2}(\mathbf{x}(t - \Delta t) + \mathbf{x}(t) + \mathbf{x}(t + \Delta t))\) and the symmetric velocity \(\mathbf{v}(t) = [\mathbf{x}(t + \Delta t) - \mathbf{x}(t - \Delta t)]/(2\Delta t)\) in Eq. (2). Note that due to the change of definition of \(\mathbf{v}\), the prefactor of the correction term in Eq. (2) changes by a factor 3. Similarly, we derive an unbiased estimator for the stochastic term, which is constructed using a linear combination of four-point increments [28].

Remarkably, these modifications to the estimators result in a vastly improved inference performance in the presence of measurement noise (Fig. 1F-J), where the standard estimators fail dramatically. Specifically, while the bias becomes dominant at a noise magnitude \(|\eta| \sim \sigma \Delta t^{3/2}\) in the standard estimators, the bias-corrected estimators fail when the noise magnitude becomes comparable to the displacement in a single time-step, \(|\eta| \sim v \Delta t\) (Fig. 1J) [28]. Thus, our method has a significantly larger range of validity up to measurement noise amplitudes as large as the typical displacement in a single time-frame.

In situations where \(|\eta|\) exceeds this threshold, we propose to simply employ local time-averaging until \(\Delta t\) is large enough and \(|\eta|\) is small enough for SIFI to perform well.

In the previous example, we have focused on a simple system with a linear force field. However, in many complex systems the force field is highly non-linear [11, 14]. Since our method does not assume linearity, we can simply expand the projection basis to include higher order polynomials, or other appropriate non-linear basis sets. As a canonical example, we study the stochastic Van der Pol oscillator \(\dot{v} = \mu(1 - x^{2})v - x + \sigma \xi\). Such non-linear relaxation oscillators appear in a broad range of biological dynamical systems [31]. We simulate a short trajectory of this process, with added artificial measurement noise (Fig. 2A). Indeed, we find that SIFI reliably infers the underlying phase-space flow (Fig. 2B). Importantly, this good performance does not rely on using a polynomial basis to fit polynomial forces: employing a non-adapted basis of Fourier components yields similarly good results [28].

To capture the Van der Pol dynamics, only the three basis functions \(\{x, v, x^{2}v\}\) are required. But can these functions be identified directly from the data without prior knowledge of the underlying model? To address this question, we employ the concept of partial information. We can estimate the information contained in a finite trajectory as \(\hat{I}_{b}(n_{b}) = \frac{\tau}{\Delta t} \hat{F}^{2}_{\mu\nu} \hat{F}^{2}_{\nu\alpha}\), where \(\hat{F}^{2}_{\mu\nu}\) are the projection coefficients onto the basis \(b\) with \(n_{b}\) basis functions [6]. Our aim is to maximize the information captured by the force field. Thus, to assess the importance of the \(n^{th}\) basis function in the expansion, we calculate the amount of information it adds to the inferred force field:

\[
\hat{f}_{b}^{(\text{partial})}(n) = \hat{I}_{b}(n) - \hat{I}_{b}(n - 1) \tag{4}
\]

which we term the partial information contributed by the basis function \(b_{n}\). Indeed, if we project the Van der Pol dynamics onto a large number of basis functions, such as a polynomial basis of order 6, the partial information peaks at only 3 out of 28 basis functions, corresponding to \(\{x, v, x^{2}v\}\) (Fig. 2C). Thus, the partial information provides a useful heuristic for detecting the relevant terms of the deterministic dynamics.

To illustrate that SIFI is practical and data-efficient, we apply it to experimental trajectories of cells migrating in a two-state confinement (Fig. 2D). Within their lifetime, these cells perform several transitions between the two states, resulting in relatively short trajectories.
Previously, we inferred dynamical properties by averaging over a large ensemble of trajectories [11]. In contrast, with SIFI, we can reliably infer the dynamics from single cell trajectories. We employ the partial information to guide our basis selection: indeed, the partial information recovers the intrinsic symmetry of the system, suggesting a symmetrized third order polynomial expansion is a suitable choice (Fig. 2E). Using this expansion, we infer the deterministic flow field governing the motion, which predicts trajectories very similar to the experimentally observed ones (Fig. 2F). Importantly, the inferred model is self-consistent: re-infering from short simulated trajectories yields a similar model [28]. Using SIFI, we can thus perform inference on much smaller data sets than previously, and use it for "single-cell profiling", which could provide a useful tool to characterize the intrinsic cell-to-cell variability in the system [13].

To demonstrate the broad applicability of our approach, we evaluate its performance in the presence of multiplicative noise $\sigma_{\mu\nu}(x,v)$. Indeed, many complex systems exhibit stochastic fluctuations that depend on the state of the system, leading to a multiplicative noise term [11, 14, 32]. SIFI accurately recovers the space- and velocity-dependence of both the deterministic and stochastic term for a system with multiplicative noise, and the estimators converge to the exact values, even in the presence of measurement noise (Fig. 2G-I). To summarize, we have shown that SIFI performs well on short trajectories of non-linear data sets subject to measurement noise, and can accurately infer the spatial structure of multiplicative stochastic terms.

A major challenge in stochastic inference is the treatment of interacting many-body systems. In recent years,
trajectory data on active collective systems, such as bacterial suspensions [33], collective cell migration [34, 35], and swarms of animals [19–22, 36] have become readily available. Previous approaches to such systems frequently focus on the study of correlations [19, 37, 38] or collision statistics [18, 34, 36], but no general method for inferring their underlying dynamics has been proposed. The collective behaviour of these systems, ranging from disordered swarms [22] to ordered flocking [19], is determined by the interplay of active self-propulsion, cohesive and alignment interactions, and noise. Thus, disentangling these contributions could provide key insights into the physical laws governing active collective systems.

We thus consider a simple model for the dynamics of a 3D flock with Viscek-style alignment interactions [39–42], as given by the equation of motion

\[ \dot{v}_i = p_i + \sum_{j \neq i} \left[ f(r_{ij})r_{ij} + g(r_{ij})v_{ij} \right] + \sigma \xi_i \]  

where \( r_{ij} = r_j - r_i \), \( v_{ij} = v_j - v_i \), and \( p_i = \gamma(u_i^2 - |v_i|^2)v_i \) is a self-propulsion force acting along the direction of motion of each particle. Here, \( f \) and \( g \) denote the strength of the central force and alignment interactions, respectively, as a function of interparticle distance \( r_{ij} \). This model exhibits a diversity of behaviors, including collective flocking (Fig. 3A). Intuitively, one might expect that SIFI should fail dramatically in such a system: in a 3D flock with Viscek-style alignment interactions [39–42], we find that SIFI accurately recovers the \( r \)-dependence of the interaction and alignment terms (Fig. 3B–C) and captures the full force field (Fig. 3D). By simulating the dynamics of the inferred model, one obtains new trajectories with high statistical similarity to the original one (Fig. 3E). This example illustrates the potential of SIFI for inferring complex interactions from trajectories of stochastic many-body systems.

In summary, we demonstrate how to reliably infer the deterministic and stochastic components in complex inertial systems. We have shown that the inevitable presence of discreteness and measurement noise result in systematic biases that have so far prohibited accurate inference. To circumvent these problems, we have rigorously derived unbiased estimators, providing an operational framework, Stochastic Inertial Force Inference, to infer stochastic inertial dynamics. Furthermore, we demonstrated how a principled selection of basis functions can yield insights in systems that would otherwise be intractable, such as swarms and flocks of interacting particles. Our method therefore provides a new avenue to analyzing the dynamics of complex high-dimensional systems, such as assemblies of motile cells [34, 35], active swarms [19, 21, 22, 36], as well as non-equilibrium soft and hard condensed matter systems [23, 24, 31].
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Supplementary Material:
Inferring the non-linear dynamics of stochastic inertial systems
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This Supplemental Material contains a detailed definition of the projection formalism we employ in SIFI (section 1), derivations of the unbiased estimators for the deterministic and stochastic terms for discrete data (section 2) and for discrete data with measurement noise (section 3), further details on the inference from experimental single cell trajectories (section 4) and detailed information on the models and parameters used for the simulation results shown in Figs. 1-3 in the main text (section 5).
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1 Definition of the projection formalism

In SIFI, we approximate the deterministic term as a linear combination of basis functions \( b = \{b_\alpha(x, v)\} \). To extract the coefficients of this functional expansion, we can project the deterministic dynamics onto the space spanned by \( b_\alpha(x, v) \) using the steady-state probability distribution \( P(x, v) \) as a measure [1]. To do so, we define orthonormalized projectors \( c_\alpha(x, v) = B^{-1/2}b_\beta(x, v) \), such that

\[
\langle c_\alpha c_\beta \rangle = \int c_\alpha(x, v)c_\beta(x, v)P(x, v)dx dv = \delta_{\alpha\beta}
\]  

(S1)
We then approximate the deterministic term as a linear combination of these basis functions

$$F_\mu(x, v) \approx F_{\mu\alpha}(x, v)$$  \hspace{1cm} (S2)

Note that if we use a complete set of basis functions, this becomes an exact equality. The projection coefficients $F_{\mu\alpha}$ are given by

$$F_{\mu\alpha} = \int F_\mu(x, v)c_\alpha(x, v)P(x, v)dxdv$$  \hspace{1cm} (S3)

Similarly, we expand the stochastic term

$$\sigma^2_{\mu\nu}(x, v) \approx \sigma^2_{\mu\nu\alpha}c_\alpha(x, v)$$  \hspace{1cm} (S4)

with the projection coefficients

$$\sigma^2_{\mu\nu\alpha} = \int \sigma^2_{\mu\nu}(x, v)c_\alpha(x, v)P(x, v)dxdv$$  \hspace{1cm} (S5)

Note that we expand $\sigma^2$ rather than $\sigma$ because we can only derive estimators for $\sigma^2$; since the noise averages to zero, we must take squares of the increments to extract the magnitude of the fluctuations.

In practice, we aim to infer the deterministic and stochastic terms of the dynamics of a system from a single trajectory of finite length $\tau$, sampled at a time interval $\Delta t$. Thus, the exact probability distribution $P(x, v)$ is unknown, and we cannot enforce the condition Eq. (S1) exactly. Thus, we define empirical orthonormalized projectors

$$\hat{c}_\alpha(x, v) = \hat{\mathcal{B}}^{-1/2}_{\alpha\beta}b_\beta(x, v)$$  \hspace{1cm} (S6)

where

$$\hat{\mathcal{B}}_{\alpha\beta} = \frac{\Delta t}{\tau} \sum_t b_\alpha(x(t), v(t))b_\beta(x(t), v(t)),$$  \hspace{1cm} (S7)

such that $\langle \hat{c}_\alpha\hat{c}_\beta \rangle = \delta_{\alpha\beta}$ where $\langle ... \rangle$ refers to a time-average along the observed trajectory.

Our aim in performing inference is to find the terms $F_\mu(x, v)$ and $\sigma^2_{\mu\nu}(x, v)$. Thus, we search for an operational definition of the estimators of the projection coefficients, $\hat{F}_{\mu\alpha}$ and $\hat{\sigma}^2_{\mu\nu\alpha}$. These estimators consists of increment-constructions projected onto the trajectory-dependent orthonormal basis functions, constructed in such a way that the leading order term in $\Delta t$ converge to the exact projection coefficients. Due to the Gaussian nature of the stochastic noise, this projection procedure – which is equivalent to a least-square regression of the local estimator – corresponds for the force field to a maximum-likelihood approximation [1].

2 Derivation of the discrete estimators

To derive the leading order bias in the estimators for $F$ and $\sigma$, we start by defining the increments of the positions:

$$\Delta x^{(n)}_\mu(t) = x_\mu(t + n\Delta t) - x_\mu(t)$$  \hspace{1cm} (S8)
The estimator for the accelerations is then given by a linear combination of these increments:

\[
\hat{a}_\mu(t) = \frac{\Delta x^{(2)}_\mu(t) - 2\Delta x^{(1)}_\mu(t)}{\Delta t^2} = \frac{x_\mu(t + 2\Delta t) - 2x_\mu(t + \Delta t) + x_\mu(t)}{\Delta t^2}
\]  

(S9)

Note that this is not in general the most natural way to define \( \hat{a}_\mu(t) \), as this expression is not centered around \( t \). However, it makes the expression causal: the noise at \( t' > t \) is independent of the state at \( t \), thus using forward increments significantly simplifies the calculations. We will later shift the definition back to a centered one, which will only add higher order terms to our results. Similarly, we define the discrete velocity estimator

\[
\hat{v}_\mu(t; \lambda) = \frac{\lambda \Delta x^{(2)}_\mu(t)}{2\Delta t} + \frac{(1 - \lambda) \Delta x^{(1)}_\mu(t)}{\Delta t}
\]  

(S10)

Note that we have kept some freedom in how we calculate the velocities from the three points \( \{t, t + \Delta t, t + 2\Delta t\} \), denoted by the parameter \( \lambda \). While most previous approaches [2, 3, 4, 5] use \( \lambda = 0 \), we will later show that in the presence of measurement noise, we have to choose \( \lambda = 1 \) (i.e. \( \hat{v} \) odd under time reversal around \( t + \Delta t \)) to obtain an unbiased estimator. For now, we keep it as a variable parameter.

2.1 Itô integrals

Throughout this appendix, we will make use of Itô integrals [6], defined as follows:

\[
I_n^{(n)} = \int_{t}^{t+n\Delta t} ds = n\Delta t
\]  

(S11)

\[
I_{00}^{(n)} = \int_{t}^{t+n\Delta t} ds \int_{t}^{s} ds' = (n\Delta t)^2
\]  

(S12)

\[
I_{\mu}^{(n)} = \int_{t}^{t+n\Delta t} d\xi_{\mu}(s)
\]  

(S13)

\[
I_{0\mu}^{(n)} = \int_{t}^{t+n\Delta t} ds \int_{t}^{s} d\xi_{\nu}(s')
\]  

(S14)

\[
I_{\mu\nu}^{(n)} = \int_{t}^{t+n\Delta t} d\xi_{\mu}(s) \int_{t}^{s} d\xi_{\nu}(s')
\]  

etc.  

(S15)

Throughout the text, we will frequently make use of the following identity

\[
\langle I_{0\mu}^{(n)} I_{0\nu}^{(m)} \rangle = (\Delta t^3)\delta_{\mu\nu}f_{nm}
\]

where

\[
f_{nm} = \begin{cases} 
1/3 & n = m = 1 \\
5/6 & n = 1, m = 2 \\
8/3 & n = m = 2 \\
4/3 & n = 1, m = 3 \\
14/3 & n = 2, m = 3 \\
9 & n = m = 3
\end{cases}
\]  

(S16)

2.2 Deterministic term

A first intuitive guess for the estimator of the force projections \( F_{\mu\alpha} \) are the average projections of the acceleration

\[
\hat{A}_{\mu\alpha} = \langle \hat{a}_\mu c_\alpha(x, \hat{v}) \rangle
\]  

(S17)
and indeed, this quantity has been used as a proxy for $F_{\mu \alpha}$ throughout the literature \cite{2, 3, 4, 5}. To rigorously derive the leading order contributions to this quantity in terms of the dynamical terms $F_{\mu}$ and $\sigma_{\mu \nu}$, we start by expanding the increments

\[
\Delta x_{\mu}^{(n)} = v_{\mu} I_{0}^{(n)} + \int_{t}^{t+n\Delta t} ds (v_{\mu}(s) - v_{\mu}) = v_{\mu} I_{0}^{(n)} + \int_{t}^{t+n\Delta t} ds \left[ \int_{s}^{s'} ds' F_{\mu}(x(s'), v(s')) + \int_{s}^{s'} d\sigma_{\nu}(s') \sigma_{\mu \nu}(x(s'), v(s')) \right] = v_{\mu} I_{0}^{(n)} + \sigma_{\mu \nu} I_{0 v}^{(n)} + (\partial_{\nu} \sigma_{\mu \nu}) I_{0 v}^{(n)} + \mathcal{O}(\Delta t^{5/2})
\]

where we defined $v_{\mu} \equiv v_{\mu}(t)$, $F_{\mu} \equiv F_{\mu}(x(t), v(t))$, etc. We will use this short-hand notation as well as the Einstein summation convention throughout.

Next, we expand the basis functions $c_{a}(x, \nu)$ around the true velocities $v$:

\[
c_{a}(x, \nu) = c_{a}(x, v) + (\partial_{\nu} c_{a})(\hat{\nu} - \nu) + \frac{1}{2} \left( \partial_{\nu}^{2} c_{a} \right)(\hat{\nu} - \nu)(\hat{\nu} - \nu) + \mathcal{O}(\Delta t^{3/2})
\]

From Eq. (S20), the leading order term of $\hat{\nu} - \nu$ is given by

\[
\hat{\nu} - \nu = \frac{\lambda}{2 \Delta \nu} I_{0 v}^{(1)} + \frac{1 - \lambda}{\Delta t} I_{0 v}^{(2)} + \mathcal{O}(\Delta t)
\]

Thus, the leading order contribution to the second term of Eq. (S22) is a fluctuating (zero average) term of order $\Delta t^{1/2}$. To evaluate Eq. (S17), we also need the acceleration estimator $\hat{\alpha}_{\mu}$. Substituting Eq. (S20) into Eq. (S9), we find the leading order terms of the acceleration estimator

\[
\hat{\alpha}_{\mu} = \frac{1}{\Delta t^{2}} \left[ I_{0 v}^{(2)}(2) - I_{0 v}^{(1)}(1) + F_{\mu} \Delta t^{2} \right] + \mathcal{O}(\Delta t^{3/2})
\]

Thus, the leading order contribution to the acceleration is a fluctuating (zero average) term of order $\Delta t^{-1/2}$.

When we evaluate Eq. (S17) by substituting Eq. (S20) and (S22), we obtain

\[
\hat{A}_{\mu \alpha} = \langle F_{\mu} c_{a}(x, v) \rangle + \frac{1 + 2 \lambda}{6} \left( \langle \partial_{\nu} c_{a}(x, v) \rangle \sigma_{\nu \mu} \right) + \mathcal{O}(\Delta t)
\]

The second term in this expression is an $\mathcal{O}(\Delta t^{0})$-bias which means that the acceleration projections do not converge to the projections of the force, even in the limit of infinite sampling rate ($\Delta t \to 0$). This cross-term originates from the product of the fluctuating terms in the basis functions (of order $\Delta t^{1/2}$) and the accelerations (of order $\Delta t^{-1/2}$), which multiplied together give a term of order $\Delta t^{0}$ with non-zero average.

Our expression for the $\mathcal{O}(\Delta t^{0})$-bias has several interesting properties:

- As one might expect, it vanishes in the deterministic limit $\sigma \to 0$; it is thus a property of stochastic systems.
- It vanishes for purely positional terms in the force-field, as it depends on the derivative $\partial_{\nu} c_{a}(x, v)$. This makes sense, since it originates from the $\hat{\nu}$-dependence of the basis functions (Eq. (S22)). As shown by our derivation, it is a consequence of averaging the second derivative of a stochastic signal conditioned on its first derivative.
A seemingly simple solution to remove the bias would be to set \( \lambda = -1/2 \). This results in a rather unconventional definition of the discrete velocity estimator,

\[
\hat{v}_\mu(t; \lambda = -1/2) = \frac{1}{\Delta t} \left[ -\frac{1}{4} x(t + 2\Delta t) + \frac{3}{2} x(t + \Delta t) - \frac{5}{4} x(t) \right]
\]  

(S25)

for which \( \hat{A}_{\mu\alpha} \) is a convergent estimator of \( F_{\mu\alpha} \). However, using this definition of \( \hat{v}_\mu \) results in large correction terms at the next order in \( \Delta t \), and thus does not perform well at finite \( \Delta t \). This estimator would also be strongly biased by measurement noise. For these reasons, we disregard it and turn to the derivation of a better estimator.

For \( \lambda \neq -1/2 \), the bias does not vanish, and has to be explicitly corrected for. Eq. (S24) allows us to derive an estimator for \( F_{\mu\alpha} \) which is unbiased to first order in \( \Delta t \), i.e. which converges to the exact projection coefficients in the limit \( \Delta t \to 0 \):

\[
\hat{F}_{\mu\alpha} = \left\langle \hat{a}_\mu c_\alpha(x, \hat{\psi}) \right\rangle - \frac{1 + 2\lambda}{6} \left\langle (\partial_{\nu, \alpha} c_\alpha(x, \hat{\psi})) \hat{\sigma}^2_{\mu\nu}(x, \hat{\psi}) \right\rangle
\]  

(S26)

Note that in going from Eq. (S24) to Eq. (S26), we have replaced \( v \) and \( \sigma \) by their estimators, as their values are not known. This introduces additional correction terms, but these are of higher order in \( \Delta t \). Eq. (S26) further implies that the stochastic term \( \sigma^2 \) has to be inferred before the deterministic term. In the presence of measurement noise (section 3), we show below that we must choose \( \lambda = 1 \), rendering \( \hat{v}_\mu \) odd under time reversal around \( t + \Delta t \). We therefore use this choice for \( \lambda \) throughout.

Note that Eq. (S26) now conditions the acceleration \( \hat{a}_\mu \) (Eq. (S9)) on its first point \( x(t) \). In order to make this estimator symmetric, we shift the conditioning \( c(x(t), \hat{\psi}(t)) \to c(x(t + \Delta t), \hat{\psi}(t)) \). The resulting corrections, due to expanding \( c(x(t + \Delta t), \hat{\psi}(t)) \) around \( x(t) \), are of higher order in \( \Delta t \). We can then relabel all time points such that \( t \to t - \Delta t \), to arrive at our final formula for the estimator:

\[
\hat{F}_{\mu\alpha} = \left\langle \hat{a}_\mu c_\alpha(x, \hat{\psi}) \right\rangle - \frac{1}{2} \left\langle (\partial_{\nu, \alpha} c_\alpha(x, \hat{\psi})) \hat{\sigma}^2_{\mu\nu}(x, \hat{\psi}) \right\rangle
\]  

(S27a)

\[
x = x(t)
\]  

(S27b)

\[
\hat{\psi} = \frac{x(t + \Delta t) - x(t - \Delta t)}{2\Delta t}
\]  

(S27c)

\[
\hat{a} = \frac{x(t + \Delta t) - 2x(t) + x(t - \Delta t)}{\Delta t^2}
\]  

(S27d)

### 2.3 Stochastic term

To derive an estimator for \( \sigma \), we derive the leading order contributions to the quantity

\[
\Delta t \left\langle \hat{a}_\mu \hat{a}_\nu c_\alpha(x, \hat{\psi}) \right\rangle = \Delta t \left( \left[ \sigma_{\mu\rho} I^{(2)}_{0\rho} - 2\sigma_{\mu\rho} I^{(1)}_{0\rho} \right] \left[ \sigma_{\nu\rho} I^{(2)}_{0\rho} - 2\sigma_{\nu\rho} I^{(1)}_{0\rho} \right] c_\alpha(x, \hat{\psi}) \right) + O(\Delta t)
\]  

(S28)

\[
= \frac{2}{3} \left( \sigma_{\mu\rho} \sigma_{\nu\rho} c_\alpha(x, \hat{\psi}) \right) + O(\Delta t)
\]  

(S29)

where we have used Eqs. (S16), (S20). Here, the somewhat counter-intuitive factor of \( 2/3 \) stems from the expectation values of the Itô-integrals given in Eq. (S16). Thus, an unbiased estimator
to first order in $\Delta t$ for the stochastic term is

$$\hat{\sigma}^2_{\mu
u} = \frac{3\Delta t}{2} \langle \hat{a}_\mu \hat{c}_\alpha(x, \hat{\psi}) \rangle$$

(S30)

### 2.4 Comparison to the exact formula for a linear damping force

Pedersen et al. [3] calculated the discretization effect for a linear viscous damping force $F(v) = -\gamma v$ (i.e. the one-dimensional inertial Ornstein-Uhlenbeck process), to which we can compare our expression for the $O(\Delta t^0)$-bias. The equation of motion for this process is given by

$$\dot{v} = -\gamma v + \sigma \xi(t)$$

(S31)

In ref. [3], the acceleration projections

$$\langle \hat{a} | \hat{\psi} \rangle = -\hat{\gamma} \hat{\psi}$$

(S32)

are considered. Here, $\langle \hat{a} | \hat{\psi} \rangle$ denotes conditional averaging of $\hat{a}$ with respect to $\hat{\psi}$, which is equivalent to using a basis of $\delta$-functions, i.e. $b_\alpha(v) = \delta(v - v^{(\alpha)})$. Using our definition of the velocity estimator (Eq. (S10)) with $\lambda = 0$, one obtains [3]

$$\hat{\gamma} = \frac{1}{\Delta t} \left[ 1 - \frac{(1 - e^{-\gamma \Delta t})^2}{2(e^{-\gamma \Delta t} - 1 + \gamma \Delta t)} \right] \approx \frac{2}{3} \gamma - \frac{5}{18} \gamma^2 \Delta t + \frac{23}{270} \gamma^3 \Delta t^2 + \mathcal{O}(\Delta t^3)$$

(S33)

From Eq. (S24), we expect to find a similar bias, since we are considering a $v$-dependent component of the force field. To compare Eq. (S33) to our result, we use the basis $b = \{v\}$. Then, the normalised projection coefficient is given by

$$c(v) = \frac{v}{\sqrt{\langle v^2 \rangle}} = \frac{\sqrt{2\gamma}}{\sigma} v$$

(S34)

since $\langle v^2 \rangle = \sigma^2/2\gamma$ for the Ornstein-Uhlenbeck process. Thus, Eq. (S24) predicts

$$\langle \hat{a}_\mu c_\alpha(\hat{\psi}) \rangle = F_{\mu\alpha} + \frac{(\partial_v c)\sigma^2}{6} + \mathcal{O}(\Delta t) = F_{\mu\alpha} + \frac{\sqrt{2\gamma} \sigma}{6} + \mathcal{O}(\Delta t)$$

(S35)

and therefore

$$\langle \hat{a}_\mu c_\alpha(\hat{\psi}) \rangle c_\alpha(v) = F_{\mu\alpha} + \frac{\gamma}{3} v + \mathcal{O}(\Delta t) = -\frac{2}{3} \gamma v + \mathcal{O}(\Delta t)$$

(S36)

Thus, our approach recovers the leading order correction of the expression derived by Pedersen et al. [3].

### 3 Derivation of estimators in the presence measurement noise

In any real experiment, the recorded positions are subject to measurement noise, due to, e.g., motion blur or uncorrelated localization errors. Such measurement noise can be modelled as an uncorrelated noise $\eta_\mu(t)$ (not necessarily Gaussian) acting on the positions $x_\mu(t)$ [3, 7], meaning that the signal we actually observe is

$$y_\mu(t) = x_\mu(t) + \eta_\mu(t)$$

(S37)

where $\langle \eta_\mu(t) \eta_\nu(t') \rangle = \Lambda_{\mu\nu}\delta(t - t')$. 

6
3.1 Deterministic term

We will now again calculate the leading order contributions to the estimator of the projected accelerations:

\[
\hat{A}_{\mu\alpha}^{(\text{noisy})} = \langle \hat{a}_{\mu}^{(\text{noisy})} c_\alpha (\overline{y}, \hat{w}) \rangle
\]

(S38)

Here, \( \hat{a}_{\mu}^{(\text{noisy})} \) and \( \hat{w} \) are the empirical acceleration and velocity derived from the noisy signal \( y(t) \), respectively. Note that we are no longer conditioning on a single position-like coordinate, but rather the average quantity \( \overline{y} \), which is a linear combination of the three time-points entering the acceleration. This allows us to find a conditioning in terms of \( \overline{y} \) and \( \hat{w} \) such that the leading order terms due to the measurement noise cancel. We thus write

\[
y_{\mu}(\beta, \gamma) = \beta y_{\mu}(t + 2\Delta t) + \gamma y_{\mu}(t) + (1 - (\beta + \gamma)) y_{\mu}(t + \Delta t)
\]

(S39)

The noisy velocity estimator for this system is

\[
\hat{w}_{\mu} = \hat{v}_{\mu} + \frac{\lambda \Delta \eta_{\mu}^{(2)}}{2\Delta t} + \frac{(1 - \lambda) \Delta \eta_{\mu}^{(1)}}{\Delta t} := \hat{v}_{\mu} + \frac{f_{\mu}^{(v)}(\eta; \lambda)}{\Delta t}
\]

(S40)

Similarly,

\[
\hat{a}_{\mu}^{(\text{noisy})} = \hat{a}_{\mu} + \frac{\Delta \eta_{\mu}^{(2)} - \Delta \eta_{\mu}^{(1)}}{\Delta t^2} := \hat{a}_{\mu} + \frac{f_{\mu}^{(a)}(\eta)}{\Delta t^2}
\]

(S41)

We assume here that the measurement noise \( \eta_{\mu} \) is relatively small compared to the scale of variation of the fitting functions, such that we can expand the basis functions as

\[
c_\alpha (\overline{y}, \hat{w}) = c_\alpha (\overline{x}, \hat{v}) + (\partial_{x_{\alpha}} c_\alpha) \overline{y}(\beta, \gamma) + (\partial_{v_{\alpha}} c_\alpha) \frac{f_{\mu}^{(v)}(\eta; \lambda)}{\Delta t} + O(\eta^2)
\]

(S42)

Combining Eqs. (S42) and (S41), the estimator of the acceleration projection thus reads

\[
\hat{A}_{\mu\alpha}^{(\text{noisy})} = \hat{A}_{\mu\alpha} + (\partial_{x_{\alpha}} c_\alpha) \frac{\langle \overline{y}_{\nu}(\beta, \gamma) f_{\mu}^{(a)}(\eta) \rangle}{\Delta t^2} + (\partial_{v_{\alpha}} c_\alpha) \frac{\langle f_{\nu}^{(v)}(\eta; \lambda) f_{\mu}^{(a)}(\eta) \rangle}{\Delta t^3} + O(\eta^2)
\]

(S43)

This shows that the leading order contribution to the estimator of the acceleration projection is of order \( \Delta t^{-3} \), inducing a “dangerous” bias which diverges fast with \( \Delta t \to 0 \).

Indeed, the standard approach \([2, 3, 4, 5]\) is to take \( \hat{A}_{\mu\alpha}^{(\text{noisy})} \) with \( \lambda = \beta = \gamma = 0 \) as a proxy for the force projections, which results in

\[
\hat{A}_{\mu\alpha}^{(\text{noisy})} = \hat{A}_{\mu\alpha} - (\partial_{x_{\alpha}} c_\alpha) \frac{2 \Delta \mu_{\nu}}{\Delta t^2} - (\partial_{v_{\alpha}} c_\alpha) \frac{3 \Delta \mu_{\nu}}{\Delta t^3} + O(\eta^2)
\]

(S44)

Here we propose to will make use of the free parameters \( \lambda, \beta \) and \( \gamma \), to find a construction for our estimator such that the divergent cross-terms in Eq. (S43) cancel. Thus, we solve the following equations for \( \{\lambda, \beta, \gamma\} \):

\[
\langle \overline{y}_{\nu}(\beta, \gamma) f_{\mu}^{(a)}(\eta) \rangle = [(\beta + \gamma) - 2(1 - (\beta + \gamma))] \Delta \mu_{\nu}
\]

(S45)

\[
\langle f_{\nu}^{(v)}(\eta; \lambda) f_{\mu}^{(a)}(\eta) \rangle = [3\lambda - 3] \Delta \mu_{\nu}
\]

(S46)

These terms vanish for \( \lambda = 1 \) and \( \beta + \gamma = 2/3 \). There is thus a remaining freedom in the choice of \( \beta \) and \( \gamma \). For simplicity, we choose the symmetric option \( \beta = \gamma = 1/3 \). We have thus
determined optimal 'conditioning variables', i.e. the arguments \( y \) and \( \hat{w} \) of the basis function \( c_\alpha(y, \hat{w}) \), that are constructed in such a way that any measurement noise-induced cross-terms cancel.

Thus, an unbiased estimator for the force projections in the presence of measurement noise is

\[
\hat{F}_{\mu\alpha}^{(\text{noisy})} = \langle \hat{a}_\mu^{(\text{noisy})} c_\alpha(\bar{y}(t), \hat{w}(t)) \rangle - \frac{1}{2} \langle \left( \partial_{\beta\gamma} c_\alpha(\bar{y}(t), \hat{w}(t)) \right) \sigma_{\mu\nu}^{(\text{noisy})} (\bar{y}(t), \hat{w}(t)) \rangle + O(\Delta t, \eta^2) \quad (S47a)
\]

\[
\bar{y} = \frac{1}{3} (y(t - \Delta t) + y(t) + y(t + \Delta t))
\]

\[
\bar{w} = \frac{y(t + \Delta t) - y(t - \Delta t)}{2\Delta t}
\]

\[
\hat{a}^{(\text{noisy})} = \frac{y(t + \Delta t) - 2y(t) + y(t - \Delta t)}{\Delta t^2}
\]

Clearly, these equations show that to infer the deterministic term, we have to first find an estimator for the stochastic term \( \sigma_{\mu\nu}^{(\text{noisy})} \) that is not biased due to measurement noise.

### 3.2 Stochastic term

To derive an unbiased estimator for the stochastic term in the presence of measurement noise, we follow a very similar line of thought to the derivation of the noisy estimator for the deterministic term. Specifically, using the increments of the process, we derive an estimator constructed such that the bias-terms due to measurement noise \( \eta(t) \) vanish. However, in contrast to the estimator for the deterministic term, we now consider an estimator constructed from four points around \( t \), \( \{t - \Delta t, t, t + 2\Delta t, t + 3\Delta t\} \). This gives us three increments, rather than two as before, to construct our estimator. This additional freedom is required to construct an estimator that is not spoilt by measurement noise.

As before, we first start by constructing increments of the form

\[
\Delta y^{(n)}_{\mu} = y_{\mu}(t + n\Delta t) - y_{\mu}(t)
\]

but now with \( n = \{1, 2, 3\} \). We will later transform our results to a notation centered around \( t \). Similar to Eq. (S20), we expand these increments, now including the measurement noise

\[
\Delta y^{(n)}_{\mu} = \Delta x^{(n)}_{\mu} + \Delta \eta^{(n)}_{\mu} = v_{\mu,0}^{(n)} + \sigma_{\mu\nu} I_{00}^{(n)} + \Delta \eta^{(n)}_{\mu} + F_{\mu,0} I_{00}^{(n)} + \left( \partial_{\nu\tau} \sigma_{\mu\nu} \right) I_{0\nu\tau}^{(n)} + O(\Delta t^{5/2})
\]

(S49)

\[
\Delta^{(n,m)}_{\mu\nu} := \Delta y^{(n)}_{\mu} \Delta y^{(m)}_{\nu}
\]

(S50)

Since we are aiming to infer the term \( \sigma_{\mu\nu} I_{0\nu}^{(n)} \), which has zero average, we need to consider products of the increments (similar to the noise-free version (S30), where \( \tilde{\sigma}^2 \sim \hat{a}^2 \).

We thus aim to construct an estimator of the form

\[
\Delta t^{-3} \left\{ c_\alpha(\bar{y}, \bar{w}) \sum_{1\leq m\leq n\leq 3} k_{mn} \Delta^{(n,m)}_{\mu\nu} \right\} \tilde{\epsilon}_{\mu\nu}^2 + O(\Delta t, \eta^2)
\]

(S51)
We therefore need to find the coefficients $k_{mn}$ for the linear combination of increment products and conditioning coordinates $\tilde{y}$ and $\tilde{w}$ such that all dynamical and measurement noise cross-terms except for $\sigma^2$ cancel out to first order.

We start by expanding the increment products

$$
\Delta_{\mu
u}^{(n,m)} = \nu_{\mu} \nu_{\nu} (nm \Delta t^2) + \sigma_{\mu\nu} \sigma_{\nu\tau} I_{\eta_{\tau}}^{(m)} I_{\eta_{\mu}}^{(n)} + \Delta t^3
$$

$$
+ (n \nu_{\mu} \nu_{\eta} I_{\eta_{\nu}}^{(m)} + n \nu_{\nu} \nu_{\eta} I_{\eta_{\mu}}^{(n)}) \Delta t + (n \nu_{\mu} \Delta \eta_{\nu}^{(n)} + n \nu_{\nu} \Delta \eta_{\mu}^{(m)}) \Delta t + O(\Delta t^7/2)
$$

(S52)

Note that the last two terms in this expansion are zero on average, so one might think that we do not have to include them in the derivation of $k_{mn}$. This is correct in the case of constant noise. However, in the case of multiplicative noise, these terms correlate with terms in the expansion of the basis function $c_a(\tilde{y}, \tilde{w})$, so we have to consider them.

Deriving the coefficients $k_{mn}$ is essentially a linear algebra problem, so we define the vectors

$$
d_{\mu\nu}^{nm} = (\Delta_{\mu
u}^{(1,1)} \Delta_{\mu
u}^{(2,2)} \Delta_{\mu
u}^{(3,3)} \Delta_{\mu
u}^{(1,3)} \Delta_{\mu
u}^{(2,3)} \Delta_{\mu
u}^{(1,2)})^T
$$

(S53)

$$
k_{\mu\nu}^{nm} = (k_{11} k_{22} k_{33} k_{13} k_{23} k_{12})^T
$$

(S54)

$$
t_{\mu\nu} = (\nu_{\mu} \nu_{\nu} \Delta t^2, \sigma_{\mu\nu}^2 \Delta t^3, \Delta \eta_{\mu\nu}, F_{\mu} \nu_{\nu} \Delta t^2, \nu_{\mu} \sigma_{\nu\rho} I_{\eta_{\rho}}^{(1)}, \nu_{\mu} \sigma_{\nu\rho} I_{\eta_{\rho}}^{(2)}, \nu_{\mu} \sigma_{\nu\rho} I_{\eta_{\rho}}^{(3)})^T
$$

(S55)

Note, that in the definition of $t_{\mu\nu}$ we have temporarily discarded the symmetry under exchange of $\mu, \nu$ for simplicity. We will later symmetrize our results to regain this symmetry. Furthermore, we have discarded the last term in Eq. (S52) in our definition of $t_{\mu\nu}$. We will ignore this term in our derivation of $k_{mn}$ as we can take care of it through our choice of conditioning coordinates $\tilde{y}$ and $\tilde{w}$.

With these definitions, we explicitly evaluate the increment products:

$$
d_{\mu\nu}^{nm} = R^T \cdot t_{\mu\nu} + O(\Delta t^7/2)
$$

(S56)

where

$$
R = 
\begin{pmatrix}
1 & 4 & 9 & 3 & 6 & 2 \\
1/3 & 8/3 & 9 & 4/3 & 14/3 & 5/6 \\
2 & 2 & 1 & 1 & 1 \\
2 & 16 & 54 & 12 & 30 & 6 \\
2 & 0 & 0 & 3 & 0 & 2 \\
0 & 4 & 0 & 0 & 3 & 1 \\
0 & 0 & 6 & 1 & 2 & 0
\end{pmatrix}
$$

(S57)

Thus, a general estimator for the variable $V$ is given by solving the equation

$$
\hat{V}_{\mu\nu} = k_{\mu\nu}^{nm} \cdot d_{\mu\nu}^{nm} = \ell_V \cdot t_{\mu\nu}
$$

(S58)

for $k_{\mu\nu}^{nm}$. In our case the two quantities of interest are $\sigma^2$ and $\Lambda$, as we may also wish to infer the amplitude of the measurement noise from the data. The constraint vectors $\ell_V$ for these quantities are given by

$$
\ell_{\sigma^2} = (0, 1, 0, 0, 0, 0)^T
$$

(S59)

$$
\ell_{\Lambda} = (0, 0, 1, 0, 0, 0)^T
$$

(S60)
So far, we have derived everything in "(nm)-space", for increments as defined in Eq. (S48), which has the key advantage that they are easy to expand. However, for the final form of our estimators, we choose a more natural definition of the increments,

\[
\Delta y^{(-)}_{\mu} = y_{\mu}(t + \Delta t) - y_{\mu}(t) \\
\Delta y^{(0)}_{\mu} = y_{\mu}(t + 2\Delta t) - y_{\mu}(t + \Delta t) \\
\Delta y^{(+)}_{\mu} = y_{\mu}(t + 3\Delta t) - y_{\mu}(t + 2\Delta t)
\]  
(S61)

For this "(+−)-space", we define, similarly to before,

\[
d^{+−}_{\mu\nu} = \left( \Delta^{(0,0)}_{\mu\nu}, \Delta^{(-,-)}_{\mu\nu}, \Delta^{(+,+)}_{\mu\nu}, \Delta^{(0,+)}_{\mu\nu}, \Delta^{(0,-)}_{\mu\nu} \right)^T
\]  
(S62)

\[
k^{+−} = (k_{00}, k_{-−}, k_{++}, k_{+−}, k_{0+}, k_{0−})^T
\]  
(S63)

We can transform between the two spaces using

\[
d_{\mu\nu}^{nm} = M d_{\mu\nu}^{+−}
\]  
(S64)

with the transformation matrix

\[
M = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 2 & 0 \\
1 & 1 & 1 & 2 & 2 & 2 \\
0 & 1 & 0 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 & 1 & 2 \\
0 & 1 & 0 & 0 & 0 & 1
\end{pmatrix}
\]  
(S65)

Thus, we need to solve the transformed equation

\[
Q k^{+−} = \ell_V
\]  
(S66)

where \(Q = R(M^T)^{-1}\). Finally, we add two additional constraints to the matrix \(Q\) which ensure that the final estimator is symmetric in the increments,

\[
Q_{\text{sym}} k^{+−}_{\text{sym}} = \ell_{V,\text{sym}}
\]  
(S67)

We can now solve for the coefficients:

\[
k^{+−}_{\text{sym}} = Q_{\text{sym}}^{-1} \ell_{V,\text{sym}}
\]  
(S68)

where \(Q_{\text{sym}}^{-1}\) is the Moore-Penrose pseudoinverse of the non-square matrix \(Q_{\text{sym}}\). This yields

\[
k^{+−}_{\text{sym}}(\sigma^2) = \frac{6}{11} (-1, 1, 1, -6, 1, 1)^T
\]  
(S69)

\[
k^{+−}_{\text{sym}}(\Lambda) = \frac{1}{44} (10, 1, 1, 8, -10, -10)^T
\]  
(S70)

With this solution for the coefficients, the estimator for \(\sigma^2\) is now operational for the case of constant noise. The estimator for \(\Lambda\) is valid equally in the case of multiplicative noise.

As we noted before, in the case of multiplicative noise, we need to adjust the conditioning variables \(\tilde{y}\) and \(\tilde{w}\) in order to avoid divergent biases due to the last term in Eq. (S52), similar to
the case of the deterministic term. As our estimator is a four-point construct, we also construct
the conditioning variables from four points:

\[
\bar{y}_\mu = \sum_{n=0}^{3} a_n y_\mu(t + n\Delta t) = \bar{x}_\mu + \bar{\eta}_\mu \{ a_n \} \tag{S71}
\]

\[
\bar{w}_\mu = \frac{1}{\Delta t} \left[ b_1 \Delta y_\mu^{(-)} + b_2 \Delta y_\mu^{(0)} + b_3 \Delta y_\mu^{(+) \downarrow} \right] = \delta_\mu + \frac{\mathcal{S}_\mu^{(v)}(\eta, \{ b_n \})}{\Delta t} \tag{S72}
\]

where \( \sum_{n=0}^{3} a_n = \sum_{n=1}^{3} b_n = 1 \). Similarly to before (Eq. (S42)), we expand the basis functions

\[
c_a(\tilde{y}, \tilde{w}) = c_a(\tilde{x}, \tilde{v}) + (\partial_{x_\mu} c_a) \tilde{\eta}_\mu(\{ a_n \}) + (\partial_{v_\nu} c_a) \frac{\mathcal{S}_\nu^{(v)}(\eta, \{ b_n \})}{\Delta t} + \mathcal{O}(\eta^2) \tag{S73}
\]

The remaining bias in our estimator (Eq. (S51)) is due to the last term in Eq. (S52),

\[
q_{\mu v}^{(m,n)} = (m v_\mu \Delta \eta_\nu^{(m)} + n v_\nu \Delta \eta_\mu^{(m)}) \Delta t \tag{S74}
\]

We define

\[
q_{\mu v}^{nm} = \begin{pmatrix} q_{\mu v}^{(1,1)}, q_{\mu v}^{(2,2)}, q_{\mu v}^{(3,3)}, q_{\mu v}^{(1,3)}, q_{\mu v}^{(2,3)}, q_{\mu v}^{(1,2)} \end{pmatrix}^T \tag{S75}
\]

and can thus write

\[
\Delta t^{-3} \left\langle c_a(\tilde{y}, \tilde{w}) k_{\text{sym}}^{mn} \cdot q_{\mu v}^{nm} \right\rangle = \langle v^2_\mu, c_a(\tilde{x}, \tilde{v}) \rangle
\]

\[
+ \Delta t^{-3} \left\langle k_{\text{sym}}^{mn} q_{\mu v}^{nm} \left( (\partial_{x_\mu} c_a) \tilde{\eta}_\mu(\{ a_n \}) + (\partial_{v_\nu} c_a) \frac{\mathcal{S}_\nu^{(v)}(\eta, \{ b_n \})}{\Delta t} \right) \right\rangle + \mathcal{O}(\Delta t, \eta^2) \tag{S76}
\]

This shows that the bias terms are of order \( \Delta t^{-3} \) and \( \Delta t^{-4} \), and thus diverge in the limit \( \Delta t \to 0 \).

We now need to find coefficients \( \{ a_n \} \) and \( \{ b_n \} \) such that

\[
\left\langle k_{\text{sym}}^{mn} q_{\mu v}^{nm} \tilde{\eta}_\mu(\{ a_n \}) \right\rangle = 0 \tag{S77}
\]

\[
\left\langle k_{\text{sym}}^{mn} q_{\mu v}^{nm} \frac{\mathcal{S}_\nu^{(v)}(\eta, \{ b_n \})}{\Delta t} \right\rangle = 0 \tag{S78}
\]

We start by explicitly evaluating \( q_{\mu v}^{nm} \):

\[
q_{\mu v}^{nm} = \frac{F}{\Delta t} \cdot h_\mu \cdot (v_\nu \Delta t) \tag{S79}
\]

where

\[
\frac{F}{\Delta t} = \begin{pmatrix} -2 & 2 & 0 & 0 \\ -4 & 0 & 4 & 0 \\ -6 & 0 & 0 & 6 \\ -5 & 0 & 3 & 2 \\ -4 & 3 & 0 & 1 \\ -3 & 2 & 1 & 0 \end{pmatrix} \tag{S80}
\]

and

\[
h_\mu = (\eta_\mu(t), \eta_\mu(t + \Delta t), \eta_\mu(t + 2\Delta t), \eta_\mu(t + 3\Delta t))^T. \tag{S81}
\]
We first focus on the conditioning of the configurational (position-like) coordinate, i.e. solving Eq. (S77). Defining \( \mathbf{a} = (a_0, a_1, a_2, a_3)^T \), Eq. (S77) becomes

\[
\left\langle \left( \mathbf{k}_{\text{sym}}^{mn} \cdot \mathbf{q}_{\mu \nu}^{nm} \right) (\mathbf{a} \cdot \mathbf{h}_p) \right\rangle = 0 \quad (S82)
\]

Evaluating \( \mathbf{k}_{\text{sym}}^{mn} \cdot \mathbf{q}_{\mu \nu}^{nm} = \mathbf{F}^T \cdot \mathbf{M} \cdot \mathbf{k}_{\text{sym}}^{+\rightarrow} (\sigma^2) \) yields

\[
= \frac{1}{11} (-30, 36, 42, -48)^T \quad (S84)
\]

shows that Eq. (S77) is solved by

\[
\mathbf{a} = \frac{1}{4} (1, 1, 1)^T. \quad (S85)
\]

Next, we find the conditioning of the velocity coordinate, i.e. solving Eq. (S78). Defining \( \mathbf{b} = (b_1, b_2, b_3)^T \), Eq. (S78) becomes

\[
\left\langle \left( \mathbf{k}_{\text{sym}}^{mn} \cdot \mathbf{q}_{\mu \nu}^{nm} \right) \frac{\mathbf{b} \cdot \mathbf{F} \cdot \mathbf{h}_p}{\Delta t} \right\rangle = 0 \quad (S86)
\]

where

\[
\mathbf{F} = \begin{pmatrix}
-1 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & -1 & 1
\end{pmatrix} \quad (S87)
\]

are the coefficients of the measurement noise \( \mathbf{h} \) in the velocity estimator \( \tilde{\mathbf{w}} \). Evaluating

\[
\mathbf{F} \cdot \mathbf{k}_{\text{sym}}^{mn} \cdot \mathbf{q}_{\mu \nu}^{nm} = \mathbf{F} \cdot \mathbf{F}^T \cdot \mathbf{M} \cdot \mathbf{k}_{\text{sym}}^{+\rightarrow} (\sigma^2) \\
= \frac{6}{11} (11, 1, -15)^T 
\]

shows that Eq. (S78) is solved by

\[
\mathbf{b} = \frac{1}{6} (1, 4, 1)^T. \quad (S90)
\]

Summarizing, an unbiased estimator for the projection coefficients of the multiplicative stochastic term in the presence of measurement noise is given by

\[
\tilde{\sigma}_{\mu \nu}^{\text{(noisy)}} = \Delta t^{-3} \left\langle c_{\mu} (\tilde{\mathbf{y}}, \tilde{\mathbf{w}}) \mathbf{k}_{\text{sym}}^{+\rightarrow} \cdot \mathbf{d}_{\mu \nu}^{+\rightarrow} \right\rangle \quad (S91a)
\]

\[
\mathbf{k}_{\text{sym}}^{+\rightarrow} = \frac{6}{11} (-1, 1, 1, -6, 1, 1)^T \quad (S91b)
\]

\[
\tilde{\mathbf{y}} = \frac{1}{4} (y(t - \Delta t) + y(t) + y(t + \Delta t) + y(t + 2\Delta t)) \quad (S91c)
\]

\[
\tilde{\mathbf{w}} = \frac{\Delta y^{(-)} + 4\Delta y^{(0)} + \Delta y^{(+)}}{6\Delta t} \quad (S91d)
\]

with \( \Delta y^{(+/-)} \) as defined by Eq. (S61) and

\[
\mathbf{d}_{\mu \nu}^{+\rightarrow} = \left( \Delta y^{(-)}_{\mu}, \Delta y^{(0)}_{\mu}, \Delta y^{(+)}_{\mu}, \Delta y^{(-)}_{\nu}, \Delta y^{(0)}_{\nu}, \Delta y^{(+)}_{\nu}, \Delta y^{(-)}_{\mu}, \Delta y^{(+)}_{\mu}, \Delta y^{(-)}_{\nu}, \Delta y^{(+)}_{\nu} \right)^T \quad (S92)
\]
3.3 Scaling of the inference error with the measurement noise amplitude

To determine the critical measurement noise amplitude at which the estimators fail, we investigate the scaling of the error curves with the observation time interval $\Delta t$. We find that the error curves of the estimator without noise correction (section 2.2) collapse with $\sigma \Delta t^{3/2}$, while the curves of the estimator with noise correction (section 3.1) collapse with $\Delta t$.

Figure S1: Error scaling of the force estimator in the presence of measurement noise. A. Top: mean-square-error for the estimator without noise correction (section 2.2) as a function of the measurement noise amplitude $|\eta|$ for different values of $\Delta t$. Bottom: Data collapse by dividing by $\Delta t^{3/2}$. B. Top: same plot as in B, but for different values of $\sigma$. Bottom: Data collapse by dividing by $\sigma$. C. Top: mean-square-error along the trajectory for the estimator with noise correction (section 3.1) as a function of the measurement noise amplitude $|\eta|$ for different values of $\Delta t$. Bottom: Data collapse by dividing by $\Delta t$. 
4 Inference from experimental single cell trajectories

Here, we discuss the inference from experimental single cell trajectories shown in Fig. 2 of the main text in more detail. Specifically, we show that the experimental trajectories contain enough information to perform inference, and that the inferred models can be inferred self-consistently. Details on cell culture, experimental protocols and tracking procedures can be found in ref. [5].

4.1 Information content of experimental single cell trajectories

As discussed in the main text, the observed trajectories are limited in length due to the finite life-time of a single cell, up until the point where it divides. The expected mean-squared-error in the inferred flow field projected onto a basis $b$ is given by

$$\delta \hat{F}^2 / \hat{F}^2 \sim N_b / 2 \hat{I}_b,$$

where $N_b$ is the number of degrees of freedom in the basis $b$, i.e. the number of fit parameters. $\hat{I}_b$ is the empirical estimate of the information content of the trajectory of length $\tau$, given by

$$\hat{I}_b = \tau \frac{\partial^2}{\partial y^2} \hat{F}_{\mu \alpha} \hat{F}_{\nu \alpha},$$

measured in natural information units ($1 \text{ nat} = 1 / \log 2 \text{ bits}$). We estimate this information by projecting onto a third-order polynomial basis, and find that the average information per trajectory is 94.2 nats (Fig. S2). To perform accurate inference, we need $\hat{I}_b \gg N_b$. In previous work [5, 8], we inferred models averaged over large numbers of cell trajectories using a basis of $30 \times 30$ coarse-grained bins, i.e. $N_b = 900$. Thus, single-cell inference was not possible with this approach. In contrast, here we use the partial information to guide a principled selection of basis functions, which shows that most of the information is captured by a symmetrised third-order polynomial basis $\{x, v, x^3, x^2v, xv^2, v^3\}$. Thus, we infer $N_b = 6$ parameters and the criterion $\hat{I}_b \gg N_b$ is fulfilled.

4.2 Self-consistency test of the single-cell inference

To test whether the inferred single-cell models are self-consistent, we simulate trajectories based on the inferred dynamics (Fig. S3). These trajectories perform stochastic transitions on a similar time-scale to the experimental trajectories and exhibit similar oscillation loops in the $xv$-phase space (Fig. S3E,F). To test model stability, we simulate trajectories of the same length as the experimental ones and sample at the same time interval as in experiment ($\Delta t = 10 \text{ min}$). From these trajectories, we then infer a bootstrapped flow field, which exhibits similar qualitative features as the original flow field inferred from experiments (Fig. S3G). To quantify this, we directly compare the values of the bootstrapped $F(x, v)$ relative to the experimentally inferred $F(x, v)$ along the experimental trajectory (Fig. S3H), which shows strong correlation with a typical mean-squared-error of order 0.3. Thus, SIFI with a symmetrised third-order polynomial basis provides robust, self-consistent models for single-cell trajectories.
Figure S2: **Information content of single cell trajectories.** Histogram of the information content $\hat{I}_b$ of $N = 149$ single cell trajectories, obtained by projecting onto a third-order polynomial basis. The information is measured in natural information units (1 nat = $1/\log 2$ bits). The average information per trajectory is 94.2 nats.
Figure S3: **Inferring single-cell models from two-state migration trajectories.** A. Experimentally recorded trajectory of the cell nucleus position, sampled at a time-interval $\Delta t = 10$ min. B. $xv$-plot of the trajectory shown in A. C. Flow field inferred from the trajectory in A using SIFI with a symmetrised third-order polynomial basis, $\{x, v, x^3, x^2v, xv^2, v^3\}$. D. Partial information of the trajectory shown in A, projected onto a third-order polynomial basis. The total estimated information $\hat{I}_b$ of the trajectory is given. E. Trajectory simulated using the inferred model, consisting of the deterministic flow field in C and the inferred constant noise amplitude. The process is simulated at a small time-interval and subsequently sampled at the experimental time-interval $\Delta t = 10$ min. F. $xv$-plot of the simulated trajectory shown in E. G. Bootstrapped flow field inferred from the simulated trajectory in E using SIFI with a symmetrised third-order polynomial basis. H. Scatter plot of the deterministic term evaluated at the points visited by the experimental trajectory, comparing the flow field inferred from experiment against the bootstrapped result. The mean-squared-error (MSE) and the Pearson $r$-coefficient are given. Inset: histogram of the mean-squared-error of $N = 300$ bootstrap realizations. The four subfigures correspond to four individual cell trajectories. The top subfigure corresponds to the trajectory shown in Fig. 2 of the main text.

5 Model details and simulation parameters for numerical results

To benchmark SIFI, we apply it to several canonical examples of inertial stochastic processes (Fig. 1-3). To simulate these processes, we employ a simple discretization scheme

$$x(t + dt) = x(t) + v(t)dt$$

(S95)

$$v(t + dt) = v(t) + F(x(t), v(t))dt + \sqrt{dt} \sigma(x(t), v(t)) \cdot \zeta(t)$$

(S96)

where $\zeta$ is a vector of independent Gaussian random numbers with zero mean and unit variance. We simulate this equation with a small time interval $dt$ to ensure numerical stability. To generate a realistic experimental position trajectory, we sample the simulated trajectory with a larger interval $\Delta t$ and add uncorrelated measurement noise to the positions. We use $dt = \Delta t/20$ throughout. Thus, SIFI only has access to the trajectory

$$\{y(0), y(\Delta t), y(2\Delta t), ..., y(\tau - \Delta t), y(\tau)\} \text{ where } y(t) = x(t) + \eta(t)$$

(S97)

and $\eta$ is a vector of independent Gaussian random numbers with zero mean and unit variance, such that

$$\eta_\mu(t)\eta_\nu(t') = \Lambda \delta_{\mu\nu} \delta(t - t')$$

(S98)

and we define $|\eta| = \sqrt{\Lambda}$. The total duration of a trajectory with $N_{\text{steps}}$ observation points given by $\tau = N_{\text{steps}}\Delta t$.

5.1 Damped harmonic oscillator (Fig. 1)

We simulate the 1D stochastic damped harmonic oscillator,

$$\dot{v} = -\gamma v - kx + \sigma \xi$$

(S99)

We use $\gamma = k = \sigma = 1$ in all panels. Furthermore, we use Fig. 1A-C: $N_{\text{steps}} = 10^3, \Delta t = 0.1, |\eta| = 0$
Figure S4: **Inferring Van der Pol dynamics with a Fourier basis.** A. Same trajectory as in Fig. 2A in the main text. B. SIFI applied to the trajectory in A with basis functions \( b = \{ \sin(a_x x), \sin(a_v v), \sin(a_x x) \cos(a_v v), \cos(a_x x) \sin(a_v v) \} \). In general, a reasonable choice of the non-linear parameters \( a_x, a_v \) is \( a_x = \frac{2\pi}{L_x}, a_v = \frac{2\pi}{L_v} \), where \( L_x, L_v \) are the widths of the sampled phase space in the \( x \) and \( v \) directions, respectively. From the trajectory in A, we see that \( L_x = 6, L_v = 12 \) are reasonable choices. **Inset:** inferred components of the force along the trajectory versus the exact values.

5.2 **Van der Pol oscillator (Fig. 2)**

For the Van der Pol oscillator, we use \( \mu = 2, \sigma = 1 \) throughout. In Fig. 2A-C, we simulate the 1D Van der Pol oscillator

\[
\dot{v} = \mu (1 - x^2)v - x + \sigma \xi
\]  

(S100)

with \( \Delta t = 0.01, N_{\text{steps}} = 10^4, |\eta| = 0.002 \). As shown in Supplementary Fig. 1, we recover the dynamics similarly well using a Fourier basis rather than a polynomial basis in the inference. In Fig. 2 G-J, we simulate the 1D Van der Pol oscillator with multiplicative noise

\[
\dot{v} = \mu (1 - x^2)v - x + \sigma(x, v) \xi
\]  

(S101)

where \( \sigma^2(x, v) = \sigma_0 + \sigma_x x^2 + \sigma_v v^2 \). We use \( \sigma_0 = 1, \sigma_x = 0.3, \sigma_v = 0.1, \Delta t = 0.01, N_{\text{steps}} = 10^4, |\eta| = 0.002 \).

5.3 **Interacting flocks (Fig. 3)**

The model we simulate is a three-dimensional flock of \( N = 27 \) aligning self-propelled particles, with "soft Lennard-Jones"-type interactions. The particles are initialized on a \( 3 \times 3 \times 3 \) grid with zero velocity. The force on particle \( i \) is given by

\[
F_i = \gamma (v_0^2 - |v_i|^2)v_i + \sum_{j \neq i} \left[ \epsilon_0 \frac{1 - (r_{ij}/r_0)^3}{(r_{ij}/r_0)^6} + \epsilon_1 \exp(-r_{ij}/r_1)v_{ij} \right]
\]  

(S102)
where \( r_{ij} = r_j - r_i \), \( v_{ij} = v_j - v_i \), while the noise \( \sigma \xi_i(t) \) on each particle is isotropic and uncorrelated with others. We choose the parameters \( \gamma = 1, v_0 = 1.5, \epsilon_0 = 4, r_0 = 2, \epsilon_1 = 1, r_1 = 3 \) and \( \sigma = 1 \), which result in a flocking behavior similar to that of bird flocks. The simulation is performed with a time step \( dt = 0.005 \). It is run for 2000 steps to reach steady state before recording, then the trajectory consisting in 1000 time points with time interval \( \Delta t = 0.02 \) is recorded.

For the inference, we employ a translation-invariant basis with single-particle and pair interaction terms that is invariant under particle exchange \( i \leftrightarrow j \), such that

\[
F_{i,\mu} \approx F^{(1)}_{\mu a} c^{(1)}_n (v_i) + F^{(2)}_{\mu a} \sum_{j \neq i} c^{(2)}_n (x_i - x_j, v_i, v_j) \tag{S103}
\]

The single particle fitting functions are chosen to be polynomials of order up to 3 in the velocity (20 functions). The pair interactions are chosen to be of two kinds: radial functions \( \sum_j k(r_{ij})r_{ij} \) and velocity alignment functions \( \sum_j k(r_{ij})v_{ij} \). We choose the same set of fitting kernels \( k(r) \) for both radial force and alignment, \( k_n(r) = \exp(-r/r_n) \) with \( r_n = 0.5n \) and \( n = 1 \ldots 8 \). The outcome of force inference is not very sensitive to this choice; \( r \)-dependent Gaussian kernels centered at different radii gives similar results. These result in 8 functions for each component of the vectors \( r_{ij} \) and \( v_{ij} \), hence 48 functions pair interaction functions. There are thus 68 functions in the basis, and thus 204 fit parameters for the force field. Inferring the diffusion tensor and these fit coefficients, we find that the total information in the trajectory presented in Fig. 3 of the main text is \( I = 320,000 \) nats – more than enough to precisely resolve these parameters. Indeed, we find a mean-squared error on the force of 0.015 along the trajectory; this error could be reduced by adding more functions to the basis.
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