Abstract
The ever-increasing requirements of security concerns have placed a greater demand for face recognition surveillance systems. However, most current face recognition techniques are not quite robust with respect to factors such as variable illumination, facial expression and detail, and noise in images. In this paper, we demonstrate that face recognition using support vector machines are sufficiently robust to different kinds of noise, does not require image pre-processing, and can be used with rather low image resolutions.
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1. INTRODUCTION

The recognition capability of human beings has no parallel even with current sophisticated computational power. The high degree of connectivity, and the capacity to learn through adaptation, are fundamental to the central nervous system. Consequently, the numerous highly interconnected biological neurons can outperform super computers in facial feature extraction, face detection and face recognition. For example, it takes very little time for an infant to recognise its parents, and, even for a child, picking a known face from a group photograph takes very little time for an infant to recognise its parents, and, even for a child, picking a known face from a group photograph is a trivial task. Achieving similar capabilities using machines is typically rather tedious. Nonetheless, recent advancements in computing capability have created inroads into such face recognition technology.

Face recognition approaches can broadly be classified into two categories. Early face recognition algorithms used simple geometric feature matching such as eyes, nose, mouth, and skin colour [1]–[3]. Later techniques use distances between the features as descriptors of faces [4]. This reduces the computational complexity drastically. However, such techniques rely heavily on feature extraction and measurement of facial features.

The second class of methods use template matching and generally operate directly on an image-based representation of faces; i.e., pixel intensity array [3, 5]. Thus, the need for the more cumbersome geometric feature extraction is eliminated. This class of methods is more practical and can operate in near real-time.

Successful face recognition technologies ought to have the capacity to deal with various changes in face images that include changes in orientation and expression. Surprisingly, the mathematical variations between the images of the same face due to illumination and viewing direction are almost always larger than image variations due to change in face identity. This presents a great challenge to face recognition [6, 7].

Support Vector Machines (SVMs), developed by Vapnik [8], have been used in a number of applications including pattern recognition [9], and isolated handwritten digit recognition [8]. SVMs have also been used in face recognition singly as in [10], or jointly with other techniques such as kernel principal component analysis (PCA) [11], Gabor features [12], binary edge map [13], scale-invariant feature transform [14], and multi-scale PCA based on Gabor wavelets in [15]. In the context of such applications, the robustness of singular value decomposition with PCA is discussed in [16], and the robustness of combining global and local features compared with PCA in [17]. Although the robustness of SVMs per se have been discussed in the past, to the best knowledge of the authors, the robustness of SVMs for face recognition applications has not been discussed.

The objectives of this paper are three-fold: First, we demonstrate that in terms of face-recognition accuracy, a face-recognition procedure that uses SVMs works best when not used in conjunction with typical image pre-processing procedures. Second, SVMs perform better when it is has access to the whole image, rather than the features extracted via, for instance, PCA. Third, when SVMs are used alone for face-recognition, it is quite robust to reasonable levels of different kinds of noise, and to changes in face details.

The paper is organised as follows: In Section 2, we introduce support vector machines, and principal component analysis in Section 3. Typical image pre-processing steps used in face recognition are discussed in Section 4. The efficacy of using only SVMs, and the robustness of such a technique, are brought out through the simulation results in Section 5.

2. SVMs FOR FACE-RECOGNITION

Face recognition is a multi-class problem. In this paper we study the robustness of support vector machines (SVMs) to achieve this multi-classification. Essentially, SVMs are maximum margin classifiers. In its simplest form, the linear SVM classifier determines a hyperplane that separates two classes, \( C_i \) and \( C_j \). If \( \{(x_i, d_i)\}, 1 \leq i \leq N \), is a set of training examples, where \( x_i \in R^n \) belong to one of two classes, and the class labels \( d_i \) take one of two possible values, the basic idea here is to determine a separating hyperplane \( f(x) = w^T x + b \) if one exists. Here, \( w \in R^n \) is the weight vector, and \( b \) the bias. For any training sample \( x_i \), the sign of \( f(x_i) \) indicates on which side of the hyperplane \( x_i \) is positioned; that is, the class of \( x_i \). The discriminant \( f(x) = 0 \) defines the hyperplane, and if the bias \( b=0 \), the hyperplane passes through the origin of \( R^n \).

For the above linear classifier a hyperplane \( f(x) = 0 \), when it exists, separates the two classes \( C_i \) and \( C_j \). The closest data
point is referred to as the margin of separation. An SVM linear classifier maximizes this margin of separation. Therefore, the separating hyper plane is determined such that \( f(x) \geq \eta \) if \( x_i \in C_1 \) and \( f(x) \leq \eta \) if \( x_i \in C_2 \) for some fixed \( \eta \). Without loss of generality, \( \eta = 1 \); otherwise, the weight vector \( w \) and the bias \( b \) can always suitably be scaled.

The problem of finding the optimal hyperplane that maximizes the margin of separation can be restated as the following quadratic optimization problem:

\[
\min_{w, b} \frac{1}{2} w^T w \\
\text{subject to the constraints} \\
d_i (w^T x_i + b) \geq 1, \quad 1 \leq i \leq N
\]

This leads to the following solution: \( w = \sum_{i=1}^{N} \alpha_i d_i x_i \)

where \( \sum_{i=1}^{N} \alpha_i d_i = 0 \)

These concepts can be extended to the non-separable case. Here, the constraints are modified as follows:

\[
d_i (w^T x_i + b) \geq 1 - \xi_i, \quad 1 \leq i \leq N
\]

Where \( \xi_i \) s are the slack variables. The data points lie inside the region of separation if \( \xi_i \in [0, 1] \). The problem of finding the optimal hyperplane is now stated as follows:

\[
\min_{w, \xi} \frac{1}{2} w^T \phi(x) + M \sum_{i=1}^{N} \xi_i \\
\text{subject to the aforementioned constraints, where } \phi(x) \text{ is the feature vector. The solution to this is } \phi(x) = \sum_{i=1}^{N} \alpha_i d_i \phi(x_i), \text{ and the hyperplane described by } \sum_{i=1}^{N} \alpha_i d_i \phi(x) = 0. \text{ More generally, the optimal hyperplane can be defined by }
\]

\[
\sum_{i=1}^{N} \alpha_i d_i K(x, x_i) = 0
\]

where \( K(x, x_i) \) is an inner-product kernel which is a symmetric function of its arguments. There are several choices of such kernels; in this paper we choose the polynomial learning machine:

\[
K(x, x_i) = (x^T x_i + 1)^2
\]

Since SVMs are essentially binary classifiers, multi-classification is achieved using either one of the following strategies [18]-[20]: (i) one-against-one and (ii) one-against-all. If \( M \) is the number of classes, the former strategy requires \( \frac{1}{2}M(M - 1) \) discriminant functions, and hence as many SVMs, and the latter strategy, only \( M - 1 \) SVMs are required. Therefore, structurally the latter strategy is simpler to implement, and has been widely used for face recognition; for instance, [13]. It has been frequently commented that both strategies are equally effective. In this paper, we follow the one-against-one strategy and demonstrate that, at the cost of extra complexity; this strategy either outperforms, or is as effective as, other strategies for face recognition that uses SVM.

During the training phase of an SVM for two classes, the images are mapped into a higher dimensional space via an inner-product kernel to linearly separate the data. As mentioned earlier, the kernel used is a polynomial kernel of degree 2, present with an inherent bias. The optimum hyperplane is obtained by a quadratic optimization of the weight vector norm. The test sample is presented to all learning machines at the bottom of the tree, which selects an appropriate winning class on a layer-by-layer basis, till the winning class is obtained at the top. In this paper we use the SVM-KM Matlab toolbox [21].

### 3. PRINCIPAL COMPONENT ANALYSIS

The basic idea of Principal Component Analysis (PCA) is to transform a number of possibly correlated quantities into a smaller number of uncorrelated ones referred to as principal components. When applied to digitised images of human faces, these components are called eigenfaces. To generate these eigenfaces, the images, taken under the same lighting conditions, are normalized so that the eyes and mouths are lined up. Subsequently, these are re-sampled at the same pixel resolution.

The created eigenfaces appear as light and dark areas arranged in a specific pattern. These patterns determine the manner in which the different features of a face are singled out to be evaluated and scored. For instance, if there is any facial hair there is a pattern to evaluate symmetry. Similar remarks hold for the nose or mouth. However, other eigenfaces may have patterns that are less simple to identify, and, consequently, may have very little resemblance to a face.

The steps involved in creating a set of eigenfaces are as follows: First, the training set is pre-processed so that all the images in the set have the same resolution, and the faces roughly aligned. Further, using the vec operation, the columns of the two-dimensional matrix that forms the image is stacked to form a single column vector. These are then transposed and then arranged into a matrix, denoted \( T \), thus each row of \( T \) corresponds to an image. Secondly, the average value of the images is removed. In addition, the eigenvalues, and corresponding eigenvectors of the related covariance matrix \( S \) are then computed. These eigenvectors are the eigenfaces, and are the directions in which the images in the training set differ from the mean image. Thirdly, those eigenvectors associated with the larger eigenvalues are retained, discarding the others.

By projecting a new mean-subtracted image on to the eigenfaces, we can then determine the extent to which it differs from the mean face. The loss of information caused by projecting it on to a subset of all the eigenvectors is kept at an optimum level, and is related to those eigenvalues of \( S \) that have been discarded. In practical applications, an image of size 100x100, and hence having 10,000 eigenvectors, requires only about 20 to 60 eigenfaces.

### 4. IMAGE PRE-PROCESSING

In this paper, we use the database created by AT&T laboratories, Cambridge, UK – formerly referred to as the ORL Database – and available with the Speech, Vision, and Robotics Group of Cambridge University, UK. This database consists of
40 subjects with varying illumination, facial expressions (open or closed eyes, smiling or not smiling) and facial details (glasses or no glasses). The size of each image is 92x112 pixels. There are 10 images for each person. Of these, 5 images of a subject are used for training, and the remaining 5 for testing. Samples of images are shown in Fig. 1.

Fig.1. Samples of faces of four individuals in the database

An important phase in a typical face-recognition technique is pre-processing the images. The advantages of such pre-processing are reduction in the illumination variations by normalising with respect to lighting conditions, and a reduction in the overall computational complexity. Some of the pre-processing steps are histogram equalisation, median filtering and bi-cubic interpolation.

Histogram equalisation usually increases the global contrast of many images, especially when the usable data of the image is represented by close contrast values. Through this adjustment, the intensities can be better distributed on the histogram. This allows for areas of lower local contrast to gain a higher contrast without affecting the global contrast. Histogram equalisation accomplishes this by effectively spreading out the most frequent intensity values. The method is useful in images with backgrounds and foregrounds that are both bright or both dark. The calculation is not computationally intensive. A disadvantage of the method is that it is indiscriminate. It may increase the contrast of background noise, while decreasing the usable signal. It has been pointed out in [7] that histogram equalisation combined with median filtering reduces the effect of lighting variations in the face images. The process of histogram equalisation is shown in Fig. 2.

Fig.2. Histogram Equalisation

The key advantage of resizing through bi-cubic interpolation is that it produces smoother surfaces than any other interpolation technique. Bi-cubic interpolation takes into account 16 pixels in a rectangular grid, takes weighted average of pixels, and replaces then with a single pixel; accordingly, that pixel has the flavor of all the replaced pixels. This reduces redundant information.

Median filtering reduces the effects of illumination variations in a face database [7, 18]. The median filter is often used to remove noise from images or other signals. The idea is to examine a sample of the input and decide if it is representative of the signal. The edge preserving nature of median filter is claimed to be particularly helpful in improving the recognition accuracy.

5. RESULTS

The objectives of the study are three-fold. As mentioned earlier, we study the effect of pre-processing of images on face recognition accuracy (FRA) when multi-classification is achieved with SVMs using the strategy outlined earlier. In addition, we also discuss the effect on FRA when the features of the image are extracted, and these features passed on to an SVM-based face recognition technique. Finally, we study the robustness of such a technique toward noise in the images, and toward changes in the details of the face in the images.

We test our strategy of face recognition using SVMs on the ORL database mentioned earlier. Two hundred samples of images of faces (five for each individual) are randomly chosen as the training set. The remaining two hundred samples are used as the test set. For all the experiments considered here, we use a polynomial kernel with degree 2.

5.1 SVMs WITH PRE-PROCESSING

We consider here the effect of histogram equalization and median filtering on image resolutions. Accordingly, we consider the following scenarios:
(i) Images pre-processed with histogram equalisation and median filtering.
(ii) Images pre-processed with only median filtering.
(iii) Images not pre-processed by either histogram equalization or median filtering.
All experiments are conducted with four different image resolutions obtained by bi-cubic interpolation: 50x40, 20x20, 10x10, and 5x5.

The results are as shown in Fig. 3. Evidently, the achieved face recognition accuracy (FRA) is between 94% and 97.5%. Moreover, the figure suggests that SVMs work best without any pre-processing, and FRA is independent of the resolution size;
approximately 97% accuracy is achieved for all resolutions. (The minor anomaly of an increase of 0.5% in the case without any pre-processing for a resolution of 5x5 is perhaps due to numerical errors.) Further, there is very little effect of median filtering, and histogram equalisation has the worst effect on FRA. We recall that the database consists of faces of persons with varying illumination, facial expressions (open or closed eyes, smiling or not smiling) and facial details (glasses or no glasses). Despite these variations, our procedure of using only SVMs with the one-against-one strategy for multi-classification achieves reasonable FRA. Thus, our procedure is robust to changes in illumination, facial expressions and detail.

5.2 SVMs WITH PCA

In most face-recognition applications, SVMs have been used in conjunction with another technique; of these, PCA has been used more often. Here, we contrast the results presented earlier with those obtained when SVMs are used along with PCA. These are depicted in Fig. 4. Evidently, the overall FRA is poorer compared to when only SVMs are used. Further, pre-processing has a more significant effect on the FRA when SVM is used together with PCA. Although better accuracy is again obtained when no pre-processing is used, the values are lower than that shown in Fig. 3.

5.3 NOISE HANDLING CAPABILITY OF SVM

We study here the robustness of SVMs toward noise in the context of face recognition. We consider the following two scenarios:

5.3.1 Noisy Images in the Test Set

In the first set-up (referred to as Scenario A in the sequel) we assume that the images used for training has been obtained in a controlled environment but that the test images are not; e.g., in a biometric system setup in an organisation. Thus, the images used for training the system have very little noise, but the images used for testing are quite noisy. For these experiments, the noisy images were resized to 50x50, 40x40, 30x30, 20x20 and 10x10.

We first consider the effect of salt-and-pepper noise. It may be noted that salt-and-pepper noise affects the whole image, and this is the major type of noise to be dealt with when low-resolution cameras are used, especially in airports. Here, salt-and-pepper noise of different intensities are added to the images. (A noise intensity of, for instance, 0.25 implies that 25% of the face is affected with salt-and-pepper noise.) The results are shown in Fig. 5.

The maximum FRA achieved is still better than 97%, and is comparable to the no-noise case. Thus, there is very little effect on the FRA for reasonable levels of noise intensity, and this is relatively independent of the resolution size. Of course, it is natural to expect a drop in the FRA with higher levels of noise intensities, and noise to affect more the lower resolution images. Both effects can be observed in Fig. 5. The results of similar experiments when SVM is used together with PCA are shown in Fig. 6. It is clear from this figure that this procedure lacks robustness even with very low noise intensities. The results are also summarized in Tables 1 and 2. Thus SVMs, when used alone, are satisfactorily robust toward reasonable levels of salt-and-pepper noise.

Since median filter is the best to remove salt-and-pepper noise, the test images are pre-processed using such a filter. The accuracy achieved is consistently 97% across various noise levels. Along with median filter, when histogram equalization is also applied on the images, there is a slight decrease in accuracy from 97% to 95.5%.
Table 1. Salt-and-pepper noise: FRA with SVM

| Intensity / Resolution | 0.05 | 0.1 | 0.15 | 0.2 | 0.3 |
|------------------------|------|-----|------|-----|-----|
| 10x10                  | 97.5 | 97.0| 96.5 | 94.5| 89.5|
| 20x20                  | 97.0 | 97.0| 97.0 | 95.5| 91.5|
| 30x30                  | 97.0 | 96.5| 96.0 | 96.0| 92.0|
| 40x40                  | 97.0 | 97.0| 96.5 | 95.5| 91.0|
| 50x50                  | 96.5 | 97.0| 96.0 | 95.5| 94.0|

Table 2. Salt-and-pepper noise: FRA with SVM-plus-PCA

| Intensity / Resolution | 0.05 | 0.1 | 0.15 | 0.2 | 0.3 |
|------------------------|------|-----|------|-----|-----|
| 10x10                  | 65.5 | 62.5| 59.5 | 54.5| 38.5|
| 20x20                  | 94.0 | 93.0| 88.0 | 79.5| 52.0|
| 30x30                  | 94.5 | 93.0| 88.5 | 81.5| 54.0|
| 40x40                  | 94.5 | 93.5| 89.5 | 82.0| 55.0|
| 50x50                  | 95.0 | 93.5| 90.5 | 84.0| 58.0|

The effect of Gaussian noise is considered next. We add to the images zero-mean Gaussian noise with varying variance. The results are shown in Fig. 7 using SVM and Fig. 8 using PCA with SVM, and summarised in Tables 3 and 4.

Table 3. Gaussian noise: FRA with SVM

| Intensity / Resolution | 0.05 | 0.1 | 0.15 | 0.2 | 0.3 |
|------------------------|------|-----|------|-----|-----|
| 10x10                  | 97.5 | 96.0| 94.5 | 86.0| 63.0|
| 20x20                  | 96.5 | 96.5| 93.5 | 88.5| 73.0|
| 30x30                  | 93.0 | 95.0| 93.5 | 91.5| 75.0|
| 40x40                  | 97.5 | 96.5| 95.0 | 91.5| 73.0|
| 50x50                  | 96.0 | 97.0| 94.5 | 90.5| 72.5|

Table 4. Gaussian noise: FRA with SVM-plus-PCA

| Intensity / Resolution | 0.05 | 0.1 | 0.15 | 0.2 | 0.3 |
|------------------------|------|-----|------|-----|-----|
| 10x10                  | 63.5 | 55.0| 48.0 | 39.0| 24.5|
| 20x20                  | 93.0 | 85.0| 66.0 | 55.5| 27.5|
| 30x30                  | 93.5 | 84.5| 73.0 | 56.5| 31.0|
| 40x40                  | 94.5 | 85.5| 72.0 | 56.0| 27.0|
| 50x50                  | 93.5 | 85.0| 70.5 | 52.5| 29.0|

As is quite clear from Figures 7 and 8, the effect of Gaussian noise on FRA is similar to that of the effect of salt and pepper noise. Again, the face-recognition is better when SVMs are not used along with PCA. Similar comments can be made for Poisson noise. For brevity we do not include any figures; however, the results are summarized in Table 5.

Table 5. Poisson noise: FRA with SVM and SVM-plus-PCA

| Method / Resolution | SVM | SVM + PCA |
|---------------------|-----|-----------|
| 10x10               | 97.5| 65.0      |
| 20x20               | 97.0| 94.5      |
| 30x30               | 97.0| 94.5      |
| 40x40               | 97.0| 94.5      |
| 50x50               | 97.0| 94.5      |

We conclude here that SVMs are robust to different kinds of noise, and for reasonable levels of noise intensities for the first scenario.

5.3.2 Noisy Images in the Training Set

An example for Scenario B would be from forensics. Various images of a person are available from different sources, taken in different locations and different conditions. When the identity of a captured person is to be verified, his image, taken under controlled environment, is compared with the database. Thus, in this scenario, the images used for training is noisy, but the test images may have only very little noise. The studies conducted for this scenario is similar to that for the earlier set-up. The results with only SVM, and PCA with SVM, are respectively shown in Figures 9 and 10 for salt and pepper noise, and Figures 11 and 12 for Gaussian noise.

Fig. 7. Gaussian noise: FRA with SVM (Scenario A)

Fig. 8. Gaussian Noise: FRA with SVM-plus-PCA (Scenario A)
It is quite evident from these figures that the face recognition accuracy for Scenario B with SVM is better than with SVM-plus-PCA for both salt-and-pepper noise and Gaussian noise. As expected, the FRA for Scenario B is lower than that of Scenario A.

5.3. Comparison

We now compare our results with those strategies that used SVMs in the past [10]-[15], [17]. In general, the FRA obtained with our strategy is typically much better than those reported elsewhere. In addition, the performance of SVM with pre-processing is comparable with some of the results in these references. We note that the robustness of SVM to noise have not been discussed in these references.

6. CONCLUSION

The robustness of an SVM-based face recognition technique is studied here. Here, SVMs are used for multi-classification with a one-against-one strategy. At the cost of higher complexity, it has been observed that in terms of recognition accuracy, this procedure performs as well as, or better than, other procedures that use SVM, either singly or together with other techniques. Moreover, no pre-processing of images (with reasonable resolutions) is required to enhance the recognition accuracy. Further, the procedure is robust towards changes in illumination, facial expression, and facial details. Furthermore, it is also robust to reasonable levels of noise intensities of different noise such as salt-and-pepper noise, Gaussian noise and Poisson noise.
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