Finite sample properties of power-law cross-correlations estimators

Ladislav Kristoufek

Institute of Information Theory and Automation, Academy of Sciences of the Czech Republic, Pod Vodarenskou Vezi 4, 182 08, Prague 8, Czech Republic
Institute of Economic Studies, Faculty of Social Sciences, Charles University, Opletalova 26, 110 00, Prague 1, Czech Republic

Abstract
We study finite sample properties of estimators of power-law cross-correlations – detrended cross-correlation analysis (DCCA), height cross-correlation analysis (HXA) and detrending moving-average cross-correlation analysis (DMCA) – with a special focus on short-term memory bias as well as power-law coherency. Presented broad Monte Carlo simulation study focuses on different time series lengths, specific methods’ parameter setting, and memory strength. We find that each method is best suited for different time series dynamics so that there is no clear winner between the three. The method selection should be then made based on observed dynamic properties of the analyzed series.
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1. Introduction
Power-law cross-correlations have become a popular and frequently analyzed topic in various disciplines covering seismology [1], hydrology [2], (hydro)meteorology [3, 4], biology [5], biometrics [6], DNA sequences [7], neuroscience [8], electricity [9], finance [10, 11, 12], commodities [13, 14], traffic [15, 16, 17], geophysics [18] and others. The analysis is standardly based on an estimation of the bivariate Hurst exponent $H_{xy}$ which is connected to an asymptotic power-law decay of the cross-correlation function or a divergent (again following a power-law) at origin cross-power spectrum. Specifically, a power-law cross-correlated process has the cross-correlation function of a form $\rho_{xy}(k) \propto k^{2H_{xy}-2}$ for lag $k \to +\infty$ and the cross-power spectrum of a form $|f_{xy}(\lambda)| \propto \lambda^{1-2H_{xy}}$ for frequency $\lambda \to 0^+$. In a similar way as for the univariate case, the bivariate Hurst exponent of 0.5 is characteristic for no power-law cross-correlations. Processes with $H_{xy} > 0.5$ are then cross-persistent and they tend to move together whereas for $H_{xy} < 0.5$ they are more likely to move in opposite directions.

Most of the literature focusing on power-law cross-correlations is empirical and there are no studies of statistical properties of the utilized estimators. Here, we try to fill this gap and we present a broad Monte Carlo simulation study of performance of three popular bivariate Hurst exponent estimators – detrended cross-correlation analysis [19, 20, 21], height cross-correlation analysis [22] and detrending moving-average cross-correlation analysis [23, 14]. Specifically, we focus on an ability of the estimators to precisely estimate the bivariate Hurst exponent not only under a simple setting of standard power-law cross-correlations when the bivariate Hurst exponent exponent equals to an average of the Hurst exponent of the separate processes but also under potential short-term memory bias and under power-law coherency. The paper is organized as follows.
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In Section 2, we introduce all three analyzed estimators. In Section 3, the Monte Carlo simulation setting is described. In Section 4, the results are presented in detail. Section 5 concludes.

2. Methodology

2.1. Detrended cross-correlation analysis

Detrended cross-correlation analysis (DCCA, or DXA) is the most frequently used method for the estimation of the bivariate Hurst exponent in the time domain. Podobnik & Stanley [19] construct the method as a bivariate generalization of the detrended fluctuation analysis (DFA), which is again probably the most popular heuristic method of estimating the (generalized) Hurst exponent [24, 25, 26]. DCCA was further generalized for the multifractal analysis by Zhou [20] and the multifractal detrended cross-correlation analysis (MF-DXA) was developed. Jiang & Zhou [21] altered the filtering procedure in MF-DXA with using the moving averages to create the multifractal detrending moving average cross-correlation analysis (MF-X-DMA). DCCA was also used to construct statistical tests for the presence of long-range cross-correlations between two series [27, 28, 29, 30, 31, 32].

In the DCCA procedure, we consider two long-range cross-correlated series \( \{ x_t \} \) and \( \{ y_t \} \) with \( t = 1, \ldots, T \). Their respective profiles \( \{ X_t \} \) and \( \{ Y_t \} \), defined as \( X_t = \sum_{i=1}^{t} x_i - \bar{x} \) and \( Y_t = \sum_{i=1}^{t} y_i - \bar{y} \), for \( t = 1, \ldots, T \), are divided into overlapping boxes of length \( s \) so that \( T - s + 1 \) boxes are constructed. In each box between \( j \) and \( j + s - 1 \), the linear fit of a time trend is constructed so that we get \( \hat{X}_{k,j} \) and \( \hat{Y}_{k,j} \) for \( j \leq k \leq j + s - 1 \). The covariance between residuals in each box is defined as

\[
\hat{f}_{DCCA}^2(s,j) = \frac{\sum_{k=j}^{j+s-1} (X_k - \hat{X}_{k,j})(Y_k - \hat{Y}_{k,j})}{s-1}. \tag{1}
\]

The covariances are finally averaged over the blocks of the same lengths \( s \) and the detrended covariance is obtained as

\[
F_{DCCA}^2(s) = \frac{\sum_{j=1}^{T-s+1} \hat{f}_{DCCA}^2(s,j)}{T-s}. \tag{2}
\]

For the long-range cross-correlated processes, the covariance scales as

\[
F_{DCCA}^2(s) \propto s^{2H_{xy}}. \tag{3}
\]

The estimate of the bivariate Hurst exponent is obtained by the log-log regression on Eq. 3.

Similarly to DFA and MF-DFA, there are several ways of treating overlapping and non-overlapping boxes of length \( s \), compare e.g. Refs. [24, 26, 33, 34, 35, 36, 37]. In the simulations, we use non-overlapping boxes with a step between \( s \) equal to 10 due to computational efficiency.

2.2. Height cross-correlation analysis

Kristoufek [22] introduces the multifractal height cross-correlation analysis (MF-HXA) as a bivariate generalization of the height-height correlation analysis [38, 39, 40] and the generalized Hurst exponent approach [41, 42, 43], which are often labeled simply as HHCA and GHE, respectively.

MF-HXA is constructed to analyze the multifractal properties of bivariate series similarly to MF-DXA. We generalize the \( q \)-th order height-height correlation function for two simultaneously recorded series. Let us consider two profiles \( \{ X_t \} \) and \( \{ Y_t \} \) with time resolution \( \nu \) and \( t = \nu, 2\nu, \ldots, \lceil T/\nu \rceil \), where \( \lceil \cdot \rceil \) is a lower integer sign. For better legibility, we denote \( T^* = \nu \lfloor T/\nu \rfloor \), which varies with \( \nu \), and we write the \( r \)-lag difference as \( \Delta_r X_t \equiv X_{t+r} - X_t \) and \( \Delta_r X_t Y_t \equiv \Delta_r X_t \Delta_r Y_t \). For analysis of power-law cross-correlations, i.e. the case when \( q = 2 \), the height-height covariance function is then defined as

\[
K_{xy,2}(\tau) = \frac{\nu}{T^*} \sum_{t=1}^{T^*/\nu} |\Delta_r X_t Y_t| \equiv \langle |\Delta_r X_t Y_t| \rangle \tag{4}
\]
where time interval \( \tau \) generally ranges between \( \nu = \tau_{\text{min}}, \ldots, \tau_{\text{max}} \). Scaling relationship between \( K_{xy,q}(\tau) \) and the generalized bivariate Hurst exponent \( H_{xy}(q) \) is obtained as

\[
K_{xy,2}(\tau) \propto \tau^{H_{xy}}.
\]

(5)

Obviously, MF-HXA reduces to the height-height correlation analysis of Barabasi et al. [38, 39] for \( \{X_t\} = \{Y_t\} \) for all \( t = 1, \ldots, T \). Note that it makes sense to analyze the scaling according to Eq. 5 only for detrended series \( \{X_t\} \) and \( \{Y_t\} \). A type of detrending can generally take various forms – polynomial, moving averages and other filtering methods – and is applied for each time resolution \( \nu \) separately.

The estimated bivariate Hurst exponent is again obtained via the log-log regression. It has been argued that the best estimates and the most regular scaling is obtained for \( \tau/T \to 0 \) [38, 39] and it has been shown that the most appropriate setting is to use a fixed \( \tau_{\text{min}} = 1 \) and several values of \( \tau_{\text{max}} \), usually between 5 and 19 (or 20), and take the average Hurst exponent of these estimates as the best fit to the actual value, which practically means obtaining the jackknife estimate of Hurst exponent [41, 42, 43, 34, 44, 45].

2.3. Detrended moving-average cross-correlation analysis

Detrending moving average (DMA) was proposed as a method for estimating Hurst exponent by Alessio et al. [46] motivated by the work of Vandewalle & Ausloos [47]. Even though the method is not directly connected to the power-law decay of auto-correlations nor to the scaling of variances of the partial sums nor the diverging power spectrum, it has been frequently applied mainly due to its computational efficiency. The connection between the estimator itself and the actual long-range dependence – that the variance of integrated series of the long-range dependent process follows a power-law with respect to the length of the moving window – has been shown numerically [48, 34, 49].

To check whether the relationship holds also for the scaling of covariances, He & Chen [14] proposed a new method called detrended moving-average cross-correlation analysis (DMCA) as a special case of the method of Arianos & Carbone [23]. Note that this should not be confused with the MF-X-DMA method of Jiang & Zhou [21], which applies the moving average filtering to the DCCA or MF-DXA methodology, or with 2D-DMA of Carbone [50].

For two series \( \{x_t\} \) and \( \{y_t\} \) and their respective profiles \( \{X_t\} \) and \( \{Y_t\} \), the detrended covariance \( F^2_{\text{DMCA}}(\kappa) \) is defined as

\[
F^2_{\text{DMCA}}(\kappa) = \frac{1}{T - \kappa + 1} \sum_{i=\lceil \kappa/2 \rceil + 1}^{T - \lceil \kappa/2 \rceil} (X_i - \bar{X}_i(\kappa))(Y_i - \bar{Y}_i(\kappa)),
\]

(6)

where \( \bar{X}_i(\kappa) \) and \( \bar{Y}_i(\kappa) \) are respective non-weighted centered moving averages at time point \( i \) with a moving average window of length \( \kappa = 1, 3, 5, \ldots, \kappa_{\text{max}} \), \( \kappa_{\text{max}} \) is an odd integer. In general, the specification of the moving average can take various forms (centered, backward, forward, weighted or unweighted). For the long-range cross-correlated processes \( \{x_t\} \) and \( \{y_t\} \), we expect to observe

\[
F^2_{\text{DMCA}}(\kappa) \propto \kappa^{2H_{xy}}.
\]

(7)

Note that compared to DCCA, the series is not split into boxes which makes the method much more straightforward and computationally efficient.

3. Monte Carlo simulation setting

We are primarily interested in three aspects of the bivariate Hurst exponent estimation. Firstly, we examine a standard power-law cross-correlations case when the bivariate Hurst exponent equals the average of the separate Hurst exponents. Secondly, we focus on a potential bias caused by the short-term memory. And thirdly, we study the case when the bivariate Hurst exponent is lower
than the average of the separate exponents, i.e. the power-law coherency case (see Sela & Hurvich [51] for more details).

For the standard power-law cross-correlations case, we utilize correlated ARFIMA processes. Specifically, the processes \{x_t\} and \{y_t\} are defined as

\[
x_t = \sum_{n=0}^{\infty} a_n(d_1)\varepsilon_{1-t-n}
\]

\[
y_t = \sum_{n=0}^{\infty} a_n(d_2)\nu_{t-n}
\]

where

\[
a_n(d) = \frac{\Gamma(n + d)}{\Gamma(n + 1)\Gamma(d)}.
\]

Specifically, we use the ARFIMA processes with \(d_1 = d_2 = d\) with correlated error terms of level \(\rho\). The theoretical bivariate Hurst exponent is then equal to \(H_{xy} = d + 0.5\). In the simulation study, we analyze two cases \(- H_x = H_y = 0.6\) and \(H_x = H_y = 0.9\) – to cover both weak and strong power-law cross-correlations.

For the short-term memory bias examination, we use a combination of a long-term dependent ARFIMA process and a short-term dependent AR(1) process so that we have

\[
x_t = \sum_{n=0}^{\infty} a_n(d_1)\varepsilon_{1-t-n}
\]

\[
y_t = \theta y_{t-1} + \nu_t = \sum_{n=0}^{\infty} \theta^n \nu_{t-n}
\]

with \(|\theta| < 1\). We again work with correlated error terms. In this case, the theoretical bivariate Hurst exponent is equal to \(H_{xy} = \frac{1}{2}d_1 + 0.5\) as the process \(\{y_t\}\) is only short-term correlated [52].

In the Monte Carlo study, we fix \(H_x = 0.9\) and vary \(\theta = 0.1, 0.5, 0.8\) to control for weak, medium and strong short-term memory.

For the last case, we utilize the mixed correlated ARFIMA processes [53] defined as

\[
x_t = \alpha \sum_{n=0}^{\infty} a_n(d_1)\varepsilon_{1,t-n} + \beta \sum_{n=0}^{\infty} a_n(d_2)\varepsilon_{2,t-n}
\]

\[
y_t = \gamma \sum_{n=0}^{\infty} a_n(d_3)\varepsilon_{3,t-n} + \delta \sum_{n=0}^{\infty} a_n(d_4)\varepsilon_{4,t-n}.
\]

where only the error terms \(\{\varepsilon_2\}\) and \(\{\varepsilon_3\}\) are correlated, and the other pairs are uncorrelated. If we set \(d_1 > d_2\) and \(d_4 > d_3\), we obtain the power-law coherency case when \(H_{xy} < (H_x + H_y)/2\). Specifically, we have \(H_x = d_1 + 0.5, H_y = d_4 + 0.5\) and \(H_{xy} = 0.5 + \frac{1}{2}(d_2 + d_3)\). In the simulation study, we set \(d_1 = d_4 = 0.4\) and \(d_2 = d_3 = 0.2\) so that the theoretical Hurst exponents are equal to \(H_x = H_y = 0.9\) and \(H_{xy} = 0.7\).

In all cases, we analyze three different time series lengths – \(T = 500, 1000, 5000\) – and we are interested in the effect of the strength of the correlation between the error terms. To do so, we check the finite sample properties for the correlation levels 0.1, 0.5 and 0.9. Additionally, we examine two variants of each estimator – both with and without absolute values in there respective covariance definitions as these slightly vary across the literature. Other parameters of the simulations are specified for each estimator later if necessary. Overall, we are interested in their bias, standard error and mean squared error.

\[\text{For a given correlation level } \rho, \text{ the correlated series } X \text{ and } Y \text{ are constructed using surrogate series } Z \text{ in the following way. Series } X \text{ and } Z \text{ are generated as independent standard Gaussian processes. The series } Y \text{ is then formed as } Y = \rho X + \sqrt{1 - \rho^2}Z. \text{ This way, we obtain standard Gaussian series } X \text{ and } Y \text{ with a pairwise correlation of } \rho.\]
4. Results

4.1. Detrended cross-correlation analysis

Statistical performance of detrended fluctuation analysis has been shown to be dependent on a choice of $s_{\text{min}}$ and $s_{\text{max}}$, i.e. the minimum and the maximum scales taken into consideration. In the same way, DCCA can perform differently for various settings. We set $s_{\text{max}} = T/5$, which is standardly done in the literature and we manipulate $s_{\text{min}} = 10, 20, 50$ for $T = 500$ and $s_{\text{min}} = 10, 50, 100$ for the other two cases, $T = 1000, 5000$. The results of the simulations for DCCA are summarized in Table 1 (4).

For ARFIMA processes with correlated error terms, there are several interesting findings (Table 1 (2)). First, both the original and the absolute value based definitions of DCCA are biased downwards, while the absolute value based version is less biased than the original one. Second, standard deviation of the estimators increases with the increasing $s_{\text{min}}$. Third, for the short series of $T = 500$, the standard deviations of the original DCCA are much higher than for the absolute value version. Fourth, the original version of DCCA is practically useless for weakly correlated processes as for the case when the correlation between error terms is only 0.1, there are so many cases when the log-log regression could not be performed that it does not make sense to report the results. We shall see that this is true for all the studied methods. Fifth, for the absolute value version of the estimator, the standard deviation increases with the correlation between error terms, which is probably caused by the fact that the absolute value version of the estimator is pushed towards the average of the separate Hurst exponents and the correlation between error terms only disturbs this effect. Sixth, the inverse is true for the original version of DCCA, i.e. the variance of the estimator decreases with the correlation between error terms. Seventh, bias and variance of the estimator decreases with time series length. And eighth, mean squared error decreases with the time series length.

For long-range cross-correlations arising from the combination of ARFIMA and AR(1) processes, the results are summarized in Table 3 (5). In general, both DCCA-based estimators are quite robust to the presence of short-range dependence even for a very strong memory of $\theta = 0.8$. More specific findings follow. First, for the weak short-term memory ($\theta = 0.1$), both estimators are still biased downwards, which is more profound for the original DCCA procedure. Interestingly, the mean squared error decreases with increasing $s_{\text{min}}$ for both estimators which is rather unexpected as the short-range dependence usually mostly affects the lower scales. Variance of the original estimator is higher than for the absolute value version of the estimator. Again, the original DCCA estimator performs very poorly for the lowest values of correlation between error terms and it is not reported for any of the processes. Second, for the processes with more profound short memory, we observe an expected behavior of bias – it reduces with the increasing minimum scale $s_{\text{min}}$. However, the variance of the estimator increases with $s_{\text{min}}$ so that it more than offsets the bias gains and the total mean squared error increases with the increasing $s_{\text{min}}$ for both versions of the estimator. In terms of a choice of the estimator and parameter setting, we would suggest to use low minimum scale for both versions of the estimator as it provides a good balance between bias and variance. Note that for $T = 5000$, $\theta = 0.8$ and the strongest correlation between error terms, the mean squared errors of the estimator equal to 0.0033 and 0.0036 for $s_{\text{min}} = 10$ for the original version and the absolute value version of the estimator, respectively, and does not increase markedly for the other minimum scales, and the DCCA estimators are thus very robust to the potential short-term memory bias.

The situation changes for the mixed-correlated ARFIMA processes (Table 6). Disturbingly, the estimates based on the original version of DCCA are not able to estimate $H_{xy}$ very frequently even for the correlation between error terms of 0.5, due to the number of cases when the detrended covariances are negative for several scales. We thus provide the results only for the absolute value version of DCCA. First, the bias increases with the time series length and the estimator is thus not consistent. Second, the bias and variance, and thus also mean squared error, of the estimator increase with increasing $s_{\text{min}}$. Third, the bias decreases with the strength of correlations between error terms. Unfortunately, this decrease is only mild. The estimator is thus not a very good tool to estimate $H_{xy}$ if it is not equal to the average of the separate Hurst exponents.
4.2. Height cross-correlation analysis

For height cross-correlation analysis, we are mainly interested in its performance using various maximum scales $\tau_{\text{max}}$. As a starting point, we use $\tau_{\text{max}} = 20$, which is frequently suggested in the literature \[41, 32, 43, 44, 22\]. Moreover, we check the maximum scales of 50 and 100. To obtain more stable estimates of the bivariate Hurst exponent, we apply the jackknife procedure which estimates the Hurst exponent as a mean of Hurst exponents estimated using $\tau_{\text{min}} = 1$ and $\tau_{\text{max}} = 5, \ldots, \tau_{\text{max}}^*$. The simulated processes are the same as for DCCA methods and the results are summarized in Table 7-12.

For correlated ARFIMA processes (Table 7-8), we observe that both versions of the estimator are downward biased and the bias is more severe for stronger long-range cross-correlations. For lower levels of correlations, i.e. the lower correlations of error terms, the original (absolute value based) approach strongly outperforms the adjusted version. However, the differences become negligible for the error terms correlation of 0.9. In general, it holds that the bias is more severe and the variance of the estimators increase with increasing $\tau_{\text{max}}$. Similarly to the DCCA estimators, we find that the behavior of variance of the estimators differs for the two approaches. For the absolute value based HXA, the variance slightly increases with the correlation of error terms while the opposite is true for the alternative specification, which is indeed more desirable and intuitive. The interpretation is the same as for DCCA – the absolute value approach to the time domain approaches pushes the estimates of the bivariate Hurst exponent to the average of the separate Hurst exponents, which is obviously not desirable. Nonetheless, the bias and variance of both versions of the estimator decrease with the time series length.

The HXA method is quite robust to the short memory bias as is shown for the combination of ARFIMA and AR(1) processes in Table 9-11. The properties of the estimators depend on the strength of the short memory component. For weak short memory ($\theta = 0.1$), the properties are practically the same as for the previous cases – bias and variance increase with $\tau_{\text{max}}$ but decrease with the time series length with the same differences between the original and alternative definitions of the method. For the stronger short memory, we observe that even though the variance of the estimator still increases with $\tau_{\text{max}}$, the bias decreases. Such disproportion is the most obvious for the longest analyzed time series length for which the mean squared error decreases with the increasing $\tau_{\text{max}}$. Interestingly, the adjusted HXA outperforms the original HXA in a sense of the mean squared error for the longest series length and the strongest correlation between error terms. For the strong short memory with $\theta = 0.8$, both estimators are strongly upwards biased and the bias increases with the time series length for both specifications, making the estimator inconsistent. The variance, however, decreases with the time series length so that the mean squared error remains quite stable with varying length of the series. The adjusted version of HXA outperforms the original absolute value based version in bias but variance-wise, it is the other way around. In terms of the mean squared error, the adjusted version outperforms the original one for this level of short term memory.

Table 12 summarizes the results for estimating the bivariate Hurst exponent for the mixed-correlated ARFIMA processes. We again observe, similarly to the DCCA case, that the estimator is upward biased. The bias increases with the time series length making the estimator inconsistent. Expectedly, the bias decreases with an increasing correlation between error terms. However, the decrease is rather mild. Connection of the bias to the maximum scale used varies for different time series lengths. The variance of the estimator decreases with time series length, increases with the maximum scale and remains practically unchanged for different levels of correlation between error terms. HXA estimator quite easily outperforms the DCCA approach for this type of processes. Note that we again report only the estimates for the original procedure as the method without the absolute values practically collapses in the same manner as for DCCA.

4.3. Detrending moving-average cross-correlation analysis

The last estimator we analyze is DMCA for which we vary the highest moving average window – $\kappa_{\text{max}} = 21, 51, 101$. The results of the Monte Carlo simulations are summarized in Table 13-18. For weakly long-range cross-correlated processes based on correlated ARFIMA processes (Table 13),
the estimator is unbiased regardless the time series length or other parameters. The variance of the estimator increases with the length of the applied moving average and decreases with the time series length for both specifications of the DMCA method. The variance is in general lower for the absolute value based estimator. Again, we do not report the results for weakly correlated ($\rho = 0.1$) error terms for the original method as it provides only few actual estimates. For strongly long-range cross-correlated series (Table 14), the estimator is downward biased. The bias and variance decrease with the time series length for both specifications of the estimator hinting consistency. However, the rate of convergence seems rather slow as the decrease of bias is rather weak among the analyzed time series lengths. The bias also decreases with $\kappa_{\text{max}}$. Reversely, the variance increases with $\kappa_{\text{max}}$ and the total effect measured by the mean squared error varies with the time series length.

For the processes based on ARFIMA and AR(1), we observe that the short memory bias is not severe for weak short memory (Table 15) while there is slight downward bias for the original version of the estimator. The variance of the estimator increases with the moving average window size as does the mean squared error. The bias, variance and mean squared error decreases with time series length for all cases. For the medium and strong short memory (Table 16-17), the bias increases considerably and it becomes much higher than for the DCCA and HXA methods. Quite expectedly, the bias decreases with the maximum moving average window size for both medium ($\theta = 0.5$) and strong memory ($\theta = 0.8$). This is due to a stronger effect of short memory on the lower scales and thus lower moving average window sizes. In the same manner, the variance of the estimator increases with $\kappa_{\text{max}}$. The total effect results in the decreasing mean squared error with the maximum moving average size. Importantly, the DMCA estimates do not show a decreasing tendency of the bias with the increasing time series length.

For the mixed-correlated ARFIMA processes (Table 18), we observe that the bias and variance decrease with the time series length but increase with $\kappa_{\text{max}}$. The bias also decreases with increasing correlation between error terms while the variance increases slightly. DMCA strongly outperforms both DCCA and HXA in this aspect.

5. Conclusion

We present a wide Monte Carlo simulation study focusing on various versions of power-law cross-correlations. Three estimators are analyzed, namely the detrended cross-correlation analysis (DCCA), height cross-correlation analysis (HXA) and detrending moving-average cross-correlation analysis (DMCA). We study various specifications of underlying processes including long-term memory, short-term memory and power-law coherency. Summarizing and comparing the performance of the three estimators, we find the following.

Firstly, the performance of all methods is dependent on the selection of parameters $s$, $\tau$ and $\kappa$. Secondly, the DCCA and HXA methods are downward biased for standard power-law cross-correlation case while DMCA reports satisfying results. Thirdly, DCCA outperforms the other two methods in resistance to the short-term memory bias and DMCA is by far the worst in this aspect. And fourthly, DMCA strongly outperforms the other two methods in the power-law coherency case. Each method is thus better suited for different types of processes and this should be taken into consideration when selecting the proper method for any analysis of power-law cross-correlations.
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**Appendix**
|                | $\rho = 0.1$ |                | $\rho = 0.5$ |                | $\rho = 0.9$ |
|----------------|-------------|----------------|-------------|----------------|-------------|
|                | bias  | SD      | MSE      | bias  | SD      | MSE      | bias  | SD      | MSE      |
| $T = 500$      |       |         |          |       |         |          |       |         |          |
| $s_{min} = 10$ | -0.0285 | 0.0523  | 0.0036  | -0.0287 | 0.0634  | 0.0048  | -0.0266 | 0.0692  | 0.0055  |
| $s_{min} = 20$ | -0.0245 | 0.0736  | 0.0060  | -0.0253 | 0.0890  | 0.0086  | -0.0223 | 0.0962  | 0.0098  |
| $s_{min} = 50$ | -0.0200 | 0.1455  | 0.0216  | -0.0241 | 0.1711  | 0.0299  | -0.0206 | 0.1887  | 0.0360  |
| $T = 1000$     |       |         |          |       |         |          |       |         |          |
| $s_{min} = 10$ |  0.0212 | 0.0426  | 0.0023  |  0.0249 | 0.0524  | 0.0034  |  0.0227 | 0.0538  | 0.0034  |
| $s_{min} = 50$ | -0.0155 | 0.0838  | 0.0073  | -0.0240 | 0.1018  | 0.0109  | -0.0205 | 0.1061  | 0.0117  |
| $s_{min} = 100$| -0.0129 | 0.1440  | 0.0209  | -0.0294 | 0.1663  | 0.0285  | -0.0190 | 0.1786  | 0.0323  |
| $T = 5000$     |       |         |          |       |         |          |       |         |          |
| $s_{min} = 10$ | -0.0113 | 0.0340  | 0.0013  | -0.0109 | 0.0415  | 0.0018  | -0.0129 | 0.0457  | 0.0023  |
| $s_{min} = 50$ | -0.0098 | 0.0462  | 0.0022  | -0.0090 | 0.0559  | 0.0032  | -0.0114 | 0.0618  | 0.0040  |
| $s_{min} = 100$| -0.0103 | 0.0572  | 0.0034  | -0.0092 | 0.0684  | 0.0048  | -0.0121 | 0.0762  | 0.0060  |

Table 2: Finite sample properties of DCCA II. DCCA (top) and DCCA_{abs} (bottom) estimators for correlated ARFIMA processes with $d_1 = d_2 = 0.4$ and varying $\rho_{uv}$. 

|                | $\rho = 0.1$ |                | $\rho = 0.5$ |                | $\rho = 0.9$ |
|----------------|-------------|----------------|-------------|----------------|-------------|
|                | bias  | SD      | MSE      | bias  | SD      | MSE      | bias  | SD      | MSE      |
| $T = 500$      |       |         |          |       |         |          |       |         |          |
| $s_{min} = 10$ |  0.0452 | 0.0666  | 0.0065  | -0.0411 | 0.0801  | 0.0081  | -0.0439 | 0.0829  | 0.0088  |
| $s_{min} = 20$ | -0.0394 | 0.0935  | 0.0103  | -0.0340 | 0.1133  | 0.0140  | -0.0376 | 0.1182  | 0.0154  |
| $s_{min} = 50$ | -0.0489 | 0.1961  | 0.0408  | -0.0321 | 0.2360  | 0.0567  | -0.0371 | 0.2430  | 0.0604  |
| $T = 1000$     |       |         |          |       |         |          |       |         |          |
| $s_{min} = 10$ | -0.0284 | 0.0515  | 0.0035  | -0.0317 | 0.0648  | 0.0052  | -0.0311 | 0.0717  | 0.0061  |
| $s_{min} = 50$ | -0.0246 | 0.1041  | 0.0114  | -0.0234 | 0.1269  | 0.0167  | -0.0310 | 0.1384  | 0.0201  |
| $s_{min} = 100$| -0.0358 | 0.1883  | 0.0067  | -0.0229 | 0.2148  | 0.0467  | -0.0329 | 0.2475  | 0.0623  |
| $T = 5000$     |       |         |          |       |         |          |       |         |          |
| $s_{min} = 10$ | -0.0141 | 0.0435  | 0.0021  | -0.0200 | 0.0510  | 0.0030  | -0.0211 | 0.0566  | 0.0036  |
| $s_{min} = 50$ | -0.0120 | 0.0588  | 0.0036  | -0.0200 | 0.0691  | 0.0052  | -0.0203 | 0.0757  | 0.0061  |
| $s_{min} = 100$| -0.0134 | 0.0727  | 0.0055  | -0.0225 | 0.0848  | 0.0077  | -0.0227 | 0.0924  | 0.0091  |
### Table 3: Finite sample properties of DCCA III. DCCA (top) and DCCA\_abs (bottom) estimators for correlated ARFIMA and AR(1) processes with $d = 0.4$, $\theta = 0.1$ and varying $\rho_{\epsilon \nu}$.

| $T$ | $s_{\min}$ | $\rho = 0.1$ | $\rho = 0.5$ | $\rho = 0.9$ |
|-----|-------------|---------------|---------------|---------------|
|     | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| 500 | $s_{\min} = 10$ | -0.0863 | 0.1669 | 0.0353 | -0.0538 | 0.0829 | 0.0098 |
|     | $s_{\min} = 20$ | -0.0944 | 0.2111 | 0.0671 | -0.0503 | 0.1172 | 0.0163 |
|     | $s_{\min} = 50$ | -0.1190 | 0.5874 | 0.3592 | -0.0450 | 0.2482 | 0.0636 |
| 1000| $s_{\min} = 10$ | -0.0720 | 0.1310 | 0.0224 | -0.0435 | 0.0692 | 0.0163 |
|     | $s_{\min} = 20$ | -0.0874 | 0.2683 | 0.0796 | -0.0384 | 0.1400 | 0.0211 |
|     | $s_{\min} = 50$ | -0.1016 | 0.4775 | 0.2383 | -0.0370 | 0.2413 | 0.0596 |
| 5000| $s_{\min} = 10$ | -0.0520 | 0.1061 | 0.0138 | -0.0277 | 0.0926 | 0.0094 |
|     | $s_{\min} = 20$ | -0.0548 | 0.1454 | 0.0241 | -0.0263 | 0.0747 | 0.0063 |
|     | $s_{\min} = 50$ | -0.0607 | 0.1813 | 0.0366 | -0.0283 | 0.0926 | 0.0094 |

### Table 4: Finite sample properties of DCCA IV. DCCA (top) and DCCA\_abs (bottom) estimators for correlated ARFIMA and AR(1) processes with $d = 0.4$, $\theta = 0.5$ and varying $\rho_{\epsilon \nu}$.

| $T$ | $s_{\min}$ | $\rho = 0.1$ | $\rho = 0.5$ | $\rho = 0.9$ |
|-----|-------------|---------------|---------------|---------------|
|     | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| 500 | $s_{\min} = 10$ | -0.0172 | 0.0564 | 0.0035 | -0.0271 | 0.0656 | 0.0050 | -0.0332 | 0.0737 | 0.0065 |
|     | $s_{\min} = 20$ | -0.0167 | 0.0794 | 0.0066 | -0.0255 | 0.0902 | 0.0088 | -0.0297 | 0.1025 | 0.0114 |
|     | $s_{\min} = 50$ | -0.0182 | 0.1573 | 0.0251 | -0.0292 | 0.1780 | 0.0325 | -0.0256 | 0.2044 | 0.0424 |
| 1000| $s_{\min} = 10$ | -0.0134 | 0.0450 | 0.0022 | -0.0191 | 0.0523 | 0.0031 | -0.0266 | 0.0603 | 0.0043 |
|     | $s_{\min} = 20$ | -0.0116 | 0.0874 | 0.0078 | -0.0198 | 0.1009 | 0.0106 | -0.0220 | 0.1191 | 0.0147 |
|     | $s_{\min} = 50$ | -0.0103 | 0.1533 | 0.0236 | -0.0222 | 0.1734 | 0.0306 | -0.0200 | 0.1988 | 0.0399 |
| 5000| $s_{\min} = 10$ | -0.0093 | 0.0363 | 0.0014 | -0.0134 | 0.0424 | 0.0020 | -0.0163 | 0.0472 | 0.0025 |
|     | $s_{\min} = 20$ | -0.0101 | 0.0495 | 0.0026 | -0.0136 | 0.0569 | 0.0034 | -0.0154 | 0.0635 | 0.0043 |
|     | $s_{\min} = 50$ | -0.0115 | 0.0618 | 0.0040 | -0.0145 | 0.0696 | 0.0051 | -0.0169 | 0.0784 | 0.0064 |
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Table 5: Finite sample properties of DCCA V. DCCA (top) and DCCA$_{abs}$ (bottom) estimators for correlated ARFIMA and AR(1) processes with $d = 0.4, \theta = 0.8$ and varying $\rho_{\varepsilon\nu}$.

| $\rho = 0.1$ | $\rho = 0.5$ | $\rho = 0.9$ |
|--------------|--------------|--------------|
| $T = 500$    | $T = 1000$   | $T = 5000$   |
| $s_{min} = 10$ | -0.1076 0.0908 0.0144 | -0.1299 0.1025 0.0274 | -0.1409 0.0415 0.0216 |
| $s_{min} = 20$ | -0.1076 0.0908 0.0144 | -0.1299 0.1025 0.0274 | -0.1409 0.0415 0.0216 |
| $s_{min} = 50$ | -0.1076 0.0908 0.0144 | -0.1299 0.1025 0.0274 | -0.1409 0.0415 0.0216 |

$T = 500$ | $T = 1000$ | $T = 5000$ |
| $s_{min} = 10$ | -0.1076 0.0908 0.0144 | -0.1299 0.1025 0.0274 | -0.1409 0.0415 0.0216 |
| $s_{min} = 20$ | -0.1076 0.0908 0.0144 | -0.1299 0.1025 0.0274 | -0.1409 0.0415 0.0216 |
| $s_{min} = 50$ | -0.1076 0.0908 0.0144 | -0.1299 0.1025 0.0274 | -0.1409 0.0415 0.0216 |

$T = 1000$ | $T = 5000$ |
| $s_{min} = 10$ | -0.1076 0.0908 0.0144 | -0.1299 0.1025 0.0274 | -0.1409 0.0415 0.0216 |
| $s_{min} = 20$ | -0.1076 0.0908 0.0144 | -0.1299 0.1025 0.0274 | -0.1409 0.0415 0.0216 |
| $s_{min} = 50$ | -0.1076 0.0908 0.0144 | -0.1299 0.1025 0.0274 | -0.1409 0.0415 0.0216 |

Table 6: Finite sample properties of DCCA VI. DCCA$_{abs}$ estimator for Mixed-correlated ARFIMA processes with $d_1 = 0.4, d_2 = 0.2$ and varying $\rho_{\varepsilon\nu}$.

| $\rho = 0.1$ | $\rho = 0.5$ | $\rho = 0.9$ |
|--------------|--------------|--------------|
| $T = 500$    | $T = 1000$   | $T = 5000$   |
| $s_{min} = 10$ | -0.1119 0.0515 0.01516 | -0.1119 0.0515 0.01516 | -0.1119 0.0515 0.01516 |
| $s_{min} = 20$ | -0.1119 0.0515 0.01516 | -0.1119 0.0515 0.01516 | -0.1119 0.0515 0.01516 |
| $s_{min} = 50$ | -0.1119 0.0515 0.01516 | -0.1119 0.0515 0.01516 | -0.1119 0.0515 0.01516 |

$T = 1000$ | $T = 5000$ |
| $s_{min} = 10$ | -0.1119 0.0515 0.01516 | -0.1119 0.0515 0.01516 | -0.1119 0.0515 0.01516 |
| $s_{min} = 20$ | -0.1119 0.0515 0.01516 | -0.1119 0.0515 0.01516 | -0.1119 0.0515 0.01516 |
| $s_{min} = 50$ | -0.1119 0.0515 0.01516 | -0.1119 0.0515 0.01516 | -0.1119 0.0515 0.01516 |
### Table 7: Finite sample properties of HXA I. HXA (top) and HXA\(_{abs}\) (bottom) estimators for correlated ARFIMA processes with \(d_1 = d_2 = 0.1\) and varying \(\rho_{\epsilon\nu}\).

|      | \(T = 500\) | \(T = 1000\) | \(T = 5000\) |
|------|--------------|--------------|--------------|
| \(\tau_{\text{max}} = 20\) | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| \(\rho = 0.1\) | -0.0360 | 0.0721 | 0.0065 | -0.0271 | 0.0423 | 0.0025 | -0.0360 | 0.0721 | 0.0065 |
| \(\rho = 0.5\) | -0.0524 | 0.0929 | 0.0114 | -0.0357 | 0.0535 | 0.0041 | -0.0524 | 0.0929 | 0.0114 |
| \(\rho = 0.9\) | -0.0732 | 0.1063 | 0.0167 | -0.0557 | 0.0713 | 0.0082 | -0.0732 | 0.1063 | 0.0167 |
| \(\tau_{\text{max}} = 50\) | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| \(\rho = 0.1\) | -0.0360 | 0.0721 | 0.0065 | -0.0271 | 0.0423 | 0.0025 | -0.0360 | 0.0721 | 0.0065 |
| \(\rho = 0.5\) | -0.0524 | 0.0929 | 0.0114 | -0.0357 | 0.0535 | 0.0041 | -0.0524 | 0.0929 | 0.0114 |
| \(\rho = 0.9\) | -0.0732 | 0.1063 | 0.0167 | -0.0557 | 0.0713 | 0.0082 | -0.0732 | 0.1063 | 0.0167 |
| \(\tau_{\text{max}} = 100\) | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| \(\rho = 0.1\) | -0.0360 | 0.0721 | 0.0065 | -0.0271 | 0.0423 | 0.0025 | -0.0360 | 0.0721 | 0.0065 |
| \(\rho = 0.5\) | -0.0524 | 0.0929 | 0.0114 | -0.0357 | 0.0535 | 0.0041 | -0.0524 | 0.0929 | 0.0114 |
| \(\rho = 0.9\) | -0.0732 | 0.1063 | 0.0167 | -0.0557 | 0.0713 | 0.0082 | -0.0732 | 0.1063 | 0.0167 |

### Table 8: Finite sample properties of HXA II. HXA (top) and HXA\(_{abs}\) (bottom) estimators for correlated ARFIMA processes with \(d_1 = d_2 = 0.4\) and varying \(\rho_{\epsilon\nu}\).

|      | \(T = 500\) | \(T = 1000\) | \(T = 5000\) |
|------|--------------|--------------|--------------|
| \(\tau_{\text{max}} = 20\) | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| \(\rho = 0.1\) | -0.0360 | 0.0721 | 0.0065 | -0.0271 | 0.0423 | 0.0025 | -0.0360 | 0.0721 | 0.0065 |
| \(\rho = 0.5\) | -0.0524 | 0.0929 | 0.0114 | -0.0357 | 0.0535 | 0.0041 | -0.0524 | 0.0929 | 0.0114 |
| \(\rho = 0.9\) | -0.0732 | 0.1063 | 0.0167 | -0.0557 | 0.0713 | 0.0082 | -0.0732 | 0.1063 | 0.0167 |
| \(\tau_{\text{max}} = 50\) | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| \(\rho = 0.1\) | -0.0360 | 0.0721 | 0.0065 | -0.0271 | 0.0423 | 0.0025 | -0.0360 | 0.0721 | 0.0065 |
| \(\rho = 0.5\) | -0.0524 | 0.0929 | 0.0114 | -0.0357 | 0.0535 | 0.0041 | -0.0524 | 0.0929 | 0.0114 |
| \(\rho = 0.9\) | -0.0732 | 0.1063 | 0.0167 | -0.0557 | 0.0713 | 0.0082 | -0.0732 | 0.1063 | 0.0167 |
| \(\tau_{\text{max}} = 100\) | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| \(\rho = 0.1\) | -0.0360 | 0.0721 | 0.0065 | -0.0271 | 0.0423 | 0.0025 | -0.0360 | 0.0721 | 0.0065 |
| \(\rho = 0.5\) | -0.0524 | 0.0929 | 0.0114 | -0.0357 | 0.0535 | 0.0041 | -0.0524 | 0.0929 | 0.0114 |
| \(\rho = 0.9\) | -0.0732 | 0.1063 | 0.0167 | -0.0557 | 0.0713 | 0.0082 | -0.0732 | 0.1063 | 0.0167 |

---

**Note:** The tables present the bias, standard deviation (SD), and mean squared error (MSE) for different sample sizes \(T\) and \(\tau_{\text{max}}\) for ARFIMA processes with different values of \(\rho_{\epsilon\nu}\) and \(\rho_{\epsilon\nu}\). The tables compare the performance of HXA and HXA\(_{abs}\) estimators for correlated ARFIMA processes with \(d_1 = d_2 = 0.1\) and \(d_1 = d_2 = 0.4\).
Table 9: Finite sample properties of HXA III. HXA (top) and HXA_{abs} (bottom) estimators for correlated ARFIMA and AR(1) processes with \( d = 0.4, \theta = 0.1 \) and varying \( \rho_{\varepsilon \nu} \).

|        | \( \tau_{\text{max}} \) | \( T = 500 \) | \( T = 1000 \) | \( T = 5000 \) |
|--------|-----------------|---------------|---------------|---------------|
|        | bias | SD  | MSE | bias | SD  | MSE | bias | SD  | MSE |
| \( \rho = 0.1 \) | | | | | | | | | |
| \( T_{\text{max}} = 20 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( T_{\text{max}} = 50 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( T_{\text{max}} = 100 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( \rho = 0.5 \) | | | | | | | | | |
| \( T_{\text{max}} = 20 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( T_{\text{max}} = 50 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( T_{\text{max}} = 100 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( \rho = 0.9 \) | | | | | | | | | |
| \( T_{\text{max}} = 20 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( T_{\text{max}} = 50 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( T_{\text{max}} = 100 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |

Table 10: Finite sample properties of HXA IV. HXA (top) and HXA_{abs} (bottom) estimators for correlated ARFIMA and AR(1) processes with \( d = 0.4, \theta = 0.5 \) and varying \( \rho_{\varepsilon \nu} \).

|        | \( \tau_{\text{max}} \) | \( T = 500 \) | \( T = 1000 \) | \( T = 5000 \) |
|--------|-----------------|---------------|---------------|---------------|
|        | bias | SD  | MSE | bias | SD  | MSE | bias | SD  | MSE |
| \( \rho = 0.1 \) | | | | | | | | | |
| \( T_{\text{max}} = 20 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( T_{\text{max}} = 50 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( T_{\text{max}} = 100 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( \rho = 0.5 \) | | | | | | | | | |
| \( T_{\text{max}} = 20 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( T_{\text{max}} = 50 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( T_{\text{max}} = 100 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( \rho = 0.9 \) | | | | | | | | | |
| \( T_{\text{max}} = 20 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( T_{\text{max}} = 50 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
| \( T_{\text{max}} = 100 \) | —— | —— | —— | —— | —— | —— | —— | —— | —— |
Table 11: Finite sample properties of HXA V. HXA (top) and HXA_{abs} (bottom) estimators for correlated ARFIMA and AR(1) processes with $d = 0.4$, $\theta = 0.8$ and varying $\rho_{\epsilon \nu}$.

| $\tau_{\text{max}}$ | $\rho = 0.1$ | $\rho = 0.5$ | $\rho = 0.9$ |
|---------------------|--------------|--------------|--------------|
|                     | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| $T = 500$           |      |    |     |      |    |     |      |    |     |
| $\tau_{\text{max}} = 20$ | 0.1321 | 0.0271 | 0.0182 | 0.1308 | 0.0295 | 0.0180 | 0.1290 | 0.0307 | 0.0176 |
| $T = 1000$          |      |    |     |      |    |     |      |    |     |
| $\tau_{\text{max}} = 20$ | 0.1400 | 0.0203 | 0.0200 | 0.1395 | 0.0211 | 0.0199 | 0.1381 | 0.0207 | 0.0195 |
| $T = 5000$          |      |    |     |      |    |     |      |    |     |
| $\tau_{\text{max}} = 20$ | 0.1533 | 0.0105 | 0.0236 | 0.1513 | 0.0105 | 0.0230 | 0.1480 | 0.0104 | 0.0220 |

Table 12: Finite sample properties of HXA VI. HXA_{abs} estimator for Mixed-correlated ARFIMA processes with $d_1 = d_4 = 0.4$, $d_2 = d_3 = 0.2$ and varying $\rho_{\epsilon \nu}$.

| $\tau_{\text{max}}$ | $\rho = 0.1$ | $\rho = 0.5$ | $\rho = 0.9$ |
|---------------------|--------------|--------------|--------------|
|                     | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| $T = 500$           |      |    |     |      |    |     |      |    |     |
| $\tau_{\text{max}} = 20$ | 0.0678 | 0.0365 | 0.0059 | 0.0624 | 0.0354 | 0.0052 | 0.0564 | 0.0363 | 0.0045 |
| $T = 1000$          |      |    |     |      |    |     |      |    |     |
| $\tau_{\text{max}} = 20$ | 0.0812 | 0.0275 | 0.0074 | 0.0798 | 0.0253 | 0.0070 | 0.0729 | 0.0271 | 0.0060 |
| $T = 5000$          |      |    |     |      |    |     |      |    |     |
| $\tau_{\text{max}} = 20$ | 0.1033 | 0.0143 | 0.0109 | 0.1012 | 0.0151 | 0.0105 | 0.0946 | 0.0150 | 0.0092 |
Table 13: Finite sample properties of DMCA I. DMCA (top) and DMCA_{abs} (bottom) estimators for correlated ARFIMA processes with \( d_1 = d_2 = 0 \) and varying \( \rho_{\epsilon \nu} \).

| \( \kappa_{\text{max}} \) | \( T = 500 \) | \( T = 1000 \) | \( T = 5000 \) |
|----------------|----------------|----------------|----------------|
| \( \kappa_{\text{max}} = 21 \) | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| \( \kappa_{\text{max}} = 51 \) | \( \kappa_{\text{max}} = 101 \) | \( \kappa_{\text{max}} = 21 \) | \( \kappa_{\text{max}} = 51 \) | \( \kappa_{\text{max}} = 101 \) | \( \kappa_{\text{max}} = 21 \) | \( \kappa_{\text{max}} = 51 \) | \( \kappa_{\text{max}} = 101 \) |
| 0.1 | -0.0050 | 0.0641 | 0.0041 | -0.0008 | 0.0410 | 0.0017 |
| \( \kappa_{\text{max}} = 51 \) | -0.0118 | 0.0787 | 0.0063 | -0.0064 | 0.0484 | 0.0024 |
| \( \kappa_{\text{max}} = 101 \) | -0.0237 | 0.1017 | 0.0109 | -0.0113 | 0.0599 | 0.0037 |
| 0.5 | -0.0666 | 0.0466 | 0.0022 | -0.0030 | 0.0304 | 0.0009 |
| \( \kappa_{\text{max}} = 51 \) | -0.0151 | 0.0537 | 0.0031 | -0.0077 | 0.0350 | 0.0013 |
| \( \kappa_{\text{max}} = 101 \) | -0.0194 | 0.0710 | 0.0054 | -0.0074 | 0.0436 | 0.0020 |
| 0.9 | -0.0021 | 0.0203 | 0.0004 | -0.0021 | 0.0134 | 0.0002 |
| \( \kappa_{\text{max}} = 51 \) | -0.0058 | 0.0228 | 0.0006 | -0.0054 | 0.0157 | 0.0003 |
| \( \kappa_{\text{max}} = 101 \) | -0.0066 | 0.0277 | 0.0008 | -0.0058 | 0.0190 | 0.0004 |

Table 14: Finite sample properties of DMCA II. DMCA (top) and DMCA_{abs} (bottom) estimators for correlated ARFIMA processes with \( d_1 = d_2 = 0.4 \) and varying \( \rho_{\epsilon \nu} \).

| \( \kappa_{\text{max}} \) | \( T = 500 \) | \( T = 1000 \) | \( T = 5000 \) |
|----------------|----------------|----------------|----------------|
| \( \kappa_{\text{max}} = 21 \) | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| \( \kappa_{\text{max}} = 51 \) | \( \kappa_{\text{max}} = 101 \) | \( \kappa_{\text{max}} = 21 \) | \( \kappa_{\text{max}} = 51 \) | \( \kappa_{\text{max}} = 101 \) | \( \kappa_{\text{max}} = 21 \) | \( \kappa_{\text{max}} = 51 \) | \( \kappa_{\text{max}} = 101 \) |
| 0.1 | -0.0613 | 0.0718 | 0.0089 | -0.0593 | 0.0471 | 0.0057 |
| \( \kappa_{\text{max}} = 51 \) | -0.0509 | 0.0376 | 0.0015 | -0.0467 | 0.0407 | 0.0022 |
| \( \kappa_{\text{max}} = 101 \) | -0.0090 | 0.0462 | 0.0022 | -0.0105 | 0.0531 | 0.0029 |
| 0.5 | -0.0030 | 0.0217 | 0.0005 | -0.0030 | 0.0294 | 0.0009 |
| \( \kappa_{\text{max}} = 51 \) | -0.0072 | 0.0252 | 0.0007 | -0.0075 | 0.0339 | 0.0012 |
| \( \kappa_{\text{max}} = 101 \) | -0.0071 | 0.0319 | 0.0011 | -0.0073 | 0.0422 | 0.0018 |
| 0.9 | -0.0025 | 0.0102 | 0.0001 | -0.0021 | 0.0130 | 0.0002 |
| \( \kappa_{\text{max}} = 51 \) | -0.0057 | 0.0115 | 0.0002 | -0.0054 | 0.0152 | 0.0003 |
| \( \kappa_{\text{max}} = 101 \) | -0.0054 | 0.0139 | 0.0002 | -0.0058 | 0.0184 | 0.0004 |
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Table 15: Finite sample properties of DMCA III. DMCA (top) and DMCA$_{abs}$ (bottom) estimators for correlated ARFIMA and AR(1) processes with $d = 0.4$, $\theta = 0.1$ and varying $\rho_{uv}$.

| $\rho$ | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
|--------|------|----|-----|------|----|-----|------|----|-----|
| $T = 500$ | $\kappa_{max} = 21$ | 0.0125 | 0.0339 | 0.0013 | -0.0274 | 0.0741 | 0.0062 | -0.0278 | 0.0453 | 0.0028 |
|        | $\kappa_{max} = 51$ | 0.0063 | 0.0372 | 0.0014 | -0.0364 | 0.0908 | 0.0106 | -0.0316 | 0.0514 | 0.0036 |
|        | $\kappa_{max} = 101$ | 0.0013 | 0.0485 | 0.0024 | -0.0524 | 0.1349 | 0.0209 | -0.0330 | 0.0680 | 0.0057 |
| $T = 1000$ | $\kappa_{max} = 21$ | 0.0152 | 0.0233 | 0.0008 | -0.0260 | 0.0487 | 0.0030 | -0.0247 | 0.0325 | 0.0017 |
|        | $\kappa_{max} = 51$ | 0.0076 | 0.0274 | 0.0008 | -0.0321 | 0.0621 | 0.0049 | -0.0269 | 0.0381 | 0.0022 |
|        | $\kappa_{max} = 101$ | 0.0030 | 0.0347 | 0.0012 | -0.0375 | 0.0875 | 0.0091 | -0.0259 | 0.0462 | 0.0028 |
| $T = 5000$ | $\kappa_{max} = 21$ | 0.0148 | 0.0106 | 0.0003 | -0.0246 | 0.0225 | 0.0011 | -0.0238 | 0.0138 | 0.0008 |
|        | $\kappa_{max} = 51$ | 0.0089 | 0.0120 | 0.0002 | -0.0274 | 0.0277 | 0.0015 | -0.0263 | 0.0169 | 0.0010 |
|        | $\kappa_{max} = 101$ | 0.0059 | 0.0143 | 0.0002 | -0.0256 | 0.0352 | 0.0019 | -0.0236 | 0.0207 | 0.0010 |

Table 16: Finite sample properties of DMCA IV. DMCA (top) and DMCA$_{abs}$ (bottom) estimators for correlated ARFIMA and AR(1) processes with $d = 0.4$, $\theta = 0.5$ and varying $\rho_{uv}$.

| $\rho$ | bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
|--------|------|----|-----|------|----|-----|------|----|-----|
| $T = 500$ | $\kappa_{max} = 21$ | 0.1632 | 0.0347 | 0.0278 | 0.1493 | 0.0725 | 0.0275 | 0.1503 | 0.0478 | 0.0249 |
|        | $\kappa_{max} = 51$ | 0.1172 | 0.0383 | 0.0152 | 0.0797 | 0.0967 | 0.0157 | 0.0891 | 0.0521 | 0.0107 |
|        | $\kappa_{max} = 101$ | 0.0832 | 0.0487 | 0.0093 | 0.0187 | 0.1344 | 0.0184 | 0.0447 | 0.0699 | 0.0069 |
| $T = 1000$ | $\kappa_{max} = 21$ | 0.1636 | 0.0253 | 0.0274 | 0.1481 | 0.0485 | 0.0243 | 0.1493 | 0.0324 | 0.0233 |
|        | $\kappa_{max} = 51$ | 0.1186 | 0.0287 | 0.0149 | 0.0857 | 0.0657 | 0.0117 | 0.0903 | 0.0366 | 0.0095 |
|        | $\kappa_{max} = 101$ | 0.0843 | 0.0337 | 0.0082 | 0.0433 | 0.0875 | 0.0095 | 0.0487 | 0.0450 | 0.0044 |
| $T = 5000$ | $\kappa_{max} = 21$ | 0.1648 | 0.0112 | 0.0273 | 0.1603 | 0.0127 | 0.0259 | 0.1564 | 0.0138 | 0.0247 |
|        | $\kappa_{max} = 51$ | 0.1198 | 0.0124 | 0.0145 | 0.1139 | 0.0150 | 0.0132 | 0.1034 | 0.0158 | 0.0109 |
|        | $\kappa_{max} = 101$ | 0.0867 | 0.0149 | 0.0077 | 0.0817 | 0.0169 | 0.0070 | 0.0680 | 0.0187 | 0.0050 |
### Table 17: Finite sample properties of DMCA V. DMCA (top) and DMCA_{abs} (bottom) estimators for correlated ARFIMA and AR(1) processes with $d = 0.4$, $\theta = 0.8$ and varying $\rho_{\epsilon\nu}$.

| $\rho = 0.1$ | $\rho = 0.5$ | $\rho = 0.9$ |
|-------------|-------------|-------------|
| bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| $T = 500$ | | | | | | | | |
| $\kappa_{\text{max}} = 21$ | — | — | — | — | — | 0.3160 | 0.0759 | 0.1056 | 0.3225 | 0.0472 | 0.1062 |
| $\kappa_{\text{max}} = 51$ | — | — | — | — | — | 0.2717 | 0.0939 | 0.0826 | 0.2761 | 0.0557 | 0.0793 |
| $\kappa_{\text{max}} = 101$ | — | — | — | — | — | 0.1920 | 0.1324 | 0.0544 | 0.2087 | 0.0700 | 0.0485 |
| $T = 1000$ | | | | | | | | |
| $\kappa_{\text{max}} = 21$ | — | — | — | — | — | 0.3288 | 0.0534 | 0.1056 | 0.3225 | 0.0472 | 0.1062 |
| $\kappa_{\text{max}} = 51$ | — | — | — | — | — | 0.2771 | 0.0618 | 0.0806 | 0.2837 | 0.0388 | 0.0820 |
| $\kappa_{\text{max}} = 101$ | — | — | — | — | — | 0.2074 | 0.0799 | 0.0494 | 0.2171 | 0.0481 | 0.0493 |
| $T = 5000$ | | | | | | | | |
| $\kappa_{\text{max}} = 21$ | — | — | — | — | — | 0.3268 | 0.0229 | 0.1074 | 0.3269 | 0.0151 | 0.1071 |
| $\kappa_{\text{max}} = 51$ | — | — | — | — | — | 0.2843 | 0.0264 | 0.0815 | 0.2853 | 0.0172 | 0.0817 |
| $\kappa_{\text{max}} = 101$ | — | — | — | — | — | 0.2181 | 0.0329 | 0.0487 | 0.2204 | 0.0204 | 0.0490 |

### Table 18: Finite sample properties of DMCA VI. DMCA_{abs} estimator for Mixed-correlated ARFIMA processes with $d_1 = d_4 = 0.4$, $d_2 = d_3 = 0.2$ and varying $\rho_{\epsilon\nu}$.

| $\rho = 0.1$ | $\rho = 0.5$ | $\rho = 0.9$ |
|-------------|-------------|-------------|
| bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| $T = 500$ | | | | | | | | |
| $\kappa_{\text{max}} = 21$ | 0.3130 | 0.0362 | 0.0999 | 0.3131 | 0.0426 | 0.0999 | 0.3184 | 0.0447 | 0.1034 |
| $\kappa_{\text{max}} = 51$ | 0.2667 | 0.0409 | 0.0728 | 0.2700 | 0.0507 | 0.0755 | 0.2718 | 0.0530 | 0.0767 |
| $\kappa_{\text{max}} = 101$ | 0.2101 | 0.0526 | 0.0469 | 0.2116 | 0.0628 | 0.0487 | 0.2099 | 0.0661 | 0.0484 |
| $T = 1000$ | | | | | | | | |
| $\kappa_{\text{max}} = 21$ | 0.3155 | 0.0236 | 0.1092 | 0.3177 | 0.0304 | 0.1018 | 0.3212 | 0.0321 | 0.1042 |
| $\kappa_{\text{max}} = 51$ | 0.2728 | 0.0303 | 0.0753 | 0.2730 | 0.0344 | 0.0757 | 0.2789 | 0.0372 | 0.0792 |
| $\kappa_{\text{max}} = 101$ | 0.2189 | 0.0366 | 0.0493 | 0.2164 | 0.0426 | 0.0486 | 0.2174 | 0.0448 | 0.0493 |
| $T = 5000$ | | | | | | | | |
| $\kappa_{\text{max}} = 21$ | 0.3157 | 0.0114 | 0.0998 | 0.3187 | 0.0130 | 0.1017 | 0.3225 | 0.0143 | 0.1042 |
| $\kappa_{\text{max}} = 51$ | 0.2719 | 0.0133 | 0.0741 | 0.2746 | 0.0150 | 0.0756 | 0.2802 | 0.0165 | 0.0788 |
| $\kappa_{\text{max}} = 101$ | 0.2197 | 0.0157 | 0.0485 | 0.2186 | 0.0180 | 0.0481 | 0.2200 | 0.0195 | 0.0488 |

| $\rho = 0.1$ | $\rho = 0.5$ | $\rho = 0.9$ |
|-------------|-------------|-------------|
| bias | SD | MSE | bias | SD | MSE | bias | SD | MSE |
| $T = 500$ | | | | | | | | |
| $\kappa_{\text{max}} = 21$ | 0.0649 | 0.0345 | 0.0054 | 0.0604 | 0.0365 | 0.0049 | 0.0499 | 0.0379 | 0.0039 |
| $\kappa_{\text{max}} = 51$ | 0.0864 | 0.0399 | 0.0091 | 0.0840 | 0.0419 | 0.0088 | 0.0715 | 0.0436 | 0.0070 |
| $\kappa_{\text{max}} = 101$ | 0.1012 | 0.0536 | 0.0131 | 0.0983 | 0.0521 | 0.0124 | 0.0881 | 0.0544 | 0.0107 |
| $T = 1000$ | | | | | | | | |
| $\kappa_{\text{max}} = 21$ | 0.0640 | 0.0241 | 0.0047 | 0.0596 | 0.0248 | 0.0042 | 0.0515 | 0.0282 | 0.0034 |
| $\kappa_{\text{max}} = 51$ | 0.0882 | 0.0295 | 0.0086 | 0.0828 | 0.0288 | 0.0077 | 0.0751 | 0.0310 | 0.0066 |
| $\kappa_{\text{max}} = 101$ | 0.1055 | 0.0362 | 0.0124 | 0.0998 | 0.0348 | 0.0112 | 0.0925 | 0.0382 | 0.0100 |
| $T = 5000$ | | | | | | | | |
| $\kappa_{\text{max}} = 21$ | 0.0645 | 0.0106 | 0.0043 | 0.0610 | 0.0108 | 0.0038 | 0.0509 | 0.0123 | 0.0027 |
| $\kappa_{\text{max}} = 51$ | 0.0892 | 0.0128 | 0.0081 | 0.0850 | 0.0123 | 0.0074 | 0.0756 | 0.0138 | 0.0059 |
| $\kappa_{\text{max}} = 101$ | 0.1069 | 0.0154 | 0.0117 | 0.1022 | 0.0157 | 0.0107 | 0.0949 | 0.0174 | 0.0093 |