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Abstract

We develop the basics of twistor theory in de Sitter space, up to the Penrose transform for free massless fields. We treat de Sitter space as fundamental, as one does for Minkowski space in conventional introductions to twistor theory. This involves viewing twistors as spinors of the de Sitter group $SO(4,1)$. When attached to a spacetime point, such a twistor can be reinterpreted as a local $SO(3,1)$ Dirac spinor. Our approach highlights the antipodal map in de Sitter space, which gives rise to doublings in the standard relations between twistors and spacetime. In particular, one can generate a field with both handedness signs from a single twistor function. Such fields naturally live on antipodally-identified de Sitter space $dS_4/\mathbb{Z}_2$, which has been put forward as the ideal laboratory for quantum gravity with positive cosmological constant.
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I. INTRODUCTION

Observation suggests that our universe has a positive cosmological constant. This makes de Sitter space $dS_4$ the most physically relevant of the maximally symmetric spacetimes. In some ways, the theoretical understanding of this spacetime is also the least developed. Our ignorance is especially poignant when considering quantum gravity. Since the resources available to an observer in de Sitter space are always limited by the cosmological horizon, the fate of sharp observables becomes unclear. Indeed, one is no longer sure about the nature of the Hilbert space of states, e.g. whether or not it is observer-dependent. For discussions, see e.g. [1–3]. The conceptual challenges for quantum gravity in de Sitter space closely mirror the more general ones concerning horizon thermodynamics and quantum gravity in finite spatial regions. Thus, in addition to its relevance to real-world cosmology, de Sitter space may serve as the simplest theoretical laboratory for exploring these issues.

With the above motivation, it is of interest to adapt to de Sitter space every theoretical tool that was developed for the Minkowski or anti-de Sitter (AdS) settings. In the present paper, we aim to do this for the basics of twistor theory. Twistor theory [4, 5] is an approach to geometry and physics that seeks to shift the focus from spacetime to twistor space - the spin-1/2 representation space of the spacetime symmetry algebra. Geometrically, a twistor is a totally-null plane in the complexified spacetime, while a spacetime point is a Riemann sphere in twistor space. The shift to twistor space lends greater importance to holomorphic structures, which ideally take over the role of spacetime field equations. In recent years, twistor theory was involved in significant advances in S-matrix calculations for $\mathcal{N} = 4$ super-Yang-Mills [6, 7] and for $\mathcal{N} = 8$ supergravity [8]. These advances suggest twistors as the optimal description for on-shell massless particles in Minkowski space. One can hope, then, that an improved understanding of twistors in de Sitter space may point towards the correct de Sitter substitute for the concept of particles.

Certainly, de Sitter space is not new to the twistor literature. First, much of twistor theory is conformally invariant. This means that elementary twistor language, initially developed for Minkowski space, can be carried over to de Sitter through a conformal transformation. For a recent application in the context of modern S-matrix methods, see [9]. Alternatively, one may view de Sitter space as a particular case of more general curved spacetimes, and then use more advanced methods such as a local twistor bundle. One goal of the present
paper is to bridge the cosmetic gap left by these approaches. We aim to describe twistor theory in a way that uses the special structure of de Sitter space, and does so on its own terms, without having to go through Minkowski space. Thus, the paper can be read as an unorthodox introduction to twistors, with de Sitter space instead of Minkowski as the starting point.

Cosmetics aside, there is an upshot to shifting the focus away from Minkowski space. Indeed, Minkowski space is not quite conformally equivalent to de Sitter, but to a patch that only covers half of $dS_4$. By focusing on such a patch, one loses conceptually important features of de Sitter space, such as observer-dependent cosmological horizons. A related feature is the antipodal map $x \rightarrow -x$, which always takes one out of the conformally flat patch and across the cosmological horizon. One may choose to topologically identify antipodal points, which yields the so-called “elliptical” de Sitter space $dS_4/\mathbb{Z}_2$. This spacetime should not be confused with the (geodesically incomplete) half of $dS_4$ that is conformal to Minkowski space. The peculiar properties of the quotient space $dS_4/\mathbb{Z}_2$ are reviewed in [2]. It is argued there and elaborated in [10, 11] that $dS_4/\mathbb{Z}_2$ is in fact a more promising setting for quantum gravity with positive cosmological constant than $dS_4$ itself.

Thus, another aim of this paper is to study the antipodal map and the space $dS_4/\mathbb{Z}_2$ in twistor language. We find that the antipodal map induces certain doublings in the standard relations between twistor space and spacetime. In particular, a twistor is now no longer a left-handed totally-null plane in complexified $dS_4$, but a pair of left-handed and right-handed planes. Conversely, a point in $dS_4$ is not one Riemann sphere in twistor space, but two. This leads to a version of the Penrose transform that produces both self-dual and anti-self-dual massless free fields from the same type of twistor function. In particular, one can use it to produce fields on $dS_4/\mathbb{Z}_2$, where there is no global notion of self-duality.

In our construction, the infinity twistor plays a peculiar role. Normally, this is the structure in twistor theory that breaks the conformal group down to the group of isometries. The antipodal map in $dS_4$ is invariant under the isometry group $SO(4,1)$, but it is not conformally invariant - it isn’t part of the causal structure. Accordingly, we will see that in twistor language, the antipodal map involves the infinity twistor. On the other hand, in the quotient space $dS_4/\mathbb{Z}_2$, the antipodal map becomes incorporated into the global causal structure. This reflects the fact that for topological reasons, the conformal group on $dS_4/\mathbb{Z}_2$ is no bigger than the isometry group. Since the relation between twistors and spacetime is
non-local, such global features are significant. Thus, in $dS_4/\mathbb{Z}_2$, the infinity twistor becomes a legitimate part of the conformal structure.

The rest of the paper is organized as follows. In section II, we introduce de Sitter space in terms of its embedding in the 4+1d flat space $\mathbb{R}^{4,1}$. In section III, we introduce twistors as the spinors of $SO(4,1)$. In section IV, we outline the geometry of twistors in de Sitter space. Conversely, in section V, we outline the geometry of spacetime points in twistor space. We also describe there how twistors can be “evaluated” at a spacetime point to yield local Dirac spinors. In section VI, we present the twistor transform for a conformally coupled scalar field. In section VII, we present the transforms for free massless fields with spin. Section VIII is devoted to discussion and outlook.

We use indices $(\mu, \nu, \ldots) = 0, 1, 2, 3, 4$ to denote vectors in 4+1d flat space. Their projections onto the de Sitter hyperboloid will be identified with intrinsic vectors in $dS_4$. We use 4d indices $(a, b, \ldots)$ for twistors, as well as for local Dirac spinors in de Sitter space. In the latter case, the index is a direct sum of a left-handed Weyl spinor index $(\alpha, \beta, \ldots)$ and a right-handed one $(\dot{\alpha}, \dot{\beta}, \ldots)$.

II. VARIANTS OF DE SITTER SPACE: GLOBAL, COMPACTIFIED, ELLIPTICAL AND COMPLEX

De Sitter space $dS_4$ can be modeled as the hyperboloid $x_\mu x^\mu = 1$ of unit spacelike radius in the 4+1d Minkowski space $\mathbb{R}^{4,1}$. Alternatively, it is the set of spacelike directions in $\mathbb{R}^{4,1}$. The future and past conformal infinities $\mathcal{I}^\pm$ can be viewed as the 3-spheres of future-pointing and past-pointing null directions in $\mathbb{R}^{4,1}$, respectively. One may choose to identify pairs of points related through the antipodal map $x^\mu \leftrightarrow -x^\mu$. This takes us to “elliptical” de Sitter space $dS_4/\mathbb{Z}_2$. The conformal infinities $\mathcal{I}^\pm$ are then identified into a single 3-sphere $\mathcal{I}$. Alternatively, one can identify the $\mathcal{I}^\pm$ without identifying antipodal points in the bulk. This results in compactified de Sitter space.

Similarly, complex de Sitter space $dS_{4,\mathbb{C}}$ is the set of points with $x_\mu x^\mu = 1$ in the flat complex space $\mathbb{C}^5$. Again, we have an optional identification of antipodal points, which takes us to $dS_{4,\mathbb{C}}/\mathbb{Z}_2$. If we view complex de Sitter space as the set of non-null complex directions in $\mathbb{C}^5$ (there is no longer a distinction between spacelike and timelike), then the identification of antipodal points becomes mandatory: the directions of $x^\mu$ and $-x^\mu$ are
continuously related through phase rotations \( x \rightarrow e^{i\theta}x \). For the same reason, whether or not we identify antipodal points in the bulk, we must identify the two infinities \( \mathcal{I}^\pm \) when complexifying. The resulting complexified infinity \( \mathcal{I}_\mathbb{C} \) is the set of complex null directions in \( \mathbb{C}^5 \).

Like Minkowski space, \( dS_4 \) is separately orientable in space and time. Together, these define the spacetime orientation, captured by the Levi-Civita symbol \( \epsilon^\mu\nu\rho\sigma \). The latter is related to the Levi-Civita symbol in \( \mathbb{R}^{4,1} \) as:

\[
\epsilon^\mu\nu\rho\sigma = \epsilon^{\mu\nu\rho\sigma\lambda} x_\lambda.
\]

(1)

Since the antipodal map \( x^\mu \rightarrow -x^\mu \) reverses the time direction, elliptical de Sitter space \( dS_4/\mathbb{Z}_2 \) is not time-orientable. Moreover, since \( \mathbb{R}^{4,1} \) has an even spatial dimension and an odd spacetime dimension, \( \mathbb{I} \) implies that \( dS_4/\mathbb{Z}_2 \) inherits a spatial orientation from \( \mathbb{R}^{4,1} \), but not a spacetime one. This will be important below, when we consider the handedness of free massless fields. Similarly, complex de Sitter space \( dS_{4,\mathbb{C}} \) has a spacetime orientation, while \( dS_{4,\mathbb{C}}/\mathbb{Z}_2 \) does not. As always with complex spacetimes, neither of the two has a separate notion of spatial or time orientation.

### III. Twistors and the SO(4,1) Clifford Algebra

Twistors are often defined as the Weyl spinors of the spacetime conformal group \( SO(4,2) \). In Minkowski space, the conformal group can be reduced to the Poincare group by introducing the infinity twistor \( I_{ab} \). In de Sitter space, a different (non-degenerate) choice of \( I_{ab} \) reduces us instead to the de Sitter isometry group \( SO(4,1) \). We view this as the group of rotations in the embedding flat space \( \mathbb{R}^{4,1} \). We then introduce twistor space \( \mathbb{T} \) as the space of Dirac spinors of \( SO(4,1) \).

In the embedding flat space \( \mathbb{R}^{4,1} \), we have the 4+1d Clifford algebra, generated by the gamma matrices \( (\gamma^\mu)^a_b \). These can be represented in 2 × 2 block notation as:

\[
(\gamma^0)^a_b = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} ; \quad (\gamma^k)^a_b = \begin{pmatrix} \tau^k & 0 \\ 0 & -\tau^k \end{pmatrix} ; \quad (\gamma^4)^a_b = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix},
\]

(2)

where the 2 × 2 matrices \( \tau_k \equiv -i\sigma_k \) for \( k = 1,2,3 \) are imaginary multiples of the Pauli
We can use\(I\) and the Clifford algebra \(\gamma^{\mu\nu}\) for the SO(3, 1) factors in (2) and (4) allows us to interpret \((\gamma^4, \gamma^{\mu\nu})\) as 2 \(\times\) 2 matrices over the quaternions. Note that in treatments of SO(3, 1), our \(\gamma^4\) is usually denoted as \(\gamma^5\). The antisymmetric products \(\gamma^{[\mu\nu]} \equiv \gamma^{\mu\nu}\) are given by:

\[
(\gamma^{04})_a^b = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} ; \quad (\gamma^{ij})_a^b = \epsilon^{ijk} \begin{pmatrix} \tau_k & 0 \\ 0 & \tau_k \end{pmatrix} ; \quad (\gamma^{0k})_a^b = \begin{pmatrix} 0 & -\tau_k \\ \tau_k & 0 \end{pmatrix} ; \quad (\gamma^{4k})_a^b = \begin{pmatrix} 0 & \tau_k \\ \tau_k & 0 \end{pmatrix} .
\]

The SO(4, 1) group is generated by the matrices \(\gamma^{\mu\nu}/2\). As an aside, the absence of explicit \(i\) factors in (2) and (4) allows us to interpret \((\gamma^\mu, \gamma^{\mu\nu})\) as 2 \(\times\) 2 matrices over the quaternions. This reflects the fact that the double cover of SO(4, 1) is the quaternionic group \(Sp(1, 1)\). The product of three gamma matrices is another gamma matrix. In particular, we have \(\gamma^{[\mu\nu\rho]} \equiv \epsilon^{\mu\nu\rho\sigma}\), where \(\epsilon^{01234} = 1\). Both \(\gamma^\mu\) and \(\gamma^{\mu\nu}\) are traceless. Together with the unit matrix, they span the 4 \(\times\) 4 matrix space. Useful trace identities include:

\[
\delta_a^a = 4 ; \quad (\gamma^\mu)_a^a = 0 ; \quad (\gamma^\mu)_a^b (\gamma_b)_b^b = -4\delta_\mu^\nu ; \quad (\gamma^{\mu\nu})_a^b (\gamma_{\rho\sigma})_b^b = -8\delta^{[\mu\nu]}_{\rho\sigma} .
\]

With these, one can decompose any twistor matrix \(M^a_b\) into 4+1d scalar, vector and bivector pieces:

\[
M^a_b = m\delta_a^b + m^\mu\gamma^\mu_a b + m^{\mu\nu\rho\sigma}_a \gamma^{\mu\nu\rho\sigma}_b ; \quad m = \frac{1}{4} M^a_a ; \quad m^\mu = -\frac{1}{4} M^a_b \gamma^{\mu\nu}_a ; \quad m^{\mu\nu} = -\frac{1}{8} M^a_b \gamma^{\mu\nu\rho\sigma}_a .
\]

The SO(4, 1) group leaves invariant the antisymmetric “infinity twistor”:

\[
I_{ab} = -I_{ba} = \begin{pmatrix} 0 & \tau_2 \\ \tau_2 & 0 \end{pmatrix} = I^{ab} = -I^{ba} ; \quad I_{ac} I^{bc} = \delta_a^b .
\]

We can use \(I_{ab}\) and \(I^{ab}\) to raise and lower twistor indices as:

\[
Z_a = I_{ab} Z^b ; \quad Z^a = Z_b I^{ba} .
\]
In particular, we see that $I_{ab}$ and $I^{ab}$ are indeed lowered/raised-index versions of each other.
We also have:
\[ I^a_b = -I^b_a = \delta^a_b. \] (9)
Lowering indices on (2) and (4), we find that the $\gamma^\mu_{ab}$ are antisymmetric (and traceless with respect to $I^{ab}$), while the $\gamma^{\mu\nu}_{ab}$ are symmetric:
\[ \gamma^\mu_{ab} = -\gamma^\mu_{ba}; \quad I^{ab}\gamma^\mu_{ab} = 0; \quad \gamma^{\mu\nu}_{ab} = \gamma^{\mu\nu}_{ba}. \] (10)
The six matrices $(I_{ab}, \gamma^\mu_{ab})$ span the antisymmetric $4 \times 4$ matrix space, while the ten matrices $\gamma^{\mu\nu}_{ab}$ span the symmetric one. Other useful identities include:
\[ \epsilon^{abcd} = -3I^{[ab}I^{cd]}; \quad \epsilon^{abcd}I_{cd} = -2I^{ab}; \quad \epsilon^{abcd}\gamma^\mu_{cd} = 2\gamma^{\mu ab}; \] (11)
\[ \gamma^\mu_{ab} \gamma^\nu_{cd} = I^{ab}I_{cd} - 4\delta^\mu_{[c} \delta^\nu_{d]}. \] (12)
If we restrict to real $SO(4,1)$ rotations, an additional invariant structure appears - a Hermitian metric with signature $(2,2)$:
\[ \bar{Z}_a = \begin{pmatrix} 0 & -1 \\ -1 & 0 \end{pmatrix} Z^b; \quad \bar{Z}^a = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} Z_b, \] (13)
where the signs are chosen so that (8) and (13) commute. The Hermitian metric (13) identifies the de Sitter group $SO(4,1) \approx Sp(1,1)$ as a subgroup of the conformal group $SO(4,2) \approx SU(2,2)$. Together, (8) and (13) can be combined into a complex-conjugation operation:
\[ \bar{Z}^a = \begin{pmatrix} \tau_2 & 0 \\ 0 & \tau_2 \end{pmatrix} \bar{Z}^b; \quad \bar{Z}_a = \begin{pmatrix} \tau_2 & 0 \\ 0 & \tau_2 \end{pmatrix} \bar{Z}_b. \] (14)
This complex conjugation is anti-idempotent and commutes with scalar products:
\[ \bar{Z}^a = -Z^a; \quad \bar{W}_a \bar{Z}^a = \bar{W}_a Z^a. \] (15)
Due to the anti-idempotence, there are no real twistors. Moreover, $Z^a$ and $\bar{Z}^a$ are always linearly independent. On the other hand, the special twistor matrices introduced above are all real under (14):
\[ \bar{I}_{ab} = I_{ab}; \quad \bar{\gamma}^\mu_{ab} = \gamma^\mu_{ab}; \quad \bar{\gamma}^{\mu\nu}_{ab} = \gamma^{\mu\nu}_{ab}. \] (16)
We see that in the de Sitter context, there is no distinction between twistor space and its dual: twistor indices can be raised, lowered and conjugated freely.
TABLE I: Examples of twistors $Z^a$ from different regions in twistor space. For each twistor, we present the 4+1d Clifford algebra elements corresponding to the bilinears $Z^aZ_b$ and $Z^a\bar{Z}_b$.

### IV. THE GEOMETRY OF TWISTOR BILINEARS

#### A. Complex and real bilinears from a twistor $Z^a$

In complex Minkowski space, a projective twistor $Z^a$ (i.e. a twistor defined up to rescalings $Z^a \rightarrow \lambda Z^a$) corresponds to a totally null 2-plane of a certain handedness, known as an $\alpha$-plane. If the twistor is null, i.e. $\bar{Z}^aZ_a = 0$, then its $\alpha$-plane intersects real spacetime at a lightray. Let us find the analogues of these results in de Sitter space.

Given a twistor $Z^a$, we can construct the bilinear $Z^aZ_b$. This can be decomposed into 4+1d scalar, vector and bivector pieces, according to (6). Since $Z^aZ_b$ is symmetric, only the bivector piece will be non-vanishing. It’s easy to check that the bivector corresponding to $Z^aZ_b$ is simple and totally null. See table I for examples. The bivector’s projective version, taking into account the freedom to rescale $Z^a$, is a totally null 2-plane through the origin in $\mathbb{C}^5$. This translates into a null geodesic at complexified de Sitter infinity $I_C$. Thus, projective twistor space $\mathbb{P}T$ is the space of null geodesics on $I_C$. For a null twistor $Z^a$, the null geodesic at $I_C$ intersects the real 3-sphere $\mathcal{I}$ at a point. This corresponds to two antipodally related points on $\mathcal{I}^+$ and $\mathcal{I}^-$. Alternatively, one can dualize the 2-plane in $\mathbb{C}^5$ corresponding to $Z^aZ_b$, obtaining a 3-plane with a rank-1 intrinsic metric. This 3-plane intersects complexified de Sitter space $dS_{4,C}$ at a pair of totally null 2-planes, related through the antipodal map. The pair of 2-planes intersect each other and $I_C$ at the null geodesic described above. Since we’ve seen that the antipodal map reverses spacetime orientation, the two 2-planes have opposite handedness. Thus, they constitute an $\alpha$-plane and $\beta$-plane pair. When the twistor $Z^a$ is null, the 2-planes intersect the real spacetime $dS_4$. In that case, the intersection is a pair of antipodally related lightrays.
If complex conjugation is allowed, we can consider also the bilinear $Z^a \bar{Z}_b$. We again apply the decomposition \((6)\) into 4+1d scalar, vector and bivector pieces. This time, all the pieces are non-vanishing in general. Under the complex conjugation $Z^a \to \bar{Z}^a$, the scalar and vector pieces of $Z^a \bar{Z}_b$ are invariant, while the bivector piece changes sign.

The scalar piece of $Z^a \bar{Z}_b$ is the real scalar $\bar{Z}^a Z^a/4$. Projectively, one can only say whether it's positive, negative or zero. The three possibilities divide twistor space into regions $T^+$, $T^-$ and $N$, as usual. See table \([1]\) for examples. The twistor complex conjugation \((14)\) maps each region onto itself.

The vector piece of $Z^a \bar{Z}_b$ is real and future-pointing. It is null for $Z^a \in N$ and timelike for $Z^a \in T^\pm$. Projectively, it defines a causal line through the origin in $\mathbb{R}^{4,1}$. This is the line orthogonal to the bivector $\gamma_{\mu\nu}^a Z^a Z^b$ and to its complex conjugate $\gamma_{\mu\nu}^a \bar{Z}_a \bar{Z}_b$. For $Z^a \in N$, the (null) vector piece of $Z^a \bar{Z}_b$ defines a point on $I^+$, along with its antipode on $I^-$. These are the same as the points defined by $Z^a Z_b$.

The bivector piece of $Z^a \bar{Z}_b$ is imaginary. Along with the bivectors corresponding to $Z^a Z_b$ and $\bar{Z}_a \bar{Z}_b$, it lives in the 4-plane orthogonal to the vector piece of $Z^a \bar{Z}_b$. For $Z^a \in T^+$, this 4-plane is spacelike, and the three bivectors are all self-dual with respect to its future-pointing normal. Similarly, for $Z^a \in T^-$, the bivectors are all anti-self-dual with respect to the future-pointing normal. For $Z^a \in N$, the bivector piece of $Z^a \bar{Z}_b$ is simple, with signature $(0,+)$. Projectively, it defines a $(0, +)$-signature 2-plane through the origin in $\mathbb{R}^{4,1}$. This 2-plane intersects $dS_4$ at a pair of lightrays, related through the antipodal map. These are the same as the two lightrays arising from $Z^a Z_b$. The lightrays begin and end at the points on $I^\pm$ defined by $Z^a Z_b$ or by the vector piece of $Z^a \bar{Z}_b$.

### B. Summary of structures in de Sitter space associated with a twistor

Projective twistor space $\mathbb{P}T$ is:

- The space of null geodesics at complexified infinity $\mathcal{I}_C$.
- The space of totally null 2-surfaces in $dS_{4,C}/\mathbb{Z}_2$ (with no definite handedness).
- The space of antipodally related pairs of totally null 2-surfaces in $dS_{4,C}$, with opposite handedness signs.

Projective null twistor space $\mathbb{P}N$ is a double cover of:
• The space of lightrays in \( dS_4/\mathbb{Z}_2 \).

• The space of antipodally related \emph{pairs} of lightrays in \( dS_4 \).

The double cover is due to the fact that a null twistor \( Z^a \) and its (linearly independent) complex conjugate \( \bar{Z}^a \) correspond to the same pair of lightrays in \( dS_4 \).

V. SPACETIME POINTS, RIEMANN SPHERES AND CHIRAL PROJECTORS

A. The projectors \( P_{\pm}(x) \)

In section IV, we identified the structures in de Sitter space associated with a (projective) twistor. Let us now address the converse question - what structures in twistor space are associated with a de Sitter point? In complex Minkowski space, a spacetime point maps to a Riemann sphere \( \mathbb{C}P^1 \subset \mathbb{P}T \), with real points mapped to Riemann spheres in \( \mathbb{P}N \). Let us see how things change in the de Sitter case.

Consider a point in \( dS_{4,\mathbb{C}} \), parametrized by a 4+1d complex vector \( x^\mu \) with \( x_\mu x^\mu = 1 \). Define the following pair of twistor matrices:

\[
P_{\pm}^{\ a\ b}(x) = \frac{1}{2} (\delta^a_b \pm ix^\mu \gamma_{\mu\ a\ b}) ,
\]

with raised-index versions:

\[
P_{\pm}^{ab}(x) = \frac{1}{2} (I^{ab} \pm ix^\mu \gamma_{\mu\ ab}) .
\]

It’s easy to check that the matrices \( P_{\pm}^{ab}(x) \) are antisymmetric and simple, i.e. rank-2. Thus, they define a pair of \( \mathbb{C}^2 \) subspaces in \( T \), or Riemann spheres in \( \mathbb{P}T \). We denote both the subspaces and the Riemann spheres as \( P_{\pm}(x) \). The matrices \( P_{\pm\ a\ b} \) are projectors onto the respective \( \mathbb{C}^2 \) subspaces. They satisfy:

\[
P_{-\ c\ e\ c\ P_{-\ b}} = P_{-\ a\ b} ; \quad P_{+\ c\ e\ P_{+\ b}} = P_{+\ a\ b} ; \quad P_{-\ c\ e\ P_{+\ b}} = P_{+\ c\ P_{-\ b}} = 0 ,
\]

where the last equation implies \( W^a Y^a = 0 \) for all \( W^a \in P_{-}(x) \) and \( Y^a \in P_{+}(x) \). The \( P_{-}(x) \) and \( P_{+}(x) \) projectors sum to unity. The gamma matrices can be decomposed in terms of \( P_{\pm}(x) \) as follows:

\[
x^\mu \gamma_{\mu\ ab} = i (P_{ab} - P_{+}^{ab}) ;
\]

\[
(\delta_\mu - x_\mu x^\nu) \gamma_{\mu\ \nu} = 2 P_{-}^{\ [a\ c\ P_{+\ b]} d\ } \gamma_{\mu\ cd} .
\]
Under the antipodal map $x^\mu \to -x^\mu$, the $P_\pm$ switch roles:

$$P^\pm_{ab}(-x) = P^\mp_{ab}(x). \tag{22}$$

Under the complex conjugation $(14)$, we have:

$$\bar{P}^\pm_{ab}(x) = P^\mp_{ab}(\bar{x}). \tag{23}$$

Thus, for real points $x^\mu$, the matrices $P^\pm_{ab}(x)$ and $P^\mp_{ab}(x)$ are complex conjugates. In this case, each of the subspaces $P_\pm(x)$ sits entirely in $\mathbb{N}$. Thus, $P_+(x)$ is the 2d subspace of their complex conjugates $\bar{Z}^a$. At the same time, it’s not necessary to use complex conjugation when discussing the $P_\pm(x)$: one can always use eq. $(17)$, which is holomorphic in $x^\mu$.

In the geometric language of section IV the two Riemann spheres $P_\pm(x)$ correspond to the spheres of right-handed/left-handed totally null 2-planes in $dS_4,\mathbb{C}/\mathbb{Z}_2$ passing through the point $\pm x^\mu$. The distinction between left-handed and right-handed 2-planes can only be made locally in $dS_4,\mathbb{C}/\mathbb{Z}_2$, and there’s no global way to decide which of the $P_\pm(x)$ corresponds to which handedness. For real points $x^\mu$, one can view either $P_-(x)$ or $P_+(x)$ as the sphere of lightrays in $dS_4/\mathbb{Z}_2$ through $\pm x^\mu$: the null twistors in $P_(x)$ map to the same lightrays as their complex conjugates in $P_+(x)$.

Eq. $(18)$ covers all the $\mathbb{C}^2$ subspaces of $\mathbb{T}$ except those on which the form $I_{ab}$ vanishes. The latter are given by simple antisymmetric matrices of the form $\ell^\mu_{\gamma} a^b$, where $\ell^\mu$ is null. Since the $\mathbb{C}^2$ subspace does not depend on the scaling of $\ell^\mu$, these subspaces are in one-to-one correspondence with points at $I_{\mathbb{C}}$.

**B. Summary of structures in twistor space associated with spacetime points**

- Complex de Sitter space $dS_4,\mathbb{C}$ is the space of Riemann spheres in $\mathbb{P}\mathbb{T}$. The identification can be realized through either of the maps $P_\pm(x)$.

- $dS_4,\mathbb{C}/\mathbb{Z}_2$ is the space of unordered pairs $P_\pm$ of Riemann spheres in $\mathbb{P}\mathbb{T}$, whose bitwistors $P^\pm_{ab}$ can be scaled to satisfy $P^-_{ab} + P^+_a = I_{ab}$. Alternatively, it is the space of unordered pairs of projectors $P^\pm_{ab}$ that satisfy $P^-_{ab} + P^+_a = \delta^a_b$ and $P^\pm_{ac} I_{cb} = -P^\pm_{bc} I^{ca}$.

- The real spaces $dS_4$ and $dS_4/\mathbb{Z}_2$ are the spaces of Riemann spheres as above, on which the Hermitian metric $(13)$ vanishes.
• $\mathcal{I}_C$ is the space of Riemann spheres in $\mathbb{P}T$ on which the form $I_{ab}$ vanishes.

• $\mathcal{I}$ is the space of Riemann spheres on which both $I_{ab}$ and the Hermitian metric vanish.

C. Dirac and Weyl spinors at a spacetime point

The $\mathbb{C}^2$ subspaces $P_{\pm}(x)$ have an additional interpretation, which has no analogue in the twistor theory of Minkowski space. The projectors (17) are just $x^\mu$-dependent versions of the familiar chiral projectors $(1 \pm i\gamma_5)/2$ for $SO(3, 1)$ Dirac spinors. Indeed, choosing a point $x^\mu$ breaks the $SO(4, 1)$ de Sitter group down to the Lorentz group $SO(3, 1)$ around the point. This induces a decomposition of twistor space (i.e. the Dirac representation of $SO(4, 1)$) into the two Weyl representations of $SO(3, 1)$. We can thus identify the $\mathbb{C}^2$ subspaces $P_{\pm}(x)$ with the left-handed and right-handed spin spaces at $x^\mu$! Again, if antipodal points are identified, then the left/right distinction only makes sense locally.

We conclude that at a point $x^\mu$, a twistor index $a$ can be interpreted as a local $SO(3, 1)$ Dirac index. This can then be viewed as a direct sum of a left-handed Weyl index $\alpha$ living in $P_{-}(x)$ and a right-handed index $\dot{\alpha}$ living in $P_{+}(x)$. The matrices $P_{-}^{ab}$ and $P_{+}^{ab}$ become the spinor metrics $\epsilon^{\alpha\beta}$ and $\epsilon^{\dot{\alpha}\dot{\beta}}$. The gamma matrices (21) tangent to the de Sitter hyperboloid become the ordinary 3+1d gamma matrices, with components $\gamma_{\mu}^{\alpha\dot{\alpha}} = -\gamma_{\mu}^{\dot{\alpha}\alpha}$. The fifth, radial gamma matrix (20) plays the role of $\gamma_5$, with components $i\epsilon^{\alpha\beta}$ and $-i\epsilon^{\dot{\alpha}\dot{\beta}}$. The canonical map between 3+1d tangent vectors $v^\mu$ and spinor matrices $v^{\alpha\dot{\alpha}}$ takes the form:

$$v^{\alpha\dot{\alpha}} = \frac{i}{\sqrt{2}} v^\mu \gamma_{\mu}^{\alpha\dot{\alpha}}; \quad v^\mu = \frac{i}{\sqrt{2}} v^{\alpha\dot{\alpha}} \gamma_{\mu}^{\alpha\dot{\alpha}},$$

where we used the identities:

$$\gamma_{\alpha\dot{\alpha}} \gamma_{\nu}^{\alpha\dot{\alpha}} = -2\delta_{\nu}^{\mu}; \quad \gamma_{\mu}^{\alpha\dot{\alpha}} \gamma_{\beta\dot{\beta}}^{\mu} = -2\delta_{\beta}^{\alpha} \delta_{\dot{\beta}}^{\dot{\alpha}},$$

which follow from $\gamma_{ab} \gamma_{\nu}^{ab} = -4\delta_{\nu}$ and $\gamma_{\mu}^{ab} \gamma_{cd}^{\mu} = I_{ab} I_{cd} - 4\delta_{[a}^{[a} \delta_{d]}^{d]}$. Under the map (21), the de Sitter metric (i.e. the pullback of $\eta_{\mu\nu}$ onto the hyperboloid) is identified with $\epsilon_{\alpha\beta} \epsilon^{\dot{\alpha}\dot{\beta}}$.

The complex conjugation (23) interchanges the left-handed and right-handed Weyl spinors, as it should. Also, eq. (22) defines an isomorphism between left-handed spinors at $x$ and right-handed spinors at $-x$: the same twistor $Z^{a}$ can be viewed as either kind of Weyl spinor, depending on the spacetime point where it is “evaluated”.

The above construction allows us to view twistor-valued fields in de Sitter space as ordinary Dirac spinor fields. We will use this in the twistor transforms of section VII.
VI. CONFORMALLY COUPLED SCALAR FIELD

Before moving on to fields with spinor indices, let us work out the twist or transform for a free massless scalar field. More precisely, the field equation that arises naturally from the twistor transform is that of the *conformally coupled* scalar:

$$\Box \varphi = \frac{1}{6} R \varphi = 2 \varphi ,$$

where we substituted the Ricci scalar $R = 12$ for de Sitter space with unit radius. The d’Alembertian in (26) is, of course, the covariant one for the curved space $dS_4$. However, one can substitute it with the flat d’Alembertian in $\mathbb{R}^{4,1}$, if we give $\varphi$ a trivial radial dependence $\varphi(x^\mu) = \varphi(\lambda x^\mu)$ for $\lambda$ in a neighborhood of 1. It will be convenient to give this radial dependence also to the projectors (17), defining them for $x^\mu$ away from the hyperboloid $x_\mu x^\mu = 1$ as:

$$P_{\pm}^{a \ b}(x) = \frac{1}{2} \left( \delta^a_b \pm \frac{ix^\mu}{\sqrt{x \cdot x}} \gamma^a_{\mu \ b} \right) .$$

(27)

The ambiguity of the square root doesn’t bother us, since we are only interested in a neighborhood of $x \cdot x = 1$.

Now, consider $\bar{\partial}$-closed $(0,1)$-forms $f(Z)$ in twistor space, homogeneous of degree $-2$ and defined up to exact forms $f \to f + \bar{\partial} h$. The space of such forms is spanned by the distributional “elementary” forms:

$$f(Z) = \frac{1}{A^a Z^a} \bar{\partial} \frac{1}{B^a Z^a} ,$$

(28)

where $A^a, B^a$ are a pair of constant twistors. Given two forms $f_{\pm}(Z)$ in this space, we define the twistor transform as:

$$\varphi(x) = \int_{P_-}(x) f_-(Z) \wedge Z_a dZ^a + \int_{P_+}(x) f_+(Z) \wedge Z_a dZ^a ,$$

(29)

where the integrals are over the Riemann spheres $P_{\pm}(x)$. The field $\varphi(x)$ is holomorphic in the spacetime coordinates $x^\mu$. To verify that it satisfies the field equation (26), it is helpful to shift the $x$-dependence in (29) from the integration range into the integrand. This can be done by substituting $Z^a = P_{\pm}^{a \ b}(x) W^b$, where $W^a$ is now integrated over an $x$-independent pair of Riemann spheres $P_{\pm}(y)$:

$$\varphi(x) = \int_{P_-}(y) f_-(P_- W) \wedge P_{-}^{a \ b}(x) W_a dW^b$$

$$+ \int_{P_+}(y) f_+(P_+ W) \wedge P_{+}^{a \ b}(x) W_a dW^b .$$

(30)
This change of variables is regular, as long as \( x \) is not null-separated from the antipode of \( y \). The field equation (26) is now easy to verify, as detailed in Appendix B.

The main novelty of the transform (29) as compared to the Minkowski case is the presence of two Riemann spheres, and with them two twistor functions. For the scalar field, however, the two separate integrals in (29) are redundant. It’s sufficient to show this for the elementary functions (28). Consider a function \( f(Z) \) of the type (28), normalized so that \( A^a B_a = 1 \). Then there exists a point \( x' \in dS_{4\mathbb{C}} \), such that \( x'_\mu x^\mu = 1 \) and \( 2A^a B_b = P_{+ab}(x') \). As shown in Appendix C, the \( P_-(x) \) piece of the transform (29) evaluates on the de Sitter hyperboloid \( x_\mu x^\mu = 1 \) as:

\[
\varphi(x) = -\frac{4\pi i}{1 - x'_\mu x^\mu} = -\frac{8\pi i}{(x_\mu - x'_\mu)(x^\mu - x'^\mu)} .
\]

It is now clear how the same field can be obtained from an integral over \( P_+(x) \) rather than \( P_-(x) \). One must simply choose a different function of the form (28), such that \( 2A^a B_b \) equals \( P_{-ab}(x') \) rather than \( P_{+ab}(x') \). We conclude that just one of the \( P_\pm(x) \) integrals is sufficient to obtain all the solutions (29). This will not be the case for fields with spin, as we will see below.

Even though the presence of two Riemann spheres in (29) is redundant, it is still useful for expressing symmetries of the field \( \varphi(x) \). The two functions \( f_\pm(Z) \) may be related by three kinds of reflection symmetries, which induce the following properties on \( \varphi(x) \):

\[
\begin{align*}
f_+(Z) = \pm f_-(Z) & \quad \rightarrow \quad \varphi(x) = \pm \varphi(-x) ; \\
f_+(\bar{Z}) = e^{i\theta} f_-(\bar{Z}) & \quad \rightarrow \quad \bar{\varphi}(x) = e^{i\theta} \varphi(\bar{x}) ; \\
f_{\pm}(Z) = e^{i\theta} f_{\pm}(\bar{Z}) & \quad \rightarrow \quad \bar{\varphi}(x) = e^{i\theta} \varphi(\bar{x}) .
\end{align*}
\]

Here, \( \theta \) is an arbitrary phase. The complex conjugations of forms and their arguments are understood as follows:

\[
\begin{align*}
f(Z) = f_a(Z) d\bar{Z}^a ; & \quad \bar{f}(\bar{Z}) = f_a(\bar{Z}) d\bar{Z}^a = -f_a(Z) dZ^a ; \\
\bar{f}(Z) = -\bar{f}_a(Z) dZ^a .
\end{align*}
\]

Eqs. (32)-(34) can be verified directly from the transform (29), using (22)-(23). For the symmetries (33)-(34) that involve complex conjugation, the proof requires an anti-holomorphic change of variables \( Z^a \rightarrow \bar{Z}^a \).

Two special cases of the symmetries (32)-(34) should be noted. First, we see from (33) that for \( \bar{f}_+(Z) = f_-(\bar{Z}) \), the field \( \varphi(x) \) is real at real points \( x \). Second, the symmetry (32)
has a special status, since it doesn’t involve complex conjugation (though it is consistent with the reality condition (33)). A field satisfying the holomorphic symmetry (32) can be written in terms of a single function $f_{-}(Z) \equiv f(Z)$ as:

$$\varphi(x) = \left( \int_{P_{-}(x)} \pm \int_{P_{+}(x)} \right) f(Z) Z_{a} dZ^{a}. \quad (36)$$

Such solutions can be viewed as holomorphic fields on $dS_{4,\mathbb{C}}/\mathbb{Z}_{2}$. The condition $\varphi(x) = \pm \varphi(-x)$ also follows from the discussion of charged fields in $dS_{4,\mathbb{C}}/\mathbb{Z}_{2}$ [2], where charges at antipodal points must be opposite for consistency. Note that in [2], the wrong symmetry $\varphi(x) = \pm \bar{\varphi}(-x)$ (for real $x$) was originally deduced instead of $\varphi(x) = \pm \varphi(-x)$. I thank Erik Verlinde for an email exchange on this point.

VII. FREE MASSLESS FIELDS WITH SPIN

A. Covariant derivatives of spinors in de Sitter space

To discuss fields with spin, we need a convenient expression for covariant derivatives of spinors in the curved space $dS_{4}$. As with the d’Alembertian in section VI, we will construct these from flat derivatives in $\mathbb{R}^{4,1}$.

First, consider a left-handed spinor field $\varphi^{\alpha}(x)$ in de Sitter space. The Weyl index $\alpha$ can be upgraded into a Dirac index $a$, with zeros in the right-handed entries. As discussed in section V.C, this can also be viewed as a Dirac spinor index in $\mathbb{R}^{4,1}$, i.e. as a twistor index. Then on symmetry grounds, the following must be true:

$$\nabla_{\alpha\dot{\beta}} \varphi^{\gamma} = \frac{i}{\sqrt{2}} \gamma^{\mu}_{\alpha\dot{\beta}} \partial_{\mu} \varphi^{\gamma}. \quad (37)$$

Here, the LHS is the covariant derivative in de Sitter space written with Weyl spinor indices. On the RHS, we have the flat derivative $\gamma^{\mu}_{\alpha\dot{\beta}} \partial_{\mu} \varphi^{\gamma}$, with the twistor indices projected onto the subspaces $P_{\pm}(x)$ to produce dotted/undotted Weyl indices. The coefficient in (37) is fixed by the map (24). Similarly, for right-handed spinor fields $\varphi^{\dot{\alpha}}(x)$, we get:

$$\nabla_{\alpha\dot{\beta}} \varphi^{\dot{\gamma}} = \frac{i}{\sqrt{2}} \gamma^{\mu}_{\alpha\dot{\beta}} \partial_{\mu} \varphi^{\dot{\gamma}}. \quad (38)$$

As with the scalar field before, we can extend $\varphi^{\alpha}(x)$ away from the de Sitter hyperboloid $x^{\mu}x_{\mu} = 1$ by giving it a trivial radial dependence. However, this is not necessary: due
to (20)-(21), the projection $\gamma^{\mu}_{\alpha\beta}$ of the Dirac indices in $\gamma^{\mu}_{ab}$ already selects the tangential components of the $\partial_\mu$ derivative in (37)-(38).

The simple rules (37)-(38) are all we will need for the twistor transforms below. However, for completeness, let us also consider a Dirac field $\varphi^a(x)$ with both $\varphi^a$ and $\varphi^{\dot{a}}$ components. The covariant derivatives of these components are given by:

$$\nabla_{\dot{\alpha}} \varphi^\beta = \frac{1}{\sqrt{2}} \left( i \gamma^{\mu}_{\dot{\alpha} \alpha} \partial_\mu \varphi^\beta + \delta^\beta_\alpha \varphi^{\dot{\alpha}} \right) ;$$

$$\nabla_{\alpha} \varphi^{\dot{\beta}} = \frac{1}{\sqrt{2}} \left( i \gamma^{\mu}_{\alpha \dot{\alpha}} \partial_\mu \varphi^{\dot{\beta}} + \delta^{\dot{\beta}}_\alpha \varphi^{\dot{\alpha}} \right).$$

The new terms on the RHS can again be deduced from symmetry, up to constant coefficients. The coefficient on e.g. the first line can be fixed by considering $\varphi^a(x) = P^{ab}(x) Z_b$ for a constant twistor $Z^a$. The covariant derivative on the LHS then vanishes, while the RHS is easy to evaluate. As a cross-check, one can verify that the derivatives (39) have the correct commutators for de Sitter space with unit radius:

$$\nabla_{(\alpha} \nabla_{\beta)} \varphi^\gamma = -\delta^\gamma_\alpha \varphi^\beta \quad ; \quad \nabla_{\alpha(\dot{\alpha}} \nabla_{\dot{\beta})} \varphi^\gamma = 0 ;$$

$$\nabla_{\alpha(\dot{\alpha}} \nabla_{\dot{\beta})} \varphi^{\dot{\gamma}} = \delta^{\dot{\gamma}}_\alpha \varphi^{\dot{\beta}} \quad ; \quad \nabla_{(\alpha} \nabla_{\beta)} \varphi^{\dot{\gamma}} = 0.$$

B. The product-based twistor transform

Consider again the space of $\bar{\partial}$-closed $(0,1)$-forms $f(Z)$ on twistor space defined up to $f \to f + \bar{\partial} h$, this time with homogeneity $-2 - n$ for positive integer $n$. For two such forms $f_{\pm}(Z)$, we define the transform:

$$\varphi^{a_1 \ldots a_n}_{\pm}(x) = \int_{P_{\pm}(x)} Z^{a_1} Z^{a_2} \ldots Z^{a_n} f_{\pm}(Z) \wedge Z_\beta dZ^\beta ,$$

where the integrals are again over the Riemann spheres $P_{\pm}(x)$. The field $\varphi^{a_1 \ldots a_n}_{\pm}$ is clearly symmetric in all its indices. Since the $Z^a$ factors in (41) lie in $P_{\pm}(x)$, the Dirac indices on $\varphi^{a_1 \ldots a_n}_{\pm}$ are purely right-handed/left-handed. Thus, the only nonvanishing components of (41) are:

$$\varphi^{\dot{a}_1 \ldots \dot{a}_n}_{\mp}(x) = \int_{P_{\mp}(x)} Z^{\dot{a}_1} Z^{\dot{a}_2} \ldots Z^{\dot{a}_n} f(Z) \wedge Z_\beta dZ^\beta ;$$

$$\varphi^{a_1 \ldots a_n}_{\pm}(x) = \int_{P_{\pm}(x)} Z^{a_1} Z^{a_2} \ldots Z^{a_n} f(Z) \wedge Z_\beta dZ^\beta .$$
This implies that covariant derivatives of $\varphi_{\pm}(x)$ follow the Leibniz-rule extensions of eqs. (37)-(38). One can then show that these fields satisfy the massless free field equations for helicity $\pm n/2$:
\[ \nabla_{\alpha_1} \varphi_{\pm}^{\alpha_1 \alpha_2 \ldots \alpha_n} = 0 ; \quad \nabla_{\beta_1} \varphi_{\pm}^{\dot{\alpha}_1 \dot{\alpha}_2 \ldots \dot{\alpha}_n} = 0. \] (43)

The proof is similar to the scalar-field case, and is detailed in Appendix B.

We see that the transform (41) produces free massless fields of both left and right-handedness from the same kind of twistor function. Unlike in the scalar-field case, the use of both Riemann spheres $P_{\pm}(x)$ is not redundant, since they produce fields with different handedness. The two functions $f_{\pm}(Z)$ can again be related by reflection symmetries, yielding the following relations for the fields $\varphi_{\pm}^{\alpha_1 \ldots \alpha_n}(x)$:
\[ f_{\pm}(Z) = f_{\mp}(Z) \quad \text{or} \quad \varphi_{\pm}^{\alpha_1 \ldots \alpha_n}(x) = \pm \varphi_{\mp}^{\alpha_1 \ldots \alpha_n}(x) ; \] (44)
\[ \tilde{f}_{\pm}(Z) = e^{i\theta} f_{\mp}(Z) \quad \text{or} \quad \varphi_{\pm}^{\alpha_1 \ldots \alpha_n}(x) = e^{i\theta} \varphi_{\mp}^{\alpha_1 \ldots \alpha_n}(x) ; \] (45)
\[ \bar{f}_{\pm}(Z) = e^{i\theta} f_{\pm}(Z) \quad \text{or} \quad \varphi_{\pm}^{\alpha_1 \ldots \alpha_n}(x) = e^{i\theta} \varphi_{\pm}^{\alpha_1 \ldots \alpha_n}(x) \quad \text{(for } n \text{ even)} ; \] (46)
where the relations on $f_{\pm}(Z)$ are of course up to the freedom $f \to f + \tilde{\partial} h$. The restriction to even $n$ in (46) is due to the anti-idempotence $\tilde{Z}^a = -Z^a$. We keep twistor indices on the fields in (41)-(46), since the symmetries relate spinors at different points in de Sitter space. This makes them easier to express with twistor rather than Weyl-spinor indices, since the former are global, while the latter are local in $x$. From the Weyl-spinor point of view, eqs. (41)-(46) make use of the isomorphisms between spinor spaces at $x, -x$ and $\bar{x}$, described in section V.C.

As in the scalar case, eq. (43) with $\theta = 0$ and $x^\mu$ real implies that $\varphi_{\pm}(x)$ are the components of a real field. With Weyl-spinor indices, this condition reads:
\[ \varphi_{\pm}^{\alpha_1 \ldots \alpha_n}(x) = \varphi_{\pm}^{\alpha_1 \ldots \alpha_n}(x) ; \quad \varphi_{\mp}^{\dot{\alpha}_1 \ldots \dot{\alpha}_n}(x) = (-1)^n \varphi_{\pm}^{\dot{\alpha}_1 \ldots \dot{\alpha}_n}(x) , \] (47)
where the $(-1)^n$ is again due to the anti-idempotence $\tilde{Z}^a = -Z^a$.

Let us now discuss the holomorphic symmetry (41). It equates the right-handed field $\varphi_{\pm}(x)$ at $x$ with the left-handed field $\varphi_{\mp}(x)$ at $-x$. In analogy with the scalar case, we conclude that such $\varphi_{\mp}(x)$ and $\varphi_{\pm}(x)$ can be combined into a spin-$n$ massless field on $dS_{4,C}/\mathbb{Z}_2$. In Dirac-index notation, this field can be written as:
\[ \varphi^{\alpha_1 \ldots \alpha_n}(x) = \left( \int_{P_{\pm}(x)} \pm \int_{P_{\mp}(x)} \right) Z^{a_1} \ldots Z^{a_n} f(Z) \wedge Z_b dZ^b , \] (48)
where \( f(Z) \equiv f_-(Z) \). Since \( dS_{4,C}/\mathbb{Z}_2 \) doesn’t have a spacetime orientation, the field cannot have a definite handedness. Moreover, even in local orientable neighborhoods, the field cannot be purely left-handed or right-handed. Indeed, since \( \varphi_+(x) \) and \( \varphi_-(x) \) are holomorphic in \( x \), neither of them can vanish in a neighborhood without vanishing everywhere. But under the symmetry (44), if one of the two vanishes everywhere, then so must the other. We conclude that a non-vanishing holomorphic field on \( dS_{4,C}/\mathbb{Z}_2 \) must have both left-handed and right-handed components in the neighborhood of every point.

The reality condition (47) and the holomorphic symmetry (44) are compatible when \( n \) is even. Thus, on elliptical de Sitter space \( dS_{4}/\mathbb{Z}_2 \), only fields with integer spin may be real.

C. The derivative-based twistor transform

Finally, we turn to \( \bar{\partial} \)-closed \((0,1)\)-forms \( f(Z) \) with homogeneity \(-2+n\) for positive integer \( n \). For two such forms \( f_{\pm}(Z) \), we define the transform:

\[
\varphi^{(\pm)}_{\alpha_1\alpha_2...\alpha_n}(x) = \int_{P_{\pm}(x)} \frac{\partial^n f_{\pm}(Z)}{\partial Z^{\alpha_1} \partial Z^{\alpha_2} ... \partial Z^{\alpha_n}} \wedge Z_0^{a_1} dZ^b,
\]

where the integrals are again over the Riemann spheres \( P_{\pm}(x) \), and the partial derivatives \( \partial/\partial Z^a \) should not be confused with the holomorphic exterior derivative. The fields \( \varphi^{(\pm)}_{\alpha_1...\alpha_n} \) are symmetric in all their indices. The partial derivatives in (49) do not have a definite handedness: even though the integration variable \( Z^a \) belongs to one of the \( P_{\pm}(x) \) subspaces, the derivative \( \partial/\partial Z^a \) does not. Nevertheless, the integral over each Riemann sphere picks out a single handedness component:

\[
\varphi^{(-)}_{\dot{\alpha}_1\dot{\alpha}_2...\dot{\alpha}_n}(x) = \int_{P_-(x)} \frac{\partial^n f_-(Z)}{\partial Z^{\dot{\alpha}_1} \partial Z^{\dot{\alpha}_2} ... \partial Z^{\dot{\alpha}_n}} \wedge Z_0^{\dot{\beta}} dZ^\beta;
\]

\[
\varphi^{(+)}_{\alpha_1\alpha_2...\alpha_n}(x) = \int_{P_+(x)} \frac{\partial^n f_+(Z)}{\partial Z^{\alpha_1} \partial Z^{\alpha_2} ... \partial Z^{\alpha_n}} \wedge Z_0^{\dot{\beta}} dZ^\dot{\beta},
\]

with all other components of \( \varphi^{(\pm)}_{\alpha_1...\alpha_n} \) vanishing. Indeed, the integrand in e.g. \( \varphi^{(-)}_{\dot{\alpha}_1...\dot{\alpha}_n} \) can be rewritten as a total derivative, using the identity:

\[
\frac{\partial F}{\partial Z^\alpha} \wedge Z_0^\beta dZ^\dot{\beta} = \frac{\partial F}{\partial Z^\beta} \wedge Z_0^\alpha dZ^\dot{\alpha} - \frac{\partial F}{\partial Z^\dot{\beta}} \wedge Z_0^\dot{\alpha} dZ^\alpha = -Z_0^\alpha dF + F \wedge dZ_\alpha = -d(FZ_\alpha),
\]

which holds for any holomorphic form \( F(Z) \) on \( P_-(x) \) with homogeneity \(-1\). In the first equality in (51), we used the Fierz identity, exploiting the two-dimensionality of the subspace \( P_-(x) \).
As we demonstrate in Appendix B, the fields (50) satisfy the massless free field equations for helicity ±n/2:

\[ \nabla_\beta \dot{\varphi}_{\dot{\alpha}_1 \alpha_2 \ldots \alpha_n}^{(-)} = 0 ; \quad \nabla^{\alpha_1}_\beta \varphi_{\dot{\alpha}_1 \alpha_2 \ldots \alpha_n}^{(+)} = 0. \] (52)

The discussion of reality conditions and reflection symmetries is the same as in section VII B. In particular, fields on \( dS_{4,C}/\mathbb{Z}_2 \) can be constructed as:

\[ \varphi_{a_1 a_2 \ldots a_n}(x) = \left( \int_{P_-(x)} \pm \int_{P_+(x)} \right) \frac{\partial^a f_\pm(Z)}{\partial Z^{a_1} \partial Z^{a_2} \ldots \partial Z^{a_n}} \wedge Z_b dZ^b. \] (53)

For \( n = 2, 4 \), the fields (50) can be interpreted as the left-handed and right-handed components of a Maxwell field strength or a linearized Weyl curvature perturbation, respectively. For this interpretation to be consistent on \( dS_{4,C}/\mathbb{Z}_2 \), one must choose the + sign in (53).

VIII. DISCUSSION

In this paper, we worked out the basics of twistor theory from a de Sitter-based perspective. Our main results are the twistor transforms (41), (50) that generate free massless fields on global de Sitter space \( dS_4 \), along with their counterparts (48), (53) for elliptical de Sitter space \( dS_4/\mathbb{Z}_2 \). These transforms arguably provide the most convenient method for constructing free massless solutions in these spacetimes. In Minkowski space, the situation is different. There, one can easily construct free solutions using momentum modes, making twistors truly useful only in the interacting theory. The same is true in the Poincare patch of de Sitter space, which is related to Minkowski space by a conformal transformation. Even for non-conformal fields, the spatial part of momentum modes in the Poincare patch remains trivial. On the other hand, in global (or elliptical) de Sitter space, the spatial part of momentum modes is replaced by spherical harmonics on \( S_3 \). This makes the twistorial method for constructing solutions competitive with the direct one.

More ambitiously, one could try for non-linear versions of the \( dS_4/\mathbb{Z}_2 \) transform (53) for \( n = 2, 4 \), which would describe interacting Yang-Mills theory and gravity. One route is to look at non-perturbative classical solutions, as in the Penrose-Ward transform [12] and the non-linear graviton construction [13, 14]. Another route is to construct a perturbation theory, such as the one utilized in the modern S-matrix calculations [15]. A twistor description can be expected to shed light on field theory in \( dS_4/\mathbb{Z}_2 \), which, as motivated in [2], is ultimately of interest for quantum gravity with positive cosmological constant.
An important feature of our twistor transforms in $dS_4/\mathbb{Z}_2$ is that they come with no global notion of handedness. Thus, a non-linear version will not be restricted to self-dual fields, and in particular will include real solutions. More precisely, the hope is that this will be possible without squaring the twistor space, as one does in the ambitwistor approach \[16–18\]. From the perturbative perspective, the lack of handedness implies that there is just one kind of external state, instead of two separate helicity signs. We note that non-linear versions of (53) may turn out to be quite different from the standard constructions. For instance, as discussed in the Introduction, the infinity twistor $I_{ab}$ is a legitimate part of the conformal structure on $dS_4/\mathbb{Z}_2$. Thus, one may have a construction for Yang-Mills theory (which is classically conformal) that utilizes $I_{ab}$, in contrast with the standard wisdom.

A major question concerning non-linear versions of (53) would be the role of supersymmetry. In modern work on scattering amplitudes in Minkowski space, one evades the restriction to self-dual fields in twistor theory by invoking maximal supersymmetry, which puts both helicity signs in the same supermultiplet. On the other hand, in de Sitter space, one cannot have supersymmetry in the usual sense, due to the absence of a global timelike Killing vector. For $dS_4/\mathbb{Z}_2$, we can see two (mutually compatible) scenarios. First, as suggested in \[2\], there may exist an adjusted notion of supersymmetry, once the lack of global time-orientation is correctly taken into account. Second, as implied above, it may turn out that supersymmetry is unnecessary in $dS_4/\mathbb{Z}_2$, since there is no global distinction between helicity signs.

Finally, we note that our constructions can be carried over to anti-de Sitter space, at the price of some minus signs and factors of $i$. In fact, the complexified versions of de Sitter and AdS space are the same. However, this is only the case if one doesn’t unwrap the periodic time coordinate in AdS. Global causality is then violated, more badly so than in $dS_4/\mathbb{Z}_2$, where closed timelike loops must pass through $I$.
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Appendix A: Spacetime derivatives of the $P_{\pm}(x)$ projectors

We list here some formulas for the derivatives $\partial_{\mu} \equiv \partial/\partial x^\mu$ of the projector $P_{ab}(x)$, defined away from the de Sitter hyperboloid $x_\mu x^\mu = 1$ as in (27):

$$
\partial_{\mu} P_{ab} = -\frac{i}{2 \sqrt{x \cdot x}} \left( \delta_\nu^\mu - \frac{x_\mu x^\nu}{x \cdot x} \right) \gamma^{ab}_\nu; \quad (A1)
$$

$$
\partial^\mu P_{ab} = \frac{2}{x \cdot x} \left( P_{ab}^+ - P_{ab}^- \right); \quad (A2)
$$

$$
\partial_{\mu} P_{ab} \partial_\nu P_{-cd} = \frac{1}{x \cdot x} \left( P_{-}^{[a} P_{+}^{b]}_{d} + P_{+}^{[a} P_{-}^{b]}_{d} \right); \quad (A3)
$$

$$
\gamma_{\mu}^{bc} \partial_\mu P_{ab} = \frac{2i}{\sqrt{x \cdot x}} \left( P_{-}^{[a} P_{+}^{b]}_{d} + P_{+}^{[a} P_{-}^{b]}_{d} \right). \quad (A4)
$$

The derivatives of $P_{ab}(x)$ now follow from the relation (22):

$$
\partial_{\mu} P_{ab}^+ = \frac{i}{2 \sqrt{x \cdot x}} \left( \delta_\nu^\mu - \frac{x_\mu x^\nu}{x \cdot x} \right) \gamma^{ab}_\nu; \quad (A5)
$$

$$
\partial^\mu P_{ab}^+ = \frac{2}{x \cdot x} \left( P_{ab}^+ - P_{ab}^- \right); \quad (A6)
$$

$$
\partial_{\mu} P_{ab}^+ \partial_\nu P_{+cd} = \frac{1}{x \cdot x} \left( P_{+}^{[a} P_{+}^{b]}_{d} + P_{+}^{[a} P_{-}^{b]}_{d} \right); \quad (A7)
$$

$$
\gamma_{\mu}^{cd} \partial_\mu P_{ab}^+ = -\frac{2i}{\sqrt{x \cdot x}} \left( P_{-}^{[a} P_{+}^{b]}_{d} + P_{+}^{[a} P_{-}^{b]}_{d} \right). \quad (A8)
$$

The above formulas are useful for taking derivatives under the integral sign in the twistor transform (30) and its counterparts with nonzero spin. More specifically, we are interested there in combinations of the form $Z_{\pm}^a(x) = P_{\pm}^{a,b}(x)Z^b$, with constant $Z^a$. For $Z_{\pm}^a(x)$, we get:

$$
\partial_{\mu} Z_{-}^a = \frac{i}{2 \sqrt{x \cdot x}} \left( \delta_\nu^\mu - \frac{x_\mu x^\nu}{x \cdot x} \right) \gamma^{ab}_\nu Z_{b}; \quad (A9)
$$

$$
\partial_{\mu} \partial^\mu Z_{-}^a = \frac{2}{x \cdot x} \left( Z_{+}^a - Z_{-}^a \right); \quad (A10)
$$

$$
\partial_{\mu} Z_{-}^a \partial^\mu Z_{-}^b = \frac{1}{x \cdot x} Z_{-}^{(a} Z_{+}^{b)}; \quad (A11)
$$

$$
\partial_{\mu} Z_{-}^a \partial^\mu \tilde{Z}_{-}^b = \frac{1}{2(x \cdot x)} \left( \tilde{Z}_{-}^a \tilde{Z}_{+}^b + \tilde{Z}_{+}^a \tilde{Z}_{-}^b + P_{ab} \tilde{Z}_{+}^c Z_{+}^c + P_{ab} \tilde{Z}_{-}^c Z_{-}^c \right); \quad (A12)
$$

$$
\partial_{\mu} Z_{-}^a \partial^\mu \tilde{Z}_{+}^a = \frac{1}{x \cdot x} \left( Z_{-}^a \tilde{Z}_{+}^a + Z_{+}^a \tilde{Z}_{+}^a \right) = \frac{1}{x \cdot x} Z_{a} \tilde{Z}_{a}; \quad (A13)
$$

$$
\gamma^{abc} \partial_{\mu} Z_{-}^a = -\frac{2i}{\sqrt{x \cdot x}} \left( P_{-}^{[a} Z_{+}^{c]} + P_{+}^{[a} Z_{-}^{c]} \right). \quad (A14)
$$

where $\tilde{Z}^a$ is some other constant twistor, and $\tilde{Z}_{\pm}^a(x) \equiv P_{\pm}^{a,b}(x)\tilde{Z}^b$. Similarly, for $Z_{+}^a(x)$ and
Appendix B: Deriving the field equations

Here, we verify that the twistor transforms (29), (41) and (50) satisfy the free field equations (26), (43) and (52), respectively.

1. Scalar field

Consider the $P_-(x)$ piece of the scalar-field transform (29):

$$\varphi(x) = \int_{P_-(x)} f(Z) \wedge Z_a dZ^a .$$  \hfill (B1)

Let us show that it satisfies the field equation (26). The proof for the $P_+(x)$ piece is similar. First, rewrite the integral as in (30), moving the $x$-dependence into the integrand:

$$\varphi(x) = \int_{P_-(y)} f(P_-(x)Z) \wedge P_{-a}\gamma(x)Z_a dZ^b = \int f(Z_-) \wedge Z_-dZ^-a .$$  \hfill (B2)

$Z^a$ is now integrated over a fixed Riemann sphere $P_-(y)$, and we denote $Z^a_\pm \equiv P_{\pm a}(x)Z^b$. Using the derivative formulas from Appendix A with the identity (12) and substituting $x_\mu x^\mu = 1$ at the end of the calculation, we find that the integrand satisfies:

$$\partial_\mu \partial^\mu \left( f(Z_-) \wedge Z_-dZ^-a \right) =$$

$$= \left( \frac{\partial^2 f}{\partial Z^-a \partial Z^-c} Z^b \gamma^c + 3 \frac{\partial f}{\partial Z^-c} Z^b - 2 \frac{\partial f}{\partial Z^b} Z^-c - 2f \right) \wedge Z_-dZ^-a$$

$$+ \left( \frac{\partial f}{\partial Z^b} Z^-b + 2f \right) \wedge Z_+dZ^a .$$  \hfill (B3)
We now use the homogeneity relations:
\[ \frac{\partial f}{\partial Z_a} Z^a = -2f \quad; \quad \frac{\partial^2 f}{\partial Z_a \partial Z_b} Z^b = -3 \frac{\partial f}{\partial Z_a} , \]
which bring (B3) to the form:
\[ \partial_{\mu} \partial^{\mu} (f(\mathbb{Z}) \wedge Z_{a} dZ^a) = 2f(\mathbb{Z}) \wedge Z_{a} dZ^a . \]  
(B5)

Substituting into the integral (B2), we obtain the field equation:
\[ \Box \varphi(x) = \partial_{\mu} \partial^{\mu} \varphi(x) = 2\varphi(x) . \]  
(B6)

2. Spinor field from the product-based transform

We now turn to the $P_-(x)$ piece of the transform (41):
\[ \varphi^{-a_1,a_2...a_n}_{a_1}(x) = \int_{P_-(x)} Z^{a_1} Z^{a_2} \ldots Z^{a_n} f(Z) \wedge Z^b dZ^b . \]  
(B7)

Let us show that it satisfies the field equation (43). Again, the proof for the $P_+(x)$ piece is similar. Rewriting the integral as in (B2) to move the $x$-dependence into the integrand, we get:
\[ \varphi^{-a_1,a_2...a_n}_{a_1}(x) = \int f(Z_{-}) Z^{a_1}_{-} Z^{a_2}_{-} \ldots Z^{a_n}_{-} \wedge Z_{-\mu} dZ^b_{-} , \]
where $Z^a_{\pm} \equiv P_{\pm a b}(x) Z^b$, and $Z^a$ is integrated over a fixed Riemann sphere. Using the formulas from Appendix A with the identity (12) and substituting $x_{\mu} x^{\mu} = 1$ at the end, we find that the integrand satisfies:
\[ P_{- a_1}(x) \gamma_{\mu_{\alpha}}^{\mu_{\beta}} \partial_{\mu} \left( f(Z_{-}) Z^{a_1}_{-} Z^{a_2}_{-} \ldots Z^{a_n}_{-} \wedge Z_{-\mu} dZ^b_{-} \right) = \]
\[ = -i \left( \frac{\partial f}{\partial Z^c_{-}} Z^c_{-} + (n + 2)f \right) Z^{a_2}_{-} \ldots Z^{a_n}_{-} \wedge Z_{-\mu} dZ^b_{-} . \]  
(B9)

Using the homogeneity relation:
\[ \frac{\partial f}{\partial Z^a} Z^a = -(n + 2)f \]
and translating into Weyl-spinor indices, eq. (B9) becomes:
\[ \gamma_{\alpha_{\beta}}^{\mu} \partial_{\mu} \left( f(Z_{-}) Z^{a_1}_{-} Z^{a_2}_{-} \ldots Z^{a_n}_{-} \wedge Z_{-\gamma} dZ^\gamma_{-} \right) = 0 . \]  
(B11)

Substituting into the integral (B8) and using the recipe (37) for covariant derivatives, we obtain the field equation:
\[ \nabla_{\alpha_1 \beta} \varphi^{-a_1,a_2...a_n}_{a_1} = \frac{i}{\sqrt{2}} \gamma_{\alpha_{\beta}}^{\mu} \partial_{\mu} \varphi^{-a_1,a_2...a_n}_{a_1} = 0 . \]  
(B12)
3. Spinor field from the derivative-based transform

Finally, consider the $P_-(x)$ piece of the transform (50):

$$\varphi_{a_1a_2...a_n}^{(-)}(x) = \int_{P_-(x)} \frac{\partial^n f(Z)}{\partial Z^{a_1} \partial Z^{a_2} ... \partial Z^{a_n}} \wedge Z_b dZ^b.$$  \hspace{1cm} (B13)

Let us show that it satisfies the field equation (52). Rewriting the integral as in (B2) to move the $x$-dependence into the integrand, we get:

$$\varphi_{a_1a_2...a_n}^{(-)}(x) = \int \frac{\partial^n f(Z_-)}{\partial Z_{a_1} \partial Z_{a_2} ... \partial Z_{a_n}} \wedge Z_{-b} dZ_{-}^b.$$  \hspace{1cm} (B14)

where $Z_\pm^a \equiv P_\pm^a(x)Z^b$, and $Z^a$ is integrated over a fixed Riemann sphere. Using the formulas from Appendix A with the identity (12) and substituting $x_\mu x^\mu = 1$ at the end, we find that the integrand satisfies:

$$P_+^{a_1} d(x) \gamma^c_{\mu} \partial^\mu \left( \frac{\partial^n f(Z_-)}{\partial Z_{a_1} \partial Z_{a_2} ... \partial Z_{a_n}} \wedge Z_{-b} dZ_{-}^b \right) =$$

$$= i \left( P_{ce} \frac{\partial^{n+1} f(Z_-)}{\partial Z^c \partial Z^d \partial Z_{a_2} ... \partial Z_{a_n}} \wedge Z^d_+ Z_{-b} dZ_{-}^b + \frac{\partial^n f(Z_-)}{\partial Z^d \partial Z_{a_2} ... \partial Z_{a_n}} \wedge (Z^d_+ dZ^c_- - Z^c_- dZ^d_+) \right).$$  \hspace{1cm} (B15)

On the fixed Riemann sphere where the integration variable $Z^a$ lives, the functions $Z_\pm^a$ are linearly related as $Z_+^a = L^a_b Z_-^b$, where the matrix $L^a_b$ depends on the fixed Riemann sphere and on $x^\mu$. Eq. (B15) then becomes:

$$P_+^{a_1} d(x) \gamma^c_{\mu} \partial^\mu \left( \frac{\partial^n f(Z_-)}{\partial Z^c_+ \partial Z^d_+ \partial Z_{a_2} ... \partial Z_{a_n}} \wedge Z^d_+ Z_{-b} dZ_{-}^b \right) =$$

$$= i L^d_m \left( P_{ce}^{(x)} \frac{\partial^{n+1} f(Z_-)}{\partial Z^c_+ \partial Z^d_+ \partial Z_{a_2} ... \partial Z_{a_n}} \wedge Z^m_+ Z_{-b} dZ_{-}^b + \frac{\partial^n f(Z_-)}{\partial Z^d_+ \partial Z_{a_2} ... \partial Z_{a_n}} \wedge (Z^m_+ dZ^c_- - Z^c_- dZ^m_+) \right).$$  \hspace{1cm} (B16)

We now invoke the identity (51) in the form:

$$P_{ce}^{(x)} \frac{\partial}{\partial Z^c_-} \left( \frac{\partial^n f(Z_-)}{\partial Z^d_+ \partial Z_{a_2} ... \partial Z_{a_n}} Z^m_- \right) \wedge Z_{-b} dZ_{-}^b = -d \left( \frac{\partial^n f(Z_-)}{\partial Z^d_+ \partial Z_{a_2} ... \partial Z_{a_n}} Z^m_- Z^c_- \right).$$  \hspace{1cm} (B17)
This allows us to rewrite (B16) as:

\[ P_+ \gamma^a \partial^\mu \left( \frac{\partial^n f(Z_-)}{\partial Z_-^{a_1} \cdots \partial Z_-^{a_n}} \wedge Z_- dZ_-^b \right) = \]

\[ = iL_m d \frac{\partial^n f(Z_-)}{\partial Z_-^{a_2} \cdots \partial Z_-^{a_n}} \wedge \left( -P_-^{ab} Z_- dZ_-^a + Z_-^a dZ_-^b - Z_- dZ_-^c \right) \]  

\[ = 0 - iL_m d \frac{\partial^n f(Z_-)}{\partial Z_-^{a_2} \cdots \partial Z_-^{a_n}} Z_-^c Z_-^c \]  

where the last step follows from the Fierz identity in the 2d subspace \( P_- \). Integrating eq. (B18) over the Riemann sphere, we get:

\[ P_+ \gamma^a \partial^\mu \varphi_{\alpha_1 \alpha_2 \cdots \alpha_n}(x) = 0 \ . \]  

Translating into Weyl-spinor indices, projecting \( a_2 \cdots a_n \) onto the relevant subspace and using the recipe (28) for covariant derivatives, we finally obtain the field equation:

\[ \nabla^\beta \varphi_{\alpha_1 \alpha_2 \cdots \alpha_n} = \frac{i}{\sqrt{2}} \gamma^\beta \varphi_{\alpha_1 \alpha_2 \cdots \alpha_n} = 0 \ . \]  

**Appendix C: The scalar-field transform of an elementary twistor function**

Here, we calculate the scalar-field twistor transform (29) for a function \( f_- (Z) \) of the form (28), where \( 2A^a B^b = P_+^{ab} (x') \) for some point \( x'^\mu \) with \( x'^\mu x'^\mu = 1 \). The integration variable \( Z^a \) can be decomposed in terms of two complex numbers \( w \equiv A_a Z^a \) and \( z \equiv B_a Z^a \):

\[ Z^a = \frac{1}{P_+^{cd}(x) A_c B_d} \left( w P_-^{ab}(x) B_b - z P_-^{ab}(x) A_b \right) . \]  

The pair \( (w, z) \) act as homogeneous coordinates on a Riemann sphere \( \mathbb{CP}^1 \). The coordinate transformation from \( Z^a \) on \( P_+ (x) \) to \( (w, z) \) on \( \mathbb{CP}^1 \) is regular, as long as \( x \) and \( x' \) are not null-separated. The measure \( Z_a dZ^a \) becomes:

\[ Z_a dZ^a = \frac{z dw - w dz}{P_-^{ab}(x) A_a B_b} = \frac{2(z dw - w dz)}{P_-^{ab}(x) P_+^{ab}(x')} = \frac{2(z dw - w dz)}{1 - x'^\mu x^\mu} . \]  

The transform (29) then reads:

\[ \varphi(x) = \int_{P_+ (x)} f_- (Z) \wedge Z_a dZ^a = \int_{P_+ (x)} \frac{1}{A_a Z^a} \tilde{\partial} \frac{1}{B_b Z^b} \wedge Z_c dZ^c \]

\[ = \frac{2}{1 - x'^\mu x^\mu} \int_{\mathbb{CP}^1} \tilde{\partial} \frac{1}{z} \left( \frac{dw}{w} - dz \right) = \frac{2}{1 - x'^\mu x^\mu} (0 - 2\pi i) = -\frac{4\pi i}{1 - x'^\mu x^\mu} . \]
Using $x_\mu x^\mu = x'_\mu x'^\mu = 1$, the result can be rewritten as:

$$\varphi(x) = -\frac{8\pi i}{(x_\mu - x'_\mu)(x^\mu - x'^\mu)}.$$  \hfill (C4)

In this form, it’s clear that the field is singular on the lightcone of $x'$.
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