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We establish topological nature of Hall conductivity of graphene and other $Z_2$ crystals in 2D and 3D in the presence of inhomogeneous perturbations. To this end the lattice Weyl-Wigner formalism is employed. The non-uniform mechanical stress is considered, along with the spatially varying magnetic field. The relation of the obtained topological invariant to level counting is clarified.
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I. INTRODUCTION

The $Z_2$ crystals is actually a big family, which includes graphene [1], the discovery of which won the Nobel Prize. The study of the latter within Weyl-Wigner formalism is the starting point of our research and its first motivation.

Graphene offers a perfect playground for Quantum Field Theory, both with its lattice methods and algorithms [2–5], continuous approaches [6, 7], and comparison thereof. It is due to the combination of lattice nature of the crystal with a very peculiar low energy continuous approximation in the form of quasi-relativistic massless Dirac equation [8]. The role of the spin is played by the sublattice symmetry (also called pseudo-spin in graphene physics), and its straightforward generalization is $Z_2$ symmetry of crystals. Apart from graphene, the same family includes such 2D materials as phosphorene, silicene and germanene [9]. The 3D $Z_2$ crystals can also be treated within presented formalism, those are, roughly speaking, any of the 14 possible Bravais lattices in 3D if half of the constituent atoms are of a different type.

The aim of this paper is investigation of the topological properties of Hall conductivity of graphene and other 2D and 3D $Z_2$ crystals when the system is subject to a non-uniform external perturbation. To this end, we follow the path developed in [5] and apply the lattice Wigner-Weyl formalism. The main benefits of this approach is the possibility to reformulate and generalize the well known topological invariants, like TKNN [10] and others [11, 12], to systems in presence of varying external electromagnetic fields, or non-uniform mechanical stress.

Before engaging with our investigation of Hall conductivity of $Z_2$ crystals, we present here the basic formulas of Wigner-Weyl formalism. For self-sufficiency of the paper, all the details of this approach are given in the Appendices A and B. Also see another paper of this volume [13].

For lattice models we use the following (approximate) definition of the Weyl symbol of an operator

$$\hat{A}_{W}(x, p) = \int_{M} dq \, A(p + q/2, p - q/2) e^{iqx}. \quad (1)$$

where $M$ is the first Brillouin zone.

Partition function of a non-interacting (or otherwise one-particle) system can be written in Euclidean space as

$$Z = \int D\tilde{\Psi} D\Psi \, e^{-\text{tr}(\hat{W}[\Psi, \tilde{\Psi}](i\omega - \hat{H}))} \quad (2)$$

where $\hat{H}$ is its Hamiltonian, and $\hat{W}$ - density matrix operator with Grassmann - valued matrix elements $\hat{W}[\Psi, \tilde{\Psi}](p, q) = \Psi(p)\tilde{\Psi}(q)$. We shall call $\hat{Q} = i\omega - \hat{H}$ the Dirac operator.

As derived in Appendix B or with somewhat more details in [13], the current density in the system can be given in terms of Weyl symbols of $\hat{Q}$ and $\hat{G} = \hat{Q}^{-1}$ as

$$\langle J_k(x) \rangle = \int dp \, G_W(x, p) \partial_{p_k} Q_W(x, p), \quad (3)$$
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Averaging over the whole area of the sample, we obtain

\[ \bar{J}_k \equiv \int dx \langle J_k(x) \rangle = \text{Tr}(G_W \ast \partial_{p_k} Q_W), \]  

which is the topological invariant in phase space \([13]\). Expanding (3) in powers of field strength \(F_{mk}\), we can obtain local conductivity, \(\sigma(x)\), see Appendix [14] for details. Upon calculating its average we come to

\[ \bar{\sigma}_{mk} = \frac{i}{2} \int dp dx \text{tr} \left[ G_W(0) \ast \partial_{p_0} Q_W(0) \ast G_W(0) \ast \partial_{p_m} Q_W(0) \ast G_W(0) \ast \partial_{p_k} Q_W(0) \right]. \]  

In 2 + 1D the average Hall conductivity (i.e. the Hall conductivity integrated over the whole area of the sample divided by this area \(A\)) is given by a topological invariant, \(N\)

\[ \sigma_H = \frac{N}{2\pi}, \]  

where

\[ N = \frac{T_{ijk}}{A 3! 4\pi^2} \text{Tr} \left[ G_W(x, p) \ast \frac{\partial Q_W(x, p)}{\partial p_i} \ast \frac{\partial G_W(x, p)}{\partial p_j} \ast \frac{\partial Q_W(x, p)}{\partial p_k} \right]_{A(E) = 0} \]  

with \(\text{Tr}\) defined in \([A6]\).

This is a generalization of the topological invariant \(N_3\) proposed in \([11, 14]\) to the inhomogeneous systems. We see, that knowing the Weyl symbol of the Dirac operator of the system, \(Q_W\), suffices to analyze the conductivity of the system.

Many nondissipative transport phenomena were already studied within Wigner-Weyl formalism\([5, 15-19]\). The absence of equilibrium chiral magnetic effect \([20]\) has been proven \([19]\); anomalous quantum Hall effect studied in the Weyl semimetals and topological insulators \([5]\), the chiral separation effect \([21]\) was investigated within the lattice models \([15, 17]\). Using the same technique, the investigation of the hypothetical color-flavor locking phase in QCD was performed in \([18]\), while the scale magnetic effect \([22]\) has been considered in \([16]\).

The rest of the paper is organized in following way. In the next Section II we construct the Hamiltonian and the Dirac operator for a general inhomogeneous system. In Section III we analyze how the non-uniform elastic deformations enter the above constructed Dirac operator. Finally, in Section IV we analyze the Hall conductivity under various circumstances. The paper is brought to a close with Conclusion and two Appendices.

II. DIRAC OPERATOR FOR NONLOCAL TIGHT–BINDING MODELS AND ITS WEYL SYMBOL

A. Nonuniform Dirac operator

We begin this Section formulating the tight-binding model for the \(\mathbb{Z}_2\) crystals in \(D\) dimensions, staying within nearest neighbour approximation. Hamiltonian of a very generic non-uniform model can be written as:

\[ \mathcal{H} = -\sum_{x, y} \bar{\Psi}(y) t(y, x) \Psi(x) \]  

with the sum running over the lattice sites \(x, y \in \mathcal{O}\), while \(t(x, y)\) is matrix of hopping parameters. We suppose that the lattice is infinite, effectively neglecting the finite volume effects.

In a tight-binding approach within the nearest neighbor approximation, permitting the jumps of electrons between the adjacent sites only, the hoping parameters matrix will become

\[ t(y, x) = \sum_{j=1}^M \delta(y - (x + b^{(j)})) t^{(j)}(y) \]  

where \(b^{(j)}\) are the vectors connecting each atom to its nearest \(M\) neighbors, \(j = 1, ..., M\), and \(t^{(j)}(y)\) is the non-uniform varying hopping parameter in the direction of \(b^{(j)}\). \(\delta(x)\) is the lattice delta function. It is equal to unity for \(x = 0\) and equal to zero otherwise.
The Hamiltonian is written in a matrix form

\[ H = \sum_{j=1}^{M} \sum_{x,y} e^{-i \mathbf{q} \cdot \mathbf{b}^{(j)} (y - (x + \mathbf{b}^{(j)}))} t^{(j)}(y) \]

leading to

\[ H = \sum_{j=1}^{M} t^{(j)}(\mathbf{q} - \mathbf{l}) e^{i \mathbf{q} \cdot \mathbf{b}^{(j)}}. \]

The integral here is over the first Brillouin zone \( \mathcal{M} \) specific for the given lattice model. \( |\mathcal{M}| \) is its volume.

In this paper we will limit ourselves with a particular case of crystals exhibiting \( \mathbb{Z}_2 \) symmetry, i.e. when there are two sublattices \( \mathcal{O}_{1,2} \) that compose the crystal, each connected to the other one by one of the \( \mathbf{b}^{(j)} \) vector

\[ \mathcal{O} = \mathcal{O}_1 \cup \mathcal{O}_2, \quad \mathcal{O}_2 = \mathcal{O}_1 + \mathbf{b}^{(j)} = \{ \mathbf{x} + \mathbf{b}^{(j)}, \quad \mathbf{x} \in \mathcal{O}_1 \}. \]

The choice of the value of \( j \) here is actually irrelevant. The wave function \( \Psi(t, \mathbf{x}) \) can be considered separately on the sites of two sublattices. Moreover, we can define

\[ \Psi_{\alpha}(t, \mathbf{x}) = \begin{cases} \Psi(t, \mathbf{x}), & \mathbf{x} \in \mathcal{O}_\alpha, \\ 0, & \mathbf{x} \notin \mathcal{O}_\alpha, \end{cases}, \quad \alpha = 1, 2. \]

The Hamiltonian is written in a matrix form

\[ \mathcal{H} = \sum_{y_1 \in \mathcal{O}_1, y_2 \in \mathcal{O}_2} \left( \Psi_1(y_1), \Psi_2(y_2) \right) \mathbf{H}(y_1, y_2) \left( \Psi_1(y_1), \Psi_2(y_2) \right)^T, \]

where

\[ \mathbf{H} = \begin{pmatrix} 0 & H_{12} \\ H_{21} & 0 \end{pmatrix}, \quad H_{21}(y_2, y_1) = -\sum_{j=1}^{M} \delta \left( y_2 - (y_1 + \mathbf{b}^{(j)}) \right) t^{(j)} \left( \frac{y_1 + y_2}{2} \right), \quad y_1 \in \mathcal{O}_1, y_2 \in \mathcal{O}_2 \]

and \( H_{12}(y_1, y_2) = H_{21}(y_2, y_1) \). For a better readability of the following formulas, we redefined the hoping parameters by their values in the middle of the lattice links, \( \frac{y_1 + y_2}{2} \).

We shall call 2 by 2 matrix operator \( \mathbf{H} \) by lattice Dirac Hamiltonian, despite that it still describes a generic lattice model, and only upon specifying \( \mathbf{b}^{(j)} \) its geometry will be established.

Let us consider the off-diagonal term in the Hamiltonian. It can be written in terms of the Fourier transformation as

\[ \mathcal{H}_{21} = \frac{1}{|\mathcal{M}|} \int_{\mathcal{M}} dp dq \, \bar{\Psi}_2(p) H_{21}(p, q) \Psi_1(q) \]

Accordingly, the wave functions are

\[ \Psi_{\alpha}(p) = \frac{1}{|\mathcal{M}|^{1/2}} \sum_{x \in \mathcal{O}_\alpha} \Psi_{\alpha}(x) e^{-i p x}, \quad \Psi_{\alpha}(x) = \frac{1}{|\mathcal{M}|^{1/2}} \int_{\mathcal{M}} dp \, \Psi_{\alpha}(p) e^{i p x}, \quad \alpha = 1, 2. \]

The first Brillouin zone \( \mathcal{M} \) is actually the same for both sublattices as they are constructed using the same basis vectors.

Modifying Eq. \(9\) for two sublattices, we have

\[ H_{12}(q, p) = \frac{1}{|\mathcal{M}|} \sum_{y_1 \in \mathcal{O}_1, y_2 \in \mathcal{O}_2} e^{-i q y_1 + i p y_2} \delta \left( y_2 - (y_1 + \mathbf{b}^{(j)}) \right) t^{(j)} \left( \frac{y_1 + y_2}{2} \right) \]

\[ = \frac{1}{|\mathcal{M}|} \sum_{y_1 \in \mathcal{O}_1} e^{-i (q-p) y_1 + iq b^{(j)}} t^{(j)} \left( y_1 + b^{(j)} / 2 \right) \]
Further simplifying this expression we introduce an auxiliary set of points by
\[ O^{(j)}_{1/2} = \{ y_1 + b^{(j)} / 2, \ y_1 \in O_1 \}. \]  
(17)

Now we can write
\[ H_{21}(p, q) = \sum_{j=1}^{M} t^{(j)}(p - q) e^{i(p+q)b^{(j)}/2} \]  
(18)

where
\[ t^{(j)}(p) = \frac{1}{|M|} \sum_{x \in O^{(j)}_{1/2}} t^{(j)}(x) e^{-ixp} \]  
(19)

The above formula can be interpreted as a Fourier transformation of a function shifted by \( b^{(j)}/2 \). When hoping parameters are constant, \( t^{(j)}(x) = t^{(j)} \), one has
\[ t^{(j)}(p) = t^{(j)} \delta(p \ \text{mod} \ g^{(j)}), \]
where \( g^{(j)} \) are vectors of the reciprocal lattice. This is the expected type of periodicity in momentum space stemming from the topological structure of \( M \).

The action of the system, and thus the partition function, see (2), are actually written in terms of the Dirac operator,
\[ Q \equiv i\omega - H = \begin{pmatrix} i\omega & -H_{12} \\ -H_{21} & i\omega \end{pmatrix}. \]  
(20)

Moreover, the current (3) and conductivity (5) are given as functionals of its Weyl symbol, \( Q_W \). The latter will be considered in the next subsection.

B. Weyl symbol of Dirac operator

For calculation of the Weyl symbol of the components of \( H \) from (9) we apply (1) to obtain
\[ H_{21,W}(x, p) = \int_{M} dq \ e^{iqx} \sum_{j=1}^{M} t^{(j)}(q) e^{ipb^{(j)}} = \sum_{j=1}^{M} e^{ipb^{(j)}} \int_{M} dq \ t^{(j)}(q) e^{iqx} \]  
(21)

For constant hopping parameters (19), it simplifies to
\[ H_{21,W}(x, p) = e^{ipb^{(j)}} t^{(j)}. \]

However, in non-uniform systems, one gets
\[ H_{21,W}(x, p) = \frac{1}{|M|} \sum_{j=1}^{M} e^{ipb^{(j)}} \sum_{y \in O^{(j)}_{1/2}} t^{(j)}(y) \int_{M} dq \ e^{i(q(x-y))} \]  
\[ = \sum_{j=1}^{M} e^{ipb^{(j)}} \sum_{y \in O^{(j)}_{1/2}} t^{(j)}(y) F(x-y), \]  
(22)

where
\[ F(x) = \frac{1}{|M|} \int_{M} dq \ e^{iqx}, \]  
(23)

Notice that for \( x, y \in O^{(j)}_{1/2} \) we have \( y-x \in O \) and thus, the function \( F(y-x) \) vanishes for all \( x \in O^{(j)}_{1/2} \) except for \( x = y \). However, it remains nonzero and oscillates for all other values of \( x \), including continuous ones, and gives unity if summed over \( O^{(j)}_{1/2} \) for any \( x \)
\[ \sum_{y \in O^{(j)}_{1/2}} F(x-y) = 1. \]  
(24)
Each term of the $j$-sum in (22) receives the particular form if $x \in O_{1/2}^{(j)}$ (with the same value of $j$):

$$H_{21W}(x, p)\big|_{x \in O_{1/2}^{(j)}} = e^{ipb^{(j)} t^{(j)}(x)}$$

(25)

However, (22) defines $H_W$ also for the continuous values of $x$.

Finally, we shall take into account possible presence of external electromagnetic field with vector potential $A$. To do so, the hopping parameters in $H_{21}$ should be modified

$$t^{(j)}(x) \to t^{(j)}(x) e^{-i \int_{x-b^{(j)}(x)/2}^{x+b^{(j)}(x)/2} A(y) dy},$$

(26)

with a complex conjugate substitution in $H_{12}$. From (22) we see that it is simply Pieirs substitution in the language of Weyl symbols.

Combining it with (26) we obtain

$$Q_W = \sum_{j=1}^{M} Q_{W}^{(j)}$$

where

$$Q_{W}^{(j)}(x, p)\big|_{x \in O_{1/2}^{(j)}} = \begin{pmatrix}
\frac{i\omega}{M} & -t^{(j)}(x) e^{-i(p b^{(j)} - A^{(j)}(x))} \\
-t^{(j)}(x) e^{-i(p b^{(j)} - A^{(j)}(x))} & \frac{i\omega}{M}
\end{pmatrix},$$

(27)

$M$ is the number of the nearest neighbours. Here

$$A^{(j)}(x) = \int_{x-b^{(j)}(x)/2}^{x+b^{(j)}(x)/2} A(y) dy.$$

For slowly varying hopping parameters $t^{(j)}$ and EM potentials $A$ one can use Eq. (27) for continuous values of $x$ to obtain

$$Q_W(x, p) = \sum_{j=1}^{M} \begin{pmatrix}
\frac{i\omega}{N} & -t^{(j)}(x) e^{-i(p b^{(j)} - A^{(j)}(x))} \\
-t^{(j)}(x) e^{-i(p b^{(j)} - A^{(j)}(x))} & \frac{i\omega}{N}
\end{pmatrix}.$$  

(28)

This approximation corresponds to the situation, when the typical wavelength of electromagnetic field is much larger than the lattice spacing.

### III. ELASTIC DEFORMATION AND MODIFICATION OF HOPING PARAMETERS

Starting from this section, we will focus on a particular example of a $2 + 1$D $\mathbb{Z}_2$ crystal, the famous mono-layer graphene. Its elastic deformations are very well studied. Assuming that graphene sheet is parametrized by coordinates $x_k, k = 1, 2$ embedded into three-dimensional space, each point’s displacements will have three components $u_a(x), a = 1, 2, 3$. The new coordinates are give by:

$$y_k(x) = x_k + u_k(x), \quad k = 1, 2$$

$$y_3(x) = u_3(x)$$

(29)

In the absence of the out of plane displacements, i.e. with $u_3 = 0$, the graphene remains flat. The induced metric of elastic deformation in this case is given in terms of the stress tensor

$$u_{ik} = \frac{1}{2} \left( \partial_i u_k + \partial_k u_i + \partial_i u_a \partial_k u_a \right), \quad a = 1, 2, 3, \quad i, k = 1, 2.$$  

(30)

in the following form:

$$g_{ik} = \delta_{ik} + 2u_{ik}.$$  

(31)
It was further shown in [23] that hopping parameters are changed non-trivially by the in-plane strain

\[ t^{(j)}(\mathbf{x}) \approx t \left( 1 - \beta u_{ik}(\mathbf{x}) b_k^{(j)} b_k^{(j)} \right). \] (32)

This approximation is valid under condition that \( \beta |u_{ij}| \ll 1 \). \( \beta \) is called the Gruneisen parameter. Here we finally put explicitly the graphene geometry by pointing out \( \mathbf{b}^{(j)} \):

\[ \{ \mathbf{b}^{(j)} \}^{3}_{j=1} = \{(-1,0); (1/2, \sqrt{3}/2); (1/2, -\sqrt{3}/2) \}. \] (33)

The standard expression [23] for the emergent electromagnetic potential has the form

\[ A_1 = -\frac{\beta}{a} u_{12} \]

\[ A_2 = \frac{\beta}{2a} (u_{22} - u_{11}). \] (34)

Combining this with (35) we have the following expression for \( Q_W \):

\[ Q_W(\omega, p; \tau; \mathbf{x}) = i \omega - t \sum_{j=1}^{3} \left( 1 - \beta u_{ik}(\mathbf{x}) b_k^{(j)} b_k^{(j)} \right) \begin{pmatrix} 0 & e^{-i(pb^{(j)} - A^{(j)}(\mathbf{x}))} \\ e^{i(pb^{(j)} - A^{(j)}(\mathbf{x}))} & 0 \end{pmatrix}, \] (35)

where by \( A \) we must understand a sum of the induced field (34) and any external EM potential present in the system.

An interesting observation is in place if we search for isotropic (although not necessarily uniform) hopping parameters

\[ t^{(1)}(\mathbf{x}) = t^{(2)}(\mathbf{x}) = t^{(3)}(\mathbf{x}). \] (36)

With lattice vectors given by (33), the nontrivial part of \( t^{(j)} \) is

\[ u_{kl}(\mathbf{x}) b_k^{(j)} b_k^{(j)} = \frac{a^2}{4} \begin{pmatrix} 4u_{11} \\ u_{11} + 2\sqrt{3}u_{12} + 3u_{22} \\ u_{11} - 2\sqrt{3}u_{12} + 3u_{22} \end{pmatrix}. \] (37)

Then condition [36] implies somewhat unexpectedly the Cauchy-Riemann conditions on the pair of displacements \( u_1, u_2 \)

\[ \frac{\partial u_1}{\partial x_1} = \frac{\partial u_2}{\partial x_2}, \quad \frac{\partial u_2}{\partial x_1} = -\frac{\partial u_1}{\partial x_2}. \]

That is, \( h(z) \equiv u_1(z) + iu_2(z) \) should be analytical function of \( z = x_1 + ix_2 \). Notice, that there is another solution of [30]

\[ \partial_1 u_1 = -2 - \partial_2 u_2, \quad \partial_1 u_2 = \partial_2 u_1, \]

which, however, brakes the smallness condition \( \beta |u_{ij}| \ll 1 \).

**IV. INTEGER QUANTUM HALL EFFECT IN THE PRESENCE OF VARYING MAGNETIC FIELD AND ELASTIC DEFORMATIONS**

Now we can return to investigation of the Hall conductivity, given by [30] as \( \sigma_H = \frac{N}{2\pi} \), with

\[ N = \frac{T \epsilon_{ijk}}{A 3! 4\pi^2} \text{Tr} \left[ G_W(x,p) \partial Q_W(x,p) \partial p_1 + \frac{\partial G_W(x,p)}{\partial p_j} + \frac{\partial Q_W(x,p)}{\partial p_k} \right] A^{(k)} = 0 \] (6)

In [24] it was shown, that in 2 + 1D the topological invariant \( N \) can be written in the following way:

\[ N = \frac{i (2\pi)^2}{8\pi^2 A} \sum_{n,k} \int \omega \epsilon_{ij} \langle n| [\hat{H}, \hat{x}_i]|k \rangle \langle k| [\hat{H}, \hat{x}_j]|n \rangle \frac{(\omega - \epsilon_{n})^2 (\omega - \epsilon_{k})}{(\omega - \epsilon_{n})^2 (\omega - \epsilon_{k})} \]

\[ = \frac{-2i (2\pi)^3}{8\pi^2 A} \sum_{n,k} \epsilon_{ij} \frac{\theta(-\epsilon_{n}) \theta(\epsilon_{k})}{(\epsilon_{k} - \epsilon_{n})^2} \langle n| [\hat{H}, \hat{x}_i]|k \rangle \langle k| [\hat{H}, \hat{x}_j]|n \rangle. \] (38)
valid for one-particle systems, $\mathcal{H} |n\rangle = \mathcal{E}_n |n\rangle$. This is, of course, nothing else but the conventional expression for the Hall conductance (up to a factor of $2\pi$). It can be reduced to the number of occupied (Landau) levels for systems in external magnetic field (perpendicular to the Hall system) both for constant hoping parameters, and coordinate dependent ones as well.

First of all, let us remind the usual procedure for the former case. It is done [25] by decomposing the coordinates $x_1, x_2$ in relative coordinates $\xi_i$ (with bounded values) and center coordinates $X_i$ (the unbounded part)

$$
\hat{x}_1 = \hat{\xi}_1 + \hat{X}_1, \quad \hat{x}_2 = \hat{\xi}_2 + \hat{X}_2,
$$

where

$$
\hat{\xi}_1 = -\frac{p_2 - Bx_1}{B}, \quad \hat{X}_1 = \frac{p_2}{B}, \quad \hat{\xi}_2 = -\frac{p_1}{B}, \quad \hat{X}_2 = \frac{p_1 - Bx_2}{B}.
$$

Then the commutation relations follow:

$$
[\hat{\xi}_1, \hat{\xi}_2] = -[\hat{X}_1, \hat{X}_2] = \frac{i}{B}, \quad [\hat{\xi}_i, \hat{X}_j] = 0 \quad \forall i, j
$$

In Landau gauge, $A = (0, Bx_1, 0)$, the Hamiltonian is a function of $\xi_i$ only, $\mathcal{H} = \mathcal{H}(\xi_1, \xi_2)$, then its commutators with $X_j$ simply vanish

$$
[\mathcal{H}, \hat{X}_1] = [\mathcal{H}, \hat{X}_2] = 0.
$$

We use these relations to obtain:

$$
\mathcal{N} = -\frac{2i(2\pi)^3}{8\pi^2 A} \sum_{n, k} \frac{1}{(\mathcal{E}_k - \mathcal{E}_n)^2} \langle n | [\mathcal{H}, \hat{\xi}_i] | k \rangle \langle k | [\mathcal{H}, \hat{\xi}_j] | n \rangle \epsilon_{ij} \theta(-\mathcal{E}_n) \theta(\mathcal{E}_k)
$$

$$
= \frac{2i\pi}{A} \sum_{n, k} \epsilon_{ij} \langle n | \hat{\xi}_i | k \rangle \langle k | \hat{\xi}_j | n \rangle \theta(-\mathcal{E}_n) \theta(\mathcal{E}_k).
$$

To proceed, one writes $\theta(\mathcal{E}_k) = 1 - \theta(-\mathcal{E}_k)$ and the sum containing the second term vanishes due to antisymmetrization. Note, however, that it is only possible for bounded operator $\hat{\xi}$. Further we write,

$$
\mathcal{N} = \frac{2i\pi}{A} \sum_n \langle n | [\hat{\xi}_1, \hat{\xi}_2] | n \rangle \theta(-\mathcal{E}_n) = -\frac{2i\pi}{A B} \sum_n \langle n | n \rangle \theta(-\mathcal{E}_n).
$$

The eigenstate (multy)index $n$ in Hall systems can be represented as a pair of quantum numbers: momentum component $p_2$, and $m$, which in the ordinary system will correspond to Landau level number,

$$
\mathcal{H} |n\rangle = \mathcal{H}(\hat{p}_1, \hat{p}_2 - B\hat{x}_1) |p_2, m\rangle = \mathcal{E}_m(p_2) |p_2, m\rangle, \quad m \in \mathbb{Z}.
$$

The value of $p_2/B$ corresponds to the center of the semi-classical electron orbit, thus it varies in the interval $(-L/2, L/2)$ (assuming the system being $L \times L$). This gives

$$
\mathcal{N} = \frac{(2\pi)}{A} \sum_m \int_{-L/2}^{L/2} \frac{dp_2 L}{2\pi} \frac{1}{B} \theta(-\mathcal{E}_m(p_2)) = N \text{ sign}(-B).
$$

Here $A = L^2$ is the area of the system while $N$ is the number of occupied branches of the spectrum, we come back to their discussion in the end of the Section.

Now we can turn to the non-homogeneous hoping parameters,

$$
t^{(j)}(x) = t^{(j)}_0 e^{ixf},
$$

with some constant spatial vector $f$. The Dirac Hamiltonian becomes,

$$
\mathcal{H}(\hat{x}, \hat{p}) = \sum_{j=1}^{M} \left( t^{(j)}(\hat{x}) \frac{-\mu}{M} \begin{pmatrix} t^{(j)}(\hat{x}) e^{i(\hat{p} - A\hat{x})} & t^{(j)}(\hat{x}) e^{i(\hat{p} - A\hat{x})} b^{(j)} \end{pmatrix} \right),
$$

$$
$$
here $\mu$ is chemical potential. We notice, that due to the $x$-dependence of $t^{(j)}$ the relation (42) does not hold anymore. However, because of its particular form (46), we can note, that (again, in Landau gauge)

$$\mathcal{H} \hat{X}_j - \hat{X}_j \mathcal{H} = \frac{i}{2B} \ell^{ij} f_i (\mathcal{H} - \mu),$$

implying for $n \neq k$

$$\langle n|\mathcal{H} \hat{X}_j - \hat{X}_j \mathcal{H}|k\rangle = 0$$

and we come again to (43), and consequently to

$$N = -\frac{2\pi}{AB} \sum_n \langle n|n\rangle \theta(-\mathcal{E}_n) = -\frac{2\pi}{B} \rho$$

(49)

where now $\rho$ is the average density of occupied states.

One can consider further restrictions on coordinate dependence of $t^{(j)}$, and demand that $f_2 = 0$ in (46), then $p_2/B$ remains a good quantum number, and (45) is applicable, leading again to the same expression for the (averaged) Hall conductivity

$$\sigma_H = \frac{N}{2\pi} \text{sign}(-B).$$

(50)

One can see, that in the presence of constant magnetic field and the hopping parameters $t^{(j)} = t^{(j)}(x_1)$, the Hall conductivity is given by the same standard value as for the constant hopping parameters. Since direction $x_1$ is actually arbitrary, related to our ad hoc choice of direction in the Landau gauge, we conclude that for $t^{(j)}$ (46) with any $f$, expression (50) holds for Hall conductivity.

Some comments are due in regard to the number of the occupied levels now, $N$, relevant both to the systems of constant and non-constant $t^{(j)}$. In conventional systems they are counted from the neutrality point, and this way we come to the standard expression for the Hall conductance of the fermionic system in the presence of constant magnetic and electric fields. On the other hand, in the exact treatment of the honeycomb lattices (e.g., for graphene) the levels are to be counted from the edge of the band. This introduces into the consideration the levels with large negative Chern numbers [26]. As a result close to the half filling the conductivity is given by the ‘Dirac-Landau level index’ [27] counted from the zero energy.

However, our approximation is probably valid only up to $|E_F| \sim t$, i.e. in the region between the innermost van Hove singularities [27]. Thus we cannot take correctly into account the above mentioned deep lying levels. On the other hand, for constant magnetic field in the absence of elastic deformations their contribution is known – it cancels precisely that of $N/(2\pi)$ at the half filling. We denote this term by $\sigma_H^{(0)} = N^{(0)}/(2\pi)$, and the final expression for the Hall conductivity becomes

$$\sigma_H = \frac{1}{2\pi} \left( N - N^{(0)} \right)$$

(51)

which we can also rewrite as

$$\sigma_H = \frac{N'}{2\pi} \text{sign}(-B),$$

(52)

where $N'$ is counted from the half filling (the LLL being occupied contributes with the factor $1/2$).

This expression is valid for weak elastic deformations which do not modify deep Landau levels, as well as in the presence of slowly varying magnetic field (it is assumed that the variations of magnetic field are such that they do not alter the boundary conditions imposed on the vector potential). In the latter case, $N^{(0)}$ is the value of Eq. (48) at half-filling and it should be calculated in the presence of constant magnetic field and without elastic deformations.

V. CONCLUSIONS

In the present paper we show how the Wigner-Weyl formalism may be applied to investigation of the (topological) Hall conductivity of graphene and other $\mathbb{Z}_2$ crystals under the inhomogeneous external perturbations. In particular, we consider the non-uniform mechanical strain and varying magnetic field.
The main result of the paper, is supplied with showing that the averaged Hall conductivity for such systems is given by the generalization of the N topological invariant to non-uniform systems. It remains constant under weak and small variations of the hopping parameters (i.e. mechanical strain) and/or external magnetic field. While weakness of variations mean that they do drag the system over a topological phase transition, their smallness in this case is to be understood as the requirement that they do not change boundary condition for the system (similar to small gauge transformations).

The Weyl-Wigner formalism applied here is approximate in the case of lattice models, however it is valid for any realistic magnetic fields in Hall systems. Development of an exact formalism, applicable also to the artificial lattices, is the aim of the ongoing research.

The authors are grateful for sharing ideas, comments and collaboration in the adjacent fields to M.Suleymanov, Xi Wu, and Chuaxu Zhang. M.A.Z. is indebted for valuable discussions to G.E.Volovik.

Appendix A: Wigner-Weyl formalism

Wigner-Weyl formalism consists, speaking informally, in getting rid of all operators and Hilbert spaces in formulating ordinary Quantum Mechanics (QM). While it can be understood as a completely independent language for QM, it can also be interpreted as the correspondence between QM operators and functions in phase space,

\[ \hat{A} \equiv A(\hat{x}, \hat{p}) \leftrightarrow A_W \equiv A_W(x, p), \]

such that

\[ (\hat{A}\hat{B})_W = A_W * B_W, \] (A1)

\[ \text{tr} \hat{A} = \text{Tr} A_W \] (A2)

\[ \text{Tr}(A_W * B_W) = \text{Tr}(A_W B_W) \] (A3)

with some appropriate definitions for *-product (associative, non-commutative) and Tr operation.

Schrodinger equation in this formulation is being replaced by Moyal equation

\[ \frac{\partial \rho}{\partial t} = \frac{H \rho - \rho \frac{H}{\hbar}}{\hbar} \equiv \{H, \rho\} \]

\( \rho \) is the Wigner function, i.e. Weyl symbol of the density matrix. The solution to the Moyal equation can be shown to describe completely any quantum system, see and references therein.

In infinite space, Weyl symbol of an operator \( \hat{A} \) can be defined through its matrix elements in momentum space:

\[ A_W(x, p) = \frac{1}{(2\pi\hbar)^n} \int d^np q e^{iqx/\hbar} \langle p + q/2 | \hat{A} | p - q/2 \rangle \] (A4)

Moyal product is

\[ * = e^{\frac{i\hbar}{2}(\hat{p}_x \hat{\partial}_y - \hat{p}_y \hat{\partial}_x)} \] (A5)

Weyl trace operation Tr stands for the integration over whole phase space and summation over the inner symmetry indices, if any

\[ \text{Tr} A_W(x, p) \equiv \int dxdp \text{ tr} A_W(x, p). \] (A6)

and (A2) is easily proved in this case.

Definition (A1) of the Weyl symbol of operator \( \hat{A} \) used in the description of lattice models becomes

\[ A_W(x, p) = \int d\mathcal{P} e^{ix\mathcal{P}} (p + \mathcal{P}/2) \hat{A} | p - \mathcal{P}/2 \rangle \] (A7)

The integral over \( \mathcal{P} \) is over the Brillouin zone \( \mathcal{M} \), i.e. in \( \mathcal{M} \) we identify the points that differ by a vector of reciprocal lattice \( g^{(j)} \). It was shown that it is a reasonable approximation for any external EM fields, achievable in a laboratory.
Using direct calculations it can be shown, that Weyl symbol \((AB)_W(x,p)\) of the product of two operators \(\hat{A}\) and \(\hat{B}\) may be written in terms of the individual Weyl symbols and ordinary Moyal product \([A5]\),

\[
(AB)_W(x,p) = \int d\mathcal{P} \int d\mathcal{R} e^{i\mathcal{P} \cdot \mathcal{R}} \langle p + \frac{\mathcal{P}}{2} | \hat{A} | \mathcal{R} \rangle \langle \mathcal{R} | \hat{B} | p - \frac{\mathcal{P}}{2} \rangle
\]

\[
= \frac{1}{2^D} \int d\mathcal{P} d\mathcal{K} e^{i\mathcal{K} \cdot \mathcal{P}} \langle p + \frac{\mathcal{P}}{2} | \hat{A} | p - \frac{\mathcal{P}}{2} \rangle \langle p - \frac{\mathcal{K}}{2} | \hat{B} | p - \frac{\mathcal{P}}{2} \rangle
\]

(A8)

In the second line we change variables

\[
\mathcal{P} = q + k, \quad \mathcal{K} = q - k
\]

with the Jacobian \(J = 2^D\), which cancels the factor coming from the change of the integration area. Here \(D\) is the dimension of space. As usually, the bra- and ket-vectors in momentum space are defined modulo vectors of reciprocal lattice \(g^{(j)}\), as it is inflicted by the periodicity of the lattice.

Notice, that for the chosen form of Wigner transformation on the lattice the above equality is approximate and works only if the operators \(\hat{A}, \hat{B}\) are close to diagonal, i.e. such that their matrix elements \(\langle p + \frac{\mathcal{P}}{2} | \hat{A} | p - \frac{\mathcal{P}}{2} \rangle\) and \(\langle p - \frac{\mathcal{K}}{2} | \hat{B} | p - \frac{\mathcal{P}}{2} \rangle\) are nonzero only when \(q\) remains in the small vicinity of zero.

An important consequence of the formalism is the Groenewold equation relating the Weyl symbol of the Dirac operator and its Green’s function. On the operator level they are simply inverse,

\[
\hat{Q}\hat{G} = 1,
\]

(A9)

then calculating Weyl symbol of both sides, we obtain

\[
(\hat{Q}\hat{G})_W = Q_W \ast G_W = 1.
\]

(A10)

This equation can be solved iteratively, for the detailed treatment see \([35]\). For the purposes of the present paper we will only need the obvious first approximation

\[
G_W \approx G_W^{(0)} - G_W^{(0)} \ast Q_W^{(1)} \ast G_W^{(0)},
\]

(A11)

valid for \(Q_W \approx Q_W^{(0)} + Q_W^{(1)}\).

### Appendix B: Wigner-Weyl field theory

Partition function of a general model can be written in Euclidian space as

\[
Z = \int D\bar{\Psi} D\Psi e^{S[\Psi, \bar{\Psi}]}
\]

(B1)

with the action

\[
S[\Psi, \bar{\Psi}] = \int dpdq \bar{\Psi}^{T}(p) Q(p,q) \Psi(q),
\]

(B2)

where the integration volume and normalization are to be chosen appropriately for the model under consideration.

As usually, we relate operators \(\hat{Q}\) and its inverse, the Green function \(\hat{G} = \hat{Q}^{-1}\), acting in Hilbert space \(\mathcal{H}\) with their matrix elements \(Q(p,q)\) and \(G(p,q)\)

\[
Q(p,q) = \langle p | \hat{Q} | q \rangle, \quad G(p,q) = \langle p | \hat{Q}^{-1} | q \rangle.
\]

It is implied that the basis of \(\mathcal{H}\) is normalized as \(\langle p | q \rangle = \delta(p_{D+1} - q_{D+1})\delta^{(D)}(p - q)\). The mentioned operators satisfy

\[
\hat{Q}\hat{G} = 1.
\]

(B3)

Now we observe that the action can be represented as a trace of a product of operators

\[
S[\Psi, \bar{\Psi}] = \text{tr} \left( \hat{W}[\Psi, \bar{\Psi}] \hat{Q} \right),
\]

(B4)
where the Wigner operator is
\[ \hat{W}[\Psi, \tilde{\Psi}] = |\Psi\rangle \langle \tilde{\Psi}|. \] (B5)

Now variation of partition function is
\[ \delta Z = \int D\tilde{\Psi}D\Psi e^{S} \text{ tr } (\hat{W} \delta \tilde{Q}) = Z \text{ tr } \left( \langle \hat{W} \rangle \delta \tilde{Q} \right) \] (B6)
where the usual vacuum EV was used,
\[ \langle \hat{Q} \rangle = \frac{1}{Z} \int D\tilde{\Psi}D\Psi \hat{O} e^{S[\Psi, \tilde{\Psi}]} \] (B7)
Further applying Peierls substitution, i.e. noting that the introduction of the EM potential \( A \) is simply shifting the momenta, \( p \rightarrow p - A(x) \), we obtain
\[ \delta \tilde{Q} = -\partial_{p_{k}} \hat{Q} \delta A_{k} \] (B8)
and using the basic Weyl transformation properties \([A2]\) and \([A3]\), we come to
\[ \delta Z = Z \int dpdx \text{ tr } (G_{W}(x, p) * \partial_{p_{k}}Q_{W}(x, p)\delta A(x)) \]
\[ = \int dx\delta A(x) \int dp G_{W}(x, p)\partial_{p_{k}}Q_{W}(x, p). \]
Thus the current density is
\[ \langle J_{k}(x) \rangle = -\int dp G_{W}(x, p)\partial_{p_{k}}Q_{W}(x, p). \] (B9)
Note that it is not a topological invariant, it must averaged over the whole of the sample to have this property. Indeed, the total current is topological invariant
\[ \hat{J}_{k} \equiv \int dx \langle J_{k}(x) \rangle = -\text{Tr}(G_{W} * \partial_{p_{k}}Q_{W}). \] (B10)
Under small variations of the Dirac operator Weyl symbol, \( Q_{W} \approx Q_{W}^{(0)} + Q_{W}^{(1)} \), the Green’s function varies accordingly, \( G_{W} \approx G_{W}^{(0)} + G_{W}^{(1)} \), and then
\[ \delta (\text{Tr } [G_{W} * \partial_{p_{k}}Q_{W}]) = \text{Tr } \left[ G_{W}^{(0)} * \partial_{p_{k}}Q_{W}^{(1)} + G_{W}^{(1)} * \partial_{p_{k}}Q_{W}^{(0)} \right] \]
Given that \( G_{W}^{(1)} = -G^{(0)} * G_{W}^{(1)} * G^{(0)} \), which follows from Eq. \([A10]\), the latter two terms become
\[ \text{Tr } \left[ G_{W}^{(0)} * \partial_{p_{k}}Q_{W}^{(1)} - G^{(0)} * Q_{W}^{(1)} * \partial_{p_{k}}Q_{W}^{(0)} \right] \]
\[ = \text{Tr } \left[ G^{(0)} * \partial_{p_{k}}Q_{W}^{(0)} + G^{(0)} * Q_{W}^{(1)} * G^{(0)} * \partial_{p_{k}}Q_{W}^{(0)} \right] \]
where we integrated by parts and used that \( \partial_{p_{k}}G_{W}^{(0)} = -G^{(0)} * \partial_{p_{k}}Q_{W}^{(0)} * G^{(0)} \). Now simple cycling inside the trace proves that
\[ \delta \hat{J}_{k} = 0. \] (B11)
To obtain the conductivity let us expand the current density \([B9]\) in powers of \( A \) and its derivatives, assuming that it is actually given as a sum of the two contributions:
\[ A = A^{(M)} + A^{(E)} \]
where \( A^{(E)} \) is responsible for the electric field while \( A^{(M)} \) produces the magnetic one. Provided the former one is weak and slowly varying we shall have
\[ \langle J(x) \rangle = \int dp G_{W}(x, p)\partial_{p_{k}}Q_{W}(x, p) \approx j_{0}^{(0)} + j_{1}^{(1)}A^{l} + j_{lm}^{(2)}F^{lm} + \ldots \] (B12)
The first term here is expected to be zero for the wide ranges of the systems in accordance to the Bloch theorem on spontaneous currents in the ground states [36], while the second term should be absent due to the gauge invariance.

To obtain $j_{lm}^{(2)}$, which eventually defines the conductivity, we represent

$$Q_W \equiv Q_W^{(0)} - \partial_{p_m} Q_W^{(0)} A_m^{(E)}$$  \hspace{1cm} (B13)

The Groenewold equation [A10] connecting $G_W$ and $Q_W$

$$G_W * Q_W = 1$$

can be solved iteratively producing

$$G_W \approx G_W^{(0)} + G_W^{(0)} * (\partial_{p_m} Q_W^{(0)} A_m^{(E)}) * G_W^{(0)}.$$  \hspace{1cm} (B14)

Further expanding the stars, which contains derivatives in $x$ acting on $A$, we have

$$G_W \approx G_W^{(0)} + G_W^{(1)} A_m + G_W^{(2)} \partial_l A_m^{(E)},$$

where

$$G_W^{(1)} = G_W^{(0)} * \partial_{p_m} Q_W^{(0)} * G_W^{(0)}, \quad G_W^{(2)} = \frac{i}{2} G_W^{(0)} * \partial_{p_m} Q_W^{(0)} * G_W^{(0)} * \partial_{p_\alpha} Q_W^{(0)} * G_W^{(0)}.$$

Upon substitution of (B13) and (B14) into (B12) we obtain

$$\langle J_k(x) \rangle \approx \frac{i F_{lm}^{(E)}(x)}{2} \int dp \, \text{tr} \left( G_W^{(0)} * \partial_{p_\alpha} Q_W^{(0)} * G_W^{(0)} * \partial_{p_m} Q_W^{(0)} * G_W^{(0)} * \partial_{p_\alpha} Q_W^{(0)} \right)$$  \hspace{1cm} (B15)

where instead of the star in the last product we insert an ordinary one. Note that $Q_W^{(0)} = Q_W^{(0)}(x, p), G_W^{(0)} = G_W^{(0)}(x, p)$.

Thus, average conductivity (proportional to conductance) is given by

$$\bar{\sigma}_{mk} = \frac{1}{2} \int dp dx \, \text{tr} \left( c_W^{(0)} * \partial_{p_m} Q_W^{(0)} * G_W^{(0)} * \partial_{p_\alpha} Q_W^{(0)} * G_W^{(0)} * \partial_{p_\alpha} Q_W^{(0)} \right)$$  \hspace{1cm} (B16)

where we restored the $*$-product in the last factor using once again [A3]. From now on we will omit the superscript $(0)$ for brevity.

In the two dimensional case, for the system in the presence of constant magnetic field we come to the following representation of Hall conductivity averaged over the whole area of the sample $A$

$$\sigma_H = \frac{N}{2\pi}.$$  

Here

$$N = \frac{T_{ijk}}{A^3/4\pi^2} \text{Tr} \left[ G_W(x, p) * \frac{\partial Q_W(x, p)}{\partial p_i} * \frac{\partial G_W(x, p)}{\partial p_j} * \frac{\partial Q_W(x, p)}{\partial p_k} \right]_{A(E)=0}$$  \hspace{1cm} (B17)

with Tr defined in [A0]. $N$ is given by (B17) or, equivalently, $\bar{\sigma}$ of (B16) is the topological invariant in phase space, as it can be readily checked similar to (B11).

---
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