Creating Large-Scale Multilingual Cognate Tables

Winston Wu, David Yarowsky
Department of Computer Science, Center for Language and Speech Processing
Johns Hopkins University
{wswu,yarowsky}@jhu.edu

Abstract
Low-resource languages often suffer from a lack of high-coverage lexical resources. In this paper, we propose a method to generate cognate tables by clustering words from existing lexical resources. We then employ character-based machine translation methods in solving the task of cognate chain completion by inducing missing word translations from lower-coverage dictionaries to fill gaps in the cognate chain, finding improvements over single language pair baselines when employing simple but novel multi-language system combination on the Romance and Turkic language families. For the Romance family, we show that system combination using the results of clustering outperforms weights derived from the historical-linguistic scholarship on language phylogenies. Our approach is applicable to any language family and has not been previously performed at such scale. The cognate tables are released to the research community.
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| eng | lat | fra | ita | spa | por | cat |
|-----|-----|-----|-----|-----|-----|-----|
| table | mensa ? | mensa | mesa | mesa | ? |
| table | ? | table | tabella | tabla | mesa | taula |
| tableau | tavolo | tavola |
| eng | azj | tat | tuk | tur | uig | uzn |
| table | stol | östäl | stol | ? | üstel | stol |
| table | ? | tablis | tablisa | tablo | ? | tablitsa |

Figure 1: Each row in the table is a cognate chain. The task of cognate chain completion is to fill in missing cells in the table.

1. Introduction
Cognates are words in related languages that share a common origin. For example, the Italian cavallo and French cheval both originated from the Latin caballus. Besides being instrumental in historical linguistics, cognates find uses in many areas of NLP, including machine translation (Kondrak et al., 2003; Nakov and Tiedemann, 2012) and lexicon induction (Mann and Yarowsky, 2001).

We define the task of cognate chain completion, shown in Figure 1. Given multi-way aligned cognate table, a cognate “chain” is a group of cognates across a language family (represented as a single row). Chains may have empty cells due to dictionary gaps, denoted by a ?, and the task is to predict these missing entries. Cognate chain completion is related to the task of cognate transliteration, except that words in related languages (within the same row) can contribute to the hypothesis of a cell. For low-resource languages, generating hypotheses for missing cognates has applications in alignment and resolving unknown words in machine translation. In the field of linguistics, examining cognates across multiple related languages can shed light on how words are borrowed between languages.

Cognate lists are not widely available for many languages and are time-consuming to create by hand. In many NLP-related applications, including the translating out-of-vocabulary words in machine translation, it is often not necessary that these words be true cognates in the linguistic sense, i.e. they are descendants of a common ancestry (Ciobanu and Dinu, 2014). For example, names and loanwords are not technically considered cognates, though they behave as such. Rather, “cognates” only need to meet certain established criteria for cognacy (Kondrak, 2001; Inkpen et al., 2005; Ciobanu and Dinu, 2014), which include individually or a combination of orthographic, phonetic, and semantic similarity between words.

Previous approaches to cognate transliteration (Mulloni, 2007; Beinborn et al., 2013) suffer from the drawback that they require an existing list of cognates, which is infeasible for low-resource languages. In contrast, we automatically generate cognate tables by clustering words from existing lexical resources using a combination of similarity measures. Our produced cognate tables for Romance and Turkic languages are available for research purposes.

Using these cognate tables, we construct multi-way bitext and train character-based machine translation systems to transliterate cognates to fill in missing entries in the cognate chains. Finally, we evaluate multiple methods of system combination on the cognate chain completion task, showing improvements over single language-pair systems. For the Romance languages, we find that performance-based weight outperforms combining weights derived from a linguistic phylogeny.

2. Data
We begin with lemmas from two free lexical resources, PanLex (Baldwin et al., 2010) and Wiktionary. From PanLex, we pivot words on English and extract foreign-English translation pairs, retaining each word’s Meaning IDs, and its most common backtranslation in PanLex. From Wiktionary, we use translation pairs mined from the info boxes on the English version of the site.
3. Cognate Clustering

To generate multilingual cognate tables, we employ an automatic method of clustering words from our lexical resources. In contrast to Scherrer and Sagot (2014), who compare entire word lists to find possible cognates, we only consider two words to be cognates if they have the same English translation. Pivoting through English removes the need to compute a similarity score between every pair of words in every list, thus reducing the time complexity required to perform alignment. In addition, by introducing a strict semantic similarity constraint, we avoid clustering false cognates, which are orthographically similar by semantic distant.

On each group of words with the same English translation, we perform single-linkage clustering, an agglomerative clustering method where the distance between two clusters $X$ and $Y$ is defined as $D(X, Y) = \min_{x \in X, y \in Y} d(x, y)$ for some distance metric $d$ between two points (in our case, words) $x$ and $y$. While clusters formed using this linkage method tend to be thin, we found that this method works well for cognates spread out across a language family compared to other linkage methods. We examine different linkage methods in Section 3.1.

First, we construct lists of plausible cognates from our data by running an initial clustering step on each group of words. In this step, the distance function is the unweighted normalized Levenshtein distance $\frac{D_{LD}(x, y)}{|x|+|y|}$, and clusters are merged if the distance falls under a generous threshold of 0.5.

Treating these clusters as multi-way aligned bitext, we run GIZA++ (Och and Ney, 2000) to extract character-to-character substitution probabilities, which are used in a second clustering step. The idea is that a second iteration of clustering should produce better results than a single iteration. This is similar to the two-pass approach employed by (Hauer and Kondrak, 2011). For the second iteration of clustering, we define the distance function $d$ between two words $x$ and $y$ as a linear combination of the following features, chosen specifically to model both the orthographic and semantic relatedness of cognates.

### Inter-Language Distance
A normalized weighted Levenshtein distance, where the insertion, deletion, and substitution costs are specific to the language pair $(A, B)$ and the characters being compared $(a, b)$.

\[
\begin{align*}
\text{Ins}(a) &= 1 - p_{A\to B}(\text{NULL} \to a) \\
\text{Del}(a) &= 1 - p_{A\to B}(a \to \text{NULL}) \\
\text{Sub}(a, b) &= 1 - p_{A\to B}(a \to b)
\end{align*}
\]

The character transition probabilities are obtained from alignment using GIZA++. They are subtracted from 1 to convert them to costs used in the edit distance calculation. We added an addition rule such that the distance between identical characters is zero to account for the noisy nature of alignment.

### Intra-Family Distance
Same as the inter-language distance, except that the probabilities are obtained by running an aligner on the concatenation of all bitexts of every language pair. This is a more universal, non-language-specific distance, and we expect it to smooth or counter-balance the inter-language distance if there is not enough data for an accurate measure of inter-language distance. The intra-family distance is also used as a fallback distance in place of the Inter-Language Distance when comparing words of the same language. In practice, we observed that the intra-family distances are very close to the inter-language distance.

### Same Backtranslation
A word’s backtranslation is the most frequent English translation of that word in PanLex. If a word is in Wiktionary but not in PanLex, we assign the backtranslation to be that word’s English translation. This feature is 0 if two words’ most common backtranslation is the same, or 1 if they are different.

### Same POS
Part of speech is obtained from the English edition of Wiktionary. Polysemous words may have multiple parts-of-speech. If a word is in PanLex but not in Wiktionary, the word will not have a POS. PanLex also contains POS tags for words, but we choose not to use them because they are often incorrect (e.g. due to OCR errors), and words seem to be marked as nouns by default. This feature is 0 if two words share a common part of speech, and 1 otherwise.

### Same Meaning ID
A word from PanLex has a set of possible Meaning IDs that link it to semantically equivalent words in other languages. If a word exists in PanLex, we use all Meaning IDs that occur with this word. A word in Wiktionary but not in PanLex will not have a Meaning ID. This feature is 0 if two words share a common Meaning ID and 1 otherwise.

3.1. Evaluation of Linkage Methods

We motivate our choice of clustering linkage method by illustrating the results of our multiple-iteration clustering approach using hierarchical clustering with different linkage methods: single-linkage, complete-linkage, and average-linkage. These methods differ only in the metric used to
merge clusters:

\[
\text{Single}(X, Y) = \min_{x \in X, y \in Y} d(x, y) \quad (4)
\]

\[
\text{Complete}(X, Y) = \max_{x \in X, y \in Y} d(x, y) \quad (5)
\]

\[
\text{Average}(X, Y) = \frac{1}{|X||Y|} \sum_{x \in X, y \in Y} d(x, y) \quad (6)
\]

for some distance function \( d \).

In Figures 2a to 2c, using an unweighted normalized Levenshtein distance, \( \text{arbre} \) in Catalan and \( \text{arbre} \) in French are immediately grouped into the same cluster because they have a distance of zero. Ideally, we would like all of these words to be put into the same cluster, since they are true cognates. Single linkage seems to fulfill our needs the best, because the range of distances for merging clusters is the smallest. When performing a second iteration of clustering using the weighted distances, the dendrograms in Figures 2d to 2f show similar results. Notably, the range of distances between clusters shrinks, which supports our hypothesis that multiple iterations of clustering are beneficial.

4. Experiments and Results

We experiment on the Romance and Turkic families to illustrate our method on both high-resource and lower-resource languages. From the Romance languages, we utilize Latin, Italian, French, Spanish, Portuguese, Romanian, and Catalan. For Turkic, we use Azerbaijani, Kazakh, Turkish, Uyghur, Turkmen, and Uzbek.

Our data contains over 1M words for the Romance languages and 130K words for Turkic languages. The specific breakdown per language is shown in Table 2. Performing the cognate clustering results in a total of 204,065 non-singleton clusters for Romance and 16,931 for Turkic, both substantially larger than prior cognate studies.

| Language | Words |
|----------|-------|
| fra      | 286,002 |
| ita      | 281,015 |
| spa      | 239,360 |
| por      | 189,105 |
| cat      | 93,442  |
| lat      | 88,602  |
| rom      | 1,119   |
| (total)  | 1,118   |

Table 2: Total number of words per language

4.1. Character-Based Machine Translation for Transliteration

Although we might ideally evaluate the quality of the cognate clusters against a gold list of cognate pairs (e.g. Beinborn et al. (2013)), an alternative is to evaluate on a downstream task, namely cognate chain completion. To do this, we consider all cognate pairs within each cluster as translations of each other and construct bitext for each language pair, where characters are separated with spaces. Intuitively, if a machine translation system can translate well using this data, then the cognate chains have been correctly constructed.

We train character-based Moses (Koehn et al., 2007) SMT systems for each language pair, using a standard setup of GIZA++ (Och and Ney, 2000), a 5-gram KenLM (Heafield, 2011) trained with the \(--\text{discount-fallback} \) option, and

\[ \text{This is similar to the task of Scherrer and Sagot (2014).} \]
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no distortion, since reordering should not occur during transliteration (Karimi et al., 2011). For each language pair, we generate a 10-best list of distinct hypotheses. While MT systems are generally evaluated on BLEU score (Papineni et al., 2002), it is not clear that BLEU is the best metric for evaluating transliterations: Beinborn et al. (2013) find that tuning on BLEU score made almost no difference in their system’s performance. Nevertheless, we tune using MERT (Och, 2003) with the standard Moses scripts. For each experiment in Figure 4, we report 1-best accuracy, 10-best accuracy (is the truth in the top 10 hypotheses?), and mean reciprocal rank (MRR): MRR = \sum_{i=1}^{n} \frac{1}{\text{rank}_i}

Due to the way the bitext is constructed (i.e. the cross product of all words in a cognate cluster), the same source word often maps to different output words, e.g.

| src (por) | tgt (ita) |
|----------|----------|
| associação | associamento |
| associação | associazione |

which makes this an inherently hard task for machine translation systems. Thus, to compute accuracy, we consider a hypothesis to be correct if it matches any of the words in the set of gold words.

4.2 System Combination

While the results of single-language-based systems are indicative of the missing word translation prediction performance achieved via a single related language, we seek to improve performance by combining prediction models from multiple related languages. For a given target language, the hypotheses from all systems transliterating into that target language are combined using performance-based weighting, where the weight of a system is proportional to its performance relative to the other systems for a given target language. For example, when transliterating into French, the normalized scores for the cat-fra, ita-fra, lat-fra, etc. systems become those systems’ respective weights. Within the hypotheses of each system, we employ a simple rank-based scoring within each language, where the score of the first-ranked hypothesis is 1.0, the second-ranked is 0.9, the third-ranked is 0.8, etc. These are multiplied by the performance-based system scores, resulting in a ranked list of hypotheses. We retain the top 10 best hypotheses in order to compare with the single (non-combined) systems. System combination results in Figure 4 are labeled as “SC” and the metric used for the systems’ weights (1-best, 10-best, and MRR).

4.3 Analysis

One overall result that we noticed was that a key parameter predicting performance was the relative amount of source dictionary data available for a given language, in addition to phylogenetic similarity and degree of cultural contact. For example, in the Romance family, translations into Romanian scored well below translations into other languages, likely due to the small amount of available data compared to its sister languages.

For the Romance languages, we found improvements using system combination for all target languages when evaluating on 1-best accuracy (Figure 4a), which is is the system’s best guess for transliterating into a language if it was forced to output only a single answer. When evaluating the percentage of words that occurred in the top 10 hypotheses (Figure 4b), system combination performed close to the best performing language pair. For MRR (Figure 4c), system combination also performed better than all language pairs. Because of how MRR is calculated, increases in the ranking of the truth in the hypothesis list results in an increase in MRR.

For the Turkic languages, system combination performed similar to the single language systems in the 1-best (Figure 4d) and 10-best (Figure 4e) experiments. The major exception is the pair Kazakh-Tatar, which are each other’s best single-language source and are quite close in edit distance. We believe this was due to the small amount of data for most Turkic language pairs, which may also explain the higher performance on Romance languages compared to Turkic languages. Using a fixed-weight weighting scheme where the system that performed the best on the dev set received a weight of 0.8 and the others 0.1 resulted in large improvements in 10-best accuracy.

We also compare against an established theory of language evolution (Gray and Atkinson, 2003), using their notion of inferred maximum-likelihood estimates of evolutionary change per cognate as a measure of distance between languages. They analyzed a large set of Indo-European languages, excluding Latin. We find that using performance-based weights outperforms using weights derived from well-established phylogenetic trees and distances published in the historical linguistic literature, possibly due to the phenomenon of borrowing. For example, while Spanish
(a) Examples of system combination results using 1-best weights for Romance languages

| English | Gold | Lang | Hypotheses |
|---------|------|------|------------|
| skirt   | yubka| azj  | yubka, yubqa, jubka, jubqa, Yubka, yubxa, übkə, yubkə, Yubka, yubqa |
| fluorine| flor | azj  | flor, flar, flər, flər, flər, flər, flər, flər, flər, flər |
| food    | guda | azj  | gi, qi, qida, gida, giška, qiška, giška, qiška, giška, qiška |
| Greece  | Юнанстан| kaz | Жунанастан, жананастан, Жананастан, Жунанастан, Жананастан, Жунанастан, Жананастан, Жунанастан, Жунанастан, Жунанастан |
| cheese  | сыр  | kaz  | сыр, сыр, сыр, сыр, сыр, сыр, сыр, сыр, сыр, сыр |
| wall    | дивар | tat  | дул, дуал, дул, дул, дул, дул, дул, дул, дул, дул |
| letter  | harf | tat  | hät, xarf, xərf, Qät, hırf, hırp, hırp, hırp, kərf |
| dove    | yeni, yaña| tat | yaña, yaNa, yaNi, yaNi, yaNi, yene, yağe, yaNe, yene, yange |
| weaving | dokuma, domka| tuk | dokuma, dokamak, dokumak, dokumak, dokumak, dokumak, dokumak, dokumak, dokumak, dokumak |
| cop     | polis | tuk  | polisiya, polisiya, polis, milişiya, miliştiya, polis, polisi, polis, polis |
| shaman  | şaman, şaman | tuk  | şaman, şaman, şaman, şaman, şaman, şaman, şaman, şaman, şaman, şaman |
| microbe | mikrop | tur  | mikrob, mikrop, mikrop, mikrop, mikrob, mikrop, mikrob, mikrov, mikrob |
| professor| profesor | tur | profesor, profesor, profesor, profesor, profesor, profesor, profesor, profesor, profesor, profesor |
| function| işlemek | tur  | işlemek, işletmek, işlenmek, işlenmek, işlenmek, işlenmek, işlenmek, işlenmek, işlenmek, işlenmek |

(b) Examples of system combination results using 1-best weights for Turkic languages

| English | Gold | Lang | Hypotheses |
|---------|------|------|------------|
| skirt   | yubka| uig  | dushman, dushima, dushman, dushman, tushman, tushima, tushima, tushima, duSman, doshman, Tushman |
| fluorine| flor | uig  | gymnastika, gymnastika, ximnastika, gymnastika, gymnastika, gymnastika, gymnastika, gymnastika, gymnastika, gymnastika |
| cop     | polis | uig  | birlik, birlik, bir, birlik, birlik, birlik, birlik, birlik, birlik, birlik |
| shaman  | şaman | uig  | timsah, timsah, timsax, timsah, timsah, timsah, timsah, timsah, timsah, timsah |
| microbe | mikrop | uig  | sishanba, says’anba, says‘anba, says’anba, sishanba, sishanba, shohanba, shohanba, shohanba, Seshamb |
| Tuesday | seshanba | uzn  | selen, tselen, selan, selan, selan, seleniy, seleniy, seleniy, seleniy, salaniy |

Table 3: Example hypotheses from system combination.
and Portuguese are evolutionarily closer than Spanish and Catalan, our analysis, which accounts for borrowed words, places Spanish and Catalan closer than Spanish and Portuguese, likely due to external factors such as trade, migration, or the fact that Catalonia is an autonomous community of Spain. By computing the average edit distance per word in a cognate chain, we can construct phylogenetic trees Figure 3 to illustrate closeness between languages.

Examples of results given by the combination of multiple systems are presented in Tables 3a and 3b. We observed that even if the truth is not the 1-best hypothesis, it is often in the top 10 hypotheses, and the top 50 hypotheses have a low edit distance to the truth. Having a top 10 list is useful for applications such as translating into a foreign language when conversing with a native speaker. In such cases, it is often not necessary to use the exact words; one only needs to produce a word that is close enough that the speaker will understand the meaning. When translating in the opposite direction, unknown words can be easily checked against entries in the top 10 to obtain a translation.

Several errors in transliteration seem to stem from inaccurate clustering, with words clustered due to the strong orthographic similarity feature. For example, Latin *hostis* ‘enemy’ is incorrectly clustered together with *hospes* ‘host/guest’, which causes some noise in the hypotheses. Similar phenomena can be observed for French *mixage*. Refining the clustering process may lead to improvements in our missing-word prediction models.

5. Related Work

Cognates have been used in the task of lexicon induction, with Mann and Yarowsky (2001) inducing translation lexicons between cross-family languages via bridge languages. They make extensive use of Levenshtein distance (Levenshtein, 1966) in determining the distance between two cognates. In our work, we employed a weighted edit distance as a major component in determining cognate clusters. Clustering cognates has also been recently explored using different approaches to determine cognacy, e.g. using an SVM which trained to determine cognacy (Hauer and Kon- drak, 2011) and accounting for a language family’s phylogeny when constructing cognate groups (Hall and Klein, 2010). We experiment with using phylogenetic information in our system combination. Recently, Bloodgood and Strauss (2017) experimented with global constraints to improve cognate detection. This approach is complementary to ours and could be used to improve our cognate tables. Several methods have also been proposed to generating cognates, e.g. using a POS tagging framework where the tags are actually target language n-grams (Mulloni, 2007). Recently, several approaches to character-based machine translation using cognates have been investigated, although on a small set of language pairs. Beinborn et al. (2013) experiment on English-Spanish with a manual list of cognates. Scherrer and Sagot (2014) perform a task similar to our own; they start with a word list and find plausible cognates using the BI-SIM metric (Kondrak and Dorr, 2004).
then perform character-based machine translation on cognates. They experiment with translating cognates from a high-resource language to a low-resource language. Our work differs in that our experiments are on a much larger scale, and we realize improvements by combining the results of multiple MT systems.

6. Conclusion

We have presented an automatic clustering method to generate cognate tables from Panlex- and Wiktionary-derived dictionary data, which we release as a resource. Based on these cognate clusters, we then trained multiple Moses-based models to complete cognate chains by generating hypotheses for missing translations, which often occur due to sparse dictionary coverage in lower-resource languages. Via several novel methods of system and model combination over multiple related languages, we realized improvements over single language-pair baselines for the Romance and Turkic language families. In addition, we also observed that our performance-based weighting of related languages in system combination outperformed language-similarity weights derived from phylogenetic trees from widely-cited historical linguistics literature, suggesting that other latent factors such as the degree of political and cultural interaction are impactful as well.
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