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Abstract. We study the Stochastic Thermodynamics of cell growth and division using a theoretical framework based on branching processes with resetting. Cell division may be split into two sub-processes: branching, by which a given cell gives birth to an identical copy of itself, and resetting, by which some properties of the daughter cells (such as their size or age) are reset to new values following division. We derive the first and second laws of Stochastic Thermodynamics for this process, and identify separate contributions due to branching and resetting. We apply our framework to well-known models of cell size control, such as the sizer, the timer, and the adder. We show that the entropy production of resetting is negative and that of branching is positive for these models in the regime of exponential growth of the colony. This property suggests an analogy between our model for cell growth and division and heat engines, and the introduction of a thermodynamic efficiency, which quantifies the conversion of one form of entropy production to another.
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1. Introduction

Resetting, a stochastic process involving an instantaneous transition to a pre-defined position or region of space, has been a very active field of research for the past ten years, triggered by the seminal paper by Evans and Majundar in 2011 [1]. Various groups have extensively studied such processes, in the context of target search [2, 3], or in the context of non-equilibrium steady-states (NESS) and first passage times [4]. The first study of resetting from the point of view of stochastic thermodynamics was carried out in 2016, by Fuchs et al. [5] who derived the first and second laws of thermodynamics for resetting to a single fixed position \(x_0\). Later, Roldán et al. developed a path integral approach for resetting [6], which was used by Pal et al. to derive integral fluctuation...
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relations [7, 8] and thermodynamic uncertainty relations [9] for systems with resetting. To our knowledge, the combination of stochastic resetting and branching processes has only been considered for the purpose of search strategies [10, 11]. In particular, the authors compared first passage times for branching search, a term coined by Eliazar [10] to describe a strategy mixing branching and resetting, and for resetting alone. However, the thermodynamics of stochastic processes involving both resetting and branching at the same time has not been studied so far.

Branching processes with resetting are not only useful in the context of target search but are fundamental in biology, in particular to describe populations of cells that grow and divide. Indeed, cell division intrinsically features branching, since one mother cell gives birth to two daughters cells. As a result of division, some traits of daughter cells are reset to an absolute value, such as the age of the cell which is reset at 0, while others are reset to a value relative to that of the mother at the moment of the division. For instance, the size of the daughter cell restarts at a value close to half the size of the mother cell for organisms undergoing symmetric division. In order to study cell division from the point of view of stochastic thermodynamics, we extend the analysis of Fuchs et al. [5] to allow a restart at a relative position instead of an absolute one, and to incorporate branching in the formalism.

In section 2, we present our model describing a population of overdamped Brownian particles undergoing relative resetting and branching in a 1-dimensional potential. We then derive the first and second laws of thermodynamics for this model and identify the separate contributions of resetting and branching. Next, we propose an alternative version of the second law, which applies to athermal systems, and we show how our results generalize to the case of an n-dimensional problem. In section 3, we explain why cell division can be understood as a combination of branching and resetting processes. Then, focusing on some of the most common cell size control mechanisms, we obtain analytical expressions for the work and entropy terms associated with resetting and branching. Stochastic thermodynamics has been often used to analyze information processing and efficiency of small biological systems. In the same spirit, we propose an analogy between cell division and stochastic heat engines, which leads us to introduce an efficiency, which quantifies a form of conversion of entropy production from resetting to branching. We study this efficiency for known models of cell size control.

2. Thermodynamics of branching processes with stochastic resetting to a relative position in continuous space

2.1. Model

We consider a population of overdamped Brownian particles with mobility $\mu$ and diffusion coefficient $D$, in contact with a heat bath at temperature $T$ and subject to a potential $V$. For simplicity, we treat the case of a 1-dimensional potential $V(x)$ in the main text and show in Appendix A that our results hold in $n$ dimensions. In
Figure 1. Illustration of a particle branching into $m = 2$ particles, each of which is independently reset to a position relative to the branching position $x$ through the transition probability $\Sigma$. The parabolic potential shown here is for illustration only, potentials can be arbitrary in our model.
2.2. First and second laws of thermodynamics

We follow the approach from [5] to derive the first and second laws of thermodynamics from eq. (2.2). First, we multiply eq. (2.2) by the potential $V(x)$ and integrate over $x$ to obtain the time evolution of the internal energy $U = \int dx V(x)p(x)$:

$$-\dot{U} = \int dx \, j(x)F(x) + m \int dx \, r(x)p(x) [V(x) - \langle V \rangle_{\rho_{nb}}] + \Lambda U - (m - 1) \int dx \, r(x)p(x)V(x) , \quad (2.3)$$

where we have introduced the newborn position distribution

$$\rho_{nb}(x) = \frac{\int dx' \Sigma(x|x')r(x')p(x')}{\int dx' r(x')p(x')} , \quad (2.4)$$

defined as the ratio of the rate of birth of new particles at position $x$ to the rate of birth of the total number of newborn particles. The notation $\langle \cdot \rangle_{\rho_{nb}}$ indicates the average value with respect to the distribution $\rho_{nb}$. By default, averages values, variances and covariances are implicitly computed with the probability distribution $p$.

Following [12, 5], we identify the first term as the rate at which heat is transferred from the system to the thermostat:

$$\dot{Q} = \int dx \, j(x)F(x) . \quad (2.5)$$

The second term is the rate at which work is extracted from the system due to the resetting of particles to their new positions:

$$\dot{W}_{\text{rst}} = m \int dx \, r(x)p(x) [V(x) - \langle V \rangle_{\rho_{nb}}] . \quad (2.6)$$

The last two terms are interpreted as the work extraction rate from the system due the branching of particles. They can be written more explicitly by using the following expression of the population growth rate, obtained by integrating eq. (2.2) over $x$:

$$\Lambda = (m - 1) \int dx \, r(x)p(x) . \quad (2.7)$$

Then

$$\dot{W}_{\text{brc}} = \Lambda U - (m - 1) \int dx \, r(x)p(x)V(x) = -(m - 1)\text{Cov}(r,V) . \quad (2.8)$$

This contribution is null if $r(x)$ and $V(x)$ are independent, which is trivially the case when at least one of the two functions is constant. Indeed, the average internal energy is not affected by the apparition of newborn particles at any position if the energy landscape $V(x)$ is flat; nor if the branching rate is constant, so that branching affects equally all particles regardless of their positions and thus has no impact on $p(x)$.

Finally, the first law for branching processes with relative resetting reads:

$$-\dot{U} = \dot{Q} + \dot{W}_{\text{rst}} + \dot{W}_{\text{brc}} , \quad (2.10)$$
where we count positively work extracted from the system and heat dissipated into the environment.

The Shannon entropy of the system is defined by

\[
S_{\text{sys}} = -\int dx \, p(x) \ln p(x).
\]  

(2.11)

To derive the second law, we take the time derivative of this entropy and use eq. (2.2), which gives:

\[
\dot{S}_{\text{sys}} = -\int dx \, j(x) \frac{\partial p(x)}{p(x)} - \Lambda S_{\text{sys}} - (m - 1) \int dx \, r(x)p(x) \ln p(x)
+ m \int dx \, r(x)p(x) \left[ \ln p(x) - \langle \ln p \rangle_{\rho_{\text{nb}}} \right],
\]

(2.12)

where the term due to the current \( j(x) \) can be split into two contributions if the temperature is non-zero (the case \( T = 0 \) is discussed in section 2.4):

\[
-\int dx \, j(x) \frac{\partial p(x)}{p(x)} = \int dx \, \frac{j^2(x)}{D p(x)} - \int dx \, \frac{\mu j(x) F(x)}{D}.
\]

(2.13)

We identify four contributions to the rate of change in the entropy of the system, respectively the entropy production rate due to the heat exchange with the thermostat \( \dot{S}_m \), the entropy production rate of non-equilibrium current \( j(x) \): \( \dot{S}_c \), the branching entropy production rate \( \dot{S}_{\text{brc}} \) and the resetting entropy production rate \( \dot{S}_{\text{rst}} \):

\[
\dot{S}_m = \frac{\dot{Q}}{T} = \int dx \, \mu j(x) F(x) / D,
\]

(2.14)

where we used Einstein’s relation \( D = \mu T \),

\[
\dot{S}_c = \int dx \, \frac{j^2(x)}{D p(x)} \geq 0
\]

(2.15)

\[
\dot{S}_{\text{brc}} = -\Lambda S_{\text{sys}} - (m - 1) \int dx \, r(x)p(x) \ln p(x)
= -(m - 1) \text{Cov}(r, \ln p)
\]

(2.16)

\[
\dot{S}_{\text{rst}} = m \int dx \, r(x)p(x) \left[ \ln p(x) - \langle \ln p \rangle_{\rho_{\text{nb}}} \right]
\]

(2.17)

(2.18)

Using the positivity of the entropy production rate of non-equilibrium currents, the second law for branching processes with relative resetting in steady state (\( \dot{S}_{\text{sys}} = 0 \)) reads:

\[
\dot{S}_{\text{rst}} + \dot{S}_{\text{brc}} \leq \dot{S}_m
\]

(2.19)

The first and second laws we derived reduce to the ones obtained in [5] if there is no branching and if the particle is reset to a fixed position \( x_0 \). Indeed, setting \( m = 1 \) and thus \( \Lambda = 0 \), leads to \( \dot{W}_{\text{brc}} = 0 \) and \( \dot{S}_{\text{brc}} = 0 \), and therefore eq. (2.10) and eq. (2.19) read respectively \( -\dot{U} = \dot{Q} + \dot{W}_{\text{rst}} \) and \( \dot{S}_{\text{rst}} \leq \dot{S}_m \). In our framework, absolute resetting to fixed position \( x_0 \) is obtained by setting \( \Sigma(x|x') = \delta(x-x_0) \), then \( \rho_{\text{nb}}(x) = \delta(x-x_0) \)
We then rewrite eq. (2.21) in the following equivalent form:

\[ \frac{\partial}{\partial t} \mathcal{S}_{\text{ent}} = \mathcal{F}_{\text{ent}}(x) \partial_x p(x) \]

which leads to the result

\[ \mathcal{F}_{\text{ent}}(x) \partial_x p(x) = -\mathcal{F}_{\text{ent}}(x) \partial_x p(x) \]

force divergence contribution to the entropy production rate, \( \dot{\mathcal{S}}_{\text{ent}} \), we have:

\[ \dot{\mathcal{S}}_{\text{sys}} = \dot{\mathcal{S}}_{\text{brc}} + \dot{\mathcal{S}}_{\text{rst}} + \dot{\mathcal{S}}_{\text{fd}} + \mu T \int dx \ p(x) \ (\partial_x \ln p(x))^2, \quad (2.20) \]

which leads to:

\[ \dot{\mathcal{S}}_{\text{sys}} = \dot{\mathcal{S}}_{\text{brc}} + \dot{\mathcal{S}}_{\text{rst}} + \dot{\mathcal{S}}_{\text{fd}} + \mu T \int dx \ p(x) \ (\partial_x \ln p(x))^2, \quad (2.21) \]

where we introduced the average force divergence \( \dot{\mathcal{S}}_{\text{fd}} = \mu \langle \partial_x F \rangle \). To establish a closer connection with the discussion of the athermal case (see next section), it is useful to combine the last term in eq. (2.21) with \( \dot{\mathcal{S}}_{\text{fd}} \) by using the notion of entropic force, \( F_{\text{ent}}(x) = -T \partial_x p(x) \). With this, one can introduce a generalized force \( \mathcal{F}(x) = F(x) + F_{\text{ent}}(x) \equiv F(x) - T \partial_x p(x) \), and the corresponding generalized average force divergence contribution to the entropy production rate, \( \dot{\mathcal{S}}_{\text{fd}} = \mu \langle \partial_x \mathcal{F} \rangle \). Note that we have:

\[ \mu T \int dx \ p(x) \ (\partial_x \ln p(x))^2 = -\mu \int dx \ p(x) \partial_x p(x) F_{\text{ent}}(x) \]

\[ = -\mu \int dx \partial_x p(x) F_{\text{ent}}(x) \]

\[ = \mu \int dx \ p(x) \partial_x F_{\text{ent}}(x) \]

\[ \equiv \mu \langle \partial_x F_{\text{ent}} \rangle, \quad (2.22) \]

which leads to the result

\[ \dot{\mathcal{S}}_{\text{fd}} + \mu T \int dx \ p(x) \ (\partial_x \ln p(x))^2 = \mu \langle \partial_x [F + F_{\text{ent}}] \rangle = \dot{\mathcal{S}}_{\text{fd}}. \quad (2.23) \]

We then rewrite eq. (2.21) in the following equivalent form:

\[ \dot{\mathcal{S}}_{\text{sys}} = \dot{\mathcal{S}}_{\text{brc}} + \dot{\mathcal{S}}_{\text{rst}} + \dot{\mathcal{S}}_{\text{fd}}. \quad (2.24) \]
Using the positivity of the last term in the r.h.s. of eq. (2.21), we obtain an alternative version of the second law in steady state:

\[ \dot{S}_{\text{brc}} + \dot{S}_{\text{rst}} \leq -\dot{S}_{\text{fd}}. \]  

The two versions of the second law eqs. (2.19) and (2.25) provide different bounds for the entropy production rate due to branching and resetting, so that by combining them we have:

\[ \dot{S}_{\text{brc}} + \dot{S}_{\text{rst}} \leq \min \left( -\dot{S}_{\text{fd}}, \dot{S}_{m} \right). \]  

In the limit of large temperatures, the current \( j(x) = \mu F(x)p(x) - D\partial_x p(x) \) becomes purely diffusive \( j(x) \approx -D\partial_x p(x) \), and as a result, the medium entropy \( \dot{S}_m = \mu \langle \partial_x F \rangle = \dot{S}_{\text{fd}} \). Thus, in this limit the upper bound reads \( \dot{S}_{\text{brc}} + \dot{S}_{\text{rst}} \leq -|\dot{S}_{\text{fd}}| \). The behavior in the opposite limit of vanishing temperature is examined in more details in the next section.

2.4. Athermal systems

Until now, we considered particles in contact with a heat bath, which allowed us to use standard stochastic thermodynamics. However, athermal systems where \( T = 0 \) are important to describe situations where particles move deterministically between branching events. In that case, there is no diffusion, only the deterministic force \( F(x) \) is present, but branching and resetting events are still stochastic. Such situations are relevant biologically as we discuss in section 3.

The first law is still mathematically valid, even if the current \( j(x) = \mu F(x)p(x) \) is only convective. We find \( \dot{Q} = \mu \langle F^2 \rangle \), and we call the corresponding quantity \( Q \) an athermal heat, although it is important to emphasize that this quantity cannot be interpreted as an exchange of heat with a thermostat.

The second law in the form of section 2.2 is no longer valid, since \( \dot{S}_m \) and \( \dot{S}_c \) diverge in the case \( T = 0 \). However, the other decomposition of the Shannon entropy (section 2.3) remains defined because the last term in eq. (2.21) (entropic contribution) tends to 0 as \( T \to 0 \), since the integral is not singular in practice. We propose to call the following equality

\[ \dot{S}_{\text{sys}} = \dot{S}_{\text{brc}} + \dot{S}_{\text{rst}} + \dot{S}_{\text{fd}}, \]  

the second law for athermal systems (despite the absence of a corresponding inequality) because it corresponds to the \( T = 0 \) version (i.e., in absence of entropic forces) of eq. (2.24).

3. Application to cell size control

As stated in the introduction, branching processes with resetting appear in biology, for example in the context of cell division. Indeed, when cells divide they give birth to \( m = 2 \) daughter cells, and many cell properties are affected by division. Cell division provides examples of absolute resetting, for instance age which is reset at 0 for both
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daughter cells independently of the age of the dividing mother cell, and of relative resetting, such as for the volume or the number of proteins for example, that are split at division between the two daughter cells. The idea to consider the cell size jump at division as a form of stochastic resetting was first mentioned in [13].

In this section, we use the results obtained in section 2 in the context of growing colonies of cells, focusing in particular on the three most common division strategies [14, 15, 16]: the sizer, the timer and the adder.

3.1. Sizer

The sizer mechanism assumes that the division rate is a function of the size of the cell only, hence eq. (2.1) describes the dynamics of a population of cells where the position $x$ of the particle is understood as the cell size. We use the terms size and volume equivalently, which is common in the cell size-control literature since bacteria grow mainly along one direction. The volume partition between the two daughter cells is modeled by $\Sigma(x|x')$, which is centered around $x'/2$ for bacterial cells, since each daughter cell inherits on average half the volume of the dividing cell. More generally, this stochastic partitioning of volume can also be asymmetric, when $\Sigma(x|x')$ has the form of a Gamma distribution, which leads to a beta distribution for the volume ratio $x/x'$ [17]. Moreover, in a rich medium, bacteria generally follow an exponential growth between divisions with additional noise:

$$\dot{x} = \nu x + \xi,$$

with $\nu$ the single-cell growth rate, which is non-fluctuating and strictly positive. This is a Langevin equation with unit mobility $\mu = 1$, force $F(x) = \nu x$, and Gaussian noise $\xi$ with variance $2T$. The force $F$ derives from a potential $V(x) = -\nu x^2/2$, which is non-confining, unlike the example shown in fig. 1.

First, $V(x)$ is a decreasing function of $x$ while the size regulation imposes that the division rate $r(x)$ be an increasing function of $x$. Thus, the covariance between those two functions is negative, which results in a positive production of work due to branching by eq. (2.9): $\dot{W}_{brc} \geq 0$. In contrast, the decrease of $V(x)$ with $x$ leads to a negative production of work due to resetting. This can be seen easily from eq. (2.8) when replacing the average value computed with the newborn distribution by its definition:

$$\dot{W}_{rst} = 2 \int dx \, r(x)p(x) \left[ V(x) - \int dx' \Sigma(x'|x) V(x') \right],$$

where the term in the bracket is the difference between the potential for a cell of given size $x$ and the average value of the potential for a new cell, born from the division of a cell of size $x$. Due to the non-confining shape of potential $V(x)$, the restarting size $x$ has a higher internal energy than dividing sizes $x'$, thus this difference is negative for any $x$ and $\dot{W}_{rst} \leq 0$. Note that with the sign convention chosen in the first law eq. (2.10), $\dot{W}_{rst} \leq 0$ corresponds indeed to an increase of the internal energy of the population of cells because of resetting.
Second, our model includes the case of noisy cell growth between two divisions; however, the majority of models in the literature focus on deterministic growth, which is obtained by setting $\xi = 0$ in the Langevin representation eq. (3.1) and $D = 0$ (or equivalently $T = 0$) in the Fokker-Planck representation eq. (2.2). This case is covered by section 2.4 on athermal systems and the steady-state second law equality reads

$$\Lambda = -\dot{S}_{\text{rst}} - \dot{S}_{\text{brc}},$$

(3.3)

where we used that $\dot{S}_{\text{fd}} = \langle \partial_x F \rangle = \nu$, and the property that in a steady-state, the population growth rate $\Lambda$ must be equal to the single cell growth rate $\nu$. This property is derived as follows: one integrates of eq. (2.2) after multiplication by size $x$ to obtain $\partial_t \langle x \rangle = (\nu - \Lambda) \langle x \rangle$, and thus $\Lambda = \nu$ in steady-state. Intuitively, the total volume $V$ of the population grows at a rate $\nu$ since each cell grows at this rate, so that the mean volume $\langle x \rangle = V/N \sim \exp[\frac{\nu - \Lambda}{\nu}]$ converges only if $\Lambda = \nu$ [18]. Moreover, in this athermal case, the rate of athermal heat introduced in section 2.4 is now given by $\dot{Q} = \nu^2$. In the following, we focus on deterministic growth only.

Third, when following a single lineage of cells, for example in a mother machine setup [19], then $\dot{S}_{\text{brc}} = 0$ since there is no possibility of branching in that case. As a result, the second law in steady-state (eq. (3.3)) reduces to $\dot{S}_{\text{rst}} = -\nu$. Interestingly, in this case, the entropy production rate due to resetting depends only on the single cell growth rate, but not on the division rate $r(x)$ nor on the kernel $\Sigma$.

Finally, the signs of the branching and resetting entropy production rates can be obtained with reasonable assumptions. Experimental steady-state size distributions are well fitted by log-normal functions as long as the transition probability $\Sigma$ is peaked around symmetric division (see [20] for a data collapse of the log size distributions from various datasets on a Gaussian function). Note that log-normal functions are not rigorously solutions of eq. (2.2), but since they are accurate approximations of the true solution, we use them as an ansatz for the steady-state solution. Moreover, division rates inferred from experimental data show a power law dependence on size for non-extreme sizes [14, 21], and the log-normal ansatz computed with a power-law division rate is in good agreement with experiments [20]. The theoretical origin of the power-law dependence of the division rate on size has also been discussed in Ref. [22]. Assuming that $p = \text{Lognormal}(\mu, \sigma^2)$ and $r(x) = x^\alpha$, we show in Appendix B that the covariance in eq. (2.17) is computable and given by:

$$\dot{S}_{\text{brc}} = \alpha \sigma^2 \left(1 + \frac{\alpha}{2}\right) \exp \left[\alpha \mu + \frac{\alpha^2 \mu^2}{2}\right] \geq 0,$$

(3.4)

which is positive regardless of the values of $\alpha \geq 0$, $\mu$ and $\sigma$. Using this inequality, eq. (3.3) imposes that $\dot{S}_{\text{rst}} \leq 0$, meaning that resetting is a way to avoid extremely large cells and thus to reduce the Shannon entropy of the size distribution at steady-state. However, this constraint no longer exists in the transient dynamics, where resetting can increase the Shannon entropy of the size distribution: $\dot{S}_{\text{rst}} \geq 0$.

To illustrate the last two points, we show in fig. 2 the evolution of $\dot{S}_{\text{rst}}$ with time. We simulated $10^5$ independent single lineages ($\dot{S}_{\text{brc}} = 0$) each starting with a cell of
Figure 2. Time evolution of the entropy production rate due to resetting $\dot{S}_{\text{rst}}$, in the case of a size-control mechanism with rate $r(x) = x^\alpha$, deterministic growth between division at a rate $\nu = 0.8$ and Gaussian kernel $\Sigma(\cdot|x') = \mathcal{N}(x'/2,(\sigma_b x')^2)$ for the partition of volume between the daughter cells at division. Each curve corresponds to a choice of parameters ($\alpha, \sigma_b$), and is the result of 100000 single lineage simulations (without branching so $\dot{S}_{\text{brc}} = 0$), starting at size $x_0 = 0.5$. All curves converge to the black dashed line at $\dot{S}_{\text{rst}} = -\nu$ in the long time limit.

We chose a power law for the division rate $r(x) = x^\alpha$ and a transition probability $\Sigma(x|x') = b(x/x')/x'$ depending on the ratio of the daughter to mother volumes through the Gaussian distribution $b = \mathcal{N}(1/2,\sigma_b^2)$, so that $\Sigma(\cdot|x') = \mathcal{N}(x'/2,(\sigma_b x')^2)$. For three different couples ($\alpha, \sigma_b$), the curves exhibit a positive region in the transient dynamics (above the red dashed line), corresponding to a widening of the distribution of sizes due to resetting events from regions of high to low probabilities in size space, and a resulting increase of the Shannon entropy. In the long time limit, they all converge to $-\nu$, independently of $\alpha$ and $\sigma_b$.

3.2. Timer

The timer mechanism assumes that the division rate is a function of the age of the cell only. It is not described by eq. (2.2), but by a similar equation for which the source term (apparition of new cells) enters as a boundary condition. This is because age is defined on $[0, \infty[$ and the resetting age $a = 0$ is on the boundary of the domain. This is the first difference with the case treated in [5], in which the resetting position $x_0$ was inside the domain of definition of $x$. The second difference is that age is by definition the time elapsed since birth and cannot undergo thermal fluctuations, therefore its dynamics between divisions is deterministic, which corresponds to a temperature $T = 0$, a mobility
\( \mu = 1 \) and a force \( F(a) = 1 \), deriving from a potential \( V(a) = -a \). The signs of the different contributions to the first law are the same as those found for the sizer case. Indeed, because the potential \( V(a) \) is decreasing with age, \( \dot{W}_{\text{rst}} \leq 0 \), and since \( r(a) \) is generally an increasing function of age for non-extreme-ages [14], the covariance between \( V \) and \( r \) is negative, and so \( \dot{W}_{\text{brc}} \geq 0 \). We also find that \( \dot{Q} = 1 \geq 0 \). Finally, the timer is described by:

\[
\partial_t p(a) = -\partial_a p(a) - [\Lambda + r(a)] p(a) \tag{3.5}
\]

where the boundary condition accounts for the divisions of cells of any age, giving birth to two new cells of age \( a = 0 \) regardless of the age of the dividing cell.

Integrating eq. (3.5) over \( a \) and using the boundary condition leads to the following relation:

\[
\Lambda = \int da \, r(a) p(a) = \frac{p(0)}{2}. \tag{3.7}
\]

Following the same steps, we derive the time-evolution of the Shannon entropy of the age distribution:

\[
\dot{S}_{\text{sys}} = p(0) - \Lambda S_{\text{sys}} - \int da \, r(a) p(a) \ln p(a) + 2 \int da \, r(a) p(a) \ln \left( \frac{p(a)}{p(0)} \right), \tag{3.8}
\]

where we identify

\[
\dot{S}_{\text{brc}} = -\Lambda S_{\text{sys}} - \int da \, r(a) p(a) \ln p(a), \tag{3.9}
\]

\[
= -\text{Cov}(r, \ln p) \tag{3.10}
\]

and

\[
\dot{S}_{\text{rst}} = 2 \int da \, r(a) p(a) \ln \left( \frac{p(a)}{p(0)} \right). \tag{3.11}
\]

Finally, the steady-state second law for the timer reads:

\[
2\Lambda = -\dot{S}_{\text{rst}} - \dot{S}_{\text{brc}}, \tag{3.12}
\]

where the term \( 2\Lambda \) does not arise from the force divergence, which is null in this case, but from the boundary condition eq. (3.6). Let us mention that in the case where cells divide in \( m \) daughter cells, the factor 2 in the boundary condition eq. (3.6) is replaced by \( m \), eq. (3.7) changes to \( m\Lambda = (m-1)p(0) \), which results in a coefficient \( m/(m-1) \) instead of 2 for the term \( \Lambda \) in the second law eq. (3.12).

One can solve eq. (3.5) for the steady-state age distribution [13]:

\[
p(a) = p(0) \exp \left[ -\Lambda a - \int_0^a r(a') da' \right], \tag{3.13}
\]

which allows to compute explicitly the resetting and branching entropy production rates:

\[
\dot{S}_{\text{rst}} = 2\Lambda \left( S_{\text{sys}} + \ln \Lambda + \ln 2 - 2 \right) \tag{3.14}
\]

\[
\dot{S}_{\text{brc}} = 2\Lambda \left( -S_{\text{sys}} - \ln \Lambda - \ln 2 + 1 \right), \tag{3.15}
\]
which are functions of $\Lambda$ and $S_{\text{sys}}$, themselves only depending on the branching rate $r(a)$. Moreover, the steady-state age distribution eq. (3.13) is a decreasing function of age, which implies that (i) the branching entropy production rate is positive: $\dot{S}_{\text{brc}} \geq 0$ by eq. (3.10), (ii) the resetting entropy production rate is negative: $\dot{S}_{\text{rst}} \leq 0$ by eq. (3.11).

### 3.3. Adder

In the adder theory, the distribution of added volume between birth and death is independent of the volume at birth. This strategy has been found to be in very good agreement with experimental data for many cell types [23, 24]. Two variables are required to model the adder, for example the size $x$, which undergoes relative resetting, and the volume added since birth $\Delta = x - x_b$, which undergoes absolute resetting to value 0, and where $x_b$ is the size at birth. The dynamics of the adder is given by:

$$
\partial_t p(x, \Delta) = - (\partial_x + \partial_\Delta) \left[ F(x)p(x, \Delta) - [\Lambda + r(x, \Delta)]p(x, \Delta) \right] - \left[ \Lambda + r(x, \Delta) \right]p(x, \Delta)
$$

(3.16)

$$
F(x)p(x, 0) = 2 \int dx' d\Delta' \ r(x', \Delta') p(x', \Delta') \Sigma(x|x')
$$

(3.17)

where the boundary condition in the second line accounts for the absolute resetting of the added volume $\Delta$ at division, and can be understood as a balance for any size $x$ between the birth rate of newborn cells of size $x$ (r.h.s.) and the rate at which newborn cells of size $x$ grow (l.h.s.). Moreover, to obtain the adder property, that is $P(\Delta|x_b) = P(\Delta)$ when growth is deterministic: $dx/dt = F(x)$, then the division rate per unit time has to take the form $r(x, \Delta) = F(x)\gamma(\Delta)$, where $\gamma(\Delta)$ is the division rate per unit volume [24].

Conducting the same analysis as before, we derive the steady-state second law in the case of deterministic growth, for the joint distribution $p(x, \Delta)$ of volume and added volume:

$$
3\Lambda = -\dot{S}_{\text{rst}} - \dot{S}_{\text{brc}}.
$$

(3.18)

The l.h.s. is the sum of the contributions $2\Lambda$ (similar to that of the timer), coming from the boundary condition at $\Delta = 0$, and $\Lambda$ (similar to that of the sizer), arising from the force-divergence entropy due to the growth of cells at a rate $\nu$ (equal to $\Lambda$ in steady-state). Note that since the adder is a multivariate model with two variables, one could expect the force-divergence entropy to be a sum of two terms, as detailed in Appendix A. However, the force $F$ here is supposed to be a function of the size $x$ only and independent of the added volume $\Delta$, thus $\partial_\Delta F(x) = 0$.

In the spirit of the last part of Appendix A, one can coarse-grain the variable $\Delta$ by integrating eq. (3.16) on $\Delta$, leading to an equation of the form of a sizer (eq. (2.2)) with marginal probability $\hat{p}(x) = \int d\Delta \ p(x, \Delta)$ and coarse-grained branching rate $\hat{r}(x) = F(x) \int d\Delta \ p(\Delta|x)\gamma(\Delta)$. Thus, the steady-state second law for the marginal size distribution obeys eq. (3.3) with the coarse-grained branching rate. Without branching, this second law reduces to $\dot{S}_{\text{rst}} = -\nu$. In the third remark of section 3.1 we already noted that the entropy production rate due to resetting was independent of the division
Figure 3. Numerical evaluation of the efficiency $\eta$ when varying parameters of the model for the timer (left) and sizer (right). (Left): When increasing the strength $\alpha$ of the age control, abnormally old cells disappear and the age distribution narrows around young cells, leading to a decrease in the Shannon entropy (orange). The efficiency (green) monotonously increases with $\alpha$, up to the limit $\ln 2/(1 + \ln 2)$ (black dashed line). (Right): For any $\nu (= \Lambda)$, the efficiency is a monotonously increasing function of the size control $\alpha$, up to the maximum value 1. For any $\alpha$, the efficiency tends to 1 in both the $\nu \to 0$ (Carnot) and $\nu \to \infty$ limits, with a single minimum in between.

rate, we see now that is also independent of the size control mechanism, namely sizer or adder.

3.4. Analogy with heat engines

For each of the division-control models studied above, we obtained a second law in the form of $\beta \Lambda = -\dot{S}_{\text{rst}} - \dot{S}_{\text{brc}}$ (eqs. (3.3), (3.12) and (3.18)), with $\beta$ an integer equals to 1 for the sizer, 2 for the timer, and 3 for the adder. The form of this common second law suggests the definition of the efficiency

$$\eta = \frac{-\dot{S}_{\text{brc}}}{\dot{S}_{\text{rst}}}. \quad (3.19)$$

This definition is inspired by thermodynamic machines, which operate with a driving process and an output process, respectively associated with the entropy production rates $\sigma_1 \geq 0$ and $\sigma_2 \leq 0$. In that case, the thermodynamic efficiency reads $\eta = -\sigma_2/\sigma_1 \geq 0$. The second law $\sigma_{\text{tot}} = \sigma_1 + \sigma_2 \geq 0$, where $\sigma_{\text{tot}}$ is the total entropy production rate, further implies that $\eta \leq 1$. In our case, despite the absence of a thermostat and therefore the absence of a first law, by analogy, $\beta \Lambda \geq 0$, $-\dot{S}_{\text{rst}}$ and $-\dot{S}_{\text{brc}}$ play the roles of $\sigma_{\text{tot}}$, $\sigma_1$ and $\sigma_2$, respectively. Indeed, we proved for the sizer and the timer that $-\dot{S}_{\text{rst}}$ and $-\dot{S}_{\text{brc}}$ have the same sign as $\sigma_1$ and $\sigma_2$, respectively. This analogy in which resetting is the driving process that enables branching, which is the output process, can also be understood intuitively at the level of energies. Populations of cells thrive by dividing, a process for which the creation of a new cell is made possible by the size reduction of both the mother cell and the newborn cell. Indeed, we proved for both the sizer and timer that
\( \dot{W}_{\text{rst}} \leq 0 \) and \( \dot{W}_{\text{brc}} \geq 0 \), which fundamentally comes from the non-confining shapes of the potentials \( V(x) \) and \( V(a) \). This implies that branching has an energetic cost for the colony, which is covered by the energetic gain due to resetting.

For the timer, we proved that \( \dot{S}_{\text{rst}} \) and \( \dot{S}_{\text{brc}} \) are only functions of the branching rate \( r(a) \), which we describe by a power law \( r(a) = a^\alpha \). Thus the strength \( \alpha \) of the age control is the only parameter in the model. On fig. 3 (left), we plot the evolution of the Shannon entropy of the age distribution, the population growth rate and the efficiency against \( \alpha \). The population growth rate \( \Lambda \) is obtained by plugging the steady-state solution eq. (3.13) into the boundary condition eq. (3.6) and solving numerically for \( \Lambda \). Knowing \( \Lambda \), the Shannon entropy of the age distribution is numerically evaluated, and so is the efficiency using eqs. (3.14,3.15). The efficiency is an increasing function of \( \alpha \), and converges to the asymptotic value computed in Appendix C:

\[
\lim_{\alpha \to +\infty} \eta = \frac{\ln 2}{1 + \ln 2} \approx 0.41 ,
\]  
(3.20)

as the strength of the control increases, leading to a synchronized population where all cells deterministically divide at age 1.

More parameters are required to describe the sizer: the strength \( \alpha \) of the control in the branching rate \( r(x) = x^\alpha \), and also the single cell growth rate \( \nu \) and the parameters of the kernel \( \Sigma \). Here, we focus on symmetric division, thus our model has two parameters: \( \alpha \) and \( \nu \). We plot on fig. 3 (right) the efficiency against \( \alpha \) (x-axis) and \( \nu \) (y-axis). We compute the branching entropy production rate using eq. (3.4) and the parameters \( \mu = \ln \nu / \alpha - \ln 2 / 4 \) and \( \sigma^2 = \ln 2 / 2\alpha \), that can be obtained following the method proposed in [20] as detailed in Appendix D. For any \( \nu \), the efficiency is an increasing function of \( \alpha \), and converges to 1, the maximal efficiency. This comes from the fact that \( \Lambda \) is independent of \( \alpha \), and \( \dot{S}_{\text{brc}} \to \infty \) as \( \alpha \to \infty \) from eq. (3.4). For any \( \alpha \), the efficiency starts at 1 when \( \nu = 0 \) (analogous to Carnot efficiency when the entropy production is null), decreases until reaching a minimum and then tends to 1 (obtained from the rate of increase of \( \dot{S}_{\text{brc}} \) with \( \nu \)) as \( \nu \) is varied from 0 to \( \infty \).

Note that the Shannon entropy decreases as the strength of control measured by \( \alpha \) is increased in the region where \( \alpha \) is large. This means that the diversity in the controlled trait is reduced across the population. We suspect that such a lack of diversity might be harmful for the population at some level, which could be one of the reasons why cells need not implement such a strong and efficient (in the sense of \( \eta \)) control.

We remind the reader that the two plots cannot be compared directly, in order to find the most efficient control strategy for example, since the efficiencies plotted are related to different distributions. Indeed, the efficiency for the timer is the ratio of the branching to resetting entropy production rates associated with the age distribution, versus the size distribution for the sizer.
4. Conclusion

The growth and division of cells within a colony is clearly an irreversible process, which must be constrained by the laws of thermodynamics. One way to approach this question is to study the corresponding breaking of the time reversal symmetry in that process [25]. Another way, which we pursue here, is to describe cell growth and division in terms of two subprocesses, branching and resetting, which can then be analyzed separately using Stochastic Thermodynamics.

We find from such an approach that resetting is a process which rises the internal energy of the system, thereby allowing the system to pay the energy cost associated with branching. Branching is required by cells to self-replicate, and in doing so, to maintain certain traits within lineages, an essential feature for the survival of the cell colony. In exponentially growing colonies, the population growth rate emerges from a carefully controlled balance between resetting and branching. We introduce an efficiency, akin to the thermodynamic efficiency of thermal machines, which quantifies the energy conversion between these two processes.

The present work could be extended in several future directions. The assumption that the colony is in an exponentially growing phase could be relaxed, and additional sources of stochasticity affecting single-cell growth rate could be included [26]. To improve the description of the adder model, it would be interesting to obtain analytical solutions for simple choices of the resetting rate. Recently, several experimental works have suggested that the adder model can be justified microscopically using incremental threshold models [27]. Along the same line, some recent works inspired by [22] proposed a unified model for cell size distributions accounting for the sizer, timer and adder behaviors, using an $N$-stages description of the cell cycle, which is applicable to bacterial exponential growth [17] and to yeast growth [28]. We note that the incremental model and the $N$-stages model both fall into the class of resetting models studied here, and for that reason it would be interesting to adapt our approach to these more recent models. In addition, the present framework is not limited to models of cell size control, it is also relevant to describe the homeostasis of other variables distinct from the cell size or age.

In the three mechanisms of cell size control we studied, the opposite of the sum of the resetting and branching entropy production rates equals the population growth rate times a prefactor which seems to depend on the number of key variables of the model. Indeed, this factor is one for the sizer, two for the timer and three for the adder. In principle, the prefactor could take other values depending on the number of variables entering in the growth function. Interestingly, this prefactor might therefore give insight into a particular mechanism of control and possibly be related to the latent variables, which are detected in Bayesian approaches of lineage data [29].
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Appendix A. Multi-dimensional systems

For simplicity, in the main text we presented our results in one dimension, but we show in this appendix that they hold in $n$ dimensions. Let $\mathbf{x} = (x_1, ..., x_n)$ be a $n$-dimensional vector, and let the branching rate $r(\mathbf{x})$ and the resetting kernel $\Sigma(\mathbf{x}|\mathbf{x}')$ depend on these $n$ variables. For more generality, and regarding the discussion of section 2.4, we consider that $k$ variables $(x_1, ..., x_k)$ are in contact with different heat baths $\{T_i\}_{i=1,\ldots,k}$, and that $n-k$ variables $(x_{k+1}, ..., x_n)$ are not linked to any heat bath and thus do not undergo thermal fluctuations. Among those $n-k$ athermal degrees of freedom, some are subjected to deterministic forces $F$, while others stay constant between resetting events ($F = 0$). We label $(x_{k+1}, ..., x_{k+l})$ the $l$ variables for which $F \neq 0$, and $(x_{k+l+1}, ..., x_n)$ the $n-k-l$ variables for which $F = 0$. In this setting, the potential $V(\mathbf{x})$ only depends on the $k+l$ first variables, which defines the same number of forces: $F_i(\mathbf{x}) = -\partial_{x_i} V(\mathbf{x})$. For these degrees of freedom, we define the mobilities $\mu_i$ and the currents $j_i(\mathbf{x}) = \mu_i F_i(\mathbf{x}) - \mu_i T_i \partial_{x_i} p(\mathbf{x})$ for $i = 1, ..., k$, and $j_i(\mathbf{x}) = \mu_i F_i(\mathbf{x})$ for $i = k+1, ..., k+l$, and recall that for the variables $(x_{k+l+1}, ..., x_n)$ there is current.

For clarity, we define the vectors of currents $\mathbf{j}(\mathbf{x})$, forces $\mathbf{F}(\mathbf{x})$, and mobilities $\mathbf{\mu}$, whose components are respectively $j_i(\mathbf{x})$, $F_i(\mathbf{x})$ and $\mu_i$ for $i = 1, ..., k+l$.

Finally the equation for the evolution of $p(\mathbf{x})$ reads:

$$\partial_t p(\mathbf{x}) = -\nabla \cdot \mathbf{j}(\mathbf{x}) - [\Lambda + r(\mathbf{x})] p(\mathbf{x}) + m \int d\mathbf{x}' \Sigma(\mathbf{x}|\mathbf{x}') r(\mathbf{x}') p(\mathbf{x}') , \qquad (A.1)$$

The first law of thermodynamics is obtained following the same steps as in the 1d case, and when replacing $x$ by $\mathbf{x}$, the expressions of $W_{\mathrm{rst}}$ (2.6) and $W_{\mathrm{brc}}$ (2.9) are unchanged. The heat is replaced by a sum of heats associated with each degree of freedom:

$$\dot{Q} = \int d\mathbf{x} \mathbf{j}(\mathbf{x}) \cdot \mathbf{F}(\mathbf{x}) \tag{A.2}$$

$$= \sum_{i=1}^{k} \int d\mathbf{x} j_i(\mathbf{x}) F_i(\mathbf{x}) + \sum_{i=k+1}^{k+l} \int d\mathbf{x} \mu_i p(\mathbf{x}) F_i^2(\mathbf{x}) , \tag{A.3}$$

where for $i = 1, ..., k$, $\dot{Q}_i = \int d\mathbf{x} j_i(\mathbf{x}) F_i(\mathbf{x})$ is the heat exchange rate with the $i^{\text{th}}$ thermostat, and for $i = k+1, ..., k+l$, $\mu_i (F_i^2)$ is the rate of change of the athermal heat discussed in section 2.4 associated with the $i^{\text{th}}$ degree of freedom.

The second law also follows from the same calculation and the entropy production rates due to branching (eq. (2.17)) and resetting (eq. (2.18)) are unchanged as compared to the 1d case. The term due to currents can be split into two contributions
corresponding to the thermal and athermal degrees of freedom:

\[- \int \frac{\nabla (p(\mathbf{x})) \cdot \mathbf{j}(\mathbf{x})}{p(\mathbf{x})} \, d\mathbf{x} = - \int d\mathbf{x} \left[ \sum_{i=1}^{k} \left( \frac{\mathcal{F}_i(\mathbf{x}) p(\mathbf{x}) - \mu_i^{-1} j_i(\mathbf{x})}{T_i p(\mathbf{x})} j_i(\mathbf{x}) \right) - \sum_{i=k+1}^{k+l} \mu_i \mathcal{F}_i(\mathbf{x}) \partial_x p(\mathbf{x}) \right] \]

\[= \sum_{i=1}^{k} \left[ \int d\mathbf{x} \left( \frac{j_i^2(\mathbf{x})}{\mu_i T_i p(\mathbf{x})} - \frac{\mathcal{F}_i(\mathbf{x}) j_i(\mathbf{x})}{T_i} \right) \right] + \sum_{i=k+1}^{k+l} \mu_i \int d\mathbf{x} \ p(\mathbf{x}) \partial_x \mathcal{F}_i(\mathbf{x}), \quad (A.4)\]

where \( \dot{S}_c^{(i)} = \int d\mathbf{x} \ j_i^2(\mathbf{x})/\mu_i T_i p(\mathbf{x}) \geq 0 \) is the entropy production rate due to the non-equilibrium current associated with the degree of freedom \( i \), \( \dot{S}_m^{(i)} = \int d\mathbf{x} \ \mathcal{F}_i(\mathbf{x}) j_i(\mathbf{x})/T_i = \dot{Q}_i/T_i \) is the entropy exchange rate with thermostat \( i \), and \( \dot{S}_{\text{td}}^{(i)} = \mu_i \int d\mathbf{x} \ p(\mathbf{x}) \partial_x \mathcal{F}_i(\mathbf{x}) \) is the force-divergence entropy production rate associated with the athermal degree of freedom \( i \). Finally the second law for \( n \)-dimensional systems reads:

\[\dot{S}_{\text{sys}} = \dot{S}_{\text{brc}} + \dot{S}_{\text{rst}} + \sum_{i=1}^{k} \left( \dot{S}_c^{(i)} - \dot{S}_m^{(i)} \right) + \sum_{i=k+1}^{k+l} \dot{S}_{\text{td}}^{(i)}, \quad (A.5)\]

Note that with the unification of deterministic and entropic forces, we obtain again eq. (2.24), now with the identification

\[\dot{S}_{\text{td}} = - \sum_{i=1}^{k} \mu_i T_i \langle \partial_{x_i}^2 \ln p \rangle + \sum_{i=1}^{k+l} \mu_i \langle \partial_x \mathcal{F}_i \rangle, \quad (A.6)\]

embracing the entropic contribution of the degrees of freedom which are in contact with a thermal reservoir. We note that the contribution of the deterministic forces (last term in the r.h.s. of eq. (A.6)) takes the form \( \sum_{i=1}^{k+l} \mu_i \langle \partial_x \mathcal{F}_i \rangle = \langle \text{div}(\mu \circ \mathbf{F}) \rangle \), which is the average value of the divergence of the Hadamard product \( \mu \circ \mathbf{F} \), defined by the components \( (\mu \circ \mathbf{F})_i = \mu_i \mathcal{F}_i \).

The multivariate model is particularly interesting when the dynamics of resetting and branching is controlled by a set of hidden variables, while we have access to only one observable, let us say \( x_1 \). In this case, the natural quantity to look at is the Shannon entropy of the marginal distribution of \( x_1 \): \( \hat{p}(x_1) = \int dx_2...dx_n \ p(x_1,...,x_n) \). In this case, we show that the computation of \( \dot{S}_{\text{brc}} \) and \( \dot{S}_{\text{rst}} \) reduces to a 1d problem with coarse-grained branching rate and resetting kernel. To obtain the evolution of the Shannon entropy associated with \( \hat{p}(x_1) \), we integrate eq. (A.1) over \( x_2,...,x_n \), multiply it by \( \ln \hat{p}(x_1) \) and integrate it over \( x_1 \). The contribution of resetting it given by:

\[\dot{S}_{\text{rst}} = m \int d\mathbf{x} \ r(\mathbf{x}) p(\mathbf{x}) \ [\ln \hat{p}(x_1) - \langle \ln \hat{p} \rangle_{\rho_{\text{rst}}}] \]

\[= m \int dx_1 \ \hat{r}(x_1) \hat{p}(x_1) \ [\ln \hat{p}(x_1) - \langle \ln \hat{p} \rangle_{\rho_{\text{rst}}}], \quad (A.7)\]

where we defined the coarse-grained branching rate

\[\hat{r}(x_1) = \int dx_2...dx_n \ p(x_2,...,x_n|x_1) r(x_1,...,x_n), \quad (A.9)\]
and where the newborn distribution is also marginalized:

\[
\hat{\rho}_{nb}(x_1) = \frac{\int d\mathbf{x}' \, \hat{\Sigma}(x_1|\mathbf{x}') r(\mathbf{x}') p(\mathbf{x}')}{\int d\mathbf{x}_1 \, \hat{r}(x_1) \hat{p}(x_1)},
\]

(A.10)

with the coarse-grained kernel \( \hat{\Sigma}(x_1|\mathbf{x}') = \int dx_2...dx_n \, \Sigma(x_1,...,x_n|\mathbf{x}') \). Similarly, the branching entropy production rate reduces to

\[
\dot{S}_{brc} = -(m - 1) \text{Cov} \hat{\rho}(\hat{r}, \ln \hat{p}).
\]

(A.11)

Before closing the present discussion on multi-dimensional systems, it is worth mentioning a subtlety of the coarse-grained description introduced above. Note that when reducing a multivariate problem by eliminating degrees of freedom, the dynamics associated to the remaining variables is non-Markovian in general. Thus, as far one is concerned with one-time observables, the above description is correct because the Markovian dynamics that is obtained when integrating out the unobserved degrees of freedom corresponds to a substitute Markov process having the same one-time statistics as the underlying marginal non-Markovian dynamics [30, 31, 32]. However, multi-time observables (e.g., correlation functions) are not well captured by such effective Markov dynamics unless some sort of Markov approximation makes sense. In particular, using the path integral representation of the substitute process to compute generating functionals of the marginal non-Markovian degrees of freedom would be misleading, typically yielding incorrect results.

Appendix B. Sign of the branching entropy production rate for the sizer in steady-state

In this section, we show that if the steady state size distribution is log-normal:

\[
p(x) = \frac{1}{x\sigma\sqrt{2\pi}} \exp \left[ -\frac{(\ln x - \mu)^2}{2\sigma^2} \right],
\]

(B.1)

with parameters \( \mu, \sigma > 0 \), and that the division rate is a power law \( r(x) = x^{\alpha} \), where \( \alpha \geq 0 \) is the strength of the size control, then the entropy production rate due to branching, given by eq. (2.17), is positive. To do so, one needs to compute the covariance between the division rate and the logarithm of the size distribution:

\[
\text{Cov}(r, \ln p) = \langle r \ln p \rangle - \langle r \rangle \langle \ln p \rangle,
\]

(B.2)

where the moments of the log-normal distribution are known:

\[
\langle x^{\alpha} \rangle = \exp \left[ \alpha\mu + \frac{\alpha^2\mu^2}{2} \right],
\]

(B.3)

as well as its entropy:

\[
\langle \ln p \rangle = -\frac{1}{2} - \mu - \ln(\sigma\sqrt{2\pi}).
\]

(B.4)
Therefore, one only needs to compute the term:

\[
\langle r \ln p \rangle = - \int_0^\infty dx \frac{x^\alpha}{x \sigma \sqrt{2\pi}} \left[ (\ln x - \mu)^2 + \ln x + \ln(\sigma \sqrt{2\pi}) \right] \exp \left[ -\frac{(\ln x - \mu)^2}{2\sigma^2} \right]
\]

\[
= \frac{e^{-\mu^2}}{\sigma \sqrt{2\pi}} \int_{-\infty}^{+\infty} du \left[ -\frac{u^2}{2\sigma^2} + u \left( \frac{\mu}{\sigma^2} - 1 \right) \right] e^{\frac{u^2}{2\sigma^2} + u \left( \frac{\mu}{\sigma^2} + \alpha \right)} - \left( \ln(\sigma \sqrt{2\pi}) + \frac{\mu^2}{2\sigma^2} \right) \langle x^\alpha \rangle
\]

\[
= -\langle x^\alpha \rangle \left[ \ln(\sigma \sqrt{2\pi}) + \mu + \frac{1}{2} + \alpha \sigma^2 + \frac{\alpha^2 \sigma^2}{2} \right],
\]

where the second line is obtained with the change of variable \( u = \ln x \), and the third line comes from the resolution of the integral in the form of a Gaussian function times a second order polynomial, which is analytical.

Finally, combining eqs. (2.17) and B.2 to B.5 leads to

\[
\dot{S}_{brc} = (m - 1) \alpha \sigma^2 \left( 1 + \frac{\alpha}{2} \right) \exp \left[ \alpha \mu + \frac{\alpha^2 \mu^2}{2} \right] \geq 0,
\]

which is positive regardless of the actual values of \( \mu, \sigma \) and \( \alpha \).

**Appendix C. Asymptotic efficiency for the timer**

In this section, we demonstrate eq. (3.20) giving the value of the timer efficiency in the limit of strong age-control (\( \alpha \to \infty \)). In this limit, the power-law branching rate \( r(a) = a^\alpha \) becomes a step, taking value 0 between 0 and 1 and diverging for \( a > 1 \), therefore cells deterministically divide at age 1. Consequently, all divisions are synchronized in the population and \( N(t) = N_0 2^{|t|} \) where \( |t| \) is the integer part of \( t \). Moreover, in the long time limit, the long term population growth rate \( \Lambda_t = \frac{1}{t} \int_0^t dt' \Lambda(t') = \frac{1}{t} \ln \left( \frac{N(t)}{N_0} \right) \) is equal to the instantaneous growth rate \( \Lambda \). Thus,

\[
\Lambda = \lim_{t \to \infty} \frac{|t|}{t} \ln 2 = \ln 2.
\]

Using this result, we can compute the Shannon entropy of the steady-state age distribution (eq. (3.13)):

\[
S_{sys} = - \int_0^\infty da \, p(a) \ln p(a)
\]

\[
= -\ln(2\Lambda) \int_0^\infty da \, p(a) + 2\Lambda \int_0^\infty da \left( \Lambda a + \int_0^a da' \, r(a') \right) \exp \left[ -\Lambda a - \int_0^a da' \, r(a') \right]
\]

\[
= -\ln(2\Lambda) + 2\Lambda \int_0^1 da \, \Lambda a \, \exp[-\Lambda a]
\]

\[
= 1 - 2\ln 2 - \ln(\ln 2),
\]

We went from line 2 to line 3 using the normalization of \( p \) for the first integral, and we decomposed the second integral into two parts: from 0 to 1 and from 1 to \( \infty \). Between 1 and \( \infty \), the contribution of the branching rate diverges and thus the integral
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is nullified by the exponential function, and only the integral from 0 to 1 remains, for which $r(a) \approx 0$.

Finally, we plug eq. (C.1) and eq. (C.2) into eq. (3.14) and eq. (3.15), and plug them into the definition of the efficiency eq. (3.19) to obtain:

$$\eta = \frac{\ln 2}{1 + \ln 2} \approx 0.41.$$ (C.3)

Appendix D. Parameters of the log-normal steady-state size distribution

We follow in this section the analysis conducted in [20] to determine the parameters $(\mu, \sigma)$ of the log-normal ansatz for the steady-state size distribution.

We multiply eq. (2.2), in the case where $F(x) = \nu x$, $\mu = 1$ and $D = 0$ which describes the sizer with deterministic growth, by $x^k$ and integrate over $x$ to recast the steady-state equation as an equation for the moments of $p(x)$:

$$\nu k \langle x^k \rangle - \langle x^{k+\alpha} \rangle - \langle x^k \rangle \langle x^\alpha \rangle + 2 \int dy \ y^\alpha p(y) \int dx \ x^k \Sigma(x|y) = 0.$$ (D.1)

We consider a kernel $\Sigma(x|y) = b(x/y)/y$ with $b = \mathcal{N}(1/2, \sigma_b^2)$ so that the transition probability is Gaussian and centered around symmetric division: $\Sigma(\cdot|y) = \mathcal{N}(y/2, (y\sigma_b)^2)$. The last integral in the above expression gives the moment of the Gaussian distribution, which are known.

Experimental data are well accounted for by log-normal distributions, so we plug the ansatz $p = \text{Lognormal}(\mu, \sigma^2)$ in eq. (D.1), where the moments of $p$ are given by eq. (B.3). Then, evaluating the expression for $k = 1$ and $k = 2$ gives:

$$\mu = \frac{\ln \nu}{\alpha} - \frac{1}{4} \ln \left( \frac{2}{1 - 4\sigma_b^2} \right)$$ (D.2)

$$\sigma^2 = \frac{1}{2\alpha} \ln \left( \frac{2}{1 - 4\sigma_b^2} \right).$$ (D.3)

Even though data are often fitted by the log-normal distribution with the parameters derived above, it is not a solution to eq. (2.2) in steady-state, and becomes less and less accurate as kernel $\Sigma$ broadens. Therefore, these parameters are valid for symmetric division ($\sigma_b = 0$), and for near-symmetric division ($\sigma_b \ll 1/2$).
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