In this article we define and investigate a notion of parallel transport on finite projective modules over finite matrix algebras. Given a derivation-based differential calculus on the algebra and a connection on the module, we construct for every derivation $X$ a module parallel transport, which is a lift to the module of the one-parameter group of algebra automorphisms generated by $X$. This parallel transport morphism is determined uniquely by an ordinary differential equation depending on the covariant derivative along $X$. Based on these parallel transport morphisms, we define a basic set of gauge invariant observables, i.e. functions from the space of connections to the complex numbers. For modules equipped with a hermitian structure, we prove that this set of observables is separating on the space of gauge equivalence classes of hermitian connections. This solves the gauge copy problem for fuzzy gauge theories.
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1. Introduction

In noncommutative geometry, gauge theories are typically described in terms of connections on finite projective modules $E$ over the noncommutative algebra $A$, see e.g. Landi’s book [1] for an introduction. This description requires the notion of a differential calculus on $A$, generalizing differential forms and the exterior differential to the noncommutative setting. Depending on the algebra $A$, there are different choices for a calculus at hand, for example the twist deformed differential calculus [2] in deformation quantization using Drinfeld twists, the bicovariant differential calculus for quantum groups [3] and the derivation-based differential calculus [4, 5, 6, 7, 8, 9], being particularly useful for finite matrix algebras [10], such as the fuzzy sphere [11].

Connections on finite projective modules, and the noncommutative gauge theories they describe, have been part of many investigations in the past years, leading to interesting results, such as noncommutative instantons in deformation quantization [12] and noncommutative monopoles on fuzzy spaces [13], just to name a few. These works aim at understanding topological invariants constructed from the curvature of the connection, but they do not attempt to construct complete sets...
of observables, i.e. gauge invariant functions from the space of connections to the complex numbers, which are separating on the space of connections modulo gauge transformations. Such complete sets of gauge invariant observables are essential for path-integral or operator algebraic approaches to the quantization of gauge theories.

In commutative gauge theory the curvature of a connection is not sufficient to extract the complete gauge invariant information of the connection. This is the well-known gauge copy problem. In nonabelian Yang-Mills theories this is already the case if we choose spacetime to be $\mathbb{R}^d$ [13]. For certain gauge groups, the gauge copy problem can be solved by considering the set of all Wilson loops as the basic observables of the gauge theory, see e.g. [15,16].

There are examples showing that there is also a gauge copy problem in noncommutative geometry, see e.g. Proposition 3 in this paper, where we review some results of [10,7,8,9]. This means that considering only observables which are constructed from the curvature, we can in general not extract the complete gauge invariant information of the connection. This calls for a suitable generalization of parallel transport and Wilson loops to noncommutative geometry. These studies have been initiated for Moyal-Weyl deformed spaces in earlier works, see e.g. [17,18].

In our article we will give a purely algebraic definition of parallel transport morphisms on finite projective modules $\mathcal{E}$ over noncommutative algebras $A$. For simplifying the explicit analysis of these morphisms, we study in the present paper only the case where $A = M_n(\mathbb{C})$ is a finite matrix algebra, equipped with a derivation-based differential calculus, and $\mathcal{E}$ is any finite projective module over $A$. Given a connection $\nabla$ on $\mathcal{E}$, we can explicitly construct for every derivation $X$ a module parallel transport morphism $\Phi_{\nabla X}$, satisfying an ordinary differential equation determined by the covariant derivative $\nabla_{\nabla X}$ along $X$. Using the set of all module parallel transport morphisms we define a suitable set of gauge invariant observables, i.e. functions from the space of connections to the complex numbers. For hermitian finite projective modules we show that this set of observables is separating on the space of gauge equivalence classes of hermitian connections.

The structure of this article is as follows: In Section 2 we review briefly the basics of derivation-based differential calculi. In Section 3 we study module parallel transports for general finite projective modules over $A = M_n(\mathbb{C})$. To motivate our definition of module parallel transport we provide in the Appendix A an explicit construction of these morphisms in commutative differential geometry by using the usual concept of parallel transport along curves.

2. Preliminaries on derivation-based differential calculi

Let $A$ be a unital and associative algebra over $\mathbb{C}$, which is not necessarily commutative. In [2] a general and purely algebraic framework to associate to $A$ a differential calculus was introduced. This approach was named the derivation-based differential calculus and has been further developed in [5,6], see also the reviews [7,8,9].

The basic idea is to consider the space of derivations $\text{Der}(A)$ of the algebra
A, that is the \( \mathbb{C} \)-vector space of all \( \mathbb{C} \)-linear maps \( X : A \to A \) satisfying, for all \( a, b \in A \), \( X(a b) = X(a) b + a X(b) \) and build up a notion of differential geometry on \( A \) by carefully generalizing the algebraic approach to differential geometry of commutative smooth manifolds, see e.g. Koszul’s book [12]. We can equip the vector space \( \text{Der}(A) \) with the structure of a Lie algebra by defining, for all \( X, Y \in \text{Der}(A) \), the Lie bracket by the commutator \( [X, Y] := X \circ Y - Y \circ X \), where \( \circ \) denotes the usual composition of endomorphisms \( \text{End}_\mathbb{C}(A) \). Furthermore, \( \text{Der}(A) \) is a module over the center \( Z(A) \) of the algebra \( A \) by defining, for all \( a \in A \), \( f \in Z(A) \) and \( X \in \text{Der}(A) \), \( (f \cdot X)(a) := f X(a) \).

**Definition 1.** Let \( g \subseteq \text{Der}(A) \) be a sub Lie algebra and a sub \( Z(A) \)-module. Let further \( \Omega^n_A(A) \), for all \( n \in \mathbb{N} \), be the vector space of \( Z(A) \)-multilinear anticommuting maps from \( g^n \) to \( A \), \( \Omega^0_A(A) := A \) and

\[
\Omega^*_g(A) := \bigoplus_{n \geq 0} \Omega^n_g(A).
\]

The vector space \( \Omega^*_g(A) \) can be equipped with the structure of a differential graded algebra by defining the product, for all \( \omega \in \Omega^*_g(A) \), \( \eta \in \Omega^*_g(A) \) and \( X_1, \ldots, X_{p+q} \in g \),

\[
(\omega \eta)(X_1, \ldots, X_{p+q}) := \frac{1}{p! q!} \sum_{\sigma \in S_{p+q}} (-1)^{\text{sign}(\sigma)} \omega(X_{\sigma(1)}, \ldots, X_{\sigma(p)}) \times \eta(X_{\sigma(p+1)}, \ldots, X_{\sigma(p+q)})
\]

and the differential (of degree 1), for all \( \omega \in \Omega^*_g(A) \) and \( X_1, \ldots, X_{p+1} \in g \),

\[
d\omega(X_1, \ldots, X_{p+1}) := \sum_{i=1}^{p+1} (-1)^{i+1} X_i \left( \omega(X_1, \ldots, \hat{X}_i, \ldots, X_{p+1}) \right) + \sum_{1 \leq i < j \leq p+1} (-1)^{i+j} \omega([X_i, X_j], \ldots, \hat{X}_i, \ldots, \hat{X}_j, \ldots, X_{p+1}).
\]

We call \( (\Omega^*_g(A), d) \) the \( g \)-restricted derivation-based differential calculus on \( A \).

Notice that the differential calculus \( (\Omega^*_g(A), d) \) depends on the choice of \( g \). The prime example indicating the importance of allowing for a proper sub Lie algebra and sub \( Z(A) \)-module \( g \subset \text{Der}(A) \) is the fuzzy sphere [11], where \( g = \text{su}_2^C \subset \text{Der}(A) \) is the complexification of \( \text{su}_2 \).

Given a \( * \)-algebra \( A \) with involution \( * : A \to A \), we induce an involution on \( \text{Der}(A) \) by defining, for all \( X \in \text{Der}(A) \) and \( a \in A \), \( X^*(a) := X(a^*)^* \). We assume that \( g \subseteq \text{Der}(A) \) is such that \( * \) restricts to an involution on \( g \). We induce further a graded involution on \( \Omega^*_g(A) \) by defining, for all \( \omega \in \Omega^*_g(A) \) and \( X_1, \ldots, X_p \in g \), \( \omega^*(X_1, \ldots, X_p) := \omega(X_1^*, \ldots, X_p^*) \). As a consequence, we have, for all \( \omega \in \Omega^*_g(A) \) and \( \eta \in \Omega^*_g(A) \), \( (\omega \eta)^* = (-1)^{pq} \eta^* \omega^* \) and \( (d\omega)^* = d\omega^* \).
We now focus on the case relevant for this paper, namely the algebra \( A = M_n(\mathbb{C}) \) of complex-valued \( n \times n \)-matrices with \( n \in \mathbb{N} \). Hermitian conjugation structures \( A \) as a \(*\)-algebra. This model has been studied in detail in [10,7,8,9] and we only summarize the main properties. The center of \( A \) is isomorphic to \( \mathbb{C} \), via \( \mathbb{C} \to Z(A), \lambda \mapsto \lambda \mathbb{1} \), with \( \mathbb{1} \in A \) denoting the unit. Furthermore, all derivations \( X \in \text{Der}(A) \) are inner, meaning that the Lie algebra of traceless complex-valued matrices \( \mathfrak{sl}_n \subseteq A \) is isomorphic (as a Lie algebra) to \( \text{Der}(A) \) via the map \( \text{ad} : \mathfrak{sl}_n \to \text{Der}(A), \gamma \mapsto \text{ad}_\gamma \), where \( \text{ad}_\gamma \in \text{Der}(A) \) is the derivation defined by, for all \( a \in A \), \( \text{ad}_\gamma(a) := [\gamma, a] \). We denote the inverse of the map \( \text{ad} \) by \( \theta: \text{Der}(A) \to \mathfrak{sl}_n \subseteq A \). With this identification, the Lie algebra (over \( \mathbb{R} \) of real derivations \( \text{Der}_{\mathbb{R}}(A) \) is isomorphic to the real sub Lie algebra \( \mathfrak{su}_n \subset \mathfrak{sl}_n \) of anti-hermitian and traceless matrices. For the \( \mathfrak{g} \)-restricted derivation-based differential calculus we have \( \Omega^1_{\mathfrak{g}}(A) \cong A \otimes_{\mathbb{C}} \wedge^* \mathfrak{g}^* \), where \( \mathfrak{g}^* \) is the \( \mathbb{C} \)-vector space dual of \( \mathfrak{g} \). There is a canonical one-form given by restricting the map \( \theta: \text{Der}(A) \to \mathfrak{sl}_n \subset A \) to \( \mathfrak{g} \subseteq \text{Der}(A) \). For notational simplicity we use the same symbol \( \theta \) for the canonical one-form \( \Omega^1_{\mathfrak{g}}(A) \ni \theta: \mathfrak{g} \to A \). The one-form \( \theta \in \Omega^1_{\mathfrak{g}}(A) \) satisfies the Maurer-Cartan equation \( d\theta - \theta^2 = 0 \) and its adjoint action on \( A \) is the differential, for all \( a \in A \), \( da = [\theta, a] \).

3. Module parallel transport and observables for fuzzy gauge theories

We study general finite projective modules over \( A = M_n(\mathbb{C}) \). Remember that any finite projective right \( A \)-module \( \mathcal{E} \) is isomorphic to a right \( A \)-module of the form \( pA^N \), with \( N \in \mathbb{N} \) being the dimension of an underlying free module and \( p \in M_N(A) \) being a projector, i.e. \( p^2 = p \). For our studies the following standard lemma turns out to be useful.

**Lemma 2.** Let \( A = M_n(\mathbb{C}) \) and let \( \mathcal{E} \) be any finite projective right \( A \)-module. Then there exists a \( m \in \mathbb{N} \), such that \( \mathcal{E} \cong M_m(\mathbb{C}) \), with \( M_m(\mathbb{C}) \) being the space of complex-valued \( m \times m \)-matrices. The right \( A \)-action on the module \( M_m(\mathbb{C}) \) is given by matrix multiplication from the right, \( M_m(\mathbb{C}) \times M_n(\mathbb{C}) \to M_{m,n}(\mathbb{C}) \), \((s, a) \mapsto sa\).

**Proof.** Let \( A = M_n(\mathbb{C}) \) and let \( \mathcal{E} \) be any finite projective right \( A \)-module, i.e. \( \mathcal{E} \cong pA^N \) for some \( N \in \mathbb{N} \). We have the following chain of right \( A \)-module isomorphisms
\[
A^N \cong A \otimes_{\mathbb{C}} \mathbb{C}^N \cong \mathbb{C}^n \otimes_{\mathbb{C}} \mathbb{C}^n \otimes_{\mathbb{C}} \mathbb{C}^N \\
\cong (\mathbb{C}^n \otimes_{\mathbb{C}} \mathbb{C}^N) \otimes_{\mathbb{C}} \mathbb{C}^n \cong \mathbb{C}^{nN} \otimes_{\mathbb{C}} \mathbb{C}^n \cong M_{nN,n}(\mathbb{C}) .
\]
The projector \( p \in M_N(A) \) can be regarded as a complex-valued \( nN \times nN \)-matrix (denoted by the same symbol) and we denote by \( V = p\mathbb{C}^{nN} \) the vector space obtained by this projection acting on \( \mathbb{C}^{nN} \). We have \( V \cong \mathbb{C}^m \) for some \( N \geq m \leq nN \) and thus
\[
pA^N \cong (p\mathbb{C}^{nN}) \otimes_{\mathbb{C}} \mathbb{C}^n \cong \mathbb{C}^m \otimes_{\mathbb{C}} \mathbb{C}^n \cong M_{m,n}(\mathbb{C}) .
\]
The right $A$-module structure on $M_{m,n} (\mathbb{C})$ is given by matrix multiplication from the right.

The endomorphism algebra $\text{End}_A (\mathcal{E})$ is isomorphic to the complex-valued $m \times m$-matrices, $\text{End}_A (\mathcal{E}) \simeq M_m (\mathbb{C})$, which act on $\mathcal{E}$ by matrix multiplication from the left, $M_m (\mathbb{C}) \times M_{m,n} (\mathbb{C}) \rightarrow M_{m,n} (\mathbb{C})$, $(T, s) \mapsto Ts$.

We equip $\mathcal{E} = M_{m,n} (\mathbb{C})$ with the standard hermitian structure $\langle \cdot, \cdot \rangle : \mathcal{E} \times \mathcal{E} \rightarrow A$ defined by, for all $s, t \in \mathcal{E}$,

$$\langle s, t \rangle := s^* t,$$

where $\ast$ acts on $\mathcal{E}$ by hermitian conjugation. We say that an endomorphism $T \in \text{End}_A (\mathcal{E})$ is hermitian if, for all $s, t \in \mathcal{E}$, $\langle s, T (t) \rangle = \langle T (s), t \rangle$. Under the isomorphism $\text{End}_A (\mathcal{E}) \simeq M_m (\mathbb{C})$ (anti)hermitian endomorphisms correspond to (anti)hermitian matrices.

A connection on a right $A$-module $\mathcal{E}$ is a $\mathbb{C}$-linear map $\nabla : \mathcal{E} \rightarrow \mathcal{E} \otimes_A \Omega^1 (A)$ satisfying the Leibniz rule, for all $s \in \mathcal{E}$ and $a \in A$, $\nabla (sa) = (\nabla s) a + s \otimes_A da$. Since $\Omega^1 (A) \simeq A \otimes_{\mathbb{C}} \mathfrak{g}^*$ there is the following isomorphism of right $A$-modules $\mathcal{E} \otimes_A \Omega^1 (A) \simeq \mathcal{E} \otimes_A (A \otimes_{\mathbb{C}} \mathfrak{g}^*) \simeq \mathcal{E} \otimes_{\mathbb{C}} \mathfrak{g}^*$. Thus, we can equivalently regard a connection as a $\mathbb{C}$-linear map $\nabla : \mathcal{E} \rightarrow \mathcal{E} \otimes_{\mathbb{C}} \mathfrak{g}^*$ satisfying, for all $s \in \mathcal{E}$ and $a \in A$, $\nabla (sa) = (\nabla s) a + s \otimes \mathfrak{g}$. The space of all connections on $\mathcal{E}$ is denoted by $\text{Con}_A (\mathcal{E})$ and it forms an affine space over $\text{Hom}_A (\mathcal{E}, \mathcal{E} \otimes_{\mathbb{C}} \mathfrak{g}^*) \simeq \text{End}_A (\mathcal{E}) \otimes_{\mathbb{C}} \mathfrak{g}^* \simeq M_m (\mathbb{C}) \otimes_{\mathbb{C}} \mathfrak{g}^*$.

Associated to $\nabla \in \text{Con}_A (\mathcal{E})$ there is the covariant derivative along any $X \in \mathfrak{g}$ defined by the $\mathbb{C}$-linear map $\nabla_X : \mathcal{E} \rightarrow \mathcal{E}$, $s \mapsto \nabla_X s = (\nabla s) X$, where the last term denotes the canonical evaluation of $\mathcal{E} \otimes_{\mathbb{C}} \mathfrak{g}^*$ on $\mathfrak{g}$. The covariant derivative has the following properties, for all $f, h \in \mathcal{E} (A)$, $X, Y \in \mathfrak{g}$, $s \in \mathcal{E}$ and $a \in A$, \[
abla_{fX+hY}s = f \nabla_X s + h \nabla_Y s \quad \text{and} \quad \nabla_{X(s)} = (\nabla_X s) a + s \nabla_X (a).\]

It is well-known [1078][1920] that there exists a connection on $\mathcal{E}$, the so-called canonical connection, defined by, for all $s \in \mathcal{E}$, $\nabla^\theta s := -s \theta$, where $\theta \in \Omega^1 (A)$ is the canonical one-form. Since $\text{Con}_A (\mathcal{E})$ is an affine space over $M_m (\mathbb{C}) \otimes_{\mathbb{C}} \mathfrak{g}^*$, any connection $\nabla \in \text{Con}_A (\mathcal{E})$ can be written as, for all $s \in \mathcal{E}$,

$$\nabla s = \nabla^\theta s + B s = -s \theta + B s,$$

where $B \in M_m (\mathbb{C}) \otimes_{\mathbb{C}} \mathfrak{g}^*$ is the gauge potential relative to $\nabla^\theta$.

A connection is compatible with the hermitian structure $\Omega^1 (A)$ if, for all $s, t \in \mathcal{E}$ and $X \in \mathfrak{g}$, $X \langle s, t \rangle = \langle \nabla_X s, t \rangle + \langle s, \nabla_X t \rangle$. The canonical connection $\nabla^\theta$ is compatible with the hermitian structure $\Omega^1 (A)$ and a general connection $\nabla \in \text{Con}_A (\mathcal{E})$ is compatible if and only if the gauge potential $B \in M_m (\mathbb{C}) \otimes_{\mathbb{C}} \mathfrak{g}^*$ relative to $\nabla^\theta$ is antihermitian.

For all $X, Y \in \mathfrak{g}$ we define the curvature endomorphism $F(X, Y) \in \text{End}_A (\mathcal{E})$ by, for all $s \in \mathcal{E}$, $F(X, Y)s := \nabla_X \nabla_Y s - \nabla_Y \nabla_X s - \nabla_{[X, Y]} s$. Decomposing $\nabla$ as in (2) into the canonical connection and a gauge potential one obtains after also using the isomorphism $\text{End}_A (\mathcal{E}) \simeq M_m (\mathbb{C})$ an expression of the curvature in terms
of $m \times m$-matrices

$$F(X,Y) = [B(X), B(Y)] - B([X,Y]).$$  \hfill (3)

Notice that the connection is flat, i.e. of vanishing curvature, if and only if the map $B : g \to M_m(\mathbb{C})$ is a Lie algebra representation of $g$.

We next introduce gauge transformations. Let us denote by $U_E \subseteq \text{End}_A(E)$ the group of unitary endomorphisms of the module $E$, i.e. for all $u \in U_E$ and all $s, t \in E$, $\langle u(s), u(t) \rangle = \langle s, t \rangle$. Employing the isomorphism $\text{End}_A(E) \cong M_m(\mathbb{C})$ we find that the group $U_E$ is isomorphic to the group of unitary $m \times m$-matrices, $U_E \cong U_m \subseteq M_m(\mathbb{C})$. We define an action of $U_E$ on the affine space of connections $U_E \times \text{Con}_A(E) \to \text{Con}_A(E)$, $(u, \nabla) \mapsto \nabla^u = (u \otimes_{\mathbb{C}} \text{id}_g) \circ \nabla \circ u^*$. For the covariant derivative this action simply reads, for all $X \in g$, $(u, \nabla_X) \mapsto u \circ \nabla_X \circ u^*$, and the curvature transforms, for all $X, Y \in g$, as $(u, F(X,Y)) \mapsto u F(X,Y) u^*$, where we have implicitly used the isomorphism $U_E \cong U_m$. Notice that the canonical connection $\nabla^\theta$ is gauge invariant and that the gauge potential $B \in M_m(\mathbb{C}) \otimes_{\mathbb{C}} g^*$ (relative to $\nabla^\theta$) transforms, for all $X \in g$, as

$$(u, B(X)) \mapsto u B(X) u^*.$$ \hfill (4)

The following proposition is taken from [10,7,8,9] and it provides the main motivation for our studies on module parallel transport observables to be presented below.

**Proposition 3.** Let $A = M_n(\mathbb{C})$ and let $E = M_{m,n}(\mathbb{C})$ be equipped with the hermitian structure (1). Then gauge equivalence classes of flat hermitian connections on $E$ are in 1-to-1 and onto correspondence with unitary inequivalent Lie algebra representations $B : g \to M_m(\mathbb{C})$.

**Proof.** Follows immediately from [3] and [4].

Considering the prime example of a free module $E = A$ over the fuzzy sphere [11], where $A = M_n(\mathbb{C})$, $n = 2j + 1$ ($j$ being the maximal spin) and $g = su_2^C$, there are the unitary inequivalent representations $B : su_2^C \to M_n(\mathbb{C})$ of spin $s = 0, \frac{1}{2}, \ldots, j$. Since all of them have the same curvature, namely zero, we can not determine the gauge equivalence class of the connection from curvature observables, i.e. gauge invariant functions $\text{Con}_A(E) \to \mathbb{C}$ constructed out of $F$. In other words, sets of observables constructed out of $F$ can not be separating on the space of gauge equivalence classes of hermitian connections.

This problem also exists in the commutative setting, where $A$ is the algebra of smooth functions on a manifold $M$ and $E$ is the $A$-module of smooth sections of a hermitian vector bundle $\pi : E \to M$, see e.g. [14,15]. In this case the solution is to consider parallel transports along curves. Indeed, it can be shown that, for certain gauge groups, the Wilson loop observables constructed from such parallel transports are separating on the space of connections modulo gauge transformations, see
e.g. [15][16] and references therein. A naive generalization of the concept of parallel transport along curves to noncommutative geometry seems to be problematic, since firstly we in general do not have the notion of curves and secondly there is no fibre over a “point”. See, however, [17][18] for an interesting definition of Wilson loop observables for noncommutative gauge theory on Moyal-Weyl deformed spaces.

In order to develop a concept of parallel transport which does not rely on curves or points, and hence is in principle applicable to noncommutative geometry, we propose the following

**Definition 4.** Let $A$ be an associative and unital algebra and $E$ a right $A$-module.

1.) A **one-parameter group of automorphisms** of $A$ is a map $\varphi : \mathbb{R} \times A \rightarrow A$, $(\tau, a) \mapsto \varphi(\tau, a) = \varphi_\tau(a)$, such that

   (i) $\varphi_{\tau}(ab) = \varphi_{\tau}(a) \varphi_{\tau}(b)$, for all $\tau \in \mathbb{R}$ and $a, b \in A$

   (ii) $\varphi_0 = id_A$

   (iii) $\varphi_{\tau+\sigma} = \varphi_{\tau} \circ \varphi_\sigma$, for all $\tau, \sigma \in \mathbb{R}$

2.) Let $\varphi : \mathbb{R} \times A \rightarrow A$ be a one-parameter group of automorphisms of $A$. A **module parallel transport** on $E$ along $\varphi$ is a map $\Phi : \mathbb{R} \times E \rightarrow E$, $(\tau, s) \mapsto \Phi(\tau, s) = \Phi_\tau(s)$, such that

   (i) $\Phi_{\tau}(sa) = \Phi_{\tau}(s) \varphi_{\tau}(a)$, for all $\tau \in \mathbb{R}$, $s \in E$ and $a \in A$

   (ii) $\Phi_0 = id_E$

   (iii) $\Phi_{\tau+\sigma} = \Phi_\tau \circ \Phi_\sigma$, for all $\tau, \sigma \in \mathbb{R}$

If $A$ and $E$ are equipped with a smooth structure, the maps $\varphi$ and $\Phi$ are required to be smooth.

In the Appendix A we study this notion of module parallel transport in commutative differential geometry and show its relation to the usual parallel transport along curves. It will turn out that Definition 4 provides a suitable generalization of parallel transport to (derivation-based) noncommutative geometry.

We now investigate the structures of Definition 4 in detail for $A = M_n(\mathbb{C})$ and $E = M_{m,n}(\mathbb{C})$. In this case there is a bijection between smooth one-parameter groups of automorphism of $A$ and derivations $\text{Der}(A)$ given by the matrix exponential. We associate to any $X \in \text{Der}(A)$ the one-parameter group of automorphisms $\varphi^X : \mathbb{R} \times A \rightarrow A$, $(\tau, a) \mapsto \varphi^X_\tau(a) = e^{\tau X}(a)$. The map $\varphi^X$ is uniquely specified by the ordinary differential equation $\frac{d}{d\tau} \varphi^X_\tau = X \circ \varphi^X_\tau$, together with the initial condition $\varphi^X_0 = id_A$, which is part of Definition 4. The derivation $X$ can be determined from $\varphi^X$ by taking the $\tau$-derivative at $\tau = 0$. Furthermore, using the canonical one-form $\theta \in \Omega^1(\mathfrak{g})$, we can express, for all $X \in \mathfrak{g} \subseteq \text{Der}(A)$ and $a \in A$, the derivation as the difference between left and right multiplication by $\theta(X)$, $X(a) = [\theta(X), a] = \theta(X)a - a\theta(X)$. Since left and right multiplication commutes, the exponential becomes, for all $X \in \mathfrak{g}$, $a \in A$ and $\tau \in \mathbb{R}$,

$$\varphi^X_\tau(a) = e^{\tau \theta(X)}a e^{-\tau \theta(X)} .$$  \hfill (5)
Proposition 5. Let $A = M_n(\mathbb{C})$, $\mathcal{E} = M_{m,n}(\mathbb{C})$ and $\nabla \in \text{Con}_A(\mathcal{E})$. Then there exists for all $X \in \mathfrak{g} \subseteq \text{Der}(A)$ a unique module parallel transport $\Phi^{\nabla_X} : \mathbb{R} \times \mathcal{E} \to \mathcal{E}$ along $\varphi^X$ satisfying the ordinary differential equation
\[ \frac{d}{d\tau} \Phi^{\nabla_X}_\tau = \nabla_X \circ \Phi^{\nabla_X}_\tau. \] (6)

It is given by, for all $X \in \mathfrak{g}$, $s \in \mathcal{E}$ and $\tau \in \mathbb{R}$,
\[ \Phi^{\nabla_X}_\tau(s) = e^{\tau B(X)s} e^{-\tau \theta(X)}, \] (7)
where $B \in M_m(\mathbb{C}) \otimes_C \mathfrak{g}^*$ is the gauge potential relative to the canonical connection $\nabla^\theta$.

Proof. The differential equation (6) subject to the initial condition $\Phi^{\nabla_X}_0 = \text{id}_\mathcal{E}$, which is part of Definition 2, has a unique solution given by $\Phi^{\nabla_X}_\tau = e^{\tau \nabla_X}$, where we regard $\nabla_X : \mathcal{E} \to \mathcal{E}$ as an element of $\text{End}_C(\mathcal{E}) \cong M_{nm}(\mathbb{C})$. Using the decomposition (2) we have, for all $X \in \mathfrak{g}$ and $s \in \mathcal{E}$, $\nabla_X(s) = -s \theta(X) + B(X)s$. Thus, for all $X \in \mathfrak{g}$, $s \in \mathcal{E}$ and $\tau \in \mathbb{R}$, we obtain (7). From (7) and (5) one easily checks that $\Phi^{\nabla_X}$ is a module parallel transport along $\varphi^X$, i.e. that it satisfies the conditions posed in Definition 2. \qed

Notice that from $\Phi^{\nabla_X}$ the covariant derivative $\nabla_X$ can be determined by taking the $\tau$-derivative at $\tau = 0$. Thus, the complete connection $\nabla$ can be determined from the set \( \{ \Phi^{\nabla_X} \}_{X \in \mathfrak{g}} \).

We come to the definition of a class of gauge invariant observables, i.e. gauge invariant functions $\text{Con}_A(\mathcal{E}) \to \mathbb{C}$, which is separating on the space of hermitian connections modulo gauge transformations. We can construct for any $\tau \in \mathbb{R}$ and $X \in \mathfrak{g}$ an endomorphism $\Phi^{\nabla_X}_\tau \in \text{End}_A(\mathcal{E})$ by composing $\Phi^{\nabla_X}_\tau$ with the right multiplication of $e^{\tau \theta(X)} \in A$, for all $\tau \in \mathbb{R}$, $X \in \mathfrak{g}$ and $s \in \mathcal{E}$,
\[ \Phi^{\nabla_X}_\tau(s) := \Phi^{\nabla_X}_\tau(s) e^{\tau \theta(X)} = e^{\tau B(X)s} s, \]
where in the second equality we have used (7). Applying the trace $\text{Tr} : \text{End}_A(\mathcal{E}) \to \mathbb{C}$, $T \mapsto \text{Tr}(T) = \text{Tr}_{M_m(\mathbb{C})}(T)$ on products of the endomorphisms $\Phi^{\nabla_X}_\tau$ (without loss of generality we set $\tau = 1$), we obtain the gauge invariant observables
\[ W_{(X_1, \ldots, X_N)} : \text{Con}_A(\mathcal{E}) \to \mathbb{C}, \nabla \mapsto W_{(X_1, \ldots, X_N)}(\nabla) = \text{Tr} \left( \Phi^{\nabla_{X_1}}_1 \cdots \Phi^{\nabla_{X_N}}_1 \right) \] (8)
labeled by $(X_1, \ldots, X_N) \in \mathfrak{g}_N^N$ and $N \in \mathbb{N}$. Note that for defining the observables (8) we did not require the automorphisms $\varphi^{X_i} : i = 1, \ldots, N$, to be periodic in $\tau$. This is similar to the gauge invariant open Wilson lines discovered in noncommutative gauge theory on the Moyal-Weyl space, see e.g. [17][18].

Let us define the set of basic observables by
\[ \mathcal{O} := \left\{ W_{(X_1, \ldots, X_N)} : (X_1, \ldots, X_N) \in \mathfrak{g}_N^N, \ N \in \mathbb{N} \right\}. \] (9)
Theorem 6. Let $A = M_n(C)$ and let $E = M_{m,n}(C)$ be a finite projective right $A$-module, equipped with the hermitian structure (7). Then the set of observables $\mathcal{O}$ (9) is separating on the space of hermitian connections modulo gauge transformations.

Proof. Let $\nabla, \nabla' \in \text{Con}(E)$ be two hermitian connections. Using a basis $\{e_i \in \mathfrak{g}_R : i = 1, \ldots, \text{dim}(\mathfrak{g}_R)\}$ of $\mathfrak{g}_R$, the connection $\nabla^{(i)}$ is uniquely specified by the components $B^{(i)}_i := B^{(i)}(e_i)$ of the gauge potential $B^{(i)}$ relative to $\nabla^\theta$, which are antihermitian $m \times m$-matrices. We have to show that $\mathcal{W}(X_1, \ldots, X_N)(\nabla) = \mathcal{W}(X_1, \ldots, X_N)(\nabla')$, for all $(X_1, \ldots, X_N) \in \mathfrak{g}_R^N$ and $N \in \mathbb{N}$, implies that $\nabla$ and $\nabla'$ are gauge equivalent. On the level of gauge potentials this means that there exists $u \in U_m$, such that $B'_i = u B_i u^*$, for all $i$, cf. [4]. This statement is shown as follows: Taking derivatives along $\tau_1, \ldots, \tau_N$ of the observables $\mathcal{W}(\tau_1, X_1, \ldots, X_N)$ at $\tau_1 = \cdots = \tau_N = 0$ we recover the traces of any monomial in the antihermitian matrices $B^{(i)}$, which according to the condition $\mathcal{W}(X_1, \ldots, X_N)(\nabla) = \mathcal{W}(X_1, \ldots, X_N)(\nabla')$, for all $(X_1, \ldots, X_N) \in \mathfrak{g}_R^N$ and $N \in \mathbb{N}$, have to agree. The fundamental theorems of invariant theory, see e.g. [22], Statement (5)] and [23] for details, then imply that $B'_i = u B_i u^*$, for all $i$, and hence that $\nabla$ and $\nabla'$ are gauge equivalent. $\Box$
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Appendix A. Module parallel transport in commutative differential geometry

Let $M$ be a smooth manifold, which we assume for the moment to be compact. Let further $\pi : E \to M$ be a smooth complex vector bundle over $M$ and $\nabla$ a connection on $E$. Given any smooth path $\gamma : [\tau_1, \tau_2] \to M$, with $\tau_1 < \tau_2 \in \mathbb{R}$, we can use the connection $\nabla$ to construct a parallel transport map $h^\nabla_\gamma : E_{\gamma(\tau_1)} \to E_{\gamma(\tau_2)}$ from the fibre over the starting point $\gamma(\tau_1) \in M$ to the fibre over the ending point $\gamma(\tau_2) \in M$ of the path $\gamma$. The map $h^\nabla_\gamma$ is a vector space isomorphism and it describes how a vector in $E_{\gamma(\tau_1)}$ is parallel transported along the curve $\gamma$, yielding a vector in $E_{\gamma(\tau_2)}$.

The goal is to induce from this local concept of parallel transport along curves a global one. In view of the structures available in noncommutative geometry, we intend to derive a notion of parallel transport of sections of $E$ along flows on the algebra $C^\infty(M)$. For this let us first consider a one-parameter group of diffeomorphisms $f : \mathbb{R} \times M \to M$, i.e. $f_\tau := f(\tau, \cdot)$ is a diffeomorphism for all $\tau \in \mathbb{R}$, $f_0 = \text{id}_M$ and $f_\tau \circ f_\sigma = f_{\tau + \sigma}$, for all $\tau, \sigma \in \mathbb{R}$. Notice that fixing some point $p \in M$ and some
interval $[\tau_1, \tau_2] \subset \mathbb{R}$ we obtain a path by setting $[\tau_1, \tau_2] \rightarrow M$, $\tau \mapsto f_{\tau}(p) = f(\tau, p)$, with starting point $f(\tau_1, p)$ and ending point $f(\tau_2, p)$. Using the connection $\nabla$ we can lift any one-parameter group of diffeomorphisms $f$ to a one-parameter group of vector bundle automorphisms $f^\nabla : \mathbb{R} \times E \rightarrow E$, such that the following diagram commutes:

$$
\begin{array}{ccc}
\mathbb{R} \times E & \xrightarrow{f^\nabla} & E \\
\downarrow{\text{id} \times \pi} & & \downarrow{\pi} \\
\mathbb{R} \times M & \xrightarrow{f} & M
\end{array}
$$

Explicitly, the map $f^\nabla$ reads, for all $\tau \in \mathbb{R}$ and $e \in E$, $f^\nabla(\tau, e) := h^\nabla_{\gamma_{\tau,e}}(e)$, with the path given by $\gamma_{\tau,e} : [0, \tau] \rightarrow M$, $\sigma \mapsto f(\sigma, \pi(e))$.

We denote the algebra of smooth complex-valued functions on $M$ by $A := C^\infty(M)$ and the $A$-module of smooth complex-valued sections of $E$ by $\mathcal{E} := \Gamma^\infty(E)$. We can canonically lift $f$ and $f^\nabla$ to maps on $A$ and $\mathcal{E}$. On $A$ we obtain the one-parameter group of algebra automorphisms given by

$$
\phi : \mathbb{R} \times A \rightarrow A, \ (\tau, a) \mapsto \phi_{\tau}(a) = a \circ f_{-\tau},
$$

and on $\mathcal{E}$ the one-parameter group of $\mathbb{C}$-linear maps

$$
\Phi^\nabla : \mathbb{R} \times \mathcal{E} \rightarrow \mathcal{E}, \ (\tau, s) \mapsto \Phi^\nabla_{\tau}(s) = f^\nabla_{\tau} \circ s \circ f_{-\tau}.
$$

Using the commutative diagram (A.1) we can easily verify the following compatibility condition between $\phi$, $\Phi^\nabla$ and the right $A$-module structure on $\mathcal{E}$, for all $\tau \in \mathbb{R}$, $s \in \mathcal{E}$ and $a \in A$,

$$
\Phi^\nabla_{\tau}(s \cdot a) = \Phi^\nabla_{\tau}(s) \cdot \phi_{\tau}(a).
$$

The reader should compare this equation with the second part of Definition 4. We can associate to the one-parameter group of diffeomorphisms $f$ the generating vector field $X \in \text{Der}(A)$ by taking the $\tau$-derivative of $\phi_{\tau}$ at $\tau = 0$. Taking the $\tau$-derivative of $\Phi^\nabla_{\tau}$ at $\tau = 0$ yields the covariant derivative $\nabla_X$ along $X$. More generally, taking the $\tau$-derivative of $\phi_{\tau}$ and $\Phi^\nabla_{\tau}$ leads to the differential equations

$$
\frac{d}{d\tau} \phi_{\tau} = X \circ \phi_{\tau}, \quad \frac{d}{d\tau} \Phi^\nabla_{\tau} = \nabla_X \circ \Phi^\nabla_{\tau}.
$$

The above discussion shows that, starting from a one-parameter group of diffeomorphisms of $M$, we can construct the pair of maps $(\phi, \Phi^\nabla)$. Furthermore, starting from a one-parameter group of algebra automorphisms $\phi : \mathbb{R} \times A \rightarrow A$, we can integrate the generating vector field $X(\cdot) = \frac{d}{d\tau} \phi_{\tau}(\cdot)|_{\tau=0}$ to yield a one-parameter group of diffeomorphisms of $M$, which then can be used to construct $\Phi^\nabla$. In other words, given a connection $\nabla$ on $E$ we can construct for every one-parameter group of algebra automorphisms $\phi$ a module parallel transport $\Phi^\nabla$ according to Definition 4. Because of (A.2) the covariant derivative $\nabla_X$ along the generator $X$ of $\phi$ can be reconstructed from this transport. Since we have assumed $M$ to be compact, every vector field $X$ can be integrated to yield a one-parameter group of algebra...
automorphisms, and thus the covariant derivative $\nabla_X$ along every vector field $X$ can be reconstructed from module parallel transports. This specifies uniquely the connection $\nabla$ on $E$.

Let us briefly discuss the situation where $M$ is noncompact. In this case, there can be non-complete vector fields which do not give rise to global one-parameter groups of diffeomorphisms of $M$. However, every compactly supported vector field is complete, and can be integrated to a global one-parameter group of diffeomorphisms, which gives rise to the pair of maps $(\varphi, \Phi^V)$. Thus, we can reconstruct the covariant derivative $\nabla_X$ along every compactly supported vector field $X$ from module parallel transports, which is sufficient for uniquely specifying the connection.
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