Resonance Absorption of Terahertz Radiation in Nanoperforated Graphene
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Recent measurements of the conductivity of nanoperforated graphene are interpreted in terms of edges states existing near the edge of each nanohole. The perimetric quantization of edge states should result in the formation of a quasi-equidistant ladder of quasistationary energy levels. Dirac fermions filling this ladder rotate about each nanohole in the direction determined by the valley index. It is shown that the irradiation of this system by circularly polarized terahertz radiation leads to a resonance in absorption in one of the valleys. The magnitude of absorption at the resonance frequency can be controlled by means of gate voltage.

I. INTRODUCTION

Graphene has been actively studied both theoretically and experimentally for more than ten years. These studies are stimulated primarily by a specific ultrarelativistic law of dispersion of charge carriers (so-called Dirac fermions), which is responsible for unique properties of graphene. Owing to a large absorption coefficient of graphene in the optical range (\(\sim 2.3\%\))\textsuperscript{12}, graphite flakes with a thickness of several atomic layers (multilayer graphene) can be identified with an ordinary optical microscope\textsuperscript{3}. Absorption in graphene has two contributions: interband and intraband ones. The former contribution is due to vertical interband transitions allowed by the Pauli exclusion principle. It has a universal value\textsuperscript{11} independent of the parameters of graphene. The interband contribution controlled by the gate voltage determines absorption in the infrared and visible ranges. The intraband contribution is crucial in the response of graphene to far infrared radiation and is described within the Drude model\textsuperscript{8}. In this work, we analyze a new mechanism of intraband absorption associated with resonance transitions between edge states.

An important feature of graphene is the existence of intrinsic edge states\textsuperscript{9,10}. The existence of dispersionless edge states at a zigzag edge, as well as the absence of edge states at an armchair edge, is predicted by the tight-binding theory in the nearest neighbor approximation\textsuperscript{11}. However, the inclusion of contributions next to nearest neighbors\textsuperscript{12}, reconstruction\textsuperscript{13}, or chemical absorption\textsuperscript{14} at the linear zigzag edge results in the appearance of nonzero dispersion of edge states. The appearance of edge states at a linear reconstructed armchair edge was also predicted\textsuperscript{15}.

However, from the experimental point of view, the situation is much less clear and should be discussed separately. Nevertheless, recent experiments showed\textsuperscript{16,17} that edge states exist at a round edge in nanoperforated graphene. Nanoholes in graphene, which are also called antidots, are regions in a graphene sheet that are unavailable for Dirac fermions. An antidot can be described in the envelope function approximation by a phenomenological boundary condition under which the Hamiltonian of confined graphene is Hermitian:

\[
v \sigma \cdot \hat{p}_\tau = \varepsilon \psi_\tau, \tag{1}\]

where \(v \approx 10^6 \text{ m/s}, \sigma = (\sigma_x, \sigma_y)\) is vector of the Pauli matrices, \(\hat{p}_\tau = (\hat{p}_x, \hat{p}_y)\) is the momentum operator, \(\tau = \pm 1\) is the index of \(K\), \(K'\) valleys, respectively, \(\psi_\tau = (\psi_1, \psi_2)^T\) are the two-component envelope functions in the valley with the index \(\tau\). The general boundary condition\textsuperscript{13,18–20} that conserves time reversal symmetry and does not entangle valleys at an edge is parameterized by only one real phenomenological parameter:

\[
[\psi_1 + i \tau a^\tau e^{-i \varphi} \psi_2]_{\text{edge}} = 0, \tag{2}\]

where \(\varphi\) is an angle between \(x\) axis and unit normal to the edge. Owing to the boundary condition given by Eq. (2) and to the finiteness of the perimeter of the antidot, almost equidistant levels of quasistationary edge states corresponding to the rotation of Dirac fermions about the antidot appear. The low-energy spectrum of edge states at the antidot is given by the expression (see Fig. 1\textsuperscript{21}):

\[
\varepsilon_{l\tau} = \tau l (\hbar \omega_0 \text{sgn} a - \Delta_l) - \gamma_l. \tag{3}\]

Here, \(l\) is the orbital angular momentum of an edge state; the equidistant part of the spectrum is determined by the frequency \(\omega_0 = 2|a|v/R\), where \(R\) is the radius of the antidot, and a small non-equidistant correction has the form \(\Delta_l = \hbar^2/R^2a^3(1 - l^2\hat{\delta}_{l1})/(l - 1)\), where \(\hat{\delta}_{l1}\) is the Kronecker delta and \(a\) is the parameter of the boundary condition\textsuperscript{2} averaged over the perimeter. A small finite inverse lifetime of the edge state is:

\[
\gamma_l = \frac{2n\hbar v}{R} \frac{|al|^{2l+1}}{\Gamma(|l|)\Gamma(|l| + 1)} \tag{4}\]
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where \(\Gamma(l)\) is the Gamma function. The region of applicability of the spectrum of edge states\textsuperscript{2} is determined by the conditions \(\varepsilon_{l\tau}R/\hbarv \ll 1, |al| \ll 1, \tau l > 0, |l| = 1, 2, 3, \ldots\), under which the energies of edge states are well defined in view of \(\text{Re}\varepsilon_{l\tau} \gg \text{Im}\varepsilon_{l\tau}\).
with the orbital angular momentum $l$, and the terms with the Hankel function $H_l^{(2)}$ represent the divergent cylindrical wave. The coefficients $C_{1\tau}(k)$ are determined from the boundary condition (2) as

$$C_{1\tau}(k) = -\frac{J_l(kR)}{H_l^{(2)}(kR)} + \frac{\tau a^* J_{l+1}(kR)}{H_{l+1}^{(2)}(kR)}.$$

In addition to functions (3), the calculation of matrix elements of transitions requires the functions $\psi_k^{(+)}$ corresponding to the plane wave $e^{ikr}$ at infinity and a cylindrical wave converging to the antidot (22). They are obtained from Eq. (3) by the substitution $C_l \rightarrow C_l^*$ and $H_l^{(2)} \rightarrow H_l^{(1)}$, where $H_l^{(1)}$ and $H_l^{(2)}$ are the Hankel functions of the first and second kinds, respectively. Both systems of functions $\psi_k^{(+)}$ and $\psi_k^{(-)}$ are complete and normalized to the delta function:

$$\int_R^{+\infty} r dr \int_0^{2\pi} d\varphi \psi_k^{(+)*} \psi_{k'}^{(+)} = (2\pi)^2 \delta(k-k') \delta(\vartheta-\vartheta').$$

Let weak clockwise circularly polarized radiation whose electric field has the form $F = F(\cos \omega t, -\sin \omega t, 0)$ be normally incident on graphene. Introducing the interaction of Dirac fermions with radiation in terms of the vector potential $A = -c \int F dt$, we obtain the following term describing transitions in the continuous spectrum:

$$V = v_F \sigma \cdot A = \frac{eF}{\hbar} (-i \sigma_x - \sigma_y) e^{i\omega t} + \frac{eF}{\hbar} (i \sigma_x - \sigma_y) e^{-i\omega t} \equiv V_1 e^{i\omega t} + V_2 e^{-i\omega t}.$$

Here, $V_1$ and $V_2$ describe the emission and absorption of a photon. The probability of transition per unit time is given by the formula

$$d\alpha^{(1,2)}_{kk'} = \frac{2\pi}{\hbar} |\langle k'| V_{1,2}(k) \rangle|^2 \delta(\varepsilon_{k'} - \varepsilon_k \pm \hbar \omega) \frac{d^2 k'}{(2\pi)^2},$$

where the sign $+(−)$ corresponds to the superscript 1(2), $|k| \equiv \psi_k^{(+)}$, $(k') \equiv \psi_{k'}^{(-)}$, the matrix element is determined by the expression:

$$\langle k'| V_{1,2}(k) \rangle = \frac{4eV_F e^{i\vartheta}}{\omega(k^2 - k'^2) \pi R^2 k k'} e^{i(\omega - \omega') t}$$

$$\times \sum_l \left[ H_l^{(2)}(kR') + \tau a^* H_l^{(1)}(kR') \right] \left[ H_{l+1}^{(2)}(kR) + \tau a^* H_{l+1}^{(1)}(kR) \right],$$

and the matrix element $\langle k'| V_{2}(k) \rangle$ is obtained from Eq. (10) by substituting $k \leftrightarrow k'$. We define the dimensionless absorption coefficient $\alpha(\omega)$ as the power dissipated by a unit area of graphene with antidots normalized to the total incident flux

$$\alpha(\omega) = \frac{U(\omega)}{\Omega S},$$

II. RESONANCE ABSORPTION IN NANOPERFORATED GRAPHENE

We construct the complete system of functions for infinite graphene with one antidot of the radius $R$. Since we are interested only in intraband absorption, a band with negative energies $\varepsilon_k$ is considered for definiteness. It is convenient to introduce the system of functions of the scattering problem that has a certain asymptotic behavior at infinity, where there are a plane wave $e^{ikr}$ with the wave vector $k = [\varepsilon_k / \hbar v] (\cos \vartheta, \sin \vartheta)$ and a cylindrical wave divergent from the antidot. The exact wavefunction of the scattering problem in cylindrical coordinates has the form

$$\psi_k^{(+)} =$$

$$= \frac{1}{\sqrt{2}} \sum_{l=-\infty}^{+\infty} \left[ J_l(kr) + C_{1\tau}(k) H_l^{(2)}(kr) \right] e^{i\varphi} \times e^{-i\vartheta + i\vartheta(\varepsilon_k / \hbar v)}.$$
where \( \Omega \) is the area of the graphene sheet, \( S = \varepsilon F^2 \sqrt{\kappa}/4\pi \)

is the magnitude of the Poynting vector of incident radiation, and \( \kappa \) is the effective relative permittivity of the system. The dissipated power is expressed in terms of the transition probabilities as

\[
U(\omega) = N_a \hbar \omega \int \int \left[ \frac{d^2k}{(2\pi)^2} \frac{dw^{(2)}_{k\k'}}{dw_{k\k'}^{(1)}} f(k)(1-f(k')) - \frac{d^2k'}{(2\pi)^2} \frac{dw^{(1)}_{k'\k}}{dw_{k'\k}^{(2)}} f(k')(1-f(k)) \right] \tag{12}
\]

where it is assumed that contributions from all antidots are independent, \( N_a \) is the number of antidots, and is the Fermi–Dirac function. Formula \( \text{(12)} \) is valid at a low concentration of antidots \( n_a R^2 \ll 1 \) \( (n_a = N_a/\Omega) \).

The substitution of Eq. \( \text{(12)} \) into Eq. \( \text{(11)} \) gives the following final form for the intraband contribution to the absorption coefficient of perforated graphene:

\[
\alpha(\omega) = \frac{32g_a e^2 \omega^2 \varepsilon_{\text{fc}}^2}{\pi^2 \varepsilon c} \int_0^\infty d\varepsilon \left\{ \frac{f(\varepsilon - \varepsilon_l f(\varepsilon_l)\varepsilon_l)(\varepsilon + \varepsilon_l)^2}{(\varepsilon + \varepsilon_l)(\varepsilon + \varepsilon_l)^2} \right\} \times \\
\sum_{l} \left[ \frac{H^{(2)}_{l}(kR) + \gamma^2 \varepsilon_{\text{fc}}^2}{H^{(0)}_{l}(kR)} \right] \frac{H^{(2)}_{l+1}(kR + \varepsilon_l^2)}{H^{(0)}_{l+1}(kR + \varepsilon_l^2)} \right] \tag{13}
\]

The frequency dependence of absorption is shown in Fig. \( \text{2} \) for various temperatures and Fermi levels. Both denominators in the sum over \( l \) in Eq. \( \text{(13)} \) are small when the energy \( \varepsilon_l \) of the state \( |k\rangle \) corresponds to the real part of the \((l+1)\)-th quasistationary edge level \( (1) \) and, simultaneously, \( \varepsilon_l + \varepsilon_l^2 \) is equal to the real part of the energy of the \( l \)-th quasistationary level. In fact, this is the condition for a resonance in absorption. For the considered polarization (clockwise) and valence band, the indicated condition is satisfied only in one of the valleys \( \tau = +1 \) at \( l > 1 \) and \( a < 0 \) because the energies of quasistationary edge states in this valley decrease with an increase in \( l \) (see Fig. \( \text{1} \)). At the opposite polarization, the resonance in absorption appears when \( \varepsilon_l \) corresponds to the energy of the \((l-1)\)-th level of edge states and \( \varepsilon_k + \varepsilon_l^2 \) coincides with the energy of the \( l \)-th level of edge states. This condition is satisfied only in the valley \( \tau = -1 \) at \( l < 0 \) and \( a > 0 \) because change in the direction of polarization is equivalent to time reversal connecting two valleys. In the limit \( \omega \rightarrow 0 \), the absorption coefficient \( \text{(13)} \) follows the Drude behavior \( \omega^{-2} \) in the pure system (\( \omega \tau = \infty \)).

In the low-energy limit \( kR \ll 1 \), it is convenient to represent the absorption in the form

\[
\alpha(\omega) = \sum_{l=1}^{l_{\text{max}}} \alpha_l^{(\text{res})(\omega, T)} + Z(\omega, T), \tag{14}
\]

and the partial resonance term is given by the expression

\[
\alpha_l^{(\text{res})(\omega, T)} = \frac{\sinh \left( \frac{h\omega}{2\mu} \right)}{\cosh \left( \frac{Re(\varepsilon_{l+1}) - \mu}{2\gamma} + \frac{h\omega}{2\gamma} \right)} \times \\
\frac{8\sqrt{\pi} e g_a e^2 \omega^2}{\varepsilon c \omega} \frac{(l+1)a^2}{\omega^2} \left( \frac{1}{\hbar^2(\omega - \omega_l)^2 + \gamma^2} \right). \tag{15}
\]

Here, the resonance frequency has the form

\[
\omega_l = \text{Re} \left( \varepsilon_l - \varepsilon_{l+1} \right)/\hbar = \omega_0 \left[ 1 - a^2 \right] \tag{16}
\]

Formulas \( \text{(15)} \) and \( \text{(16)} \) are applicable at \( |al| \lesssim 1 \); this condition provides the estimate of the number of resonance terms in Eq. \( \text{(13)} \): \( l_{\text{max}} \sim 1/|a| \). Therefore, the observation of resonances is possible only when the position of the Fermi level with respect to the Dirac point satisfies the condition \( |\mu| \lesssim \hbar\omega_0/2|a| \). According to Eq. \( \text{(15)} \), the contribution to the sum from the \( l \)-th term at the resonance frequency is proportional to the lifetime of the quasistationary state \( (\propto 1/\gamma_l) \), which increases with \( l \) according to Eq. \( \text{(4)} \). Figure 3 shows the dependence of the absorption coefficient at the resonance frequency on the position of the Fermi level for four characteristic temperatures. It is seen that absorption at low temperatures is a step function of the position of the Fermi level. The resonance amplitude at low temperatures \( (T \ll \hbar\omega_0) \) is determined by a term \( \alpha_l^{(\text{res})} \) in sum \( \text{(13)} \) for which \( f(Re(\varepsilon_l)) \approx 0 \) and \( f(Re(\varepsilon_l) - \hbar\omega_l) \approx 1 \). The contribution of terms with large values to the absorption at the resonance frequency increases with the temperature. In particular, the resonance in Fig. \( \text{2b} \) at the temperature \( T = 0.1\hbar\omega_0 \) is determined by the term with the number \( l = 2 \) in Eq. \( \text{(13)} \). At an order of magnitude higher temperature \( (T = \hbar\omega_0) \), an additional contribution comes from the term with \( l = 3 \), which results in an increase.
in the resonance maximum and in a decrease in its width (because $\gamma_l > \gamma_{l+1}$). A further increase in the temperature leads to the reduction of the maximum value (see the inset of Fig. [2]). A different situation is seen in Fig. [2], where the leading contribution to absorption at the resonance frequency at temperatures much lower than the resonance energy comes from the term with the number $l = 3$ in sum (14) (at $\mu = -3.5\hbar \omega_0$). Its contribution to absorption is leading at the considered value $a = -0.15$ because it is triple the contributions from the other terms (see Fig. [3]). For this reason, the width of the resonance line is independent of the temperature and the maximum of this line decreases with increasing temperature (see the inset of Fig. [2]). Thus, the difference between temperature dependences of the resonance amplitude in Figs. [2a] and [3] is due to the competition between two factors. On the one hand, with an increase in the temperature, the difference between the Fermi distribution functions decreases and absorption decreases. On the other hand, additional contributions to the resonance amplitude appear because of neighboring resonance transitions. The appearance of monotonic and nonmonotonic temperature dependences of the resonance amplitude is determined in a complicated way by the parameters of the system. The dependence of the absorption at the resonance frequency on the position of the Fermi level shown in Fig. [3] demonstrates the possibility of controlling the response at the resonance by means of gate voltage. At low temperatures and experimentally achievable concentration of antidots $n_d R^2 = 2 \cdot 10^{-1}$ [16], the absolute value of the absorption coefficient can reach several percent (for $a = -0.15$ and $-4\hbar \omega_0 \lesssim \mu \lesssim -3h \omega_0$), which is comparable with the plasmon response of graphene structures [24]. The absorption coefficient at high temperatures ($T \gg h \omega_0, \mu$) decreases as $1/T$ (see the insets of Fig. [2]).

III. CONCLUSIONS

It has been shown that the intraband part of the response of Dirac fermions in nanoperforated graphene to external electromagnetic radiation has a resonance caused by transitions between the nearest levels of edge states existing near antidots. For antidots with a nanometer diameter, the resonance lies in the terahertz spectral range. Circularly polarized radiation gives the resonance only in one of the valleys. Absorption at low temperatures is a step function of the Fermi level position. Absorption at the maximum can be controlled by varying the concentration via the gate voltage, which makes it possible to use nanoperforated graphene as an optical modulator for the terahertz range [24].

This work was supported by the Russian Science Foundation (project no. 16-12-10411).

References

1. R. R. Nair, P. Blake, A. N. Grigorenko, K. S. Novoselov, T. J. Booth, T. Stauber, N. M. R. Peres, and A. K. Geim, Science 320, 1308 (2008).
2. Z. Q. Li, E. A. Henriksen, Z. Jiang, Z. Hao, M. C. Martin, P. Kim, H. L. Stormer, and D. N. Basov, Nature Physics 4, 532 (2008).
3. K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, Y. Zhang, S. V. Dubonos, I. V. Grigorieva, and A. A. Firsov, Science 306, 666 (2004).
4. V. P. Gusynin, S. G. Sharapov, and J. P. Carbotte, Physical Review Letters 96, 256802 (2006).
5. L. A. Falkovsky and A. A. Varlamov, The European Physical Journal B 56, 281 (2007).
6. L. A. Falkovsky, Phys. Usp. 55, 1140 (2012).
7. T. Ando, Y. Zheng, and H. Suzuura, Journal of the Physical Society of Japan 71, 1318 (2002).
8. J. Horng, C.-F. Chen, B. Geng, C. Girit, Y. Zhang, Z. Hao, H. A. Bechtel, M. Martin, A. Zettl, M. F. Crommie, Y. R. Shen, and F. Wang, Physical Review B 83, 165113 (2011).
9. K. A. Ritter and J. W. Lyding, Nature Materials 8, 235 (2009).
10. C. Tao, L. Jiao, O. V. Yazyev, Y.-C. Chen, J. Feng, X. Zhang, R. B. Capaz, J. M. Tour, A. Zettl, S. G. Louie, H. Dai, and M. F. Crommie, Nature Physics 7, 616 (2011).
11. L. Brey and H. A. Fertig, Phys. Rev. B 73, 195408 (2006).
12. N. M. R. Peres, F. Guinea, and A. H. C. Neto, Phys. Rev. B 73, 125411 (2006).
13. J. A. M. van Ostaay, A. R. Akhmerov, C. W. J. Beenakker, and M. Wimmer, Phys. Rev. B 84, 195434 (2011).
14. S. Fujii, M. Zlatdinov, M. Ohtsuka, K. Kusakabe, M. Kiguchi, and T. Enoki, Faraday Discuss. 173, 173 (2014).
15. P. A. Maksimov, A. V. Rozhkov, and A. O. Sboychakov, Phys. Rev. B 88, 245421 (2013).
16. Y. Latyshev, A. Orlov, V. Volkov, V. Enaldiev, I. Zagorodnev, O. Vyvenko, Y. Petrov, and P. Monceau, Sci. Rep. 4, 7578 (2014).
17. Y. I. Latyshev, A. P. Orlov, A. V. Frolov, V. A. Volkov, I. V. Zagorodnev, V. A. Skuratov, Y. V. Petrov, O. F. Vyvenko, D. Y. Ivanov, M. Konczykowski, and P. Monceau, JETP Letters 98, 214 (2013).
18. V. A. Volkov and I. V. Zagorodnev, J. Low Temp. Phys. 35, 2 (2009).
19 G. Tkachov, Phys. Rev. B 79, 045429 (2009).
20 D. M. Basko, Phys. Rev. B 79 (2009).
21 I. V. Zagorodnev, Z. A. Devizorova, and V. V. Enaldiev, Phys. Rev. B 92, 195413 (2015).
22 L. Landau and E. M. Lifshitz, Course of Theoretical Physics, Vol. 3: Quantum Mechanics: Non-Relativistic Theory (MAIK Nauka/Interperiodika, Moscow, 2008; Pergamon, New York, 1977) rus. p. 684.
23 L. Ju, B. Geng, J. Horng, C. Girit, M. Martin, Z. Hao, H. A. Bechtel, X. Liang, A. Zettl, Y. R. Shen, and F. Wang, Nature Nanotechnology 6, 630 (2011).
24 Z. Sun, A. Martinez, and F. Wang, Nature Photonics 10, 227 (2016).