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ABSTRACT
A variety of tasks on dynamic graphs, including anomaly detection, community detection, compression, and graph understanding, have been formulated as problems of identifying constituent (near) bi-cliques (i.e., complete bipartite graphs). Even when we restrict our attention to maximal ones, there can be exponentially many near bi-cliques, and thus finding all of them is practically impossible for large graphs. Then, two questions naturally arise: (Q1) What is a “good” set of near bi-cliques? That is, given a set of near bi-cliques in the input dynamic graph, how should we evaluate its quality? (Q2) Given a large dynamic graph, how can we rapidly identify a high-quality set of near bi-cliques in it? Regarding Q1, we measure how concisely, precisely, and exhaustively a given set of near bi-cliques describes the input dynamic graph. We combine these three perspectives systematically on the Minimum Description Length principle. Regarding Q2, we propose CutNPeel, a fast search algorithm for a high-quality set of near bi-cliques. By adaptively re-partitioning the input graph, CutNPeel reduces the search space and at the same time improves the search quality. Our experiments using six real-world dynamic graphs demonstrate that CutNPeel is (a) High-quality: providing near bi-cliques of up to 51.2% better quality than its state-of-the-art competitors, (b) Fast: up to 68.8× faster than the next-best competitor, and (c) Scalable: scaling to graphs with 134 million edges. We also show successful applications of CutNPeel to graph compression and pattern discovery.

1 INTRODUCTION
Daily activities on the Web generate an enormous amount of data. Especially, many activities, such as e-mail communications, web surfing, online purchases, result in data in the form of graphs, such as e-mail networks, IP-IP communication networks, and user-business bipartite graphs. Most real-world graphs, including the aforementioned ones, evolve over time, and thus each of them is represented as a dynamic graph, i.e., a sequence of graphs over time.

A bi-clique is a complete bipartite graph. That is, a bi-clique consists of two disjoint sets of nodes where every node in a set is adjacent to every node in the other set. We use the term near bi-clique to denote a bipartite graph "close" to a bi-clique with few or no missing edges. We intentionally leave the concept near bi-clique flexible without rigid conditions (e.g., conditions in [7, 29, 41]).

Bi-cliques are a fundamental concept in graph theory, and a variety of tasks on static and dynamic graphs are formulated as problems of finding (near) bi-cliques in them. Examples include:

- **Anomaly Detection** [18, 38–40]: (Near) bi-cliques in real-world dynamic graphs signal anomalies, such as network intrusion [38], spam reviews [40], edit wars on Wikipedia [38], and retweet boosting on Weibo [18].

- **Community Detection** [3, 23, 26]: Relevant web pages often do not reference each other [23], and thus finding (near) cliques can be ineffective for detecting them. Instead, related web pages can be detected by finding (near) bi-cliques formed between them and users visiting them [26]. Near bi-cliques were also searched for detecting temporal communities in phone-call networks [3].

- **Lossless Graph Compression** [3, 22, 35]: A static or dynamic graph \( G \) can be described concisely but losslessly by (a) (near) bi-cliques and (b) the difference between \( G \) and the graph described by the (near) bi-cliques [3, 22, 35].

- **Phylogenetic Tree Construction** [34]: A phylogenetic tree shows the evolutionary interrelationships among multiple species that are thought to have a common anceseter. Identifying bi-cliques formed between genes and species containing the genes is helpful for accurate tree construction.

Additionally, (near) bi-cliques have been used for better understanding protein-protein interactions [7] and stock markets [41].

Due to the importance of (near) bi-cliques, a great number of search algorithms have been developed. Most of them aim to enumerate all maximal (near) bi-cliques that maximize certain criteria within a static or dynamic graph [2, 7, 10, 12, 20, 26, 27, 29, 33, 41]. However, as the number of such subgraphs can be exponential in the number of nodes, finding all is practically impossible for large graphs and often unnecessary with many insignificant ones (e.g., too small or highly overlapped ones). Thus, several algorithms...
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aim to find one or a predefined number of (near) bi-cliques that maximize certain criteria in a static or dynamic graph [18, 38–40].

This paper focuses on finding a “good” set of near bi-cliques since finding all (maximal) near bi-cliques is infeasible for large graphs and finding one or few of them is insufficient for many applications. Then, two questions naturally arise:

1. What is a “good” set of near bi-cliques within a graph? How should we measure the quality of a set of near bi-cliques?
2. How can we rapidly detect a high-quality set of near bi-cliques, especially in large dynamic graphs?

Regarding the first question, we measure how concisely, precisely, and exhaustively a given set of near bi-cliques describes the input dynamic graph $G$. That is, a high-quality set of near bi-cliques in $G$ consists of a tractable number of subgraphs close to bi-cliques that together cover a large portion of $G$. We take these three perspectives into account simultaneously in a systematic way based on the Minimum Description Length principle [15, 17].

Regarding the second question, we propose CutNPeel (Cutting aNl Peeling), a fast search algorithm for a high-quality set of near bi-cliques in a dynamic graph. As its name suggests, CutNPeel consists of the “cutting” step and the “peeling” step. Specifically, it first partitions the input dynamic graph to reduce the search space, and then it finds near bi-cliques within each partition one by one by a top-down search. Thanks to our adaptive re-partitioning scheme, surprisingly, the cutting step not only reduces the search space but also improves the quality of near bi-cliques by guiding the top-down search in the peeling step.

We demonstrate the effectiveness of CutNPeel, using six real-world dynamic graphs, though comparisons with four state-of-the-art algorithms [3, 35, 38, 40] for finding near bi-cliques in dynamic graphs. In summary, CutNPeel has the following advantages:

- **High Quality:** CutNPeel provides near bi-cliques of up to 51.2% better quality than the second best method (Figure 1a).
- **Speed:** CutNPeel is up to 68.8x faster than the competitors that is the second best in terms of quality (Figure 1a).
- **Scalability:** Empirically, CutNPeel scales near-linearly with the size of the input graph (Figure 1b).
- **Applicability:** Using CutNPeel, we achieve the best lossless compression and discover meaningful patterns (Figure 1c-d).

**Reproducibility:** The source code and datasets used in this paper can be found at https://github.com/hyeonjeong1/cutnpeel.

In Section 2, we introduce some basic concepts. In Section 3, we formally define the problem of finding near bi-cliques in dynamic graphs. In Section 4, we present our proposed algorithm CutNPeel.
Note that Eq. (1) and Eq. (2) can be \( d = 2 \) \( \ldots \)
Recall that the three cost functions that should pursue. We also define cost functions that can be directly compared and eventually balance them. To this end, given a dynamic graph \( G \) and a set \( B \) of near bi-cliques in it, we consider the following three sets:

- **Exact bi-cliques** \( E \): the set of minimal exact bi-cliques that contain the near bi-cliques in \( B \). That is, \( E = \bigcup_{\tilde{B} \in B} \{ \tilde{B}_{j} \} \).
- **Missing edges** \( M \): the set of missing edges, which are included in exact bi-cliques in \( B \) but not in \( G \).
- **Remaining edges** \( R \): the set of remaining edges in \( G \) that do not belong to any near bi-clique in \( B \).

As illustrated in Figure 2, the bi-cliques in \( B \) may contain missing edges, and the near bi-cliques in \( B \) are obtained by simply removing the missing edges from each bi-clique in \( B \).

**Sub-goal 1. (Preciseness):** The members of a “good” set of near bi-cliques should be close to be exact bi-cliques. That is, the number of missing edges \( M \) contained in the bi-cliques in \( B \) should be minimized. To pursue preciseness, we aim to minimize Eq. (1), which corresponds to the number of bits to encode \( M \).

\[
\phi_{p}(M) = |M| \cdot L_e.
\]

where \( L_e = \log_2 |S| + \log_2 |D| + \log_2 |T| \) corresponds to the number of bits to encode one missing edge. We assume that the coordinate list (COO) format is used, and thus we list \( s, d \) and \( t \) to encode an edge \( e = (s, d, t) \). Additionally, we assume that \( \log_2 |S| \) bits are required to encode a member of a set \( S \).

**Sub-goal 2. (Exhaustiveness):** The members of a “good” set of near bi-cliques should cover a large portion of \( G \). Equivalently, the number of remaining edges \( R \) uncovered by any near bi-cliques in \( B \) should be minimized. To achieve exhaustiveness, we aim to minimize Eq. (2), i.e., the number of bits to encode \( R \).

\[
\phi_{E}(R) = |R| \cdot L_e.
\]

**Sub-goal 3. (Conciseness):** Note that Eq. (1) and Eq. (2) can be trivially minimized by enumerating all edges, which are \( 1 \times 1 \) bi-cliques, in \( G \). However, larger bi-cliques are more likely to be useful in applications mentioned in Section 1, so larger ones should be preferred over trivial ones in a “good” set of near bi-cliques. To design a cost function in bits, we note that larger bi-cliques can be used to encode the edges in them more concisely with fewer bits. Specifically, all edges in a bi-clique \( B_j \) where \( \tilde{I} = \tilde{S} \cup \tilde{D} \cup \tilde{T} \) can be encoded together by listing the objects that form it, requiring \( O(|\tilde{F}|) = O(|\tilde{S}| + |\tilde{D}| + |\tilde{T}|) \) bits, instead of \( O(|\tilde{S}| \cdot |\tilde{D}| \cdot |\tilde{T}|) \) bits for encoding each edge separately. This saving in bits increases as bi-cliques become larger, as formalized in Lemma 1.

**Lemma 1.** If a bi-clique \( B_j \) is strictly bigger\(^1\) than a bi-clique \( B_{j'} \), then the number of bits per edge is smaller in \( B_j \) than in \( B_{j'} \), i.e.,

\[
L_I(B_j) / |B_j| < L_I(B_{j'}) / |B_{j'}|.
\]

**Proof.** See Appendix A [37].

Based on this observation, we aim to minimize Eq. (4), which is the number of bits to encode the edges contained in the bi-cliques in \( B \), to pursue conciseness.

\[
\phi_{C}(B) = \sum_{B_j \in B} L_I(B_{j})
\]

where \( L_I(B_j) = (|\tilde{I}| + 1) \cdot \log_2 |\tilde{I}| \) is the number of bits for encoding all edges in a bi-clique \( B_j \).\(^2\) Note that in Eq. (4), edges that belong to multiple bi-cliques are encoded multiple times, increasing the cost. Thus, Eq. (4) penalizes highly-overlapped bi-cliques, aligning with our pursuit of conciseness.

**Total cost and the MDL principle:** Recall that the three cost functions (i.e., Eq. (1), Eq. (2), and Eq. (4)) are measured commonly in bits and thus directly comparable. Since \( B \), \( M \), and \( R \) together exactly describe the input dynamic graph \( G \), as shown in Figure 2, minimizing their sum aligns with the Minimum Description Length (MDL) principle [17]. Thus, the total cost for balancing our three sub-goals (i.e., preciseness, exhaustiveness, and conciseness) is defined as:

\[
\phi(B, G) := \phi_{p}(M) + \phi_{E}(R) + \phi_{C}(B),
\]

where \( \phi \) can be a function of \( B \) and \( G \) since \( B \), \( M \), and \( R \) are directly obtained from \( B \) and \( G \).

\(^1\)The number of object of each type in \( B_{j'} \) is greater than or equal to that in \( B_j \), and the number of object of a type in \( B_{j'} \) is strictly greater than that in \( B_j \).

\(^2\)Additional \( \log_2 |\tilde{I}| \) bits are used to encode the number of objects in \( B_j \).
3.2 Problem Definition

Using the quality measure in Eq. (5), we formalize our problem as:

**Problem 1** (Finding a Concise, Precise, and Exhaustive Set of Near Bi-Cliques in a Dynamic Graph),

(1) **Given:** a dynamic graph $G = (G^{(t)})_{t \in \mathcal{T}}$.
(2) **Find:** near bi-cliques $\hat{B}$
(3) **To minimize:** $\phi(\hat{B}, G)$.

### 4 PROPOSED ALGORITHM

In this section, we propose CutNPeel, a fast algorithm for finding a high-quality set of near bi-cliques in dynamic graphs. We first present its preliminary version Peel. Then, we present CutNPeel.

#### 4.1 Peel: Preliminary Algorithm

In this subsection, we present Peel, a preliminary version of our proposed algorithm CutNPeel. We provide an overview of Peel and then describe how it finds a single near bi-clique in detail. After that, we analyze its complexity and finally discuss its limitations.

#### 4.1.1 Overview (Algorithm 1). Peel repeatedly finds near bi-cliques one by one using a top-down search called PeelOne (line 3). Specifically, PeelOne returns objects $\tilde{I}$, and the near bi-clique $\hat{G}_j$ formed by them in the original input graph $G$ is added to the output set $\hat{B}$ (line 6). Whenever Peel finds a near bi-clique, the edges in it are removed from the input graph to prevent Peel from finding the same near bi-clique (line 7), and we use $G'$ to denote the dynamic graph with the remaining edges. Peel stops searching when $\text{Saving}(\tilde{I}, G')$ in Eq. (6) is zero or negative for found objects $\tilde{I}$ (lines 4-5) and returns $\hat{B}$ as the final output (line 8).

$$\text{Saving}(\tilde{I}, G') := \phi(\emptyset, G') - \phi(\hat{G}_j, G'),$$

(6)

where $\phi(\emptyset, G')$ is the total cost $\phi(\hat{B}, G)$ when $\hat{B} = \emptyset$ and $G = G'$; and $\phi(\hat{G}_j, G')$ is that when $\hat{B} = \{\hat{G}_j\}$ and $G = G'$. We use $\text{Saving}(\tilde{I}, G')$ in Eq. (6) to approximate $\phi(\hat{B}, G) - \phi(\hat{B} \cup \{\hat{G}_j\}, G)$, i.e., the amount of saving in the total cost due to a new near bi-clique $\hat{G}_j$. $\text{Saving}(\tilde{I}, G')$ can be computed in $O(1)$ time, as shown in Lemma 2, while providing a preciseness guarantee in Theorem 1.

**Lemma 2.** Given the numbers of objects of each type and edges in $G'$ and $\hat{G}_j$, $\text{Saving}(\tilde{I}, G')$ can be computed in $O(1)$ time.

**Proof.** If $\tilde{I} = \tilde{S} \cup \tilde{D} \cup \tilde{T}$ where $\tilde{S} \subseteq S, \tilde{D} \subseteq D$, and $\tilde{T} \subseteq T$, then Eqs. (1)-(6) apply Eq. (7), where every term is given.

$$\text{Saving}(\tilde{I}, G') = (2 |E_j'| - |\tilde{S}| |\tilde{D}| + |\tilde{T}|) L_{e_\perp}^{-1} (|\tilde{I}| + 1) \log_2 |\tilde{I}|.$$  (7)

**Theorem 1 (Preciseness of Peel).** The density of every near bi-clique $\hat{G}_j \in \hat{B}$ obtained by Algorithm 1 is greater than 0.5, i.e.,

$$|E_j'| / |B_j| > 0.5.$$  (8)

**Proof.** By lines 4 and 5 of Algorithm 1, Eq. (9) holds.

$$\text{Saving}(\tilde{I}, G') > 0, \forall \hat{G}_j \in \hat{B}.$$  (9)

Eq. (7), Eq. (9), and $|E_j'| \geq |E_j'|$ imply Eq. (8).

#### 4.1.2 Finding one near bi-clique (Algorithm 2).

We describe PeelOne, which is a subroutine of Peel for finding a single near bi-clique. Starting from the set $I$ of all objects in $G'$ (line 1), PeelOne repeatedly removes an object (line 6) until an empty set is left. When choosing the object to be removed, PeelOne chooses one with the sparsest connectivity for a near bi-clique to remain. Specifically, it chooses an object $i \in I$ that minimizes $\rho(\tilde{I}, i)$ in Eq. (10) (line 5).

$$\rho(\tilde{I}, i) := \frac{|E_j| - |E_{j\backslash\{i\}}|}{|B_j| - |B_{j\backslash\{i\}}|}.$$  (10)

where $|B_j| - |B_{j\backslash\{i\}}|$ is the number of potential edges adjacent to $i$, and $|E_j| - |E_{j\backslash\{i\}}|$ is the number of existing edges among them. As the set $\tilde{I}$ of remaining objects changes, CutNPeel tracks $\text{Saving}(\tilde{I}, G')$ in Eq. (6) (lines 3-4). Lastly, as its final output, PeelOne returns $\hat{I}$ when $\text{Saving}(\tilde{I}, G')$ is maximized (lines 7-8).

#### 4.1.3 Relation with [38]. Peel is based on the top-down greedy search framework [38], which is originally designed for detecting dense tensors (i.e., multi-dimensional arrays). Peel uses the novel selection functions in Eq. (6) and Eq. (10), instead of those suggested in [38], and this change significantly improves the quality of detected near bi-cliques, as shown empirically in Section 5.2 and Appendix D [37] (compare the relative cost of M-Zoom [38] in Figure 3 and that of Peel in Figure 6a in [37]). Specifically, the selection functions suggested in [38] do not guarantee Eq. (8), and empirically, using them gives near bi-cliques that lack preciseness (see Figure 4 in Section 5.2).

For example, $|E_j'| / |I|$ and $|E_j'| / |B_j|^{1/4}$.
4.1.4 Complexity. We present the time and space complexities of 
Peel in Theorems 2 and 3. For simplicity, we assume $|I| = O(|E|)$.

**Theorem 2** (Time Complexity of Peel). The time complexity of Algorithm 1 is $O(|E|^2 \cdot \log |I|)$.

**Proof.** Eq. (7) and Eq. (9) imply $|E_j| \leq |E|$. This
and $\sum_{j \in B} |E_j| \leq |E|$ imply $|B| \leq |E|$. That is, the number of
detected near bi-cliques is at most $|E|$. From Lemma 2 and the
aforementioned connection with [38], it can be shown that finding
one near bi-clique takes $O(|E| \cdot \log |I|)$ time (see Theorem 1 of
[38]). Thus, the total time complexity is $O(|E|^2 \cdot \log |I|)$. □

**Theorem 3** (Space Complexity of Peel). The space complexity of
Algorithm 1 is $O(|E| \cdot \log |I|)$.

**Proof.** Eq. (7) and Eq. (9) imply Eq. (11).

\[
|E_j| - \Delta > (|B_j| - |E_j|) - \Delta + (|I|+1) \cdot \log_2 |I|, \quad \forall G_j \in \tilde{B}, \quad (11)
\]

where the right hand side upper bounds the number of bits required
for storing $G_j$, Eq.(11) and $\sum_{j \in B} |E_j| \leq |E|$ imply that storing
the output $\tilde{B}$ requires $O(|E| \cdot \Delta) = O(|E| \cdot \log |I|)$ bits. Additionally,
storing $G$ and $G'$ requires $O(|E| \cdot \log |I|)$ bits, and storing $\{i, j\} \in I$ in
Algorithm 2 requires $O(|I| \cdot \log |I|)$ bits. Thus, the total space complexity is $O(|E| \cdot \log |I|)$. □

4.1.5 Limitations. Finding a large number of near bi-cliques using
Peel suffers from high computational cost since Peel needs to
access all remaining edges (i.e., $E'$) to detect each near bi-clique.
Moreover, Peel often fails to detect bi-cliques formed by objects
whose connectivity outside the bi-cliques are sparse. This is because
such objects are likely to be removed in the early stage of PeelOne,
which prioritizes objects with dense connectivity.

4.2 CutNPeel: Proposed Algorithm

In this subsection, we present CutNPeel, our proposed algorithm
for Problem 1. We first discuss the main ideas behind CutNPeel.
Then, we present an outline of CutNPeel. After that, we describe
its components in detail. Lastly, we compare it with Peel.

4.2.1 Main ideas. In order to address the two aforementioned
limitations of Peel, CutNPeel first partitions the input dynamic graph
and then finds near bi-cliques within each partition. Partitioning reduces
the search space, and as a result, it reduces the compu-
tational cost for finding each near bi-clique. Partitioning is also
helpful to detect bi-cliques formed by objects with sparse global
connectivity (i.e., sparse connectivity outside the bi-cliques). This is
because CutNPeel prioritizes objects based on their connectivity
within partitions, instead of their global connectivity. By reducing
the search space, partitioning may also have a harmful impact on
search accuracy. In order to minimize such a harmful impact, Cut-
NPeel uses adaptive re-partitioning while employing randomness.

4.2.2 Overview (Algorithm 3). Given an input dynamic graph $G$, the
maximum number of iteration $T$, and the threshold decrement rate $\alpha$,
CutNPeel returns near bi-cliques $\tilde{B} \subseteq G$. As in Peel, CutNPeel
starts a search from $G$ (line 1), and as it detects near bi-cliques,
removes the edges belonging to the near bi-cliques from $G'$ (lines 15
and 16), where $G'$ denotes the graph with remaining edges. At
each iteration, CutNPeel partitions $G'$ into subgraphs based on
an object set $V \in \{S, D, T\}$ using Cut (line 6), which is described
in detail later. Cut employs randomness so that different partitions
are obtained at different iterations. Within each partition $G'_k$,
CutNPeel repeatedly detects near bi-cliques using PeelOne (line 9)
as in Peel. Since the current partitions may not be ideal, PeelOne
stops finding near bi-cliques within a partition if $\text{Saving}(\tilde{I}, G'_k)$
in Eq. (6) is less than a threshold $\theta(t)$ for a found near bi-clique
$G_j$ (lines 10-12). CutNPeel terminates (line 19) if $\theta(t)$ reaches 0
(line 17) or the number of iterations reaches $T$.

4.2.3 Adaptive thresholding. The threshold $\theta(t)$ decreases adap-
tively as iterations proceed. Specifically, the threshold $\theta(t+1)$
at the $(t+1)$-th iteration is set to $\alpha \in (0, 1)$ of the maximum
$\text{Saving}(\tilde{I}, G'_k)$ value, among those less than $\theta(t)$, at the t-th
iteration. The threshold balances exploration and exploitation. Specifi-
cally, in early iterations, CutNPeel puts more emphasis on explo-
ration (i.e., exploring near bi-cliques in partitions in later iterations)
by accepting near bi-cliques under strict conditions (i.e., with large
$\theta(t)$). In later iterations, it puts more emphasis on exploitation
(i.e., finding near bi-cliques in current partitions) by accepting near
bi-cliques under lenient conditions (i.e., with small $\theta(t)$).

4.2.4 Cut for partitioning (Algorithm 4). Below, we propose Cut,
a dynamic-graph partitioning algorithm used by CutNPeel. When
designing Cut, we pursue the following goals:

- **G1. Speed**: Cut should be fast since it is performed repeatedly.

**Algorithm 3: Overview of CutNPeel**

**Input:**
1. dynamic graph $G$ with objects $I = S \cup D \cup T$ and edges $E$
2. maximum number of iterations $T (\geq 1)$
3. threshold decrement rate $\alpha (\in (0, 1))$

**Output:** near bi-cliques $\tilde{B}$

1. initialize $G'$ with objects $I$ and edges $E' = E$
2. $\theta(1) \leftarrow \infty$
3. for $t = 1, \ldots, T$ do
4. $\theta(t+1) \leftarrow 0$
5. for each object set $V \in \{S, D, T\}$ do
6. $\text{Save}(G'_t) \leftarrow \text{Cut}(G'_t, V)$ ▶ Algorithm 4
7. for each partition
8. $G'_k = (I - V \cup V(k), E'_k) \in \cup_i \{G'_i\}$ do
9. while true do
10. \quad $\tilde{I} \leftarrow \text{PeelOne}(G'_k)$ ▶ Algorithm 2
11. if $\text{Saving}(\tilde{I}, G'_k) < \theta(t)$ then
12. \quad $\theta(t+1) \leftarrow \max(\text{Saving}(\tilde{I}, G'_k) \cdot \alpha, \theta(t+1))$
13. \quad break the while loop
14. else
15. \quad $\tilde{B} \leftarrow \tilde{B} \cup \{G'_k\}$
16. \quad $E'_k \leftarrow E'_k - E_j$
17. if $\theta(t+1) = 0$ then
18. \quad break
19. return $\tilde{B}$
G2. Locality: **Cut** should locate each near bi-clique inside a partition, to make it detectable, rather than splitting it into partitions.

G3. Randomness: **Cut** should employ randomness so that more possibilities can be explored by repeatedly performing it.

Cut partitions a given dynamic graph $\hat{G}$ based on a given object set $V \in \{S, D, T\}$. It first generates a uniform random 1-to-1 function $h: I \rightarrow \{1, \ldots, |I|\}$ for the set $I$ of all objects (line 1), bringing randomness for G3. Using the function $h$, we compute a function $f: V \rightarrow \mathbb{Z}_{\geq 0}$ (lines 2-5), based on which $V$ is partitioned (line 6). Specifically, for each object $v \in V$, $f(v)$ is defined as:

$$f(v) = \min_{e \in E'_{\hat{G}_I(v)}} \{g_\hat{G}(e) = (s, d, i) \}$$

where $E'_{\hat{G}_I(v)}$ is the set of edges adjacent to $v$ and

$$g_\hat{G}(e) = (s, d, i) = \begin{cases} h(d) \cdot |I| + h(t) & \text{if } v = s \\ h(t) \cdot |I| + h(s) & \text{if } v = d \\ h(s) \cdot |I| + h(d) & \text{if } v = t. \end{cases}$$

Our design of $f(\cdot)$ is inspired by min-hashing [6], and two objects in $V$ are more likely to have the same $f(\cdot)$ value as their connectivity to other objects are more similar. That is, Cut pursues G2 by making objects with similar connectivity be likely to belong to the same partition. Lastly, edges in $\hat{G}$ are partitioned according to the partitions of their incident objects in $V$ (lines 7 and 8).

Regarding G1, **Cut** takes linear time as formalized in Theorem 4.

Theorem 4 (Time Complexity of Cut). The time complexity of Algorithm 4 is $O(|I| + |E'|)$.

Proof. Generating $h(i)$ for all $i \in I$ takes $O(|I|)$ time. Computing $f(v)$ for all $v \in V$ takes $O(|V| + |E'|)$, as in **Peel**. Partitioning $V$ takes $O(|V|)$, and $\hat{E}$ takes $O(|I| + |E'|)$ time. Hence, it takes $O(|I| + |E'|)$ time in total. $\square$

Comparison with **Peel**: Below, we assume $|I| = O(|E|)$ for ease of explanation. For each near bi-clique, **CutNPeel** needs to access only the remaining edges within a partition (e.g., $E'_{\hat{G}_I(v)}$), while **Peel** needs to access all remaining edges (i.e., $E'$). However, a partition can be as large as the entire dynamic graph. Thus, the worst-case time complexity of **CutNPeel** is $O(|E'|^2 \cdot \log |I|)$, as in **Peel**, if we assume $T = O(|E| \cdot \log |I|)$ so that performing **Cut** takes $O(T(|I| + |E'|)) = O(|E'|^2 \cdot \log |I|)$ time. Compared to **Peel**, **CutNPeel** additionally stores $h(i)$ for all $i \in I$ and $f(v)$ for all $v \in V$, which takes only $O(|I|) = O(|E|)$ space. Regarding preciseness, Eq. (8) still holds for every near bi-clique $\hat{G}_I$ from **CutNPeel**.

Empirically, however, **CutNPeel** scales near linearly with the size of the input dynamic graph, as shown experimentally in Section 5.3. Moreover, as shown in Appendix D [37], **CutNPeel** detects better near bi-cliques faster than **Peel**.

5 EXPERIMENTS

In this section, we review our experiments to answer Q1-Q3.

- **Q1. Search Quality & Speed**: How rapid is **CutNPeel**? Are identified near bi-cliques precise, exhaustive, and concise?

- **Q2. Scalability**: How does the running time of **CutNPeel** scale with respect to the size of the input graph?

- **Q3. Application 1 - Compression**: How concisely can we represent dynamic graphs using the outputs of **CutNPeel**?

5.1 Experiment Specifications

Machines: We used a machine with a 3.8GHz AMD Ryzen 3900X CPU and 128GB RAM for the scalability test in Section 5.3 and a machine with a 3.7GHz i9-10900K CPU and 64GB RAM for the others.

Datasets: We used six real-world dynamic graph datasets that are briefly described in Table 2.

Competitors and parameters: We implemented **CutNPeel** in Java and set $T = 80$ and $\alpha = 0.8$ unless otherwise stated. We compared **CutNPeel** with four competitors: **TimeCrunch** [35], **Com2** [3], **M-Zoom** [38], and **D-Cube** [40]. For the competitors, we used the official implementations provided by the authors, which are in Java (**M-Zoom** and **D-Cube**) or MATLAB (**TimeCrunch**). For **TimeCrunch**, we used the step-wise heuristic, which performed best in [35], and excluded chunk subgraphs, which cannot be considered as bi-cliques, from its outputs. For **D-Cube**, we set $\theta = 1$, which performed best in [40]. For **M-Zoom** and **D-Cube**, we used the density function that minimized the cost function $\phi(\hat{B}, \hat{G})$ on each dataset. For all competitors, we report the results at the iteration when the cost function $\phi(\hat{B}, \hat{G})$ was minimized.

5.2 Q1. Search Quality & Speed

In this subsection, we compare the considered algorithms in terms of speed and the quality of output near bi-cliques.

Evaluation metric: For the quality, we use the total cost $\phi(\hat{B}, \hat{G})$ relative to the encoding cost of the input dynamic graph, i.e.,

$$\text{Relative Cost}(\hat{B}, \hat{G}) = \frac{\phi(\hat{B}, \hat{G})}{|E| \cdot L_e}. \quad (13)$$

where the denominator is the number of bits to individually encode every edge in the input graph $G$. Since the denominator is a constant for a given $G$, Eq. (13) is proportional to the total cost $\phi(\hat{B}, \hat{G})$. Thus,

| Name   | Description                        | # of Objects | # of Edges |
|--------|------------------------------------|-------------|------------|
| Enron  | sender / receiver / time [week]    | 140 / 144 / 128 | 11,568     |
| Darpa  | Src IP /Dst IP / time [day]        | 9,484 / 23,398 / 57 | 140,069    |
| DDoS   | Src IP / Dst IP / time [second]    | 9,312 / 9,326 / 3,954 | 22,844,324 |
| DBLP   | author / venue / time [year]       | 418,256 / 3,566 / 49 | 1,325,416   |
| YelP   | user / business / time [month]     | 552,339 / 77,679 / 134 | 2,214,201   |
| Weepaces | user / place / time [month]       | 15,793 / 971,308 / 92 | 3,970,922   |
In the supplementary document [37], we re-

dial much smaller than the number of edges in the input graph.

For example, the near bi-cliques detected by

as explained in Section 3.1, the lower Eq. (13) is, the more concise,

The relative cost in Eq. (13) is the ratio of the number of bits for

5.4 Q3. Application: Compression

In this subsection, we show a successful application of CutNPeel

to lossless graph compression. We consider Com2 and TimeCrunch

Deterministic analysis: In a new experiment, we divide the relative cost in Eq. (13)

The number of near bi-cliques detected by CutNPeel is tractable and much smaller than the number of edges.

as seen in Figure 3, CutNPeel gave near bi-cliques with the highest quality in all considered datasets.

Specifically, the near bi-cliques detected by CutNPeel had up to

better quality in terms of the relative cost. Moreover, Cut-

NPeel was up to 68.8x faster than TimeCrunch, which detected

neighb-ric bi-cliques with the second highest quality in most cases.

Detailed analysis: In Figure 5, we divide the relative cost in Eq. (13)

into three portions related to preciseness (i.e., \( \phi_P(M) \) in Eq. (1)),

exhaustiveness (i.e., \( \phi_E(R) \) in Eq. (2)), and conciseness (i.e., \( \phi_C(B) \)

in Eq. (4)), respectively. The total cost was lowest in CutNPeel, and the near bi-cliques detected by it were especially superior in exhaustiveness and preciseness. While \( \phi_C(B) \) in CutNPeel was relatively high with many near bi-cliques, individual near bi-cliques detected by CutNPeel were precise with few missing edges, as shown in Figure 4, where we compare the size and preciseness of the near bi-cliques detected by the considered algorithms. Noticeably, the near bi-cliques detected by CutNPeel are precise with extremely small ratios of missing edges, and their count is tractable and especially much smaller than the number of edges in the input graph. M-Zoom and D-Cube tended to detect fewer larger subgraphs with higher ratios of missing edges than the other algorithms.

5.3 Q2. Scalability

In this subsection, we test the scalability of CutNPeel. To this end, we created Erdős-Rényi random graphs with various sizes and measured the running time of CutNPeel on them. The number of objects of each type was 0.1% of the number of edges, and the largest graph had \( 2^{27} = 134,217,728 \) edges. As seen in Figure 1b in

Section 1, the running time of CutNPeel scaled near linearly with the number of edges and objects in the input dynamic graph.

5.4 Q3. Application: Compression

In this subsection, we show a successful application of CutNPeel to lossless graph compression. We consider Com2 and TimeCrunch as competitors, which are, to the best of our knowledge, the only lossless compression methods for the entire history (rather than the current snapshot [21]) of a dynamic graph.

The relative cost in Eq. (13) is the ratio of the number of bits for encoding the input graph losslessly using near bi-cliques and the number of bits for encoding each edge separately. Thus, it can naturally be interpreted as the compression rate. Alternatively, the input graph can be encoded using near bi-cliques as suggested in [3], and the compression rate can be computed accordingly. Thus, we measured it and Eq. (13) for all considered methods. Additionally, for TimeCrunch, we measured the compression rate in [35], which is based on an encoding method not applicable to the others.

As seen in Table 3, CutNPeel achieved the best compression in all considered datasets. Specifically, CutNPeel achieved up to 64.9% better compression rates than the second best method.

Extra experiments: In the supplementary document [37], we review extra experiments for Q4-Q6:

• Q4. Ablation Study: How much do adaptive thresholds and partitioning contribute to the performance of CutNPeel?

• Q5. Parameter Analysis: How do the decrement rate \( \alpha \) and the iteration number \( \tau \) affect the performance of CutNPeel?

• Q6. Application 2 - Pattern Discovery: What interesting patterns does CutNPeel detect in real-world data?
Considerable attention has been paid to near (bi-)cliques, which are not a subset of any other clique, has been extensively studied [2, 9, 12, 14, 20, 26, 27, 33, 43]. The problem of enumerating all maximal (bi-)cliques was shown to be NP-hard [13, 31].

\section{Finding (near) (bi-)cliques in static graphs}

Below, we focus on finding dense subgraphs in static graphs.

\textbf{Enumerating exact (bi-)cliques:} Finding (bi-)cliques (i.e., complete subgraphs), especially enumerating all maximal (bi-)cliques, which are not a subset of any other clique, has been extensively studied [2, 9, 12, 14, 20, 26, 27, 33, 43]. The problem of enumerating all maximal (bi-)cliques was shown to be NP-hard [13, 31].

\textbf{Enumerating near (bi-)cliques:} Considerable attention has been paid to near (bi-)cliques with constraints on minimum degree [5], edge density [1, 45], and diameter [4, 32]. Notably, \(k\)-cores [5] for all \(k\) can be found in linear time [5], while enumerating (maximal) quasi-cliques [45], (maximal) \(k\)-clubs [32], or (maximal) \(k\)-plexes [28, 48] is NP-hard. Similarly, near bi-cliques include a subgraph where (a) every node in one node set is adjacent to at least \((1 - \epsilon)\) of the nodes in the other node set [29], (b) every node in both node sets is adjacent to at least \((1 - \epsilon)\) of the nodes in the counterpart node set [7], and (c) every node in both node sets is not adjacent to at most \(\epsilon\) nodes in the counterpart node set [41]. Regardless of the definitions, enumerating (maximal) near bi-cliques is NP-hard since their number can be exponential in the number of nodes.

\textbf{Finding a partial set of near (bi-)cliques:} There also have been extensive studies on finding one or a predefined number of near (bi-)cliques. A representative example is to find a subgraph that maximizes average degree [8, 16, 19] or the ratio between the number of contained (bi-)cliques and the number of nodes [30, 42]. \(\text{VoG} [22] \) searches for a partial set of near (bi-)cliques and chain subgraphs by which the input graph is summarized.

\section{Finding near bi-cliques in dynamic graphs}

Below, we focus on finding dense subgraphs and their occurrences over time in dynamic graphs.

\textbf{Finding a predefined number of near bi-cliques:} Shin et al. [38, 40] and Jiang et al. [18] studied the problem of finding a given number of dense subtensors [18, 38, 40] in a tensor (i.e., a multi-dimensional array). For example, starting from the entire tensor, \(\text{M-Zoom} [38]\) and \(\text{D-Cube} [40]\) greedily remove entries so that one of the proposed density measures is minimized. Since a dynamic graph is naturally expressed as a 3-way tensor, the above algorithms can be used for identifying dense subgraphs in a dynamic graph.

\section{Related Work}

In this section, we review studies of finding dense (near) (bi-)cliques in static and dynamic graphs.

\textbf{Enumerating exact (bi-)cliques:} The lower, the more exhaustive; the lower, the more precise; the lower, the more concise.

\textbf{Enumerating near (bi-)cliques:} The lower, the more concise.

\section{Conclusion}

In this work, we consider the problem of finding a concise, precise, and exhaustive set of near bi-cliques in a dynamic graph. We formulate the problem as an optimization problem whose objective combines the three aspects (i.e., conciseness, preciseness, and exhaustiveness) in a systematic way based on the MDL principle. Our algorithmic contribution is to design \(\text{CutNPeel}\) for the problem. Compared to a widely-used top-down greedy search, \(\text{CutNPeel}\) reduces the search space and at the same time improves search accuracy, through a novel adaptive re-partitioning scheme. We summarize the strengths of \(\text{CutNPeel}\) as follows:

- **High Quality:** Compared to its best competitors, \(\text{CutNPeel}\) finds near bi-cliques of up to 51.2\% better quality (Figures 3-4).
- **Speed:** \(\text{CutNPeel}\) is up to 68.8x faster than the competitor with the second best quality (Figure 3).
- **Scalability:** \(\text{CutNPeel}\) scales to graphs with up to 134 million edges, near-linearly with the size of the input graph (Figure 1b).
- **Applicability:** Using \(\text{CutNPeel}\), we achieve up to 64.9\% better compression than the best competitor (Table 3), and we spot interesting patterns (e.g., relevant conferences in Figure 1c).
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\begin{table}[h]
\centering
\caption{\textbf{CutNPeel} consistently achieved the best lossless compression. o.o.t.: out of time (> 6 hours). See Appendix C [37] for full results with standard deviations.}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
Metric & Method & Compression Rates in % & Enron & Darpa & DDoS & DBLP & Yelp & Weeplaces \\
\hline
\hline
\text{Eq. (13)} & \text{CutNPeel} & 52.5 & 32.3 & 13.1 & 53.7 & 77.1 & 55.9 & o.o.t. \\
TimeCrunch & 87.7 & 37.2 & 31.5 & 74.2 & 100.6 & o.o.t. & o.o.t. & o.o.t. \\
Com2 & 95.5 & 100 & o.o.t. & 99.9 & o.o.t. & o.o.t. & o.o.t. & o.o.t. \\
\hline
\text{[35]} & \text{CutNPeel} & 48.3 & 27.1 & 8.0 & 52.4 & 78.0 & 52.4 & o.o.t. \\
TimeCrunch & 79.3 & 34.6 & 22.8 & 63.9 & 100.2 & o.o.t. & o.o.t. & o.o.t. \\
Com2 & 58.3 & 202.8 & o.o.t. & 57.5 & o.o.t. & o.o.t. & o.o.t. & o.o.t. \\
\hline
\end{tabular}
\end{table}
