Big data cloud platform server load balancing algorithm based on improved chaotic partition algorithm
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Abstract. Due to the heterogeneity of big data cloud platform and the uneven distribution of data between cloud servers, when cloud server cluster processes a large number of tasks, the node load is often uneven. To solve this problem, a load balancing algorithm based on improved chaotic partition algorithm for big data cloud platform server is proposed. According to the statistics of the average resource consumption of various services provided by the cluster, combined with the running time and resource occupation of tasks on the server, the total remaining task load of the server at a certain time point is predicted, so as to obtain the actual task load status of the node, and correct the task load in time. Experiments show that the load balancing algorithm of big data cloud platform server based on improved chaotic partition algorithm can effectively balance the load of multi task heterogeneous cloud servers, and has high feasibility. Then, based on this improved load balancing algorithm, we can also extend it to the application of multi-objective algorithm, such as robot path planning, target allocation scheduling algorithm and so on. There will be similar and reasonable performance compared with the same period last year.
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1. Introduction

Cloud computing, as the core technology of big data, combines traditional computer technologies such as grid computing, distributed computing, parallel computing, network storage, virtualization, load balancing and other traditional computer technologies with network technology. Cloud service adopts distributed storage mode, and data is no longer stored on a single machine or server, but stored on multiple machines on a group of cloud servers[1]. Through the cloud computing platform, the hardware equipment of cluster server is integrated together to provide external data storage and business access functions, which greatly improves the data processing ability of the system, with good scalability and easy management and maintenance. In cloud server cluster, due to the heterogeneity of
software environment and the imbalance of data between servers, a large number of tasks are often needed to process, resulting in unbalanced load of nodes and affecting the quality of service[2]. Generally, both the wheeled load balancing algorithm and the weighted wheeled load balancing algorithm allocate the task with fixed probability without considering the network and server state information[3]. The dynamic load balancing algorithm is used to allocate tasks and obtain the load status information of network or server in real time, including minimum connection, minimum weight, minimum location connection, repeated connection, etc. Based on the improved chaotic partition algorithm, the number of current connections of each server is calculated when each request is allocated, and the request is assigned to the server with the least number of links. Long term operation, the node load can not be adjusted in time, resulting in system tilt, affecting the balance effect. Through the comprehensive analysis of node performance, a node selection method based on load weighting is proposed, and the load distribution probability is introduced on this basis. The disadvantage is that the resources required by computing tasks are inconsistent, and it is difficult for nodes to use a single resource.

In the multi-objective chaotic partition algorithm, Multi mobile robot cooperative detection of multiple target positions is a common form of multi mobile robot cooperative detection environment, such as multiple military robots cooperative reconnaissance of multiple military sites, multiple space robots collecting spatial feature data of multiple observation points and other applications will involve this form of task planning. Similar problems are multi traveling salesman problem (MTSP) and multi vehicle routing problem (VRP), but the algorithms of these two kinds of problems cannot be directly used to solve multi robot systems.

The main reason is that the dynamic uncertainty of the robot working environment requires the system to adjust the task planning in real time, and the computational complexity of the planning algorithm should be as low as possible. In addition, the vehicle computing capacity of robot system is usually very limited, which is not enough to quickly execute complex planning program to achieve real-time task planning. Therefore, it is necessary to study the task planning method which can meet the needs of multi mobile robot system. Cooperative detection of multiple target positions by multiple mobile robots.

2. Big data cloud platform server load balancing algorithm

2.1. Data scheduling and processing method of big data cloud platform server

![Cloud platform server data scheduling model](image)

For the dynamic load balancing algorithm of big data cloud platform server, it is generally necessary to dynamically feed back the server's load information to the front-end task scheduler as the basis for task scheduling[4]. However, a complete dynamic load balancing algorithm needs to solve the following problems: how to receive user requests, how to dynamically feed back load information to the front-end task scheduler, and how to judge the load status, How to select the target server, how to deal with node overload and so on. On this basis, a centralized task scheduling strategy is proposed, that is, nodes monitor their own load information, regularly feed back information to front-end dispatchers, use the improved chaotic partition algorithm to judge the node load, realize effective dynamic alarm when the node load is too large, and classify the task requests, match different types of requests with specific server groups[5]. The weighted ratio of the working capacity and the real-time
load value of the node determines the forwarding target of the task request, and regularly maintains the node information in the server group. This chart shows a dynamic load balancing algorithm for an improved application model.

In terms of load information collection, distributed load information collection is more challenging than centralized load information collection. Due to the centralized collection mode, the load scheduler often actively queries the load information, and the workload of these load schedulers has become a bottleneck of system performance[6]. Among them, the distributed method entrusts the collection of load information to the server nodes, so that they can monitor their own load information in the cluster in real time, and only periodically feed back the information to the front-end task scheduler. The real-time performance of the system is ensured, and the overload information is timely fed back to the front-end dispatcher in case of node overload. In addition, the workload of overload scheduler can be reduced. This paper classifies service requests to match specific types of requests with server groups, so as to reduce the repeated caching of the same content on multiple servers, improve the cache hit rate of servers, shorten the response time of requests, and improve the system throughput[7]. According to the collection strategy of load information and the judgment of load status, how to select the target server is discussed. According to the selection strategy of the target server, after receiving the new task request, the front-end scheduler first determines the type of the task request, then matches with the corresponding server group, and then determines the forwarding probability according to the current load weighting ratio of each node in the corresponding server group. When the load proportion value of wi node is 0, the expression of weight value Pi is calculated according to the load proportion value of wi,

\[
p_i = (1 - \omega_i) / \sum_{i=0}^{n-1} (1 - \omega_i)
\]

that is, the probability value of the current task request being forwarded to I

\[
p_i = (1 - \omega_i) / \sum_{i=0}^{n-1} (1 - \omega_i)
\]

In this way, we can reduce the number of requests in a server, reduce the number of requests in a server, and reduce the number of requests in the same server[8]. Because the system can process more user requests per unit time, the overall performance of the server cluster has been improved. Compared with the traditional greedy strategy or other strategies of tracking server load information, this balancing strategy based on probability weighted forwarding obtains better load balancing degree based on the advantages of tracking server load information strategy, and improves the server cache hit rate by classifying requests. In this way, we can expect to achieve a certain balance in the degree of load balancing and system performance.

2.2. Network load balancing algorithm based on improved chaotic partition

According to resource consumption, such as CPU, memory and network bandwidth, tasks can be divided into three types: computing task preference, network task preference, computing task preference and network task preference. Obviously, in the software and hardware environment, the same task request, the same CPU time, the same memory consumption, the same network transmission capacity [9]. When the memory resources are enough to meet the task execution, the time required to complete the task is usually only related to CPU and network resources.

Therefore, this paper assumes that the server has sufficient memory resources, LCPU represents the total traffic generated by the CPU in the process of task completion, LUL and LDL represent the traffic generated in the process of CPU resource upload and download respectively. Based on the above parameter setting, the system flow generated after task J starts is calculated according to Formula (2):
In Formula (2), \( t_{\text{begin}} \) and \( t_{\text{end}} \) respectively represent task start time and end time, \( CPU_P(j) \) represents CPU traffic consumption per unit time under task \( j \), \( UL_P(j) \) and \( DL_P(j) \) represent traffic consumption per unit time during CPU resource upload and download under task \( j \), and \( p \) represents CPU traffic control coefficient.

In order to ensure that the new tasks assigned to the server can get enough system resources, the algorithm aims to achieve the maximum load value between the servers. Cloud server cluster contains load servers, denoted as \( S \), i.e., \( S = \{S_1, S_2, \ldots, S_n\} \), each node of cloud server is denoted as \( C = \{C(S_1), C(S_2), \ldots, C(S_n)\} \). Taking the \( j \)-th server as an example, the load balance recorded at time \( T \) is calculated as follows:

\[
S(j) \in S \\
G_{CPU}^*(S(j), t) = \max \left( \sum_{C(S_i)} G_{CPU}^* \right. \\
\left. \left( S_i \in S, t \right) \right)
\]

2.3. Implementation of server load balancing in big data cloud platform

The big data cloud platform server load balancing algorithm realizes the load balancing when the cluster system is transparent to users. In addition to focusing on how to handle the request, users also focus on whether they can respond to the request as soon as possible and when they can receive the response [12]. When processing task requests, server-side requirements will not lead to server overload or affect server performance. Generally speaking, the factors that affect server operation include CPU utilization, task queue length, processing speed, network utilization, number of processes, etc.

Set the CPU task queue length as \( L \), and calculate the sum of server utilization \( Q \) of all tasks by using the network server utilization \( q_i \) corresponding to the current task \( J \). The formula is as follows:

\[
Q = \sum_{j=1}^{n} q_j \cdot L, \quad 0 \leq q_j \leq Q
\]

Using the server task scheduling strategy, when the node server processing tasks and load capacity reach the maximum match, the load evaluation module mainly completes two functions: comprehensive load ratio calculation and judge the load state of the server. The load query module can obtain the maximum working capacity of CPU memory, disk I/O utilization, and current network bandwidth. The 10,000 steps are load state assessment. In the load assessment module, load calculation and load state are unified. When NodeServer allocated \( n \) tasks to \( M \) NodeServer, the resource demand and energy consumption were separated. The specific algorithm was as follows:

\[
G(N) = \frac{\sum_{C(S)} B(S) + \sum_{C(S)} F(S)}{Q}
\]

\[
E(N) = \frac{\sum_{C(S)} E(S) + \sum_{C(S)} F(S)}{Q}
\]
Where: G (N) represents the total amount of resources required when N tasks are allocated to M node servers; E (N) is the total energy of the server of the big data cloud platform; B (S) refers to the computing capacity of S servers on the big data cloud platform; E(S) Energy consumption of S servers as a big data cloud platform; F(S) refers to the abnormal loss of S servers on the big data cloud platform.

3. Analysis of experimental results
In order to verify the rationality of the big data cloud platform server load balancing algorithm, experiments were carried out with two clients and three servers. Load balancing system environment is Windows XP system and MRTG traffic monitoring software installed in the load balancer and SNMP collection server running in the server load distribution program. Each server runs a program that communicates with the load balancer. The CPU utilization rate, network utilization rate, memory utilization rate and other parameters are collected as the test performance indicators. The software environment for this experiment is shown in the table below.

| Name                      | Parameter          |
|---------------------------|--------------------|
| Operating system          | -                  |
| Development tool          | Win XP             |
| Development language      | Visual Studio.NET.3.5 |
| System operating environment | C++/JAVA          |
| Browser                   | 360 browser /EI browser |
| Performance monitoring software | MARTG         |

From the idea of minimum connection scheduling algorithm, when a task is assigned to a server, it needs to meet a condition, that is, the connection established by the server keeps a certain ratio with the current connection of the server. However, through analysis, we can find that the connection number of a server can only be used to approximate the load of the server, but can not accurately represent the current load value of the server. If the connection number of a server is very large at this time, it will lead to the accumulation of connection number due to the decrease of processing capacity. Therefore, reassigning new tasks to the server will increase the server's load This is detrimental to task processing and system balance. At this time, if you can monitor the status of the server and allocate the load to the server according to its actual state, or suspend the allocation of new load to it, the processing capacity of the server can be buffered to a certain extent, so as to ensure the performance of the server. Based on this, the comparative test results of the two methods are recorded, as shown in the following figure:

![Figure 2 Comparison test results](image)

The research shows that compared with single server, cluster system can improve the server
environment to a great extent, and has strong practicability and robustness. The two algorithms are obviously different. The method does not distinguish task types, and the proportion of task allocation is close to the calculation result. The algorithm is basically suitable for the network tasks assigned by nodes, and the calculation amount is proportional to the CPU computing power of nodes. This method can balance the load of nodes, solve the problem of uneven load distribution, improve the efficiency of load balancing, and increase the stability and flexibility of cluster system.

4. Conclusion
In the environment of big data cloud platform, server performance has gradually become a bottleneck problem. This paper analyzes the server cluster technology and its characteristics in detail. According to the characteristics of cluster, using multi server technology can not only effectively solve the problem of increasing the number of users and network traffic, but also effectively reduce the cost input and cost. The principle of load balancing technology, the existing load balancing technology and algorithm are analyzed and studied in depth. Based on the analysis of server network path load balancing technology and the minimum connection number weighted scheduling algorithm, this paper proposes a big data cloud platform server load balancing algorithm based on improved chaotic partition algorithm, and gives its implementation process. Combined with the server load change, it realizes reasonable resource allocation and load balancing. Chaotic partition algorithm is also an application of multi-objective algorithm, such as robot path planning, load balancing algorithm can provide specific ideas.
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