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Abstract—In this work, we address the challenging task of few-shot segmentation. Previous few-shot segmentation methods mainly employ the information of support images as guidance for query image segmentation. Although some works propose to build cross-reference between support and query images, their extraction of query information still depends on the support images. We here propose to extract the information from the query itself independently to benefit the few-shot segmentation task. To this end, we first propose a prior extractor to learn the query information from the unlabeled images with our proposed global-local contrastive learning. Then, we extract a set of predetermined priors via this prior extractor. With the obtained priors, we generate the prior region maps for query images, which locate the objects, as guidance to perform cross interaction with support features. In such a way, the extraction of query information is detached from the support branch, overcoming the limitation by support, and could obtain more informative query clues to achieve better interaction. Without bells and whistles, the proposed approach achieves new state-of-the-art performance for the few-shot segmentation task on PASCAL-50 and COCO datasets.

Index Terms—Few-shot Learning, Few-shot segmentation, prior extractor, constrastive learning.

I. INTRODUCTION

SEMANTIC segmentation is a fundamental task that classifies each pixel to a particular class. With the great success of deep learning, fully supervised semantic segmentation [1] has achieved remarkable achievements. However, fully supervised learning has some intrinsic limitations, such as it requires a large amount of pixel-level annotated image samples for model training. Moreover, abundant annotations for novel classes are required when we need to extend the current segmentation model to novel classes.

Few-shot segmentation is proposed to address the above issues by learning a network to predict segmentation masks for the novel classes with only a few annotated novel classes training samples. Currently, state-of-the-art few-shot segmentation methods [2]–[5] utilize clues of support images to guide the query images segmentation with a two-branch architecture. However, they only employ support images’ information as guidance for query masks prediction but do not discover clues of query images themselves. To utilize the query information, CRNet [6] proposes a cross-reference mechanism that enables the interaction between support and query image features. Similarly, prototype alignment regularization is used to align the query and support prototypes in PANet [3]. Though they build cross guidance between query and support images, those methods are limited to the labeled support images since all the information extraction/propagation, e.g., support-to-query and query-to-support, are essentially based on support masks.

In this work, we argue that it is helpful to further detach
the query information extraction from support branch and generate query clues independently for enhancing few-shot segmentation performance and generalization. To this end, we propose a prior extractor to learn the query information from the unlabeled query images themselves with self-supervised learning.

One of the most promising directions among self-supervised learning methods is contrastive learning [7]. Images are first transformed into different variants. Contrastive loss is used to minimize the feature distances between the variants from the same images while maximizing the feature distances obtained from different images. Contrastive learning aims to step over the gap between the fully and less supervised classification via learning a predetermined prior of the objects without the labeled data. However, the current state-of-the-art design [8] is sub-optimal for segmentation tasks for the following reasons: 1) Image segmentation is a pixel-level classification task where both the local and global representations are essential, but [8] is only designed on image-level with global representation only. 2) There are usually multiple objects that co-existed in one image, e.g., keyboard, desk, and computer, but the global contrastive loss cannot distinguish these different objects within the identical image. To address the above issues, we propose a predetermined prior learning method to obtain more distinguishable image features for the few-shot semantic segmentation task.

Specifically, we leverage the global and local contrastive loss to learn a prior extractor for few-shot image segmentation. A global contrastive loss is applied to the global representations to minimize the distance of features obtained by different variants of an identical image. To further distinguish different objects within the identical image, we divorce to get the local representations by splitting the image into local patches. Pixels in each patch contain similar features and contexts. We then apply a local contrastive loss between the local patches to learn a local predetermined prior. Similar to the global contrastive loss, the local contrastive loss targets to maximize the feature distance between different patches, e.g., computer patches and keyboard patches. We use both global and local contrastive losses to train our prior extractor to use both advantages.

Using the self-supervised method mentioned above, we train a prior extractor from the unlabeled data to store the predetermined prior for query images. Then, we propose a new few-shot segmentation architecture, as shown in Figure 1, to retrieve the query category semantic segmentation information from the priors. The given query images are encoded with the prior extractor and a feature extractor to generate the prior features and the bridge features, respectively. We then locate the target objects by calculating the pixel-wise similarity maps between the prior and bridge features. In such a way, we obtain the prior region maps of the query images through their own information, overcoming the limitations mentioned above. The support images are encoded by the same feature extractor to be projected to the same feature space with the bridge features. We then build cross interactions between support and bridge features to enhance the segmentation performance.

Our main contributions can be summarized as follows:

- To the best of our knowledge, we are the first to utilize self-supervised feature learning methods on unlabeled query images to benefit the few-shot segmentation task. Specifically, a prior extractor is proposed to generate prior region maps from the query image themselves to guide the final query mask prediction.
- A global and local contrastive loss is proposed to train the prior extractor, making contrastive learning more suitable for the few-shot segmentation tasks. With our proposed global-local learning, the query branch independently extracts informative clues from the query image itself and greatly enhances the cross interaction between query and support.
- Our network achieves state-of-the-art performances on PASCAL VOC 2012, COCO datasets. Specifically, our method achieves significant performance gain (5.9% mean mIoU and 7.4% mean mIoU among 4 splits under 1-shot and 5-shot setting, respectively) on the large-scale COCO dataset over previous SOTA.

II. RELATED WORK

A. Fully Supervised Semantic Segmentation

Semantic segmentation is a fundamental computer vision task, which aims to predict each pixel with a predefined class. Fully convolutional networks (FCN) [1] has been widely used in current state-of-the-art methods. Encoder-decoder [6], [9]–[16] is a popular structure used to reconstruct the high-resolution prediction map for semantic segmentation prediction. The encoder gradually downsamples the feature maps to obtain a large field-of-view, and the decoder recovers the fine-grained information. To keep the resolution of the feature maps not too small, dilated convolution [10] aims to increase the field-of-view without decreasing the feature map size and not increasing the number of the parameters. In our network, we also follow the encoder-decoder structure with a dilated convolution to generate the query segmentation masks.

B. Few-shot Segmentation

Two-branch network architecture has been widely used in few-shot segmentation tasks. Previous works [2], [4], [4]–[6], [17]–[25] encode the labeled support images into category features to guide the query mask prediction. However, these works only employ support images’ information as guidance for query images but do not discover clues of query images themselves. To improve the efficiency of using the query image information, CRNet [6] proposes a cross-reference mechanism to enable the query and support image interaction for better model training. PANet [3] also proposed a prototype alignment network to guide both query and support image segmentation. However, even those methods align both support and query clues and guide each other; the query mask prediction is still limited to the labeled support images since their information extraction of query images still depends on support. In this work, we argue that using unlabeled query images to train an image prior extractor could benefit the query segmentation mask prediction.
Fig. 2. Our proposed method consists of a self-correspondence module and a cross-correspondence module. Unlike the previous SOTA, a self-correspondence module (green) is proposed to extract prior features and generate a prior region map to locate the target object regions from the query image itself. A cross-correspondence module (blue) is proposed to generate a guided region map to identify the query object region with the category guide from the masked support feature. Finally, the prior region map and guided region map are concatenated with category and bridge features for the final query mask prediction (FEM).

C. Contrastive learning

Currently, self-supervised contrastive learning methods [8], [26] have been widely used in computer vision tasks to learn a feature extractor from unlabeled images as pre-training for other downstream tasks. The contrastive learning methods aim to pulling close the representations of different views of the same image and pushing away the representations of different images. SimCLR [27] proposes a simple framework for self-supervised learning by applying contrastive learning to representations of the same image with different data augmentation. MoCo [8], [28] increases the negative memory bank size with a moving average network (momentum encoder). This paper also utilizes contrastive learning to learn a prior extractor from the unlabeled query images to benefit the few shot segmentation task.

III. TASK DEFINITION

Few-shot semantic segmentation aims to perform segmentation with only a few annotated examples on novel classes. We divide the images into two sets, the target images called query set $Q$ and the annotated images serve as support set $S$. Provided $K$ annotated samples from the support set, the model aims to predict binary masks for the query images, while the annotated support images should provide the foreground categories. The categories in the training image set have no overlap with the test image set.

Given a network $R_\theta$ parameterized by $\theta$, in each episode, we first sample a target category $c$ from the dataset $C$. Based on the sampled classes, we then collect $K + 1$ labeled images $\{(x^*_1, y^*_1), \ldots, (x^*_K, y^*_K), (x_q, y_q)\}$ from the dataset, which contains at least one object belongs to the sampled category $c$. Among them, we sample $K$ labeled images constitute the support set $S$, and the last one is served as the query set $Q$. After that, we make predictions on the query images by inputting the support set and the query image into the model $\hat{y}_q = R_\theta(S, x_q)$. At training time, we learn the model parameters $\theta$ by optimizing the cross-entropy loss $L(\hat{y}_q, y_q)$, and repeat such procedures until convergence.

IV. METHOD

Few shot semantic segmentation task aims to learn a network to predict the novel classes with only a few annotated data. Most of the previous works [2], [4]–[6], [24] solve the few shot tasks by learning a network with the annotated support images. Unlike previous works limited to support images, we aim to discover clues of query images from themselves to benefit the query mask prediction. As shown in Figure 2, the proposed method consists of two main modules: the self-correspondence module and the cross-correspondence
module. In the self-correspondence module, we firstly train a prior extractor from the unlabeled query images with our proposed global and local contrastive losses to store the prior features. With the prior features, we aim to propagate the stored prior information to the bridge features to obtain the object regions as our prior region maps. Meanwhile, the cross-correspondence module is utilized to generate a guided region map and the category guider to determine the query category information with the annotated support images for final query masks prediction.

This section first briefly introduces the global contrastive loss to teach the model to distinguish the dissimilar image features. Then we will introduce our proposed local contrastive loss, which aims to distinguish different object patches. To be noticed, the quality of the patches is one critical influencing factor for our local contrastive learning, which is important for our prior features generation. We analyze different ways to generate the patches and apply them to calculate the local contrastive loss and optimize the prior extractor. Next, we introduce the generation of prior region map and guided region map from our pretrained prior extractor and feature extractor. Finally, we analyze an interesting discovery: the prior region maps have a low correspondence value at the object regions. In contrast, the conventional guided region maps have a high correspondence value at the object regions.

A. Prior Extractor

1) Global Contrastive Learning: The global contrastive loss [7] has been widely used for pre-training by distinguishing features obtained from different images. In this paper, we also use the global contrastive loss to learn a global level prior to distinguish the image level features.

Following [28], we random sample one image from the dataset and transform the image into two different variants as a positive pair. For the negative pairs $I_k$, we sample one image from the queue. Consider we encode one query image $I_q$ to vector $q$, and encode a set of reference images (negative pairs) as keys to vectors $k_0, k_1, \ldots$. We use the InfoNCE [29] as our contrastive loss:

$$L_{\text{global}} = -\log \frac{\exp(q \cdot k_+ / \tau)}{\sum_{i=0}^{K} \exp(q \cdot k_i / \tau)}. \quad (1)$$

Here we set $K = 65536$ to get $K$ negative samples, $k_+$ is the positive pair from the same image, and the $\tau$ is a temperature hyper-parameter [30]. The value of the contrastive loss is low when the feature similarity is high for positive pairs and low for negative pairs.

We follow MoCo [8] to build a dynamic dictionary to keep a large dictionary size. The dictionary’s keys will be updated by replacing the oldest mini-batch with the new one following a momentum way [8].

2) Local Contrastive Learning: The global contrastive loss aims to learn a global-prior feature by teaching the model to distinguish dissimilar images. However, several limitations still exist on applying global contrastive loss for segmentation task pre-training. 1) The global contrastive loss only discriminates the dissimilar image, regardless of different objects within one image. 2) The common co-existing instances might result in a negative effect with only global contrastive loss. e.g., the keyboard and the computer usually appear in the same image. However, usually, we need to segment them into different classes.

In this paper, we propose a local contrastive loss to distinguish different objects in order to benefit the few-shot segmentation task. We segment the images into local patches and pre-train the model by applying the local contrastive loss on the patches. We first introduce how we generate the patches...
with different methods. Then we will show how to use the patches to serve the few shot segmentation tasks.

**Patch generation method 1: Felzenszwalb’s efficient graph based segmentation.** To guarantee that the generated patches align with the same semantic categories, follow [31], we segment the images by assigning the local patches with the same contexts. As shown in algorithm 1, at first, we build an undirected graph \( G = (V, E) \) with \( n \) vertices and \( m \) edges, where \( v_i \in V \), \( v \in E \), \( E \) denotes the edges \( E \) is the edges connecting the pixels. The weight \( w \) of the edges is the dissimilarity of two pixels connected by the edge. We define the weight of edge \( e_{i,j} \) with their pixel intensity \( w_{i,j} = I_i - I_j \). In the beginning, we treat each pixel as a component and merge the components connected with low weight as one component until all the edges have been calculated. MInt\((C_i, C_j)\) is the internal different in the components \( C_i \) and \( C_j \). Each final component serves as a local patch for our prior generation.

**Algorithm 1** Generate local patches with Felzenszwalb’s efficient graph based segmentation [31]

- **Input:** One image
- **Output:** \( S = (C_1, C_2, ..., C_r) \)

**Initialization:** We build an undirected graph based on the image color \( G = (V, E) \) with \( n \) vertices and \( m \) edges, where \( v_i \in V \), \( v \in E \), \( E \) denotes the correspondences of the neighboring vertices, and \( w \) denotes the weight of \( e \).

Sort the edge \( E \) with their edge weight. \( S^0 \): Where each \( v_i \) is each pixel.

for \( q = 1, 2, ..., m \) do

- Construct \( S^q \) based on \( S^{q-1} \)
- Let \( o_q = (v_i, v_j) \)
- Let \( v_i \in C_i \) and \( v_j \in C_j \)
- Update \( C_i^q \) and \( C_j^q \)
- if \( C_i^{q-1} \neq C_j^{q-1} \) and \( w(o_q) \leq \text{MInt}(C_i^{q-1}, C_j^{q-1}) \) then
- \( S^q = S^{q-1} \cup C_i^{q-1} \cup C_j^{q-1} \)
- else
- \( S^q = S^{q-1} \)

end if

end for

**Patch generation method 2: Simple Linear Iterative Clustering (SLIC).** We generate the image patches by clustering pixels based on their color similarity and proximity in the image plane. Follow [32], we fuse both the color and position information of each pixel into a five dimensions format \((labbxy)\). Here \( lab \) denotes the color information and \( xy \) denotes the spatial position. To cluster the 5D spaces pixels, new distance measures between pixels need to be used. As shown in Algorithm 2, for every input image, we choose \( K \) cluster centers \( C_k \) with regular grid intervals \( S = \text{sqrt}(N/K) \), where \( N \) denotes the number of pixel of the input image. We assume that the cluster center connects to the associated pixels within a \( 2S \times 2S \). We calculate the 5D distance \( (D_k) \) between the pixels \( k, i \) with the following equation:

\[
D_k = D_{lab} + D_{xy}/S \times m. \tag{3}
\]

In the equation 2, \( D_{lab} \) denotes the color distance and \( D_{xy} \) denotes the spatial distance:

\[
D_{lab} = \sqrt{((l_k - l_i)^2 + (a_k - a_i)^2 + (b_k - b_i)^2)} , \tag{4}
\]

\[
D_{xy} = \sqrt{((x_k - x_i)^2 + (y_k - y_i)^2)}. \tag{5}
\]

In equation 2, we normalize the spatial distance by dividing the interval \( S \) and the variable \( m \) aims to control the compactness of the superpixel.

We re-center the cluster center to the lowest gradient position within \( n \times n \) distance to the existing center (we choose \( n = 3 \) for every input image). The gradient generated with:

\[
G_{xy} = ||((x + 1, y) - I(x - 1, y))||^2 + \sqrt{((x, y + 1) - I(x, y - 1))}. \tag{6}
\]

Where \( x, y \) denotes the pixel positional and the \( I_{x,y} \) denotes the corresponding color feature vector—each pixel connected to its nearest cluster center within the search distance. Furthermore, a new center is generated by averaging all the pixels within the same cluster. The process of associating pixels with the nearest cluster center and re-center the cluster is repeated until convergence. When there remain unconnected pixels \( E \) less than the threshold, we enforce them to connect to the largest neighboring cluster and stop the process of clustering. Each superpixel (cluster) serves as a local patch for our prior generation.

**Algorithm 2** Generate local patches with Simple Linear Iterative Clustering

- **Initialize cluster centers** \( C_k = [C_1, C_2, C_3, ...] \) with a grid distance \( S \)
- Re-center the cluster within \( 3 \times 3 \) regions to the lowest gradient position with equation 5

repeat

for Each cluster do

- Assign the pixels to the cluster with the distance measure in equation 2

end for

Compute new cluster centers and residual error \( E \).

until \( E <= \text{threshold} \)

return Each cluster

**Local contrastive loss.** We aim to distinguish the patches by applying the local contrastive loss on the patches generated with the above methods. Consider we random sample one query patch and encoder it to \( q_p \), and a set of reference patches as our reference patches key, \( k_{p0, p1, ...} \). A local contrastive loss aims to minimize the distance between similar patches and maximize the distance between dissimilar patches. So our local contrastive loss should be:

\[
\mathcal{L}_{local} = - \log \frac{\exp(k_{p+}/\tau)}{\sum_{i=0}^{m} \exp(k_{pi}/\tau)}. \tag{6}
\]

Here, we keep \( M = 65536 \) negative sample patches in the queue, and the \( k_{p+} \) is the positive patch pairs with different views from the same patch, the \( k_{pi} \) denotes the negative patch pairs, and the \( \tau \) is a temperature hyper-parameter [30].
We normalize the correspondence value to our query prior:
\[ \mathcal{L} = \mathcal{L}_{\text{local}} + \mathcal{L}_{\text{global}}. \]  

\( B. \) Generate region maps for few-shot segmentation tasks

As shown in Figure 2, in this section, we show how to generate the prior region map and guided region map from our pretrained prior extractor and the feature extractor to benefit the few-shot segmentation tasks.

We set \( I_q \) denotes the query images, \( I_s \) denotes the support images, and \( M_s \) denotes the support annotations. \( F_q \) denotes our pretrained prior extractor, and \( F \) denotes the feature extractor. We encode the images with:
\[ X_q = F(I_q), X_s = F(I_s), P_q = F_p(I_q). \]

1) Generate prior region maps: For every query image, we retrieve the query information from our prior features by calculating the correlation between the bridge features \( X_q \) and \( P_q \). Specifically, we generate the prior region maps with the following steps: we first calculate the pixel-wise cosine similarity \( \cos(x_q,p_{q'}) \) between the the bridge feature \( x_q \in X_q \), and the prior feature \( p_{q'} \in P_q \):
\[ \cos(x_q,p_{q'}) = \frac{x_q^T p_{q'}}{\|x_q\| \|p_{q'}\|}. \]

where \( q,q' \in \{1,2,3,\ldots,hw\} \) and \( h, w \) denote the feature size. For the prior region map, we locate the object by define the confident background with the maximum similarity value among the all prior features and combine them as the similarity map:
\[ s_q = \max_{q' \in \{1,2,\ldots,hw\}} (\cos(x_q,p_{q'})), \]
\[ S_Q = [s_1,s_2,\ldots,s_{hw}]. \]

We normalize the correspondence value to \((0, 1)\) with:
\[ S_Q = \frac{S_Q - \min(S_Q)}{\max(S_Q) - \min(S_Q) + \epsilon}. \]

where \( \epsilon \) is set to \(1e-7\) in our experiments. Finally, we reshape \( S_Q \) into \( h \times w \times 1 \) to the same size as our final prior region map to locate the objects.

2) Generate guided region maps: Follow the same step as IV-B1, we generate the guided region maps with the support features \( X_s \) and bridge features \( X_q \) within the cross-correspondence module. We filter out the irrelevant support features by multiplying the support features with the annotated support mask \( M_s \times X_s \). In this way, the bridge feature pixels yield no correspondence with the background and only correlate with the target object area. We locate the confident query object regions by taking the maximum cosine similarity for each bridge feature among all the filtered support features.

Finally, we fuse prior and guided region map as our final correspondence maps to guide our network predictions. Combine the bridge features and the category guider, we adapt FEM [5] as a decoder to generate our final query masks.

\( C. \) Opposite Region Maps

As shown in Figure 5, we discover that the prior region map generated by bridge features and prior features has a low correspondence value at the object regions while has a high value at the background regions. Our conjecture is that the prior learns the object features from the unlabeled images and store the information within the prior. The learned object features have been transferred to a new feature space, which is dissimilar to the features generated from the bridge encoder. However, the irrelevant objects (e.g., the background) remain in a similar feature space, which indicates high similarity to the features from the bridge encoder. So the prior region maps locate the target objects with the low similarity value. On the other hand, the support feature and bridge feature stay in the same feature space and are generated by different images; a high similarity score indicates high confidence that the regions contain similar objects.

\( V. \) Experiment

\( A. \) Implementation details

We use SGD as the optimizer with InfoNCE [29] loss to train the prior extractor. Following MOCO-v2 [28], we apply blur augmentation, color distortion, random crop, and random flip as the data augmentation methods. All the images in the dataset are used to train the prior extractor with 1000 epoch for the PASCAL VOC dataset and 200 epochs for the COCO dataset.

For few-shot segmentation model training, following previous methods [2]–[6], we choose different backbone (ResNet101, ResNet50, and VGG) and different image input size for a fair comparison. Similar to previous works [2], [5], [6], we adapt the dilated ResNet as the backbone to encode the feature in order to keep the feature resolution. We use SGD as the optimizer to train the network. Random crop, random scale, and random flip are using as the data augmentation methods during the training process.

If there are no special instructions, we conduct the experiments with Resnet-50 backbone and \(473 \times 437\) training image size.

\( B. \) Datasets and Evaluation Metric

**PASCAL VOC 2012.** PASCAL-5 [37] contains 20 categories with 10582 images for training, 1449 images for validation, and 1456 for testing. For a fair comparison with previous works, we divide the dataset into training and testing sets following [5]. We divide the 20 object categories into 4 folds for the cross-validation experiments: three for training and one for testing. We train our network with 200 epochs with an initial learning rate of 0.0025 and a batch size of 4.

**MS COCO.** One limitation of PASCAL-5 is that it only involves 20 categories, which is insufficient to verify the model’s capabilities on the few shot segmentation tasks. We also conduct cross-validation experiments on the large-scale MS COCO dataset, containing more categories and images to verify the model’s capabilities on the few shot segmentation tasks. COCO 2014 [38] contains 80 object categories with...
TABLE I
1-shot and 5-shot mIoU results on PASCAL-512 dataset. The training size and backbone used by each method are listed. Our QGNet outperforms the state-of-the-art under all the experiment settings. The results reported with mIoU(%)

| Methods    | Training Size | Backbone | 1-shot       | 5-shot       |
|------------|---------------|----------|--------------|--------------|
|            | Mean          |          | Fold-0 | Fold-1 | Fold-2 | Fold-3 | Mean | Fold-0 | Fold-1 | Fold-2 | Fold-3 | Mean |
| Ours       | 321 × 321     | VGG 16   | 52.9  | 65.0  | 50.7  | 51.6  | 55.0  | 56.8  | 67.3  | 51.2  | 58.2  | 58.3  |
| Ours       | 473 × 473     | VGG 16   | 58.6  | 67.2  | 52.3  | 52.0  | 57.5  | 58.7  | 68.4  | 52.6  | 55.0  | 58.7  |
| CANet [2]  | 321 × 321     | ResNet 50| 52.5  | 65.9  | 51.3  | 51.9  | 55.4  | 55.5  | 67.8  | 51.9  | 53.2  | 57.1  |
| PGNet [35] | 321 × 321     | ResNet 50| 56.0  | 66.9  | 50.6  | 50.4  | 56.0  | 54.9  | 67.4  | 51.8  | 53.0  | 56.8  |
| CRNet [6]  | 321 × 321     | ResNet 50| -     | -     | -     | -     | -     | -     | -     | -     | -     | -     |
| PMMs [24]  | 321 × 321     | ResNet 50| 55.2  | 66.9  | 52.6  | 50.7  | 56.3  | 56.3  | 67.3  | 54.5  | 51.0  | 57.3  |
| PPNet [4]  | 417 × 417     | ResNet 50| 47.8  | 58.8  | 53.8  | 45.6  | 51.5  | 58.4  | 67.8  | 64.9  | 56.7  | 62.0  |
| PANet [3]  | 417 × 417     | ResNet 50| 44.0  | 57.5  | 50.8  | 44.0  | 49.1  | 55.3  | 67.2  | 61.3  | 53.2  | 59.3  |
| PFENet [5] | 473 × 473     | ResNet 50| 61.7  | 69.5  | 55.4  | 56.3  | 60.8  | 63.1  | 70.7  | 55.8  | 57.9  | 61.9  |
| Ours       | 321 × 321     | ResNet 50| 57.9  | 67.2  | 52.4  | 55.5  | 58.2  | 59.2  | 69.4  | 53.0  | 64.5  | 61.5  |
| Ours       | 473 × 473     | ResNet 50| 63.4  | 69.4  | 55.1  | 58.4  | 61.6  | 64.7  | 71.0  | 53.6  | 61.6  | 62.8  |
| FWBF [34]  | 512 × 512     | ResNet 101| 51.3  | 64.5  | 56.7  | 52.2  | 56.2  | 54.8  | 67.4  | 62.2  | 55.3  | 59.9  |
| PPNet [4]  | 417 × 417     | ResNet 101| 52.7  | 62.8  | 57.4  | 47.7  | 55.2  | 60.3  | 70.0  | 69.4  | 60.7  | 65.1  |
| DAN [36]   | -             | ResNet 101| 54.7  | 68.6  | 57.8  | 51.6  | 58.2  | 57.9  | 69.0  | 60.1  | 54.9  | 60.5  |
| PFENet [5] | 473 X 473     | ResNet 101| 60.5  | 69.4  | 54.4  | 55.9  | 60.9  | 62.8  | 70.4  | 54.9  | 57.6  | 61.4  |
| Ours       | 321 × 321     | ResNet 101| 57.6  | 67.5  | 53.0  | 53.6  | 57.9  | 58.6  | 66.5  | 53.3  | 53.6  | 58.0  |
| Ours       | 473 X 473     | ResNet 101| 60.3  | 69.3  | 53.0  | 57.4  | 60.1  | 67.6  | 71.8  | 55.1  | 64.4  | 64.7  |

Fig. 4. Visualization of the local patches generated by Felzenszwalb’s [31] method and the Slic [32]

82783 training images and 40504 validation images. Following PFENet [5], we evenly split the 80 categories into 4 folds. We use three folds for the model training and the other fold for testing.

Evaluation Metric. In previous works, there exist two evaluation metrics. Shaban et al. [33] report the results with the standard mean Intersection-Over-Union(mIoU). While [17], [19] ignore the categories and report the results by averaging of foreground IoU and background IoU (FBIoU). Following the previous works [2], [5], [33], we choose the standard mIoU as our evaluation metric with the following reasons: 1) The unbalanced image distribution (e.g., in VOC test dataset, class sheep contains 49 images while the class person contains 378 images). 2) The score of the background IoU is very high for small objects, which will fail to evaluate the model’s capability. Nevertheless, we still compare the previous state-of-the-art methods with both evaluation metrics. The evaluation metrics are calculated as follows:

\[ IoU = \frac{\text{Intersection}}{\text{Union}} = \frac{TP}{TP + FP + FN}, \]  
\[ mIoU = \frac{1}{n} \sum_{i=1}^{n} (IoU_n), \]  
\[ FB1IoU = \frac{1}{2} (IoU_{fg} + IoU_{bg}). \]
The TP denotes true positive, FP denotes false positive, FN denotes false negative, $n$ denotes the classes’ number. The standard mIoU is calculated by averaging the IoU of all classes. The $IoU_f$ is calculated with equation 13, which ignores the object categories, and $IoU_b$ is calculated in the same way but reversed the foreground and background. FBIoU average the $IoU_f$ and the $IoU_b$.

**C. Comparisons with state-of-the-art**

**PASCAL VOC 2012.** Different backbone and different training image sizes will have a huge impact on the final performance. To be fair to compare to previous SOA methods, we implement our method with different backbones (VGG16, Resnet50, Resnet101) and image size(321 × 321 and 473 × 473). Table I shows the mIoU results of different methods on the PASCAL-5i dataset. As shown, our proposed method achieves the best results with different backbones and image sizes.

**MS COCO.** We compare our results with previous state-of-the-art methods under the standard mIoU in Table III. For the experiments on the large-scale MS COCO dataset, PFENet uses the image size of 641 × 641 with ResNet-101 as the backbone to train the network. However, due to the GPU memory restriction, we still use the training size of 473 × 473 and 321 × 321 with ResNet-50 backbone to train the model. Despite this, our proposed QGNet is still able to achieve state-of-the-art results. We outperform previous SOTA PFENet by 5.9% and 7.4% in 1-shot and 5-shot settings, respectively.

In addition, we visualize some testing results on fold 0 of the PASCAL-5i dataset in Figure 5 and some testing results on the COCO dataset in Figure 6.

**D. Ablation studies**

The key novelty of our method lies in the self-correspondence module, where we generate a prior region map for the query images independently. We firstly conduct ablation experiments to show the effectiveness of our proposed global and local contrastive losses for prior extractor training. Then we conduct experiments to find the best way for local patch generation during our local contrastive loss training. To further analyze how the prior region maps generated from the...
performance for prior extractor training. Table V shows that we achieve better query mask prediction when we use Slic [32] as the patches generation method. As shown in Figure 4, the patches generated by Slic are larger than Felzenszwalb’s method, and each patch is likely capturing one pattern of an object. We conjecture that a suitable patch size could benefit the prior extractor learning a more discriminative predetermined prior.

Table V also shows that 1000 epochs for prior extractor training with the Slic method yield the best performance.

Effectiveness of global and local contrastive losses. We conduct ablation experiments to show the effectiveness of our proposed global and local contrastive losses. Table VI shows that using both global and local contrastive losses gives the best performance. This suggests that global and local contrastive losses could help prior extractor store more discriminative prior for query mask prediction.

Recall for region maps. We further conduct ablation experiments to show the recall ability of guided region map and prior region map with groundtruth query segmentation mask. We define the object regions $R$ With a threshold $\alpha$,

$$R = \begin{cases} 1, & \text{if } V(x, y) > \alpha, \\ 0, & \text{otherwise}. \end{cases}$$

(16)

$V$ denotes the normalized values of the feature map.

The recall of the region maps with groundtruth mask is calculated as $Recall = (R \cap GT)/|GT|$. Here $|GT|$ indicate the groundtruth mask region. $Recall$ denotes the overlap between region map and groundtruth mask divided by the groundtruth mask. The higher the $Recall$, the more object regions of the region map can cover the groundtruth mask. In Table VII, the recall of the prior region map (denoted as $Recall_{p,gt}$) is larger than the recall of the guided region map (denoted as $Recall_{g,gt}$), which suggests that the prior region map could cover more potential object regions.
TABLE VII
Ablation studies on PASCAL-5 fold-0 dataset about the recall for guided region map and prior region map with ground truth query mask. The results reported with mIoU(%)  

| threshold | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Recall\(_g,gt\) | 99.9% | 99.9% | 99.3% | 96.0% | 85.6% | 65.6% | 39.6% | 15.3% | 2.2% |
| Recall\(_p,gt\) | 99.9% | 99.9% | 99.1% | 96.5% | 89.7% | 76.2% | 54.7% | 28.2% | 6.6% |

Support Image | Support Mask | Query Image | Prior Region Map | Guided Region Map | Query Prediction | Query Ground truth

Fig. 6. Visualization results for guided region map, prior region map, and the query prediction generated by our proposed QGNet on COCO dataset.

E. Failure case analysis
In this section, we analyze the challenging cases that fail our model on the COCO dataset. As shown in Figure 7, our model fails to distinguish between the people and Teddy bear, horse and person. This is because they have a similar pattern or similar color: difficult to distinguish without semantic information. Moreover, our model can not locate small objects. When the query information is too complex, our model can only identify the small part of the human being.

VI. CONCLUSION
This paper has proposed the Query Guided Few Shot Segmentation method (QG-Net) to learn the query information from the unlabeled image with self-supervised learning. Specifically, we proposed a global-local contrastive loss to train the prior extractor, making the query branch independently extract informative clues from the query image and greatly enhancing the cross interaction between query and support. The performances on PASCAL VOC 2012 and MS COCO dataset validate our methods and achieve new state-of-the-art.
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