Efficiency evaluation of a three-stage leader-follower model by data envelopment analysis with double-frontier viewpoint
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Abstract. In this paper, a three-stage network with optimal desirable and undesirable inputs and outputs has been taken into consideration. This network is comprised of a leader and two followers. Four diverse models of Data Envelopment Analysis (DEA) to measure the efficiency or performance of this three-stage network have been taken under consideration. These are, namely, a Black Box Model and three Stackelberg Game (theory) Models. A multiplicative DEA, with a double-frontier approach, to measure the efficiency of the entire system and the performance of the Decision Making Units (DMUs), from both optimistic and pessimistic views has been utilized. In this paper, attempts have been made to present the goals of the managers in the models. Hence, aspects of goal programming have been manipulated so as to define cooperation between the leader and followers, such that the objectives of the managers are included in the models. In actual fact, a non-cooperative collaboration is deliberated upon. In addition to which, in the second and third scenarios, the leader-follower, nonlinear models are present. Thereby, a heuristic approach is suggested to convert the nonlinear models into linear ones.
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1. Introduction

Data Envelopment Analysis (DEA) is a non-parametric method to measure the relative efficiency of a set of analogous Decision-Making Units (DMUs), with multiple inputs and outputs [1]. This method considers a frontier or boundary function, which surrounds and involves factors, such as inputs and outputs. It not only determines the most efficient units, but also analyzes the inefficient ones [2]. Charnes et al. [3] developed the initial DEA task of Farrell [4]. The said model was known as (Charnes-Cooper-Rhodes) or the “CCR model”. Banker et al. [5] expanded on the DEA models and presented the (Banker-Charnes-Cooper) or the “BCC model”. Classical DEA models, such as CCR and BCC, assume that the systems are considered as black boxes; and due to the shortcomings in considering the intermediary variables and the internal interactions of the system, valuable information is eliminated [6]. Färe et al. [7] specified the disadvantages and weak points of the classical DEA models and referred to the Network Data Envelopment Analysis (NDEA) model.
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NDEA systems can simulate the internal structures of systems by taking the stages and sub-divisions into consideration, thereby, elevating the efficiency measurement [8,9]. After the introduction of NDEA models, ample studies were carried out and rendered on the grounds of various models. Over the past few years, new discussions have been presented in regard to network analysis, in view of game theory, such that this theory has become one of the vital methods in analyzing NDEA, or have been converted into multi-stage models [10]. Li et al. [11] presented a model for a two-stage structure, a phase which holds a more important standpoint for managers; they named this phase “leader” and the other “follower”. In order to calculate efficiency, initially, the efficiency of the leader phase was maximized to the optimum and thus, the efficiency of the follower phase was secured by maintaining a constant efficiency in the phase of the leader. This exemplary was designated as a decentralized control or a Stackelberg Game, which has been widely utilized by researchers in recent years. An et al. [12] procured a network which is comprised of two stages, having a collaborative condition between them, and computed the efficiency of this network, under cooperative and non-cooperative conditions on a (leader-follower) basis. Results demonstrated that the overall efficiency in cooperative conditions was higher than that of the non-cooperative ones. In another similar research, Wu et al. [13] contemplated and computed the efficiency of a two-stage network, under undesirable outputs in cooperative and non-cooperative conditions. The results of this research, which considers total efficiency as the sum of the efficiency component, denotes that the efficiency of the sub-DMUs is in the condition of a leader in the maximal and as a follower in the minimal. In yet another research by Zhou et al. [14], a network consisting of a leader and some followers were evaluated in a black box and non-cooperative modes and the results were compared. In this study which aimed at minimizing costs, the CCR data envelopment analysis model was utilized. A research performed by Du et al. [15] on the grounds of leader-follower analyzed a parallel network in the cooperative and non-cooperative modes. In recent years, the Stackelberg Game was utilized by several researchers such as Fard and Hajaghaee-Keshteli [16,17], Fathollahi-Fard et al. [18,19], and Hajaghaee-Keshteli and Fathollahi-Fard [20].

Undesirable factors are a critical area that account for DEA. For the first time, Färe et al. [21] took the undesirable factors under consideration to evaluate the efficiency in DEA models. Lu and Lo [22] classified the undesirable outputs within a framework of three modes; the first method was to overlook all the undesirable outputs. The second method was to restrict the expansion of the undesirable outputs, or these undesirable outputs were to be considered as a nonlinear DEA model; whereas, the third technique, for the undesirable outputs, was as an input, signified with a negative sign, as an output and/or was handled by imposing a single downward conversion. In the past few years, the role of the undesirable factors in DEA models has made considerable progress and the tasks of Wang et al. [23] and Wu et al. [24] are significant in this respect.

Most research carried out in the field of DEA is in static environments; and for the first time, Sen-gupta [25] performed efficiency evaluations in dynamic environments. In dynamic models, each time period is considered a decision-making unit. Similarly, the correlation between the time periods in these models is contemplated by using additional inputs and outputs in between these periods [26]. Since the era of Sen-gupta’s work, until now, many articles have been published in the sphere of dynamic networks; the difference of which lies in the case studies and the manner in which the efficiency of the DMUs are computed. These include the Kawaguchi et al. [27] and Wang et al. [28] models which can be indicated in a dynamic mode respectively, for the evaluation of performance in hospital environments and banks.

DEA with a double-frontier is researched on two frontiers to compute the efficiency for each DMU. One is the efficient frontier and the other, the inefficient one. The efficiency calculated by the efficient frontier is called optimistic efficiency, whereas the efficiency computed by the inefficient frontier is known as pessimistic efficiency [29]. In the optimistic view, each DMU is compared with a set of efficient units that are on the efficient frontier and in the pessimistic view each DMU is compared with a set of inefficient units that are on the inefficient frontier [30]. In the optimistic view the amount of efficiency which has come to hand is less than (1), under the condition where the DMU under evaluation is not on the efficient frontier and equates to (1) when the DMU under evaluation is on the efficient frontier. The efficiency value gained in the pessimistic view is more than (1), on condition where the DMU under evaluation is not on the inefficient frontier and is equivalent to (1), if the DMU under evaluation is on the inefficient frontier [31]. When calculating the optimistic efficiency, the nearer the DMU proves to be to the efficiency frontier, the more desirable, whereas, in the case of computing pessimistic efficiency, the further the distance of the DMU, the better, which has additional desirability [32]. For the first time, Doyle et al. [33] computed the efficiency of DMUs from optimistic and pessimistic viewpoints. In recent years, the double-frontier was utilized by numerous researchers such as Badizadeh et al. [34]; Aziz et al. [35] and Wang and Lan [36].

Multiple criteria decision-making can be divided
into two groups, consisting of multi-criterion and multi-objective decision-making. Goal Programming (GP) is one of the multi-objective decision-making techniques, which assists in encompassing several aims synchronously; and by minimizing the deviation between these objectives, the optimal solution can be determined [37]. In this method, the objective function of the key problem is somehow formulated by the auxiliary variables that are, namely, deviations from the goal condition, so that the total set of undesirable deviations of the ideals are minimized. This technique specifies the goals achieved and the ones which have not been so. In addition to which, by utilizing a GP, the amount of deviation for each of these goals comes to hand from their ideal level [38–40]. A GP was performed by Charnes and Cooper [41] in 1961. Yousefi et al. [42] suggested a hybrid GP-DEA model in a network to present an improvement in solutions and to rank units (all efficient and inefficient ones) based on the requirements of experts. In the past few years, numerous researchers have used the GP method and rendered new models. For such paradigms, one can refer to Maiti and Roy [43,44] Chen et al. [45] Trivedi and Singh [46] He et al. [47], and Roy et al. [48,49]. Methods in relevance to GP modes are extremely diverse and even make provisions to optimize contradictory goals. Jolli et al. [50] set up and utilized GP for three kinds of analysis: 1-Specify the essential resources to fulfill a set of goals under consideration. 2-Determine the intensity of attaining the goals. 3-Determine the optimal and substantial response with due attention to the amount of resources available and the priority of objectives or goals. Table 1 reviews the studies which have applied the game theory methods in DEA. The last row of Table 1 presents characteristics of the current paper.

The main objective of this paper is to expand DEA models, utilizing GP concepts. This task is performed for non-cooperative models (leader-follower). The weakness present in the non-cooperative models is that the leader maximizes the performance on its own. Hence, there is a probability that this may cause an annihilation of the follower. The flaw or weakness of the non-cooperative models in the case where the network is a series, illustrates itself more prominently, as under such conditions, a failure of one stage leads to the collapse of the entire system. The other reason is that, in this case, the efficiency or performance is computed from the multiplicative angle which is devoid of compensation properties. In order to overpowered this weakness, a level of goals is defined for the followers. In fact, in this paper and on terms with the non-cooperative game, collaboration is proposed between the leader and follower. In this manner, the views of the managers are induced into DEA models. A comparison is made, in view of the proposed model, with the other two non-cooperative common models and that of the black box model, so that managers can accurately analyze and secure the level of goals and the results of the proposed model. Hence, it is for this purpose that, in this paper, the efficiency of a three-stage performance is attained on the basis of four scenarios, a black box scenario and three non-cooperative scenarios. An optimistic and pessimistic approach is utilized to secure efficiency and increase accuracy. In the second and third scenarios, the non-cooperative models, from the optimistic and pessimistic views, cannot be turned into linear models, because of the additional inputs and outputs in the first, second and third stages. Therefore, a heuristic technique is used to convert the nonlinear models into linear models. In accordance with the points mentioned, most research performed in the network deliberates on two stages, but the current research takes a three-stage process into consideration, which, in addition to the intermediary variables, has also additional and undesirable inputs and outputs. As a summarization, the contributions of this paper are as follows:

- A three-stage network is taken under consideration with respect to additional desirable and undesirable inputs and outputs;
- The suggested model is a hybrid DEA and GP model in a network structure;
- A kind of cooperation between the leader and followers is defined, so that the objectives of the managers are capable of being inserted into the models;
- A double frontier approach is utilized to evaluate efficiency, in order to make results more realistic;
- A heuristic technique is proposed to convert non-linear models into linear models;
- Implementation of the suggested model on an authentic example (a real world factory with a production area, a warehouse for goods and a delivery point);
- The said factory is considered a dynamic network.

The structure of this paper has been rendered as follows: Section 2 describes the model and, in this section, after introducing the structure of the network, the modeling is performed from the black box perspective and three non-cooperative scenarios. Section 3 renders the model solution and presents the same according to the heuristic method. In Section 4 a case-history is described, where a factory in the real world has been rendered and illustrated as an example. Finally, Section 5 concludes the paper.

2. Model description

A set of $n$ homogeneous DMUs are considered that are denoted by $DMU_j (j = 1, \ldots, n)$, and each $DMU_j$
Table 1. Classification of studies on Data Envelopment Analysis (DEA)-game theory method.

| Reference | Type of game | Structure of network | Additional inputs | Undesirable output | Type of modelling | Type of frontier | DEA-Gp | Dynamic |
|-----------|--------------|----------------------|-------------------|--------------------|-------------------|-----------------|--------|---------|
| Hwang et al. [11] | Cooperative | One-stage | - | ✓ | Linear | Optimistic | - | - |
| Kao and Hwang [58] | Cooperative | Two-stage | - | - | Linear | Optimistic | - | - |
| Wang et al. [28] | Cooperative | Two-stage | - | - | Linear | Optimistic | - | ✓ |
| Kou et al. [8] | Cooperative | Two-stage | ✓ | - | Linear | Optimistic | - | ✓ |
| Li et al. [11] | Non-cooperative | Two-stage | ✓ | - | Linear | Optimistic | - | - |
| Liang et al. [10] | Cooperative and non-cooperative | Two-stage | - | - | Linear | Optimistic | - | - |
| Wu et al. [24] | Cooperative | Two-stage | ✓ | ✓ | Linear | Optimistic | - | - |
| An et al. [12] | Cooperative and non-cooperative | Two-stage | ✓ | - | Non-linear | Optimistic | - | - |
| Wu et al. [13] | Cooperative and non-cooperative | Two-stage | ✓ | ✓ | Non-linear | Optimistic | - | ✓ |
| Zhou et al. [14] | Non-cooperative | Two-stage | - | - | Non-linear | Optimistic | - | - |
| Du et al. [15] | Cooperative and non-cooperative | Three-stage | - | - | Linear | Optimistic | - | - |
| Badiezadeh et al. [34] | Cooperative | Three-stage | ✓ | ✓ | Linear | Double | - | - |
| Shabampos et al. [40] | Cooperative | One-stage | - | - | Linear | Double | ✓ | - |
| Yousefi et al. [42] | Cooperative | Three-stage | ✓ | - | Non-linear | Optimistic | ✓ | - |
| Current paper | Non-cooperative | Three-stage | ✓ | ✓ | Non-linear | Double | ✓ | ✓ |

has three stages, as shown in Figure 1, where all the stages are connected together in series. The inputs of the first stage are denoted by \( x_{1,j}^i \) (\( i = 1, \ldots, I_1 \)) and the undesirable outputs of the first stage by \( Y_{r_1,j}^i \) (\( r_1 = 1, \ldots, R_1 \)). The intermediate measures between the first and second stages by \( Z_{d_1,j}^i \) (\( d_1 = 1, \ldots, D_1 \)) and between the second and third stages by \( Z_{d_2,j}^i \) (\( d_2 = 1, \ldots, D_2 \)). The additional inputs and outputs of the second stage are denoted by \( x_{2,j}^i \) (\( i = 1, \ldots, I_2 \)) and \( Y_{r_2,j}^i \) (\( r_2 = 1, \ldots, R_2 \)), respectively. Finally, the additional inputs of the third stage are denoted by \( x_{3,j}^i \) (\( i = 1, \ldots, I_3 \)) and the outputs of the third stage by \( Y_{r_3,j}^i \) (\( r_3 = 1, \ldots, R_3 \)). \( v_{1,j} \), \( v_{2,j} \) and \( v_{3,j} \) are adopted as the weights of the inputs to the first, second and third
stages, respectively.  \( w_{1}^{1} \) and \( w_{2}^{2} \) are adopted as the weights of the intermediate measures between stages 1, 2 and 3, respectively. The weights of the outputs for the first, second and third stages are denoted by \( u_{r_{1}}^{1} \), \( u_{r_{2}}^{2} \) and \( u_{r_{3}}^{3} \), respectively.

In regard to analyzing the abovementioned network (Figure 1), a black box and three non-cooperative viewpoints are considered. In this section, the modeling for these four approaches is performed correspondingly. Researchers are more inclined to utilize input-oriented models for efficiency analysis, mainly for three reasons. The first is that demand reveals a growing trend, the estimation of which is an intricate matter. The second reason encompasses the fact that managers have a better control of the inputs, rather than the outputs. The third motive is that the model reflects the initial objectives of policy-makers, on the basis of being responsible for responding to the demands of the people. Furthermore, the units must reduce costs and/or restrict the use of resources. Thereby, in this research, an input-oriented model is utilized.

2.1. Black box approach

As indicated in the first section, the black box approach is utilized towards alleviating complex networks and ignores the intermediary variables. Figure 2 illustrates the black box model of the network and the inputs and outputs, which are the inputs and outputs of the three stages respectively.

It should be noted that, \( y_{1i}^{1} \) is an undesired output. Therefore, the efficiency of the black box approach will be described from the optimistic view, as follows:

**Model 1:**

\[
\begin{align*}
\theta_{o}^{\text{overall}} = & \max_{r_{1}} \sum_{r_{2}=1}^{R_{2}} u_{r_{2}}^{2} y_{r_{2}, i}^{2} + \sum_{r_{3}=1}^{R_{3}} u_{r_{3}}^{3} y_{r_{3}, i}^{3} - \sum_{r_{1}=1}^{R_{1}} u_{r_{1}}^{1} y_{r_{1}, i}^{1}, \\
\text{s.t.} & \sum_{i_{1}=1}^{I_{1}} v_{i_{1}}^{1} x_{i_{1}, i}^{1} + \sum_{i_{2}=1}^{I_{2}} v_{i_{2}}^{2} x_{i_{2}, i}^{2} + \sum_{i_{3}=1}^{I_{3}} v_{i_{3}}^{3} x_{i_{3}, i}^{3} = 1,
\end{align*}
\]

**Figure 2.** Structure of a “black box” system.

On the basis of Wang et al. [51] Model 1 is modified and the efficiency of the black box approach from the pessimistic view is described, as follows:

**Model 2:**

\[
\begin{align*}
\bar{\nu}^{o} = & \min_{r_{1}} \sum_{r_{2}=1}^{R_{2}} u_{r_{2}}^{2} y_{r_{2}, i}^{2} + \sum_{r_{3}=1}^{R_{3}} u_{r_{3}}^{3} y_{r_{3}, i}^{3} - \sum_{r_{1}=1}^{R_{1}} u_{r_{1}}^{1} y_{r_{1}, i}^{1}, \\
\text{s.t.} & \sum_{i_{1}=1}^{I_{1}} v_{i_{1}}^{1} x_{i_{1}, i}^{1} + \sum_{i_{2}=1}^{I_{2}} v_{i_{2}}^{2} x_{i_{2}, i}^{2} + \sum_{i_{3}=1}^{I_{3}} v_{i_{3}}^{3} x_{i_{3}, i}^{3} = 1,
\end{align*}
\]

\[
\sum_{r_{1}=1}^{R_{1}} u_{r_{1}}^{1} y_{r_{1}, i}^{1} - \sum_{i_{1}=1}^{I_{1}} v_{i_{1}}^{1} x_{i_{1}, i}^{1} - \sum_{i_{3}=1}^{I_{3}} v_{i_{3}}^{3} x_{i_{3}, i}^{3} \leq 0, \\
\quad j = 1, \ldots, n,
\]

\[
\sum_{r_{1}=1}^{R_{1}} u_{r_{1}}^{1} y_{r_{1}, i}^{1} - \sum_{i_{1}=1}^{I_{1}} v_{i_{1}}^{1} x_{i_{1}, i}^{1} - \sum_{i_{3}=1}^{I_{3}} v_{i_{3}}^{3} x_{i_{3}, i}^{3} \leq 0, \\
\quad j = 1, \ldots, n,
\]

\[
\sum_{r_{1}=1}^{R_{1}} u_{r_{1}}^{1} y_{r_{1}, i}^{1} - \sum_{i_{1}=1}^{I_{1}} v_{i_{1}}^{1} x_{i_{1}, i}^{1} - \sum_{i_{3}=1}^{I_{3}} v_{i_{3}}^{3} x_{i_{3}, i}^{3} \geq 0, \\
\quad j = 1, \ldots, n,
\]

Models 1 and 2 attain efficiency values on the basis of the distance from the efficient and inefficient frontiers,
respectively. In respect to the Wang and Chin approach [52], the overall efficiency of Figure 2, by taking into consideration the optimistic and pessimistic views, based on the results of Models 1 and 2, described in Eq. (3) is, as follows:

\[ \theta_o = \sqrt{\theta_{\text{overall}} \cdot \phi_{\text{overall}}}. \]  

(3)

2.2. Non-cooperative approach

2.2.1. First scenario

In the first scenario, the first, second and third stages will be considered as the role of “leader”, “first follower” and “second follower” respectively. The second stage is given more importance, due to its position. Hence, in this scenario, two roles are taken into consideration for the second stage:

1. Follower of the first stage;
2. Leader of the third stage.

Initially the leader stage is maximized and then, by assuming that the efficiency of the leader stage is constant or fixed, the efficiency of the second stage is maximized. Eventually, with the assumption that the two previous stages have remained constant, the efficiency of the third stage is gained. Hence, the optimistic efficiency of the leader’s stage is demonstrated by \( \theta_o^L \) and the optimistic efficiencies of the second and third stages by \( \theta_o^{L_F} \) and \( \theta_o^{P_F} \), respectively. The maximal efficiencies of the leader, second and third stages, have been defined from the optimistic standpoint, based on the approach of Li et al. [11], according to the following:

**Model 3:**

\[ \theta_o^{L_s} = \max \left\{ \theta_o^L \left| \theta_j^L \leq 1, \quad \theta_j^{L_F} \leq 1, \quad \theta_j^{P_F} \leq 1, \quad j = 1, \ldots, n \right\}. \]

(4)

**Model 4:**

\[ \theta_o^{L_F} = \max \left\{ \left( \theta_o^L \left| \theta_j^L \leq 1, \quad \theta_j^{L_F} \leq 1, \quad \theta_j^{P_F} \leq 1, \quad j = 1, \ldots, n \right\} \right\}. \]

\[ \theta_o^{L_s} = \theta_o^{L_s}, \quad j = 1, \ldots, n \right\}. \]

(5)

**Model 5:**

\[ \theta_o^{P_F} = \max \left\{ \left( \theta_o^L \left| \theta_j^L \leq 1, \quad \theta_j^{L_F} \leq 1, \quad \theta_j^{P_F} \leq 1, \quad j = 1, \ldots, n \right\} \right\}. \]

\[ \theta_o^{L_s} = \theta_o^{L_s}, \quad \theta_o^{L_F} = \theta_o^{L_F}, \quad j = 1, \ldots, n \right\}. \]

(6)

All the variables in Models 3, 4, and 5 are non-negative and optimum efficiency has been demonstrated with the symbol (*). By means of Model 3, maximum efficiency was attained by the leader stage, under the condition where the efficiencies of the other stages which came to hand are less than Model 1. In employing Model 4, maximum efficiency was gained for the second stage under circumstances in which the efficiencies of the other stages are less than Model 1 and the efficiency of the leader stage for \( DMU_o \) is constant. In fact, under such conditions, the second stage plays the role of “follower”. Finally, by utilizing Model 5, the maximum efficiency of the third stage is obtained, under such circumstances where the efficiencies of the other stages are less than Model 1 and the efficiencies of the leader and second stages remain constant for \( DMU_o \). Under such conditions, the second stage plays the role of leader for the third stage. Models 3, 4 and 5 are fractional and by utilizing the Charnes-Cooper conversion (1962), as illustrated beneath, they are converted into linear models.

**Model 6:**

\[ \theta_o^{L_s} = \max \sum_{d_1=1}^{D_1} w_{d_1}^1 - z_{d_1}^1 - \sum_{r_1=1}^{R_1} u_{r_1}^1 y_{r_1}. \]

\[ \sum_{i_1=1}^{l_1} v_{i_1}^1 x_{i_1}^1 = 1. \]

\[ \sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1,j}^1 - \sum_{r_1=1}^{R_1} u_{r_1}^2 y_{r_1,j} - \sum_{i_1=1}^{l_1} v_{i_1}^2 x_{i_1,j} \leq 0, \]

\[ j = 1, \ldots, n, \]

\[ \sum_{r_1=1}^{R_1} u_{r_1}^3 y_{r_1}^3 - \sum_{i_1=1}^{l_1} v_{i_1}^3 x_{i_1}^3 - \sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1,j}^2 \leq 0, \]

\[ j = 1, \ldots, n, \]

\[ u_{r_1}^1, u_{r_1}^2, u_{r_1}^3 \geq 0, \]

\[ r_1 = 1, \ldots, R_1; \quad r_2 = 1, \ldots, R_2; \]

\[ r_3 = 1, \ldots, R_3; \]

\[ v_{i_1}^1, v_{i_1}^2, v_{i_1}^3 \geq 0, \]

\[ i_1 = 1, \ldots, I_1; \quad i_2 = 1, \ldots, I_2; \]

\[ i_3 = 1, \ldots, I_3; \]

\[ w_{d_1}^1, w_{d_1}^2, w_{d_1}^3 \geq 0, \]

\[ d_1 = 1, \ldots, D_1; \quad d_2 = 1, \ldots, D_2. \]

(7)

**Model 7:**
\[ \theta^{1F_s} = \max \sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1,0}^2 + \sum_{r_1=1}^{R_1} u_{r_1}^2 y_{r_1,0} \]

s.t.:

\[ \sum_{i_1=1}^{I_1} v_{i_1}^2 x_{i_1,0}^2 + \sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1,0}^2 = 1 \]

\[ \sum_{d_1=1}^{D_1} w_{d_1}^1 z_{d_1,0}^1 - \sum_{r_1=1}^{R_1} u_{r_1}^1 y_{r_1,0} - \sum_{i_1=1}^{I_1} v_{i_1}^1 x_{i_1,0}^1 \leq 0, \quad j = 1, \ldots, n, \]

\[ \sum_{d_1=1}^{D_1} w_{d_1}^1 z_{d_1,0}^1 \leq 0, \quad j = 1, \ldots, n, \]

\[ \sum_{r_3=1}^{R_3} u_{r_3}^3 y_{r_3,0} - \sum_{i_1=1}^{I_1} v_{i_1}^3 x_{i_1,0}^3 - \sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1,0}^2 \leq 0, \quad j = 1, \ldots, n, \]

\[ \sum_{r_3=1}^{R_3} u_{r_3}^3 y_{r_3,0} - \sum_{i_1=1}^{I_1} v_{i_1}^3 x_{i_1,0}^3 - \sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1,0}^2 \leq 0, \quad j = 1, \ldots, n, \]

\[ u_{r_1}^1, u_{r_2}^2, u_{r_3}^3 \geq \varepsilon; \quad r_1 = 1, \ldots, R_1; \quad r_2 = 1, \ldots, R_2; \]

\[ r_3 = 1, \ldots, R_3, \]

\[ v_{i_1}^1, v_{i_2}^2, v_{i_3}^3 \geq \varepsilon; \quad i_1 = 1, \ldots, I_1; \quad i_2 = 1, \ldots, I_2; \]

\[ i_3 = 1, \ldots, I_3, \]

\[ w_{d_1}^1, w_{d_2}^2 \geq \varepsilon; \quad d_1 = 1, \ldots, D_1; \quad d_2 = 1, \ldots, D_2. \quad (8) \]

**Model 8:**

\[ \theta^{2F_s} = \max \sum_{r_3=1}^{R_3} u_{r_3}^3 y_{r_3,0} \]

s.t.:

\[ \sum_{i_1=1}^{I_1} v_{i_1}^2 x_{i_1,0}^2 + \sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1,0}^2 = 1, \]

\[ \sum_{d_1=1}^{D_1} w_{d_1}^1 z_{d_1,0}^1 - \sum_{r_1=1}^{R_1} u_{r_1}^1 y_{r_1,0} - \sum_{i_1=1}^{I_1} v_{i_1}^1 x_{i_1,0}^1 \leq 0, \quad j = 1, \ldots, n, \]

\[ \sum_{d_1=1}^{D_1} w_{d_1}^1 z_{d_1,0}^1 \leq 0, \quad j = 1, \ldots, n, \]

In accordance with the work of Wang et al. [51], Models 6, 7, and 8 are modified, as given below, so that the minimum efficiencies of the first, second and third stages are gained, respectively, from the pessimistic view.

**Model 9:**

\[ \varphi^{1F_s}_o = \min \sum_{d_1=1}^{D_1} w_{d_1}^1 z_{d_1,0}^1 - \sum_{r_1=1}^{R_1} u_{r_1}^1 y_{r_1,0} \]

s.t.:

\[ \sum_{i_1=1}^{I_1} v_{i_1}^1 x_{i_1,0}^1 = 1, \]

\[ \sum_{d_1=1}^{D_1} w_{d_1}^1 z_{d_1,0}^1 - \sum_{r_1=1}^{R_1} u_{r_1}^1 y_{r_1,0} - \sum_{i_1=1}^{I_1} v_{i_1}^1 x_{i_1,0}^1 \geq 0, \quad j = 1, \ldots, n, \]
\[ \sum_{d_1=1}^{D_1} w_{d_1}^2 x_{d_1}^2 + \sum_{r_1=1}^{R_1} u_{r_1}^2 y_{r_1}^2 - \sum_{i_1=1}^{I_1} v_{i_1}^2 x_{i_1}^2 + \frac{1}{D_1} \sum_{d_1=1}^{D_1} w_{d_1}^1 z_{d_1}^1 \geq 0, \quad j = 1, \ldots, n, \]

\[ \sum_{r_3=1}^{R_3} u_{r_3}^3 y_{r_3}^3 - \sum_{i_1=1}^{I_1} v_{i_1}^3 x_{i_1}^3 - \frac{1}{D_1} \sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1}^2 \geq 0, \quad j = 1, \ldots, n, \]

Model 10:

\[ \phi^F_o = \min \sum_{d_1=1}^{D_1} w_{d_1}^2 x_{d_1}^2 + \sum_{r_1=1}^{R_1} u_{r_1}^2 y_{r_1}^2, \]

s.t.:

\[ \sum_{i_1=1}^{I_1} v_{i_1}^2 x_{i_1}^2 o + \sum_{d_1=1}^{D_1} w_{d_1}^1 z_{d_1}^1 o = 1, \]

\[ \sum_{d_1=1}^{D_1} w_{d_1}^1 z_{d_1}^1 = \frac{1}{D_1}, \quad j = 1, \ldots, n, \]

\[ \sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1}^2 = \frac{1}{D_1}, \quad j = 1, \ldots, n, \]

\[ \sum_{r_3=1}^{R_3} u_{r_3}^3 y_{r_3}^3 - \sum_{i_1=1}^{I_1} v_{i_1}^3 x_{i_1}^3 - \frac{1}{D_1} \sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1}^2 \geq 0, \quad j = 1, \ldots, n, \]

Model 11:

\[ \phi^F_o = \min \sum_{r_3=1}^{R_3} u_{r_3}^3 y_{r_3}^3, \]

s.t.:

\[ \sum_{i_1=1}^{I_1} v_{i_1}^1 x_{i_1}^1 o + \sum_{r_3=1}^{R_3} u_{r_3}^3 y_{r_3}^3 = 1. \]

\[ \sum_{d_1=1}^{D_1} w_{d_1}^1 z_{d_1}^1 = \frac{1}{D_1}, \quad j = 1, \ldots, n, \]

\[ \sum_{r_3=1}^{R_3} u_{r_3}^3 y_{r_3}^3 - \sum_{i_1=1}^{I_1} v_{i_1}^3 x_{i_1}^3 - \frac{1}{D_1} \sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1}^2 \geq 0, \quad j = 1, \ldots, n, \]

\[ \sum_{r_1=1}^{R_1} u_{r_1}^2 y_{r_1}^2 - \sum_{i_1=1}^{I_1} v_{i_1}^2 x_{i_1}^2 o = 0, \quad r_1 = 1, \ldots, R_1, \quad r_2 = 1, \ldots, R_2; \]

\[ u_{r_1}^1, u_{r_2}^2, u_{r_3}^3 \geq \epsilon; \quad r_1 = 1, \ldots, R_1; \quad r_2 = 1, \ldots, R_2; \]

\[ r_3 = 1, \ldots, R_3, \]

\[ v_{i_1}^1, v_{i_2}^2, v_{i_3}^3 \geq \epsilon; \quad i_1 = 1, \ldots, I_1; \quad i_2 = 1, \ldots, I_2; \]

\[ i_3 = 1, \ldots, I_3, \]

\[ w_{d_1}^1, w_{d_2}^2 \geq \epsilon; \quad d_1 = 1, \ldots, D_1; \quad d_2 = 1, \ldots, D_2. \]
It must be observed that the stages of Figure 1 are in series, based on the views of Kao and Hwang [53], and a multiplicative approach is used to compute overall efficiency. Hence, by utilizing the results of the abovementioned Models 6-11, the maximum overall optimistic efficiency \( \theta^*_o \), the minimum overall pessimistic efficiency \( \varphi_o \), overall efficiency based on the double-frontier \( \phi^o \) are defined, respectively, as follows:

\[
\theta^*_o = \theta^*_1 \phi^o \theta^* F \phi^2 F \cdot \varphi_o = \varphi^L \phi^o \varphi^P F \phi^2 F \cdot \\
\phi^o = \sqrt{\theta^*_o \phi^o}.
\]  

(33)

2.2.2. Second scenario
In the second scenario, the first stage as the leader and the second and third stages together are depicted in the form of a follower. On these bases, the efficiency of the optimistic leader stage is illustrated as \( \theta^*_1 \) whereas, the optimistic efficiencies of the second and third stages are shown as \( \theta^1 F \) and \( \theta^2 F \) respectively, and the optimistic efficiency of the second and third stages together is demonstrated as \( \theta^2 F = \theta^1 F \phi^2 F \). In fact, the difference between this scenario and the first scenario lies in the role of the second and third stages. Therefore, the maximal optimistic efficiency of the leader stage \( \theta^*_1 \) and the minimal pessimistic efficiency of the leader stage \( \varphi^L \) are brought to hand, respectively, from Models 6 and 9 in the first scenario. Similarly, the efficiencies of the second and third stages are hybrid, being attentive to the fact that they are in series and are defined as \( \theta^2 F = \theta^1 F \phi^2 F \), according to the work of Kao and Hwang [53]. Hence, the maximal efficiency for the follower stage \( \theta^2 F \) from the optimistic viewpoint is found and rendered as shown below.

Model 12:

\[
\theta^2 F = \max \sum_{d_1=1}^{D_1} \frac{R_1}{\sum_{i=1}^{L_1} u^1_{i} x^1_{i,0}} + \sum_{d_1=1}^{D_1} \frac{R_3}{\sum_{i=1}^{L_3} u^3_{i} x^3_{i,0}}
\]  

s.t.:

\[
\sum_{d_1=1}^{D_1} w^1_{d_1} x^1_{d_1,0} - \sum_{r_1=1}^{R_1} u^1_{r_1} y^1_{r_1,j} \leq 1, \quad j = 1, \ldots, n, \\
\sum_{i=1}^{L_1} v^1_{i} x^1_{i,j} \leq 1, \quad j = 1, \ldots, n, \\
\sum_{j=1}^{N_1} w^2_{d_1} x^2_{d_1,j} + \sum_{r_2=1}^{R_2} u^2_{r_2} y^2_{r_2,j} \leq 1, \quad j = 1, \ldots, n, \\
\sum_{i=1}^{L_2} v^2_{i} x^2_{i,j} + \sum_{d_1=1}^{D_1} w^1_{d_1} x^1_{d_1,j} \leq 1, \quad j = 1, \ldots, n, \\
\sum_{i=1}^{L_3} u^3_{i} y^3_{i,j} \leq 1, \quad j = 1, \ldots, n, \\
\sum_{i=1}^{L_3} v^3_{i} x^3_{i,j} + \sum_{d_1=1}^{D_1} w^1_{d_1} x^1_{d_1,j} \leq 1, \quad j = 1, \ldots, n, \\
\sum_{i=1}^{L_3} u^3_{i} x^3_{i,j} \leq 1, \quad j = 1, \ldots, n, \\
\sum_{i=1}^{L_3} v^3_{i} x^3_{i,j} \leq 1, \quad j = 1, \ldots, n,
\]  

(14)

The maximum overall efficiency of the follower stage \( \varphi^* F \) is gained by Model 12, on condition that the efficiencies of the other stages are less than 1; and, according to the approach of Li et al., the efficiency of the leader stage remain constant. Based on the work of Wang et al. [51], Model 12 is described, as given below, in order to attain the minimum efficiency of the follower stage \( \varphi^* F \) from the pessimistic viewpoint.

Model 13:

\[
\varphi^* F = \min \sum_{d_1=1}^{D_1} \frac{R_1}{\sum_{i=1}^{L_1} u^1_{i} x^1_{i,0}} + \sum_{d_1=1}^{D_1} \frac{R_3}{\sum_{i=1}^{L_3} u^3_{i} x^3_{i,0}}
\]  

s.t.:

\[
\sum_{d_1=1}^{D_1} w^1_{d_1} x^1_{d_1,0} - \sum_{r_1=1}^{R_1} u^1_{r_1} y^1_{r_1,j} \geq 1, \quad j = 1, \ldots, n, \\
\sum_{i=1}^{L_1} v^1_{i} x^1_{i,j} \geq 1, \quad j = 1, \ldots, n, \\
\sum_{j=1}^{N_1} w^2_{d_1} x^2_{d_1,j} + \sum_{r_2=1}^{R_2} u^2_{r_2} y^2_{r_2,j} \geq 1, \quad j = 1, \ldots, n, \\
\sum_{i=1}^{L_2} v^2_{i} x^2_{i,j} + \sum_{d_1=1}^{D_1} w^1_{d_1} x^1_{d_1,j} \geq 1, \quad j = 1, \ldots, n, \\
\sum_{i=1}^{L_3} u^3_{i} y^3_{i,j} \geq 1, \quad j = 1, \ldots, n, \\
\sum_{i=1}^{L_3} v^3_{i} x^3_{i,j} + \sum_{d_1=1}^{D_1} w^1_{d_1} x^1_{d_1,j} \geq 1, \quad j = 1, \ldots, n, \\
\sum_{i=1}^{L_3} u^3_{i} x^3_{i,j} \geq 1, \quad j = 1, \ldots, n,
\]  

(15)
Models 12 and 13 are nonlinear, and in the third section of this paper, an innovative approach in resolving them is utilized. By assuming that Models 12 and 13 are solved and given that the stages are in series (Figure 1), total and maximal optimistic efficiency ($\theta_0^{\text{overall}}$) is defined, minimal and total pessimistic efficiency ($\phi_0^{\text{overall}}$) and overall efficiency with the double-frontier ($\phi_0^{\text{overall}}$), which are, respectively, specified below:

$$
\theta_0^{\text{overall}} = \theta_0^1 \theta_0^{12F}, \quad \phi_0^{\text{overall}} = \phi_0^1 \phi_0^{12F} 
$$

$$
\phi_0^{\text{overall}} = \sqrt{\frac{\theta_0^{\text{overall}}}{\phi_0^{\text{overall}}}}. \quad (16)
$$

2.2.3. Third scenario

In this scenario, which is comprised of the proposed approach of this paper, efforts have been made to insert the goals of the managers into the models. In the third scenario, the first stage is designated as the “leader” and it is assumed that the second and third stages together, are in the form of a “follower”. The dissimilarity between this scenario and the second scenario is that in such circumstances, collaboration between the leader and followers is taken into consideration. In the second scenario, the leader stage concentrates only on maximizing its efficiency, which causes deterioration in the efficiency of the followers. In this scenario and under such circumstances, the leader optimizes its efficiency, so that the efficiency of the followers does not reduce from a certain level, or, in fact, the leader maximizes its efficiency to forestall the eradication of the followers. Actually, the leader-follower characteristic is a non-cooperative game, which is hybrid with a cooperative approach in this section. In accordance with this, the maximal efficiency of the leader stage is described from the optimistic viewpoint as shown beneath.

Model 14:

$$
\theta_0^{L^*} = \max \left\{ \theta_0^L \left| \theta_0^1 \geq c_1, \quad \theta_0^2 \geq c_2, \quad \theta_0^L \leq 1, \right. \right. 
$$

$$
\left. \left. \theta_0^{1F} \leq 1, \quad \theta_0^{2F} \leq 1, \quad j = 1, \ldots, n \right\}. \quad (17)
$$

All variables in Model 14 are non-negative. Model 14 secures the maximal efficiency of the leader stage, on condition that the efficiency of the other stages are less than 1 and for $DMU_0$, the efficiency of the second and third stages is not lower than the values of $c_1$ and $c_2$, respectively. The values of $c_1$ and $c_2$ are actually the minimal efficiencies of the second and third stages which are numerals at intervals of (0 and 1), in accordance with the goals of managers. It should be noted that if the values of $c_1 = c_2 = \varepsilon$ are considered such that they are closer to (0), then, the two constraints $\theta_0^{1F} \geq c_1, \theta_0^{2F} \geq c_2$ are simply redundant. So, Model 14 is feasible. But there could be a possibility that in reality, the goals of managers are not capable of being attained and the model becomes superfluous. Hence, the concept of ‘goal programming’ is utilized and the two assigned values, $\alpha_1, \alpha_2$, are reduced ($\theta_0^{1F} \geq c_1 - \alpha_1, \theta_0^{2F} \geq c_2 - \alpha_2$) from the opinion of managers under contemplation, so that by using Model 15, conditions for securing the goal of the managers is surveyed. Model 14 is a fractional model and by utilizing the Chames-Cooper conversion (1962), as well as contemplating the GP concept, as illustrated beneath, it is converted into a linear model:

Model 15:

$$
\theta_0^{L^*} = \max \sum_{d_1=1}^{D_1} \sum_{r_2=1}^{R_1} w_{d_1}^{1} z_{1,r_2}^{1} - \sum_{r_1=1}^{R_1} u_{r_1} y_{r_1}^{1} - M(\alpha_1 + \alpha_2), 
$$

s.t.:

$$
\sum_{i_1=1}^{l_1} v_{i_1} x_{i_1,0} = 1, 
$$

$$
\sum_{d_1=1}^{D_1} \sum_{r_2=1}^{R_1} w_{d_1}^{2} z_{2,r_2}^{1} + \sum_{r_1=1}^{R_1} u_{r_1} y_{r_1}^{2} - \sum_{i_1=1}^{l_1} v_{i_1} x_{i_1,0} \leq 0, 
$$

$$
\sum_{d_1=1}^{D_1} \sum_{r_2=1}^{R_1} w_{d_1}^{3} z_{3,r_2}^{1} + \sum_{r_1=1}^{R_1} u_{r_1} y_{r_1}^{3} - \sum_{i_1=1}^{l_1} v_{i_1} x_{i_1,0} \leq 0, 
$$

$$
\sum_{d_1=1}^{D_1} w_{d_1}^{1} z_{1,d_1}^{1} + \sum_{r_1=1}^{R_1} u_{r_1} y_{r_1}^{1} - \sum_{i_1=1}^{l_1} v_{i_1} x_{i_1,0} \leq 0, 
$$

$$
\sum_{d_1=1}^{D_1} w_{d_1}^{2} z_{2,d_1}^{1} + \sum_{r_1=1}^{R_1} u_{r_1} y_{r_1}^{2} - \sum_{i_1=1}^{l_1} v_{i_1} x_{i_1,0} \leq 0, 
$$

$$
\sum_{d_1=1}^{D_1} w_{d_1}^{3} z_{3,d_1}^{1} + \sum_{r_1=1}^{R_1} u_{r_1} y_{r_1}^{3} - \sum_{i_1=1}^{l_1} v_{i_1} x_{i_1,0} \leq 0, 
$$

$$
\sum_{i_1=1}^{l_1} v_{i_1} x_{i_1,0} \leq 0.
$$
In Model 15 “M” denotes a large numeral, which factually is a penalty that causes the manager goal to be achievable. It should be mentioned that in the case where, \( \alpha_1 = 0, \alpha_2 = 0 \), Model 15 is feasible from the point of the manager goal. If this is not the issue, the manager is requested to reduce his goals \((c_1, c_2)\) to the measurement of \(\alpha_1\) and \(\alpha_2\) to make the model possible. On the basis of the work of Wang et al. [51], Model 15 is modified, as shown beneath, to obtain the efficiency of the leader stage from the pessimistic view. Similar to the optimistic approach, the pessimistic efficiency of the leader stage is obtained, under conditions where the follower stages are at a distance from the inefficient frontier, i.e. \( \phi_0^{PF} \geq c_3 - c_3, \phi_0^{PF} \geq c_4 - c_4 \), in which \(c_3, c_4 \geq 1\).

Model 16:

\[
\phi_0^{LS} = \min \sum_{d_1=1}^{D_1} w_{d_1}^{r_1} + \sum_{r_1=1}^{R_1} u_{r_1} y_{r_1} + M(\alpha_3 + \alpha_4)
\]

s.t.:

\[
\sum_{i_1=1}^{I_1} v_{i_1} x_{i_1} = 1
\]

\[
\sum_{d_1=1}^{D_1} w_{d_1}^{z_1} z_{d_1} + \sum_{r_1=1}^{R_1} u_{r_1} y_{r_1}^{z_1} - \sum_{i_1=1}^{I_1} v_{i_1} x_{i_1} \geq 0, \quad j = 1, \ldots, n,
\]

\[
\sum_{d_1=1}^{D_1} w_{d_1}^{z_1} z_{d_1} + \sum_{r_1=1}^{R_1} u_{r_1} y_{r_1}^{z_1} - \sum_{i_1=1}^{I_1} v_{i_1} x_{i_1}^{z_1} \geq 0, \quad j = 1, \ldots, n,
\]

\[
\sum_{r_3=1}^{R_3} u_{r_3} y_{r_3} - \sum_{i_3=1}^{I_3} v_{i_3} x_{i_3} - \sum_{d_1=1}^{D_1} w_{d_1}^{z_1} z_{d_1} \geq 0, \quad j = 1, \ldots, n,
\]

The optimistic approach of “M” that is a large numerical, which under this circumstance and with due attention to the type of objective function, has been supplemented to the model, in order to fulfill the manager goal. It should be observed that in the case where \( \alpha_1 = 0, \alpha_2 = 0 \) Model 16 is feasible, in respect to the opinion of the manager, or else, the manager is requested to reduce his goals \((c_3, c_4)\) to the measurement of \(\alpha_3, \alpha_4\) to make the model possible.

To compute maximal efficiency for the follower stage \( \theta_{g}^{PF} \) from the optimistic viewpoint, and minimal efficiency for the follower stage \( \theta_0^{PF} \) from the pessimistic viewpoint, the operation will be according to the second scenario; and the second and third stages will be assumed as one stage and the efficiency of the follower stage will be obtained on the basis of Models 12 and 13. It should be observed that, under such conditions, the efficiency values of the leader stage \( \theta_0^{PF} \) and \( \phi_0^{PF} \) are found in Models 12 and 13 on the basis of the results of Models 15 and 16. Likewise, two constraints \( \theta_0^{PF} \geq c_3 - c_1 \) and \( \theta_0^{PF} \geq c_4 - c_2 \) are supplemented to Model 12, including two constraints \( \phi_0^{PF} \geq c_3 - c_2 \) and \( \phi_0^{PF} \geq c_4 - c_3 \) which are added to Model 13. The values of \( \alpha_i, i = 1, 2, 3, 4 \) for these 4 constraints are obtained from Models 15 and 16. Finally, by utilizing Eqs. (16) in this scenario, maximal overall optimistic efficiency, minimal overall pessimistic efficiency and total efficiency relative to the double-frontier are attained.
3. Heuristic approach to solve nonlinear models

Two exploratory approaches are proposed for optimistic and pessimistic views relatively. For the first time, an exploratory approach has been developed in regard to the pessimistic perspective or condition. To the best of our knowledge, this modeling has not been performed, as to this conceptual approach under pessimistic conditions, until now. Similarly, an exploratory approach has been implemented from the optimistic standpoint, \( r \), relative to the leader-follower concept. Thereby, the exploratory approach from the pessimistic angle is proposed in this paper. In this section, a solution will be used to gain the efficiencies of the follower (\( \theta_{0}^{12F} \), \( \varphi_{0}^{12F} \)) in the second and third scenarios, which will be described in accordance to the second scenario. Due to the presence of additional inputs and outputs in the first, second and third stages, Models 12 and 13 are nonlinear. To solve these models a heuristic approach is used, as described in the following.

3.1. A heuristic method from optimistic viewpoint

It is known that the objective function of Model 12 is a multiplicative efficiency of the two-stages, i.e. \( \theta_{0}^{12F} = \theta_{0}^{1F} \theta_{0}^{2F} \). Let us consider the first stage (\( \theta_{0}^{1F} \)) as a variable that changes between interval \([0, \theta_{0}^{1F-max}]\). By using Eq. (20), this variable can be moved into its interval:

\[
\theta_{0}^{1F} = \theta_{0}^{1F-max} - k_1 \Delta \varepsilon
\]

\[ k_1 = 0, 1, \ldots, \left[ \frac{\theta_{0}^{1F-max}}{\Delta \varepsilon} \right] + 1. \]  \hspace{1cm} (20)

In taking \( \Delta \varepsilon \) as a step size, it is considered an extremely small amount and \( \theta_{0}^{1F-max} \) is described as the maximum efficiency of the first follower stage. Its value is capable of being computed by the model below:

**Model 17:**

\[
\theta_{0}^{1F-max} = \max \left\{ \theta_{0}^{1F} | \theta_{0}^{1j} \leq 1, \theta_{0}^{2j} \leq 1 \right\},
\]

\[ j = 1, \ldots, n. \]  \hspace{1cm} (21)

Model 17 secures the maximum efficiency of the first follower stage, under conditions where the efficiencies of the other stages are less than 1. In actual fact, this model, irrespective of leader-follower correlations, attributes the highest efficiency to the second stage. This model is a fractional model and by utilizing the Charnes-Cooper conversion (1962), as illustrated beneath, it is converted into a linear model.

**Model 18:**

\[
\theta_{0}^{1F-max} = \max \left\{ \theta_{0}^{1F} \right\},
\]

\[ \sum_{d_1=1}^{D_1} \sum_{r_1=1}^{R_1} w_{d_1}^{2} y_{d_1}^{2} + \sum_{r_1=1}^{R_1} u_{r_1}^{2}, \]

s.t.:

\[
\sum_{i_1=1}^{I_1} e_{i_1}^{2} x_{i_1}^{2} + \sum_{d_1=1}^{D_1} w_{d_1}^{1} z_{d_1}^{1} = 1, \]

\[ \sum_{d_1=1}^{D_1} w_{d_1}^{1} z_{d_1}^{1} - \sum_{r_1=1}^{R_1} u_{r_1}^{1} y_{r_1}^{1} - \sum_{i_1=1}^{I_1} v_{i_1}^{1} x_{i_1}^{1} \leq 0, \]

\[ j = 1, \ldots, n. \]

\[
\sum_{d_1=1}^{D_1} w_{d_1}^{2} z_{d_1}^{2} + \sum_{r_1=1}^{R_1} u_{r_1}^{2} y_{r_1}^{2} - \sum_{i_1=1}^{I_1} v_{i_1}^{2} x_{i_1}^{2} \leq 0, \]

\[ j = 1, \ldots, n. \]

\[
\sum_{r_3=1}^{R_3} a_{r_3}^{3} u_{r_3}^{3} - \sum_{i_3=1}^{I_3} e_{i_3}^{3} x_{i_3}^{3} - \sum_{d_1=1}^{D_1} w_{d_1}^{2} z_{d_1}^{2} \leq 0, \]

\[ j = 1, \ldots, n. \]

\[
u_{i_1}^{1}, \nu_{i_1}^{2}, u_{r_1}^{3} \geq \varepsilon, \quad r_1 = 1, \ldots, R_1; \quad r_2 = 1, \ldots, R_2; \]

\[ r_3 = 1, \ldots, R_3. \]

\[
u_{i_1}^{1}, \nu_{i_1}^{2}, \nu_{i_3}^{3} \geq \varepsilon, \quad i_1 = 1, \ldots, I_1; \quad i_2 = 1, \ldots, I_2; \]

\[ i_3 = 1, \ldots, I_3. \]

\[
 w_{d_1}^{1}, w_{d_1}^{2} \geq \varepsilon, \quad d_1 = 1, \ldots, D_1; \quad d_2 = 1, \ldots, D_2. \]  \hspace{1cm} (22)

In determining the value of \( \theta_{0}^{1F-max} \) by Model 18, Model 12 is converted into the following model.

**Model 19:**

\[
\theta_{0}^{12F} = \max \left\{ \theta_{0}^{1F} \theta_{0}^{2F} | \theta_{0}^{1j} \leq 1, \theta_{0}^{2j} \leq 1 \right\},
\]

\[ \theta_{0}^{1j} = \theta_{0}^{1F}, \quad \theta_{0}^{2j} = \left( \frac{Q_{j}^{2}}{\theta_{0}^{1F}} \right)^{1/2}, \quad \theta_{0}^{1F} \in [0, \theta_{0}^{1F-max}] \]

\[ j = 1, \ldots, n. \]  \hspace{1cm} (23)

In Model 19, \( \theta_{0}^{1F} \) was considered in the objective function as a variable and the constraint which specified this variable, together with its interval of modification,
was added to the model. In this model, the efficiency of the second stage or \( \theta_0^{1F} \) has been demonstrated briefly in the form of output to input. The mentioned model is a fractional one and by utilizing the Charnes-Cooper conversion (1962), as illustrated below, it is converted into a linear model:

**Model 20:**

\[
\theta_0^{12F^*} = \max \theta_0^{1F} \cdot \sum_{r_3=1}^{R_3} u_{r_3}^3 y_{r_30},
\]

s.t.:

\[
\begin{align*}
\sum_{i_3=1}^{I_3} v_{i_3}^2 z_{i_3}^2 + \sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1}^2 &= 1, \\
\sum_{d_1=1}^{D_1} w_{d_1}^1 z_{d_1}^1 - \sum_{r_1=1}^{R_1} u_{r_1}^1 y_{r_1}^1 - \sum_{i_1=1}^{I_1} v_{i_1}^1 x_{i_1}^1 &\leq 0, \\
&\quad j = 1, \ldots, n, \\
\sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1}^2 + \sum_{r_2=1}^{R_2} u_{r_2}^2 y_{r_2}^2 - \sum_{i_2=1}^{I_2} v_{i_2}^2 x_{i_2}^2 &\leq 0, \\
&\quad j = 1, \ldots, n, \\
\sum_{r_3=1}^{R_3} u_{r_3}^3 y_{r_3}^3 - \sum_{i_3=1}^{I_3} v_{i_3}^3 x_{i_3}^3 - \sum_{d_1=1}^{D_1} w_{d_1}^2 z_{d_1}^2 &\leq 0, \\
&\quad j = 1, \ldots, n,
\end{align*}
\]

In Model 20 and by utilizing Eq. (20), the value of \( k_1 \) is increased from 0 to its higher level, in order to solve the new model each time with \( \theta_0^{1F} \). For the entire conditions of \( k_1 \), Model 20 is solved and the responses of the model are assigned as \( \theta_0^{12F} (k_1) \). By comparing all the values of \( \theta_0^{12F} (k_1) \), \( \theta_0^{12F*} \) is defined as the maximal efficiency of the follower stage from the optimistic view. It should be noted that this proposed approach has been tested under two conditions; each time a stage has been considered as a variable. Given that the efficiency of a stage is somewhat unique, the results of these two methods have been obtained with an extremely good approximation. In order to explain this approach, one of these two conditions above have been denoted.

### 3.2. A heuristic method from a pessimistic viewpoint

It is known that the objective function of Model 13 is the multiplicative efficiency of two stages, i.e. \( \varphi_0^{1F*} = \min \varphi_0^{1F} \varphi_0^{2F} \). Similar to the optimistic view presented, \( \varphi_0^{1F} \) is taken as a variable in the objective function that modifies between the \([\varphi_0^{1F-min}, M]\) interval. \( \varphi_0^{1F} \) is described as shown below so that it can be moved within the interval:

\[
\varphi_0^{1F} = \varphi_0^{1F-min} + k_1 \Delta \varepsilon,
\]

\[
k_1 = 0, 1, \ldots, \left[ \frac{M - \varphi_0^{1F-min}}{\Delta \varepsilon} \right] + 1,
\]

"M" is considered to be a large amount and alike the optimistic approach. \( \Delta \varepsilon \) is a step size and an extremely small amount. \( \varphi_0^{1F-min} \) is described as the minimum efficiency of the first follower stage and its sum can be computed by the following model.

**Model 21:**

\[
\varphi_0^{1F-min} = \min \left\{ \varphi_j^{1F} \mid \varphi_j^{1F} \geq 1, \quad \varphi_j^{2F} \geq 1, \quad \varphi_j^{2F} \geq 1, \quad j = 1, \ldots, n \right\},
\]

Model 21, secures the minimum efficiency of the first follower stage, under the condition where the efficiency of the other stages is more than 1. In fact, this model, regardless of the leader-follower correlation, attributes the least amount of efficiency to the second stage. This model is a fractional model and by employing the Charnes-Cooper conversion (1962), it is converted into a linear model, as given below.
Model 22:

\[ \varphi_0^{1F-\text{min}} = \min \left\{ \varphi_0^{1F}, \varphi_0^{2F} \mid \varphi_j^{1F} \geq 1, \quad \varphi_j^{2F} \geq 1, \right\} \]

s.t.:

\[ \sum_{i_d=1}^{D_1} w_{d_1}^{i_d} x_{d_1}^{i_d} + \sum_{r_j=1}^{R_3} u_{r_1}^{i_1} y_{r_1}^{i_1} + \sum_{i_j=1}^{I_1} v_{i_1}^{i_1} x_{i_1}^{i_1} \geq 1, \]

\[ D_1 \sum_{i_d=1}^{D_1} w_{d_1}^{i_d} z_{d_1}^{i_d} - \sum_{r_j=1}^{R_3} u_{r_1}^{i_1} y_{r_1}^{i_1} - \sum_{i_j=1}^{I_1} v_{i_1}^{i_1} x_{i_1}^{i_1} \geq 0, \quad j = 1, \ldots, n, \]

\[ R_3 \sum_{r_3=1}^{R_3} u_{r_3}^{i_3} x_{r_3}^{i_3} - \sum_{i_3=1}^{I_3} v_{i_3}^{i_3} x_{i_3}^{i_3} \geq 0, \quad j = 1, \ldots, n, \]

\[ u_{r_1}^{i_1}, u_{r_2}^{i_2}, u_{r_3}^{i_3} \geq \varepsilon; \quad r_1 = 1, \ldots, R_1; \quad r_2 = 1, \ldots, R_2; \]

\[ r_3 = 1, \ldots, R_3, \]

\[ v_{i_1}^{i_1}, v_{i_2}^{i_2}, v_{i_3}^{i_3} \geq \varepsilon; \quad i_1 = 1, \ldots, I_1; \quad i_2 = 1, \ldots, I_2; \]

\[ i_3 = 1, \ldots, I_3, \]

\[ w_{d_1}^{i_d}, w_{d_2}^{i_d} \geq \varepsilon; \quad d_1 = 1, \ldots, D_1; \quad d_2 = 1, \ldots, D_2. \quad (27) \]

In specifying the value of \( \varphi_0^{1F-\text{min}} \) by Model 22, Model 13 is modified and converted to the model below.

Model 23:

\[ \varphi_0^{12F} = \min \left\{ \varphi_0^{1F}, \varphi_0^{2F} \right\} \varphi_j^{1F} \geq 1, \quad \varphi_j^{2F} \geq 1, \] \[ \varphi_j^{2F} \geq 1, \quad \varphi_j^{1F} \geq \phi_0^{L^S} \quad \varphi_0^{1F} = \frac{O_0^2}{F_0}, \] \[ \varphi_0^{1F} \in [\varphi_0^{1F-\text{min}}, M], \quad j = 1, \ldots, n. \] \( (28) \)

It should be brought to attention that in Model 23, \( \varphi_0^{1F} \) is taken in the objective function as variable and like the optimistic approach, constraints which specify this variable, along with its interval of modification, are supplemented to the model. Model 23 is a fractional model and by using the Charnes-Cooper conversion (1962), it is converted into a linear model as given beneath:

Model 24:

\[ \varphi_0^{12F} = \min \varphi_0^{1F} \sum_{r_3=1}^{R_3} u_{r_3}^{i_3} y_{r_3}^{i_3} \]

s.t.:

\[ D_1 \sum_{i_d=1}^{D_1} w_{d_1}^{i_d} z_{d_1}^{i_d} - \sum_{r_j=1}^{R_3} u_{r_1}^{i_1} y_{r_1}^{i_1} - \sum_{i_j=1}^{I_1} v_{i_1}^{i_1} x_{i_1}^{i_1} \geq 0, \quad j = 1, \ldots, n, \]

\[ D_1 \sum_{i_d=1}^{D_1} w_{d_1}^{i_d} z_{d_1}^{i_d} + \sum_{r_j=1}^{R_3} u_{r_1}^{i_1} y_{r_1}^{i_1} - \sum_{i_j=1}^{I_1} v_{i_1}^{i_1} x_{i_1}^{i_1} \geq 0, \quad j = 1, \ldots, n, \]

\[ R_3 \sum_{r_3=1}^{R_3} u_{r_3}^{i_3} y_{r_3}^{i_3} - \sum_{i_3=1}^{I_3} v_{i_3}^{i_3} x_{i_3}^{i_3} \geq 0, \quad j = 1, \ldots, n, \]

\[ u_{r_1}^{i_1}, u_{r_2}^{i_2}, u_{r_3}^{i_3} \geq \varepsilon; \quad r_1 = 1, \ldots, R_1; \quad r_2 = 1, \ldots, R_2; \]

\[ r_3 = 1, \ldots, R_3, \]

\[ v_{i_1}^{i_1}, v_{i_2}^{i_2}, v_{i_3}^{i_3} \geq \varepsilon; \quad i_1 = 1, \ldots, I_1; \quad i_2 = 1, \ldots, I_2; \]

\[ i_3 = 1, \ldots, I_3, \]

\[ w_{d_1}^{i_d}, w_{d_2}^{i_d} \geq \varepsilon; \quad d_1 = 1, \ldots, D_1; \quad d_2 = 1, \ldots, D_2. \quad (29) \]
In Model 24 and by employing Eq. (25), the value of $k_1$ is raised to its utmost level, in order to solve the model each time with the new $\varphi_1^F$. For the entire conditions of $k_1$, Model 24 is solved, and the responses of the model are assigned as $\varphi_1^F(k_1)$. By comparing all the values of $\varphi_1^F(k_1)$, $\varphi_2^F$ is defined as the minimal efficiency of the follower stage from the pessimistic view. It should be noted that similar to the optimistic approach, the proposed approach has been tested under two conditions and each time a stage has been considered as a variable; with due attention to the fact that the efficiency of a stage is somewhat unique. Thus, the results of these two methods have been obtained with an extremely good approximation. In order to explicate this approach, one of these two conditions has been represented above.

4. Case study description

Throughout the past years, an increase in the importance of the production sector, and anxiety in regard to the development and efficiency growth of this segment has been directly correlated with that of the economic system. A rise in costs has led to forcing production units to improve their organizational performance. The optimal mode which would increase efficiency is to logically utilize, adopt and modify the available resources. This can only be achieved by ensuring correct managerial performance, including a rational evaluation of the returns attained [54,55].

The statistical population of this research includes the production, maintenance and distribution network of a factory (Nasiri Dairy factory), which is defined as an annual planning horizon in 24 periods. The factory is located in Nazar Abd Industrial Estate (in Iran), and its brand name is “Aramesh-e-Paitalkht”. This factory has a production area, a warehouse area and a delivery point, each of which is considered as a stage. The production area plays the role of the “leader” and the other two, the role of “followers”. This factory was studied for 24 time periods and as a dynamic network. In this network, a number of outputs during a time period of $t$ in the second stage are converted to a number of inputs in the second stage during a time period of $t+1$. Each time period is assumed to be a DMU. Hence, the inputs and outputs of each DMU are according to the following. The production costs of the three products produced are assigned as inputs of the first stage and are denoted as $(x_1^1, x_2^1, x_3^1)$. The transport costs for produce from the first to the second stage are described as undesirable output of the first stage, which is shown as $y_1^1$. The intermediary products between the first and second stages are the quantity of produce of each commodity, which are demonstrated as $(x_1^2, x_2^2, x_3^2)$. The additional outputs for the second stage are, respectively; the cost of reserving storage location $x_1^2$, cost of holding goods $x_2^2$ and the goods remaining in the warehouse from the previous period, which are illustrated as $(x_2^2, x_3^2, x_4^2)$. The outputs of the second stage are defined as the quantity of goods remaining in the warehouse for a subsequent period of time, and are represented by $(y_1^2, y_2^2, y_3^2)$. The intermediary products between the second and third stages are the quantities of delivery of each commodity, which are demonstrated by $(x_1^3, x_2^3, x_3^3)$. The additional input of the third stage are described as the transport costs of goods to the third stage and this is illustrated as $x_1^3$. Finally, the output of the third stage is the profit from the sale of goods, which is indicated by $y_1^3$.

In continuation, input values for the 24 time periods are illustrated in Table 2 and the mean values and outputs in Table 3.

In Table 2, the values of $0$, for each period, indicate that the goods have not remained in the warehouse since the previous phase (columns 7 to 9). Table 3 also shows values of $0$, which illustrate that the goods for the subsequent period have not remained in the warehouse (columns 9 to 11).

In continuation, the efficiency of the factory is secured by a black box approach and three leader-follower scenarios. For this purpose and in the third scenario, $c_1 = c_2 = 0.6$ and $c_3 = c_4 = 1.05$ are considered as the goals of managers. The values of $c_1$ have been obtained from Models 15 and 16 and show that the goals of the managers have been attained ($a_1 = 0$, $i = 1, 2, 3, 4$). In the second and third scenarios, on the basis of the opinions of managers, $\Delta \varepsilon = 0.01$ and $M = 5$ have been contemplated.

Similarly, the value for $\varepsilon$ in all the models has been considered as 0.05 by the managers. The heuristic method has been executed as expressed in Section 3 for both second and third scenarios. The values achieved for $k_1$, together with maximal optimistic efficiency and minimal pessimistic efficiency of the first stage for the second and third scenarios, have been illustrated in Table 4.

In studying the values of $k_1$, it is known that, in this case-study, that the pessimistic efficiency values of all the followers in the second and third scenarios, in most cases, are optimized, when the values of $k_1$ is low (columns 4 and 8). This signifies that the optimal efficiency values of the second stage or the first follower are proximate to their minimum values (columns 5 and 8), whereas, in the case of the optimistic efficiency values of the second stage, are far from their maximum values, in most circumstances (columns 3 and 7). It should be noted that the closer the efficiency value is to 1, from the optimistic standpoint, and the farther the efficiency value is from 1, from the pessimistic standpoint, the DMU proves to have a better condition. Likewise, according to expectations, all efficiency values, both from the optimistic and pessimistic perspective, in the
third leader-follower scenario are higher than the level of goals 0.6,1.05. Tables 5 and 6 render the optimistic and pessimistic efficiency values of the stages for the three “leader-follower” scenarios, respectively.

In Table 5, columns 2, 5 and 8 demonstrate the efficiency values of the leader stage using the optimistic approach. In this case study, the efficiency values of the leader stage for all DMUs, in each of the three leader-follower scenarios, equate to 1. In general, and with due attention to the two constraints supplemented into the third scenario, with respect to the optimistic efficiency values of the leader stage, equation $\theta^o_{\text{Scenario}3} \leq \theta^o_{\text{Scenario1}1} = \theta^o_{\text{Scenario2}}$ is expected. In comparing the efficiency values of the followers in this case study, it is observed that the optimistic efficiency values gained for the first scenario (including all DMUs) are more than the

| DMU | $x_1^1$ | $x_2^1$ | $x_3^1$ | $x_4^2$ | $x_5^3$ | $x_6^4$ | $x_7^5$ | Cost of | Cost of | Goods | Cost of |
|-----|--------|--------|--------|--------|--------|--------|--------| reserving | holding | remaining | transport |
| 1   | 20120000 | 36160000 | 51120000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 36800000 |
| 2   | 50960000 | 63280000 | 77280000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 62350000 |
| 3   | 80860000 | 90420000 | 13360000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 91450000 |
| 4   | 101920000 | 128660000 | 180320000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 12880000 |
| 5   | 43860000 | 54210000 | 77280000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 55200000 |
| 6   | 50960000 | 63280000 | 103040000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 66450000 |
| 7   | 94160000 | 128660000 | 154500000 | 17000000 | 16700000 | 0        | 0        | 0        | 0        | 0        | 11755000 |
| 8   | 145000000 | 180800000 | 25760000 | 17000000 | 36200000 | 0        | 2        | 0        | 0        | 0        | 154350000 |
| 9   | 145000000 | 180800000 | 25760000 | 17000000 | 31700000 | 6        | 8        | 4        | 0        | 0        | 19115000 |
| 10  | 145000000 | 180800000 | 25760000 | 17000000 | 17300000 | 4        | 6        | 4        | 0        | 0        | 20555000 |
| 11  | 145000000 | 180800000 | 25760000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 19250000 |
| 12  | 145000000 | 180800000 | 25760000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 16815000 |
| 13  | 87360000 | 90140000 | 12880000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 10290000 |
| 14  | 50960000 | 63280000 | 77280000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 62350000 |
| 15  | 50960000 | 63280000 | 103040000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 66450000 |
| 16  | 43860000 | 54210000 | 77280000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 55200000 |
| 17  | 80860000 | 90140000 | 12880000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 91450000 |
| 18  | 94160000 | 117520000 | 154500000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 11755000 |
| 19  | 72800000 | 90420000 | 13360000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 92000000 |
| 20  | 87360000 | 108180000 | 154500000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 11040000 |
| 21  | 87360000 | 108180000 | 12880000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 10630000 |
| 22  | 109200000 | 135600000 | 180320000 | 17000000 | 38300000 | 0        | 0        | 0        | 0        | 0        | 90150000 |
| 23  | 145000000 | 180800000 | 25760000 | 17000000 | 14300000 | 8        | 8        | 4        | 0        | 0        | 22080000 |
| 24  | 145000000 | 180800000 | 25760000 | 17000000 | 14300000 | 0        | 0        | 0        | 0        | 0        | 18400000 |
Table 3. The outputs and the intermediate measures of the factory for 24 periods in 2016.

| DMU | Quantity of goods produced | Quantity of goods delivered | Cost of transport goods to warehouse | Goods remaining for next period | Profit |
|-----|-----------------------------|-----------------------------|-------------------------------------|--------------------------------|--------|
| 1   | z_1 | z_2 | z_3 | z_4 | z_5 | z_6 | y_1 | y_2 | y_3 | y_4 | y_5 |
| 2   | 14  | 14  | 16  | 8   | 8   | 4   | 3900000 | 0   | 0   | 0   | 3180000 |
| 3   | 22  | 14  | 16  | 8   | 8   | 4   | 2910000 | 0   | 0   | 0   | 1500000 |
| 4   | 28  | 28  | 14  | 8   | 8   | 4   | 1920000 | 0   | 0   | 0   | 8290000 |
| 5   | 12  | 12  | 6   | 12  | 4   | 2940000 | 0   | 0   | 0   | 4770000 |
| 6   | 14  | 14  | 8   | 14  | 14  | 8   | 3550000 | 0   | 0   | 0   | 6010000 |
| 7   | 26  | 28  | 12  | 26  | 12  | 26  | 6460000 | 0   | 2   | 0   | 9884000 |
| 8   | 40  | 40  | 20  | 34  | 34  | 16  | 9800000 | 6   | 8   | 4   | 13060000 |
| 9   | 40  | 40  | 20  | 42  | 42  | 20  | 9800000 | 4   | 6   | 4   | 16240000 |
| 10  | 40  | 40  | 20  | 44  | 46  | 22  | 9800000 | 0   | 2   | 0   | 17738000 |
| 11  | 40  | 40  | 20  | 40  | 40  | 22  | 9800000 | 0   | 0   | 0   | 16688000 |
| 12  | 40  | 40  | 20  | 34  | 40  | 20  | 9800000 | 0   | 0   | 0   | 13510000 |
| 13  | 24  | 22  | 10  | 24  | 22  | 10  | 5430000 | 0   | 0   | 0   | 8364000 |
| 14  | 14  | 14  | 6   | 14  | 14  | 6   | 3310000 | 0   | 0   | 0   | 5110000 |
| 15  | 14  | 14  | 8   | 14  | 14  | 8   | 3550000 | 0   | 0   | 0   | 6010000 |
| 16  | 12  | 12  | 6   | 12  | 12  | 6   | 2940000 | 0   | 0   | 0   | 4770000 |
| 17  | 22  | 22  | 10  | 22  | 22  | 10  | 5270000 | 0   | 0   | 0   | 8291000 |
| 18  | 26  | 26  | 12  | 26  | 26  | 12  | 6250000 | 0   | 0   | 0   | 9881000 |
| 19  | 20  | 20  | 10  | 20  | 20  | 10  | 4900000 | 0   | 0   | 0   | 7950000 |
| 20  | 24  | 24  | 12  | 24  | 24  | 12  | 5880000 | 0   | 0   | 0   | 9510000 |
| 21  | 24  | 24  | 10  | 24  | 24  | 10  | 5640000 | 0   | 0   | 0   | 8632000 |
| 22  | 30  | 30  | 14  | 22  | 22  | 10  | 7230000 | 8   | 8   | 4   | 8291000 |
| 23  | 40  | 40  | 20  | 48  | 48  | 24  | 9800000 | 0   | 0   | 0   | 19080000 |
| 24  | 40  | 40  | 20  | 40  | 40  | 20  | 9800000 | 0   | 0   | 0   | 13900000 |

acceptable or appropriate due to the priority status of the stages.

In Table 6, columns (2, 5, and 8) demonstrate that the pessimistic efficiency values of the leader stage in each of the three scenarios are equal to 1. The objective function of the pessimistic efficiency is minimizing. In general, it is expected that, by being attentive, in respect to the two constraints added to the third scenario, equation $\phi_{0}^{\text{Scenario 3}} \leq \phi_{0}^{\text{Scenario 2}} \leq \phi_{0}^{\text{Scenario 1}}$, will be confirmed. In comparing the efficiency values of the first follower in this case study, it is observed that the pessimistic efficiency values obtained from the first scenario for all DMUs are less than the second and third scenarios ($\phi_{0}^{\text{Scenario 1}}$ ≤ $\phi_{0}^{\text{Scenario 2}}$ and $\phi_{0}^{\text{Scenario 3}}$). The pessimistic efficiency values attained from the second scenario for the second follower are less than the first and third scenarios ($\phi_{0}^{\text{Scenario 2}}$ ≤ $\phi_{0}^{\text{Scenario 1}}$ and $\phi_{0}^{\text{Scenario 3}}$). As expected, results show that the pessimistic efficiency values of the followers for all DMUs in the second scenario are less than the third scenario. This is due to the two additional constraints of the third scenario ($\phi_{0}^{\text{Scenario 2}}$ ≤ $\phi_{0}^{\text{Scenario 3}}$). Results demonstrate that the average pessimistic efficiency values of the leader and the first and second followers in the three leader-follower scenarios are 1, 1.05, and 1.05, respectively. This results in the fact that in each of the three scenarios, the pessimistic average efficiency values of the leader are less than the followers and, similarly, the average pessimistic efficiency values attained for the first follower are more than that of the second follower. As expected, in the third scenario, the pessimistic efficiency values in all followers are higher than the level of goals by 1.05. For each view and scenario, the optimistic, pessimistic and dual-frontier overall efficiency values have been described, the results of which have been rendered in Table 7.

In comparing the optimistic overall efficiency...
Table 4. Results of the maximum and minimum efficiencies of the first stage and $k$ values.

| DMU | $k_1$ | $\theta^{\text{max}}_{1,k}$ | $k_1$ | $\phi^{\text{min}}_{1,k}$ | $k_1$ | $\theta^{\text{max}}_{1,k}$ | $k_1$ | $\phi^{\text{min}}_{1,k}$ |
|-----|-------|-----------------------------|-------|-----------------------------|-------|-----------------------------|-------|-----------------------------|
| 1   | 26    | 0.94507                     | 0     | 1                           | 26    | 0.94507                     | 0     | 1                           |
| 2   | 17    | 0.96010                     | 0     | 1                           | 17    | 0.96010                     | 0     | 1                           |
| 3   | 22    | 0.98283                     | 1     | 1.06867                     | 19    | 0.98283                     | 1     | 1.06867                     |
| 4   | 13    | 0.97940                     | 0     | 1.17167                     | 17    | 0.97940                     | 5     | 1.17167                     |
| 5   | 20    | 0.95193                     | 1     | 1.03433                     | 20    | 0.95193                     | 0     | 1                           |
| 6   | 18    | 1                           | 2     | 1                           | 18    | 1                           | 0     | 1                           |
| 7   | 16    | 1                           | 2     | 1.05053                     | 17    | 1                           | 2     | 1.05053                     |
| 8   | 0     | 1                           | 2     | 1.08231                     | 0     | 1                           | 0     | 1.08231                     |
| 9   | 0     | 1                           | 0     | 1                           | 0     | 1                           | 0     | 1                           |
| 10  | 9     | 1                           | 0     | 1                           | 9     | 1                           | 0     | 1                           |
| 11  | 14    | 1                           | 10    | 1.08356                     | 39    | 1                           | 7     | 1.08356                     |
| 12  | 6     | 0.99375                     | 22    | 1.00597                     | 26    | 0.99375                     | 20    | 1.00597                     |
| 13  | 20    | 1                           | 2     | 1                           | 17    | 1                           | 0     | 1                           |
| 14  | 17    | 0.96010                     | 0     | 1                           | 17    | 0.96010                     | 0     | 1                           |
| 15  | 18    | 1                           | 2     | 1                           | 18    | 1                           | 0     | 1                           |
| 16  | 20    | 0.95193                     | 1     | 1.03433                     | 20    | 0.95193                     | 0     | 1                           |
| 17  | 22    | 0.98283                     | 1     | 1.06867                     | 19    | 0.98283                     | 1     | 1.06867                     |
| 18  | 16    | 0.98970                     | 3     | 1.103                       | 17    | 0.98970                     | 2     | 1.103                       |
| 19  | 23    | 0.96567                     | 0     | 1.103                       | 20    | 0.96567                     | 2     | 1.103                       |
| 20  | 18    | 0.97253                     | 0     | 1.13734                     | 15    | 0.97253                     | 3     | 1.13734                     |
| 21  | 20    | 1                           | 2     | 1.02199                     | 19    | 1                           | 0     | 1                           |
| 22  | 0     | 1                           | 0     | 1                           | 0     | 1                           | 0     | 1                           |
| 23  | 38    | 1                           | 0     | 1                           | 40    | 1                           | 0     | 1                           |
| 24  | 6     | 1                           | 3     | 1.27467                     | 33    | 1                           | 13    | 1.27467                     |

of the black box view and the three leader-follower scenarios, by utilizing the Table 7, it can be observed that the black box view had the maximal efficiency for all DMUs. This arises because the black box view fails to consider the intermediary variables. The first scenario of the leader-follower aspects shows optimistic overall efficiency with a slight difference and diminution than the black box view, and is in second place. The optimistic overall efficiency computed by the second and third leader-follower scenarios is in the third and fourth position, respectively. But, in most cases, has an outstanding difference from the viewpoint of the optimistic overall efficiency performance with the two scenarios, i.e. the first and second scenarios. The reason as to why the third leader-follower scenario is lower than the second scenario is because the goals of the managers are imposed in the models of the third scenario. Hence, by comparing columns 2, 5, 8, and 11 in Table 7, it can be noted that the optimistic overall efficiency performance computed in this case study for 4 viewpoints is accordingly:

$$\theta^\text{overall-scenario1} \leq \theta^\text{overall-scenario2} \leq \theta^\text{overall-blackbox}$$

In Table 7, by comparing columns 3, 6, 9, and 12, which demonstrate the pessimistic overall efficiency, it is known that in this case study, the results of the black box view has a minimal distance from the inefficient frontier in comparison to the three other scenarios, which, contrary to the optimistic view, causes it to earn the poorest or worst position. Likewise, in comparing the pessimistic overall efficiency of the leader-follower in the second and third scenarios, it is understood that the pessimistic overall efficiency which has been obtained from the third scenario, is more than that of the
second one. This is due to the goals of managers; which, in contrast to the optimistic approach of the third scenario, holds a better condition in comparison to the second scenario. By comparing these two scenarios with the first leader-follower scenario, a specific result cannot be outlined. Given the differences in the results of the optimistic and pessimistic approaches, for a final summarization of these 4 viewpoints, see columns 4, 7, 10, and 13 of Table 7, which illustrates efficiency by taking the double-frontier into consideration. It is noted that in this case study, the black box view and the leader-follower of the first scenario provided close results for the network shown in Figure 1, but with this variance; that the first leader-follower scenario takes the intermediate variables under consideration. In the black box view, however, in order to alleviate matters, it is neglected. Similarly, by considering the goals of managers, the results of the second and third leader-follower scenarios are in approximation to each other, whilst there is a significant difference with the two other scenarios.

Given, that this paper proposes a double-frontier approach in order to measure overall efficiency, the best and poorest DMUs in accordance with the black box scenario are units 24 and 1 with overall efficiencies of 1.12901 and 0.97214, respectively. On the basis of the first leader-follower scenario, unit 12, with a total efficiency of 1.18253, is the best; whereas units 2 and 14, displaying a common and overall efficiency of 0.91598, are the worst units. It should be noted that, in some cases, for example, in DMU3 and DMU14, the rank of the DMUs are equal. This is due to the fact that the demand, the amount of production of each type of goods, the amount of delivery and maintenance of each type of goods and other items during periods 2 and 14 were absolutely equivalent. In accordance with the

| DMU | $\theta_o^L$ | $\theta_o^{1F}$ | $\theta_o^{2F}$ | $\theta_o^L$ | $\theta_o^{1F}$ | $\theta_o^{2F}$ | $\theta_o^L$ | $\theta_o^{1F}$ | $\theta_o^{2F}$ |
|-----|-------------|----------------|----------------|-------------|----------------|----------------|-------------|----------------|----------------|
| 1   | 0.94707     | 0.91195        | 1.08507        | 0.72563     | 0.68507       | 0.72563        |
| 2   | 0.9661      | 0.86468        | 0.7991         | 0.61713     | 0.7991        | 0.61713        |
| 3   | 0.98283     | 0.88133        | 0.79283        | 0.63265     | 0.79283       | 0.63265        |
| 4   | 0.9704      | 0.91057        | 0.8794         | 0.56568     | 0.8094        | 0.60449        |
| 5   | 0.95103     | 0.91608        | 0.75193        | 0.67144     | 0.75193       | 0.67144        |
| 6   | 1           | 0.97093        | 0.82           | 0.68081     | 0.82          | 0.68081        |
| 7   | 1           | 0.90633        | 0.87           | 0.58235     | 0.83          | 0.60559        |
| 8   | 1           | 0.92204        | 1              | 0.72031     | 1             | 0.72031        |
| 9   | 1           | 0.92576        | 1              | 0.68483     | 1             | 0.68483        |
| 10  | 1           | 0.92942        | 0.91           | 0.67609     | 0.91          | 0.67609        |
| 11  | 1           | 0.93714        | 0.76           | 0.59927     | 0.61          | 0.60542        |
| 12  | 0.99375     | 0.90025        | 0.82375        | 0.54205     | 0.73375       | 0.60002        |
| 13  | 1           | 0.87972        | 0.84           | 0.39145     | 0.83          | 0.60109        |
| 14  | 1           | 0.96961        | 0.86468        | 0.7991      | 0.61713       | 0.7991        |
| 15  | 1           | 0.97093        | 0.82           | 0.68081     | 0.82          | 0.68081        |
| 16  | 1           | 0.95103        | 0.91168        | 0.75193     | 0.67144       | 0.75193        |
| 17  | 1           | 0.98283        | 0.88133        | 0.79283     | 0.63265       | 0.79283        |
| 18  | 1           | 0.98907        | 0.8856         | 0.84974     | 0.68126       | 0.84974        |
| 19  | 1           | 0.96567        | 0.91112        | 0.76567     | 0.66846       | 0.76567        |
| 20  | 1           | 0.97253        | 0.91085        | 0.82233     | 0.62146       | 0.82233        |
| 21  | 1           | 0.87839        | 0.83           | 0.59195     | 0.81          | 0.60153        |
| 22  | 1           | 0.91345        | 1              | 0.79076     | 1             | 0.79076        |
| 23  | 1           | 0.91335        | 0.57           | 0.63178     | 0.6            | 0.6            |
| 24  | 1           | 0.93563        | 0.83           | 0.51003     | 0.87          | 0.60471        |
second scenario, the leader-follower aspect of units 8 and 23, with overall efficiencies of 0.90003 and 0.60246, are the optimum and the poorest units, respectively. Ultimately, based on the leader-follower facet of the third scenario, unit 22, with a total efficiency of 0.9337, is the best, and unit 23, with an overall efficiency of 0.63, is the worst unit.

5. Conclusion

In this paper a three-stage network has been considered with additional inputs and outputs that are desirable and undesirable. The efficiency of this network has been computed using the black box approach and three leader-follower scenarios. In the black box view, the entire system is considered as a leader without any followers. In the first leader-follower scenario, the first, second and third stages were contemplated as “leader”, “first follower” and “second follower”, respectively. In this scenario, two roles are considered for the second stage:

1. Follower of the first stage;
2. Leader of the third stage.

In the second and third scenarios, assigned as leader-follower, the first stage is considered a leader, and the other two stages together as a follower. In this paper, a manufacturing factory with a production and warehouse area, including a delivery point for goods, was taken under consideration. The total costs, comprising production costs, storage costs, reservation of warehouse (space) costs, and transportation costs, from both the production area to the warehouse and from the warehouse to the delivery point of goods, including the profits from the sale of commodities,
### Table 7. A comparison of the black box view and the three leader-follower scenarios.

| DMU | Black box view $\phi_o^{overall}$ | First leader-follower scenario $\phi_o^{overall}$ | Second leader-follower scenario $\phi_o^{overall}$ | Third leader-follower scenario $\phi_o^{overall}$ |
|-----|----------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| 1   | 0.94507                         | 1                                             | 0.97214                                        | 0.97214                                        |
| 2   | 0.9501                          | 1                                             | 0.98412                                        | 0.98412                                        |
| 3   | 0.9283                          | 1                                             | 1.0062                                        | 1.0062                                        |
| 4   | 0.9794                          | 1                                             | 1.7167                                        | 1.7167                                        |
| 5   | 0.9513                          | 1                                             | 1.3433                                        | 1.3433                                        |
| 6   | 1                               | 1                                             | 1.0145                                        | 1.0145                                        |
| 7   | 1                               | 1                                             | 1.0018                                        | 1.0018                                        |
| 8   | 1                               | 1                                             | 0.92294                                       | 0.92294                                       |
| 9   | 1                               | 1                                             | 0.92576                                       | 0.92576                                       |
| 10  | 1                               | 1                                             | 0.92942                                       | 0.92942                                       |
| 11  | 1                               | 1                                             | 0.93714                                       | 0.93714                                       |
| 12  | 1                               | 1                                             | 1.11741                                       | 1.11741                                       |
| 13  | 0.9873                          | 1                                             | 0.99374                                       | 0.99374                                       |
| 14  | 0.9501                          | 1                                             | 0.98412                                       | 0.98412                                       |
| 15  | 1                               | 1                                             | 1.0018                                        | 1.0018                                        |
| 16  | 0.9513                          | 1                                             | 1.03433                                       | 1.03433                                       |
| 17  | 0.9823                          | 1                                             | 1.02485                                       | 1.02485                                       |
| 18  | 0.9807                          | 1                                             | 1.04481                                       | 1.04481                                       |
| 19  | 0.96567                         | 1                                             | 1.03205                                       | 1.03205                                       |
| 20  | 0.97253                         | 1                                             | 1.13734                                       | 1.13734                                       |
| 21  | 1                               | 1                                             | 0.88582                                       | 0.88582                                       |
| 22  | 1                               | 1                                             | 0.91345                                       | 0.91345                                       |
| 23  | 1                               | 1                                             | 0.91345                                       | 0.91345                                       |
| 24  | 1                               | 1                                             | 1.27467                                       | 1.27467                                       |

The proposed heuristic approach in this paper was performed for three stages and due to the presence of additional inputs and outputs, the stages increased, thereby, making the model more complicated. As a result, the solving period is extremely elevated. In order to decrease this period, step size ($\Delta x$) can be increased. Hence, the value of step size ($\Delta x$), which determines the accuracy and the time for resolving the problem, can be considered by managers. The results of this research are put at the disposal of the managers which have been contemplated in the second scenario, the results of the second and third leader-follower scenarios are in approximation with each other, but have significant differences with the other two scenarios. It is quite evident that if the values of the goals of managers ($a_i$, $i = 1, 2, 3, 4$) are modified, the results of the third leader-follower scenario can exhibit even more exceptional differences with respect to the second leader-follower scenario. The conditions necessary to ascertain the goals of managers are when the values of ($c_i$, $i = 1, 2, 3, 4$) are equivalent to 0.

have been simulated. This factory is considered a dynamic network consisting of 24 intervals. In order to achieve better accuracy, the optimistic and pessimistic approaches are utilized to evaluate efficiency. In this paper, a heuristic method is used to solve complex models in the leader-follower aspect of the second and third scenarios. In this paper, an effort has been made to assist managers in network analysis by utilizing diverse non-cooperative approaches; and also insert the goals of managers in the models. It was for this purpose that the Goal Programming (GP) concept was pursued in the third leader-follower scenario, and a leader-follower collaboration was defined based on the goals of managers, which distinguishes this scenario from that of the second scenario. The black box view was observed and the first leader-follower scenario showed close results for the network, with the disparity that, in this scenario, the intermediary variables were taken into consideration, whereas, in the black box view, this was not so. Likewise, due to the goals
managers, so that they procure the best decision for the abovementioned factory. Modeling with inaccurate and random data is suggested for research in the future.
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