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Abstract—In recent years, there has been attention on leveraging the statistical modeling capabilities of neural networks for reconstructing sub-sampled Magnetic Resonance Imaging (MRI) data. Most proposed methods assume the existence of a representative fully-sampled dataset and use fully-supervised training. However, for many applications, fully sampled training data is not available, and may be highly impractical to acquire. The development of self-supervised methods, which use only sub-sampled data for training, are therefore highly desirable. This work extends the Noisier2Noise framework, which was originally constructed for self-supervised denoising tasks, to variable density sub-sampled MRI data. Further, we use the Noisier2Noise framework to analytically explain the performance of Self-Supervised Learning via Data Undersampling (SSDU), a recently proposed method that performs well in practice but until now lacked theoretical justification. We also use Noisier2Noise to propose a modification of SSDU that we find substantially improves its reconstruction quality and robustness, offering a test set mean-squared-error within 1% of fully-supervised training on the fastMRI brain dataset.
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I. INTRODUCTION

T
HE data acquisition process in Magnetic Resonance Imaging (MRI) consists of traversing a sequence of smooth paths through the Fourier representation of the image, referred to as “k-space”, which is inherently time-consuming. Images can be reconstructed from accelerated, sub-sampled acquisitions by leveraging the non-uniformity of receiver coil sensitivities, referred to as “parallel imaging” [1]–[4]. Compressed sensing [5], [6], which uses sparse models to reconstruct incoherently sampled data, has also been widely applied to MRI [7].

There has been significant research attention in recent years on methods that reconstruct sub-sampled MRI data with neural networks [8]–[19]. The majority of these works use fully-supervised training. To train a network in a fully-supervised manner, there must be a dataset comprised of fully sampled k-space data \( y_{0,t} \in \mathbb{C}^N \), where \( N \) is the dimension of k-space multiplied by the number of coils, and paired sub-sampled data \( y_t = M_{\Omega_t} y_{0,t} \). Here, \( t \) indexes the training set and \( M_{\Omega_t} \in \mathbb{R}^{N \times N} \) is a sub-sampling mask with sampling set \( \Omega_t \), so that the \( j \)th diagonal of \( M_{\Omega_t} \) is 1 if \( j \notin \Omega_t \) and zero otherwise. Then a network \( f_0 \) with parameters \( \theta \) is trained by seeking a minimum of a non-convex loss function:

\[
\theta^* = \arg\min_\theta \sum_t L(f_0(y_t), y_{0,t}),
\]

which could be, for example, an \( \ell_p \) norm in the image domain after coil combination [20]. The network \( f_0^* \) estimates the ground truth in the image domain or k-space depending on the choice of loss function. For a k-space to k-space network, \( y_{0,s} \) can be estimated with \( \hat{y}_s = f_0^*(y_s) \), where \( s \) indexes the test set. Alternatively, to ensure that all available data is used, \( \hat{y}_s^{dc} = (1 - M_{\Omega_s}) f_0^*(y_s) + y_s \) can be employed. Eqn. (2) overwrites all entries of \( f_0^*(y_s) \) already sampled in \( y_s \), so that the estimate is consistent with the acquired data; the superscript refers to “data consistent”.

Given sufficient representative training data, fully-supervised networks can yield substantial reconstruction quality gains over sparsity-based compressed sensing methods. There are a number of large datasets available for fully supervised training, such as the fastMRI knee and brain data [20]. However, for many contrasts, orientations, or regions of the anatomy of interest, fully sampled datasets are not publicly available. Fully sampled data is rarely acquired as part of a normal scanning protocol, so acquiring sufficient training data for a specific application is highly resource intensive. In some cases, it may not even be technically feasible to acquire such data [21]–[23]. Therefore, for MRI reconstruction with deep learning to be applicable to datasets acquired using only standard protocols, a training method that uses solely sub-sampled data is required.

There have been several attempts to train networks with only sub-sampled MRI data [24]–[31], some of which are based on methods from the denoising literature [32]–[38]. One such approach is Noise2Noise [32]. Rather than mapping \( y_t \) to \( y_{0,t} \), Noise2Noise trains a network to map \( y_t \) to another sub-sampled k-space \( y_{T,t} = M_{\Omega_T} y_{0,t} \) where \( \Omega_T \) and \( \Omega_t \) are independent and \( y_{0,T} = y_{0,t} \) when \( t = T \) [26]. A limitation of Noise2Noise is that it requires paired data, so the dataset...
must contain two independently sampled scans of the same k-space, which is not part of standard protocols. Further, any motion and phase drifts between scans would cause the paired data to be inconsistent, violating the central assumption that underlies the method.

Self-supervised learning via data undersampling (SSDU) [28] is a recently proposed method for ground-truth free training that does not require paired data. SSDU separates the sampling set \( \Omega_t \) into two disjoint sets: \( \Omega_t = A_t \cup B_t \) where \( A_t \cap B_t = \emptyset \). Then the network is trained to recover \( M_A, y_t \) from \( M_B, y_t \).

\[
\theta^* = \arg \min_\theta \sum_t L(M_A, f_\theta(M_B, y_t), M_A, y_t),
\]

At inference, the data consistent estimate

\[
y^*_s = (I - M_A) f_\theta(M_B y_s) + y_s
\]

is used. SSDU was found to have a reconstruction quality comparable with fully supervised training given certain empirically selected choices of \( A_t \) and \( B_t \). However, it was presented without theoretical justification. Although SSDU has similarities with Noise2Self [34], Noise2Self’s analysis has a strong requirement on independent noise, so do not apply to k-space sampling in general.

This paper considers the recently proposed Noisier2Noise framework [35], which was originally constructed for denoising problems. We modify Noisier2Noise so that it can be applied to variable density sub-sampled reconstruction problems. Like SSDU, the proposed method does not require paired data, and involves training a network to map from one subset of \( \Omega_t \) to another. While SSDU recovers one disjoint set from the other, Noisier2Noise applies a second sub-sampling mask to the data, \( \tilde{y}_t = M_A^t y_t = M_A^t M_{\Omega_t} y_{0,t} \), and the network is trained to recover \( y_t \) from \( \tilde{y}_t \) with an \( \ell_2 \) loss. Then, during inference, the fully sampled data is estimated via a correction term based on the distributions of \( A_t \) and \( \Omega_t \) that ensures that the estimate is correct in expectation.

Despite their superficial differences, we show that, in fact, SSDU and Noisier2Noise are closely related. Specifically, we demonstrate that SSDU is a version of Noisier2Noise with a particular loss function that removes the need for the correction term at inference. We use the mathematical tools developed for Noisier2Noise to prove that SSDU with an \( \ell_2 \) loss correctly estimates fully sampled k-space in expectation. To our knowledge, this is the first work that analytically explains SSDU’s empirical performance. Further, we use Noisier2Noise to improve SSDU by suggesting an alternative procedure for splitting \( \Omega_t \) into disjoint sets, which we find substantially improves the reconstruction quality and robustness.

II. THEORY

This section describes how the Noisier2Noise framework can be applied to sub-sampled data. Additive and multiplicative noise versions of Noisier2Noise are proposed in [35]. Based on the observation that a k-space sub-sampling mask can be considered as multiplicative “noise”, we use the latter. It is standard practice in MRI to sub-sample k-space with variable density, so that low frequencies, where the spectral density is larger, are sampled with higher probability [7]. Since the multiplicative noise version of Noisier2Noise assumed uniformity, this requires a modification of the framework to variable density sampling.

A. Variable density Noisier2Noise for reconstruction

The measurements \( \bar{y}_t = M_{\Omega_t} y_{0,t} \) can be considered as instances of random variables, which we denote as \( Y = MY_0 \). Now consider the multiplication of \( Y \) by a second mask \( M \),

\[
\bar{Y} = \bar{M}Y = \bar{M}MY_0,
\]

so that \( \bar{Y} \) is a further sub-sampled random variable. The following result states how the expectation of \( Y_0 \) can be computed from \( \bar{Y} \) and \( Y \).

Claim 1: When \( \text{E}[M_{jj}] > 0 \) for all \( j \), the expectation of \( Y_0 \) given \( \bar{Y} \) is

\[
\text{E} Y_0 | \bar{Y} = (I - K)^{-1} (\text{E} [Y | \bar{Y}] - K \bar{Y}),
\]

where \( K \) is a diagonal matrix defined as

\[
K = (I - \bar{P}P)^{-1} (I - P)
\]

for \( P = \text{E}[M] \) and \( \bar{P} = \text{E} [\bar{M}] \).

Proof: See Appendix VI-A, which is based on the proof given in Section 3.4 of [35].

Eqn. (5) generalizes the version of Noisier2Noise proposed for uniform, multiplicative noise in [35] to variable density sampling. The difference between the uniform and variable density versions is the matrix \( K \), which is a scalar \( k \) in [35]. For the special case of uniform sub-sampling, \( P, \bar{P} \) and therefore \( K \) are proportional to the identity matrix, and (5) simplifies to the uniform version.

Eqn. (5) implies that \( \text{E}[Y_0 | \bar{Y}] \) can be estimated without fully sampled data by training a network to estimate \( \text{E}[Y | \bar{Y}] \). To do this, a network can be trained to minimize

\[
\theta^* = \arg \min_\theta \text{E}[\|W (f_\theta (\bar{Y}) - Y)\|^2_{\bar{Y}}]
\]

for a full-rank matrix \( W \). This minimization yields parameters that satisfy

\[
\text{E}[W^H W (f_{\theta^*} (\bar{Y}) - Y) | \bar{Y}] = 0.
\]

If \( W \) is full-rank, \( W^H W \) is also full rank, so

\[
\text{E}[f_{\theta^*} (\bar{Y}) - Y | \bar{Y}] = 0.
\]

Using \( \text{E}[f_{\theta^*} (\bar{Y}) | \bar{Y}] = f_{\theta^*} (\bar{Y}) \),

\[
f_{\theta^*} (\bar{Y}) = \text{E}[Y | \bar{Y}].
\]

Therefore, by (5), a candidate for estimating fully sampled k-space without fully sampled data is

\[
\text{E}[Y_0 | \bar{Y}] = (I - K)^{-1} (f_{\theta^*} (\bar{Y}) - K \bar{Y})
\]

This expression does not use \( Y \), so does not use all available data. In practice, similarly to the fully supervised and SSDU
versions stated in (2) and (4) respectively, we suggest instead using the data consistent version as the estimate of k-space, 
\[
\hat{Y}^{dc} = (I - M)E[Y_0|Y] + Y = (I - M)(I - K)^{-1}(f_0(\tilde{Y}) - K\tilde{Y}) + Y = (I - M)(I - K)^{-1}f_0(\tilde{Y}) + Y,
\]
where the final step uses \((I - M)\tilde{Y} = (I - M)(\tilde{M}MY_0 = 0)\).

This suggests the following procedure for training a network without fully-sampled data. For each sub-sampled k-space in the training set \(y_t = M_\Omega, y_{0,t}\), generate a further sub-sampled k-space \(\tilde{y}_t = M_\Lambda, y_t = M_\Lambda, M_\Omega, y_{0,t}\). Then, approximate (7) by training a network to minimize the loss function
\[
\theta^* = \arg\min_\theta \sum_t ||W(f_0(\tilde{y}_t) - y_t)||_2^2, \tag{8}
\]
for some full-rank matrix \(W\). During inference, estimate fully-sampled k-space with
\[
\hat{y}_a^{dc} = (I - M_{\Omega_*})(I - K)^{-1}f_0(\tilde{y}_a) + y_s, \tag{9}
\]
where \(s\) indexes the test set.

In other words, we train a network to estimate the “singly” sub-sampled k-space \(y_t\) from “doubly” sub-sampled k-space \(\tilde{y}_t\) and then, during inference, apply a correction based on the diagonal matrix \(K\) to estimate the fully sampled data. The correction term only needs to be applied during inference and has minimal computational cost.

The mathematical requirement in Claim 1 that \(E[M_{kj}] > 0\) ensures that \((I - K)^{-1}\) is invertible. Intuitively, it is only possible for the network to learn to recover the \(j\)th k-space location if there is a non-zero probability that there are sampled examples of it in the training set. Noiser2Noise works because the network cannot deduce from \(\tilde{y}_t\) which entries of \(y_t\) are non-zero [35]. Therefore, the loss is minimized when the network learns to recover all of k-space.

In [35], only the version with \(W = I\) was presented. Here we present a version with non-trivial \(W\) for two reasons. Firstly, we find that \(W = (I - K)^{-1}\), which compensates for the location-dependent sensitivity of the estimate, improves the performance of Noiser2Noise at inference: see Section IV. Secondly, it provides a link to SSDU; Section II-D shows that the Noiser2Noise framework with the rank-deficient \(W = (I - M)M\) recovers SSDU exactly.

B. Choice of second mask

The only condition on the sampling masks for the proof of (5) is that \(E[M_{kj}] > 0\). The distribution of \(M\) is determined by the acquisition protocol. For the second mask \(M\), following [35], we suggest using a distribution of \(M\) that matches the distribution of \(\tilde{M}\), but not necessarily with the same parameters. One may be tempted to choose parameters so that the second mask only sub-samples by a small amount, so that the difference between \(\tilde{y}_t\) and \(y_t\) is small and \(f_0(\tilde{y}_t)\) can be trained to higher accuracy. However, the \(j\)th diagonal of \((I - K)^{-1}\), which we denote \((1 - k_j)^{-1}\), is very large when \(\tilde{y}_t\) is close to 1. Therefore, although \(f_0(\tilde{y}_t)\) would recover \(y_t\) more accurately, (9) causes the estimate at inference to be very sensitive to inaccuracies. In other words, there is a trade-off between the accuracy of the network and the magnitude of the penalty at inference.

C. Choice of network

Noiser2Noise is agnostic to the network architecture. We have found that using the data consistent function
\[
f_0(\tilde{y}_t) = (I - M_\Lambda, M_\Omega_\Lambda)g_0(\tilde{y}_t) + \tilde{y}_t, \tag{10}
\]
where \(g_0(\tilde{y}_t)\) is a network with arbitrary architecture, substantially improves the performance of Noiser2Noise compared with \(f_0(\tilde{y}_t) = g_0(\tilde{y}_t)\). This is because (10) only recovers regions of k-space that are not already sampled in \(\tilde{y}_t\), so \(f_0(\tilde{y}_t)\) does not need to learn to map sampled k-space locations to themselves. Note that (10) ensures that \(f_0(\tilde{y}_t)\) is consistent with \(\tilde{y}_t\), while (9) ensures the estimate \(\hat{y}_a^{dc}\) is consistent with \(y_a\), which is only applied at inference.

D. Relationship to SSDU

This section shows that SSDU [28] with an \(\ell_2\) loss is a version of Noiser2Noise with a particular rank-deficient choice of matrix \(W\).

To see the connection between SSDU and Noiser2Noise, it is instructive to see the relationship between Noiser2Noise’s \(\Lambda_t\) and SSDU’s disjoint subsets \(A_t\) and \(B_t\). Disjoint subsets of \(\Omega_t\) can be formed in terms of \(\Omega_t\) and \(\Lambda_t\) by setting \(A_t = \Omega_t \backslash \Lambda_t\) and \(B_t = \Omega_t \cap \Lambda_t\). The distribution of \(A_t\) and \(B_t\) are defined by the distributions of \(\Omega_t\) and \(\Lambda_t\) and always satisfy \(A_t \cup B_t = \Omega_t\) and \(A_t \cap B_t = \emptyset\) as required. In terms of sampling masks, this is written as \(M_{A_t} = (I - M_{\Lambda_t})M_{\Omega_t}\) and \(M_{B_t} = M_{\Lambda_t}, M_{\Omega_t}\). Therefore, SSDU’s loss (11) with a squared \(\ell_2\) norm is
\[
\sum_t ||M_{A_t}f_0(B_t, y_t) - M_{A_t}y_t||_2^2 = \sum_t ||(I - M_{\Lambda_t})M_{\Omega_t}(f_0(\tilde{y}_t) - y_t)||_2^2 \tag{11}
\]
so is exactly Noiser2Noise with \(W = (I - \tilde{M})M\).

E. Proof of SSDU

This section shows that SSDU’s weighting causes the correction \((I - K)^{-1}\) at inference to no longer be necessary. When
the weighting matrix is the random variable $W = (1 - \tilde{M}) M$, the network parameters are trained to seek a minimum of

$$\theta^* = \arg\min_{\theta} E[\| (1 - \tilde{M}) M (f_\theta(\tilde{Y}) - Y) \|^2]$$  \hspace{1cm} (12)$$

Unlike Noisier2Noise, $W = (1 - \tilde{M}) M$ is not full-rank, so $f_\theta(\tilde{Y}) \neq E[Y|\tilde{Y}]$.

Claim 2: When $E[M_{jj}] > 0$ for all $j$, a network with parameters that minimizes (12) satisfies

$$(1 - M \tilde{M}) f_\theta(\tilde{Y}) = (1 - M \tilde{M}) E[Y_0|\tilde{Y}].$$

Proof: See Appendix VI-B.

Therefore SSDU’s k-space estimate is correct in expectation in regions of k-space that are not already sampled in $\tilde{Y}$. This implies that it is crucial to use the data consistent estimate

$$\hat{Y}^{dc} = (1 - M) f_\theta(\tilde{Y}) + Y,$$  \hspace{1cm} (13)$$
as stated in (4), at inference.

We emphasize that unlike Noisier2Noise, SSDU does not require the correction term $(1 - K)^{-1}$ at inference. This implies that SSDU is less sensitive to inaccuracies in $f_\theta(\tilde{Y})$, and we have found that SSDU outperforms Noisier2Noise in general when the same distributions of $M$ and $\tilde{M}$ are used: see Section IV.

F. Understanding the need for correction

This section provides an intuitive explanation for why Noisier2Noise requires correction at inference but SSDU does not.

We can consider the $\ell_2$ norm as a sum of contributions from three disjoint subsets of k-space: either $A_t = \Omega_t \cap A_t$, $B_t = \Omega_t \setminus A_t$ or $C_t = \Omega_t^c$, where $\Omega_t^c$ is the complement of $\Omega_t$. Since $A_t \cup B_t \cup C_t = \{1, 2, \ldots, N\}$, the $\ell_2$ loss can be written as a sum of contributions from $A_t$, $B_t$ and $C_t$,

$$W(f_\theta(\tilde{Y}) - Y) \|_2^2 = \| W(\tilde{M} M + (1 - \tilde{M}) M + (1 - M)) (f_\theta(\tilde{Y}) - Y) \|_2^2.$$  \hspace{1cm} (14)$$

When $f_\theta$ has the data consistent form stated in (10), it follows that $M \tilde{M} (f_\theta(\tilde{Y}) - Y) = 0$. Then Noisier2Noise’s loss can be written as

$$W(f_\theta(\tilde{Y}) - Y) \|_2^2 = \| W((1 - \tilde{M}) M + (1 - M)) (f_\theta(\tilde{Y}) - Y) \|_2^2
\| W((1 - \tilde{M}) M + (1 - M)) (f_\theta(\tilde{Y}) - Y) \|_2^2.$$  \hspace{1cm} (15)$$

where we have used $B_t \cap C_t = \emptyset$ to split the $\ell_2$ norm and $(1 - M)Y = 0$ in the second term. Eqn. (15) is SSDU’s loss function (11) plus a contribution from all $j \in \Omega_t^c$.

Intuitively, the second term on the right-hand-side of (15) causes the proposed method to underestimate regions of k-space with index $j \in \Omega_t^c$. This underestimation is compensated for with $(1 - K)^{-1}$ at inference. For SSDU, where $W = (1 - \tilde{M}) M$, the second term on the right-hand-side of (15) is zero, k-space is not underestimated anywhere, and there is no need for a correction term at inference. The simpler choice $W = M$ would also remove the need for correction, and gives an identical loss function when the data consistent (10) is used.

III. EXPERIMENTAL METHOD

A. Description of data

We used the multi-coil brain data from the fastMRI dataset [20], which is comprised of fully sampled data. The reference fastMRI test set data is magnitude images only, without fully sampled k-space data. Since Noisier2Noise requires the k-space $\ell_2$ loss, which we would also like to use at testing, phase is also required, so the suggested test set could not be used. We therefore discarded the data allocated for testing and generated our own partition in to training, validation and test sets. We only used data that was acquired on 16 coils, giving training, validation and test set sizes of 2020, 302, and 224 slices respectively.

B. Network architecture

For $g_\theta$, we used the variant of the Variational Network (VarNet) [10] that estimates coil sensitivities on-the-fly [39], which performs competitively on the fastMRI leaderboard and is available as part of the fastMRI package. After a coil sensitivity estimation module, VarNet uses multiple repetitions of a module based on gradient descent, which is comprised of a data consistency term and a prior based on a U-net [40]. We used 6 repetitions of the main module, so that our model had around $1.5 \times 10^7$ parameters. We trained for 50 epochs using the Adam optimizer [41] with a learning rate of $10^{-3}$ in PyTorch.

C. Distribution of masks

So that the distribution of the sampling masks were known exactly, we generated our own masks rather than using those suggested in fastMRI. We chose a distribution of the first mask $M$ so that columns of k-space were sampled. The central 10 columns were fully sampled and the remainder were sampled with polynomial variable density. We used polynomial order 8, and scaled the probability density so that it matched a desired acceleration factor. We ran each method with $R = 4$, where $R = E[1/\sum_j M_{jj}]$ is the expected acceleration factor. An example at $R = 4$ is shown in Fig. 1a.

In [35], it is suggested that the distribution of Noisier2Noise’s second random variable is the same as the first, but not necessarily with the same distribution parameters. Therefore, for Noisier2Noise’s second mask $\tilde{M}$, we used the same distribution as $M$ with a different scaling. An example with $R = 4$ and $\tilde{R} = E[1/\sum_j \tilde{M}_{jj}] = 2$ is shown in Fig. 1b.

To ensure that $k_j$ has non-zero denominator, we must use $\tilde{p}_j < 1$ in the fully sampled central region of k-space, where $p_j = 1$. We set $\tilde{p}_j = 1 - \epsilon$ in this region, where $\epsilon$ is a small real constant. The data consistency step stated in (10) ensures that $f_\theta(\tilde{g}_t)$ does not change sampled inputs, so $\epsilon$ can be small without penalty. We used $\epsilon = 10^{-5}$.

In order to be a realistic simulation of prospectively subsampled data, the sampling set $\Omega_t$ must be fixed for all epochs. However, $\Lambda_t$ need not be. Therefore, similar to the multi-mask SSDU approach proposed in [42], $M_{\Lambda_t}$ was re-generated from

1https://github.com/facebookresearch/fastMRI
the distribution of $\tilde{M}$ once per epoch. Since the network sees more samples from the distribution of $\tilde{M}$, the loss function is closer to (7), so $f_{\theta^*}$ is expected to be a more accurate approximation of $E[Y | \tilde{Y}]$. This has similarities with training data augmentation, as each slice is used to generate several inputs to the network.

D. Comparative methods

We trained Noisier2Noise using different variations of the $\ell_2$ loss stated in (8). Firstly, we used $W = 1$, referred to as “Unweighted Noisier2Noise”. We also trained with $W = (I - K)^{-1}$, referred to as “Weighted Noisier2Noise”. The weighted version anticipates the correction term applied at inference, optimizing for the vector transformed according to (9). Intuitively, the loss function compensates for the increased sensitivity to errors in regions of k-space with large $(1 - k_j)^{-1}$. This can also be interpreted as increasing the learning rate in regions of k-space where $(1 - k_j)^{-1}$ is large.

We also trained with $W = (1 - \tilde{M})M$ which, based on the relationship described in Section II-D, we refer to as “SSDU”, despite some differences between our implementation and [28]. In [28], a mixture of an $\ell_1$ and $\ell_2$ loss was used, whereas here, so that it can be fairly compared with Weighted and Unweighted Noisier2Noise, we used an $\ell_2$ loss. The original SSDU, which is applied to a dataset with equidistant sampling of columns, suggests generating $M_{B_1}$ with a fully sampled $10 \times 10$ central region and Bernoulli sampled with variable density in both dimensions otherwise, so that high frequencies are sampled with higher probability. We trained SSDU using a distribution of $\tilde{M}$ of this type, referred to as “Original SSDU”, illustrated in Fig. 1c, and SSDU trained using the same distribution of $\tilde{M}$ as $M$, referred to as “Proposed SSDU”, as in Fig. 1b. Like Noisier2Noise, $M_{A_1}$ was re-generated once per epoch [42].

Finally, as a base-case target, we trained using a fully supervised method with an (unweighted) $\ell_2$ loss. All methods had the same network architecture and training hyperparameters.

E. Quality metrics

To evaluate the reconstruction quality, we computed the NMSE in k-space on the test set. We also computed the image-domain root-sum-of-squares (RSS), $\hat{x} = (\sum_c |F^H y_c|^2)^{1/2}$ where $y_c$ is the k-space entries on coil $c$ and $F$ is the discrete Fourier transform, cropped the RSS estimate to a central $320 \times 320$ region and computed the Structural Similarity Index (SSIM) [43], as suggested in fastMRI [20].

IV. RESULTS AND DISCUSSION

We evaluated the dependence of Noisier2Noise and SSDU’s performance on the distribution of $\tilde{M}$ by varying the param-
parameters such that $\tilde{R}$ changed. We trained with $\tilde{R}$ with values 1.2, 1.6 and between 2 and 12 in steps of 2. Figures 2 and 3 show the dependence of the mean test set NMSE on $\tilde{R}$ for $R = 4$ and $R = 8$ respectively. Proposed SSDU yielded the best performance on the test set: with a tuned $\tilde{R}$, Proposed SSDU’s NMSE was within 1% of fully supervised training.

Both Unweighted and Weighted Noisier2Noise’s best performance was with $\tilde{R} = 4$ and $\tilde{R} = 10$ for $R = 4$ and $R = 8$ respectively. For $\tilde{R}$ less than 4, the correction term is large, and Noisier2Noise performs poorly, especially for the unweighted variant. For instance, when $R = 8$ and $\tilde{R} = 2$, the maximum value of $(1 - k_j)^{-1}$, which is at the corner of k-space, is 141, so is very sensitive to inaccuracies in this region. For larger $\tilde{R}$, the correction term is smaller and the reconstruction is less sensitive to errors, but there are fewer sampled locations in $\tilde{y}_t$ so the network is less accurate. As $\tilde{R}$ increases, the correction is smaller and Noisier2Noise’s performance converges to that of Proposed SSDU. For instance, at $R = 4$, the performance on Noisier2Noise and Proposed SSDU is very similar at $\tilde{R} = 12$

Since SSDU does not need correction at inference, its optimal $\tilde{R}$ is much lower: $\tilde{R} = 1.6$ and $\tilde{R} = 2$ for $R = 4$ and $R = 8$ respectively for both variants. For very low $\tilde{R} = 1.2$, SSDU does not perform well. This is because the doubly sub-sampled data is likely to be identical to the singly sub-sampled data, implying that the network trains very slowly. Original SSDU does not perform as well as fully supervised training for any $\tilde{R}$, consistent with the findings in Fig. 8 of [28]. Intuitively, Proposed SSDU gives better reconstruction quality because is not possible for the network to determine whether a zeroed k-space entry was masked by $M_{\Omega_t}$ or $M_{\Lambda_t}$, so minimizes its loss by learning to map to all of k-space. For Original SSDU, the location of the zeros of $y_t$ can be deduced from $\tilde{y}_t$, so the network could learn to reconstruct columns sampled in $y_t$ only. This suggests that, in general, better performance is possible when the distribution of the second mask is the same as the first, but not necessarily with the same parameters. Very recently, in [44], this was empirically observed for SSDU with spoke sampling.

Fig. 4 show box plots of the NMSE and SSIM of each method for $R = 4$ and $R = 8$ respectively, using the $\tilde{R}$ that yielded the best test NMSE. The distribution of the NMSE and SSIM for Proposed SSDU is very similar to fully supervised

Fig. 5: Two reconstruction examples at $R = 4$, with a tuned $\tilde{R}$. The proposed variant of SSDU and Weighted Noisier2Noise perform competitively with fully supervised training, while Original SSDU and Unweighted Noisier2Noise exhibit streaking artifacts.
Fig. 6: Two reconstruction examples at $R = 8$, with a $\tilde{R}$ tuned to minimize the test set NMSE.

Fig. 7: The same slice from the second example in Fig. 6, but with $\tilde{R}$ mistuned to be 2 higher than that which minimized the NMSE. Proposed SSDU is more robust than competing methods, continuing to performing comparably with fully supervised training.
training.

Fig. 5 shows two example RSS estimates from the test set at $R = 4$. Original SSDU and Unweighted Noisier2Noise suffer from streaking artifacts, while Original SSDU and Weighted Noisier2Noise perform similarly to fully supervised training. The difference between Proposed SSDU and the other methods is clearer in Fig. 6, which shows examples at $R = 8$. Here, Proposed SSDU is visibly sharper than competing self-supervised methods, especially at tissue boundaries.

Original SSDU was more sensitive to the tuning of $R$, with a relatively poor performance for $R \geq 4$. In contrast, Proposed SSDU performs reasonably well for the range of $R$ explored, with only the very low $R = 1.2$ performing poorly. This is illustrated in Fig. 7, which shows the second $R = 8$ example in Fig. 6 but for when $R$ is mistuned, so that $R = R_{\text{opt}} + 2$, where $R_{\text{opt}}$ is the NMSE optimal choice. Visually, mistuned Proposed SSDU is still competitive with fully supervised training, while the competing methods show some degradation in image quality.

V. CONCLUSIONS AND FUTURE WORK

The proposed extension of Noisier2Noise to variable density sampled data yields reasonably high quality reconstructions from a neural network trained in a self-supervised manner, without fully sampled data, with the weighted version slightly outperforming Original SSDU. Based on the observation that Noisier2Noise implies that the best performance is possible when the second mask is drawn from the same distribution as the first, we presented a variant of SSDU that outperforms Original SSDU and both Noisier2Noise variants, performing similarly to fully supervised training. We also found that Proposed SSDU was more robust to the choice of $R$ than competing methods. Although the experimental work here focused on column sampling only, we emphasize that a similar improvement for any sampling scheme is expected, such as that recently found for spoke sampling in [44].

Noisier2Noise is constrained to $\ell_2$ loss functions with a full-rank $W$. We have found that other loss functions such as an $\ell_1$ loss or an $\ell_2$ loss on the RSS estimate do not perform well in practice, as $(1 - K)^{-1}$ is no longer the appropriate correction term. In the SSDU paper [28], a mixture of $\ell_2$ and $\ell_1$ was used as the loss function, which indicates that SSDU performs well for loss functions other than that explored here. Future work includes proving SSDU for loss functions other than $\ell_2$.

In this work we aimed to recover fully sampled data, without explicitly attempting to remove measurement noise. Given a model of the measurement noise covariance, such as an empty pre-scan, the additive and multiplicative noise versions of Noisier2Noise could be combined to simultaneously recover masked regions of k-space and denoise sampled regions [45].

Although the emphasis of this paper is on reconstructing MRI data, none of the theoretical developments are specific to k-space. Future work includes applying Noisier2Noise-based methods to reconstruction problems with other random sensing matrices, such as low dose x-ray computed tomography [46] or astronomical imaging [47].

VI. APPENDICES

A. Proof of variable density Noisier2Noise

This appendix proves that

$$E[Y_0|\tilde{Y}] = (1 - K)^{-1}(E[Y|\tilde{Y}] - K\tilde{Y}),$$

(16)

where $K = (1 - P\tilde{P})^{-1}(1 - P)$ for $P = E[M]$ and $\tilde{P} = E[\tilde{M}]$.

**Proof:** This proof is based on Section 3.4 of Noiser2Noise [35], but with substantially more mathematical detail and generalized to variable density sampling. Following the convention from the compressed sensing literature, this paper uses $p_j$ to refer to the probability that the $j$th location in k-space is sampled. This differs to [35], which uses $p$ to denote the probability that a pixel is zeroed.

We wish to compute $E[Y_j|\tilde{Y}_j]$ as a function of $E[Y_0,j|\tilde{Y}_j]$. Since $Y_j$ must not be masked for $\tilde{Y}_j$ to be non-zero, $E[Y_j|\tilde{Y}_j \neq 0] = \tilde{Y}_j$. The alternative is $\tilde{Y}_j = 0$. In this case, there are two possibilities, either $Y_j = 0$ or $Y_j \neq 0$:

$$E[Y_j|\tilde{Y}_j = 0] = E[Y_j|\tilde{Y}_j = 0 \cap Y_0 = 0]P[Y_0 = 0|\tilde{Y}_j = 0]$$

$$+ E[Y_j|\tilde{Y}_j = 0 \cap Y_0 \neq 0]P[Y_0 \neq 0|\tilde{Y}_j = 0]$$

$$= 0 \cdot k_j + E[Y_j|\tilde{Y}_j = 0 \cap Y_0 \neq 0] \cdot (1 - k_j)$$

where we define $k_j = P[Y_j = 0|\tilde{Y}_j = 0]$. Since $E[Y_j|\tilde{Y}_j = 0] = E[Y_0,j|\tilde{Y}_j = 0]$, we can write

$$E[Y_j|\tilde{Y}_j = 0] = E[Y_0,j|\tilde{Y}_j = 0](1 - k_j).$$

Both the $E[Y_j,\tilde{Y}_j = 0]$ and $E[Y_j,\tilde{Y}_j \neq 0]$ cases can be encompassed with

$$E[Y_j|\tilde{Y}_j] = (1 - k_j)E[Y_0,j|\tilde{Y}_j] + k_j\tilde{Y}_j.$$

(17)

This expression can be verified by first considering $\tilde{Y}_j = 0$, giving $E[Y_j|\tilde{Y}_j = 0] = E[Y_0,j](1 - k_j)$ as required, and secondly setting $\tilde{Y}_j \neq 0$, giving $E[Y_j|\tilde{Y}_j \neq 0] = \tilde{Y}_j$ as required. When $k_j \neq 1$ we can rearrange (17) for $E[Y_0,j|\tilde{Y}_j]$

$$E[Y_0,j|\tilde{Y}_j] = (1 - k_j)^{-1}(E[Y_j|\tilde{Y}_j] - k_j\tilde{Y}_j).$$

(18)

Now, we compute $k_j$:

$$k_j = P[Y_j = 0|\tilde{Y}_j = 0] = \frac{P[Y_j = 0 \cap \tilde{Y}_j = 0]}{P[Y_j = 0]}$$

The numerator is

$$P[Y_j = 0 \cap \tilde{Y}_j = 0] = P[Y_j = 0]$$

$$= 1 - p_j,$$

where $p_j = P[Y_j \neq 0] = E[M_{j}\tilde{y}]$ is the probability that $j \in \Omega$. The denominator is

$$P[\tilde{Y}_j = 0] = P[\tilde{Y}_j = 0|Y_j = 0]P[Y_j = 0]$$

$$+ P[\tilde{Y}_j = 0|Y_j \neq 0]P[Y_j \neq 0]$$

$$= 1 \cdot (1 - p_j) + (1 - \tilde{p}_j)p_j$$

$$= 1 - \tilde{p}_j p_j$$

where $\tilde{p}_j = P[\tilde{Y} \neq 0] = E[M_{j}\tilde{y}]$. Therefore

$$k_j = P[Y_j = 0|\tilde{Y}_j = 0] = \frac{1 - p_j}{1 - \tilde{p}_j p_j}.$$
which implies that since \( p_j > 0 \) by assumption, \((1 - k_j)^{-1}\) exists. Writing (18) in terms of vector and matrix random variables yields (19), as required.

**B. Proof of SSDU**

This appendix proves Claim 2. The minimum of SSDU’s loss function gives a function that satisfies

\[
E[(I - \tilde{M})M(f_\theta, (\tilde{Y} - Y))\tilde{Y}] = 0
\]

(19)

Claim 3: The left-hand-side of (19) is

\[
E[(I - \tilde{M})M(f_\theta, (\tilde{Y} - Y))\tilde{Y}]
\]

Proof: When \( \tilde{Y}_j \neq 0 \) and \( m_j \neq 0 \),

\[
E[(I - \tilde{m}_j)m_j(f_\theta, (\tilde{Y}_j - Y_j))\tilde{Y}_j] \neq 0
\]

When \( \tilde{Y}_j = 0 \) and \( m_j \neq 0 \), so

\[
E[(I - \tilde{m}_j)m_j(f_\theta, (\tilde{Y}_j - Y_j))\tilde{Y}_j] = E[m_j(f_\theta, (\tilde{Y}_j - Y_j))\tilde{Y}_j] = 0
\]

We can use a similar approach to derive the result of (18),

\[
E[m_j(f_\theta, (\tilde{Y}_j - Y_j))\tilde{Y}_j] = 0
\]

Using the vector form of this result and setting \( E[f_\theta (\tilde{Y})] = f_\theta \) gives the required result. Since \( p_j > 0 \) for all \( j \) by assumption, \((I - K)\) is full rank, so (19) is

\[
(1 - K)(I - \tilde{M})M(f_\theta, (\tilde{Y} - Y))E[\tilde{Y}] = 0
\]

(1 - \tilde{m}_j)(I - \tilde{M})M(f_\theta, (\tilde{Y} - Y))E[\tilde{Y}] = 0

which is equivalent to Claim 2.
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