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Abstract. The lack of Braille resources in this advanced world has tied the hands of visually impaired people from soaring up. This paper takes those guests into concern and presents a solution that helps every individual especially the blinds in reading books and text from real time images. This solution converts the text obtained from text document and real world entities to aural output which lends a hand in reading text. The main idea is to build a software using a novel methodology where OCR engine receives input images and get converted into intermediate textual output that is given to Google Trans to get the audio output via earphones.
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1. Introduction

The major impediment in the life of Visually impaired is to acquire resources that are compatible for them to read. When they visit public places like shops, restaurants, hospitals they have the need to depend on others. Hence this acts as a stumbling block in their lives. In order to overcome these drawbacks, many evolved to make their lives manageable using various technologies and methodologies. Initially many implementations were discovered which were based on technologies that generate the required text into its Braille equivalent. Tsukuda et al came up with a solution called Braille printer which in turn provide Braille characters for the given input text. It faced certain sort of troublesomeness like time frame, cost, unmanageability in the case of larger texts etc. And thus in this case, this was not able to expect to produce an instantaneous solution and failed to give analogous output for all inputs. Eventually this leads to the rise of other forms of technologies from the feedbacks received.

After Braille auditory design of resources were created and attempted in reading. Books in the form of Cassettes and tapes broke down from continuation spot for the readers when they start reading. It has to be followed in an order and one cannot get or divert back to the continuation spot of the text. It was difficult to hear the text iteratively. DAISY, Digital Accessible Information System is designed to be a complete substitute for audio of print materials and was designed specifically for use by people with blindness, dyslexia and impaired vision. Thus this was able to give a lively reading experience.
D’Albe invented Optophone which was one among the aiding devices for visually impaired that uses musical chords which was able to convert the visual representation of words to phonic output. Goldish and Taylor invented Optical to Tactile Converter (Optacon) where vibrotactile signals are used. Here, while reading the user would move their camera held by hand line by line using the Optacon. This was difficult to orient the text properly. Then an advance in computation led to the next form of innovation. Optical Character Recognition (OCR) was used which extract texts from the image. OCR extract texts from the given input image using corresponding algorithm. Then the evolution of smart phones along with the blooming techniques in OCR and Speech Synthesis improvised and led to the invention of mobile aided reading applications like KNFB Reader. This application gets the input text from the photo captured by camera and produced acoustic output. Alike KNFB, tools like Blind sights Text Detective came into use. The requirement is that the text should be captured from an appropriate for proper and clear input so that it can produce optimum results. Thus such mobile software require correct and proper alignment, lighting and correct focus points that tends to produce optimum output and would help in extracting clustered text from given image. Thus relevant information may not be provided by this kind of software that the user intent to read.

Therefore from the above literatures, it is quite difficult to identify clustered text labeling for colossal datasets with different font styles. Thus a limitation in capability that the information cannot be retrieved has been concluded through these methods. Hence a deep learning model and algorithm that provides optimum results with cost effective methodologies has been imposed in this paper.

2. Literature Survey

Later on, the grams algorithm was utilized around the unique words that match. [1] in "An Expeditious Alignment Scheme for Automatic OCR Evaluation of Books" aims at the precision of the OCR on scanned books. This involved finding distinct words utilizing distance-based algorithms.

A new separation and word spotting algorithms were acclimated to recognize handwritten Arabic words. [2] in "Segmentation-Predicated And Segmentation-Free Methods for Spotting Handwritten Arabic Words" marginally integrates ambiguity into a complete Arabic word; that is, the amount of words in observe that are distinct from one another solely by the presence of characters with the same kindred base shape, however having or not having associated dots isn't immensely colossal.

"Multilingual OCR for Indic Scripts" [3 -5] optically canvassed that, it is even with homogeneous architecture, performance in languages of Indian is arduous compared to English. In the latter case, the data required for RNN training would be less and the output space would be more minute. In this approach, the script is identified at a word level, afore the recognition of the word demonstrated for English language and twelve Indian languages.

"Matching Ottoman Words: An image retrieval approach to historical document indexing" [6-8] was about that the characteristics of Ottoman documents needed an automatic transcription, but the character apperception predicated system was not given any efficient and copacetic results. This study faces the quandary in image retrieval and proposes a solution that was predicated on image matching techniques because of containing consequential images and signatures in Ottoman documents. Additionally, it has to face a drawback of causing most of these Ottoman documents to be inaccessible because many documents are in manuscript and manual transcription format. Additionally, the time taken for the indexing of these Ottoman documents and text was long. So, it leads to an inaccessible state.
"Handwritten Word Spotting with Redressed Attributes" [10-13] suggested that by utilizing an attributes-based approach that leads to a low dimensional, it has a fine-tuned-length representation and cumulated representation of word images and strings, so it is expeditious to compare and compute. It allows us to perform queries indistinctly like a query-by string. The query is an image and string. A calibration scheme was proposed to ameliorate challenging dataset results by Canonical Correlation Analysis. It was tested on two public datasets exhibiting state-of-the-art results. Withal it had a disadvantage of words that were labeled were not utilized in training.

3. Proposed Methodology

The paper focalize on software routine that supports every individual especially the partly or wholly blind in going-over printed version and text in real time images. This work consists of different algorithms and modules namely

- Image Acquisition
- Text recognition
- Text extraction
- Text to audio output

```
3.1 Image Acquisition

Here, the image acquisition takes place with the component camera where images of interest are given as input.

3.2 Image Preprocessing

Once the image is focused under camera, the dimensions of the image are grabbed. Later image captured is amended to the dimension 256 x 256 with the aim that the attesting routine will deed upon evenly classified shots. This gives homogeneous outcome for every input. The re-sized shot or images is then loaded into trained East Text Detector.
```

![Figure 1. Architectural Diagram](diagram.png)
3.3 Text Recognition

A deep learning OpenCV model is used which is a novel architecture and an instruction pattern that is skilled to recognize all real-time images. This obtains up to the minute text detection accuracy. Coming to “EAST” that is an Efficient and Accurate Scene Text detection pipeline which is dynamic to recognize subject matter even though when it’s fuzzy, reflective or even partly concealed using this pre-trained networks. Since they are trained in advance, there is no need to take up much time for the networks to be trained. Instead we can go further and utilize the outcome to make decisions within our application.

Poor OCR is provided when there is no proper orientation with the documents and pics. So now, we'll adjust the orientation of the input image to ensure better OCR results using ROI (Region Of Interest).

Here, the timing of text recognition and the boundaries of the image are found.

3.4 Text Extraction

Once text ROIs are extracted, it is provided to Tesseract which helps in building an entire pipeline of OpenCV OCR. This Tesseract has capability to recognize many languages after getting trained. This OCR engine employs an LSTM (Long Short-Term Memory) network by its own which lends hand in providing optimum output. LSTM is a kind of Recurrent Neural Network (RNN) that is used to maintain the accuracy in text extraction. The text extracted is stored in a result variable. Lastly the result is written in a file.

3.5 Text to Speech

The intermediate result (text) that is stored in a file is converted into audio using Google Trans which is free and this python library is implemented using Google Translate API.

4. Experiment and Result Analysis

Thus the input image is the sequence of information which is given to the processor. The pre-processing of image removes distortions and helps in enhancing important features for further processing. OCR software program frequently "pre-processes" the photographs to improve the possibilities of a hit popularity.

The text is recognized using OpenCV EAST text detector. In order to recognize the text, first text region is grabbed using Region Of Interest (ROI) This ROI provides coordinates of text. The intermediate result is passed to Tesseract which employs LSTM that offers optimum result in recognition. The result of LSTM provides the actual OCR results. Finally the fetched text from the input image is read out through the aural as an outcome.

5. Conclusion

This project is implemented using Python. The proposed assistive software presents a solution that helps every individual especially the blinds in reading books and text from real time images Figure 1, 2, 3 and 4.
Figure 2. Input Image
This will be the input image that will be captured by the user.

Figure 3. Recognising the text from the input image
Here OCR first works by pre-processing the input digital image into smallest component parts with layout analysis to find the word blocks. Other features like lines photographs are recognised and ignored. The word that has been recognized is compared with the OCR engines’s large dictionary for checking the existence.

Figure 4. Printing the text to the terminal
The text in the above output terminal is converted into audio.
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