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Abstract—Graph Contrastive Learning (GCL) has emerged as a promising approach in the realm of graph self-supervised learning. Prevailing GCL methods mainly derive from the principles of contrastive learning in the field of computer vision: modeling invariance by specifying absolutely similar pairs. However, when applied to graph data, this paradigm encounters two significant limitations: (1) the validity of the generated views cannot be guaranteed: graph perturbation may produce invalid views against semantics and intrinsic topology of graph data; (2) specifying absolutely similar pairs in the graph views is unreliable: for abstract and non-Euclidean graph data, it is difficult for humans to decide the absolute similarity and dissimilarity intuitively. Despite the notable performance of current GCL methods, these challenges necessitate a reevaluation: Could GCL be more effectively tailored to the intrinsic properties of graphs, rather than merely adopting principles from computer vision? In response to this query, we propose a novel paradigm, Graph Soft-Contrastive Learning (GSCL). This approach facilitates GCL via neighborhood ranking, avoiding the need to specify absolutely similar pairs. GSCL leverages the underlying graph characteristic of diminishing label consistency, asserting that nodes that are closer in the graph are overall more similar than far-distant nodes. Within the GSCL framework, we introduce pairwise and listwise gated ranking InfoNCE loss functions to effectively preserve the relative similarity ranking within neighborhoods. Moreover, as the neighborhood size exponentially expands with more hops considered, we propose neighborhood sampling strategies to improve learning efficiency. Our extensive empirical results across 11 commonly used graph datasets—including 8 homophily graphs and 3 heterophily graphs—demonstrate GSCL’s superior performance compared to 20 state-of-the-art GCL methods.

Index Terms—Graph Representation Learning, Contrastive Learning, Graph Contrastive Learning

I. INTRODUCTION

The concept of Contrastive Learning (CL) has its roots in the field of computer vision and aims to learn such an embedding space in which similar samples are kept close while dissimilar ones are far apart \cite{1}–\cite{3}. To implement CL in an unsupervised setting, two augmented views of the same data example are generated (as shown in Figure 1(a) and the similarity between the encoded representations of the two views will increase. Based on such a view generation framework, CL aims to model invariance, i.e., two observations of the same concept should produce the same outputs \cite{4}. As illustrated in Figure 1(a), for an image of a parrot, two views are generated through data augmentation. With the aid of human visual perception, it is apparent that these two views both depict the concept of a parrot, and thus, it is logical to pull them closer in embedding space.

Graph Contrastive Learning (GCL) \cite{5}–\cite{7} adopts the similar paradigm in the computer vision domain \cite{2}–\cite{4}. \cite{8}: utilizing graph augmentation techniques \cite{9} to generate graph views (e.g., node dropping \cite{10}, edge removing \cite{6}, diffusion \cite{11}, etc.), and subsequently optimizes the CL loss function commonly used in computer vision \cite{1}, \cite{2}. \cite{9} to model invariance. Although traditional GCL methods achieve impressive performance, how to generate label-invariant and optimal views for a graph through data augmentation is non-trivial \cite{12}–\cite{14}. Follow-up efforts have been made to enable augmentation-free GCL in several ways to avoid generating views through data augmentation \cite{12}, \cite{14}–\cite{17}. Despite vari-
ations in motivations and implementations, the fundamental ideas underlying all these GCL methods are the same, **they all aim to model invariance in an absolute manner, i.e., specifying absolutely similar pairs in the graph views.**

However, different from image data, graph data is discrete, abstract and non-Euclidean [7]. Modeling invariance for graph by specifying absolutely similar pairs in the graph views is less appropriate due to the following reasons: (1) **The validity of the generated views cannot be guaranteed:** regardless of the strategies implemented for generating graph views, maintaining the conceptual validity of these views presents a considerable challenge. Primarily, two issues are encountered. First, these views could potentially exhibit characteristics that markedly diverge from the properties inherent in the original graph [14]. Second, there exists the risk of generating views that are nonsensical—that is, they lack any conceivable real-world evidence. For example, when examining molecular graphs as represented in Figure 1(b), the deletion of nodes or edges from the aspirin molecule could lead to the creation of an alkene with disparate functionalities, or, more detrimentally, yield a structurally invalid, nonsensical molecule. (2) **Specifying absolutely similar pairs in the graph views is unreliable:** although we humans can use domain knowledge to understand and analyze some graphs, such as molecular graphs. But for most graphs which are only abstract relationships between objects, our understanding of them is not as intuitive as our perception of images [13]. We generally lack the capacity to make direct judgments about the absolute similarity between nodes or graphs, as depicted in Figure 1(c). Consequently, it is unreliable to assume that two generated views of the same node or graph should inherently bear similarity and thereby occupy closer proximity within the embedding space. While existing GCL methods exhibit commendable performance, the aforementioned analysis prompts us to consider: **whether GCL could be designed more rationally by considering the unique characteristics of graphs themselves rather than directly adapting the CL ideas from computer vision?**

Graph data inherently holds a wealth of valuable structural properties, one of the most significant being homophily [18], [19], which implies that similar nodes are often more likely to be interconnected. This phenomenon is prevalent across various types of real-world graphs, including but not limited to friendship, political, and citation networks [18], [20], [21], which are collectively referred to as homophily graphs. Conversely, many graphs exhibit clear heterophily, where connections mainly exist between dissimilar nodes [22], [23]. Despite the apparent differences in homophily between these two types of graphs, a shift in focus to a broader neighborhood range reveals a surprising uniformity. Specifically, Figure 2 shows the average proportion of neighbors sharing the same label as the anchor node in each hop from 11 commonly used public graph datasets (including 8 homophily graphs and 3 heterophily graphs). The results statistically indicate the same trend in all graphs: closer neighbors have a greater probability of having the same label as the anchor node, and the probability decreases as the distance gets farther. We call such trend as **the overall diminishing trend of label consistency**, which provides us with a convincing perspective to determine the similarity, i.e., nodes that are closer in the graph are overall more similar than far-distant nodes. Motivated by such **relative decisions of similarity**, we present a novel CL paradigm for graph data, namely Graph Soft-Contrastive Learning (GSCL), that conducts CL without specifying any absolutely similar pairs. Instead, GSCL maintains the similarity ranking relationship in the neighborhood that the less distance/hops to the anchor node, the more similar the neighbors are to the anchor node overall. To achieve this, we propose pairwise and listwise gated ranking InfoNCE loss functions that robustly maintain the neighborhood ranking relationship. As more hops are considered, the neighborhood size would expand exponentially. Therefore, to further improve the learning efficiency, we propose neighborhood sampling strategies to reduce the computational burden.

In summary, our contributions can be listed as follows:

- We analyze and summarize that current GCL methods all model invariance in an absolute manner, but such idea is less natural and inappropriate for graph-structured data.
- We propose GSCL, a soft contrastive learning paradigm for graph data, that achieves our goal of utilizing the inherent properties of graph to design GCL, by preserving the neighborhood ranking relationship, which reflects the overall diminishing trend of label consistency in both homophily graphs and heterophily graphs.
- To implement GSCL, we develop two novel loss functions, the pairwise and listwise gated ranking InfoNCE loss as the learning objective. Besides, we propose two neighborhood sampling strategies to further accelerate the learning process of GSCL.
- To verify the rationality of GSCL, we conduct extensive experiments on 11 real-world datasets (including 8 homophily graph datasets and 3 heterophily graph datasets) against 20 baselines. The results demonstrate GSCL, without specifying any absolutely similar pairs, can achieve superior performance compared with current GCL methods and obtain state-of-the-art in all datasets.
II. PRELIMINARY

A. Notation

Formally, let $G = \{V, E, X, A\}$ denotes a graph with $N$ nodes, where $V = \{v_i\}_{i=1}^N$ denotes the node set, $E \subseteq V \times V$ denotes the edge set, $X \in \mathbb{R}^{N \times D}$ denotes the $D$ dimensional node feature matrix, and $A \in \mathbb{R}^{N \times N}$ denotes the adjacency matrix where $A_{ij} = 1$ iff $(v_i, v_j) \in E$ and $A_{ij} = 0$ otherwise. For each node $v_i$ in the graph $G$, $N(v_i)^{[n]}$ denotes the set of all its $n$-th hop neighbors. And when the neighborhood range of $v_i$ we consider is $k$, all its neighbors can be organized from small to large in hops as $N(v_i)^{[k]} = \{N(v_i)^{[1]}, N(v_i)^{[2]}, \ldots, N(v_i)^{[k]}, N(v_i)^{[k+1]}\}$, where $N(v_i)^{[k+1]}$ denotes all the nodes with a distance larger than $k$ hops from $v_i$.

In this paper, we will study the problem of learning node representations in an unsupervised setting via GCL. Our objective is to unsupervisedly learn an optimal graph encoder $f : (X, A) \rightarrow H \in \mathbb{R}^{N \times D}$, that can transform the original node feature $X$ to lower dimensional $D \gg D$ hidden representations $H$, which can benefit the downstream supervised or semi-supervised tasks, e.g., node classification.

B. Graph Homophily

Most common graphs follow the principle of homophily, i.e., “birds of a feather flock together” [13]. Specifically, graph homophily refers to the theory in network science which states that similar nodes may be more likely to attach to each other than dissimilar ones [18], [19], which suggests that connected nodes often belong to the same class. This phenomenon is ubiquitous in a variety of real-world networks, including but not limited to friendship networks [18], political networks [20], citation networks [21], and others. In addition, graph neural network (GNN), a prominent approach for learning representations for graph structured data nowadays, is believed to implicitly assume strong homophily [23], [24]. Homophily is often calculated as the the average proportion of edge-label consistency of all nodes [22], [25]. Formally, the homophily metric ($HM$) of a graph can be defined as follows:

$$HM = \frac{1}{N} \sum_{v_i \in V} \frac{\left| \{v_j : (v_i, v_j) \in E \land y_i = y_j\} \right|}{\left| \{v_j : (v_i, v_j) \in E\} \right|}. \quad (1)$$

The values of $HM$ are in the range $[0, 1]$, values close to 1 indicate high homophily and values close to 0 indicate low homophily. Note that while many graphs in the real world have high homophily, there are also some kinds of graphs which have low homophily [22], [23]. By convention, we refer to graphs with high homophily as homophily graphs and graphs with low homophily as heterophily graphs. We provide the type and $HM$ of graphs considered in this paper in Table I.

We can observe that all homophily graphs’ $HM$s are greater than 0.55, yet none of heterophily graphs’ $HM$s exceed 0.25.

1In this paper, neighbor refers to a node that is close to the anchor node, while neighborhood refers to the area around the location of the anchor node.

C. The Overall Diminishing Trend of Label Consistency

$HM$ is essentially calculating the average proportion of first hop neighbors that share the same label as the anchor node. Now, we extend such proportion from the first hop neighbors to any $n$-th hop neighbors and define it as the label consistency ($LC$) in the $n$-th hop:

$$LC(n) = \frac{1}{N} \sum_{v_i \in V} \frac{\left| \{v_j : v_j \in N(v_i)^{[n]} \land y_i = y_j\} \right|}{\left| N(v_i)^{[n]} \right|}. \quad (2)$$

It is obvious that $HM = LC(1)$ holds for a graph. From the Section II-B and Table II we can know that the $LC(1)$ of homophily graphs and heterophily graphs is significantly different. However, when we shift our focus from the first hop neighbors to a broader range, the $LC$ of both homophily graphs and heterophily graphs surprisingly exhibits the same characteristics. Specifically, for the 11 graph datasets (containing 8 homophily graphs and 3 heterophily graphs) used in this paper, we compute their $LC$ from the first hop neighbors to the fifth hop neighbor. The results are shown in Figure 2 where we can observe: (1) For both homophily graphs and heterophily graphs, as the distance between the neighbors and the anchor node increases, $LC$ shows a diminishing trend. This means that closer nodes in both homophily graphs and heterophily graphs are more likely to have the same labels, i.e. they tend to be more similar, and vice versa. (2) This diminishing trend is an overall trend, i.e., not all closer/further neighbors will be 100% more/less similar. Taking the Computer dataset as an example, about 20% of the first hop neighbors have different labels from the anchor node, while about 60% of the second hop neighbors have the same label as the anchor node, and these 20% first hop neighbors should not be more similar to the anchor node than these 60% second hop neighbors.

We call the above observations, which exist in both homophily graphs and heterophily graphs, the overall diminishing trend of label consistency. It provides us with a reliable means from the perspective of graph to judge the relative similarity and guide the learning process, i.e., nodes that are closer in the graph are overall more similar than far-distant nodes. We formalize the overall diminishing trend of label consistency as the following proposition:

**Proposition 1.** For each node $v_i$ (i.e., the anchor node) in a graph $G$, the $n$-th hop neighbors of the anchor node $N(v_i)^{[n]}$ are expected to be overall more similar to $v_i$ when compared to the nodes with a distance larger than $n$ hops from $v_i$. Therefore, when the neighborhood range of $v_i$ we consider is $k$, for any $n \in [1, k]$, the $n$-th hop neighbors $N(v_i)^{[n]}$ are expected to be overall more similar to the anchor node $v_i$ than the $(n + 1)$-th hop neighbors $N(v_i)^{[n+1]}$.

III. METHODOLOGY

In this section, we first introduce how to handling multiple positive examples robustly and give an overview of our proposed GSCL. Then, we present the paradigm of GSCL. Finally, we discuss the differences and connections of GSCL to current GCL methods.
Learning Negative $\tau$ is the cosine similarity), $g$ have the same label as the anchor node, it is not the case for homophily graph, although most of the first hop neighbors of supervised information, $P$ examples $\log$ the positive examples from $P$ us a straightforward way to compute Equation 3 for each of positive examples to be clean [29], [30]. However, in the absence of current GCL by utilizing the structural properties of graphs. An overview of GSCL is presented in Figure 3 GSCL takes a graph $G$ as input, and the output is the learned representations. Specifically, GSCL includes three key steps: (1) Graph encoding: raw node features $X$ are transformed into hidden representations $H$ by the graph encoder $f$; (2) Neighborhood ranking preservation: for each node in the graph $G$, we regard it as an anchor node, the ranking of similarities between the anchor node and the neighborhood ranking preservation: for each

A. Handling Multiple Positive Examples Robustly

1) InfoNCE: We start with the most basic form and idea of GCL. Classic GCL methods, like GRACE [6] and GCA [26], firstly create two augmented views for a graph, then pull together the representation of the same node from the two graph views while pushing apart every other node pair to learn node representation (as shown in Figure 3 left). To achieve this goal, they optimize the classic InfoNCE loss [27]:

$$L = - \log \frac{\exp \left( \frac{\theta(q,p)}{\tau} \right)}{\exp \left( \frac{\theta(q,p)}{\tau} \right) + \sum_{n \in N} \exp \left( \frac{\theta(q,n)}{\tau} \right)},$$

where $\theta(\cdot, \cdot) = s(g(f(\cdot), g(f(\cdot)))$ is a critic ($f(\cdot)$ is the encoder, $g(\cdot)$ is a nonlinear projection [2], [26], [28] and $s(\cdot)$ is the cosine similarity), $\tau$ is a temperature parameter. It is worth noting that for a query $q$, it has only single positive example $p$ (i.e., the same node from another view) yet a set of negative examples $N$ (i.e., all other nodes from both views). However, in practice there must be more than one positive example, e.g., in graph, each node shares the same label with its many neighbors (as shown in Figure 2), but Equation 3 will treat them all as negative examples. So how can we handle multiple positive examples $P = \{p_1, p_2, \ldots\}$ for per query $q$?

2) InfoNCE$_{out}$: Supervised contrastive learning [29] gives us a straightforward way to compute Equation 3 for each of the positive examples from $P$, i.e. take the sum over positive examples outside of the log:

$$L_{out} = - \sum_{p \in P} \log \frac{\exp \left( \frac{\theta(q,p)}{\tau} \right)}{\exp \left( \frac{\theta(q,p)}{\tau} \right) + \sum_{n \in N} \exp \left( \frac{\theta(q,n)}{\tau} \right)},$$

Equation 4 is not forced to set a higher similarity to all positive pairs and can neglect the noisy/false positives, given that a sufficiently large similarity is set for the true positives [30]. By optimizing this loss, the set of positive pairs $(q, p \in P)$ will overall be more similar than the set of negative pairs $(q, n \in N)$ in the embedding space. So, Equation 5 can give us a way to represent the overall relative similarity, i.e., how to make a set of pairs (the numerator in Equation 5) overall more similar than another set of pairs $\sum_{n \in N}$ in the denominator in Equation 5 in the embedding space. We will use such property of InfoNCE$_{in}$ in Section III-C2 to successfully model the overall diminishing trend of label consistency in the graphs.

B. Framework Overview

GSCL aims to provide a new CL paradigm for graph data to avoid the limitation of current GCL by utilizing the structural properties of graphs. An overview of GSCL is presented in Figure 3 GSCL takes a graph $G$ as input, and the output is the learned representations. Specifically, GSCL includes three key steps: (1) Graph encoding: raw node features $X$ are transformed into hidden representations $H$ by the graph encoder $f$; (2) Neighborhood ranking preservation: for each node in the graph $G$, we regard it as an anchor node, the ranking of similarities between the anchor node and the
associated multi-hop neighbors within a neighborhood range is preserved following the Proposition 1 with the developed pairwise and listwise ranking InfoNCE loss functions. (3) Optimization: the graph encoder \( f \) is updated and optimized following the convention of gradient descent.

### C. Graph Soft-Contrastive Learning (GSCL)

#### 1) Graph Encoder Backbone

Following the convention of GCL, we take Graph Convolutional Network (GCN) \([32]\) as the graph encoder. Formally, the \( l \)-th layer of GCN can be represented as

\[
\text{GCN}_l(X, A) = \sigma(\tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X W_l),
\]

where \( \tilde{A} = A + \mathbf{I} \) with \( \mathbf{I} \) denotes the identity matrix, \( \tilde{D} \) is the diagonal node degree matrix of \( A \), \( \sigma \) denotes the activation function, and \( W_l \) denotes the learnable weight matrix for the \( l \)-th layer. Suppose the graph encoder consists of \( L \) layers of GCNs, then the graph encoder can be represented as

\[
f(X, A) = \text{GCN}_L(\text{GCN}_{L-1}(\cdots(\text{GCN}_1(X, A)) \cdots), A) = H.
\]

#### 2) Neighborhood Ranking

We expect the learned representations \( H \) to comply with Proposition 1. For each node \( v_i \) in the graph \( G \), the corresponding representation is denoted as \( h_i \) that is the \( i \)-th row of \( H \). When we consider the \( k \)-hop neighborhood range of node \( v_i \), then the representations for the neighborhood can be denoted as:

\[
\mathbb{H}_i = \{\mathbb{H}_i^{[1]}, \mathbb{H}_i^{[2]}, \cdots, \mathbb{H}_i^{[k]}, \mathbb{H}_i^{[k+1]}\},
\]

where \( \mathbb{H}_i^{[n]} \) (for any \( n \in [1, k] \)) denotes the learned representations of the \( n \)-th hop neighbors \( \mathcal{N}(v_i)^{[n]} \), \( \mathbb{H}_i^{[k+1]} \) denotes the learned representations of all the nodes with a distance larger than \( k \) hops from \( v_i \). Let \( s(\cdot) \) denote the scoring function (i.e., cosine similarity in our paper) to measure the similarity between a pair of node representations. Proposition 1 requires the learned node representations in the neighborhood to satisfy the following criterion:

\[
\sum_{h_i \in \mathbb{H}_i^{[1]}} s(h_i, h_*) > \sum_{h_i \in \mathbb{H}_i^{[2]}} s(h_i, h_*) > \cdots > \sum_{h_i \in \mathbb{H}_i^{[k]}} s(h_i, h_*) > \sum_{h_i \in \mathbb{H}_i^{[k+1]}} s(h_i, h_*),
\]

\[\sum \text{in Equation 9 represents a generalized aggregation operation to represent the overall similarity of each hop neighbors to the anchor node, thus Equation 9 reflects the overall diminishing trend of label consistency in graph data. To preserve such ranking relationships, we develop two new GCL loss functions in terms of pairwise and listwise ranking, respectively:}

- Gated Pairwise Ranking InfoNCE (GSCL-Pairwise).
- Gated Listwise Ranking InfoNCE (GSCL-Listwise).

**3) Optimization:** We optimize the graph encoder \( f \) by minimizing the loss function \( \mathcal{L} \). We exploit Gradient Stochastic Decent (GSD) to learn the optimal parameters of \( f \), respectively.

### D. Neighborhood Sampling

With more hops of neighbors considered, the number of nodes in the neighborhood would expand explosively, resulting in overwhelming computation. The situation is even exacerbated for large-scale graphs, which jeopardizes the ranking can be illustrated as: given a pair of neighbor sets selected from two different hops, the neighbors from the smaller hop is expected to be overall more similar to the anchor node than the neighbors from the larger hop. Then, we just need to iterate all possible pairs in the given \( k \)-hop neighborhood. Inspired by RINCE \([30]\), we develop the following gated pairwise ranking InfoNCE:

\[
\mathcal{L} = - \sum_{v_i \in \mathcal{V}} \frac{1}{k} \sum_{j=1}^{k} \sum_{h \in \mathbb{H}_i^{[j]}} \log \left( \frac{\exp(\frac{s(h, h_*)}{\tau})}{\sum_{h \in \mathbb{H}_i^{[j]}} \exp(\frac{s(h, h_*)}{\tau}) + \sum_{j'=j}^{k+1} \exp(\frac{s(h, h_*)}{\tau})} \right),
\]

where \( \theta(\cdot, \cdot) = s(g(\cdot), g(\cdot)) \) is a critic \( g(\cdot) \) is a non-linear projection to enhance the expression power of the critic function \([2], [26], [28]\), and it’s implemented with a two-layer perceptron model here, \( \tau \) denotes a temperature parameter, and \( \alpha \in (0, 1) \) is the threshold to ensure a safe distance between pairs to avoid over-pushing two different-hop neighbors to extremely distant positions in the embedding space. It is worth noting that we use InfoNCE \( \text{in} \) (i.e., Equation 5) in a recursive manner to handle all neighbors from one smaller hop (i.e., the positive examples in each iteration) robustly, thereby satisfying the overall nature of the diminishing trend described in Proposition 1.
We assign each node in the $n$-th hop neighbors $\mathcal{N}(v_i)^[n]$ with the same probability subject to the numbers of neighbors in the $n$-th hop as

$$P(v_*) = \frac{1}{|\mathcal{N}(v_i)^[n]|}, \forall v_* \in \mathcal{N}(v_i)^[n].$$  

(12)

- Weighted Sampling Based on PageRank. Instead of treating all neighbors from the same hop equally, we pay more attention to the nodes with higher importance. Specifically, we first run PageRank [35] over the graph $\mathcal{G}$ to assign each node a importance score. Let $\text{PageRank}(v_*)$ denote the importance score of the node $v_*$. We then assign the probability by normalizing the corresponding importance scores over the neighbors from the same hop:

$$P(v_*) = \frac{\text{PageRank}(v_*)}{\sum_{v_o \in \mathcal{N}(v_i)^[n]} \text{PageRank}(v_o)}, \forall v_* \in \mathcal{N}(v_i)^[n].$$  

(13)

Based on the proposed sampling strategies, we sample a fixed size neighbors from each hop to construct a reduced neighborhood $\mathbb{H}^n_i = \{\mathbb{H}^{[1]}_i, \mathbb{H}^{[2]}_i, \ldots, \mathbb{H}^{[k]}_i, \mathbb{H}^{[k+1]}_i\}$, where $\mathbb{H}^{[n]}_i$ (for any $n \in [1, k]$) denotes the sampled candidate neighbors for the $n$-th hop. We then calculate the gated pairwise or listwise ranking InfoNCE based on the reduced neighborhood $\mathbb{H}_i$ using Equation 10 and Equation 11 respectively.

E. Comparison to Other GCL Methods

1) Different Settings: Table I presents the detailed comparison of settings between representative GCL methods and our proposed GSCL. Early GCL methods like GRACE [6] and GCA [26] use data augmentation to generate views for graphs, and regard the two augmented views of the same data example as positive pairs whereas views from different data examples as negative pairs. In order to achieve good performance, these binary-contrastive methods often require a large number of negative samples, so some negative-sample-free approaches such as BGRL [7] and CCA-SSG [36] try to use special loss functions and tricks to avoid negative samples. But how to generate label-invariant and optimal views for a graph through data augmentation is non-trivial, data-augmentation-free methods like SUGRL [17] AFGRL [14] try to avoid negative samples and generate views without data augmentation. Despite variations in motivations and implementations, the fundamental ideas underlying all these GCL methods are the same, they all aim to model invariance in an absolute manner, i.e., specifying absolutely similar pairs in the graph views. GSCL abandoned such setting, but models similarity in a soft and relative manner by preserving the overall ranking relationship of similarities within neighborhoods. GSCL is conducted without views generation and any needs for graph augmentations, and its core idea is based on the structural information in the graph, i.e., the overall diminishing trend of label consistency, thus avoiding the limits of traditional GCL.

2) Complexity Analysis: Suppose a graph $\mathcal{G}$ includes $N$ nodes, and the average degree is $d$. For fair comparison, as our proposed GSCL does not include graph augmentations, we only consider the times of calculating scoring function $s(\cdot)$ for evaluating the time complexity. For a typical GCL pipeline with the binary contrastive justification (i.e., InfoNCE), we consider $Q_p$ positive samples and $Q_n$ samples for each node. Then, the time complexity of GCL is $O(N(Q_p + Q_n))$. For our proposed GSCL, we consider the complexity in two cases: (1) in gated pairwise ranking InfoNCE loss, GSCL calculates $N \cdot k \cdot \sum_{i=1}^{k-1} d^i$ times of $s(\cdot)$; (2) in gated listwise ranking InfoNCE loss, GSCL calculates $N \cdot k \cdot \sum_{i=1}^{k-1} d^i \cdot k \cdot d^{k+1}$ times of $s(\cdot)$. In fact, following the raw format of Equation 11 and Equation 10 we repeatedly calculate the similarity between pairs. We can restore the calculated similarities in the memory to avoid duplicates, which means the actual time complexity of the pairwise and listwise cases is the same as is $O(Nd(1+d+d^2))$. Moreover, suppose the sample size is $d'$ ($d' \gg d$) with considering the neighborhood sampling strategies, the complexity of GSCL can be further reduced to $O(Nd'(1+d'+d'^2))$. Therefore, the complexity of GSCL is very closed to, even smaller than GCL by adjusting the sample size $d'$.

| Data Augmentation | Generating Views | Absolute Similarity |
|-------------------|------------------|---------------------|
| GRACE             | ✓                | ✓                   | ✓                   |
| GCA               | ✓                | ✓                   | ✓                   |
| BGRL              | ✗                | ✓                   | ✓                   |
| CCA-SSG           | ✓                | ✗                   | ✓                   |
| SUGRL             | ✓                | ✓                   | ✗                   |
| AFGRL             | ✗                | ✓                   | ✗                   |
| Ours              | ✗                | ✗                   | ✗                   |

TABLE I: A setting comparison between state-of-the-art GCL methods and our proposed GSCL.

IV. Experiment

In this section, extensive experiments are conducted to evaluate the effectiveness of the proposed GSCL. Our experiments aim to answer the following research questions (RQ):

- **RQ1**: Does our proposed GSCL actually work? Can GSCL outperform the traditional SOTA GCL methods on a variety of graphs of different sizes and properties?
- **RQ2**: How well does GSCL perform in other tasks besides node classification?
- **RQ3**: How well does GSCL perform in other tasks besides node classification?
- **RQ4**: Can GSCL with neighborhood sampling strategies work well when neighborhood size explosively expands?
- **RQ5**: Is it really efficient and robust to use InfoNCE to design the loss functions of GSCL?
- **RQ6**: How does the thresholds $\alpha$ and $\beta$ affect the effectiveness of GSCL?
TABLE II: The characteristics and statistics of datasets, where $H_M$ represents the homophiliy metric, and “$\#n$-hop neighbors” represents the average number of $n$-th hop neighbors.

| Dataset  | Type     | $H_M$  | #Nodes | #Edges | #Features | #Classes | $\#1$-hop neighbors | $\#2$-hop neighbors | $\#3$-hop neighbors | $\#4$-hop neighbors | $\#5$-hop neighbors |
|----------|----------|--------|--------|--------|-----------|----------|---------------------|---------------------|---------------------|---------------------|---------------------|
| Cora     | Homophiliy | 0.8252 | 2,708  | 10,556 | 1,433     | 7        | 3.90                | 31.9                | 91.3                | 244.9               | 438.4               |
| Citeseer | Homophiliy | 0.7062 | 3,327  | 9,228  | 3,703     | 6        | 2.7                 | 11.4                | 28.4                | 52.7                | 78.1                |
| Pubmed   | Homophiliy | 0.7924 | 19,717 | 88,651 | 500       | 3        | 4.5                 | 54.6                | 343.6               | 1596.7              | 3321.4              |
| WikiCS   | Homophiliy | 0.6409 | 11,701 | 216,123 | 300      | 10       | 24.8                | 1812.0              | 5644.3              | 4332.6              | 1047.8              |
| Computers| Homophiliy | 0.7853 | 13,752 | 245,861 | 767      | 10       | 35.8                | 1812.0              | 5644.3              | 4332.6              | 1047.8              |
| Photo    | Homophiliy | 0.8365 | 7,650  | 119,081 | 745      | 8        | 31.1                | 770.7               | 1716.5              | 2162.3              | 1729.2              |
| Co.CS    | Homophiliy | 0.8320 | 18,333 | 81,894 | 6,805     | 15       | 8.9                 | 98.7                | 765.0               | 3225.5              | 6158.7              |
| ogbn-arxiv| Homophiliy | 0.5532 | 169,343| 1,166,243 | 128     | 40       | 7.0                 | 2038.3              | 8234.6              | 16160.1             | 19269.8             |
| Chameleon| Heterophily| 0.2425 | 2,277  | 36,101 | 2,325     | 5        | 27.6                | 531.1               | 507.7               | 761.6               | 298.7               |
| Squirrel | Heterophily| 0.2175 | 5,201  | 217,073| 2,089     | 5        | 76.3                | 1615.8              | 1846.5              | 1171.4              | 413.1               |
| Actor    | Heterophily| 0.1848 | 7,600  | 33,544 | 931       | 5        | 3.9                 | 96.7                | 482.1               | 1444.4              | 1651.5              |

- **RQ7:** What is the performance of GSCL when scaling to a larger dimension?
- **RQ8:** Can the proposed GSCL effectively fulfill the requirement of Proposition 1?

### A. Experimental Setting

1) **Datasets:** We conduct a comprehensive set of experiments on 11 real-world benchmark datasets that have been widely used in the graph community. The datasets consist of 8 homophiliy graphs, namely Cora, Citeseer, Pubmed, WikiCS, Amazon-Computers (Computers), Amazon-Photo (Photo), Coauthor-CS (Co.CS) and ogbn-arxiv, along with 3 heterophiliy graphs, namely Chameleon, Squirrel, and Actor. The characteristics and statistics of datasets are summarized in Table II from which we can see that these datasets vary greatly in characteristic, size, feature, etc. This is in order to fully validate the performance of our method in different scenarios. Following are their detailed descriptions:

- **Cora, Citeseer** and **PubMed** are 3 widely-used citation networks \(^{[37]}\), where nodes correspond to papers and edges represent a citation link between two papers. Each node contains a sparse bag-of-words feature and an article type label. All three datasets have a public train/valid/test split, which we utilize directly.
- **WikiCS** is built on the reference network in Wikipedia, where nodes represent articles about computer science and edges represent hyperlinks between these articles. Node feature is the average of the GloVe \(^{[38]}\) word embeddings of all words in the article. It provides 20 public train/valid/test splits, which we use directly.
- **Amazon-Computers** and **Amazon-Photo** are 2 graphs constructed by Amazon \(^{[39]}\), where nodes represent products, and edges are constructed between them when they are often purchased together. **Coauthor-CS** is derived from the MAG \(^{[40]}\), where nodes represent authors and edges indicate co-authorship. As these datasets do not come with a standard split, we split them randomly into train, validation and test nodes (10%/10%/80%).
- **ogbn-arxiv** is a directed graph which represents the citation network between all Computer Science (CS) arXiv papers \(^{[41]}\). Each node represents an arXiv paper and each directed edge indicates that one paper cites another one. We directly use the official split.
- **Chameleon** and **Squirrel** are Wikipedia page-page networks on 2 different topics, where nodes represent articles and edges reflect mutual links between them \(^{[42]}\). **Actor** is the actor-only induced subgraph of the film-director-actor-writer network, where nodes correspond to actors, and edges denote co-occurrence of two actors on the same Wikipedia page \(^{[22]}\). For these 3 datasets, we use the datasets and public splits provided by Geom-GCN \(^{[22]}\).

From Table II, we can observe that starting from the 5-th hop neighbors, the average number of neighbors begins to decrease or increase by a smaller amount. Furthermore, from Figure \(^{[6]}\) we can see that when the hop is greater than 4, the average proportion of neighbors with the same label as the anchor node becomes particularly small. Therefore, the amount of similar neighbors at distances greater than 5 hops is especially small, so the neighborhood range $k$ (i.e., the $k$ in Equation \(^{[10]}\) and \(^{[11]}\)) we choose for ranking in our experiments is from 1 to 4.

2) **Baselines:** To fully validate the performance of GSCL, we compare GSCL with 20 baselines, including 2 supervised methods (i.e., GCN \(^{[32]}\) and GAT \(^{[43]}\)), 2 random walk based methods (i.e., Node2vec \(^{[44]}\) and DeepWalk \(^{[45]}\)), 3 autoencoder based methods (i.e., GAE, VGAE \(^{[46]}\) and GraphMAE \(^{[13]}\)), 7 augmentation-based GML methods (i.e., DGI \(^{[5]}\), MVGRL \(^{[11]}\), GRACE \(^{[6]}\), GCA \(^{[26]}\), BGRL \(^{[7]}\), G-BT \(^{[47]}\), CCA-SSG \(^{[56]}\), 5 augmentation-free GML methods (i.e., GML \(^{[48]}\), COSTA \(^{[15]}\), SUGRL \(^{[17]}\), AFGLR \(^{[14]}\) and AF-GCL \(^{[25]}\)), and 1 multi-task self-supervised learning based method AUTOSSL \(^{[49]}\).

3) **Evaluation Protocol:** We follow the linear evaluation scheme adopted by previous works \(^{[5]}–[7], [30]\). Specifically, we first train the graph encoder (we employ GCN \(^{[32]}\) as the encoder for all methods) on all nodes in the graph without supervision by using the method described in the Section III-C. Following this, we freeze the GCN model and apply it to generate all nodes’ embeddings. Lastly, we use nodes’ embeddings from the training set to train a logistic regression classifier for node classification, and report the...
classification accuracy on testing set when the performance on validation set gives the best result.

4) Implementation Details: GSCL is implemented in Pytorch and all experiments are performed on a NVIDIA V100 GPU with 32 GB memory. All parameters of the GSCL and logistic regression classifier are optimized by the Adam optimizer [50]. For fair evaluation, following previous works [14], [25], [39], we report the average test accuracy with the corresponding standard deviation through 20 random initializations on each dataset. A few baselines do not use the public split of Cora, CiteSeer and PubMed, or do not provide results for some of the datasets, we reproduce them based on their codes in the same experimental setup as ours.

We use grid search to find the optimal hyperparameters for each dataset. For generic hyperparameters, we find the optimal embedding dimension among \{128, 256, 512, 1024\}, the number of GCN layers among \{1, 2\}, the activation function of GCN among [relu, prelu, elu], the learning rate and weight decay between \[10^{-8}, 10^{-6}\], the temperature \(\tau\) among \{0.1, 0.2, ..., 0.9\}, the spacing size of \(\tau\) between two adjoining hops among \{0, 0.025, 0.05, 0.1\} [30]. For hyperparameters specific to the list-wise and pair-wise ranking loss, we find the optimal neighborhood range \(k\) for ranking among \{1, 2, 3, 4\}, the thresholds \(\alpha\) and \(\beta\) in \{0.0001, 1.0\}.

### B. Overall Performance on a Variety of Graphs (RQ1)

1) Results on Homophily GCL Benchmarks: We first report the results of node classification task on 7 homophily graphs (the widely-used GCL benchmark) in Table III. From the table, we have the following observations: (1) Without
relaying on any data augmentations or views generation, both GSCL-Pairwise and GSCL-Listwise and can achieve superior performance across 7 datasets compared with 20 baselines (i.e., outperforming all baselines and obtaining average rank of 1.6 and 1.4 respectively compared to the best average rank of 5.0 in the baselines), demonstrating the effectiveness and generalization of our simple ranking based soft-CL paradigm on a wide variety of homophily graphs. (2) The performance of GSCL-Pairwise and GSCL-Listwise is close, they differ only by 0.2 in average ranks and achieve 3 and 4 SOTAs in the 7 datasets respectively. The similar good performance of these two different ranking implementations is a sufficient evidence that solving GCL via ranking within neighborhoods is feasible. (3) Both SUGRL and AFGRL exploit the idea of using the first hop neighbors as positive examples [14], [17], which is actually a special case of our proposed GSCL when neighborhood range $k$ for ranking is 1. GSCL’s better results over them illustrates the importance of performing ranking in a broader neighborhood range for homophily graphs. (4) AUTOSSL directly make use of homophily as the guidance to effectively search multiple self-supervised pretext tasks [49]. Our GSCL outperforms AUTOSSL on all datasets, suggesting that by utilizing more appropriate graph structural information, even just a single self-supervised pretext task can achieve sufficiently good downstream task performance.

2) Results on Heterophily Graphs: We further evaluate the performance of GSCL on 3 heterophily graphs that employed in [22], [25], and the results are presented in Table V (the results of baselines are taken from [25]). From the table, we make several observations: (1) Both GSCL-Pairwise and GSCL-Listwise substantially outperform all baselines on all 3 datasets, thus validating that our method, i.e., modeling the overall diminishing trend of label consistency, is also appropriate and effective on heterophily graphs. (2) GSCL-Pairwise slightly outperforms GSCL-Listwise on all 3 datasets, probably because most of the nodes in heterophily graphs are dissimilar (as shown in Figure 2 right), and GSCL-Pairwise ranks the similarity of neighbors in a more fine-grained manner (i.e., in pairs) than GSCL-Listwise, thus GSCL-Pairwise is better suited to heterophily graphs. (3) AFGRL [14] treats the first hop neighbors as positive examples (similar nodes) thus implicitly modeling homophily. The worse performance of AFGRL compared to other GCL methods suggests that modeling homophily on heterophily graphs is harmful.

3) Results on Large-Scale OGB Dataset: Finally, we investigate the effectiveness and scalability of GSCL on a large-scale graph dataset ogbn-arxiv from OGB benchmark [41]. We expand the graph encoder of GSCL to use 3 GCN layers and adopt sub-sampling for negative examples following previous works [7], [41]. We report both the validation and test accuracy of baselines and GSCL in Table V as a convention for this task since the dataset is split based on a chronological ordering. As shown in the table, both GSCL-Pairwise and GSCL-Listwise outperform all other unsupervised baselines, thus validating the effectiveness and scalability of GSCL on the large-scale graph.

### Brief Summary
From the above experimental results, it can be concluded that by modeling the overall diminishing trend of label consistency in the graphs, i.e., ranking neighbors within a neighborhood range, GSCL can consistently achieve superior performance on homophily, heterophily and large-scale graphs compared to various baselines. Thereby empirically verifying the rationality, effectiveness, generalization and scalability of GSCL.

### Performance on Other Tasks (RQ2)
To verify the ability of GSCL on other tasks, we also evaluate the performance of node clustering and node similarity search on WikiCS, Computers, and Photo datasets. For these two tasks, we perform evaluations on the learned embeddings at every epoch and report the best performance following previous work [14], and the results are presented in Table VI (the results of baselines are taken from [14]). It can be observed from the table that on all three datasets, both GSCL-Pairwise and GSCL-Listwise generally outperform other baselines in both node clustering and node similarity search tasks. This indicates that by modeling the overall diminishing trend of label consistency in the graphs, GSCL can not only solve common node classification task, but also achieve excellent performance on other tasks, thus demonstrating the excellent task generalization ability of GSCL for graph-structured data. It is also worth noting that AFGRL exploits the idea of using the first hop neighbors as positive examples [14], which is actually a special case of our proposed GSCL when neighborhood range $k$ for ranking is 1. GSCL generally outperforms AFGRL by a substantial margin, indicating that expanding the range of graph-structured information (from first hop neighbors to a broader neighborhood range) is beneficial for solving problems of graph-structured data, especially for clustering task in which the global structural information is crucial [14].

### Study of $k$-hop Neighborhood Range for Ranking (RQ3)
For each node in the graph, we are ranking the neighbors within a neighborhood range of $k$ in which they are located, and we now investigate the effects of $k$ on GSCL’s performance. We conduct experiments on Cora, CiteSeer, Photo (small homophily graphs), WikiCS, Co.CS (large homophily graphs), Chameleon, Squirrel and Actor (heterophily graphs).
to investigate the effect of neighborhood range on GSCL-Listwise and GSCL-Pairwise respectively. As shown in Figure 4, we can observe that the best performance of GSCL is achieved at different $k$-hop neighborhood range due to different characteristics of datasets: (1) On small homophily graphs, GSCL achieves the most accurate results with $k = 1$ or 2, but the performance will decrease with $k$ going up. (2) On large homophily graphs and heterophily graphs, the results of GSCL overall improve as $k$ increases and the highest results for GSCL are always obtained when $k = 3$ or 4. Such results indicate that for small homophily graphs, a local neighborhood range is sufficient to obtain excellent performance, while for large homophily graph and heterophily graphs, a larger neighborhood range is often required. The reasons may be: (1) For homophily graphs, as shown in Figure 2 left that the label consistency decreases substantially as $n$ increases, reaching around 20% when $n = 4$. So when the size of a homophily graph is small, the number of third or forth hop neighbors with the same label as the anchor nodes will be extremely small, ranking within such range is unnecessary and may even lead to negative effects. (2) For heterophily graphs, as shown in Figure 2 right that their label consistency is small overall and the difference of label consistency between adjacent hops is not large. Thus for heterophily graphs, it is important to expand the neighborhood range for ranking in order to perform a more sufficient ranking and comparison, which will lead to a better performance. Moreover for most graph datasets, GSCL can achieve the best performance before the forth hop neighborhood. This is because GSCL treats all nodes in the graph $G$ as anchor nodes ($\sum v_i \in V$ in Equation 10) and Equation 11), setting the neighborhood range within 4 is enough to cover every place in graph $G$ to make each node learn a good representation.

E. Study of Neighborhood Sampling Strategies (RQ4)

To validate the effectiveness of neighborhood sampling strategies, we implement GSCL-Pairwise and GSCL-Listwise with the proposed uniform and weighted sampling strategies, respectively. We set the sampling ratio as 20% to allow 20% neighbors in each hop to participate in the calculation of pairwise loss and listwise loss. We conduct experiments on
WikiCS and Computers as they are representative datasets with the largest average degree of neighbors, and the results are reported in Figure 5. We can observe that GSCL without any sampling is slightly better than using those two sampling strategies, which is intuitive since sampling results in the loss of information from graphs. However, GSCL with those two sampling strategies still achieves comparable or even better performance compared with baselines. This indicates that our method with neighborhood sampling strategies can be both efficient and effective on large datasets. Moreover, the uniform sampling strategy always performs better than the Pagerank sampling strategy. An potential explanation is that Pagerank tends to select important nodes for the graph, but important nodes in the graph do not necessarily mean that they are more likely to resemble anchor nodes. For example, in WikiCS dataset, where web pages are nodes, citations are edges, and areas are labels, more significant web pages are more likely to be referenced by pages in a variety of different areas.

F. Study of the InfoNCE Variants of GSCL (RQ5)

As described in Section III-A and Section III-C in order to handle all neighbors from one smaller hop robustly thereby satisfying the overall nature of the diminishing trend described in Proposition 1 we use InfoNCE\textsubscript{in} (i.e., Equation 5) in a recursive manner to design our GSCL-Pairwise and GSCL-Listwise. To verify the robustness and effectiveness of such choice, we perform experiments on Cora and Photo and the results are reported in Table VII from which we can observe that both GSCL-Pairwise and GSCL-Listwise perform worse on all 4 datasets (especially in Cora and WikiCS, the decline in results was more than 1%) when InfoNCE\textsubscript{out} is adopted. This is because of the overall nature of the diminishing trend of label consistency, i.e., not all closer/further neighbors will be 100% more/less similar. For example, the high-order neighbors could also contain some nodes that lie in the same class of the anchor nodes. However, InfoNCE\textsubscript{out} will force all closer neighbors to have a higher similarity which may lead to the noisy/false positives. While InfoNCE\textsubscript{in} is not forced to set a higher similarity to all positive pairs and can neglect the noisy/false positives, given that a sufficiently large similarity is set for the true positives [30]. Therefore it is more robust and efficient to adopt InfoNCE\textsubscript{in} to design the loss functions of GSCL.

H. Effect of Different Embedding Dimension Size (RQ7)

It is well known that the larger the size of the embedding dimension, the larger the capacity of the model. Therefore, to evaluate the scalability of GSCL as the model dimension increases, we conduct experiments on Computers and CoCS across various sizes of node embedding dimension $D$. From Figure 7 we can observe that both GSCL-Pairwise and GSCL-Listwise are able to benefit more from larger dimensions than other methods. This indicates that GSCL is more capable of learning especially when compared to GRACE [6], GCA [26] and BGRL [7], because they saturate their performance with fewer parameters.

I. Tests of Whether GSCL Can Fulfill the Proposition 1 (RQ8)

To further examine whether our proposed GSCL can comply with Proposition 1 we calculate the cosine similarity between each nodes’ and associated $n$-th hop neighbors’ representations after training well, and demonstrate the results on WikiCS and Computers as violin plots in Figure 8. The results show that the similarities overall decreases as the hop count

### Table VII: Performance of GSCL adopting different variants of InfoNCE.

| Method         | Cora    | Citeseer | WikiCS | Photo |
|----------------|---------|----------|--------|-------|
| GSCL-Pairwise  | 84.4    | 73.7     | 80.14  | 93.42 |
| GSCL-Listwise  | 84.5    | 73.6     | 80.16  | 93.40 |
| InfoNCE\textsubscript{out} GSCL-Pairwise | 83.4 (1.0) | 73.1 (0.6) | 78.71 (1.43) | 93.16 (0.20) |
| InfoNCE\textsubscript{out} GSCL-Listwise | 83.4 (1.1) | 73.3 (0.3) | 78.94 (1.22) | 93.18 (0.22) |

---

**Fig. 7:** Results of GSCL with different embedding dimension size $D$ and the comparison with other methods.

**G. Study of Threshold $\alpha$ and $\beta$ (RQ6)**

We also investigate the effects of thresholds $\alpha$ and $\beta$ on GSCL-Pairwise and GSCL-Listwise, respectively. We conduct experiments on Cora and Photo and the results are reported in Figure 6. We select the models with the best performance (marked as red in Figure 6), and fix all other hyperparameters but only vary the thresholds $\alpha$ and $\beta$ in $[0.0001, 1.0]$ to record the accuracy. From Figure 6 we can observe that GSCL performs poorly when the thresholds $\alpha$ and $\beta$ are extremely small, as a too small thresholds limits the maximum similarity between the nodes, resulting in all nodes being less similar. However, as $\alpha$ and $\beta$ increase, GSCL’s ability to control the distance of similarities between neighbors with different hops diminishes, resulting in a decline in accuracy. Moreover, the best $\beta$ for GSCL-Listwise is generally smaller than the best $\alpha$ for GSCL-Pairwise. The reason is that GSCL-Pairwise performs ranking at a much finer granularity with smaller values in the denominator of the loss function, leading to the need for a larger threshold to control the distance in the embedding space.
increases, indicating that the learned embeddings of GSCL fulfill the requirement of Proposition 1 that nodes that are closer in the graph are overall more similar than far-distant nodes. In addition, from Figure 8 we can observe that a smaller fraction of the closer neighbors are still less similar than the further neighbors, which is consistent with the overall nature of the diminishing trend of label consistency in graph data.

V. RELATED WORK

A. Graph Representation Learning

Graph representation learning aims to embed graphs and nodes into low-dimensional embedding spaces while preserving the attributes and structural features of graphs. Early shallow methods such as DeepWalk [45], Node2vec [44], and LINE [51] convert graph data into a sequence of nodes by random walks, and then use language models [52] to learn the node representation. They overemphasize the proximity of nodes at the expense of the structure of the graph [5]. G2G [53] adopts a personalized ranking formulation w.r.t. the node distances that exploits the natural ordering of the nodes imposed by the graph structure to learn the embeddings. The ranking idea of G2G is similar to our proposed GSCL, but the ranking in G2G is to introduce graph structure information in graph Gaussian embedding, while the ranking in GSCL is to design GCL from the graph perspective to make GCL more reasonable. Moreover, the goal of G2G is to make all closer neighbors must be more similar than all further neighbors, while GSCL describes an overall similarity ranking trend. i.e., nodes that are closer in the graph are overall more similar than far-distant nodes. Therefore, all the motivations, assumptions, methods, and implementations of ranking of G2G and GSCL are different. Currently, graph neural network (GNN) methods such as GCN [32], GAT [43], GIN [54] have become the de facto standard of graph representation learning, they perform message passing iteratively between neighbouring nodes to capture the rich structural information in the graph. GNN is believed to implicitly assume strong homophily [23], [24].

B. Graph Contrastive Learning

The mainstream graph contrastive learning (GCL) is similar to the contrastive learning in computer vision. The first step is to generate two graph views using data augmentation. After that, the two graph views are fed into a shared GNN for the purpose of learning representations, which are then optimized using a contrastive learning objective function [1], [27]. Most GCL use similar graph data augmentation like topology augmentation and feature augmentation [5]–[7]. The optimal data augmentation required for different types of graph data is inconsistent, thus making data augmentation an important and sensitive hyper-parameter [9], [10], [12]. To address this issue, some methods use adaptable, dynamic data augmentation for specific graph data [6], [55]. And more recently, some methods have attempted to generate graph views without data augmentation, but instead by adding noise to the hidden embedding space [15], [16] or model parameters [12]. Furthermore, SUGRL feeds the same graph into a multi-layer perceptron and a GCN to generate two positive graph views [17]. AFGRL uses the original graph as one view, and generate another view by searching, for each node in the original graph, nodes that can serve as positive samples via k-nearest-neighbor (k-NN) search in the representation space [14]. Despite variations in motivations and implementations, the fundamental ideas underlying all these GCL methods are the same, i.e., modeling invariance by specifying absolutely similar pairs. Our proposed GSCL abandons such setting, but performs GCL in a soft and relative manner by preserving the ranking relationship of similarities in the neighborhood.

VI. CONCLUSION

Existing GCL methods always adopt CL idea from computer vision domain: modeling invariance by specifying absolutely similar pairs. However, such idea is inappropriate for graph data because of uncontrollable validity of the generated views and the unreliable absolute judgement of similarity between graph views. Then, we introduced a novel GCL paradigm GSCL that conducts CL in a soft and relative manner, by ranking node representations in the neighborhood to reflect the overall diminishing trend of label consistency. We propose gated pair-wise and list-wise ranking InfoNCE for implementing GSCL to rank node representations robustly. We conduct extensive experiments to validate the effectiveness of GSCL. The results indicated that GSCL can achieve superior performance compared with 20 state-of-the-art GCL methods on a variety of graphs and tasks. We anticipate our contribution would stimulate further research endeavors beyond the traditional GCL paradigm, and we expect more research efforts to exploit more different or better structural properties of graphs like heterogeneity or isomorphism, etc.
APPENDIX

We present this section for supplementing Section II-E2 in details of complexity analysis. As discussed, we utilize the calculation times of score function $s(\cdot)$ for measuring the complexity. Suppose a graph $G$ includes $N$ nodes, and the average degree is $d$. The average $k$-th neighborhood size $|N(v_i)[k]| = k^d$. Next, we introduce how to calculate the complexity of the gated pair-wise and list-wise ranking InfoNCE losses, respectively.

A. Gated Pair-Wise Ranking InfoNCE Loss

In Equation (10) for each anchor node, we will calculate the corresponding “outer loop”, and each “outer loop” includes several “inner loop” as:

$$L = -\sum_{v_i \in V} \sum_{j=1}^{k} \sum_{m=1}^{k-j+1} \log \left( \frac{\sum_{h_b \in [v_i]_{l^i}} \exp(z_{h_b})}{\sum_{h_b \in [v_i]_{l^i}} \exp(z_{h_b}) + \sum_{h_b \in [v_i]_{l^i}^{(m)}} \exp(z_{h_b})} \right)$$

(14)

For the $j$-th neighborhood node of the anchor node $v_i$, it includes $k - j + 1 = k$ rounds of “inner loop” for ranking. For each “inner loop”, it includes $d^j$ times of $s(h_i, h_s)$, and the total number for one “outer loop” is $d^j + d^j + 1 + \cdots + d^{k+1}$. Then, the number of computation of $s(\cdot)$ can be listed as

$$\begin{cases} 
1 - \text{th hop} & d + d^2 + d^3 + \cdots + d^k + d^{k+1} \\
2 - \text{th hop} & d^2 + d^3 + \cdots + d^k + d^{k+1} \\
\vdots & \vdots \\
k - \text{th hop} & d^k + d^{k+1} 
\end{cases}$$

(15)

Then, for the anchor node $v_i$, we need

$$k \cdot d + k \cdot d^2 + \cdots + k \cdot d^k + k \cdot d^{k+1} = k \cdot (d + d^2 + \cdots + d^k + d^{k+1})$$

(16)

Since $G$ contains $N$ nodes, the total computation times of $s(\cdot)$ is $N \cdot \sum_{i=1}^{k} i \cdot d^i + k \cdot d^{k+1}$.

B. Gated List-Wise Ranking InfoNCE Loss

In Equation (11) for each anchor node, we only need to calculate the “outer loop”, because no “inner loop” is in the list-wise ranking.

$$L = -\sum_{v_i \in V} \sum_{j=1}^{k} \log \left( \min_{h_{b_j} \in [v_i][l_j]} \left\{ \frac{\sum_{h_b \in [v_i][l_j]} \exp(z_{h_b})}{\sum_{h_b \in [v_i][l_j]} \exp(z_{h_b})}, \beta \right\} \right)$$

(17)

Therefore, for $j$-th hop neighborhood of the anchor node $v_i$, the “outer loop” includes $d^j + d^j + 1 + \cdots + d^k + d^{k+1}$ times of $s(\cdot)$. Then, the number of computation of $s(\cdot)$ can be listed as

$$\begin{cases} 
1 - \text{th hop} & d + d^2 + d^3 + \cdots + d^k + d^{k+1} \\
2 - \text{th hop} & d^2 + d^3 + \cdots + d^k + d^{k+1} \\
\vdots & \vdots \\
k - \text{th hop} & d^k + d^{k+1} 
\end{cases}$$

(18)

Then, for the anchor node $v_i$, we need

$$d + 2 \cdot d^2 + 3 \cdot d^3 + \cdots + k \cdot d^k + d^{k+1} = \sum_{i=1}^{k} i \cdot d^i + k \cdot d^{k+1}.$$ 

(19)

Since $G$ contains $N$ nodes, the total computation times of $s(\cdot)$ is $N \cdot \sum_{i=1}^{k} i \cdot d^i + k \cdot d^{k+1}$. 
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