Comparison of two robust PCA methods for damage detection in presence of outliers
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Abstract. Statistical methods such as Principal Component Analysis (PCA) are suffering from contaminated data. For instance, variance and covariance as vital parts of PCA method are sensitive to anomalous observation called outliers. Outliers, who are usually, appear due to experimental errors, are observations that lie at a considerable distance from the bulk of the observations. An effective way to deal with this problem is to apply a robust, i.e. not sensitive to outliers, variant of PCA. In this work, two robust PCA methods are used instead of classical PCA in order to construct a model using data in presence of outliers to detect and distinguish damages in structures. The comparisons of the results shows that, the use of the mentioned indexes based on the robust models, distinguish the damages much better than using classical one, and even in many cases allows the detection where classic PCA is not able to discern between damaged and non-damaged structure. In addition, two robust methods are compared with each other and their features are discussed. This work involves experiments with an aircraft turbine blade using piezoelectric transducers as sensors and actuators and simulated damages.

1. Introduction
Knowing the integrity of in-service structures on a continuous real-time basis is a very important objective for manufacturers, end-users and maintenance teams. It allows an optimal use of the structure, a minimized downtime and the avoidance of catastrophic failures, moreover gives the constructor an improvement in his products and in addition, drastically changes the work organization of maintenance services.

Due to mentioned reasons, Structural Health Monitoring (SHM) methods have been considered. SHM is a non-destructive method aims to give, at every moment during the life of a structure, a diagnosis of the “state” of the constituent materials, of the different parts, and of the full assembly of these parts constituting the structure as a whole. It involves the integration of sensors, possibly smart materials, data transmission, computational power, and processing ability inside the structures. It makes it possible to reconsider the design of the structure and the full management of the structure itself and of the structure considered as a part of wider systems.

To achieve this aim there are several potentially useful techniques, and their applicability to a particular situation depends on the size of critical damage admissible in the structure. All of these techniques follow the same general procedure: the pristine structure is excited using appropriate actuators and the dynamical response is sensed at different locations throughout the structure. Any
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damage will change this vibrational response, as well as the transient by a wave that is spreading through the structure. Several methods have been used to obtain this vibrational response, for instance: using fiber-optic or piezoelectric transducers.

In the next step, necessary data is collected and then, the state of the structure is diagnosed by means of the processing of these data. Correlating the signals to detect, locate and quantify these changes is a very complex problem, but very significant progresses have been recently reported in conferences new scientific journals and books. Among these methods, developing a model using Principal Component Analysis for feature discrimination has been considered recently [1].

Principal component is the most useful tool in dimensional reduction. The main idea of PCA is to project the data from a high dimensional space onto a lower dimensional space. If the data compression is sufficient, the large number of variables is substituted by a small number of uncorrelated latent factors which can explain sufficiently the data structure. The new latent factors, also called principal components (PCs) are obtained by maximizing the variance of projected data.

In the classical approach, the first component corresponds to the direction in which the projected observations have the largest variance. The second component is then orthogonal to the first and again maximizes the variance of the data points projected on it. Continuing in this way produces all the principal components, which correspond to the eigenvectors of the empirical covariance matrix. However, despite of these features, PCA is known to possess some shortcomings. One of them is that both the classical variance (which is being maximized) and the classical covariance matrix (which is being decomposed) are very sensitive to anomalous observations. Consequently, the first components are often attracted towards outlying points, and may not capture the variation of the regular observations. Therefore, data reduction and modelling based on classical PCA (CPCA) becomes unreliable if outliers are present in the data. A way to deal with this problem is to remove the outlying objects observed on the score plots and to repeat the PCA analysis again. Another, more efficient way is to apply a robust, i.e. not sensitive to outliers, variant of PCA. In this paper, two important robust PCA methods [2,3,4] are implemented instead of classical PCA to detect damage on a structure. Experimental results have been compared and it has been proved that using robust PCA is prior to using classical PCA in presence of contaminated data.

The paper is structured in the following way: In section 2, PCA and its usage in damage detection is described briefly; Moreover, T^2 & Q index are reviewed. Outliers and their influence on model accuracy are explained in section 3. Section 4 contains description of robust PCA methods. Experimental setup is declared in section 5. In section 6, robust methods are compared with each other and classic one. Finally, section 7 summarizes the obtained results.

2. PCA and Damage Detection Indices (T^2 and Q-statistics) Definition

Principal Components Analysis and its specification are discussed in many articles and books [5,6]. PCA model is calculated using the collected data in a matrix form of X (n x m) containing information from n experimental trials and m sensors. Since physical variables have different magnitudes and scales, each data-point is scaled using the mean of all measurements of the sensor at the same time and the standard deviation of all measurements of the sensor. Once the variables are normalized the covariance matrix $C_X$ calculated as follows:

$$C_X = \frac{1}{n-1}X^TX$$

$C_X$ is a square symmetric matrix (n x n ) that measures the degree of linear relationship within the data set between all possible pairs of variables (sensors). The subspaces in PCA are defined by the eigenvectors and eigenvalues of the covariance matrix as follow:

$$C_XP = P \Lambda$$

Where the eigenvectors of $C_X$ are the columns of $P$ and the eigenvalues are the diagonal terms of $\Lambda$ (the off-diagonal terms are zero). Columns of matrix $P$ are sorted according to the eigenvalues by
descending order and they are called the Principal Components (PCs) of the data set. The eigenvector with the highest eigenvalue represents the most important pattern in the data with the largest quantity of information. Choosing only a reduced number \( r \) of principal components, those corresponding to the first eigenvalues, the reduced transformation matrix could be imagined as a model for the structure. Geometrically, the transformed data matrix \( T \) (score matrix) is the projection of the original data over the direction of the principal components \( P \).

\[
T = XP
\]

(3)

In addition to score matrix, other statistical measurements based on PCA model (P matrix) could be used as damage detector indexes. Two well-known are commonly used to this aim: the \( Q \)-statistic and the \( T^2 \)-statistic (1). The first one is based on analysing the residual data matrix \( \hat{X} \) to represent the variability of the data projection in the residual subspace. The second method is based in analysing the score matrix \( T \) to check the variability of the projected data in the new space of the principal components. \( Q \) and \( T^2 \)-statistic of the \( i \)-th sample (or experiment) are defined as follows:

\[
Q_i = x_i(I - PP^T)x_i^T
\]

(4)

\[
T^2_i = x_iP^{-1}P^Tx_i^T
\]

(5)

Where, \( x_i \) as the \( m \)-row vector that represents the measurements from all sensors in the \( i \)-th-experiment.

2.1. Damage detection using PCA

PCA model is generated using signals recorded from undamaged structure. Then data from the current structure (damaged or not) are projected on the model (see Figure 1). Projections onto the primary principal components (scores), \( T^2 \)-statistic and \( Q \)-statistic can be used as indexes to compare the structure status, identify and classify the probable damages.

![Figure 1: Damage detection using PCA model][1]

Using PCA modelling and mentioned indexes is described in details in [1]. Despite of the fact that PCA model and its derivatives (\( Q \) and \( T \)) could be used as a damage indicators, they are sensitive to atypical observations in which exist during the real experiments; so appropriate methods are necessary to improve the PCA robustness against outliers.

3. Outliers

It happens quite often that, in the data sets, outliers are present. Outlying observations are observations that lie at a considerable distance from the bulk of the observations or do not conform to the general pattern the observations exhibit. The presence of outliers in the data can be due to two main reasons. One of them is an experimental error; the other reason is the unique character of a few objects. In measurement experiments, sensor inaccuracy or error may result outliers. Regardless of their source and depending on their position, outlying observations may or may not have a large effect on the
results of the analysis. For instance, existence of outliers could change the direction of PCA components and result in model inaccuracy (see Figure 2). Given that certain observations are outliers or influential, it may be desirable to adapt the analysis to remove or diminish the effects of such observations; that is, the analysis is made robust.

![Figure 2: Influence of outliers on PCA modelling, a) without outliers b) with outlier](image)

**4. Robust PCA**

The goal of robust PCA methods is to obtain principal components that are not much influenced by outliers. To achieve this goal, many methods have been proposed. These methods are generally based on three different approaches: (i) taking the eigenvectors of robust covariance matrix, (ii) projection pursuit, (iii) combination of both.

Minimum covariance determinant (MCD) [7] and fast version [8] S-estimators [9,10] and minimum volume ellipsoid (MVE) are some methods in which belong to first approaches. The result of these methods are more robust rather than classical approach but unfortunately limited to small to moderate dimensions where the number of variables, $m$, are larger than half the number of observations, $n$.

In [11, 12, 13] a method has proposed belong to second approach. In this method, robust components are getting by calculating the candidate directions for the first component via all directions from each data point through the center of the data cloud using $L_1$-median estimate. Subsequent components are then estimated in a similar way, but the search process is done in the orthogonal complement of the previously identified components.

Hubert et al [2] has proposed a method belong to third approach in which uses both robust estimation and projection pursuit. Projection pursuit part is used for the initial dimension reduction and then MCD estimator is applied to this lower-dimensional data. It yields more accurate estimates at non-contaminated data and more robust at contaminated data. In addition, this method can handle high dimensional data.

In this work, because of huge dimension of data $m \gg n$, two last methods have been used to estimate the robust PCA model. Then the new robust model is used to calculate $T$ and $Q$ damage indices. In next part, these two methods are described briefly.

**4.1. Robust PCA algorithm of Croux and Ruiz-Gazen [4]**

In this method, to center data around the mean, $L_1$-median is used instead of classical mean in PCA. The $L_1$ median is defined to be any point which minimizes the sum of Euclidean distances to all points in the data set. In literature this estimator is often called “median center”. The breakdown point of the $L_1$ median has been found to be 50%. This is evident by noticing that if we place just over 50% of the data at one point, then the median will always stay there. The breakdown point is the most popular measure of robustness of an estimator. It measures the smallest fraction of outliers in the data that is needed to drive the scale estimators to their extreme values, i.e., zero for breakdown to zero and infinity for explosion breakdown [14]. In the next step, instead of variance in classic PCA a robust scale, first quartile of the pairwise differences between all data points (15), is used to find all directions.

$$Q_n(x_1, \ldots, x_n) = 2.2219 \cdot c_n \cdot \left\{ |x_i - x_j|; i < j \right\}_{(k)}$$ (6)
Where \( k = \left( \frac{h}{2} \right) = \left( \frac{n}{2} \right), h = \left[ \frac{n}{2} \right] + 1 \) and \( c_n \) a correction factor which tends to 1 when the number of objects, \( n \), increases. The algorithm can be summarized as follows [4]:

Let \( X \) is the data matrix with elements \( x_{ij}, i = 1, \ldots, n \) (observation) and \( j = 1, \ldots, m \) (variables)

1. Center \( X \) around \( L_1 \)-median. It leads to the new centered data matrix \( X_c \).
2. For \( i = 1 \) to \( f_n \), where \( f_n \) is the number of robust principal components to be extracted, construct a data matrix containing normalized rows of \( X_c \) (all possible eigenvectors).
3. Project all objects onto the eigenvectors.
4. Calculate the projection index of all eigenvectors.
5. Select the eigenvector with maximal value of the projection index.
6. Update the \( X \) by its orthogonal complement.
7. Go to step 2 until \( f_n \) robust PCs are found. Project all objects onto the eigenvectors found.

4.2. ROBPCA [2]:

The ROBPCA method utilizes ideas of both projection pursuit (P.P.) and robust covariance estimation. The P.P. part is used for the initial dimension reduction and MCD estimator is applied to this lower-dimensional data space.

If original data are stored in an \( n \times p \) data matrix, \( X = X_{n,p} \), the ROBPCA method proceeds in three major steps. The first step of ROBPCA consists of performing a singular value decomposition of the data in order to project the observations on the space spanned by them. If \( m \gg n \) this step yields to huge dimension reduction with not losing information. Next, a preliminary covariance matrix \( S_0 \) is constructed that is used for selecting the number of components \( k \) that will be retained in the sequel, yielding a \( k \)-dimensional subspace that fits the data well. Then the data points are projected on this subspace where their location is robustly estimated and their scatter matrix, of which we compute its \( k \) non-zero eigenvalues \( l_1, \ldots, l_k \). The corresponding eigenvectors are the \( k \) robust principal components [2].

5. Experimental setup

This specimen is a turbine blade of a commercial aircraft. It could be determined that the blade is manufactured by a homogenous material with a similar density like titanium (3.57 g/ml). Seven PZT sensors are distributed over the surface to detect time varying strain response data. Three of the sensors are on one face and four on the other face as can be seen in Figure 3-a.

Figure 3: Experimental setup a) PZT’s location b) damage location c) simulated damages

Blade is suspended by elastic ropes. The actuators are excited by a burst signal of three peaks and 350 KHz of frequency (see Figure 4-a). A measured signal in one of the PZTs is shown in Figure 4-b.
Figure 4: a) Signal excitation, and b) Dynamical response

Damages are simulated adding masses at several locations as shown in Figure 3-b and Figure 3-c. Data are arranged in two parts. First training data in which contains signals from non-damaged structure and second, test data that contains signals from non-damaged and damaged structure. 140 experiments were performed and recorded: 50 with the undamaged structure and 10 per each damage. The 80% of the data set collected using the undamaged structure was used for building the baseline. For diagnosis testing, the other 20% of the data set of the undamaged structure and the whole data set of the damaged structure were used.

6. Classic PCA vs. Robust PCA
To build the baseline, when structure is healthy, PCA is applied to the data matrix that contains dynamical responses to a known excitation at different locations. The projection matrix $P$, which offers a better and dimensionally reduced representation of the original data $X$, is calculated. This matrix is used as a model to apply Test data in which contain data from both damaged and non-damaged structure.

Using $T$ and $Q$ index based on PCA model, 10 patterns are presented; One for non-damaged and 9 for different damages. The rest of paper is dedicated to compare how these indexes can distinguish between patterns from damaged and non-damaged structure when they are based on classic PCA or robust PCA. Figure 5 shows $Q-T$ scatter graph illustrating mentioned patterns. As it is shown, robust PCA can eliminate existed outlier, mentioned by arrow, and present more aggregate pattern for non-damaged structure. Moreover, non-damaged pattern keeps more distances from others in which shows that it is distinguished better by robust method. Colors represent different conditions of the specimen (healthy, damages 1, 2, ... etc.). As $Q \gg T$ the Hausdorff distance is used to compare the performance of PCA methods with robust PCA to distinguish damaged and non-damaged structure.
6.1. Hausdorff distance
Hausdorff distance is the maximum distance of a set to the nearest point in the other set [16]. More formally, Hausdorff distance from set A to set B is a maximum function, defined as

\[ h(A, B) = \max_{a \in A} \{ \min_{b \in B} \{ d(a, b) \} \} \]  

(7)

Where \( a \) and \( b \) are points of sets A and B respectively, and \( d(a, b) \) is any metric between these points; for simplicity, the Euclidian distance between \( a \) and \( b \) is selected as \( d(a, b) \). Mentioned index is used in two ways. First Hausdorff distance could be used to show the distance between members of two different patterns and secondly could be used to show distances between all members of one pattern. Second usage of Hausdorff distance is used to show how much a pattern is united. Figure 6 shows that robust methods propose patterns in which are more united.

![Figure 6: Hausdroff distance between members of one pattern, Classic PCA and Robust PCA](image)

6.2. Adding simulated outliers
Pure data, directly from the experiments, may have natural outlier but to have a more accurate comparison, some artificial outliers are added to training data. Training data are contaminated using data from different damages. Philosophy behind this procedure is that the gathered data from damaged structure does not belong to the baseline so they could behave as outliers. Percentage of outliers is changing to pursue the ability of robust methods to ignore outliers in different percentages.

6.2.1. Comparing robust PCA methods with Classical PCA
Figure 7 shows that when training data are contaminated, classical PCA is not able to distinguish between undamaged and damaged structure. In other words, pattern of non-damaged structure in classical PCA is conflicted with pattern of damaged structure but in ROBPCA (Figure 7-b) undamaged pattern is completely separated. As it is declared in Figure 7-a and b, the nearest pattern to pattern of non-damaged structure is 3 times farther in ROBPCA rather than classic PCA. The same result could be seen comparing classical PCA with Croux PCA (Figure 7-c). In this case, the minimum distance is 6 times farther. Number written beside each pattern in Figure 7 is Hausdorff distance between different patterns to pattern of non-damaged structure. These numbers are shown in Figure 8.
As could be seen, Croux and ROBPCA have farther distance in majority of patterns. This means that these methods can separate patterns of damages from non-damaged much better. Beside, Croux PCA shows that in almost all patterns it could separate undamaged pattern even better than other robust method.
It is expected that by increasing percentage of outlier, robust methods can distinguish pattern of non-damaged structure from patterns of different damages better than classic method. Figure 9 confirm this claim. For each quantity of outlier the average of Hausdorff distance of all patterns from pattern of non-damaged structure is calculated. This average is repeated 100 times. Each repeat means selecting a new group of outliers. Then the ratio of this average for robust methods is computed rather than classic one. As it could be seen, this ratio is increasing rapidly when the percentage of outliers is increased.

![Figure 10: ratio of Croux PCA to ROBPCA in different outlier percentages](image)

Figure 10 compare two robust PCA methods. It could be seen that for instance, in the presence of 30% outliers Croux method is 15% better than ROBPCA and goes on. As it is declared, although there is no specific trend during increasing the outliers, Croux method almost in all percentages has better results rather than ROBPCA.

From speed point of view, Croux PCA is faster than its competitor but both robust methods are much slower than classic one (about 63 % to 80 %). According to Table 1 , not depending on percentage of outliers, Croux PCA is 11 % faster than ROBPCA. All calculations have been done on a PC with 3.5 GHZ CPU and 4 GB ram.

| Method              | Time (ms) |
|---------------------|-----------|
| Classic PCA         | 22        |
| ROBPCA              | 41        |
| Croux PCA           | 35        |

### Table 1: Speed comparison of different PCA methods

7. Conclusion

Classical PCA has been used widely in SHM field. In this work, two robust PCA methods have been used instead of classic one to generate damage indices, Q and $T^2$. Using mentioned indices simulated damages are detected in a real part of commercial aircraft. Robust methods are compared with each other and also with classical method. According to the result, although robust methods are slower than classical one, they distinguish damages much better than classic one in presence of outliers.
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