AN ELLIPTIC ADAPTATION OF IDEAS OF CARLEMAN AND DOMAR FROM COMPLEX ANALYSIS RELATED TO LEVINSON’S LOG LOG THEOREM
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ABSTRACT. Using the three balls inequality, we adapt the elegant ideas of Carleman and Domar from complex analysis to linear elliptic PDE and generalize the classical Levinson’s loglog theorem.

1. Introduction.

We start with a problem of improving estimates for solutions to elliptic PDE. Assume that $u$ is a harmonic function in $\mathbb{R}^3$, and we know that $|u(x)|$ is bounded by a given majorant $M(|x_3|)$ outside the plane $\{x \in \mathbb{R}^3 : x_3 = 0\}$. The majorant is allowed to explode when $x_3$ tends to 0. For instance, one can take $M(t) = e^{1/t}$, $t > 0$. Why does the harmonicity of $u$ across the plane imply a better bound $|u(0)| < 10^6$? If the majorant $M(t)$ was $1/\sqrt{t}$ in place of $e^{1/t}$, one could use the mean value property of $u$ in the unit ball with center at the origin to see immediately that $|u(0)|$ can be estimated by the average of $M(|x_3|)$ over the unit ball. The statement is true for $M(t) = e^{1/t}$ though the mean-value argument fails. Moreover, one can take as $M(t)$ any measurable function with $\int_0^1 \log^+ \log^+ M(t) < +\infty$, and then $|u(x)|$ will be bounded in $B_{1/2}(0)$ by some constant $C_M$, which depends on $M$ only. Here we use the notation $\log^+(x) = \begin{cases} \log x, & x \geq 1 \\ 0, & x \leq 1 \end{cases}$.

The first result of this kind is due to Carleman, who proved the following generalization of Liouville’s theorem for holomorphic functions.

Theorem 1.1 (2). Let $f$ be a holomorphic function in $\mathbb{C}$ and let $M(\theta)$ be a measurable function on the unit circle with

$$\int_0^{2\pi} \log^+ \log^+ M(\theta) < +\infty.$$ 

If on each ray passing through the origin $|f(re^{i\theta})| \leq M(\theta)$, then $f \equiv \text{const}.$

Carleman’s argument [2] is elegant and short. However his work was lost for decades and some of the further works on this subject were significantly more technical and long. Levinson proved a local version of this fact, see [17] (the proof required additional regularity assumptions on the majorant).
term "Levinson’s log log type theorems" is used in complex analysis though the lost original paper [2] of Carleman was earlier. Domar’s elegant proof [11, 3, 4] of Levinson’s local theorem is barehanded and is close in spirit to Carleman’s approach. Instead of writing a differential inequality for the growth of a function, Domar establishes a discrete sequence of inequalities. It makes the argument more flexible. We learned Domar’s argument from Koosis’s textbook [11].

Beurling found an independent proof [1] of Levinson’s theorem when he was working on a problem of analytic extension across the boundary. Beurling also showed that the result is sharp in the following sense.

**Theorem 1.2.** Given a positive monotonically decreasing function $M(t) : (0, 1) \rightarrow \mathbb{R}^+ \text{ with } M(t) \rightarrow +\infty \text{ as } t \rightarrow +0 \text{ and } \int_0^1 \log^+ \log^+ M = +\infty$, there is a sequence of holomorphic functions $f_n$ in a unit disc $B_1(0) \subset \mathbb{C}$ such that $|f_n(0)| \rightarrow \infty$ and $f_n(z) \leq M(|\Im z|)$ for $z \in B_1(0), |\Im z| \neq 0$.

Rashkovskii (see [21, 22]) showed that the Levinson’s loglog theorem and related results by Wolf [26], Sjöberg [24], and Matsaev [18, 19] for holomorphic functions can be proved in a uniform way with the help of estimates of harmonic measure. This approach as well as Carleman’s argument is relying on the fact that $\log |f|$ is subharmonic for any holomorphic function $f$. We would like to note that this fact is not available for solutions of elliptic PDE.

However, the main message of this article is that the phenomenon described in Levinson’s theorem is actually of elliptic nature. Here is a more general question. Let $B$ be an open ball in $\mathbb{R}^n$ and let $P$ be a differential operator in $B$. Given a subset $S \subset B$ and a function $M : \Omega \rightarrow \mathbb{R}^+ \cup \{+\infty\}$ that tends to infinity when we approach $S$, define $F_M$ to be the family of solutions $u$ to $Pu = 0$ in $B$ such that $u(x) \leq M(x)$ in $\Omega$. The question is whether the functions in $F_M$ admit a uniform bound in a twice smaller ball $\frac{1}{2}B$ by some constant $C = C(M, P)$?

We give a positive answer in a form of Levinson’s loglog theorem for some class of elliptic operators. An elliptic tool, which is used here, is the three balls inequality. Sometimes it replaces a very simple and powerful fact from complex analysis stating that $\log |f|$ is subharmonic for a holomorphic function $f$.

Generalizing the statement about holomorphic functions to elliptic PDE is non-trivial even in the case for harmonic functions in the three dimensional Euclidean space. The question whether Levinson’s loglog type theorem holds for harmonic functions appeared in connection to the study of universal Taylor series, see [7]. In the three dimensional Euclidean space, one can use symmetries of the Laplace equation to reduce Levinson’s loglog type question for harmonic functions to a two-dimensional problem. This reduction was done in [14]. However, it is clear that in the case of equations with variable coefficients the symmetrization techniques do not work. The main ingredient, which can be combined with the ideas of Carleman and Domar, is the three balls inequality.
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2. Three balls inequality.

In this section, we formulate the three balls inequality and overview for which classes of elliptic operators it holds. Given a ball $B$ in $\mathbb{R}^n$ and a positive constant $k$, we denote by $kB$ the ball with same center as $B$ and $k$ times bigger radius.

We say that three balls inequality holds for solutions $u$ of $Pu = 0$ in a bounded domain $\Omega \subset \mathbb{R}^n$ if

\begin{equation}
\sup_B |u| \leq C(\sup_{\frac{1}{2}B} |u|)^\alpha (\sup_{2B} |u|)^{1-\alpha}
\end{equation}

for any ball $B$ with $2B \subset \Omega$ and any solution $u$ to $Pu = 0$ in $\Omega$, where $C > 0$ and $\alpha \in (0,1)$ depend on $P$ and $\Omega$ but not on $u$ and $B$.

Remark 2.1. We note that in the three balls inequality one can change the ratios between radii:

\begin{equation}
\sup_B |u| \leq C(\sup_{aB} |u|)^\alpha (\sup_{AB} |u|)^{1-\alpha},
\end{equation}

where $a \in (0,1)$, $A > 1$. Another way to formulate this property is the following: if $|u| \leq 1$ in $AB$ and $|u| \leq \varepsilon$ in $aB$, then $|u| \leq C\varepsilon^\alpha$. Using this reformulation and the Harnack chain argument, it is not difficult to show that iterations of (1) imply (2) and iterations of (2) imply (1) with worse $C$ and $\alpha$. The proof of this fact can be found in the Appendix (see 5.1).

The three balls inequality holds for linear (uniformly) elliptic operators

\[ P = \sum_{0 \leq |\alpha| \leq 2m} a_\alpha \partial^\alpha \]

in $\mathbb{R}^n$, whose coefficients are sufficiently smooth (in particular $C^{2m}$ smoothness of the coefficients is enough, see [23]). As far as we know, it is an open question to determine the exact regularity conditions on the coefficients of linear elliptic operators of higher order that force the three balls inequality to hold. For second order linear elliptic operators, it is sufficient that the coefficients of highest order are Lipschitz (and elliptic) and the coefficients of lower order are bounded (see [8, 9]). Note that the three balls inequality fails if the coefficients are assumed to be merely Hölder continuous (see [20]).
3. Inequality for two balls and a wild set.

We will say that a strong quantitative unique continuation property (SQUCP) holds for solutions $u$ of some differential equation $Pu = 0$ in a bounded domain $\Omega \subset \mathbb{R}^n$ if the following is true for some $c, C > 0$ and $\alpha \in (0, 1)$: For every ball $B$ such that $2B$ is a subset of $\Omega$ and for every measurable subset $S$ of $B$ with $|S| > c|B|$ (we denote the $n$-dimensional Lebesgue measure of $S$ by $|S|$), the inequality

\[
\sup_B |u| \leq C (\sup_S |u|)^\alpha (\sup_{2B} |u|)^{1-\alpha}
\]

holds for any solution to $Pu = 0$ in $\Omega$. Sometimes instead of SQUCP we will say "a version of the three balls theorem for wild sets."

We note that (3) holds for solutions of second order equations in divergence form in $\mathbb{R}^n$: \[
\text{div}(A\nabla u) = 0,
\]
where the matrix $A$ is assumed to be uniformly elliptic and its coefficients are Lipschitz in $\Omega$. The version of the three balls theorem for wild sets is non-trivial when the coefficients are assumed to be just smooth (but not real-analytic), and it is related to a recently solved conjecture of Landis ([12], p.169) and a conjecture of Donnelly and Fefferman [6], see [15, 16] for the proofs.

We also note that (3) holds for linear elliptic operators \[
P = \sum_{0 \leq |\alpha| \leq 2m} a_\alpha \partial^\alpha
\]
in $\mathbb{R}^n$, whose coefficients are real-analytic (and elliptic) in a neighborhood of $\Omega$. The last statement is well-known to specialists, but there is no exact
reference for this result, and one has to look at several sources to make such a conclusion. A reading guide is provided in the Appendix (see 5.2).

It is likely that (3) also holds if the coefficients \( a_\alpha \) are assumed to be sufficiently smooth.

Main results.

**Theorem 3.1.** Let \( M : (-1, 1) \to (0, \infty) \) be a measurable function with

\[
\int_{-1}^{1} \log^+ \log^+ M(y) dy < \infty
\]

and let \( P \) be a differential operator. Let \( \Omega \subset B_1(0) \subset \mathbb{R}^n = \{(x, y) : x \in \mathbb{R}^{n-1}, y \in \mathbb{R}\} \).

Consider the family \( L_M \) of functions \( u \) in \( \Omega \) that satisfy the differential equation \( Pu = 0 \) and the inequality \( |u(x, y)| \leq M(y) \) in \( \Omega \).

A) If a version of the three balls inequality for wild sets (3) holds for solutions to \( Pu = 0 \) in \( \Omega \), then \( L_M \) is uniformly bounded on any compact subset of \( \Omega \).

B) If the three balls inequality holds for solutions to \( Pu = 0 \) in \( \Omega \) and if additionally \( M(y) = M(|y|) \) is a symmetric function and monotonically decreasing on \((0, 1)\), then \( L_M \) is uniformly bounded on any compact subset of \( \Omega \).

As previously mentioned, the three balls inequality holds for linear elliptic differential equations with sufficiently smooth coefficients, and therefore, B) can be applied to them. However, one has to assume additionally that \( M \) is monotone. The monotonicity assumption on \( M \) can be removed if the version of the three balls theorem for wild sets (3) holds for \( P \). This property holds for second order elliptic operators in divergence from with Lipschitz coefficients and linear elliptic operators of arbitrary order with real-analytic coefficients.

4. The proof of the main result.

Let \( K \) be a compact subset of \( \Omega \) and let \( d = \text{dist}(\partial \Omega, K) \) denote the distance from \( K \) to \( \partial \Omega \). We would like to show that there is a constant \( A = A(d, M, P) \) such that any solution \( u \) to \( Pu = 0 \) satisfying \( |u(x, y)| \leq M(y) \) in \( \Omega \) is uniformly bounded: \( |u(x, y)| \leq A \) on \( K \).

Assume that \( p \in K \) and \( |u(p)| > e^{2N} \) for a large integer \( N \). We will construct a sequence of points \( p_k \) inductively with the property

\[
|u(p_k)| \geq e^{ak+N},
\]

where \( a \in (0, 1) \) is a small positive constant, which will be defined later. The sequence \( p_k \) will not start from \( k = 1 \), but from \( k = N \), and we put \( p_N = p \).
The construction is inductive. Given $p_k$, we will find $p_{k+1}$. Consider the set $E_k = \{ x \in \Omega : |u(x)| > e^{\alpha k} \}$. Since $|u(x,y)| \leq M(y)$, the last set is contained in $R_k = \{ (x,y) \in B_1(0) : M(y) \geq e^{\alpha k} \}$. Define the distribution function $F$ of $\log^+ |M|:

$$F(t) := \lambda_1(y \in (-1,1) : \log^+ M(y) \geq t),$$

where $\lambda_1$ denotes the one-dimensional Lebesgue measure. The projection of $R_k$ onto the $y$-axis has one-dimensional Lebesgue measure $F(e^{\alpha k})$, and therefore, the projection of $E_k$ onto the $y$-axis has one-dimensional Lebesgue measure not greater than $F(e^{\alpha k})$.

We will first explain case A) of the theorem. Consider the ball $B = B_{r_k}(p_k)$, where $r_k = F(e^{\alpha k})$. Assume that $2B \subset \Omega$. Now, the set $S_k = \{ (x,y) \in B : |u(x,y)| \leq e^{\alpha k} \} = B \setminus E_k$ has $n$-dimensional measure $|S_k| > c|B|$. One can take $c = 1/4^n$. Indeed, note that $|S_k| = |B| - |B \cap E_k|$, and since the projection of $E_k$ onto the $y$-axis has one-dimensional Lebesgue measure not greater than $F(e^{\alpha k})$, we get that $|B \cap E_k| \leq |D_k|$, where $D_k$ is the intersection of $B$ with a strip of width $F(e^{\alpha k})$ as shown by the figure below. Finally, observe that one can fit $\frac{1}{4}B$ inside $B \setminus D_k$. Therefore, the constant $c = 1/4^n$ does the job.
At the same moment

\[ \sup_B |u| \geq |u(p_k)| \geq e^{ek+N}. \]

Applying the version of the three balls inequality (3) for \( S_k, B, 2B, \) and \( u, \) we obtain

\[ (1 - \alpha) \log \sup_{2B} |u| + \alpha \log \sup_{S_k} |u| \geq \log \sup_B |u| - \log C. \]  

Observe that

\[ \alpha \log \sup_B |u| > \alpha \log \sup_{S_k} |u| + \log C \]

because

\[ \log \sup_B |u| \geq e^{ek+N} \geq 2e^{ek} + \frac{2 \log C}{\alpha} \]

for \( N \) large enough. Combining (4) and (5), we conclude that

\[ \log \sup_{2B} |u| \geq \frac{1 - \alpha/2}{1 - \alpha} \log \sup_B |u| \geq \frac{1 - \alpha/2}{1 - \alpha} e^{ek+N}. \]

Now, we make the choice of \( \alpha \in (0, 1): \)

\[ e^a = \frac{1 - \alpha/2}{1 - \alpha}. \]
Note that we can safely assume $\alpha \leq 1/2$ (if $\alpha > 1/2$, then the three balls inequality also holds with $\alpha = 1/2$ because $\sup_{S_k} |u| \leq \sup_{2B} |u|$). This choice of $\alpha$ implies that for any point $p_k \in K$ with

$$|u(p_k)| \geq e^{eak+N}$$

and

$$\text{dist}(p_k, \partial \Omega) > 2F(e^{ak}),$$

there is a point $p_{k+1}$ with $|u(p_{k+1})| \geq e^{eak(k+1)+N}$ and

$$|p_{k+1} - p_k| < 2F(e^{ak}).$$

We start our sequence of points $p_k$ with $p_N = p$ and the sequence $p_k$ converges to a point in $\Omega$ if

$$\sum_{k=N}^{\infty} 2F(e^{ak}) < \text{dist}(p, \partial \Omega).$$

All that remains is to show that $\sum_{k=0}^{\infty} 2F(e^k) < \infty$. Let $f(y) = \log^+ M(y)$.

**Lemma 4.1.** Let $f(y)$ be a measurable function on $(-1, 1)$ and $a > 0$. Then $\int_{-1}^{1} \log^+ |f| < \infty$ if and only if the following condition holds for the distribution function $F(y) = \lambda_1(\{y \in (-1, 1) : |f(y)| \geq t\})$:

$$\sum_{k=0}^{\infty} F(e^{ak}) < +\infty.$$

**Proof.** $F(t)$ is a monotonically decreasing function. Note that

$$\int_{-1}^{1} \log^+ |f| = \sum_{i=0}^{\infty} \int_{E_i} \log^+ |f|, \text{ where } E_i = \{y \in (-1, 1) : e^{ai} \leq |f(y)| < e^{a(i+1)}\}.$$

The first integral $\int_{E_0} \log^+ |f|$ is always finite, while for $i \geq 1$,

$$\int_{E_i} \log^+ |f| \sim i \lambda_1(E_i).$$

Finally,

$$\sum_{i=1}^{\infty} i \lambda_1(E_i) = \sum_{k=1}^{\infty} \sum_{i=k}^{\infty} \lambda_1(E_i) = \sum_{k=1}^{\infty} F(e^{ak}).$$

We come back to case A). Since $\sum_{k=0}^{\infty} 2F(e^k) < \infty$, we see that for sufficiently large $N$

$$\sum_{k=N}^{\infty} 2F(e^k) < \text{dist}(K, \partial \Omega) \leq \text{dist}(p, \partial \Omega).$$

The sequence of points $p_k$ converges to a point in $\Omega$, while the values of $|u(p_k)|$ diverge. This contradicts the continuity of $u$. Therefore, $|u| < e^{2N}$ on $K$. Thus, $u$ admits a uniform bound on every compact subset $K$ of $\Omega$. 


which depends on \( \text{dist}(K, \partial \Omega) \), on \( M \), and on the constants in the three balls inequality for wild sets, determined by the differential operator \( P \).

Case B) is similar to case A). We assume the contrary and construct a Cauchy sequence of points with divergent values. There is only one change in the proof. Namely, we are allowed to apply only the standard version \(^2\) of the three balls theorem. Given \( p_k \), we need to find a ball nearby where the values of \( |u| \) are smaller than \( e^{e^a} \). Surely, we cannot take a ball centered at \( p_k \) because \( |u(p_k)| \geq e^{e^a} + N \). Let \( p_k = (x_k, y_k) \), where \( x_k \in \mathbb{R}^{n-1} \) and \( y_k \in \mathbb{R} \). The monotonicity of the majorant \( M \) allows us to conclude that the set \( R_k = \{(x, y) : M(y) \geq e^{e^a} \} \) is contained in \( \{(x, y) : |y| \leq F(e^{e^a})/2 \} \)
and therefore
\[
|y_k| \leq F(e^{e^a})/2.
\]
Assume that \( \text{dist}(p_k, \partial \Omega) > 20F(e^{e^a}) \). Then we can take a ball \( B \) centered at \( q_k = (x_k, 2F(e^{e^a})) \) and of radius \( 4F(e^{e^a}) \). The ball \( B \) contains \( p_k \). So
\[
\sup_B |u| \geq e^{e^a+N},
\]
while the four times smaller ball \( \frac{1}{4}B = B_{F(e^{e^a})}(q_k) \) does not intersect \( R_k \), and therefore,
\[
\sup_{\frac{1}{4}B} |u| \leq e^{e^a}.
\]
Applying three balls inequality for \( \frac{1}{4}B, B, 2B, \) and \( u \) and proceeding in a similar fashion to case A), we conclude that there is a point \( p_{k+1} \in 2B \) with \( |u(p_{k+1})| \geq e^{a(k+1)+N} \) and
\[
|p_{k+1} - p_k| < 20F(e^{e^a}).
\]
The rest of the argument is similar. The sum \( \sum_{k=N}^{\infty} 20F(e^{e^a}) < \text{dist}(p, \partial \Omega) \) for \( N \) large enough. The sequence of points \( p_k \) converges to a point in \( \Omega \), while the values of \( |u(p_k)| \) diverge, which implies a contradiction. \( \square \)

5. Appendix

5.1. Three Balls Inequality for Arbitrary Ratios. Let \( \Omega \subseteq \mathbb{R}^n \) be a domain. Given a function \( u: \Omega \rightarrow \mathbb{R} \) and \( B_r(x) \subseteq \Omega \), let \( M_x(r) := \sup_{B_r(x)} |u| \).

Lemma 5.1. With the notation above, assume that for some ratios \( 1 < a < b \) and some constants \( C > 0 \) and \( \alpha \in (0, 1) \) the three balls inequality
\[
M_x(ar) \leq CM_x(r)^\alpha M_x(br)^{1-\alpha}
\]
holds whenever \( B_x(br) \subseteq \Omega \). Then, the three balls inequality will continue to hold for any other set of ratios of radii (with different \( C \) and \( \alpha \) that depend on the ratios).
Proof. Let \( 1 < a' < b' \) be a different set of ratios. Consider two balls \( B_{a'}(x) \subset B_{b'}(x) \subset \Omega \) such that \( R/r = b' \). In what follows, we present a step by step expansion of the smallest ball \( B_{a'}(x) \) until it reaches the radius \( \rho = a'r \).

**Step 1.** Consider a ball \( B_{\rho_1}(x_1) \) inside \( B_{a'}(x) \). We would like to apply the three balls inequality for \( B_{\rho_1}(x_1) \subset B_{a\rho_1}(x_1) \subset B_{b\rho_1}(x_1) \). For that reason we want \( B_{b\rho_1}(x_1) \subset B_{R}(x) \), so this gives us the constraint \( \rho_1 \leq \frac{R - r}{b - 1} \). Now, \( M_{x_1}(\rho_1) \leq M_x(r) \) and \( M_{x_1}(b\rho_1) \leq M_x(R) \). Therefore, applying the three balls inequality for \( B_{\rho_1}(x_1) \subset B_{a\rho_1}(x_1) \subset B_{b\rho_1}(x_1) \) we have

\[
M_{x_1}(a\rho_1) \leq CM_x(r)^a M_x(R)^{1-a}.
\]

We can safely assume \( C > 1 \), and if we allow \( x_1 \) to vary along \( \partial B_{r - \rho_1}(x) \) (assuming \( \rho_1 < r \)), we get that

\[
M_x(r + (a - 1)\rho_1) \leq CM_x(r)^a M_x(R)^{1-a}.
\]

**Step from \( n \) to \( n + 1 \).** We have expanded the smallest ball to

\[
B_n = B_{r + (a - 1)(\rho_1 + \cdots + \rho_n)}(x)
\]

where the constraints \( \rho_n \leq r/2 \) ensure that \( B_{\rho_n}(x_n) \subset B_n \) and the constraints

\[
\rho_{i+1} \leq \frac{R - r - (a - 1)(\rho_1 + \cdots + \rho_i)}{b - 1}
\]

ensure that all of the expansion balls \( B_{b\rho_n}(x_n) \) are inside \( B_R(x) \) at each step. We have also deduced the inequality

\[
M_x(r + (a - 1)(\rho_1 + \cdots + \rho_n)) \leq C^{1-a\alpha} M_x(r)^{\alpha} M_x(R)^{1-\alpha}.
\]

Choose \( x_{n+1} \) at a distance \( \rho_{n+1} \) from the boundary of \( B_n \) where

\[
\rho_{n+1} \leq \frac{R - r - (a - 1)(\rho_1 + \cdots + \rho_n)}{b - 1}.
\]
Thus
\[ M_{x_{n+1}}(\rho_{n+1}) \leq M_x(r + (a - 1)(\rho_1 + \cdots + \rho_n)) \]
and \( M_{x_{n+1}}(b\rho_{n+1}) \leq M_x(R) \). We apply the three balls inequality:
\[
M_{x_{n+1}}(a\rho_{n+1}) \leq CM_{x_{n+1}}(\rho_{n+1})^\alpha M_{x_{n+1}}(b\rho_{n+1})^{1-\alpha},
\]
\[
M_{x_{n+1}}(a\rho_{n+1}) \leq C[\frac{1-\alpha}{1-\alpha} M_x(r)^\alpha M_x(R)^{1-\alpha^\alpha}] M_{x_{n+1}}(b\rho_{n+1})^{1-\alpha},
\]
\[
M_{x_{n+1}}(a\rho_{n+1}) \leq C[\frac{1-\alpha}{1-\alpha}] M_x(r)^{\alpha+1} M_x(R)^{1-\alpha^\alpha-1}.
\]

Now, allowing \( x_{n+1} \) to range over \( \partial B_{r-1}(\rho_1 + \cdots + \rho_n) - \rho_{n+1}(x) \), we obtain
\[
M_x(r + (a - 1)(\rho_1 + \cdots + \rho_n)) \leq C[\frac{1-\alpha}{1-\alpha}] M_x(r)^{\alpha+1} M_x(R)^{1-\alpha^\alpha-1},
\]
which completes the inductive construction.

What remains to be shown is that there exists \( n \) such that
\[ r + (a - 1)(\rho_1 + \cdots + \rho_n) \geq a'r. \]
If that is the case, then \( M_x(a'r) \leq M_x(r + (a - 1)(\rho_1 + \cdots + \rho_n)) \) and therefore
\[
M_x(a'r) \leq C[\frac{1-\alpha}{1-\alpha}] M_x(r)^{\alpha} M_x(b'r)^{1-\alpha},
\]
and we are done.

So let
\[
\rho_{i+1} = \min\{r/2, \frac{R-r - (a - 1)(\rho_1 + \cdots + \rho_i)}{b-1}\}, \quad \forall i \in \mathbb{N}.
\]

For every \( \rho \) such that \( r < \rho < R \), there exists \( n \) for which
\[ r + (a - 1)(\rho_1 + \cdots + \rho_n) \geq \rho. \]
The last statement can be shown by assuming the contrary. Indeed, if
\[ R-r - (a - 1)(\rho_1 + \cdots + \rho_n) \geq R-\rho, \]
then \( \rho_n \) are uniformly bounded below by the positive constant \( \min(r/2, \frac{R-\rho}{b-1}) \)
and therefore \( r + (a - 1)(\rho_1 + \cdots + \rho_n) \) will be bigger than \( \rho \) for sufficiently large \( n \).

\[ \square \]

5.2. Real-Analyticity and Three Balls Inequality. Let \( L = \sum_{|\beta|\leq m} a_\beta \partial^{\beta} \)
be a linear elliptic differential operator with real-analytic coefficients in a unit ball \( B = B_1(0) \subset \mathbb{R}^n \) such that
(6) \[
\sum_{|\beta|\leq m} \sup_B |\partial^\alpha a_\beta| \leq A|\alpha|! \alpha!
\]
for some constant \( A \). It is well-known (but not easy to find a good reference to) that any solution to \( Lu = 0 \) is real analytic. In [10] (p.178-180), there is a quantitative and uniform version of this statement, which implies that there is \( C > 0 \) and \( r > 0 \) such that
(7) \[
\sup_{B_r} |\partial^\alpha u| \leq \sup_B |u|C|\alpha|! \alpha!. \]
It allows us to conclude that $u$ has a holomorphic extension to some complex neighborhood of zero: there is $r > 0$ such that $u$ can be extended to the complex ball $B^C_r \subset \mathbb{C}^n$ with center at the origin of radius some $\rho$, which depends on the radius of convergence of the Taylor series. The holomorphic extension comes with the estimate:

$$(8) \quad \sup_{B^C_r} |u| \leq C \sup_B |u|.$$ 

Remark 5.2. Donnelly and Fefferman (see [5]) applied the Cauchy-type estimate (7) to Laplace eigenfunctions $\varphi_\lambda : \Delta \varphi_\lambda + \lambda \varphi_\lambda = 0$ on Riemannian manifolds with real-analytic metrics in the setting when $\lambda \to \infty$. One may object that the coefficients of the equation tend to infinity; however, if one considers a geodesic ball of radius $1/\sqrt{\lambda}$, the $\sqrt{\lambda}$ rescaled equation has uniform bounds for the coefficients and their derivatives. It implies that $\varphi_\lambda$ has a holomorphic extension to a complex neighborhood of radius $c/\sqrt{\lambda}$ of any point $x$ on the manifold with estimate in local coordinates:

$$\sup_{B^C_{c/\sqrt{\lambda}}(x)} |\varphi_\lambda| \leq C \sup_{B_{1/\sqrt{\lambda}}(x)} |\varphi_\lambda|.$$ 

As in the work of Donnelly and Fefferman, we also need a scaled version of (6) and (8). Given a ball $B_\rho(x_0) \subset B_1(0)$, any solution to $Lu = 0$ in $B_\rho(x_0)$ satisfies the Cauchy-type estimate:

$$(9) \quad |\partial^\alpha u(x_0)| \leq C \sup_{B_\rho(x_0)} |\varphi_\lambda| C^{\alpha + 1} |x_0|^\alpha / \rho^\alpha.$$ 

and the Taylor series of $u$ converge in a complex neighborhood of $x_0$ of radius $c\rho$:

$$(10) \quad \sup_{B^C_{c\rho}(x_0)} |u| \leq C \sup_{B_{\rho}(x_0)} |u|,$$

where $c > 0$ is a small numerical constant and $C > 0$ is a large numerical constant.

The holomorphic extension with estimate for solutions to $Lu = 0$ implies the three balls theorem (1) and its version for wild sets (3) (see [25], Theorem 1).
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