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Abstract

Extreme events can come either from point processes, when the size or energy of the events is above a certain threshold, or from time series, when the intensity of a signal surpasses a threshold value. We are particularly concerned by the time between these extreme events, called respectively waiting time and quiet time. If the thresholds are high enough it is possible to justify the existence of scaling laws for the probability distribution of the times as a function of the threshold value, although the scaling functions are different in each case. For point processes, in addition to the trivial Poisson process, one can obtain double-power-law distributions with no finite mean value. This is justified in the context of renormalization-group transformations, where such distributions arise as limiting distributions after iterations of the transformation. Clear connections with the generalized central limit theorem are established from here. The non-existence of finite moments leads to a semi-parametric scaling law in terms of the sample mean waiting time, in which the (usually unknown) scale parameter is eliminated but not the exponents. In the case of time series, scaling can arise by considering random-walk-like signals with absorbing boundaries, resulting in distributions with a power-law “bulk” and a faster decay for long times. For large thresholds the moments of the quiet-time distribution show a power-law dependence with the scale parameter, and isolation of the latter and of the exponents leads to a non-parametric scaling law in terms only of the moments of the distribution. Conclusions about the projections of changes in the occurrence of natural hazards lead to the necessity of distinguishing the behavior of the mean of the distribution with the behavior of the extreme events.

PACS numbers:
I. INTRODUCTION

The theory of self-organized criticality (SOC), introduced by Bak and collaborators, provides an appealing explanation for the distribution of sizes (and presumably durations) of many naturally occurring catastrophic events \[1, 2\]. Earthquakes, landslides, volcanic eruptions, rainfall, hurricanes, etc. \[1, 3–5\], have been found to display power-law distributions of event sizes, which implies the absence of characteristic scales for those sizes. This means that if you ask, for instance: “how big are earthquakes in Japan?”, this innocent question has no possible answer \[6, 7\]. In mathematical terms, this implies that after performing a scale transformation of a function describing the size of the events, the function has to remain unchanged, and the only univariate function with this property (for any dilatation or contraction) is the power law.

SOC explains this power-law behavior as coming from a self-organization process that leads the system to the critical point of a phase transition, where scale invariance is ensured. Other approaches, purely probabilistic, support the power-law tail in some cases, as described by the generalized Pareto distribution \[8\]. Nevertheless, the exponent of the power law in self-organized-critical systems takes such values that it is associated to an infinite expected value for the size of the events, which is unphysical; therefore, in practice, one cannot ignore finite-size effects.

When one is worried not about the size but about the time between events, the situation is a bit more involving. In fact, the waiting time is defined as the time between consecutive events when these events are above a certain threshold in size. In the usual case this approach takes place in a slow time scale, in which events happen instantaneously (in comparison with the waiting times, earthquakes are a good example). When the threshold is high enough, the events can be considered as extreme events, but there is no formal difference between these and ordinary events. Models of self-organized criticality are not very useful at this point, because, although the most common SOC models lead to a Poissonian occurrence of events and therefore to an exponential distribution of waiting times (in contrast to some observational data \[9\]), other SOC models yield correlated avalanches \[10, 11\]. One concludes from here that SOC is not about the temporal occurrence of events (in the slow time scale) but about their size (or duration).

But it is interesting anyhow to stretch the notion of scale invariance to the waiting-time
problem. One deals now with two variables (size and waiting time), and in this case the scale transformation $\mathcal{T}$ is written as

$$\mathcal{T}[f(x, y)] = cf(x/a, y/b),$$  \hspace{1cm} (1)

with $f(x, y)$ a bivariate function, and $a, b, c > 0$, the scale factors of the transformation. When $a, b, c$ are greater than one the transformation dilates the function in its three directions; for instance, taking $a = b = c = 100$ takes a function in the scale of, let us say, meters to the scale of centimeters.

The condition of scale invariance comes in this case from imposing

$$\mathcal{T}[f(x, y)] = cf(x/a, y/b) = f(x, y),$$  \hspace{1cm} (2)

for all $a$. So, we are looking for a fixed point for $\mathcal{T}$ and the only solution \cite{6} can be written in the form

$$f^*(x, y) = \frac{1}{x^\alpha} H\left(\frac{x}{y^\beta}\right),$$  \hspace{1cm} (3)

with $H$ an arbitrary univariate function called scaling function and $b$ and $c$ not free but given by $c = 1/a^\alpha$ and $b = a^{1/\beta}$. We will refer to this functional form of $f(x, y)$ as a scaling law. Note that for the univariate problem, described just by $x$, the scaling function has to be a constant, and then a power law is left. In fact, a power law is a particular case of a scaling law, but not the opposite, and so it is useful to keep the distinction between both concepts if one is involved with multivariate functions. The scaling law can be expressed in other, alternative, equivalent forms, as for instance,

$$f^*(x, y) = \frac{1}{x^\alpha} H_2\left(\frac{y}{x^{1/\beta}}\right) = \frac{1}{y^{\alpha\beta}} H_3\left(\frac{y}{x^{1/\beta}}\right),$$  \hspace{1cm} (4)

etc., just remember that the scaling function $H$ is arbitrary.

However, one can immediately realize that, when events above a low threshold in size are compared to events with higher size, the analysis of the waiting-time does not only involve a scale transformation. Indeed, an additional coarse-graining transformation is operating. This comes from the fact that events below the threshold need to be eliminated, in order to measure the time between consecutive events above the threshold. So, the transformation of the data comprises a coarse-graining followed by a scale transformation \cite{12,13}. This is the essence of a renormalization-group transformation \cite{6}.
On the other hand, one can analyze SOC models and SOC-like systems in a complementary way, not in the slow time scale in which almost instantaneous events happen but in the fast time scale inside of the events. Then, one takes a threshold not in size but in intensity (size per unit time) and measures the analogous of the waiting time, the time the signal is below threshold, which in this context is called quiet time. This approach was pursued in Ref. [14], where a totally different behavior was found, with a power-law distribution of quiet times (in agreement then with some observational results [9]). Naturally, this framework is valid not only for SOC-like systems but for any time series from which events are defined by a process of thresholding.

This paper has as a goal to approach both kind of problems, waiting times defined in a slow time scale and quiet times defined in a fast time scale, from the point of view of scaling theory. In the next section the renormalization-group approach to the waiting-time sequence will be revisited and the precise form of the resulting scaling law will be presented for two broad class of processes, in analogy with the central limit theorem. A different scaling form for the quiet-time distribution will be used in the third section, generalizing the result for the diffusion of a Brownian particle. This yields however important consequences for the projection of extreme-event recurrence. The result is extended to the interesting case in which the right tail of the distribution is a power law, with such an exponent that the expected value of the variable is infinite. The paper illustrates in which way one has to extrapolate the statistics of ordinary events in order to infer the recurrence of extreme events in a system that shows scaling.

II. SCALING IN MARKED POINT PROCESSES

A point process, for our purposes, is a set of point events, i.e., instantaneous events, that occur in time [15–17]. The simplest point process is the Poisson process, in which the events take place at a constant rate, independently of any other event. A marked point process is a point process in which the points, i.e., the events, carry some “mark”, which in our case corresponds to their size or dissipated energy.

As mentioned in the introduction, when one considers events of a large enough size, the original point process transforms or renormalizes to a new point process. Events below the threshold in size are eliminated whereas events above the threshold survive. This coarse
graining or decimation is called thinning \cite{15} or rarefaction \cite{18} in the theory of point
processes. As a special class of marked point processes we will consider in this section what
is called marked renewal processes \cite{16}, in which the size of events will be independent on
other sizes and on the time of occurrence of the events, and additionally, the waiting times
will be independent on previous waiting times (and constitute then what is called a renewal
processes \cite{15,16}, in which only the time of occurrence of the last event determines the time
of the next one).

By construction, sizes are independent random variables, thus, the elimination of events
below the threshold in size is equivalent to a random thinning. In this case, the waiting-time
density transforms after thinning to

\[
\tilde{f}_s(\omega) = \frac{p\tilde{f}(\omega)}{1 - (1 - p)f(\omega)}
\]

where \(p\) is the probability of surviving to the thinning, i.e., the probability of being above the
threshold \(s\), \(\tilde{f}(\omega)\) is the Laplace transform of the original waiting-time probability density
\(f(t)\), and \(\tilde{f}_s(\omega)\) is the Laplace transform of the waiting-time density for events of size larger
than \(s\), see Refs. \cite{12,13,15,18}. The Laplace transform arises because the waiting-time den-
sity for events above the threshold is the convolution of a random number of densities for all
events. Then, going to Laplace space simplifies considerably the equations, as convolutions
transform into simple products there.

The subsequent step of the renormalization transformation is a scale transformation. This
can be done in two different ways, a trivial one and a non-trivial one, as we will show in the
next two subsections.

A. Linear rescaling and trivial Poissonian fixed point

Let us considering the following scale transformation for the waiting-time density for
events above size \(s\), \(f_s(t) \rightarrow p^{-1}f_s(t/p)\), or, in Laplace space,

\[
\tilde{f}_s(\omega) \rightarrow \tilde{f}_s(p\omega).
\]

This is because we expect that thinning increases the time scale in a \(1/p\) factor, and so, in
order to compensate for this fact, we perform a contraction of the function in the \(x–\)axis with
a scale factor \(a = p < 1\), whereas we perform a dilatation of the function in the \(y–\)axis with
a scale factor $c = 1/p > 1$, in order to keep normalization. We will see in the next subsection that this makes sense only if the mean waiting time $\langle t \rangle$ is finite. The combined effect of the thinning and scale transformation yields the complete renormalization transformation $\mathcal{R}$, which is then

$$\mathcal{R}[\tilde{f}(\omega)] = \frac{p\tilde{f}(p\omega)}{1 - q\tilde{f}(p\omega)}$$

(7)

with $q = 1 - p$. The solution of the fixed-point condition $\mathcal{R}[\tilde{f}^*(\omega)] = \tilde{f}^*(\omega)$, for all $p$, leads to the fixed-point solution or renormalization-invariant Laplace transform of the density $\tilde{f}^*(\omega)$. Defining a new variable $u = p\omega$ and separating the variables $\omega$ and $u$ leads to the Laplace transform of an exponential distribution, i.e.,

$$\tilde{f}^*(\omega) = \frac{1}{1 + \ell\omega} \Rightarrow f^*(t) = \frac{1}{\ell} e^{-t/\ell},$$

(8)

with $\ell$ an arbitrary constant, see Refs. [12, 13, 15]. This exponential distribution corresponds, due to the independence of the events in the process, to the Poisson process. In words, the Poisson process is invariant under the renormalization transformation given by Eq. (7). This is obvious if one intuitively knows the properties of the Poisson process. But it is not only that the Poisson process is invariant under the transformation (7), the results also tells us that the Poisson process is the only marked renewal process invariant under such transformation [13, 15]. And, even more, it is easy to show that it is also an attractor for any marked renewal process with waiting-time density with a finite mean (and whose Laplace transform exists), see Ref. [13].

This leads us to the first scaling form or data collapse considered in this paper. Remember that in order to compare the thinned or coarse-grained distribution with the original one we perform a scale transformation of the form $f_s(t) \rightarrow p^{-1} f_s(t/p)$. This means that the fixed-point solution, i.e., the resulting probability density for very high thresholds in size fulfills the following scaling law

$$f_s(t) = pF(pt),$$

(9)

where the scaling function $F$ is a decreasing exponential, but we will see that $F$ can take more general forms in other cases. Therefore, if plotting $f_s(t)/p$ versus $pt$ yields a data collapse, i.e., a single curve, independently on the value of $p$, this implies that the scaling law is fulfilled.

Other equivalent forms of the scaling law can be obtained from the fact that the parameter $p$ gives the probability that an event has energy $E$ larger than the threshold $s$ (given that
has energy larger than a reference level 0), i.e.,

\[ p = \text{Prob}[E > s | E > 0] \simeq \frac{N_s}{N_0} \]  

(10)

where \( N_s \) is the number of events with energy above \( s \). Thus, the scaling \( t \to pt \) is equivalent to \( N_0 t \to N_s t \) but this is only valid if the window width \( T \) is fixed. If time windows of different width are compared one needs to correct for this fact; so, the rescaling is equivalent to

\[ R_0 t = \frac{N_0}{T_0} t \to R_s t = \frac{N_s}{T_s} t \]  

(11)

where \( R_s \) is the rate of events above \( s \), i.e., the number of events above \( s \) per unit time. The situation of comparing different time windows is common when dealing with real data of natural catastrophes, as different sizes have different windows of completeness (see caption of Fig. 23 in Ref. [19]). Then, the scaling law \([19]\) can be alternatively written as

\[ f_s(t) = R_s F(R_s t) = \frac{1}{\langle t \rangle} F \left( \frac{t}{\langle t \rangle} \right) , \]  

(12)

where we have introduced the mean waiting time \( \langle t \rangle = 1/R_s \) (which of course depends on the threshold \( s \) although this is not reflected in the notation). Note that the scaling function \( F \) appearing here is not exactly the same as the one in Eq. [9], as two multiplicative constants are reabsorbed in \( F \). In this case the scaling law can be fulfilled by plotting the dimensionless waiting-time density \( f_s(t)/R_s = \langle t \rangle f_s(t) \) versus the dimensionless time \( R_s t = t/\langle t \rangle \) (in other words, plotting the waiting-time density in units of \( R_s \) versus the waiting time in units of \( \langle t \rangle \)).

In order to end with the different scaling forms, if there is scale invariance in the sizes (as it happens in SOC systems, in earthquakes, etc.), then \( p \propto 1/s^\phi \), so, an additional form for the scaling law is

\[ f_s(t) = \frac{1}{s^\phi} F \left( \frac{t}{s^\phi} \right) , \]  

(13)

where again, some multiplicative constant has been dropped deliberately. This form of the scaling law is the “most natural one” in the sense that it is written in terms of the two variables of the problem, \( t \) and \( s \). The equivalence with the scale-invariant form of Eq. (3) is achieved by realizing that \( \alpha = 1/\beta = \phi \).

These scaling laws, Eqs. (9), (12), and (13), are very useful in practice, as they have been shown to show up in several natural hazards, as for instance, earthquakes [20]. However, the scaling function \( F \) is not provided by an exponential function alone; rather, it contains a
decreasing power-law for small to intermediate times, with exponent $\nu < 1$. Other authors, using a simplified model of seismicity, have argued for a different behavior, with no scaling law \[21\]. In any case, the simple approach in this section, based in a process with independent times and sizes, is clearly not valid for earthquakes and other natural hazards, in which important dependences exist \[22\].

Other examples of a general scaling law under thinning with non-exponential scaling function include fractures \[23, 24\], forest fires \[25\], and, curiously, printing requests \[26\]. In the case of fires only Eqs. \[9\] and \[12\] are valid, and not Eq. \[13\] as the fire size is not power-law distributed, for the particular data analyzed in Ref. \[25\]. The scaling is also found in a different approach for earthquakes \[27–29\], but there not only simple thinning is performed and the scaling under thinning should arise from the underlying scaling explained in Ref. \[20\]. Other references provide only very indirect evidence of the scaling, as in nanofractures \[30\] and in tsunamis \[31\], the problem being that no different thresholds in size are considered, although the resulting scaling functions seem to be the same as for earthquakes. The recurrence of words in texts, despite yielding a function very similar to the earthquake case, has nothing to do with thinning or renormalization \[32\]. Finally, approaches in which the threshold is imposed not in size but in intensity will be considered in the next section \[33–35\], whereas the approach of Ref. \[36\] is for a transformation of the original signal.

**B. Nonlinear rescaling and non-trivial Poissonian fixed point**

We explain in this subsection how the linear scaling with $p$ in Eq. \[6\] is not the only reasonable possibility. Let us consider instead a constant $r > 1$ and perform the rescaling as $f_s(t) \rightarrow p^{-r}f_s(t/p^r)$; this yields the (completed) renormalization transformation $\mathcal{R}$, using Eq. \[5\],

$$\mathcal{R}[\tilde{f}(\omega)] = \frac{p\tilde{f}(p^r\omega)}{1 - q\tilde{f}(p^r\omega)}.$$  \hspace{1cm} (14)

The fixed point condition leads in this case, in the same way as in the previous subsection, to

$$\tilde{f}^*(\omega) = \frac{1}{1 + \ell \omega^{1/r}}.$$  \hspace{1cm} (15)
It is easy to show \[13\] that, for \( r > 1 \), this corresponds to a waiting time density with a double power-law behavior, i.e.,

\[
f^*(t) \propto \begin{cases} 
1/t^{1-1/r} & \text{for } t \ll \ell^{1/r} \\
1/t^{1+1/r} & \text{for } t \gg \ell^{1/r},
\end{cases}
\]  

which leads to an infinite mean, as the tail is a power law with an exponent \( 1 + 1/r < 2 \). In the same way as for the trivial \( r = 1 \) case, this distribution is not only the only fixed point, for a fixed \( r \), but it is also an attractor for distributions with power-law tail, of the form \( f(t) \sim B/t^{1+1/r} \). The case \( r < 1 \) does not lead to well-defined probability distributions.

The non-linear rescaling with \( p^r \) is explained by the generalized central limit theorem. Indeed, as the times \( t_i \) have a distribution with a power-law tail, with exponent smaller than 2, the classic central limit theorem does not hold and one has instead that the total time \( T \) scales as

\[
T = \sum_{i=1}^{N} t_i \propto N^r,
\]  

see Ref. [37] or the Appendix I here. Thus, after thinning by a factor \( p \), the time window which restores the number of events \( N \) is the one that contains \( N/p \) events, and this is the time window of duration \( T/p^r \). In other words, we need to rescale time as \( t \to t/p^r \). This is the origin of the non-linear rescaling.

In the same way as in the previous subsection, invariance under the renormalization transformation means that the invariant density is of the form

\[
f_s(t) = p^r G(p^r t),
\]  

with \( G \) a scaling function given by the inverse Laplace transform of Eq. [15], which we have explained has a double power-law form.

Expressions alternative to the previous rescaling can be obtained as before, by using that

\[
p^r \simeq \frac{N^r_s / T_s}{N^r_0 / T_0} \propto \frac{1}{s^{\phi r}}
\]  

where \( N_s \) is the number of events with size (energy) above \( s \) and we have taken into account that, in practice, the time window can be different for events above size \( s \) than for events above the reference size \( 0 \).

Therefore, the scaling law [18] can be written as

\[
f_s(t) = \frac{1}{\sum t_i/N_s^r} G \left( \frac{t}{\sum t_i/N_s^r} \right) = \frac{N_s^{r-1}}{t_s^r} G \left( \frac{N_s^{r-1} t}{t_s^r} \right),
\]
where $\sum t_i$ refers to events above threshold $s$ and $\bar{t}_s$ the sample mean of the waiting time above $s$ (different from the mean of the distribution, which is infinite). Note that the generalized central limit theorem implies that $\bar{t}_s$ diverges with the number of data, but $\sum t_i/N_s^r$ does not. In the case $r = 1$, then $\bar{t}_s \simeq \langle t \rangle$ and we recover the scaling of the previous subsection. If we put the size-dependence explicitly,

$$f_s(t) = \frac{1}{s^\phi r} G \left( \frac{t}{s^\phi r} \right).$$  \hspace{1cm} (21)

In this one and in Eq. (20) we have deliberately ignored some multiplicative constants. Comparison with the scale-invariant solution of the scale transformation, Eq. (3), shows that $\alpha = 1/\beta = \phi r$.

A marked renewal process of the sort of the one in this subsection is neither implausible nor artificial. Indeed, consider that a hidden signal triggers instantaneous events (as earthquakes) when it reaches a fixed threshold and that at that point the signal is immediately reset just below the threshold. If the sizes of the events are independent and the signal cannot reach an absorbing boundary below it (this can be achieved in practice by putting the boundary of a random walk at $-\infty$, or by taking the exponentiation of the random walk, which never reaches the absorbing boundary at zero), then this leads to a marked renewal process with waiting-time density given by the so-called Lévy-Smirnov distribution, see Eq. (27), which has a right power-law tail with exponent $3/2$ \cite{38}. Iterative application of the thinning transformation leads to a different distribution, which keeps the power-law tail with exponent $3/2$ for large times but develops a new power law in the regime of small $t$, with exponent $1/2$.

C. Parallellism with the generalized central limit theorem

Several references have pointed out the relationship between the central limit theorem and renormalization \cite{39, 41}, including the generalized case \cite{42}. From our perspective, we can provide a clear connection between the renormalization under random thinning explained in the previous subsections and the generalized central limit theorem. The key is to consider a point process in which events are not removed randomly but deterministically, surviving a proportion $p$, in such a way that out of $1/p$ events, the $1/p$–th survives and the rest are removed (with $1/p$ integer, for instance, if $p = 1/2$ the events are removed alternatively).
Then, for a process in which the waiting times are independent (i.e., a renewal process), this deterministic thinning transformation can be written as

\[ f_s(t) = [f(t)]^{\ast 1/p}, \quad (22) \]

where \( f(t) \) is the probability density of the original point process, \( f_s(t) \) the corresponding one after thinning (associated to events above size \( s \)), and \( \ast 1/p \) denotes convolution \( 1/p \) times. In Laplace space, the combined thinning plus rescaling transformation becomes

\[ \mathcal{R}[\tilde{f}(\omega)] = [\tilde{f}(p^r \omega)]^{1/p}, \quad (23) \]

which is the equivalent of Eq. (14), and then, the fixed point condition for \( \mathcal{R} \), taking logarithms, fulfills

\[ \ln \tilde{f}^*(\omega) = \frac{1}{p} \ln \tilde{f}^*(p^r \omega) \quad (24) \]

This means that \( \ln \tilde{f}^*(\omega) \), which is a cumulant generating function, has to fulfill the scale-invariance condition. If we impose the fixed point condition for all \( p \) the solution is then a power law,

\[ \ln \tilde{f}^*(\omega) = -A\omega^{1/r}, \quad (25) \]

and for the Laplace transform of the density we find,

\[ \tilde{f}^*(\omega) = e^{-A\omega^{1/r}}. \quad (26) \]

For the case \( r = 1 \) we recognize the Laplace transform of a Dirac’s delta function, \( f^*(t) = \delta(t - A) \), whereas for \( r = 2 \) we get

\[ f^*(t) = e^{-A^2/(4t)} \frac{A}{2\sqrt{\pi} t^{3/2}}, \quad (27) \]

which is sometimes called Lévy-Smirnov distribution. For any \( r > 1 \) the fixed-point distribution has a power-law tail, for large times, with exponent \( 1 + 1/r < 2 \) (with infinite mean therefore). As one can see in Appendix I, these distributions are also attractors, with different domains of attraction. The case \( r = 1 \) yields the classic law of large numbers \[43\], in the form of the attractiveness of the Dirac’s delta function, whereas \( r > 1 \) leads to a certain case of the generalized central limit theorem \[37\].
III. SCALING IN THE QUIET TIMES OF TIME SERIES

The previous section was devoted to point processes in which the size of the events was larger than some threshold. From the point of view of SOC, we were looking at the system in the slow time scale. Here we analyze the equivalent problem in the fast time scale (if there are two time scales), in order to see similarities and differences. Our approach will be also valid for non-SOC systems, with only one time scale, as usual time series. The procedure consists simply in introducing a threshold in the value of the signal (intensity or activity in the SOC language) and define the quiet time as the time the signal is below threshold. Several papers have used this approach before \[33–35\]. Nevertheless, the results will be of broader applicability.

A. Non-parametric scaling form

In Appendix II we consider an intensity signal modeled by a Brownian noise between two absorbing boundaries (the zero-intensity state and the threshold) and show how the quiet-time distribution fulfills a scaling law. Let us generalize here that scaling law, replacing the Brownian exponent 3/2 by a generic and undefined exponent \( \nu \), and considering a generic scaling function \( G \), then we write

\[
    f_\tau(t) = \frac{1}{\tau^\nu} G \left( \frac{t}{\tau} \right),
\]

(28)

where the scale parameter is now called \( \tau \), and enters as a subindex of the probability density \( f_\tau(t) \) to indicate the dependence on the threshold (as \( \tau \) depends on it). The density is defined for \( t > m \) and is zero otherwise. The scaling function \( G \) has to decrease, for large arguments, fast enough, which in our case means faster than \( 1/t^6 \), as we are interested, at most, in the calculation of the third moment (i.e., we ask not only for the finiteness of the expected value of \( t^3 \), which is \( \langle t^3 \rangle \), but also for the finiteness of the second moment of \( t^3 \), which is \( \langle t^6 \rangle \)). This is the “worst” scenario and in some case \( G \) can decay slower than \( 1/t^6 \), the main requirement being that the moments involved in the equations are finite, as well as their variances.

As shown in Appendix II, the scaling function \( G \) can be a bit complicated and it is more convenient to write the scaling law in a slightly modified form, separating a power-law
behavior for intermediate values from the rest of the scaling function,

$$f_\tau(t) = \frac{K}{\tau} \left( \frac{\tau}{t} \right)^\nu F \left( \frac{t}{\tau} \right)$$

(29)

for \( t > m \), where we assume that the function \( F \) tends to a positive constant at zero, and \( K \) is a normalization constant. This scaling form also comprises the scaling laws of the previous section, taking \( 0 < \nu < 1 \) for the case of earthquakes [20], and \( \nu = 0 \) for the trivial Poisson fixed point of uncorrelated point processes. As, for small arguments, the scaling function \( F \) tends to a constant and decreases “fast enough” for large arguments, the scale parameter \( \tau \) separates at least two regimes, being the one for \( t \gg \tau \) the corresponding for extreme events; in other words, \( \tau \) sets the scale of extreme events. It is worth mentioning that here we use a broader definition of scaling function than the one of Ref. [44], as there it is enforced that the scale parameter \( \tau \) only appears in the argument of the scaling function, and not outside. The use of that prescription or the use of our scaling form is a matter of choice and has no fundamental implications.

Thus, in the case \( \nu < 1 \) we can take \( m = 0 \) and verify that \( K \) is a constant indeed and then it is reabsorbed into the scaling function (i.e., \( K = 1 \)). However, for \( \nu > 1 \) one finds that \( K \) is not a true constant but proportional to \( (m/\tau)^{\nu-1} \), and then \( m \) cannot be zero. The scaling law for \( \nu > 1 \) turns out to be

$$f_\tau(t) = \frac{1}{m} \left( \frac{m}{t} \right)^\nu F \left( \frac{t}{\tau} \right) \text{ for } t > m > 0.$$  

(30)

Both cases, \( \nu < 1 \) and \( \nu > 1 \), can be summarized into a unique scaling law,

$$f_\tau(t) = \frac{1}{\theta} \left( \frac{\theta}{t} \right)^\nu F \left( \frac{t}{\tau} \right) \text{ for } t > m,$$  

(31)

with \( \theta = \tau \) and \( m = 0 \) for \( \nu < 1 \) and with \( \theta = m \) and \( m > 0 \) for \( \nu > 1 \). Note that for \( \nu > 1 \) we can write

$$f_\tau(t) = \frac{1}{m} \left( \frac{m}{\tau} \right)^\nu G \left( \frac{t}{\tau} \right),$$  

(32)

although for \( \nu < 1 \) we still have \( f_\tau(t) = G(t/\tau)/\tau \).

The scaling law becomes more apparent substituting the scale parameter \( \tau \) by its scaling with the threshold \( L \) (assuming it happens, as for a Brownian particle), i.e., \( \tau \propto L^\phi \). In this way

$$f_\tau(t) = \frac{1}{L^\phi} G \left( \frac{t}{L^\phi} \right),$$  

(33)
for \( \nu < 1 \), and
\[
f_{\tau}(t) = \frac{1}{m} \left( \frac{m}{L^\nu} \right)^\nu \mathcal{G} \left( \frac{t}{L^\nu} \right),
\]
(34)
for \( \nu > 1 \).

If one is interested in describing the distribution, instead of by its probability density, by its cumulative or survivor function, defined by
\[
S_{\tau}(t) = \int_t^\infty f_{\tau}(t') dt',
\]
one has that
\[
S_{\tau}(t) \propto \begin{cases} 
I(t/\tau) & \text{for } \nu < 1, \\
\left( \frac{m}{\tau} \right)^{\nu-1} I(t/\tau) & \text{for } \nu > 1,
\end{cases}
\]
(35)
with \( I \) a new scaling function. Anyhow, for us the most useful quantity will be the density, \( f_{\tau}(t) \).

At this point it becomes interesting to see the consequences of the scaling law on the moments of the distribution (moments about the origin, \( t = 0 \)). One can easily calculate the mean for \( \tau \gg m \),
\[
\langle t \rangle = \int_m^\infty t f_{\tau}(t) dt \propto \begin{cases} 
\tau & \text{for } \nu < 1, \\
\frac{m (\tau/m)^{2-\nu}}{1} & \text{for } 1 < \nu < 2, \\
m & \text{for } 2 < \nu,
\end{cases}
\]
(36)
and in the same way the second moment,
\[
\langle t^2 \rangle = \int_m^\infty t^2 f_{\tau}(t) dt \propto \begin{cases} 
\tau^2 & \text{for } \nu < 1, \\
\frac{m^2 (\tau/m)^{3-\nu}}{2} & \text{for } 1 < \nu < 3, \\
m^2 & \text{for } 3 < \nu,
\end{cases}
\]
(37)
The idea is that the scaling forms we have seen up to now are parametric, in the sense that depend on unknown parameters \( \nu \) and \( \tau \). The exponent \( \nu \) may be calculated with careful methods [45], but the scale parameter needs a particular parameterization of the scaling function \( \mathcal{G} \), which may me arbitrary. An alternative, free of these restrictions, is to use a non-parametric scaling form.

For the case \( \nu < 1 \) we know that \( \tau \propto \langle t \rangle \) (see Eq. (36)) and then we recover the scaling form proposed in the previous section [20],
\[
f_{\tau}(t) = \frac{1}{\langle t \rangle} \mathcal{G} \left( \frac{t}{\langle t \rangle} \right),
\]
(38)
where the constant of proportionality between \( \tau \) and \( \langle t \rangle \) is reabsorbed in \( \mathcal{G} \). We could also have used that \( \tau \propto \sqrt{\langle t^2 \rangle} \), but the scaling with \( \langle t \rangle \) is preferred as the computation of the first moment has a smaller error than that of the second moment.
For the new case $1 < \nu < 2$ we cannot apply the previous scaling, and instead, we have, on the one hand, dividing Eqs. \eqref{eq:37} and \eqref{eq:36},

$$\tau \propto \langle t^2 \rangle \langle t \rangle, \quad (39)$$

and, on the other hand, isolating from Eq. \eqref{eq:36} and substituting in the previous one,

$$\left(\frac{m}{\tau}\right)^\nu \propto \frac{\langle t \rangle}{m} \left(\frac{m}{\tau}\right)^2 \propto m \langle t^3 \rangle \langle t^2 \rangle^2. \quad (40)$$

Substituting this into the scaling law \eqref{eq:32} we get

$$f_{\tau}(t) = \frac{\langle t \rangle^3}{\langle t^2 \rangle^2} G \left( \frac{\langle t \rangle}{\langle t^2 \rangle} t \right), \quad (41)$$

see Refs. \cite{4, 46}. Figure 1 shows an example of this rescaling.

An intermediate, semi-parametric scaling form is also possible, if one knows the exponent $\nu$ but not the scale parameter $\tau$, in this case one may write, from Eq. \eqref{eq:36},

$$\tau \propto m \langle t \rangle^{1/(2-\nu)} \quad \text{and from here,}$$

$$f_{\tau}(t) = \frac{1}{m} \left( \frac{m}{\langle t \rangle} \right)^{(2-\nu)/2} G \left( \frac{m}{\langle t \rangle} t \langle t \rangle \right), \quad (42)$$

see Refs. \cite{5, 47}.

For completeness, it is interesting to analyze the scaling behavior for $2 < \nu < 3$. In this case the mean does not depend on the scale parameter, and we have to replace the mean with the third moment, which scales as $\langle t^3 \rangle \propto m^3 (\tau/m)^{4-\nu}$, valid for $1 < \nu < 4$. Using also the scaling for $\langle t^2 \rangle$ and dividing both,

$$\frac{\langle t^3 \rangle}{\langle t^2 \rangle} \propto \tau, \quad (43)$$

and isolating from the scaling of $\langle t^2 \rangle$,

$$\left(\frac{m}{\tau}\right)^\nu \propto \frac{\langle t^2 \rangle}{m^2} \left(\frac{m}{\tau}\right)^3, \quad (44)$$

and substituting the scaling of $\tau$,

$$\left(\frac{m}{\tau}\right)^\nu \propto m \frac{\langle t^2 \rangle^4}{\langle t^3 \rangle^3}, \quad (45)$$

and substituting in the scaling law \eqref{eq:32},

$$f_{\tau}(t) = \frac{\langle t^2 \rangle^4}{\langle t^3 \rangle^3} G \left( \frac{\langle t^2 \rangle t}{\langle t^3 \rangle} \right).$$
FIG. 1: (a) Probability densities for the first-passage time of a random walk between two absorbing boundaries. Every time step the walker has probability $1/2$ of increasing its position by 1 and the same probability to decrease it by 1. The initial position is one unit below the threshold. The time steps take place every 0.5 time units (in order that the first-passage times take values 1, 2, 3, etc.) Different values of the threshold $L$ are considered. (b) Same distributions under the non-parametric rescaling given by Eq. (41). The data collapse is an indication of the fulfillment of the scaling law.

valid in principle for $1 < \nu < 3$ but useful in practice for $2 < \nu < 3$. A semi-parametric scaling form, if one knows $\nu$ but not $\tau$, can be found from the fact that $m/\tau \propto (m^2/\langle t^2 \rangle)^{1/(3-\nu)}$ and then,

$$f_\tau(t) = \frac{1}{m} \left( \frac{m^2}{\langle t^2 \rangle} \right)^{\nu/(3-\nu)} \frac{t}{m} \left( \frac{m^2}{\langle t^2 \rangle} \right)^{1/(3-\nu)} G \left( \frac{m^2}{\langle t^2 \rangle} \frac{t}{m} \right). \quad (47)$$
The different non-parametric scaling functions, for the different ranges of $\nu$, are summarized in Table I.

Scaling has important consequences for the projection of extreme events. We have presented our scaling analysis for the waiting time or quiet time $t$ of events, but of course the results are more general, being suitable for other variables different than $t$. Considering the scaling form (29), valid for $\nu < 1$, we have seen that $\langle t \rangle \propto \tau$; in consequence, an increase in the mean has associated a proportional increase in the scale of extreme events, quantified by $\tau$. But for the scaling form (30), linked to $\nu > 1$, the mean does not scale linearly with the scale $\tau$ of extreme events. In the case $1 < \nu < 2$ we have $\langle t \rangle \propto \tau^{2-\nu}$ (see Eq. (36)); this means, for instance, that a two-fold increase in the mean of the distribution implies an increase of a factor $2^{1/(2-\nu)}$ in the scale of the largest, extreme events (a quadruplication if $\nu = 3/2$ and much higher if $\nu$ approaches 2). This is the case of the energy released by hurricanes [5], for which the mean of the distribution increases with sea-surface temperature, but the increase of the largest energies is higher. On the other hand, if $\nu > 2$, the mean and the scale of extreme events become unrelated, as $\langle t \rangle \propto m$ (i.e., a constant). As a recent publication states, “much of today’s research represents climate change in terms of changes to the annual or seasonal averages”, whereas the subject of major concern is the change corresponding to the most devastating, extreme events [48].

### TABLE I: Non-parametric rescaling of the axes coming from the scaling law

| $\nu$ | Abscissa | Ordinate for $f_\tau(t)$ | Ordinate for $S_\tau(t)$ |
|------|----------|--------------------------|--------------------------|
| $\nu < 1$ | $t/\langle t \rangle$ | $\langle t \rangle f_\tau(t)$ | $\langle t \rangle S_\tau(t)$ |
| $1 < \nu < 2$ | $\langle t \rangle (t^2/\langle t^2 \rangle$ | $\langle t^2 \rangle^2 f_\tau(t)/\langle t^3 \rangle$ | $\langle t^2 \rangle S_\tau(t)/\langle t^3 \rangle$ |
| $1 < \nu < 3$ | $\langle t^2 \rangle (t^3/\langle t^3 \rangle$ | $\langle t^3 \rangle^3 f_\tau(t)/\langle t^4 \rangle$ | $\langle t^3 \rangle^2 S_\tau(t)/\langle t^4 \rangle$ |

B. Case with infinite mean generalized

In the previous section (subsec. [III]) we saw how, in some peculiar cases, marked renewal processes do not converge under thinning to the Poisson process but to a process in which
the waiting-time density shows a double (decreasing) power-law behavior, with an exponent between 0 and 1 for short times, and another exponent between 1 and 2 for long times (and with the sum of both exponents equal to 2). This behavior in the right tail is associated to an infinite mean-waiting time $\langle t \rangle$.

In this subsection we study the proper scaling of such distributions in a more general framework, considering distributions (no matter if for the waiting time, the quiet time, or any other variable showing scaling) as those given by Eqs. (31) and (32),

$$f_\tau(t) = \frac{1}{\theta} \left( \frac{\theta}{t} \right)^\nu F \left( \frac{t}{\tau} \right) = \frac{1}{\theta} \left( \frac{\theta}{\tau} \right)^\nu G \left( \frac{t}{\tau} \right),$$

(48)

defined for $t > m$, with $m = 0$ and $\theta = \tau$ if $\nu < 1$ and with $m > 0$ and $\theta = m$ if $\nu > 1$. Note that $t$ is the variable and $\tau$ is the scale parameter. The difference with the previous subsection is that $f_\tau(t)$ has now a (right) power-law tail, with exponent between 1 and 2, i.e., for large arguments $G$ decays as a power law with exponent $1 + \rho$, with $0 < \rho < 1$, and then $\langle t \rangle$ is infinite, as in subsec. II B. But in contrast to that subsection, and in the same way as in the previous one, $F$ goes to a constant for small arguments, so $G$ goes as another (decreasing) power law there, with exponent $\nu$, with no particular relation between both exponents ($1 + \rho$ and $\nu$).

In the same way as before, we are interested in relating the mean value of the variable with its scale parameter $\tau$, with the difference that now the expected value $\langle t \rangle$ is infinite and we have to emphasize the role of the sample mean, $\bar{t} = \sum_i t_i/N$ (which is always finite if $N$ is finite). The power-law tail of the distribution means that $f_\tau(t)$ goes, for large enough $t$ as $B/t^{1+\rho}$. We can realize that a scale parameter is given by $\tau = B^{1/\rho}$. Applying the results of the generalized central-limit theorem explained in Appendix I, we get that

$$\sum_{i=1}^N t_i \sim [\Gamma(\rho)BN]^{1/\rho},$$

(49)

where the symbol “$\sim$” means that, for large $N$, $\sum_i t_i$ is distributed following a certain (Lévy-stable) distribution whose scale parameter is $[\Gamma(\rho)BN]^{1/\rho}$. From here we get that the scale parameter $\tau$ of $f_\tau(t)$ can be related to $\sum_i t_i$ and therefore with the sample mean as

$$\tau = B^{1/\rho} \sim \frac{\sum_{i=1}^N t_i}{[\Gamma(\rho)N]^{1/\rho}} \propto \frac{\bar{t}}{N^{1/\rho-1}}.$$

(50)

The case $\nu < 1$, for which $\theta = \tau$, can be obtained straightforwardly from Eq. (48), which
leads to

\[ f_\tau(t) = \frac{N^{1/\rho-1}}{t} G \left( \frac{N^{1/\rho-1}}{t} \right) \]  

(51)

and is of the same form as Eq. (20). For the new case \( \nu > 1 \) we need to consider \( \theta = m \), and from Eq. (48), substituting \( \tau \), we get

\[ f_\tau(t) = \frac{1}{m} \left( \frac{mN^{1/\rho-1}}{t} \right)^\nu G \left( \frac{N^{1/\rho-1}}{t} \right). \]  

(52)

Table II summarizes the results for \( \nu < 1 \) and \( \nu > 1 \).

| \( \nu \) | Abscissa | Ordinate |
|-------|---------|---------|
| < 1   | \( N^{1/\rho-1}t/\bar{t} \) | \( \bar{t}f_\tau(t)/N^{1/\rho-1} \) |
| > 1   | \( N^{1/\rho-1}t/\bar{t} \) | \( (\bar{t})^\nu f_\tau(t)/N^{\nu(1/\rho-1)} \) |

Notice that, in contrast to the case of previous subsection, where the tail of the distribution was decaying fast enough, we do not arrive at non-parametric forms of the scaling laws. We can get ride of the scale parameter \( \tau \) but the results still depend on the parameter \( \rho \) and, if \( \nu > 1 \), also on \( \nu \). The reason is that, for fixed number of data, the (sample) moments do not depend on the exponents, and therefore the exponents cannot be isolated from the moments. Indeed, in order to calculate the second sample moment \( \bar{t}^2 \) we can use that \( t^2 \) is also power-law distributed with exponent \( 1 + \rho/2 \) (and a multiplying constant \( B/2 \)) and we can apply in the same way the generalized central-limit theorem to get

\[ \sum_{i=1}^{N} t_i^2 \sim \left[ -\Gamma(\rho/2) \frac{B}{2} N \right]^{2/\rho}, \]  

(53)

and from here

\[ \tau^2 = B^{2/\rho} \sim \frac{\bar{t}^2}{N^{2/\rho-1}}. \]  

(54)

For higher order moments the results are analogous, and so we cannot isolate neither the exponent \( \nu \) nor \( \rho \) from here (for a fixed \( N \)).

Both forms of the scaling law, for \( \nu < 1 \) and for \( \nu > 1 \), can be tested from simulations. We generate double-power-law distributed values of \( t \) by the rejection method, first generating a
FIG. 2: (a) Probability densities for simulated double-power-law distributions, with parameters \( \nu = 1.2, 1 + \rho = 1.6, \) and \( m = 1, \) for different values of the scale parameter \( \tau. \) Two different values of \( N \) are used for each \( \tau, \) these are \( N = 10^5 \) and \( N = 10^6. \) (b) Same distributions after a semi-parametric rescaling of the axes, following Eq. [52]. The collapse of data indicates the fulfillment of the scaling law. The straight lines are power laws with exponents 1.2 and 1.6.

(simple) power law with exponent \( 1 + \rho \) for \( t > 1 \) and then rejecting the value of \( t \) if it yields a \( t^\epsilon/(k + t^\epsilon) \) smaller than a uniform random number \( u. \) This leads to a double-power-law distribution, with scale parameter \( \tau = k^{1/\epsilon} \) and with exponents \( \nu = 1 + \rho - \epsilon \) and \( 1 + \rho \) for small and large \( t, \) respectively (if \( \epsilon > 0, \) if not, the situation is reversed). Figure ?? shows an example for \( \nu > 1. \)
IV. SUMMARY

We have seen how scaling laws can arise in the waiting time or quiet time between extreme events. We consider two scenarios. The first one deals with point processes, for which events happen instantaneously in comparison with the waiting time between events. This corresponds to the slow time scale of driving in SOC systems. It is shown that scaling might arise as an attractive fixed point of a renormalization transformation, consisting of thinning of events below a threshold in size plus a rescaling of the time axis (so, it is considered that high enough thresholds lead to the fixed-point solution). For processes without correlations, the resulting scaling law contains an exponential scaling function (characteristic of a Poisson process) if the mean waiting time between the original events has a finite mean. In contrast, if the mean waiting time is infinite, a non-trivial scaling function arises, with a double-power-law behavior. Different forms of the scaling law are shown in terms of the probability \( p \) of surviving the thinning process, the mean waiting time for the renormalized events, or the distribution of events above size \( s \). The results are critically dependent on whether \( \langle t \rangle \) is finite or infinite. As a corollary, a slight change in the renormalization procedure (removing events deterministically instead of randomly) leads to a direct derivation of the law of large numbers and the generalized central-limit theorem (for the case of maximum asymmetry) \[18\].

The second scenario contemplates time series, and the variable of interest is the quiet time (the time the signal is below a threshold), representing again but in a different way the time between extreme events. In the SOC framework this would correspond to look at the system in the fast time scale inside the avalanches. In this case scaling laws might show up from the first-passage time of diffusion processes that model the signal, in the limit of high enough thresholds. The scaling law yields scaling functions different than the ones from point processes, with a decaying power law for short times (except for the shortest times) and a much faster decay for long times. Using the dependence of the moments of the distribution on the scale parameter and on the power-law exponent we can replace the latter ones in terms of the former ones and obtain a non-parametric scaling law, depending only on the moments. The particular equation for the scaling law depends on the value of the power-law exponent; in particular we have distinguished \( \nu < 1 \) (trivial scaling), \( 1 < \nu < 2 \), and \( 1 < \nu < 3 \). Finally, this result is generalized for the case in which the waiting-time
distribution does not decay fast enough for long times but slow enough in such a way that the mean waiting time becomes infinite. No non-parametric scaling is possible then and one obtains a semi-parametric scaling in which the dependence on the scale parameter can be substituted by the dependence on the sample moments, but the exponents cannot be replaced. Additionally, important lessons for the projection of extreme events are derived from the different scaling of the mean of the distribution and the scale of extreme events.
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VI. APPENDIX I: GENERALIZED CENTRAL LIMIT THEOREM FROM RENORMALIZATION

Remember that in the (generalized-) central-limit-theorem scenario one sums independent identically distributed random variables and then the sum is rescaled in order that the resulting distribution is comparable to the original distribution of the individual variables. We showed in subsec. II C that this is exactly the same problem one finds for the waiting time of extreme events when these happen in a deterministic way, being the $1/p$–th out of $1/p$ events an extreme event, and the rest, $1/p - 1$ events, being ordinary events, which are removed. In this way, the connection with a renormalization transformation is direct. Introducing $n = 1/p$, and assuming $n$ is a natural number, we know from subsec. II C that the cumulant generating function of the sum and rescaling of these $n$ random variables (in our case waiting times, but we put ourselves here in a more general context) transforms as

$$\mathcal{R}[\ln f(\omega)] = n \ln \tilde{f} \left( \frac{\omega}{n^r} \right),$$

(55)
i.e., suffers a simple scale transformation under this operation, where \( \ln \tilde{f}(\omega) \) is the cumulant generating function of the original random variables (which is the logarithm of the Laplace transform \( \tilde{f}(\omega) \) of the probability density \( f(t) \)). In subsec. [II C] we saw the fixed points of this transformation (i.e., the distributions which are stable under renormalization) and now we explore the attractiveness of these fixed points, which is what provides the content for the central limit theorem.

A. Existence of all moments

The simplest case corresponds to the common situation of an initial probability density whose moments exist and are finite (non-infinite). If the cumulant generating function exists, it is well know that its expansion will be

\[
\ln \tilde{f}(\omega) = -\langle t \rangle \omega + O(\omega),
\]

where \( O(\omega) \) refers to terms that are of higher order than linear in \( \omega \) (just expand by Taylor the exponential factor \( e^{-\omega t} \) in the Laplace transform, take the logarithm of the resulting series and expand again the logarithm). Applying the renormalization transformation to the expansion of \( \ln \tilde{f}(\omega) \) one gets

\[
\mathcal{R}[\ln \tilde{f}(\omega)] = n \left( -\langle t \rangle \frac{\omega}{n^r} + O(\omega/n^r) \right),
\]

and imposing linear rescaling, \( r = 1 \), leads, after successive iterations of the transformation (or, equivalently, after taking the limit \( n \to \infty \)) to

\[
\mathcal{R}[\cdots \mathcal{R}[\ln \tilde{f}(\omega)] \cdots] \to -\langle t \rangle \omega,
\]

where note that all non-linear terms vanish (we are assuming that \( \langle t \rangle > 0 \)). We already saw that this is the logarithm of the Laplace transform of a Dirac’s delta function, and therefore

\[
\mathcal{R}[\cdots \mathcal{R}[f(t)] \cdots] \to \delta(t - \langle t \rangle)
\]

(we use the same notation for the renormalization transformation operating over \( f(t) \), over its Laplace transform, or over the cumulant generating function). Although we are in the context of the central limit theorem, this trivially-looking result is nothing else than a weak version of the law of large numbers [43], perhaps the most fundamental result in
probability theory and statistics, ensuring that the arithmetic mean of a sample converges to the expected value of the distribution (if this expected value exists and is not infinite, and the same for the rest of the moments).

It is noteworthy that the equivalent of the law of large numbers when the number of variables that are added is not fixed but random, following a geometrical distribution, is the exponential distribution (as we saw in subsec. II A). On the other hand, if a fixed number of variables are summed but the mean is zero one obtains the classic central-limit result in the form of a Gaussian distribution, which is of no interest here, but see Ref. [37].

B. Power laws and power-law tails

The “non-trivial” case corresponds to a distribution $f(t)$ which is a power law, or at least that has a power-law upper tail. In the first case $f(t) = B/t^{1+\rho}$, for $t > m > 0$, with $\rho > 0$ and $B = \rho m^\rho$ (normalization condition). The Laplace transform of the density can be expressed in terms of the incomplete gamma function,

$$ \tilde{f}(\omega) = B \int_m^\infty e^{-\omega t} t^{-\rho-1} dt = B \omega^\rho \Gamma(-\rho, m\omega). $$

(60)

Using the expansion of this function (see 6.5.29 of Ref. [49]),

$$ \Gamma(\gamma, z) = \Gamma(\gamma) - z^\gamma \sum_{n=0}^{\infty} \frac{(-z)^n}{(\gamma + n)n!}, $$

(61)

valid for $\gamma \neq 0, -1, -2, -3\ldots$, we can write

$$ z^\rho \Gamma(-\rho, z) = z^\rho \Gamma(-\rho) - \sum_{n=0}^{\infty} \frac{(-z)^n}{(n-\rho)n!} $$

(62)

$$ = \frac{1}{\rho} \left[ \rho \Gamma(-\rho) z^\rho + \left( 1 + \frac{\rho z}{1-\rho} + O(z) \right) \right], $$

(63)

for $\rho \neq 0, 1, 2, \ldots$ From here, taking the logarithm, and using its expansion around $z = 1$,

$$ \ln [z^\rho \Gamma(-\rho, z)] = -\ln \rho + \rho \Gamma(-\rho) z^\rho + \frac{\rho z}{1-\rho} + O(z), $$

(64)

which we can substitute in the expression of $\ln \tilde{f}(\omega)$, from Eq. (60), so

$$ \ln \tilde{f}(\omega) = \ln \frac{B}{m^\rho} + \ln [m^\rho \omega^\rho \Gamma(-\rho, m\omega)] $$

(65)

$$ = \rho \Gamma(-\rho) m^\rho \omega^\rho + \frac{\rho m \omega}{1-\rho} + O(\omega), $$

(66)
where we have used that \( B = \rho_m \). Applying the renormalization transformation we arrive at

\[
\mathcal{R} [\ln \tilde{f}(\omega)] = n \ln \tilde{f}\left( \frac{\omega}{n^r} \right) = n \left( \rho \Gamma(-\rho) \frac{\omega^{\rho}}{n^r} + \frac{\rho m \omega / n^r}{1 - \rho} + \mathcal{O}(\omega/n^r) \right).
\]

(67) (68)

We can distinguish two situations here. On the one hand, if \( \rho > 1 \) in order to have a well-defined limiting distribution we need to take \( r = 1 \), which yields, in the same way as in the trivial case, the delta function corresponding to the law of large numbers,

\[
\mathcal{R} [\ldots \mathcal{R} [\ln \tilde{f}(\omega)] \ldots] \to -\frac{\rho m \omega}{\rho - 1},
\]

(69) so,

\[
\mathcal{R} [\ldots \mathcal{R} [f(t)] \ldots] \to \delta \left( t - \frac{\rho m}{\rho - 1} \right).
\]

(70)

Notice that for the power-law distribution with \( \rho > 1 \) the expected value is \( \langle t \rangle = \frac{\rho m}{\rho - 1} \), but the other moments can diverge and still the law of large numbers holds in this case.

On the other hand, a different situation corresponds to \( \rho < 1 \), and in order to have a well-defined limit we need to take \( r = 1/\rho \), and then

\[
\mathcal{R} [\ldots \mathcal{R} [\ln \tilde{f}(\omega)] \ldots] \to \rho \Gamma(-\rho) \frac{m^\rho \omega^\rho}{1 - \rho},
\]

(71) which corresponds to a Laplace transform given by \( \tilde{f}^*(\omega) = \exp(B \Gamma(-\rho) \omega^\rho) \). This yields Lévy-stable distributions with maximal asymmetry \[37]. As far as the author knows, the Laplace transform only can be inverted for \( \rho = 1/2 \), yielding the sometimes called Lévy-Smirnov distribution, Eq. \[27], with \( A = -B \Gamma(-1/2) = 2\sqrt{\pi}B \). For general values of \( \rho \) (in the range \((0, 1)\)) it can be shown that the limiting distribution behaves, for large \( t \) as \( f^*(t) \propto 1/t^{1+\rho} \). So, when power-law distributed variables, with exponent \( 1 + 1/r < 2 \), are summed, the way to rescale them is not by the number of terms \( n \) but by \( n^r \). With this “strange” average we get convergence to a Lévy stable distribution, but not to a Dirac’s delta distribution, so, no generalized form of the law of large numbers holds. Rather, this result is considered to belong to the generalized central-limit theorem, although one is not dealing with the center of the distribution.

In the second “non-trivial” case we have a distribution which asymptotically (for large \( t \)) is a power law, \( f(t) \sim B/t^{1+\rho} \), with \( B \) not necessarily equal to \( \rho m^\rho \). Still it is possible to
use the expansion of the Laplace transform of $f(t)$, which is
\[ \tilde{f}(\omega) = B\Gamma(-\rho)\omega^\rho + \sum_{n=0}^{\infty} a_n (-\omega)^n \frac{n!}{n!}, \]
(72)
see 4.6.23 of Ref. [50]. As $a_0 = 1$ then, taking the logarithm,
\[ \ln \tilde{f}(\omega) = B\Gamma(-\rho)\omega^\rho - a_1 \omega + O(\omega), \]
(73)
and therefore we are in the same situation as for the pure power-law case, Eq. (66). The convergence is towards $f^*(t) = \delta(t - a_1)$ if $\rho > 1$ (so, the law of large numbers holds) and towards $\tilde{f}^*(\omega) = \exp(-A\omega^\rho)$ if $\rho < 1$, with $A = -B\Gamma(-\rho)$ (notice that $A > 0$ and that the scale parameter of $f^*(t)$ is $A^{1/\rho}$). This justifies the non-linear rescaling of the sum of $n$ random variables, so the sum “goes” as $(An)^{1/\rho}$ but it is broadly distributed. In other words, $\sum t_i/n^n$ follows a Lévy-stable distribution (with maximal asymmetry) with scale parameter $[-\Gamma(\rho)B]^{1/\rho}$.

VII. APPENDIX II: QUIET TIME OF A BROWNIAN SIGNAL

In order to understand how scaling can show up in the times a time series is below a threshold, let us consider that the signal is given by the position of a Brownian particle diffusing between two absorbing boundaries. The particle starts below but very close to the threshold, which is an absorbing boundary (assuming it had just crossed the threshold from above), and yields a quiet time if it reaches the threshold; on the contrary, if it reaches the zero-value intensity, the process (the SOC avalanche) dies out and no quiet time is computed. The quiet times generated in this way define a renewal process, in which the distribution of quiet times completely describes the process. A description of quiet times in the most complete framework would involve the use of copulas [51].

The first step is the solution of the diffusion equation, $\frac{\partial C}{\partial t} = D \frac{\partial^2 C}{\partial x^2}$, with $D$ the diffusion coefficient. For simplicity we take the $x$–axis in such a way that the intensity threshold corresponds to $x = 0$, whereas the other absorbing boundary, at zero intensity, corresponds to $x = L$ (in this way, increasing intensity corresponds to decreasing $x$). In any case, $L$ is the separation between the threshold and the zero-intensity absorbing boundary. It is well known [38, 52] that the solution to this diffusion problem is given by
\[ C(x, t) = \sum_{n=1}^{\infty} A_n \sin \frac{n\pi x}{L} e^{-\left(\frac{n\pi}{L}\right)^2 D t} \]
(74)
with \( A_n = \frac{2}{L} \int_0^L C(x, 0) \sin \frac{n\pi x}{L} dx \) and \( n = 1, 2, \ldots \) etc. The absorbing boundary conditions are represented by \( C(0, t) = C(L, t) = 0 \).

In this case the quiet time turns out to be just the first-passage at \( x = 0 \). If the concentration \( C(x, t) \) is normalized to 1 in \( t = 0 \), the probability that the first-passage time is larger than a value \( t \) is

\[
S(t) = \int_0^L C(x, t) dx,
\]

which corresponds to the fraction of Brownian particles that have not left the system, and therefore, the probability density of the first-passage time is

\[
f(t) = -\frac{dS(t)}{dt} = -\int_0^L \frac{\partial C(x, t)}{\partial t} dx = J(L, t) - J(0, t)
\]

where \( J(x, t) = -D \frac{\partial C}{\partial x} \) is the flow of particles. This \( f(t) \) is the probability density of the first passage time to any of the two boundaries. The quiet-time distribution will be given by the out-flow of particles at \( x = 0 \) \[38\], which is then

\[
f_L(t) = -J(0, t) = D \left. \frac{\partial C(x, t)}{\partial x} \right|_{x=0} = \frac{\pi D}{L} \sum_{n=1}^{\infty} n A_n e^{-t/\tau_n}
\]

with the characteristic times \( \tau_n = \frac{L^2}{\pi^2 D n^2} \). The subindex \( L \) in the density indicates the dependence with \( L \), not the position of the boundary. Note that this distribution is not normalized, due to the out-flow of particles at the other boundary (the normalization factor is explained in Ref. \[38\], but it is not relevant for our purposes).

The behavior of the quiet-time density is obtained immediately in the limit of very large times, by the largest time scale \( \tau_1 \), so

\[
f_L(t) \simeq \frac{\pi D A_1}{L} e^{-t/\tau_1}
\]

for \( t \gg \tau_1 \), taking into account also the value of the constants \( A_n \), which we will see do not alter this limiting behavior. For this we need a precise initial condition; in our case this is \( C(x, 0) = \delta(x - x_0) \), with \( \delta \) de Dirac’s delta function and \( x_0 \) the initial position, very close to the boundary at \( x = 0 \) and fulfilling therefore \( x_0 \ll L \). Substituting in \( A_n \),

\[
A_n = \frac{2}{L} \sin \frac{n\pi x_0}{L} ,
\]

from which it is immediate that \( n A_n e^{-t n^2/\tau_1} \) for \( n = 1 \) is greater than any other term if \( t \gg \tau_1 \). The fact that, in this limit, the term with \( n = 1 \) is greater than the sum of the rest is made clear below.
Coming back to the quiet-time density for all times, we get, substituting the expression for $A_n$ given by the initial condition,

$$f_L(t) = \frac{2\pi D}{L^2} \sum_{n=1}^{\infty} n \sin \frac{n\pi x_0}{L} e^{-n^2t/\tau_1} \simeq$$

$$\simeq \frac{2}{\pi \tau_1} \int_1^{\infty} dnn \sin(n\pi \ell) e^{-n^2t/\tau_1},$$

where we have approximated the sum by an integral and have introduced the rescaled distance of the initial position to the threshold, $\ell = x_0/L$, which verifies $\ell \ll 1$.

As functions of $n$, the scale of the sinus is given by $1/\ell$ and the scale of the Gaussian factor by $\sqrt{\tau_1/t}$. Then, at intermediate times, large enough such that $\sqrt{\tau_1/t} \ll 1/\ell$ but small enough to keep $t \ll \tau_1$ the variation of the Gaussian factor is much faster than that of the sinus and we can approximate the later as $\sin(n\pi \ell) \simeq n\pi \ell$, and the resulting integral can be straightforwardly solved, yielding,

$$f_L(t) \simeq \frac{2\ell}{\tau_1} \int_1^{\infty} dnn^2 e^{-n^2t/\tau_1} =$$

$$= \frac{\ell}{\tau_1} \left( \frac{\tau_1}{t} \right)^{3/2} \int_{t/\tau_1}^{\infty} du \sqrt{u} e^{-u} = \frac{\sqrt{\pi} \ell}{2\tau_1} \left( \frac{\tau_1}{t} \right)^{3/2}$$

with the change $n = \sqrt{\tau_1u/t}$ and recognizing the gamma function of $3/2$, which is $\Gamma(3/2) = \sqrt{\pi}/2$. We repeat that this is valid in the range $\ell^2\tau_1 \ll t \ll \tau_1$.

In the same way, we can go back to the case $t \gg \tau_1$ and compare the first term, $n = 1$, with the sum of the rest, to see that

$$\frac{2\ell}{\tau_1} e^{-t/\tau_1} \gg \frac{\ell}{\tau_1} \left( \frac{\tau_1}{t} \right)^{3/2} \Gamma(3/2, 2^2t/\tau_1) \sim \frac{2\ell}{t} e^{-4t/\tau_1},$$

using the incomplete gamma function, $\Gamma(\gamma, z) = \int_{z}^{\infty} y^{\gamma-1} e^{-y} dy$ and its asymptotic behavior $\Gamma(\gamma, z) \sim z^{\gamma-1} e^{-z}$ when $z \to \infty$. Finally, at very short times $\sqrt{t/\tau_1} \ll \ell$, the variation of the sinus is very fast compared with the Gaussian factor and then the integral vanishes, approximately, so

$$f_L(t) \simeq \frac{1}{\tau_1} \int_1^{\infty} dn \sin(n\pi \ell) \cdot \text{constant} \simeq 0.$$
Summarizing,

\[
f_L(t) \simeq \begin{cases} 
0 & \text{for } t \ll \ell^2 \tau_1 = \frac{x_0^2}{\pi^2 D} \\
\sqrt{\frac{\pi t}{2 \tau_1}} \left( \frac{\tau_1}{t} \right)^{3/2} & \text{for } \frac{x_0^2}{\pi^2 D} \ll t \ll \tau_1 = \frac{L^2}{\pi^2 D} \\
\frac{2t}{\tau_1} e^{-t/\tau_1} & \text{for } t \gg \tau_1
\end{cases}
\] (86)

where we can identify a simple scaling form. Nevertheless, as \( \ell = x_0/L = x_0/\sqrt{\pi^2 D \tau_1} = \sqrt{m/\tau_1} \), with \( m = x_0^2/(\pi^2 D) \) the minimum waiting time (below it, the density is zero), the scaling law turns out to be

\[
f_L(t) \simeq \sqrt{\frac{m}{\tau_1^3}} G \left( \frac{t}{\tau_1} \right),
\] (87)

for \( t \gg m \), with \( m \) fixed, or in terms of the threshold value \( L \),

\[
f_L(t) \simeq \frac{\sqrt{D^3 m}}{L^3} G \left( \frac{D t}{L^2} \right).
\] (88)

where the scaling function \( G \) absorbs missing multiplicative constants. The scaling function in Eq. (86) can be further approximated to give, in this particular case,

\[
f_L(t) \simeq \frac{\sqrt{\pi}}{4} + \left( \frac{t}{\tau_1} \right)^{3/2} \left( 2 \sqrt{\frac{m}{\tau_1^3}} \right) e^{-t/\tau_1},
\] (89)

for \( t > m \). This function has the right asymptotic behavior for all temporal ranges, although other “fits” are possible. This simple model justifies the scaling ansatz for the quiet time distributions.
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