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Abstract

The Atlantic Meridional Overturning Circulation (AMOC) is an important component of the climate system, however its sensitivity to the terrestrial biosphere has been largely overlooked. Here the HadCM3 coupled climate model is run for millennial timescales to investigate the feedbacks between vegetation and the AMOC at increasing CO₂. The impact of agricultural conversion (termed land-use change; LUC) and the role of the simulated 'background' vegetation (termed land cover change; LCC) are investigated. LUC cools climate in regions of high crop fraction due to increased albedo. LCC is shown to evolve at higher CO₂, with a northward migration of the tree line in the Northern Hemisphere and dieback of the Amazon. This generally acts to enhance the impact of climate change primarily due to albedo changes. Density in the Greenland-Iceland-Norwegian (GIN) Seas is crucial in driving the AMOC. Increasing CO₂ decreases regional sea surface density, reducing convection and weakening the AMOC. The inclusion of LCC is shown to be responsible for a significant proportion of this weakening; reflecting the amplification effect it has on climate change. This acts to decrease the surface density in the GIN Seas. At elevated CO₂ (1400 ppm) the inclusion of dynamic vegetation is shown to drive a reduction in AMOC strength from 6 to 20%. Despite the cooling effect of LUC, the impact on the AMOC is shown to be small reflecting minimal impact it has on GIN Sea density. These results indicate the importance of including dynamic vegetation in future AMOC studies using HadCM3, but LUC may be insignificant. In the context of other climate models however, the importance of vegetation is likely to be overshadowed by other systemic model biases.

1 Introduction

The Atlantic Meridional Overturning Circulation (AMOC) has a significant impact on regional and global climate. However there remains considerable uncertainty between models regarding its response to future climate changes. Determining its sensitivity to a range of model variables is crucial in order to understand the mechanisms that dictate AMOC strength and variability, and how they may respond to a changing climate.

Past work has focused predominantly on how the strength of the AMOC may be influenced by increasing CO₂. Many of these have shown that an increase in CO₂ and consequent warming in key sites of convection such as the Greenland-Iceland-Norwegian (GIN) Seas and/or Labrador Sea would reduce the surface density of water via changes in freshwater flux and/or surface heat loss and consequently weaken the AMOC (e.g. Gregory et al. 2005; Swingedouw et al. 2007; Thorpe et al. 2001; Dixon et al. 1999; Mikolajewicz and Voss 2000; Bakker et al. 2016; Armstrong et al. 2017).

There remain a number of research areas that have been largely excluded from past AMOC studies. One such example is the sensitivity of the AMOC to the terrestrial biosphere, such as the distribution of vegetation used in climate models. Vegetation alters the land surface structure and impacts biogeophysical processes including albedo, moisture fluxes and leaf-area index (LAI). This consequently influences the surface energy balance, the partitioning of latent and sensible heat and shortwave radiation reaching the surface (Bala et al. 2007; Boisier et al. 2012; Brovkin et al. 2009; Pielke et al. 2002). Such changes might have an influence on the AMOC.

The distribution and physiology of natural vegetation is expected to change with increasing concentrations of...
CO₂, with northward migration of the treeline and possible spread of deciduous woodland in place of needleleaf. Mapping such changes in climate models employs the use of a dynamic global vegetation model (DGVM), which simulates vegetation depending on a range of parameters including temperature, water and carbon. These changes consequently alter the biogeophysical fluxes from the land surface, generating a range of positive or negative feedbacks that can act to either attenuate or amplify climate change depending on the location. This shift in vegetation distribution is referred to here as land-cover change (LCC).

Simulating crops in place of ‘natural’ vegetation in a climate model has also been shown to impact regional and global climate (Armstrong et al. 2016; Bathiany et al. 2010; Bonan 2001; Claussen et al. 2001; Ge 2010), a process here termed land-use change (LUC). The response of the climate to LUC varies depending on the spatial scale and the latitude at which it occurs, with tropical LUC shown to drive a warming impact and temperate LUC potentially causing a regional cooling effect (Bathiany et al. 2010; Claussen et al. 2001; Snyder et al. 2004).

Past studies that have investigated the feedbacks between vegetation and the AMOC have primarily focused on the way in which large-scale AMOC changes influence vegetation distribution. These include potential abrupt shifts following the Dansgaard–Oeschger (D-O) and Heinrich (HE) events, which have been hypothesised to be driven by rapid AMOC fluctuations (Allen et al. 1999; Fletcher et al. 2010; Grimm et al. 2006; Woillez et al. 2004). However there has been less of a focus on how sensitive the AMOC is to LUC and LCC and how this may change at higher CO₂. Despite the potentially important role vegetation plays in the climate system it is commonly kept static in climate modelling studies, such as those included in the CMIP3 and CMIP5 experiments (Jiang et al. 2011). It is therefore important to better constrain if and to what extent the AMOC is sensitive to LCC and LUC at increasing CO₂, in order to gain an understanding of the importance of including dynamic vegetation and/or crops when simulating the AMOC.

This study aims to answer this question in the context of increasing concentrations of CO₂ using millennial simulations of the HadCM3 coupled climate model. Simulations are run at four quasi-equilibrium CO₂ concentrations and coupled with the DGVM TRIFFID, different LCC distributions and a crop mask (LUC). Section 2 outlines the model and methods, Sect. 3 gives an overview of the model climatology and the impact of CO₂, LUC and LCC on the GIN Seas region. Section 4 investigates the impact of CO₂, LUC and LCC on the AMOC, and Sect. 5 examines the impact of the AMOC on LCC. A discussion and summary is given in Sect. 6.

2 Methods

2.1 The HadCM3 model

The Hadley Centre model version 3 (HadCM3) is a coupled climate model consisting of a dynamical atmosphere model (HadAM3, Pope et al. 2000) and ocean model (HadCOM3, Gordon et al. 2000). Despite the relatively old age of HadCM3, the model has been shown to produce an accurate representation of different climate variables (Flato et al. 2013; Valdes et al. 2017). A key advantage of the model is that it is computationally fast, which permits long (i.e. millennial) scale simulations beneficial for investigating modes of internal variability. A detailed description of the version of HadCM3 used in this study, and an overview of minor bug fixes from the original model code are given in Valdes et al. (2017).

In this study HadCM3 incorporates the land-surface scheme MOSES version 2.1 (Met Office Surface Exchange Scheme version 2.1) (Essery et al. 2003; Valdes et al. 2017). MOSES models the fluxes of energy and water, including the physiological processes of transpiration, respiration and photosynthesis. It is coupled with the DGVM TRIFFID, and simulates the fractional coverage of nine different surface types on a sub-grid scale. These include five plant functional types (PFTs): broadleaf trees, needleleaf trees, shrubs, C3 (temperate) grasses and C4 (tropical) grasses, and four non-vegetated types: urban, inland water, bare soil, and ice. Excluding ice type, each land-surface gridbox can be made up of any mixture of the other eight surface types.

Each of the PFTs has a different value for a range of phenological characteristics including LAI, albedo and maximum canopy interception. The PFT therefore plays a crucial role in TRIFFID, not only determining the structural characteristics of each grid box, but also the ecological processes that occur (i.e. rooting depth, stomatal conductance, LAI, etc.). They are simulated dynamically by TRIFFID based on a competitive hierarchy, where trees displace shrubs that in turn displace grasses (i.e. trees > shrubs > grasses). TRIFFID produces the vegetation coverage, canopy height and LAI according to the net carbon fluxes that are simulated by MOSES. The surface energy balance is explicitly solved in each gridbox, with the fraction of a surface type determining how much that type contributes to the overall land gridbox surface properties.

In Valdes et al. (2017), HadCM3 is shown to represent key components of the climate accurately and remains competitive to other, more modern, climate models (see their Fig. 2). There are however a number of drawbacks that might impact the simulation of the AMOC. Firstly
AMOC peak flow is at 800 m depth in HadCM3 (see Fig. 8 in Valdes et al. 2017), shallower than the 1000 m observed by the RAPID Array (Smeed et al. 2015). In the oceans, limits to resolution impact some oceanic overflow channels such as those in the North Atlantic region, resulting in an artificial deepening of the Greenland-Scotland Ridge and Denmark Straits (Roberts et al. 1996; Gordon et al. 2000) and closure of the Canadian Archipelago. There is no net volume transport through the Bering Straits, which is not consistent with observations and may influence the AMOC (Hu and Meehl 2005; Cattle and Cresswell 2000). Finally a weaker than observed wind stress might impact Gyre formation in the North Atlantic (Gordon et al. 2000).

### 2.2 Experimental set-up

This study is based on 10, 2000 year simulations of HadCM3, split into three groups; ‘base’, ‘LUC’ and ‘noLCC’ (Table 1). The base simulations are quasi-equilibrium model runs with dynamic TRIFFID at four CO2 concentrations; 350, 700, 1050 and 1400 ppm. The 1400 ppm scenario is approximate to that estimated by the year 2150 under the IPCC representative concentration pathway (RCP) 8.5 (Meinshausen et al. 2011), the most extreme emissions trajectory forecast by the IPCC. We will refer to these experiments as 1x, 2x, 3x and 4x respectively.

TRIFFID does not incorporate a dynamic LUC element, so global LUC is simulated using a crop/pasture mask originally from the study of (Betts et al. 2007) and shown in Fig. 1. This replaces simulated natural vegetation with C3 and C4 grasses or bare soil, representing crop and pasture values for the year 1990 derived by Ramankutty and Foley (1999) and (Goldewijk 2001) respectively. This mask does not vary with time and is kept constant for each CO2 concentration. Although this is a relatively simplistic approach, it permits direct comparison of the LUC runs. Simulations were run at the same four CO2 concentrations and are hereon labelled 1xLU, 2xLU, 3xLU and 4xLU.

In order to investigate the impact of excluding a dynamic LCC component in the model, two further simulations were run with altered ‘natural’ vegetation distribution, here termed 1x_4xVEG and 4x_1xVEG. The dominant PFTs simulated by TRIFFID at the end of the 1x and 4x simulations are shown in Fig. 2. Increasing concentrations of CO2 drive a significant change in vegetation distribution, in response to four factors; available carbon, moisture, temperature and atmospheric CO2 (Cox 2001). Changes include a northward shift in the tree line across northern Eurasia and North America, a change from deciduous forest to grassland in Africa and grass to bare soil in Australia, and a dramatic die-back of the Amazon region as first identified in (Betts et al. 2004). For the noLCC simulations the background vegetation has been switched; with the 1x_4xVEG simulation being run at 1x CO2 but with the 4x CO2 vegetation distribution as shown in Fig. 2. The opposite is the case for the 4x_1xVEG simulation. In both cases, TRIFFID has been switched off to stop vegetation reverting back to its ‘natural’ state.

For all simulations, analysis is conducted on the final 1000 years in order to allow for a 1000-year spin up of the deep ocean. In order to highlight the equilibrium state of the simulations, Fig. 3 shows the timeseries of the AMOC index (MOI; mean AMOC strength between 40 and 50°N at 800 m). The base and noLCC simulations appear to have reached a quasi-equilibrium state after 1000 years, however a small trend remains in the 2xLU, 3xLU and 4xLU simulations. In order to remove the slight climate drift, the
climate variables, including the streamfunction and MOI as shown in Fig. 3, have subsequently been detrended by subtracting a linear least squares fit.

The moving block bootstrap technique (Wilks 1997) has been used to calculate statistical significance; with a 95% confidence limit applied using the bootstrap percentile method (Hall 1988).

3 The climatology of HadCM3

Figure 4 shows the model climatologies and anomalies for four variables key for the base, LUC and noLCC simulations. The simulations used to calculate the anomalies are shown in each panel and outlined in Table 1.

Higher CO2 is associated with an increase in SATs with warming focused over land and in the Arctic region, likely a response to the ice-albedo feedback (e.g. Manabe and Stouffer 1980). Precipitation changes are more complex with a broad intensification and a northward shift in the ITCZ. Sea-surface temperatures increase with almost total global coverage with enhanced warming in around the Northern extra tropics and a region to the north of Scandinavia. The mixed layer depth, a key metric in determining the level of convection, shows the deepest region of overturning in the GIN Seas region of up to 250 m at 1x, which shallows by up to 90 m at 4x.

The impact of LUC in HadCM3 is discussed in detail in the study of Armstrong et al. (2016). LUC acts to cool regional climate in areas of high crop fraction, a response to an increase in surface albedo due to replacement of predominantly trees with grasses. Annual global cooling is on the order of −0.31 °C, −0.31 °C, −0.29 °C and −0.26 °C for 1x to 4x CO2. The seasonal and regional impacts are greater, increasing to −1.43 °C for European summers (see Armstrong et al. 2016 for detailed analysis). There is a small increase in precipitation in regions of cooling likely due to an increase in relative humidity, and a decrease across India that may be a response to a negative feedback with the monsoon hydrological cycle (Singarayer et al. 2009; Singarayer and Davies-Barnard 2012). The impact on the oceans is smaller, with a slight decrease in SSTs predominantly focused in the Northern Hemisphere and only minimal impact to the MLD, which shows a slight deepening at 1x but shallowing at higher CO2.

The 4x_1xVEG-4x plots show the anomaly when using a 1x vegetation distribution (as shown in Fig. 2) but run at a 4x CO2 concentration, i.e. the climate impact of not including a dynamic LCC component that is altered by CO2. There is a cooling across much of the Northern Hemisphere, likely
Fig. 4 Mean annual climatology at 1x CO₂ (left central map) and anomalies due to CO₂ in the central panels, LUC (i.e. the conversion of natural vegetation to crops) in the lower panels and noLCC in the top panels. Surface air temperatures (SATs), sea surface temperatures (SSTs), the mixed layer depth (MLD) and precipitation are shown clockwise from top left. Only anomalies that are considered 95% confident are shown.
due to an increase in albedo from the replacement of forest with shrubs and grasses (see Fig. 2). This cooling may act to reduce relative humidity and so decrease regional precipitation and shift the ITCZ southward in the Atlantic region. The re-introduction of deciduous forest in the Amazon drives a cooling, likely a response to increased evaporation, precipitation, and consequently latent cooling. The cooling impact is also present across the oceans, with a deepening in the MLD of up to 50 m in areas of the GIN Sea. The anomaly pattern for the 1x_4xVEG simulations shows a broadly opposing pattern of change. These anomalies indicate that the dynamic evolution of vegetation with increasing CO₂ specifically the shift in vegetation distribution, significantly impacts climate; acting to amplify warming at higher latitudes likely due to albedo changes, whilst attenuating warming in some regions across the tropics due to both albedo and changes in the hydrological cycle.

3.1 The impact on the GIN seas

Previous studies using HadCM3 (Jackson and Vellinga 2013; Hawkins and Sutton 2007; Vellinga and Wu 2004; Armstrong et al. 2017) have identified that density in the GIN Seas region is crucial in determining the strength and variability of the AMOC. Depth profiles for the region (Fig. 5) demonstrate that fresher, cooler and less dense waters overlie saltier, warmer and denser water. This is likely to reflect cold southerly flow from the East Greenland Current (EGC) sitting above warm north-easterly flow from the North Atlantic Current (NAC). Increasing CO₂ acts to increase temperature throughout the water column, whilst a decrease in surface salinity is contrasted by an increase in the subsurface. These salinity changes might be due to increased precipitation in the Arctic region and so a fresher EGC, whilst there is a saltier inflow via the NAC. These changes show that CO₂ acts to decrease density in the water column and increase stratification.

Both LUC and noLCC are shown to alter the GIN Sea profiles. The anomaly at 4x_1xVEG-4x shows a decrease in potential temperatures of up to 0.7 °C to approximately 1300 m. The anomaly is greater in surface waters; possibly due to the large cooling across the Arctic at 4x_1xVEG that forms this water mass. The anomaly in the full temperature depth profile indicates a decrease in stratification in the GIN Seas. The impact on salinity is minimal at the surface but increases at depth, which in contrast to temperature indicates an increase in stratification. Overall there is an increase in density in the GIN Sea water profile, and despite the conflicting changes in salinity and temperature, a decrease in stratification throughout the whole water column, with a change in density of 2.28 kg m⁻² for 4x compared to 2.15 kg m⁻² for 4 × 1xVEG. The decrease in stratification in the top

Fig. 5 Mean depth profiles for potential temperature, salinity and density in the GIN seas for all simulations. The top panels show the full depth profile and the bottom panels the top 200 m. The GIN Seas region is defined as 60.625°N–79.375°N; 15°W–10°E
200 m is smaller albeit still present, with a change in density of 1.29 kg m$^{-2}$ for 4x decreasing to 1.27 kg m$^{-2}$ for the 4 $\times$ 1xVEG simulation.

The anomaly at 1x_4xVEG-1x shows an increase in temperature, a decrease in salinity at the surface and increase at depth, resulting in a decrease in density and increase in stratification. This is indicated by a change in density of 1.30 kg m$^{-2}$ for 1x, which increases to 1.49 kg m$^{-2}$ for 1 $\times$ 4xVEG across the 2000 m water column. In the top 200 m, the density change is 0.78 kg m$^{-2}$ for 1x, which increases to 0.96 kg m$^{-2}$ for 1 $\times$ 4xVeg.

The impact of the crop mask is more complex. It acts to cool the water column for all concentrations of CO$_2$, with a greater impact in surface waters at high CO$_2$ concentrations. Despite a smaller cooling impact at 1x CO$_2$ there is an apparent reduction in stratification of the water column that is not apparent at higher CO$_2$. Salinity anomalies show more of a complex pattern depending on the CO$_2$ concentration. At 1x there is an increase in salinity in surface waters and an opposing pattern seen at depth, again reflecting a decrease in stratification. In contrast, the anomaly at 2x, 3x and 4x shows a decrease in surface salinity that extends throughout the water column, particularly at 2x and 4x.

The driver behind the conflicting pattern LUC has on salinity depending on the CO$_2$ concentration remains uncertain. Maps showing the anomalies in the precipitation/evaporation balance in the Arctic and subtropical gyre (not shown) show no significant change for the LUC simulations compared to the base runs. Instead, changes in sea-ice and surface run-off may play a role, although it remains uncertain as to their relative importance. There is a positive anomaly in surface run-off over much of Western Europe due to LUC (Fig. 9), which may impact GIN Sea salinity. A salinity budget analysis would help clarify the differing roles of such inputs, however this was not possible in this study due to limitations in model output. For 1xLU, cooler and more saline conditions act to slightly increase density and decrease stratification in the water column. For 2xLU and 4xLU however, the potential for cooler temperatures to increase density are likely reversed by the apparent decrease in salinity, resulting in a small reduction in density particularly in surface waters, whilst the density anomaly at 3xLU is negligible. This conflicting pattern of temperature and salinity highlights the complex nature by which density is determined in the GIN Sea.

4 The sensitivity of the AMOC to CO$_2$ and vegetation

The impact of CO$_2$, LUC and noLCC on the strength and structure of the AMOC is shown in Figs. 6 and 7. Figure 6 shows the anomalies for the AMOC streamfunction and Fig. 7 a scatter plot of the mean strength and standard deviation of the AMOC MOI (see Fig. 3 for timeseries).

At 1x CO$_2$ the AMOC has a mean annual strength of 16.6 Sv (1 Sv = 10$^6$/m$^3$s$^{-1}$) and standard deviation of 1.1 Sv. The strength compares favourably to the 16.9 Sv determined from the RAPID-MOCHA array (16.9 Sv) (Smeed et al. 2015), however it exhibits weaker variability (4.4 Sv) and is too shallow (see Sect. 2).

4.1 The impact of CO$_2$ on the AMOC

The impact of CO$_2$ on the strength of the AMOC has been discussed in numerous past studies and is commonly linked to a reduction in density regions of convection driven by a change in the freshwater flux and/or surface heat loss (Dixon et al. 1999; Mikolajewicz and Voss 2000; e.g.; Thorpe et al. 2001; Gregory et al. 2005; Swingedouw et al. 2007).

The response of the AMOC to higher CO$_2$ in HadCM3 has been discussed in a number of past studies (Armstrong et al. 2017; Thorpe et al. 2001; Thorpe 2005). The AMOC weakens and shallows up to a maximum of 5.0 Sv (30.2%), 4.95 Sv (29.8%) and 5.6 Sv (34%) in the North Atlantic Deep Water (NADW) cell at 2x, 3x and 4x CO$_2$ respectively (Fig. 6). This is likely a response to the decrease in density as shown in Fig. 5. Thorpe et al. (2001) and Thorpe (2005) used HadCM3 to investigate CO$_2$-induced weakening of the AMOC and concluded that temperature is a more prominent driver than salinity in reducing density in the GIN Seas, accounting for 60% of AMOC weakening.

4.2 The Impact of LUC and LCC on the AMOC

The AMOC anomaly for 4x_1xVEG (i.e. the anomaly due to the exclusion of LCC) shows an increase in the strength of the AMOC on the order of 4.51 Sv in the NADW cell and approximately 0.43 Sv in the Antarctic Bottom Water (AABW) cell (Fig. 6). The mean AMOC MOI, which is an average value between 40°–50°N at a depth of 800 m, has increased by 2.01 Sv (or +15.06%), resulting in a stronger mean MOI than that for the base 3x CO$_2$ simulation (Fig. 7). This shows that the inclusion of a dynamic vegetation scheme in a model (i.e. for the 4x simulation) acts to decrease the strength of the AMOC at higher CO$_2$. Indeed there is a 21% weakening in the AMOC MOI between the 1x and 4x simulations, likely predominantly due to warming as shown in Fig. 5, which is reduced to 6% when vegetation cannot dynamically evolve. There is a subsequent deepening in the NADW cell as shown in Fig. 6. This enhancement is focused in the region of greatest downwelling at approximately 50°N reflecting an increase in GIN Sea density (Fig. 5), deepening in the thermocline and expansion of the mixed layer depth (Fig. 4).
In contrast, at 1x_4xVEG there is a basin-wide decline in AMOC strength of up to 1.13 Sv in the NADW cell and a reduction in the mean MOI by 0.85 Sv (or − 5.67%). The AMOC is also shown to shallow (Fig. 6) although there is no apparent weakening in the AABW cell. This weakening is likely to reflect the decrease in density in the water column (Fig. 5), which shallows the mixed layer depth (Fig. 4).

LUC has a small impact on the strength of the AMOC compared to LCC, likely reflecting the smaller impact that LUC has on the depth profiles of density in the GIN Seas (Fig. 5). At 1x, LUC acts to increase the strength of the MOI by 0.30 Sv (or + 1.95%), and weaken the MOI at 2x, 3x, and 4x by −0.81 Sv (− 5.45%), −0.17 (− 1.20%), − 0.27 (− 2.21%) respectively. However when applying 95% confidence to the AMOC streamfunctions (not shown), there appears to be no statistically significant change in the strength of the AMOC with LUC.

**Fig. 6** The mean AMOC streamfunction (Sv) at 1x CO₂ (central top panel) and the anomalies at increasing CO₂ concentrations from top to bottom. The base simulations are shown in the central panels, LUC in the left panels and noLCC in the right panels. Anomalies are calculated from the final 1000 years of each simulation.

**Fig. 7** Scatter plot showing the mean strength and standard deviation (Sv) of the AMOC MOI for the base, LUC and noLCC simulations. The concentration of CO₂ is shown on the x-axis. The MOI is defined as the mean strength of the AMOC between 40-50°N at 800 m for the final 1000 years of each simulation.
The contrasting pattern and weaker impact of the crop mask may reflect two factors; at 1x CO₂ the GIN Seas temperature and salinity anomalies are small and so there is only a small increase in GIN Seas density. At 2x, 3x, and 4x CO₂ concentrations, the cooling impact of crops is countered by a decrease in salinity so the impact on GIN Seas density is again small.

The study of Armstrong et al. (2017) highlighted the importance of convection in determining the strength of the AMOC in HadCM3. Figure 8 shows the Brunt-Väisälä (BV) frequency anomalies averaged over the top 666 m for the base and vegetation simulations. High values indicate a greater density gradient, a more stable water column and so reduced convection. The degree of stability in the GIN Seas region increases at higher CO₂, reflecting a more stratified water column and so reduced convection. At 4x_1xVEG there is a predominant negative anomaly across the GIN Seas indicating an increase in convection, potentially linked to a stronger AMOC. This highlights the decrease in stratification in the top 666 m of the water column as shown in Fig. 5, which is likely to be predominantly driven by the decrease in temperatures as salinity shows a contrasting response. In the central part of the basin however there is an area of positive BV frequency that correlates to a region of shallowing in the MLD in Fig. 4. This may indicate a potential southward shift in the position of greatest downwelling at 4x_1xVEG. There is negligible change in GIN Seas stability with the addition of the crop mask.

The apparent sensitivity of the AMOC to LCC indicates that the CO₂ induced shift in vegetation contributes to the decline in the strength of the AMOC in HadCM3. This is likely to be predominantly driven by the indirect biogeophysical impacts of LCC, such as albedo, on temperature. Dynamic vegetation therefore acts to enhance AMOC decline to a greater extent than if vegetation was static and not able to evolve. The inclusion of LUC however has a minimal impact on AMOC strength. This has implications for future research that investigates AMOC sensitivity in HadCM3; highlighting the importance of including a dynamic vegetation scheme. Furthermore this may have implications for other models investigating the AMOC that are included in CMIP6 that have previously not incorporated a DGVM. This will be discussed in more detail in the discussion.

As we have discussed, temperature may be the predominant driver of the changes in AMOC strength that we see for the noLCC simulations. However, for the LUC simulations, salinity may play a more prominent role and may either attenuate or amplifying temperature anomalies. This in part may be influenced by changes in surface runoff (Fig. 9). The LUC runoff anomaly shows an increase in surface runoff focused in regions of significant

Fig. 8 Brunt-Väisälä (or buoyancy) frequency in the GIN seas for the top 666 m at 1x CO₂ (middle left panel) and anomalies due to increasing CO₂ at 2x, 3x and 4x (middle panels), LUC (bottom panels) and noLCC (top panels). The simulations used to calculate each plot is shown in each panel. High values indicate a more stable water column and thus reduced convection. Only anomalies that are considered 95% confident are shown.
LUC, primarily reflecting the replacement of vegetation with grasses and an increase in throughfall. Anomalies are more heavily focused around the GIN Seas, the key region of convection, due to crop conversion in Western Europe. These might impact GIN Seas salinity, and may be responsible for driving the negative salinity anomalies apparent at 2x, 3x and 4x CO₂. For the noLCC simulations the effect around the GIN Seas is small, which may indicate that surface runoff does not have a significant impact in these simulations. Further simulations are required that include a range of diagnostics to perform a salinity budget analysis or controlling for surface run-off in their set-up. This would permit identification of the direct and indirect inputs, how these influence the AMOC, and how they are altered for the different simulations.

5 The impact of the AMOC on vegetation

Above we have discussed how LUC/LCC influences AMOC strength, but it also worth considering the sensitivity of vegetation simulated by a DGVM to small internal fluctuations in AMOC strength simulated by HadCM3. In Fig. 3, it is apparent that the AMOC fluctuates in strength throughout the simulations, the timescales and mechanisms of which are discussed in detail in Armstrong et al. (2017). A number of past studies have linked vegetation change to fluctuations in the strength of the AMOC, via both pollen records (Grimm et al. 2006; Fletcher et al. 2010; Allen et al. 1999), ocean cores (Fletcher and Goni 2008; Nebout et al. 2009) and in modelling studies (Kohler et al. 2005; Scholze et al. 2003; Menviel et al. 2008). Such studies have predominantly focused on how vegetation responds to a forced collapse or abrupt change in the AMOC, such as that expected from the DO and HE events (e.g. Kohler et al. 2005; Scholze et al. 2003; Menviel et al. 2008; Woillez et al. 2013) and in turn how this may be linked to pollen records. Here we will investigate whether there is such a response to small internal fluctuations in AMOC strength simulated by HadCM3.

Figures 10 and 11 shows the no lag correlations of the AMOC Index (MOI) with the different PFTs and the associated net primary productivity (NPP) for the base simulations. Positive anomalies indicate an increase in the vegetation type or NPP with the MOI and vice versa. Despite the small changes in AMOC strength, there are apparent regional relationships of vegetation change with the AMOC. At 1x CO₂, there is an apparent increase in C4 grasses and decrease in shrubs and C3 grasses across much of central North America and areas of south subtropical Africa. Across Western Europe there is an apparent reduction in C3 grasses and bare soil with a potential increase in shrubs. Broadleaf trees decrease across areas of the Amazon and southern subtropical Africa. Correlations at both 2x and 3x are weaker and more spatially intermittent. At 4x there appears to be a positive relationship with broadleaf trees across Canada in place of needleleaf and a negative relationship with broadleaf in southern South America. The response of vegetation type would be expected to lag behind changes in the AMOC, however NPP is likely to respond more rapidly. At 1x, Fig. 11 shows a potentially positive correlation in the NPP of broadleaf trees and C4 grasses across Eurasia, and a negative correlation in shrubs and needleleaf trees across lower panels and noLCC in the top panels. Only anomalies that are considered 95% confident are shown.

Fig. 9 Surface run-off anomalies. Mean annual climatology at 1x CO₂ (left central map) and anomalies due to CO₂ in the central panels, LUC (i.e. the conversion of natural vegetation to crops) in the
North America. Similarly to vegetation distribution, there is an apparent decline in these correlations at higher CO₂ concentrations.

Although Figs. 10 and 11 indicate statistically significant correlations between vegetation and NPP with the AMOC, they do not give an indication as to the extent of vegetation or NPP change. Figure 12 shows the mean annual proportion...
of a PFT and associated NPP for a specific region against the mean annual strength of the AMOC at 1x CO$_2$. Here each point represents one simulation year (1000 in total) with a simple linear regression line of best fit demonstrating the trend for both PFT (red line) and NPP (green line). Despite the apparent correlation relationships in Figs. 10 and 11, the

Fig. 11  No lag correlation of net primary productivity (NPP) for each of the PFTs with the MOI for the base simulations; 1x, 2x, 3x and 4x (top to bottom). The MOIs for the base simulations are shown in Fig. 3 and the final 1000 years used. Only anomalies that are considered 95% confident are shown.
actual proportional change in vegetation type and NPP with the AMOC is small, often on the order of between 1 and 2% when considering vegetation change. Furthermore the relationships are generally weak and hindered by significant interannual variation irrespective of AMOC change, particularly for bare soil.

Despite this there are some apparent trends, including an increase in the proportion and NPP of shrubs across Europe that may reflect the increase in precipitation that occurs during periods of maximum AMOC (see Armstrong et al. 2017). This may reflect a northward shift in the position of the ITCZ due to an increased equatorial sea surface gradient during these periods and therefore an increase in precipitation. Within TRIFFID, increased precipitation would favour the growth of shrubs in place of grasses, which are higher in the hierarchal methodology (i.e. trees > shrubs > grasses). In North America there is a decline in the proportion and NPP of shrubs, which in contrast may reflect the modelled reduction in precipitation during periods of strong AMOC. There is a decline in the extent and NPP of C3 grasses across Southern Africa potentially reflecting a decrease in precipitation and consequent increase in C4 grasses.

The limited impact of the AMOC on simulated vegetation distribution and NPP is likely to reflect the relatively small changes in precipitation and temperatures during periods of strong and weak AMOC (not shown). In Western Europe, temperature and precipitation anomalies are on the order of 0.5 °C and 0.1 mm/day respectively. In contrast, the study of Woillez et al. (2013) who used IPSL to investigate vegetation response to AMOC collapse had climatic changes of approximately 1.7 °C and 0.35 mm/day in precipitation over Western Europe, which consequently resulted in the replacement of trees with shrubs and grasses across much of the region. The small climatic changes in HadCM3 due to internal AMOC variability would be expected to instigate only a small change in vegetation type and NPP, and likely only to those in areas that are close to a climate threshold. Furthermore the role of vegetation-dependent timescales might also be important with regards to changes in distribution, with trees expected to show less of a signal than grasses and shrubs due to there longer response time. This is likely to be the case where climate change is positive for growth, however in regions where the climate response is negative then they can potentially die off quickly. It is also worth noting here that AMOC variability in HadCM3 has a standard deviation (SD) of 1.1 Sv at 1x CO₂, which is smaller than the 4.4 Sv simulated by the RAPID-MOCHA array (Smedd et al. 2015). The vegetation response to the AMOC in the real climate system might therefore be more significant, further experiments would be required to test this.

6 Discussion and conclusions

This study has used the HadCM3 coupled climate model run for millennial timescales to investigate the sensitivity of the AMOC to vegetation at four equilibrium CO₂ concentrations; 350, 700, 1050 and 1400 ppm (1x, 2x, 3x and 4x respectively). The impact of vegetation has been investigated in two ways; firstly the response of the AMOC to the ‘background’ vegetation state dynamically simulated by the DGVM TRIFFID that is altered at higher CO₂, here referred to as land cover change (LCC). A set of simulations is run without LCC included, termed noLCC,

![Fig. 12 Mean annual proportion of PFTs (% grid square) and NPP (Kg C m⁻² year⁻¹) for specific regions vs. the mean annual AMOC strength determined from the SSA MOI at 1x CO₂. Different PFTs are shown in each column. The red line shows the line of best fit for PFT proportion and the green line for NPP calculated by linear regression. The regions are defined as; North America 17.5°N–72.5°N:161.25°W–56.25°W, South America – 55°S–10°N:82.5°W–37.5°W, Europe 37.5°N–70°N:15°W–37.5°E, Africa – 32.5°S–35°N:15°W–37.5°E](image)
in order to investigate the impact this has. Secondly the influence of agriculture is investigated by using a crop/pasture mask that represents the global disturbed fraction as of the year 1990 (Betts et al. 2007), referred to here as land-use change (LUC). The key findings are:

- Increasing CO₂ acts to weaken the AMOC, a response to an increase in buoyancy in the Greenland-Iceland-Norwegian Seas (GIN Seas) due to elevated temperatures and a change in salinity. This, in addition to an increase in stratification, decreases convection and consequently AMOC strength.
- The change in LCC simulated at higher concentrations of CO₂ acts to amplify warming across much of the Northern Hemisphere, likely due to a reduction in albedo reflecting the predominant replacement of grasses/shrubs with forest at high latitudes.
- The in-direct climatological impacts of LCC, e.g. the impact it has on biogeophysical properties such as albedo which subsequently affects temperature, influences the GIN Seas region; decreasing surface density, increasing stratification and weakening convection.
- LCC consequently acts to weaken the AMOC. At 4xCO₂, dynamic vegetation enhances AMOC decline from 6 to 21%.
- LUC cools climate over regions of high crop fraction. However the impact on density and convection in the GIN Seas are small, potentially due to opposing temperature and salinity anomalies. Salinity anomalies might be influenced by an increase in surface runoff due to changing vegetation distribution, although further simulations are required to test this.
- Consequentially LUC has negligible impact on AMOC strength.
- As with the base simulations, increasing CO₂ for the LUC and noLCC simulations is associated with an overall decline in AMOC strength.
- The AMOC fluctuates in strength throughout the simulation, showing a standard deviation of 1.1 Sv at 1x CO₂. This has a small but statistically significant impact on regional vegetation distributions and NPP.

These results show that a dynamic vegetation scheme impacts the AMOC in a climate model. The impact on LUC however appears to be small. This may have implications for predicting the AMOC in future climate projections using both HadCM3 and potentially other climate models used in CMIP5 and the upcoming CMIP6 (Eyring et al. 2016).

Despite the potential importance of a dynamic vegetation scheme in modelling the AMOC, only 3 of almost 40 models included in CMIP5 included a dynamic vegetation component; MIROC, MPI and HadGEM. This small number makes it difficult to put this research into context with other models. Reintges et al. (2017) concluded that model uncertainty (rather than scenario or internal) was the most crucial factor that influenced projections of the AMOC in CMIP5 models, regardless of vegetation distribution. This uncertainty is primarily associated with the ocean, atmosphere, and sea-ice components, which influence the fluxes of heat, momentum and freshwater which consequently impact the AMOC. The factors that determine the density of the water column, i.e. temperature and more importantly salinity, are crucial in influencing the AMOC. These vary significantly both spatially and temporally between models. This is reflected in the large spread of AMOC strength and projections in CMIP5 studies. Reintges et al. (2017) showed that the spread in AMOC strength for 32 of the CMIP5 models is large, with the vertical maximum strength at 26.5°N ranging from 12.1 Sv to 29.7 Sv. Cheng et al. (2013) analysed the trend of the AMOC MOI (max transport at 30°N) in 10 of the CMIP5 models up to the year 2100 for the RCP4.5 and RCP8.5 scenarios, concluding that the decline in AMOC strength ranged from 5 to 40% and 15–60% respectively. This is compared to a decline of 34% when quadrupling CO₂ (i.e. 1400 ppm) in HadCM3 with the addition of dynamic vegetation. Although the results shown here cannot be directly compared with those presented in these studies, they are indicative of the wide range of uncertainty within models even before the introduction of additional uncertainty associated with a DGVM.

Further to this, the feedbacks associated with dynamic vegetation are likely to be highly model dependant, with those identified in HadCM3 unlikely to be similarly reflected in other models. It is particularly problematic that the direct impacts of LUC/LCC (i.e. runoff) cannot be differentiated from the in-direct impacts, which are more a response to vegetation distribution rather than model climatology. The impact of LUC also shows significant model disparity as to the magnitude and even direction of effects (Pitman et al. 2009; de Noblet-Ducoudre et al. 2012; Brovkin et al. 2013), reflecting inconsistencies between model parameterisations.

The large spread in model output, with or without a DGVM, indicates that the importance of including vegetation may be overshadowed by other systemic model biases. The priority for the modelling community is likely to focus on the narrowing of this uncertainty band before the introduction of a DGVM that introduces further climate biases into the system. However, the results here do indicate that a dynamic vegetation scheme may have a relatively significant impact in models, and should therefore be considered as an important component of the model set-up. At the very least, future work should focus on the feedbacks between vegetation and the AMOC in a range of other climate models.
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