ON EVEN ENTRIES IN THE CHARACTER TABLE OF THE
SYMMETRIC GROUP

SARAH PELUSE

ABSTRACT. We show that almost every entry in the character table of $S_n$ is even as $n \to \infty$. This resolves a conjecture of Miller. We similarly prove that almost every entry in the character table of $S_n$ is zero modulo $3, 5, 7, 11,$ and $13$ as $n \to \infty$, partially addressing another conjecture of Miller.

1. INTRODUCTION

In [9], Miller conjectured that the proportion of odd entries in the character table of $S_n$ goes to zero as $n$ goes to infinity, based on computational data for $n$ up to 76. It has been known for a long time, due to work of McKay [8], that only a vanishingly small proportion of characters of the symmetric group have odd degree. Recently, Gluck [4] showed that, more generally, the density of odd entries tends to zero in columns of the character table corresponding to cycle types whose odd factor has few distinct cycle lengths. This is still a very sparse set of columns, however. Morotti [10] has also shown that, for any fixed prime $p$, a different sparse set of columns consists almost completely of multiples of $p$.

In this paper, we prove Miller’s conjecture.

**Theorem 1.1.** The density of odd entries in the character table of $S_n$ goes to 0 as $n \to \infty$.

We will present two proofs of this result. The first is shorter and specific to the prime 2. The second is longer, but generalizes to some other primes, and is quantitatively stronger.

While the conjecture resolved by Theorem 1.1 is the main focus of [9], Miller also presents data for the number of entries in the character table of $S_n$ (for $n$ up to 38) that are divisible by 3 and 5. Based on this, he conjectured that, for any fixed prime $p$, the proportion of the character table of $S_n$ that is not divisible by $p$ tends to zero as $n$ goes to infinity. We also verify this conjecture for $p \leq 13$.

**Theorem 1.2.** Let $p = 2, 3, 5, 7, 11,$ or $13$. There exists $\delta_p > 0$ such that the density of entries of the character table of $S_n$ that are not divisible by $p$ is at most $O_p(n^{-\delta_p})$.

In contrast to the situation modulo primes, it appears from the data in [9] that the proportion of zeros in the character table of $S_n$ may tend to a positive constant. Our methods do not say anything on this matter, though very recently Larsen and Miller [6] have shown that the proportion of nonzero entries of character tables of groups of Lie type goes to zero as the rank goes to infinity.

The remainder of this paper is organized as follows. In Section 2 we recall some useful facts about characters of the symmetric group and set up the proofs of Theorems 1.1 and 1.2. We prove Theorem 1.1 in Section 3 using a short argument specific to the prime 2, and prove the more general Theorem 1.2 in Section 4.
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2. Preliminaries and setting up the arguments

For any two partitions $\lambda$ and $\mu$ of $n$, let $\chi_{\lambda}^{\mu}$ denote the value of the character of $S_n$ corresponding to the partition $\lambda$ on the congruence class of permutations with cycle type $\mu$. The proofs of Theorems 1.1 and 1.2 will require a couple of basic results about characters of the symmetric group. The first gives us a useful condition for determining character values modulo primes (see, for example, Section 3 of [11] or Proposition 1 of [9]).

Lemma 2.1. Let $\lambda$ and $\mu$ be partitions of $n$. If $\nu$ is another partition of $n$ that can be obtained from $\mu$ by replacing $p$ parts of the same size $m$ by one part of size $pm$, then we have

$$\chi_{\lambda}^{\mu} \equiv \chi_{\lambda}^{\nu} \pmod{p}.$$ 

To state the next result, we will need to recall some concepts from the study of partitions. For any box $u$ in the Young diagram of a partition $\lambda$, the hook-length of $u$ is the number of boxes directly to the right of $u$ plus the number of boxes directly below $u$ plus 1. To illustrate, the Young diagram of $\lambda = (5, 3, 2, 1, 1)$ below has each box labeled with its hook-length.

```
   9 | 6 | 4 | 2 | 1
---+---+---+---+---
   6 | 3 | 1 |   |   
---+---+---+---+---
   4 | 1 |   |   |   
---+---+---+---+---
   2 |   |   |   |   
---+---+---+---+---
   1 |   |   |   |   
```

Figure 1. Hook-lengths for $\lambda = (5, 3, 2, 1, 1)$.

For any positive integer $t$, we say that a partition is a $t$-core if its Young diagram contains no hooks of length divisible by $t$. From Figure 1 we see that $(5, 3, 2, 1, 1)$ is a 5-core. Because a Young diagram has a border strip of length $t$ if and only if it has $t$ as a hook-length, the following result is an immediate consequence of the Murnaghan–Nakayama rule (see also the proof of Theorem 1 of [9]).

Lemma 2.2. Let $\lambda$ and $\mu$ be partitions of $n$. If $\mu$ has a part of size $t$ and $\lambda$ is a $t$-core, then $\chi_{\lambda}^{\mu} = 0$.

Finally, we will also need the fact that most partitions of $n$ are $t$-cores whenever $t$ is substantially larger than $\frac{\sqrt{n}}{2\pi} \sqrt{n} \log n$, which happens to be the expected size of the largest part of a random partition of $n$.

Lemma 2.3. Suppose that $t = \frac{\sqrt{n}}{2\pi} \sqrt{n} \log n + \frac{\sqrt{n}}{\pi} M \sqrt{n}$ for some $0 \leq M \leq 10 \log n$. Then there are at least $p(n)(1 - O(\frac{\log n}{\sqrt{n}}))$ $t$-core partitions of $n$. 

Proof. From Lemma 5 of [10], the number of $t$-core partitions of $n$ is at least $p(n) - (t + 1)p(n - t)$. By taking the first term in Rademacher’s formula [12] for $p(n)$, one gets the explicit estimate

$$p(n) = \frac{1 + O(n^{-1/2})}{4\sqrt{3n}}e^{\pi \sqrt{2n/3}}.$$ 

Thus,

$$1 - (t + 1)\frac{p(n - t)}{p(n)} = 1 - O\left(\sqrt{n} \log n \cdot \exp\left(\pi \sqrt{\frac{2}{3}} \cdot \left(\sqrt{n - t} - \sqrt{n}\right)\right)\right)$$

$$= 1 - O\left(\sqrt{n} \log n \cdot \exp\left(\pi \sqrt{\frac{2n}{3}} \cdot \left(\sqrt{\frac{1 - t}{n}} - 1\right)\right)\right)$$

$$= 1 - O\left(\sqrt{n} \log n \cdot \exp\left(-\frac{\pi}{\sqrt{6}} \frac{t}{\sqrt{n}}\right)\right),$$

which equals $1 - O\left(\frac{\log n}{\sqrt{n}}\right)$ by recalling the expression for $t$. \hfill \Box

For context, Erdős and Lehner [11] showed that a random partition of $n$ has a part of size at least $\frac{\sqrt{6}}{2\pi} \sqrt{n} \log n + \frac{\sqrt{6}}{\pi} \log \frac{\sqrt{6}}{\pi} + \sqrt{6}M \sqrt{n}$ with probability $1 - e^{-e^{-M}}$, so the largest part $\mu_1$ of a typical partition $\mu$ of $n$ will not be large enough for Lemma 2.3 to give a nontrivial lower bound on the number of partitions of $n$ are $\mu_1$-cores. Lemmas 2.2 and 2.3 taken together only guarantee that the character table of $S_n$ contains a $\Omega\left(\frac{1}{\log n}\right)$-proportion of zeros.

Now fix a prime $p$. For any partition $\mu$ of $n$, let $\tilde{\mu}$ denote the partition of $n$ obtained by repeatedly replacing any $p$ parts of the same size $m$ in $\mu$ with one part of size $pm$ until there are no parts appearing more than $p - 1$ times. For example, if $p = 2$ and $\mu = (6, 2, 1, 1, 1)$, then $\tilde{\mu} = (6, 4, 1)$. By Lemma 2.1, if $\chi^\lambda_\tilde{\mu} = 0$, then $\chi^\lambda_\mu$ is a multiple of $p$. Our strategy will thus be to show that $\chi^\lambda_\mu = 0$ for almost all pairs of partitions $\lambda$ and $\mu$ of $n$. We will do this by showing that the partition $\tilde{\mu}$ typically has largest part $\tilde{\mu}_1$ significantly larger than the largest part of a random partition when $p \leq 13$ – so large that almost all partitions of $n$ are $\tilde{\mu}_1$-cores. Theorems 1.1 and 1.2 will then follow from Lemmas 2.1, 2.2, and 2.3.

To prove that $\tilde{\mu}_1$ is typically large, we study the following partition statistic. For any positive integer $k$ relatively prime to $p$ and partition $\mu$ of $n$, set

$$M_\mu^{(k)} := \sum_{\substack{\mu_i \in \mu, \\ \mu_i = kp^i}} \mu_i.$$ 

So, $M_\mu^{(k)}$ is the sum of all parts of $\mu$ of the form $k$ times a power of $p$. For example, when $p = 2$ we have $M_\mu^{(1)}(6,2,1,1,1) = 5$. Note that only does $M_\mu^{(k)} = M_\tilde{\mu}^{(k)}$ for all $k$ and partitions $\mu$ more generally, but also that the parts of the form $kp^i$ appearing in $\tilde{\mu}$ can be read off from the base-$p$ expansion of $\frac{1}{k}M_\mu^{(k)}$. That is, the base-$p$ expansion of $\frac{1}{k}M_\mu^{(k)}$ has an $i$ in the $p^j$ place if and only if $\tilde{\mu}$ has $i$ parts of size $kp^j$. It thus suffices to show that there is a $\gamma_p > 0$ such that, for almost every $\mu$, there exists some $k$ for which

$$\left|\log_p \frac{M_\mu^{(k)}}{k}\right| \geq \log_p \frac{(1 + \gamma_p)\sqrt{6}}{2\pi} \sqrt{n \log n},$$

(2.1)
since this will guarantee that $\tilde{\mu}$ has a part of size at least $(1 + \gamma_p) \frac{\sqrt{6}}{2\pi} \sqrt{n} \log n$, which is easily large enough for Lemma 2.3 to give us a strong bound on the number of partitions that are not $\tilde{\mu}$-cores.

For each fixed $k$, the quantity $M_\mu^{(k)}$ turns out to have average size approximately equal to $\frac{\sqrt{6}}{2\pi \log p} \sqrt{n} \log n$. Note that $\frac{1}{\log 2} > 1$, while $\frac{1}{\log p} < 1$ whenever $p > 2$. Thus, to prove Theorem 1.1, it will suffice to show that $M_\mu^{(k)}$ is typically close to its average for enough values of $k$ that (2.1) must hold for one of them. It turns out that proving this for $k = 1, 3$, and $5$ is enough, so we will just have to compute the first and second moments of $M_\mu^{(1)}, M_\mu^{(3)}$, and $M_\mu^{(5)}$ and invoke Chebyshev’s inequality. Section 3 contains the details of this argument.

Since $M_\mu^{(k)}$ is typically small for each individual $k$ when $p > 2$, we will need to consider many $k$’s simultaneously to handle larger primes. It turns out that, for each fixed $k \leq n^{1/2 - \varepsilon_1(p)}$, the quantity $M_\mu^{(k)}$ has size $< (1 + \varepsilon_2(p)) \frac{\sqrt{6}}{2\pi} \sqrt{n} \log n$ with probability at most $1 - \frac{1}{n^{1/2 - \varepsilon_3(p)}}$ for some $\varepsilon_1(p), \varepsilon_2(p)$, and $\varepsilon_3(p)$ satisfying $\varepsilon_3(p) > \varepsilon_1(p)$. Thus, if the $M_\mu^{(k)}$ were all independent for $k$ up to $n^{1/2 - \varepsilon_1(p)}$, we would be able to prove Theorem 1.2 for all primes $p$. However, we can only prove independence when $\varepsilon_1(p) > 1/4$, and it turns out that $\varepsilon_1(p) > 1/4$ if and only if $p \leq 13$, which explains the restriction to these primes in Theorem 1.2. Section 3 contains the details of this argument.

3. Proof of Theorem 1.1

Fix $p = 2$ for this section and let $\sum_{\mu \vdash n}$ and $E_{\mu \vdash n}$ denote the sum and average, respectively, over partitions $\mu$ of $n$. In the following lemma, we compute the first two moments of $M_\mu^{(k)}$.

**Lemma 3.1.** For any odd $k$, we have

$$E_{\mu \vdash n} M_\mu^{(k)} = \frac{\sqrt{6}}{2\pi \log 2} \sqrt{n} \log n \left(1 + o_k(1)\right)$$

and

$$E_{\mu \vdash n} (M_\mu^{(k)})^2 = \left(\frac{\sqrt{6}}{2\pi \log 2} \sqrt{n} \log n\right)^2 (1 + o_k(1)).$$

**Proof.** Let $P(x) := \sum_{n=0}^{\infty} p(n) x^n$ denote the generating function of the number of partitions of $n$ and

$$H_k(x, u) := \prod_{j=0}^{\infty} \frac{1}{1 - (ux)^{k2^j}} \prod_{\ell \neq k2^j} \frac{1}{1 - x^{\ell}} = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} h(n, m) x^n u^m$$

denote the bivariate generating function of the number of partitions $\mu$ of $n$ with $M_\mu^{(k)} = m$. By logarithmically differentiating $H_k(x, u)$ with respect to $u$ and then setting $u = 1$, one sees that the generating function for $\sum_{\mu \vdash n} M_\mu^{(k)}$ is

$$P(x) \sum_{j=0}^{\infty} k2^j x^{k2^j} \frac{1}{1 - x^{k2^j}} =: P(x) F_k(x).$$
Similarly, by logarithmically differentiating $H_k(x, u)$ twice with respect to $u$ and then setting $u = 1$, one also sees that the generating function for $\sum_{\mu \vdash n} (M_\mu^{(k)})^2$ is

$$P(x) \left( F_k(x)^2 + \sum_{j=0}^{\infty} \frac{k^2 A^j x^{k2^j}}{(1 - x^{k2^j})^2} \right) = P(x) G_k(x).$$

Asymptotics for $\sum_{\mu \vdash n} M_\mu^{(k)}$ and $\sum_{\mu \vdash n} (M_\mu^{(k)})^2$ can be gotten by a standard saddle-point argument. The argument is so standard, in fact, that the sort of saddle-point analysis that we would need to do has already been carried out in general by Grabner, Knopfmacher, and Wagner [5] for any quantity whose generating function takes the form $P(x)H(x)$ with $H$ sufficiently well-behaved:

**Theorem 3.2 (Theorem 2.2 of [5]).** Suppose that $H$ is a function on the complex disk satisfying

1. $|H(z)| = O \left( \exp \left( \frac{C}{1 - |z|^n} \right) \right)$ for some $C > 0$ and $0 < \eta < 1$ as $|z| \to 1^{-}$, and
2. $\frac{H(e^{t+i\eta})}{H(e^{t+i\eta - \varepsilon})} \to 1$ uniformly in $|u| \leq C''t^{1+\eta'}$ as $t \to 0^+$ for some $C'' > 0$ and $0 < \eta' < \frac{1-n}{2}$.

Then the $n$th coefficient of the generating function $P(x)H(x)$ equals

$$p(n)H(e^{-\pi/\sqrt{6}n})(1 + o(1)) + O(\exp(-C''n^{1/2-\eta'}))$$

for some constant $C'' > 0$.

It thus remains to verify that $F_k$ and $G_k$ satisfy the hypotheses of Theorem 3.2 and estimate $F_k(e^{-\pi/\sqrt{6}m})$ and $G_k(e^{-\pi/\sqrt{6}m})$. Noting that $F_k(e^{-v}) = \sum_{j=0}^{\infty} \frac{k^{2^j} e^{-vk2^j}}{1 - e^{-vk2^j}}$ converges whenever $\text{Re} v > 0$ and using basic properties of the Mellin transform (as can be found in [2]), we see that $F_k(e^{-t})$ has Mellin transform equal to

$$\mathcal{M}[F_k](s) := \frac{k^{-(s-1)}}{1 - 2^{-s} \Gamma(s)} \zeta(s),$$

and thus equals

$$F_k(e^{-t}) = \frac{1}{2\pi i} \int_{2 - i\infty}^{2 + i\infty} \frac{k^{-(s-1)}}{1 - 2^{-s} \Gamma(s)} \zeta(s) t^{-s} ds$$

whenever $t > 0$ by Mellin inversion. The function $\mathcal{M}[F_k](s)t^{-s}$ has a double pole at $s = 1$, simple poles at $s = 0, -1, -3, -5, \ldots$, and simple poles at $s = 1 + \frac{2\pi i \ell}{\log 2}$ for $\ell \in \mathbb{Z} \setminus \{0\}$. The pole at $s = 1$ has residue

$$-\frac{\log t + \log k}{t \log 2} + \frac{1}{2\ell},$$

the poles at $-m$ for $m \in \mathbb{Z}_{\geq 0} \setminus 2\mathbb{N}$ have residue

$$\frac{(-1)^m k^{m+1} \zeta(-m)}{m!(1 - 2^{m+1})} t^m,$$

1The dependence of the $o(1)$ term on the estimates in (1) and (2) is not made explicit in the statement of the result in [5], though a short inspection of the proof shows that the dependence is good enough to give us bounds of $O_{k, \eta}(\frac{1}{\log n})$ for the $o_k(1)$ terms in the conclusion of Lemma 3.1. This would ultimately also lead to a bound of $O(\frac{1}{\log n})$ in Theorem 1.2. Since we get a stronger bound in Theorem 1.2, we will not put any effort into obtaining explicit bounds for the $o_k(1)$ terms in Lemma 3.1.
and the poles at $1 + \frac{2\pi i}{\log 2}$ for $\ell \in \mathbb{Z} \setminus \{0\}$ have residue
$$k^{-\frac{\pi i}{\log 2}} \Gamma(1 + \frac{2\pi i}{\log 2}) \zeta(1 + \frac{2\pi i}{\log 2}) t^{1 - \frac{\pi i}{\log 2}} .$$

We use the rapid decay of $\Gamma$ in vertical strips to push the contour in (3.1) all the way to the left to thus deduce that $F_k(e^{-t})$ equals
$$- \frac{\log t + \log k}{t \log 2} + \frac{1}{2t} + \sum_{m=0}^{\infty} \frac{(-1)^m k^{m+1} \zeta(-m)}{m! (1 - 2m+1)} t^m + \sum_{\ell \neq 0} k^{-\frac{\pi i}{\log 2}} \Gamma(1 + \frac{2\pi i}{\log 2}) \zeta(1 + \frac{2\pi i}{\log 2}) t^{1 - \frac{\pi i}{\log 2}} ,$$
from which it follows that $F_k(e^{-v}) = - \frac{\log v}{v \log 2} + O_k(\frac{1}{|v|^2})$ when $|\text{Im} v| \leq \text{Re} v$ as $\text{Re} v \to 0^+$. A similar analysis shows that $G_k(e^{-t}) - F_k(e^{-t})^2$ equals
$$- \frac{\log t + \log k}{t^2 \log 2} + \frac{2 + \log 2}{2t^2 \log 2} + \sum_{m=0}^{\infty} \frac{(-1)^m k^{m+2} \zeta(-m-1)}{m! (1 - 2m+2)} t^m + \sum_{\ell \neq 0} k^{-\frac{\pi i}{\log 2}} \Gamma(2 + \frac{2\pi i}{\log 2}) \zeta(1 + \frac{2\pi i}{\log 2}) t^{1 - \frac{\pi i}{\log 2}} ,$$
from which it follows that $G_k(e^{-v}) = (\frac{\log v}{v \log 2})^2 + O_k(\frac{1}{|v|^2})$ when $|\text{Im}(v)| \leq \text{Re} v$ as $\text{Re} v \to 0^+$. Since $|F_k(e^{-(t+iu)})| \leq F_k(e^{-t})$ and $|G_k(e^{-(t+iu)})| \leq G_k(e^{-t})$ for all $t > 0$ and $u \in [0, 2\pi)$ by our original expressions for $F_k$ and $G_k$, the asymptotic expressions for $F_k(e^{-t})$ and $G_k(e^{-t})$ imply that condition (1) of Theorem 3.2 is easily satisfied for $H = F_k$ and $H = G_k$ for any $\eta > 0$. When $|u| \leq t^{4/3}$ (say) we also get that $\frac{F_k(e^{-(t+iu)})}{F_k(e^{-t})} = 1 + O_k\left(\frac{1}{|\log t|^2}\right)$ and $\frac{G_k(e^{-(t+iu)})}{G_k(e^{-t})} = 1 + O_k\left(\frac{1}{|\log t|^2}\right)$, so that condition (2) of Theorem 3.2 is satisfied as well. The lemma now follows by noting that $F_k(e^{-\pi/\sqrt{6n}}) = \frac{\sqrt{n}}{2\pi \log 2} \sqrt{n} \log n (1 + o_k(1))$ and $G_k(e^{-\pi/\sqrt{6n}}) = \left(\frac{\sqrt{n}}{2\pi \log 2} \sqrt{n} \log n\right)^2 (1 + o_k(1)).$

Now we can prove Theorem 1.1.

**Proof of Theorem 1.1.** By Lemma 3.1 and Chebyshev’s inequality, we get that
$$M_{\mu}^{(1)}, M_{\mu}^{(3)}, M_{\mu}^{(5)} \geq \left(\frac{1}{\log 2} - \frac{1}{100}\right) \frac{\sqrt{6}}{2\pi} \sqrt{n} \log n$$
for all but a $o(1)$-proportion of partitions $\mu$ of $n$. For such $\mu$, we thus have
$$\left\lfloor \log_2 \frac{M_{\mu}^{(k)}}{k} \right\rfloor \geq \log_2 \left(\frac{1}{\log 2} - \frac{1}{100}\right) \frac{\sqrt{n}}{2\pi} \sqrt{n} \log n - \left\lfloor \log_2 \left(\frac{1}{\log 2} - \frac{1}{100}\right) \frac{\sqrt{n}}{2\pi} \sqrt{n} \log n \right\rfloor$$
$$= \log_2 \left(1 + \frac{1}{100}\right) \frac{\sqrt{n}}{2\pi} \sqrt{n} \log n + \log_2 \frac{1}{1 + \frac{1}{100}} - \left\lfloor \log_2 \left(\frac{1}{\log 2} - \frac{1}{100}\right) \frac{\sqrt{n}}{2\pi} \sqrt{n} \log n \right\rfloor$$
for $k = 1, 3,$ and $5$, where $\{r\}$ denotes the fractional part of $r$. Note that $\log_2 1 = 0$, $\log_2 3 = 1.58 \ldots$, $\log_2 5 = 2.32 \ldots$, and $\log_2 \frac{1 + \sqrt{5}}{1 - \sqrt{5}} = .504 \ldots$. So, for all $n$, we certainly have
$$\left\lfloor \log_2 \left(\frac{1}{\log 2} - \frac{1}{100}\right) \frac{\sqrt{n}}{2\pi} \sqrt{n} \log n \right\rfloor \leq \log_2 \frac{1}{1 + \frac{1}{100}}$$
for at least one of \( k = 1, 3, \) or 5, since every \( r \in [0, 1) \) satisfies \( \{ r - \log_2 k \} \leq \log_2 \frac{1}{1 + \frac{1}{100}} \) for at least one of \( k = 1, 3, \) or 5. We conclude that \( \tilde{\mu} \) has a part of size at least \( (1 + \frac{1}{100}) \sqrt{\frac{2n}{p}} \sqrt{n} \log n \) for all but a \( o(1) \)-proportion of partitions \( \mu \), so that Theorem 1.1 follows by Lemmas 2.1, 2.2, and 2.3.

4. Proof of Theorem 1.2

Let \( q_p(n) \) denote the number of partitions of \( n \) into powers of \( p \), and, for \( k_1, \ldots, k_M \in \mathbb{N} \), let \( r_{k_1, \ldots, k_M}^{(p)}(n) \) denote the number of partitions of \( n \) into parts not of the form \( k_i p^j \). To prove Theorem 1.2 it suffices to bound

\[
\frac{1}{p(n)} \sum_{\ell_i \leq (1 + \delta_p) \sqrt{\log n}} r_{k_1, \ldots, k_M}^{(p)} \left( n - \sum_{i=1}^M \ell_i \right) \prod_{i=1}^M q_p \left( \frac{\ell_i}{k_i} \right)
\]

for some \( k_1, \ldots, k_M \) all satisfying

\[
\left\{ \log_2 \frac{1 + \delta_p}{1 + \frac{\delta_p}{2}} \sqrt{\frac{n}{\log n}} \right\} \leq \log_2 \frac{1 + \delta_p}{1 + \frac{\delta_p}{2}},
\]

since, like in the proof of Theorem 1.1, this will guarantee that, outside of a set of partitions \( \mu \) of \( n \) of density (4.1), \( \tilde{\mu} \) has a part of size at least \( (1 + \frac{\delta_p}{2}) \sqrt{\frac{n}{p}} \sqrt{n} \log n \). We start by showing that, under certain conditions on \( k_1, \ldots, k_M \), (4.1) is approximately the product of the probabilities that \( M_{\mu_{(\tilde{k_i})}} \leq (1 + \delta_p) \sqrt{\frac{n}{p}} \sqrt{n} \log n \).

Lemma 4.1. Let \( M \leq n^{1/4 - \varepsilon}, k_1, \ldots, k_M \leq n^{1/4 - \varepsilon}, \) and \( \gamma > 0 \). We have

\[
\frac{1}{p(n)} \sum_{\ell_i \leq \gamma \sqrt{n \log n}} r_{k_1, \ldots, k_M}^{(p)} \left( n - \sum_{i=1}^M \ell_i \right) \prod_{i=1}^M q_p \left( \frac{\ell_i}{k_i} \right) = \prod_{i=1}^M \left( \frac{1}{p(n)} \sum_{\ell_i \leq \gamma \sqrt{n \log n}} r_{k_i}^{(p)}(n - \ell_i) q_p \left( \frac{\ell_i}{k_i} \right) \right) (1 + O_p(n^{-\varepsilon}))
\]

as \( n \to \infty \).

Proof. We first get an asymptotic for \( r(m) = r_{k_1, \ldots, k_M}^{(p)}(m) \), which has generating function

\[
P(x) \prod_{i=1}^M \prod_{j=0}^\infty (1 - x^{k_i p^j}) =: P(x) H_{k_1, \ldots, k_M}^{(p)}(x) = P(x) H(x),
\]

when \( m \geq \frac{n}{2} \). As in Section 3 we can do this using a saddle-point argument, though \( H \) is not quite well behaved enough for the results of \( [3] \) to apply. But doing the saddle-point analysis from scratch does not take very long, and also does not stray far from the arguments.
We can write
\[ \text{when } \text{Re } v < n^{-1/4}, \]
and thus equals
\[ - \sum_{i=1}^{m} \frac{1}{\ell} e^{-v \ell k_i p^j} \]
when \( \text{Re } v > 0 \). So, \( \log H(e^{-t}) \) has Mellin transform equal to
\[ - \sum_{i=1}^{M} \int_{-\frac{1}{2} + i \infty}^{\frac{1}{2} + i \infty} (tk_i)^{-s} \Gamma(s) \zeta(s + 1)(1 - p^{-s})^{-1} ds \]
using Mellin inversion. The poles of
\( (tk_i)^{-s} \Gamma(s) \zeta(s + 1)(1 - p^{-s})^{-1} \)
consist of a triple pole at \( s = 0 \) with residue
\[ \frac{(\log t)^2}{2 \log p} + \frac{2 \log k_i - \log p}{2 \log p} \log t + \frac{6(\log k_i)^2 - 6 \log k_i \log p + (\log p)^2 + \gamma'}{12 \log p}, \]
where \( \gamma' \) is an absolute constant, simple poles at \( s = -r \) for all \( r \in \{1\} \cup 2\mathbb{N} \) with residue
\[ (-1)^r \zeta(1 - r) \frac{(tk_i)^r}{r!(1 - p^r)}, \]
and simple poles at \( s = \frac{2\pi i \ell}{\log p} \) for all \( \ell \in \mathbb{Z} \setminus \{0\} \) with residue
\[ \Gamma \left( \frac{2\pi i \ell}{\log p} \right) \zeta \left( 1 + \frac{2\pi i \ell}{\log p} \right) \frac{(tk_i)^{-2\pi i \ell/\log p}}{\log p}. \]
We push the contour in \((4.2)\) all the way to the left using the rapid decay of \( \Gamma \) in vertical strips to deduce that \( \log H(e^{-t}) \) equals
\[ - \sum_{j=1}^{M} \left[ \frac{(\log v)^2}{2 \log p} + \frac{2 \log k_j - \log p}{2 \log p} \log v + \frac{6(\log k_j)^2 - 6 \log k_j \log p + (\log p)^2 + \gamma'}{12 \log p} \right. \]
\[ + \left. \sum_{r=1}^{\infty} (-1)^r \zeta(1 - r) \frac{(vk_j)^r}{r!(1 - p^r)} \right] \sum_{|r| > 0} \Gamma \left( \frac{2\pi i r}{\log p} \right) \zeta \left( 1 + \frac{2\pi i r}{\log p} \right) \frac{(vk_j)^{-2\pi i r/\log p}}{\log p} \]
when \( \text{Re } v < n^{-1/4} \) and \( |\text{Im } v| \leq \text{Re } v \). As a consequence, we have
\[ \log \frac{H(e^{-t_0 + iu})}{H(e^{-t_0})} = h(M, m)u + O_p(m^{-\varepsilon}) \]
whenever $|u| \leq t_0^{5/4}$ for some $|h(M, m)| = O_p(M \sqrt{m} \log m)$. We also have
\[
\log \frac{P(e^{-t_0 + iu})}{P(e^{-t_0})} = \frac{\pi^2}{6} \left( \frac{u^2}{t_0^2} - \frac{u^3}{t_0^3} - \frac{iu^4}{t_0^4} \right) + O(m^{-1/8})
\]
whenever $|u| \leq t_0^{5/4}$ (see, for example, Section VIII.6 of [3]). So, using that $\frac{\pi^2}{6} \cdot \frac{u}{t_0} = mu$, we get that
\[
I_1 = P(e^{-t_0})H(e^{-t_0})e^{mt_0}(1 + O_p(m^{-\varepsilon})) \int_{|u| \leq t_0^{5/4}} \exp \left( \frac{\pi^2}{6} \left( -\frac{u^2}{t_0^2} - \frac{u^3}{t_0^3} + \frac{u^4}{t_0^4} \right) + h(M, m)u \right) du.
\]
Making the change of variables $u \mapsto \frac{u}{\sqrt{3}t_0^{3/2}}$ in the integral above gives that $I_1$ equals
\[
\sqrt{3\pi} P(e^{-t_0})H(e^{-t_0})e^{mt_0}(1 + O_p(m^{-\varepsilon}))t_0^{3/2} \times \text{the quantity}
\]
\[
\int_{|u| \leq \frac{1}{\sqrt{3}} t_0^{-1/4}} \exp \left( \frac{\sqrt{3}h(M, m)t_0^{3/2}}{\pi}u - \frac{u^2}{2} - \frac{3\sqrt{3}t_0}{\pi^3}iu^3 + \frac{9t_0}{\pi^4}u^4 \right) du =: I'_1.
\]
Note that
\[
I'_1 = \int_{-t_0^{-\varepsilon}}^{t_0^{-\varepsilon}} \exp \left( \frac{\sqrt{3}h(M, m)t_0^{3/2}}{\pi}u - \frac{u^2}{2} - \frac{3\sqrt{3}t_0}{\pi^3}iu^3 + \frac{9t_0}{\pi^4}u^4 \right) du + O(e^{-O_p(m^{\varepsilon})}),
\]
so that
\[
I'_1 = (1 + O_p(m^{-\varepsilon/2})) \int_{-t_0^{-\varepsilon}}^{t_0^{-\varepsilon}} \exp \left( -\frac{u^2}{2} \right) du.
\]
The Gaussian integral above can be extended to one over all of $\mathbb{R}$ at the cost of an error of $O(e^{-m^{\varepsilon}})$, from which it follows that
\[
I_1 = p(m)H(e^{-\pi/\sqrt{6m}})(1 + O_p(m^{-\varepsilon/2})).
\]
To bound $I_2$, note that
\[
|H(e^{-t_0 + iu})| \leq \prod_{i=1}^{M} \prod_{j=0}^{\infty} (1 + e^{-t_0 k_i p^j}) < \prod_{i=1}^{M} \prod_{j=0}^{\infty} \frac{1}{1 - e^{-t_0 k_i p^j}} = \frac{1}{H(e^{-t_0})} \leq \exp(O_p(M(\log m)^2))
\]
for all $u \in [0, 2\pi)$. We combine this with the bound
\[
\frac{P(e^{-t+iu})}{P(e^{-t})} \leq \exp \left( -\frac{1}{t(1 + (\frac{\pi}{2u})^2)} + O(t) \right)
\]
from Lemma 3.1 of [3], which is valid for all $|u| \leq \pi$ as $t \to 0^+$, to get that
\[
I_2 \leq P(e^{-t_0}) \exp(t_0 m - m^{1/4} + O_p(m^{1/2 - \varepsilon}(\log m)^2)),
\]
which is at most $p(m)\exp(-\Omega_p(m^{1/4}))$ for $m$ sufficiently large by the standard estimate for $p(m)$. We thus conclude that
\[
(4.3) \quad r_{k_1, \ldots, k_M} (m) = p(m)H(e^{-\pi/\sqrt{6m}})(1 + O_p(m^{-\varepsilon/2})).
\]
Now, to finish, we use that 
\[
p \left( n - \sum_{i=1}^{M} \ell_i \right) \frac{p(n - \sum_{i=1}^{M} \ell_i)}{p(n)} = (1 + O(n^{-1/4})) \prod_{i=1}^{M} \frac{p(n - \ell_i)}{p(n)}
\]
and
\[
H_{k_1, \ldots, k_M; n} \left( e^{-\pi/\sqrt{6(n-\sum_{i=1}^{M} \ell_i)}} \right) = (1 + O_p(n^{-2\varepsilon} (\log n)^2)) \prod_{i=1}^{M} H_{k_i; n} \left( e^{-\pi/\sqrt{6(n-\ell_i)}} \right)
\]
whenever \( \ell_1, \ldots, \ell_M \leq \gamma \sqrt{n} \log n \) to get
\[
\frac{r_{k_1, \ldots, k_M; n} - \sum_{i=1}^{M} \ell_i}{p(n)} = (1 + O(p(n^{-2\varepsilon} (\log n)^2))) \prod_{i=1}^{M} \frac{r_{k_i; n} - \ell_i}{p(n)},
\]
from which the conclusion of the lemma follows. \( \square \)

To finish the proof of Theorem 1.2, we will also need a result of Mahler [7] that counts the number of partitions of an integer into powers of any fixed positive integer.

**Lemma 4.2** (Mahler, [7]). The number of partitions of \( n \) into powers of \( p \) equals
\[
\exp \left( \frac{1}{2} \log p \left( \log \frac{n/p}{\log n/p} \right)^2 + \left( \frac{1}{2} + \frac{1}{\log p} + \frac{\log \log p}{\log p} \right) \log n + O_p(\log \log p) \right).
\]

Now we can prove Theorem 1.2.

**Proof of Theorem 1.2.** We show that there exist \( \delta_p, \varepsilon_p, \gamma'_p > 0 \) such that, for any collection of \( M \geq C n^{1/4-\varepsilon_p} \) distinct \( k_1, \ldots, k_M \) between \( \frac{1}{p^2}n^{1/4-\varepsilon_p} \) and \( n^{1/4-\varepsilon_p} \), there exists some \( i \) such that \( M_{\mu(k_i)} \geq (1 + \delta_p) \frac{\sqrt{\pi}}{2p} \sqrt{n} \log n \) for all partitions \( \mu \) of \( n \) outside of a set of density \( \Omega_p, C(n^{\gamma_p}) \) for some \( i = 1, \ldots, M \). That there are \( \Omega_p, (n^{1/4-\varepsilon_p}) \) many \( k_1, \ldots, k_M \) in the interval \( \left[ \frac{1}{p^2} n^{1/4-\varepsilon_p}, n^{1/4-\varepsilon_p} \right] \) that all satisfy
\[
\left\{ \log_p \left( 1 + \frac{\delta_p}{2} \sqrt{n} \log n \right) \right\} \leq \log_p \left( \frac{1}{1 + \frac{\delta_p}{2}} \right)
\]
(once \( \delta_p \) has been fixed) is an immediate consequence of the fact that \( \{ \log_p k \} \) has distribution function \( \frac{p^{k-1}}{p-1} \) in intervals of the form \( [p^2, p^{2+1}] \). As in the proof of Theorem 1.1, these two results together imply that \( \tilde{\mu} \) has a part of size at least \( (1 + \delta_p) \frac{\sqrt{\pi}}{2p} \sqrt{n} \log n \) with probability at least \( 1 - \exp(-\Omega_p(n^{\gamma_p})) \), from which Theorem 1.2 will immediately follow using Lemmas 2.1, 2.2, and 2.3.

Set
\[
f_p(k) := \frac{1}{p(n)} \sum_{\ell \leq \gamma \sqrt{n} \log n} r_{k; p}(n - \ell) q_p \left( \frac{\ell}{k} \right)
\]
for every $k \leq n^{1/4-\varepsilon}$. By \cite{13}, Lemma \cite{12}, and the standard estimate for $p(n)$, the proportion
\[
\frac{r_{k,p}(n-\ell)q_p\left(\frac{\ell}{k}\right)}{p(n)}
\]
equals a quantity that’s $\exp(O_p(\log \log n))$ times
\[
\exp\left(\frac{-\log(t_0)k^2}{2 \log p} + \frac{\log(t_0)k}{2} + \frac{\log(\ell/pk)}{2 \log p} + \left(1 + \frac{1}{2 \log p} + \log \log p\right) \frac{\log \ell}{k} - \pi \frac{\ell}{k \sqrt{6n}}\right),
\]
where $t_0 = \frac{\pi}{\sqrt{6(n-\varepsilon)}}$. When $p = 2$ and $\ell \leq \frac{1}{10000} \sqrt{n \log n}$, the above is $O(\frac{1}{n})$, and when $p$ is an arbitrary prime, $\frac{1}{p} n^{1/4-\varepsilon} \leq k \leq n^{1/4-\varepsilon}$, and $\ell = \gamma \frac{\pi}{2} \sqrt{n \log n}$, the above equals
\[
\exp\left(\left(\frac{\ell}{4} + \varepsilon\right)(1 + \log\left(\frac{2\gamma}{p(1+4\varepsilon)}\right) + \log \log p) - \frac{\gamma}{2}\right)\log n + O_p(\log \log n)
\]
Now consider the function
\[
g_p(\gamma, \varepsilon) := \frac{(\frac{\ell}{4} + \varepsilon)(1 + \log\left(\frac{2\gamma}{p(1+4\varepsilon)}\right) + \log \log p)}{\log p} - \frac{\gamma}{2}.
\]
It follows from a small amount of calculus that when $p = 2$ and $\varepsilon_2 = \frac{(2+2\delta)\log 2 - 1}{4}$, we have
\[
g_2(\gamma, \varepsilon_2) < -\frac{1}{4} - \varepsilon_2 + \frac{1}{4} \left(\delta + (2 + 2\delta) \log \left(1 - \frac{2\delta}{4 + 4\delta}\right)\right)
\]
whenever $\gamma < 1 + \frac{\delta}{2}$. By fixing $\delta > 0$ sufficiently small and using that $\log \left(1 - \frac{2\delta}{4 + 4\delta}\right) < -\frac{2\delta}{4 + 4\delta}$, we thus get that $f_2(k) = O\left(\frac{\log n}{n^{1/4}}\right)$ whenever $\gamma < 1 + \frac{\delta}{2}$ and $\frac{1}{4} n^{1/4-\varepsilon_2} \leq k \leq n^{1/4-\varepsilon_2}$. This implies that there exists a $\gamma'_2$ such that, for any $\frac{1}{4} n^{1/4-\varepsilon_2} \leq k_1, \ldots, k_M \leq n^{1/4-\varepsilon_2}$ with $M \geq C n^{1/4-\varepsilon_2}$, we have
\[
\prod_{i=1}^M f_2(k_i) = O(\exp(-\Omega_C(n^{\gamma'_2}))),
\]
from which the desired result for $p = 2$ now follows from Lemma \cite{11},\cite{11}

When $p > 2$, we have
\[
f_p(k) = 1 - \frac{1}{p(n)} \sum_{\ell \geq \sqrt{n \log n} k \ell} r_{k,p}(n - \ell) q_p\left(\frac{\ell}{k}\right),
\]
so that
\[
f_p(k) \leq 1 - \frac{\gamma \beta \sqrt{n \log n}}{kp(n)} \min_{k \ell} r_{k,p}(n - \ell) q_p\left(\frac{\ell}{k}\right)
\]
for any $\beta > 0$. When $\delta > 0$, it follows from some more calculus that $g_p(1 + \delta, \varepsilon)$ is decreasing as $\varepsilon$ increases and attains a maximum of $-\frac{1}{2} + \frac{1 - 2\delta \log p - \log \frac{2\gamma}{p(1+4\varepsilon)} + \log \log p}{4 \log p}$ at $\varepsilon = 0$ as $\varepsilon$ ranges over $[0, \frac{1}{4}]$. When $p > 13$, the quantity $\frac{1 - 2\delta \log p - \log \frac{2\gamma}{p(1+4\varepsilon)} + \log \log p}{4 \log p}$ is negative for all $\delta > 0$, but when $p \leq 13$ it is positive for $\delta > 0$ sufficiently small. As a consequence, there exist $\delta_p, \varepsilon_p, \alpha_p > 0$ satisfying $\alpha_p > \varepsilon_p$ such that $f_p(k) \leq 1 - \Omega_p(n^{1/4-\alpha_p})$ whenever $\frac{1}{p} n^{1/4-\varepsilon_p} \leq k \leq n^{1/4-\varepsilon_p}$.
Thus, for any \( \frac{1}{p} n^{1/4-\varepsilon} \leq k_1, \ldots, k_M \leq n^{1/4-\varepsilon_p} \) with \( M \geq C n^{1/4-\varepsilon_p} \), we have
\[
M \prod_{i=1}^{M} f_p(k_i) = O_p(\exp(-\Omega_p, C(n^{\gamma_p'})))
\]
for \( \gamma_p' := \alpha_p - \varepsilon_p \), from which the desired result for \( 2 < p \leq 13 \) now follows from Lemma 4.1.

\[ \square \]
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