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ABSTRACT. Given a polynomial $f(z) = z^d + c$ over a global field $K$ and $a_0 \in K$, we study the density of prime ideals of $K$ dividing at least one element of the orbit of $a_0$ under $f$. The density of such sets for linear polynomials has attracted much study, and the second author has examined several families of quadratic polynomials, but little is known in the higher-degree case. We show that for many choices of $d$ and $c$ this density is zero for all $a_0$, assuming $K$ contains a primitive $d$th root of unity. The proof relies on several new results, including some ensuring the number of irreducible factors of the $n$th iterate of $f$ remains bounded as $n$ grows, and others on the ramification above certain primes in iterated extensions. Together these allow for nearly complete information when $K$ is a global function field or when $K = \mathbb{Q}(\zeta_d)$.

1. Introduction

Let $K$ be a field, and let $f(z) = z^d + c \in K[z]$. For $n \geq 1$, denote by $f^n(z)$ the $n$th iterate of $f$, and set $f^0(z) = z$. By the orbit of $a_0 \in K$ under $f$, we mean the set

$$O_f(a_0) = \{f^n(a_0) : n \geq 0\}.$$ 

When $K$ is a global field, we denote by $\mathcal{O}_K$ the usual ring of integers of $K$ (in the number field case) or the integral closure in $K$ of $\mathbb{F}_q[t]$ (in the function field case). We say that a prime ideal $\mathfrak{q} \in \mathcal{O}_K$ divides $O_f(a_0)$ if there exists at least one $n \geq 0$ with $f^n(a_0) \neq 0$ and $v_{\mathfrak{q}}(f^n(a_0)) > 0$. Our purpose in this article is to study the set of prime ideals

$$P_f(a_0) = \{\mathfrak{q} \subset \mathcal{O}_K : \mathfrak{q} \text{ divides } O_f(a_0)\},$$

and in particular to show that in many circumstances it is sparse within the set of all prime ideals of $\mathcal{O}_K$. This problem has applications to the dynamical Mordell-Lang conjecture [3] and to questions about the size of the set of hyperbolic maps in $p$-adic multibrot sets [17]. It is also studied in [2], where it is shown under much more general hypotheses that the density of $P_f(a_0)$ is less than one; here our goal is to show that $P_f(a_0)$ has density zero when $K$ contains a primitive $d$th root of unity. The set $O_f(a_0)$ may also be considered as a non-linear recurrence sequence, and in this guise the question of the density of $P_f(a_0)$ has been much studied (see [18] for a brief overview, and [11] [9] for more comprehensive studies). The family $f(z) = z^d + c$ is a natural candidate for study in this regard, since many of the arithmetic properties of the orbits of a polynomial depend on the orbits of its critical points, and this family has only
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one critical point. That this critical point is zero also plays a key role, since it ensures that the critical orbit has a property we call rigid divisibility; see Section 2. See recent work in [16] and [20] for other arithmetic dynamical properties of this family.

Denote by $D(S)$ the Dirichlet density of a set $S$ of primes of $K$, i.e.

$$D(S) = \lim_{s \to 1^+} \frac{\sum_{q \in S} N(q)^{-s}}{\sum_q N(q)^{-s}},$$

where $N(q) = \#(\mathcal{O}_K/q\mathcal{O}_K)$, and the sum in the denominator runs over all primes of $K$. In the number field case, we may replace this with the more intuitive notion of natural density:

$$D(S) = \limsup_{x \to \infty} \frac{\#\{q \in S : N(q) \leq x\}}{\#\{q : N(q) \leq x\}}.$$  

We remark that the set $P_f(a_0)$ is infinite unless $O_f(a_0)$ is finite or $f(z) = cz^d$, as can be shown by trivial modifications to [18, Theorem 6.1].

To state our main result, we take the set $M_K$ of places of $K$ to be a complete set of inequivalent absolute values on $K$, each extending one of the standard absolute values on $\mathbb{Q}$ or $\mathbb{F}_q(t)$. (By a standard absolute value on $\mathbb{F}_q(t)$, we mean $|x| = q^{-v(x)}$, where $v$ is the valuation corresponding to a prime of $\mathbb{F}_q[t]$ or the degree map.) Each non-archimedean $v \in M_K$ has an associated residue field $\{|x|_v \leq 1\}/\{|x|_v < 1\}$, whose characteristic is the residue characteristic of $v$.

**Theorem 1.** Let $K$ be a global field containing a primitive $d$th root of unity, and let $f(z) = z^d + c$. Suppose $c \in K$, $O_f(0)$ is infinite, and one of the following holds:

1. There exists a non-archimedean $v \in M_K$ such that $|c|_v < 1$ and the residue characteristic of $v$ is prime to $d$; or
2. $d$ is prime and for some $j \geq 0$, $f^j(z) = g_1(z) \ldots g_i(z)$ with each $g_i$ irreducible and none of $\pm g_i(f(0)), g_i(f^2(0)), g_i(f^3(0)), \ldots$ is a $d$th power in $K$.

Then $D(P_f(a_0)) = 0$ for any $a_0 \in K$.

Condition (2) is often applied when $j = 0$, in which case it holds when none of $\pm f(0), f^2(0), f^3(0), \ldots$ is a $d$th power in $K$. The $\pm$ attached to $g_i(f(0))$ is in fact $-1$ if $d = 2$ and $\deg g_i$ is odd, and 1 otherwise. We remark that the two conditions in Theorem 1 are logically independent. For instance, taking $K = \mathbb{Q}$ and $d = 2$, we have that $f(z) = z^2 - \frac{k^2}{k^2-1}$ for $k \in \mathbb{Z}_{\geq 2}$ not a power of two satisfies (1) but not (2), since $f^2(0) = k^2/(k^2-1)^2$. On the other hand, if $k \in \mathbb{Z}_{\geq 1}$ is odd, then $f(z) = z^2 + 2k$ clearly fails to satisfy (1), but can be shown to satisfy (2) with $j = 0$.

Theorem 1 represents a generalization of [18, Theorem 1.2, part (iii)] in two ways. First, it holds for maps of higher degree than two, and indeed it is the first result to cover such maps. Second, it handles many values of $c$ that are not in the ring of integers of $K$; this gives for instance a partial answer to the question posed in [20] on whether the results of [18] can be extended to $z^2 + c \in \mathbb{Q}[z]$. The proof of Theorem 1 is made possible first by improved results on the nature of the factorization into irreducibles of iterates of $f(z)$; see Theorem 5 and the discussion below. Part (1) of
the theorem is proved via a new method that hinges on a study of the ramification
degrees of extensions generated by iteration of \( f \) over the local field \( K_v \) given by the
completion of \( K \) at \( v \). Part (2) of Theorem 1 is proved by a global method extending
the work of the second author in [18] and [17] from certain quadratics over \( \mathbb{Q} \) and \( \mathbb{F}_p(t) \)
to higher-degree polynomials over more general global fields.

In the case where \( K \) is a function field over \( \mathbb{F}_q \), part (1) of Theorem 1 gives a nearly
complete result. Recall that for a global field \( K \) and \( a \in K \setminus \{0\} \), we have the product
formula
\[
\prod_{v \in M_K} |a|_v^{n_v} = 1,
\]
where \( n_v \) is the degree of the local extension \([K_v : \mathbb{Q}_v]\) in the number field case and
\([K_v : \mathbb{F}_q(t)_v]\) in the function field case [22, Proposition 8.7]. Moreover, \(|a|_v = 1\) for all
\( v \in M_K \) if and only if \( a \) is a root of unity. When \( K \) is a function field, we have the
crucial fact that every \( v \in M_K \) is non-archimedean, and the associated residue field is
a finite extension of \( \mathbb{F}_q \). Hence the residue characteristic at every place is equal to the
characteristic of \( \mathbb{F}_q \) (which is the same as the characteristic of \( K \)). In addition, \( a \in K \)
is a root of unity if and only if \( a \) belongs to the algebraic closure of \( \mathbb{F}_q \) in \( K \), called the
field of constants of \( K \). We immediately obtain:

**Corollary 2.** Let \( K \) be a global function field of characteristic prime to \( d \), let \( f(z) = z^d + c \), and suppose that \( c \) does not belong to the field of constants of \( K \). Then
\( D(P_f(a_0)) = 0 \) for any \( a_0 \in K \).

Corollary 2 is a significant generalization of Theorem 1.4 of [17]; indeed the latter
essentially gives Corollary 2 in the special case \( K = \mathbb{F}_p(t) \) and \( f(z) = z^2 + t \), where
\( p \) is an odd prime. Correspondingly, in the language of [17], Corollary 2 applied to
\( f(z) = z^d + t \) shows that for \( p \nmid d \), the hyperbolic subset
\[
\{ c \in \mathbb{C}_p : 0 \text{ tends to an attracting cycle under iteration of } f(z) = z^d + c \}
\]
of the \( p \)-adic multibrot set
\[
\{ c \in \mathbb{C}_p : 0 \text{ has bounded orbit under iteration of } f(z) = z^d + c \}
\]
has density zero in a natural sense. See [17] for more details.

We also get an interesting application of Theorem 1 in the case \( K = \mathbb{Q}(\zeta_p) \). The
primes of \( \mathcal{O}_K \) lying over the \( q \in \mathbb{Z} \) with \( q \equiv 1 \mod p \) form a density one subset of the
primes in \( \mathcal{O}_K \), because these primes split, and so have norm \( q \), while the norm of a
prime lying over any other \( q \in \mathbb{Z} \) is at least \( q^2 \). For a prime \( q \) of \( \mathcal{O}_K \), it is easy to check
that \( q \mid f^n(a_0) \) if and only if \( q \mid f^n(a_0) \), where \( q = q \cap \mathcal{O}_K \).

**Corollary 3.** Let \( p \) be prime and \( f(z) = z^p + c \) for some \( c \in \mathbb{Z} \) with \( c \neq 0 \) (if \( p = 2 \) we
also exclude \( c = -1 \)). Then the set of primes \( q \equiv 1 \mod p \) that belong to \( P_f(a_0) \) has
density zero in the set of of all primes \( q \equiv 1 \mod p \).
Note that if $q \not\equiv 1 \mod p$, then $p \nmid \#(\mathbb{Z}/q\mathbb{Z})^*$, and thus $z \mapsto z^p$ is a one-to-one map on $\mathbb{Z}/q\mathbb{Z}$. Hence $f(z) = z^p + c$ acts as a permutation on $\mathbb{Z}/q\mathbb{Z}$, and so every element of $\mathbb{Z}/q\mathbb{Z}$ is periodic under iteration of $f$. In particular, $f^n(0) \equiv 0 \mod q$ for some $n \geq 1$, and hence the density of primes in $\mathbb{Z}$ dividing at least one element of $O_f(0)$, which we denote $D_Q(f(0))$, is at least $(p-2)/(p-1)$. This phenomenon is noted in [2] for the special case $f(z) = z^3 + 1$, where it is used to show that 0 may be periodic modulo a positive proportion of primes even though it is not periodic over $\mathbb{Z}$. Corollary 3 shows that in fact $D_Q(f(0)) = (p-2)/(p-1)$, in particular giving $D_Q(O_{z^3+1}(0)) = 1/2$. A natural extension of these considerations is to allow our initial point to be $a_0 \neq 0$. In this case Corollary 3 gives only $D_Q(f(a_0)) \leq (p-2)/(p-1)$. In seems reasonable to expect that $D_Q(f(a_0)) = 0$, but at present this appears quite difficult to prove.

We prove Corollary 3 by applying condition (2) of Theorem 1 with $j = 0$ or $j = 1$ according to whether $c$ is a $p$th power in $\mathbb{Z}$. See Lemma 23, where we verify that (2) applies in this case. In the process, we show that if $p$ is odd and $c$ is not a $p$th power in $\mathbb{Z}$, then $f^n(z)$ is irreducible over $\mathbb{Q}(\zeta_p)$ for all $n \geq 1$, and if $c$ is a $p$th power, then $f^n(z)$ has precisely $p$ irreducible factors over $\mathbb{Q}(\zeta_p)$ (and two irreducible factors over $\mathbb{Q}$) for all $n \geq 1$. This generalizes [18, Proposition 4.5], and establishes additional cases of a conjecture of Sookdeo, namely that there are only finitely many $S$-integral points in the set $\bigcup_{n \geq 1} f^{-n}(0)$ (see [27, Conjecture 1.2, Theorems 2.5, 2.6]).

A key ingredient in our proof of Theorem 1 is a new result giving conditions on $c$ that ensure the number of irreducible factors of $f^n(z)$ is absolutely bounded as $n$ grows. This phenomenon – called eventual stability – is central to the study of arithmetic aspects of polynomial dynamics, and has attracted significant study, for instance in [12], [15], [18], and [27] (a large amount of additional work has gone into finding conditions ensuring that all iterates of $f$ are irreducible; see for example [7]). Even over $\mathbb{Q}$, complicated behavior is possible; for instance, if $f(z) = z^2 - \frac{16}{9}$, then

$$f^3(z) = \left(z^2 - 2z + \frac{2}{9}\right) \left(z^2 + 2z + \frac{2}{9}\right) \left(z^2 - \frac{22}{9}\right) \left(z^2 - \frac{10}{9}\right).$$

However, for $n \geq 3$, $f^n(z)$ has precisely four irreducible factors over $\mathbb{Q}$ (see the remark on p. 10).

**Definition 4.** We say a polynomial $f$ is eventually stable if there is an $N \geq 0$ and a fixed $t$ depending only on $f$ such that, for all $n > N$, $f^n$ is a product of exactly $t$ irreducible factors.

**Theorem 5.** Let $d \geq 2$, let $K$ be a field of characteristic not dividing $d$, and let $f(z) = z^d + c ∈ K[z]$. If there is a discrete non-archimedean absolute value on $K$ with $|c| < 1$, then $f$ is eventually stable over $K$.

Theorem 5 immediately yields the following corollary in the case $K = \mathbb{Q}$, giving another generalization of [18, Proposition 4.5] and proving the corresponding cases of Conjecture 1.2 in [27]. In [15], Ingram proves an eventual stability-type result for...
polynomials over a number field, though one that is disjoint from Theorem 5. His methods are quite different from ours; see the discussion on p. 24.

**Corollary 6.** Let \( f(z) = z^d + c \in \mathbb{Q}[z] \), and suppose that \( c \) is non-zero and is not the reciprocal of an integer. Then \( f \) is eventually stable over \( \mathbb{Q} \).

The case where \( c \) is the reciprocal of an integer remains open.

Theorem 5 also allows us to obtain nearly complete information in the function field case. By a function field, we mean here something more general than a global function field: a finite extension \( K \) of \( \mathbb{F}_q \), where \( F \) is any field. Function fields share the properties of global function fields mentioned above [25], Chapter 5, and we thus obtain:

**Corollary 7.** Let \( K \) be a function field of characteristic not dividing \( d \), and let \( f(z) = z^d + c \in K[z] \). Then \( f \) is eventually stable over \( K \) unless \( c \) belongs to the field of constants of \( K \).

When \( c \) belongs to the field of constants of \( K \), eventual stability need not hold. For one thing, we may have that 0 is periodic under \( f \), and hence \( z \mid f^k(z) \) for some \( k \geq 1 \), implying that \( f^k(z) \) has at least \( j+1 \) irreducible factors. Even when 0 is not periodic, we may not have eventual stability, particularly when the field of constants is finite. Indeed, we expect eventual stability to fail in general when \( f \) is defined over a finite field, as predicted by the factorization model in [4]. An interesting example is given by \( f(z) = z^2 + z + 2 \in \mathbb{F}_3[z] \), where \( \mathbb{F}_3 \) is the finite field with three elements. Here 0 is not periodic under \( f \), yet it can be shown that the number of distinct irreducible factors of \( f^n \) is \( \geq n - 1 \) for all \( n \geq 3 \) [12, Section 9]. Thus in a sense Corollary 7 is best-possible in the case where \( K \) is a function field over a finite field.

We close this introduction with a sketch of the proof of Theorem 1, which also serves as an outline for the article. We begin by showing that in both cases of Theorem 1, there is \( j \in \mathbb{Z}_{\geq 1} \) such that \( f^j(z) = \prod_{i=1}^t g_i(z) \), with \( g_i(f^n(z)) \) irreducible for all \( n \geq 0 \). This follows from Theorems 4 and 8 whose proofs are given in Section 2. The irreducibility of the \( g_i(f^n(z)) \) plays a role in the results of Sections 3 and especially those of Section 4. Now let \( P_{f,g_i}(a_0) \) be the set of prime ideals \( \mathfrak{q} \) of \( \mathcal{O}_K \) such that \( \mathfrak{q} \mid g_i(f^n(a_0)) \) for at least one \( n \geq 1 \), and note that \( \mathfrak{q} \in P_{f,g_i}(a_0) \) for some \( 1 \leq i \leq t \) if and only if \( \mathfrak{q} \in P_f(a_0) \). In Section 3 we relate the density of \( P_{f,g_i}(a_0) \) to Galois theory. Specifically, we recall from [18] the definition of a Galois process, which furnishes an upper bound for the desired density, and in Theorems 15 and 16 we show that the Galois process associated to \( (f,g_i) \) is an eventual martingale, and hence is a convergent stochastic process. In Section 3 we use group theory and Diophantine methods (see Theorem 16) to show that the convergence of the Galois process impiles the density of \( P_{f,g_i}(a_0) \) is zero. Thus \( P_f(a_0) \) is a finite union of zero-density sets, proving the theorem.

## 2. Irreducibility Results

In this section we examine irreducibility properties of polynomials of the form \( g \circ f^n \) over a general field \( K \), in the case where \( f(z) = z^d + c \). Arithmetic properties of the
translated critical orbit \( \{g(f^n(0)) : n \geq 1 \} \) play a key role in this matter (see Theorem 8). In the event that \( g \circ f^{n-1} \) is irreducible over \( K \) but \( g \circ f^n \) is not, and \( K \) contains a primitive \( m \)th root of unity, we show that the factors of \( g \circ f^n \) must all have a special form (Theorem 10). This leads to Theorem 5 whose proof we defer until the end of this section. We begin with a result giving arithmetic conditions on \( g(f^n(0)) : n \geq 1 \) that ensure \( g \circ f^n \) is irreducible for all \( n \geq 1 \). It is a generalization of [19, Theorem 2.2], and also of [7, Proposition 1].

**Theorem 8.** Let \( K \) be a field of characteristic not dividing \( d \), let \( g, f \in K[z] \) with \( f(z) = z^d + c \), and \( g(z) \) monic, irreducible, and separable. Suppose that for each \( n \geq 1 \) the following hold:

1. \((-1)^{\epsilon}g(f^n(0))\) is not a \( p \)th power in \( K \) for any prime \( p \mid d \); and
2. if \( 4 \mid d \), then \((-1)^{\epsilon+1}4g(f^n(0))\) is not a 4th power in \( K \),

where \( \epsilon = 1 \) if \( n = 1 \), \( d \) is even, and \( \deg g \) is odd, and \( \epsilon = 0 \) otherwise. Then \( g \circ f^n \) is irreducible and separable over \( K \) for all \( n \geq 1 \).

**Remark.** In the case where \( K \) is finite, one can show the theorem is if and only if. See the similar statement in [19, Theorem 2.2]. We also note that in the case where \( K \) contains a primitive \( d \)th root of unity, the theorem holds without assuming condition (2), and one obtains a proof via taking \( z = 0 \) in the statement of Theorem 10.

**Proof.** Let \( N \geq 0 \), and assume inductively that \( g \circ f^N \) is irreducible and separable. Recall that \( f^0(z) = z \), so the assumption that \( g(z) \) is irreducible and separable takes care of the base case of induction.

Let \( \beta \) be a root of \( g \circ f^{N+1} \), and note that \( \alpha := f(\beta) \) is a root of \( g \circ f^N \). Clearly \( K(\beta) \supseteq K(\alpha) \). Now \( g \circ f^{N+1} \) is irreducible if and only if \([K(\beta) : K]=\deg(g(f^{N+1}(z)))\). However, because \( g \circ f^N \) is irreducible, this holds if and only if \([K(\beta) : K(\alpha)] = d \), or in other words if \( f(z) - \alpha \) is irreducible over \( K(\alpha) \). Note that \( f(z) - \alpha = z^d + c - \alpha \), and by [21, Theorem 9.1, p. 297] this is irreducible over \( K(\alpha) \) provided that \( \alpha - c \) is not a \( p \)th power in \( K(\alpha) \) for any \( p \mid d \) and, if \( 4 \mid d \), \(-4(\alpha - c)\) is not a fourth power in \( K(\alpha) \).

We now compute:

\[
N_{K(\alpha)/K}(\alpha - c) = \prod_{g(f^N(\alpha'))=0} -(c - \alpha')
= (-1)^{\deg g(f^N(z))} g(f^N(c))
= (-1)^{\deg g(f^N(z))} g(f^{N+1}(0)),
\]

(2)

The first equality follows since \( g \circ f^N \) is separable and irreducible, and thus the norm over \( K \) of an element of \( K(\alpha) \) is the product of its Galois conjugates, and every root of \( g \circ f^N \) is a Galois conjugate of \( \alpha \). The second equality follows because \( g \circ f^N \) is monic.

If \( d \) is odd, then \(-1\) is a \( p \)th power in \( K \) for each prime \( p \mid d \), and hence condition (1) with \( \epsilon = 0 \) implies the expression in (2) is not a \( p \)th power in \( K \). The multiplicativity of the norm map then gives that \( \alpha - c \) is not a \( p \)th power in \( K(\alpha) \), showing that \( g \circ f^{N+1} \)
is irreducible over $K$. If $d$ is even and $\deg(g \circ f^N)$ is even, then similarly to the case where $d$ is odd, conditions (1) and (2) with $\epsilon = 0$ give the irreducibility of $g \circ f^{N+1}$ over $K$. When $d$ is even, $\deg(g \circ f^N)$ can only be odd when $\deg g$ is odd and $N = 0$, in which case we require $\epsilon = 1$ in conditions (1) and (2) to ensure the irreducibility of $g \circ f^{N+1}$.

Finally, each root of $g \circ f^{N+1}$ is a root of $z^d + c - \alpha$ for some root $\alpha$ of $g \circ f^N$. Because $K$ has characteristic not dividing $d$, it follows that $z^d + c - \alpha$ is separable provided that $c - \alpha \neq 0$. But the latter is impossible since otherwise (2) gives $(-1)^{\deg(f^{N+1}(0))} = 0$, contrary to the hypothesis of the lemma. But $g \circ f^N$ is separable by inductive hypotheses, and this shows $g \circ f^{N+1}$ is separable. $\square$

We now embark on a sequence of results that leads to the proof of Theorem 5.

**Lemma 9.** Let $d \geq 2$, let $L$ be a field of characteristic not dividing $d$, and let $\zeta_d \in L$ be a primitive $d$th root of unity. Suppose that $a \in L$, $a \neq 0$, and let $E$ be the splitting field of $z^d - a$ over $L$. Then every orbit of the action of $\text{Gal}(E/L)$ on the roots of $z^d - a$ has the form

$$\{\zeta_d^{rm} \beta : r = 1, \ldots, d/m\}$$

for some $m \mid d$, where $\beta$ may be taken to be any element of the orbit.

**Proof.** Note that $\text{char}(L) \nmid d$ and $a \neq 0$ ensure that $z^d - a$ is separable over $L$, and hence if $\beta_0$ is any root of $z^d - a$, then the full set of roots is $\{\beta_0, \zeta_d\beta_0, \ldots, \zeta_d^{d-1}\beta_0\}$. Consider an orbit $O$ of the action of $\text{Gal}(E/L)$, and choose some $\beta \in O$. Let $k$ be the least positive integer such that $\beta^k \in L$. Certainly, $k \leq d$. We claim that $k$ is a divisor of $d$. Let $m \in \mathbb{Z}$ be such that $0 \leq d - mk < k$. Then, as $\beta^d = \beta^{mk}\beta^{d-mk}$, it must be that $d - mk = 0$, because $\beta^{d-mk} \in L$, but $d - mk < k$.

Let $m = \frac{d}{k}$, and put

$$s(z) = \prod_{r=1}^{d/m} (z - (\zeta_d^r)^m \beta) = z^k - \beta^k \in L[z].$$

If $s(z)$ has a non-trivial factor $t(z)$ over $L[z]$, then $(\zeta_d^m)^v \beta^v = t(0) \in L$ for some integer $u$ and some $0 < v < k$. Hence $\beta^u \in L$, contradicting the minimality of $k$. Thus $s(z)$ is irreducible over $L$, proving that $O$ has the form (3). $\square$

**Theorem 10.** Let $d \geq 2$, let $L$ be a field of characteristic not dividing $d$, and let $\zeta_d \in L$ be a primitive $d$th root of unity. Let $f(z) = z^d + c \in L[z]$ and let $g(z) \in L[z]$ be monic and separable. Take $f^0(z) = z$, and suppose that $g \circ f^{n-1}$ is irreducible over $L$ for some $n \geq 1$. If $g \circ f^n$ has a non-trivial factorization over $L$, then we have

$$g(f^n(z)) = (-1)^{\epsilon} \prod_{k=1}^{m} h(\zeta_d^k z),$$

where $h(z) \in L[z]$ is irreducible, $m \mid d$, $m \geq 2$, $\epsilon = 1$ if $\deg(g \circ f^{n-1})$ is odd and $m$ is even, and $\epsilon = 0$ otherwise.
Proof. Let $E$ be the splitting field of $g \circ f^n$ over $L$. Let $G = \text{Gal}(E/L)$, and let $\alpha_1, \ldots, \alpha_j$ be the roots of $g \circ f^{n-1}$ in $E$. Consider the $G$-orbit $O(\beta)$ of a root $\beta$ of $g \circ f^n$. Without loss of generality, say $f(\beta) = \alpha_1$, and so $\beta$ is a root of $f(z) - \alpha_1 = z^d - (\alpha_1 - c)$. Now $G$ has the subgroup $S := \text{Gal}(E/L(\alpha_1))$. Because $g \circ f^{n-1}$ is irreducible, the action of $G$ on the $\alpha_i$ is transitive, and hence we may choose $\sigma_1, \ldots, \sigma_j \in G$ such that $\sigma_i(\alpha_1) = \alpha_i$, or in other words $\sigma_i(\beta)$ is a root of $f(z) - \alpha_i$ for $i = 1, \ldots, j$.

As $G_n$ is the disjoint union of the cosets $\sigma_i S$, so $O(\beta)$ is the disjoint union of the sets $\{\sigma_i s(\beta) : s \in S\}$. Lemma 9 then gives

$$\{s(\beta) : s \in S\} = \{\zeta_{d}^{rm} \beta : r = 1, \ldots, d/m\}$$

for some divisor $d$ of $m$, and thus

$$\{\sigma_i s(\beta) : s \in S\} = \{\zeta_{d}^{rm} \sigma_i(\beta) : r = 1, \ldots, d/m\},$$

We now put

$$h(z) := \prod_{i=1}^{j} \prod_{r=1}^{d/m} (z - \zeta_{d}^{r} \sigma_i(\beta)),$$

which is an irreducible element of $L[z]$ since its roots consist of a full $G$-orbit. Moreover, because $g \circ f^{n-1}$ is irreducible, every root of $g \circ f^n$ may be written

$$\zeta_{d}^{rm-k} \sigma_i(\beta),$$

for some $k$ with $1 \leq k \leq d$ and some $i$ with $1 \leq i \leq j$. Note that

$$h(\zeta_{d}^{k} z) = \prod_{i=1}^{j} \prod_{r=1}^{d/m} (\zeta_{d}^{k} z - \zeta_{d}^{r} \sigma_i(\beta)) = \left(\zeta_{d}^{d/m} \right)^k \prod_{i=1}^{j} \prod_{r=1}^{d/m} (z - \zeta_{d}^{r} \sigma_i(\beta)).$$

Taking the product over $k = 1, \ldots, m$ and using [5] gives

$$\prod_{k=1}^{m} h(\zeta_{d}^{k} z) = \left(\prod_{k=1}^{m} \left(\zeta_{d}^{d/m} \right)^k \right) g(f^n(z)) = \zeta_{d}^{d/(m-1) \cdot 2} g(f^n(z)), $$

where the first equality follows since $g \circ f^n$ is monic. Note that $j = \deg(g \circ f^{n-1})$.

**Definition 11.** Let $A = \{a_i\}_{i \geq 1}$ be a sequence in a field $K$. We say $A$ is a rigid divisibility sequence over $K$ if for each non-archimedean absolute value $| \cdot |$ on $K$, the following hold:

1. If $|a_n| < 1$, then $|a_n| = |a_{kn}|$ for any $k \geq 1$.
2. If $|a_n| < 1$ and $|a_j| < 1$, then $|a_{\gcd(n,j)}| < 1$.

Recall that when $A$ is a sequence of rational integers, it is a divisibility sequence when $a_n | a_m$ whenever $n | m$; this condition is ensured by (and strictly weaker than) condition (1) in Definition [11]. Additionally, it is a strong divisibility sequence when $\gcd(a_n, a_m) = a_{\gcd(n,m)}$, which is ensured by condition (2). Hence every rigid divisibility sequence is also a strong divisibility sequence, though the converse is false. A consequence of Definition [11] is that if $|a_n| < 1$ and $|a_k| < 1$ for some non-archimedean
absolute value, then $|a_n| = |a_k|$. Rigid divisibility sequences arise naturally from iteration of certain polynomials, and they have proved useful in analyzing arithmetic phenomena such as primitive divisors \[8, 20, 24\]. In Lemma \[12\] we generalize \[8, Lemma 4, 18, Lemma 5.3\], and \[20, Lemma 2.3\], where consideration is restricted to $c$ belonging to $\mathbb{Z}$ or $\mathbb{Q}$.

Recall that for a non-archimedean absolute value $| \cdot |$ on $K$, the set $\{ x \in K : |x| \leq 1 \}$ is a ring, and $\{ x \in K : |x| < 1 \}$ is its unique maximal ideal. The associated quotient field is called the residue field.

**Lemma 12.** Let $K$ be a field and $f(z) = z^d + c \in K[z]$ for some $d \geq 2$. Then $\{f^n(0)\}_{n \geq 1}$ is a rigid divisibility sequence over $K$.

**Remark.** One can further generalize Lemma \[12\] to the case where $f(z)$ has no linear term, but at the price of excluding certain absolute values of $K$ from the Definition \[11\]. For instance, consider $f(z) = z^3 + (1/27)z^2 + 3$, and note that $\{f^n(0)\}_{n \geq 1}$ is a rigid divisibility sequence for all non-archimedean absolute values on $\mathbb{Q}$ except the $3$-adic absolute value. The interested reader should also consult \[24, Proposition 3.5\], which gives a slightly stronger conclusion than that of Lemma \[12\].

**Proof.** Let $| \cdot |$ be a non-archimedean absolute value on $K$. We begin with the observation that either $|f^n(0)| > 1$ for all $n \geq 1$ or $|f^n(0)| \leq 1$ for all $n \geq 1$. Indeed, assume that $|f^n(0)| > 1$ for some $n \geq 1$ and without loss let $n$ be minimal with this property. Write $c = f^n(0) - (f^{n-1}(0))^d$, taking $f^0(x) = x$ in the case $n = 1$. Then $|c| = |f^n(0)|$ by the ultrametric property. Therefore $|f(0)| = |c| > 1$, whence $n = 1$. We now have $|f^1(0)| = |f^{-1}(0)|^m > |f^{-1}(0)|$ for each $i \geq 2$, proving that $|f^n(0)| > 1$ for all $n \geq 1$.

To prove property (1), suppose that $|f^n(0)| < 1$. By the previous paragraph, this gives $1 \geq |f(0)| = |c|$. We induct on $k$, noting first that if $k = 1$, then trivially $|f^{kn}(0)| = |f^n(0)|$. Suppose that $|f^{(k-1)n}(0)| = |f^n(0)| < 1$. Write $f^n(z) = f^n(0) + \sum_{i=1}^{n-1} c_i z^i$, and note that the $c_i$ are elements of $\mathbb{Z}[c]$ and thus $|c_i| \leq 1$ because $|c| \leq 1$. Observe that $f^{kn}(0) = f^n(f^{(k-1)n}(0))$ implies

$$|f^{kn}(0)| = \left| f^n(0) + \sum_{i=1}^{n-1} c_i \left( f^{(k-1)n}(0) \right)^i \right| = |f^n(0)|,$$

where the last equality follows from the fact that $|f^{(k-1)n}(0)|^i < |f^n(0)|$ for $i \geq 1$.

To prove property (2), assume $|f^m(0)| < 1$ for some $m \geq 1$, and let $m$ be the minimal positive integer with this property. By the argument at the beginning of the proof of the lemma, $|f^n(0)| \leq 1$ for all $i$. Therefore the sequence $0, f(0), f^2(0), \ldots$ in the residue field of $K$ is a cycle containing precisely $m$ distinct elements. Hence for any $j = \ell m + r$, $f^k(0)$ will be zero if and only if $r = 0$. So if both $|f^j(0)| < 1$ and $|f^n(0)| < 1$, then $m \mid \gcd(j,n)$, yielding property (2).

**Proof of Theorem 5.** We begin by choosing an extension of $| \cdot |$ to $K(\zeta_d)$; any such extension will still be discrete, since $K(\zeta_d)/K$ is a finite extension. We now replace
$K$ by $K(\zeta_d)$, noting that Lemma 12 shows that $\{f^n(0)\}_{n \geq 1}$ is still a rigid divisibility sequence over this larger field. As in the proof of Lemma 12, the assumption that $|c| < 1$ gives that all roots of iterates of $f$ have absolute value at most 1, and hence the same holds for the coefficients of any divisor of an iterate of $f$.

Let $\{g_1, g_2, \ldots\}$ be a (possibly finite) sequence of irreducible polynomials in $K[z]$ and $\{n_1, n_2, \ldots\}$ a sequence of positive integers with the following properties: $g_1$ properly divides $f^{n_1}$ while $f^{n_1-1}$ is irreducible, and for $i \geq 2$, $g_i$ properly divides $g_{i-1} \circ f^{n_i}$ while $g_{i-1} \circ f^{n_i-1}$ is irreducible. To prove the theorem, we show that any such sequence must be finite.

By Theorem 10 we have $f^{n_1}(0) = \pm g_1(0)^d$ for some $d > 1$, and because $|f^{n_1}(0)| = |c|$ by Lemma 12 we have $|g_1(0)| = |c|^{1/d}$, showing that $1 > |g_1(0)| > |c|$. Assume that, for some $i \geq 2$, $g_i$ is defined and

$$1 > |g_{i-1}(0)| > \cdots > |g_1(0)| > |c|.$$  

By Theorem 10, $g_{i-1}(f^{n_1}(0)) = \pm g_{i-1}(0)^d$ for some $d > 1$, so that $1 > |g_{i-1}(0)| > |g_{i-1}(f^{n_1}(0))|$. Now the coefficients of $g_{i-1}(x)$ are integral, while by Lemma 12 and the inductive hypothesis we have $|f^{n_1}(0)| = |c| < |g_{i-1}(0)| < 1$. Therefore the sum $g_{i-1}(f^{n_1}(z))|_{z=0}$ is dominated by the term $g_{i-1}(0)$, so $|g_{i-1}(f^{n_1}(0))| = |g_{i-1}(0)|$.

We have thus shown that every element of the sequence $\{g_1, g_2, \ldots\}$ fits into a chain of the form (6). Because $|\cdot|$ is discrete, any such chain must have finite length, proving the theorem. \qed

Remark. Theorem 5 in fact gives a quantitative result. Let $v$ be the normalized valuation associated to $|\cdot|$, so that $v(K^*) = \mathbb{Z}$ (see e.g. [23, II.3]), and let $i_f$ be the limit as $n$ grows of the number of irreducible factors of $f^n(x)$. If $v(c) = e$ (which by assumption is positive), then every sequence $\{g_1, g_2, \ldots\}$ as in the proof of Theorem 5 has length at most $\log_2 e$ (note much better bounds are possible for specific $d$). By Theorem 10 we then have $i_f \leq d \log_2 e$. It would be very interesting to have a uniform bound for $i_f$ for some given family $z^d + c, c \in K$. Some work has been done in this direction when $K = \mathbb{Q}$ and $f(z) = z^2 + c$; in [10] it is shown that no iterate of $f(z)$ has more than 6 linear factors over $\mathbb{Q}$, assuming certain standard conjectures on $L$-series. However, as noted in the discussion after Corollary 3 eventual stability has not even been fully established for this family.

3. The Galois Process and Related Results

In this section we connect the problem of determining the densities of sets of primes dividing orbits of $z^d + c$ in our main results to the Galois theory of iterates of $f$. We recall from [18] the definition of the Galois process attached to a pair $(f, g)$ of polynomials.

Let $K$ be a field, and let $f(z), g(z) \in K[z]$. We fix an algebraic closure $\overline{K}$ of $K$ and let $T_n$ denote the set of roots of $g \circ f^n$ in $\overline{K}$, $K_n = K(T_n)$ be the splitting field of $g \circ f^n$, and $G_n = \text{Gal}(K_n/K)$. (We will use this notation for the remainder of the paper.) Let $G_\infty = \lim_{n \to \infty} G_n$, and take $\mu$ to be a Haar measure on $G_\infty$ with $\mu(G_\infty) = 1$. For $\sigma \in G_\infty$,
let \( \pi_n(\sigma) \) be the restriction of \( \sigma \) to \( G_n \). (For a more detailed exposition, see the remark in Section 3.2.) We are interested in how the proportion of elements of \( G_n \) fixing at least one \( \beta \in T_n \) varies with \( n \). We define functions \( Y_n : G_\infty \to \mathbb{Z} \) by

\[
Y_n(\sigma) = \#\{ \text{fixed points of } \pi_n(\sigma) \text{ acting on } T_n \}.
\]

Because \( \mu \) is a probability measure on \( G_\infty \), the \( Y_n \) are in fact random variables, and hence the sequence \( Y_1, Y_2, \ldots \) is a stochastic process, which we refer to as the Galois process of \((f, g)\). We denote by \( E(Y) \) the expected value of the random variable \( Y \). Note that because \( \mu(\pi_i^{-1}(S)) = \#S/\#G_i \) for any \( S \subseteq G_i \), we have that \( \mu(Y_1 = t_1, \ldots, Y_n = t_n) \) is given by

\[
\frac{1}{\#G_n} \# \{ \sigma \in G_n : \sigma \text{ fixes } t_i \text{ elements of } T_i \text{ for } i = 1, 2, \ldots, n \}.
\]

The connection between the Galois process and our main results is given by [18, Theorem 2.1] and the remarks following. We state here a version applicable to our present considerations:

**Theorem 13.** [18, Theorem 2.1] Let \( f, g \in K[z] \) be polynomials with \( g \circ f^n \) separable for all \( n \). Let \( a_n = g(f^n(a_0)) \) with \( a_0 \in K \). Then the density of primes dividing at least one \( a_n \) is bounded above by

\[
\lim_{n \to \infty} \mu(Y_n > 0),
\]

where \( Y_n \) is the \( n \)th random variable in the Galois process of \( f, g \).

While [18, Theorem 2.1] is stated for \( f, g \in \mathbb{Z}[z] \), it trivially extends to \( f, g \in \mathcal{O}_K[z] \), and may be extended to \( f, g \in K[z] \) by excluding the finitely many primes of \( \mathcal{O}_K \) at which at least one coefficient of \( f \) or \( g \) has negative valuation.

**Definition 14.** A stochastic process with probability measure \( \mu \) and random variables \( Y_1, Y_2, \ldots \) taking values in \( \mathbb{R} \) is a martingale if for all \( n \geq 2 \) and any \( t_i \),

\[
E(Y_n \mid Y_1 = t_1, Y_2 = t_2, \ldots, Y_{n-1} = t_{n-1}) = t_{n-1},
\]

provided \( \mu(Y_1 = t_1, Y_2 = t_2, \ldots, Y_{n-1} = t_{n-1}) > 0 \). We call \( Y_1, Y_2, \ldots \) an eventual martingale if for some \( N \geq 1 \) the process \( Y_N, Y_{N+1}, Y_{N+2}, \ldots \) is a martingale.

We prove two main results in this section, namely:

**Theorem 15.** Suppose that \( d \geq 2 \) and \( K \) is a global field of characteristic not dividing \( d \) and containing a primitive \( d \)th root of unity. Let \( f(z) = z^d + c \in K[z] \), \( g(z) \in K[z] \) divide an iterate of \( f \), and suppose that there is a place \( p \) of \( K \) whose residue characteristic is prime to \( d \) and such that \( v_p(c) > 0 \). Then the Galois process associated to \((f, g)\) is an eventual martingale.

**Theorem 16.** Suppose that \( d \) is prime and \( K \) is a global field of characteristic not dividing \( d \) and containing a primitive \( d \)th root of unity. Let \( f(z) = z^d + c \in K[z] \), and let \( g(z) \in K[z] \) divide an iterate of \( f \). Assume that for \( n \geq 1 \), \((-1)^\epsilon g(f^n(0))\) is not a \( d \)th power in \( K \), where \( \epsilon = 1 \) if \( n = 1 \), \( d = 2 \), and \( \deg g \) is odd, and \( \epsilon = 0 \) otherwise. Then the Galois process associated to \((f, g)\) is a martingale.
These two theorems correspond to cases (1) and (2) of Theorem 15. While there are many cases covered by both Theorems 15 and 16, greater generality can be achieved by using both. For example, the case where \( g(z) = f^0(z) = z, f(z) = z^6 + 5 \), and \( K = \mathbb{Q}(\zeta_6) \) is covered by Theorem 15, and \( g(z) = z, f(z) = z^3 + 3 \), and \( K = \mathbb{Q}(\zeta_3) \) by Theorem 16, but neither theorem covers both. The proof of Theorem 16 is substantially more involved than that of Theorem 15.

3.1. Local theory and proof of Theorem 15. To prove Theorem 15, it is enough by [13, Theorem 2.5] to show that for sufficiently large \( n \) and any root \( \alpha \) of \( g \circ f^{n-1} \), the polynomial \( f(z) - \alpha \) is irreducible over the splitting field \( K_{n-1} \) of \( g \circ f^{n-1} \). This is equivalent to

\[
[K_{n-1}(\beta) : K_{n-1}] = d,
\]

for any root \( \beta \) of \( g \circ f^n \).

Denote by \( K_\wp \) the completion of \( K \) at the prime \( \wp \). Fix an embedding \( \omega \) of \( \bar{K} \) into \( \bar{K}_\wp \), and by abuse of notation we denote by \( L_\wp \) the completion of \( \omega(L) \), for any extension \( L \) of \( K \). Our strategy for showing (9) is to prove the stronger statement \([\omega(K_{n-1}(\beta))_\wp : (K_{n-1})_\wp] = d\), which we accomplish by showing that the ramification degree of \( (K_{n-1}(\beta))_\wp \) over \( (K_{n-1})_\wp \) is \( d \). The extensions involved are compositions of certain Kummer extensions, whose ramification degrees are described in the following lemma.

**Lemma 17.** Let \( L \) be a field that is complete with respect to a discrete valuation \( v \). Suppose that \( d \geq 2 \), the residue characteristic of \( L \) is prime to \( d \), and \( L \) contains a primitive \( d \)th root of unity. If \( a \in L \) with \( v(a) = r \geq 0 \), then for any root \( \rho \) of \( z^d - a \), the ramification degree of \( L(\rho) \) over \( L \) is \( d/\gcd(d, r) \).

**Remark.** Lemma 17 holds regardless of whether \( z^d - a \) is irreducible over \( L \). This plays a key role in the proof of Theorem 15.

**Proof.** Let \( m = \gcd(d, r) \) and \( \pi \) be a uniformizer for \( L \), so that \( a = u\pi^r \) for some \( u \) with \( v(u) = 0 \). First assume that \( z^d - a \) is irreducible over \( L \). The Newton polygon of \( z^d - a \) consists of a segment of slope \( r/d \), and hence \( v(\rho) = r/d = (r/m)/(d/m) \), where the latter fraction is in lowest terms. It follows that \( L(\rho) \) has ramification degree at least \( d/m \). On the other hand,

\[
\left( \frac{\rho^{d/m}}{\pi^{r/m}} \right)^m = u,
\]

and \( z^m - u \) must be irreducible over \( L \), for otherwise \( \pi^r[(z^{d/m}/\pi^{r/m})^m - u] = z^d - a \) has a non-trivial factorization, contradicting our assumption. By Hensel’s Lemma and the fact that \( d \) (and hence \( m \)) is prime to the residue characteristic of \( L \), we have that \( z^m - \pi \) is irreducible over the residue field of \( L \). Thus \( (\rho^{d/m})/(\pi^{r/m}) \) generates an unramified sub-extension of \( L(\rho) \) of degree \( m \), proving that the ramification degree of \( L(\rho) \) is exactly \( d/m \).
Suppose now that \( z^d - a \) is not necessarily irreducible, and let \( \rho \) be a root. By the proof of Lemma \([9]\), \( \rho \) is a root of an irreducible polynomial of the form \( z^k - \rho^k \in L[z] \) for some \( k \mid d \). By the previous paragraph, \( L(\rho) \) has ramification degree \( k / \gcd(k, v(\rho^k)) \) over \( L \). However, \( k = (k/d) \cdot d \) and \( v(\rho^k) = (k/d) \cdot r \), whence \( \gcd(k, v(\rho^k)) = (k/d) \cdot m \). Therefore \( L(\rho) \) has ramification degree \( [(k/d) \cdot d]/[(k/d) \cdot m] = d/m \), as desired. \( \square \)

**Proof of Theorem 12** Let \( r = v_p(g(0)) \) and \( d_n = \deg(g \circ f^n) \). We first use our assumption that \( g \) divides an iterate of \( f \) to show that \( v_p(\beta) = r/d_n \) for any root \( \beta \) of \( g \circ f^n \).

It is straightforward to show that, for any \( k \geq 0 \), the non-leading coefficients of \( f^k(z) \) are polynomials in \( e \) without constant coefficients, and moreover by Lemma \([12]\) we have that \( v_p(f^k(0)) = v_p(c) \). The Newton polygon of \( f^k(z) \) is thus a single line segment of slope \(-v_p(c)/d_n \). In the case where \( g \) is an iterate of \( f \), we have \( v_p(g(0)) = v_p(c) \), and hence all roots of \( g \circ f^n \) have \( p \)-adic valuation \( r/d_n \). If \( g \) is not an iterate of \( f \), we may apply Theorem \([10]\) taking \( z = 0 \) there implies that if \( h(z) \) is any divisor of an iterate of \( f \), then \( 0 < v_p(h(0)) < v_p(c) \). Apply this to the present \( g \) (which we remark plays the role of \( h \) in Theorem \([10]\) to get \( 0 < v_p(g(0)) < v_p(c) \). The ultra-metric inequality then gives that \( v_p(g(f^n(0))) = v_p(g(0)) \) for all \( n \geq 1 \). Hence the Newton polygon of \( g \circ f^n \) is a single segment of slope \(-r/d_n \), as desired.

Denote by \( e(L_p) \) the ramification degree of an extension \( L_p \) of \( K_p \). Let \( \beta_{n-1} \) be a root of \( g \circ f^{n-1} \) and fix another root \( \beta'_{n-1} \). We have \( v_p(\beta_{n-1}) = v_p(\beta'_{n-1}) \) by the previous paragraph, and hence \( e(K(\beta_{n-1})_p) = e(K(\beta'_{n-1})_p) \) by Lemma \([17]\). It follows from Theorem \([10]\) that any irreducible factor of \( g \circ f^{n-1} \) over \( K_p \) has degree dividing \( \deg(\beta \circ f^{n-1}) \), which in turn divides a power of \( d \). Applying this to the minimal polynomials over \( K_p \) of \( \beta_{n-1} \) and \( \beta'_{n-1} \), we see that \( e(K(\beta_{n-1})_p) \) and \( e(K(\beta'_{n-1})_p) \) are prime to the residue characteristic of \( K_p \), so that both extensions are tamely ramified.

By Abhyankar’s lemma \([6]\), Theorem 3], we have

\[
e(K(\beta_{n-1}, \beta'_{n-1})_p) = \gcd(e(K(\beta_{n-1})_p), e(K(\beta'_{n-1})_p)) = e(K(\beta_{n-1})_p).
\]

Applying this argument repeatedly, we have

\[
e((K_{n-1})_p) = e(K(\beta_{n-1})_p).
\]

Let \( \beta_1, \beta_2, \ldots \) be such that \( \beta_n \) is a root of \( g \circ f^n \) and \( f(\beta_n) = \beta_{n-1} \) for all \( n \geq 2 \). Put \( e_n = e(K(\beta_n)_p) \). Because \( v_p(\beta_n) = r/d_n \) and the value group of \( K(\beta_n)_p \) is \( (1/e_n)\mathbb{Z} \), we have that \( r/d_n \) is a multiple of \( 1/e_n \). Consider the sequence of positive integers \( \{k_n\}_{n \geq 1} \) such that

\[
r = \frac{k_n}{e_n},
\]

Then we have

\[
1 = \frac{k_n d_n e_{n-1}}{k_{n-1} d_{n-1} e_n},
\]

and therefore

\[
d = \frac{d_n}{d_{n-1}} = \left( \frac{e_n}{e_{n-1}} \right) \left( \frac{k_{n-1}}{k_n} \right).
\]
As \((e_n/e_{n-1})\) divides \([K(\beta_n)_p : K(\beta_{n-1})_p]\), which in turn divides \(d\), we must have \(k_n \mid k_{n-1}\), with moreover \(k_n = k_{n-1}\) if and only if \((e_n/e_{n-1}) = d\). Because \(k_1\) is fixed, there is some \(n_0\) such that \(n > n_0\) implies \(e_n/e_{n-1} = d\). Thus we have
\[
e(\beta_n)_p = d \cdot e(K(\beta_{n-1})_p) \quad \text{for } n > n_0,
\]
and because \(e(K(\beta_n)_p)\) is identical for all roots \(\beta_n\) of \(g \circ f^n\), \(n_0\) does not depend on the choice of \(\beta_n\).

From (10), we now obtain \(e(K(\beta_n)_p) = d \cdot e((K_{n-1})_p)\) for \(n > n_0\). Because
\[
e(K(\beta_n)_p) \leq e((K_{n-1}(\beta_n))_p) \leq d \cdot e((K_{n-1})_p),
\]
where the last inequality follows since \([K_{n-1}(\beta_n)]_p : (K_{n-1})_p] \leq d\), we have shown \(e((K_{n-1}(\beta_n))_p) = d \cdot e((K_{n-1})_p)\). This proves \([K_{n-1}(\beta_n)]_p : (K_{n-1})_p\] for \(n > n_0\).

The argument applies to any root \(\beta_n\) of \(g \circ f^n\), thus establishing (9) for \(n > n_0\). \(\Box\)

**Remark.** From (11) it follows that \([K(\beta_n)_p : K(\beta_{n-1})_p] = d\) for \(n > n_0\) and all roots \(\beta_n\) of \(g \circ f^n\). This gives an alternate proof of Theorem 5.

### 3.2. Proof of Theorem 16: background and definitions.
Recall that \(G\) is the Galois group of \(K_n = K(T_n)\) over \(K\), where \(T_n\) is the set of roots of \(g \circ f^n\). A key property of the action of \(G\) on \(T_n\) is that it must commute with the natural map \(f : T_n \rightarrow T_{n-1}\). We thus introduce some terminology relevant to such group actions.

If \(G\) is a group, recall that a \(G\)-set is any set \(S\) on which \(G\) acts, and a map \(\phi : S \rightarrow S'\) is a morphism of \(G\)-sets if \(\phi(\sigma(s)) = \sigma(\phi(s))\) for all \(\sigma \in G\) and \(s \in S\). A fiber system on a \(G\)-set \(S\) is the set of fibers of any morphism \(\phi : S \rightarrow S'\) of \(G\)-sets. It is easy to check that a partition \(S\) of \(S\) is a fiber system if and only if \(\sigma(T) \in S\) for each \(T \in S\), or in other words the constituent sets of \(S\) are permuted by the action of \(G\). For a set \(S\) and a partition \(S\) of \(S\), denote by \(\text{Perm}(S, S)\) the set of all permutations of \(S\) that act as permutations on \(S\). Note that if \(G\) acts on \(S\) and \(S\) is a fiber system for the \(G\)-set \(S\), then \(G \leq \text{Perm}(S, S)\). Suppose that \(S = \{S_1, \ldots, S_k\}\) and each \(S_i\) has \(d\) elements. Fix a permutation \(\sigma \in \text{Sym}(S)\) whose orbits are precisely the sets \(S_i\), and fix a distinguished element \(s_i\) in each \(S_i\); this is equivalent to fixing an ordering of the elements of each \(S_i\). Now each \(\tau \in \text{Perm}(S, S)\) induces a permutation \(\tau'\) on \(S\). Moreover, if \(\tau(S_i) = S_j\), then an element \(\delta_i \in \text{Sym}(d)\), the symmetric group on \(d\) letters, is determined as follows: put \(\delta_i(\ell_1) = \ell_2\) if
\[
\tau(\sigma_{S_i}^k(s_i)) = \sigma_{S_j}^k(s_j).
\]
We thus obtain a map
\[
\Phi : \text{Perm}(S, S) \rightarrow \text{Sym}(d) \times \text{Sym}(S)
\]
that is readily seen to be an isomorphism. Recall that the wreath product \(\text{Sym}(d) \times \text{Sym}(S)\) is the semi-direct product \(\text{Sym}(d)^{|S|} \rtimes \text{Sym}(S)\) with the natural action of \(\text{Sym}(S)\) on indices, i.e.
\[
((\delta_1, \ldots, \delta_k), \tau') \cdot ((\epsilon_1, \ldots, \epsilon_k), \omega') = ((\delta_1 \epsilon_{\tau'(1)}, \ldots, \delta_k \epsilon_{\tau'(k)}), \tau' \omega').
\]
where we say \( \tau'(1) = j \), when \( \tau'(S_1) = S_j \). We refer to the permutation \( \delta_i \) as the restriction of \( \tau \) to the index \( i \), and often write it \( \tau|_i \). Note that it depends not only on \( \tau \) and \( i \), but also on our choices of \( \sigma_S \) and the \( s_i \). A useful map is given by taking the product of the restrictions:

\[
\psi_S : \text{Perm}(S, S) \to \text{Sym}(d), \quad \psi_S(\tau) = \prod_{i=1}^{k} \tau|_i.
\]

Note that in general \( \psi_S \) is not a group homomorphism, although it becomes one in the case where \( \tau|_i \) commutes with \( \omega|_j \) for any \( \tau, \omega \in \text{Perm}(S, S) \) and any \( i, j \).

We are most interested in the following special case:

**Definition 18.** Let \( G \) be a group and \( S \) a \( G \)-set. A pair \( (S, \sigma_S) \) is a cyclic fiber system for the action of \( G \) on \( S \) if \( S \) is a fiber system on \( S \), the orbits of \( \sigma_S \) are precisely the sets in \( S \), and \( G \leq C_{\text{Sym}(S)}(\sigma_S) \), the centralizer in \( \text{Sym}(S) \) of \( \sigma_S \). We call \( \sigma_S \) the permutation associated to \( S \).

Let \( S \) be a cyclic fiber system for \( G \), and for each \( S_i \) in \( S \), fix an element \( s_i \). Suppose that \( \tau \in C_{\text{Sym}(S)}(\sigma_S) \), and \( \tau(s_i) = \sigma_S^r(s_j) \). Because \( \tau \) commutes with \( \sigma_S \), we have \( \tau(\sigma_S^t(s_i)) = \sigma_S^{r+t}(s_j) \) for all \( t \geq 0 \), and because \( S_i \) is one of the orbits of \( \sigma_S \), this completely determines \( \tau|_i \). Indeed, \( \tau|_i = \delta^r \), where \( \delta \) is the \( d \)-cycle \((0, 1, \ldots, d-1)\). The map in (13) becomes

\[
\Phi : C_{\text{Sym}(S)}(\sigma_S) \to (\mathbb{Z}/d\mathbb{Z}) \wr \text{Sym}(S)
\]

\[
\tau \mapsto ((r_1, \ldots, r_k), \tau')
\]

We now obtain a homomorphism

\[
\psi_S : C_{\text{Sym}(S)}(\sigma_S) \to \mathbb{Z}/d\mathbb{Z}, \quad \psi_S(\tau) = \sum_{i=1}^{k} r_i.
\]

Note that we have made a choice of the \( s_i \), and \( \Phi \) is not independent of this choice. Suppose that we replace \( s_i \) with \( s'_i \), and write \( s'_i = \sigma_S^t(s_i) \). One checks that \( \tau|_i \) is now \( r_i + \ell \). However, if \( m \) is such that \( \tau(S_m) = S_i \), then \( \tau(s_m) = \sigma_S^{r_m}(s_i) = \sigma_S^{r_m-t}(s'_i) \), and thus \( \tau|_m = r_m - \ell \). Hence the map \( \psi_S \) is independent of the choice of the \( s_i \).

### 3.3. Actions with multiple cyclic fiber systems.

Suppose \( f(z) = z^d + c \) for some \( d \geq 2 \) and \( K \) contains a primitive \( d \)th root of unity \( \zeta_d \). We describe two ways in which cyclic fiber systems arise for the action of the Galois group \( G_n \) on the set \( T_n \) of roots of \( g \circ f^n \). If \( S \) is a fiber system of the map \( f : T_n \to T_{n-1} \). We sometimes refer to this as the fundamental cyclic fiber system of \( T_n \). If \( \alpha \in T_{n-1} \) and \( \beta \in T_n \) satisfy \( f(\beta) = \alpha \), then the fiber of the map \( f \) over \( \alpha \) is

\[
\{ \beta \zeta_d^j : j = 0, 1, \ldots, d-1 \}.
\]

We make \( S \) into a cyclic fiber system by choosing \( \sigma_S \) to be the permutation given by multiplication by \( \zeta_d \), which clearly acts as a full \( d \)-cycle on each fiber of \( f \). Moreover,
since \( \zeta_d \) is fixed by each \( \tau \in G_n \), we have that \( \tau \) commutes with \( \sigma_S \), and therefore \((S, \sigma_S)\) is a cyclic fiber system for the action of \( G_n \) on \( T_n \).

When \( G_n \) has non-trivial center, we have another way to generate non-trivial cyclic fiber systems. Take \( \omega \in \mathbb{Z}(G_n) \). If \( \{\omega^i(\beta) : i \geq 1\} \) is an orbit of \( \omega \) acting on \( T_n \) and \( \tau \in G_n \), then \( \tau(\{\omega^i(\beta) : i \geq 1\}) = \{\omega^i(\tau(\beta)) : i \geq 1\} \) and hence is another orbit of \( \omega \). Thus if we denote the set of orbits of \( \omega \) by \( O_{\omega} \), then \( \omega \) is a cyclic fiber system for \( G_n \), which we call a central cyclic fiber system. We remark that if \( G_n \) acts transitively on \( T_n \), then all orbits of \( \omega \) must contain the same number of elements.

A key difference between a central cyclic fiber system and the fundamental cyclic fiber system is that \( \omega \) belongs to \( G_n \), whereas a priori \( \sigma_S \) may not belong to \( G_n \). In the case where the fundamental cyclic fiber system is also a central cyclic fiber system, we obtain \( \sigma_S \in G_n \), a conclusion that plays a crucial role in the proof of Theorem \( \text{[16]} \). We thus examine under what conditions a group action can have multiple distinct cyclic fiber systems. To fix ideas, and to give a flavor for our next result, we give an example.

**Example 19.** Let \( K = \mathbb{Q} \), \( g(z) = z \), \( f(z) = z^2 + 1/3 \), and \( T_2 = \{\pm \beta_1, \pm \beta_2\} \). One checks that both \( f \) and \( f^2 \) are irreducible, and hence \( \#G_2 \geq \deg f^2 = 4 \). However, the discriminant of \( f^2 \) is 1024/81, which is a square, and thus \( G_2 \leq A_4 \cap D_4 \). Hence \( G_2 \cong A_4 \cap D_4 \), and the action of \( G_2 \) on \( T_2 \) is given by

\[
e, (\beta_1, -\beta_1)(\beta_2, -\beta_2), (\beta_1, \beta_2)(-\beta_1, -\beta_2), (\beta_1, -\beta_2)(-\beta_1, \beta_2).
\]

The fundamental cyclic fiber system for \( G_2 \) is \( \{\beta_1, -\beta_1\}, \{\beta_2, -\beta_2\} \). However, \( G_2 \) is abelian, and hence there are three non-trivial central cyclic fiber systems: the fundamental cyclic fiber system as well as the partitions \( \{\{\beta_1, \beta_2\},\{-\beta_1, -\beta_2\}\} \) and \( \{\{\beta_1, -\beta_2\},\{-\beta_1, \beta_2\}\} \). Note that \( f^2(0) = 4/9 \) is a square in \( \mathbb{Q} \).

The following is a generalization of [17] Theorem 4.7.

**Lemma 20.** Let \( G \) be a group acting transitively on a set \( S \), and suppose that \((S, \sigma_S)\) is a cyclic fiber system for this action, with \( S \) composed of sets with \( d \) elements. Let \((T, \sigma_T)\) be another cyclic fiber system for the action of \( G \) on \( S \), and suppose that \( \sigma_T \) commutes with \( \sigma_S \), \( \sigma_T \notin \langle \sigma_S \rangle \), and \( \sigma_T^d = 1 \). Then \( \psi_S(G) \) is a proper subgroup of \( \mathbb{Z}/d\mathbb{Z} \), where \( \psi_S \) is the restriction-product homomorphism given in [16].

**Proof.** By hypothesis the subgroup \( H = \langle \sigma_S, \sigma_T \rangle \) of \( \operatorname{Sym}(S) \) is abelian. Moreover, \( G \leq C_{\operatorname{Sym}(S)}(\sigma_S) \cap C_{\operatorname{Sym}(S)}(\sigma_T) \), and it follows that the orbits of \( H \) form yet another fiber system for the action of \( G \) on \( S \). Put

\[
r = \min\{i \geq 1 : \sigma_T^i \in \langle \sigma_S \rangle \}.
\]

Note that \( \sigma_T^i \in \langle \sigma_S \rangle \) implies \( \sigma_T^{\gcd(i,d)} \in \langle \sigma_S \rangle \), since \( \sigma_T^d = 1 \). Therefore \( r \mid d \), and moreover \( r > 1 \) by hypothesis. Note also that \( |H| = rd \).

We claim that \( \psi_S(G) \in \langle r \rangle \leq \mathbb{Z}/d\mathbb{Z} \). Let \( B \) be a set of distinguished elements, one for each orbit of \( \sigma_S \). Now \( H \) acts on \( S \), and each orbit of this action consists of a
disjoint union of $r$ orbits of $\sigma_S$, which may be written as follows:

$$\begin{align*}
\beta_i & \quad \sigma_S(\beta_i) \quad \ldots \quad \sigma_S^{d-1}(\beta_i) \\
\sigma_T(\beta_i) & \quad \sigma_T(\sigma_S(\beta_i)) \quad \ldots \quad \sigma_T(\sigma_S^{d-1}(\beta_i)) \\
\vdots & \quad \vdots \quad \ldots \quad \vdots \\
\sigma_T^{r-1}(\beta_i) & \quad \sigma_T^{r-1}(\sigma_S(\beta_i)) \quad \ldots \quad \sigma_T^{r-1}(\sigma_S^{d-1}(\beta_i))
\end{align*}$$

where $\beta_i, \sigma_T(\beta_i), \ldots, \sigma_T^{r-1}(\beta_i)$ may be assumed without loss of generality to lie in $B$. Let $g \in G$, and suppose that $g(\beta_i) = \sigma_S^u \sigma_T^v (\beta_j)$, where $0 \leq u \leq d - 1$, $0 \leq v \leq r - 1$, and $\beta_j \in B$. Then for each $s$ with $0 \leq s \leq r - 1$, we have

$$g(\sigma_T^s(\beta_i)) = \sigma_T^s(g(\beta_i)) = \sigma_S^u \sigma_T^{v + s}(\beta_j),$$

and hence considering the restriction map with respect to $S$ we obtain $g|_t = u$ for each of the $r$ choices of $t$ given by the elements of $\{\beta_i, \sigma_T(\beta_i), \ldots, \sigma_T^{r-1}(\beta_i)\}$. Since the same holds for every orbit of $H$, we get $\psi_S(\tau) = (r)$. \hfill $\Box$

**Lemma 21.** Let $K$ be a global field containing a primitive $d$th root of unity $\zeta_d$, let $f(z) = z^d + c \in K[z]$, and let $g(z) \in K[z]$ be monic. Suppose that $S$ is the fundamental cyclic fiber system for the action of $G_n$ on $T_n$, for some $n \geq 1$. If $\psi_S(G_n)$ is a proper subgroup of $\mathbb{Z}/d\mathbb{Z}$, then $(-1)^r g(f^n(0))$ is an $r$th power in $K$ for some $r > 1$ with $r \mid d$, where $\epsilon = 1$ if $d$ is even, $n = 1$, and $\deg g$ is odd, and $\epsilon = 0$ otherwise.

**Proof.** Suppose that $\psi_S(G_n) = \langle r \rangle$, with $r \mid d$ and $r > 1$, and let $k := \deg(g \circ f^n)$ be the number of sets constituting the partition $S$. Let $B = \{\beta_1, \ldots, \beta_k\}$ be a set of distinguished elements, one from each element of $S$. Given $\tau \in G_n$ and $\beta_i \in B$, let $q_i$ be such that $\tau(\beta_i) = \beta_j \zeta_d^{q_i}$ for some $\beta_j \in B$. Because $\psi_S(G_n) = \langle r \rangle$, we have that $\sum_{i=1}^k q_i = rs$ for some integer $s$. Now

$$\tau \left( \prod_{\beta \in B} \beta \right)^{d/r} = \left( \prod_{\beta \in B} \beta \right)^{d/r} \cdot ((\zeta_d^{q_1 + \cdots + q_k})^{d/r}) = \left( \prod_{\beta \in B} \beta \right)^{d/r}.$$

This holds for all $\tau \in G_n$, showing that $(\prod_{\beta \in B} \beta)^{d/r}$ is in the fixed field of $G_n$, and thus lies in $K$. Therefore $(\prod_{\beta \in B} \beta)^d$ is an $r$th power in $K$. On the other hand, the product of all roots of $g \circ f^n$ is

$$\prod_{\beta \in B} \zeta_d^{\frac{d-1}{2}} = \prod_{\beta \in B} \zeta_d^{\frac{(d-1)d/2}{2}} = \left( \prod_{\beta \in B} \beta \right)^d.$$

Now $\prod_{\beta \in B} \zeta_d^{\frac{(d-1)d/2}{d}}$ is $-1$ if $d$ is even and $\#B$ is odd, and $1$ otherwise. But $\#B = \#S = \deg(g \circ f^{n-1})$, and this is odd when $d$ is even only if $n = 1$ and $\deg g$ is odd. Hence the right-hand side of (17) is $(-1)^{(\prod_{\beta \in B} \beta)^d}$. Finally, the product of all roots of $g \circ f^n$ is $(-1)^k g(f^n(0))$, where $k = \deg(g \circ f^n)$. We thus obtain that $(-1)^{\epsilon + k} g(f^n(0))$ is an $r$th power in $K$. If $d$ is odd, then this is an $r$th power in $K$ if and only if $g(f^n(0))$ is an $r$th power in $K$. If $d$ is even, then $(-1)^k = 1$. \hfill $\Box$
Lemma 22. Let $K$ be a global field containing a primitive $d$th root of unity $\zeta_d$, let $f(z) = z^d + c \in K[z]$, and let $g(z) \in K[z]$ be monic with $g \circ f^n$ irreducible for some $n \geq 1$. Let $S$ be the fundamental cyclic fiber system for the action of $G_n$ on $T_n$, $\sigma_S$ the associated permutation, and $\epsilon$ as in Lemma 21. If $(-1)^r g(f^n(0))$ is not an $r$th power in $K$ for any $r \mid d$ with $r > 1$, and the center of $G_n$ has an element of order $i$ with $i \mid d$, then $\sigma_S^{i/d} \in G_n$.

Proof. Let $\omega \in Z(G_n)$ have order $i$ with $i \mid d$, and let $(O_\omega, \omega)$ be the corresponding central cyclic fiber system. Because $i \mid d$, we have $\omega^d = 1$. Because $\omega \in G_n$ and $G_n \leq C_{\text{Sym}(S)}(\sigma_S)$, we have that $\omega$ and $\sigma_S$ commute. If $\omega \not\in \langle \sigma_S \rangle$, then by Lemma 20 we have that $\psi_S(G)$ is a proper subgroup of $\mathbb{Z}/d\mathbb{Z}$, which is impossible by Lemma 21. Hence $\omega = \sigma_S^j$ for some $j$. Because $|\omega| = i$ and $|\sigma_S| = d$, there is a power of $\omega$ that gives $\sigma_S^{i/d}$, and the lemma is proven. $\square$

Proof of Theorem 17. We are assuming that $d$ is prime and $(-1)^r g(f^n(0))$ is not a $d$th power in $K$, and hence from Theorem 8 we have that $g \circ f^n$ is irreducible over $K$ for all $n \geq 1$. Moreover, the hypotheses that $d$ is prime and $g$ divides an iterate of $f$ imply that $K_n$ is formed from $K$ by repeatedly taking extensions of degree $d$, and hence for each $n \geq 1$, $G_n$ is a $d$-group. Therefore the center of $G_n$ is non-trivial, and thus it must contain an element of order $d$. By Lemma 22 we then have $\sigma_S \in G_n$. But $\sigma_S$ fixes $K_{n-1}$ and acts on the roots of $f(z) - \alpha$ as a $d$-cycle, where $\alpha$ is any root of $g \circ f^{n-1}$. Hence $f(z) - \alpha$ is irreducible over $K_{n-1}$. This conclusion holds for all $n \geq 1$, and thus the theorem follows from Theorem 2.5 in [18]. $\square$

4. Maximality Results and Proof of the Main Theorem

In this section we generalize a result of Stoll to give a criterion ensuring that the kernel of the projection $G_n \to G_{n-1}$ is as large as possible. We then apply Siegel’s theorem on integral points to certain curves to derive Theorem 1. Let notation and assumptions be as in Section 3. For $n \geq 1$, $K_n$ is obtained from $K_{n-1}$ by adjoining the $d$th roots of $m$ elements of $K_{n-1}$, where $m = \deg(g \circ f^{n-1})$. Setting $H_n = \text{Gal}(K_n/K_{n-1})$, we thus have an injection

$$H_n \hookrightarrow (\mathbb{Z}/d\mathbb{Z})^m.$$ 

We call $H_n$ maximal if this map is an isomorphism.

Lemma 23. Let $d \geq 2$ be an integer and let $K$ be a field of characteristic not dividing $d$ and containing a primitive $d$th root of unity. Let $f(z) = z^d + c \in K[z]$, and let $g(z) \in K[z]$ divide an iterate of $f$. Suppose that $n \geq 2$ and $g \circ f^{n-1}$ is irreducible over $K$. Then $H_n$ is maximal if and only if $g(f^n(0))$ is not a $p$-th power in $K(g \circ f^{n-1})$ for any prime $p \mid d$.

Remark. The lemma is false if $K$ does not contain a primitive $d$th root of unity. For instance, let $K = \mathbb{Q}$, $f(z) = z^3 + 1$, and $g(z) = z^2 - z + 1$, which divides $f(z)$. Then $g(f(z)) = z^6 + z^3 + 1$ is the 9th cyclotomic polynomial, and hence is irreducible over $\mathbb{Q}$. Thus $G_1$ has order 6 while a computer algebra system verifies that $G_2$ has order
2 \cdot 3^5$, whence $H_2$ has order $3^4$. However, $K_1 = \mathbb{Q}(\zeta_9)$, and one checks that $g(f^2(0)) = 3$ is not a cube in $K_1$.

**Proof.** This is an adaptation of Lemma 3.2 of [13], and thus is a generalization of Lemma 1.6 of [28]. Let $m = \deg(g \circ f^{n-1})$, and denote the roots of $g \circ f^{n-1}$ by $\beta_i$ for $i = 1, \ldots, m$. Note that $K_n$ is obtained by adjoining to $K_{n-1}$ the $d$-th roots of $\beta_i - c$ for $i = 1, \ldots, m$, and hence $K_n/K_{n-1}$ is a $d$-Kummer extension. Moreover, since $n \geq 2$, $K_{n-1}$ contains $K_1$, and hence contains a primitive $d$-th root of unity. Thus $[K_n : K_{n-1}] \leq d^m$. By [21] Theorem 8.1, p. 295, $[K_n : K_{n-1}] = (B : K^{nd}_{n-1})$, where $B$ is the multiplicative subgroup generated by $\{ \sqrt[d]{\beta_i - c} : i = 1, \ldots, m \}$ together with $K^{nd}_{n-1}$. It follows that $[K_n : K_{n-1}] < d^m$ if and only if there is a non-zero $(\epsilon_1, \ldots, \epsilon_m) \in (\mathbb{Z}/d\mathbb{Z})^m$ such that $\prod_{i=1}^m (\beta_i - c)^{\epsilon_i}$ is a $d$-th power in $K_{n-1}$.

By the irreducibility of $g \circ f^{n-1}$, we have that $G_n = \text{Gal}(K_n/K)$ acts transitively on the $\beta_i$. We then let $M$ be the $(\mathbb{Z}/d\mathbb{Z})[G_n]$-module of all $(\epsilon_1, \ldots, \epsilon_m) \in (\mathbb{Z}/d\mathbb{Z})^m$ such that $\prod_{i=1}^m (\beta_i - c)^{\epsilon_i}$ is a $d$-th power in $K_{n-1}$, where $G_n$ acts by permuting coordinates according to the action on the $\beta_i$. From Lemma [24] we have that $M \neq 0$ if and only if $M$ contains a $G_n$-invariant element. By the transitivity of the action of $G_n$ on the $\beta_i$, such an element must have the form $(w, \ldots, w)$ for some non-zero $w \in \mathbb{Z}/d\mathbb{Z}$. Therefore $H_n$ is maximal if and only if $\prod_{i=1}^m (\beta_i - c) = (-1)^m g(f^{n-1}(c)) = (-1)^m g(f^n(0))$ is not an $r$-th power in $K_{n-1}$ for any $r | d$ (we can take $r = d/w'$ in the previous paragraph, where $w'$ is a divisor of $d$ generating $\langle w \rangle \leq \mathbb{Z}/d\mathbb{Z}$). Note that $m$ and $d$ must have the same parity, because we assume $n \geq 2$, so $(-1)^m$ is necessarily a $d$-th power. This proves the lemma. \[\square\]

Note also that $G_n$ is solvable, for it is a subgroup of the Galois group $B_{n+j}$ of $f^{n+j}(x)$ over $K$. If we let $N_i$ be the kernel of the restriction homomorphism $B_{n+j} \to B_{n+j-1}$, then clearly the $N_i$ form an ascending chain of normal subgroups of $B_{n+j}$, and moreover $N_i/N_{i-1}$ is isomorphic to the kernel of the restriction map $B_i \to B_{i-1}$, which is of the form $(\mathbb{Z}/d\mathbb{Z})^k$.

**Lemma 24.** Let $G$ be a non-trivial solvable group whose order divides a power of $d$, and let $M \neq 0$ be a $(\mathbb{Z}/d\mathbb{Z})[G]$-module. Then the submodule $M^G$ of $G$-invariant elements is non-trivial.

**Proof.** We induct on the length of the composition series

\[G = G_0 > G_1 > \cdots > G_k = \{ e \}\]

such that each of the quotients $G_i/G_{i-1}$ are cyclic of prime order dividing $d$. First, suppose $G$ is cyclic of prime order dividing $d$, and take $0 \neq y \in M$. Let $\sigma$ generate $G$; if $\sigma y = y$, we are done. Otherwise, define $y_j$ for $j = 1, \ldots, d-1$ to be

\[y_j = \sum_{\ell=0}^{d-j} \binom{d-\ell-1}{d-\ell-j} \sigma^\ell y\]
First, note that \( y_1 = y + \sigma y + \cdots + \sigma^{d-1}y \), so \( \sigma y_1 = y_1 \). Then, since \( \begin{pmatrix} d - \ell \\ d - j \end{pmatrix} = \begin{pmatrix} d - \ell - 1 \\ d - j - 1 \end{pmatrix} + \begin{pmatrix} d - \ell - 1 \\ d - j + 1 \end{pmatrix} \), we have that \( \sigma y_j = y_{j-1} + y_j \) for \( 1 < j \leq d - 1 \).

If \( y_1 \neq 0 \), then we are done; if on the other hand \( y_1 = 0 \), then \( \sigma y_2 = y_2 \). Similarly, if \( y_j = 0 \) for all \( j < j' \), then \( \sigma y_{j'} = y_{j'} \). But note that

\[
y_{d-1} = \begin{pmatrix} d - 1 \\ 1 \end{pmatrix} y + \begin{pmatrix} d - 2 \\ 0 \end{pmatrix} \sigma y = -y + \sigma y.
\]

This cannot be 0 by our initial assumption, so it cannot be the case that all the \( y_j \)'s are 0. Therefore \( M^G \) is non-trivial if \( M \) is non-trivial.

If \( G \) is not cyclic of prime order, then let \( N \) be a non-trivial, proper maximal normal subgroup of \( G \), and note that both \( N \) and \( G/N \) are solvable with order dividing a power of \( d \), and the length of the composition series of \( N \) is strictly less than the length of \( G \). Then \( M \) is also a \((\mathbb{Z}/d\mathbb{Z})[N]\)-module, and by the induction hypothesis we have \( M^N \neq 0 \). But now \( M^N \) is a non-trivial \((\mathbb{Z}/d\mathbb{Z})[G/N]\)-module, so \((M^N)^G/N = M^G \neq 0\), again by the inductive hypothesis.

Although we don’t use it in our main argument, it may be of interest to have a criterion in terms of the ground field \( K \) that ensures the maximality of \( H_n \). The proof is essentially identical to the proof of Theorem 3.3 of [13], and follows from Lemma 2.6 of [13] and Lemma 23.

**Theorem 25.** Let \( d \geq 2 \) be an integer, \( K \) a global field of characteristic not dividing \( d \), \( f(z) = z^d + c \in K[z] \), and \( g(z) \in K[z] \) divide an iterate of \( f \). Suppose that \( n \geq 2 \) and \( g \circ f^{n-1} \) is irreducible over \( K \), and denote by \( v_p(g(f^n(0))) \) the valuation corresponding to the place \( p \) of \( K \). If there exists \( p \) with \( v_p(g(f^n(0))) \) prime to \( d \), \( v_p(g(f^i(0))) = 0 \) for all \( 1 \leq i \leq n - 1 \), and \( v_p(d) = 0 \), then \( H_n \) is maximal.

**Remark.** Assuming the ABC-conjecture of Masser-Oesterlé-Szpiro, it is shown in [13] Theorem 1.4 that if \( K \) is a number field, \( f(z) = z^d + c \), and \( O_f(0) \) is infinite, then for all but finitely many \( n \), there is a prime \( p \) of \( K \) with \( v_p(g(f^n(0))) = 1 \), \( v_p(g(f^i(0))) = 0 \) for \( 1 \leq i \leq n - 1 \), and \( v_p(d) = 0 \). Hence \( H_n \) is maximal for all but finitely many \( n \), and it follows that \( G_\infty \) has finite index in \( \text{Aut}(T) \).

**Theorem 26.** Let \( d \geq 2 \) be an integer, \( K \) be a global field of characteristic not dividing \( d \) and containing a \( d \)-th root of unity, \( f(z) = z^d + c \in K[z] \), and \( g(z) \in K[z] \) divide an iterate of \( f \). Suppose that \( g \circ f^n \) is irreducible for all \( n \geq 1 \) and that \( O_f(0) \) is infinite. Then there are infinitely many \( n \) such that \( H_n \) is maximal.

**Proof.** Put \( b_n = g(f^n(0)) \) for \( n \geq 1 \), and let \( j \) be such that \( g(z) \mid f^j(z) \). Observe first that for any \( n \), the coefficients of \( f^n(z) \) are in \( \mathbb{Z}[c] \). Hence if \( v_p(c) \geq 0 \) for some non-archimedean place of \( K \), then the coefficients of \( f^n(z) \) have nonnegative \( p \)-adic valuation, and thus the same holds for all its roots. Therefore \( 0 \leq v_p(b_n) \leq v_p(f^{n+j}(0)) \).

Let \( \ell \) be a rational prime, and note that if \( p \) is a non-archimedean place of \( K \) with \( v_p(b_{-j}) > 0 \) and \( v_p(c) = 0 \), then \( v_p(b_i) = 0 \) for \( i = 1, \ldots, \ell - j - 1 \). Indeed, by the previous paragraph we have \( v_p(f^f(0)) > 0 \), and by Lemma 22 condition (2) of
Definition [11] and the fact that \( v_\wp(c) = 0 \), this implies \( v_\wp(f^n(0)) = 0 \) for \( n = 1, \ldots, \ell - 1 \). Since \( 0 \leq v_\wp(b_\ell) \leq v_\wp(f^{\ell+j}(0)) \), we obtain the desired conclusion.

We wish to work in a principal ideal domain. We create a set \( S \) by selecting a finite set of places of \( K \), containing all archimedean places, and adding to it the finitely many places at which \( c \) has non-zero valuation. Then the set \( \mathcal{O}_{K,S} \) of \( S \)-integers is a principal ideal domain, and \( b_n \in \mathcal{O}_{K,S} \) for each \( n \geq 1 \).

Now fix \( r \in \mathbb{Z} \), \( r > 1 \), and denote by \( U_{K,S} \) the set of \( S \)-units in \( K \). Suppose that for infinitely many primes \( \ell \), we have

\[
 b_{\ell-j} = uy^r, 
\]

for some \( u \in U_{K,S} \) and \( y \in \mathcal{O}_{K,S} \). By absorbing \( r \)th powers into \( y^r \), we may assume that \( u \) belongs to a set of coset representatives of \( U_{K,S} \). By Dirichlet’s theorem on \( S \)-units [11] p. 174] this set of representatives is finite. Since \( O_f(0) \) is infinite, the sequence \( \{f^n(0) : n \geq 1 \} \) cannot have repeated values. The pigeonhole principle then dictates that there is some \( u \) such that the curve

\[
 C : g(f^3(z)) = uy^r 
\]

has infinitely many points in \( \mathcal{O}_{K,S} \) (with \( z = f^{\ell-j-3}(0) \)). Assume for a moment that this gives a contradiction. Then for all but finitely many \( \ell \), writing

\[
 b_{\ell-j} = u'\pi_1^{e_1} \cdots \pi_k^{e_k},
\]

with the \( \pi_i \) irreducible in \( \mathcal{O}_{K,S} \) and \( u' \in U_{K,S} \), we must have \( r \nmid e_i \) for some \( i \). Denote by \( v_\wp \) the place of \( K \) corresponding to the prime ideal \( \pi_i \mathcal{O}_{K,S} \), and note that \( v_\wp(c) = 0 \) by our choice of \( S \) and \( v_\wp(b_{\ell-j}) = e_i \).

Applying this argument with \( r \) varying over the distinct prime divisors \( q_1, \ldots, q_t \) of \( d \), we obtain that for all but finitely many \( \ell \), there exist places \( p_1, \ldots, p_t \) such that \( v_{p_i}(c) = 0 \) and \( v_{p_i}(b_{\ell-j}) \) is not a multiple of \( q_i \). From [18] Lemma 2.6], the fact that \( v_{p_i}(f^n(0)) = 0 \) for \( n = 1, \ldots, \ell - 1 \) implies that \( p_i \) does not divide the discriminant of \( f^{\ell-1}(z) \), and hence \( p_i \) is unramified in \( K(f^{\ell-1}) \) and thus also in \( K(g \circ f^{\ell-j-1}) \). So if \( \mathfrak{q}_i \) is any prime of \( K(g \circ f^{\ell-j-1}) \) lying above \( p_i \), then \( v_{\mathfrak{q}_i}(b_{\ell-j}) \) is not a multiple of \( q_i \), proving that \( b_{\ell-j} \) is not a \( q_i \)th power in \( K(g \circ f^{\ell-j-1}) \). Lemma [23] then finishes the proof.

Let us return now to the matter of the curve in (18). Because the characteristic of \( K \) does not divide \( d \), \( g \circ f^3 \) is separable of degree \( \geq d^3 \), and one easily verifies that the curve in (18) has (absolute) genus at least two. When \( K \) is a number field, this contradicts Siegel’s theorem on \( S \)-integral points [14] Theorem D.9.1]. Indeed, in this case we could take \( g(f^2(z)) = uy^r \) in (18), as this ensures positive genus even in the case \( d = 2 \) and \( \deg g = 1 \).

When \( K \) is a global function field (with field of constants \( \mathbb{F}_q \)), there is no statement as clean as that of Siegel’s theorem, and indeed there cannot be, for if \( C \) is defined over \( \mathbb{F}_q \) and \( P = (y, z) \in C(\mathcal{O}_{K,S}) \setminus C(\mathbb{F}_q) \), then \( \{\sigma^n(P) : n \geq 1 \} \) furnishes an infinite set of points in \( C(\mathcal{O}_{K,S}) \), where \( \sigma \) is the \( q \)th power Frobenius map, acting on the coordinates of \( P \). Fortunately every infinite set of points in \( C(\mathcal{O}_{K,S}) \) (indeed in \( C(K) \)) arises in this
Lemma 27. Suppose that \( H_n \) is maximal. Let \( t \in \mathbb{N} \). Then

\[
\mu(Y_n = t \mid Y_{n-1} = t, Y_{n-2} = t, \ldots, Y_{n-k} = t) \leq \frac{1}{2}.
\]

Proof. Let \( d_{n-1} = \deg(g \circ f^{n-1}) \). Suppose \( \mu(Y_{n-1} = t, \ldots, Y_{n-k} = t) = s/\#G_{n-1} \). For \( n \geq 1 \), \( t \) is either a multiple of \( d \), or \( \mu(Y_n = t) = 0 \), so we may replace \( t \) with \( dt \) to ease notation in the calculations below. As always, we assume \( d \geq 2 \).

Because \( H_n \) is maximal, there are

\[
\left( \frac{dt}{t} \right) (d-1)^{dt-t} d_{n-1}^{-dt}
\]

automorphisms of \( G_n \) that restrict to any particular automorphism of \( G_{n-1} \) fixing \( dt \) roots.

The conditional probability \( \mu(Y_n = dt \mid Y_{n-1} = dt, \ldots, Y_{n-k} = dt) \)

\[
= \left( \frac{s (\frac{dt}{t}) (d-1)^{dt-t} d_{n-1}^{-dt}}{\#G_n} \right) \left( \frac{\#G_{n-1}}{s} \right)
\]

\[
= \left( \frac{dt}{t} \right) \left( \frac{d-1}{d} \right)^{dt} (d-1)^{-t}
\]

\[
= \left( \frac{d-1}{d} \right)^{dt} \prod_{r=0}^{t-1} \frac{dt-r}{(t-r)(d-1)}
\]

For fixed \( r < t \), let \( R(d, t) = \frac{dt-r}{(t-r)(d-1)} \). Both \( \frac{\partial R}{\partial dt} \) and \( \frac{\partial R}{\partial dt} \) are negative, and \( (\frac{d-1}{d})^{dt} \) is also decreasing as \( d, t \) increase. Thus \( \left( \frac{dt}{t} \right) \left( \frac{d-1}{d} \right)^{dt} (d-1)^{-t} \) takes its maximum of 1/2 at the minimum values for \( d, t \), that is \( d = 2 \) and \( t = 1 \). □
Lemma 28. If \( GP(f, g) \) is an eventual martingale and \( H_n \) is maximal for infinitely many \( n \), then

\[
\lim_{n \to \infty} \mu(Y_n > 0) = 0.
\]

Proof. As \( GP(f, g) \) is an eventual martingale, it converges in probability by Doob’s theorem. (See, e.g. [5].) Let \( Y = \lim_{n \to \infty} Y_n \). Let \( t \in \mathbb{N} \) and suppose that \( \mu\{Y = t\} > 0 \). There exists \( m \in \mathbb{N} \) and \( r \in \mathbb{Q}_{>0} \) such that

\[
\mu(\cap_{i \geq m}\{Y_i = t\}) = r > 0,
\]

because the \( Y_n \) are integer-valued. We fix \( t \in \mathbb{N} \). Let \( C_i = \{Y_i = t\} \).

\[
r \leq \mu(\cap_{i \geq m}C_i) \leq \mu(\cap_{i = m}^k C_i)
\]

for any integer \( k > m \).

\[
\mu(\cap_{i = m}^k C_i) = \mu(C_k | \cap_{i = m}^{k-1} C_i) \cdot \mu(C_{k-1} | \cap_{i = m}^{k-2} C_i) \ldots \mu(C_m)
\]

Suppose that \( H_n \) is maximal for \( s \) values of \( n \) between \( m \) and \( k \). Then \( r < \mu(\cap_{i = m}^k C_i) \leq \frac{1}{s} \), from Lemma [27]. We let \( k \) go to infinity, and, since \( H_n \) is maximal for infinitely many \( n \), \( s \) goes to infinity as well. Then

\[
r < \lim_{s \to \infty} \left( \frac{1}{2} \right)^s.
\]

This conclusion is false, therefore \( \mu\{Y = t\} = 0 \) for all \( t > 0 \). \( \Box \)

We are at last in position to prove our main result.

Proof of Theorem [7] In both case (1) and case (2), we find that \( f \) is eventually stable. That is, there is \( j \in \mathbb{Z}_{\geq 1} \) such that

\[
f^j(z) = \prod_{i=1}^t g_i(z),
\]

with \( g_i(f^n(z)) \) irreducible for all \( n \geq 0 \). In case (1) this follows from Theorem [8] while in case (2) it follows from Theorem [8]. Recall that \( P_{f_i g_i}(a_0) \) is the set of prime ideals \( q \) of \( \mathcal{O}_K \) such that \( q | g_i(f^n(a_0)) \) for at least one \( n \geq 1 \). Clearly \( q \in P_{f_i g_i}(a_0) \) for some \( 1 \leq i \leq t \) if and only if \( q \in P_f(a_0) \). We observe now that the Galois process associated to \( (f, g_i) \) is an eventual martingale; in case (1) this is a consequence of Theorem [15] while in case (2) it follows from Theorem [16]. Because \( g_i(f^n(z)) \) is irreducible for all \( n \geq 0 \) and \( O_f(0) \) is infinite by hypothesis, we may apply Theorem [20] to conclude that \( H_n \) is maximal for infinitely many \( n \). From Lemma [28] and Theorem [13] we then have that

\[
D(P_{f_i g_i}(a_0)) = 0.
\]

Therefore \( P_f(a_0) \) is a finite union of zero-density sets, proving the theorem. \( \Box \)

5. The Case of \( z^p + c \in \mathbb{Z}[z] \)

In this section we prove Corollary [3] by studying the family \( f(z) = z^p + c, c \in \mathbb{Z} \setminus \{0\} \) over the field \( \mathbb{Q}(\zeta_p) \). In particular, we may apply part (2) of Theorem [1] to members of this family (excepting the case \( p = 2 \) and \( c = -1 \)), with \( j = 1 \) when \( c \) is a \( p \)th power in \( \mathbb{Z} \), and \( j = 0 \) otherwise. This follows from Lemma [29] and the remark immediately after it.
Lemma 29. Let \( f(z) = z^p + c, \) \( c \in \mathbb{Z} \setminus \{0\}, \) and let \( p \) be an odd prime. If \( c \) is not a \( p \)th power in \( \mathbb{Z} \), then \( f^n(0) \) is not a \( p \)th power in \( \mathbb{Z} \) (and hence in \( \mathbb{Q}(\zeta_p) \)) for all \( n \geq 1 \). If \( c = r^p \) for some \( r \in \mathbb{Z} \), then no element of the form
\[
(f^{n-1}(0) + r \zeta_p^i), \quad i \geq 0
\]
is a \( p \)th power in \( \mathbb{Q}(\zeta_p) \), for any \( n \geq 2 \).

Remark. The case \( p = 2 \) is handled in [18, Proposition 4.5], which gives that \( f^n(0) \) is not a \( p \)th power provided that \( c \neq -r^2 \). Moreover, if \( c = -r^2 \) for \( r \neq \pm 1 \), then no element of the form \( f^{n-1}(0) \pm r \) is a square in \( \mathbb{Q} \).

Before proving Lemma 29 we give two corollaries.

Corollary 30. Let \( f(z) = z^p + c, \) \( c \in \mathbb{Z} \setminus \{0\}, \) and let \( p \) be an odd prime. Over \( \mathbb{Q}(\zeta_p) \), \( f(z) \) is stable if \( c \) is not of the form \( r^p, \) \( r \in \mathbb{Z} \). Otherwise, \( f(z) \) is the product of the \( p \) linear polynomials \( g_i(z) = z + r \zeta_p^i, \) \( i = 0, \ldots, p - 1, \) and \( g_i(f^n(z)) \) is irreducible for all \( n \geq 1 \). Over \( \mathbb{Q} \), \( f(z) \) is stable if \( c \) is not of the form \( r^p, \) \( r \in \mathbb{Z} \). Otherwise, \( f(z) = (z - r) h(z) \) for some irreducible \( h(z) \in \mathbb{Z}[z] \), and \( f^n(z) - r \) and \( h(f^n(z)) \) are both irreducible for all \( n \geq 1 \).

Proof. The first assertion is an application of Lemma 29 and Theorem 8. For the second assertion, note that if \( c = r^p \), then the roots of the \( g_i(z) \) are Galois conjugate for \( i = 1, \ldots, p - 1 \), and the same is true for the roots of \( g_i(f^n(z)) \). Hence letting \( h(z) = \prod_{i=1}^{p-1} g_i(z) \) gives the desired result. \( \square \)

Corollary 31. Let \( f(z) = z^p + c, \) \( c \in \mathbb{Z} \setminus \{0\}, \) and let \( p \) be an odd prime. If \( K = \mathbb{Q}(\zeta_p) \), then the action of \( \text{Gal}(\overline{K}/K) \) on the roots of \( f^n(z) \) has at most \( p \) orbits, for any \( n \geq 1 \). If \( K = \mathbb{Q} \), the corresponding Galois action on the roots of any iterate has at most two orbits.

Corollary 31 proves the corresponding cases of Sookdeo’s conjecture on integral points in backwards orbits [27, Conjecture 1.2]. It also provides an interesting counter-part to a result of Ingram [15], where it is shown that the number of orbits of the Galois action on roots of \( f^n(z) - a \) remains bounded as \( n \) grows, provided that there exists a prime \( p \) of \( K \) with \( p \nmid n \) and \( |f^n(a)|_p \to \infty \) as \( n \to \infty \). Corollary 31 corresponds to the case \( a = 0 \), and since \( c \) is an integer, \( f^n(0) \) is an integer for each \( n \geq 1 \), implying that \( |f^n(0)|_p \leq 1 \) for all \( n \geq 1 \) and for all \( p \). Hence Corollary 31 provides information beyond Ingram’s result. Ingram’s methods involve giving a Galois-equivariant \( p \)-adic power series that conjugates \( f \) to \( z^d \) on a neighborhood of infinity.

Proof of Lemma 29. We remark that if \( y \in \mathbb{Z} \) is not a \( p \)th power in \( \mathbb{Z} \), then it is not a \( p \)th power in \( \mathbb{Q}(\zeta_p) \). Indeed, since \( p \) is odd prime, \( y \) must have a prime factor \( q \in \mathbb{Z} \) occurring to a power not divisible by \( p \). But \( q \) is unramified if \( q \neq p \) and otherwise \( q = p^{p-1} \) for some prime \( p \) of \( \mathbb{Q}(\zeta_p) \). In either case, the prime ideal factorization of \( \mathfrak{a} \) in \( \mathcal{O}_{\mathbb{Q}(\zeta_p)} \) has a prime occurring to power not divisible by \( p \). Hence \( q \), and therefore \( y \), is not a \( p \)th power in \( \mathbb{Q}(\zeta_p) \).
It is enough to prove the lemma in the case $c > 0$, for if $f_c = z^p + c$ and $f_{-c} = z^p - c$, then $f_{-c}(0) = -f_c(0)$. Thus we suppose that $c > 0$. For any positive integer $y$, we have

\[(y + 1)^p - y^p = \sum_{i=0}^{p-1} \binom{p}{i} y^i > py^{p-1}.\]

and therefore $y^p + c$ is not a $p$th power when $0 < c < py^{p-1}$. If $y \geq c$, then clearly this holds. But $f_n^p(0) \geq c$ for all $n \geq 2$, and hence $(f_n^{n-1}(0))^p + c = f_n^p(0)$ is not a $p$th power in $\mathbb{Z}$ for all $n \geq 2$. Therefore if $c$ is not a $p$th power in $\mathbb{Z}$, then $f_n^p(0)$ is not a $p$th power in $\mathbb{Z}$ for all $n \geq 1$.

Suppose that $c = r^p$ for some positive integer $r$. We handle first the case $i = 0$, where (19) takes the values $r^p + r, r^p + r^2 + r, (r^p + r^2 + r^p)^p + r^p + r$, for $n = 2, 3, 4, \ldots$. As above, we have that $y^p + (r^p + r)$ is not a $p$th power in $\mathbb{Z}$ provided $0 < r^p + r < py^{p-1}$. This clearly holds if $y \geq r^p$. But $f_n^{n-2}(0) \geq r^p$ for all $n \geq 3$, and hence $f_n^{n-1}(0) + r = (f_n^{n-2}(0))^p + r^p + r$ is not a $p$th power for all $n \geq 3$. Observe also that $f(0) + r = r^p + r$ lies strictly between $r^p$ and $(r + 1)^p$, and thus is not a $p$th power.

Suppose now that $0 < i < p$. Because $p$ is prime, elements of the form $f_n^{n-1}(0) + r\zeta_p^i$, with $0 < i < p$ are Galois conjugate, and hence have identical norms. Thus it is enough to show that $N_{\mathbb{Q}(\zeta_p)/\mathbb{Q}}(f_n^{n-1}(0) + r\zeta_p) = N(f_n^{n-1}(0) + r\zeta_p)$ is not a $p$th power in $\mathbb{Z}$. First, note that

\[N(t + r\zeta_p) = \sum_{i=0}^{p-1} (-1)^i t^i r^{p-1-i} = t^{p-1} - r^{p-2} t + r^p - \prod_{i=0}^{p-2} (t - r)\]

(21)

\[= t^{p-1} - r^{p-2} t + r^p - \prod_{i=0}^{p-2} (t - r)\]

(22)

Then if $y \geq r^p$ and $t = y^p + r^p$, we have $t > r^p \geq r$, and thus from (21) we obtain

$N(t + r\zeta_p) < t^{p-1} = (y^p + r^p)^{p-1} \leq (y^p + y)^{p-1}$

$= y^{p-1}(y^p + 1)^{p-1} < (y^{p-1} + 1)^p$.

On the other hand, from (22), we have

$N(t + r\zeta_p) > t^{p-1} - r^{p-2} t = t^{p-1} (t - r)^{p-1}$

$= (y^p + r^p - r)^{p-1} \geq (y^p)^{p-1} = (y^{p-1})^p$.

Now take $t = f_n^{n-1}(0) = (f_n^{n-2}(0))^p + r^p$; so when $n \geq 3$ we have $y = f_n^{n-2}(0) \geq r^p$. Therefore $N(f_n^{n-1}(0) + r\zeta_p)$ is not a $p$th power in $\mathbb{Z}$ for $n \geq 3$.

If $n = 2$, then $y = 0$ and $t = r^p$ in the above calculation. When $r > 1$, we have $t > r$, and hence from (21) and (22) we obtain

(23)

$(r^p)^{p-1} - r(r^p)^{p-2} < N(r^p + r\zeta_p) < (r^p)^{p-1}$,
Note that if \( x \geq 1 \), then \((x - 1)^k \leq x^k - x^{k-1}\), as can be seen by multiplying both sides of the obvious inequality \((x - 1)^{k-1} \leq x^{k-1} \) by \((x - 1)\). Thus
\[
(r^{p-1} - 1)^p \leq (r^{p-1})^p - (r^{p-1})^{p-1} = (r^p)^{p-1} - r(r^p)^{p-2}.
\]
From (23) we now have that \( N(r^p + r\zeta_p) \) is not a \( p \)-th power in \( \mathbb{Z} \) when \( r > 1 \).

When \( n = 2 \) and \( r = 1 \), we must adopt a different approach, since \( N(1 + \zeta_p) = 1 \). We show that \( 1 + \zeta_p \) is not a \( p \)-th power separately in Lemma 32, completing the proof of the present lemma.

**Lemma 32.** Let \( p \) be an odd prime. Then \( 1 + \zeta_p \) is not a \( p \)-th power in \( \mathbb{Q}(\zeta_p) \).

**Proof.** First, note that it suffices to show that \( 1 + \zeta_p \) is not a \( p \)-th power in \( \mathbb{Z}[\zeta_p] \). Indeed, \( 1 + \zeta_p \) is a unit in \( \mathbb{Q}(\zeta_p) \), and so any \( p \)-th root of \( 1 + \zeta_p \) must also be a unit; but the units of \( \mathbb{Q}(\zeta_p) \) are contained in \( \mathbb{Z}[\zeta_p] \).

Then, suppose there exists \( x \in \mathbb{Z}[\zeta_p] \) such that \( x^p = 1 + \zeta_p \). If we reduce this equation mod \( p \), the left hand side must be congruent to an integer; that is, there exists \( n \in \mathbb{Z} \) and \( y \in \mathbb{Z}[\zeta_p] \) such that \( x^p = n + py = 1 + \zeta_p \), which is clearly impossible. □
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