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Abstract. Researchers have successfully applied the convolutional neural network (CNN) to style transfer. Since then, Neural Style Transfer (NST) has received widespread attention in both scientific and industrial fields. Researchers in the field of machine vision are constantly proposing ways to optimize image style migration. This paper aims to summarize the history of style transfer before and after the rise of CNN, classify the existing classical and improved algorithms, and compare the results of some of them. Finally, after this study, we put forward some suggestions on the development trend of image style transfer.

1. Introduction

Painting is one of the most popular works of art and is highly appreciated. People who like a particular style want to combine this style with their own images, and this need makes image style transfer a research trend.

Figure 1. The content image is the west lake scenery, the style image is the ink painting, after the style transfer to get the ink painting effect of the west lake scenery.

Style transfer can be traced back to the research of image texture synthesis. All previous papers on image texture were manually modeled[1], and the most important idea used was that texture can be described by the statistical model of image local features. At the same time, the researchers also tried the transfer of oil painting style and head portrait style transfer[2-3].

With the development of computer graphics, deep learning has been greatly developed because it can be used to train object recognition models. CNN can extract features. In addition to image recognition and image classification, CNN is also used for style transfer.

In this paper, we will be mainly divided into three parts. In the first part, the style transfer algorithm without CNN. The second part, the typical NST algorithm. The third part is the summary of the improved...
algorithm of style transfer. In other parts of the article, we also briefly describe the application and future development of style transfer.

2. Style transfer without neural network
Before the rise of CNN, researchers tried to transfer styles without relying on neural network algorithms.
Transfer the paintbrush of a famous artist to the photo to be rendered to get a good portrait[4]. Portrait drawing is an extension of image analogy, but its data is difficult to obtain in our practice, which has caused certain limitations to the extension research[5].
Many objects in nature have similar textures. We can extract the texture from the sample and regenerate a large amount of image data. The texture synthesis algorithm can be extended to transfer the texture obtained from different targets and re-render the image. Or combine existing textures to create new ones[6-7].

3. Neural Style Transfer
In 2012, deep learning gradually developed and rapidly gained wide attention from researchers. Neural networks can automatically extract useful features after a certain amount of training, rather than simply dividing objects into small pieces. At the time, one of the most famous object recognition networks of CNN was called VGG-19. VGG-19 network appeared in the paper of Simonyan and Zisserman in 2014[8]. The network uses 3x3 convolution kernel, maximum pooling, after the full connection layer connected to a softmax classifier.

VGG-19 can extract more complex features with each layer of convolution. In short, VGG-19 network is a pile of local feature recognizers. VGG-19 output can be visualized in every layer. This paper uses a picture of a cat as an example.

Figure 2. The first 16 layers of VGG-19 are the alternation of convolution layer and maximum pooling layer. Each convolution contains multiple convolution layers, and finally there are three fully connected layers.

Figure 3. (a) is the original image, and (b) to (f) are the visualized output of VGG-19.
3.1. Slow Neural Style Transfer

In 2015, Gatys et al. combined neural network and style transfer, which officially opened the prelude of Neural Style Transfer. Gatys et al. applied the gram matrix to different local feature maps extracted by the VGG-19 network and calculated the correlation between features to form a statistical model[9]. The computation of style features is performed on all convolution layers. A part of local features is directly taken as the content, and the content features are for a convolution layer. Finally, combine the content features and style features of the picture together to form a new picture.

Firstly, a white noise image is generated, and iteration is carried out according to the loss function. Then, gradient descent algorithm is used for back propagation and continuous optimization to obtain the minimum loss. The loss function used by Gates et al. is the sum of content loss and style loss, both of which have their own parameters.

3.1.1. Content loss

Given a picture \( p \), the feature map is obtained by calculating in the neural network. Each layer can get \( n \) feature maps, which is determined by the number of filters. The feature map is vectorized and the resulting vector is finally put into the matrix \( F \). The element \( F_{ij} \) represents the activation response of the \( i \) filter in the \( l \) layer at position \( j \). Specify the feature representation of a layer \( l \), and generate a style-transfered image \( x \), so that the feature representation of the layer \( P_l \) is equal to the original feature representation of \( F_l \). The loss function is defined as follows:

\[
L_{content}(p, x, l) = \frac{1}{2} \sum_{i,j} (F_{ij}^l - P_{ij}^l)^2
\]

3.1.2. Style loss

As mentioned above, the style of a picture is actually a Gram matrix obtained by calculating the correlation of features between layers. Gram matrix contains style content, such as texture, color and so on. Its definition is as follows:

\[
G_{ij}^l = \sum_k F_{ik}F_{jk}
\]

Given the style picture \( a \), the target generated picture is \( \tilde{x} \), and the Gram matrix corresponding to the \( l \) layer is \( A_l \) and \( G_l \), respectively. The loss function of this layer is defined as follows:

\[
E_l = \frac{1}{4N_l^2M_l^2} \sum_{i,j} (G_{ij}^l - A_{ij}^l)^2
\]

3.1.3. Total Style Loss

\[
L_{style} = \sum_{l=0}^{L} \omega_l E_l
\]

\( \omega_l \) is the weight of each layer. The weight of style layer is the reciprocal of the number of style layers, and the weight of other layers is 0.

3.1.4. Total loss

By adding the content loss and style loss in a certain proportion, and the optimized output figure \( x \) is obtained through back propagation. Its definition is as follows:

\[
L_{total}(p, a, x) = \alpha L_{content}(p, x) + \beta L_{style}(a, \tilde{x})
\]
3.2. Fast Neural Style Transfer

Gatys et al.’s method takes thousands or even thousands of iterations to generate a new image each time, which takes quite a long time. In order to save time and cost, based on the work of Gatys et al., Johnson et al. proposed a style transfer algorithm that can improve the speed by three orders of magnitude, which is called Fast Neural Style Transfer[10]. Two networks are used: image transform network and loss network.

Image transform network, which requires pre-training, so that any given a content picture, can quickly generate a fixed style of migration picture. Loss network is used to calculate the perceptual loss. The perceptual loss is used to train the image transform network and update its parameters.

4. Speed and quality improvement

Although Johnson et al. greatly improved the speed of style transfer, they could only limit themselves to one style. Researchers have developed an algorithm for incorporating multiple styles into a single model[11]. Vincent Dumoulin et al. used a deep network to acquire paintings of many different styles[12]. Chen et al. proposed the concept of Stylebank Network[13]. Stylebank Network consists of stylebank layer, encoder and decoder.

Shen et al. rejected the method of stochastic gradient descent and proposed the concept of Meta Networks[14]. The Meta Networks only needs one feedforward neural transmission to acquire the style of any style image and generate the corresponding image generation network.

To improve the authenticity of the content of the generated images, some experts are beginning to introduce Generative Adversarial Networks(GAN) into style transfer[15]. Jun et al. used Cycle-Consistent Adversarial Networks to conduct image style transfer. Introduce forward and backward mappings in the source domain X and the target domain Y[16].
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Figure 4. The comparison of several different Neural Style Transfer algorithms shows that gatys et al. take a long time, but the results are relatively stable, while the other three algorithms save time, but the final output varies with the input, sometimes good, sometimes bad.

5. Applications and prospects

Neural Style Transfer plays an important role not only in the field of art, but also in other areas. Popular photo-editing software for young people, such as meitu xiuxiu, allows you to change the style of your photos in one step. Recently, the popular face changing software is a derivative algorithm based on NST[17]. NVIDIA researchers proposed a general method of linear transfer, and theoretically obtained the expression form of the transfer matrix[18]. It plays an important role in game scene construction and
video post processing. In future studies, researchers can extend the style model to make the extraction of arbitrary styles more accurate, and put more research into video style transfer. We should gradually extend the style transfer to more engineering fields for the benefit of mankind.
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