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Abstract

The shallow water equations (SWE) are a commonly used model to study tsunamis, tides, and coastal ocean circulation. However, there exist various approaches to discretize and solve them efficiently. Which of them is best for a certain scenario is often not known and, in addition, depends heavily on the used HPC platform. From a simulation software perspective, this places a premium on the ability to adapt easily to different numerical methods and hardware architectures. One solution to this problem is to apply code generation techniques and to express methods and specific hardware-dependent implementations on different levels of abstraction. This allows for a separation of concerns and makes it possible, e.g., to exchange the discretization scheme without having to rewrite all low-level optimized routines manually. In this paper, we show how code for an advanced quadrature-free discontinuous Galerkin (DG) discretized shallow water equation solver can be generated. Here, we follow the multi-layered approach from the ExaStencils project that starts from the continuous problem formulation, moves to the discrete scheme, spells out the numerical algorithms, and, finally, maps to a representation that can be transformed to a distributed memory parallel implementation by our in-house Scala-based source-to-source compiler. Our contributions include: A new quadrature-free discontinuous Galerkin formulation, an extension of the class of supported computational grids, and an extension of our toolchain allowing to evaluate discrete integrals stemming
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A PREPRINT

from the DG discretization implemented in Python. As first results we present the whole toolchain and also demonstrate the convergence of our method for higher order DG discretizations.
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1 Introduction

ExaStencils\(^1\) provides a multi-layered domain specific language to model various simulation applications in computational science and engineering that involve the solution of partial differential equations (PDEs). It does not rely on other simulation software packages to solve them iteratively but generates the whole simulation program from input data, application parameters, and problem descriptions formulated in an external domain specific language.

In this work, we consider the shallow water equations (SWEs), the main type of model used for prediction of floods caused by tsunami and storm surges as well as for many other problems in oceanography, meteorology, and coastal engineering. We have already shown scalability of a generated basic SWE solver on a GPU cluster [18]. Now we extend our previous work in several directions:

1. apply a state-of-the-art discontinuous Galerkin (DG) method based discretization that we reformulate to become quadrature-free
2. provide a Python interface for our external domain specific language enabling the user to start with a symbolic algebra representation of a discrete problem and transform it automatically to a C++ code via our ExaStencils toolchain
3. add support for more general computational grids necessary for computing more realistic scenarios

Quadrature-free DG discretization: In a quadrature-free DG scheme, all element and face integrals in the discrete formulation are evaluated analytically instead of using quadrature rules. The advantage of a quadrature-free vs. a quadrature integration is the fact that the former eliminates the innermost loop over quadrature points offering thereby a better code optimization potential. This approach is not new (see, e.g., \([7, 21]\)); however, until now, it has mostly been applied to linear problems or problems with product-type nonlinearities (e.g., advection terms in Euler equations) that only involve integrals of polynomials easily evaluated analytically. By exploiting one the main strengths of the local DG (LDG) method, the mixed re-formulation of the original PDEs, we modify the SWE system making it amenable to the quadrature-free methodology in spite of the presence of fraction-type nonlinearities. Whereas, in the original LDG framework \([12]\), such mixed formulations are employed to replace higher-order derivatives by lower-order ones, we took this technique one step further in \([10, 2]\) to handle nonlinearities in the PDE for mean-curvature flow. A similar idea is used in the current work to deal with the fraction terms in the SWE.

Quadrature-free DG formulations are an alternative to the tensor-product DG formulations. Schemes based on the latter approach evaluate multidimensional integrals as products of one-dimensional ones achieving in this way a higher computational intensity particularly for high-order discretizations. While very efficient for element shapes naturally represented in a tensor-product fashion (quads, hexahedra, etc.), this approach is less popular for simplicial elements (triangles, tets), although such generalization also exist (e.g., Dubiner bases \([15]\)).

Other discretization examples for the SWE include a recent DG \([32]\) implementation, finite differences \([11, 6]\) or generalized finite differences \([20]\), or even a mesh-free smoothed particle hydrodynamics (SPH) approach \([9]\). Efficient implementations are found in literature \([33, 23]\) using, e.g., a quadtree data structure on GPU \([30]\), Sierpinski curves \([8]\), and dynamically adaptive spacetree grids \([31]\). Some implementations are also running on distributed memory systems \([19]\).

Domain-specific languages for HPC: In addition to software libraries, domain-specific languages (DSLs) also became increasingly prominent in computational science and engineering applications in recent years. A more detailed overview of popular approaches is found in \([27]\). Particularly relevant ones are Firedrake, STELLA, Mint and SPIRAL. Firedrake \([25]\) is an automated toolchain for solving PDEs specified in a DSL embedded in Python. It employs the unified form language (UFL) \([5]\) and the FEniCS form compiler of the FEniCS project \([22]\). STELLA \([16]\) targets stencil codes on structured grids and uses, in contrast to ExaStencils, an internal DSL embedded into C++ that is based on template meta programming. Mint \([29]\) is a programming model for GPUs and focuses on the source-to-source compilation of annotated C to CUDA. Finally, SPIRAL \([24]\) provides abstractions for linear transforms and other mathematical functions.

\(^1\)http://www.exastencils.org/
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Our approach builds upon the ExaStencils code generator that relies on an external multi-layered DSL called ExaSlang to map from different levels of abstraction: First, the continuous problem description; next, the discretization; then the numerical algorithm specification; and, finally, a C-like representation of the whole simulation code. The ExaStencils toolchain has been now extended by adding support for a symbolic algebra math-like specification of the discrete problem within Python. The latter is then mapped automatically to the C-like ExaSlang layer, from where a regular code generation process goes on.

Expanding support for more general computational grids: Initially, ExaStencils only supported regular grids with sparse matrix-vector multiplications easily described by stencil operations. In a step-by-step fashion, support for more general computational grids including staggered and grids with locally varying mesh size has been added. In order to be able to run simulations for realistic ocean domain geometries that cannot be accurately approximated by structured grids, our final goal is to support block-structured grids obtained from a coarse unstructured grid refined regularly. To this end, a grid generator is being currently developed to create grids with a block-structured topology as required by the Exastencils framework with first results for complex domains presented in [34].

The paper is structured as follows: In Sec. 2 the continuous problem, its DG discretization, and the algebraic representation of element integrals are described followed by the mapping to executable code via Python and the ExaStencils compiler. Numerical verification of the generated code is presented in Sec. 3.

2 A shallow water equations generator

The main steps of our approach to map a continuous mathematical problem description to an efficient simulation code are sketched in Fig. 1. Next, we describe each of these steps in more detail.

![Figure 1: Extended ExaStencils toolchain for generating code for DG discretized SWEs.](image)

2.1 Continuous formulation

The classical 2D SWE are obtained from the vertically integrated Navier-Stokes equations under the additional assumptions of a hydrostatic pressure and a vertically uniform horizontal velocity:

\[
\partial_t \xi + \nabla \cdot q = 0, \quad (1)
\]

\[
\partial_t q + \nabla \cdot \left( qq^T / H \right) + \tau_b f \cdot q + \left( \begin{array}{c} 0 \\ -f_c \end{array} \right) q + g H \nabla \xi = F. \quad (2)
\]
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They are defined on some 2D domain $\Omega$, and $\xi$ represents the elevation of the free water surface with respect to some datum (e.g., the mean sea level). By $H = h_b + \xi$, we denote the total fluid depth with $h_b$ representing the bathymetric depth, $q \equiv (U, V)^T$ is the depth integrated horizontal velocity field, $f_c$ is the Coriolis coefficient, $g$ is the gravitational acceleration, and $\tau_f$ is the bottom friction coefficient. Effects of variable atmospheric pressure, and tidal potentials are expressed through the body force $F$.

Defining $c := (\xi, U, V)^T$ system \(1) - (2)\) is given in the following compact form:

$$\partial_t c + \nabla \cdot A = r(c),$$

where

$$A = \begin{pmatrix} \frac{U^2}{H} + \frac{1}{2} g (H^2 - h_b^2) & U V \frac{V^2}{H} + \frac{1}{2} g (H^2 - h_b^2) \end{pmatrix}$$

and

$$r(c) = \begin{pmatrix} -\tau_f U + f_c V + g \xi \partial_n h_b + F_x \\ -\tau_f V - f_c U + g \xi \partial_n h_b + F_y \end{pmatrix}.$$

In the remainder of this paper, the boundary conditions are assumed to be of Dirichlet type; however, a full set of boundary conditions needed for realistic simulations will be included in our implementation in the near future.

2.2 Discretization using a quadrature-free DG method

Our discretization of the SWE system \(3\) is generally based on the scheme realized in our UTBEST solver \cite{3}. But, instead of a standard quadrature-based evaluation of integrals, we utilize a quadrature-free DG formulation enhanced to deal with nonlinearities in form of fractions. For this purpose, we introduce the depth averaged velocity $u = (u, v)^T$ given by $q = uH$ and extend system \(3\) by equations for $u$ and $v$:

$$\partial_t c + \nabla \cdot \tilde{A} = r(c),$$

$$uH = q,$$

where $H^2 - h_b^2 = \xi^2 + 2h_b \xi + h_b^2 - h_b^2 = \xi (H + h_b)$ and thus

$$\tilde{A} = \begin{pmatrix} U \frac{U^2}{H} + \frac{1}{2} g \xi (H + h_b) \\ V \frac{V^2}{H} + \frac{1}{2} g \xi (H + h_b) \end{pmatrix}.$$ 

Let $\{\mathcal{T}_\Delta\}_{\Delta > 0}$ be a family of triangulations of $\Omega \subset \mathbb{R}^2$, and let $\Omega_{e}, e \in \{0, \ldots, E\}$ be elements of $\mathcal{T}_\Delta$. We obtain the variational formulation of system \(6) - (7)\) by multiplication with sufficiently smooth test functions $\phi$ and $\psi$ and integration by parts on each element $\Omega_{e} \in \mathcal{T}_\Delta$, which yields:

$$\langle \partial_t \phi, \Omega_e \rangle = \langle \tilde{A} \cdot \nabla \phi, \Omega_e \rangle + \langle \tilde{A} \cdot n, \nabla \phi \rangle_{\partial \Omega_e} = \langle r(c), \phi \rangle_{\Omega_e},$$

$$\langle uH, \psi \rangle_{\Omega_e} = \langle q, \psi \rangle_{\Omega_e},$$

where $\langle \cdot, \cdot \rangle_{\Omega_e}$ and $\langle \cdot, \cdot \rangle_{\partial \Omega_e}$ represent the $L^2$– scalar products on elements and edges, respectively.

Now denoting by $\mathbb{P}^k(\Omega_e)$ the polynomial spaces of order $k$ on $\Omega_e$, we obtain the discrete formulation using test functions $\phi_\Delta \in \mathbb{P}^k(\Omega_e)^3$, $\psi_\Delta \in \mathbb{P}^k(\Omega_e)^2$:

$$\langle \partial_t e_\Delta, \phi_\Delta \rangle_{\Omega_e} - \langle \tilde{A}(e_\Delta, u_\Delta), \nabla \phi_\Delta \rangle_{\Omega_e} + \langle \tilde{A}(e_\Delta, u_\Delta), \nabla \phi_\Delta \rangle_{\partial \Omega_e} = \langle r(e_\Delta, u_\Delta), \phi_\Delta \rangle_{\Omega_e},$$

$$\langle u_\Delta H, \psi_\Delta \rangle_{\Omega_e} = \langle q, \psi_\Delta \rangle_{\Omega_e},$$

where $n$ is a unit normal to $\partial \Omega_e$, and $\tilde{A} \cdot n$ is approximated on $\partial \Omega_e$ by a numerical flux $\hat{A}(e_\Delta, u_\Delta, e_\Delta^+, u_\Delta^+, n)$ (here, we utilize the Lax-Friedrichs flux \cite{17}) that depends on discontinuous values of the solution on element $\Omega_e$ (without superscript) and on its edge neighbors (superscript $^+$). $e_\Delta$ and $u_\Delta$ are the DG approximations to $e$ and $u$ and can be represented as

$$e_\Delta(t, x)|_{\Omega_e} = (\xi_\Delta, U_\Delta, V_\Delta)^T(t, x) = \sum_{j=1}^{K(k)} \sum_{i=1}^{\Omega_e} c_{ei} \varphi_{ei}(x) e_j,$$
For compactness, we show an algebraic representation of our implementation are given by:

\[
(0) = 1 \\
(1) = 3 \\
(2) = 6
\]

with \( e_j \) denoting the \( j \)-th unit vector in \( \mathbb{R}^3 \) in (13) or \( \mathbb{R}^2 \) in (14). A basis of space \( \mathbb{P}^k(\Omega_e) \) consisting of \( \varphi_{e,i}(x) \), \( i = 1, \ldots, K(k) \) is defined using a mapping from the corresponding reference basis

\[
\varphi_{e,i}(x) = \begin{cases} \hat{\varphi}_i \left( F_e^{-1}(x) \right) & x \in \Omega_e, \\ 0 & \text{otherwise,} \end{cases} \quad i \in \{1, \ldots, K(k)\}
\]

where \( F_e : \hat{\Omega} \rightarrow \Omega_e \), \( \hat{x} \rightarrow x := B_e \hat{x} + a_{e1} \) is the affine-linear transformation (see Fig. 2) from the reference triangle onto triangle \( \Omega_e \) with

\[
B_e = \begin{bmatrix} B_{1,1}^e & B_{1,2}^e \\ B_{2,1}^e & B_{2,2}^e \end{bmatrix} := [a_{e2} - a_{e1} \quad a_{e3} - a_{e1}]
\]

and \( a_{e1}, a_{e2}, a_{e3} \) denoting the vertex coordinates of \( \Omega_e \).

The number of basis functions \( K(k) \) is dependent on the respective polynomial space and has the following values: \( K(0) = 1, K(1) = 3, K(2) = 6, \) and \( K(3) = 10 \). The basis functions on the reference triangle \( \hat{\Omega} \) employed in our implementation are given by:

\[
\begin{aligned}
\varphi_1(\hat{x}) &= \sqrt{2}, \\
\varphi_2(\hat{x}) &= 2 - 6\hat{x}_1, \\
\varphi_3(\hat{x}) &= \sqrt{2}(1 - \hat{x}_1 - 2\hat{x}_2), \\
\varphi_4(\hat{x}) &= \sqrt{6}(1 - 8\hat{x}_1 + 10\hat{x}_1^2), \\
\varphi_5(\hat{x}) &= \sqrt{3}(1 - 4\hat{x}_1 + 5\hat{x}_1^2 + 12\hat{x}_2 - 15\hat{x}_2^2), \\
\varphi_6(\hat{x}) &= \sqrt{15}(1 - 4\hat{x}_1 + 3\hat{x}_1^2 - 4\hat{x}_2 + 8\hat{x}_1\hat{x}_2 + 3\hat{x}_2^2), \\
\varphi_7(\hat{x}) &= \sqrt{8}(1 + 15\hat{x}_1 - 45\hat{x}_1^2 + 35\hat{x}_1^3), \\
\varphi_8(\hat{x}) &= \sqrt{24}(1 - 13\hat{x}_1 - 33\hat{x}_1^2 + 21\hat{x}_1^3 + 2\hat{x}_2 - 24\hat{x}_1\hat{x}_2 + 42\hat{x}_1^2\hat{x}_2), \\
\varphi_9(\hat{x}) &= \sqrt{10}(1 + 9\hat{x}_1 - 15\hat{x}_1^2 + 7\hat{x}_1^3 + 6\hat{x}_2 - 48\hat{x}_1\hat{x}_2 + 42\hat{x}_1^2\hat{x}_2 - 6\hat{x}_2^2 + 42\hat{x}_1\hat{x}_2^2), \\
\varphi_{10}(\hat{x}) &= \sqrt{56}(1 - 3\hat{x}_1 - 3\hat{x}_1^2 + 3\hat{x}_1^3 + 12\hat{x}_2 - 24\hat{x}_1\hat{x}_2 + 12\hat{x}_1^2\hat{x}_2 - 30\hat{x}_2^2 + 30\hat{x}_1\hat{x}_2^2 + 20\hat{x}_2^3).
\end{aligned}
\]

### Algebraic representation of element integrals:

For compactness, we show an algebraic representation of our discrete scheme only for element integrals. Inserting the basis representations (13), (14) into system (11), (12) and testing the first equation with \( \phi_{e,p} = \varphi_{e,p}e_1 \) we obtain for \( p \in 1, \ldots, K(k) \):

\[
\left( \tilde{A}(c_{e\Delta}, u_{e\Delta}), \nabla(\varphi_{e,p}e_1) \right)_{\Omega_e} = \sum_{i=1}^{K(k)} \sum_{j=1}^{K(k)} e_{eji} \int_{\Omega_e} \frac{\partial \varphi_{e,p}}{\partial x_j} \varphi_{e,i} \, dx
\]

\[
= \sum_{i=1}^{K(k)} \left[ \frac{e_{eji}}{|\det(B_e)|} \left( B_{2,2}^e \int_{\Omega_1} \frac{\partial \varphi_{p}}{\partial x_1} \varphi_{i} \, dx - B_{1,2}^e \int_{\Omega_1} \frac{\partial \varphi_{p}}{\partial x_2} \varphi_{i} \, dx \right) + \frac{e_{eji}}{|\det(B_e)|} \left( -B_{1,1}^e \int_{\Omega_1} \frac{\partial \varphi_{p}}{\partial x_1} \varphi_{i} \, dx + B_{2,1}^e \int_{\Omega_1} \frac{\partial \varphi_{p}}{\partial x_2} \varphi_{i} \, dx \right) \right],
\]

(15)
For $\phi_\Delta = \varphi_p e_2$ and $p \in 1, \ldots, K(k)$:

$$
\left( A(c_\Delta, u_\Delta), \nabla (\varphi_p e_2) \right)_{\Omega_e} = \sum_{j=1}^{K(k)} \left[ \sum_{i,m=1}^{K(k)} g_{c_i} c_i \sum_{m=1}^{K(k)} \int_{\Omega_e} \frac{\partial \varphi_p}{\partial x_j} \varphi_{c_i} \varphi_{c_m} dx \right] + \sum_{i,m=1}^{K(k)} g_{c_i} c_i \int_{\Omega_e} \frac{\partial \varphi_p}{\partial x_j} \varphi_{c_i} \varphi_{c_m} dx
$$

$$
= \sum_{i,m=1}^{K(k)} \frac{c_i^2 u_m}{|det(B_e)|^{3/2}} \left( B_{2,2} \int_{\Omega} \frac{\partial \varphi_p}{\partial x_1} \varphi_{c_j} \varphi_{c_m} dx - B_{2,1} \int_{\Omega} \frac{\partial \varphi_p}{\partial x_2} \varphi_{c_i} \varphi_{c_m} dx \right)
$$

$$
+ \sum_{i,m=1}^{K(k)} \frac{g}{|det(B_e)|^{3/2}} \left( -B_{1,2} \int_{\Omega} \frac{\partial \varphi_p}{\partial x_1} \varphi_{c_i} \varphi_{c_m} dx + B_{1,1} \int_{\Omega} \frac{\partial \varphi_p}{\partial x_2} \varphi_{c_i} \varphi_{c_m} dx \right)
$$

$$
+ \sum_{i,m=1}^{K(k)} \frac{g_{c_i}}{|det(B_e)|} \left( B_{2,2} \int_{\Omega} \frac{\partial \varphi_p}{\partial x_1} \varphi_{c_i} \varphi_{c_m} dx - B_{2,1} \int_{\Omega} \frac{\partial \varphi_p}{\partial x_2} \varphi_{c_i} \varphi_{c_m} dx \right)
$$

(16)

with a similar expression for $\phi_\Delta = \varphi_p e_3$ and rather trivial representations for element integrals arising from [12].

2.3 Mapping Math to Python

Since the quadrature-free formulation detailed above is a new element of our toolchain, it is a natural starting point for code generation. An abstract representation for the terms should be, one the one hand, as close as possible to the mathematical expression and, on the other, easy to transform to an efficient code. Another requirement is that the format or used environment of the abstract representation is accepted by its users. To meet all these requirements we have chosen to use sympy within Python as the starting point. Python is one of the most often used languages currently, and sympy is a symbolic algebra package in Python with a rich functionality. Our new Python module to transform the DG scheme from a symbolic sympy expression into ExaSlang is called GHODDESS (Generation of Higher-Order Discretizations Deployed as ExaSlang Specifications). To generate code for the quadrature-free DG scheme, basic abstractions for, e.g., the basis functions have been implemented in GHODDESS just as classes of Higher-Order Discretizations Deployed as ExaSlang Specifications). To generate code for the quadrature-free DG scheme, basic abstractions for, e.g., the basis functions have been implemented in GHODDESS just as classes representing triangles and data fields. Currently, we support quadrilateral grids only, where each element is divided into two differently oriented triangles in order to obtain a triangular grid. These special grids are obtained from our grid generator. The algebraic representations of the discrete scheme shown in Sec [22] for element, edge, and boundary integrals are formulated in sympy. As an example consider the first part of element integral for $\xi$ from [13]:

$$
\sum_{i=1}^{K(k)} \frac{c_i^2 u_m}{|det(B_e)|^{3/2}} \left( B_{2,2} \int_{\Omega} \frac{\partial \varphi_p}{\partial x_1} \varphi_{c_i} \varphi_{c_m} dx - B_{2,1} \int_{\Omega} \frac{\partial \varphi_p}{\partial x_2} \varphi_{c_i} \varphi_{c_m} dx \right)
$$

(17)

that is translated to

Listing 1: Part of element integral in Python representation.

```python
sum(cu(tri.orientation, k) / tri.detB * (  
    tri.B[1, 1] * sp.integrate(sp.Derivative(basisFcts[p], x, 1)  
    * basisFcts[k], (y, 0, 1 - x), (x, 0, 1))  
  - tri.B[1, 0] * sp.integrate(sp.Derivative(basisFcts[p], y, 1)  
    * basisFcts[k], (y, 0, 1 - x), (x, 0, 1))))  
for k in range(d))
```

Information about the triangles such as the orientation or the determinant of the mapping from the reference triangle are stored in an object tri. Sympy is then used to evaluate integrals analytically which also allows us to perform symbolic algebra transforms on the integrals.

[2]https://www.sympy.org/
2.4 Mapping Python to ExaSlang

To allow a mapping from the symbolic representation to ExaSlang, sympy expressions are enriched with a few required abstractions such as field symbols that correspond to accesses to ExaSlang fields that store quantities defined on the computational domain. GHODDESS then maps to an auxiliary knowledge file holding parameters that guide the generation process as well as ExaSlang specifications on layer 3 and 4. The bulk part is emitted to layer 4 where the setup and solver phase are implemented. More information on the ExaSlang concept and its layers can be found in [28,18].

2.5 Mapping ExaSlang to Code

The ExaStencils code generator is then capable of parsing the ExaSlang code, applying transforms for certain low-level optimizations on the resulting AST and pretty-printing to C++ or CUDA code combined with MPI for distributed memory architectures. Currently, both the ExaStencils code generator and the C++ compiler, e.g., gcc take more than one hour for higher order DG discretizations due to the large size of the expressions – as described before. The overall runtime of a simulation can be in a similar range depending on the size of the computational grid and the order of the discretization. However, larger grids do not require more time for the code generation. Strategies to speed up the overall workflow are a part of our ongoing work.

3 Numerical results

Our implementation of the shallow water equations is planned to include an integrated generator for block-structured meshes. Since this functionality is still in a standalone testing stage, the grids employed for the runs in the current section are generated externally and read at runtime.

The main goal of the following numerical studies is to verify the implementation and to demonstrate the performance of our quadrature-free formulation for a range of benchmarks with analytically specified solutions.

3.1 Convergence test on a randomly perturbed regular mesh

For the first test, a rectangular domain \( \Omega = [0 \pm r, 1000 \pm r] \times [0 \pm r, 1000 \pm r] \) is used, where \( r \) is a randomly generated perturbation of up to 20% of the edge length (cf. Fig. 3). The artificially manufactured analytical solution is given by

\[
\xi(x,t) = 2 + y_a - 2 C_a \sin \left( \frac{\pi(x_0 + x_1 + C_t t)}{600} \right),
\]

\[
U(x,t) = 2 y_a + C_a C_t \sin \left( \frac{\pi(x_0 + x_1 + C_t t)}{600} \right),
\]

\[
V(x,t) = y_a + C_a C_t \sin \left( \frac{\pi(x_0 + x_1 + C_t t)}{600} \right)
\]

with the bathymetry specified as

\[
h_b = 1 + \frac{1}{1000} x_0 + \frac{2}{1000} x_1
\]

and suitable initial and Dirichlet boundary conditions. Simulations were run for \( t \in (0,1500) \) with the time step \( \Delta t = 0.5 \) chosen small enough to make the time discretization errors negligible compared to those of the spatial discretization. The remaining parameters are chosen as follows: \( C_a = 0.2, C_t = 0.2, y_a = 0.3 \).

Fig. 3 illustrates the mesh and the initial condition (left) and shows the final solution on the coarsest (level-2, middle) and finest (level-6, right) meshes for the piecewise linear (k=1) DG discretization. The errors for DG discretization spaces ranging from piecewise constants (k=0) to piecewise cubics (k=3) and the corresponding experimental convergence rates are listed in Tab. 1 and plotted in Fig. 4. The expected convergence rates are demonstrated for all primary unknowns (surface elevation and depth integrated velocity components) and the results are consistent with those presented in [1].

Due to increasing computational (and code generation) costs, runs for higher order DG discretizations stop at coarser mesh resolutions than the low order runs; nevertheless, the \( L^2 \)-errors for higher order approximations are much lower.
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Figure 3: Square domain with perturbed mesh and piecewise linear (k=1) DG discretization: Level-2 mesh and the initial condition (left), final solution on the level-2 mesh (middle), final solution on the level-6 mesh (right).

| DG order (k) | # elements | Err(ξ) | EOC(ξ) | Err(U) | EOC(U) | Err(V) | EOC(V) |
|--------------|------------|--------|--------|--------|--------|--------|--------|
| 0            | 32         | 141.24 | -      | 88.049 | -      | 96.451 | -      |
|              | 128        | 75.619 | 0.90   | 62.621 | 0.49   | 64.906 | 0.57   |
|              | 512        | 38.070 | 0.99   | 35.016 | 0.84   | 35.753 | 0.86   |
|              | 2048       | 19.093 | 1.00   | 18.458 | 0.92   | 18.953 | 0.92   |
|              | 8192       | 9.5399 | 1.00   | 9.4733 | 0.96   | 9.7749 | 0.96   |
|              | 32768      | 4.7698 | 1.00   | 4.7945 | 0.98   | 4.9692 | 0.98   |
| 1            | 32         | 45.085 | -      | 123.68 | -      | 101.33 | -      |
|              | 128        | 10.949 | 2.04   | 20.386 | 2.60   | 19.396 | 2.39   |
|              | 515        | 2.6693 | 2.04   | 6.2844 | 1.70   | 5.4303 | 1.84   |
|              | 2048       | 0.6760 | 1.98   | 1.2573 | 2.32   | 1.2092 | 2.17   |
|              | 8192       | 0.1674 | 2.01   | 0.2651 | 2.25   | 0.2411 | 2.33   |
| 2            | 32         | 6.4361 | -      | 14.090 | -      | 21.492 | -      |
|              | 128        | 0.9973 | 2.69   | 2.1901 | 2.69   | 2.5439 | 3.08   |
|              | 512        | 0.1239 | 3.01   | 0.2579 | 3.09   | 0.2419 | 3.39   |
|              | 2048       | 0.0157 | 2.98   | 0.0263 | 3.29   | 0.0225 | 3.43   |
| 3            | 32         | 0.9669 | -      | 1.8941 | -      | 2.6533 | -      |
|              | 128        | 0.0608 | 3.99   | 0.0985 | 4.27   | 0.1167 | 4.51   |
|              | 512        | 0.0036 | 4.08   | 0.0077 | 3.68   | 0.0069 | 4.07   |
|              | 2048       | 0.0002 | 3.88   | 0.0004 | 4.15   | 0.0004 | 4.23   |

Table 1: $L^2$-errors $\text{Err}(\cdot)$ and experimental orders of convergence $\text{EOC}(\cdot)$ for the square domain with perturbed mesh and DG discretization orders $k = 0, 1, 2, 3$.

3.2 Circular domain

The second test problem uses the same analytical solution as the previous one, but the domain is now ring-shaped with the inner radius of 500, outer radius of 1000, and centered at the origin. The ring is divided into 8 patches corresponding to MPI ranks. Fig. 5 shows the coarsest mesh with the initial condition (left), the final solution on the coarsest mesh (level-2, middle), and the final solution on the finest mesh (level-6, right) for the piecewise linear (k=1) DG discretization.

4 Conclusion and Outlook

This work introduced for the first time quadrature-free functionality for a SWE model based on the discontinuous Galerkin discretization. In the future work, we’ll demonstrate the performance of this methodology using simulations of real-life problems on complex 2D domains and test its scalability and computational performance on a range of different hardware architectures. Furthermore, we plan to transfer our approaches to 3D coastal ocean models such as implemented in UTBEST3D [14, 4, 26].
Towards whole program generation of quadrature-free discontinuous Galerkin methods for the shallow water equations

To complete the code generation pipeline, we plan to provide and incorporate the UFL (unified form language) similarly to approaches used in other code generation frameworks as abstract representation on layer 1. In addition to that, full support for block-structured grids should be available soon. We currently also work on improving node-level performance and scalability.
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