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\begin{abstract}
We study the flow of two immiscible fluids located on a solid bottom, where the lower fluid is Newtonian and the upper fluid is a non-Newtonian Ellis fluid. Neglecting gravitational effects, we consider the formal asymptotic limit of small film heights in the two-phase Navier–Stokes system. This leads to a strongly coupled system of two parabolic equations of fourth order with merely Hölder-continuous dependence on the coefficients. For the case of strictly positive initial film heights we prove local existence of strong solutions by abstract semigroup theory. Uniqueness is proved by energy methods. Under additional regularity assumptions, we investigate asymptotic stability of the unique equilibrium solution, which is given by constant film heights.
\end{abstract}

\section{Introduction}

\subsection{Aim of the paper}

The present manuscript is devoted to the mathematical modelling and analysis of a two-phase stratified thin-film problem, where one of the fluids features a shear rate-dependent viscosity. More precisely, we assume that the two-phase flow is located on an impermeable bottom and that the lower fluid is Newtonian, while the upper fluid is non-Newtonian (cf. Figure 1) with a viscosity $\mu$ determined by the Ellis constitutive law \cite{1}. For an Ellis fluid the viscosity is implicitly given by the relation

$$
\frac{1}{\mu} = \frac{1}{\mu_0} \left(1 + \left| \frac{\tau}{\tau_{1/2}} \right|^{p-1}\right), \quad p \geq 1,
$$

where $\tau$ is the shear stress, $\mu_0$ denotes the viscosity at zero shear stress and $\tau_{1/2}$ is the shear stress at which the viscosity has dropped to $\mu_0/2$. Assuming that $\tau_{1/2} \in (0, \infty)$, the choice of the flow-behavior exponent $p > 1$ reflects the shear-thinning behavior of the fluid. Moreover, one can recover a Newtonian behavior for $p = 1$ or $1/\tau_{1/2} \to 0$. The fact that the Ellis law is able to describe a shear-thinning behaviour for moderate
shear stresses on the one hand and a Newtonian plateau for very low shear stresses on
the other hand makes it a more realistic model for many real fluids, compared to the
widely-used power-law [2] for instance.

Besides the non-Newtonian rheological behavior of the upper fluid, two assumptions
are crucial in the derivation of the model. First, we assume the flow to be uniform in
one horizontal direction such that it depends on one spatial variable only. Second, we
assume that the two liquid films are very thin and consider the asymptotic limit of van-
ishing heights. Therefore, starting with a Navier–Stokes system for the two immiscible
fluids, we apply lubrication approximation and cross-sectional averaging in order to
derive a coupled system of evolution equations for the two film heights $f = f(t,x)$ and
g = g(t,x) of the lower Newtonian and the upper non-Newtonian fluid, respectively.
The functions $f$, $g$ depend on the temporal variable $t > 0$ and the spatial variable $x \in \Omega$, where $\Omega \subset \mathbb{R}$ is a finite interval. Neglecting gravitational effects and assuming that
capillarity is the system’s driving force, we obtain the coupled system

$$
\begin{align*}
\begin{cases}
  \frac{f_t}{s^+} + \left( \frac{m^+ + f^2 g}{2} \right) (f + g)_{xxx} + \frac{s^-}{3} f^2 f_{xxx} \\
  \frac{g_t}{s^+} + \left( \frac{m^+ f^2 g + m^+ g^2 + \frac{s^-}{3}}{2} \right) (f + g)_{xxx} + \frac{s^-}{2} f^2 g f_{xxx} + C_p |g|^{p+2} \Phi((f + g)_{xxx})
\end{cases} 
\end{align*}
$$

(1.2)

of fourth order that describes the dynamics of the two interfaces $f$ and $g$. Here, $s^\pm$ is the
constant dimensionless surface tension of the lower (-) and the upper (+) fluid, respect-
ively. Moreover, $\mu_0^\pm > 0$ is the characteristic viscosity of the lower and the upper fluid at
zero shear, respectively, and $m = \mu_0^+ / \mu_0^- > 0$ is the ratio of the two characteristic viscos-
ities. The function $\Phi$ in (1.2) is related to the non-Newtonian part in the Ellis law and is defined by

$$
\Phi(d) = |d|^{p-1} d, \quad d \in \mathbb{R},
$$

where $p > 1$ is the flow behavior exponent and $C_p > 0$ is a positive constant that
depends on $p$.
1.2. Summary of results

For the coupled system (1.2), supplemented with the Neumann-type boundary conditions
\[ f_x = f_{xxx} = g_x = g_{xxx} = 0 \text{ at } \partial \Omega, \]
and initial conditions
\[ f(0, x) = f_0(x), \quad g(0, x) = g_0(x), \quad x \in \Omega, \]
we prove:

- **Local existence (Thm. 3.2):** Given a positive initial datum \( u_0 = (f_0, g_0) \in H^4_B(\Omega) \times H^{4\theta}_B(\Omega) \) for some \( \theta > \rho > 7/8 \), there exists for each \( p > 1 \) a positive time \( T > 0 \) and a positive solution
  \[ u = (f, g) \in C([0, T]; H^4_B(\Omega) \times H^{4\theta}_B(\Omega)) \cap C((0, T]; H^4_B(\Omega) \times H^{4\theta}_B(\Omega)) \cap C^1((0, T]; L^2(\Omega) \times L^2(\Omega)) \]
  to (1.2). In addition, \( u \in C^\nu([0, T]; H^{4\rho}_B(\Omega) \times H^{4\rho}_B(\Omega)) \) for \( \nu \in (0, \theta - \rho) \).

- **Uniqueness (Thm. 4.2):** Solutions to (1.2), as obtained in Thm. 3.2, are unique w.r.t. the initial datum.

- **Asymptotic stability (Thm. 5.4):** If \( p \geq 2 \) and if \( u_0 \in H^4_B(\Omega) \times H^{4\rho}_B(\Omega) \) is initially close to positive flat films, then the corresponding solution exists globally in time and converges exponentially to the two-phase flat film as time tends to infinity.

We obtain the existence of local positive strong solutions for strictly positive initial data by analytic semigroup theory. Since the coefficient function \( \Phi \) is merely \((p - 1)\)-Hölder continuous for \( p \in (1, 2) \), uniqueness of solutions with respect to initial data does not follow by the classical abstract theory of AMANN [3]. Instead, we use energy methods to prove a uniqueness result for local strong solutions. Note that due to the degeneracy of the system when the film heights \( f, g \) drop to zero, the existence of global strong solutions can in general not be expected. However, we use centre manifold theory [4, 5] in order to investigate the long-time behavior of solutions which are initially close to constant positive film heights. In view of the boundary conditions one may observe that flat films of positive height are the only possible steady state solutions of (1.2). For \( p \geq 2 \), we show that they are exponentially stable. In other words, for large times, surface tension effects dominate the characteristic stresses of the Ellis fluid and solutions behave as in the Newtonian regime.

1.3. Non-Newtonian fluids

Although many common liquids and gases, such as water and air, may reasonably be considered Newtonian, there is still a multitude of real fluids which are in fact non-Newtonian. Newtonian fluids obey Newton’s law of viscosity, that is, they are characterized by a linear dependence of the shear stresses on the local strain rate. This dependence is nonlinear for non-Newtonian fluids. In other words, non-
Newtonian fluids become more solid or more liquid under force. Among others, two prominent classes of shear rate-dependent fluids are shear-thinning (pseudoplastic) and shear-thickening (dilatant) fluids. Shear-thinning fluids are characterized by a viscosity that decreases with increasing shear rate, as for instance wall paint. On the contrary, shear-thickening fluids exhibit a viscosity that increases with increasing shear rate, as for instance corn starch mixed with water. A famous class of fluids with a purely shear-thickening or purely shear-thinning behavior consists of so-called Ostwald–de Waele fluids or power-law fluids. For this type of fluid the viscosity $\mu$ is given by

$$\mu = \mu_0 |\tau|^{\frac{q-1}{q}}$$

with a characteristic viscosity $\mu_0 \in \mathbb{R}_+$ and a flow behavior exponent $q \in \mathbb{R}_+$. Though convenient to use because of its simple mathematical structure, the validity of a power-law (1.3) is often restricted to certain ranges of shear rates. In other words, the power-law model might lead to inaccurate predictions at very high or very low shear rates. In the shear-thinning regime $q < 1$, for instance, an Ostwald–de Waele fluid would have zero viscosity as the shear rate tends to infinity and infinite viscosity at rest.

Many fluids display a combination of different rheological behaviors at different ranges of shear rates. Among polymeric fluids, for instance, there is a variety that has a shear-thinning behavior for moderate shear rates but a Newtonian behaviour for very high and very low shear rates, respectively. More precisely, at low and high shear rates, respectively, the viscosity is almost constant, while at moderate shear rates the rheological behavior can be modelled by a power-law.

Regarding this phenomenon, a more promising model than the power-law is the Ellis constitutive law, cf. (1.1), which captures a Newtonian behaviour close to zero shear and a shear-thinning power-law behavior for higher shear rates [1, 2]. We refer to Figure 2 for a schematic comparison of the viscous behavior of a Newtonian fluid, a power-law fluid and an Ellis fluid depending on the shear rate.

![Figure 2](image-url)
1.4. Two-phase thin films

A stratified two-phase thin film consists of two layers of immiscible viscous fluids on a solid bottom with thicknesses typically ranging from a nanometre to several micrometres. They find applications in various areas, such as medical sciences, chemistry, or industrial processes. Examples include techniques for concentrating leukocytes from blood [6] in medical treatments or industrial multi layer coating possess [7]. An example for a stratified two-phase thin film consisting of a non-Newtonian fluid on top of a Newtonian one, as studied in the present manuscript, is given by assembling artificial membranes. Artificial membranes are thin layers of commonly non-Newtonian (often shear-thinning) fluids [8, 9] mimicking cell membranes in nature and find applications in nanotechnology and biosensors [10]. The main advantage of considering an artificial membrane on a thin film of water, which is considered as a Newtonian fluid, compared to freely-suspended membranes, is an increase in stability, allowing for more avenues of experimentation [11].

Commonly, the mathematical model for the evolution of a single or multi layered thin film flow is derived from the Navier–Stokes equations in each constituent fluid region by so-called lubrication approximation and cross-sectional averaging. Depending on the particular geometrical setting, boundary conditions on the impermeable bottom and stress balance conditions at the fluid–fluid and fluid–air interfaces have to be imposed. In thin film systems effects due to viscosity, diffusion, and surface tension become ever more important and may dominate gravitational or inertial forces.

1.5. Related results

Assuming the fluid to be located on an impermeable flat bottom and uniform in one horizontal direction, the classical thin-film equation for Newtonian fluids reads

\[ h_t + (h^n h_{xxx})_x = 0, \quad n \in \mathbb{N}, \]  

(1.4)

where \( h = h(t, x) \) represents the thickness of the thin film, depending on the temporal variable \( t > 0 \) and spatial variable \( x \in \Omega \), where \( \Omega \subset \mathbb{R} \) is a finite interval. The case \( n = 1 \) corresponds to a Hele-Shaw flow, while \( n = 2, 3 \) model the flow of a capillary driven Newtonian fluid with either Navier–slip boundary condition \( (n = 2) \) or no-slip boundary condition \( (n = 3) \) imposed on the solid bottom. There exists a rich literature on the dynamics of a single Newtonian thin film as in \( (1.4) \). Pioneering works on the existence of global weak solutions of the one-dimensional classical thin-film equations \( (1.4) \) and their properties are due to Bernis and Friedman [12], followed by [13] of Beretta et al., and [14] by Bertozzi and Pugh. The multidimensional case has first been treated in [15, 16] in the case \( n \in (0, 2) \), and in [17] in the case \( n \in [2, 3) \).

While the paper [12] covers also uniqueness of weak solutions for \( n \geq 4 \), it is still one of the probably most famous open problems in the context of \( (1.4) \) to prove uniqueness of weak solutions for \( n < 4 \). Another issue that has hitherto attracted much attention is to control the solution at the contact points of liquid, solid and gas. Since weak solutions have in general only weak regularity properties, a lot of research has also been dedicated to the verification of existence and uniqueness of non-negative strong solutions to the free-boundary problems which are naturally associated to \( (1.4) \), when initial data are assumed to be non-negative rather than strictly positive. We refer
the reader to the works [18–23] for strong solutions in (weighted) Sobolev or Hölder spaces with different prescribed slip conditions. Concerning stratified two-phase generalizations of the thin film equation (1.4) for Newtonian fluids, we refer to [24–26].

In the setting of non-Newtonian one-phase fluids obeying a power-law, we refer to the early works of King [27, 28], where non-Newtonian generalisations of (1.4) of the form

\[ h_t + (h^n|h_{xxx}|^{p-2}h_{xxx}) = 0, \quad p > 2, \]

are considered. For \( p > 2 \) and \( \frac{p-1}{2} < n < 2p - 1 \) Ansini and Giacomelli [29] establish the existence of non-negative global weak solutions and proved the existence of traveling waves of (1.5). Considering an Ellis fluid on an impermeable bottom with no-slip boundary condition, the thin-film approximation is given by

\[ h_t + \left( h^3(1 + |h_{xxx}|^{p-1})h_{xxx} \right)_x = 0, \quad p \geq 1. \]

If \( p = 1 \), the above equation reduces to the classical thin-film equation for Newtonian fluids (1.4) for \( n = 3 \). In [30] the authors prove the existence of local strong solutions of (1.6) and uniqueness with respect to initial data. Moreover, the authors of [31] investigate a class of quasi-self-similar solutions describing the spreading of a droplet in the limit of a Newtonian rheology. Exploiting the non-Newtonian behavior only in a small region near the contact line, the authors observe that the usage of a shear-thinning rheology avoids the well-known no-slip paradox.

Note that the two-phase system (1.2) reduces formally to the one-phase non-Newtonian thin-film equation (1.6) if we set \( f = 0 \).

1.6. Outline of the paper

We close the introduction with a brief outline of the paper. In Section 2 we derive the evolution equations for the fluid-fluid interface and the fluid-air interface, respectively. This is done by taking the formal asymptotic limit of vanishing film heights in the Navier-Stokes system for a two-phase problem with general dynamic viscosity functions. Furthermore, we state explicitly the equations for the case in which a non-Newtonian Ellis fluid is placed on top of a Newtonian fluid. Section 3 is devoted to the proof of the existence of strong solutions for possibly short times. Uniqueness is treated separately in Section 4. Finally, in Section 5 we restrict to Ellis fluids with flow-behavior exponents \( p \geq 2 \) and study the long-time behavior of solutions which are initially close a flat film. We prove that these solutions have an infinite lifetime and converge to flat films of positive heights as time tends to infinity.

2. Modeling

2.1. The Navier–Stokes system

We study the evolution of two incompressible liquid films on top of each other when capillarity is the only driving force. In particular, gravitational effects are ignored. Let us recall the geometrical setting. The lower fluid is located on an flat solid impermeable bottom at height \( z = 0 \). Moreover, it is assumed to be Newtonian, i.e. it has constant viscosity \( \mu^- > 0 \). On top of this fluid film, we consider a second film that is assumed to be non-Newtonian with a shear-rate dependent viscosity \( \mu^+ \). The two fluids are
immiscible with a separated interface given by the graph \( z = h^-(t,x) > 0 \), where \( t \geq 0 \) denotes the time variable and \( x \in \Omega \subset \mathbb{R} \) the horizontal spatial variable. Here, \( \Omega \subset \mathbb{R} \) is a bounded interval. The upper fluid is separated from air by the interface \( z = h^+(t,x) > h(t,x)^- \). We use the notation

\[
\begin{aligned}
\Omega_-(t) &= \{(x,z) \in \mathbb{R}^2; x \in \Omega, 0 < z < h^-(t,x)\}, \\
\Omega_+(t) &= \{(x,z) \in \mathbb{R}^2; x \in \Omega, h^-(t,x) < z < h^+(t,x)\},
\end{aligned}
\]

to describe the domains occupied by the lower, respectively upper fluid, at any instant \( t \geq 0 \) of time, cf. Figure 3. The dynamics of the two fluids in \( \Omega_{\pm}(t) \) may be described by the (non-Newtonian) Navier–Stokes system

\[
\begin{aligned}
\rho^\pm(\mathbf{u}^\pm + (\mathbf{u}^\pm \cdot \nabla)\mathbf{u}^\pm) &= \nabla \cdot \mathbf{T}^\pm \quad \text{in } \Omega_{\pm}(t) \\
\nabla \cdot \mathbf{u}^\pm &= 0 \quad \text{in } \Omega_{\pm}(t),
\end{aligned}
\]

where \( \mathbf{u}^\pm(t,x,z) = (u^\pm(t,x,z), v^\pm(t,x,z)) \) denotes the velocity field, \( p^\pm = p^\pm(t,x,z) \) the pressure, and \( \rho^\pm > 0 \) the density of each of the fluids. Furthermore, \( \mathbf{T}^\pm = -p^\pm I + 2\mu^\pm(\|\mathbf{D}^\pm\|^2)\mathbf{D}^\pm \) and \( \mu^\pm \) are the stress tensor and the dynamic viscosity of the respective fluid, with \( \mathbf{D}^\pm = \frac{1}{2}(\nabla \mathbf{u}^\pm + (\nabla \mathbf{u}^\pm)^T) \) denoting the symmetric gradient of \( \mathbf{u}^\pm \) and \( \|\mathbf{D}^\pm\| = \sqrt{2\text{tr}(\|\mathbf{D}^\pm\|^2)} \). This system is complemented with the following boundary conditions:

\[
\begin{aligned}
\mathbf{u}^- &= 0 \quad & \text{on } z = 0 \\
\mathbf{u}^- \cdot \mathbf{t}^- &= \mathbf{u}^+ \cdot \mathbf{t}^- \quad & \text{on } z = h^-(t,x) \\
\mathbf{u}^- \cdot \mathbf{n}^- &= \mathbf{u}^+ \cdot \mathbf{n}^+ \quad & \text{on } z = h^-(t,x) \\
\mathbf{n}^- (\mathbf{T}^- - \mathbf{T}^+) \cdot \mathbf{n}^- &= \sigma^- \kappa^- \quad & \text{on } z = h^-(t,x) \\
\mathbf{n}^- (\mathbf{T}^- - \mathbf{T}^+) \cdot \mathbf{t}^- &= 0 \quad & \text{on } z = h^-(t,x) \\
(\mathbf{T}^+ \mathbf{n}^+) \cdot \mathbf{n}^+ &= \sigma^+ \kappa^+ \quad & \text{on } z = h^+(t,x) \\
(\mathbf{T}^+ \mathbf{n}^+) \cdot \mathbf{t}^+ &= 0 \quad & \text{on } z = h^+(t,x) \\
h^+_i + u^+_i h^+_z &= v^- \quad & \text{on } z = h^+(t,x).
\end{aligned}
\]

Here, \( \sigma^\pm \) is the constant surface tension and \( \kappa^\pm \) is the mean curvature of the fluid-fluid interface \( z = h^-(t,x) > 0 \) and the fluid-air interface \( z = h^+(t,x) > 0 \), respectively. The first boundary condition is the so-called no-slip condition, saying that at the solid boundary the adhesive forces are stronger than the cohesive forces. Conditions (2.1)_{2-3} guarantee that the tangential velocity as well as the normal velocity of the two immiscible fluids coincide at the fluid-fluid interface \( z = h^-(t,x) \). The normal stress balance condition (2.1)_{4} ensures that the jump in normal component of the stress across
the fluid-fluid interface balances the curvature force per unit length. We have a similar
condition at the fluid-air interface \( z = h^+(t, x) \), taking into account that there is no
hydrodynamic force exerted at the interface from above by the air, cf. (2.1)_6. Since we
assume to have constant surface tension \( \sigma^\pm \) at both interfaces \( z = h^\pm(t, x) \), there do
not appear any gradients of \( \sigma^\pm \), whence we assume in (2.1)_5 and (2.1)_7, respectively,
that there is no jump in the tangential components of the stress at the interfaces.
Finally, (2.1)_8 is the so-called kinematic boundary condition, saying that particles which
are on the surface stay at the surface when time evolves.

2.2. Non-dimensional Navier–Stokes system

In a next step we convert the above introduced Navier–Stokes system to non-dimen-
sional form. To this end, we denote by \( L \) the characteristic length and by \( H \) the charac-
teristic height of the fluid film. In addition, we introduce the parameter \( \varepsilon = \frac{H}{L} > 0 \)
and we assume that the film height is very small compared to its length, i.e. \( H \ll L \) or
equivalently \( \varepsilon \ll 1 \). More precisely, we introduce dimensionless variables and unknowns

\[
\begin{align*}
\tilde{x} &= \frac{x}{L}, \quad \tilde{z} = \frac{z}{H}, \quad \tilde{t} = \varepsilon^3 \frac{t}{\tau_0}, \quad \tilde{h}^\pm = \frac{h^\pm}{H} \\
\tilde{u}^\pm &= u^\pm \frac{\tau_0}{Le^3}, \quad \tilde{v}^\pm = v^\pm \frac{\tau_0}{Le^4}, \quad \tilde{\mu}^\pm (\tau \| \tilde{D}^\pm \|) = \frac{1}{\mu_0^\pm} \mu^\pm (\tau_{\text{char}} \| D^\pm \|), \\
\tau &= \tau_{\text{char}} \frac{\tau_0}{\mu_0^+ \varepsilon}, \quad \tilde{p}^\pm = \tau_0 \frac{p^\pm}{\mu_0^+ \varepsilon}, \\
m &= \frac{\mu_0^+}{\mu_0^3}, \quad s^\pm = \sigma^\pm \frac{\tau_0}{L\mu_0^3}, \quad \text{Re}^\pm = \frac{\rho^\pm \varepsilon^3 L^2}{\mu_0^3 \tau_0}.
\end{align*}
\]

Here \( \tau_0 \) is the macroscopic time scale of the system, \( \tau_{\text{char}} \) is the characteristic time
scale of the non-Newtonian fluids and \( \mu_0^+ \) is the characteristic viscosity of the respective
fluid. Note that, due to the smallness of the parameter \( \varepsilon \), the scaling of the velocity field
indicates that the horizontal velocity is relatively large compared to the vertical velocity.
Moreover, the scaling of the pressure indicates that viscous forces are dominant, i.e. we
are in the regime of so-called creeping flows. Finally, \( s^\pm \) is the non-dimensional surface
tension and \( \text{Re}^\pm \) denotes the Reynolds number. Note that the non-dimensional quanti-
ties \( \tau \) and \( m \) do not have a subscript \( \pm \).

In these dimensionless variables the Navier–Stokes system reads

\[
\begin{align*}
\varepsilon^2 \text{Re}^\pm (\tilde{u}^\pm \tilde{f}^\pm + \tilde{u}^\pm \tilde{u}^\pm \tilde{x}^\pm + \tilde{v}^\pm \tilde{u}^\pm \tilde{z}^\pm) &= -\tilde{p}_x^\pm + (\tilde{\mu}^\pm (\varepsilon^2 \tilde{u}^\pm \tilde{u}_x^\pm + \tilde{u}_x^\pm \tilde{z}^\pm) + 2\varepsilon^2 \tilde{\mu}^\pm \tilde{u}_x^\pm + \tilde{\mu}_x^\pm \tilde{u}^\pm \tilde{z}^\pm) + \tilde{\mu}_x^\pm (\tilde{u}^\pm \tilde{z}^\pm + \varepsilon \tilde{v}_k^\pm)) \quad \text{in } \tilde{\Omega}^- (\tilde{t}) \\
\varepsilon^3 \text{Re}^\pm (\tilde{v}^\pm \tilde{f}^\pm + \tilde{u}^\pm \tilde{v}^\pm \tilde{x}^\pm + \tilde{v}^\pm \tilde{v}^\pm \tilde{z}^\pm) &= -\tilde{p}_z^\pm + \tilde{\mu}^\pm (\varepsilon^2 \tilde{v}^\pm \tilde{v}_k^\pm + \tilde{v}_k^\pm \tilde{z}^\pm) + 2\tilde{\mu}_z^\pm \tilde{v}_k^\pm + \tilde{\mu}_z^\pm (\tilde{u}_k^\pm + \varepsilon \tilde{v}_k^\pm)) \quad \text{in } \tilde{\Omega}^- (\tilde{t}) \\
\tilde{u}^\pm \tilde{x}^\pm + \tilde{v}^\pm \tilde{z}^\pm &= 0 \quad \text{in } \tilde{\Omega}^- (\tilde{t}),
\end{align*}
\]

where the rescaled domains \( \tilde{\Omega}^- (\tilde{t}) \) are given by

\[
\begin{align*}
\tilde{\Omega}^- (\tilde{t}) &= \{ (\tilde{x}, \tilde{z}) \in \mathbb{R}^2; \tilde{x} \in \tilde{\Omega}, 0 < \tilde{z} < \tilde{h}^- (\tilde{t}, \tilde{x}) \}, \\
\tilde{\Omega}^- (\tilde{t}) &= \{ (\tilde{x}, \tilde{z}) \in \mathbb{R}^2; \tilde{x} \in \tilde{\Omega}, \tilde{h}^- (\tilde{t}, \tilde{x}) < \tilde{z} < \tilde{h}^+ (\tilde{t}, \tilde{x}) \}.
\end{align*}
\]
Moreover, the no-slip condition and the kinematic boundary condition in dimensionless variables are

\[
\begin{align*}
\vec{u}^- &= 0 & \text{on } \bar{z} &= 0 \\
\vec{u}^+ &= \vec{u}^- & \text{on } \bar{z} &= \bar{h}^-(t, \bar{x}) \\
\vec{h}^+_i + \vec{u}^+ \vec{h}^+_x &= \vec{v}^+ & \text{on } \bar{z} &= \bar{h}^+(t, \bar{x}).
\end{align*}
\]

Finally, with the relations

\[
\begin{align*}
n^\pm &= \frac{1}{\sqrt{1 + |h_x^\pm|^2}} \left(-\frac{h_x^\pm}{1}\right), \\
t^\pm &= \frac{1}{\sqrt{1 + |h_x^\pm|^2}} \left(\frac{1}{h_x^\pm}\right)
\end{align*}
\]

and

\[
\kappa^\pm = \frac{h_x^\pm}{\left(1 + |h_x^\pm|^2\right)^{3/2}}
\]

for the outer pointing unit normal, the unit tangent and the mean curvature of the interfaces, we may write the rescaled normal-stress boundary condition at the fluid-fluid interface \(\bar{z} = \bar{h}^-(t, \bar{x})\) and the fluid-air interface \(\bar{z} = \bar{h}^+(t, \bar{x})\), respectively, as

\[
\begin{align*}
m^\pm \bar{p}^- + (1 + \varepsilon |\bar{h}_x^-|^2) - 2\varepsilon^2 m^\pm \bar{\mu}^+ (\varepsilon |\bar{h}_x^-|^2 \bar{u}_x^- - \bar{h}_x^- (\bar{u}_z^- + \varepsilon^2 \bar{v}_x^-) + \varepsilon^2 \bar{v}_x^-) + \varepsilon^2 \bar{v}_x^- = \frac{\sigma \bar{h}_x^-}{L\tau_0 \sqrt{1 + \varepsilon^2 |\bar{h}_x^-|^2}} \\
- (1 + \varepsilon |\bar{h}_x^-|^2) \bar{p}^+ + 2\varepsilon^4 \bar{\mu}^+ |\bar{h}_x^-|^2 \bar{u}_x^+ - 2\varepsilon^2 \bar{\mu}^+ \bar{h}_x^- (\bar{u}_z^+ + \varepsilon^2 \bar{v}_x^+) + 2\varepsilon^2 \bar{\mu}^+ \bar{v}_x^+ = \frac{\sigma \bar{h}_x^+}{Lm^+ \tau_0 \sqrt{1 + \varepsilon^2 |\bar{h}_x^-|^2}}
\end{align*}
\]

and the rescaled tangential-stress balance condition at the respective interfaces \(\bar{z} = \bar{h}^\pm (t, \bar{x})\) as

\[
\begin{align*}
-2\tau_0 \varepsilon^4 \bar{h}_x^- (m^\pm \bar{\mu}^+ (\bar{v}_z^- - \bar{u}_x^-)) \bar{\nu}^- + \tau_0 \varepsilon^4 \left(1 - \varepsilon^2 |\bar{h}_x^-|^2\right) (m^\pm \bar{\mu}^+ (\bar{u}_z^- + \varepsilon^2 \bar{v}_x^-)) \bar{\nu}^- = 0 \\
2\varepsilon^4 \tau_0 m^+ \bar{\mu}^+ (\bar{v}_x^+ - \bar{u}_x^+) + \left(1 - \varepsilon^2 |\bar{h}_x^+|^2\right) \tau_0 m^+ \varepsilon^2 \bar{\mu}^+ (\bar{u}_z^+ + \varepsilon^2 \bar{v}_x^+) = 0.
\end{align*}
\]

For convenience of the reader from now on we omit the bars in our notation.

### 2.3. Thin-film approximation

We now exploit the assumption that both liquid films are of positive but very small height. This means that we consider the formal asymptotic limit \(\varepsilon \ll 0\). For a rigorous justification of the so-called lubrication approximation for a single Newtonian thin film, the Stokes and Hele–Shaw flow the reader is referred to [32–34]. In our setting of a relatively slow flow, we obtain the reduced Navier–Stokes equations

\[
\begin{align*}
-\rho^\pm_x + (\mu^\pm (\tau |u^\pm_z|) u^\pm_z)_z &= 0 & \text{in } \Omega^\pm(t) \\
\rho^\pm_x &= 0 & \text{in } \Omega^\pm(t) \\
u^\pm_x + v^\pm_x &= 0 & \text{in } \Omega^\pm(t)
\end{align*}
\]

and the boundary conditions become

\footnote{For the sake of brevity we use the notation \(A^\pm|_+^+ = A^+ - A^-\) in the following lines.}
Indeed, we integrate (2.2) and use the relations (2.3) to obtain the equations for the pressure. Moreover, integrating (2.2) with respect to and integration with respect to yields

\[
\begin{align*}
\rho \frac{\partial h^+}{\partial t} + u^+ h^+ &= v^+ \\
\rho \frac{\partial h^-}{\partial t} + u^- h^- &= v^-
\end{align*}
\]

on \( z = h^-(t, x) \) and \( z = h^+(t, x) \) \( t > 0 \) and \( x \in \Omega \).

From this system we can explicitly determine the pressure \( p^+ \) and the velocity \( u^+ \) of both fluids. Then we are left with a system of evolution equations for the film heights

\[
f(t, x) = h^-(t, x) \quad \text{and} \quad g(t, x) = h^+(t, x) - h^-(t, x) \quad t > 0 \quad x \in \Omega.
\]

Indeed, we integrate (2.2) and use the relations (2.3) to obtain the equations

\[
\begin{align*}
p^+(t, x) &= -s^+(f + g)_{xx} \\
p^-(t, x) &= -ms^+(f + g)_{xx} - s^{-} f_{xx}
\end{align*}
\]

for the pressure. Moreover, integrating (2.2) with respect to \( z \) and using again the boundary conditions (2.3) yields

\[
\begin{align*}
\mu^+ (\tau |u^+_z|) u^+_z &= s^+(f + g)_{xxx} (f + g - z) \\
\mu^- (\tau |u^-_z|) u^-_z &= ms^+(f + g)_{xxx} (f + g - z) + s^{-} f_{xxx} (f - z).
\end{align*}
\]

In order to derive evolution equations for the two interfaces we assume at this point that the shear stresses are increasing functions of the shear rates, i.e. the functions \( s \mapsto \mu^\pm (|s|) s, s \in \mathbb{R} \), are increasing. This allows us to resolve the equations (2.4) for \( u^\pm \). Indeed, under this assumption we can define functions \( \psi^\pm \) such that \( \psi^\pm (\mu^\pm (|s|) s) = s, s \in \mathbb{R} \). Dropping for the moment the \( t \)-dependence in the notation, this implies that

\[
\begin{align*}
\begin{cases}
\psi^+ (\mu^+ (|s|) s) = \psi^+ (ts^+(f + g)_{xxx} (f + g - z)) \\
\psi^- (\mu^- (|s|) s) = \psi^- (tms^+(f + g)_{xxx} (f + g - z) + ts^- f_{xxx} (f - z))
\end{cases}
\end{align*}
\]

and integration with respect to \( z \) yields

\[
\begin{align*}
u^+(x, z) &= \frac{1}{\tau} \int_{f(x)}^{z} \psi^+(ts^+(f(x) + g(x))_{xxx} (f(x) + g(x) - \zeta)) \, d\zeta \\
&\quad + \frac{1}{\tau} \int_{0}^{z} \psi^-(tms^+(f(x) + g(x))_{xxx} (f(x) + g(x) - \zeta) + ts^- f_{xxx} (f(x) - \zeta)) \, d\zeta \\
u^-(x, z) &= \frac{1}{\tau} \int_{0}^{z} \psi^-(tms^+(f(x) + g(x))_{xxx} (f(x) + g(x) - \zeta) + ts^- f_{xxx} (f(x) - \zeta)) \, d\zeta
\end{align*}
\]

for all \( t > 0 \) and \( x \in \Omega \). Thanks to the conservation-of-mass equation one can therewith determine \( v^\pm \). The only unknowns which are yet to be determined are the film heights \( f \) and \( g \). For this purpose we observe that, using the conservation of mass equation (2.2), the kinematic boundary conditions (2.3) may be rewritten as
Changing the time variable via $\tau = t/\hat{t}$ and similarly dropping the $\hat{u}$ in the notation for convenience, we end up with the system

$$
\begin{cases}
  f_t + \left( \int_0^1 u^- (x, z) \, dz \right)_x = 0, & t > 0, x \in \Omega \\
  g_t + \left( \int_0^1 u^+ (x, z) \, dz \right)_x = 0, & t > 0, x \in \Omega.
\end{cases}
$$

Using Fubini’s theorem, we find that

$$
\int_0^1 u^- \, dz = \frac{1}{\tau} \int_0^1 \int_0^1 \psi^- (\tau ms^+(f + g)_{xxx}(f + g - \xi) + \tau s^- f_{xxx}(f - \xi)) \, d\xi \, dz
$$

and similarly

$$
\int_0^1 u^+ \, dz = \frac{1}{\tau} \int_0^1 \int_0^1 \psi^+ (m \tau s^+(f + g)_{xxx}(g + yf) + \tau s^- f_{xxx} yf) + g^2 \psi^+ (\tau s^+(f + g)_{xxx} yf) \, dy.
$$

Changing the time variable via $\hat{t} = t/\tau$ and dropping the $\hat{u}$ in the notation for convenience, we end up with the system

$$
\begin{cases}
  f_t + \left( \int_0^1 \psi^- (\tau ms^+(f + g)_{xxx}(g + yf) + \tau s^- f_{xxx} yf) \, dy \right)_x = 0 \\
  g_t + \left( \int_0^1 \psi^+ (m \tau s^+(f + g)_{xxx}(g + yf) + \tau s^- f_{xxx} yf) + g^2 \psi^+ (\tau s^+(f + g)_{xxx} yf) \, dy \right)_x = 0
\end{cases}
$$

of evolution equations for the film heights $f = f(t, x)$ and $g = g(t, x)$, where $t > 0$ and $x \in \Omega$.

### 2.4. An Ellis fluid on top of a Newtonian fluid

In this subsection we consider the case in which the lower film $\Omega_-(t)$ is filled by a Newtonian fluid, i.e. $\mu^- = 1$, while the upper film $\Omega_+(t)$ is filled by an Ellis fluid. The dynamic viscosity of the upper fluid is thus implicitly given by the constitutive law

$$
\frac{1}{\mu^+(\tau|u^+_z|)} = \frac{1}{\mu_0^+} \left( 1 + \left| \frac{\mu^+(\tau|u^+_z|)}{\tau^+_1} u^+_z \right|^{p-1} \right) \quad \text{with } p \geq 1.
$$

Here $\mu^+(\tau|u^+_z|)$ is the shear stress, $\mu_0^+$ is the viscosity at zero shear, $\tau^+_1$ is the shear-stress at which the viscosity drops down to $\mu_0^+ / 2$, and $p \geq 1$ is the so-called flow-behavior exponent. For $p = 1$ the fluid is Newtonian, for $p > 1$ it is shear-thinning.
We now derive the evolution equations for the film heights \( f \) and \( g \) in this special regime. First, using in (2.4) that \( \mu^- = 1 \), we have

\[
    u^- (t, x, z) = ms^+ (f + g)_{xxx} (f + g - z) + s^-$f_{xxx} (f - z), \quad t > 0, \ x \in \Omega,
\]

for all \( z \in (0, f) \). In this case the function \( \psi^- \) is the identity. The horizontal velocity of the lower fluid is thus given by

\[
    u^- (t, x, z) = ms^+ (f + g)_{xxx} \left( fz + gz - \frac{z^2}{2} \right) + s^-$f_{xxx} \left( fz - \frac{z^2}{2} \right).
\]

Using the Ellis constitutive law (2.6) for the upper fluid in (2.4), and introducing the notation

\[
    \Phi(d) = |d|^{p-1} d, \quad d \in \mathbb{R},
\]

we find that

\[
    u^+(t, x, z) = s^+ \mu^+_0 \left( 1 + \left| \frac{\mu^+(\tau_1^+) u^-}{\tau^+_{1/2}} \right|^{p-1} \right) (f + g)_{xxx} (f + g - z)
\]

\[
    = s^+ \mu^+_0 (f + g)_{xxx} (f + g - z) + \frac{|s^+|^p}{\mu^+_0 \tau^+_{1/2} |p-1|} \Phi((f + g)_{xxx} (f + g - z))
\]

for all \( t > 0, \ x \in \Omega \) and \( z \in (f, f + g) \). Integrating this equation from \( f \) to \( z \) and using the interface condition (2.3)2 implies that the horizontal velocity of the upper fluid is given by

\[
    u^+(t, x, z) = ms^+ (f + g)_{xxx} \left( \frac{f^2}{2} + fg \right) + s^- f_{xxx} f^2 + s^+ (f + g)_{xxx} \left( fz + gz - \frac{z^2}{2} - \frac{f^2}{2} - fg \right)
\]

\[
    - \frac{|s^+|^p}{(p + 1) \mu^+_0 \tau^+_{1/2} |p-1|} \Phi((f + g)_{xxx}) (f + g - z)^{p+1} - |g|^{p+1}
\]

for all \( t > 0, x \in \Omega \) and \( z \in (f, f + g) \). Consequently, in the case in which an Ellis shear-thinning fluid is placed on a Newtonian fluid, we obtain that the evolution equations for \( f \) and \( g \) are given by

\[
    \begin{cases}
        f_t + \left( ms^+ \left( \frac{f^3}{3} + \frac{f^2 g}{2} \right) (f + g)_{xxx} + \frac{s^-}{3} f^3 f_{xxx} \right)_x = 0, \\
        g_t + \left( ms^+ \left( \frac{f^2 g}{2} + ms^+ f g \frac{s^+}{\mu^+ g^3} (f + g)_{xxx} + \frac{s^-}{2} f^2 g f_{xxx} + C_p |g|^{p+2} \Phi((f + g)_{xxx}) \right)_x = 0,
    \end{cases}
\]

for \( t > 0, x \in \Omega \), where the constant \( C_p \) is defined as

\[
    C_p = \frac{|s^+|^p}{(p + 2) \mu^+_0 \tau^+_{1/2} |p-1|}.
\]

We shall study this system on a finite interval \( \Omega \subset \mathbb{R} \), equipped with positive initial conditions.
and the Neumann-type boundary conditions

\[ f_x = f_{xxx} = 0 \quad \text{and} \quad g_x = g_{xxx} = 0 \quad \text{on} \quad \partial \Omega. \quad (2.9) \]

Let us briefly comment on the main properties of the system (2.7) of evolution equations. The equations for both film heights \( f \) and \( g \) are quasilinear equations of fourth order, stated in divergence form. Moreover, they are degenerate in \( f \) and \( g \), respectively. In the equation for the height \( f \) of the Newtonian fluid film the dependence of the coefficients on the solution is smooth. Note that this is not the case in the equation for the height \( g \) of the non-Newtonian fluid film. Recalling the definition of the function \( U \), we observe that, for flow behavior exponents \( p \in (1, 2) \), the coefficients of the highest-order term depend only \((p - 1)\)-Hölder continuously on the third-order spatial derivatives \((f + g)_{xxx}\). This Hölder continuous dependence may be seen explicitly in Section 3, where we give up the divergence form in order to prove existence of strong solutions for short times.

3. Local existence of strong solutions

In this section we prove existence of strong solutions to the problem

\[
\begin{aligned}
&f_t + \left( ms^+ \left( \frac{f^3}{3} + \frac{f^2 g}{2} \right) (f + g)_{xxx} + \frac{s^-}{3} f^3 f_{xxx} \right)_x = 0 \quad \text{in} \quad \Omega_T \\
g_t + \left( \frac{ms^+}{2} f^2 g + ms^+ f g^2 + \frac{s^+}{3\mu_0} g^3 \right) (f + g)_{xxx} + \frac{s^-}{2} f^2 g f_{xxx} + C_p |g|^{p+2} \Phi((f + g)_{xxx}) \right)_x = 0 \quad \text{in} \quad \Omega_T \\
f_x = f_{xxx} = g_x = g_{xxx} = 0 \quad \text{on} \quad \Gamma_T \\
f(0, x) = f_0(x), g(0, x) = g_0(x) \quad \text{for} \quad x \in \Omega,
\end{aligned}
\]

(P)

with \( \Omega_T = (0, T) \times \Omega \) and \( \Gamma_T = (0, T) \times \partial \Omega \) for some possibly small \( T > 0 \). The constant \( C_p > 0 \) is as defined in (2.8). We set \( u = (f, g) \) and recast (P) as an abstract quasilinear Cauchy problem of the form

\[
\begin{aligned}
&u_t + A(u) u = f(u), \quad t > 0 \\
u(0) = u_0
\end{aligned}
\]

on a Banach space involving the boundary conditions. Such a problem can be solved by means of abstract semigroup theory. We start by specifying the functional analytic setting we work in. The underlying space on which we study the system (P) of evolution equations is the Hilbert space \( L_2(\Omega) \). The operator \( A \) is a differential operator of fourth order which is to be defined such that the fourth-order derivative is in again in \( L_2(\Omega) \) and such that the Neumann-type boundary conditions are incorporated in its domain. For this purpose, we introduce the \( L_2 \)-based Bessel potential spaces

\[ H^4_B(\Omega) = \{ v \in H^4(\Omega); v_x = v_{xxx} = 0 \ \text{on} \ \partial \Omega \}, \quad \frac{7}{2} < 4\rho \leq 4. \]

For \( 4\rho \in (7/2, 4) \) the spaces \( H^4_B(\Omega) \) are closed linear subspaces of \( H^4(\Omega) \) and satisfy the interpolation property.
\[ H_B^{\beta}(\Omega) = [L_2(\Omega), H_B^2(\Omega)]_\rho, \]  

(3.1)

Now, we are in a position to define the abstract quasilinear Cauchy problem corresponding to (P) in this setting. For this purpose, we introduce for \( u = (f, g) \in H_B^{\beta}(\Omega) \times H_B^{\beta}(\Omega) \) and \( \rho > 7/8 \) the differential matrix operator

\[
\left\{ \begin{array}{l}
A : H_B^{\beta}(\Omega) \times H_B^{\beta}(\Omega) \to \mathcal{L}(H_B^{\beta}(\Omega) \times H_B^{\beta}(\Omega); L_2(\Omega) \times L_2(\Omega)) \\
A(u)w := A(u, u_{xxx}) \partial_x^4 w, \quad w \in H_B^{\beta}(\Omega) \times H_B^{\beta}(\Omega)
\end{array} \right.
\]

(3.2)

of fourth order, where the matrix \( A(u, u_{xxx}) \) is defined by

\[
A(u, u_{xxx}) = \begin{pmatrix}
a_{11}(u) & a_{12}(u) \\
a_{21}(u, u_{xxx}) & a_{22}(u, u_{xxx})
\end{pmatrix}
\]

with components

\[
\left\{ \begin{array}{l}
a_{11}(u) = \frac{ms^+ + s^-}{3} f^3 + ms^+ f^2 g, \\
a_{12}(u) = ms^+ f^3 \left( \frac{1}{3} + \frac{f^2 g}{2} \right), \\
a_{21}(u, u_{xxx}) = \frac{ms^+ + s^-}{2} f^2 g + ms^+ f g^2 + \frac{s^+}{\mu_0} g^3 + C_p g^{p+2} \Phi'(f + g)_{xxx}, \\
a_{22}(u, u_{xxx}) = \frac{ms^+}{2} f^2 g + ms^+ f g^2 + \frac{s^+}{\mu_0} g^3 + C_p g^{p+2} \Phi'(f + g)_{xxx}.
\end{array} \right.
\]

The nonlinear lower-order terms of (P) are comprised in the map

\[
F : H_B^{\beta}(\Omega) \times H_B^{\beta}(\Omega) \to L_2(\Omega) \times L_2(\Omega)
\]

\[
F(u) = \begin{pmatrix}
F_1(u, u_x, u_{xxx}) \\
F_2(u, u_x, u_{xxx})
\end{pmatrix}, \quad u \in H_B^{\beta}(\Omega) \times H_B^{\beta}(\Omega),
\]

(3.3)

where

\[
\left\{ \begin{array}{l}
F_1(u, u_x, u_{xxx}) = ms^+ \left( f^2 f_x + f g f_x + \frac{1}{2} f^2 g_x \right) (f + g)_{xxx} + s^- f^2 f_x u_{xxx}, \\
F_2(u, u_x, u_{xxx}) = ms^+ \left( f g f_x + \frac{1}{2} f^2 g_x + g^2 f_x + 2 f g g_x + \frac{1}{m \mu_0} g^2 g_x \right) (f + g)_{xxx} \\
+ s^- \left( f g f_x + \frac{1}{2} f^2 g_x \right) f_{xxx} + C(p + 2) g^{p+1} \Phi'(f + g)_{xxx} g_x.
\end{array} \right.
\]

With this notation, we can write (P) as an abstract quasilinear Cauchy problem

\[
\left\{ \begin{array}{l}
 u_t + A(u) u = F(u), \quad t > 0 \\
u(0) = u_0
\end{array} \right. \quad \text{(CP)}
\]

on \( L_2(\Omega) \times L_2(\Omega) \) with initial datum \( u_0 = (f_0, g_0) \). We call (CP) parabolic, if \(-A(u)\) is the infinitesimal generator of an analytic semigroup on \( L_2(\Omega) \times L_2(\Omega) \) with domain \( H_B^4(\Omega) \times H_B^4(\Omega) \). We denote the set of negative infinitesimal generators of analytic semigroups on a Banach space \( E_0 \) by \( \mathcal{H}(E_1; E_0) \), where \( E_1 \subset E_0 \) is the domain of the generator. The space \( \mathcal{H}(E_1; E_0) \) is equipped with the norm \( \| \cdot \|_{\mathcal{L}(E_1; E_0)} \).
A classical result of Amann [3, Theorem 12.1] yields the existence of a unique strong solution of (CP) for positive initial data in appropriate function spaces if the maps

\[
\begin{align*}
\mathcal{A} : H^{p}_{B}(\Omega) \times H^{p}_{B}(\Omega) &\to \mathcal{L}(H^{p}_{B}(\Omega) \times H^{p}_{B}(\Omega); L_{2}(\Omega) \times L_{2}(\Omega)) \\
\mathcal{F} : H^{p}_{B}(\Omega) \times H^{p}_{B}(\Omega) &\to L_{2}(\Omega) \times L_{2}(\Omega)
\end{align*}
\]

are Lipschitz continuous and \( \mathcal{A}(u) \in \mathcal{H}(H^{1}_{B}(\Omega) \times H^{1}_{B}(\Omega); L_{2}(\Omega) \times L_{2}(\Omega)) \) for every \( u \in H^{p}_{B}(\Omega) \times H^{p}_{B}(\Omega) \). This is the case when \( p = 1 \), i.e. when the upper fluid is Newtonian, or when \( p \geq 2 \). If \( p \in (1, 2) \), then \( \mathcal{A} \) and the derivative of \( \mathcal{F} \) are merely \( (p-1) \)-Hölder continuous and problem (P) does not fall into the frame of [3, Theorem 12.1]. However, on the a priori cost of uniqueness of solutions, we may apply a recently developed result on existence of classical solutions of quasilinear Cauchy problems of the form (CP), where the dependence of the functionals \( \mathcal{A} \) and \( \mathcal{F} \) on its coefficients is assumed to be only Hölder continuous [30, Theorem 4.2]:

**Theorem 3.1.** Suppose that \((E_{0}, E_{1})\) is a densely and compactly injected Banach couple. For \( \eta \in (0, 1) \), we denote by \( E_{\eta} := [E_{0}, E_{1}]_{\eta} \) the real or the complex interpolation functor. Let \( 0 < \beta < \alpha \leq 1 \) and \( \sigma \in (0, \alpha - \beta) \). Let \( \mu \in (0, 1) \) and assume that

\[
\mathcal{A} \in C_{loc}^{\mu}(E_{\beta}; \mathcal{H}(E_{1}, E_{0})) \quad \text{and} \quad \mathcal{F} \in C_{loc}^{\mu}(E_{\beta}; E_{0}).
\]

Then, for each \( u_{0} \in E_{2} \) there exists a positive time \( T > 0 \) such that the quasilinear Cauchy problem

\[
\begin{align*}
&u_{t} + \mathcal{A}(u) \; u = \mathcal{F}(u), \quad t > 0, \\
&u(0) = u_{0}
\end{align*}
\]

possesses a solution

\[
u \in C^{\mu\sigma}((0, T]; E_{1}) \cap C^{1+\mu\sigma}((0, T]; E_{0}) \cap C([0, T]; E_{\alpha}).
\]

Moreover, for any \( \alpha' \in (\beta + \sigma, \alpha) \) the solution satisfies

\[
u \in C^{\alpha'}([0, T]; E_{\alpha'-\sigma}) \cap C^{\alpha'-\beta}([0, T]; E_{\beta}).
\]

Equipped with this theorem for quasilinear parabolic Cauchy problems with Hölder continuous dependence, we prove the existence of local strong solutions of (CP).

**Theorem 3.2** (Local existence of strong solutions of (P)). Let \( \theta > \rho > 7/8 \). Given \( u_{0} = (f_{0}, g_{0}) \in H^{4\rho}_{B}(\Omega) \times H^{4\rho}_{B}(\Omega) \) with \( f_{0}, g_{0} > 0 \), for each \( p > 1 \) there exists a positive time \( T > 0 \) and a solution \( u = (f, g) \) of (CP) on \([0, T]\) with initial datum \( u_{0p} \) satisfying the regularity

\[
(f, g) \in C([0, T]; H^{4\rho}_{B}(\Omega) \times H^{4\rho}_{B}(\Omega)) \cap C((0, T]; H^{4\rho}_{B}(\Omega) \times H^{4\rho}_{B}(\Omega)) \cap C^{1}((0, T]; L_{2}(\Omega) \times L_{2}(\Omega)).
\]

In addition, the solution is Hölder continuous in the sense that

\[
u \in C^{\nu}([0, T]; H^{4\rho}_{B}(\Omega) \times H^{4\rho}_{B}(\Omega))
\]

for \( \nu \in (0, \theta - \rho) \) and and it satisfies

\[
f(t, x), g(t, x) > 0, \quad (t, x) \in [0, T] \times \Omega.
\]
Proof. In order to apply Theorem 3.1, we identify
\[ E_0 = L_2(\Omega) \times L_2(\Omega) \quad \text{and} \quad E_1 = H^3_B(\Omega) \times H^3_B(\Omega). \]
Moreover, for \( \theta > \rho > 7/8 \), we have that
\[ E_0(\Omega) = H^4_B(\Omega) \times H^4_B(\Omega) \quad \text{and} \quad E_\rho(\Omega) = H^{4\rho}_B(\Omega) \times H^{4\rho}_B(\Omega). \]
It is well known that the embeddings
\[ H^3_B(\Omega) \times H^3_B(\Omega), \to H^4_B(\Omega) \times H^4_B(\Omega) \to H^{4\rho}_B(\Omega) \times H^{4\rho}_B(\Omega) \to L_2(\Omega) \times L_2(\Omega) \]
are dense and compact, c.f. for instance [35, Chapter I.2.5]. Due to the choices of \( \theta > \rho > 7/8 \), we have in addition that \( H^4_B(\Omega) \times H^{4\rho}_B(\Omega) \to H^{4\rho}_B(\Omega) \times H^{4\rho}_B(\Omega) \to C^3(\Omega) \times C^3(\Omega) \), and the maps
\[
\begin{align*}
&\mathcal{A} : H^{4\rho}_B(\Omega) \times H^{4\rho}_B(\Omega) \to \mathcal{L}(H^4_B(\Omega) \times H^4_B(\Omega); L_2(\Omega) \times L_2(\Omega)) \\
&\mathcal{F} : H^{4\rho}_B(\Omega) \times H^{4\rho}_B(\Omega) \to L_2(\Omega) \times L_2(\Omega)
\end{align*}
\]
are locally \((p - 1)\)-Hölder continuous. Due to the degeneracy of (P), we certainly lose parabolicity of (CP) when one of the two film heights tends to zero. The idea is that starting with a strictly positive initial datum, the operator \(-\mathcal{A}(u(t))\) is the infinitesimal generator of an analytic semigroup as long as \( u(t) \in H^{4\rho}_B(\Omega) \times H^{4\rho}_B(\Omega) \) is strictly positive. To make the proof rigorous, we fix \( \varepsilon > 0 \) and introduce an extended operator \( \mathcal{A}_\varepsilon \) defined by \( \mathcal{A}_\varepsilon(u) = A_\varepsilon(u, u_{xxx})\hat{\phi}^4_X \), where
\[
A_\varepsilon(u, u_{xxx}) = \begin{pmatrix} a_{11}(u_\varepsilon) & a_{12}(u_\varepsilon) \\ a_{21}(u_\varepsilon, u_{xxx}) & a_{22}(u_\varepsilon, u_{xxx}) \end{pmatrix}, \quad u_\varepsilon = (f_\varepsilon, g_\varepsilon) := (\max(f, \varepsilon), \max(g, \varepsilon)).
\]
Note that the map \( u \mapsto u_\varepsilon \) is locally Lipschitz continuous and we do not extend the coefficients with respect to \( u_{xxx} \). Hence, we still have that the map
\[ \mathcal{A}_\varepsilon : H^{4\rho}_B(\Omega) \times H^{4\rho}_B(\Omega) \to \mathcal{L}(H^4_B(\Omega) \times H^4_B(\Omega); L_2(\Omega) \times L_2(\Omega)) \]
is locally \((p - 1)\)-Hölder continuous. We prove that for any \( u \in H^{4\rho}_B(\Omega) \times H^{4\rho}_B(\Omega) \), the operator \(-\mathcal{A}_\varepsilon(u)\) is the infinitesimal generator of an analytic semigroup on \( L_2(\Omega) \times L_2(\Omega) \), which implies, in view of Theorem 3.2, that there exists a time \( T_\varepsilon > 0 \) such that the extended problem
\[
\begin{align*}
\begin{cases}
&u_t + \mathcal{A}_\varepsilon(u) \ u = \mathcal{F}(u), \quad t > 0 \\
&u(0) = u_0
\end{cases}
\end{align*}
\]
has a solution \( u(\varepsilon; \cdot) \in C([0, T_\varepsilon]; H^{4\rho}_B(\Omega) \times H^{4\rho}_B(\Omega)) \cap C^\nu([0, T_\varepsilon]; H^{4\rho}_B(\Omega) \times H^{4\rho}_B(\Omega)) \cap C^1((0, T_\varepsilon]; L_2(\Omega) \times L_2(\Omega))), \quad \nu \in (0, \theta - \rho). \)
Eventually, we show that \( \mathcal{A}_\varepsilon(u(\varepsilon; t)) = \mathcal{A}(u(\varepsilon; t)) \) for \( t \in [0, T_\varepsilon] \), which implies the existence of a strictly positive solution to the original problem (CP) on the time interval \([0, T_\varepsilon]\).

**Generator of an analytic semigroup.** Let \( u \in H^{4\rho}_B(\Omega) \times H^{4\rho}_B(\Omega) \) and fix \( \varepsilon > 0 \). Note that then
Using these representations it can be seen that
\[ A_c(u, u_{xxx}) \in C(\Omega, \mathbb{R}^{2 \times 2}) \]
since the entries satisfy \(a_{ij}(u_c) \in C^3(\overline{\Omega}, \mathbb{R})\) and \(a_{2i}(u_c, u_{xxx}) \in C(\bar{\Omega}, \mathbb{R})\), \(i = 1, 2\), due to the embedding \(H^p_0(\Omega) \subset C^3(\bar{\Omega})\) for \(p > \frac{7}{6}\). In order to show that \(-A_c(u)\) is the infinitesimal generator of an analytic semigroup on \(L_2(\Omega) \times L_2(\Omega)\) with domain \(H^1_0(\Omega) \times H^1_0(\Omega)\), we verify that

(a) \(A_c(u)\) is normally elliptic. That is,
\[ \sigma(a^e_c(x, \xi)) \subset \{ z \in \mathbb{C} : \text{Re} z > 0 \} \quad \text{for all} \quad (x, \xi) \in \bar{\Omega} \times (-1, 1), \]
where \(a^e_c\) denotes the principal symbol of \(A_c(u)\).

(b) \(A_c(u)\) satisfies the Lopatinskii–Shapiro condition. That is, zero is the only exponentially decaying solution of the ordinary differential equation
\[
\begin{cases}
(\dot{\lambda} + a^e_c(x, i\partial_x)) \varphi(t) = 0, & t > 0 \\
b^e_c(i\partial_x) \varphi(0) = 0
\end{cases}
\]
for \(\lambda \in \{ z \in \mathbb{C} : \text{Re} z > 0 \}\), where \(b^e_c\) denotes the principal boundary symbol.

Then, it follows from [3, Theorem 4.1 & Remark 4.2(b)] that \(-A_c(u)\) generates an analytic semigroup on \(L_2(\Omega) \times L_2(\Omega)\). In order to check conditions (a) and (b) note first that the principal symbol of \(A_c(u)\) can be written as
\[ a^e_c(x, \xi) = A_c(u, u_{xxx})\xi^4, \quad (x, \xi) \in \bar{\Omega} \times \mathbb{R}. \]
Hence, \(\sigma(a^e_c(x, \xi)) \subset \{ z \in \mathbb{C} : \text{Re} z > 0 \}\) if and only if the eigenvalues of the matrix \(A_c(u, u_{xxx})\) have strictly positive real part. Recall that
\[ A_c(u, u_{xxx}) = \begin{pmatrix} a_{11}(u_e) & a_{12}(u_e) \\ a_{21}(u_e, u_{xxx}) & a_{22}(u_e, u_{xxx}) \end{pmatrix}, \]
where \(a_{ij} > 0\) for \(1 \leq i, j \leq 2\) and the entries \(a_{11}\) and \(a_{21}\) can be written as
\[
\begin{align*}
a_{11}(u_e) &= a_{12}(u_e) + \frac{s^-}{3} f_e^3 \\
a_{21}(u_e, u_{xxx}) &= a_{22}(u_e, u_{xxx}) + \frac{s^-}{2} f_e^2 g_c.
\end{align*}
\]
Using these representations it can be seen that \(A_c(u, u_{xxx})\) has a strictly positive determinant. Indeed, it holds that
\[
\det(A_c(u, u_{xxx})) = a_{11}(u_e) a_{22}(u_e, u_{xxx}) - a_{12}(u_e) a_{21}(u_e, u_{xxx})
\]
\[
= \left( a_{12}(u_e) + \frac{s^-}{3} f_e^3 \right) a_{22}(u_e, u_{xxx}) - a_{12}(u_e) \left( a_{22}(u_e, u_{xxx}) + \frac{s^-}{2} f_e^2 g_c \right)
\]
\[
= \frac{s^-}{3} f_e^3 a_{22}(u_e, u_{xxx}) - \frac{s^-}{2} f_e^2 g_c a_{12}(u_e)
\]
\[
= \frac{ms^-s^+}{12} f_e^4 g_c^2 + \frac{s^-s^+}{9\mu_0} f_e^3 g_c^3 + \frac{C_0 s^-}{3} f_e^3 g_c^{p+2} \Phi'(f + g)_{xxx}
\]
\[
> 0.
\]
Moreover, we can compute that

$$\det(\lambda - A_e(u, u_{xxx})) = \lambda^2 - (a_{11}(u_e) + a_{22}(u_e, u_{xxx}))\lambda + a_{11}(u_e)a_{22}(u_e, u_{xxx}) - a_{12}(u_e)a_{21}(u_e, u_{xxx}),$$

the eigenvalues of $A_e(u, u_{xxx})$ are determined by

$$\lambda_{\pm} = \frac{a_{11}(u_e) + a_{22}(u_e, u_{xxx})}{2} \pm \sqrt{\left(\frac{a_{11}(u_e) + a_{22}(u_e, u_{xxx})}{2}\right)^2 - \det(A_e(u, u_{xxx}))}. \quad (3.6)$$

Using that $\det(A_e(u, u_{xxx})) > 0$, we deduce that the eigenvalues of $A_e(u, u_{xxx})$ have strictly positive real part, which proves that condition (a) is fulfilled.

Next, we verify the Lopatinskii–Shapiro condition (b), where in our case the principal boundary symbol $b^\xi$ is given by

$$b^\xi(\xi) = i \begin{pmatrix} \xi & 0 \\ 0 & \xi \end{pmatrix}.$$ 

Observing that $a^\xi(x, i\partial_t) = A_e(u, u_{xxx})\partial_t^4$, problem (3.5) reads

$$\begin{cases}
\dot{\lambda}\varphi(t) + A_e(u, u_{xxx})\partial_t^4\varphi(t) = 0, & t > 0 \\
\partial_t\varphi(0) = \partial_t^3\varphi(0) = 0.
\end{cases}$$

Since $\det(A_e(u, u_{xxx})) > 0$, we know that $A_e(u, u_{xxx})$ is invertible and we have

$$\partial_t^4\varphi(t) = -\lambda A_e(u, u_{xxx})^{-1}\varphi(t).$$

Moreover, we can compute that

$$\frac{(a_{11}(u_e) + a_{22}(u_e, u_{xxx}))^2}{4} - \det(A_e(u, u_{xxx})) = \frac{(a_{11}(u_e) - a_{22}(u_e, u_{xxx}))^2}{4} + a_{12}(u_e)a_{21}(u_e, u_{xxx}) > 0,$$

which implies by (3.6) that the eigenvalues $\lambda_{\pm}$ of $A_e(u, u_{xxx})$ are real and $\lambda_- < \lambda_+$. Consequently, there exists an invertible matrix $U \in \mathbb{C}^{2 \times 2}$ such that we can diagonalize $A_e(u, u_{xxx})$ via

$$\text{diag}(\lambda_-, \lambda_+) = U^{-1}A_e(u, u_{xxx})U.$$ 

Setting $\psi(t) = U\varphi(t)$, we get

$$\partial_t^4\psi(t) = U\partial_t^4\varphi(t) = -\lambda (U^{-1}A_e(u, u_{xxx})U)^{-1}\psi(t) = -\lambda (\text{diag}(\lambda_-, \lambda_+))^{-1}\psi(t).$$

Hence, the system decouples into two independent equations

$$\partial_t^4\psi_k(t) = -\frac{\lambda}{\lambda_k}\psi_k(t), \quad k = 1, 2, \quad (3.7)$$

where $\lambda_1 = \lambda_-$ and $\lambda_2 = \lambda_+$. The general solution to the ordinary differential equation (3.7) of fourth order is given by
\[ \psi_k(t) = \sum_{n=1}^{4} c_n e^{A_k e^t}, \quad t > 0, \]

where \( \{ \Lambda_{k,n}; \ n = 1, ..., 4 \} \) solve \( \Lambda_k^4 = -\frac{\lambda}{\delta_k} \). Since \( \lambda_k > 0 \) and \( \text{Re} \lambda > 0 \), we have that \( -\frac{\lambda}{\delta_k} \) does not belong to the imaginary axis. Hence, its fourth roots are given by two complex numbers with strictly positive real parts (say \( \Lambda_{k,1} \) and \( \Lambda_{k,2} \)) and two complex numbers with strictly negative real parts (say \( \Lambda_{k,3} \) and \( \Lambda_{k,4} \)). Now, if \( \psi_k \) is an exponentially decaying solution, then

\[ \psi_k(t) = c_3 e^{A_{k,e^t}} + c_4 e^{A_{k,i^t}}, \quad k = 1, 2. \]

The initial conditions for \( \phi \) imply that \( \partial_t \psi(0) = \partial^3_t \psi(0) = 0 \) and hence \( \psi = 0 \). We conclude by invertability of \( U \) that \( \phi \equiv 0 \) is the only exponentially decaying solution of (3.5) for \( \lambda \in \mathbb{C} \) with \( \text{Re} \lambda > 0 \). This proves the Lopatinski–Shapiro condition (b).

In view of [3, Theorem 4.1 & Remark 4.2(b)] we have shown that \( -A_k(u) \) generates an analytic semigroup on \( L_2(\Omega) \times L_2(\Omega) \). Hence, due to Theorem 3.1, there exists a time \( T_\varepsilon > 0 \) such that the extended problem (3.4) admits a solution\(^2\)

\[
\begin{align*}
&u(\varepsilon; \cdot) \in C([0, T_\varepsilon]; H^1_B(\Omega) \times H^1_B(\Omega)) \cap C^1([0, T_\varepsilon]; H^0_B(\Omega) \times H^0_B(\Omega)) \\
&\quad \cap C([0, T_\varepsilon]; L_2(\Omega) \times L_2(\Omega)),
\end{align*}
\]

where \( \nu \in (0, \theta - \rho) \).

### Positivity and solution of the original problem.

In order to prove the existence of a local strong solution to the original problem (CP), we verify that for sufficiently small times \( T \), the solution \( u(\varepsilon; \cdot) \) of the extended problem is strictly positive and \( A_\varepsilon(u(\varepsilon; t)) = A(u(\varepsilon; t)) \) for \( t \in [0, T] \). Indeed, if \( \min_{x \in \Omega} (f_0, g_0) > 2\varepsilon \), then there exists a constant \( c > 0 \) such that

\[
\min_{x \in \Omega} \min_{\varepsilon \in [0, T_\varepsilon]} (f(\varepsilon; t, x), g(\varepsilon; t, x)) \geq 2\varepsilon - c T_\nu,
\]

where we used the notation \( u(\varepsilon; t, x) = (f(\varepsilon; t, x), g(\varepsilon; t, x)) \). That is, as long as \( T_\varepsilon < T^* := (\varepsilon)\frac{1}{2}, \) both components \( f(\varepsilon; \cdot) \) and \( g(\varepsilon; \cdot) \) of \( u(\varepsilon; \cdot) \) are strictly larger than \( \varepsilon \). By definition of \( A_\varepsilon \), we infer that

\[ A(u(\varepsilon; t)) = A_\varepsilon(u(\varepsilon; t)) \quad \text{for} \quad t \in [0, T^*). \]

Therefore, \( u(\varepsilon; \cdot) \) is a solution to the original problem (CP) on \([0, T^*)\) and the proof is complete.

### Remark 3.3.

Similar as in [30, Section 5], Theorem 3.2 can be proved in other functional analytic settings. Examples are the fractional Sobolev spaces or the little Hörmander spaces.

### 4. Uniqueness of strong solutions

This section is concerned with uniqueness of solutions to (P) for all flow-behavior exponents \( p > 1 \). Recall that for \( p \geq 2 \) the the map \( u \mapsto A(u) \), introduced in (3.2), as well as

---

\(^2\)Clearly the solution has even better regularity properties for strictly positive times, cf. Theorem 3.1. However, here we mention only the regularity properties that we need in the following.
the right-hand side $F$, defined in (3.3), are at least Lipschitz continuous. In this case, the traditional results [3, Theorem 12.1] and [36, Theorem III.4.6.3] of Amann and Eidel’man, respectively, are applicable and yield existence and uniqueness of solutions to (P) by a contraction argument in the underlying fixed-point problem. For flow-behavior exponents $p \in (1, 2)$ problem (P) lacks this Lipschitz property, i.e. the map $u \mapsto A(u)$ is merely $(p - 1)$-Hölder continuous. Existence may, however, be proved as in Theorem 3.2 applying Theorem 3.1. It is worthwhile to mention that the latter result relies strongly on the compactness of the solution operator, cf. [30]. In this section we prove for $p > 1$ that, if two positive solutions of (P) coincide initially, then they coincide as long as they exist. This is done by defining a suitable energy functional and by exploiting the divergence form of the system of differential equations.

In the following it is convenient to rewrite (P) as a system of evolution equations for $f$ and $f + g$ in divergence form, that is

$$\begin{align*}
&f_t + (p_{11}(f, g)f_{xxx} + p_{12}(f, g)(f + g)_{xxx})_x = 0 \\
&(f + g)_t + (p_{21}(f, g)f_{xxx} + p_{22}(f, g)(f + g)_{xxx} + C_p |g|^{p+2} \Phi((f + g)_{xxx}))_x = 0,
\end{align*}$$

(4.1)

where

$$\begin{align*}
p_{11}(f, g) &= \frac{s}{3} f^3 \\
p_{12}(f, g) &= ms^+ \left( \frac{1}{3} f^3 + \frac{1}{2} f^2 g \right) \\
p_{21}(f, g) &= p_{11}(f, g) + \frac{s}{2} f^3 g \\
p_{22}(f, g) &= p_{12}(f, g) + ms^+ \left( f g^2 + \frac{1}{2} f^2 g \right) + \frac{s}{3 \mu_0} g^3,
\end{align*}$$

and $\Phi(d) = |d|^{p-1}d$. We define the functional

$$E(f, g) := \frac{1}{2} \int_{\Omega} |(f + g)_x|^2 + \frac{s}{ms^+} |f_x|^2 \, dx$$

and observe that $E = E(f, g)$ is an energy functional in the sense that it decreases along smooth solutions of (4.1). More precisely, for solutions $(f, g)$ of (4.1) in the sense of Theorem 3.2 the following statement holds true.

**Lemma 4.1** (Energy functional). If $(f, g)$ is a solution of (4.1) the sense of Theorem 3.2 on $[0, T]$ with initial datum $(f_0, g_0)$, then it satisfies the energy identity

$$E(f, g)(t) + \int_0^t D(f, g)(\tau) \, d\tau = E(f_0, g_0), \quad t \in [0, T],$$

(4.2)

where the dissipative term $D(f, g)$ is defined by
\[ D(f,g) = \int_\Omega C_p g^{p+2} |(f + g)_{xxx}|^{p+1} + \frac{s^+}{3\mu_0} g^3 |(f + g)_{xxx}|^2 \, dx \]
\[ + \int_\Omega f \left| \frac{1}{2\sqrt{ms^+}} s^{-} f_{xxx} + ms^+ (f + g)_{xxx} \right|^2 \, dx \]
\[ + \int_\Omega \frac{1}{12ms^+} f^3 |s^- f_{xxx} + ms^+ (f + g)_{xxx}|^2 \, dx. \]  

(4.3)

In particular, we have \( D(f,g)(t) \geq 0 \) for all \( t \in (0,T) \).

**Proof.** Let \((f, g)\) be a solution of (4.1) as in Theorem 3.2. Then we have in particular
\[ f_x, g_x \in C((0,T); H^1_0(\Omega) \times H^1_0(\Omega)) \cap C^1((0,T); H^{-1}(\Omega) \times H^{-1}(\Omega)), \]
where \( H^1_0(\Omega) \) denotes the space of functions belonging to \( H^1(\Omega) \) with zero boundary condition, and \( H^{-1}(\Omega) \) its dual space. It follows from [37, Chapter 5.9, Theorem 3] that the map \( t \mapsto E(f,g)(t) \) is absolutely continuous and we can compute its derivative as
\[ \frac{d}{dt} E(f,g) = \int_\Omega (f + g)_x (f + g)_x + \frac{s^-}{ms^+} f f_t \, dx \]
\[ = -\int_\Omega (f + g)_{xx} (f + g)_t + \frac{s^-}{ms^+} f_{xxx} f_t \, dx \]
\[ = -\int_\Omega (p_{21}(f,g) f_{xxx} + p_{22}(f,g) (f + g)_{xxx} + C_p |g|^p \Phi((f + g)_{xxx})) (f + g)_{xxx} \, dx \]
\[ - \int_\Omega \frac{s^-}{ms^+} (p_{11}(f,g) f_{xxx} + p_{12}(f,g) (f + g)_{xxx}) f_{xxx} \, dx \]
\[ = -D(f,g), \]
where we use integration by parts and the boundary conditions \( f_{xxx} = g_{xxx} = 0 \) on \( \partial \Omega \). Using Lemma A.1 with \( A = f_{xxx} \) and \( B = g_{xxx} \), we complete squares to obtain (4.3). In particular, we find that \( D(f,g) \geq 0 \) and that system (4.1) is dissipative in the sense that
\[ \frac{d}{dt} E(f,g)(t) = -D(f,g)(t), \quad t \in (0,T). \]

Integration with respect to time yields the desired energy identity (4.2).

In order to prove uniqueness of strong solutions to (4.1) which emanate from the same initial datum let us introduce the relative energy of two solutions \((f, g)\) and \((F, G)\) of (4.1) by
\[ E_{rel}((f,g),(F,G)) := \frac{1}{2} \int_\Omega |(F + G)_x - (f + g)_x|^2 + \frac{s^-}{ms^+} |(F - f)_x|^2 \, dx. \]  

(4.4)

**Theorem 4.2** (Uniqueness). Let \( p > 1 \). Moreover, let \((f, g)\) and \((F, G)\) be two positive solutions of (4.1) on \([0,T]\), as in Theorem 3.2, emanating from the same initial value \((f_0, g_0)\) with \( f_0, g_0 > 0 \) on \( \Omega \). Then \((f,g) = (F,G)\) on \([0,T]\).

**Proof.** Let \((f, g)\) and \((F, G)\) be two solutions of (4.1) in the sense of Theorem 3.2 on some time interval \([0,T]\), with initial data
\[(f_0, g_0) = (F_0, G_0) > 0, \quad x \in \Omega. \quad (4.5)\]

In view of a continuation argument, it is sufficient to show that there exists a time \(T_* \leq T\) such that \((f, g) = (F, G)\) on \([0, T_*]\). Following the approach in [30], which was applied in the context of a single non-Newtonian thin film, we show that

\[
\sup_{s \in (0, t)} E_{rel}((f, g), (F, G))(s) \leq C(t) \sup_{s \in (0, t)} E_{rel}((f, g), (F, G))(s),
\quad (4.6)
\]

for some positive constant \(C(t)\) depending on \(t\) with \(C(t) < 1\) for \(t\) small enough. Note that then

\[
\sup_{s \in (0, t)} E_{rel}((f, g), (F, G))(s) = 0
\]

for \(t\) small enough, which in turn implies that \(F - f\) and \(G - g\) are constant on \((0, t)\). Since \((f, g)\) and \((F, G)\) are continuous with respect to time and have the same initial datum, we conclude that \((f, g) = (F, G)\) on \((0, t)\), which proves the statement.

In the remainder of the proof we show that (4.6) holds true. We write

\[
E_{rel}((f, g), (F, G))(t) = \frac{1}{2} \int_{\Omega} |(F + G)_t - (f + g)_t|^2 + \frac{s^-}{ms^+}|(F - f)_t|^2\ dx.
\]

\[
= E(F, G)(t) + E(f, g)(t) - \int_{\Omega} (F + G)_x(f + g)_x + \frac{s^-}{ms^+} F_{fx} \ dx
\]

\[
= - \int_0^t D(F, G)(\tau) \ d\tau - \int_0^t D(f, g)(\tau) \ d\tau - \int_0^t \frac{d}{d\tau} \int_{\Omega} (F + G)_x(f + g)_x + \frac{s^-}{ms^+} F_{fx} \ dx \ d\tau.
\]

where we use (4.2) and (4.5). Observe that

\[
- \frac{d}{dt} \int_{\Omega} (F + G)_t(f + g)_x + \frac{s^-}{ms^+} F_{fx} \ dx
\]

\[
= \int_{\Omega} (F + G)_t(f + g)_{xx} + (F + G)_{xx}(f + g)_t \ dx + \frac{s^-}{ms^+} \int_{\Omega} F_{fx} + F_{xx} f_t \ dx
\]

\[
= \int_{\Omega} (p_{21} F + G)_{xxx} + p_{22} (F, G)(F + G)_{xxx} + C_{p_{22}} G^{p + 2} \Phi((F + G)_{xxx})(f + g)_{xxx} \ dx
\]

\[
+ \frac{s^-}{ms^+} \int_{\Omega} (p_{11} F_{xxx} + p_{12} (F, G)(F + G)_{xxx})(f + g)_{xxx} \ dx
\]

\[
+ \frac{s^-}{ms^+} \int_{\Omega} (p_{11} F_{xxx} + p_{12} (F, G)(f + g)_{xxx}) F_{xxx} \ dx,
\]

where we use that \((f, g)\) and \((F, G)\) solve (4.1) and satisfy the Neumann-type boundary conditions incorporated in \(H_B^1(\Omega) \times H_B^1(\Omega)\). In the following we use the notation \(\int_\Omega := \int_\Omega \int_\Omega\). Recalling the definition of the dissipative term \(D\) in Lemma 4.1, we find that
\[ E_{rel}(f, g, (F, G))(t) = - \int_{\Omega_t} (p_{21}(F, G)F_{xxx} - p_{21}(f, g)f_{xxx}) ((F + G)_{xxx} - (f + g)_{xxx}) \, d(x, \tau) \]

\[ - \int_{\Omega_t} (p_{22}(F, G)(F + G)_{xxx} - p_{22}(f, g)(f + g)_{xxx}) ((F + G)_{xxx} - (f + g)_{xxx}) \, d(x, \tau) \]

\[ - \frac{s^-}{m^2} \int_{\Omega_t} (p_{11}(F, G)F_{xxx} - p_{11}(f, g)f_{xxx}) (F_{xxx} - f_{xxx}) \, d(x, \tau) \]

\[ - \frac{s^-}{m^2} \int_{\Omega_t} (p_{12}(F, G)(F + G)_{xxx} - p_{12}(f, g)(f + g)_{xxx}) (F_{xxx} - f_{xxx}) \, d(x, \tau) \]

\[ - C_p \int_{\Omega_t} \left( \left| G \right|^{p+2} \Phi((F + G)_{xxx}) - \left| g \right|^{p+2} \Phi((f + g)_{xxx}) \right) ((F + G)_{xxx} - (f + g)_{xxx}) \, d(x, \tau). \]

\[ (4.7) \]

In order to lighten the notation we set \( A := F_{xxx} - f_{xxx} \) and \( B := G_{xxx} - g_{xxx} \). We rewrite each of the five integrals in (4.7) in the same spirit as the first integral:

\[ \int_{\Omega_t} (p_{21}(F, G)F_{xxx} - p_{21}(f, g)f_{xxx}) (A + B) \, d(x, \tau) \]

\[ = \int_{\Omega_t} p_{21}(F, G)A(A + B) \, d(x, \tau) + \int_{\Omega_t} (p_{21}(F, G) - p_{21}(f, g)) f_{xxx}(A + B) \, d(x, \tau). \]

Special attention should be paid to the last integral, which becomes

\[ \int_{\Omega_t} \left( \left| G \right|^{p+2} \Phi((F + G)_{xxx}) - \left| g \right|^{p+2} \Phi((f + g)_{xxx}) \right) ((F + G)_{xxx} - (f + g)_{xxx}) \, d(x, \tau) \]

\[ = \int_{\Omega_t} \left| G \right|^{p+2} \left( \left| (F + G)_{xxx} \right|^{p-1} (F + G)_{xxx} - \left| (f + g)_{xxx} \right|^{p-1} (f + g)_{xxx} \right) ((F + G)_{xxx} - (f + g)_{xxx}) \, d(x, \tau) \]

\[ + \int_{\Omega_t} \left( \left| G \right|^{p+2} - \left| g \right|^{p+2} \right) \left| (f + g)_{xxx} \right|^{p-1} (f + g)_{xxx} ((F + G)_{xxx} - (f + g)_{xxx}) \, d(x, \tau). \]

Due to the inequality (cf. [38, Lemma 1.4.4])

\[ \left( \left| (F + G)_{xxx} \right|^{p-1} (F + G)_{xxx} - \left| (f + g)_{xxx} \right|^{p-1} (f + g)_{xxx} \right) ((F + G)_{xxx} - (f + g)_{xxx}) \geq c_p \left| (F + G)_{xxx} - (f + g)_{xxx} \right|^{p+1}, \]

for some \( c_p > 0 \), and since \( G \) is bounded away from zero, we may estimate

\[ \int_{\Omega_t} \left( \left| G \right|^{p+2} \Phi((F + G)_{xxx}) - \left| g \right|^{p+2} \Phi((f + g)_{xxx}) \right) ((F + G)_{xxx} - (f + g)_{xxx}) \, d(x, \tau) \]

\[ \geq c_p \int_{\Omega_t} \left| G \right|^{p+2} \left| (F + G)_{xxx} - (f + g)_{xxx} \right|^{p+1} \, d(x, \tau) \]

\[ + \int_{\Omega_t} \left( \left| G \right|^{p+2} - \left| g \right|^{p+2} \right) \left| (f + g)_{xxx} \right|^{p-1} (f + g)_{xxx} ((F + G)_{xxx} - (f + g)_{xxx}) \, d(x, \tau). \]
Rearranging the terms in (4.7) and using Lemma A.1, we obtain

\[
E_{\text{rel}}((f, g), (F, G))(t) + \int_{\Omega_t} f \left( \frac{1}{2\sqrt{ms}} f(s^- A + ms^+(A + B)) + \sqrt{ms} g(A + B) \right)^2 d(x, \tau) \\
+ \int_{\Omega_t} \frac{1}{12ms^+} f^3(s^- A + ms^+(A + B))^2 + \frac{s^+}{3\mu_0} g^3(A + B)^2 + C_p |G|^{p+2}(A + B)^{p+1} d(x, \tau) \\
\leq -\int_{\Omega_t} (p_{21}(F, G) - p_{21}(f, g)) f_{xxx}(A + B) d(x, \tau) - \int_{\Omega_t} (p_{22}(F, G) - p_{22}(f, g))(f + g)_{xxx}(A + B) d(x, \tau) \\
- \frac{s}{ms^+} \int_{\Omega_t} (p_{11}(F, G) - p_{11}(f, g)) f_{xxx} A d(x, \tau) - \frac{s}{ms^+} \int_{\Omega_t} (p_{12}(F, G) - p_{12}(f, g))(f + g)_{xxx} A d(x, \tau) \\
- C_p \left( |G|^{p+2} - |g|^{p+2} \right) |(f + g)_{xxx}|^{p-1}(f + g)_{xxx}(A + B) d(x, \tau).
\]

By elementary estimates, see Lemma A.2, there exists a constant $C > 0$ such that

\[
|p_{ij}(F, G) - p_{ij}(f, g)|^2 \leq C((F + G) - (f + g))^2 \tag{4.8}
\]

for $1 \leq i, j \leq 2$, and

\[
||G|^{p+2} - |g|^{p+2}| \leq C|G - g|^2. \tag{4.9}
\]

In view of the inequality $|G - g| \leq |(F + G) - (f + g)| + |F - f|$, we may deduce from (4.8) and (4.9) the estimate

\[
\max\left( |p_{ij}(F, G) - p_{ij}(f, g)|^2, ||G|^{p+2} - |g|^{p+2}| \right) \leq c \left( ((F + G) - (f + g))^2 + \frac{s^-}{ms^+}(F - f)^2 \right), \tag{4.10}
\]

where $c > 0$ is a generic constant, depending on the supremum norm of $F, G, f, g$. Applying Young’s inequality and (4.10) to all integrals on the right-hand side of the estimate for the relative energy $E_{\text{rel}}$, we deduce that

\[
E_{\text{rel}}((f, g), (F, G))(t) + \int_{\Omega_t} f \left( \frac{1}{2\sqrt{ms}} f(s^- A + ms^+(A + B)) + \sqrt{ms} g(A + B) \right)^2 d(x, \tau) \\
+ \int_{\Omega_t} \frac{1}{12ms^+} f^3(s^- A + ms^+(A + B))^2 + \frac{s^+}{3\mu_0} g^3(A + B)^2 + C_p |G|^{p+2}(A + B)^{p+1} d(x, \tau) \\
\leq e \int_{\Omega_t} A^2 + (A + B)^2 d(x, \tau) \\
+ \frac{c}{4e} \int_{\Omega_t} \left( ((F + G) - (f + g))^2 + \frac{s^-}{ms^+}(F - f)^2 \right) \left( |f + g|_{xxx}^2 + |f_{xxx}|^2 + |(f + g)_{xxx}|^{2p} \right) d(x, \tau)
\]

for any $e > 0$. As shown in Lemma A.3, there exists $\varepsilon > 0$ depending on the supremum norm of $f$ and $g$ such that

\[
\varepsilon \left( A^2 + (A + B)^2 \right) \leq \frac{1}{12ms^+} f^3(s^- A + ms^+(A + B))^2 + \frac{s^+}{3\mu_0} g^3(A + B)^2.
\]
Fixing such an $\varepsilon > 0$, we find that
\[
\sup_{s \in (0, t)} E_{\text{rel}}((f, g), (F, G))(t) \leq \frac{c}{16\varepsilon} ||((F + G) - (f + g))||^2
\]
\[
+ \frac{s}{ms^+} (F - f)^2 \|\|_{L^\infty(\Omega)} \int_{\Omega} \left| (f + g)_{xxx} \right|^2 + \left| f_{xxx} \right|^2 + \left| (f + g)_{xxx} \right|^{2p} d(x, \tau).
\]
In virtue of the Sobolev embedding $H^1(\Omega) \subset L^\infty(\Omega)$ we eventually arrive at
\[
\sup_{s \in (0, t)} E_{\text{rel}}((F, G), (f, g))(s) \leq C(t) \sup_{s \in (0, t)} E_{\text{rel}}((F, G), (f, g))(s),
\]
where
\[
C(t) = \frac{c}{16\varepsilon} \int_{\Omega} \left| (f + g)_{xxx} \right|^2 + \left| f_{xxx} \right|^2 + \left| (f + g)_{xxx} \right|^{2p} d(x, \tau)
\]
is a constant depending continuously on $t$ and satisfying $\lim_{t \to 0} C(t) = 0$, since $(f, g)$ is a strong solution. Choosing $t$ small enough, we conclude that $(F_x, G_x) = (f_x, g_x)$ which yields the assertion.

5. Long-time behavior

In the previous part of the paper we have proved that, given general positive initial film heights, there exists a unique strong solution to the two-phase thin-film problem (P) on a small time interval $(0, T)$. In this section we are concerned with the behavior of solutions for long times. More precisely, we first characterize the maximal time $\bar{T}$ of existence of solutions by showing that, when solutions cease to exists, they either blow up in some intermediate norm or one of the film heights drops down to zero. Second, we prove that the set of steady-state solutions of (P) consists of positive constants only, i.e. only flat films are steady states of (P). Finally, for flow behavior exponents $p \geq 2$ we show that these flat films are stable in the sense that solutions which are initially close to a positive constant, converge to this constant as time tends to infinity. The restriction to flow behavior exponents $p \geq 2$ is again due to the previously mentioned lack of regularity. More precisely, the study of stable and centre manifolds is usually based on a contraction argument for a related fixed-point problem. However, possible remedies are beyond the scope of this paper.

5.1. Maximal time of existence

In this part we prove that solutions with finite lifetime only do either blow up in some $H^4_B(\Omega)$-norm or they develop a film rupture at some point $x \in \Omega$. Note that we do not rule out the possibility that both scenarios happen simultaneously. To be precise, let $\theta > \rho > 7/8$. For any initial value $u_0 = (f_0, g_0) \in H^4_B(\Omega) \times H^4_B(\Omega)$ with $f_0(x), g_0(x) > 0$ for all $x \in \Omega$, we first define the maximal time $\bar{T}$ of existence of solutions to (P) by
\[
\bar{T} = \sup\{T > 0; \text{there exists a solution } u = (f, g) \text{ of } (P) \text{ in the sense of Theorem 3.2}\}.
\]
The uniqueness result, Theorem 4.2, implies that there exists a solution
\[ u = (f, g) \in C([0, T]; H^{4p}_B(\Omega) \times H^{4p}_B(\Omega)) \cap C((0, T); H^4_B(\Omega) \times H^4_B(\Omega)) \cap C^1((0, T); L_2(\Omega) \times L_2(\Omega)). \]

We are now prepared to prove the following result.

**Theorem 5.1.** Let \( u_0 = (f_0, g_0) \in H^{4p}_B(\Omega) \times H^{4p}_B(\Omega) \) with \( f_0(x), g_0(x) > 0 \) for all \( x \in \Omega \).

Suppose that \( \bar{T} < \infty \). Then
\[
\liminf_{T \to \infty} \frac{1}{\min_{\Omega} \{f(t), g(t)\}} + \| (f(t), g(t)) \|_{H^4_B(\Omega)} = \infty
\]
for all \( \gamma \in (\rho, 1] \).

The proof is based on the standard continuation argument. We follow the lines of the proof of [30, Thm. 7.1].

**Proof.** We fix \( \gamma \in (\rho, \theta] \) and assume by contradiction that (5.1) is false. Consequently, there exist a sequence \( (t_k)_{k \in \mathbb{N}} \subset \mathbb{R}_+ \) with \( \lim_{k \to \infty} t_k = \bar{T} \) and constants \( m, M = M(\gamma) > 0 \) such that
\[
\min_{x \in \Omega} \{f(t_k), g(t_k)\} > m \quad \text{and} \quad \| (f(t_k), g(t_k)) \|_{H^4_B(\Omega)} < M, \quad k \in \mathbb{N}.
\]

Since \( \gamma \leq \theta \) and \( \nu = \frac{\gamma - \rho}{2} < \theta - \rho \), we may invoke Theorem 3.2 to deduce that there exists a positive time \( T = T(m, M) > 0 \) such that, for all \( k \in \mathbb{N} \) and corresponding initial values \( U_k(0) = (F_k(0), G_k(0)) = (f(t_k), g(t_k)) \), there exists a solution \( U_k = (F_k, G_k) \), satisfying
\[
U_k \in C([0, T]; H^{4p}_B(\Omega) \times H^{4p}_B(\Omega)) \cap C^+([0, T]; H^4_B(\Omega) \times H^4_B(\Omega))
\]
\[
\cap C((0, T]; H^4_B(\Omega) \times H^4_B(\Omega)).
\]

This implies that
\[
\begin{align*}
A \circ U_k & \in C([0, T]; \mathcal{H}(H^4_B(\Omega) \times H^4_B(\Omega); L_2(\Omega) \times L_2(\Omega))) \\
P \circ U_k & \in C((0, T]; L_2(\Omega) \times L_2(\Omega)),
\end{align*}
\]
where \( \alpha = (p - 1) \frac{\gamma - \rho}{2} \). Moreover, we have that \( U_k(0) = (f(t_k), g(t_k)) \in H^4_B(\Omega) \). Due to this property, linear parabolic regularity yields
\[
U_k \in C([0, T]; H^2_B(\Omega) \times H^2_B(\Omega)) \cap C^1([0, T]; L_2(\Omega) \times L_2(\Omega)).
\]

This allows us to extend the solution at time \( t_k \) as follows. For \( t_k \geq \bar{T} - \frac{T}{2} \) we define the extension \( \tilde{u} = (\tilde{f}, \tilde{g}) \) by
\[
\tilde{u} = \begin{cases} u(t) = (f(t), g(t)), & t \in [0, t_k) \\ U_k(t - t_k), & t \in [t_k, t_k + T]. \end{cases}
\]

Then, the extended function
\[
\tilde{u} \in C([0, t_k + T]; H^{4p}_B(\Omega) \times H^{4p}_B(\Omega))
\]
\[
\cap C((0, t_k + T]; H^4_B(\Omega) \times H^4_B(\Omega)) \cap C^1((0, t_k + T]; L_2(\Omega) \times L_2(\Omega))
\]
is a solution to the problem
\[
\begin{align*}
\dot{u}_t + A(\tilde{u}) \tilde{u} &= F(\tilde{u}), & t > 0, \\
\tilde{u}(0) &= u(t_n)
\end{align*}
\] (5.3)

on \((0, t_k + T)\). Indeed, clearly, \(\tilde{u}\) is continuous in the sense that \(\tilde{u} \in C([0, t_k + T]; H^1_B(\Omega) \times H^2_B(\Omega)) \cap C((0, t_k + T]; H^1_B(\Omega) \times H^2_B(\Omega))\) and the differential equation

\[
\tilde{u}_t + A(\tilde{u}) \tilde{u} = F(\tilde{u})
\]

is satisfied on both intervals \((0, t_k)\) and \((t_k, t_k + T)\). Due to the regularity \(\tilde{u} \in C([0, t_k + T]; H^1_B(\Omega) \times H^2_B(\Omega))\), we have in addition that the limits

\[
0 = \lim_{t \searrow t_k} \partial_t^+ U_k(t - t_k) + A(U_k(t - t_k))U_k(t - t_k) - F(U_k(t - t_k)) = \partial_t^+ U_k(0) + A(U_k(0))U_k(0) - F(U_k(0)) = \partial_t^+ \tilde{u}(t_k) + A(\tilde{u}(t_k))\tilde{u}(t_k) - F(\tilde{u}(t_k)) \quad \text{in } L_2(\Omega) \times L_2(\Omega)
\]

for \(t > t_k\), and

\[
0 = \lim_{t \nearrow t_k} \partial_t^- u(t) + A(u(t))u(t) - F(u(t)) = \partial_t^- \tilde{u}(t_k) + A(\tilde{u}(t_k))\tilde{u}(t_k) - F(\tilde{u}(t_k)) \quad \text{in } L_2(\Omega) \times L_2(\Omega)
\]

for \(t < t_k\) are well-defined. Therefore, \(\tilde{u}_t\) can be uniquely extended at time \(t_k\) to a function \(C([0, t_k + T]; L_2(\Omega) \times L_2(\Omega))\). This proves that \(\tilde{u}\) is a solution of the extended problem (5.3) on \((0, t_k + T)\) in the sense of (5.2). Since \(t_k + T \geq T + \frac{T}{2}\), this is a contradiction to the maximality of \(T\).

\[\square\]

### 5.2. Characterization of steady states

This section is concerned with stability properties of steady state solutions to (P). First, we show that flat films of positive height are the only possible steady states. Moreover, using linearized stability, we can prove that solutions, which are initially close to a flat film, have an infinite lifetime and converge to the flat film as time tends to infinity.

**Lemma 5.2** (Conservation of mass). Let \((f, g)\) be a solution to (P) \([0, T]\) corresponding to the initial datum \((f_0, g_0)\), as found in Theorem 3.2. Then the solution conserves its mass in the sense that

\[
\int_{\Omega} f(t, x) \, dx = \int_{\Omega} f_0(x) \, dx \quad \text{and} \quad \int_{\Omega} g(t, x) \, dx = \int_{\Omega} g_0(x) \, dx
\]

for all \(t \in [0, T]\).

**Proof.** The statement follows immediately from the structure of the equations in (P) and the Neumann-type boundary conditions (2.9).

\[\square\]

**Corollary 5.3.** A solution \((f, g)\) of (P) as found in Theorem 3.2 is a steady state if and only if \(f\) and \(g\) are constant. That is, the positive flat two-phase thin film is the only equilibrium solution of (P) with boundary conditions (2.9).

**Proof.** It is clear from the structure of the equation (P) and the boundary conditions (2.9) that any pair of positive constants \((f, g)\) is an equilibrium solution. We now show
that any steady-state solution of (P) with boundary conditions (2.9) must automatically be a positive constant. Recall from Lemma 4.1 that the energy functional satisfies
\[
\frac{d}{dt} E(f,g)(t) = -D(f,g)(t), \quad t \in (0, T),
\]
where \( D(f,g) \) can be written as
\[
D(f,g) = \int_{\Omega} C_p g^{p+2} \left| (f + g)_{xxx} \right|^{p+1} + \frac{s^+}{3H_0} g^3 \left| (f + g)_{xxx} \right|^2 \, dx
+ \int_{\Omega} f \left( \frac{1}{2\sqrt{m} s^+} f (s^- f_{xxx} + m s^+(f + g)_{xxx}) + \sqrt{m} s^+(f + g)_{xxx} \right)^2 \, dx
+ \int_{\Omega} \frac{1}{12ms^+} f^3 \left| s^- f_{xxx} + m s^+(f + g)_{xxx} \right|^2 \, dx. \tag{5.4}
\]
Note that all three integrands in (5.4) are nonnegative. If \((f, g)\) is an equilibrium solution, then \( \frac{d}{dt} E(f,g)(t) = 0 \) for all times and hence \( D(f,g)(t) = 0 \) for all times. But this is only possible if all three integrands on the right-hand side of (5.4) vanish. Since \( f, g > 0 \), we infer in particular that
\[
(f + g)_{xxx} = 0 \quad \text{and} \quad (s^- f_{xxx} + m s^+(f + g)_{xxx}) = 0.
\]
Together this implies that \( f_{xxx} = g_{xxx} = 0 \) and thus, \( f_{xxx}, g_{xxx} \) are constants. This in turn implies that \( f_x \) and \( g_x \) are linear. Due to the Neumann boundary conditions, we deduce that \( f_x = g_x = 0 \) and finally, \( (f, g) \) is a pair of positive constants. \(\square\)

5.3. Behavior close to stationary solutions

In this section we apply the version [4, Theorem 2.20] of the centre manifold theorem established in [5] for quasilinear problems in Hilbert spaces in order to prove that flat films of positive height are exponentially stable in the case \( p \geq 2 \). To this end, we eliminate the central spectrum of the linear part of the differential operator by exploiting the conservation of mass. Note that we assume \( p \geq 2 \) to ensure sufficient regularity of the nonlinear part. We prove the following result.

**Theorem 5.4.** Let \( p \geq 2 \) and let \( u_* \in \mathbb{R}^2_+ \). Then there exist positive constants \( \varepsilon, M, \kappa > 0 \) such that for all initial values \( u_0 \in H^1_0(\Omega) \times H^1_0(\Omega), \) satisfying
\[
\frac{1}{|\Omega|} \int_{\Omega} u_0(x) \, dx = u_* \quad \text{and} \quad \| u_0 - u_* \|_{H^1_0(\Omega) \times H^1_0(\Omega)} \leq \varepsilon,
\]
the solution \( u \) of (P) exists globally in time and we have the exponential bound
\[
\| u(t) - u_* \|_{H^1_0(\Omega) \times H^1_0(\Omega)} + \| u_t(t) \|_{L^2(\Omega) \times L^2(\Omega)} \leq M \exp^{-\kappa t} \| u_0 - u_* \|_{H^1_0(\Omega) \times H^1_0(\Omega)}.
\]

To prove Theorem 5.4, we need to verify that Problem (P) fits into the abstract setting of [4, Theorem 2.20]. For this purpose, we start by introducing some notations and requirements.

*Projection of the original problem.* From Lemma 5.2 we know that each solution \( u \) of (CP) conserves its mass. According to that, we introduce the notation
for the average film heights \( u_* = (f_*, g_*) \in \mathbb{R}^2 \) of \( u \) and incorporate this property into our analysis by defining the projection
\[
\left\{ \begin{array}{l}
P \in \mathcal{L}(L^2(\Omega) \times L^2(\Omega)) \cap \mathcal{L}(H^1_B(\Omega) \times H^1_B(\Omega)) \\
Pu := u - u_*.
\end{array} \right.
\]
Via \( P \) we can decompose \( L^2(\Omega) \times L^2(\Omega) \) and \( H^1_B(\Omega) \times H^1_B(\Omega) \) into direct sums
\[
\left\{ \begin{array}{l}
L^2(\Omega) \times L^2(\Omega) = P(L^2(\Omega) \times L^2(\Omega)) + (1 - P)(L^2(\Omega) \times L^2(\Omega)) \\
H^1_B(\Omega) \times H^1_B(\Omega) = P(H^1_B(\Omega) \times H^1_B(\Omega)) + (1 - P)(H^1_B(\Omega) \times H^1_B(\Omega)).
\end{array} \right.
\]
Observe that
\[
\left\{ \begin{array}{l}
L^2_{2,a}(\Omega) \times L^2_{2,a}(\Omega) := \left\{ v \in L^2(\Omega) \times L^2(\Omega); \; v_* = 0 \right\} = P(L^2(\Omega) \times L^2(\Omega)) \\
H^1_{B,a}(\Omega) \times H^1_{B,a}(\Omega) := \left\{ v \in H^1_B(\Omega) \times H^1_B(\Omega); \; v_* = 0 \right\} = P(H^1_B(\Omega) \times H^1_B(\Omega))
\end{array} \right.
\]
contain the non-constant functions and the zero function of \( L^2(\Omega) \times L^2(\Omega) \) and \( H^1_B(\Omega) \times H^1_B(\Omega) \), respectively, while \( (1 - P)(L^2(\Omega) \times L^2(\Omega)) \) and \( (1 - P)(H^1_B(\Omega) \times H^1_B(\Omega)) \) contain the constant functions of \( L^2(\Omega) \times L^2(\Omega) \) and \( H^1_B(\Omega) \times H^1_B(\Omega) \), respectively.

Given initial film heights \( u_0 = (f_0, g_0) \in H^1_B(\Omega) \times H^1_B(\Omega) \), with \( u_0(x) > 0, x \in \bar{\Omega} \), let \( u = (f, g) \) be the unique strong solution to the Cauchy problem
\[
\left\{ \begin{array}{l}
\frac{du_t}{dt} + \mathcal{A}(u) u = \mathcal{F}(u), \quad t > 0 \\
u(0) = u_0,
\end{array} \right. \tag{CP}
\]
as obtained by Theorem 3.2 and Theorem 4.2. Recall from the proof of Theorem 3.2 that, for \( u \in H^2_B(\Omega) \times H^4_B(\Omega) \) with \( u(x) \geq \kappa > 0 \) componentwise for all \( x \in \bar{\Omega} \), the differential operator \( \mathcal{A} \) satisfies
\[
\left\{ \begin{array}{l}
\mathcal{A}(u) \in \mathcal{H}(H^1_B(\Omega) \times H^1_B(\Omega); L^2(\Omega) \times L^2(\Omega)) \\
\mathcal{A}(u) v = A(u, u_{xxx}) \partial_t^4 v
\end{array} \right.
\]
and the mapping \( u \mapsto \mathcal{A}(u) \) is continuously differentiable in view of
\[
\mathcal{A} \in C^{p-1}_{\text{loc}} \left( H^p_B(\Omega) \times H^p_B(\Omega); \mathcal{H}(H^1_B(\Omega) \times H^1_B(\Omega); L^2(\Omega) \times L^2(\Omega)) \right)
\]
for all \( p \geq 2 \). Moreover, \( \mathcal{F} \) satisfies
\[
\mathcal{F} \in C^p_{\text{loc}} \left( H^p_B(\Omega) \times H^p_B(\Omega); L^2(\Omega) \times L^2(\Omega) \right).
\]
Since \( u \) is a solution to (CP) and satisfies \( (1 - P)u_0 = u_* \) initially, it follows that \( (1 - P)u(t) = u_* \) as long as it exists. This allows for all \( t \geq 0 \) the decomposition
\[
u(t) = Pu(t) + u_* =: \varphi(t) + u_* \tag{5.5}
\]
with
\[
\varphi(t) \in H^1_{B,a}(\Omega) \times H^1_{B,a}(\Omega) = P(H^1_B(\Omega) \times H^1_B(\Omega)) \quad \text{and} \quad u_* \in (1 - P)(H^2_B(\Omega) \times H^1_B(\Omega)).
\]
We find that \( \varphi \) solves the equation
\[
\varphi_t + \mathcal{A}_* \varphi = \mathcal{F}_*(\varphi)
\]
with
\[
\mathcal{A}_* = \mathcal{A}(u_*) \quad \text{and} \quad \mathcal{F}_*(\varphi) = \mathcal{F}(u_* + \varphi) - \mathcal{F}(u_*) - (\mathcal{A}(u_* + \varphi) - \mathcal{A}(u_*))\varphi.
\]
Observe that
\[
(1 - P)(\mathcal{A}_* \varphi) = 0 \quad \text{and} \quad (1 - P)\mathcal{F}_*(\varphi) = 0 \quad \text{for} \quad \varphi \in H^4_{B,a}(\Omega) \times H^4_{B,a}(\Omega),
\]
hence
\[
\begin{cases}
\mathcal{A}_* \in \mathcal{L}(H^4_{B,a}(\Omega) \times H^4_{B,a}(\Omega); L^2_{a}(\Omega) \times L^2_{a}(\Omega)), \\
\mathcal{F}_* \in C^0_{\text{loc}}(H^4_{B,a}(\Omega) \times H^4_{B,a}(\Omega); L^2_{a}(\Omega) \times L^2_{a}(\Omega)),
\end{cases}
\]
with \( \mathcal{F}_*(0) = 0 \) and \( D\mathcal{F}_*(0) = 0 \).

In order to prove the asymptotic stability of \( u_* \) for (CP), we are left to show that \( \varphi = 0 \) is asymptotically stable for (5.6). We start by verifying that the linear autonomous operator \( -\mathcal{A}_* \) is the infinitesimal generator of an analytic semigroup, which is exponentially stable.

**Lemma 5.5.** The operator \( \mathcal{A}_* \) belongs to \( \mathcal{H}(H^4_{B,a}(\Omega) \times H^4_{B,a}(\Omega); L^2_{a}(\Omega) \times L^2_{a}(\Omega)) \) and there exists \( \kappa > 0 \) such that
\[
\sigma(-\mathcal{A}_*) \subset \{ \lambda \in \mathbb{C} \mid \text{Re } \lambda < -\kappa \}.
\]

**Proof.** We already know that \( \mathcal{A}_* \in \mathcal{H}(H^4_{B}(\Omega) \times H^4_{B}(\Omega); L^2(\Omega) \times L^2(\Omega)) \). In view of (5.7), we find that the restriction of \( -\mathcal{A}_* \big|_{H^4_{B,a}(\Omega) \times H^4_{B,a}(\Omega)} \) is the infinitesimal generator of an analytic semigroup on \( L^2_{a}(\Omega) \times L^2_{a}(\Omega) \). Since \( \mathcal{A}_* \varphi = 0 \) for any constant function \( \varphi \) on \( \Omega \), it is clear that zero belongs to the spectrum of \( -\mathcal{A}_* \) as an operator on \( H^4_{B}(\Omega) \times H^4_{B}(\Omega) \). However, the restriction of \( -\mathcal{A}_* \) onto the space \( H^4_{B,a}(\Omega) \times H^4_{B,a}(\Omega) \) of functions in \( H^4_{B}(\Omega) \times H^4_{B}(\Omega) \) with zero average eliminates the central spectrum \( \sigma_0(-\mathcal{A}_*) := \{ \lambda \in \mathbb{C} ; \text{Re } \lambda = 0 \} \). Let us consider the homogeneous Cauchy problem
\[
\begin{cases}
\varphi_t + \mathcal{A}_* \varphi = 0, & t > 0 \\
\varphi(0) = \varphi_0
\end{cases}
\]
on \( L^2_{a}(\Omega) \times L^2_{a}(\Omega) \). Since \( -\mathcal{A}_* \) is the infinitesimal generator of an analytic semigroup on \( L^2_{a}(\Omega) \times L^2_{a}(\Omega) \), there exists for every \( \varphi_0 \in L^2_{a}(\Omega) \times L^2_{a}(\Omega) \) a unique solution
\[
\varphi \in C((0, \infty); L^2_{a}(\Omega) \times L^2_{a}(\Omega)) \cap C([0, \infty); L^2_{a}(\Omega) \times L^2_{a}(\Omega)).
\]
Recall that
\[
\mathcal{A}_* \varphi = \mathcal{A}_* \partial_t^4 \varphi, \quad \varphi \in H^4_{B,a}(\Omega) \times H^4_{B,a}(\Omega),
\]
where
and that we proved in Section 3 that \( A_* \) has two distinct positive eigenvalues \( 0 < \lambda_- < \lambda_+ \). Consequently we can diagonalise \( A_* \), i.e., there exists an invertible matrix \( U \) such that

\[
A_* = U^{-1} \operatorname{diag}(\lambda_-, \lambda_+) U. \tag{5.10}
\]

Setting \( \|v\|_U := \|Uv\|_{L^2(\Omega) \times L^2(\Omega)} \) defines an equivalent norm on \( L^2(\Omega) \times L^2(\Omega) \) and we will prove that there exists \( \kappa > 0 \) such that

\[
\|\varphi\|_U \leq e^{-\kappa t} \|\varphi_0\|_U. \tag{5.11}
\]

This strictly negative growth bound on the analytic semigroup generated by \( -A_* \) implies in turn that

\[
s(-A_*) := \sup \{ \Re \lambda | \lambda \in \sigma(-A_*) \} \leq -\kappa.
\]

Let \( \varphi \) be a solution to (5.9). In order to establish (5.11), we define \( \psi = U \varphi \) and note that (5.9) and (5.10) together imply that

\[
\begin{cases}
\psi_t + \operatorname{diag}(\lambda_-, \lambda_+) \partial^4_x \psi = 0, & t > 0 \\
\psi(0) = U\varphi_0.
\end{cases}
\]

Testing this equation with \( \psi \), integrating by parts twice and using the Neumann-type boundary conditions leads to

\[
\frac{1}{2} \frac{d}{dt} \|\psi\|_{L^2 \times L^2}^2 + \left( \operatorname{diag}(\lambda_-, \lambda_+) \psi_{xx} \partial_x \psi_{xx} \right)_{L^2 \times L^2} = 0.
\]

Using that \( \operatorname{diag}(\lambda_-, \lambda_+) \) is a symmetric, positive definite matrix, and applying the Poincaré inequality twice, we find that

\[
\frac{d}{dt} \|\psi\|_{L^2(\Omega) \times L^2(\Omega)}^2 \leq -2\kappa \|\psi\|_{L^2(\Omega) \times L^2(\Omega)}^2
\]

for some \( \kappa > 0 \). Inequality (5.11) now follows from \( \|\varphi\|_U = \|\psi\|_{L^2(\Omega) \times L^2(\Omega)} \). \( \square \)

**Proof of Theorem 5.4.** We verify the hypothesis of [4, Theorem 2.20]. To this end, we identify the Hilbert spaces

\[
Z = H^4_{\beta, a}(\Omega) \times H^4_{\beta, a}(\Omega) \hookrightarrow X = L^2_{\beta, a}(\Omega) \times L^2_{\beta, a}(\Omega),
\]

where the embedding is continuous. Moreover, we identify \( L = -A_* \), \( R = \mathcal{P}_* \), and consider the problem

\[
\begin{cases}
\frac{d\varphi}{dt} = L\varphi + R(\varphi), & t > 0 \\
\varphi(0) = u_0 - u_*,
\end{cases}
\]
on \( L_{2,a}(\Omega) \times L_{2,a}(\Omega) \), where we have \( \varphi(0) \in H^4_{B,a}(\Omega) \times H^4_{B,a}(\Omega) \). Applying [4, Theorem 2.20] requires that \( L \) and \( R \) satisfy the following properties [4, Hypotheses 2.1, 2.4 and Equ. (2.9)]:

\[
(H2.1.i) \quad L \in \mathcal{L}(H^4_{B,a}(\Omega) \times H^4_{B,a}(\Omega); L_{2,a}(\Omega) \times L_{2,a}(\Omega));
\]

\[
(H2.1.ii) \quad \text{for some} \ k \geq 2 \ \text{there exists a neighborhood} \ V \subset H^4_{B,a}(\Omega) \times H^4_{B,a}(\Omega) \ \text{of zero such that} \ R \in \mathcal{C}^k(V; L_{2,a}(\Omega) \times L_{2,a}(\Omega)) \ \text{and satisfies}
\]

\[
R(0) = 0 \quad \text{and} \quad DR(0) = 0;
\]

\[
(H2.4.i) \quad \text{there exists a positive constant} \ \kappa > 0 \ \text{such that}
\]

\[
\sigma_-(L) \subset \{ \lambda \in \mathbb{C}; \ \text{Re} \ \lambda \leq -\kappa \};
\]

\[
(H2.4.ii) \quad \sigma_0(L) \ \text{consists of finitely many eigenvalues with finite algebraic multiplicity};
\]

\[
(H2.9) \quad \text{there exist constants} \ \omega_0, C > 0 \ \text{such that for all} \ \omega \in \mathbb{R} \ \text{with} \ |\omega| \geq \omega_0, \ \text{we have that} \ i\omega \ \text{belongs to the resolvent set of} \ L \ \
\]

\[
\|(i\omega I - L)^{-1}\|(\mathcal{L}(X)) \leq \frac{C}{|\omega|};
\]

Observe that (H2.1.i), (H2.4.i) and (H2.4.ii) follow from Lemma 5.5. Furthermore, (H2.1.ii) is satisfied with the exception that we only have \( R \in \mathcal{C}^{p-1}(H^4_{B,a}(\Omega) \times H^4_{B,a}(\Omega); L_{2,a}(\Omega) \times L_{2,a}(\Omega)), p \geq 2 \). This is however sufficient for our purposes because it still holds that

\[
\sup_{||u||_Z} \frac{||R^\varepsilon(u)||_X}{\varepsilon} + \sup_{||u||_Z} \frac{||DR^\varepsilon(u)||_X}{\varepsilon} \to 0 \ \text{as} \ \varepsilon \to 0,
\]

where \( R^\varepsilon(u) = R(u)\chi_\varepsilon(||u||_Z) \) is a regularized version of \( R \) and \( \chi_\varepsilon \) is a smooth cut-off function that is equal to one on \([0,\varepsilon]\) and equal to zero on \([2\varepsilon, \infty)\). This allows us to perform the contraction argument for the underlying fixed point problem, cf. [5]. Finally, (H2.9) follows from the standard resolvent estimate for generators of analytic semigroups and Lemma 5.5.
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Appendix A: Auxiliary result

Lemma A.1. Let the polynomials \( p_{ij} \), \( 1 \leq i, j \leq 2 \) be as in (4.1) and \( A, B \in \mathbb{R} \). Then,

\[
\begin{align*}
  p_{22}(f,g)(A + B)^2 & + \left( p_{21}(f,g) + \frac{s}{ms} p_{12}(f,g) \right) A(A + B) + \frac{s}{ms} p_{11}(f,g) A^2 \\
  = \frac{1}{2\sqrt{ms}} f \left( s^{-} A + ms^{+} (A + B) \right) \left( \sqrt{ms^{+}} g(A + B) \right)^2 & + \frac{1}{12ms^{+}} f^3 \left( s^{-} A + ms^{+} (A + B) \right)^2 \\
  + \frac{s}{3\mu_0} g^3 (A + B)^2 
\end{align*}
\]
Proof. Simply inserting the definition of \( p_{ij} \), we have that
\[
p_{22}(f,g)(A + B)^2 + (p_{21}(f,g) + s_{m^+} p_{12}(f,g)) A(A + B) + s_{m^+} p_{11}(f,g) A^2
\]
\[
= \left( \frac{m^+}{3} f^3 + m^+ (g^2 + f^2 g) + \frac{s^+}{3\mu_0} g^3 \right) (A + B)^2 + \left( \frac{2s^+}{3} f^3 + s^+ f^2 g \right) A(A + B) + \left( \frac{s^+}{3m^+} f^3 A \right)^2
\]
Using the identities
\[
\frac{(s^+)^2}{m^+} f^3 A^2 + 2s^+ f^3 A (A + B) + m^+ f^3 (A + B)^2 = \frac{f^3}{m^+} (s^+ A + m^+ (A + B))^2
\]
and
\[
s^+ f^2 g A (A + B) + m^+ f^2 g (A + B)^2 = f^2 g (A + B) (s^+ A + m^+ (A + B))
\]
we obtain by completing the square
\[
p_{22}(f,g)(A + B)^2 + (p_{21}(f,g) + s_{m^+} p_{12}(f,g)) A(A + B) + s_{m^+} p_{11}(f,g) A^2
\]
\[
= \frac{1}{3m^+} f^3 (s^+ A + m^+ (A + B))^2 + f^2 g (A + B) (s^+ A + m^+ (A + B)) + m^+ f g^2 (A + B)^2
\]
\[
+ \frac{s^+}{3\mu_0} g^3 (A + B)^2
\]
\[
= f \left( \frac{1}{2\sqrt{m^+}} f (s^+ A + m^+ (A + B)) + \sqrt{m^+} g (A + B) \right)^2 + \frac{1}{12m^+} f^3 (s^+ A + m^+ (A + B))^2
\]
\[
+ \frac{s^+}{3\mu_0} g^3 (A + B)^2
\]
\[
\square
\]

Lemma A.2. Let the polynomials \( p_{ij}, 1 \leq i, j \leq 2 \) be as in (4.1). Then, there exists a constant \( c > 0 \), depending on the absolute value of \( X, Y, x, y \) such that
\[
|p_{i,j}(X,Y) - p_{i,j}(x,y)|^2 \leq c((X + Y) - (x + y))^2, \quad X, Y, x, y \in \mathbb{R}.
\]
and similarly
\[
||G||^{p+2} - |g|^{p+2}|^2 \leq c(G - g)^2
\]

Proof. Notice that \( p_{ij}(x,y) = \sum_{n=0}^{3} a_{n,ij} x^n y^{3-n} \), \( 1 \leq i, j \leq 2 \) are polynomials of order three. Here \( a_{n,ij} \in \mathbb{R} \) are the coefficients. Hence,
\[
|p_{i,j}(X,Y) - p_{i,j}(x,y)|^2 \leq 4 \sum_{n=0}^{3} |a_{n,ij} X^n Y^{3-n} - a_{n,ij} x^n y^{3-n}|^2
\]
\[
= 4 \sum_{n=0}^{3} |a_{n,ij} X^n (Y^{3-n} - y^{3-n}) + a_{n,ij} y^{3-n} (X^n - x^n)|^2
\]
\[
\leq c \sum_{n=1}^{3} \left( (Y^n - y^n)^2 + (X^n - x^n)^2 \right),
\]
where \( c = c(a_{n,ij}, |X|, |y|) > 0 \) is a constant depending on the coefficients \( a_{n,ij} \) and the absolute value of \( X, y \). In view of the elementary inequality
\[
a^r - b^r \leq ra^{r-1}(a - b), \quad \text{for} \quad a \geq b \geq 0, \quad r \geq 1,
\]
(A.1)
we deduce that there exists a constant \( C = C(a_{n,i}, |X|, |Y|, |x|, |y|) > 0 \) such that
\[
|p_{i,j}(X,Y) - p_{i,j}(x,y)|^2 \leq C((X-x)^2 + (Y-y)^2).
\]
Moreover, in view of (A.1) we have that
\[
\|G^{p+2} - |g|^{p+2}\|^2 \leq (p + 2)\max(|G^{p+1}, |g|^{p+1}) (G - g)^2,
\]
which proves the statement.

**Lemma A.3.** Let \( f, g \) be positive, then there exists \( \varepsilon > 0 \) such that
\[
\varepsilon \left(A^2 + (A + B)^2\right) \leq \frac{1}{12ms^+} f^3 (s^{-} A + ms^+ (A + B))^2 + \frac{s^+}{3\mu_0} g^3 (A + B)^2.
\]

**Proof.** Notice that
\[
(s^{-} A + ms^+ (A + B))^2 = |s^{-}|^2 A^2 + 2s^{-} ms^+ A(A + B) + |ms^+|^2 (A + B)^2
\geq |s^{-}|^2 A^2 + |ms^+|^2 (A + B)^2 - \frac{1}{1 + \delta} |s^{-}|^2 A^2 - (1 + \delta)|ms^+|^2 (A + B)^2
= \frac{\delta}{1 + \delta} |s^{-}|^2 A^2 - \delta|ms^+|^2 (A + B)^2
\]
for any \( \delta > 0 \). Choosing for instance \( \delta := \frac{2s^+}{\mu_0 f^3} \), then
\[
\frac{1}{12ms^+} f^3 (s^{-} A + ms^+ (A + B))^2 + \frac{s^+}{3\mu_0} g^3 (A + B)^2 \geq \frac{s^+}{6\mu_0} g^3 (A + B)^2 + \frac{|s^{-}|^2 f^3 g^3}{6ms^+ (\mu_0 f^3 + 2g^3)} A^2.
\]
and the assertion follows for
\[
\varepsilon = \min \left( \frac{s^+}{6\mu_0} g^3, \frac{|s^{-}|^2 f^3 g^3}{6ms^+ (\mu_0 f^3 + 2g^3)} \right).
\]

\( \square \)