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Abstract

We devise the first rigorous significance test for hyperuniformity with sensitive results, even for a single sample. Our starting point is a detailed study of the empirical Fourier transform of a stationary point process on \( \mathbb{R}^d \). For large system sizes, we derive the asymptotic covariances and prove a multivariate central limit theorem (CLT). The scattering intensity is then used as the standard estimator of the structure factor. The above CLT holds for a preferably large class of point processes, and whenever this is the case, the scattering intensity satisfies a multivariate limit theorem as well. Hence, we can use the likelihood ratio principle to test for hyperuniformity. Remarkably, the asymptotic distribution of the resulting test statistic is universal under the null hypothesis of hyperuniformity. We obtain its explicit form from simulations with very high accuracy. The novel test precisely keeps a nominal significance level for hyperuniform models, and it rejects non-hyperuniform examples with high power even in borderline cases. Moreover, it does so given only a single sample with a practically relevant system size.
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1 Introduction

Disordered hyperuniform point patterns are characterized by an anomalous suppression of density fluctuations on large scales [39]. They can be both isotropic like a liquid and homogeneous like a crystal. In that sense, they represent a new state of matter, and they have attracted a quickly growing attention in physics [41, 13, 39, 35, 31, 43, 37], biology [26, 25], material science [9, 45, 16], and probability theory [14, 15, 32, 8, 33], to name just a few examples. What has, however, been missing so far is a statistical test
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that, for a given point pattern, can reliably assess the hypothesis of hyperuniformity. This lack inevitably entails the risk of ambiguous findings.

Hyperuniformity of a stationary point process is a second order property, and it can be defined in either real or Fourier space. In the former case, a point process is said to be hyperuniform if, in the limit of large window sizes, the variance of the number of points in an observation window grows more slowly than the volume of the window. An alternative definition is that the so-called structure factor (see [18] and (2.8)) vanishes for small wave vectors. The structure factor is essentially the Fourier transform of the reduced pair correlation function, which is a key concept of the theory of point processes [10, 34].

Both of these definitions allow for ad hoc tests of hyperuniformity based on heuristic principles, and such tests have so far been used in the applied literature. A straightforward approach is to estimate the variance of the number of points as a function of the window size, see, e.g., [12, 37]. However, such a real space sampling requires heuristic rules that avoid a significant overlap between sampling windows [29, 40]. While a rigorous test of hyperuniformity could be defined using independent samples for each observation window, such a procedure would require millions of samples [40], which is unrealistic for practical applications.

An alternative approach is to extrapolate the structure factor in the limit of small wave vectors [12, 1, 31]. The usual heuristic approach consists in using a least-squares fit that does not account for the non-negativity of the structure factor and hence does not result in a rigorous significance test. This inconsistency is avoided in a recent preprint [23] that provides a detailed comparison of different estimators of the structure factor. However, similar to the real space sampling outlined above, also this hypothesis test comes at the price of requiring an independent sample for each data point.

In this paper, we overcome the limitations of previous ad hoc methods by exploiting detailed distributional properties of the empirical Fourier transform. More specifically, we consider point processes whose estimated structure factor satisfies a multivariate limit theorem. We expect that this limit theorem holds for a preferably large class of point processes. This assumption is corroborated by our Theorem 4.1 and by [4, Theorem 1]. Moreover, we support our hypothesis by extensive simulations of several point processes. By working in an asymptotic setting, we introduce a rigorous likelihood ratio test that sensitively distinguishes a hyperuniform from a non-hyperuniform sample for practically relevant models and parameters. The necessary approximations hold in the limit of large sample sizes, which is a natural requirement for the study of a long-range property such as hyperuniformity. Notably, high-precision simulations demonstrate that these approximations are accurate even for a moderate system size of about a 1000 points per sample.

To highlight how difficult it can be to distinguish a hyperuniform point pattern from a non-hyperuniform one by eye, Figure 1 is illustrative. The left hand figure shows a realization of a (non-hyperuniform) Matérn III process close to saturation [10]. While this process exhibits a high degree of local order, it possesses Poisson-like long-range density fluctuations that are incompatible with hyperuniformity. In juxtaposition, the right hand figure illustrates a hyperuniform process. To construct this sample, we first simulated a stealthy hyperuniform point pattern [39] and then perturbed each point — independently of each other — according to a Gaussian distribution. Both processes have been simulated on the flat torus. The subtle difference in the long-range order of the two samples is clearly
detected by the novel test statistic. This statistic takes a value larger than 300 for the non-hyperuniform sample, i.e., it strongly exceeds the critical value of 2.39, which corresponds to a nominal significance level of 5%. In contrast, the test statistic attains the value 0.04 for the hyperuniform sample. This fact clearly demonstrates a striking sensitivity of our test for hyperuniformity.

In the following, we summarize our results and relate them to the relevant literature. In Section 2, we introduce a few key concepts from the theory of stationary point processes, and we define hyperuniformity. Following the classical reference [6] (see also the recent survey [23]), Section 3 introduces the empirical Fourier transform of a point process, defined in terms of a rather general taper function. Proposition 3.3 provides the asymptotic covariance structure of this transform. At least implicitly, the special case \( d = 1 \) has been dealt with in [6]. Even though this structure might be considered part of the folklore in spatial statistics, we are not aware of a rigorously proved result for a general dimension. A related paper is [19], where the authors study bias and variance of kernel estimators of the asymptotic variance. In Section 4, we establish a multivariate central limit theorem (CLT) for the empirical Fourier transform (see Theorem 4.1), thus extending a result of [6] to general dimensions. And as in [6] we do so under an assumption on the reduced factorial cumulant measures. Our proof does also benefit from the classical source [22], where the authors adopt a similar hypothesis to establish a related CLT; see also [21] for a more recent contribution to the asymptotic normality of kernel estimators of correlation functions. We illustrate our result with Poisson cluster and \( \alpha \)-determinantal processes.

In what follows, we use the empirical scattering intensity (2.13) as a well-established estimator of the structure factor; see [39]. Section 5 discusses its multivariate asymptotic behavior for different wave vectors and for large system sizes. It will be seen that the resulting limit distribution is made up of exponential random variables which are independent for different wave vectors (Proposition 5.4). This crucial result requires the
underlying point process to satisfy the multivariate central limit theorem (5.2). On the theoretical side, this assumption is supported by our Theorem 4.1 and by [4, Theorem 1]; see Remark 5.3. Moreover, we have simulated six models (two of which are hyperuniform) across the first three dimensions. In each of these cases we observed the theoretically predicted behavior over up to six orders of magnitude already for small system sizes of about 1000 points. Hence, our simulations indicate a fast speed of convergence, so that the asymptotic distribution is attained with high accuracy at practically relevant system sizes.

In Section 6, we abandon the background of point processes and adopt the asymptotic setting of Proposition 5.4. By taking a quadratic parametrization (2.9) of the structure factor, we obtain a statistical model with only two parameters $s$ and $t$ (say). This additional approximation and simplification can be justified by taking sufficiently large system sizes. Hyperuniformity is then characterized by the equation $s = 0$, which defines our null hypothesis $H_0$. Next we introduce maximum likelihood estimators (MLEs) $\hat{t}_0$ of $t$ under the null hypothesis and $(\hat{s}, \hat{t}_1)$ of $(s, t)$ for the full model, respectively. Under $H_0$, the estimator $\hat{t}_0$ of $t$, when applied to random data, is unbiased and consistent. For finite system sizes, it follows an exact gamma distribution. Under the full model we observe that, asymptotically, the distribution of $\hat{s}$ equals a mixture of the Dirac distribution in 0 and a gamma distribution, while $\hat{t}_1$ follows a gamma distribution. In particular the distribution of $\hat{s}$ has an atom in 0. These findings are based on numerical solutions for the likelihood equations and on extensive simulations.

In Section 7, we introduce our likelihood ratio test. Working in the asymptotic and parametric setting of Section 6, we consider the ratio of the maximum likelihood of the data under the hypothesis and the corresponding maximum likelihood over the full parameter space. The resulting test statistic is twice the negative logarithm of this ratio. Analytically, the asymptotic distribution of this test statistic seems to be out of reach. Again we have run extensive simulations to obtain this distribution with high accuracy. Under the hypothesis, this limit distribution is a mixture of an atom at 0 (inherited from the atom of $\hat{s}$) and a gamma distribution, and it turns out that it does already apply for rather moderate system sizes. Moreover, we show rigorously that this limit distribution does not depend on the actual value of the parameter $t$. Therefore we obtain a significance test for hyperuniformity which can conveniently be used to spatial point patterns occurring in applications.

In Section 8 we apply our test to independent thinnings of the matching process from [32]; see also Example (v) in Section 5. The introduction of a thinning parameter is a convenient way of tuning the parameter $s$. The hyperuniform case $s = 0$ arises in the limit case of no thinning. It turns out that the asymptotic distribution of the test statistic applies extremely well to this point process. Remarkably, it does so for only one sample with moderately large system size. We apply our test with a nominal significance level of 0.05 for different values of the parameter $s$. If $s = 0$ the test keeps this nominal level very well. Already for $s = 10^{-3}$ and a system size of $L = 150$ the test rejects hyperuniformity in almost all cases. Even for $s = 10^{-4}$, which is an order of magnitude smaller than typical non-hyperuniform models (see [39, 31]), the rejection rate increases dramatically with growing systems size; see Table 1 for more details.

We finish the paper with some remarks on the principles underlying our test, and we also formulate some interesting further problems and tasks.
2 Preliminaries

We first introduce some point process terminology, most of which can be found in Chapters 8 and 9 from [34]. We work on $\mathbb{R}^d$, $d \geq 1$, equipped with the Borel $\sigma$-field $\mathcal{B}^d$, and Lebesgue measure $\lambda_d$. Let $\mathcal{B}_b^d$ be the bounded elements of $\mathcal{B}^d$, and write $\mathbb{N}$ for the system of locally finite subsets of $\mathbb{R}^d$. For $\mu \in \mathbb{N}$ and $B \subset \mathbb{R}^d$ we denote by $\mu(B)$ the cardinality of $\mu \cap B$. By definition, we have $\mu(B) \in \mathbb{N}_0$ for each $B \in \mathcal{B}_b^d$. Let $\mathcal{N}$ be the smallest $\sigma$-field on $\mathbb{N}$ that renders the mappings $\mu \mapsto \mu(B)$ measurable for each $B \in \mathcal{B}^d$.

A (simple) point process is a random element $\eta$ of $(\mathbb{N}, \mathcal{N})$, defined on some fixed probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with associated expectation operator $\mathbb{E}$. The process is called stationary if the distribution of $\eta + x := \{y + x : y \in \eta\}$ does not depend on $x \in \mathbb{R}^d$. In this case $\gamma := \mathbb{E}\eta([0, 1]^d)$ is called the intensity or – in the terminology of physics – the number density of $\eta$. By Campbell’s formula,

$$\mathbb{E} \sum_{x \in \eta} f(x) = \gamma \int f(x) \, dx \quad (2.1)$$

for each measurable function $f : \mathbb{R}^d \to [0, \infty)$. Here and in what follows, each unspecified integral is over the full domain.

We consider a stationary point process $\eta$ with positive and finite intensity $\gamma$. We assume that $\eta$ is locally square integrable, i.e., $\mathbb{E}\eta(B)^2 < \infty$ for each $B \in \mathcal{B}_b^d$. The reduced second factorial moment measure $\alpha_2^l$ of $\eta$ is defined by the formula

$$\alpha_2^l(\cdot) := \mathbb{E} \sum_{x, y \in \eta} \mathbbm{1}_{\{x \in [0, 1]^d, y - x \in \cdot\}}.$$

Here, the superscript $\neq$ indicates summation over pairs with different components, and $\mathbbm{1}_{\cdot}$ stands for the indicator function. Notice that $\alpha_2^l$ is a locally finite measure on $\mathbb{R}^d$, which is invariant under reflections at the origin and satisfies the equation

$$\mathbb{E} \sum_{x, y \in \eta} \mathbbm{1}_{\{x, y \in \cdot\}} = \iint \mathbbm{1}_{\{x + y \in \cdot\}} \alpha_2^l(dy) \, dx \quad (2.2)$$

Quite often the measure $\alpha_2^l$ has a density (w.r.t. Lebesgue measure), which gives

$$\alpha_2^l(dy) = \gamma^2 g_2(y) \, dy,$$

where $g_2 : \mathbb{R}^d \to [0, \infty)$ is the so-called pair correlation function of $\eta$. This function is measurable and locally integrable, and it can be assumed to satisfy $g_2(x) = g_2(-x)$ for each $x \in \mathbb{R}^d$. Given $B \in \mathcal{B}^d$, it follows from (2.2) that

$$\mathbb{E}\eta(B)^2 = \gamma \lambda_d(B) + \iint \mathbbm{1}_{\{x \in B, x + y \in B\}} \, dx \, \alpha_2^l(dy);$$

see [34, (4.25) and (8.8)]. If $B$ is bounded, then the variance of $\eta(B)$ is

$$\text{Var} \eta(B) = \gamma \lambda_d(B) + \int \lambda_d(B \cap (B + y)) \, \alpha_2^l(dy) - \gamma^2 \lambda_d(B)^2.$$
Since $\int \lambda_d(B \cap (B + y)) \, dy = \lambda_d(B)^2$, an alternative representation is

$$\Var \eta(B) = \gamma \lambda_d(B) + \int \lambda_d(B \cap (B + y)) \beta_2^1(dy), \quad (2.3)$$

where the signed measure $\beta_2^1$ is given by

$$\beta_2^1 := \alpha_2^1 - \gamma^2 \lambda_d. \quad (2.4)$$

In accordance with [5, Chapter 9], we call $\beta_2^1$ the covariance measure of $\eta$. In fact, the measure $\beta_2^1$ is the second reduced factorial cumulant measure of $\eta$, which is a special case of a locally finite measure $\beta_m^1$ defined in (4.6) for each integer $m \geq 2$. The covariance measure is only defined on the system of bounded Borel sets of $\mathbb{R}^d$. The restriction $\beta_2^1(B \cap \cdot)$ of $\beta_2^1$ onto a bounded Borel subset $B$ of $\mathbb{R}^d$ is a finite signed measure and hence can be written as the difference of two orthogonal finite measures. In this way, we can define the total variation measure $|\beta_2^1|$, first on $B$, and then by consistency on each Borel set. The result is a locally finite measure on $\mathbb{R}^d$. If $\eta$ has a pair correlation function $g_2$, then

$$\beta_2^1(dx) = \gamma^2 (g_2(x) - 1) \, dx$$

and

$$|\beta_2^1|(dx) = \gamma^2 |g_2(x) - 1| \, dx.$$ 

In Sections 3 and 4 we shall assume that

$$|\beta_2^1|(\mathbb{R}^d) < \infty. \quad (2.5)$$

Let $W \subset \mathbb{R}^d$ be a convex compact set with non-empty interior. For each $y \in \mathbb{R}^d$ we have $\lim_{r \to \infty} \lambda_d(rW)^{-1} \lambda_d(rW \cap (rW + y)) = 1$. If (2.5) holds, we therefore obtain from (2.3) and dominated convergence that

$$\lim_{r \to \infty} \frac{\Var \eta(rW)}{\lambda_d(rW)} = \gamma + \gamma^2 \beta_2^1(\mathbb{R}^d). \quad (2.6)$$

The point process $\eta$ is said to be hyperuniform w.r.t. $W$ if

$$\lim_{r \to \infty} \frac{\Var \eta(rW)}{\lambda_d(rW)} = 0.$$ 

If this convergence holds with $W$ given by the unit ball $B_1 := \{x \in \mathbb{R}^d : \|x\| \leq 1\}$, where $\|\cdot\|$ denotes the Euclidean norm, then we just say that $\eta$ is hyperuniform [41, 39]. If (2.5) holds, then (2.6) shows that hyperuniformity is equivalent to

$$\gamma \beta_2^1(\mathbb{R}^d) = -1. \quad (2.7)$$

In this paragraph we assume that (2.5) holds. Writing $i$ for the imaginary unit and $\langle \cdot, \cdot \rangle$ for the inner product on $\mathbb{R}^d \times \mathbb{R}^d$, the structure factor $S$ of $\eta$ is the function on $\mathbb{R}^d$ defined by

$$S(k) := 1 + \frac{1}{\gamma} \int e^{-i(k,x)} \beta_2^1(dx), \quad k \in \mathbb{R}^d. \quad (2.8)$$
This definition is justified by assumption (2.5). If \( \eta \) has a pair correlation function, then the structure factor is given by

\[
S(k) = 1 + \gamma \int e^{-i(k,x)}(g_2(x) - 1) \, dx, \quad k \in \mathbb{R}^d,
\]

which means that \( \gamma^{-1}(S - 1) \) is the Fourier transform of \( g_2 - 1 \). In the general case, \( \gamma^{-1}(S - 1) \) is the Fourier transform of the covariance measure. Since \( \beta_2^c \) is invariant with respect to reflections, the function \( S \) is real-valued, and we have \( S(k) = S(-k) \) for each \( k \in \mathbb{R}^d \). Hyperuniformity is equivalent to

\[
S(0) = 0.
\]

Notice that the symbol 0 stands for the origin in \( \mathbb{R}^d \) for each \( d \geq 1 \) and thus in particular for the real number zero. The specific meaning will always be clear from the context.

Assuming that there exists an isotropic pair correlation function satisfying

\[
\int \|x\|^2 |g_2(x) - 1| \, dx < \infty,
\]

we can write

\[
S(k) = s + t\|k\|^2 + o(\|k\|^2), \quad \text{as } k \to 0. \tag{2.9}
\]

In the important special case of a perturbed lattice, assumption (2.5) is not satisfied; see e.g. [30]. In order to define the structure factor also in such cases, we assume that

\[
\beta_2^d = \beta_2^c + \beta_2^d, \tag{2.10}
\]

where \( \beta_2^c \) and \( \beta_2^d \) are signed measures with the following properties. The measure \( \beta_2^c \) is the difference of two signed positive semidefinite measures (see [2, Section 1.4]) of finite total variation. As for \( \beta_2^d \), we suppose that there exists a lattice \( \mathbb{L} \subset \mathbb{R}^d \) and a probability measure \( Q \) on \( \mathbb{R}^d \) such that

\[
\beta_2^d = \sum_{q \in \mathbb{L}} \int \int 1\{q + x - y \in \cdot\} \, Q(dx) \, Q(dy) - \lambda_d. \tag{2.11}
\]

Under these assumptions, we can define the structure factor by (2.8) with \( \beta_2^c \) instead of \( \beta_2^d \). If (2.9) holds, hyperuniformity is still equivalent to \( S(0) = 0 \). This claim can be proved with the Fourier methods from [2]. For the perturbed lattice, \( Q \) is the distribution of the perturbation, and (2.9) holds provided that \( \int \|x\| \, Q(dx) < \infty \). More generally, we can replace (2.11) by

\[
\beta_2^d = \sum_{q \in \mathbb{L}} \int \int 1\{q + x \in \cdot\} \, Q'(dx) - \lambda_d, \tag{2.12}
\]

where \( Q' \) is a positive semidefinite probability measure.

Assuming that (2.9) holds, we will test the hypothesis \( S(0) = 0 \) (i.e., hyperuniformity) using the empirical scattering intensity

\[
S_r(k) := \frac{1}{\eta(W_r)} \left| \sum_{x \in \eta \cap W_r} e^{-i(k,x)} - 1\{k = 0\} \gamma r^d \right|^2, \quad k \in \mathbb{R}^d, \tag{2.13}
\]

where \( 0^{-1} := 0 \) and \( W_r \) is a cube centered at 0 with side length \( r > 0 \).
3 Asymptotic covariance structure

In this section we assume that
\[ \int (1 + \|x\|) |\beta_2'(x)| \, dx < \infty, \] (3.1)
which strengthens (2.5).

We fix a bounded and measurable function \( h: \mathbb{R}^d \to [0, \infty) \) satisfying
\[ M_1(h) < \infty, \] (3.2)
where
\[ M_j(h) := \int h(x)^j \, dx, \quad j = 1, 2. \]
Since \( h \) is bounded, we also have \( M_2(h) < \infty \). For \( r > 0 \) set \( h_r(x) := h(x/r) \) and note that \( \int h_r(x)^j \, dx = M_j(h) r^d \) for \( j \in \{1, 2\} \). We assume that
\[ \lim_{r \to \infty} \frac{1}{r^d} \int h_r(x)^2 e^{i\langle k, x \rangle} \, dx = 0, \quad k \in \mathbb{R}^d \setminus \{0\}. \] (3.3)
We further suppose that there is a set \( A_h \subset \mathbb{R}^d \setminus \{0\} \) such that \( A_h = -A_h \) and
\[ \lim_{r \to \infty} \frac{1}{r^{d/2}} \int h_r(x) e^{i\langle k, x \rangle} \, dx = 0, \quad k \in A_h. \] (3.4)
Finally, we assume that there exist \( a, b > 0 \) such that
\[ \int |h(x + y) - h(x)| \, dx \leq a1\{\|y\| \leq b\}\|y\| + a1\{\|y\| > b\}, \quad y \in \mathbb{R}^d. \] (3.5)

**Example 3.1.** Let \( B_r \subset \mathbb{R}^d \) denote the closed ball with radius \( r \), centered at the origin, and let \( r_d > 0 \) be such that \( \kappa_d r_d^d = 1 \), where \( \kappa_d (= \pi^{d/2}/\Gamma(1 + d/2)) \) is the volume of a ball with radius 1 and \( \Gamma(\cdot) \) denotes the Gamma function. Let \( h \) be the indicator function of \( B_{r_d} \). Then \( M_1(h) = M_2(h) = 1 \), and \( h_r \) is the indicator function of a ball with radius \( rr_d \). As for (3.4), we need a classical fact regarding the Fourier transform of the indicator function of a ball; see e.g. [17, Section B.5]. For each \( r > 0 \) we have
\[ \int_{B_r} e^{i\langle k, x \rangle} \, dx = \left( \frac{2\pi r}{\|k\|} \right)^{d/2} J_{d/2}(\|k\| r), \quad k \in \mathbb{R}^d \setminus \{0\}, \]
where, for \( a > -1/2 \), the Bessel function of the first kind \( J_a: [0, \infty) \to \mathbb{R} \) is given by
\[ J_a(t) := \sum_{m=0}^{\infty} \frac{(-1)^m}{m! \Gamma(m + a + 1)} \left( \frac{t}{2} \right)^{2m+a}, \quad t \geq 0. \]
Since \( \lim_{t \to \infty} J_a(t) = 0 \) (see [17, Section B.8]), we obtain (3.3) and (3.4) for \( A_h := \mathbb{R}^d \setminus \{0\} \).
To check (3.5), put \( a_+ := \max(0, a) \) for \( a \in \mathbb{R} \) and note that for each \( y \in \mathbb{R}^d \)
\[
\int 1\{x \in B_{rd}, x + y \notin B_{rd}\} \, dx \\
\leq 1\{|y| \leq rd\} \int 1\{x \in B_{rd} \setminus B_{(rd-|y|)+}\} \, dx + 1\{|y| > rd\}.
\]
The first term can be bounded by
\[
1\{|y| \leq rd\} \left( \kappa_d r_d^d - \kappa_d (rd - |y|)^d \right) \leq 1\{|y| \leq rd\} \sum_{j=0}^{d-1} c_j r_d^d |y|^{d-j} \\
\leq 1\{|y| \leq rd\} \sum_{j=0}^{d-1} c_j r_d^{d-j-1}
\]
for some positive constants \( c_0, \ldots, c_{d-1} \). Since the same bound applies to
\[
\int 1\{x \notin B_{rd}, x + y \in B_{rd}\} \, dx = \int 1\{x - y \notin B_{rd}, x \in B_{rd}\} \, dx,
\]
(3.5) follows.

**Example 3.2.** Assume that \( h \) is the indicator function of the unit cube \( W_1 := [-1/2, 1/2]^d \), centered at the origin. Then \( M_1(h) = M_2(h) = 1 \), and \( h_r \) is the indicator function of the cube \( W_r := [-r/2, r/2]^d \). An easy calculation gives
\[
\int_{W_r} e^{ikx} \, dx = \prod_{j=1}^d \frac{2}{k_j} \sin \frac{k_j r}{2}, \quad k = (k_1, \ldots, k_d) \in \mathbb{R}^d,
\]
where we set \( \sin st/st := t \) for \( s = 0 \). Hence (3.3) holds, while (3.4) is valid with \( A(h) \) given by
\[
A(\square) := \left\{ x \in \mathbb{R}^d : \sum_{i=1}^d 1\{|x_i| > 0\} \geq \frac{d}{2} \right\}. \tag{3.6}
\]
If \( d = 2 \), then \( A(\square) = \mathbb{R}^2 \setminus \{0\} \). Relation (3.5) can be checked as in Example 3.1. We leave this check to the reader.

Similarly as in [6] we define for each \( r > 0 \) a random function \( T_r \) on \( \mathbb{R}^d \) by
\[
T_r(k) := \frac{1}{r^{d/2}} \sum_{x \in \eta} h_r(x) e^{-i\langle k, x \rangle} - 1\{k = 0\} M_1(h) r^{d/2}, \quad k \in \mathbb{R}^d. \tag{3.7}
\]
In the language of point process theory, \( T_r(k) \) is a linear function of \( \eta \). Note that \( T_r(-k) \) equals the conjugate \( \overline{T_r(k)} \) of \( T_r(k) \). In the case of Example 3.2, \( T_r \) is closely related to the scattering intensity (2.13). In this connection, the function \( h \) figuring in (3.2) is called a taper function; see [6]. In physics, the variables (3.7) are known as collective coordinates; see [42]. From Campbell’s formula (2.1) and (3.4) we obtain
\[
\lim_{r \to \infty} \mathbb{E} T_r(k) = 0, \quad k \in \mathbb{R}^d. \tag{3.8}
\]
In fact, if \( k = 0 \) then \( \mathbb{E} T_r(k) = 0 \) for each \( r > 0 \). The following result provides the asymptotic behavior of the covariances of the functionals \( T_r \).
Proposition 3.3. Let \( k, \ell \in A_h \cup \{0\} \). Then
\[
\lim_{r \to \infty} \mathbb{E} T_r(k) T_r(\ell) = 1 \{k = \ell\} \gamma M_2(h) S(k). \tag{3.9}
\]

Proof. Let \( k, \ell \in A_h \cup \{0\} \). We first assume that \( k \neq 0 \) and \( \ell \neq 0 \). Then
\[
\mathbb{E} T_r(k) T_r(\ell) = \frac{1}{r^d} \mathbb{E} \left[ \sum_{x,y \in \eta} h_r(x) h_r(y) e^{-i(k,x) e^{i(\ell,y)}} \right]
= \frac{1}{r^d} \mathbb{E} \left[ \sum_{x \in \eta} h_r(x)^2 e^{-i(k,x) e^{i(\ell,x)}} \right] + \frac{1}{r^d} \mathbb{E} \left[ \sum_{x,y \in \eta, x \neq y} h_r(x) h_r(y) e^{-i(k,x) e^{i(\ell,y)}} \right].
\]
By Campbell’s formula (2.1) and (2.2) this means that
\[
\mathbb{E} T_r(k) T_r(\ell) = \frac{\gamma}{r^d} \int h_r(x)^2 e^{i(\ell-k,x)} \, dx
+ \frac{1}{r^d} \iint h_r(x) h_r(x+y) e^{-i(k,x) e^{i(\ell,x+y)}} \, dx \alpha_2^l(dy)
=: C_1(r) + C_2(r), \tag{3.10}
\]
say. By (3.3) we have
\[
\lim_{r \to \infty} C_1(r) = \gamma M_2(h) 1 \{k = \ell\}.
\]
Assumption (3.4) shows that
\[
\lim_{r \to \infty} C_2(r) = \lim_{r \to \infty} C_2'(r),
\]
where
\[
C_2'(r) := \frac{1}{r^d} \iint h_r(x) h_r(x+y) e^{-i(k,x) e^{i(\ell,x+y)}} \, dx \beta_2^l(dy).
\]
We have
\[
C_2''(r) = \frac{1}{r^d} \iint h_r(x) h_r(x+y) e^{i(\ell-k,x)} e^{i(\ell,y)} \, dx \beta_2^l(dy)
= \frac{1}{r^d} \iint h_r(x)^2 e^{i(\ell-k,x)} e^{i(\ell,y)} \, dx \beta_2^l(dy)
+ \frac{1}{r^d} \iint h_r(x)(h_r(x+y) - h_r(x)) e^{i(\ell-k,x)} e^{i(\ell,y)} \, dx \beta_2^l(dy)
=: D_1(r) + D_2(r),
\]
say. Furthermore,
\[
D_1(r) = \frac{1}{r^d} \int h_r(x)^2 e^{i(\ell-k,x)} \, dx \int e^{i(\ell,y)} \beta_2^l(dy).
\]
If \( k = \ell \) then this expression equals
\[
M_2(h) \int e^{i(k,y)} \beta_2^l(dy) = M_2(h) \gamma^{-1}(S(k) - 1).
\]
From (3.3), we otherwise obtain $D_1(r) \to 0$ as $r \to \infty$.

We now show that $D_2(r) \to 0$ as $r \to \infty$. Let $c > 0$ be an upper bound of $|h|$. Then, using (3.5), we have

$$|D_2(r)| \leq \frac{c}{r^d} \iint |h_r(x + y) - h_r(x)|\, dx |\beta_2^1|\, (dy)$$

$$= c \iint |h(x + r^{-1}y) - h_r(x)|\, dx |\beta_2^1|\, (dy)$$

$$\leq c \alpha \int |y| |\beta_2^1|\, (dy) + \gamma^2 \int 1\{||y|| > rb\} |\beta_2^1|\, (dy).$$

By (3.1) and (2.5) this upper bound tends to zero as $r \to \infty$.

It remains to deal with the case $k = 0$. If $k = 0$ then

$$\mathbb{E}T_r(0)T_r(\ell) = \frac{1}{r^d} \mathbb{E} \left[ \sum_{y \in \eta} h_r(y) \sum_{x \in \eta} h_r(x)e^{-i(\ell,x)} \right] - M_1(h) \gamma \mathbb{E} \left[ \sum_{x \in \eta} h_r(x)e^{-i(\ell,x)} \right]$$

$$= \frac{\gamma}{r^d} \int h_r(x)^2e^{-i(\ell,x)}\, dx + \frac{1}{r^d} \iint e^{-i(\ell,x)} h_r(x) h_r(x + y)\, dx \alpha_2^1(\, dy)$$

$$- M_1(h) \gamma^2 \int h_r(x)e^{-i(\ell,x)}\, dx.$$

Since $\int h_r(x + y)\, dy = M_1(h)r^d$, $x \in \mathbb{R}^d$, we obtain

$$\mathbb{E}T_r(0)T_r(\ell) = \frac{\gamma}{r^d} \int h_r(x)^2e^{-i(\ell,x)}\, dx + \frac{1}{r^d} \iint e^{-i(\ell,x)} h_r(x) h_r(x + y)\, dx \beta_2^1(\, dy).$$

If $\ell = 0$, the first term equals $\gamma M_2(h)$. Otherwise, it tends to zero by (3.3). Similarly as before we write the second term as

$$\frac{1}{r^d} \beta_2^1(\mathbb{R}^d) \int e^{-i(\ell,x)} h_r(x)^2\, dx + \frac{1}{r^d} \iint e^{-i(\ell,x)} h_r(x)(h_r(x + y) - h_r(x))\, dx \beta_2^1(\, dy).$$

Here, the second term tends to $0$ as $r \to \infty$, and so does the first if $\ell \neq 0$. If $\ell = 0$ the first term equals $M_2(h)\beta_2^1(\mathbb{R}^d) = M_2(h)\gamma^{-1}(S(0) - 1)$.

Later we shall use the following non-asymptotic result.

**Corollary 3.4.** Let $r > 0$ and $k \in \mathbb{R}^d \setminus \{0\}$. Then

$$\mathbb{E}|T_r(k)|^2 = \gamma M_2(h)S(k) + \frac{1}{r^d} \iint h_r(x)(h_r(x + y) - h_r(x))e^{i(k,y)}\, dx \beta_2^1(\, dy)$$

$$+ \frac{\gamma^2}{r^d} \left| \int h_r(x)e^{-i(k,x)}\, dx \right|^2. \quad (3.11)$$

**Proof.** By (3.10),

$$\mathbb{E}|T_r(k)|^2 = \gamma M_2(h) + \frac{1}{r^d} \iint h_r(x)h_r(x + y)e^{i(k,y)}\, dx \alpha_2^1(\, dy),$$
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which in view of (2.4) can be written as
\[ E|T_r(k)|^2 = \gamma M_2(h) + A_r + B_r, \]
where
\[ A_r := \frac{1}{r^d} \int \int h_r(x)h_r(x+y)e^{i(k,y)} \, dx \, \beta_2(dy), \]
\[ B_r := \frac{\gamma^2}{r^d} \int \int h_r(x)h_r(x+y)e^{-i(k,y)} \, dx \, dy. \]

Since \( e^{i(k,y)} = e^{i(k,x)}e^{-i(k,x+y)} \), \( B_r \) equals the third term on the right-hand side of (3.11). Moreover, we have
\[ A_r = M_2(h) \int e^{i(k,y)} \beta_2^2(dy) + \frac{1}{r^d} \int \int h_r(x)(h_r(x+y)-h_r(x))e^{i(k,y)} \, dx \, \beta_2(dy), \]
which concludes the proof. \( \Box \)

For \( k \in \mathbb{R}^d \) and \( r > 0 \) we denote by \( T_{r,1}(k) \) the real part and by \( T_{r,2}(k) \) the imaginary part of \( T_r(k) \) and define
\[ \sigma_{m,n}(k,\ell) := \lim_{r \to \infty} E T_{r,m}(k) T_{r,n}(\ell), \quad m,n \in \{1,2\}, \, k,\ell \in \mathbb{R}^d. \]

Let \( \mathbb{R}^d \subset \mathbb{R}^d \) satisfy \( |\mathbb{R}^d \cap \{k,-k\}| = 1 \) for each \( k \in \mathbb{R}^d \), where \( |A| \) stands for the cardinality of a set \( A \).

**Corollary 3.5.** Let \( k,\ell \in (A_h \cup \{0\}) \cap \mathbb{R}^d \). We then have
\[ \sigma_{m,n}(k,\ell) = 1\{m = n, k = \ell\} \frac{\gamma M_2(h)S(k)}{2}, \quad m,n \in \{1,2\}, \, k,\ell \in \mathbb{R}^d. \]  

**Proof.** By (3.9),
\[ \sigma_{1,1}(k,k) + \sigma_{2,2}(k,k) = \gamma M_2(h)S(k). \]

If we apply (3.9) with \( \ell = -k \) and use \( T_r(-k) = \overline{T_r(k)} \), it follows that
\[ \sigma_{1,1}(k,k) - \sigma_{2,2}(k,k) = \sigma_{1,2}(k,k) + \sigma_{2,1}(k,k) = 0. \]

Hence, (3.12) is proved for \( k = \ell \). Assume now that \( k,\ell \in \mathbb{R}^d \) with \( k \neq \ell \). Then we can apply (3.9) with \( \ell \) and \( -\ell \) to obtain \( \sigma_{m,n}(k,\ell) = 0 \) for all \( m,n \in \{1,2\} \). \( \Box \)

### 4 A central limit theorem

In this section, let \( \eta \) be a stationary point process \( \eta \) with intensity \( \gamma \) satisfying
\[ \mathbb{E}\eta(B)^m < \infty \]
for each bounded Borel set \( B \subset \mathbb{R}^d \) and each \( m \in \mathbb{N} \). We let \( h \) and \( A_h \) be as in the previous section. Let \( Z_k, k \in \mathbb{R}^d \), be independent centered \( \mathbb{C} \)-valued normally distributed random
variables. The components of $Z_k$ are assumed to be independent and to have variance $\gamma M_2(h)S(k)/2$. Here and in the sequel, a normally distributed random variable with variance $0$ is almost surely constant. Putting $\mathbb{R}^{(d)} := (A_h \cup \{0\}) \cap \mathbb{R}^d$, we are interested in the multivariate central limit theorem

$$
(T_r(k_1), \ldots, T_r(k_n)) \xrightarrow{\text{d}} (Z_{k_1}, \ldots, Z_{k_n}), \quad \text{as } r \to \infty, k_1, \ldots, k_n \in \mathbb{R}^{(d)}, \tag{4.2}
$$

where $\xrightarrow{\text{d}}$ denotes convergence in distribution. In the case $d = 1$, Brillinger (see [6, Theorem 4.2]) proved that this convergence holds under a suitable assumption on the so-called (reduced) cumulant measures of $\eta$. We shall extend Theorem 4.2 of [6] to general dimensions.

To state our result, we introduce some concepts from the theory of point processes (see, e.g. [11]). For each integer $m$, the $m$-th factorial moment measure of $\eta$ is the measure on $(\mathbb{R}^d)^m$, defined by

$$
\alpha_m(\cdot) := \mathbb{E} \sum_{x_1, \ldots, x_m \in \eta} \mathbf{1}\{(x_1, \ldots, x_m) \in \cdot\}.
$$

Here, $\neq$ indicates summation over $m$-tuples with pairwise different entries. By assumption (4.1), $\alpha_m(B) < \infty$ for each bounded Borel set $B \subset (\mathbb{R}^d)^m$. If $\alpha_m$ has a density $\rho_m$ (w.r.t. Lebesgue measure on $(\mathbb{R}^d)^m$), then $\rho_m$ is said to be the $m$-th correlation function of $\eta$. For $j \in [m] := \{1, \ldots, m\}$ we denote by $\Pi_{m,j}$ the system of all partitions $\pi$ of $[m]$ whose cardinality $|\pi|$ equals $j$. The $m$-th factorial cumulant measure $\beta_m$ of $\eta$ is the signed measure on $(\mathbb{R}^d)^m$, given by

$$
\beta_m(B_1 \times \cdots \times B_m) := \sum_{j=1}^{m} (-1)^{j-1} (j-1)! \sum_{\pi \in \Pi_{m,j}} \prod_{I \in \pi} \alpha_{|I|}(\times_{i \in I} B_i) \quad \tag{4.3}
$$

for bounded Borel sets $B_1, \ldots, B_m \subset \mathbb{R}^d$. Note that $\beta_m$ is only defined on bounded Borel sets of $(\mathbb{R}^d)^m$. An equivalent definition is

$$
\beta_m(B_1 \times \cdots \times B_m) = \frac{\partial^m}{\partial u_1 \cdots \partial u_m} \log G\left(1 + \sum_{j=1}^{m} u_j 1_{B_j}\right) \bigg|_{u_1=\cdots=u_m=0}, \quad \tag{4.4}
$$

where each of the partial derivatives is to be taken from the left. Here, the generating functional $G$ of $\eta$ is given by

$$
G(f) := \mathbb{E} \prod_{x \in \eta} f(x)
$$

for each measurable function $f : \mathbb{R}^d \to [0, \infty)$. For instance, we have $\beta_1(dx) = \gamma dx$ and

$$
\beta_2(d(x, y)) = \alpha_2(d(x, y)) - \gamma^2 dx dy. \quad \tag{4.5}
$$

A density of $\beta_m$ (if existing) is called $m$-th cumulant density or $m$-th truncated correlation function of $\eta$. 
Assume that \( m \geq 2 \). Since \( \eta \) is stationary, \( \beta_m \) is invariant under joint shifts, and there exists a locally finite signed measure \( \beta'_m \) on \((\mathbb{R}^d)^{m-1}\) satisfying

\[
\beta_m(\cdot) = \int \mathbf{1}\{(x, x_1 + x, \ldots, x_{m-1} + x) \in \cdot \} \beta'_m(d(x_1, \ldots, x_{m-1})) \, dx. \tag{4.6}
\]

If \( m = 2 \), then (4.5) shows that (4.6) is in accordance with (2.4). By [11, Proposition 12.6.IV], the measure \( \beta'_2 \) is symmetric under reflection at the origin. As in the case \( m = 2 \) we can introduce the total variation measure \( |\beta'_m| \) of \( \beta'_m \), which is a locally finite measure on \((\mathbb{R}^d)^{m-1}\).

The key assumption in this section is

\[
\int (1 + \|x_1\|) |\beta'_m|(d(x_1, \ldots, x_{m-1})) < \infty \tag{4.7}
\]

for each \( m \geq 2 \). This condition is a direct generalization of assumption (2.14) in [6] to general dimensions and stronger than Brillinger mixing. The latter notion requires that \( |\beta'_m|((\mathbb{R}^d)^{m-1}) < \infty \) for each \( m \geq 2 \); see [22]. If \( m = 2 \) then assumption (4.7) boils down to our previous assumption (3.1).

**Theorem 4.1.** Let \( \eta \) be a stationary point process satisfying (4.1) and (4.7). Then the multivariate central limit theorem (4.2) holds.

**Proof.** We adapt well-known methods to our setting; see e.g. [6, 22] and the references therein. Let \( m \in \mathbb{N} \), and let \( X_1, \ldots, X_m \) be complex-valued random variables such that \( \mathbb{E}|X_j|^m < \infty \) for each \( j \in [m] \). Then the (joint) cumulant of these random variables is defined by

\[
\text{Cum}(X_1, \ldots, X_m) = \sum_{\sigma \in \Pi_m} (-1)^{\sigma} (|\sigma| - 1)! \prod_{I \in \sigma} \mathbb{E} \prod_{i \in I} X_i. \tag{4.8}
\]

For real-valued random variables (4.8) is not the definition but rather a fundamental property; see e.g. [38, Proposition 3.2.1]. As in [6], however, we use (4.8) as a natural multilinear extension of the cumulant to random vectors with complex-valued components. Formula (4.8) can be inverted according to

\[
\mathbb{E}X_1 \cdots X_m = \sum_{\sigma \in \Pi_m} \prod_{I \in \sigma} \text{Cum}((X_j)_{j \in I}). \tag{4.9}
\]

For any measurable function \( f : \mathbb{R}^d \to \mathbb{C} \) we put

\[
\eta(f) := \sum_{x \in \eta} f(x).
\]

Let \( m \in \mathbb{N} \) and \( f_1, \ldots, f_m : \mathbb{R}^d \to \mathbb{C} \) be measurable and bounded functions that vanish outside some bounded set. For \( I \subset [m] \) we define \( f_I : \mathbb{R}^d \to \mathbb{C} \) by \( f_I(x) := \prod_{i \in I} f_i(x) \), \( x \in \mathbb{R}^d \). Using (4.8) and arguing as in the proof of [22, Lemma 1], one can show that

\[
\text{Cum}(\eta(f_1), \ldots, \eta(f_m)) = \sum_{n=1}^m \sum_{\sigma \in \Pi_{m,n}} \int \prod_{p=1}^n f_{\rho_p(\sigma)}(x_p) \beta_n(d(x_1, \ldots, x_n)), \tag{4.10}
\]
where we write $\sigma = \{I_1(\sigma), \ldots, I_n(\sigma)\}$ for $\sigma \in \Pi_{m,n}$. For the benefit of the reader, and since the argument applies to point processes on a general state space, we give the idea of the proof. Let $I \subset [m]$, and let $\Pi_I$ be the set of all partitions of $I$. Then it is not hard to see (see [11, Exercise 5.4.5]) that

$$\mathbb{E} \prod_{i \in I} \eta(f_i) = \sum_{\pi \in \Pi_I} \int \prod_{J \in \pi} f_j(x_J) \alpha_{|\pi|}(d(x_J)_{J \in \pi}).$$

Inserting this expression into (4.8) yields

$$\text{Cum}(\eta(f_1), \ldots, \eta(f_m)) = \sum_{\sigma \in \Pi_m} (-1)^{|\sigma|-1} |\sigma|! \prod_{I \in \sigma} \sum_{\pi \in \Pi_I} \int \prod_{J \in \pi} f_j(x_J) \alpha_{|\pi|}(d(x_J)_{J \in \pi}).$$

We now write the product over $I \in \sigma$ as a sum over $\pi_1 \in \Pi_{I_1(\sigma)}$, $\ldots$, $\pi_{|\sigma|} \in \Pi_{I_{|\sigma|}(\sigma)}$ and then swap the summation with that over $\sigma$. This swap results in a sum over $\pi \in \Pi_m$, followed by a sum over $\sigma \in \Pi_\pi$. Finally, we can use definition (4.3) with $\pi$ instead of $[m]$.

We now take $m \geq 3$ and $k_1, \ldots, k_m \in \mathbb{R}^d$, and we fix $r > 0$. If we apply (4.10) with the functions $f_j := h_r e^{-i(k_j \cdot \cdot x)}$, $j \in [m]$, the right-hand side of (4.10), say $A(r)$, turns out to be

$$A(r) = \sum_{n=1}^{m} \sum_{\sigma \in \Pi_{m,n}} \int \prod_{j \in I_1(\sigma)} h_r(x_J) e^{-i(k_J \cdot x)} \prod_{p=2}^{n} \prod_{j \in I_p(\sigma)} h_r(x_J) e^{-i(k_J \cdot x)} \beta_n(d(x_J), \ldots, x_{n-1})) dx$$

$$= \sum_{n=1}^{m} \sum_{\sigma \in \Pi_{m,n}} \int e^{-i(k' \cdot x)} h_r(x_{I_1(\sigma)}) \prod_{p=2}^{n} \prod_{j \in I_p(\sigma)} h_r(x_J) e^{-i(k_J \cdot x)} \beta_n(d(x_J), \ldots, x_{n})) dx,$$

where the term for $n = 1$ has to be interpreted appropriately. If $a_1, b_1, \ldots, a_m, b_m \in \mathbb{R}$ are bounded in absolute value by $c > 1$, then, by the triangle inequality,

$$\left| \prod_{j=1}^{m} a_j - \prod_{j=1}^{m} b_j \right| \leq \sum_{j=1}^{m} c^{m-j} |a_j - b_j| \leq mc^{m-1} \sum_{j=1}^{m} |a_j - b_j|.$$ 

If $c$ is an upper bound of $|h|$, setting $c' := m^2 c^{m-1}$ gives

$$\left| h_r(x_{I_1(\sigma)}) \prod_{p=2}^{n} h_r(x_J) - h_r(x)^m \right| \leq mc^{m-1} \sum_{p=2}^{n} |I_p(\sigma)||h_r(x_J)| - h_r(x)|$$

$$\leq c' \sum_{p=2}^{n} |h_r(x_J)| - h_r(x)|$$
for each $\sigma \in \Pi_{m,n}$. It follows that $A(r) = A_1(r) + A_2(r)$, where

$$A_1(r) := \sum_{n=1}^{m} \sum_{\sigma \in \Pi_{m,n}} \int \int e^{-i(k \cdot x)} h_r(x)^m \prod_{p=2}^{n} \prod_{j \in I_p(\sigma)} e^{-i(k_j \cdot x_p)} \beta_n^j(d(x_2, \ldots, x_n)) \, dx,$$

and $A_2(r)$ satisfies

$$|A_2(r)| \leq c' \sum_{n=2}^{m} \sum_{p=2}^{n} \int |h_r(x_p + x) - h_r(x)| \, dx |\beta_n^j|(d(x_2, \ldots, x_n))$$

$$= c' r^d \sum_{n=2}^{m} \sum_{p=2}^{n} \int |h(r^{-1} x_p + x) - h(x)| \, dx |\beta_n^j|(d(x_2, \ldots, x_n)). \tag{4.11}$$

By assumption (4.7), and since $\int f(x)^m \, dx < \infty$, we have

$$|A_1(r)| \leq c'' r^d, \quad r > 0, \tag{4.12}$$

for some $c'' > 0$. Invoking assumption (3.5) we obtain from (4.11)

$$|A_2(r)| \leq ac' r^{d-1} \sum_{n=2}^{m} \sum_{p=2}^{n} \int \|x_p\| |\beta_n^j|(d(x_2, \ldots, x_n))$$

$$+ ac' r^d \sum_{n=2}^{m} \sum_{p=2}^{n} \int 1\{\|x_p\| > rb\} |\beta_n^j|(d(x_2, \ldots, x_n))$$

$$= ac' r^{d-1} \sum_{n=2}^{m} (n-1) \int \|x_2\| |\beta_n^j|(d(x_2, \ldots, x_n))$$

$$+ ac' \sum_{n=2}^{m} (n-1) r^d \int 1\{\|x_2\| > rb\} |\beta_n^j|(d(x_2, \ldots, x_n)).$$

In view of assumption (4.7) the integrals on the above right-hand side are finite, so that (4.12) holds with $A_2(r)$ instead of $A_1(r)$. Since $T_r(k_j) = r^{-d/2} \eta(f_j)$, and since the cumulant is homogeneous in each variable and invariant under deterministic translations if $m \geq 2$ (only relevant if one of the $k_j$ equals 0), it follows that

$$\lim_{r \to \infty} \text{Cum} \left( T_r(k_1), \ldots, T_r(k_m) \right) = 0, \quad k_1, \ldots, k_m \in \mathbb{R}^d, \quad m \geq 3. \tag{4.13}$$

Recall that $T_{r,1}(k)$ denotes the real part and $T_{r,2}(k)$ the imaginary part of $T_r(k)$. Abbreviate $(X'_j, Y'_j, Z'_j) \equiv (T_{r,1}(k_j), T_{r,2}(k_j), T_r(k_j))$. By multilinearity of the cumulant, $\text{Cum}(X'_1, Z'_2, \ldots, Z'_m)$ and $\text{Cum}(Y'_1, Z'_2, \ldots, Z'_m)$ are linear functions of $\text{Cum}(Z'_1, \ldots, Z'_m)$ and $\text{Cum}(Z'_1, Z'_2, \ldots, Z'_m)$. Let $W_j \in \{X'_j, Y'_j\}$ for $j \in [m]$. By induction, it follows that $\text{Cum}(W_1, \ldots, W_{m})$ is a linear function of the cumulants $\text{Cum}(V_1, \ldots, V_{m})$ where $V_j \in \{Z'_j, Z'_j\}$. Since we can apply (4.13) with $k'_j$ instead of $k_j$, where $k'_j \in \{k_1, -k_1, \ldots, k_m, -k_m\}$, and since $T_r(-k_j) = T_r(k_j)$, we obtain

$$\lim_{r \to \infty} \text{Cum} \left( Z_r(k_1), \ldots, Z_r(k_m) \right) = 0, \quad k_1, \ldots, k_m \in \mathbb{R}^d, \quad m \geq 3. \tag{4.14}$$
where $Z_r(k_j) \in \{T_{r,1}(k), T_{r,2}(k) : \ell \in [m]\}$ for each $j \in [m]$.

After these preliminaries we now turn to the proof of (4.2). Take $n \in \mathbb{N}$, pairwise distinct $k_1, \ldots, k_n \in \mathbb{R}^d$ and real numbers $a_1, b_1, \ldots, a_n, b_n$. By the Cramér–Wold device we need to show that

$$Z_r := \sum_{j=1}^{n} (a_j T_{r,1}(k_j) + b_j T_{r,2}(k_j)) \xrightarrow{d} \sum_{j=1}^{n} (a_j X_j + b_j Y_j), \quad \text{as } r \to \infty.$$ 

Here, $X_1, Y_1, \ldots, X_n, Y_n$ are independent and normally distributed random variables with mean 0 and variances $\gamma M_2(h) S(k_1)/2, \ldots, \gamma S(k_n)/2$. To do so, we use the method of moments (see, e.g., [3, Section 30]). By (4.8) and (4.9), cumulants and moments are in a (polynomial) one-to-one correspondence, and so one can also prove convergence in distribution by showing the convergence of cumulants. Indeed, for $m \in \mathbb{N}$ the $m$-th cumulant of $C_m(Z_r)$ is defined by $C_m(Z_r) := \langle Z_r, \ldots, Z_r \rangle$, where $Z_r$ occurs $m$ times. It follows from (4.14) and multilinearity that

$$\lim_{r \to \infty} C_m(Z_r) = 0, \quad m \geq 3.$$ 

From (3.12) we conclude

$$\lim_{r \to \infty} \text{Var}(Z_r) = \frac{\gamma}{2} \sum_{j=1}^{n} (a_j^2 + b_j^2) M_2(h) S(k_j),$$

which is the variance of $\sum_{j=1}^{n} (a_j X_j + b_j Y_j)$. It remains to recall (3.8) for the convergence of the first moments.

We conclude the section with two examples of stationary point processes satisfying assumption (4.7).

**Example 4.2.** Suppose that $\eta$ is a stationary Poisson cluster process as in [34, Exercise 8.2]; see also [11, Proposition 12.1.V]. We let $Q$ denote the cluster distribution relative to the cluster center (a probability measure on $\mathbb{N}$), and we assume that

$$\int \mu(R^d)^m Q(d\mu) < \infty, \quad m \in \mathbb{N}. \quad (4.15)$$

Let $\gamma_0$ be the intensity of the underlying stationary Poisson process, and let $\chi$ be a point process with distribution $Q$. From [34, Exercise 5.6] or [11, Proposition 12.1.V], it follows that

$$\log G(1 + f) = \gamma_0 \sum_{n=1}^{\infty} \frac{1}{n!} \int \left[ \mathbb{E} \sum_{1 \leq x_1, \ldots, x_n \in \chi} f(x_1 + x) \cdots f(x_n + x) \right] dx$$

for each measurable function $f : \mathbb{R}^d \to [-1, \infty)$. Denoting by $\alpha_n^Q$, $n \in \mathbb{N}$, the factorial moment measures of $\chi$, we have

$$\log G(1 + f) = \gamma_0 \sum_{n=1}^{\infty} \frac{1}{n!} \int \left[ \int f(x_1 + x) \cdots f(x_n + x) \alpha_n^Q(d(x_1, \ldots, x_n)) \right] dx.$$
It thus follows from (4.4) that the factorial cumulant measures of $\eta$ are given by

$$\beta_n(\cdot) = \int \mathbf{1}\{ (x_1 + x, \ldots, x_n + x) \in \cdot \} \alpha_n^Q(\text{d}(x_1, \ldots, x_n)) \text{d}x, \quad n \geq 2.$$ 

Therefore, the reduced factorial cumulant measures of $\eta$ take the form

$$\beta_n^r(\cdot) = \int \mathbf{1}\{ (x_2 - x_1, \ldots, x_n - x_1) \in \cdot \} \alpha_n^Q(\text{d}(x_1, \ldots, x_n)), \quad n \geq 2.$$ 

These measures are non-negative, and assumption (4.15) yields $\beta_n^r((\mathbb{R}^d)^{n-1}) < \infty$. If, for instance, the points $X_{n,1}, \ldots, X_{n,n}$ of $\chi$ are conditionally on $\chi(\mathbb{R}^d) = n$ independent and identically distributed, and if $\mathbb{E}\|X_{n,2} - X_{n,1}\| \leq c$ for some $c$ which does not depend on $n$, then (4.15) and a simple calculation show that $\int \|x_1\| \beta_n^r(\text{d}(x_1, \ldots, x_{n-1}))$ is finite.

Let $K: \mathbb{R}^d \to \mathbb{C}$ be continuous and positive semi-definite. Fix $\alpha \geq -1$, and assume that $\eta$ is an $\alpha$-determinantal process with kernel $K$. The latter notion means that the $n$-th correlation functions of $\eta$ are given by

$$\rho_n(x_1, \ldots, x_n) = \sum_{\pi \in \Sigma_n} \alpha^{n-\#\pi} \prod_{j=1}^n K(x_j, x_{\pi(j)}), \quad x_1, \ldots, x_n \in \mathbb{R}^d, \quad (4.16)$$

where $\Sigma_n$ is the set of all permutations of $[n]$, and $\#\pi$ is the number of cycles of $\pi \in \Sigma_n$. In particular, $\rho_1(x) = K(x, x)$ and

$$\rho_2(x, y) = K(x, x)K(y, y) + \alpha|K(x, y)|^2, \quad (4.17)$$

where we have used that $K(y, x) = \overline{K(x, y)}$. The existence of $\eta$ is a non-trivial issue, and it can only be guaranteed for specific values of $\alpha$ and some additional requirements for $K$; see [7, 36]. Under our assumptions, the correlation functions (4.16) determine the distribution of $\eta$. If we additionally suppose $\eta$ to be stationary, then $K(x, x)$ does not depend on $x \in \mathbb{R}^d$ (almost everywhere w.r.t. Lebesgue measure), and it equals the intensity $\gamma$ of $\eta$. Moreover, since $\rho_2(x, y) = \rho_2(0, y - x) = \rho_2(0, x - y)$, (4.17) implies

$$|K(x, y)| = |K(0, y - x)| = |K(0, x - y)|. \quad (4.18)$$

If $K(0, 0) > 0$, then it follows from (4.17) that the pair correlation function of $\eta$ can be chosen as

$$g_2(x) = 1 + \alpha \frac{|K(0, x)|^2}{|K(0, 0)|^2}, \quad x \in \mathbb{R}^d.$$ 

If $\alpha = -1$, then $\eta$ is called determinantal. Assuming $\int |K(0, x)|^2 \, \text{d}x < \infty$, hyperuniformity (2.7) means that

$$\int |K(0, x)|^2 \, \text{d}x = K(0, 0). \quad (4.19)$$

Thanks to a result in [20] we can provide the following simple (and rather weak) condition on $K$ that implies (4.7).
Proposition 4.3. Let $K : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{C}$ be as above, and assume in addition that $K$ is bounded. Let $\alpha \geq -1$. If $\eta$ is stationary and $\alpha$-determinantal with kernel $K$ satisfying
\[
\int \|x\| |K(0, x)| \, dx < \infty,
\] (4.20) then (4.7) holds.

Proof. Since $K(0, \cdot)$ is continuous, it is bounded on $\{x \in \mathbb{R}^d : \|x\| \leq 1\}$. Hence (4.20) implies
\[
\int |K(0, x)| \, dx < \infty.
\] (4.21)

Let $m \geq 2$. We now follow the proof of [20, Theorem 2], where it was shown (under slightly stronger assumptions on $K$) that $|\beta^1_m|^{(\mathbb{R}^d)^{m-1}} < \infty$. By [20, Theorem 1], $\beta^1_m$ has density
\[
\kappa_m(x_1, \ldots, x_{m-1}) := \alpha^{m-1} \sum_{\pi \in \Sigma_m} K(0, x_{\pi(1)}) K(x_{\pi(1)}, x_{\pi(2)}) \cdots K(x_{\pi(m-2)}, x_{\pi(m-1)}) K(x_{\pi(m-1)}, 0).
\]
Writing $K_0(x) := |K(0, x)|$, the translation invariance (4.18) and the triangle inequality yield
\[
\int \|x_1\| |\beta^1_m| (d(x_1, \ldots, x_{m-1}) = \int \|x_1\| |\kappa_m(x_1, \ldots, x_{m-1})| \, d(x_1, \ldots, x_{m-1})
\leq (m - 1)! \int \|x_1\| K_0(x_1) K_0(x_{m-1}) \prod_{j=2}^{m-1} K_0(x_j - x_{j-1}) \, d(x_1, \ldots, x_{m-1})
\leq (m - 1)! \int \|x_1\| (K_0(x_1)^2 + K(x_{m-1})^2) \prod_{j=2}^{m-1} K_0(x_j - x_{j-1}) \, d(x_1, \ldots, x_{m-1}).
\]

We have
\[
\int \|x_1\| K_0(x_1)^2 \prod_{j=2}^{m-1} K_0(x_j - x_{j-1}) \, d(x_1, \ldots, x_{m-1})
= \left( \int K_0(x) \, dx \right)^{m-2} \int \|x_1\| K_0(x_1)^2 \, dx_1.
\]
By assumption, $|K_0|$ is bounded by some constant $c > 0$. Therefore, (4.20) and (4.21) show that the latter term is finite. We further have
\[
\int \|x_1\| K_0(x_{m-1})^2 \prod_{j=2}^{m-1} K_0(x_j - x_{j-1}) \, d(x_1, \ldots, x_{m-1})
= \int \|x_1 + \cdots + x_{m-1}\| K_0(x_{m-1})^2 \prod_{j=2}^{m-1} K_0(x_j) \, d(x_1, \ldots, x_{m-1}).
\]
The latter integral can be bounded by

$$(m - 1)c \int \|x\| \prod_{j=1}^{m-1} K_0(x_j) \, d(x_1, \ldots, x_{m-1}),$$

which is finite as well. Similarly (but quicker) one can prove that $|\beta_m^1| \cdot ((\mathbb{R}^d)^{m-1} < \infty$. □

**Example 4.4.** Assume that $d = 2$, and that the kernel $K$ is given by

$$K(x, y) := \pi^{-1} \exp \left[ xy - |x|^2/2 - |y|^2/2 \right],$$

where we regard $x, y$ as complex numbers. Let $\eta$ be a Ginibre process, that is a determinantal process with kernel $K$, see e.g. [24]. It can be easily shown that the correlation functions (4.16) are invariant under joint shifts, so that $\eta$ is stationary. We have $K(0, 0) = \pi^{-1}$ and

$$|K(x, y)|^2 = \pi^{-2} e^{-|x-y|^2}, \quad x, y \in \mathbb{C}.$$

Therefore (4.19) holds and $\eta$ is hyperuniform. Furthermore, assumption (4.7) is satisfied.

**5 Asymptotic behavior of the scattering intensity**

As before $\eta$ is a stationary, locally square integrable point process on $\mathbb{R}^d$ with a well-defined structure factor. From now on we also assume that $\eta$ is ergodic; see [34, Chapter 8]. In this section, attention is on the scattering intensity (2.13). If we fix the cubic taper function $h$ from Example 3.2, we can write (2.13) according to

$$S_r(k) = \frac{r^d}{\eta(W_r)} |T_r(k)|^2, \quad k \in \mathbb{R}^d,$$

(5.1)

where $T_r(k)$ is defined by (3.7). If (3.1) is satisfied, then Proposition 3.3 shows that $\lim_{r \to \infty} \mathbb{E}|T_r(k)|^2 = \gamma S(k)$ for $k \in A_\square \cup \{0\}$, where $A_\square$ is given in (3.6).

To control the asymptotic behavior of $S_r(k)$ we introduce the following definition. Let $Z_k$, $k \in \mathbb{R}^d \setminus \{0\}$, be independent centered $\mathbb{C}$-valued normally distributed random variables. The components of $Z_k$ are assumed to be independent and to have variance $\gamma S(k)/2$. We call $\eta$ good if the following holds for each integer $n$ and each choice of distinct $k_1, \ldots, k_n \in \mathbb{R}^d$. If $H_j: (0, \infty) \to \mathbb{N}^d$, $j \in \{1, \ldots, n\}$, satisfy $2\pi H_j(r)/r \to k_j$ as $r \to \infty$, then

$$\left( T_r\left( \frac{2\pi H_1(r)}{r} \right), \ldots, T_r\left( \frac{2\pi H_n(r)}{r} \right) \right) \xrightarrow{d} (Z_{k_1}, \ldots, Z_{k_n}), \quad \text{as } r \to \infty. \quad (5.2)$$

**Remark 5.1.** Let $r > 0$ and $k = (k_1, \ldots, k_d) \in \mathbb{R}^d \setminus \{0\}$. In the current situation, and assuming (3.1), it follows from Corollary 3.4 and a simple calculation that

$$\mathbb{E}|T_r(k)|^2 = \gamma S(k) + f_r(k) + \frac{\gamma}{r^d} \left| \prod_{j=1}^{d} \int_{-r/2}^{r/2} e^{-ik_j s} \, ds \right|^2,$$

(5.3)
where
\[ f_r(k) := \frac{1}{r^d} \int \int h_r(x)(h_r(x + y) - h_r(x))e^{i(k,y)} \, dx \beta_2'(dy). \]

By the arguments in the proof of Proposition 3.3,
\[ \sup_{k \in \mathbb{R}^d \setminus \{0\}} |f_r(k)| \to 0, \quad \text{as } r \to \infty. \]

If \( k_j = 2\pi n/r \) for some \( j \in [d] \) and \( n \in \mathbb{N} \) then the last term on the right-hand side of (5.3) vanishes. Putting \( A_r := \{ k \in \mathbb{R}^d : k_j = 2\pi n/r \text{ for some } j \in [d] \text{ and } n \geq 1 \} \), we thus have
\[ \sup_{k \in A_r} |\gamma^{-1} \mathbb{E}[T_r(k)]^2 - S(k)| \to 0, \quad \text{as } r \to \infty. \]

On the other hand, we may choose \( k_j \equiv k_j(r) = \pi/r \) for each \( j \in [d] \). Then, for each \( \varepsilon > 0 \), (5.3) yields
\[ \sup_{k \in \mathbb{R}^d \setminus \{0\}, ||k|| \leq \varepsilon} |\gamma^{-1} \mathbb{E}[T_r(k)]^2 - S(k)| \to \infty, \quad \text{as } r \to \infty. \]

These two facts explain the special choice of the wave vectors in (5.2), which is commonly used in the physics literature [39, 18]; see also [23] for a recent mathematical discussion.

**Remark 5.2.** If \( \eta \) satisfies the assumptions of Theorem 4.1, then \( \eta \) is good. This claim can be verified by checking the proofs of this theorem and Proposition 3.3 in the special case that \( h \) is the indicator of the unit cube. Indeed, by the choice of the wave vectors \( 2\pi H_1(r)/r \) in (5.2), assumption (3.4) is not required anymore.

**Remark 5.3.** We believe that the good point processes form a rather large class. Suitable mixing conditions provide a possible alternative to the assumptions of Theorem 4.1. Indeed, given our results in Section 3, one might apply [4, Theorem 1]. We do not go into further details.

Let \( E_k, k \in \mathbb{R}^d \setminus \{0\} \), be independent exponentially distributed random variables with mean \( S(k) \). (If \( S(k) = 0 \) then \( E_k = 0 \) almost surely.) The following property of good point processes is crucial for our test. It shows that the scattering intensities (2.13) are asymptotically independent exponentially distributed random variables.

**Proposition 5.4.** Assume that \( \eta \) is good. Let \( n \in \mathbb{N} \) and \( k_1, \ldots, k_n \in \mathbb{R}^d \setminus \{0\} \) be pairwise distinct. Suppose that \( H_j: (0, \infty) \to \mathbb{N}^d, j \in \{1, \ldots, n\} \), satisfy \( 2\pi H_j(r)/r \to k_j \) as \( r \to \infty \). Then
\[ \left( \mathbb{S}_r\left(\frac{2\pi H_1(r)}{r}\right), \ldots, \mathbb{S}_r\left(\frac{2\pi H_n(r)}{r}\right) \right) \overset{d}{\longrightarrow} (E_{k_1}, \ldots, E_{k_n}) \quad \text{as } r \to \infty. \]

**Proof.** Recall equation (5.1). By the spatial ergodic theorem for point processes (see [27, Corollary 10.19] or [34, Theorem 8.14]), we have \( r^{-d} \eta(W_r) \to \gamma \) almost surely as \( r \to \infty \). Since \( \eta \) is good, the continuous mapping theorem (see [27, Theorem 4.27]) yields
\[ \left( \mathbb{S}_r\left(\frac{2\pi H_1(r)}{r}\right), \ldots, \mathbb{S}_r\left(\frac{2\pi H_n(r)}{r}\right) \right) \overset{d}{\longrightarrow} (\gamma^{-1}|Z_{k_1}|^2, \ldots, \gamma^{-1}|Z_{k_n}|^2) \quad \text{as } r \to \infty. \]
The random variables $|Z_k|^2, \ldots, |Z_n|^2$ are independent. Let $X,Y$ be independent standard normal random variables. Writing $\overset{d}{=} \text{ for equality in distribution, we then have}$

$$Z_k \overset{d}{=} \frac{\sqrt{\gamma S(k)}}{\sqrt{2}} (X + iY).$$

Hence

$$\frac{1}{\gamma} |Z_k|^2 \overset{d}{=} S(k) \left( X^2 + Y^2 \right).$$

It is well-known that $X^2 + Y^2$ has an exponential distribution with mean 2, which concludes the proof.

To support and to complement the claims made in Remark 5.3, we have simulated some typical non-hyperuniform and hyperuniform point processes. These are:

(i) The stationary Poisson process; see [34].

(ii) A specific Poisson cluster process (see also Example 4.2), which is characterized by the following properties. We start from a realization of a homogeneous Poisson point process, and each of the points defines the center of a cluster. The clusters, which are independent and identically distributed, are centered at these “parent points”, and they are made up of a Poisson number of points (“children”) that follow a centered normal distribution in $\mathbb{R}^d$ with unit covariance matrix (and wrapped up on the torus). The final point process, which includes only the children and not the parents, is also known as the (modified) Thomas process. Here, we set the mean number of points per cluster to 10.

(iii) A random adsorption process (RSA) process close to saturation; see [44]. Realizations of this process are obtained by placing spheres randomly and sequentially into space subject to a nonoverlap constraint. We use the simulation procedure from [44] but condition the simulation on a fixed number of points per sample and hence on a fixed volume fraction of the non-overlapping spheres. These volume fractions are 74.7% if $d = 1$, 54.7% if $d = 2$ and 38.4% for the case $d = 3$. Of course, the spheres are intervals if $d = 1$ and disks if $d = 2$.

(iv) The uniformly randomized (stationarized) lattice (URL), see [30]. The points of a stationarized lattice are shifted independently of each other within each unit cell of the corresponding lattice point.

(v) Matching of the lattice $\mathbb{Z}^d$ with a Poisson process of intensity $\alpha > 1$ [32]. The matched Poisson points form a hyperuniform point process. Here we choose $\alpha = 3.0$.

The processes figuring in (i)-(iii) are non-hyperuniform, while those given in (iv) and (v) exhibit hyperuniformity. In the last two models, we stationarize the lattice, i.e., we shift the lattice by a random vector that is uniformly distributed in the cube $[0, 1)^d$. Remarkably, for each of these cases the asymptotic exponential distribution of the scattering intensity is attained with astonishingly high accuracy already at relatively small system sizes (see below).
Remark 5.5. The processes figuring in (i), (ii) and (iv) satisfy our general assumption (2.5) and, as discussed in Remark 4.2, even the stronger assumption (4.7) holds in each of these cases. The same applies to the RSA process given in (iii), even though the literature might not hitherto have a formal proof. A perturbed lattice satisfies (2.11) but, as a rule, not (2.5). In order that a perturbed lattice satisfies (2.5), some specific choice of the perturbation is required, a property that is shared by the URL; for more details, see \cite{30}. For the matching process (2.5) does not hold, at least not in the stationary version used here. And probably (2.12) is not true either. Nevertheless, the structure factor is well-defined for each wave vector outside the reciprocal lattice of $\mathbb{Z}^d$. From \cite[Proposition 8.1]{32} it follows that the (stationarized) matching process has a pair correlation function $g_2$. However, we expect $|g_2 - 1|$ to have an infinite integral, so that (2.5) fails. Still we suppose the structure factor to be well-defined outside the reciprocal lattice of $\mathbb{Z}^d$.

The above point processes have been simulated for each of the dimensions $d \in \{1, 2, 3\}$ at unit intensity $\gamma = 1$ using periodic boundary conditions, i.e., on the flat torus. Based on these simulations, we computed the scattering intensity $S_r(k)$ defined in (2.13) for a variety of wave vectors (see below). Since the theoretical distribution function of $S_r(k)$ is not accessible, we generated one million independent point patterns per model as well as per dimension and for each of the wave vectors considered. Letting $\overline{S}_r(k)$ denote the arithmetic mean of the $10^6$ realizations of $S_r(k)$, we computed the empirical distribution function $F_{r,k}$ (say) of the $10^6$ realizations of $S_r(k)/\overline{S}_r(k)$. This means that, for each $z > 0$, $F_{r,k}(z)$ is the relative frequency of the $10^6$ realizations of $S_r(k)/\overline{S}_r(k)$ that are less than or equal to $z$. In Figure 2 we display the complementary empirical distribution function $\overline{F}_{r,k} := 1 - F_{r,k}$, and we shortly put $\overline{F} = \overline{F}_{r,k}$.

The observation window is the cube $[0, L)^d$, where $L$ is the common notation for the system size in the applied literature. In our previous notation it corresponds to $r$. As a rule we have chosen the number density 1, corresponding to an expected number $L^d$ of points in $[0, L)^d$. Remarkably, we used relatively small system sizes. More precisely, the expected number of points per sample is 1000 if $d = 1$, 1225 if $d = 2$, and 1000 if $d = 3$. In view of the lattice-based models (iv) and (v), these numbers have been chosen as integer values to the power of $d$. In accordance with the periodic boundary conditions, we have slightly modified the matching process (v) by performing it on the torus. Theorem 5.1 in \cite{32} strongly suggests that the difference between this model and the restriction of the original model to $[0, L)^d$ vanishes as $L \to \infty$. Working with this modification requires to modify assumption (5.2) in a quite natural manner. There, we have to replace the restriction of $\eta$ to $W_r$ (which determines $T_r$) by the matched points on the torus. In principle, this comment also applies to the models (ii)-(iv). Simply for convenience, we restrict the data shown in Fig. 2 to three different wave vectors for each dimension, where $S(k)$ is shorthand for $S_r(k)$. Putting $\tau := 2\pi/L$, these vectors are

- $k_1 = \tau$, $k_2 = 158\tau$, $k_3 = 317\tau$ if $d = 1$,
- $k_1 = \tau \times (0, 1)$, $k_2 = \tau \times (6, 0)$, $k_3 = \tau \times (8, 8)$ if $d = 2$,
- $k_1 = \tau \times (0, 1, 0)$, $k_2 = \tau \times (2, 2, 2)$, $k_3 = \tau \times (3, 0, 0)$ if $d = 3$.

According to Proposition 5.4 and the scaling $S(k) \mapsto S(k)/\overline{S}(k)$, the function $\overline{F}$ should hopefully be close to the reciprocal exponential function, which is the complementary distribution function of a unit rate exponential distribution. In this respect, a look at Fig. 2
Figure 2: Empirical complementary distribution function $\bar{F}$ of the scaled scattering intensity $S(k)/\bar{S}(k)$.

is illustrative. On a logarithmic scale, this figure displays the empirical complementary cumulative distribution function $\bar{F}$ of the scattering intensity for the cases $d = 1$ (left), $d = 2$ (middle) and $d = 3$ (right). Due to the scaling, all curves of $\bar{F}$ collapse, irrespective of the special choice of the model or of the wave vector. Moreover, in each of the cases considered $\bar{F}$ agrees with an exponential function to surprisingly high accuracy. Such a close agreement has also been observed for each of many other wave vectors that have been considered. Notice that the small fluctuations of $\bar{F}(z)$ at the order of $10^{-6}$, which are visible only for large values of $S(k)/\bar{S}(k)$, are in accord with purely statistical fluctuations for our $10^6$ samples, i.e., we do not observe systematic deviations from an exponential distribution.

Last but not least, according to our findings there is only a weak correlation of $S(k)$ for different wave vectors $k$. Even for neighboring wave vectors that are close to the origin in Fourier space, the correlation coefficient is throughout smaller than 0.02. This observation is in excellent agreement with Proposition 5.4.

6 Maximum likelihood estimation

In this section, we adopt an asymptotic setting that suggests itself in view of Proposition 5.4. In this setting the background of point processes is not important any more, and our starting point is the multivariate asymptotic distribution of scattering intensities, as provided by Proposition 5.4. In this asymptotic setting, we can define maximum likelihood estimators of a parameterized structure factor. More specifically, we employ the expansion (2.9) of $S(k)$ as $k \to 0$. While a limitation to this expansion entails an additional element of approximation, (2.9) holds in the same limit of large system sizes in the sense that in this limit small wave vectors become accessible.

To proceed, take $n$ wave vectors $k_1, \ldots, k_n \in \mathbb{R}^d \setminus \{0\}$ and put $\kappa_j := \|k_j\|^2$, $j \in [n]$. In an abuse of the hitherto existing meaning, let $X_1, \ldots, X_n$ be independent exponentially distributed random variables, where $\mathbb{E}(X_j) = s + t\kappa_j$, $j \in [n]$. Here, $s \geq 0$ and $t \in \mathbb{R}$.
are unknown parameters that have to be estimated based on realizations \(x_1, \ldots, x_n\) of \(X_1, \ldots, X_n\). Note that this statistical problem is of interest for its own sake. More formally, the underlying parameter space is
\[
\Theta := \{(s, t) \in \mathbb{R}^2 : s \geq 0, s + t\kappa_1 > 0, \ldots, s + t\kappa_n > 0\}
\]
which defines a cone in the \((s, t)\)-plane. For \((s, t) \in \Theta\), let \(P_{s,t}\) denote a probability measure that governs the above random variables. The associated expectation and variance operator are denoted by \(E_{s,t}\) and \(\text{Var}_{s,t}\), respectively. For convenience this notation suppresses the dependence both on \(n\) and on \(\kappa_1, \ldots, \kappa_n\). Our null hypothesis \(H_0\) (say) is hyperuniformity, which in view of the asymptotic setting and the constraint imposed by (2.9), is characterized by the subset \(\Theta_0 := \{(s, t) \in \Theta : s = 0\}\) of \(\Theta\).

Under \(P_{s,t}\), the density of \(X_j, j \in [n]\), is given by
\[
y \mapsto \frac{1}{s + t\kappa_j} \exp \left( -\frac{y}{s + t\kappa_j} \right), \quad y \geq 0.
\]
The log-likelihood function corresponding to observed positive values \(x_1, \ldots, x_n\) is
\[
\mathcal{L}(x_1, \ldots, x_n; s, t) = \sum_{j=1}^{n} \left[ -\log(s + t\kappa_j) - \frac{x_j}{s + t\kappa_j} \right]. \tag{6.1}
\]

We first consider maximum likelihood estimation of \(t\) under the null hypothesis \(H_0\).

### 6.1 Estimation under \(H_0\)

Under \(P_{0,t}\), that is, under the constraint \(s = 0\) imposed by \(H_0\), the log-likelihood function simplifies to
\[
\mathcal{L}(x_1, \ldots, x_n; 0, t) = -n \log t - \frac{1}{t} \sum_{j=1}^{n} \frac{x_j}{\kappa_j} - \sum_{j=1}^{n} \log \kappa_j.
\]
The first two derivatives read
\[
\frac{\partial \mathcal{L}}{\partial t}(x_1, \ldots, x_n; 0, t) = -\frac{n}{t} + \frac{1}{t^2} \sum_{j=1}^{n} \frac{x_j}{\kappa_j},
\]
\[
\frac{\partial^2 \mathcal{L}}{\partial t^2}(x_1, \ldots, x_n; 0, t) = \frac{n}{t^2} - \frac{2}{t^3} \sum_{j=1}^{n} \frac{x_j}{\kappa_j}.
\]
If we define a function \(h_0\) on \((0, \infty)^n\) by
\[
h_0(x_1, \ldots, x_n) := \sup \{ \mathcal{L}(x_1, \ldots, x_n; 0, t) : (0, t) \in \Theta \}, \tag{6.2}
\]
the maximum likelihood (ML) estimate \(\hat{t}_0 \equiv \hat{t}_0(x_1, \ldots, x_n)\) of \(t\) based on \(x_1, \ldots, x_n\) is uniquely determined by \(\mathcal{L}(x_1, \ldots, x_n; 0, \hat{t}_0) = h_0(x_1, \ldots, x_n)\), and it takes the form
\[
\hat{t}_0(x_1, \ldots, x_n) = \frac{1}{n} \sum_{j=1}^{n} \frac{x_j}{\kappa_j}.
\]
Recall that the *gamma distribution* with shape parameter $\alpha$ and scale parameter $\beta$ has density
\[ y \mapsto 1\{y \geq 0\} \frac{\beta^\alpha y^{\alpha-1} e^{-\beta y}}{\Gamma(\alpha)}. \]

Under $\mathbb{P}_{0,t}$, $\hat{t}_n(X_1, \ldots, X_n)$ is the average of $n$ independent exponential random variables with mean value $t$. By a standard convolution property of the gamma distribution, $\hat{t}_n(X_1, \ldots, X_n)$ follows a gamma distribution with shape parameter $\alpha = n$ and scale parameter $\beta = n/t$. Since
\[ \mathbb{E}_{0,t}(\hat{t}_n(X_1, \ldots, X_n)) = \frac{\alpha}{\beta} = t, \quad \text{and} \quad \mathbb{V}_{0,t}(\hat{t}_n(X_1, \ldots, X_n)) = \frac{\alpha}{\beta^2} = \frac{t^2}{n}, \]
the estimator $\hat{t}_0(X_1, \ldots, X_n)$ is unbiased for $t$, and the sequence $(\hat{t}_0(X_1, \ldots, X_n))$ is consistent. In the following we often abuse notation by writing $\hat{t}_0$ instead of $\hat{t}_0(X_1, \ldots, X_n)$. The meaning will be clear from the context. A similar notation will be used for two other estimators to be introduced below.

Figure 3 illustrates the properties of unbiasedness and consistency of $\hat{t}_0$ for three different values of $t$. The left hand figure displays arithmetic means as estimators $\mathbb{E}(\hat{t}_0)$ of the expectation, and the right hand figure shows the sample variance as estimators $\mathbb{V}(\hat{t}_0)$ of the variance. For each choice of the parameters $t$ and $L$, the estimates are based on $10^6$ independent realizations of $(X_1, \ldots, X_n)$. For the case $s = 0$ and $L = 100$, Figure 4 exhibits the corresponding histograms of the distribution of $\hat{t}_0$, which are in excellent agreement with fitted gamma distributions. Usually, a histogram uses columns that mark as areas the frequency corresponding to the range of their base. In our case, the intervals forming the bases are of equal length, and instead of columns we preferred to use bullets. The horizontal coordinate of a bullet is the midpoint of its base. The height of a bullet is the relative frequency of the data falling into the corresponding base, divided by length of the bases, and is thus an estimate of the density of $\hat{t}_0$ at the midpoint of the base. Mutatis mutandis, these remarks refer to each subsequent figure that displays a histogram.

In each of our simulations, we choose wave vectors from the reciprocal lattice that
corresponds to the periodic simulation box, which is defined as

\[ \{ k \in \mathbb{R}^d \setminus \{0\} : \|k\| < b \text{ and } k_j = 2\pi n_j/L \text{ with } n_j \in \mathbb{Z} \text{ for each } j \in [d] \}. \quad (6.3) \]

Here we use \( d = 2 \) and \( b = 0.75 \). Other choices of \( d \) and \( b \) yield essentially the same results. Only the speed of convergence differs, as expected.

### 6.2 Estimation in the full parameter space

When \( s \) and \( t \) are allowed to vary freely in \( \Theta \), we do not know how to maximize (6.1) explicitly. However, since \( \Theta \) is a cone in the \((s,t)\)-plane, the problem of maximizing a function of two variables can be reduced to a univariate optimization problem. Dropping the arguments \( x_1, \ldots, x_n \) in the notation of the log-likelihood function, we have for \((s, t) \in \Theta \) and \( \delta > 0 \)

\[ \mathcal{L}(\delta s, \delta t) = \mathcal{L}(s, t) - n \log \delta + \left( 1 - \frac{1}{\delta} \right) \sum_{j=1}^{n} \frac{x_j}{s + t\kappa_j}. \]

Notice that

\[ \frac{d}{d\delta} \mathcal{L}(\delta s, \delta t) = -\frac{n}{\delta} + \frac{1}{\delta^2} \sum_{j=1}^{n} \frac{x_j}{s + t\kappa_j}. \]

This derivative vanishes if, and only if,

\[ \delta = \delta_0 := \frac{1}{n} \sum_{j=1}^{n} \frac{x_j}{s + t\kappa_j}. \]
Figure 5: Histograms of the continuous parts of the distribution of $\hat{s}$ and $\hat{t}_1$ (bullets) and densities of gamma distributions with the same expectation and variance (solid lines). The inset shows the size of the atom of $\hat{s}$ as a function of $L$.

Since $\frac{d}{d\delta} \mathcal{L}(\delta s, \delta t)$ is positive if $\delta < \delta_0$ and negative if $\delta > \delta_0$, the function $(0, \infty) \ni \delta \mapsto \mathcal{L}(\delta s, \delta t)$ has a unique maximum, which is attained at $\delta = \delta_0$. Plugging $\delta_0$ into the definition of $L(\delta s, \delta t)$ and setting $s = \cos \vartheta$, $t = \sin \vartheta$ gives

$$L^*(\vartheta) := \max_{\delta > 0} \mathcal{L}(\delta \cos \vartheta, \delta \sin \vartheta)$$

$$= \mathcal{L}(\cos \vartheta, \sin \vartheta) - n \log \left( \sum_{j=1}^{n} \frac{x_j}{\cos \vartheta + \kappa_j \sin \vartheta} \right) + \sum_{j=1}^{n} \frac{x_j}{\cos \vartheta + \kappa_j \sin \vartheta}.$$

Using $\log(ab) = \log a + \log b$ if $a, b > 0$, some algebra yields

$$L^*(\vartheta) = -\sum_{j=1}^{n} \log \left( 1 + \kappa_j \tan \vartheta \right) - n \log \left( \sum_{j=1}^{n} \frac{x_j}{1 + \kappa_j \tan \vartheta} \right).$$

It remains to maximize $L^*(\vartheta)$ as a function of $\vartheta$, where $\vartheta$ runs from $\vartheta_0$ to $\pi/2$ and $\tan \vartheta_0 = -1/\max(\kappa_1, \ldots, \kappa_n)$. Putting $y := \cot \vartheta$ and $\tilde{\mathcal{L}}(y) := L^*(\vartheta)$, the task is to maximize the function

$$\tilde{\mathcal{L}}(y) = -\sum_{j=1}^{n} \log \left( 1 + \frac{\kappa_j}{y} \right) - n \log \left( \sum_{j=1}^{n} \frac{x_j}{1 + \kappa_j / y} \right),$$

where $y \in (\infty, -\min(\kappa_1, \ldots, \kappa_n)) \cup (0, \infty)$. The maximum of $\tilde{\mathcal{L}}$ can be attained in the limit $y \downarrow 0$. The next result provides some information on the function $\tilde{\mathcal{L}}$.

**Lemma 6.1.** Let $y_0 := -\min(\kappa_1, \ldots, \kappa_n)$. We have
Figure 6: The non-hyperuniform case: (left) the size of the atom of \( \hat{s} \); (center and right) histograms of the distributions of \( \hat{s} \) and \( \hat{t}_1 \) (bullets) and densities of gamma distributions with the same expectation and variance (solid lines).

\[ a) \lim_{y \downarrow -\infty} \tilde{L}(y) = -1 - n \log \left( \sum_{j=1}^{n} x_j \right), \]

\[ b) \lim_{y \uparrow y_0} \tilde{L}(y) = -\infty, \]

\[ c) \lim_{y \downarrow 0} \tilde{L}(y) = -\sum_{j=1}^{n} \log \kappa_j - 1 - n \log \left( \sum_{j=1}^{\ell} \frac{x_j}{\kappa_j} \right), \]

\[ d) \lim_{y \uparrow \infty} \tilde{L}(y) = -1 - n \log \left( \sum_{j=1}^{n} x_j \right). \]

Proof. a) and d) follow readily from the definition of \( \tilde{L} \). To prove b), let \( \kappa_1 \leq \ldots \leq \kappa_n \) without loss of generality. Moreover, assume that \( \kappa_1 = \ldots = \kappa_\ell < \kappa_{\ell+1} \) for some \( \ell \in \{1, \ldots, n-1\} \). Furthermore, put \( t := 1 + \kappa_1/y \). Notice that \( y \uparrow y_0 \) is equivalent to \( t \downarrow 0 \).

The definition of \( \ell \) and \( t \) give

\[
\tilde{L}(y) = -\ell \log t - \sum_{j=\ell+1}^{n} \log \left( 1 + \frac{\kappa_j}{y} \right) - 1 - n \log \left( \frac{1}{t} \sum_{j=1}^{\ell} x_j + t \sum_{j=\ell+1}^{n} \frac{x_j}{1 + \kappa_j/y} \right) \\
= (n - \ell) \log t - \sum_{j=\ell+1}^{n} \log \left( 1 + \frac{\kappa_j}{y} \right) - 1 - n \log \left( \sum_{j=1}^{\ell} x_j + t \sum_{j=\ell+1}^{n} \frac{x_j}{1 + \kappa_j/y} \right) \\
= (n - \ell) \log t + O(1),
\]

where \( O(1) \) denotes a term that is bounded as \( t \to 0 \). Since \( \ell \leq n \), assertion c) follows. If \( y > 0 \) then – using \( \log(ab) = \log a + \log b \) if \( a, b > 0 \) – we have

\[
\tilde{L}(y) = -\sum_{j=1}^{n} \log (\kappa_j + y) - 1 - n \log \left( \sum_{j=1}^{n} \frac{x_j}{y + \kappa_j} \right),
\]

and the proof is completed. \( \Box \)
Figure 7: Asymptotic unbiasedness and consistency of $\hat{t}_1$ are illustrated by plots of the sample mean value (left) and variance (right) as functions of the linear system size $L$.

Similarly as in (6.2) we define a function $h_1$ on $(0, \infty)^n$ by

$$h_1(x_1, \ldots, x_n) := \sup \{ \mathcal{L}(x_1, \ldots, x_n; s, t) : (s, t) \in \Theta \}. \tag{6.4}$$

Given $(x_1, \ldots, x_n)$, let $\tilde{\Theta}(x_1, \ldots, x_n)$ denote the set of all $(s', t') \in \Theta$ such that

$$\mathcal{L}(x_1, \ldots, x_n; s', t') = h_1(x_1, \ldots, x_n).$$

By Lemma 6.1, the set $\tilde{\Theta}(x_1, \ldots, x_n)$ is non-empty.

We do not have further mathematical results on the behavior of the function $\tilde{\mathcal{L}}$. However, there is strong heuristic evidence that there is only one maximizer $y \in [0, \infty)$ of $\tilde{\mathcal{L}}$. Moreover, this maximizer is 0 if the right hand derivative of $\tilde{\mathcal{L}}$ at 0 is negative, and it is positive if this right hand derivative is positive. Notice that the derivative of $\tilde{\mathcal{L}}$ is given by

$$\tilde{\mathcal{L}}'(y) = -\sum_{j=1}^{n} \frac{1}{\kappa_j} + y \frac{\sum_{j=1}^{n} x_j (y+\kappa_j)^2}{\sum_{j=1}^{n} x_j (y+\kappa_j)}.$$

Hence,

$$\tilde{\mathcal{L}}'(0) := \lim_{y \to 0} \tilde{\mathcal{L}}'(y) = -\sum_{j=1}^{n} \frac{1}{\kappa_j} + n \frac{\sum_{j=1}^{n} x_j \kappa_j}{\sum_{j=1}^{n} x_j \kappa_j},$$

and we have

$$\tilde{\mathcal{L}}'(0) < 0 \iff \sum_{j=1}^{n} x_j \kappa_j \left( \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\kappa_i} - \frac{1}{\kappa_j} \right) > 0.$$

**Remark 6.2.** Let $(x_1, \ldots, x_n) \in (0, \infty)^n$. Our numerical analysis strongly suggests that

$$\tilde{\Theta}(x_1, \ldots, x_n) = \{(\tilde{s}(x_1, \ldots, x_n), \hat{t}_1(x_1, \ldots, x_n))\} \tag{6.5}$$

for some (uniquely determined) maximizing pair $(\tilde{s}(x_1, \ldots, x_n), \hat{t}_1(x_1, \ldots, x_n)) \in \Theta$. This claim is also supported by Lemma 6.1. Whenever we use the notation $\tilde{s}(\cdot)$ and $\hat{t}_1(\cdot)$ we assume (6.5), at least implicitly.

Before discussing the findings of our simulations, we provide two useful invariance properties.
Figure 8: Asymptotic unbiasedness and consistency of \( \hat{s} \) are demonstrated by plots of the mean value (left) and variance (right) as functions of \( L \).

**Lemma 6.3.** Let \( t > 0 \). Then

\[
\mathbb{P}_{0,t}(h_1(X_1, \ldots, X_n) - h_0(X_1, \ldots, X_n) \in \cdot) = \mathbb{P}_{0,1}(h_1(X_1, \ldots, X_n) - h_0(X_1, \ldots, X_n) \in \cdot).
\]

**Proof.** The parameter space \( \Theta \) is invariant under scaling with positive constants. Moreover, the log-likelihood function is essentially scale free, since

\[
\mathcal{L}(rx_1, \ldots, rx_n; rs, rt) = \mathcal{L}(x_1, \ldots, x_n; s, t) - n \log r,
\]

for each \( r > 0 \), each \((s,t) \in \Theta\) and each \((x_1, \ldots, x_n) \in (0, \infty)^n\). It follows that

\[
h_1(rx_1, \ldots, rx_n) - h_0(rx_1, \ldots, rx_n) = h_1(x_1, \ldots, x_n) - h_0(x_1, \ldots, x_n).
\]

Putting \( r := t^{-1} \), and using the distributional identity

\[
\mathbb{P}_{0,t}(t^{-1}X_1, \ldots, t^{-1}X_n) \in \cdot) = \mathbb{P}_{0,1}((X_1, \ldots, X_n) \in \cdot),
\]

the result follows. \( \square \)

If assumption (6.5) holds, then the next corollary implies

\[
\mathbb{P}_{0,t}(\hat{s}(X_1, \ldots, X_n) = 0) = \mathbb{P}_{0,1}(\hat{s}(X_1, \ldots, X_n) = 0), \quad t > 0.
\]

**Corollary 6.4.** Let \( t > 0 \). Then

\[
\mathbb{P}_{0,t}(\hat{\Theta}(X_1, \ldots, X_n) \cap \Theta_0 = \emptyset) = \mathbb{P}_{0,1}(\hat{\Theta}(X_1, \ldots, X_n) \cap \Theta_0 = \emptyset).
\]

**Proof.** Let \((x_1, \ldots, x_n) \in (0, \infty)^n\). Assume that \( \hat{\Theta}(x_1, \ldots, x_n) \cap \Theta_0 \neq \emptyset \). We then obtain straightly from the definitions that \( h_0(x_1, \ldots, x_n) = h_1(x_1, \ldots, x_n) \). Assume conversely that the latter identity holds. As we have already seen, there exists \( t_0 > 0 \) such that \( \mathcal{L}(x_1, \ldots, x_n; 0, t_0) = h_0(x_1, \ldots, x_n) \). Therefore, \((0, t_0) \in \hat{\Theta}(x_1, \ldots, x_n) \) and hence \( \hat{\Theta}(x_1, \ldots, x_n) \cap \Theta_0 \neq \emptyset \). The assertion thus follows from Lemma 6.3. \( \square \)
We numerically optimize $L(x_1, \ldots, x_n; s, t)$ with machine precision, i.e., a tolerance of $10^{-14}$. Such a high accuracy is in fact necessary to reliably study the $P_{s,t}$-distribution of $\hat{s}(X_1, \ldots, X_n)$, since the density of the continuous part diverges as $s \to 0$.

Using the same wave vectors as for Figs. 3 and 4, we repeat the optimization for $10^6$ independent simulations of the vector of $(X_1, \ldots, X_n)$ for each choice of $s$, $t$, and $L$. We then approximate the densities of $\hat{s}(X_1, \ldots, X_n)$ and $\hat{t}_1(X_1, \ldots, X_n)$ with histograms of the simulation results, see Figs. 5 and 6 for simulations with $s = 0$ and $s > 0$, respectively. The inset in Fig. 5 and the left panel in Fig. 6 show the stabilization of the size of the atom. Asymptotic unbiasedness and consistency are illustrated in Figs. 7 and 8.

Our simulations strongly suggest the following asymptotic behavior of our estimators:

- The estimators are consistent and asymptotically unbiased.
- The asymptotic distribution (as $L \to \infty$) of $\hat{s}(X_1, \ldots, X_n)$ has an atom at the origin. The atom size $P_{s,t}(\hat{s}(X_1, \ldots, X_n) = 0)$ converges to zero if $s > 0$ and to a constant that is independent of $t$, otherwise. The latter independence follows from Corollary 6.4.
- As $L \to \infty$, the continuous part of the distribution of both $\hat{s}(X_1, \ldots, X_n)$ and $\hat{t}_1(X_1, \ldots, X_n)$ converges to a gamma distribution. For $s = 0$, the distributions of $\hat{s}(X_1, \ldots, X_n)$ and $\hat{t}_1(X_1, \ldots, X_n)$ are well approximated by a gamma distribution already at relatively small system sizes.

7 Likelihood ratio test for hyperuniformity

In this section we adopt the setting of Section 6. We define the test statistic

$$T(x_1, \ldots, x_n) := 2[h_1(x_1, \ldots, x_n) - h_0(x_1, \ldots, x_n)], \quad (x_1, \ldots, x_n) \in (0, \infty)^n,$$

(7.1)

where $h_0$ and $h_1$ are given by (6.2) and (6.4), respectively. By definition $T$ is nonnegative. Under our hypothesis (6.5) we have $T(x_1, \ldots, x_n) = 0$ if, and only if, $\hat{s}(x_1, \ldots, x_n) = 0$. Hence the $P_{s,t}$-atom of $\hat{s}(X_1, \ldots, X_n)$ is inherited by $T(X_1, \ldots, X_n)$.

Based on our simulation results displayed in Fig. 9, we conjecture that, as $n \to \infty$, the limit distribution of $T$ under $H_0$ is a mixture of an atom at 0 and a gamma distribution with parameters $\alpha = k/2$ and $\beta = 1/2$, where $k$ is slightly smaller than 1. For $k = 1$ the latter would be a $\chi^2$-distribution with one degree of freedom. In our case, we still refer to a $\chi^2$-distribution with a fractional parameter $k$. Importantly, this observation holds to a good approximation even for small system sizes. In particular, it implies that the asymptotic distribution of $T$ does not depend on $t$. In fact, this latter statement follows directly from Lemma 6.3. The existence of an universal ($t$-independent) explicit limit distribution of $T$ is key for our test on hyperuniformity.

Under $H_1$, the distribution of $T$ is asymptotically (for $n \to \infty$) well described by a gamma distribution with effectively one parameter (i.e., a scatter plot of $\alpha$ and $\beta$ collapses to a single curve); see Fig. 10, where we use the same simulation parameters as in Sec. 6 for additional values of $s$, $t$, and $L$. 
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Figure 9: Histogram of the density of the continuous part of the distribution of $T$ in an asymptotic framework, i.e., for exponentially distributed and independent values of $S(k)$ with $s = 0$.

8 Testing hyperuniformity in an example

Finally, we demonstrate the practical relevance and remarkable sensitivity of our test by applying it to model (v) of matched points in Sec. 5. The advantages of the model are that it exhibits correlations, nevertheless it is known to be hyperuniform [32]. Importantly, large samples can be easily simulated. Moreover, the parameter $t$ can be easily adjusted by varying the intensity $\alpha$. As before, we simulate two-dimensional models, but in principle the results are applicable in any dimension. A further advantage of model (v) is that the parameter $t$ can readily be adjusted by varying the intensity $\alpha$.

We first demonstrate that the approximations in the previous sections apply with high accuracy to our actual point patterns with system sizes that are commonly used in applications; see [39] and references therein. Figure 11 shows the empirical probability density of $T$ for different values of $t$. All curves collapse on the predicted $\chi^2$-distributions within the statistical error bars. The insets of Fig. 11 show the two parameters of the distribution, i.e., the size of the atom and the ‘fractional degree of freedom’, as a function of $L$. The data for our point patterns (bullets) is good agreement with the results from the asymptotic setting (represented by horizontal lines). The specific simulation parameters are as follows. We adapt the maximum length of the wave vectors to $\alpha$, i.e., to the range for which the parabolic approximation holds with high precision. More specifically, the parameter $b$ in (6.3) is set to 0.50 for $\alpha = 3.0$ (i.e., $t \approx 0.05$), 0.40 for $\alpha = 2.5$ (i.e., $t \approx 0.07$), and 0.33 for $\alpha = 2.0$ (i.e., $t \approx 0.09$). Note that these are simple ad-hoc values of $b$. Our results do not sensitively depend on $b$. We also adjust the number of independent samples for each linear system size: 500000 for $L = 50$, 200000 for $L = 75$, 100000 for $L = 100$, 50000 for $L = 125$, 40000 for $L = 150$, 30000 for $L = 175$, and 20000 for $L = 200$.

We use independent thinning to smoothly vary the value of $S(0)$. Given $p \in [0, 1]$ and
Figure 10: Histogram of the density of the continuous part of the distribution of $T$ in an asymptotic framework, but now with different values of $s$, $t$, and $L$.

a stationary point process $\eta$, the $p$-thinning $\eta_p$ of $\eta$ is obtained by keeping the points of $\eta$ independently of each other with probability $p$; see [34, Section 5.3]. A simple computation shows that the intensity $\gamma_p$ and the covariance measure $\beta_{2,p}$ of $\eta_p$ are given by $\gamma_p = p\gamma$ and $\beta_{2,p} = p^2 \beta_2$, respectively. Hence, if the structure factor can be defined by (2.8), then

$$S_p(k) = 1 - p + pS(k), \quad k \in \mathbb{R}^d,$$

where $S_p$ is the structure factor of $\eta_p$; see also [28]. This fact remains true under assumptions (2.10) and (2.12). For the matching process none of these definitions apply. In such cases we still assume that $S - 1$ is a homogeneous function of $\gamma^{-1}\beta_2$, whenever $S$ is well-defined in terms of $\beta_2$. This assumption means that the function $\Phi$ mapping the positive semi-definite signed measure $\nu = \gamma^{-1}\beta_2$ to $S - 1$ satisfies $\Phi(r\nu) = r\Phi(\nu)$ for all $r \geq 0$, enforcing (8.1).

Using thinning we can vary the value of $s$, i.e., of the structure factor at the origin. We started with $s = 10^{-4}$, which is an order of magnitude smaller than typical non-hyperuniform models [39, 31], and we then increased the value of $s$ up to 0.1. For each pair of $s$ and $L$, we simulated 5000 independent point patterns.

The entries of Table 1 display the fraction of simulated samples for which the null hypothesis is rejected, rounded to two decimal places. These values thus convey an impression of the power of the test. An asterisk denotes rejection for each sample and thus power one. The nominal significance level is 0.05. Here we set $\alpha = 3.0$, which corresponds to $t \approx 0.05$. Based on the simulation results in Sec. 6.1 for $t = 0.05$ and $L = 300$, we assume for the distribution of $T$ the size of the atom to be about 0.559 and the fractional degree of freedom to be about 0.944 for the continuous part. Here we use $b = 0.75$ as the maximum length of a wave vector in (6.3). We found that slightly larger values of $b$ still keep the significance level, and that they raise the power of the test. However, $b$ must not be taken too large, since otherwise the parabolic approximation would be violated.

The first line of Table 1 illustrates that, within statistical fluctuations, the test maintains the nominal significance level. For each value $s > 0$, the power quickly increases
Figure 11: Histogram of the density of the continuous part of the distribution of $T$ for matched point patterns.

with increasing system size $L$ or value of $s$, i.e., of the structure factor at the origin. For a single sample with only 2500 points (i.e., $L = 50$), almost each sample with $s > 10^{-2}$ is rejected. Even for $s = 10^{-4}$, which is often considered to be a borderline case for physical applications [39, 31], our test rejects more than 90% of the samples with $L = 300$, i.e., 90000 points.

9 Final remarks

Our test hinges on essentially three approximations, each of which holding in the same (thermodynamic) limit, i.e., for large system sizes. In this limit, the scattering intensity becomes both exponentially distributed and independent for different wave vectors. In the same limit, the number of available wave vectors in a neighborhood around the origin diverges, and the distribution of the test statistic converges to a specific mixture of an atom at 0 and a gamma distribution. Future work might show that the latter convergence may also be obtained even for a finite (but not too small) sample size, in the limit of a large number of samples. Finally, in the limit of large system sizes, even the parabolic approximation (2.9) holds in the following sense. As the system size gets larger, smaller wave vectors become available, and hence the parabolic approximation improves. Strictly speaking, the range of wave numbers for which the fit is applied has to be adapted in the limit of large sample sizes. Such an adaptation, however, does not raise practical problems.

It is an interesting task to find further rigorous examples of point processes that satisfy our crucial assumption (5.2); see Remark 5.3. Future work might also yield more evidence regarding the asymptotic behavior of the ML-estimator and the test statistic, obtained from simulations. We are not aware of corresponding results in the literature that could be applied to a sequence of independent exponential random variables with varying means.
| $s$ | $L$ | 50 | 100 | 150 | 200 | 250 | 300 | 400 |
|-----|-----|----|-----|-----|-----|-----|-----|-----|
| 0.0 |     | 0.05 | 0.06 | 0.06 | 0.05 | 0.06 | 0.05 |     |
| 0.0001 |     | 0.08 | 0.20 | 0.40 | 0.64 | 0.83 | 0.93 | 1.00 |
| 0.00025 |     | 0.12 | 0.41 | 0.77 | 0.95 | 0.99 | 1.00 |     |
| 0.0005 |     | 0.21 | 0.70 | 0.95 | 1.00 | *    | *    | *    |
| 0.00075 |     | 0.27 | 0.84 | 0.99 | *    | *    | *    | *    |
| 0.001 |     | 0.35 | 0.93 | 1.00 | *    | *    | *    | *    |
| 0.0025 |     | 0.68 | 1.00 | *    | *    | *    | *    | *    |
| 0.005 |     | 0.88 | *    | *    | *    | *    | *    | *    |
| 0.0075 |     | 0.95 | *    | *    | *    | *    | *    | *    |
| 0.01 |     | 0.97 | *    | *    | *    | *    | *    | *    |
| 0.025 |     | 1.00 | *    | *    | *    | *    | *    | *    |
| 0.05 |     | 1.00 | *    | *    | *    | *    | *    | *    |
| 0.075 |     | 1.00 | *    | *    | *    | *    | *    | *    |
| 0.1 |     | 1.00 | *    | *    | *    | *    | *    | *    |

Table 1: Power of the novel test for hyperuniformity for a range of values of $s$ and $L$. Each test is applied to only a single sample of the thinned model ($v$).

that depend on constrained parameters.

We have applied our test in extensive simulations to thinnings of the matching process from [32]. Preliminary results for other point processes are equally promising. Finally, we will provide an open-source python package, so that anyone can conveniently apply the test to their data sets. Any feedback is very much welcome.
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