A Hardware Accelerator Based on Neural Network for Object Detection
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Abstract: At present, deep learning algorithms such as neural networks are widely used in all aspects of artificial intelligence. The computing performance of the CPU is low, and the power consumption of the GPU is large. This topic uses FPGA to study and implement the target detection algorithm. The proposed related technology can meet the accuracy requirements of the unmanned system for target detection, as well as the real-time requirements of the video stream. The frame rate of this design is 23.1FPS, and the mAP value is basically the same as that of CPU and GPU. The delay is 47.2% of Intel CPU, and the energy efficiency is 26% of Titan X GPU.

1. Introduction

In the field of image recognition and target detection, neural network technology breaks through the traditional technology method and can extract image features more efficiently, thus achieving higher accuracy. For example, Alexnet [1] relies on the powerful global feature representation capabilities of convolutional neural networks, and various network training techniques (data expansion, Dropout, local response normalization, nonlinear ReLU, etc.), and won the first in the ILSVRC 2012 image recognition competition. An increase of precision nearly ten percentage points compared to the traditional method. Not only that, with the advent of Alexnet, various deep network models (such as VGGNet [2], GoogLeNet [3], ResNet [4], etc.) emerge in an endless stream and are widely used in the field of image processing, significantly improving the precision of image recognition and detection. With the continuous development of neural networks, and the increasing performance of network, the structure scale is also expanding, which makes the overall calculation of the neural network greatly increased, and the storage space required for the weight and intermediate results rises linearly. The problem seriously restricts the application of neural network technology to hardware platforms with limited resources such as storage and computing. Therefore, if the FPGA can be used to implement the target detection algorithm, the hardware volume can be greatly reduced, and the implementation speed is fast, the flexibility is high, and the power consumption is low.

2. System overall architecture

This paper optimizes the SSD [5] target detection algorithm and implements it in FPGA. We replace the basic network in the typical SSD target detection algorithm with the MnasNet[6] network, and add two convolutional layers as the output layer of the prediction frame. At the same time, the fully connected layer in the network is removed, and the category is directly prediction. The corresponding chart is shown in Figure 1.
3. FPGA implementation of target detection algorithm

3.1 Initial screening of prediction frames

For each of priori box, a 3x3 Depthwise convolution is performed to get the value. The whole target detection is to find the category and confidence value corresponding to each prediction box. The design compares the confidence values one by one and selects the maximum confidence. The corresponding flow chart is shown in Figure 2.

![Flow chart of preliminary screening prediction box](image)

3.2 NMS process

This section is an FPGA implementation of the Non-Maximum Suppression (NMS) algorithm. The flow chart of the entire NMS is shown in Figure 3. After extracting the top-k in the prediction box, NMS is performed again, but since the design simplifies the calculation method, the extracted top-k is not sorted in descending order, so before the IOU is performed, it is necessary to maximum value of each class in top-k founding. It can be seen that the design divides the NMS into three parts. The first part is to extract the maximum value of each class, the second part is to write the final result into the result FIFO, and the third part is to further filter the remaining value.

The first part of NMS is mainly to screen top-k, which can select the maximum value of each class. So we initialize each class to 0 firstly, then select the maximum value of each class from top-k in the previous step, or there may be some classes, then the confidence value of these classes is always 0. In
In this design, the values are taken from FIFO one by one, determine which type of prediction box the value belongs to, and then update the value. In addition to the maximum value, the remaining values are written to the cache FIFO for the next step. So that you only need to traverse it to find the maximum of all categories.

In the process of using the FPGA implementation, it is found that the class is determined first, and then the data is compared and updated. It takes two clock cycles, so it is necessary to read one value every other clock cycle.

The data $a_2$, $b_2$, $c_2$, and $d_2$ in the setting graph are respectively the maximum values of the four types of prediction frames. It can be seen that it takes two clock cycles to read the data and compare it with the reference value, so the interval clock cycle is taken. The way of reading simplifies the way of implemented. The reference value of each participating comparison needs to be pre-calculated, which is the value with the highest confidence in the category currently participating in the comparison, so that the maximum value of all categories can be selected in one pass.

The main function of the second part is to write the result FIFO. After the maximum value of each class is selected in the first step, these maximum values are the final output, and these values are written to the result FIFO for storage for external software to read.

The main function of the third part is to filter the residual value. According to the calculation of the first two steps, the maximum value of each type of confidence is obtained, and then the data is read from the FIFO, and the IOU calculation is performed. If the result is greater than the threshold value of 0.5, it will be read. The predicted frame is culled, otherwise it is rewritten into the FIFO for the next round of screening. In order to save storage resources in this design, only one FIFO is used to store the intermediate result in the whole NMS process. Because the FIFO is repeatedly written, it is necessary to set a counter to indicate whether the data of each round is completed.

![Flow chart of the NMS](image-url)
4. Results analysis

The goal of this design is to process the video stream in real time, that is, the frame rate must reach 24 FPS, and the accuracy close to the original SSD target detection algorithm, and the power consumption of the system should be reduced as much as possible. This topic uses the Xilinx Virtex7 xc7vx690t hardware platform to map the entire design to the FPGA, mainly comparing the target detection schemes from the three aspects of mAP, FPS and energy efficiency, including the implementation of the GPU platform, the software implementation of the CPU and the rest. The FPGA platform is implemented and compared on the COCO and VOC2007 data sets.

4.1 VOC2007 data set results analysis

This design performs target detection application on the VOC2007 dataset, and the obtained results are compared with the results of different GPU platforms. The results are shown in Table 1.

| work           | Hardware platform | Basic network | Number of box | mAP  | FPS | J/img |
|----------------|-------------------|---------------|---------------|------|-----|-------|
| SSD300[5]      | Nvidia Titan X    | VGG16         | 8732          | 74.3 | 46  | 2.8   |
| SSD300[7]      | NVIDIA V100       | MobileNet     | 2493          | 68   | 37  | 2.3   |
| Our work       | Virtex7 xc7vx690t | MnasNet       | 25194         | 71.3 | 23.1| 0.73  |

In the data set of VOC2007, the mAP of this design reached 71.3, although it is lower than 74.3 of VGG16, but higher than 68 of Nvidia V100, it has basically met the accuracy requirement. In terms of energy efficiency, the design is 0.73J/img, which is only 26% of Titan X and 31.7% of V100. The energy consumption is very low, and FPS=23.1 can basically meet the real-time processing requirements of video stream.

4.2 COCO dataset results analysis

This design performs target detection application on the COCO data set, and the obtained results are compared with different GPU platform results. The results are shown in Table 2.

| work           | Hardware platform | Basic network | mAP  | FPS | J/img |
|----------------|-------------------|---------------|------|-----|-------|
| SSD300[5]      | Nvidia Titan X    | VGG16         | 23.2 | 45  | 2.8   |
| SSD300[8]      | Nvidia Jetson Nano| MobileNet     | 21   | 35  | 2.4   |
| Our work       | Virtex7 xc7vx690t | MnasNet       | 22.8 | 23.1| 0.73  |

This design can achieve 22.8 mAP on the COCO dataset, and the energy efficiency is only 0.73 J/img.

In summary, the accuracy of the same algorithm of the design is basically the same as that of the GPU, but the power consumption of the single picture is very low, and can basically satisfy the processing of the video stream.

5. Conclusion

In this paper, the FPGA implement the target detection algorithm. This design improves the typical SSD target detection algorithm, and adds the feature map of the prediction frame screening, and replaces the original convolution with Depthwise convolution, which reduces the amount of computation. The filtering process is also optimized so that the entire system can be mapped to the FPGA more efficiently. Compared with the GPU’s similar algorithm, mAP is slightly lower than the original SSD, but the unit energy consumption is only about 30% of the GPU. Compared with the CPU, the mAP of this design is higher than the CPU on the COCO and VOC2007 data sets, and the delay is only 47.2% and 22.8% of the CPU. In comparison with the FPGA design of DAC-SDC2018, the frame rate is 23.1 FPS, which can basically meet the computing needs of video streams.
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