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Abstract—This letter summarizes and proves the concept of bounded-input bounded-state (BIBS) stability for weight convergence of a broad family of in-parameter-linear nonlinear neural architectures (IPLNAs) as it generally applies to a broad family of incremental gradient learning algorithms. A practical BIBS convergence condition results from the derived proofs for every individual learning point or batches for real-time applications.

Index Terms—Bounded-input bounded-state stability (BIBS), extreme learning machines, in-parameter-linear nonlinear neural architectures (IPLNAs), incremental gradient learnings, input-to-state stability (ISS), polynomial neural networks, random vector functional link networks, weight convergence.

I. INTRODUCTION

The bounded-input bounded-state (BIBS) stability concept is recently popular in neural networks. Also, the weight convergence of gradient learning is still an investigated issue. However, no paper recalls nor thoroughly presents and proves this concept for the incremental gradient-learning weight convergence of in-parameter-linear nonlinear (neural) architectures (IPLNAs) in general.

By IPLNAs, in this brief, we consider a wide family of shallow neural networks including the extreme learning machine (ELM) or random vector functional link (RVFL) networks [1]–[3], other functional links and kernel neural architectures and filters, e.g., [4]–[6], and polynomial neural networks [7], [8] including basic standalone SP structures called polynomial neural units in [9], [10].
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This letter shows that the input-to-state stability (ISS) concept [11] and BIBS stability [12] generally apply to the gradient learning algorithms and their many modifications for IPLNAs. The most prevalent ones to mention are the (stochastic) gradient descent with normalized learning rate (also known as normalized least means squares (NLMS) [13]–[15]), recursive least squares (RLS) [16], adaptive moment estimation (ADAM) [17]. In general, there are many modifications of gradient learnings that are based on.

1) The normalization of learning rate and the adaptation of the regularization term (such as NLMS, generalized gradient descent (GNGD) [18], robust regularized NLMS (RR-NLMS) [19]);
2) the adaptation of the learning rate (such as Benveniste et al. [13], Ang and Farhang-Boroujeny [20], Mathew and Xie [21]); and
3) other variations, e.g., RLS that uses covariance matrix and momentum-enhanced methods such as ADAM and the related predecessors and followers as overviewed in [22].

The purpose of this brief is to summarize and prove the general applicability of ISS and BIBS to the weight convergence of IPLNAs and to highlight its practical aspect for the broad family of gradient learning rules of IPLNAs.

The bold letters and symbols stand for vectors and matrices, and sample index $k$ indicates time variability.

II. BACKGROUND ON IPLNAs AND GRADIENT LEARNINGS

This subsection generally defines IPLNAs and recalls BIBS stability concept applied to their gradient-based weight-update system.

\textbf{Definition 1}: The IPLNA is defined by (1) where $g(x)$ is not a function of neural weights $w$, i.e., $g(x(k)) \neq g(w)$.

The IPLNA that conforms to Definition 1 is as follows:

\begin{equation}
\dot{y}(k) = w^T(k) \cdot g(x(k))
\end{equation}

where $\dot{y}(k)$ is neural output; $w$ is the column vector of neural weights; superscript $T$ stands for transposition; $g(\cdot)$ can be:

1) vector of basis functions or kernel vector function; or
2) random vector functional link expansion as with ELMs and RVFLs;

\text{i.e., } g(x) \text{ transforms the basic feature vector } x \text{ into a new feature vector } g(x) \text{ independently of } w \text{ (Definition 1). Furthermore, in (1), } v = v(k) \text{ are additional parameters that can vary in time. The gradient learning rule details for IPLNAs (1) and some of their distinctions for variations of gradient learning algorithms are sketched in Table I, where most distinctions lie in the time-varying learning rate } \eta = \eta(k). \text{ For notational simplicity, } g(x(k)) \text{ can be shortened as } g(x) \text{ or } g(x,k) \text{ and so on.}

First, let us consider nonmomentum gradient methods, such as sketched in Table I for NLMS or RLS, where the weight updates for IPLNAs result in time-variant state-space representation as follows:

\begin{equation}
w(k + 1) = (I - \eta(k) \cdot g(x) \cdot g(x)^T) \cdot w(k) + \eta(k) \cdot y(k) \cdot g(x)
\end{equation}

where $(I - \eta(k) \cdot g(x) \cdot g(x)^T)$ is the local matrix of dynamics (LMD); $\eta(k) \cdot y(k) \cdot g(x)$ is the input term, where the time-varying...
TABLE I
GENERAL INCREMENTAL GRADIENT-LEARNING SCHEME FOR IPLNAS AND ITS THREE MOST POPULAR INCREMENTAL GRADIENT LEARNING VARIATIONS (BRIEFLY SKETCHED TO INDICATE THE PRINCIPAL DIFFERENCES WHILE THE DETAILS CAN BE FOUND IN CITED LITERATURE AND REFERENCES THEREIN)

| Learning Algorithm (in sketch) | Learning scheme: \( \mathbf{w}(k+1) = \mathbf{w}(k) - \eta(k) \frac{\partial Q(k)}{\partial \mathbf{w}} \) |
|-------------------------------|--------------------------------------------------|
| **NGD (NLMS [13–15])**       | \[
\eta(k) = \eta(g(x) + \mu) = \frac{\mu}{||g(x)||^2 + \varepsilon}
\]
where the constant learning rate \( \mu < 2 \), and the regularization term \( \varepsilon \) is small. |
| **RLS [19]**                  | \[
\eta(k) = \eta(g(x) + \mu, k) = -\gamma R^{-1}(R^{-1}(k-1)g(x), \mu)
\]
where the constant learning rate is usually \( \mu \approx 0.9 \). |
| **ADAM [17]**                 | \[
\mathbf{m}(k+1) = \beta_{m}(\mathbf{m}(k) + (1 - \beta_{m}) \frac{\partial Q(k)}{\partial \mathbf{w}})
\]

III. BIBS CONVERGENCE OF IPLNA GRADIENT LEARNINGS

This section recalls, applies, and proves the BIBS stability concept for a class of incremental weight-update systems and introduces the strict BIBS condition for weight convergence. Based on the proof, a new definition of strict BIBS stability is defined to assure the strict weight convergence of IPLNAS with gradient learning schemes as in (2) or (4), i.e., in a general form (5).

**Definition 2:** If every bounded input of a system results in a bounded state, then the system is called BIBS stable. If every bounded input of a system results in a bounded output, then that system is called bounded-input/bounded-output (BIBO) stable.

A system (5) is BIBS stable if there exist two positive constants, such that the conditions

\[
\|\mathbf{w}(k)\| \leq L_u, \forall k \geq k_0
\]

imply that \( \|\mathbf{w}(k)\| \leq L_u, \forall k \geq k_0 \). The system is BIBO stable if there exists two constants \( 0 < L_u, L_y < \infty \), such that condition (6) implies that \( \|y(k)\| \leq L_y, \forall k \geq k_0 \).

In practice, the initial weights \( \mathbf{w}(k_0) \) are random values; however, it does not violate the BIBS stability as proven further via (7)–(19).

**Theorem 1:** Time-variant discrete-time weight-update system (5) is BIBS stable if there exist constants \( L_k, M_k, B_k \) for which

\[
sup_{k \geq k_0} ||\mathbf{w}(k)|| = L_u < \infty, sup_{k \geq k_0} ||\mathbf{a}(k)|| = M_u < 1, \quad \text{and} \quad sup_{k \geq k_0} ||\mathbf{b}(k)|| = M_y < \infty.
\]

**Proof:** (based on the proof of Theorem 3 in [12]): The weight-update system (5) unfolds in \( k \) via the scheme as follows:

\[
\begin{align*}
\mathbf{w}(k) &= \mathbf{A}(k-1)\mathbf{w}(k-1) + \mathbf{B}(k-1)\mathbf{u}(k-1) \quad (7) \\
\mathbf{w}(k+1) &= \mathbf{A}(k)\mathbf{A}(k-1)\mathbf{w}(k-1) + \mathbf{A}(k)\mathbf{B}(k-1)\mathbf{u}(k-1) + \mathbf{B}(k)\mathbf{u}(k) \\
&\vdots \\
\mathbf{w}(k+1) &= \prod_{j=0}^{k-1} \mathbf{A}(k-j) \mathbf{w}(k_0) \\
&+ \sum_{i=0}^{k-1} \prod_{j=1}^{k-i} \mathbf{A}(k-j+1) \mathbf{B}(i)\mathbf{u}(i) + \mathbf{B}(k)\mathbf{u}(k) \quad (8)
\end{align*}
\]

Using the notation

\[
\mathbf{A}_k = \prod_{j=0}^{k-1} \mathbf{A}(k-j), \quad \mathbf{C}_{k,i} = \prod_{j=1}^{k-i} \mathbf{A}(k-j+1),
\]

where \( i = k_0, k_0+1, \ldots, k-1 \), and \( \mathbf{C}_{k,k} = \mathbf{I} \), we can rewrite (9) as

\[
\mathbf{w}(k+1) = \mathbf{A}_k\mathbf{w}(k_0) + \sum_{i=k_0}^{k} \mathbf{C}_{k,i} \mathbf{B}(i)\mathbf{u}(i) \quad (10)
\]
After applying a norm and using the triangle inequality, we obtain
\[ \|w(k + 1)\| \leq \|A_k\| \cdot \|w(k_0)\| + k \sum_{i=k_0}^{k} \|C_{i,k}\| \cdot \|\mathbf{B}(i)\| \cdot \|u(i)\| = D_k. \] (12)

The constraints in Theorem 1 imply the following:
\[ \|A_k\| \leq M_A^{k-k_0+1} < 1 \] (13)
\[ \|C_{i,k}\| \leq M_A^{k-i} \] (14)
\[ \|\mathbf{B}(i)\| \cdot \|u(i)\| \leq M_B \cdot L_u. \] (15)

Therefore, it holds for the right-hand side of (12) that
\[ D_k \leq M_A^{k-k_0+1} \cdot \|w(k_0)\| + M_B \cdot L_u \sum_{i=k_0}^{k} M_A^{k-i} \] (16)
where the last term represents a partial sum of a geometric sequence, i.e.,
\[ \sum_{i=k_0}^{k} M_A^{k-i} = \sum_{i=0}^{k-k_0} M_A^i = \frac{1 - M_A^{k-k_0+1}}{1 - M_A} - \frac{1}{1 - M_A}. \] (17)

Finally, it completes the proof that
\[ \|w(k+1)\| \leq D_k \leq \|w(k_0)\| + \frac{M_B L_u}{1 - M_A} \] (18)
where the weight initiation \( w(k_0) \) implies that there exists the constant \( L_w = \|w(k_0)\| + ((M_B L_u)/(1 - M_A)) \) such that
\[ \|w(k)\| \leq L_u \text{ for all } k > k_0. \] (19)

IV. CONNOTATIONS TO COMMON BIBS AND ISS STABILITY

From the bounded input assumption, it yields that there exist finite upper bounds \( M_B, L_u \) for \( \|\mathbf{B}(k)\| \) and \( \|u(k)\| \). Using the ratio criterion for convergence of the series in (12), we should find a constant \( q < 1 \) so that
\[ \rho(\mathbf{A}(i)) \leq \frac{\|C_{i,j}\|}{\|C_{i,j-1}\|} = \|\mathbf{A}(i)\| \leq q, \quad i > k_0 \] (20)
where \( \rho(\mathbf{A}) \) denotes the spectral radius of \( \mathbf{A} \).

Corollary: IPLNAs with learning-rule state-space representation (2), for which there exists a constant \( 0 \leq q < 1 \) such that
\[ \rho(\mathbf{I} - \eta(k) \cdot \mathbf{g}(x(k)) \cdot \mathbf{g}^T(x(k)), k) \leq q \] (21)
for all \( k > k_0 \), are BIBS stable. \( \square \)

Proof: It is well known that \( \|\mathbf{A}\| < 1 \) implies \( \rho(\mathbf{A}) < 1 \). Recall that for real-time learning \( \mathbf{A}(k) = (\mathbf{I} - \eta(k) \cdot \mathbf{g}(x(k)) \cdot \mathbf{g}^T(x(k)), k) \), \( \mathbf{B}(k) = \eta(k) \), and \( u(k) = y(k) \cdot \mathbf{g}(x(k)) \) as it is already indicated in (2) or as it can be extended for (4). Therefore, (21) implies (20); this assures the convergence of the series in (12) and hence,
\[ \|w(k)\| \leq \|w(k_0)\| + K \] (22)
where \( K = M_B L_u/(1 - q) \). \( \square \)

Definition 3: A system (2) is input-to-state stable (ISS) if there exist functions \( \beta \) and \( \gamma \), such that
\[ \|w(k+1)\| \leq \beta(\|w(k_0)\|, k) + \gamma(\|u\|) \] (23)
where \( \beta \) is the KL̄ function and \( \gamma \) is the \( K_\infty \) function [11]. \( \square \)

Theorem 2: IPLNAs that satisfy the condition (20) are ISS. \( \square \)

Proof: From (12), it follows that in the case of (2), we have
\[ \|w(k+1)\| \leq \|A_k\| \cdot \|w(k_0)\| + \|u\| \sum_{i=k_0}^{k} \|C_{i,k}\| \cdot \|\mathbf{B}(i)\| \] (24)

where \( \|u\| = \sup_{0 \leq i \leq 2^k} (\|u(i)\|) \), then let \( \beta(\|w(k_0)\|, k) = \|A_k\| \cdot \|w(k_0)\| \), and \( \gamma(\|u\|) = \|u\| \cdot \sum_{i=k_0}^{k} \|C_{i,k}\| \cdot \|\mathbf{B}(i)\| \).

From the proof of Corollary 1, it is now clear that \( \gamma \) is \( K_\infty \) function. Now, it is shown that \( \beta \) belongs to KL̄ function.

First, for each \( k \geq k_0 \), the function \( \beta(\|w(k_0)\|, k) \) is linear in \( \|w(k_0)\| \), and hence it is of class \( K_\infty \). Second, if the condition (21) holds, then \( \lim_{k \to \infty} \|A_k\| = 0 \). From this, it follows that \( \beta \) belongs to KL̄ class. \( \square \)

V. CONSEQUENCES TO REAL APPLICATIONS

In practice, the training data are bounded, and so is the gain matrix \( \mathbf{B}(k) \). Thus, the previous sections thoroughly prove that the sufficient condition to maintain the learning convergence under ISS’s umbrella and in the sense of BIBS stability is (20) that yields (21) for non-momentum gradient algorithms. For experimental results, e.g., with a class of polynomial neural architectures, please see paper [10], where spectral radii’s effect \( \rho(A) \) on gradient learning is studied and shown in detail. Also, this letter’s proofs are the theoretical complements to the earlier, i.e., more experimentally focused work [10] that did not explicitly show the whole theoretical kinship.

The BIBS condition (20) can be restated as
\[ \rho(\mathbf{A}(k)) \leq \|\mathbf{A}(k)\| \leq 1 \quad \forall k \] (25)
that is very strict, and also, the norm must not necessarily be kept all the time below 1 as it practically fluctuates around 1 as also shown in [10]. Thus, it is more practical to maintain the following condition
\[ \frac{\|C_{i,k}\|}{\|C_{i,k-1}\|} = \prod_{j=1}^{k-p} A(k - j + 1) \leq 1 \] (26)
where \( p \) is the custom number of samples, i.e., every \( p \)-sample sliding window, for which the condition (26) should be maintained. Any unusually large increase of (25) or (26) that extraordinary exceeds \( I \) then indicates the loss of weight-update stability that has to be avoided, e.g., see [10 Figs. 5 and 6] as the example of the violation of (20) for a class of polynomial (recurring) IPLNAs.

VI. CONCLUSION

This brief showed and proved that the ISS framework and BIBS concept are universally applicable to the weight convergence of a broad family of IPLNAs for various modifications of incremental gradient learning algorithms. For real applications, the introduced weight-update stability condition should be monitored and accordingly maintained to avoid the instability of real-time learning systems. The implementation of the weight convergence condition is extraordinarily feasible and very practical; this is because it is enough to monitor the spectral radius that can be practically substituted by calculating the Frobenius norm of the local matrix of dynamics and is achievable in real time on any HW today. Thus, it is also important for autonomous and embedded learning systems implemented by progressive technologies such as FPGA.

APPENDIX

The time-variant state-space representation of weight-updates for IPLNAs given in (2) is to be derived, considering (1) with the details in left column of Table I and respecting the proper vector multiplications, via the steps as follows:
\[ \frac{\partial \dot{Q}(k)}{\partial w} = \frac{\partial}{\partial w} \left( \frac{1}{2} \varepsilon^T(k) \right) \]
\[ = e(k) \frac{\partial}{\partial w} (y(k) - w(k)^T \cdot \mathbf{g}(x(k))) \]
\[ = -g(x(k)) \cdot e(k) \] (28)

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
moments can be here rewritten in the following matrix form:

\[
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
-(\beta_1 - 1)g(x, k)g(x, k)^T & 0 & (\beta_1 - 1)g(x, k)g(x, k)^T & \eta(k - 1) \\
\end{bmatrix} \cdot \eta(k).
\]

(36)

that returns in the form of (2) as follows:

\[
w(k+1) = (I - \eta(k) \cdot g(x(k)) \cdot g(x(k))^T)
\]

\[
\cdot \left(\frac{\partial Q}{\partial w} \right) + \eta(k) \cdot y(k) \cdot g(x(k)).
\]

(30)

State-space representation of the weight-update system for ADAM leading to (3) and (4) derives as follows:

\[
w(k+1) = w(k) - \eta(k) \cdot m(k)
\]

\[
m(k+1) = \beta_1 \cdot m(k) + (1 - \beta_1) \cdot \frac{\partial Q}{\partial \omega}
\]

\[
\cdot w(k) - \eta(k) \cdot g(x(k)) \cdot (y(k) - g(x(k))^T \cdot w(k))
\]

\[
\cdot (\beta_1 - 1) g(x, k) \cdot y(k).
\]

(31)

\[
\begin{bmatrix}
w(k) \\
w(k + 1) \\
m(k) \\
m(k + 1)
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
-(\beta_1 - 1)g(x, k)g(x, k)^T & 0 & (\beta_1 - 1)g(x, k)g(x, k)^T & \eta(k - 1) \\
\end{bmatrix} \cdot
\begin{bmatrix}
g(x, k) \\
y(k)
\end{bmatrix}
\]

(35)

where \( A(k) \) is in detail for ADAM in (36), as shown at the top of the page.

So the ADAM weight-update system (31) and (32) turns into the already shown state-space representation for IPLNAs as

\[
\xi(k+1) = A(k) \cdot \xi(k) + B(k) \cdot u(k)
\]

(37)

where the state vector \( \xi \), local matrix of dynamics \( A \), output gain matrix (or vector) \( B \), and input term \( u \) change accordingly. Therefore, further validity and application of BIBS stability applied to the weight convergence are valid and straightforward.
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