Common oscillatory mechanisms across multiple memory systems
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The cortex, hippocampus, and striatum support dissociable forms of memory. While each of these regions contains specialized circuitry supporting their respective functions, all structure their activities across time with delta, theta, and gamma rhythms. We review how these oscillations are generated and how they coordinate distinct memory systems during encoding, consolidation, and retrieval. First, gamma oscillations occur in all regions and coordinate local spiking, compressing it into short population bursts. Second, gamma oscillations are modulated by delta and theta oscillations. Third, oscillatory dynamics in these memory systems can operate in either a "slow" or "fast" mode. The slow mode happens during slow-wave sleep and is characterized by large irregular rhythms in the hippocampus and delta oscillations in cortical and striatal circuits. The fast mode occurs during active waking and rapid eye movement (REM) sleep and is characterized by theta oscillations in the hippocampus and its targets, along with gamma oscillations in the rest of cortex. In waking, the fast mode is associated with the efficacious encoding and retrieval of declarative and procedural memories. Theta and gamma oscillations have similar relationships with encoding and retrieval across multiple forms of memory and brain regions, despite regional differences in microcircuitry and information content. Differences in the oscillatory coordination of memory systems during sleep might explain why the consolidation of some forms of memory is sensitive to slow-wave sleep, while others depend on REM. In particular, theta oscillations appear to support the consolidation of certain types of procedural memories during REM, while delta oscillations during slow-wave sleep seem to promote declarative and procedural memories.
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INTRODUCTION

Different forms of memory are supported by the hippocampus, striatum, and cortex (here defined to include the neocortex and parahippocampal regions). While each of these regions has specialized anatomical and response properties that may support their respective mnemonic capabilities, they also share similar patterns of oscillatory potentials, which are thought to facilitate local processing and inter-regional communication. This review will show that these different brain regions and types of memory share common oscillations that are similarly associated with the encoding, consolidation, and retrieval of memories. This review will first cover the multiple forms of memory and brain regions to be discussed. Then the focus will shift to the mechanisms underlying each oscillation. Next we will examine how across different regions and forms of memory, certain oscillations are associated with particular stages of memory processing. Finally, the case will be put forward that, in general, different subsets of rhythms can be linked to either the encoding and retrieval or consolidation of memories.

MULTIPLE MEMORY SYSTEMS

Memories can take a variety of forms, but are often divided into two broad categories, procedural and declarative. Within the declarative type, a further subdivision is made between episodic memories for events an individual experienced in a particular spatiotemporal context, and semantic memories for facts and things that are divorced from any particular episode. Procedural memory encompasses a wide range of phenomena, such as motor and perceptual skills, habits, unconscious changes in response tendencies (e.g., priming), and simple classical conditioning. However, in any given situation, the demarcation between these distinct forms of memory is not always clear. For instance, when subjects are trained to associate a tone with an aversive airpuff to the eye, they acquire both an episodic memory for the circumstances of the training and a conditioned reflex to the tone, with the two depending on dissociable neural substrates. This specialization may have arisen because different forms of memory place incompatible computational demands on neural systems. A particular circuit’s performance on one kind of memory may be compromised by adding the functionality that supports other types of memories and their associated behaviors. Yet, at a basic level, these circuits often share similar cell types and synaptic physiology. Those common low-level mechanisms impose constraints on the spatiotemporal integration and transmission of neural activity. Emerging from these constraints are the various oscillations we will cover. They may serve as general-purpose mechanisms that enable the efficacious encoding and propagation of activities within and between networks, while at the same time being blind to their information content.
THREE MEMORY SYSTEMS: HIPPOCAMPUS, CORTEX, AND STRIATUM

Starting with pioneering studies on patient HM, it was recognized that the hippocampus is important for the rich encoding of novel experiences. Similarly in rodents, damage to the hippocampus impairs acquisition of contextual fear memory, a task that requires the rapid formation of long-term associations between multiple sensory modalities. In addition, the hippocampus’ role in memory is often time-limited. This has been attributed to a systems’ consolidation process, whereby memories are gradually transferred from the hippocampus to the cortex for long-term storage. Studies have found that disrupting neocortical activity at specific sites can impair the retrieval, consolidation, and encoding of memories for the specific contents they represent. Correspondingly, cortical regions also exhibit experience-dependent structural and functional plasticity.

While the cortex and hippocampus are associated with declarative memory, the striatum is linked to several types of procedural memory. These include skilled motor behaviors, such as performing a particular sequence of hand movements. Associations between specific stimuli and responses can also depend on the striatum, especially after extensive training that renders such behavior “habitual”. Both of these forms of learning contrast with declarative memories in that they are often implicit and contents they represent. This learning is also inflexible: motor learning does not readily transfer to novel sequences of actions; habits are rather stimulus-specific.

THREE OSCILLATIONS: DELTA, THETA, AND GAMMA

Neuronal oscillations are thought to coordinate activity into ordered patterns that optimize local information processing and facilitate signal transmission between regions. We will consider three distinct rhythms, delta (0.5–2 Hz), theta (6–9 Hz), and gamma (35–100 Hz), that can be recorded from, or have been shown to influence the cortex, hippocampus, and striatum (Fig. 1). While delta is associated with slow-wave sleep (SWS) and theta is prominent during active waking and rapid eye movement (REM) sleep, both modulate the power of the faster gamma oscillation (reviewed below). Of note, nestled within delta are several distinct oscillatory phenomena, such as spindling (7–14 Hz) and faster forms of delta (2–4 Hz) that are not discussed here. Readers familiar with the phenomenology and origin of neuronal oscillations may wish to skip the next three subsections and jump to “Oscillations and memory systems”.

GENERATION OF DELTA OSCILLATIONS

Sleep generally comprises two distinct states, SWS and REM. Delta oscillations are present in SWS and reflect alternating periods of depolarization and hyperpolarization that are synchronized across wide swathes of cortex. While delta oscillations are regulated by brainstem centers, and recruit multiple subcortical sites, including the dorsal striatum and thalamus, the intrinsic cortical circuitry is sufficient for their generation.

The periods of tonic depolarization and hyperpolarization that comprise these slow waves have come to be referred as to up- and downstates, respectively (see ref. 20 for an excellent review). Upstates reflect a barrage of excitatory post-synaptic potentials and inhibitory post-synaptic potentials that cause a substantial increase in membrane conductance, while downstates are associated with reduced synaptic activity and disinhibition. During upstates, the mixture of excitatory and inhibitory inputs imposes a “balanced” state that favors the genesis of gamma oscillations.

While up- and downstates have received the most attention in cortex, the terms “up-” and “down”-state were first introduced to describe the behavior of striatal medium spiny neurons (MSNs) in vivo. As in cortex, up- and downstates are synchronized between distant striatal sites. Unlike cortex, striatal upstates are not generated by local circuit interactions within the striatum, but imposed by corticostriatal neurons driving striatal interneurons and MSNs.

Cortical delta oscillations also interact with hippocampal activity. Dentate granule cells, CA1 pyramidal neurons, and interneurons of the stratum radiatum and stratum lacunosum moleculare, all of which receive direct inputs from entorhinal cortex, exhibit subthreshold modulation of their membrane potential synchronized with cortical delta oscillations. Compared with their cortical and striatal counterparts, these modulations tend to be weaker and lack the clear bimodality found during cortical up- and downstates, although they can entrain spiking. Instead, during SWS, the hippocampus mostly expresses large irregular activity, including sharp wave ripples (SWRs), which result from the synchronous activation of CA1 pyramidal cells and interneurons by CA3 afferents. SWRs tend to occur at the onset of upstates, and are thought to play an important role in memory consolidation by reactivating hippocampal and cortical activity patterns that occurred during past experiences. Multiple lines of evidence have converged to support their role in memory consolidation. Moreover, there is evidence that cortical reactivations during upstates may be driven by temporally proximal SWRs. In addition to their role in offline consolidation, SWRs also occur during pauses in task performance, coordinating the replay of prior trajectories by hippocampal place cells, in both the forward and reverse orders. Disrupting these online SWRs impairs performance on a task requiring spatial working memory (Fig. 2).

GENERATION OF THETA OSCILLATIONS

Theta oscillations are strongest in the hippocampus during movement, exploration, sniffing, and REM sleep. For the most part, theta generation depends upon the medial septum-diagonal band of broca (MS-DBB). The MS-DBB contains cholinergic, GABAergic, and glutamatergic projection neurons. Injection of
anticholinergic drugs or toxins selective for cholinergic neurons in the MS-DBB produces a profound reduction of hippocampal theta during immobility or anesthesia, while relatively sparing theta associated with running and REM sleep.41,42 This non-cholinergic theta may depend upon septal GABAergic neurons because optogenetically silencing43 or selectively lesioning them44 eliminate REM- and locomotion-associated hippocampal theta. MS-DBB GABAergic neurons target hippocampal interneurons45 and are thought to pace the theta rhythm via periodic disinhibition of pyramidal cells.46 Besides the MS-DBB, lesioning the entorhinal cortex reduces theta throughout the hippocampus,47 and may contribute to theta rhythmicity.48 During active exploration, the place field-specific firing of CA1 pyramidal cells shows a dependence on theta phase, with neurons firing during earlier and earlier phases of theta as the rat moves through that cell’s place field,49 an effect that depends upon the integrity of the medial entorhinal cortex.50

Hippocampal theta oscillations appear to be traveling waves.51, 52 Recordings along the long axis of the hippocampus reveal a systematic progression of the phase of theta oscillations such that there is a 180 degree shift in theta phase from the septal to temporal pole, with the depolarizing phase leading in septal sites. Yet, local properties of theta such as peak frequency, coherence, and entrainment of unit activity are uniform throughout the hippocampus, which suggests that theta has similar effects on local processing. In particular, the depolarizing phase of the theta oscillation increases the strength of local gamma oscillations.53

The dorsal and ventral striatum exhibit theta activity during active waking states53–55 but not REM sleep.17,56 These oscillations likely arise from hippocampal, not cortical, afferents.55 Both the striatal and hippocampal theta are associated with cyclical modulations of gamma power.54

With the exception of the prefrontal cortex, cortical sites generally do not show prominent theta oscillations.57 During performance of spatial tasks, prefrontal neurons fire in phase with hippocampal theta, but with a delay that implies a hippocampal to prefrontal directionality.58 This relationship is dependent on state;

during REM sleep interactions between the prefrontal cortex and hippocampus are attenuated,59 similar to the striatum.17

Other cortical regions typically exhibit low amplitude high-frequency oscillations during waking states or REM sleep. This “activated” cortical state, which contains strong gamma band activity, can be induced by stimulation of the nucleus basalis magnocellularis,60 which is a posterior extension to the MS-DBB. Like hippocampal theta, the activated state is sensitive to cholinergic60 and GABAergic manipulations61 in nucleus basalis (Fig. 3).

**GENERATION OF GAMMA OSCILLATIONS**

Gamma oscillations occur throughout the cortex, hippocampus, and striatum during waking and sleep. There are two dominant models for the genesis of gamma oscillations.62 One is based purely on interactions between inhibitory interneurons (Interneuron Network Gamma, ING). Such ING oscillations arise when a reciprocally connected population of inhibitory interneurons receives an exogenous excitatory drive, which does not need to be oscillatory. When this drive fires a sufficient number of interneurons simultaneously, they temporarily silence each other and come out of inhibition around the same time, priming them
to fire synchronously again. Across several cycles of this, a substantial portion of the network becomes synchronized.\textsuperscript{63} ING is generally not considered to generate gamma oscillations in vivo, because in the intact brain interneurons are embedded in a network with pyramidal cells. The reciprocal interaction between these two subpopulations of neurons is responsible for the other mechanism of gamma generation (Pyramidal-ING, PING).

In PING oscillations, the excitatory drive is supplied by local pyramidal cells.\textsuperscript{64} Pyramidal cell spiking activates inhibitory interneurons, which temporarily silence the network by providing feedback inhibition to pyramidal cells and interneurons. As this inhibition wanes, pyramidal cells regain the ability to fire. Slight differences in excitatory drive onto particular subpopulations of pyramidal cells cause them to fire, which activates the diffuse inhibitory network and shuts down the rest of the network for another cycle. This process can effectively implement a winner-take-all calculation on each cycle.\textsuperscript{65}

Both hippocampal and cortical microcircuits seem ideally suited to produce PING,\textsuperscript{66} as the connection probability between neighboring pyramidal cells and interneurons has been estimated at $\approx 50$-60%. Interneurons also exhibit dense connectivity, synapsing on each other and nearby pyramidal neurons, resulting in common oscillatory rhythms that entrain multiple functional subsets of pyramidal cells.\textsuperscript{67} Among the various interneuron subtypes, fast-spiking parvalbumin positive (PV) basket cells show the greatest entrainment by gamma.\textsuperscript{68} Optogenetically silencing them reduces the strength of gamma oscillations evoked by principal cell activation.\textsuperscript{69} Two forms of gamma, a slow ($\approx 35$–60 Hz) and a fast ($\approx 60$–100 Hz) type, have been reported in both cortical and hippocampal networks. In vitro, cortical slices can also exhibit distinct slow and fast gamma oscillations in supragranular and granular cortical layers, respectively. In addition the propensity of infragranular layers to display either rhythm is modulated by overall excitability.\textsuperscript{70} In the CA1 region in vivo, the occurrence of low- and high-frequency gamma oscillations is modulated by the phase of ongoing theta oscillations, and is associated with afferent drive arising from CA3 or the entorhinal cortex, respectively.\textsuperscript{71} While a thorough treatment of the functions of low and high gamma is beyond the scope of this review, it is worth noting that they have distinct behavioral correlates.\textsuperscript{72,73}

The striatum also exhibits low and high gamma oscillations.\textsuperscript{24,74} However, it remains unclear whether they are generated intrinsically or imposed by striatal afferents. Unlike cortex and hippocampus, there is only weak local connectivity between principal striatal neurons (MSNs), and these connections are GABAergic, reversing at $\approx 60$ mV.\textsuperscript{75} Yet, the striatum also contains PV interneurons that synapse on one another and onto MSNs, in a manner similar to that seen in cortex.\textsuperscript{76} Thus, recurrent inhibitory connectivity among PV interneurons and MSNs could support ING oscillations. The other requirement for ING is afferent excitation, which could be provided by cortical or thalamic afferents.\textsuperscript{77} Alternatively, gamma oscillations could be imposed onto the striatum by cortical inputs, given that striatal PV interneurons fire in phase with cortical gamma oscillations.\textsuperscript{78,79}

**OSCILLATIONS AND MEMORY SYSTEMS**

Three overarching principles emerge when we compare oscillatory activity across the memory systems considered in this review. First, gamma oscillations are present in all regions and coordinate local spiking, compressing it at the population level into short bursts. Second, gamma oscillations are modulated by the slower delta and theta oscillations. Third, oscillatory dynamics in these memory systems can operate in either a “slow” or “fast” mode. The slow mode happens during quiet rest or SWS and is characterized by large irregular activity in the hippocampus and delta oscillations in cortical and striatal circuits. The fast mode occurs during active waking and REM sleep and is typified by theta oscillations in the hippocampus and its targets, along with gamma oscillations in the rest of cortex.

Presumably, these state-dependent differences in oscillations across brain regions enable different mnemonic processes. The fast mode is associated with the efficacious encoding and retrieval of both declarative and procedural memories. On the other hand, during SWS the slow mode would regulate the offline consolidation of declarative memories, although some evidence indicates that during REM the fast mode promotes consolidation of procedural memories. Below, we consider evidence implicating oscillations in these different aspects of memory.

**ENCODING AND RETRIEVAL IN THE FAST MODE**

Hippocampal theta has a well-established role in memory encoding.\textsuperscript{76} Elimination of theta by lesioning the MS-DBB disrupts the retention of a spatial foraging task.\textsuperscript{77} Moreover, tasks that tap into declarative memory are associated with enhanced theta coherence between the temporal lobe and hippocampal sites for items that were subsequently recalled.\textsuperscript{80} In patients undergoing presurgical mapping of epileptic foci with depth electrodes in the hippocampus, subsequent memory for image stimuli is associated with enhanced phase-locking between spiking and the local theta.\textsuperscript{81}

Hippocampal theta is also associated with memory retrieval. Its coherence with the amygdala increases when rats exhibit freezing behavior associated either with aversive cues or contexts.\textsuperscript{82} The hippocampus conveys this theta signal to its targets. Indeed, theta coherence between the prefrontal cortex and hippocampus, as well as entrainment of prefrontal neurons by hippocampal theta, increases with learning, particularly at choice points in a memory-guided foraging task.\textsuperscript{83,84} In humans, theta oscillations occur throughout the temporal lobe and are strengthened following training on a virtual maze navigation task.\textsuperscript{85} Moreover, experimentally induced phase resetting of theta oscillations by entorhinal stimulation during the encoding of spatial landmarks enhances subsequent memory.\textsuperscript{86}

The hippocampus projects to the ventral and medial portions of striatum,\textsuperscript{87} a connection that may supply spatial information. This pathway could link the hippocampal code for space with striatal coding of rewards and task conditions. During performance of a tone-cued T-maze task, as rats approached the decision point, medial striatum theta power and its coherence with hippocampus increases.\textsuperscript{88} Critically, mostly ventromedial striatal neurons are modulated by hippocampal theta. During reward periods, this modulation exhibits theta phase precession, highlighting the potential for phase-dependent computations between these systems.\textsuperscript{89}

Theta oscillations often comodulate gamma as well, and many of the regions that exhibit learning-dependent modulation of theta show similar changes for gamma. With respect to retrieval, hippocampo-striatal gamma coherence increases during performance of a well-learned, cue-driven, operant response.\textsuperscript{90} and dorsal striatal gamma is modulated by the phase of hippocampal theta.\textsuperscript{24} In the human medial temporal lobe, hippocampo-entorhinal gamma coherence during encoding is stronger for subsequently recalled words,\textsuperscript{91} and gamma power is increased across the medial temporal lobe for recalled words.\textsuperscript{92} In contrast to the enhanced theta/gamma seen in medial temporal and frontal sites, occipital and parietal regions just show a boost in gamma\textsuperscript{92,93} for subsequently remembered items. Indeed, the earliest studies of learning-induced changes in the electroencephalogram (EEG) found that a loss of low-frequency components and emergence of low-voltage fast activity (so called “alpha-blocking”) accompanied learning and reflected increased attention.\textsuperscript{94} This activated state is thought to enhance the reliability of stimulus coding by sensory cortices,\textsuperscript{95,96} which may promote synaptic plasticity via spike timing-dependent
mechanisms. In agreement with this, cue-induced gamma oscillations in the auditory cortex during fear conditioning predict both the resulting associative memory and plasticity. Regarding retrieval, like theta, cortical gamma oscillations are enhanced during behaviorally important stimuli, or incidental stimuli that are recognized from past experience. Enhanced gamma band activity was also shown to reflect successful encoding and retrieval in the hippocampus. In macaques, the strength of spike-field gamma coherence during the encoding of passively viewed novel pictorial stimuli predicted later recognition. With respect to retrieval, correct performance on an odor-sampling task in rodents was accompanied by increased coherence of pyramidal and interneuronal firing with theta and gamma field oscillations in CA1. These retrieval-related rhythms are likely acquired with training and may promote communication between the hippocampus and its downstream targets. In agreement with this notion, as rats acquire a novel odor-place association, they develop enhanced gamma coherence between the dorsal hippocampus and lateral entorhinal cortex during cue-sampling.

In summary, both theta and gamma oscillations have the same relationships with encoding and retrieval across multiple forms of memory and brain regions. Moreover, these similarities exist despite regional differences in microcircuitry and information content.

CONSOLIDATION WITH SLOW AND FAST MODES

During SWS, the cortex exhibits large synchronous delta oscillations and a drastically reduced responsiveness to external stimuli. Yet, while this state appears to be the polar opposite of that seen during successful memory encoding, it plays an important role in memory consolidation. Cortical delta oscillations may be particularly important for this process, reflecting the reactivation and exchange of information between the cortex, striatum, and hippocampus. Several lines of evidence point to the importance of delta oscillations for the consolidation of declarative memories. If a subject is presented with a set of stimuli to be subsequently recalled, an intervening sleep period will often increase the number of remembered items. Both the duration of SWS and the coherence of its delta oscillations positively correlate with memory retention. Importantly, manipulations, such as transcranial stimulation, that increase the strength of delta oscillations in cortex boost memory retention.

In order for delta oscillations to enhance memory consolidation, they must somehow cause experience specific synaptic plasticity that affects behavior upon waking. This would likely depend on the reinstatement of cortical activity patterns associated with recent experience. Consistent with this notion, during SWS, cortical sites recently activated by sensory and motor experience exhibit enhanced delta power. In addition, following training on a visual discrimination task, delta waves tend to initiate in the occipital cortex and correlate with subsequent improvements in performance.

Nested within these delta oscillations are upstates, which resemble cortical activation during waking, and could facilitate the transmission of information throughout cortical networks. In general, patterns of spontaneous ensemble activity during upstates match those observed during sensory coding. Critically, these ensemble activity patterns can be modified by experience. On a brain machine interface learning task, units selected for training are preferentially reactivated in SWS, presumably during upstates. Since cortical reactivations during upstates occur on a faster timescale than happen behaviorally, they could potentially engage synaptic plasticity mechanisms that depend upon the precise timing of pre- and postsynaptic spiking. Delta oscillations and upstates throughout the striatum are also of potential importance to memory consolidation. In vitro, dorsal striatal upstates produce specific and repeatable sequences of ensemble activity similar to those seen in cortex. During SWS, ventral striatal neurons that were recently driven during task execution are reactivated, producing patterns of activity that reflect either the goal approach or reward delivery period. These reactivation events in cortex and striatum may in part be initiated by hippocampal SWRs. Consistent with this idea, SWRs occur during SWS and engender population activity that reflects previous experiences. Similarly, task-related medial prefrontal neurons, which entrain to hippocampal theta during task performance, exhibit significant activity modulation around SWRs during post-training sleep. Replay of recent experiences that coordinates with SWRs also occurs in visual cortex and ventral striatum. However, in the latter case, replay events could also have been driven by coincident cortical upstates. Thus, delta oscillations during SWS may enhance memory consolidation by structuring the reactivation of experience-related neuronal ensembles in the cortex, striatum, and hippocampus.

SWRs also occur during quiet waking or pauses in behavior. Since these SWRs are associated with replay events in CA1 ensembles, they too may facilitate memory consolidation. Their occurrence during the consummatory phase of behavior, at which point reinforcement is often delivered, may strengthen memories by providing temporal contiguity between an immediately preceding experience and its present consequences. Indeed, disrupting these SWRs impairs the acquisition of a memory-guided spatial navigation task. While this consummatory replay tends to reflect the previous experience, anticipated circumstances are represented during awake SWR-associated replay immediately prior to initiation of task-related behaviors, which could support memory retrieval, decision making, or consolidation.

In contrast to SWS, the role of REM and its associated theta oscillations in memory consolidation is less clear. While some studies have linked REM with the consolidation of procedural memories, others have not. Perhaps these discordant findings are explained by differences between the types of procedural memories under consideration. For instance, REM disruption does not affect consolidation of a skilled motor task, which depends partly on the dorsal striatum. This agrees with the fact that the striatum is not strongly coordinated with theta during REM sleep. Indeed no theta oscillations are seen in dorsal striatal MSNs, which are driven during task performance. Consistent with this idea, SWRs also occur during quiet waking or pauses in behavior. Since these SWRs are associated with replay events in CA1 ensembles, they too may facilitate memory consolidation. Their occurrence during the consummatory phase of behavior, at which point reinforcement is often delivered, may strengthen memories by providing temporal contiguity between an immediately preceding experience and its present consequences. Indeed, disrupting these SWRs impairs the acquisition of a memory-guided spatial navigation task. While this consummatory replay tends to reflect the previous experience, anticipated circumstances are represented during awake SWR-associated replay immediately prior to initiation of task-related behaviors, which could support memory retrieval, decision making, or consolidation.
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