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ABSTRACT
We study the problem of applying spectral clustering to cluster multi-scale data, which is data whose clusters are of various sizes and densities. Traditional spectral clustering techniques discover clusters by processing a similarity matrix that reflects the proximity of objects. For multi-scale data, distance-based similarity is not effective because objects of a sparse cluster could be far apart while those of a dense cluster have to be sufficiently close. Following [16], we solve the problem of spectral clustering on multi-scale data by integrating the concept of objects’ “reachability similarity” with a given distance-based similarity to derive an objects’ coefficient matrix. We propose the algorithm CAST that applies trace Lasso to regularize the coefficient matrix. We prove that the resulting coefficient matrix has the “grouping effect” and that it exhibits “sparsity”. We show that these two characteristics imply very effective spectral clustering. We evaluate CAST and 10 other clustering methods on a wide range of datasets w.r.t. various measures. Experimental results show that CAST provides excellent performance and is highly robust across test cases of multi-scale data.
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1 INTRODUCTION
Cluster analysis is a fundamental task in machine learning and data mining [8] and information network analysis [17]. These are fundamental tasks that are at the cores of many applications and services, such as text/media information retrieval systems, recommender systems, and viral marketing.

Given a set of objects \( X = \{x_1, x_2, \ldots, x_n\} \) and a similarity matrix \( S \) such that each entry \( S_{ij} \) represents the affinity between objects \( x_i \) and \( x_j \), standard spectral clustering methods first construct a graph \( G = (X, S) \), where \( X \) denotes the set of vertices and \( S_{ij} \) gives the weight of the edge that connects \( x_i \) and \( x_j \). Then, the graph Laplacian \( L \) of \( G \) is computed and eigen-decomposition is performed on matrix \( L \) to derive the \( k \) smallest eigenvectors \( \{e_1, e_2, \ldots, e_k\} \), where \( k \) is the desired number of clusters and \( e_i \) is the \( i \)-th smallest eigenvector. These eigenvectors form a \( k \times n \) matrix, whose \( j \)-th column is taken as the feature vector of object \( x_j \). (Essentially, objects are mapped into low-dimensional embeddings using the eigenvectors.) Finally, a post-processing step, e.g., \( k \)-means, is applied on the objects with their feature vectors to return clusters. Figure 1 illustrates the general pipeline of spectral clustering.

Spectral clustering aims to optimize certain criterion that measures the quality of graph partitions. For example, the NCuts [29] method minimizes the normalized cut between clusters, which measures the weights of inter-cluster edges. Conventionally, objects’ affinity is given by some distance-based similarity. For multi-scale data, which consists of object clusters of different sizes and densities, distance-based similarity is often ineffective in capturing the correlations between objects [26, 38]. This leads to poor performance of spectral methods. For example, Fig. 2(a) shows a dense rectangular cluster located on top of a very sparse strip-shaped cluster. Objects at different ends of the strip-shaped cluster are far apart and hence their distance-based similarity is small. Fig. 2(b) shows the clustering given by NCuts, from which we see that the strip-shaped cluster is incorrectly segmented.

In [16], the ROSC algorithm was proposed to address the multi-scale data issue in spectral clustering. The idea is to rectify a given distance-based similarity matrix \( S \) by deriving a coefficient matrix \( Z \) that can better express the correlation among objects. Intuitively, each entry \( Z_{ij} \) in \( Z \) represents how well an object \( x_i \) characterizes
The trace Lasso is adaptive depending on the correlation between objects. If objects are highly correlated, i.e., $X^TX = I$ (where $I$ is the identity matrix), the trace Lasso will behave like the $\ell_1$-norm.

In this paper, we study spectral clustering over multi-scale data. We propose the Correlation-based Adaptive Spectral clustering method using Trace lasso, or CAST. We discuss how CAST takes advantage of the trace Lasso to achieve robust spectral clustering. We summarize our main contributions as follows:

- We study the problem of applying spectral clustering on multi-scale data. We propose the CAST algorithm, which uses trace Lasso to construct and regularize a coefficient matrix $Z$. A correlation matrix that exhibits grouping effect and inter-cluster sparsity is subsequently derived for effective and robust spectral clustering.
- We mathematically prove that the derived matrix by CAST has grouping effect. This ensures high intra-cluster object correlation.
- We conduct extensive experiments to show the effectiveness of CAST. We compare CAST with 10 other methods w.r.t. various clustering quality measures over a wide range of datasets. Our results show that CAST consistently provides very good performance over the range of datasets. It is thus a very robust algorithm especially in handling multi-scale data.

The rest of the paper is organized as follows. Section 2 introduces related works. In Section 3 we describe the ROSC algorithm, give formal definitions of some important concepts based on which our algorithm is designed, and then present CAST. Section 4 presents experimental results. Finally, Section 5 concludes the paper.

2 RELATED WORK

Spectral clustering is a widely studied topic [2, 5, 6, 18, 34]. There are many works that study various aspects of spectral clustering, such as computational efficiency [4, 7, 35], clustering performance on data with different characteristics [12, 33, 40], and the theoretical foundations of the method [15, 25, 27]. An introduction to spectral clustering is given in [13, 28, 32].

Despite the success of spectral clustering, previous works [26, 36] have pointed out that spectral methods can be adversely affected when data is multi-scale. To address the problem, the self-tuning spectral clustering method ZP [38] uses local scaling to extend a Gaussian kernel based similarity $S_{ij} = \exp \left( -\frac{||x_i - x_j||^2}{\sigma_x^2} \right)$ to $S_\sigma_{ij} = \exp \left( -\frac{||x_i - x_j||^2}{\sigma_x^2 + \sigma_y^2} \right)$, where $x$ (boldface) denotes the feature vector of an object $x$, and $\sigma$ is a scaling parameter. The original formulation uses a global scaling parameter $\sigma$ for every object pair, which is difficult to set. When $\sigma$ is set small, $S_\sigma_{ij}$ is small and it cannot effectively capture the high correlation between distant objects in a large sparse cluster. On the contrary, when $\sigma$ is set large, $S_\sigma_{ij}$ is large. Objects from different but nearby dense clusters will then more likely to be misjudged as similar. To address the issue, ZP introduces a local scaling parameter $\sigma_j$ for each object $x_i$, which is defined as the distance between $x_i$ and its $l$-th nearest neighbor ($l$ can be empirically set). For an object $x_i$ in a sparse cluster, $\sigma_j$ is large. This enlarges the similarity between $x_i$ and other distant objects in the same cluster of $x_i$. Also, a dense cluster gives a small $\sigma_j$, which effectively decreases the similarity between $x_i$ and objects from nearby clusters.

Other previous works [1] have suggested to use more eigenvectors to capture more cluster separation information to improve
When a new pseudo-eigenvector is generated in DPIE, information of previously generated pseudo-eigenvectors is removed from the new one. Ye et al. [36] put forward a Deflation-based Power Iteration Clustering (PIC) method based on the idea. Under PIC, however, each object has only one feature value given by the lone pseudo-eigenvector. When the number of clusters is large, a single pseudo-eigenvector is not enough to handle the cluster collision problem [19]. The PIC-k method [19] is subsequently proposed to address this issue. PIC-k runs PI multiple times to generate multiple pseudo-eigenvectors. These pseudo-eigenvectors provide more features of objects for more effective clustering. One issue of the PIC-k method is that the pseudo-eigenvectors are not orthogonal and thus are redundant. To reduce redundancy, [30] proposes a Deflation-based Power Iteration Clustering (DPIC) method that uses Schur complement to generate orthogonal pseudo-eigenvectors. Another issue of the PIC-based methods is that the more dominant eigenvectors are assigned larger weights in the PI iteration. Generally, they overshadow other lesser but indispensable eigenvectors. To address this issue, the Diverse Power Iteration Embedding (DPIE) method [11] is proposed. When a new pseudo-eigenvector is generated in DPIE, information of previously generated pseudo-eigenvectors is removed from the new one. Ye et al. [36] put forward a Full Spectral Clustering (FUSE) method. It uses independent component analysis to rotate $p > k$ generated pseudo-eigenvectors and make them statistically independent. The $k$ most informative ones are used for clustering. Finally, in [16], a spectral clustering algorithm for multi-scale data, ROSC, is proposed. Details of ROSC will be covered in the next section.

3 ALGORITHMS

In this section we first outline the ROSC algorithm, which is the basis of the algorithm CAST. We define TKNN graph and grouping effect. Then, we discuss the effect of different regularization methods on the coefficient matrix $Z$, which is constructed to derive object correlation. After that, we present CAST and prove that the matrix $Z$ CAST derives has grouping effect and that it promotes sparsity.

3.1 ROSC

The basic idea of ROSC is to construct a coefficient matrix $Z$ from a given similarity matrix $S$ and then perform spectral clustering based on $Z$. To construct $Z$, ROSC first applies PI multiple times to generate $p$ pseudo-eigenvectors. Whitening [14] is used to reduce the redundancy of these pseudo-eigenvectors. The $p$ pseudo-eigenvectors together form a $p \times n$ matrix $X$. The $q$-th column of $X$ is taken as the feature vector $x_q$ of an object $x_q$. That is, ROSC takes the pseudo-eigenvectors as low dimensional embeddings of objects. Assuming the linear subspace model [22], ROSC characterizes each object by others with

$$X = XZ + O,$$

where $Z \in \mathbb{R}^{n \times n}$ denotes a coefficient matrix such that each entry $Z_{ij}$ describes how well an object $x_i$ characterizes another object $x_j$, and $O \in \mathbb{R}^{p \times n}$ is a matrix that captures the noise in the pseudo-eigenvectors. The more similar two objects are, the more likely one object can be represented by the other.

To correlate objects that are located at far ends of a cluster, ROSC regularizes $Z$ by a TKNN graph.

**Definition 1. (Transitive K-nearest-neighbor (TKNN) graph)**

Given a set of objects $X = \{x_1, x_2, \ldots, x_n\}$, the TKNN graph $\mathcal{G}_K = (X, E)$ is an undirected graph, where $X$ is the set of vertices and $E$ is the set of edges. Specifically, the edge $(x_i, x_j) \in E$ iff there exists a sequence $<x_i, \ldots, x_j>$ such that adjacent objects in the sequence are $K$-nearest-neighbors of each other. We use a reachability matrix $W$ to represent the TKNN graph, whose $(i,j)$-entry $W_{ij} = 1$ if $(x_i, x_j) \in E$; 0 otherwise.

ROSC optimizes the objective function

$$\min_Z \|X - XZ\|_F^2 + \alpha_1 \|Z\|_1^2 + \alpha_2 \|Z - W\|_F^2,$$

(2)

where the first term reduces noise $O$, the second term is the Frobenius norm of $Z$ and the third term regularizes $Z$ by the TKNN graph. It is shown in [16] that Eq. 2 has a closed-form solution $Z^*$ that has the following grouping effect.

**Definition 2. (Grouping effect)**

Given a set of objects $X = \{x_1, x_2, \ldots, x_n\}$, let $w_{ij}$ denote the $q$-th column of $W$. Assume that objects’ features are normalized, i.e., $x_i^T X q = 1$, $\forall 1 \leq q \leq n$. Let $x_i \rightarrow x_j$ denote the conditions: (1) $x_i^T x_j \rightarrow 1$ and (2) $\|w_i - w_j\|_2 \rightarrow 0$. A matrix $Z$ is said to have grouping effect if

$$(x_i \rightarrow x_j) \Rightarrow (\|Z_{ip} - Z_{jp}\| \rightarrow 0 \forall 1 \leq p \leq n).$$

Grouping effect considers both feature similarity and reachability similarity of objects. Feature similarity is measured based on the closeness of objects’ feature vectors (columns in $X$), while reachability similarity is evaluated by columns in $W$ that express the connectivity of objects in the TKNN graph. Since the optimal solution $Z^*$ has grouping effect, highly correlated objects in both similarities will have similar coefficient vectors in $Z^*$. ROSC will thus group the objects in the same cluster. Note that $Z^*$ may be asymmetric and contain negative values. ROSC derives a correlation matrix $\tilde{Z} = (\|Z^*\| + (Z^*)^T)/2$ and uses that as input to standard spectral clustering in place of the original similarity matrix $S$.

3.2 Sparsity

ROSC focuses on generating a coefficient matrix $Z$ that has grouping effect so that highly correlated objects have similar vector representations in $Z$. For effective clustering, we also require that objects from different clusters have sparse connections. To enforce sparsity, a common approach is to use $\ell_1$ regularization. We thus modify Eq. 2 as

$$\min_Z \frac{1}{2}\|X - XZ\|_F^2 + \alpha_1 \|Z\|_1 + \frac{\alpha_2}{2} \|Z - W\|_F^2,$$

s.t. $\text{diag}(Z) = 0$.

(3)

where the second term is the $\ell_1$-norm of $Z$. To avoid self-representation of objects, we further add the constraint $\text{diag}(Z) = 0$, where $\text{diag}(Z)$
is the main diagonal vector of $Z$. The optimization problem in Eq. 3 is convex and it is equivalent to solving the problem:

$$\min_{z,j} \frac{1}{2} \|X - J\|_F^2 + \alpha_z \|Z\|_1 + \frac{\alpha_2}{2} \|J - W\|_F^2$$

s.t.  $J = Z - \text{Diag}(Z), \tag{4}$

where $\text{Diag}(Z)$ returns a diagonal matrix whose main diagonal vector is that of $Z$. Eq. 4 can be solved by the inexact Augmented Lagrange Multiplier (ALM) method [21, 39], which minimizes the following augmented Lagrangian function:

$$L(j, Z) = \frac{1}{2} \|X - J\|_F^2 + \alpha_1 \|Z\|_1 + \frac{\alpha_2}{2} \|J - W\|_F^2$$

$$+ tr(Y^T (J - Z + \text{Diag}(Z))) + \frac{\mu_1}{2} \|J - Z + \text{Diag}(Z)\|_2^2,$$

where $Y$ is the Lagrangian multiplier and $\mu$ is a penalty parameter. $L$ can be minimized by alternatively updating one variable with the others fixed. To update $J$, we set $\frac{\partial L}{\partial J} = 0$ and derive

$$J = (X^T X + \alpha_2 I + \mu I)^{-1}(X^T X + \alpha_2 W - Y + \mu Z - \mu \cdot \text{Diag}(Z)) \tag{5}.$$

To update $Z$, we set $\frac{\partial L}{\partial Z} = 0$ and derive

$$Z = A - \text{Diag}(A) \quad \text{and} \quad A = T_{\eta} \left( \frac{y}{\mu} + J \right), \tag{6}$$

where $T_{\eta} (\cdot)$ is the shrinkage-thresholding operator acting on each entry of a given matrix, which is defined as $T_{\eta} (v) = (|v| - \eta)^+ |v|$. The operator $(\cdot)^+$ returns the argument value if it is non-negative; 0 otherwise. The operator $sgn(\cdot)$ gives the sign of the argument value.

Algorithm 1 in Appendix shows the algorithm that uses inexact ALM to generate a sparse coefficient matrix $Z$. By the theory of inexact ALM, the convergence of Algorithm 1 is guaranteed [21].

### 3.3 CAST

Although the coefficient matrix $Z$ derived with $\ell_1$ regularization (Eq. 3) has sparse entries for uncorrelated objects, the regularization also weakens the connections between correlated objects, which goes against the grouping effect. To construct a matrix with both grouping effect for highly correlated objects and sparsity for uncorrelated ones, we regularize $Z$ by the trace Lasso, which is a regularizer that takes object correlation into consideration. Let $X$ be a feature matrix whose $q$-th column is the feature vector $x_q$ of an object $x_q$. We normalize $x_q$ such that $x_q^T x_q = 1$, $1 \leq q \leq n$. Let $z$ be the coefficient vector (a vector in the coefficient matrix $Z$) that corresponds to an object $x$, the trace Lasso of $Z$ is defined as

$$\Omega(z) = \|X \text{Diag}(z)\|_1, \tag{7}$$

where $\text{Diag}(z)$ is the diagonal matrix with $z$ as its main diagonal. The integration of $X$ into the norm distinguishes the trace Lasso from other commonly used norms like the $\ell_1$-norm and the $\ell_2$-norm. Note that,

$$X\text{Diag}(z) = \sum_{q=1}^{n} z_q x_q e_q^T \tag{8}$$

where $e_q$’s are vectors of canonical basis. Consider $X^T X$ as an encoding of object correlation. Then, if objects are uncorrelated, i.e., $X^T X = I$, the trace Lasso equals the $\ell_1$-norm due to the orthogonality of $x_i$ and $e_i$:

$$\|X \text{Diag}(z)\|_1 = \sum_{q=1}^{n} \|z_q\|_2 = \sum_{q=1}^{n} |z_q| = \|z\|_1. \tag{9}$$

On the other hand, if all the objects are highly correlated and have the same feature vector $x$, i.e., $X^T X = 11^T$, the trace Lasso is equivalent to the $\ell_2$-norm:

$$\|X \text{Diag}(z)\|_1 = \|xx^T\|_1 = \|x\|_2 \|z\|_2. \tag{10}$$

For other cases, the trace Lasso falls in between the $\ell_1$- and the $\ell_2$-norms:

$$\|z\|_2 \leq \|X \text{Diag}(z)\|_1 \leq \|z\|_1. \tag{11}$$

Due to this adaptability, we apply the trace Lasso to regularize $Z$ in Eq. 2. Specifically, given an object $x$, we optimize:

$$\min_z \frac{1}{2} \|x - Xz\|_2^2 + \alpha_z \|X \text{Diag}(z)\|_1 + \frac{\alpha_2}{2} \|z - W\|_2^2 \tag{12}.$$

The optimization problem is convex and can be solved by the inexact ALM method. We first transform the problem into:

$$\min_{z} \frac{1}{2} \|e\|_2^2 + \alpha_1 \|J\|_1 + \frac{\alpha_2}{2} \|h\|_2^2$$

s.t.  $e = x - Xz$,  $J = X \text{Diag}(z)$,  $h = z - w$. \tag{13}$$

The augmented Lagrangian function of Eq. 13 is

$$\hat{L}(e, f, h, z) = \frac{1}{2} \|e\|_2^2 + \alpha_1 \|J\|_1 + \frac{\alpha_2}{2} \|h\|_2^2$$

$$+ \lambda_1^T (e - x + Xz) + \lambda_2^T (h - z + w) + tr(Y^T (J - X \text{Diag}(z)))$$

$$+ \frac{\mu}{2} \left( \|e - x + Xz\|_2^2 + \|J - X \text{Diag}(z)\|_F^2 + \|h - z + w\|_2^2 \right), \tag{14}$$

where $\lambda_1$, $\lambda_2$ and $Y$ are Lagrangian multipliers, and $\mu > 0$ is a penalty parameter. We adopt an alternative strategy to update variables of $L$ as in Sec. 3.2 and the update rules are as follows:

$$z = (X^T X + \text{Diag}(X^T X))^{-1} \left[ -X^T \frac{\lambda_1}{\mu} + X - Xz + \frac{\lambda_2}{\mu} + h + w + \text{diag}(\frac{Y}{\mu})^T X \right]. \tag{15}$$

Here, we overload the notation $\text{Diag}(-)$, which returns a diagonal matrix whose main diagonal is that of the argument matrix. Also, $\text{diag}(-)$ returns the main diagonal vector of the argument matrix.

$$e = \frac{\mu}{\mu + 1} (-\frac{\lambda_1}{\mu} + x - Xz), \tag{16}$$

$$h = \frac{\mu}{\alpha_2 + \mu} (-\frac{\lambda_2}{\mu} + z - w). \tag{17}$$

Furthermore, updating $J$ is equivalent to solving the sub-problem:

$$\min_J \frac{\alpha_1}{\mu} \|J\|_1 + \frac{\alpha_2}{2} \|J - X \text{Diag}(z) + \frac{Y}{\mu}\|_F^2, \tag{18}$$

which is convex and has a closed-form solution that can be solved by the Singular Value Thresholding (SVT) operator [3]. Suppose the singular value decomposition of a rank-$r$ matrix $X \text{Diag}(z) - \frac{Y}{\mu} = U \Sigma V^T$, where $\Sigma = \text{Diag}(\sigma_1, ..., \sigma_r)$ and $\sigma_i$ is the $i$-th largest singular value. Let $r = \frac{\mu}{\alpha_2}$ and $D_r(\Sigma) = \text{Diag}((\sigma_1 - r), ..., (\sigma_r - r))$. The solution to Eq. 17 is:

$$J = U D_r(\Sigma)V^T. \tag{18}$$
Algorithm 2, which is summarized in Appendix, shows the procedure for solving Eq. 12. It is pointed out in [22, 39] that the convergence of inexact ALM cannot be generally proved when there are three or more variables. However, the convexity of the Lagrangian function $\hat{L}$ guarantees convergence to some extent [22]. Moreover, there are ways to ensure convergence, e.g., by observing that $\bar{y}$ is upper bounded by Step 10 of Alg. 2. While it is difficult to prove the convergence theoretically, inexact ALM has been empirically observed to perform well in practice [39].

### 3.4 Grouping Effect

Previous works [10, 16, 23, 24] have shown that spectral clustering is effective when applied to data with grouping effect. As we defined in Def. 2, with grouping effect, if two objects are highly correlated, their characterizations of other objects are similar. We measure object correlation by both a feature similarity and a reachability similarity. We next prove that the coefficient vectors $\bar{z}$’s regularized by the trace Lasso (Eq. 12) result in grouping effect.

**Lemma 3.** Given $\bar{w} \in \mathbb{R}^d$, let $\bar{w} = \bar{w}^T \bar{1}/d$. The optimal solution $y^*$ to the problem: $\text{min}_{y} \|y - \bar{w}\|^2_2$, s.t. $\bar{y}^T \bar{1} = d\bar{y}$, satisfies $y^*_j = \bar{y}_j + (w_j - \bar{y}_j) \forall 1 \leq j \leq d$. Moreover, if $\|\bar{w} - \bar{w}^\dagger\|_2 \leq \epsilon$, then $\bar{y}_j - \epsilon \leq y^*_j \leq \bar{y}_j + \epsilon$. $\forall 1 \leq j \leq d$.

**Proof.** The Lagrangian function $L'$ of the problem can be written as: $L' = \sum_{j=1}^d(q_j(y_j - w_j)^2 + \beta(\sum_{j=1}^d y_j - d\bar{y}))$, where $\beta$ is the Lagrangian multiplier. By setting $\frac{\partial L'}{\partial y^*_j} = 0$, we get $y^*_j = w_j - \beta$. Since $y$ satisfies $y^T \bar{1} = d\bar{y}$, we substitute $y^*_j$ into the equation and get $\beta = 2(\bar{y} - \bar{y}_j) + \bar{y}_j = \bar{y}_j + \bar{w}_j - \bar{y}_j$. If $\|\bar{w} - \bar{w}^\dagger\|_2 \leq \epsilon$, then $|w_j - \bar{w}| \leq \epsilon$, i.e., $-\epsilon \leq w_j - \bar{w} \leq \epsilon$. Hence, $\bar{y}_j - \epsilon \leq y^*_j \leq \bar{y}_j + \epsilon, \forall 1 \leq j \leq d$. $\square$

Given a set of objects $X = \{x_1, ..., x_n\}$, let $X$ denote the feature matrix of the objects and $z^*$ denote the optimal solution of Eq. 12. We rearrange $X$ as $\bar{X} = [X, \bar{x}]$, where $\bar{X} \in \mathbb{R}^{d \times d}$ consists of $d$ column vectors that are similar to each other and $X \in \mathbb{R}^{d \times (n-q)}$ consists of the remaining columns. In particular, $\bar{X}$ satisfies:

$$
\max \{ \|\bar{X} - \bar{x}^T 1\|_2, \|\bar{X} - \bar{x}^T 1\|_F, \|\bar{X} - \bar{x} 0T\|_2 \} \leq \epsilon,
$$

where $\epsilon$ is a small positive value. $\bar{1} \in \mathbb{R}^d$ is the all one’s vector and $\bar{x}_0 = \bar{X}1/q$ is the mean vector of columns of $\bar{X}$. Similarly, we rearrange $z^* = [\bar{z}; \bar{\bar{z}}]$. To prove $z^*$ has grouping effect, we only need to show that if $\|\bar{z} - \bar{z}^\dagger\|_2 \leq \delta$, then $f((\bar{z}; \bar{\bar{z}})) > f((\bar{z}; \bar{\bar{z}}))$, where $\bar{z} = 1^T \bar{z}/q$ is the average value of $\bar{z}, \bar{\bar{z}}$ is a positive value and $f(z) = \frac{1}{2} \|x - X\|^2_2 + \alpha_1 \|XDiag(z)\|_2 + \frac{\gamma}{2} \|z - \bar{z}\|_2^2$. Formally,

**Theorem 4.** Given a matrix $X = [\bar{X}, \bar{x}]$ and a vector $\bar{w} = [\bar{w}; \bar{w}]$, let $y^*$ be the optimal solution to the problem: $\text{min}_{y} \|y - \bar{w}\|^2_2$, s.t. $\bar{y}^T \bar{1} = q\bar{z}$. $\bar{X}$ satisfies $\max \{ \|\bar{X} - \bar{x}^T 1\|_2, \|\bar{X} - \bar{x}^T 1\|_F, \|\bar{X} - \bar{x} 0T\|_2 \} \leq \epsilon$, and $\bar{\bar{w}}$ satisfies $\bar{w} = 1^T \bar{w}/d$ and $\|\bar{w} - \bar{w}^\dagger\|_2 \leq \epsilon$. If $\|\bar{z} - \bar{z}^\dagger\|_2 > \delta$, then $f((\bar{z}; \bar{\bar{z}})) > f((\bar{z}; \bar{\bar{z}}))$.

The proof of Theorem 4 is given in the Appendix.

**Theorem 5.** $z^*$ has grouping effect.

**Proof.** Given two objects $x_i$ and $x_j$ in $\bar{X}$. When $\epsilon \rightarrow 0$, $\bar{X}$ will be close to $\bar{x}_0^T$ and $\bar{w}$ will be close to $\bar{w}^\dagger$. Hence, $x_i \rightarrow x_j$. From Lemma 3, $y^*$ in Theorem 4 satisfies $-\epsilon \leq y^*_j - \bar{z} \leq \epsilon$. If $\epsilon \rightarrow 0$, we have $y^* \rightarrow 0$ and $\sum_{j=1}^d (y^*_j - \bar{z})(y_j + \bar{w}_j - 2\bar{w}_j) \rightarrow 0$. Further, we get $\delta \rightarrow 0$. According to Theorem 4, $\bar{z}$ has to be very close to $\bar{z}^\dagger$. As a result, given two highly correlated objects $x_i$ and $x_j$ such that $x_i \rightarrow x_j$, we have $z^*_j \rightarrow z_j^\dagger$. $z^*$ thus has grouping effect. $\square$

### 3.5 Clustering Procedure

Given a set of objects $X = \{x_1, ..., x_n\}$, we solve Eq. 12 for each object and construct an optimal solution for the coefficient matrix $Z^* = [z^*_1, ..., z^*_n]$. To prevent self-representation, when we determine $z^*_i$ using Eq. 12, we remove the $i$-th column vector from $X$. We note that $Z^*$ may be asymmetric and contain negative values. To fix, CAST computes a new matrix $\tilde{Z} = (|Z^*| + (|Z^*|^T)/2$ as in [22]. It is easy to prove that $|Z^*| + (|Z^*|^T)/2$ and thus $\tilde{Z}$ all have grouping effect. Moreover, since the trace Lasso automatically self-adjusts to either the $\ell_1$- or the $\ell_2$-norm, $Z^*$ enhances sparsity for objects of different clusters. (We will further illustrate this sparsity effect in the next section.) The matrix $\tilde{Z}$ is then fed to the pipeline of a standard spectral clustering method (e.g., NCuts) in place of the original similarity matrix $S$. Algorithm 3 in Appendix outlines CAST.

### 4 EXPERIMENT

In this section, we conduct extensive experiments to evaluate the performance of CAST. We compare CAST with 10 other clustering methods on a wide range of datasets w.r.t. three popular measures, namely, purity, adjusted mutual information (AMI), and rand index (RI). These measures evaluate the clustering quality with values in the range from 0 to 1. A larger value indicates a better clustering quality. For details of the three measures, see [20, 31]. We include the experiment settings in the Appendix.

### 4.1 Algorithms for comparison

We group the algorithms into the following categories:

- **(Standard spectral clustering methods):** NCuts and NJW are two standard methods. They differ in the way they normalize the graph Laplacian, $D - S$, where $D$ is a diagonal matrix with $D_{ii} = \sum_{j=1}^n S_{ij}$. NCuts uses the random-walk-based normalization $D^{-\frac{1}{2}}(D - S)D^{-\frac{1}{2}}$.

- **(Power iteration (PI)-based methods):** PIC, PIC-k, DPIC, and DIFIE apply PI to generate pseudo-eigenvectors as a replacement of eigenvectors. They were described in Section 2.

- **(Multi-scale-data-oriented methods):** ZP and FUSE are two methods that are specifically designed to handle multi-scale data. They were discussed in Section 2. Note that ZP automatically estimates the number of clusters. For a fair comparison, we modify ZP so that it returns $k$ (the number of true) clusters.

- **(Matrix-reconstruction methods):** This group includes ROSC and CAST. We also consider a version of ROSC that regularizes the $Z$ matrix using the $\ell_1$-norm instead of the Frobenius norm. (That is,
we replace Eq. 2 by Eq. 3 and solve the optimization problem using Alg. 1.) We call the method \textit{ROSC with Sparse Matrix}, or \textit{ROSC-S}.

4.2 Performance results

\textbf{[Synthetic datasets]} We first use two synthetic datasets to illustrate the characteristics of the 11 methods. Both datasets consist of clusters with various densities and sizes. Fig. 3(a) shows Syn1, in which a sparse rectangular cluster (magenta) is sandwiched between a small dense circular cluster (yellow) and a large dense rectangular one (navy blue). The second dataset Syn2 is illustrated in Fig. 4(a), in which two dense square clusters are very close to a sparse half-ring cluster (red). In both datasets, an object in an elongated cluster can be closer to an object of another cluster than to an object that is at a far end of the same cluster. This is purposely done to make clustering very difficult and so that we can visually compare the matrix-reconstruction methods.

Tables 1 and 2 show the clustering performance of the methods for the datasets Syn1 and Syn2, respectively. From the tables, we see that matrix-reconstruction methods generally perform very well. For Syn1 (Table 1), w.r.t. Purity measure, ROSC, ROSC-S and CAST either perform better or comparably with the other methods. For measuresAMI and RI, the matrix-reconstruction methods outperform others. For Syn2 (Table 2), CAST and ROSC outperform others by wide margins w.r.t. all three measures. ROSC-S has either better or comparable performance with other non-matrix-reconstruction methods. Moreover, CAST achieves the best performance over all three measures on both Syn1 and Syn2.

We visually compare the performance of the matrix-reconstruction methods for Syn1 in Fig. 3. Recall that ROSC-S uses the $\ell_1$-norm to regularize the coefficient matrix. This promotes sparsity. However, as shown in Fig. 3(b), the sparse magenta cluster is incorrectly chipped off on the right side. In contrast, ROSC, which uses the Frobenius norm and promotes object correlation, is connecting objects aggressively. This causes some clusters to overspread into close neighboring clusters (see the regions enclosed in red boxes in Fig. 3(c)). From Fig. 3(d), we see that CAST rectifies the two problems by striking a balance between object connectivity and sparsity using the trace Lasso regularizer. This explains CAST being the best method for Syn1. Figs. 4(b), (c), (d) visually compare the three methods for Syn2. Again, ROSC-S promotes sparsity, and for Syn2, it inadvertently segments the half-ring cluster into three parts. ROSC, which promotes object correlation, recovers more objects of the half-ring cluster, but the half-ring is still split into three segments. For Syn2, CAST avoids the merging of objects on the right side of the half-ring cluster with the square cluster. This shows the adaptability of the trace Lasso regularizer.

Recall that the objective of the matrix-reconstruction methods is to construct a new matrix in place of the original similarity matrix $S$ and use the constructed matrix as input to the spectral clustering pipeline. Figs. 5 and 6 display the constructed matrices (together with the original similarity matrix $S$) for Syn1 and Syn2, respectively. Each figure displays values in a matrix by pixel brightness. Rows and columns in the matrix are reordered by gold-standard clusters. Readers are advised to view the figures magnified on a computer screen. Intuitively, each luminous rectangular block corresponds to a cluster. Ideally, a figure should have 3 blocks (because there are 3 clusters in each dataset); each block is brightly lit (showing high intra-cluster correlation); and pixels outside the blocks are black (showing sparse inter-cluster correlation).

From Figs. 5(a) and 6(a), we see that the original similarity matrices $S$ do not have the desired properties. In particular, pixels in blocks are sparse making the blocks not very visible. This results in poor clustering when spectral clustering is applied on $S$ directly. From Figs. 5(c) and 6(c), we see that by using the Frobenius norm, ROSC is able to significantly amplify intra-cluster correlations, resulting in brightly-lit blocks. However, inter-cluster correlations are inadvertently amplified as well, which is particularly striking in Fig 6(c). On the other hand, ROSC-S, which uses the $\ell_1$-norm to promote sparsity, reduces inter-cluster correlation at the expense of less defined blocks. Finally, Figs. 5(d) and 6(d) show that CAST strikes a better balance between intra-cluster correlation and inter-cluster sparsity. This gives better-lit blocks with dimer regions outside the blocks compared with those of ROSC.

We further study how all 11 methods perform on multi-scale data by varying the densities and sizes of some clusters in the synthetic datasets. We make two changes: (1) increase the density of a cluster while keeping its size unchanged, and (2) increase the size of a cluster while maintaining its density unchanged. Here, we show some representative results. Specifically, we increase the density of the middle magenta cluster in Syn1 and use $\Delta d$ to denote the density change (e.g., $\Delta d = 20\%$ means that the density of the cluster is 1.2 times larger than the original one). We change the size of the cluster by enlarging the length sideways with the height fixed. We use $\Delta s$ to denote the size change (e.g., $\Delta s = 100\%$ means that the size of the cluster is doubled). We make similar changes to the half-ring cluster of Syn2. In particular, we gradually enlarge the size of the cluster from a half ring ($\omega, \Delta s = 0\%$) to a whole ring ($\bigcirc, \Delta s = 100\%$). The clustering results are shown in Fig. 7. From the figure, we see that CAST gives the best and the most stable performances among all the methods over all the test cases. This shows that a similarity matrix with intra-cluster correlation and inter-cluster sparsity contributes positively to the clustering of multi-scale data. In contrast, ROSC-S, which constructs a sparse matrix but reduces connections between highly correlated objects, and ROSC, which computes a matrix with grouping effect but amplifies the inter-cluster correlations, are thus much less robust.

\textbf{[Real datasets]} We further compare the methods using 5 real datasets. They are: \textit{COIL20 (images)}, \textit{glass (UCI repository)}, \textit{MNIST0127} (hand-written digit images), \textit{islet$_{5CLASS}$ (speech, UCI repository)}, and \textit{Yale$_{5CLASS}$ (facial images)}. Some statistics of these datasets are given in the Appendix.

Tables 3, 4 and 5 show the performance results. Since we evaluate the methods on 5 datasets w.r.t. 3 measures, there are in total 15 “contests”. Each row in the tables corresponds to one contest. We highlight the winner’s score of each contest in bold. We also give the ranking of CAST in each contest next to its score. From the tables, we make the following observations:

- Matrix-reconstruction methods (ROSC, ROSC-S and CAST) win in all but one contest (AMI-\textit{glass}). In this case, CAST’s score (0.3390) is very close to that of the winner NJW (0.3469). This shows that matrix-reconstruction methods are superior in dealing with multi-scale data. Compared with other competitors, these methods derive new matrices that can more effectively capture object correlations,
| Measure | NJW  | NCuts | PIC  | PIC-\(k\) | DPIC | DPIE | ZP   | FUSE | ROSC-S | ROSC  | CAST  |
|---------|------|-------|------|-----------|------|------|------|------|--------|-------|-------|
| Purity  | 0.8000 | 0.8000 | 0.7229 | 0.7220   | 0.6085 | 0.7564 | 0.8000 | 0.7607 | 0.7786 | 0.7826 | 0.8122 |
| AMI     | 0.4213 | 0.4216 | 0.4092 | 0.4221   | 0.1406 | 0.4523 | 0.4217 | 0.4691 | 0.5060 | 0.4874 | 0.5430 |
| RI      | 0.6953 | 0.6956 | 0.6747 | 0.6586   | 0.5421 | 0.6605 | 0.6958 | 0.6898 | 0.7070 | 0.7021 | 0.7438 |

Table 1: Purity, AMI, and RI scores of methods for dataset Syn1

| Measure | NJW  | NCuts | PIC  | PIC-\(k\) | DPIC | DPIE | ZP   | FUSE | ROSC-S | ROSC  | CAST  |
|---------|------|-------|------|-----------|------|------|------|------|--------|-------|-------|
| Purity  | 0.6923 | 0.6917 | 0.6741 | 0.6648   | 0.5556 | 0.5971 | 0.6917 | 0.7298 | 0.7257 | 0.7797 | 0.8188 |
| AMI     | 0.4472 | 0.4468 | 0.4361 | 0.4158   | 0.2202 | 0.1485 | 0.4468 | 0.4856 | 0.4859 | 0.5611 | 0.6340 |
| RI      | 0.6635 | 0.6632 | 0.6470 | 0.6354   | 0.5139 | 0.4637 | 0.6632 | 0.6976 | 0.6888 | 0.7397 | 0.7683 |

Table 2: Purity, AMI, and RI scores of methods for dataset Syn2

which explains their excellent performance. For example, all the three methods significantly outperform the rests for COIL20.

- ROSC and ROSC-S each win in 5 and 6 contests, respectively. We also observe that there are quite a few cases in which their performances differ significantly. For example, ROSC-S beats ROSC 0.8038 to 0.7518 in AMI-isolot_5class, while ROSC outperforms ROSC-S 0.5822 to 0.5497 in Purity-glass. This is because ROSC lacks sparsity for inter-cluster connections while ROSC-S loses grouping effect for highly correlated objects. The results thus show that the relative performance of ROSC-S and ROSC varies across datasets. They are thus relatively unstable in their performance.

- CAST provides a more stable performance across the datasets compared with ROSC and ROSC-S. First, CAST wins in 9 contests and ranks 2nd in 5 others. For the case that CAST is not top-2 (e.g., AMI-glass), it is the best algorithm among the matrix-reconstruction methods. With regularization using the trace Lasso, CAST takes advantage of both grouping effect and sparsity. It is thus more robust when applied to multi-scale data of different characteristics.

We end this section with a parameter analysis. CAST uses two parameters \(\alpha_1\) and \(\alpha_2\) to control the trace Lasso regularization term and the TKNN graph regularization term, respectively. We fix one parameter and vary the other. Fig. 8 shows the parameter analysis on the datasets isolot_5class and Yale_5class. From the figure, we see that CAST gives very stable performance over a wide range of parameter values.

5 CONCLUSIONS

In this paper, we studied the performance of spectral clustering on data with various sizes and densities. We reviewed existing spectral methods in handling multi-scale data. In particular, we observed that the ROSC algorithm constructs a matrix with grouping effect, but it fails to weaken connections between clusters. We thus proposed the CAST algorithm, which uses trace Lasso to balance the effect of \(\ell_1\) and \(\ell_2\) regularizations. We mathematically proved that the matrix \(\tilde{Z}\) constructed by CAST has grouping effect. We also show that the matrix achieves sparsity for uncorrelated objects. We conducted extensive experiments to evaluate CAST’s performance and compared CAST against other competitors using both synthetic
and real datasets. Our experimental results showed that CAST performed very well against its competitors over all the datasets. It is thus robust when applied to multi-scale data of different properties.
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Figure 7: Results vs. varying the clusters in Syn1 and Syn2

Figure 8: CAST’s performance scores vs. $\alpha_1$ and $\alpha_2$
A EXPERIMENT

A.1 Dataset statistics

We summarize the statistics of datasets used in our experiments in Table 6.

| Dataset    | #objects | #dimensions | #clusters |
|------------|----------|-------------|-----------|
| COIL20     | 1,440    | 1,024       | 20        |
| glass      | 214      | 9           | 6         |
| MNIST0127  | 1,666    | 784         | 4         |
| isole_5CLASS | 300     | 617         | 5         |
| Yale_5CLASS | 55       | 1024        | 5         |

Table 6: Statistics of 5 real datasets

A.2 Experiment settings

For all the datasets, the similarity matrix $S$ is computed based on Euclidean distance of objects’ attributes. $S$ is also locally scaled as is done in ZP. All the methods employ $k$-means as the last step of the clustering pipeline to return clusters. For this step, we run $k$-means 100 times with random starting centroids and the most frequent cluster assignment is used [20]. For ROSC, ROSC-S and CAST, we set $K = 4$ in constructing the TKNN graph as suggested in [16], and fine tune the parameters by grid search for $a_1, a_2 \in \{0.001, 0.01, 0.1, 1, 10\}$ to report the best results. For other methods, parameters are set according to their original papers. For each method and dataset, we run the experiment 50 times and report average results. Our codes and datasets are publicly available at https://github.com/lixiang3776/CAST.

B ALGORITHMS

We give the details of the pseudocodes. Algorithm 1 and 2 introduce solving Eq. 3 and Eq. 12 by inexact ALM, respectively. Algorithm 3 summarizes CAST.

C PROOF

In this section we prove Theorem 4. We first consider two lemmas.

**Lemma 6.** Given $z \in \mathbb{R}^n, X \in \mathbb{R}^{d \times n}, \|X \text{Diag}(\bar{z})\|_F \leq \|X\|_F \|\bar{z}\|_2$.

**Lemma 7.** If $\eta_i \geq \mu_i \geq 0, i = 1, \ldots, n$, and $C = \sum_{i=1}^n (\eta_i - \mu_i)$, then

$$\sum_{i=1}^n \sqrt{\eta_i} \geq \sum_{i=1}^n \sqrt{\mu_i} + \frac{C}{2 \max(\eta)}.$$  

For proofs of both lemmas, see [23]. Next, we prove Theorem 4. Let $\tilde{X}_2 = \hat{X} \text{Diag}(\hat{z})$. We get

$$f((\hat{z}; \hat{\mathbf{z}})) = \frac{1}{2} \|\mathbf{z} - \hat{X} \hat{\mathbf{z}} - \tilde{X} \hat{\mathbf{z}}\|_2^2 + \alpha_1 \|\hat{X}_2 \hat{X} \text{Diag}(\hat{z})\|_F + \frac{\alpha_2}{2} \|\hat{z} - \mathbf{w}\|_2^2.$$  

Rewrite $f((\hat{z}; \hat{\mathbf{z}})) = \Omega_1 + \Omega_2 + \Omega_3$, where $\Omega_1 = \frac{1}{2} \|(\mathbf{z} - \hat{X} \hat{\mathbf{z}} - x_0 \hat{z}) + (\hat{X}_2 \hat{X} \text{Diag}(\hat{z}) + [O \hat{X} - x_0 \hat{z}] \text{Diag}(\hat{z}))\|_2^2$, $\Omega_2 = \alpha_1 \|\hat{X}_2 \hat{X} \text{Diag}(\hat{z})\|_F$ and $\Omega_3 = \frac{\alpha_2}{2} \|\hat{z} - \mathbf{w}\|_2^2. Since $y^*$ is the optimal solution to the problem: $\min_{y} \|y - \mathbf{w}\|_2^2, \text{ s.t. } y^T 1 = q \hat{z}$, we have

$$\|\hat{z} - \mathbf{w}\|_2^2 \geq \|y^* - \mathbf{w}\|_2^2 - \|\hat{z} - \mathbf{w}\|_2^2 + \|\hat{z} - \mathbf{w}\|_2^2.$$

$$= \sum_{j=1}^q [(y_j^* - \hat{z}) (y_j^* + \hat{z} - 2w_j)] + \|\hat{z} - \mathbf{w}\|_2^2.$$
Algorithm 1 Solving Eq. 3 by inexact ALM

Input: \( X, W, k, \rho, \mu, \mu_{\text{max}}, \epsilon \)

Output: \( Z \)

1. Initialize \( J, Z, Y, \mu \)
2. while \( \| J - Z + \text{Diag}(Z) \|_\infty > \epsilon \) do
3. Update \( J \) by Eq. 5 with the others fixed
4. Update \( Z \) by Eq. 6 with the others fixed
5. Update the multiplier \( Y = Y + \mu(J - Z + \text{Diag}(Z)) \)
6. Update \( \mu = \min(\rho\mu, \mu_{\text{max}}) \)
7. end while
8. return \( Z \)

Algorithm 2 Solving Eq. 12 by inexact ALM

Input: \( x, X, w, k, \rho, \mu_{\text{max}}, \epsilon \)

Output: \( z \)

1. Initialize \( J, z, e, h, \lambda_1, \lambda_2, Y, \mu \)
2. while \( \| e - x + Xz \|_\infty > \epsilon \) or \( \| h - z + w \|_\infty > \epsilon \) or \( \| J - X\text{Diag}(z) \|_\infty > \epsilon \) do
3. Update \( z \) by Eq. 14 with other variables fixed
4. Update \( e \) by Eq. 15 with other variables fixed
5. Update \( h \) by Eq. 16 with other variables fixed
6. Update \( J \) by Eq. 18 with other variables fixed
7. Update the multiplier \( A_1 = \lambda_1 + \mu(e - x + Xz) \)
8. Update the multiplier \( A_2 = \lambda_2 + \mu(h - z + w) \)
9. Update the multiplier \( Y = Y + \mu(J - X\text{Diag}(z)) \)
10. Update \( \mu = \min(\rho\mu, \mu_{\text{max}}) \)
11. end while
12. return \( z \)

Algorithm 3 CAST

Input: \( S, k \)

Output: \( C = \{C_1, \ldots, C_k\} \)

1. Compute the TKNN graph and the weight matrix \( W \)
2. Calculate \( W = D^{-1}S \), where \( D_{ii} = \sum_j S_{ij} \)
3. Apply PI on \( W \) and generate \( p \) pseudo-eigenvectors \( \{v_r\}_{r=1}^p \)
4. \( X = [v_1; v_2; \ldots; v_p] \); \( X \) is whitened(X)
5. Normalize each column vector \( x \) of \( X \) such that \( x^T x = 1 \)
6. for \( i = 1 \) to \( n \) do
7. Solve Eq. 12 for an object \( x_i \) by inexact ALM and get \( z_i \)
8. end for
9. Calculate the coordinate matrix \( Z^* = [z_1^*, \ldots, z_n^*] \)
10. Construct \( \hat{Z} = ([Z^*] + ([Z^*]^T))/2 \)
11. Run NCuts on \( \hat{Z} \) to obtain clusters \( C = \{C_r\}_{r=1}^k \)
12. return \( C \)

Let \( \Omega_4 = \sum_{j=1}^q g_j^T(y_j^* + z - 2\hat{w}_j) \). Since \( \| y^* - \hat{w} \|_2^2 \) is the minimum value, we have \( \Omega_4 \leq 0 \) and \( \| z - \hat{w} \|_2^2 \geq \| z - \hat{w} \|_2^2 + \Omega_4 \). We derive lower bounds for \( \Omega_1, \Omega_2 \) and \( \Omega_3 \):

\[
\Omega_1 \geq \frac{1}{2} \| x - \hat{X}z - x_0(1^T \hat{z}) \|_2^2 - \| x - \hat{X}z - x_0(1^T \hat{z}) \|_2 \| x_0(1^T \hat{z}) - \hat{X}z \|_2
\]
\[
\Omega_2 \geq \frac{1}{2} \| x - \hat{X}z - x_0(1^T \hat{z}) \|_2^2 - \| x - \hat{X}z - x_0(1^T \hat{z}) \|_2 \| x_0(1^T \hat{z}) - \hat{X}z \|_2
\]

Based on Lemma 6,

\[
\begin{align*}
\Omega_2 & \geq \alpha_1 \| x_2 x_0^T \text{Diag}(\hat{z}) \|_2 - \alpha_1 \| (\hat{X} - x_0 1^T) \text{Diag}(\hat{z}) \|_2, \\
& \geq \alpha_1 \| x_2 x_0^T \|_2^2 - \alpha_1 \| (\hat{X} - x_0 1^T) \text{Diag}(\hat{z}) \|_2, \\
& \Omega_3 \geq \alpha_2 \| \hat{z} - z_{\text{I}} - w \|_2^2 + \alpha_2 \| \Omega_4 \|
\end{align*}
\]