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Abstract

We take a first step towards a rigorous asymptotic analysis of graph-based approaches for finding (approximate) nearest neighbors in high-dimensional spaces, by analyzing the complexity of (randomized) greedy walks on the approximate near neighbor graph. For random data sets of size $n = 2^{o(d)}$ on the $d$-dimensional Euclidean unit sphere, using near neighbor graphs we can provably solve the approximate nearest neighbor problem with approximation factor $c > 1$ in query time $n^{\rho_q + o(1)}$ and space $n^{1+\rho_s + o(1)}$, for arbitrary $\rho_q, \rho_s \geq 0$ satisfying

$$(2c^2 - 1)\rho_q + 2c^2(c^2 - 1)\sqrt{\rho_s(1 - \rho_s)} \geq c^4.$$

Graph-based near neighbor searching is especially competitive with hash-based methods for small $c$ and near-linear memory, and in this regime the asymptotic scaling of a greedy graph-based search matches the recent optimal hash-based trade-offs of Andoni–Laarhoven–Razenshteyn–Waingarten [6]. We further study how the trade-offs scale when the data set is of size $n = 2^{\Theta(d)}$, and analyze asymptotic complexities when applying these results to lattice sieving.
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1 Introduction

Nearest neighbor searching. A key computational problem in various areas of research, such as machine learning, pattern recognition, data compression, and decoding [17, 27, 28, 41, 34, 49], is the nearest neighbor problem: given a $d$-dimensional data set $\mathcal{D} \subset \mathbb{R}^d$ of cardinality $n$, design a data structure and preprocess $\mathcal{D}$ in an efficient way such that, when later given a query vector $q \in \mathbb{R}^d$, we can quickly find the nearest point to $q$ in $\mathcal{D}$ (e.g. under the Euclidean metric). Since the exact (worst-case) version of this problem suffers from the “curse of dimensionality” [31], a common relaxation of this problem is the approximate nearest neighbor (ANN) problem: given that the exact nearest neighbor in the data set $\mathcal{D}$ lies at distance at most $r$ from $q$, design an efficient algorithm that finds an element $p \in \mathcal{D}$ at distance at most $c \cdot r$ from $q$, for a given approximation factor $c > 1$. We will refer to this problem as $(c,r)$-ANN. Since a naive linear search trivially leads to an $O(d \cdot n)$ time algorithm for solving both the exact and approximate near neighbor problems, the goal is to design a data structure for which queries can be accurately answered in time $n^{\rho + o(1)}$ with $\rho < 1$. Here we will only consider scenarios where $d$ scales with $n$ — for fixed $d$, it is well-known that one can achieve arbitrarily small query exponents $\rho = o(1)$ [9]. We further assume w.l.o.g. that $n \geq 2^{O(d/\log d)}$ — in case $d$ is larger, we can first perform a random projection to reduce the effective dimensionality of the data set, while maintaining inter-point distances [32].
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Partitioning the space. A celebrated technique for efficiently solving the ANN problem in high dimensions is locality-sensitive hashing (LSH) [31, 24, 3, 5]. Using hash functions with the property that nearby vectors are more likely to be mapped to the same hash value, one builds several hash tables with buckets containing vectors with the same hash value. Queries $q$ are then processed by computing $h(q)$, looking up vectors $p \in D$ with the same hash value $h(p) = h(q)$, and considering these vectors as candidate near neighbors, for each of the precomputed hash tables. Although a large number of randomized hash tables is often required to obtain a good recall rate, doing these look-ups in all the hash tables is often still considerably faster than a linear search through the list.

Whereas LSH requires each point to be mapped to exactly one hash bucket in each hash table, the recent locality-sensitive filtering (LSF) [13, 6, 22] relaxes this condition: for each hash filter and each point in the data set, we independently decide whether we add this point to this filter bucket or not. This may mean that some points are added to more filters than others, and filters do not necessarily form a partitioning of the space. Queries are answered by considering filters matching the query, and going through all vectors in these buckets.

For the special case of the approximate nearest neighbor problem where the data set lies on the sphere, many efficient partition-based methods are known based on using random hyperplanes [20], regular polytopes [51, 4, 33, 37], and spherical caps [3, 5, 13, 35, 6]. For random data sets of size $n = 2^{o(d)}$, both cross-polytope LSH [4] and spherical LSF [13] achieve the optimal asymptotic scaling of the query complexity for hash-based methods. Spherical LSF further offers optimal time–space trade-offs between the query and update/space complexities [6], while cross-polytope LSH seems to perform better in practice [4, 48, 10]. No optimality results are known for data sets of size $n = 2^{\Theta(d)}$, but spherical LSF provably outperforms cross-polytope LSH in some regimes [13].

Nearest neighbor graphs. A different approach to the near neighbor problem involves constructing nearest neighbor graphs, where vertices correspond to points $p \in D$ of the data set, and an edge between two vertices indicates that these points are approximate near neighbors [13, 26, 43, 46, 21, 23, 26, 30, 51]. Given a query $q$, one starts at an arbitrary node $p \in D$, and repeatedly attempts to find vertices $p'$, connected to $p$ in the graph through an edge, which are closer to $q$ than the current candidate near neighbor $p$. When this process terminates, the resulting vector is either a local or a global minimum, i.e. a false positive or the true nearest neighbor to $q$. If the graph is sufficiently well-connected, we may hope to solve the (A)NN problem with high probability in one iteration – otherwise we might start over with a new random $p \in D$, and hope for success in a reasonable number of attempts.

Compared to LSH and LSF, which often require storing quite some auxiliary data describing the hash tables/filters, and for which the cost of computing hashes or finding appropriate filters is commonly non-negligible, the nearest neighbor graph approach has much less overhead: for each vector $p \in D$, one only has to store its nearest neighbors in a list, and look-ups require no additional computations besides comparisons between the query $q$ and data points $p \in D$ in these lists to find nearer neighbors. In practice, graph-based approaches may therefore be more efficient than hash-based methods even if asymptotic analyses suggest otherwise, purely due to the low overhead of graph-based methods.

Besides the standard nearest neighbor graph approach of connecting each vertex to its nearest neighbors [26, 25], various heuristic graph-based methods are further known based on adding connections in the graph between points which are not necessarily near neighbors [14, 40, 18]. This might for instance involve including several long-range, deep links in the graph between distant points, to guarantee that every pair of nodes is connected.
thru a short path [40]. Using hierarchical graphs [39] 18, where vertices are partitioned
in several layers further seems to aid the performance of graph-based methods, although
again these improvements appear to be purely heuristic.

Comparison of different methods. To find out which method for finding nearest neighbors
in high-dimensional spaces is objectively the best, an obvious approach would be to implement
these methods, test them against realistic data sets, and compare their concrete performance.
Various libraries with implementations of near neighbor methods are openly available on-
line [16] 48, [44] 25, [18]. and recently Aumüller–Bernhardsson–Faithfull presented a thorough
comparison of different methods for nearest neighbor searching on various commonly used
data sets and distance metrics [15] [10]. Their final conclusions include that the LSH-based
FALCONN and the graph-based NMSLib and KGraph currently seem to be the most competitive
methods for their considered data sets.

Practical comparisons clearly have various drawbacks, as the practical performance often
depends on many additional variables, such as specific properties of the data set and the
level of optimization of the implementation – better results on certain data sets may not
always translate well to other data sets with further optimized implementations. Moreover,
some methods may scale better as the dimensionality and size of the data set increases, and
it is hard to accurately predict asymptotic behavior from practical experiments.

A second approach for comparing different methods would be to look at their theoretical,
proven asymptotic performance as the size of the data set $n$ and the dimension $d$ tend to
infinity. Tight bounds on the performance would allow us to extrapolate to arbitrary data
sets, but for many algorithms obtaining such tight asymptotic bounds appears challenging.
Although for partition-based methods, by now the asymptotic performance seems to be
reasonably well understood, graph-based algorithms are mostly based on unproven heuristics,
and are not as well understood theoretically. This is particularly disconcerting due to the
efficiency of certain graph-based approaches, and so a natural question is: how well do
graph-based approaches hold up against partition-based methods in high dimensions? Is it
just the low overhead of graph-based methods that allows them to compete with hash-based
approaches? Or will these graph-based methods remain competitive even for huge data sets?

Heuristic methods made theoretical. We further remark that in the past, theoretical anal-
yses of heuristic near neighbor methods have not only contributed to a better understanding
of these methods, but also to make these methods more practical. Cross-polytope LSH, which
is used in FALCONN [15], was originally proposed as a fast heuristic method with no proven
asymptotic guarantees [50]; only later was it discovered that this method is theoretically
superior to other methods as well [14] 33, and can be made even more practical. Recently
also for hypercube LSH [50] improved theoretical guarantees were obtained [37], and the
heuristic LSH forest approach [12] was also “made theoretical” with provable performance
guarantees in high dimensions [8]. The goals of a theoretical analysis of graph-based methods
are therefore twofold: to understand their asymptotic performance better, and to find ways
to further improve these methods in practice.

1.1 Contributions

We take a first step towards a better theoretical understanding of graph-based approaches
for the (approximate) nearest neighbor problem, by rigorously analyzing the asymptotic
performance of the basic greedy nearest neighbor graph approach. We show that for random
data sets on the Euclidean unit sphere and for arbitrary approximation factors $c > 1$, this
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method provably achieves asymptotic query exponents $\rho < 1$. We further show how to obtain efficient time–space trade-offs, by making the related near neighbor graph either more connected (more space, better query time) or less connected (less space, worse query time).

Sparse data sets. In the case the data set on the unit sphere\(^1\) has size $n = 2^{o(d)}$, and an unusually near neighbor lies at distance $r = \sqrt{2}/c$, the trade-offs we obtain for finding such a close vector to a random query vector are governed by the following relation.

\[ (2c^2 - 1)\rho_q + 2c^2(c^2 - 1)\sqrt{\rho_s(1 - \rho_s)} \geq c^4, \]  

(2)

There exists a graph-based $(c, r)$-ANN data structure for data sets of size $n = 2^{o(d)}$ on the sphere using space $n^{1+\rho_s + o(1)}$ and query time $n^{\rho_q + o(1)}$.

Minimizing the query complexity in this asymptotic analysis corresponds to setting $\rho_s = \frac{1}{2}$, in which case $\rho_q = c^2/(2c^2 - 1)$. Note that, unlike in various hash-based constructions, there is a natural limit to the maximum space complexity of graph-based approaches: we cannot store more than $n$ neighbors per vertex. Our analysis however suggests that when doing a greedy search in the graph, storing more than $\sqrt{n}$ neighbors per vertex does not further improve the query complexity, compared to starting over at a random new vertex.

To compare the above trade-offs with hash-based results, recall that in [6] the authors obtained hash-based time–space trade-offs defined by the following inequality:

\[ c^2 \sqrt{\rho_q} + (c^2 - 1)\sqrt{\rho_s} \geq 2c^2 - 1. \]  

(3)

Although in most cases the optimal\(^2\) hash-based trade-offs from [6] are strictly superior to the graph-based trade-offs from Theorem 1, we remark that in the regime of small approximation factors $c \approx 1$ and near-linear space $\rho_s \approx 0$, i.e. when there is no unusually near neighbor and we wish to use only slightly more space than is required for storing the input list, both inequalities above translate to:

\[ \rho_q = 1 - 4(c - 1)\sqrt{\rho_s} \cdot (1 + o(1)). \]  

(4)

Here $o(1)$ vanishes as $\rho_s \to 0$ and $c \to 1$. So for truly random instances without any planted, unusually near neighbors, and when using a limited amount of memory, graph-based methods are asymptotically equally powerful for finding (approximate) nearest neighbors as optimal hash-based methods. In other words, in this regime graph-based approaches will remain competitive with hash-based methods even when the data sets become very large, and the dimensionality further increases.

On the negative side, our analysis suggests that when there is an unusually near (planted) neighbor to the query, or when we are able to use much more space than the amount required to store the data set, the best known hash-based approaches are superior to the basic graph-based method analyzed in this paper. This could be caused either by our analysis not being tight, the considered algorithm not being as optimized, or due to graph-based

\(^1\) Note that the near neighbor problem on the Euclidean unit sphere is of particular interest due to the reduction from the near neighbor problem in all of $\mathbb{R}^d$ (under the $\ell_2$-norm) to solving the spherical case [7]. Furthermore, using standard reductions the results for the $\ell_2$-norm translate to results for $\mathbb{R}^d$ with the $\ell_1$-norm as well.

\(^2\) Within a certain probing model, the hash-based trade-offs from [3] were proven to be optimal in [6].
approaches simply not being able to profit as much from such unusual circumstances. Note again that hash-based approaches are able to effectively use very large amounts of space, with a large number of fine-grained hash tables/partitions, whereas graph-based methods seem limited by using at most \( n^2 \) space. We therefore conjecture that the worse asymptotic performance for “unusual” problem instances is inherent to graph-based methods.

**Dense data sets.** For settings where the data set consists of \( n = 2^{\Theta(d)} \) points drawn uniformly at random from the unit sphere, the asymptotic performance of near neighbor searching depends not only on the distance to the (planted) nearest neighbor, but also on the density of the data set, i.e. the exact relation between \( d \) and \( n \). Motivated by concrete data sets commonly used in practice, we concretely analyze the case \( (\log n)/d \approx 1/5 \) and show that the resulting trade-offs for the exact nearest neighbor problem without planted neighbors are significantly better than hyperplane LSH \([20]\); comparable to or better than cross-polytope LSH \([4, 48]\) and spherical cap LSH \([5]\); but slightly worse than spherical LSF \([13, 6]\). The superior asymptotic performance compared to FALCONN for realistic dense data sets suggests that graph-based approaches may remain competitive with the most practical hash-based approaches, even when the dimensionality further increases.

**Future work.** Various open problems remain to obtain a better theoretical (and practical) understanding of different near neighbor techniques, in particular related to graph-based approaches. We state some remaining open problems below:

- Although our analysis for “small steps” (see Appendix A) is tight, we assumed that afterwards we either immediately find the planted nearest neighbor as one of the neighbors in the graph, or we fail and start over from a new random node. This seems rather pessimistic, and perhaps the complexities can be further improved with a tighter analysis, without changing the underlying algorithm or graph construction.

- Other heuristic nearest neighbor graph approaches appear to perform even better in practice, and an open problem is to rigorously analyze those and see whether they translate to improved asymptotics as well.

- A practical drawback of using nearest neighbor graphs is that updating the data structure (in particular: inserting new data points) can be rather costly, especially in comparison with hash-based constructions. To make the data structure both efficient and dynamic, one would ideally obtain better bounds on the insertion complexity as well.

- In hash-based literature, the case of sparse data sets has arguably almost been “solved” with upper bounds matching lower bounds (within a certain model). Is it possible to find similar lower bounds for graph-based near neighbor searching?

- Hash-based and graph-based approaches could be considered complementary solutions to the same problem, as worst-case problem instances for one approach are best-case instances for the other. Can both techniques be combined, so that perhaps even better worst-case guarantees can be obtained for high-dimensional data sets?

**Outline.** The remainder of this paper is organized as follows. In Section 2 we introduce preliminary results and notation. Section 3 describes problem instances considered in this paper. Section 4 analyzes the complexities of finding near neighbors with a greedy graph search, and Sections 5 and 6 consider asymptotics for sparse and dense data sets, respectively. The appendices contain proofs and discuss the application to lattice sieving.
2 Preliminaries

2.1 Notation

Let \( \| \cdot \| \) denote the Euclidean norm, and let \( \langle \cdot, \cdot \rangle \) denote the standard dot product. We write \( S^{d-1} = \{ u \in \mathbb{R}^d : \|u\| = 1 \} \) for the Euclidean unit sphere in \( \mathbb{R}^d \). We write \( X \sim \chi(X) \) to denote that the random variable \( X \) is sampled from the probability distribution \( \chi \) over the set \( X \), and we write \( \mathcal{U}(X) \) for the uniform distribution over \( X \). Given a vector \( x \) (written in boldface), we further write \( x_i = (x, e_i) \) for the \( i \)th coordinate of \( x \).

We denote directed graphs by \( G = (V, A) \) where \( V \) denotes the set of vertices, and \( A \subseteq V \times V \) denotes the set of directed arcs. A directed graph is called symmetric if \( (v_1, v_2) \in A \) iff \( (v_2, v_1) \in A \). Symmetric directed graphs can also be viewed as undirected graphs \( G = (V, E) \) where edges are unordered subsets of \( V \) of size 2.

2.2 Geometry on the sphere

Let \( C_{x,\alpha} = \{ u \in S^{d-1} : \langle u, x \rangle \geq \alpha \} \) denote the spherical cap centered at \( x \in S^{d-1} \) of “height” \( \alpha \in (0, 1) \), and let \( C(\alpha) \) denote its volume relative to the entire unit sphere. Let \( W_{x,\alpha,\beta} = C_{x,\alpha} \cap C_{y,\beta} \) with \( x, y \in S^{d-1} \) and \( \alpha, \beta \in (0, 1) \) denote the intersection of two spherical caps, and let its volume relative to the volume of the unit sphere be denoted \( W(\alpha, \beta, \gamma) \), where \( \gamma = \langle x, y \rangle \) is the cosine of the angle between \( x \) and \( y \). We will also call the latter objects wedges. The volumes of these objects correspond to probabilities on the sphere as follows:

\[
C(\alpha) = \mathbb{P}_{X \sim \mathcal{U}(S^{d-1})}(X_1 > \alpha),
\]

\[
W(\alpha, \beta, \gamma) = \mathbb{P}_{X \sim \mathcal{U}(S^{d-1})}(X_1 > \alpha, X_1\gamma + X_2 \sqrt{1 - \gamma^2} > \beta).
\]

The asymptotic relative volumes of spherical caps and wedges can be estimated as follows, as previously shown in e.g. \[4, 6\].

\begin{lemma}[Volume of a spherical cap] Let \( \alpha \in (0, 1) \). Then:
\[
C(\alpha) = d^{\Theta(1)} \cdot (1 - \alpha^2)^{d/2}.
\]
\end{lemma}

\begin{lemma}[Volume of a wedge] Let \( \alpha, \beta, \gamma \in (0, 1) \). Then:
\[
W(\alpha, \beta, \gamma) = d^{\Theta(1)} \cdot \begin{cases} 
\left( \frac{1 - \alpha^2 - \beta^2 - \gamma^2 + 2\alpha \beta \gamma}{1 - \gamma^2} \right)^{d/2} & \text{if } 0 < \gamma \leq \min\{\frac{\alpha}{\beta}, \frac{\beta}{\alpha}\}; \\
(1 - \alpha^2)^{d/2} & \text{if } \frac{\beta}{\alpha} \leq \gamma < 1; \\
(1 - \beta^2)^{d/2} & \text{if } \frac{\alpha}{\beta} \leq \gamma < 1.
\end{cases}
\]
\end{lemma}

For the wedge, the volume can alternatively be described (up to polynomial factors in \( d \)) as the volume of a spherical cap with height \( \delta = \sqrt{\frac{\alpha^2 + \beta^2 - 2\alpha \beta \gamma}{1 - \gamma^2}} \). In Figure 1, this \( \delta \) corresponds to the smallest distance from points in \( W_{x,\alpha,\beta} \) to the origin, i.e. the distance from the intersection of the blue and red lines in this projection of the sphere to the origin. In case \( \gamma \geq \frac{\alpha}{\beta} \) with \( \alpha \leq \beta \), this distance from the origin becomes \( \delta = \beta \) and therefore \( W(\alpha, \beta, \gamma) = d^{\Theta(1)} \cdot C(\beta) \). In that case, one essentially has \( C_{x,\alpha} \cap C_{y,\beta} \approx C_{y,\beta} \).

We will be using various properties of these wedges, and we state some of them below.

\begin{lemma}[Wedge properties] For \( \alpha, \beta, \gamma \in (0, 1) \) with \( \gamma < \min\{\frac{\alpha}{\beta}, \frac{\beta}{\alpha}\} \):
\begin{enumerate}
\item For \( d \) sufficiently large, \( W(\alpha, \beta, \gamma) \) is decreasing with \( \alpha, \beta \) and increasing with \( \gamma \);
\end{enumerate}
\end{lemma}
2. For $d$ sufficiently large, $W(\alpha, \beta, \beta)$ is decreasing with $\beta$.

Proof. For 1, the result follows by taking derivatives w.r.t. $\alpha, \beta, \gamma$ of the “asymptotic part” of $W$ (i.e. ignoring the $d^{\Theta(1)}$ term), and observing that these derivatives are always negative, negative, and positive respectively. For 2, we take the derivative w.r.t. $\beta$ of $W(\alpha, \beta, \beta)$ and observe that this derivative is always negative. ▶

The following lemma further describes that if we add a small amount of “slack” to one of the variables, then the volume of the resulting wedge will still be very similar to the volume of the wedge with the original parameters – if the slack is small, then we only lose at most a polynomial factor in the volume.

Lemma 5 (Polynomial slack). For fixed $\alpha, \beta, \gamma \in (0, 1)$ with $\gamma < \min\{\alpha, \beta\}$ we have

$$W(\alpha, \beta \pm \frac{1}{d}, \gamma) = d^{\Theta(1)} \cdot W(\alpha, \beta, \gamma), \quad \text{and} \quad W(\alpha, \beta, \gamma \pm \frac{1}{d}) = d^{\pm \Theta(1)} W(\alpha, \beta, \gamma).$$

Proof. This follows from writing out the left hand sides, pulling out the factors $W(\alpha, \beta, \gamma)$, and noting that the remaining factor $(1 \pm \varepsilon d)^d$ for some expression $\varepsilon_d$ is at most polynomial in $d$, due to the conditions on $\gamma$ and $\alpha, \beta, \gamma$ being constant in $d$. ▶

3 Random instances

For the graph-based approach in this paper, where points are connected to their nearest neighbor and we perform a walk on this graph starting from a random node, it is impossible to solve worst-case instances of (approximate) nearest neighbor searching.

Proposition 6 (Worst-case data sets). For near neighbor graph approaches, where (i) each vertex is only connected to a number of its nearest neighbors, and (ii) queries are answered by performing a greedy search on this graph to obtain better estimates, it is impossible to solve worst-case (approximate) near neighbor instances in sublinear time.
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Proof. As a potential worst-case problem instance to such a strategy, consider a query \( q \approx e_1 \), a planted nearest neighbor \( p^* \approx e_1 \) close to the query, and let all other points \( p \in \mathcal{D} \setminus \{p^*\} \) satisfy \( p \approx -e_1 \). Then the preprocessed near neighbor graph will consist of a large connected component containing the points \( \mathcal{D} \setminus \{p^*\} \), and an isolated vertex \( p^* \), which may have outgoing edges, but has no mutual friends. With probability \( 1 - 1/n \), starting at a random vertex and performing a walk on this (directed) graph will therefore not yield the true nearest neighbor \( p^* \), while all other vertices are only approximate solutions with very high approximation factors; by essentially setting \( p^* = q \), we can guarantee that even no reasonable approximate solution will be found.

Although it may be possible to tweak the algorithm and/or the underlying graph so that even such worst-case instances can still be solved efficiently, we will therefore focus on average-case, random instances defined below.

Throughout, we will assume that points \( p \in \mathcal{D} \) are independently and uniformly distributed on the unit sphere, except for (potentially) a planted nearest neighbor \( p^* \in \mathcal{D} \) which lies very close to the query vector \( q \). Alternatively, this can be interpreted as taking a uniformly random \( p^* \sim \mathcal{U}(\mathcal{D}) \), and choosing the query vector as \( q = p^* + e \) for a short error vector \( e \). Given such a problem instance, we wish to recover \( p^* \) with non-negligible probability.

Note that the near neighbor problem on the Euclidean unit sphere, as considered here, is of special interest as such a solution allows one to the Euclidean near neighbor problem in all of \( \mathbb{R}^d \) using techniques of Andoni–Razenshteyn [7]. Furthermore, it is well-known that using standard reductions, the results for the \( \ell_2 \)-norm translate to results for \( \mathbb{R}^d \) with the \( \ell_1 \)-norm as well. Efficient algorithms for the unit sphere therefore translate to solutions for many other problems as well.

For \( q \sim \mathcal{U}(\mathcal{D}) \), and data sets following a uniformly random distribution, with overwhelming probability the (non-planted) second nearest neighbor \( p \in \mathcal{D} \setminus \{p^*\} \) to \( q \) has inner product \( \langle p, q \rangle = \mu(1 + o(1)) \) and lies at distance \( \|q - p\| = \sqrt{2}(1 - \mu)(1 + o(1)) \) from \( q \), with \( \mu \) satisfying:

\[
\mu = \sqrt{1 - n^{-2/d}}. \quad \text{(Alternatively: } n \approx 1/C(\mu)\text{.)}
\]

The natural scenario to consider for random ANN instances is then to let \( c \cdot r = \mu \), so that the single planted nearest neighbor lies at distance \( r = \mu/c \) from the target, and so that this planted near neighbor lies a factor \( c \) closer to \( q \) than all other points in the data set. These problem instances were also studied in for example [1] [6].

Sparse data sets. We will refer to data sets of size \( n = 2^{o(d)} \) (in other words: \( d = \omega(\log n) \)) as sparse data sets. For these instances, the expected (non-planted) nearest neighbor distance is \( \mu = \sqrt{2} + o(1) \), and the planted nearest neighbor which we wish to recover therefore lies at distance \( r = \sqrt{2/c} \) from the target. Note that the case \( n = 2^{o(d/\log d)} \) can always be reduced to \( n = 2^{\Theta(d/\log d)} \) through a random projection onto a lower-dimensional space, approximately maintaining all pairwise distances between points in the data set [32].

Dense data sets. We will refer to data sets of size \( n = 2^{\Theta(d)} \) (\( d = \Theta(\log n) \)) as dense data sets. In this case, with overwhelming probability the nearest neighbor to a randomly chosen query point \( q \) on the sphere will lie at distance \( c \cdot r = \mu < \sqrt{2} \) from \( q \), and for \((c, r)\)-ANN the planted nearest neighbor would therefore lie at distance \( r = \mu/c \). For the limiting case of \( c \to 1 \), we wish to recover a vector at distance \( \mu \). Note that the “curse of dimensionality” [31] does not necessarily apply to average-case dense data sets – finding exact nearest neighbors for random dense data sets can often be done in sub-linear time [33] [13].
4 Graph-based near neighbor searching

4.1 Algorithm description

The nearest neighbor graph and corresponding near neighbor search algorithm we will analyze are very similar to a greedy search in the k-nearest neighbor graph, i.e., very similar to the approach of KGraph. Recall that the directed k-nearest neighbor graph $G = (V, A)$ has vertex set $V = D$, and an arc runs from $p$ to $p'$ iff $p'$ belongs to the k closest points to $p$ in $D$.

Given a query $q$, searching for a nearest vector in this graph is commonly done as outlined in Algorithm 1 with $\varepsilon = 0$, and with $B(p)$ denoting the set of neighbors to $p$ in this graph. Note that for large $k = n^{O(1)}$, this graph is almost symmetric. The condition of belonging to the k nearest neighbors is however somewhat impractical to work with analytically, and so we will use the following slightly different graph (and search algorithm) instead.

**Definition 7 (The $\alpha$-near neighbor graph).** Let $\alpha \in (0, 1)$, and let $D \subset S^{d-1}$. We define the $\alpha$-near neighbor graph as the undirected graph $G = (V, E)$ with vertex set $V = D$, and with an edge between $p, p' \in E$ if and only if $\langle p, p' \rangle \geq \alpha$.

The parameter $\alpha$ roughly corresponds to (a function of) $k$: large $\alpha$ correspond to small $k$, and small $\alpha$ to large $k$. Asymptotically, the approximate relation between $k$ and $\alpha$ can be stated through the following simple relation $k \approx n \cdot C(\alpha)$. The main difference is that rather than fixing $k$ and varying the required distance between points for an edge, we fix a bound on the distance between two connected points in the graph, and therefore we will have slight variations in the number of neighbors $k$ from vertex to vertex. Notice the similarity with spherical cap LSH [5] and in particular spherical LSF [13, 6]: we essentially use a random spherical filters centered around our data points, and we add vectors to filter buckets the same way as in spherical LSF: if the inner product with the filter vector $p$ is sufficiently large, we add the point to this bucket $B(p)$. However, in the spirit of graph-based approaches we search for a path on the nearest neighbor graph that ends at the nearest neighbor as in Algorithm 1 rather than checking a number of filters close to the query point to see if the nearest neighbor is contained in any of those.

To process a query $q$, we first sample a uniformly random point $p \sim U(D)$. Then we go through its neighbors $B(p)$ to see if any of these vectors $p' \in B(p)$ are closer to $q$ than $p$. If so, we use this as our new $p \leftarrow p'$, and we again see if any of its neighbors are closer to $q$.

We repeat this procedure until no more vectors in $B(p)$ are closer to $q$ than $p$ itself, in which case $p$ is our estimate for the real nearest neighbor $p^*$ to $q$. This may $(p = p^*)$ or may not $(p \neq p^*)$ actually be the true nearest neighbor to $q$, and to obtain a higher success rate we repeat the process several times, each time starting from a random point $p \sim U(D)$.

While the focus is on minimizing the query time, Algorithms 2–3 also demonstrate how to do updates to this data structure, when vectors are inserted in $D$ or removed from $D$. These parts of the algorithm may well be improved upon, and an important open question is to make updates (in particular insertions) as efficient as partition-based methods, such as in [6].

4.2 High-level proof description

To obtain provable asymptotic complexities for this approach for the (approximate) nearest neighbor problem, we will prove the following results in Appendix A for some value $\gamma_{\text{max}}$:

- **Small steps:** If $p \in D$ satisfies $\langle p, q \rangle \ll \gamma_{\text{max}}$, then with non-negligible probability $d^{-\Theta(1)}$ we will find a slightly nearer neighbor $p' \in B(p)$ to $q$.

- **Giant leap:** If $p \in D$ satisfies $\langle p, q \rangle \approx \gamma_{\text{max}}$, the probability of immediately finding the exact nearest neighbor $p^*$ in the bucket $B(p)$ is larger than some given bound.

TBD
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Algorithm 1  $\alpha$-NN graph: QUERY($q$)

1: $p \sim \mathcal{U}(\mathcal{D})$  // random starting point
2: while $(p, q) < \gamma^*$ do  // $\gamma^* = \langle p^*, q \rangle$
3:  progress $\leftarrow$ false
4:  for each $p' \in B(p)$ do
5:     if $(p', q) \geq (p, q) + \frac{1}{\gamma}$ then
6:        $p \leftarrow p'$  // nearer neighbor
7:  progress $\leftarrow$ true
8:  if not progress then
9:     $p \sim \mathcal{U}(\mathcal{D})$  // start over
10: return $p$

Algorithm 2  $\alpha$-NN graph: INSERT($p$)

1: $B(p) \leftarrow \emptyset$  // new bucket
2: for each $p' \in \mathcal{D}$ do
3:     if $\langle p, p' \rangle \geq \alpha$ then
4:        $B(p) \leftarrow B(p) \cup \{p'\}$
5:     $B(p) \leftarrow B(p) \cup \{p\}$

Algorithm 3 $\alpha$-NN graph: DELETE($p$)

1: for each $p' \in B(p)$ do
2:     $B(p') \leftarrow B(p') \setminus \{p\}$
3: $B(p) \leftarrow \emptyset$  // delete bucket

Figure 2 Algorithms for querying the $\alpha$-near neighbor graph with a query point $q$, and for inserting/deleting points from this data structure. Here $\gamma^*$ is the (expected) inner product between $q$ and its true nearest neighbor. Initializing the data structure is done by choosing $\alpha \in (0, 1)$ and for instance calling INSERT($p$) for all $p \in \mathcal{D}$ to construct the graph adjacency buckets $B(p)$.

Figure 3 A sketch of the analyses for small steps (left) and the giant leap (right). The point $p \in \mathcal{D}$ denotes the current near neighbor estimate for the query $q$, and we want to make progress either by finding a slightly nearer neighbor $p' \in B(p)$ when $p$ is far away from $q$ (left), or finding the exact nearest neighbor $p^* \in B(p)$ to the query $q$ when $p$ is already quite close to $q$ (right). The threshold separating these two cases is $\gamma_{max}$.

- **Small steps (left).** If the current near neighbor $p$ has inner product $\langle p, q \rangle = \gamma \ll \gamma_{max}$ with $q$, then we expect that several points $p' \in \mathcal{D} \setminus \{p^*\}$ still exist which lie (slightly) closer to $q$ than $p$, and we hope at least one of them is an $\alpha$-near neighbor to $p$ as well. Since a nearer neighbor in $B(p)$ to $q$ by definition lies in $\mathcal{W}_{\alpha,p,q,p,q}$ (the intersection of the solid spherical caps), and the data set is assumed to be uniformly random on the sphere, the probability of finding at least one such nearer neighbor is proportional to $n \cdot W(\alpha, \gamma, \gamma_{max})$.

- **Giant leap (right).** Once we find a near neighbor $p$ to $q$ with inner product $\langle p, q \rangle \approx \gamma_{max}$, we would like to show that in the next step, we will find $p^* \in B(p)$ with a certain (small) probability. Assuming $p^*$ is uniformly distributed on $C_{q,\gamma^*}$, this corresponds to the probability that $p^* \in \mathcal{W}_{p,\gamma_{max},q,\gamma^*}$ (the intersection of the solid spherical caps), conditioned on the event $p^* \in C_{q,\gamma^*}$ (the rightmost spherical cap). This probability is therefore proportional to $W(\alpha, \gamma^*, \gamma_{max})/C(\gamma^*)$. 
Randomization: Since “giant leaps” may often fail, we argue that starting over at random nodes a sufficiently large number of times leads to a constant success probability.

Encountered vertices: We prove that the number of vertices in each bucket, and on each walk through the graph, can be bounded by small multiples of their expected values.

Query complexity: Using these results, we derive bounds on the time complexity for answering queries, with and without starting over at random nodes in the graph.

Space complexity: Similarly, since the number of edges in the graph can be bounded appropriately, we obtain tight bounds on the required space complexity.

Update complexities: Finally, we analyze what are the (naive) costs for updating the data structure (inserting/deleting points).

Together, these results lead to the following main result, stating exactly what are the costs for finding near neighbors. Unless stated otherwise, the “time” complexity corresponds to the query time complexity.

▶ Theorem 8 (Near neighbor costs). Using the $\alpha$-near neighbor graph with $\alpha \in (0, 1)$ and $nC(\alpha) \gg 1$, and using Algorithms 1–3, we can solve the planted near neighbor problem with the following costs, with $\gamma^*$ as in (21):

\[
\begin{align*}
\text{Time} &= d^{O(1)} nC(\alpha) C(\gamma^*) / W(\alpha, \gamma^*, \gamma_{\max}), \\
\text{Space} &= O(n^2 C(\alpha) \log n), \\
\text{Insert} &= O(dn), \\
\text{Delete} &= O(nC(\alpha) \log(nC(\alpha))).
\end{align*}
\]

5 Asymptotics for sparse data sets

Due to space limitations, the derivation of the asymptotics on the various costs of graph-based near neighbor searching for large $d$ have been moved to Appendix B. Its derivation mainly consists of carefully writing out the costs stated in the previous theorem, and doing series expansions for $\mu = \sqrt{1 - n^{-2/\gamma^*}} = o(1)$.

▶ Theorem 9 (Complexities for sparse data). Let $n = 1/C(\mu) = 2^{o(1)}$ and let $\alpha = \kappa \cdot \mu$. Let $\gamma^* = 1 - 1/c^2$ denote the inner product between the query and the (planted) nearest neighbor. Using the $\alpha$-NNG with $\alpha = \kappa \cdot \mu$ with $\kappa \in (\sqrt{c^2/1 + (\gamma^*)^2}, 1)$, with high probability we can solve the sparse near neighbor problem in several iterations with the following complexities:

\[
\begin{align*}
\text{Time} &= n^{1 - 2\gamma^* \sqrt{\kappa^2 (1 - \kappa^2)}} + o(1), \\
\text{Space} &= n^{2 - \kappa^2 + o(1)}, \\
\text{Insert} &= n^{1 + o(1)}, \\
\text{Delete} &= n^{1 - \kappa^2 + o(1)}.
\end{align*}
\]

Denoting the query time complexity by $\text{Time} = n^{\rho_q + o(1)}$ and the space complexity by $\text{Space} = n^{1 + \rho_s + o(1)}$, the trade-off between these costs can be expressed using the following inequality:

\[
(2c^2 - 1)\rho_q + 2c^2(c^2 - 1)\sqrt{\rho_s(1 - \rho_s)} \geq c^4.
\]

As described in the introduction, for $c \approx 1$ and $\rho_s \to 0$, the above condition on $\rho_q$ scales as $\rho_q \geq 1 + 4(c - 1)^2 + o((c - 1)^4)$, which is equivalent to the scaling near $c = 1$ for the optimal partition-based nearest neighbor method of [6]. For larger $c$ and when using more space, this
trade-off is not better than the best hash-based methods – by substituting $\sqrt{\rho_s(1 - \rho_s)} \leq \frac{1}{2}$, we obtain the necessary (but not sufficient) condition $\rho_q \geq c^2/(2c^2 - 1)$, which shows that the query complexity never reduces beyond $\sqrt{n}$, even for large $c$. This inability to “profit” from large approximation factors may be inherent to graph-based approaches, or at least to the greedy graph-based approach considered in this paper.

For the “balanced” trade-off of $\rho_q = \rho_s = \rho$, the condition on the exponents translates to:

$$\rho \geq \frac{c^4}{2c^4 - 2c^2 + 1}.$$  \hfill (20)

For small $c \approx 1$, this leads to the asymptotic scaling $\rho = 1 - 4(c - 1)^2 + O((c - 1)^3)$, which is slightly worse than the optimal hash-based trade-offs of $\rho = 1/(2c^2 - 1) = 1 - 4(c - 1) + 14(c - 1)^2 + O((c - 1)^3)$. Also note again the asymptotics of $\rho \to \frac{1}{2}$ for large $c$ for graph-based methods.

6 Asymptotics for dense data sets

For data sets of size $n = 2^{o(d)}$, the asymptotics from the previous section do not apply; these assumed that $\mu = \sqrt{1 - n^{-2/d}} = o(1)$. In some applications the relation $d = \Theta(\log n)$ is more accurate, and arguably even if e.g. $d = \Theta(\log n \log \log n)$ grows faster than $\log n$, asymptotics for the sparse regime may be rather optimistic; $\log \log n$ terms are then considered “large”, even though for realistic parameters $\log \log n$ may just as well be considered constant.

In Appendix C, we performed a case study for an application where $\mu = \sqrt{1 - n^{-2/d}} = \frac{1}{2}$, so that $n \approx 2^{d/3}$. This example is motivated by algorithms for solving hard lattice problems and cryptanalyzing lattice-based cryptosystems, which have previously been improved using other (hash-based) near neighbor methods \cite{34,14,13}. Comparable results may hold for other applications as well; the GloVe data set \cite{45} contains $n = 1.2M \approx 2^{20}$ vectors in $d = 100$ dimensions, which corresponds to $n \approx 2^{d/5}$, while the SIFT features data set \cite{2} has $n = 1M$ vectors in $d = 128$ dimensions, corresponding to $n \approx 2^{0.354d}$. The conclusions regarding the comparison of graph-based near neighbor searching techniques with hash-based methods (in Appendix C) may therefore apply to other data sets and applications as well.

Note that since the precise trade-offs depend on many parameters (see Theorem 1), we do not state a main result here, and refer the reader to Appendix C for one specific case analysis for lattice sieving. For arbitrary densities and target angles, this is a matter of writing out the expressions from Theorem 1 and looking at the asymptotic scaling of the various costs.
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Here we will give a concrete theoretical analysis of the costs associated to the \( \alpha \)-near neighbor graph, where for each pair of vertices (points) in the uniformly random data set \( D \), we connect them by an edge if their joint inner product is at least \( \alpha > 0 \).

\[ A \] Small steps towards the goal

First, we want to show that with high probability, when starting from a random vertex, we can easily find nearer neighbors until we reach a point \( p' \in D \) with \( \langle p', q \rangle \geq \gamma_{\max} \). This threshold \( \gamma_{\max} \) is determined by the density of the data set \( (\mu) \) and the density of the graph \( (\alpha) \), and when \( \langle p', q \rangle > \gamma_{\max} \) the probability of finding a nearer neighbor to \( q \) in the bucket of neighbors of \( p' \) becomes asymptotically negligible, i.e. exponentially small in \( d \). In a sense a phase transition takes place at inner product \( \gamma_{\max} \), since from there on finding nearer neighbors becomes unlikely.

To formalize this, using the relation between probabilities on random data sets and volumes of (intersections of) spherical caps as defined in the preliminaries, we want to show that the volume of the wedge formed by the intersection of the blue and orange spherical...
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caps in Figure 3 scales as 1/n, so that, since we have n i.i.d. uniformly random data points spread out over the sphere, one of them is likely to be contained in this intersection. Note that if a point lies in this intersection, it is both closer to the query point \( q \) (the orange cap) and it is a neighbor to \( p \) in the graph (the blue cap).

► **Lemma 10** (High-probability reachable \( \gamma \)). Let \( \gamma_{\text{max}} = \gamma_{\text{max}}(\mu, \alpha) \) be defined as:

\[
\gamma_{\text{max}} = (1 + o(1)) \frac{\mu^2 - \alpha^2}{1 - 2\alpha + \mu^2}.
\]

Then \( W(\alpha, \gamma_{\text{max}}, \gamma_{\text{max}}) \geq d^{\Theta(1)} C(\mu) \).

**Proof.** This is a matter of writing out the “core part” of \( W(\alpha, \gamma_{\text{max}}, \gamma_{\text{max}}) \), observing that many terms cancel due to the two equal arguments and the relation between \( \gamma_{\text{max}} \) and \( \alpha \), until finally we are left with \( C(\mu) \), up to polynomial factors.

For the next lemma, we make a slight modification to the query algorithm as well; rather than greedily searching for any vector \( p' \in B(p) \) which is closer to \( q \) than \( p \), we only look for vectors which make “substantial progress”, i.e. for which \( \langle p', q \rangle > \langle p, q \rangle + \epsilon \) for some well-chosen \( \epsilon \). With \( \epsilon = 0 \), the number of iterations to ultimately reach the correct nearest neighbor could theoretically be as large as \( n \), while choosing \( \epsilon \) too large means we will not easily make progress. By choosing \( \epsilon = \frac{1}{d} \) we guarantee that only a linear number of steps is required to either reach our goal or terminate without success, and this choice of \( \epsilon \) does not come at a significant asymptotic cost in the performance (essentially due to Lemma 5).

► **Lemma 11** (Collisions for nearer neighbors). Let \( p, q \) be fixed with \( \langle p, q \rangle + \frac{1}{d} < \gamma_{\text{max}} \) with \( \gamma_{\text{max}} \) as defined in (21). Then:

\[
p_1 = \mathbb{P}_{p' \sim U(\mathbb{S}^{d-1})} \left( \langle p', p \rangle \geq \alpha \text{ and } \langle p', q \rangle \geq \langle p, q \rangle + \frac{1}{d} \right) \geq \frac{\log(100d)}{n}.
\]

It follows that \( p_n = \mathbb{P}(\exists p' \in B(p) : \langle p', q \rangle \geq \langle p, q \rangle + \frac{1}{d} \geq 1 - \frac{0.01}{d} \) for large \( d \).

**Proof.** Let \( \gamma = \langle p, q \rangle \). First, observe that the stated probability \( p_1 \) equals the mass of a spherical wedge with parameters \( \gamma + \frac{1}{d} \) and \( \gamma \). Since \( \gamma + \frac{1}{d} \leq \gamma_{\text{max}} \), we can apply Lemma 5

\[
p_1 = W(\alpha, \gamma + \frac{1}{d}, \gamma) \geq d^{-\Theta(1)} W(\alpha, \gamma + \frac{1}{d}, \gamma + \frac{1}{d}) \geq d^{-\Theta(1)} W(\alpha, \gamma_{\text{max}}, \gamma_{\text{max}}).
\]

Using the previous lemma, we then obtain:

\[
p_1 \geq d^{-\Theta(1)} W(\alpha, \gamma_{\text{max}}, \gamma_{\text{max}}) \geq d^{-\Theta(1)} C(\mu) = \frac{d^{-\Theta(1)}}{n}.
\]

Now, note that the leading polynomial factor in the lower bound for \( p_1 \) comes from the hidden polynomial term in the volumes of spherical caps and intersections of spherical caps (where the exponent in \( d^{\Theta(1)} \) is fixed and can be explicitly determined, using techniques as in 41 Lemma 4.1), and the loss factor in Lemma 5 (see (a)), where the exponent of the polynomial term can be tuned by slightly changing the slack to e.g. 1/dβ instead, for larger \( \beta \). Furthermore, if necessary, we can introduce some “slack” in \( \gamma_{\text{max}} \) as well (i.e. add a

---

3 Note that changing the slack parameter from 1/d to 1/dβ for some constant \( \beta > 1 \) will ultimately change the required bound for the next subsection to be \( p_1 \geq \log(100d^\beta)/n \); a change of poly(d) here to the slack parameter only leads to a polylog(d) change there. It is therefore certainly possible to choose \( \beta \) sufficiently large to make both this proof and the next work with low overhead.
multiplicative factor $1 + \frac{1}{d}$ to $\gamma_{max}$), so that inequality (b) introduces polynomial factors in the “right” direction. By choosing these parameters appropriately, we can therefore tune the (log-)polynomial term in the right hand side to obtain e.g. $\log(100d)/n$.

Finally, observe that if $p_1 \geq \log(100d)/n$, then it follows that $p_n = 1 - (1 - p_1)^n \geq 1 - (1 - \frac{\log 100d}{n})^n \geq 1 - 0.01/d$ by independence of all (other) points in the data set. ▶

**Lemma 12 (Convergence towards $\gamma_{max}$).** Starting from an arbitrary $p \in D$, with probability at least $0.98$ we will find a neighbor $p'$ with $\langle p', q \rangle + \frac{1}{2} \geq \gamma_{max}$ within $2d$ steps in the graph as in Algorithm 2 (without starting over).

**Proof.** We start at a node $p \in D$ with inner product $\langle p, q \rangle \geq -1$, and we aim for an inner product $\langle p', q \rangle = \gamma_{max} \leq 1$, making steps of size $\frac{1}{d}$ each time. So clearly within $2d$ iterations we will either reach our goal or fail. Since each step fails with probability at most $\frac{404}{d^2}$ by the previous lemma, by the union bound the probability that at least one step fails is at most $0.02$, which implies that all steps succeed with probability at least $0.98$. ▶

### A.2 A giant leap towards the nearest neighbor

When, after making a number of small steps, we finally arrive at a vector $p \in D$ with inner product approximately $\gamma_{max}$ with the query, we want to be sure that in the next step we will in fact find the (planted) nearest neighbor $p^*$ with reasonable probability. In other words: if $\langle p, q \rangle \approx \gamma_{max}$, and we therefore cannot easily find any points $p' \in D \setminus \{p^*\}$ anymore which are slightly closer to $q$, then we will actually immediately find the exact nearest neighbor $p^*$ in the bucket $B(p)$ with a certain probability. Note that due to the data set being uniformly random, we may assume that the true (planted) nearest neighbor $p^*$ to $q$ follows a uniform distribution on the spherical cap $C_{q, \gamma^*}$, where $\gamma^* = \langle p^*, q \rangle$.

**Lemma 13 (Giant leap success probability).** Let $p \in C_{q, \gamma}$ with $\gamma + \frac{1}{2} \geq \gamma_{max}$, and let the exact nearest neighbor to $q$ lie at inner product $\gamma^*$ from $q$. Then:

$$p_g = \mathbb{P}_{p^* \sim U(C_{q, \gamma^*})}(p^* \in B(p)) \geq d^{-O(1)} \frac{W(\alpha, \gamma_{max}, \gamma^*)}{C(\gamma^*)}.$$ (25)

**Proof.** First, observe that the stated probability can be interpreted as: if we draw $p^*$ uniformly at random from $C_{q, \gamma^*}$, what is the probability that it is also contained in the spherical cap $C_{p, \alpha}$? This probability corresponds to the ratio between the volume of the corresponding wedge $W_{p, \alpha, q, \gamma^*}$ and the volume of the spherical cap $C_{q, \gamma^*}$, as illustrated in the sketch of Figure 2. Note that the inequality follows from the assumption that $\gamma + \frac{1}{2} \geq \gamma_{max}$; if we replaced this assumption by $\gamma = \gamma_{max}$, then (1) we would not need the leading $d^{-O(1)}$ term, and (2) the inequality would be an equality. ▶

As a special case, we observe that if $\alpha$ is sufficiently large (the graph is sufficiently dense), the success probability of Lemma 13 is actually non-negligible.

**Lemma 14 (High success probability).** For $\alpha \leq \gamma_{max} \cdot \gamma^*$ we have $p_g \geq d^{-O(1)}$.

**Proof.** This essentially follows from Lemma 3, which states that $W(\gamma_{max} \gamma^*, \gamma_{max}, \gamma^*) \approx C(\gamma^*)$. If we further decrease the first argument, the result still holds. ▶
A.3 Randomization

The previous analysis is based on doing one iteration of (1) sampling a random node, (2) performing a number of small steps, and (3) hoping that the solution is found as a near neighbor of the last node. For this process we showed that the algorithm succeeds with probability \( r \geq 0.98 \cdot p_g \). Ultimately we would like to prove that repeating this process approximately \( 1/r \) times, starting over at a random new node in graph each time, leads to a constant success probability, even if \( r \) is not constant.

\[ \text{Lemma 15 (Randomization).} \]

Let \( r \geq 0.98 \cdot p_g \) denote the success probability of one “tour” through the graph, using Algorithm 1. Let the number of vertices in the graph encountered in one tour be at most \( n^{1-\varepsilon} r \) with \( \varepsilon > 0 \). Then for uniformly random data sets, performing \( \Theta(1/r) \) random tours through the graph (starting from a random node each time) leads to a constant success probability of finding the solution in at least one of these tours.

\textbf{Proof.} Although starting over at a random node in the graph may not quite lead to independent results, intuitively it is clear that since the number of visited nodes in one tour through the graph is small (insignificant compared to the entire graph), a different walk on the same graph is unlikely to intersect with this previous walk. By making an imaginary adjustment to the query algorithm, where each time a tour fails, we remove all nodes and all neighbors visited in this tour, we guarantee that the next tour occurs in a fresh, new graph, where all nodes in this graph are independent from the nodes in the first tour through the graph. Since the total number of nodes visited by assumption is sublinear in \( n \), removing all these previously encountered vertices does not significantly affect the number of remaining nodes in the consecutive subgraphs – each such imaginary subgraph contains \( n(1-o(1)) \) vertices. Also note that since the data set follows a spherically-symmetric distribution, the graph is not biased towards a subset of nodes, which guarantees that removing a small number of vertices does not drastically change the structure of the graph (e.g. reduce connectivity). This together shows that by starting over at a new vertex, we can increase the success probability until it becomes constant.

Finally, observe that if the success probability in one independent trial is \( r \), then the probability of success in at least one out of \( \Theta(1/r) \) trials is at least \( (1-r)^{\Theta(1/r)} \geq \Theta(1) \); appropriately choosing the leading constant in the number of trials can for instance increase this success probability to 0.99, without affecting the asymptotics. \[ \blacksquare \]

A.4 Encountered vertices

Next, let us perform a precise cost analysis of the near neighbor algorithms and the data structure. First, let us look at the number of vertices that Algorithm 1 encounters in a single tour through the graph, before either finding a local minimum (false positive) or a global minimum (the solution).

\[ \text{Lemma 16 (Bucket size).} \]

Let \( \alpha \in (0, 1) \) satisfy \( n \cdot C(\alpha) \gg 1 \), and let \( p \in S^{d-1} \) be fixed. Then with overwhelming probability over the randomness of the (remaining) points in the data set \( D \), the size of the bucket corresponding to \( p \) satisfies:

\[ |B(p)| = O(nC(\alpha)). \] (26)

\textbf{Proof.} First, observe that each point in the data set is contained in the bucket \( B(p) \) with probability \( C(\alpha) \), and note that these probabilities are independent. The number of vectors in a bucket therefore follows a binomial distribution, and due to the assumption \( n \cdot C(\alpha) \gg 1 \)
we know that we will not encounter a Poisson limit but a Gaussian limit, when the parameters increase. Using standard tail bounds on binomials/Gaussians, we know that the probability that $|B(p)|$ exceeds its expected value $nC(\alpha)$ by a factor 2 is very unlikely.

Using similar arguments, we know that the total number of nodes encountered in one tour through the graph is at most a factor $2d$ larger (due to each tour consisting of at most $2d$ steps with high probability).

**Lemma 17 (Encountered vertices in one tour).** Let $p_0, p_1, \ldots, p_k$ with $k \leq 2d$ denote the vertices visited in the path on the nearest neighbor graph in a single tour. Then with overwhelming probability over the randomness of the data set:

$$\sum_{i=0}^{k} |B(p_i)| = O(dnC(\alpha)). \quad (27)$$

Doing $\Theta(1/r)$ such tours, to obtain a constant success probability, further increases the number of encountered vectors by a factor $\Theta(1/r)$.

### A.5 Query complexity

For the query complexity, we state two separate results; one for the costs of doing one greedy tour through the graph, and one for the total costs, when retrying several times in case the algorithm fails to find the solution immediately.

**Lemma 18 (Query complexity, without restarts).** For $\alpha \leq \gamma_{\max} \gamma^*$, for large $d$ we will find the nearest neighbor with constant probability without restarts in time at most:

$$\text{Time} = O(d^2 nC(\alpha)). \quad (28)$$

**Proof.** This follows from the previous analyses of the number of vectors encountered on a single tour, together with the $O(d)$ cost of computing the inner product between a vector in the list and the query vector, to see if this vector is closer to the query than our current near neighbor estimate.

**Theorem 19 (Query complexity, with restarts).** For arbitrary $\alpha \geq \gamma_{\max} \gamma^*$, for large $d$ we will find the nearest neighbor with constant probability with restarts in time at most:

$$\text{Time} = d^{O(1)} \frac{nC(\alpha)C(\gamma^*)}{W(\alpha, \gamma^*, \gamma_{\max})}. \quad (29)$$

**Proof.** As explained in Section A.3, doing many tours through the graph, starting from uniformly random nodes in the graph each time, guarantees that the success probability increases; if the success probability of one tour is $r$, then repeating $\Theta(1/r)$ times leads to a constant success probability. Together with the previous lemma, stating the costs of a single tour, and Lemma 13 stating how many such tours are required to achieve a good success probability, this immediately leads to the stated result.

### A.6 Space complexity

Next, let us consider how much memory is required to store the near neighbor graph data structure. To obtain tight bounds on the total number of edges in the graph, note that it does not suffice to only look at (potentially highly dependent) probabilities of edges between vertices; in the extreme case of having a random graph which with probability $C(\alpha)$ is the
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A complete graph and with probability $1 - C(\alpha)$ is the empty graph, knowing the probability $C(\alpha)$ of having an edge between two vertices says little about the probability of having e.g. very few or no edges in the resulting graph. In our analysis we therefore need to take into account the geometric interpretation of the graph as well.

**Lemma 20 (Space complexity).** Let $\alpha \in (0, 1)$ such that $nC(\alpha) \gg 1$. Then with probability at least $1/\sqrt{n}$, the entire data structure can be stored in space:

$$\text{Space} = O(n^2C(\alpha) \log n).$$

**Proof.** In our algorithm, the undirected near neighbor graph $G = (\mathcal{D}, E)$ consists of $n$ points, with a probability $C(\alpha)$ of an edge $e = \{p', p\} \in \mathcal{D}$. Due to the geometric interpretation of the points lying on the sphere, and edges representing closeness, we know that if $e, f \in \mathcal{D}^2$, then $\mathbb{P}(e, f \in E) = C(\alpha)^2$ if $e, f$ are disjoint (contain no common endpoints), or share a single endpoint (since the two other points on these edges are independent and uniformly random on the sphere). Only for $e = f$ we have $C(\alpha) = \mathbb{P}(e, f \in E) \neq \mathbb{P}(e \in E)\mathbb{P}(f \in E) = C(\alpha)^2$. Letting $X$ denote the total number of edges in the graph, we know that

$$\text{Var}(X) = \sum_{e, f \in \binom{\mathcal{D}}{2}} [\mathbb{P}(e, f \in E) - \mathbb{P}(e \in E)\mathbb{P}(f \in E)]^2 = \sum_{e \in \binom{\mathcal{D}}{2}} [C(\alpha) - C(\alpha)^2]$$

$$= \frac{n(n-1)}{2} C(\alpha)(1 - C(\alpha)).$$

Using Chebyshev’s inequality [11, Theorem 4.1.1], we know that $\mathbb{P}(|X - E(X)| > \lambda \sqrt{\text{Var}(X)}) \leq 1/\lambda^2$ for arbitrary positive $\lambda$. Substituting $E(X) = \Theta(n^2C(\alpha))$ and $\text{Var}(X) = \Theta(n^2C(\alpha))$, we can for instance take $\lambda = \Theta(n^{1/4})$ (so that $\lambda \sqrt{\text{Var}(X)} < \lambda \sqrt{\text{Var}(X)nC(\alpha)} = o(E(X))$) to prove that with probability at most $1/\sqrt{n}$, the number of edges in the graph deviates from its expected value $\Theta(n^2C(\alpha))$ by at most $\Theta(n^{5/4}C(\alpha))$.

Finally, observe that each edge essentially represents a pair of integers in $[n]$, which can be represented in $2 \log n$ space. This leads to an extra factor $\log n$ in the space requirement. Due to the assumption that $nC(\alpha) \gg 1$, and the fact that $d$ cannot be too large, we further know that the above costs are the dominant costs, i.e. are higher than the costs of storing the input list of size $O(dn)$ in memory.

**A.7 Update complexities**

Finally, let us consider the remaining costs for the near neighbor data structure, namely those related to updating the data structure when points are added to/deleted from the data set $\mathcal{D}$. We state only the most straightforward costs based on Algorithms 2–3; better asymptotics could be obtained using e.g. locality-sensitive hashing to index the data structure, but that beats the purpose of using graph-based indexing techniques instead.

**Lemma 21 (Insertion complexity).** Given a data set $\mathcal{D}$ of $n$ points indexed in an $\alpha$-near neighbor graph, adding a point to this graph (naively) takes time:

$$\text{Insert} = O(dn).$$

---

4 More precisely, using dimension reduction techniques such as the Johnson-Lindenstrauss lemma [22], we can always transform the data set beforehand to obtain an equivalent problem in dimension $d = O(\log n \log \log n)$. 
Proof. The $O(dn)$ insertion complexity is obtained by going through all vertices in the graph, and seeing whether an edge needs to be added the new vertex. Note that e.g. the costs of inserting the new vertex in the buckets of its near neighbors are asymptotically negligible compared to the $O(dn)$ cost for doing $n$ vector comparisons.

Lemma 22 (Deletion complexity). Given a data set $D$ of $n$ points indexed in an $\alpha$-near neighbor graph, removing a point from this graph takes time:

\[
\text{Delete} = O(nC(\alpha)\log(nC(\alpha))).
\]

Proof. Let us consider the costs of deleting a vertex, using a data structure where for each vertex, we store a (sorted) list of neighbors (if necessary using a binary search tree). We can easily query the bucket corresponding to the vertex that needs to be deleted, and for each of the at most $O(nC(\alpha))$ neighbors in this bucket (by Lemma 16), (1) we remove this neighbor from the bucket of the to-be-deleted vertex, and (2) we remove the to-be-deleted vertex from the bucket corresponding to this vertex. Note that since each bucket has size $O(nC(\alpha))$, removing the vertex from the neighbor’s bucket requires $O(\log(nC(\alpha)))$ time using a binary search on this data structure.

B Asymptotics for sparse data sets

Recall that Theorem states that the various costs of this data structure are as follows.

\[
\begin{align*}
\text{Time} &= d^{O(1)}nC(\alpha)C(\gamma^*)/W(\alpha, \gamma^*, \gamma_{\text{max}}), \\
\text{Space} &= O(n^2C(\alpha)\log n), \\
\text{Insert} &= O(dn), \\
\text{Delete} &= O(nC(\alpha)\log(nC(\alpha))).
\end{align*}
\]

Here we will derive asymptotics for large $d$ and $n$ for sparse data sets, of size $n = 2^o(d)$. As described in Section 3, we can represent $n$ in terms of the parameter $\mu$ through the relation $n = 1/C(\mu)$ (up to polynomial factors), with $\mu = o(1)$. We will set $\alpha = \kappa \cdot \mu$ for constant $\kappa \in (0, 1)$, so that also $\alpha = o(1)$, and analyze what the asymptotics become as $d, n \to \infty$. Note that $\kappa < 1$ guarantees that $nC(\alpha) \gg 1$.

Lemma 23 (Relation between $C(\alpha)$ and $C(\mu)$ or $n$). Let $\alpha = \kappa \cdot \mu$ with $\mu = o(1)$ and $\kappa \in (0, 1)$ constant. Then, as $d \to \infty$:

\[
C(\alpha) = C(\mu)^{\kappa^2 + o(1)}.
\]

Therefore, if $n = 1/C(\mu)$, then $C(\alpha) = n^{-\kappa^2 + o(1)}$.

Proof. This is essentially a matter of writing out $C(\alpha)$, using the Taylor expansion of $\ln(1 - x) = -x + O(x^2)$ for small $x$:

\[
\begin{align*}
C(\alpha) &= C(\kappa \mu) = d^{O(1)}(1 - \kappa^2 \mu^2)^{d/2} = \exp \left[ \frac{d}{2} \ln(1 - \kappa^2 \mu^2) + O(\log d) \right] \\
&= \exp \left[ \frac{d}{2} \left( -\kappa^2 \mu^2 + O(\mu^4) \right) + O(\log d) \right] = \exp \left[ \frac{d\kappa^2}{2}(-\mu^2)(1 + o(1)) \right] \\
&= \exp \left[ \frac{d\kappa^2}{2} \ln(1 - \mu^2)(1 + o(1)) \right] = C(\mu)^{\kappa^2 + o(1)}.
\end{align*}
\]

The relation $C(\alpha) = n^{-\kappa^2 + o(1)}$ then follows immediately as well.

TBD
Using the previous result and \( d^{O(1)} = n^{o(1)} \), we obtain the following asymptotics:

- **Time** = \( n^{1-\kappa^2+o(1)} C(\gamma^*)/W(\alpha, \gamma^*, \gamma_{\text{max}}) \),
- **Space** = \( n^{2-\kappa^2+o(1)} \),
- **Insert** = \( n^{1+o(1)} \),
- **Delete** = \( n^{1-\kappa^2+o(1)} \).

What remains is obtaining asymptotics on \( \gamma_{\text{max}} \), and expressing \( C(\gamma^*) \) and \( W(\alpha, \gamma^*, \gamma_{\text{max}}) \) as powers of \( n \), with the exponents being a function of \( \kappa \) and \( \gamma^* \). The next results follow from this somewhat tedious exercise, starting with \( \gamma_{\text{max}} \).

**Lemma 24 (Asymptotically reachable \( \gamma \)).** For \( \alpha = \kappa \cdot \mu \) with constant \( \kappa \in (0, 1) \):

\[
\gamma_{\text{max}} = \mu \sqrt{1 - \kappa^2} + O(\mu^2).
\]

**Proof.** This result is easily obtained by starting from Lemma 10 substituting \( \alpha = \kappa \mu \), and doing a series expansion around \( \mu = 0 \).

With these asymptotics for \( \gamma_{\text{max}} \), we can next derive asymptotics for \( W(\alpha, \gamma_{\text{max}}, \gamma^*) \) in terms of \( \mu, \kappa, \gamma^* \). Here we omit order terms which disappear for large \( d \) (and small \( \mu \)), for clarity of exposition.

**Lemma 25 (Asymptotics for \( W(\alpha, \gamma^*, \gamma_{\text{max}}) \)).** Let \( \alpha = \kappa \cdot \mu \) with \( \mu = o(1) \) and \( \kappa \in (0, 1) \) constant, and let \( \gamma_{\text{max}} \) as in Lemma 10. Then, as \( d \to \infty \):

\[
W(\alpha, \gamma^*, \gamma_{\text{max}}) = \begin{cases} 
\left( \frac{1 - (\gamma^*)^2 - \mu^2 + 2\gamma^* \mu^2 \sqrt{\kappa^2(1 - \kappa^2)}}{1 - (1 - \kappa^2) \mu^2} \right)^{d/2 + o(d)} & \text{if } 0 < \sqrt{1 - \kappa^2} \mu \leq \min \left\{ \frac{\mu}{\gamma^*}, \frac{\gamma^*}{\kappa^2 \mu} \right\}; \\
(1 - \kappa^2 \cdot \mu^2)^{d/2 + o(d)} & \text{if } \frac{\mu}{\gamma^*} \leq \sqrt{1 - \kappa^2} \mu < 1; \\
(1 - (\gamma^*)^2)^{d/2 + o(d)} & \text{if } \frac{\mu}{\gamma^*} \leq \sqrt{1 - \kappa^2} \mu < 1.
\end{cases}
\]

**Proof.** This is again a matter of writing out the given expression for \( W(\alpha, \gamma^*, \gamma_{\text{max}}) \) using Lemma 3 where we substitute \( \alpha = \kappa \mu \), we substitute the asymptotics for \( \gamma_{\text{max}} \) from the previous lemma, and we consider the limiting behavior for small \( \mu \) and large \( d \).

The only cases of interest are those where \( \gamma^* \) (the target inner product with the planted nearest neighbor) is larger than \( \mu \) (the expected maximum inner product over \( n \) random data points), which in turn is larger than \( \kappa \cdot \mu \) (the query parameter; \( \kappa \cdot \mu \approx 1 \) would mean having only a small/constant number of neighbors per vertex in the graph). This means that the second case above never applies, since \( \frac{\mu}{\gamma^*} \leq 1 \leq \frac{\gamma^*}{\kappa^2 \mu} \) always holds.

Next, let us consider the combination of the above expression with \( C(\gamma^*) \), using the previous simplification to eliminate the second case:

\[
\frac{C(\gamma^*)}{W(\alpha, \gamma^*, \gamma_{\text{max}})} = \begin{cases} 
\left( \frac{1 + \frac{\kappa^2}{1 - \kappa^2} (1 - \kappa^2) - 2\gamma^* \sqrt{\kappa^2(1 - \kappa^2)}}{1 - (\gamma^*)^2} \cdot \mu^2 \right)^{d/2 + o(d)} & \text{if } 0 < \gamma^* \leq \frac{\kappa^2}{1 - \kappa^2}; \\
(1 + o(1))^{d/2 + o(d)} & \text{if } \frac{\kappa^2}{1 - \kappa^2} \leq \gamma^* < 1.
\end{cases}
\]

Notice that the second case corresponds exactly to the condition \( \alpha \leq \gamma_{\text{max}} \gamma^* \) from Lemma 14 as expected. This condition can equivalently be rewritten as a condition on \( \kappa \) as \( \kappa \leq \sqrt{(\gamma^*)^2/(1 + (\gamma^*)^2)} \), in which case the probability of succeeding in one iteration is non-negligible.
B.1 Succeeding in one iteration

In case $\kappa$ is smaller than the above threshold, the success probability of succeeding in one tour through the graph is non-negligible, and the costs of the number of tours through the graph does not contribute to the leading term in the asymptotic complexity. Since all other costs decrease when $\kappa$ increases, the only sensible choice in the regime $\kappa \leq \sqrt{(\gamma^*)^2/(1 + (\gamma^*)^2)}$ is to let $\kappa$ approach this upper bound, leading to the following costs.

\begin{theorem}[Complexities for succeeding in one iteration] Using the $\alpha$-NNG with parameter $\alpha = (\sqrt{(\gamma^*)^2/(1 + (\gamma^*)^2)} - o(1)) \cdot \mu$, with high probability we can solve the sparse near neighbor problem in one iteration with the following complexities:

\begin{align*}
Time &= n^{\frac{1}{2} + \frac{1}{2\gamma^*} + O(\frac{1}{\gamma^*})}, \\
Space &= n^{\frac{2 + \frac{1}{\gamma^*}}{2 + \frac{1}{\gamma^*} + o(1)}}, \\
Insert &= n^{1 + o(1)}, \\
Delete &= n^{\frac{1}{2} + \frac{1}{2\gamma^*} + o(1)}.
\end{align*}

\end{theorem}

Note that for sparse data, the maximum non-planted near neighbor distance to the query is $\sqrt{2} - o(1)$ with high probability. Let us consider the canonical approximate nearest neighbor problem with approximation factor $c$, which in this case corresponds to distances $c \cdot r = \sqrt{2} + o(1)$ and $r = \sqrt{2}/c + o(1)$. By basic geometric arguments on the sphere, an inner product of $\gamma^*$ on the unit sphere translates to a Euclidean distance of $\sqrt{2(1 - \gamma^*)}$, leading to the relation $\gamma^* = 1 - 1/c^2$; if the planted nearest neighbor has inner product $1 - 1/c^2$ with the query, then its Euclidean distance to the query is a factor $c$ shorter than for other points in the data set.

With this relation between $\gamma^*$ and $c$, we can find asymptotic expressions in terms of $c$ as well. We state two special cases of these asymptotics below, namely for $c \to \infty$ and for $c \approx 1$. These can again be easily proven by taking the previous expressions, substituting the appropriate value of $\gamma^*$, and considering a series expansion around either $c = \infty$ or $c = 1$.

\begin{corollary}[Small/Large-$c$ asymptotics] Using the $\alpha$-NNG with density parameter $\alpha = (\sqrt{(\gamma^*)^2/(1 + (\gamma^*)^2)} - o(1)) \cdot \mu$, with high probability we can solve the sparse near neighbor problem in one iteration with the following asymptotic complexities as $d \to \infty$ and $c \to 1^+, \infty$:

\begin{tabular}{l l l}
\hline
 & $(c \to \infty)$ & $(c \to 1^+)$ \\
\hline
Time: & $n^{\frac{1}{2} + \frac{1}{2\gamma^*} + O(\frac{1}{\gamma^*})}$ & $n^{1 - 4(c-1)^2 + O((c-1)^4)}$ \\
Space: & $n^{\frac{1}{2} + \frac{1}{2\gamma^*} + O(\frac{1}{\gamma^*})}$ & $n^{2 - 4(c-1)^2 + O((c-1)^4)}$ \\
Insert: & $n^{\frac{1}{2} + \frac{1}{2\gamma^*} + O(\frac{1}{\gamma^*})}$ & $n^{1 - 4(c-1)^2 + O((c-1)^4)}$ \\
Delete: & $n^{\frac{1}{2} + \frac{1}{2\gamma^*} + O(\frac{1}{\gamma^*})}$ & $n^{1 - 4(c-1)^2 + O((c-1)^4)}$ \\
\hline
\end{tabular}

Note that the $c \to \infty$ asymptotics above are rather poor; even when the planted nearest neighbor lies very close to the query, the algorithm is bound by a minimum query time of at least $\sqrt{n}$, and a space complexity of at least $n\sqrt{n}$. However, the asymptotics for small $c \approx 1$ match those of Andoni–Laarhoven–Razenshteyn–Waingarten \cite{AndoniLaarhovenRazenshteynWaingarten}, with a scaling of $n^{1 - 4(c-1)^2}$ for the query complexity. This already suggests that the larger the approximation factor, the worse the $\alpha$-NNG approach performs in comparison with partition-based approaches.

TBD
B.2 Succeeding in many iterations

In case $\kappa$ is large, and the graph is rather sparse, many tours through the graph are needed to get a good success probability overall. Taking into account these probabilities, knowing that we are in the “first case” due to $\kappa$ being below the threshold, we ultimately obtain the following simplified asymptotics.

\begin{itemize}
    \item \textbf{Theorem 28} (Complexities for succeeding in many iterations). Using the $\alpha$-NNG with $\alpha = \kappa \cdot \mu$ with $\kappa \in (\sqrt{(\gamma^*)^2/(1 + (\gamma^*)^2)}, 1)$, with high probability we can solve the sparse near neighbor problem in several iterations with the following complexities:

    \begin{align}
        \text{Time} &= n \left[ \frac{1 - 2\gamma^* \sqrt{\gamma^*(1 - \gamma^*)}}{1 - (\gamma^*)^2} \right] + o(1), \\
        \text{Space} &= n^{2 - \kappa^2 + o(1)}, \\
        \text{Insert} &= n^{1 + o(1)}, \\
        \text{Delete} &= n^{1 - \kappa^2 + o(1)}. 
    \end{align}

    Similar to [6], let us write the space complexity as $n^{1 + \rho_s + o(1)}$, and the query complexity as $n^{\rho_q + o(1)}$. Then $\rho_s = 1 - \kappa^2$, and we can substitute this into the given asymptotics for $\rho_q$ to obtain a condition on achievable trade-offs between $\rho_q$ and $\rho_s$:

    \begin{equation}
        (1 - (\gamma^*)^2)\rho_q + 2\gamma^* \sqrt{\rho_s (1 - \rho_s)} \geq 1.
    \end{equation}

    Note that $\alpha = \kappa \mu = \sqrt{1 - \rho_s \mu}$ immediately highlights how to construct the appropriate near neighbor graph to achieve such exponents.

    Finally, let us also express these results in terms of the approximation factor $c$, using the relation $\gamma^* = 1 - 1/c^2$. Rewriting the above inequality, by substituting this value and multiplying both sides by $c^4$, we obtain the condition stated in the introduction:

    \begin{equation}
        (2c^2 - 1)\rho_q + 2c^2 (c^2 - 1) \sqrt{\rho_s (1 - \rho_s)} \geq c^4.
    \end{equation}

In this case we obtain the same asymptotics for $c \to 1$ and $\rho_s \to 0$ as before, but for arbitrary $c$ this indicates which trade-offs are achievable.

C Lattice sieving

A central hard problem in the study of lattices is the shortest vector problem (SVP): given an integer lattice $L = \{\sum_{i=1}^{d} c_i b_i : c_i \in \mathbb{Z}\} \subseteq \mathbb{R}^d$, find a non-zero lattice vector $s$ of minimum Euclidean norm. The security of lattice-based cryptography relies on the hardness of (approximate) SVP, and so algorithms for SVP have long been the subject of study. Currently, the asymptotically fastest methods for SVP rely on a technique called lattice sieving, where the algorithm (1) first samples many random, long lattice vectors, and then (2) looks for pairwise combinations of these lattice vectors to form shorter lattice vectors. (Note that if $\mathbf{v}, \mathbf{w} \in L$ then $\mathbf{v} \pm \mathbf{w} \in L$.)

A long line of work, starting from [34], has studied how state-of-the-art near-neighbor techniques can be used to assist in the search for good pairs of lattice vectors, that can be combined to form shorter vectors. In particular, the hash-based techniques of [20, 15, 14] were applied to (heuristic) sieving algorithms in [34, 35, 14, 13] to obtain the asymptotic time and space complexities depicted in red in Figure 4. In this application, the input list is essentially a list of $n = (4/3)^{d/2 + o(d)}$ i.i.d. random unit vectors; the target distance on the
unit sphere is 1; and the overall (heuristic) complexity of the algorithm is determined by performing \(d^{O(1)} \cdot n\) queries and updates to the data structure. The current best technique dates back to Becker–Ducas–Gama–Laarhoven [13], which also formed the basis for the generalized time–space trade-offs of Andoni–Laarhoven–Razenshteyn–Waingarten [6].

To study what the asymptotics for sieving for SVP may potentially be when using graph-based approaches, let us start again with the costs from Theorem 1, where for convenience we omit order terms. Here we say “potentially” because the update costs (in particular: insertion costs) are currently too high, and for this cost analysis we will assume these costs are the same as the deletion complexity.

\[
\begin{align*}
\text{Time} & = n C(\alpha) C(\gamma^*) / W(\alpha, \gamma^*, \gamma_{\max}), \\
\text{Space} & = n^2 C(\alpha), \\
\text{Update} & = n C(\alpha).
\end{align*}
\]

(60)  
(61)  
(62)

We further have \(n = (4/3)^{d/2} \approx 2^{0.2075d}\) and therefore \(\mu = \frac{1}{2}\). The target inner product (for Euclidean distance 1) equals \(\gamma^* = \frac{1}{2}\), while using Lemma 10 we obtain:

\[
\gamma_{\max} = \sqrt{\frac{1 - 4\alpha^2}{5 - 8\alpha}}.
\]

(63)

Note that the only remaining variable is \(\alpha \in (0, \frac{1}{2})\), and choosing \(\alpha\) smaller or larger affects the query time and space complexities directly and indirectly (via \(\gamma_{\max}\)). Computing all complexities for values \(\alpha\) in this range (and multiplying the query time complexity by \(n\) to obtain the overall time complexity) leads to the blue trade-off curve in Figure 4.

Concrete values. As can be seen in Figure 4, the minimum time complexity is obtained at \(\alpha \approx 0.4101\). Recall that for \(\alpha \to 0\) the graph is very dense, with edges between almost all pairs of vertices; the space complexity then scales as \(n^2\), and the time per query becomes superlinear in \(n\) due to the small asymptotic success probability of tours, and the high cost of each tour. For \(\alpha \to 0\), the space complexity thus becomes \((4/3)^d \approx 2^{0.4150d}\), the time complexity for a single query scales as \((16/11)^{d/2}\), and the overall time complexity for \(n\) queries scales as \((64/11)^{d/2} \approx 2^{0.4778d}\).

The only sensible choices for \(\alpha\), leading to true time–space trade-offs, are obtained in the range \(\alpha \in (0.4101, 0.50)\). For \(\alpha \to \frac{1}{2}\), the space complexity becomes near-linear in the input size, but again the query time complexity becomes superlinear due to the large number of tours required to obtain a reasonable success probability; for \(\alpha \to \frac{1}{2}\), we obtain a space complexity of \((4/3)^{d/2} \approx 2^{0.2075d}\), and an overall time complexity of \(2^{d/2} = 2^{0.5000d}\). Numerically optimizing for the query complexity led to the value \(\alpha \approx 0.4101\), which corresponds to a space complexity of \(2^{0.2822d}\) and a time complexity of \(2^{0.3274d}\). Note that this range of values for \(\alpha\) corresponds to rather sparse graphs; as numerous experiments with near neighbor graphs have shown, it is best to use rather sparse graphs, to obtain the best results.

\footnote{Note that even if this is not the case, and the update costs cannot be reduced, similar techniques/results can still be applied in the context of lattice sieving for solving the closest vector problem with preprocessing (CVPP): given a lattice, preprocess this lattice so that when later given a non-lattice vector, one can quickly determine its closest neighbor in the lattice. Since the trade-offs for sieving for CVPP with near neighbor techniques other than spherical LSF [36] have not been worked out, we will focus on (potential) SVP complexities, as it allows us to compare several near neighbor techniques in a similar context.}
Discussion. Although these results are only “potential” results for SVP (assuming updates can be done as efficiently as in hash-based data structures), we can make some observations. First, similar to the sparse regime, in the context of lattice sieving graph-based near neighbor searching is not better than the best hash-based techniques [13, 6]. Perhaps the most practical hash-based library to date however, FALCONN, uses cross-polytope LSH [4], which is comparable to graph-based trade-offs; for the most part, the cross-polytope trade-off lies slightly above the graph-based trade-off. These asymptotic results seem consistent with benchmarking results of [15, 10, 11], which suggested that these two techniques are the most competitive for realistic data sets. The well-known hyperplane hashing of Charikar [20], studied in the context of sieving in [34], further does not seem to come close to the asymptotic performance of sieving with graph-based near neighbor techniques; although it is efficient and easy to implement, in high dimensions also graph-based approaches will likely scale better.