An Features Extraction and Recognition Method for Underwater Acoustic Target Based on ATCNN
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Abstracts: Facing the complex marine environment, it is extremely challenging to conduct underwater acoustic target recognition (UATR) using ship-radiated noise. Inspired by neural mechanism of auditory perception, this paper provides a new deep neural network trained by original underwater acoustic signals with depthwise separable convolution (DWS) and time-dilated convolution neural network, named auditory perception inspired time-dilated convolution neural network (ATCNN), and then implements detection and classification for underwater acoustic signals. The proposed ATCNN model consists of learnable features extractor and integration layer inspired by auditory perception, and time-dilated convolution inspired by language model. This paper decomposes original time-domain ship-radiated noise signals into different frequency components with depthwise separable convolution filter, and then extracts signal features based on auditory perception. The deep features are integrated on integration layer. The time-dilated convolution is used for long-term contextual modeling. As a result, like language model, intra-class and inter-class information can be fully used for UATR. For UATR task, the classification accuracy reaches 90.9%, which is the highest in contrast experiment. Experimental results show that ATCNN has great potential to improve the performance of UATR classification.
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1. Introduction

Underwater acoustic target recognition (UATR) technology identifies target property [1] through analyzing ship-radiated noise received by sonar. Therefore, it is of great value for the economy and military. Because of the complex marine environment and application of acoustic stealth technology,
UATR has always been an internationally recognized problem. The traditional UATR method based on ship-radiated noise uses artificially designed features and shallow classifier to classify ships. Besides, traditional UATR work focuses on extracting features and developing non-linear classifier [2-7]. The features of artificially designed ship-radiated noise include waveform [8], spectrum [9], and wavelet [10], etc. These artificially designed features are weak in generalization because they depend on expert knowledge and prior knowledge. The shallow classifiers such as support vector machine (SVM) [11] and shallow neural network classifier [12] are weak in generalization and fitting when processing massive complex samples. Generally, the classifier design and feature extraction are conducted independently, consequently, designed features may be not applicable to the classification task. For example, the auditory filter set that is designed based on perception evidence in the classification model based on auditory features generally focuses only on signal properties rather than classification purpose [13].

Deep learning is an important branch of AI machine learning. It grows rapidly since Professor Hilton et al. proposed the concept of deep belief network (DBN) and related high-efficient learning algorithm in 2006 [14,15]. Wikipedia defines deep learning as “a set of complex data modeling algorithms with multi-layer nonlinear transformation”. The neuroscientists found that human auditory system was unique in acoustic recognition. This is because human brain has strong capacity in perception, inference, induction, and learning. Inspired by neural structure of human and information processing mechanism of the brain, researchers proposed deep neural networks (DNNs) that processed information and decision-making in a way similar to human brain [16]. With deep learning technology, it is possible to conduct mathematical modeling for original signals and predict objectives in a complete deep learning model. And people also believe that human auditory system works in a similar way. These findings show that time-domain acoustic signals of the auditory system can be decomposed into frequency components; different areas of the auditory system perceive information of different frequency components; the brain collects information of all areas for analysis and for classifying acoustic signals. In addition, the research on shaping of auditory cortex has demonstrated that adult brain can be reshaped in appropriate environment, and auditory experience can change functions and even structure of the auditory system [17]. The neuroscientists found that human auditory system was unique in acoustic recognition. This is because human brain has strong capacity in perception, inference, induction, and learning. Inspired by neural structure of
human and information processing mechanism of the brain, researchers proposed deep neural networks (DNNs) that processed information and decision-making in a way similar to human brain.

In addition, the language model method has been widely used in natural language model [17,18,19]. This method is used in the RNN-based sequence-to-sequence model, and the first input of decoder RNN can be adjusted with prediction of the model classifier. K. Drossos et al. used the language model for detecting acoustic events [20] and achieved good effects. The language model method enables RNN to adjust input of RNN with previous prediction of the classifier, process long messages, and implement contextual modeling for class activities, thus learning longer intra-class and inter-class time model. When being used for UATR, the language model method can improve performance through modeling for these class-dependency relationships [20].

Inspired by auditory perception and language model, this paper proposes an end-to-end ATCNN that is used for UATR. The proposed ATCNN consists of a series of depthwise separable convolution subnets, integration layers, and time-dilated convolutions. In the depthwise separable convolution subnet, the depthwise separable convolution filter with changed width of convolution kernel is used to decompose original time-domain ship-radiated noise signals into different frequency components, and extract signal features based on auditory perception. Moreover, deep features are integrated on the integration layer. The time-dilated convolution is used for long-term contextual modeling. As a result, like language model, intra-class and inter-class information can be fully used for UATR. The proposed ATCNN here is matched with information integration on auditory cortex and the function of acoustic signal recognition. Therefore, this paper provides a method that can adjust time-dilated convolution with predictions of the classifier. The dataset of measured underwater target radiated noise, and indicators based on typical calculation and per frame calculation (i.e. F1 value and accuracy) are used to evaluate performance of our method.

The main contributions of this paper include:

1. In the model, this paper provides a depthwise filter sub-network that consists of depthwise separable convolution filter to simulate the structure of extracting depthwise acoustic information in acoustic system.

2. Inspired by perception neural mechanism of frequency component, the complex frequency component of ship-radiated noise is decomposed, and a group of multi-scale filtering subnets of the depthwise separable convolution are used for modeling.
3. Inspired by shapeable neural mechanism, parameters of multi-scale filtering subnets of depthwise separable convolution are learnt from original time-domain ship-radiated noise signals.

4. Inspired by the language modeling mechanism, the time-dilated convolution is used (expanded dilated convolution is used only on time dimension) to learn intra-class and inter-class information for UATR.

5. According to experimental results, the proposed ATCNN model is effective for UATR. This method can effectively realize decomposition, modeling, and classification for ship-radiated noise signals, and has achieved better classification results than existing methods.

This paper is organized as below: Section 2 introduces related work; Section 3 introduces the proposed method in detail; Section 4 describes the following evaluation process; Section 5 introduces and discusses experimental results; Section 6 discusses the conclusions.

2. Related work

All existing studies on passive UATR with deep learning now are still in preliminary stage and focus on theoretical exploration and small-scale experiments. Generally, application of deep learning shall be combined with big data. However, due to conditional limitation, it is usually impossible to collect enough data for model training, significantly limiting the performances of DNN. Nevertheless, urgent demands still promote continuous growth of deep learning in passive UATR. CNN is widely used in passive UATR because it is applicable to process original underwater acoustic signals and can obtain hidden correlation difficult to be found with common feature analysis methods to a certain extent [21, 22, 23, 24]. With internal feedback mechanism, RNN can process sequence signals. The audio signal is a typical sequence signal, which is provided with memory function by RNN through circumferential joints of internal neurons. Therefore, it can dynamically utilize correlation of acoustic signals on time dimension. There is a typical structure called as “Long Short Term Memory” (LSTM) in RNN [17]. There are studies that use LSTM network in passive UATR [25, 26, 27].

Among published papers about audio classification, CNN is replaced with DWS convolution [28, 29]. DWS convolution is a decomposition form of standard convolution, which decomposes a standard convolution into one convolution and one 1×1 convolution (called as “pointwise
It firstly learns spatial information and then processes cross-channel mode [29, 31]. This convolutional decomposition for typical CNN results in smaller training parameters and memory. Moreover, computation complexity declines $K_o^{-1} + (K_h \cdot K_w)^{-1}$, where $K_h$ and $K_w$ are height and width of CNN kernel, and $K_o$ is output channel of CNN [28]. The dilated convolution is considered as a method of improving long-term leaning capacity of CNN [32]. In short, the kernel of dilated convolution is dilated and there is a distance between two elements. As a result, the kernel of dilated convolution can be used on elements of its input patch with interval $N$ (dilation factor), increasing receptive field of the kernel instead of its parameters [32, 33, 34]. The kernel dilation can be used in any combination (for example, dilation on time dimension or feature dimension only) or all combinations of its dimensions. Y.Li et al. provided a method of using dilated convolution and RNN in audio classification task [35], which especially focused on exploring and learning long-term model. K.Drossos et al. provided an improved CRNN structure [28] which used DWS and dilated convolution with dilation on time dimension only, i.e. time-dilated convolution. With scattered wavelet and time-dilated convolution, this structure had 85% lesser parameters than CRNN, but achieved better performances in typical audio classification dataset. According to improvement for dilated convolution, these convolutions have similar functions with RNN and can be effectively used for long-term contextual modeling.

For human, acoustic perception and recognition are completed in auditory system, including auditory periphery and center [36]. The auditory nerve generates acoustic signals as below: first, the auditory nerve receives acoustic signals; then, acoustic frequency, strength and other information are transferred to auditory center through auditory nerve; finally, the information is integrated and recognized on auditory cortex. With development of neuroscience, the neural mechanism of auditory perception is disclosed. Researchers find that some structures of the deep auditory system have frequency decomposition capacity with different range and resolution, for example, cochlea [37, 38], auditory midbrain [39], primary auditory cortex, and secondary auditory cortex [40, 41, 42]. When analyzing frequency, the primary auditory cortex decomposes complex acoustic signals into different frequency components through nerve cells with multi-scale receptive field of frequency [40]. In addition, different frequency components in acoustic signals can activate different areas in the auditory system. The complex signals with multiple frequency components can activate more areas which are widely distributed on the primary and secondary auditory cortex.
Other researchers are devoting to studying the shaping of the brain. This means that the brain can adjust its structure and functions to meet learning demands [43]. The frequency perception related areas in structures such as auditory center, auditory cortex, auditory midbrain can adjust receptive field of frequency and the optimal frequency to complete learning task [44, 45]. These findings about auditory system indicate that the acoustic time-domain signals can be decomposed as per frequency component in the auditory system. The decomposition of frequency components can be explained as product filtering for acoustic frequency-domain signals. The product of frequency domain signal is equal to convolution of time-domain signal [46], therefore, the frequency-domain component can be rapidly achieved through parallel computation of time-domain convolution; different areas of the auditory system perceive different frequency components; the brain collects information of all areas for analysis and for classifying acoustic signals. In addition, studies on the shaping of auditory cortex have demonstrated that adult brain can be reshaped in appropriate environment. The auditory experience can change functions and even structure of the auditory system.

3. Auditory perception inspired time-dilated convolution neural network for UATR

3.1 The Architecture of ATCNN for UATR

Sonar staff can recognize their interested targets from complex marine environment depending on strong information processing capacity of the auditory system. Based on findings of neurosciences, this paper summarizes structure of extracting deep auditory information of the auditory perception and some neural mechanism for reference. The structure of deep acoustic information of auditory system is a multilayer system which mainly includes cochlea, auditory midbrain, auditory thalamus, and auditory cortex. Different frequency components can be decomposed in the auditory channel from cochlea, midbrain, to auditory cortex. The above neural mechanisms include frequency-component perception mechanism and shaping mechanism. For frequency-component perception mechanism, different areas such as cochlea, auditory midbrain, primary auditory cortex, and secondary auditory cortex can perceive decomposition of different frequency components, while decomposition with similar frequency component can activate
relatively fixed areas. For shaping mechanism, the auditory system continuously adjusts auditory perception with the drive of different auditory simulation in different learning tasks or environment to meet learning demands. The shaping of auditory system exists throughout auditory perception. Inspired by auditory perception, ATCNN is used for ship-radiated noise modeling and ship classification. This model contains a series of DWS convolution subnets, integration layers, and time-dilated convolutions. Figure 1 shows the architecture of ATCNN.

The proposed model uses sequence \( X \in \mathbb{R}^{T \times N} \) of vector \( T \) as input, and each vector \( T \) consists of original underwater acoustic time-domain data with length \( N \). Besides, this model also uses learnable feature extractor that consists of DWS convolution subnet and time-dilated convolution as time mode recognizer. \( X \) corresponds to label vector \( Y = [y_1, \cdots, y_C] \) of \( C \) classes, where, \( y_c \in \{0,1\} \) is \( c^{th} \) class or not when \( X \) is input. The model output is a vector \( \hat{Y} = [\hat{y}_1, \cdots, \hat{Y}_C] \), where \( \hat{y}_c \in [0,1] \) is classification result predicted by the model for underwater acoustic target when \( X \) is input. Inspired by the structure of extracting deep acoustic information of auditory system, this paper designs a series of DWS filter subnets. These subnets input original underwater acoustic data with the one-dimensional DWS CNN. In addition, DWS convolution subnets have realized frequency decomposition for input signal and extracted features of decomposed signals.

The feature integration layer integrates information of realizing multi-channel feature per time-domain with pointwise convolution. On this feature integration layer, all one-dimensional acoustic features output by DWS filter subnets at time \( T \) are integrated and analyzed comprehensively. The integrated acoustic feature is two-dimensional time mode feature at time \( T \) and therefore can be used as input of time-dilated convolution layer. Besides, the two-dimensional frequency convolution layer is used to maintain local completeness and reduce frequency spectrum change of ship-radiated noise.
Figure 1. The architecture of ATCNN.

In order to utilize intra-class and inter-class activity mode on time-dilated convolution layer, this paper uses a time-dilated convolution like language modeling, and uses Softmax classifier to obtain a prediction probability of each ship in each sample. Moreover, this paper uses ship classification
as target function, with drive of original ship-radiated noise, learns and optimizes the whole training process. This optimization mechanism reflects the shaping mechanism of the auditory system.

This model can realize decomposition, feature extraction and classification for ship-radiated noise and therefore can be used for UATR task.

### 3.2 Learnable feature extractor inspired by auditory perception

The cochlear response has been widely studied. Signals are coded with a group of kernels in cochlea. The kernel can be considered as an array of overlapped band-pass auditory filters. The center frequency of these filters increases from top to bottom of cochlea. In addition, their bandpass is smaller under low frequency [47, 48]. Because the energy of ship-radiated noise gathers at low frequency, this feature is applicable to describe ship-radiated noise.

CNN is an ANN signal convolution that conducts a series of convolutions for input. The operation in CNN is equivalent to time-domain convolution in traditional filter [49]. This paper designs multi-layer CNN on each depth filter subnetwork to realize filtering function. Therefore, it is defined as depthwise separable convolution filter. Through repeating above process layer-by-layer, the multi-layer CNN built can extract more abstract features from deep structure. However, deeper unit can be indirectly connected with all or most of signals. The receptive field of deep unit on depthwise filter subnet is larger than the shallow unit [50]. The parameters of depthwise separable convolution filter are randomly initialized and learnt from ship-radiated noise. With the drive of time-domain signals of ship-radiated noise, frequency decomposition of depthwise separable convolution filter can be learnt and adjusted. In addition, larger convolution kernel can contain longer wavelength, which means low frequency of the component, and vice versa. As a result, learnt filters are more applicable to UATR task.

In order to learn spatial information and cross-channel information, this paper uses two different kernels connected with two convolutions in series instead of convolution of a single kernel (i.e. output of the first convolution is input of the second convolution). This decomposition technology is called as DWS convolution which has been used in multiple image processing architectures, for example, Exception, GoogleLeNet, Inception and MobileNets model. Besides, it has been proved that DWS convolution can reduce parameter quantity and improve performance [51, 52, 53]. DWS convolution consists of depthwise convolution and pointwise convolution. This paper uses a filter
for each input channel (input depth) with depthwise convolution. The pointwise convolution is a simple 1×1 convolution and used to create linear combination for output of depthwise layer. The learnable feature extractor consists of \( L \) number of DWS convolution blocks. The \( l \)th DWS convolution block obtains output of the previous block as input, i.e. \( H_{l-1} \in \mathbb{R}^{H_{l-1} \times H_{l-1} \times H_{l-1}} \), where \( H_{l-1}^c, H_{l-1}^h \) and \( H_{l-1}^w \) are channel number, height and width output by the \( l-1 \)th DWS convolution block. \( H_0 = X \) is input time-domain signal of the ship-radiated noise, \( H_0^c = 1, H_0^h = 1, H_0^w = N \). The output of the \( l \)th DWS convolution block is \( H_l \in \mathbb{R}^{H_l \times H_l \times H_l} \), where \( H_l^c, H_l^h \) and \( H_l^w \) are channel number, height and width output by the \( l \)th DWS convolution block. Each DWS convolution block includes one DWS convolution operation, one normalization, one downsampling, and one non-linear function.

The operation of DWS convolution includes two convolutions, one normalization process and one rectified linear unit (ReLU). The first convolution on the \( l \)th DWS convolution block uses \( H_{l-1}^c \) number of kernels \( K_l \in \mathbb{R}^{K_l \times K_l \times K_l} \) and one bias deviation \( a_l \in \mathbb{R}^{H_{l-1}^c} \) to learn spatial information input into \( H_{l-1} \). \( K_l^h \) and \( K_l^w \) are height and width of the kernel \( K_l \); and \( s_l \) is stride of the convolution kernel \( K_l \). The depthwise convolution with a filter in each input channel (input depth) can be written as:

\[
D_l^{h,w} = \left( H_{l-1}^{h,w} \otimes K_l^{h,w} \right) (d_l^h, d_l^w) = \sum_{k_{h,-1}}^{k_{h,-1}} \sum_{k_{w,-1}}^{k_{w,-1}} H_{l-1}^{k_{h,1}+k_{h,-1},k_{w,1}+k_{w,-1}} K_l^{k_{h,1}+k_{h,-1},k_{w,1}+k_{w,-1}} + a_l^{k_{h,-1}} \tag{1}
\]

where, \( D_l \in \mathbb{R}^{H_l \times H_l \times D_l^h \times D_l^w} \) is output of the first convolution on the \( l \)th DWS convolution block. \( D_l^h \) and \( D_l^w \) are height and width of \( D_l \). Figure 2 shows operation process of the first convolution on DWS convolution.

![Figure 2](image-url)  
Figure 2. The first step of depthwise separable convolution. Learning spatial information, using \( H_{l-1}^c \) different kernels \( K_l \), applied to each \( H_{l-1} \).
Next, \( D_l \) is input into ReLU activation function after batch normalization (BN). The process is described as below:

\[
D'_l = ReLU(BN(D_l)) \quad (2)
\]

Where, ReLU is non-linear activation function of linear rectification; BN is batch normalization; \( D'_l \in \mathbb{R}^{H_{l-1} \times D_H \times D_W} \) is output of ReLU. The second input of DWS convolution is \( D'_l \).

In addition, \( H^c_l \) number of \( 1 \times 1 \) convolution kernels \( Z_l \in \mathbb{R}^{H_{l-1} \times 1 \times 1} \) and a bias vector \( b_l \in \mathbb{R}^{H^c_l} \) are used to learn cross-channel information, with process as below:

\[
S^h_l = D'_{l-1} \odot Z^h_l \odot b_l \quad (3)
\]

Where, \( S_l \in \mathbb{R}^{H^c_l \times D_H \times D_W} \) is output of the second convolution block on the \( l \) the DWS convolution. Figure 3 shows operation process of the second convolution on DWS convolution.

![Figure 3. The second step of depthwise separable convolution. Learning cross-channel information using \( H^c_l \) different kernels \( Z_l \).](image)

The output of DWS convolution block can be expressed as below:

\[
H_l = ReLU(BN(S_l)) \quad (4)
\]

The down-sampling is used on application feature dimension after each \( H_l \) of DWS convolution block, for example, maximum pooling. In Equation (1) & (3), \( O(H_{l-1}^c \cdot K_{l}^{dh} \cdot K_{l}^{dw}) \).
\[ D_h^i \cdot D_w^i + H_i^c \cdot H_{i-1}^c \cdot D_h^i \cdot D_w^i \] and \[ H_{i-1}^c \cdot K_t^{dh} \cdot K_t^{dw} + H_i^c \cdot H_i^c \] are computation complexity and parameter quantity (neglecting deviation). Therefore, computation complexity [30] and parameter quantity have declined \((H_i^c)^{-1} + (K_t^{dh} \cdot K_t^{dw})^{-1}\) times compared to operation of standard convolution with same functions. The final output of DWS convolution block \(H_c \in \mathbb{R}^{H_L \times H_L \times H_L} \) is compressed into one-dimensional vector \(H' \in \mathbb{R}^F\), where \(H'\) is one-dimensional feature vector that is extracted by learnable feature extractor inspired by auditory perception; and \(F\) is length of the feature vector.

### 3.3 Time-dilated convolution inspired by language model

The dilated convolutions introduce a new parameter to convolution layer, called as “dilation rate”. This parameter defines the gap between values during data processing with convolution kernel. The structure aims to provide larger receptive field with equivalent computing amount and without pooling (pooling layer may result in information loss). Because the dilated convolutions can cluster and learn multi-scale information, they are widely used in visual field of deep learning now and have achieved outstanding performances in target detection and image segmentation [32]. In addition, feature extractor obtains one-dimensional underwater acoustic feature vector \(H' \in \mathbb{R}^F\) at continuous \(T\) time, and then combines \(T\) number of \(H'\) into two-dimensional matrix \(I \in \mathbb{R}^{T \times F}\) on integration layer, where \(T\) and \(F\) respectively represent height and width of matrix, and \(I\) is input of two-dimensional time-dilated convolution. This paper uses long-term mode of \(I\) with the two-dimensional time-dilated convolution, and then a linear layer with softmax activation function. This layer can be used as classifier.

The time-dilated convolution network here used for long-term mode consists of \(J\) number of time-dilated convolution blocks. The \(j\)th time dilated convolution block obtains output of the previous block as input, i.e. \(O_{j-1} \in \mathbb{R}^{O_{j-1}^c \times O_{j-1}^h \times O_{j-1}^w}\), where, \(O_{j-1}^c\), \(O_{j-1}^h\) and \(O_{j-1}^w\) are channel number, height and width output by the \(j - 1\)th time-dilated convolution block. \(O_0 = I\) is the feature matrix of the input ship-radiated noise, \(O_0^c = 1\), \(O_0^h = T\), \(O_0^w = F\). The output of the \(j\)th time-dilated convolution block is \(O_j \in \mathbb{R}^{O_j^c \times O_j^h \times O_j^w}\), where \(O_j^c\), \(O_j^h\) and \(O_j^w\) are channel number, height and width of the \(j\)th time-dilated convolution block. The \(j\)th time-dilated convolution
consists of $O_j$ kernels $K_j' \in \mathbb{R}^{O_{j-1} \times K_{d^h} \times K_{d^w}}$ and bias vector $b_j' \in \mathbb{R}^{O_j}$, where $K_i^{d^h}$ and $K_i^{d^w}$ are height and width of the kernel $K_j'$.

$$Q_j^{o_i^h, o_i^w} = \left( o_{j-1}^{o_i^h} \otimes K_j^{o_i^h} \right) \left( o_i^h, o_i^w \right)$$

$$= \sum_{o_{j-1}^h = 1}^{O_{j-1}^h} \sum_{K_{d^h} = 1}^{K_{d^h}} \sum_{K_{d^w} = 1}^{K_{d^w}} Q_j^{o_i^h, o_i^w} + \xi^h, o_{j-1}^{o_i^h, o_i^w} + K_{d^h}^{o_i^h, o_i^w} + k_{d^w}^{o_i^h, o_i^w} + k_{d^w}^{o_i^h, o_i^w} + b_j^{o_i^h, o_i^w}$$  (5)

Where, $\xi^h$ is dilation rate of $K_j'$ at $K_j'^h$ dimension. It shall be noted that dilation is conducted only on time dimension in this paper. The dilation rate $\xi^h$ multiplying by () is used for visiting index $k_{d^h}$ of the element $O_{j-1}$. This allows to cluster contextual information in proportion at output of operation [32]. In fact, this means that the feature result calculated with time-dilated convolution is calculated from a larger area. Consequently, longer time context can be used to create recognition model. The process described in Eq. (5) is shown in Figure 4.

![Figure 4](image_url)

(a) Processing of $O^{o_i^h, o_i^w}$  
(b) Processing of $O^{o_i^h, o_i^w+1}$

Figure 4: Illustration of the process described in Eq.(5) using $\xi^h = 2$ and processing two consecutive patches of $O$. Squares coloured with cyan signify the elements participating at the processing of $O^{o_i^h, o_i^w}$, and coloured with grey are the elements of $O^{o_i^h, o_i^w+1}$.

Next, $Q_j$ is input into ReLU activation function after batch normalization (BN). The process is described as below:

$$O_j = ReLU \left( BN(Q_j) \right)$$  (6)
Where, ReLU is non-linear activation function of linear rectification; BN is branch normalization; $O_j \in \mathbb{R}^{o_j} \circ \mathbb{R}^{o_j} \circ \mathbb{R}^{o_j}$ is output of ReLU. The output of final time-dilated convolution block $O_j \in \mathbb{R}^{o_j} \circ \mathbb{R}^{o_j} \circ \mathbb{R}^{o_j}$ is compressed into a one-dimensional vector $O' \in \mathbb{R}^{o_j \times o_j \times o_j}$, and then $O'$ is input into the subsequent classifier $Cls()$. The classification recognition for underwater acoustic target is conducted as below:

\[
\hat{Y} = Cls(O').
\] (7)

Where, $\hat{Y} = [\hat{y}_1, \ldots, \hat{y}_c]$ is classification result predicted by the model for underwater acoustic target. This paper replaces RNN with time-dilated convolution network which can effectively implement long-term contextual, intra-class and inter-class activity modeling for UATR. The model parameters are optimized through minimizing the cross-entropy loss between $\hat{Y}$ and $Y$.

4. Model evaluation

In order to evaluate the proposed method, real data samples of civil ships are used, and this paper uses F1 score and accuracy (ACC) as indicators. Besides, this paper compares artificially designed features with those features extracted automatically with the proposed ATCNN. These artificially designed features include waveform, wavelet, MFCC, HHT, Mel frequency, non-linear auditory feature, spectrum and cepstrum. In addition, the histogram and (t-distributed stochastic neighbor embedding) t-SNE[54] are used for visualization for clustering performance of the proposed method. The proposed model is evaluated based on MXNET deep learning framework.

4.1 Dataset and data pre-processing

The experimental data is from real data samples of civil ships. The dataset contains small ship, big ship, and ferry. The data is sampled at anchorage ground, with frequency 48000Hz. In the experiment, 80% samples of each class are used as training set, while the rest 20% samples are used as testing set. Figure 5 shows time domain diagram of underwater noise. Figure 6 shows frequency domain diagram of underwater noise. The color level represents energy, with microvolt as the unit.
Each record is generated as WAV audio file. The records include training dataset and testing dataset, 80% samples of each class are used as training set and the rest 20% samples of each class are used as testing set. Each record is divided into 10s audio segment, while training samples and testing samples are 45ms jumping 12.5ms. Because the network training and test are conducted on original time-domain data, any pre-processing is not required. Table 1 shows the total time and number of samples of each class in the training dataset and testing dataset.

Table 1. Experimental data description.

| Data Set | Class    | No. Segments | Total Time (Hour) | No. Samples | Percentage |
|----------|----------|--------------|------------------|-------------|------------|
| Training | small ship | 326          | 0.91             | 260736      | 25.9%      |
|          | ferry     | 560          | 1.55             | 447744      | 44.6%      |
|          | big ship  | 119          | 0.33             | 95424       | 9.5%       |
| Test     | small ship | 81           | 0.23             | 65184       | 6.5%       |
It can be seen from Table 1 that the sample number of each class varies greatly; the sample number of small ships is 55.7% of the total sample number, more than half of total sample number; the sample number of big ships is only 11.9%. According to sample distribution of each class, the sample number of each class varies greatly. For different classification sample set, F1 score is a better indicator than accuracy. Therefore, it is required to evaluate the proposed model and investigate performance of the classification recognition with multiple indicators instead of one indicator. This paper uses F1 score and accuracy as indicators for evaluation.

4.2 Hyper-parameters, indicators, and evaluation process

In order to evaluate the proposed method, this paper uses the dataset of real time-domain radiated noise with sampling frequency 48000Hz, including three classes (C=3), i.e. “small ship”, “big ship”, and “ferry”. This paper inputs 10s noise segments and divides them into 800 (T=800) vector sequences X with length 2176 (N=2176) through Hamming window function with 75% overlaps between continuous windows with length 45ms. Moreover, this paper normalizes all input vectors of X into zero to obtain the mean and unit variance; and then inputs X into learnable feature extractor which outputs radiated noise feature inspired by auditory perception. The length of feature vector is F=100.

Table 2 shows the architecture of learnable feature extractor. The learnable feature extractor is built based on above-mentioned one-dimensional DWS convolution, on which the first layer is standard one-dimensional convolution. All convolutions are followed by BN and ReLU activation function. Figure 6 compares layer with standard convolution, BN and ReLU activation function with DWS convolution layer with depthwise convolution, 1×pointwise convolution, BN and ReLU activation function.
The feature extractor network finally declines spatial resolution to 1 and considers depthwise and pointwise convolution as independent layers. There are five layers (L=5) in the feature extractor network. The proposed model structure makes more computations in 1×1 intensive convolution, which can be realized with highly optimized GEMM function. The general convolution is realized with GEMM, but an initial re-ranking called as “im2col” is required in memory to map it to GEMM. For example, this method is used in popular Caffe package [55]. 1×1 convolution can be realized directly with GEMM instead of re-ranking in memory. Therefore, GEMM is one of the optimal linear algebra algorithms. Among all DWS convolutions of the feature extractor network, 1×1 convolution takes 91% calculation time and uses 88% parameters, as shown in Table 3.

Table 2. Architecture of learnable feature extractor.

| Type       | Stride | Filter Shape   | Input Size |
|------------|--------|----------------|------------|
| Conv1D     | 50     | 204×1×64 dw    | 2176×1     |
| Conv1D dw  | 2      | 12×64 dw       | 40×64      |
| Conv1D     | 1      | 1×1×64×128     | 15×64      |
| Conv1D dw  | 1      | 15×128 dw      | 15×128     |
| Conv1D     | 1      | 1×1×128×100    | 1×100      |

Table 3. Resource Per Depthwise Separable Layer.

| Type       | Mult-Adds | Parameters |
|------------|------------|------------|
|            |            |            |
The architecture of time-dilated convolutions inspired by the language model is shown in Table 4. The one-dimensional underwater acoustic feature vector \( H' \in \mathbb{R}^F \) at continuous \( T \) time output by the learnable feature extractor, two-dimensional matrix \( I \in \mathbb{R}^{T \times F} \) combined by \( T \) number of \( H' \) (where, \( T = 800 \) & \( F = 100 \)), and \( I \) are input into the time-dilated convolution network inspired by language model. The time-dilated convolution dilates only on time dimension and this paper uses the dilation factor \( \xi^h = 12 \). All convolution layers are followed by BN and ReLU activation function, but pooling layer is not provided with non-linear activation function. The final pooling layer is input into softmax layer for classification. There are five layers (\( J=5 \)) in time-dilated convolution network.

Table 4. Architecture of time-dilated convolutions.

| Type          | Stride | Dilation | Filter Shape | Input Size       |
|---------------|--------|----------|--------------|------------------|
| Conv2D Dilation | 1\times1 | 12\times1 | 3\times3\times1\times64 | 800\times100\times1 |
| Max Pool      | 2\times2 | 1\times1  | Pool 2\times2 | 776\times98\times64 |
| Conv2D Dilation | 1\times1 | 12\times1 | 3\times3\times64\times128 | 388\times49\times64 |
| Max Pool      | 2\times2 | 1\times1  | Pool 2\times2 | 364\times47\times128 |
| Conv2D Dilation | 1\times1 | 12\times1 | 3\times3\times128\times256 | 182\times23\times128 |
| Avg Pool      | 2\times2 | 1\times1  | Pool 2\times2 | 158\times21\times256 |
| Conv2D Dilation | 1\times1 | 12\times1 | 3\times3\times256\times512 | 79\times10\times256 |
| Avg Pool      | 2\times2 | 1\times1  | Pool 2\times2 | 55\times8\times512 |
| Conv2D Dilation | 1\times1 | 12\times1 | 3\times3\times512\times512 | 27\times4\times512 |
| Avg Pool      | 2\times2 | 1\times1  | Pool 2\times2 | 3\times2\times512 |
| Softmax       |        |          | Classifier    | 1\times1\times3   |
In order to evaluate performance of the proposed method, this paper uses F1 score (the larger the better) and accuracy (ACC, the larger the better) as indicators for evaluation. This paper compares recognition model of artificially designed features, one-dimensional depthwise convolution network [22] without time-dilated convolution, and the proposed ATCNN. These artificially designed features include waveform, wavelet, MFCC, HHT, Mel frequency, non-linear auditory feature, spectrum and cepstrum. All classifiers here are SVMs. ATCNN is evaluated on deep learning architecture MXNET[56]; MXNET Python library runs on nvidia RTX graphic card; and the asynchronous gradient similar to Inception V3[52] is used to decline optimizer RMSProp[57]. Table 5 shows hyper-parameters of the proposed model.

Table 5. Hyper-parameters of the proposed model.

| Parameters  | Values |
|-------------|--------|
| Learning Rate | 0.001  |
| Batchsize   | 800    |
| Epochs      | 100    |
| Optimizer   | RMSprop|

Some researchers of neurosciences found that the brain can change its structure and functions to meet learning demands [40]. With the drive of different audio stimulation, frequency related tissues such as auditory cortex and auditory midbrain can adjust the receptive field of frequency to complete auditory task better [41,42]. In the model, ATCNN realizes frequency perception and decomposition of the auditory system to a certain extent. Unlike large-scale model training, this paper uses few regularization and data processing technologies, because it is not easy to conduct overfitting for small-scale model. With the drive of time-domain signals of ship-radiated noise, all parameters of ATCNN are learnt from real data. Moreover, it is possible to learn and adjust frequency decomposition and perception capacity of the ATCNN. The shaping of such frequency perception and decomposition can reflect brain shaping.

5. Results and discussion

Based on MXNET deep learning framework, this experiment uses Python language to write related codes; and configures the server running neural network as below: 64-bit Ubuntu 16.04 OS,
This paper uses original time-domain ship-radiated noise data for model training and testing. The training parameters include epochs of 100 times, training batch of 800, and training rate of 0.9. The detailed training process is shown in Figure 7.

As shown in Figure 7, there is no fitting and underfitting, and gradient vanishing or exploding problem during model training. The model trained with real measurement data obtains 95.9% recognition accuracy for training data and 90.9% recognition accuracy for testing data, reflecting high recognition accuracy.

With 90.9% recognition accuracy, the model works well for underwater acoustic data with strong noise. Because sample number of each class varies greatly, this paper provides confusion matrix for recognition result of the proposed model, as shown in Figure 8. The confusion matrix describes more details, where each line represents real label and each row represents predicted label.
As shown in Figure 8, recognition result is stable among classes, indicating great stability in recognition.

For unbalanced dataset in multi-classification problem, the most common indicator is the multi-classification F1 score. A binary classification score is calculated for each class and this class is positive, while all other classes are negative. Then, one of the following strategies is used to average these F1 scores. “Macro average” is to calculate unweighted F1 score. It gives same weight for all classes despite their sample sizes. The classification report provides this value. “Micro average” is to calculate total number of false positive, false negative, and true positive, and then calculate accuracy, recall, and F1 score with these counts. If you treat each sample equivalently, then “micro average” score is recommended; if you treat each class equivalently, then “macro average” is recommended. This paper calculates accuracy, recall, and F1 score of each class, as shown in Table 6:

| Class       | Precision | Recall | F1 score | Support |
|-------------|-----------|--------|----------|---------|
| small ship  | 0.91      | 0.91   | 0.91     | 65184   |
| ferry       | 0.94      | 0.92   | 0.93     | 111936  |
| big ship    | 0.76      | 0.83   | 0.80     | 23856   |

Accuracy: 0.91, 6.5%
Macro avg: 0.87, 0.89, 0.88, 11.1%
Weighted: 0.91, 0.91, 0.91, 2.4%

As shown in Table 6, the model has a good F1 score, indicating great classification accuracy and stability. The small ship and ferry obtain the best results with F1 score of 0.91 and 0.93. The big ship obtains the worst results with accuracy of 0.76, recall of 0.83, and F1 score of 0.80. The reason may be that small ship has similar mechanical system with ferry, or some small ships are passing through during sampling for ferry.

In order to simulate practical application of recognition for ship-radiated noise, the classification accuracy of each acoustic event is used to measure classification performance of
the model. It is defined as percentage of acoustic event with correct classification in all acoustic events. The accuracy values of the proposed model and compared models are shown in Table 7.

Table 7. Classification results of proposed model and compared models.

| Input Methods | Accuracy |
|---------------|----------|
| HOS [59]      | SVM      | 85.1%    |
| Waveform [60,8]| SVM      | 78.9%    |
| Wavelet [10]  | SVM      | 84.3%    |
| MFCC [62]     | SVM      | 79.1%    |
| Mel-frequency | SVM      | 84.6     |
| Nonlinear auditory | SVM | 86.7 |
| Spectral [63,64] | DNN [58] | 87.0% |
| Cepstral [9,61] | DNN [58] | 86.9% |
| Raw time domain data | CNN model[22] | 88.4% |
| Raw time domain data | CRNN model[25] | 89.2% |
| Raw time domain data | ATCNN | 90.1% |

As shown in above Table, compared with traditional UATR method, the proposed model effectively improves classification accuracy of UATR.

Next, feature extraction is analyzed for the model. Here, a histogram is created for each feature to calculate frequency of data point with certain features in a specific range (called as “bin”). Each Figure contains two histograms, from which distribution of each feature in each class can be seen and those features to be distinguished greatly can be seen. Most parts of the histogram are overlapped if there is no information content. However, it seems that some features have a relatively large information content, because the intersection in histogram is small. This paper extracts 100-
dimension features for underwater acoustic target. Figure 9 shows some histograms of features extracted by the model.
As shown in Figure 9, there exist some features with relatively more information content and significant distinction for each class. This indicates effectiveness of the feature extraction. The manifold learning algorithm allows more complex mapping and usually enables better visualization. There, t-SNE algorithm is particularly useful. It is used for feature visualization of underwater acoustic target. Figure 6 shows the scatter plot of 100 features.

Figure 10. Scatter plot of features learned from proposed model using two components found by t-SNE

As shown in Figure 10, the corresponding number of each class is used here as a symbol to indicate position of each class. It can be seen that each class is separated properly. This indicates
that features extracted by the model have a great performance in clustering, and demonstrated through visualization that features extracted for underwater acoustic target are greatly separable and stable. This paper creates a feature dataset for underwater acoustic target with obtained feature vectors, and uses support vector for classification recognition for the dataset to obtain recognition an accuracy of 90.1%. This indicates that recognition accuracy of the model mainly depends on feature extraction and great feature engineering provides convenience for design of classifier. Moreover, SVM is an excellent non-linear classifier and can reach higher classification accuracy compared with the linear classifier.

6. Conclusions

This paper proposes an ATCNN which recognizes ship-radiated noise from original time-domain waveform in end-to-end mode. This paper uses DWS convolution network to extract deep features of information containing objectives and reflect the structure of extracting deep acoustic information in auditory system. Through the convolutional decomposition for different frequency components of the ship-radiated noise, frequency distribution of the ship-radiated noise is revealed. The time-dilated convolution is used for long-term contextual modeling, thus intra-class and inter-class information can be fully used for UATR like the language model. Moreover, inspired by plastic neural mechanism, this paper learns and optimizes all parameters in ATCNN model under the drive of time-domain ship-radiated noise to complete the UATR task. The deep features of underwater acoustic target extracted with the proposed method here are greatly separable and stable. When they are tested on the dataset of real acoustic signals of civil ships, the average recognition rate for classification reaches 90.9%. Although the recognition rate is high, it has a certain gap with real-world application and therefore shall be further improved. The experimental results also indicate that extracted 100-dimension features of underwater acoustic target are greatly separable and stable. Therefore, the deep learning method based on auditory perception has great potential to improve classification performance of UATR.
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