Abstract: The demand for carbon capture is increasing over time due to rising CO$_2$ levels in the atmosphere. Even though fossil emission could be decreased or even eliminated, there is a need to start removing CO$_2$ from the atmosphere. The removed CO$_2$ could be either stored permanently to a reservoir (CCS, Carbon Capture and Storage) or utilized as a raw material in a long-lasting product (CCU, Carbon Capture and Utilization). The capture of CO$_2$ could be done by direct air capture, or capturing CO$_2$ from biogenic sources. Amine absorption is the state-of-the-art method to capture CO$_2$, but it has some drawbacks: toxicity, high heat demand, and sorbent sensitivity towards impurities such as sulfur compounds and degradation in cyclic operation. Another potential solvent for CO$_2$ could be water, which is easily available and safe to use in many applications. The problem with water is the poorer solubility of CO$_2$, compared with amines, which leads to larger required flow rates. This study analyzed the technical feasibility of water absorption in a counterflow bubble column reactor. A dynamic, one-dimensional multiphase model was developed. The gas phase was modeled with plug flow assumption, and the liquid phase was treated as axially dispersed plug flow. CO$_2$ capture efficiency, produced CO$_2$ mass flow rate, and the product gas CO$_2$ content were estimated as a function of inlet gas and liquid flow rate. In addition, the energy consumption per produced CO$_2$-tonne was calculated. The CO$_2$ capture efficiency was improved by increasing the liquid flow rate, while the CO$_2$ content in product gas was decreased. For some of the studied liquid flow rates, an optimum gas flow rate was found to minimize the specific energy consumption. Further research is required to study the integration and dynamical operation of the system in a realistic operation environment.
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1. Introduction

Carbon dioxide capture technologies have received increasing attention especially in sectors that are difficult to decarbonize (cement, steel, aviation, and shipping) and also as a source of carbon for different CO$_2$ Capture and Utilization (CCU) routes [1]. In CCU, CO$_2$ is used as a raw material to synthesize or construct new long-lasting products, so that CO$_2$ emissions are avoided. Carbon capture technologies are also an essential part of negative emission technologies, namely Direct Air Capture (DAC) of CO$_2$ [2] and bioenergy combined with CO$_2$ Capture and Storage (BECCS) [3]. Chemical absorption with amine-based solutions is one of the most mature solutions for CO$_2$ capture, which has been applied e.g., in the first large-scale Carbon Capture and Storage (CSS) plant in Boundary Dam coal power station [4]; however, amine-based CO$_2$ capture has several challenges like the toxicity of sorbent, high heat demand for sorbent regeneration, sensitivity towards impurities, and degradation [5]. In addition, production of monoethanolamine (MEA) sorbents from ammonia causes CO$_2$ emissions, if ammonia is based on natural gas as the case is mainly today [6].
An alternative solvent for amines is water, which is cheaper, non-toxic, and more tolerant to impurities. Water scrubbing is well known and largely used technology for removing CO\(_2\) and H\(_2\)S from biogas (biogas upgrading) [7,8], but in these solutions CO\(_2\) is not traditionally captured but vented to the atmosphere along the stripping air. Additional capture step must be added in order to utilize or store CO\(_2\). One proposed CO\(_2\) capture technology concept using water as a sorbent was pre-evaluated by Teir et al., in the Finnish national CCSP (Carbon Capture and Storage Program) project [9]. The energy consumption of the process was reported to be roughly similar to standard MEA-process from literature, 0.4 kWh/kg CO\(_2\), while the capture efficiency reached 90%, and the purity of product gas was over 90%. Pressure swing was used to regenerate the water and obtain high purity CO\(_2\). In comparison, a temperature swing was used for regeneration in typical amine-based process, which requires heat. Pressure swing could be an advantage in future, as it requires only electricity instead of heat, which could enhance electrification (and decarbonization) in future renewable energy based systems. In addition, public acceptance could be achieved easier with water based process, as it does not require any chemicals. The major drawback in physisorption of CO\(_2\) in water compared to chemisorption in amine solutions is lower solubility of CO\(_2\) in water, which decreases the capture capacity, thus increases the size of the capture plant. Also, heat generation by pumping must be removed from the circulating water.

To the author’s knowledge, there is no other published literature regarding carbon capture with pure water as a solvent, except the work by Teir et al. [10]. As a laboratory scale study, Al-Hindi and Azizi [11] have measured the absorption and desorption coefficients for CO\(_2\) in a water bubble column, finding that the absorption coefficient was always larger than the desorption coefficient.

However, there are many studies concerning biogas upgrading by pressure swing absorption, with water as an absorbent. A comprehensive review was done by Ullah Khan et al. [12]. The absorption process in rather similar to this paper, as CO\(_2\) is absorbed into water in a column with counter current flow, so similar modeling procedures can be used. The desorption process is different, thus the same models do not apply.

Event though the water scrubbing is the most common method for biogas upgrading in the world [13], the number of published numerical models are very limited, as stated by Wylock and Budzianowski [14]. Many published studies utilize Aspen for modeling [13,15,16], or some simplified zero-dimensional mass balance model [17]. The most comprehensive one-dimensional model is presented by Wylock and Budzianowski [14], and it was successfully utilized to estimate proper sizing for the components and the performance in steady state. This paper contributes to the research by initiating the development of dynamic model that could be utilized for performance estimation in intermittent operating conditions of CCU processes.

In this paper, the suitability of a bubble column reactor for capturing CO\(_2\) was studied, with water as a solvent. The objective of the study was to develop a simple model that can predict the basic trends of hydrodynamics and gas–liquid mass transfer in a bubble column reactor. The prediction of the model was compared to experimental values from the literature. In addition, a scale-up analysis was carried out. Further on, the proposed model could be extended and utilized to design and study the dynamic operation of the whole process, and the integration to other related processes.

2. Materials and Methods

The bubble column reactor concept consists of countercurrent gas and water flows. The gas inlet is at the bottom of the reactor, and the liquid inlet is at the top. Part of CO\(_2\) from the inlet gas is absorbed into water. The solubility of CO\(_2\) is increased with increasing pressure and decreasing temperature of the water. From the bubble column reactor, water and absorbed gas components are fed to the regeneration step, after which the water is recycled back to the bubble column.

Regeneration separates part of the absorbed gases to the product gas, and the rest of the absorbed gases are circulated back to the reactor. The regeneration is done by lowering the solubility of CO\(_2\) by decreasing water pressure and/or increasing water temperature. The efficiency of the regeneration is a
function of temperature and pressure of the regeneration step. However, in this study, the regeneration step was modeled only with one parameter, regeneration efficiency. A pressure swing was assumed to be used as a regeneration method, while the temperature of the water was kept constant.

The energy consumption of the system consists of power demand of pumping of water from lower pressure of regeneration to higher pressure of reactor, compression of gases to bubble column reactor, and cooling of circulating water. The heat produced by the pump must be removed in order to keep water temperature constant. It was assumed that enough cold water was available from lake, river, or sea, so that the energy demand for cooling can be neglected.

It was assumed that the liquid level was maintained constant. The liquid phase consists of pure water and absorbed gas components. It was assumed that there was no water loss in the system. The gas phase was a composition of carbon dioxide (CO₂), oxygen (O₂), and nitrogen (N₂). These components were chosen as they can represent many potential sources that contain CO₂, like air or flue gases. The illustration of the reactor is presented in Figure 1.

![Figure 1. Illustration of the studied bubble column reactor.](image)

Concentration differences in the radial direction are neglected. Therefore, a one-dimensional model was used, which enables estimation of concentration profiles along the reactor length, with varying hydrostatic pressure. A plug flow was assumed for the gas phase. In the liquid phase, mixing in the axial direction was modeled with an axial dispersion coefficient.

The interaction between the phases was modeled with local gas volume fraction, which was obtained from semi-empirical correlations. As a result, the velocities of the phases were also defined by the volume fraction. As a summary, the main model assumptions were: no radial gradients, only convective transport for gas phase (plug flow), convective and dispersive transport in the liquid phase, constant temperature, variable gas volume fraction along with the reactor height, and variable gas density (effect of hydrostatic pressure).

2.1. Mass Balance

The reactor was modeled as in the work of Li et al. [18], as plug flow with axial dispersion in the liquid phase and plug flow in the gas phase. Time-dependent mass balances were calculated separately for each gas and liquid components (CO₂, O₂, and N₂) with Equations (1) and (2), where \( C_G \) and \( C_L \) are the concentrations of each component in gas and liquid phases, \( \epsilon_G \) and \( \epsilon_L \) are volume fractions of gas and liquid phases, \( D_L \) is the axial dispersion coefficient, and \( S \) is the absorption term. The equations are discretized to a one-dimensional domain with a finite difference method. The number of nodes was ten. The first order upwind method was used for convection terms. The second order central difference method was used for dispersion term. The product of concentrations \( C \) and volume fraction \( \epsilon \) determines the concentration in respect to the reactor volume. Danckwert’s boundary conditions
were used for the liquid phase at the inlet, and mass flow inlet was used for the gas phase. At the outlet, a zero gradient was used for both phases.

$$\frac{d(\varepsilon_G C_g)}{dt} = \frac{d(u_g \varepsilon_G C_g)}{dz} - S$$

(1)

$$\frac{d(\varepsilon_L C_l)}{dt} = \frac{d(u_L \varepsilon_L C_l)}{dz} + \frac{d}{dz} \left( D_L \frac{d(\varepsilon_L C_l)}{dz} \right) + S$$

(2)

The physical nature of the gas–liquid mass transfer is complicated; therefore empirical or semi-empirical correlations are often used for modeling. Correlations are typically valid for certain geometries and limited operating conditions. In this study, the source term for absorption (and desorption) was calculated by volumetric mass transfer coefficient $k_{L,a}$, and the concentration difference to the saturation concentration $y_g c^*$ of each component, as in earlier work by Inkeri et al. [19]. The saturation concentration was defined by Henry’s coefficients as a function of pressure and temperature, while the coefficients were obtained from the work of Sander [20]. The effect of partial pressure was taken into account by multiplying the saturation concentration with the molar fraction of each component $y_g$, as presented in Equation (3).

$$S = k_{L,a} (y_g C^* - C_g)$$

(3)

2.2. Gas Hold-Up

The essential part of multiphase systems is the volume fraction of each phase. A local value was calculated for each node. Volume fraction also defines the velocities of the phases, as the phase-related cross-sectional area is determined by the volume fraction. A simple correlation by Joshi and Sharma [21] was used, in the form of

$$\varepsilon_G = \frac{U_g}{0.3 + 2U_g}, U_g > 0.05 \text{ m/s}$$

(4)

2.3. Bubble Diameter

The average bubble diameter was estimated with Equation (6), as proposed by [21], where $V$ is reactor volume and $\sigma$ is the surface tension of the liquid. The required gassed power $P_G$ was calculated with Equation (5), where $p$ and $p_h$ are overhead and hydrostatic pressure.

$$P_G = q_{V,G,in} (p + p_h) \ln \left( \frac{p + p_h}{p} \right)$$

(5)

$$d_b = 4.15 \frac{\sigma^{0.6}}{\rho \rho^0.2} D_G^{0.5} + 9 \cdot 10^{-4}$$

(6)

2.4. Mass Transfer Coefficient

The liquid side mass transfer is based on Higbie’s penetration theory [21]. Contact time was estimated with bubble diameter $d_b$, gas hold-up $\varepsilon_G$, and gas superficial velocity $U_G$. Coefficient was calculated separately for each gas component by Equation (7). Contact time $t_b$ is predicted with Equation (8).

$$k_{L,g} = 2 \left( \frac{D_g}{\pi \cdot t_b} \right)^{0.5}$$

(7)

$$t_b = \frac{d_b \varepsilon_G}{U_G}$$

(8)
2.5. Volumetric Mass Transfer Coefficient

In order to get the overall value of $k_L a$, the interfacial area $a$ was estimated with Equation (9) [21].

$$a = \frac{6 \varepsilon_G}{d_b}$$  \hspace{1cm} (9)

2.6. Hydrodynamics

The hydrodynamics of the system were modeled with the gas and liquid velocities $u_G$ and $u_L$, and dispersion coefficient $D_L$ for the liquid phase. The velocity of each phase is calculated with volume flow rate $q_{V,L}$, hold-up $\varepsilon$ and cross-sectional area $A$, as in Equation (10).

$$u = \frac{q_{V,L} \varepsilon_G}{A\varepsilon}$$ \hspace{1cm} (10)

The backmixing in the liquid phase was modeled with axial dispersion. The local dispersion coefficient $D_L$ was calculated by correlation from study of Kawase and Moo-Young [22], with Equation (11), where $d_r$ is the diameter of the reactor, $g$ is gravitational constant and $U_g$ is the superficial velocity of the gas phase.

$$D_L = 0.343 d_r^{4/3} (g U_g)^{1/3}$$ \hspace{1cm} (11)

As the hydrostatic pressure of the water column might be significant compared to overhead pressure, the local total pressure was calculated with Equation (12), where $p$ is the overhead pressure of the reactor, $\rho_L$ is water density, $z$ is the local depth of the water column and $\varepsilon_G$ is the gas hold-up. Gas density was calculated by the total pressure $p_{tot}$.

$$p_{tot} = p + \rho_L g z \varepsilon_G$$ \hspace{1cm} (12)

2.7. Energy Consumption

An important part of the process design is the energy consumption of the system. In this case, power was required for pumping the liquid in the system and compressing gas into the reactor. It was assumed that the pressure of the liquid flow was decreased to 1.0 bar at the regeneration step. Therefore, the liquid must be pumped to the reactor overhead pressure, 5.0 bar. Pumping power was calculated as

$$P_{pump} = q_{VL} \Delta p$$ \hspace{1cm} (13)

where $q_{VL}$ is the volume flow rate of water, and $\Delta p$ is the pressure increase over the pump.

Inlet gas must be compressed at the same pressure as the liquid at the bottom of the reactor, which is the overhead pressure and hydrostatic pressure combined. Compression power was calculated as

$$P_{comp} = q_{m,G} c_{p,G} (T_{G,out} - T_{G,in})$$ \hspace{1cm} (14)

where $q_{m,G}$ is the mass flow rate of gas, $c_{p,G}$ is the specific heat capacity of the gas, and $T_G$ is the temperature of the gas.

The compressor outlet temperature $T_{G,out}$ was obtained from polytropic compression. The efficiency $\eta_{comp}$ of the compression was assumed to be 85%. The outlet temperature $T_2$ was calculated as

$$T_{G,out} = T_{G,in} \left( \frac{p_{tot}}{p_{in}} \right)^{\frac{R_G}{\eta_{comp} c_{p,G}}}$$ \hspace{1cm} (15)

where $R_G$ is the gas constant, $p_{tot}$ is the pressure at the bottom of the reactor and $p_{in}$ is the inlet pressure, 1 bar.

In addition, pumping heats the liquid, which should be removed. It was assumed that enough cold water was available from a lake, sea, river, or air, so that the cost of cooling can be neglected. Otherwise, a refrigeration cycle must be added, which increases the power demand of the system.
2.8. Regeneration

The captured gas components were transported with the circulating water to the regeneration. In this study, the regeneration mass transfer was not modeled in detail, but constant regeneration efficiency was used, defined in Equation (16). The efficiency of 50% was utilized for all gas components.

\[ \eta_{\text{reg}} = \frac{q_{m,g,\text{prod}}}{u_L A C_{\text{L, in, reg}}} \]  

where \( q_{m,g,\text{prod}} \) is the mass flow rate of the product gas, \( u_L \) is the water velocity at reactor inlet, \( A \) is the cross-sectional area of the reactor, and \( C_{\text{L, in, reg}} \) is the concentration of the absorbed gas component at the regeneration inlet.

2.9. Numerical Method

The time-dependent equations for the mass balances were written in the Matlab software. Upwind discretization was utilized for convective terms and central discretization was used for dispersion terms. An explicit scheme with Matlab ode15s-solver was utilized to solve the equations.

A variable time step was used to achieve good accuracy and fast performance. For steady-state analysis, simulations were run long enough with constant input in order to achieve steady-state operation.

The model is rather stiff and requires well-defined initial conditions for concentrations and phase velocities to avoid divergence. If the initial conditions were not stable enough, the simulation would diverge. Only small changes could be done for the initial conditions at once, for example for the dilution rate. Larger changes were done incrementally, by using the obtained steady state result as the new initial condition for other parameters.

3. Results

3.1. Validation

In order to make a simple validation of the model, model predictions were compared to the experimental data. Measured values of gas hold-up and volumetric mass transfer coefficients were obtained from the experiments done by Zednikova et al. [23], Vandu et al. [24], Manjekar et al. [25], McClure et al. [26], Gourish et al. [27], and Jasim et al. [28]. Liquid flow rate was set to \( 1 \times 10^{-6} \) m\(^3\)/s and there was no liquid recycling. The resulting gas hold-up and volumetric mass transfer coefficient were compared to the measured values in Figure 2. The simulated gas hold-up fits well with the measured values, but there is more variation in values of \( k_{L.A} \).

![Figure 2. Comparison of the model results to the experimental results from literature.](image)

3.2. Scale-Up Analysis

In order to study system suitability for applications of CCS and CCU, the operation of a larger reactor was studied. Higher column height will increase the effect of hydrostatic pressure,
which enhances the absorption as Henry’s constant will increase with pressure. Increasing reactor height should also increase the time that it takes for the gas phase to travel through it, which should improve absorption. Another parameter affecting the value of Henry’s constant is the liquid temperature, as the solubility of CO$_2$ is higher in cold water.

Increasing pressure and decreasing temperature are not introduced without cost. The input gas stream has to be compressed at least into the same pressure as at the reactor bottom, which consumes power. As the water system is closed, the heat generation from pumping will accumulate to the system, thus cooling is required to maintain the reactor in constant temperature. If lower temperatures are used, even more cooling power is needed. Therefore, it would be finally an optimization task to select the best operation pressure and temperature.

The analysis presents the trending effect of different parameters to the reactor performance: reactor pressure, liquid temperature, liquid flow rate, gas flow rate, and regeneration efficiency. The reactor performance is presented in terms of captured CO$_2$ mass flow rate, CO$_2$ content of product gas, and CO$_2$ capture efficiency. The values for the scaled-up bubble column were chosen based on the VTT study [10] and after initial simulations. The parameters of the model are presented in Table 1. The gas flow rate at the inlet is determined with superficial velocity $U_g$ (m/s). The liquid flow rate is defined by dilution rate $D$ (1/s).

### Table 1. Parameters of the scale-up study.

| Variable                  | Value | Unit |
|---------------------------|-------|------|
| Reactor height $h_r$      | 10.0  | m    |
| Reactor diameter $d_r$    | 0.5   | m    |
| Reactor overhead pressure $p$ | 5.0 | bar   |
| Inlet CO$_2$ content $y_{C,in}$ | 10  | %    |
| Inlet N$_2$ content $y_{N,in}$ | 80  | %    |
| Inlet O$_2$ content $y_{O,in}$ | 10  | %    |
| Water density $\rho_L$    | 1000  | kg/m$^3$ |
| Water temperature $T_L$   | 25    | $^\circ$C |
| Gas superficial inlet velocity $U_g$ | 0–0.5 | m/s |
| Water dilution rate $D$   | 0.0005–0.1 | 1/s |

### 3.3. CO$_2$ Capture Efficiency

The CO$_2$ capture efficiency is determined by the difference between bubble column input and output gas mass flow rates. The resulting efficiency is presented as a function of gas and liquid flow rates in Figure 3. With the highest liquid flow rate, $D = 0.1$ 1/s, over 95% capture efficiency was achieved with almost all gas flow rates. Decreasing of liquid flow rate decreased also capture efficiency. When the gas flow rate was decreased towards zero, the capture efficiency approached 100%.

![Figure 3. CO$_2$ capture efficiency.](image-url)
3.4. Product Gas CO₂ Content

For the purpose of CCS, and especially for CCU, it might be important to have pure CO₂ as the final product. Therefore, it would be beneficial if the regeneration part of the systems would be selective for CO₂, and not for other gas components. However, as the regeneration is not modeled in detail in this study, regeneration efficiency is the same for all gas components. The resulting product gas quality is presented in Figure 4.

For very low gas flow rates, product gas CO₂ content approached 20%. The maximum obtained CO₂ content was about 82%, which could be reached already with U₆ of 0.1 m/s. For higher CO₂ content, a more advanced system should be designed. In contrast to capture efficiency, which increases with increasing liquid flow rate, high CO₂ content requires low liquid flow rates. Therefore, it seems to be a compromise between capture efficiency and product gas CO₂ content.

![Figure 4. Product gas CO₂ content.](image)

3.5. Produced CO₂

The mass flow rate of product gas CO₂ is presented in Figure 5. It can be seen that increasing of inlet gas flow rate does not linearly increase the production of CO₂, as the capture efficiency decreases with high gas flow rates. However, increasing of liquid flow rate enhances the production rate of CO₂, which was already observed in Figure 3.

With the highest liquid flow rate, the product gas CO₂ mass flow rate increases almost linearly with the inlet gas flow rate. However, it does not seem realistic that this trend could continue far above the studied gas flow rates, as the mass transfer should be limited at some point if the reactor is flooded with gas. It might be that the simple correlations used to predict gas–liquid mass transfer cannot predict that. Other problems might arise from the increasing frictional losses, pumping demand, and compression demand with larger flow rates.

![Figure 5. Product gas CO₂ mass flow rate.](image)
3.6. Energy Consumption

The estimated specific energy consumption per captured tonne of CO₂ is presented in Figure 6. For the smallest liquid flow rates, an optimum gas flow rate can be found within the studied range. For these cases, energy consumption tends to increase with very low and very high gas flow rates. With larger liquid flow rates, the minimum was found at the largest gas flow rate. For those cases, it seems that the optimum would be achieved with even higher gas flow rates.

Energy demand for the conventional amine absorption in a coal-fired power plant is 0.9–1.2 MWh/tCO₂ [29], which is the same order of magnitude as the energy consumption of the studied system at the optimum.

![Figure 6. Specific energy consumption.](image)

3.7. Parameter Analysis

As a sensitivity analysis, some of the main parameters are varied. The results for CO₂ capture efficiency and specific energy consumption were compared to the base case values: overhead pressure of 5 bar, liquid temperature 25 °C, regeneration efficiency 50%. Results are presented in Figures 7 and 8.

As seen in Figure 7, the regeneration efficiency approaches 100% in all cases when the inlet gas flow rate (U₉) approaches zero. However, it is not practical, as the production of CO₂ also approaches zero.

Increasing of the dilution rate increases capture efficiency in all cases, as seen in Figure 7. It comes with a cost in pumping power, as presented in Figure 8. With the smaller dilution rates, a minimum value can be found for the specific energy consumption with a certain gas flow rate. For the high dilution rates, the specific energy consumption decreases with increasing gas flow rate, but the optimum is supposed to be out of the studied range of gas flow rate.

An increase of reactor overhead pressure increases capture efficiency significantly, as seen in Figure 7. The minimum capture efficiency is over 60% with a pressure of 8 bar. However, higher pressure yields more pumping and compression power, as presented in Figure 8. It seems that increasing of pressure shifts the minimum specific energy consumption to higher gas flow rates, which is desirable.

The temperature of the water has not as large impact on the capture efficiency as the overhead pressure. As presented in Figure 7, capture efficiency gets lower with high temperatures, and the change is rather small for higher dilution rates. Increasing temperature increases the specific energy consumption slightly, and shifts the optimum towards lower gas flow rates, as seen in Figure 8.

The efficiency of the regeneration step has a clear effect on both capture efficiency and specific energy consumption. The level of energy consumption increases with decreasing regeneration efficiency. The optimum gas flow rate is not changed.
Figure 7. CO₂ capture efficiency, sensitivity to pressure, temperature, and regeneration efficiency.

Figure 8. Specific energy consumption, sensitivity to pressure, temperature, and regeneration efficiency.

4. Discussion

Carbon capture with water as solvent seems a prominent technology for CCS and CCU in future energy systems with a high level of electrification, as the process does not require combustion or high temperatures, but only electricity for pumping, compression, and cooling. The technology for the absorption of CO₂ to water is already commercialized in the field of biogas upgrading, but the capture of CO₂ (desorption from water) to the final use is not yet a mature technology. However, the initial design has been already published.

The technology could be accepted easier compared to standard amine-based capture process, as no toxic chemicals are used. This benefit could stand out more in decentralized systems if the capture process is located near settlements.

Even though the state-of-the-art process design is rather efficient, it could be improved with future research. In addition, integration of the capture plant to other components in the energy system should
be studied. There might be possible benefits for example in heat integration. Also, the dynamical capabilities should be addressed for a fluent integration, as the operation might be varying by the production of renewable electricity. The proposed model could be improved and extended to include the dynamics of CO$_2$ source, synthesis or other carbon utilization process, and process that could utilize the removed low-temperature heat.

5. Conclusions

The technical feasibility of a bubble column was investigated for the application of CO$_2$ capture. A one-dimensional model was developed. Three gas components were modeled: CO$_2$, O$_2$ and N$_2$. The gas phase was treated as plug flow, and the liquid phase as axially dispersed plug flow.

The resulting CO$_2$ capture efficiency, CO$_2$ content in product gas and produced CO$_2$ mass flow were strongly related to both gas and liquid inflow rates. High CO$_2$ content could be achieved in the product gas with low gas inflow rates, but the energy consumption becomes high. The increase of liquid flow rate increased the CO$_2$ capture efficiency, but decreased the CO$_2$ content in the product gas. The total CO$_2$ production rate tends to increase with increasing inlet gas and liquid flow rates.

For lower liquid flow rates, optimum conditions were found regarding energy consumption. Further studies would be needed for more detailed modeling of the regeneration step. Also, the maximum CO$_2$ content in the product gas was now only about 82%, which should be increased with better system design.
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Abbreviations and Symbols

Symbols

- $A$: Cross-sectional area (m$^2$)
- $a$: Interfacial area (1/m)
- $C_g$: Component concentration in gas (kg/m$^3$)
- $C_l$: Component concentration in liquid (kg/m$^3$)
- $C_g^*$: Saturation concentration in liquid (kg/m$^3$)
- $c_p$: Heat capacity (kJ/kgK)
- $D_L$: Liquid dispersion coefficient (m$^2$/s)
- $D$: Liquid dilution rate (1/s)
- $D_g$: Gas diffusivity in liquid (m$^2$/s)
- $d_r$: Reactor diameter (m)
- $d_b$: Bubble diameter (m)
- $h_r$: Reactor height (m)
- $k_L$: Mass transfer coefficient (m/s)
- $k_{l,a}$: Volumetric mass transfer coefficient (1/s)
- $p$: Overhead pressure (Pa)
- $p_h$: Hydrostatic pressure (Pa)
- $p_{tot}$: Total pressure (Pa)
- $P_G$: Gassed power (W)
- $P_{pump}$: Pump power (W)
- $P_{comp}$: Compressor power (W)
- $q_m$: Mass flow rate (kg/s)
$q_V$ Volume flow rate (m$^3$/s)
$S$ Absorption/desorption source term (kg/m$^3$/s)
$T$ Temperature ($^\circ$C)
$t$ Time (s)
$t_b$ Bubble contact time (s)
$U_G$ Superficial velocity of gas phase (m/s)
$u_G$ Velocity of gas phase (m/s)
$u_L$ Velocity of liquid phase (m/s)
$y_g$ Molar fraction of gas component (-)
$z$ Cartesian axis direction (m)

Greek letters
$\varepsilon$ Volume fraction (-)
$\eta_{\text{comp}}$ Polytropic compression efficiency (-)
$\eta_{\text{reg}}$ Regeneration efficiency (-)

Subscripts
$G$ Gas phase
$g$ Gas component in gas phase
$L$ Liquid phase
$l$ Gas component absorbed to liquid
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