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ABSTRACT. WeproposeandanalyzegeneralizedtwodimensionalXYmodel,
whoseinteractionpotentialhasweightedwells,describingcorrespondingsymmetriesofthesystem. As the lattice spacing vanishes, we derive by
\( \Gamma \)-convergence the discrete-to-continuum limit of this model. In the energy
regime we deal with, the asymptotic ground states exhibit fractional vortices,
connected by string defects. The \( \Gamma \)-limit takes into account both contributions,
through areormalizedenergy, depending on the configuration of fractional
vortices, and a surface energy, proportional to the length of the strings.

Our model describes in a simple way several topological singularities arising
in Physics and Materials Science. Among them, disclinations and string de-
defects in liquid crystals, fractional vortices and domain walls in micromagnetics,
partial dislocations and stacking faults in crystal plasticity.
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1
Introduction

Since the pioneering paper by Kosterlitz and Thouless [32], the XY model is considered the classical example of discrete spin system exhibiting phase transitions mediated by the formation and the interaction of topological singularities. Even at zero temperature the model presents interesting features: Depending on the energy regime, the geometry of the ground states is very rich, going from uniform to disordered states, all the way through isolated vortex singularities and clustered dipoles. Both topology and energy concentration take place at different length scales, thus making the analysis fascinating and popular also in the mathematical community.

In this paper we focus on the variational analysis of a two dimensional modified XY model at zero temperature, describing the formation of fractional vortices and string defects. Our main motivation comes from observing that this kind of singularities characterizes several discrete systems in Physics and Materials Science such as disclinations and string defects in liquid crystals [37], fractional vortices and domain walls in micromagnetics [42], partial dislocations and stacking faults in crystal plasticity [29]. We do not focus on the specific details of any of such models, rather we aim at providing a simple variational model highlighting some of their relevant common features.

Given a bounded open set $\Omega \subset \mathbb{R}^2$, the classical XY energy on the lattice $\varepsilon \mathbb{Z}^2 \cap \Omega$ is given by

$$
XY_\varepsilon(v) = -\sum_{\langle i,j \rangle} (v(i), v(j)),
$$

where the sum is taken over pairs of nearest neighbors $\langle i, j \rangle$; i.e., $i, j \in \varepsilon \mathbb{Z}^2 \cap \Omega$ with $|i - j| = \varepsilon$, and $v : \Omega \cap \varepsilon \mathbb{Z}^2 \to S^1$ is the spin field. By writing $v = e^{i\vartheta}$, the XY energy can be rewritten - up to constants - as

$$
XY_\varepsilon(v) = \frac{1}{2} \sum_{\langle i,j \rangle} f(\vartheta(j) - \vartheta(i)),
$$

where $f(t) = 1 - \cos(t)$. The rigorous upscaling as $\varepsilon \to 0$ of the $XY_\varepsilon$ functional - and more in general of discrete spin systems governed by $2\pi$-periodic potentials $f$ - has been recently obtained in [3, 4, 5, 24] in terms of $\Gamma$-convergence. Loosely speaking, configurations with energy of order $C|\log \varepsilon|$ exhibit a finite number (controlled by the pre-factor $C$) of vortex-like singularities. Around each singularity the order parameter $v$ looks like a fixed rotation of the map $(\frac{x}{|x|})^d$ where $d \in \mathbb{Z}$ is the degree of the singularity. There the energy concentrates and blows up as $|d||\log \varepsilon|$.

This analysis is then refined exploiting the next lower order term in the energy expansion. Indeed, after removing the logarithmic leading order contribution, a finite interaction energy, referred to as renormalized energy, remains. The renormalized energy depends on the positions and the degrees of the vortices, and it is considered the main driving force responsible for their dynamics [5, 6]. The strategy adopted to analyze the XY model exploits methods and tools from the earlier analysis developed for the continuous Ginzburg-Landau functionals [14, 30, 11, 29, 7]. Moreover, these techniques have been successfully used to understand in terms of $\Gamma$-convergence the well-known analogy between vortices in the XY model and in superconductivity, and screw dislocations in anti-plane linearized elasticity [4, 38].
To some extent, this analogy extends *mutatis mutandis* to many other topological defects in liquid crystals, micromagnetics and crystal plasticity. Let us introduce and motivate our model using the language of planar uniaxial nematics. In the Oseen-Frank and Ericksen picture, nematics are described by a vector field $u = e^{i\varphi}$, the director, that (in two dimensions) takes values in $S^1$. The molecules are supposed to interact via an elastic potential depending only on their orientation $\varphi$. If the nematic molecules present *head-to-tail symmetry*, the interaction potential is $\pi$-periodic. Therefore there is a clear identification between a 2-dimensional nematic lattice model and the $XY$ spin model. Doubling the phase variable $\varphi$ of the director, the interaction potential becomes $2\pi$-periodic so that the nematic energy can be written as in (0.2) with $\vartheta = 2\varphi$. This corresponds to the Lebowohl and Lasher functional ([33]) recently studied by $\Gamma$-convergence in [17]. Since in the classical $XY$ model integer vortices appear, as result of the identification $\vartheta = 2\varphi$, for liquid crystals the relevant topological singularities are half vortices, namely the disclinations.

The presence of half vortices is related to orientability issues of the director, that can be better described and visualized in a continuous framework: in a configuration consisting of two half vortices, the director field cannot be smooth everywhere. Indeed, it has antipodal orientations on the two sides of a line joining the half vortices. According to [34], we call this kind of discontinuity lines *string defects* (see Figure 1). A first rigorous study of orientability issues related to the presence of half vortices can be found in [12], while the right space to describe discontinuous directors has been very recently identified in [13] as a suitable subspace of $SBV$, the space of *special functions with bounded variation*.
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**Figure 1.** The spin field close to two half vortex pairs (the degree of the vortices is $(+1/2,+1/2)$ in the left picture and $(+1/2,-1/2)$ in right one). The shaded regions highlight necessary antipodal spins forming the string defects.

In this paper we provide a quantitative analysis of such orientability issues, by introducing energy functionals which describe both half, and in fact fractional vortices, and string defects. To this end, we propose a modified $XY$ model, that draws back to [22, 31, 34, 37, 15]. We consider $2\pi$-periodic potentials, acting on nearest neighbors, and having $n \in \mathbb{N}$ wells in $[0, 2\pi)$; in one well the potential is zero, while in the remaining $n - 1$ it is positive but vanishing as $\varepsilon$ goes to zero. In this way, we model systems with one symmetry, and $n - 1$ vanishing asymmetries. The case $n = 2$ provides a simple toy model for liquid crystals with small head-to-tail asymmetry, like those made of non centrosymmetric or chiral molecules [36].
More specifically, we consider potentials $f^{(n)}_\varepsilon$ with $n - 1$ wells of order $\varepsilon$ (see Figure 2). Having $n$ wells in the potential produces fractional vortices of degree $\pm \frac{1}{n}$, while the additional energy due to the weighted $n - 1$ wells yields, together with the renormalized energy, a new term in the limit, depending on the length of the string defects. The specific $\varepsilon$-scaling of the wells makes finite the string defect energy, and hence of the same order of the renormalized energy. Other scalings could be considered, leading to different limit theories.

Let us describe our model and results in more details. Given a discrete director field configuration $u_\varepsilon = e^{i\varphi_\varepsilon}$, we introduce the modified XY energy functional

$$F^{(n)}_\varepsilon(\varphi) := \frac{1}{2} \sum_{\langle i,j \rangle} f^{(n)}_\varepsilon(\varphi(j) - \varphi(i)).$$

We show that configurations $u_\varepsilon = e^{i\varphi_\varepsilon}$ with $F^{(n)}_\varepsilon(\varphi_\varepsilon) \simeq M\pi |\log \varepsilon|$ are consistent with the formation of $M$ fractional vortices at $x_1, \ldots, x_M$ having degrees $\pm \frac{1}{n}$. Moreover, up to a subsequence, $u_\varepsilon$ strongly converges in $L^1(\Omega; \mathbb{R}^2)$ to some unitary field $u$ belonging to $SBV(\Omega; S^1)$ with $u^n \in H^1_{\text{loc}}(\Omega \setminus \{x_1, \ldots, x_M\}; S^1)$. Indeed in Theorem 3.2 we prove that the functionals $F^{(n)}_\varepsilon(\varphi_\varepsilon) - M\pi |\log \varepsilon|$ $\Gamma$-converge to the limit energy $F^{(n)}_0(u)$ given by

$$F^{(n)}_0(u) := W(u^n) + M\gamma + \int_{S^1} |\nu_u|_1 \, d\mathcal{H}^1.$$  

Here $W(u^n)$ represents the renormalized energy; it depends on the positions and signs of the fractional vortices, but also on the excess energy due to unneeded oscillations of $u$; indeed, minimizing $W(u^n)$ with respect to all director fields $u$ compatible with the given configuration of fractional vortices gives back the classical renormalized energy for vortices in superconductivity [14]. The constant $\gamma$ is a core energy stored around each singularity, and has memory of the discrete lattice structure. The third addendum is the anisotropic length of the string, reminiscent of the lattice symmetries. We note that the analysis by $\Gamma$-convergence of discrete functionals leading to such anisotropic interfacial energies is a well established research field [2, 16, 21]. On the other hand, limit energies as in (0.4) may appear also as $\Gamma$-limits of continuous Ginzburg-Landau type functionals. Actually, in [28] the authors propose and study a variant of the standard Ginzburg-Landau energy, that could be seen as a continuous counterpart of our modified XY model.

We remark that our $\Gamma$-convergence result can be considered the first step towards the study of the joint dynamics of strings and vortices, as well as partial
dislocations and stacking faults. We expect that the competition between the surface and the renormalized energies generates non-trivial metastable configurations. As a matter of fact, neglecting boundary effects, two equally charged vortices - in the classical XY model - repel each other with a force proportional to the inverse of their distance, so that they are never in equilibrium. On the other hand, since in the generalized XY model the surface term diverges with the distance between the vortices, there exists a critical length at which the two forces balance and equilibrium is reached. In this respect, it seems interesting to investigate the dynamics of strings and fractional vortices driven by the limit energy functional $F_0^{(n)}$, through both rigorous mathematical analysis and numerical simulations.

1. Preliminaries on BV and SBV functions

Here we list some preliminaries on BV and SBV functions that will be useful in the following. We begin by recalling some standard notations.

Let $A \subset \mathbb{R}^d$ be open bounded with Lipschitz boundary. As customary, $BV(A; \mathbb{R}^d)$ (resp. $SBV(A; \mathbb{R}^d)$) denotes the set of functions of bounded variation (resp. special functions of bounded variation) defined on $A$ and taking values in $\mathbb{R}^d$. Moreover, we set $BV(A) := BV(A; \mathbb{R})$ and $SBV(A) := SBV(A; \mathbb{R})$. Given any set $\mathcal{I} \subset \mathbb{R}^d$, the classes of functions $BV(A; \mathcal{I})$ and $SBV(A; \mathcal{I})$ are defined in the obvious way. We refer to the book [10] for the definition and the main properties of BV and SBV functions.

Here we recall that the distributional gradient $Dg$ of a function $g \in SBV(A; \mathbb{R}^d)$ can be decomposed as:

$$Dg = \nabla g \mathcal{L}^d \llcorner A + (g^+ - g^-) \otimes \nu_g \mathcal{H}^1 \llcorner S_g,$$

where $\nabla g$ is the approximate gradient of $g$, $S_g$ is the jump set of $g$, $\nu_g$ is a unit normal to $S_g$ and $g^\pm$ are the approximate trace values of $g$ on $S_g$.

For $p > 1$, $SBV^p(A; \mathbb{R}^d)$ denotes the subspace of $SBV(A; \mathbb{R}^d)$ defined by

$$SBV^p(A; \mathbb{R}^d) := \{ g \in SBV(A; \mathbb{R}^d) : \nabla g \in L^p(A; \mathbb{R}^{2d}), \mathcal{H}^1(S_g) < +\infty \}.$$

Moreover, $SBV^p_{\text{loc}}(A; \mathbb{R}^d)$ denotes the class of functions belonging to $SBV^p(A'; \mathbb{R}^d)$ for all $A' \subset \subset A$ open.

We recall three results about compactness, lower semicontinuity and density properties of $SBV^p$ and $SBV^p_{\text{loc}}$ functions.

**Theorem 1.1** (Compactness [8]). Let $\{g_h\} \subset SBV^p(A; \mathbb{R}^d)$ for some $p > 1$. Assume that there exists $C > 0$ such that

$$\int_A |\nabla g_h|^p \, dx + \mathcal{H}^1(S_{g_h}) + \|g_h\|_{L^\infty(A; \mathbb{R}^d)} \leq C \quad \text{for all } h \in \mathbb{N}. \eqno(1.1)$$

Then, there exists $g \in SBV^p(A; \mathbb{R}^d)$ such that, up to a subsequence,

$$g_h \rightharpoonup g \quad \text{(weakly) in } L^1(A; \mathbb{R}^d),$$

$$\nabla g_h \rightharpoonup \nabla g \quad \text{(weakly) in } L^p(A; \mathbb{R}^{2d}),$$

$$\liminf_{h \to \infty} \mathcal{H}^1(S_{g_h} \cap A') \geq \mathcal{H}^1(S_g \cap A'), \eqno(1.2)$$

for any open set $A' \subseteq A$. 

In the following, we say that a sequence \( \{g_h\} \subset SBV^p(A; \mathbb{R}^d) \) weakly converges in \( SBV^p(A; \mathbb{R}^d) \) to a function \( g \in SBV^p(A; \mathbb{R}^d) \), and we write that \( g_h \rightharpoonup g \) in \( SBV^p(A; \mathbb{R}^d) \), if \( g_h \) satisfy (1.1) and \( g_h \to g \) in \( L^1(A; \mathbb{R}^d) \). Moreover, we say that \( \{g_h\} \subset SBV^p_{loc}(A; \mathbb{R}^d) \) weakly converges in \( SBV^p_{loc}(A; \mathbb{R}^d) \) to a function \( g \in SBV^p_{loc}(A; \mathbb{R}^d) \), and we write that \( g_h \rightharpoonup g \) in \( SBV^p_{loc}(A; \mathbb{R}^d) \), if \( g_h \to g \) in \( SBV^p(A'; \mathbb{R}^d) \) for any open set \( A' \subset A \).

**Theorem 1.2** (Lower semicontinuity [9, 10]). Let \( K \subset \mathbb{R}^d \) be compact and let \( C_0 > 0 \). Let \( \Theta \in C(K \times K; [C_0, \infty)) \) be a positive, symmetric function satisfying
\[
\Theta(a, c) \leq \Theta(a, b) + \Theta(b, c) \quad \text{for all } a, b, c \in K,
\]
and let \( \Psi \in C(\mathbb{R}^d; \mathbb{R}^+) \) be an even, convex and positively 1-homogeneous function satisfying \( \Psi(\nu) \geq C_0|\nu| \) for all \( \nu \in S^1 \).

If \( \{g_h\} \subset SBV^p_{loc}(A; K) \) and \( g_h \rightharpoonup g \) in \( SBV^p_{loc}(A; \mathbb{R}^d) \) for some \( p > 1 \), then
\[
\int_{S_g} \Theta(g^+, g^-) \Psi(\nu_g) \, d\mathcal{H}^1 \leq \liminf_{h \to \infty} \int_{S_{g_h}} \Theta(g_h^+, g_h^-) \Psi(\nu_{g_h}) \, d\mathcal{H}^1.
\]

Finally, we state the density result proved in [18, Theorem 2.1 and Corollary 2.4]. First we recall that a polyhedral set in \( \Omega \) is (up to a \( \mathcal{H}^1 \) negligible set) a finite union of segments contained in \( \Omega \).

**Theorem 1.3** (Density [18]). Let \( Z \subset \mathbb{R}^d \) be finite and let \( g \in SBV(A; \mathbb{R}) \). Then there exists a sequence \( \{g_h\} \subset SBV(A; \mathbb{R}) \) such that \( S_{g_h} \) is polyhedral, \( g_h \rightharpoonup g \) in \( SBV^p(A; \mathbb{R}^d) \) for any \( p > 1 \), and
\[
\lim_{h \to \infty} \int_{S_{g_h}} \phi(g_h^+, g_h^-, \nu_{g_h}) \, d\mathcal{H}^1 = \int_{S_g} \phi(g^+, g^-, \nu) \, d\mathcal{H}^1
\]
for any continuous function \( \phi: Z \times Z \times S^1 \to \mathbb{R}_+ \) satisfying \( \phi(a, b, -\nu) = \phi(b, a, \nu) \) for all \( (a, b, \nu) \in Z \times Z \times S^1 \). In particular, \( |Dg_h|(A) \to |Dg|(A) \).

2. Description of the problem

Let \( n \in \mathbb{N} \) be a fixed natural number, and let \( \Omega \subset \mathbb{R}^2 \) be an open bounded set with Lipschitz continuous boundary, representing the domain of definition of the relevant fields in the models we deal with. Additionally, to simplify matter, we assume that \( \Omega \) is simply connected. This is convenient in our constructions where we make use of Poincaré Lemma (as in proof of Lemma 4.3). Nevertheless, this assumption can be removed with some slight additional effort in our proofs, by introducing a finite number of “cuts” \( \gamma_i \in \Omega \), such that \( \Omega \setminus \bigcup \gamma_i \) is simply connected.

2.1. The discrete lattice. For every \( \varepsilon > 0 \), we set
\[
\Omega_{\varepsilon} := \bigcup_{i \in \mathbb{Z}^2 \cap \Omega_{\varepsilon}} (i + \varepsilon Q),
\]
where \( Q = [0, 1]^2 \) is the unit square. Moreover we set \( \Omega_{\varepsilon}^0 := \varepsilon \mathbb{Z}^2 \cap \Omega_{\varepsilon} \), and \( \Omega_{\varepsilon}^0 := \{(i, j) \in \Omega_{\varepsilon}^0 \times \Omega_{\varepsilon}^0 : |i - j| = \varepsilon, [i, j] \subset \Omega_{\varepsilon} \} \), where \([i, j]\) denotes the (closed) segment joining \( i \) and \( j \). These objects represent the reference lattice and the class of nearest neighbors, respectively. The cells contained in \( \Omega_{\varepsilon} \) are labeled by the set of indices \( \Omega_{\varepsilon}^2 := \{ \varepsilon \in \Omega_{\varepsilon}^0 : \varepsilon + \varepsilon Q \subset \Omega_{\varepsilon} \} \). Finally, we define the discrete boundary of \( \Omega \) as \( \partial_{d} \Omega := \partial \Omega_{\varepsilon} \cap \varepsilon \mathbb{Z}^2 \). In the following, we will extend the use of such notations to any given subset \( A \) of \( \mathbb{R}^2 \).
2.2. Discrete functions and discrete topological singularities. Here we introduce the classes of discrete functions on $\Omega^0_\varepsilon$ and a notion of discrete topological singularity. We first set

$$\mathcal{AF}_\varepsilon(\Omega) := \{\psi: \Omega^0_\varepsilon \to \mathbb{R}\},$$

and we introduce the class of admissible fields from $\Omega^0_\varepsilon$ to the set $S^1$ of unit vectors in $\mathbb{R}^2$

$$\mathcal{AXY}_\varepsilon(\Omega) := \{w: \Omega^0_\varepsilon \to S^1\}.$$

For any $\psi \in \mathcal{AF}_\varepsilon(\Omega)$, $w \in \mathcal{AXY}_\varepsilon(\Omega)$, and for any $(i, j) \in \Omega^1_\varepsilon$ we set

$$d\psi(i, j) := \psi(j) - \psi(i), \quad dw(i, j) := w(j) - w(i).$$

Following the formalism in [5], we introduce a notion of discrete vorticity for any given function $\psi \in \mathcal{AF}_\varepsilon(\Omega)$. To this purpose, let $P: \mathbb{R} \to \mathbb{Z}$ be defined as follows

$$P(t) = \arg\min \{|t - s|: s \in 2\pi\mathbb{Z}\},$$

with the convention that, if the argmin is not unique, then $P(t)$ is the smallest one. Let $\psi \in \mathcal{AF}_\varepsilon(\Omega)$ be fixed. For every $(i, j) \in \Omega^1_\varepsilon$, we define the signed distance of the discrete gradient of $\psi$ from $2\pi\mathbb{Z}$, as

$$d^{el}\psi(i, j) := \begin{cases} 
        d\psi(i, j) - P(d\psi(i, j)) & \text{if } i \leq j \\
        d\psi(i, j) + P(d\psi(j, i)) & \text{if } j \leq i,
\end{cases}$$

where $i \leq j$ means that $i_l \leq j_l$ for $l \in \{1, 2\}$. Notice that by definition $d^{el}\psi(i, j) = -d^{el}\psi(j, i)$ for all $(i, j) \in \Omega^1_\varepsilon$. For every $i \in \Omega^1_\varepsilon$ we define the discrete vorticity of the cell $i + \varepsilon Q$ as

$$\alpha_\psi(i) := \frac{1}{2\pi} \left( d^{el}\psi(i, i + \varepsilon e_1) + d^{el}\psi(i + \varepsilon e_1, i + \varepsilon e_1 + \varepsilon e_2) + d^{el}\psi(i + \varepsilon e_1 + \varepsilon e_2, i + \varepsilon e_2) + d^{el}\psi(i + \varepsilon e_2, i) \right).$$

One can easily see that the vorticity $\alpha_\psi$ takes values in $\{-1, 0, 1\}$.

Stokes’ Theorem in our discrete setting reads as follows. Let $A \subset \Omega$ with $A_\varepsilon$ bounded and simply connected. Set $L := \frac{1}{2}\partial_\varepsilon A$ and let $\partial_\varepsilon A := \{i^1, \ldots, i^L\}$, with $(i^l, i^{l+1}) \in A^1_\varepsilon$ for any $l = 1, \ldots, L - 1$, and notice that $(i^L, i^1) \in A^1_\varepsilon$. Then, for any $\psi \in \mathcal{AF}_\varepsilon(\Omega)$, it holds

$$\sum_{i = 1}^{L-1} d^{el}\psi(i, i^{l+1}) + d^{el}\psi(i^{L}, i^1) = 2\pi \sum_{i \in A^1_\varepsilon} \alpha_\psi(i).$$

We define the vorticity measure $\mu(\psi)$ as follows

$$\mu(\psi) := \pi \sum_{i \in \Omega^2_\varepsilon} \alpha_\psi(i) \delta_{l + \frac{1}{2}(e_1 + e_2)}.$$

Let $A \subset \mathbb{R}^2$. For any $\mu = \pi \sum_{i = 1}^N d_i \delta_{x_i}$, with $N \in \mathbb{N}$, $d_i \in \mathbb{Z} \setminus \{0\}$ and $x_i \in A$, the flat norm of $\mu$ is defined as

$$\|\mu\|_{\text{flat}} := \sup_{\|\eta\|_{W^{1,1}(\Omega)} \leq 1} \langle \mu, \eta \rangle.$$

Whenever it will be convenient, we will declare the domain $A$ of the test functions $\eta$ in the definition of the flat norm by writing $\|\mu\|_{\text{flat}(A)}$ instead of $\|\mu\|_{\text{flat}}$. We will denote by $\mu_n \rightharpoonup \mu$ the flat convergence of $\mu_n$ to $\mu$. 
It is well-known that the flat norm of $\mu$ is related to integer 1-currents $T$ with $\partial T = \mu$ and having minimal mass (for the theory and terminology of integer currents we refer the reader to [26]). More precisely, by [26] Section 4.1.12 (see also [5 formula (6.1)]) there holds
\[
\min_{\partial T = \mu} |T| = \sup_{\eta \in \text{Lip}^1(A)} (\mu, \eta),
\]
where $\text{Lip}^1(A)$ is the set of functions $\eta$ with $\sup_{x, y \in A, y \neq x} \frac{|\eta(y) - \eta(x)|}{|y - x|} \leq 1$. Since for every $\eta \in W^{1, \infty}_0(A)$ we have
\[
\sup_{x, y \in A, y \neq x} \frac{|\eta(y) - \eta(x)|}{|y - x|} \leq \|\eta\|_{W^{1, \infty}_0(A)} \leq (1 + \text{diam}(\Omega)) \sup_{x, y \in A, y \neq x} \frac{|\eta(y) - \eta(x)|}{|y - x|},
\]
we deduce that
\[
\min_{\partial T = \mu} |T| \geq \|\mu\|_{\text{nat}} \geq \frac{1}{1 + \text{diam}(\Omega)} \min_{\partial T = \mu} |T|.
\]

2.3. The discrete energy. Here we will introduce a class of energy functionals defined on $\mathcal{AF}_\varepsilon(\Omega)$. Let $f: \mathbb{R} \to \mathbb{R}^+$ be a continuous $2\pi$-periodic function such that
\begin{align*}
(i) & \quad f(t) = 0 \text{ if and only if } t \in 2\pi \mathbb{Z}; \\
(ii) & \quad f(t) \geq 1 - \cos t \text{ for any } t \in \mathbb{R}; \\
(iii) & \quad f(t) = \frac{t^2}{2} + O(t^3) \text{ as } t \to 0.
\end{align*}
and set $f^{(n)}(t) := f(nt)$. For any fixed $\varepsilon > 0$, we consider the pairwise interaction potentials $f^{(n)}_\varepsilon : \mathbb{R} \to \mathbb{R}^+$ defined by
\[
f^{(n)}_\varepsilon(t) := f^{(n)}(t) \vee \varepsilon \sum_{k \in \mathbb{Z}} \chi((\frac{t}{\varepsilon} + 2k\pi, -\frac{t}{\varepsilon} + (2k+2)\pi))(t).
\]
We stress that the analysis done in this paper might be extended with minor changes to a larger class of potentials such as the smooth ones considered in [31].

For any $\varphi \in \mathcal{AF}_\varepsilon(\Omega)$, we define
\[
\mathcal{F}_\varepsilon^{(n)}(\varphi) := \frac{1}{2} \sum_{(i, j) \in \Omega^1_\varepsilon} f^{(n)}(\varphi(j) - \varphi(i)).
\]
For the convenience of the reader, we now introduce two additional energy functionals, which will be useful in the proof of our main result. We define
\[
\mathcal{F}_\varepsilon^{\text{sym}}(\varphi) := \frac{1}{2} \sum_{(i, j) \in \Omega^1_\varepsilon} f(\varphi(j) - \varphi(i)), \quad \text{for any } \varphi \in \mathcal{AF}_\varepsilon(\Omega),
\]
\[
XY_\varepsilon(\varphi) := \frac{1}{4} \sum_{(i, j) \in \Omega^1_\varepsilon} |\varphi(j) - \varphi(i)|^2, \quad \text{for any } \varphi \in \mathcal{AX}_\varepsilon(\Omega).
\]
Let $\varphi \in \mathcal{AF}_\varepsilon(\Omega)$ and set $\varphi := n\varphi$, $u_\varphi := e^{i\varphi}$ and $v_\varphi := e^{i\varphi} = u_\varphi^n$. By (ii), we have that
\[
\mathcal{F}_\varepsilon^{(n)}(\varphi) \geq \mathcal{F}_\varepsilon^{\text{sym}}(\varphi) \geq \frac{1}{2} \sum_{(i, j) \in \Omega^1_\varepsilon} (1 - \cos(\varphi(j) - \varphi(i))) = XY_\varepsilon(v_\varphi).
In the following we will consider also the localized version of the energy $\mathcal{F}_\varepsilon^{(n)}(\varphi)$, defined for any set $D \subset \Omega$ by

$$\mathcal{F}_\varepsilon^{(n)}(\varphi, D) := \frac{1}{2} \sum_{(i,j) \in D} f_\varepsilon^{(n)}(\varphi(j) - \varphi(i)).$$

The localized versions of the energies $\mathcal{F}_\varepsilon^{\text{sym}}(\cdot)$ and $\text{XY}_\varepsilon(\cdot)$ on a set $D \subset \Omega$ are analogously defined and are denoted by $\mathcal{F}_\varepsilon^{\text{sym}}(\cdot, D)$ and $\text{XY}_\varepsilon(\cdot, D)$, respectively.

2.4. Extensions of the discrete functions. Here we introduce the extensions of our discrete order parameters to the whole domain.

In order to extend the discrete functions from $\Omega^0_\varepsilon$ to the whole $\Omega$, we will use two types of interpolations depending on whether the function is scalar or vector valued. To this purpose, we consider the triangulation defined by the following sets:

$$\{T^-_i\}_{i \in \Omega^2_\varepsilon} := \{\text{Co}(i, i + \varepsilon e_1, i + \varepsilon e_1 + \varepsilon e_2)\}_{i \in \Omega^2_\varepsilon},$$

$$\{T^+_i\}_{i \in \Omega^2_\varepsilon} := \{\text{Co}(i, i + \varepsilon e_1 + \varepsilon e_2, i + \varepsilon e_2)\}_{i \in \Omega^2_\varepsilon},$$

where, for any $i, j, k \in \mathbb{R}^2$, $\text{Co}(i, j, k)$ denotes their convex envelope. Let $w \in A\mathcal{X}\mathcal{Y}_\varepsilon(\Omega)$. According to (2.12), we define the piecewise affine interpolations of $w$ in an as follows: for any $i = (i_1, i_2) \in \Omega^2_\varepsilon$ and for any $x = (x_1, x_2) \in i + \varepsilon Q$, we set

$$A(w)(x) := \begin{cases} w(i) + \frac{d w(i, i + \varepsilon e_1)}{\varepsilon} (x_1 - i_1) + \frac{d w(i + \varepsilon e_1, i + \varepsilon e_1 + \varepsilon e_2)}{\varepsilon} (x_2 - i_2), & \text{if } x \in T^-_i, \\ w(i) + \frac{d w(i + \varepsilon e_2, i + \varepsilon e_1 + \varepsilon e_2)}{\varepsilon} (x_1 - i_1) + \frac{d w(i + \varepsilon e_2, i + \varepsilon e_2)}{\varepsilon} (x_2 - i_2), & \text{if } x \in T^+_i. \end{cases}$$

One can easily check that, for any open set $D \subset \Omega$ and for any $w \in A\mathcal{X}\mathcal{Y}_\varepsilon(\Omega)$,

$$\text{XY}_\varepsilon(w, D) \geq \frac{1}{2} \int_{D^c} |\nabla A(w)|^2 \, dx.$$

Let $\varphi \in A\mathcal{F}_\varepsilon(\Omega)$. We say that $(i, j) \in \Omega^2_\varepsilon$ is a jump pair of $\varphi$, if $\text{dist}(\varphi(i), \varphi(j), 2\pi \mathbb{Z}) > \frac{\varepsilon}{2}$ and we denote by $J\mathcal{P}_\varepsilon$ the set of jump pairs of $\varphi$. Furthermore we say that $i + \varepsilon Q (i \in \Omega^2_\varepsilon)$ is a jump cell, if $(j, k)$ is a jump pair of $\varphi$ for some bond

$$(j, k) \in \{(i, i + \varepsilon e_1), (i + \varepsilon e_1, i + \varepsilon e_1 + \varepsilon e_2), (i + \varepsilon e_2, i + \varepsilon e_1 + \varepsilon e_2), (i, i + \varepsilon e_2)\}.$$

We denote by $J\mathcal{C}_\varepsilon$ the set of jump cells of $\varphi$.

Now, recalling that $u_\varphi = e^{i\varphi}$, we set

$$\hat{u}_\varphi(x) := \begin{cases} u_\varphi(i) & \text{if } x \in i + \varepsilon Q \text{ with } i + \varepsilon Q \in J\mathcal{C}_\varepsilon, \\ A(u_\varphi) & \text{otherwise in } \Omega_\varepsilon. \end{cases}$$

Finally, recalling that $v_\varphi = e^{i\varepsilon \varphi}$, we set $\hat{v}_\varphi := A(v_\varphi)$. With a little abuse of notations we identify the functions $\hat{u}_\varphi$ and $\hat{v}_\varphi$ with $L^1$ functions defined on $\Omega$, just by extending them to 0 in $\Omega \setminus \Omega_\varepsilon$.

3. The main result

In this section we state our $\Gamma$-convergence result for the energies $\mathcal{F}_\varepsilon^{(n)}$ defined in (2.8). To this purpose, we precisely define its $\Gamma$-limit $\mathcal{F}_0^{(n)}$. As mentioned in the Introduction (0.4), the functional $\mathcal{F}_0^{(n)}$ is given by the sum of three terms: the renormalized energy $\mathcal{W}$, representing the energy far from the limit singularities, the core energy $\gamma$, and the anisotropic surface term measuring the length of the string defects.
3.1. The $\Gamma$-limit. We start by defining the renormalized energy $W$. Fix $M \in \mathbb{N}$, we set

$$W_M := \{ v \in W^{1,1}(\Omega; S^1) : Jv = \pi \sum_{i=1}^{M} d_i \delta_{x_i} \text{ for some } d_i \in \{-1, 1\}, x_i \in \Omega$$

with $x_i \neq x_j$ for $i \neq j$, and $v \in H^1_{\text{loc}}(\Omega \setminus (\text{supp } Jv); S^1)\},$

where $Jv$ denotes the distributional Jacobian of $v = (v_1, v_2)$ (see for instance [30]), defined by

$$Jv = \text{div}(v_1 \partial_{x_2} v_2, -v_1 \partial_{x_1} v_2).$$

As shown in [5], if $v \in W_M$ with $Jv := \pi \sum_{i=1}^{M} d_i \delta_{x_i}$, then the function

$$w(\sigma, \Omega) := \frac{1}{2} \int_{\Omega \cup \bigcup_{i=1}^{M} B_{\sigma}(x_i)} |\nabla v|^2 \, dx - M\pi |\log|\sigma|$$

is monotonically decreasing with respect to $\sigma$. Therefore, it is well defined the functional $W : W_M \to \mathbb{R}$ given by

$$W(v) := \lim_{\sigma \to 0} w(\sigma, \Omega).$$

We introduce also the localized version of the energy $W$. For any open $D \subseteq \Omega$ with $\text{supp } Jv \subseteq D$, we consider $w(v, D)$ defined as in (3.2) with $\Omega$ replaced by $D$, and set

$$W(v, D) := \lim_{\sigma \to 0} w(\sigma, D).$$

Remark 3.1. Set

$$W_M := \{ v \in H^1_{\text{loc}}(\Omega \setminus (\bigcup_{i=1}^{M} \{x_i\}); S^1) \text{ for some } x_i \in \Omega$$

with $x_i \neq x_j$ for $i \neq j$, and $\deg(v, \partial B_\sigma(x_i)) = \pm 1$

for any $\sigma < \min_{i \neq j} \{\frac{1}{2} |x_i - x_j|, \text{dist}(x_i, \partial \Omega)\}\},$

where $\deg(v, \partial B_\sigma(x_i))$ denotes the degree of $v$ on $\partial B_\sigma(x_i)$ (see for instance [20], [7]).

As shown in [5], the renormalized energy $W(v)$ in (3.3) is well defined for any $v \in W_M$. Moreover, by [5] Remark 4.4, if $W(v) < +\infty$, then the Dirichlet energy of $v$ is uniformly bounded on all diadic annuli around each $x_i$. By using Hölder inequality (on each diadic annulus) we obtain that $v \in W^{1,1}(\Omega; S^1)$. In particular the class of functions in $W_M$ with $W(v) < +\infty$ coincides with the class of functions in $W_M$ with $W(v) < +\infty$. Finally, we notice that if $v \in W_M$ with $W(v) < +\infty$, integration by parts easily yields

$$Jv = \pi \sum_{i=1}^{M} \deg(v, \partial B_\sigma(x_i)) \delta_{x_i}.$$
where $F_{\gamma}$ is defined in (2.9) and $\theta(x)$ denotes the angular polar coordinate for any $x \in \mathbb{R}^2 \setminus \{0\}$. Moreover, we set

$$\gamma := \lim_{\varepsilon \to 0} \gamma(\varepsilon, \sigma) - \pi |\log \frac{\varepsilon}{\sigma}|.$$  

(3.7)

By [5, Theorem 4.1] the above limit exists, is finite and does not depend on $\sigma$.

Finally, for any $M \in \mathbb{N}$, we define the domain of the $\Gamma$-limit as

$$D_M^n := \{ u \in SBV(\Omega; \mathbb{S}^1) : u^n \in D_M, u \in \mathcal{SBV}_{loc}^2(\Omega \setminus (\text{supp } Ju^n); \mathbb{S}^1),$$

$$\mathcal{H}^1(S_u) < +\infty \} ,$$

(3.8)

and for any $u \in D_M^n$ we set

$$F_0^{(n)}(u) := W(u^n) + M \gamma + \int_{S_u} |\nu_u|_1 \text{d}\mathcal{H}^1,$$

(3.9)

where, for any $\nu = (\nu_1, \nu_2) \in \mathbb{R}^2$, $|\nu|_1 := |\nu_1| + |\nu_2|$ denotes the 1-norm of $\nu$.

### 3.2. The $\Gamma$-convergence result.

We are now in a position to state our $\Gamma$-convergence result. We recall that the assumptions on the interaction potentials $f^{(n)}$ are listed in Subsection 2.3. Moreover, given $\varphi \in \mathcal{AF}_c(\Omega)$ we recall that $\vartheta_{\varphi} := \mathbf{n} \varphi$ and $\nu_{\varphi} := e^{i\vartheta_{\varphi}}$. In order to ease the notations, for any function $\varphi \in \mathcal{AF}_c(\Omega)$, we will denote the fields $\vartheta_{\varphi}$, $u_{\varphi}$, $\hat{u}_{\varphi}$, $\nu_{\varphi}$, $\hat{\nu}_{\varphi}$ (introduced in Subsection 2.4) by $\vartheta_{\varepsilon}$, $u_{\varepsilon}$, $\hat{u}_{\varepsilon}$, $\nu_{\varepsilon}$, $\hat{\nu}_{\varepsilon}$, respectively; for the same reason, we will denote by $\mu_{\varepsilon}$ the discrete vorticity measure $\mu(\vartheta_{\varepsilon})$.

**Theorem 3.2.** Let $\mathbf{n}, M \in \mathbb{N}$ be fixed. The following $\Gamma$-convergence result holds true.

(i) (Compactness) Let $\{ \varphi_{\varepsilon} \} \subset \mathcal{AF}_c(\Omega)$ be a sequence satisfying

$$F_0^{(n)}(\varphi_{\varepsilon}) \leq M \pi |\log \varepsilon| + C,$$

(3.10)

for some $C \in \mathbb{R}$. Then, up to a subsequence, $\mu_{\varepsilon} \rightharpoonup \mu = \pi \sum_{i=1}^{N} d_i \delta_{x_i}$ with $N \in \mathbb{N}$, $d_i \in \mathbb{Z} \setminus \{0\}$, $x_i \in \Omega$, $x_i \neq x_j$ for $i \neq j$ and $\sum_{i=1}^{N} |d_i| \leq M$.

Moreover, if $\sum_{i=1}^{N} |d_i| = M$, then $|d_i| = 1$ and there exists $u \in D_M^n$ with $Ju^n = \mu$ such that, up to a further subsequence, $\hat{u}_{\varepsilon} \rightharpoonup u$ in $SBV_{loc}^2(\Omega \setminus \cup_{i=1}^{M} \{ x_i \}; \mathbb{R}^2)$.

(ii) ($\Gamma$-liminf inequality) Let $u \in D_M^n$ and let $\{ \varphi_{\varepsilon} \} \subset \mathcal{AF}_c(\Omega)$ be such that $\mu_{\varepsilon} \rightharpoonup Ju^n$ and $\hat{u}_{\varepsilon} \rightharpoonup u$ in $L^1(\Omega; \mathbb{R}^2)$. Then,

$$\liminf_{\varepsilon \to 0} F_0^{(n)}(\varphi_{\varepsilon}) - M \pi |\log \varepsilon| \geq F_0^{(n)}(u).$$

(3.11)

(iii) ($\Gamma$-limsup inequality) Given $u \in D_M^n$, there exists $\{ \varphi_{\varepsilon} \} \subset \mathcal{AF}_c(\Omega)$ such that $\mu_{\varepsilon} \rightharpoonup Ju^n$, $\hat{u}_{\varepsilon} \rightharpoonup u$ in $SBV_{loc}^2(\Omega \setminus \cup_{i=1}^{M} \{ x_i \}; \mathbb{R}^2)$ and

$$\lim_{\varepsilon \to 0} F_0^{(n)}(\varphi_{\varepsilon}) - M \pi |\log \varepsilon| = F_0^{(n)}(u).$$

(3.12)

A similar $\Gamma$-convergence result for the functional $F_{\gamma}$ has been proved in [5]. For our purposes it is convenient to present here its precise statement using our notations.
Theorem 3.3. Let $M \in \mathbb{N}$ be fixed. Let $\{\vartheta_\varepsilon\} \subset \mathcal{AF}_\varepsilon(\Omega)$ be such that $\mathcal{F}^\text{sym}_\varepsilon(\vartheta_\varepsilon) \leq M\pi|\log \varepsilon| + C$, for some $C \in \mathbb{R}$. Then, up to a subsequence, $\mu_\varepsilon \overset{\text{flat}}{\rightarrow} \mu = \pi \sum_{i=1}^N d_i \delta_{x_i}$, with $N \in \mathbb{N}$, $d_i \in \mathbb{Z} \setminus \{0\}$, $x_i \in \Omega$, $x_i \neq x_j$ for $i \neq j$ and $\sum_{i=1}^N |d_i| \leq M$; moreover, there exists a constant $\tilde{C} \in \mathbb{R}$ such that for any $i = 1, \ldots, M$ and for any $\sigma < \frac{1}{2} \text{dist}(x_i, \partial \Omega \cup \bigcup_{j \neq i} x_j)$, there holds

$$\liminf_{\varepsilon \to 0} \mathcal{F}^\text{sym}_\varepsilon(\vartheta_\varepsilon, B_\sigma(x_i)) - \pi |d_i| \log \frac{\sigma}{\varepsilon} \geq \tilde{C}. \quad (3.13)$$

In particular,

$$\liminf_{\varepsilon \to 0} \mathcal{F}^\text{sym}_\varepsilon(\vartheta_\varepsilon) - \pi |\mu|(|\Omega| \log \varepsilon) \log \frac{\sigma}{\varepsilon} \geq M\tilde{C}. \quad (3.14)$$

Furthermore, if $\sum_{i=1}^N |d_i| = M$, then

(a) $|d_i| = 1$ for any $i = 1, \ldots, M$;

(b) up to a further subsequence, $\hat{v}_\varepsilon \rightarrow v$ in $H^1_\text{loc}(\Omega \setminus (\text{supp } \mu); \mathbb{R}^2)$ for some $v \in \mathcal{D}_\mu$ with $Jv = \mu$;

(c) $\liminf_{\varepsilon \to 0} \mathcal{F}^\text{sym}_\varepsilon(\vartheta_\varepsilon, D) - M\pi|\log \varepsilon| \geq W(v, D) + M\gamma$, for any open $D \subseteq \Omega$ with $\text{supp } Jv \subset D$.

Remark 3.4. Since in [5] it is not explicitly stated that $Jv = \mu$, for the reader's convenience we provide here a short proof of this fact.

As proven in [3], if $\mathcal{F}^\text{sym}_\varepsilon(\vartheta_\varepsilon) \leq C|\log \varepsilon|$, then

$$J\hat{v}_\varepsilon - \mu_\varepsilon \overset{\text{flat}}{\rightarrow} 0 \quad \text{as } \varepsilon \to 0. \quad (3.15)$$

Now let $\mathcal{F}^\text{sym}_\varepsilon(\vartheta_\varepsilon) \leq M\pi|\log \varepsilon| + C$, $\mu_\varepsilon \overset{\text{flat}}{\rightarrow} \mu = \pi \sum_{i=1}^N d_i \delta_{x_i}$, with $|d_i| = 1$ and $x_i \in \Omega$, $x_i \neq x_j$ for $i \neq j$, and $\hat{v}_\varepsilon \rightarrow v$ in $H^1_\text{loc}(\Omega \setminus (\text{supp } \mu); \mathbb{R}^2)$ for some $v \in \mathcal{D}_\mu$. Let $\mathcal{F} := (v_1 \partial_x v_2, -v_1 \partial_y v_2)$ and let $\mathcal{F}_\varepsilon$ be analogously defined with $v$ replaced by $\hat{v}_\varepsilon$. Then, $Jv = \text{div } \mathcal{F}$, $J\hat{v}_\varepsilon = \text{div } \mathcal{F}_\varepsilon$, and $\mathcal{F}_\varepsilon \rightarrow \mathcal{F}$ in $L^1_\text{loc}(\Omega \setminus \bigcup_{i=1}^M \{x_i\}; \mathbb{R}^2)$.

Let $\sigma$ be as in (3.3) and let $\eta : \mathbb{R}_+ \rightarrow [0, 1]$ be the piecewise affine function such that $\eta = 1$ in $[0, \frac{\sigma}{2}]$, $\eta = 0$ in $[\sigma, +\infty)$ and $\eta$ is affine in $[\frac{\sigma}{2}, \sigma]$. Fix $i \in \{1, \ldots, M\}$ and set $\eta_i(x) := \eta(|x - x_i|)$ for any $x \in \Omega$. Then, in view of (3.15), we have

$$d_i = \langle \mu, \eta_i \rangle = \lim_{\varepsilon \to 0} \langle \mu_\varepsilon, \eta_i \rangle = \lim_{\varepsilon \to 0} \int_{B_\varepsilon(x_i)} J\hat{v}_\varepsilon \eta_i \, dx$$

$$= -\lim_{\varepsilon \to 0} \int_{B_\varepsilon(x_i)} \mathcal{F}_\varepsilon \cdot \nabla \eta_i \, dx = -\int_{B_\varepsilon(x_i) \setminus B_{\frac{\sigma}{2}}(x_i)} \mathcal{F}_\varepsilon \cdot \nabla \eta_i \, dx = \deg(v, \partial B_\sigma(x_i)),$$

which combined with the fact that $Jv = 0$ in $\Omega \setminus \bigcup_{i=1}^M \{x_i\}$, yields $Jv = \mu$.

4. Proof of Theorem 3.2

This section is devoted to the proof of Theorem 3.2. In what follows the letter $C$ will denote a constant in $\mathbb{R}$ that may change from line to line; if the constant $C$ will depend on some parameters $\alpha_1, \ldots, \alpha_k$ we will write $C_{\alpha_1, \ldots, \alpha_k}$. Moreover, for any $\rho > 0$, for any $D \subseteq \Omega$ open and for any $\nu = \pi \sum_{i=1}^N d_i \delta_{y_i}$, we set

$$D_\rho(\nu) := D \setminus \bigcup_{i=1}^N B_\rho(y_i). \quad (4.1)$$
4.1. Proof of (i): Compactness. By (2.11) and by (3.10), we immediately get
\begin{equation}
\mathcal{F}_\varepsilon^\text{sym}(\vartheta_\varepsilon) \leq M \pi |\log \varepsilon| + C;
\end{equation}
therefore, by Theorem 3.3, we have that, up to a subsequence, $\mu_{\varepsilon \to 0} \to \mu$ for some $\mu$ with all the desired properties. Let us assume that $\sum_{i=1}^{N} |d_i| = M$. By Theorem 3.3(a), we get that $|d_i| = 1$, and by Theorem 3.3(b), up to passing to a further subsequence, $\hat{\vartheta}_\varepsilon \to \vartheta$ in $H^1_\text{loc}(\Omega \setminus (\text{supp } \mu); \mathbb{R}^2)$ for some $v \in \mathcal{D}_M$ with some $\vartheta$.

Now we prove that $\hat{\vartheta}_\varepsilon \to \vartheta$ in $\mathcal{SBV}^2_{\text{loc}}(\Omega \setminus \cup_{i=1}^{M} \{x_i\}; \mathbb{R}^2)$, for some $u \in \mathcal{D}_M$ with $u^n = \vartheta$, and hence, in particular, $Ju^n = \mu$. Consider an increasing sequence $\{\Omega^h\}$ of open smooth sets compactly contained in $\Omega$ such that $\cup_{h \in \mathbb{N}} \Omega^h = \Omega$. Fix $h \in \mathbb{N}$ (large enough) and let $\rho > 0$ (small enough) be such that the balls $B_{2\rho}(x_i)$ are pairwise disjoint and contained in $\Omega^h$. We first prove that $\{\hat{\vartheta}_\varepsilon\}$ satisfies the upper bound \([1,1]\) in $\Omega^h_{\flat}(\rho, \mu)$, i.e., that
\begin{equation}
\sup_{\varepsilon > 0} \left\{ \int_{\Omega^h_{\flat}(\rho, \mu)} |\nabla \hat{\vartheta}_\varepsilon|^2 \, dx + \mathcal{H}^1(S_{\hat{\vartheta}_\varepsilon} \cap \Omega^h_{\flat}(\mu)) + \|\hat{\vartheta}_\varepsilon\|_{L^\infty(\Omega^h_{\flat}(\mu); \mathbb{R}^2)} \right\} < C_{\rho, h},
\end{equation}
for some constant $C_{\rho, h}$.

Let $\varepsilon > 0$ be small enough so that $\Omega^h \subset \Omega_\varepsilon$. We preliminarly notice that
\begin{equation}
|\hat{\vartheta}_\varepsilon| \leq 1 \quad \text{in } \Omega_\varepsilon^h.
\end{equation}
Moreover, (recalling the notations introduced in Subsection 2.4), we set
\begin{equation}
J_\varepsilon := \bigcup_{i+\varepsilon Q \in \mathcal{C}_{\phi_{\varepsilon}}} (i + \varepsilon Q);
\end{equation}
it is easy to check, that for any $(i, j) \in \Omega^h_\varepsilon$ with $i, j \notin J_\varepsilon$, it holds
\begin{equation}
\frac{|u_{\varepsilon}(j) - u_{\varepsilon}(i)|}{|v_{\varepsilon}(j) - v_{\varepsilon}(i)|} = \frac{1 - \cos(\phi_{\varepsilon}(j) - \phi_{\varepsilon}(i))}{1 - \cos(\phi_{\varepsilon}(j) - \phi_{\varepsilon}(i))} \leq C_n,
\end{equation}
for some $C_n > 0$. Using that $\hat{\vartheta}_\varepsilon$ is piecewise constant in $J_\varepsilon$, (2.11) and (2.13), we get
\begin{equation}
\int_{\Omega^h_{\flat}(\mu)} |\nabla \hat{\vartheta}_\varepsilon|^2 \, dx = \int_{\Omega^h_{\flat}(\mu) \setminus J_\varepsilon} |\nabla \hat{\vartheta}_\varepsilon|^2 \, dx \leq C_n \int_{\Omega^h_{\flat}(\mu) \setminus J_\varepsilon} |\nabla \hat{\vartheta}_\varepsilon|^2 \, dx
\end{equation}
\begin{equation}
\leq C_n \mathcal{X}_{\varepsilon}(v_{\varepsilon}, \Omega^h_{\flat}(\mu)) \leq C_n \mathcal{F}_\varepsilon^\text{sym}(\vartheta_\varepsilon, \Omega^h_{\flat}(\mu)) \leq C_n C_{\rho},
\end{equation}
where the last inequality is a consequence of (3.10) and (3.13) and $C_{\rho} > 0$.

We now show that
\begin{equation}
\mathcal{H}^1(S_{\hat{\vartheta}_\varepsilon}) \leq C,
\end{equation}
for some constant $C$ independent of $\rho, h$ and $\varepsilon$. First, it is easy to see that
\begin{equation}
\mathcal{H}^1(S_{\hat{\vartheta}_\varepsilon}) \leq C \varepsilon J P_{\vartheta_\varepsilon} \leq C \mathcal{F}_\varepsilon(\vartheta_\varepsilon, J_\varepsilon);
\end{equation}
then, in order to prove (4.7), it is enough to prove that $\mathcal{F}_\varepsilon(\vartheta_\varepsilon, J_\varepsilon \cap \Omega^h_{\flat}(\mu))$ is uniformly bounded with respect to $\varepsilon, \rho$ and $h$. By (3.10), (2.11) and (3.13), we
have

\begin{equation}
C \geq \mathcal{F}_\varepsilon^{(n)}(\varphi_\varepsilon) - M\pi |\log \varepsilon| \geq \sum_{i=1}^{M} (\mathcal{F}_\varepsilon^{\text{sym}}(\vartheta_\varepsilon, B_\rho(x_i)) - \pi \log \varepsilon)
\end{equation}

\begin{align*}
&+ \mathcal{F}_\varepsilon^{(n)}(\varphi_\varepsilon, \Omega_\rho^b(\mu)) - M\pi |\log \rho| \geq \bar{C} + \mathcal{F}_\varepsilon^{(n)}(\varphi_\varepsilon, \Omega_\rho^b(\mu)) - M\pi |\log \rho| \\
&\geq \bar{C} + \mathcal{F}_\varepsilon^{\text{sym}}(\varphi_\varepsilon, \Omega_\rho^b(\mu) \setminus J_\varepsilon) + \mathcal{F}_\varepsilon^{(n)}(\varphi_\varepsilon, \Omega_\rho^b(\mu) \cap J_\varepsilon) - M\pi |\log \rho| \\
&\geq \bar{C} + \frac{1}{2} \int_{\Omega_\rho^b(\mu)} |\nabla \hat{\varphi}_\varepsilon|^2 \chi_{\Omega_\rho^b(\mu)} \setminus J_\varepsilon \, dx - M\pi |\log \rho| + \mathcal{F}_\varepsilon^{(n)}(\varphi_\varepsilon, \Omega_\rho^b(\mu) \cap J_\varepsilon)
\end{align*}

Since

\begin{equation}
|J_\varepsilon| = \varepsilon^{2 \#} J_{C\varphi_\varepsilon} \leq 2\varepsilon^{2 \#} J_{P\varphi_\varepsilon} \leq C\varepsilon \mathcal{F}_\varepsilon^{(n)}(\varphi_\varepsilon) \leq C\varepsilon |\log \varepsilon|,
\end{equation}

we have $\nabla \hat{\varphi}_\varepsilon \chi_{\Omega_\rho^b(\mu)} \setminus J_\varepsilon \to \nabla v$ in $L^2(\Omega_\rho^b(\mu); \mathbb{R}^2)$. By lower semicontinuity, we obtain

\begin{align*}
\frac{1}{2} \int_{\Omega_\rho^b(\mu)} |\nabla \hat{\varphi}_\varepsilon|^2 \chi_{\Omega_\rho^b(\mu)} \setminus J_\varepsilon \, dx - M\pi |\log \rho| &\geq \\
\frac{1}{2} \int_{\Omega_\rho^b(\mu)} |\nabla v|^2 \, dx - M\pi |\log (2\rho)| - M\pi \log 2 + r(\varepsilon) &\geq \mathcal{W}(v) - M\pi \log 2 + r(\varepsilon, \rho, h),
\end{align*}

where $\lim_{\varepsilon \to 0} r(\varepsilon) = \lim_{h \to \infty} \lim_{\rho \to 0} r(\varepsilon, \rho, h) = 0$. This, together with (4.8) yields $\mathcal{F}_\varepsilon^{(n)}(\varphi_\varepsilon, \Omega_\rho^b(\mu) \cap J_\varepsilon) \leq C + r(\varepsilon, \rho, h)$ and in turn (4.7).

Therefore, by (4.4), (4.6) and (4.7), the bound (4.3) is satisfied and by Theorem 1.1 there exists a unitary field $u_{h, \rho}$ such that, up to a subsequence, $\hat{u}_\varepsilon \to u_{h, \rho}$ in $SBV^2(\Omega_\rho^b(\mu); \mathbb{R}^3)$. By a standard diagonal argument, up to a further subsequence, $\hat{u}_\varepsilon \to u$ in $SBV^2_\text{loc}(\Omega \setminus \bigcup_{i=1}^{M} \{x_i\}; \mathbb{R}^2)$, for some $u \in SBV^2_\text{loc}(\Omega \setminus \bigcup_{i=1}^{M} \{x_i\}; \mathbb{S}^1)$. Moreover, by (4.7), $H^1(S_u)$ is finite.

In order to complete the proof it remains to show that $u^n = v$. To this purpose, we set $w_\varepsilon := \hat{u}_\varepsilon^n$. Let $i \in \Omega_\rho^b$ with $i + \varepsilon Q \subset \Omega_\varepsilon \setminus J_\varepsilon$ and let $x \in T_i^+=T_i^-$ defined as in (2.12). By (4.5), we have

$$|
abla w_\varepsilon(x)|^2 \leq \frac{C_\varepsilon}{\varepsilon^2}(|d u_\varepsilon(i, i + \varepsilon e_1)|^2 + |d u_\varepsilon(i + \varepsilon e_1, i + \varepsilon e_1 + \varepsilon e_2)|^2)$$

$$\leq \frac{C_\varepsilon C_n}{\varepsilon^2}(|d v_\varepsilon(i, i + \varepsilon e_1)|^2 + |d v_\varepsilon(i + \varepsilon e_1, i + \varepsilon e_1 + \varepsilon e_2)|^2),$$

which combined with the fact that $w_\varepsilon(i) = v_\varepsilon(i)$ and the Mean Value Theorem, yields

\begin{equation}
|w_\varepsilon(x) - \hat{v}_\varepsilon(x)|^2 \leq 2(|w_\varepsilon(x) - w_\varepsilon(i)|^2 + |\hat{v}_\varepsilon(x) - v_\varepsilon(i)|^2) \leq C(|d v_\varepsilon(i, i + \varepsilon e_1)|^2 + |d v_\varepsilon(i + \varepsilon e_1, i + \varepsilon e_1 + \varepsilon e_2)|^2).
\end{equation}

Using the same argument one can show that for any $x \in T_i^+$

$$|w_\varepsilon(x) - \hat{v}_\varepsilon(x)|^2 \leq C(|d v_\varepsilon(i + \varepsilon e_2, i + \varepsilon e_1 + \varepsilon e_2)|^2 + |d v_\varepsilon(i, i + \varepsilon e_2)|^2).$$

By integrating (4.10) and (4.9), we obtain

\begin{align*}
\int_{\Omega} |w_\varepsilon(x) - \hat{v}_\varepsilon(x)|^2 \, dx &\leq \int_{\Omega_\varepsilon \setminus J_\varepsilon} |w_\varepsilon(x) - \hat{v}_\varepsilon(x)|^2 \, dx + \int_{J_\varepsilon} |w_\varepsilon(x) - \hat{v}_\varepsilon(x)|^2 \, dx \\
&\leq C\varepsilon^2 X Y C(v_\varepsilon, \Omega_\varepsilon \setminus J_\varepsilon) + C\varepsilon |\log \varepsilon|,
\end{align*}
which, sending $\varepsilon \to 0$, yields $\tilde{u}_n = w_\varepsilon \to v$ in $L^2(\Omega; \mathbb{R}^2)$. Now, since $\tilde{u}_n \to u$ in $L^1(\Omega; \mathbb{R}^2)$, we clearly have that $\tilde{u}_n \to u^n$ in $L^1(\Omega; \mathbb{R}^2)$, so that we conclude $u^n = v$.

4.2. **Proof of (ii): $\Gamma$-liminf inequality.** We can assume without loss of generality that (4.10) holds and that $F^{(n)}_\varepsilon(\varphi_\varepsilon) - M \pi |\log \varepsilon|$ converges; then, by the Compactness result (i) of Theorem 3.2, $\tilde{u}_n \to u$ in $SBV^2_{\text{loc}}(\Omega \setminus (\supp Ju^n); \mathbb{R}^2)$ for some $u \in D_M^n$. Set $\mu := Ju^n$. Since $u \in D_M^n$, $\mu = \pi \sum_{i=1}^M d_i \delta_{x_i}$ with $|d_i| = 1$ and $x_i \in \Omega$ for any $i = 1, \ldots, M$. Let $\rho > 0$ be such that the balls $B_\rho(x_i)$ are pairwise disjoint and contained in $\Omega$. As $S_u$ is rectifiable, it is contained, up to a $\mathcal{H}^1$-negligible set, in a countably union $\bigcup_{i=1}^\infty C_i$ of compact $C^1$-curves contained in $\Omega$. For every $N \in \mathbb{N}$, we define $S_u^N := S_u \cap \bigcup_{i=1}^N C_i$. Then, for any given $\delta > 0$ we define the $\delta$-tube around $S_u^N$ in $\Omega_p(\mu)$ (see Figure 3) as

$$T^{N}_{\delta,\rho} := \{x \in \Omega_p(\mu) : \text{dist}(x, S_u^N) < \delta\}.$$  

Moreover, we set $T^{N}_{\delta,\rho,\varepsilon} := (T^{N}_{\delta,\rho})_\varepsilon$. Notice that for all $\varepsilon > 0$ and for $\delta$ small enough, $\Omega \setminus T^{N}_{\delta,\rho,\varepsilon}$ has Lipschitz continuous boundary.

![Figure 3](image_url) – The blue lines represent $C^1$-curves $C_1, \ldots, C_N$ and the dashed lines represent the boundary of the tube $T^{N}_{\delta,\rho}$.

By (3.10), Theorem 3.3 (c) and using the very definition of $W$ in (3.3) and (3.4), we have that

$$\liminf_{\varepsilon \to 0} F^{(n)}_\varepsilon(\varphi_\varepsilon, \Omega) - M \pi |\log \varepsilon|$$

$$\geq \liminf_{\varepsilon \to 0} (F^{\text{sym}}_\varepsilon(\varphi_\varepsilon, \Omega \setminus T^{N}_{\delta,\rho}) - M \pi |\log \varepsilon|) + \liminf_{\varepsilon \to 0} F^{(n)}_\varepsilon(\varphi_\varepsilon, T^{N}_{\delta,\rho})$$

$$\geq W(v, \Omega \setminus T^{N}_{\delta,\rho}) + M \gamma + \liminf_{\varepsilon \to 0} F^{(n)}_\varepsilon(\varphi_\varepsilon, T^{N}_{\delta,\rho,\varepsilon})$$

$$= W(v) + M \gamma - \frac{1}{2} \int_{T^{N}_{\delta,\rho}} |\nabla v|^2 \,d x + \liminf_{\varepsilon \to 0} F^{(n)}_\varepsilon(\varphi_\varepsilon, T^{N}_{\delta,\rho,\varepsilon}).$$

We claim that

$$\int_{S_u^N \cap \Omega_p(\mu)} |\nu_u|_1 \, d \mathcal{H}^1 \leq \liminf_{\varepsilon \to 0} F^{(n)}_\varepsilon(\varphi_\varepsilon, T^{N}_{\delta,\rho,\varepsilon}).$$

Using the claim, the $\Gamma$-liminf inequality follows by sending $\varepsilon \to 0$, $\delta \to 0$, $\rho \to 0$ and $N \to +\infty$ in (4.11) and in (4.12).
It remains to prove the claim \([4.12]\). Fix \(0 < t < 1\) and let \(\Theta_t : \mathbb{R} \times \mathbb{R} \to \mathbb{R}\) be defined by

\[
\Theta_t(a, b) := \begin{cases} 
(t + \frac{1-t}{2 \sin \frac{\pi}{n}} |a - b|) & \text{if } |a - b| \leq 2 \sin \frac{\pi}{n} \\
1 & \text{if } |a - b| \geq 2 \sin \frac{\pi}{n}.
\end{cases}
\]

It is straightforward to check that \(\Theta_t\) is positive, symmetric and satisfies the triangular inequality \([1.3]\). Let \(\{A_n\}_{n \in \mathbb{N}}\) be a sequence of open sets with \(A_n \subset \overline{A_n} \subset A_{n+1}\) for all \(n \in \mathbb{N}\) and such that \(\bigcup_{n \in \mathbb{N}} A_n = T^N_{\delta, \rho}\). Since \(|u^+ - u^-| \geq 2 \sin \frac{\pi}{n}\) on \(S_u\), we have that \(\Theta_t(u^+, u^-) = 1\) on \(S_u\), whence, recalling also Theorem \([1.2]\) we get

\[
\int_{S_u \cap (\varepsilon Q)} |\nu_u|_1 \, dH^1 \leq \int_{S_u \cap \delta \sqrt{2\varepsilon} \rho} |\nu_u|_1 \, dH^1 = \int_{S_u \cap T^N_{\delta, \rho}} \Theta_t(u^+, u^-)|\nu_u|_1 \, dH^1
\]

\[
= \lim_{n \to +\infty} \int_{S_u \cap A_n} \Theta_t(u^+, u^-)|\nu_u|_1 \, dH^1 \leq \lim_{n \to +\infty} \liminf_{\varepsilon \to 0} \int_{S_u \cap A_n} \Theta_t(\hat{u}^+_{\varepsilon}, \hat{u}^-_{\varepsilon})|\nu_{\hat{u}_{\varepsilon}}|_1 \, dH^1
\]

\[
\leq \lim_{\varepsilon \to 0} \int_{S_u \cap T^N_{\delta - \sqrt{2\varepsilon} \rho, \varepsilon}} \Theta_t(\hat{u}^+_{\varepsilon}, \hat{u}^-_{\varepsilon})|\nu_{\hat{u}_{\varepsilon}}|_1 \, dH^1.
\]

Therefore, in order to get \([4.12]\) it is enough to prove that

\[
\liminf_{\varepsilon \to 0} \mathcal{F}^{(n)}_\varepsilon(\varphi, T^N_{\delta, \rho, \varepsilon}) + Ct \geq \liminf_{\varepsilon \to 0} \int_{S_u \cap T^N_{\delta - \sqrt{2\varepsilon} \rho, \varepsilon}} \Theta_t(\hat{u}^+_{\varepsilon}, \hat{u}^-_{\varepsilon})|\nu_{\hat{u}_{\varepsilon}}|_1 \, dH^1,
\]

for some \(C > 0\). To this purpose, we set

\[
T^n_{\varepsilon} := \bigcup \{i + \varepsilon Q : i \in \Omega^2_{\varepsilon}, \text{dist}(\varphi_{\varepsilon} - \varphi_{\varepsilon}(j), \frac{2n}{n} Z) > \sqrt{\varepsilon}\} \text{ for some } (j, k) \in \Omega^2_{\varepsilon} \text{ with } \{j, k\} \cap \partial (i + \varepsilon Q) \neq \emptyset.
\]

We first show that

\[
\liminf_{\varepsilon \to 0} \int_{S_u \cap T^n_{\varepsilon} \cap \Omega_\rho(\mu)} \Theta_t(\hat{u}^+_{\varepsilon}, \hat{u}^-_{\varepsilon})|\nu_{\hat{u}_{\varepsilon}}|_1 \, dH^1 = 0.
\]

Indeed, by the energy bounds \([2.11]\) and \([3.13]\), there exists \(C_\rho > 0\) such that

\[
XY_{\varepsilon}(v_\varepsilon, T^n_{\varepsilon}) \leq \mathcal{F}^{(n)}_{\varepsilon}(\varphi_{\varepsilon}, \Omega_\rho(\mu)) \leq C_\rho.
\]

Therefore, by the definition of \(T^n_{\varepsilon}\) there exists \(C > 0\) such that

\[
C \varepsilon_\varepsilon(T^n_{\varepsilon})^{-1} (1 - \cos(n\sqrt{\varepsilon}))\]

\[
\leq \varepsilon_\varepsilon\{(j, k) \in (T^n_{\varepsilon})_\varepsilon : \text{dist}(\varphi_{\varepsilon}(k) - \varphi_{\varepsilon}(j), \frac{2n}{n} Z) > \sqrt{\varepsilon}\} (1 - \cos(n\sqrt{\varepsilon}))
\]

\[
\leq XY_{\varepsilon}(v_\varepsilon, T^n_{\varepsilon}) \leq C_\rho,
\]

which by Taylor expansion yields \(\varepsilon_\varepsilon(T^n_{\varepsilon})^{-1} \to 0\) and eventually

\[
\lim_{\varepsilon \to 0} H^1(S_u \cap T^n_{\varepsilon} \cap \Omega_\rho(\mu)) = 0.
\]

Then \([4.15]\) follows by noticing that \(\Theta_t\) is uniformly bounded by 1.

Consider the map \(\mathcal{J} : (\mathbb{R}^2)_\varepsilon \to (\mathbb{R}^2)^1_{\varepsilon}\) defined by

\[
\mathcal{J}(i, i + \varepsilon e_1) = (i - \varepsilon e_2, i), \quad \mathcal{J}(i, i + \varepsilon e_2) = (i - \varepsilon e_1, i)
\]

for all \(i \in \varepsilon^2\), and \(\mathcal{J}(i, j) = -\mathcal{J}(j, i)\) for all \((i, j) \in (\mathbb{R}^2)_{\varepsilon}\). Moreover, for all \((i, j) \in (\mathbb{R}^2)_{\varepsilon}\), let \((i, j) := \mathcal{J}(i, j)\). Now, set

\[
T^N_{\delta, \rho, \varepsilon} := T^N_{\delta, \rho, \varepsilon} \setminus T^n_{\varepsilon}, \quad \hat{T}^N_{\delta - \sqrt{2\varepsilon} \rho, \varepsilon} := \hat{T}^N_{\delta - \sqrt{2\varepsilon} \rho, \varepsilon} \setminus T^n_{\varepsilon}.
\]
We show that for any \((i, j) \in (\hat{T}^N_{\delta, \rho, \varepsilon})^1_{\varepsilon}\) and for any \(x \in [i, j]\), there holds
\[
|u_\varepsilon(j) - u_\varepsilon(i)| - \sqrt[3]{\varepsilon} \leq |\hat{u}_\varepsilon^+(x) - \hat{u}_\varepsilon^-(x)| \leq |u_\varepsilon(j) - u_\varepsilon(i)| + \sqrt[3]{\varepsilon}.
\]

![Figure 4. On the left hand side: two adjacent jump cells. On the right hand side: a lower jump cell adjacent to a non-jump cell.](image)

We prove (4.17) only in the case \(j = i + \varepsilon e_1\), the proof in the case \(j = i + \varepsilon e_2\) being analogous. Notice that it is trivial whenever \(i + \varepsilon Q\) and \(i - \varepsilon e_2 + \varepsilon Q\) belong to the family of jump cells \(JC_{\varphi_\varepsilon}\) (see Figure 4), since in this case for any \(x \in [i, i + \varepsilon e_1]\)
\[
|\hat{u}_\varepsilon^+(x) - \hat{u}_\varepsilon^-(x)| = |u_\varepsilon(i) - u_\varepsilon(i - \varepsilon e_2)| = |u_\varepsilon(j) - u_\varepsilon(i)|.
\]

Analogously, (4.17) is trivial whenever both \(i + \varepsilon Q\) and \(i - \varepsilon e_2 + \varepsilon Q\) are not jump cells, since in this case \(|\hat{u}_\varepsilon^+(x) - \hat{u}_\varepsilon^-(x)| = 0\) and (recall \((i, j) \notin T^p_{\varepsilon} = 0, j \leq i + \varepsilon Q)\)
\[
|u_\varepsilon(j) - u_\varepsilon(i)| \leq \sqrt[3]{\varepsilon}.
\]

Now, without loss of generality we assume that (see Figure 4) \(i + \varepsilon Q\) is not a jump cell while \(i - \varepsilon e_2 + \varepsilon Q\) is a jump cell (the proof being fully analogous in the case that \(i - \varepsilon e_2 + \varepsilon Q\) is not a jump cell while \(i + \varepsilon Q\) is a jump cell). Furthermore, we prove only the second inequality in (4.17) since the first one follows similarly. Let \(\tilde{s} \in [0, 1]\) be such that \(x = i + \tilde{s}\varepsilon e_1\). Then, using that \(i + \varepsilon Q \subset \hat{T}^N_{\delta, \rho, \varepsilon}\) and \(i + \varepsilon Q \notin JC_{\varphi_\varepsilon}\), we have
\[
|\hat{u}_\varepsilon^+(i + \tilde{s}\varepsilon e_1) - \hat{u}_\varepsilon^-(i + \tilde{s}\varepsilon e_1)| = |u_\varepsilon(i) + \tilde{s}(u_\varepsilon(i + \varepsilon e_1) - u_\varepsilon(i)) - u_\varepsilon(i - \varepsilon e_2)|
\leq |u_\varepsilon(i) - u_\varepsilon(i - \varepsilon e_2)| + |u_\varepsilon(i + \varepsilon e_1) - u_\varepsilon(i)|
\leq |u_\varepsilon(i) - u_\varepsilon(i - \varepsilon e_2)| + 2\sin \frac{\sqrt[3]{\varepsilon}}{2} \leq |u_\varepsilon(i) - u_\varepsilon(i - \varepsilon e_2)| + \sqrt[3]{\varepsilon}.
\]

In conclusion we have proven that (4.17) holds true.

Notice now that if \((i, j) \in (\hat{T}^N_{\delta, \rho, \varepsilon})^1\), then \((i, j) \notin (T^p_{\varepsilon})^1\), and hence \((i, j) = J(i, j)\) satisfies either
\[
\text{dist}(\varphi_\varepsilon(j) - \varphi_\varepsilon(i), 2\pi \mathbb{Z}) \leq \sqrt[3]{\varepsilon}
\]

or
\[
\text{dist}(\varphi_\varepsilon(j) - \varphi_\varepsilon(i), \frac{2 l' \pi}{n}) \leq \sqrt[3]{\varepsilon},
\]

\[
\text{dist}(\varphi_\varepsilon(j) - \varphi_\varepsilon(i), 2 \pi \mathbb{Z}) \leq \sqrt[3]{\varepsilon}
\]

or
\[
\text{dist}(\varphi_\varepsilon(j) - \varphi_\varepsilon(i), \frac{2 l' \pi}{n}) \leq \sqrt[3]{\varepsilon},
\]
for some $l' \in \mathbb{Z} \setminus \mathbb{n}\mathbb{Z}$. If $(i, j)$ satisfies (4.19), then, by (4.17),
\[
\max_{x \in \{i, j\}} |\hat{u}^+_\varepsilon(x) - \hat{u}^-_\varepsilon(x)| \leq |u_\varepsilon(j) - u_\varepsilon(i)| + \sqrt{\varepsilon} = 2|\sin \frac{\varphi_\varepsilon(j) - \varphi_\varepsilon(i)}{2}| + \sqrt{\varepsilon} \leq 2\sqrt{\varepsilon}.
\]
On the other hand, if $(i, j)$ satisfies (4.20) for some $l' \in \mathbb{Z} \setminus \mathbb{n}\mathbb{Z}$, then, again by (4.17), and using Taylor expansion, for any $x \in [i, j]$ and for $\varepsilon$ sufficiently small, we have
\[
2|\sin \frac{\varphi_\varepsilon}{n}| - 2\sqrt{\varepsilon} \leq 2|\frac{\varphi_\varepsilon(j) - \varphi_\varepsilon(i)}{n}| - 2\sqrt{\varepsilon}
= |u_\varepsilon(j) - u_\varepsilon(i)| - 2\sqrt{\varepsilon} \leq |\hat{u}^+_\varepsilon(x) - \hat{u}^-_\varepsilon(x)| \leq |u_\varepsilon(j) - u_\varepsilon(i)| + 2\sqrt{\varepsilon}
\leq 2|\sin \frac{l\pi}{n}| + 2\sqrt{\varepsilon}.
\]
It follows that, if $\varepsilon$ is sufficiently small, the jump bonds of $\hat{u}_\varepsilon$ in $\tilde{T}_N^{\delta,\rho,\varepsilon}$, and, a fortiori, the jump bonds of $\hat{u}_\varepsilon$ in $\tilde{T}_N^{\delta,\sqrt{2}\rho,\varepsilon}$ lie in one of the following sets
\[
I_{\delta,\rho,\varepsilon}^*: = \{(i, j) \in (\tilde{T}_N^{\delta,\sqrt{2}\rho,\varepsilon})^1_\varepsilon : \max_{x \in \{i, j\}} |\hat{u}^+_\varepsilon(x) - \hat{u}^-_\varepsilon(x)| \leq 2\sqrt{\varepsilon}\},
\]
\[
I_{\delta,\rho,\varepsilon}^b: = \{(i, j) \in (\tilde{T}_N^{\delta,\sqrt{2}\rho,\varepsilon})^1_\varepsilon : ||\hat{u}^+_\varepsilon(x) - \hat{u}^-_\varepsilon(x)| - 2|\sin \frac{\varphi_\varepsilon}{n}| \leq 2\sqrt{\varepsilon}\}
\]
for any $x \in [i, j]$, for some $l = 1, \ldots , n - 1$.

Set
\[
E^*: = \bigcup_{(i, j) \in I_{\delta,\rho,\varepsilon}^*} [i, j], \quad E^b: = \bigcup_{(i, j) \in I_{\delta,\rho,\varepsilon}^b} [i, j].
\]
By the very definition of $\Theta_\varepsilon$ and by the uniform bound of $\mathcal{H}^1(S_{\hat{u}_\varepsilon})$ in (4.7), for $\varepsilon$ small enough we have
\[
(4.21) \quad \int_{S_{\hat{u}_\varepsilon} \cap E^*} \Theta_\varepsilon(\hat{u}^+_\varepsilon, \hat{u}^-_\varepsilon)|\nu_{u_\varepsilon}|_1 d\mathcal{H}^1 \leq (t + \frac{1}{\sin \frac{\pi}{2}}\sqrt{\varepsilon})\mathcal{H}^1(S_{\hat{u}_\varepsilon}) \leq C(t + \sqrt{\varepsilon}).
\]
In order to conclude the proof of (4.14), we first show that
\[
(4.22) \quad \liminf_{\varepsilon \to 0} \int_{S_{\hat{u}_\varepsilon} \cap E^b} \Theta_\varepsilon(\hat{u}^+_\varepsilon, \hat{u}^-_\varepsilon)|\nu_{u_\varepsilon}|_1 d\mathcal{H}^1 \leq \liminf_{\varepsilon \to 0} \mathcal{J}_\varepsilon(\varphi_\varepsilon, \tilde{T}_N^{\delta,\rho,\varepsilon}).
\]
To this purpose, we set
\[
I_{\delta,\rho,\varepsilon}^b : = \{(j, k) \in (\tilde{T}_N^{\delta,\rho,\varepsilon})^1_\varepsilon \setminus (\tilde{T}_N^{\rho\varepsilon})^1_\varepsilon : \text{dist}(\varphi_\varepsilon(k) - \varphi_\varepsilon(j), \frac{2\varepsilon}{n}) \leq \sqrt{\varepsilon}\}
\]
for some $l' \in \mathbb{Z} \setminus \mathbb{n}\mathbb{Z}$.

Notice that $\mathcal{J}(I_{\delta,\rho,\varepsilon}^b) \subset (\tilde{T}_N^{\rho\varepsilon})^1_\varepsilon$. Now we show that, for $\varepsilon$ small enough, $\mathcal{J}(I_{\delta,\rho,\varepsilon}^b) \subset I_{\delta,\rho,\varepsilon}^b$. Let $(i, j) \in I_{\delta,\rho,\varepsilon}^b$ and let $l \in 1, \ldots , n - 1$ be such that, for all $x \in [i, j]$ we have
\[
(4.23) \quad |\hat{u}^+_\varepsilon(x) - \hat{u}^-_\varepsilon(x)| \in [2\sin \frac{l\pi}{n} - 2\sqrt{\varepsilon}, 2\sin \frac{l\pi}{n} + 2\sqrt{\varepsilon}].
\]
On one hand, by (4.17) and (4.23), we have that
\[
(4.24) \quad 2\sin \frac{l\pi}{n} - 3\sqrt{\varepsilon} \leq |u_\varepsilon(j) - u_\varepsilon(i)| \leq 2\sin \frac{l\pi}{n} + 3\sqrt{\varepsilon}.
\]
On the other hand, since $(i, j) \notin (\tilde{T}_N^{\rho\varepsilon})^1_\varepsilon$, there exists $l' \in \mathbb{Z}$ such that
\[
(4.25) \quad \text{dist}(\varphi_\varepsilon(j) - \varphi_\varepsilon(i), \frac{2l'\pi}{n}) \leq \sqrt{\varepsilon}.
\]
Therefore, by (4.24) and (4.25) and Taylor expansion, it immediately follows that, for \( \varepsilon \) small enough, \( l' \in l + \mathbb{Z} \) and hence \((i, j) \in I_{\delta, \rho, \varepsilon}' \). We have concluded the proof that \( \mathcal{J}(I_{\delta, \rho, \varepsilon}') \subset I_{\delta, \rho, \varepsilon}' \).

Since the map \( \mathcal{J} \) is injective, we have

\[
\mathcal{I}_{\delta, \rho, \varepsilon}' \subset \mathcal{J}(I_{\delta, \rho, \varepsilon}') \subset I_{\delta, \rho, \varepsilon}'.
\]

Now, using that \( \Theta \leq 1 \), we obtain

\[
\int_{S_{\varepsilon}} \Theta_t(\hat{\mu}_\varepsilon^+, \hat{\mu}_\varepsilon^-)|\nu_{\hat{\mu}_\varepsilon}|_1 \, d \mathcal{H}^1 \leq \varepsilon \mathcal{I}_{\delta, \rho, \varepsilon}' \leq \mathcal{J}(I_{\delta, \rho, \varepsilon}') \leq \mathcal{J}(T^N_{\delta, \rho, \varepsilon}),
\]

which is exactly (4.22).

By (4.15), (4.21) and (4.22), we deduce

\[
\liminf_{\varepsilon \to 0} \int_{S_{\varepsilon} \cap T^N_{\delta, \rho, \varepsilon}} \Theta_t(\hat{\mu}_\varepsilon^+, \hat{\mu}_\varepsilon^-)|\nu_{\hat{\mu}_\varepsilon}|_1 \, d \mathcal{H}^1
\]

\[
= \liminf_{\varepsilon \to 0} \int_{S_{\varepsilon} \cap T^N_{\delta, \rho, \varepsilon}} \Theta_t(\hat{\mu}_\varepsilon^+, \hat{\mu}_\varepsilon^-)|\nu_{\hat{\mu}_\varepsilon}|_1 \, d \mathcal{H}^1
\]

\[
\leq \liminf_{\varepsilon \to 0} \int_{S_{\varepsilon} \cap \hat{\Sigma}^N_{\delta, \rho, \varepsilon}} \Theta_t(\hat{\mu}_\varepsilon^+, \hat{\mu}_\varepsilon^-)|\nu_{\hat{\mu}_\varepsilon}|_1 \, d \mathcal{H}^1 + C(t + \sqrt{\varepsilon})
\]

\[
\leq \liminf_{\varepsilon \to 0} \mathcal{J}(T^N_{\delta, \rho, \varepsilon}) + C t,
\]

which concludes the proof of the inequality in (4.14) and of the \( \Gamma \)-liminf inequality.

4.3. **Proof of (iii): \( \Gamma \)-limsup inequality.** We start this subsection by proving two lemmas that will be useful in the proof of the \( \Gamma \)-limsup inequality (3.12). The first lemma concerns with the first-order core energy induced by a singularity with degree \( d = \pm 1 \). We recall that \( \theta(\cdot) \) denotes the angular polar coordinate in \( \mathbb{R}^2 \setminus \{0\} \).

**Lemma 4.1.** Let \( d \in \{-1, +1\} \). For any \( \varepsilon, \sigma > 0 \), set

\[
\gamma'(\varepsilon, \sigma) := \min_{\varphi \in \mathcal{A}_{\varepsilon, \sigma}} \left\{ \mathcal{J}(\varphi, B_\sigma) : e^{i \varphi \theta(\cdot)} = e^{i d \theta(\cdot)} \text{ on } \partial_{\varepsilon} B_\sigma \right\};
\]

there holds

\[
\gamma = \limsup_{\varepsilon \to 0} \limsup_{\sigma \to 0} \gamma'(\varepsilon, \sigma) - \pi |\log \frac{\varepsilon}{\sigma}| = \liminf_{\sigma \to 0} \liminf_{\varepsilon \to 0} \gamma'(\varepsilon, \sigma) - \pi |\log \frac{\varepsilon}{\sigma}|,
\]

where \( \gamma \) is defined in (3.7).

**Proof.** We prove (4.28) only in the case \( d = 1 \), the proof in the case \( d = -1 \) being fully analogous.

By (2.11), \( \gamma'(\varepsilon, \sigma) \geq \gamma(\varepsilon, \sigma) \) for any \( \varepsilon, \sigma > 0 \), whence

\[
\liminf_{\sigma \to 0} \liminf_{\varepsilon \to 0} \gamma'(\varepsilon, \sigma) - \pi |\log \frac{\varepsilon}{\sigma}| \geq \gamma.
\]

In order to prove (4.28), it is enough to show that

\[
\gamma'(\varepsilon, \sigma) \leq \gamma(\varepsilon, \sigma) + r(\varepsilon, \sigma),
\]

where \( \limsup_{\sigma \to 0} \limsup_{\varepsilon \to 0} r(\varepsilon, \sigma) = 0 \).
To this purpose fix $\sigma > 0$. For any $\varepsilon > 0$, let $\vartheta_{\varepsilon, \sigma}$ be a solution of the minimization problem in (3.6) and set $\mu_{\varepsilon, \sigma} := \mu(\vartheta_{\varepsilon, \sigma})$. By (2.4), (for $\varepsilon < \sqrt{2}\sigma$) we have $\mu_{\varepsilon, \sigma}(B_\sigma) = 1$. Let $\vartheta'_{\varepsilon, \sigma} : (B_{2\sigma})_\varepsilon \to \mathbb{R}$ be the extension of $\vartheta_{\varepsilon, \sigma}$ defined by

$$
\vartheta'_{\varepsilon, \sigma}(i) := \begin{cases} 
\vartheta_{\varepsilon, \sigma}(i) & \text{if } i \in (B_\sigma)_\varepsilon \\
\theta(i) & \text{otherwise},
\end{cases}
$$

where $\theta$ is the angular polar coordinate. Notice that $\mu(\vartheta'_{\varepsilon, \sigma}) = \mu_{\varepsilon, \sigma}$ so that

$$(4.30) \quad \mu(\vartheta'_{\varepsilon, \sigma})(B_{2\sigma} \setminus B_\sigma) = 0 \quad \text{and} \quad \mu(\vartheta'_{\varepsilon, \sigma})(\bar{B}_{\sigma}) = 1.$$

We show that there exists $\xi \in \bar{B}_{\sigma}$ such that

$$(4.31) \quad \|\mu_{\varepsilon, \sigma} - \delta_\xi\|_{\text{flat}(B_{2\sigma})} \to 0.$$

Notice that, by standard interpolation estimates [23],

$$
\lim_{\varepsilon \to 0} \mathcal{F}^\varepsilon_{\text{sym}}(\vartheta'_{\varepsilon, \sigma}, B_{2\sigma} \setminus (B_\sigma)_\varepsilon) = \pi \log 2;
$$

therefore, for sufficiently small $\varepsilon$, we have

$$
\mathcal{F}^\varepsilon_{\text{sym}}(\vartheta'_{\varepsilon, \sigma}, B_{2\sigma}) - \pi|\log \frac{\varepsilon}{\sigma}| 
\leq \mathcal{F}^\varepsilon_{\text{sym}}(\vartheta'_{\varepsilon, \sigma}, B_{2\sigma} \setminus (B_\sigma)_\varepsilon) + \mathcal{F}^\varepsilon_{\text{sym}}(\vartheta'_{\varepsilon, \sigma}, B_\sigma) - \pi|\log \frac{\varepsilon}{\sigma}|
\leq 2\pi \log 2 + 2\gamma.
$$

By Theorem 3.3 we have that, up to a subsequence,

$$(4.32) \quad \|\mu(\vartheta'_{\varepsilon, \sigma}) - \mu\|_{\text{flat}(B_{2\sigma})} \xrightarrow{\varepsilon \to 0} 0,$$

where either $\mu \equiv 0$ or $\mu = \pi d\delta_\xi$ for some $d \in \{-1, 1\}$ and $\xi \in B_{2\sigma}$.

Since, in view of (4.30), we have $\mu(B_{2\sigma} \setminus B_\sigma) = 0$ and $\mu(\bar{B}_{\sigma}) = \pi$, we get that $\mu = \pi d\delta_\xi$ with $\xi \in B_{\sigma}$, which concludes the proof of (4.31).

By (2.6) there exist integer 1-currents $T_{\varepsilon, \sigma}$, whose support is a finite union of segments, with $\partial T_{\varepsilon, \sigma} \subseteq B_{2\sigma} = \mu_{\varepsilon, \sigma} - \delta_\xi$ and

$$(4.33) \quad \lim_{\varepsilon \to 0} |T_{\varepsilon, \sigma}| = 0.$$

Let moreover $T^\xi$ be an integer 1-current with $\partial T^\xi \subseteq B_{2\sigma} = \delta_\xi$ and $|T^\xi| \leq 4\sigma$ (such a current can be constructed, for instance, by considering an oriented segment $I^\xi$ joining $\xi$ with a point in $\partial B_{2\sigma}$).

Set $\hat{T}_{\varepsilon, \sigma} := T_{\varepsilon, \sigma} \cup T^\xi$; by construction $\partial \hat{T}_{\varepsilon, \sigma} \subseteq B_{2\sigma} = \mu_{\varepsilon, \sigma}$ and, by (4.33),

$$(4.34) \quad \limsup_{\varepsilon \to 0} |\hat{T}_{\varepsilon, \sigma}| \leq \limsup_{\varepsilon \to 0} |T_{\varepsilon, \sigma}| + \limsup_{\varepsilon \to 0} |T^\xi| \leq 4\sigma.$$

Set

$$
V := \bigcup_{i \in (B_\sigma)_\varepsilon} (i + \varepsilon Q)
$$

and $E := B_\sigma \setminus V$. Let $E_1, \ldots, E_{K_{\varepsilon, \sigma}}$ denote the connected components of $E_\varepsilon$. Let $A \subset B_{\sigma}$ be such that $A_\varepsilon$ is simply connected and $\partial A_\varepsilon \cap \text{supp} \hat{T}_{\varepsilon, \sigma} = \emptyset$. Then, it is easy to see that $\mu_{\varepsilon, \sigma}(A_\varepsilon) = 0$. By (2.4), it follows that

$$(4.35) \quad \sum_{l=1}^{L-1} d^\varepsilon \vartheta_{\varepsilon, \sigma}(i_l, i_{l+1}) + d^\varepsilon \vartheta_{\varepsilon, \sigma}(i_{L}, i_1) = 0,$$
where $L := \sharp \partial_\varepsilon A$ and $\partial_\varepsilon A := \{i^1, \ldots, i^L\}$, with $(i^l, i^{l+1}) \in A_\varepsilon^1$ for any $l = 1, \ldots, L - 1$. Therefore, it is well-defined the function $\tilde{\theta}_{\varepsilon, \sigma} : E_\varepsilon^0 \to \mathbb{R}$ constructed as follows:

For any $k = 1, \ldots, K_{\varepsilon, \sigma}$ fix $i_k^0 \in (E_k^1)^0_\varepsilon$ and for any $i \in (E_k)^0_\varepsilon$, set

$$\tilde{\theta}_{\varepsilon, \sigma}(i) := \theta_{\varepsilon, \sigma}(i_k^0) + \sum_{l=1}^L \delta_l \theta_{\varepsilon, \sigma}(i_{k}^{l-1}, i_{k}^l),$$

where $\{i_k^0, i_k^1, \ldots, i_k^L(= i)\} \subset (E_k)^0_\varepsilon$ is such that $(i_{k}^{l-1}, i_{k}^l) \in (E_k)^1_\varepsilon$ for $l = 1, \ldots, L$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure5}
\caption{Closed path in the core $B_\sigma$: The line segments denote the support of $T_{\varepsilon, \sigma}$. All cells having positive (resp., negative) vorticity $\alpha_{\varepsilon, \sigma}$ are colored red (resp., blue). It can be easily seen that any closed path in $E$ is surrounding the same amount red and blue cells, implying that the definition of $\tilde{\theta}_{\varepsilon, \sigma}$ in (4.36) is well-posed.}
\end{figure}

Indeed, by (4.35), one can easily check that $\tilde{\theta}_{\varepsilon, \sigma}(i)$ does not depend on the path $i_k^0, i_k^1, \ldots, i_k^L(= i)$ (see also Figure 5). Moreover, since for any $(i, j) \in E_\varepsilon^1$ there exists $k = 1, \ldots, K_{\varepsilon, \sigma}$ such that $(i, j) \in (E_k)^1_\varepsilon$, there holds

$$d \tilde{\theta}_{\varepsilon, \sigma}(i, j) = d \theta_{\varepsilon, \sigma}(i, j) \quad \text{for all} \quad (i, j) \in E_\varepsilon^1.$$ 

Furthermore, by the very definition of $P$, it immediately follows that

$$\tilde{\theta}_{\varepsilon, \sigma}(i) - \theta_{\varepsilon, \sigma}(i) \in 2\pi \mathbb{Z} \quad \text{for any} \quad i \in E_\varepsilon^0.$$ 

For any $i \in (B_\sigma)^0_\varepsilon$, we set

$$\tilde{\varphi}_{\varepsilon, \sigma}(i) := \begin{cases} \frac{\tilde{\theta}_{\varepsilon, \sigma}(i)}{n} & \text{if} \quad i \in E_\varepsilon^0 \\ \frac{\theta_{\varepsilon, \sigma}(i)}{n} & \text{otherwise.} \end{cases}$$

By (4.38), $\tilde{\varphi}_{\varepsilon, \sigma}$ is a competitor for the minimum problem (4.27).

In order to prove (4.29), it is enough to show that

$$\mathcal{F}_\varepsilon^{(n)}(\tilde{\varphi}_{\varepsilon, \sigma}, B_\sigma) \leq \mathcal{F}_\varepsilon^{\text{sym}}(\theta_{\varepsilon, \sigma}) + \mathcal{R}(\varepsilon, \sigma),$$

with $\limsup_{\sigma \to 0} \limsup_{\varepsilon \to 0} \mathcal{R}(\varepsilon, \sigma) = 0$.

In order to get (4.40), we first notice that by (4.37), for any $(i, j) \in E_\varepsilon^1$, there holds

$$\frac{\pi}{n} \leq \tilde{\varphi}_{\varepsilon, \sigma}(j) - \tilde{\varphi}_{\varepsilon, \sigma}(i) \leq \frac{\pi}{n}.$$
whence, using (4.38) and the very definition of $f^{(n)}_\varepsilon$ in (2.7), we obtain
\begin{equation}
(4.41) \quad \frac{1}{2} \sum_{(i,j) \in E^1_\varepsilon \setminus V^1_\varepsilon} f^{(n)}_\varepsilon(\varphi_{\varepsilon,\sigma}(j) - \varphi_{\varepsilon,\sigma}(i)) = \frac{1}{2} \sum_{(i,j) \in E^1_\varepsilon \setminus V^1_\varepsilon} f(\vartheta_{\varepsilon,\sigma}(j) - \vartheta_{\varepsilon,\sigma}(i)).
\end{equation}
Moreover, again by the definition of $f^{(n)}_\varepsilon$, we have
\begin{equation}
(4.42) \quad \frac{1}{2} \sum_{(i,j) \in V^1_\varepsilon} f^{(n)}_\varepsilon(\varphi_{\varepsilon,\sigma}(j) - \varphi_{\varepsilon,\sigma}(i)) \leq \frac{1}{2} \sum_{(i,j) \in V^1_\varepsilon} f(\vartheta_{\varepsilon,\sigma}(j) - \vartheta_{\varepsilon,\sigma}(i)) + 2\varepsilon \delta V^0_\varepsilon.
\end{equation}
Set $r(\varepsilon, \sigma) := 2\varepsilon \delta V^0_\varepsilon$, by construction and by (4.34), we have that
\begin{equation}
(4.43) \quad \limsup_{\sigma \to 0} \limsup_{\varepsilon \to 0} r(\varepsilon, \sigma) \leq C \limsup_{\sigma \to 0} \limsup_{\varepsilon \to 0} |\bar{T}_{\varepsilon,\sigma}| \leq C \limsup_{\sigma \to 0} |\bar{T}| = 0.
\end{equation}
In the end, by (4.41), (4.42) and (4.43), we get
\begin{align*}
\mathcal{F}^{(n)}_\varepsilon(\varphi_{\varepsilon,\sigma}, B_\sigma) &= \frac{1}{2} \sum_{(i,j) \in E^1_\varepsilon \setminus V^1_\varepsilon} f^{(n)}_\varepsilon(\varphi_{\varepsilon,\sigma}(j) - \varphi_{\varepsilon,\sigma}(i)) + \frac{1}{2} \sum_{(i,j) \in V^1_\varepsilon} f^{(n)}_\varepsilon(\varphi_{\varepsilon,\sigma}(j) - \varphi_{\varepsilon,\sigma}(i)) \\
&\quad + \frac{1}{2} \sum_{(i,j) \in V^1_\varepsilon} f(\vartheta_{\varepsilon,\sigma}(j) - \vartheta_{\varepsilon,\sigma}(i)) + \frac{1}{2} \sum_{(i,j) \in V^1_\varepsilon} f(\vartheta_{\varepsilon,\sigma}(j) - \vartheta_{\varepsilon,\sigma}(i)) \\
&\quad \leq \frac{1}{2} \sum_{(i,j) \in E^1_\varepsilon \setminus V^1_\varepsilon} f(\vartheta_{\varepsilon,\sigma}(j) - \vartheta_{\varepsilon,\sigma}(i)) + \frac{1}{2} \sum_{(i,j) \in V^1_\varepsilon} f(\vartheta_{\varepsilon,\sigma}(j) - \vartheta_{\varepsilon,\sigma}(i)) + r(\varepsilon, \sigma)
\end{align*}
which proves (4.40) and concludes the proof of the lemma.

\hfill \Box

Remark 4.2. For any $y \in \mathbb{R}^2$, set
\begin{equation}
(4.44) \quad \gamma^y(\varepsilon, \sigma) := \min_{\varphi \in \mathcal{A}_\varepsilon(\varphi, B_\sigma(y)) \cap \mathcal{E}^{\text{adm}}(\varphi)} \left\{ \mathcal{F}^{(n)}_\varepsilon(\varphi, B_\sigma(y)) : e^{\text{int}}(\varphi(\cdot)) = e^{\text{int}}(\cdot - y) \text{ on } \partial_e B_\sigma(y) \right\};
\end{equation}

it is easy to check that for any $y \in \mathbb{R}^2$
\begin{equation}
\gamma = \limsup_{\varepsilon \to 0} \limsup_{\sigma \to 0} \gamma^y(\varepsilon, \sigma) - \pi |\log \frac{x}{R}| = \liminf_{\varepsilon \to 0} \liminf_{\sigma \to 0} \gamma^y(\varepsilon, \sigma) - \pi |\log \frac{x}{R}|,
\end{equation}
where $\gamma$ is defined in (3.7).

Now we pass to a lemma which allows to deal with the far-field energy, i.e., with the energy outside suitable balls centered in the limit singularities. To this purpose, for any $u \in \mathcal{D}^n_M$, we denote, as usual, $J_u$ by $\mu = \pi \sum_{i=1}^M d_i \delta_{x_i}$, (see (3.1) and (3.8)). Moreover, we recall that for any $D \subset \Omega$ open and for any $\rho > 0$, $D_\rho(\mu)$ is defined according to (4.1).

Lemma 4.3. Let $u \in \mathcal{D}^n_M$ and let $\Gamma_1, \ldots, \Gamma_M$ be pairwise disjoint segments such that $\Gamma_i$ joins $x_i$ with $\partial \Omega$ and $H^1(\Gamma_i \cap S_u) = 0$ for any $i = 1, \ldots, M$. Fix $\rho > 0$, and set $D^i_\rho(\mu) := \Omega_\rho(\mu) \setminus \bigcup_{i=1}^M \Gamma_i$. Then, there exist $w \in H^1(D^i_\rho(\mu))$ with $|w| = \pm \frac{2\pi}{n}$ on each $\Gamma_i$ and $\psi \in SBV(\Omega_\rho(\mu); \mathbb{Z})$, such that $\varphi := \psi + w$ is a lifting of $u$ in $\Omega_\rho(\mu)$, i.e., $e^{\varphi} = u$. In particular, for any $i = 1, \ldots, M$
\begin{equation}
(4.45) \quad ([|\psi| + |w|])_{\Gamma_i} \in 2\pi \mathbb{Z}.
\end{equation}
Moreover, there exist two sequences \( \{w_h\} \subset C^\infty(\Omega_p^T(\mu)) \) with \( w_h = w \) and \( \{\psi_h\} \subset SBV(\Omega_p(\mu); \mathbb{Z}) \) with polyhedral jump set \( S_{\psi_h} \), such that, setting \( \varphi_h := \psi_h + w_h \), the following properties are satisfied:

1. \( w_h \to w \) in \( H^1(\Omega_p^T(\mu)) \);
2. \( \psi_h \to \psi \) in \( SBV(\Omega_p(\mu)) \);
3. \( \lim_{h \to 0} \int_{S_{\varphi_h}} \phi(\varphi^+,\varphi^-,\nu_{\varphi_h}) \, d\mathcal{H}^1 = \int_{S_\varphi} \phi(\varphi^+,\varphi^-,\nu_\varphi) \, d\mathcal{H}^1 \) for any bounded and continuous integrand \( \phi: \mathbb{R}^2 \times \mathbb{R}^2 \times S^1 \to \mathbb{R}^+ \) satisfying \( \phi(a,b,\nu) = \phi(b,a,-\nu) \) for all \( (a,b,\nu) \in \mathbb{R}^2 \times \mathbb{R}^2 \times S^1 \).

Proof. We will prove the lemma in five steps.

**Step 1: Construction of \( w \) and \( \psi \).** Let \( \bar{\varphi} \in SBV_{loc}(\Omega \setminus \bigcup_{i=1}^M \{x_i\}) \cap SBV(\Omega) \) be a lifting of \( u \). Such a lifting always exists in virtue of \([25, \text{Remark 4}]\). By \([14, \text{Chapter 1}]\), we have that \( \nabla \bar{\varphi} \) is a conservative vector field on \( \Omega_p^T(\mu) \), and hence there exists a function \( w \in H^1(\Omega_p^T(\mu)) \) such that \( \nabla w = \nabla \bar{\varphi} \mathbb{I}_{\Omega_p^T(\mu)} \). Moreover, using that \( J u \mathbb{n} = \mu \) one can easily show that for any \( i = 1, \ldots, M \)

\[ [w]_{\mathbb{L}} \Gamma_i = \pm \frac{2\pi}{n} d_i, \]

the sign depending on the orientation of the normal to \( \Gamma_i \). Since \( \nabla(\bar{\varphi} - w) = 0 \) in \( \Omega_p^T(\mu) \), there exists a Caccioppoli partition \( \{U_i\}_{i \in \mathbb{N}} \) of \( \Omega_p(\mu) \) subordinated to \( S_{\bar{\varphi}} \cup \bigcup_{i=1}^M \Gamma_i \), such that

\[ \bar{\varphi} - w = \sum_{i \in \mathbb{N}} c_i \chi_{U_i} \quad \text{in} \quad \Omega_p(\mu), \]

for some \( c_i \in \mathbb{R} \). By \([4.46]\) and by the fact that \( u^\mathbb{n} \in H^1(\Omega_p(\mu); S^1) \), it follows that there exists a constant \( c \) such that \( c - c \in \frac{2\pi}{n} \mathbb{Z} \) for any \( l \in \mathbb{N} \). Up to replacing \( w \) with \( w + c \), we can always assume that \( c_l \in \frac{2\pi}{n} \mathbb{Z} \). For any \( j = 1, \ldots, n - 1 \) we set

\[ E_j := \bigcup_{i \in \mathbb{N}}: c_l \in \frac{2\pi}{n} j + 2\pi \mathbb{Z} \].

Set moreover \( \psi := \sum_{j=1}^{n-1} \frac{2\pi}{n} j \chi_{E_j} \). By construction

\[ \mathcal{H}^1(S_{\psi}) \leq \mathcal{H}^1(S_u) + \sum_{i=1}^M \mathcal{H}^1(\Gamma_i) < +\infty. \]

Moreover, again by construction, \( \psi + w - \bar{\varphi} \in 2\pi \mathbb{Z} \); therefore, \( \varphi := \psi + w \) is a lifting of \( u \), and \([4.45]\) is satisfied.

**Step 2: Approximation of \( w \).** By \([4.46]\), the function \( z := e^{iux} \) belongs to \( H^1(\Omega_p(\mu); S^1) \). Therefore, by \([11]\), there exists \( \{z_h\} \subset C^\infty(\Omega_p(\mu); S^1) \) such that \( z_h \to z \) in \( H^1(\Omega_p(\mu); \mathbb{R}^2) \). It is well known (see for instance \([19]\)) that for \( h \) sufficiently large \( \deg(z_h, \partial B_{\bar{x}}(x_i)) = d_i \) for any \( i = 1, \ldots, M \). Since \( \Omega \) is simply connected, also \( \Omega_p^T(\mu) \) is and hence there exists \( \{\zeta_h\} \subset C^\infty(\Omega_p^T(\mu)) \) such that \( z_h = e^{i\zeta_h} \). Recalling that \( \|z_h - z\|_{H^1(\Omega_p(\mu); \mathbb{R}^2)} \to 0 \), we have that \( \|z_h \bar{z} - 1\|_{H^1(\Omega_p(\mu); \mathbb{C})} \to 0 \) (where we have identified \( \mathbb{R}^2 \) with \( \mathbb{C} \)) and hence

\[ \|\nabla(\zeta_h - nx)\|_{L^2(\Omega_p(\mu); \mathbb{C})} = \|\nabla(z_h \bar{z})\|_{L^2(\Omega_p(\mu); \mathbb{C})} \to 0; \]
this fact, combined with Poincaré inequality, yields
\[
\left\| \zeta_h - \frac{\int_{\Omega^F_\mu} \zeta_h}{n} - n \int_{\Omega^F_\mu} w - nw \right\|_{L^2(\Omega^F_\mu; \mathbb{R}^2)} \to 0.
\]
For any \( h \in \mathbb{N} \) set
\[
w_h := \frac{\zeta_h - \int_{\Omega^F_\mu} \zeta_h}{n} + \int_{\Omega^F_\mu} w;
\]
then, \( \{w_h\} \subset C^\infty(\Omega^F_\mu), \ |w_h| = |w| \) and (i) is satisfied.

**Step 3: Approximation of** \( \psi \). For every \( i = 1, \ldots, M \), we denote by \( p_i \) the intersection point of \( \Gamma_i \) with \( \partial \Omega \) and by \( n_i \) a (fixed) unit normal vector to \( \Gamma_i \). Fix \( \eta > 0 \). For any \( \xi > 0 \) and for any \( i = 1, \ldots, M \), we set
\[
\mathrm{Rect}_i(\xi, \eta) := \{ x_i + an_i + b \frac{x_i - x_i}{|x_i - x_i|} : -\xi \leq a \leq \xi, \rho + \eta \leq b \leq H^1(\Gamma_i) - \eta \},
\]
\[
L^\text{right}_i(\xi) := \{ x_i + \xi n_i + b \frac{x_i - x_i}{|x_i - x_i|} : \rho + \eta \leq b \leq H^1(\Gamma_i) - \eta \},
\]
\[
L^\text{left}_i(\xi) := \{ x_i - \xi n_i + b \frac{x_i - x_i}{|x_i - x_i|} : \rho + \eta \leq b \leq H^1(\Gamma_i) - \eta \}.
\]
Moreover, for any \( \delta > 0 \) we set
\[
\Omega^F_{\rho, \delta, \eta}(\mu) := \Omega^F_\mu \setminus \bigcup_{i=1}^M \mathrm{Rect}_i(\delta, \eta).
\]
We notice that for \( \delta > 0 \) small enough, \( \mathrm{Rect}_i(2\delta, \eta) \) are pairwise disjoint and contained in \( \Omega_\mu(\mu) \) and \( \partial \Omega^F_{\rho, \delta, \eta}(\mu) \) is Lipschitz continuous. Then, by applying Theorem \[1.3\] with \( A = \Omega^F_{\rho, \delta, \eta}(\mu), \ \Phi = \psi \bigcup \Omega^F_{\rho, \delta, \eta}(\mu) \), and \( \mathcal{Z} = \{ \frac{2j\pi}{\eta} : j = 1, \ldots, n - 1 \} \), we have that there exists a sequence \( \{ \psi_{\rho, \delta, \eta}\} \subset \text{SBV}(\Omega^F_{\rho, \delta, \eta}(\mu); \mathcal{Z}) \) such that, for any \( h \in \mathbb{N} \), \( S_{\psi_{\rho, \delta, \eta}} \) is polyhedral and the following properties are satisfied
\[
\lim_{h \to \infty} \| \psi_{\rho, \delta, \eta} - \psi \|_{L^1(\Omega^F_{\rho, \delta, \eta}(\mu))} = 0,
\]
(4.49)
\[
D\psi_{\rho, \delta, \eta} \rightharpoonup D\psi_{\bigcup \Omega^F_{\rho, \delta, \eta}(\mu)} \quad \text{as} \ h \to \infty,
\]
(4.50)
\[
\lim_{h \to \infty} \int_{S_{\psi_{\rho, \delta, \eta}}} \phi(\psi_{\rho, \delta, \eta}^+, \psi_{\rho, \delta, \eta}^-, \nu_{\psi_{\rho, \delta, \eta}}) \, d \mathcal{H}^1 = \int_{S_{\psi_{\bigcup \Omega^F_{\rho, \delta, \eta}(\mu)}}} \phi(\psi^+, \psi^-, \nu) \, d \mathcal{H}^1
\]
(4.51)
for all continuous \( \phi : \mathcal{Z} \times \mathcal{Z} \times \mathcal{S}^1 \to \mathbb{R}^+ \) satisfying \( \phi(a, b, \nu) = \phi(b, a, -\nu) \).

We now extend \( \psi_{\rho, \delta, \eta} \) from \( \Omega^F_{\rho, \delta, \eta}(\mu) \) to \( \Omega_\mu(\mu) \) by reflection along the segments \( L^\text{right}_i(\delta) \) and \( L^\text{left}_i(\delta) \) in the following manner (see also Figure \[6\]). Set
\[
\mathrm{Rect}^\text{right}_i(\delta, \eta) := \{ x_i + an_i + b \frac{x_i - x_i}{|x_i - x_i|} : 0 \leq a \leq \delta, \rho + \eta \leq b \leq H^1(\Gamma_i) - \eta \},
\]
\[
\mathrm{Rect}^\text{left}_i(\delta, \eta) := \{ x_i + an_i + b \frac{x_i - x_i}{|x_i - x_i|} : -\delta \leq a \leq 0, \rho + \eta \leq b \leq H^1(\Gamma_i) - \eta \},
\]
and let \( R^\text{right}_i(\delta, \eta) : \mathrm{Rect}^\text{right}_i(\delta, \eta) \to \mathrm{Rect}_i(2\delta, \eta) \setminus \mathrm{Rect}_i(\delta, \eta) \) be defined by
(4.52)
\[
R^\text{right}_i(\delta, \eta)(x) := x + 2 \text{dist}(x, L^\text{right}_i(\delta)n_i).
\]
Analogously, we define the reflection map $R_{i,δ}^\text{left}$. We define the extensions $\bar{\psi}_{h,δ,η}$ of $\psi_{h,δ,η}$ in $Ω_ρ(µ)$ as

$$
\bar{\psi}_{h,δ,η}(x) :=
\begin{cases}
\psi_{h,δ,η}(x) & \text{if } x \in Ω_ρ^Γ_{ρ,δ,η}(µ),
\psi_{h,δ,η}(R_{i,δ}^\text{right}(x)) & \text{if } x \in \text{Rect}_{i}^\text{right}(δ,η),
\psi_{h,δ,η}(R_{i,δ}^\text{left}(x)) & \text{if } x \in \text{Rect}_{i}^\text{left}(δ,η).
\end{cases}
$$

It is easy to see that $\bar{\psi}_{h,δ,η} ∈ SBV(Ω_ρ(µ))$ and that $S_{\bar{\psi}_{h,δ,η}}$ is polyhedral. Let $\bar{\psi}_{h,δ,η}^+$ (resp., $\bar{\psi}_{h,δ,η}^−$) denote the trace of $\bar{\psi}_{h,δ,η}$ on $∪_{i=1}^M L_{i}^\text{right}(2δ)$ (resp., $∪_{i=1}^M L_{i}^\text{left}(2δ)$). By Theorem 1.3 $|D\psi_{h,δ,ρ}| → |D(ψ_Ω^Γ_{ρ,δ,η}(µ))|$ and hence, (see for instance [27, Theorem 2.11]), we obtain

$$
\lim_{h→∞} ∥\bar{\psi}_{h,δ,η}^+ - \psi^+∥_{L^1(∪_{i=1}^M L_{i}^\text{right}(2δ))} = 0, \quad \lim_{h→∞} ∥\bar{\psi}_{h,δ,η}^− - \psi^−∥_{L^1(∪_{i=1}^M L_{i}^\text{left}(2δ))} = 0.
$$

Moreover, we also have that for any $i = 1, \ldots, M$

$$
\lim_{δ→0} ∥ψ(· ± 2δn_i) - ψ^±(·)∥_{L^1(Γ_i ∩ \text{Rect}_i(δ,η))} = 0.
$$

Set $ϕ_{h,δ,η} := \bar{\psi}_{h,δ,η} + w_h$. By construction and by (4.49),

$$
\limsup_{h→∞} ∥\bar{ϕ}_{h,δ,η} - ϕ∥_{L^1(Ω_ρ(µ))} \leq \limsup_{h→∞} ∥\bar{ϕ}_{h,δ,η} - ϕ∥_{L^1(∪_{i=1}^M \text{Rect}_i(δ,η))} \leq \frac{2(n - 1)π}{n} \sum_{i=1}^M |\text{Rect}_i(δ,η)| ≤ Cδ,
$$

for some constant $C > 0$ depending on $M$, $n$ and $Ω$. Therefore

$$
\lim_{η→0} \lim_{δ→0} ∥\bar{ϕ}_{h,δ,η} - ϕ∥_{L^1(Ω_ρ(µ))} = 0.
$$

**Step 4: Convergence of the surface energy.** In this step we prove that

$$
\lim_{η→0} \lim_{δ→0} \int_{S_ϕ_{h,δ,η}} φ(ϕ^+,ϕ^−,ν_ϕ_{h,δ,η}) dH^1 = \int_{S_ϕ} φ(ϕ^+,ϕ^−,ν_ϕ) dH^1.
$$
Now we pass to the proof of (4.56). Let \( \phi \) be as in (iii). Since by construction \( w_h, w \in H^1(\Omega^T(\mu)) \), in order to show (4.56), it is sufficient to prove

\[
\lim_{\eta \to 0} \lim_{\delta \to 0} \lim_{h \to \infty} \int_{S_{\psi,\delta,\eta} \setminus (\bigcup_{i=1}^M \Gamma_i)} \phi \left( \tilde{\psi}^+, \psi_\delta, \eta, \nu_{\tilde{\psi},\delta,\eta} \right) \, dH^1
\]

\[
= \int_{S_{\psi} \setminus (\bigcup_{i=1}^M \Gamma_i)} \phi(\psi^+, \psi_\delta, \nu_\psi) \, dH^1,
\]

\[
\lim_{\eta \to 0} \lim_{\delta \to 0} \lim_{h \to \infty} \int_{S_{\psi,\delta,\eta} \cap (\bigcup_{i=1}^M \Gamma_i)} \phi \left( \varphi^+, \psi_\delta, \eta, \nu_{\varphi,\delta,\eta} \right) \, dH^1
\]

\[
= \int_{S_{\psi} \cap (\bigcup_{i=1}^M \Gamma_i)} \phi(\varphi^+, \psi_\delta, \nu_\varphi) \, dH^1.
\]

We first show (4.57). Set \( Z := \left\{ \frac{2\pi}{n} : l = 1, \ldots, n - 1 \right\} \). Since \( \psi_{h,\delta,\eta} \) takes values in \( Z \), using (4.51), we obtain

\[
\limsup_{h \to \infty} \left| \int_{S_{\psi,\delta,\eta} \setminus (\bigcup_{i=1}^M \text{Rect}_i(\delta,\eta))} \phi \left( \tilde{\psi}^+, \psi_\delta, \eta, \nu_{\tilde{\psi},\delta,\eta} \right) \, dH^1 \right|
\]

\[
- \int_{S_{\psi} \setminus (\bigcup_{i=1}^M \text{Rect}_i(\delta,\eta))} \phi(\psi^+, \psi_\delta, \nu_\psi) \, dH^1 \right| = 0.
\]

By triangular inequality, it follows that

\[
\limsup_{h \to \infty} \left| \int_{S_{\psi,\delta,\eta} \setminus (\bigcup_{i=1}^M \Gamma_i) \setminus (\bigcup_{i=1}^M \text{Rect}_i(\delta,\eta))} \phi \left( \tilde{\psi}^+, \psi_\delta, \eta, \nu_{\tilde{\psi},\delta,\eta} \right) \, dH^1
\]

\[
- \int_{S_{\psi} \setminus (\bigcup_{i=1}^M \Gamma_i) \setminus (\bigcup_{i=1}^M \text{Rect}_i(\delta,\eta))} \phi(\psi^+, \psi_\delta, \nu_\psi) \, dH^1 \right| \leq \limsup_{h \to \infty} \int_{\bigcup_{i=1}^M (\Gamma_i \setminus \text{Rect}_i(\delta,\eta))} (\phi(\tilde{\psi}^+, \psi_\delta, \eta, \nu_{\tilde{\psi},\delta,\eta}) + \phi(\psi^+, \psi_\delta, \nu_\psi)) \, dH^1 \leq r_0(\eta),
\]

with \( \lim_{\eta \to 0} r_0(\eta) = 0 \).

For any \( i = 1, \ldots, M \), we set \( I_i(\delta, \eta) := \partial \text{Rect}_i(\delta, \eta) \setminus (L^\text{light}_i(\delta) \cup L^\text{left}_i(\delta)) \) and we denote by \( A_i(\delta, \eta) \) (resp., \( A_i(2\delta, \eta) \)) the interior of \( \text{Rect}_i(\delta, \eta) \setminus \Gamma_i \) (resp., \( \text{Rect}_i(2\delta, \eta) \setminus \Gamma_i \)). Fix \( i = 1, \ldots, M \). Again by construction and by (4.51), we have that

\[
\limsup_{h \to \infty} \int_{S_{\psi,\delta,\eta} \cap A_i(\delta,\eta)} \phi \left( \tilde{\psi}^+, \psi_\delta, \eta, \nu_{\tilde{\psi},\delta,\eta} \right) \, dH^1
\]

\[
= \int_{S_{\psi} \cap (A_i(2\delta,\eta) \setminus A_i(\delta,\eta))} \phi(\psi^+, \psi_\delta, \nu_\psi) \, dH^1 \leq \int_{S_{\psi} \cap A_i(2\delta,\eta)} \phi(\psi^+, \psi_\delta, \nu_\psi) \, dH^1 =: r_1(\delta).
\]
with $\lim_{\delta \to 0} r_1(\delta) = 0$. Moreover, since by construction $[\psi_{h,\delta,\eta}] = 0$ on $L_1^\text{right}(\delta) \cup L_1^\text{left}(\delta)$, we have

$$
\limsup_{h \to \infty} \int_{\tilde{\omega}_{h,\delta,\eta} \cap \partial \text{Rect}_i(\delta,\eta)} (\phi(\tilde{\psi}_{h,\delta,\eta}, \tilde{\psi}_{h,\delta,\eta}, \nu_{\tilde{\psi}_{h,\delta,\eta}}) + \phi(\psi^+, \psi^-, \nu_\psi)) \, d\mathcal{H}^1
\leq C \delta =: r_2(\delta)
$$

with $\lim_{\delta \to 0} r_2(\delta) = 0$. By (4.60) and (4.61), and by triangular inequality, it follows that

$$
\limsup_{h \to \infty} \int_{\tilde{\omega}_{h,\delta,\eta} \cap \partial \text{Rect}_i(\delta,\eta)} (\phi(\tilde{\psi}_{h,\delta,\eta}, \tilde{\psi}_{h,\delta,\eta}, \nu_{\tilde{\psi}_{h,\delta,\eta}}) + \phi(\psi^+, \psi^-, \nu_\psi)) \, d\mathcal{H}^1
\leq C \delta =: r_2(\delta)
$$

Then (4.57) follows by summing (4.59) and (4.62). Finally we prove (4.58). Fix $i = 1, \ldots, M$. By (4.53) and (4.54), we have

$$
\lim_{\delta \to 0} \lim_{h \to \infty} \|\varphi_h^{\pm} - \varphi^\pm\|_{L^1(\Gamma_i \cap \text{Rect}_i(\delta,\eta))} = 0;
$$

then, by Dominated Convergence Theorem, we obtain

$$
\limsup_{h \to \infty} \int_{\Gamma_i \cap \text{Rect}_i(\delta,\eta)} \phi(\varphi^+, \varphi^-, \nu_\varphi) \, d\mathcal{H}^1
\leq \limsup_{h \to \infty} \int_{\Gamma_i \cap \text{Rect}_i(\delta,\eta)} \phi(\varphi^+, \varphi^-, \nu_\varphi) \, d\mathcal{H}^1
\leq r(\delta),
$$

with $\lim_{\delta \to 0} r(\delta) = 0$. It follows that

$$
\limsup_{h \to \infty} \int_{\Gamma_i \cap \text{Rect}_i(\delta,\eta)} \phi(\varphi^+, \varphi^-, \nu_\varphi) \, d\mathcal{H}^1
\leq \limsup_{h \to \infty} \int_{\Gamma_i \cap \text{Rect}_i(\delta,\eta)} \phi(\varphi^+, \varphi^-, \nu_\varphi) \, d\mathcal{H}^1
\leq r(\delta) + 4\|\nu_\varphi\|_{L^\infty}.\]

By summing (4.64) over $i = 1, \ldots, M$, we obtain (4.58). This concludes the proof of (4.56). Step 5: Conclusion Using (4.55) and (4.56), we show that (ii) and (iii) hold true. By a standard diagonal argument in $h, \delta$ and $\eta$, there exists a sequence of functions $\psi_h := \psi_{h,\delta,\eta}(h) \in SBV(\Omega, \mu)$ with polyhedral jump set, such that $\varphi_h := \psi_h + w_h$ satisfies (iii). Moreover (ii) follows by Theorem 1.1 up to extracting a further subsequence. \qed
Remark 4.4. We notice that in Lemma 4.3(iii) the assumption that \( \phi \) is bounded can be replaced by requiring that \( \phi(a,b,u) = \Theta([a-b])\Phi(u) \), for some continuous functions \( \Theta \) and \( \Phi \). In fact, the former assumption is used only in the proof of (4.63).

Now we are in a position to prove the \( \Gamma \)-limsup inequality. We recall that for any \( u \in D_M^n \), \( J u^n = \pi \sum_{i=1}^M d_i \delta_{x_i} \), with \( |d_i| = 1 \) and \( x_i \in \Omega \). To ease the notations, for any \( i = 1, \ldots, M \), we set \( \theta_i(x) := \theta(-x_i) \), where \( \theta \) is the angular polar coordinate (with respect to the origin).

**Proof of Theorem 3.2(iii).** Without loss of generality we can assume that \( \mathcal{W}(u^n) < +\infty \) and hence there exists a constant \( C > 0 \) such that for any \( \sigma > 0 \)

\[
\frac{1}{2} \int_{\Omega_\sigma} |\nabla u^n|^2 \, dx \leq M |\log \sigma| + C.
\]

Fix \( \sigma > 0 \) and let \( C_{i,k} \) denote the annulus \( B_{2^{-k} \sigma} - B_{2^{-k-1} \sigma}(x_i) \) for any \( k \in \mathbb{N} \) and for any \( i = 1, \ldots, M \). Arguing as in the proof of [5 Theorem 4.5] (see also [7]), one can show that for any \( k \in \mathbb{N} \) there exists a unitary vector \( a_{i,k} \) such that

\[
\left\| \left( u^n - a_{i,k} \left( \frac{x-x_i}{|x-x_i|} \right) d_i \right) \right\|_{H^1(C_{i,k} ; \mathbb{R}^2)} =: r_1(i,k) \to 0 \quad \text{as} \ k \to \infty,
\]

for any lifting \( \varphi \) of \( u \) with \( \varphi \in SBV(\Omega) \cap SBV_{loc}^2(\Omega \setminus \bigcup_{i=1}^M \{ x_i \}) \) (a lifting like that exists by [25 Remark 4]). Fix \( k \in \mathbb{N} \) and let \( \{ \psi_{k,h} \}_h \) and \( \{ w_{k,h} \}_h \) be the sequences constructed in Lemma 4.3 for \( \rho = 2^{-k-2} \sigma \). For any \( h \in \mathbb{N} \), set \( \varphi_{k,h} := \psi_{k,h} + w_{k,h} \).

Let moreover \( \varphi_k = \psi_k + w_k \) be the lifting of \( u \) constructed in Lemma 4.3 with \( \rho = 2^{-k-2} \sigma \). By (4.65) and by Lemma 4.3(i), using also that \( \nabla \varphi_k(x) = \nabla w_k(x) \) for a.e. \( x \in \Omega_{2^{-k-2} \sigma}(\mu) \), it follows that

\[
\frac{1}{2} \int_{C_{i,k}} \left| \nabla \left( w_{k,h} - d_i \theta_i \right) \right|^2 \, dx \leq \int_{C_{i,k}} |\nabla w_{k,h} - \nabla w_k|^2 \, dx
\]

\[
+ \int_{C_{i,k}} \left| \nabla \left( \varphi_k - d_i \theta_i \right) \right|^2 \, dx = r(i,k,h),
\]

with \( \lim_{k \to \infty} \lim_{h \to \infty} r(i,k,h) = 0 \). By construction and recalling that \( |w_k| = \frac{2^n}{\pi} \), we have that \( \nabla (w_{k,h} - \sum_{i=1}^M d_i \theta_i) \) is a conservative field in \( \Omega_{2^{-k-2} \sigma}(\mu) \), and so for any \( i = 1, \ldots, M \) there exists a function \( \xi_{i,k,h} \in C^\infty(\Omega_{2^{-k-2} \sigma}(\mu) \setminus B_{2^{-k-2} \sigma}(x_i)) \) with null average such that

\[
\nabla \xi_{i,k,h} = \nabla \left( w_{k,h} - d_i \theta_i \right) \quad \text{in} \ B_{2^{-k+2} \sigma}(x_i) \setminus B_{2^{-k-2} \sigma}(x_i).
\]

By Poincaré inequality and by (4.66), we have

\[
\left\| \xi_{i,k,h} \right\|_{H^1(\Omega_{2^{-k-2} \sigma}(x_i) \setminus B_{2^{-k-2} \sigma}(x_i))} \leq C r(i,k,h),
\]

for some \( C > 0 \) depending only on \( \sigma \) (and not on \( k \)). Let \( \eta \in C^1 ([1/2,1];[0,1]) \) be such that \( \eta(t) = 1 \) for \( t \in [1/2,5/8] \) and \( \eta(t) = 0 \) for \( t \in [5/8,1] \), and set

\[
\tilde{\varphi}_{i,k,h}(x) := \varphi_{i,k,h}(x) - \eta(2^k \sigma^{-1} |x-x_i|) \xi_{i,k,h}(x) \quad \text{for any} \ x \in C_{i,k}.
\]


Set \( g_{i,k,h}(y) := \tilde{\varphi}_{i,k,h}(x_i + 2^{-k}\sigma y) \). By (4.67) and (4.68), it easily follows that
\[
\lim_{h \to \infty} \| \bar{g}_{i,k,h}(y) - a_{i,k}(\frac{y}{|y|}) \|_{H^1(B_1 \setminus B_{\frac{1}{2}})} = 0.
\]
We define
\[
(4.70) \quad \varphi_{k,h}(x) = \begin{cases} 
\varphi_{k,h}(x) & \text{if } x \in \Omega_{2^{-k}\sigma}(\mu) \\
\tilde{\varphi}_{i,k,h}(x) & \text{if } x \in C_{i,k} \\
\varphi_{k,h}(x) - \xi_{i,k,h}(x) & \text{if } x \in B_{2^{-k-1}\sigma}(x_i) \setminus B_{2^{-k-2}\sigma}(x_i).
\end{cases}
\]
Since \( \nabla \varphi_{k,h} = \nabla w_{k,h} \), we have that for any \( i = 1, \ldots, M \)
\[
\nabla \varphi_{k,h} = \frac{d_i}{n} \nabla \theta_i \quad \text{in } B_{2^{-k-1}\sigma}(x_i) \setminus B_{2^{-k-2}\sigma}(x_i),
\]
whence
\[
e^{im\varphi_{k,h}} = e^{id_i \theta_i} \quad \text{in } B_{2^{-k-1}\sigma}(x_i) \setminus B_{2^{-k-2}\sigma}(x_i).
\]
Moreover, for any \( i = 1, \ldots, M \), let \( \tilde{\varphi}_{i,k,h,\varepsilon} \in AF_\varepsilon(B_{2^{-k-1}\sigma}(x_i)) \) be a solution of the minimum problem \( \gamma(x, 2^{-k-1}\sigma) \) with \( \tilde{\varphi}_{i,k,h,\varepsilon} = \tilde{\varphi}_{i,k,h} \) on \( \partial B_{2^{-k-1}\sigma}(x_i) \). By a standard density argument we can always assume that \( \Omega^0_\varepsilon \cap S_{\varphi_{k,h}} = \emptyset \), so we can set
\[
\varphi_{k,h,\varepsilon} := \begin{cases} 
\varphi_{k,h} & \text{in } (\Omega_{2^{-k-1}\sigma}(\mu))^0 \times (\Omega_{2^{-k-1}\sigma}(x_i))^0 \\
\tilde{\varphi}_{i,k,h,\varepsilon} & \text{in } (B_{2^{-k-1}\sigma}(x_i))^0.
\end{cases}
\]
Set \( u_{k,h,\varepsilon} := e^{i\varphi_{k,h,\varepsilon}} \) and let \( \tilde{u}_{k,h,\varepsilon} \) denote the piecewise affine interpolation of \( u_{k,h,\varepsilon} \) constructed according with (2.14). In order to conclude the proof it is enough to show
\[
(4.71) \quad \lim_{k \to \infty} \sup_{h \to \infty} \lim_{\varepsilon \to 0} \| u - \tilde{u}_{k,h,\varepsilon} \|_{L^2(\Omega_\varepsilon \setminus R^2)} = 0,
\]
\[
(4.72) \quad \lim_{k \to \infty} \sup_{h \to \infty} \lim_{\varepsilon \to 0} \| F_\varepsilon^{(n)}(\varphi_{k,h,\varepsilon}) - M|\log \varepsilon| = F_0^{(n)}(u);
\]
indeed, by (4.71), (4.72) and Theorem 1.1 using a standard diagonal argument, there exists a sequence \( \{ \varphi_{\varepsilon} \} := \{ \varphi_{k(h(\varepsilon)),h(\varepsilon),\varepsilon} \} \) satisfying (3.12) and with \( \tilde{u}_{\varepsilon} \to u \) in \( SBV_{loc}(\Omega \setminus \cup_{i=1}^M \{ x_i \}; R^2) \).

We now prove (4.71) and (4.72). To this purpose set
\[
T_{k,h,\varepsilon} := \bigcup_{\varepsilon \in (\Omega_{2^{-k-1}\sigma}(\mu))^0, (i,\varepsilon) \notin S_{\varphi_{k,h}}} \{ i + \varepsilon Q \}.
\]
By standard interpolation estimates (see for instance [23]), we have
\[
(4.73) \quad \lim_{\varepsilon \to 0} \sup_{\varepsilon \to 0} \| e^{i\varphi_{k,h}} - \tilde{u}_{k,h,\varepsilon} \|_{L^2((\Omega_{2^{-k-1}\sigma}(\mu)) \setminus T_{k,h,\varepsilon}; R^2)} = 0,
\]
which combined with Lemma 4.3 yields
\[
(4.74) \quad \lim_{k \to \infty} \sup_{h \to \infty} \lim_{\varepsilon \to 0} \| u - \tilde{u}_{k,h,\varepsilon} \|_{L^2((\Omega_{2^{-k-1}\sigma}(\mu)) \setminus T_{k,h,\varepsilon}; R^2)} = 0.
\]
Moreover, by Lemma 4.3 (for \( h \) sufficiently large)
\[
(4.75) \quad H^1(S_{\varphi_{k,h}}) \leq C \quad \text{so that } \lim_{\varepsilon \to 0} |T_{k,h,\varepsilon}| = 0.
\]
Since \( \| u - \tilde{u}_{k,h,\varepsilon} \|_{L^\infty} \leq 2 \), by (4.75)
\[
(4.76) \quad \| u - \tilde{u}_{k,h,\varepsilon} \|_{L^2(\cup_{i=1}^M B_{2^{-k+1}\sigma}(x_i); R^2)} + \| u - \tilde{u}_{k,h,\varepsilon} \|_{L^2(T_{k,h,\varepsilon}; R^2)}
\leq 2(M|B_{2^{-k+1}\sigma}| + |T_{k,h,\varepsilon}|) \to 0 \quad \text{as } \varepsilon \to 0, \ k \to \infty.
\]
Therefore, (4.71) immediately follows by (4.74) and (4.76).

Now we pass to the proof of (4.72). We set

\[ E_{k,\varepsilon} := \{ (i, j) \in \Omega^1_{\varepsilon} : [i, j] \cap \bigcup_{i=1}^M \partial C_{i,k} \neq \emptyset \}, \]

and

\[ N_{k,h,\varepsilon} := \frac{1}{2} \sum_{(i,j) \in E_{k,\varepsilon}} f^{(n)}_{\varepsilon}(\varphi_{k,h,\varepsilon}(j) - \varphi_{k,h,\varepsilon}(i)), \]

\[ N'_{k,h,\varepsilon} := \sum_{i=1}^M \left( \frac{1}{2} \sum_{(i,j) \in E_{k,\varepsilon}} f^{(n)}_{\varepsilon}(\varphi_{k,h,\varepsilon}(j) - \varphi_{k,h,\varepsilon}(i)) + \pi \log 2 \right), \]

\[ I_{k,h,\varepsilon} := \sum_{i=1}^M \left( \frac{1}{2} \sum_{(i,j) \in E_{k,\varepsilon}} f^{(n)}_{\varepsilon}(\varphi_{k,h,\varepsilon}(j) - \varphi_{k,h,\varepsilon}(i)) \right), \]

\[ I'_{k,h,\varepsilon} := \sum_{i=1}^M \left( \frac{1}{2} \sum_{(i,j) \in E_{k,\varepsilon}} f^{(n)}_{\varepsilon}(\varphi_{k,h,\varepsilon}(j) - \varphi_{k,h,\varepsilon}(i)) \right), \]

\[ I''_{k,h,\varepsilon} := \frac{1}{2} \sum_{(i,j) \in E_{k,\varepsilon}} f^{(n)}_{\varepsilon}(\varphi_{k,h,\varepsilon}(j) - \varphi_{k,h,\varepsilon}(i)). \]

We notice that

\[ (4.77) \quad f^{(n)}_{\varepsilon}(\varphi_{k,h,\varepsilon}) - M \pi |\varepsilon| = N_{k,h,\varepsilon} + N'_{k,h,\varepsilon} + I_{k,h,\varepsilon} + I'_{k,h,\varepsilon} + I''_{k,h,\varepsilon}. \]

We investigate the convergence of the terms \( N_{k,h,\varepsilon}, N'_{k,h,\varepsilon}, I_{k,h,\varepsilon}, I'_{k,h,\varepsilon}, I''_{k,h,\varepsilon} \) separately. By construction and by standard interpolation estimates, we have

\[ (4.78) \quad \lim_{k \to \infty} \lim_{h \to \infty} \lim_{\varepsilon \to 0} N_{k,h,\varepsilon} = 0. \]

By (4.69) and again by standard interpolation estimates

\[ (4.79) \quad \lim_{k \to \infty} \lim_{h \to \infty} \lim_{\varepsilon \to 0} N'_{k,h,\varepsilon} = 0. \]

By construction,

\[ (4.80) \quad \lim_{k \to \infty} \lim_{h \to \infty} \lim_{\varepsilon \to 0} I_{k,h,\varepsilon} = M \gamma. \]

By standard interpolation estimates, (4.75), and Lemma 4.3, we have

\[ (4.81) \quad \lim_{k \to \infty} \lim_{h \to \infty} \lim_{\varepsilon \to 0} I'_{k,h,\varepsilon} = W(u^n). \]

Now we prove that

\[ (4.82) \quad \lim_{k \to \infty} \lim_{h \to \infty} \lim_{\varepsilon \to 0} I''_{k,h,\varepsilon} = \int_{S_n} |\nu|_1 \, dH^1. \]

By construction, for any \((i, j) \in (T_{k,h,\varepsilon})^1\) we have

\[ \text{dist}(\varphi_{k,h,\varepsilon}(j) - \varphi_{k,h,\varepsilon}(i), \frac{2\pi}{n} \mathbb{Z}) \leq \varepsilon \|
abla \tilde{\varphi}_{k,h}\|_{L^\infty(\Omega_{2-k-1,s}^1(M))} \leq C_{k,h,\varepsilon}, \]

where the last inequality follows by the very definition of \( \tilde{\varphi}_{k,h} \) in (4.70) (see also (4.68)). Therefore, by the very definition of \( f^{(n)}_{\varepsilon} \) (see (2.7)), for \( \varepsilon \) sufficiently small
there holds
(4.83)
\[ f^{(n)}_\varepsilon(\varphi_{k,h,\varepsilon}(j) - \varphi_{k,h,\varepsilon}(i)) \leq C^2_{k,h}\varepsilon^2 \text{ if } \text{dist}(\varphi_{k,h,\varepsilon}(j) - \varphi_{k,h,\varepsilon}(i), 2\pi\mathbb{Z}) \leq C_{k,h}\varepsilon, \]
\[ f^{(n)}_\varepsilon(\varphi_{k,h,\varepsilon}(j) - \varphi_{k,h,\varepsilon}(i)) = \varepsilon \text{ if } \text{dist}(\varphi_{k,h,\varepsilon}(j) - \varphi_{k,h,\varepsilon}(i), \frac{2\pi}{n}(\mathbb{Z} \setminus n\mathbb{Z})) \leq C_{k,h}\varepsilon. \]

Let \( \phi \in C(\mathbb{R} \times \mathbb{R} \times S^1) \) be defined by
\[
\phi(a, b, \nu) := \begin{cases} 
|\sin(n(a - b))| |\nu|_1 & \text{if } \text{dist}(a - b, 2\pi\mathbb{Z}) \leq \frac{\pi}{2n} \\
|\nu|_1 & \text{otherwise}.
\end{cases}
\]
Notice that given any segment \( I \subset \mathbb{R}^2 \) with normal \( \nu_I \), we have that \( \varepsilon \) times the number of the bonds in \( (\mathbb{R}^2)_1 \) intersecting \( I \) converges, as \( \varepsilon \to 0 \), to \( H^1(I)|\nu_I|_1 \).

This fact, together with (4.83), yields
(4.84)
\[
\lim_{\varepsilon \to 0} I''_{k,h,\varepsilon} = \int_{S_{\varphi_{k,h}} \cap \Omega_{2-k-1,\varepsilon}(\mu)} \phi(\varphi_{k,h}^+, \varphi_{k,h}^-, \nu_{\varphi_{k,h}}) \, dH^1.
\]
Therefore, by using Lemma 4.3 (iii) and the fact that \([\bar{\varphi}_{k,h}] = [\varphi_{k,h}] \) (see (4.68) and (4.70)), we obtain
(4.85)
\[
\lim_{k \to \infty} \lim_{h \to \infty} \lim_{\varepsilon \to 0} I''_{k,h,\varepsilon} = \int_{S_{\varphi_k} \cap \Omega_{2-k-1,\varepsilon}(\mu)} \phi(\varphi_{k}^+, \varphi_{k}^-, \nu_{\varphi_k}) \, dH^1 = \int_{S_u} |\nu_u|_1 \, dH^1 = \int_{S_u} |\nu_u|_1 \, dH^1
\]
which is exactly (4.82).

Finally, by (4.77) and by summing (4.78), (4.80), (4.79), (4.81) and (4.82), we get (4.72), which concludes the proof.
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