Development of the formal model for the presentation of poorly structured and unstructured information
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Abstract. The article describes the tasks of data mining, data modeling, presents a classification of data models, and also develops a formal model for representing various types of weakly structured and unstructured information resources. The developed formal model for representing various types of weakly structured and unstructured information resources within the framework of the software environment represents the theoretical basis for creating tools for solving the applied problem of automatic analysis of documentation on paper and digital media for the subsequent cataloging of poorly structured information.

1. Introduction
Currently, within the framework of the «Presentation of Knowledge» direction, which is one of the areas of artificial intelligence (AI), problems are being solved related to the formalization and presentation of knowledge in the memory of an intelligent system (IS). For this, special models of knowledge representation and languages for describing knowledge are developed, various types of knowledge are distinguished. We study the sources from which IP can draw knowledge, and create procedures and techniques by which it is possible to acquire knowledge for IS. The problem of knowledge representation for IS is extremely relevant, since IS is a system whose functioning is based on knowledge about the problem area that is stored in its memory.

In an electronic computer, knowledge, like data, is displayed in sign form - in the form of formulas, text, files, information arrays, etc. Therefore, in the narrowest sense, we can say that knowledge is a specially organized data.

In intelligent systems, knowledge is the main object of formation, processing and research. The knowledge base, along with the database, is a necessary component of the software complex of intelligent systems.

2. Tasks of data mining
Data mining is one of the most relevant and sought-after areas at present. Modern business and manufacturing processes generate huge amounts of data. How to extract the maximum of useful knowledge from multidimensional, heterogeneous, incomplete, inaccurate, contradictory, indirect data, and how to use the available information to automate decision-making in various professional fields - at least these and many other problems are considered in this direction.

Classification refers to a supervised learning strategy, which is also called supervised learning.
The classification task is often called the prediction of a categorical dependent variable (i.e., a dependent variable that is a category) based on a selection of continuous and/or categorical variables. The task of clustering is to divide many objects into groups (clusters) of similar parameters. Moreover, in contrast to the classification, the number of clusters and their characteristics can be unknown in advance and determined during the construction of clusters based on the degree of proximity of the objects to be combined according to the set of parameters.

A cluster can be characterized as a group of objects having common properties. The characteristics of the cluster can be called two signs:

- internal uniformity;
- external isolation [1-3].

Table 1 shows a comparison of some parameters of the classification and clustering problems.

| Feature                  | Classification | Clustering          |
|--------------------------|----------------|---------------------|
| Learning controllability | Supervised training | Unsupervised learning |
| Strategy                 | Teacher training | Teacherless learning |
| Class label              | The training set is accompanied by a label indicating the class to which the observation belongs | Learning set class labels unknown |
| The basis for classification | New data classified based on training set | Given a lot of data to establish the existence of classes or clusters of data |

It should be noted that as a result of applying various methods of cluster analysis, clusters of various shapes can be obtained. For example, “chain” type clusters are possible when clusters are represented by long “chains”, elongated clusters, etc., and some methods can create clusters of arbitrary shape.

Different methods may seek to create clusters of certain sizes (for example, small or large), or assume the presence of clusters of different sizes in the data set.

3. Tasks of data modeling. Data Model Classification

Creating an information system in order to support activities in any field allows a person working in this field to interact not with the real object itself, but with the information system. This approach allows you to get an idea of the state of objects and ongoing processes of the subject area not by direct measurement in the real world, but using the information model. The advantage of the model approach is that it provides opportunities for analysis and assessment of the consequences of various management decisions without conducting a full-scale experiment. Information models provide a formalized representation (algebraic, graphic, etc.) of the studied objects and their relationship. Data models will never provide a comprehensive knowledge of the subject area, but it is important that the amount of knowledge and semantics of the data is consistent with the intended use of the data.

The essential feature by which operations are distinguished is determined by the method of obtaining the result. On this basis, navigation and specification operations are distinguished. An operation is called navigation if its result is obtained by going through the relationships implemented in the data structure. The result of its execution is a single object, for example, attribute value, entity implementation [4].

If operations can specify a new structure defined on the database structure, which generally corresponds to many objects, then such an operation is called specification. Navigation operations always involve sampling through the current, while for specification operations this is not mandatory.

The operations defined above are performed according to the “Choice-Action” scheme, however, there are other operations performed according to other schemes that implement more complex
functions, for example, the integrity support function. Such generalized operations are called database procedures. This is a highly general mechanism for changing the state of a database. The procedure is considered as a single macro operation. Using procedures significantly expands the dynamic properties of the data model [4-5].

Operations can lead to a change in the database or leave it in the current state (for example, operations to update field values and select according to a specific user request). Performing operations may violate explicit integrity constraints; internal constraints, as already mentioned, are automatically maintained by the database management system.

Thus, the data model can be defined as «a set of rules for structuring data in databases, permissible operations on them, and integrity constraints that they must satisfy» (figure 1).

![Data model structure](image)

**Figure 1. Data model structure.**

When describing the subject area, we use the term data model at different levels. These levels are not always associated with the classic three-tier database architecture and can be represented as the following diagram.

At the very lowest level, it is said that the current state of a particular database is a model of reality, because this is a record of selected facts that are true at the moment (a requirement of the relevance of the databases). As an example, we can cite the situation when there is «Product «B» in the amount of 5 units in the warehouse. In case of a change in the quantity of goods, the database must change in order to remain a true model of reality.

At a higher level, the schema describing the structure of the database is a model of a collection of models (i.e., it is a model of a collection of database states). The scheme models a wide variety of
database states, determining the general characteristics of all these states. So, «Client Name» and his «Address» are highlighted as characteristics applicable to the quality of various people, and may change from time to time.

At the highest level, the database design methodology describes the designs and rules that apply when creating the schema. Thus, this level is also a model of many models (possible data schemes). This design methodology, such as a conceptual or relational data model, is a top-level model and describes in general terms many schemes.

Thus, speaking of a data model, it implies a methodology for creating database schemas for practical situations. These database schemas are, in turn, models that define the logical structure that captures facts about some part of the real world. When these facts are recorded and recorded in the computer database system, the database itself becomes a model of the current state of reality. Each of the two upper levels becomes a model of the level preceding it (figure 2).

The subject area of economic information processing systems is considered defined if the objects existing in it, their properties and relationships are known. Modeling of the economic system begins with a preliminary structuring of the subject area: real-world objects are classified, a set of object types to be displayed in the database is fixed.
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*Figure 2. Three levels of models.*

For each type of object, a set of properties is revealed by which specific objects of this type will be described in the database and the types of relations (relationships) between these objects. Then questions regarding the information presented in the database are resolved.

Analysis of the main types of models of economic systems allows us to formulate the basic requirements that the modeling apparatus must meet:

- ensure that the characteristics of economic information are taken into account;
- provide means for determining internal integrity constraints that are relevant to the main practical situations;
- based on the use of objects that are complex structures;
- provide an opportunity to describe a wider class of concepts used to adequately represent the subject area;
- provide a variety of types of representations of objects of the subject area (graphic, textual, algorithmic);
- allow to build a multidimensional display of the subject area, on the basis of which the requirements for a data processing system can be formalized;
• ensure the sustainability of design decisions to changes in the information sphere of the subject area.

In the modeling process, as the main information unit, it is necessary to have one that most adequately reflects the essence of the object and the laws of development of the subject area. At the initial stage of modeling the economic structure, where the procedures of substantive analysis are dominant, it is preferable to use models with a high level of semantic mapping. At the subsequent stages of modeling, where the syntactic structure of the data becomes decisive, it is necessary to use models that provide means of formalizing the structural relationships of the data. Moreover, they are already abstracting from their semantics and other substantive aspects [6].

4. The formal model for representing various types of weakly structured and unstructured information resources

In the framework of the study, under-structured and unstructured information resources are understood as text data of various formats, represented by text in a natural language. In fact, a textual information resource is a container of poorly structured and / or unstructured information.

To solve the problem of semantic analysis of text information resources, it is necessary to use several different representations of text information resources:

1. Statistical index – this presentation of text information resources is formed in the process of statistical analysis of the content of text information resources.

Formally, the statistical index model can be represented using the following expression (1):

$$I_{Stat}^D = \{(w_i^D, freq_i^D), (w_j^D, freq_j^D), K, (w^D, freq^D)\},$$

where \(w_i^D \in W^D\) – the i-th term of text information resources D; \(f_i^D\) – frequency of occurrence of the i-th term \(w_i^D\) of text information resources D.

2. The linguistic index is formed in the process of morphological analysis of the content of text information resources and can be represented in the form of the following expression (2):

$$H_{Lin}^D = \left\{ \left( \text{par}_1^D, \text{sent}_1^D, w_1^D, M_{Lin}^{NL_P} \right), \left( \text{par}_1^D, \text{sent}_1^D, w_2^D, M_{Lin}^{NL_P} \right), K \right\},$$

where \(w_k^D \in W^D\) – k-term of text information resources D; \(M_{Lin}^{NL_P} \subseteq M_{Lin}\) many morphological features of the k-th term \(w_k^D\) in the j-th sentence \(sent_j^D\) paragraph i – \(par_i^D\) text information resources D.

3. Structural index – a structural representation of text information resources containing information about the boundaries of paragraphs, sentences and the position of words in them.

Formally, the structural index can be written as follows (3):

$$H_{Struct}^D = \left\{ \left( \text{par}_1^D, \text{sent}_1^D, w_1^D, \text{pstrn}_1^D \right), \left( \text{par}_1^D, \text{sent}_1^D, w_2^D, \text{pstrn}_2^D \right), \ldots \right\},$$

where \(w_k^D \in W^D\) – k-term \(w_k^D\) i-th paragraph \(par_i^D\) j -th sentence \(sent_j^D\) text information resources D; \(\text{pstrn}_k^D\) – position of the k-th term \(w_k^D\) in the j-th sentence \(sent_j^D\) i of the paragraph \(par_i^D\) of textual information resources D.

Thus, the use of several types of representations of poorly structured and unstructured information resources allows you to take into account various features of text information resources in the process of further analysis.

5. Conclusions

When solving complex problems in the face of uncertainty, the user of the software environment should receive comprehensive support from the system, having the opportunity to choose a solution not only
through the use of expert knowledge stored in the knowledge base, but also taking into account the experience of solving this problem in the past. Such experience can be formalized in the form of a set of precedents for the ontology of precedents, which should be processed and taken into account as part of the solution of the problem.

The development of a unified environment for semantic analysis of flows of poorly structured information that implements modern intelligent algorithms for processing text information will greatly facilitate the decision-making process by a specialist in the time constraint mode, due to the possibility of using a single unified bank of expert knowledge in the work of the question-answer system, and will also allow automated semantic verification of information flows in order to provide information ion safety organization.
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