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Abstract

Motivated by applications to sensor networks, as well as to many other areas, this paper studies the construction of minimum-degree spanning trees. We consider the classical node-register state model, with a weakly fair scheduler, and we present a space-optimal silent self-stabilizing construction of minimum-degree spanning trees in this model. Computing a spanning tree with minimum degree is NP-hard. Therefore, we actually focus on constructing a spanning tree whose degree is within one from the optimal. Our algorithm uses registers on $O(\log n)$ bits, converges in a polynomial number of rounds, and performs polynomial-time computation at each node. Specifically, the algorithm constructs and stabilizes on a special class of spanning trees, with degree at most $\text{OPT} + 1$. Indeed, we prove that, unless $\text{NP} = \text{co-NP}$, there are no proof-labeling schemes involving polynomial-time computation at each node for the whole family of spanning trees with degree at most $\text{OPT} + 1$. Up to our knowledge, this is the first example of the design of a compact silent self-stabilizing algorithm constructing, and stabilizing on a subset of optimal solutions to a natural problem for which there are no time-efficient proof-labeling schemes. On our way to design our algorithm, we establish a set of independent results that may have interest on their own. In particular, we describe a new space-optimal silent self-stabilizing spanning tree construction, stabilizing on any spanning tree, in $O(n)$ rounds, and using just one additional bit compared to the size of the labels used to certify trees. We also design a silent loop-free self-stabilizing algorithm for transforming a tree into another tree. Last but not least, we provide a silent self-stabilizing algorithm for computing and certifying the labels of a NCA-labeling scheme.
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1 Introduction

1.1 Context and objective

Self-stabilization [19] deals with the design and analysis of distributed algorithms in which processes are subject to transient failures. The main objective of self-stabilization is to evaluate the capacity for an asynchronous distributed system to recover from a transient fault, that is, to measure the ability of the system to return to a legal state starting from an arbitrary state, and to remain in legal states whenever starting from a legal state. The legality of a state is a notion that depends on the task to be solved, like, e.g., for leader election, the presence of a unique leader.

One desirable property for a self-stabilizing algorithm is to be silent [20], that is, to keep the individual state of each process unchanged once a legal (global) state has been reached. Silentness is a desirable property as it guarantees that self-stabilization does not burden the system with extra traffic between processes whenever the system is in a legal state. Designing silent algorithms is difficult because one must insure that each process is able to decide locally of the legality of a (global) state of the system, based solely on its own individual state, and on the individual states of its neighbors. This difficulty becomes prominent when one takes into account an important complexity measure for self-stabilizing algorithms: space complexity, i.e., the amount of memory used at each process to store its variables [8, 20]. Keeping the memory space limited at each process reduces the potential corruption of the memory, and enables to maintain several redundant copies of variables (e.g., for fault-tolerance) without hurting the efficiency of the system. Moreover, in the classical node-register state model (i.e., the model used in this paper), keeping the space complexity small insures that reading variables in registers of neighboring processes does not consume too much bandwidth.

In this paper, we are interested in the design of silent self-stabilizing algorithms with small space complexity in the node-register state model (with a classical weakly fair scheduler). More specifically, we focus our attention on the design of self-stabilizing algorithms for the construction of spanning trees in networks. In this context, each process is a node of a graph, and the nodes communicate along the edges of the graph. For instance, in the node-register state model, every node has read/write access to its own variables, and read-only access to the variables of its neighbors in the graph. The objective is to compute a spanning tree of the graph. Typically, the tree is rooted at some node, and it is distributedly encoded at each node by the identify of the node’s parent in the tree. (The root node has a null parent.)

There is a huge literature on the self-stabilizing construction of various kinds of trees, including spanning trees (ST) [15, 42], breadth-first search (BFS) trees [1, 2, 12, 17, 22, 31, 37], depth-first search (DFS) trees [14, 16, 17, 32], minimum-weight spanning trees (MST) [9, 11, 28, 30, 40], shortest-path spanning trees [27, 33], minimum-diameter spanning trees [13], minimum-degree spanning trees [10], etc. Some of these constructions are even silent, with optimal space-complexity. This is for instance the case of several BFS constructions under different kinds of schedulers [2, 12, 17, 31], and of the ST constructions in [15, 42]. All these latter constructions insure silentness via the (potentially implicit) use of a mechanism known as proof-labeling scheme [41].

A proof-labeling scheme for a graph property assigns a label to each node so that, given its own label, and the labels of its neighbors, each node can decide whether the property holds or not. More precisely, if the property holds, then all nodes must decide “yes”, otherwise at least one node must decide “no”. For instance, the property may be “$T$ is a spanning tree of $G$” for some subgraph $T$ of $G$ partially known at each node (e.g., using the aforementioned parent pointer at each node). There are known compact and time-efficient proof-labeling schemes for many different types of trees, including ST [41], BFS [2], and MST [39, 41]. Typically, in the context of self-
stabilization, a node detecting some inconsistencies between its own label and the labels of its neighbors decides “no”, and launches a recovery procedure \[3, 7\]. This procedure must insure that the system returns to a legal state, and, also, must recompute the appropriate labels so that to distributedly certify the legality of the newly computed state. We address the silent and compact self-stabilizing construction of trees belonging to a family of trees for which it is unlikely that there exists a time-efficient proof-labeling scheme.

More specifically, we focus on the construction of minimum-degree spanning trees. That is, we aim at designing an algorithm which, for any given (connected) graph \(G\), constructs a spanning tree \(T\) of \(G\) whose degree is minimum among all spanning trees of \(G\). Our interest for this problem is motivated by resolving issues arising in the design of MAC protocols for sensor networks under the 802.15.4 specification, which we are currently investigating with our partners STElectronics and Thales, in the framework of the project IRIS \[47\]. It is also worth pointing out that the minimum-degree spanning tree problem arises in many other contexts, including electrical circuits \[43\], communication networks \[23\], as well as in many other areas \[25, 34\].

Since Hamiltonian-path is NP-hard, we actually slightly relax our task, by focussing on the construction of a spanning tree whose degree is within +1 from the minimum degree \(\text{OPT}\) of any spanning tree in the given graph. (Designing an algorithm for constructing a spanning tree with degree \(\text{OPT}\), involving polynomial-time computation at each node, and polynomially many rounds, is hopeless, unless \(P = \text{NP}\)).

Even if constructing a spanning tree with degree at most \(\text{OPT} + 1\) can be sequentially achieved in polynomial time \[24\], designing even just a terminating distributed algorithm for this task is challenging. To see why, let near-MDST\((G, T)\) be the predicate “\(T\) is a spanning tree of \(G\) with degree at most \(\text{OPT} + 1\)”. As we shall show in this paper, unless \(NP = \text{co-NP}\), there are no proof-labeling schemes involving polynomial-time computation at each node for this predicate. This negative result led us to address the intriguing question of whether there exist a compact (i.e., logarithmic space) and time-efficient (i.e., polynomial computation at each node, and polynomial number of rounds) silent self-stabilizing algorithm for the construction of spanning trees with degree within +1 from the optimal. Perhaps surprisingly, we answer positively to this latter question despite the lack of an efficient proof-labeling scheme for that class of trees.

1.2 Our results

We design (and prove correctness of) a silent self-stabilizing algorithm which constructs and maintains a spanning tree of the actual network, whose degree is within +1 from the minimum degree of any spanning tree of this network. The space complexity of the algorithm is \(O(\log n)\) bits at each node in \(n\)-node networks, which is optimal as a direct consequence of \[20\]. Starting from an arbitrary state, the algorithm converges to a legal spanning tree (i.e., a spanning tree of degree at most \(\text{OPT} + 1\)) in a polynomial number of rounds. Moreover, each step of the algorithm involves polynomial-time computation at every activated nodes.

In fact, our algorithm constructs a special kind of trees, named FR-trees after Fürer and Raghavachari \[24\]. The algorithm, which is a distributed version of the algorithm in \[24\], accepts only those trees (see Fig. \[1\]). FR-trees are of degree at most \(\text{OPT} + 1\), but the trees of degree at most \(\text{OPT} + 1\) which are not FR-trees will be rejected by our algorithm. That is, even starting from an initial spanning tree \(T\) of degree \(\leq \text{OPT} + 1\), but different from a FR-tree, our algorithm transforms \(T\) into a FR-tree \(T' \neq T\), and stabilizes on \(T'\). This is because, as we show later, verifying whether a given tree is of degree \(\leq \text{OPT} + 1\) cannot be done in polynomial time, unless

\[1\text{I.e., the maximum, taken over all nodes } v \text{ of } T, \text{ of the degree of } v \text{ in } T.\]
Figure 1: Three classes of spanning trees. Our self-stabilizing algorithm constructs and stabilizes on FR-trees. The other two classes are hard for silent self-stabilization.

NP = co-NP. Instead, there is a proof-labeling scheme for FR-trees using labels on $O(\log n)$ bits.

Constructing FR-trees is achieved using several techniques, which may have interest on their own. In particular, we present a novel silent self-stabilizing algorithm constructing, and stabilizing on any spanning tree, converging in $O(n)$ rounds. In addition, the root of the tree becomes explicitly a leader. The algorithm is simple (only four rules), and elegant (it uses just one additional bit compared to the size of the labels used to certify trees). We needed such an algorithm that accepts any spanning tree because our minimum-degree spanning tree construction proceeds by successive improvements of the current tree, in order to decrease its degree, which may yield any tree-structures. Up to our knowledge, previous silent self-stabilizing spanning tree constructions either stabilize only on specific forms of trees (e.g., BFS), or are designed under the semi-uniform model (i.e., assuming the presence of a leader). None of these constructions were thus well suited for contexts similar to ours, in which the trees may evolve arbitrarily.

We also present a silent loop-free self-stabilizing algorithm for transforming any tree into another tree (previous loop-free algorithms are not silent). Our silent loop-free algorithm is based on a redundant way to label the nodes of a tree so that one can update a spanning tree, say from $T_1$ to $T_2$, while preserving the ability to certify the spanning tree property at any point in time during the transformation. (Instead, classical proof-labeling schemes for trees requires to recompute the labels after the transformation is completed, and these labels may be incorrect during the transformation).

Finally, our minimum-degree spanning tree algorithm makes use of the informative-labeling scheme for nearest common ancestor (NCA) from [4]. Up to our knowledge, this is the first time that this very compact NCA-labeling scheme is used in the context of self-stabilization. Moreover, using this scheme in a silent algorithm requires to design a proof-labeling scheme for it. It is probably the first occurrence of a proof-labeling scheme for an informative-labeling scheme!

1.3 Other related work

In addition to the aforementioned references, there is a series of contributions that are closely related to our work. In particular, several papers address the leader election task [5, 6, 8, 18, 21], which is inherently related to spanning tree construction. Regarding the sequential construction of minimum-degree spanning tree, the best known result is [24] which describes
a polynomial-time algorithm for constructing spanning as well as Steiner trees with degree at most \( \text{opt} + 1 \). Several generalizations of the minimum-degree spanning tree problem have been addressed, including the degree-bounded minimum-weight spanning tree problem \cite{46}, and minimum-degree spanning tree problem in digraphs \cite{38}.

2 The computational model

In this paper, we are dealing with the state model for self-stabilization, where each process is the node of an asynchronous network modeled as a simple connected graph \( G = (V, E) \). Every node \( v \in V \) has a distinct identity, denoted by \( \text{ID}(v) \in \{1, \ldots, nc\} \) for some constant \( c \geq 1 \), and is a state machine with state-set \( S \) (the same for all nodes). The machine has read/write access to a single-writer multiple-reader register which stores the current state of \( v \). (The identity \( \text{ID}(v) \) of every node \( v \) is a constant, which does not necessarily appear in the register of node \( v \), unless \( v \) explicitly writes it in there). In one atomic step, every node can read its own register, and the registers of its neighbors in \( G \). The transition function is a function \( \delta : S^* \rightarrow S \) which, given any finite collection of states, returns a new state. At node \( v \) in state \( s_0 \), and given the states \( s_1, \ldots, s_k \) of the \( k \) neighbors of \( v \) in \( G \), the new state \( s'_0 \) of \( v \) after one step is \( s'_0 = \delta(s_0, \{s_1, \ldots, s_k\}) \). The network is asynchronous in the sense that nodes take step of computation (i.e., change state) in arbitrary order, under the control of a weakly fair scheduler. That is, at each step, the scheduler must choose at least one of the enabled node (those for which the algorithm wants to take a step) under the constraint that every node enabled persistently must eventually take a step.

A collection of \( n \) individual registers-state in an \( n \)-node graph form a (global) state of the system. A problem, or a task, is specified by a set of states, called legal states. For instance, in the case of spanning tree construction, one wants each node \( v \) to maintain a variable \( p(v) \) storing either the identity of its parent, or \( \bot \). A state is legal if and only if the 1-factor defined by the set of (directed) edges

\[ \{(v, p(v)), v \in V\} \]

form a spanning tree of \( G \). A fault is the corruption of the register of one or more nodes in the system. After a fault has occurred, the system may be in an illegal state. It is the role of the self-stabilizing algorithm to detect the illegality of the current state, and to make sure that the system returns to a legal state. In other words, starting from any state, the system must eventually converge to a legal one, and must remain in legal ones. A self-stabilizing algorithm is silent if and only if it converges to a state where the values of the registers used by the algorithm remain fixed. Note that, for variables storing information whose size may vary depending on the structure of the network, like, typically, the identity of a leader, the corruption of that variable cannot result is storing a value with arbitrary large size. For instance, in an \( n \)-node network, a variable \( X_v \) storing a node identity at node \( v \) may be corrupted but this corruption can only result in having \( X_v \) arbitrary in \([1, nc]\) since this is what we assumed to be the range of valid identities in an \( n \)-node network.

In this paper, we present a collection of algorithms whose combination will result in an algorithm constructing a minimum-degree spanning tree. For some of these algorithms, we even present an implementation of them. In this case, we adopt the classical way of describing implementations of self-stabilizing algorithms. Each node executes the same instruction set which consists in one or more rules of the form:

\[ \text{name-of-rule} : \text{guard} \rightarrow \text{command} \]

where \( \text{guard} \) is a boolean predicate over the variables in the registers of the node and its neighbors, and \( \text{command} \) is a statement assigning new values to the variables of the node.
An enabled, or activatable node is a node for which at least one guard is true. Note that all implementations described in this paper satisfies that at most one guard is true at any node, at any point in time of the execution.

Given a state $\gamma$ of the system, let $A \in V$ be the set of nodes for which at least one guard of some algorithm $\text{Alg}$ is true. That is, $A$ is the set of activatable nodes in $\gamma$. A round of an execution $E$ of $\text{Alg}$ starting from $\gamma$ is the shortest prefix of $E$ in which each node in $A$ executes at least one step. If $\text{Alg}$ constructs and stabilizes on states in some family $F$ of states, then the round-complexity of $\text{Alg}$ is the maximum, taken over all initial states $\gamma$, and over all executions $E$ of $\text{Alg}$ starting from $\gamma$ and ending in a state $\gamma' \in F$, of the number of rounds in $E$. The latter is the integer $k$ such that $E$ can be decomposed in a sequence $\gamma_0 = \gamma, \gamma_1, \ldots, \gamma_k = \gamma'$ such that, for every $i = 0, \ldots, k - 1$, the round of $E$ starting from $\gamma_i$ ends in $\gamma_{i+1}$.

### 3 Minimum-degree spanning trees

#### 3.1 The minimum-degree spanning tree (MDST) problem

Given a tree $T$, the degree $\deg(T)$ of $T$ is the maximum, taken over all nodes $v$ of $T$, of the degree of $v$ in $T$. Given a graph $G = (V, E)$, a spanning tree $T$ of $G$ is of minimum degree if there are no spanning trees $T'$ of $G$ with $\deg(T') < \deg(T)$. We denote by $\text{opt}(G)$ the degree of any minimum-degree spanning tree of $G$. Since deciding whether a graph is Hamiltonian is NP-hard, we get that deciding, given $G$ and $k \geq 0$, whether $\text{opt}(G) \leq k$ is NP-hard. However, thanks to the Algorithm by Fürer and Raghavachari [24], given any graph $G$, one can construct a spanning tree $T$ of $G$ with $\deg(T) \leq \text{opt}(G) + 1$, in polynomial time.

This paper describes a self-stabilizing distributed algorithm which, whenever running in a network $G$, returns a near-MDST of $G$. That is, the algorithm returns a spanning tree $T$ of $G$ with $\deg(T) \leq \text{opt}(G) + 1$. This spanning tree is encoded distributively as follows: it is rooted at an arbitrary node $r$, and every node $v$ stores the identity $p(v)$ of its parent in $T$ (the root $r$ stores $p(r) = \bot$). When the algorithm stabilizes, the 1-factor $\{(v, p(v)), v \in V\}$ must be a near-MDST of the current network.

#### 3.2 Proof-labeling scheme for minimum-degree spanning trees

A silent algorithm needs to detect locally, by having each node inspecting only its register and the registers of its neighbors, whether the current state is legal or not. A typical mechanism for doing so is proof-labeling scheme. To every node is assigned a label so that, given its own label, and the labels of its neighbors, each node can decide whether a certain property holds or not. If it holds, then all nodes must decide “yes”, otherwise at least one node must decide “no”. For instance, in the case of spanning tree construction, for any given (connected) graph $G$, let us define

$$\text{st}(G) = \{T : T \text{ is a spanning tree of } G\},$$

The following proof-labeling scheme for $\text{st}$, based on a sequence of increasing integers is folklore (see [36] for other certificates for cycle-freeness). The label $L(v)$ of node $v$ is a pair $(\text{id}, d)$ where $\text{id}$ is the identity of the root $r$ of $T$, and $d$ is the distance of $v$ to that root in $T$. Each node $v$ checks that its given root identity $\text{id}$ is identical to the root identity given to all its neighbors in $G$, and checks that the distance given to its parent $p(v)$ is one less than the distance $d$ given to it (the root $r$ check that $d = 0$). We call this scheme distance-based. It is easy to see that if $T$ is not a spanning tree of $G$, that is, if $T$ is not spanning all nodes of $G$, or if $T$ is not a tree ($T$ may be a forest, or $T$ may contain a cycle), then some inconsistencies will be detected at some nodes, for every given collection $\{L(v), v \in V(G)\}$ of labels. The distance-based scheme uses
labels on \( O(\log n) \) bits, and the verification performed at each node runs in polynomial time – it merely consists of at most \( k + 1 = O(n) \) integer comparisons at each node of degree \( k \).

The situation is radically different for near-MDST, where

\[
\text{near-MDST}(G) = \{ T : T \text{ is a spanning tree of } G, \text{ and } \deg(T) \leq \text{opt}(G) + 1 \}.
\]

Indeed, the following results shows that it is unlikely that there is a proof-labeling scheme for near-MDST using labels of logarithmic size.

**Proposition 1** Unless \( \text{NP} = \text{co-NP} \), there are no proof-labeling schemes for near-MDST involving \( O(\text{poly}(n)) \) computation time at each node of \( n \)-node graphs. Thus, in particular, unless \( \text{NP} = \text{co-NP} \), there are no proof-labeling schemes for near-MDST using labels of size \( O(\log n) \) bits.

**Proof.** Assume that there exists a proof-labeling schemes for near-MDST involving polynomial-time computation at each node. Given a graph \( G \), and a spanning tree \( T \) with degree at most \( \text{opt}(G) + 1 \), the labels given by the scheme form a distributed certificate proving that \( T \in \text{near-MDST}(G) \). Since the verification scheme performs in \( O(\text{poly}(n)) \) time at each node, one can assume, w.l.o.g., that the labels are on \( O(\text{poly}(n)) \) bits since the verifier inspects \( O(\text{poly}(n)) \) bits of the labels anyway. One can thus create a global certificate of polynomial size by concatenating all the \( n \) labels. A sequential algorithm can then use this global certificate, and simulate the actions of each node. This sequential simulation amounts to polynomial time as well. Therefore, we get that deciding whether \( T \in \text{near-MDST}(G) \) is in \( \text{NP} \).

Let \( \mathcal{A} \) be a verification algorithm for \( T \in \text{near-MDST}(G) \). We now focus on the language \( \text{NO-HAMILTONIAN-PATH} \) consisting of all non-Hamiltonian graphs. Using the fact that deciding whether \( T \in \text{near-MDST}(G) \) is in \( \text{NP} \), we show that \( \text{NO-HAMILTONIAN-PATH} \) is in \( \text{NP} \) for graphs of degree 4. Given a graph \( G \) of degree 4 in \( \text{NO-HAMILTONIAN-PATH} \), the certificate consists in an arbitrary spanning tree \( T \) of \( G \) with degree exactly 4, and the certificate \( C \) used to prove that \( T \in \text{near-MDST}(G) \) using \( \mathcal{A} \). Since \( G \) contains no Hamiltonian paths, we have \( T \) at degree at most \( \text{opt} + 1 \), and therefore \( \mathcal{A} \) is accepting \( T \) with certificate \( C \). If \( G \notin \text{NO-HAMILTONIAN-PATH} \), then \( G \) contains a Hamiltonian path, and any spanning tree \( T \) of degree 4 has degree larger than \( \text{opt} + 1 \). This leads \( \mathcal{A} \) to reject this instance for every given certificate \( C \). Therefore, \( \text{NO-HAMILTONIAN-PATH} \) is in \( \text{NP} \) for graphs of degree 4.

Now, \( \text{HAMILTONIAN-PATH} \) is known to be \( \text{NP-complete} \) for grid graphs \([35]\), hence for graphs with degree 3, and thus also for graphs with degree 4 (pick a node \( u \) of degree 3 connected to \( x, y, \) and \( z \), and replace \( u \) by two nodes \( u' \) and \( u'' \) connected by an edge, and both connected to \( x, y, \) and \( z \)). Therefore, \( \text{NO-HAMILTONIAN-PATH} \) is \( \text{NP-complete} \) for graphs with degree 4. Since we have just seen that \( \text{NO-HAMILTONIAN-PATH} \in \text{NP} \), we get that \( \text{co-NP} \subseteq \text{NP} \). Therefore, if there exists a proof-labeling schemes for near-MDST involving polynomial-time computation at each node, then \( \text{co-NP} \subseteq \text{NP} \), and thus \( \text{NP} = \text{co-NP} \).

A direct consequence of the above result is that it is unlikely that there exists a silent, time-efficient self-stabilizing algorithm constructing and stabilizing on spanning trees with degrees at most \( \text{opt} + 1 \). Therefore, we shall now focus on constructing trees belonging to a subclass of spanning trees with degrees at most \( \text{opt} + 1 \) (see Fig. [1]).

### 3.3 A subclass of minimum-degree spanning trees

We define FR-trees, named after Fürer and Raghavachari.
Figure 2: (a) A spanning tree of degree $\text{OPT} + 1$, and (b) a panning tree of degree $\text{OPT}$ (the plain edges are the edges of the trees, and the dotted edges are the remaining edges in the graph, i.e., not in the trees). None of these two trees are FR-trees. Indeed, the dark nodes must be bad while the white nodes must be good, and there are edges between good nodes separated by a bad node.

**Definition 1** $T$ is a FR-tree in a graph $G$ if $T$ is a degree-$k$ spanning tree of $G$ whose every node can be marked “good” or “bad” such that the following three properties hold: (1) every node with degree $k$ in $T$ is marked bad, (2) every bad node is of degree at least $k - 1$ in $T$, and (3) there are no edges in $G$ between two good nodes in two different trees in the forest resulting from $T$ by removing the bad nodes (and their incident edges).

Fürer and Raghavachari [24] have proved that every (connected) graph has a spanning tree that is a FR-tree (e.g., an Hamiltonian path in an Hamiltonian graph is a FR-tree by marking all nodes bad). Theorem 2.2 in [24] states that the degree $k$ of any FR-tree satisfies $k \leq \text{OPT} + 1$. However, not all spanning trees of degree $\text{OPT}$ or $\text{OPT} + 1$ are FR-trees, as exemplified on Fig. 2. The algorithm of Fürer and Raghavachari, of which we shall provide a distributed self-stabilizing implementation in the next section, produces a FR-tree. In order to keep the algorithm silent, we use a proof-labeling scheme for FR-trees.

**Lemma 1** There is a proof-labeling scheme for FR-trees, using labels on $O(\log n)$ bits, and any silent self-stabilizing FR-tree construction algorithm requires registers of $\Omega(\log n)$ bits.

**Proof.** Let $T$ be a FR-tree in $G$. Root $T$ at an arbitrary node $r$. Assume a marking of the nodes of $T$ by “good” or “bad”, witnessing of the fact that $T$ is a FR-tree. The label $L(v)$ of a node $v \in V$ has six fields: $L(v) = (b, d, \text{id}_r, \text{id}_f, k, \ell)$ where each entry is defined as follows. The first entry $b$ is a boolean which is true at node $v$ if and only if $v$ is bad. The second entry $d$ is an integer defined as the distance of $v$ from $r$ in $T$. The third entry, $\text{id}_r$, is the identity of the root $r$ of $T$. Removing the bad nodes from the tree $T$ results in a forest of fragments composed of good nodes. Each fragment has a root, defined as the closest node to $r$ in the fragment (distances are computed in $T$). The fourth entry, $\text{id}_f$, is the identity of the root of the fragment $v$ belongs to, and is called the identity of the fragment. Finally, the integer $k$ is the degree of $T$, and the integer $\ell$ is used to verify that there is a node of degree $k$.

The verification procedure performs as follows. First, it checks that $T$ is a tree using the aforementioned folklore distance-based method (see Section 3.2). That is, every node $u$ checks that its same field $\text{id}_r$ as its neighbors in $G$. The root $r$ (i.e., the node with $p(r) = \perp$) checks that $\text{id}_r = \text{id}_r$. Moreover, every node $u$ checks that its parent has its distance value equal to $d - 1$, and the root $r$ checks that $d = 0$. If these tests are passed, then $T$ is necessarily a tree. To verify that this tree is a FR-tree, every node checks that it has the same degree-value $k$ has its neighbors in $G$, and that it has degree at most $k$ in $T$. Moreover, every bad node (i.e., every node with $b = 1$) checks that it has degree at least $k - 1$ in $T$, and every node of degree $k$ in $T$ checks that it is a bad node. At this point, it remains to check that there is a node with degree $k$ in $T$. This is the role of the last entry $\ell$. A leaf node checks that it satisfies $\ell = 1$. 

7
Every internal node $u$ checks that its value $\ell$ is equal to the max of the $\ell$-values of its children and its own degree in $T$. The root $r$ verifies that $\ell = k$. It remains to check the last item of Definition 1. For this purpose, every node $u$ checks the following with its parent $v = p(u)$. First, if both $u$ and $v$ are good, then they must have the same values of $\text{id}_f$. If $u$ is bad, or if $u$ is good and $v$ is bad, then $u$ checks that $\text{id}_f = \text{id}(u)$. Finally, every good node $u$ checks that each of its neighbors in $G$ is either in the same fragment (it has the same $\text{id}_f$-value as $u$), or is bad.

By construction, every node passes all these tests if and only if $T$ is a FR-tree.

The fact that any silent self-stabilizing FR-tree construction algorithm requires registers of $\Omega(\log n)$ bits is a direct consequence of Theorem 6.1 in [20]. More specifically, the proof of this latter theorem must be slightly modified in order to manipulate FR-trees. For this purpose, we consider the trees in Fig. 5 in [20], and mark all nodes of the “bottom line” as bad, and mark all the “apex nodes” as good. The resulting tree is a FR-tree. The arguments used in the proof of Theorem 6.1 in [20] can then be applied directly. □

3.4 The Fûrer and Raghavachari algorithm

In this section, we recall the algorithm by Fûrer and Raghavachari in [24] to compute a FR-tree. This algorithm is iterative. Starting from an arbitrary spanning tree $T$, it aims at iteratively reducing the degree of $T$, and proceeds that way until getting to a FR-tree. The code of this (sequential) algorithm can be found in Algorithm 1. The essential operations performed in this algorithm are Instructions 12-13, which are aiming at reducing by 1 the degree of a node with maximum degree. See Fig. 3 for an illustration of the execution of the Algorithm on different graphs. It was proved in [24] that Algorithm 1 produces a FR-tree (and therefore a tree with degree at most $\text{opt} + 1$), in time $O(mn \log(n) \alpha(m, n))$ in $n$-node $m$-edge graphs, where $\alpha$ is the inverse Ackerman function. In the remaining of this paper, we shall show that this algorithm can be efficiently implemented in a silent self-stabilizing manner in the state model of distributed computation. That is, our algorithm computes a FR-tree, and stabilizes on FR-trees.

Algorithm 1 Fûrer and Raghavachari Algorithm (taken from [24])

Require: a connected graph $G = (V, E)$

1: find a spanning tree $T$ of $G$, and let $k$ be its degree
2: repeat
3: mark vertices of degree $k$ and $k - 1$ as bad, and all other vertices as good
4: let $F$ be the set of fragments resulting from removing bad nodes from $T$
5: while there is $e \in E$ between two different fragments and all degree-$k$ vertices are bad do
6: find the bad vertices in the cycle $C$ in $T \cup \{e\}$, and mark them good
7: update $F$
8: end while
9: done $\leftarrow$ there exist no vertices of degree $k$ marked as good
10: if not done then
11: let $w$ be a vertex of degree $k$ marked as good
12: find a sequence of improvements which propagate to $w$
13: update $T$ and $k$ according to this sequence
14: end if
15: until done
16: output $T$ with its vertices marked good or bad
Figure 3: An illustration of the algorithm of Fürer and Raghavachari. In the left tree $T$, there is only one node of maximum degree $k = 4$, and no nodes of degree $k - 1 = 3$. Hence, only node $x$ is marked bad. The non-tree edge $e = \{y, z\}$ connects two fragments. Replacing $f$ by $e$ in $T$ enables to reduce the degree of $x$ by 1, and thus to reduce the degree of the tree $T$ by 1. A slightly more evolved example is depicted on the right hand side. In the right tree $T'$, there is one node of maximum degree $k = 4$, and one node of degree $k - 1 = 3$. Hence, both nodes $x$ and $y$ are marked bad. Replacing $f$ by $e$ in $T'$ would decrease the degree of $x$ down to 3, but increase the degree of $y$ up to 4. The algorithm hence identifies first the non-tree edge $e'$ as connecting two different fragments, and turns $y$ to good. This enables to identify the edge $e$ as connecting two different fragments. The sequence of improvement thus consists in: first, replacing $f'$ by $e'$, and then $f$ by $e$. This sequence yields a new tree, with degree 3 instead of 4. Note that the algorithm waits for the full identification of the sequence of improvement before executing these improvements. The while-loop (Instruction 5) looks for such a sequence by switching nodes from bad to good until one node of maximum degree $k$ is switched to good. Then Instruction 12 constructs the sequence of improvements enabling to decrease the degree of a degree-$k$ node by 1, and Instruction 13 executes the sequence, and updates the tree accordingly.

4 The silent self-stabilizing algorithm for MDST

As we mentioned before, our algorithm is a silent self-stabilizing implementation of Algorithm 1. It is based on three main ingredients closely related to the instruction of this latter algorithm. Instruction 1 requires to construct a spanning tree, and, in the course of actions performed by the algorithm, Instruction 13 requires to update the current tree (in order either to decrease the number of nodes with maximum degree, or to reduce the maximum degree). Thus, it is crucial that our spanning tree construction enforces no constraints on the structure of the current tree. Hence, our first ingredient is the design of a silent self-stabilizing spanning tree construction which stabilizes on any spanning tree.

Our second ingredient is also related to Instruction 13 of Algorithm 1. This instruction requires to perform a sequence of permutations between a tree edge and a non-tree edge in a fundamental cycle of the current tree. The basic mechanism to perform such an permutation is to replace the parent $w = p(v)$ of a node $v$ by another node $w'$. The node $w'$ will of course
be such that this replacement does not disconnect the tree (see Fig. 4). The permutation is performed by applying a sequence of such local replacements (see Fig. 5). In order to perform the replacement loop-free (i.e., to always make sure that the current data structure is a tree), and in a silent manner, we introduce a redundant proof-labeling scheme for spanning trees. We prove that this redundant scheme contains enough redundancy for being pruned (i.e., some entries in the scheme can be turned to ⊥ without hurting the certification). This robustness is then proved to be sufficient for implementing our loop-free silent updates.

Our third ingredient is related to Instruction 6 in Algorithm 1. Given a non-tree edge e = {u, v} in the current tree T, this instruction requires to identify the cycle C formed by e and the path from u to v in T. In order to perform this identification locally, we use the informative-labeling scheme for nearest common ancestor (NCA) described in [4]. As in any informative-labeling scheme, every node v is provided with a label L(v). In NCA-labeling scheme, given the labels L(u) and L(v) of two nodes u and v, one can compute the label L(w) of the NCA of u and v, L(w) = nca(L(u), L(v)). Using such a scheme, and given L(u), L(v), and L(w), every node can detect whether it belongs to the cycle C or not: x ∈ C if and only if nca(L(x), L(u)) = L(x) and nca(L(x), L(v)) = L(w), or nca(L(x), L(u)) = L(w) and nca(L(x), L(v)) = L(x). Coming up with a self-stabilizing construction of the labels in the NCA-labeling scheme of [4] is easy (actually, [4] already proposed a distributed algorithm for computing the labels). However, this is not sufficient as, for our algorithm to be silent, we also need to certify the labels. For this purpose, we show how to construct a proof-labeling scheme of the NCA-labeling scheme.

Having the above three ingredients at hand, we show how to derive a silent self-stabilizing implementation of Algorithm 1. Sections 4.1, 4.2, and 4.3 respectively describe each of our three ingredient. Finally, Section 4.4 describes the implementation of Algorithm 1 using these ingredients.

4.1 Spanning tree construction and leader election

For constructing a spanning tree, we root the tree at the node with minimum identity. This latter node explicitly becomes a leader. Our algorithm is called tree&lead, for “spanning tree and leader election”. It proceeds essentially in two phases.

During a first phase, the nodes aim at constructing a spanning forest, i.e., a collection of trees such that each node belongs to at least one tree. During a second phase, the forests are merged into a single spanning tree. Hence, the algorithm uses a boolean predicate ErrorForest(v) at each node v such that ErrorForest(v) is true at every node v if and only if the current 1-factor \{v, p(v)\}, v ∈ V forms a forest. In other words, this predicate implements a proof-labeling scheme for forests. This scheme is based on the classical distance-to-root method. If an error is detected at a node v, that is, if ErrorForest(v) is true, then the current 1-factor is not a forest. In that case, v aims at restarting every node in the subtree T_v rooted at v. (If v has detected the presence of a cycle, then it removes its pointer to its parent, and becomes the root of a subtree). However, before restarting a node, v launches a procedure whose role is to “freeze” the nodes in the subtree. This freezing process proceeds downward the tree. Freezing nodes allows to avoid creating a cascade of errors, by having, e.g., a node reconnecting itself to a descendant when it is restarted. When a leaf receives the freezing instruction, it freezes, and then restarts. The restarts then proceed upward the tree, and when a node restarts, it is not allowed to connect to a frozen node. By doing so, all nodes satisfy ErrorForest(v) = false after O(n) rounds. Note that some tree in the forest may consist of a single node. To be fully correct, each tree of the forest must actually be rooted at the node with minimum identity in the tree. This node identity becomes the identity of the tree.
During the second phase, lasting an additional $O(n)$ rounds, the parent pointers are successively improved in parallel at every node, so that to converge from a forest to a single spanning tree. More precisely, every node $v$ selects as its parent its neighboring node belonging to the tree with smallest identity among all trees spanning the neighbors of $v$.

Algorithm tree&lead is actually tight enough that we can present here a complete implementation of it, and prove the correctness of the implementation. We denote by $N(v)$ the open neighborhood of node $v$ in the graph $G = (V, E)$, i.e., $N(v) = \{ u \in V \mid \{u, v\} \in E \}$. For a node $v$, we denote by child($v$) the set of children of $v$ in the current tree. That is, if $T$ is defined by the 1-factor $\{(v, p(v)), v \in V\}$, then we have child($v$) = $\{ u \in V : p(u) = v \}$. Our algorithm for constructing a spanning tree uses only the following four variables at each node $v$ (each variable $x$ can also be equal to $\perp$, when it has not yet an assigned value):

- $r_v \in \mathbb{N}$ is the identity of the root of the tree containing $v$ in a current spanning forest;
- $p_v \in \mathbb{N}$ is the identity of the parent $p(v)$ of $v$ in the tree containing $v$;
- $d_v \in \mathbb{N}$ is the distance between $v$ and the root of the tree containing $v$;
- $f_v$ is a boolean ($f$ stands for “frozen”).

Hence, in fact, our algorithm uses only one extra variable compared to the aforementioned classical distance-based proof-labeling scheme for trees. Moreover, this additional variable is just a boolean. Hence, our algorithm just uses one bit more than the distance-based proof-labeling scheme for trees or forests.

The algorithm makes use of the following three boolean predicates:

$$
\begin{align*}
\text{Root}(v) & : (r_v = \text{id}(v)) \land (p_v = \perp) \land (d_v = 0) \\
\text{Node}(v) & : (p_v \in N(v)) \land (r_v < \text{id}(v)) \land \left[ \left( (r_v = p_v) \land (d_v = d_p_v + 1) \right) \lor (r_v > p_v) \right] \\
\text{ErrorForest}(v) & : \neg \text{Root}(v) \land \neg \text{Node}(v)
\end{align*}
$$

Note that Root($v$) = $true$ if $v$ looks locally as a root of a tree, and Node($v$) = $true$ if $v$ looks locally as an internal node of a tree. The predicate ErrorForest($v$) is true if an only if node $v$ detects an inconsistency as it cannot be a root nor an internal node. The implementation of Algorithm tree&lead is specified by the four rules in Algorithm 2 where the fourth rule, $R_{\text{Forest}}$, uses the following value:

$$
\text{Best}(v) = \left\{ \begin{array}{ll}
\min\{\text{id}(u), u \in N(v) \text{ and } r_u = \min\{r_w, w \in N(v)\}\} & \text{if } \{ u \in N(v) \mid f_u = true \} = \emptyset \\
\text{id}(v) & \text{otherwise}
\end{array} \right.
$$

**Algorithm 2 Implementation of Algorithm tree&lead**

$$
\begin{align*}
R_{\text{Error}} & : (\text{child}(v) \neq \emptyset) \land \text{ErrorForest}(v) \land \left[ (p_v, f_v) \neq (\perp, true) \right] \rightarrow (r_v, p_v, d_v, f_v) = (r_v, \perp, d_v, true); \\
R_{\text{Start}} & : (\text{child}(v) = \emptyset) \land \left[ \text{ErrorForest}(v) \lor (f_v = true) \right] \rightarrow (r_v, p_v, d_v, f_v) = (\text{id}(v), \perp, 0, false); \\
R_{\text{Freeze}} & : \neg \text{ErrorForest}(v) \land (f_v = false) \land (f_p_v = true) \rightarrow (r_v, p_v, d_v, f_v) = (r_v, p_v, d_v, true); \\
R_{\text{Forest}} & : \neg \text{ErrorForest}(v) \land f_v = false \land \left[ (p_v = \perp) \lor ((f_p_v = false) \land (r_v > f_{\text{Best}}(v))) \right] \\
& \rightarrow (r_v, p_v, d_v, f_v) = (r_{\text{Best}}(v), \text{Best}(v), d_{\text{Best}}(v) + 1, false);
\end{align*}
$$

Observe that, at any point in time, at most guard can be true at $v$. The role of each of the four rules in Algorithm tree&lead is the following. Essentially, the guard of the first rule is true for node $v$ if $v$ detects that the current 1-factor is not a forest, unless $v$ has not children, or $p_v = \perp$ and $v$ is frozen. Indeed, in the latter case, it means that $v$ already detected an error, so the same rule must not be applied again. The second rule creates a tree reduced to
the single node \( v \) as long as \( v \) has no children. This corresponds to the aforementioned upward propagation of the restarting nodes. The third rule is the downward propagation of the freezing process. Finally, the fourth rule is the rule insuring that the potentially many trees in the current spanning forest will eventually merge into a single spanning tree, rooted at the node with minimum identity. To be applied, the node \( v \) must detect that one of its neighbors \( u \) belongs to a tree whose identity \( r_u \) is smaller than the identity \( r_v \) of the tree spanning \( v \).

The lemma below is a crucial tool toward the design of our minimum-degree spanning tree algorithm. It may also have an interest on its own.

**Lemma 2** Algorithm \texttt{tree\&lead} is a silent self-stabilizing algorithm that constructs a spanning tree of \( G \) rooted at the node with minimum identity, and stabilizes on every spanning tree rooted at the node with minimum identity. It uses \( O(\log n) \) bits of memory per node in \( n \)-node graphs, and stabilizes in \( O(n) \) rounds.

**Proof.** Let \( G = (V,E) \) be the graph in which Algorithm \texttt{tree\&lead} is executed, where each node is provided with a distinct identity in \([0,n^2]\). Let \( \Gamma \) be the set of all possible (global) states, that is, \( \Gamma \) is the set of all possible collections of individual states of the nodes in \( G \).

We first show that Algorithm \texttt{tree\&lead} does not produce errors among the parent pointers.

**Claim 1** For every node \( v \), and every state \( \gamma \in \Gamma \), if \( \text{ErrorForest}(v) = \text{false} \) in \( \gamma \), then, for every state \( \gamma' \) reachable from \( \gamma \) by Algorithm \texttt{tree\&lead}, we have \( \text{ErrorForest}(v) = \text{false} \).

To establish the claim, first observe that, in the state \( \gamma \), only the two rules \( R_{\text{Freeze}} \) and \( R_{\text{Forest}} \) can be executed at node \( v \). The rule \( R_{\text{Freeze}} \) has no impacts on the variables \( r_v, p_v \), and \( d_v \) used for defining \( \text{ErrorForest}(v) \). The rule \( R_{\text{Forest}} \) modifies these three variables. However, after having applied \( R_{\text{Forest}} \), we have \( r_{\text{Best}(v)} < r_v \) whenever \( \text{Best}(v) \) applied \( R_{\text{Forest}} \) simultaneously, otherwise \( r_{\text{Best}(v)} = r_v \) with \( d_v = d_{\text{Best}(v)} + 1 \). Therefore the possible actions of \( v \) preserves \( \text{ErrorForest}(v) = \text{false} \). Now, we prove that the actions of the neighbors of \( v \) in the network cannot yield \( \text{ErrorForest}(v) = \text{true} \). Any neighbor \( u \) executing \( R_{\text{Error}} \) or \( R_{\text{Freeze}} \) keeps \( r_u \) and \( d_u \) unchanged, and hence cannot modify \( \text{ErrorForest}(v) \). The parent of \( v \) cannot execute \( R_{\text{Start}} \). A child \( u \) of \( v \) executing \( R_{\text{Start}} \) results in \( u \) disconnecting itself from \( v \), and hence does not modify \( \text{ErrorForest}(v) \). Finally, consider a neighbor \( u \) of \( v \) which is neither the parent of \( v \), nor one of its children. Such a node \( u \) may impact \( v \) if it applies \( R_{\text{Forest}} \) in order to adopt \( v \) as its parent. However, while connecting to \( v \), node \( u \) precisely sets its variables \( r_u, p_u \), and \( d_u \) so that \( \text{ErrorForest}(u) = \text{ErrorForest}(v) = \text{false} \). This completes the proof of the claim.

Given any two sets \( \Gamma_2 \subseteq \Gamma_1 \subseteq \Gamma \), the fact that, given any \( \gamma_1 \in \Gamma_1 \), Algorithm \texttt{tree\&lead} starting from \( \gamma_1 \) eventually reaches a state \( \gamma_2 \in \Gamma_2 \), is denoted by

\[ \Gamma_1 \triangleright \Gamma_2. \]

Moreover, a set \( \Gamma' \subseteq \Gamma \) is said to be \textit{closed} under Algorithm \texttt{tree\&lead} if, for every \( \gamma \in \Gamma' \), every state \( \gamma' \) reachable from \( \gamma \) by \texttt{tree\&lead} satisfies \( \gamma' \in \Gamma' \).

Let us define \( \Gamma_{\text{no-cyle}} \subseteq \Gamma \) as the set of states \( \gamma \in \Gamma \) such that, for every node \( v \), we have

\[ \text{ErrorForest}(v) = \text{false} \text{ or } (p_v, f_v) = (\perp, \text{true}). \]

Note that an important characteristic of \( \Gamma_{\text{no-cyle}} \) is the absence of cycle in any state \( \gamma \in \Gamma_{\text{no-cyle}} \). Indeed, in such a \( \gamma \), any node \( v \) with \( \text{ErrorForest}(v) = \text{true} \) must satisfy \( p_v = \perp \). Thus, such a node cannot be involved in a cycle. On the other hand, in any cycle, at least one node \( v \) must satisfy \( \text{ErrorForest}(v) = \text{true} \) with \( p_v \neq \perp \).
Claim 2 $\Gamma \triangleright \Gamma_{\text{no-cyle}}$ in at most one round, and $\Gamma_{\text{no-cyle}}$ is closed under Algorithm tree&lead.

Let $\gamma \in \Gamma$ be the current state. If $\gamma \notin \Gamma_{\text{no-cyle}}$, then let $v$ be a node such that $\text{ErrorForest}(v) = \text{true}$ and $(p_v, f_v) \neq (\bot, \text{true})$. At such a node, either $\mathbb{R}_{\text{Error}}$ or $\mathbb{R}_{\text{Start}}$ is activatable, depending on whether $v$ has children or not. In both cases, the corresponding rule will be activated in the current round as the scheduler is weakly fair. If $v$ has no children, then, once $v$ has applied $\mathbb{R}_{\text{Start}}$, it becomes a root, and thus $\text{ErrorForest}(v) = \text{false}$. Instead, if $v$ has at least one child, then, once $v$ has applied $\mathbb{R}_{\text{Error}}$, we have $(p_v, f_v) = (\bot, \text{true})$. Therefore, $\Gamma \triangleright \Gamma_{\text{no-cyle}}$ in at most one round. To establish the closeness of $\Gamma_{\text{no-cyle}}$, we just need to consider the case of nodes applying $\mathbb{R}_{\text{Start}}$ because, if $\text{ErrorForest}(v) = \text{false}$ then, by Claim 1, $\text{ErrorForest}(v)$ remains false. So, let $v$ be a node such that $\text{ErrorForest}(v) = \text{true}$ and $(p_v, f_v) = (\bot, \text{true})$. If such a node $v$ is activated, then it can only apply $\mathbb{R}_{\text{Start}}$, which yields $\text{ErrorForest}(v) = \text{false}$, and thus $\text{ErrorForest}(v)$ will remains false by Claim 1. This completes the proof of the claim.

Let $\Gamma_{\text{Forest}}$ be the set of states in which, for every node $v \in V$, we have $\text{ErrorForest}(v) = \text{false}$, and $f_v = \text{false}$. By definition, $\Gamma_{\text{Forest}} \subseteq \Gamma_{\text{no-cyle}}$.

Claim 3 $\Gamma_{\text{no-cyle}} \triangleright \Gamma_{\text{Forest}}$ in $O(n)$ rounds, and $\Gamma_{\text{Forest}}$ is closed under Algorithm tree&lead.

Let $\gamma \in \Gamma_{\text{no-cyle}}$ be the current state, and let $r_1, \ldots, r_k$ be the nodes satisfying that, for $i = 1, \ldots, k$, $f_{r_i} = \text{true}$ and every ancestor $v$ of $r_i$ satisfies $f_v = \text{false}$. Let $T_1, \ldots, T_k$ be the set of subtrees in $\gamma$, rooted at $r_1, \ldots, r_k$. Such trees are called icebergs. For $i = 1, \ldots, k$, let $h_i(\gamma)$ be the distance in $T_i$ from $r_i$ to the closest descendent $v_i$ in $T_i$ satisfying $f_{v_i} = \text{false}$, if any. Otherwise, $h_i(\gamma)$ is 1 plus the height of $T_i$, that is 1 plus the longest distance from $r_i$ to a leaf of $T_i$. Let $\phi_i(\gamma) = 2n - h_i(\gamma)$ if $r_i$ has a descendent $v$ with $f_v = \text{false}$, and $\phi_i(\gamma) = h_i(\gamma)$ otherwise. We define the potential $\phi : \Gamma_{\text{no-cyle}} \to \mathbb{N}$ as follows

$$\phi(\gamma) = \sum_{i=1}^{k} \phi_i(\gamma).$$

Observe that, by definition, for every $\gamma \in \Gamma_{\text{no-cyle}}$, we have $\phi(\gamma) \geq 0$, and $\phi(\gamma) = 0$ if and only if $\gamma \in \Gamma_{\text{Forest}}$. Also observe that, at each step of Algorithm tree&lead, the number of icebergs cannot increase. Indeed, since $\gamma \in \Gamma_{\text{no-cyle}}$ and $\Gamma_{\text{no-cyle}}$ is closed, the rule $\mathbb{R}_{\text{Error}}$ will no more be applied at any node, and none of the three other rules can create icebergs. In fact, the only rule which may decrease the numbers of icebergs is $\mathbb{R}_{\text{Start}}$. Since the number of icebergs cannot increase, we analyze the future of each iceberg $T_i$, and hence of each $\phi_i$, separately.

Assume first that, in $\gamma$, there are no non frozen nodes in $T_i$. Every such non frozen node whose parent is frozen in $\gamma$ is activatable, and thus will be activated during the round since the scheduler is weakly fair. The consequence of this activation is that these nodes become frozen (because of $\mathbb{R}_{\text{Freeze}}$). At the end of the round leading from $\gamma$ to $\gamma'$, there are two cases. If there are still non frozen nodes in $T_i$, then $h_i(\gamma') > h_i(\gamma)$, and thus $\phi_i(\gamma') = 2n - h_i(\gamma') < 2n - h_i(\gamma) = \phi_i(\gamma)$. If all nodes of $T_i$ are frozen at the end of the round, then $\phi_i(\gamma') = h_i(\gamma') + 1 < 2n - h_i(\gamma) = \phi_i(\gamma)$ because the height of a tree is at most $n - 1$. Assume next that, in $\gamma$, all nodes of $T_i$ are frozen. In this case, all leaves of $T_i$ are activatable, and thus will be activated during the round. The consequence of this activation is that these nodes disconnect from $T_i$ (because of $\mathbb{R}_{\text{Start}}$). As a result, by the end of the round, we get $\phi_i(\gamma') = h_i(\gamma') + 1 < h_i(\gamma) + 1 = \phi_i(\gamma)$. Hence, $\phi$ is decreasing at each round. Since $\phi_i(\gamma) \leq 2n$, we get that $\phi_i$ becomes null after at most $2n$ rounds starting from $\gamma$. Hence, $\Gamma_{\text{no-cyle}} \triangleright \Gamma_{\text{Forest}}$ in at most $2n$ rounds.

The fact that $\Gamma_{\text{Forest}}$ is closed under Algorithm tree&lead is a direct consequence of the fact that, by definition of $\Gamma_{\text{Forest}}$, only rules $\mathbb{R}_{\text{Lead}}$ can be activated at every node. By Claim 1, the activation of this rule keeps the state in $\Gamma_{\text{Forest}}$. This completes the proof of Claim 3.
Let $\Gamma_{\text{Tree}}$ be the set of states in which, for every node $v \in V$, we have $\text{ErrorForest}(v) = \text{false}$, $f_v = \text{false}$, and the 1-factor $\{(v, p_v), v \in V\}$ is a tree. By definition, $\Gamma_{\text{Tree}} \subseteq \Gamma_{\text{Forest}}$.

Claim 4 $\Gamma_{\text{Forest}} \triangleright \Gamma_{\text{Tree}}$ in $O(D)$ rounds, where $D$ denotes the diameter of the network. Moreover, $\Gamma_{\text{Tree}}$ is closed under Algorithm $\text{tree\&lead}$.

To establish the claim, let $\psi: \Gamma_{\text{Forest}} \rightarrow \mathbb{N}$ be the potential function defined as:

$$\psi(\gamma) = \sum_{v \in V} (r_v - \text{ID}(r))$$

where $r$ is the node with the minimum identity among all nodes in $G$. Note that, for every $\gamma \in \Gamma_{\text{Forest}}$, we have $\psi(\gamma) \geq 0$, and $\psi(\gamma) = 0$ if and only $\gamma \in \Gamma_{\text{Tree}}$. $\Gamma_{\text{Tree}}$ is closed under Algorithm $\text{tree\&lead}$ simply because no rules are activatable at any node in any state in $\Gamma_{\text{Tree}}$. For every $\gamma \in \Gamma_{\text{Forest}}$, the only rule that is activatable at every node $v$ is $R_{\text{Forest}}$, and the node $r$ is necessarily the root of a tree $T$ in the forest $F = \{(v, p_v), v \in V\}$. All nodes not in $T$ that are neighbors of a node in $T$ are activatable in a round. Each such node $v$ applies $R_{\text{Forest}}$ during the round since the scheduler is weakly fair. As a result, $v$ joins $T$ during the round. Hence, after at most $D$ rounds, all nodes have joined the tree rooted at $r$, and hence the state is in $\Gamma_{\text{Tree}}$ after at most $D$ rounds. This completes the proof of the claim.

The lemma follows by successive application of Claims 2, 3, and 4.

Remark. Note that the way the nodes apply $R_{\text{Forest}}$ in the proof of Claim 4 does not necessarily yield a BFS tree. Indeed, a node connects to its “best” neighbor, defined as the neighbor in the current tree with smallest identity. Of course, the selection of this best neighbor could easily be modified if one would be interested in constructing a BFS tree. However, this is not our point of interest as this tree will be used as a starting point for constructing a minimum-degree spanning tree. In fact, a BFS tree is even generally not a good starting point as BFS trees tend to have high degree in general.

4.2 Silent loop-free algorithm for permuting edges in a fundamental cycle

Given the current spanning tree $T$, Instructions 12-13 of Algorithm 1 requires to perform a sequence of updates of the tree, in order to construct another tree $T'$. Implementing one updates boils down to permuting a tree edge with a non-tree edge in a fundamental cycle (i.e., a cycle resulting in adding an edge $\{u, v\}$ between two nodes in a tree. In turn, such a permutation can be performed by a sequence of local operations in which a node permutes the edge connecting it to its parent with an incident non-tree edge. This local operation is called a switch. In the following, we start by introducing a redundant proof-labeling scheme for trees. Then we show how to use this redundant labeling in order to perform a switch. Finally, we show how to perform a permutation between a tree edge and a non-tree edge in a fundamental cycle, via a sequence of switches. The difficulty is to keep all operations silent, and in particular to never create loop in the 1-factor $\{(v, p_v), v \in V\}$.

We start by describing a redundant proof-labeling scheme for verifying spanning trees. This labeling scheme is crucial with many respects as it will allow us to modify trees without creating errors due to misinterpreting labels during this modification. In the redundant labeling scheme, the label $L(v)$ of node $v$ is a triple $(\text{ID}, d, s)$ where, as in the classical distance-based proof-labeling scheme for spanning tree, $\text{ID}$ denotes the identity of the root, and $d$ denotes the distance to this root. The new parameter $s$ denotes the size of the subtree rooted at $v$ is the current tree. Hence, in particular, we must have $s_v = 1 + \sum_{u \in \text{child}(v)} s_u$ where $\text{child}(v)$ denotes the set
of children of \( v \) in the tree. It is folklore that, as for the distance-based labeling scheme using the pairs \((\text{id}, d)\), the pairs \((\text{id}, s)\) alone provide a proof-labeling scheme for spanning trees. We call this latter labeling the \textit{size-based} labeling scheme.

### 4.2.1 Pruned labeling

The interesting property of the redundant labeling scheme is that it is flexible enough to let some distance variables unspecified (e.g., equal to \( \perp \)). More specifically, let \( T \) be a spanning tree of \( G \). Assign to each node the due pair \((d, s)\) corresponding to a distance-based labeling scheme, and to a size-based labeling scheme for \( T \), with the same identity of the root. We now define a \textit{pruning} of this labeling. To create a pruning of the redundant labeling scheme, one is allowed to replace the entry \( d \), or \( s \), but not both, by \( \perp \), on an arbitrary number of nodes. Not all replacements are however allowed: in addition to forbidding creating pairs \((d, s) = (\perp, \perp)\), the following two constraints must be satisfied at every node \( v \), where \( L(v) = (d, s) \), \( L(p(v)) = (d', s') \), and \( \hat{L}(\cdot) \) denotes the pruned labeling:

\[
\begin{align*}
\text{C1: } \hat{L}(v) &= (d, \perp) \Rightarrow \hat{L}(p(v)) = (d', \perp) \\
\text{C2: } \hat{L}(v) &= (\perp, s) \Rightarrow \hat{L}(p(v)) = (d', s') \text{ or } \hat{L}(p(v)) = (\perp, s')
\end{align*}
\]

**Lemma 3** There exists a verification procedure satisfying the following two properties. (1) For any pruning of any legal redundant labeling of any spanning tree \( T \), all nodes accept \( T \). (2) For any labeling of a non-tree \( H \) with triples \((\text{id}, d, s)\) where \( d \) and \( s \) can potentially be \( \perp \), at least one node rejects \( H \).

**Proof.** We consider the verification procedure described in the table below where \textit{“distance”} stands for checking whether \( d_v = d_{p(v)} + 1 \), and \textit{“size”} stands for checking whether \( s_v = 1 + \sum_{u \in \text{child}(v)} s_u \), and output yes or no accordingly. (Of course, the presence of a unique root \( \text{id} \) is also checked in all cases, as in the classical distance-based and size-based labeling schemes).

| Label of \( \text{v} \) | Label of \( \text{p(v)} \) |
|----------------|----------------|
| \((d, s)\) | \((d', s')\) | \((d', \perp)\) | \((\perp, s')\) |
| distance and size | distance | size |
| \((d, \perp)\) | no | distance | no |
| \((\perp, s)\) | size | no | size |

Hence, in particular, if both the label of \( v \) and the label of \( p(v) \) are intact (i.e., no entries have been turned to \( \perp \)), then the verification performs at \( v \) by checking the distance property between \( v \) and \( p(v) \), and the size property between \( v \) and all nodes in \( \text{child}(v) \). Instead, if the label of \( v \) is intact, but the label of \( p(v) \) is of the form \((\perp, s)\), then the verification performs at \( v \) by checking the size property between \( v \) and its children.

Let \( T \) be a spanning tree with nodes labeled by pruning a legal redundant labeling. None of the labels can be of the form \((\perp, \perp)\) and the pruning must satisfy C1 and C2. If \( v \) has a label of the form \((d, s)\), and \( p(v) \) has a label of either the form \((d', s')\) or the form \((d', \perp)\), then \( v \) outputs yes since the distance-based labeling is correct, and, whenever the pruned label of \( v \) is of the form \((d, s)\) then, by C2, every child of \( v \) has label either \((d'', s'')\) or \((\perp, s'')\). The same holds if \( v \) has a label of the form \((d, \perp)\), and \( p(v) \) has a label of the form \((d', \perp)\). If \( v \) has a label of the form \((d, s)\), but \( p(v) \) has a label of the form \((\perp, s')\), then node \( v \) checks size. By C1 and C2, all the children of \( v \) have labels of the form \((d'', s'')\), or \((\perp, s'')\). Thus \( v \) outputs yes since the size-based labeling is correct. Finally, if \( v \) has a label of the form \((\perp, s)\), then again it performs check size. By C2, all children of \( v \) have labels of the form \((d'', s'')\) or \((\perp, s'')\). Thus \( v \)
outputs yes since the size-based labeling is correct. As a consequence, the verification accepts
the tree $T$, as claimed.

Conversely, let $H = \{(v, p(v)), v \in V\}$ be the 1-factor induced by the parent pointers, and
assume that $H$ is not a spanning tree of $G$. Assume, for the purpose of contradiction, that the
verification accepts $H$. As a consequence, all nodes have the same value for the root ID in theirs
labels. Therefore $H$ contains a cycle $C$. The presence on $C$ of a node with pruned label of the
form $(d, \bot)$ implies that all nodes of $C$ are of the form $(d, \bot)$, by C1. Hence, all nodes of $C$
are either of the form $(d, s)$ or $(\bot, s)$. In that case, the size-based labeling detects the cycle, a
contradiction. Therefore, we conclude that the verification rejects $H$, as claimed. □

4.2.2 The local-switching algorithm

We are now ready to describe our silent loop-free algorithm for the switching task, called switch.
The switching task is specified by a rooted spanning tree $T$, a node $v$ distinct from the root,
with parent $p(v) = w$, and a node $w' \in N(v)$ different from any descendent of $v$. The objective
is for $v$ to assign $w'$ as its new parent, resulting in a new rooted spanning tree $T'$. The algorithm
proceeds in three phases. (It is here assumed that the nodes of the spanning tree $T$ are initially
correctly labeled by the redundant proof-labeling scheme for trees). See Figure 4 for a graphical
representation of the algorithm.

1. Pruning phase. Node $v$ initiated three “waves” of updates for the redundant labeling,
resulting in a pruned labeling. First, a signal goes upward from $w$ to the root $r$, while
another signal goes upward from $w'$ to $r$. Once $r$ receives any of these two signals, it
initiates a wave of label-updates downward along the path from where it got the signal:
every node $u$ on the path $P_{r,w}$ from $r$ to $w$ (respectively, on the path $P_{r,w'}$ from $r$ to $w'$)
receiving this updating wave modifies its label from $(d, s)$ to $(d, \bot)$. The third wave of
updates goes downward the subtree $T_v$ rooted at $v$, starting from every child of $v$. The
nodes in this subtree successively prune their label from $(d, s)$ to $(\bot, s)$, once their parents
have done so. Hence, all these updates result in a legal pruning of the original redundant labeling of \( T \).

2. Switch phase. Once the labels of \( w \) and \( w' \) have both been pruned to a label of the form \((d, \bot)\), and all children of \( v \) have their labels turned to \((\bot, s)\), node \( v \) sets its parent to \( w' \), i.e., we now have \( p(v) = w' \). Simultaneously, node \( v \) updates its distance to 1 plus the distance of \( w' \) to \( r \).

3. Relabeling phase. The former parent \( w \) of \( v \) then recomputes the size of its subtree, by adding the sizes of all its children (those children have kept the size of their subtrees in their label). Every node along the path \( P_{r,w} \) from the former parent \( w \) of \( v \) to \( r \) proceeds the same successively, upward, to \( r \). Similarly, the new parent \( w' \) of \( v \) recomputes the size of its subtree, by adding the sizes of all its children (including \( v \), which kept the size of its subtree in its label). Then every node along the path \( P_{r,w'} \) from \( w' \) to \( r \) proceeds the same successively, upward, to \( r \). Once \( v \) has changed its parent to \( w' \), every node in the subtree \( T_v \) of \( v \) recomputes its distance to the root, successively downward, down to the leaves.

**Lemma 4** Algorithm \textbf{switch} executes the switch task in \( O(n) \) rounds. It is silent, loop-free, and uses \( O(\log n) \) bits of memory at each node.

**Proof.** The modifications of the labels performed during the pruning phase results in a legal pruned labeling of the tree \( T \). Indeed, the updates performed downward along the path \( P_{r,w} \), as well as those performed along the path \( P_{r,w'} \), satisfy C1. Similarly, the updates performed downward in the subtree \( T_v \) of \( v \) satisfy C2. During the switch phase, the label of \( v \) is modified. However, its distance remains consistent with its new parent \( w' \), and its size is not modified (and thus remains consistent with its children). Finally, the reconstruction of the labels performed during the relabeling phase always guarantees C1 and C2. So overall, Algorithm \textbf{switch} is loop-free, and silent.

The pruning phase and the relabeling phase take a number of rounds at most

\[
O(\max\{|T_v|, |P_{r,w}|, |P_{r,w'}|\}).
\]

(1)

Indeed, as the scheduler is weakly fair, the pruning and the relabeling performs essentially concurrently in \( T_v, P_{r,w} \), and \( P_{r,w'} \). Moreover, the switch phase performs in \( O(1) \) rounds. Hence, in total, Algorithm \textbf{switch} completes in \( O(n) \) rounds. \( \square \)

We provide below an implementation of Algorithm \textbf{switch}. In addition to the variables used for the implementation of Algorithm \textbf{tree\&lead}, we use the following variables.

- \( s_v \in \mathbb{N} \) is the number of nodes in a sub-tree \( T_v \) rooted at \( v \), including \( v \).
- \( \text{switch}_v \in \mathbb{N} \) is the identity of the new parent of \( v \).
- \( \text{up}_v \) is a boolean indicating the direction of the “waves”. 
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The implementation also uses the function Size, defined by Size(v) = 1 + \sum_{u \in \text{child}(v)} s_u at every node v. The error predicate used in switch is an extension of the one used in tree&lead:

\begin{align*}
\text{Root}(v) : & (r_v = \text{ID}(v)) \land (p_v = \perp) \land (d_v = 0) \land (s_v = 1 + \sum_{u \in \text{child}(v)} s_u) \\
\text{Node}(v) : & (p_v \in N(v)) \land (r_v = r_p) \land [(d_v = \perp) \lor (d_p = \perp) \lor (d_v = d_p + 1)] \\
& \land [(s_v = \perp) \lor (\exists u \in \text{child}(v) : s_u = \perp) \lor (s_v = 1 + \sum_{u \in \text{child}(v)} s_u)] \\
& \land (d_v, s_v) \neq (\perp, \perp) \\
& \land [(d_v, s_v) \neq (d, \perp) \lor (d_p, s_p) \neq (d, s)] \\
& \land [(d_v, s_v) \neq (\perp, s) \lor (d_p, s_p) \neq (d, s)] \\
\text{ErrorSwitch}(v) : & (\neg \text{Root}(v) \land \neg \text{Node}(v)) \lor ((u_p = \text{false}) \land (u_p = \text{true}))
\end{align*}

Finally, the algorithm makes use of the following boolean predicates on the local variables of every node v:

\begin{align*}
\text{Down}(v, X) : & (X_v = \perp) \land (X_p_v \neq \perp) \\
\text{Up}(v, X) : & (X_v = \perp) \land (\forall u \in \text{child}(v), X_u \neq \perp) \\
\text{UpWave}(v) : & (\exists u \in \text{child}(v) \mid \text{switch}_u \neq \perp) \lor (\exists u \in N(v) \mid \text{switch}_u = v) \\
& \text{or } (\exists u \in \text{child}(v) \mid u_p = \text{true})
\end{align*}

The implementation of Algorithm switch is described in Algorithm 3. In this implementation, “Alarm” stands for the procedure that is launched in case an error is detected. Roughly, the algorithm returns to tree&lead, and resets all variables specific to switch (s_v, switch_v, and up_e to \perp).

**Algorithm 3 Implementation of algorithm switch**

\begin{align*}
R_{\text{Alarm}} : & \text{ErrorSwitch}(v) \\
R_{\text{Clean}} : & \neg \text{ErrorSwitch}(v) \land (d_v \neq \perp) \land (\text{switch}_v = \perp) \land [(\text{switch}_{p_u} \neq \perp) \lor (d_p = \perp)] \\
R_{\text{Alarm}} : & \text{ErrorSwitch}(v) \land (s_v \neq \perp) \land (u_p = \text{false}) \land \text{UpWave}(v) \\
R_{\text{Clean}} : & \neg \text{ErrorSwitch}(v) \land (s_v \neq \perp) \land (u_p = \text{true}) \land (\text{Root}(v) \lor (s_p_v = \perp)) \\
R_{\text{Switch}} : & \neg \text{ErrorSwitch}(v) \land (\text{switch}_v \neq \perp) \land (s_p_v = \perp) \land (s_{\text{switch}_v} = \perp) \land \text{Up}(v, d) \\
R_{\text{Dist}} : & \neg \text{ErrorSwitch}(v) \land \text{Down}(v, L) \land (\forall u \in \text{child}(v), d_u = \perp) \land (\text{switch}_{p_u} = \perp) \\
R_{\text{Size}} : & \neg \text{ErrorSwitch}(v) \land \text{Up}(v, s)
\end{align*}

### 4.2.3 The permutation algorithm

One basic ingredient in Algorithm 1 is to remove an edge pending down from a node of high degree, and to reconnect the disconnect spanning tree to another node (of smaller degree) somewhere else in the tree. Let P be a simple path in the tree with a non-tree edge e connecting its two extremities. Let C be the fundamental cycle created by adding e to P, and let \( f \neq e \) be another edge of C (see Fig. 5). We aim at replacing \( f \) by e in T. For this purpose, we perform a sequence of local switches.

Let \( e = \{v, w'\} \) and assume, w.l.o.g., that \( f \) is on the simple path connecting \( v \) and the nearest common ancestor of \( v \) and \( w' \). (See Fig. 5). Then let \( w \) be the upmost extremity of \( f \),
The edge $f$ incident to $w$ on the path to $v$ should be permuted with the edge $e = \{v, w'\}$.

and let $w = u_0, u_1, \ldots, u_{k-1}, u_k = v$ be the simple path in $T$ from $w$ to $v$. In order to replace $f$ by $e$ in $T$, it is sufficient to perform a sequence of local switches: between $\{v, u_{k-1}\}$ and $e = \{v, w'\}$, then between $\{u_{k-1}, u_{k-2}\}$ and $\{u_{k-1}, v\}$, and so on by performing successively the switches between $\{u_i, u_{i-1}\}$ and $\{u_i, u_{i+1}\}$ until the last switch $\{u_1, w\}$ and $\{u_1, u_2\}$ which eventually remove $f$, and completes the operation.

The algorithm executing the sequence of switches as above is called permute. Interestingly, although Algorithm permute may execute an arbitrary large sequence of Algorithms switch, its complexity remains $O(n)$ rounds. Indeed, we first observe that the pruning corresponding to changing labels of the form $(d, s)$ into ones of the form $(\perp, s)$ occurs in different subtrees of nodes $u_0, u_1, \ldots, u_k$. Since the total size of all these subtrees cannot exceed $n$, these trees will be pruned and relabeled in $O(n)$ rounds. On the other hand, the pruning for $(d, s)$ to $(d, \perp)$ can be performed only once during Algorithm permute, with the relabeling starting upward only after $f$ has eventually be removed.

The following result summarizes the content of the section.

**Lemma 5** Algorithm permute executes the permutation task in $O(n)$ rounds. It is silent, loop-free, and uses $O(\log n)$ bits of memory at each node.

### 4.3 Silent NCA-labeling scheme construction

Our third tool for implementing the algorithm by Fürer and Raghavachari in a silent self-stabilizing manner using $O(\log n)$ bits of memory per node is the implementation of an informative-labeling scheme for nearest common ancestor (NCA) using $O(\log n)$ bits of memory per node. We use the scheme described in [4].

This scheme is based on the heavy-path decomposition of the rooted tree similar to the one used in [29]. Recall that, in this decomposition, each node of $T$ is classified as either
heavy or light. The root is light. For each internal node \( v \), let \( w \) be a child of \( v \) such that \( |T_w| = \max\{|T_u| \mid u \in \text{child}(v)\} \), and classify \( w \) as heavy. Each of the remaining children of \( v \) are classified as light. An edge connecting a heavy node to its parent is a heavy edge. All the other edges are light. A heavy path is a maximal path composed of heavy edges. Finally, given a node \( v \), \( \text{apex}(v) \) denotes the nearest ancestor of \( v \) which is light (possibly \( v \) itself if \( v \) is light).

Note that the number of light edges traversed by the shortest path from the root to any node \( v \) is at most \( O(\log n) \). Hence, the heavy-path decomposition provides a NCA-labeling scheme using \( O(\log^2 n) \) bits labels (see [15]). In this scheme, the label \( L(v) \) of node \( v \) is defined as

\[
L(v) = (L(p(\text{apex}(v))), \text{ID}(\text{apex}(v)), \text{dist}(v, \text{apex}(v))).
\]

Given the labels \( L(u) \) and \( L(v) \) of two nodes \( u \) and \( v \), the label of the nearest common ancestor \( \text{nca}(u,v) \) of \( u \) and \( v \) is essentially the longest common prefix of \( L(u) \) and \( L(v) \). This latter scheme uses labels on \( O(\log^2 n) \) bits mainly because it stores node identities in the labels, and encodes distances. To reduce the label size down to \( O(\log n) \) bits, the scheme in [4] uses alphabetic codes [20], to replace both the distances along the heavy path, and the identities of the apexes.

Let \( S = (n_1, n_2, \ldots, n_k) \) be a sequence of positive integers. For \( i = 1, \ldots, k \), let \( s_i = \sum_{j=1}^{i} n_j \) and \( \nu_i = \lceil \log_2 n_i \rceil \). Let \( s_0 = 0 \). The code of \( S \) uses, for each interval \( [s_{i-1}, s_i) \), the smallest multiple \( z_i \) of \( 2^n \) which is not smaller than \( s_{i-1} \). That is,

\[
z_i = \begin{cases} s_{i-1} & \text{if } s_i \equiv 0 \pmod{2^n} \\ s_{i-1} + 2^n - (s_{i-1} \mod 2^n) & \text{otherwise} \end{cases}
\]

Let \( w_i \) be the binary word on \( \lceil \log_2 n \rceil \) bits encoding \( z_i \), potentially with an additional sequence of leading 0’s. Since \( z_i \) is a multiple of \( 2^n \), the word \( w_i \) has at least \( v_i \) least significant bits equal to 0. Thus, let \( c_i \) be the binary word resulting from removing the \( v_i \) least significant bits from \( w_i \). The sequence \((c_1, c_2, \ldots, c_k)\) is the alphabetic codes of \( S \). An important property of this alphabetic code is that \( 0.c_1 < 0.c_2 < \cdots < 0.c_k \) [20].

Let \( \text{lsize}(v) \) be the light-size of \( v \), defined as \( \text{lsize}(v) = |T_v| - |T_w| \) where \( w \) is the heavy child of \( v \). Let \( v_1, v_2, \ldots, v_k \) be a heavy path, where \( v_1 \) is the apex. Let \((x_1, x_2, \ldots, x_k)\) be the sequence of integers defined by \( x_i = \text{lsize}(v_i) \). Let \((c_1, c_2, \ldots, c_k)\) be the alphabetic code of this sequence. The string \( c_i \) is called the heavy-label of \( v_i \), denoted by \( \text{hlabel}(v_i) \). The labeling stores \( \text{hlabel}(v_i) \) in \( L(v_i) \) instead of \( \text{dist}(v_i, v_1) \). Similarly, let \( u_1, u_2, \ldots, u_k \) be the light children of a heavy node \( v \), ordered such that \( \text{ID}(u_1) < \text{ID}(u_2) < \cdots < \text{ID}(u_k) \). Let \((y_1, y_2, \ldots, y_k)\) be the sequence of integers defined by \( y_i = |T_{v_i}| \), and let \((b_1, b_2, \ldots, b_k)\) be the alphabetic code of this sequence. The string \( b_i \) is called the light-label of \( u_i \), denoted by \( \text{hlabel}(u_i) \). The labeling stores \( \text{hlabel}(u_i) \) in \( L(u_i) \) instead of \( \text{ID}(v_i) \). The overall label of a node is thus:

\[
L(v) = (L(p(\text{apex}(v))), \text{hlabel}(\text{apex}(v)), \text{hlabel}(v)).
\]

Using the properties of alphabetic code, one can show that the labels produced this way are on \( O(\log n) \) bits (see [4]). As for the scheme on \( O(\log^2 n) \) bits, given the labels \( L(u) \) and \( L(v) \) of two nodes \( u \) and \( v \), the label of the nearest common ancestor \( \text{nca}(u,v) \) of \( u \) and \( v \) is essentially the longest common prefix of \( L(u) \) and \( L(v) \).

The NCA-labeling scheme above can be constructed distributedly using \( O(\log n) \) bits of memory per node, as shown in [4]. This construction can easily be made self-stabilizing. To be silent, every node \( v \) must however stores additional information to prove the correctness of the NCA-labeling.

**Lemma 6** There is a proof-labeling scheme for the NCA-labeling of [4] which uses labels on \( O(\log n) \) bits per node. The construction of the NCA-labeling, as well as of its proof can be done in \( O(n) \) rounds.
Proof. All nodes stores $\lceil \log_2 n \rceil$ where $n$ is the size of the tree $T$. Each node $v$ additionally stores $|T_v|$ and isize($v$). Let $v_1, v_2, \ldots, v_k$ be a heavy path, where $v_1$ is the apex. We define ssize($v_i$) = $\sum_{j=1}^{i-1}$ isize($v_j$), and let hchild($v_i$) = id($v_{i+1}$) (hchild($v_k$) = ⊥). Observe that verifying the consistencies of all these variables at each node can be easily achieved by checking the registers of the neighboring nodes in $T$.

To check the correctness of the NCA-labeling, each heavy node $v$ first checks that its label $L(v)$ is identical to the one of its parent, but the last field, hlabel($v$). To check the correctness of this latter field, node $v$ just recomputes its heavy label using all the aforementioned additional information. (In particular, given ssize($v$) and isize($v$), node $v$ can compute the partial sums $s_{i-1}$ and $s_i$ used to set up the alphabetic code).

Checking the correctness of the NCA-labeling at a light node $v$ (i.e., at an apex) is slightly more complex because computing llabel($v$) requires to know information that are not necessary available on the neighboring nodes. These information are however available at distance 2, on the sibling nodes. Therefore, the parent $p(v)$ of $v$ can do the checking for $v$. More precisely, a node $u$ having $v_1, v_2, \ldots, v_k$ as light children (ordered by identities) recomputes sequentially the light label llabel($v_i$) of each of its light child $v_i$, and rises an alarm if one of these light labels was not appearing in the label of $L(v_i)$. Beside this, node $v_i$ just checks that its label $L(v_i)$ is a suffix of $L(u)$.

4.4 Silent FR-tree construction

We have now all the ingredients to describe our silent self-stabilizing algorithm for the minimum-degree spanning tree problem using $O(\log n)$ bits of memory per node, and stabilizing in a polynomial number of rounds. Recall that these ingredients are a silent self-stabilizing algorithm for constructing an arbitrary spanning tree rooted at the node with minimum identity (cf. Section 4.1), a silent loop-free algorithm for switching between two spanning trees (cf. Section 4.2), and a silent construction of a labeling scheme for nearest-common ancestor (cf. Section 4.3). All these algorithms use registers of $O(\log n)$ bits at each node, and stabilize in $O(n)$ rounds. Using these ingredients, our algorithm for constructing a minimum-degree spanning tree is a distributed self-stabilizing implementation of the sequential algorithm by Fürer and Raghavachari [24] (see Algorithm 1). This implementation presents no more difficulties given our three precious ingredients.

The first instruction of Algorithm 1, i.e., constructing a spanning tree $T$ of the current graph $G$, is achieved using our silent self-stabilizing algorithm, tree&lead, for constructing an arbitrary spanning tree. At any point in time during the execution of the algorithm, computing the maximum degree $k$ of the nodes in the current tree is achieved by a convergecast to the root, and computing the status of the nodes (good or bad) as well as the identities of the different fragments is achieved by a divergecast from the root (each fragment in the tree is identified by the identity of the fragment’s node which is closest to the root). The test of Instruction 9 is achieved by a convergecast in the tree which collects the number of degree-$k$ good nodes at the root. The root then decides that the algorithm terminates if this number is zero. By the definition of a FR-tree (cf. Definition 1), when the algorithm terminates, its degree is at most $\text{OPT} + 1$. So, from now on, we describe the self-stabilizing implementation of Algorithm 1 by focussing on the search for improvements in the while-loop (cf. Instructions 5-8), and the update of the spanning tree (cf. Instructions 10-14).
4.4.1 Search for a sequence of improvements

The search for improvements is using the self-stabilizing implementation of the NCA-labeling scheme of [4] described in Section 4.3. Any cycle composed of a path in a current tree $T$ plus a non-tree edge $e = \{u, v\}$ connecting the two extremities $u$ and $v$ of that path is encoded as $(L(u), L(v), L(w))$ where $w = \text{nca}(u, v)$ and $L(\cdot)$ is the node labeling of [4]. At any execution of the while-loop, every good node $u$ identifies its non-tree edges incident to good nodes in different fragments, and chooses one of them arbitrarily (e.g., by choosing the edge $\{u, v\}$ such that $\text{nca}(u, v)$ is closest to the root, which can be done based solely on the label of $\text{nca}(u, v)$, which is in turn computable based only on $L(u)$ and $L(v)$). Once this edge has been identified, the good node $u$ stores the cycle corresponding to that edge. The selection of a unique edge among all non-tree edges selected by the nodes is performed via a convergecast where each internal node in the tree proceeds as follows. Given the cycles

$$(L(u_1), L(v_1), L(w_1)), \ldots, (L(u_d), L(v_d), L(w_d))$$

of the $d$ children of a node $u$, and given the cycle $(L(u_0), L(v_0), L(w_0))$ of $u$ itself, node $u$ selects the one, say $(L(u_i), L(v_i), L(w_i))$, such that $w_i$ is closest to the root.

Once the root has selected a cycle $(L(u), L(v), L(w))$, a divergecast starts whose role is to switch the bad nodes on that cycle to good. Note that not only the NCA-labeling scheme enables to compute the nearest common ancestor of any pair of nodes, it also enables to perform routing. Thus, all bad nodes on the path from $w$ to $u$, as well as on the path from $w$ to $v$, switch to good. In addition, those nodes store the pair $(L(u), L(v))$, since the corresponding edge $\{u, v\}$ will potentially be used from decreasing their degrees.

Finally, a convergecast is performed in order to detect whether at least one bad node of degree $k$ has switched to good. If this is the case, the algorithm updates the spanning tree as described hereafter. Otherwise, another loop is initiated. This proceeds until either one bad node of degree $k$ has switched to good, or no improving edges have been detected (i.e., no cycles have been received by the root after the convergecast of cycles). In this latter case, as said before, the root terminates. Hence, we now focus on the way to update the current spanning tree in order to decrease the degree of at least one node of degree $k$.

4.4.2 Updating the spanning tree

We are here in the situation in which at least one node of degree $k$ has switched from bad to good. In case there are more than one such nodes, the root can select one of them. So, from now on, we are concerned with improving the degree of a unique node of degree $k$. Recall from the above that any bad node $x$ that switches to good keeps in its register a pair $(L(u), L(v))$ of labels corresponding to an edge $\{u, v\}$ which can be used for decreasing the degree of $x$. More specifically, assume, w.l.o.g., that $u$ is a descendent of $x$ (by construction, one of the two nodes $u$ and $v$ is a descendent of $x$). Then the tree

$$T' = T \setminus \{x, y\} \cup \{u, v\}$$

where $y$ is the child of $x$ on the shortest path from $x$ to $u$ is another spanning tree of $G$ in which the degree of $x$ has decreased by 1. If $\deg_T(u) < k - 1$ and $\deg_T(v) < k - 1$, then this change from $T$ to $T'$ can be implemented using the algorithm permute described in Section 4.2. However, if one of these two nodes (or both) has degree $k - 1$, then this change from $T$ to $T'$ requires first to decrease the degree of those nodes with degree $k - 1$. This phenomenon can actually repeats for $u$ and/or for $v$, and for the nodes which could help reducing their degrees. We are thus potentially facing a sequence of improvements, which can actually be viewed as a
The binary tree $B$ rooted at $x$, where the at most two children of a node $z$ are the nodes yielding a degree-improvement for $z$. (See [24] for the absence of loops in the sequence of improvements).

The binary tree $B$ is actually stored distributedly at each node $z$ to be improved, since every such node precisely stores in its register the pair of labels corresponding to the extremities of the improving edge for $z$. Therefore, the sequence of improvements is executed in a postorder manner, starting from one leaf of $B$ until one can eventually improve the degree of $x$. (The postorder is provided directly by the structure of the distributed storage of $B$ at the nodes). Each improvement in this sequence of improvements can be implemented using the algorithm permute described in Section 4.2.

Once the degree of the identified node of degree $k$ has been reduced from $k$ to $k - 1$, the algorithm starts a new iteration of the repeat-loop.

### 4.5 Space and time complexity

We are now ready to state our main result:

**Theorem 1** There exists a silent self-stabilizing algorithm which constructs and stabilizes on FR-trees, a subclass of spanning trees with degree at most $\text{OPT} + 1$. The algorithm uses an optimal memory of $O(\log n)$ bits per node, converges in a polynomial number of rounds, and performs polynomial-time computations at each node.

**Proof.** We prove that the algorithm described in the previous sections satisfies the statement of the theorem. The correctness of the algorithm, including the fact that it constructs and stabilizes on a minimum-degree spanning tree with degree at most $\text{OPT} + 1$, follows directly from the correctness of Algorithm 1 established by Fürer and Raghavachari in [24], and from the correctness of each of the three ingredients used to implement it, established in Lemmas 2, 5, and 6. The fact that it uses $O(\log n)$ bits of memory per node also follows from Lemmas 2, 5, and 6, and from the fact that, apart from the variables used for the spanning tree construction, for the switches and permutations, and for the NCA labeling, the algorithm uses only variables on $O(\log n)$ bits (to store the maximum degree $k$ of the tree, the nature good or bad of the nodes, etc.). The fact that $\Omega(\log n)$ bits are requires follows from Lemma 1. The amount of individual computation performed at each node is polynomial, including the NCA-labeling (cf. [4]). Even if the number of rounds performed for the spanning tree construction, for the permutations, and for the NCA labeling, amounts for $O(n)$ each, it remains that the overall number of rounds of the algorithm might be larger. Nevertheless, the number of iterations of the repeat-loop in Algorithm 1 cannot exceed $n^2$. Indeed, the number of nodes with maximum degree $k$ decreases by at least one at each iteration, and $k$ can take at most $n - 2$ different values. Thus, overall, the number of rounds of our implementation is polynomial. □

### 5 Conclusion

In this paper, we have designed a silent self-stabilizing algorithm for constructing spanning trees of degree within one from the optimal. The algorithm is converging in polynomial time and uses registers on $O(\log n)$ bits. It stabilizes on FR-trees, which is a subclass of spanning trees with degree $\leq \text{OPT} + 1$. It would be interesting to determine whether FR-trees is the ultimate class of trees with degree $\leq \text{OPT} + 1$ for which there is an efficient self-stabilizing algorithm. We proved that, unless $\text{NP} = \text{co-NP}$, we cannot expect designing a polynomial-time silent self-stabilizing

\[^{2}\text{Cf. Section 5 for a discussion about the round complexity of constructing minimum-degree spanning trees.}\]
algorithm that stabilizes on the class of all spanning trees with degree $\leq \text{opt} + 1$. Nevertheless, there might be a subclass of trees with degree $\leq \text{opt} + 1$ including FR-trees, for which an efficient silent self-stabilizing algorithm exists. Note that it may be desirable that this subclass was including all spanning trees of optimal degree. We let this question as an open problem.

Another direction for further work is to figure out whether or not it is possible to design a silent self-stabilizing algorithms constructing and stabilizing on (some subclass of) spanning trees with degree at most $\text{opt} + 1$, performing in $O(n)$ rounds. This seems to be a non-trivial issue. In fact, it is not even clear whether it is possible to construct a minimum-degree spanning tree with degree at most $\text{opt} + 1$ in time $o(n^2)$ in synchronous models such as the CONGEST model of [44]. The algorithm by Fürer and Raghavachari [24] appears to be inherently sequential, in the sense the degree of the current tree decreases sequentially. Moreover, it does not appear clear how to use efficiently the ability to perform updates in parallel. Thus, the design of an efficient distributed algorithm may require to come up with a new algorithm, and/or to relax the performances (e.g., targeting a degree $O(\text{opt})$ or $\text{opt} + O(\log n)$).

Acknowledgement: The second author is thankful to David Peleg for informative discussions about minimum-degree spanning tree construction in the CONGEST model.

References

[1] Y. Afek and A. Bremler-Barr. Self-stabilizing unidirectional network algorithms by power supply. Chicago J. Theor. Comput. Sci. (1998).
[2] Y. Afek, S. Kutten, and M. Yung. Memory-efficient self stabilizing protocols for general networks. In 4th Int. Workshop on Distributed Algorithms (WDAG), LNCS 486, Springer, pp15–28 (1990)
[3] Y. Afek, S. Kutten, and M. Yung. The local detection paradigm and its applications to self-stabilization. Theoretical Computer Science 186(1-2):199-229 (1997)
[4] S. Alstrup, C. Gavoille, H. Kaplan, and T. Rauhe. Nearest Common Ancestors: A Survey and a New Algorithm for a Distributed Environment. Theory of Comput. Systems 37:441-456 (2004)
[5] A. Arora and M. Gouda. Distributed reset. IEEE Trans. Computers 43(9):1026-1038 (1994)
[6] B. Awerbuch, S. Kutten, Y. Mansour, B. Patt-Shamir, and G. Varghese. Time optimal self-stabilizing synchronization. In 25th ACM Symp. on Theory of Computing (STOC), pp652-661 (1993)
[7] B. Awerbuch, B. Patt-Shamir, and G. Varghese. Self-stabilization by local checking and correction. In 32nd IEEE Symp. on Foundations of Computer Science (FOCS), pp268-277 (1991)
[8] J. Beauquier, M. Gradinariu, and C. Johnen. Memory Space Requirements for Self-Stabilizing Leader Election Protocols. In 18th ACM Symp. on Principles of Distributed Computing (PODC), pp199-207 (1999)
[9] L. Blin, S. Dolev, M. Gradinariu Potop-Butucaru, and S. Rovedakis. Fast self-stabilizing minimum spanning tree construction – using compact nearest common ancestor labeling
scheme. In 24th Int. Symposium on Distributed Computing (DISC), LNCS 6343, Springer, pp480–494 (2010)

[10] L. Blin, M. Gradinariu Potop-Butucaru, and S. Rovedakis. Self-stabilizing minimum degree spanning tree within one from the optimal degree. J. Parallel Distrib. Comput. 71(3):438–449 (2011)

[11] L. Blin, M. Potop-Butucaru, S. Rovedakis, and S. Tixeuil. A new self-stabilizing minimum spanning tree construction with loop-free property. In 23rd Int. Symposium on Distributed Computing (DISC), LNCS 5805, Springer, pp407-422 (2009)

[12] J. Burman and S. Kutten. Time optimal asynchronous self-stabilizing spanning tree. In 21st Int. Symposium on Distributed Computing (DISC), LNCS 4731, Springer, pp92–107 (2007)

[13] F. Butelle, C. Lavault, and M. Bui. A uniform self-stabilizing minimum diameter tree algorithm. In 9th Int. Workshop on Distributed Algorithms (WDAG), LNCS 972, Springer, pp257–272 (1995)

[14] Z. Collin and S. Dolev. Self-stabilizing depth first search. Information Processing Letters 49:297–301 (1994)

[15] A. Courner. A new polynomial silent stabilizing spanning-tree construction algorithm. In 16th Int. Colloquium on Structural Information and Communication Complexity (SIROCCO), LNCS 5869, Springer, pp141-153 (2009)

[16] A. Courner, S. Devismes, and V. Villain. Light enabling snap-stabilization of fundamental protocols. ACM Transactions on Autonomous and Adaptive Systems 4(1) (2009)

[17] A. Courner, S. Rovedakis, and V. Villain. The first fully polynomial stabilizing algorithm for bfs tree construction. In 15th Int. Conference on Principles of Distributed Systems (OPODIS), LNCS 7109, Springer, pp159–174 (2011)

[18] A. Datta, L. Larmore, and P. Vemula Self-stabilizing leader election in optimal space under an arbitrary scheduler. Theor. Comput. Sci. 412(40):5541-5561 (2011)

[19] S. Dolev. Self-Stabilization. MIT Press (2000)

[20] S. Dolev, M. G. Gouda, and M. Schneider. Memory Requirements for Silent Stabilization. Acta Inf. 36(6):447–462 (1999)

[21] S. Dolev and T. Herman, Superstabilizing protocols for dynamic distributed systems. Chicago Journal of Theoretical Computer Science 1997:140 (1997)

[22] S. Dolev, A. Israeli, and S. Moran. Self-stabilization of dynamic systems assuming only read/write atomicity. Distributed Computing 7(1):3–16 (1993)

[23] P. Fraigniaud. Approximation Algorithms for Minimum-Time Broadcast under the Vertex-Disjoint Paths Mode. In 9th European Symposium on Algorithms (ESA), pp440-451 (2001)

[24] M. Furer and B. Raghavachari. Approximating the Minimum-Degree Steiner Tree to within One of Optimal. J. Algorithms 17(3): 409-423 (1994)

[25] B. Gavish. Topological design of centralized computer networks: Formulation and algorithms. Networks 12:355-377 (1982)
[26] E. Gilbert and E. Moore. Variable-length binary encodings. Bell System Technical Journal 38:933–967, 1959.

[27] S. Gupta, A. Bouabdallah, and P. Srimani. Self-stabilizing protocol for shortest path tree for multi-cast routing in mobile networks. In 6th European Conference in Parallel Processing (EuroPar), pp600–604 (2000)

[28] S. Gupta and P. Srimani. Self-stabilizing multicast protocols for ad hoc networks. J. Parallel Distrib. Comput. 63(1):87–96 (2003)

[29] D. Harel, and R. Tarjan. Fast algorithms for finding nearest common ancestors. SIAM Journal Computing 13(2), 338–355 (1984)

[30] L. Higham and Z. Liang. Self-stabilizing minimum spanning tree construction on message-passing networks. In 15th Int. Conference on Distributed Computing (DISC), LNCS 2180, Springer, pp194-208 (2001)

[31] S.-T. Huang and N.-S. Chen. A self-stabilizing algorithm for constructing breadth-first trees. Inf. Process. Lett. 41(2):109–117 (1992)

[32] S.-T. Huang and N.-S. Chen. Self-stabilizing depth-first token circulation on networks. Distributed Computing 7(1):61–66 (1993)

[33] S.-T. Huang. A self-stabilizing algorithm for the shortest path problem assuming read/write atomicity. J. Comput. Syst. Sci., 71(1):70–85, 2005.

[34] R. Kawatra. A multiperiod degree constrained minimal spanning tree problem. European Journal of Operational Research 143:53-63 (2002)

[35] A. Itai, C. H. Papadimitriou, and J. L. Szwarcfiter. Hamiltonian paths in grid graphs. SIAM J. Comput. 11(4): 676-686 (1982)

[36] G. Itkis, L. A. Levin. Fast and Lean Self-Stabilizing Asynchronous Protocols. In 35th IEEE Symp. on Foundations of Computer Science (FOCS), pp226-239 (1994)

[37] C. Johnen. Memory-efficient self-stabilizing algorithm to construct BFS spanning trees. In 3rd Workshop on Self-stabilizing Systems (SSS), pp125–140 (1997).

[38] P. N. Klein, R. Krishnan, B. Raghavachari, and R. Ravi Approximation algorithms for finding low-degree subgraphs. Networks 44(3): 203-215 (2004)

[39] A. Korman, S. Kutten. Distributed verification of minimum spanning tree. Distributed Computing 20: 253-266 (2007)

[40] A. Korman, S. Kutten, T. Masuzawa. Fast and compact self stabilizing verification, computation, and fault detection of an MST. In 30th ACM Symp. on Principles of Distributed Computing (PODC), pp311-320 (2011)

[41] A. Korman, S. Kutten, and D. Peleg. Proof labeling schemes. Distributed Computing 22(4): 215–233 (2010)

[42] A. Kosowski and L. Kuszner. A self-stabilizing algorithm for finding a spanning tree in a polynomial number of moves. In 6th Int. Conference on Parallel Processing and Applied Mathematics (PPAM), LNCS 3911, Springer, pp75-82 (2005)
[43] S.C. Narula and C.A. Ho. Degree-constrained minimum spanning tree. *Computors and Operational Research* 7:239-249 (1980)

[44] David Peleg. Distributed Computing: A Locality-Sensitive Approach. *SIAM* (2000).

[45] David Peleg. Informative labeling schemes for graphs. *Theor. Comput. Sci.* 340(3):577-593 (2005)

[46] M. Singh, L. C. Lau. Approximating minimum bounded degree spanning trees to within one of optimal. In proc. *39th ACM Symp. on Theory of Computing* (STOC), pp661-670 (2007)

[47] The IRIS project: [http://www.anr-iris.fr](http://www.anr-iris.fr).