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Abstract

We study the tunneling of Dirac fermions in graphene through a double barrier potential allowing the carriers to have an effective mass inside the barrier as generated by a lattice miss-match with the boron nitride substrate. The consequences of this gap opening on the transmission are investigated. The realization of resonant tunneling conditions is also analyzed.
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1 Introduction

After the experimental realization of graphene in 2005, this system became an attractive subject not only to experimentalists but also to theoretical physicists. This is partially due to the relativistic-like behavior of its massless carriers. In addition to its anomalous quantum Hall effect [1,2], graphene provides an example of condensed matter systems where quantum electrodynamics tools can be applied [3]. These new developments offered a condensed matter laboratory to perform many investigations, which were solely available to high energy physicists in the past. Because of this similarity with relativistic fermions, graphene systems triggered the interest of the scientific community for studying massless Dirac fermions in two-dimensional spaces.

One of the characteristics of Dirac fermions in graphene is their ability to tunnel through very high potential barriers with unit probability [4,5], contrary to the usual intuition. This so-called Klein tunneling of chiral particles has long ago been proposed in the framework of quantum electrodynamics [6,7,8], but was never observed experimentally. However, as appealing as the Klein tunneling may sound from the fundamental research point of view, its presence in graphene is unwanted when it comes to applications of graphene because space confinements of the carriers is of great importance in nanoelectronics. One way to overcome these difficulties is through generating a gap in the energy spectrum or equivalently to generate a mass term in the associated Dirac equation.

Experimentally it has been shown that one can generate a gap in the graphene spectrum if a graphene sheet is deposited on top of hexagonal boron nitride (BN) [9]. In graphene the carbon-carbon distance is 1.42 Å, when deposited on a substrate of boron nitride, a band gap insulator with a boron to nitrogen distance of the order of 1.45 Å [10] creates a lattice mismatch which is at the origin of gap opening in the graphene sheet. It was shown that the most stable configuration obtains when one carbon is on top of a boron and the other carbon in the unit cell is centered above a BN ring, the value of the induced gap is of the order of 53 meV. Depositing graphene on a metal surface with a BN buffer layer leads to n-doped graphene with an energy gap of 0.5 eV [11].

Theoretically, tunneling phenomena through graphene deposited on SiO$_2$-BN substrate in zero magnetic field was discussed [12]. In that work it was assumed that it was possible to manufacture a thin layer with SiO$_2$-BN interfaces, on top of which a graphene flake was deposited. This arrangement induces spatial regions where graphene has a vanishing gap intercalated with regions where BN will cause a finite gap. The graphene physics was considered in two different regions: the $k$--region, where the graphene sheet is standing on top of SiO$_2$, and a $q$--region where the sheet stands over a BN sheet hence causing a mass-like term and inducing an energy gap of value $2t'$. The effect of chiral electrons in graphene through these region was studied, the electronic spectrum changes from the usual linear dispersion to a hyperbolic dispersion, due to the presence of a gap. It was shown that contrary to the tunneling through a potential barrier, the transmission of electrons was, in this case, smaller than the one for normal incidence. These results were extended to the case of a magnetic field case [21] and different generalizations were obtained.

Motivated by the above reasons and in particular the investigation made in [12] and [21], we would like to extend the study of tunneling phenomena through a graphene sheet deposited on SiO$_2$-BN layer in the presence of an external magnetic field $B$ and double barrier potentials. Note that, actually there were many theoretical investigations on tunneling of electrons in graphene in the presence of magnetic
field e.g. [13, 14, 15, 16]. However, they did not consider a graphene system deposited on SiO$_2$-BN and hence their graphene system was gapless.

More precisely, we consider a system made of two different regions, where the second is characterized by an energy gap $t'$, in a perpendicular magnetic field. The energy spectra are obtained in both regions in terms of two different Landau levels and $t'$. For concreteness, we consider a barrier in magnetic field and study the tunneling effect. Indeed, from the continuity condition we obtain different solutions, which allowed us to explicitly determine the reflection and transmission coefficients in different regions those are then shown to obey the probability conservation law. We study the transmission behavior in terms of the energy ratio $E/t'$ and discuss the possibility of resonant tunneling.

The present paper is organized as follows. In section 2, we formulate our problem to include different part in the Hamiltonian describing the system made of graphene. The corresponding solution of the energy spectrum will be the subject of section 3. The scattering problem for Dirac fermions will be solved in section 4 where the transfer matrix will be explicitly given. In section 5, we determine the reflection and transmission coefficients using the associated current density. We conclude our work in the final section.

2 Problem formulation

To deal with our task let us first describe the geometry of our system, which is made of five regions denoted by $j = 1, 2, \cdots 5$. Each region is characterized by its potential and interaction with external sources. The potential profile is summarized in Figure 1:

![Figure 1: The energy diagram of the potential $V(x)$ describing our double barrier along with its physical parameters.](image)

The double barrier potential $V(x)$ is defined by

$$V(x) = \begin{cases} 
V, & d_1 < |x| < d_2 \\
U, & |x| < d_1 \\
0, & \text{otherwise.}
\end{cases}$$

(1)

According the region labels, we denote the corresponding constant potential values by $V_j$. We introduce a uniform perpendicular magnetic field, along the $z$-direction, constrained to the well region between the two barriers and is defined by

$$B(x, y) = B_0 \Theta (d_1^2 - x^2)$$

(2)
where $B_0$ is the strength of the magnetic field within the strip located in the region $|x| \leq d_1$ and $B = 0$ otherwise, $\Theta$ is the Heaviside step function. Choosing the Landau gauge and imposing continuity of the vector potential at the boundary to avoid nonphysical effects, we end up with the following vector potential

$$A_y(x) = \frac{c}{eB} \times \begin{cases} -d_1, & x < -d_1 \\ x, & |x| < d_1 \\ d_1, & x > d_1 \end{cases}$$

(3)

with the magnetic length defined by $l_B = \sqrt{c/eB_0}$, $c$ being the speed of light and $e$ the electronic charge.

Once we have defined the potential parameters relevant to all regions, we introduce the Hamiltonian for one-pseudospin component describing our system. In region $j = 1, 2, 4, 5$ it can be written as

$$H_j = v_F \sigma \cdot \pi + V_j$$

(4)

while in region (3) we have

$$H_3 = v_F \sigma \cdot \pi + U + t' \sigma_z$$

(5)

where $v_F$ is the Fermi velocity, $\pi = \vec{p} + eA/c$ is the two-component momentum, $t'$ is the mass term, $\sigma = (\sigma_x, \sigma_y)$ and $\sigma_z$ are the usual Pauli matrices. To proceed further, we need to find the solutions of the corresponding Dirac equation and therefore the energy spectrum.

### 3 Energy spectrum

We determine the eigenvalues and eigenspinors corresponding to the Hamiltonian $H_j$ in different regions. Indeed, from (4) we can write in regions (1, 2, 4, 5) the Hamiltonian as

$$H_j = v_F \begin{pmatrix} V_j/v_F & p_{jx} - ip_y + i\frac{d}{l_B} \\ p_{jx} + ip_y - i\frac{d}{l_B} & V_j/v_F \end{pmatrix}$$

(6)

where the parameter $d$ is defined by

$$d = \begin{cases} d_1, & x < -d_1 \\ -d_1, & x > d_1. \end{cases}$$

(7)

To solve the eigenvalue problem, we can separate variables and write the eigenspinors as

$$\psi_j(x, y) = \varphi_j(x)\chi(y)$$

(8)

where $\varphi_j(x) = (\varphi_{j+}, \varphi_{j-})^t$, $\varphi_{j\pm}$ are the upper and lower spinor components, and $\chi(y) = e^{ik_yy}$, with $k_y$ a real parameter that stands for the wave number of the excitations along the $y$-axis. After rescaling energy $\epsilon = E/v_F$ and potential $v_j = V_j/v_F$, the resulting reduced time independent Dirac equation is given by

$$\begin{pmatrix} 0 & p_{jx} - ip_y + i\frac{d}{l_B} \\ p_{jx} + ip_y - i\frac{d}{l_B} & 0 \end{pmatrix} \begin{pmatrix} \varphi_{j+} \\ \varphi_{j-} \end{pmatrix} = (\epsilon - v_j) \begin{pmatrix} \varphi_{j+} \\ \varphi_{j-} \end{pmatrix}.$$
This eigenproblem can be written as two linear differential equations of the form

\[
\begin{align*}
(p_jx - ip_y + \frac{d}{l_B^2}) \varphi_{j-} &= (\epsilon - v_j)\varphi_{j+} \\
(p_jx + ip_y - \frac{d}{l_B^2}) \varphi_{j+} &= (\epsilon - v_j)\varphi_{j-}
\end{align*}
\]

where \( p_{jx} \) is the \( x \)-component of the momentum operator in the \( j \)-th potential region. The above equation can be solved, using the unit system (\( \hbar = c = e = 1 \)), to get the energy eigenvalues

\[
\epsilon - v_j = s_j \sqrt{(k_{jx})^2 + \left(k_y - \frac{d}{l_B^2}\right)^2}
\]

where \( s_j = \text{sign}(\epsilon - v_j) \) is the usual sign function, equal to \( \pm 1 \) for a positive and negative argument, respectively. It is clear that the wave vector along the \( x \)-direction can be written as

\[
k_{jx} = \sqrt{(\epsilon - v_j)^2 - (k_y - \frac{d}{l_B^2})^2}.
\]

Consider now a particle-like scattering state (\( \epsilon > 0 \)), the particle is incident from the left side in the \( j \)-th potential region, with incoming wave vector \( k_j = (k_{jx}, k_y) \) and position \( r = (x, y) \). Thus, the incoming spinor in the \( j \)-th potential region is given by

\[
\psi_j(x, y) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ z_j \end{pmatrix} e^{ik_jx}
\]

where \( z_j \) is given by

\[
z_j = s_j \frac{k_{jx} + i \left(k_y - \frac{d}{l_B^2}\right)}{\sqrt{(k_{jx})^2 + \left(k_y - \frac{d}{l_B^2}\right)^2}} = s_j e^{i\phi_j}
\]

and the phase is \( \phi_j = \arctan \left(\frac{k_y - \frac{d}{l_B^2}}{k_{jx}}\right) \). The sign \( s_j = \pm 1 \) again refers to conduction and valence bands in region \( j = 1, 2, 4, 5 \). The corresponding left and right moving spinors are defined by

\[
\begin{align*}
\psi_{j-}(x, y) &= \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -z_j^* \end{pmatrix} e^{i(-k_{jx}x + k_yy)} \\
\psi_{j+}(x, y) &= \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ z_j^* \end{pmatrix} e^{i(k_{jx}x + k_yy)}
\end{align*}
\]

To complete the solutions of the energy spectrum, we consider now region 3 where \( |x| \leq d_1 \), \( \pi_x = p_x, \pi_y = p_y + A_y \), and vector potential is \( A(x) = x/l_B^2 \), then (5) becomes

\[
H_3 = \begin{pmatrix} U/v_F + \ell'/v_F & -i\partial_x - ik_y - i\frac{x}{l_B^2} \\
-i\partial_x + ik_y + i\frac{x}{l_B^2} & U/v_F - \ell'/v_F \end{pmatrix}
\]

To diagonalize this Hamiltonian we proceed by defining the usual bosonic operators

\[
a = \frac{l_B}{\sqrt{2}} \left(\partial_x + k_y + \frac{x}{l_B^2}\right), \quad a^\dagger = \frac{l_B}{\sqrt{2}} \left(-\partial_x + k_y + \frac{x}{l_B^2}\right)
\]
which satisfy the commutation relation $[a, a^\dagger] = 1$. Rescaling our energies $\mu = t'/v_F$ and $u = U/v_F$, we can write the Hamiltonian in terms of $a$ and $a^\dagger$ as follows

$$H_3 = v_F \begin{pmatrix} u + \mu & -i\sqrt{\frac{\epsilon}{2}} a \\ i\sqrt{\frac{\epsilon}{2}} a^\dagger & u - \mu \end{pmatrix}. \quad (20)$$

The eigenvalue equation for the spinor $\psi_3(x, y)$, that is $H_3 \psi_3(x, y) = E\psi_3(x, y)$ gives $\psi_3(x, y) = \varphi_3(x)\chi(y)$ with $\chi(y) = e^{ik_y y}$ and $\varphi_3(x) = (\varphi_{3+}^\dagger \varphi_{3-})^t$ verifies

$$\begin{pmatrix} u + \mu & -i\sqrt{\frac{\epsilon}{2}} a \\ +i\sqrt{\frac{\epsilon}{2}} a^\dagger & u - \mu \end{pmatrix} \begin{pmatrix} \varphi_{3+} \\ \varphi_{3-} \end{pmatrix} = \epsilon \begin{pmatrix} \varphi_{3+} \\ \varphi_{3-} \end{pmatrix} \quad (21)$$

where again $\epsilon = E/v_F$. The eigenproblem can then be rewritten as two relations between the two spinor components

$$\begin{align*}
(u + \mu)\varphi_{3+} - i\sqrt{\frac{\epsilon}{2}} l_B a \varphi_{3-} &= \epsilon \varphi_{3+} \\
+i\sqrt{\frac{\epsilon}{2}} l_B a^\dagger \varphi_{3+} + (u - \mu)\varphi_{3-} &= \epsilon \varphi_{3-} \quad (22, 23)
\end{align*}$$

which lead to an eigenvalue equation for the operator $aa^\dagger$ and $\varphi_{3+}$

$$[(\epsilon - u)^2 - \mu^2] \varphi_{3+} = \frac{2}{l_B^2} aa^\dagger \varphi_{3+}. \quad (24)$$

It is clear that $\varphi_{3+}$ is an eigenstate of the number operator $N = a^\dagger a$ and therefore we identify $\varphi_{3+}$ with the eigenstates of the harmonic oscillator $|n - 1\rangle$, namely

$$\varphi_{3+} \sim |n - 1\rangle \quad (25)$$

and the corresponding energy spectrum reads

$$(\epsilon - u) = \pm \epsilon_n = \pm \frac{1}{l_B} \sqrt{(\mu l_B)^2 + 2n}. \quad (26)$$

The second spinor component can now be written as follows

$$\varphi_{3-} = \frac{i\sqrt{2} a^\dagger}{(\epsilon - u)l_B + \mu l_B} |n - 1\rangle = \frac{i\sqrt{2n}}{(\epsilon - u)l_B + \mu l_B} |n\rangle \quad (27)$$

where $\sqrt{2n} = \sqrt{(\epsilon_n l_B)^2 - (\mu l_B)^2}$, which gives

$$\varphi_{3-} = \pm i \sqrt{\frac{\epsilon_n + \mu}{\epsilon_n - \mu} |n\rangle}. \quad (28)$$

Where the $\pm$ signs correspond to positive and negative energy solutions, respectively. After normalization we obtain the eigenspinors for positive and negative energies

$$\varphi_{3n}^\pm = \frac{1}{\sqrt{2}} \begin{pmatrix} \sqrt{\frac{\epsilon_n + \mu}{\epsilon_n - \mu}} |n - 1\rangle \\ \pm i \sqrt{\frac{2n + \mu}{\epsilon_n - \mu}} |n\rangle \end{pmatrix}. \quad (29)$$
By introducing the parabolic cylinder functions $D_n(x) = 2^{-n/2}e^{-x^2/4}H_n(x/\sqrt{2})$, the solution in the barrier region $|x| \leq d_1$ can be expressed as
\[
\psi_{3n}(x, y) = \frac{1}{\sqrt{2}} \left( \pm i \frac{e^{i n \mu}}{\sqrt{2 \sqrt{\mu} \sqrt{n \mu}} D_n((\epsilon n l_B)^2 - (\mu l_B)^2)/2} \left[ \pm \sqrt{2} \left( \frac{x}{l_B} + k_y l_B \right) \right] \right) e^{i k_y y}. \tag{30}
\]

We should note that the above ± signs stand for waves traveling to right and left, respectively, along our usual convention for traveling waves $e^{\pm ik_{jx}}$. In this context the full solution in region 3 is given by a linear combination, $c_+ \times (30)$ with the upper sign added to $c_- \times (30)$ with the lower sign where $c_\pm$ are arbitrary coefficients to be fixed by the boundary conditions as exposed in the following section. The above results (16)-(17) and (30) summarizes the solutions of the energy spectrum in different regions composing our graphene sheet. Next, we will show how to implement the results obtained so far to study the tunneling of Dirac fermions through a double barrier potential.

4 Boundary conditions

It is straightforward to solve the scattering problem for Dirac fermions. We assume that the incident wave propagates at an angle $\phi_1$ with respect to the $x$-axis, where the superscript indicate the potential region. Let us first write explicitly the eigenvalues and the corresponding eigenspinors with reflected and transmitted parts in each region. In the incident region for $x < -d_2$ (region 1), we have
\[
\epsilon = \sqrt{(k_{1x})^2 + \left( k_y - \frac{d_1}{l_B} \right)^2} \tag{31}
\]
\[
\psi_1 = \frac{1}{\sqrt{2}} \left( \frac{1}{z_1} \right) e^{i(k_{1x}x + k_y y)} + r \frac{1}{\sqrt{2}} \left( \frac{1}{-z_1^*} \right) e^{i(-k_{1x}x + k_y y)} \tag{32}
\]
where $r$ is the reflection amplitude. It is clear that the shift in $k_y$ is due to our gauge choice for the vector potential. It is convenient to parameterize the momenta as follows
\[
k_{1x} = \epsilon \cos \phi_1, \quad k_y = \epsilon \sin \phi_1 + \frac{d_1}{l_B}. \tag{33}
\]

In the barrier region $-d_2 \leq x \leq -d_1$ (region 2), we have
\[
\epsilon - v = s^2 \sqrt{(k_{2x})^2 + \left( k_y - \frac{d_1}{l_B} \right)^2} \tag{34}
\]
\[
\psi_2 = \frac{a}{\sqrt{2}} \left( \frac{1}{z_2} \right) e^{i(k_{2x}x + k_y y)} + \frac{b}{\sqrt{2}} \left( \frac{1}{-z_2^*} \right) e^{i(-k_{2x}x + k_y y)} \tag{35}
\]
where $a$ and $b$ are two wavefunction parameters and $v = V/v_F$. The corresponding, suitably parameterized, momentum is given by
\[
k_{2x} = (\epsilon - v) \cos \phi_2, \quad k_y = (\epsilon - v) \sin \phi_2 + \frac{d_1}{l_B}. \tag{36}
\]
Similarly for the barrier region \(d_1 \leq x \leq d_2\) (region 4) we have

\[
\epsilon - v = s_4 \sqrt{(k_{2x})^2 + \left(k_y + \frac{d_1}{l_B}\right)^2}
\]

\[
\psi_4 = \frac{e}{\sqrt{2}} \left( \frac{1}{z_4} \right) e^{i(k_{4x}x + k_{4y})} + \frac{f}{\sqrt{2}} \left( \frac{1}{-z_4^*} \right) e^{i(-k_{4x}x + k_{4y})}
\]

where \(e\) and \(f\) are the corresponding wavefunction parameters. Similarly, the momentum can be defined by

\[
k_{4x} = (\epsilon - v) \cos \phi_4, \quad k_y = (\epsilon - v) \sin \phi_4 - \frac{d_1}{l_B}.
\]

Finally, in the transmission region, \(x > d_2\) (region 5), we have only transmitted waves

\[
\epsilon = \sqrt{(k_{5x})^2 + \left(k_y + \frac{d_1}{l_B}\right)^2}
\]

\[
\psi_5 = \frac{t}{\sqrt{2}} \left( \frac{1}{z_5} \right) e^{i(k_{5x}x + k_{5y})}
\]

where \(t\) is the transmission amplitude, the corresponding momentum reads as

\[
k_{5x} = \epsilon \cos \phi_5, \quad k_y = \epsilon \sin \phi_5 - \frac{d_1}{l_B}.
\]

The refraction angles \(\phi_2\), \(\phi_4\) and \(\phi_5\) at the interfaces are obtained by requiring conservation of the momentum \(p_y\). This leads to a simplified expression of these angles in terms of \(\phi_1\)

\[
\sin \phi_2 = \frac{\epsilon}{\epsilon - v} \sin \phi_1
\]

\[
\sin \phi_4 = \frac{\epsilon}{\epsilon - v} \sin \phi_1 + \frac{2d_1}{(\epsilon - v)l_B^2}
\]

\[
\sin \phi_5 = \sin \phi_1 + \frac{2d_1}{\epsilon l_B^2}.
\]

We should point out at this stage that we were unfortunately forced to adopt a somehow cumbersome notation for our wavefunction parameters in different potential regions due to the relatively large number of necessary subscripts and superscripts.

Before matching the eigenspinors at the boundaries, let us define the following shorthand notation for the dimensionless parameters

\[
a_{n\pm} = \sqrt{1 \pm \frac{\mu}{\epsilon_n}}, \quad d_{n\pm} = \frac{\sqrt{2}}{\epsilon_n l_B a_{n\pm}}
\]

and the parabolic cylindric functions by

\[
\eta_{1\pm} = D_{[(\epsilon_n l_B)^2 - (\mu l_B)^2]/2} \left[ \pm \sqrt{2} \left( \frac{-d_1}{l_B} + k_{xy} l_B \right) \right]
\]

\[
\xi_{1\pm} = D_{[(\epsilon_n l_B)^2 - (\mu l_B)^2]/2} \left[ \pm \sqrt{2} \left( \frac{-d_1}{l_B} + k_{xy} l_B \right) \right].
\]
Now, requiring the continuity of the spinor wavefunctions at each junction interface give rise to a set of equations. Indeed, at the point \( x = -d_2 \):
\[
\begin{align*}
\{ \begin{array}{l}
e^{-ik_{12}d_2} + r e^{ik_{12}d_2} = a e^{-ik_{22}d_2} + b e^{ik_{22}d_2} \\
z_1 e^{-ik_{12}d_2} - r z_1^* e^{ik_{12}d_2} = a z_2 e^{-ik_{22}d_2} - b z_2^* e^{ik_{22}d_2}
\end{array} \}
\tag{49}
\]

\( x = -d_1 \):
\[
\begin{align*}
\{ \begin{array}{l}
a e^{-ik_{22}d_1} + b e^{ik_{22}d_1} = c_+ a_n + \eta_1^+ + c_- a_n - \eta_1^- \\
a z_2 e^{-ik_{22}d_1} - b z_2^* e^{ik_{22}d_1} = c_+ i d_n + \xi_1 + c_- i d_n - \xi_1
\end{array} \}
\tag{50}
\]

\( x = d_1 \):
\[
\begin{align*}
c_+ a_n + \eta_2^+ + c_- a_n - \eta_2^- = e e^{ik_{42}d_1} + f e^{-ik_{42}d_1} \\
c_+ i d_n + \xi_2 + c_- i d_n - \xi_2 = e z_4 e^{ik_{42}d_1} - f z_4^* e^{-ik_{42}d_1}
\end{align*}
\tag{51}
\]

\( x = d_2 \):
\[
\begin{align*}
e e^{ik_{42}d_2} + f e^{-ik_{42}d_2} = te^{ik_{52}d_2} \\
ez_4 e^{ik_{42}d_2} - f z_4^* e^{-ik_{42}d_2} = tz_5 e^{ik_{52}d_2}
\end{align*}
\tag{52}
\]

In the above formulae, the parameters \( \eta_{2\pm} \) and \( \xi_{2\pm} \) are defined similarly to (47)-(48) but with \( d_1 \) replaced by \(-d_1\). All these equations can be written in compact form by introducing the transfer matrix \( M \), which is given by
\[
\begin{pmatrix}
-e^{ik_{12}d_2} & e^{-ik_{22}d_2} & 0 & 0 & 0 & 0 \\
\frac{1}{z_1} e^{ik_{12}d_2} & 1 & -\frac{1}{z_2} e^{ik_{22}d_2} & 0 & 0 & 0 \\
0 & e^{-ik_{22}d_1} & -a_n \eta_1^+ & -a_n \eta_1^- & 0 & 0 \\
z_2 e^{-ik_{22}d_1} & \frac{1}{z_2} e^{ik_{22}d_1} & -i d_n + \xi_1^+ & i d_n - \xi_1^- & 0 & 0 \\
0 & 0 & 0 & -a_n + \eta_2^+ & -a_n - \eta_2^- & e^{ik_{42}d_1} \\
0 & 0 & 0 & i d_n + \xi_2 + & -i d_n - \xi_2^- & e z_4 e^{ik_{42}d_1} \\
0 & 0 & 0 & 0 & 0 & \frac{1}{z_4} e^{-ik_{42}d_1} \\
0 & 0 & 0 & 0 & 0 & e^{-ik_{52}d_2} \\
0 & 0 & 0 & 0 & 0 & -z_4 e^{ik_{42}d_2} \\
0 & 0 & 0 & 0 & 0 & -\frac{1}{z_4} e^{-ik_{42}d_2} \\
0 & 0 & 0 & 0 & 0 & -z_5 e^{ik_{52}d_2}
\end{pmatrix}
\tag{53}
\]

Defining \( \Phi = (r, a, b, c_+, c_-, e, f, t)^t \) as a vector quantity made of all unknown wavefunction parameters in our problem and \( \Xi = (e^{-ik_{12}d_2}, z_1 e^{-ik_{12}d_2}, 0, 0, 0, 0, 0, 0)^t \), where the superscript \( t \) stands for transpose, the compact form of equation (49)-(52) can then be written as
\[
M \Phi = \Xi.
\tag{54}
\]

Of course the same problem could be formulated in terms of \( 2 \times 2 \) matrices if we use the concept of transfer matrix from one potential region to another. This last formulation will be much more adequate in dealing with periodic systems and applying the Bloch theorem to find the associated energy bands.

### 5 Reflection and transmission coefficients

Now we are ready for the computation of the reflection \( R \) and transmission \( T \) coefficients. For this purpose, we introduce the associated current density \( J \), which defines \( R \) and \( T \) as
\[
R = \frac{J_{re}}{J_{in}}, \quad T = \frac{J_{tr}}{J_{in}}
\tag{55}
\]
where $J_{in}$, $J_{re}$ and $J_{tr}$ stand for the incident, reflected and transmitted components of the current density, respectively. It is easy to show that the current density $J$ is given by
\[ J = eV\psi^\dagger\sigma_x\psi \] (56)
which gives the following results for the incident, reflected and transmitted components
\[ J_{in} = eV(\psi_{1in})^\dagger\sigma_x\psi_{1in} = eV\frac{k_{1x}}{\sqrt{(k_{1x})^2 + (k_y - \frac{d_1}{\rho_B})^2}} \] (57)
\[ J_{re} = eV(\psi_{1re})^\dagger\sigma_x\psi_{1re} = eV\sqrt{r^*}r\frac{k_{1x}}{\sqrt{(k_{1x})^2 + (k_y - \frac{d_1}{\rho_B})^2}} \] (58)
\[ J_{tr} = eV(\psi_{5tr})^\dagger\sigma_x\psi_{5tr} = eVt^*t\frac{p_{5x}}{\sqrt{(k_{5x})^2 + (k_y + \frac{d_1}{\rho_B})^2}} \] (59)

Injecting these results in (55) we obtain
\[ T = \frac{k_{5x}}{k_{1x}}\frac{\sqrt{(k_{1x})^2 + (k_y - \frac{d_1}{\rho_B})^2}}{\sqrt{(k_{5x})^2 + (k_y + \frac{d_1}{\rho_B})^2}}|t|^2 \] (60)
\[ R = |r|^2. \] (61)

Now using the conservation of energy
\[ \sqrt{(k_{1x})^2 + (k_y - \frac{d_1}{\rho_B})^2} = \sqrt{(k_{5x})^2 + (k_y + \frac{d_1}{\rho_B})^2} \] (62)
we find the constraint
\[ k_{1x} = \sqrt{(k_{5x})^2 + 4k_y\frac{d_1}{\rho_B}} \] (63)
which allows us to express the transmission probability $T$ in the following form
\[ T = \frac{k_{5x}}{\sqrt{(k_{5x})^2 + 4k_y\frac{d_1}{\rho_B}}}|t|^2. \] (64)

To get an explicit expression for $T$, we should determine the transmission amplitude $t$. After some lengthy algebra, one can solve the linear system of equations (54) to obtain the transmission and reflection amplitudes in closed form
\[ t = \frac{i\sqrt{2}}{l_B|e - u|} e^{i(d_1 + d_2)(k_{2x} + k_{4x})} (1 + (z_1)^2)(1 + (z_2)^2)(1 + (z_4)^2) (\eta_2 + \xi_2 - + \eta_2 - \xi_2 +) \] (65)
\[ r = \frac{e^{-2i(d_2k_{1x}z_1)} [A(z_1 - z_2) - B(1 + z_1z_2)]}{A(1 + z_1z_2) + B(z_1 - z_2)} \] (66)
where we have defined the following quantities
\[ A = e^{2i(d_1k_{2x} + d_2k_{4x})}(z_4 - z_5)(\alpha + \beta z_2z_4 + \gamma z_4 - \delta z_2) \] (67)
\[ +e^{2i(d_1k_{2x} + p_{4x})}(1 + z_4z_5)(-\alpha z_4 + \beta z_2 + \gamma + \delta z_2 z_4) \]
\[ B = e^{2i(d_2k_{2x} + k_{4x})}(z_4 - z_5)(-\alpha z_2 + \beta z_4 - \gamma z_2 z_4 - \delta) \] (68)
\[ +e^{2i(d_2k_{2x} + d_1k_{4x})}(1 + z_4z_5)(\alpha z_2 z_4 + \beta - \gamma z_2 + \delta z_4) \]
α = \frac{\epsilon - u + \mu}{\epsilon - u} (\eta_1 - \eta_2 - \eta_1 + \eta_2) \quad (69)

β = \frac{2}{l_B(\epsilon - u)(\epsilon - u + \mu)} (\xi_1 - \xi_2 + \xi_1 + \xi_2) \quad (70)

γ = i\frac{\sqrt{2}}{l_B|\epsilon - u|} (\eta_1 - \xi_2 + \eta_1 + \xi_2) \quad (71)

δ = i\frac{\sqrt{2}}{l_B|\epsilon - u|} (\eta_2 - \xi_1 + \eta_2 + \xi_1) \quad (72)

The resulting reflection and transmission coefficients have been computed numerically and are plotted in Figures 3, 4, 5, 6 for several parameter values (\epsilon, v, u, d_1, d_2, \mu). For instance a typical value of the magnetic field say \(B_0 = 4\) T, the magnetic length is \(l_B = 13\) nm, and \(\epsilon l_B = 1\) corresponds to the energy \(E = 44\) meV [13].

Now, let us study the reflection and transmission coefficients versus the energy \(\epsilon l_B\). The quantity \(k_y l_B = m^*\) plays a very important role in the transmission of Dirac fermions via the obstacles created by the series of scattering potentials, because it associates an effective mass to the particle and hence determines the threshold for the allowed energies. However, the application of the magnetic field in the intermediate zone seems to reduce this effective mass to \(\left(k_y l_B - \frac{d_1}{l_B}\right)\) in the incidence region while it increases it to \(\left(k_y l_B + \frac{d_1}{l_B}\right)\) in the transmission region as shown in Figure 2. The allowed energies are then determined by the greater effective mass, namely \(\epsilon l_B \geq k_y l_B + \frac{d_1}{l_B}\).

![Figure 2: The energy configuration of the double barrier potential illustrating the effect of inhomogeneous effective mass in the incidence and reflection regions.](image)

If we cancel the well region by setting \(d_1 = 0\) then we reproduce the usual single barrier transmission as reflected in figure 3 which shows clearly the Klein zone followed by a full reflection zone. On the other hand if we keep the well region and cancel both the applied magnetic field and mass term in the well region, the series of potentials behaves like a simple double barrier with the same effective mass \(k_y\) all over. Thus, in this case we reproduce exactly the transmission obtained in [22], for the massive 1D Dirac equation with \(m = k_y\).
The result shown in Figure 3 can be interpreted as follows. The transmission as function of energy, through a single barrier, starts from the minimum required energy equal to the effective mass $m^* = k_y l_B$ then oscillates reaching full transmission due to constructive interference in the (Klein zone) for energies between $m^*$ and $V - m^*$. This is then followed by a gap region between $V - m^*$ and $V + m^*$ where the transmission drops to zero. For energies above $V + m^*$ the transmission has the usual oscillating behavior then reaches full total transmission asymptotically.

In Figure 4 we show the influence of the size of the well region and magnetic field on the transmission. First we consider the same conditions as above but we vary $d_1$ to obtain Figure 4a:

According to Figure 4, the size of the intermediate zone affects the form of transmission in these four zones. As $d_1$ increases, the effective mass increases and the oscillations in the Klein zone get reduced.
This strong reduction in the transmission in the Klein zone seem to suggest the potential suppression of the Klein tunneling as we increase $d_1$. On the other hand the size of the gap region increases as we increase $d_1$. However, this is not the case as we increase $\mu l_B$ where there is some change amplitude as shown in Figure 4b:

![Figure 4b: Transmission as a function of energy $\epsilon l_B$ with $\mu l_B = \{0.5, 4, 6, 8\}$, $\frac{d_1}{l_B} = 0.05$, $\frac{d_2}{l_B} = 1.5$, $v l_B = 6$, $u l_B = 4$, $k_y l_B = 1$.](image)

It is worthwhile to analyze the reflection and transmission coefficients versus the potential. In doing so, we fix the energy and choose a value of $d_1$, then we compute the transmission as shown in Figure 5a and 5b:

![Figure 5a: Transmission as a function of potential $v l_B$ for $\frac{d_1}{l_B} = \{0, 0.05, 0.1, 0.2, 0.3\}$ with $\frac{d_2}{l_B} = 1.5$, $\epsilon l_B = 6$, $u l_B = 4$, $\mu l_B = 4$ and $k_y l_B = 1$.](image)
Figure 5b: Transmission as a function of potential $ul_B$ for $d_{1B} = \{0, 0.1, 0.2, 0.3, 0.5, 0.6, 0.7\}$ with $d_{2B} = 1.5$, $el_B = 6$, $vl_B = 4$, $\mu l_B = 4$ and $k_B = 1$. It is clearly seen that for a given energy, the transmission decreases if $d_1$ increases and then vanishes.

Let us examine the transmission coefficient as function of angle incidence $\phi_1$. This is shown in Figure 6:

Figure 6a,6b,6c: Polar plot of a curve with radius (transmission $T$) as a function of angle $\phi_1$ with:

(a): $d_{1B} = \{0.5, 1.5, 3, 3.67\}$ with $el_B = 3.7$, $d_{2B} = d_{1B}$, $vl_B = ul_B = 0$, $\mu l_B = 0$, $k_B = 1$.

(b): $el_B = \{1, 2, 4, 8\}$ with $d_{1B} = 0.5$, $d_{2B} = 0.6$, $vl_B = ul_B = 0.5$, $\mu l_B = 1$, $k_B = 1$.

(c): $d_{1B} = \{0.5, 1.5, 3, 3.67\}$ with $el_B = 2$, $d_{2B} = 0.6$, $vl_B = ul_B = 0.5$, $\mu l_B = 1$, $K_B = 1$.

Figure 6a reproduces exactly the result of De Martino et al. [13], this reference was the first to treat the confinement of Dirac fermions by an inhomogeneous magnetic field. This polar graph shows the transmission as a function of the incidence angle, the outermost circle corresponds to full transmission, $T = 1$, while the origin of this plot represents zero transmission. We note that for certain incidence
angles the transmission is not allowed, in fact for $\epsilon l_B \leq k_0 l_B + \frac{d_1}{l_B}$ all waves are completely reflected. It is worth mentioning that the transmission is uniquely defined by the incidence angle i.e. each radial line representing a given incidence angle intersects the transmission curve at one point. In Figure 6a we see that the transmission vanishes for values of $\frac{d_1}{l_B}$ below the critical value $\epsilon l_B = 6.7$. In Figure 6b we fix $\frac{d_1}{l_B}$ and $\frac{d_2}{l_B}$ and vary the energy, we observe that the transmission gets reduced as we increase the energy. In Figure 6c we fix $\frac{d_2}{l_B}$ and vary $\frac{d_1}{l_B}$, the transmission vanishes below the critical value $\frac{d_1}{l_B} = 3.7$ for our parameters.

![Figure 6d,6e: Polar plot of a curve with radius (transmission T) as a function of angle $\phi_1$ with:
(d): $\frac{d_2}{l_B} = \{0.6, 0.1, 2, 3\}$ with $\epsilon l_B = 8, \frac{d_1}{l_B} = 0.5, v l_B = 0.5, u l_B = 0.4, \mu l_B = 1, K_y l_B = 1$.
(e): $\mu l_B = \{0.5, 1, 2, 3\}$ with $\epsilon l_B = 4, \frac{d_1}{l_B} = 0.5, \frac{d_2}{l_B} = 0.6, v l_B = 0.5, u l_B = 0.4, K_y l_B = 1$.
](attachment:Figure_6d_6e.png)

In Figure 6d we fix $\frac{d_1}{l_B}$ and vary $\frac{d_2}{l_B}$, the transmission is less sensitive to the variations of $\frac{d_2}{l_B}$ and shows an oscillatory behavior which becomes more apparent for larger values of $\frac{d_2}{l_B}$. Finally in Figure 6e we show how the transmission is affected by the effective mass term reflected by $\mu$, the transmission decreases sharply as we increase $\mu$.

### 6 Conclusion

To conclude, we have studied the effect of gap opening on the transport properties of graphene Dirac fermions. The effective mass is generated by a lattice miss-match between the boron nitride substrate and the 2D graphene sheet. An additional homogeneous magnetic field localized within the well potential region causes the effective mass to change and affects asymmetrically the incidence and reflection regions.

We have found that in contrast to electrostatic barriers, magnetic barriers are able confine Dirac fermions, a property of great importance from the practical point of view. In fact as can be seen in Figure 6, the transmission reduces a lot as we increase the effective mass parameter, $\mu'$ in our original model (5), or the width, $d_1$, of the effective mass region. These results were exposed clearly...
on the polar graph showing the transmission as a function of the incidence angle in Figure 6. The outermost semicircle corresponds to unit transmission is not intersected by the transmission curve, even at normal incidence, if we increase the effective mass or width of the magnetic field region.

We hope that the present interplay between gap opening and local magnetic field effect will give more freedom to experimentalists to develop graphene based electronic devices.
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