MOD-$\varphi$ CONVERGENCE OF STIRLING DISTRIBUTIONS AND LIMIT THEOREMS FOR ZEROS OF THEIR GENERATING FUNCTIONS
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ABSTRACT. We study mod-$\varphi$ convergence of several probability distributions on the set of positive integers that involve Stirling numbers of both kinds and, as a consequence, derive various limit theorems for these distributions. We also derive closely related limit theorems for the distribution of zeros of the corresponding generating functions. For example, we identify the asymptotic distribution of zeros for the generating polynomial of the number of occupied boxes when $n$ balls are allocated equiprobably and independently among $\theta$ boxes in the regime when $\theta$ grows linearly with $n$.

1. INTRODUCTION

The Stirling cycle number (or the Stirling number of the first kind) $\left[ \begin{array}{l} n \\ k \end{array} \right]$ is defined as the number of permutations on $n \in \mathbb{N}$ elements that have exactly $k \in \{1,2,\ldots,n\}$ cycles. Alternatively, Stirling cycle numbers can be defined by their generating polynomial

$$S_n(x) := x(x+1)(x+2)\ldots(x+n-1) = \sum_{k=1}^{n} \left[ \begin{array}{l} n \\ k \end{array} \right] x^k.$$ 

The Stirling partition number (or Stirling number of the second kind) $\{ \begin{array}{l} n \\ k \end{array} \}$ is defined as the number of partitions of a set of $n \in \mathbb{N}$ elements into $k \in \{1,\ldots,n\}$ non-empty subsets (blocks). We refer to the book [19, Section 6.1] for an introduction to Stirling numbers of both kinds.

The generating functions of the Stirling partition numbers are called the Touchard polynomials and denoted by

$$T_n(x) = \sum_{k=1}^{n} \{ \begin{array}{l} n \\ k \end{array} \} x^k.$$ 

There are several equivalent definitions of these polynomials including the following ones:

$$T_n(x) = e^{-x} \sum_{\ell=0}^{\infty} \frac{n^\ell x^\ell}{\ell!} = n!\left[x^n\right]e^{x(e^t-1)} = e^{-x} \left( x \frac{d}{dx} \right)^n e^x = B_n(x,\ldots,x),$$

where $B_n(z_1,\ldots,z_n)$ is the $n$-th Bell polynomial. Touchard polynomials are also called single-variable Bell polynomials and have been studied by Ramanujan [6, Chapter 3] before they were introduced by Touchard [50] and Bell [4]; see [6, p. 48] for a historical account. From the point of view of probability theory, the first identity in (1) means that $T_n(x)$ is the $n$-th moment of the Poisson distribution with parameter $x > 0$.

It was shown by Harper [20] that all zeros of $T_n$ are real, nonpositive, and distinct. Using this observation, Harper [20] showed that the Stirling partition numbers satisfy a central limit theorem (CLT). Namely, consider a
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random variable $\xi_n$ with the following distribution:

$$
\mathbb{P}[\xi_n = k] = \frac{1}{B_n} \binom{n}{k}, \quad k \in \{1, \ldots, n\},
$$

(2)

where $B_n = T_n(1)$ is the $n$-th Bell number, that is the number of partitions of an $n$-element set into non-empty subsets. Clearly, $\xi_n$ can be thought of as the number of blocks in a uniform random partition of $\{1, 2, \ldots, n\}$. Harper’s CLT states that

$$
\frac{\xi_n - \mathbb{E} \xi_n}{(\mathbb{Var} \xi_n)^{1/2}} \xrightarrow{d} \mathcal{N}(0, 1),
$$

(3)

where $\mathcal{N}(0, 1)$ is a random variable with the standard normal distribution, $\xrightarrow{d}$ denotes convergence in distribution, and the normalization sequences are given explicitly by

$$
\mathbb{E} \xi_n = \frac{B_{n+1}}{B_n} - 1 \sim \frac{n}{\log n}, \quad \mathbb{Var} \xi_n = \frac{(B_{n+1})^2}{B_n} - 1 \sim \frac{n}{\log^2 n}, \quad n \to \infty.
$$

The notation $a(n) \sim b(n)$ means that $\lim_{n \to \infty} (a(n)/b(n)) = 1$. For the proofs of these facts, see [20] or [46, Chapter 4].

Harper’s proof that the zeros of $T_n$ are real and nonnegative is elementary and hinges on a simple recurrence formula connecting $T_n(x)$ and $T_{n-1}(x)$. Much more sophisticated arguments based on saddle point asymptotics have been used by Elbert [14] to derive a limiting distribution for the empirical measure of zeros. More precisely, for a polynomial $p \in \mathbb{C}[x]$ denote by $\text{Zeros}(p)$ the multiset of (complex) zeros of $p$ counted with multiplicities. Consider the following probability measure on the nonnegative half-line $[0, +\infty)$:

$$
\rho_n(\cdot) := \frac{1}{n} \sum_{x \in \text{Zeros}(T_n)} \delta_{x/n}(\cdot).
$$

(4)

Here, $\delta_x$ denotes the Dirac unit mass at $x \in \mathbb{R}$. Then, see Theorem 2.1 in [15], the sequence of probability measures $(\rho_n(\cdot))_{n \in \mathbb{N}}$ converges weakly to a probability measure $\rho(\cdot)$ concentrated on $[0, e]$ and having the Stieltjes transform

$$
\int_{[0, e]} \frac{\rho(\mathrm{d}r)}{z - r} = 1 - e^{W_0(-1/z)}, \quad z \in \mathbb{C} \setminus [0, e],
$$

(5)

where $W_0$ is the principal branch of the Lambert $W$-function. Furthermore, it is known that $\rho$ is absolutely continuous with a strictly decreasing density, see Theorem 2.3 in [15]. In [14] Elbert establishes strong asymptotics for the polynomials $x \mapsto T_n(nx)$ which, together with [4]-[5], implies that the smallest zero of $x \mapsto T_n(nx)$ converges to $-e$.

This proves a conjecture stated at the bottom of p. 729 in [36].

Turning to the Stirling numbers of the first kind, let $\eta_n$ be a random variable with the following distribution:

$$
\mathbb{P}[\eta_n = k] = \frac{1}{k!} \binom{n}{k}, \quad k \in \{1, 2, \ldots, n\}.
$$

(6)

Then, Goncharov’s CLT (see, e.g., [46, §5.1.1]) states that

$$
\frac{\eta_n - \mathbb{E} \eta_n}{(\mathbb{Var} \eta_n)^{1/2}} \xrightarrow{d} \mathcal{N}(0, 1).
$$

(7)

The expectation and the variance of $\eta_n$ are given explicitly by

$$
\mathbb{E} \eta_n = \sum_{k=1}^{n} \frac{1}{k} = \log n + O(1), \quad \mathbb{Var} \eta_n = \sum_{k=1}^{n} \left( \frac{1}{k} - \frac{1}{k^2} \right) = \log n + O(1), \quad n \to \infty.
$$

It is remarkable that Harper’s [20] proof of (3) uses only the fact that the zeros of the Touchard polynomial are nonpositive (without requiring any information on their positions), together with the property $\mathbb{Var} \xi_n \to \infty$, as $n \to \infty$. 
Trivially, the zeros of the polynomials $S_n(x)$ are nonpositive, too, so that Harper’s method proves Goncharov’s CLT as well. It is also obvious that empirical measures defined by (4) with Zeros $(T_n)$ replaced by Zeros $(S_n)$ converges weakly to the Lebesgue measure on $[0,1]$. Many examples of probability generating functions having only nonpositive zeros, their connections with so-called Polya frequency sequences and a detailed bibliography can be found in [43]; see also [8].

As it is usual in probability theory, the central limit theorem comes together with further results such as the local limit theorem, the Edgeworth asymptotic expansion, large deviations (which may be precise or logarithmic), moderate deviations on various scales, normality zones, and so on. The notion of mod-$\varphi$ convergence, introduced and developed by Nikeghbali and collaborators [3, 12, 18, 26, 29, 30, 35] with an important early contribution by Hwang [24, 25], is a powerful tool which provides a unified approach to all these results. Once a suitable version of mod-$\varphi$ convergence has been verified, all these limit theorems follow automatically. In the references cited above it has been demonstrated that mod-$\varphi$ convergence is a common phenomenon in probability theory, combinatorics, number theory and statistical mechanics; see the book [18] for an introduction to this subject.

Referring to Section 2.2 for the definition of mod-$\varphi$ convergence, we consider here one of its most basic examples which is provided by the sequence $(\eta_n)_{n \in \mathbb{N}}$ defined above. Using the Weierstrass product formula for the Gamma function it is easy to check [18, Example 2.1.3], see also [39], that

$$\lim_{n \to \infty} \frac{\mathbb{E} e^{\eta_n}}{e^{(\log n)(e^z-1)}} = \frac{1}{\Gamma(e^z)}$$

locally uniformly in the complex variable $z \in \mathbb{C}$. Moreover, the speed of convergence in (8) is $O(1/n)$, again locally uniformly in $z \in \mathbb{C}$. The denominator on the left-hand side is the moment generating function of the Poisson distribution with parameter $\log n$. Therefore, the sequence $\eta_n$ is said to converge in the mod-Poisson sense with speed $\log n$. Equation (8) suggests the heuristic approximation

"$\eta_n \overset{d}{=} \text{Poi}(\log n) + \Xi + O(1/n)$",

where $\overset{d}{=} \text{ denotes equality in distribution, } \text{Poi}(\log n) \text{ is a random variable having Poisson distribution with parameter } \log n, \text{ while } \Xi \text{ is an independent “random variable” with “moment generating function” } \mathbb{E} e^{\Xi} = 1/\Gamma(e^z). \text{ Even though it turns out that there is no random variable } \Xi \text{ having the required moment generating function, (9) provides a very useful way of thinking about mod-$\varphi$ convergence. Indeed, all limit theorems for } \eta_n \text{ (including, for example, the complete asymptotic expansion of large deviation probabilities [18 \S 3.2]) take the same form as they would do for the sequence of “random variables” } \text{Poi}(\log n) + \Xi, \text{ if } \Xi \text{ would exist.}"

The present paper started with an attempt to answer the question whether some analogues of (9) hold for distributions related to the Stirling numbers of the second kind. The purpose of our paper is two-fold. First, we prove that three natural families of probability distributions related to Stirling numbers of both kinds converge in the mod-$\varphi$ sense. Even in the case of Stirling numbers of the first kind, this result is new and is different from the known mod-Poisson convergence [8]. As a consequence of mod-$\varphi$ convergence, we derive some limit theorems satisfied by these distributions. Second, we show how the mod-$\varphi$ convergence is related to the limit theorems for empirical measures of zeros of the corresponding generating functions.

The paper is organized as follows. In Section 2.1 we define three families of probability distributions, that are related to the Stirling numbers of both kinds, and that we shall work with. Section 2.2 contains our main results,
namely, the mod-$\varphi$ convergence of the three families of Stirling distributions introduced in Section 2.1 and its various corollaries. In Section 2.3 we discuss limit theorems for the empirical measures of zeros of the corresponding generating functions. The proofs, which are skipped in the main part, are given in Sections 3 and 4. In the Appendix we collect a number of analytic results used in our proofs dividing them into two parts. In the first part, that is Section 5.1 various properties of the Lambert $W$-function and its branches are gathered. In the second part (Section 5.2) we discuss how to derive uniform estimates in the classical saddle point method, which is our main tool in proving the mod-$\varphi$ convergence.

2. MAIN RESULTS

2.1. Families of Stirling distributions. We say that a random variable $X_{n,\theta}^{(1)}$ has a Stirling distribution of the first kind (or a Stirling–Karamata distribution) with parameters $n \in \mathbb{N}$ and $\theta > 0$ if

$$
\mathbb{P}[X_{n,\theta}^{(1)} = k] = \frac{\binom{n}{k} \theta^k}{\zeta_n(\theta)}, \quad k \in \{1, 2, \ldots, n\}.
$$

(10)

For $\theta = 1$, this distribution appears as the law of the number of cycles $\eta_n$ in a uniform random permutation on $n$ elements, or as the law of the number of records in an i.i.d. sample of size $n$ from a continuous distribution. For general $\theta > 0$, this is the distribution of the number of blocks in a random Ewens partition of $n$ elements with parameter $\theta$.

Similarly, we say that a random variable $X_{n,\theta}^{(2)}$ has the Stirling distribution of the second kind with parameters $n \in \mathbb{N}$ and $\theta > 0$ if

$$
\mathbb{P}[X_{n,\theta}^{(2)} = k] = \frac{\binom{n}{k} \theta^k}{\zeta_n(\theta)}, \quad k \in \{1, 2, \ldots, n\}.
$$

(11)

For $\theta = 1$, this random variable counts the number of blocks $\xi_n$ in a uniform random partition of the set $\{1, \ldots, n\}$ and admits an elegant probabilistic representation due to Stam [48]. For general $\theta > 0$, it describes the number of blocks in a Gibbs random partition [44] Section 1.5.

Another probability distribution involving Stirling numbers of the second kind can be constructed using the identity

$$
x^n = \sum_{k=1}^{n} \binom{n}{k} x(x-1) \cdots (x-k+1), \quad n \in \mathbb{N}.
$$

Let $\theta$ be either a positive integer or a real number such that $\theta > n - 1$. We say that a random variable $X_{n,\theta}^{(3)}$ has the Stirling-Sibuya distribution if

$$
\mathbb{P}[X_{n,\theta}^{(3)} = k] = \frac{n}{k} \prod_{i=1}^{\theta} \frac{\theta-k}{\theta^n}, \quad k \in \{1, 2, \ldots, n\},
$$

see [47]. Note that if $\theta \in \{1, 2, \ldots, n\}$, then $X_{n,\theta}^{(3)}$ is concentrated on $\{1, 2, \ldots, \theta\}$. If $\theta$ is a real parameter, then the constraint $\theta > n - 1$ is needed to ensure positivity of the weights. Furthermore, if $\theta$ is an integer, then $X_{n,\theta}^{(3)}$ counts the number of occupied boxes when $n$ (distinguishable) balls are allocated equiprobably and independently among $\theta$ boxes. Alternatively, $X_{n,\theta}^{(3)}$ is the number of distinct values in a sample of $n$ i.i.d. random variables with the uniform distribution on $\{1, 2, \ldots, \theta\}$. Distributions related to Stirling numbers have been reviewed in [10] [47].

For future use let us introduce the following notation for the generating functions of $X_{n,\theta}^{(i)}$, $i = 1, 2, 3$. Put

$$
\varphi_{n,\theta}^{(i)}(t) := \sum_{k=1}^{n} \mathbb{P}[X_{n,\theta}^{(i)} = k] t^k, \quad t \in \mathbb{C}, \quad i = 1, 2, 3.
$$
It is clear that \( \varphi_{n, \theta}^{(i)} \) is a polynomial of degree \( n \) if \( i = 1, 2 \). Furthermore,

\[
\begin{align*}
\varphi_{n, \theta}^{(1)}(t) &= \frac{S_n(\theta t)}{S_n(\theta)}, & \varphi_{n, \theta}^{(2)}(t) &= \frac{T_n(\theta t)}{T_n(\theta)}, & t & \in \mathbb{C}.
\end{align*}
\]

The polynomial \( \varphi_{n, \theta}^{(3)} \) is given by

\[
\varphi_{n, \theta}^{(3)}(t) = \sum_{k=1}^{n} \binom{n}{k} \frac{\theta(\theta - 1) \cdots (\theta - k + 1)}{\theta^n} t^k, & t & \in \mathbb{C}
\]

and does not seem to belong to any simple family. The degree of \( \varphi_{n, \theta}^{(3)} \) is equal to \( n \) if \( \theta > n - 1 \), and is equal to \( \theta \) if \( \theta \leq n \) is an integer. Note also that \( \varphi_{n, \theta}^{(3)} \) is well-defined for non-integer \( \theta \leq n - 1 \), yet it is not a generating function of any probability law. An integral representation for \( \varphi_{n, \theta}^{(3)} \) will be given in Lemma 3.3. We shall also show that \( \varphi_{n, \theta}^{(3)} \) is the so-called finite free multiplicative convolution of the Touchard and generalized Laguerre polynomials, see Section 2.2.

In this paper we shall be interested in the asymptotics of the above distributions with the tilted parameter \( \theta = n \theta \), where \( \theta > 0 \) is fixed.

2.2. Mod-\( \varphi \) convergence for the families of Stirling distributions.

2.2.1. Definition of mod-\( \varphi \) convergence. In the literature several non-equivalent definitions of mod-\( \varphi \) convergence appear. The notion we shall use here is close but not equivalent to the definition used in the book [18, Definition 1.1.1]. Let \( (X_n)_{n \in \mathbb{N}} \) be a sequence of random variables with values in \( \mathbb{R} \) whose Laplace transforms \( E e^{X_n} \) exist in some strip \( \mathcal{H} = \{ z \in \mathbb{C} : \text{Re} z \in (\beta_-, \beta_+) \} \) with \( -\infty \leq \beta_- < \beta_+ \leq +\infty \). In order to state the definition of mod-\( \varphi \) convergence we need the following ingredients:

1. a sequence \( (w_n)_{n \in \mathbb{N}} \) of positive numbers with \( \lim_{n \to \infty} w_n = +\infty \);
2. an open, connected set \( \mathcal{D} \subset \mathcal{H} \) containing the interval \( (\beta_-, \beta_+) \);
3. an analytic function \( \phi : \mathcal{D} \to \mathbb{C} \) whose restriction to the interval \( (\beta_-, \beta_+) \) is real-valued and strictly convex;
4. an analytic function \( \Psi(z) : \mathcal{D} \to \mathbb{C} \) which does not vanish on \( \mathcal{D} \cap \mathbb{R} \).

The sequence \( (X_n)_{n \in \mathbb{N}} \) is said to converge mod-\( \varphi \) with parameters listed in (\Phi1)-(\Phi4) if

\[
\lim_{n \to \infty} \frac{E e^{X_n}}{e^{w_n \phi(z)}} = \Psi(z),
\]

and the convergence is uniform on compact subsets of \( \mathcal{D} \). In [18, Definition 1.1.1], \( e^{\phi(z)} \) is required to be a moment generating function of some infinitely divisible distribution, although the most essential limit theorems of [18] continue to hold without this requirement, as discussed in [18, § 4.5.2], see also [27]. We omit this requirement since in our examples \( e^{\phi(z)} \) cannot be represented as a Laplace transform of a probability distribution. We refer to [18, § 4.5.3] for a discussion of the closely related notion of quasi-powers introduced by Hwang [24, 25].

2.2.2. Mod-\( \varphi \) convergence for \( X_{n, \theta n}^{(i)} \), \( i = 1, 2, 3 \). To state our results on mod-\( \varphi \) convergence we shall need the following functions. Put

\[
L_1(z) := (z + 1) \log(z + 1) - z \log z, \quad z \in \mathbb{C} \setminus (-\infty, 0],
\]

and

\[
L_2(z) := W_0(1/z) + \frac{1}{W_0(1/z)} - z + \log z, \quad z \in \mathbb{C} \setminus (-\infty, 0].
\]
Recall that \( W_0 \) denotes the principal branch of the Lambert \( W \)-function. The definition and some useful properties of this function are collected in Appendix 5.1. In particular, since \( W_0 \) is analytic in the slitted plane \( \mathbb{C} \setminus (-\infty, -1/e] \) and does not vanish, \( L_2 \) is well-defined and analytic in \( \mathbb{C} \setminus (-\infty, 0] \).

**Theorem 2.1.** Fix \( \vartheta > 0 \). Then, there is an open set \( \mathcal{D}_1 \subset \mathbb{C} \) such that \( \mathbb{R} \subset \mathcal{D}_1 \) and such that the moment generating functions of the random variables \( X_{n, \vartheta n}^{(1)} \) satisfy

\[
\Psi_1(z) := \lim_{n \to \infty} \frac{\mathbb{E} e^{z X_{n, \vartheta n}^{(1)}}}{e^{\vartheta \phi_1(z; \vartheta)}} = e^{z/2} \sqrt{\frac{\vartheta + 1}{\vartheta e^z + 1}}, \quad z \in \mathcal{D}_1, \tag{15}
\]

where \( \phi_1(z; \vartheta) := L_1(\vartheta e^z) - L_1(\vartheta) \) with \( L_1 \) as in (13). Moreover, (15) holds locally uniformly on \( \mathcal{D}_1 \) with the speed \( O(1/n) \).

**Theorem 2.2.** Fix \( \vartheta > 0 \). Then, there is an open set \( \mathcal{D}_2 \subset \mathbb{C} \) such that \( \mathbb{R} \subset \mathcal{D}_2 \) and such that the moment generating functions of the random variables \( X_{n, \vartheta n}^{(2)} \) satisfy

\[
\Psi_2(z) := \lim_{n \to \infty} \frac{\mathbb{E} e^{z X_{n, \vartheta n}^{(2)}}}{e^{\vartheta \phi_2(z; \vartheta)}} = \sqrt{\frac{W_0(\vartheta^{-1} + 1)}{W_0(\vartheta^{-1} e^{-z} + 1)}}, \quad z \in \mathcal{D}_2, \tag{16}
\]

where \( \phi_2(z; \vartheta) := L_2(\vartheta e^z) - L_2(\vartheta) \) with \( L_2 \) as in (14). Moreover, (16) holds locally uniformly on \( \mathcal{D}_2 \) with the speed \( O(1/n) \).

For the Stirling-Sibuya distribution \( X_{n, \vartheta n}^{(3)} \) the mod-\( \varphi \) convergence looks as follows.

**Theorem 2.3.** Fix \( \vartheta > 0 \). Then, there is an open set \( \mathcal{D}_3 \subset \mathbb{C} \) such that \( \mathbb{R} \subset \mathcal{D}_3 \) and such that the moment generating functions of the random variable \( X_{n, \vartheta n}^{(3)} \) satisfy

\[
\lim_{n \to \infty} \frac{\mathbb{E} e^{z X_{n, \vartheta n}^{(3)}}}{e^{\vartheta \phi_3(z; \vartheta)}} = \sqrt{\frac{\vartheta}{\vartheta L_3(z; \vartheta) + \vartheta - 1}}, \quad z \in \mathcal{D}_3, \tag{17}
\]

where

\[
L_3(z; \vartheta) := \frac{1}{\vartheta} + W_0(\vartheta^{-1}(e^{-z} - 1)e^{-1/\vartheta}), \quad z \in \mathcal{D}_3,
\]

and

\[
\phi_3(z; \vartheta) := (\vartheta - 1) \log \vartheta - 1 + (\vartheta - 1) \log L_3(z; \vartheta) + \vartheta (z + L_3(z; \vartheta)).
\]

Moreover, (17) holds locally uniformly on \( \mathcal{D}_3 \) with speed \( O(1/n) \).

**Remark 2.4.** Note that the statement of Theorem 2.3 holds also for \( 0 < \vartheta < 1 \) without the assumption that \( \vartheta n \) is integer. If \( \vartheta < 1 \) and \( n \vartheta \) is not an integer, then the numerator in the left-hand side should be interpreted as \( \phi_3(z; \vartheta)(e^z) \) which is well-defined for all \( \vartheta > 0 \) and \( n \in \mathbb{N} \). However, in this case (17) does not have a clear probabilistic meaning.

For \( \vartheta = 1 \) there are significant simplifications in Theorem 2.3. Recall that \( X_{n, n}^{(3)} \) is the number of distinct values in a sample of \( n \) i.i.d. random variables with the uniform distribution on \( \{1, 2, \ldots, n\} \).

**Corollary 2.5.** There is an open subset of \( \mathbb{C} \) which contains \( \mathbb{R} \) and such that locally uniformly on this set

\[
\lim_{n \to \infty} \frac{\mathbb{E} e^{z X_{n, n}^{(3)}}}{e^{\vartheta \phi_3(z; 1)}} = \sqrt{\frac{1}{1 + W_0(e^{-1}(e^{-z} - 1))}}, \quad (18)
\]
with the speed of convergence $O(1/n)$, where

$$\varphi_3(z; 1) = z + W_0(e^{-z} - 1).$$

The proofs of the above theorems will be given in Section 3.

2.2.3. *Corollaries of the mod-\(\varphi\) convergence.* The mod-\(\varphi\) convergence obtained above can be used to derive probabilistic limit theorems on the Stirling distributions of the aforementioned three kinds. For simplicity we shall formulate our results in case of \(X_{n, \vartheta}^{(3)}\) only for \(\vartheta \geq 1\), in order to avoid problems when \(n \vartheta\) is not an integer and \(\vartheta \in (0, 1)\). The latter case will be discussed in Remark 2.13 at the end of this subsection.

To state these theorems we need to introduce additional notation. First of all, let us record the formulas for the first two derivatives (with respect to \(z\) while \(\vartheta > 0\) stays fixed)

- Of the function \(\varphi_1(z; \vartheta)\):
  \[
  \varphi_1'(z; \vartheta) = \vartheta e^z L_1'(\vartheta e^z) = \vartheta e^z \log(1 + \vartheta^{-1} e^{-z}),
  \]
  \[
  \varphi_1''(z; \vartheta) = \vartheta e^z L_1''(\vartheta e^z) + (\vartheta e^z)^2 L_1''(\vartheta e^z) = \vartheta e^z \log(1 + \vartheta^{-1} e^{-z}) - \frac{1}{1 + \vartheta^{-1} e^{-z}};
  \]

- Of the function \(\varphi_2(z; \vartheta)\):
  \[
  \varphi_2'(z; \vartheta) = \vartheta e^z L_2'(\vartheta e^z) = \frac{1}{W_0(\vartheta^{-1} e^{-z})} - \vartheta e^z;
  \]
  \[
  \varphi_2''(z; \vartheta) = \vartheta e^z L_2''(\vartheta e^z) + (\vartheta e^z)^2 L_2''(\vartheta e^z) = \frac{1}{W_0(\vartheta^{-1} e^{-z})(1 + W_0(\vartheta^{-1} e^{-z}))} - \vartheta e^z;
  \]

- Of the function \(\varphi_3(z; \vartheta)\):
  \[
  \varphi_3'(z; \vartheta) = \vartheta + \frac{\vartheta^2 W_0(\vartheta^{-1} (e^{-z} - 1) e^{-1/\vartheta})}{(e^{-z} - 1)(1 + \vartheta W_0(\vartheta^{-1} (e^{-z} - 1) e^{-1/\vartheta}))},
  \]
  \[
  \varphi_3''(z; \vartheta) = \frac{\vartheta^2 W_0(\vartheta^{-1} (e^{-z} - 1) e^{-1/\vartheta})}{(e^{-z} - 1)^2(1 + \vartheta W_0(\vartheta^{-1} (e^{-z} - 1) e^{-1/\vartheta}))}
  \times \frac{1}{(1 + \vartheta W_0(\vartheta^{-1} (e^{-z} - 1) e^{-1/\vartheta}))(1 + W_0(\vartheta^{-1} (e^{-z} - 1) e^{-1/\vartheta})))} - \vartheta e^z.
  \]

The last four formulas follow after some straightforward transformations invoking relation (46) from the Appendix. The following functions \(\mu_i(\vartheta)\) and \(\sigma_i^2(\vartheta)\) play a role of the asymptotic expectation and variance of the Stirling distribution of type \(i \in \{1, 2, 3\}\) with parameters \((n, \vartheta n)\):

- \(\mu_1(\vartheta) := \varphi_1'(0; \vartheta) = \vartheta \log \left(1 + \frac{1}{\vartheta}\right), \quad \sigma_1^2(\vartheta) := \varphi_1''(0; \vartheta) = \vartheta \log \left(1 + \frac{1}{\vartheta}\right) - \frac{\vartheta}{1 + \vartheta},\)

- \(\mu_2(\vartheta) := \varphi_2'(0; \vartheta) = \frac{1}{W_0(1/\vartheta)} - \vartheta, \quad \sigma_2^2(\vartheta) := \varphi_2''(0; \vartheta) = \frac{1}{W_0(1/\vartheta)(1 + W_0(1/\vartheta))} - \vartheta,\)

- \(\mu_3(\vartheta) := \varphi_3'(0; \vartheta) = \vartheta (1 - e^{-1/\vartheta}), \quad \sigma_3^2(\vartheta) := \varphi_3''(0; \vartheta) = \vartheta e^{-1/\vartheta} \left(1 - e^{-1/\vartheta} - \frac{1}{\vartheta} e^{-1/\vartheta}\right),\)

where the last two equations follow from the asymptotic relation \(W_0(z) \sim z\), as \(z \to 0\). These functions are defined for \(\vartheta > 0\). The graphs of \(\mu_i(\vartheta)\) and \(\sigma_i^2(\vartheta)\) are shown on Figure 1 on page 9. The main properties of these functions are collected in the following lemma.
Theorem 2.1, 2.2 and 2.3. The assumption (A3) holds with \( \beta \) of the cited paper hold with deterministic profiles (we use the terminology of [27]).

For \( i \in \{1, 2, 3\} \) Lemma 2.7. This result follows immediately from Theorems 2.1, 2.2 and 2.3 since the uniform convergence of analytic functions in a complex neighborhood of the origin implies convergence of all their derivatives evaluated at zero.

**Lemma 2.6.** Let \( i \in \{1, 2, 3\} \). The function \( \mu_i(\vartheta) \) is smooth and strictly monotone increasing on \((0, \infty)\). Also,

\[
\lim_{\vartheta \downarrow 0} \mu_i(\vartheta) = 0, \quad \lim_{\vartheta \uparrow \infty} \mu_i(\vartheta) = 1, \quad \lim_{\vartheta \uparrow \infty} \sigma_i^2(\vartheta) = \lim_{\vartheta \downarrow 0} \sigma_i^2(\vartheta) = 0,
\]

and \( \sigma_i^2(\vartheta) > 0 \) for all \( \vartheta > 0 \).

As a consequence, observe that the functions \( \varphi_i(z; \vartheta) \) are strictly convex in \( z \in \mathbb{R} \) for \( i = 1, 2 \). Indeed, \( \varphi_i'(z; \vartheta) = \mu_i(\vartheta e^z) \) is strictly increasing.

The next lemma states that \( \mu_i(\vartheta) \) and \( \sigma_i^2(\vartheta) \) are the linear growth rates of \( \mathbb{E} X_{n, \vartheta n}^{(i)} \) and \( \text{Var} X_{n, \vartheta n}^{(i)} \), respectively. This result follows immediately from Theorems 2.1, 2.2 and 2.3 since the uniform convergence of analytic functions in a complex neighborhood of the origin implies convergence of all their derivatives evaluated at zero.

**Lemma 2.7.** For \( i \in \{1, 2\} \) and all \( \vartheta > 0 \), and for \( i = 3 \) and \( \vartheta \geq 1 \), we have

\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{E} X_{n, \vartheta n}^{(i)} = \mu_i(\vartheta), \quad \lim_{n \to \infty} \frac{1}{n} \text{Var} X_{n, \vartheta n}^{(i)} = \sigma_i^2(\vartheta).
\]

The next result, which is local limit theorems, can be obtained by an appeal to Theorem 2.7 in [27] applied to deterministic profiles (we use the terminology of [27]). The assumptions (A1) and (A2) of the cited paper hold with \( \beta_- = -\infty, \beta_+ = \infty, w_n = n \), and (A2) is a consequence of the mod-\( \varphi \) convergence stated in Theorems 2.1, 2.2 and 2.3. The assumption (A3) holds with \( r = 1 \), since the speed of convergence is \( O(1/n) = O(1/w_n) \). The assumption (A4) will be checked below in Section 3.2.

**Figure 1.** Top row: The graph of the function \( \mu_i(\vartheta), \vartheta > 0 \). Bottom row: The graph of the function \( \sigma_i(\vartheta), \vartheta > 0 \). Left column: \( i = 1 \). Middle column: \( i = 2 \). Right column: \( i = 3 \). The dashed vertical line shows the maximum of \( \sigma_i(\vartheta) \) which is attained at \( \vartheta = \vartheta_i^* \) with \( \vartheta_1^* \approx 0.46241, \vartheta_2^* \approx 0.48273 \) and \( \vartheta_3^* \approx 1.6313 \).
Theorem 2.8. Let $\vartheta > 0$. The following hold true:

$$
\lim_{n \to \infty} \sqrt{n} \sup_{k \in \{0, \ldots, n\}} \left| \frac{\binom{n}{k} (\vartheta n)^k}{S_n(\vartheta n)} - \frac{1}{\sqrt{2\pi n \sigma_1(\vartheta)}} \exp \left\{ -\frac{(k - \mu_1(\vartheta)n)^2}{2\sigma_1^2(\vartheta)n} \right\} \right| = 0, 
$$

(19)

$$
\lim_{n \to \infty} \sqrt{n} \sup_{k \in \{0, \ldots, n\}} \left| \frac{\binom{n}{k} (\vartheta n)^k}{T_n(\vartheta n)} - \frac{1}{\sqrt{2\pi n \sigma_2(\vartheta)}} \exp \left\{ -\frac{(k - \mu_2(\vartheta)n)^2}{2\sigma_2^2(\vartheta)n} \right\} \right| = 0, 
$$

(20)

$$
\lim_{n \to \infty} \sqrt{n} \sup_{k \in \{0, \ldots, n\}} \left| \frac{\binom{n}{k} (\vartheta n)^k}{k! (\vartheta n)^n} - \frac{1}{\sqrt{2\pi n \sigma_3(\vartheta)}} \exp \left\{ -\frac{(k - \mu_3(\vartheta)n)^2}{2\sigma_3^2(\vartheta)n} \right\} \right| = 0. 
$$

(21)

Moreover, the convergence is uniform in $\vartheta$ as long as $\vartheta$ stays in any compact subset of $(0, \infty)$.

Remark 2.9. Recall that $X_{n,\vartheta}^{(3)}$ has the same distribution as the number of occupied boxes when $n$ balls are allocated equiprobably and independently among $\vartheta$ boxes. The local limit theorem for the latter when $\vartheta = \vartheta_n \sim \vartheta \cdot n$ is known, see Theorem 1 on p. 54 in [28].
Corollary 2.10. For $i \in \{1, 2\}$ and all $\vartheta > 0$, and for $i = 3$ and $\vartheta \geq 1$, the following central limit theorems hold:

$$
\frac{X_{n, \vartheta n}^{(i)} - \mu_i(\vartheta)n}{\sigma_i(\vartheta) \sqrt{n}} \Rightarrow_{n \to \infty} \mathcal{N}(0, 1).
$$

A standard application of the G"artner-Ellis theorem yields the large deviation principle for $(X_{n, \vartheta n}^{(i)}/n)_{n \in \mathbb{N}}$, $i = 1, 2, 3$. The rate functions are just the Legendre-Fenchel transformations of the differentiable functions $\varphi_i$, $i = 1, 2, 3$. Note that, for $i = 1, 2$, $\varphi'_i(z; \vartheta) = \mu_i(\vartheta e^z)$. Thus, with $f^+$ denoting the inverse of a function $f$,

$$(\varphi_i')^+(t) = \log \mu_i^+(t) - \log \vartheta, \quad i = 1, 2, \quad t \in (0, 1).$$

Simple calculations show that

$$
\mu_i^+(t) = -\frac{t}{t + W_{-1}(-te^{-t})}, \quad \mu_i^-(t) = \frac{t}{1 + tW_0(-t^{-1}e^{-1/n})} - t, \quad t \in (0, 1),
$$

see Section 5.1 for the definition of $W_{-1}$ which is also a branch of the Lambert $W$-function.

Corollary 2.11. Fix $\vartheta > 0$. The sequences of random variables $(X_{n, \vartheta n}/n)_{n \in \mathbb{N}}$ and $(X_{n, \vartheta n}^{(2)}/n)_{n \in \mathbb{N}}$ satisfy large deviations principles with speed $n$ and with the following rate functions:

$$
L_i(t; \vartheta) = \begin{cases} 
   t \log \mu_i^+(t) - L_i(\mu_i^+(t)) - (t \log \vartheta - L_i(\vartheta)), & \text{if } t \in (0, 1), \\
   L_i(\vartheta), & \text{if } t = 0, i = 1, \\
   +\infty, & \text{if } t = 0, i = 2, \\
   L_i(\vartheta) - 1 - \log \vartheta, & \text{if } t = 1, i \in \{1, 2\}, \\
   +\infty, & \text{if } t \in \mathbb{R} \setminus [0, 1],
\end{cases}
$$

for $i \in \{1, 2\}$, where $\mu_i^+$ are given explicitly by (22).

Large deviations for $X_{n, \vartheta n}^{(1)}$ have been obtained in [17] Theorem 4.4. A slightly more involved calculation leads to large deviations estimates for $X_{n, \vartheta n}^{(3)}$.

Corollary 2.12. Fix $\vartheta \geq 1$. The sequence of random variables $(X_{n, \vartheta n}^{(3)}/n)_{n \in \mathbb{N}}$ satisfy large deviations principles with speed $n$ and with the following rate function:

$$
L_3(t; \vartheta) = \begin{cases} 
   (t - 1) \log \mu_3^+(t) - \frac{1}{t + \mu_3^+(t)} + (\vartheta - t) \log(\vartheta - t) + 1 - (\vartheta - 1) \log \vartheta, & \text{if } t \in (0, 1), \\
   (\vartheta - 1) \log(\vartheta - 1) + 1 + (\vartheta - 1) \log \vartheta, & \text{if } t = 1, \\
   +\infty, & \text{if } t \notin (0, 1).
\end{cases}
$$

Remark 2.13. The claims of Lemma 2.7, Corollary 2.10 and Corollary 2.12 remain true also for $i = 3$ and $\vartheta \in (0, 1)$ upon appropriate interpretation in case when $n\vartheta$ is not an integer. This is a consequence of the fact that Theorem 2.3 holds true for all $\vartheta > 0$. More precisely, if $\vartheta \in (0, 1)$ and $n\vartheta$ is not an integer, then $\mathbb{E}X_{n, \vartheta n}^{(3)}$ and $\text{Var}X_{n, \vartheta n}^{(3)}$ in Lemma 2.7 should be interpreted as the first two derivatives of $z \mapsto \log(\varphi_{n, \vartheta n}^{(3)}(e^z))$ at $z = 0$. The central limit theorem in Corollary 2.10 is understood as the convergence of properly rescaled Laplace transforms to the Laplace transform.
of the standard normal law in a small neighborhood of the origin. The rate function in Corollary 2.12, for \( \vartheta \in (0, 1) \), takes the form

\[
I_3(t; \vartheta) = \begin{cases} 
(t - 1) \log \mu_2^+ (t) - \frac{1}{t + \mu_2^+ (t)} + (\vartheta - t) \log (\vartheta - t) + 1 - (\vartheta - 1) \log \vartheta, & \text{if } t \in (0, \vartheta), \\
(\vartheta - 1) \log \mu_2^+ (\vartheta) - \frac{1}{\vartheta + \mu_2^+ (\vartheta)} + 1 - (\vartheta - 1) \log \vartheta, & \text{if } t = \vartheta.
\end{cases}
\]

The proofs of Theorems 2.1, 2.2 and 2.3 are given in Section 3.

Let us finally mention that the mod-\( \varphi \) convergence, that we prove for \( X_{n, \vartheta n}^{(i)}, i = 1, 2, 3 \), can be used to derive various asymptotic estimates for the Stirling numbers of both kinds. However, we refrain from presenting here the corresponding formulas since they follow, for the most part, from the known results available in the vast body of literature on the asymptotics of Stirling numbers, see, for example, [5, 7, 9, 22, 23, 31, 32, 37, 38, 46, 49, 54].

### 2.3. Mod-\( \varphi \) convergence and limit theorems for zeros of generating functions

In this section we shall explain how the mod-\( \varphi \) convergence is related to the convergence of empirical measures of zeros of the corresponding generating functions and derive a counterpart of Elbert's result (4)-(5) for the zeros of \( G_{n, \vartheta n}^{(3)} \). The skipped proofs are postponed to Section 4.

Suppose that \( X_n \) is a random variable which takes values in \( \{0, 1, 2, \ldots\} \) and has a bounded support, for every fixed \( n \in \mathbb{N} \). Then, the generating function of \( X_n \), defined by

\[
G_n(t) := \mathbb{E} t^{X_n}, \quad t \in \mathbb{C}, \quad n \in \mathbb{N},
\]

is a polynomial. Recall that \( \text{Zeros}(G_n) \) denotes the multiset of zeros of \( G_n \) counted with multiplicities.
A sequence \((\nu_n)_{n \in \mathbb{N}}\) of finite measures on \(\mathbb{R}\) converges vaguely to a finite measure \(\nu\) if \(\lim_{n \to \infty} \int_{\mathbb{R}} f \, d\nu_n = \int_{\mathbb{R}} f \, d\nu\) for every continuous function \(f : \mathbb{R} \to \mathbb{R}\) with a compact support. If, additionally, \(\sup_{n \in \mathbb{N}} \nu_n(\mathbb{R}) < \infty\), then the above condition holds for all continuous \(f\) with \(\lim_{t \to \pm \infty} f(t) = 0\).

**Proposition 2.14.** Suppose that \(\mathcal{G}_n\) has only real (hence, nonpositive) zeros. Suppose further that, for some domain \(\mathcal{D} \subset \mathbb{C}\), analytic functions \(\varphi\) and \(\Psi\) and a sequence \((w_n)_{n \in \mathbb{N}}\), the sequence \((X_n)_{n \in \mathbb{N}}\) converges mod-\(\varphi\) with the corresponding parameters, that is, \((12)\) holds locally uniformly on \(\mathcal{D}\). Finally, suppose that \(\sup_{n \in \mathbb{N}} \deg(\mathcal{G}_n)/w_n < \infty\). Then, the sequence
\[ \mathcal{X}_n(\cdot) := \frac{1}{w_n} \sum_{x \in \text{zeros}(\mathcal{G}_n)} \delta_{-x}(\cdot), \quad n \in \mathbb{N}, \]
of finite measures on \([0, +\infty)\), converges vaguely to a finite limit measure \(\mathcal{X}\) supported by \([0, +\infty)\) with the Stieltjes transform
\[ \int_{(0, +\infty)} \mathcal{X}(dx) \frac{\varphi'(\log(t))}{t - x} = \frac{\varphi'(\log(-t))}{t}, \quad t \in \mathbb{C} \setminus [0, +\infty). \]
In particular, the function \(t \mapsto \varphi'(\log(-t))/t\) admits analytic continuation to \(\mathbb{C} \setminus [0, +\infty)\).

Using Proposition 2.14 and Theorem 2.2 applied with \(\theta = 1\) we recover Elbert’s result \((4)-(5)\) for the zeros of the Touchard polynomials. Indeed,
\[ \frac{1}{z} \varphi'_z(\log(-z); 1) = \frac{1}{z} \left( \frac{1}{W_0(-1/z)} + z \right) = \frac{1}{z W_0(-1/z)} + 1 = 1 - e^{W_0(-1/z)}, \quad z \in \mathbb{C} \setminus [0, e], \]
and since in this case all \(\mathcal{X}_n\) and the limit measure \(\mathcal{X}\) have the total mass 1, vague convergence secured by Proposition 2.14 is equivalent to the weak convergence.

We now aim at applying Proposition 2.14 to the sequence \((X_{n, \theta})_{n \in \mathbb{N}}\). It turns out that the zeros of the generating function of \(X_{n, \theta}^{(3)}\) are all real for all admissible choices of the parameter \(\theta\), that is, for integer \(\theta > 0\) or real \(\theta\) satisfying \(\theta > n - 1\). In order to prove this statement we shall recall some notions from finite free probability.

### 2.3.1. Finite free multiplicative convolutions and the generating function of \(X_{n, \theta}^{(3)}\)

The finite free multiplicative convolution \(\boxtimes_n\) is a bilinear operation on the space \(\mathbb{C}_n[x]\) of polynomials of degree at most \(n\) which is defined as follows:
\[ \left( \sum_{k=0}^{n} a_k x^k \right) \boxtimes_n \left( \sum_{k=0}^{n} \beta_k x^k \right) = \sum_{k=0}^{n} (-1)^{n-k} \frac{a_k \beta_k}{n!} x^k; \quad (23) \]
see [33, 44]. The polynomial \((x - 1)^n\) is the unit element under \(\boxtimes_n\), that is \((x - 1)^n \boxtimes_n p(x) = p(x)\) for all \(p \in \mathbb{C}_n[x]\).

**Proposition 2.15.** For all \(\theta \in \mathbb{R}\) and an arbitrary polynomial \(\sum_{k=0}^{n} a_k x^k \in \mathbb{C}_n[x]\) the following holds:
\[ \sum_{k=0}^{n} a_k (\theta - 1) \cdots (\theta - k + 1) x^k = \left( \sum_{k=0}^{n} a_k x^k \right) \boxtimes_n \left( n! x^{\theta-1} L_n^{(\theta-n)}(1/\theta) \right), \]
where the generalized Laguerre polynomials \(L_n^{(\alpha)}\) are defined, for \(n \in \mathbb{N}_0\) and \(\alpha \in \mathbb{R}\), by
\[ L_n^{(\alpha)}(x) = \sum_{k=0}^{n} (-1)^{k} \frac{(n + \alpha)(n - k)}{k!} x^k. \]
The observation becomes evident if we write

\[ n! x^n L_n^{(\theta - n)} (1/x) = \sum_{k=0}^{n} (-1)^{n-k} \theta (\theta - 1) \cdots (\theta - k + 1) \binom{n}{k} x^k \]

and use (23).

In particular, Proposition 2.15 yields the representation

\[ \mathcal{G}_{n,\theta}^{(3)} (-x) = \theta^{-n} T_n(-x) \mathbb{E}_n \left( n! x^n L_n^{(\theta - n)} (1/x) \right), \quad \theta \in \mathbb{R}, \quad n \in \mathbb{N}. \]  

Proof. It is known that \( p \mathbb{E}_n q \) has only nonnegative zeros provided that \( p \in \mathbb{C}_n[x] \) and \( q \in \mathbb{C}_n[x] \) both have only nonnegative zeros, see [34, Theorem 1.6]. Also, it is known that all zeros of \( L_n^{(\alpha)} \) are real and nonnegative for all real \( \alpha > -1 \) and all integer \( \alpha \in \{-n, \ldots, n\} \), see Example 2.8 in [2]. If \( \alpha > -1 \), this is true because \( L_n^{(\alpha)} \) are orthogonal with respect to the finite measure \( x^\alpha e^{-x}, x > 0 \), whereas for integer \( \alpha \in \{-n, \ldots, n\} \) this follows from the identity

\[ \frac{(-x)^i}{i!} L_n^{(i-n)}(x) = \frac{(-x)^n}{n!} L_i^{(n-i)}(x), \quad x \in \mathbb{C}, \quad 0 \leq i < n. \]  

Hence, the polynomial \( x^n L_n^{(\theta - n)} (1/x) \) has only nonnegative zeros and the claim follows from Proposition 2.15.

Remark 2.17. For integer \( \theta \in \{0, 1, \ldots\} \) Proposition 2.16 is a classical result originally due to Schur, see Problems 155 and 156 in Part V of Volume II [45]. For related results see Section 3 in [43] and Section 3.5 in [8].

Taking into account Harner’s result on the nonpositivity of zeros of the Touchard polynomials, Proposition 2.16 and formula (24) imply that for all real \( \theta > n - 1 \) and all integer \( \theta \in \mathbb{N} \), all zeros of the polynomials \( \mathcal{G}_{n,\theta}^{(3)} \) are nonpositive. From this fact we immediately obtain the following observation, which is originally due to Vatutin and Mikhailov [52]. Another related result can be found in [51].

**Proposition 2.18** (Lemma 1 in [52]). The random variable \( X_{n,\theta}^{(3)} \) which counts the number of occupied boxes when \( n \) balls are allocated equiprobably and independently among \( \theta \in \mathbb{N} \) boxes, can be represented as a sum of independent (but not identically distributed) Bernoulli variables.

2.3.2. Limit theorem for the empirical distribution of zeros of the generating function of \( X_{n,\theta}^{(3)} \). Using Proposition 2.14 in conjunction with Theorem 2.3 we obtain the next result.

**Proposition 2.19.** Assume that \( \theta \geq 1 \). The sequence of probability measures on \([0, +\infty)\) defined by

\[ \frac{1}{\sum_{x \in \text{Zeros}(\mathcal{G}_{n,\theta}^{(3)})}} \delta_{x} (\cdot), \quad n \in \mathbb{N}, \]

converges weakly to a probability measure \( \mathcal{Z}^{\theta} \) with the Stieltjes transform

\[ \int_{[0,\infty)} \frac{\mathcal{Z}^{\theta} (dx)}{t-x} = \frac{\varphi'_{\theta} (\log(-t); \theta)}{t}, \quad t \in \mathbb{C} \setminus [0, \infty), \]

where

\[ \varphi'_{\theta} (\log(-t); \theta) = \frac{\theta}{t} - \frac{\theta^2}{t(t+1)} W_0 \left( \frac{-t^{-1} - 1}{\theta e^{(-1)/t}} \right), \quad t \in \mathbb{C} \setminus [0, \infty). \]
Note that Proposition 2.14 secures only the vague convergence, however, since all the measures involved are probability measures, the weak convergence holds as well. The fact that $Z_{\vartheta}$ is a probability measure for $\vartheta \geq 1$ will be justified in the proof of Proposition 2.21.

**Remark 2.20.** Note that formula (26) defines $Z_{\vartheta}$ also for $\vartheta \in (0, 1)$. In this case it is an improper probability measure with the total mass $\vartheta$, see Proposition 2.21 below. Proposition 2.19 remains valid in the following sense. Let $\theta_n$ be a sequence of integers such that $\theta_n \sim \vartheta n$, as $n \to \infty$, for some $\vartheta \in (0, 1)$. Then the sequence of finite measures on $[0, +\infty)$ defined by

$$\frac{1}{n} \sum_{x \in \text{Zeros} (G_3)} \delta_{-x}$$

$n \in \mathbb{N}$,

converges weakly to $Z_{\vartheta}$. This will be justified at the end of Section 3.1, see Remark 3.4.

The measure $Z_{\vartheta}$ turns out to be absolutely continuous with respect to the Lebesgue measure, see Figure 4.

**Proposition 2.21.** The limit measure $Z_{\vartheta}$ is a probability measure if $\vartheta \geq 1$, and is a finite measure with the total mass $\vartheta$ if $\vartheta \in (0, 1)$. The density of $Z_{\vartheta}$ is given by

$$g_{\vartheta}(t) = \frac{\vartheta^2}{\pi(t+1)} \cdot \text{Im} \left( \frac{W_0 \left( \frac{-t^{-1}+i}{\vartheta e^{1/\vartheta}} \right)}{1 + \vartheta W_0 \left( \frac{-t^{-1}+i}{\vartheta e^{1/\vartheta}} \right)} \right), \quad t > 0. \quad (27)$$

For all $\vartheta > 0$,

$$g_{\vartheta}(t) \sim \frac{1}{t (\log t)^2}, \quad t \downarrow 0. \quad (28)$$

For $\vartheta = 1$,

$$g_{\vartheta}(t) \sim \frac{1}{\sqrt{2} \pi t^{3/2}}, \quad t \to +\infty. \quad (29)$$

For $\vartheta > 0$, $\vartheta \neq 1$, the density vanishes outside the interval $(0, m_{\vartheta})$ with $m_{\vartheta} := 1/(\vartheta e^{(1/\vartheta)-1})$ and

$$g_{\vartheta}(m_{\vartheta} - \varepsilon) \sim \frac{\vartheta^{3/2} \sqrt{2e^{1-(1/\vartheta)}}}{\pi m_{\vartheta}^2 (m_{\vartheta} + 1)(\vartheta - 1)^2 \cdot \sqrt{\varepsilon}}, \quad \varepsilon \downarrow 0. \quad (30)$$
Remark 2.22. The asymptotics in (28) and the square-root character of the singularity in (30) are the same as for the density of Elbert’s distribution (5) supported by the interval (0, e). If we denote the density of ρ by $f_{\text{Elb}}$, then it is known [15, Theorem 2.4] that

$$f_{\text{Elb}}(\varepsilon) \sim \frac{1}{\varepsilon (\log \varepsilon)^2}, \quad f_{\text{Elb}}(\varepsilon - \varepsilon) \sim \frac{\sqrt{2\varepsilon}}{\varepsilon^{3/2} \pi}, \quad \varepsilon \downarrow 0.$$

Remark 2.23. Formula (29) suggests that for $\vartheta = 1$, the smallest root of the generating function $G_n^{(3)}$ is asymptotically equivalent to $-c \cdot n^2$, as $n \to \infty$, for some $c > 0$. This conjecture, supported by numerical simulations, is obtained by noting that $f_{n^2} d\tau / (t^{3/2})$ is of order $1/n$, as $n \to \infty$.

There is an alternative representation of $Z_\vartheta$. Recall from [21, Example 3.3.5] or [53, p. 35] that the Marchenko–Pastur distribution $\mu_{\vartheta}^{\text{MP}}$ (also called the free Poisson distribution) with parameter $\vartheta \geq 1$ has the density

$$x \mapsto \frac{1}{2\pi x} \sqrt{((\sqrt{\vartheta} + 1)^2 - x)(x - (\sqrt{\vartheta} - 1)^2)} 1_{x \in ((\sqrt{\vartheta} - 1)^2, (\sqrt{\vartheta} + 1)^2)}.$$

For $0 < \vartheta < 1$, the Marchenko-Pastur distribution $\mu_{\vartheta}^{\text{MP}}$ has the same density on the same interval plus an atom at 0 with weight $1 - \vartheta$.

**Proposition 2.24.** If $\vartheta > 1$, then $Z_\vartheta$ is equal to the free multiplicative convolution, see [53, p. 30], of the probability measure $\rho$ defined by (5), and the distribution of $1/\xi_\vartheta$, where $\xi_\vartheta$ has the Marchenko-Pastur distribution $\mu_{\vartheta}^{\text{MP}}$.

**Proof.** It follows from the definition of $\mathbb{E}_n$ that $p(cx) \mathbb{E}_n q(x/c) = p(x) \mathbb{E}_n q(x)$ for every constant $c \neq 0$ and arbitrary $p, q \in \mathbb{C}[x]$. Thus, by formula (24),

$$\theta^n q_{n, \vartheta}^{(3)}(-x) = \left( \sum_{k=0}^{n} \binom{n}{k} (-\lambda n)^k \mathbb{E}_n \left( n! n^{-n} \vartheta L_{n}^{(\theta-n)}(n/x) \right) \right) =: p_n(x) \mathbb{E}_n q_n(x).$$

It is known that the empirical distribution of zeros of $p_n$ converges to the measure $\rho$ defined by (5). Also, it is known from [13, Theorem 3.1 (a)] that the empirical distribution of zeros of $y \mapsto L_n^{(\theta_n-n)}(ny)$ converges weakly to the Marchenko–Pastur distribution $\mu_{\vartheta}^{\text{MP}}$. Moreover, by [13, Theorem 4.4(a)], the smallest and the largest zero of this polynomial converge to $(\sqrt{\vartheta} - 1)^2 > 0$, respectively, $(\sqrt{\vartheta} + 1)^2 < \infty$. Hence, the empirical measure of zeros of $q_n(x) = n! n^{-n} \vartheta L_n^{(\theta-n)}(n/x)$ converges weakly to the distribution of $1/\xi_\vartheta$. The proof concludes by an appeal to Theorem 1.4 from [2].

**Remark 2.25.** Proposition 2.24 remains valid for $\vartheta \in (0, 1)$, if regard the distribution of $1/\xi_\vartheta$ as an improper probability measure on $\mathbb{R}$ with the total weight $\vartheta$ (and ignore the atom at $+\infty$ of the weight $1 - \vartheta$ which occurs due to the atom at 0 of the Marchenko–Pastur distribution). The result on the distribution of zeroes of the polynomials $L_n^{(\theta_n-n)}(ny)$ follows from [13, Theorem 3.1 (a)], by taking into account (25).

3. PROOFS FOR SECTION 2.2

3.1. **Proof of Theorems 2.1, 2.2 and 2.3** We start with the known asymptotic results for the functions $S_n$, $T_n$. Proposition 3.1 which deals with the asymptotics of $S_n$ is easy and follows from the standard Stirling asymptotics. Proposition 3.2 is also known [14, Theorems 3.2 and 3.3]; see also [40, 41, 55] for related results. Nevertheless, we find it instructive to formulate and prove them both as a preparation to the proof of Theorem 2.3.
Proposition 3.1. Let \( \mathcal{D}' = \mathbb{C} \setminus (-\infty, 0] \). Then with the function \( L_1 \) defined by (13) it holds
\[
S_n(zn) \equiv \frac{1}{n!} \sqrt{2\pi n} \frac{z^n}{z+1} e^{\nu_1(z)} \left( 1 + O \left( \frac{1}{n} \right) \right), \quad n \to \infty,
\]
locally uniformly in \( z \in \mathcal{D}' \).

Proof. Using the definition of \( S_n \) we write
\[
S_n(zn) = \frac{zn(zn+1) \ldots (zn+n-1)}{n!} = \frac{\Gamma((z+1)n)}{\Gamma(zn) n!}.
\]
Recall the Stirling approximation for the gamma-function,
\[
\Gamma(z) = \sqrt{2\pi} \left( \frac{z}{e} \right)^z \left( 1 + O \left( \frac{1}{z} \right) \right), \quad |z| \to +\infty, \quad |\arg z| < \pi - \varepsilon,
\]
where \( \varepsilon > 0 \) is arbitrary and a constant in the Landau symbol \( O \) depends only on \( \varepsilon \).

Let \( K \) be a compact subset of \( \mathcal{D}' \). Then there exists \( \varepsilon(K) \) such that \( |\arg(zn)| < \pi - \varepsilon(K) \) and \( |\arg((z+1)n)| < \pi - \varepsilon(K) \) for all \( z \in K \) and all sufficiently large \( n \in \mathbb{N} \). Thus, (32) yields
\[
S_n(zn) = \frac{\sqrt{2\pi} \left( \frac{z}{e} \right)^z}{n!} \frac{(z+1)^n}{n!} \left( 1 + O \left( \frac{1}{n} \right) \right) = \frac{1}{\sqrt{2\pi n}} \sqrt{\frac{z}{z+1}} e^{n(z+1)\log(z+1) - (z+1)\log z} \left( 1 + O \left( \frac{1}{n} \right) \right), \quad n \to \infty,
\]
where a constant in the Landau symbol depends only on \( \varepsilon(K) \). \( \square \)

Proposition 3.2. There exists a domain \( \mathcal{D}'_1 \subset \mathbb{C} \) containing \( \mathbb{R} \setminus [-e, 0] \) such that
\[
T_n(z) = \frac{1}{n!} \sqrt{2\pi n} \sqrt{W_0(1/z)+1} e^{\nu_2(z)} \left( 1 + O \left( \frac{1}{n} \right) \right), \quad n \to \infty,
\]
locally uniformly in \( z \in \mathcal{D}'_1 \), where the function \( L_2 \) is defined by (14).

Proof. Let us assume first that \( z_0 \) is a fixed real number and \( z_0 \in \mathbb{R} \setminus [-e, 0] \). Using the first equality in (1) and the Cauchy integral formula we can write
\[
\frac{T_n(z_0)}{n!} = \frac{1}{2\pi i} \oint_{\gamma} \frac{1}{x^n} \left( \frac{e^{z_0(x^e-1)}}{x} \right) \, dx,
\]
where \( \gamma \) is an arbitrary circle centered at 0 and oriented counterclockwise. We are now going to apply the saddle point method in a form given in Theorem 5.1 below with
\[
\Omega_\varepsilon := \mathbb{C} \setminus \{0\}, \quad \Omega_\varepsilon := \mathbb{C}, \quad g(x, z) := x^{-1}, \quad f(x, z) := x^{-1} e^{z(x^e-1)},
\]
and \( \gamma = \gamma(z_0) \) being a circle centered at 0 and of a radius to be specified next.

Given \( z_0 \), we want \( \gamma(z_0) \) to pass through a simple saddle point of \( x \mapsto \log f(x, z_0) \). This saddle point \( \zeta = \zeta(z_0) \) is defined by the equation \( \zeta(z_0) e^{f(z_0)} = 1/z_0 \). One of its solutions is given by \( \zeta(z_0) = W_0(1/z_0) \in (-1, \infty) \setminus \{0\} \), since we assume \( z_0 \in \mathbb{R} \setminus [-e, 0] \). Note that
\[
\log f(\zeta(z_0), z_0) = z_0(e^{W_0(1/z_0)} - 1) - \log W_0(1/z_0) = W_0(1/z_0) + \frac{1}{W_0(1/z_0)} - z_0 + \log z_0 = L_2(z_0),
\]
since $e^{W_0(1/z_0)}W_0(1/z_0) = 1/z_0$ and hence $-\log W_0(1/z_0) = \log z_0 + W_0(1/z_0)$. Further, $(\log f(x,z))^\prime_{xx} = ze^x + x^{-2}$ and hence,

$$(\log f(x,z))^\prime_{xx} = \frac{1}{W_0^2(1/z_0)} - \frac{1}{W_0(1/z_0)} = \frac{1}{W_0^2(1/z_0)} - \frac{1}{W_0(1/z_0) + 1} > 0.$$ 

Let $\gamma = \gamma(z_0)$ be the circle centered at the origin and passing through $z_0$. Taking everything together and applying formula (48) in Theorem 5.1 proves that there exists $\delta(z_0) > 0$ such that

$$T_n(nz) = \frac{1}{\sqrt{2\pi n}} \frac{1}{W_0(1/z) + 1} e^{nL_2(z)} \left( 1 + O\left( \frac{1}{n} \right) \right), \quad n \to \infty, \quad \text{(34)}$$

uniformly in the disk $D_\delta(z_0)$. The only assumption of Theorem 5.1 which requires verification is the fact that $x \mapsto |x^{\gamma}e^{|\gamma|e^{\theta|\gamma|}}$ attains a unique maximum on $\gamma(z_0)$, or equivalently $x \mapsto e^{\gamma\text{Re}(e^\theta)}$ attains a unique maximum on $\gamma(z_0)$ at $z_0$. This is obvious if $z_0 > 0$ since the Taylor expansion of $x \mapsto e^{\gamma\text{Re}(e^\theta)}$ has only nonnegative coefficients and $z_0 > 0$. If $z_0 < -e$, then $z_0 < -1, 0)$. Thus, it suffices to show that the function $x \mapsto \text{Re}(e^\theta) = e^{\text{Re}(\theta)}(\cos(\theta))$ attains a circle of radius smaller than 1 centered at the origin a unique minimum at a negative real. This can be easily checked by solving the constrained optimization problem:

$$e^\theta \cos(\theta) \to \min \quad \text{subject to} \quad a^2 + b^2 = R^2 < 1, \quad R \text{ is fixed, } a, b \in \mathbb{R}.$$ 

Put $\mathcal{D}_2 := \bigcup_{z_0 \in \mathbb{R}\setminus[-e,0]} D_\delta(z_0)$. If $K$ is a compact subset of $\mathcal{D}_2$, then $K$ can be covered by finitely many disks from the collection $\{D_\delta(z_0) : z_0 \in \mathbb{R} \setminus [-e,0]\}$ which yields the desired uniformity, that is, (34) holds uniformly in $z \in K.$

Using Propositions 3.1 and 3.2, one can easily deduce Theorems 2.1 and 2.2. The proof of Theorem 2.3 is more involved but still relies on the saddle point method.

**Proof of Theorem 2.7** Applying (31) twice, we obtain

$$S_n(\vartheta n) = \frac{1}{\sqrt{2\pi n}} \frac{\vartheta}{\vartheta + 1} e^{nL_2(\vartheta)} \left( 1 + O\left( \frac{1}{n} \right) \right),$$

$$S_n(\vartheta \varphi n) = \frac{1}{\sqrt{2\pi n}} \frac{\vartheta \varphi}{\vartheta \varphi + 1} e^{nL_2(\vartheta \varphi)} \left( 1 + O\left( \frac{1}{n} \right) \right),$$

provided $\vartheta \in \mathcal{D}_1$ and $\varphi \vartheta \varphi \in \mathcal{D}_1$. The first condition is fulfilled automatically, whereas the second hold if $z \in \mathcal{D}_1$, where the domain $\mathcal{D}_1$ is defined as the preimage of $\mathcal{D}_1$ under the map $z \mapsto \vartheta \varphi$. Clearly, $\mathcal{D}_1$ contains the real axis. Since $\mathbb{E}e^{X_{n,\varphi}}$ is given by the quotient of these expressions, we arrive at (15).

**Proof of Theorem 2.2** The proof of (16) is similar. Applying (33) twice, we obtain

$$T_n(\vartheta n) = \frac{1}{\sqrt{2\pi n}} \frac{e^{nL_2(\vartheta)}}{W_0(\vartheta^{-1}) + 1} \left( 1 + O\left( \frac{1}{n} \right) \right),$$

$$T_n(\varphi \vartheta \varphi n) = \frac{1}{\sqrt{2\pi n}} \frac{e^{nL_2(\varphi \vartheta \varphi)}}{W_0(\varphi \vartheta \varphi^{-1}) + 1} \left( 1 + O\left( \frac{1}{n} \right) \right).$$

Since $\mathbb{E}e^{X_{n,\varphi}}$ is given by the quotient of these expressions, we arrive at (16). The set $\mathcal{D}_2$ is defined as the preimage of $\mathcal{D}_2$ under the map $z \mapsto \vartheta \varphi$. Clearly, $\mathbb{R} \subset \mathcal{D}_2.$
Lemma 3.3. Assume that \( n \in \mathbb{N} \) and \( \theta > 0 \). Let \( \mathcal{D} \) be an arbitrary bounded domain in \( \mathbb{C} \). Then for an arbitrary sufficiently small closed contour \( \gamma \) encircling the origin counterclockwise the following holds true:

\[
\mathcal{G}^{(3)}_{n, \theta}(t) = \frac{n!}{\theta^n 2\pi i} \oint_{\gamma} s^{-n-1} (1 + t(e^s - 1))^\theta \, ds, \quad t \in \mathcal{D}.
\]

Proof. Let \( \gamma \) be an arbitrary closed contour encircling the origin such that

\[
t(e^s - 1) < 1/2, \quad \text{for all } s \in \gamma \text{ and } t \in \mathcal{D}.
\]

It is well-known that

\[
\frac{(e^s - 1)^k}{k!} = \sum_{n=k}^{\infty} \binom{n}{k} \frac{e^n}{n!}, \quad z \in \mathbb{C}, \quad k \in \mathbb{N},
\]

and, thereupon,

\[
\binom{n}{k} = \frac{n!}{k!} \binom{\gamma}{k}(e^s - 1)^k = \frac{n!}{k! 2\pi i} \oint_{\gamma} \frac{(e^s - 1)^k}{s^{n+1}} \, ds.
\]

Note that this formula holds also for \( k > n \) and \( k = 0 \) yielding the obvious equality \( \binom{n}{k} = 0 \). Thus,

\[
\mathcal{G}^{(3)}_{n, \theta}(t) = \sum_{k=1}^{n} \mathbb{P}[X^{(3)}_{n, \theta} = k] t^k = \theta^{-n} \sum_{k=1}^{n} \binom{n}{k} (\theta)^t \frac{k!}{k!} \oint_{\gamma} \frac{(e^s - 1)^k}{s^{n+1}} \, ds
\]

\[
= \frac{n!}{\theta^n 2\pi i} \oint_{\gamma} s^{-n-1} \sum_{k=0}^{\infty} \binom{\theta}{k} (t(e^s - 1))^k \, ds = \frac{n!}{\theta^n 2\pi i} \oint_{\gamma} s^{-n-1} (1 + t(e^s - 1))^\theta \, ds.
\]

\[\square\]

Proof of Theorem 2.3 From Lemma 3.3 it follows that

\[
\mathbb{E} e^{X^{(3)}_{n, \theta}} = n! \left(\frac{n!}{(n \theta)^n 2\pi i} \oint_{\gamma} x^{-n-1} (1 + e^s(e^x - 1))^{\theta n} \, dx, \quad z \in \mathbb{C}, \quad (35)
\]

where \( \gamma \) is a sufficiently small closed contour encircling the origin. We need to estimate the integral

\[
\int_{\gamma} \frac{1}{x^n} \left(\frac{1 + e^s(e^x - 1))^{\theta}}{x^{n}} \right) \, dx
\]

using the saddle point method. This is done again by appealing to Theorem 5.1 with

\[
\Omega_x := \mathbb{C} \setminus \{0\}, \quad \Omega_z := \mathbb{C}, \quad g(x, z) := \frac{1}{x^n}, \quad f(x, z) := \frac{(1 + e^s(e^x - 1))^\theta}{x^\theta}.
\]

Fix \( z_0 \in \mathbb{R} \). The saddle points of the function \( x \mapsto \log f(x, z_0) \) are the solutions to the equation

\[
\vartheta (1 + e^x) = 1 + e^{z_0}(e^x - 1),
\]

which can also be written as

\[
(x - \frac{1}{\vartheta}) e^{x-1/\vartheta} = -1 + (e^{z_0} - 1)e^{-1/\vartheta}.
\]

Note that \( 1 - \vartheta e^{1/\vartheta} \leq 0 \), for all \( \vartheta > 0 \). Thus,

\[
\vartheta^{-1}(e^{z_0} - 1)e^{-1/\vartheta} > -1/e,
\]

and one solution to (37) is given by

\[
\zeta(z_0) = 1/\vartheta + W_0(\vartheta^{-1}(e^{z_0} - 1)e^{-1/\vartheta}) = L_\vartheta(z_0; \vartheta).
\]
Since $W_0$ is strictly increasing on $[-1/ee, +\infty)$,

$$\zeta(z_0) > 1/\vartheta + W_0(-\vartheta^{-1}e^{-1/\theta}) = 0.$$ 

From $[36]$ it is also clear that $f((\zeta(z_0), z_0) \neq 0$. In view of

$$(\log f(x, z))'' = \frac{\vartheta \theta e^z(1 - e^z)}{(1 + e^z(e^z - 1)^2)^2} + \frac{1}{x^2},$$

and using $[36]$, we obtain

$$(\log f(x, z))'' |_{x=\zeta(z_0)} = \frac{\vartheta \zeta(z_0) + \vartheta - 1}{\vartheta \zeta^2(z_0)} > 0,$$

where the inequality is a consequence of $W_0(u) > -1$, for all $u > -1/e$.

Let $\gamma = \gamma(z_0)$ be the circle centered at the origin and having the positive radius $\zeta(z_0)$. Let us show that the function $x \mapsto |f(x, z_0)|$ attains a unique maximum on $\gamma$ at $x = \zeta(z_0)$. Since, for $x \in \gamma(z_0)$, it holds $|f(x, z_0)| = |\zeta(z_0)|^{-1}|1 + e^{x_0}(e^x - 1)|^{\vartheta}$, and the function $x \mapsto 1 + e^{x_0}(e^x - 1)$ has positive coefficients in the Taylor expansion around the origin, the claim follows. Summarizing, by Theorem $5.1$, there exists $\delta(z_0) > 0$ such that

$$\int \frac{1}{f(x, z)} \left(\frac{1 + e^z(e^x - 1)^\vartheta}{x^\vartheta}\right)^n dx = (f(\zeta(z), z))^{\vartheta} \sqrt{n(\vartheta \zeta^2(z) + \vartheta - 1)} \left(1 + O\left(\frac{1}{n}\right)\right)$$

$$= \left(\frac{\vartheta \zeta(z) e^{2z(\zeta(z))^{\vartheta}}}{\zeta(z) \vartheta e}\right)^n \sqrt{\frac{\vartheta}{\vartheta \zeta(z) + \vartheta - 1}} \left(1 + O\left(\frac{1}{n}\right)\right).$$

uniformly in the disk $D_{\delta(z_0)}(z_0)$. Plugging this into $[33]$ and using the Stirling approximation for the factorial we arrive at

$$\mathbb{E}e^{x_{\lambda}(z)^n_{\vartheta, \theta}} = \left(\frac{\vartheta \zeta(z) e^{2z(\zeta(z))^{\vartheta}}}{\zeta(z) \vartheta e}\right)^n \sqrt{\frac{\vartheta}{\vartheta \zeta(z) + \vartheta - 1}} \left(1 + O\left(\frac{1}{n}\right)\right).$$

Put $D_i := \bigcup_{a \in \mathbb{R}} D_{\delta(z_0)}(z_0)$. The same compactness argument, as we have used in the proof of Proposition $3.2$, shows local uniformity on $D_i$. The proof is complete.

Remark 3.4. The claims of Theorems $2.1, 2.2$ and $2.3$ hold also locally uniformly in $\vartheta \in (0, \infty)$ in the following sense. For every compact set $K \subset (0, \infty)$, there exist domains $D_i = D_i(K)$, $i = 1, 2, 3$, such that $[15], [16]$ and $[17]$ hold uniformly in $\vartheta \in K$ and $z$ in compact subsets of $D_i = D_i(K)$, $i = 1, 2, 3$, respectively.

3.2. Proof of Theorem $2.8$ As we have already mentioned, Theorem $2.8$ follows from Theorem $2.7$ in $[27]$ once we check, see Eq. (11) in $[27]$, that for every compact set $K \subset \mathbb{R}$, $a \in (0, \pi)$, $\vartheta > 0$ and $i = 1, 2, 3$,

$$\sup_{i \in K} \left| e^{-\varphi_i(z)} \int_a^\pi \left| \mathbb{E}e^{(i + in)\varphi_i(z)} \right| du \right| = o(n^{-1}), \quad n \to \infty.$$ 

(38)

Below we shall treat in details the case $i = 2$ and then explain how to check (38) in two other cases using similar arguments.

Let us show that there exists $\delta \in (0, 1)$ and $n_0 \in \mathbb{N}$, such that

$$\sup_{i \in K} \sup_{a \in [0, \pi]} \left| \frac{T_i(n e^{i u})}{T_i(n e^{a u})} \right| \leq (1 - \delta)^n, \quad n \geq n_0.$$ 

(39)
This is sufficient for our purposes because
\[ K \ni t \mapsto e^{-\varphi(t, t^2)n} \frac{T_n(n \vartheta')} {T_n(n \vartheta)}, \]
converges uniformly, as \( n \to \infty \), to a bounded function by (16).

Let \(-z_{1,n}, \ldots, -z_{n,n}\) denote zeros of \( x \mapsto T_n(nx) \) which are all real and negative. Let \( Z_n \) be the subset of zeros of \( x \mapsto T_n(nx) \) lying in \([-1, -1/2]\). From Elbert’s result (19) we know that there exist \( n_0 \in \mathbb{N} \) and \( c_1 \in (0, 1) \) such that \(|\mathcal{P}_n| > c_1 n\), for all \( n \geq n_0\). Write
\[
\frac{|T_n(n \vartheta^{t+i})|}{T_n(n \vartheta)} = \prod_{k=1}^{n} \left| \frac{n(\vartheta^{t+i} + z_{k,n})}{n(\vartheta^{t+i} + z_{k,n})} \right| \leq \prod_{k: -z_{k,n} \in \mathcal{P}_n} \left| \frac{n(\vartheta^{t+i} + z_{k,n})}{n(\vartheta^{t+i} + z_{k,n})} \right| = \prod_{k: -z_{k,n} \in [1, 2]} \left| \frac{n(\vartheta^{t+i} + z_{k,n})}{n(\vartheta^{t+i} + z_{k,n})} \right|, \tag{40}
\]
where for the inequality we used that \( |n(\vartheta^{t+i} + z_{k,n})| \leq n(\vartheta^{t+i} + |z_{k,n}|) = n(\vartheta^{t+i} + z_{k,n}) \), since \( z_{k,n} > 0 \). Let us now that, for every \( z \in [1/2, 1] \),
\[
\sup_{t \in K, \vartheta^{t+i} \in [a, \vartheta]} \sup_{|z| \leq 1} \frac{\vartheta^{t+i} + z}{(\vartheta^{t+i} + z)^2} \leq 1 - \delta_1, \tag{41}
\]
for some \( \delta_1 \in (0, 1) \). This estimate together with (40) implies (39) with \( \delta := 1 - (1 - \delta_1)^{c_1/2} \). After some elementary calculations one can see that (41) is equivalent to
\[
(z \vartheta^{t+i})^{-1}((\vartheta^{t+i} + z)^2) \leq 2\delta_1^{-1}(1 - \delta_1 - \cos(u)), \quad t \in K, \quad u \in [a, \vartheta], \quad z \in [1/2, 1].
\]
The latter clearly holds for a sufficiently small \( \delta_1 \in (0, 1 - \cos(a)) \) because the left-hand side is uniformly bounded for \( t \in K \) and \( z \in [1/2, 1] \), whereas the right-hand side can be made arbitrarily large. This completes the proof in case \( i = 2 \).

**Case** \( i = 1 \). The proof proceeds in the same way as in \( i = 2 \) by using that the zeros of \( S_n(-nx) \), that is, the set \( \{0, 1/n, 2/n, \ldots, (n - 1)/n\} \), are all nonnegative, and the number of zeros of \( x \mapsto S_n(nx) \) in \([-1, -1/2]\) grows linearly as \( n \to \infty \).

**Case** \( i = 3 \). The proof proceeds in the same way as in \( i = 2 \) by using that the zeros of \( S_n^{(3)} \), are all nonpositive, and their number grows linearly in an arbitrary subset of \([0, m_{\vartheta}]\) having positive Lebesgue measure, as \( n \to \infty \). The latter claim is secured by Proposition 2.19.

### 4. Proofs for Section 2.3

**Proof of Proposition 2.14** Since the function \( \Psi \) does not vanish on \( \mathcal{D} \cap \mathbb{R} \), there exists a domain \( \hat{\mathcal{D}} \) such that \( \mathcal{D} \cap \mathbb{R} \subset \hat{\mathcal{D}} \) and \( \Psi \) does not vanish on \( \hat{\mathcal{D}} \). Thus, (12) entails
\[
\lim_{n \to \infty} \frac{1}{W_n} \log E e^{X_n} = \varphi(z),
\]
locally uniformly on \( \hat{\mathcal{D}} \), and
\[
\lim_{n \to \infty} \frac{1}{W_n} \log \varphi_n(t) = \varphi(\log t),
\]
locally uniformly on \( \exp(\hat{\mathcal{D}}) := \{ e^z : z \in \hat{\mathcal{D}} \} \). Since the locally uniform convergence of analytic functions implies locally uniform convergence of their derivatives, we obtain
\[
\lim_{n \to \infty} \frac{1}{W_n} \sum_{x \in \text{Zeros}(\varphi_n)} \frac{1}{t - x} = \frac{\varphi'(\log t)}{t}, \quad t \in \exp(\hat{\mathcal{D}}). \tag{42}
\]
Note that
\[ \frac{1}{W_n} \sum_{x \in \text{Zeros}(\zeta_n)} \frac{1}{t-x} = \int_{0,\infty} \frac{\mathcal{Z}_n(dx)}{t+x}, \quad t \in \mathbb{C} \setminus (-\infty,0], \]
and the right-hand side is equal to the negative of the Stieltjes transform of $\mathcal{Z}_n$ evaluated at $-t$. Therefore, equation (42) tells us that the Stieltjes transform of $\mathcal{Z}_n$ converges locally uniformly on an open subset of $\mathbb{C}$ to a limit, as $n \to \infty$. Thus, by part (vi) of Proposition 2.1.2 in [42] (where the condition that $\mathcal{Z}_n(\mathbb{R}) = \deg(\zeta_n)/W_n$ stays bounded is required but not stated explicitly), $\mathcal{Z}_n$ converges vaguely to some finite measure $\mathcal{Z}$, as $n \to \infty$. Since for every $t \in \mathbb{C} \setminus [0,\infty)$, the function $t \mapsto 1/(t-x)$ is continuous on $[0,\infty)$ and vanishes at $+\infty$, it follows that the Stieltjes transform of $\mathcal{Z}_n$ converges to that of $\mathcal{Z}$ pointwise on $\mathbb{C} \setminus [0,\infty)$.

Since the latter is equal to $\phi'(\log(-t))/t$ for all $-t \in \exp(\mathcal{Z})$, the function $\phi'(\log(-t))/t$ admits an analytic continuation to $\mathbb{C} \setminus [0,\infty)$ and is equal to the Stieltjes transform of $\mathcal{Z}$ there. 

\begin{proof}[Proof of Proposition 2.21] Recall from Proposition 2.19 that the Stieltjes transform of $\mathcal{Z}^\vartheta$ is given by
\begin{equation}
\int_{0,\infty} \frac{\mathcal{Z}^\vartheta(dx)}{z-x} = \vartheta \frac{\psi^2}{\vartheta(z+1)} \frac{W_0 \left( -z^{-1} - 1 \right)}{1 + \vartheta W_0 \left( -z^{-1} - 1 \right)}, \quad z \in \mathbb{C} \setminus [0,\infty). \tag{43}
\end{equation}

The total mass of $\mathcal{Z}^\vartheta$ can be calculated as follows:
\[ \mathcal{Z}^\vartheta(\mathbb{R}) = \lim_{s \to -\infty} s \int_{0,\infty} \frac{\mathcal{Z}^\vartheta(dx)}{s-x} = \begin{cases} 1, & \vartheta \geq 1, \\ \vartheta, & \vartheta \in (0,1). \end{cases} \]

In the case $\vartheta \in (0,1)$ this is trivial since the ratio $W_0/(1+\vartheta W_0)$ on the right-hand side of (43) is bounded, whereas, for $\vartheta > 1$ the formula follows from Taylor’s expansion
\[ W_0 \left( -s^{-1} - 1 \right) = W_0 \left( -\frac{1}{\vartheta} e^{-1/\vartheta} \right) - \frac{1}{s \vartheta e^{1/\vartheta}} W_0 \left( -\frac{1}{\vartheta} e^{-1/\vartheta} \right) + O \left( \frac{1}{s^2} \right), \quad s \to -\infty. \]

Finally, the case $\vartheta = 1$ can be treated using the first expansion in (47) with $\delta = -1/(se)$ which yields $\int_{0,\infty} \frac{\mathcal{Z}^\vartheta(dx)}{s-x} = 1/s + O(|s|^{-3/2})$, as $s \to -\infty$.

The formula for the density given in (27) follows from the Stieltjes–Perron inversion formula; see [42] Proposition 2.1.2 on p. 35 and [11] pp. 124–125. More precisely, part (vi) of [42] Proposition 2.1.2 yields the explicit formula (27) for the density on $(0,\infty)$ (and the existence of this density), whereas part (v) implies the absence of the atom at 0 taking into account the asymptotics (28) as $t \downarrow 0$, which we shall prove below.

To prove that the density vanishes outside $(0,m_\vartheta)$ for $\vartheta \neq 1$, recall that $W_0$ has a branch cut along $(-\infty, -1/e]$, while on $(-1/e, +\infty)$ it stays real. For $\vartheta > 0$ we have $\vartheta e^{1/\vartheta} \geq e$ with equality iff $\vartheta = 1$. For $\vartheta \neq 1$ the following conditions on $t > 0$ are equivalent:
\[ \frac{-t^{-1} - 1}{\vartheta e^{1/\vartheta}} > -\frac{1}{e} \iff t > \frac{1}{\vartheta e^{(1/\vartheta) - 1} - 1} = m_\vartheta. \]

Hence, for $\vartheta \neq 1$ and $t > m_\vartheta > 0$, the imaginary part on the right-hand side of (27) vanishes.

To prove (28), we rely on the asymptotics
\[ W_0(-R+i0) = \log(R/\log R) + \pi i + O(1), \quad R \to +\infty. \tag{44} \]
To derive (44), we put $W_0(-R+i0) = \log(R/\log R) + \pi i + \delta(R)$ with an unknown $\delta(R)$. Then,

$$\left(1 + \frac{\pi i - \log R}{\log R} + \frac{\delta(R)}{\log R}\right) e^{\delta(R)} = 1.$$  (45)

It is known from [14, Lemma 2.3 (d)] that $\Im \delta(R) \to 0$ as $R \to +\infty$. If, along some subsequence of $R$’s diverging to $+\infty$, $\Re \delta(R)/\log R$ stays bounded away from 0, then the limit of the absolute value of the left-hand side of (45) can not be equal to 1, which is a contradiction. Hence, $\delta(R)/\log R$ goes to 0 and it follows from (45) that, in fact, $\delta(R) \to 0$ as $R \to +\infty$, thus proving (44).

Writing $R \coloneqq \frac{\log \varepsilon + 1}{\log \sigma}$ we observe that

$$\Im \frac{W_0(-R+i0)}{1 + \dot{\vartheta}W_0(-R+i0)} \sim \frac{\pi}{\dot{\vartheta}^2(\log R)^2}, \quad R \to +\infty.$$

Plugging this into (27) and noting that $\log R \sim |\log t|$ completes the proof of (28).

To prove (29), we apply the second equality in (47) with $\delta := 1/(te)$. This yields

$$\frac{W_0 \left( \frac{-r-1-i0}{e} \right)}{1 + W_0 \left( \frac{-r-1-i0}{e} \right)} \sim \frac{i}{\sqrt{2/t}}, \quad t \to +\infty,$$

and (29) follows by plugging this into (27).

Let us prove (30). For $t = m_0 - \varepsilon$, the argument of the Lambert function in (27) satisfies

$$\frac{-r-1-i0}{e^{1/\sigma}} = -1 - \frac{\varepsilon}{m_0^2 \dot{\vartheta} e^{1/\sigma}} + i0, \quad \varepsilon \downarrow 0.$$

The claim follows by applying the second formula in (47) with $\delta = \frac{\varepsilon}{m_0^2 \dot{\vartheta} e^{1/\sigma}}$ and plugging the result into (27). \qed

5. Appendix

5.1. The Lambert $W$-function and its principal branch $W_0$. The Lambert $W$-function is a multivalued analytic function defined by the implicit equation

$$W(z)e^{W(z)} = z, \quad z \in \mathbb{C}.$$

It has a branch point at $z = -1/e$ and infinitely many branches whose structure was discussed in detail in [11]. We mostly need the principal branch $W_0$ which is defined on the whole complex plane with a branch cut at $(-\infty, -1/e]$. On the real line, the function $w \mapsto we^w = z$ has a unique minimum $-1/e$ attained at $w = -1$. Thus, there is a well-defined inverse function $W_0 : (-1/e, \infty) \to (-1, \infty)$, called the principal branch, which is monotone increasing, and satisfies

$$W_0(z)e^{W_0(z)} = z, \quad \lim_{x \to -1/e^-} W_0(x) = -1, \quad W_0(0) = 0, \quad \lim_{x \to +\infty} W_0(x) = +\infty.$$

Moreover, it is possible to extend $W_0$ analytically to the slitted complex plane $\mathbb{C} \setminus (-\infty, -1/e]$. The principal branch maps $\mathbb{C} \setminus (-\infty, -1/e]$ conformally to the region $\{a + bi : a > -b \cot b, b \in (-\pi, \pi]\}$ (where $0 \cot 0 := 1$); see [14, Lemma 2.3 (ii)].

We need the limit values of $W_0(z)$ when the complex variable $z$ approaches the branch cut $(-\infty, -1/e]$. Such limit value depends on whether $z$ stays in the upper half-plane or in the lower half-plane. We can define

$$W_0(x+i0) := \lim_{\varepsilon \downarrow 0} W_0(x+i\varepsilon), \quad W_0(x-i0) := \lim_{\varepsilon \uparrow 0} W_0(x-i\varepsilon), \quad x \in (-\infty, -1/e].$$
These limit values are complex conjugate to each other:

\[ W_0(x - i0) = \overline{W_0(x + i0)}, \quad x \in (-\infty, -1/e). \]

The properties of \( W_0(x \pm i0) \) are summarized in [14 Lemma 2.3]. In particular, it is known that \( x \mapsto \text{Im} W_0(x + i0) \) is a decreasing function of \( x \in (-\infty, -1/e) \) and that

\[ \lim_{x \searrow -1/e} \text{Im} W_0(x + i0) = \pi, \quad \lim_{x \to -\infty} \text{Im} W_0(x + i0) = 0. \]

We need the following formula for the derivative of the Lambert function:

\[ W'_0(z) = \frac{W_0(z)}{z(1 + W_0(z))}, \quad z \in \mathbb{C} \setminus (-\infty, -1/e], \quad z \neq 0. \] \hspace{1cm} (46)

In the first equation \underbrace{\text{in formula (22)}}{\text{we have also encountered the function } W_{-1}(z)} \text{. For real } z \in (-1/e, 0) \text{ it is defined as the unique solution } w \text{ to the equation } w e^w = z \text{ lying in } (-\infty, -1).

The Puiseux series of \( W_0 \) near the branch point \(-1/e\) looks as follows, see [11 Equation (4.22)],

\[ W_0 \left( -\frac{1}{e} + \delta \right) = 1 + \sqrt{2e\delta + O(\delta)}, \quad W_0 \left( -\frac{1}{e} - \delta \pm i0 \right) = -1 \pm i\sqrt{2e\delta + O(\delta)}, \quad \delta \downarrow 0. \] \hspace{1cm} (47)

5.2. Uniformity in the saddle point method. While checking mod-\( \phi \) convergence for a sequence of random variables it is crucial to check that the limit relation \( \{12\} \) holds locally uniformly (in variable \( z \)) on a suitable domain \( \mathcal{D} \) containing an interval of the real line. The key tool in our asymptotic analysis is the saddle point method and, therefore, we need an appropriate result which ensures that the saddle point asymptotic expansion is locally uniform over \( z \in \mathcal{D} \). General results of this type suitable for our needs can be found in [16 Chapter IV, §4]. For the ease of reference we provide below the corresponding theorem adopted to our settings.

For a Laplace-type integral

\[ I_n(z) = \int_{\gamma} (f(x,z))^{n} g(x,z) dx \]

we assume that:

(A1) The functions \( f(x,z) \) and \( g(x,z) \) are analytic in a domain \( \Omega_x \times \Omega_z \subset \mathbb{C}^2 \), where \( \Omega_x \) and \( \Omega_z \) are domains in \( \mathbb{C} \).

(A2) \( \gamma : [0,1] \to \Omega_x \) is a piecewise smooth curve contained in \( \Omega_x \) which has no self-intersections except, possibly, \( \gamma(0) = \gamma(1) \).

(A3) For some \( z_0 \in \Omega_z \), the contour \( \gamma \) is a saddle point contour meaning that the following conditions are satisfied:

(i) the function \( x \mapsto \log f(x,z_0) \) has a simple saddle point \( \zeta(z_0) \) in the relative interior of \( \gamma \), that is,

\[ f(\zeta(z_0),z_0) \neq 0, \quad \frac{\partial \log f(x,z_0)}{\partial x} \bigg|_{x=\zeta(z_0)} = 0, \quad \frac{\partial^2 \log f(x,z_0)}{\partial x^2} \bigg|_{x=\zeta(z_0)} \neq 0. \]

Note that although the logarithm is defined up to a summand \( 2\pi i n \), \( n \in \mathbb{Z} \), only, both derivatives are well-defined.

(ii) The function \( x \mapsto |f(x,z_0)| \) has a unique maximum on \( \gamma \) attained at \( x = \zeta(z_0) \).

(iii) \( g(\zeta(z_0),z_0) \neq 0 \).

(iv) In a small disk around \( \zeta(z_0) \), the sublevel set \( \{ x \in \Omega_x : |f(x,z_0)| < |f(\zeta(z_0),z_0)| \} \) consists of two sectors. The contour \( \gamma \) passes through both of these sectors.

The next standard result is a uniform in \( z \) expansion of \( I_n(z) \), when \( n \to +\infty \).
Theorem 5.1. Under the assumptions (A1), (A2), (A3) there exists $\delta > 0$ such that, for every $z$ in the open disk $\mathbb{D}_\delta(z_0) := \{ z \in \mathbb{C} : |z - z_0| < \delta \}$, the function $x \mapsto \log f(x, z)$ has a unique saddle point $\zeta(z)$ satisfying $|\zeta(z) - \zeta(z_0)| < \delta$. Moreover, uniformly in the open disk $\mathbb{D}_\delta(z_0)$ the following asymptotics holds true:

$$I_n(z) = (f(\zeta(z), z))^n \sqrt{-\frac{2\pi}{n (\log f)'(\zeta(z), z)}} (g(\zeta(z), z) + O(1/n)), \quad n \to +\infty. \quad (48)$$

The branch of the square root is chosen such that $\arg(\sqrt{-(\log f)'(\zeta(z_0), z_0)})$ is equal to the angle between the positive direction of the tangent line to $\gamma$ at $\zeta(z_0)$ and the positive direction of the real axis.

Proof. This is Theorem 1.7 on p. 174 in [16] if we can write $f(x, z) = e^{S(x, z)}$ for a function $S(x, z)$ which is analytic in $\Omega_x \times \Omega_z$. The slightly more general case stated above can be reduced to the special case as follows. The problem is that if $\gamma$ is closed, $\log f(x, z)$ might not be well-defined on the whole contour $\gamma$ (even if $x \mapsto f(x, z)$ does not vanish on $\gamma$). We split the integral $I_n(z)$, taken over the contour $\gamma$, into two parts. The first integral $I_{n,1}(z)$ is taken over the part of $\gamma$ contained in a disk $\mathbb{D}_\delta(\zeta(z_0))$ around $\zeta(z_0)$ which is so small that $x \mapsto f(x, z_0)$ and $x \mapsto g(x, z_0)$ do not vanish on this disk. The second part $I_{n,2}(z)$ is the integral over the remaining part $\gamma \setminus \mathbb{D}_\delta(\zeta(z_0))$. For a sufficiently small $\delta$ it is even true that $f(x, z) \neq 0$ and $g(x, z) \neq 0$ for all $x \in \mathbb{D}_\delta(\zeta(z_0))$ and $z \in \mathbb{D}_\delta(z_0)$, by continuity. We can therefore write $f(x, z) = e^{S(x, z)}$ and apply the aforementioned result of [16] to get (48) with $I_{n,1}(z)$ instead of $I_n(z)$ on the left-hand side. Note that the leading term in this asymptotics is of order $n^{-1/2}(f(\zeta(z), z))^n$. The second part of the integral, that is, $I_{n,2}(z)$ can be estimated as follows. If $\rho > 0$ is sufficiently small, then the maximum of $x \mapsto |f(x, z)|$ over $\gamma \setminus \mathbb{D}_\delta(\zeta(z_0))$ is smaller than $|f(\zeta(z), z)| - \rho$, for all $z \in \mathbb{D}_\delta(z_0)$, as a consequence of condition (ii) and continuity arguments. Hence, $|I_{n,2}(z)|$ can be estimated from above by $O((|f(\zeta(z), z)| - \delta)^n)$ with a constant in $O$-term that does not depend on $z$, which is enough for our purposes.
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