Negative sign problem in continuous-time quantum Monte Carlo: optimal choice of single-particle basis for impurity problems
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I. INTRODUCTION

Quantum Monte Carlo (QMC) methods are a powerful tool for studying the properties of quantum many-body systems. They are based on a mapping of the quantum system to an auxiliary classical system, which is then sampled stochastically. A fundamental limitation of fermionic QMC algorithms is the so-called negative sign problem, which appears when configurations with negative weights appear due to fermionic statistics. Apart from models with special symmetries, the sign problem prevents access to the low-temperature bulk properties of many-body fermionic systems since the efficiency of the MC sampling decreases exponentially with system size and inverse temperature as detailed below.

In a QMC algorithm, we express the partition function of the quantum system as the sum of contributions of classical configurations \( \{c\} \), which define a configuration space \( \Omega \),

\[
Z = \text{Tr}[e^{-\beta H}] = \sum_{c \in \Omega} w_c. \tag{1}
\]

The expectation value of an observable \( \hat{O} \) is then given by

\[
\langle \hat{O} \rangle = \frac{\text{Tr}[\hat{O} e^{-\beta H}]}{\text{Tr}[e^{-\beta H}]} = Z^{-1} \sum_{c \in \Omega} O_c w_c, \tag{2}
\]

where \( O_c \) is the value of the observable associated with \( c \). When \( w_c \geq 0 \) (\( \forall c \)), \( \langle \hat{O} \rangle \) can be efficiently evaluated by a summation over \( N_c \) configurations sampled from \( \Omega \) according to the weight \( w_c \),

\[
\langle \hat{O} \rangle \approx \langle \hat{O} \rangle_{\text{MC}} = \frac{\sum_{c \in \Omega} O_c w_c}{N_c}. \tag{3}
\]

The standard deviation \( \delta \langle \hat{O} \rangle \) of this MC estimate scales as \( 1/\sqrt{N_c} \) when \( N_c \) is larger than the autocorrelation time of the MC dynamics.

The MC sampling suffers from a negative sign problem when \( w_c < 0 \) for some configurations. In this case, one cannot interpret \( w_c/Z \) as the probability for the configuration \( c \). Using \( |w_c| \) for the weight instead, one can still perform importance sampling as follows:

\[
\langle \hat{O} \rangle = \frac{\sum_{c \in \Omega} \text{sign}(c) O(c)}{\sum_{c \in \Omega} \text{sign}(c)} = \frac{\langle \text{sign} \hat{O} \rangle_{\text{MC}}}{\langle \text{sign} \rangle_{\text{MC}}}. \tag{4}
\]

However, in simulations with a sign problem, both \( \langle \text{sign} \hat{O} \rangle_{\text{MC}} \) and \( \langle \text{sign} \rangle_{\text{MC}} \) decay exponentially with increasing system size and inverse temperature. This makes the MC sampling exponentially inefficient. To keep the error on \( \langle \hat{O} \rangle \) constant, we need to increase the number of Monte Carlo steps (at least) as \( 1/\langle \text{sign} \rangle_{\text{MC}}^2 \).

In this paper we investigate the fermionic sign problem for so-called quantum impurity models. These describe a small number of interacting orbitals hybridized with a noninteracting bath. The simplest of these models is the single-orbital Anderson impurity model which was originally proposed to describe a magnetic impurity embedded in a metal. Subsequently, it was found that in infinite dimensions, the Hubbard model can be exactly mapped onto a single-site impurity model with a bath which is self-consistently determined. In finite dimensions, the analogous procedure leads to the dynamical mean-field theory (DMFT) approximation for correlated lattice models. DMFT can be extended to incorporate short-range correlations by mapping onto cluster-type impurity systems, as done in schemes such as cluster DMFT and the dynamical cluster approximation. The success of DMFT created a demand for powerful and versatile impurity solvers and led to the development of continuous-time Monte Carlo impurity solvers.

There are two complementary types of continuous-time quantum Monte Carlo algorithms for solving an impurity problem, which are both based on a stochastic sampling of a perturbation expansion: the interaction e-
pansion method (CT-INT)\textsuperscript{22,23} the auxiliary-field Monte Carlo method (CT-HYB)\textsuperscript{21} and the hybridization expansion method (CT-HYB)\textsuperscript{22,23,24} These methods do not have a sign problem at any filling in the case of the single-orbital impurity model\textsuperscript{22,21,24} However, they generally suffer from a negative sign problem when applied to a multi-orbital or cluster impurity model with an internal structure in which electrons can be exchanged and the sign problem becomes worse as the system becomes larger.

Since the sign problem is not gauge invariant and representation dependent, the severity of the sign problem depends on the single-particle basis used to represent the impurity. For CT-HYB, it has been empirically known that the sign problem is sometimes improved by using the single-particle basis which diagonalizes the intracluster single-particle Hamiltonian of the impurity\textsuperscript{22,23,24} However, to the best of our knowledge, no systematic effort has yet been made to clarify how the sign problem depends on the single-particle basis for CT-HYB. On the other hand, for CT-INT, the site basis, with local interactions identical to those of the lattice model, is commonly used in solving Hubbard-like cluster impurity models. There, one faces a severe sign problem particularly in systems away from half filling and in geometrically frustrated systems. However, there has been no previous effort to test alternative single-particle bases to reduce the sign problem.

In this work, we systematically investigate the single-particle-basis dependence of the sign problem for typical cluster impurity models within CT-HYB and CT-INT. We focus on a trimer model and a tetramer impurity model with diagonal baths. The main conclusion of this study is that the sign problem can be dramatically improved by choosing a single particle basis which diagonalizes some part of the intracluster single-particle Hamiltonian.

The rest of this paper is organized as follows. Section II is devoted to the results obtained for CT-HYB. Section II A describes the formalism and the implementation of the basis rotation. We present the results for the trimer and the tetramer models in Secs. II B and II C, respectively. Section III discussed the basis dependence for CT-INT. The implementation is described in Sec. III A. Then, we show the results of the trimer and tetramer models in Secs. III B and III C, respectively. A summary and discussion are provided in Sec. IV.

II. HYBRIDIZATION-EXPANSION

A. Implementation

In this section, we review the hybridization expansion continuous-time quantum Monte Carlo algorithm (CT-HYB) for quantum impurity problems.\textsuperscript{24,25} Tracing out the bath degrees of freedom, the effective action is given by

\[ S = S_{\text{loc}} + \sum_{ab} \int_0^\beta \! d\tau d\tau' \Delta_{ab}(\tau' - \tau) c_{b}^\dagger(\tau') c_b(\tau), \tag{5} \]

where \( \Delta \) is the hybridization function \( \Delta_{ab}(\tau) = \Delta_{ba}^*(\tau) \) and \( a, b \) are combined spin and site indices. We denote the inverse temperature by \( \beta \). If \( S_{\text{loc}} \) contains only instantaneous terms up to two-body interactions, the corresponding Hamiltonian reads

\[ H_{\text{loc}} = - \sum_{ab} t_{ab} c_{a}^\dagger c_b + \sum_{abcd} V_{abcd} c_{a}^\dagger c_{b}^\dagger c_c c_d. \tag{6} \]

We may define a transformed single-particle basis

\[ d_a = \sum_b U_{ba}^* c_b, \tag{7} \]

\[ d_a^\dagger = \sum_b U_{ba} c_b, \tag{8} \]

with \( U_{ab} \) being a unitary matrix. In this basis the second term in Eq. (5) reads

\[ S_{\text{hyb}} = \sum_{ab} \int_0^\beta \! d\tau d\tau' \bar{\Delta}_{ab}(\tau' - \tau) d_{a}^\dagger(\tau') d_b(\tau), \tag{9} \]

with

\[ \bar{\Delta}_{ab}(\tau) = \sum_{cd} (U_{a}^\dagger)_{ac} \Delta_{cd}(\tau) U_{b}. \tag{10} \]

Now, we expand the partition function \( Z \) as

\[ Z = Z_{\text{bath}} \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{\alpha_1, \ldots, \alpha_n} \sum_{\alpha'_1, \ldots, \alpha'_n} \int_0^\beta \! d\tau_1 d\tau'_1 \cdots \int_0^\beta \! d\tau_n d\tau'_n \left[ \text{Tr}_{\text{loc}} \left[ e^{-\beta H_{\text{loc}}} T d_{\alpha_n}(\tau_n) d_{\alpha'_n}^\dagger(\tau'_n) \cdots d_{\alpha_1}(\tau_1) d_{\alpha'_1}^\dagger(\tau'_1) \right] \right] \times \det \hat{M}^{-1}, \tag{11} \]

where \( Z_{\text{bath}} \) is the partition function of the bath. The matrix elements of \( (\hat{M}^{-1})_{ij} \) are given by the hybridization function \( \Delta_{\alpha_i', \alpha_j'}(\tau'_i - \tau_j) \).

The partition function in Eq. (11) can be evaluated by importance sampling of configurations of annihilation and creation operators on the imaginary-time axis. The weights are given by

\[ w(d_{\alpha_1}(\tau_1), \ldots, d_{\alpha_n}(\tau_n); d_{\alpha'_1}(\tau'_1), \ldots, d_{\alpha'_n}(\tau'_n)) = \frac{d\tau^{2n}}{n!^2} \text{Tr}_{\text{loc}} \left[ e^{-\beta H_{\text{loc}}} T d_{\alpha_n}(\tau_n) d_{\alpha'_n}^\dagger(\tau'_n) \cdots d_{\alpha_1}(\tau_1) d_{\alpha'_1}^\dagger(\tau'_1) \right] \det \hat{M}^{-1}. \tag{12} \]

The local trace is evaluated using the matrix formalism where the operators \( e^{-\beta H_{\text{loc}}} \), \( d_{\alpha}, d_{\alpha}^\dagger \) in Eq. (12) are represented in the eigenbasis of \( H_{\text{loc}} \). Note that we do not have to transform \( H_{\text{loc}} \) to the new single-particle basis.
### B. Trimer model

#### 1. Set-up

In this section, we study a trimer impurity model as a minimal system which exhibits a negative sign problem. As shown in Fig. 1 each site is connected to a bath with a semicircular density of states of width 4. The Hamiltonian is given by

$$H = -\sum_{ij \neq j} t_{ij} c_i^\dagger c_j + U \sum_i n_i c_i^\dagger c_i - \mu \sum_i n_i$$

$$+ \lambda \sum_{i=1}^3 \sum_{\alpha k} \left( \epsilon_i a_{\alpha k} a_{\alpha k}^\dagger c_i^\dagger c_i + a_{\alpha k}^\dagger a_{\alpha k} c_i c_i \right)$$

with $\mu = U/2$ and $\lambda = 1$. Throughout this section, we measure energy in units of $\lambda$. We set the onsite Coulomb repulsion to $U = 5$ throughout this section. The intrachain hopping matrix elements are given by $t_{ij} = t'$, $t_{i3} = t$, $t_{3j} = t'$ (see Fig. 1(a)]. $\alpha$ is the index of the bath and the different bath levels are labeled by $k$. The distribution of their energy levels $\epsilon_k$ is given by $\sum_k \delta(\epsilon - \epsilon_k) = \frac{1}{2\lambda} \sqrt{4 - \epsilon^2}$, that is, the hybridization function $\Delta$ is given by

$$\Delta_{ab}(\tau) = \frac{\delta_{ab}}{\beta} \sum_{n=\infty}^{\infty} e^{-i\omega_n \tau} \int_{-2}^{2} \frac{d\epsilon}{2\omega_n} e^{\frac{\epsilon}{\beta \omega_n}}$$

$$= \frac{\delta_{ab}}{\beta} \sum_{n=0}^{\infty} (\omega_n - \sqrt{\omega_n^2 + 4}) \sin(\omega_n \tau) \quad (0 < \tau < \beta),$$

with $\omega_n = (2n + 1)\pi/\beta$ is the Matsubara frequency. Note that the hybridization function is invariant with respect to single-particle basis rotations.

Since the hybridization function is diagonal, the negative sign problem arises from the competition between $t$ and $U$. The system exhibits no sign problem in the two limiting cases $t = 0$ and $U = 0$. In these two cases, the impurity problem is diagonalized by choosing $U$ to be the identity matrix or the matrix made of eigenvectors of $H_{\text{imp}}$, respectively. We call the former basis the site basis and the latter basis the diagonal basis.

To find the optimal basis in terms of the average sign, we perform a brute-force search in the parameter space of $U$, restricting ourselves to (real) orthogonal matrices $\in SO(3)$ which can be parameterized by three Euler angles. The average MC sign is computed on a uniform grid of $20 \times 20 \times 20$ for the Euler angles. Throughout this section, we set $U = 5$ and vary $t$ and $t'$.

#### 2. Results for $t = t'$

First, we discuss the results for $t = t'$. Figure 2 shows the average sign computed for the site basis and the diagonal basis as a function of $t$ for $U = 5$ ($\beta = 15, 25, 50$). We also show the highest average sign found in the brute-force search for several parameters. At $\beta = 15$, the average signs for the site and diagonal bases cross at $t \approx 0.7$. Although the sign problem is severe for the site and diagonal bases at $t \approx 0.7$, the optimal basis found by the brute-force search has a considerably higher average sign with weaker $\beta$ dependence. We found that the optimal basis corresponds to the transformation matrix

$$U = \begin{pmatrix} \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\ \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

and therefore consists of bonding and anti-bonding orbitals on one of the three edges and a localized orbital on the remaining site.

Figure 2 also shows the average sign for the dimer+monomer basis computed for $0 \leq t \leq 1$. This basis has a higher average sign than the site and diagonal bases in this entire parameter region. Another interesting observation is that the dimer+monomer basis is negative-sign-free in the two limiting cases: $t \gg U$ and $t = 0$. This may be because the system has no fermionic loop in the dimer+monomer basis for these two limiting cases. As illustrated in Fig. 1(b), there is no hopping between the bonding and anti-bonding orbitals by construction. Instead, the basis rotation generates off-site Coulomb interactions between them (including non-density-density terms). The explicit form is given in Appendix D. When $t = 0$ and/or $U = 0$, the system contains no fermionic loop as is clearly seen in Fig. 1(b). This gives an important insight, namely that the optimal basis diagonalizes some subset of the intrachain hoppings. This allows to interpolate between the site and diagonal bases which are optimal in the limits $t = 0$ and $U = 0$.

Figure 2(b) shows the $\beta$ dependence of the average sign computed for the site basis, the diagonal basis, and the dimer+monomer basis at $t = 0.6$. These data fit the exponential form

$$\langle \text{sign} \rangle \propto \exp \left( -\frac{\beta}{\beta_{\text{sign}}} \right),$$

with $\beta_{\text{sign}} = 28 \pm 1, 40 \pm 2, 192 \pm 13$, respectively. For the dimer+monomer basis, the average sign ($\langle \text{sign} \rangle$) decays about five times more slowly with respect to $\beta$ than for the diagonal basis.

In Fig. 3 we compare the imaginary-time Green’s function $G(\tau)$ computed for $t = 0.5$ and $\beta = 50$ using the site basis and the dimer+monomer basis and the same number of MC steps. We plot the on-site (diagonal) element of $G(\tau)$ in the site basis. Both results agree within statistical errors (indicated by the noise), but the errors of the dimer+monomer basis simulation are much smaller due to a larger average sign.

Figure 4 shows the expansion-order-resolved average sign $\langle \text{sign} \rangle_n$ computed at $t = t' = 0.6$ and $\beta =$
50 using the site basis, the diagonal basis, and the dimer+monomer basis. The distribution function of the expansion order has a single peak around \( n = 85 \) independently of the choice of the single-particle basis. On the other hand, the average sign \( \langle \text{sign} \rangle_n \) decreases monotonically for \( n \leq 85 \) for these three bases, becoming almost independent of \( n \) around the peak of the distribution function. The superiority of the dimer+monomer basis is already discernible at low expansion orders \( n \simeq 20 \). Note that the distribution function \( P(n) \) generally depends on the single-particle basis used to represent the impurity. In Fig. 4, however, \( P(n) \) seems to be almost identical for these three bases. As detailed in Appendix E, \( P(n) \) is representation independent when \( \langle \text{sign} \rangle_n \) does not depend on \( n \) even if \( \langle \text{sign} \rangle_n \) itself depends on the single-particle basis. Our observation for \( P(n) \) is consistent with the small \( n \) dependence of \( \langle \text{sign} \rangle_n \) around \( n \simeq 85 \).

3. Results for \( t \neq t' \)

We next discuss the results for \( t \neq t' \). The result for \( t = t' \) suggested a guiding principle for generating good single-particle bases: diagonalizing a subset of the local hoppings. We thus introduce the concept of partial diagonalization, i.e., we define a new basis as the eigenbasis of some selected matrix elements of the intrachannel single-particle Hamiltonian. In practice, the trimer impurity model has three edges (links) with local hoppings. We deactivate some of them for the purpose of partially diagonalizing the intrachannel single-particle Hamiltonian. Figure 1(c) shows all symmetrically inequivalent graphs for \( N_L = 3 \). \( N_L \) is the number of links remaining in a graph. The graphs for \( N_L = 0 \) and 3 give the site basis and the diagonal basis, respectively. Two dimer+monomer-type bases are generated from \( N_L = 1 \) graphs. The eigenbases are generated by diagonalizing the intrachannel single-particle Hamiltonians of the graphs numerically. Since some of the graphs have degenerate eigenvalues, we specify the unitary matrices used for the present study in Sec. 4.

We computed the average sign for these bases at \( t'/t = 0.5 \) and 2.0 (\( \beta = 50 \)). Figures 5(a) and 5(b) show the highest average sign among the graphs with the same \( N_L \) for \( t'/t = 0.5 \) and 2.0. For the site and diagonal bases, the sign problem is severe around \( t = 0.4 \) and 1.0, respectively. In these regions, the highest average sign is produced by \( N_L = 1 \) (No. 2), where a dimer is placed on the bond connecting sites 1 and 3. This basis is always superior to \( N_L = 1 \) (No. 1).
C. Tetramer impurity model

1. Set-up

The tetramer impurity model is illustrated in Fig. 6. Its Hamiltonian reads

$$\mathcal{H} = -\sum_{i \neq j} t_{ij} c_i^\dagger c_j + U \sum_{i=1}^{4} \hat{n}_i \hat{n}_i - \mu \sum_{i=1}^{4} \hat{n}_i + \lambda \sum_{i=\alpha} \sum_{k\sigma} (c_{i\sigma}^\dagger a_{\alpha k\sigma} + a_{\alpha k\sigma}^\dagger c_{i\sigma}) + \sum_{\alpha} \sum_{k\sigma} \epsilon_k a_{\alpha k\sigma}^\dagger a_{\alpha k\sigma},$$

(17)

where $\mu = U/2$ and $\lambda = 1$. Throughout this section, we measure energy in units of $\lambda$. As in the case of the trimer impurity model, each site is connected to a bath with a semicircular density of states of width 4. That is, the distribution of their energy levels $\epsilon_k$ is given by $\sum_k \delta(\epsilon - \epsilon_k) = \frac{1}{\pi \lambda} \sqrt{4-\epsilon^2}$. The definition of the matrix elements $\{t_{ij}\}$ is shown in Fig. 6(a). When $t = t'$, this model is equivalent to a tetrahedron impurity model with cubic symmetry. The ratio $t'/t$ ($\leq 1$) controls the strength of the geometrical frustration. Throughout this section, we set $U = 5$ and vary $t$ and $t'$.

2. Results for $t = t'$

Let us start by considering the results for $t = t'$. Figure 6(a) shows all symmetrically inequivalent graphs for $t = t'$. We obtained unitary matrices by numerically diagonalizing the corresponding intrachannel single-particle Hamiltonians. Some graphs have degenerate eigenval-
ues and hence the unitary matrix is not uniquely determined. For example, we obtained

\[
U = \begin{pmatrix}
-1/2 & -\frac{3}{2\sqrt{3}} & 0 & 0 \\
-1/2 & \frac{1}{2\sqrt{3}} & -\frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{3}} \\
-1/2 & \frac{1}{2 + \frac{1}{2\sqrt{3}}} & -\frac{1}{\sqrt{3}} & 1 + \frac{1}{\sqrt{3}} \\
-1/2 & \frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{3}} & 1 + \frac{1}{\sqrt{3}} \\
\end{pmatrix}
\]

with the eigenvalues \((-3, 1, 1, 1)\) for \(N_L = 6\) (No. 1). We provide all these unitary matrices in Appendix A. In addition, we test the \(A_1\) (\(T_2\)) representations of the \(T_d\) point group.

\[
U = \frac{1}{2} \begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & -1 & -1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
\end{pmatrix},
\]

which diagonalizes the intrachannel single-particle Hamiltonian of the tetramer as \(N_L = 6\) (No. 1) does. We name this basis \(A_1\) (\(T_2\)). \(N_L = 0\) corresponds to the site basis with \(U\) being the identity matrix.

Figure 5(a) presents the average sign computed at \(\beta = 50\). We show only the maximum values of the average sign among single-particle bases generated by graphs with the same \(N_L\). Refer to Fig. [12] in the Appendix for the data for each graph. The system exhibits a severe sign problem for the site basis \([N_L = 0\) (No. 1)], \(N_L = 6\) (No. 1), and \(A_1\) (\(T_2\)) at \(t \approx 0.4\). A notable point is that \(A_1\) (\(T_2\)) is superior to \(N_L = 6\) (No. 1) in the entire range of \(t\). The only difference between these two bases is in the structure of the Coulomb matrix. At \(t \approx 0.4\), the highest average sign is given by one of our nontrivial bases, \(N_L = 2\) (No. 2) which consists of two independent dimers. Its unitary matrix reads

\[
U = \begin{pmatrix}
-\frac{1}{\sqrt{2}} & 0 & 0 & -\frac{1}{\sqrt{2}} \\
0 & -\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 \\
-\frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{\sqrt{2}} \\
0 & -\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\
\end{pmatrix},
\]

and the eigenvalues of the intrachannel single-particle Hamiltonian of the graph are \((-1, -1, 1, 1)\), respectively.

On the other hand, the \(N_L = 4\) (No. 1) basis has a rather high average sign comparable to \(A_1\) (\(T_2\)) overall. While this basis is numerically constructed to diagonalize the intrachannel single-particle Hamiltonian corresponding to \(N_L = 4\) (No. 1), it is found to also diagonalize that of \(N_L = 6\), consisting of a different linear combination of the three-fold eigenvectors from \(N_L = 6\) (No. 1) and \(A_1\) (\(T_2\)). Although one may be able to perform a brute-force search for the best linear combination, such a study is left for the future because of its high computational cost.

Figure 5(b) shows the \(\beta\) dependence of the average sign computed for the site basis, \(A_1\) (\(T_2\)), \(N_L = 2\) (No. 2) at \(t = 0.4\). The data fit the exponential form [16] with \(\beta_{\text{sign}} = 18.8 \pm 1, 48 \pm 4, 67 \pm 6\), respectively. The average sign decays most slowly for \(N_L = 2\) (No. 2) among these three.

3. Results for \(t < t'\)

For \(t < t'\), there are more symmetrically inequivalent graphs, as shown in Fig. 6(b), due to the absence of the cubic symmetry. The \(N_L = 6\) (No. 1) basis diagonalizes the local hoppings of the \(N_L = 6\) graph with the eigenvalues of \((-2.5, 0.5, 0.5, 1.5)\). Some bases obtained for other graphs consist of different linear combinations of these doubly degenerate eigenvectors. For example, for the loop-type graph \(N_L = 4\) (No. 2), we obtained the same transformation matrix as that of \(A_1\) (\(T_2\)) [Eq. [19]].
This transformation matrix also diagonalizes the intra-cluster single-particle Hamiltonian of $N_L = 6$.

We illustrate the $t$ dependence of the average sign computed for $t'/t = 0.5$ in Fig. 7(c). We show only the maximum values among graphs with the same $N_L$. Refer to Fig. 12 in the Appendix for the data for each graph. The trend is similar to $t'/t = 1$. For larger $t$, the highest average sign is given by the loop-type graph $N_L = 4$ (No. 2) while the two-dimer-type graph $N_L = 2$ (No. 1) is optimal for smaller $t$. We plot the $\beta$ dependence of the average sign at $t = 0.4$ in Fig. 7(d). The data fit the exponential form (16) with $\beta_{\text{sign}} = 21 \pm 1, 44 \pm 2, 78 \pm 3$ for the site basis, $N_L = 4$ (No. 2), and $N_L = 2$ (No. 1), respectively.

### III. INTERACTION-EXPANSION

#### A. Implementation

Motivated by the results for CT-HYB, we study the single-particle basis dependence of the sign problem for interaction-expansion continuous-time Monte Carlo (CT-INT) where we expand the partition function in powers of the interaction terms. We refer to Ref. 31 for a review of CT-INT. Even if the original model contains only on-site repulsion, a single-particle basis rotation may generate non-density-density off-site interactions. The model presented in the new basis can be regarded as a multi-
orbital impurity problem. However, for CT-INT, we have to expand in these interaction explicitly in contrast to CT-HYB. Therefore, in this paper, we restrict ourselves to single-particle bases for which non-local interactions are of “Slater-Kanamori” type, i.e., inter-orbital repulsion, intra-orbital repulsion, exchange coupling, Hund coupling, and pair hopping. This can be done by restricting ourselves to graphs consisting of independent dimer(s) such as the dimer+monomer basis for the trimer and \( N_L = 2 \) (No. 2) for the tetramer shown in Fig. 7(a).

For these bases, the Slater-Kanamori interaction with an unusual parameterization acts between each pair of a bonding orbital and an anti-bonding orbital as

\[
\frac{1}{2} \sum_{\alpha \beta} \sum_{\sigma \sigma'} U_{\alpha \beta \sigma \sigma'} d_{\alpha \sigma} d_{\beta \sigma} d_{\beta \sigma'} d_{\alpha \sigma'},
\]

with the intra-orbital repulsion \( U_{\alpha \alpha \sigma} = U/2 \), the inter-orbital repulsion \( U_{\alpha \beta \beta} = U' = U/2 \), the exchange interaction \( U_{\alpha \beta \beta} = J_H = U/2 \), and the pair hopping \( U_{\alpha \beta \beta} = J_H' = U/2 \). \( \alpha \) and \( \beta \) are the bonding/anti-bonding orbitals \( (\alpha \neq \beta) \). \( \sigma \) and \( \sigma' \) are spin indices. The derivation is given in Appendix D. We treat these models by an efficient algorithm recently proposed by some of the authors.\(^{[13]}\) With the further optimization described in Appendix E, while this transformation increases the number of interaction types, it does not increase the average perturbation order since the strength of each interaction decreases. The Green function as a function of imaginary time is represented using 100 Legendre orthogonal polynomials.\(^{[14]}\)

**B. Trimer**

We first study the trimer impurity model \(^{[13]}\) for \( t = t' = 1 \). In Fig. 8(a), we show the \( U \) dependence of the average sign computed using the site basis and the dimer+monomer basis at \( \beta = 50 \). For the site basis, we face a severe sign problem for \( U \gtrsim 7 \). On the other hand, the sign problem is substantially reduced for the dimer+monomer basis. The average sign is about 0.95 even at \( U = 10 \) for this basis.

Figure 8(b) compares the \( \beta \) dependence of the average sign for these two bases at \( U = 8 \). The average sign vanishes exponentially with increasing \( \beta \). Fitting the data by Eq. \(^{[16]}\), we obtained \( \beta_{\text{sign}} = 59.5 \pm 0.3 \) and \( 1634 \pm 17 \) for the site basis and the dimer+monomer basis, respectively. This indicates that the dimer+monomer
basis allows to reach about 28 times lower temperatures compared to the site basis.

C. Tetrermer

For the tetramer \((t = t' = 1)\), we test \(N_L = 2\) (No. 2) given in Eq. \((20)\), which consists of two independent pairs of bonding and anti-bonding orbitals. In Fig. 8(a), we compare the \(U\) dependence of the average sign computed for the site basis and the \(N_L = 2\) (No. 2) at \(\beta = 50\). For the site basis, one can see a severe sign problem for \(U \gtrsim 6\). Note that the band width of the localized tetramer, which is not connected to the bath, is 6. On the other hand, for \(N_L = 2\) (No. 2), the average sign decreases substantially more slowly. We plot the \(\beta\) dependence of the average sign at \(U = 8\) in Fig. 8(b). The average sign vanishes following the exponential form \((16)\) with \(\beta_{\text{sign}} = 20.58 \pm 0.07\) and \(154.2 \pm 0.9\) for the site basis and \(N_L = 2\) (No. 2), respectively.

To demonstrate the advantage of \(N_L = 2\) (No. 2), we compare the self-energy \(\Sigma(i\omega_n)\) computed by using the site basis and the \(N_L = 2\) (No. 2) basis at \(U = 8\) and \(\beta = 50\). We used the same MC time for the site basis and \(N_L = 2\) (No. 2) to make a fair comparison. Refer to Appendix \(E\) for technical details. The data obtained by the \(N_L = 2\) (No. 2) are substantially less noisy for both of the site-diagonal and site-off-diagonal elements.

IV. SUMMARY AND DISCUSSION

In this paper, we showed that one can substantially reduce the negative sign problem in QMC simulations of quantum impurity models by using single-particle bases obtained by diagonalizing a part of the intracluster single-particle Hamiltonian. First, we investigated the trimer and the tetramer using CT-HYB. We found that optimal bases can be generated by diagonalizing subsets of the intracluster single-particle Hamiltonian in the impurity. In particular, we revealed that single-particle bases consisting of bonding and anti-bonding orbitals have a high average sign when the kinetic energy and the onsite repulsion compete. Furthermore, we tested these bases in the framework of CT-INT for the trimer and the tetramer models. We showed that the sign problem is substantially suppressed with these bases, especially in the strongly correlated regime.

In the present study, we restricted our consideration to orbital-diagonal baths to focus on the negative sign problem arising from the local part of the impurity. Our new bases may be useful when one applies cluster extensions of DMFT to Hubbard models on frustrated lattices such as a Kagomé lattice and a pyrochlore lattice. On the other hand, for CT-HYB, off-diagonal elements of the hybridization function also give rise to a sign problem. It remains to be clarified how to choose the optimal single-particle bases for impurity models with large off-diagonal elements. This will be practically important for investi-
The Kondo Problem to Heavy Fermions

For CT-INT, we restricted our consideration to single-particle bases consisting of independent pairs of bonding/anti-bonding orbitals. The sign problem may be further reduced for more general single-particle bases which mix more than two sites. Such basis transformations may generate general two-body interaction terms $V_{ijjk}d_{i\sigma}^\dagger d_{j\sigma}^\dagger d_{k\sigma'}d_{l\sigma'}$ with $i \neq j \neq k \neq l$ (i, j, k, and l are orbitals in the rotated basis) such as correlated hoppings. One can still treat these general two-body interactions within CT-INT.\(^{14}\)

Finding the best single-particle basis is essentially a classical optimization problem. Unitary matrices $U$ can be parameterized as $U = e^{iH}$, where $H$ is a Hermitian matrix.\(^{44}\) We may be able to solve this optimization problem numerically, e.g., by using simulated annealing.\(^{44,45}\) Alternatively, constructions inspired from genetic algorithms might be useful: in such a “genetic” scheme, basis sets for smaller clusters might be used as “genes” from which trial basis sets for larger clusters are constructed. Mutations would then correspond to adding or removing links in the diagonalization process, and selection would be based on the average sign as the fitness function. In this way, one might hope to extend the present insights to clusters of much larger size than in the present study.
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\caption{(Color online) Comparison of the self-energy $\Sigma(i\omega_n)$ computed by the site basis and the $N_L = 2$ (No. 2) basis using CT-INT at $U = 8$ and $\beta = 50$. We plot the site-diagonal element $\Sigma_{11}$ and the site-off-diagonal element $\Sigma_{12}$ in the site basis.}
\end{figure}
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Appendix A: Single-particle rotation matrix

We provide the single-particle rotation matrices used in the present study as text files.

1. Trimer model

The matrices for $t'/t = 0.5$ and $t'/t = 2$ are stored in “rotmat-trimer-tratio0.5.txt” and “rotmat-trimer-tratio2.0.txt”, respectively. The first, second, third columns are the indices $i$, $j$, and the entry $U_{ij}$, respectively. The graphs are numbered from $N_L = 3$ in decreasing order and from No. 1 in increasing order as “Graph 1, 2, ···”.

2. Tetramer model

The matrices for $t'/t = 1.0$ and $t'/t = 0.5$ are stored in “rotmat-tetramer-tratio1.0.txt” and “rotmat-tetramer-tratio0.5.txt”, respectively. The first, second, third columns are the indices $i$, $j$, and the entry $U_{ij}$, respectively. The graphs are numbered from $N_L = 6$ in decreasing order and from No. 1 in increasing order as “Graph 1, 2, ···”.

Appendix B: Average sign computed for the trimer and tetramer models

Figures [11] and [12] show the values of the average sign computed for all the graphs of the trimer and tetramer models, respectively. See Figs. [1] and [2] for the structures of the graphs.

Appendix C: Distribution function of the expansion order in continuous-time QMC

We consider a quantum system whose Hamiltonian is given

$$H = H_0 + \lambda H_1 \quad (\lambda \geq 0).$$

(C1)
In a continuous-time QMC algorithm, we expand the partition function as

\[
Z(\lambda) = \text{Tr}[e^{-\beta H}]
= \sum_{n=0}^{\infty} \int_{0}^{\beta} d\tau_1 \cdots \int_{\tau_{n-1}}^{\beta} d\tau_n \lambda^n \times \text{Tr}[(-1)^n e^{-\beta - \tau_n} H_0 H_1 \cdots H_1 e^{-\tau_1 H_0}]. \tag{C2}
\]

Practically, we decompose \( H_1 \) as

\[
H_1 = \sum_{\alpha} H_{1\alpha}, \tag{C3}
\]

depending on the basis to represent \( H_1 \). Then, the partition function is given by

\[
Z(\lambda) = \sum_{n=0}^{\infty} \int_{0}^{\beta} d\tau_1 \cdots \int_{\tau_{n-1}}^{\beta} d\tau_n \lambda^n w_{cn}, \tag{C4}
\]

where

\[
w_{cn} \equiv \text{Tr}([(-1)^n e^{-\beta - \tau_n} H_0 H_{1\alpha_1} \cdots H_{1\alpha_n} e^{-\tau_1 H_0}]. \tag{C5}
\]

In a QMC simulation, we sample the partition function using \( w_{cn} \) as MC weight. In the following, we take \( \lambda = 1 \). The distribution function of \( n \) is given by

\[
P(n) = \frac{\sum_{cn} |w_{cn}|}{\sum_{m=0}^{\infty} \sum_{cm} |w_{cm}|}, \tag{C6}
\]
where the summation $\sum_{c_n}$ is taken over all $n$-th order diagrams. The average sign at each $n$ is defined as follows:

$$\langle \text{sign} \rangle_n = \frac{\sum_{c_n} \text{sign}(w_{c_n}) |w_{c_n}|}{\sum_{c_n} |w_{c_n}|} = \frac{\sum_{c_n} w_{c_n}}{\sum_{c_n} |w_{c_n}|}.$$  \hspace{1cm} (C7)

$P(n)$ and $\langle \text{sign} \rangle_n$ generally depend on the way of the decomposition of $H_1$ in Eq. (C5). However, if $\langle \text{sign} \rangle_n$ is independent of $n$, $P(n)$ does not depend on the decomposition of $H_1$. Assuming $\langle \text{sign} \rangle_n = C$ ($C$ is a constant), Eq. (C6) can be written as

$$P(n) = \frac{C^{-1} \sum_{c_n} w_{c_n}}{C^{-1} \sum_{m=0}^{\infty} \sum_{c_m} w_{c_m}} = \frac{\sum_{c_n} w_{c_n}}{\sum_{m=0}^{\infty} \sum_{c_m} w_{c_m}} = \frac{1}{Z(\lambda = 1)} \left. \frac{\partial^n Z(\lambda)}{\partial \lambda^n} \right|_{\lambda = 0}.$$  \hspace{1cm} (C8)

FIG. 12. (Color online) Average sign computed for the tetramer model at $\beta = 50$: (Right panel) $t'/t = 1$ and (Left panel) $t'/t = 0.5$. We show the average sign computed for each basis.
One can easily see that the last line in Eq. (C8) depends only on how we decompose $H$ into $H_0$ and $H_1$, and hence does not depend on the basis in which $H_1$ is expressed.

### Appendix D: Coulomb interaction for bonding and anti-bonding orbitals

Here, we derive the Coulomb interaction for bonding and anti-bonding orbitals. We consider a two-site model with the onsite Coulomb interaction and anti-bonding orbitals. We consider a two-site model whose Hamiltonian is given in the site basis as follows:

$$H = U \sum_{i=1}^{2} n_{i\uparrow} n_{i\downarrow}, \quad (D1)$$

where $n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}$.

This Hamiltonian can be expressed in the form of a Slater-Kanamori interaction as

$$H = \frac{1}{2} \sum_{\alpha\beta\alpha'\beta'} \sum_{\sigma\sigma'} U_{\alpha\beta\alpha'\beta'} c_{\alpha\sigma}^\dagger c_{\beta\sigma'}^\dagger c_{\beta'\sigma'} c_{\alpha'\sigma} c_{\alpha'\sigma}, \quad (D2)$$

with the intra-orbital repulsion $U_{\alpha\alpha\alpha\alpha} = U$, the inter-orbital repulsion $U_{\alpha\beta\alpha'\beta'} = U'$, and the exchange interaction $U_{\alpha\beta\alpha'\beta} = J_\text{H} = 0$, and the pair hopping $U_{\alpha\beta\beta'\beta} = J'_\text{H} = 0$ ($\alpha \neq \beta$).

We now consider the following basis rotation ($0 \leq \theta \leq \pi/4$):

$$d_a = \sum_b V_{ba} c_b, \quad (D3)$$
$$d'_a = \sum_b V_{ba}^* c_b', \quad (D4)$$
$$V = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}. \quad (D5)$$

The site basis is given by $\theta = 0$, while $\theta = \pi/4$ corresponds to a dimer basis.

Substituting Eq. (D5) into Eq. (D2), one obtains

$$H = \frac{1}{2} \sum_{\alpha\beta\alpha'\beta'} \sum_{\sigma\sigma'} U_{\alpha\beta\alpha'\beta'} c_{\alpha\sigma}^\dagger c_{\beta\sigma'}^\dagger c_{\beta'\sigma'} c_{\alpha'\sigma} c_{\alpha'\sigma}$$
$$= \frac{1}{2} \sum_{ijkl} \sum_{\sigma'\sigma} \tilde{U}_{ijkl} d_{i\sigma}^\dagger d_{j\sigma'}^\dagger d_{l\sigma} d_{k\sigma}. \quad (D6)$$

The Coulomb matrix in the rotated basis reads

$$\tilde{U}_{ijkl} = \sum_{\alpha\beta} U_{\alpha\beta\alpha'\beta'} V_{\alpha\sigma}^* V_{\beta\sigma'}^* V_{\alpha'\sigma'} V_{\beta'\sigma}, \quad (D7)$$

where $i, j, k, l$ are the index of orbitals in the rotated basis. The nonzero elements in $\tilde{U}_{ijkl}$ are

$$\tilde{U} = \tilde{U}_{iiii} = (\cos^4 \theta + \sin^4 \theta) U, \quad (D8)$$
$$\tilde{U} = \tilde{U}_{ijij} = (2 \cos^2 \theta \sin^2 \theta) U, \quad (D9)$$
$$\tilde{J}_\text{H} = \tilde{U}_{ijij} = (2 \cos^2 \theta \sin^2 \theta) U, \quad (D10)$$
$$\tilde{J'}_\text{H} = \tilde{U}_{ijij} = (2 \cos^2 \theta \sin^2 \theta) U, \quad (D11)$$

where $i \neq j$. For the dimer basis ($\theta = \pi/4$), one obtains

$$\tilde{U} = U' = \tilde{J}_\text{H} = \tilde{J}'_\text{H} = U/2.$$

### Appendix E: Improved double vertex update

In Ref. [52], an efficient CT-INT algorithm, the so-called “double vertex update”, has been proposed. The algorithm has been developed to efficiently deal with non-density type interactions (spin-flip and pair-hopping interactions). In this update, one inserts or removes a pair of vertices corresponding to spin-flip or pair-hopping interactions simultaneously. In the present study, we employ this scheme to deal with the non-density-type interactions generated by the basis transformation. However, we found that the acceptance ratio becomes very low at large $\beta$ if we insert a pair of vertices at two imaginary times randomly picked from the whole interval $[0, \beta]$ as in Ref. [52]. This is because the acceptance ratio drops exponentially with the time difference between the two vertices (see Fig. 13).

To overcome this problem, we improve the scheme by increasing the proposal ratio for double-vertex insertions with short time differences. Let us give a detailed explanation by taking the update of two spin-flip interactions as an example. The scheme for the pair-hopping interactions can be formulated in an analogous way. For the spin-flip interactions, there are two different types of vertices, $Jd_{\alpha\beta}^\dagger d_{\beta\alpha}^\dagger d_{\alpha\beta} d_{\beta\alpha}$ and $Jd_{\beta\alpha}^\dagger d_{\alpha\beta}^\dagger d_{\beta\alpha} d_{\alpha\beta}$, which appear in pairs during the MC simulation. That is, the perturbation orders of these two types of vertices are always the same, which we denote by $m_s$.

In the improved scheme, for the insertion, we pick an imaginary time $\tau_1$ randomly in $[0, \beta]$ for one type of the spin-flip interactions. Then, we propose the second imaginary time $\tau_2^d$ for the other type of the spin-flip interaction with a probability proportional to $p(\Delta \tau)$ given by

$$p(\Delta \tau) = e^{-a\Delta \tau} + e^{-a(\beta-\Delta \tau)} + b \quad (E1)$$

with $\Delta \tau = |\tau_2^d - \tau_1|$. The positive constants $a$ and $b$ should be optimized case by case. For example, the optimal value $a$ may depend sensitively on the interaction strength. On the other hand, $b$ can generally be chosen small, $b \sim 10^{-3} - 10^{-2}$. $p(\Delta \tau)$ is defined in the region $\Delta \tau \in [0, \beta]$. One can see that $p(\Delta \tau)$ has a larger value around $\Delta \tau \sim 0$ and $\Delta \tau \sim \beta$, i.e., we propose the insertion of two vertices with a short time difference more frequently. The proposal weight for the insertion of two vertices with time difference $\Delta \tau$ is

$$P_{\text{add}}(m_s \rightarrow m_s+1) = \left( \frac{dr}{\beta} \right)^2 \frac{p(\Delta \tau)}{a \langle 1 - \exp^{-a\beta} \rangle + b}, \quad (E2)$$

where the factor $\left[ \frac{dr}{\beta} \right] \langle 1 - \exp^{-a\beta} \rangle + b$ originates from the integral $\int_0^\beta p(\tau) d\tau$.

In the removal update, we pick a pair of spin-flip vertices with a probability proportional to $p(\Delta \tau)$ with $\Delta \tau$ being the time difference of the two vertices. Then the proposal weight for the removal of the pair of the $I$th spin-flip vertex of type 1 at $\tau_1$ and $J$th spin-flip vertex of type 2 at $\tau_2^d$ is

$$P_{\text{rm}}(m_s+1 \rightarrow m_s) = p(|\tau_1 - \tau_2^d|)/F_{m_s}, \quad (E3)$$
where $F_{m_s}$ is calculated as

$$F_{m_s} = \sum_{i,j=1}^{m_s} p(|\tau_i - \tau_j'|), \quad (E4)$$

with $\{\tau_i\}$ ($\{\tau_j'\}$) being the imaginary times for the existing spin-flip vertices of type 1 (type 2).

Then the acceptance rate for the improved double vertex update becomes

$$P(c_n \rightarrow c_{n+2}) = \min \left( X \prod_{\sigma} \left| \frac{\det A_\sigma(c_{n+2})}{\det A_\sigma(c_n)} \right|, 1 \right) \quad (E5)$$

for the insertion update and

$$P(c_{n+2} \rightarrow c_n) = \min \left( \frac{1}{X} \prod_{\sigma} \left| \frac{\det A_\sigma(c_n)}{\det A_\sigma(c_{n+2})} \right|, 1 \right) \quad (E6)$$

for the removal update. Here, $\det A$ determines the weight of the configuration in the CT-INT scheme, which originates from the Wick’s decomposition of the operator series. $n$ is the number of vertices in the configuration including both the density-type and non-density-type interactions. The factor $X$ is given by

$$X = (J d^2)^2 \frac{P_{rm}(m_s+1 \rightarrow m_s)}{P_{add}(m_s \rightarrow m_s+1)}$$

$$= \frac{(\beta J)^2}{F_{m_s+1}} \left[ \frac{2}{a \beta} (1 - \exp^{-a \beta}) + b \right]. \quad (E7)$$

For the tetramer, without the improvement presented here, the acceptance ratio for the double vertex update is as small as about 0.003 for $\beta = 50$, $U = 8$, and $t = t' = 1$. We obtained $a \approx 5.8$ and $b \approx 0.002$ by fitting the acceptance rate in Fig. 13 using the expression for $p(\tau)$ in Eq. (E1) for $0 \leq \tau \leq 15$. We found that with these parameters, the acceptance rate is dramatically improved from $\approx 0.003$ to $\approx 0.1$. 

FIG. 13. (Color online) Acceptance rate for the insertion of a double vertex as a function of the time difference between two vertices ($\Delta \tau$) computed for the tetramer model at $U = 8$, $\beta = 50$, and $t = t' = 1$. The data are symmetrized about $\beta/2$ and are averaged over spin-flip interactions and pair-hopping interactions.