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Abstract

This paper proposes a unified framework for the effective rate analysis over arbitrary correlated and not necessarily identical multiple inputs single output (MISO) fading channels, which uses moment generating function (MGF) based approach and $H$ transform representation. The proposed framework has the potential to simplify the cumbersome analysis procedure compared to the probability density function (PDF) based approaches. Moreover, the effective rates over two specific fading scenarios are investigated, namely independent but not necessarily identical distributed (i.n.i.d) MISO hyper Fox’s $H$ fading channels and arbitrary correlated generalized $K$ fading channels. The exact analytical representations for these two scenarios are also presented. By substituting corresponding parameters, the effective rates in various practical fading scenarios, such as Rayleigh, Nakagami-$m$, Weibull/Gamma and generalized $K$ fading channels, are readily available. In addition, asymptotic approximations are provided for the proposed $H$ transform and MGF based approach as well as for the effective rate over i.n.i.d MISO hyper Fox’s $H$ fading channels. Simulations under various fading scenarios are also presented, which support the validity of the proposed methods.
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I. INTRODUCTION

When evaluating the maximum achievable bit rate of a wireless system over fading channels, Shannon’s channel capacity is the most important performance metric. It has also been widely adopted as the basis of performance analysis as well as mechanism design. However, many emerging applications are real-time applications, for example voice over IP, interactive video and most of the smart grid applications. For these real-time applications, not only throughput, but also delay should be considered as one of the quality of service (QoS) requirements. Unfortunately, delay performance cannot be analysed using the traditional Shannon’s theory.

In order to deal with this issue, the theory of effective rate (or effective capacity) has been proposed by Wu and Negi [1], which bridges the gap between statistical QoS guarantees and the maximum achievable transmission rate. Since then it has been widely used as a powerful analytical tool and QoS provisioning metric in different scenarios. In [2], the resource allocation and flow selection algorithms for video distribution over wireless networks have been studied based on the effective rate theory, where energy efficiency and statistical delay bound have been considered. In [3] and [4], scheduling algorithms have been studied for the multi-user time division downlink systems, exploiting the effective rate as the key to characterizing QoS constraints. In [5], the effective rate of two-hop wireless communication systems has been studied, where the impact of nodes’ buffer constraints on the throughput has been considered. The effective rate has also been applied in the research of cognitive radio networks [6], [7] for assisting QoS analysis.

The channel’s fading effect is one major reason for the fluctuation of the instantaneous channel capacity, but how to analyse the effective rate under different fading scenarios is still an open
research area. There exist a few successful attempts, such as the effective rate over Nakagami-
$m$, Rician and generalized $K$ [8], Weibull [9], $\eta-\mu$ [10], $\alpha-\mu$ [11], $\kappa-\mu$ shadowed channels [12], correlated exponential channels [13]. In [14], the effective rate over correlated Nakagami-$m$ channels has been obtained in closed form, where the effective rate over correlated Rician fading channel has also been derived in analytical form.

These approaches can be categorized as probability density function (PDF) based method, since the analyses highly rely on the exact or approximated PDF of the signal-to-noise ratio (SNR). A general PDF based framework for the multiple inputs single output (MISO) effective rate analysis has been proposed in [8]. However, the joint PDF is unavailable for many fading channels and it is often very hard, if not impossible, to obtain the exact PDF for further analysis. Hence many researches have put a lot of effort on approximating the PDF of multiple fading channels [8], [11], [12]. This fact results in the situation that the PDF based effective rate analyses are generally studied in a case-by-case way.

To address aforementioned issues, this paper proposes a moment generating function (MGF) based framework for the effective rate analysis over MISO fading channels using $H$ transform representation. It has been clearly pointed out in [15]–[17] that MGF based approaches are beneficial in simplifying the analysis or even enabling the calculations of some important performance indexes when the PDF based approaches seem impractical. There are successful trials to use the MGF based approach to analyse the effective rate under single input single output (SISO) conditions [18] and multi-hop systems [19]. In addition, $H$ transform analysis method [20] has been exploited in this paper. Besides effective rate, many important metrics in the wireless communication system, for example ergodic capacity, error probability and error exponents, are defined in integrations form. It can be observed from vast amount of literatures that it is non-trivial and usually complicated to deal with these integrations [8]–[15], especially when multivariate random variable is involved. It has been pointed out in [20] that $H$ transform is a potential unified analysis method, which can provide a systematic language in dealing with
the statistical metrics involving random variables in the wireless communication systems. This aspect will be shown in later part of this paper.

The scope of this paper is effective rate over arbitrary correlated and not necessarily identical MISO fading channels. Note that when dealing with multiple channels, the instantaneous channel power gain at the receiver is described by multivariate random variable in general cases, which is different from the SISO conditions where univariate random variable may be sufficient. In [18], the SISO case is well studied, yet the results are hard to extend to multiple channel conditions, which is the main focus of this paper. Moreover, in this paper we use the $H$ transform and multivariate Fox’s $H$ function to present the effective rate over both i.n.i.d and correlated fading channels, which further simplify the analysis and provide a more general analytical framework. The major contributions of this paper are listed as follows:

- A MGF based framework is proposed for analysing the effective rate over arbitrary correlated and not necessarily identical MISO fading channels using $H$ transform representation. Due to the properties of $H$ transform, the cumbersome mathematical calculation involving integration operation can be simplified.

- $H$ transform involving multivariate Fox’s $H$ function is investigated. As many important metrics in wireless communication systems can be represented by $H$ transform and the statistical properties of multiple fading channels may be characterized using multivariate Fox’s $H$ functions, the obtained results are also valuable in the analysis of other metrics in the multiple channel conditions. Also to the authors’ best knowledge, this work is the first to deal with multiple channel problems within the $H$ transform framework.

- Effective rate over both i.n.i.d and correlated channel scenarios are studied. The exact analytical expressions of effective rate over i.n.i.d MISO hyper Fox’s $H$ fading channels and arbitrary correlated generalized $K$ fading channels are given. The effective rates over various practical fading channels are readily available by simply substituting corresponding parameters, such as generalized $K$ and Weibull/Gamma fading channels, which avoids the
case-by-case study in these fading scenarios.

- Asymptotic approximations are provided for the effective rate analysis over MISO fading channels, where the truncation error and the discretization error are studied. Using this approximation, the proposed effective rate expressions over i.n.i.d MISO hyper Fox’s $H$ fading channels can be accurately estimated in a unified and closed-form framework.

The rest of this paper is organized as follows. System model is introduced in Section II. Section III proposes the MGF based approach for MISO effective rate over arbitrary correlated and not necessarily identical fading channels using $H$ transform representation. The effective rate over i.n.i.d MISO hyper Fox’s $H$ fading channel as well as arbitrary correlated generalized $K$ fading channels is investigated in Section IV, where several special cases are discussed. Then approximations are investigated in Section V, with simulation results presented in Section VI. Finally, conclusions are drawn in Section VII.

Throughout the paper, the following notations are used. $\mathbb{C}$ denotes complex numbers. Bold letters donate vectors. $\mathbf{1}_N$ denotes all-one vector of $N$ elements. $(\cdot)^\dagger$ denotes the Hermitian transpose. $\mathbb{E}\{\cdot\}$ denotes the expectation operator of a random variable and $\Pr\{\cdot\}$ is the probability function. $\Gamma(z)$ is the gamma function [21, eq.(5.2.1)]. $H_{m,n}^{p,q}[\cdot]$ and $H[\cdot]$ denote the univariate Fox’s $H$ function or multivariate Fox’s $H$ function defined by (33)-(39) depending on the variates involved\textsuperscript{1}, which are detailed in Appendix A. $\mathbb{H}\{\cdot\}(\cdot)$ denotes the Fox’s $H$ transform. A bold dash “—” is used where no parameter is present. $f(\gamma)$ denotes PDF function, while $\phi(s)$ denotes MGF function. Some frequently used parameter sequences have been summarized in Table I.

II. SYSTEM MODEL

In this paper, a MISO fading channel model is considered, where there are $N$ transmit antennas and only one receive antenna as shown in Fig. 1. The channels are assumed to be flat block

\textsuperscript{1}For notationally simplicity, we use the similar format to represent both univariate and multivariate Fox’s $H$ function, which can be distinguished by the number of variates involved. Since univariate Fox’s $H$ function is included as a special case of multivariate Fox’s $H$ function, they can be treated universally as multivariate Fox’s $H$ function.
TABLE I  
**Frequently Used Order and Parameter Sequences**

| Symbols | Order and Parameter Sequences |
|---------|-------------------------------|
| $O_{MGF}$ | $(1, 0, 0, 1)$ |
| $P_{MGF}$ | $(1, 1, \ldots, 0, \ldots, 1)$ |
| $O_{ER}$ | $(1, 0, 0, 1)$ |
| $P_{ER}$ | $(1, 1, \ldots, A - 1, \ldots, 1)$ |
| $O_f$ | $(m, n, p, q)$ |
| $P_f$ | $(u, v, c, d, C, D)$ |
| $O_{\phi}$ | $(n + 1, m, q, p + 1)$ |
| $P_{\phi}$ | $(u/v, 1/v, 1 - d - D, (0, 1 - c - C), D, (1, C))$ |

fading, then the channel input-output relation can be written as

$$y = hx + n_o,$$  \hspace{1cm} (1)

where \( h \in \mathbb{C}^{1 \times N} \) denotes the MISO channel vector, \( x \) is the transmit signal vector, and \( n_0 \) represents the complex additive white Gaussian noise with zero mean and variance \( N_0 \). It is assumed that the transmission power is uniformly allocated across the transmit antennas, and the channels are assumed to be arbitrarily correlated and not necessarily identically distributed.

Fig. 1. MISO system model.
The average transmit SNR is defined as $\rho = \frac{P}{BN_0}$, where $P$ is the average transmit power of the system and $B$ denotes the bandwidth. The channel state information is assumed to be only available at the receiver and the instantaneous channel power gain of the $j$th channel is defined by $\gamma_j = |h_j|^2$, where $h_j$ is $j$th component of the fading vector $h$. In this paper, we consider the maximum ratio transmission scheme, hence the instantaneous channel power gain at the receiver end can be defined by $\gamma_{end} = \sum_{j=1}^{N} \gamma_j$. The joint MGF $\phi_{end}$ is defined by $\phi_{end}(s) = \mathbb{E}\{e^{-s\sum_{j=1}^{N} \gamma_j}\}$. Specifically, if the channels are independent with each other, then the joint MGF $\phi_{end}(s)$ can be expressed by the product of the MGF of individual channel’s power gain as

$$\phi_{end}(s) = \prod_{j=1}^{N} \phi_j(s),$$

where $\phi_j(s)$ is defined by $\phi_j(s) = \int_{0}^{\infty} e^{-s\gamma} f_j(\gamma) d\gamma$ and $f_j(\gamma)$ is the PDF of the $j$th channel’s power gain.

### III. Effective Rate Analysis Using MGF

Effective rate is the maximum constant rate that a fading channel can support under statistical delay constraints, which can be written as [1]

$$R(\theta) = -\frac{1}{\theta T} \ln \mathbb{E}\{e^{-\theta TC}\}, \quad \theta \neq 0,$$

where $C$ represents the system’s throughput during a single time block and $T$ denotes the duration of a time block. The QoS exponent $\theta$ is given by [1]

$$\theta = -\lim_{z \to \infty} \frac{\ln \Pr\{L > z\}}{z},$$

where $L$ is the equilibrium queue-length of the buffer at the transmitter. When $z$ is large, the buffer violation probability can be approximated by $\Pr\{L \geq z\} \approx e^{-\theta z}$. Correspondingly, if we denote the steady-state delay at the buffer by $D_{\text{delay}}$, then the probability of $D_{\text{delay}}$ exceeding
the maximum allowed delay $d_{\text{max}}$ can be given by $\Pr\{D\text{delay} \geq d_{\text{max}}\} \approx e^{-\delta d_{\text{max}}}$, where $\delta$ is determined by the characters of the queueing system [22]. Hence the minimum required QoS exponent $\theta_0$ is decided by the delay constraints, and in order to guarantee the delay performance, the QoS exponent $\theta$ has to satisfy the constraint $\theta \geq \theta_0$. Moreover, when $\theta_0 \rightarrow 0$, the effective rate approaches the Shannon’s capacity [22].

When the transmitter sends uncorrelated circularly symmetric zero-mean complex Gaussian signals, the effective rate can be written as [22]

$$R(\theta) = -\frac{1}{A} \log_2 \mathbb{E} \left\{ \left( 1 + \frac{\rho}{N} \gamma_{\text{end}} \right)^{-A} \right\},$$

where $A = \theta TB / \ln 2$. Normally, (5) will involve multiple integrations of multivariate functions, since the PDF of $\gamma_{\text{end}} = \sum_{j=1}^{N} \gamma_j$ is described by multivariate random variables in general cases. Yet by using the MGF instead of PDF and applying the $H$ transform theory, the effective rate can be derived as follows.

**Theorem 1:** The effective rate over arbitrary correlated and not necessarily identically distributed MISO fading channels can be given by

$$R(\theta) = -\frac{1}{A} \log_2 \frac{1}{\Gamma(A)} \mathbb{H} \left\{ \phi_{\text{end}}(\frac{\rho s}{N}), O_{\text{ER}}, P_{\text{ER}} \right\},$$

(6)

$$\equiv -\frac{1}{A} \log_2 \frac{N}{\rho \Gamma(A)} \mathbb{H} \left\{ \phi_{\text{end}}(s), O_{\text{ER}}, P_{\text{ER}} \right\}(\frac{N}{\rho})$$

(7)

where $O_{\text{ER}}=(1,0,0,1)$ and $P_{\text{ER}}=(1,1,-,A-1,-,1)$.

**Proof:** See Appendix B.

**Remark:** The integral form of the effective rate of MISO fading channels can be obtained by using $H$ transform definition and substituting the identity of $e^{-s} s^{A-1} = H_{0,1}^{1,0} \left| \frac{s}{(A-1, 1)} \right| [23,$
eq.(2.22)] into (6), which can be written as

$$R(\theta)=-\frac{1}{A}\log_2\frac{1}{\Gamma(A)}\int_0^\infty e^{-\phi(s)A-1}\phi_{\text{end}}(\frac{\rho_s}{N})ds.$$  \hfill (8)

Using the fact that $0 \leq \phi_{\text{end}}(s) \leq 1$, the integral can be proved to be absolutely converge. Hence the $H$ transform in (6) and (7) exist.

We highlight that (6) and its equivalent (7) in $H$ transform form are more attractive than the integral form in (8). On one hand, the MGF of most commonly used fading distributions can be written in Fox’s $H$ function format [24], which facilitates the application of Theorem 1. On the other hand, we can interpret the effective rate as the $H$ transform of the PDF or MGF of the power gain by the parameter sequence $O_{ER}$ and $P_{ER}$ with some more manipulations. It has been studied in [20] that many important metrics such as ergodic capacity, error probability, error exponent can be expressed in similar $H$ transform format with corresponding parameter sequences. Note that one merit of $H$ transform is that the manipulation of parameter sequences only involves very basic arithmetic operations, hence the $H$ transform representation can provide a unified, systematic and simple framework for wireless performance analysis such as effective rate. In addition, in Section IV, we will show that for deriving MGF from the known PDF or analysing effective rate over SISO, i.n.i.d and correlated scenarios, $H$ transform is a very useful analysing tool.

In addition, compared to the PDF based approach, the MGF based approach has many advantages. First, the PDF based approach can be viewed as a special case of the MGF based approach. This is due to the fact that in the PDF based approach, the joint PDF has to be obtained in advance of further analysis. When the joint PDF is available, by using the relationship of PDF and MGF, it can be proved that the PDF based approach is involved in the case of $N = 1$ in the proposed MGF based approach. Second, in the i.n.i.d scenarios, the joint MGF can be calculated by the product of the individual channels’ MGF, which enables the analyses where the PDF based
IV. EXACT EFFECTIVE RATE OVER MISO FADING CHANNELS

In this section, we will investigate the effective rate over specific i.n.i.d and correlated channels. For the i.n.i.d scenario, the effective rate over i.n.i.d hyper Fox’s $H$ fading channels is derived, while the arbitrary correlated generalized $K$ fading channels are considered for the correlated scenario.

A. Effective rate over i.n.i.d MISO hyper Fox’s $H$ fading channels

The hyper Fox’s $H$ fading model [24] uses the sum of several $H$ variates to exactly represent or approximate a very wide range of different fading distribution models, including Rayleigh, Weibull, Nakagami-$m$, Weibull/Gamma and generalized $K$ fading models. For a full list of special cases, interested readers are referred to [24]. By matching the parameters, effective rates over various i.n.i.d MISO fading channels are readily available, which will further simplify the effective rate analysis under such conditions.

Let $\gamma_j$ be a random variable following the hyper Fox’s $H$ fading distribution, then its PDF is given by [24]

$$f_j(\gamma) = \sum_{k=1}^{K_j} H[\gamma; O_{f,j,k}, P_{f,j,k}],$$

(9)

where

$$\begin{cases} 
O_{f,j,k} = (m_{j,k}, n_{j,k}, p_{j,k}, q_{j,k}) \\
P_{f,j,k} = (u_{j,k}, v_{j,k}, c_{j,k}, d_{j,k}, C_{j,k}, D_{j,k})
\end{cases}$$

(10)

defined over $\gamma \geq 0$ and the subscripts of $m_{j,k}$ denote that this parameter is associated to the $k$th parameter set of the PDF $f_j(\gamma)$, where $k \in (1, 2, \ldots, K_j)$. Same notation rule applies to the other parameters. The notations $K_j$, $O_{f,j,k}$ and $P_{f,j,k}$ are the parameters satisfying a distributional
structure such that \( f_j(\gamma) \geq 0 \) for all \( \gamma \geq 0 \) and \( \int_0^\infty f_j(\gamma) d\gamma = 1 \) [24]. The necessary condition for the Fox’s \( H \) function in (9) to be a density function can be given by [20], [26], [27]

\[
\begin{cases}
    c_j + C_j < 1, \forall j = 1, 2, \ldots, n \\
    -\frac{d_j}{D_j} < 1, \forall j = 1, 2, \ldots, m
\end{cases}
\]

(11)

The MGF \( \phi_j \) can be obtained by using \( H \) transform defined in (40) as [20]

\[
\phi_j(s) = \sum_{k=1}^{K_j} H[s, O_{\phi_{j,k}}, P_{\phi_{j,k}}],
\]

(12)

where the parameter sequences of the MGF can be calculated by

\[
\begin{cases}
    O_{\phi_{j,k}} = O_{\text{MGF}} \boxtimes O_{f_{j,k}} \equiv (n_{j,k} + 1, m_{j,k}, q_{j,k} + 1) \\
    P_{\phi_{j,k}} = P_{\text{MGF}} \boxtimes P_{f_{j,k}} \equiv \left( \frac{u_{j,k}}{v_{j,k}}, 1, q_{j,k} - d_{j,k} - D_{j,k}, (0, 1, p_{j,k} - c_{j,k} - C_{j,k}), D_{j,k}, (1, C_{j,k}) \right)
\end{cases}
\]

(13)

where \( O_{\text{MGF}} = (1, 0, 0, 1) \) and \( P_{\text{MGF}} = (1, 1, -1, 0, -1, 1) \) as given in Table I. The Mellin operation \( \boxtimes \) is defined in Appendix A, which is a typical operation in \( H \) transform. Mellin operation is very useful since when the integration kernel is fixed, for example in the case of deriving MGF from PDF, it uses basic arithmetic manipulation of parameters to replace the integration operation procedure.

As the derivation will involve the \( H \) transform of multivariate \( H \) function, we introduce the following lemma, which enables us to analyse the effective rate over i.n.i.d MISO fading channels.

**Lemma 1:** The \( H \) transform of the product of Fox’s \( H \) functions can be given by

\[
\mathbb{H} \left\{ \prod_{j=1}^{N} H[z, O_j, P_j, O_{R'}, P_{R'}] \right\}(s) = s^{-\eta} H_{1,0}^{0,1} \left[ (1-\eta, 1_N), \left( \frac{1}{s}, O_j, P_j \right)_{1,N} \right],
\]

(14)

where \( O_{R'} = (1, 0, 0, 1) \), \( P_{R'} = (s^{1-\eta}, 1, -1, \eta - 1, -1, 1) \), \( s > 0 \) and \( \eta \geq 0 \). The short notation of multivariate Fox’s \( H \) function \( H_{p_0,q_0}^{0,0} \) is defined by (36) in Appendix A. Specially, when
\( N = 1 \), (14) reduces to

\[
\mathbb{H}\left\{ uH_{m,n}^{p,q} \begin{bmatrix} v; c, C \\ d, D \end{bmatrix} \bigg| O_R', P_R' \right\} (s) = u s^{-\eta} H_{m,n+1}^{p+1,q} \begin{bmatrix} v; (1-\eta, c), (1, C) \\ s; d, D \end{bmatrix}.
\] (15)

**Proof:** Using [28, eq.(2.1)] and the \( H \) transform definition (40), (14) can be obtained. Applying (33), (15) can be obtained. 

It is straightforward that the \( H \) transform parameter \( O_{ER} \) and \( P_{ER} \) in Theorem 1 are special cases of \( O_R' \) and \( P_R' \) in Lemma 1. Hence with the MGF representation of \( \gamma_j \) and Lemma 1, the effective rate over i.n.i.d MISO hyper Fox’s \( H \) fading channel can be given by the following theorem.

**Theorem 2:** If \( N \) channels of the MISO systems are mutually independent but not necessarily identical distributed and the instantaneous channel power gain \( \gamma_j \) of each channel follows hyper Fox’s \( H \) fading, then the effective rate over i.n.i.d MISO hyper Fox’s \( H \) fading channels can be written as

\[
R(\theta) = -\frac{1}{A} \log_2 \frac{1}{\Gamma(A)} \sum_{k_1=1}^{K_1} \cdots \sum_{k_N=1}^{K_N} H_{0,1}^{0,1} \begin{bmatrix} (1-A, 1_N) \\ \rho \end{bmatrix} : \left( \frac{\rho}{N}, O_{\phi_j,k_j}, P_{\phi_j,k_j} \right)_{1,N} \right].
\] (16)

**Proof:** Substituting both (12) and (2) into Theorem 1, then using Lemma 1, (16) can be obtained.

**Remark:** Theorem 2 is a good example about how to apply Theorem 1 to estimate the i.n.i.d fading channels in a general way. As will be illustrated in IV-B, the equation (16) can be much simplified in some special cases and estimated thereafter. However, as presented in Section V, the equation (16) using multivariate Fox’s \( H \) function can be evaluated uniformly without the need of further reduction or simplification, which simplify the analysis and calculation procedure in a general way.

Although many parameters have been used to describe the hyper Fox’s \( H \) fading model,
according to [24], most commonly used fading channels have very simple parameters. Another interesting observation is that the parameter sequences in (16) are the parameter sequences of the involved MGF functions without changes. By substituting corresponding parameters in specific channel scenarios, Theorem 2 is directly applicable to the analysis of effective rate over various i.n.i.d fading channel conditions. In addition, the multivariate Fox’s $H$ function is a mathematical traceable function. There are researches on the property [29], reduction [30], expansion [31] and integrations [32] involving multivariate Fox’s $H$ functions, which can be used for the simplification in special cases and derivation in applications. Interested readers can refer to the references therein for further details.

B. Special cases of i.n.i.d hyper Fox’s $H$ fading channels

We now investigate the effective rate over three special fading channels, namely i.n.i.d Fox’s $H$ fading channels, i.i.d Nakagami-$m$ fading channels and SISO hyper Fox’s $H$ channel. On one hand, the scenarios considered in these special cases are very practical and widely used in the study of wireless system performance. On the other, these special cases give examples of how to apply the proposed theorems under specific channel conditions.

1) i.n.i.d Fox’s $H$ fading channels:

Fox’s $H$ fading model can be included as a special case in the hyper Fox’s $H$ fading model, which can characterize the fluctuations of the signal envelope due to multipath fading superimposed on shadowing variations [20]. Typical fading models describing both small-scale and large-scale fading effects, such as Rayleigh/lognormal, Nakagami-$m$/lognormal and Weibull/Gamma fading, are all special cases of the Fox’s $H$ fading model. This model is extensively used in the research of fading channels due to its clear physical meaning [20], [33]. Every fading effect in the Fox’s $H$ fading is defined based on the Fox’s $H$ variate, which uses the Fox’s $H$ function to describe the PDF of the random variate. Hence when defining a Fox’s $H$ variate, it only needs to define its parameter sequences in the format of $X \sim H(O, P)$. For simplicity, the Fox’s $H$
function, Fox’s $H$ transform and their associated operation functions are exploited, which have been detailed in Appendix A. These operations are all basic manipulations of the parameter sequences, which is beneficial in compositing different fading effects as well as deriving MGF from PDF as shown below.

For a single channel labelled with $j$ ($j=1,2,\ldots,N$), let the non-negative random variable $Z_j$ and $X_j$ be Fox’s $H$ variates [33] and describe the multipath fading effect and shadowing effect, such that $Z_j \sim H(O_{Zj}, P_{Zj})$ and $X_j \sim H(O_{Xj}, P_{Xj})$ [20].

If the multipath fading and shadowing effects are statistically independent, then the instantaneous channel power gain $\gamma_j$ is again Fox’s $H$ variate $\gamma_j \sim H(O_{\gamma j}, P_{\gamma j})$, where $O_{\gamma j} = O_{Zj} \boxplus O_{Xj}$ and $P_{\gamma j} = \langle 1, 2, -\frac{1}{2} \mid | \; P_{Zj} \boxplus P_{Xj}$. The elementary operation $\langle \cdot | \; P$ and convolution operation $\boxplus$ are defined in Appendix A.

The MGF of the instantaneous channel power gain $\gamma_j$ can be written as

$$\phi_j(s) = H[s, O_{\phi j}, P_{\phi j}], \quad (17)$$

with

$$\begin{align*}
O_{\phi j} &= O_{MFG} \boxplus O_{f j} \\
P_{\phi j} &= P_{MFG} \boxplus P_{f j}
\end{align*} \quad (18)$$

where Mellin operation $\boxplus$ is defined in Appendix A. Note the MGF of Fox’s $H$ fading model is represented by only one Fox’s $H$ function, it coincides as a special case of hyper Fox’s $H$ fading model with the parameter $K_j = 1$ in (9). Then the effective rate over i.n.i.d MISO Fox’s $H$ fading channels can be given by

$$R(\theta) = -\frac{1}{A} \log_2 \frac{1}{\Gamma(A)} H_{1.0}^{0.1} \left[(1-A, 1N), \left(\frac{\rho}{N}, O_{\phi j}, P_{\phi j}\right)_{1,N}\right], \quad (19)$$

where $O_{\phi j}$ and $P_{\phi j}$ are defined in (18).

This special case gives a good example of how to derive the effective rate from the known
fading parameters of the specific fading channel via the proposed method and $H$ transform operations. It should also be noticed that although several $H$ transform operations are used in the deriving procedure, they only involve some basic arithmetic manipulations of the parameters, such as addition, subtraction, multiplication, division, sequence changes of the parameters as well as the combination of such operations. One can readily obtain the more familiar yet tedious representation by expanding these operations described in Appendix A.

2) I.i.d Nakagami-$m$ fading channels:

Nakagami-$m$ fading model is one of the most widely used fading model in the performance analysis of wireless communication systems, which includes one-sided Gaussian and Rayleigh fading model as special cases. It has been recommended by IEEE Vehicular Technology Society Committee on Radio Propagation for theoretical studies of fading channels [34]. For a single channel, if the instantaneous channel power gain follows Nakagami-$m$ distribution, then $\gamma_j \sim H(O_j, P_j)$, where $O_j = (1, 0, 0, 1)$ and $P_j = (\frac{\hat{m}}{1(\hat{m})}, \hat{m}, \hat{m}, \hat{m}-1, 1)$ [20]. The symbol $\hat{m}$ denotes the parameter associated to Nakagami-$m$ fading model. Using (17), the MGF can be given by

$$\phi_j(s) = H[s, O_{\phi_j}, P_{\phi_j}], \quad (20)$$

where $O_{\phi_j} = (1, 1, 1, 1)$ and $P_{\phi_j} = (\frac{1}{1(\hat{m})}, \frac{1}{\hat{m}}, 1-\hat{m}, 0, 1, 1)$. Substituting these parameters into Theorem 2 as well as the relation connecting generalized Lauricella function and multivariate Fox’s $H$ function [23, A.31], then using the reduction formulae for the multivariate hypergeometric function [35, eq.(14)], the effective rate expression can be simply represented by generalized hypergeometric functions $_pF_q[: ]$ [21, eq.(16.2.1)] as follows

$$R(\theta) = -\frac{1}{A} \log_2 2F_0 \left[A, \hat{m}N, -\frac{\rho}{\hat{m}N} \right]. \quad (21)$$

Note that using the identity of [21, eq.(13.6.21)], the expression given in (21) coincides with [8, eq.(7)], which supports the validation of our derivation.
3) SISO hyper Fox’s $H$ fading channel:

SISO fading channel is included as a special case of i.n.i.d channel, where only one channel is considered, i.e. $N = 1$. Under SISO hyper Fox’s $H$ fading channel condition, the MGF can be expressed by the sum of univariate Fox’s $H$ functions as

$$
\phi_{\text{end}}(s) = \sum_{k=1}^{K} H[s, O_{\phi_k}, P_{\phi_k}],
$$

where $O_{\phi_k} = (m_{\phi_k}, n_{\phi_k}, P_{\phi_k}, q_{\phi_k})$ and $P_{\phi_k} = (u_{\phi_k}, v_{\phi_k}, c_{\phi_k}, d_{\phi_k}, C_{\phi_k}, D_{\phi_k})$. In this case, using (6) in Theorem 1 and (15) in Lemma 1, the effective rate expression can be directly given by

$$
R(\theta) = -\frac{1}{A} \log_2 \left[ \frac{u_{\phi_k}}{\Gamma(A)} H^{m_{\phi_k}} n_{\phi_k} + 1 \left[ \begin{array}{c} v_{\phi_k} \\ 1-A \\ (1,0) \\ \rho \\ 1 \\ 1 \end{array} \right] \right].
$$

(22)

Note that (22) can be also obtained by substituting $N = 1$ into (16). It can be verified that (22) coincides with [18, eq.(7)], which supports the validation of the derivation. Also in this special case, the effective rate representation in (22) only involves univariate Fox’s $H$ functions.

C. Effective rate over arbitrary correlated generalized $K$ fading channels

If the transmit antennas are sufficiently separated in space, it is reasonable to assume independence between the received signals from different antennas. Yet this assumption may be crude for some systems, where correlation between antennas is a more practical scenario. Hence in this part, we investigate the effective rate over the arbitrary correlated generalized $K$ fading channels.

Generalized $K$ fading model has been first introduced in [36] to model the intensity of radiatio scattered with a non-uniform phase distribution (weak-scatterer regime), which accounts for the composite effect of Nakagami-$m$ multipath fading and gamma shadowing. Here we assume the multipath fading effect and shadowing effect are independent with each other, which are represented by random variable $\omega_j$ and $\xi_j$, respectively. Let $\gamma_j = \xi_j \omega_j$ with $j = 1, 2, \ldots, N$ and assume $\xi_j(j = 1, 2, \ldots, N)$ are i.i.d Gamma-distributed random variables with parameter $m_1$, while $\omega_j(j = 1, 2, \ldots, N)$ are identically distributed with arbitrary correlation matrix $\Sigma$. 
and parameter $m_2$. The elements of the correlation matrix are given by $\Sigma_{i,j} = 1$ for $i = j$ and $\Sigma_{i,j} = r_{i,j}$ for $i \neq j$, where $0 \leq r_{i,j} < 1$ is the correlation coefficient between channel $i$ and $j$. Using [37, eq.(9)] as well as the relation between Meijer’s $G$ function and Fox’s $H$ function [23, eq.(1.112)], the joint MGF of $\gamma = [\gamma_1, \gamma_2, \ldots, \gamma_N]$ can be given by

$$
\phi_\gamma(s) = \frac{\det|W|^{m_1}}{\Gamma(m_1)[\Gamma(m_2)]^N} \sum_{k_1, k_2, \ldots, k_{N-1}=0}^{\infty} \left( \prod_{l=1}^{N-1} \frac{|p_{l,l+1}|^{2k_l}}{k_l!\Gamma(m_1 + k_l)} \right) \prod_{j=1}^{N} H[s, O_j, P_j],
$$

where $O_j = (1, 2, 2, 1)$ and $P_j = (\frac{\rho N}{\rho N^2}, \frac{1}{p_{j,j} m_1 m_2}, (1 - m_1 - \alpha_j, 1 - m_2), 0, (1, 1), 1)$ with $\alpha_j = k_1$ for $j = 1$, $\alpha_j = k_{N-1}$ for $j = N$ and $\alpha_j = k_{j-1} + k_j$ for $j = 2, 3, \ldots, N - 1$. $W$ is the inverse of $\Sigma$, whose elements are denoted by $p_{i,j}$. By substituting (23) into Theorem 1 and applying Lemma 2, the effective rate of generalized $K$ fading channels with arbitrary correlation matrix can be given by

$$
R(\theta) = -\frac{1}{A} \log_2 \frac{\det|W|^{m_1}}{\Gamma(A)\Gamma(m_1)[\Gamma(m_2)]^N} \sum_{k_1, k_2, \ldots, k_{N-1}=0}^{\infty} \left( \prod_{l=1}^{N-1} \frac{|p_{l,l+1}|^{2k_l}}{k_l!\Gamma(m_1 + k_l)} \right) \times
$$

$$
H_{1,0}^{0,1} \left[ (1-A, 1_N); \left( \frac{\rho N}{\rho N}, O_j, P_j \right)_{1,N} \right].
$$

Note that if $\gamma_j$ are independent with each other, then $W = I$ and (24) reduces to the case of i.i.d generalized $K$ fading channels as

$$
R(\theta) = -\frac{1}{A} \log_2 \frac{1}{\Gamma(A)\Gamma(m_1)\Gamma(m_2)^N} \left( 1-A, 1_N \right); \left( \frac{\rho N}{\rho N}, O_j, P_j \right)_{1,N}
$$

where the operator sequence reduces to $O_j = (1, 2, 2, 1)$ and $P_j = (1, \frac{1}{m_1 m_2}, (1 - m_1, 1 - m_2), 0, (1, 1), 1)$.

V. APPROXIMATIONS

By substituting the parameters corresponding to the individual channels, we can obtain the analytical expression for the effective rate over hyper Fox’s $H$ fading channels through Theorem
2. In this section, we propose a simple asymptotic approximation method, which provides an easy way to evaluate the representations presented in Section IV.

We commence on the following lemma.

**Lemma 2:** If let $E(Q) = \int_{Q}^{\infty} f(z)dz$ denote the truncation error and $E(M) = \int_{0}^{Q} f(z)dz - \sum_{\ell=0}^{M} f(\ell)$ denote the discretization error, then for $0 \ll Q \ll M$ the following relation can be obtained

$$H\left\{\phi_{\text{end}}(\frac{\rho s}{N}), O_{\text{ER}}, P_{\text{ER}}\right\}(1) \equiv \int_{0}^{\infty} e^{-s}s^{A-1}\phi(\frac{\rho s}{N}) ds = \left(\frac{Q}{M}\right)^{A} \sum_{\ell=1}^{M} \ell^{A-1} e^{-\ell\frac{Q}{M}} \phi\left(\frac{\ell Q \rho}{MN}\right) + E(Q) + E(M),$$

where $O_{\text{ER}}=(1,0,0,1)$ and $P_{\text{ER}}=(1,1,\ldots,A-1,\ldots,1)$ are effective rate parameter sequences defined in Theorem 1. The truncation error $E(Q)$ and discretization error $E(M)$ can be given by

$$E(Q) = \int_{Q}^{\infty} e^{-s}s^{A-1}\phi(\frac{\rho s}{N}) ds,$$

$$E(M) = - \frac{Q^{3}}{12M^{2}} \left. \frac{\partial^{2} e^{-s}s^{A-1}\phi(\frac{\rho s}{N})}{\partial s^{2}} \right|_{s=\xi},$$

$$0 < \xi < Q,$$

and

$$\lim_{Q \to \infty} E(Q) = 0, \lim_{M \to \infty} E(M) = 0.$$

**Proof:** See Appendix C. 

By applying Lemma 2, the multivariate Fox’s $H$ function involved in the effective rate calculation can be approximated using the following theorem.

**Theorem 3:** The special series multivariate Fox’s $H$ function can be approximated by

$$H^{0,1}_{1,0}\left[\begin{array}{c} (1-\eta,1_{N}) \end{array}: (\frac{\rho}{N},O_{j},P_{j})_{1,N} \right] \approx \left(\frac{Q}{M}\right)^{\eta} \sum_{\ell=1}^{M} \ell^{\eta-1} e^{-\ell\frac{Q}{M}} \prod_{j=1}^{N} H\left[\frac{\ell Q \rho}{MN},O_{j},P_{j}\right],$$
providing that each $H_{s, O_j, P_j}$ satisfies the convergence conditions of MGF functions, $\eta \geq 0$ and $0 \ll Q \ll M$.

**Proof:** Applying Lemma 2 to Lemma 1, (30) can be obtained.

**Remark:** Theorem 3 shows that the special multivariate Fox’s $H$ function can be evaluated by the product of univariate Fox’s $H$ functions, where there are already methods for the evaluation of univariate Fox’s $H$ function in numerical software like Matlab. It should be noticed that although we limit the conditions of each univariate Fox’s $H$ function involved in (30) to be satisfying the MGF functions’ convergence conditions, in fact the conditions can be further relaxed, for example when each univariate Fox’s $H$ function approaches 0 as $s \to \infty$ and the second partials are bounded for all non-negative real number $s$.

Hence in this way, we can get the general approximation formula for the MGF based approach in the following theorem.

**Theorem 4:** The effective rate over arbitrary correlated and not necessarily identical MISO fading channels can be approximated by finite summation of the MGF as the following equation

$$R(\theta) \approx \log_2 \Gamma(A) - \frac{1}{A} \log_2 \left( \frac{Q}{M} \right)^A \sum_{\ell=1}^{M} e^{-\frac{Q}{M} \phi_{end}(\ell Q \rho M)},$$

(31)

where $0 \ll Q \ll M$ and the truncation error as well as the discretization error is given by (27) and (28).

**Proof:** Substituting (26) into (8) and after some simple algebra manipulation, the desired result can be obtained.

Compared to the exact representation (6) proposed in Theorem 1, the approximated representation (31) in Theorem 4 is also very attractive. This representation only involves the summation of finite terms, which may help to reduce the computational complexity at the cost of accuracy. But as shown in Section VI, the asymptotic approximation converges quickly since the exponential fading form is involved, where $Q = 15$ and $\frac{M}{Q} = 300$ provides good fit to both analytical and
Remark: Applying Theorem 3, the effective rate of i.n.i.d MISO hyper Fox’s $H$ fading channels given by (16) in Theorem 2 can be approximated as

$$R(\theta) \approx -\frac{1}{A} \log_2 \frac{1}{\Gamma(A)} \sum_{k_1=1}^{K_1} \cdots \sum_{k_N=1}^{K_N} \left( \frac{Q}{M} \right)^A \sum_{\ell=1}^{M} \left( \ell^{A-1} e^{-\ell \bar{Q}} \prod_{j=1}^{N} H \left[ \frac{\ell \bar{Q} \rho}{MN}, O_{\phi,j,k}, P_{\phi,j,k} \right] \right).$$

(32)

VI. NUMERICAL RESULTS

In order to verify the proposed MGF approach and approximation method in this paper, simulations under different fading scenarios are carried out, where the parameters are listed in Table II. Without loss of generality, the duration of a time block $T = 1$ ms and the bandwidth of the system $B = 1$ kHz have been assumed. For each simulated scenario, we have run $10^7$ trials for simulating each channel condition with unit power. Since the parameters in hyper Fox’s $H$ fading model have physical meanings only when specific fading models are considered, generalized $K$ fading model and Weibull/Gamma fading model have been used as examples to validate the proposed MGF method, which are all special cases of hyper Fox’s $H$ fading model. These two fading models are very practical, which can characterize large scale and small scale fading effect simultaneously, and include many practical fading models as special cases, such as Rayleigh, Nakagami-$m$ and Weibull fading model. These two fading models have been proved to fit measurements in various channel conditions and extensively used in the study of wireless communication systems [36], [38].

For a single channel, the instantaneous channel power gain parameter sequences for generalized $K$ fading model are [20, Table IX] $O_\gamma = (2, 0, 0, 2)$ and $P_{\gamma} = (\hat{m}, \frac{\hat{m}}{\psi (\hat{m} / (1/\psi))}, \frac{\hat{m}}{\psi}, \cdots, (\hat{m} - 1, \frac{1}{\psi} - 1), \cdots, 1_2)$, where multipath fading severity parameter $\hat{m} \geq \frac{1}{2}$ and shadowing figure $\psi \in [0, 2]$. Specially, when $\psi = 0$, the generalized $K$ fading reduces to the Nakagami-$m$ fading. The instantaneous channel power gain parameter sequences for Weibull/Gamma fading model are
[20, Table IX] \( \mathbf{O}_\gamma = (2, 0, 0, 2) \) and \( \mathbf{P}_\gamma = \left( \frac{\Gamma(1+2/\beta)}{\psi \Gamma(1/\psi)}, \frac{\Gamma(1+2/\beta)}{\psi}, \left( \frac{1}{\psi} - 1, 1 - \frac{2}{\beta} \right), \left( 1, \frac{2}{\beta} \right) \right) \), where the fading severity parameter \( \beta > 0 \) and shadowing figure \( \psi \geq 0 \). This model reduces to Weibull fading when \( \psi = 0 \) and includes \( K \) fading as special case when \( \beta = 2 \). The exact analytical effective rate representation for i.n.i.d conditions can be directly obtained by substituting the above parameters into the proposed MGF based approach in Theorem 2. The univariate Fox’s \( H \) function is evaluated using the method proposed in [39]. When multivariate Fox’s \( H \) functions are involved, they are estimated using the proposed approximation method in Theorem 3 while the analytical values are evaluated using the numerical method in [40].

### Table II

| Scenarios | Fading Model       | Parameters               |
|-----------|--------------------|--------------------------|
| SISO      | \( \beta=3, \psi=1 \) |
| I.i.d     | \( N=9 \) \( \beta=2, \psi=0.5 \) |
| I.n.i.d   | \( N=2 \) \( \beta=3, \psi=1 \) |
|           | \( N=3 \) \( \beta=2, \psi=0.5 \) |
|           | Generalized \( \hat{K} \) \( r=0, 0.5, 0.8 \) |

**Fig. 2.** Effective rate using different discretization and truncation ratio \( \frac{M}{Q} \) compared with analytical results and simulation results in i.i.d generalized \( K \) fading scenario.

The i.i.d conditions are special cases in i.n.i.d conditions. In order to verify the proposed
approximation methods with existing results, the analytical results are estimated using [8, eq.(53)] and the parameters used in [8] are exploited. When approximating the effective rate using (31) in Theorem 4, the truncation parameter $Q$ can be chosen by a small number in practice, which is due to the fact that the estimated integration involving exponential fading terms. From the simulation experiments, we find that $Q = 15$ is good enough for the estimation purpose, where further increase of the value of $Q$ will not give more accurate results. By increasing the ratio of the discretization parameter $M$ and the truncation parameter $Q$, the approximation approaches the exact value, as shown in Fig. 2. It is shown that when $M/Q \geq 200$, the approximations are tight with the simulation as well as analytical results, which supports the validation of the proposed approximation method. In the following part, $M/Q$ is selected as 300 as default, which gives good accuracy as well as low computational complexity.

![Effective rate over SISO and i.n.i.d MISO fading channels](image)

Fig. 3. Effective rate over SISO and i.n.i.d MISO fading channels, where parameters for each channel are listed in Table II.

In order to test the performance of the proposed methods under i.n.i.d MISO fading channel conditions, different fading parameters and channel numbers are used, which are detailed in Table II. For different scenarios, it is shown in Fig. 3 that the approximations are sufficiently tight across a wide range of SNR (in this case from 0 to 20 dB) under different scenarios. Since the effective rate over i.n.i.d MISO fading channels can be estimated based on the product of the individual channel’s MGF as presented in Theorem 4, the proposed MGF based approach is
Effective rate under different QoS exponent $\theta$ is the most interested parameter in the applications, since it can be used as a metric in the QoS provisioning schemes. Larger QoS exponent $\theta$ corresponds to tighter delay constraint. As shown in Fig. 4, the maximum available data rate drops with the increase of QoS exponent $\theta$, in order to guarantee the system’s delay performance. Also when the SNR gets higher, the same increase of $\theta$ results in greater drop of the effective rate.

Furthermore, the effective rate over correlated generalized $K$ fading channels is investigated,
whose channel fading parameters are given in Table II. It is shown in Fig. 5 that the effective rate reduces as the correlation coefficient $r$ increases from 0 to 0.8, where the case of $r = 0$ corresponds to i.i.d generalized $K$ fading channels.

VII. CONCLUSION

In this paper, a new MGF based approach for the effective rate analysis over arbitrary correlated and not necessarily identical MISO fading channels using $H$ transform representation has been proposed. The proposed framework has simplified the representation and analyses of effective rate in a unified way. The effective rate over i.n.i.d hyper Fox’s $H$ fading channels as well as arbitrary correlated generalized $K$ fading channels has been investigated, which has given good demonstrations on the application of the proposed MGF based approaches. Based on these results, the effective rate over many practical fading channels can be obtained by simply substituting the corresponding parameters instead of the cumbersome case-by-case integration procedure.

In addition, approximations have been given for the MGF based effective rate representation as well as the effective rate representation over i.n.i.d MISO hyper Fox’s $H$ fading channels, where both the truncation error and discretization error have been studied. These results have been illustrated readily applicable to practical fading channels, such as Weibull/Gamma and generalized $K$ fading channels. The simulations have been used to show the validation and accuracy of the proposed analytical and approximation methods. These results have extended and complemented the existing research of effective rate analysis.

We highlight that, as various metrics in wireless communication networks can be represented in similar $H$ transform format and multivariate Fox’s $H$ functions have the possibility to characterize the statistical properties of both independent and correlated channels, the obtained results will be also valuable to the performance analyses of other statistical metrics in wireless systems.
A. Fox’s $H$ function, multivariate Fox’s $H$ function and $H$ transform

The Fox’s $H$ function [23, Ch. 1.2] $H_{p,q}^{m,n}$, or univariate Fox’s $H$ function in order to distinguish from multivariate Fox’s $H$ function, can be defined by a single Mellin-Barnes type of contour integral as [23, Ch. 1.2]

$$H[s, O, P] = u H_{p,q}^{m,n} \left[ \begin{array}{c} c, C \\ d, D \end{array} \right] = \frac{u}{2\pi i} \oint_{\mathcal{L}} \Phi(z) (vs)^s dz,$$  \hspace{1cm} (33)

where $i = \sqrt{-1}$, $s \neq 0$ and $\mathcal{L}$ is a suitable contour. The following notation is used for simplicity,

\[
\left\{ \begin{array}{l}
O = (m, n, p, q) \\
P = (u, v, c, d, C, D)
\end{array} \right.
\]  \hspace{1cm} (34)

where $c = (\check{c}, \hat{c})$, $d = (\check{d}, \hat{d})$, $C = (\check{C}, \hat{C})$ and $D = (\check{D}, \hat{D})$, with $\check{c} = (c_1, \ldots, c_n)$, $\check{c} = (c_{n+1}, \ldots, c_p)$, $\hat{d} = (d_1, \ldots, d_m)$, $\hat{d} = (d_{m+1}, \ldots, d_q)$, $\check{C} = (C_1, \ldots, C_n)$, $\check{C} = (C_{n+1}, \ldots, C_p)$, $\hat{D} = (D_1, \ldots, D_m)$ and $\hat{D} = (D_{m+1}, \ldots, D_q)$. Also

$$\Phi(z) = \frac{\prod_{j=1}^{m} \Gamma(d_j - D_j z) \prod_{j=1}^{n} \Gamma(1 - c_j + C_j z)}{\prod_{j=1}^{p} \Gamma(c_j - C_j z) \prod_{j=m+1}^{q} \Gamma(1 - d_j + D_j z)}.$$  \hspace{1cm} (35)

Typical operations used in $H$ transform are defined as follows [20]. The convolution operation is defined by $O_1 \boxplus O_2 = (m_1 + m_2, n_1 + n_2, p_1 + p_2, q_1 + q_2)$ and $P_1 \boxplus P_2 = (u_1 u_2, v_1 v_2, c', d', C', D')$, where $c' = (\check{c}_1, c_2, \check{c}_1)$, $d' = (\check{d}_1, d_2, \check{d}_1)$, $C' = (\check{C}_1, C_2, \check{C}_1)$ and $D' = (\check{D}_1, D_2, \check{D}_1)$. The Mellin operation is defined by $O_1 \boxdot O_2 = (m_1 + n_2, m_2 + n_1, p_1 + q_2, p_2 + q_1)$ and $P_1 \boxdot P_2 = (u_1 u_2, v_1 v_2, c'', d'', C'', D'')$, where $c'' = (\check{c}_1, 1q_2 - d_2 - D_2, \check{c}_1)$, $d'' = (d_1, 1p_2 - c_2 - C_2, \check{d}_1)$, $C'' = (\check{C}_1, D_2, \check{C}_1)$ and $D'' = (\check{D}_1, C_2, \check{D}_1)$. Moreover, the scaling operation $P[\alpha]$ is defined by $(u/\alpha, v/\alpha, c, d, C, D)$, while the elementary operation $(\alpha, \beta, \gamma|P$ is defined by $(u/(\alpha v)^\beta, (\alpha v)^\beta, c + \beta \gamma C, d + \beta \gamma D, \beta C, \beta D)$. Interested reader should refer to
[20] for full details.

The operator \( H_{P_0;0}^{0,n_0;0,n_0} \) is Fox’s \( H \) function of \( N \) variables [23, Appendix A.1], or multivariate Fox’s \( H \) function for simplicity, which can be defined in terms of multiple Mellin-Barnes type contour integrals as

\[
H_{P_0;0}^{0,n_0;0,n_0} \left[ \left( a_j; A_j^{(1)}, \ldots, A_j^{(N)} \right)_{1,p_0} ; (s_j, O_j, P_j)_{1,N} \right] = \frac{1}{(2\pi i)^N} \int_{L_1} \cdots \int_{L_N} \Psi(\zeta) \left\{ \prod_{j=1}^N \Phi_j(\zeta_j)(v_j s_j)^{\zeta_j} \right\} d\zeta_1 \cdots d\zeta_N,
\]

where

\[
\Psi(\zeta) = \frac{\prod_{j=1}^{n_0} \Gamma(1-a_j + \sum_{\ell=1}^N A_{j,\ell}^{(\ell)} \zeta_\ell)}{\prod_{j=n_0+1}^{p_0} \Gamma(a_j - \sum_{\ell=1}^N A_{j,\ell}^{(\ell)} \zeta_\ell) \prod_{j=1}^{q_0} \Gamma(1-b_j + \sum_{\ell=1}^N B_{j,\ell}^{(\ell)} \zeta_\ell)},
\]

\[
\Phi_j(\zeta_j) = \frac{\prod_{\ell=1}^{m_j} \Gamma(d_{j,\ell}^{(j)} - D_{j,\ell}^{(j)} \zeta_j) \prod_{\ell=1}^{n_j} \Gamma(1 - c_{j,\ell}^{(j)} + C_{j,\ell}^{(j)} \zeta_j) \prod_{\ell=m_j+1}^{q_j} \Gamma(1 - d_{j,\ell}^{(j)} + D_{j,\ell}^{(j)} \zeta_j)}{\prod_{\ell=n_j+1}^{p_j} \Gamma(c_{j,\ell}^{(j)} - C_{j,\ell}^{(j)} \zeta_j) \prod_{\ell=1}^{q_j} \Gamma(1 - d_{j,\ell}^{(j)} + D_{j,\ell}^{(j)} \zeta_j)},
\]

where \( L_j \) is the suitable contours in the \( \zeta_j \)-plane. \( (a_j; A_j^{(1)}, \ldots, A_j^{(N)})_{1,p_0} \) abbreviates \( p_0 \)-parameter array \( (a_1; A_1^{(1)}, \ldots, A_1^{(N)}), \ldots, (a_{p_0}; A_{p_0}^{(1)}, \ldots, A_{p_0}^{(N)}) \), and \( (s_j, O_j, P_j)_{1,N} \) abbreviates \( N \)-parameter array \( \{s_1, O_1, P_1; \ldots; s_N, O_N, P_N\} \), where \( O_j = (m_j, n_j, p_j, q_j) \) and \( P_j = (u_j, v_j, c^{(j)}, d^{(j)}, C^{(j)}, D^{(j)}) \), whereas \( c^{(j)} \) abbreviates \( p_j \)-parameter array \( (c_1^{(j)}, \ldots, c_{p_j}^{(j)}) \). Other abbreviations follow the same way. See [23] for more related details.

Specially, when \( n_0 = p_0 = q_0 = 0 \), the multivariate Fox’s \( H \) function breaks up into the product of \( N \) univariate Fox’s \( H \) functions as [23, eq.(A.13)]

\[
H_{0,0}^{0,0} \left[ \left( s_j, O_j, P_j \right)_{1,N} \right] = \prod_{j=1}^N H \left[ s_j, O_j, P_j \right].
\]
The $H$ transform of a function $f(z)$ with Fox’s $H$ kernel is defined by [20]

$$\mathbb{H}\{f(z), O, P\}(s) = u \int_{0}^{\infty} H_{p,q}^{m,n} \begin{bmatrix} v_{sz} \mid c, C \\ d, D \end{bmatrix} f(z) dz,$$  (40)

given that the integral converges absolutely and $s > 0$.

B. Proof of Theorem 1

Using [20, eq.(28)] with the identity of [23, eq.(1.39)], [23, eq.(1.43)] and [23, eq.(2.22)] we have

$$H_{1,1}^{1,1} \left[ \frac{\rho \sum_{j=1}^{N} \gamma_j}{N} \right] = \int_{0}^{\infty} H_{0,1}^{1,0} \left[ s \right] A-1,1 \left| \frac{\rho s \sum_{j=1}^{N} \gamma_j}{N} \right| 0,1 ds. \quad (41)$$

Substituting [23, eq.(1.43)] into (5) and using (41) as well as [20, eq.(62)], the following equation can be obtained

$$R(\theta) = -\frac{1}{A} \log_2 \frac{1}{\Gamma(A)} \int_{0}^{\infty} H_{0,1}^{1,0} \left[ s \right] A-1,1 \left| \frac{\rho s}{N} \right| ds \quad (42)$$

Then use the definition of $H$ transform (40), (6) can be achieved. By changing the integral variate, an alternative form can be obtained as (7).

C. Proof of Lemma 2

Using the $H$ transform definition (40), the integration form can be obtained. First we prove that the integration can be truncated. Use the fact $\frac{\partial \phi(s)}{\partial s} < 0$ for $s \in [0, \infty)$, the truncation error $E(Q)$ can be upper bounded by

$$E(Q) = \int_{Q}^{\infty} e^{-s} s^{A-1} \phi_{end}(\frac{s}{N}) ds \leq \Gamma(A, Q), \quad (43)$$

where $\Gamma(A, Q)$ is the incomplete gamma function [41, eq.(8.350.2)]. Since the integrands in (43) are all positive for $s \in [0, \infty)$, then $E(Q) \geq 0$. Apply the Trapezoidal rules [21, eq.(3.5.2)] to
evaluate the finite integration, then (26) and (28) can be obtained. Follow the limitation rules, we get (29).
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