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Abstract. We apply the method of nonlinear steepest descent to compute the long-time asymptotics of the Korteweg–de Vries equation with steplike initial data leading to a rarefaction wave. In addition to the leading asymptotic we also compute the next term in the asymptotic expansion of the rarefaction wave, which was not known before.

1. Introduction

In this paper we investigate the Cauchy problem for the Korteweg–de Vries (KdV) equation

\[ q_t(x,t) = 6q(x,t)q_x(x,t) - q_{xxx}(x,t), \quad (x,t) \in \mathbb{R} \times \mathbb{R}_+, \]

with steplike initial data \( q(x,0) = q_0(x) \) satisfying

\[ \begin{cases} \quad q_0(x) \to 0, & \text{as } x \to +\infty, \\ \quad q_0(x) \to c^2, & \text{as } x \to -\infty. \end{cases} \]

This case is known as rarefaction problem. The corresponding long-time asymptotics of \( q(x,t) \) as \( t \to \infty \) are well understood on a physical level of rigor \( [28, 20, 24] \) and can be split into three main regions:

- In the region \( x < -6c^2t \) the solution is asymptotically close to the background \( c^2 \).
- In the region \( -6c^2t < x < 0 \) the solution can asymptotically be described by \(-\frac{x}{6t}\).
- In the region \( 0 < x \) the solution is asymptotically given by a sum of solitons.

This is illustrated in Figure 1. For the corresponding shock problem we refer to \( [2, 8, 13, 14, 18, 21, 27] \).

The aim of the present paper is to rigorously justify these results. Furthermore, we will also compute the second terms in the asymptotic expansion, which were, to the best of our knowledge, not obtained before. Our approach is based on the nonlinear steepest descent method for oscillatory Riemann–Hilbert (RH) problems. In turn, this approach rests on the inverse scattering transform for steplike initial data originally developed by Buslaev and Fomin \( [3] \) with later contributions by Cohen and Kappeler \( [4] \). For recent developments and further information we refer.
The application of the inverse scattering transform to the problem (1.1)–(1.2) (see [10], [11]) implies that the solution \( q(x, t) \) of the Cauchy problem exists in the classical sense and is unique in the class
\[
\int_0^\infty |x|(|q(x, t)| + |q(-x, t) - c^2|)dx < \infty, \quad \forall t \in \mathbb{R},
\]
provided the initial data satisfy the following conditions: \( q_0 \in C^8(\mathbb{R}) \) and
\[
\int_0^\infty x^4 \left( |q_0(x)| + |q_0(-x) - c^2| + |q^{(j)}(x)| \right) dx < \infty, \quad j = 1, \ldots, 8.
\]
To simplify considerations we will additionally suppose that the initial condition decays exponentially fast to the asymptotics:
\[
\int_0^{+\infty} e^{\kappa x} (|q_0(x)| + |q_0(-x) - c^2|) dx < \infty,
\]
for some small \( \kappa > 0 \). We remark that by [20] the solution will be even real analytic under this assumption, but we will not need this fact.

This last assumption can be removed using analytic approximation of the reflection coefficient as demonstrated by Deift and Zhou [7] (see also [12, 22]), but we will not address this in the present paper. However, we emphasize that all known results concerning the asymptotic behavior of steplike solutions were obtained for the case of pure step initial data \( (q_0(x) = 0 \text{ for } x > 0 \text{ and } q_0(x) = \pm c^2 \text{ for } x \leq 0) \) only. Moreover, those using the Riemann-Hilbert approach did not address the parametrix problem, which is one of the main contributions of the present paper.

As is known, the solution of the initial value problem (1.1), (1.4) can be computed by the inverse scattering transform from the right scattering data of the initial profile. Here the right scattering data are given by the reflection coefficient \( R(k) \), \( k \in \mathbb{R} \), a finite number of eigenvalues \( -\kappa_1^2, \ldots, -\kappa_N^2 \), and positive norming constants \( \gamma_1, \ldots, \gamma_N \). The difference with the decaying case \( c = 0 \) consists of the fact, that the modulus of the reflection coefficient is equal to 1 on the interval \([ -c, c ] \). At the point \( k = 0 \) the reflection coefficient takes the values \( \pm 1 \) (cf. [4]). The case \( R(0) = -1 \) known as the nonresonant case (which is generic), whereas the case
$R(0) = 1$ is called the resonant case. Note, that the right transmission coefficient $T(k)$ can be reconstructed uniquely from these data (cf. [3]).

Our main results is the following

**Theorem 1.1.** Let the initial data $q_0(x) \in C^8(\mathbb{R})$ of the Cauchy problem (1.1)–(1.2) satisfy (1.5). Let $q(x,t)$ be the solution of this problem. Then for arbitrary small $\varepsilon_j > 0$, $j = 1, 2, 3$, and for $\xi = \frac{2 \tau}{192t}$, the following asymptotics are valid as $t \to \infty$ uniformly with respect to $\xi$:

A. In the domain $(-6c^2 + \varepsilon_1)t < x < -\varepsilon_1t$:

$$q(x,t) = -\frac{x + Q(\xi)}{6t}(1 + O(t^{-1/3})), \quad \text{as } t \to +\infty,$$

where

$$Q(\xi) = \frac{2}{\pi} \int_{\frac{2\tau}{192t}}^{\frac{\tau}{3t}} \frac{ds}{\sqrt{s^2 + 2\xi}} - 4i \sum_{j=1}^{N} \frac{\kappa_j}{s^2 + \kappa_j^2} \log \left(1 + \frac{\tau}{s} \right),$$

with $\pm$ corresponding to the resonant/nonresonant case, respectively.

B. In the domain $x < (-6c^2 - \varepsilon_2)t$ in the nonresonant case:

$$q(x,t) = c^2 + \sqrt{\frac{4\nu \tau}{3t}} \sin(16t\tau^3 - \nu \log(192t\tau^3) + \delta)(1 + o(1)),$$

where $\tau = \tau(\xi) = \sqrt{\frac{\xi^2}{2} - \xi}$, $\nu = \nu(\xi) = -\frac{1}{2\pi} \log \left(1 - |R(\tau)|^2\right)$ and

$$\delta(\xi) = -\frac{3\pi}{4} + \arg(R(\tau) - \frac{2\tau}{3t}) + \frac{\pi}{2} \sin(16t\tau^3 - \nu \log(192t\tau^3) + \delta)(1 + o(1)),$$

$$- \frac{1}{\pi} \int_{\mathbb{R} \setminus [-\tau, \tau]} \log \frac{1 - |R(s)|^2}{1 - |R(\tau)|^2} s ds.$$ 

Here $\Gamma$ is the Gamma function.

C. In the domain $x > \varepsilon_3t$:

$$q(x,t) = -\sum_{j=1}^{N} \frac{2\kappa_j^2}{\cosh^2 \left(\kappa_j x - 4\kappa_j^2 t - \frac{1}{2} \log \frac{2\tau}{5} - \sum_{i=1}^{N} \frac{\kappa_j^2}{\kappa_i + \kappa_j} \right)} + O(e^{-\varepsilon_3 t/2}).$$

We should remark that our results do not cover the two transitional regions: $0 \approx x$ near the leading wave front, and $x \approx -6c^2t$ near the back wave front. Since the error bounds obtained from the RH method break down near these edges, a rigorous justification is beyond the scope of the present paper.

Our paper is organized as follows: Section 2 provides some necessary information about the inverse scattering transform with steplike backgrounds and formulates the initial vector RH problems. In Section 3 we study the soliton region. In Section 4 the initial RH problem is reduced to a "model" problem in the domain $-6c^2t < x < 0$. It is solved in Section 5 and the question of a suitable parametrix is discussed in Section 6. Justification of the asymptotical formula (1.6)–(1.7) is given in Section 7. In Section 8 we establish the asymptotics in the dispersive region $x < -6c^2t$. 
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2. Statement of the RH problem and the first conjugation step

Let \( q(x, t) \) be the solution of the Cauchy problem (1.1), (1.4) and consider the underlying spectral problem

\[
(H(t)f)(x) := -\frac{d^2}{dx^2}f(x) + q(x, t)f(x) = \lambda f(x), \quad x \in \mathbb{R}.
\]

In order to set up the respective Riemann–Hilbert (RH) problems we recall some facts from scattering theory with steplike backgrounds. We refer to [9] for proofs and further details.

Throughout this paper we will use the following notations: Set

\[
\mathcal{D} := \mathbb{C} \setminus \Sigma, \quad \Sigma = \Sigma_U \cup \Sigma_L, \quad \Sigma_U = \{ \lambda^U = \lambda + i0, \lambda \in [0, \infty) \}, \quad \Sigma_L = \{ \lambda^L = \lambda - i0, \lambda \in [0, \infty) \}
\]

(throughout this paper the indices \( U \) and \( L \) will stand for "upper" and "lower"). That is, we treat the boundary of the domain \( \mathcal{D} \) as consisting of the two sides of the cut along the interval \([0, \infty)\), with different points \( \lambda^U \) and \( \lambda^L \) on different sides. In equation (2.1) the spectral parameter \( \lambda \) belongs to the set \( \text{clos}(\mathcal{D}) \), where \( \text{clos}(\mathcal{D}) = \mathcal{D} \cup \Sigma_U \cup \Sigma_L \). Along with \( \lambda \) we will use two more spectral parameters

\[
k = \sqrt{\lambda}, \quad k_1 = \sqrt{\lambda - c^2}, \quad \text{where } k > 0 \text{ and } k_1 > 0, \quad \text{for } \lambda^U > c^2.
\]

The functions \( k_1(\lambda) \) and \( k(\lambda) \) conformally map the domain \( \mathcal{D} \) onto \( \mathcal{D}_1 := \mathbb{C}^+ \setminus [0, ic] \) and \( \mathcal{D} := \mathbb{C}^+ \), respectively. Since there is a bijection between the closed domains \( \text{clos} \mathcal{D}, \text{clos} \mathcal{D} = \mathcal{D} \cup \mathbb{R} \) and \( \text{clos} \mathcal{D}_1 = \mathcal{D}_1 \cup \mathbb{R} \cup [0, ic], \mathbb{R} \cup [0, ic] \), we will use the ambiguous notation \( f(k) \) or \( f(k_1) \) or \( f(\lambda) \) for the same value of an arbitrary function \( f(\lambda) \) in these respective coordinates. Here the indices \( l \) and \( r \) are associated with the right and the left sides of the cut. In particular, if \( k > 0 \) corresponds to \( \lambda^U \) then \( -k \) corresponds to \( \lambda^L \), and for functions defined on the set \( \Sigma \) we will sometimes use the notation \( f(k) \) and \( f(-k) \) to indicate the values at symmetric points \( \lambda^U \) and \( \lambda^L \).

Since the potential \( q(x, t) \) satisfies (1.3), the following facts are valid for the operator \( H(t) \) (9):

**Theorem 2.1.**

- The spectrum of \( H(t) \) consists of an absolutely continuous part \( \mathbb{R}_+ \) plus a finite number of negative eigenvalues \( \lambda_1 < \cdots < \lambda_N < 0 \). The (absolutely) continuous spectrum consists of a part \([0, c^2]\) of multiplicity one and a part \([c^2, \infty)\) of multiplicity two. In terms of the variables \( k \) and \( k_1 \), the continuous spectrum corresponds to \( k \in \mathbb{R} \), and the spectrum of multiplicity two to \( k_1 \in \mathbb{R} \).

- Equation (2.1) has two Jost solutions \( \phi(\lambda, x, t) \) and \( \phi_1(\lambda, x, t) \), satisfying the conditions

\[
\lim_{x \to +\infty} e^{-ikx} \phi(\lambda, x, t) = \lim_{x \to -\infty} e^{ik_1x} \phi_1(\lambda, x, t) = 1, \quad \text{for } \lambda \in \text{clos} \mathcal{D}.
\]

The Jost solutions fulfill the scattering relations

\[
\begin{align*}
T(\lambda, t) \phi_1(\lambda, x, t) &= \phi(\lambda, x, t) + R(\lambda, t) \phi(\lambda, x, t), \quad k \in \mathbb{R}, \\
T_1(\lambda, t) \phi(\lambda, x, t) &= \phi_1(\lambda, x, t) + R_1(\lambda, t) \phi_1(\lambda, x, t), \quad k_1 \in \mathbb{R},
\end{align*}
\]

where \( T(\lambda, t), R(\lambda, t) \) (resp., \( T_1(\lambda, t), R_1(\lambda, t) \)) are the right (resp., the left) transmission and reflection coefficients.
The Wronskian

\[ W(\lambda, t) = \phi_1(\lambda, x, t)\phi'(\lambda, x, t) - \phi'_1(\lambda, x, t)\phi(\lambda, x, t) \]

of the Jost solutions has simple zeros at the points \( \lambda_j \). The only possible zero is \( \lambda = 0 \). The case \( W(0, t) = 0 \) is known as the resonant case. In this case \( R(0, t) = 1 \). In the nonresonant case, which is generic, \( R(0, t) = -1 \).

The solutions \( \phi(\lambda_j, x, t) \) and \( \phi_1(\lambda_j, x, t) \) are the corresponding (linearly dependent) eigenfunctions of \( H(t) \). The associated norming constants are

\[ \gamma_j(t) = \left( \int_\mathbb{R} \phi^2(\lambda_j, x, t)dx \right)^{-1}, \quad \gamma_{j,1}(t) = \left( \int_\mathbb{R} \phi_1^2(\lambda_j, x, t)dx \right)^{-1}. \]

The function \( T(\lambda, t) \) has a meromorphic extensions to the domain \( \lambda \in \mathbb{C} \setminus [0, \infty) \) with simple poles at the points \( \lambda_1, \ldots, \lambda_N \). The only possible zero is at \( \lambda = 0 \) in the nonresonant case. In the resonant case \( T(\lambda, t) \neq 0 \) for all \( \lambda \in \operatorname{clo}(D) \).

There is a symmetry \( T(\lambda^*, t) = \overline{T(\lambda, t)}, T_1(\lambda^*, t) = \overline{T_1(\lambda, t)}, R(\lambda^*, t) = R(\lambda, t) \) for \( k \in \mathbb{R} \), i.e. for \( \lambda \in \Sigma \). The same is valid for \( \phi(\lambda, x, t) \) and \( \phi_1(\lambda, x, t) \). Moreover, \( \phi_1(\lambda, x, t) \in \mathbb{R} \) for \( k \in [-c, c] \) and \( R_1(\lambda^*, t) = R_1(\lambda, t) \) for \( k_1 \in \mathbb{R} \).

The following identities are valid on the continuous spectrum:

\[ -\frac{T_1(\lambda, t)}{T(\lambda, t)} = \frac{T(\lambda, t)}{T_1(\lambda, t)} = R(\lambda, t)e^{2\pi i \arg k}, \quad \text{for} \quad k \in [-c, c], \]

and for \( k_1 \in \mathbb{R} \):

\[ 1 - |R(\lambda, t)|^2 = 1 - |R_1(\lambda, t)|^2 = T_1(\lambda, t)\overline{T(\lambda, t)}, \]

\[ R_1(\lambda, t)\overline{T(\lambda, t)} + R(\lambda, t)T_1(\lambda, t) = 0. \]

Here \( \arg k = \pi \) as \( k < 0 \).

The spectrum is time independent and the time evolution of the scattering data is given by \([11, 16, 17]\)

\[ R(\lambda, t) = R(k)e^{8\pi k^2t}, \quad k \in \mathbb{R}, \]

\[ \chi(\lambda, t) = \chi(k)e^{-8\pi k^3t - 12\pi k^1c^2}, \quad k \in [-c, c], \]

\[ R_1(\lambda, t) = R_1(k_1)e^{-8\pi k_1^3t - 12\pi k_1^1c^2}, \quad k_1 \in \mathbb{R}, \]

\[ \gamma_{1,j}(t) = \gamma_{1,j}e^{-8\kappa_{1,j}^3t + 12c^2\kappa_{1,j}^1t}, \quad \gamma_j(t) = \gamma_j e^{8\kappa_j^3t}, \]

where

\[ \chi(\lambda, t) := \frac{1}{T(\lambda, t)}T(\lambda, t); \quad \chi(k) = \chi(\lambda(k), 0); \quad R(k) = R(\lambda(k), 0); \]

\[ \gamma_{1,j} = \gamma_{1,j}(0); \quad \gamma_j = \gamma_j(0); \quad 0 < \kappa_j = \sqrt{-\lambda_j}; \quad \kappa_{1,j} = \sqrt{\kappa_j^2 + c^2}. \]

Under the assumption \([11, 15]\) with \( 0 < \kappa < \kappa_N \) the solution \( \phi(\lambda, x, 0) \) has an analytical continuation to a subdomain \( D_\kappa \subset D \), where \( D_\kappa = \{ \lambda(k) : 0 < \text{Im} k < \kappa \} \). Accordingly, the function \( R(k) \) has a holomorphic continuation to the strip \( 0 < \text{Im} k < \kappa \), continuous up to the boundary \( \text{Im} k = 0 \). The transmission coefficient as a function of \( k \) always has an analytical
continuation in $\mathbb{C}^+$, and is holomorphic in the strip and continuous up to the boundary $\mathbb{R}$. Identity (2.2) remains valid in the strip.

- The solution $q(x,t)$ of the initial value problem (1.4) can be uniquely recovered from either the right initial scattering data
  $$\{ R(k), \ k \in \mathbb{R}; \ \lambda_j = -\kappa_j^2, \ \gamma_j > 0, \ j = 1, \ldots, N \},$$
  or from the left initial scattering data
  $$\{ R_1(k), \ k_1 \in \mathbb{R}; \ \chi(k), \ k \in [-c,c]; \ \lambda_j, \ \gamma_{1,j} > 0, \ j = 1, \ldots, N \}.$$

These properties allow us to formulate two vector RH problems. One of them is connected with the right scattering data, another one with the left one. To this end we introduce a vector function

$$(2.11) \quad m(\lambda, x, t) = (T(\lambda, t)\phi_1(\lambda, x, t)e^{ikx}, \ \phi(\lambda, x, t)e^{-ikx})$$

on $\text{clos} \mathcal{D}$. By Theorem 2.1 this function is meromorphic in $\mathcal{D}$ with simple poles at the points $\lambda_j$, and continuous up to the boundary $\Sigma$. We regard it as a function of $k \in \mathbb{C}_+$ (with $\mathbb{C}_+$ the closed upper half-plane), keeping $x$ and $t$ as parameters. Accordingly we will write $m(k) := m(\lambda(k), x, t)$. This vector function has the following asymptotical behavior (cf. [8] and [9], Lemma 4.3) as $k \to \infty$ in any direction of $\mathbb{C}_+$:

$$(2.12) \quad m(k) = (m_1(k) \ m_2(k)) = (1 \ 1) - \frac{1}{2ik} \int_0^{+\infty} q(y,t)dy \ (1 \ 1) + O\left(\frac{1}{k^2}\right),$$

and

$$(2.13) \quad m_1(k)m_2(k) = T(k)\phi(k,x,t)\phi_1(k,x,t) = 1 + \frac{q(x,t)}{2k^2} + O\left(\frac{1}{k^4}\right).$$

Extend the definition of $m(k)$ to $\mathbb{C}^-$ using the symmetry condition

$$(2.14) \quad m(k) = m(-k)\sigma_1,$$

where

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

are the Pauli matrices. After this extension the function $m$ has a jump along the real axis. We consider the real axis as a contour with the natural orientation from minus to plus infinity, and denote by $m_+(k)$ (resp. $m_-(k)$) the limiting values of $m(k)$ from the upper (resp. lower) half-plane.

**Theorem 2.2.** Let $\{ R(k), k \in \mathbb{R}; \ \lambda_j = -\kappa_j^2, \ \gamma_j > 0, \ j = 1, \ldots, N \}$ be the right scattering data for the initial datum $q_0(x)$, satisfying condition (1.4), and let $q(x,t)$ be the unique solution of the Cauchy problem (1.1), (1.4). Then the vector-valued function $m(k)$ defined by (2.11) and (2.14) is the unique solution of the following vector Riemann–Hilbert problem:

Find a vector-valued function $m(k)$, which is meromorphic away from the contour $\mathbb{R}$ with continuous limits from both sides of the contour and satisfies:

1. The jump condition $m_+(k) = m_-(k)v(k)$, where

$$(2.15) \quad v(k) := v(\lambda(k), x, t) = \begin{pmatrix} 1 - |R(k)|^2 & -\overline{R(k)}e^{-2\Phi(k)} \\ R(k)e^{2\Phi(k)} & 1 \end{pmatrix}, \quad k \in \mathbb{R};$$
II. the pole conditions

\[ \text{Res}_{ik_j} m(k) = \lim_{k \to ik_j} m(k) \begin{pmatrix} 0 & 0 \\ -i \gamma_j e^{2 \Phi(ik_j)} & 0 \end{pmatrix}, \]

\[ \text{Res}_{-ik_j} m(k) = \lim_{k \to -ik_j} m(k) \begin{pmatrix} 0 & -i \gamma_j e^{-2 \Phi(ik_j)} \\ 0 & 0 \end{pmatrix}; \]

III. the symmetry condition \[ (2.14) \];

IV. the normalization condition

\[ m(k) = (1 - 1) + O(k^{-1}), \quad k \to \infty. \]

Here the phase \( \Phi(k) = \Phi(k, x, t) \) in \( (2.15) \) is given by

\[ \Phi(k) = 4ik^3 + ik \frac{x}{t}. \]

Remark 2.3. Note that by property \[ (2.6) \] we have \( |R(k)| = 1 \) for \( k \in [-c, c] \) implying

\[ v(k) = \begin{pmatrix} 0 & -R(k)e^{-2\Phi(k)} \\ R(k)e^{2\Phi(k)} & 1 \end{pmatrix}, \quad k \in [-c, c]. \]

Proof of Theorem \[ 2.2 \] Since our further considerations mainly affect \( k \), we drop \( x \) and \( t \) from our notation whenever possible. Let \( m(k) \) be defined by \[ (2.11) \]. In the upper half-plane it is a meromorphic function, its first component \( m_1(k) \) has simple poles at points \( ik_j \), and the second component \( m_2(k) \) is holomorphic one. Both components have continuous limits up to the boundary \( \mathbb{R} \), moreover, for \( k \in \mathbb{R} \) we have \( m_+(-k) = m_+(k) \). To compute the jump condition we observe that if \( m_+ = (T \phi_1 z, \phi z^{-1}) \), where \( z = e^{ikx}, \ k \in \mathbb{R} \), then by the symmetry condition \( m_- = (\overline{\phi} z, T \overline{\phi_1} z^{-1}) \) at the same point \( k \in \mathbb{R} \). Write \( \begin{pmatrix} \alpha(k) & \beta(k) \\ \gamma(k) & \delta(k) \end{pmatrix} \) for the unknown jump matrix. Then

\[ T \phi_1 z = \overline{\phi} z \alpha + T \overline{\phi_1} z^{-1} \gamma, \quad \phi z^{-1} = \overline{\phi} z \beta + T \overline{\phi_1} z^{-1} \delta. \]

Multiply the first equality by \( z^{-1} \), the second one by \( z \), and then conjugate both of them. We finally get

\[ (2.18) \]

\[ \overline{\alpha} \phi = T \overline{\phi_1} - T \overline{\gamma} \phi_1 z^2, \quad T \overline{\delta} \phi_1 = \overline{\phi} - \overline{\beta} \phi z^{-2}. \]

Now divide the first of these equalities by \( T \) and compare it with \[ (2.3) \] as \( k_1 \in \mathbb{R} \). From \[ (2.7) \] it follows that \( \alpha = T_1 T = 1 - |R|^2, \ \gamma z^{-2} = R \) if \( k_1 \in \mathbb{R} \). For \( k \in [-c, c] \) we use the first equality of \[ (2.18) \] taking into account that \( \overline{\phi} = \phi_1 \). Then by \[ (2.6) \]

\[ \overline{\alpha} \phi = \phi_1 (1 - \overline{\gamma} z^2 R) \] and therefore \( \alpha = 0, \ \gamma z^{-2} = R \) if \( k \in [-c, c] \). Taking into account \[ (2.3) \] and \( z = e^{ikx} \) we finally justify the 11 and 21 entries of the jump matrix \[ (2.15) \]. Comparing the second equality of \[ (2.18) \] with \[ (2.2) \] gives \( \delta = 1 \) and \( -\beta z^{-2} = R \). This justifies the 12 and 22 entries.

The pole condition \[ (2.16) \] is proved in \[ 12 \] or in Appendix A of \[ 8 \]. The symmetry condition holds by definition, and the normalization condition follows from \[ (2.12) \].

It remains to prove that the solution of this RH problem is unique. Let \( m(k) \) and \( \hat{m}(k) \) be two solutions. Then \( \hat{m}(k) = m(k) - \hat{m}(k) \) satisfies I–III (note, that condition II does not guarantee that \( \hat{m} \) is a holomorphic solution!) and condition IV is replaced by \( \hat{m}(k) = O(k^{-1}) \). Therefore the function

\[ F(k) := \hat{m}_1(k) \overline{m_1(k)} + \hat{m}_2(k) \overline{m_2(k)} \]
is a meromorphic in \( \mathbb{C}^+ \) with simple poles at the points \( i\kappa_j \) and with the asymptotical behavior \( F(k) = O(k^{-2}) \) as \( k \to \infty \). Since \( -\bar{k} = k \) for \( k \in \mathbb{R} \) condition II implies

\[
\text{Res}_{\kappa_j} F(k) = 2i\gamma_j |\hat{m}_2(i\kappa_j)|^2 e^{2i\Phi(i\kappa_j)} \in i\mathbb{R}_+.
\]

Moreover, \( F(k) \) has continuous limiting values \( F_+(k) \) on \( \mathbb{R} \), which can be represented, due to condition III, as \( F_+(k) = \hat{m}_{1,+}(k)\hat{m}_{1,-}(k) + \hat{m}_{2,+}(k)\hat{m}_{2,-}(k) \). From condition I we then get

\[
F_+(k) = \left( (1 - |R|^2)\hat{m}_{1,+} + R\hat{m}_{2,-}\right) \hat{m}_{1,-} + (\hat{m}_{2,+} - \bar{R}\hat{m}_{1,-})\hat{m}_{2,-} = \left( 1 - |R|^2 \right) |\hat{m}_{1,-}|^2 + |\hat{m}_{2,-}|^2 + 2i\text{Im}(\bar{R}\hat{m}_{1,-}\hat{m}_{2,-}).
\]

Now let \( \rho > \kappa_1 \) and consider the half-circle

\[
C_\rho = \{ k : k \in [-\rho, \rho], \text{ or } k = \rho e^{i\theta}, \ 0 < \theta < \pi \}
\]

as a contour, oriented counterclockwise. By the Cauchy theorem and (2.19)

\[
\oint_{C_\rho} F(k)dk = 2\pi i \sum_{j=1}^{N} \text{Res}_{\kappa_j} F(k) = -4\pi \sum_{j=1}^{N} \gamma_j |\hat{m}_2(i\kappa_j)|^2 e^{2i\Phi(i\kappa_j)}.
\]

Using \( F(k) = O(k^{-2}) \) as \( k \to \infty \) we see \( \lim_{\rho \to \infty} \int_0^\pi F(\rho e^{i\theta})\rho e^{i\theta} d\theta = 0 \) implying

\[
\int_{\mathbb{R}} F_+(k)dk + 4\pi \sum_{j=1}^{N} \gamma_j |\hat{m}_2(i\kappa_j)|^2 e^{2i\Phi(i\kappa_j)} = 0.
\]

Taking the real part we further obtain

\[
\int_{\mathbb{R}} \left( (1 - |R(k)|^2)|\hat{m}_{1,-}(k)|^2 + |\hat{m}_{2,-}(k)|^2 \right)dk + 4\pi \sum_{j=1}^{N} \gamma_j |\hat{m}_2(i\kappa_j)|^2 e^{2i\Phi(i\kappa_j)} = 0,
\]

which shows

\[
\hat{m}_{2,-}(k) = 0 \text{ as } k \in (\mathbb{R} \cup j \{ i\kappa_j \}), \text{ and } \hat{m}_{1,-}(k) = 0 \text{ as } k_1 \in \mathbb{R}.
\]

Thus, function \( F(k) \) is entire and taking into account its behavior at infinity we conclude that it is zero. This proves uniqueness of the RH problem under consideration. 

For our further analysis we rewrite the pole condition as a jump condition, and hence we turn our meromorphic Riemann–Hilbert problem into a holomorphic one literally following [12]. Choose \( \delta > 0 \) so small that the discs \( |k - i\kappa_j| < \delta \) lie inside the upper half-plane and do not intersect any of the other contours, moreover \( \kappa_N - \delta > \kappa \), where \( \kappa \) is the same as in estimate (1.5). Redefine \( m(k) \) in a neighborhood of \( i\kappa_j \) (respectively \( -i\kappa_j \)) according to

\[
m(k) = \begin{cases} 
    m(k) \left( \begin{array}{cc} 1 & 0 \\ \frac{1}{k-i\kappa_j} e^{2i\Phi(i\kappa_j)} & 1 \end{array} \right), & |k - i\kappa_j| < \delta, \\
    m(k) \left( \begin{array}{cc} 1 & 0 \\ \frac{1}{k+i\kappa_j} e^{-2i\Phi(i\kappa_j)} & 1 \end{array} \right), & |k + i\kappa_j| < \delta, \\
    m(k), & \text{else}.
\end{cases}
\]

\[
m(k) = \begin{cases} 
    m(k) \left( \begin{array}{cc} 1 & 0 \\ \frac{1}{k-i\kappa_j} e^{2i\Phi(i\kappa_j)} & 1 \end{array} \right), & |k - i\kappa_j| < \delta, \\
    m(k) \left( \begin{array}{cc} 1 & 0 \\ \frac{1}{k+i\kappa_j} e^{-2i\Phi(i\kappa_j)} & 1 \end{array} \right), & |k + i\kappa_j| < \delta, \\
    m(k), & \text{else}.
\end{cases}
\]
Denote the boundaries of these small discs as $T^j_U$ and $T^j_L$ (as usual, indices $U$ and $L$ are associated with "upper" and "lower"). Set also
\begin{equation}
(2.21) \quad h^U(k, j) := \frac{i\gamma_je^{2\Phi(i\kappa_j)}}{k - i\kappa_j}, \quad h^L(k, j) := \frac{i\gamma_je^{2\Phi(i\kappa_j)}}{k + i\kappa_j}.
\end{equation}

Then a straightforward calculation using $\text{Res}_m m(k) = \lim_{k \to i\kappa}(k - i\kappa)m(k)$ shows the following well-known result (see \cite{12})�

**Lemma 2.4.** Suppose $m(k)$ is redefined as in (2.20). Then $m(k)$ is holomorphic in $\mathbb{C} \setminus \left(\mathbb{R} \cup \bigcup_{j=1}^N (T^j_U \cup T^j_L)\right)$. Furthermore it satisfies conditions I, III, IV and II is replaced by the jump condition
\begin{equation}
(2.22) \quad m_+(k) = m_-(k) \begin{pmatrix} 1 & 0 \\ h^U(k, j) & 1 \\ h^L(k, j) & 1 \\ 0 & 1 \end{pmatrix}, \quad k \in T^j_U,
\end{equation}

where the small circles $T^j_U$ around $i\kappa_j$ are oriented counterclockwise, and the circles $T^j_L$ around $-i\kappa_j$ are oriented clockwise.

This "holomorphic" RH problem is equivalent to the initial one, given by conditions I-IV. Thus, it also has a unique solution. We use it everywhere except of small regions of $(x, t)$ half-plane in vicinities of the rays $x = 4\kappa^2t$, which correspond to the solitons. In what follows we will denote this RH problem as RH-$k$ problem, associated with the right scattering data. This problem is convenient for investigations in the region $x > -6e^2t$. In the remaining region it turns out more convenient to use an RH-$k_1$ problem, associated with the left scattering data. In this region we study the nonresonant case only.

Let $\mathcal{D}_1 = \mathbb{C}^+ \setminus (0, i\kappa]$ be the domain for $k_1$, which is in one-to-one correspondence with the domain $\mathcal{D}$ for $\lambda$ as well as with the upper half-plane for $k$. As already pointed out before we will simply consider the scattering data and Jost solutions as functions of $k_1$.

In the $\mathbb{C}$ plane of the $k_1$ variable we consider the cross contour consisting of the real axis $\mathbb{R}$, with the orientation from minus to plus infinity, and of the vertical segment $[i\kappa, -i\kappa]$, oriented top-down. The images of the discrete spectrum of $H(t)$ are now located at the points $\pm i\kappa_{1,j}$, $\kappa_{1,j} > c$ (see Theorem 2.1 formulas (2.5), (2.9), (2.10)). By definition, $\chi(k)$, considered as the function of $k_1$, is defined on the contour $[i\kappa, 0]$ as $\chi(k_1) = -\bar{T}(k_1, 0)T(k_1, 0)$, as $k_1 \in [0, i\kappa]$, i.e. $k \in [0, c]$. We define it on $[0, -i\kappa]$ as $\chi(-k_1) := -\chi(k_1)$. In the nonresonant case this is a continuous function for $k_1 \in [-i\kappa, i\kappa]$ with $\chi(-i\kappa) = \chi(i\kappa) = \chi(0) = 0$.

In $\mathcal{D}_1$ we introduce the vector-valued function
\begin{equation}
(2.23) \quad m^{(1)}(k_1, x, t) = (T_1(k_1, t)\phi(k_1, x, t)e^{-i\kappa_1x}, \phi_1(k_1, x, t)e^{i\kappa_1x})
\end{equation}
and extend it to the lower half-plane by the symmetry condition
\begin{equation}
(2.24) \quad m^{(1)}(-k_1) = m^{(1)}(k_1)^T\sigma_1.
\end{equation}

In the nonresonant case this vector function has continuous limits on the boundary of the domain $\mathcal{D}_1$ and has the following asymptotical behavior as $k_1 \to \infty$:
\begin{equation}
(2.25) \quad m^{(1)}(k_1, x, t) = \begin{pmatrix} 1 & 1 \\ \frac{1}{2ik_1} & \left(\int_{-\infty}^{x} (q(y, t) - c^2)dy\right) & 1 & -1 \end{pmatrix} O\left( \frac{1}{k_1^2} \right).
\end{equation}
Theorem 2.5. Let \( \{R_j(k_1), k_1 \in \mathbb{R}; \chi(k_1), k_1 \in [0, ic]; (\kappa_{1,j}, \gamma_{1,j}), 1 \leq j \leq N\} \) be the left scattering data of the operator \( H(0) \) which correspond to the nonresonant case. Let \( \mathbb{T}_j^U \) (resp., \( \mathbb{T}_j^L \)) be circles with centres in \( i\kappa_{1,j} \) (resp., \( -i\kappa_{1,j} \)) and with radii \( 0 < \varepsilon < \frac{1}{2} \min_{j=1}^N |\kappa_{1,j} - \kappa_{1,j-1}|, \kappa_{1,0} = 0. \) Then \( m^{(1)}(k_1) = m^{(1)}(k_1, x, t), \) defined in (2.23), (2.24), is the unique solution of the following vector Riemann–Hilbert problem: Find a vector function \( m^{(1)}(k_1) \) which is holomorphic away from the contour \( \bigcup_{j=1}^N (\mathbb{T}_j^U \cup \mathbb{T}_j^L) \cup \mathbb{R} \cup [-ic, ic], \) has continuous limiting values from both sides of the contour and satisfies:

1. The jump condition \( m^{(1)}_+(k_1) = m^{(1)}_-(k_1)v^{(1)}(k_1) \)

\[
(2.26) \quad v^{(1)}(k_1) = \begin{cases} 
\left( \frac{1 - |R_1(k_1)|^2}{R_1(k_1) e^{2i\Phi_1(k_1)}} - \frac{R_1(k_1) e^{-2i\Phi_1(k_1)}}{1} \right), & k_1 \in \mathbb{R}, \\
\left( \frac{1}{\chi(k_1)} e^{2i\Phi_1(k_1)} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \right) & k_1 \in [ic, 0], \\
\left( \frac{1}{\chi(k_1)} e^{-2i\Phi_1(k_1)} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \right) & k_1 \in [0, -ic], \\
\left( \frac{1}{\kappa_{1,j} - ik_{1,j}} e^{i\Phi_1(ik_{1,j})} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \right) & k_1 \in \mathbb{T}_j^U, \\
\left( \frac{1}{\kappa_{1,j} + ik_{1,j}} e^{-i\Phi_1(ik_{1,j})} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \right) & k_1 \in \mathbb{T}_j^L;
\end{cases}
\]

2. The symmetry condition (2.24);

3. The normalization condition \( \lim_{n \to \infty} m^{(1)}(nk) = (1 \ 1). \)

Here the phase \( \Phi_1(k) = \Phi_1(k_1, x, t) \) is given by

\[
\Phi_1(k_1) = -4i\kappa_1^2 - 6i\kappa_1^2 k_1 - 12i\kappa_1 k_1, \quad \xi = \frac{x}{12t}.
\]

and the circles are oriented in the same way as in Lemma 2.4.

The proof of this theorem is analogous to the proof of Theorem 2.2.

Remark 2.6. In our above formulations of the RH problems we could replace the continuous limits by non-tangential \( L^2 \) limits (cf. [5] Sect. 7.1). Locally this is clear and globally this follows from the normalization conditions (which is supposed to hold around the contour as well). All our RH problems will satisfy the stronger condition from above (except for possibly a finite number of points in the model problems later on) and hence we have chosen to use this simpler formulation.

Our first aim is to reduce these RH problems to model problems which can be solved explicitly. To this end we record the following well-known result (see e.g. [12]) for easy reference.

Lemma 2.7 (Conjugation). Let \( v(k) \) be a continuous matrix on the contour \( \hat{\Sigma} \), where \( \hat{\Sigma} \) is one of the contours which appeared in Theorem 2.4 or 2.5. Let \( m(k), k \in \mathbb{C}, \) be a holomorphic solution of the RH problem \( m^+_+(k) = m^-_-(k)v(k), \) \( k \in \hat{\Sigma}, \) which has continuous limiting values from both sides of the contour and which
satisfies the symmetry and normalization conditions. Let \( \hat{\Sigma} \subset \hat{\Sigma} \) be a contour with the same orientation. Suppose that \( \Sigma \) contains with each point \( k \) also the point \(-k\). Let \( D \) be a matrix of the form
\[
D(k) = \begin{pmatrix}
    d(k)^{-1} & 0 \\
    0 & d(k)
\end{pmatrix},
\]
where \( d : \hat{\Sigma} \setminus \tilde{\Sigma} \to \mathbb{C} \) is a sectionally analytic function with \( d(k) \neq 0 \) except for a finite number of points on \( \hat{\Sigma} \). Set
\[
\tilde{m}(k) = m(k)D(k),
\]
then the jump matrix of the problem \( \tilde{m}_+ = \tilde{m}_- \tilde{v} \) is
\[
\tilde{v} = \begin{cases}
    \left( \begin{array}{cc}
        v_{11} & v_{12}d^2 \\
        v_{21}d^{-2} & v_{22}
    \end{array} \right), & k \in \hat{\Sigma} \setminus \tilde{\Sigma}, \\
    \left( \begin{array}{cc}
        v_{11}d_{-1}^{-1}d_{-} & v_{12}d_{+}d_{-} \\
        v_{21}d_{+}d_{-}^{-1} & v_{22}d_{-1}^{-1}d_{+}
    \end{array} \right), & k \in \tilde{\Sigma}.
\end{cases}
\]
If \( d \) satisfies \( d(-k) = d(k)^{-1} \) for \( k \in \mathbb{C} \setminus \hat{\Sigma} \), then the transformation (2.28) respects the symmetry condition (2.14). If \( d(k) \to 1 \) as \( k \to \infty \) then (2.28) respects the normalization condition (2.17).

Note that in general, for an oriented contour \( \hat{\Sigma} \), the value \( f_+(k_0) \) (resp. \( f_-(k_0) \)) will denote the nontangential limit of the vector function \( f(k) \) as \( k \to k_0 \in \hat{\Sigma} \) from the positive (resp. negative) side of \( \hat{\Sigma} \), where the positive side is the one which lies to the left as one traverses the contour in the direction of its orientation.

3. Soliton region, \( x > 0 \).

Here we use the holomorphic RH problem with jump given by (2.15), (2.22), and (2.21). We consider \( x \) and \( t \) as parameters, which change in a way that the value \( \xi = \frac{x}{4t} \) evolves slowly when \( x \) and \( t \) are sufficiently large. In the region under consideration we have \( \xi > 0 \). To reduce our RH problem to a model problem which can be solved explicitly, we will use the well-known conjugation and deformation techniques ([12], [8]).

The signature table of the phase function \( \Phi(k) = 4ik^3 + 12i\xi k \) in this region is shown in Figure 2.

Namely, \( \text{Re} \Phi(k) = 0 \) if \( \text{Im} k = 0 \) or \( (\text{Im} k)^2 - 3(\text{Re} k)^2 = 3\xi \), where the second curve consists of two hyperbolas which cross the imaginary axis at the points \( \pm i\sqrt{3\xi} \). Set
\[
\kappa_0 = \sqrt{\frac{x}{4t}} > 0.
\]
Then we have \( \text{Re}(\Phi(ik_j)) > 0 \) for all \( \kappa_j > \kappa_0 \) and \( \text{Re}(\Phi(ik_j)) < 0 \) for all \( \kappa_j < \kappa_0 \). Hence, in the first case the off-diagonal entries of our jump matrices (2.22) are exponentially growing, and we need to turn them into exponentially decaying ones. We set
\[
\Lambda(k, \xi) := \Lambda(k) = \prod_{\kappa_j > \kappa_0} \frac{k + ik_j}{k - ik_j},
\]
and introduce the matrix

$$D(k) = \begin{cases} 
\left( \begin{array}{cc} 1 & h^U(k,j)^{-1} \\
-h^U(k,j) & 0 \\
h^L(k,j) & 1 \\
-h^L(k,j)^{-1} & 0 
\end{array} \right) D_0(k), & |k - i\kappa_j| < \delta, \ j = 1, \ldots, N, \\
D_0(k), & \text{else},
\end{cases}$$

where

$$D_0(k) = \begin{pmatrix} \Lambda^{-1}(k) & 0 \\
0 & \Lambda(k) \end{pmatrix}.$$

Observe that by the property $\Lambda(-k) = \Lambda^{-1}(k)$ we have

$$(3.1) \quad D(-k) = \sigma_1 D(k) \sigma_1.$$
the pole condition for \( \kappa_j = \kappa_0 \) which now reads
\[
\text{Res}_{i\kappa_j} \tilde{m}(k) = \lim_{k \to i\kappa_j} \tilde{m}(k) \begin{pmatrix} 0 & 2t \Phi(i\kappa_j) \Lambda(i\kappa_j)^{-2} & 0 \\ -2t \Phi(i\kappa_j) \Lambda(i\kappa_j) & 0 & 0 \end{pmatrix}, \\
\text{Res}_{-i\kappa_j} \tilde{m}(k) = \lim_{k \to -i\kappa_j} \tilde{m}(k) \begin{pmatrix} 0 & -2t \Phi(i\kappa_j) \Lambda(i\kappa_j)^{-2} & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]
Furthermore, the jump along \( \mathbb{R} \) is given by
\[
\tilde{v}(k) = \begin{pmatrix} 1 - |R(k)|^2 & -\Lambda^2(k) \overline{R(k)} e^{-2t \Phi(k)} \\ \Lambda^{-2}(k) R(k) e^{2t \Phi(k)} & 1 \end{pmatrix}, \quad k \in \mathbb{R}.
\]
The new Riemann–Hilbert problem
\[
\tilde{m}_+(k) = \tilde{m}_-(k) \tilde{v}(k)
\]
for the vector \( \tilde{m} \) preserves its asymptotics \((2.17)\) as well as the symmetry condition \((2.14)\). It remains to deform the remaining jump along \( \mathbb{R} \) into one which is exponentially close to the identity as well. We choose two contours \( \mathcal{C}^U = \mathbb{R} + i\varepsilon/2, \mathcal{C}^L = \mathbb{R} - i\varepsilon/2 \), where \( \varepsilon = \min\{\kappa, \kappa_N - \delta\} \) with \( \delta \) is from \((1.5)\) (see Figure 3).
This choice of \( \varepsilon \) guarantees that the reflection coefficient can be continued analytically into the domain \( 0 < \text{Im} k < \varepsilon \), and \( \mathcal{C}^U \) does not cross \( T_N^U \). Since by definition \( \overline{R}(k) = R(-k) \), then the function \( \overline{R} \) extends analytically into the domain \( -\varepsilon < \text{Im} k < 0 \), and thus up to \( \mathcal{C}^L \).
Now we factorize the jump matrix along \( \mathbb{R} \) according to
\[
\tilde{v}(k) = b_L^{-1}(k) b_U(k) = \begin{pmatrix} 1 & -\Lambda^2(k) R(-k) e^{-2t \Phi(i\kappa_j)} \\ \Lambda^{-2}(k) R(k) e^{2t \Phi(i\kappa_j)} & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad k \in \mathbb{R}
\]
and set
\[
\tilde{m}(k) = \begin{cases} 
\tilde{m}(k) b_U^{-1}(k), & 0 < \text{Im} k < \varepsilon/2, \\
\tilde{m}(k) b_L^{-1}(k), & -\varepsilon/2 < \text{Im} k < 0, \\
\tilde{m}(k), & \text{else},
\end{cases}
\]
such that the jump along $\mathbb{R}$ is moved to $C^U \cup C^L$ and is given by

$$
\tilde{v}(k) = \begin{cases} 
\frac{1}{\Lambda^{-2}(k)R(k)e^{2i\Phi(i\kappa_j)}} & , \ k \in C^U, \\
\frac{-\Lambda^{2}(k)R(-k)e^{-2i\Phi(i\kappa_j)}}{1} & , \ k \in C^L.
\end{cases}
$$

Hence, all jumps $\tilde{v}$ are exponentially close to the identity as $t \to \infty$ and one can use Theorem A.6 from [19] to obtain (repeating literally the proof of Theorem 4.4 in [12]) the following result:

**Theorem 3.1.** Assume (1.4)–(1.5) and abbreviate by $c_j = 4\kappa_j^2$ the velocity of the $j$th soliton determined by $\text{Re}(\Phi(i\kappa_j)) = 0$. Then the asymptotics in the soliton region, $x/t \geq \epsilon$ for some small $\epsilon > 0$, are as follows:

Let $\delta > 0$ be sufficiently small such that the intervals $[c_j - \delta, c_j + \delta]$, $1 \leq j \leq N$, are disjoint and $c_N - \delta > 0$.

If $|\frac{\gamma}{c} - c_j| < \delta$ for some $j$, one has

$$
q(x, t) = \frac{-4\kappa_j \gamma_j(x, t)}{(1 + (2\kappa_j)^{-1}\gamma_j(x, t))^2} + O(e^{-\epsilon \gamma t}),
$$

where $\min\{\kappa, \kappa_N - \delta\} > \epsilon_4 > \epsilon/2$,

$$
\gamma_j(x, t) = \gamma_j e^{-2\kappa_j x + 8\kappa_j^3 t} \prod_{j=1}^{N} \left(\frac{\kappa_i - \kappa_j}{\kappa_i + \kappa_j}\right)^2.
$$

If $|\frac{\gamma}{c} - c_j| \geq \delta$, for all $j$, one has $q(x, t) = O(e^{-\epsilon \gamma t})$.

4. **Reduction to the model problem in the region $-6\epsilon^2 t < x < 0$**

When the parameter $\xi$ passes through the point 0 and changes its sign from positive to negative, the hyperbolas $\text{Re} \Phi(k) = 0$ start to cross the real axis at the points $k = \pm \sqrt{-\xi}$, $\xi < 0$. Thus in the holomorphic RH-k problem with the jump matrix $\tilde{v}(k)$, given by (3.3) with

$$
\Lambda(k, \xi) := \Lambda(k) = \prod_{j=1}^{N} \frac{k + i\kappa_j}{k - i\kappa_j},
$$

and (3.2), $j = 1, \ldots, N$, all jumps (5.2) are exponentially close to the identity matrix for large $t$. Set

$$
R(k) = R(k)\Lambda^{-2}(k).
$$

This is a continuous function with $|R(k)| \neq 0$ for $k \in \mathbb{R}$. Since $\overline{\Lambda(k)} = \Lambda^{-1}(k)$ for $k \in \mathbb{R}$ the matrix $\tilde{v}(k)$ can be written as

$$
\tilde{v}(k) = \left(\frac{1 - |R(k)|^2}{R(k)e^{2i\Phi(k)}} \frac{-R(k)e^{-2i\Phi(k)}}{1}\right), \ k \in \mathbb{R}.
$$

Moreover, by (2.6), $\overline{R(k)} = R^{-1}(k)$ for $k \in [-c, c]$. We keep the notation $\tilde{m}(k)$ for the unique solution of the holomorphic RH problem with the jumps (4.3) and (5.2) where $\Lambda(k)$ is defined by (1.1) for $j = 1, \ldots, N$, satisfying conditions III–IV of Theorem 2.2.

The aim of this section is to reduce the RH problem for $\tilde{m}(k)$ to a problem with “almost constant” jumps, which can be solved explicitly. To this end we perform
a few conjugation and deformation steps. The first one is connected with the so-called $g$-function \[6\], which replaces the phase function such that the jump matrix can be factorized in a way which reveals the asymptotic structure. In fact, in the current formulation of the RH problem, the part of the contour from $-\sqrt{-\xi}$ to $\sqrt{-\xi}$ would require a lower/upper triangular factorization of the jump matrix which is impossible since $|\mathcal{R}(k)| = 1$ for $k \in [-c, c]$. Hence the idea is to perform a conjugation as in Lemma 2.7 with a function $d(k)$ such that $d_+(k)d_-(k)e^{-2k\Phi(k)} = 1$ on $[-a, a]$ and $d_+(k, t)d_-(k, t) = o(1)$ with respect to $t \to \infty$ as $k \in (-a, a)$ for some $a > \sqrt{-\xi}$, but otherwise the function $g(k) = -\frac{1}{t}\log d(k) + \Phi(k)$ preserves the qualitative behavior of $\Phi$. This will lead to a jump matrix

\[
\begin{pmatrix} 0 & -\mathcal{R}(k) \\ \mathcal{R}(k) & 0 \end{pmatrix} + o(1), \quad k \in [-a, a],
\]

as $t \to \infty$. A further conjugation step will then turn this into a constant (w.r.t. $k$) jump which subsequently has to be solved explicitly.

Set $a = a(\xi) = \sqrt{-2\xi}$. This parameter is positive and monotonous with respect to $\xi$ for $\xi < 0$ and covers the interval $(0, c)$ when $\xi$ covers the region under consideration. In particular, we will use $a > 0$ in place of $\xi$ in this section. Explicitly we choose

\begin{equation}
(4.4) \quad g(k) := g(k, \xi) = 4i(k^2 - a^2)\sqrt{k^2 - a^2}, \quad a = \sqrt{-2\xi},
\end{equation}

defined in the domain $\mathcal{D}(\xi) = \text{clos}(\mathbb{C} \setminus [-a, a])$. We suppose that $\sqrt{k^2 - a^2}$ takes positive values for $k > a$. By definition $g(-k) = -g(k)$ for $k \in \mathcal{D}(\xi)$, $g$ has a jump along the interval $[-a, a]$, and $g_+(k) = -g_-(k) > 0$ on the contour $[-a, a]$, taken with orientation from $-a$ to $a$. The signature table for $\text{Re} g$ is shown in Figure 4.

Since

\begin{equation}
\Phi(k) - g(k) = 4i \left( k^3 + 3\xi k - (k^3 + 2\xi k)\sqrt{1 + \frac{2\xi}{k^2}} \right)
\end{equation}

(4.5)

\[
= \frac{12\xi^2}{2ik}(1 + O(k^{-1})), \quad k \to \infty,
\]
the function
\[
\tilde{d}(k) := e^{t(\Phi(k) - g(k))}, \quad k \in \mathbb{C},
\]
satisfies all conditions of Lemma \[2.7\].

STEP 1. Let \(D(k)\) be the matrix \[(2.27)\] with \(d = \tilde{d}\). Put \(m^{(1)}(k) = \tilde{m}(k)D(k)\), then \(m^{(1)}(k)\) solves the holomorphic RH problem \(m^{(1)}_+ = m^{(1)}_- e^{(1)(k)}\) with
\[
(4.6) \quad v^{(1)}(k) = \begin{cases} 
\left( \begin{array}{cc} 0 & -\overline{R}(k) \\ R(k) & e^{-2g_+(k)} \end{array} \right), & k \in [-a, a], \\
\left( \begin{array}{cc} 1 - |R(k)|^2 & -\overline{R}(k)e^{-2g(k)} \\ R(k)e^{2g(k)} & 1 \end{array} \right), & k \in \mathbb{R} \setminus [-a, a], \\
\left( \begin{array}{cc} 1 & \tilde{h}^U(k, j) \\ 0 & 1 \end{array} \right), & k \in \mathbb{T}^{j,U}, \quad j = 1, \ldots, N, \\
\left( \begin{array}{cc} 1 & 0 \\ -\tilde{h}^L(k, j) & 1 \end{array} \right), & k \in \mathbb{T}^{j,L}, \quad j = 1, \ldots, N,
\end{cases}
\]
where
\[
\tilde{h}^U(k, j) := \frac{\Lambda^2(k)}{h^-U(k, j)} e^{2i(\Phi(k) - g(k))}, \quad \tilde{h}^L(k, j) := \frac{1}{\Lambda^2(k)h^-L(k, j)} e^{-2i(\Phi(k) - g(k))},
\]
and \(h^U(k, j), h^L(k, j)\) are defined by \[(2.21)\].

**Lemma 4.1.** Let the radii \(\delta\) of the circles \(\mathbb{T}^{j,L}\) and \(\mathbb{T}^{j,U}\) satisfy the inequalities
\[
(4.7) \quad (\kappa_N - \delta)^3 > 3\delta \left( (\kappa_1 + \delta)^2 + \frac{c^2}{2} \right)
\]
and \(\delta < \kappa_N - \kappa\), where \(\kappa\) is from \[(1.5)\]. Then, uniformly with respect to \(\xi \in [0, -\frac{c}{2}]\),
\[
|\tilde{h}^U(k, j)| + |\tilde{h}^L(-k, j)| < C_1(\delta) e^{-C(\delta)t}, \quad k \in \mathbb{T}^{j,U}; \quad C(\delta) > 0, \quad C_1(\delta) > 0.
\]

**Proof.** It is sufficient to check that for sufficiently small \(\delta > 0\) we have \(\text{Re}(\Phi(k) - g(k) - \Phi(ik_j)) < 0\) when \(|k - ik_j| = \delta\). The rough estimates, which are valid for \(\xi \in (0, c^2/2)\) show that
\[
|\Phi(k) - \Phi(ik_j)| \leq 12 \left( (\kappa_1 + \delta)^2 + |\xi| \right) \delta \leq 12\delta \left( (\kappa_1 + \delta)^2 + \frac{c^2}{2} \right),
\]
and \(\text{Re} g(k) \geq 4(\kappa_N - \delta)^3\). Thus, it is sufficient to choose \(\delta\) satisfying \[(4.7)\]. \(\square\)

Now set
\[
\mathbb{T}_\delta = \bigcup_{j=1}^{N} \left( \mathbb{T}^{j,U} \cup \mathbb{T}^{j,L} \right)
\]
and denote by \(I\) the identity matrix. We observe that the matrix \[(1.6)\] admits the following representation on \(\mathbb{T}_\delta\):
\[
(4.8) \quad v^{(1)}(k, x, t) = I + A(k, \xi, t), \quad \|A(k, \xi, t)\| \leq C_1(\delta) e^{-C(\delta)t}, \quad C(\delta), C_1(\delta) > 0,
\]
where \(\|A\| = \max_{i,j=1,2} |A_{ij}|\) denotes the matrix norm and the estimate for \(A\) is uniform with respect to \(k \in \mathbb{T}_\delta\) and \(\xi \in [0, -\frac{c}{2}]\).

To perform the next transformation step, we first consider the following scalar
**Conjugation problem:** Find a holomorphic function \(d(k)\) in \(\mathbb{C} \setminus [-a, a]\) which solves the jump problem
\[
(4.9) \quad d_+(k)d_-(k) = R^{-1}(0)R(k), \quad k \in [-a, a],
\]
and satisfies symmetry and normalization conditions

\[ d(-k) = d^{-1}(k), \quad k \in \text{clos}(\mathbb{C} \setminus [-a, a]); \quad d(k) \to 1, \quad k \to \infty. \]

Here \( R \) is defined by (4.1) and (4.2).

**Lemma 4.2.** The function \( \arg(R(k)R^{-1}(0)) \) is an odd smooth function on \( \mathbb{R} \). Moreover, \( R(0) = -1 \) in the nonresonant case and \( R(0) = 1 \) in the resonant case.

**Proof.** First of all, recall that \( R(k)R^{-1}(0) \) is continuous and nonzero for \( k \in \mathbb{R} \). Therefore its argument is a continuous function. We observe that

\[ \arg \Lambda(k) = \arg \Lambda(0) + G(k) = \pi N + G(k), \]

where \( G(-k) = -G(k), \ G \in C(\mathbb{R}) \). Furthermore, the Levinson theorem (cf. [1], formula (4.3)) yields

\[ \pi N = \frac{\pm \pi Y}{2} + \arg T(0 \pm 0), \]

where \( Y = 1 \) in the nonresonant case, and \( Y = 0 \) in the resonant case. By (4.10)

\[ \lim_{k \to 0} \arg R(k) = \lim_{k \to 0} (2 \arg T(k) - 2 \arg k - 2 \arg \Lambda(k)) = -\pi Y. \]

Thus, the function \( \arg(R(k)R^{-1}(0)) \) is a smooth odd function. Since \( \Lambda^2(0) = 1 \) the value of \( R(0) \) coincides with the value of the reflection coefficient (see Theorem 2.1), that is, \( R(0) = -1 \) in the nonresonant case, and \( R(0) = 1 \) in the resonant case. \( \square \)

To simplify notation introduce

\[ S(k) := R(k)R^{-1}(0), \quad P(k) := \frac{1}{\sqrt{k^2 - a^2 + i0}}, \quad k \in [-a, a]. \]

To find the solution of the conjugation problem, we transform it to an additive jump problem

\[ f_+(k) = f_-(k) + P(k) \log S(k); \quad f(k) \to 0, \quad k \to \infty, \]

for the function

\[ f(k) = (k^2 - a^2)^{-1/2} \log d(k). \]

The Sokhotski–Plemelj formula and the property \(|S| = |R| = 1\) imply

\[ f(k) = \frac{1}{2\pi i} \int_{-a}^{a} \frac{P(s) \log S(s)}{s - k} ds, \]

where the values of \( \log S(s) = i \arg(S(s)) \) are chosen continuous according to Lemma 4.2. Since \( \log S(s) \) is odd and \( P(s) \) is even we note \( f(-k) = f(k) \). Moreover, from the oddness it also follows that

\[ f(k) = \frac{-1}{2\pi i k} \left( \int_{-a}^{a} P(s) \log S(s) ds + O \left( \frac{1}{k} \right) \right) = O \left( \frac{1}{k^2} \right), \quad k \to \infty. \]

Thus \( \sqrt{k^2 - a^2} f(k) = O(k^{-1}) \) and the function

\[ d(k) := e^{\sqrt{k^2 - a^2} f(k)} = \exp \left( \frac{\sqrt{k^2 - a^2}}{2\pi i} \int_{-a}^{a} \frac{\log(R(s)R^{-1}(0))}{\sqrt{s^2 - a^2 + i0}} ds \right), \]

satisfies (4.9) and (4.10). Since \( f(k) \) is even and \( \sqrt{k^2 - a^2} \) is odd, it also satisfies the symmetry condition (4.10). Note also that \( d(k) \) is a bounded function in a vicinity of the points \( \pm a \) as will be shown in Lemma 6.1 below.
Recall that with $d$ bounded by contours $C$ asymptotically close to its boundary as $-\infty \to \infty$, then the jumps along the intervals $(\Omega^U, \Omega^L)$ are given by (4.13). Then we obtain the following RH problem: Find a holomorphic vector $m^2(k) = m^1(k)D(k)$, where

$$
n^2(k) = \begin{cases}
0 & k \in [-a, a], \\
\mathcal{R}(0) & k \in \mathbb{R} \setminus [-a, a], \\
\mathcal{R}(0) & k \in \mathbb{T}_\delta,
\end{cases}
$$

with $d(k)$ is given by (4.13) and $A(k, \xi, t)$ given by (4.15).

STEP 3. The next upper-lower factorization step is standard (cf. [7], [12]). Set

$$
v^2(k) = B^L(k)(B^U(k))^{-1}, \quad k \in \mathbb{R} \setminus [-a, a],
$$

with

$$
B^L(k) = \begin{pmatrix}
1 & -d(k)^2\mathcal{R}(k)e^{2t(g(k))} \\
0 & 1
\end{pmatrix}, \quad B^U(k) = \begin{pmatrix}
1 & 0 \\
d(k)^{-2}\mathcal{R}(k)e^{2t(g(k))} & 1
\end{pmatrix}.
$$

Recall that $\mathcal{R}(k) = \mathcal{R}(-k)$ for $k \in \mathbb{R}$. This allows us to continue the matrices $B^L(k)$ and $B^U(k)$ to a vicinity of the real axis. Introduce the domains $\Omega^U$ and $\Omega^L$, bounded by contours $C^U$ and $C^L$ which are contained in the strip $|\text{Im}k| < \kappa/2$, and asymptotically close to its boundary as $k \to \infty$, as depicted in Figure 5. Redefine $m^2$ in $\Omega^U$ and $\Omega^L$ according to

$$
m^2(k) = \begin{cases}
m^2(k)B^U(k), & k \in \Omega^U, \\
m^2(k)B^L(k), & k \in \Omega^L, \\
m^2(k), & \text{else.}
\end{cases}
$$

Then the jumps along the intervals $(-\infty, -a]$ and $[a, \infty)$ disappear and there appear new jumps along $C^U$ and $C^L$ which are asymptotically close to the identity matrix as $t \to \infty$ away from the points $\pm a$. Moreover, set $A^3(k) = D^{-1}(k)A(k, \xi, t)D(k)$, $k \in \mathbb{T}_\delta$, where $D(k)$ is the diagonal matrix associated with (4.13) and $A$ is from

Figure 5. Contour deformation.
The jump condition \( m \) satisfies:

\[
\|A^{(3)}(k)\| \leq Ce^{-Ct}, \quad C > 0, \quad k \in \mathbb{T}_\delta.
\]

Moreover, we observe that off-diagonal elements of matrices \( B^L(k) \) and \( B^U(k) \) are continuous on the contours \( C^L \) and \( C^U \) respectively and decay as \( k \to \infty \) along the contours exponentially. Indeed, by Lemma 6.1 and (4.4) we see that \( B_{21}^U(k) \to -R(0) \) as \( k \to \pm a \) and \( k \in C^U \); \( B_{21}^L(k) \to -R(0) \) as \( k \to \pm a \) and \( k \in C^L \); moreover, \( v_{22}^{(2)}(k) \to 1 \) as \( k \to a - 0 \) and \( k \to a + 0 \), where \( k \in \mathbb{R} \). Since contours \( C^U \) and \( C^L \) are chosen inside the strip \( |\text{Im} k| < \kappa \), then by the initial condition \( q_0(x) \in C^8(\mathbb{R}) \), the function \( R(k) = R(k)A(k) \) behaves as \( R(k) = O(k^{-\eta}) \) as \( k \to \infty \), \( k \in C^U \cup C^L \) (cf. [9]). From the other side, the estimate is valid

\[
\exp\{tg(k)\} = O(\exp\{-2t|\text{Re } k|^{3/2}\kappa\}), \quad k \to \infty, \quad k \in C^U,
\]

and by symmetry we get that the off-diagonal elements of \( B^U \) and \( B^L \) decay exponentially for each \( t \) as \( k \to \infty \). We proved the following

**Theorem 4.3.** Let \( \xi \in [-c^2/2, 0] \). Then the RH problem I–IV (cf. Theorem 2.2) is equivalent to the following RH problem: Find a holomorphic vector function \( m^{(3)}(k) \) in \( C \setminus (C^U \cup C^L \cup \mathbb{T}_\delta \cup [-a, a]) \), continuous up to the boundary of the domain, which satisfies:

(a) The jump condition \( m^{(3)}_+(k) = m^{(3)}_-(k)v^{(3)}(k) \), where

\[
v^{(3)}(k) = \begin{cases} 
0 & k \in [-a, a], \\
R(0) & k \in C^U, \\
d(k)^{-2}R(k)e^{2tg(k)} & k \in C^L,
\end{cases}
\]

(b) the symmetry condition \( \{2.14\} \); 
(c) the normalization condition \( \{2.17\} \).

Here \( d(k) \) is defined by \( \{4.13\} \), \( g(k) \) by \( \{4.3\} \), \( R(k) \) by \( \{4.2\} \) and \( \{4.1\} \), and the matrix \( A^{(3)}(k) \) admits the estimate \( \{4.14\} \).

For \( |\text{Im } k| > \kappa_1 + 1 \) the solution \( m(k) \) of the initial problem I–IV and the solution of the present problem (a)–(c) are connected via

\[
m^{(3)}(k) = m(k) \begin{pmatrix} h^{-1}(k) & 0 \\
0 & h(k) \end{pmatrix}, \quad h(k) = d(k)A(k)e^{t(\Phi(k) - g(k))}.
\]

We observe that the jump matrix \( v^{(3)}(k) \) has the structure

\[
v^{(3)}(k) = \begin{cases} 
-iR(0)\sigma_2 + A^{(4)}(k), & k \in [-a, a], \\
\mathbb{I} + A^{(5)}(k), & k \in C^U \cup C^L, \\
\mathbb{I} + A^{(3)}(k), & k \in \mathbb{T}_\delta,
\end{cases}
\]
where $\sigma_2$ is the second Pauli matrix and the matrices $A^{(j)}(k)$ admit the estimates
\begin{equation}
\|A^{(j)}(k)\| \leq Ce^{-\nu(k^2-a^2)}, \quad j = 4, 5.
\end{equation}
Here $\nu(k)$, $k \in \mathbb{R}_+$, is an increasing positive function as $k \neq 0$ with $\nu(0) = 0$ and $\nu(k) = O(k^{3/4})$ as $k \to +\infty$. This structure suggests the shape of a limiting (or model) RH problem, which can be solved explicitly. A solution of this model problem is a contender for the leading term in the asymptotic expansion for the solution of problem (a)–(c) from Theorem 4.3 as $t \to \infty$.

5. The solution of the model problem

In the previous section we were lead to the following model RH problem:
\textit{Find a holomorphic vector function $m^{\text{mod}}(k)$ in the domain $\mathbb{C} \setminus [-a,a]$, continuous up to the boundary of the domain, except of the endpoints $\pm a$, where the singularities of the order $O((k \pm a)^{-1/4})$ are admissible, which satisfies the jump condition}
\begin{equation}
m_{+}^{\text{mod}}(k) = m_{-}^{\text{mod}}(k) \begin{pmatrix} 0 & -\mathcal{R}(0) \\ \mathcal{R}(0) & 0 \end{pmatrix}, \quad k \in [-a,a];
\end{equation}
and the symmetry and normalization conditions:
\begin{equation}
m^{\text{mod}}(k) = m^{\text{mod}}(-k)\sigma_1, \quad m^{\text{mod}}(k) = \begin{pmatrix} 1 & 1 \end{pmatrix} + O(k^{-1}).
\end{equation}
We remark that the solution of this model problem is unique as can be shown using a similar argument as in Theorem 2.2. However, this will also follow directly from existence and uniqueness of a solution (to be constructed below) for the associated matrix problem. Indeed, two solutions for the vector problem would give two solutions for the matrix problem, violation uniqueness for the matrix problem.

We look for the matrix solution $M^{\text{mod}}(k) = M^{\text{mod}}(k, \xi, t)$ of the \textbf{matrix} RH problem:
\textit{Find a holomorphic matrix-function $M^{\text{mod}}$ in $\mathbb{C} \setminus [-a,a]$, which has continuous limits to the boundary of the domain, except for the endpoints $\pm a$, where $M_{ij}^{\text{mod}} = O((k \pm a)^{-1/4})$, $i, j = 1, 2$, and which satisfies the jump}
\begin{equation}
M_{+}^{\text{mod}}(k) = -i\mathcal{R}(0)M_{-}^{\text{mod}}(k)\sigma_2, \quad k \in [-a,a],
\end{equation}
and is normalized according to $M_{-}^{\text{mod}}(k) = I + O(k^{-1})$ as $k \to \infty$.

Note that $\det(-i\mathcal{R}(0)\sigma_2) = 1$ and, respectively, $\det M^{\text{mod}}(k)$ is a holomorphic function in $\mathbb{C} \setminus \{a,-a\}$, with isolated singularities $\det M^{\text{mod}}(k) = O((k \pm a)^{-1/2})$, which are, therefore, removable. By Liouville’s theorem and by the normalization condition one has $\det M^{\text{mod}}(k) = 1$. Thus $(M^{\text{mod}})^{-1}(k) = O((k \pm a)^{-1/4})$, $k \to \mp a$, and the rest of the arguments proving uniqueness are the same as in [5, page 189].

The uniqueness and the symmetry $\sigma_2 \sigma_2 \sigma_1 = -\sigma_2$ then imply $M^{\text{mod}}(-k) = \sigma_1 M^{\text{mod}}(k) \sigma_1$. In turn, the vector solution to our model problem is given by
\begin{equation}
m^{\text{mod}}(k) = \begin{pmatrix} 1 & 1 \end{pmatrix} M^{\text{mod}}(k),
\end{equation}
and hence it fulfills the symmetry condition.

We construct the solution of the matrix problem following [13]. First consider the resonant case. Since
\begin{equation}
\sigma_2 = S_0 \sigma_3 S_0^{-1}, \quad S_0 = \frac{1+i}{2} \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix}, \quad S_0^{-1} = \frac{1-i}{2} \begin{pmatrix} 1 & -i \\ 1 & i \end{pmatrix}
\end{equation}
then we can first find a holomorphic solution of the jump problem $M_\infty = -i M_\infty \sigma_3$, $M_\infty(\infty) = 1$, where $\sigma_3$ is the third Pauli matrix. The solution can be easily computed:

$$M_\infty(k) = \begin{pmatrix} \beta(k) & 0 \\ 0 & \beta(k)^{-1} \end{pmatrix}, \quad \beta(k) = \sqrt{\frac{k + a}{k - a}}.$$

Here the function $\beta(k)$ is defined on $\text{clos}(\mathbb{C} \setminus [-a, a])$ and its branch is fixed by the condition $\beta(\infty) = 1$. Note that $\beta(-k) = \beta(k)^{-1}$. For the original matrix function $M^{\text{mod}}(k)$ this yields the representation

$$(5.2) \quad M^{\text{mod}}(k) = S_0 M_\infty(k) S_0^{-1} = \begin{pmatrix} \frac{\beta(k) + \beta(k)^{-1}}{2} & \frac{\beta(k) - \beta(k)^{-1}}{2i} \\ \frac{-\beta(k) - \beta(k)^{-1}}{2i} & \frac{\beta(k) + \beta(k)^{-1}}{2} \end{pmatrix}$$

in the resonant case. In the nonresonant case one has to replace $\beta(k)$ by $\beta(-k)$. The solution of the vector model problem is

$$(5.3) \quad m^{\text{mod}}(k) = \frac{1}{2i} (\beta(k)(i - 1) + \beta(k)^{-1}(i + 1), \beta(k)(i + 1) + \beta(k)^{-1}(i - 1)).$$

In summary we have shown the following

**Lemma 5.1.** The solution of the vector (resp. the matrix) model RH problems, $m^{\text{mod}}(k)$ (resp. $M^{\text{mod}}(k)$) is given by formula $\text{(5.3)}$ (resp. $\text{(5.2)}$), where $\beta(k) = \sqrt{\frac{k - a}{k + a}}$ in the nonresonant case, and $\beta(k) = \sqrt{\frac{k + a}{k - a}}$ in the resonant case.

Before we justify the asymptotic equivalence $m^{(3)}(k) \sim m^{\text{mod}}(k)$ as $t \to \infty$ for $k$ outside of small vicinities of $\pm a$, let us compute what this will imply for the leading asymptotics of the solution of the KdV equation. By $\text{(4.11)}$ we have for sufficiently large $k$

$$(5.4) \quad m_1(k) = m^{(3)}_1(k) d(k) \Lambda(k) e^{i(\Phi(k) - g(k))} \sim m^{\text{mod}}_1(k) d(k) \Lambda(k) e^{i(\Phi(k) - g(k))}$$

as $t \to \infty$. By $\text{(2.12)}$ we have

$$q(x, t) = -\frac{\partial}{\partial x} \lim_{k \to \infty} 2ik (m_1(k, \xi, t) - 1),$$

and defining $h(\xi)$ via

$$(5.5) \quad \Lambda(k) d(k, \xi) m^{\text{mod}}_1(k, \xi) = 1 - \frac{h(\xi)}{2ik} + O \left( \frac{1}{k^2} \right),$$

we have by $\text{(4.5)}$

$$(5.6) \quad \lim_{k \to \infty} 2ik (m_1(k, \xi, t) - 1) \sim 12t \xi^2 - h(\xi).$$

Thus formally differentiating $\text{(2.12)}$ we arrive at

$$(5.7) \quad q(x, t) \sim -i \frac{\partial}{\partial x} (12 \xi^2) + h'(\xi) \frac{\partial \xi}{\partial x} = - \frac{x}{6t} + \frac{h'(\xi)}{12t}$$

and hence the leading order comes from the phase alone.

The next two sections are devoted to the proof of this result. In fact, in the following section we will also compute the next term $Q(\xi)$ in the asymptotic expansion $q(x, t) \sim -\frac{x}{6t} + \frac{Q(\xi)}{6t} + o(t^{-1})$ and show that the only contribution is from $\text{(5.4)}$. So let us also compute this contribution. Since $\Lambda(k)$ does not depend on $\xi$,
it does not affect $Q(\xi)$. Thus, $h'(\xi)$ depends on the respective terms of $d$ and $m_{1}^{\text{mod}}$ only. By (5.3), in the resonant case

$$m_{1}^{\text{mod}}(k) = \frac{1}{2i} \left( \sqrt{\frac{k+a}{k-a}} (i-1) + \sqrt{\frac{k-a}{k+a}} (i+1) \right)$$

$$= \frac{1}{2i} \left( (1 + \frac{a}{2k})(i-1) + (1 - \frac{a}{2k})(i+1) \right) + O(k^{-2}) = 1 - \frac{a}{2ik} + O(k^{-2}).$$

Consequently, in the resonant case

$$m_{1}^{\text{mod}}(k) = 1 + \frac{a}{2ik} + O(k^{-2}).$$

Next recall that $P(s) \log S(s)$ is an odd function on the interval $[-a, a]$, where $P$ and $S$ are defined by (4.11). Then taking into account (4.13) and $\frac{d}{ds} P^{-1}(s) = sP(s)$ one has

$$d(k) = \left( 1 - \frac{a^2}{2k^2} + O(k^{-4}) \right) \exp \left( -\frac{1}{2\pi i} \int_{-a}^{a} \frac{P(s) \log S(s)}{1 - \frac{s}{k}} ds \right)$$

$$= 1 - \frac{1}{2\pi ik} \int_{-a}^{a} sP(s) \log S(s) ds + O(k^{-2})$$

$$= 1 + \frac{1}{2\pi ik} \int_{-a}^{a} P^{-1}(s) \frac{d}{ds} \log R(s) ds + O(k^{-2}).$$

Thus

$$h(\xi) = 4 \sum_{j=1}^{N} \kappa_j \pm a - \frac{1}{\pi} \int_{-a}^{a} \sqrt{s^2 - a^2 + i0} \frac{d}{ds} \log R(s) ds,$$

where $\pm$ corresponds to the resonant/nonresonant case, respectively. Since

$$\frac{\partial a}{\partial x} = \frac{da}{d\xi} 12t = -\frac{1}{12at},$$

then

$$h'(\xi) = -\frac{1}{a} \left( \pm 1 + \frac{a}{\pi} \int_{-a}^{a} \frac{d}{ds} \log R(s) \sqrt{s^2 - a^2 + i0} ds \right).$$

Once (5.4) is justified this will prove (1.7).

6. The parametrix problem

To justify formula (1.6) we study first the so called parametrix problem, which appears in vicinities of the node points $\pm a = \pm a(\xi)$. In these vicinities the jump matrices $A^{(4)}(k)$ and $A^{(5)}(k)$ (cf. (4.10), (4.12), (4.19)), which were dropped when solving the model problem, are in fact not close to the identity matrix. The parametrix problem takes their influence into account.

Consider, for example, the point $-a(\xi)$. Let $B_{-}$ be a small open neighborhood of this point. Abbreviate $\Sigma_1 = [-a, a] \cap B_{-}$, $\Sigma_2 = C^U \cap B_{-}$, and $\Sigma_3 = C^L \cap B_{-}$. We choose the orientation of these contours as outward from the node point $-a$, that is, the orientation on $\Sigma_2$ and $\Sigma_3$ is opposite to the orientation on $C^U$ and $C^L$, respectively. Inside $B_{-}$ the solution $m^{(3)}$ has jumps only on these contours.

As a preparation we investigate the behavior of $d(k)$ from (4.13) as $k \to -a$. 
Lemma 6.1. The following asymptotical behavior is valid as $k \to -a$:

\begin{equation}
(6.1) \quad d(k)^{-2} R(k) = R(0) + O(\sqrt{k+a}), \quad k \notin \Sigma_1; \quad \frac{d_+(k)}{d_-(k)} = 1 + O(\sqrt{k+a}), \quad k \in \Sigma_1.
\end{equation}

Proof. To prove (6.1) we use (4.11), and represent the integral in (4.13) as

\begin{equation}
(6.2) \quad I_1(k) = \int_{-a}^{a} \frac{P(s) \log S(s)}{s-k} ds = I_1(k) + i \arg(S(-a)) I_2(k),
\end{equation}

with

\begin{equation}
I_1(k) = \int_{-a}^{a} \frac{P(s)(\log S(s) - \log S(-a))}{s-k} ds, \quad I_2(k) = \int_{-a}^{a} \frac{P(s) ds}{s-k}.
\end{equation}

Since for $a \in (0,c)$ both the reflection coefficient and the Blaschke factor $\Lambda(k)$ are differentiable, we have $\log S(s) - S(-a) = O(s+a)$. Thus

\begin{equation}
(\log S(s) - \log S(-a))(s^2 - a^2)^{-1/2} = O((s+a)^{1/2})
\end{equation}

in a vicinity of $-a$. Consequently, (cf. [23], formulas (22.4) and (22.7)) the function $I_1(k)$ is Hölder continuous in a vicinity of $-a$ with the finite limiting value

\begin{equation}
I_1(-a) = \frac{1}{2} \int_{-a}^{a} \frac{\arg S(s) - \arg S(-a)}{\sqrt{|s^2 - a^2|}} ds
\end{equation}

from any direction. The second integral is given by

\begin{equation}
\frac{1}{2\pi i} I_2(k) = \frac{1}{2\sqrt{k^2 - a^2}}.
\end{equation}

as a solution of the jump problem $F_+(k) = F_-(k) + P(k), \quad k \in [-a, a]; \quad F(k) \to 0$ as $k \to \infty$. Substituting this into (4.13) and taking into account (6.2) yields

\begin{equation}
(6.3) \quad \log d(k) = \frac{1}{2} i \arg S(-a) + \frac{I_1(-a)}{\pi i} \sqrt{k^2 - a^2} + O(k+a)
\end{equation}

where

\begin{equation}
\hat{I}(-a) = \frac{\sqrt{2a}}{2\pi} \int_{-a}^{a} \frac{\arg S(s) - \arg S(-a)}{\sqrt{|s^2 - a^2|}} ds.
\end{equation}

Note that the main term in the representation of $\log d_+(k)$ and $\log d_-(k)$ in the vicinity of $-a$ is evidently the same. Formula (6.3) then proves 6.1. \hfill \Box

This lemma allows us to replace the jump matrix (4.10) inside $\mathcal{B}_-$ approximately by the matrix

\begin{equation}
(6.5) \quad \nu^{\text{par}}(k) := e^{-ig_-(k)\sigma_3} S e^{ig_+(k)\sigma_3},
\end{equation}

where

\begin{equation}
S = \begin{cases}
S_1 := \left( \begin{array}{cc} 0 & -R(0) \\ R(0) & 1 \end{array} \right), & k \in \Sigma_1, \\
S_2 := \left( \begin{array}{cc} 1 & 0 \\ -R(0) & 1 \end{array} \right), & k \in \Sigma_2, \\
S_3 := \left( \begin{array}{cc} 1 & R(0) \\ 0 & 1 \end{array} \right), & k \in \Sigma_3.
\end{cases}
\end{equation}
put the phase into a standardized form and at the same time rescale the problem with the normalization $M$ function $\partial$ on the boundary $1$ onto the straight lines ($\Gamma_C R_24 K. ANDREIEV, I. EGOROV A, T. L. LANGE, AND G. TESCHL$

Thus we can introduce a local variable $- \rho < a/4, centered at $w = 0$. The error term depends only on $a$ and is uniform on compact sets. Thus we can introduce a local variable

\begin{equation}
  w(k) := \left( \frac{3tg(k)}{2} \right)^{2/3},
\end{equation}

for which we have

\begin{equation}
  w(k) = t^{2/3}C_1(k + a)(1 + O(k + a)), \quad C_1 = 2 \cdot 6^{2/3}a > 0, \quad k \to -a,
\end{equation}

such that $w(k)$ is a holomorphic change of variables. Moreover, we choose the set $B_-$ to be the preimage under the map $k \to w$ of the circle $D_\rho$ of radius $t^{2/3}C_1 \rho$, with $\rho < a/4$, centered at $w = 0$. Furthermore, without loss of generality we can choose the contours $C^U$ and $C^L$ such that the segments $\Sigma_1 \cup \Sigma_2 \cup \Sigma_3$ are mapped onto the straight lines ($\Gamma_1 \cup \Gamma_2 \cup \Gamma_3$) $\cap D_\rho$, where \begin{align*}
  \Gamma_2 &= \{w \in \mathbb{C} : \arg w = \frac{2\pi i}{3} \}, \\
  \Gamma_3 &= \{w \in \mathbb{C} : \arg w = \frac{4\pi i}{3} \}, \\
  \Gamma_1 &= [0, +\infty).
\end{align*}

Compare Figure 6. Then the matrix problem (6.5)–(6.7) can be considered as problem in terms of $w \in D_\rho$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure6.png}
\caption{The local change of coordinates $w(k)$.}
\end{figure}
From now on we have to distinguish between the resonant and nonresonant case. Consider first the generic nonresonant case where

\[(6.10) \quad S_1 = \begin{pmatrix} 0 & 1 \\ -1 & 1 \end{pmatrix}, \quad S_2 = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}, \quad S_3 = \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix}, \]

and the function \( \beta(k) \) is locally given by (cf. Lemma 5.1)

\[ \beta(k) = w^{-1/4} \gamma(w), \quad w \in D_\rho, \]

where \( \gamma \) is holomorphic and satisfies

\[ \gamma(w) = 2^{2/3} 3^{1/6} \sqrt{\omega e^{-i/6}} t^{1/6} (1 + O(\frac{w}{t^{2/3}})), \quad \text{as} \quad w \to 0, \]

where the error depends only on \( a \) and is uniform on compact sets, which do not contain the point \( a = 0 \). In turn, (5.2) can be represented as (cf. (5.1))

\[(6.11) \quad M_{\text{mod}}(k) = S_0 \gamma(w)^{\sigma_3} w^{-\frac{2}{3}} S_0^{-1}. \]

Since \( D_\rho \) grows as \( t \to \infty \) this suggests to look for a matrix \( A(w) \) satisfying the jump condition

\[(6.12) \quad A_+ = S_j A_- \quad \text{on} \quad \Gamma_j, \]

and the normalization

\[(6.13) \quad A(w) = w^{-\frac{2}{3}} (S_0^{-1} + O(w^{-3/2})) e^{-\frac{2}{3} w^{3/2} \sigma_3}, \quad \text{as} \quad w \to \infty, \]

in any direction with respect to \( w \). Then

\[(6.14) \quad M_{\text{par}}(k) = S_0 \gamma(w)^{\sigma_3} A(w) e^{\frac{2}{3} w^{3/2} \sigma_3} \]

will satisfy

\[(6.15) \quad M_{\text{par}}(k) = M_{\text{mod}}(k) (\mathbb{I} + O(w^{-3/2} t^{-1})), \quad \text{as} \quad t \to \infty, \quad k \in \partial \mathbb{D}, \]

with the error term again depending only on \( a \) and uniform as \( a \in [\epsilon_1, c - \epsilon_2] \) for arbitrary small \( \epsilon_j > 0 \). The solution the problem (6.12), (6.13) can be given in terms of Airy functions. To this end set

\[ y_1(w) = \text{Ai}(w) := \frac{1}{2\pi i} \int_{-1-i\infty}^{1+i\infty} \exp \left( \frac{1}{3} z^3 - wz \right) dz, \]

and let

\[ y_2(w) = e^{-\frac{2\pi}{3} i} \text{Ai}(e^{\frac{2\pi}{3} i} w), \quad \text{and} \quad y_3(w) = e^{\frac{2\pi}{3} i} \text{Ai}(e^{\frac{2\pi}{3} i} w). \]

These functions are entire functions, and they are connected by the well-known identity \[253 \quad (9.2.12) \]

\[(6.16) \quad y_1(w) + y_2(w) + y_3(w) = 0. \]

Furthermore, set

\[ \Omega_1 = \{ w : \arg w \in \left( 0, \frac{2\pi}{3} \right) \}, \quad \Omega_2 = \{ \arg w \in \left( \frac{2\pi}{3}, \frac{4\pi}{3} \right) \}, \quad \Omega_3 = \mathbb{C} \setminus \{ \Omega_1 \cup \Omega_2 \}. \]
We chose the cuts for all roots of \( w \) along the contour \( \Gamma_1 \) and \( \arg w \in [0, 2\pi) \). With this convention the asymptotics of the Airy functions (cf. [25] (9.7.5), (9.7.6)) read
\[
\begin{align*}
y_1(w) &= \begin{cases} 
\frac{1}{2\sqrt{\pi}w^{1/4}}e^{-\frac{3}{2}w^{3/2}}(1 + O(w^{-3/2})), & w \in \Omega_1, \\
\frac{1}{2\sqrt{\pi}w^{1/4}}e^{\frac{3}{2}w^{3/2}}(1 + O(w^{-3/2})), & w \in \Omega_3,
\end{cases} \\
y_2(w) &= -\frac{i}{2\sqrt{\pi}w^{1/4}}e^{\frac{3}{2}w^{3/2}}(1 + O(w^{-3/2})), & w \in \Omega_1 \cup \Omega_2, \\
y_3(w) &= -\frac{1}{2\sqrt{\pi}w^{1/4}}e^{-\frac{3}{2}w^{3/2}}(1 + O(w^{-3/2})), & w \in \Omega_2 \cup \Omega_3,
\end{align*}
\]
and can be differentiated with respect to \( w \). Set
\[
(1 - i)\sqrt{\pi} \begin{pmatrix} y_1(w) & y_2(w) \\
y_1'(w) & y_2'(w) \end{pmatrix} =: A_1(w), \quad w \in \Omega_1.
\]
Then \( \det A_1(w) = 1 \) (cf. [25] (9.2.8)), and by (6.17), (6.18) we have the correct normalization (6.13) in \( \Omega_1 \).

Next, by (6.10)
\[
A_1(w)S_2 = (1 - i)\sqrt{\pi} \begin{pmatrix} -y_3(w) & y_2(w) \\
y_3'(w) & -y_2'(w) \end{pmatrix} =: A_2(w),
\]
and we will use this definition in the sector \( \Omega_2 \). Again \( \det A_2(w) = 1 \) and by (6.18), (6.19) the matrix \( A_2(w) \) obeys the normalization (6.13) in \( \Omega_2 \). Finally,
\[
A_2S_3 = A_1(w)S_1^{-1} = (1 - i)\sqrt{\pi} \begin{pmatrix} -y_3(w) & -y_1(w) \\
y_3'(w) & y_1'(w) \end{pmatrix} =: A_3(w),
\]
has the desired properties in the domain \( \Omega_3 \). In summary, \( A(w) = A_j(w) \) for \( w \in \Omega_j \) is the solution we look for.

**Corollary 6.2.** The parametrix \( M^{\text{par}}(w) \) defined in (6.14) satisfies \( \det M^{\text{par}} = 1 \) and is bounded in \( \overline{\Omega} \).

Taking into account the second term of the Airy functions (cf. again [25] (9.7.5), (9.7.6)), we get from (6.15) that
\[
(M^{\text{mod}}(k))^{-1}M^{\text{par}}(k) = I + \frac{1}{72t}g(k) \begin{pmatrix} -7 & 5 \\
5 & -7 \end{pmatrix} + O(t^{-2})
\]
uniformly on the boundary \( \partial B_- \).

Let \( B_+ \) be a vicinity of the point \( a \), symmetric to \( B_- \) with respect to the map \( k \mapsto -k \). Using the symmetry properties of the jump matrices in \( B_\pm \) and the symmetry of the model problem solution \( M^{\text{mod}}(-k) = \sigma_1M^{\text{mod}}(k)\sigma_1 \), one can set
\[
M^{\text{par}}(k) = \sigma_1M^{\text{par}}(-k)\sigma_1, \quad k \in B_+,
\]
and check directly, that it is indeed the solution of the corresponding parametrix problem in \( B_+ \). Note also that since \( \det M^{\text{par}}(k) = 1 \) this matrix is invertible and both \( M^{\text{par}}(k) \) and \( (M^{\text{par}})^{-1}(k) \) are bounded for all \( k \in \text{clos}(B_+ \cup B_-) \) and all \( t > 0 \).

At the end of his section we briefly discuss the parametrix problem solution in the resonant case. The scheme is the same. The \( S \) matrix is now given by
\[
\begin{pmatrix}
S_1 & \begin{pmatrix} 0 & -1 \\
1 & 1 \end{pmatrix}, & S_2 = \begin{pmatrix} 1 & 0 \\
-1 & 1 \end{pmatrix}, & S_3 = \begin{pmatrix} 1 & 1 \\
0 & 1 \end{pmatrix}.
\end{pmatrix}
\]
and \( \beta(k) = (2a)^{-1/4} e^{\frac{\pi}{2k}(k+a)^{1/4}} \). We represent the matrix as
\[
M_{\text{mod}}(k) = S_0 \begin{pmatrix} \beta(k)^{-1} & 0 \\ 0 & \beta(k) \end{pmatrix} S_0^{-1}.
\]
Thus (cf. Lemma [5, 1]),
\[
M_{\text{mod}}(k) = \tilde{S}_0 \gamma(w)^{\sigma_2} w^{-\frac{\pi}{4}} \tilde{S}_0^{-1}, \quad \gamma(k) = \beta(k(w))^{-1} w^{1/4},
\]
where
\[
\tilde{S}_0 = \frac{1+i}{2} \begin{pmatrix} 1 & -1 \\ -i & -i \end{pmatrix}, \quad \tilde{S}_0^{-1} = \frac{1-i}{2} \begin{pmatrix} -i & 1 \\ i & 1 \end{pmatrix}.
\]
The normalization (6.13) will have the form
\[
(6.22) \quad A(w) := w^{-\frac{\pi}{4}} (\tilde{S}_0^{-1} + O(w^{-3/2})) e^{-\frac{\pi}{4} w^{3/2} \sigma_3},
\]
and
\[
A_1(w) = (1-i) \sqrt{\pi} \begin{pmatrix} y_1(w) & -y_2(w) \\ y'_1(w) & -y'_2(w) \end{pmatrix}, \quad w \in \Omega_1.
\]

7. The completion of the asymptotic analysis

The aim of this section is to establish that the solution \( m^{(3)}(k) \) of the RH problem (a)–(e) from Theorem [4, 3] is well approximated by \( (1 \ 1) M_{\text{par}}(k) \) inside the domain \( B = B_+ \cup B_- \) and by \( (1 \ 1) M_{\text{mod}}(k) \) in \( \mathbb{C} \setminus B \). We follow the well-known approach via singular integral equations (see e.g., [7, 12, 15, 22]). To simplify notations we introduce
\[
\tilde{\Sigma} = [-a, a] \cup C^U \cup C^L \cup \mathcal{T}_\delta \cup \partial B, \quad \Sigma = \tilde{\Sigma} \cap B, \quad \Sigma_B = \tilde{\Sigma} \cap B.
\]
We will denote the three parts of each contour \( \Sigma_+ \) and \( \Sigma_- \), with the orientation as on \([-a, a] \cup C^U \cup C^L\), by \( \Sigma_+^{\delta} \) and \( \Sigma_-^{\delta} \). Next set
\[
(7.1) \quad \hat{m}(k) = m^{(3)}(k)(M_{\text{as}}(k))^{-1}, \quad M_{\text{as}}(k) = \begin{cases} M_{\text{par}}(k), & k \in B, \\ M_{\text{mod}}(k), & k \in \mathbb{C} \setminus B. \end{cases}
\]
Then \( \hat{m} \) solves the jump problem
\[
\hat{m}_+(k) = \hat{m}_-(k) \hat{v}(k),
\]
where
\[
(7.2) \quad \hat{v}(k) = \begin{cases} M_{\text{par}}(k) v^{(3)}(k)(M_{\text{par}}(k))^{-1}, & k \in \Sigma_B, \\ (M_{\text{mod}}(k))^{-1} M_{\text{par}}(k), & k \in \partial B, \\ M_{\text{mod}}(k) v^{(3)}(k)(M_{\text{mod}}(k))^{-1}, & k \in \tilde{\Sigma} \setminus (\Sigma_B \cup \partial B), \end{cases}
\]
and satisfies the symmetry and the normalization conditions:
\[
(7.3) \quad \hat{m}(k) = \hat{m}(-k) \sigma_1, \quad \hat{m} \to (1 \ 1), \quad k \to \infty.
\]
Abbreviate \( W(k) = \hat{v}(k) - I \). Then
\[
(7.4) \quad W(k) = \begin{cases} M_{\text{par}}(k) (v^{(3)}(k) - v_{\text{par}}(k))(M_{\text{par}}(k))^{-1}, & k \in \Sigma_B, \\ (M_{\text{mod}}(k))^{-1} M_{\text{par}}(k) - I, & k \in \partial B, \\ M_{\text{mod}}(k) v^{(3)}(k) + i \mathcal{R}(0) \sigma_2)(M_{\text{mod}}(k))^{-1}, & k \in [-a, a] \setminus \Sigma_B, \\ M_{\text{mod}}(k) (v^{(3)}(k) - I)(M_{\text{mod}}(k))^{-1}, & k \in \tilde{\Sigma} \setminus (\Sigma_B \cup \partial B \cup [-a, a]). \end{cases}
\]
By construction the function $W(k)$ depends smoothly on $\xi$ when $\xi \in \mathcal{I} = [-\frac{2}{3} + \epsilon, -\epsilon]$, for arbitrary small fixed positive $\epsilon$. Since $a(\xi) > \sqrt{2\epsilon}$ we assume that the minimal radius $\rho$ of the sets $\mathcal{B}_{\mp}$ admits the estimate $\rho \geq \frac{1}{4}\sqrt{2\epsilon}$.

First we study $W(k)$ on $\Sigma_\delta$. The matrices $M_{\text{par}}^{-1}(k)$ and $(M_{\text{par}}^{-1}(k))^\pm$ are smooth bounded functions with respect to $k \in \Sigma_\delta$, $t \in [1, \infty)$, and $\xi \in \mathcal{I}$. The matrix $v^{(3)}(k) - v_{\text{par}}(k)$ has one nonvanishing entry on each pair of contour $\Sigma_\delta$, which we denote by $u_\mp(k)$:

$$u_\pm(k) = \begin{cases} (\mathcal{R}(0) - d(k)^2 \mathcal{R}(-k))e^{-2tg(k)}, & k \in \Sigma_\pm^2, \\ (d(k)^{-2} \mathcal{R}(k) - \mathcal{R}(0))e^{2tg(k)}, & k \in \Sigma_\pm^1, \\ \left( \frac{d_{+}(k)}{d_{-}(k)} - 1 \right)e^{-2g_{+}(k)}, & k \in \Sigma_\pm^1. \end{cases}$$

Since $g(k) = \text{Re}g(k)$ on $\Sigma_\pm$, then by (6.1), (6.3) and (6.4)

$$u_\pm(k) = \left( C_j^\mp \tilde{I}(\pm a) \sqrt{|k \mp a|} \right) e^{-2(2a)\frac{3}{2} t \left| |k \mp a| \right|^{3/2}} + O(k \mp a)e^{-2tg(k)}, \quad k \in \Sigma_j^\pm,$$

where $(C_j^\pm)^6 = 1$. First of all, we observe that

$$u_\pm(k) = O(t^{-1/3}), \quad k \in \Sigma_\pm,$$

where the error $O(t^{-1/3})$ is uniformly bounded with respect to $\rho = \rho(\xi)$ and $a = a(\xi)$ for $\xi \in \mathcal{I}$. Moreover, in this section, the notation $O(t^{-\ell})$ will always denote a function of $a, \rho$ and $t$ with the above mentioned properties. It is defined for $t \in [T_0, \infty)$, where $T_0 = T_0(\epsilon)$ is some large positive time.

Now let $(\pm a + (C_j^\pm)^2 \delta_j^\pm)$ be the end points of the contours $\Sigma_j^\pm$. Recall that $\delta_j^\pm \geq \rho \geq \frac{\sqrt{2\epsilon}}{4}$. Then

$$\int_{\Sigma_j^\pm} u_\pm(k)dk = C_j^\pm \tilde{I}(\pm a) \int_0^{\delta_j^\pm} y^{1/2} e^{-8tav\sqrt{2\epsilon}y^{3/2}} dy + O(t^{-4/3}) = \frac{F_\pm(a,j)}{t} + O(t^{-4/3}),$$

where $F_\pm(a,j) = C_j^\pm \tilde{I}(\pm a) (12a\sqrt{2\epsilon}a)^{-1}$, and

$$\|u_\pm(k)\|_{L^1(\Sigma_\pm)} = O(t^{-1}).$$

Moreover, using the same arguments taking into account that the matrix entries $[M_{\text{par}}]_{rs}(k)[(M_{\text{par}}^{-1})_{pq}(k)]$, $r,s,p,q \in \{1,2\}$, are bounded for $k \in \Sigma_\delta$, uniformly with respect to $\xi \in \mathcal{I}$, and using (6.3), (7.5) and Corollary 6.2 we get for $\ell = 0, 1$:

$$\sum_{\pm} \int_{\Sigma_\pm} k^\ell u_\pm(k)[M_{\text{par}}^{-1}]_{rs}(k)[(M_{\text{par}}^{-1})_{pq}(k)dk = \frac{h_{p,q,r,s}(a)}{t} + O(t^{-4/3}).$$

Here the functions $h_{p,q,r,s}(a)$ are bounded with respect to $\xi \in \mathcal{I}$ and the estimate (7.9) implies that

$$\int_{\Sigma_\delta} k^\ell W(k)dk = \frac{F_2,\ell(a)}{t} + O(t^{-4/3}), \quad \ell = 0, 1,$$

where the matrices $F_{2,\ell}(a)$ are bounded for $\xi \in \mathcal{I}$. We also have

$$\|k^\ell W(k)\|_{L^1(\Sigma_\delta)} = O(t^{-1}), \quad \|k^\ell W(k)\|_{L^\infty(\Sigma_\delta)} = O(t^{-1/3}).$$

Moreover, from (7.4) and (6.20) it follows that

$$\int_{\partial \mathcal{B}} k^\ell W(k)dk = \frac{F_{3,\ell}(a)}{t \rho^{1/2}} + O(t^{-4/3}),$$
where the matrices $F_{3,\ell}(a)$ have the same properties as $F_{3,\ell}(a)$. Next, the matrix $M^\text{mod}(k)$ and its inverse are bounded with an estimate $O(\rho^{-1/4})$ on the remaining part of the contour $\tilde{\Sigma}$. Using (7.15), (7.16), and (7.14) we conclude that for $\ell = 0, 1$:

$$
\int_{\Sigma \setminus (\Sigma_\ell \cup \partial B)} k^j W(k) dk = \hat{F}_\ell(a, \rho, t), \quad \|\hat{F}_\ell(a, \rho, t)\| \leq C(\ell)\rho^{-1/4}e^{-\frac{\rho}{4}},
$$

where the matrix norms of $F_\ell(a, \rho)$ are uniformly bounded with respect to $a$ and $\rho$ for $t \in [T_0, \infty)$ and $\xi \in \mathcal{I}$. From (7.15), (7.16), (7.14), and (7.14) it follows also

$$
\|k^j W(k)\|_{L^1(\Sigma \setminus (\Sigma_\ell \cup \partial B))} \leq O(e^{-\epsilon t}), \quad \|k^j W(k)\|_{L^\infty(\Sigma \setminus (\Sigma_\ell \cup \partial B))} \leq O(e^{-\epsilon t}).
$$

As a consequence of these considerations (and using interpolation) we get:

**Lemma 7.1.** The following estimates hold uniformly with respect to $\xi \in \mathcal{I}$:

$$
\|W\|_{L^p(\tilde{\Sigma})} = O\left(t^{-\frac{d}{2p}}\right), \quad 1 \leq p \leq \infty.
$$

Moreover,

$$
\frac{1}{\pi i} (1 - 1) \int_{\Sigma} k^j W(k) dk = (1 - (-1)^j) \frac{f_\ell(a, \rho)}{t} + O\left(t^{-4/3}\right), \quad j = 0, 1,
$$

where the functions $f_\ell(a, \rho)$ are bounded with respect to $a$ and $\rho$ for $\xi \in \mathcal{I}$.

Now we are ready to apply the technique of singular integral equations. Since this is well known (see, for example, [7], [12], [22]) we will be brief and only list the necessary notions and estimates.

Let $\mathcal{C}$ denote the Cauchy operator associated with $\tilde{\Sigma}$:

$$(\mathcal{C}h)(k) = \frac{1}{2\pi i} \int_{\tilde{\Sigma}} h(s) \frac{ds}{s - k}, \quad k \in \mathbb{C} \setminus \tilde{\Sigma},$$

where $h = (h_1 \quad h_2) \in L^2(\tilde{\Sigma}) \cup L^\infty(\tilde{\Sigma})$. Let $\mathcal{C}_+ f$ and $\mathcal{C}_- f$ be its non-tangential limiting values from the left and right sides of $\tilde{\Sigma}$, respectively. These operators will be bounded with bound depending on the contour, that is on $a$. However, since we can choose our contour scaling invariant at least locally, scaling invariance of the Cauchy kernel implies that we can get a bound which is uniform on compact sets.

As usual, we introduce the operator $\mathcal{C}_W : L^2(\tilde{\Sigma}) \cup L^\infty(\tilde{\Sigma}) \rightarrow L^2(\tilde{\Sigma})$ by $\mathcal{C}_W f = \mathcal{C}_-(f W)$, where $W$ is our error matrix (7.14). Then,

$$
\|\mathcal{C}_W\|_{L^2(\tilde{\Sigma}) \rightarrow L^2(\tilde{\Sigma})} \leq C\|W\|_{L^\infty(\tilde{\Sigma})} \leq O(t^{-1/3})
$$

as well as

$$
\|(I - \mathcal{C}_W)^{-1}\|_{L^2(\tilde{\Sigma}) \rightarrow L^2(\tilde{\Sigma})} \leq \frac{1}{1 - O(t^{-1/3})}
$$

for sufficiently large $t$. Consequently, for $t \gg 1$, we may define a vector function

$$
\mu(k) = (1 \quad 1) + (I - \mathcal{C}_W)^{-1} \mathcal{C}_W ( (1 \quad 1))(k).
$$

Then by (7.14) and (7.16)

$$
\|\mu(k) - (1 \quad 1)\|_{L^2(\tilde{\Sigma})} \leq \|(I - \mathcal{C}_W)^{-1}\|_{L^2(\tilde{\Sigma}) \rightarrow L^2(\tilde{\Sigma})} \|\mathcal{C}_-\|_{L^2(\tilde{\Sigma}) \rightarrow L^2(\tilde{\Sigma})} \|W\|_{L^2(\tilde{\Sigma})} = O(t^{-2/3}).
$$
With the help of \( \mu \) the solution of the RH problem \((7.2)−(7.3)\) can be represented as

\[
\hat{m}(k) = \begin{pmatrix} 1 & 1 \\ \end{pmatrix} + \frac{1}{2\pi i} \int_{\Sigma} \frac{\mu(s)W(s)ds}{s-k}
\]

and by virtue of \((7.17)\) and Lemma 7.1 we obtain as \( k \to +\infty \):

\[
(7.18) \quad \hat{m}(k) = \begin{pmatrix} 1 & 1 \\ \end{pmatrix} - \frac{1}{2\pi i} \int_{\Sigma} \frac{(1 \ 1)W(s)ds + H(k)}{k-s}
\]

where

\[
(7.19) \quad |H(k)| \leq \frac{1}{\text{Im}k} \|W\|_{L^2(\Sigma)} \|\mu(k) - (1 \ 1)\|_{L^2(\Sigma)} \leq \frac{O(t^{-4/3})}{\text{Im}k},
\]

where \( O(t^{-4/3}) \) is uniformly bounded with respect to \( a \) and \( \rho \) as \( \xi \in \mathcal{I} \). In the regime \( \text{Re}k = 0, \text{Im}k \to +\infty \) we have

\[
\frac{1}{2\pi i} \int_{\Sigma} \frac{(1 \ 1)W(s)ds}{k-s} = \frac{f_0(a,\rho)}{2kt}(1 \ -1) + \frac{f_1(a,\rho)}{2k^2t}(1 \ 1)
\]

\[
+ O(t^{-1})O(k^{-3}) + O(t^{-4/3})O(k^{-1}),
\]

where \( O(k^{-s}) \) are vector-functions depending on \( k \) only and \( O(t^{-s}) \) are as above. From now we can choose \( \rho = \sqrt{\frac{k}{2}} \) and denote \( f_1(a,\rho) := f_1(\xi) \). These functions are bounded as \( \xi \in \mathcal{I} \), and in fact they are differentiable with respect to \( \xi \), but we will not use their smoothness. By \((7.1)\) and \((5.4)\) for large \( k \to +\infty \) we have

\[
m(k) = \hat{m}(k)M_{\text{mod}}(k) \left( d(k)\Lambda(k)e^{(\Phi(k)-g(k))} \right)^{\sigma_3},
\]

and from \((5.5), (5.6), (7.18), (7.15)\), \((5.2), (2.12)\) and \((2.13)\) it follows:

\[
\int_{\mathbb{R}} q(y,t)dy = 12t\xi^2 - h(\xi) + \frac{f_0(\xi)}{t} + O(t^{-4/3}),
\]

\[
q(x,t) = -2\xi \frac{f_1(\xi) \mp 2af_0(\xi)}{t} + O(t^{-4/3}).
\]

In particular, this shows that the first asymptotic formula can be differentiated with respect to \( x \) giving

\[
q(x,t) = -2\xi + \frac{1}{12t}h'(\xi) + O(t^{-4/3}).
\]

This establishes \((5.7)\) and completes the proof of Theorem 1.1 A.

8. Asymptotics in the domain \( x < -6e^2t \)

Here we solve the RH problem, considered in Theorem 2.5 and prove claim B of Theorem 1.1. Let \( k_1^+ = \pm \sqrt{-\frac{\xi^2}{4} - \xi} \) be the stationary phase points of the phase function \( \Phi_1(k_1) \). The signature table for \( \text{Re} \Phi_1 \) in the present domain \( \xi < -\frac{\xi^2}{4} \) is shown in Figure 7. It shows that in the domain under consideration, the jump matrix \( \nu(k_1) \) is exponentially close to the identity matrix as \( t \to \infty \) except for \( k_1 \in \mathbb{R} \). Now, following the usual procedure \([7], [12]\) we let \( d^{(1)}(k_1) \) be an analytic function in the domain \( \mathbb{C} \setminus (\mathbb{R} \setminus [k_1^-, k_1^+]) \) satisfying

\[
d_+^{(1)}(k_1) = d_+^{(1)}(k_1)(1 - |R_1(k_1)|^2) \quad \text{for} \quad k_1 \in \mathbb{R} \setminus [k_1^-, k_1^+] \quad \text{and} \quad d^{(1)}(k_1) \to 1, k_1 \to \infty.
\]
By the Sokhotski–Plemelj formulas this function is explicitly given by

\[ d^{(1)}(k_1) = \exp \left( \frac{1}{2\pi i} \int_{(k_1^-, \infty)} \log(1 - |R_1(s)|^2) \frac{ds}{s - k_1} \right). \]

Note that this integral is well defined since \( R_1(k_1) = O(k_1^{-1}) \) and \( |R_1(k_1)| < 1 \) for \( k_1 \neq 0 \) (cf. [9]). As the domain of integration is even and the function \( \log(1 - |R_1|^2) \) is also even, we obtain \( d^{(1)}(-k_1) = d^{(1)}(k_1)^{-1} \) and the matrix

\[
D(k_1) = \begin{pmatrix}
   d^{(1)}(k_1)^{-1} & 0 \\
   0 & d^{(1)}(k_1)
\end{pmatrix}
\]

satisfies the symmetry conditions of Lemma 2.7. Now set \( m^{(2)}(k_1) = m^{(1)}(k_1)D(k_1) \), then the new RH1 problem will read \( m_+^{(2)}(k_1) = m^{(2)}(k_1)v^{(2)}(k_1) \), where \( m^{(2)}(k_1) \to (1 \ 1) \) as \( k_1 \to \infty \), \( m^{(2)}(-k_1) = m^{(2)}(k_1)^{-1} \), and

\[
v^{(2)}(k) = \begin{cases}
   A_L(k_1)A_U(k_1), & k_1 \in \mathbb{R} \setminus [k_1^-, k_1^+] \\
   B_L(k_1)B_U(k_1), & k_1 \in [k_1^-, k_1^+], \\
   D^{-1}(k_1)v^{(1)}(k_1)D(k_1), & k_1 \in [i\mathbb{R} \cup \{ \tau \} \cup \{ \tau \}
\end{cases}
\]

where \( v^{(1)}(k_1) \) is defined by (2.20).

\[
A_L(k_1) := \begin{pmatrix}
   1 & 0 \\
   -\frac{R_1(k_1)e^{\Phi_1(k_1)}}{(1 - |R_1(k_1)|^2)^{1/2}} & \frac{1}{1 - |R_1(k_1)|^2}
\end{pmatrix}, \quad k_1 \in \Omega_L^+ \cup \Omega_L^-
\]

\[
A_U(k_1) := \begin{pmatrix}
   1 & 0 \\
   -\frac{d^{(1)}(k_1)^2R_1(-k_1)e^{-\Phi_1(k_1)}}{(1 - |R_1(k_1)|^2)^{1/2}} & \frac{1}{1 - |R_1(k_1)|^2}
\end{pmatrix}, \quad k_1 \in \Omega_U^+ \cup \Omega_U^-
\]

\[
B_L(k_1) := \begin{pmatrix}
   1 & 0 \\
   -\frac{d^{(1)}(k_1)^2R_1(-k_1)e^{-\Phi_1(k_1)}}{1} & \frac{1}{1 - |R_1(k_1)|^2}
\end{pmatrix}, \quad k_1 \in \Omega_C^L
\]

\[
B_U(k_1) := \begin{pmatrix}
   1 & 0 \\
   -\frac{d^{(1)}(k_1)^2R_1(k_1)e^{\Phi_1(k_1)}}{1} & \frac{1}{1 - |R_1(k_1)|^2}
\end{pmatrix}, \quad k_1 \in \Omega_C^U
\]

Here the domains \( \Omega_L^+, \Omega_L^-, \Omega_U^+, \Omega_U^-, \Omega_C^L, \) and \( \Omega_C^U \) together with their boundaries \( \Gamma_L^+, \Gamma_L^-, \Gamma_U^+, \Gamma_U^-, \Gamma_C^L, \) and \( \Gamma_C^U \) are shown in Figure [8]. Evidently, the matrix \( B_U \) (resp. \( B_L \)) has a jump along the contour \([i\mathbb{R}, 0]\) (resp. \([0, -i\mathbb{R}]\)). All contours are oriented from left to right. They are chosen to respect the symmetry \( k_1 \mapsto -k_1 \) and are inside a set, where \( R_1(k_1) \) has an analytic continuation. We also used the analytic continuation \( R_1(k_1) = R_1(-k_1) \) to these domains.
Lemma 8.1. The following formula is valid

\[(B_U)^{-1} v^{(2)}(B_U)^{-1} = I, \quad k_1 \in [ic, 0]; \quad (B_L)^{-1} v^{(2)}(B_L)^{-1} = I, \quad k_1 \in [0, -ic].\]

Proof. By virtue of the Plücker identity (cf. [8]).

Now redefine \(m^{(2)}(k_1)\) according to

\[m^{(3)}(k_1) = m^{(2)}(k_1) \begin{cases} A_L(k_1), & k_1 \in \Omega^L \cup \Omega^U, \\ B_U(k_1), & k_1 \in \Omega^L, \\ B_U(k_1)^{-1}, & k_1 \in \Omega^U, \\ \mathbb{I}, & \text{else.} \end{cases}\]

Then the vector function \(m^{(3)}(k_1)\) has no jump along \(k_1 \in \mathbb{R}\) and, by Lemma 8.1 also not along \(k_1 \in [ic, -ic]\). All remaining jumps on the contours \(C^L_i, C^U_i, C^L_c, C^U_c\) and \(\bigcup_{j=1}^2 (T^L_j \cup T^U_j)\) are close to the identity matrix up to exponentially small errors except for small vicinities of the stationary phase points \(k_1^-\) and \(k_1^+\).

Thus, the model problem has the trivial solution \(m^{\text{mod}}(k_1) = (1 \quad 1)\). For large imaginary \(k_1\) with \(|k_1| > \kappa_{1,1} + 1\) we have \(m^{(2)}(k_1) = m^{(3)}(k_1) \sim m^{\text{mod}}(k_1)\) and consequently

\[m^{(1)}(k_1) = m^{(2)}(k_1) D^{-1}(k_1) = (d^{(1)}(k_1) \quad d^{(1)}(k_1)^{-1})\]

for sufficiently large \(k_1\). By (8.1)

\[d^{(1)}(k_1) = 1 + \frac{1}{2ik_1} \left( -\frac{1}{\pi} \int_{(-\infty,k_1^-) \cup (k_1^+,\infty)} \log(1 - |R_1(s)|^2)ds \right) + O\left( \frac{1}{k_1^2} \right)\]

and comparing this formula with formula (2.15) we conclude the expected leading asymptotics in the region \(x < -c^2t\) given by

\[q(x, t) = c^2(1 + O(t^{-1/2})).\]

Moreover, the contribution from the small crosses at \(k_1^+\) can be computed using the usual techniques [7, 12].
Theorem 8.2. In the domain $x < (-6c^2 - \varepsilon)t$ the following asymptotics are valid:

$$q(x, t) = c^2 + \sqrt{\frac{4\nu(k_1^+)k_1^+}{3t}} \sin(16t(k_1^+)^3 - \nu(k_1^+) \log(192t(k_1^+)^3 + \delta(k_1^+)) + o(t^{-\alpha})}$$

for any $1/2 < \alpha < 1$. Here $k_1^+ = \sqrt{-\frac{c^2}{2} - \xi}$ and

$$\nu(k_1^+) = -\frac{1}{2\pi} \log \left( 1 - |R_1(k_1^+)|^2 \right),$$

$$\delta(k_1^+) = \frac{\pi}{4} - \arg(R_1(k_1^+)) + \arg(\Gamma(\nu(k_1^+)))$$

$$- \frac{1}{\pi} \int_{(-\infty, -k_1^+) \cup (k_1^+, \infty)} \log \left( \frac{1 - |R_1(s)|^2}{1 - |R_1(k_1^+)|^2} \right) \frac{1}{s - k_1^+} ds.$$

The claim $B$ of Theorem 1.1 follows from this theorem by the change of variables $k_1 \mapsto k$ and by use of (2.7).
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