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We present normal approximation results at the process level for local functionals defined on dynamic Poisson processes in $\mathbb{R}^d$. The dynamics we study here are those of a Markov birth-death process. We prove functional limit theorems in the so-called thermodynamic regime. Our results are applicable to several functionals of interest in the stochastic geometry literature, including subgraph and component counts in the random geometric graphs.

1. Introduction. Spatial birth-death processes are continuous time Markov chains with state spaces of counting measures in a metric space, typically $\mathbb{R}^d$. They have found extensive use in the stochastic simulation of applications where particles sporadically appear and disappear at random times [13]. The first rigorous mathematical definition and treatment of these processes appeared in [23].

Random geometric graphs, on the other hand, are static models generated by points randomly scattered in Euclidian space, for which pairs of points in close proximity are assumed to create edges. The statistical properties of local, non-negative functionals defined on random geometric graphs, such as numbers of edges or subgraphs isomorphic to a given graph, along with the techniques to derive them, are generally well understood [17, 21].

In this paper, we establish functional central limit theorems for a broad class of local, non-negative functionals defined on subsets of points in spatial birth-death processes. The functionals are parametrized by the size of their local support, and our focus in this paper is on the regime where the expected number of particles in shrinking supports converges to a constant as the overall density of particles goes to infinity. This is generally called the thermodynamic regime in the random geometric graph literature. We prove that subject to mild assumptions, normalized sums of these spatial functionals (summed over all subsets of the underlying particles alive at a given time) converge weakly to weighted superpositions of independent Ornstein-Uhlenbeck processes. In particular, this superposition is infinite when the functionals satisfy a certain neighbourhood vacancy condition, an example of which is the isolated subgraph (component) count. Further examples of practical interest will be given as special cases at the end of Section 2.

As for our methods, we rely heavily on the modern theory of normal approximation for stabilizing functionals. Historically, central limit theorems in stochastic geometry have been based either on normal approximation theory for martingale differences [17] or on the classical Stein method [22]. Recent developments for Poisson space functionals, fusing the Malliavin calculus and the Stein method [11] led to normal approximation theorems easily applicable to point processes in more general spaces, while also providing improved convergence rates [10]. We extend the applications of this new theory by modelling the temporally evolving spatial birth-death process as a static marked point process. We employ the marked point
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process representation also to calculate the limiting covariance and bounds on the higher moments needed to establish the limit theorems at the process level.

Our results echo other findings in related areas. Central limit theorems for functionals over dynamic complexes were considered in [25], where the authors showed that the normalized number of \( k \)-cliques in a dynamic Erdős-Rényi graph with \( n \) vertices converges weakly to an Ornstein-Uhlenbeck process. Consequently, similar CLTs apply to the topological invariants (e.g. Betti numbers) of the corresponding random flag complex. In [16] these results were extended from the random flag complex to the generic, multi-parameter, random simplicial complex model introduced in [4]. In the geometric setting, [14] considers the extreme value distribution of subgraph counts in random geometric graphs as a process of varying proximity threshold. The normalized subgraph count in [14] was proved to converge weakly to a superposition of a new class of Gaussian processes in an extreme-value regime that is equivalent to thermodynamic regime we study here. These results were later extended to Betti numbers in [15], complementing the earlier central limit theorem in [27] for the static case. Interestingly, infinite superpositions of Gaussian processes show up in the limit theorems in [15] as well.

Finally, we note that functional CLTs for spatial birth-death processes were obtained in related scenarios, although for considerably different settings. In [24], similar birth-death processes are studied, with more general rate functions, albeit for functionals that can only be applied to single points. In [19], generic local functionals of point processes are studied, using the martingale central limit theorem [18]. However, the birth-death dynamics there are different than here in two important ways. Firstly, the dynamics there require the local jump rates to be uniformly bounded, which fails for dynamic Poisson processes with independent death rates, as the local number of points is unbounded. Secondly, the model assumptions in [18] make it applicable only to scenarios with spatially uniform point density. More recently, functionals of random tessellations of the pure-birth processes (the “dead leaves” model) were shown to converge to Ornstein-Uhlenbeck process in [20].

In Section 2 we turn to the precise formulations of our results, and more carefully describe the applications. Section 3 provides preliminaries to be used in the proofs. Finally, Sections 4 and 5 will provide the proofs for Theorems 2.8 and 2.9, respectively.

2. Main Results. The point process model that we study in this paper is as follows. Let \( \eta_n(\cdot) \) be a continuous-time Markov process on the state space \( \text{Fin}(\mathbb{R}^d) \) consisting of all finite subsets of \( \mathbb{R}^d \). The infinitesimal generator of \( \eta_n \), denoted by \( L \), is defined via

\[
L h(\eta) := n \int_{\mathbb{R}^d} D_x h(\eta) \mathbb{Q}(dx) - \sum_{y \in \eta} D_y h(\eta \setminus \{y\}), \quad \eta \in \text{Fin}(\mathbb{R}^d),
\]

where \( h : \text{Fin}(\mathbb{R}^d) \rightarrow \mathbb{R} \) is a bounded, real valued, function, \( D_x \) is the add-one cost operator

\[
D_x h(\eta) := h(\eta \cup \{x\}) - h(\eta),
\]

and \( \mathbb{Q} \) is a probability measure on \( \mathbb{R}^d \), with density \( q \). We will assume that \( q \) is bounded and continuous almost everywhere, and

\[
\|q\|_\infty := \sup_{x \in \mathbb{R}^d} q(x) < \infty.
\]

In words, the probability for a single point to be added to the process (or a “birth”) during the time interval \([t, t + \Delta t]\) and inside a Borel set \( A \subset \mathbb{R}^d \) is \( n \mathbb{Q}(A) \Delta t + o(\Delta t) \). The probability that an existing point is removed from the process (a “death”) during such an interval is \( \Delta t + o(\Delta t) \). All other possible changes occur with probability \( o(\Delta t) \). In addition, changes that occur in disjoint time intervals are independent.
These processes are known as spatial birth-death processes with constant birth and death rates. We refer the reader to [5] for a comprehensive theory of spatial point processes. An important fact which will be essential in this paper is that the stationary distribution for the Markov process defined by (2.1) is that of a Poisson point process in $\mathbb{R}^d$, with intensity measure $n \tilde{Q}$ (see [23, 26]). Throughout, we will assume that $\eta_n(0)$ has this stationary distribution, from which it follows that $\eta_n$ is stationary on $[0, \infty)$.

Next, we define the family of functionals of interest to us. Let $\xi_{k,r} : \mathrm{Fin}(\mathbb{R}^d) \to \mathbb{R}^+ := [0, \infty)$ be a non-negative subset functional parametrized by $r > 0$, such that $\xi_{k,r}(S) = 0$ if $|S| \neq k$, where $|S|$ denotes the number of points in $S$.

We assume that $\xi_{k,r}$ satisfies the following assumptions.

**Assumption 2.1 (Translation and scale invariance).** For any $S \in \mathrm{Fin}(\mathbb{R}^d)$, $\alpha > 0$, $x \in \mathbb{R}^d$, and $r > 0$

$$\xi_{k,r}(\alpha S + x) = \xi_{k,r/\alpha}(S),$$

where set addition and scalar multiplication are defined in the natural way.

**Assumption 2.2 (Localization).** There exists a constant $r_{\text{max}} > 0$ such that $\xi_{k,1}(S) = 0$ if the diameter of the set satisfies $\text{diam}(S) > r_{\text{max}}$.

**Assumption 2.3 (Boundedness).** The function $\xi_{k,1}$ satisfies

$$\|\xi_{k,1}\|_{\infty} := \sup_{S \in \mathrm{Fin}(\mathbb{R}^d)} |\xi_{k,1}(S)| < \infty.$$ 

Lastly, to avoid trivialities, we make the following feasibility assumption on $\xi_{k,1}$.

**Assumption 2.4 (Feasibility).** There exists a nonempty open set $N \subset (\mathbb{R}^d)^{k-1}$, such that the function $\xi_{k,1}$ satisfies for all $y \in N$,

$$\xi_{k,1}(0, y) > 0.$$ 

Recall that $\xi_{k,r}$ was originally defined as a function whose domain is $\mathrm{Fin}(\mathbb{R}^d)$. However, in Assumption 2.4 it is treated as a function on $(\mathbb{R}^d)^k$, invariant under permutations among $d$-dimensional partitions. We shall use this minor notational ambiguity throughout the paper. The meaning will always be clear from the context, and it will save us redundant notation.

Given a functional $\xi_{k,r}$ satisfying Assumptions 2.1-2.4, we will be interested in two types of processes, both constructed via the Markov process $\eta_n$ defined above. The first one is defined as

$$f_n(t) := \sum_{S \subset \eta_n(t)} \xi_{k,r}(S),$$

which is merely the sum of the functional over all subsets. Before we define the latter, we assume that $N_r(S)$ are Lebesgue measurable sets satisfying the following.

**Assumption 2.5 (Affine invariance).** For any $S \in \mathrm{Fin}(\mathbb{R}^d)$, $\alpha, r > 0$, and $x \in \mathbb{R}^d$,

$$N_{\alpha r}(\alpha S + x) = \alpha N_r(S) + x.$$ 

**Assumption 2.6 (Localization).** There exists $\beta_k > 0$ such that for all $S \in \mathrm{Fin}(\mathbb{R}^d)$, with $|S| = k$,

$$\text{diam} \left( N_r(S) \right) \leq \beta_k \max \left( r, \text{diam}(S) \right).$$
Assumption 2.7 (Joint feasibility). There exists a nonempty open set \( \tilde{N} \subset (\mathbb{R}^d)^k \), such that the functions \( \xi_{k,1} \) and \( N_1 \) satisfy for all \( y \in \tilde{N} \),
\[
(2.3) \quad \xi_{k,1}(0, y) \text{ vol } [N_1(0, y)] > 0,
\]
where vol denotes Lebesgue measure.

With these assumptions, we define the second process of interest to us as
\[
F_n(t) := \sum_{S \subseteq \eta_n(t)} \xi_{k,r}(S) \mathbb{1} \left\{ (\eta_n(t) \setminus S) \cap N_r(S) = \emptyset \right\},
\]
which is an exclusive sum where we require the neighborhood \( N_r(S) \) to be empty.

The limit theorems we prove in this paper will in fact be applied to the normalized versions of the processes \( f_n(t) \) and \( F_n(t) \), given as
\[
\bar{f}_n(t) := \frac{f_n(t) - \mathbb{E}[f_n(t)]}{\sqrt{\text{var}[f_n(t)]}}, \quad \text{and} \quad \bar{F}_n(t) := \frac{F_n(t) - \mathbb{E}[F_n(t)]}{\sqrt{\text{var}[F_n(t)]}},
\]
where we implicitly assume the Poisson-Markov model for \( \eta_n \) described at the beginning of this section.

In order to state our results succinctly, we use \( \{U_n(t) : t \geq 0\} \), for some \( \kappa > 0 \), to denote the stationary, Gaussian, zero mean, Ornstein-Uhlenbeck (OU) process with covariance function
\[
\text{cov}[U_n(t_1), U_n(t_2)] = e^{-\kappa|t_1 - t_2|}.
\]

For a given sequence \( c = (c_1, c_2, \ldots) \) we define the following process
\[
U_c(t) := \sum_{j=1}^{\infty} c_j U_j(t),
\]
a weighted superposition of independent OU processes. By \( \|c\| \) we refer to the \( l^2 \) norm.

Theorem 2.8. Suppose that \( \lim_{n \to \infty} nr^d = \gamma \in (0, \infty) \) and that Assumptions 2.1–2.4 on \( \xi_{k,r} \) hold. Then there exists \( c \) (depending on \( Q, k, \xi_{k,1} \) and \( \gamma \)), satisfying \( c_j > 0 \) for all \( 1 \leq j \leq k \), \( c_j = 0 \) for all \( j > k \), and \( \|c\| = 1 \), such that the processes \( \{\bar{f}_n(t) : t \geq 0\} \) converge weakly to \( \{U_c(t) : t \geq 0\} \).

Theorem 2.9. Suppose that \( \lim_{n \to \infty} nr^d = \gamma \in (0, \infty) \) and that Assumptions 2.1–2.7 on \( \xi_{k,r} \) and \( N_r \) hold. Then there exists \( \bar{c} \) (depending on \( Q, k, \xi_{k,1}, N_1 \) and \( \gamma \)), satisfying \( \bar{c}_j > 0 \) for all \( j \), and \( \|\bar{c}\| = 1 \), such that the processes \( \{\bar{F}_n(t) : t \geq 0\} \), converge weakly to \( \{U_c(t) : t \geq 0\} \). Furthermore, the limiting process has almost surely continuous paths.

In both theorems, weak convergence is considered in the space of càdlàg functions on \([0, \infty)\) equipped with the usual Skorokhod metric. Note that the claim in Theorem 2.9 about continuity of the limit process is true in the setting of Theorem 2.8 as well. However, since the limit is a finite superposition of OU processes, continuity here is straightforward. This is not the case for the infinite sum.

We conclude this section with two examples for which the above two theorems hold. The first comes from the area of random geometric graphs, and the second is related to random distance functions – a powerful tool in the study of the topology of random simplicial complexes.
Note that, in a similar fashion, by choosing \( \Gamma \) number of copies of any feasible graph \( F \) and we have that \( \Gamma \) components isomorphic to \( \Gamma \). In [9] it was shown that critical points for the function \( d \) the dynamic distance function \( r \). Note that, in a similar fashion, by choosing \( \xi \) appropriately we can set \( f_n(t) \) to count the number of copies of any feasible graph \( \Gamma \) on \( k \) vertices, and \( F_n(t) \) to count the number of components isomorphic to \( \Gamma \).

**Example 2.10 (Geometric graphs).** Let \( G(\eta, r) \) be a geometric graph built over a finite \( \eta \subset \mathbb{R}^d \) with distance parameter \( r \), i.e. an edge is placed between any two points in \( \eta \) no further than \( r \) apart. Define

\[
\xi_{k, r}(S) = 1 \{ G(S, r) \text{ is a } k\text{-clique} \}.
\]

Then \( \xi_{k, r} \) satisfies Assumptions 2.1-2.3, and \( f_n(t) \) counts the number of \( k \)-cliques formed by \( G(\eta_n(t), r) \). In addition, if we take

\[
N_r(S) := \bigcup_{x \in S} B(x, r),
\]

where \( B(x, r) \) is the ball of radius \( r \) around \( x \), then \( N_r(S) \) satisfies Assumptions 2.5 and 2.6, and we have that \( F_n(t) \) counts the number of \( k \)-clique components in the graph \( G(\eta_n(t), r) \). Note that, in a similar fashion, by choosing \( \xi_{k, r} \) appropriately we can set \( f_n(t) \) to count the number of copies of any feasible graph \( \Gamma \) on \( k \) vertices, and \( F_n(t) \) to count the number of components isomorphic to \( \Gamma \).

**Example 2.11 (Distance functions).** Given a finite \( A \subset \mathbb{R}^d \) define the distance function

\[
d_A(x) = \min_{y \in A} \| x - y \|.
\]

In [9] it was shown that critical points for the function \( d_A \), of Morse index \( k \), are generated by subsets \( S \subset A \) for which \( |S| = k + 1 \) and satisfying the following two conditions, in which \( B(S) \) is the smallest open ball containing \( S \) on its boundary:

- (a) The center of \( B(S) \) lies inside the \( k \)-dimensional simplex spanned by \( S \),
- (b) \( B(S) \cap A = \emptyset \).

Define \( \xi_{k+1, r} \) to be the indicator that (a) holds (for some range of distances determined by \( r \)), and take \( N_r(S) = B(S) \). Then \( F_n(t) \) counts the number of critical points of index \( k \), for the dynamic distance function \( d_{\eta_n(t)}(x) \). The analysis of such critical points is of its own interest, but more importantly it plays a key role in the study of the topology of random Čech complexes [2, 3].

3. Preliminaries. Before proving the main theorems, we present a few definitions and recall existing theorems that will be used later.

3.1. A Functional CLT. The proofs of Theorems 2.8 and 2.9 will rely on the following functional version of the CLT. Let \( D_\mathbb{R}[0, \infty) \) denote the space of càdlàg functions on \([0, \infty)\) equipped with the Skorokhod metric, denoted by \( \rho \). We say that a family of \((D_\mathbb{R}[0, \infty), \rho)\)-valued stochastic processes, \( \{X_n(\cdot)\}_{n=1}^\infty \), is tight, if, for every \( \varepsilon > 0 \), there exists a compact set \( \Gamma_\varepsilon \subset D_\mathbb{R}[0, \infty) \) for which

\[
\inf_{n \geq 1} \mathbb{P}[X_n \in \Gamma_\varepsilon] \geq 1 - \varepsilon.
\]

Theorem 2.2 in [25], adapted from [6], will play an essential role in our proofs. For ease of reading, we split it into two statements.

**Theorem 3.1 (Theorem 2.2 in [25]).** Let \( \{X_n(\cdot)\}_{n=1}^\infty \) be a tight sequence in \((D_\mathbb{R}[0, \infty), \rho)\). If the finite dimensional distributions of \( X_n \) converge in distribution to those of the process \( Z \), then the processes \( X_n \) converge in distribution to \( Z \).

**Theorem 3.2 (Theorem 2.2 in [25]).** The sequence \( \{X_n(\cdot)\}_{n=1}^\infty \) is tight in \((D_\mathbb{R}[0, \infty), \rho)\) if the following holds.
(C1) **There exists** $\Upsilon > 0$ **such that**
\[
\lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{E} \left[ |X_n(\delta) - X_n(0)|^\Upsilon \right] = 0.
\]

(C2) **For every** $T_0 > 0$, **there exist constants** $\Upsilon_1 > 0$, $\Upsilon_2 > 1$, and $C > 0$ **such that for all** $n$, $0 \leq t \leq T_0 + 1$, and $0 \leq h \leq t$,
\[
\mathbb{E} \left[ |X_n(t + h) - X_n(t)|^\Upsilon_1 |X_n(t) - X_n(t - h)|^\Upsilon_2 \right] \leq C h^{\Upsilon_2}.
\]

### 3.2. Useful lemmas.

We will need two lemmas (3.4 and 3.5) which generalize common counting techniques for Poisson processes, when the objects being counted have an intricate structure of intersections. The following notation is needed for their statements.

**Definition 3.3.** Let $\mathcal{J}_\ell$ denote a collection of natural numbers indexed by nonempty subsets of $[\ell] = \{1, \ldots, \ell\}$, i.e., $\mathcal{J}_\ell = (I_J)_{J \subset [\ell], J \neq \emptyset}$. Given a sequence of sets $S_1, \ldots, S_\ell \in \text{Fin}(\mathbb{R}^d)$, suppose that for all nonempty $J \subset [\ell]$ we have
\[
\left| \left( \bigcap_{j \in J} S_j \right) \cap \left( \bigcap_{j \notin J} (S_j)^c \right) \right| = I_J,
\]
where $(S_j)^c$ is the complement of $S_j$. In this case we say that $S_1, \ldots, S_\ell$ obey the intersection pattern $\mathcal{J}_\ell$, and denote this by $(S_1, \ldots, S_\ell) \in \mathcal{J}_\ell$.

In what follows, we will typically write $\mathcal{J}$ for $\mathcal{J}_\ell$, unless $\ell$ is explicitly required. Set
\[
|\mathcal{J}| := \sum J = |S_1 \cup \cdots \cup S_\ell|.
\]

Fixing $\mathcal{J}$, and given a sequence of points $x = (x_1, \ldots, x_{|\mathcal{J}|})$ in $\mathbb{R}^d$, let
\[
\Pi_\mathcal{J}(x) := (\mathcal{J}_1, \ldots, \mathcal{J}_\ell)
\]
be a splitting of the tuple $x$ into $(\mathcal{J}_1, \ldots, \mathcal{J}_\ell) \in \mathcal{J}$, in an arbitrary but fixed manner (e.g., according to lexicographic ordering). Finally, let $\#_\mathcal{J}$ denote the number of connected components in the intersection graph of $\mathcal{J}$, i.e., the graph with $\ell$ nodes, where each node pair $(i, j)$ is connected by an edge if and only if $|J_i \cap J_j| > 0$. With regard to the notation used throughout the paper, when there is no room for ambiguity, we allow a tuple to act as a set when under a set action, such as union or intersection.

The first lemma is a generalization of the well-known Mecke formula for Poisson point processes. The second lemma generalizes asymptotic results for subgraph counting in random geometric graphs. Special cases of both lemmas can be found in [17].

**Lemma 3.4.** Let $\mathcal{P}_n$ be a Poisson point process on $\mathbb{R}^d$ with intensity function $\eta q(x)$, where $q(x)$ is a bounded probability density function on $\mathbb{R}^d$. Let $h(\mathcal{S}, \mathcal{P}_n)$ be a bounded measurable real function with $\mathcal{S} := (S_1, \ldots, S_\ell)$. Then,
\[
\mathbb{E} \left[ \sum_{\mathcal{S}_1 \in \mathcal{P}_n} \cdots \sum_{\mathcal{S}_\ell \in \mathcal{P}_n} h(\mathcal{S}, \mathcal{P}_n) \mathbb{I}\{\mathcal{S} \in \mathcal{J}\} \right] = n^{|\mathcal{J}|} \mathbb{E} \left[ h(\Pi_{\mathcal{J}}(X), X \cup \mathcal{P}_n) \right] \prod_{J} J!^{I_J},
\]
where $X$ is a tuple of $|\mathcal{J}|$ iid points in $\mathbb{R}^d$, with density $q$, and independent of $\mathcal{P}_n$. 
we obtain the parameters $X$ where

$$\sum_{S_1 \subset \mathcal{P}_n} \cdots \sum_{S_{|\mathcal{J}|} \subset \mathcal{P}_n} h(S, \mathcal{P}_n) \mathbb{1}\{|S| \in \mathcal{J}\} \mathbb{P}_{n} = m)$$

(3.1)

where $X^m = (X_1, \ldots, X_m)$ is a sequence of $m$ iid points in $\mathbb{R}^d$, with density $q$, and similarly, $X = (X_1, \ldots, X_{|\mathcal{J}|})$. Note that the factor in front of the expectation in (3.1) comes from the number of ways that $m$ points can be partitioned into $\ell$ sets, that obey the intersection pattern $\mathcal{J}$. Using the law of total expectation, and then making the change of variables $m - |\mathcal{J}| \to m$, we obtain

$$\mathbb{E}\left[ \sum_{S_1 \subset \mathcal{P}_n} \cdots \sum_{S_{|\mathcal{J}|} \subset \mathcal{P}_n} h(S, \mathcal{P}_n) \mathbb{1}\{|S| \in \mathcal{J}\} \mathbb{P}_{n} = m) \right] = \frac{m!}{(m - |\mathcal{J}|)! \prod_{J \in \mathcal{J}} |J|!} \mathbb{E} \left[ h(\Pi_\mathcal{J}(X), X^m) \right],$$

where $\hat{X}^m$ is an independent copy of $X^m$. This completes the proof. \hfill \Box

The second lemma governs the asymptotic scaling of products of functionals $\xi_{k,r}$, where the parameters $k$ might vary over the various terms in the product.

**Lemma 3.5.** Let $\mathcal{J} = \mathcal{J}_\ell$ be an intersection pattern, such that if $(S_1, \ldots, S_{|\mathcal{J}|}) \in \mathcal{J}_\ell$ then $|S_j| = k_j \geq 2$ for every $1 \leq j \leq \ell$. Let $X$ be a sequence of $|\mathcal{J}|$ iid points in $\mathbb{R}^d$ with density $q$, and let $(\mathcal{J}_1, \ldots, \mathcal{J}_\ell) = \Pi_\mathcal{J}(X)$. Then there is a constant $c \geq 0$ such that

$$\lim_{r \to 0} r^{-d(|\mathcal{J}| - \#\mathcal{J})} \mathbb{E} \left[ \prod_{j=1}^\ell \xi_{k_j,r}(\mathcal{J}_j) \right] = c.$$ 

**Proof.** Assume the intersection graph of $\mathcal{J}$ is connected. Setting

$$\xi_r(\Pi_\mathcal{J}(X)) := \prod_{j=1}^\ell \xi_{k_j,r}(\mathcal{J}_j),$$

note that $\xi_r$ inherits the translation and scale invariance, localization and the boundedness of the $\xi_{k,r}$. Next, note that

$$\mathbb{E} \left[ \prod_{j=1}^\ell \xi_{k_j,r}(\mathcal{J}_j) \right] = \int_{\mathbb{R}^d} q(x_1) \int_{(\mathbb{R}^d)^{\#\mathcal{J} - 1}} \xi_r(\Pi_\mathcal{J}(x)) \left( \prod_{i=2}^{|\mathcal{J}|} q(x_i) dx_i \right) dx_1.$$ 

Using the change of variables $x_i = x_1 + ry_{i-1}$ for $2 \leq i \leq |\mathcal{J}|$, and the translation and scale invariance of $\xi_r$,

$$\mathbb{E} \left[ \prod_{j=1}^\ell \xi_{k_j,r}(\mathcal{J}_j) \right] = \int_{(\mathbb{R}^d)^{|\mathcal{J}|}} \xi_1(\Pi_\mathcal{J}(0,y)) q(x_1) \prod_{i=1}^{|\mathcal{J}| - 1} q(x_1 + ry_i) dy_1 dx_1,$$

where $(0,y) = (0, y_1, \ldots, y_{|\mathcal{J}| - 1})$. Note, due to the connectivity assumption on the intersection graph of $\mathcal{J}$, the absolute value of the integrand on the right hand side can be bounded above by

$$\left( \max_{1 \leq j \leq \ell} \|\xi_{k_j}\|_\infty \right)^\ell \left( \|q\|_\infty \right)^{|\mathcal{J}| - 1} \prod_{i=1}^{|\mathcal{J}| - 1} 1\{y_i \in B(0, \ell r_{\max})\},$$

where $r_{\max}$ is the maximum of $|\mathcal{J}|$. Therefore, we have

$$\mathbb{E} \left[ \prod_{j=1}^\ell \xi_{k_j,r}(\mathcal{J}_j) \right] = \int_{(\mathbb{R}^d)^{|\mathcal{J}|}} \xi_1(\Pi_\mathcal{J}(0,y)) q(x_1) \prod_{i=1}^{|\mathcal{J}| - 1} q(x_1 + ry_i) dy_1 dx_1 \leq \left( \max_{1 \leq j \leq \ell} \|\xi_{k_j}\|_\infty \right)^\ell \left( \|q\|_\infty \right)^{|\mathcal{J}| - 1} \prod_{i=1}^{|\mathcal{J}| - 1} 1\{y_i \in B(0, \ell r_{\max})\}.$$ 

This completes the proof.
which is integrable. Therefore, using the dominated convergence theorem and the assumed almost everywhere continuity of \( q \), we have
\[
\lim_{r \to 0} \mathbb{E} \left[ \prod_{j=1}^{\ell} \xi_{k_j, r}(\mathcal{J}_j) \right] = \int_{\mathbb{R}^d} [q(x)|^2] \, dx \int_{(\mathbb{R}^d)^{|\mathcal{J}|-1}} \xi_1(\Pi_{\mathcal{J}}(0, y)) \prod_{i=1}^{|\mathcal{J}|-1} dy_i,
\]
which is a non-negative constant due to the boundedness of \( q(x) \) and the assumptions on \( \xi_{k_j,1} \).

Finally, for general \( \mathcal{J} \) (i.e., where the intersection graph is not necessarily connected), the proof follows by calculating the expectation for the components of the intersection graph separately and using the independence of the functions \( \xi \) that operate on different components. \(\square\)

4. Proof of Theorem 2.8. The proof of Theorem 2.8 will be established through a sequence of lemmas, divided into four main steps: (1) characterizing the asymptotic behavior of the mean and variance of \( f_n(t) \), (2) proving convergence of the finite dimensional distributions, (3) calculating the limiting covariance function, and (4) proving tightness. Throughout the proofs we implicitly assume the model described in the previous section, the assumptions on the density \( q \), and Assumptions 2.1 to 2.7.

4.1. First and Second Moments. Since the process \( \eta_n(t) \) is stationary, applying Mecke’s Formula (Lemma 3.4, with \( \ell = 1 \)) yields
\[
\mathbb{E}[f_n(t)] = \frac{n^k}{k!} \alpha_k,
\]
where we use \( \alpha_k \) as shorthand notation for
\[
\alpha_k := \mathbb{E}[\xi_{k, r}(X)],
\]
and \( X := (X_1, \ldots, X_k) \) is a tuple of iid points with density \( q \). Next, we have
\[
\mathbb{E}[f_n(t)^2] = \mathbb{E}
\left[
\sum_{i=0}^{k} \sum_{S_1, S_2 \subset \eta_n(t)} \xi_{k, r}(S_1) \xi_{k, r}(S_2)
\right].
\]
Using Lemma 3.4 we obtain
\[
\mathbb{E}[f_n(t)^2] = \sum_{i=0}^{k} \frac{n^{2k-i}}{i!(k-i)!)^2} \alpha_{k,i},
\]
where
\[
\alpha_{k,i} := \mathbb{E}[\xi_{k, r}(X)\xi_{k, r}(X')] ,
\]
and \( X' := (X_{k-i+1}, \ldots, X_{2k-i}) \) are iid points with density \( q \) (i of them intersect with the points in \( X \)). Note that \( \alpha_{k,0} = \alpha_k^2 \) for any \( k \geq 2 \). From (4.1) and (4.2) we can calculate the variance as follows,
\[
\text{var}[f_n(t)] = \frac{n^k}{k!} \left[ \sum_{i=0}^{k} \frac{k}{i} \frac{n^{k-i}}{(k-i)!} \alpha_{k,i} - \frac{n^k}{k!} \alpha_k^2 \right] = \frac{n^k}{k!} \sum_{i=1}^{k} \frac{k}{i} \frac{n^{k-i}}{(k-i)!} \alpha_{k,i}.
\]
It follows that
\[
\text{var}[f_n(t)] \geq \frac{n^k}{k!} \alpha_{k,k}.
\]
Applying Lemma 3.5 (with $\ell = 1$), we have that
\[
\lim_{r \to 0} \alpha_{k,r} r^{d(k-1)} = \int_{\mathbb{R}^d} q(x)dx \int_{(\mathbb{R}^d)^{k-1}} \xi_{k,1}^2(0,y) \prod_{i=1}^{k-1} dy_i > 0,
\]
due to (2.3). Recalling that $nr^d \to \gamma > 0$, we conclude that
\[
\kappa_k := \liminf_{n \to \infty} \frac{\text{var}[f_n(t)]}{n} > 0.
\]

4.2. Finite Dimensional Distributions. In this subsection, we prove convergence of the finite dimensional distributions of $\hat{f}_n(t)$.

**Lemma 4.1.** Suppose that $\lim_{n \to \infty} nr^d = \gamma \in (0, \infty)$. Then the finite dimensional distributions of $\hat{f}_n(t)$ converge to a multivariate Gaussian distribution.

To prove Lemma 4.1, we use the CLT result proven in [10] for functionals of marked Poisson processes. The setting considered in [10] consists of a Poisson process $\mathcal{P}_n$ on $\mathbb{R}^d$ with the intensity measure $n \mathcal{Q}$. Each point $x \in \mathbb{R}^d$ in the process is further assumed to be associated with an independent and identically distributed mark, $M_x$, in the mark space $\mathcal{M}$. Let the space of a single marked point in $\mathbb{R}^d$ be $\overline{\mathbb{X}} := \mathbb{R}^d \times \mathcal{M}$, and we use $\overline{x}$ for the pair $(x, M_x)$. We denote the marked process by $\overline{\mathcal{P}}_n$. Before we present the central limit theorem of [10], we need a few definitions. Note that the definitions we present here are simplified versions of similar concepts in [10] that suffice for our purposes.

**Definition 4.2 (Decaying stabilization).** Let $R_n \geq 0$ with $\limsup_{n \to \infty} n(R_n)^d < \infty$. We say that $R_n$ is a radius of decaying stabilization for the (local) function $h_n : \overline{\mathbb{X}} \times \text{Fin}(\overline{\mathbb{X}}) \to \mathbb{R}$, if for all $(x, M_x) = \overline{x} \in \overline{\mathbb{X}}$ and $\overline{y} \in \text{Fin}(\overline{\mathbb{X}})$,
\[
h_n(\overline{x}, (\overline{y} \cup \{\overline{x}\}) \cap \overline{B}(x, R_n)) = h_n(\overline{x}, \overline{y} \cup \{\overline{x}\})
\]
where $\overline{B}(x, \lambda) := B(x, \lambda) \times \mathcal{M}$ for $x \in \mathbb{R}^d$ and $\lambda > 0$.

Simply put, Definition 4.2 requires that the value of $h_n$ at any $\overline{x} \in \overline{\mathbb{X}}$ depends only on the points of the process that are in the ball of a radius $R_n$ (Note that the original definition of stabilization in [10] is for stochastic $R_n$, and the results there need to impose an exponential tail bound for its distribution. Our setup provides a deterministic stabilization radius, which trivially satisfies the tail bound, leading both to the simpler Definition 4.2 and so the simpler Theorem 4.4.)

**Definition 4.3 ((4+p)th moment condition).** The sequence of functions $(h_n)_{n \geq 1}$ satisfies a $(4+p)$th moment condition for some $p \in (0, \infty)$, if there is a constant $c \in (0, \infty)$ such that, for all $\mathcal{A} \subset \mathbb{R}^d$ with $|\mathcal{A}| \leq 7$,
\[
(4.5) \quad \sup_{n \in [1, \infty)} \sup_{x \in \mathbb{R}^d} \mathbb{E} \left[ h_n((x, M_x), \hat{\mathcal{P}}_n \cup \{(x, M_x)\} \cup \{(y, M_y)\}) \right]^{4+p} \leq c.
\]

The CLT in [10] deals with functionals of $\hat{\mathcal{P}}_n$ that can be written as follows
\[
H_n := \sum_{\overline{x} \in \hat{\mathcal{P}}_n} h_n(\overline{x}, \hat{\mathcal{P}}_n).
\]
The following theorem quantifies the rate of convergence in terms of the Kolmogorov distance between two random variables $Y$ and $Z$,

$$d_K(Y, Z) := \sup_{u \in \mathbb{R}} |\mathbb{P}[Y \leq u] - \mathbb{P}[Z \leq u]|.$$  

**Theorem 4.4 (Corollary 2.2 in [10]).** Assume that $(h_n)_{n \geq 1}$ are stabilized with a decaying radius as in Definition 4.2, and satisfy the $(4 + p)$th moment condition (4.5) for some $p > 0$. Assume further that there is a constant $C > 0$ such that

$$\sup_{n \geq 1} n/\text{var}(H_n) \leq C.$$  

Then there is a $C' > 0$ such that

$$d_K\left(\frac{H_n - \mathbb{E}H_n}{\sqrt{\text{var}(H_n)}}, Z\right) \leq \frac{C'}{\sqrt{\text{var}(H_n)}} \text{ for } n \geq 1,$$  

where $Z \sim N(0, 1)$.

Next, we use our birth-death Markov process $\eta_n(t)$ to construct a (static) marked Poisson process for which Theorem 4.4 will apply. Start by fixing $T > 0$, and define

$$\eta_n([0, T]) := \bigcup_{t \in [0, T]} \eta_n(t).$$

From the definition of $\eta_n(t)$ we have that $\eta_n([0, T])$ is a Poisson process on $\mathbb{R}^d$ with intensity $n(1 + T)Q$. Next, for each $x \in \eta_n([0, T])$, set

$$B_x := \inf\{t \geq 0 : x \in \eta_n(t)\},$$

$$D_x := \sup\{t \geq 0 : x \in \eta_n(t)\},$$

$$L_x := D_x - B_x.$$

(4.6)

In other words, $B_x$ and $D_x$ are the birth and death times of $x$, respectively, and $L_x$ is its lifetime. Note that $B_x \in [0, T]$ and $D_x \geq B_x$ (but is not necessarily in $[0, T]$). The process $\eta_n(0)$ can be retrieved as a thinning of $\eta_n([0, T])$, and therefore

$$\mathbb{P}[B_x = 0] = \frac{1}{1 + T}.$$  

Since the arrival times of new points is a homogeneous Poisson process (in $t$), then conditioning on $B_x > 0$, the birth time is uniformly distributed in $[0, T]$. Combining the last two observations, we can write

$$B_x = Z_x Y_x,$$

where $Z_x, Y_x$ are independent,

$$\mathbb{P}[Z_x = 0] = 1 - \mathbb{P}[Z_x = 1] = \frac{1}{1 + T},$$  

and $Y_x \sim U[0, T]$. In addition, note that the definition of $\eta_n$ is such that $L_x \sim \text{Exponential}(1)$. Finally, given $\eta_n([0, T])$, the values $(B_x, L_x)$ are independent between different points. To conclude, defining

$$\tilde{\eta}_{n,T} := \{(x, M_x) : x \in \eta_n([0, T]), M_x = (B_x, L_x)\},$$

(4.7)

we have that $\tilde{\eta}_{n,T}$ is marked Poisson process with independent marks, and so meets the basic structure required for Theorem 4.4. Note that for all $t \in [0, T]$, we can retrieve the point process $\eta_n(t)$ from $\tilde{\eta}_{n,T}$ by taking

$$\tilde{\eta}_{n,T} = \{\tilde{x} \in \tilde{\eta}_{n,T} : \tau_\xi(\tilde{x}) = 1\},$$

where $\tau_\xi$ is such that
where for \( \hat{x} = (x, (B_x, L_x)) \) we define
\[
\tau_t(\hat{x}) := 1 \{ B_x \leq t < B_x + L_x \}.
\]

Therefore, for any \( T > t \), we have
\[
f_n(t) = \sum_{\hat{s} \in \eta_n(t)} \xi_{k,r}(\hat{s}) = \sum_{\hat{s} \in \eta_{n,T}} \xi_{k,r}(\hat{s}) \tau_t(\hat{s}),
\]
where \( \tau_t(\hat{s}) := \prod_{x \in \hat{s}} \tau_t(\hat{x}) \), and abusing notation we assume that \( \xi_{k,r}(\hat{s}) \) simply ignores the marks.

We are now ready to prove the convergence of the finite dimensional distributions.

**Proof of Lemma 4.1.** Using the Cramér-Wold Theorem [1, Theorem 29.4], it suffices to show that
\[
\frac{\sum_{i=1}^{m} \omega_i f_n(t_i)}{\sqrt{\text{var} \sum_{i=1}^{m} \omega_i f_n(t_i)}} \xrightarrow{d} N(0, 1),
\]
for any fixed \( m \in \mathbb{N}, t_1, \ldots, t_m \geq 0 \) and \( \omega = (\omega_1, \ldots, \omega_m)^T \in \mathbb{R}^m \setminus \{0\} \), where \( \xrightarrow{d} \) denotes convergence in distribution.

For the rest of the proof, fix \( m, t_1 < \ldots < t_m, \omega, \) and \( k \). Next, taking the mark space to be \( \mathbb{M} = \mathbb{R}^2 \) and using (4.7) and (4.8), set
\[
h_n(\hat{x}, \hat{\eta}) := \frac{1}{k} \sum_{\hat{s} \in \hat{\eta}} \xi_{k,r}(\hat{s}) \sum_{i=1}^{m} \omega_i \tau_i(\hat{s}).
\]

From (4.9) we then have that
\[
H_n := \sum_{\hat{x} \in \hat{\eta}_{n,T}} h_n(\hat{x}, \hat{\eta}_{n,T}) = \sum_{i=1}^{m} \omega_i f_n(t_i).
\]

In addition, due to stationarity, we have
\[
\frac{\sum_{i=1}^{m} \omega_i f_n(t_i)}{\sqrt{\text{var} \sum_{i=1}^{m} \omega_i f_n(t_i)}} = \frac{\sum_{i=1}^{m} \omega_i f_n(t_i) - \mathbb{E} \left[ \sum_{i=1}^{m} \omega_i f_n(t_i) \right]}{\sqrt{\text{var}[f_n(0)]}} \frac{1}{\sqrt{\text{var}[f_n(0)]}} = \frac{H_n - \mathbb{E}[H_n]}{\sqrt{\text{var}[H_n]}}.
\]

Thus, in order to complete the proof we only need to verify that the conditions of Theorem 4.4 hold for every such \( H_n \).

We start with the issue of locality. Since \( \xi_{k,r}(\hat{s}) \) is local due to Assumption 2.2, the functions \( h_n \) are stabilized with decaying radius \( R_n = r_{\text{max}}r \), where \( r_{\text{max}} \) is defined in Assumption 2.2. Thus, under the conditions of the lemma, \( \limsup n (R_n)^d < \infty \), as required in Definition 4.2. For the moment condition (4.5), note that \( h_n \) can be bounded as follows
\[
h_n(\hat{x}, \hat{\eta}) \leq c_\omega \sum_{\hat{s} \in \hat{\eta} \cap \hat{B}(x,r_{\text{max}}r)} \xi_{k,r}(\hat{s}),
\]
where \( \hat{B}(x,r) = B(x,r) \times \mathbb{R}^2 \), and where \( c_\omega \) is a constant that depends on \( \omega \) and \( k \). Therefore, we have
\[
\mathbb{E} \left[ \left| h_n(\hat{x}, \hat{\eta}_{n,T} \cup \{\hat{x}\} \cup \{(y, M_y)\}) \right|^5 \right] \leq (c_\omega \|\xi_k\|_\infty)^5 \mathbb{E} \left[ \left( \left| \hat{\eta}_{n,T} \cap \hat{B}(x,r_{\text{max}}r) \right| \right)^5 \right].
\]
for any fixed $A$ with $|A| \leq 7$, and any $\hat{x} \in \mathbb{R}^d \times \mathbb{R}^2$.

Writing $Z := [\hat{\eta}_{n,T} \cap \hat{B}(x,r_{\text{max}})]$, recall that $Z \sim \text{Poisson}(\mu)$, with

$$\mu = n(1 + T)Q[B(x,r_{\text{max}})].$$

Since $nr^d$ is bounded, we have that $\mu$ is uniformly bounded in $\mathbb{R}^d$. In addition, note that $(Z_k - Z_j)^5$ is a polynomial in $Z$ of degree $5k$. As the moments of $Z$ are themselves polynomials in $\mu$, we obtain a uniform upper bound for the right hand side above, and thus the $(4 + p)$th moment condition (4.5) holds for $p = 1$.

Finally, to check the last condition in Theorem 4.4, we will use stationarity and the limiting covariance function given in Lemma 4.5, which will be proven in the next section,

$$\lim_{n \to \infty} \frac{\text{var}(H_n)}{\text{var}(f_n(0))} = \sum_{i,j=1}^m \omega_i\omega_j \sum_{\ell=1}^k \lambda_\ell e^{-\ell|t_i - t_j|} = \sum_{\ell=1}^k \lambda_\ell \omega^\top \mathbf{T}^{(\ell)}\omega,$$

for a set of positive constants $\lambda_1, \ldots, \lambda_k$, with the entries of the matrix $\mathbf{T}^{(\ell)}$ defined as

$$T^{(\ell)}_{ij} = e^{-\ell|t_i - t_j|}.$$

Since $e^{-\ell t}$ is a covariance function (of an OU process) it is immediate that $\mathbf{T}^{(\ell)}$ is a positive definite matrix. Therefore, using (4.4), we have

$$\frac{n}{\text{var}(H_n)} \leq \frac{n}{c\text{var}(f_n(0))} \leq \frac{e'}{(nr^d)^{k-1}},$$

for constants $c, e' > 0$. Consequently, $\text{var}(H_n) \to \infty$, which, together with the fact that we have established that all the conditions of Theorem 4.4 hold, completes the proof of the lemma.

$\square$

4.3. The Limiting Covariance Function.

**Lemma 4.5.** If $nr^d \to \gamma \in (0, \infty)$, for any $t_1, t_2 \geq 0$, the covariance of the normalized additive statistic $\tilde{f}_n(t)$ satisfies

$$\lim_{n \to \infty} \text{cov}[\tilde{f}_n(t_1), \tilde{f}_n(t_2)] = \sum_{j=1}^k \lambda_j e^{-j|t_1 - t_2|},$$

where the $\lambda_j$ are positive constants (depending on $\gamma$, $q$, and $\xi_{k,1}$) satisfying $\sum_{j=1}^k \lambda_j = 1$.

**Proof of Lemma 4.5.** Suppose that $t_1 \leq t_2$, and let $\Delta = t_2 - t_1$. Stationarity implies that it suffices to compute $\text{cov}[f_n(0), f_n(\Delta)]$ for all $\Delta \geq 0$. Fix $T > \Delta$, and recall the definition of the marked Poisson process $\hat{\eta}_{n,T}$ in (4.7). Then,

$$E[f_n(0)f_n(\Delta)] = E \left[ \sum_{\hat{S}_1,\hat{S}_2 \subseteq \hat{\eta}_{n,T}} \xi_{k,r}(\hat{S}_1)\xi_{k,r}(\hat{S}_2)\tau_0(\hat{S}_1)\tau_\Delta(\hat{S}_2) \right]$$

Using the generalized Mecke’s formula (3.4) and the independence of marks, as for the case in (4.2) we have

$$E[f_n(0)f_n(\Delta)] = \sum_{j=0}^k \frac{[n(1 + T)]^{2k-j}}{j!(k-j)!} \alpha_{k,j} p_0^{k-j} p_\Delta^j p_0^\Delta,$$
where the $\alpha_{k,j}$ are defined in (4.3). Let $(B, L)$ denote the mark of an arbitrary point, i.e., they have the same distribution as $(B_x, L_x)$ defined in (4.6). Then,

$$p_0 = \mathbb{P}[B = 0] = \frac{1}{1 + T},$$

(4.11)

$$p_\Delta = \mathbb{P}[B \leq \Delta < B + L] = \frac{1}{1 + T} e^{-\Delta} + \frac{T}{1 + T} \int_0^{\Delta} \frac{1}{T} e^{-(\Delta - b) db} = \frac{1}{1 + T},$$

$$p_{0,\Delta} = \mathbb{P}[B = 0, \Delta < L] = e^{-\Delta} \frac{1}{1 + T}.$$ 

Thus, we have

$$\mathbb{E}[f_n(0)f_n(\Delta)] = n^{2k} \sum_{j=0}^{k} \left( \frac{n^{-1} e^{-\Delta}}{j!(k-j)!} \right)^2 \alpha_{k,j},$$

and since $\mathbb{E}[f_n(0)] = \mathbb{E}[f_n(\Delta)] = \frac{n^k}{k!} \alpha_k$, and $\alpha_{k,0} = \alpha_k$, we have

$$\text{cov}[f_n(0), f_n(\Delta)] = n^{2k} \sum_{j=1}^{k} \left( \frac{n^{-1} e^{-\Delta}}{j!(k-j)!} \right)^2 \alpha_{k,j}.$$

With this we obtain,

(4.12)  

$$\text{cov}[\bar{f}_n(t_1), \bar{f}_n(t_2)] = \frac{\text{cov}[f_n(0)f_n(\Delta)]}{\text{var}[f_n(0)]} = \sum_{j=1}^{k} \frac{(n^{-1} e^{-\Delta})^j \alpha_{k,j}}{j!(k-j)!^2}.$$ 

Note that from the definition of $\alpha_{k,j}$ (4.3), and applying Lemma 3.5, we have that, for every $j \geq 1$, there exists $\kappa_{k,j} \in \mathbb{R}^+$ such that,

$$\lim_{n \to \infty} n^{-j} \alpha_{k,j} = \lim_{n \to \infty} (nr^d)^{-j} r^{d(2k-1)} \kappa_{k,j},$$

where

$$\kappa_{k,j} := \int_{\mathbb{R}^d} [q(x)]^{2k-j} dx \int_{(\mathbb{R}^d)^{2k-j-1}} \xi_{k,1}(0,y) \xi_{k,1}(y') \prod_{i=1}^{2k-j-1} dy_i,$$

and where $(0, y) = (0, y_1, \ldots, y_{k-1})$ and $y' = (y_{k-j}, \ldots, y_{2k-j-1})$. Using $nr^d \to \gamma \in (0, \infty)$, if we define

$$\hat{\lambda}_j = \frac{\gamma^{-j} \kappa_{k,j}}{j!(k-j)!^2},$$

and $\lambda_j = \hat{\lambda}_j / \sum_i \hat{\lambda}_i$ then

$$\lim_{n \to \infty} \text{cov}[\bar{f}_n(t_1), \bar{f}_n(t_2)] = \sum_{j=1}^{k} \lambda_j e^{-j \Delta}.$$ 

Furthermore, for all $1 \leq j \leq k$ we have that $\lambda_j > 0$, since using the properties of $\xi_{k,1}$ we have

$$\kappa_{k,j} = \int_{\mathbb{R}^d} [q(x)]^{2k-j} dx \int_{(\mathbb{R}^d)^{j}} \xi_{k,1}(y'') \int_{\mathbb{R}^d} \xi_{k,1}(y'' - z) dz \prod_{i=1}^{j} dy_i > 0,$$
where
\[
\Xi_{k,1}(y'') := \int (\mathbb{R}^d)^{k-j-1} \xi_{k,1}(0, y) \prod_{i=j+1}^{k-1} dy_i
\]
and \(y'' = (y_1, \ldots, y_j)\). The strict inequality follows from
\[
\int (\mathbb{R}^d) \Xi_{k,1}(y'') \prod_{i=1}^{j} dy_i = \int (\mathbb{R}^d)^{k-1} \xi_{k,1}(0, y) \prod_{i=1}^{k-1} dy_i > 0,
\]
which is a consequence of (2.2). This completes the proof.

**Remark 4.6.** Although our focus in this paper is on the thermodynamic regime, note that the proof of Lemma 4.5 also works for the dense \((nr^d \to \infty)\) and the sparse \((nr^d \to 0)\) regimes. If \(nr^d \to \infty\), then the dominant term in (4.12) is for \(j = 1\). In contrast, if \(nr^d \to 0\), then the dominant term is for \(j = k\). It therefore follows that, for all \(k\),
\[
\lim_{n \to \infty} \text{cov}[\hat{f}_n(t_1), \hat{f}_n(t_2)] = \begin{cases} 
1 & \text{if } nr^d \to \infty, \\
0 & \text{if } nr^d \to 0.
\end{cases}
\]

4.4. Tightness.

**Lemma 4.7.** If \(nr^d \to \gamma \in (0, \infty)\), the sequence \(\{\hat{f}_n\}_{n \geq 1}\) is tight.

**Proof.** We check the conditions for the tightness given in Theorem 3.2. Condition (C1) holds trivially for \(T = 2\) by noting that
\[
\text{Var}\left[\hat{f}_n(0)\right] = 2 - 2 \text{cov}[\hat{f}_n(0), \hat{f}_n(0)],
\]
and that
\[
\lim_{n \to \infty} \lim_{\delta \to 0} \text{cov}[\hat{f}_n(0), \hat{f}_n(0)] = 1.
\]

We will show that (C2) holds for \(T_1 = T_2 = 2\). Due to stationarity, (C2) holds if there exists a constant \(C_f\) such that
\[
\text{Var}(f_n(2h) - f_n(h))^2 \leq C_f h^2 \text{Var}(f_n(0))^2.
\]
From (4.4), we have that \(\text{Var}(f_n(0)) \geq \kappa_k n\). Thus, it is enough to show that
\[
\text{Var}(f_n(2h) - f_n(h))^2 \leq C h^2 n^2,
\]
for some constant \(C > 0\). We would like to employ our marked process representation \(\hat{\eta}_{n,T}\) (4.7). Recall the definition of \(\tau_t(\bar{x})\) (4.8), and \(\tau_t(\bar{S})\). For \(t_1 < t_2\), we also define
\[
\tau_{t_1, t_2}(\bar{x}) := \tau_{t_2}(\bar{x}) - \tau_{t_1}(\bar{x}),
\]
\[
\tau_{t_1, t_2}(\bar{S}) := \tau_{t_2}(\bar{S}) - \tau_{t_1}(\bar{S}).
\]
Fix any \(T > T_0 + 1\), then for every \(t, h > 0\) we have
\[
f_n(t + h) - f_n(t) = \sum_{\bar{S} \in \hat{\eta}_{n,T}} \xi_{k,1}(\bar{S}) \tau_{t, t+h}(\bar{S}).
\]
Thus, we can write
\[
(f_n(2h) - f_n(h))^2 (f_n(h) - f_n(0))^2 = \sum_{\bar{S} \in \text{Fin}(\hat{\eta}_{n,T})^4} g_{\bar{S}}(\bar{S}),
\]
where \( \bar{S} = (S_1, S_2, S_3, S_4) \) ranges over all possible quadruplets of finite subsets of \( \tau_{n,T} \), and

\[
(4.15) \quad g_h(\bar{S}) := \tau_{0,h}(S_1)\tau_{0,h}(S_2)\tau_{0,2h}(S_3)\tau_{0,2h}(S_4) \prod_{i=1}^{4} \xi_{k,r}(S_i).
\]

Note that \( g_h \) is nonzero only if \( |S_i| = k \) for all \( i \). However, the intersections \( S_i \cap S_j \) can be of any size (up to \( k \)). Recalling Definition 3.3, in order to explore all quadruplets \( \bar{S} \) we can concentrate on all possible intersection patterns \( \mathcal{I} = \mathcal{I}_\ell \), with \( \ell = 4 \). We can thus write the right hand side of (4.14) as

\[
\sum_{\bar{S} \in (\text{Fin}(\bar{\eta}_{n,T}))^4} g_h(\bar{S}) = \sum_{\bar{S} \in (\text{Fin}(\bar{\eta}_{n,T}))^4} \sum_{\mathcal{I}} \mathbb{I}\{\mathcal{I} \in \mathcal{J}\} g_h(\bar{S}).
\]

In order to evaluate the expectation of the sum above, we need some more notation. Fix an intersection pattern \( \mathcal{J} \), and let \( \hat{X} := (\hat{X}_1, \ldots, \hat{X}_{|\mathcal{J}|}) \) be iid marked points in \( \mathbb{R}^d \times \mathbb{R}^2 \). Next, set

\[
\tilde{\mathcal{J}} = (\mathcal{J}_1, \mathcal{J}_2, \mathcal{J}_3, \mathcal{J}_4) = \Pi_\mathcal{J}(\hat{X}),
\]

so that \( \tilde{\mathcal{J}} \) is actually a splitting of the variables according to \( \mathcal{J} \). Using Lemma 3.4 we have

\[
(4.16) \quad E_J := \mathbb{E} \left[ \sum_{\bar{S} \in (\text{Fin}(\bar{\eta}_{n,T}))^4} \mathbb{I}\{\bar{S} \in \mathcal{J}\} g_h(\bar{S}) \right] = \frac{(n(1+T))^{|\mathcal{J}|}}{\prod_{\mathcal{J}_i} I_{\mathcal{J}_i}} \mathbb{E}[g_h(\tilde{\mathcal{J}})].
\]

From Lemma A.1 in Appendix A, we have that

\[
\mathbb{E}[g_h(\tilde{\mathcal{J}})] = \frac{1}{(1+T)^{|\mathcal{J}|}} \Phi_J(h) \mathbb{E} \left[ \prod_{i=1}^{4} \xi_{k,r}(\mathcal{J}_i) \right],
\]

where \( \Phi_J(h) \) is a continuous function defined in (A.7). Using (A.8) and Taylor’s theorem with the Lagrange form of remainder, for any given \( h > 0 \), there exists \( h^* \in [0,h] \) such that

\[
(4.17) \quad |\Phi_J(h)| = \left| h^2 \frac{\Phi''_J(h^*)}{2} \right| \leq C_J h^2,
\]

for some \( C_J > 0 \). Finally, from Lemma 3.5, we have that

\[
\mathbb{E} \left[ \prod_{i=1}^{4} \xi_{k,r}(\mathcal{J}_i) \right] \leq C_J^r n^{d(|\mathcal{J}| - \#J)}.
\]

Putting everything back into (4.16), we obtain

\[
|E_J| \leq C_J C_J^r h^2 n^{d(|\mathcal{J}| - \#J)} = C_J n^{r d(\ell - \#J)}.
\]

Finally, note that if \( \mathcal{J} \) is such that there exists \( i \) where \( \mathcal{J}_i \cap \mathcal{J}_j = \emptyset \) for all \( j \neq i \), then we have from (4.15) that \( \mathbb{E}[g_h(\tilde{\mathcal{J}})] = 0 \). Therefore, we can assume that \( \#J \) is either 1 or 2. In addition, since we are in the thermodynamic limit, we have \( nr^d \to \gamma \). Thus, we conclude that

\[
|E_J| \leq C_J h^2 n^2.
\]

Since the collection of all possible patterns \( \mathcal{J} \) is finite and independent of \( n \), we have established (4.13), concluding the proof.

\[\square\]

**Proof of Theorem 2.8.** The statement of the theorem is a straightforward consequence of Lemmas 4.1, 4.5, 4.7, and Theorem 3.1. \[\square\]
5. **Proof of Theorem 2.9.** While the general structure of the proof of Theorem 2.9 is virtually the same as that of Theorem 2.8 in the previous subsection, some of the details are quite different, and so we will take a slightly different route through the various steps.

### 5.1. Moments and the Limiting Covariance Function.

**Lemma 5.1.** If $nr^d \to \gamma \in (0, \infty)$, then for any $t_1, t_2 \geq 0$, the covariance of the normalized additive statistic $\bar{F}_n(t)$ satisfies

$$
\lim_{n \to \infty} \text{cov}[\bar{F}_n(t_1), \bar{F}_n(t_2)] = \sum_{l=1}^{\infty} \Lambda_l e^{-l|t_1-t_2|}
$$

for some $\Lambda_l > 0$ (depending on $\gamma$, $q$, $\xi_{k,1}$, and $N_1$) with $\sum_{l=1}^{\infty} \Lambda_l = 1$.

**Proof.** We start with first moments. Observe that

$$
F_n(t_1) = \sum_{\hat{S} \subset \hat{\eta}_{n,T}} \xi_{k,r}(\hat{S}) \tau_1(\hat{S}) \tau_1^*(\hat{\eta}_{n,T} \setminus \hat{S} \cap N_r(\hat{S})),
$$

where $\hat{\eta}_{n,T}$ is the same marked process we defined previously, and

$$
\tau_1^*(\hat{A}) := \prod_{\hat{x} \in \hat{A}} [1 - \tau_1(\hat{x})]
$$

for some $\hat{A} \subset \mathbb{R}^d$. Using stationarity and Mecke’s formula (Lemma 3.4),

$$
\mathbb{E}[F_n(t_1)] = \mathbb{E}[F_n(0)] = \frac{n^k}{k!} \mathbb{E} \left[ \xi_{k,r}(X) \tau_1^*(\hat{P}_n \cap N_r(X)) \right],
$$

where $X$ is a $k$-tuple of iid points with density $q$, and $\hat{P}_n$ is a marked Poisson point process with density $nq$, independent of $X$. Note that using the void probabilities for Poisson processes,

$$
\mathbb{E} \left[ \tau_1^*(\hat{P}_n \cap N_r(X)) \right] = e^{-nQ[N_r(X)]}.
$$

Therefore,

$$
\mathbb{E}[F_n(t)] = \frac{n^k}{k!} \mathbb{E} \left[ \xi_{k,r}(X) e^{-nQ[N_r(X)]} \right].
$$

For the second moment, we use again Mecke’s formula. From (5.1), similarly to (4.10), we can write

$$
\mathbb{E}[F_n(0)F_n(\Delta)] = \sum_{j=0}^{k} \frac{[n(1+T)]^{2k-j}}{j!(k-j)!!} \alpha_{k,j} P_{0,j}^k P_{0,j} \Delta,
$$

where

$$
\alpha_{k,j} := \mathbb{E} \left[ \xi_{k,r}(X) \xi_{k,r}(X') \tau_0(\hat{P}_{n(1+T)} \cap N_r(X)) \tau_0^*(\hat{P}_{n(1+T)} \cap N_r(X')) \right].
$$
and \( X' := (X_{k-j+1}, \ldots, X_{2k-j}) \) are iid points with density \( q \). Note that,

\[
\tau_0^\ast (\hat{\mathcal{P}}_{n(1+T)} \cap N_r(X)) \tau_{\Delta}^\ast (\hat{\mathcal{P}}_{n(1+T)} \cap N_r(X')) = \prod_{x \in \hat{\mathcal{P}}_{n(1+T)}} 1 \{B_x > 0\} \prod_{x \in \hat{\mathcal{P}}_{n(1+T)} \cap N_r(X')} 1 \{B_x > \Delta \text{ or } B_x + L_x \leq \Delta\} \times \prod_{x \in \hat{\mathcal{P}}_{n(1+T)} \cap N_r(X')} 1 \{B_x > 0\} 1 \{B_x > \Delta \text{ or } B_x + L_x \leq \Delta\}.
\]

Note that using the independence of birth and lifetimes of different particles, the conditional expectation of the first term above, given \( X \) and \( X' \), can be written as

\[
\sum_{\ell=0}^{\infty} (1 - \mathbb{P}\{B = 0\})^\ell \mathbb{P}\left[\left| \hat{\mathcal{P}}_{n(1+T)} \cap (N_r(X) \setminus N_r(X')) \right| = \ell\right],
\]

which is in the form of the moment generating function of \( \left| \hat{\mathcal{P}}_{n(1+T)} \cap (N_r(X) \setminus N_r(X')) \right| \), which is Poisson distributed with mean \( n(1 + T)Q[N_r(X) \setminus N_r(X')] \). Therefore, using (4.11) for \( p_0 = \mathbb{P}\{B = 0\} \), the sum in (5.4) evaluates to

\[
e^{-p_0(1+T)Q[N_r(X) \setminus N_r(X')]} = e^{-nQ[N_r(X) \setminus N_r(X')]}.
\]

Through the same arguments, and the following

\[
\mathbb{P}\{B_x > \Delta \text{ or } B_x + L_x \leq \Delta\} = 1 - p_\Delta,
\]

we evaluate the conditional expectation of the second term of (5.3) as \( e^{-nQ[N_r(X') \setminus N_r(X)]} \).

Lastly, we use that for any \( x \),

\[
\mathbb{P}\{1 \{B_x > 0\} = 1 \{B_x > \Delta \text{ or } B_x + L_x \leq \Delta\} = 1\} = 1 - \mathbb{P}\{B_x = 0 \text{ or } B_x \leq \Delta < B_x + L_x\}
\]

\[
= 1 - (p_0 + p_\Delta - p_{0,\Delta}) = \frac{T + e^{-\Delta} - 1}{1 + T}
\]

to find that the conditional expectation of the third term is \( e^{-n(2 - e^{-\Delta})Q[N_r(X) \cap N_r(X')]}. \) Together with the independence of the three products in (5.3), we obtain

\[
\mathbb{E}\left[\tau_0^\ast (\hat{\mathcal{P}}_{n(1+T)} \cap N_r(X)) \tau_{\Delta}^\ast (\hat{\mathcal{P}}_{n(1+T)} \cap N_r(X')) \bigg| X, X'\right] = \exp\left\{-n \left( Q[N_r(X)] + Q[N_r(X')] - e^{-\Delta} Q[N_r(X) \cap N_r(X')]\right)\right\}.
\]

Note also that

\[
\mathbb{E}[F_n(0)] \mathbb{E}[F_n(\Delta)] = \frac{n^{2k}}{(k!)^2} \alpha_{k,0}^\infty,
\]

where

\[
\alpha_{k,0}^\infty := \mathbb{E}\left\{\xi_{k,r}(X)e^{-nQ[N_r(X)]}\xi_{k,r}(X')e^{-nQ[N_r(X')]}\right\}.
\]

Combined with (5.2), we have

\[
\text{cov}\{F_n(0), F_n(\Delta)\} = n^{2k} \left\{ \frac{\alpha_{k,0}^\Delta - \alpha_{k,0}^\infty}{(k!)^2} + \sum_{j=1}^{k} \frac{(n-1)e^{-\Delta})^j \alpha_{k,j}^\Delta}{j!((k-j)!)^2} \right\}.
\]
To simplify further, we note the following two results, proofs of which will be given in Appendix B. For all \( k \geq 2 \), if \( nr^d \to \gamma \in (0, \infty) \) then

\[
\lim_{n \to \infty} n^{2k}r^d(\alpha_{k,0}^a - \alpha_{k,0}^c) = \gamma^{2k} \sum_{l=1}^{\infty} \frac{e^{-l\Delta}}{l!} \kappa_{k,0,l}, \quad \text{and}
\]

\[
\lim_{n \to \infty} n^{2k-j}r^d(\alpha_{k,j}^a) = \gamma^{2k-j} \sum_{l=0}^{\infty} \frac{e^{-l\Delta}}{l!} \kappa_{k,j,l}, \quad \text{for all } 1 \leq j \leq k,
\]

for constants \( \kappa_{k,j,l} \) given in (B.5). Combined with (5.5), we have

\[
\lim_{n \to \infty} r^d \text{cov}[F_n(0), F_n(\Delta)] = \gamma^{2k} \sum_{l=0}^{\infty} \frac{\kappa_{k,j,l} \gamma^{l-j}}{l!} e^{-(l+j)\Delta} + \gamma^{2k} \sum_{l=1}^{\infty} \frac{\kappa_{k,0,l} \gamma^{l}}{l!(k!)^2} e^{-l\Delta}
\]

\[
= \sum_{l=1}^{\infty} \tilde{\Lambda}_l e^{-l\Delta},
\]

where

\[
\tilde{\Lambda}_l := \sum_{j=0}^{\min(l,k)} \frac{\gamma^{2k+l-2j} \kappa_{k,j,l}}{(l-j)! j! (k-j)!^2}.
\]

Since each step in calculating the covariance still holds for \( \Delta = 0 \), we also have

\[
\lim_{n \to \infty} r^d \text{var}[F_n(0)] = \sum_{l=1}^{\infty} \tilde{\Lambda}_l.
\]

Thus, we obtain the desired result by setting \( \Lambda_l = \tilde{\Lambda}_l / \sum_i \tilde{\Lambda}_i \), and using the fact that due to stationarity,

\[
\text{cov}[\bar{F}_n(t_1), \bar{F}_n(t_2)] = \frac{\text{cov}[F_n(t_1), F_n(t_2)]}{\text{var}[F_n(0)]}.
\]

The observation that \( \Lambda_l > 0 \) follows from

\[
\tilde{\Lambda}_l \geq \frac{\gamma^{2k+l} \kappa_{k,0,l}}{l!(k!)^2},
\]

and (B.4). This also implies that

\[
\liminf_{n \to \infty} \frac{\text{var}[F_n(0)]}{n} > 0,
\]

which will be required later.

5.2. Finite Dimensional Distributions.

**Lemma 5.2.** If \( \lim_{n \to \infty} nr^d \to \gamma \in (0, \infty) \) then the finite dimensional distributions of \( \bar{F}_n(t) \) converge to multivariate Gaussian.

**Proof.** We will again apply Theorem 4.4 to prove this lemma, following the same steps as used in the proof of Lemma 4.1, the notation of which we now adopt freely. Note that,

\[
\sum_{i=1}^{m} \omega_i F_n(t_i) = \sum_{\tilde{x} \in \tilde{\eta}_n,T} h_n^\ast(\tilde{x}, \tilde{\eta}_n,T),
\]
Observe that such that \( N \) can write with \( F \) mutatis mutandis for where
\[
\tau_i(\delta) = (\eta_n, T) \cap N_r(\delta).
\]

Since \( N_r(\delta) \subset B(x, \beta_k \max(\text{diam}(\delta), r)) \), due to Assumption 2.6, we have that \( h_n(\bar{x}, \eta_n, T) \) is stabilized with a decaying radius \( \beta_k r \max(1, r_{\max}) \). The bounded \((4 + p)\)th moment condition also holds for \( h_n \) since
\[
|h_n(\bar{x}, \eta_n, T)| \leq |h_n(\bar{x}, \eta_n, T)|.
\]

Showing the last condition in the statement of Theorem 4.4 on the variance of \( \bar{F}_n(t) \), follows the same steps in the proof of Lemma 4.1, using (5.7) and the limit covariance given in Lemma 5.1.

\[
\square
\]

5.3. Tightness.

**Lemma 5.3.** If \( \tau_{\bar{w}} \to \gamma \in (0, \infty) \), the sequence \( \{\bar{F}_n\}_{n \geq 1} \) is tight.

**Proof.** Note that the steps in the proof of Lemma 4.7, leading to (4.14), can be repeated mutatis mutandis for \( F_n(t) \). Therefore, condition (C1) of tightness holds for \( \gamma = 2 \), and we can write
\[
\mathbb{E} \left[ (F_n(2h) - F_n(h))^2 (F_n(h) - F_n(0))^2 \right] = \mathbb{E} \left[ \sum_{\delta \in (\text{Fin}(\eta_n, T))} g_h(\delta, \eta_n, T) \right],
\]

where
\[
g_h(\delta, \eta_n, T) := \tau_{0, h}(S_1, \eta_n, T) \tau_{0, h}(S_2, \eta_n, T) \tau_{h, 2h}(S_3, \eta_n, T) \tau_{h, 2h}(S_4, \eta_n, T) \prod_{i=1}^{4} \xi_k(\delta_i),
\]

and
\[
\tau_{t+h}(\delta, \eta_n, T) := \tau_{t+h}(\delta) \tau_{t+h}^*(\eta_n, T) - \tau_t(\delta) \tau_t^*(\eta_n, T) N_r(\delta).
\]

Due to spatial independence, we have that \( \mathbb{E} \left[ g_h(\delta, \eta_n, T) | S \right] = 0 \) if there is \( i \in \{1, \ldots, 4\} \) such that \( N_r(S_i) \cap N_r(S_{\ell}) = \emptyset \) for all \( \ell \neq i \). Therefore,
\[
g_h(\delta, \eta_n, T) = \tau_{0, h}(S_1, \eta_n, T) \tau_{0, h}(S_2, \eta_n, T) \tau_{h, 2h}(S_3, \eta_n, T) \tau_{h, 2h}(S_4, \eta_n, T) \prod_{i=1}^{4} \xi_k(\delta_i),
\]

where
\[
\bar{\xi}_{k,r}(S_i) := \xi_{k,r}(S_i) \mathbb{I} \left\{ \exists \ell \neq i : N_r(S_i) \cap N_r(S_{\ell}) \neq \emptyset \right\}
\leq \xi_{k,r}(S_i) \sum_{\ell \neq i} \mathbb{I} \{N_r(S_i) \cap N_r(S_{\ell}) \neq \emptyset\}.
\]

Observe that
\[
\prod_{i=1}^{4} \xi_{k,r}(S_i) \leq \prod_{i=1}^{4} \xi_{k,r}(S_i),
\]

\[
\prod_{i=1}^{4} \xi_{k,r}(S_i) \leq \prod_{i=1}^{4} \xi_{k,r}(S_i) \zeta_r(S_i, S_{\pi(i)}),
\]
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where the sum is over all mappings \( \pi \) from \( \{1, 2, 3, 4\} \) to \( \{1, 2, 3, 4\} \) with no fixed points, and 
\[
\zeta_r(S_i, S_{\pi(i)}) := \mathbb{I} \{ N_r(S_i) \cap N_r(S_{\pi(i)}) \neq \emptyset \} \mathbb{I} \{ \text{diam}(S_i) \leq r_{\max} \} \mathbb{I} \{ \text{diam}(S_{\pi(i)}) \leq r_{\max} \},
\]
where the conditions in the last two indicators are equivalent to the locality condition (Assumption 2.2) on \( \xi_{k,r} \). Due to Assumption 2.6 on \( N_r \),
\[
\zeta_r(S_i, S_{\pi(i)}) > 0 \quad \text{only if} \quad \text{diam}(S_i \cup S_{\pi(i)}) \leq 2 \beta_k r_{\max} r_{\max} 1,
\]
and so \( \zeta_r \) is local. Going back to the fourth moment calculation, proceeding as in the proof of Lemma 4.7, and using Lemma 3.4, we find that the right hand side of (5.8) is equal to
\[
\sum_j \frac{(\pi(1 + T))^j}{\prod_j \mu_j!} \mathbb{E} \left[ g_{h,\tau} (\tilde{\mathcal{I}}, \tilde{\mathcal{P}}_{n(1+T)}) \right],
\]
where \( \tilde{\mathcal{P}}_{n(1+T)} \) is a marked Poisson point process independent of the iid points in \( \tilde{\mathcal{I}} \) which adhere to the intersection pattern \( \mathcal{J} \). By Lemma A.3, and (5.9)
\[
\left| \mathbb{E} \left[ g_{h,\tau} (\tilde{\mathcal{I}}, \tilde{\mathcal{P}}_{n(1+T)}) \right] \right| \leq \frac{K^2 h^2}{(1 + T)^j} \sum_{\pi} \mathbb{E} \left[ \prod_{i=1}^4 \xi_{k,r} (\mathcal{J}_i, \mathcal{J}_{\pi(i)}) \right].
\]
Translation and scale-invariance of \( \zeta_r \) also follows due to the affine invariance (Assumption 2.5) of \( N_r \). Therefore, we can apply Lemma 3.5 to the right hand side, and have
\[
\mathbb{E} \left[ \prod_{i=1}^4 \xi_{k,r} (\mathcal{J}_i, \mathcal{J}_{\pi(i)}) \right] r^{-d(\pi) - \#_{\mathcal{J}}} < \infty,
\]
where \( \#_{\mathcal{J}} \) denotes the number of components in the intersection structure that constitutes, in which we treat \( \mathcal{J}_i \cup \mathcal{J}_{\pi(i)} \) as a separate node, in addition to \( \mathcal{J}_i \) and \( \mathcal{J}_{\pi(i)} \), in the intersection graph of the sets. Therefore \( \#_{\mathcal{J}} \leq 2 \) for all \( \mathcal{J} \) and \( \pi \), and
\[
\mathbb{E} \left[ (F_n(2h) - F_n(h))^2 (F_n(h) - F_n(0))^2 \right] \leq h^2 \sum_{\pi} K_{J,\pi} n^{\#_{\mathcal{J}}} - \#_{\mathcal{J}}
\leq K h^2 n^2
\]
for some set of constants \( K_{J,\pi}, \) and \( K > 0 \). Condition (C2) of tightness for \( \tilde{F}_n \) follows from
\[
\mathbb{E} \left[ (\tilde{F}_n(2h) - \tilde{F}_n(h))^2 (\tilde{F}_n(h) - \tilde{F}_n(0))^2 \right] = \frac{\mathbb{E} \left[ (F_n(2h) - F_n(h))^2 (F_n(h) - F_n(0))^2 \right]}{\text{var}^2[F_n(0)]}
\]
and (5.7).

5.4. Continuity of the Limit Process.

**Lemma 5.4.** If \( n r^d \to \gamma \in (0, \infty) \), then the limit \( \lim_{n \to \infty} \tilde{F}_n(t) \) is almost surely continuous on \([0, \infty)\).

**Proof.** We use Fernique’s continuity criterion [7] to prove this, which states that a stationary Gaussian process \( X(t) \) is almost surely path continuous if there exists a non-decreasing function \( \psi(h) \) such that
\[
\mathbb{E} \left[ (X(h) - X(0))^2 \right] \leq \psi^2(h) \quad \text{and} \quad \int_1^\infty \psi(e^{-x^2}) \, dx < \infty.
\]
The reader is referred to [12] or [8] for different proofs of this criterion. By Fatou’s Lemma and the weak convergence of \( \bar{F}_n \) to the limit process \( X \), we have

\[
\mathbb{E} \left[ (X(h) - X(0))^2 \right] \leq \lim_{n \to \infty} \mathbb{E} \left[ (\bar{F}_n(h) - \bar{F}_n(0))^2 \right].
\]

(5.11)

To compute this limit, as in (5.8), we can write

\[
\mathbb{E} \left[ (F_n(h) - F_n(0))^2 \right] = \mathbb{E} \sum_{\bar{S} \in (\text{Fin}(\hat{\eta}_n,T))} \bar{g}_h(\bar{S}, \hat{\eta}_n,T),
\]

where

\[
\bar{g}_h(\bar{S}, \hat{\eta}_n,T) := \tau_{0,h}(S_1, \hat{\eta}_n,T) \tau_{0,h}(S_2, \hat{\eta}_n,T) \xi_{k,r}(S_1) \xi_{k,r}(S_2).
\]

(5.12)

Following the same arguments as in the proof of Lemma 5.3, and using Lemma A.4 instead of Lemma A.3 we obtain

\[
\mathbb{E} \left[ (F_n(h) - F_n(0))^2 \right] \leq K' h n^{|I|} d(|I| - \#\mathcal{I}),
\]

for some constant \( K' > 0 \). However, in this case, \( \#\mathcal{I} = 1 \), and so, applying (5.7), we obtain the bound, uniform in \( n \),

\[
\mathbb{E} \left[ (\bar{F}_n(h) - \bar{F}_n(0))^2 \right] \leq Kh
\]

for some \( K > 0 \). Thus, choosing \( \psi(h) = \sqrt{K'h} \), and recalling (5.11), we have

\[
\int_1^\infty \psi(e^{-x^2})dx = \int_1^\infty \sqrt{K'} e^{-x^2/2}dx \leq \sqrt{\frac{K\pi}{2}},
\]

giving that (5.10) is satisfied. \( \square \)

**Proof of Theorem 2.9.** This follows immediately as a consequence of Lemmas 5.1, 5.2, 5.3, 5.4 and Theorem 3.1. \( \square \)

**Acknowledgments.** The authors are grateful to Yogeshwaran Dhandapani for useful discussions and advice, and in particular for pointing us in the direction of highly related literature. The authors would also like to thank the anonymous referee for a timely and detailed report, with valuable suggestions on how to improve the manuscript.

**Funding.**

EO was supported in part by the Israel Science Foundation, Grants 2539/17 and 1965/19.

OB was supported in part by the Israel Science Foundation, Grant 1965/19.

RJA was supported in part by the Israel Science Foundation, Grant 2539/17.

**APPENDIX A: AUXILIARY LEMMAS**

Here we state and prove auxiliary lemmas, used in the proofs of main theorems, regarding the expectations of some functions defined in the main text. Recall the definition of \( g_h \) in (4.15). We start by proving the following lemma.

**Lemma A.1.** Let \( \mathcal{I} \) be an intersection pattern, and let \( \hat{\mathbf{X}} \) be a \(|\mathcal{I}|\)-tuple of iid marked points in \( \mathbb{R}^d \times \mathbb{R}^2 \). Writing \( \mathcal{T} = (\mathcal{T}_1, \mathcal{T}_2, \mathcal{T}_3, \mathcal{T}_4) = \Pi_{\mathcal{I}}(\hat{\mathbf{X}}) \), we have

\[
\mathbb{E}[g_h(\mathcal{T})] = \frac{1}{(1 + T)^{|\mathcal{I}|}} \Phi_3(h) \mathbb{E} \left[ \prod_{i=1}^4 \xi_{k,r}(\mathcal{T}_i) \right],
\]

where \( \Phi_3(h) \) is defined in (A.7).
Note that all events in the above intersections are independent (since the sets of indexes are disjoint). To start, for a set of indexes \(J\), we will explicitly evaluate the first term in \(E_1\). The others can be computed in a similar fashion. To start, for a set of indexes \(J\), write

\[
\mathcal{J}_J = \left( \bigcap_{j \in J} \mathcal{J}_j \right) \cap \left( \bigcap_{j \notin J} \mathcal{J}_j^c \right).
\]

The event \(A = \{ \tau_h(\mathcal{J}_1) \tau_h(\mathcal{J}_2) \tau_{2h}(\mathcal{J}_3) \tau_{2h}(\mathcal{J}_4) = 1 \}\) can be split as follows

\[
A = \left( \bigcap_{x \in \mathcal{J}_1 \cup \mathcal{J}_3} \{ B_x \leq h < B_x + L_x \} \right) \cap \left( \bigcap_{x \in \mathcal{J}_3 \cup \mathcal{J}_4} \{ B_x \leq 2h < B_x + L_x \} \right)
\]

\[
\cap \left( \bigcap_{x \in \mathcal{J}_1 \cup \mathcal{J}_2 \cup \mathcal{J}_4} \{ B_x \leq h < 2h < B_x + L_x \} \right).
\]

Note that all events in the above intersections are independent (since the sets of indexes are disjoint), and in addition we can show (cf. (4.11)) that

\[
P[B_x \leq h < B_x + L_x] = P[B_x \leq 2h < B_x + L_x] = \frac{1}{1 + T},
\]

\[
P[B_x \leq h < 2h < B_x + L_x] = \frac{e^{-h}}{1 + T}.
\]

Therefore, we have

\[
P[A] = \left( \frac{1}{1 + T} \right)^{[3]} e^{-h(I_{1,3} + I_{1,4} + I_{2,3} + I_{2,4} + I_{1,2,3} + I_{1,2,4} + I_{1,3,4} + I_{2,3,4} + I_{1,2,3,4})}.
\]
Applying a similar analysis to all other terms gives
(A.5) \[
E_1 = \left( \frac{1}{1 + T} \right)^{[3]} \left( 2e^{-h(I_{1,3} + I_{1,4} + I_{2,3} + I_{2,4} + I_{1,2,3} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} + e^{-2h(I_{1,3} + I_{1,4} + I_{2,3} + I_{2,4} + I_{1,2,3} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} + 1 \right. \\
+ e^{-h(I_{1,2} + I_{1,3} + I_{2,4} + I_{3,4} + I_{1,2,3} + I_{2,3,4})} e^{-2h(I_{2,3} + I_{2,4} + I_{1,2,3} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} + e^{-h(I_{1,2} + I_{1,4} + I_{2,3} + I_{3,4} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} e^{-2h(I_{2,3} + I_{2,4} + I_{1,2,3} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} + e^{-h(I_{1,2} + I_{1,4} + I_{2,3} + I_{3,4} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} e^{-2h(I_{2,3} + I_{2,4} + I_{1,2,3} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} \\
+ e^{-h(I_{1,2} + I_{1,3} + I_{2,4} + I_{3,4} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} e^{-2h(I_{2,3} + I_{2,4} + I_{1,2,3} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} + e^{-h(I_{1,2} + I_{1,3} + I_{2,4} + I_{3,4} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} e^{-2h(I_{2,3} + I_{2,4} + I_{1,2,3} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} \right) ,
\]
and
(A.6) \[
E_2 = \left( \frac{1}{1 + T} \right)^{[3]} \left( e^{-h(I_{1,2} + I_{1,3} + I_{2,4} + I_{3,4})} e^{-2h(I_{2,3} + I_{2,4} + I_{1,2,3} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} + e^{-h(I_{1,2} + I_{1,3} + I_{2,4} + I_{3,4})} e^{-2h(I_{2,3} + I_{2,4} + I_{1,2,3} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} + e^{-h(I_{1,2} + I_{1,3} + I_{2,4} + I_{3,4})} e^{-2h(I_{2,3} + I_{2,4} + I_{1,2,3} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} + e^{-h(I_{1,2} + I_{1,3} + I_{2,4} + I_{3,4})} e^{-2h(I_{2,3} + I_{2,4} + I_{1,2,3} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} + e^{-h(I_{1,2} + I_{1,3} + I_{2,4} + I_{3,4})} e^{-2h(I_{2,3} + I_{2,4} + I_{1,2,3} + I_{1,2,4} + I_{3,4} + I_{2,3,4} + I_{1,2,3,4})} \right) .
\]
As a shorthand notation to the above, we will write
(A.7) \[
E_1 - E_2 = \left( \frac{1}{1 + T} \right)^{[3]} \Phi_3(h) ,
\]
concluding the proof. \(\square\)

**Remark A.2.** Using the chain rule, and the symmetry in (A.5) and (A.6) (each \(I\) term appears in the exponents equally many times in \(E_1\) and \(E_2\), we observe that
(A.8) \[
\Phi_3(0) = \Phi_3'(0) = 0, \quad \text{and} \quad \sup_{h \geq 0} |\Phi_3'(h)| < \infty .
\]

We now turn to deriving an upper bound for the expectation of \(g_h(\bar{T}, \bar{\mathbb{P}}_{n(1+T)})\), as a function of \(h\).

**Lemma A.3.** Let \(I\) and \(\bar{T}\) be as in Lemma A.1, then
\[
\left| \mathbb{E} \left[ g_h(\bar{T}, \bar{\mathbb{P}}_{n(1+T)}) \right] \right| \leq \frac{K_3}{(1 + T)^{[3]}} \mathbb{E} \left[ \prod_{i=1}^{4} \xi_{k,r}(T_i) \right] h^2 ,
\]
for some finite constant \(K_3\).
PROOF. Following the steps of the previous proof, and exploiting the structural symmetry in the definitions of $g_h(\hat{T})$ and $g_h(\hat{\mathcal{T}}, \tilde{\mathcal{P}}_{n(1+T)})$, observe that

\[(A.9) \quad \mathbb{E} \left[ g_h(\hat{T}, \tilde{\mathcal{P}}_{n(1+T)}) \right] = \mathbb{E} \left[ \prod_{i=1}^{4} \xi_{k,r}(T_i)(E_i^* - E_2^*) \right],\]

where the definitions of $E_i^*$ and $E_2^*$ are the same as $E_1$ and $E_2$ in (A.2) and (A.3), except that each $\tau_i(\mathcal{T}_j)$ term is to be replaced by

$$\tau_i(\mathcal{T}_j) \tau_i^*(\tilde{\mathcal{P}}_{n(1+T)} \cap N_r(\mathcal{T}_j))$$

for $t \in \{0, h, 2h\}$ and $j \in \{1, 2, 3, 4\}$. Note that the expectation cannot be separated as in (A.1), since the terms $E_1^*$ and $E_2^*$ depend on the location of the points and therefore on $\xi_{k,r}(T_i)$. We start with the calculation of the first term in $\mathbb{E}[E_1^*]$, where the expectation is over the birth and death times of the points in $\hat{T}$ and the independent Poisson point process $\tilde{\mathcal{P}}_{n(1+T)}$. Note that the event

$$A^* := \left\{ \tau_h(\tilde{\mathcal{P}}_{n(1+T)} \cap N_r(\mathcal{T}_1)) = \tau_h^*(\tilde{\mathcal{P}}_{n(1+T)} \cap N_r(\mathcal{T}_2)) \right\}$$

$$= \tau_{2h}(\tilde{\mathcal{P}}_{n(1+T)} \cap N_r(\mathcal{T}_3))$$

$$= \tau_{2h}(\tilde{\mathcal{P}}_{n(1+T)} \cap N_r(\mathcal{T}_4)) = 1$$

can be split as follows:

$$A^* = \left( \bigcap_{x \in (\mathcal{T}_1 \cup \mathcal{T}_2 \cup \mathcal{T}_{1,2}) \cap \tilde{\mathcal{P}}_{n(1+T)}} \{ B_x \leq h < B_x + L_x \} \right)^c \cap \left( \bigcap_{x \in (\mathcal{T}_3 \cup \mathcal{T}_4 \cup \mathcal{T}_{3,4}) \cap \tilde{\mathcal{P}}_{n(1+T)}} \{ B_x \leq 2h < B_x + L_x \} \right)^c$$

$$\cap \left( \bigcap_{x \in (\mathcal{T}_{1,3} \cup \mathcal{T}_{2,3} \cup \mathcal{T}_{1,2} \cup \mathcal{T}_{1,2,3,4} \cup \mathcal{T}_{3,4} \cup \mathcal{T}_{1,3,4}) \cap \tilde{\mathcal{P}}_{n(1+T)}} \{ B_x \leq h < B_x + L_x \} \right)^c \cap \{ B_x \leq 2h < B_x + L_x \}^c$$,

where $^c$ denotes the complement and $\mathcal{T}_j$ (similarly to $\mathcal{T}_f$ in (A.4)) is used as a short-hand notation for

$$\mathcal{T}_j := \left( \bigcap_{j \in J} N_r(\mathcal{T}_j) \right) \cap \left( \bigcap_{j \notin J} (N_r(\mathcal{T}_j))^c \right).$$

We observe that, for any $x$,\n
$$\mathbb{P}[\{ B_x \leq h < B_x + L_x \}^c \cap \{ B_x \leq 2h < B_x + L_x \}^c] = 1 - \frac{2 - e^{-h}}{1+T}.$$

Note that the number of points in each set $\mathcal{T}_j$ is Poisson distributed and their birth and death times are independent. Using the moment generating function formula for the Poisson distribution, we can calculate

$$\mathbb{P}[A^*|\mathbb{F}] = e^{-n \mathbb{E} \left[ \bigcup_{i=1}^{4} N_r(\mathcal{T}_i) \right]} - n(1-e^{-h}) \mathbb{E} \left[ \bigcup_{j \in \mathcal{K}} \mathcal{T}_j \right],$$

where

$$\mathcal{K} := \{ \{1, 3\}, \{1, 4\}, \{2, 3\}, \{2, 4\}, \{1, 2, 3\}, \{1, 2, 4\}, \{1, 3, 4\}, \{2, 3, 4\}, \{1, 2, 3, 4\} \}.$$
Using the independence of \( \tau \) and \( \tau^* \), along with (A.9), we have

\[
\mathbb{E}[g_h(\bar{\mathcal{T}}, \hat{\mathcal{F}}_{n(1+T)})] \leq \mathbb{E}\left[ g_h(\mathcal{T}, \mathcal{F}_{n(1+T)}) \right]
\]

\[
= \mathbb{E}\left[ \prod_{i=1}^{4} \xi_{k,r} \left( \mathcal{F}_{i} \right) \right] \sum_{j=1}^{8} E_1^j(h) D_1^j(r, h) - E_2^j(h) D_2^j(r, h),
\]

where \( E_1^j(h) \) and \( E_2^j(h) \) are the terms in (A.5) and (A.6), respectively, and

(A.10) \[
D_1^j(r, h) := e^{-n Q \left( \bigcup_{i=1}^{4} N_{r} \left( \mathcal{F}_{i} \right) \right)} - n(1-e^{-h}) Q \left( \bigcup_{i \in \mathcal{K}^b_{\ell,j}} \mathcal{T}_{j} \right) - n(1-e^{-2h}) Q \left( \bigcup_{i \in \mathcal{K}^{2b}_{\ell,j}} \mathcal{T}_{j} \right),
\]

for suitably defined \( \mathcal{K}^b_{\ell,j} \) and \( \mathcal{K}^{2b}_{\ell,j} \). Note that \( E_1^j(0) = E_2^j(0) = 1 \), and \( D_1^j(r, 0) = D_2^j(r, 0) = e^{-n Q [N_r(\mathcal{T})]} \), where we use the shorthand notation,

\[
Q [N_r(\mathcal{T})] := Q \left( \bigcup_{i=1}^{4} N_{r} \left( \mathcal{F}_{i} \right) \right).
\]

Therefore,

\[
\frac{\partial}{\partial h} \sum_{j=1}^{8} E_1^j(h) D_1^j(r, h) - E_2^j(h) D_2^j(r, h) \bigg|_{h=0}
\]

\[
= \sum_{j=1}^{8} \left( \frac{\partial D_1^j(r, h)}{\partial h} \bigg|_{h=0} - \frac{\partial D_2^j(r, h)}{\partial h} \bigg|_{h=0} \right) + \sum_{j=1}^{8} \left( \frac{\partial E_1^j(h)}{\partial h} \bigg|_{h=0} - \frac{\partial E_2^j(h)}{\partial h} \bigg|_{h=0} \right).
\]

Note that the second sum here is equal to \( \Phi_3^0(0) = 0 \), and using the symmetry between the definitions of \( E_1^j(h) \) and \( D_1^j(r, h) \), it can be verified that the first sum is zero as well. Therefore, using the Taylor’s theorem as in (4.17), it follows that there exists a \( K_3(r, \mathcal{T}) \) for which

\[
\sum_{j=1}^{8} \left( E_1^j(h) D_1^j(r, h) - E_2^j(h) D_2^j(r, h) \right) \leq K_3(r, \mathcal{T}) h^2
\]

and an \( h^* \in [0, h] \) such that

\[
K_3(r, \mathcal{T}) = \frac{\partial^2}{\partial h^2} \sum_{j=1}^{8} E_1^j(h) D_1^j(r, h) - E_2^j(h) D_2^j(r, h) \bigg|_{h=h^*}.
\]

From (A.10), we note that

\[
\frac{\partial D_1^j(r, h)}{\partial h} \leq e^{-n Q [N_r(\mathcal{T})]} \left( n Q \left( \bigcup_{j \in \mathcal{K}^b_{\ell,j}} \mathcal{T}_{j} \right) + 2n Q \left( \bigcup_{j \in \mathcal{K}^{2b}_{\ell,j}} \mathcal{T}_{j} \right) \right)
\]

\[
\leq 3e^{-n Q [N_r(\mathcal{T})]} n Q [N_r(\mathcal{T})] + 1 \leq 3e^{-1},
\]

and

\[
\frac{\partial^2 D_1^j(r, h)}{\partial h^2} \leq 4e^{-n Q [N_r(\mathcal{T})]} n Q [N_r(\mathcal{T})] (n Q [N_r(\mathcal{T})] + 1) \leq 4.
\]
for all $h \geq 0$, $\ell \in \{1, 2\}$, and $j \in \{1, \ldots, 8\}$. Similar bounds hold for the first two derivatives of $E_1^2(h)$ and $E_2^2(h)$. Therefore,

$$K_3(r, \overline{T}) \leq K_3$$

almost surely, for some finite constant $K_3$, completing the proof. 

Finally, we prove the corresponding bound for $\overline{g}_h(\overline{T}, \overline{\hat{n}}_n(1+T))$, as follows.

**Lemma A.4.** Let the setting and notation be as in Lemma A.3, and $\overline{g}_h$ as defined in (5.12). Then

$$\left| \mathbb{E}\left[ \overline{g}_h(\overline{T}, \overline{\hat{n}}_n(1+T)) \right] \right| \leq \frac{K_3}{(1+T)^{|\beta|}} \mathbb{E}\left[ \xi_{k,r}(\mathcal{T}_1)\xi_{k,r}(\mathcal{T}_2)\zeta_r(\mathcal{T}_1, \mathcal{T}_2) \right] h,$$

for some finite constant $K_3$.

**Proof.** As in the proofs of previous two lemmas, we can write

$$\mathbb{E}\left[ \overline{g}_h(\overline{T}, \overline{\hat{n}}_n(1+T)) \right] = \mathbb{E}\left[ \xi_{k,r}(\mathcal{T}_1)\xi_{k,r}(\mathcal{T}_2)\zeta_r(\mathcal{T}_1, \mathcal{T}_2)(\bar{E}_1 - \bar{E}_2) \right],$$

with

$$\bar{E}_1 := \tau_h(\mathcal{T}_1)\tau_h^*(\overline{\hat{n}}_n(1+T) \cap N_r(\mathcal{T}_1))\tau_h(\mathcal{T}_2)\tau_h^*(\overline{\hat{n}}_n(1+T) \cap N_r(\mathcal{T}_2))$$

$$+ \tau_0(\mathcal{T}_1)\tau_0^*(\overline{\hat{n}}_n(1+T) \cap N_r(\mathcal{T}_1))\tau_0(\mathcal{T}_2)\tau_0^*(\overline{\hat{n}}_n(1+T) \cap N_r(\mathcal{T}_2))$$

$$\bar{E}_2 := \tau_0(\mathcal{T}_1)\tau_0^*(\overline{\hat{n}}_n(1+T) \cap N_r(\mathcal{T}_1))\tau_0(\mathcal{T}_2)\tau_0^*(\overline{\hat{n}}_n(1+T) \cap N_r(\mathcal{T}_2))$$

$$+ \tau_h(\mathcal{T}_1)\tau_h^*(\overline{\hat{n}}_n(1+T) \cap N_r(\mathcal{T}_1))\tau_0(\mathcal{T}_2)\tau_0^*(\overline{\hat{n}}_n(1+T) \cap N_r(\mathcal{T}_2)).$$

We repeat the same ideas in the proof of Lemma A.3. Note this time, due to symmetry, it is enough to calculate the first term of $\bar{E}_2$,

$$\mathbb{P}\left[ \tau_0^*(\overline{\hat{n}}_n(1+T) \cap N_r(\mathcal{T}_1)) = \tau_0^*(\overline{\hat{n}}_n(1+T) \cap N_r(\mathcal{T}_2)) \right] = 1|\overline{T}$$

$$= \mathbb{P}\left[ \left( \bigcap_{x \in \mathcal{T}_1 \cap \overline{\hat{n}}_n(1+T)} \{B_x > 0\} \right) \cap \left( \bigcap_{x \in \mathcal{T}_2 \cap \overline{\hat{n}}_n(1+T)} \{B_x \leq h < B_x + L_x\}^c \right) \cap \left( \bigcap_{x \in \mathcal{T}_1 \cap \overline{\hat{n}}_n(1+T)} \{B_x \leq 0\} \right) \cap \left( \bigcap_{x \in \mathcal{T}_2 \cap \overline{\hat{n}}_n(1+T)} \{B_x \leq h < B_x + L_x\}^c \right) \right| \overline{T}$$

$$= e^{-n Q[N_r(\mathcal{T}_1) \cup N_r(\mathcal{T}_2)] - n(1-e^{-h}) Q[\mathcal{T}_{1,2}]}.$$

Furthermore,

$$\mathbb{P}\left[ \tau_0(\mathcal{T}_1) = \tau_0(\mathcal{T}_2) = 1 \right] = \mathbb{P}\left[ \left( \bigcap_{x \in \mathcal{T}_1} \{B_x = 0\} \right) \cap \left( \bigcap_{x \in \mathcal{T}_2} \{B_x \leq h < B_x + L_x\} \right) \cap \left( \bigcap_{x \in \mathcal{T}_{1,2}} \{B_x = 0\} \right) \right]$$

$$= \left( \frac{1}{1+T} \right)^{|\beta|} e^{-hI_{1,2}}.$$
Therefore,
\[
\mathbb{E} \left[ \mathcal{G}_h(\mathcal{T}, \mathcal{P}_{n(1+T)}) \right] = (1 + T)^{-n} \times \mathbb{E} \left[ \xi_{k,r}(T_1) \xi_{k,r}(T_2) e^{-n Q[N_r(T)]} \left( 1 - e^{-h I_{1,2} e^{-n(1 - e^{-h})} \mathbb{Q}[T_{1,2}]} \right) \right].
\]
Noting that, for \( h = 0 \), the expression inside the expectation is zero, and
\[
\frac{\partial}{\partial h} e^{-n Q[N_r(T)]} \left( 1 - e^{-h I_{1,2} e^{-n(1 - e^{-h})} \mathbb{Q}[T_{1,2}]} \right) \bigg|_{h = h^*} \leq e^{-n Q[N_r(T)]} \left( I_{1,2} + n Q[T_{1,2}] \right) \leq I_{1,2} + e^{-1}
\]
for all \( h^* \geq 0 \). Therefore, applying Taylor’s theorem, we conclude that almost surely
\[
e^{-n Q[N_r(T)]} \left( 1 - e^{-h I_{1,2} e^{-n(1 - e^{-h})} \mathbb{Q}[T_{1,2}]} \right) \leq K^*_j h,
\]
for some constant \( K^*_j \). This completes the proof. \( \square \)

APPENDIX B

In this section we prove the asymptotic identities (5.6) used in the proof of Lemma 5.1.

PROOF OF (5.6). Note that
\[
\alpha^\Delta_{k,0} - \alpha^\infty_{k,0} = \mathbb{E} \left[ \xi_{k,r}(X) \xi_{k,r}(X') \nu_r(X, X') \right],
\]
where \( X \) and \( X' \) are each a \( k \)-tuple of iid points, as defined before, and
\[
\nu_r(x; x') := e^{-n(\mathbb{Q}[N_r(x)] + \mathbb{Q}[N_r(x')]) + ne^{-\Delta \mathbb{Q}[N_r(x) \cap N_r(x')]} - e^{-n \mathbb{Q}[N_r(x) \cap N_r(x')]}}.\]

Note that \( \nu_r \) is not translation and scale invariant, and so Lemma 3.5 is not directly applicable for calculating the asymptotics of (B.1). However, we can adapt the proof of Lemma 3.5 to get the desired result, as follows. By a change of variables, and using the translation and scale invariance of \( \xi_{k,r} \) we can write,
\[
\frac{\alpha^\Delta_{k,0} - \alpha^\infty_{k,0}}{r^{d(2k - 1)}} = \int_{(\mathbb{R}^d)^{2k}} \xi_{k,1}(0, y) \xi_{k,1}(y') \nu_r(x + r(0, y); x + ry') q(x) dx
\]
\[
\times \prod_{i=1}^{2k-1} q(x + ry_i) dy_i.
\]
for \((0, y) = (0, y_1, \ldots, y_{k-1})\) and \( y' = (y_k, \ldots, y_{2k-1}) \). Now note that, if
\[
N_r(x + r(0, y)) \cap N_r(x + ry') = \emptyset,
\]
then
\[
\nu_r(x + r(0, y); x + ry') = 0.
\]
However, due to affine invariance of \( N_r \), the former is equivalent to \( N_1(0, y) \cap N_1(y') = \emptyset \). Using this observation, the localness of \( \xi_{k,1} \), and the fact that \( 0 \leq \nu_r \leq 1 \) almost surely, the integrand in (B.3) can be bounded above by
\[
\| \xi_k \|^2_2 \left( \| q \|_\infty \right)^{2k} 1 \left\{ \{ y_1, \ldots, y_{2k-1} \} \subset B(0, 2\beta_k \max(r_{\text{max}}, 1)) \right\},
\]
which is integrable. Therefore, the dominated convergence theorem is applicable to the integration in (B.3). Note that, due to the affine invariance of $N_r$, 

$$Q \left[ N_r(x + r(0, y)) \right] = \int_{\mathbb R^d} q(u) 1 \{ u \in x + rN_1(0,y) \} du$$

$$= r^d \int_{\mathbb R^d} q(x + rz) 1 \{ z \in N_1(0,y) \} dz,$$

where we used the change of variable, $u = x + rz$, again. Using the dominated convergence theorem, and $\lim_{n \to \infty} nr^d = \gamma$, 

$$\lim_{n \to \infty} n Q \left[ N_r(x + r(0, y)) \right] = \gamma q(x) \text{vol}[N_1(0,y)].$$

Similarly, 

$$\lim_{n \to \infty} n Q \left[ N_r(x + r(y')) \right] = \gamma q(x) \text{vol}[N_1(y')],$$

and 

$$\lim_{n \to \infty} n Q \left[ N_r(x + r(0, y)) \cap N_r(x + r(y')) \right] = \gamma q(x) \text{vol} \left[ N_1(0,y) \cap N_1(y') \right].$$

From (B.2), 

$$\lim_{n \to \infty} \nu_r \left( x + r(0, y) ; x + r(y') \right) = e^{-\gamma q(x)(\text{vol}[N_1(0, y)] + \text{vol}[N_1(y')])} \times \left( e^{\gamma q(x)e^{-\Delta} \text{vol}[N_1(0, y) \cap N_1(y')]} - 1 \right).$$

Therefore, from (B.3), applying dominated convergence and the almost everywhere continuity of $q$, 

$$\lim_{n \to \infty} r^{-(2k-1)} (\alpha_{k,0}^{\Delta} - \alpha_{k,0}^{\infty}) \int_{(\mathbb R^d)^{2k}} \xi_{k,1}(0, y) \xi_{k,1}(y') [q(x)]^{2k} e^{-\gamma q(x)(\text{vol}[N_1(0, y)] + \text{vol}[N_1(y')])} \times \left( e^{\gamma q(x)e^{-\Delta} \text{vol}[N_1(0, y) \cap N_1(y')]} - 1 \right) dx \prod_{i=1}^{2k-1} dy_i.$$

Replacing the second exponential term with its power series expansion, interchanging the sum and the integral by Fubini, and setting 

$$\kappa_{k,0,l} := \int_{(\mathbb R^d)^{2k}} \xi_{k,1}(0, y) \xi_{k,1}(y') [q(x)]^{2k+l}$$

$$\times e^{-\gamma q(x)(\text{vol}[N_1(0, y)] + \text{vol}[N_1(y')])} \left( \text{vol} \left[ N_1(0, y) \cap N_1(y') \right] \right) dx \prod_{i=1}^{2k-1} dy_i,$$

we establish the first part of (5.6). In particular, note that 

$$\kappa_{k,0,l} \geq e^{-2\gamma V_d [\beta_k \max(1, r_{\max})]^d} \| q \|_\infty \int_{\mathbb R^d} [q(x)]^{2k+l} dx$$

$$\times \int_{(\mathbb R^d)^{2k-1}} \xi_{k,1}(0, y) \xi_{k,1}(y') \left( \text{vol} \left[ N_1(0, y) \cap N_1(y') \right] \right) \prod_{i=1}^{2k-1} dy_i, \quad (B.4)$$
where $V_d$ denotes the Lebesgue volume of the unit ball in $\mathbb{R}^d$. The latter term is positive due to Assumptions 2.2, 2.6 and 2.7. Proving the second part of (5.6), follows exactly the same steps, by taking

$$
\kappa_{k,l} := \int_{(\mathbb{R}^d)^{2k-l}} \xi_{k,1}(0, y) \xi_{k,1}(y') |q(x)|^{2k-j+l} \\
\times e^{-\gamma q(x)(\text{vol}[N_1(0,y)]+\text{vol}[N_1(y')])} \left( \text{vol} \left[ N_1(0, y) \cap N_1(y') \right] \right)^{\frac{2k-1-j}{2k-j}} dx \prod_{i=1}^{2k-1-j} dy_i.
$$

(B.5)

We therefore omit the details here.

REFERENCES

[1] BILLINGSLEY, P. (1995). Probability and measure, third ed. Wiley Series in Probability and Mathematical Statistics. John Wiley & Sons, Inc., New York A Wiley-Interscience Publication. MR1324786
[2] BOBROWSKI, O. (2019). Homological Connectivity in Random Čech Complexes. Available at arXiv:1906.04861.
[3] BOBROWSKI, O. and ADLER, R. J. (2014). Distance functions, critical points, and the topology of random Čech complexes. Homology Homotopy Appl. 16 311–344. MR3280987
[4] COSTA, A. and FARBER, M. (2017). Large random simplicial complexes. III: the critical dimension. J. Knot Theory Ramifications 26 1740010, 26. MR3604492
[5] DALEY, D. J. and VERE-JONES, D. (2008). An introduction to the theory of point processes. Vol. II, second ed. Probability and its Applications (New York). Springer, New York General theory and structure. MR2371524
[6] ETHIER, S. N. and KURTZ, T. G. (1986). Markov processes. Wiley Series in Probability and Mathematical Statistics: Probability and Mathematical Statistics. John Wiley & Sons, Inc., New York Characterization and convergence. MR838085
[7] FERNIQUE, X. (1964). Continuité des processus Gaussiens. C. R. Acad. Sci. Paris 258 6058–6060. MR164365
[8] GARSIA, A. M., RODEMICH, E. and RUMSEY, H. JR. (1970/71). A real variable lemma and the continuity of paths of some Gaussian processes. Indiana Univ. Math. J. 20 565–578. MR267632
[9] GERSHKOVICH, V. and RUBINSTEIN, H. (1997). Morse theory for Min-type functions. Asian J. Math. 1 696–715. MR1621571
[10] LACHÈZE-REY, R., SCHULTE, M. and YUKICH, J. E. (2019). Normal approximation for stabilizing functionals. Ann. Appl. Probab. 29 931–993. MR3910021
[11] LAST, G., PECCATI, G. and SCHULTE, M. (2016). Normal approximation on Poisson spaces: Mehler’s formula, second order Poincaré inequalities and stabilization. Probab. Theory Related Fields 165 667–723. MR3520016
[12] MARCUS, M. B. and SHEPP, L. A. (1970). Continuity of Gaussian processes. Trans. Amer. Math. Soc. 151 377–391. MR264749
[13] MÖLLER, J. and WAAGEPETERSEN, R. P. (2004). Statistical inference and simulation for spatial point processes. Monographs on Statistics and Applied Probability 100. Chapman & Hall/CRC, Boca Raton, FL. MR2004226
[14] OWADA, T. (2017). Functional central limit theorem for subgraph counting processes. Electron. J. Probab. 22 Paper No. 17, 38. MR3622887
[15] OWADA, T. (2018). Limit theorems for Betti numbers of extreme sample clouds with application to persistence barcodes. Ann. Appl. Probab. 28 2814–2854. MR3847974
[16] OWADA, T., SAMORODNITSKY, G. and THOPPE, G. (2021). Limit theorems for topological invariants of the dynamic multi-parameter simplicial complex. Stochastic Process. Appl. 138 56–95. MR4252193
[17] PENROSE, M. (2003). Random geometric graphs. Oxford Studies in Probability 5. Oxford University Press, Oxford. MR1986198
[18] PENROSE, M. D. (2001). A central limit theorem with applications to percolation, epidemics and Boolean models. Ann. Probab. 29 1515–1546. MR1880230
[19] PENROSE, M. D. (2008). Existence and spatial limit theorems for lattice and continuum particle systems. Probab. Surv. 5 1–36. MR2395152
[20] PENROSE, M. D. (2020). Leaves on the line and in the plane. Electron. J. Probab. 25 Paper No. 53, 40. MR4095049
[21] Penrose, M. D. and Yukich, J. E. (2001). Central limit theorems for some graphs in computational geometry. Ann. Appl. Probab. 11 1005–1041. MR1878288

[22] Penrose, M. D. and Yukich, J. E. (2005). Normal approximation in geometric probability. In Stein’s method and applications. Lect. Notes Ser. Inst. Math. Sci. Natl. Univ. Singap. 5 37–58. Singapore Univ. Press, Singapore. MR2201885

[23] Preston, C. (1975). Spatial birth-and-death processes. Bull. Inst. Internat. Statist. 46 371–391, 405–408 (1975). With discussion. MR474532

[24] Qi, X. (2008). A functional central limit theorem for spatial birth and death processes. Adv. in Appl. Probab. 40 759–797. MR2454032

[25] Thoppe, G. C., Yogeshwaran, D. and Adler, R. J. (2016). On the evolution of topology in dynamic clique complexes. Adv. in Appl. Probab. 48 989–1014. MR3595763

[26] Van Lieshout, M. N. M. (2000). Markov point processes and their applications. Imperial College Press, London. MR1789230

[27] Yogeshwaran, D., Subag, E. and Adler, R. J. (2017). Random geometric complexes in the thermodynamic regime. Probab. Theory Related Fields 167 107–142. MR3602843