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Combining Tumor Segmentation Masks with PET/CT Images and Clinical Data in a Deep Learning Framework for Improved Prognostic Prediction in Head and Neck Squamous Cell Carcinoma
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Abstract. PET/CT images provide a rich data source for clinical prediction models in head and neck squamous cell carcinoma (HNSCC). Deep learning models often use images in an end-to-end fashion with clinical data or no additional input for predictions. However, in the context of HNSCC, the tumor region of interest may be an informative prior in the generation of improved prediction performance. In this study, we utilize a deep learning framework based on a DenseNet architecture to combine PET images, CT images, primary tumor segmentation masks, and clinical data as separate channels to predict progression-free survival (PFS) in days for HNSCC patients. Through internal validation (10-fold cross-validation) based on a large set of training data provided by the 2021 HECKTOR Challenge, we achieve a mean C-index of 0.855 ± 0.060 and 0.650 ± 0.074 when observed events are and are not included in the C-index calculation, respectively. Ensemble approaches applied to cross-validation folds yield C-index values up to 0.698 in the independent test set (external validation), leading to a 1st place ranking on the competition leaderboard. Importantly, the value of the added segmentation mask is underscored in both internal and external validation by an improvement of the C-index when compared to models that do not utilize the segmentation mask. These promising results highlight the utility of including segmentation masks as additional input channels in deep learning pipelines for clinical outcome prediction in HNSCC.
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1 Introduction

Deep learning has been studied extensively for medical image segmentation and clinical outcome prediction in head and neck squamous cell carcinoma (HNSCC) [1]. While
Combining Tumor Segmentation Masks with PET/CT Images and Clinical Data

utilizing medical images in an end-to-end framework with no additional data streams has become commonplace, previous studies have noted the importance of adding regions of interest in a deep learning workflow to improve predictive performance [2, 3]. These regions of interest may help deep learning models localize to areas that harbor more relevant information for the downstream prediction task of interest. This may be particularly salient for HNSCC patients, where the prognostic status is often informed by the re-appearance of tumor volumes in or near the original region of interest (recurrence/treatment failure) [4]. Moreover, PET/CT images provide a rich source of information for the tumor region of interest in HNSCC [5] that may be combined with deep learning models to improve prognostic prediction, such as for progression-free survival (PFS). Therefore, the development of PET/CT-based deep learning approaches that can effectively combine previously segmented tumor regions of interest with existing architectures is an important component in exploring novel and effective HNSCC outcome prediction models.

In this study, we develop and evaluate a deep learning model based on the DenseNet architecture that combines PET/CT images, primary tumor segmentation masks, and clinical data to predict PFS in HNSCC patients provided by the 2021 HECKTOR Challenge. By combining these various information streams, we demonstrate reasonable performance on internal and external validation sets, achieving a top ranking in the competition.

2 Methods

We developed a deep learning model for PFS prediction of HNSCC patients using co-registered $^{18}$F-FDG PET and CT imaging data, ground truth primary tumor segmentation masks, and associated clinical data. The censoring status and time-to-event between PET/CT scan and event, imaging data, segmentation masks, and clinical data were used to train the model. The performance of the trained model for predicting PFS was validated using a 10-fold cross-validation approach. An ensemble model based on the predictions from the 10-fold cross-validation models was packaged into a Docker container to evaluate models on unseen testing data. Abbreviated methodology salient to the use of segmentation masks in our models is described below. For further details, we refer the reader to our parallel study on Task 2 of the HECKTOR Challenge, i.e., PFS prediction without using segmentation mask information [6].

Data from 224 HNSCC patients from multiple institutions was provided in the 2021 HECKTOR Challenge [7–10] training set. Data for these patients included co-registered $^{18}$F-FDG PET and CT scans, clinical data (Table 1), and ground truth manual segmentations of primary tumors derived from clinical experts. Images and masks were cropped to a bounding box of $144 \times 144 \times 144$ mm$^3$ and resampled to a resolution of 1 mm. The CT intensities were truncated to the range of $[-200, 200]$ and then normalized to a $[-1, 1]$ scale, while PET intensities were normalized with a z-score. Clinical data were mapped to ordinal categorical variables if applicable (Table 1) and then min-max rescaled. The clinical data was reshaped into a $144 \times 144 \times 144$ volume by concatenating clinical variables repeatedly ($144 \times 144 \times 16$ matrix of repeating elements for each variable) to act as a volumetric input to the deep learning model.
Table 1. Clinical variables used in this study and corresponding categorical mappings (if applicable) used in model building. Note: No variables with empty values (NaNs) in any entries were used in this study. * TNM group ordinal categorical variable was also based on information from the corresponding TNM stage.

| Clinical variable   | Categorical mapping                                      |
|---------------------|-----------------------------------------------------------|
| Center ID            | None – used as is, 0,1,2,3,4,5                            |
| Age                 | None – used as is, continuous                             |
| Gender              | None – used as is, Male:0, Female:1                       |
| TNM edition         | None – used as is, 7:0, 8:1                               |
| Chemotherapy status | None – used as is, No:0, Yes:1                            |
| TNM group*          | ‘7 & I’ : 0, ‘8 & I’ : 0, ‘7 & II’ : 1, ‘7 & III’ : 2,   |
|                     | ‘8 & III’ : 2, ‘7 & IV’ : 3, ‘8 & IV’ : 3, ‘7 & IVA’ : 4, |
|                     | ‘8 & IVA’ : 4, ‘7 & IVB’ : 5, ‘8 & IVB’ : 5, ‘7 & IVC’ : 6 |
| T-stage             | ‘Tx’ : 0, ‘T1’ : 1, ‘T2’ : 2, ‘T3’ : 3, ‘T4’ : 4, ‘T4a’ : 5 |
|                     | , ‘T4b’ : 6                                               |
| N-stage             | ‘N0’ : 0, ‘N1’ : 1, ‘N2’ : ‘N2a’ : 3, ‘N2b’ : 4, ‘N2c’ : 5 |
|                     | , ‘N3’ : 6                                               |
| M-stage             | ‘Mx’ : 0, ‘M0’ : 0, ‘M1’ : 1                               |

A deep learning convolutional neural network model based on the DenseNet121 [11] architecture included in the MONAI Python package [12] was used for the analysis (Fig. 1); further details on the architecture can be found in the MONAI documentation. Each dense block was comprised of a pre-activation batch normalization, ReLU, and 3 × 3 convolution followed by a batch normalization, ReLU, and 1 × 1 convolution, where dense blocks were repeated in a (6, 12, 24, 16) pattern. Processed PET/CT, tumor mask, and clinical data volumes were used as separate input channels to the model. We used data augmentation by MONAI [12] during training which was applied to the PET/CT and tumor mask images. The augmentation included random horizontal flips of 50% and random affine transformations with an axial rotation range of 12° and a scale range of 10%. We used a batch size of 2 patients’ images, masks, and clinical data. The model was trained for 800 iterations with a learning rate of 2 × 10⁻⁴ for iterations 0 to 300, 1 × 10⁻⁴ for iterations 301 to 600, and 5 × 10⁻⁵ for iterations 601 to 800. We used an Adam optimizer and a negative log-likelihood loss function. The negative log-likelihood loss function was adapted from previous studies [13, 14] which can account for both PFS and censoring information; a detailed description of our implementation is given in [6].

As described on the HECKTOR Challenge website, progression was defined based on RECIST criteria: either a size increase of known lesions (change of T and or N), or appearance of new lesions (change of N and/or M), where disease-specific death was also considered a progression event. To model PFS we divided the total time interval of 9 years, which covers all values reported for PFS in the training data set, into 20 discrete intervals of 164.25 days, representing the final 20 output channels of the network. The discretization scheme was adapted from previous studies [13, 14]. The conditional probabilities of surviving in the discretized intervals were obtained by applying a sigmoid
Fig. 1. Schematic of the Densenet121 architecture used for the prediction model and the four-channel input volumetric images representing CT, PET, tumor mask, and clinical data. Ground truth tumor segmentation masks for model training were provided by the 2021 HECKTOR Challenge and accessed via a Docker framework for test set evaluation. The number of repeated dense blocks of (6, 12, 24, and 16) are given above each group of blocks.
function on the 20 outputs channels of the network. We estimated the final PFS from the model predicted conditional probabilities by obtaining the summation of the cumulative probability of surviving each time interval times the duration of the time interval of 164.25 days. We used a 10-fold cross-validation approach to train and evaluate the model. We assessed the performance of each separate cross-validation model using the concordance index (C-index) from the lifelines Python package [15]. We estimated the mean C-index by averaging all the C-index values obtained from each fold. It is possible to measure the C-index by ignoring the events observed; therefore, as an alternative metric, we also measured this modified C-index in reporting results.

For the independent test set on the HECKTOR submission portal, we implemented two different model ensembling approaches to estimate the PFS from cross-validation results (10 independently trained models): a simple average across models (AVERAGE), and a consensus from cumulative survival probability derived from mean conditional probability survival vectors (CONSENSUS). We packaged these models into Docker images [16] that act as templates to apply the models to unseen test data. Each Docker image was composed of a Python script that predicted PFS (anti-concordant) from PET/CT, tumor masks, and clinical data (user supplied) by accessing previously built 10-fold cross validation models in the form of .pth files. Two BASH scripts were included in the Docker image that allowed organizers to access file repositories for test data and output a comma separated value file of predicted PFS. While the Docker images were composed with minimal dependencies and small Python distributions, each zipped file was ~3 GB in size.

3 Results and Discussion

The 10-fold cross-validation results for each set for the model implementing PET/CT images, tumor segmentation masks, and clinical data are shown in Fig. 2. Individual sets were not significantly different than ground truth PFS except for sets 6 and 7 (p < 0.05). The overall mean C-index across all folds was 0.855 ± 0.060 and 0.65 ± 0.074 when considering and not considering observed events in the C-index calculation, respectively. For comparison, the equivalent model without segmentation data achieved mean C-index values of 0.841 ± 0.045 and 0.622 ± 0.067 when considering and not considering observed events in the C-index calculation, respectively. Though gains in performance were modest for the 4-channel (with segmentation) model compared to the 3-channel (without segmentation) model, these results indicate important prognostic information can further be teased out of a region of interest to improve the performance of a deep learning clinic prediction model. Upon submitting our ensemble models on external test set validation, the AVERAGE method demonstrates a C-index of 0.696 while the CONSENSUS method demonstrates a C-index of 0.698. Both these methods improve upon the analogous submissions in Task 2 of the HECKTOR Challenge, i.e. 0.689 and 0.694 for the AVERAGE and CONSENSUS models without segmentation masks, respectively [6]. Compared to the internal validation results, the increase in external validation performance for these models is likely secondary to improved generalization introduced by the ensembling approaches. Importantly, our best model was ranked 1st in the HECKTOR Challenge Task 3 leaderboard, beating the 2nd place model’s C-index by 0.0272 (civodlu). Previous studies have shown that combining deep learning
Fig. 2. Kaplan Meier plots showing survival probabilities as a function of time in days for the ground truth (GT) PFS and the predicted PFS by the four channel (PET, CT, tumor segmentation mask, clinical) model. The C-index and the p-value of the logrank test for the GT and predicted PFS are shown above each subplot. The tables below each plot correspond to the number of patients experiencing GT PFS at each time-step.
methods with information from segmentation masks (particularly pre-defined radiomic features) can improve outcome prediction in HNSCC [2], which is consistent with our results. In addition, manually generated tumor segmentation masks are a byproduct of physician knowledge, so it is possible the added segmentation masks allow our models to impart a degree of expert insight into predictions. An interesting future research direction would be implementing deep learning interpretability methods [17] on these models to investigate how they differ from models without provided segmentations.

4 Conclusion

Herein, we have developed and investigated the performance of a deep learning model that can utilize PET/CT images, tumor segmentation masks, and clinical data simultaneously to predict PFS in HNSCC patients. This approach is innovative since most deep learning techniques for medical outcome prediction typically only implement images and/or clinical data as model input channels. Our models achieve reasonable performance through internal-validation and external test set validation on large heterogeneous datasets provided by the 2021 HECKTOR Challenge; our best model received 1st place in the Task 3 competition. Moreover, our results indicate subregions of interest acting as separate input channels could help add prognostic value for HNSCC prognostic deep learning models and should be investigated further.
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