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ABSTRACT. We study projective structures on a surface having poles of prescribed orders. We obtain a monodromy map from a complex manifold parameterising such structures to the stack of framed $\text{PGL}_2(\mathbb{C})$ local systems on the associated marked bordered surface. We prove that the image of this map is contained in the union of the domains of the cluster charts. We discuss a number of open questions concerning this monodromy map.

1. Introduction

This paper is concerned with the monodromy of projective structures on Riemann surfaces. A projective structure can be viewed as a global generalization of a differential equation of the form

$$y''(z) - \varphi(z) \cdot y(z) = 0.$$  

In another language it is an oper for the group $\text{PGL}_2(\mathbb{C})$. Our main focus will be on the case when the potential $\varphi(z)$ has poles, but we begin by recalling some of the classical results on holomorphic projective structures. For excellent surveys on this material we recommend [16, 35].

1.1. Holomorphic projective structures. A projective structure $\mathcal{P}$ on a Riemann surface $S$ is an atlas of holomorphic charts

$$f_i: U_i \to \mathbb{P}^1,$$  

with the property that each transition function $\phi_{ij} = f_i \circ f_j^{-1}$ is the restriction of an element of

$$G = \text{Aut}(\mathbb{P}^1) = \text{PGL}_2(\mathbb{C}).$$

Projective structures are closely related to quadratic differentials. If $\mathcal{P}$ is a projective structure on a Riemann surface $S$, with a local chart $z: U \to \mathbb{P}^1$, and

$$\phi(z) = \varphi(z) \, dz^\otimes 2$$  

is a quadratic differential on $S$, written in terms of the co-ordinate $z$, then one obtains a chart in a new projective structure $\mathcal{P}' = \mathcal{P} + \phi$ on the surface $S$ by considering the ratio of two independent
solutions to the differential equation
\[ y''(z) - \varphi(z) \cdot y(z) = 0. \]  
(2)

This construction gives the set of projective structures on a fixed Riemann surface $S$ of genus $g = g(S)$ the structure of an affine space for the vector space of holomorphic quadratic differentials
\[ H^0(S, \omega_S^{\otimes 2}) \cong \mathbb{C}^{3g-3}. \]  
(3)

Let us fix a closed, oriented surface $\mathbb{S}$ of genus $g = g(\mathbb{S})$. A marked projective structure is then defined to be a triple $(S, \mathcal{P}, \theta)$, where $S$ is a Riemann surface equipped with a projective structure $\mathcal{P}$, and $\theta$ is a marking, that is, an isotopy class of orientation-preserving diffeomorphisms $\theta: \mathbb{S} \to S$. Two such triples $(S_i, \mathcal{P}_i, \theta_i)$ will be considered to be equivalent if there is a biholomorphism $f: S_1 \to S_2$ which preserves the projective structures and the markings in the obvious way.

The set $\mathcal{P}(\mathbb{S})$ of equivalence classes of marked projective structures has the natural structure of a complex manifold of dimension $6g - 6$. There is an obvious forgetful map
\[ p: \mathcal{P}(\mathbb{S}) \to \mathcal{T}(\mathbb{S}) \]  
(4)
to the Teichmüller space $\mathcal{T}(\mathbb{S})$, viewed as the moduli space of Riemann surfaces $S$ equipped with a marking $\theta: \mathbb{S} \to S$. A relative version of the construction described above shows that this map (4) is an affine bundle for the vector bundle
\[ q: \Omega(\mathbb{S}) \to \mathcal{T}(\mathbb{S}), \]
whose fibre over a marked Riemann surface $(S, \theta)$ is the vector space (3).

1.2. **Monodromy of projective structures.** A projective structure $\mathcal{P}$ on a Riemann surface $S$ has an associated developing map: a holomorphic map
\[ f: \tilde{S} \to \mathbb{P}^1, \]
where $\pi: \tilde{S} \to S$ is the universal covering surface, such that any injective locally-defined map of the form $f \circ \pi^{-1}$ is a chart in $\mathcal{P}$. Such a developing map gives rise to a monodromy representation
\[ \rho: \pi_1(S) \to G, \]  
(5)
defined by the the condition $f(\gamma \cdot x) = \rho(\gamma) \cdot f(x)$. The developing map $f$ is unique up to post-composition with an element of the group $G$, and the monodromy representation is therefore well-defined up to overall conjugation by an element of $G$. More abstractly, we can think in terms of a $G$ local system naturally associated to the projective structure.
Let us fix a closed, oriented surface $S$ as above and consider the quotient stack

$$\mathcal{X}(S) = \text{Hom}(\pi_1(S), G)/G$$

(6)

parameterising representations (5) up to overall conjugation, or equivalently, isomorphism classes of $G$ local systems on $S$. The monodromy of a marked projective structure on $S$ defines a point of this stack in the obvious way. Gunning [25] proved that when $g = g(S) > 1$, this point lies in the open substack $\mathcal{X}^*(S)$ consisting of representations with non-commutative image. This substack is a (possibly non-Hausdorff) complex manifold, and there is a holomorphic map

$$F : \mathcal{P}(S) \to \mathcal{X}^*(S)$$

(7)

sending a marked projective structure to its monodromy representation.

The map $F$ has been studied for over a century. Let us briefly recall some of the better known results. A result of Poincaré [38] shows that $F$ is injective when restricted to each fibre of the forgetful map (4). Hejhal [26] proved that $F$ is a local homeomorphism, and Earle [17] and Hubbard [27] showed that $F$ is moreover a local biholomorphism. It is also known that $F$ has infinite fibres and is not a covering map of its image, see e.g. [16]. Finally, a famous theorem of Gallo, Kapovich and Marden [24] characterises the image of $F$.

1.3. **Meromorphic projective structures.** In this paper we study a monodromy map analogous to (7) but for meromorphic projective structures. The notion of a meromorphic projective structure has meaning because of the above-mentioned fact that the set of projective structures on a fixed Riemann surface $S$ is an affine space for the space of quadratic differentials. Concretely, if we fix a holomorphic projective structure on $S$ as above, the local charts in a meromorphic projective structure are obtained by taking ratios of solutions to the equation (2), where the quadratic differential (1) is now allowed to have poles.

Note that when $\varphi(z)$ has a pole $p$ of order $m > 2$ the equation (2) has an irregular singularity, and one should expect generalised monodromy in the form of Stokes data to enter the picture. A solution $y(z)$ to the equation (2) defined in a sectorial neighbourhood centered at $p$ is called subdominant if $y(z) \to 0$ as $z \to p$. Standard results in the theory of differential equations show that there are $m - 2$ distinguished sectors centered at $p$, known as Stokes sectors, in which there exist unique-up-to-scale subdominant solutions to (2). The rays in the centres of these distinguished sectors are called Stokes directions and coincide with the asymptotic directions at $p$ of the horizontal foliation defined by the quadratic differential $\varphi(z)$.
Our results depend on a choice of genus \( g \geq 0 \) and a non-empty collection of positive integers giving the orders of poles of the projective structures. It is more convenient to represent this data in the form of a marked bordered surface \((\mathcal{S}, \mathcal{M})\). This is a compact, connected, oriented surface \( \mathcal{S} \) with (possibly empty) boundary, equipped with a non-empty collection of marked points \( \mathcal{M} \subset \mathcal{S} \), such that each boundary component of \( \mathcal{S} \) contains at least one point of \( \mathcal{M} \). We denote by \( \mathcal{P} \subset \mathcal{M} \) the set of internal marked points, which we also refer to as punctures.

A meromorphic projective structure \( \mathcal{P} \) on a compact Riemann surface \( S \) naturally determines a marked bordered surface \((\mathcal{S}, \mathcal{M})\). The surface \( \mathcal{S} \) is the real oriented blow-up of \( S \) at the poles of \( \mathcal{P} \) of order \( > 2 \), which are precisely the irregular singularities of the differential equation \((2)\), and the boundary marked points correspond to the Stokes directions. The internal marked points are the poles of \( \mathcal{P} \) of order \( \leq 2 \), which are precisely the regular singularities of the equation \((2)\).

Let us fix a marked bordered surface \((\mathcal{S}, \mathcal{M})\). If \( g(S) = 0 \) we assume that \(|\mathcal{M}| \geq 3\). We introduce a complex manifold \( \mathcal{P}(\mathcal{S}, \mathcal{M}) \) parameterising marked meromorphic projective structures in much the same way as before. The points of \( \mathcal{P}(\mathcal{S}, \mathcal{M}) \) are equivalence-classes of triples \((S, \mathcal{P}, \theta)\), where \( S \) is a Riemann surface equipped with a meromorphic projective structure \( \mathcal{P} \), and \( \theta \) is an isotopy class of orientation-preserving diffeomorphisms between the marked bordered surface canonically associated to \((S, \mathcal{P})\) and the fixed surface \((\mathcal{S}, \mathcal{M})\).

It will be convenient to introduce two modifications to the manifold \( \mathcal{P}(\mathcal{S}, \mathcal{M}) \). Firstly, we define a dense open subset

\[
\mathcal{P}^o(\mathcal{S}, \mathcal{M}) \subset \mathcal{P}(\mathcal{S}, \mathcal{M}),
\]

whose complement consists of projective structures with apparent singularities: regular singularities for which the corresponding monodromy transformation is trivial as an element of \( G = \text{PGL}_2(\mathbb{C}) \). We do this because the monodromy map of Theorem 1.1 is not well-defined for such projective structures. Secondly, we introduce a branched cover

\[
\pi: \mathcal{P}^*(\mathcal{S}, \mathcal{M}) \to \mathcal{P}^o(\mathcal{S}, \mathcal{M}) \quad (8)
\]

of degree \( 2^{|\mathcal{P}|} \), whose points parameterise marked projective structures equipped with a signing: a choice of eigenline for the monodromy around each regular singularity. The main point of this is to obtain a monodromy map taking values in the stack of framed local systems, which as we explain below, is rational and carries interesting birational co-ordinate systems. An analogous cover also turns out to be very natural in the context of moduli spaces of meromorphic quadratic differentials \([13, \text{Section 6.2}]\).
1.4. Monodromy and framed local systems. Let us now turn to the analogue of the character stack (6) in the meromorphic situation. A framed $G = \text{PGL}_2(\mathbb{C})$ local system on a marked bordered surface $(S, \mathcal{M})$ is defined to be a $G$ local system $\mathcal{G}$ on the punctured surface $S^* = S \setminus \mathcal{P}$ equipped with the data of a framing: a choice of flat section $\ell(p)$ of the restriction of the associated $\mathbb{P}^1$-bundle
\[
\mathcal{L} = \mathcal{G} \times_G \mathbb{P}^1
\]
to a neighbourhood of each point $p \in \mathcal{M}$. The moduli stack $\mathcal{X}(S, \mathcal{M})$ of framed $G$ local systems on $(S, \mathcal{M})$ was introduced by Fock and Goncharov in [19].

We shall call a framed local system degenerate if one of the following statements holds:

(D1) There is a connected component $I$ of the punctured boundary $\partial S \setminus \mathcal{M}$ such that the two chosen sections $\ell(p_i)$ defined near the points $p_1, p_2 \in \mathcal{M}$ lying at the ends of $I$ coincide under parallel transport along $I$.

(D2) There exists an unordered pair of distinct points $\ell_{\pm}(p)$ in each fibre of the bundle $\mathcal{L}$, each of which locally defines a flat section of $\mathcal{L}$ but which may be permuted by the monodromy of $\mathcal{L}$, such that for each $p \in \mathcal{M}$ the chosen section $\ell(p)$ coincides with one of the $\ell_{\pm}(p)$.

(D3) The surface $S$ is closed, there exists a single flat section $\ell$ of the bundle $\mathcal{L}$ over $S^*$ such that for each $p \in \mathcal{M}$ the chosen section $\ell(p)$ coincides with $\ell$, and moreover, the monodromy around each puncture is either parabolic or the identity.

Note that for any given surface $(S, \mathcal{M})$ we need only ever consider two of the above conditions, since when $S$ is closed condition (D1) is vacuous. We show that there is an open substack
\[
\mathcal{X}^*(S, \mathcal{M}) \subset \mathcal{X}(S, \mathcal{M})
\]
parameterising non-degenerate framed local systems, and use Fock-Goncharov co-ordinates (see Section 1.5 below) to show that it is a (possibly non-Hausdorff) complex manifold.

A meromorphic projective structure on a Riemann surface $S$ induces a holomorphic projective structure on the complement of its poles, and hence a monodromy $G$ local system on the associated punctured surface $S^*$. We show that for signed projective structures without apparent singularities this $G$ local system has a natural framing. At regular singularities, this is provided by the choice of signing. At irregular singularities it is provided by the unique up-to-scale subdominant solutions defined on Stokes sectors. We call the resulting framed local system the monodromy framed local system of the signed projective structure.

In Section 6 we prove that the monodromy framed local system of a signed projective structure without apparent singularities is non-degenerate. This leads to the following result.
**Theorem 1.1.** Let \((S,M)\) be a marked bordered surface, and if \(g(S) = 0\) assume that \(|M| \geq 3\). Then there is a holomorphic map

\[ F: P^*(S,M) \to X^*(S,M), \quad (9) \]

sending a signed marked projective structure to its monodromy framed \(G\) local system.

The hypothesis in the statement of Theorem 1.1 excludes six marked bordered surfaces. We discuss these degenerate cases in more detail in Section 6.4. In the two cases when \(g(S) = 0\) and \(|M| = 1\), both sides of (9) are easily seen to be empty, so the result is vacuously true. The remaining four cases, when \(g(S) = 0\) and \(|M| = 2\), can be treated directly: in two of them the statement of Theorem 1.1 needs to be modified to account for the fact that the space \(P^*(S,M)\) is no longer a manifold, since it has non-trivial generic automorphism group.

1.5. **Cluster co-ordinates.** One very important and interesting feature of the meromorphic situation, which has no analogue in the holomorphic case, is that the stack \(\mathcal{X}(S,M)\) of framed local systems, when considered in the algebraic category, is rational. To prove this, Fock and Goncharov [19] constructed an explicit system of birational maps

\[ X_T: \mathcal{X}(S,M) \dasharrow (\mathbb{C}^*)^n \]

indexed by the ideal triangulations \(T\) of the surface \((S,M)\). Moreover, they proved that the inverse birational maps induce open embeddings

\[ X_T^{-1}: (\mathbb{C}^*)^n \hookrightarrow \mathcal{X}(S,M). \]

In fact, when the surface \((S,M)\) has punctures, the correct combinatorial object to consider is not an ideal triangulation, but a variant known as a tagged triangulation [20]. The set of tagged triangulations contains the set of ideal triangulations within it, but has the additional feature that the graph whose vertices are tagged triangulations and whose edges are flips is always regular. It is easy to extend Fock and Goncharov’s definition to give birational maps

\[ X_\tau: \mathcal{X}(S,M) \dasharrow (\mathbb{C}^*)^n \]

indexed by tagged triangulations \(\tau\) of the surface \((S,M)\). Note however that for general tagged triangulations, the inverse map \(X_\tau^{-1}\) need not be regular on the whole algebraic torus \((\mathbb{C}^*)^n\).

We say that a point of \(\mathcal{X}(S,M)\) is generic with respect to a tagged triangulation \(\tau\) if it lies in the domain of the map \(X_\tau\). In Section 9 we use a combinatorial argument to prove the following result.
Theorem 1.2. Any point of the open substack $\mathcal{X}^*(S, M)$ is generic with respect to some tagged triangulation. If the surface $S$ has non-empty boundary this tagged triangulation can be taken to be an ideal triangulation.

Associated to a marked bordered surface $(S, M)$ is a space known as the cluster Poisson variety. It is defined as an abstract union of algebraic tori

$$\mathcal{X}_{cl}(S, M) = \bigcup_{\tau} (\mathbb{C}^*)^n$$

indexed by the tagged triangulations of $(S, M)$, glued together with explicit birational transformations corresponding to flips of tagged triangulations. It can be viewed as a (possibly non-separated) smooth scheme, or as a (possibly non-Hausdorff) complex manifold. The birational maps $X_\tau$ induce a birational map

$$\mathcal{X}(S, M) \to \mathcal{X}_{cl}(S, M),$$

which is well-defined on the open subset of points which are generic with respect to some tagged triangulation $\tau$. Thus, as a consequence of Theorem 1.2, we can alternatively view the map $F$ as taking values in the cluster Poisson variety $\mathcal{X}_{cl}(S, M)$.

1.6. Relation to existing works. Several special cases of the map of Theorem 1.1 have been studied before in the literature. We discuss these below, along with some other related works.

1.6.1. Work of Bakken and Sibuya. In the case when $(S, M)$ is a disc with $m+3$ marked points on the boundary, the space $\mathcal{P}(S, M)$ parameterises marked projective structures on $\mathbb{P}^1$ with a single pole of order $m+5$. The monodromy map of Theorem 1.1 was studied in detail in this case by Sibuya and Bakken. The space $\mathcal{P}(S, M)$ can be identified with the space of polynomials

$$\varphi(z) = z^{m+1} + a_{m-1}z^{m-1} + \cdots + a_1z + a_0,$$

with the corresponding projective structure being given by ratios of linearly independent solutions to the equation (2). The stack $\mathcal{X}(S, M)$ parameterises cyclically ordered $(m+3)$-tuples of points of $\mathbb{P}^1$ up to the diagonal action of $G = \text{PGL}_2(\mathbb{C})$. The open substack $\mathcal{X}^*(S, M)$ consists of tuples having no two consecutive points equal and containing at least three distinct points. The results of Sibuya [40] and Bakken [4] imply the following.

Theorem 1.3. Suppose that $(S, M)$ is an unpunctured disc with $\geq 3$ marked points on the boundary. Then the map $F$ of Theorem 1.1 is a local biholomorphism, and is moreover surjective.
Sibuya’s proof of the surjectivity relies on results of Nevanlinna [37]. Note that in these cases the cluster variety $\mathcal{X}_d(S, M)$ coincides with the space of non-degenerate framed local systems $\mathcal{X}^*(S, M)$. More details on these examples can be found in [1].

1.6.2. Work of Iwasaki and Luo. Suppose that $(S, M)$ is a marked bordered surface such that $S$ is closed. The marked points $M$ are then all punctures, and the space $\mathcal{P}(S, M)$ parameterises meromorphic projective structures with regular singularities. The character stack $\mathcal{X}(S^*)$ is defined exactly as in Section 1.2, simply replacing the compact surface $S$ with the punctured surface $S^*$. Rather than considering the cover (8), one can also consider the monodromy map

$$F: \mathcal{P}(S, M) \to \mathcal{X}(S^*),$$

which sends a projective structure to its monodromy representation. This map has been considered by Iwasaki [29, 30] and Luo [36] among other authors. Luo proved that $F$ is a local biholomorphism near any projective structure whose puncture-monodromies are non-parabolic, and whose monodromy representation is a smooth point of the stack $\mathcal{X}(S^*)$. Iwasaki considered projective structures with fixed numbers of apparent singularities and also obtained a local biholomorphism result.

1.6.3. Wild character variety and the irregular Riemann-Hilbert map. Given an arbitrary connected reductive group $G$, Boalch [9] introduced a wild character variety which is the natural receptacle for the generalised monodromy of $G$ connections with irregular singularities on a compact Riemann surface. The case of ramified leading order terms is treated in [10]. Our space of framed local systems is presumably closely related to the twisted character variety for the group $G = \text{PGL}_2(\mathbb{C})$, although it seems not to be exactly the same, and we do not have a precise understanding of the relationship between these two spaces. Irregular character varieties have also been considered in the context of cluster algebras in [14].

In any case, the map $F$ of Theorem 1.1 should certainly not be confused with the irregular Riemann-Hilbert map, sending a meromorphic connection to its monodromy, even if the targets of these maps are closely related. We deal not with arbitrary flat connections but with opers: in other words, with differential equations rather than differential systems. On the other hand, we allow the complex structure on our Riemann surface $S$ to vary. In contrast, the Riemann-Hilbert correspondence deals with arbitrary flat connections, but on a fixed Riemann surface $S$. These two differences play in opposite directions, with the result that the appropriate space of flat $\text{PGL}_2(\mathbb{C})$
connections on a fixed Riemann surface $S$ has the same dimension as our space of projective structures on the fixed topological surface $S$.

1.7. **Further directions.** There are several interesting open questions concerning the map of Theorem 1.1. There are also some interesting lines of further research, some of which we plan to return to in future publications.

1.7.1. *Analogues of Hejhal and Gallo-Kapovich-Marden Theorems.* It is natural to conjecture that the analogue of Hejhal’s Theorem holds, and that the map $F$ of Theorem 1.1 is always a local biholomorphism. As noted above, this is known in the case when $(S, M)$ is an unpunctured disc. In the case when $S$ is a closed surface, the works of Iwasaki [29] and Luo [36] mentioned above also give some supporting evidence.

Another natural question is whether an analogue of the Gallo-Kapovich-Marden result exists in the context of Theorem 1.1. Note that in the case of the unpunctured disc case the image of $F$ is precisely the subset $X^*(S, M)$. Is it possible that this holds for an arbitrary unpunctured surface? In the presence of punctures one probably should not expect a nice characterisation of the image of $F$, since in this case since we have excluded projective structures with apparent singularities from the domain of the map. It could be interesting however to try to understand the behaviour of the map at these points: for example, does $F$ extend holomorphically to the blow-up of $\mathcal{P}(S, M)$ along the codimension two locus of projective structures with apparent singularities?

1.7.2. *Exact WKB analysis and Voros symbols.* The space of meromorphic projective structures on a fixed Riemann surface $S$ is an affine space for the vector space of meromorphic quadratic differentials on $S$. Consider a family of projective structures of the form

$$ \mathcal{P}(\hbar) = \mathcal{P} + \hbar^{-2} \cdot \phi, $$

with $\mathcal{P}$ a base meromorphic projective structure, $\phi$ a meromorphic quadratic differential, and $\hbar \in \mathbb{C}^*$. Taking a local chart $z$ in the projective structure $\mathcal{P}$ we can write $\phi(z) = \varphi(z) dz \otimes z^2$, and the local charts for $\mathcal{P}(\hbar)$ are then given by ratios of solutions to the equation

$$ \hbar^2 y''(z) - \varphi(z) \cdot y(z) = 0. \quad (10) $$

Let us assume that in the terminology of [13] the differential $\phi$ is complete and saddle-free. This means that it has no simple poles and no finite-length horizontal trajectories. As explained in [13, 23], the trajectory structure then determines a triangulation $T(\phi)$ of the associated marked bordered surface $(S, M)$. 

The behaviour of solutions to equations of the form (10) for small values of $\hbar$ is the subject of WKB analysis and has been much-studied since the advent of quantum mechanics. An important concept in the modern theory of WKB analysis is the notion of a Voros symbol $[28, 15]$. The Voros symbols are initially defined as formal sums in $\hbar$, but under the above saddle-free condition, their Borel sums define analytic functions for small and positive values of $\hbar$. This crucial result follows from the forthcoming work $[32]$. The resulting analytic Voros symbols have a very natural interpretation in terms of our monodromy map $F$: they are the Fock-Goncharov co-ordinates with respect to the triangulation $T(\phi)$ of the image of the projective structure $\mathcal{P}(\hbar)$ under the monodromy map $F$. (To be more precise, one should choose a signing of the quadratic differential $\phi$ as in $[13]$ and take Fock-Goncharov co-ordinates with respect to the corresponding signed or tagged version of the triangulation $T(\phi)$.) This insight is originally due, in a slightly different context, to Gaiotto, Moore, and Neitzke $[23]$. Details will appear in an accompanying paper $[2]$. 

1.7.3. Families of reference projective structures. We explained above that the forgetful map 

$$p: \mathcal{P}(S) \to \mathcal{T}(S)$$

is an affine bundle for the bundle of quadratic differentials 

$$q: \mathcal{Q}(S) \to \mathcal{T}(S)$$

over Teichmüller space. In fact, since Teichmüller space is Stein, this affine bundle is necessarily trivial, and therefore has holomorphic sections. We refer to such a holomorphic section as a family of reference projective structures. Once such a family has been chosen, one obtains a (completely non-canonical) identification $\mathcal{P}(S) \cong \mathcal{Q}(S)$, and composing with the monodromy map gives a local biholomorphism 

$$H: \mathcal{Q}(S) \to \mathcal{X}^*(S).$$

There are several natural choices of reference projective structures. Kawai $[31]$ proved that for some of these the resulting map $H$ respects the natural Poisson structures on both sides. 

One can play the same games in the meromorphic case using the forgetful map which sends a point of the space $\mathcal{P}(S, \mathcal{M})$ to the underlying marked Riemann surface together with the positions of the poles. This defines an affine bundle over the Teichmüller space $\mathcal{T}(g, d)$ of marked Riemann surfaces of genus $g$ equipped with a collection of $d$ marked points. Once again, this bundle is trivial, so one can choose families of reference projective structures and obtain (again, totally non-canonical) between $\mathcal{P}(S, \mathcal{M})$ and a space $\mathcal{Q}(S, \mathcal{M})$ parameterising marked Riemann surfaces.
equipped with meromorphic quadratic differentials. If the reference family is chosen appropriately, this identification lifts to structures equipped with signings, and we obtain holomorphic maps

$$H: \Omega^\pm(S, M) \to X^*(S, M).$$  \hspace{1cm} (11)

One can ask whether there are natural choices of reference projective structures for which the resulting map $H$ preserves the natural Poisson structures. The case of regular singularities, corresponding to a closed surface $S$, has been studied in [33] extending results of [7].

1.7.4. Stability conditions and cluster varieties. Our interest in this subject arose from a more general project involving spaces of stability conditions and cluster varieties. We will return to this topic in a future paper [3]; the case of an unpunctured disc is treated in [1]. Associated to a nondegenerate quiver with potential are two complex manifolds of the same dimension. The first is the space of stability conditions [11], and the second is the cluster Poisson variety. The structure of each space is controlled by the combinatorics of the exchange graph of the quiver, but the combinatorics is used quite differently in the two cases. Indeed, the space of stability conditions has a wall-and-chamber decomposition, whereas the cluster variety is defined as a union of algebraic tori glued by birational maps.

Ideas from theoretical physics, and in particular the work of Gaiotto, Moore, and Neitzke [22, 23], suggest that these two spaces should be related in a highly non-trivial way, involving Donaldson-Thomas invariants and the Kontsevich-Soibelman wall-crossing formula. One interesting class of examples of quivers with potential arises from marked bordered surfaces $(S, M)$. Moreover, the space of stability conditions in these cases was shown in [13] to coincide with a moduli space $\text{Quad}_\sigma(S, M)$ of Riemann surfaces equipped with meromorphic quadratic differentials. On the other hand, the cluster Poisson variety is closely related to the space $X(S, M)$ of framed local systems. We expect that the map (11) fits into a much more general story relating stability spaces to cluster varieties, and that in general these maps can be constructed by solving the Riemann-Hilbert problems of [12].
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2. Projective structures and opers

In this section we recall some basic definitions concerning projective structures on Riemann surfaces. This is all well-known material, which can be found for example in [16, 27]. We also recall the relation with opers for the group PGL₂(ℂ). This is less well-covered in the literature, but brief treatments can be found in [6, 21] for example.

2.1. Projective structures. We start by defining the notion of a projective structure.

**Definition 2.1.** Let \( S \) be a Riemann surface.

(i) A chart on \( S \) is a biholomorphism \( \phi: U \to V \) where \( U \subset S \) and \( V \subset \mathbb{P}^1 \) are non-empty open subsets.

(ii) Two charts \( \phi_i: U_i \to V_i \) on \( S \) are said to be projectively compatible if there exists \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{PGL}_2(\mathbb{C}) \) such that \( \phi_2(x) = a\phi_1(x) + b \) \( c\phi_1(x) + d \) for all \( x \in U_1 \cap U_2 \).

(iii) A projective atlas is a collection of projectively compatible charts whose domains cover \( S \).

(iv) A projective structure on \( S \) is a maximal projective atlas.

Given a projective structure \( \mathcal{P} \) on a Riemann surface \( S \) we can consider the presheaf whose sections over an open subset \( U \subset S \) is the set of charts of \( \mathcal{P} \) defined on \( U \). The associated sheaf \( \mathcal{G} \) is a locally constant sheaf of \( G \)-torsors, which we refer to as the monodromy local system of \( \mathcal{P} \). This gives rise to a monodromy representation

\[
\rho: \pi_1(S) \to G, \quad (12)
\]

well-defined up to overall conjugation by an element of \( G \), in the usual way. More concretely, one can show (see, for example [27, Lemma 1]), that \( \mathcal{P} \) has a developing map: a holomorphic map

\[
f: \tilde{S} \to \mathbb{P}^1, \quad (13)
\]

where \( \pi: \tilde{S} \to S \) is the universal covering surface, such that any injective locally-defined map of the form \( f \circ \pi^{-1} \) is a chart in \( \mathcal{P} \). Such a developing map \( f \) is unique up to post-composition with an element of \( G \). The representation (12) can then be defined by the condition \( f(\gamma \cdot x) = \rho(\gamma) \cdot f(x) \) and once again is well-defined up to overall conjugation by an element of \( G \).

**Example 2.2.** Let \( S \) be a Riemann surface with universal cover \( \pi: \tilde{S} \to S \). The uniformization theorem states that \( \tilde{S} \) is biholomorphic to either the disc, the complex plane, or the Riemann sphere, and hence can be identified with an open subset \( U \subset \mathbb{P}^1 \). Moreover, the induced action
of $\pi_1(S)$ by biholomorphisms on $\tilde{S} \cong U$ is then the restriction of an action on $\mathbb{P}^1$. This gives rise to a projective structure on $S$: the charts are obtained by taking locally-defined inverses to $\pi$ and composing with the identification $\tilde{S} \cong U \subset \mathbb{P}^1$.

2.2. **Affine space structure.** The following well-known result will be of fundamental importance in what follows.

**Proposition 2.3.** The set of projective structures on a Riemann surface $S$ is an affine space for the vector space $H^0(S, \omega_S \otimes \omega_S^2)$ of global quadratic differentials.

Thus given a projective structure $\mathcal{P}_1$ and a quadratic differential $\phi \in H^0(S, \omega_S \otimes \omega_S^2)$ there is a well-defined projective structure $\mathcal{P}_2 = \mathcal{P}_1 + \phi$. Conversely, given two projective structures $\mathcal{P}_1$ and $\mathcal{P}_2$ there is a well-defined difference $\phi = \mathcal{P}_2 - \mathcal{P}_1 \in H^0(S, \omega_S \otimes \omega_S^2)$. We briefly explain these constructions: for full details see [27, §2].

(i) Suppose given a projective structure $\mathcal{P}_1$ and a quadratic differential $\phi \in H^0(S, \omega_S \otimes \omega_S^2)$. Take a local co-ordinate $z: U \to \mathbb{C}$ in the projective structure $\mathcal{P}_1$ and write $\phi$ in the form $\varphi(z)dz \otimes \omega_S^{\otimes 2}$. Then local charts $w: U \to \mathbb{P}^1$ in the projective structure $\mathcal{P}_2 = \mathcal{P}_1 + \phi$ are obtained by taking ratios $w(z) = y_1(z)/y_2(z)$ of two linearly independent solutions of the differential equation

$$y''(z) - \varphi(z) \cdot y(z) = 0.$$  \hfill (14)

(ii) Conversely, given two projective structures $\mathcal{P}_1$ and $\mathcal{P}_2$, we can take local co-ordinates $z_i: U_i \to \mathbb{C}$ with overlapping domains, and write $z_2 = f(z_1)$ on the overlap. Then the quadratic differential $\phi = \mathcal{P}_2 - \mathcal{P}_1$ is given on the overlap by the Schwarzian derivative

$$\phi = -\frac{1}{2} \left[ \left( \frac{f''}{f'} \right) - \frac{1}{2} \left( \frac{f''}{f'} \right)^2 \right] dz_1 \otimes \omega_S^{\otimes 2}. \hfill (15)$$

It follows from basic properties of the Schwarzian derivative that these expressions glue to give a global holomorphic differential on $S$.

2.3. **Opers for the groups** $\text{GL}_2(\mathbb{C})$ and $\text{PGL}_2(\mathbb{C})$. The language of opers provides a useful alternative perspective on projective structures. A $\text{GL}_2(\mathbb{C})$ *oper* on a Riemann surface $S$ is defined to be triple $(E, L, \nabla)$, where $E$ is a rank two holomorphic vector bundle,

$$\nabla: E \to E \otimes \omega_S$$
is a flat holomorphic connection, and \( L \subset E \) is a line sub-bundle, such that the \( \mathcal{O}_S \)-linear map \( \theta \) defined as the composite
\[
\theta: L \xrightarrow{i} E \xrightarrow{\nabla} E \otimes \omega_S^{q \circ \text{id}_S} (E/L) \otimes \omega_S
\]
is an isomorphism. Here \( i: L \to E \) and \( q: E \to E/L \) are the inclusion and quotient maps. It follows that \( E \) fits into a short exact sequence
\[
0 \to L \to E \to L \otimes \omega_S^* \to 0.
\]

Suppose given two \( \text{GL}_2(\mathbb{C}) \) opers \((E_i, L_i, \nabla_i)\) on the same Riemann surface \( S \). We consider them to be equivalent if there exists a line bundle with flat connection \((M, \nabla_M)\) and an isomorphism
\[
(E_1, L_1, \nabla_1) \cong (E_2, L_2, \nabla_2) \otimes (M, \nabla_M),
\]
in the sense that there is an isomorphism of vector bundles \( E_1 \to E_2 \otimes M \) which takes the sub-bundle \( L_1 \) to the sub-bundle \( L_2 \otimes M \), and the connection \( \nabla_1 \) to the connection \( \nabla_2 \otimes 1_M + 1_{E_2} \otimes \nabla_M \). We define a \( \text{PGL}_2(\mathbb{C}) \) oper to be an equivalence class of of \( \text{GL}_2(\mathbb{C}) \) opers under this relation.

2.4. Opers and projective structures. There is a well-known correspondence between \( \text{PGL}_2(\mathbb{C}) \) opers and projective structures. We briefly recall the relevant constructions here.

(i) Let \((E, L, \nabla)\) be a \( \text{GL}_2(\mathbb{C}) \) oper on \( S \). The projective bundle
\[
\pi: \mathbb{P}(E) \to S
\]
associated to \( E \) is a \( \mathbb{P}^1 \) bundle. The sub-bundle \( L \) determines a section \( \sigma(L) \) of this bundle. Locally, over an open subset \( U \subset S \), one may choose a basis of flat sections of \( \nabla \), and hence obtain an identification
\[
\pi^{-1}(U) \cong \mathbb{P}^1 \times U,
\]
with the trivial \( \mathbb{P}^1 \) bundle over \( U \). Under this identification the section \( \sigma(L) \) becomes a holomorphic map \( \phi: U \to \mathbb{P}^1 \), and it is easy to see that the oper condition implies that the derivative of \( \phi \) is nowhere vanishing. Since the identification \( (17) \) is uniquely defined up to the action of \( G \) on \( \mathbb{P}^1 \), it follows that the charts \( \phi \) obtained in this way glue to give a projective structure on \( S \).

(ii) Consider \( \mathbb{P}^1 \) equipped with the standard action of \( \text{GL}_2(\mathbb{C}) \). There is a short exact sequence of vector bundles
\[
0 \to \mathcal{O}(-1) \to \mathcal{O}^{\oplus 2} \to \mathcal{O}(1) \to 0.
\]
The important point is that this is naturally an exact sequence of $GL_2(\mathbb{C})$ equivariant vector bundles, where the action on the rank two trivial bundle is via the defining representation. One way to see this is to note that under the standard correspondence between graded modules for the polynomial ring and coherent sheaves on projective space, the sequence (18) is induced by the Koszul resolution.

Let us equip the trivial bundle in (18) with the canonical flat connection $d$. Then the triple

$$(\mathcal{O}^{\otimes 2}, \mathcal{O}(-1), d)$$

is a $GL_2(\mathbb{C})$ oper on $\mathbb{P}^1$, which is equivariant with respect to the action of $GL_2(\mathbb{C})$. Given a projective structure on a Riemann surface $S$, the monodromy representation (12) can be lifted \cite{24} to a homomorphism

$$\tilde{\rho}: \pi_1(S) \rightarrow GL_2(\mathbb{C}).$$

This follows because of the identification with the monodromy action on solutions to the equation (14). Pulling back the oper (19) on $\mathbb{P}^1$ via the developing map (13) then gives a $GL_2(\mathbb{C})$ oper on the universal cover $\tilde{S}$ which is equivariant under the action of the fundamental group $\pi_1(S)$. This then descends to give a $GL_2(\mathbb{C})$ oper on $S$.

It is not hard to check that the above correspondences define mutually-inverse bijections between projective structures and $PGL_2(\mathbb{C})$ opers. Details can be found in \cite{21}, Section 4.1.

2.5. **Affine structure of opers.** Given a $GL_2(\mathbb{C})$ oper $(E, L, \nabla)$ there is a linear map

$$\alpha: \text{Hom}_S(\mathcal{O}_S, \omega_S^{\otimes 2}) \rightarrow \text{Hom}_S(E, E \otimes \omega_S),$$

obtained by sending a quadratic differential $\phi$ to the composite

$$\alpha(\phi): E \xrightarrow{q} E/L \xrightarrow{\theta^{-1} \circ i \circ \omega^{-1}_S} L \otimes \omega^{-1}_S \xrightarrow{\text{id} \otimes \omega^{-1}_S \otimes \phi} L \otimes \omega_S \xrightarrow{i \circ \text{id} \omega_S} E \otimes \omega_S$$

where as before $i: L \rightarrow E$ and $q: E \rightarrow E/L$ are the inclusion and quotient maps. This leads to a linear action of the vector space $H^0(S, \omega_S^{\otimes 2})$ on the set of opers, in which a quadratic differential $\phi$ acts by

$$\phi: (E, L, \nabla) \mapsto (E, L, \nabla + \alpha(\phi)).$$

This action preserves the equivalence relation of Section 2.3 and hence descends to an action on the set of $PGL_2(\mathbb{C})$ opers.
Lemma 2.4. The bijection between opers and projective structures commutes with the action of quadratic differentials on both sides. In particular the set of $\text{PGL}_2(\mathbb{C})$ opers on $S$ becomes an affine space for the vector space $H^0(S, \omega^\otimes_2)$ under the above action.

Proof. Take a $\text{GL}_2(\mathbb{C})$ oper $(E, L, \nabla)$ and a local chart $z: U \to \mathbb{C}$ in the corresponding projective structure. By construction of this projective structure we can find flat sections $s_1(z), s_2(z)$ of $E$ over $U$ such that the sub-bundle $L \subset E$ is spanned by the section $v(z) = s_1(z) + zs_2(z)$. Let us also write $u(z) = s_2(z)$. Then we have $\nabla_{\partial/\partial z}(v(z)) = u(z)$ and $\nabla_{\partial/\partial z}(u(z)) = 0$, so in the local basis of sections $(u(z), v(z))$ the connection takes the form

$$\nabla = d + \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} dz.$$  

By mild abuse of notation we can view $v(z)$ as a section of $L$ via the inclusion $L \subset E$, and $u(z)$ as a section of $E/L$ via the projection $E \to E/L$. The bundle map $\theta$ then sends $v(z)$ to $u(z) \otimes dz$. Let us now choose a quadratic differential $\phi = \varphi(z)dz \otimes_2$. The map $\alpha(\phi)$ defined above kills $v(z)$ by definition, and it is easy to check that it sends $u(z)$ to $v(z) \otimes \varphi(z)dz$. Consider the oper $(E, L, \nabla + \alpha(\phi))$. In the same local basis of sections $(u(z), v(z))$, the connection takes the form

$$\nabla + \alpha(\phi) = d + \begin{pmatrix} 0 & 1 \\ \varphi(z) & 0 \end{pmatrix} dz. \quad (20)$$

This is exactly the rank two system associated to the second order equation (14). If we write a flat section in the form

$$t(z) = y(z)u(z) - w(z)v(z)$$

then we find that $w(z) = y'(z)$ with $y(z)$ satisfying (14). If we take two linearly independent solutions $y_i(z)$ of this equation we obtain a flat basis of sections $t_i(z)$ of the bundle $E$, in terms of which the line bundle $L$ is spanned by

$$v(z) = \frac{1}{W(y_1, y_2)} (y_2(z)t_1(z) - y_1(z)t_2(z)),$$

where the Wronskian $W(y_1, y_2) = y_1(z)y_2'(z) - y_1'(z)y_2(z)$ is a nonzero constant. Thus the projective chart defined by the new oper is given by the ratio $-y_1(z)/y_2(z)$, which is a ratio of solutions to (14) as required.  \(\square\)
3. Meromorphic projective structures

In this section we introduce meromorphic projective structures and their associated marked bordered surfaces. We start by recalling some basic properties of meromorphic quadratic differentials on Riemann surfaces. For more on this the reader can consult [13].

3.1. Meromorphic quadratic differentials. Let $S$ be a Riemann surface, and let $\omega_S$ denote its holomorphic cotangent bundle. A meromorphic quadratic differential $\phi$ on $S$ is a meromorphic section of the line bundle $\omega_S^{\otimes 2}$. Two such differentials $\phi_1, \phi_2$ on surfaces $S_1, S_2$ are said to be equivalent if there is a biholomorphism $f : S_1 \to S_2$ such that $f^*(\phi_2) = \phi_1$.

In terms of a local co-ordinate $z$ on $S$ we can write a quadratic differential $\phi$ as

$$\phi(z) = \varphi(z) \, dz^{\otimes 2}$$

with $\varphi(z)$ a meromorphic function. We write $\text{Zer}(\phi), \text{Pol}(\phi) \subset S$ for the subsets of zeroes and poles of $\phi$ respectively. The subset

$$\text{Crit}(\phi) = \text{Zer}(\phi) \cup \text{Pol}(\phi)$$

is the set of critical points of $\phi$.

At any point of $S \setminus \text{Crit}(\phi)$ there is a distinguished local co-ordinate $w$, uniquely defined up to transformations of the form $w \mapsto \pm w + \text{constant}$, with respect to which $\phi(w) = dw^{\otimes 2}$. In terms of an arbitrary local co-ordinate $z$ we have

$$w = \int \sqrt{\varphi(z)} \, dz.$$

A meromorphic quadratic differential $\phi$ on a Riemann surface $S$ determines two foliations on $S \setminus \text{Crit}(\phi)$, the horizontal and vertical foliations. These are given in terms of a distinguished local co-ordinate $w$ by the lines $\text{Im}(w) = \text{constant}$ and $\text{Re}(w) = \text{constant}$ respectively.

3.2. Trajectory structure at poles. We shall need some data naturally associated to poles of meromorphic quadratic differentials. Suppose first that $p \in \text{Pol}(\phi)$ is a pole of order $\leq 2$ and let us write $\phi$ in the form (21) for a local co-ordinate $z$ centered at $p$. Then we define the leading coefficient of $\phi$ at $p$ to be

$$a(p) = \lim_{z \to 0} z^2 \cdot \varphi(z).$$

(22)

We also define the residue of $\phi$ at $p$ to be

$$\text{res}(p) = \pm 4\pi i \sqrt{a(p)},$$
which is well-defined up to sign. It is easily checked that these quantities are independent of the choice of co-ordinate $z$. Note that if $\phi$ has a simple pole at $p$ then the leading coefficient and residue are both defined to be zero.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{trajectory_structures.png}
\caption{Local trajectory structures at poles of order $m = 5$ and 6.}
\end{figure}

Suppose now that $p \in \text{Pol}(\phi)$ is a pole of order $m > 2$ and take a local co-ordinate $z$ centered at $p$. Writing

$$\phi(z) = z^{-m} \cdot (a_0 + a_1 z + a_2 z^2 + \cdots) \cdot dz \otimes 2,$$

we define the \textit{asymptotic horizontal directions} of $\phi$ at $p$ to be the $m - 2$ tangent rays defined by the condition $a_0 \cdot z^{2-m} \in \mathbb{R}_{>0}$. Again, this is easily seen to be independent of the choice of the co-ordinate $z$. The reason for the name is that there is a neighbourhood $p \in U \subset S$ such that any horizontal trajectory entering $U$ eventually tends to $p$ and becomes asymptotic to one of the asymptotic horizontal directions: see Figure 1. One can similarly define asymptotic vertical directions by the condition $a_0 \cdot z^{2-m} \in \mathbb{R}_{<0}$.

3.3. \textbf{Meromorphic projective structures.} The affine space structure on the set of projective structures on a fixed Riemann surface allows us to define a meromorphic projective structure as follows.

\textbf{Definition 3.1.} A \textit{meromorphic projective structure} $\mathcal{P}$ on a Riemann surface $S$ is defined to be a projective structure $\mathcal{P}^*$ on the complement $S^* = S \setminus P$ of a discrete subset $P \subset S$, such that for any holomorphic projective structure $\mathcal{P}_0$ on $S$, the quadratic differential $\phi$ on $S^*$ defined as the difference $\mathcal{P}^* - \mathcal{P}_0|_{S^*}$ extends to a meromorphic quadratic differential on $S$.

Let $\mathcal{P}$ be a meromorphic projective structure on a Riemann surface $S$. Note that the meromorphic differential $\phi$ in Definition 3.1 is uniquely determined up to addition of holomorphic differentials. We call it a \textit{polar differential} for $\mathcal{P}$. We say that $\mathcal{P}$ has a pole at a point $p \in S$ if
φ has a pole at that point, and we define the order of the pole to be the order of the pole of φ. These notions are clearly independent of the choice of polar differential. We also refer to poles of order \( \leq 2 \) as \textit{regular singularities} of the projective structure, and to poles of order \( > 2 \) as \textit{irregular singularities}.

**Lemma 3.2.** The set of meromorphic projective structures on a fixed Riemann surface \( S \) is an affine space for the vector space of meromorphic quadratic differentials on \( S \).

**Proof.** First consider the following general construction. Suppose \( A \) is an affine space for a vector space \( V \), and suppose \( V \subset W \) is a subspace. Then we can define an affine space for \( W \) by setting

\[
A \oplus_V W := (A \times W)/V,
\]

where \( v \in V \) acts on \((p, w) \in A \times W\) by mapping it to \((p + v, w - v)\). Applying this construction to the inclusion of holomorphic quadratic differentials inside meromorphic ones, and the affine space of holomorphic projective structures, it is easy to see that the points of the resulting affine space are in bijection with the set of meromorphic projective structures defined above. \( \square \)

### 3.4. Meromorphic opers.

Let \( D \) be an effective divisor on a Riemann surface \( S \). Recall that a meromorphic connection on a bundle \( E \) with polar divisor \( D \) is a \( \mathbb{C} \)-linear map of sheaves

\[
\nabla: E \to E \otimes \omega_S(D)
\]

which satisfies the Leibniz rule: \( \nabla(fs) = s \otimes df + \nabla(s) \otimes f \), where we interpret \( df \) as a section of \( \omega_S(D) \) via the canonical inclusion \( \omega_S \to \omega_S(D) \). Of course, a holomorphic connection on \( E \) induces a meromorphic one by composing with the canonical inclusion \( E \otimes \omega_S \to E \otimes \omega_S(D) \).

We will not develop a detailed theory of meromorphic opers here. However it will be important for us to know that a meromorphic projective structure \( \mathcal{P} \) has an associated meromorphic connection \((E, \nabla)\). To construct it, let us write \( \mathcal{P} = \mathcal{P}_0 + \phi \), with \( \mathcal{P}_0 \) a holomorphic projective structure, and

\[
\phi \in H^0(S, \omega_S^\otimes 2(D)),
\]

a quadratic differential with polar divisor \( D \). Then, as explained in Section 2.4, the holomorphic projective structure \( \mathcal{P}_0 \) has an associated \( GL(2, \mathbb{C}) \) oper \((E, L, \nabla_0)\), well-defined up to tensoring with line bundles with flat connection \((M, \nabla_M)\) as in Section 2.3. Exactly as in Section 2.5, we can form the linear map

\[
\alpha(\phi): E \xrightarrow{q} E/L \xrightarrow{\theta^{-1} \otimes \text{id}} L \otimes \omega_S^1 \xrightarrow{\text{id} \otimes \omega_S^1 \otimes \phi} L \otimes \omega_S(D) \xrightarrow{i \otimes \text{id}} E \otimes \omega_S(D),
\]
and hence define a flat meromorphic connection $\nabla = \nabla_0 + \alpha(\phi)$ on $E$. It is easy to check using Lemma 2.4 that the resulting connection is well-defined up to tensoring with line bundles with flat connection $(M, \nabla_M)$ as in Section 2.3, and is independent of the choice of base holomorphic projective structure $\mathcal{P}_0$.

Remarks 3.3. (i) Note that the $\mathcal{O}_S$-linear map defined as the composite

$$L \overset{i}{\rightarrow} E \xrightarrow{\nabla} E \otimes \omega_S(D) \xrightarrow{q \otimes \text{id} \otimes \omega_S(D)} (E/L) \otimes \omega_S(D)$$

is the map $\theta$ of (16) for the oper $(E, L, \nabla_0)$, composed with the embedding

$$(E/L) \otimes \omega_S \rightarrow (E/L) \otimes \omega_S(D).$$

It is therefore an isomorphism away from the poles of $\mathcal{P}$.

(ii) The same argument as Lemma 2.4 shows that in a local basis of flat sections of the connection $\nabla_0$ the connection $\nabla$ is given by

$$\nabla = d + \begin{pmatrix} 0 & 1 \\ \varphi(z) & 0 \end{pmatrix} \, dz.$$

Of course, this coincides with the rank two differential system associated to the second order equation (14).

3.5. **Regular singularities.** Suppose that $S$ is a Riemann surface and $\mathcal{P}$ is a meromorphic projective structure with a regular singularity at a point $p \in S$. We define the *leading coefficient* $a(p)$ of the projective structure $\mathcal{P}$ at the point $p$ to be the leading coefficient (22) of a corresponding polar differential. We also introduce a quantity

$$r(p) = \pm 2\pi i \sqrt{1 + 4a(p)}, \quad (23)$$

well-defined up to sign, which we call the *exponent* of $\mathcal{P}$ at the regular singularity $p$.

The meromorphic projective structure $\mathcal{P}$ restricts to a holomorphic projective structure on a punctured neighbourhood of $p \in S$ and the corresponding monodromy local system determines a well-defined conjugacy class of elements in $G$ which we call the *monodromy around the regular singularity* $p$. We will see in Section 6 that this monodromy is controlled by the exponent $r(p)$.

**Example 3.4.** There is a holomorphic projective structure $\mathcal{P}$ on $\mathbb{C}^*$ whose charts are given by branches of log($z$). To compare it with the standard projective structure $\mathcal{P}_0$ on $\mathbb{C}$ given by the single chart $z: \mathbb{C} \rightarrow \mathbb{C}$ we must compute the Schwarzian derivative (15) with $f(z) = \log(z)$. The
result is that \( P - P_0 \) is the quadratic differential
\[
\phi(z) = -\frac{dz \otimes z^2}{4z^2}.
\]
We therefore conclude that \( P \) is a meromorphic projective structure on \( \mathbb{C} \) with a double pole at the origin, with leading coefficient \( a(p) = -\frac{1}{4} \) and exponent \( r(p) = 0 \).

We say that the point \( p \in S \) is an apparent singularity of the projective structure \( P \) if it is a regular singularity whose monodromy is the identity element of \( G \). We define a signing of a meromorphic projective structure \( P \) to be a choice of sign of the exponent \( r(p) \) at each regular singularity \( p \in S \). A signed meromorphic projective structure is a projective structure equipped with a signing.

3.6. Marked bordered surfaces. A marked bordered surface is defined to be a pair \((S, M)\) consisting of a compact, connected, oriented, smooth surface with boundary, and a finite non-empty set \( M \subset S \) of marked points, such that each boundary component of \( S \) contains at least one marked point. Marked points in the interior of \( S \) are called punctures. The set of punctures is denoted \( P \subset M \), and we write \( S^* = S \setminus P \) for the corresponding punctured surface.

An isomorphism of marked bordered surfaces \((S_1, M_1)\) is an orientation-preserving diffeomorphism \( f: S_1 \to S_2 \) between the underlying surfaces which induces a bijection \( f: M_1 \to M_2 \). Two such isomorphisms are called isotopic if the underlying diffeomorphisms are related by an isotopy through diffeomorphisms \( f_t: S_1 \to S_2 \) which also induce bijections \( f_t: M_1 \to M_2 \).

It is sometimes more natural to replace the surface \( S \) with the surface \( S' \) obtained by taking the real oriented blow-up of \( S \) at each puncture: this replaces punctures with boundary circles containing no marked points. A marked bordered surface \((S, M)\) is determined up to isomorphism by its genus \( g = g(S) \) and an unordered collection of non-negative integers \( \{k_1, \ldots, k_d\} \) giving the number of marked points on the boundary circles of the surface \( S' \). An associated integer which will come up very often in what follows is
\[
n = 6g - 6 + \sum_i (k_i + 3).
\]  

3.7. Labelling meromorphic projective structures. Suppose that \( \phi \) is a meromorphic quadratic differential on a compact Riemann surface \( S \) with at least one pole. We define an associated marked bordered surface \((S, M)\) by the following construction. To define the surface \( S \) we take the underlying smooth surface of \( S \) and perform an oriented real blow-up at each pole of \( \phi \) of
order $> 2$. The marked points $\mathbb{M}$ are defined to be the poles of $\phi$ of order $\leq 2$, considered as points of the interior of $\mathbb{S}$, together with the points on the boundary of $\mathbb{S}$ corresponding to the asymptotic horizontal directions of $\phi$.

Let $\mathcal{P}$ be a meromorphic projective structure on a compact Riemann surface $S$ with at least one pole. We define the marked bordered surface associated to the pair $(S, \mathcal{P})$ to be the marked bordered surface associated to a polar differential of $\mathcal{P}$. Note that this is well-defined because two meromorphic differentials $\phi_i$ on the same Riemann surface $S$ give rise to identical marked bordered surfaces if the difference $\phi_2 - \phi_1$ is holomorphic. Indeed, the two differentials clearly have the same poles and the same asymptotic horizontal directions.

More concretely, the marked bordered surface $(\mathbb{S}, \mathbb{M})$ associated to a meromorphic projective structure $\mathcal{P}$ on a compact Riemann surface $S$ is determined as above by its genus $g = g(S)$ and the non-empty collection of non-negative integers $\{k_1, \ldots, k_d\}$. These can be read off from the pair $(S, \mathcal{P})$ as follows. The genus is $g = g(S)$ and the number $d \geq 1$ is the number of poles of the projective structure $\mathcal{P}$. Each pole of $\mathcal{P}$ of order $m_i \geq 3$ corresponds to an integer $k_i = m_i - 2$, whereas each pole of order $m_i \leq 2$ corresponds to an integer $k_i = 0$.

### 4. Framed local systems

In this section we recall from [19] the definition of the stack of framed $G = \mathrm{PGL}_2(\mathbb{C})$ local systems on a marked bordered surface. We also introduce the open substack of non-degenerate framed local systems.

#### 4.1. Framed local systems. Let $(\mathbb{S}, \mathbb{M})$ be a marked bordered surface. We shall be interested in $G$ local systems $\mathcal{G}$ on the associated punctured surface $\mathbb{S}^*$. By definition, $\mathcal{G}$ is a principal $G$ bundle over $\mathbb{S}^*$ equipped with a flat connection $\nabla$. The group $G$ acts naturally on $\mathbb{P}^1$ on the left, so we can form the associated $\mathbb{P}^1$ bundle

$$\mathcal{L} = \mathcal{G} \times_G \mathbb{P}^1, \quad (25)$$

which inherits a flat connection from $\nabla$. For each point $p \in \mathbb{M}$ let us fix a small contractible open neighbourhood $p \in U(p) \subset \mathbb{S}$.

A **framed $G$ local system** on $(\mathbb{S}, \mathbb{M})$ is a pair $(\mathcal{G}, \ell(p))$ consisting of a $G$ local system $\mathcal{G}$ on the surface $\mathbb{S}^*$ equipped with the data of a framing: a choice of flat section $\ell(p)$ of the associated bundle $\mathcal{L}$ over each of the subsets $V(p) = U(p) \cap \mathbb{S}^*$. An isomorphism between two framed $G$ local systems $(\mathcal{G}_1, \ell_1(p))$ on $(\mathbb{S}, \mathbb{M})$ is an isomorphism $\theta : \mathcal{G}_1 \rightarrow \mathcal{G}_2$ between the underlying $G$ local systems on $\mathbb{S}^*$, which preserves the framings, in the sense that $\theta(\ell_1(p)) = \ell_2(p)$ for all $p \in \mathbb{M}$. 
Remark 4.1. If $p \in \mathbb{P}$ is a puncture, the subset $V(p)$ is a punctured disc, so the corresponding flat section $\ell(p)$ is necessarily invariant under parallel transport around a small loop encircling $p$.

Let us fix a base-point $x \in S^*$. We also choose, for each point $p \in M$, a path $\beta_p$ connecting $x$ to $p$ whose interior lies in $S^*$. Then, for each puncture $p \in \mathbb{P}$, we can define an element $\delta_p \in \pi_1(S^*, x)$ by traveling from $x$ to $V(p)$ along the path $\beta_p$, encircling $p$ counter-clockwise by a small loop, and then returning to $x$ along $\beta_p$.

By a rigidified framed $G$ local system we mean a framed $G$ local system $(\mathcal{G}, \ell(p))$ together with the choice of an element $s$ of the fibre $\mathcal{G}_x$. An isomorphism between two rigidified framed $G$ local systems $(\mathcal{G}_i, \ell_i(p), s_i)$ is an isomorphism $\theta$ between the underlying framed $G$ local systems as above, which satisfies $\theta(s_1) = s_2$.

Lemma 4.2. There is a bijection between the set of isomorphism classes of rigidified framed $G$ local systems on $(S, M)$ and the set of points of the complex projective variety

$$X(S, M) = \left\{ \rho \in \text{Hom}_{\text{Grp}}(\pi_1(S^*, x), G), \lambda \in \text{Hom}_{\text{Set}}(M, \mathbb{P}^1) : \rho(\delta_p)(\lambda(p)) = \lambda(p) \text{ for all } p \in \mathbb{P} \right\}.$$ 

Proof. Consider a rigidified framed $G$-local system $(\mathcal{G}, \ell(p), s)$. The element $s \in \mathcal{G}_x$ gives an identification $G \cong \mathcal{G}_x$, defined by mapping $g \mapsto s \cdot g$. This induces an identification $\mathcal{L}_x \cong \mathbb{P}^1$. Parallel transport along $\mathcal{G}$ defines a group homomorphism $\rho: \pi_1(S^*, x) \to G$. Parallel transport of the flat section $\ell(p)$ along the path $\beta_p$ gives an element $\lambda(p) \in \mathcal{L}_x \cong \mathbb{P}^1$. Remark 4.1 implies that there is a relation $\rho(\delta_p)(\lambda(p)) = \lambda(p)$ for each puncture $p \in \mathbb{P}$.

This construction defines a map from the set of isomorphism classes of rigidified framed $G$ local systems on $(S, M)$ to the set of points of $X(S, M)$. The proof that this is a bijection is left to the reader; the only non-trivial point is the well-known fact that isomorphism classes of rigidified $G$ local systems on $S^*$ correspond bijectively to elements of $\text{Hom}_{\text{Grp}}(\pi_1(S^*, x), G)$. \hfill $\square$

The group $G$ acts on the set of isomorphism classes of rigidified framed local systems $(\mathcal{G}, \ell(p), s)$ by fixing the underlying framed local system $(\mathcal{G}, \ell(p))$ and mapping $s \mapsto s \cdot g$. The induced action on $X(S, M)$ is given by

$$g \cdot (\rho, \lambda) = (g \cdot \rho \cdot g^{-1}, g \circ \lambda).$$

The moduli stack of framed $G$-local systems is by definition the quotient stack

$$\mathcal{X}(S, M) = X(S, M)/G.$$ 

Although we will occasionally find it convenient to use the language of stacks in what follows, there is in fact no real need for this, since we will be mainly interested in the open subvariety of
non-degenerate rigidified framed local systems $X^*(\mathcal{S}, \mathcal{M})$ introduced in the next section, for which the corresponding quotient $X^*(\mathcal{S}, \mathcal{M})$ is a (possibly non-Hausdorff) complex manifold.

4.2. Degenerate framed local systems. We now introduce an open subset of the stack of framed local systems whose points we call non-degenerate framed local systems. This subset will be small enough that it forms a complex manifold, but large enough that it contains the image of our generalised monodromy map. For the purposes of this definition, we recall that an element of $G = \text{PGL}_2(\mathbb{C})$ is called parabolic if it has a single fixed point on $\mathbb{P}^1$.

**Definition 4.3.** A framed local system $(\mathcal{G}, \ell(p))$ on a marked bordered surface $(\mathcal{S}, \mathcal{M})$ is said to be degenerate if one of the following three conditions holds:

(D1) There is a connected component $I$ of the punctured boundary $\partial \mathcal{S} \setminus \mathcal{M}$ such that the two chosen sections $\ell(p_i)$ defined near the points $p_1, p_2 \in \mathcal{M}$ lying at the ends of $I$ coincide under parallel transport along $I$.

(D2) There exists an unordered pair of distinct points $\ell_{\pm}(p)$ in each fibre of the bundle $\mathcal{L}$, each of which locally defines a flat section of $\mathcal{L}$ but which may be permuted by the monodromy of $\mathcal{L}$, such that for each $p \in \mathcal{M}$ the chosen section $\ell(p)$ coincides with one of the $\ell_{\pm}(p)$.

(D3) The surface $\mathcal{S}$ is closed, there exists a single flat section $\ell$ of the bundle $\mathcal{L}$ over $\mathcal{S}^*$ such that for each $p \in \mathcal{M}$ the chosen section $\ell(p)$ coincides with $\ell$, and moreover, the monodromy around each puncture is either parabolic or the identity.

If none of these conditions holds we call the framed local system $(\mathcal{G}, \ell(p))$ non-degenerate. We consider a rigidified framed $G$ local system to be degenerate or non-degenerate precisely if the underlying framed $G$ local system is.

**Remarks 4.4.**

(i) Note that for any given surface $(\mathcal{S}, \mathcal{M})$ we need only ever consider two of the above conditions, since when $\mathcal{S}$ is closed condition (D1) is vacuous. Condition (D1) relates to the standard opposedness property of subdominant solutions: see Proposition 5.3(i) below.

(ii) Condition (D2) is perhaps more easily stated in terms of rigidified framed local systems, and the corresponding points of the variety $X(\mathcal{S}, \mathcal{M})$. It follows easily from the definition that a point $(\rho, \lambda)$ of $X(\mathcal{S}, \mathcal{M})$ corresponds under the bijection of Lemma 4.2 to a rigidified framed local system satisfying condition (D2) precisely if there is an unordered pair of points $\{a, b\} \in \mathbb{P}^1$ which are fixed or permuted by all monodromies $\rho(\gamma)$, and which include all points $\lambda(p)$ for $p \in \mathcal{M}$. 
(iii) Note that when a framed local system satisfies condition (D2), the two locally-defined sections $\ell_\pm$ are fixed individually, rather than permuted, by the monodromy around any puncture. Indeed, one of these two points is the framing $\ell(p)$, which is fixed by definition. In particular, if the monodromy around a puncture is not the identity then the fixed points of its action on $\mathcal{L}$ are precisely the lines $\ell_\pm$.

(iv) A framed local system satisfying condition (D2) gives rise to a permutation representation

$$\sigma : \pi_1(S) \to \{\pm 1\}, \quad (26)$$

such that $\rho(\gamma)(\ell_+) = \ell_{\sigma(\gamma)}$. This in turn defines an unramified double cover $\pi : T \to S$. Pulling back the framed local system to this double cover gives a framed local system on $T$ satisfying condition (D2) in the stronger sense that the associated $\mathbb{P}^1$ bundle has two flat sections $\ell_\pm$ globally defined over the punctured surface $T^*$ which restrict to give all framings.

(v) Let $(S, \ell)$ be a framed local system and suppose that the monodromy around some puncture $p \in \mathbb{P}$ is neither parabolic nor the identity. Then this monodromy has two eigenlines, and we can replace the framing $\ell(p)$ at the puncture $p$ by the other eigenspace to give a new framed local system. We claim that this flipped framed local system is degenerate precisely if the original one is. Indeed, this statement is immediate for conditions (D1) and (D3), and the claim for (D2) follows from easily from (iii) above.

4.3. Basic properties of non-degeneracy. The following result shows that the notion of non-degeneracy defined above is an open condition on rigidified framed local systems.

**Lemma 4.5.** Under the bijection of Lemma 4.2, the subset of isomorphism classes of non-degenerate rigidified framed $G$-local systems corresponds to a Zariski open subset

$$X^*(S, M) \subset X(S, M).$$

**Proof.** For each $n = 1, 2, 3$ we denote by $X_n \subset X = X(S, M)$ the subset of rigidified framed local systems satisfying the corresponding condition $(D_n)$ of Definition 4.3. We must show that the union $X_1 \cup X_2 \cup X_3$ is a closed subset.

We first claim that the subset $X_1$ is closed. Indeed, consider a connected component $I \subset \partial S \setminus M$, with endpoints $p, q \in M$. Let $\delta_I \in \pi_1(S, x)$ be the element obtained by following the path $\beta_p$ from $x$ to $p$, traversing $I$ from $p$ to $q$, and then returning to $x$ along the path $\beta_q$. A point $(\rho, \lambda)$ lies in $X_1$ precisely if for some such $I$ one has $\rho(\delta_I)(\lambda(p)) = \lambda(q)$. This is clearly a closed condition.
The subset $X_3$ is also closed because, when $S$ is closed, it coincides with the set of points $(\rho, \lambda)$ satisfying

(i) all points of $\mathbb{P}^1$ of the form $\rho(\gamma)(\lambda(p))$ are equal,

(ii) all elements $\rho(\delta_p)$ are parabolic or the identity.

The second of these conditions is indeed closed because an element $M \in \text{GL}(2, \mathbb{C})$ defines a parabolic element of $G$ or the identity precisely if $\text{tr}(M)^2 = 4 \det(M)$.

To complete the proof we will prove that the closure of $X_2$ is contained in $X_1 \cup X_2 \cup X_3$. Consider a sequence of points $(\rho_r, \lambda_r) \in X_2$ converging as $r \to \infty$ to some point $(\rho, \lambda) \in X(S, \mathbb{M})$. For each $r$ there is a corresponding unordered pair of points $\{a_r, b_r\} \in \mathbb{P}^1$ as in Remark 4.4 (ii). We can choose an arbitrary ordering of these, and passing to a subsequence assume that the sequences $a_r$ and $b_r$ converge to (not necessarily distinct) points $a, b \in \mathbb{P}^1$. By continuity, the points $a, b \in \mathbb{P}^1$ are fixed or permuted by all monodromies $\rho(\gamma)$, and include all points $\lambda(p)$ for $p \in \mathbb{M}$. If the points $a$ and $b$ are distinct we conclude that $(\rho, \lambda) \in X_2$. On the other hand, if $a = b$, and $S$ has non-empty boundary, then $(\rho, \lambda) \in X_1$.

To conclude the proof, we claim that if $a = b$ and $S$ is closed, then all puncture monodromies $\rho(\delta_p)$ are either parabolic or the identity, so that $(\rho, \lambda) \in X_3$. To see this, note that $\rho(\delta_p)$ is the limit as $r \to \infty$ of elements of $\rho_r(\delta_p) \in G$ which are either the identity, or whose fixed points set consists of the two points $\{a_r, b_r\}$. Passing to a subsequence we can assume that only one of these two possibilities occurs. It is then easy to see that $\rho(\delta_p)$ is either parabolic or the identity. □

We have not been able to show directly that the quotient

$$X^*(S, \mathbb{M}) = X^*(S, \mathbb{M})/G$$

is a complex manifold, although we will prove this indirectly in Section 9. It is quite straightforward however to show that this action is free, so we include a proof of this.

**Lemma 4.6.** The action of $G$ on the variety $X(S, \mathbb{M})$ considered above restricts to a free action on the open subset $X^*(S, \mathbb{M})$.

**Proof.** Suppose that some non-trivial element $g \in G$ fixes an element $(\rho, \lambda)$ of $X(S, \mathbb{M})$. We must show that the rigidified framed local system corresponding to $(\rho, \lambda)$ is degenerate.

Suppose first that $g$ has two fixed points $\{a, b\} \in \mathbb{P}^1$. Recall that two non-trivial elements of $G$ commute precisely if they have the same set of fixed points in $\mathbb{P}^1$. Since the elements $\rho(\gamma) \in G$ all commute with $g$, they must also preserve the points $\{a, b\}$. Moreover since $g$ fixes all the points
\( \lambda(p) \in \mathbb{P}^1 \), the image of \( \lambda \) must be contained in \( \{a, b\} \). This is precisely the condition that \((\rho, \lambda)\) satisfies the condition (D2) of Definition 4.3.

The other possibility is that \( g \) has a single fixed point. Then, by the same argument, the map \( \lambda \) is constant, and all non-trivial elements \( \rho(\gamma) \in G \) have a single fixed point. If \( S \) has non-empty boundary, it follows that \((\rho, \lambda)\) satisfies condition (D1) of Definition 4.3, while if \( S \) is closed, it satisfies condition (D3).

\[ \square \]

5. Local study of singularities

In this section we study the local properties of a meromorphic projective structure in a neighbourhood of a pole. This material is quite well-known but for the benefit of the reader we include simple proofs of most of the statements.

5.1. Local description. Consider a quadratic differential

\[ \phi(z) = \varphi(z) \, dz^2, \]

which is meromorphic in a disc \( \Delta \subset \mathbb{C} \) centered at the origin \( z = 0 \) in the complex plane, and which has a pole of order \( m \geq 1 \) at the origin. Shrinking the disc if necessary we can assume that \( \varphi(z) \) has no other poles in \( \Delta \). We can write

\[ \phi(z) = z^{-m} \cdot (a_0 + a_1 z + a_2 z^2 + \cdots) \cdot dz^2. \]

Since \( \Delta \subset \mathbb{C} \) has a standard projective structure, the differential \( \phi(z) \) induces a meromorphic projective structure \( P \) on the Riemann surface \( \Delta \) whose charts over open subsets of \( \Delta^* = \Delta \setminus \{0\} \) are given by quotients of linearly independent solutions to the equation

\[ y''(z) - \varphi(z) \cdot y(z) = 0, \]

which is equivalent to the linear system

\[ \frac{d}{dz} \begin{pmatrix} y(z) \\ -y'(z) \end{pmatrix} + A(z) \begin{pmatrix} y(z) \\ -y'(z) \end{pmatrix} = 0, \quad A(z) = \begin{pmatrix} 0 & 1 \\ \varphi(z) & 0 \end{pmatrix}. \]

We will focus mostly on the case when \( m = 2q \) is even, since we can reduce the general case to this one by taking a branched covering. Gauge transforming by the matrix \( Q(z) = \text{diag}(z^{-q}, 1) \) then has the effect of replacing \( A(z) \) by

\[ B(z) = Q(z)A(z)Q^{-1}(z) - Q'(z)Q^{-1}(z) = \begin{pmatrix} qz^{-1} & z^{-q} \\ z^q \cdot \varphi(z) & 0 \end{pmatrix}. \]
The leading order term of $B(z)$ as $z \to 0$ is then the $z^{-q}$ term, which is easily seen to be diagonal-isable.

5.2. **The regular case.** Let us consider the situation of Section 5.1 in the case $m \leq 2$. Note that $a = a_0$ is the leading coefficient of $\mathcal{P}$ at the pole $z = 0$ as defined in Section 3.5. Recall also the definition of the exponent

$$r = \pm 2\pi i \cdot \sqrt{1 + 4a}.$$ 

There is a well-defined conjugacy class of elements in $G$ given by the monodromy of the projective structure $\mathcal{P}$ around $z = 0$.

**Lemma 5.1.** The eigenvalues of the monodromy of the system (29) around $z = 0$ are

$$\lambda_{\pm} = -\exp(\pm r/2).$$

*Proof.* Consider first the case $m = 2$ so that the leading term $a$ is nonzero. The system determined by (30) has a logarithmic singularity at $z = 0$, and the residue matrix $B_0$ has determinant $-a$ and trace 1. The eigenvalues of $B_0$ are therefore

$$\lambda_{\pm}(B_0) = \frac{1}{2}(1 \pm \sqrt{1 + 4a}) = \frac{1}{2}(1 \pm \frac{1}{2\pi i}r).$$

Since it is a general fact that the monodromy has the same characteristic polynomial as $\exp(2\pi i B_0)$ (see e.g. [39, Exercise II.4.5]) the result follows. Note that the result also holds when $a = 0$. Indeed, in that case the function $\varphi(z)$ has a simple pole at $z = 0$, and the original system (29) has a logarithmic singularity, whose residue matrix is nilpotent.

We now have several possibilities:

(a) If the exponent $r \notin (2\pi i) \cdot \mathbb{Z}$ then the residue matrix $B_0$ has distinct eigenvalues which do not differ by an integer. The monodromy is therefore diagonalisable with distinct eigenvalues $-\exp(\pm r/2)$. There is a distinguished eigenline corresponding to each choice of sign of $r$.

(b) If $r = 2\pi in$ with $n \in \mathbb{Z}$ the residue matrix $B_0$ has eigenvalues which differ by an integer. The monodromy has repeated eigenvalue $(-1)^{n+1}$. There are then two cases:

(i) The monodromy is $(-1)^{n+1} \cdot I$. In this case the projective structure $\mathcal{P}$ has an apparent singularity at $z = 0$.

(ii) The monodromy is conjugate to $(-1)^{n+1} \cdot U$, with $U$ a non-trivial unipotent matrix. The monodromy is then a parabolic element of $G$. 

\[ \square \]
5.3. **The irregular case.** Let us consider again the situation of Section 5.1 but now assume that \( m > 2 \). Once again we set \( a = a_0 \). We define the anti-Stokes rays of the equation (28) at \( z = 0 \) to be the asymptotic vertical directions of the quadratic differential \( \phi(z) \). They are the \( m - 2 \) directions where the expression \( a \cdot z^{2-m} \) is real and negative. We refer to the closed sectors bounded by them as the Stokes sectors.

**Theorem 5.2.** In the interior of each Stokes sector there is a unique up-to-scale vector-valued solution \( v(z) \) to the system (29) with \( v(z) \to 0 \) as \( z \to 0 \). This immediately gives a unique up-to-scale solution \( y(z) \) to the equation (28) such that \( y(z) \to 0 \) as \( z \to 0 \).

**Proof.** Consider first the case when \( m = 2q \) is even. The leading order term of the matrix (30) has determinant \(-a\) and trace 0, so after a constant gauge change the corresponding matrix differential equation becomes equivalent to

\[
Y'(z) = M(z) \cdot Y(z), \quad M(z) = \sum_{i=0}^{\infty} M_i \cdot z^{i-q}, \quad M_0 = \begin{pmatrix} \sqrt{a} & 0 \\ 0 & -\sqrt{a} \end{pmatrix}.
\]  

(31)

This agrees with the form considered by Balser, Jurkat and Lutz [5] (their variable \( z \) is our \( z^{-1} \), and their positive integer \( r \) is our \( q - 1 \)). There is a unique formal solution of the form

\[
\hat{Y}(z) = F(z) \cdot \exp Q(z),
\]

where \( F(z) = \sum_{i=0}^{\infty} F_i \cdot z^i \) is a formal power series with \( F_0 = 1 \) the identity matrix, and

\[
Q(z) = Q_0 \cdot \log(z) + \sum_{i=1}^{q-1} Q_i \cdot z^{-i}
\]

is a finite sum, with each matrix \( Q_i \) diagonal, and \( Q_{q-1} = -M_0/(q - 1) \).

Note that the behaviour of the factor \( \exp Q(z) \) as \( z \to 0 \) is dominated by the diagonal matrix

\[
\exp(-M_0 \cdot z^{1-q}/(q - 1)),
\]

whose entries grow or decay exponentially as \( z \to 0 \) along a ray depending on the sign \( \epsilon(z) \in \{ \pm 1 \} \) of the real part of the expression \( \sqrt{a} \cdot z^{1-q} \). Note that this sign \( \epsilon(z) \) is constant in each Stokes sector and flips when an anti-Stokes ray is crossed.

Consider an open sector \( \Sigma \) of the \( z \)-plane with angle \( \pi/(q - 1) \). The basic existence result Theorem A of [5] shows that there is a distinguished fundamental solution

\[
y: \Sigma \to \text{GL}_2(\mathbb{C})
\]  

(32)
to (31) in this sector with the property that
\[ Y(z) \cdot \exp(-Q(z)) \to 1 \quad \text{as } z \to 0 \text{ in } \Sigma. \] (33)

This is stated in [5] only for sectors bounded by the rays spanned by the $2(q-1)$ roots of unity, but the general case follows immediately by rescaling $z$ in the initial equation. It follows that the columns of the matrix $Y(z)$ give vector-valued solutions to (31) which have either exponential growth or decay as $z \to 0$ along rays in $\Sigma$ depending on the sign $\epsilon(z)$. Tracing back the meromorphic gauge change to (29) this then gives the claim.

Let us now suppose that $m$ is odd. Consider the branched double cover
\[ f : \Delta \to \Delta, \quad w \mapsto z = w^2. \]

Pulling back the standard projective structure on $\Delta$ gives a projective structure with a pole of order 2 at $w = 0$, as is easily checked by computing the Schwarzian derivative
\[ -\frac{1}{2} \left[ \frac{(w^2)''}{(w^2)'} - \left( \frac{(w^2)''}{(w^2)'} \right)^2 \right] = \frac{1}{w^2}. \]

Pulling back the quadratic differential (27) gives the differential
\[ f^*(\phi)(w) = 4w^2 \phi(w^2) \, dw^{\otimes 2}, \]
which has a pole of order $2m - 2 > 2$ at the point $w = 0$. Thus the meromorphic projective structure $\mathcal{P}$ defined by ratios of solutions to (28) pulls back to give a meromorphic projective structure with a pole of even order $2m - 2$. We can then apply the argument above to obtain unique subdominant solutions in the sectors bounded by the asymptotic horizontal directions of $f^*(\phi)$ and then project back down via the double cover $f$ to give the result. \hfill $\Box$

The solutions to (28) or equivalently (29) given by Theorem 5.2 are called subdominant solutions. In terms of the marked bordered surface $(S, M)$ associated to the quadratic differential $\phi(z)$, they give distinguished solutions in a neighbourhood of each marked point on the boundary of $S$.

5.4. More on Stokes data. Consider again the situation of Section 5.1 and assume again that $m > 2$. We shall need the following properties of the subdominant solutions defined in the last section.

**Proposition 5.3.** (i) Suppose two Stokes sectors $\Sigma_1, \Sigma_2$ meet along an anti-Stokes ray $\ell$, and for each $i$ choose a vector-valued solution $v_i(z)$ to the system (29) which is subdominant in the sector $\Sigma_i$. Then the $v_i(z)$ analytically continue across $\ell$ to give a basis of solutions in a neighbourhood of $\ell$. 
(ii) Suppose given a pair of vector-valued solutions $v_1(z), v_2(z)$ to the system (29) defined in the punctured disc $\Delta^*$, such that in each Stokes sector $\Sigma$ one of the two solutions $v_1(z), v_2(z)$ is subdominant. Then there exist holomorphic functions $\alpha_i : \Delta^* \to \mathbb{C}^*$ such that the vector-valued functions $\alpha_i(z) \cdot v_i(z)$ extend over the origin and are linearly-independent for all $z \in \Delta$.

Proof. Consider an open sector $\Sigma$ of the $z$-plane of angle $\pi/(q-1)$ and a corresponding distinguished fundamental solution (32). The uniqueness argument [5, Remark 1.4] shows that if the sector $\Sigma$ is not a Stokes sector, then $Y(z) = Y_{\Sigma}(z)$ is unique with the property (33). Indeed, any two such solutions would differ by a constant matrix $C$ satisfying

$$\exp Q(z) \cdot C \cdot \exp(-Q(z)) \to 1 \text{ as } z \to 0 \text{ in } \Sigma.$$  

But if $\Sigma$ contains an anti-Stokes ray then each entry of the diagonal matrix $\exp Q(z)$ exhibits both exponential growth and decay along different rays in $\Sigma$, which forces $C$ to be the identity.

To prove (i) consider an open sector $\Sigma_{12}$ of angle $\pi/(q-1)$ overlapping both $\Sigma_1$ and $\Sigma_2$, and a column $y_i(z)$ of the corresponding fundamental solution $Y_{\Sigma_{12}}(z)$. This defines a vector-valued solution which decays exponentially in one of the Stokes sectors $\Sigma_i$ but grows exponentially in the other, which by the uniqueness of the subdominant solution immediately implies (i).

Assume now that we are in the situation of (ii). By the first part the number of Stokes sectors must be even. Consider three Stokes sectors $\Sigma_1, \Sigma_2, \Sigma_3$ in clockwise order. As in the last paragraph, consider an open sector $\Sigma_{12}$ intersecting both $\Sigma_1$ and $\Sigma_2$, and similarly a sector $\Sigma_{23}$ intersecting both $\Sigma_2$ and $\Sigma_3$. We can further assume that $\Sigma_{12}$ intersects $\Sigma_{23}$, and thus write

$$Y_{\Sigma_{23}}(z) = Y_{\Sigma_{12}}(z) \cdot C, \quad z \in \Sigma_{12} \cap \Sigma_{23}$$

where $C$ is a constant matrix. Each of the columns of $Y_{\Sigma_{12}}(z)$ has exponential decay in one of the sectors $\Sigma_1, \Sigma_2$, and hence is a constant multiple of either $v_1(z)$ or $v_2(z)$. The same argument applies to $Y_{\Sigma_{23}}(z)$, and we conclude that $C$ is diagonal. But since $Q(z)$ is also diagonal, the asymptotic condition (33) implies that $C = 1$.

Continuing around the circle in this way we see that all the distinguished solutions $Y_{\Sigma}(z)$ for non-Stokes sectors $\Sigma$ agree under analytic continuation and hence define a single-valued solution $Y(z)$ on the punctured disc $\Delta^*$ whose columns are given by constant multiples of $v_1(z)$ and $v_2(z)$. The condition (33) then implies that the matrix-valued function $Y(z) \cdot \exp(-Q(z))$ extends holomorphically over the origin and returns the identity matrix at $z = 0$. Taking the columns of this matrix gives the result. $\square$
6. The monodromy framed local system

In this section we define the monodromy framed local system of a signed meromorphic projective structure without apparent singularities, and prove the crucial result that it is non-degenerate. We do this by combining the local analysis of the last section with global properties of the vector bundle $E$ underlying the corresponding meromorphic oper.

6.1. Construction of the framed local system. Consider a meromorphic projective structure $\mathcal{P}$ on a Riemann surface $S$ having at least one pole. In Section 3.7 we explained how associate to the pair $(S, \mathcal{P})$ a marked bordered surface $(\mathcal{S}, \mathcal{M})$. When $\mathcal{P}$ is equipped with a signing, and has no apparent singularities, we now explain how to construct a natural framed local system on $(\mathcal{S}, \mathcal{M})$, which we call the monodromy framed local system of the pair $(S, \mathcal{P})$.

Let $S^* \subset S$ be the complement of the poles of $\mathcal{P}$. Thus $\mathcal{P}$ restricts to give a holomorphic projective structure on $S^*$. As explained in Section 2.1, there is an associated monodromy $G$ local system $\mathcal{G}$ on the surface $S^*$, whose space of sections over a contractible open subset $U \subset S^*$ is the set $\mathcal{G}(U)$ of projective charts $\phi: U \rightarrow \mathbb{P}^1$ in the projective structure $\mathcal{P}$. This local system $\mathcal{G}$ can also be identified with the projective frame bundle of the associated oper $(E, L, \nabla)$. It follows that the $\mathbb{P}^1$-bundle

$$\mathcal{L}(U) = \mathcal{G}(U) \times_G \mathbb{P}^1,$$

is the projective bundle $\mathbb{P}(E)$ with its induced connection.

As explained above, if we choose a base projective structure on $S$, and a local chart $z: U \rightarrow \mathbb{C}$, the projective charts of $\mathcal{P}$ defined on $U$ are given by ratios of linearly independent solutions to the vector-valued differential equation

$$\frac{d}{dz} \begin{pmatrix} s(z) \\ t(z) \end{pmatrix} + \begin{pmatrix} 0 & 1 \\ \varphi(z) & 0 \end{pmatrix} \begin{pmatrix} s(z) \\ t(z) \end{pmatrix} = 0. \tag{34}$$

The sections of $\mathcal{L}$ are then given by one-dimensional spaces of solutions to this equation.

The interior of the surface $\mathcal{S}^* = \mathcal{S} \setminus \mathcal{P}$ can be identified with the complement $S^* \subset S$ of the poles of $\mathcal{P}$ considered above. Thus we obtain a $G$ local system $\mathcal{G}$ on $\mathcal{S}^*$. The argument above shows that flat sections of the associated $\mathbb{P}^1$ bundle (25) can be identified with nonzero solutions to the equation (34) up to scale.

Suppose now that $\mathcal{P}$ is equipped with a signing and has no apparent singularities. Then we have a choice of sign of the exponent $r(p)$ at each regular pole $p$. This is equivalent, by Proposition 5.1, to a choice of eigenvalue of the monodromy around $p$. Since this monodromy is not the identity, the associated eigenspace is one-dimensional and defines a section of $\mathcal{L}$ in a neighborhood of $p$. On
the other hand, Theorem 5.2 shows that near an irregular pole of \( P \) there is a unique up-to-scale solution of (34) in each Stokes sector, which gives rise to a flat section of the bundle \( \mathcal{L} \) near the corresponding marked point on \( \partial S \). Putting everything together gives the required monodromy framed local system on \( (S,M) \).

6.2. Global description. We now want to prove that the monodromy framed local system constructed in the last section is always non-degenerate. Suppose given a meromorphic projective structure \( P \) with poles \( \{ p_1, \cdots, p_d \} \subset S \) all of which have even order. Let \( m_i = 2q_i \) be the order of the pole of \( P \) at the point \( p_i \). There are divisors on \( S \) defined as

\[
P = \sum_i p_i, \quad Q = \sum_i q_ip_i, \quad D = \sum_i m_ip_i.
\]

Let us write \( P = P_0 + \phi \), with \( P_0 \) a holomorphic projective structure, and

\[
\phi \in H^0(S, \omega_S^{\otimes 2}(D)),
\]

a quadratic differential with polar divisor \( D \). The holomorphic projective structure \( P_0 \) has an associated oper \( (E, L, \nabla_0) \) well-defined up to tensoring with line-bundles with connection \( (M, \nabla_M) \).

Here \( E \) is a rank 2 vector bundle, and \( L \) is a line sub-bundle fitting into a short exact sequence

\[
0 \rightarrow L \rightarrow E \xrightarrow{q} L \otimes \omega_S^* \rightarrow 0,
\]

Since \( E \) has a flat conection it has degree 0. But \( \omega_S \) has degree \( 2g - 2 \) so it follows that \( L \) must have degree \( g - 1 \).

As in Section 3.4 we then introduce a meromorphic connection \( \nabla = \nabla_0 + \alpha(\phi) \) which in a local basis of flat sections of \( \nabla_0 \) is given by

\[
\nabla + \alpha(\phi) = d + \begin{pmatrix} 0 & 1 \\ \varphi(z) & 0 \end{pmatrix} dz.
\]

Note that this coincides with (29). We must now understand the meromorphic gauge change leading to (30) in global terms. We consider the usual twisted line bundle

\[
L(-Q) = L \otimes \mathcal{O}_S(-Q),
\]

which we view as a sub-bundle \( L(-Q) \subset L \). Define a subsheaf

\[
F = \{ s \in E : q(s) \in L(-Q) \otimes \omega_S^* \subset L \otimes \omega_S^* \} \subset E.
\]
We then obtain a diagram in which the vertical arrows are inclusions
\[
\begin{array}{ccccccccc}
0 & \longrightarrow & L & \longrightarrow & F & \longrightarrow & L(-Q) \otimes \omega_S^* & \longrightarrow & 0 \\
\downarrow \text{id} & & \downarrow \mu & & \downarrow \nu & & \downarrow \nu & & \downarrow 0 \\
0 & \longrightarrow & L & \longrightarrow & E & \longrightarrow & L \otimes \omega_S^* & \longrightarrow & 0.
\end{array}
\] (35)

We are interested in meromorphic bundles on \( S \) with poles along the divisor \( P \) (see for example [39, Chapter 0, Sections 8 and 14]), so we introduce the sheaf of rings \( \mathcal{O}_S(*P) \) whose local sections are meromorphic functions on \( S \) with poles at the points \( p_i \). The map \( \nu \) obviously becomes an isomorphism after base-change along the canonical inclusion \( \mathcal{O}_S \rightarrow \mathcal{O}_S(*P) \), so the diagram (35) shows that the same is true of the map \( \mu \). In other words, the holomorphic bundles \( F \) and \( E \) are different lattices in the same meromorphic bundle.

We claim that the induced meromorphic connection on the holomorphic bundle \( F \) has the local description (30). Indeed, we considered before, in the proof of Lemma 2.4, a local basis \((u(z), v(z))\) for the bundle \( E \), with \( v(z) \) spanning the sub-bundle \( L \). With respect to this basis the connection \( \nabla \) took the form (20). The gauge change leading to (30) corresponds to replacing this basis with \((z^q \cdot u(z), v(z))\) which is precisely a basis for \( F \).

6.3. **Non-degeneracy.** The aim of this section is to show that the monodromy of a signed meromorphic projective structure without apparent singularities is a non-degenerate framed local system.

**Theorem 6.1.** Let \((S, \mathcal{M})\) be a marked bordered surface, and if \( g(S) = 0 \) assume that \(|\mathcal{M}| \geq 3\). Then the monodromy framed local system of a signed meromorphic projective structure without apparent singularities is non-degenerate.

**Proof.** Consider a signed meromorphic projective structure \( \mathcal{P} \) without apparent singularities. Let \((\mathfrak{g}, \ell)\) be the associated framed local system. We must eliminate the three types of degenerate framed local systems appearing in Definition 4.3. Note that the first one, condition (D1), cannot hold by the opposedness property Proposition 5.3(i). Condition (D3) is only possible when \( S \) is a closed surface, so that all singularities of the projective structure are regular. But since we have assumed that \( \mathcal{P} \) has no apparent singularities, condition (D3) then implies that the monodromy representation is reducible and all puncture monodromies are parabolic. This contradicts a result of Faltings [18, Theorem 7]. Thus it remains to show that condition (D2) does not hold.

Let us first suppose for a contradiction that we can find two distinct globally defined flat sections \( \ell_1, \ell_2 \) of the \( \mathbb{P}^1 \) bundle \( \mathcal{L} \) over the punctured surface \( S^* \) which restrict to give all framings. In
particular, by the opposedness property Proposition 5.3(i), this implies that all poles have even order. Consider the corresponding meromorphic connection \((F, \nabla)\) of Section 6.2. The lines \(\ell_i\) define line subbundles \(L_i \subset F\) in the complement of the poles of \(\nabla\). We claim that these subbundles extend over the poles and give a global splitting \(F = L_1 \oplus L_2\).

Let \(p \in S\) be a pole of the projective structure. If \(p\) is an irregular pole the claim follows immediately from Theorem 5.3(ii). When \(p\) is regular, the fact that both lines \(\ell_i\) are well-defined on the surface \(S^*\) and hence preserved by the monodromy around \(p\) shows that this monodromy is not parabolic. Our assumption that all such monodromies are non-trivial therefore implies that the eigenvalues of the residue matrix do not differ by an integer, so that the connection is non-resonant, and via a holomorphic gauge transformation we can put it in the form

\[
\nabla = d + \frac{A}{z} dz,
\]

with \(A\) a constant diagonal matrix. The claim is then clear, since in this gauge the monodromy invariant lines are the standard basis vectors of \(\mathbb{C}^2\).

The assumption that \(S\) is not a sphere with fewer than three marked points implies that \(\omega_S(Q)\) has positive degree. It follows that in the top line of (35) we have

\[
\deg L > \deg L(-Q) \otimes \omega_S^* = \deg L - \deg \omega_S(Q).
\]

This implies that the bundle \(F\) is unstable, and that \(0 \subset L \subset F\) is a Harder-Narasimhan filtration. For basic properties of Harder-Narasimhan filtrations see for example [34, Section 5]. We cannot have \(\deg L_1 = \deg L_2\), since this would imply that \(F\) were semistable, giving a contradiction. Thus without loss of generality we can assume \(\deg L_1 > \deg L_2\). But then \(0 \subset L_1 \subset F\) is another Harder-Narasimhan filtration for \(F\). By uniqueness of such filtrations it follows that \(L_1 = L\). This implies that, at least away from the poles, the sub-bundle \(L \subset E\) is invariant under \(\nabla\), and this contradicts the oper condition of Remark 3.3(i).

Suppose for a contradiction that the monodromy framed local system satisfies condition (D2). As in Remark 4.4 (iv) we obtain a permutation representation

\[
\sigma: \pi_1(S) \to \{\pm 1\}.
\]

If this representation is trivial, the monodromy framed local system satisfies the stronger version of condition (D2) we considered above: there exist two distinct globally defined flat sections \(\ell_1, \ell_2\) of the bundle \(\mathcal{L}\) over \(S^*\) which restrict to give all framings. Otherwise \(\sigma\) defines an unramified double cover of the surface \(S\). Using the marking of the projective structure \((S, \mathcal{P})\), this induces a
double cover of the Riemann surface $S$ whose branch points are contained in the set of irregular poles of $\mathcal{P}$. Replacing $\mathcal{P}$ by the pullback to this cover we obtain a projective structure satisfying the same stronger version of condition (D2). We can then apply the argument above and obtain a contradiction. □

**Remark 6.2.** One could avoid the appeal to Faltings’ result if one could prove that the subset of rigidified framed local systems satisfying condition (D3) of Definition 4.3 lies in the closure of the subset satisfying condition (D2). Indeed, since the monodromy map of $F$ is holomorphic (as we will soon show), the complement of its image is necessarily closed.

6.4. **Special cases.** It is instructive to examine the case of marked bordered surfaces $(S, M)$ with $g(S) = 0$ and $|M| < 3$ which are excluded by the statement of Theorem 1.1. In each case, using the standard projective structure on $\mathbb{P}^1$, we can identify the space of projective structures with the corresponding space of meromorphic quadratic differentials.

There are two cases when $g(S) = 0$ and $|M| = 1$: the once-punctured sphere and the disc with one marked point on the boundary. In these cases it is easy to see that both spaces $\mathcal{P}(S, M)$ and $X^*(S, M)$ are empty. The corresponding meromorphic quadratic differentials would have a single pole of order $m = 2$ or 3, but no such differentials exist, since they would define sections of the line bundle

$$\omega_{\mathbb{P}^1}^{\otimes 2}(m) = \mathcal{O}_{\mathbb{P}^1}(-4 + m),$$

which has negative degree. On the other hand, framed local systems in these two cases always satisfy condition (D2) of Definition 4.3, since the surface $S^*$ is contractible, and there is only one marking $\ell = \ell(p)$.

There are four cases when $g(S) = 0$ and $|M| = 2$, two of which are genuinely degenerate and are discussed in Examples 6.3 below. The two remaining cases are the once-punctured disc with one marked point on the boundary and the annulus with one marked point on each boundary component. The statement of Theorem 6.1 in fact holds without modification in these cases, and the proof requires only a small additional argument as we now explain.

Since these two surfaces are not closed we just have to check that condition (D2) cannot hold. The stronger version of this condition that we considered in the proof of Theorem 6.1 cannot hold because the surfaces $(S, M)$ have boundary components with an odd number of marked points. Thus the monodromy representation (36) must be non-trivial. In the case of the once-punctured disc with one marked point on the boundary this already gives a contradiction, since $S$
is contractible. In the other case the covering surface is an annulus with with two marked points on each boundary component, so the argument of Theorem 6.1 applies.

**Examples 6.3.** There are two degenerate cases which need to be excluded from the statement of Theorem 1.1. The basic problem with these examples is that the stacks $X(\mathcal{S}, \mathcal{M})$ and $\mathcal{P}(\mathcal{S}, \mathcal{M})$ have non-trivial generic automorphism group.

(a) Suppose that $(\mathcal{S}, \mathcal{M})$ is the twice-punctured sphere. The corresponding space of marked projective structures corresponds to the quadratic differentials $\phi(z) = adz^{\otimes 2}/z^2$ with $a \in \mathbb{C}^*$, which have two poles of order two. Each point has a $\mathbb{C}^*$ automorphism group given by rescaling the co-ordinate $z$. A framed local system on $(\mathcal{S}, \mathcal{M})$ in this case consists of a single element of $G$ equipped with a choice of two (not necessarily distinct) invariant lines. Each of these framed local systems has non-trivial automorphism group, and all of them are degenerate.

(b) Suppose that $(\mathcal{S}, \mathcal{M})$ is the unpunctured disc with two marked points on the boundary. The corresponding space of meromorphic quadratic differentials consists of the single quadratic differential $\phi(z) = dz^{\otimes 2}$, which has a single pole of order four at infinity. The resulting marked projective structure has automorphism group $\mathbb{C}$ given by translating the co-ordinate $z$. A framed local system on $(\mathcal{S}, \mathcal{M})$ in this case consists of a pair of unordered points of $\mathbb{P}^1$ considered up to the action of $G$. There are two isomorphism classes: both are degenerate and have non-trivial automorphism groups.

### 7. Families of projective structures

In this section we study families of holomorphic and meromorphic projective structures. This will be necessary to define complex manifolds parameterising projective structures in the next section.

**7.1. Families of holomorphic projective structures.** Recall that a **family of Riemann surfaces** is defined to be a holomorphic map of complex manifolds $\pi : X \to B$ which is everywhere submersive, and whose fibres $X(b) = \pi^{-1}(b)$ have dimension one. A **relative projective atlas** for such a family consists of an open cover $X = \bigcup_{a \in A} U_a$ and a collection of holomorphic maps $f_a : U_a \to \mathbb{P}^1$, such that if for any $b \in B$ we define

$$U_a(b) = U_a \cap X(b), \quad f_a(b) = f_a|_{U_a(b)} : U_a(b) \to f_a(U_a(b)), $$

then the data $(U_a(b), f_a(b))$ defines a projective atlas for the Riemann surface $X(b)$.
Clearly, a relative projective atlas on a family of Riemann surfaces \( \pi: X \to B \) induces projective structure \( \mathcal{P}(b) \) on each of the Riemann surfaces \( X(b) \). We define a family of projective structures on \( \pi: X \to B \) to be a collection of projective structures \( \mathcal{P}(b) \) on the fibres \( X(b) \) which is induced by a relative projective atlas in this way.

We now consider a relative version of Proposition 2.3. We assume that the map \( \pi \) is proper, so that the fibres \( X(b) \) are compact. There is then a vector bundle

\[
q: Q(X/B) \to B
\]

whose fibre over a point \( b \in B \) is the vector space of global quadratic differentials

\[
Q(X/B)_b = H^0(X(b), \omega_{X(b)}^\otimes 2).
\]

Let \( \mathcal{P}(X/B) \) denote the set of pairs \((b, \mathcal{P}(b))\) consisting of a point \( b \in B \) and a projective structure \( \mathcal{P}(b) \) on the corresponding surface \( X(b) \). There is an obvious forgetful map

\[
p: \mathcal{P}(X/B) \to B,
\]

and to give a set-theoretic section of this map is the same thing as to give a collection of projective structures \( \mathcal{P}(b) \) on the fibres \( X(b) \).

**Proposition 7.1 ([27]).** Let \( \pi: X \to B \) be a proper family of Riemann surfaces. Then there is a unique complex manifold structure on the set \( \mathcal{P}(X/B) \) with the following properties:

(i) The map \( p: \mathcal{P}(X/B) \to B \) is an affine bundle for the vector bundle \( q: Q(X/B) \to B \).

(ii) Holomorphic sections of the affine bundle \( p \) correspond precisely to families of projective structures on \( \pi: X \to B \).

It is possible to show that the complex manifold \( \mathcal{P}(X/B) \) defined by Proposition 7.1 has a certain universal property and can therefore be viewed as a fine moduli space, but we shall not need this point of view here; details can be found in [27].

**7.2. Relative developing maps.** Suppose \( S \) is a Riemann surface equipped with a projective structure \( \mathcal{P} \). If \( S \) is simply-connected one can easily show [27, Lemma 1] that there is a global projective chart, or in other words, a holomorphic map

\[
f: S \to \mathbb{P}^1
\]

which lies in the projective atlas \( \mathcal{P} \). Such a global chart is the same thing as a developing map in this case and is unique up to composition with an element of \( G = \text{Aut} (\mathbb{P}^1) \). If a discrete group \( \Gamma \)
acts on $S$ preserving the projective structure, it follows that there is a group homomorphism

$$\rho: \Gamma \to G, \quad f(\gamma \cdot x) = \rho(\gamma) \cdot f(x).$$ (37)

Given a projective structure on an arbitrary Riemann surface $S$, we can pull back to get a projective structure on the universal covering surface, invariant under the action of $\Gamma = \pi_1(S)$. A global chart on the cover is nothing but a developing map, as defined before, and the group homomorphism (37) is the associated monodromy representation

$$\rho: \pi_1(S) \to G.$$

Now let $\pi: X \to B$ be a family of Riemann surfaces, and assume that the base $B$ is contractible and Stein. If $X$ is simply-connected, and $\mathcal{P}(b)$ is a family of projective structures on the fibres $X(b)$, Hubbard showed [27, Section 6] that there exists a global relative projective chart, in other words, a holomorphic map

$$f: X \to \mathbb{P}^1$$

such that for each $b \in B$ the restriction $f(b): X(b) \to \mathbb{P}^1$ is a chart in the projective structure $\mathcal{P}(b)$. The map $f$ is called a relative developing map and is unique up to composition with a map $B \to G = \text{Aut} (\mathbb{P}^1)$. Of course each map $f(b)$ is a developing map for the projective structure $\mathcal{P}(b)$.

Suppose again that a group $\Gamma$ acts on $X$ preserving the map $\pi: X \to B$ and the projective structures $\mathcal{P}(b)$ on the fibres $X(b)$. Then, having chosen a relative developing map $f$, we obtain a holomorphic map

$$\rho: B \times \Gamma \to G, \quad f(\gamma \cdot x) = \rho(\pi(x), \gamma) \cdot f(x).$$

The restrictions $\rho(b, -): \Gamma \to G$ are the representations considered before.

Given an arbitrary family of Riemann surfaces with a family of projective structures, we can first restrict to a small open ball in $B$, and then pull back to the universal cover of $X$, before applying the results above. In this way we see that the monodromy representations vary holomorphically with $b \in B$.

7.3. Families of meromorphic projective structures. Suppose again that $\pi: X \to B$ is a proper family of Riemann surfaces. Let us now suppose that we have chosen $d \geq 1$ disjoint holomorphic sections

$$p_i: B \to X, \quad \pi \circ p_i = \text{id}_B, \quad i = 1, \cdots, d,$$
so that each Riemann surface $X(b)$ has $d$ ordered marked points $p_i(b)$ on it. Let us also choose $d$ positive integers $m_i > 0$ and introduce the effective divisor

$$D = \sum_i m_i D_i, \quad D_i = p_i(B) \subset X.$$ 

It restricts to give a divisor $D(b) = \sum_i m_i p_i$ on each surface $X(b)$. There is a vector bundle

$$q: Q(X/B; D) \rightarrow B$$

whose fibre over a point $b \in B$ is the vector space

$$Q(X/B; D)_b = H^0(X(b), \omega_{X(b)}^{\otimes 2}(D(b)))$$

consisting of meromorphic quadratic differentials on $X(b)$ having poles of degree $\leq m_i$ at the points $p_i(b)$ and no other poles. We can form an affine bundle

$$\mathcal{P}(X/B; D) = \mathcal{P}(X/B) \oplus Q(X/B) Q(X/B; D)$$

for this vector bundle by performing the construction of Lemma 3.2 fibrewise. The following result is then immediate.

**Lemma 7.2.** The points of $\mathcal{P}(X/B; D)$ are in bijection with the set of pairs $(b, \mathcal{P}(b))$ where $b \in B$ and $\mathcal{P}(b)$ is a meromorphic projective structure on the fibre $X(b)$ having poles of degree $\leq m_i$ at the points $p_i(b)$ and no others.

We define a family of meromorphic projective structures on $\pi: X \rightarrow B$ relative to the divisor $D$ to be a holomorphic section of the affine bundle

$$p: \mathcal{P}(X/B; D) \rightarrow B.$$ 

When all the pole orders $m_i = 0$ this reduces to the previous notion of a family of holomorphic projective structures by Proposition 7.1 (ii).

7.4. **Local description.** We shall need the following local description of a family of meromorphic projective structures. Take notation as above, and let $\Delta \subset \mathbb{C}$ denote the unit disc.

**Proposition 7.3.** Suppose given a family of meromorphic projective structures $\mathcal{P}(b)$ on the family $\pi: X \rightarrow B$ relative to the divisor $D$. Given a choice of one of the divisors $D_i$, there exists an open subset $U \subset X$ and an isomorphism $h$ fitting into the diagram

$$U \xrightarrow{h} V \xrightarrow{\pi} V \times \Delta \xrightarrow{p_1} B.$$
where $V = \pi(U)$, such that $h^{-1}(V \times \{0\}) = D_i \cap \pi^{-1}(V)$. Moreover, there exists a holomorphic function $\varphi(b, z)$ on $V \times \Delta$ such that the family of meromorphic projective structures $h(\mathcal{P}(b))$ induced on $\Delta$ is given by ratios of solutions to the equation

$$y''(z) + z^{-m_i} \cdot \varphi(b, z) y(z) = 0.$$ 

Proof. Replacing $B$ by an open ball we can take a family of holomorphic projective structures on $\pi : X \to B$. Replace $X$ by a contractible open neighbourhood of the divisor $D_i$. We then take a relative developing map $f : X \to \mathbb{P}^1$, which we can assume satisfies $f(D_i) = \{0\}$ and $\Delta \subset f(X)$. Set $U = f^{-1}(\Delta)$ and define $h(x) = (\pi(x), f(x))$. Then $h$ is easily seen to have non-degenerate derivative, and so shrinking $B$ and $U$ again if necessary we can ensure that $h$ is an isomorphism.

Pushing the family of meromorphic projective structures across this isomorphism gives a family of meromorphic projective structures on $\Delta$ relative to the divisor $m_i \cdot [0]$. Subtracting the trivial family of holomorphic projective gives a family of meromorphic quadratic differentials on $\Delta$ which can be written in the form $z^{-m_i} \cdot \varphi(b, z) dz \otimes dz$ with $\varphi(b, z)$ holomorphic, and so the result follows. □

We will also need a family version of the statement that meromorphic projective structures induce holomorphic projective structures on the complement of their poles.

**Lemma 7.4.** A family of meromorphic projective structures on the family $\pi : X \to B$ relative to the divisor $D$ induces a family of holomorphic projective structures on the family $\pi : X \setminus D \to B$.

Proof. Fibrewise this is obvious: a projective structure on on the fibre $X(b)$ having poles only at the points at the points $p_i(b)$ induces a holomorphic projective structure on the complement $X(b) \setminus D(b)$. One must show the existence of relative atlases. This follows exactly as in the proof of [27, Proposition 1]. □

8. MODULI SPACES OF PROJECTIVE STRUCTURES

In this section we introduce complex manifolds $\mathcal{P}(S, \mathcal{M})$ parameterising marked meromorphic projective structures. We also introduce the variants $\mathcal{P}^o(S, \mathcal{M})$ and $\mathcal{P}^s(S, \mathcal{M})$ mentioned in the introduction. We then prove that the generalized monodromy map

$$F : \mathcal{P}^s(S, \mathcal{M}) \to X^s(S, \mathcal{M})$$

can be locally lifted to give a holomorphic map into the complex variety $X^s(S, \mathcal{M})$. The proof of Theorem 1.1 will be completed in Section 9 when we use Fock-Goncharov co-ordinates to show that the quotient $X^s(S, \mathcal{M})$ is a complex manifold.
8.1. **Moduli of marked projective structures.** Let \((S, \mathcal{M})\) be a fixed marked bordered surface. As in Section 3.6, it is determined by a genus \(g\) and a non-empty collection of non-negative integers \(\{k_1, \cdots, k_d\}\). For each \(i = 1, \cdots, d\) we set \(m_i = k_i + 2\). Recall from Section 3.7 that these integers give the pole orders of a meromorphic projective structure with the associated marked bordered surface \((S, \mathcal{M})\).

Consider a meromorphic projective structure \(P\) on a compact Riemann surface \(S\). By a marking of the pair \((S, P)\) by the surface \((S, \mathcal{M})\) we mean an isotopy class of isomorphisms between \((S, \mathcal{M})\) and the marked bordered surface associated to the pair \((S, P)\). The mapping class group \(\text{MCG}(S, \mathcal{M})\) is defined to be the group of all isotopy classes of isomorphisms from \((S, \mathcal{M})\) to itself. Clearly, the set of markings of a given pair \((S, P)\) by the surface \((S, \mathcal{M})\) is either empty or is a torsor for \(\text{MCG}(S, \mathcal{M})\).

**Lemma 8.1.** Take notation as in Section 7.3. Then there is a dense open subset of the manifold \(\mathcal{P}(X/B; D)\) parameterising projective structures with poles of orders exactly \(\{m_1, \cdots, m_d\}\). There is also a principal \(\text{MCG}(S, \mathcal{M})\) bundle over this open subset whose fibre at a point \((b, \mathcal{P}(b))\) is the set of markings of the pair \((X(b), \mathcal{P}(b))\).

**Proof.** After choosing a family of holomorphic projective structures on \(\pi: X \to B\), the dense open subset corresponds to the subset of \(Q(X/B; D)\) consisting of quadratic differentials whose zeroes are disjoint from the divisors \(D_i\). This is easily seen to be open and dense. The result then follows immediately once one knows that the asymptotic horizontal directions of these quadratic differentials vary continuously. But these directions are determined by the leading coefficient, which certainly varies continuously. \(\square\)

Let us consider triples \((S, P, \theta)\), where \(S\) is a Riemann surface equipped with a meromorphic projective structure \(P\), and \(\theta\) is a marking of the pair \((S, P)\) by the surface \((S, \mathcal{M})\). Two such triples \((S_i, P_i, \theta_i)\) are considered to be equivalent if there is a biholomorphism \(f: S_1 \to S_2\) between the underlying Riemann surfaces, which preserves the projective structures \(P_i\) and commutes with the markings \(\theta_i\) in the obvious way.

**Proposition 8.2.** Assume that if \(g(S) = 0\) then \(|\mathcal{M}| \geq 3\). Then the set \(\mathcal{P}(S, \mathcal{M})\) of equivalence classes of marked projective structures on \((S, \mathcal{M})\) has the natural structure of a complex manifold of dimension

\[ n = 6g - 6 + \sum_i (k_i + 3). \]
Proof. Let us assume for now that if \( g = 0 \) then \( d \geq 3 \). Let \( B = \mathcal{M}(g, d) \) denote the moduli stack of compact Riemann surfaces of genus \( g \) with \( d \) ordered marked points. Under our assumptions it is a smooth Deligne-Mumford stack, of dimension \( 3g - 3 + d \), and can thus be viewed as a complex orbifold. Readers squeamish about stacks can replace it by its universal cover, which under our assumptions is a complex manifold, the Teichmüller space \( \mathcal{T}(g, d) \) of marked, pointed Riemann surfaces.

There is a universal curve \( \pi : X \to B \) with \( d \) disjoint sections \( p_1, \ldots, p_d \). We can apply the construction of Section 7.3 to obtain a space \( \mathcal{P}(X/B; D) \) whose points are in bijection with the set of isomorphism classes of pairs \( (S, \mathcal{P}) \) consisting of a compact Riemann surface \( S \) of genus \( g \) together with a meromorphic projective structure \( \mathcal{P} \) having \( d \) poles of orders \( m_i \leq k_i + 2 \). Riemann-Roch tells us that the vector bundle (38) has rank

\[
3g - 3 + \sum_i (k_i + 2),
\]

so that the space \( \mathcal{P}(X/B; D) \) has the claimed dimension.

Using Lemma 8.1 we can then pass to a covering space \( \mathcal{P}(S, M) \) of an open subset whose points consist of such pairs together with a marking. If one is dealing with Teichmüller space \( \mathcal{T}(g, d) \) one should insist that the marking of \( (S, \mathcal{P}) \) by \( (S, M) \) is compatible in the obvious way with the marking of the underlying curve \( S \) by the closed surface obtained by blowing-down all boundary components of \( S \). In any case, the resulting space is indeed a manifold rather than an orbifold, because the same is true of \( \mathcal{T}(g, d) \): although the surface \( S \) may have automorphisms, none of these fix the marking of \( S \), let alone the projective structure \( \mathcal{P} \) and its associated marking.

The cases when \( g = 0 \) and \( d \leq 2 \) can be treated in the same way if one is happy to consider Artin stacks, but they can also be understood directly. The relevant projective structures are obtained from the standard one on \( \mathbb{P}^1 \) by adding a meromorphic differential of the form \( p(z)dz^2 \) with \( p_n(z) \) a Laurent polynomial. The assumption \( |\mathbb{M}| \geq 3 \) implies that \( p_n(z) \) is not constant, so the only possible automorphisms are rescalings of \( z \) by roots of unity, and these are easily seen to act non-trivially on the markings, which consist of a labelling of the asymptotic directions at infinity. Thus although the spaces \( \mathcal{M}(g, d) \) and \( \mathcal{P}(X/B; D) \) are smooth Artin stacks, the cover \( \mathcal{P}(S, M) \) is again a manifold.

We will often loosely refer to the points of the space \( \mathcal{P}(S, M) \) as parameterising marked projective structures on the marked bordered surface \( (S, M) \).
8.2. **Monodromy and signed projective structures.** Let us fix a marked bordered surface \((S, M)\) and choose a base-point \(x \in S^*\). Let us write \(B = \mathcal{P}(S, M)\). Taking monodromy of the meromorphic projective structures gives a family of representations
\[
\rho_b : \pi_1(S^*, x) \to G,
\]
indexed by the points \(b \in B\), and well-defined up to overall conjugation by a holomorphic function \(g : B \to G\). For each \(\gamma \in \pi_1(S^*, x)\), the resulting maps
\[
\rho(\gamma) : B \to G, \quad b \mapsto \rho_b(\gamma)
\]
are holomorphic. Indeed, this is a local question, so we can replace \(B\) by a small open ball, and then the existence of relative developing maps discussed above gives the result.

**Lemma 8.3.** There is an open subset
\[
\mathcal{P}^0(S, M) \subset \mathcal{P}(S, M)
\]
consisting of marked projective structures without apparent singularities on \((S, M)\).

**Proof.** This is immediate from the above discussion. Indeed, in terms of the elements \(\delta_p \in \pi_1(S^*, x)\) defined in Section 4.1, the subset \(\mathcal{P}^0(S, M)\) is defined by the condition that \(\rho(\delta_p) \neq 1 \in G\) for all \(p \in \mathbb{P}\), and this is clearly open. \(\square\)

Recall the notion of a signed projective structure from Section 3.5.

**Proposition 8.4.** There is a complex manifold \(\mathcal{P}^*(S, M)\) equipped with a finite map
\[
\mathcal{P}^*(S, M) \to \mathcal{P}^0(S, M)
\]
whose points are in bijection with signed marked projective structures without apparent singularities on \((S, M)\).

**Proof.** Note first that there is a map
\[
a : \mathcal{P}(S, M) \to \mathbb{C}^\mathbb{P}
\]
sending a marked projective structure to the leading coefficient at each of the punctures \(p \in \mathbb{P}\). This map is holomorphic by Proposition 7.3, and we can therefore pass to the branched cover
\[
\mathcal{P}^*(S, M) \to \mathcal{P}(S, M)
\]
obtained by choosing a sign of the exponent \((23)\). This cover is smooth providing \(a\) is a submersion, which holds by the proof of [13, Lemma 6.1]. The cover \((40)\) is clearly finite of degree \(2^{|\mathbb{P}|}\), and its points are in bijection with signed marked projective structures. \(\square\)
8.3. **Monodromy map is holomorphic.** Fix a marked bordered surface \((S, M)\), and if \(g(S) = 0\) assume that \(|M| \geq 3\). Sending a signed meromorphic projective structure without apparent singularities to its associated framed local system gives a generalised monodromy map

\[
F : P^*(S, M) \to X^*(S, M).
\]

We must show that this map is holomorphic. More precisely, let us take a small open ball \(B \subset P^*(S, M)\). Via the map \((39)\) the ball \(B\) parameterises a family of meromorphic projective structures. Let us choose a relative developing map. We can then lift the map \(F\) so as to land in the algebraic variety

\[
X(S, M) = \left\{ \rho \in \text{Hom}_{\text{Grp}}(\pi_1(S^*, x), G), \lambda \in \text{Hom}_{\text{Set}}(M, \mathbb{P}^1) : \rho(\delta_p)(\lambda(p)) = \lambda(p) \text{ for all } p \in \mathbb{P} \right\}.
\]

It is the resulting locally-defined map \(B \to X(S, M)\) that we will prove is holomorphic. The proof of Theorem 1.1 will be completed in Section 9 when we use Fock-Goncharov co-ordinates to show that the quotient \(X^*(S, M)\) is a complex manifold.

We have already showed that the elements \(\rho_b(\gamma)\) vary holomorphically with \(b \in B\). It remains to prove that the elements \(\lambda_b(p) \in \mathbb{P}^1\) also vary holomorphically. There are two cases \(p \in \mathbb{P}\) and \(p \in M \setminus \mathbb{P}\) corresponding to regular and irregular singularities.

Considering the regular case first, suppose \(p \in \mathbb{P}\) is a puncture. Then the monodromy \(M = \rho_b(\delta_p) \in G\) varies holomorphically with \(b \in B\), and we can lift it to an element of \(\text{SL}_2(\mathbb{C})\). The eigenvalues \(\mu_{\pm}\) of the matrix \(M\) also vary holomorphically. It then follows that the corresponding eigenvectors also vary holomorphically, since they are defined by \((M - \mu_{\pm})(v_{\pm}) = 0\).

Consider now the irregular case, so that \(p \in M\) is a marked point on a boundary component of \(S\). The corresponding \(\lambda(p)\) is defined by a subdominant solution. Using Proposition 7.3 we reduce to the following statement.

**Theorem 8.5.** Suppose given a family of potentials depending on a parameter \(t\) of the form

\[
\varphi(z; t) = z^{-k} \cdot h(z, t) \text{ with } h(z, t) \text{ holomorphic. Then in the context of Theorem 5.2 one can find subdominant solutions } y(z; t) \text{ which vary holomorphically with } t.
\]

**Proof.** This follows immediately once one knows that the distinguished solutions we used in the proof of Theorem 5.2 vary holomorphically with parameters. This statement can be found for example in [8, Lemma 7]. \(\square\)
9. Fock-Goncharov co-ordinates

Fock and Goncharov defined a system of birational co-ordinate charts on the stack $X(S, M)$ of framed $G$-local systems parameterised by ideal triangulations of the surface $(S, M)$. We give a mild extension of their results to cover the case of tagged triangulations. We also prove that for any point of the open substack $X^*(S, M)$ of non-degenerate framed local systems there exists some tagged triangulation such that the corresponding co-ordinates are well-defined and nonzero.

9.1. Ideal triangulations. This section contains some standard material on ideal triangulations of marked bordered surfaces. A more careful treatment can be found in [20]. Throughout, $(S, M)$ denotes a marked bordered surface.

An arc in $(S, M)$ is a smooth path $\gamma$ in $S$ connecting points of $M$, whose interior lies in the open subsurface $S \setminus (M \cup \partial S)$, and which has no self-intersections in its interior. We moreover insist that $\gamma$ not be homotopic, relative to its endpoints, to a single point, or to a path in $\partial S$ whose interior contains no points of $M$. Two arcs are considered to be equivalent if they are related by a homotopy through such arcs. A path that connects two marked points and lies entirely on the boundary of $S$ without passing through a third marked point is called a boundary segment.

An ideal triangulation of $(S, M)$ is defined to be a maximal collection of equivalence classes of arcs for which it is possible to find representatives whose interiors are pairwise disjoint. We refer to the arcs and boundary segments as the edges of the triangulation. An example of an ideal triangulation of a disc with five marked points on its boundary is depicted in Figure 2.
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**Figure 2.** A triangulation of a disc with five marked points.

A triangle of an ideal triangulation $T$ is the closure in $S$ of a connected component of the complement of all arcs of $T$. Each triangle is topologically a disc, containing either two or three distinct edges of the triangulation. A triangle with just two distinct edges is called a self-folded triangle (see Figure 3).
The *valency* of a puncture $p \in \mathbb{P}$ with respect to a triangulation $T$ is the number of half-edges of $T$ that are incident with it; a puncture has valency 1 precisely if it is contained in the interior of a self-folded triangle.

Two ideal triangulations $T_1$ and $T_2$ are related by a *flip* if they are distinct and there are edges $e_i \in T_i$ such that $T_1 \setminus \{e_1\} = T_2 \setminus \{e_2\}$ (see Figure 4). Note that neither $e_1$ nor $e_2$ is the interior edge of a self-folded triangle. Conversely, if $e$ is not the interior edge of a self-folded triangle, it is contained in exactly two triangles of $T$, and there is a unique ideal triangulation which is the flip of $T$ along $e$.

Any two ideal triangulations of a surface $(\mathcal{S}, \mathcal{M})$ can be related by a sequence of such flips. Thus any ideal triangulation $(\mathcal{S}, \mathcal{M})$ has the same number of arcs, namely the number $n$ of (24). In the cases when $n < 0$ the surface has no ideal triangulation. We will write $J = J^T$ for the set of arcs of an ideal triangulation $T$.

There is an $n \times n$ integer matrix encoding the combinatorics of an ideal triangulation $T$ of a marked bordered surface. For each arc $j$ of the triangulation we denote by $\pi_T(j)$ the arc defined as follows: if $j$ is the interior edge of a self-folded triangle we let $\pi_T(j)$ be the encircling edge, and we define $\pi_T(j) = j$ otherwise. For each non-self-folded triangle $t$ of $T$ we define a number $\varepsilon^t_{ij}$ by the following rules:
(i) $\epsilon_{ij}^t = +1$ if $\pi_T(i)$ and $\pi_T(j)$ are sides of $t$ with $\pi_T(j)$ following $\pi_T(i)$ in the counterclockwise order defined by the orientation.

(ii) $\epsilon_{ij}^t = -1$ if the same holds with the clockwise order.

(iii) $\epsilon_{ij}^t = 0$ otherwise.

Then the $(i,j)$ element of the exchange matrix associated to $T$ is defined as the sum

$$\epsilon_{ij} = \sum_{t} \epsilon_{ij}^t$$

over all non-self-folded triangles of $T$.

9.2. **Construction of coordinates.** Let $(S, M)$ be a marked bordered surface. Let us equip the surface $S \setminus M$ with a complete, finite area hyperbolic metric with totally geodesic boundary. Then the universal cover of $S \setminus M$ can be identified with a subset of the hyperbolic plane $\mathbb{H}$ with totally geodesic boundary. The deleted marked points on $S$ give rise to a set of points on the boundary $\partial \mathbb{H}$. We call this the *Farey set* and denote it by $F_\infty(S, M)$. The action of $\pi_1(S^*)$ by deck transformations on the universal cover gives rise to an action of $\pi_1(S^*)$ on the Farey set. It will be useful to reformulate the definition of a framed local system in terms of this set.

**Lemma 9.1.** A point of $X(S, M)$ is the same as a pair $(\rho, \psi)$ where $\rho : \pi_1(S^*) \to G$ is a group homomorphism and $\psi : F_\infty(S, M) \to \mathbb{P}^1$ is map from the Farey set into $\mathbb{P}^1$ such that

$$\psi(\gamma c) = \rho(\gamma) \psi(c)$$

for any $\gamma \in \pi_1(S^*)$ and $c \in F_\infty(S, M)$.

**Proof.** Fix a basepoint $x \in S^*$ and for each point $p \in M$ an arc $\beta_p$ connecting $x$ to $p$ whose interior lies in $S^*$. We have seen that these choices determine a bijection between $X(S, M)$ and the set of pairs $(\rho, \lambda)$ where $\rho : \pi_1(S^*) \to G$ is a group homomorphism and $\lambda : M \to \mathbb{P}^1$ is a map of sets such that

$$\rho(\delta_p)(\lambda(p)) = \lambda(p)$$

for every $p \in \mathbb{P}$ where $\delta_p$ is the homotopy class of loops surrounding $p$ as before. Let $\tilde{x}$ be a point in the closure of the hyperbolic plane that projects to the basepoint $x$. Each curve $\beta_p$ lifts to a unique curve connecting $\tilde{x}$ to a point $c_p \in F_\infty(S, M)$, and we set $\psi(c_p) = \lambda(p)$. The points $c_p$ obtained in this way form a complete set of representatives for the orbits of $F_\infty(S, M)$ under the action of $\pi_1(S^*)$. Thus we can extend this construction and define a map $\psi : F_\infty(S, M) \to \mathbb{P}^1$ by insisting that $\psi(\gamma c) = \rho(\gamma) \psi(c)$ for all $\gamma \in \pi_1(S^*)$ and $c \in F_\infty(S, M)$. \qed
Fix an ideal triangulation $T$ of $(S, M)$. We can lift this triangulation to a collection of geodesic arcs in $\mathbb{H}$ decomposing the universal cover into triangular regions. The endpoints of these arcs in $\partial \mathbb{H}$ are identified with the points of $\mathcal{F}_\infty(S, M)$. Thus, if we are given a point of $X(S, M)$, we can use the map $\psi$ to assign points of $\mathbb{P}^1$ to the endpoints of each geodesic arc.

**Definition 9.2.** Let $\mu = (\rho, \psi)$ be a general point of $X(S, M)$. To any arc $j$ of $T$, we associate a number $X_j \in \mathbb{C}^*$ as follows:

(i) Suppose $j$ is not the interior edge of a self-folded triangle. Let $\tilde{j}$ be a lift of $j$ to the universal cover. Then there are two triangles of the triangulation that share the side $\tilde{j}$, and these form an ideal quadrilateral in $\mathbb{H}$. Let $c_1, c_2, c_3,$ and $c_4$ be the vertices of this quadrilateral in the counterclockwise order so that the arc $\tilde{j}$ joins the vertices $c_1$ and $c_3$. For each $i$, let us define $z_i = \psi(c_i)$. Then we define $X_j$ as the cross ratio

$$X_j = \frac{(z_1 - z_2)(z_3 - z_4)}{(z_2 - z_3)(z_1 - z_4)}.$$ 

Note that there are two ways of ordering the points $c_i$, and they give the same value for the cross ratio.

(ii) Suppose $j$ is the interior edge of a self-folded triangle. Let $k$ be the loop of this self-folded triangle. Using the same construction described in part (i), we can associate cross ratios $Y_j$ and $Y_k$ to the arcs $j$ and $k$, respectively. Then the number $X_j$ is defined by $X_j = Y_jY_k$.

In this way, we associate to a general point $\mu$ a tuple of numbers $X_j \in \mathbb{C}^*$ indexed by arcs $j$ of the ideal triangulation $T$. Taken together, these define a rational map $X_T : X(S, M) \rightarrow (\mathbb{C}^*)^n$. This map is invariant under the action of $G$ on $X(S, M)$ and so we have a rational map

$$X(S, M) \rightarrow (\mathbb{C}^*)^n.$$ 

We claim that this is a birational equivalence. More precisely, we have the following statement.

**Lemma 9.3.** For any ideal triangulation $T$ of $(S, M)$, there exists a regular map

$$\iota_T : (\mathbb{C}^*)^n \rightarrow X(S, M)$$

such that $X_T \circ \iota_T = \text{id}$.

**Proof.** Suppose we are given a collection of nonzero complex numbers $X_j$ indexed by the arcs of $T$. We replace these by new numbers $Y_j$ as follows:

(i) Set $Y_j = X_j$ if $j$ is not the interior edge of a self-folded triangle.
(ii) Set \( Y_j = X_j/X_k \) if \( j \) is the interior edge of a self-folded triangle and \( k \) is the loop of this self-folded triangle.

Consider an ideal triangle \( \tilde{t}_0 \) in \( \mathbb{H} \) which projects to an ideal triangle \( t_0 \) on the surface \( S \). We assign three arbitrary distinct points of \( \mathbb{P}^1 \) to the vertices of \( \tilde{t}_0 \). Next consider an ideal triangle \( t_1 \) which shares an edge \( j \) with \( t_0 \) in the ideal triangulation. There is an ideal triangle \( \tilde{t}_1 \) adjacent to \( \tilde{t}_0 \) in the universal cover which projects to \( t_1 \), and we have assigned points of \( \mathbb{P}^1 \) to two of its vertices. We can assign a point of \( \mathbb{P}^1 \) to the remaining vertex in such a way that the resulting cross ratio is the number \( Y_j \). Continuing in this way, we construct a function \( \psi : \mathcal{F}_\infty(S, M) \to \mathbb{P}^1 \). To construct a monodromy representation, let \( \gamma \in \pi_1(S^*) \) and let \( \tilde{t} \) be an ideal triangle in the universal cover. The element \( \gamma \) acts as a deck transformation on the universal cover, taking the ideal triangle \( \tilde{t}_0 \) to some other ideal triangle \( \tilde{t}' \). We define \( \rho(\gamma) \) to be the unique element of \( G \) that takes the points of \( \mathbb{P}^1 \) assigned to the vertices of \( \tilde{t} \) to the corresponding points assigned to the vertices of \( \tilde{t}' \). This defines a homomorphism \( \rho : \pi_1(S^*) \to G \), and the pair \((\psi, \rho)\) is a point of \( X(S, M) \). It is easy to check that this defines a regular map to \( X(S, M) \) and that \((\psi, \rho)\) has the numbers \( X_j \) as co-ordinates. \( \square \)

9.3. **Signed and tagged triangulations.** Let \((S, M)\) be a marked bordered surface. A **signed triangulation** of \((S, M)\) is a pair \((T, \epsilon)\) consisting of an ideal triangulation \( T \) and a function

\[
\epsilon : \mathbb{P} \to \{\pm 1\}.
\]

Two signed triangulations \((T_i, \epsilon_i)\) are considered to be equivalent if the underlying ideal triangulations \( T_i \) are the same and the signings \( \epsilon_i \) differ only at punctures \( p \in \mathbb{P} \) of valency one. Equivalence classes of signed triangulations are called **tagged triangulations**.

Suppose \( \tau \) is a tagged triangulation which is represented by a signed triangulation \((T, \epsilon)\). By a **tagged arc** of \( \tau \) we mean an arc of the ideal triangulation \( T \). Let \((T, \epsilon')\) be another signed triangulation where \( \epsilon' \) differs from \( \epsilon \) at a single puncture \( p \) where the triangulation \( T \) has valency one. Let \( j \) be the unique edge of \( T \) which is incident to this puncture \( p \), and let \( k \) be the encircling edge. Then the tagged arc represented by \( j \) in \((T, \epsilon)\) is considered to be equivalent to the tagged arc represented by \( k \) in the other signed triangulation \((T, \epsilon')\).
If \( \text{Tri}(\mathcal{S}, \mathcal{M}), \text{Tri}_\pm(\mathcal{S}, \mathcal{M}), \text{Tri}_\circ(\mathcal{S}, \mathcal{M}) \) denote the sets of ideal, signed and tagged triangulations of \((\mathcal{S}, \mathcal{M})\) respectively, there is a diagram

\[
\begin{array}{ccc}
\text{Tri}_\pm(\mathcal{S}, \mathcal{M}) & \xrightarrow{j} & \text{Tri}_\circ(\mathcal{S}, \mathcal{M}) \\
\text{Tri}(\mathcal{S}, \mathcal{M}) & \xrightarrow{i} & \text{Tri}_\circ(\mathcal{S}, \mathcal{M}) \\
\end{array}
\]

where \( q \) is the obvious quotient map and the arrows \( i \) and \( j \) are embeddings obtained by considering an ideal triangulation as a signed, and hence a tagged triangulation, using the signing \( \epsilon \equiv +1 \).

The flipping operation extends to signed triangulations in the obvious way: we flip the underlying triangulation, keeping the signs constant. We say that two tagged triangulations are related by a flip if they can be represented by signed triangulations which differ by a flip.

The sets appearing in the diagram (41) can be considered as graphs, with two (ideal, signed, tagged) triangulations being connected by an edge if they differ by a flip. The maps in the diagram then become maps of graphs. The important point is that, unlike the graph \( \text{Tri}(\mathcal{S}, \mathcal{M}) \) of ideal triangulations, the graph \( \text{Tri}_\circ(\mathcal{S}, \mathcal{M}) \) of tagged triangulations is \( n \)-regular.

It is well-known that any two ideal triangulations of \((\mathcal{S}, \mathcal{M})\) are related by a finite chain of flips; thus the graph \( \text{Tri}(\mathcal{S}, \mathcal{M}) \) is always connected [20, Prop. 3.8]. The graph \( \text{Tri}_\circ(\mathcal{S}, \mathcal{M}) \) is also connected, except when \((\mathcal{S}, \mathcal{M})\) is a closed surface with a single puncture \( p \in \mathcal{P} \), in which case the graph \( \text{Tri}_\circ(\mathcal{S}, \mathcal{M}) \) has two connected components corresponding to the two possible choices of signs \( \epsilon(p) \) [20, Prop. 7.10]).

### 9.4. Fock-Goncharov co-ordinates for tagged triangulations

Let \((\mathcal{S}, \mathcal{M})\) be a marked bordered surface and consider a framed local system on \((\mathcal{S}, \mathcal{M})\). Near each puncture \( p \in \mathcal{P} \) there is a chosen flat section \( \ell(p) \) of the associated \( \mathbb{P}^1 \) bundle \( \mathcal{L} \). If the monodromy of the local system around this puncture has distinct eigenvalues then there are exactly two possible choices for \( \ell(p) \), and we can consider the birational morphism which exchanges these two choices.

**Lemma 9.4.** There is a natural birational action of the group \( \{\pm 1\}^\mathcal{P} \) on the stack \( \mathcal{X}(\mathcal{S}, \mathcal{M}) \) of framed local systems which fixes the underlying local systems and exchanges the two generically possible choices of framings at the punctures.

**Proof.** Consider the variety \( \mathcal{X}(\mathcal{S}, \mathcal{M}) \) of rigidified framed local systems. There is an open subset where all puncture monodromies are semi-simple with distinct eigenvalues. On this open subset the
operation of exchanging the possible eigenlines at a given puncture gives an algebraic involution.  

The group \( \{\pm 1\}^\mathbb{P} \) also acts on the set of signed and tagged triangulations in the obvious way. A signed triangulation \((T, \epsilon)\) can then be viewed as the result of acting on the ideal triangulation \(T\) by the signing \(\epsilon\) viewed as an element of the group \( \{\pm 1\}^\mathbb{P} \).

**Definition 9.5.** The Fock-Goncharov co-ordinate of a framed local system \((\mathcal{G}, \phi)\) on \((\mathbb{S}, \mathbb{M})\) with respect to an arc \(j\) of the signed triangulation \((T, \epsilon)\) is defined to be the Fock-Goncharov co-ordinate with respect to \(j\) of the framed local system obtained by applying the group element \(\epsilon \in \{\pm 1\}^\mathbb{P}\) to the framed local system \((\mathcal{G}, \phi)\), whenever this quantity is well-defined.

We thus obtain birational maps

\[
X_{(T, \epsilon)} : X(\mathbb{S}, \mathbb{M}) \to (\mathbb{C}^*)^n
\]

for any signed triangulation.

**Lemma 9.6.** The Fock-Goncharov co-ordinate of a framed local system with respect to an arc of a signed triangulation depends only on the underlying tagged arc.

**Proof.** Let \(T\) be an ideal triangulation of \((\mathbb{S}, \mathbb{M})\), and suppose \(p \in \mathbb{P}\) is a puncture which is incident to exactly one arc of \(T\). Call this edge \(j\) and let \(k\) denote the encircling edge. Given a general point of \(X(\mathbb{S}, \mathbb{M})\), we can define cross ratios \(Y_j\) and \(Y_k\) as in part (ii) of Definition 9.2. If we modify the framed local system by the action of the element of the group \( \{\pm 1\}^\mathbb{P} \) corresponding to the puncture \(p\), then by the proof of Lemma 12.3 in [19], we know that the numbers \(Y_j\) and \(Y_k\) transform to \(1/Y_j\) and \(Y_j Y_k\), respectively. It now follows from Definition 9.2 that the Fock-Goncharov co-ordinates associated to two signed arcs are equal if these signed arcs represent the same tagged arc.  

Note however that the inverse \(X_\tau^{-1}\) of the map (42) may not be an open embedding for a general tagged triangulation \(\tau\).

**Example 9.7.** Suppose \(\mathbb{S}\) is a disc and \(\mathbb{M} = \{p_0, p_1, p_2\}\) where \(p_0\) is a point in the interior of \(\mathbb{S}\) and \(p_1\) and \(p_2\) are marked points on \(\partial \mathbb{S}\). Consider the tagged triangulation \(\tau\) that consists of an arc from \(p_0\) to each boundary marked point and the signing \(\epsilon(p_0) = -1\). Then the inverse \(X_\tau^{-1}\) is not regular at \((-1, -1) \in (\mathbb{C}^*)^2\). This follows from the proof of Lemma 12.3 in [19], which gives an explicit expression in coordinates for the framing at \(p_0\) after we act by the group element \(\epsilon \in \{\pm 1\}^\mathbb{P}\).
The signed mapping class group of a marked bordered surface \((S, M)\) is defined to be the semi-direct product
\[
\text{MCG}^\pm(S, M) = \text{MCG}(S, M) \rtimes \{\pm1\}^p.
\]
This group acts birationally on the stack \(X(S, M)\) of framed local systems and on the manifold \(P^*(S, M)\) in an obvious way, and our monodromy map \(F\) is clearly equivariant. It also acts on the set of signed or tagged triangulations in the obvious way. By the above definition, one has
\[
X_{g(\tau)}(g(\mu)) = X_{\tau}(\mu)
\]
for any element \(g\) of this group.

9.5. **Behaviour under flips.** If \((T', \epsilon)\) is the signed triangulation obtained from \((T, \epsilon)\) by performing a flip at the edge \(k\), then the set \(J = J^T\) of arcs in \(T\) is naturally in bijection with the set \(J' = J^{T'}\) of arcs in \(T'\), and thus we can use the construction described above to associate a number \(X'_j \in \mathbb{C}^*\) to each \(j \in J' = J\). The following proposition relates these to the numbers \(X_j\) computed using the signed triangulation \((T, \epsilon)\).

**Proposition 9.8.** The numbers \(X'_j\) are given in terms of the numbers \(X_j\) \((j \in J)\) by the formula
\[
X'_j = \begin{cases} 
X_k^{-1} & \text{if } j = k \\
X_j(1 + X_k^{-\text{sgn}(\epsilon_{jk})})^{-\epsilon_{jk}} & \text{if } j \neq k.
\end{cases}
\]

**Proof.** The most nontrivial case to consider is when the flip produces a self-folded triangle as shown in Figure 5. We will prove the formula in this case and leave the other cases to the reader. We assume for simplicity that our surface is not a three-punctured sphere so that the edges on
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**Figure 5.** A flip resulting in a self-folded triangle.

the sides of the above triangulation are not identified. Given a framed local system, we act by \(\epsilon \in \{\pm1\}^p\) to get a new framed local system and then let \(Y_j\) be the cross ratio defined for any edge \(j\) in \(T\) using this modified framed local system. These numbers transform as in Figure 6. This
implies the above formula by Definition 9.2. Thus we have proved the formula for flips resulting in a self-folded triangle, assuming the surface is not a three-punctured sphere. One can check the formula in this remaining case in a similar manner. □

9.6. Regularity of points of $\mathcal{X}^*(\mathbb{S}, \mathcal{M})$. A simple piece of combinatorics shows that at each point of $\mathcal{X}^*(\mathbb{S}, \mathcal{M})$ there is a tagged triangulation of $(\mathbb{S}, \mathcal{M})$ such that the corresponding Fock-Goncharov co-ordinates are well-defined and nonzero at the given point.

**Theorem 9.1.** Suppose that the framed local system $(\mathcal{G}, \ell)$ is non-degenerate. Then there exists a signed triangulation such that the corresponding Fock-Goncharov co-ordinates are regular and non-zero at $(\mathcal{G}, \ell)$. When $\mathbb{S}$ has non-empty boundary the signing can be taken to be trivial.

**Proof.** Let us call an edge of an ideal triangulation bad if the two framings associated to the ends of the edge agree under parallel transport along the edge. Otherwise we call the edge good. Condition (D1) of Definition 4.3 ensures that a boundary segment is a good edge in any ideal triangulation. Let us first assume that there is an ideal triangulation with at least one good edge. This is automatic if $\mathbb{S}$ has a non-empty boundary. We will then prove the existence of an ideal triangulation all of whose edges are good.

Consider an ideal triangulation $T$ of $(\mathbb{S}, \mathcal{M})$ with a maximal number of good arcs. We need to show that in fact all arcs are good. We call a triangle good if all of its edges are good, bad if exactly one of its edges is bad, and very bad if all of its edges are bad. We can assume the triangulation contains at least one bad or very bad triangle since otherwise we are done.

Suppose that a good triangle $t_1$ shares an edge $e_1$ with a bad triangle $t_2$. Then $e_1$ is good so there must be another triangle $t_3$ sharing a bad edge $e_2$ with $t_2$. Figure 7 shows all possible configurations of the triangles $t_1, t_2, t_3$ up to reversal of orientation. The union $t_1 \cup t_2 \cup t_3$ can be lifted to a pentagon $p$ in the universal cover of $\mathbb{S}^*$. The framing lines determine at least three

---

**Figure 6.** Transformation of cross ratios.
distinct lines associated to the vertices of \( p \) since the triangle \( t_1 \) is good. It is therefore possible to replace the edges \( e_1 \) and \( e_2 \), one of which is bad, by two good edges. This contradicts maximality.

Similarly note that a bad triangle cannot share an internal edge with a very bad triangle. Indeed, such an edge would have to be bad, and flipping it would lead to a triangulation with fewer bad edges. It is obvious that a good triangle cannot share an edge with a very bad triangle, and not all triangles can be very bad because we assumed that the triangulation has at least one good edge. Thus we can assume that all triangles are bad.

Suppose that two bad triangles \( t_1, t_2 \) share an edge \( e \). The union \( t_1 \cup t_2 \) lifts to a quadrilateral \( q \) in the universal cover of \( S^* \), and the edge \( e \) lifts to a diagonal of \( q \) which we will also denote by \( e \). Let us label the vertices of \( q \) cyclically as \( c_1, \ldots, c_4 \) so that the edge \( e \) connects \( c_1 \) and \( c_3 \), and the vertices of \( t_1 \) are \( c_1, c_2, c_3 \). The framings determine a line \( \ell_i \) associated to each vertex \( c_i \). We claim that there are exactly two distinct lines in the set \( \{ \ell_1, \ldots, \ell_4 \} \). To see the claim, suppose first that \( e \) is a good edge so that \( \ell_1 \neq \ell_3 \). Then since the triangles \( t_1 \) and \( t_2 \) are bad we must have \( \ell_2, \ell_4 \in \{ \ell_1, \ell_3 \} \). Suppose instead that \( e \) is bad so that \( \ell_1 = \ell_3 \). Then if \( \ell_2 \neq \ell_4 \) we can flip the edge \( e \) to get a triangulation with fewer bad edges, contradicting maximality. The claim follows.

We have now shown that parallel transporting the framing sections from the vertices of a triangle defines exactly two sections in the interior, and that for neighbouring triangles these sections
coincide under parallel transport. It follows that the framed local system satisfies condition (D2) of Definition 4.3 which gives a contradiction.

We now return to the assumption that there is an ideal triangulation with at least one good edge. Suppose this fails. The surface $\mathcal{S}$ is then necessarily closed. Choose an ideal triangulation. Since all edges are bad, it follows that there is a flat section $\ell$ of $\mathcal{L}$ on $\mathcal{S}^*$ such that each vertex is framed by $\ell$. By non-degeneracy it follows that there is at least one puncture $p \in \mathbb{P}$ such that the monodromy around $p$ is neither parabolic nor the identity.

Let us apply the corresponding element $\sigma_p$ of the group $\{\pm 1\}^\mathbb{P}$ to the framed local system. Then the given triangulation has at least one good edge with respect to the new framed local system $\sigma_p(\mathcal{G}, \ell)$. Note that by Remarks 4.4(v) this flipped framed local system is still non-degenerate. Applying the argument above shows the existence of an ideal triangulation $T$ such that all Fock-Goncharov co-ordinates for $\sigma_p(\mathcal{G}, \ell)$ are well-defined and non-zero. But then by definition, the co-ordinates for the framed local system $(\mathcal{G}, \ell)$ with respect to the tagged triangulation $\sigma_p(T)$ are also well-defined and non-zero. \[\square\]

Since the maps (42) are birational, one immediately obtains

**Corollary 9.9.** For any marked bordered surface $(\mathcal{S}, \mathcal{M})$ admitting an ideal triangulation the space $X^*(\mathcal{S}, \mathcal{M})$ is a (possibly non-Hausdorff) complex manifold.

This completes the proof of Theorem 1.1.

**References**

1. Allegretti, D.G.L. (2017). Stability conditions and cluster varieties from quivers of type A. arXiv:1710.06505 [math.AG].
2. Allegretti, D.G.L. Voros symbols as cluster coordinates. To appear.
3. Allegretti, D.G.L. and Bridgeland, T. To appear.
4. Bakken, I. (1977). A multiparameter eigenvalue problem in the complex plane. American Journal of Mathematics, 99(5), 1015–1044.
5. Balser, W., Jurkat, W.B., and Lutz, D.A. (1979). Birkhoff invariants and Stokes’ multipliers for meromorphic linear differential equations. Journal of Mathematical Analysis and Applications, 71(1), 48–94.
6. Beilinson, A. and Drinfeld, V. (2005). Opers. arXiv:math/0501398 [math.AG].
7. Bertola, M., Korotkin, D., and Norton, C. (2015) Symplectic geometry of the moduli space of projective structures in homological coordinates. arXiv:1506.07918 [math.SG].
8. Boalch, P.P. (2002). $G$-bundles, isomonodromy, and quantum Weyl groups. International Mathematics Research Notices, 2002(22), 1129–1166.
9. Boalch, P.P. (2014). Geometry and braiding of Stokes data; fission and wild character varieties. *Annals of Mathematics*, **179**(1), 301–365.

10. Boalch, P.P and Yamakawa, D. (2015). Twisted wild character varieties. arXiv:1512.08091 [math.AG].

11. Bridgeland, T. (2007). Stability conditions on triangulated categories. *Annals of Mathematics*, **166**(2), 317–345.

12. Bridgeland, T. (2016). Riemann-Hilbert problems from Donaldson-Thomas theory. arXiv:1611.03697 [math.AG].

13. Bridgeland, T. and Smith, I. (2015). Quadratic differentials as stability conditions. *Publications Mathématiques de l’Institut des Hautes Études Scientifiques*, **121**(1), 155–278.

14. Chekhov, L., Mazzocco, M., and Rubtsov, V. (2017). Algebras of quantum monodromy data and decorated character varieties. arXiv:1705.01447 [math.AG].

15. Delabaere, E., Dillinger, H., and Pham, F. (1993). Résurgence de Voros et périodes des courbes hyperelliptiques. *Annales de l’Institut Fourier*, **43**(1), 163–199.

16. Dumas, D. (2009). Complex projective structures. In Handbook of Teichmüller theory, Vol. II, *IRMA Lectures in Mathematics and Theoretical Physics*, **13**, 455–508.

17. Earle, C. (1981). On variations of projective structures. *Riemann Surfaces and Related Topics: Proceedings of the 1978 Stony Brook Conference, Ann. of Math. Stud.*, **97**, 87–99.

18. Faltings, G. (1983). Real projective structures on Riemann surfaces. *Compositio Mathematica*, **48**(2), 223–269.

19. Fock, V.V. and Goncharov, A.B. (2006). Moduli spaces of local systems and higher Teichmüller theory. *Publications Mathématiques de l’Institut des Hautes Études Scientifiques*, **103**(1), 1–211.

20. Fomin, S., Shapiro, M., and Thurston, D. (2008). Cluster algebras and triangulated surfaces. Part I: Cluster complexes. *Acta Mathematica*, **201**(1), 83–146.

21. Frenkel, E. (2007). *Langlands correspondence for loop groups*. Cambridge University Press.

22. Gaiotto, D., Moore, G.W., and Neitzke, A. (2010). Four-dimensional wall-crossing via three-dimensional field theory. *Communications in Mathematical Physics*, **299**(1), 163–224.

23. Gaiotto, D., Moore, G.W., and Neitzke, A. (2013). Wall-crossing, Hitchin systems, and the WKB approximation. *Advances in Mathematics*, **234**(2013), 239–403.

24. Gallo, D., Kapovich, M., and Marden, A. (2000). The monodromy groups of Schwarzian equations on closed Riemann surfaces. *Annals of Mathematics*, **151**(2), 625–704.

25. Gunning, R.C. (1966). *Lectures on Riemann surfaces*. Princeton University Press.

26. Hejhal, D.A. (1975). Monodromy groups and linearly polymorphic functions. *Acta Mathematica*, **135**(1), 1–55.

27. Hubbard, J.H. (1981). The monodromy of projective structures. *Riemann Surfaces and Related Topics: Proceedings of the 1978 Stony Brook Conference, Ann. of Math. Stud.*, **97**, 257–275.

28. Iwaki, K. and Nakanishi, T. (2014). Exact WKB analysis and cluster algebras. *Journal of Physics A: Mathematical and Theoretical*, **47**(47), 474009.
29. Iwasaki, K. (1991). Moduli and deformation for Fuchsian projective connections on a Riemann surface. *J. Fac. Sci. Univ. Tokyo*, **38**, 431–531.

30. Iwasaki, K. (1992). Fuchsian moduli on a Riemann surface—its Poisson structure and Poincaré-Lefschetz duality. *Pacific Journal of Mathematics*, **155**(2), 319–340.

31. Kawai, S. (1996). The symplectic nature of the space of projective connections on Riemann surfaces. *Mathematische Annalen*, **305**(1), 161–182.

32. Koike, T. and Schäfke, R. On the Borel summability of WKB solutions of Schrödinger equations with polynomial potentials and its application. To appear.

33. Korotkin, D. (2017). Periods of meromorphic quadratic differentials and Goldman bracket. arXiv:1702.04705 [math-ph].

34. Le Potier, J. (1997). *Lectures on vector bundles*. Cambridge University Press.

35. Loray, F. and Marín, D. (2007). Projective structures and projective bundles over compact Riemann surfaces. arXiv:0706.3608 [math.CA].

36. Luo, F. (1993). Monodromy groups of projective structures on punctured surfaces. *Inventiones Mathematica*, **111**(1), 541–555.

37. Nevanlinna, R. (1932). Über Riemannsche Flächen mit endlich vielen Windungspunkten. *Acta Mathematica*, **58**(1), 295–373.

38. Poincaré, H. (1884). Sur les groupes des équations linéaires. *Acta Mathematica*, **4**(1), 201–312.

39. Sabbah, C. (2007). *Isomonodromic deformations and Frobenius manifolds: an introduction*. Springer.

40. Sibuya, Y. (1975). *Global Theory of a Second Order Linear Ordinary Differential Equation with a Polynomial Coefficient*. North-Holland Publishing Company.

41. Strebel, K. (1984). *Quadratic differentials*. Springer-Verlag.