A POSTERIORI ANALYSIS FOR A MIXED FEM DISCRETIZATION OF THE LINEAR ELASTICITY SPECTRAL PROBLEM
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Abstract. In this paper we analyze a posteriori error estimates for a mixed formulation of the linear elasticity eigenvalue problem. A posteriori estimators for the nearly and perfectly compressible elasticity spectral problems are proposed. With a post-process argument, we are able to prove reliability and efficiency for the proposed estimators. The numerical method is based in Raviart-Thomas elements to approximate the pseudostress and piecewise polynomials for the displacement. We illustrate our results with numerical tests.

1. Introduction

In several applications of engineering sciences or physics, there exist problems where an accurate knowledge of the eigenvalues and eigenfunctions is needed in order to analyze the stability and response of certain mechanical systems. The different configurations in which such systems can be formulated, depend on physical features as material properties, contact with other structures or devices, just to mention a few, and geometrical features, since in real applications, elastic structures can be used in locations that might be convex, non convex, curved, fractured, etc. Is this fact that leads to develop adaptive strategies for numerical methods in order to recover the optimal order of convergence for eigenvalue problems in partial differential equations.

The literature related to adaptive strategies for the elasticity equations is abundant for the load problem, where different methods, formulations and techniques have been well developed. On this subject, we can mention as main references [8, 9, 10, 15, 16, 19], whereas for the elasticity spectral problems, the literature available is scarce. In fact, there are three works where a posteriori error analysis for the elasticity eigenproblem is performed [1, 3, 24].

For mixed eigenvalue problems, adaptive methods are a subject of current study and different techniques have emerged. One of the pioneer results are contained in the classic article [14], where the authors have proved that the mixed Laplace eigenvalue problem, that the high order terms that naturally appear in the a posteriori estimators for the eigenvalues, are controlled by considering an auxiliary problem
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discretized with a non-conforming method which results equivalent with the original one. On the other hand, and with the same aim of the reference previously mentioned, the postprocess technique, well established in [11, 21], presents a new tool for the control of high order terms in eigenvalue problem. A recent application of this technique can be found in, for instance, on [6, 7].

The present work is inspired in the mixed formulation proposed in [15] for the source elasticity problem, where the authors introduce the nonsymmetric pseudostress tensor as a new unknown, together with the displacement. This pseudostress tensor gives an alternative way of dealing with dual-mixed variational formulations in continuum mechanics, without the need of imposing neither strong nor weak symmetry of the classic stresses. It is precisely this tensor that leads to a tensorial formulation for the elasticity equations and, as a natural extension, the spectral elasticity problem can be also considered as in [20], where only the a priori analysis is performed. Since the elasticity system depends on the Lamé constants, often denoted by $\mu$ and $\lambda$, it is well known that when the Poisson ratio is close to $1/2$, numerical locking arises since $\lambda \to \infty$. This motivates the study of the so-called limit eigenvalue problem (see [20, 23] for instance). Hence, it is possible to consider two types of estimators: one for the limit eigenproblem and the other for the standard eigenproblem. Our task is to design a reliable and efficient a posteriori estimator for both problems in two and three dimensional domains and analyze computationally their performance, with the aim of recovering the optimal order of convergence for the eigenvalues and eigenfunctions.

We remark that, for simplicity, our analysis is devoted to the spectral elasticity problem with only Dirichlet boundary conditions (cf. Section 2), since the mixed boundary conditions on the domain implies the imposition of the normal component of the pseudostress tensor on the system and hence, on the Hilbert space in which the solution lies, leading to an analysis with other difficulties, like the regularity of the eigenfunctions for instance, that we will perform in other paper according to our research program.

The paper is organized as follows: in Section 2 we present the elasticity eigenvalue problem and the mixed formulation of interest. We summarize some results related to its stability and spectral characterization. In Section 3 we introduce the discrete mixed eigenvalue problem, particularly the FEM spaces for the approximation and the post-process technique. The core of our paper is section 4 where the local and global indicators are presented for the standard and limit eigenproblems. Reliability and efficiency analyses for the proposed estimators are performed. Finally in section 5 we report some numerical tests in order to analyze the performance of the error estimators in two and three dimensions.

We end this section with some notations that will use below. Given $n \in \{2, 3\}$, we denote $\mathbb{R}^{n \times n}$ the space of vectors and tensors of order $n$ with entries in $\mathbb{R}$, and $I$ is the identity matrix of $\mathbb{R}^{n \times n}$. Given any $\boldsymbol{\tau} := (\tau_{ij})$ and $\boldsymbol{\sigma} := (\sigma_{ij}) \in \mathbb{R}^{n \times n}$, we write

$$\boldsymbol{\tau}^t := (\tau_{ji}), \quad \text{tr}(\boldsymbol{\tau}) := \sum_{i=1}^{n} \tau_{ii}, \quad \text{and} \quad \boldsymbol{\tau} : \boldsymbol{\sigma} := \sum_{i,j=1}^{n} \tau_{ij} \sigma_{ij},$$

to refer to the transpose, the trace and the tensorial product between $\boldsymbol{\tau}$ and $\boldsymbol{\sigma}$ respectively.

For $s \geq 0$, we denote as $\| \cdot \|_{s, \Omega}$ the norm of the Sobolev space $H^s(\Omega)$ or $\mathbb{H}^s(\Omega) := [H^s(\Omega)]^{n \times n}$ with $n \in \{2, 3\}$ for scalar and tensorial fields, respectively, with the
convention $H^0(\Omega) := L^2(\Omega)$ and $H^0(\Omega) := L^2(\Omega)$. Furthermore, with $\text{div}$ denoting the usual divergence operator, we define the Hilbert space

$$H(\text{div}, \Omega) := \{ f \in L^2(\Omega) : \text{div}(f) \in L^2(\Omega) \},$$

equipped with the norm $\| f \|^2_{\text{div}, \Omega} := \| \text{div}(f) \|^2_{L^2(\Omega)}$ and the space

$$\mathbb{H}(\text{curl}, \Omega) := \{ w \in L^2(\Omega) : \text{curl} w \in L^2(\Omega) \},$$

that we endow with the norm $\| w \|^2_{\text{curl}, \Omega} := \| \text{curl} w \|^2_{L^2(\Omega)}$.

The space of matrix valued functions whose rows belong to $H(\text{div}, \Omega)$ will be denoted $H(\text{div}, \Omega)$ where $\text{div}$ stands for the action of $\text{div}$ along each row of a tensor.

Finally, we use $C$ with or without subscripts, bar, tildes or hat, to denote generic constants independent of the discretization parameter, which may take different values at different places.

2. The linear elasticity eigenvalue problem

The elasticity eigenvalue problem of our interest is the following

$$\begin{cases}
\mu \Delta u + (\lambda + \mu) \nabla \text{div} u = -\kappa u & \text{in } \Omega, \\
\text{div} u = 0 & \text{on } \partial \Omega,
\end{cases}$$

where the Cauchy stress tensor $\sigma$ is such that

$$\text{div} \sigma = 2\mu \text{div} \varepsilon(u) + \lambda \nabla \text{div} u = \mu \Delta u + (\lambda + \mu) \nabla \text{div} u,$$

and $\varepsilon(u)$ is the tensor of small deformations defined by $\varepsilon(u) = \frac{1}{2}(\nabla u + (\nabla u)^\top)$.

Now, with the so-called pseudostress tensor, defined by $\rho := \mu \nabla u + (\lambda + \mu) \text{tr}(\nabla u) I$, we obtain the following system

$$\begin{cases}
\rho = \mu \nabla u + (\lambda + \mu) \text{tr}(\nabla u) I & \text{in } \Omega, \\
\text{div} \rho = -\kappa u & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}$$

which we rewrite as follows

$$\begin{cases}
\frac{1}{\mu} \left\{ \rho - \frac{\lambda + \mu}{n\lambda + (n+1)\mu} \text{tr}(\rho) I \right\} = \nabla u & \text{in } \Omega, \\
\text{div} \rho = -\kappa u & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}$$

(2.1)

Multiplying the above system with suitable tests functions, integrating by parts and using the boundary condition, we obtain the following variational formulation: Find $\kappa \in \mathbb{R}$ and $0 \neq (\rho, u) \in \mathbb{H} \times \mathbb{Q}$, such that

$$\begin{cases}
a(\rho, \tau) + b(\tau, u) = 0 & \forall \tau \in \mathbb{H}, \\
b(\rho, v) = -\kappa(u, v)_{0, \Omega} & \forall v \in \mathbb{Q},
\end{cases}$$

(2.2)

where $\mathbb{H} := H(\text{div}, \Omega)$ and $\mathbb{Q} := L^2(\Omega)^n$ and the bilinear forms $a : \mathbb{H} \times \mathbb{H} \to \mathbb{R}$ and $b : \mathbb{H} \times \mathbb{Q} \to \mathbb{R}$ are defined by

$$a(\xi, \tau) := \frac{1}{\mu} \int_\Omega \xi : \tau - \frac{\lambda + \mu}{\mu(n\lambda + (n+1)\mu)} \int_\Omega \text{tr}(\xi) \text{tr}(\tau) \quad \forall \xi, \tau \in \mathbb{H},$$

and

$$b(\tau, v) := \int_\Omega v \cdot \text{div} \tau \quad \forall \tau \in \mathbb{H}, \forall v \in \mathbb{Q}.$$
Lemma 2.2

For \( \tau \in \mathbb{H} \) we define its associated deviator tensor by \( \tau^d := \tau - \frac{1}{n} \text{tr}(\tau) \mathbb{I} \), which allows us to redefine \( a(\cdot, \cdot) \) as follows

\[
(2.4) \quad a(\xi, \tau) := \frac{1}{\mu} \int_{\Omega} \xi^d : \tau^d + \frac{1}{n(n\lambda + (n + 1)\mu)} \int_{\Omega} \text{tr}(\xi) \text{tr}(\tau) \quad \forall \xi, \tau \in \mathbb{H}.
\]

With the purpose of establishing the well posedness of the mixed formulation (2.2), we introduce the following decomposition \( \mathbb{H} := \mathbb{H}_0 \oplus \mathbb{H} \) where

\[
\mathbb{H}_0 := \left\{ \tau \in \mathbb{H} : \int_{\Omega} \text{tr}(\tau) = 0 \right\}.
\]

Note that for any \( \xi \in \mathbb{H} \) there exists a unique \( \xi_0 \in \mathbb{H}_0 \) and \( d := \frac{1}{n|\tau|} \int_{\Omega} \text{tr}(\tau) \in \mathbb{R} \), such that the decomposition for \( \xi \) holds.

The following lemma guarantees that the test space can also be restricted to \( \mathbb{H}_0 \)

**Lemma 2.1.** Any solution of (2.2) with \( \rho \in \mathbb{H}_0 \) is also solution of the problem: Find \( \kappa \in \mathbb{R} \) and \( 0 \neq (\rho_0, u_0) \in \mathbb{H}_0 \times \mathcal{Q} \), such that

\[
(2.5) \quad \begin{cases} 
    a(\rho_0, \tau) + b(\tau, u_0) = 0 & \forall \tau \in \mathbb{H}_0, \\
    b(\rho_0, v) = -\kappa(u_0, v)_{0,\Omega} & \forall v \in \mathcal{Q}.
\end{cases}
\]

Conversely, any solution of (2.5) is also a solution of (2.2).

Let us consider the source problem associated to (2.5): given \( f \in \mathcal{Q} \), find \( (\rho_0, \hat{u}_0) \in \mathbb{H}_0 \times \mathcal{Q} \), such that

\[
(2.6) \quad \begin{cases} 
    a(\rho_0, \tau) + b(\tau, \hat{u}_0) = 0 & \forall \tau \in \mathbb{H}_0, \\
    b(\rho_0, v) = -(f, v)_{0,\Omega} & \forall v \in \mathcal{Q}.
\end{cases}
\]

From the proof of [15] Lemma 4.1, an important consequence of the well posedness of (2.6), is that there exists a constant \( C > 0 \) such that the pair \( (\hat{\rho}_0, \hat{u}_0) \) satisfies

\[
\|\hat{\rho}_0\|_{\text{div, } \Omega} + \|\hat{u}_0\|_{0,\Omega} \leq C\|f\|_{0,\Omega} \quad \text{(see [15] Theorem 2.1)}.
\]

Hence, if \( \mathcal{A} : \mathbb{H}_0 \times \mathcal{Q} \to (\mathbb{H}_0 \times \mathcal{Q})' \) is the linear operator associated to the left hand side of (2.6), it is possible to prove that \( \mathcal{A} \) is an isomorphism that satisfies \( \|\mathcal{A}(\tau, v)\|_{(\mathbb{H}_0 \times \mathcal{Q})'} \geq C\|\tau, v\|_{\mathbb{H}_0 \times \mathcal{Q}} \), for all \( (\tau, v) \in \mathbb{H}_0 \times \mathcal{Q} \), which is equivalent to the following inf-sup condition

\[
(2.7) \quad \| (\tau, v) \|_{\mathbb{H}_0 \times \mathcal{Q}} \leq C \sup_{(\xi, w) \in \mathbb{H}_0 \times \mathcal{Q}} \frac{a(\tau, \xi) + b(\xi, v) + b(\tau, w)}{\| (\xi, w) \|_{\mathbb{H}_0 \times \mathcal{Q}}},
\]

where \( C \) is a positive constant.

We end this section with the following regularity result (see [20] for instance).

**Lemma 2.2 (Regularity of the eigenfunctions).** The solutions \( (\kappa, \rho, u) \) of the problem above correspond, in one hand, to a sequence of positive finite-multiplicity eigenvalues \( \{ \kappa_i \} \in \mathbb{N} \) such that \( \kappa_i \to \infty \), whereas the pair \( (\rho, u) \in \mathcal{A}(\xi) \times \mathbb{H}^{1+s}(\Omega)^n \) for all \( s \in (0, \tilde{s}) \), where \( 0 < \tilde{s} \leq 1 \) (see [15, 17] for instance). Also, there exists a constant \( \tilde{C} > 0 \) which depends on \( \lambda \) such that

\[
\| u \|_{1+s,\Omega} \leq \tilde{C}\| u \|_{0,\Omega}.
\]

We mention that the dependency of the constants in the regularity exponents on \( \lambda \) is not completely evident. This has been observed in [20, 23] when the numerical tests are performed. This motivates us to consider the following assumption along our paper:
Assumption 2.1. Constants $\hat{s}$ and $\hat{C}$ in Lemma 2.2 are independent of $\lambda$.

3. The discrete eigenvalue problem

3.1. The finite element spaces. Given an integer $\ell \geq 0$ and a subset $D$ of $\mathbb{R}^n$, we denote by $P_\ell(S)$ the space of polynomials of degree at most $\ell$ defined in $D$. We mention that, for tensorial fields we will define $P_\ell(D) := [P_\ell(D)]^{n \times n}$ and for vector fields $P_\ell(D) := [P_\ell(D)]^n$. With these ingredients at hand, for $k = 0$ we define the local Raviart-Thomas space of the lowest order, as follows (see [4])

$$\text{RT}_0(T) = [P_0(T)]_x,$$

where $x \in \mathbb{R}^n$. With this local space, we define the global Raviart-Thomas space, which we denote by $\text{RT}_0(T_h)$, as follows

$$\text{RT}_0(T_h) := \{ \tau \in H : (\tau_{i1}, \ldots, \tau_{in})^t \in \text{RT}_0(T) \forall i \in \{1, \ldots, n\}, \forall T \in T_h \}.$$

and we introduce the global space of piecewise polynomials of degree $\leq k$ defined by

$$P_k(T_h) := \{ v \in L^2(\Omega) : v|_T \in P_k(T) \forall T \in T_h \}.$$

Also, we define

$$H_{h,0} := \text{RT}_0(T_h) \cap H_0(\text{div}; \Omega) = \left\{ \tau_h \in \text{RT}_k(T_h) : \int_{\Omega} \text{tr}(\tau_h) = 0 \right\},$$

and $Q_h := P_0(T_h)$.

Now we recall some well known approximation properties for the spaces defined above (see [13] for instance). Let $\Pi_h^0 : H^t(\Omega) \rightarrow \text{RT}_0(T_h)$ be the Raviart-Thomas interpolation operator. For $t \in (0, 1/2]$ and $\tau \in H^t(\Omega) \cap H(\text{div}; \Omega)$ the following error estimate holds true

\begin{equation}
\| \tau - \Pi_h^0 \tau \|_{0, \Omega} \leq C h^t (\| \tau \|_{t, \Omega} + \| \text{div} \tau \|_{0, \Omega}).
\end{equation}

Also, for $\tau \in H^t(\Omega)$ with $t > 1/2$, there holds

\begin{equation}
\| \tau - \Pi_h^0 \tau \|_{0, \Omega} \leq C h^{\min\{t, 1\}} |\tau|_{t, \Omega}.
\end{equation}

Let $P_h^0 : L^2(\Omega)^n \rightarrow Q_h$ be the $L^2(\Omega)$-orthogonal projector. As a first property, we have the following commutative diagram

\begin{equation}
\text{div}(\Pi_h^0 \tau) = P_h^0(\text{div} \tau).
\end{equation}

If $v \in H^t(\Omega)^n$ with $t > 0$, there holds

\begin{equation}
\| v - P_h^0 v \|_{0, \Omega} \leq C h^{\min\{t, 1\}} |v|_{t, \Omega}.
\end{equation}

Finally, for each $\tau \in H^t(\Omega)$ such that $\text{div} \tau \in H^t(\Omega)^n$, there holds

\begin{equation}
\| \text{div}(\tau - \Pi_h^0 \tau) \|_{0, \Omega} \leq C h^{\min\{t, 1\}} |\text{div} \tau|_{t, \Omega}.
\end{equation}
3.2. The discrete mixed eigenvalue problem. Now we introduce the finite element discretization of (2.2), which reads as follows: Find \( \kappa_h \in \mathbb{R} \) and \( (\rho_h, u_h) \in H_{h,0} \times Q_h \) such that

\[
\begin{align*}
\left\{ \begin{array}{ll}
a(\rho_h, \tau_h) + b(\tau_h, u_h) &= 0 \\
b(\rho_h, v_h) &= -\kappa_h (u_h, v_h)_{0,\Omega}
\end{array} \right. \quad \forall \tau_h \in H_{h,0},
\end{align*}
\]

We introduce the discrete kernel of \( b(\cdot, \cdot) \) as follows

\[
V_h := \{ \tau_h \in H_{0,h} : \text{div} \, \tau_h = 0 \text{ in } \Omega \} \subset \mathbb{V}.
\]

Then, since \( a(\cdot, \cdot) \) is \( V_h \)-elliptic and the following inf-sup condition holds (see [15, Lemma 3.1])

\[
\sup_{\tau \in \mathbb{H}_{0,h}} \frac{b(\tau_h, v_h)}{\|\tau_h\|_{\text{div}, \Omega}} \geq \beta \|v_h\|_{0,\Omega} \quad \forall v_h \in Q_h,
\]

where \( \beta > 0 \) is independent of \( h \).

In what follows, we assume that \( \kappa \) is a simple eigenvalue and we normalize \( u_h \) so that \( \|u_h\|_{0,\Omega} = 1 \). Then, for all \( \tau_h \), there exists a solution \( (\kappa_h, \rho_h, u_h) \in \mathbb{R} \times H_{0,h} \times Q_h \) of (3.13) such that \( \kappa_h \rightarrow \kappa \) and \( \|u_h\|_{0,\Omega} = 1 \).

The following result, summary a priori error estimates for problems (2.5) and (3.13) are derived from [20, Theorems 4.1 and 4.2].

**Lemma 3.1.** Let \((\kappa, \rho, u)\) be a solution of Problem (2.5) with \( \|u\|_{0,\Omega} = 1 \). Then, there exists a solution \((\kappa_h, \rho_h, u_h)\) be a solution of Problem (3.13) with \( \|u_h\|_{0,\Omega} = 1 \). Then

\[
\|\rho - \rho_h\|_{0,\Omega} + \|u - u_h\|_{0,\Omega} \leq Ch^s,
\]

\[
|\kappa - \kappa_h| \leq C \left( \|\rho - \rho_h\|_{0,\Omega}^2 + \|u - u_h\|_{0,\Omega}^2 \right),
\]

where the constant \( C \) is independent of \( h \) and \( \lambda \).

An important result, consequence of the spurious free feature of the proposed finite element method, states that for \( h \) small enough, except for \( \kappa_h \), the rest of the eigenvalues of (3.13) are well separated from \( \kappa \) (see [5]).

**Proposition 3.1.** Let us enumerate the eigenvalues of (3.13) and (2.2) in increasing order as follows: \( 0 < \kappa_1 \leq \cdots \kappa_i \leq \cdots \) and \( 0 < \kappa_{h,1} \leq \cdots \kappa_{h,i} \leq \cdots \). Let us assume that \( \kappa_J \) is a simple eigenvalue of (3.13). Then, there exists \( h_0 > 0 \) such that

\[
|\kappa_J - \kappa_{h,i}| \geq \frac{1}{2} \min_{j \neq J} |\kappa_j - \kappa_J| \quad \forall i \leq \dim H_{h,i}, \ i \neq J, \ \forall h < h_0.
\]

3.3. Superconvergence and Postprocessing. In this section we derive a superconvergence result between the eigenfunction \( u \) and its finite element approximation, together with a postprocess for the aforementioned unknown. For simplicity, we only concentrate on the simple eigenvalue case along our paper.

The forthcoming analysis is inspired by [6, 7, 21]. Consider the following mixed problem: Find \((\bar{\rho}_h, \bar{u}_h) \in H_{h,0} \times Q_h\) such that

\[
\begin{align*}
\left\{ \begin{array}{ll}
a(\bar{\rho}_h, \tau_h) + b(\tau_h, \bar{u}_h) &= 0 \\
b(\bar{\rho}_h, v_h) &= -\kappa(\bar{u}_h, v_h)_{0,\Omega}
\end{array} \right. \quad \forall \tau_h \in H_{h,0},
\end{align*}
\]

where the solution \((\bar{\rho}_h, \bar{u}_h)\) of (3.14) is the finite element approximation of \((\rho, u)\).
The proofs of the following results are inspired in [7], but taking into account the bilinear form \( a(\cdot, \cdot) \) defined in \( (2.4) \), where all the estimates are independent of the Lamé constant \( \lambda \). The first auxiliary result shows a higher-order approximation between \( \tilde{u}_h \) and \( P_h^0 u \).

**Lemma 3.2.** Let \((\kappa, \rho, u)\) be a solution of Problem \((2.5)\) and \((\tilde{\rho}_h, \tilde{u}_h)\) be a solution of \((3.14)\). Then, there holds
\[
\| \tilde{u}_h - P_h^0 u \|_{0, \Omega} \leq C h^s \| \rho - \tilde{\rho}_h \|_{\text{div}, \Omega},
\]
where \( s \in (0, \tilde{s}] \) and the positive constant \( C \) is independent of \( h \) and \( \lambda \).

**Proof.** Adapting the proof of Lemma 9 of [7], together with Lemma 2.1 and Remark 2.1 of [20], it follows that:
\[
\| \tilde{u}_h - P_h^0 u \|_{0, \Omega} \leq C h^s \| \rho - \tilde{\rho}_h \|_{\text{div}, \Omega}.
\]
This concludes the proof. \( \square \)

The following auxiliary result shows that the term \( \| \rho - \tilde{\rho}_h \|_{\text{div}, \Omega} \) is bounded.

**Lemma 3.3.** Let \((\kappa, \rho, u)\) be a solution of Problem \((2.5)\) and \((\tilde{\rho}_h, \tilde{u}_h)\) be a solution of \((3.14)\). Then, there holds
\[
\| \rho - \tilde{\rho}_h \|_{\text{div}, \Omega} \leq C ( \| \rho - \rho_h \|_{0, \Omega} + \| u - u_h \|_{0, \Omega}),
\]
where the positive constant \( C \) is independent of \( h \) and \( \lambda \).

**Proof.** The proof follows from [7, proof of Lemma 10], Lemma 3.1 and the stability of the discrete problem (see [20]). \( \square \)

The following identity, proved in [7, Section 4] for the mixed problem related to the Maxwell’s spectral problem, also holds for our equivalent mixed problem for the elasticity spectral formulation

**Lemma 3.4.** Let \((\kappa, \rho, u)\) and \((\kappa_h, \rho_h, u_h)\) be solutions of Problems \((2.5)\) and \((3.13)\), respectively, with \( \| u \|_{0, \Omega} = \| u_h \|_{0, \Omega} = 1 \). Then, there holds
\[
\| P_h^0 u - u_h \|_{0, \Omega} \leq C h^s ( \| \rho - \rho_h \|_{0, \Omega} + \| u - u_h \|_{0, \Omega}),
\]
where \( s \in (0, \tilde{s}] \) and the positive constant \( C \) is independent of \( h \).

**Proof.** Let \((\tilde{\rho}_h, \tilde{u}_h)\) be the solution of \((3.14)\). Then, from the triangle inequality we have
\[
\| P_h^0 u - u_h \|_{0, \Omega} \leq \| P_h^0 u - \tilde{u}_h \|_{0, \Omega} + \| \tilde{u}_h - u_h \|_{0, \Omega}.
\]
Now, adapting the arguments of [7, Lemma 11] and invoking Proposition 3.1, we derive the following estimate
\[
\| \tilde{u}_h - u_h \|_{0, \Omega}^2 \leq C \left( \| \tilde{u}_h - P_h^0 u \|_{0, \Omega}^2 + \| \rho - \rho_h \|_{0, \Omega}^2 + \| u - u_h \|_{0, \Omega}^2 \right)^2.
\]
Finally, using the above estimates, Lemmas 3.2 and 3.3 we conclude the proof. \( \square \)

We define the following finite element subspace
\[
Y_h := \{ v \in [H^1(\Omega)]^n : v \in P_1(T), \quad \forall T \in T_h \}.
\]
For each vertex \( z \) of the elements in \( T_h \), we define the patch
\[
\omega_z := \bigcup_{z \in \tau \in T_h} T.
\]
Let us define the postprocessing operator \( \Theta_h : Q \to Y_h \). With this operator at hand, and with the previously defined patch \( \omega_z \), we fit a piecewise linear function in the average sense, for any \( v \in Q \) at the degrees of freedom of element integrations

\[
\Theta_h v(z) := \sum_{T \in \omega_z} \int_T \frac{v}{|\omega_z|} dx,
\]

where \( |\omega_z| \) denotes the measure of the patch.

The operator \( \Theta_h \) satisfies the following properties (see [21, Lemma 3.2, Theorem 3.3]).

**Lemma 3.5** (Properties of the postprocessing operator). The operator \( \Theta_h \) defined above satisfies the following:

1. For \( u \in H^{1+s}(\Omega)^n \) with \( s \) as in Lemma 2.2 and \( T \in \mathcal{T}_h \), there holds
   \[
   \| \Theta_h u - u \|_{0,\Omega} \leq C h_T^{1+s} \| u \|_{1+s,\Omega},
   \]
2. \( \Theta_h P^0_h v = \Theta_h v \),
3. \( \| \Theta_h v \|_{0,\Omega} \leq C \| v \|_{0,\Omega} \) for all \( v \in Q \),

where the generic constant \( C \) is positive and independent of \( h \).

The following result, proved in [21, Theorem 3.3] states a superconvergence property for \( \Theta_h \).

**Lemma 3.6** (Superconvergence). For \( h \) small enough, there exists a positive constant \( C \), independent of \( h \) and \( \lambda \), such that

\[
\| \Theta_h u_h - u \|_{0,\Omega} \leq C h^s (\| \rho - \rho_h \|_{0,\Omega} + \| u - u_h \|_{0,\Omega}) + \| \Theta_h u - u \|_{0,\Omega}.
\]

**Proof.** From Lemma 3.4 and the properties presented in Lemma 3.5 it follows that

\[
\| \Theta_h u_h - u \|_{0,\Omega} \leq C (\| \Theta_h u_h - \Theta_h P^0_h u \|_{0,\Omega} + \| \Theta_h P^0_h u - \Theta_h u \|_{0,\Omega} + \| \Theta_h u - u \|_{0,\Omega}) \leq C (\| u_h - P^0_h u \|_{0,\Omega} + \| \Theta_h u - u \|_{0,\Omega}) \leq C h^s (\| \rho - \rho_h \|_{0,\Omega} + \| u - u_h \|_{0,\Omega}) + \| \Theta_h u - u \|_{0,\Omega}.
\]

This concludes the proof. \( \square \)

4. A posteriori error analysis

The following section is dedicated to the design and analysis of an a posteriori error estimator for our mixed eigenvalue problem. The main difficulty in the a posteriori error analysis for eigenvalue problems is to control the so called high order terms. To do this task, we adapt the results of [21] in order to obtain a superconvergence result and hence, prove the desire estimates for our estimator.

4.1. Properties of the mesh. For \( T \in \mathcal{T}_h \), let \( \mathcal{E}(T) \) be the set of its edges/faces, and let \( \mathcal{E}_h \) be the set of all the faces/edges of the triangulation \( \mathcal{T}_h \). With these definitions at hand, we write \( \mathcal{E}_h = \mathcal{E}_h(\Omega) \cup \mathcal{E}_h(\partial \Omega) \), where

\[
\mathcal{E}_h(\Omega) := \{ e \in \mathcal{E}_h : e \subset \Omega \} \quad \text{and} \quad \mathcal{E}_h(\partial \Omega) := \{ e \in \mathcal{E}_h : e \subset \partial \Omega \}.
\]

On the other hand, for each face/edge \( e \in \mathcal{E}_h \) we fix a unit normal vector \( n_e \) to \( e \). Moreover, given \( \tau \in \mathcal{H}(\text{curl},\Omega) \) and \( e \in \mathcal{E}_h(\Omega) \), we let \( \left\| \tau \times n_e \right\| \) be the corresponding jump of the tangential traces across \( e \), that is

\[
\left\| \tau \times n_e \right\| := (\left| \tau |_{T} - \tau |_{T'} \right) \times n_e,
\]
where $T$ and $T'$ are two elements of the triangulation with common edge $e$.

4.2. Definitions and technical results. We begin by introducing the bubble functions for two dimensional elements. Given $T \in \mathcal{T}_h$ and $e \in \mathcal{E}(T)$, we let $\psi_T$ and $\psi_e$ be the usual triangle-bubble and edge-bubble functions, respectively (see [26] for further details about these functions), which satisfy the following properties

1. $\psi_T \in P_\ell(T)$, with $\ell = 3$ for 2D or $\ell = 4$ for 3D, supp($\psi_T$) $\subset T$, $\psi_T = 0$ on $\partial T$ and $0 \leq \psi_T \leq 1$ in $T$;
2. $\psi_e|_T \in P_\ell(T)$, with $\ell = 2$ for 2D or $\ell = 3$ for 3D, supp($\psi_e$) $\subset \omega_e := \cup\{T' \in \mathcal{T}_h : e \in \mathcal{E}(T')\}$, $\psi_e = 0$ on $\partial T \setminus e$ and $0 \leq \psi_e \leq 1$ in $\omega_e$.

The following properties, proved in [26, Lemma 1.3] for an arbitrary polynomial order of approximation, hold.

**Lemma 4.1** (Bubble function properties). Given $\ell \in \mathbb{N} \cup \{0\}$, and for each $T \in \mathcal{T}_h$ and $e \in \mathcal{E}(T)$, there hold

$$
\|\psi_T q\|_{0,T}^2 \leq \|q\|_{0,T}^2 \leq C\|\psi_T^{1/2} q\|_{0,T}^2 \quad \forall q \in P_\ell(T),
$$

$$
\|\psi_e L(p)\|_{0,e}^2 \leq \|p\|_{0,e}^2 \leq C\|\psi_e^{1/2} p\|_{0,e}^2 \quad \forall p \in P_\ell(e),
$$

and

$$
h_e\|p\|_{0,e}^2 \leq C\|\psi_e^{1/2} L(p)\|_{0,T}^2 \leq Ch_e\|p\|_{0,e}^2 \quad \forall p \in P_\ell(e),
$$

where $L : C(e) \to C(T)$ with $L(p) \in P_k(T)$ and $L(p)|_e = p$ for all $p \in P_k(e)$, and the hidden constants depend on $k$ and the shape regularity of the triangulation.

Also, we require the following technical result (see [12, Theorem 3.2.6]).

**Lemma 4.2** (Inverse inequality). Let $l, m \in \mathbb{N} \cup \{0\}$ such that $l \leq m$. Then, for each $T \in \mathcal{T}_h$ there holds

$$
|q|_{m,T} \leq Ch_T^{l-m}\|q\|_{l,T} \quad \forall q \in P_k(T),
$$

where the hidden constant depends on $k, l, m$ and the shape regularity of the triangulations.

Let $I_h : H^1(\Omega) \to C_I$, where $C_I := \{v \in C(\Omega) : v|_T \in P_1(T) \ \forall T \in \mathcal{T}_h\}$, be the Clément interpolant of degree $k = 1$. We also define $I_h : [H^1(\Omega)]^n \to [C_I]^n = \mathbf{Y}_h$ as the corresponding vectorial version of $I_h$.

The following auxiliary results, available in [15], are necessary in our forthcoming analysis.

The following lemma establishes the local approximation properties of $I_h$.  

**Lemma 4.3.** There exist constants $c_1, c_2 > 0$, independent of $h$, such that for all $v \in H^1(\Omega)$ there holds

$$
\|v - I_h v\|_{0,T} \leq c_1 h_T \|v\|_{1,\omega_T} \quad \forall T \in \mathcal{T}_h,
$$

and

$$
\|v - I_h v\|_{0,e} \leq c_2 h_e^{1/2} \|v\|_{1,\omega_e} \quad \forall e \in \mathcal{E}_h,
$$

where $\omega_T := \{T' \in \mathcal{T}_h : T' \text{ and } T \text{ share an edge}\}$ and $\omega_e := \{T' \in \mathcal{T}_h : e \in \mathcal{E}_T\}$.

The following Helmholtz decomposition holds (see [15, Lemma 4.3]).
Lemma 4.4. For each \( \tau \in \mathbb{H}(\text{div}, \Omega) \) there exist \( z \in [H^2(\Omega)]^n \) and \( \chi \in H^1(\Omega) \) such that

\[
\tau = \nabla z + \text{curl} \chi \quad \text{in} \quad \Omega \quad \text{and} \quad \|z\|_{2,\Omega} + \|\chi\|_{1,\Omega} \leq C\|\tau\|_{\text{div},\Omega},
\]

where \( C \) is a positive constant independent of all the foregoing variables.

4.3. The local and global error indicators. In what follows, let \((\lambda_h, \rho_h, u_h) \in \mathbb{R} \times \mathbb{H}_{h,0} \times \mathbb{Q}_h\) be the solution of \((3.13)\). Now, for each \( T \in T_h \) we define the local error indicator \( \eta_T \) as follows

\[
\eta_T^2 := \|\Theta_h u_h - u_h\|_{0,T}^2 + h_T^2 \left\| \nabla u_h - \frac{1}{\mu} \left\{ \rho_h - \frac{\lambda + \mu}{n\lambda + (n + 1)\mu} \text{tr}(\rho_h) \right\} \right\|^2_{0,T} + \\
+ \sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_h(\Omega)} h_e \left\| \frac{1}{\mu} \left\{ \rho_h - \frac{\lambda + \mu}{n\lambda + (n + 1)\mu} \text{tr}(\rho_h) \right\} \times n \right\|^2_{0,e}
\]

and the global estimator is defined by

\[
\eta := \left\{ \sum_{T \in T_h} \eta_T^2 \right\}^{1/2}.
\]

4.4. Error indicator for the limit problem. It is well known that when \( \nu = 1/2 \), the Lamé constant \( \lambda \) goes to infinity. This behavior leads to a new spectral problem called the perfectly incompressible elasticity eigenvalue problem. In [20] a complete analysis of this problem is performed.

In the present context of a posteriori error estimates, a slight difference from this reference is needed. To make matters precise, the limit problem for the a posteriori analysis is based in the definition of \((2.3)\), where we need to compute the limit when \( \lambda \rightarrow \infty \). From this computation we have

\[
a_\infty(\xi, \tau) = \lim_{\lambda \rightarrow \infty} a(\xi, \tau) = \frac{1}{\mu} \int_\Omega \xi : \tau - \frac{1}{\mu} \int_\Omega \text{tr}(\xi) \text{tr}(\tau) \quad \forall \xi, \tau \in \mathbb{H},
\]

and hence, problem \((2.1)\) is rewritten as follows

\[
\left\{ \begin{array}{ll}
\frac{1}{\mu} \left\{ \rho - \frac{1}{n} \text{tr}(\rho) \right\} & = \nabla u \quad \text{in} \quad \Omega, \\
\text{div} \rho & = -\kappa u \quad \text{in} \quad \Omega, \\
u & = 0 \quad \text{on} \quad \partial \Omega.
\end{array} \right.
\]
the bilinear operator where we have used the first equation of (2.5). Now, according to the definition of have that there exists a constant $C > 0$ such that $(\kappa, \rho, u) \in \mathbb{R} \times \mathbb{H}_0 \times \mathbb{Q}$ be the solution of (2.5) and let $(\kappa_h, \rho_h, u_h) \in \mathbb{R} \times \mathbb{H}_{0,h} \times \mathbb{Q}_h$ be its finite element approximation, given as the solution of (3.13). Then for all $\tau \in \mathbb{H}_0$ we have.

\begin{equation}
\|
\rho - \rho_h \|
\div \Omega + \|
\mathbf{u} - \mathbf{u}_h \|
_\Omega \leq C \left( \sup_{\tau \in \mathbb{H}_0 \atop \tau \not= 0} \frac{-a(\rho_h, \tau) - b(\tau, u_h)}{\|
\tau \|
\div \Omega} + |\kappa_h - \kappa| + \|
\mathbf{u} - \Theta_h \mathbf{u}_h \|
_\Omega \right),
\end{equation}

Proof. Applying the inf-sup condition (2.1) on the errors $\rho - \rho_h$ and $\mathbf{u} - \mathbf{u}_h$ we have that there exists a constant $C > 0$ such that

\begin{equation}
\|
(\rho - \rho_h, \mathbf{u} - \mathbf{u}_h) \|
_{\mathbb{H}_0 \times \mathbb{Q}} \leq C \left( \sup_{(\tau, v) \in \mathbb{H}_0 \times \mathbb{Q} \atop (\tau, v) \not= 0} \frac{-a(\rho_h, \tau) + b(\tau, u_h) + b(\rho_h, v)}{\|
(\tau, v) \|
_{\mathbb{H}_0 \times \mathbb{Q}}} \right),
\end{equation}

where we have used the first equation of (2.5). Now, according to the definition of the bilinear operator $b(\cdot, \cdot)$, the second equation of (2.5) and that $\text{div}(\rho_h) = -\kappa_h \mathbf{u}_h$, we get:

\begin{equation}
\eta^2_T, \infty := \|
\Theta_h \mathbf{u}_h - \mathbf{u}_h \|^2_{0,T} + h^2_T \left( \|
\nabla \mathbf{u}_h - \frac{1}{\mu} \left\{ \rho_h - \frac{1}{n} \text{tr}(\rho_h) \right\} \|^2_{0,T} + h^2_T \|
\text{curl} \left( \frac{1}{\mu} \left\{ \rho_h - \frac{1}{n} \text{tr}(\rho_h) \right\} \right) \|^2_{0,T} + \sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_h(\Omega)} h_e \left( \|
\frac{1}{\mu} \left\{ \rho_h - \frac{1}{n} \text{tr}(\rho_h) \right\} \times \mathbf{n} \right) ^2_{0,e} + \sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_h(\partial \Omega)} h_e \left( \|
\frac{1}{\mu} \left\{ \rho_h - \frac{1}{n} \text{tr}(\rho_h) \right\} \times \mathbf{n} \right) ^2_{0,e} \right),
\end{equation}

and the global estimator is defined by

\begin{equation}
\eta_\infty := \left\{ \sum_{T \in \mathcal{T}_h} \eta^2_T, \infty \right\}^{1/2}.
\end{equation}

4.5. Reliability. In this section we provide an upper bound for the proposed estimator (4.16). We begin with the following estimate for the error

\begin{equation}
\|\rho - \rho_h \|_{\mu, \Omega} + \|u - u_h\|_{0, \Omega} \leq C \left( \sup_{\tau \in \mathbb{H}_0 \atop \tau \not= 0} \frac{-a(\rho_h, \tau) - b(\tau, u_h)}{\|
\tau \|
\div \Omega} \right) + \|
\mathbf{u} - \Theta_h \mathbf{u}_h - \mathbf{u}_h \|_{0, \Omega}.
\end{equation}

Proof. Applying the inf-sup condition (2.1) on the errors $\rho - \rho_h$ and $u - u_h$ we have that there exists a constant $C > 0$ such that

\begin{equation}
\|
(\rho - \rho_h, u - u_h) \|
_{\mathbb{H}_0 \times \mathbb{Q}} \leq C \left( \sup_{(\tau, v) \in \mathbb{H}_0 \times \mathbb{Q} \atop (\tau, v) \not= 0} \frac{-a(\rho_h, \tau) + b(\tau, u_h) + b(\rho_h, v)}{\|
(\tau, v) \|
_{\mathbb{H}_0 \times \mathbb{Q}}} \right),
\end{equation}

where we have used the first equation of (2.5). Now, according to the definition of the bilinear operator $b(\cdot, \cdot)$, the second equation of (2.5) and that $\text{div}(\rho_h) = -\kappa_h \mathbf{u}_h$, we get:

Then, the local error indicator for the limit problem is defined as follows

\begin{equation}
\eta^2_T, \infty := \|
\Theta_h \mathbf{u}_h - \mathbf{u}_h \|^2_{0,T} + h^2_T \left( \|
\nabla \mathbf{u}_h - \frac{1}{\mu} \left\{ \rho_h - \frac{1}{n} \text{tr}(\rho_h) \right\} \|^2_{0,T} \right.
\end{equation}
and finally using the Cauchy–Schwarz inequality, we get

\[
\sup_{\nu \in Q} \frac{b(\rho - \rho_h, \nu)}{\|\nu\|_{0, \Omega}} \leq \|\kappa_h u_h - \kappa u\|_{0, \Omega}
\]

\[
\leq |\kappa_h - \kappa| \|u_h\|_{0, \Omega} + |\kappa| \|u - u_h\|_{0, \Omega}
\]

\[
\leq |\kappa_h - \kappa| \|u_h\|_{0, \Omega} + |\kappa| (\|u - \Theta_h u_h\|_{0, \Omega} + \|\Theta_h u_h - u_h\|_{0, \Omega}).
\]

Then, using the above estimate together that \(\|u_h\|_{0, \Omega} = 1\) we have

\[
\|\rho - \rho_h\|_{\text{div}, \Omega} + \|u - u_h\|_{0, \Omega} \leq C \left( \sup_{\tau \in \mathbb{H}_0, \tau \neq 0} \frac{-a(\rho_h, \tau) - b(\tau, u_h)}{\|\tau\|_{\text{div}, \Omega}} \right)
\]

\[
+ |\kappa_h - \kappa| + \|u - \Theta_h u_h\|_{0, \Omega} + \|\Theta_h u_h - u_h\|_{0, \Omega}. \tag{h.o.t}
\]

This concludes the proof. \(\square\)

**Remark 4.1.** We note that, thanks to Lemmas 3.1, 3.5 and 3.6 the estimate for the high order term

\[
h.o.t \leq Ch^s (\|\rho - \rho_h\|_{0, \Omega} + \|u - u_h\|_{0, \Omega}) + \|u - \Theta_h u\|_{0, \Omega} \leq Ch^{2s},
\]

holds, where the constant \(C\) is uniform on \(\lambda\) and \(h\).

Our next goal is to bound the supremum in Lemma 4.5. To do this task, let \(\tau \in \mathbb{H}_0\) as above lemma, using the Helmholtz decomposition of \(\tau\) given by Lemma 4.4 i.e. \(\tau = \nabla z + \text{curl} \chi\), suggests defining \(\tau_h \in \mathbb{H}_h\) through a discrete Helmholtz decomposition, as follows

\[
\tau_h := \Pi_h^1 (\nabla z) + \text{curl} (\chi_h) - d_h \mathbb{I},
\]

where \(\chi_h := (\chi_{ih}, \ldots, \chi_{nh})^t\), with \(\chi_{ih} := I_h(\chi_i)\) for \(i = \{1, \ldots, n\}\), \(\Pi_h^1\) is the Raviart-Thomas interpolation operator that satisfies properties (3.8)-(3.12), and the constant \(d_h\) is chosen in the following way

\[
d_h := \frac{1}{n|\Omega|} \int_{\Omega} \text{tr}(\tau_h) = \frac{1}{n|\Omega|} \int_{\Omega} \text{tr} (\Pi_h^1 (\nabla z) + \text{curl} (\chi_h))
\]

\[
= -\frac{1}{n|\Omega|} \int_{\Omega} \text{tr} (\nabla z - \Pi_h^1 (\nabla z) + \text{curl} (\chi - \chi_h)),
\]

in order to admit that \(\tau_h \in \mathbb{H}_{h,0}\). Notice that we have used the fact that \(\tau \in \mathbb{H}_0\) and its Helmholtz decomposition.

As a first step to bound the supremum appearing on the right hand side of (4.18), we note that for all \(\xi_h \in \mathbb{H}_{0,h}\), thanks to the first equation of (3.13), there holds

\[
a(\rho_h, \xi_h) + b(\xi_h, u_h) = 0.
\]

Let \(\xi \in \mathbb{H}\) be such that

\[
\xi := \tau - \tau_h = \nabla z - \Pi_h^1 (\nabla z) + \text{curl} (\chi - \chi_h) + d_h \mathbb{I}.
\]

Since \(\text{div}(\text{curl}(\chi - \chi_h)) = \text{div}(d_h \mathbb{I}) = 0\), then \(\text{div}(\xi) = \text{div}(\nabla z - \Pi^1_h (\nabla z)) = \text{div}(\nabla z) - \mathcal{P}_h^k (\text{div}(\nabla z))\) (see (3.10)) and using that \(\mathcal{P}_h^k\) is the \(L^2(\Omega)\)-orthogonal.
projector, we have that \( b(\xi, u_h) = 0 \). Therefore, from the fact that \( \rho_h \in H_{0,h} \) we obtain the following identity

\[
-a(\rho_h, \tau) + b(\tau, u_h) = -a(\rho_h, \xi) + b(\xi, u_h) = -a(\rho_h, \xi).
\]

Now, invoking the definition of \( \xi \) and that \( a(\rho_h, d_h I) = d_h a(\rho_h, I) = 0 \) we obtain

\[
-\left[ a(\rho_h, \tau) + b(\tau, u_h) \right] = -a(\rho_h, \nabla z - \Pi_1^h (\nabla z)) + \underbrace{-a(\rho_h, \text{curl}(\chi - \chi_h))}_{T_2}.
\]

The following step is to bound the terms \( T_1 \) and \( T_2 \). We begin with \( T_1 \).

**Lemma 4.6.** There exists \( C > 0 \), independent of \( \lambda \) and \( h \), such that

\[
|T_1| \leq C \left\{ \sum_{T \in T_h} \eta_T^2 \right\}^{1/2} \|\tau\|_{\text{div}, \Omega}.
\]

**Proof.** From the definition of \( \rho_h^d \) and the identity \( \text{tr}(\tau) = \tau : I \) we obtain

\[
T_1 = -\int_{\Omega} \frac{1}{\mu} \left\{ \rho_h - \frac{\lambda + \mu}{n \lambda + (n + 1) \mu} \text{tr}(\rho_h) I \right\} : (\nabla z - \Pi_1^h (\nabla z)).
\]

On the other hand, since \( u_h \in P_0(T) \), for all \( T \in T_h \), we obtain

\[
\int_{\Omega} \nabla u_h : (\nabla z - \Pi_1^h (\nabla z)) = 0.
\]

Therefore, using \((3.9)\) and Lemma 4.4 we have

\[
|T_1| \leq \sum_{T \in T_h} h_T \left\| \nabla u_h - \frac{1}{\mu} \left\{ \rho_h - \frac{\lambda + \mu}{n \lambda + (n + 1) \mu} \text{tr}(\rho_h) I \right\} \right\|_{0,T} \|\nabla z\|_{1,T}
\]

\[
\leq C \left\{ \sum_{T \in T_h} h_T^2 \left\| \nabla u_h - \frac{1}{\mu} \left\{ \rho_h - \frac{\lambda + \mu}{n \lambda + (n + 1) \mu} \text{tr}(\rho_h) I \right\} \right\|_{0,T}^2 \right\}^{1/2} \|\tau\|_{\text{div}, \Omega}
\]

\[
\leq C \left\{ \sum_{T \in T_h} \eta_T^2 \right\}^{1/2} \|\tau\|_{\text{div}, \Omega}.
\]

This concludes the proof. \( \square \)

The bound for \( T_2 \) contained in the following lemma.

**Lemma 4.7.** There exists \( C > 0 \), independent of \( \lambda \) and \( h \), such that

\[
|T_2| \leq C \left\{ \sum_{T \in T_h} \eta_T^2 \right\}^{1/2} \|\tau\|_{\text{div}, \Omega}.
\]
Proof. Integrating by parts on each $T \in \mathcal{T}_h$, we obtain that
\[
\Sigma_2 = - \sum_{T \in \mathcal{T}_h} \left[ \int_T \text{curl} \left( \frac{1}{\mu} \left( \rho_h - \frac{\lambda + \mu}{n \lambda + (n + 1) \mu} \text{tr}(\rho_h)^2 \right) \right) \times n \right] : (\chi - \chi_h)
\]
\[
= - \sum_{T \in \mathcal{T}_h} \int_T \text{curl} \left( \frac{1}{\mu} \left( \rho_h - \frac{\lambda + \mu}{n \lambda + (n + 1) \mu} \text{tr}(\rho_h)^2 \right) \right) \times n : (\chi - \chi_h)
\]
\[
n = - \sum_{e \in \mathcal{E}_h(\Omega)} \int_e \left[ \int_{e} \left( \frac{1}{\mu} \left( \rho_h - \frac{\lambda + \mu}{n \lambda + (n + 1) \mu} \text{tr}(\rho_h)^2 \right) \right) \times n \right] : (\chi - \chi_h)
\]
\[
n = - \sum_{e \in \mathcal{E}_h(\partial \Omega)} \int_e \left[ \int_{e} \left( \frac{1}{\mu} \left( \rho_h - \frac{\lambda + \mu}{n \lambda + (n + 1) \mu} \text{tr}(\rho_h)^2 \right) \right) \times n \right] : (\chi - \chi_h).
\]

Applying Cauchy-Schwarz inequality, recalling that $\chi_h = I_h \chi$, and invoking the approximation properties presented in Lemma 4.3 and Lemma 4.4 we have
\[
|\Sigma_2| \leq \sum_{T \in \mathcal{T}_h} h_T \left\| \text{curl} \left( \frac{1}{\mu} \left( \rho_h - \frac{\lambda + \mu}{n \lambda + (n + 1) \mu} \text{tr}(\rho_h)^2 \right) \right) \right\|_{0,T} \| \chi \|_{1,\omega_T}
\]
\[
+ \sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_h(\Omega)} h_e \left\| \left[ \int_{e} \left( \frac{1}{\mu} \left( \rho_h - \frac{\lambda + \mu}{n \lambda + (n + 1) \mu} \text{tr}(\rho_h)^2 \right) \right) \times n \right] \right\|_{0,e} \| \chi \|_{1,\omega_e}
\]
\[
+ \sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_h(\partial \Omega)} h_e \left\| \left[ \int_{e} \left( \frac{1}{\mu} \left( \rho_h - \frac{\lambda + \mu}{n \lambda + (n + 1) \mu} \text{tr}(\rho_h)^2 \right) \right) \times n \right] \right\|_{0,e} \| \chi \|_{1,\omega_e}
\]
\[
\leq C \left\{ \sum_{T \in \mathcal{T}_h} \eta_T^2 \right\}^{1/2} \| \tau \|_{\text{div}, \Omega}.
\]

This concludes the proof. 

As a consequence of Lemmas 3.1, Lemma 4.5, Remark 4.1, estimate (4.19), Lemmas 4.6 and 4.7, and the definition of the local estimator $\eta_T$, we have the following result

Proposition 4.1. Let $(\kappa, \rho, u) \in \mathbb{R} \times H^1_0 \times Q$ be the solution of (2.5) and let $(\kappa_h, \rho_h, u_h) \in \mathbb{R} \times H^1_0 \times Q_h$ solution of (3.13). Then, there exist positive constants $C$ and $h_0$, $\kappa$ independent of $h$ and $\lambda$, such that, for all $h < h_0$, there holds
\[
\| \rho - \rho_h \|_{\text{div}, \Omega} + \| u - u_h \|_{0, \Omega} \leq C \left( \sum_{T \in \mathcal{T}_h} \eta_T^2 \right)^{1/2} + \| u - \Theta_h u \|_{0, \Omega}.
\]

|\kappa_h - \kappa| \leq C \left( \sum_{T \in \mathcal{T}_h} \eta_T^2 + \| u - \Theta_h u \|_{0, \Omega}^2 \right).

4.6. Efficiency. The aim of this section is to obtain a lower bound for the local indicator $I_{\text{eff}}$. To do this task, we will apply the localization technique based in bubble functions, together with inverse inequalities. In order to present the material, the efficiency will be proved in several steps, where each one of these correspond to one of the terms of $I_{\text{eff}}$. 

We begin by invoking the following result, proved in [2] Lemma 4.3 and [13] Lemma 4.9 for the two and three dimensional cases, respectively.

**Lemma 4.8.** Let \( \tau_h \in L^2(\Omega) \) be a piecewise polynomial of degree \( k \geq 0 \) on each \( T \in T_h \) such that approximates \( \tau \in L^2(\Omega) \), where \( \text{curl}(\tau) = 0 \) on each \( T \in T_h \).

Then, there exists a positive constant \( C \), independent of \( h \) and \( \lambda \), such that

\[
\| \text{curl}(\tau_h) \|_{0,T} \leq C h_T^{-1} \| \tau - \tau_h \|_{0,T} \quad \forall T \in T_h.
\]

Now our task is to bound each of the contributions of \( \eta_T \) in (4.15). We begin with the term

\[
h_T^2 \left\| \nabla u_h - \frac{1}{\mu} \left\{ \rho_h - \frac{\lambda + \mu}{n\lambda + (n+1)\mu} \text{tr}(\rho_h)I \right\} \right\|^2_{0,T}.
\]

Given an element \( T \in T_h \), let us define \( \Upsilon_T := \nabla u_h - \chi_h \) where

\[
\chi_h := \frac{1}{\mu} \left\{ \rho_h - \frac{\lambda + \mu}{n\lambda + (n+1)\mu} \text{tr}(\rho_h)I \right\}.
\]

Setting

\[
\chi := \frac{1}{\mu} \left\{ \rho - \frac{\lambda + \mu}{n\lambda + (n+1)\mu} \text{tr}(\rho)I \right\},
\]

and using the relations \( \| \text{tr}(\rho) \|_{0,T} \leq \sqrt{n}\|\rho\|_{0,T} \) and \( \frac{\lambda + \mu}{n\lambda + (n+1)\mu} < \frac{1}{n} \), we obtain

\[
\| \chi - \chi_h \|_{0,T} \leq \frac{1}{\mu} \left\{ \| \rho - \rho_h \|_{0,T} + \frac{\lambda + \mu}{n\lambda + (n+1)\mu} \| \text{tr}(\rho - \rho_h) \|_{0,T} \right\}
\]

\[
\leq \frac{1}{\mu} \left\{ \| \rho - \rho_h \|_{0,T} + \frac{\sqrt{n}}{n} \| \rho - \rho_h \|_{0,T} \right\}
\]

\[
= \frac{n + \sqrt{n}}{n\mu} \| \rho - \rho_h \|_{0,T}.
\]

Since \( \nabla u = \chi \) and invoking the bubble function \( \psi_T \) defined in subsection 4.2 we have

\[
\| \Upsilon_T \|_{0,T}^2 \leq C \| \psi_T^{1/2} \Upsilon_T \|_{0,T}^2 = C \int_T \psi_T \Upsilon_T : (\nabla(u_h - u) + (\chi - \chi_h))
\]

\[
= C \left\{ \int_T \text{div}(\psi_T \Upsilon_T) \cdot (u - u_h) + \int_T \psi_T \Upsilon_T : (\chi - \chi_h) \right\}
\]

\[
\leq C \| \text{div}(\psi_T \Upsilon_T) \|_{0,T} \| u - u_h \|_{0,T} + \| \psi_T \Upsilon_T \|_{0,T} \| \chi - \chi_h \|_{0,T}.
\]

\[
\leq C \left\{ h_T^{-1} \| u - u_h \|_{0,T} + \| \chi - \chi_h \|_{0,T} \right\} \| \Upsilon_T \|_{0,T},
\]

where we have used integration by parts, Cauchy-Schwarz inequality, Lemmas 4.1 and 4.2 and the properties of \( \psi_T \) given by Lemma 4.1. Hence (4.20)

\[
h_T^2 \left\| \nabla u_h - \frac{1}{\mu} \left\{ \rho_h - \frac{\lambda + \mu}{n\lambda + (n+1)\mu} \text{tr}(\rho_h)I \right\} \right\|^2_{0,T} \leq C \left\{ \| u - u_h \|_{0,T}^2 + \| \rho - \rho_h \|_{0,T}^2 \right\}.
\]

where the constant \( C \) is independent of \( h \) and \( \lambda \).

Now, following the proof of [15, Lemma 4.11] we can prove that
\( h_T^2 \left\| \text{curl} \left( \frac{1}{\mu} \left\{ \rho_h - \frac{\lambda + \mu}{n\lambda + (n+1)\mu} \text{tr}(\rho_h) \right\} \right) \right\|_{0,T}^2 \leq \bar{C} \left\| \rho - \rho_h \right\|_{0,T}^2 \\
\) and
\( h_e \left\| \frac{1}{\mu} \left\{ \rho_h - \frac{\lambda + \mu}{n\lambda + (n+1)\mu} \text{tr}(\rho_h) \right\} \times n \right\|_{0,e}^2 \leq C \left\| \rho - \rho_h \right\|_{0,\omega_e}^2,\)
for all \( e \in E_h(\Omega), \) and the constants \( \bar{C} \) and \( C \) are independent of \( h \) and \( \lambda. \)

The following step is to bound the boundary term of the estimator \( \eta. \) Given \( e \in E_h(\partial \Omega), \) let us define \( \Upsilon_e := \chi_h \times n. \) Then, applying Lemma \( 4.1 \) and the extension operator \( L, \) we obtain
\[
\| \Upsilon_e \|_{0,e}^2 \leq C \| \psi_e^{1/2} \Upsilon_e \|_{0,\Omega}^2 = C \int_\Omega \psi_e \Upsilon_e : \chi_h \times n
\]
\[
= C \left( \int_{\partial T_e} \psi_e L(\Upsilon_e) : (\chi_h - \chi) \times n + \int_{\Omega} \psi_e \Upsilon_e : \chi \times n \right).
\]
Since \( u = 0 \) on \( \partial \Omega, \) then \( \nabla u \) is parallel to \( n \) on \( e. \) Hence, using that \( \nabla u = \chi, \) we have \( \chi \times n = 0. \) This fact, together with integration by parts, allow to obtain
\[
\| \Upsilon_e \|_{0,e}^2 \leq C \int_{\partial T_e} \psi_e L(\Upsilon_e) : (\chi_h - \chi) \times n
\]
\[
= C \left( \int_{\partial T_e} \psi_e L(\Upsilon_e) : \text{curl} (\chi_h) + \int_{T_e} \chi - \chi_h \times n \right)
\]
\[
\leq C \left( \| \psi_e L(\Upsilon_e) \|_{0,T_e} \| \text{curl} \chi_h \|_{0,T_e} + \| \chi - \chi_h \|_{0,T_e} \right)
\]
\[
\leq C h_e^{-1/2} \| \chi - \chi_h \|_{0,T_e} \| \Upsilon_e \|_{0,e},
\]
where we have used Lemma \( 4.1, \) Lemma \( 4.2 \) and Lemma \( 4.8. \) Thus, we have proved the estimate
\[
(4.21)
\]
\[
h_e \left\| \frac{1}{\mu} \left\{ \rho_h - \frac{\lambda + \mu}{n\lambda + (n+1)\mu} \text{tr}(\rho_h) \right\} \times n \right\|_{0,e}^2 \leq C \left\| \rho - \rho_h \right\|_{0,T}^2 \quad \forall e \in E_h(\partial \Omega).
\]

Finally, for the term \( \| \Theta_h u_h - u_h \|_{0,T}^2, \) we add and subtract \( \Theta_h u \) and \( u, \) apply triangle inequality, and Lemma \( 3.5 \), leading to
\[
(4.22) \quad \| \Theta_h u_h - u_h \|_{0,T}^2 \leq C \left( \| u - u_h \|_{0,T}^2 + \| \Theta_h u_h - u_h \|_{0,T}^2 + \| \Theta_h u - u \|_{0,T}^2 \right).
\]
Note that the last term of \( 4.21 \) is asymptotically negligible thanks to Lemma \( 3.5. \)

Gathering the previous results, namely \( (4.20) \)–\( (4.22) \), we are in a position to establish the efficiency \( \eta, \) which is stated in the following result.

**Theorem 4.1** (Efficiency). There exists a constant \( C > 0, \) independent of \( h \) and \( \lambda \) such that
\[
\eta^2 := \sum_{T \in T_h} \eta_T^2 \leq C \left( \| u - u_h \|_{0,\Omega}^2 + \| \rho - \rho_h \|_{0,\Omega}^2 + h.o.t. \right).
\]

**Proof.** The proof is is a consequence of \( (4.20) \)–\( (4.22) \) and Lemma \( 3.5. \) \( \square \)

**Remark 4.2.** Notice that all our analysis has been performed considering the estimator \( \eta \) defined in \( (4.16) \). However, these computations are straightforward when the limit estimator \( \eta_\infty \) is considered.
5. Numerical experiments

In this section we report numerical tests in order to assess the performance of the devised estimators $\eta$ and $\eta_\infty$ defined in (4.16) and (4.17), respectively. All the reported results have been obtained with a FEniCS code [22], considering the meshes that this software provides. We recall that the Lamé coefficients for the elasticity equations are defined by

$$\lambda := \frac{E\nu}{(1+\nu)(1-2\nu)} \quad \text{and} \quad \mu := \frac{E}{2(1+\nu)},$$

where $\nu$ is the Poisson ratio and $E$ is the Young’s modulus.

In the elasticity test, the Poisson ratio $\nu$ is allowed to take different values. To make matters precise, if $\nu \to 1/2$, the Lamé constant $\lambda \to \infty$ and hence, the definition of $a(\cdot,\cdot)$ changes to $a_\infty(\cdot,\cdot)$ as we have claimed in subsection 4.4. For simplicity, we will denote the indicators simply by $\eta$ for both cases, $\nu \neq 1/2$ and $\nu_\infty = 1/2$. Additionally, the experiments consider a Young’s modulus $E = 1$, the boundary condition $u = 0$, and the lowest order polynomial degree $k = 0$.

Throughout this section, we denote by $N$ the number of degrees of freedom, i.e., $N := \dim(\mathbb{H} \times Q)$. We also set $\omega := \sqrt{\kappa}$ as the eigenfrequency and $\text{err}(\omega_i)$ denotes the error on the $i$-th eigenfrequency with

$$\text{err}(\omega_i) := |\omega_{hi} - \omega_i|,$$

whereas the effectivity indexes with respect to $\eta$ and the eigenfrequency $\omega_i$ is defined by

$$\text{eff}(\omega_i) := \frac{\text{err}(\omega_i)}{\eta^2}.$$

Here, an exact solution $\omega_i$ will be defined as those accurate values of frequencies that are calculated by extrapolation through the least squares fit of the model

$$\omega_{hi} \approx \omega_i + C_i h^{\alpha_i}.$$

In order to apply the adaptive finite element method, we shall generate a sequence of nested conforming triangulations using the loop

solve $\rightarrow$ estimate $\rightarrow$ mark $\rightarrow$ refine,

based on [27]:

1. Set an initial mesh $T_h$.
2. Solve (2.2) in the actual mesh to obtain $\omega_h$ and $(\omega_h, \rho_h, u_h)$.
3. Compute $\eta_T$ for each $T \in T_h$ using the eigenfunctions $(\rho_h, u_h)$.
4. Use the maximal marking strategy to refine each $T' \in T_h$ whose indicator $\eta_{T'}$ satisfies

$$\eta_{T'} \geq \beta \max_{T \in T_h} \{\eta_T : T \in T_h\},$$

for some $\beta \in (0,1)$.
5. Set $T_h$ as the actual mesh and go to step 2.

The refinement algorithm is the one implemented by FEniCS through the command refine, which implements Plaza and Carey’s algorithms for 2D and 3D geometries. The algorithms use local refinement of simplicial grids based on the skeleton.
5.1. **Test 1: 3D L-shaped domain.** This experiment considers a non-convex polygonal domain with a singularity along an axis. We set

\[ \Omega := (-1,1) \times (-1,1) \times (-1,0) \backslash \left( (-1,0) \times (-1,0) \times (-1,0) \right), \]

which corresponds to a 3D L-shaped domain. The initial mesh of the domain, depicted in Figure 1, is considered for both, uniform and adaptive refinements. Since there are no exact eigenvalues for this geometry, we proceed to find an accurate value by means of sufficiently refined uniform meshes and a least-squares fitting. The extrapolated eigenvalues, corresponding to different values of \( \nu \) are presented in Table 1.

![Figure 1. Test 1. The initial three dimensional L-shaped mesh.](image)

**Table 1.** Test 1. Lowest computed eigenvalues using highly refined meshes and least square fitting in the three dimensional L-shaped domain.

| \( \nu \) | \( \omega_1 \)  |
|---------|-------------|
| 0.35    | 3.01757     |
| 0.49    | 3.73062     |
| 0.5     | 3.73364     |

In Figure 2 we report the error curves obtained using uniform and adaptive meshes. The fit line in the uniform refinements shows that the selected values are appropriate to be considered as "accurate" in the calculations performed. The slope of the fitted line on the uniform refined meshes is \(-0.40 (\nu = 0.35 \text{ and } \nu = 0.49)\), while the slope for \( \nu = 0.5 \) is \(-0.42\). This indicates that the errors of the eigenfrequencies computed with uniform meshes satisfy \(|\omega_1 - \omega_{1h}| \approx CN^{-0.40} = C\delta^{2s}\), with \( s = 0.6 \ (\nu = 0.35 \text{ and } \nu = 0.49) \), and \(|\omega_1 - \omega_{1h}| \approx CN^{-0.42} = C\delta^{2s}\), with \( s = 0.63 \ (\nu = 0.5) \). Figure 2 (top) also shows that the eigenfrequencies computed with the adaptive refinement converge to the "exact" eigenfrequency with a higher order of convergence than those obtained with uniform refinement. In this case,
the slope of the fitted lines obtained are $-0.65$ ($\nu = 0.35$) and $-0.64$ ($\nu = 0.49$ and $\nu = 0.5$). This implies that the errors bounds behaves like $O(N^{-0.65}) \simeq O(h^{2s})$, with $s \approx 0.98$ ($\nu = 0.35$), $O(N^{-0.64}) \simeq O(h^{2s})$, with $s \approx 0.96$ ($\nu = 0.49$ and $\nu = 0.5$), which shows that the estimator is able to recover the optimal order of convergence for this singular eigenfrequency. Moreover, Figure 2 (bottom left and bottom right) shows that the square of the estimator behaves like $O(N^{-2/3})$, hence the effectivity $\text{eff}(\omega_1)$ remains bounded above and below away from zero.

Note that the singularity is along $(0,y,0)$, and the proposed estimator is able to detect it and refine near this zone. This is shown in Figures 3 and 4, where we present different intermediate meshes in the adaptive refinement process for the selected values of $\nu$.

5.2. Test 2. The L-shaped domain. We now consider the classic L-shape domain occupying the region $\Omega := (-1,1) \times (-1,1) \setminus ((-1,0) \times (-1,0))$, with initial
The shape given in Figure 5. The goal of this experiment is to confirm the robustness of our mixed adaptive schemes in lower dimensions and non-convex domains. In this case, we replace tetrahedrons with triangles and edges instead of faces. Hence, in order to define the two-dimensional estimator, we note that in (4.15) we have that $\text{curl}$ corresponds to rot, and consider $\tau t$ instead of $\tau \times n$, where $t := (n_2, -n_1)$ is a fixed unit tangent vector to the edge $e$. The extrapolated values for this experiment have been obtained through sufficiently fine meshing and least squares fitting. In Table 2, we can see the calculated values, which are in good agreement with those obtained in [20].

| $\nu$ | $\omega_1$ |
|-------|-----------|
| 0.35  | 2.37877   |
| 0.49  | 3.20873   |
| 0.5   | 3.27271   |

Table 2. Test 2. Lowest computed eigenvalues using highly refined meshes and least squares fitting in the two-dimensional L-shaped domain.
We begin by presenting in Figure 6 (top) a comparison between the errors calculated using uniform refinements and the adaptive scheme. The fit curves obtained using uniform mesh refinements are $-0.6 (\nu = 0.35)$, $-0.58 (\nu = 0.49)$, and $-0.57 (\nu = 0.5)$. Hence, the computed eigenfrequencies behaves like $O(h^{1.2}) (\nu = 0.35)$, $O(h^{1.16}) (\nu = 0.49)$ and $O(h^{1.14}) (\nu = 0.5)$, being these the best rates to expect using this type of refinement. On the other hand, although the reliability of the estimator is not guaranteed for non-convex geometries, the fit lines in the adaptive refinements show a slope of $-1.0 (\nu = 0.35)$, and $-1.02 (\nu = 0.49$ and $\nu = 0.50)$. This implies that the computed eigenfrequencies satisfies $|w_1 - w_{1h}| = CN^{-1.0} = Ch^{2.0}$ ($\nu = 0.35$), and $|w_1 - w_{1h}| = CN^{-1.02} = Ch^{2.04}$, showing that our estimator is able to recover the optimal order of convergence and it is not affected by the singularity in $(0,0)$. Note also that Figure 6 (bottom left and bottom right) shows that our estimator behaves as $O(N^{-1})$ in all cases, therefore, as predicted theoretically, the effectivity indexes remain bounded. In Figure 7 we depict intermediate meshes when running our adaptive algorithm in the limit case. We observe that our scheme is not affected and the adaptive scheme is capable of detect and refine near the singularity.
Figure 5. Test 2. Initial mesh on the L-shaped domain.

Figure 6. Test 2. Error curves of the different selected values of \( \nu \) in the two dimensional L-shaped domain (top), estimator values curve compared with \( O(N^{-1}) \) (bottom left), and effectivity of the estimator for different values of \( \nu \) (bottom right).
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