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Abstract: Rapid estimates of the risk from potential wildfires are necessary for operational management and mitigation efforts. Computational models can provide risk metrics, but are typically deterministic and may neglect uncertainties inherent in factors driving the fire. Modeling these uncertainties can more accurately predict risks associated with a particular wildfire, but requires a large number of simulations with a corresponding increase in required computational time. Surrogate models provide a means to rapidly estimate the outcome of a particular model based on implicit uncertainties within the model and are very computationally efficient. In this paper, we detail the development of a surrogate model for the growth of a wildfire based on initial meteorological conditions: temperature, relative humidity, and wind speed. Multiple simulated fires under different conditions are used to develop the surrogate model based on the relationship between the area burnt by the fire and each meteorological variable. The results from nine bio-regions in Tasmania show that the surrogate model can closely represent the change in the size of a wildfire over time. The model could be used for a rapid initial estimate of likely fire risk for operational wildfire management.
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1. Introduction

Wildfires are a major threat in fire-prone areas such as Australia, Mediterranean regions in Europe, and the United States. These can destroy homes and infrastructure causing millions of dollars of damage [1,2] as well as threaten lives and ecologically sensitive areas. Consequently, fire suppression and mitigation costs have significantly increased over the years [3]. For disasters such as wildfires, where the fire conditions rapidly change with time, any models that can give realistic fire predictions in as little time as possible can be critical for effective preparedness, early warning, fire suppression, and evacuation efforts. Computational wildfire simulations using different fire propagation models are an effective means of predicting the wildfire behaviors and risk [4]. However, such models are typically deterministic and may neglect uncertainties inherent in factors driving the fire [5]. Modeling these uncertainties can more accurately predict risks associated with a particular wildfire, but require a large number of simulations with a corresponding increase in computation time. Under operational constraints, this computation time may be longer than the time window available to prepare and respond to the wildfire. Consequently, computationally cheaper models that can rapidly estimate risks could be very useful for operational wildfire management.

Wildfire behavior models typically fall into one of three categories [6]: those based on physical processes [7–10], empirical models [11–13], or simulation and mathematical models [14–16]. Mathematical concepts like Ordinary Differential Equations (ODEs), polynomial chaos, Gaussian process, and spatial process-based models like Cellular Automata, and Level Set methods have been used to model the spread of wildfires [17–22]. Currently,
operational fire behavior tools such as Spark [14], FARSITE [15], and Phoenix [23] are used to predict the wildfire behavior. These tools predict fire behavior by simulating the complex relationships between different contributing factors in a one-to-one deterministic manner without incorporating uncertainty in the prediction results [24]. In reality, there are uncertainties for each of the contributing factors which consequently introduce uncertainty in the resulting model output.

Quantifying such uncertainties in operational fire models requires identifying, classifying, and assessing their sources and influence on the model output [25]. Kaschek et al. [26] highlighted the importance of parameter value estimation for the experimental data in understanding the model dynamics for any permissible value of the parameters and subsequent uncertainty quantification. However, such uncertainties have not been well quantified in current operational fire models. As such, Sensitivity Analysis (SA) is a currently active area of research, in which the spatial and temporal variability in the model outputs is quantified as a function of the variation in the input parameters for an optimized model [27]. Note that uncertainty and sensitivity analysis are different as uncertainty analysis assesses the uncertainty in the model output due to uncertainties in input parameters while sensitivity analysis assesses the contribution of input parameters on the uncertainty of the model output [28]. Sensitivity analyses of input parameters for different fire models have been carried out in several studies [5,29–33], where the model outputs have been considered for a fixed period. Sensitivity analyses may also help quantify such uncertainties and determine the influence of each input parameter on fire progression but such studies for operational fire models, to our knowledge, have not been well-explored.

On the other hand, the model performance and the effectiveness of risk management achieved with such models is determined to a large degree by how well such uncertainties are understood and communicated [34]. Therefore, calculating more accurate risk metrics quantifying all these uncertainties can be a complex task [24,29]. Risk calculation can require a large number of simulations to be run under different scenarios, which can take several hours to days to complete [35]. Such time-consuming analyses are currently impractical for operational management. Consequently, developing computationally efficient methods, such as surrogate models, can be an alternative to such models for operational wildfire management.

Surrogate models, also known as metamodels, are the models of the outcomes that mimic the behavior of the simulation model as closely as possible while being computationally inexpensive. Surrogate models have been extensively used to replace, or as an alternative to, computationally expensive models, as they represent input–output relationships derived from complex models. These have been used in natural hazard models including flooding [36,37] and storms [38,39]) as well as engineering design problems [40–42] to rapidly estimate the associated risks and concerns. The surrogate model introduced in this study can facilitate rapid estimation of wildfire risks based on the data from high-fidelity operational fire simulation models.

Several studies have shown that not all the parameters in wildfire models have significant influence on the spread rate, and consequently fire behaviors can be explained by prioritizing highly significant parameters [43,44]. Sharples et al. [44] demonstrated that the spread of wildfires could be expressed in a “universal” fire spread model based on only temperature, relative humidity, and wind speed input parameters. Taking this as a starting point, we use these input parameters to construct a computationally efficient surrogate model. Next, we present a one-at-a-time (OAT) sensitivity analysis of input parameters for the variability of fire dynamics in the wildfire prediction tool Spark, whereby the influence of a parameter on the model output is assessed one at a time instead of multiple parameters simultaneously. Based on the results obtained from the analyses, the nature of the contribution of the parameters is determined and used to define the functional form for the surrogate model. Finally, we use a data fitting technique to determine the values of unknown factors in the functional form to define a complete surrogate model to explain fire behaviors based on initial weather conditions. We test the efficacy of the approach by
applying it to the entire Tasmanian region and its nine different bio-regions. The specific contributions of this study are as follows:

1. An investigative time-based OAT sensitivity analysis for quantifying the influence of meteorological input on fire dynamics.
2. Surrogate modeling of fire simulations based on initial conditions (temperature, relative humidity, and wind speed).

The rest of the paper is organized as follows. Section 2 explains the general methods for the mathematical formulation of the surrogate model and time-based sensitivity analysis. Section 3 discusses the investigative results obtained in our experiments. Section 4 concludes the paper and discusses possible future work.

2. Methodology

2.1. Study Area

We chose Tasmania for our study due to the frequent occurrences of wildfires in the region, high-quality land data sets as maintained by Tasmania Fire Service (TFS) and State Emergency Service (SES), and a well-studied and systematic grid configuration for possible fire start locations in the region. Tasmania has a total area of 68,401 sq. km. The grid configuration for fire simulation, as maintained by TFS, places each possible fire start location at an interval of 1 sq. km irrespective of land classification. Any start locations falling on water bodies are shifted to the nearest land locations. There is a total of 68,048 possible fire start locations in the grid configuration for the entire Tasmanian region. We followed Interim Biogeographic Regionalization for Australia Version 7 (IBRA 7) [45] for nine different bio-regions (see Figure 1) to run fire simulations.

![Figure 1. Nine bio-regions of Tasmania. Sourced from the work in [46].](image)

2.2. Fire Simulations—Spark

Spark [14] is a computational wildfire modeling framework that predicts the spread and potential impact of wildfires based on different behavior fire models. The framework simulates the progression of the fire over time in different fire conditions and fuels, resulting in different rates-of-spread (RoS). The fire simulations in Spark require many input data sets,
including the information on land classification, fuel type, topography, and meteorological data. The simulations can be run for any number of distinct fire perimeters and can model factors such as firebreaks, spot fires, and coalescence between different parts of the fire over time. The simulations use several different empirical fire models for fuels found in Tasmania. Different fuel types found in Tasmania are mapped from the TasVeg [47] vegetation types to several empirical fire spread models. These include models for eucalypt forest [48,49], buttongrass moorland [50], heathland [51], and grasslands [52]. A detailed description of these models is included in the Appendix A.

The models require meteorological data inputs. For this study, only temperature, relative humidity, and wind speed were used [44]. Other input parameters in the fire simulation such as fuel load and land topography were used as per the configuration and records maintained by TFS and Tasmanian Government [53]. The fuel load was based on a Tasmania fire history data set allowing the time since the fire to be calculated and populated using Olson fuel load curves [54–56]. Our current study covered only the westerly winds as they are the most common winds in Tasmania [57,58]. The configuration and input files can be made available from the authors upon request. Based on the historical records and as considered in [5], the ranges for the data inputs are fixed as follows:

- Temperature 10–40 °C
- Relative Humidity 10–90%
- Wind Speed 10–60 km/h

The fire simulations were started at locations in each of the nine bio-regions ensuring minimal obstructions (lakes/water bodies) irrespective of land classification locations, as shown in Figure 2. The simulations were run for a total of five hours and the area of each simulation was recorded every half-hour. The simulation data used in this study are a subset of the data available in [59].

![Figure 2. Fire start locations for different bio-regions in Tasmania. The locations are chosen ensuring minimal obstructions due to water bodies irrespective of land classification.](image-url)
2.3. Sensitivity Analysis

To quantify the interactions of meteorological inputs on fire dynamics, we focus on the parametric sensitivity analysis of fire simulations over time. For SA, we follow an OAT approach where the influence of a parameter is assessed by running the fire simulations for different values of the parameter within the permissible range while keeping the other parameters constant as explained in the work [60]. The influence of a parameter on the fire area is assessed by comparing the fire values obtained for the maximum and minimum values of the parameter (with minimum and maximum values of other parameters, respectively) against the fire areas obtained for the maximum (all-high) and minimum values (all-low) of all the parameters. The variability of the output of the fire simulations can be analyzed at different time steps by considering the model outputs in all these time steps to determine the scale of influence of that input parameter on the fire area. However, for our analysis to determine the cumulative influence of each parameter on the fire size, we use the total fire size obtained at the end of the total simulation time. The quantification of the variability in the fire area is carried out for each bio-region and the entirety of Tasmania as well. Similar analyses can be done to understand the influence of each parameter on the fire spread during a particular duration of time by assessing the values of the fire area.

2.4. Surrogate Modeling

For surrogate modeling of fire simulations, we first establish a mathematical model based on how fires spread over time when they ignite under some initial environmental conditions. Then, unknown values in the mathematical model are determined by fitting the simulation data by considering the results obtained from the sensitivity analysis. The mathematical relationship and simulation data fitting are discussed in detail as follows.

2.4.1. Mathematical Foundation

For a fire starting at a particular location, the shape of the fire is ideally assumed to be elliptical [61]. Consequently, the total area burnt by the fire, represented by $A$, is directly proportional to the square of the time ($t$) for which the fire is burning [61]. We focus our mathematical foundation on the same principle but replace the squared power of the time with a variable $n$ to account for any dependency on fire geometry (ideally, the value of $n$ in our mathematical foundation must be less than or equal to 2). As such, we mathematically express $A$ as

$$A = \alpha t^n$$  \hspace{1cm} (1)

where $\alpha$ is a fitting factor that depends on the initial values of temperature ($T_0$), relative humidity ($R_0$), and wind speed ($W_0$). This fitting factor does not account for factors such as daily temperature changes or wind changes during the progression of the fire. However, such factors are accounted for by analyzing the fire sizes for different sets (original and changed) of initial conditions and assessing the difference. The value of $\alpha$ is determined by defining a functional form for the three input parameters based on the results of sensitivity analysis. The values of $n$ and $\alpha$ are determined by fitting simulation data.

2.4.2. Simulation Data Fitting

The unknown factors in Equation (1) can be determined by fitting a curve through experimental analyses. We use nonlinear least squares method [62] for data fitting. For experimental analyses, the fire simulations are run for five hours over a set of points in all nine different bio-regions in Tasmania. The simulation of fire behavior in Spark is graphically represented in Figure 3, which shows that the propagation of the fire over time can be different for different bio-regions. The steps for surrogate modeling are carried out initially for the entire Tasmanian region and then to specific bio-regions one at a time.
Figure 3. Illustration of simulation in Fire dynamics in Spark ($T = 40, R = 90, W = 60$). The wildfire propagates differently based on the fuel load and land topography and consequently, the total area burnt by the fire varies based on the bio-region. Different colors represent the area burnt by the fire over time in half hourly steps. The purple color represents the area burnt by the fire in the first half hour, while the red color represents the area burnt from 4.5–5 h mark.

2.5. Surrogate Model Validation

For the validation of the dynamic model constructed in this study, we use the hold-out cross-validation method as explained in [63]. This method splits the simulation data into 70% training set and 30% test set for cross-validation. Then, to quantify the accuracy of the dynamic model, Pearson’s correlation coefficient [64] is calculated between the model predicted values and the actual values obtained from the simulations. The value of the correlation coefficient closer to one (1) represents a more accurate model.

3. Results and Discussions

3.1. Sensitivity Analysis

We analyzed the effect of each input parameter on the fire area size at different instants of time as given by the fire simulations in Spark run over different bio-regions in Tasmania. A plot of the variation in fire area for different bio-regions caused by variability in temperature ($^\circ$C) is shown in Figure 4a. The fire area generally grows bigger over time for the maximum value of the temperature. In the analysis, the fire burns a greater area at $T = 40 ^\circ$C and minimum values of other parameters. For $T = 40 ^\circ$C, the increase in the area burnt by the fire is steady until 2 h, but after that, the increase is exponential to reach a maximum value of 4121.190 ha at the five-hour mark. For a lower value of $T$, the increase in the fire area over time is steady and close to a linear relationship. For the entire Tasmania, the variability in burnt fire area caused by the variation of temperature is as high as 4115.340 ha. The respective variations in the fire area for different bio-regions are listed in Table 1.

The variation of the fire area with the variability of relative humidity (%) is shown in Figure 4b. It is clear from the plots that relative humidity has a significant influence on the variation of the fire area. The maximum values of the area burnt by the fire are achieved with the value of relative humidity at 10% and maximum values of other parameters for all the locations. For this particular combination of parameter values, the increase in the fire area size with time is brisk. There is a sharp increase in the rate of increase in the fire area after 2 h in general for most of the bio-regions. The maximum area burnt by fire over 5 h is 28,682.6 ha. The variation in the fire area caused by the variability of relative humidity for the entire Tasmanian region is as high as 28,680.08 ha, which is significantly higher and signifies the greater impact of the parameter. The respective variations in the fire area for different bio-regions are listed in Table 1.

The variation in the fire area caused by the variability in the wind speed (kmh$^{-1}$) is shown in Figure 4c. The area burnt by the fire is the greatest at $W = 60$ kmh$^{-1}$ and minimum values of other parameters for all the locations. The fire areas for other cases are
relatively low. The increase in the fire area with time is steady until 2 h after which the fire area starts to increase at a higher rate. The area burnt by the fire over 5 h reaches 11,543.2 ha. The variation in the fire area caused by the variability of wind speed is approximately 11,539.96 ha for the entirety of Tasmania, which indicates the significant influence of the wind on the fire area. The respective variations in the fire area for different bio-regions are listed in Table 1.

![Graphs showing variation of fire area with different input parameters](image)

**Figure 4.** Variation of fire area (in ha) with the variability of different input parameters, shown as $\Delta A$ on the plots. All high is the plot for fire area obtained with maximum values of all parameters, while all low is with minimum values. The variation of fire area caused by relative humidity is the highest while that of the temperature is the lowest.

In the analyses, we derived the upper and lower bounds for the values of the fire area for each input parameter considering the values of other parameters as well. The minimum value of an input parameter did not necessarily signify the lower bound for the fire area given by the parameter, and vice versa. For the entire Tasmanian region, the variability in fire area brought about by extreme values of temperature for extreme values of other parameters is $\sim 4115.340$ ha in five hours (see Figure 4a). The variability in fire area in the same duration caused by relative humidity is $\sim 28,680.08$ ha (see Figure 4a), while the variability caused by wind speed stands at 11,539.96 ha (see Figure 4a). As such, the extent of variability in fire area caused by relative humidity and wind speed is approximately 7 and 3 times greater than the same caused by temperature, respectively. Thus, it can be concluded that relative humidity has the highest effect on the area burnt by the fire at
different instants of time for the entire Tasmanian region given by the fire simulations by Spark while the temperature has the least effect. For Northern Slopes, the variations in fire area caused by temperature and wind speed are comparable, which points out the impact caused by fuel load and land topography. Similar analyses can be done to understand the influence of each parameter on the fire spread during a particular duration of time. For example, during the second hour of a wildfire (from 1 to 2-h mark), the variation caused in the fire area by the variability in the values of temperature, relative humidity, and wind speed in the entire Tasmanian region are 739.26 ha, 5378.58 ha, and 2095.47 ha, respectively. Such information about the influence of the input parameters on the model output with consideration of the time can lead to a better quantification of the feedback of meteorological inputs on the fire dynamics.

We used an OAT method to measure the influence of each input parameter on the output of the fire simulations. To understand the variation in fire area in different bio-regions, we carried out the analyses for all the regions independently. In our analyses, we derived the upper and lower bounds for the values of the fire area for each input parameter considering the values of other parameters as well. For all the bio-regions, the variation in the fire area caused by the variability of relative humidity is the highest, while the variation caused by that of the temperature is the lowest. The variations in fire area caused by the variability of relative humidity and wind speed are as high as about 11 and 5 times more when compared to the same caused by the variability of temperature, respectively. For Northern Slopes, the variations in fire area caused by temperature and wind speed are comparable, which points out the impact caused by fuel load and land topography. The quantitative measure of the variability in fire area brought by each parameter during the OAT method is conclusive. Our findings established relative humidity as the parameter with the greatest impact on the spread of the fire over time and temperature as the one with the least impact. This finding can be attributed to the fire models in Spark that are highly sensitive to fuel moisture content, which in turn is highly sensitive to relative humidity compared to temperature (for example, the Dry Eucalypt model equation for fuel moisture content, \(MC\), has a greater dependency on relative humidity than temperature). However, the extent of the influence of each parameter on the variability of the fire area size is not necessarily the same for all the bio-regions even though they have similar relative comparisons.

Table 1. Variability in fire area caused by variability in input parameters.

| Bio-Regions          | Variation in Area burnt by fire (\(\Delta A\)) in ha | Temperature | Rel. Humidity | Wind          |
|----------------------|-----------------------------------------------|-------------|---------------|---------------|
| Southern Ranges      | 2655.18                                       | 28,679.9    | 11,531.23     |
| South East           | 2360.97                                       | 25,645.92   | 11,114.86     |
| West                 | 1143.36                                       | 3308.58     | 2554.11       |
| Central Highlands    | 2290.32                                       | 8328.78     | 4524.47       |
| Northern Slopes      | 4092.21                                       | 5543.11     | 3910.05       |
| Northern Midlands    | 2177.55                                       | 7995.96     | 5239.71       |
| Ben Lomond           | 3573.72                                       | 19,713.78   | 10,601.4      |
| Furneaux             | 3491.91                                       | 12,972.73   | 8702.5        |
| King                 | 1497.33                                       | 6908.67     | 3943.89       |
| Tasmania             | 4115.34                                       | 28,680.08   | 11,539.96     |

3.2. Surrogate Modeling

Following the methods defined for surrogate modeling (Equation (1)), we first incorporated the meteorological influence and adapted a functional form for temperature, relative humidity, and wind speed to determine the value of \(a\). The functional form was developed by further analyzing the results of the sensitivity analysis in which the growth of fire area was investigated at different time instants (every half-hour mark) against the highest values of the input parameters (Figure 5). As can be seen in the figure, the growth
of the fire area is close to linear over time for temperature and relative humidity, whereas an exponential fit is more suitable for wind speed. As such, the functional form for input parameter to define the factor in our surrogate model (Equation (1)) is

$$\alpha = k_1 T_0 + k_2 R_0 + e^{k_3 W_0}$$  \hspace{1cm} (2)

After fitting the simulation data obtained from all the Tasmanian regions, the surrogate model is defined as follows:

$$A(t) = (16.72T_0 - 26.80R_0 + e^{2.03W_0}) t^{1.76}$$  \hspace{1cm} (3)

Note that the functional form used for the surrogate model is slightly different from the formulation in the work of Sharples et al. [44] as the surrogate model is based on the findings from the uncertainty quantification.

Figure 5. Rate of increase of fire area with time for Southern Ranges bio-region (The rate of increase in the fire area is in hectares per minute (ha min$^{-1}$). The contributions in the rate of change of fire area made by temperature (blue line) and relative humidity (red) are steady over time while the same made by the wind speed (green) increases exponentially over time).

The simulation and predicted data are shown in Figure 6. The value of the correlation coefficient is 0.897. Interestingly, the value of power to which the time is raised in the model is close to 2 (1.76), indicating fire growth scales approximately as the expected square of the time. Despite the high value of the correlation coefficient, the model over fits the fire area for some extreme values of the input parameters. Although not ideal, an overfitted result produces a more conservative estimate of larger fire sizes, rather than a possibly dangerous underestimate. The overfitting in the model is possibly due to the significant impact of the fuel loads, which can be different for different bio-regions, and the interaction between the input parameters, which are not considered in the study. The fitting parameters for each individual region in Tasmania are given in Table 2 and plotted in Figure 7.
Figure 6. Simulation Data vs. model predicted data for entire Tasmania (The area burnt by the fire is in hectares (ha). The red line represents the ideal line where the scatter plots should align for the most accurate surrogate prediction data. The calculated value of correlation coefficient is 0.897, which indicates that the surrogate model closely predicted the actual simulation data.)

Table 2. Fitting parameters in the surrogate model for nine bio-regions in Tasmania.

| Bio-Regions    | $k_1$  | $k_2$   | $k_3$  | $n$  |
|----------------|--------|---------|--------|------|
| Southern Ranges| 17.26  | -41.98  | 2.09   | 1.91 |
| South East     | 35.56  | -137.33 | 2.38   | 1.81 |
| West           | 2.49   | -5.56   | 1.46   | 1.49 |
| Central Highlands| 14.95  | -16.54  | 1.87   | 1.76 |
| Northern Slopes| 12.11  | -39.69  | 2.21   | 1.68 |
| Northern Midlands| 30.38  | -19.13  | 1.95   | 1.72 |
| Ben Lomond     | 23.09  | -35.29  | 2.34   | 1.81 |
| Furneaux       | 26.09  | -53.85  | 2.43   | 1.73 |
| King           | 11.21  | -9.80   | 1.78   | 1.60 |
| Tasmania       | 16.72  | -26.80  | 2.03   | 1.76 |
Figure 7. Bio-region-specific surrogate model predicted data compared against simulation data. The fire area is in hectares (ha). The red line represents the ideal line where the scatter plots should align for the most accurate surrogate prediction data. The surrogate model constructed for the Southern Ranges bio-region has the highest value of correlation coefficient of 0.996 while that of Northern Slopes is the lowest with a value of 0.910.

Our surrogate model based on fire simulations has reasonable success with promising findings. The mathematical equation defined in the surrogate model in terms of the initial values of different meteorological data gave satisfactory information about the progression of the fire over time as the value of the calculated correlation coefficient for the entire Tasmanian region is about 0.897. This finding indicates the fact that constructing a surrogate model to represent all the bio-regions with a diverse range of fuel loads and land topography may not be so efficient. Consequently, we constructed a single surrogate model for each bio-region and calculated the correlation coefficient between the simulation data and the model predicted data, as shown in Figure 7. Moreover, as listed in Table 2, the values of unknown parameters also represent the respective influence of the parameters in the forest area burnt by the fire. The findings of the surrogate models are consistent with the results obtained from our sensitivity analysis carried out by considering different instants of time. The negative values of $k_2$ indicate that the fire grows rapidly under lower values of relative humidity when compared to the higher values, while the higher values of $k_2$ reflect the strong influence of relative humidity on the fire area. The negative value of $k_2$ as determined in our study is quite consistent with the functional form defined by Shaples et al. in [44] for spread index, where the relative humidity in the denominator indicates a higher spread rate (consequently higher fire area) at lower values when compared to
the same at higher values. Further, the surrogate model constructed to represent the dynamics of fire in terms of initial environmental conditions closely represents the actual behavior of the fire over time as the values of the correlation coefficient are well over 0.987. The surrogate model incorrectly identifies small fires, possibly due to the presence of a lake or other water bodies near the fire start location. However, the model shows a good match for larger fires in most cases. This is useful for operational fire management, as recent studies have shown the opposite trend for fire simulations [65], where fire predictions using forecast weather in fire simulation tools under-predicted the fire size in extreme weather conditions. Considering other location-specific information in the model can improve the closeness of the model estimation with the actual values. For the Southern Ranges bio-region, the model has a correlation coefficient of 0.996, which signifies the fact that the model closely matches the fire dynamics from the simulations in the region. Such a good prediction by the model appears to be due to the region being relatively free of obstructions (lakes/built-up areas) where the fire would otherwise be stopped. This finding indicates that surrogate models, like the one built here in the study, can be helpful for quickly estimating fires under extreme fire weather conditions for large open areas. The lowest value of the correlation coefficient for the model is 0.910 in the Northern Slopes region, which is likely due to the presence of wetlands in the region and due to nonlinear interactions between the input parameters. The nonlinear interactions between the input parameters are not considered for this study. This particular aspect of the surrogate model will be strengthened in the future to improve the closeness of the data predicted by the model with the actual simulation data.

The constructed surrogate model can represent the change in the size of the fire with time-based on the initial values of meteorological inputs (temperature, relative humidity, and wind speed). This could be used to rapidly estimate the wildfire risks, although it should be emphasized that the model can only give an estimate of the size of the fire rather than the shape, growth, or possible impact on certain areas. The functional form to estimate the fire size obtained in this study can be an alternative form to the one explained in [44]. Additionally, our attempt to investigate the path of fire growth has shown that in practical scenarios, the fire area does not follow an ideal $\mathcal{I}^2$ relationship as the values of $n$ as obtained in our experimental analyses for all nine bio-regions are less than 2.

4. Conclusions and Future Works

In this paper, we analyzed the contribution of different parameters on the area (geographical extent) burnt by the fire over time in a conventional one-at-a-time (OAT) fashion by considering nine different bio-regions in Tasmania. Relative Humidity was found to be the parameter with the greatest impact on the spread of fire over time, while Temperature was found to have the least effect. Moreover, our analyses were time-dependent, allowing new ways to quantify the feedback of meteorological inputs on the fire dynamics, and vice versa. Information about the sensitivity of parameters in wildfire models could facilitate new operational approaches for risk management by excluding less sensitive parameters from the models allowing risk to be calculated in a shorter time-frame. We used simulations to construct a computationally-efficient surrogate model for the area of a fire over time in terms of initial starting conditions. The surrogate model considered the nature and the extent of the influence of each meteorological input on the fire dynamics. The region-specific surrogate models constructed in this study represented the dynamic fire behaviors except for some extreme cases. Such surrogate models may be helpful in operational wildfire management during emergencies to quickly make informed decisions for response activities by providing a rapid estimate of potential fire size.

This study is one of the preliminary works to explore sensitivity analyses at different instants of time and how results of such analyses can be integrated into natural hazard modeling systems. In the future, we will take the nonlinear interactions between the input parameters into account to strengthen the surrogate model. The study can be extended for other regions as well with sufficient fire simulation data in hand.
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Appendix A

Appendix A.1. McArthur Grassland Fire Danger Meters

McArthur [48] described his research into grassland fire behavior in terms of the Grassland Fire Danger Index (GFDI), based on which the rate of spread was calculated. The equations for GFDI and rate of spread (R) are listed as follows:

\[
GFDI = 2 \exp(-23.6 + 5.01l_c(C) + 0.0281T - 0.226\sqrt{RH} + 0.633\sqrt{U_{10}})
\]

\[
C \text{ is the degree of curing (\%), } T \text{ is the air temperature (°C), } RH \text{ is the relative humidity (\%), and } U_{10} \text{ is the wind speed (km/h) measured at a height of 10-m in the open.}
\]

\[
R = 0.13GFDI
\]

R is the headfire rate of spread (km/h).

Appendix A.2. Dry Eucalypt Model (Cheney et al.)

This wildfire model is used for predicting the spread of fire behaviors in dry eucalypt forest. The model was developed from a sequence of experiments called “project Vesta” [49] carried out in south-western Australia. The mathematical equations for the model are listed as follows:

\[
R = \begin{cases} 
30 \phi M_f, & \text{if } U_{10} \leq 5 \text{ km/h} \\
[30 + 1.531(U_{10} - 5)^{0.858}FHS_{ns}^{0.93}(FHS_{ns}H_{ns})^{0.637}B_1] \phi M_f, & \text{if } U_{10} > 5 \text{ km/h}
\end{cases}
\]

Note that the term \(B_1\) is the model correction for bias and is taken as 1.03 for this. \(FHS_{ns}\) is the near-surface fuel hazard score, \(FHS_s\) is the surface fuel hazard score, and \(H_{ns}\) is near-surface height and are derived from fuel age using the tall shrubs regression equations as explained in [66].

R is the rate of spread (m/h), \(U_{10}\) is the average 10-m open wind speed (km/h), and \(\phi M_f\) is the fuel moisture function.

\[
\phi M_f = 18.35 \ MC^{-1.495},
\]

\(MC\) is the moisture content (%) and taken from [67] and [68].

\[
MC = 2.76 + 0.124 \ RH - 0.0187 \ T
\]

T is the air temperature (°C) and RH is the relative humidity (%).
Appendix A.3. CSIRO Grassland Model

Based on the experimental results obtained from the burning project in the Northern Territory of Australia, Cheney et al. [52] described a relationship for the rate of fire spread on grasslands. This model was developed to settle down the confusion created after the calculation of different Grassland Fire Danger Index (GFDI) values under the same conditions thereby questioning the actual effect of fuel load on fire spread rate. The mathematical equations in the model are explained as follows.

\[
R_{cu} = \frac{1}{3.6} \begin{cases} 
(0.054 + 0.209 \ U_{10}) \ \phi_M \phi_C , & U_{10} \leq 5 \text{ km/h} \\
(1.1 + 0.715 \ (U_{10} - 5)^{0.844}) \ \phi_M \phi_C , & U_{10} > 5 \text{ km/h}
\end{cases}
\]

\( R_{cu} \) is the cut/grazed rate of spread in m/s, \( U_{10} \) is the 10-m open wind speed (km/h), \( \phi_M \) is the fuel moisture coefficient, and \( \phi_C \) is the curing coefficient.

\[
\phi_M = \begin{cases} 
\exp(-0.108 \ MC) , & MC < 12\% \\
0.684 - 0.0342 \ MC , & MC \geq 12\% , \ U_{10} < 10 \text{ km/h} \\
0.547 - 0.0228 \ MC , & MC \geq 12\% , \ U_{10} \geq 10 \text{ km/h}
\end{cases}
\]

\( MC \) is the dead fuel moisture content (% oven-dry weight basis).

\[
T = 9.58 - 0.205 \ T + 0.138 \ RH
\]

\( T \) is the temperature (°C) and \( RH \) is the relative humidity (%).

\[
\phi_C = \begin{cases} 
\frac{1}{1 + 103.99 \exp(-0.0996(20 - C))} , & C > 20\% \\
0 , & C \leq 20\%
\end{cases}
\]

\( C \) is the degree of grass curing (%).

Note that the original equation for \( \phi_C \) proposed by Cheney et al. was modified by Cruz et al. as the curing level can be as low as 20% and the damping effects of the fuel in grassland is less.

Appendix A.4. Marsden–Smedley and Catchpole Buttongrass Model

Marsden–Smedley and Catchpole [50] described the fire behaviors for buttongrass moorlands in Tasmania for fire danger rating and fire behavior prediction. The mathematical equations for the models are explained as follows:

\[
R = 0.678U_2^{1.312} \exp(-0.0243MC)(1 - \exp(-0.116AGE))
\]

where \( U_2 \) is the wind speed (km/h) measured at a 2-m height, \( MC \) is the dead fuel moisture content (%), and \( AGE \) is the time since the last fire (years).

\[
MC = \exp(1.66 + 0.0214RH - 0.0292T_{dew})
\]

\( T_{dew} \) is the dew point temperature (°C) and \( RH \) is the relative humidity (%).

Appendix A.5. Anderson et al. Heathland Model

Anderson et al. [51] used a dataset that covered a wider range of heathland and shrubland species to develop a model for heathland as an extension to the work [69]. The equations for the model are given as follows:

\[
R = \begin{cases} 
[R_o + 0.2(5.67(5WF)^0.91 - R_o)U_{10}]H^{0.22}\exp(-0.076MC) , & U_{10} < 5 \\
5.67(WFU_{10}^{0.91})H^{0.22}\exp(-0.076MC) , & U_{10} \geq 5
\end{cases}
\]
where $R$ is the rate of spread (m/min) with vegetation height and without live fuel moisture content, $U_{10}$ is the 10-m open wind speed (km/h), $H$ is the average vegetation height (m), $WF$ is the wind adjustment factor, and $MC$ is the dead fuel moisture content (%).

$$MC = 4.37 + 0.161RH - 0.1(T - 25) - \Delta0.027RH$$

$\Delta = 1$ for sunny days from 12:00 to 17:00 from October to March and 0 elsewhere. $T$ is the ambient air temperature ($^\circ$C and $RH$ is the relative humidity (%).
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