Increased gamma band activity for lateral interactions in humans
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Abstract

Collinear facilitation of contrast sensitivity supported by lateral interactions within primary visual cortex is implicated in contour and object perception, with neural correlates in several frequency bands. Although higher component of the ERP power spectrum, the gamma-band, is postulated to reflect object representation, attention and memory, its neuronal source has been questioned, suggesting it is an artifact reflecting saccadic eye movements. Here we explored the gamma-band activity during collinear facilitation with no saccade-related confounds. We used single-trial spectral analysis of ERP in occipital channels in a time-window of nearly complete saccadic suppression and discarded sporadic trials containing saccades, in order to avoid saccadic artifacts. Although converging evidence suggests that gamma-band oscillations emerge from local excitatory–inhibitory balance involving GABAergic inhibition, here we show activity amplification during facilitatory collinear interactions, presumably dominated by excitations, in the gamma-band 150–350 milliseconds following onset of low near-threshold contrast stimulus. This result highlights the potential role of gamma-band oscillations in neuronal encoding of basic processes in visual perception. Thus, our findings suggest that gamma-band ERP spectrum analysis may serve as a useful and reliable tool for exploring basic perception, both in normal adults and in special populations.

Introduction

At the earliest stages of visual processing, each neuron responds to stimulation in an isolated region of the visual field, termed classical receptive field (CRF) [1]. Elementary visual signals termed Gabor Patches (GPs) [2], match the CRF profiles in the primary visual cortex [2–7]. Response to GPs presented within the CRF of each neuron can be facilitated (i.e. increasing the sensitivity) or suppressed (i.e. decreasing the sensitivity) by responses to other GPs falling outside the CRF, which, when presented alone, do not activate the neuron. Because these neuronal interactions are mediated by lateral connections within the visual cortex (horizontal
connections), they are commonly referred to as lateral interactions. The nature (either facilitation or suppression) and the strength of the lateral interactions are determined by several parameters of the stimulus configuration, such as proximity, similarity, contrast, both inside and outside the CRF [8–14]. Similar effects are found in humans [15–29]. Whereas center-surround effects between the CRF and extra-classical receptive field surround mainly implicate suppression (for review see [30, 31]), collinear facilitation occurs when a near-threshold stimulus inside the CRF is flanked by higher-contrast, collinear (with a similar orientation and positioned along the same axis as their orientation) elements located in surrounding regions of the CRF [11, 20], ideally separated by 3 wavelengths ($\lambda$). It is suggested that collinear facilitation constitutes the basic neuronal substrate for object and contour perception in general, and for the neuronal mechanism that is responsible for filling the gaps (filling-in) in contours [22, 29, 31–34]. A recent study mapped the lateral functional connectivity within V1, showing evidence for the psychophysical "association field" for collinear contour perception [35].

Owing to the high temporal resolution of EEG, this technique is widely used for investigating the temporal dynamics of the activity in the human brain. These dynamics entail neuronal oscillations at various different frequencies [36–38]. When networks of neurons are activated by visual stimulation, a synchronous rhythmic activity in the gamma-frequency range (i.e. above 20 Hz, although the exact lower and upper limits vary between different reports, for review see [39]), is observed [40]. This reflects local excitatory-inhibitory interactions that may be modulated by cognitive processes [37, 38, 41–44]. These recordings are usually termed induced gamma-band response. Unlike the phase-locked response (the "evoked" gamma-band response), the transient induced gamma-band response, is characterized by a jittering latency between trials [45].

Gamma oscillations have received much attention in the recent years, especially concerning their role in basic visual processes, such as lateral interactions, as shown by local field potentials [46], as well as higher visual functions, including object and contour representation, attention and memory [40, 47–60]. Gamma oscillations are characterized by a number of properties that suggest a role of a potential neural correlate of high-level processes. For instance, they occur on a time-scale of up to a hundred milliseconds, which matches that of perceptual processes. Moreover, they appear to be synchronized between neural assemblies that are separated in their anatomical locations, which has been postulated as a possible solution to the "binding problem" of consciousness [61]. This makes gamma oscillations relevant to the perceptual binding occurring for low-level visual stimuli that we’ve proposed earlier to be the underlying mechanism in contrast detection [62]. They were found only in visual cortex in response to specific stimulus properties, such as large size [63, 64], high luminance contrast [65, 66] and regularly-repeating luminance contrasts [67], and recently were shown to reflect feedforward projections in human visual cortex [68]. The latter observation provides support for the recent models of collinear facilitation, which is a part of the feedforward processing and is postulated by the current models to rely on the excitatory–inhibitory balance, with initial fast inhibition followed by a delayed excitation (e.g., [62, 69]). The inhibitory component of collinear facilitation is thus a putative substrate of gamma oscillations.

Understanding the brain function is not the only motivation for deciphering the potential role of cortical gamma oscillations—their practical incentive, since many pathological conditions such as epilepsy, phantom perception, and schizophrenia present anomalies of gamma oscillations (for review see [39]).

The most frequently reported finding is a transient power increase a broadband gamma oscillations with a latency of 200 to 300 msec after stimulus onset [54]. Almost all studies report stimulus-driven increase in their magnitude, which is assumed to reflect augmented synchrony, power, or both. Earlier studies in animals suggested that synchronous gamma
oscillations reflect the activity of single neurons responding to different fragments of the same object [40, 70]. These studies gave rise to the hypothesis that the neural representation of an object is coded by synchronous gamma-band activity of populations of neurons that encode different parts and features of that object. In visual cortex, gamma oscillations were reported only in response to specific stimulus properties, such as large size [63, 64], high luminance contrast (with no gamma oscillations for color contrast alone despite an equal fMRI response) [65, 66] and regularly repeating luminance contrasts within a specific spatial frequency range [67]. LFP recordings in monkeys using stimuli restricted to the center of the receptive field significantly limit the generation of the gamma drive per se [71]. Another behavioral study examined the effects of the relative phase of gamma frequency flicker (60 Hz) between visual stimuli on the collinear interactions implied that external phase manipulations of gamma frequency do not affect the perceptual integration [72].

The EEG data may often become contaminated by electromyogenic artifacts [51, 73–75]. Artifacts related to involuntary microsaccades were reported to compromise estimates of neuronal activity in the gamma band [51, 76–79]. A study that performed trial-based EEG analysis with simultaneous eye tracking [51] found that transient occipital broadband gamma oscillations with a latency of 300 msec after stimulus onset could be fully accounted for by ocular micro-saccades. Hence, findings of gamma-band oscillations in EEG studies have become somewhat controversial [39].

Studies in humans found enhanced gamma-band response for perceptually-bound image elements, or a "gestalt" perception, relative to perceptually independent elements [47, 48]. Here we aimed to explore the gamma-band activity during collinear facilitation in the Event-Related Potentials (ERPs), suggested as a low-level stage of visual processing supporting contour and object perceptual binding, with no contamination of saccade-related confounds in occipital channels. The analyzed time interval was 0–400 msec after the stimulus onset, corresponding to the time-window of collinear facilitation processing [80], by the end of which the processing of the feedforward sweep for grouping of contour elements is accomplished [81] and before the microsaccadic artifact. Simultaneous high-resolution eye tracking confirmed suppression of saccadic eye movements in this time window, in order to avoid electromyogenic artifacts suggested for longer latencies [51]. ERPs are a widely-used measure of "brain response that is the direct result of a specific sensory, cognitive, or motor event". Here we applied an approach of the ERP data processing that is different from the largely used standard, however is widely accepted in signal processing [82].

Methods

Subjects

Event-related brain potentials (ERPs) were recorded in 4 volunteers (1 female, aged 40±14 years, mean ± STD), 3 naive and one co-author (M.F.) with normal or corrected-to-normal vision in both eyes and had no history of neurological or psychiatric illness. The Human Research Committee at the Sheba Medical Center approved the study. Informed written consent was obtained from all subjects. All experimental protocols were performed in accordance with the guidelines provided by the committee approving the experiments.

Stimuli

The stimuli were vertically-oriented localized gray-level gratings (GPs) with spatial frequency of 6 cycles per degree (wavelength, \( \lambda \)) and equal distribution (standard deviation (STD) one \( \sigma \), allowing a minimum of 2 cycles in the GP), modulated from a background luminance of 40 cd·m\(^{-2} \) (Fig 1A). A Philips 107P color monitor was used for stimulus presentation in a dark
room, with a resolution of 1024 x 768 pixels, a refresh rate of 100 Hz, an effective size of 32 x 24 cm, subtending a visual angle of 9.1 x 12.1 degrees at a viewing distance of 100 cm. Gamma correction was applied.

Paradigm

ERPs were recorded for the following conditions: 1) a foveal vertically oriented GP target presented alone at a contrast of 8% (at or very near the detection threshold), i.e., the “Target” condition; 2) two collinear GPs separated by 6 wavelengths (λ), equally placed above and below the center of the display, at a contrast of 40%, i.e., the “Flankers” condition; 3) target with collinear flankers each separated by 3λ, also termed lateral masking (LM) collinear interactions (Fig 1A), i.e., the “Lateral” condition, and 4) no stimuli at all, i.e., the “Nothing” condition. Contrast detection facilitation, which is the phenomenon of interest here, was shown earlier to preferentially occur for collinear as opposed to orthogonal flankers [11, 20]. Under all conditions, the target GP was present in half of the trials and the task was to report the detection of the target using a standard computer mouse. A Yes/No paradigm was used: response was required in each trial—left button for a “yes” and right button for “no” response, as fast as possible, with no delay. No feedback was provided. Stimuli were presented for 50 msec, every 2000 msec. All conditions were mixed in a random order, 100 trials per condition. Participants were instructed to maintain their fixation on a 0.1-degree static black dot in the center of the screen and to avoid eye movements during and between the trials. Blinks and high amplitude eye movements (see below) were discarded.

Eye tracking data recording and analysis

Eye movements were recorded for the dominant eye only using an EyeLink® 1000 desktop model, SR-Research. Before each recording, the system was calibrated in order to obtain an accurate gaze position. The head position was secured using a chin-rest. Eye tracking data were sampled at 500Hz and smoothed by a low-pass filter with a cut-off frequency of 120Hz.
Blinks were detected as periods of no data. Microsaccades were detected by an algorithm developed by M.F., as was reported earlier [83, 84]. Data samples representing eye movement for at least 6 msec in the same direction (with a 30-degrees window), with the minimum velocity, checked with each sample, above 10 degrees per second, a peak velocity above 18 degrees per second, and a saccade amplitude above 0.1 degrees, were detected (Fig 2). Saccades with amplitudes above 2 degrees were discarded. Dynamic overshoots, i.e. lower-amplitude microsaccades that occur immediately after a microsaccade in the opposite direction, were counted together with the main microsaccade. Blinks, including 20 msec before and after each blink, were discarded.

Microsaccade and blink rate modulation functions throughout the trials, time-locked to stimulus onset, were computed as follows: In each trial, blinks (or microsaccades) were summed as Gaussians with the center at the time of onset and with a sigma of 20 msec to obtain a rate modulation function per trial. This analysis was performed in the time-window between -200 to 800 msec. These rate modulations were averaged within subjects, and then averaged across subjects. A similar method was used successfully earlier [83, 84], applied here for both microsaccades and blinks.

ERP data recording and analysis

The ERP recording was performed using the setup similar to the ones published earlier [85]. The EEG was from a cruciform array of 5 channels centered at a midline occipital channel (Oz), spaced by 3 cm, and referenced to the midline frontal channel, Fz (sampling rate of 1032.5 Hz, filtered between 0.1–100 Hz, amplified by 50000 using Grass Model 12 amplifiers). The average ERPs were computed over 2000 msec period per trial, for 100 trials per condition. The recorded data were cut into segments of 4096 samples, starting 250 msec before stimulus onset of each trial. Trials with saccades within the first 400 msec from stimulus onset were disregarded (see Table 1 for the prevalence of trials without saccades). The segments were then sorted into 8 groups according to the possible combinations of trial type and response (also termed "Latin Square", Table 1). The following analysis focused only the conditions Lateral Hit, Flankers Correct Reject and Target Hit (in bold).

For each one of the 4 subjects, we calculated the power spectrum (spectrogram) of 3 conditions: Lateral Hit (LH), Flankers Correct Reject (FC) and Target Hit (TH).

The general formula reads as follows:

\[
X(\tau, \omega) = \int_{-\infty}^{\infty} x(t) W(t - \tau) e^{-i\omega t} dt^2,
\]

where \(x(t)\) is the time dependent signal, \(\omega\) is the frequency, \(t, \tau\) represent the time and \(W(t)\) is a windowing function. In the discrete case, Eq (1) becomes

\[
X[t,f] = \left| \sum_{n=1}^{N} x[n] W[n - t] e^{2\pi i (t-1)(f-1)} \right|^2.
\]

In practice, the calculation was performed by using the MATLAB command [~,f,t,X] = spectrogram(x,hann(L),L-1,N,Fs), where \(x\) is the trial vector, consisting of 4096 points (N) starting 250 msec prior to stimulus onset, samples in frequency of \(Fs = 1302.5\) Hz. The windowing function had width of \(L = 256\). \(X\) is the resulting spectrogram.

Here, \(X\) is a matrix whose rows are time dependent signals for each frequency. Thus, \(t,f\) are the discrete time and space variables, and \(N\) is the length of the signal vector \(x\). The Hanning windowing function \(W(n)\) is defined as

\[
W(n) = \frac{1}{2} \left( 1 - \cos \frac{2\pi n}{L-1} \right).
\]
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where $L$ is the width of the window. For the following calculation, we used $N = 4096$, $L = 256$. Each spectrogram was normalized via

$$X^o = \frac{X - B}{B_{SD}},$$

(4)

where $X^o$ is a normalized spectrogram of a single trail. The matrix $B$ is the corresponding baseline matrix for each $X$ separately, which is defined as:

$$B = [b(f) \ b(f) \ldots],$$

(5)

where all columns are identical and $b(f)$ is the average over time of the last 500ms of a given spectrogram (which is the pre-stimulus baseline for the consecutive stimulus):

$$b(f) = \frac{1}{t_{2000} - t_{1500}} \sum_{t=t_{1500}}^{t_{2000}} X[t,f].$$

(6)

In (6), $t_{1500}$, $t_{2000}$ indicate the discrete time points where $t \approx 1500$ msec and $t \approx 2000$ msec, respectively. $B_{SD}$ is the standard deviation matrix of all $B$ matrices per subject [86]. All $X^o$'s of each condition (LH, FC and TH) for a given subject were averaged, obtaining 3 averaged spectrograms for each one of the 4 subjects and which are denoted as: $A_{LH}^i$, $A_{FC}^i$, $A_{TH}^i$, where $i \in \{1,2,3,4\}$.

Next, a linear prediction (LP) of no lateral interaction for the LH condition type was calculated as the sum of the FC and TH averaged spectrograms (i.e., for target presented in isolation and for flankers presented in isolation, with correct responses):

$$A_{LP}^i = A_{FC}^i + A_{TH}^i.$$  (7)

Since low frequencies are several orders of magnitudes above gamma frequency, patterns are easier to be observed in log-scale (dB). In attempt to eliminate negative elements, we have subtracted the minimum element, $m_f$, of both $A_{LP}^i$ and $A_{LH}^i$ before presenting them in log.

**Table 1. Prevalence of the saccades in the 0–400 msec window in the 8 possible combinations of trial type and response (“Latin Square”), averaged for the 4 subjects (mean ± STD).**

| Trial type & Response | Percent of trials without saccades from the total number of trials |
|-----------------------|---------------------------------------------------------------|
| Lateral Hit           | 84.4 ± 4.1%                                                  |
| Lateral Miss          | 74.2 ± 7.0%                                                  |
| Flankers Correct Reject | 83.9 ± 6.4%                                             |
| Flankers False Alarm  | 72.1 ± 17.9%                                                 |
| Target Hit            | 80.6 ± 12.8%                                                 |
| Target Miss           | 65.9 ± 23.6%                                                 |
| Nothing Correct Reject | 66.0 ± 21.9%                                             |
| Nothing False Alarm   | 81.1 ± 10.4%                                                 |

https://doi.org/10.1371/journal.pone.0187520.t001
The number \( m' \) is calculated in MATLAB by \( m = \min(\min([A_{LH} A_{LP}]))-1e-4 \). The small subtraction to \( m \) is in order to avoid zero elements after subtraction, that would give \(-\infty\) in log-scale. The amplification of LH condition over the linear prediction is simply the difference:

\[
D^i = \tilde{A}_{LH}^i - \tilde{A}_{LP}^i.
\]  

The matrices \( D^i \) were inspected for amplification in the gamma band (30–80 Hz) along the 500 msec after stimulus onset. Two peaks were found to be bounded, in each one of the subjects, in the following time windows: first at 150–250 msec \((t_1)\) and 70–85 Hz, and second at 250–350 msec \((t_2)\) and 60–75 Hz (the spectrograms per subject are presented in the Supplementary Information). \( t_1 \) and \( t_2 \) correspond to maximal power point of each one of the two peaks. Next, calculating the zero-mean spectrograms of \( \tilde{A}_{LH}^i \) and \( \tilde{A}_{LP}^i \) allows us to present LH and LP in the same scale with the spectrogram \( D^i \) (Fig 3A–3C):

\[
Z_{LH}^i = \tilde{A}_{LH}^i - M'_Z,
\]

\[
Z_{LP}^i = \tilde{A}_{LP}^i - M'_Z
\]

The number \( M'_Z \) is calculated as the average of all elements of both \( \tilde{A}_{LH}^i \) and \( \tilde{A}_{LP}^i \). We follow by defining the frequency profiles for each peak:

\[
p_{LH}^i[f] = Z_{LH}^i[t_1,f], \quad p_{LP}^i[f] = Z_{LP}^i[t_1,f],
\]

\[
p_{LH}^i[f] = Z_{LH}^i[t_2,f], \quad p_{LP}^i[f] = Z_{LP}^i[t_2,f].
\]

The average profiles are depicted in Fig 3D (for peak 1) and 3E (for peak 2) (the profiles per subject are presented in the Supplementary Information).

**Statistical analysis**

Behavioral data yielded an accuracy measure (% of correct responses; a single measure per subject) that compared using the Wilcoxon Signed-Rank Test (W test) for paired data sets, which does not require the assumption of normal distributions that is impossible for limited sample sizes. The ERP data were compared using the W test for the LH and LP conditions, per peak. To that end, the summed magnitude over the profiles within the peak coordinates (i.e., the two minimum points surrounding each peak in the curve of the subtraction (see Eq (10)); peak 1: between 60.4 and 88 Hz; peak 2: between 59.2 and 77.9 Hz) was calculated, per subject (peak 1: 26.4 ± 14, mean ± STD for LH and -25.6 ± 55 for LP; peak 2: 31.1 ± 21 for LH and -35.1 ± 38 for LP).

**Results**

We first confirmed the experimental conditions evoke collinear facilitation, manifested as a higher accuracy during detection of GP targets with near-threshold contrast when presented...
with flankers compared to isolated presentation (Fig 1A). To that end, the percent of correct responses for trials with target presented in isolation was plotted against the percent of correct responses for trials with flankers (Fig 1B), only for trials without microsaccades in the 0–400 msec time window after the stimulus onset. In concert with the earlier reports [20, 22, 32, 33], there was a significant facilitation of 21% on average in contrast detection (from 63 to 84%, W test: p = 0.034).

Fig 2A depicts the time-course of the eye movements throughout the trial, with a clear microsaccade suppression during the 0–400 msec time-window (Fig 2B), similar to the earlier reported saccadic suppression for anticipated stimuli [83, 84].

In the spectral analysis of LM trials with correct responses (Lateral Hit, Fig 3A), two peaks in the gamma frequency range were observed, in each one of the subjects, quantified within the following coordinates: first at 70.5±7.8 (mean±STD) Hz and 200.7±34.1 msec, and second at 68.4±3.3 Hz and 298.9±6.1 msec. These peaks do not exist in the prediction of no lateral interaction in the LM (Linear Prediction, calculated as a sum of data produced for target presented in isolation and for flankers presented in isolation, with correct responses [80]; Fig 3B). The subtraction of the mean magnitude of the Linear Prediction from that of the Lateral Hit, averaged for the 4 subjects (Fig 3C), shows an amplification of up to 1.8 dB for the LM over prediction of no interaction (1.5±1.2 dB for the first peak and 1.8±0.6 dB for the second peak). This significant difference is depicted per peak in Fig 3D and 3E (W test p = 0.014 for the first peak and 0.001 for the second peak).
Fig 4 shows the averaged spectrograms for the Target Hit (TH) and Flankers Correct Reject (FC) conditions (i.e., for target presented in isolation and for flankers presented in isolation, with correct responses).

**Discussion**

Here we show narrowband (or “bump”) gamma oscillation evoked by small localized stimuli of low near-threshold contrast. This is in contrast with broad-band gamma oscillations, starting above 20 Hz [40, 70] and extending up to over 160 Hz [63, 64], largely transient subsequent to stimulus onset and sometimes proposed to simply indicate spectral leakage from multi-unit activity [87]. Our results show that lateral interactions with low contrast target and small stimulus size have a correlate in the gamma-band ERP spectrum in trials with no saccades. Studies in sensory domains other than the visual have not pointed out narrowband gamma oscillations (for review see [39]). Gamma oscillations were found in visual cortex only, evoked by specific stimulus properties, like large size [63, 64], high luminance contrast (without gamma oscillations for color contrast alone despite an equal fMRI response) [65, 66] and regularly-repeating luminance contrasts within a specific range of spatial frequencies [67].

It was suggested that collinear interactions mediate object and contour perception [22, 31–34], simulated as a network of excitation and inhibition [62, 88]. Converging evidence suggests that gamma-band oscillations emerge from local excitatory–inhibitory balance [38]. Within each oscillatory cycle, excitatory neurons evoke GABAergic interneurons, in turn suppressing local excitation. Another likely contribution to the generation of local gamma-band oscillations is ascribed to inhibitory interneurons that shape local representations [89, 90]. The central frequency of narrowband visual gamma is determined by the local concentration of the GABA inhibitory neurotransmitter and is inversely correlated to the fMRI response to visual stimulation in humans [91]. Furthermore, it is correlated with the behavioral measurements in visual orientation discrimination tasks [92]. Therefore, stimulus selection is one of the potential applications of visual narrowband gamma, with yet undetermined exact nature of that application. Likewise, the magnitude of visual stimulus-induced narrowband gamma
oscillations in middle occipital gyrus adjacent to a stimulus change predicts the speed of change detection [93]. In the context of gamma oscillations, inhibitory interneurons may also have a role as a "temporal pacemaker", leading to coordinated behavior in a group of neurons (for a review, see [94]).

Higher gamma amplitude could be potentially related to a stronger sensory representation and thus a faster change detection, reflecting a positive role. Conversely, it could attenuate irrelevant stimulus features and thus a faster identification of changes in relevant features, reflecting an inhibitory role. On one hand, increase in stimulus contrast monotonically increases gamma oscillations [46] and reduces collinear facilitation, including in single unit recording [11, 19]. However, on the other hand, both these results could emerge in an inhibition-stabilized network [95]. Our findings show gamma amplification during facilitatory collinear interactions for low near-threshold stimulus contrast, though probably dominated by excitations [13], suggesting a positive role. Its power is probably much lower than the maximum observed for high contrast stimuli. The co-occurrence between collinear facilitation of contrast detection and narrowband visual gamma amplification is particularly noteworthy in light of earlier studies showing a robust reduction in collinear facilitation in patients with depression [96] and in normal subjects under the effect of enhanced GABAergic inhibition by benzodiazepine [97].

It is widely acknowledged that whereas theta and gamma oscillations predominate in the feedforward processes, beta oscillations predominate in the feedback processes (for a recent review, see [98]). Predictive coding models predict that feedback cortico-cortical connections transport prediction signals at slower time-scales (e.g. beta) compared to feedforward connections that convey prediction error signals at faster time scales (e.g. gamma). Bauer and colleagues [99] have shown that surprise was tracked by attention-dependent gamma-band oscillations. These finding suggests that prediction errors are mediated by gamma-band oscillations. Furthermore, Van Kerkoerle and colleagues studied the propagation of alpha and gamma oscillations by inducing oscillations with microstimulation and pharmacological manipulation and showed that whereas gamma oscillations underlie the feedforward processing, alpha oscillations underlie the feedback processing [100].

Our aim was to explore the gamma-band ERP responses during collinear facilitation with no saccade-related confounds. Our results show that lateral interactions in the basic levels of visual processing co-occur with amplification in the gamma-band ERP spectrum in trials with no saccades, proving further insights onto the previously suggested potential role of these high-frequency oscillations in neuronal encoding of basic processes in visual perception. The observed gamma amplification during lateral interactions suggest a positive role. Our findings suggest that gamma-band ERP spectrum analysis may serve as a useful and reliable tool for exploring basic perception, both in normal adults and in special populations, such as infants, autistic individuals or patients with schizophrenia.
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