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Abstract—Rooted trees with probabilities are used to analyze properties of a variable length code. A bound is derived on the difference between the entropy rates of the code and a memoryless source. The bound is in terms of normalized informational divergence. The bound is used to derive converses for exact random number generation, resolution coding, and distribution matching.

I. INTRODUCTION

A rooted tree with probabilities is shown in Fig. 1. The tree consists of a root \( \epsilon \), branching nodes \( \{\epsilon, 1, \} \), and leaves \( \{0, 10, 11\} \). \( P_Y \) is the leaf distribution. James L. Massey advocated the framework of such trees for the analysis of variable length codes [1], [2], [3, Sec. 2.2.2].

Consider a discrete memoryless source (DMS) \( P_Z \) with letters in \( Z \) and consider a device that generates variable length codewords with letters in \( Z \). We are interested in two properties.

1. How well does our device mimic the DMS \( P_Z \)?
2. At which rate does our device produce output?

We measure (1) by normalized informational divergence and (2) by entropy rate. In this work, we use the framework of rooted trees with probabilities to relate these two measures.

This paper is organized as follows. In Sec. II, we review properties of rooted trees with probabilities. In Sec. III, we derive chain rules for such trees by using Rueppel and Massey’s Leaf-Average Node Sum Interchange Theorem (LANSIT) [2]. We propose a normalized LANSIT and state normalized chain rules. In Sec IV, we derive variable length results for normalized informational divergence and entropy rate. In Sec. V, we apply our results to derive converses, which recover existing converses for exact random number generation [4], [5] and generalize existing converses for resolution coding [6, Sec. II], [7]. We establish a new converse for distribution matching [8–10].

II. ROOTED TREES WITH PROBABILITIES

We consider finite rooted trees over finite alphabets \( Z = \{0, 1, \ldots, m - 1\} \). An example for \( Z = \{0, 1\} \) is shown in Fig. 1. A rooted tree \( T \) consists of branching nodes \( B \) with \( m \) successors each and leaves \( L \) with no successors. Each node except the root node has exactly one predecessor. The root node has no predecessor. For each branching node, each element of \( Z \) labels exactly one outgoing branch. Each node is uniquely identified by the string of labels on the path from the root to the node. The root node is identified by the empty string \( \varepsilon \). For each node \( t \in T \), \( \ell(t) \) denotes the number of branches on the path from the root to the node \( t \). Equivalently, \( \ell(t) \) is the number of letters in the string \( t \).

A. Probabilities Induced by Leaf Distribution

Consider a random variable \( Y \) with distribution \( P_Y \) on \( Z \). We extend \( P_Y \) to \( T \) by associating with each string \( t \in T \) a probability

\[
Q(t) = \sum_{s \in L: s^{\ell(t)} = t} P_Y(s) \tag{1}
\]

where \( s^{\ell(t)} = s_1s_2\ldots s_{\ell(t)} \). In other words, \( Q(t) \) is the sum of the probabilities of all leaves that have \( t \) as a prefix. We can interpret \( Q(t) \) as the probability of choosing a path from the root to a leaf that passes through node \( t \). In particular, the node probability of the root is always \( Q(\epsilon) = 1 \). For example, the node probabilities in Fig. 1 are

\[
Q(\epsilon) = 1, \quad Q(0) = Q(1) = \frac{1}{2}, \quad Q(10) = \frac{1}{8}, \quad Q(11) = \frac{3}{8}
\]

For each string \( t \in B \) and each letter \( z \in Z \), we define a branching probability

\[
P_{Y_t}(z) = \frac{Q(tz)}{Q(t)} \tag{2}
\]

where \( tz \) is the string \( t \) concatenated with the letter \( z \in Z \). The branching distributions in Fig. 1 are thus

\[
P_{Y_t}(0) = \frac{1}{4}, \quad P_{Y_t}(1) = \frac{3}{4}, \quad P_{Y_t}(0) = \frac{1}{2}
\]

Fig. 1. A rooted tree with probabilities over the binary alphabet \( Z = \{0, 1\} \).
TABLE I
CHAIN RULES ON ROOTED TREES WITH PROBABILITIES.

| LANSIT          | function     | increment $\Delta f(tz)$ | un-normalized $\mathbb{E}[f(Y)] - f(e) = \sum_{t \in B} Q(t) \mathbb{E}[\Delta f(tY_i)]$ | normalized $\mathbb{E}[f(Y)] - f(e) = \sum_{t \in B} P_B(t) \mathbb{E}[\Delta f(tY_i)]$ |
|-----------------|--------------|---------------------------|--------------------------------------------------------------------------------|--------------------------------------------------------------------------------|
| Path Length Lemma | $\ell(t)$    | 1                         | $\mathbb{E}[\ell(Y)] = \sum_{t \in B} Q(t)$                                   | $\mathbb{E}[\ell(Y)] = \sum_{t \in B} P_B(t) \mathbb{E}[\Delta f(tY_i)] = 1$ |
| Leaf Entropy Lemma | $- \log_2 Q(t)$ | $- \log_2 P_Y(z)$         | $H(P_Y) = \sum_{t \in B} Q(t) \mathbb{H}(P_Y_t)$                              | $H(P_Y) = \sum_{t \in B} P_B(t) \mathbb{H}(P_Y_t)$ |
| Leaf Divergence Lemma | $\log_2 Q(t)$ | $\log_2 P_Y(z)$           | $D(P_Y \parallel P_{Y_i}) = \sum_{t \in B} Q(t) D(P_{Y_i} \parallel P_{Y_i})$     | $D(P_Y \parallel P_{Y_B} \parallel P_B)$ |

B. Probabilities Induced by Alphabet Distribution

Let $P_Z$ be a distribution on the alphabet $Z$. The distribution $P_Z$ induces a distribution on $L$, which we denote by $P_Z^L$. For each $t \in L$, we have

$$P_Z^L(t) := P_Z(t_1) \cdots P_Z(t_{|t|}).$$

(5)

For example, consider the binary distribution $P_Z(0) = 1 - P_Z(1) = \frac{1}{2}$. For the leaves $L = \{0, 10, 11\}$ in Fig. 1, the distribution $P_Z$ induces the distribution

$$P_Z^L(0) = \frac{1}{3}, \quad P_Z^L(10) = \frac{2}{3}, \quad P_Z^L(11) = \frac{2}{3}.$$

(6)

If all strings in $L$ are of length $n$, then $P_Z^L(t) = P_Z^n(t)$ for all $t \in L$, where $P_Z^n$ is the usual product distribution of $n$ independent random variables with distribution $P_Z$.

III. CHAIN RULES ON TREES

A. Notation

We denote expectation by $\mathbb{E}[\cdot]$ and define informational divergence, entropy, and variational distance as

$$D(P_Y \parallel P_Z) := \sum_{z \in \text{supp} P_Y} P_Y(z) \log_2 \frac{P_Y(z)}{P_Z(z)}$$

(7)

$$H(P_Y) := \sum_{z \in \text{supp} P_Y} P_Y(z) [- \log_2 P_Y(z)]$$

(8)

$$||P_Y - P_Z||_1 := \sum_{z \in \text{supp} P_Y \cup \text{supp} P_Z} |P_Y(z) - P_Z(z)|$$

(9)

where $\text{supp} P_Y$ is the support of $P_Y$.

B. LANSIT

Let $T$ be a rooted tree and let $f$ be a function that assigns to each $t \in T$ a real value $f(t)$. For each $t \in B$ and $z \in Z$ define the increment $\Delta f(tz) := f(tz) - f(t)$. Rueppel and Massey’s LANSIT is the following general chain rule.

**Proposition 1** (LANSIT, [2, Theo 1]).

$$\mathbb{E}[f(Y)] - f(e) = \sum_{t \in B} Q(t) \mathbb{E}[\Delta f(tY_i)].$$

(10)

In Tab. I, we display various instances of the LANSIT. The Path Length Lemma and the Leaf Entropy Lemma can be found, e.g., in Massey’s lecture notes [3, Sec. 2.2.2]. The Leaf Divergence Lemma is to the best of our knowledge stated here for the first time. If all paths in a tree have the same length $n$, then $P_Y = P_{Y^n}$ is a joint distribution of a random vector $Y^n = Y_1Y_2 \cdots Y_n$ that takes on values in $Z^n$. For $i = \ell(t)$, we have $P_{Y_i} = P_{Y_i+1} \parallel P_{Y_i}$ and the Leaf Entropy Lemma and the Leaf Divergence Lemma are the usual chain rules for entropy and informational divergence, respectively [11, Chap. 2].

C. Normalized LANSIT

Let $B$ be a random variable on the set of branching nodes $B$ and define

$$P_B(t) = \frac{Q(t)}{\mathbb{E}[f(Y)]}, \quad t \in B.$$  

(11)

We have

$$\sum_{t \in B} P_B(t) = \sum_{t \in B} \frac{Q(t)}{\mathbb{E}[f(Y)]} = 1$$

(12)

where (a) follows by the definition of $P_B$, and (b) follows by the Path Length Lemma. It follows from (12) that $P_B$ defines a distribution on $B$. This observation leads to the following simple and useful extension of the LANSIT.

**Proposition 2** (Normalized LANSIT).

$$\mathbb{E}[f(Y)] - f(e) = \sum_{t \in B} P_B(t) \mathbb{E}[\Delta f(tY_i)].$$

(13)

For a real-valued function $g$ defined on the set of distributions, we use the notation

$$\mathbb{E}[g(P_{Y_B})\parallel P_B] := \sum_{t \in B} P_B(t) g(P_{Y_i}).$$

(14)

Accordingly, we define $H(P_{Y_B} \parallel P_B)$ and $D(P_{Y_B} \parallel P_{Y_B} \parallel P_B)$. Using this notation, we list normalized versions of the Path Length Lemma, the Leaf Entropy Lemma, and the Leaf Divergence Lemma in Tab. I. These normalized versions are instances of the normalized LANSIT.

IV. INFORMATIONAL DIVERGENCE AND ENTROPY RATE

We compare an arbitrary distribution $P_Y$ on the set of leaves $L$ to the distribution $P_Z^L$ on $L$ that is induced by a DMS $P_Z$. Note that in general, $P_Y$ generates letters from $Z$ with memory, see Fig. 1 and (4) for an example.
A. Codewords of Length 1

We start with the special case when \( \ell(t) = 1 \) for all \( t \in \mathcal{L} \) and equivalently, \( \mathcal{L} = \mathcal{Z} \). The DMS we compare to is the uniform distribution \( P_Y \) on \( \mathcal{Z} \). In this case, normalized and un-normalized informational divergence are the same and entropy rate is the same as entropy. We have

\[
\mathbb{D}(P_Y \| P_B) = H(P_Y) - H(Y).
\]

In particular, if \( \mathbb{D}(P_Y \| P_B) \to 0 \) then \( H(P_Y) \to H(Y) \). Next, suppose the DMS we compare to has a distribution \( P_Z \) that is not necessarily uniform. By Pinsker’s inequality [11, Lemma 11.6.1], we have

\[
\mathbb{D}(P_Y \| P_Z) \to 0 \Rightarrow \|P_Y - P_Z\|_1 \to 0. \tag{16}
\]

Let \( g \) be a function that is continuous in \( P_Z \). Then we have

\[
\|P_Y - P_Z\|_1 \to 0 \Rightarrow |g(P_Y) - g(P_Z)| \to 0. \tag{17}
\]

For instance, the entropy \( H \) is continuous in \( P_Z \) [12, Lemma 2.7] and therefore

\[
\|P_Y - P_Z\|_1 \to 0 \Rightarrow |H(P_Y) - H(P_Z)| \to 0. \tag{18}
\]

Combining (16) and (18), we get the relation

\[
\mathbb{D}(P_Y \| P_Z) \to 0 \Rightarrow |H(P_Y) - H(P_Z)| \to 0. \tag{19}
\]

B. Codewords of Length Larger than 1: First Attempt

Consider the special case when the generated strings are of fixed length \( n \geq 1 \) with the joint distribution \( P_{Y^n} \). Suppose further that

\[
\frac{\mathbb{D}(P_{Y^n} \| P_Z)}{n} \leq \sqrt{n} \ln 2. \tag{20}
\]

As \( n \to \infty \), the normalized informational divergence approaches zero. By Pinsker’s inequality, we have

\[
\|P_{Y^n} - P_Z^n\|_1 \leq \sqrt{n} \ln 2. \tag{21}
\]

For \( n \geq 9 \), the right-hand side of (21) is larger than 2, which is useless because variational distance is trivially bounded from above by 2. This example illustrates that the line of arguments (16)–(19) does not directly generalize to codeword lengths larger than one. This is our motivation to analyze the variable length case within the framework of rooted trees.

C. Normalized Pinsker’s Inequality

**Proposition 3** (Normalized Pinsker’s Inequality).

\[
\frac{\mathbb{D}(P_Y \| P_Z^\mathcal{B})}{E[\ell(Y)]} \overset{(a)}{=} \mathbb{D}(P_{Y|B} \| P_Z|P_B) \overset{(b)}{=} \frac{1}{2 \ln 2} \mathbb{E}\left[\|P_{Y|B} - P_Z\|_1^2 \mid P_B\right] \overset{(c)}{=} \frac{1}{2 \ln 2} \mathbb{E}\left[\|P_{Y|B} - P_Z\|_1 \mid P_B\right]. \tag{22}
\]

**Proof:** Equality in (a) follows by the Normalized Leaf Entropy Lemma, (b) follows by Pinsker’s inequality, and (c) follows by Jensen’s inequality [11, Chap. 2].

Prop. 3 is a quantitative statement. Qualitatively, we have

\[
\mathbb{D}(P_Y \| P_Z^\mathcal{B}) \to 0 \Rightarrow \mathbb{E}[\|P_{Y|B} - P_Z\|_1 \mid P_B] \to 0. \tag{23}
\]

If \( \mathcal{L} = \mathcal{Z} \), i.e., all strings in \( \mathcal{L} \) are of length 1 and \( B = \{\epsilon\} \), then (22) is simply the original Pinsker’s inequality and (23) recovers implication (16).

D. Continuity for Trees

**Proposition 4.** Let \( P \) be a distribution on \( \mathcal{Z} \) and let \( g \) be a real-valued function whose maximum and minimum values differ at most by \( g_{\max} \). Suppose that \( g \) is continuous in \( P_Z \), i.e., there is a function \( \delta(\epsilon) \) such that for all \( \epsilon \geq 0 \)

\[
|g(P) - g(P_Z)| \leq \delta(\epsilon) \tag{24}
\]

where \( \delta(\epsilon) \to 0 \) as \( \epsilon \to 0 \). Then we have for all \( \epsilon \geq 0 \)

\[
\mathbb{E}\left[\|P_{Y|B} - P_Z\|_1 \mid P_B\right] \leq \theta(\epsilon) \tag{25}
\]

\[
\Rightarrow \mathbb{E}\left[|g(P_{Y|B})| - |g(P_Z)|\right] \leq \delta(\epsilon) + \frac{\theta(\epsilon) g_{\max}}{\epsilon}. \tag{26}
\]

**Proof:** The proof is given in Appendix A.

By setting \( \theta(\epsilon) = \epsilon^2 \) in (25), we get the qualitative implication

\[
\mathbb{E}\left[\|P_{Y|B} - P_Z\|_1 \mid P_B\right] \to 0 \Rightarrow \mathbb{E}\left[|g(P_{Y|B})| - |g(P_Z)|\right] \to 0. \tag{27}
\]

If \( \mathcal{L} = \mathcal{Z} \), then (26) recovers (17) for bounded \( g \). For a specific function \( g \), if the function \( \delta(\epsilon) \) is known, then the right-hand side of (25) can be minimized over \( \epsilon \) to get a bound that depends only on \( \theta \).

E. Entropy Rate Continuity on Trees

The entropy is continuous in \( P_Z \) [12, Lemma 2.7] and bounded by \( \log_2 |\mathcal{Z}| \). Thus, Prop. 4 applies for \( g = H \) and we have the implication

\[
\mathbb{E}[\|P_{Y|B} - P_Z\|_1 \mid P_B] \to 0 \Rightarrow |H(P_{Y|B}) - H(P_Z)| \overset{(a)}{=} |H(P_{Y|B})|P_B - H(P_Z)| \overset{(b)}{=} 0. \tag{28}
\]

Step (a) follows by the Normalized Leaf Entropy Lemma and (b) follows by (26). Note that by the Normalized Leaf Entropy Lemma, \( H(P_Z) \) is the entropy rate of \( P_Z^\mathcal{B} \). For \( \mathcal{L} = \mathcal{Z} \), (27) recovers implication (18).

**Proposition 5.** The following implication holds:

\[
\mathbb{E}[\|P_{Y|B} - P_Z\|_1 \mid P_B] \leq \theta(\epsilon) \Rightarrow |H(P_{Y|B}) - H(P_Z)| \leq \sigma(\epsilon), \quad 0 \leq \epsilon \leq \frac{1}{2}. \tag{29}
\]

where

\[
\theta(\epsilon) = \frac{1}{\log_2 |\mathcal{Z}|} \epsilon^2 \log_2 |\mathcal{Z}| \epsilon, \quad \sigma(\epsilon) = \epsilon \log_2 |\mathcal{Z}| \epsilon^2. \tag{30}
\]

**Proof:** The proof is given in Appendix B.
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F. Normalized Informational Divergence and Entropy Rate
By the qualitative implications (23) and (27), we have
\[
\mathbb{D}(P_Y \mid \mathbb{P}_Y^2) / \mathbb{E}[\ell(Y)] \to 0 \implies \mathbb{H}(P_Y) - \mathbb{H}(P_Z) \to 0.
\] (30)
For \( \mathcal{L} = Z \), (30) recovers implication (19). The next proposition provides a quantitative version of implication (30).

**Proposition 6.** Let \( \theta, \sigma \) be the functions defined in Prop. 5. For
\( 0 \leq \alpha \leq \frac{1}{\sqrt{2}} \theta^2 \left( \frac{1}{2} \right) \), define \( \epsilon = \theta^{-1}(\sqrt{\alpha 2 \ln 2}) \) and
\( \beta(\alpha) = \sigma(\epsilon') \). We have the implication
\[
\frac{\mathbb{D}(P_Y \mid \mathbb{P}_Y^2)}{\mathbb{E}[\ell(Y)]} \leq \alpha \implies \mathbb{H}(P_Y) - \mathbb{H}(P_Z) \leq \beta(\alpha).
\] (31)
\( \alpha \to 0 \implies \beta(\alpha) \to 0. \) (32)

**Proof:** Statement (31) follows by combining Prop. 3 and Prop. 5. As \( \alpha \to 0 \), \( \epsilon' = \theta^{-1}(\sqrt{\alpha 2 \ln 2}) \to 0 \) by (29) and therefore, \( \beta(\alpha) = \sigma(\epsilon') \to 0. \) This proves (32).

In Fig. 2, we display the bounds from Prop. 6 for the rooted tree in Fig. 1.

V. CONVERSES
We want to encode a DMS \( P_Y \) with letters in \( \mathcal{X} \) to mimic a target DMS \( P_Z \) with letters in \( Z \). Variable length coding uses a complete dictionary \( D \) with letters in \( X \), a complete codebook \( C \) with letters in \( Z \), and a mapping \( f: D \to C \). A set is complete if it is the set of leaves of a rooted tree as defined in Sec. II. The encoder parses the input stream by the dictionary, which generates a random variable \( D \) with
distribution \( P_D^0 \). The mapping generates a random variable
\( Y = f(D) \). Two classes of mappings are of interest.
1. The mapping \( f \) is deterministic but the input does not need to be reconstructed from the output.
2. The mapping \( f \) is random but the input has to be reconstructed correctly from the output with probability close to one.

In the following, we derive rate converses for encoders in class 1. (2.) that bound the minimum (maximum) rate, at which a required normalized informational divergence can be achieved.

A. Converse for Deterministic Encoders
Consider an encoder of class 1. Since the mapping \( f \) is deterministic, we have
\[
\mathbb{H}(P_D) = \mathbb{H}(P_Y) \geq \mathbb{H}(P_{Y(D)} = \mathbb{H}(P_Y).
\] (33)
By the Normalized Leaf Entropy Lemma, we have
\[
\mathbb{H}(P_D) = \mathbb{H}(P_Y) = \mathbb{E}[\ell(D)] \mathbb{H}(P_X).
\] (34)
Suppose \( \mathbb{D}(P_Y \mid \mathbb{P}_Y^2) / \mathbb{E}[\ell(Y)] \leq \alpha \). Then by Prop 6 we have
\[
\mathbb{H}(P_Y) \geq \mathbb{H}(P_Z) \mathbb{E}[\ell(Y)] - \beta(\alpha) \mathbb{E}[\ell(Y)].
\] (35)
Using (34) and (35) in (33) and reordering the terms gives the following result.

**Proposition 7.**
\[
\frac{\mathbb{D}(P_Y \mid \mathbb{P}_Y^2)}{\mathbb{E}[\ell(Y)]} \leq \alpha \implies \mathbb{E}[\ell(D)] \geq \frac{\mathbb{H}(P_Z)}{\mathbb{H}(P_X)} - \frac{\beta(\alpha)}{\mathbb{H}(P_X)}.
\] (36)
Since \( \mathbb{E}[\ell(Y)] \geq 1 \), Prop. 7 provides a rate converse also for un-normalized informational divergence. Prop. 7 establishes quantitative variable-length versions of the converses in [6, Sec. II] both for normalized and un-normalized informational divergence. Prop. 7 implies [7, Prop. III]. Exact generation of
\( P_Z \) requires \( \alpha = 0 \), which implies \( \beta(\alpha) = 0 \), and we recover the converses by Knuth and Yao [4] and Han and Hoshi [5].

B. Converse for Random Encoders
Let \( g \) be a decoder that calculates an estimate \( \hat{D} = g(Y) \) and let \( P_e := \Pr\{ \hat{D} \neq D \} \) be the probability of erroneous decoding. We have
\[
\mathbb{H}(P_D) \leq \mathbb{H}(P_Y) \leq \mathbb{H}(P_D \mid P_Y) \leq \mathbb{H}(P_Y) \leq \mathbb{H}(P_D) + P_e \log_2 |D|.
\] (37)
where (a) follows by Fano’s inequality [11, Theo. 2.10.1] and where \( \mathbb{H}_2 \) denotes the binary entropy function. Suppose \( \mathbb{D}(P_Y \mid \mathbb{P}_Y^2) / \mathbb{E}[\ell(Y)] \leq \alpha \). Then by Prop 6 we have
\[
\mathbb{H}(P_Y) \leq \mathbb{H}(P_Z) \mathbb{E}[\ell(Y)] + \beta(\alpha) \mathbb{E}[\ell(Y)].
\] (38)
Combining (37), (38), and (34) and reordering the terms proves the following proposition.

**Proposition 8.** The inequalities
\[
P_e \leq \frac{1}{2} \frac{\mathbb{D}(P_Y \mid \mathbb{P}_Y^2)}{\mathbb{E}[\ell(Y)]} \leq \alpha
\] (39)
\[
\frac{\mathbb{E}[\ell(D)]}{\mathbb{E}[\ell(Y)]} \leq \frac{H(Z)}{H(X)} + \frac{\beta(\alpha)}{H(X)} + \frac{\epsilon \log_2 |D|}{\mathbb{E}[\ell(Y)] \cdot H(X)}. \tag{40}
\]

Inequality (40) establishes a rate converse for distribution matching. Variable length codes for which achievability can be shown are presented in [8], [9], [10].

**APPENDIX**

**A. Proof of Prop. 4**

We have
\[
\left| \mathbb{E}[g(P_{Y\theta})|P_B] - g(P_Z) \right| = \left| \sum_{t \in B} P_B(t) [g(P_{Y\theta}) - g(P_Z)] \right| \leq \sum_{t \in B} P_B(t) |g(P_{Y\theta}) - g(P_Z)| \tag{41}
\]

\[
= \sum_{t: \|P_{Y\theta} - P_Z\|_1 < \epsilon} P_B(t) |g(P_{Y\theta}) - g(P_Z)| + \sum_{t: \|P_{Y\theta} - P_Z\|_1 \geq \epsilon} P_B(t) |g(P_{Y\theta}) - g(P_Z)|. \tag{42}
\]

We next bound the two sums in (42). The first sum in (42) is bounded by
\[
\sum_{t: \|P_{Y\theta} - P_Z\|_1 < \epsilon} P_B(t) |g(P_{Y\theta}) - g(P_Z)| \leq \sum_{t: \|P_{Y\theta} - P_Z\|_1 < \epsilon} P_B(t) \delta(\epsilon) \leq \delta(\epsilon). \tag{43}
\]

where (a) follows from (24). The second sum in (42) is bounded as
\[
\sum_{t: \|P_{Y\theta} - P_Z\|_1 \geq \epsilon} P_B(t) |g(P_{Y\theta}) - g(P_Z)| \leq \sum_{t: \|P_{Y\theta} - P_Z\|_1 \geq \epsilon} g_{\max} P_B(t) |P_{Y\theta} - P_Z|_1 \leq g_{\max} \sum_{t \in B} P_B(t) |P_{Y\theta} - P_Z|_1 \leq g_{\max} \mathbb{E} \left[ \left| P_{Y\theta} - P_Z \right|_1 | P_B \right] \leq g_{\max} \mathbb{E} \frac{\delta(\epsilon)}{\epsilon}. \tag{44}
\]

Step (a) follow from the assumption in the proposition and we used definition (14) in (b). Inequality (c) follows from the supposition \( \mathbb{E}[\left| P_{Y\theta} - P_Z \right|_1 | P_B] < \theta \). Using the two bounds (43) and (44) in (42), we get
\[
\left| \mathbb{E}[g(P_{Y\theta})|P_B] - g(P_Z) \right| \leq \delta(\epsilon) + \frac{\theta}{\epsilon} g_{\max}. \tag{45}
\]

**B. Proof of Prop. 5**

We apply Prop. 4 with
\[
g = H \tag{46}
\]
\[
g_{\max} = \log_2 |Z| \tag{47}
\]
\[
\delta(\epsilon) \overset{(a)}{=} -\epsilon \log_2 \frac{\epsilon}{|Z|}, \quad 0 \leq \epsilon \leq \frac{1}{2} \tag{48}
\]

where we apply [12, Lemma 2.7] in (a). We have
\[
\left[ \frac{H(P_Y)}{\mathbb{E}[\ell(Y)]} - \frac{H(P_Z)}{\mathbb{E}[\ell(Y)]} \right] \overset{(b)}{=} \left[ \frac{H(P_{Y\theta})|P_B - H(P_Z)|}{\mathbb{E}[\ell(Y)] \cdot H(X)} \right] \overset{(c)}{=} -\epsilon \log_2 \frac{\epsilon}{|Z|} + \frac{\theta}{\epsilon} \log_2 |Z|. \tag{50}
\]

This bound holds for all \( \epsilon \) and we minimize it by calculating its derivative with respect to \( \epsilon \) and setting it equal to zero:
\[
\frac{\partial}{\partial \epsilon} \left[ -\epsilon \log_2 \frac{\epsilon}{|Z|} + \frac{\theta}{\epsilon} \log_2 |Z| \right] = -\log_2 \frac{\epsilon}{|Z|} - \log_2 e - \frac{\theta}{\epsilon^2} \log_2 |Z| = 0 \tag{51}
\]
\[
\Rightarrow \theta(\epsilon) := \frac{\epsilon^2}{\log_2 |Z|} \log_2 \frac{|Z|}{\epsilon}. \tag{52}
\]

We plug \( \theta(\epsilon) \) into (50) and define
\[
\sigma(\epsilon) := \epsilon \log_2 \frac{|Z|^2}{\epsilon}. \tag{54}
\]
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