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Abstract
The intensity function and Ripley’s $K$-function have been used extensively in the literature to describe the first and second moment structure of spatial point sets. This has many applications including describing the statistical structure of synaptic vesicles. Some attempts have been made to extend Ripley’s $K$-function to curve pieces. Such an extension can be used to describe the statistical structure of muscle fibers and brain fiber tracks. In this paper, we take a computational perspective and construct new and very general variants of Ripley’s $K$-function for curves pieces, surface patches etc. We discuss the method from [1] and compare it with our generalizations theoretically, and we give examples demonstrating the difference in their ability to separate sets of curve pieces.

1 Introduction
In this paper, we consider descriptive statistics of sets of curves and particularly whether or not there is a tendency for the curves to cluster or repel each other. In the human body, such curve structures appear in multiple places. Examples include skeletal muscles and fiber tracts in the human brain. We here aim to introduce descriptive statistics for the medical imaging community and discuss estimation methods for geometric data using medical imaging analysis techniques such as morphology and currents.

Ripley’s $K$-function [2] is a well-established tool for describing the second moment structure of point sets [3], and some attempt has been made to generalize this function to curve pieces as described in [1].

For a homogeneous point point pattern $p_i \in \mathbb{R}^d$, $i = 1 \ldots n$ in an observation window $W$, the sample-based estimate of Ripley’s $K$-function [2] measures the deviation from complete spatial randomness. Complete spatial randomness informally means that points occur uniformly in space and independently of each other. More formally, the points are distributed according to a Poisson point process with constant intensity. An estimator of Ripley’s $K$-function is,

$$K(r) = \frac{1}{n\lambda} \sum_{i\neq j} 1(\text{dist}(p_i, p_j) < r),$$

where $n$ is the number of points, $\lambda = \frac{|W|}{n}$ is the sample intensity, and $1$ is the indicator function. Deviations from homogeneity are identified by comparing $K(r)$ with the volume of a $d$-dimensional ball of radius $r$, i.e., if $K(r)$ is greater than or smaller than the volume of the said ball, then points tend to cluster or repel each other respectively at distances $r$.

For this article, we highlight the following algorithm for computing (1). Given a set of points $\{p_i\}$, we estimate Ripley’s $K$-function by the following algorithm. Examples of using this algorithm on different point sets in $\mathbb{R}^2$ are given in Figure 1. The figure shows 4 different randomly generated point sets together with the estimated Ripley’s $K$-function. The red squares denotes the observation window. In this article, we will not discuss boundary artifacts and for this reason, we include the blue points asymmetrically, such that when evaluating $\text{dist}(p_i, p_j)$, we let $i$ iterate over all red points and $j$ over all red and blue points except where $i = j$. The black curve is the theoretical value for Ripley’s $K$-function under complete
// Calculate the distance matrix
1. \( d_{ij} \leftarrow \text{dist}(p_i, p_j) \)

// Sort the non-diagonal values of \( d_{ij} \) in increasing order.
2. \( r_k \leftarrow \text{sort}(d_{ij}) \) for \( i \neq j \) and \( k = 1, 2, \ldots (n^2 - n) \)

// Generate the set of pairs ordered by \( k \)
3. \( c \leftarrow \{c_k = (r_k, k)\} \)

// Remove duplicates of \( r_k \) keeping that with highest value of \( k \)
4. \( \text{do} \)
5. \( \text{del} \leftarrow \{(r_k, k) \mid \exists (r'_k, k'), r_k = r'_k \text{ and } k < k'\} \)
6. \( c \leftarrow c \setminus \text{del} \)
7. \( \text{until } c = \{\} \)

// Assign values to estimator (non-uniformly sampled).
8. \( K(r_l) \leftarrow l \)

Listing 1: An algorithm for estimating Ripley’s K-function by sorting

Figure 1: Point sets and Ripley’s K-function estimated by Listing 1 and compared with the theoretical function for complete spatial randomness. The red square denotes the observation window. The figures show the estimation for random point sets that are (a) independently and uniformly distributed, (b) randomly generated mother processes with independent and normally distributed children, (c) regular grid points perturbed by a normal distribution centered in the gridpoint, and (d) regular grid points.
spatial randomness. In the figures, we see that for randomly and uniformly distributed points, as in Figure 1a, the estimator tend to approximate the curve $\pi r^2$. For locally clustered points, as in Figure 1b, the estimator lies above $\pi r^2$ for a range of distances approximately corresponding to the width of the local cluster. For noisy grid points Figure 1c and grid points Figure 1d, the estimator lies below $\pi r^2$.

Ripley’s $K$-function may be extended to more general random sets of geometrical objects than point sets. A $K$-function for so-called fiber-processes is reviewed in [1].

Related work is [3], where currents are used to define moments of sets of curves and other geometrical primitives. This allows the authors to visualize and build simplified models using the principal modes of the covariance structure.

In this article, we propose two extensions of Ripley’s $K$-function for manifold pieces of any dimension, which includes the original definition for point sets, and compare [1] with our alternatives theoretically and on simple sets.

2 K-function for fibers: $K_f$

In [1], is discussed a number of spatial descriptive statistics including a $K$-function for curve segments, coined fibers. A fiber process $\Phi \subset \mathbb{R}^d$ is a random union of fibers (or curve segments) $\gamma$ where each $\gamma$ satisfies that the length of $\gamma \cap B$ is well-defined and finite for all bounded $B \subset \mathbb{R}^d$. Moreover, for any bounded $B \subset \mathbb{R}^d$, the random total length $L(B)$ of fibers in $\Phi \cap B$ is finite. The current approach, e.g., reviewed in [1] Chapter 8 to statistically characterizing fiber processes is based on moment properties of the random variables $L(B)$ for bounded subsets $B \subset \mathbb{R}^d$.

Assuming that $\Phi$ is stationary (i.e. its distribution is invariant to translations), the intensity $\rho$ of $\Phi$ is defined by

$$\rho = \frac{\mathbb{E}[L(B)]}{|B|}$$

where $B$ is any subset of positive $d$-dimensional volume $|B|$. In other words, $\rho$ is the expected length of fibers in a set of unit volume.

The second moment measure is defined via second order moments of the length variables:

$$\mu^{(2)}(A \times B) = \mathbb{E}[L(A)L(B)]$$

for bounded $A, B \subset \mathbb{R}^d$. By standard measure-theoretical results, $\mu^{(2)}$ can be decomposed as

$$\mu^{(2)}(A \times B) = \rho^2 \int_A K(B-x)dx$$

where $K(\cdot)$ defined on subsets of $\mathbb{R}^d$ is called the reduced moment measure. Here $B-x$ is $B$ translated by the vector $-x$ for $B \subset \mathbb{R}^d$ and $x \in \mathbb{R}^d$.

Letting $b(0, r)$ denote the $d$-dimensional ball of radius $r$ and centered in the origo, we obtain the $K$-function for fibers

$$K_f(r) = K(b(0, r)).$$

For each $r \geq 0$, $K_f(r)$ can be interpreted as the expected total fiber length in $b(u, r)$ conditional on that $u \in \Phi$ for $u \in \mathbb{R}^d$. Thus, given that a fiber intersects $u \in \mathbb{R}^d$, the $K_f$-function describes the tendency of further fibers in $\Phi$ to aggregate in or avoid the ball $b(u, r)$ centered around $u$.

2.1 Relation to Cox process

Suppose we generate a point process $Y$ by placing points on $\Phi$ according to a Poisson process. More specifically, for each fiber $\gamma$ in $\Phi$, a Poisson process of intensity $\lambda$ is generated on $\gamma$. Then the intensity of $Y$ becomes $\lambda \rho$. The second order factorial moment measure of $Y$ is closely related to the second moment measure of $\Phi$:

$$\alpha_Y^{(2)}(A \times B) = \mathbb{E} \sum_{u,v \in Y} 1[u \in A, v \in B] = \lambda^2 \mathbb{E} \int_{\Phi} \int_{\Phi} 1[u \in A, v \in B]dudv$$

$$= \lambda^2 \mathbb{E}[\Phi(A)\Phi(B)] = \lambda^2 \mu^{(2)}(A \times B)$$

for bounded $A, B \subset \mathbb{R}^d$. Here and in the following, $\int_{\Phi}$ should be interpreted as a curve integral along the fibers in $\Phi$. 

3
The usual point process $K$-function for $Y$ is

$$K_Y(r) = K_Y(b(0, r))$$

where $K_Y(b(0, r))$ is defined by the equation

$$\alpha_Y^{(2)}(A \times B) = \lambda^2 \int_A K_Y(B - x)dx.$$ 

We thus obtain that the $K$-functions of $\Phi$ and $Y$ coincide,

$$K_f(r) = K_Y(r)$$

and

$$\rho K_f(r) = \frac{1}{\rho|A|} \mathbb{E} \left[ \int_\Phi \int_\Phi 1[u \in A, \|v - u\| \leq r] dudv \right]$$

$$= \mathbb{E} \left[ \frac{1}{\rho|A|} \int_{\Phi \cap A} L(b(u, r)) du \right].$$

It follows that $\rho K_f(r)$ can further be viewed as the expectation of a spatial average of lengths $L(b(u, r))$ for $u \in \Phi \cap A$.

### 2.2 Estimation of $K_f$

Suppose $\Phi$ is observed within a bounded observation window $W \subset \mathbb{R}^d$ and let $W \ominus r = \{x \in W | b(x, r) \subset W\}$ denote the erosion of $W$ by the distance $r$. Then

$$\hat{K}_f(r) = \frac{1}{\rho^2|W \ominus r|} \int_{\Phi \ominus W \ominus r} L(b(u, r)) du$$

is an unbiased estimate of $K_f$. Alternatively, one can generate a point process $Y$ on $\Phi$ as described in the previous section and estimate $\hat{K}_f(r) = K_Y(r)$ by the usual estimator of point process $K$-functions as described in Section 1. This essentially corresponds to evaluating the integrals/lengths in $\hat{K}_f(r)$ by Monte Carlo integration. Figure 2a shows an illustration of this approximation. The figure shows a step in the process of estimating $\hat{K}_f$: a ball has been placed around a point on a curve (thick line), and the contribution to the estimate for that radius and that point is the number of other points on the other lines.

### 2.3 $K_f$ in terms of curve segments

Let $\Phi = \bigcup_{i=1}^\infty \gamma_i$ where the $\gamma_i$ represent the individual fibers/curve segments and let for a bounded $A$,

$$d_A(\gamma_i, \gamma_j) = \int_{\gamma_i \cap A} \int_{\gamma_j} 1[\|v - u\| \leq r] dudv.$$
Thus, a large value of $d_A(\gamma_i, \gamma_j)$ indicates that $\gamma_i \cap A$ and $\gamma_j$ are ‘close’ so that $d_A$ is a kind of measure of association between $\gamma_i$ and $\gamma_j$. Then

$$\rho K_f(r) = \frac{1}{\rho |A|} \mathbb{E} \left[ \sum_{\gamma_i : \gamma_i \cap A \neq \emptyset} \sum_{\gamma_j} \int_{\gamma_i \cap A} \int_{\gamma_j} 1[||v - u|| \leq r] dv du \right]$$

$$= \frac{1}{\rho |A|} \mathbb{E} \left[ \sum_{\gamma_i : \gamma_i \cap A \neq \emptyset} \sum_{\gamma_j} d_A(\gamma_i, \gamma_j) \right]$$

Thus, $K_f$ can be viewed as a kind of average of $d_A(\gamma_i, \gamma_j)$ for pairs of distinct fibers $\gamma_i$ and $\gamma_j$ in $\Phi$. In this paper, we exploit this point of view by investigating alternative measures of association between fibers.

### 2.4 Some Experiments with Random Curves and $K_f$

We will in the following motivate alternative definitions of $K_f$ by presenting a number of comparable cases in two dimensions.

To generate random curves in $\mathbb{R}^2$, we draw a second-degree polynomial $f : \mathbb{R}^2 \to \mathbb{R}$ with random coefficients $a_i$, and we choose a distribution $p(x, y)$ of initial points. Then we draw $n$ initial points and develop a curve along the gradient field of $f$. Thus, we consider curve pieces that extends beyond the observation window. Examples of this is shown in Figure 3. A Cox process is generated by distributing a random number of points uniformly along each curve. In Figure 4 we show four sets of curves, which will be used as comparison cases throughout this paper. The curves were generated by the same vector field shown in Figure 3 but where the distribution of initial points varies from being essentially uniform or distributed within 7, 2, or 1 localized region. 100 curves were randomly generated for each set. The blue dots show the sample points along the curves, and we use Listing 1 to estimate $K_f$ for these points. The result of 10 experiments, where 100 points were sampled on the same set of curves is shown in Figure 5. All estimates of $K_f$ in these experiments seem to converge to 4 for large values of $r$. This is due to the identical sampling and observation window and that no boundary correction terms are included, thereby
Figure 5: Repeated estimates of $K_f$ for randomly generated points on randomly generated curves. Black shows the theoretical curve for a Poisson process, and each red curve corresponds to an experiment.

implying that there are no points outside the observation window. The estimated $K_f$ for the wide and the narrow cluster (Figure 5a and Figure 5d) shows the expected behavior: For the wide initial set of curves, the $K_f$ initially follows $\pi r^2$, while for the narrow set of curves, the estimated $K_f$ is above $\pi r^2$. The estimates of $K_f$ for 7 regions is disappointingly similar to the those of the wide cluster, indicating that $K_f$ is not well suited to distinguish the clustering behavior of these 2 sets of curves. For clusters, there is some structure in the estimated $K_f$. Nevertheless, by these experiments we are motivated to investigate other functions that are similar to $K_f$, but with better descriptive power.

3 A $K$-function by Morphology: $K_m$

The $K_f$-function essentially measures aggregated curve length within neighborhoods and does not take into account the geometry of the curves. Below we present one of two algorithmically inspired alternatives: An essential part of Ripley’s $K$-function is the distance function, and the statistical power for distinguishing various clustering or repulsion behavior may be increased by incorporating other distance or pseudo-distance measures in the construction of a $K$-function. Thus, for this article, we are less concerned with the measurement theoretic basis and more with the ability of the resulting functions to distinguish groups of curves. Our first alternative to $K_f$ is to replace the point-wise ball of radius $r$ with a dilation of curves with a ball of radius $r$.

Consider a smooth space curve in $c: \mathbb{R} \rightarrow \mathbb{R}^3$ and its length, $\text{len}(c) = \int \|c'(t)\| \, dt$, where $c'$ is the tangent vector of $c$ and $\|c'\|$ is its length. The intersection of a curve with a region of interest $W$ may result in several disjoint curves $c_i$, and we introduce the intersection length as,

$$\text{len}_W(c) = \sum_i \int_{\Gamma_i} \|c'(t)\| \, dt,$$

(2)

where we sum over all intervals $\Gamma_i \subset \mathbb{R}$ for which the curve intersects $W$. We define a curve’s $r$-neighborhood by dilation as the set

$$\mathcal{N}_{r,j} = \mathcal{N}_r(c_j) = c_j \oplus b(0,r),$$

(3)

for a ball of center 0 and radius $r$. Thus, $\mathcal{N}_{r,j}$ is the set of all points closer than $r$ to the curve. For a set of curves $c_j$, $j = 1 \ldots n$, we generalize Ripley’s $K$-function as,

$$K_m(r) = \frac{1}{n\rho} \sum_j \frac{1}{\text{len}_W(c_j)} \sum_{i \neq j} \text{len}_{W \cap \mathcal{N}_{r,j}}(c_i)$$

(4)

where $\rho$ is the mean curve length per unit area.

The geometry is illustrated in Figure 2b. Similarly to Figure 2a, we consider the curve shown as a thick line. The stippled lines parallel to this denotes a dilation with a ball with radius $r$, and the length of the other lines intersection with the region between the two stippled parallel lines are the curve’s contribution to $K_m$. Further, for straight parts of the thick line, the contribution will be close to counting how many neighboring lines there are within a distance $r$ in the normal direction. However, when the thick line has curvature, then neighboring lines are ‘counted’ in a wedge shape, as illustrated by the two stippled straight lines perpendicular to the thick line.
3.1 Some Experiments with Random Curves and $K_m$

We have performed experiments on the same curves described in Section 2.4. We have performed 10 trials with 30 random curves, and the result is shown in Figure 6. Note that in these experiments, we compare full curves with each other instead of points on curves with each other. The spread of the estimates of the $K_m$-by-dilation functions is greater than in Figure 5. This is to be expected since the estimates are based on fewer samples, 30 curves as compared to 100 points. In terms of the shape of $K_m$, we see that Figure 6a is close to linear for all radii. The remaining experiments show a close to linear growth for $r > 2$.

Figure 6b shows a plateau for $r > 0.1$, which is to be expected, since no other clusters are present in the data. Thus, for these cases, $K_m$ much better separates the different clustering behavior of our curves.

4 A $K$-function for Current Metrics: $K_c$

In this section, we will define the $K_c$ by currents, where we replace the Euclidean distance in Listing 1 with that of currents for curves.

4.1 Currents

The theory of currents, see e.g. [5, 6], embed geometric objects, here specifically curves, into vector spaces that appear as dual spaces to a set of test vector fields. This embedding allows structure from the vector space to be carried to the space of curves. Specifically, the currents representation inherits the metric structure of the vector space. We here briefly outline the currents construction referring to the above references for details.

Let $l : I \to \Omega$ denote a $C^1$ line in the domain $\Omega \subseteq \mathbb{R}^d$, and let $v$ be a square integrable vector field on the domain. The assignment $l(v) := \int_I v(x)^T \frac{dl}{dt}(x) d\lambda(x)$ produces a real number: It is the integral over the line of the inner product of the vector field and the derivative $\frac{dl}{dt}(t)$ of the curve evaluated at the point $x \in \Omega$. The integral is with respect to the Lebesgue measure on the line. The use of the inner product makes the assignment linear in $v$.

If we settle on a suitable space $V$ to which $v$ can belong, then the assignment allows $l$ to be seen as a member of the dual space $V^*$. The currents construction is this embedding of $l$ into $V^*$. Note that though any $C^1$ curve can be embedded in $V^*$ in this way, we cannot expect to find a curve representing e.g. an arbitrary linear combination of elements of $V^*$.

If $V$ is a normed space, we can inherit from it a norm on $V^*$ by setting $\|l\|_{V^*} = \sup_{v \in V, \|v\|_V = 1} l(v)$. This gives a metric on the space of curves by setting $d(l_1, l_2) = \|l_1 - l_2\|_{V^*}$. To be more explicit, the currents construction assumes $V$ is a reproducing kernel Hilbert space with reproducing kernel $G : \Omega \times \Omega \to \mathbb{R}^{d \times d}$. Then, for $p \in \Omega$ and $\alpha \in \mathbb{R}^d$, the map $G(\cdot, p)\alpha$ is a vector field on $\Omega$, and elements of $V$ appear as infinite linear combinations of such elements. The reproducing property implies that $V$ has an inner product $\langle \cdot, \cdot \rangle_V$ and that
\[ \langle G(p_1, \cdot)\alpha_1, G(p_2, \cdot)\alpha_2 \rangle_V = \alpha_1^T G(p_1, p_2)\alpha_2. \] (5)

The inner product defines a norm $\|\cdot\|_V$ and metric $d_V$ on $V$.

For currents, the interest is rather $V^*$ than $V$. A special set of elements in $V^*$, the Dirac delta currents $\delta_p^n$, take a role in $V^*$ similar to the vector fields $G(\cdot, p)\alpha$ in $V$. Particularly, we can regard $l$ as an
infinite sum of such currents with the point \( l(t) \) represented by \( \delta_{l(t)} \). \( V^\ast \) inherits the inner product from \( V \) and \((\delta_{p_1}^\alpha, \delta_{p_2}^\alpha)_V = \langle G(p_1, \cdot) \alpha_1, G(p_2, \cdot) \alpha_2 \rangle_V \). If we discretize \( l \) into a finite set of Dirac delta currents \( l \approx \sum_{i=1}^n \delta_{l(t_i)} \) the current norm of \( l \) appears as \( \|l\|^2 \approx \| \sum_{i=1}^n \delta_{l(t_i)} \|^2 = \sum_{i,j=1}^n \ell(t_i)^T G(l(t_i), l(t_j)) \delta(t_j) \). This norm is consistent when we pass to the limit using an infinite number of points to represent \( l \). Note that the points here are oriented because each Dirac delta \( \delta_{l(t_i)} \) carries the derivative of curve in the vector \( l(t_i) \). The currents can be seen as dual spaces to the set of differential \( m \)-forms for any \( m \). The construction, therefore, applies as well to unoriented points \((m = 0)\) and surfaces \((m = 2)\).

The currents norm necessitate a choice of reproducing kernel Hilbert space structure on \( V \). An often used choice is the Gaussian kernel \( G(x,y) = e^{-\frac{(x-y)^2}{\sigma^2}} \) \( \mathrm{Id}_d \) where \( \mathrm{Id}_d \) is the identity matrix on \( \mathbb{R}^d \) and \( \alpha, \sigma \in \mathbb{R} \) the amplitude and variance of the kernel, respectively.

Distance between two discretized curves is defined by the inner product as,

\[
d_c(c_1, c_2) = \left\| \sum_i G(p_{1i}, \cdot) \alpha_{1i} - \sum_j G(p_{2j}, \cdot) \alpha_{2j} \right\|
\]

\[
= \sqrt{\sum_i \sum_j \alpha_{1i}^1 G(p_i, p_j) \alpha_{1j} + \sum_i \sum_j \alpha_{2j}^2 G(p_i, p_j) \alpha_{2j} - 2 \sum_i \sum_j \alpha_i^1 \alpha_j^2 G(p_i, p_j) \alpha_{2j}}.
\]

Finally, we define \( K_c \) as \( d(c_1, c_2) = \min(d(c_1, c_2), d(c_1, -c_2)) \), where \( -c_2 \) is the curve with orientation opposite of \( c_2 \), see also the varifold representation \( [7] \).

The geometry is illustrated in Figure 2c. Similarly to Figure 2a, we consider a step in the process of estimating the \( K_c \): a Gaussian, depicted as a ball, has been placed around the point on a curve (thick line) with its tangent vector at this point shown as a blue arrow. We then consider other points and their tangent vectors, and the dot product of the tangent at the origin and at the other points are in turn calculated and weighted by their distance according to \( G \). As a consequence, the current distant measure emphasizes points on curves in a soft neighborhood that are close to parallel.

4.2 Some Experiments with Random Curves and \( K_c \)

We have performed experiments on the same curves as described in Section 2.4. As in Section 3.1 we performed 10 trials with 30 random curves from the same random set of curves described in Section 2.4. We have used the Gaussian kernel with \( \sigma = 0.5 \) to correspond with the expected size of statistical structures observed in the data. The result is shown in Figure 7. As the experiments with \( K_m \), all curves show a linear increase starting at \( r = 0 \), and superficially, the experiment with 7, 2, and 1 narrow cluster show a stepping like behavior similarly to \( K_m \). However, interpretation of these curves is slightly more complicated, since they describe a mixture of pointwise distance and the dot product of their tangents. Curves that are parallel will have small values of \( \delta \), while curves that are perpendicular will have large distances.

5 Discussion and conclusion

In this article, we have considered Ripley’s \( K \)-function for sets of points and a \( K \)-function, \( K_f \), for curves, and we observed that the two definitions are very similar for a certain type of Cox processes. We also
observed that the definition of $K_f$, given in [1], is not well suited to distinguish simple line patterns, as demonstrated on a small number of cases. This has motivated us to consider two alternative $K$-like functions: $K_m$, which uses mathematical morphology to define pseudo-distance between curves, and $K_c$, which defines distances by currents. Both give rise to $K$-functions that are more descriptive in terms of the simple examples presented. However, they differ in how they interpret the geometry of curves and their relations. Oversimplified examples may shed some light on their differences: Consider two infinite lines in an infinite two-dimensional space crossing at a right angle. The contribution for a point right at the center will for the three $K$-functions be: $K_f(r) = O(r)$, $K_m(r) = \frac{r}{2}$, $K_c(r) = 0$. In contrast, for two infinite parallel lines at distance $d$, for a point on one of the lines, the three $K$-functions will be $K_f(r) = 0$ if $r < d$ else $O(\sqrt{r^2 + d^2})$, $K_m(r) = 0$ if $r < d$ else 1, or $K_c(r) \simeq 0$ if $r < \frac{\sqrt{2\pi}}{\sigma} \exp\left(-\frac{d^2}{2\sigma^2}\right)$ else 1. Thus, for orthogonal lines, $K_f$ and $K_m$ are similar, while for parallel lines, $K_m$ and $K_c$ are similar. All three $K$-functions are highly general, easily defined in higher dimensions and for manifold pieces of higher dimensions. However, it is expected that $K_f$ will be the fastest to compute since it only depends on sampled points on manifold pieces. $K_c$ is also fast to compute for rotational symmetric kernels, which likewise can be approximated by sample points and their tangent space. However, $K_c$ has a free parameter, which require further investigation in order to properly set. The pseudo-distance measure used for $K_m$ has geometrical appeal to these authors, and may have useful applications.

Our future work will focus on studying the relation between the (pseudo-) distance function used, the implied $K$-function, and the statistical problem to be solved.
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