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Abstract. We consider a market with a term structure of credit risky bonds in the single-name case. We aim at minimal assumptions extending existing results in this direction: first, the random field of forward rates is driven by a general semimartingale. Second, the Heath-Jarrow-Morton approach is extended with an additional component capturing those future jumps in the term structure which are visible from the current time. Third, the associated recovery scheme is as general as possible, it is only assumed to be non-increasing. In this general setting we derive generalized drift conditions which characterize when a given measure is a local martingale measure, thus yielding no asymptotic free lunch with vanishing risk (NAFLVR), the right notion for this large financial market to be free of arbitrage.
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1. Introduction

The risk that a counterparty of a financial contract is not able to fulfil its obligations, in other words if it defaults, is in banking known as credit risk. The default of a corporate or sovereign entity might be due to a variety of reasons, e.g. bankruptcy or failure to pay due to deteriorating business conditions. In this work we aim at a general framework for a single-name credit market subject to default risk. In particular, we derive conditions to ensure absence of arbitrage in an extended Heath et al. (1992) (HJM) model allowing for a non-absolutely continuous term structure.

The two main modeling approaches in credit risk are structural models also known as firm-value models and reduced-form models, often also called intensity based approaches. The structural approach was introduced by Merton (1974). Credit events appear in correspondence to the firm’s value relative to some default triggering barrier. The firm’s value is described by a stochastic process. One advantage of the structural approach consists in the economically intuitive picture of the direct connection of default events and the firm’s capital structure. One drawback is that the determination of the firm’s capital structure constitutes a challenging task.

The reduced-form approach was introduced by Jarrow and Turnbull (1995) and Artzner and Delbaen (1995). In this model class the time of default is modeled by an exogenous random variable. The default cannot be predicted and may occur at any time. Typically, one assumes the existence of a default intensity. Extended versions of reduced-form approaches drop the assumption of the existence of a default intensity. This allows to incorporate default at fixed and predictable times with positive probability. In that sense they unify the reduced-form and structural approach.

The literature on defaultable term structure modelling is immense and we refer to Ammann (2001), Schönbucher (2003), Bielecki and Rutkowski (2004), Schmidt and Stute (2004), Duffie and Singleton (2002) and Duffie and Singleton (2009) for an overview. Following the seminal paper Merton (1974), early structural models are treated in Black and Scholes (1973), Black and Cox (1976), Geske (1977) and Geske and Johnson (1984). While the driving processes to model the evolution of the firm’s value in structural models are commonly diffusion processes, Zhou (1997) proposes a jump-diffusion process as driving process and values default-risky securities. Duffie and Lando (2001) and Frey and Schmidt (2009) present structural models that are consistent with a reduced-form approach by considering incomplete information. Cetin et al. (2004) obtain a reduced-form approach from their structural credit risk model by considering a reduced manager information set. In contrast to these structural approaches, the reduced-form setting starts with Jarrow and Turnbull (1995) and Artzner and Delbaen (1995), followed for example by Duffie et al. (1996), Jarrow et al. (1997), Lando (1998), Madan and Unal.
(1998) and Elliott et al. (2000), amongst many other works. Jumps are incorporated in frameworks such as Björk et al. (1997), Eberlein and Özkan (2003), Özkan and Schmidt (2005), Eberlein et al. (2005), Filipović and Tappe (2008), Eberlein and Grbac (2013) or Cuchiero et al. (2016).

The approach which we study here is general enough to encompass both approaches. It appears that Bélinger et al. (2004) is one of the earliest works where this is suggested. Moreover, in discrete time, discontinuities arise naturally in the term structure which was already discussed in Filipović et al. (2002). A more general approach was proposed in Gehmlich and Schmidt (2018). Stochastic discontinuities were covered with random measures for the first time in Fontana and Schmidt (2018) and here we extend these approaches further by allowing for semimartingale processes as drivers for the random fields of forward rates. This significantly increases the amount of technicality of the framework, but reveals the presence of additional terms appearing in the conditions that ensure no-arbitrage. For discontinuities in a setting with two filtrations we refer to Jiao and Li (2015) and Jiao and Li (2018).

The paper is structured as follows: In Section 2 we introduce the basic framework for our setting. We continue by studying the simpler setting with vanishing recovery in Section 3. The main theorem is contained in Section 4, where we allow for a general recovery process. Section 5 concludes.

2. General defaultable term structure modeling

In this section we provide a general modeling framework for credit risky bonds in an extended reduced-form HJM-framework featuring a non-absolutely continuous term structure of credit risky bonds. Our main goal is to propose a general semimartingale framework. Since semimartingales allow for stochastic discontinuities, such an approach necessarily requires an extension of the classical HJM-framework.

We consider a credit risky financial market which contains credit risky bonds for all available maturities. Such a market containing uncountably many traded products is a large financial market and can be tackled with techniques from this strand of literature. This guides us to the economic notion of no-arbitrage for large financial markets, no asymptotic free lunch with vanishing risk (NAFLVR). We use the techniques for term-structure markets developed in Klein et al. (2016) and Cuchiero et al. (2014). A direct application of this general setting (compare Fontana et al. (2020)) yields as a sufficient condition of NAFLVR the existence of an equivalent local martingale measure (ELMM). In the following, we therefore derive necessary and sufficient conditions for a reference probability measure to be a local martingale measure.

2.1. The market of credit risky bonds. We consider an infinite time horizon, while models with a finite time horizon \( T < +\infty \) can be encompassed by stopping the relevant processes at \( T \). We assume that the stochastic basis \( (\Omega, \mathcal{F}, \mathbb{F}, \mathbb{Q}) \) is rich enough for the following processes to exist. We use the convention \( (t, t) = \emptyset \), for all \( t \in \mathbb{R}_+ \). We refer to Jacod and Shiryaev (2003) for the essential tools of stochastic analysis which we require here.

Discounting is done with respect to the bank account
\[
B = \exp\left(\int_0^T r_s \, ds\right),
\]
with a progressive process \( r = (r_t)_{t \geq 0} \) (the short rate) satisfying \( \int_0^T |r_s| \, ds < +\infty \) a.s. for all \( T > 0 \). For practical applications one typically chooses the OIS rate to construct such a numéraire. We remark that \( B \) is a strictly positive, adapted and absolutely continuous process. This assumption could be relaxed, i.e. \( B \) replaced by a general, positive semimartingale at the cost of more involved formulas.

For \( 0 \leq t \leq T \) we denote by \( P(t,T) \) the price at date \( t \) of a credit risky bond with maturity \( T \in \mathbb{R}_+ \). We assume that the credit risky bond price admits the following generalized HJM-representation
\[
P(t,T) = \xi_t \exp\left( -\int_t^T f(t,u) \, du - \int_{(t,T]} g(t,u) \mu_t(\,d\mu) \right),
\]
where \( (f(t,T))_{0 \leq t \leq T} \) and \( (g(t,T))_{0 \leq t \leq T} \) are so-called forward rate processes. The integral with respect to \( \mu_t(\,d\mu) \) encodes all the information received up to date \( t \) about possible future risky dates where default might occur with positive probability. The process \( \xi \) allows for incorporating general recovery schemes.

The HJM formulation, see Heath et al. (1992), assumes absolute continuity and is covered as special case with \( g \equiv 0 \). Here, we extended it in two ways: on the one hand by assuming the forward
rates to be random fields driven by general semimartingales. And on the other hand by introducing the measure-valued process $(\mu_t(du))_{t \in \mathbb{R}}$ encompassing possible singular and jumps part, following Fontana and Schmidt (2018).

The measure-valued process $\mu_t(du) = (\mu_t(du))_{t \in \mathbb{R}}$ is derived from an optional non-negative random measure on $\Omega \times \mathbb{R}_+ \times E$, with $(E, \mathcal{B}_E)$ denoting a Polish space with its Borel sigma-field in the following way:

$$\mu_t(du) := \mu([0,t] \times du).$$

Furthermore, we make the following assumptions.

**Assumption 2.1.** The random measure $\mu(\omega; ds, du)$ is a non-negative optional random measure on $\Omega \times \mathbb{R}_+ \times E$ satisfying

(i) $\mu(\omega; ds, du) = \mathbb{1}_{\{s < u\}}(\mu(\omega; ds, du))$, for all $(s,u) \in [0,T] \times [0,T], T \in \mathbb{R}_+$ and $\omega \in \Omega$;

(ii) there exists a sequence $(\sigma_n)_{n \in \mathbb{N}}$ of stopping times increasing almost surely to infinity such that $\mathbb{E}^\mathbb{Q}[\mu_{\sigma_n}((0,T))] < \infty$ for every $n \in \mathbb{N}$ and $T \in \mathbb{R}_+$.

The first assumption corresponds to the situation that new information arriving at time $s$ only affects the likelihood of default of the future and not of the past. The second assumption is an integrability condition to ensure that the measure $\mu(ds, du)$ is predictably $\sigma$-finite and that the random variable $\mu_{\sigma_n}([0,T])$ is almost surely finite for all $0 \leq t \leq T$ and $T \in \mathbb{R}_+$.

Furthermore, we define for every $T \in \mathbb{R}_+$ the process $\bar{\mu}^{(T)} = (\bar{\mu}_t^{(T)})_{0 \leq t \leq T}$ by

$$\bar{\mu}_t^{(T)} := \mu([0,T] \times [0,t]), \quad \text{for all } t \in [0,T],$$

measuring the effect of risky dates in the period $[0,t]$ on the basis of all available information over the time interval $[0,T]$. Assumption 2.1 ensures that the process $\bar{\mu}^{(T)}$ is predictable and increasing and admits a decomposition in an absolutely continuous part, a singular continuous part and a jump part.

### 2.2. The forward rate processes.

For every $T \in \mathbb{R}_+$, the generalized forward rate processes appearing in (2) are assumed to be general semimartingale random fields of the form

$$f(t,T) = f(0,T) + \int_0^t a(s,T) dA_s + \int_0^t b(s,T) dX_s,$$

$$g(t,T) = g(0,T) + \int_0^t \alpha(s, T) dA_s + \int_0^t \beta(s, T) dX_s,$$

for all $0 \leq t \leq T$, where $X$ is a $\mathbb{R}^d$-valued semimartingale and $A$ a $\mathbb{R}$-valued process of finite variation. Without loss of generality we may assume that $A$ is increasing.

We impose the following assumptions in order to ensure that all integrals in (4) – (5) are well-defined and in order to apply suitable versions of (stochastic) Fubini theorems in the sequel.

**Assumption 2.2.** The following conditions hold a.s.:

(i) the initial forward curves $T \mapsto f(0,T)$ and $T \mapsto g(0,T)$ are real-valued, $\mathcal{F}_0 \otimes \mathcal{B}(\mathbb{R}_+)$-measurable, and satisfy $\int_0^T |f(0,u)| du < +\infty$ and $\int_0^T |g(0,u)| \mu_t(du) < +\infty$ for all $T \in [0,T]$ and $T \in \mathbb{R}_+$;

(ii) the drift processes $\alpha(\cdot; \cdot) : \Omega \times \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}$ and $\alpha(\cdot; \cdot) : \Omega \times \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}$ are real-valued and $\mathcal{O} \otimes \mathcal{B}(\mathbb{R}_+)$-measurable, for every $t \in \mathbb{R}_+$, where $\mathcal{O}$ denotes the optional $\sigma$-field. They satisfy $a(\omega; t,T) = 0$ and $\alpha(\omega; t,T) = 0$ for all $0 \leq T < t < +\infty$, and

$$\int_0^T \int_0^T |\alpha(s,u)| du dA_s < +\infty \quad \text{for all } T \in \mathbb{R}_+,$$

$$\int_0^T \int_0^T |\alpha(s,u)| du |A_s| \mu_t(du) < +\infty \quad \text{for all } 0 \leq t \leq T, T \in \mathbb{R}_+,$$

where $dA_s$ denotes the Stieltjes measure induced by the total variation $|A|$ of $A$;

(iii) the volatility processes $b(\cdot; \cdot) : \Omega \times \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}^d$ and $\beta(\cdot; \cdot) : \Omega \times \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}^d$ are $\mathbb{R}^d$-valued and $\mathcal{P} \otimes \mathcal{B}(\mathbb{R}_+)$-measurable, for every $t \in \mathbb{R}_+$, where $\mathcal{P}$ denotes the predictable $\sigma$-field. They satisfy $b(\omega; t,T) = 0$ and $\beta(\omega; t,T) = 0$ for all $0 \leq T < t < +\infty$, and

$$\left(\int_0^T |b'(s,u)|^2 du\right)^{1/2} \in L(X^i),$$
\[
\left( \int_0^T |\beta'(s,u)|^2 \mu_s(du) \right)^{\frac{1}{2}} \in L(X'),
\]

for all \( T \in \mathbb{R}_+ \), and \( i = 1, \ldots, d \), where \( L(X') \) denotes the set of processes which are integrable with respect to \( X' \).

We note that the second integrability condition from Assumption 2.2 (ii) and (iii) ensures the integrability of some integrals in Lemma 3.1.

We impose in addition the following assumptions in order to ensure the interchangeability of some integrals in the following calculations.

**Assumption 2.3.** The following conditions hold a.s.:

(i) for all \( s \leq t \leq T \) and \( T \in \mathbb{R}_+ \) it holds that
\[
\int_0^t \int_0^T \int_s^t 1_{[0,u)}(v-)\alpha(v,u)\mu(ds,du) = \int_0^t \int_0^T \int_0^v 1_{[0,u)}(v-)\alpha(v,u)\mu(ds,du)dA_v;
\]

(ii) furthermore, for all \( s \leq t \leq T \) and \( T \in \mathbb{R}_+ \) it holds that
\[
\int_0^t \int_0^T \int_s^t 1_{[0,u)}(v-)\beta(v,u)dX_v\mu(ds,du) = \int_0^t \int_0^v \int_0^T 1_{[0,u)}(v-)\beta(v,u)\mu(ds,du)dX_v.
\]

We set for all \( 0 \leq t \leq T \) and \( T \in \mathbb{R}_+ \),
\[
\begin{align*}
\tilde{a}(t,T) &:= \int_t^T a(t,u)du, \\
\tilde{b}(t,T) &:= \int_t^T b(t,u)du, \\
\tilde{\alpha}(t,T) &:= \int_t^T \alpha(t,u)\mu_t(du), \\
\tilde{\beta}(t,T) &:= \int_t^T \beta(t,u)\mu_t(du),
\end{align*}
\]

and
\[
\begin{align*}
\tilde{A}(t,T) &:= \tilde{a}(t,T) + \tilde{\alpha}(t,T) = \int_t^T a(t,u)du + \int_t^T \alpha(t,u)\mu_t(du), \\
\tilde{B}(t,T) &:= \tilde{b}(t,T) + \tilde{\beta}(t,T) = \int_t^T b(t,u)du + \int_t^T \beta(t,u)\mu_t(du).
\end{align*}
\]

It remains to specify the process \( \xi = (\xi_t)_{t \geq 0} \) from the bond price specification in Equation (2), controlling the recovery property. We distinguish two cases. First, we consider the simpler case of zero recovery in Section 3. The general case is treated in the following Section 4.

### 3. Defaultable Term Structure Modeling with Zero Recovery

Default recovery is the first step in studying credit risky markets. Here the assumption is that at a general stopping time \( \tau \), the default time, the company defaults and the credit risky bond becomes worthless. Combining this with a recovery which is no longer subject to default, i.e. relying on the interest rate market, leads to the so-called class of recovery of face-value approaches. Here we consider a fully general approach for the stopping time.

The only assumption we make is that the default time \( \tau \) is an \( \mathcal{F} \)-stopping time. Since the default of a company is public information this is very reasonable. We define the associated default indicator process \( H = (H_t)_{0 \leq t \leq T} \) by
\[
H_t = 1_{\{\tau \leq t\}}, \quad \text{for } 0 \leq t \leq T \text{ and } T \in \mathbb{R}_+.
\]

Since we are working under zero recovery in this section, we assume
\[
\xi = (1 - H).
\]
For the following we introduce the following notation:

\[ P(t, T) = (1 - H_t) F(t, T) G(t, T), \]

where the random fields \( F \) and \( G \) are induced by the forward rates \( f \) and \( g \),

\[ F(t, T) := \exp \left( - \int_t^T f(t, u) \, du \right) \]

and

\[ G(t, T) := \exp \left( - \int_{[t, T]} g(t, u) \mu_t(du) \right). \]

A first result provides an alternative representation of credit risky bond prices \( P(t, T) \).

**Lemma 3.1.** Suppose that Assumptions 2.1 – 2.3 hold. Under zero recovery, and for every \( T > 0 \), the process \( (P(t, T))_{0 \leq t \leq T} \) admits the representation

\[ P(t, T) = (1 - H_t) \exp(X_t^{(T)}), \quad \text{for all } 0 \leq t \leq T, \]

where the semimartingale \( X^{(T)} = (X^{(T)}_t)_{0 \leq t \leq T} \) is defined by

\[ X_t^{(T)} := \int_0^t f(s, s) \, ds - \int_0^t f(0, u) \, du - \int_0^t \bar{A}(s, T) \, dA_s - \int_{[0, T]} \bar{B}(s, T) \, dA_s \]

\[ - \int_0^t \int_{[s, T]} g(s, u) \mu(ds, du) + \int_0^t g(s, s) \bar{d} \mu_s^{(T)}. \]

**Proof.** For every \( T \in \mathbb{R}_+ \), we define the process \( X^{(T)} = (X^{(T)}_t)_{0 \leq t \leq T} \) as

\[ X_t^{(T)} := \log(P(t, T)) - \log(1 - H_t) = \log(F(t, T)) + \log(G(t, T)). \]

In a first step we calculate an alternative representation of \( \log(F(t, T)) \). For this purpose, note that

\[ \int_t^T f(t, u) \, du = \int_0^T f(0, u) \, du + \int_0^t \bar{A}(s, T) \, dA_s + \int_0^t \bar{B}(s, T) \, dA_s - \int_0^t f(u, u) \, du, \]

following Heath et al. (1992) with the slight generalization replacing the Lebesgue measure in the second integral by \( dA \). The application of the stochastic Fubini Theorem (Protter (2004), Theorem IV.65) is justified due to Assumption 2.2.

In the next step, we derive a representation of \( G(t, T) \). Decompose the semimartingale \( X = M + \bar{A} \) into a local martingale \( M \) and a process of finite variation \( \bar{A} \). The integral \( \int_0^t \beta(s, T) \, dA_s \) is well-defined for every \( T \in \mathbb{R}_+ \) due to H"older’s inequality, Assumption 2.1 (ii), and Assumption 2.2 (iii). Indeed, it holds for every \( i = 1, \ldots, d \)

\[ \int_0^T (\beta^i(s, T))^2 \, d(M^i)_s = \int_0^T \left( \int_0^T \beta^i(s, u) \mu_s(du) \right)^2 \, d(M^i)_s \leq \mu_T([0, T]) \int_0^T \int_0^T |\beta^i(s, u)|^2 \mu_s(du) \, d(M^i)_s < +\infty. \]

Due to the definition of the process \( \mu(du) = (\mu_t(du))_{t \geq 0} \) it holds that

\[ - \log G(t, T) = \int_{[t, T]} g(t, u) \mu_t(du) = \int_0^t \int_{[t, T]} g(t, u) \mu(ds, du) \]

\[ = \int_0^t \int_0^T 1_{(u, \infty)} g(t, u) \mu(ds, du). \]

Integration by parts and Equation (5) yield

\[ 1_{[0, u]}(t) g(t, u) = g(0, u) + \int_0^t 1_{[0, u]}(v-) dg(v, u) \]

\[ + \int_0^t g(v-, u) d(1_{[0, u]}(v)) + [1_{[0, u]}(\cdot), g(\cdot, u)]_t \]

\[ = g(0, u) + \int_0^t 1_{[0, u]}(v-) \alpha(v, u) \, dA_v \]

\[ + \int_0^t 1_{(0, u)}(v-) \beta(v, u) \, dX_v - g(u-, u) 1_{(u, \infty)} + [1_{[0, u]}(\cdot), g(\cdot, u)]_t. \]
where both integrals are well-defined due to Assumption 2.2. Now combine (12) and (13) which leads to
\[
\int_{[t,T]} g(t,u)\mu(du) = \int_t^T \int_0^T g(0,u)\mu(ds, du) \\
+ \int_t^T \int_0^T \int_0^t \mathbb{I}_{[0,u]}(v^-)\alpha(v,u)dA_v\mu(ds, du) \\
+ \int_t^T \int_0^T \int_0^t \mathbb{I}_{[0,u]}(v^-)\beta(v,u)dX_v\mu(ds, du) \\
- \int_t^T \int_0^T g(u^-, u)\mathbb{I}_{(u\leq t)}\mu(ds, du) \\
+ \int_t^T \int_0^T \mathbb{I}_{[0,u]}(\cdot,\cdot)g(\cdot,\cdot)\mu(ds, du)
\]
\[
=: (i) + (ii) + (iii) + (iv) + (v).  \tag{14}
\]

We study the terms separately. Regarding (ii), note that \(\int_0^t \mathbb{I}_{[0,u]}(v^-)\alpha(v,u)dA_v = \int_{(0,t]} \mathbb{I}_{[0,u]}(v^-)\alpha(v,u)dA_v.\)
By means of (6),
\[
(ii) = \int_0^t \int_0^T \int_0^s \mathbb{I}_{[0,u]}(v^-)\alpha(v,u)dA_v\mu(ds, du) \\
+ \int_0^t \int_0^T \int_s^T \mathbb{I}_{[0,u]}(v^-)\alpha(v,u)dA_v\mu(ds, du) \\
= \int_0^t \int_0^T \int_0^s \mathbb{I}_{[0,u]}(v^-)\alpha(v,u)dA_v\mu(ds, du) + \int_0^t \int_0^T \alpha(v,u)\mu_v(du)\mu(ds, du) \\
= \int_0^t \int_0^T \int_0^s \mathbb{I}_{[0,u]}(v^-)\alpha(v,u)dA_v\mu(ds, du) + \int_0^t \alpha(v,T)dA_v.  \tag{15}
\]

Similarly,
\[
(iii) = \int_0^t \int_0^T \int_0^s \mathbb{I}_{[0,u]}(v^-)\beta(v,u)dX_v\mu(ds, du) + \int_0^t \beta(v,T)dX_v.
\]

We rearrange (13) to obtain
\[
\int_0^s \mathbb{I}_{[0,u]}(v^-)\alpha(v,u)dA_v + \int_0^s \mathbb{I}_{[0,u]}(v^-)\beta(v,u)dX_v + \left[\mathbb{I}_{[0,u]}(\cdot,\cdot)g(\cdot,\cdot)\right]_s \\
= \mathbb{I}_{[0,u]}(s)g(s,u) - \int_0^u \mu_v(du) + g(u^-, u)\mathbb{I}_{(u\leq s)}.  \tag{16}
\]

Summarizing the previous results, we obtain for (14)
\[
\int_{[t,T]} g(t,u)\mu(du) = \int_t^T \int_0^T g(0,u)\mu(ds, du) + \int_t^T \alpha(v,T)dA_v \\
+ \int_t^T \beta(v,T)dX_v + \int_0^T \int_0^s \mathbb{I}_{[0,u]}(s)g(s,u)\mu(ds, du) \\
- \int_0^t \int_0^T g(0,u)\mu(ds, du) + \int_0^t \int_0^T g(u^-, u)\mathbb{I}_{(u\leq t)}\mu(ds, du) \\
- \int_0^t \int_0^T g(u^-, u)\mathbb{I}_{(u\leq t)}\mu(ds, du) \\
+ \int_0^t \alpha(v,T)dA_v + \int_0^t \beta(v,T)dX_v + \int_0^t \int_0^T \mathbb{I}_{[0,u]}(s)g(s,u)\mu(ds, du) \\
- \int_0^t \int_0^T \mathbb{I}_{(t,s]}(u)g(u^-, u)\mu(ds, du).  \tag{17}
\]

By Assumption 2.1 (i) and the definition of the process \(\tilde{\mu}^{(T)}\), we obtain
\[
\int_0^t \int_0^T \mathbb{I}_{(s,t]}(u)g(u^-, u)\mu(ds, du) = \int_0^t \int_{(s,t]} g(u^-, u)\mu(ds, du) \\
= \int_0^t \int_0^T g(u^-, u)\mu(ds, du) = \int_0^T \int_0^T g(u^-, u)\mu(ds, du) = \int_0^T g(u^-, u)d\tilde{\mu}^{(T)}.
\]
Finally, combining the calculations, we obtain
\[
\log G(t, T) = - \int_{(t, T]} g(t, u) \mu_t(du)
\]
\[
= - \int_0^t \tilde{\alpha}(s, T)dA_s - \int_0^t \tilde{\beta}(s, T)dX_s - \int_0^t \int_{(s, T]} g(s, u)\mu(ds, du) + \int_0^t g(u, u)d\tilde{\mu}_u^{(T)},
\]
which concludes the proof.

For the semimartingale property we note that \(\tilde{\mu}^{(T)}\) is a predictable and increasing process, see Fontana and Schmidt (2018, Lemma 2.5). Therefore, the process \(\int_0^s \int_{(s, T]} g^*(s, u)\mu(ds, du)\) is a non-negative optional random measure. Hence, \(\int_0^s \int_{(s, T]} g(s, u)\mu(ds, du)\) is of finite variation.

In a next step we intend to find an alternative representation for the defaultable bond price \(P(t, T)\) as a stochastic exponential.

**Lemma 3.2.** Suppose that Assumptions 2.1–2.3 hold. Under zero recovery, the credit risky bond price \(P(t, T)\) can be represented as

\[
P(t, T) = \mathbb{E} \left( \tilde{X}^{(T)} - H - [\tilde{X}^{(T)}, H] \right), \quad \text{for each } 0 \leq t \leq T,
\]

where, for each \(T \geq 0\) the process \((\tilde{X}^{(T)}_t)_{t \leq T}\) is defined as

\[
\tilde{X}^{(T)}_t = X^{(T)}_t + \frac{1}{2} \int_0^t \left( \tilde{B}(s, T) \right)^2 d(X^c)_s
\]
\[+ \sum_{0 \leq s \leq t} \left( -1 + \tilde{A}(s, T)\Delta A_s + \tilde{B}(s, T)\Delta X_s + \int_{(s, T]} g(s, u)\mu(ds, du) - g(s, s)\Delta \tilde{\mu}^{(T)}_s \right)
\[+ e^{-\tilde{A}(s, T)\Delta A_s - \tilde{B}(s, T)\Delta X_s - \int_{(s, T]} g(s, u)\mu(ds, du)} g(s, s)\Delta \tilde{\mu}^{(T)}_s \right).
\]

**Proof.** The process \((H_t)_{t \leq T}\) is a jump process with one single jump of the size one, such that it follows by means of the definition of the stochastic exponential, see Jacod and Shiryaev (2003, II-8.2), and by noting that \(\Delta H_t = \mathbb{1}_{\{T = t\}}\), that

\[
1 - H_t = \mathbb{1}_{\{T = t\}} = \prod_{0 \leq s \leq t} (1 - \Delta H_s) = e^{H_0 - H_t} \prod_{0 \leq s \leq t} (1 - \Delta H_s) e^{\Delta H_s} = \mathbb{E}(-H)_t.
\]

Due to Theorem II-8.10 from Jacod and Shiryaev (2003) we can transform \(\exp(X^{(T)}_t)\) from the representation of Lemma 3.1 to a stochastic exponential, \(\exp(X^{(T)}_t) = \mathbb{E}(\tilde{X}^{(T)}_t)\), with

\[
\tilde{X}^{(T)}_t = X^{(T)}_t + \frac{1}{2} \left( \langle X^{(T)}(c), (X^{(T)}(c))^c \rangle_t + (e^x - 1 - x) \ast \mu^{(X^{(T)})}_t\right),
\]

where we denote by \(\mu^{(X^{(T)})}\) the random jump measure of \(X^{(T)}\), in the sense of Jacod and Shiryaev (2003, Proposition II-1.16). Due to Lemma 2.4 in Fontana and Schmidt (2018), and keeping in mind that the continuous local martingale part of a finite variation process is zero, one observes that the quadratic variation \(\langle (X^{(T)}(c), (X^{(T)}(c))^c) \rangle_t\) simplifies to:

\[
\langle (X^{(T)}(c), (X^{(T)}(c))^c) \rangle_t = \int_0^t \left( \tilde{B}(s, T) \right)^2 d(X^c)_s.
\]

As a next intermediate step we calculate the jumps of \(X^{(T)}_t\),

\[
\Delta X^{(T)}_t = -\tilde{A}(t, T)\Delta A_t - \tilde{B}(t, T)\Delta X_t - \int_{(t, T]} g(t, u)\mu(ds, du) + g(t, -t)\Delta \tilde{\mu}^{(T)}_t.
\]

Inserting those calculations in equation (19) we obtain

\[
\tilde{X}^{(T)}_t = X^{(T)}_t + \frac{1}{2} \int_0^t \left( \tilde{B}(s, T) \right)^2 d(X^c)_s + \sum_{0 \leq s \leq t} \left( -1 + \tilde{A}(s, T)\Delta A_s + \tilde{B}(s, T)\Delta X_s + \int_{(s, T]} g(s, u)\mu(ds, du) - g(s, s)\Delta \tilde{\mu}^{(T)}_s \right)
\[+ e^{-\tilde{A}(s, T)\Delta A_s - \tilde{B}(s, T)\Delta X_s - \int_{(s, T]} g(s, u)\mu(ds, du)} g(s, s)\Delta \tilde{\mu}^{(T)}_s \right).
\]
With the previous calculation and Yor’s formula, see Jacod and Shiryaev (2003, II-8.19), the defaultable bond price $P(t, T)$ can be written as stochastic exponential

$$P(t, T) = (1 - H_t) \exp\left( X^{(T)}_t \right) = \mathcal{E}(\mathcal{H}_t) \mathcal{E}\left( \tilde{X}^{(T)}_t \right),$$

which completes the proof. \(\Box\)

As preparation for the next Theorem, containing the main results of this Section, we analyse the semimartingale $\tilde{X}^{(T)} = H - [\tilde{X}^{(T)}, H]$ in the sense that we want to consider separately local martingale parts and finite variation parts. We have the following decompositions for our finite variation processes into an absolutely continuous part, a singular continuous part and a jump part. The process $\tilde{A}$ admits the representation

$$\tilde{A}_t = \int_0^t A^{ac}_s ds + A^{sing}_t + \sum_{0 < s \leq t} \Delta \tilde{A}_s, \quad \text{for all } t \geq 0,$$

where $(A^{ac}_t)_{t \geq 0}$ is a non-negative predictable process such that $\int_0^t |A^{ac}_s| ds < \infty$ and $(A^{sing}_t)_{t \geq 0}$ is an increasing and continuous process with $A^{sing}_0 = 0$ such that $dA^{sing}_t(\omega) \perp ds$, for almost all $\omega \in \Omega$. For the $d$-dimensional semimartingale we find the decomposition $X = X^c + X^d + \tilde{A}$, where $X^c$ is the continuous local martingale part, $X^d$ a purely discontinuous local martingale, and $\tilde{A}$ a process of finite variation. The process $\tilde{A}$ admits the following representation

$$\bar{A}_t = \int_0^t A^{ac}_s ds + \bar{A}^{sing}_t + \sum_{0 < s \leq t} \Delta \bar{A}_s, \quad \text{for all } t \geq 0,$$

where $(\bar{A}^{ac}_t)_{t \geq 0}$ is a non-negative predictable process such that $\int_0^t |\bar{A}^{ac}_s| ds < \infty$ and $(\bar{A}^{sing}_t)_{t \geq 0}$ is an increasing and continuous process with $\bar{A}^{sing}_0 = 0$ such that $d\bar{A}^{sing}_t(\omega) \perp ds$, for almost all $\omega \in \Omega$. Moreover, since $(X^c)$ is of finite variation and continuous, $(X^c)$ can be written as

$$(X^c)_t = \int_0^t \psi_s ds + \zeta_t, \quad \text{for all } t \geq 0,$$

with a non-negative predictable process $(\psi_t)_{t \geq 0}$ such that $\int_0^t |\psi_s| ds < \infty$ and an increasing and continuous process $(\zeta_t)_{t \geq 0}$ with $\zeta_0 = 0$ such that $d\zeta_s(\omega) \perp ds$, for almost all $\omega \in \Omega$. Furthermore, Fontana and Schmidt (2018, Lemma 2.5) yields that the predictable and increasing process $\bar{\mu}^{(T)}$ admits the unique decomposition

$$\bar{\mu}^{(T)}_t = \int_0^t m_s ds + \nu_t + \sum_{0 < s \leq t} \Delta \bar{\mu}^{(T)}_s, \quad \text{for all } t \in [0, T], \ T \in \mathbb{R}_+,$$

where $(m_t)_{0 \leq t \leq T}$ is a non-negative and predictable process satisfying $\int_0^T m_s ds < +\infty$ a.s. and $(\nu_t)_{0 \leq t \leq T}$ is an increasing and continuous process with $\nu_0 = 0$ such that $d\nu_s(\omega) \perp ds$, for almost all $\omega \in \Omega$.

Moreover, we introduce for each $T \in \mathbb{R}_+$ the process $Y^{(T)} = (Y^{(T)}_t)_{0 \leq t \leq T}$ defined as

$$Y^{(T)}_t := \int_0^t \int_0^T g(s, u)\mu(ds, du) + \int_0^t \bar{A}(s, T)dA_s + \int_0^t \bar{B}(s, T)dX_s,$$

(25)

For the benefit of a more compact notation we define the following functions $W^{(1)}: \Omega \times \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}$, $W^{(2)}: \Omega \times \mathbb{R}_+ \times \mathbb{R} \times \{0, 1\} \to \mathbb{R}$ as

$$W^{(1)}(\omega; s, y) := e^{g(\omega; s, s)\Delta \mu^{(T)}_s(\omega)}(e^{-y} - 1),$$

$$W^{(2)}(\omega; s, y, z) := W^{(1)}(\omega; s, y)z.$$

(26)

The functions $W^{(1)}$ and $W^{(2)}$ are $\mathcal{P} \otimes \mathcal{B}(\mathbb{R})$-measurable and $\mathcal{P} \otimes \mathcal{B}(\mathbb{R} \times \{0, 1\})$-measurable, respectively. We assume that $W^{(1)} \in G_{uc}(\mu^{Y^{(T)}}, \tilde{\nu}^{(T)})$, ensuring that $W^{(1)} * \mu^{Y^{(T)}}$ makes sense as an integral with respect to the random measure $\mu^{Y^{(T)}}$ and we have

$$\left( W^{(1)} * \mu^{Y^{(T)}} \right)_t = \sum_{0 < s \leq t} e^{g(s, s)\Delta \mu^{(T)}_s}(e^{- \int_0^s g(u, s)\mu(ds, du)} - \bar{A}(s, T)\Delta A_s - \bar{B}(s, T)\Delta X_s - 1),$$

(27)
with the integer-valued random measure $\mu_Y(t)$ of the semimartingale $Y(t)$, in the sense of Jacod and Shiryaev (2003, Proposition II-1.16), with compensator $\mu^b_Y(t)$. Moreover, we note that $W(2) * \mu^{Y(t),H}_t$ is integrable since $H$ is a single jump process and we have
\[
(W(2) * \mu^{Y(t),H}_t)_t = \sum_{0<s<t} e^{-\int_0^T g(s,u)\lambda(s)du} \left( e^{-\int_0^T g(s,u)\mu((s)_<)du} - \tilde{A}(s,T)\Delta A_s - \tilde{B}(s)\Delta X_s - 1 \right) \Delta H_s, \tag{28}
\]
with the integer-valued random measure $\mu^{Y(t),H}_t$ of the semimartingale $(Y(t),H)$. Some calculations show by means of Jacod and Shiryaev (2003) III-6.22 a), the definition of the process $\tilde{X}(t)$ in Lemma 3.2, and Equations (21) – (28) that the semimartingale $\tilde{X}(t) - H = [\tilde{X}(t),H]$ admits the decomposition
\[
\tilde{X}(t) - H = [\tilde{X}(t),H]_t = -\int_0^t \tilde{B}(s,T)dX^d_s + \int_0^t f(s,s)ds
- \int_0^t \tilde{A}(s,T)A^{ac}_s ds
- \int_0^t \tilde{B}(s,T)\tilde{A}^{ac}_s ds
- \int_0^t g(s,s)m_ac ds + \int_0^t g(s,s)\lambda ds
+ \frac{1}{2} \int_0^t (\tilde{B}(s,T))^2 \psi ds + \frac{1}{2} \int_0^t (\tilde{B}(s,T))^2 d\zeta_s
+ \sum_{0<s<t} \left( (e^{-\int_0^T g(s,u)\lambda(s)du} - 1)(1 - \Delta H_s) + \tilde{B}(s,T)\Delta X^d_s \right)
- H_t + (W(1) * \mu^{Y(t)}_t)_t - (W(2) * \mu^{Y(t),H}_t)_t, \tag{29}
\]
where we denote by $\mu^{Y(t)}_t$ the integer-valued random measure of the semimartingale $Y(t)$ with compensator $\mu^b_Y(t)$. In addition $\mu^{Y(t),H}_t$ denotes the integer-valued random measure of the semimartingale $(Y(t),H)$. With decomposition (29) of the semimartingale $\tilde{X}(t) - H = [\tilde{X}(t),H]$ defining the representation of the defaultable bond price $P(t,T)$ as stochastic exponential (18), we are now in a position to proof our main Theorem 3.3.

Theorem 3.3 generalizes Fontana and Schmidt (2018, Theorem 3.4), considering the present setting in the special case where the forward rates are driven by continuous Itô-processes. The following result provides necessary and sufficient conditions for the reference probability measure $Q$ to be an ELMM for the credit risky financial market with respect to the numéraire $B = \exp(\int_0^T r_t dt)$. It turns out that in order to ensure no arbitrage in the case of forward rates driven by general non-continuous semimartingales, there is the need of compensating terms, arising in addition to the classical HJM conditions.

As a preliminary, we recall Fontana and Schmidt (2018, Lemma 2.1), stating that the compensator $H^p$ of the default indicator process, admits a unique decomposition
\[
H^p_t = \int_0^t h_s ds + \lambda_t + \sum_{0<s<t} \Delta H^p_s, \tag{30}
\]
where $(h_t)_{t \geq 0}$ is a non-negative predictable process such that $\int_0^T h_s ds < +\infty$ almost surely and $(\lambda_t)_{t \geq 0}$ is an increasing continuous process with $\lambda_0 = 0$ such that $d\lambda_t(\omega) \perp ds$, almost for all $\omega \in \Omega$.

**Theorem 3.3.** Suppose that Assumptions 2.1 – 2.3 hold and consider the zero-recovery case. Let $W(1)$ and $W(2)$ be defined as in (26). Then $Q$ is an ELMM for the credit risky financial market with respect to the numéraire $B = \exp(\int_0^T r_t dt)$, if and only if
\[
\sum_{0<s<t} \left( (e^{-\int_0^s g(s,u)\lambda(u)du} - 1)(1 - \Delta H_s) + \tilde{B}(s,T)\Delta X^d_s \right) \in A_{loc}, \tag{31}
\]
a.s for every $T \in \mathbb{R}_+$ and the following conditions hold almost surely:
(i) for all $0 \leq t \leq T$ and $T \in \mathbb{R}_+$, it holds that
\[
\Delta H_t^p = 1 - e^{-g(t-\cdot,\cdot)\Delta \tilde\alpha_t^{(T)}} \left[ 1 - \Delta \left( \sum_{0<s<t} \tilde B(s,T) \Delta X_s^d \right)_t^p - \Delta (W^{(1)} * \mu^{p,Y(T)})_t 
+ \Delta (W^{(2)} * \mu^{p,(Y(T),H)})_t \right].
\]

(ii) for all $T \in \mathbb{R}_+$ and for Lebesgue almost every $t \in [0,T]$, it holds that
\[
r_t = f(t,t) - \tilde A(t,T) \tilde A^ac_t - \left( \int_0^t \int_{(s,T]} g(s,u) \mu(ds,du) \right)_t^ac + g(t-,t) m_t - b_t
- \hat B(t,T) \tilde A^ac_t + \frac{1}{2} \hat B(t,T)^2 \psi_t + (W^{(1)} * \mu^{p,Y(T)})_t^ac
- (W^{(2)} * \mu^{p,(Y(T),H)})_t^ac + \left( \sum_{0<s<t} \tilde B(s,T) \Delta X_s^d \right)_t^{p,ac};
\]

(iii) for all $0 \leq t \leq T$, $T \in \mathbb{R}_+$, it holds that
\[
\lambda_t = \int_0^t g(s-,s) ds_t - \int_0^t \tilde A(s,T) d\tilde A^\text{sing}_s - \int_0^t \tilde B(s,T) d\tilde A^\text{sing}_s
- \left( \int_0^t \int_{(s,T]} g(s,u) \mu(ds,du) \right)_t^\text{sing} + \frac{1}{2} \int_0^t (\tilde B(s,T))^2 ds_t
+ (W^{(1)} * \mu^{p,Y(T)})_t^\text{sing} - (W^{(2)} * \mu^{p,(Y(T),H)})_t^\text{sing}
+ \left( \sum_{0<s<t} \tilde B(s,T) \Delta X_s^d \right)_t^{b,\text{sing}}.
\]

The first condition is directed at the jump parts of the semimartingale describing discounted bond prices. It describes that the jumps of the default compensator are in a precise connection with the jumps of the process $\mu^{(T)}$ and our driving processes $X$ and $A$ of the forward rates. The second condition arises from the absolutely continuous part of the semimartingale describing discounted bond prices and is a generalization of the well known drift condition of the HJM framework. The third condition poses a requirement for the singular continuous part of the semimartingale describing discounted bond prices and states a precise matching condition of the singular part of the default compensator and the singular parts from the remaining processes. Due to the generality of the setting, the conditions of Theorem 3.3 are quite involved.

Proof. By definition, $Q$ is an ELMM with respect to the numeraire $B$ if and only if $P(\cdot,T)/B$ is a Q-local martingale for every $T \in \mathbb{R}_+$. By means of Lemma 3.2, the definition of the numeraire, see (1), and Yor’s formula, see Jacod and Shiryaev (2003, II-8.19), discounted credit risky bond prices can be represented as
\[
\frac{P(t,T)}{B_t} = \frac{\mathcal{E}(\tilde X^{(T)} - H - [\tilde X^{(T)},H])_t}{\mathcal{E}(\int_0^t r_s ds)_t}
= \mathcal{E}(\tilde X^{(T)} - H - [\tilde X^{(T)},H])_t \mathcal{E}\left( - \int_0^t r_s ds \right)_t
= \mathcal{E}\left( \tilde X^{(T)} - H - [\tilde X^{(T)},H] - \int_0^t r_s ds \right)_t.
\]

The process $(P(t,T)/B_t)_{0 \leq t \leq T}$ is a Q-local martingale, for every $T \in \mathbb{R}_+$, if and only if the predictable finite variation term of the semimartingale $X^{(T)} - H - [X^{(T)},H] - \int_0^t r_s ds$ vanish.

First, we assume that $P(\cdot,T)/B$ is a Q-local martingale, for every $T \in \mathbb{R}_+$. By Jacod and Shiryaev (2003, I-3,11) the finite variation part of (32) is of locally integrable variation. By compensating the process $H$ and keeping in mind the decomposition of the compensator of the default indicator process
We continue with the second step and investigate the continuous singular part of the finite variation term appearing in (33) and it follows that

\[
0 = - \int_0^t \bar{A}(s,T) dA_s^{\text{sing}} - \int_0^t \bar{B}(s,T) dA_s^{\text{sing}} - \left( \int_0^t \int_{[s,T]} g(s,u) \mu(ds,du) \right)^{\text{sing}}_t \\
+ \int_0^t g(s-,s) ds + \frac{1}{2} \int_0^t (\bar{B}(s,T))^2 d\zeta_s + (W^{(1)} \ast \mu^{p,Y(T)})_t^s + \left( \sum_{0 < s \leq \xi} \bar{B}(s,T) \Delta X_s^{d} \right)^{p,\text{sing}}_t - (W^{(2)} \ast \mu^{p,(Y(T),H)})_t^s.
\]

which corresponds to condition (i).

We continue with the second step and investigate the continuous singular part of the finite variation term appearing in (33) and it follows that

\[
(30) \text{ we obtain}
\]

\[
\sum_{0 < s \leq t} (e^{g(s-,s)\Delta \mu_t(\tau)} - 1) \Delta H_s = \int_0^t (e^{g(s-,s)\Delta \mu_t(\tau)} - 1) dH_s
\]

\[
= (\text{local martingale})_t + \int_0^t (e^{g(s-,s)\Delta \mu_t(\tau)} - 1) dH^p_s
\]

\[
= (\text{local martingale})_t + \sum_{0 < s \leq t} (e^{g(s-,s)\Delta \mu_t(\tau)} - 1) \Delta H^p_s.
\]

As can now be deduced from the representation (29) by compensating \( H, W^{(1)} \ast \mu^{Y(T)} \) and \( W^{(2)} \ast \mu^{(Y(T),H)} \), it holds that

\[
\tilde{X}_t(\tau) - H_t - [\tilde{X}(\tau),H] - \int_0^t \bar{r}_s ds = M(t,T)
\]

\[
- \int_0^t r_s ds + \int_0^t f(s,s) ds - \int_0^t \bar{A}(s,T) A_s^{\text{ac}} ds - \int_0^t \bar{A}(s,T) dA_s^{\text{sing}}
\]

\[
- \int_0^t \bar{B}(s,T) A_s^{\text{ac}} ds - \int_0^t \bar{B}(s,T) dA_s^{\text{sing}}
\]

\[
- \left( \int_0^t \int_{(s,T]} g(s,u) \mu(ds,du) \right)^{\text{cont}}_t + \int_0^t g(s-,s) m_s ds + \int_0^t g(s-,s) dv_s
\]

\[
+ \frac{1}{2} \int_0^t (\bar{B}(s,T))^2 d\zeta_s + \frac{1}{2} \int_0^t (\bar{B}(s,T))^2 d\zeta_s
\]

\[
- \int_0^t h_s ds - \lambda_t + \sum_{0 < s \leq t} \left[ (e^{g(s-,s)\Delta \mu_t(\tau)} - 1) (1 - \Delta H^p_s) - \Delta H^p_s \right]
\]

\[
+ \left( \sum_{0 < s \leq t} \bar{B}(s,T) \Delta X_s^{d} \right)^{p,\text{sing}}_t + (W^{(1)} \ast \mu^{p,Y(T)})_t - (W^{(2)} \ast \mu^{p,(Y(T),H)})_t,
\]

(33) where \( M(\cdot,T) \) denotes the local martingale

\[
M(t,T) = - \int_0^T f(u,0) du - \int_0^t \bar{B}(s,T) d(X_s^{c} + X_s^{d}) - (H_t - H^p_t)
\]

\[
+ \int_0^t (e^{g(s-,s)\Delta \mu_t(\tau)} - 1) dH_s - \int_0^t (e^{g(s-,s)\Delta \mu_t(\tau)} - 1) dH^p_s
\]

\[
+ \sum_{0 < s \leq t} \bar{B}(s,T) \Delta X_s^{d} \left( \sum_{0 < s \leq t} \bar{B}(s,T) \Delta X_s^{d} \right)^{p,\text{sing}}_t
\]

\[
- (W^{(1)} \ast \mu^{(Y(T),H)})_t + (W^{(2)} \ast \mu^{p,(Y(T),H)})_t.
\]

Being a local martingale for every \( T \in \mathbb{R}_+ \), implies that the predictable finite variation part in (32) vanishes, see Jacod and Shiryaev (2003, I-3.16). We investigate separately the absolutely continuous, singular, and jump parts of the predictable finite variation part of (33). We start with the first step to analyse the jump parts and it holds that

\[
0 = \left( e^{g(t-,t)\Delta \mu_t(\tau)} - 1 \right) (1 - \Delta H^p_t) + \Delta \left( \sum_{0 < s \leq t} \bar{B}(s,T) \Delta X_s^{d} \right)^{p,\text{sing}}_t - \Delta (W^{(2)} \ast \mu^{p,(Y(T),H)})_t.
\]

(34) which corresponds to condition (i).
Hence, the canonical decomposition of the process $R$ involves the loss of the value of the bond price at several credit events. After the risky bond becomes totally worthless. Note that there could be many defaults before this point is reached, corresponding to the time point where our recovery process reaches 0, denoted as $T$. The term $r(t)$ is a decreasing càdlàg process $R$. The starting point in this section is therefore the following term-structure of credit risky bonds as explained in the introduction.

As a third step, we consider the densities of the absolutely continuous part of the finite variation $W$ for all $0 < t < T$. The term $W$ is a generalization of the term structure with zero recovery. Recall the property of $W$ and assume that $T$ is càdlàg and has bounded jumps, hence it is locally bounded and therefore special.

We denote by

$$
\tau := \inf\{t \in [0, T] : \xi_t = 0\}
$$

the time point where our recovery process reaches 0, corresponding to the time point where the credit risky bond becomes totally worthless. Note that there could be many defaults before this point is reached. From a technical perspective, before $\tau$, the recovery process is able to control the amount of loss of the value of the bond price at several credit events. After $\tau$, since then the multiplying factor $\xi$ vanishes and hence bond prices as well, all other remaining parameters may vary freely, thus no no conditions on forward rates are needed after $\tau$.

We note that the continuous local martingale part $R^c$ of the finite variation process $R$ is zero. Hence, the canonical decomposition of the process $R$ is

$$
R_t = (x * (\mu^R - \mu^{p,R}))_t - C_t, \quad \text{for all } 0 \leq t \leq T, T \in \mathbb{R}_+,
$$

where $\mu^R$ denotes the integer-valued random jump measure of $R$, $\mu^{p,R}$ is its compensator, and $(C_t)_{0 \leq t \leq T}$ is an increasing predictable process such that $\Delta C_t = -\int_{[-1,0]} x \mu^{p,R}(t, dx)$, for all $t \in [0, T]$, $T \in \mathbb{R}_+$.

The starting point in this section is therefore the following term-structure of credit risky bonds with general recovery,

$$
P(t, T) = \mathcal{E}(R)_t \exp\left(-\int_0^T f(t, u) du - \int_{(t, T]} g(t, u) \mu_t(du)\right), \quad 0 \leq t \leq T. \tag{36}
$$

Note that this representation is a generalization of the term structure with zero recovery. Recall the function $W^{(1)}: \Omega \times \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}$ from (26) and define the function $W^{(3)}: \Omega \times \mathbb{R}_+ \times \mathbb{R} \times [-1, 0] \to \mathbb{R}$ as

$$
W^{(3)}(\omega; s, y, x) := W^{(1)}(\omega; s, y)x, \tag{37}
$$

where $W^{(3)}$ is $\mathcal{P} \otimes \mathcal{B}(\mathbb{R} \times [-1, 0])$-measurable.
4.1. Absence of arbitrage. As already mentioned, arbitrage-free credit risky markets can be characterized in terms of equivalent local martingale measures (ELMM). In this section, we seek necessary and sufficient conditions for the reference probability measure $\mathbb{Q}$ to be an ELMM.

We recall the process $Y^{(T)}$ defined in (25) and denote by $\mu^{(Y^{(T)}, R)}$ the random jump measure associated to the two-dimensional semimartingale $(Y^{(T)}, R)$ with its compensator $\mu^p(Y^{(T)}, R)$. Moreover, we decompose the process $C$ as

$$C_t = \int_0^t C^\text{ac}_s ds + C^\text{sing}_t + \sum_{0 < s \leq t} \Delta C_s, \quad \text{for all } t \geq 0, \quad (38)$$

where $(C^\text{ac}_t)_{t \geq 0}$ is a non-negative predictable process such that $\int_0^t |C^\text{ac}_s| ds < \infty$ and $(C^\text{sing}_t)_{t \geq 0}$ is an increasing and continuous process with $C^\text{sing}_0 = 0$ such that $dC^\text{sing}_s(\omega) \perp ds$, for almost all $\omega \in \Omega$.

The following theorem states the desired conditions to ensure the absence of arbitrage. It generalizes Fontana and Schmidt (2018, Theorem 3.12) where only continuous forward rates $f$ and $g$ were considered.

**Theorem 4.1.** Suppose that Assumptions 2.1 - 2.3 hold. Then the probability measure $\mathbb{Q}$ is an ELMM, if and only if

$$\sum_{0 < s \leq t} (\langle e^{g(s-.s)\Delta \mu^{(T)}_s} - 1 \rangle (1 + \Delta R_s) + \tilde{B}(s, T) \Delta X^d_s) \in \mathcal{A}_t, \quad (39)$$

as for every $T \in \mathbb{R}_+$ and the following conditions hold almost surely:

(i) for all $T \in \mathbb{R}_+$ and for Lebesgue almost every $t \in [0, T]$, it holds that

$$r_t = f(t, t) - \tilde{A}(t, T) A^\text{ac}_t - \tilde{B}(t, T) A^\text{ac}_t - \left( \int_0^t \int_{(s, T]} g(s, u) \mu(ds, du) \right)^\text{ac}_t + g(t-.t) m_t + \frac{1}{2} (\tilde{B}(t, T))^2 \psi_t + \left( \sum_{0 < s \leq t} B(s, T) \Delta X^d_s \right)^p,ac_t + \left( W^{(1)} * \mu^p(Y^{(T)}) \right)^p,ac_t - C^\text{ac}_t;$$

(ii) for all $0 \leq t \leq T$ and $T \in \mathbb{R}_+$, it holds that

$$\Delta C_t = 1 - e^{-g(t-.t)\Delta \mu^{(T)}_t} \left( 1 - \Delta \left( W^{(1)} * \mu^p(Y^{(T)}) \right)_t\right) - \Delta \left( \sum_{0 < s \leq t} B(s, T) \Delta X^d_s \right)_t;$$

(iii) for all $0 \leq t \leq T$, $T \in \mathbb{R}_+$, it holds that

$$C^\text{sing}_t = - \int_0^t \tilde{A}(s, T) dA^\text{sing}_s - \int_0^t \tilde{B}(s, T) d\tilde{A}^\text{sing}_s - \left( \int_0^t \int_{(s, T]} g(s, u) \mu(ds, du) \right)^\text{sing}_t + \int_0^t g(s-.s) d\nu_s + \frac{1}{2} \int_0^t (\tilde{B}(s, T))^2 d\varsigma_s + \left( \sum_{0 < s \leq t} B(s, T) \Delta X^d_s \right)^p,\text{sing}_t + \left( W^{(1)} * \mu^p(Y^{(T)}) \right)^p,\text{sing}_t + \left( W^{(2)} * \mu^p(Y^{(T)}) \right)^p,\text{sing}_t.$$
Proof. By means of (36) and Lemma 3.1 it is possible to represent credit risky bond prices $P(t, T)$ by

$$P(t, T) = \mathcal{E}(R)_t \exp(X_t^{(T)}),$$

with the process $X_t^{(T)}$ defined in (10). From the proof of Lemma 3.2 we know that $\exp(X_t^{(T)}) = \mathcal{E}(\tilde{X}_t^{(T)})$, where $\tilde{X}_t^{(T)}$ is defined as in Lemma 3.2. By means of Yor’s formula, see Jacod and Shiryaev (2003, II-8.19), credit risky bond prices admit a representation as a stochastic exponential

$$P(t, T) = \mathcal{E}(\tilde{X}^{(T)} + R + [\tilde{X}^{(T)}, R])_t.$$ 

By means of the definition in (21) – (27) and (37) we obtain the following semimartingale representation of $\tilde{X}_t^{(T)} + R_t + [\tilde{X}^{(T)}, R]_t$,

$$\tilde{X}_t^{(T)} + R_t + [\tilde{X}^{(T)}, R]_t = -\int_0^T f(0, u) du - \int_0^T \tilde{B}(s, T) d(X_s^c + X_s^d) + R_t + \int_0^T f(s, s) ds - \int_0^T \tilde{A}(s, T) A_s^{ac} ds - \int_0^T \tilde{B}(s, T) A_s^{ac} ds - \int_0^T \tilde{B}(s, T) d\tilde{A}_s^{\text{sing}} - \int_0^T \tilde{B}(s, T) d\tilde{A}_s^{\text{cont}} + (\int_0^T \int_{(s, T]} g(s, u) \mu(ds, du)\biggr)_t + \int_0^T g(s-, s) m_s ds + \int_0^T g(s-, s) d\nu_s + \frac{1}{2} \int_0^T (\tilde{B}(s, T))^2 \psi_s ds + \frac{1}{2} \int_0^T (\tilde{B}(s, T))^2 d\zeta_s + \sum_{0 \leq s \leq t} \left( e^{g(s-, s) \Delta \mu_s^{(T)}} - 1 \right) (1 + \Delta R_s) + B(s, T) \Delta X_s^d + (W^{(1)} * \mu^{(Y^{(T)}, R)})_t + (W^{(3)} * \mu^{(Y^{(T)}, R)})_t.$$ (40)

By definition, $\mathbb{Q}$ is an ELMM with respect to the numeraire $B$, if and only if, $P(\cdot, T)/B$ is a $Q$-local martingale for every $T \in \mathbb{R}_+$.

First, assume that $P(\cdot, T)/B$ is a $Q$-local martingale for every $T \in \mathbb{R}_+$. Then, the finite variation part of (40) is of locally integrable variation. Since we aim at a decomposition of (40) as a local martingale plus some predictable finite variation processes, we consider the following.

Moreover, the jumps $\Delta R_t = \int_{[-1,0]} x \mu^R(\{t\}, dx)$ can be represented as

$$\Delta R_t = (\text{local martingale})_t + \int_{[-1,0]} x \mu^{P,R}(\{t\}, dx) = (\text{local martingale})_t - \Delta C_t,$$

with $\Delta C_t = -\int_{[-1,0]} x \mu^{P,R}(\{t\}, dx)$, for all $t \in [0, T]$, $T \in \mathbb{R}_+$. Therefore,

$$\sum_{0 \leq s \leq t} \left( e^{g(s-, s) \Delta \mu_s^{(T)}} - 1 \right) (1 + \Delta R_s) = (\text{local martingale})_t + \sum_{0 \leq s \leq t} \left( e^{g(s-, s) \Delta \mu_s^{(T)}} - 1 \right) (1 - \Delta C_s).$$

Since $W^{(1)} \in \mathcal{G}_{\text{loc}}\left(\mu^{(Y^{(T)})}\right)$ and $R$ have bounded jumps, we are able to compensate the processes $W^{(1)} * \mu^{(Y^{(T)})}$ and $W^{(3)} * \mu^{(Y^{(T)}, R)}$ with the corresponding compensators $\mu^{P,Y^{(T)}}$ and $\mu^{P,(Y^{(T)}, R)}$, respectively.
respectively. We finally obtain the following representation by means of (40)

\[
X_t^{(T)} + R_t + \hat{X}_t^{(T)} = M(t, T) - \int_0^t r_s ds
\]

\[
= M(t, T) - \int_0^t r_s ds + \int_0^t f(s, s) ds - \int_0^t \hat{A}(s, T) A_s^{ac} ds
\]

\[
- \int_0^t \hat{A}(s, T) dA_s^{\text{sing}} - \int_0^t \hat{B}(s, T) A_s^{ac} ds
\]

\[
- \int_0^t \hat{B}(s, T) dA_s^{\text{sing}} - \left( \int_0^t \int_{(s,T]} g(s, u) \mu (ds, du) \right)_{\text{cont}}
\]

\[
+ \int_0^t g(s-, s) m_s ds + \int_0^t g(s-, s) d\nu_s
\]

\[
+ \frac{1}{2} \int_0^t (\hat{B}(s, T))^2 \psi_s ds + \frac{1}{2} \int_0^t (\hat{B}(s, T))^2 d\zeta_s
\]

\[
+ \left( W^{(1)} * \mu^{Y^{(T)}} \right)_t + \left( W^{(3)} + \mu^{p(Y^{(T)}, R)} \right)_t
\]

\[
+ \left( \sum_{0 < s < t} (e^{g(s-, s)} + 1 - 1)(1 - \Delta C_s) \right)
\]

\[
+ \left( \sum_{0 < s < t} B(s, T)^2 X_s^{d} \right)_t - C_t,
\]

\( (41) \)

where \( M(\cdot, T) \) denotes the local martingale

\[
M(t, T) = - \int_0^T f(0, u) du - \int_0^T \hat{B}(s, T) d(X_s^{c} + X_s^{d})
\]

\[
+ \left( e^{g(s-, s)} + 1 - 1 \right)(1 - \Delta C_t)
\]

\[
+ \left( \sum_{0 < s < t} B(s, T)^2 X_s^{d} \right)_t - C_t
\]

\( (42) \)

The finite variation part of (41) must vanish. We consider separately the absolutely continuous, singular, and jump parts of the finite variation parts. In a first step we analyze the jump parts and it must hold that

\[
0 = \Delta \left( W^{(1)} * \mu^{p(Y^{(T)}, R)} \right)_t + \Delta \left( W^{(3)} + \mu^{p(Y^{(T)}, R)} \right)_t + \Delta \left( \sum_{0 < s < t} B(s, T)^2 X_s^{d} \right)_t
\]

\[
+ \left( e^{g(s-, s)} + 1 - 1 \right)(1 - \Delta C_t)
\]

\( (42) \)

for all \( 0 \leq t \leq T, T \in \mathbb{R}_+ \), which yields condition (ii).

Considering the continuous singular part of the finite variation terms appearing in (41) it follows that

\[
0 = - \int_0^T \hat{A}(s, T) dA_s^{\text{sing}} - \int_0^T \hat{B}(s, T) dA_s^{\text{sing}} - \left( \int_0^T \int_{(s,T]} g(s, u) \mu (ds, du) \right)^{\text{sing}}
\]

\[
+ \int_0^T g(s-, s) d\nu_s + \frac{1}{2} \int_0^T (\hat{B}(s, T))^2 d\zeta_s + \left( \sum_{0 < s < t} B(s, T)^2 X_s^{d} \right)_t^{\text{sing}}
\]

\[
+ \left( W^{(1)} * \mu^{p(Y^{(T)}, R)} \right)_t^{\text{sing}} + \left( W^{(3)} + \mu^{p(Y^{(T)}, R)} \right)_t^{\text{sing}} - C_t^{\text{sing}}
\]

for all \( 0 \leq t \leq T, T \in \mathbb{R}_+ \), which yields condition (iii).

It remains to consider the absolutely continuous part of the finite variation terms from (41). For all
0 \leq t \leq T, \ T \in \mathbb{R}, \ it \ must \ hold \ that
\begin{equation}
\begin{aligned}
r_t &= f(t, t) - \hat{A}(t, T) A_t^{ac} - \hat{B}(t, T) \hat{A}_t^{ac} - \left( \int_0^t \int_{(s, T]} g(s, u) \mu(ds, du) \right)_t \\
+ g(t-, t) m_t + \frac{1}{2} \left( \hat{B}(t, T) \right)^2 \psi_t + \left( \sum_{0 \leq s \leq T} \hat{B}(s, T) \Delta X_s \right)^{p,ac}_t \\
+ \left( W^{(1)} + \mu^p, \gamma^{(T)} \right)^{ac}_t + \left( W^{(2)} + \mu^p, \gamma^{(T)} \right)^{ac}_t - C_t^{ac},
\end{aligned}
\end{equation}
which corresponds to condition (i).

Conversely, if the integrability condition (39) is fulfilled, we obtain that the finite variation processes in (40) are of locally integrable variation, such that we obtain representation (41). The local martingale property of $P(\cdot, T)/B$, for every $T \in \mathbb{R}_+$, follows with condition (i) – (iii). \hfill \Box

5. Conclusion

In this work we studied a credit risky market driven by finite-dimensional semimartingales under minimal assumptions. It turned out that using semimartingales as drivers in comparison to Lévy processes, or semimartingales with absolutely continuous characteristics requires the extension of the HJM setting for taking stochastic discontinuities into account. Here we studied the most general extension where a random measure drives a second integral in the HJM representation. All forward random fields were driven by general semimartingales and we obtained necessary and sufficient drift conditions characterizing local martingale measures. This is the key step in guaranteeing that the market is free of arbitrage in the sense of NAFLVR.

Incorporating stochastic discontinuities into models for financial markets, and in particular term structure models, has only been taken up recently in the literature, although their presence was acknowledged by practitioners for quite a while (see, for example, Piazzesi (2001)). The present work gives a framework which is able to capture this and builds the foundation for building decisive models which are able to incorporate stochastic discontinuities and predictable components of jumps.

Possible extensions of the present work are: the extension to infinite-dimensional drivers, compare with the very general setting in Grafendorfer (2016); the extension to multiname-credit like in Bielecki et al. (2014) and Giesecke et al. (2013); the study of CDO term structures like in Filipović et al. (2011).
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