Quantifying dynamical coherence with dynamical entanglement
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Coherent superposition and entanglement are two fundamental aspects of non-classicality. Here we provide a quantitative connection between the two on the level of operations by showing that the dynamical coherence of an operation upper bounds the dynamical entanglement that can be generated from it with the help of additional incoherent operations. In case a particular choice of monotones based on the relative entropy is used for the quantification of these dynamical resources, this bound can be achieved. In addition, we show that an analog to the entanglement potential exists on the level of operations and serves as a valid quantifier for dynamical coherence.

Introduction. – In the last decades growing evidence has emerged that quantum technologies are able to outperform their classical counterparts, e.g., in communication [1–3] and computation [4–6], but also in sensing [7] and metrology [8, 9]. These operational advantages originate from non-classical traits of quantum physics which are thus considered resources. One of the most important example of such a resource is entanglement [10, 11] which describes correlations between spatially separated systems that are without classical equivalent. Yet, there exist situations in which it is neither natural nor sufficient to describe non-classicality with entanglement alone. This is for example the case if one considers non-composite systems which have no natural concept of locality, whence superposition is considered to be a quantum resource [12–14]. It is important to understand if and how these different notions of non-classicality are connected. As shown in Refs. [15, 16], optical non-classicality is a prerequisite for the creation of entanglement by beam splitters, and there exists a simple relation between squeezing and the entanglement that can be generated from it by passive optical elements [17]. This finding was used in Ref. [18] to measure optical non-classicality via its entanglement potential, i.e., the amount of two-mode entanglement that can be generated from it by passive linear optics, auxiliary classical states, and ideal photo detectors. In general, local superposition can be faithfully converted into (multilevel) entanglement using only operations that cannot create these superpositions [19–22]. In a similar spirit, the activation of coherence and discord into entanglement was studied, e.g., in Refs. [23–25]. Unified approaches to these three resources were recently presented in Refs. [26, 27].

Resource theories have proven beneficial for the systematic study of the various notions of non-classicality present in quantum states [28–36], partly because they allow to quantify resources in an objective manner. This quantification is achieved with the help of resource measures that satisfy physically motivated constraints such as monotonicity under operations that cannot create the investigated resource. Using such resource measures, it was shown in Ref. [37] that local superposition in the form of coherence has not only a qualitative, but also a quantitative connection to entanglement: for a large class of commonly used resource measures, the amount of entanglement that can be generated from a local state with the help of incoherent operations is upper bounded by the coherence of that state and, for two specific measures, the two quantities coincide. Moreover, also in the case of coherence theory, the entanglement potentials (as measured with any entanglement measure) can be used to define valid coherence measures. In this work, we generalize these findings to operations.

As mentioned above, a resource theory of quantum states allows to describe the resources present in states in an operationally meaningful way. However, if we speak about operational advantages granted by quantum technologies, we intend to perform certain tasks better than it is possible with classical devices. To do this, static resources in the form of resource states have to be converted into dynamical resources by combining them with free operations. Thus, ultimately, we are interested in the quantification of dynamical resources in the form of quantum operations [38]. For this, often quantities such as the resource generation capacity, i.e., the achievable increase in static resources, or the resource cost, i.e., the minimal amount of static resources necessary to simulate the operation in combination with free operations, are employed [39–47]. Yet, this approach cannot be used to quantify all relevant properties of quantum operations, e.g., their ability to detect coherence [38]. This is one of the reasons why resource theories of operations have been considered recently [38, 48–58]. As described above, another reason is that it seems to be natural to quantify the value of operations directly without a detour via the quantification of states and finally, since states can be identified with their preparation channels, resource theories of operations are a unifying framework.

Our work is structured as follows. After an introduction of the basic framework of dynamical resources, we show that for typical measures, the amount of dynamical entanglement that incoherent operations can generate from a local operation is upper bounded by the dynamical coherence of that initial operation. We then proceed to show that for two measures based on the relative entropy, equality is achieved and that the results of Ref. [37] can be obtained as a special case of our general framework if we consider preparation channels. In the last part of our work, we employ measures of dynamical entanglement to define dynamical coherence measures. Detailed proofs are deferred to the Supplemental Material (SM) [59].

∗ These two authors contributed equally
Basic framework. – In the following, we denote by $\mathcal{D}_A/I_A$ the set of quantum states/incoherent states on system $A$ and by $\mathcal{W}_{A|B}$ the set of separable states with respect to a bi-partition into $A$ and $B$. For ease of notation, we define the incoherent states as those diagonal in the computational basis $\{|i\rangle\}$. To denote quantum operations, i.e., completely positive and trace preserving (CPTP) maps, we use large Greek letters and, if necessary, denote the parties on which they act by superscripts, i.e., $\Theta^{AB}$ represents a CPTP map acting on $AB$. In principle, such an operation can have different input and output dimensions, therefore $\Theta^{A_{\text{out}}B_{\text{out}}\leftarrow A_{\text{in}}B_{\text{in}}}$ would be more appropriate. However, to avoid an unnecessarily lengthy notation, we will not write down the inputs and outputs explicitly but instead, whenever we concatenate operations, demand implicitly that the dimensions fit. For the same reason, we suppress the superscripts if they are clear from the context. Since this work connects dynamical coherence and entanglement, next, we introduce the sets of operations that are considered free in coherence theories as well as their relations are shown and on the right, we show sets of operations that can create entanglement. Since LOCC is not closed, we show its boundary with a dashed line. The closure of LOCC, which we denote by LOCC, also includes this boundary.

Moving on to entanglement, we consider the set of local operations and classical communication (LOCC) [69], the closure of LOCC (LOCC) [70], and the set of separable operations (SEP) [71, 72], which are the maximal set of operations that map separable states to separable states. Similarly, the states that can be prepared by these sets of operations, i.e., their free states, are exactly the separable ones. For convenience of notation, we use $\mathcal{C}$ to represent either SIO, LOP, IO, DIO, or MIO. Similarly, $\mathcal{E}$ is a placeholder for LOCC, LOCC, or SEP. To make clear which partition we are considering, we write, e.g., $\mathcal{E}^{A|B}$ to denote a bi-partition into $A$ and $B$.

To quantify how much an operation deviates from one of these operations, we use functions $D(\rho, \sigma)$ (on quantum states $\rho$, $\sigma$) that are jointly convex, contractive under CPTP maps, and zero if and only if $\rho$ is equal to $\sigma$. We call these functions divergences. Note that the relative entropy $S(\rho, \sigma) = \text{tr}(\rho \log \rho) - \text{tr}(\rho \log \sigma)$, the trace distance $||\rho - \sigma||_1$, and many Rényi entropies qualify as divergences. To include destructive measurements into our framework, we associate with positive operator-valued measures (POVMs) given by elements $\Pi_n$ the CPTP maps

$$M(\rho) = \sum_n \text{tr}(\Pi_n \rho)|x_n\rangle\langle x_n|,$$  

where the states $|x_n\rangle$ are orthonormal. We then consider a destructive measurement in $\mathcal{E}$ iff the associated CPTP map with $|x_n\rangle = |n\rangle^A \otimes |n\rangle^B$ is in $\mathcal{E}$. Analogously, with $|x_n\rangle = |n\rangle$, we define destructive measurements in $\mathcal{C}$. For quantum instruments $I$ allowing us to do subselection according to a variable $n$, i.e., we obtain with probability $p_n = \text{tr}(\Lambda_n(\rho))$ an output $\rho_n = \Lambda_n(\rho)/p_n$, we use the same construction to define a CPTP map

$$\tilde{I}(\rho) = \sum_n \Lambda_n(\rho) \otimes |x_n\rangle\langle x_n|.$$  

Treating subselection in this way, we can reduce our analysis to trace preserving operations, since now it is always possible to implement the subselection at a later point with a free measurement. This has the additional advantage that the ability to apply or not apply subselection according to a specific variable, which depends on the precise circumstances under which an experiment is realized, has a direct reflection in our framework.

Let $D$ be a divergence and $S$ either $D$ or a subset thereof. As described in Refs. [51, 52, 73–75], one can then define the following quantities on operations $\Theta, \Lambda$:

$$D^S(\Theta, \Lambda) = \sup_{\sigma \in S} D \left( (\Theta^A \otimes 1^E) \sigma, (\Lambda^A \otimes 1^E) \sigma \right),$$  

where the optimization over states is understood to include an optimization over different dimensions of the auxiliary system $E$. Analogously, we also define their measured versions as

$$D^{S,M}(\Theta, \Lambda) = \sup_{M \in \mathcal{M}} \sup_{\sigma \in S} D \left( M(\Theta \otimes 1 \otimes 1^E) \sigma, M(\Lambda \otimes 1 \otimes 1^E) \sigma \right),$$  

where $\mathcal{M}$ denotes the set of CPTP maps associated with a set of POVMs as defined in of Eq. (1). In this work, we are mainly interested in the case where this is either the set of free destructive measurements ($\mathcal{M} = \text{free}$) within a given resource theory or the set of all destructive measurements ($\mathcal{M} = \mathbb{A}$). With a bit of abuse of notation, we also write $D^{S,0}$ for $D^S$ from here on, indicating that no measurement was included.

Figure 1. Inclusion relations of the operations we are considering. On the left, different sets of operations considered free in coherence theories as well as their relations are shown and on the right, we show sets of operations that cannot create entanglement. Since LOCC is not closed, we show its boundary with a dashed line. The closure of LOCC, which we denote by LOCC, also includes this boundary.
Let us note here the well known fact that the supremum over the states is always achievable for the dimension of the auxiliary space equal to the input dimension of $\Theta$ (which is a simple consequence of joint convexity of $D$ and the Schmidt decomposition). Note also that there exist examples of $D$ for which $D^S_{\text{no}} = D^S_{\text{all}}$, e.g., if $D$ equals the trace distance, while for others, such as $D$ equaling the relative entropy, this is not true: the measured relative entropy is equal to the relative entropy if and only if the two arguments commute [76]. We will see later why these two examples are of special interest to us.

Motivated by Refs. [51–53], the quantities introduced above allow us to define the following functionals.

**Definition 1.** Let $M \in \{\text{free, all, no}\}$, where free denotes the set of destructive measurements which are free within the set of operations $E$. Then, for a divergence $D$ and $S \in \{D, W_{AEA|BE}\}$, we define

$$E^S_{E^{A|B},D}(\Theta) := \inf_{\Lambda \in E^{A|B}} D^{S,M}(\Theta, \Lambda).$$

In complete analogy, we define

$$C^S_{C,D}(\Theta) := \inf_{\Lambda \in C} D^{S,M}(\Theta, \Lambda)$$

for $S \in \{D, I\}$ and $M \in \{\text{free, all, no}\}$.

As we will show now, the functionals defined above are so-called resource measures and monotones on the level of operations, which was also partially proven before in Refs. [51–53] (for the cases where no measurements are included). We call a functional $F$ from quantum operations to the non-negative real numbers a resource monotone if $F$ is monotonic under concatenation with free operations, i.e., if $F(\Theta) \geq F(\Phi_2 (\Theta \otimes 1))$ for all $\Phi_2$ that are free within the resource theory and for all $\Theta$ CPTP. Due to the construction in Eq. (2), we will assume that also the $\Phi_i$ are deterministic. If $F$ is in addition faithful, i.e., zero if and only if $\Theta$ is free, we call it a resource measure.

**Proposition 2.** Let $S$ denote either the set of all quantum states or the set of free quantum states, $\mathcal{M} \in \{\text{all, free, no}\}$, $\mathcal{M} \in \{\text{all, no}\}$, $\mathcal{E} \in \{\text{LOCC, SEP}\}$, and $\mathcal{C} \in \{\text{LOP, IO, MIO}\}$. Then

$$E^{S,M}_{E^{A|B},D}(\Theta), \ C^{S,M}_{\text{MIO},D}(\Theta), \ C^{D,M}_{C,D}(\Theta), \ \text{and} \ C^{D,\text{free}}_{C,D}(\Theta)$$

are convex resource measures. The remaining functionals from Def. 1 are convex resource monotones, with those defined via destructive DIO/SIO measurements vanishing on all operations.

Of special interest is the case of $D$ equal to the trace distance. Then, the measures have a direct operational interpretation in the single-shot regime: they are proportional to the best bias achievable in the guessing game where one has to distinguish the given operation from the least distinguishable free operation [77, 78] (with the help of the states $S$ and the outcomes of the measurements $M$). Therefore, if we consider the trace distance based measure with free states and free destructive measurements, this represents the usefulness of the operation under consideration within the given resource theory: an operation that is barely distinguishable from a free operation using other free operations and states can only lead so a very small operational advantage [38, 79, 80], which is the reason why we focused on destructive measurements in Def. 1. An example of such a measure is the NSID measure considered in Ref. [38].

**Main results.** We begin by showing that the amount by which an operation deviates from $C$ upper bounds the deviation from $E$ that can be generated from it using the setup depicted in Fig. 2 on the left, where $\Theta$ is the operation under investigation and $\Phi_i$ operations in $C$.

**Theorem 3.** Let $\Phi_i \in C$. Then

$$C^{I,\text{no}}_{C,D}(\Theta) \geq E^{I,\text{no}}_{E^{A|B},D}(\Phi_2 (\Theta^A \otimes 1^B) \Phi_1 \Delta)$$

and

$$C^{I,\text{all}}_{C,D}(\Theta) \geq E^{I,\text{all}}_{E^{A|B},D}(\Phi_2 (\Theta^A \otimes 1^B) \Phi_1 \Delta).$$

We now proceed to show that the bound can be attained in case that $\dim A$ is equal to $\dim B$ and that we choose the relative entropy as divergence. To do this, we need the following Lemma, which had been shown previously in Ref. [51] for the case of MIO.

**Lemma 4.** For the relative entropy $S(\rho, \sigma)$,

$$C^{I,\text{no}}_{C,S}(\Theta) = \max_{\sigma \in \mathcal{I}} [S(\Delta \Theta \sigma) - S(\Theta \sigma)]$$

holds, where $S(\rho)$ denotes the von Neumann entropy.

This shows that $C^{I,\text{no}}_{C,S}(\Theta)$ is a coherence power, since

$$C^{I,\text{no}}_{C,S}(\Theta) = \max_{\sigma \in \mathcal{I}} R_C(\Theta \sigma),$$

where $R_C$ denotes the relative entropy of coherence [30, 35, 68]. In addition, the Lemma shows that these measures can only be faithful for MIO: the right hand side of Eq. (4) is independent of the choice of $C$ and, by construction, the measure...
As detailed in the SM and shown in Fig. 3, if $\Theta_\tau$ is a preparation or, more general, a replacement channel with output $\tau$, i.e., $\Theta_\tau \rho = \tau \rho$, by identifying $\tau$ with $\Theta_\tau$, we recover the analog results of the above Theorems and Corollary for resource theories of states which were presented in Ref. [37].

Measuring dynamical coherence with dynamical entanglement. – Above, we discussed how monotones for dynamical coherence and entanglement bound each other. In this section, we take a complementary approach and define coherence monotones with the help of entanglement monotones.

**Theorem 8.** Let $E_{C\rightarrow A\rightarrow B}^{AE}\rho$ be a (convex) resource monotone with respect to the set of operations $\mathcal{E}^{AE}\rho$. Then

$$C_{C\rightarrow A\rightarrow B}^{E}\Theta := \sup_{\Lambda \in \mathcal{C}} E_{C\rightarrow A\rightarrow B}^{AE\Theta}\left(\Lambda_2 \left(\Theta A \otimes I^{AB}\right) \Lambda_1 \Delta\right)$$

is a (convex) resource monotone with respect to the operations $C$. If $E_{C\rightarrow A\rightarrow B}^{AE}\rho$ is in addition faithful, Eq. (6) defines a measure with respect to MIO.

This shows that an analog of the entanglement potential discussed for states in Refs. [18, 37] also exists on the level of operations: the maximal amount of entanglement that can be generated from an operation by the method depicted in Fig. 2 using an additional local auxiliary system serves as a valid measures for the coherence of this operation.

**Discussion.** – In all the above Theorems, we used conversion schemes as depicted in Fig. 2 where initially, we apply a global total dephasing operation. Whilst one might think that it may be more elegant or natural not to include the total dephasing operation $\Delta$, to our knowledge, it is unavoidable. Moreover, implicitly, it is also necessary in the state case presented in Ref. [37]: initially, the auxiliary system has to be in an incoherent state, which can be enforced by putting a $\Delta$ as shown on the left of Fig. 3. The same holds true if one considers the transformation of optical non-classicality into entanglement with a beam splitter (or, more generally, a passive linear optics network): the non-classicality of the initial state is only converted faithfully into entanglement if the other input port of the beam splitter is connected to a classical state.

**Conclusions.** – In this work, we connected dynamical entanglement and coherence in different ways: first, we showed that the coherence of an operation upper bounds the dynamical entanglement that can be generated from it using incoherent operations if appropriate measures are used for the respective quantification. Second, we proved that this bound can be achieved for two measures based on the relative entropy and that in this case, there exist optimal incoherent operations that are independent of the operation under study. Finally, we showed that this connection is even deeper by proving that an analog to the entanglement potential exists on the level of operations and serves as a valid quantifier for dynamical coherence. These findings not only uncover how two of the most fundamental non-classical traits of quantum mechanics are connected on the level of operations, which is of foundational interest, but also allow to apply findings from the emerging resource theories of dynamical entanglement and coherence to the respective other theory. On a more practical level, our results shed new light on the resources required with respect to MIO is zero on all operations in MIO. Since, e.g., IO is a strict subset of MIO, there exist operations outside IO on which the respective measure is zero.

In addition to the Lemma, for our proof, we use the (generalized) controlled NOT operation acting on two subsystems with identical dimension $d$ as

$$U_{\mathrm{CNOT}} = \sum_{i,j} |i\rangle|j\rangle \otimes |\text{mod}(i+j,d)\rangle\langle j|.$$  \hspace{1cm} (5)

Obviously $U_{\mathrm{CNOT}}$ is unitary and contained in SIO. We denote the corresponding CPTP map by $U_{\mathrm{CNOT}}$, which allows us to state the promised Theorem.

**Theorem 5.** For $S(\rho, \sigma)$ the relative entropy and $\dim B = \dim A$,

$$C_{C,S}^{\mathrm{E},\rho} (\Theta) = \sup_{\Lambda \in \mathcal{C}} E_{C\rightarrow A\rightarrow B}^{AE\Theta}\left(\Lambda_2 \left(\Theta A \otimes I^{AB}\right) \Lambda_1 \Delta\right)$$

holds.

Combining Thms. 3 and 5, we arrive at one of our main results.

**Theorem 6.** For $S(\rho, \sigma)$ the relative entropy,

$$C_{C,S}^{\mathrm{E},\rho} (\Theta) = \sup_{\Phi_1, \Phi_2 \in \mathcal{C}} E_{C\rightarrow A\rightarrow B}^{AE\rho}\left(\Phi_2 \left(\Theta A \otimes I^{AB}\right) \Phi_1 \Delta\right).$$

The supremum is achieved for $\dim B = \dim A$, $\Phi_1 = \mathbb{1}$ and $\Phi_2 = U_{\mathrm{CNOT}}$.

This Theorem shows that dynamical entanglement is intimately connected to dynamical coherence: the coherence is in one-to-one correspondence to the entanglement that can be generated from it by the protocol depicted in Fig. 2 on the left, which only involves auxiliary operations that are free from the coherence perspective. Moreover, as shown in Fig. 2 on the right, the optimal generation scheme does not require a pre-processing and only a fixed post-processing. This should be compared to Refs. [23–25, 37], where the controlled NOT operation plays a central role too. As a Corollary, we find

**Corollary 7.** An operation $\Theta$ can be converted to an operation outside $\mathcal{E}$ with operations in $\mathcal{C}$ if and only if $\Theta$ is not in MIO.
to obtain operations outside of LOCC. Such operations are a necessary prerequisite to obtain operational advantages in quantum communication. Moreover, our findings can help to uncover the origin of operational advantages in quantum computation, where entanglement and coherence are widely believed to play a central role. As we argued in the introduction, it is natural to investigate the relevance of these resources from a dynamical perspective. Our results suggest that one might want to focus onto dynamical coherence, since it is equivalent to the dynamical entanglement that can be generated from it by a controlled NOT operation, which is frequently used in various quantum algorithms. An improved understanding of the resources responsible for operational advantages in quantum computation in turn will allow for a more systematic construction of quantum algorithms.
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SUPPLEMENTAL MATERIAL: QUANTIFYING DYNAMICAL COHERENCE WITH DYNAMICAL ENTANGLEMENT

In this Supplemental Material we give the proofs of the results presented in the main text and some further details. In particular, we discuss how the monotones introduced in the main text bound each other and how we recover the results of Ref. [37] for the special case of preparation channels.

Appendix A: Technical Lemmas

Here we present two Lemmas that we will use in App. B to prove our results presented in the main text. Essentially, their content will allow us to conclude that the auxiliary systems of some of the monotones introduced in the main text are not necessary in special cases that are relevant for us. We begin with the Lemma concerning optimizations over separable states.

Lemma 9. Let $D(\rho, \sigma)$ be a divergence and $\Theta$, $\Lambda$ CPTP. Then

$$
\max_{\sigma \in W_{A|B}} D \left( (\Theta^{AB} \Delta^{AB} \otimes 1^{E_A E_B}) \sigma, (\Lambda^{AB} \Delta^{AB} \otimes 1^{E_A E_B}) \sigma \right)
= \max_{\sigma \in W_{A|B}} D \left( \Theta^{AB} \Delta^{AB} \sigma, \Lambda^{AB} \Delta^{AB} \sigma \right)
$$

(A1)

and the same holds for the measured version, i.e.,

$$
\sup_{M \in \mathcal{M}} \max_{\sigma \in W_{A|B}} D \left( M (\Theta^{AB} \Delta^{AB} \otimes 1^{E_A E_B}) \sigma, M (\Lambda^{AB} \Delta^{AB} \otimes 1^{E_A E_B}) \sigma \right)
= \sup_{M \in \mathcal{M}} \max_{\sigma \in W_{A|B}} D \left( M \Theta^{AB} \Delta^{AB} \sigma, M \Lambda^{AB} \Delta^{AB} \sigma \right),
$$

(A2)

where $\mathcal{M}$ can either be the set of free destructive measurements in $E$ or the set of all destructive measurements.

Proof. This Lemma is a direct consequence of the fact that the dephasing destroys quantum correlations. For their proof, we derive two inequalities each for the version with and without destructive measurements.

a) Let $\tau$ and $\rho$ be quantum states. Using that $D$ is contractive by assumption, we find

$$
\max_{\sigma \in W_{A|B}} D \left( \Theta^{AB} \Delta^{AB} \sigma, \Lambda^{AB} \Delta^{AB} \sigma \right)
= \max_{\sigma \in W_{A|B}} D \left( (\Theta^{AB} \Delta^{AB} \otimes 1^{E_A E_B}) \sigma, (\rho^{AB} \otimes \tau^{E_A} \otimes \rho^{E_B}) \right),
$$

(A3)

Denoting by $\tilde{M} \in \mathcal{M}$ a CPTP map associated to a destructive measurement with output independent of the input state, we find in complete analogy

$$
\sup_{M \in \mathcal{M}} \max_{\sigma \in W_{A|B}} D \left( M \Theta^{AB} \Delta^{AB} \sigma, M \Lambda^{AB} \Delta^{AB} \sigma \right)
= \sup_{M \in \mathcal{M}} \max_{\sigma \in W_{A|B}} D \left( (\tilde{M} \Theta^{AB} \Delta^{AB} \otimes 1^{E_A E_B}) \sigma, (\rho^{AB} \otimes \tau^{E_A} \otimes \rho^{E_B}) \right),
$$

(A4)
b) We use Lem. 14 of Ref. [38] to note that, if \( \sigma \in \mathcal{W}_{A|E}\), then

\[
(\Delta^{AB} \otimes \mathbb{1}_{E\bar{A}E\bar{B}}) \sigma = (\Delta^{AB} \otimes \mathbb{1}_{E\bar{A}E\bar{B}}) \sum_i r_i \rho_i^A \otimes \tau_i^{E\bar{B}} \\
= \sum_{i,j,k,l,m} r_i q_{ij}^i p_{jk}^i \tilde{q}_{il}^i |k_i,\sigma \rangle \langle k_i,\sigma|^{E\bar{A}} \otimes |m|^{E\bar{B}} \otimes \tilde{q}_{im}^i (\xi_{il}^i |m|^{E\bar{B}})
\]  

(A5)

where \( r_i, p_{jk}^i, q_{ij}^i, \tilde{q}_{il}^i \) represent (conditional) probabilities and \( \phi_{ij}^i, \xi_{im}^i \) normalized quantum states. Using that \( D \) is jointly convex and contractive, this allows us to conclude that

\[
\max_{\sigma \in \mathcal{W}_{A|E}\bar{A}\bar{B}} D \left( (\Theta^{AB} \otimes \mathbb{1}_{E\bar{A}E\bar{B}}) \sigma, (\Lambda^{AB} \otimes \mathbb{1}_{E\bar{A}E\bar{B}}) \sigma \right) \\
\leq \max_{\sigma, \rho} \max_{\text{decompositions}} \sum_{i,j,k,l,m} r_i q_{ij}^i p_{jk}^i \tilde{q}_{il}^i |k_i,\sigma \rangle \langle k_i,\sigma|^{E\bar{A}} \otimes |m|^{E\bar{B}} \otimes \tilde{q}_{im}^i (\xi_{il}^i |m|^{E\bar{B}})
\]

(A6)

For the case that includes destructive measurements, use in addition that for a POVM given by the elements \( \Pi_i^{AB} \) and a state \( \rho_A \), we can define a reduced POVM with elements \( \tilde{\Pi}_i^B(\rho) \) acting only on system \( B \) by

\[
\text{tr} \left( \Pi_i^{AB} (\rho^A \otimes B) \right) = \text{tr} \left( \Pi_i^{AB} (\rho^A \otimes B) \right) = \left( \text{tr}_A (\Pi_i^{AB} (\rho^A \otimes B)) \sigma_B \right) =: \text{tr} \left( \tilde{\Pi}_i^B(\rho)\sigma_B \right)
\]

(A7)

i.e., \( \tilde{\Pi}_i^B(\rho) = \text{tr}_A (\Pi_i^{AB} (\rho^A \otimes B)) \). With this in mind, we find

\[
\sup_{M \in \mathcal{M}} \max_{\sigma \in \mathcal{W}_{A|E}\bar{A}\bar{B}} D \left( (\Theta^{AB} \otimes \mathbb{1}_{E\bar{A}E\bar{B}}) \sigma, M (\Lambda^{AB} \otimes \mathbb{1}_{E\bar{A}E\bar{B}}) \sigma \right) \\
= \sup_{M \in \mathcal{M}} \max_{\sigma \in \mathcal{W}_{A|E}\bar{A}\bar{B}} D \left( (\Theta^{AB} \otimes \mathbb{1}_{E\bar{A}E\bar{B}}) (\Delta^{AB} \otimes \mathbb{1}_{E\bar{A}E\bar{B}}) \sigma, M (\Lambda^{AB} \otimes \mathbb{1}_{E\bar{A}E\bar{B}}) (\Delta^{AB} \otimes \mathbb{1}_{E\bar{A}E\bar{B}}) \sigma \right) \\
\leq \max_{\sigma \in \mathcal{W}_{A|E}\bar{A}\bar{B}} \sup_{M \in \mathcal{M}} \sum_{i,j,k,l,m} r_i q_{ij}^i p_{jk}^i \tilde{q}_{il}^i |k_i,\sigma \rangle \langle k_i,\sigma|^{E\bar{A}} \otimes |m|^{E\bar{B}} \otimes \tilde{q}_{im}^i (\xi_{il}^i |m|^{E\bar{B}})
\]

(A8)

Having established inequalities in both directions for each version, the proof is finished.
Next we prove a similar result concerning the case where we optimize over incoherent states.

**Lemma 10.** Let $D(\rho, \sigma)$ be a divergence and $\Theta, \Lambda$ CPTP. Then

\[
\max_{\sigma \in \mathcal{I}} D(\Theta \sigma, \Lambda \sigma) = \max_{\sigma \in \mathcal{I}} D((\Theta \otimes 1) \sigma, (\Lambda \otimes 1) \sigma).
\]

**(Proof.** This is a simple consequence of the fact that incoherent states on the joint system are separable. Using contractivity, we find

\[
\max_{\sigma \in \mathcal{I}} D(\Theta \sigma, \Lambda \sigma) = \max_{\sigma \in \mathcal{I}} D(\text{tr}_B((\Theta^A \otimes 1^B) \sigma), \text{tr}_B((\Lambda^A \otimes 1^B) \sigma)) \\
\leq \max_{\sigma \in \mathcal{I}} D((\Theta \otimes 1) \sigma, (\Lambda \otimes 1) \sigma).
\]

To show the reverse inequality, we use joint convexity, contractivity, and the fact that we can decompose the incoherent states on two systems as

\[
\sigma = \sum_{ij} p_{ij} |i\rangle \langle j|,
\]

where $p_{ij}$ denotes a probability distribution. We then have

\[
\max_{\sigma \in \mathcal{I}} D((\Theta \otimes 1) \sigma, (\Lambda \otimes 1) \sigma) = \max_{p_{ij}} D \left( (\Theta \otimes 1) \sum_{ij} p_{ij} |i\rangle \langle i| \otimes |j\rangle \langle j|, (\Lambda \otimes 1) \sum_{ij} p_{ij} |i\rangle \langle i| \otimes |j\rangle \langle j| \right) \\
\leq \max_{p_{ij}} \sum_{ij} p_{ij} D((\Theta |i\rangle \langle i| \otimes |j\rangle \langle j|, (\Lambda |i\rangle \langle i| \otimes |j\rangle \langle j|) \\
\leq \max_{p_{ij}} D((\Theta |i\rangle \langle i| \otimes |j\rangle \langle j|, (\Lambda |i\rangle \langle i|) \\
= \max_{\sigma \in \mathcal{I}} D(\Theta \sigma, \Lambda \sigma),
\]

which finishes the proof. \)

**Appendix B: Proofs of the results in the main text**

Here, with the help of the technical Lemmas from App. A, we prove the results presented in the main text, which we restate for readability. In addition to the sets of free operations discussed in the main text, we will also consider the subsets of LOCC that can be implemented with $r$ rounds of classical communication (LOCC$_r$) [81]. Since LOCC$_0$ is not closed under concatenation, i.e., for $\Phi_1 \in$ LOCC$_0$, it is possible that $\Phi_2 \Phi_1 \in$ LOCC$_0$, it seems difficult to include LOCC$_r$ into our framework directly: as we will see in the following, to prove that our monotones defined in the main text are indeed monotonic under concatenation with free operations, we rely on the fact that both $C$ and $E$ are closed under concatenation. In addition, this implies that, according to the definitions we chose, there cannot be a monotone with respect to LOCC$_r$ which is also faithful. A method to circumvent this problem could be to define monotonicity not with respect to concatenations with free operations, but with respect to so called maximally free superoperations, i.e., linear maps from quantum operations to quantum operations that map LOCC$_r$ to itself. However, it is not clear how powerful this set of maximally free superoperations would be and it does not have an equally strong physical motivation in terms of circuit quantum computation.

Nevertheless, in our proofs in App. D, the quantities

\[
E_{\text{LOCC}^A_{\oplus B}}^{S,M} (\Theta) := \inf_{\Lambda \in \text{LOCC}^A_{\oplus B}} D^{S,M}(\Theta, \Lambda)
\]

will be of use, since, as we discuss in App. C, they bound the monotones introduced in the main text and in contrast to LOCC, its subsets LOCC$_r$ are closed. Therefore, we will prove some of our results from the main text also for LOCC$_r$.

**Proposition 2.** Let $S$ denote either the set of all quantum states or the set of free quantum states, $M \in \{\text{all, free, no}\}$, $\tilde{M} \in \{\text{all, no}\}$, $E \in \{\text{LOCC, SEP}\}$, and $\tilde{E} \in \{\text{LOP, IO, MIO}\}$. Then

\[
E_{\tilde{E}^A_{\oplus B}}^{S,M} (\Theta), C_{MIO,D}^{S,M} (\Theta), C_{\tilde{E}^C,D}^D (\Theta), \text{ and } C_{\tilde{E}^C,D}^{D,\text{free}} (\Theta)
\]

are convex resource measures. The remaining functionals from Def. 1 are convex resource monotones, with those defined via destructive DIO/SIO measurements vanishing on all operations.
Proof. a) monotonicity: We begin by proving monotonicity for $E_{\mathcal{E}^{|A\rangle|B\rangle}}^{S,\text{no}} (\Theta)$. Note that this has been shown in Refs. [51–53] before, but for completeness, we repeat the proof here. Let $\Phi_1^{AE_A|BE_B}$, $\Phi_2^{AE_A|BE_B} \in \mathcal{E}^{AE_A|BE_B}$. Then we have the following chain of inequalities, which are explained below:

\[
E_{\mathcal{E}^{|A\rangle|B\rangle}}^{S,\text{no}} (\Phi_2^{AE_A|BE_B} (\Theta^{AB} \otimes 1_{E_AE_B}) \Phi_1^{AE_A|BE_B} ) = \inf_{\Lambda \in \mathcal{E}^{AE_A|BE_B}} \max_{\sigma \in \mathbb{S}} D \left( \left( \Phi_2^{AE_A|BE_B} (\Theta^{AB} \otimes 1_{E_AE_B}) \Phi_1^{AE_A|BE_B} \otimes 1_{\tilde{A}\tilde{B}} \right) \sigma, \left( \Lambda^{AE_A|BE_B} \otimes 1_{\tilde{A}} \right) \sigma \right) \tag{B2a}
\]

\[
\leq \inf_{\Lambda \in \mathcal{E}^{|A\rangle\rangle}} \max_{\sigma \in \mathbb{S}} D \left( \left( \Phi_2^{AE_A|BE_B} (\Theta^{AB} \otimes 1_{E_AE_B}) \Phi_1^{AE_A|BE_B} \otimes 1_{\tilde{A}\tilde{B}} \right) \sigma, \left( \Phi_2^{AE_A|BE_B} (\Lambda^{A|B} \otimes 1_{E_AE_B}) \otimes 1_{\tilde{A}\tilde{B}} \right) \sigma \right) \tag{B2b}
\]

\[
\leq \inf_{\Lambda \in \mathcal{E}^{|A\rangle\rangle}} \max_{\sigma \in \mathbb{S}} D \left( \left( \Theta^{AB} \otimes 1_{E_AE_B} \tilde{A}\tilde{B} \right) \sigma, \left( \Lambda^{A|B} \otimes 1_{E_AE_B} \tilde{A}\tilde{B} \right) \sigma \right) \tag{B2c}
\]

\[
= E_{\mathcal{E}^{|A\rangle|B\rangle}}^{S,\text{no}} (\Theta^{AB}) . \tag{B2d}
\]

In (B2b), we repeated the definition and in (B2c), we used the fact that, by replacing the second argument, we take the infimum over a smaller set: by assumption $\Phi_2^{A} (\Lambda \otimes 1_{\tilde{A}}) \Phi_1^{A}$ is a free operation, since the set of free operations is closed under concatenation. Line (B2d) follows from an increase of the set of states over which we maximize, since $\Phi_1$ maps free states to free states. In (B2e), we used contractivity of $D$ and, merging the spaces $E_A$ and $\tilde{A}$ as well as $E_B$ and $\tilde{B}$, (B2f) follows again from the definition.

For $E_{\mathcal{E}^{|A\rangle|B\rangle}}^{S,M} (\Theta^{AB})$ with $M \in \{\text{all, free}\}$ we find in complete analogy

\[
E_{\mathcal{E}^{|A\rangle|B\rangle}}^{S,M} (\Phi_2^{AE_A|BE_B} (\Theta^{AB} \otimes 1_{E_AE_B}) \Phi_1^{AE_A|BE_B} ) = \inf_{\Lambda \in \mathcal{E}^{AE_A|BE_B}} \sup_{M \in M} \max_{\sigma \in \mathbb{S}} D \left( \left( \Phi_2^{AE_A|BE_B} (\Theta^{AB} \otimes 1_{E_AE_B}) \Phi_1^{AE_A|BE_B} \otimes 1_{\tilde{A}\tilde{B}} \right) \sigma, \left( \Lambda^{AE_A|BE_B} \otimes 1_{\tilde{A}} \right) \sigma \right) \tag{B3a}
\]

\[
\leq \inf_{\Lambda \in \mathcal{E}^{|A\rangle|\rangle}} \sup_{M \in M} \max_{\sigma \in \mathbb{S}} D \left( \left( \Phi_2^{AE_A|BE_B} (\Theta^{AB} \otimes 1_{E_AE_B}) \Phi_1^{AE_A|BE_B} \otimes 1_{\tilde{A}\tilde{B}} \right) \sigma, \left( \Phi_2^{AE_A|BE_B} (\Lambda^{A|B} \otimes 1_{E_AE_B}) \otimes 1_{\tilde{A}\tilde{B}} \right) \sigma \right) \tag{B3b}
\]

\[
\leq \inf_{\Lambda \in \mathcal{E}^{|A\rangle|\rangle}} \sup_{M \in M} \max_{\sigma \in \mathbb{S}} D \left( \left( \Theta^{AB} \otimes 1_{E_AE_B} \tilde{A}\tilde{B} \right) \sigma, \left( \Lambda^{A|B} \otimes 1_{E_AE_B} \tilde{A}\tilde{B} \right) \sigma \right) \tag{B3c}
\]

where we used in addition in (B3d) that the (free) destructive measurements which are preceded by the free operation $\Phi_2$ form a subset of the (free) destructive measurements. The proofs for the monotones with respect to $C$ use exactly the same arguments, which is why we will not repeat them here.

b) faithfulness (of the functionals we claim to be measures): For the proofs of faithfulness, let us begin with some general remarks. With the exception of LOCC, both the sets of free operations as well as the sets of free destructive measurements are closed and the infimum and supremum are achieved (therefore we can replace them with a minimum and a maximum). In addition, if $\Theta$ is in the set of free operations under consideration, we can choose $\Lambda = \Theta$ and the respective monotones are obviously zero. To prove the other direction, we consider different cases separately.

First we consider the monotones in which we are maximizing over all states. If $\Theta$ is not free, for every fixed free $\Lambda$, there exist at least one state that transforms differently under the two operations (otherwise they would be the same, which is a contradiction). Using our assumptions on $D$, this proves faithfulness in the cases where we do not optimize over destructive measurements. In case we optimize over sets of informationally complete destructive measurements, there will necessarily exist an allowed destructive measurement that leads to different statistics for two different states. Next we recall that LOP contains all POVMs (and is a subset of IO and MIO) [26]. Since all destructive measurements and all the sets of restricted destructive measurements in $\mathcal{E}$ are informationally complete [82, 83] (see Refs. [77, 78] for some explicit bounds on the restricted trace distances), this proves again faithfulness for the respective monotones.

We now proceed to the monotones which include a maximization over free states and consider first the case that the free operations are either MIO or SEP. Since these form the maximal sets of operations that do transform free states to free states,
if Θ is not free, there exists at least one free state such that Θ converts it to a non-free one. This is impossible by every free operation Λ and to prove that the respective monotones where we maximize only over free states are faithful, we can follow up with the same arguments we used above.

The remaining case is when we optimize over separable states and consider LOCC as free operations. In addition to the arguments above, we now have to show that operations outside LOCC cannot be simulated on separable states by operations inside LOCC, which we will do now. The states which are separable with respect to the division into \( A_E \) and \( B_E \) over which we optimize contain the maximally entangled state \( |\Phi^{AB}_+|_{A_E B_E} = \frac{1}{\sqrt{d_A d_B}} \sum_{i,j} |i\rangle^{A_E} \otimes |j\rangle^{B_E} \) between \( AB \) and \( E_A E_B \). Using the above arguments, it therefore follows that, if the monotone is zero, then there exists a free \( \Lambda \) such that

\[
\left( \Theta^{AB} \otimes 1_{E_A E_B} \right) |\Phi^{AB}_+|_{A_E B_E} |\Phi^{AB}_+|_{A_E B_E} = \left( \Lambda^{AB} \otimes 1_{E_A E_B} \right) |\Phi^{AB}_+|_{A_E B_E} |\Phi^{AB}_+|_{A_E B_E},
\]

which, using the Choi isomorphism, is equivalent to saying that \( \Theta = \Lambda \). Thus the monotones are faithful. This argument was also used in Ref. [53]. At this point, we remark that the same arguments allow to show that \( E^{S,M}_{\text{LOCC},A|B,D}(\Theta) \) as defined in Eq. (B1) is faithful, i.e., it is zero if and only if \( \Theta \in \text{LOCC}_r \).

We also note that measurements which are in DIO cannot detect coherence in the sense that the measurement statistics are determined by the populations alone. Since SIO and DIO can be used to implement arbitrary transformations on the populations, the monotones where we only allow for destructive SIO/DIO measurements are always zero, i.e., useless.

c) convexity: This is an immediate consequence of joint convexity of \( D \) and the convexity of the free operations. We will show the proof for the example of \( E^{S,M}_{\epsilon_{A|B,D}}(\Theta^{AB}) \) with \( M \neq \text{no} \). For all other monotones, the proofs are exactly analogous, which is why we will not repeat them here. For \( 0 \leq t \leq 1, \) we find

\[
E^{S,M}_{\epsilon_{A|B,D}}(t\Theta_1^{AB} + (1-t)\Theta_2^{AB}) = \inf_{\Lambda_1 \in \epsilon_{A|B}} \sup_{M \in M} \max_{\sigma \in S} D \left( M \left( t\Theta_1^{AB} + (1-t)\Theta_2^{AB} \right) \otimes 1_{E_A E_B} \right) \sigma, M \left( \Lambda_1^{AB} \otimes 1_{E_A E_B} \right) \sigma
\]

\[
\leq \inf_{\Lambda_1 \in \epsilon_{A|B}} \sup_{M \in M} \max_{\sigma \in S} D \left( M \left( t\Theta_1^{AB} + (1-t)\Theta_2^{AB} \right) \otimes 1_{E_A E_B} \right) \sigma, M \left( t\Lambda_1^{AB} + (1-t)\Lambda_2^{AB} \right) \otimes 1_{E_A E_B} \sigma
\]

\[
\leq \inf_{\Lambda_1 \in \epsilon_{A|B}} \sup_{M \in M} \max_{\sigma \in S} \left[ D \left( M \left( \Theta_1^{AB} \otimes 1_{E_A E_B} \right) \sigma, M \left( \Lambda_1^{AB} \otimes 1_{E_A E_B} \right) \sigma \right) + (1-t) D \left( M \left( \Theta_2^{AB} \otimes 1_{E_A E_B} \right) \sigma, M \left( \Lambda_2^{AB} \otimes 1_{E_A E_B} \right) \sigma \right) \right]
\]

\[
= t E^{S,M}_{\epsilon_{A|B,D}}(\Theta_1^{AB}) + (1-t) E^{S,M}_{\epsilon_{A|B,D}}(\Theta_2^{AB}),
\]

which finishes the proof of convexity.

**Theorem 3.** Let \( \Phi_1 \in C. \) Then

\[
C^{T,\text{no}}_{\text{C,D}}(\Theta) \geq E^{W,\text{no}}_{\epsilon_{A|B,D}}(\Phi_2 \left( \Theta^A \otimes 1^B \right) \Phi_1 \Delta)
\]

and

\[
C^{T,\text{all}}_{\text{C,D}}(\Theta) \geq E^{W,\text{all}}_{\epsilon_{A|B,D}}(\Phi_2 \left( \Theta^A \otimes 1^B \right) \Phi_1 \Delta).
\]

Note: As will be apparent from the proof, the Theorem also holds true for \( \epsilon = \text{LOCC}_{r \geq 3} \) as defined in Eq. (B1).
Proof. Using Lem. 9 and our assumptions on D, we find

\[ C_{\text{MIO},D}^{L_{\text{no}}} (\Theta) = \min_{\Lambda \in \text{MIO}} \max_{\sigma \in I_{AB}} D \left( (\Theta^A \otimes 1^B) \sigma, (\Lambda^A \otimes 1^B) \sigma \right) \]  

(B6a)

\[ \geq \min_{\Lambda \in \text{MIO}} \max_{\sigma \in I_{AB}} D \left( \Phi_{2A}^B (\Theta^A \otimes 1^B) \Phi_1^A \sigma, \Phi_{2A}^B (\Lambda^A \otimes 1^B) \Phi_1^A \sigma \right) \]  

(B6b)

\[ = \min_{\Lambda \in \text{MIO}} \max_{\sigma \in I_{AB}} D \left( \Phi_{2A}^B (\Theta^A \otimes 1^B) \Phi_1^A \Delta^{AB} \sigma, \Phi_{2A}^B (\Lambda^A \otimes 1^B) \Phi_1^A \Delta^{AB} \sigma \right) \]  

(B6c)

\[ = \min_{\Lambda \in \text{MIO}} \max_{\sigma \in W_{AB}} D \left( \Phi_{2A}^B (\Theta^A \otimes 1^B) \Phi_1^A \Delta^{AB} \otimes 1^{E_1E_2} \sigma, \Phi_{2A}^B (\Lambda^A \otimes 1^B) \Phi_1^A \Delta^{AB} \otimes 1^{E_1E_2} \sigma \right) \]  

(B6d)

\[ \geq \min_{\Lambda \in \text{LOCC}} \max_{\sigma \in W_{AB}} D \left( \Phi_{2A}^B (\Theta^A \otimes 1^B) \Phi_1^A \Delta^{AB} \otimes 1^{E_1E_2} \sigma, \Phi_{2A}^B (\Lambda^A \otimes 1^B) \Phi_1^A \Delta^{AB} \otimes 1^{E_1E_2} \sigma \right) \]  

(B6e)

\[ \geq \min_{\Lambda \in \text{LOCC}} \max_{\sigma \in W_{AB}} D \left( \Phi_{2A}^B (\Theta^A \otimes 1^B) \Phi_1^A \Delta^{AB} \otimes 1^{E_1E_2} \sigma, \Phi_{2A}^B (\Lambda^A \otimes 1^B) \Phi_1^A \Delta^{AB} \otimes 1^{E_1E_2} \sigma \right) \]  

(B6f)

where we used in Eq. (B6d) that \( \Delta \sigma = \Delta \Delta \sigma \) and in the last line that

\[ \Phi_{2A}^B (\Lambda^A \otimes 1^B) \Phi_1^A \Delta^{AB} \]  

(B7)

can be implemented using local operations and three rounds of classical communication: since \( \Phi_1 \) and \( \Lambda \) are maximally incoherent, the states

\[ \sigma_{ij} := \sum_{kl} y_{kl} |i\rangle |k\rangle \otimes |l\rangle |l\rangle := \Phi_{2A}^B (\Lambda^A \otimes 1^B) \Phi_1^A |i\rangle |j\rangle |i\rangle |j\rangle \]  

(B8)

are separable. Therefore, the operation in Eq. (B7) can be implemented by performing local projective measurements in the incoherent bases, sharing the outcomes, and preparing the corresponding states \( \sigma_{ij} \). To do this, one might need shared randomness, which can be established whilst sharing the measurement outcomes. In detail, first Alice performs her projective measurement and shares the outcome as well as some randomness with Bob. This constitutes the first round of the protocol. In the second round, Bob then does his projective measurement, creates his local state (conditioned on the measurement outcomes and the randomness), and communicates his outcome to Alice. In the third round, Alice prepares her local state, again conditioned on the measurement outcomes and the randomness. Together with the discussion in App. C, this finishes the proof of the first part of our statement (and also proves the note we added above this proof). The second part follows in complete analogy, making again use of Lem. 9 and the fact that \( M \Phi_2 \) is again a destructive measurement. \( \square \)

**Lemma 4.** For the relative entropy \( S(\rho, \sigma) \),

\[ C_{C,S}^{L_{\text{no}}} (\Theta) = \max_{\sigma \in I} \left[ S(\Delta \Theta \sigma) - S(\Theta \sigma) \right] \]

holds, where \( S(\rho) \) denotes the von Neumann entropy.

**Proof.** We begin by reminding the well known fact that for quantum states \( \rho \) and \( \sigma \), we have

\[ S(\rho, \Delta \sigma) = S(\Delta \rho) - S(\rho) \]  

(B9)

Together with Lem. 10 follows

\[ C_{C,S}^{L_{\text{no}}} (\Theta) = \min_{\Lambda \in C} \max_{\sigma \in I_{AB}} S \left( (\Theta^A \otimes 1^B) \sigma, (\Lambda^A \otimes 1^B) \sigma \right) 
\]

\[ = \min_{\Lambda \in C} \max_{\sigma \in I} S(\Theta \sigma, \Lambda \sigma) \]

\[ = \min_{\Lambda \in C} \max_{\sigma \in I} \left[ S(\Delta \Theta \sigma) - S(\Theta \sigma) + S(\Delta \Theta \sigma, \Lambda \sigma) \right] \]  

(B10)

Next we remind that the quantum operation \( \Lambda = \Delta \Theta \Delta \) can be represented by Kraus operators \( L_{ij} = |j\rangle \langle i| K_i \) if \( \Theta \) is given by Kraus operators \( K_i \). Therefore such a \( \Lambda \) is contained in SIO, which can be characterized by every Kraus operator having at most one non-zero entry per column and row [68]. Since SIO is included in LOP, DIO, IO, and MIO, \( \Lambda \) is also in all of these sets. Together with the fact that the relative entropy between two quantum states is non-negative and that \( S(\Delta \Theta \sigma, \Delta \Theta \sigma) = 0 \), we arrive at our statement. \( \square \)
Theorem 5. For $S(\rho, \sigma)$ the relative entropy and $\dim B = \dim A$,

$$C_{C,S}^{L, no} (\Theta) \leq E_{E \to A|B,S}^{W, no} (U_{\text{CNOT}} (\Theta^A \otimes 1^B) \Delta)$$

holds.

Proof. Let us denote the relative entropy of entanglement [72] with respect to the bi-partition into parties $A$ and $B$ by $R_{E}^{A|B}$, i.e.,

$$R_{E}^{A|B} (\rho) = \min_{\sigma \in W_{A|B}} S (\rho, \sigma).$$

(B11)

For readability we also define

$$\Theta \sigma =: \sum_{i,j} \rho_{ij}^\sigma |i\rangle \langle j|.$$  

(B12)

Then, with Lem. 9, and applying a technique used in Ref. [37], we find

$$E_{W, no}^{\text{SEP}A|B,S} (U^{AB}_{\text{CNOT}} (\Theta^A \otimes 1^B) \Delta^{AB}) = \min_{\Lambda \in \text{SEP}A|B} \max_{\sigma \in W_{A|B}} S \left( U^{AB}_{\text{CNOT}} (\Theta^A \otimes 1^B) \Delta^{AB} \sigma, \Lambda^{A|B} \sigma \right)$$

(B13a)

$$\geq \max_{\sigma \in W_{A|B}} \min_{\Lambda \in \text{SEP}A|B} S \left( U^{AB}_{\text{CNOT}} (\Theta^A \otimes 1^B) \Delta^{AB} \sigma, \Lambda^{A|B} \sigma \right)$$

(B13b)

$$= \max_{\sigma \in W_{A|B}} R_{E}^{A|B} (U^{AB}_{\text{CNOT}} (\Theta^A \otimes 1^B) \Delta^{AB} \sigma)$$

(B13c)

$$\geq \max_{\sigma \in W_{A|B}} R_{E}^{A|B} (U^{AB}_{\text{CNOT}} (\Theta^A \otimes 1^B) \Delta^{AB} (\sigma^A \otimes \langle 0|0 \rangle^B))$$

(B13d)

$$= \max_{\sigma \in W_{A|B}} R_{E}^{A|B} \left( \sum_{i,j} \rho_{ij}^\sigma |i\rangle \langle j| \otimes |i\rangle \langle j| \right)$$

(B13e)

$$\geq \max_{\sigma \in W_{A|B}} S (\Delta \Theta \sigma) - S (\Theta \sigma).$$

(B13f)

where we used the max-min inequality in Eq. (B13b) and in Eq. (B13c), we used that with SEP, we can prepare an arbitrary separable state, but no state outside the set of separable states if we have a separable input state. In the last line, we used that [84]

$$R_{E}^{A|B} (\rho^{AB}) \geq S (\rho^A) - S (\rho^{AB}).$$

(B14)

Together with Lem. 4 and the discussion in App. C, this finishes the proof. Note that all our arguments also hold if we take $\mathcal{E} = \text{LOCC}_r$. Thus the Theorem also holds in this case. \hfill \Box

Theorem 6. For $S(\rho, \sigma)$ the relative entropy,

$$C_{C,S}^{L, no} (\Theta) = \sup_{\Phi_1, \Phi_2 \in C} E_{E \to A|B,S}^{W, no} (\Phi_2 (\Theta^A \otimes 1^B) \Phi_1 \Delta).$$

The supremum is achieved for $\dim B = \dim A$, $\Phi_1 = 1$ and $\Phi_2 = U_{\text{CNOT}}$.

Proof. The proof follows directly from Thms. 3 and 5. As we noted in the respective proofs, these two Theorems also hold if we choose $\mathcal{E} = \text{LOCC}_{r \geq 3}$, which is why also this Theorem holds for $\mathcal{E} = \text{LOCC}_{r \geq 3}$. \hfill \Box

Corollary 7. An operation $\Theta$ can be converted to an operation outside $\mathcal{E}$ with operations in $\mathcal{C}$ if and only if $\Theta$ is not in MIO.

Proof. According to Prop. 2 and its proof, the two measures

$$C_{\text{MIO},S}^{L, no}, E_{\text{SEP}A|B,S}^{W, no}$$

as well as

$$E_{\text{LOCC}_{r \geq 3}A|B,S}^{W, no}$$

are faithful, i.e., they are zero if and only if they are evaluated on free operations. In addition, the inequalities discussed in App. C hold. Together with Thm. 6 (and in particular that the optimal conversion scheme is contained in SIO) this finishes the proof and shows that the Corollary also holds for $\mathcal{E} = \text{LOCC}_{r \geq 3}$. \hfill \Box
Theorem 8. Let $E_{E|A:B}$ be a (convex) resource monotone with respect to the set of operations $E^{E|A:B}$. Then

$$C_{E}^{E,E}(\theta) := \sup_{\Lambda_{i} \in C} E_{E|A:E|B} \left( \Lambda_{2} \left( \theta^{A} \otimes \mathbb{1}_{E_{B}} \right) \Lambda_{1} \Delta \right)$$

is a (convex) resource monotone with respect to the operations $C$. If $E_{E|A:E|B}$ is in addition faithful, Eq. (6) defines a measure with respect to MIO.

Proof. Non-negativity is obviously inherited and monotonicity is a simple consequence of the fact that $C$ is closed under concatenation. Let $\Phi_{1} \in C$. Then we have

$$C_{E}^{E,E} \left( \phi_{2} \left( \theta^{A} \otimes \mathbb{1}_{\tilde{A}} \right) \phi_{1} \right) = \sup_{\Lambda_{i} \in C} E_{E|A:A|E|B} \left( \Lambda_{2} \left( \phi_{2} \left( \theta^{A} \otimes \mathbb{1}_{\tilde{A}} \right) \phi_{1} \otimes \mathbb{1}_{E_{B}} \right) \Lambda_{1} \Delta \right)$$

$$\leq \sup_{\Lambda_{i} \in C} E_{E|A:A|E|B} \left( \Lambda_{2} \left( \phi_{2} \otimes \mathbb{1}_{E_{B}} \right) \left( \theta^{A} \otimes \mathbb{1}_{\tilde{A}E_{B}} \right) \Lambda_{1} \Delta \right)$$

$$= \sup_{\Lambda_{i} \in C} E_{E|A:A|E|B} \left( \Lambda_{2} \left( \theta^{A} \otimes \mathbb{1}_{E_{B}} \right) \Lambda_{1} \Delta \right)$$

$$= C_{E}^{E,E}(\theta),$$

where we included $\tilde{A}$ into $E_{A}$ in the second last line. Also the proof that convexity can be inherited is straightforward. Assume that $E_{E|A:E|B}$ is convex. Then we find

$$C_{E}^{E,E} \left( \sum_{k} p_{k} \theta_{k} \right) = \sup_{\Lambda_{i} \in C} E_{E|A:A|E|B} \left( \Lambda_{2} \left( \sum_{k} p_{k} \theta_{k}^{A} \otimes \mathbb{1}_{E_{B}} \right) \Lambda_{1} \Delta \right)$$

$$\leq \sup_{\Lambda_{i} \in C} E_{E|A:A|E|B} \left( \sum_{k} p_{k} \Lambda_{2} \left( \theta_{k}^{A} \otimes \mathbb{1}_{E_{B}} \right) \Lambda_{1} \Delta \right)$$

$$= \sup_{\Lambda_{i} \in C} \left( \sum_{k} p_{k} \Lambda_{2} \left( \theta_{k}^{A} \otimes \mathbb{1}_{E_{B}} \right) \Lambda_{1} \Delta \right)$$

$$= \sum_{k} p_{k} C_{E}^{E,E}(\theta),$$

i.e., $C_{E}^{E,E}$ is convex too. The statement about faithfulness in the case of MIO is a direct consequence of Cor. 7. \qed

Appendix C: Comparison of the monotones

In this Appendix, we discuss how the different monotones introduced in the main text and the analog quantity from Eq. (B1) bound each other. Since their definitions involve an infimum, the different sets $E$ and $C$ we are considering obey the inclusion relations shown in Fig. 1 in the main text, and $\text{LOCC}_{t} \subset \text{LOCC}_{t+1} \subset \text{LOCC}$, for $M \in \{\text{no, all}\}$, we obtain

$$E_{\text{LOCC},\text{M}}^{\text{M}}(\theta) \geq E_{\text{LOCC},\text{M}}^{\text{M}}(\theta) \geq E_{\text{MIO},\text{M}}^{\text{M}}(\theta) \geq E_{\text{SEP},\text{M}}^{\text{M}}(\theta),$$

$$C_{\text{LOP},\text{M}}^{\text{M}}(\theta) \geq C_{\text{LOP},\text{M}}^{\text{M}}(\theta) \geq C_{\text{MIO},\text{M}}^{\text{M}}(\theta) \geq C_{\text{SEP},\text{M}}^{\text{M}}(\theta).$$

For $M = \text{free}$, it is not straightforward to establish a similar relation, since smaller sets of operations (over which we perform infima) also potentially include fewer free destructive measurements (over which we take suprema).

Within one set of operations $E$ or $C$, other inequalities emerge from the different choices of states and destructive measurements over which we optimize: the supremum over the set of all states/destructive measurements is not smaller than the supremum
Figure 4. **Bounding the entanglement monotones.** Visualization of the relation of the monotones quantifying the entanglement of operations and their relation to the quantity defined in Eq. (B1). A monotone which is connected to a monotone below it is an upper bound to that one. For a more detailed discussion, see App. C.

Over the set of free states/destructive measurements, therefore, we find

\[
E_{\mathcal{E} A B, D}^{D, M} (\Theta) \geq E_{\mathcal{E} A B, D}^{W, M} (\Theta), \\
E_{\mathcal{E} A B, D}^{S, all} (\Theta) \geq E_{\mathcal{E} A B, D}^{S, free} (\Theta), \\
C_{C, D}^{D, M} (\Theta) \geq C_{C, D}^{L, M} (\Theta), \\
C_{C, D}^{S, all} (\Theta) \geq C_{C, D}^{S, free} (\Theta). \tag{C2}
\]

Finally, since \( D \) is contractive by assumption, we also have

\[
E_{\mathcal{E} A B, D}^{S, no} (\Theta) \geq E_{\mathcal{E} A B, D}^{S, all} (\Theta), \\
C_{C, D}^{S, no} (\Theta) \geq C_{C, D}^{S, all} (\Theta). \tag{C3}
\]

With the same arguments, the inequalities in Eqs. (C2,C3) also hold for \( \mathcal{E} = \text{LOCC}_T \). For the monotones with respect to operations in \( \mathcal{E} \), we visualize these inequalities in Fig. 4.

**Appendix D: Reduction to resource theories of quantum states**

In this Appendix, we discuss in detail how our findings include the results on resource theories of states presented in Ref. [37]. To this end, we consider preparation and replacement channels. A replacement channel is a quantum operation with fixed output (which we will use as an index), i.e., \( \Theta_{\tau \rho} = \tau \text{ tr } \rho \) for a fixed \( \tau \). For such an operation, we find with the help of Lem. 10

\[
C_{C, D}^{\mathcal{E}, no} (\Theta_{\tau}) = \min_{\Lambda \in \mathcal{C}} \max_{\sigma \in \mathcal{I}} D (\Theta_{\tau} \sigma, \Lambda \sigma) \\
= \min_{\Lambda \in \mathcal{C}} \max_{\sigma \in \mathcal{I}} D (\tau, \Lambda \sigma) \\
\geq \min_{\sigma \in \mathcal{I}} D (\tau, \sigma), \tag{D1}
\]
since $\Lambda$ cannot create coherence from an incoherent state. This lower bound, however, can always be reached by the appropriate (free) replacement channel. Therefore, we find
\[
C_{\mathcal{C},D}^{I,\text{no}}(\Theta_{\tau}) = \min_{\sigma \in \mathcal{I}} D(\tau, \sigma),
\] (D2)
which was also shown in Ref. [53] for the relative entropy. In addition, using Lem. 9, we find
\[
E_{\mathcal{E}}^{W,\text{no}}(\Phi_A^B (\Theta_{\tau}^A \otimes 1^B) \Delta^{AB}) = \inf_{\Lambda \in \mathcal{E}_{A|B}, \rho \in \mathcal{W}_{A|B}} \max_{\sigma \in \mathcal{W}_{A|B}} D(\Phi_A^B (\tau_A \otimes \text{tr}_A(\Delta^{AB}) \sigma), \Lambda^{A|B} \sigma)
\geq \inf_{\Lambda \in \mathcal{E}_{A|B}} D(\Phi_A^B (\tau^A \otimes |0\rangle\langle 0|^{B}), \Lambda^{A|B} (|0\rangle^{A} \otimes |0\rangle^{B}))
\geq \min_{\sigma \in \mathcal{W}_{A|B}} D(\Phi_A^B (\tau^A \otimes |0\rangle\langle 0|^{B}, \sigma), \Delta^{AB} \sigma)
\] (D3)
which also holds for $\mathcal{E} = \text{LOCC}_{r \geq 3}$. From Thm. 3 and Eqs. (D2,D3), we recover Thm. 1 of Ref. [37] as a special case, i.e.,
\[
\min_{\sigma \in \mathcal{I}} D(\tau, \sigma) = C_{\mathcal{C},D}^{I,\text{no}}(\Theta_{\tau}) \geq E_{\mathcal{E}}^{W,\text{no}}(\Phi_A^B (\Theta_{\tau}^A \otimes 1^B) \Delta^{AB}) \geq \min_{\sigma \in \mathcal{W}_{A|B}} D(\Phi_A^B (\tau^A \otimes |0\rangle\langle 0|^{B}, \sigma))
\] (D4)
for all $\Phi_2 \in \mathcal{C}$. Since Thm. 3 also holds for $\mathcal{E} = \text{LOCC}_{r \geq 3}$ (which we noted below it), the above statement is also true for $\mathcal{E} = \text{LOCC}_{r \geq 3}$.

Next assume that $\tilde{\mathcal{E}} \in \{\text{LOCC}_{r \geq 3}, \text{LOCC}, \text{SEP}\}$. Since all of these sets are convex and closed, with the help of Thm. 2 of Ref. [53] and Lem. 9, we note that
\[
E_{\tilde{\mathcal{E}},\mathcal{A}|B,\mathcal{S}}^{W,\text{no}}(\mathcal{U}_{\text{CNOT}}^{AB} (\Theta_{\tau}^A \otimes 1^B) \Delta^{AB}) = \min_{\Lambda \in \tilde{\mathcal{E}}_{A|B}} \max_{\rho \in \mathcal{W}_{A|B}} \min_{\sigma \in \mathcal{W}_{A|B}} S(\mathcal{U}_{\text{CNOT}}^{AB} (\Theta_{\tau}^A \otimes 1^B) \Delta^{AB} \sigma, \Lambda^{A|B} \sigma)
\geq \max_{\Phi_2 \in \mathcal{C}} \min_{\rho \in \mathcal{W}_{A|B}} S(\Phi_A^B (\tau^A \otimes |0\rangle\langle 0|^{B}), \rho)
\leq \max_{\Phi_2 \in \mathcal{C}} \min_{\rho \in \mathcal{W}_{A|B}} S(\Phi_A^B (\tau^A \otimes |0\rangle\langle 0|^{B}), \sigma).
\] (D5)
Note that the same holds for all other divergences that satisfy Thm. 2 of Ref. [53], e.g., the trace distance. From the discussion in App. C, we remember that
\[
E_{\text{SEP}_{A|B},\mathcal{S}}^{W,\text{no}} \leq E_{\text{LOCC}_{A|B},\mathcal{S}}^{W,\text{no}} \leq E_{\text{LOCC}_{3\geq 1|B},\mathcal{S}}^{W,\text{no}}
\] (D6)
and therefore Eq. (D5) is also valid for $\tilde{\mathcal{E}} = \text{LOCC}$. Using Eq. (D3), we obtain in addition
\[
\max_{\Phi_2 \in \mathcal{C}} E_{\tilde{\mathcal{E}},\mathcal{A}|B,\mathcal{S}}^{W,\text{no}}(\Phi_A^B (\Theta_{\tau}^A \otimes 1^B) \Phi_A^B \Delta^{AB}) \geq \max_{\Phi_2 \in \mathcal{C}} \min_{\sigma \in \mathcal{W}_{A|B}} S(\Phi_A^B (\tau^A \otimes |0\rangle\langle 0|^{B}), \sigma),
\] (D7)
which, together with Thm. 6, allows us to conclude that
\[
\max_{\Phi_2 \in \mathcal{C}} E_{\tilde{\mathcal{E}},\mathcal{A}|B,\mathcal{S}}^{W,\text{no}}(\Phi_A^B (\Theta_{\tau}^A \otimes 1^B) \Phi_A^B \Delta^{AB}) = \max_{\Phi_2 \in \mathcal{C}} \min_{\sigma \in \mathcal{W}_{A|B}} S(\Phi_A^B (\tau^A \otimes |0\rangle\langle 0|^{B}), \sigma).
\] (D8)
Therefore, invoking again Thm. 6, this time together with Eq. (D2), using preparation channels, our results recover the corresponding findings on static resources presented in Eq. (8) of Ref. [37]:
\[
\max_{\Phi_2 \in \text{LOCC}} \min_{\sigma \in \mathcal{W}_{A|B}} S(\Phi_A^B (\tau^A \otimes |0\rangle\langle 0|^{B}), \sigma) = \min_{\sigma \in \mathcal{I}} S(\tau, \sigma).
\] (D9)
This also implies that Cor. 7 includes Thm. 2 of Ref. [37]: a state $\rho$ can be converted to an entangled state via IO if and only if $\rho$ is coherent.

All in all, the discussion in this Appendix shows that our results on the quantitative connection of dynamic entanglement and coherence reduce to the the corresponding results on static entanglement and coherence if we consider preparation channels.