Abstract In this paper, we prove the existence of nontrivial simply connected domains $\Omega \subset S^d$, $d \geq 2$, such that the overdetermined elliptic problem

$$
\begin{cases}
-\varepsilon \Delta_g u + u - u^p = 0 & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega, \\
\partial_\nu u = \text{constant} & \text{on } \partial \Omega,
\end{cases}
$$

admits a positive solution. Here $\Delta_g$ is the Laplace-Beltrami operator in the unit sphere $S^d$ with respect to the canonical round metric $g$, $\varepsilon > 0$ is a small real parameter and $1 < p < \frac{d+2}{d-2}$ ($p > 1$ if $d = 2$). These domains are perturbations of $S^d \setminus D$, where $D$ is a small geodesic ball. This shows in particular that Serrin’s theorem for overdetermined problems in the Euclidean space cannot be generalized to the sphere even for simply connected domains.
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1. INTRODUCTION

Semilinear overdetermined elliptic problems in the form

$$
\begin{cases}
\Delta u + f(u) = 0 & \text{in } \Omega, \\
u > 0 & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega, \\
\partial_\nu u = \text{constant} & \text{on } \partial \Omega,
\end{cases}
$$

(1.1)

have received much attention in the last decades. Typically $\Omega$ is a regular domain in $\mathbb{R}^d$, $f$ is a Lipschitz function and $\partial_\nu u$ is the derivative of $u$ in the direction of the outward normal unit vector $\nu$ on the boundary $\partial \Omega$. These problems are called “overdetermined” because of the two boundary conditions, and appear quite naturally in many different phenomena in Physics, see [36, 38] for more details.

If $\Omega \subset \mathbb{R}^d$ is bounded the problem has been completely solved by J. Serrin, who proved in 1971 that if (1.1) is solvable, then $\Omega$ must be a ball (see the original work [33] and also [26] for more details). Serrin’s proof is based on the moving plane method, introduced in 1956 by A. D. Alexandrov in [1] to prove that the only compact, connected, embedded hypersurfaces in $\mathbb{R}^d$ with constant mean curvature...
are the spheres. This proof showed an analogy between overdetermined elliptic problems and constant mean curvature surfaces. From that moment, the moving plane method has become a very important tool in Analysis to obtain symmetry results for solutions of semilinear elliptic equations.

Starting from Serrin’s result, two natural lines of research have been considered: first, the case of unbounded domains $\Omega$ in the Euclidean space, and second, the case of domains $\Omega \subset M$, where $M$ is a Riemannian manifold.

The first topic is motivated from the fact that overdetermined elliptic problems arise naturally in free boundary problems, when the variational structure imposes suitable conditions on the separation interface (see, for example, [2]). As is well known, several methods for studying the regularity of the interface are based on blowup techniques that lead to the study of an overdetermined elliptic problem in an unbounded domain. In this framework, H. Berestycki, L. Caffarelli and L. Nirenberg [6] stated the following conjecture:

**BCN Conjecture (1997).** Assume that $\Omega$ is a smooth domain with connected complement, then the existence of a bounded solution to problem (1.1) for some Lipschitz function $f$ implies that $\Omega$ is either a ball, a half-space, a generalized cylinder $B^k \times \mathbb{R}^{d-k}$ ($B^k$ is a ball in $\mathbb{R}^k$), or the complement of one of them.

Many works have shown that under some assumptions on the function $f$ or on the domain $\Omega$ the conjecture is true, see [17, 19, 20, 27, 28, 30, 41]. Nevertheless, the conjecture is false in its generality and was disproved for $d \geq 3$ in [34], where the second author found a periodic perturbation of the straight cylinder $B^{d-1} \times \mathbb{R}$ that supports a periodic solution to the problem (1.1) with $f(u) = \lambda u$, $\lambda > 0$. After such first construction, other examples of nontrivial solutions have been obtained, see for instance [9, 14, 23, 31, 32]. In all these examples the boundary of the domain has a shape that looks like an unbounded constant mean curvature surface, showing again an important analogy with those surfaces. Another type of counterexample to the conjecture, of particular interest for this paper, has been given in [29]. In that work it is shown that (1.1) admits a solution for some nonradial exterior domains (i.e. the complement of a compact region in $\mathbb{R}^d$ that is not a closed ball), for a suitable function $f(u)$. In dimension 2, this represents this first construction of a counterexample to the BCN conjecture, that turns out to be false in any dimension. It is worth pointing out that such result breaks the analogy with the theory of constant mean curvature surfaces.

Overdetermined elliptic problems (1.1) posed in complete Riemannian manifolds instead of the Euclidean setting have also been a natural field of research. In this framework, we need to replace in (1.1) the classical Laplacian by the Laplace-Beltrami operator $\Delta_g$ associated to the metric $g$ of the manifold $M$:

$$
\begin{align*}
\Delta_g u + f(u) &= 0 \quad \text{in } \Omega, \\
u u &= 0 \quad \text{on } \partial \Omega,
\end{align*}
$$

(1.2)

where $\Omega$ is a domain of $M$, and $\nu$ is the normal outward unit vector about $\partial \Omega$ with respect to $g$. For general Riemannian manifolds, solutions of overdetermined elliptic problems of the form (1.2) are obtained in [10, 11, 16, 24, 25, 35].
It is clear that any symmetry result on the solutions of (1.2) tightly depends on the symmetry of the ambient manifold. In a given arbitrary manifold, geodesic balls are not domains where (1.2) can be solved. As shown in [10], for small volumes it is possible to construct solutions of (1.2) with \( f(u) = \lambda u \) in perturbations of geodesic balls centered at specific points of the manifold, but such domains in general are not geodesic balls. In fact, one can expect to obtain a Serrin-type result only for manifolds that are symmetric in a suitable sense. More precisely (see also the introduction of [11]), the key ingredient for the moving plane method is the use of the reflexion principle in any point and any direction. For this we need that for any \( p \in M \) and any two vectors \( v, w \in T_p M \) there exists an isometry of \( M \) leaving \( p \) fixed and transporting \( v \) into \( w \) (i.e. \( M \) is isotropic) and that such isometry is induced by the reflection with respect to a hypersurface. Such last hypersurface must be totally geodesic, being the set of fixed points of an isometry. But an isotropic manifold admitting totally geodesic hypersurfaces must have constant sectional curvature (see for example [7], p. 295) and the only isotropic Riemannian manifolds of constant sectional curvature are the Euclidean space \( \mathbb{R}^d \), the round sphere \( S^d \), the hyperbolic space \( \mathbb{H}^d \) and the real projective space \( \mathbb{R}P^d \) (see [39]).

Now, domains in \( \mathbb{R}P^d \) arise naturally from its universal covering \( S^d \), so we are left to consider our problem in \( \mathbb{R}^d, S^d \) and \( \mathbb{H}^d \).

Being the problem in \( \mathbb{R}^d \) completely understood by Serrin, the framework of the other two space form manifolds has been treated in 1998 in the paper by S. Kumareasen and J. Prajapat [22]. In the case of \( \mathbb{H}^d \) they obtained a complete counterpart of the Serrin’s theorem: namely, by using the moving plane method, they show that if \( \Omega \) is a bounded domain of \( \mathbb{H}^d \) and (1.2) admits a solution, then \( \Omega \) must be a geodesic ball. The case of \( S^d \) is different. In fact, even if the reflexion principle is valid in any point, one needs to have a totally geodesic hypersurface that does not intersect the domain in order to start the moving plane. This is not a problem in \( \mathbb{R}^d \) or \( \mathbb{H}^d \), but it is in \( S^d \). Since the totally geodesic hypersurfaces are the equators, one can start the moving plane method if and only if the domain is contained on a hemisphere. And this is exactly the case considered in [22]: if \( \Omega \) is contained in a hemisphere and (1.2) admits a solution, then \( \Omega \) must be a geodesic ball.

Other natural domains of \( S^d \) where (1.2) has solutions are symmetric neighborhoods of any equator. Such symmetric annuli are not simply connected and their existence comes from the geometry of \( S^d \) in the same way as they exist in a cylinder or in a torus. Moreover, perturbations of such domains in \( S^d \) where (1.2) still admits a solution have been built in [15] in the same way as this has been done for the same kind of domains in cylinders or in tori [34].

Taking these facts in account, the following question arises naturally: is it true that if \( \Omega \subset S^d \) is simply connected and (1.2) can be solved, then \( \Omega \) must be a geodesic ball? In [12], J.M. Espinar and L. Mazet give an affirmative answer to this question if \( d = 2 \) but under some extra assumptions on the nonlinear term \( f(u) \). The proof of such result shows again an analogy between overdetermined elliptic problems and constant mean curvature surfaces, because it is highly inspired by the proof of the Hopf’s Theorem that states that the only immersed constant mean curvature surfaces of genus zero in \( \mathbb{R}^3 \) are the spheres.
In this paper we show that the answer to the previous question is negative: there exist simply connected domains \( \Omega \subset S^d \), different from geodesic balls, where (1.2) can be solved for some nonlinearities \( f \). This construction works for any dimension \( d \geq 2 \). In view of [22], such domains cannot be contained in any hemisphere. Our main result can be stated as follows.

**Theorem 1.1.** Let \( d \in \mathbb{N}, d \geq 2 \) and \( 1 < p < \frac{d+2}{d-2} \) (\( p > 1 \) if \( d = 2 \)). Then there exist domains \( D \), which are perturbations of a small geodesic ball, such that the problem

\[
\begin{cases}
- \varepsilon \Delta_g u + u - u^p = 0 & \text{in } S^d \setminus D, \\
u > 0 & \text{in } S^d \setminus D, \\
u = 0 & \text{on } \partial D, \\
\partial_{\nu} u = \text{constant} & \text{on } \partial D,
\end{cases}
\]

(1.3)

admits a solution for some \( \varepsilon > 0 \) (see Figure 1).

\[\text{Figure 1. In grey, the domain } S^d \setminus D.\]

A more precise formulation of the above result will be given in Section 2.

The main idea of the proof is the following. First, one uses a dilation to pass to a problem posed in \( S^d(k) \), the sphere of radius \( 1/\sqrt{k} \), where \( k \) will be a small parameter. We take a geodesic ball of radius 1 in \( S^d(k) \), and consider now \( \Omega_k \) the complement of such ball in \( S^d(k) \). The main idea is that, as \( k \to 0 \), the domain \( \Omega_k \) converges (in a certain sense) to the exterior domain \( \mathbb{R}^d \setminus B(0,1) \). Thanks to the result in [29], we have the existence of nontrivial solutions of (1.1) for a suitable choice of \( f \), bifurcating from a family of regular solutions \( u_\lambda \) of the problem:

\[
\begin{cases}
- \lambda \Delta u + u - u^p = 0 & \text{in } \mathbb{R}^d \setminus B(0,1), \\
u > 0 & \text{in } \mathbb{R}^d \setminus B(0,1), \\
u = 0 & \text{on } \partial B(0,1), \\
\partial_{\nu} u = \text{constant} & \text{on } \partial B(0,1).
\end{cases}
\]

(1.4)

In this paper we first show that for \( k \) sufficiently small there exists a similar family of solutions posed in \( \Omega_k \). This is accomplished by making use of a (quantitative) Implicit Function Theorem. Then we study the behavior of the linearized operator.
by using a perturbation argument, and taking into account the case studied in [29]. In such way, we can use the Krasnoselskii bifurcation theorem to show the existence of a branch of nontrivial solutions to (1.2).

The rest of the paper is organized as follows. In Section 2 we set the notations and we give a more precise statement of Theorem 1.1. The existence of a radial family of solutions in $\Omega_k$ is shown in Section 3. In Section 4 we construct the nonlinear Dirichlet-to-Neumann operator and compute its linearization under certain nondegeneracy assumptions. These hypotheses will be verified in Section 5, and that section is also devoted to studying the properties of the linearized operator computed in Section 4. With all those ingredients, we can use a local bifurcation argument to prove our main result; this is done in Section 6.

2. NOTATIONS AND STATEMENT OF THE MAIN RESULT

If $k > 0$, let $S^d(k)$ be the $d$-dimensional sphere of radius $\frac{1}{\sqrt{k}}$ naturally embedded in $\mathbb{R}^{d+1}$ ($d \geq 2$) and denote by $g_k$ its metric, with sectional curvature equal to $k$. When $k = 1$ we write directly $S^d$ as usual. We fix two opposite points $S, N \in S^d(k)$ (let’s say respectively the south and the north pole) and we use the exponential map of $S^d(k)$ centered at $S$,

$$\exp_S : B \left(0, \frac{\pi}{\sqrt{k}}\right) \to S^d(k) \setminus \{N\},$$

where $B \left(0, \frac{\pi}{\sqrt{k}}\right) \subset \mathbb{R}^d$ is the Euclidean ball of radius $\frac{\pi}{\sqrt{k}}$ centered at the origin. Given any continuous function $v : S^{d-1} \to \left(0, \frac{\pi}{\sqrt{k}}\right)$, we define the domain

$$B_v = \exp_S \left(\left\{ x \in \mathbb{R}^d : 0 \leq |x| < v\left(\frac{x}{|x|}\right)\right\}\right) \subset S^d(k).$$

The precise statement of our result is the following:

**Theorem 2.1.** Let $d \in \mathbb{N}$, $d \geq 2$, let $1 < p < \frac{d+2}{d-2}$ ($p > 1$ if $d = 2$). Then, there exists a real number $k_0 > 0$, such that for any $0 < k < k_0$ the following holds true: there exist a sequence of real parameters $\lambda_m = \lambda_m(k)$ converging to some $\lambda_*(k) > 0$, a sequence of nonconstant functions $v_m = v_m(k) \in C^{2,\alpha}(S^{d-1})$ converging to 0 in $C^{2,\alpha}$, and a sequence of positive functions $u_m \in C^{2,\alpha}(S^d(k) \setminus B_{1+v_m})$, such that the problem

$$\begin{cases}
-\lambda_m \Delta u_m + u_m - u_m^p = 0 & \text{in } S^d(k) \setminus B_{1+v_m}, \\
u_m = 0 & \text{on } \partial B_{1+v_m}, \\
\partial_n u_m = \text{constant} & \text{on } \partial B_{1+v_m},
\end{cases}$$

is satisfied.

Observe that Theorem 1.1 follows at once from the previous result, by a scale change transforming $S^d(k)$ into $S^d$.

Throughout the paper we shall use the coordinates in $S^d(k)$ given by the exponential map centered at the south pole composed with polar coordinates in $\mathbb{R}^d$. In other words, we write:

$$X : \left[0, \frac{\pi}{\sqrt{k}}\right] \times S^{d-1} \to S^d(k) \setminus \{N\},$$

$$X(r, \theta) = \exp_S(r \theta).$$

(2.2)
Observe that $X$ is well defined but singular at the south pole $S$.

With this notation, the set $B_v$ can be written as:

$$B_v = \left\{ (r, \theta) \in \left[ 0, \frac{\pi}{\sqrt{k}} \right) \times S^{d-1} : r < v(\theta) \right\}.$$  

Moreover, the standard metric $g_k$ on $S^d(k)$ and its corresponding Laplace-Beltrami operator can be written in $(r, \theta)$ coordinates as:

$$g_k = dr^2 + S_k^2(r)d\theta^2,$$

$$\Delta := \Delta_{g_k} = \partial^2 r + (d-1)\frac{C_k(r)}{S_k(r)}\partial_r + \frac{1}{S_k^2(r)}\Delta_{S^{d-1}},$$

where

$$S_k(r) = \frac{\sin(\sqrt{kr})}{\sqrt{k}}, \quad C_k(r) = \cos(\sqrt{kr}). \quad (2.3)$$

See for instance [8].

In order to prove Theorem 2.1 we will make use of symmetry groups. Given a symmetry group $G$ acting on $S^{d-1}$, we say that $\Omega \subset S^d(k)$ is $G$-symmetric if, working in coordinates:

$$(r, \theta) \in \Omega \Rightarrow (r, g(\theta)) \in \Omega$$

for any $g \in G$. Let us point out that in the case in which $G = G$ the group of all possible symmetries of $S^{d-1}$, then $G$-symmetry is just axial symmetry in $S^d(k)$ (with respect to the axis of $\mathbb{R}^{d+1}$ passing through the south and the north poles).

We define:

$$C^{k,\alpha}_G(S^{d-1}) = \{ u \in C^{k,\alpha}(S^{d-1}) : u = u \circ g \ \forall g \in G \}.$$  

For later purposes we also define the set of functions in $C^{k,\alpha}_G(S^{d-1})$ whose mean is 0:

$$C^{k,\alpha}_{G,0}(S^{d-1}) = \{ u \in C^{k,\alpha}_G(S^{d-1}) : \int_{S^{d-1}} u = 0 \}.$$  

If $\Omega \subset S^d(k)$ is $G$-symmetric, we define the following Hölder spaces of $G$-symmetric functions:

$$C^{k,\alpha}_G(\Omega) = \{ u \in C^{k,\alpha}(\Omega) : u(r, \theta) = u(r, g(\theta)) \ \forall g \in G \}.$$  

In addition, we denote the Sobolev spaces of $G$-symmetric functions as follows:

$$H^{1}_G(\Omega) = \{ u \in H^1(\Omega) : u(r, \theta) = u(r, g(\theta)) \ \forall g \in G \},$$

$$H^{1}_{0,G}(\Omega) = \{ u \in H^1_0(\Omega) : u(r, \theta) = u(r, g(\theta)) \ \forall g \in G \}.$$  

Let us recall that the norm of the Sobolev space $H^1(\Omega)$ is given by:

$$\|u\|_{H^1(\Omega)} = \left( \int_{\Omega} \left( |\nabla u|^2 + u^2 \right) d\text{vol}_{g_k} \right)^{1/2}$$

where the expression depends on the metric $g_k$. If $\Omega = S^d(k) \setminus B_v$, we can write this expression in coordinates $(r, \theta)$ as:

$$\int_{\Omega} \left( |\nabla u|^2 + u^2 \right) d\text{vol}_{g_k} = \int_{v(\theta)}^{\pi/\sqrt{k}} \int_{S^{d-1}} S_k^{d-1}(r) \left[ (\partial_r u)^2 + \frac{|\nabla_\theta u|^2}{S_k^2(r)} + u^2 \right] d\theta dr.$$
In the axisymmetric case of $S^d(k)$ with respect to the two poles (that is, $G = G$ the group of all possible isometries in $S^{d-1}$) we write a subscript $r$ instead of $G$, to highlight that the spaces depend only on the $r$ variable. Hence, we shall write:

$$H^1_r(S^d(k) \setminus B_1) = \left\{ u : \left[1, \frac{\pi}{\sqrt{k}}\right] \to \mathbb{R}, \|u\|_k < \infty \right\},$$

where

$$\|u\|_k = \left( \int_1^{\pi/\sqrt{k}} S^{d-1}_k(r) \left[(\partial_r u)^2 + u^2\right] dr \right)^{1/2}. \quad (2.4)$$

Clearly,

$$\|u\|_{H^1_r(S^d(k) \setminus B_1)} = \sqrt{\omega_{d-1}} \|u\|_k,$$

where $\omega_{d-1}$ is the $(d-1)$-dimensional measure of the unit sphere $S^{d-1}$.

Moreover we shall make use of the notation:

$$H^1_{0,r}(S^d(k) \setminus B_1) = \left\{ u \in H^1_r(S^d(k) \setminus B_1), u(1) = 0 \right\}.$$

Observe that in the above definitions the functions $u(r)$ are absolutely continuous in $[1, \frac{\pi}{\sqrt{k}}]$ (possibly singular at $\frac{\pi}{\sqrt{k}}$).

We denote by $\mu_i = i(i + d - 2), i \in \mathbb{N}$ the eigenvalues of the Laplace-Beltrami operator $\Delta_{S^{d-1}}$ in $S^{d-1}$. From now on, we shall fix a symmetry group $G$ in $S^{d-1}$ satisfying the following property:

(G) $G$ leaves invariant the origin and, defining by $\{\mu_i\}_{i \in \mathbb{N}}$ the eigenvalues of $\Delta_{S^{d-1}}$ restricted to $G$-symmetric functions and by $m_l$ their multiplicities, we require $i_1 \geq 2$ and $m_1$ odd.

A group satisfying those properties is the dihedral group $D_{kr}, k \geq 3$, if $d = 2$. For $d > 2$ one can take for instance $G = O(2) \times O(d - 2)$. Other examples are possible, see [29, Remark 2.2].

3. EXISTENCE OF THE AXISYMMETRIC SOLUTION TO THE DIRICHLET PROBLEM

As mentioned before, we will use a local bifurcation argument. On that purpose, we first need to build an axially symmetric solution to the problem:

$$\begin{cases}
-\lambda \Delta u + u - u^p = 0 & \text{in } S^d(k) \setminus B_1, \\
u = 0 & \text{on } \partial B_1,
\end{cases} \quad (3.1)$$

for suitable values of $\lambda$. This is the goal of this section. We will do it for $k$ sufficiently small (i.e. for spheres $S^d(k)$ with large radius).

By using the coordinates $(r, \theta)$ as in (2.2), we have to find a solution $u(r)$ of the ODE problem:

$$\begin{cases}
-\lambda \left[\frac{\partial^2}{\partial r^2} + (d - 1) \frac{C_k(r)}{S_k(r)} \partial_r\right] u + u - u^p = 0 & r \in \left(1, \frac{\pi}{\sqrt{k}}\right), \\
u(1) = 0, \\
w(\frac{\pi}{\sqrt{k}}) = 0,
\end{cases} \quad (3.2)$$

where $C_k(r)$ and $S_k(r)$ are defined in (2.3). Observe that, for any fixed $r > 0$,

$$\frac{C_k(r)}{S_k(r)} \to \frac{1}{r} \quad \text{as } k \to 0.$$
Hence, at least formally, a limit problem for (3.2) as \( k \to 0 \) is:
\[
\begin{aligned}
-\lambda \left( \partial_r^2 + \frac{d-1}{r} \partial_r \right) u + u - u^p &= 0 & r > 1, \\
u(1) &= 0.
\end{aligned}
\] (3.3)

Those are just radially symmetric functions of the Dirichlet problem:
\[
\begin{aligned}
-\lambda \Delta u + u - u^p &= 0 & \text{in } \mathbb{R}^d \setminus B_1, \\
\partial B_1.
\end{aligned}
\] (3.4)

In the proposition below we list some known properties of this problem.

**Proposition 3.1.** We have:

a) For any \( \lambda > 0 \), there exists a radially symmetric \( C^\infty \) solution of (3.4). This solution increases in the radius up to a certain maximum, and then it decreases and converges to 0 at infinity exponentially.

b) Such positive and radial solution to (3.4) is unique: we denote it by \( \tilde{u}_\lambda \).

c) Set \( B_\varepsilon = \mathbb{R}^d \setminus B_1 \), let \( H_{0,r}^1(B_\varepsilon) \) be the classical Sobolev space \( H^1_0(B_\varepsilon) \) restricted to radial functions, and let \( H^{-1}_r(B_\varepsilon) \) be its dual. Let us define the linearized operator \( L_\lambda : H_{0,r}^1(B_\varepsilon) \to H^{-1}_r(B_\varepsilon) \),
\[
L_\lambda(\phi) = -\lambda \Delta \phi + \phi - p\tilde{u}_\lambda^{p-1} \phi,
\] (3.5)

and consider the eigenvalue problem:
\[
L_\lambda(\phi) = \tau \phi.
\]

This problem has a unique negative eigenvalue and no zero eigenvalues. In other words, \( \tilde{z}_\lambda \in H_{0,r}^1(B_1^\varepsilon) \) (normalized by \( \| \tilde{z}_\lambda \| = 1 \)) is the positive eigenfunction with negative eigenvalue, i.e.
\[
\begin{aligned}
-\lambda \Delta \tilde{z}_\lambda + \tilde{z}_\lambda - p\tilde{u}_\lambda^{p-1} \tilde{z}_\lambda &= \tilde{\tau}_\lambda \tilde{z}_\lambda & \text{in } B_\varepsilon^1, \\
\tilde{z}_\lambda &= 0 & \text{on } \partial B_1.
\end{aligned}
\] (3.6)

where \( \tilde{\tau}_\lambda < 0 \). Moreover \( \tilde{z}_\lambda \) is a \( C^\infty \) function.

Statement a) is quite well known and has been proved in [13], for instance. The results b) and c) are more recent and have been obtained in [18, 40].

We now state the main result of this section.

**Proposition 3.2.** Given \( \varepsilon \in (0, 1) \), there exists \( k_0 > 0 \) such that for any \( k \in (0, k_0) \) and any \( \lambda \in [\varepsilon, 1/\varepsilon] \) there exists a positive solution \( u_{k,\lambda} \) to the problem (3.2). Moreover, for any \( \lambda \in [\varepsilon, 1/\varepsilon] \),
\[
\lim_{k \to 0} \| u_{k,\lambda} - \tilde{u}_\lambda \|_k = 0,
\] (3.7)

where \( \tilde{u}_\lambda \) is the unique positive radial solution of (3.4) and \( \cdot \| \cdot _k \) is given by (2.4).

In order to prove the Proposition 3.2, we use the following version of the Inverse Function Theorem. We include its proof in the Appendix for the sake of completeness.

**Proposition 3.3.** Let \( Y \) be a Hilbert space, \( v \in Y \) and \( F \in C^1(Y, Y) \). Suppose that:

(\( A1 \)) \( \| F(v) \| < \delta \) for some fixed \( \delta > 0 \);
(A2) The derivative operator $F' : Y \to Y$ is invertible and $\|F'(v)^{-1}\| \leq c$, for some $c > 0$;
(A3) Define $U = \{z \in Y : \|z\| \leq 2c \delta \}$ and assume that:

$$\|F'(v + z) - F'(v)\| < \frac{1}{2c}, \forall z \in U.$$ 

Then there exists a unique $z \in U$ such that $F(v + z) = 0$.

In order to apply the previous proposition to our purpose we will need the following lemma, whose proof again is postponed to the Appendix.

**Lemma 3.4.** For any $u \in H^{1}_{0,r}(\mathbb{S}^{d}(k) \setminus B_{1}), 0 < k < \frac{2^2}{r}$, we have

$$\|u\|_{L^{s}} \leq C \|u\|_{H^{1}},$$

where $2 < s \leq 2^{*} = \frac{2d}{d-2}$ if $d \geq 3$, $s > 2$ if $d = 2$, and $C = C(d, s) > 0$ is a constant independent of $k$.

With these two results we are now able to prove Proposition 3.2.

**Proof of Proposition 3.2.** We will apply the Proposition 3.3 in the Sobolev space

$$Y = H^{1}_{0,r}(\mathbb{S}^{d}(k) \setminus B_{1})$$

via the coordinates given in (2.2). We define the operator

$$F(u) = \Phi(\tilde{F}(u)) : Y \to Y,$$

where $\Phi : Y^{-1} \to Y$ is the isomorphism given by the Riesz Representation Theorem and the functional $\tilde{F} : Y \to Y^{-1}$ is defined by

$$\tilde{F}(u)w = \omega_{d-1} \int_{1}^{2\pi} \int_{\mathbb{S}^{d-1}} \tilde{F}_{k}^{d-1}(r)(\lambda u'w' + uw - u'w) \ dr.$$ 

In what follows we fix $\lambda \in [\varepsilon, 1/\varepsilon]$ for some $\varepsilon \in (0, 1)$ and define $v := v_{k, \lambda} = \tilde{u}_{\lambda}\chi_{k}$, where $\tilde{u}_{\lambda}$ is the positive solution of (3.3) and $0 \leq \chi_{k} \leq 1$ is a cut-off function such that:

$$\begin{align*}
\chi_{k}(r) &= 1 & r &\in \left(1, \frac{\pi}{\sqrt{k}}\right), \\
\chi_{k}(r) &= 0 & r &\in \left(\frac{2\pi}{\sqrt{k}}, \frac{\pi}{\sqrt{k}}\right), \\
|\chi'_{k}(r)| &\leq k^{-1/4} & r &\in \left(1, \frac{\pi}{\sqrt{k}}\right).
\end{align*}$$

This function will play the role of $v$ in Proposition 3.3. Now, let us verify that the assumptions of Proposition 3.3 are satisfied. For that, the exponential decay of $\tilde{u}_{\lambda}$ will be essential. First, it is clear that $\tilde{F}$ is a $C^{1}$ map.
(A1) Let’s prove that $|\tilde{F}(v)| = o_k(1)$. We compute

$$
\begin{align*}
\left| \tilde{F}(v) \right| &= \left| \int_1^{\bar{r}} S_k^d(r) (\lambda v' w' + v w - v^p w)dr \right| \\
&= \left| \int_1^{\bar{r}} S_k^d(r) [\lambda (\tilde{u}_\lambda \chi_k) w' + (\tilde{u}_\lambda \chi_k w - \tilde{u}_\lambda^p \chi_k^p w + \tilde{u}_\lambda^p \chi_k w - \tilde{u}_\lambda^p \chi_k w)] dr \right| \\
&= \left| \int_1^{\bar{r}} S_k^d(r) \left[ \lambda (\tilde{u}_\lambda \chi_k w' - \tilde{u}_\lambda^p \chi_k w) + \tilde{u}_\lambda^p (\chi_k - \chi_k^p) w \right. \\
&\quad \quad + \left. (d - 1) \lambda \tilde{u}_\lambda^p \chi_k w \left( \frac{1}{r} - \frac{C_k(r)}{S_k(r)} \right) \right] dr \right| \\
&\leq \left| \int_1^{\bar{r}} (d - 1) \lambda \tilde{u}_\lambda^p w S_k^d(r) \left( \frac{1}{r} - \frac{C_k(r)}{S_k(r)} \right) dr \right| \\
&\quad \quad + \left| \int_1^{\bar{r}} S_k^d(r) \left[ \lambda (\tilde{u}_\lambda \chi_k w' - \tilde{u}_\lambda^p \chi_k w) + \tilde{u}_\lambda^p (\chi_k - \chi_k^p) w \right. \\
&\quad \quad + \left. (d - 1) \lambda \tilde{u}_\lambda^p \chi_k w \left( \frac{1}{r} - \frac{C_k(r)}{S_k(r)} \right) \right] dr \left| \right| \\
&\leq c_1 \max \{A, B\} \|w\|_k + c_2 \left( e^{-\frac{\sqrt{\lambda}}{\sqrt{k}}} + e^{-\frac{\sqrt{\lambda}}{\sqrt{k}}} + e^{-\frac{\sqrt{\lambda}}{\sqrt{k}}} \right) \|w\|_k,
\end{align*}
$$

where $A = \left| \frac{\sqrt{\pi}}{\tan(\sqrt{k})} - 1 \right|$, $B = \left| 1 - \frac{\sqrt{\pi}}{\tan(\sqrt{k})} \right|$.

(A2) Let’s prove that $\tilde{F}'$ is invertible and $\|\tilde{F}'(v)^{-1}\| \leq c, c > 0$. By contradiction, we suppose that either $\tilde{F}'(v)$ is not invertible or $\|\tilde{F}'(v)^{-1}\|$ is not bounded. We first assume that $\tilde{F}'(v)$ is not invertible, then we can have that $\tilde{F}'(v)$ is not injective (see [3, Lemma 4.1]). Suppose that $\tilde{F}'(v)$ is injective, let us write $\tilde{F}'(v)(\psi_1, \psi_2) = (A\psi_1, \psi_2)$ for all $\psi_1, \psi_2 \in Y$ that is given in (3.8), where the operator

$$
A : Y \to Y^{-1},
$$

$$
\psi \mapsto -\lambda \Delta \psi + \psi - pv^{p-1} \psi.
$$

Notice that the operator $A_0 : \psi \to -\lambda \Delta \psi + \psi$ is an isomorphism from $Y$ to $Y^{-1}$. And the operator $K : \psi \to pv^{p-1} \psi$ is compact from $Y$ to $Y^{-1}$ since $v = v_{k, \lambda} = \tilde{u}_\lambda \chi_k$ and $\tilde{u}_\lambda$ converges to 0 at infinity exponentially. Since $A = A_0(I - A_0^{-1} K)$ is injective and $A_0^{-1} K$ is compact, the operator $A$ is invertible by the Fredholm alternative for $I - A_0^{-1} K$. This is a contradiction. Then there exists a non-zero function $\varphi_k \in Y$ such that

$$
\tilde{F}'(v) \varphi_k = 0.
$$

Now, in the case $\|\tilde{F}'(v)^{-1}\|$ is unbounded, we assume that $\|\tilde{F}'(v)^{-1}\| \to \infty$ as $k \to 0$. Taking $\phi \in Y^{-1}$ so that $\tilde{F}'(v)^{-1} \phi = \xi_k$ is a divergence sequence of $Y$. Let $\varphi_k = \frac{\xi_k}{\|\xi_k\|_k}$, then $\|\varphi_k\|_k = 1$ and define $\tilde{F}'(v)^{-1} \frac{\phi}{\|\xi_k\|_k} = \varphi_k$, one has that

$$
\tilde{F}'(v) \varphi_k = \frac{\phi}{\|\xi_k\|_k} \to 0.
$$
Therefore, it suffices to consider

$$\tilde{F}'(v)\varphi_k \to 0,$$

with $$\|\varphi_k\|_k = 1$$. First, we verify that $$\varphi_k \rightharpoonup \varphi_0$$ in $$H^1_{r,loc}(\mathbb{R}^d \setminus B_1)$$ and $$\varphi_0 \in H^1_{0,r}(\mathbb{R}^d \setminus B_1)$$.

In fact, for $$k = k(i, j)$$ sufficiently small and a some fixed constant $$M > 1$$, we use the Cantor’s diagonal argument

$$
\begin{align*}
\varphi_{k(1,1)} & \varphi_{k(1,2)} \cdots \varphi_{k(1,n)} \rightharpoonup \varphi_1^0 \quad \text{in } H^1_r(B_M \setminus B_1) \\
\varphi_{k(2,1)} & \varphi_{k(2,2)} \cdots \varphi_{k(2,n)} \rightharpoonup \varphi_2^0 \quad \text{in } H^1_r(B_{2M} \setminus B_1) \\
\vdots & \vdots \cdots \vdots \\
\varphi_{k(n,1)} & \varphi_{k(n,2)} \cdots \varphi_{k(n,n)} \rightharpoonup \varphi_n^0 \quad \text{in } H^1_r(B_{nM} \setminus B_1) \\
\vdots & \vdots \cdots \vdots
\end{align*}
$$

We consider the diagonal subsequence $$\varphi_k = \varphi_{k(n,n)}$$. Fix $$m \in \mathbb{N}$$, we can check that $$(\varphi_{k(n,n)})_{n \geq m} \subset (\varphi_{k(m,n)})_{n \geq 1}$$ with $$\varphi_{k(m,n)} \rightharpoonup \varphi_0^m$$ in $$H^1_r(B_{mM} \setminus B_1)$$ since each row is a subsequence of all previous rows. Then, by the uniqueness of limits, the function $$\varphi_0 = \varphi_0^m$$ is well-defined. Thus we have $$\varphi_k \rightharpoonup \varphi_0$$ in $$H^1_{0,loc}(\mathbb{R}^d \setminus B_1)$$. And we know that

$$
\int_1^\infty r^{d-1}(\varphi_0^2 + \varphi_0^2)dr = \lim_{M \to \infty} \int_1^M r^{d-1}(\varphi_0^2 + \varphi_0^2)dr
\leq (1 + \epsilon)^{d-1} \lim_{M \to \infty} \liminf_{k \to 0} \int_1^M \left(\frac{r}{1+\epsilon}\right)^{d-1} (\varphi_0^2 + \varphi_0^2)dr
\leq (1 + \epsilon)^{d-1} \lim_{M \to \infty} \liminf_{k \to 0} \int_1^M S_{d-1}(r)(\varphi_0^2 + \varphi_0^2)dr
\leq (1 + \epsilon)^{d-1} \lim_{M \to \infty} \liminf_{k \to 0} \int_1^{\frac{M}{k}} S_{d-1}(r)(\varphi_0^2 + \varphi_0^2)dr
= (1 + \epsilon)^{d-1},
$$

with small $$\epsilon$$. This shows that $$\varphi_0 \in H^1_{0,r}(\mathbb{R}^d \setminus B_1)$$.

Now we prove that $$\varphi_0$$ differs from 0 by contradiction. If $$\varphi_0 = 0$$,

$$
\frac{\tilde{F}'(v)(\varphi_k, \varphi_k)}{\omega_{d-1}} = \int_1^{\frac{M}{k}} S_{d-1}(r)(\lambda \varphi_k^2 + \varphi_k^2 - p\nu^{p-1}\varphi_k^2)dr
= \|\varphi_k\|^2_k - p \int_1^{\frac{M}{k}} S_{d-1}(r)\nu^{p-1}\varphi_k^2dr
= 1 - p \int_1^{\frac{M}{k}} S_{d-1}(r)\nu^{p-1}\varphi_k^2dr.
$$
Then we can get a contradiction that the left-hand side converges to 0 but the right-hand side converges to 1. The latter result comes from the fact that

\[
\int_1^\infty S_k^{d-1}(r)v^{p-1}\varphi_k^2 dr = \int_1^M S_k^{d-1}(r)\tilde{u}_\lambda^{p-1}\varphi_k^2 dr + \int_M^\infty S_k^{d-1}(r)\tilde{u}_\lambda^{p-1}\varphi_k^2 dr
\]

\[
\rightarrow \int_1^M r^{d-1}\tilde{u}_\lambda^{p-1}\varphi_0^2 dr + \int_M^\infty S_k^{d-1}(r)\tilde{u}_\lambda^{p-1}\varphi_k^2 dr
\]

\[
\leq \int_1^M r^{d-1}\tilde{u}_\lambda^{p-1}\varphi_0^2 dr + ce^{-(p-1)M}\|\varphi_k\|_2^2,
\]

which can be taken arbitrarily small by choosing \( M \) and \( k \) appropriately.

Finally, for all \( w \in C_0^\infty(B_M \setminus B_1) \),

\[
\frac{\tilde{F}'(v)(\varphi_k, w)}{\omega_{d-1}} = \int_1^\infty S_k^{d-1}(r)(\lambda\varphi_k'w' + \varphi_kw - pw^{p-1}\varphi_kw)dr
\]

\[
= \int_1^M S_k^{d-1}(r)(\lambda\varphi_k'w' + \varphi_kw - pw^{p-1}\varphi_kw)dr
\]

\[
\rightarrow \int_1^M r^{d-1}(\lambda\varphi_0'w' + \varphi_0w - p\tilde{u}_\lambda^{p-1}\varphi_0w)dr
\]

\[
= \int_1^\infty r^{d-1}(\lambda\varphi_0'w' + \varphi_0w - p\tilde{u}_\lambda^{p-1}\varphi_0w)dr = 0.
\]

As a consequence, \( \varphi_0 \neq 0 \) solves the linearized problem

\[
\begin{cases}
-\lambda\varphi_0' - (d-1)\frac{\lambda}{\tau}\varphi_0' + \varphi_0 - p\tilde{u}_\lambda^{p-1}\varphi_0 = 0 & \text{in } (1, \infty), \\
\varphi_0(1) = 0.
\end{cases}
\]

But this is a contradiction with Proposition 3.1, c).

(A3) Let’s show that \( \| \tilde{F}'(v) - F'(s) \| < \frac{1}{2\epsilon} \) for any \( v, s \in Y \) with \( \| v - s \| \leq 2\epsilon \delta \).

For any \( \phi \in Y \), we have that

\[
\left| \frac{\tilde{F}'(v)(\phi)w - \tilde{F}'(s)(\phi)w}{\omega_{d-1}} \right| = p \left| \int_1^\infty S_k^{d-1}(r)(v^{p-1} - s^{p-1})\phi w dr \right|
\]

\[
\leq p \int_1^\infty S_k^{d-1}(r)|\phi w|(\epsilon|s|^{p-1} + C_\epsilon|v - s|^{p-1})
\]

\[
\leq C\|\phi\|_k\|w\|_k\|v - s\|_k^{p-1}
\]

\[
\leq C(2\epsilon\delta)^{p-1}\|\phi\|_k\|w\|_k
\]

\[
< \frac{1}{2\epsilon}\|\phi\|_k\|w\|_k,
\]

where \( \epsilon \) is arbitrary and \( C_\epsilon \) is a constant. This concludes the proof of the proposition. \( \square \)
4. THE DIRICHLET-TO-NEUMANN OPERATOR AND ITS LINEARIZATION

In this section we build the Dirichlet-to-Neumann operator to which we intend to apply a local bifurcation argument. In order to do this, some definitions are in order. First, let us fix a symmetry group $G$ satisfying assumption (G).

For any solution given in Proposition 3.2, we define the linearized operator of the Dirichlet problem:

\[
L_D := L^{k,\lambda}_{D} : H^1_{0,G}(S^d(k) \setminus B_1) \to H^{-1}_G(S^d(k) \setminus B_1)
\]

associated to (3.1) by

\[
L_D(\phi) = -\lambda \Delta \phi + \phi - pu^{p-1}_{k,\lambda} \phi. \tag{4.1}
\]

**Proposition 4.1.** The operator $L_D$ has a negative eigenvalue $\tau = \tau_{k,\lambda}$ with a radially symmetric eigenfunction $z = z_{k,\lambda}$.

The proof is rather easy and will be presented in Section 5, when we introduce quadratic forms associated to $L_D$.

We also need the following result, that establishes the nondegeneracy of the Dirichlet operator:

**Proposition 4.2.** There exist $0 < \lambda_0 < \lambda_1$ such that, by taking smaller $k_0 > 0$, if necessary, we have that for any $k \in (0, k_0)$, $\lambda \in [\lambda_0, \lambda_1]$, the other eigenvalues of $L_D$ are strictly positive. In particular, the operator $L_D$ is an isomorphism.

The proof of this proposition is an immediate consequence of Proposition 5.2, iii). We emphasize that the values $\lambda_0, \lambda_1$, which will be fixed in the rest of the section, are given in Proposition 5.1 and depend only on $d, p$ and $G$.

The main result of this section is the following:

**Proposition 4.3.** Assume that $\lambda \in [\lambda_0, \lambda_1]$, and $k \in (0, k_0)$, where $\lambda_0, \lambda_1$ and $k_0$ are given in Proposition 4.2. Then, there exists a neighborhood $U$ of 0 in $C^{2,\alpha}_{G,m}(S^d-1)$, independent of $\lambda, k$, such that for any $v \in U$, the problem

\[
\begin{cases}
-\lambda \Delta u + u - u^p = 0 & \text{in } S^d(k) \setminus B_{1+v}, \\
u > 0 & \text{in } S^d(k) \setminus B_{1+v}, \\
u = 0 & \text{on } \partial B_{1+v},
\end{cases}
\tag{4.2}
\]

has a unique positive solution $u = u^v_{k,\lambda} \in C^{2,\alpha}(S^d(k) \setminus B_{1+v})$ in a neighborhood of $u_{k,\lambda}$. Moreover the dependence of $u$ on the function $v$ is $C^1$ and $u^v_{k,\lambda} = u_{k,\lambda}$.

**Proof.** Let $v \in C^{2,\alpha}_G(S^d-1)$. It will be more convenient to consider the fixed domain $S^d(k) \setminus B_1$ endowed with a new metric depending on $v$. This will be possible by considering the parameterization of $S^d(k) \setminus B_{1+v}$ defined by $\Xi : S^d(k) \setminus B_1 \to S^d(k) \setminus B_{1+v}$, 

\[
\Xi(r, \theta) := ((1 + \chi(r)v(\theta))r, \theta), \tag{4.3}
\]

where $\chi$ is a cut-off function

\[
\chi(r) = \begin{cases} 
0, & r \geq \frac{3}{2}, \\
1, & r \leq \frac{5}{4}.
\end{cases}
\]
Therefore, we consider the coordinates \((r, \theta) \in (1, \frac{\pi}{2}) \times \mathbb{S}^{d-1}\) from now on, and we can write the new metric in these coordinates as
\[
g_v = a^2 dr^2 + \sum_i 2ab_i d\theta^2 + \sum_i \left[b_i^2 + g_k^2 ((1 + \chi(r) v(\theta)) r) \right] \hat{h},
\]
where \(a = 1 + \chi(r) v(\theta) + \chi'(r) v(\theta) r, b = \chi(r) r \frac{\partial v}{\partial \theta}\), and \(\hat{h}\) is the standard metric on \(\mathbb{S}^{d-1}\) induced by the Euclidean one. It is clear that \(a = 1, b = 0\) if \(v = 0\). Up to some multiplicative constant, we can now write the problem (4.2) as
\[
\begin{cases}
-\lambda \Delta_{g_v} \hat{u} + \hat{u} - \hat{u}^p = 0 & \text{in } \mathbb{S}^d(k) \setminus B_1; \\
\hat{u} = 0 & \text{on } \partial B_1.
\end{cases}
\]
(4.4)
As \(v \equiv 0\), the metric \(g_v\) is just the round metric \(g_k\), and \(\hat{u} = u_{k,\lambda}\) is therefore a solution of (4.4). In the general case, the expression between the function \(u\) and the function \(\hat{u}\) can be represented by
\[
\hat{u} = \Xi^* u.
\]
For all \(\psi \in H^1_{0,G}(\mathbb{S}^d(k) \setminus B_1)\), we define:
\[
N(v, \psi) := -\lambda \Delta_{g_v} (u_{k,\lambda} + \psi) + (u_{k,\lambda} + \psi) - [(u_{k,\lambda} + \psi)^+]^p,
\]
(4.5)
where \((u_{k,\lambda} + \psi)^+\) is the positive part of \(u_{k,\lambda} + \psi\). We have
\[
N(0, 0) = 0.
\]
The mapping \(N\) is smooth from a neighborhood of \((0, 0)\) in \(C^{2,\alpha}_G(\mathbb{S}^{d-1}) \times H^1_{0,G}(\mathbb{S}^d(k) \setminus B_1)\) into \(H^2_G(\mathbb{S}^d(k) \setminus B_1)\). The partial differential of \(N\) with respect to \(\psi\) at \((0, 0)\) is
\[
D_{\psi} N_{|0,0}(\psi) = -\lambda \Delta \psi + \psi - pu_{k,\lambda}^{p-1} \psi.
\]
Since \(\lambda \in [\lambda_0, \lambda_1]\), \(D_{\psi} N_{|0,0}(\psi)\) is precisely invertible from \(H^1_{0,G}(\mathbb{S}^d(k) \setminus B_1)\) into \(H^{-2}_{1,G}(\mathbb{S}^d(k) \setminus B_1)\) by the fact that the operator \(L^G_{k,\lambda}\) is nondegenerate, see Proposition 4.2. The Implicit Function Theorem therefore yields that there exists \(\psi(v, \lambda) \in H^1_{0,G}(\mathbb{S}^d(k) \setminus B_1)\) such that \(N(v, \psi(v, \lambda)) = 0\) for \(v\) in a neighborhood of \(0\) in \(C^{2,\alpha}_G(\mathbb{S}^{d-1})\). The function \(\hat{u} := u_{k,\lambda} + \psi\) solves (4.4).

Let \(k \in (0, k_0)\). After the canonical identification of \(\partial B^{1+v}\) with \(\mathbb{S}^{d-1}\), we define \(F_k : U \times [\lambda_0, \lambda_1] \to C^{1,\alpha}_G(\mathbb{S}^{d-1})\),
\[
F_k(v, \lambda) = \partial_u u \bigg|_{\partial B^{1+v}} - \frac{1}{\Vol(\partial B^{1+v})} \int_{\partial B^{1+v}} \partial_u u.
\]
(4.6)
Here \(U\) and \(u = u_{k,\lambda}\) are as given by Proposition 4.3. Notice that \(F_k(v, \lambda) = 0\) if and only if \(\partial_u u\) is constant on the boundary \(\partial B^{1+v}\). Obviously, \(F_k(0, \lambda) = 0\) for all \(\lambda \in [\lambda_0, \lambda_1]\). Our goal is to find a branch of nontrivial solutions \((v, \lambda)\) to the equation \(F_k(v, \lambda) = 0\) bifurcating from some point \((0, \lambda_\ast(k))\), \(\lambda_\ast(k) \in [\lambda_0, \lambda_1]\). For this aim, we will use a local bifurcation argument. This leads to the study of the linearization of \(F_k\) around a point \((0, \lambda)\). To start that, we first show the following useful lemmas.
Lemma 4.4. Assume that \( \lambda \in [\lambda_0, \lambda_1] \), and \( k \in (0, k_0) \), where \( k_0 \) is given in Proposition 4.2. Then for all \( v \in C^{2,\alpha}_G(S^{d-1}) \), there exists a unique solution \( \psi = \psi^v_{k,\lambda} \in C^{2,\alpha}_G(S^d(k) \setminus B_1) \) to the problem

\[
\begin{cases}
-\lambda \Delta \psi + \psi - pu_{k,\lambda}^{p-1} \psi = 0 & \text{in } S^d(k) \setminus B_1, \\
\psi = v & \text{on } \partial B_1.
\end{cases}
\tag{4.7}
\]

Proof. Let \( \psi_0(x) \in C^{2,\alpha}_G(S^d(k) \setminus B_1) \) such that \( \psi_0|_{\partial B_1} = v \). If we set \( w = \psi - \psi_0 \), the problem (4.7) is equivalent to the problem

\[
\begin{cases}
-\lambda \Delta w + w - pu_{k,\lambda}^{p-1} w = -\left( -\lambda \Delta \psi_0 + \psi_0 - pu_{k,\lambda}^{p-1} \psi_0 \right) & \text{in } S^d(k) \setminus B_1, \\
w = 0 & \text{on } \partial B_1.
\end{cases}
\]

Observe that the right hand side of the above equation is in \( H^{-1}_G(S^d(k) \setminus B_1) \). Since by Proposition 4.2 the operator \( L^D_{\kappa,\lambda} \) is a bijection, there exists a solution \( w \). By Schauder estimates, \( w \) has the required regularity and the result follows. \( \square \)

Lemma 4.5. Assume that \( \lambda \in [\lambda_0, \lambda_1] \), and \( k \in (0, k_0) \), where \( k_0 \) is given in Proposition 4.2. Let \( v \in C^{2,\alpha}_G(S^{d-1}) \) and \( \psi \in C^{2,\alpha}_G(S^d(k) \setminus B_1) \) be the solution of (4.7). Then

\[
\int_{S^d(k) \setminus B_1} \psi z = 0, \quad \int_{\partial B_1} \partial_\nu \psi = 0.
\]

Here \( z \) stands for the eigenfunction associated to the negative eigenvalue of \( L^D \), as given in Proposition 4.2.

Proof. Let

\[
L^D(z) = \tau z \quad \text{in } S^d(k) \setminus B_1, \quad z = 0 \quad \text{on } \partial B_1,
\]

where \( L^D \) is given in (4.1). We now multiply the above equation by \( \psi = \psi^v_{k,\lambda} \), the equation in (4.7) by \( z \), and integrate by parts to gain

\[
\int_{\partial B_1} \left( \partial_\nu \psi z - \partial_\nu z \psi \right) = \int_{S^d(k) \setminus B_1} \tau z \psi.
\]

Then we can at once gain the first identity by the facts that \( z = 0, \partial_\nu z \) is constant and \( \psi = v \) has 0 mean on \( \partial B_1 \).

We now define \( \vartheta \in H^1_G(S^d(k) \setminus B_1) \) as the unique solution of the problem

\[
\begin{cases}
-\lambda \Delta \vartheta + \vartheta - pu_{k,\lambda}^{p-1} \vartheta = 0 & \text{in } S^d(k) \setminus B_1, \\
\vartheta = 1 & \text{on } \partial B_1,
\end{cases}
\tag{4.8}
\]

whose existence has been proved in Lemma 4.4. Observe that, by uniqueness, \( \vartheta \) is radially symmetric. Then we multiply the equation in (4.8) by \( \psi \), the equation in (4.7) by \( \vartheta \), and integrate by parts to obtain

\[
\int_{\partial B_1} \left( \partial_\nu \psi \vartheta - \partial_\nu \vartheta \psi \right) = 0.
\]

Then we can immediately gain the second identity by the facts that \( \vartheta = 1, \partial_\nu \vartheta \) is constant and \( \psi = v \) on \( \partial B_1 \). \( \square \)
For $\lambda \in [\lambda_0, \lambda_1]$, $k \in (0, k_0)$, we can define the linear continuous operator $H_{k, \lambda} : C^2_{G, 0}(S^{d-1}) \to C^1_{G, 0}(S^{d-1})$ by

$$H_{k, \lambda}(v) = \partial_s(\psi_v) - \frac{(d - 1) \sqrt{k}}{\tan(\sqrt{k})} v,$$

where $\psi_v$ is given by Lemma 4.4. It is worth pointing out that the constant

$$\frac{(d - 1) \sqrt{k}}{\tan(\sqrt{k})}$$

is nothing but the mean curvature of $\partial B_1 \subset S^d(k)$.

We show now that the linearization of the operator $F_k$ with respect to $v$ at $v = 0$ is given by $H_{k, \lambda}$, up to a constant.

**Proposition 4.6.** For any $\lambda \in [\lambda_0, \lambda_1]$ and $k \in (0, k_0)$ we have

$$D_v(F_k)(\lambda, 0) = \partial_s u(1) H_{k, \lambda},$$

where $u = u_{k, \lambda}$.

**Proof.** By the $C^1$ regularity of $F_k$, it is enough to compute the linear operator obtained by the directional derivative of $F_k$ with respect to $v$, computed at $(0, \lambda)$. Such derivative is given by

$$F_k'(w) = \lim_{s \to 0} \frac{F_k(sw, \lambda) - F_k(0, \lambda)}{s} = \lim_{s \to 0} \frac{F_k(sw, \lambda)}{s}.$$

Let $v = sw$, we consider the parameterization of $S^d(k) \setminus B_{1 + v}$ given in (4.3) for $(r, \theta) \in \left(1, \frac{\pi}{\sqrt{k}}\right) \times S^{d-1}$. Let $g_v$ be the induced metric such that $u = u_{k, \lambda}^v = \Xi^* u_{k, \lambda}^v$ (smoothly depending on the real parameter $s$) solves the problem

$$\begin{cases}
-\lambda \Delta_{g_v} u + \hat{u} - \hat{u}^p = 0 & \text{in } S^d(k) \setminus B_1, \\
\hat{u} = 0 & \text{on } \partial B_1.
\end{cases}$$

We remark that $\hat{u}_{k, \lambda} = \Xi^* u_{k, \lambda}$ solves

$$-\lambda \Delta_{g_v} \hat{u}_{k, \lambda} + \hat{u}_{k, \lambda} - \hat{u}_{k, \lambda}^p = 0$$

in $S^d(k) \setminus B_1$, and

$$\hat{u}_{k, \lambda}(r, \theta) = u_{k, \lambda}(1 + sw)r, \theta$$

on $\partial B_1$. Let $\hat{u} = \hat{u}_{k, \lambda} + \psi$, we can get that

$$\begin{cases}
-\lambda \Delta_{g_v} \hat{\psi} + (\hat{u}_{k, \lambda} + \hat{\psi}) - (\hat{u}_{k, \lambda} + \hat{\psi})^p - \hat{u}_{k, \lambda} + \hat{u}_{k, \lambda}^p = 0 & \text{in } S^d(k) \setminus B_1, \\
\hat{\psi} = -\hat{u}_{k, \lambda} & \text{on } \partial B_1.
\end{cases}$$

(4.10)

Obviously, $\hat{\psi}$ is differentiable with respect to $s$. When $s = 0$, we have $\hat{u} = u_{k, \lambda}$. Then, $\hat{\psi} = 0$ and $\hat{u} = u_{k, \lambda}$ as $s = 0$. We set

$$\dot{\psi} = \partial_s \hat{\psi}|_{s=0}.$$

Differentiating (4.10) with respect to $s$ and evaluating the result at $s = 0$, we get that

$$\begin{cases}
-\lambda \Delta \dot{\psi} + \dot{\psi} - pu_{k, \lambda}^{-1} \dot{\psi} = 0 & \text{in } S^d(k) \setminus B_1, \\
\dot{\psi} = -\partial_s u_{k, \lambda}(1)w & \text{on } \partial B_1.
\end{cases}$$
Proposition 4.1. In particular, in $\mathbb{S}^{d-1}$ we have

In order to complete the proof of the result, it is enough to calculate the normal derivation of the function $\hat{u}$ when the normal is calculated with respect to the metric $g_v$. Since the coordinates $(r, \theta) \in \left(1, \frac{\pi}{\sqrt{k}}\right) \times \mathbb{S}^{d-1}$, the metric $g_v$ can be expanded in $B_{\frac{3}{4}} \setminus B_1$ as

$$g_v = (1 + sw)^2 dr^2 + 2sr(1 + sw) dr dw + s^2 r^2 dw^2 + S_k^2((1 + sw)r) \hat{h},$$

where again $\hat{h}$ is the standard metric on $\mathbb{S}^{d-1}$ induced by the Euclidean one. It follows from this expression that the unit normal vector field to $\partial B_1$ for the metric $g_v$ is given by

$$\nu = ((1 + sw)^{-1} + O(s^2)) \partial_r + O(s) \partial_\theta,$$

where $\theta_i$ are the vector fields induced by a parameterization of $\mathbb{S}^{d-1}$. As a result,

$$g_v(\nabla \hat{u}, \nabla \hat{u}) = \partial_r u_{k,\lambda} + s(w \partial^2_r u_{k,\lambda} + \partial_r u_{k,\lambda} \partial_r \psi) + O(s^2)$$

on $\partial B_1$. From the fact that $\partial_r u_{k,\lambda}$ and $\partial^2_r u_{k,\lambda}$ are constant, while the term $w$ and $\psi$ have 0 mean on $\partial B_1$, and

$$-\lambda \left( \partial^2_r u_{k,\lambda} + \frac{(d - 1)\sqrt{k}}{\tan(\sqrt{k})} \partial_r u_{k,\lambda} \right) = 0$$

on $\partial B_1$, we can conclude the proof of the result. \hfill $\square$

5. Study of the Linearized Operator $H_{k,\lambda}$

In view of Proposition 4.6, a bifurcation of the branch $(0, \lambda)$ of solutions to the equation $F_k(v, \lambda) = 0$ might appear only at point $(0, \lambda_*)$ such that $H_{k,\lambda_*}$ becomes degenerate. We will see that this is true for some $\lambda_*$. As we shall see in Lemma 5.4, the behavior of $H_{k,\lambda}$ is related to the following quadratic form:

$$Q_{k,\lambda} : H^1_{c}((\mathbb{S}^d \setminus B_1) \rightarrow \mathbb{R},$$

$$Q_{k,\lambda}(\psi) = \int_{\mathbb{S}^d \setminus B_1} \left( \lambda |\nabla \psi|^2 + \psi^2 - pw_{k,\lambda}^{-1} \psi^2 \right) - \frac{\lambda (d - 1)\sqrt{k}}{\tan(\sqrt{k})} \int_{\partial B_1} \psi^2. \quad (5.1)$$

When restricted to functions that vanish at the boundary, we obtain the quadratic form associated to the Dirichlet problem:

$$Q^D_{k,\lambda} := Q_{k,\lambda}|_{H^1_{c}((\mathbb{S}^d \setminus B_1)}}. \quad (5.2)$$

Sometimes we will simply write $Q^D$ instead of $Q^D_{k,\lambda}$.

We first show that $Q^D$ attains negative values, which shows the validity of Proposition 4.1.
Proof of Proposition 4.1. In this proof we drop the subindices \( k, \lambda \). Observe that by multiplying equation (3.1) by \( u \) and integrating by parts we obtain that:

\[
\int_{S^d(k) \setminus B_1} \lambda |\nabla u|^2 + |u|^2 - u^{p+1} = 0.
\]

As a consequence,

\[
Q^D(u) = -(p - 1) \int_{S^d(k) \setminus B_1} u^{p+1} < 0.
\]

Then, the first eigenvalue of \( L^D \) is strictly negative. Since the first eigenfunction is simple, it is radially symmetric. \( \square \)

In what follows it will be necessary to restrict those quadratic forms to the following spaces:

\[
E_{k,\lambda} = \left\{ \psi \in H^1_{0, G}(S^d(k) \setminus B_1) : \int_{\partial B_1} \psi = 0, \int_{S^d(k) \setminus B_1} \psi z_{k,\lambda} = 0 \right\},
\]

\[
E^D_{k,\lambda} = \left\{ \psi \in H^1_{0, G}(S^d(k) \setminus B_1) : \int_{S^d(k) \setminus B_1} \psi z_{k,\lambda} = 0 \right\}.
\]

As \( k \) tends to 0 we have formally limit quadratic forms related to the problem in \( \mathbb{R}^d \setminus B_1 \). On that purpose, let us define:

\[
\tilde{Q}_\lambda : H^1_{0, G}(\mathbb{R}^d \setminus B_1) \to \mathbb{R}
\]

\[
\tilde{Q}_\lambda(\psi) := \int_{\mathbb{R}^d \setminus B_1} \lambda |\nabla \psi|^2 + \psi^2 - p\tilde{u}_\lambda^{p-1}\psi^2 - \lambda(d - 1) \int_{\partial B_1} \psi^2,
\]

\[
\tilde{Q}^D_\lambda = \tilde{Q}_\lambda |_{H^1_{0, G}(\mathbb{R}^d \setminus B_1)}.
\]

Here \( \tilde{u}_\lambda \) is the solution given in Proposition 3.1. We also define the analogous functional spaces:

\[
\tilde{E}_\lambda = \left\{ \psi \in H^1_{0, G}(\mathbb{R}^d \setminus B_1) : \int_{\partial B_1} \psi = 0, \int_{\mathbb{R}^d \setminus B_1} \psi \tilde{z}_\lambda = 0 \right\},
\]

\[
\tilde{E}^D_\lambda = \left\{ \psi \in H^1_{0, G}(\mathbb{R}^d \setminus B_1) : \int_{\mathbb{R}^d \setminus B_1} \psi \tilde{z}_\lambda = 0 \right\}.
\]

In order to facilitate the reading, sometimes we will drop the subscripts \( k, \lambda \) of the above definitions.

The behavior of the quadratic forms \( \tilde{Q}_\lambda \) and \( \tilde{Q}^D_\lambda \) has been studied in [29], and the following result holds true.

**Proposition 5.1.** There exist \( 0 < \lambda_0 < \lambda_1 \) such that:

(i) \( \tilde{Q}_{\lambda_0}(\psi) < 0 \) for some \( \psi \in \tilde{E}_{\lambda_0} \);

(ii) \( \tilde{Q}_{\lambda_1}(\psi) > 0 \) for any \( \psi \in \tilde{E}_{\lambda_1} \setminus \{0\} \);

(iii) \( \tilde{Q}^D_\lambda(\psi) > 0 \) for any \( \psi \in \tilde{E}^D_\lambda \setminus \{0\} \) and any \( \lambda > \lambda_0 \).
Proof. The proof is basically contained in [29]. We first recall the definitions given in [29, (3.6) and (5.7)] under our notations:

\[
\Lambda_0 = \sup \left\{ \lambda > 0 : \tilde{Q}_\lambda^D(\psi) \leq 0 \text{ for some } \psi \in \tilde{E}_\lambda, \psi \neq 0 \right\}. \tag{5.6}
\]

\[
\Lambda^* = \sup \{ \lambda > 0 : \tilde{Q}_\lambda(\psi) < 0 \text{ for some } \psi \in \tilde{E}_\lambda \}. \tag{5.7}
\]

It is proved in [29] that the above suprema exist and that \(0 < \Lambda_0 < \Lambda^*\). Then, we can take \(\lambda_0 \in (\Lambda_0, \Lambda^*)\) such that i) and iii) hold.

Moreover, [29, Proposition 5.3] implies that \(\tilde{Q}(\psi) > 0\) for any \(\psi \in \tilde{E}_\lambda, \psi \neq 0\), provided that \(\lambda\) is sufficiently large. Then we can take \(\lambda_1 > \Lambda^*\) such that ii) is satisfied.

\[\square\]

In next proposition we use a perturbation argument to prove an analogous result for small \(k > 0\).

**Proposition 5.2.** Fix \(\lambda_0\) and \(\lambda_1\) as given in Proposition 5.1. By taking \(k_0 > 0\) smaller if necessary, and for any \(k \in (0, k_0)\) we have:

1. \(Q_{k,\lambda_0}(\psi) < 0\) for some \(\psi \in E_{k,\lambda_0}^D\);
2. \(Q_{k,\lambda_1}(\psi) > 0\) for any \(\psi \in E_{k,\lambda_1} \setminus \{0\}\);
3. \(Q_{k,\lambda}^D(\psi) > 0\) for any \(\psi \in E_{k,\lambda}^D \setminus \{0\}\) and any \(\lambda \in [\lambda_0, \lambda_1]\).

In particular, (iii) implies Proposition 4.2.

In order to prove the above Proposition, we need the following lemma, whose proof will be given in the Appendix.

**Lemma 5.3.** For any function \(\psi \in H^1_G(S^d(k) \setminus B_1)\), we can verify that

\[
\|\psi\|_{L^2(\partial B_1)} \leq C\|\nabla \psi\|_{L^2(S^d(k) \setminus B_1)}\|\psi\|_{L^2(S^d(k) \setminus B_1)}
\]

for some constant \(C > 0\), which does not depend on \(k\).

**Proof of Proposition 5.2.** First, we prove that (i) holds. Let us give the following min-max characterization of the second eigenvalue related to the quadratic forms \(Q_{k,\lambda}\) and \(\tilde{Q}_\lambda\) as:

\[
\tau_2(k, \lambda) = \inf \{Q_{k,\lambda}(\psi) : \psi \in E_{k,\lambda}, \|\psi\|_{L^2(S^d(k) \setminus B_1)} = 1\}
\]

\[
= \inf \{\max \{Q_{k,\lambda}(\psi) : \psi \in U, \|\psi\|_{L^2(S^d(k) \setminus B_1)} = 1\} : U \in A_{k,\lambda}\},
\]

\[
\tilde{\tau}_2(\lambda) = \inf \{\tilde{Q}_\lambda(\psi) : \psi \in E_\lambda, \|\psi\|_{L^2(\mathbb{R}^d \setminus B_1)} = 1\}
\]

\[
= \inf \{\max \{\tilde{Q}_\lambda(\psi) : \psi \in \tilde{U}, \|\psi\|_{L^2(\mathbb{R}^d \setminus B_1)} = 1\} : U \in \tilde{A}_\lambda\} < 0,
\]

where \(A_{k,\lambda}\) and \(\tilde{A}_\lambda\) are respectively the class of 2-dimensional vector spaces

\[
\left\{ \psi \in H^1_G(S^d(k) \setminus B_1) : \int_{\partial B_1} \psi = 0 \right\},
\]

and

\[
\left\{ \psi \in H^1_G(\mathbb{R}^d \setminus B_1) : \int_{\partial B_1} \psi = 0 \right\}.
\]
By the density, we fix the set $\tilde{U} \subset C^\infty_{0,G}(\mathbb{R}^d \setminus B_1)$, for any function $\psi \in \tilde{U}$ with $\|\psi\|_{L^2(\mathbb{R}^d \setminus B_1)} = 1$, then we can get that

$$\max \{ \tilde{Q}_{\lambda_0}(\psi) \} < 0.$$  

Now for any $\psi \in \tilde{U}$ with $\|\psi\|_{L^2(S^d(k) \setminus B_1)} = 1$, we can also have

$$\max \{ Q_{\lambda_0}(\psi) \} < 0$$  

since the both norms are equivalent in the 2-dimensional set $\tilde{U}$.

Therefore, for any $\psi \in \tilde{U}$ with $\|\psi\|_{L^2(S^d(k) \setminus B_1)} = 1$, one has that

$$Q_{k,\lambda_0}(\psi) \leq \tilde{Q}_{\lambda_0}(\psi) \leq \max \{ Q_{\lambda_0}(\psi) \} < 0.$$  

Namely,

$$Q_{k,\lambda_0}(\psi) < 0,$$

for some $\psi \in E_{k,\lambda_0}$ as $k$ small.

We now prove (ii). Since in what follows $\lambda = \lambda_1$ is fixed, we drop the subscripts of its dependence for the sake of clarity.

To reach a contradiction, we assume that there exists a sequence $k_n$, which converges to $0$ as $n \to \infty$, such that $\tau_{2,n} := \tau_2(k_n) \leq 0$. By a standard minimization procedure, there exists a sequence of functions $\psi_n \in H^1_G(S^d(k_n) \setminus B_1)$ with $\|\psi_n\|_{H^1_G(S^d(k_n) \setminus B_1)} = 1$ satisfying $\int_{S^d(k_n) \setminus B_1} \psi_n z_{k_n} = 0$ solving the eigenvalue problem:

$$\begin{cases}
-\lambda_1 \Delta \psi_n + p u_{k_n}^{p-1} \psi_n = \tau_{2,n} \psi_n & \text{in } S^d(k_n) \setminus B_1, \\
\partial_\nu \psi_n = \frac{(d-1)\sqrt{\pi}}{\tan(\sqrt{k_n})} \psi_n & \text{on } \partial B_1.
\end{cases} \tag{5.8}$$

In what follows we just want to pass to the limit in $\psi_n$, $\tau_{2,n}$ and $z_{k_n}$. This will give a contradiction with Proposition 5.1, (ii). The limit argument is technically intricate and will be divided in several steps.

**Step 1:** Up to a subsequence, $\psi_n$ converges weakly (in a sense to be specified) to some $\psi_0$ in $H^1_G(\mathbb{R}^d \setminus B_1)$.

First, let us consider $\psi_n$ in coordinates $(r, \theta)$, $r \in (1, \frac{\pi}{\sqrt{k_n}})$, $\theta \in \mathbb{S}^{d-1}$. Now fix $\bar{k} > 0$ and consider $n$ sufficiently large so that $k_n < \bar{k}$. We now can define the restriction of $\psi_n$ to $S^d(\bar{k}) \setminus B_1$ as:

$$\psi_n|_{S^d(\bar{k}) \setminus B_1} = \psi_n|_{(r, \theta) \in (1, \frac{\pi}{\sqrt{k_n}}) \times \mathbb{S}^{d-1}}.$$  

Observe that $\|\psi_n\|_{H^1_G(S^d(\bar{k}) \setminus B_1)} \leq \|\psi_n\|_{H^1_G(S^d(k_n) \setminus B_1)} = 1$ since $S_{\bar{k}}(r) \leq S_{k_n}(r)$. In this way, we can see $H^1_G(S^d(k_n) \setminus B_1)$ included in $H^1_G(S^d(\bar{k}) \setminus B_1)$.

Then, up to a subsequence, $\psi_n \rightharpoonup \psi_0$ in $H^1_G(S^d(\bar{k}) \setminus B_1)$. By using a Cantor’s diagonal argument we conclude that $\psi_0$ can be extended to $\mathbb{R}^d \setminus B_1$ and $\psi_n \rightharpoonup \psi_0$ in $H^1_G(S^d(\bar{k}) \setminus B_1)$ for any $\bar{k} > 0$.

Moreover,

$$\|\psi_0\|_{H^1_G(S^d(\bar{k}) \setminus B_1)} \leq \liminf_{n \to \infty} \|\psi_n\|_{H^1_G(S^d(k_n) \setminus B_1)} \leq \liminf_{n \to \infty} \|\psi_n\|_{H^1_G(S^d(k_n) \setminus B_1)} = 1,$$

then by Monotone Convergence Theorem,

$$\|\psi_0\|_{H^1_G(\mathbb{R}^d \setminus B_1)} = \lim_{k \to 0} \|\psi_0\|_{H^1_G(S^d(\bar{k}) \setminus B_1)} \leq 1.$$  

In particular, $\psi_0 \in H^1_G(\mathbb{R}^d \setminus B_1)$. 

\[20\]
For later use we point out that since for any $k > 0$, $\psi_n \to \psi_0$ in $H^1_0(S^d(\bar{k}) \setminus B_1)$, we conclude that

$$\psi_n|_{\partial B_1} \to \psi_0|_{\partial B_1} \text{ strongly in } L^2(\partial B_1).$$  \hspace{1cm} (5.9)

**Step 2:** The sequence $\tau_{2,n}$ is bounded. In particular, $\tau_{2,n} \to \bar{\tau}_2 \leq 0$ up to a subsequence.

We argue by contradiction and assume that $\tau_{2,n} \to -\infty$. Multiply the equation (5.8) with $\psi_n$,

$$\int_{S^d(k_n) \setminus B_1} \lambda_1 |\nabla \psi_n|^2 + \psi_n^2 - \int_{S^d(k_n) \setminus B_1} pu_k^{p-1} \psi_n^2 - \lambda_1 \frac{(d-1)\sqrt{k_n}}{\tan(\sqrt{k_n})} \int_{\partial B_1} \psi_n^2 = \tau_{2,n} \int_{S^d(k_n) \setminus B_1} \psi_n^2. $$ \hspace{1cm} (5.10)

It is clear that the left-hand side of (5.10) is bounded, so $\psi_n$ is supposed to converge to $0$ in $L^2(S^d(k_n) \setminus B_1)$. Therefore, by Hölder inequality, interpolation inequality and Lemma 3.4, we conclude that

$$\int_{S^d(k_n) \setminus B_1} pu_k^{p-1} \psi_n^2 \leq \|u_{k_n}\|_{L^{p+1}} \|\psi_n\|_{L^{p+1}}^2 \leq C \|u_{k_n}\|_{H^1_0} \|\psi_n\|_{H^1_0}^{2(1-\alpha)} \|\psi_n\|_{H^1_0}^{1} \to 0,$$

where $\alpha + (1-\alpha)(\frac{1}{2} - \frac{1}{p+1}) = \frac{1}{p+1}$. Moreover, by the Lemma 5.3,

$$\int_{\partial B_1} \psi_n^2 \to 0.$$

Then we can see that left-hand side of (5.10) converges to $\lambda_1 > 0$ but the right-hand side is non-positive, which gives a contradiction.

**Step 3:** $\|\psi_n - \psi_0\|_{H^1_0(S^d(k_n) \setminus B_1)} \to 0$. In particular, $\psi_0 \neq 0$.

By multiplying the equation (5.8) with $\psi_n$ and $\psi_0$ respectively, we obtain

$$\int_{S^d(k_n) \setminus B_1} \lambda_1 |\nabla \psi_n|^2 + \psi_n^2 - \int_{S^d(k_n) \setminus B_1} pu_k^{p-1} \psi_n^2 - \lambda_1 \frac{(d-1)\sqrt{k_n}}{\tan(\sqrt{k_n})} \int_{\partial B_1} \psi_n^2 = 0, $$ \hspace{1cm} (5.11)

and

$$\int_{S^d(k_n) \setminus B_1} \lambda_1 \nabla \psi_n \cdot \nabla \psi_0 + (1 - \tau_{2,n})\psi_n \psi_0 - \int_{S^d(k_n) \setminus B_1} pu_k^{p-1} \psi_n \psi_0 - \lambda_1 \frac{(d-1)\sqrt{k_n}}{\tan(\sqrt{k_n})} \int_{\partial B_1} \psi_n \psi_0 = 0. $$ \hspace{1cm} (5.12)

Step 3 will follow from the following

**Claim:** $\int_{S^d(k_n) \setminus B_1} pu_k^{p-1} (\psi_n - \psi_0) \psi_n \to 0$, $\int_{\partial B_1} (\psi_n - \psi_0) \psi_n \to 0$.

The second limit follows immediately from (5.9), so let us focus on the first limit. Let us fix an arbitrary $\epsilon > 0$, and take $\bar{k} > 0$ to be fixed. We shall consider $n$ such that $k_n < \bar{k}$. We can compute:
\[
\left| \int_{S^d(k_n) \setminus B_1} u_{k_n}^{p-1} (\psi_n - \psi_0) \psi_n \right| = \left| \int_1^{\sqrt{\frac{s}{n}}} \int_{S^{d-1}} S_{k_n}^{d-1} (r) u_{k_n}^{p-1} (\psi_n - \psi_0) \psi_n \right|
\leq \int_1^{\sqrt{\frac{s}{n}}} \int_{S^{d-1}} [S_{k_n}^{d-1} (r) - S_{k}^{d-1} (r)] u_{k_n}^{p-1} |\psi_n - \psi_0| |\psi_n| \\
+ \int_1^{\sqrt{\frac{s}{n}}} \int_{S^{d-1}} S_{k}^{d-1} (r) u_{k_n}^{p-1} |\psi_n - \psi_0| |\psi_n| =: I + II.
\]

We are first concerned with the estimate of (I). By using Hölder inequality, we have:

\[
\int_1^{\sqrt{\frac{s}{n}}} \int_{S^{d-1}} [S_{k_n}^{d-1} (r) - S_{k}^{d-1} (r)] u_{k_n}^{p-1} |\psi_n - \psi_0| |\psi_n| \\
\leq \left( \int_{S^d(k_n) \setminus B_1} (|\psi_n| + |\psi_0|)^{p+1} \right)^{\frac{p-1}{p+1}} \left( \int_1^{\sqrt{\frac{s}{n}}} \int_{S^{d-1}} [S_{k_n}^{d-1} (r) - S_{k}^{d-1} (r)] u_{k_n}^{p+1} \right)^{\frac{p}{p+1}}.
\]

The first term above is uniformly bounded, so it suffices to show that the second one converges to 0. Observe that by (3.7),

\[
\int_1^{\sqrt{\frac{s}{n}}} \int_{S^{d-1}} S_{k_n}^{d-1} (r) u_{k_n}^{p+1} \\tilde{u}^{p+1} \leq \int_1^{\sqrt{\frac{s}{n}}} \int_{S^{d-1}} S_{k_n}^{d-1} (r) |u_{k_n}^{p+1} - \tilde{u}^{p+1}| \to 0.
\]

Then we conclude since by the Dominated Convergence Theorem,

\[
\int_1^{\sqrt{\frac{s}{n}}} \int_{S^{d-1}} [S_{k_n}^{d-1} (r) - S_{k}^{d-1} (r)] \tilde{u}^{p+1} \leq \int_1^{\sqrt{\frac{s}{n}}} \int_{S^{d-1}} [|S_{k_n}^{d-1} (r) - S_{k}^{d-1} (r)] \tilde{u}^{p+1} \leq \epsilon,
\]

for \( k \) sufficiently small.

We now consider the term (II). By Hölder inequality,

\[
\int_1^{\sqrt{\frac{s}{n}}} \int_{S^{d-1}} S_{k}^{d-1} (r) u_{k_n}^{p-1} |\psi_n - \psi_0| |\psi_n| = \int_{S^d(k) \setminus B_1} u_{k_n}^{p-1} |\psi_n - \psi_0| |\psi_n| \\
\leq \left( \int_{S^d(k) \setminus B_1} u_{k_n}^{p+1} \right)^{\frac{p-1}{p+1}} \left( \int_{S^d(k) \setminus B_1} |\psi_n - \psi_0|^{p+1} \right)^{\frac{1}{p+1}} \left( \int_{S^d(k) \setminus B_1} |\psi_n|^{p+1} \right)^{\frac{1}{p+1}}.
\]

Clearly the first and third terms in the right hand side above are uniformly bounded. We now conclude the proof of the claim from the compact Sobolev embedding since by Step 1 \( \psi_n \to \psi_0 \) in \( H^1_G(S^d(\tilde{k}) \setminus B_1) \).

We are now in conditions of concluding the proof of Step 3. By (5.11), (5.12) and the claim, we conclude that

\[
\int_{S^d(k_n) \setminus B_1} |\nabla \psi_n|^2 + \psi_n^2 - \int_{S^d(k_n) \setminus B_1} \nabla \psi_n \cdot \nabla \psi_0 + \psi_n \psi_0 \to 0.
\]

Then,
\[ \| \psi_n - \psi_0 \|_{H^1_0(S^d(k_n) \setminus B_1)}^2 = \| \psi_n \|_{H^1_0(S^d(k_n) \setminus B_1)}^2 + \| \psi_0 \|_{H^1_0(S^d(k_n) \setminus B_1)}^2 - 2 \int_{S^d(k_n) \setminus B_1} \langle \nabla \psi_n \cdot \nabla \psi_0 + \psi_n \psi_0 \rangle \]

\[ = - \| \psi_n \|_{H^1_0(S^d(k_n) \setminus B_1)}^2 + \| \psi_0 \|_{H^1_0(S^d(k_n) \setminus B_1)}^2 + o(1). \]

Clearly,

\[ 1 = \| \psi_n \|_{H^1_0(S^d(k_n) \setminus B_1)}^2 \geq \| \psi_0 \|_{H^1_0(S^d(k_n) \setminus B_1)}^2 \geq \| \psi_0 \|_{H^1_0(S^d(k_n) \setminus B_1)}^2, \]

by the Step 1 and this concludes the proof of Step 3.

**Step 4:** \[ \| z_{k_n} - \tilde{z} \|_{H^1_0(S^d(k_n) \setminus B_1)} \to 0. \]

By definition,

\[ \begin{cases} -\lambda_1 \Delta z_{k_n} + z_{k_n} - p u_0^{p-1} z_{k_n} = \tau_n z_{k_n} & \text{in } S^d(k_n) \setminus B_1, \\ z_{k_n} = 0 & \text{on } \partial B_1, \end{cases} \]

where \( \tau_n < 0 \) by Proposition 4.2, a). Recall moreover that \( \| z_{k_n} \|_{H^1(S^d(k_n) \setminus B_1)} \) is bounded. Hence we can use the same ideas in Steps 1, 2 and 3 to prove that \( \tau_n \to \tilde{\tau} \) and also \( \| z_{k_n} - \tilde{z} \|_{H^1_0(S^d(k_n) \setminus B_1)} \to 0. \)

**Step 5:** Conclusion.

Based on Step 3 and Step 4, we can get that

\[ \int_{\mathbb{R}^d \setminus B_1} \psi_0 \tilde{z} = 0, \]

by the computation,

\[ \int_{S^d(k_n) \setminus B_1} \psi_n z_{k_n} - \int_{\mathbb{R}^d \setminus B_1} \psi_0 \tilde{z} \]

\[ = \int_{S^d(k_n) \setminus B_1} (\psi_n - \psi_0) z_{k_n} + \int_{S^d(k_n) \setminus B_1} (z_{k_n} - \tilde{z}) \psi_0 + \int_{S^d(k_n) \setminus B_1} \psi_0 \tilde{z} - \int_{\mathbb{R}^d \setminus B_1} \psi_0 \tilde{z} \]

\[ = o(1) + \int_{S^d(k_n) \setminus B_1} \psi_0 \tilde{z} - \int_{\mathbb{R}^d \setminus B_1} \psi_0 \tilde{z} \to 0. \]

Then we arrive to a contradiction with Proposition 5.1 (ii), since

\[ Q_{k_n, \lambda_1} (\psi_n) = \int_{S^d(k_n) \setminus B_1} \left( \lambda_1 |\nabla \psi_n|^2 + \psi_n^2 - p u_0^{p-1} \psi_n^2 \right) - \lambda_1 \frac{(d - 1) \sqrt{k_n}}{\tan(\sqrt{k_n})} \int_{\partial B_1} \psi_n^2 \]

\[ - \int_{\mathbb{R}^d \setminus B_1} \left( \lambda_1 |\nabla \psi_0|^2 + \psi_0^2 - p u_0^{p-1} \psi_0^2 \right) - \lambda_1 (d - 1) \int_{\partial B_1} \psi_0^2 = \tilde{Q}_{\lambda_1} (\psi_0) > 0. \]

This concludes the proof of ii).

The proof of iii) follows the same arguments as that of ii). In some places the computations are easier since there are no boundary terms. The details are left to the reader.

□
Let us now define the quadratic form associated to \( H_{k,\lambda} \), namely:

\[
J_{k,\lambda} : C^{k,\alpha}_{G,0}(S^{d-1}) \times C^{k,\alpha}_{G,0}(S^{d-1}) \to \mathbb{R}, \quad J_{k,\lambda}(v, v) = \int_{S^{d-1}} v H_{k,\lambda}(v).
\]

In this case also, sometimes we will drop the subindices \( k, \lambda \). Let us also denote the first eigenvalue of the operator \( H_{k,\lambda} \) as

\[
\sigma_1(H_{k,\lambda}) = \inf \left\{ J_{k,\lambda}(v, v) : v \in C^{k,\alpha}_{G,0}(S^{d-1}), \int_{S^{d-1}} v^2 = 1 \right\}.
\]

By the divergence formula, one can get

\[
J_{k,\lambda}(v, v) = \frac{1}{\lambda} Q_{k,\lambda}(\psi_v, \psi_v).
\]

Next lemma characterizes the eigenvalue \( \sigma_1(H_{k,\lambda}) \) in terms of the quadratic form \( Q_{k,\lambda} \).

**Lemma 5.4.** For any \( \lambda \in [\lambda_0, \lambda_1] \), we have

\[
\sigma_1(H_{k,\lambda}) = \min \left\{ \frac{1}{\lambda} Q_{k,\lambda}(\psi) : \psi \in E_{k,\lambda}, \int_{\partial B_1} \psi^2 = 1 \right\}.
\]

Moreover the infimum is attained.

**Proof.** Let us define

\[
\eta := \inf \left\{ Q^D_{k,\lambda}(\psi) : \psi \in E_{k,\lambda}, \int_{\partial B_1} \psi^2 = 1 \right\} \in [-\infty, +\infty). \tag{5.14}
\]

We first show that \( \eta \) is achieved. On that purpose, let us take \( \psi_m \in E_{k,\lambda} \) such that \( Q^D_{k,\lambda}(\psi_m) \to \eta \). We claim that \( \psi_m \) is bounded. By contradiction, if \( \|\psi_m\|_{H^1} \to +\infty \), we define \( \xi_m = \|\psi_m\|_{H^1}^{-1} \psi_m \); we can suppose that up to a subsequence \( \xi_m \to \xi_0 \).

Notice that \( \int_{\partial B_1} \xi_m^2 \to 0 \), which yields that \( \xi_0 \in H^1_{0,G}(S^d \setminus B_1) \). We also point out that

\[
\int_{S^d \setminus B_1} u_{k,\lambda}^{-1} \xi_m^2 \to \int_{S^d \setminus B_1} u_{k,\lambda}^{-1} \xi_0^2.
\]

Let us distinguish two cases:

**Case 1:** \( \xi_0 = 0 \). In this case

\[
Q^D_{k,\lambda}(\psi_m) = \|\psi_m\|_{H^1}^2 \int_{S^d \setminus B_1} \left( \lambda |\nabla \xi_m|^2 + \xi_m^2 - pu_{k,\lambda}^{-1} \xi_m^2 \right) \to +\infty,
\]

which is impossible.

**Case 2:** \( \xi_0 \neq 0 \). In this case

\[
\liminf_{m \to \infty} Q^D_{k,\lambda}(\psi_m) = \liminf_{m \to \infty} \|\psi_m\|_{H^1}^2 \int_{S^d \setminus B_1} \left( \lambda |\nabla \xi_m|^2 + \xi_m^2 - pu_{k,\lambda}^{-1} \xi_m^2 \right) \geq \liminf_{m \to \infty} \|\psi_m\|_{H^1}^2 Q^D_{k,\lambda}(\xi_0),
\]

but \( Q^D_{k,\lambda}(\xi_0) > 0 \) for \( \lambda \in [\lambda_0, \lambda_1] \) by the Proposition 5.2. This is again a contradiction.

Thus, \( \psi_m \) is bounded, so up to a subsequence we can pass to the weak limit \( \psi_m \to \psi \). Then, \( \psi \) is a minimizer for \( \eta \) and in particular \( \eta > -\infty \).
By the Lagrange multiplier rule, there exist real numbers \( \theta_0, \theta_1, \theta_2 \) so that for any \( \rho \in H^s_0(\mathbb{S}^d(k) \setminus B_1) \),

\[
\int_{\mathbb{S}^d(k) \setminus B_1} (\lambda \Delta \psi \nabla \rho + \psi \rho - p\nu_{k,\lambda}^{-1} \psi \rho - \theta_0 \rho z_{k,\lambda}) = \int_{\partial B_1} \rho ((\theta_1 + c) \psi + \theta_2),
\]

where \( c = \lambda (\mu - 1)/\sqrt{k} \). Taking \( \rho = z_{k,\lambda} \) above we conclude that \( \theta_0 = 0 \). Moreover, if we take \( \rho = \psi \) and \( \rho = \vartheta \) (given by (4.8)), we conclude that \( \theta_1 + c = \eta \) and \( \theta_2 = 0 \), respectively. In other words, \( \psi \) is a (weak) solution of

\[
\begin{align*}
-\lambda \Delta \psi + \psi - p\nu_{k,\lambda}^{-1} \psi &= 0 \quad \text{in} \quad \mathbb{S}^d(k) \setminus B_1, \\
\partial_\nu \psi &= \eta \psi \quad \text{on} \quad \partial B_1.
\end{align*}
\]

By the regularity theory, \( \psi \in C^2_0(\mathbb{S}^d(k) \setminus B_1) \). Define \( v = \psi|_{\partial B_1} \) and \( \psi \in C^2(\mathbb{S}^d(k) \setminus B_1) \cap E_{k,\lambda} \) by the Lemma 4.5. Observe that:

\[
\int_{\mathbb{S}^d(k) \setminus B_1} v^2 = 1, \
J_{k,\lambda}(v,v) = \frac{1}{\lambda} Q_{k,\lambda}(\psi) = \frac{1}{\lambda} (\eta - c).
\]

The proof is completed. \( \square \)

For any \( k \in (0, k_0) \), we define

\[
\lambda_k := \sup \{ \lambda : (0, \lambda_1] : \lambda \in \mathbb{R} \} \quad \text{for some} \quad \psi \in E_{k,\lambda} \}.
\]

The above set is non empty since \( \lambda_0 \) belongs to it, so the supremum is well defined. It is clear that \( \lambda_0 < \lambda_*(k) < \lambda_1 \) by the Proposition 5.2. We now can state the main result of this section as the following:

**Proposition 5.5.** We have:

(i) if \( \lambda = \lambda_1 \), then \( \sigma_1(H_{k,\lambda}) > 0 \);

(ii) if \( \lambda \geq \lambda_*(k) \), then \( \sigma_1(H_{k,\lambda}) \geq 0 \);

(iii) if \( \lambda = \lambda_*(k) \), then \( \sigma_1(H_{k,\lambda}) = 0 \);

(iv) for any \( \varepsilon > 0 \) there exists \( \lambda \in (\lambda_* - \varepsilon, \lambda_*) \), with \( \sigma_1(H_{k,\lambda}) < 0 \).

**Proof.** This proposition follows at once from the Lemma 5.4, Proposition 5.2 and from the definition of \( \lambda_k \) given by (5.16). \( \square \)

6. **Bifurcation Argument**

In this section, we are ready to prove our main result, Theorem 2.1, by the bifurcation argument. For the sake of completeness, we will now recall the Krasnosel’skii bifurcation theorem. For the proof and for many other applications we refer to \[21, 37\].

**Theorem 6.1. (Krasnosel’skii Bifurcation Theorem)** Let \( \mathcal{Y} \) be a Banach space, and let \( \mathcal{W} \subset \mathcal{Y} \) and \( \Gamma \subset \mathbb{R} \) be open sets, where we assume \( 0 \in \mathcal{W} \). Denote the elements of \( \mathcal{W} \) by \( w \) and the elements of \( \Gamma \) by \( \lambda \). Let \( F : \mathcal{W} \times \Gamma \to \mathcal{Y} \) be a \( C^1 \) operator such that

i) \( F(0, \lambda) = 0 \) for all \( \lambda \in \Gamma \);

ii) \( F(w, \lambda) = w - K(w, \lambda) \), where \( K(w, \lambda) \) is a compact map;

iii) Let us denote by \( i(\lambda) \) the sum of the multiplicities of all negative eigenvalues of \( D_w F(0, \lambda) \). Then, there exists \( \tilde{\lambda} < \lambda \) such that:

1) \( D_w F(0, \lambda), D_{ww} F(0, \lambda) \) are non degenerate.

2) \( i(\tilde{\lambda}) \) and \( i(\tilde{\lambda}) \) have different parity.
Then there exists \( \lambda_\ast \in (\bar{\lambda}, \hat{\lambda}) \) a bifurcation point for \( F(w, \lambda) = 0 \) in the following sense:

\((0, \lambda_\ast) \) is a cluster point of nontrivial solutions \((w, \lambda) \in Y \times \mathbb{R}, w \neq 0, \) of \( F(w, \lambda) = 0 \).

**Remark 6.2.** Let us point out that the above version of the Krasnoselskii theorem is not the standard one, as usually one imposes the existence of an isolated point where \( D_u F(0, \lambda) \) is degenerate. However, the proof of the theorem works equally well for the version stated above. See [29, Remark 6.3] on this regard.

In order to prove our result, we reformulate the problem. For this aim, we need the following lemma:

**Lemma 6.3.** There exists \( \epsilon > 0 \) such that for any \( \lambda \in (\lambda_\ast(k) - \epsilon, \lambda_1) \), the operator

\[ H_{k, \lambda} + 1d : C^{2, \alpha}_{G, 0}(\mathbb{S}^{d-1}) \to C^{1, \alpha}_{G, 0}(\mathbb{S}^{d-1}), v \mapsto H_{k, \lambda}(v) + v, \]

is invertible.

**Proof.** It is enough to prove that the operator defined in \( C^{2, \alpha}_{G, 0}(\mathbb{S}^{d-1}) \) by

\[ v \mapsto H_{k, \lambda}(v) + \sigma v \]

is invertible for all \( \sigma > -\sigma_1(H_{k, \lambda}) \). Namely, we can prove that the operator defined in \( C^{2, \alpha}_{G, 0}(\mathbb{R}^{d-1}) \) by

\[ v \mapsto \partial_v \psi_v \big|_{\partial B_1} + \eta v \]

is invertible for all \( \eta > -\eta \) (defined in (5.14)). In order to do so, we need to define the quadratic forms \( Q_{k, \lambda}^\eta : E_{k, \lambda} \to \mathbb{R} \) by

\[ Q_{k, \lambda}^\eta(\psi) = Q_{k, \lambda}^0(\psi) + \lambda \eta \int_{\partial B_1} \psi^2, \]

and \( J_{k, \lambda}^\eta : C^{2, \alpha}_{G, 0}(\mathbb{S}^{d-1}) \to \mathbb{R} \) by

\[ J_{k, \lambda}^\eta(v) = \int_{\mathbb{S}^{d-1}} (\nu \partial_\nu \psi_v + \eta v^2). \]

Actually, these quadratic forms are positive definite since \( \eta > -\eta \). We state that they are also coercive. Let’s first show that

\[ \beta := \inf \{ Q_{k, \lambda}^\eta(\psi) : \psi \in E_{k, \lambda}, \|\psi\| = 1 \} > 0 \]

is achieved. On that purpose, take \( \psi_n \in E_{k, \lambda} \) with \( \|\psi_n\|_{H^1_G} = 1 \) such that \( Q_{k, \lambda}^\eta(\psi_n) \to \beta \), and suppose that \( \psi_n \to \psi_0 \). If the convergence is strong, then the infimum \( \beta \) is attained, which implies that \( \beta > 0 \). Otherwise,

\[ \beta = \limsup_{n \to \infty} \int_{\mathbb{S}^{d}(k) \setminus B_1} (\lambda |\nabla \psi_n|^2 + \psi_n^2 - p u_{k, \lambda}^{p-1} \psi_n^2) + \lambda \eta \int_{\partial B_1} \psi_n^2 \]

\[ > \int_{\mathbb{S}^{d}(k) \setminus B_1} (\lambda |\nabla \psi_0|^2 + \psi_0^2 - p u_{k, \lambda}^{p-1} \psi_0^2) + \lambda \eta \int_{\partial B_1} \psi_0^2 \geq 0. \]

Therefore, \( Q_{k, \lambda}^\eta \) is coercive. Thus, we can know that

\[ J_{k, \lambda}^\eta(v, v) = \frac{1}{\lambda} Q_{k, \lambda}^\eta(\psi_v, \psi_v) \geq c \|\psi_v\|^2_{H^1_G(\mathbb{S}^{d}(k) \setminus B_1)} \geq \bar{c} \|v\|^2_{C^{2, \alpha}(\mathbb{S}^{d-1})}, \]

where the last inequality is given by using the trace estimate and imbedding theorem. Hence, \( J_{k, \lambda}^\eta \) is also coercive. According to the Lax-Milgram theorem, the regularity theory and the fact that the mean property is preserved, the operator

\[ v \mapsto \partial_\nu \psi_v \big|_{\partial B_1} + \eta v \]
is invertible from $C^{2,0}_{G,0}(\mathbb{S}^{d-1})$ to $C^{1,0}_{G,0}(\mathbb{S}^{d-1})$ for all $\eta > -\eta$. □

By the Proposition 5.5, we can take $\tilde{\lambda} \in (\lambda_0, \lambda_*)$ sufficiently close to $\lambda_*(k)$ such that $\sigma_1(H_{\tilde{\lambda}}) < 0$. Define the operator $Z : \mathcal{U} \times [\tilde{\lambda}, \lambda_1] \to \mathcal{V}$ by

$$Z(v, \lambda) = F_k(v, \lambda) + v,$$

where $\mathcal{U} \subset C^{2,0}_{G,0}(\mathbb{S}^{d-1}), \mathcal{V} \subset C^{1,0}_{G,0}(\mathbb{S}^{d-1})$ are open neighborhoods of 0. By the Lemma 6.3, taking $\tilde{\lambda}$ close enough to $\lambda_*(k)$ so that we can assume that $D_vZ(0, \lambda)$ is an isomorphism for all $\lambda \in [\tilde{\lambda}, \lambda_1]$. Then, we can further restrict $\mathcal{U}$ and $\mathcal{V}$ so that $Z(\cdot, \lambda)$ is invertible for all $\lambda \in [\tilde{\lambda}, \lambda_1]$ according to the Inverse Function theorem.

Now define the operator $W : \mathcal{V} \times [\tilde{\lambda}, \lambda_1] \to \mathcal{V}$ by $W(v, \lambda) = v - \delta v$ with $Z(\delta v, \lambda) = v$. By the compactness of the inclusion of $C^{2,0}_{G,0}(\mathbb{S}^{d-1})$ into $C^{1,0}_{G,0}(\mathbb{S}^{d-1})$, we can point out that $W$ is the operator by the sum of an identity and a compact operator. Obviously, $F_k(v, \lambda) = 0 \iff W(v, \lambda) = 0$. Theorem 2.1 follows if we show the local bifurcation of solutions to the equation $W(v, \lambda) = 0$.

We have

$$D_vW|_{(0, \lambda)}(v) = v - D_vZ^{-1}|_{(0, \lambda)}(v).$$

Thus

$$D_vW|_{(0, \lambda)}(v) = \delta v \iff H_{k, \lambda}(v) = \frac{\delta}{1 - \delta} v.$$

Recall from the proof of the Lemma 6.3, we have that $\delta < 1$ if $\lambda \geq \tilde{\lambda}$. Hence, $D_vW(0, \lambda)$ has the same number of negative eigenvalues as $H_{k, \lambda}$.

Under this framework, theorem 2.1 follows immediately from the following lemma and the Krasnoselskii theorem.

**Lemma 6.4.** The kernel of the linearized operator $D_vW(0, \lambda)$ has odd dimension for $\lambda = \lambda_*(k)$.

**Proof.** It is sufficient to prove that $H_{k, \lambda_*(k)}$ has odd-dimensional kernel. For any $\psi \in E_{k, \lambda}$, there exist functions $\psi_0, \psi_{l,j}$ defined in $[1, \frac{\pi}{2\sqrt{k}})$ such that

$$\psi(r, \theta) = \psi_0(r) + \sum_{l=1}^{+\infty} \sum_{j=1}^{m_l} \psi_{l,j}(r) \xi_{l,j}(\theta),$$

where $(r, \theta) \in [1, \frac{\pi}{2\sqrt{k}}) \times \mathbb{S}^{d-1}$, and $\xi_{l,j}$ are the $G$-symmetric spherical harmonics, normalized to 1 in the $L^2$-norm, with the eigenvalue $\mu_{i_l}$ of multiplicity $m_l$. Then the quadratic form $\psi \mapsto Q_{k, \lambda}(\psi)$ defined in $E_{k, \lambda}$ can be given by

$$Q_{k, \lambda}(\psi) = Q_{k, \lambda}^0(\psi_0) + \sum_{l=1}^{+\infty} \sum_{j=1}^{m_l} Q_{k, \lambda}^l(\psi_{l,j}), \tag{6.1}$$

where the functional $Q_{k, \lambda}^l$ is defined as

$$Q_{k, \lambda}^l(\phi) = \int_{1}^{\frac{\pi}{2\sqrt{k}}} (\lambda \phi'^2 + \phi'^2 - p\mu_{k, \lambda} \phi^2) S_k^{d-1} dr$$

$$- \lambda \frac{(d - 1)\sqrt{k}}{\tan(\sqrt{k})} \phi(1)^2 + \lambda \mu_{i_l} \int_{1}^{\frac{\pi}{2\sqrt{k}}} \phi^2 S_k^{d-3} dr$$

for a function $\phi : [1, \frac{\pi}{2\sqrt{k}}) \to \mathbb{R}$. By convention, we choose $\mu_{i_0} = 0$. Also $\psi_0(1) = 0$ and $\psi_0$ is orthogonal to the function $z_{k, \lambda}$ restricted to the radial variable since $\psi \in$
Consider two cases: By using the triangular inequality of the norm, we get $E$. And we expand that $\overline{E}$ and $T$ maps $Q$ and then $T$.

Therefore we conclude that $T$. We also know that there exists a $\psi \in E, \lambda$ such that $Q_{k, \lambda}(\psi) = 0$. Therefore $Q_{k, \lambda}^1 \geq 0$ and $Q_{k, \lambda}^1 > 0$ for $l > 1$. This implies that the dimension of the kernel of the operator $H_{\lambda, (k)}$ is $m_1$, which is odd by the assumption (G) on the symmetry group.

7. Appendix

In this appendix we prove the quantitative version of the Implicit Function Theorem given in Proposition 3.3, the uniformity of the Sobolev constant given in Lemma 3.4, and also the proof of Lemma 5.3.

Proof of Proposition 3.3. Let us define the map $T : U \rightarrow Y$ by setting

$$T(v) = v - \frac{1}{2} \overline{\psi}.$$  

Clearly, a fixed point $z$ of $T$ will give rise to a solution to the equation $F(v + z) = 0$. We apply now the Banach contraction theorem to the operator $T$.

For any $\psi \in Y, w \in U$, one has

$$T'(w)(\psi) = \psi - (F'(v) - 1)(F(v + w)[\psi]) = (F'(v))^1(F(v)[\psi] - F'(v + w)[\psi]).$$

Thus we find

$$\|T'(w)[\psi]\| \leq \frac{c}{2\delta} \|\psi\| = \frac{1}{2} \|\psi\|. \tag{7.1}$$

Therefore we conclude that $T$ is a contraction. We finish the proof if we show that $T$ maps $U$ into itself. With this purpose, let us compute:

$$\|T(0)\| = ||F'(v))^{-1}(F(v))|| \leq c\delta.$$  

On the other hand, for any $w \in U$ we can use (7.1) to deduce

$$\|T(w) - T(0)\| \leq \frac{c}{2\delta} \|w\| \leq c\delta.$$  

By using the triangular inequality of the norm, we get

$$\|T(w)\| \leq 2c\delta.$$  

This shows that $T(U) \subset U$ and completes the proof of the proposition.

Proof of Lemma 3.4. We first give the facts that

$$\|u\|_{L^1} \leq C(q)(\|\nabla u\|_{L^q} + \|u\|_{L^q}) \ \forall \ u \in H^{1,q}(S^d), \ \frac{1}{s} = \frac{2 - 2q}{2q}, \ 1 < q < 2,$$

and

$$\|u\|_{L^2} \leq C(d)(\|\nabla u\|_{L^2} + \|u\|_{L^2}) \ \forall \ u \in H^1(S^d), d \geq 3,$$

see [4, 5]. And we expand that

$$\bar{u} = \begin{cases} u, & x \in S^d(k) \setminus B_1, \\ 0, & x \in B_1, \end{cases}$$

so that $\bar{u} \in H^1(S^d(k)) = H^1_r(S^d_H), R = \frac{1}{\sqrt{r}}$. Taking $\bar{u}(x) = \bar{u}(ry), y \in S^d_1$, we now consider two cases:
Case 1: $d = 2$.
Let $f(t) = \frac{2t}{2-t}$, with $f(1) = 2, f(2) = +\infty$, then for any $s \in (2, +\infty)$, there exists a unique $t \in (1, 2)$ such that $f(t) = \frac{2t}{2-t} = s$. Then we have
\[
\|u\|_{L^s} \leq C(\|u\|_{L^t} + \|\nabla u\|_{L^r})
\]
by the fact that
\[
\left( \int_{S^2_R} |\tilde{u}|^s \right)^{\frac{1}{s}} = R^{2-t} \left( \int_{S^2_t} |\tilde{u}|^s \right)^{\frac{1}{s}} \\
\leq R^{2-t} C \left( \int_{S^2_t} |\tilde{u}|^t + \int_{S^2_t} |\nabla \tilde{u}|^t \right) \\
= R^{2-t} C \left( R^{-2} \int_{S^2_R} |\tilde{u}|^t + R^{2-t} \int_{S^2_R} |\nabla \tilde{u}|^t \right) \\
\leq C \left( \int_{S^2_R} |\tilde{u}|^t + \int_{S^2_R} |\nabla \tilde{u}|^t \right),
\]
where $C = C(s)$ is a positive constant. We take $u^2$ instead of $u$, then we can get that
\[
\|u^2\|_{L^s} \leq C(\|u^2\|_{L^t} + \|\nabla u^2\|_{L^r}) \\
\leq C(\|u\|_{L^2}^2 + 2\|\nabla u\|_{L^2}^2)\|u\|_{L^s} \\
\leq C(\|u\|_{L^2} + 2\|\nabla u\|_{L^2})\|u\|_{L^2}^{1-\frac{\beta}{s}}\|u\|_{L^{2s}}^\beta,
\]
where $\beta = \frac{1}{s}$. Then one can get that
\[
\|u^2\|_{L^{2s}}^{2-\beta} \leq C(\|u\|_{L^2} + 2\|\nabla u\|_{L^2})\|u\|_{L^2}^{1-\beta}.\]
Therefore, for any $s > 4$, we have
\[
\|u\|_{L^s} \leq C\|u\|_{H^1_{k,r}}.
\]
As $2 < s \leq 4$, we obtain \[
\|u\|_{L^s} \leq \|u\|_{L^2}^\gamma \|u\|_{L^{2s}}^{1-\gamma},
\]
where $\gamma = \frac{1}{s}$. Also, we can gain
\[
\|u\|_{L^s} \leq C\|u\|_{H^1_{k,r}}.
\]
Case 2: $d \geq 3$.
By the interpolation inequality, one has that
\[
\|u\|_{L^s} \leq \|u\|_{L^2}^{\gamma} \|u\|_{L^{2s}}^{1-\gamma},
\]
where \( \alpha \) satisfies \( \alpha + (1 - \alpha)(\frac{1}{2} - \frac{1}{2}) = \frac{1}{2} \). We also have
\[
\left( \int_{S^d_R} |\hat{u}|^2 \right)^{\frac{1}{2}} = R^{d-2} \left( \int_{S^d_1} |\hat{u}|^2 \right)^{\frac{1}{2}} \\
\leq R^{d-2} C \left( \int_{S^d_1} |\hat{u}|^2 + \int_{S^d_1} |\nabla \hat{u}|^2 \right) \\
= R^{d-2} C \left( R^{-d} \int_{S^d_R} |\hat{u}|^2 + R^{2-d} \int_{S^d_R} |\nabla \hat{u}|^2 \right) \\
\leq C \left( \int_{S^d_R} |\hat{u}|^2 + \int_{S^d_R} |\nabla \hat{u}|^2 \right),
\]
where the positive constant \( C \) just depends on \( d \). Then one can obtain that \( \|u\|_{L^2} \leq C\|u\|_{H^1} \). The proof of the lemma is done. \( \square \)

**Proof of Lemma 5.3.** Take a smooth vector field \( M(x) \) in \( S^d(k) \setminus B_1 \) such that \( M(x) = \nu(x) \) on the boundary \( \partial B_1, |M(x)| \leq 1 \). Then, we apply the divergence theorem and Hölder inequality to get
\[
\int_{\partial B_1} \psi^2 = \int_{\partial B_1} \psi^2 \cdot M(x) \cdot \nu(x) \\
= \int_{S^d(k) \setminus B_1} (2\psi \nabla \psi \cdot M(x) + \psi^2 \cdot \text{div} M(x)) \\
\leq 2\|\nabla \psi\|_{L^2} \|\psi\|_{L^2} + \|\psi\|_{L^2}^2 \|\text{div} M(x)\|_{L^\infty} \\
\leq C\|\nabla \psi\|_{L^2} \|\psi\|_{L^2}
\]
as long as \( |\text{div} M(x)| \) is uniformly bounded in \( k \). In order to prove that, let us now consider the vector field \( M(x) \) in the coordinates \((r, \theta), r \in (1, \frac{4}{\sqrt{d}k}), \theta \in S^{d-1}\), and give by
\[
M(r, \theta) = -\frac{\partial}{\partial r} X(r, \theta) \cdot \chi(r) = -v_r \cdot \chi(r) = - \left( M_r v_r + \sum_{i=1}^{d-1} M_{\theta_i} v_{\theta_i} \right),
\]
where \( v_r := v_r(\theta), v_{\theta_i} \) are orthonormal vectors along \( X \) and \( \chi(r) \) is a cut-off function
\[
\chi(r) = \begin{cases} 
0, & r \geq \frac{3}{2} \\
1, & r \leq \frac{5}{4}.
\end{cases}
\]
Then the divergence can be written as
\[
\text{div} M(x) = \frac{1}{S_k^{d-1}(r)} \frac{\partial}{\partial r} (S_k^{d-1}(r) M_r(r, \theta)) + \frac{1}{S_k(r)} \text{div} \nu M_\theta(r, \theta) \\
= \partial_r M_r(r, \theta) + (d - 1) \frac{C_k(r)}{S_k(r)} M_r(r, \theta) + \frac{1}{S_k(r)} \text{div} \nu M_\theta(r, \theta) \\
= -\chi'(r) - (d - 1) \frac{C_k(r)}{S_k(r)} \chi(r).
\]
Therefore,

\[ |\text{div} M(x)| \leq C(d) \]

for \( k \to 0 \), as claimed. \( \square \)
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