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Abstract
In this work, we describe the use of artificial neural networks (ANNs) for the quantification of x-ray fluorescence measurements. The training data were generated using Monte Carlo simulation, which avoided the use of adapted reference materials. The extension of the available dataset by means of an ANN to generate additional data was demonstrated. Particular emphasis was put on the comparability of simulated and experimental data and how the influence of deviations can be reduced. The search for the optimal hyperparameter, manual and automatic, is also described. For the presented case, we were able to train a network with a mean absolute error of 0.1 weight percent for the synthetic data and 0.7 weight percent for a set of experimental data obtained with certified reference materials.

1. Introduction

Machine learning or artificial intelligence has made impressive progress in the last few years. Spectacular successes have included AlphaGo’s victory over the acting GO Champion and the creation of photorealistic images with general adversarial networks. By far not as spectacular but already present in our everyday life are applications in the area of sales, marketing and service, for example spam filters based on machine learning or recommender systems for product suggestions in online trade and suggestions on YouTube.

With these premises in mind, the authors have tried to explore the usefulness of deep neural networks for applications in x-ray fluorescence (XRF), especially for the direct calculation of elemental concentrations from spectra. The general task is multi-output regression with deep neural networks, which falls into the scope of supervised learning [1]. This differs in some essential aspects from the successful applications of deep learning mentioned above.

Although, as with all applications of machine learning, making a prediction is in the focus of attention, the requirements and objectives differ significantly. In advertising industry applications, the goal is to be better with the prediction than with the random selection of an advertisement. In scientific applications, the results must be as precise as possible and must be checked on known examples. This precondition is made worse by the fact that a wrong prediction in advertising generally does not have too serious consequences, whereas in the scientific field, a mistake, e.g. in the determination of a toxic ingredient, can be life-threatening.

The second significant difference is the retrieval of training data. While Facebook or Google, for example, have almost unlimited access to cheap, extensive data collections, their acquisition for scientific applications is often time-consuming and expensive.

In recent years, there have been several examples of artificial neural networks (ANNs) models to be applied to XRF measurements. Most of them did not deal with the direct quantification of the measurements from the spectrum. Ref [2] used principal component analysis (PCA) as a preprocessor and subsequently ANN to generate calibration curves for light elements (C, N, Na, Mg, and P) in soil samples. The applied
ANN consisted of two hidden layers and four neurons. Ref [3] combined the elemental concentrations obtained by total-reflection XRF with ANN to classify cancer patients and healthy individuals successfully. Ref. [4] demonstrated that the quantitative determination of parts per million (ppm) amounts of mixtures of Re, Os, Ir, and Pt in a polyethylene matrix, which could not be done successfully by conventional methods, was made possible by the application of neural network, with a root mean square error of a few ppm. Similar results have been shown as well in [5] using ANNs to resolve the overlapping peaks of lead and sulfur, reducing the uncertainty up to a factor of two.

Bos et al have shown in [6] the performance of ANNs for modeling the Cr-Ni-Fe system. More than a 100 steel samples with large variations in composition were measured, and ANNs were found to be robust and to perform generally better than other methods for calibrating over large ranges. Here too, the intensities of the characteristic fluorescence peaks rather than the entire spectrum were used as input values. Ref. [7] has successfully demonstrated that it is possible to determine the copper content in ores directly from the spectrum. The copper was present in relatively small concentrations of between 0.1% and 3%. Due to the speed of calculations, the authors predicted a potential use in continuous, real-time and online measurements.

Common to all the examples shown is that they have used actual experimental data as training data. The number of examples for training and testing was therefore naturally relatively small, ranging from 360 in [7] to 8 in [4].

In the following, the use of an ANN as a direct quantification method for XRF measurement is shown. The simultaneously direct learning from spectra to element concentrations for all present main elements is demonstrated. The training data were generated with a Monte Carlo (MC) simulation to enable a sufficient data corpus.

We wanted to see to what extent the progress in algorithms and computing technology makes preparatory steps unnecessary. This paper will not and does not claim to present the ultimate solution to the problem presented here but tries to share the experiences the authors have made.

2. The challenge

XRF is the emission of characteristic x-rays from a material that has been excited by bombardment with high-energy x-rays or gamma rays [8]. It is a fast, non-destructive analytical technique for determining element concentrations suitable for a wide range of applications ranging from archaeology [9], biology [10], geology [11], environmental science [12] to astronomy [13].

Common to all applications of XRF is that the measured signal, i.e. the intensity of the characteristic radiation, must be converted into element concentrations. The conventional methods of quantification in XRF spectrometry generally consist of the following steps:

- normalization of the data;
- identification of the existing elements;
- spectrum fitting;
- determination of the concentrations of the components with
  - fundamental parameters (FP)/MC simulation;
  - methods based on standard samples.

Even if there is dedicated software like pyMCA [14] or QXAS [15] available, this is sometimes a complicated task. The main disadvantage is that the determination of concentrations based on FP or MC calculations must be done in an iterative way, as the elements influence each other by so-called second-order effects, especially absorbing the generated fluorescence radiation and submitting additional radiation subsequently. For this reason, the whole process is rather time-consuming. As shown in figure 1, this leads as well to a complicated relationship between peak intensity and concentration. Quantification via standard materials is often prevented by the lack of the required reference materials. An overview of XRF and the quantification methods can be found in [8]. For this study, synchrotron radiation-induced XRF was used. Synchrotron radiation is advantageous compared to conventional x-ray sources because the polarization allows an effective reduction of the background, and the high flux allows small beam sizes and fast data acquisition. Additionally, the use of monochromators allows the selection of optimal excitation conditions.

Today, many applications of XRF require that the concentrations are known during or immediately after the measurement. This requirement is necessary because real-time monitoring of these concentrations is required, e.g. process monitoring in the industry, or because there is a large amount of data that otherwise must be quantified after the measurement. The latter is the case, e.g. at the BAMline [17], the beamline of
The calculated relation between measured intensity and the concentration of an element, in this example gold, is complicated. SNRLXRF was used for this purpose and random concentrations of gold, silver, copper and tin were assumed for the data in this figure. It is clear, that the measured intensity is not only dependent on the concentration of the element itself, but as well on the concentrations of all other elements present. Therefore, matrix-matched reference materials or iterative calculations are needed for quantification.

BAM at BESSY, where a so-called color x-ray camera is used as a detector for XRF measurements. This detector is based on a pn-CCD chip and produces 70,000 spectra simultaneously for one measurement. For this device, it is practically impossible to quantify the spectra with conventional methods afterward, because the measurement time is significantly shorter than the amount of time required for the calculations. Instead, techniques that are capable of extracting concentrations directly from the spectra must be used. In this paper we used three measurements with a single conventional detector setup at BAMline for testing purposes, because this detector is better characterized, which is advantageous for the MC simulations.

According to the universal approximation theorem, a large enough deep neural network can approximate any function. The task presented here is a multi-output regression problem. The input data are 950 channels of a spectrum normalized to a sum of 1, and the output layer is formed by the element concentrations in weight percent for the five elements present in the sample. As we know input and output data, we deal with a supervised learning problem. We expect that the network learns two tasks: first, the extraction of the intensities from the spectrum and afterward calculate concentrations with corrections for higher-order effects.

Parameters describing the network and the learning algorithm are called hyperparameters. Hyperparameters must be defined before the training and can be optimized to obtain the best results. For the first attempt, a neural network with three hidden layers and arbitrarily 50 neurons per layer was chosen. To overcome the vanishing gradient problem, rectified linear units (RELU) were selected as activation function and state-of-the-art Adam optimizer was used. Knowing that elemental concentrations are positive, RELU was selected as well for the output layer to inhibit negative values. The training was performed with 500 epochs, early stopping with a patience value of 50 was applied to avoid overfitting. As a loss function, the mean absolute error (MAE) was chosen. The loss function was calculated for each epoch, and the current model was saved when the value of the loss function for validation data reached a minimum.

All networks used in the following were created with different versions of Tensorflow. In the process of this work, there was a major update, so the first experiments were done with Tensorflow 1.x and the last experiments with Tensorflow 2.2. For defining the network with TF2, the Keras library was used. If not explicitly mentioned, default values were applied.

Following the advice from, ‘A dumb algorithm with lots and lots of data beats a clever one with modest amounts of it,’ we did not try to exploit advanced network structures, like it has been done for x-ray photoelectron spectroscopy in, but instead tried to optimize the availability and quality of training data.

To keep the parameter space manageable, we have also constructed the networks in such a way that the neurons are distributed evenly over the hidden layer.
Table 1. Certified values for the gold reference materials.

| Element | Rose gold (ERM 506) | White gold (ERM 507) | Yellow gold (ERM 508) |
|---------|---------------------|----------------------|-----------------------|
|         | Mass fraction in weight % | Mass fraction in weight % | Mass fraction in weight % |
| Au      | 58.56 ± 0.06        | 75.10 ± 0.11        | 75.12 ± 0.11 |
| Ag      | 3.90 ± 0.05         | 3.02 ± 0.05         | 24.90 ± 0.05 |
| Cu      | 35.65 ± 0.06        | 14.69 ± 0.05        | 4.99 ± 0.04 |
| Ni      |                     |                      | 4.99 ± 0.04 |
| Zn      | 1.891 ± 0.018       | 2.107 ± 0.016       |                      |

Figure 2. Comparison of a simulated and a measured spectrum for the standard EB 507. Both spectra were normalized to a sum of one.

3. Training data

As with all methods based on multilayer neural networks, the availability of a large amount of high-quality training data is a crucial point for success. As mentioned before, the availability of reference materials is an issue. Therefore, MC simulated data served as input. To generate the needed dataset, the program XMIMSIM [25] was used. With this program, it is possible to generate synthetic XRF spectra taking into account sample composition, measurement geometry, excitation conditions, and detector characteristics. All of these parameters have an influence on the measured spectra. The results of the simulations are virtually noiseless due to the high number of simulated photons.

Due to the high dimensionality of the full dataset, some restrictions were applied. All parameters were fixed, except sample composition. The sample composition was restricted to the five elements of interest: gold, silver, copper, nickel, and zinc. These elements are present in three BAM certified reference materials (CRMs: ERM-EB506, ERM-EB507, and ERM-EB508), which served as control samples to evaluate the results for real measurements. Elemental concentrations are given in table 1. Measurements from these samples were used as well to determine the needed parameters for the MC simulation. An example spectrum is shown in figure 2. With this configuration, 24 500 spectra were generated. For the calculations, the data was split into three parts: 80% of the data was used for training, 10% as validation data, and 10% as test data. Each of these parts has different tasks: the training dataset was used to train the weights and biases of the network, the validation dataset was used to calculate the performance while training, and, finally, the test dataset was used to obtain the final performance characteristics. The validation dataset as well was used to apply early stopping, which means that the training was interrupted if no gain in performance after a defined number of tries was reached.
4. First results

Using the network and hyperparameters described in the previous paragraph, the network was trained on the simulated data. Figure 3 shows the model loss as a function of training epochs. It can be seen that the training was stopped after approximately 300 epochs because no more progress was made. No overfitting appears, as validation and training data have nearly the same MAE of 0.2. This means that we can predict concentrations in the validation set with an MAE of absolute 0.2%; for the test set, an MAE of 0.2 was achieved as well. Figure 4 shows expected and predicted values for gold for the test set, which have a perfect linear relation.

Anyway, it has to be taken into account that up to now, only simulated data have been analyzed. For the gold CRMs, the results shown in table 2 were obtained. The MAE = 1 for the experimental data is around five times higher than for the simulated data. A clear trend can be seen here. At high concentrations, which correspond to well-defined peaks in the spectrum, the values obtained match the expected values reasonably.
Table 2. Predicted values for the gold reference materials in weight %.

|     | Ni    | Cu    | Zn    | Ag    | Au    | Total |
|-----|-------|-------|-------|-------|-------|-------|
| ERM 508 | 0.00  | 0.00  | 0.00  | 24.90 | 75.12 | 100.02|
| Predicted | 1.95  | 2.20  | 0.00  | 22.75 | 72.55 | 99.45 |
| ERM 506 | 0.00  | 35.65 | 1.89  | 3.90  | 58.56 | 100.00|
| Predicted | 0.00  | 35.71 | 1.75  | 4.19  | 57.47 | 99.13 |
| ERM 507 | 4.99  | 14.69 | 2.11  | 3.02  | 75.10 | 99.91 |
| Predicted | 5.46  | 15.47 | 2.31  | 3.40  | 73.00 | 99.64 |

Figure 5. Comparison of data for a spectrum calculated with MC simulation and a spectrum calculated with neural networks for the same, randomly selected composition. Spectra were normalized to a sum of 1.

Problems arise in particular with the elements that are not expected to be in the sample. Another problem which becomes visible here as well is that only concentrations are given. There is no assessment for the uncertainty of the predicted values.

5. Approaches for optimization

There are principally two ways to enhance the results obtained so far: The training data can be improved, or the network structure can be optimized. As mentioned above, the literature suggests that a larger amount of training data has a positive influence on the results. The difficulty here is that the MC simulations are very time-consuming. However, a large amount of data is already available, so that a different approach can be taken. By using the concentrations as input and the spectra as output values, a neural network has been trained to predict the spectra depending on the concentration. In order not to make the size of the dataset to be processed too large, the 950 spectral channels were rebined into 95 channels. To predict the spectra, a deep neural network with 5 input channels, corresponding to five element concentrations, and 95 output channels was created. One hidden layer with 50 neurons and one hidden layer with 500 neurons were used. Figure 5 shows that the data generated by simulation and the data generated with the neural network match well. Therefore no further attempts to optimize this network were made. In this way, within a few hours, a network has been trained, which was then able to generate 1 000 000 training datasets within a few minutes. The idea of augmenting the training data with synthetic data from a neural network trained with a smaller dataset, calculated with MC simulation, was demonstrated very successfully by Carminati et al in [26] by generating training data for high-energy physics detectors. While the application shown here is much more modest, the distinct advantages remain the same. First, because of the faster data generation, a more fine-meshed dataset can be used for training. Second, since the generative network averages over all examples, the simulation can be performed with worse statistics, i.e. in less time without compromising the precision of the final results. This advantage was not used in this work, because the simulations were already performed with high precision, but this fact can be used advantageously in future projects.
However, the main idea of this work is to quantify the XRF spectra directly. Therefore the additional step of rebining is not desired but is due to the restricted computational resources.

Apart from the amount of training data, the quality is, of course, also important. If one considers the results shown in table 2 and the comparison of the measured and simulated spectrum in figure 6, it becomes immediately apparent that the problem for small concentrations originates in the non-optimal agreement of the background in simulated and measured spectra.

In the following, an attempt was made to solve this problem by adding to each training spectrum an additional background modeled by a polynomial generated with random parameters. It was expected that the neural network learns this background and corrects the extractions of the intensities, and therefore the concentrations, accordingly, especially for small peaks.

The second approach is to improve the network structure and the hyperparameters. For the network structure, this is the number of layers and the number of neurons per layer. For the hyper-parameters, this is essentially the number of epochs, the optimizer used, the learning rate, mini-batch size, and the activation function. Again, the problem is that the parameter space, and thus the number of computations required, quickly becomes too large. For this work, we have therefore limited ourselves to the number of neurons per layer.

In total, six different scenarios were tested: the original dataset, the original dataset rebined to 95 channels, and the dataset generated from the rebined data with the neural network. Each of these datasets was available once in its original form and once with an artificially generated background.

All these datasets were used to train four networks, with 25, 50, 100, or 200 neurons per layer, so that a total of 24 different networks were trained. The maximum number of training epochs was set to 2000 with early stopping and a patience value of 200.

A summary of the results obtained is given in table 3 in the next section.

Although it is clear from the obtained values, that with an MAE below one, results that are already usable have been obtained with this procedure, it is also immediately apparent that the selection of the hyperparameters was relatively arbitrary. To overcome this, in a final optimization step, the so-called autoML or automated machine learning was tested. autoML is the name for a group of autonomous hyperparameter optimization tools that became popular recently and optimize the hyperparameter autonomously. This can be realized, e.g. by grid or random search. We decided to use another approach, the so-called Bayesian optimization combined with Gaussian processes [27]. This method is advantageous when dealing with a large parameter space and high costs, in our case long computing times, for the evaluation. In simple words, it tries to minimize the number of search steps required by adapting a model, including the uncertainty, to the underlying parameters. We have used the Python implementation from [28]. Because of the complete documentation and the easy applicability, we preferred it over the built-in autoML tool in Keras.
On the other hand, one has to consider that certain parameters have to be specified for the autoML algorithm as well. First of all, it has to be decided which parameters should be optimized, in our case, the number of layers, the number of neurons per layer, the number of examples for batch analysis, and the learning rate. Of course, reasonable boundaries, within which these parameters can be varied, must also be defined.

Moreover, the optimization algorithm itself also requires the specification of some other parameters. These parameters determine how the search behaves. For example, one has to decide whether the algorithm is more explorative or exploitative and whether it should be more interested in minimizing the overall uncertainty or the efficiency of the search. Therefore, it must be clear that with autoML, in a sense, one is just trading one problem for another. We decided to optimize the number of layers, the number of neurons per layer, batch size, and learning rate.

Since this procedure allows much more efficient testing, we have done another manipulation of the input data here. The addition of an artificial background causes a shift in the $y$-axis. In order to simulate small fluctuations of the measurement setup, a small random offset for the $x$-axis was additionally used in the training data. At last, a Gaussian filter with randomly selected width between 0 and 3 was applied. This should force the network to learn small instabilities in the measurements, which can influence peak positions and width. The results obtained are listed in table 4 in the following section.

### 6. Results and discussion

The results of the manual optimization are shown in table 3. Basically, a very rough grid search was performed by the number of neurons per layer, addition of background, and data source.

In general, one can see here that the accuracy of the model increases with an increasing number of neurons. As expected, the accuracy of the test dataset from MC simulated data (MAE MC) is better than for the measured values (MAE CRM). Better MAE values are achieved for the rebined (MC/Rebin) and neural network generated data (NN) than with the training dataset (MC). Furthermore, it can be seen that, in the majority of cases, the MAE MC values are smaller when no background is added, and the MAE CRM values are smaller when a background is added. This corresponds precisely to the expected and desired behavior. We can conclude from this that the networks learn to subtract the background successfully.

However, as mentioned above, this manual search covers only a fraction of the parameter space. Therefore, the next step was Bayesian optimization.

Table 4 shows the results of seven different conditions. The search space was extended to four parameters. For the first four conditions, the number of layers was limited between 2 and 4, the number of neurons per
Table 4. The results for the MAE, obtained with Bayesian optimization. The different conditions are explained in the text. Best results for 950 channel input data are marked in bold.

| Condition | Batch size | Learning rate | N-layer | N-neuron | MAE MC | MAE CRM |
|-----------|------------|---------------|---------|----------|--------|---------|
| 1         | 1          | 0.009         | 2       | 168      | 0.1    | 1.3     |
| 2         | 1          | 0.009         | 2       | 343      | 0.8    | 0.8     |
| 3         | 1          | 0.009         | 3       | 381      | 1.3    | 0.8     |
| 4         | 1          | 0.009         | 2       | 343      | 1.2    | 1.0     |
| 5         | 2          | 0.002         | 4       | 352      | 0.9    | 1.4     |
| 6         | 1          | 0.002         | 5       | 19       | 1.8    | 0.9     |
| 7         | 1          | 0.003         | 3       | 377      | 0.7    | 0.7     |

layer between 25 and 500, the minibatch size between 1 and 64, and finally, the learning rate between 10−1 and 10−5. As acquisition function ‘Expected Improvement’ with the focus on exploration was chosen [28].

For condition 5, the acquisition function "Probability of Improvement" was selected for comparison. In condition 6, the maximum number of neurons per layer was restricted to 25, but the number of allowed layers was increased to 10.

The input data were gradually adapted to resemble the experimental data more closely.

In condition 1, the original MC spectra were used. In condition 2, an artificial background was added. To account for instabilities during the measurements in condition 3, a random shift of ±2 channels in the x-axis was added, and in condition 4 additionally the training spectra were smoothed with a Gaussian filter with a random width between 0 and 3. All the spectra modifications have been done in the training and validation data, but not in the final test data.

Condition 5 is equal to condition 4, except for the use of the different acquisition function. Condition 6 is equal to condition 4, except that the network structure was forced to use fewer neurons per layer.

In condition 7, spectra generated with the neural network and added background were used.

For each condition, five random networks and 15 with optimized hyperparameters were trained. From table 4, it can be seen that the simulated data were clearly best adjusted in the non-manipulated case 1. The more the input data were adapted to the real data, the larger the MAE MC becomes. However, it can also be observed here that the MAE CRM becomes smaller, the adaptation for the measured data, and thus the generalization of the network, becomes better. Therefore, this approach to overcome differences between simulated and measured data was successful. Interestingly, in condition 7, the use of the neural network generated data yields as well very good, for the MAE CRM even the best, results. Compared to the manual grid search, no outstanding improvement has been reached using Bayesian optimization. Anyhow, the authors feel more confident that the reached solution is near to optimal.

In conclusion, a few remarks on the practical implementation of similar projects should be made here. First of all, experience has shown that the quantity and quality of training data are the most critical factors for success. As in scientific questions, the cost of these are generally high, the use of synthetic data produced with simulations or neural networks is beneficial. Due to the wide range of the possible experimental parameter, it seems unrealistic to train a network only with experimental data. For this purpose, it must be ensured that the experimental and simulated data match as closely as possible. On the bright side, as shown, the adaption of experimental and simulated data can be made with relatively crude measures.

It is noticeable that the optimized networks are all relatively large compared to old works. This is probably due to the use of early stopping. Since this reliably avoids overfitting, there is no incentive for the optimizer to use small networks. For the networks used here, this is still tolerable, but for more extensive networks, one should think about implementing a penalty in the cost function for large networks.

Once the network has been trained, the evaluation per spectrum is very fast, typically about 20 ms. However, the time required to train the network, typically one hour for one set of hyperparameters, and especially to obtain the training data is significant. It is therefore essential to make sure that the effort is worth it, i.e. that the trained network can be used for many cases.

The final remark is that for successful completion of the project, the goal, in this case the uncertainty or the maximum MAE which needs to be achieved, should be defined in advance. Machine learning is such a broad and dynamically developing field that there is literally no limit for optimizing. Here we have restricted ourselves to a basic ANN architecture and the dispensing of additional spectra manipulation like PCA. Even so, the number of possible variations is immense. In total, we have trained more than 500 networks for this work. Therefore, autoML, which can take over the part of network optimization, is a major advance, and we believe it will gain significant importance in the future.
7. Conclusion

We have shown that it is possible to quantify the concentrations of elements from XRF measurements with neural networks directly from spectra. As an example, gold samples with nickel, copper, zinc, and silver contents were used. All main elements were determined simultaneously; reference materials certified by BAM served as control samples.

Synthetic spectra generated with MC simulations were used as training data. Due to the relatively easy availability of these data, it was possible to apply significantly larger networks than in previous work. The enhancement of the available dataset using an ANN to generate additional data was demonstrated. It has been shown that this approach provides reliable results over the full concentration range from 0% to 100%. An uncertainty of less than one percent absolute MAE was achieved. The most significant difficulty was to ensure the agreement of experimental and simulated data. This could be obtained by adding additional backgrounds and shifting the spectra on the energy axis. A challenge for the practical application is that the training data depends on the sample composition, the excitation conditions, the geometry and the detection system. Therefore, the data and the trained network cannot simply be reused for other conditions. In general, however, it must be said that the relatively long time required for training and model generation can only be justified if a high degree of reusability of the model is ensured. This is mainly to be expected with commercial instruments which are used under constant measurement conditions for a constant type of sample. In this case, real-time quantification can be achieved.
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