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ABSTRACT
Rating platforms enable large-scale collection of user opinion about items (products, other users, etc.). However, many untrustworthy users give fraudulent ratings for excessive monetary gains. In the paper, we present FairJudge, a system to identify such fraudulent users. We propose three metrics: (i) the fairness of a user that quantifies how trustworthy the user is in rating the products, (ii) the reliability of a rating that measures how reliable the rating is, and (iii) the goodness of a product that measures the quality of the product. Intuitively, a user is fair if it provides reliable ratings that are close to the goodness of the product. We formulate a mutually recursive definition of these metrics, and further address cold start problems and incorporate behavioral properties of users and products in the formulation. We propose an iterative algorithm, FairJudge, to predict the values of the three metrics. We prove that FairJudge is guaranteed to converge in a bounded number of iterations, with linear time complexity. By conducting five different experiments on five rating platforms, we show that FairJudge significantly outperforms nine existing algorithms in predicting fair and unfair users. We reported the 100 most unfair users in the Flipkart network to their review fraud investigators, and 80 users were correctly identified (80% accuracy). The FairJudge algorithm is already being deployed at Flipkart.

1. INTRODUCTION
Consumer generated ratings are now an essential part of several platforms. For instance, users on Yelp and TripAdvisor rate restaurants, hotels, attractions, and various types of service offerings. Every major online marketplace (eBay, Amazon, Flipkart) uses online ratings as a way of recognizing good products and rewarding honest/good behavior by vendors. Because buyers frequently look at reviews before buying a product or using a vendor, there is a huge incentive for unethical entities to give fraudulent ratings to compromise the integrity of these consumer generated rating systems [14][12][30][9]. The goal of this paper is to identify such unfair users.

In this paper, we present three novel metrics to quantify the trustworthiness of users and reviews, and the quality of products, building on our prior work [13]. We model user-to-item ratings with timestamps as a bipartite graph. For instance, on an online marketplace such as Amazon, a user $u$ rates a product $p$ with a rating $(u, p)$. Each user has an intrinsic level of fairness $F(u)$, each product $p$ has an intrinsic goodness $G(p)$ (measuring its quality), and each rating $(u, p)$ has an intrinsic reliability $R(u, p)$. Intuitively, a fair user should give ratings that are close to the goodness of the product, and good products should get highly positive reliable ratings. Clearly, these $F(u), G(p), R(u, p)$ metrics are all inter-related, and we propose three mutually-recursive equations to model them.

However, it is not possible to predict the true trustworthiness of users that have only given a few ratings. For example, users with only a few ratings, all of which are highly accurate, can be a fraudulent shill account building initial reputation [9] or it can be a genuine user. Similarly, the true quality of products that have received only a few ratings is also uncertain [17][20]. We propose a Bayesian solution to address these cold start problems in our formulation by incorporating priors to users’ fairness and products’ goodness scores.

Additionally, the rating behavior is often very indicative of their nature. For instance, unusually rapid or regular behavior has been associated with fraudulent entities, such as fake accounts, sybils and bots [27][15][8][28]. Similarly, unusually bursty ratings received by a product may be indicative of fake reviews [51]. Therefore, we propose a Bayesian technique to incorporate users’ and products’ rating behavior in the formulation, by penalizing unusual behavior [8].

Combining the network, cold start treatment and behavioral properties together, we present the FairJudge formulation and an iterative algorithm to find the fairness, goodness and reliability scores of all entities together. We prove that FairJudge has linear time complexity and it is guaranteed to converge in a bounded number of iterations.

How well does FairJudge work? We conduct extensive experiments using 5 real-world data sets – two Bitcoin user trust networks, Epinions, Amazon and Flipkart, India’s biggest online marketplace. With the help of five experiments, we
shows that FAIRJUDGE outperforms several existing methods \cite{2, 8, 21, 24, 29, 23, 22, 17} in predicting fraudulent users. Specifically, in an unsupervised setting, FAIRJUDGE has the best or second best average precision in nine out of ten cases. Across two supervised settings, FAIRJUDGE has the highest AUC $\geq 0.85$ across all five datasets. It consistently performs the best as the percentage of training data is varied between 10 and 90, as shown for the Alpha network in Figure 1(a). Further, we experimentally show that both the cold start treatment and behavior properties improve the performance of FAIRJUDGE algorithm, and incorporating both together performs even better.

FAIRJUDGE is practically very useful. We reported the 100 most unfair users as predicted by FAIRJUDGE in the Flipkart online marketplace. Review fraud investigators at Flipkart studied our recommendations and confirmed 80 of them were unfair, presenting a validation of the utility of FAIRJUDGE in identifying real-world review fraud. In fact, FAIRJUDGE is already being deployed at Flipkart. On the Bitcoin Alpha network, using FAIRJUDGE, we discovered a botnet-like structure of 40 unfair users that rate each other positively (Figure 1(b)), which are confirmed shills of a single account.

Overall, the paper makes the following contributions:

\begin{itemize}

\item **Algorithm**: We propose three novel metrics called fairness, goodness and reliability to rank users, products and ratings, respectively. We propose Bayesian approaches to address cold start problems and incorporate behavioral properties. We propose the FAIRJUDGE algorithm to iteratively compute these metrics.

\item **Theoretical guarantees**: We prove that FAIRJUDGE algorithm is guaranteed to converge in a bounded number of iterations, and it has linear time complexity.

\item **Effectiveness**: We show that FAIRJUDGE outperforms nine existing algorithms in identifying fair and unfair users, conducted via five experiments on five rating networks.

\end{itemize}

2. RELATED WORK

Existing works in rating fraud detection can be categorized into network-based and behavior-based algorithms: Network-based fraud detection algorithms are based on iterative learning, belief propagation, and node ranking techniques. Similar to our proposed FAIRJUDGE algorithm, \cite{29, 21, 16} develop iterative algorithms that jointly assign scores in the rating networks based on consensus of ratings - \cite{29} scores each user, review and product, and \cite{21} scores each user and product. FraudEagle \cite{2} is a belief propagation model to rank users, which assumes fraudsters rate good products poorly and bad products positively, and vice-versa for honest users. Random-walk based algorithms have been developed to detect trolls \cite{32} and link farming from collusion on Twitter \cite{7, 10, 34, 16} identify group of fraudsters based on local neighborhood of the users. A survey on network-based fraud detection can be found in \cite{3}.

Behavioral fraud detection algorithms are often feature-based. Consensus based features have been proposed in \cite{23, 17} – our proposed goodness metric is also inspired by consensus or ‘wisdom of crowds’. Commonly used features are derived from timestamps \cite{23, 31, 20} and review text \cite{26, 6, 25}. SpEagle \cite{24} extends FraudEagle \cite{2} to incorporate behavior features. BIRDNEST \cite{8} creates a Bayesian model to estimate the belief of each user’s deviation in rating behavior from global expected behavior. \cite{10, 3, 28} study coordinated spam behavior of multiple users. A survey on behavior based algorithms can be found in \cite{11}.

Our proposed FAIRJUDGE algorithm combines both network- and behavior based algorithms, along with Bayesian solution to cold start problems. Since review text is not always available, for e.g. in a subset of our datasets, we only focus on ratings and timestamps. FAIRJUDGE provides theoretical guarantees and does not require any user inputs.

Table 1 compares FAIRJUDGE to the closest existing algorithms, which do not always satisfy all the desirable properties.

| Algorithm | Uses network information | Uses behavior properties | Prior free | Theoretical Guarantees |
|-----------|--------------------------|--------------------------|------------|------------------------|
| FAIRJUDGE | ✓                        | ✓                        | ✓          | ✓                      |
| BIRDNEST\cite{8} | ✓                        | ✓                        | ✓          | ✓                      |
| Trustiness\cite{31} | ✓                        | ✓                        | ✓          | ✓                      |
| SpEagle\cite{24} | ✓                        | ✓                        | ✓          | ✓                      |
| Others | ✓                        | ✓                        | ✓          | ✓                      |

Table 1: Proposed algorithm FAIRJUDGE satisfies all desirable properties.

3. FAIRJUDGE FORMULATION

In this section, we present the FAIRJUDGE algorithm that jointly models the rating network and behavioral properties. We first present our three novel metrics — Fairness, Reliability and Goodness — which measure intrinsic properties of users, ratings and products, respectively, building on our prior work \cite{13}. We show how to incorporate Bayesian priors to address user and product cold start problems, and how to incorporate behavioral features of the users and products.

We then prove that our algorithm have several desirable theoretical guarantees.

**Prerequisites.** We model the rating network as a bipartite network where user $u$ gives a rating $(u, p)$ to product $p$. Let the rating score be represented as $score(u, p)$. Let $U, R$ and $P$ represent the set of all users, ratings and products, respectively, in a given bipartite network. We assume that all rating scores are scaled to be between $-1$ and $+1$, i.e. $score(u, p) \in [-1, 1] \forall (u, p) \in R$. Let, $Out(u)$ be the set of ratings given by user $u$ and $In(p)$ be the set of ratings
3.1 Fairness, Goodness and Reliability

Users, ratings and products have the following characteristics:

- Users vary in fairness. Fair users rate products without bias, i.e., they give high scores to high quality products, and low scores to bad products. On the other hand, users who frequently deviate from the above behavior are 'unfair'. For example, fraudulent users often create multiple accounts to motivate our formal definitions below.

- Products vary in terms of their quality, which we measure by a metric called goodness. The quality of a product determines how it would be rated by a fair user. Intuitively, a good product would get several high positive ratings from fair users, and a bad product would receive high negative ratings from fair users. The goodness $G(p)$ of a product $p$ ranges from $-1$ (a very low quality product) to $+1$ (a very high quality product) $\forall p \in P$.

- Finally, ratings vary in terms of reliability. This measure reflects how trustworthy the specific rating is. The reliability $R(u,p)$ of a rating $(u,p)$ ranges from $0$ (an untrustworthy rating) to $1$ (a trustworthy rating) $\forall (u,p) \in R$.

The reader may wonder: isn't the rating reliability, identical to the user's fairness? The answer is 'no'. Consider Figure 2 where we show the rating reliability distribution of the top 1000 fair and top 1000 unfair users in the Flipkart network, as identified by our FAIRJUDGE algorithm (explained later). Notice that, while most ratings by fair users have high reliability, some of their ratings have low reliability, indicating personal opinions that disagree with majority (see green arrow). Conversely, unfair users give some high reliability ratings (red arrow), probably to camouflage themselves as fair users. Thus, having reliability as a rating-specific metric allows us to more accurately characterize this distribution.

Given a bipartite user-product graph, we do not know the values of these three metrics for any user, product or rating. Clearly, these scores are mutually interdependent. Let us look at an example.

Figure 3: Toy example showing products ($P_1, P_2, P_3$), users ($U_A, U_B, U_C, U_D, U_E$ and $U_F$), and rating scores provided by the users to the products. User $U_F$ always disagrees with the consensus, so $U_F$ is unfair.

**Example 1** (Running Example). Figure 3 shows a simple example in which there are 3 products, $P_1$ to $P_3$, and 6 users, $U_A$ to $U_F$. Each review is denoted as an edge from a user to a product, with rating score between $-1$ and $+1$. Note that this is a rescaled version of the traditional 5-star rating scale where a 1, 2, 3, 4 and 5 star corresponds to $-1, -0.5, 0, +0.5$ and $+1$ respectively.

One can immediately see that $U_F$'s ratings are inconsistent with those of the $U_A, U_B, U_C, U_D$ and $U_E$. $U_F$ gives poor ratings to $P_1$ and $P_2$ which the others all agree are very good by consensus. $U_F$ also gives a high rating for $P_3$ which the others all agree is very bad. We will use this example to motivate our formal definitions below.

**Fairness of users.** Intuitively, fair users are those who give reliable ratings, and unfair users mostly give unreliable ratings. So we simply define a user’s fairness score to be the average reliability score of its ratings:

$$F(u) = \frac{\sum_{(u,p) \in \text{Out}(u)} R(u,p)}{|\text{Out}(u)|} \quad (4)$$

Other definitions such as temporally weighted average can be developed, but we use the above for simplicity.

**Goodness of products.** When a product receives rating scores via ratings with different reliability, clearly, more importance should be given to ratings that have higher reliability. Hence, to estimate a product’s goodness, we weight the ratings by their reliability scores, giving higher weight to reliable ratings and little importance to low reliability ratings:

$$G(p) = \frac{\sum_{(u,p) \in \text{In}(p)} R(u,p) \cdot \text{score}(u,p)}{|\text{In}(p)|} \quad (5)$$

Returning to our running example, the ratings given by users $U_A, U_B, U_C, U_D, U_E$ and $U_F$ to product $P_1$ are $+1, +1, +1, +1, +1$ and $-1$, respectively. So we have:

$$G(P_1) = \frac{1}{6} \left( R(U_A, P_1) + R(U_B, P_1) + R(U_C, P_1) + R(U_D, P_1) + R(U_E, P_1) - R(U_F, P_1) \right)$$
The fairness of user $u$, $F(u)$, is defined as:

$$F(u) = \frac{0.5 \cdot \alpha_1 + \alpha_2 \cdot \text{IBIRDNEST}_\text{IRTD}(u) + \sum_{(u,p) \in \text{Out}(u)} R(u,p)}{\alpha_1 + \alpha_2 + |\text{Out}(u)|}$$  

(1)

The reliability of rating $(u,p)$, $R(u,p)$, is defined as:

$$R(u,p) = \frac{1}{2} \left(F(u) + \left(1 - \frac{|\text{score}(u,p) - G(p)|}{2}\right)\right)$$  

(2)

The goodness of product $p$, $G(p)$, is defined as:

$$G(p) = \frac{\beta_2 \cdot \text{IBIRDNEST}_\text{IRTD}(p) + \sum_{(u,p) \in \text{In}(p)} R(u,p) \cdot \text{score}(u,p)}{\beta_1 + \beta_2 + |\text{In}(p)|}$$  

(3)

**Reliability of ratings.** A rating $(u,p)$ should be considered reliable if (i) it is given by a generally fair user $u$, and (ii) its score is close to the goodness score of product $p$. The first condition makes sure that ratings by fair users are trusted more, in lieu of the user’s established reputation. The second condition leverages ‘wisdom of crowds’, by making sure that ratings that deviate from $p$’s goodness have low reliability. This deviation is measured as the normalized absolute difference, $|\text{score}(u,p) - G(p)|/2$. Together:

$$R(u,p) = \frac{1}{2} \left(F(u) + \left(1 - \frac{|\text{score}(u,p) - G(p)|}{2}\right)\right)$$  

(6)

In our running example, for the rating by user $U_F$ to $P_1$:

$$R(U_F, P_1) = \frac{1}{2} \left(F(U_F) + \left(1 - \frac{|-1 - G(P_1)|}{2}\right)\right)$$

Similar equations can be associated with every edge (rating) in the graph of Figure 3.

### 3.2 Addressing Cold Start Problems

If a user $u$ has given only a few ratings, we have very little information about his true behavior. Say all of $u$’s ratings are very accurate – it is hard to tell whether it is a fraudster that is camouflaging and building reputation by giving genuine ratings, or it is actually a benign user. Conversely, if all of $u$’s ratings are very deviant, it is hard to tell whether the user is a fraudster or simply a normal user whose rating behavior is unusual at first but stabilizes in the long run. Due to the lack of sufficient information about the ratings given by the user, little can be said about his fairness. Similarly, for products that have only been rated a few times, it is hard to accurately determine their true quality, as they may be targets of fraud.

This uncertainty due to insufficient information about users and products is the cold start problem. We solve this issue by assigning Bayesian priors to each user’s fairness score as follows:

$$F(u) = \frac{0.5 \cdot \alpha + \sum_{(u,p) \in \text{Out}(u)} R(u,p)}{\alpha + |\text{Out}(u)|}$$  

(7)

Here, $\alpha$ is a non-negative integer constant, which is the relative importance of the prior compared to the rating reliability – the lower (higher) the value of $\alpha$, the more (less, resp.) the fairness score depends on the reliability of the ratings. The 0.5 score is the default global prior belief of all users’ fairness, which is the midpoint of the fairness range $[0,1]$. If a user gives only a few ratings, then the fairness score of the user is close to the default score 0.5. The more number of ratings the user gives, the more the fairness score moves towards the user’s rating reliabilities. This way shills with few ratings have little effect on product scores.

Similarly, the Bayesian prior in product’s goodness score is incorporated as:

$$G(p) = \frac{\sum_{(u,p) \in \text{In}(p)} R(u,p) \cdot \text{score}(u,p)}{|\text{In}(p)|}$$  

(8)

Again, $\beta$ is a non-negative integer constant. The prior belief of product’s goodness is set to 0 which is the midpoint of the goodness range $[-1,1]$, and so $0 \cdot \beta = 0$ does not appear in the numerator. We will explain how the values of $\alpha$ and $\beta$ are set in Section 3.

### 3.3 Incorporating Behavioral Properties

Rating scores alone are not sufficient to efficiently estimate the fairness, goodness and reliability values. The behavior of the users and products is also an important aspect to be considered. As an example, fraudsters have been known to give several ratings in a very short timespan, or regularly at fixed intervals which indicates bot-like behavior. Even though the ratings themselves may be very accurate, the unusually rapid behavior of the user is suspicious. Be- nign users, on the other hand, have a more spread out rating behavior as they lack regularity. In addition, products that receive an unusually high number of ratings for a very short time period may have bought fake ratings. Therefore, behavioral properties of the ratings that a user gives or a product receives are indicative of their true nature.

Here, we show a Bayesian technique to incorporate the rating behavioral properties of users and products. We focus on temporal rating behavior as the behavioral property for the rest of the paper, but our method can be used with any additional set of properties. A user $u$’s temporal rating behavior is represented as the time difference between its consecutive ratings, $\text{inter-rating time distribution IRTD}_U(u)$. To model the behavior, we use a recent algorithm called BIRDNEST, which calculates a Bayesian estimate of how much user $u$’s IRTD$_U(u)$ deviates from the global population of all users’ behavior, $\text{IRTD}_U(u') \forall u' \in U$. This estimate is the BIRDNEST score of user $u$, $\text{BIRDNEST}_\text{IRTD}(u) \in [0,1]$. We use $\text{BIRDNEST}_\text{IRTD}(u) = 1 - \text{BIRDNEST}_\text{IRTD}(u)$, as user $u$’s behavioral normality score. When $\text{BIRDNEST}_\text{IRTD}(u) = 1$, it means the user’s behavior is absolutely normal, and 0 means totally abnormal. Similarly, for products, $\text{BIRDNEST}_\text{IRTD}(p)$ is calculated from the
The more important the particular combination of parameter values is. The learned classifier's prediction labels are then used as the supervised FairJudge output.

**Example 2 (Running Example).** Let us revisit our running example. Let, \( \alpha_1 = \alpha_2 = \beta_1 = \beta_2 = 0 \). We initialize all fairness, goodness and reliability scores to 1 (line 3 in Algorithm 6). Consider the first iteration of the loop (i.e. when \( t \) is set to 1 in line 7). In line 8, we must update the goodness of all products. Let us start with product \( P_1 \). Its goodness \( G^0(P_1) \) was 1, but this gets updated to

\[
G^t(P_1) = -1(1) + 1(1) + 1(1) + 1(1) + 1(1) + 1(1) = 0.67.
\]

We see that the goodness of \( P_1 \) has dropped because of \( U_A \)'s poor rating. The following table shows how the fairness and goodness values change over iterations (we omit reliability for brevity):

| Node | Property | Fairness/Goodness in iterations |
|------|----------|---------------------------------|
|      |          | 0 | 1 | 2 | 5 | 9 (final) |
| \( P_1 \) | \( G(P_1) \) | 1 | 0.67 | 0.67 | 0.67 | 0.68 |
| \( P_1 \) | \( G(P_2) \) | 1 | 0.25 | 0.28 | 0.31 | 0.32 |
| \( P_1 \) | \( -0.6(G_3) \) | 1 | -0.67 | -0.67 | -0.67 | -0.68 |
| \( U_A \) | \( U_E \) | 1 | 0.92 | 0.89 | 0.86 | 0.86 |
| \( U_F \) | \( F(U_A) - F(U_E) \) | 1 | 0.63 | 0.43 | 0.24 | 0.22 |

By symmetry, nodes \( U_A \) to \( U_E \) have the same fairness values throughout. After convergence, \( U_F \) has low fairness score, while \( U_A \) to \( U_E \) have close to perfect scores. Confirming our intuition, the algorithm quickly learns that \( U_F \) is an unfair user as all of its ratings disagree with the rest of the users. Hence, the algorithm then downweights \( U_F \)'s ratings in its estimation of the products' goodness, raising the score of \( P_1 \) and \( P_2 \) as they deserve.

## 4.1 Theoretical Guarantees of FairJudge

Here we present the theoretical properties of FairJudge. Let, \( F^\infty(u) \) and \( G^\infty(u,p) \) be the final scores after convergence, for some input \( \alpha_1, \alpha_2, \beta_1, \beta_2 \).

**Lemma 1 (Lemma 1).** The difference between a product \( p \)'s final goodness score and its score after the first iteration is at most 1, i.e. \( |G^\infty(p) - G^1(p)| \leq 1 \). Similarly, \( |R^\infty(u,p) - R^1(u,p)| \leq 3/4 \) and \( |F^\infty(u) - F^1(u)| \leq 3/4 \).
The proof is shown in the appendix \[1\].

**Theorem 1 (Convergence Theorem).** The difference during iterations is bounded as $|R^t(u, p) - R^t(u, p)| \leq \left( \frac{1}{2} \right)^t, \forall (u, p) \in \mathcal{R}$. As $t$ increases, the difference decreases and $R^t(u, p)$ converges to $R^\infty(u, p)$. Similarly, $|F^t(u) - F^t(u)| \leq \left( \frac{1}{2} \right)^t, \forall u \in \mathcal{U}$ and $|G^t(u) - G^t(u)| \leq \left( \frac{1}{2} \right)^{(t-1)}, \forall p \in \mathcal{P}$.

We prove this theorem formally in the appendix \[4\]. As the algorithm converges for all $\alpha_1, \alpha_2, \beta_1, \beta_2$, the entire algorithm is guaranteed to converge.

**Corollary 1 (Iterations till Convergence).** The number of iterations needed to reach convergence is at most $2 + \frac{\log(\epsilon/2)}{\log(4/3)}$. In other words, treating $\epsilon$ as constant, the number of iterations needed to reach convergence is bounded by a constant.

Again, the proof is shown in the appendix \[1\].

**Linear algorithmic time complexity.** In each iteration, the algorithm updates goodness, reliability and fairness scores for each product, rating and user, respectively. Each of these updates takes constant time. So, the complexity of each iteration is $O(|E| + |V|) = O(|E|)$. By Corollary 1 the algorithm converges in a constant number of iterations. Hence the time complexity is $O(k|E|)$, which is linear in the number of edges, and $k$ is a constant equal to the product of the number of iterations till convergence and the number of runs of the algorithm.

5. EXPERIMENTAL EVALUATION

In this section, we present the results of the proposed FAIRJUDGE algorithm to identify fair and unfair users. We conduct extensive experiments on five different rating networks and show five major results:

(i) We compare FAIRJUDGE algorithm with five recent algorithms to predict benign and malicious users in an unsupervised setting. We show that FAIRJUDGE performs the best or second best in nine out of ten cases.

(ii) We show that FAIRJUDGE outperforms nine algorithms across all datasets, when training data is available.

(iii) We show that FAIRJUDGE is robust to the percentage of training data available, and consistently performs the best.

(iv) We show that both cold start treatment and behavior properties improve the performance of FAIRJUDGE algorithm, and incorporating both of them together perform the best.

(v) We show the linear running time of FAIRJUDGE.

The FAIRJUDGE algorithm is already being deployed at Flipkart.

5.1 Datasets: Rating Networks

We use the following five datasets. Table 2 has their properties. All ratings are rescaled between -1 and +1.

- **Flipkart** is India’s biggest online marketplace where users rate products. The ground truth labels are generated by review fraud investigators in Flipkart, who look at various properties of the user, rating and the product being rated.
- **Epinions** network has two components – user-to-post rating network and user-to-user trust network \[18\]. Algorithms are run on the rating network and ground truth is defined using the trust network – a user is defined as trustworthy if its total trust rating is $\geq +10$, and unfair if $\leq -10$.

| Network   | # Users (% unfair, fair) | # Products | # Edges |
|-----------|--------------------------|------------|---------|
| OTC       | 4,814 (3.7%, 2.8%)       | 5,885      | 35,592  |
| Alpha     | 3,286 (3.1%, 4.2%)       | 3,754      | 24,186  |
| Amazon    | 256,059 (0.09%, 0.92%)   | 74,258     | 560,804 |
| Flipkart  | 1,100,000 (-, -)         | 550,000    | 3,300,000 |
| Epinions  | 120,486 (0.84%, 7.7%)    | 132,585    | 4,835,208 |

- **Amazon** is a user-to-product rating network \[19\]. The ground truth is defined using helpfulness votes, which is indicative of malicious behavior \[6\] – users with at least 50 votes are trustworthy (helpful) if the proportion of helpful-to-total votes is $\geq 0.75$, and untrustworthy if $\leq 0.25$.
- **Bitcoin OTC** is a user-to-user trust network of Bitcoin users. The network is made bipartite by splitting each user into a ‘rater’ with all its outgoing edges and ‘product’ with all incoming edges. The ground truth is defined as: trustworthy users are the platform’s founder and users he rated highly positively ($\geq 0.5$). Untrustworthy users are the ones that these trusted users give at least three more high negative ratings ($\leq -0.5$) than high positive ratings ($\geq 0.5$).
- **Bitcoin Alpha** is another Bitcoin trust network and its ground truth is created similar to OTC, starting from the founder of this platform.

5.2 Baselines

We compare FAIRJUDGE with nine state-of-the-art unsupervised and supervised algorithms. The unsupervised algorithms are:

- **Bias and Deserve (BAD)** \[21\] assigns a bias score $bias(u)$ to each user $u$, which measures user’s tendency to give high or low ratings. $1 - |bias(u)|$ is the prediction made by BAD.
- **Trustiness** \[29\] algorithm assigns a trustiness, honesty and reliability score to each user, product and rating, respectively. We use the trustiness score as its prediction.
- **FraudEagle** \[2\] is a belief propagation based algorithm. Users are ranked according to their fraud score.
- **SpEagle** \[24\] incorporates behavior features into FraudEagle, and the final spam scores of users are used for ranking.
- **BIRDNEST** \[8\] ranks users by creating a Bayesian model with users’ timestamp and rating distributions.

We also compare with supervised algorithms, when training labels are available:

- **SpEagle+** \[24\] is a supervised extension of SpEagle that leverages known training labels in the ranking.
- **Spamicity** \[22\] creates each user’s features as its review burstiness and maximum reviews per day.
- **ICWSM’13** \[23\] uses user’s fraction of positive reviews, maximum reviews in a day and average rating deviation as features for prediction.

5.3 Experiment 1: Unsupervised Prediction

In this experiment, the task is to rank the users based on their suspiciousness. We compare unsupervised FAIRJUDGE with the suite of five unsupervised algorithms in terms of their Average Precision scores, which measures the relative ordering the algorithm give to the known fair and unfair users. This score corresponds to the area under the precision-recall curve. We calculate two average precision scores – one for fair users and another for unfair users. Ta-
Table 3: Unsupervised Predictions: The table shows the Average Precision values of all algorithms in unsupervised prediction of unfair and fair users across five datasets. The best algorithm in each column is colored blue and second best is gray. Overall, FairJudge performs the best or second best in 9 of the 10 cases. *nc* indicates ‘no convergence’.

| Unfair user prediction | OTC | Alpha | Amazon | Epinions | Flipkart | Fair user prediction | OTC | Alpha | Amazon | Epinions | Flipkart |
|------------------------|-----|-------|--------|----------|----------|----------------------|-----|-------|--------|----------|----------|
| FraudEagle             | 93.67 | 86.08 | 47.21  | nc       | nc       | 86.94                | 71.99 | 96.88 | nc     | nc       | nc       |
| BAD                    | 79.75 | 63.29 | 55.92  | 58.31    | 79.96    | 77.41                | 68.31 | 97.19 | 97.09  | 38.07    |
| SpEagle                | 74.40 | 68.42 | 12.16  | nc       | nc       | 80.91                | 82.23 | 93.42 | nc     | nc       | nc       |
| BIRDNEST               | 61.89 | 53.46 | 19.09  | 37.08    | 85.71    | 46.11                | 77.18 | 93.32 | 98.53  | 62.47    |
| Trustiness             | 74.11 | 49.40 | 40.05  | nc       | nc       | 84.09                | 78.19 | 97.33 | nc     | nc       | nc       |
| FairJudge              | 86.03 | 76.43 | 56.18  | 63.43    | 57.14    | 90.80                | 86.16 | 97.35 | 99.35  | 39.27    |

Table 4: Supervised Predictions: 10-fold cross validation with individual predictions as features in a Random Forest classifier. Values reported are AUC. FairJudge performs the best across all datasets. *nc* means ‘no convergence’.

| Supervised Predictions | OTC | Alpha | Amazon | Epinions | Flipkart |
|------------------------|-----|-------|--------|----------|----------|
| FraudEagle             | 0.89 | 0.76  | 0.81   | nc       | nc       |
| BAD                    | 0.79 | 0.68  | 0.80   | 0.81     | 0.64     |
| SpEagle                | 0.69 | 0.57  | 0.63   | nc       | nc       |
| BIRDNEST               | 0.71 | 0.73  | 0.56   | 0.84     | 0.80     |
| Trustiness             | 0.82 | 0.75  | 0.72   | nc       | nc       |
| SpEagle+               | 0.55 | 0.66  | 0.67   | nc       | nc       |
| SpamBehavior           | 0.77 | 0.69  | 0.80   | 0.50     | 0.82     |
| Spamlicity             | 0.88 | 0.74  | 0.60   | 0.66     | 0.82     |
| ICWSM'13               | 0.75 | 0.71  | 0.84   | 0.82     | 0.82     |
| FairJudge              | 0.91 | 0.85  | 0.86   | 0.89     | 0.85     |

5.4 Experiment 2: Supervised Prediction

In this experiment, the task is to predict the malicious and benign users, given some labels from both categories. The performance is measured using area under the ROC curve (AUC) which is a standard measure when data is imbalanced, as is our case. For each algorithm, a feature vector is created for each user and a binary classifier is trained. As a reminder from Section 4 for each user \( u \), supervised FairJudge creates a 1296 dimensional feature vector of its fairness scores \( F(u|\alpha_1, \alpha_2, \beta_1, \beta_2) \), one for each of the 1296 combinations of \( \alpha_1, \alpha_2, \beta_1, \beta_2 \in [0, 5] \). For baselines FraudEagle, BAD, SpEagle, SpEagle+, BIRDNEST and Trustiness, the feature vector for user \( u \) is the score the baseline gives to \( u \) and \( u \)’s outdegree. For baselines SpamBehavior, Spamlicity and ICWSM’13, the feature vector for user \( u \) is their respective features given in Section 5.2.

We perform stratified 10-fold cross-validation using random forest classifier. The resulting AUCs are reported in Table 4. We see that FairJudge outperforms all existing algorithms across all datasets and consistently has AUC \( \geq 0.85 \).

Interestingly, supervised FairJudge performs extremely well on the Flipkart dataset, while it did not perform as well on this dataset in the unsupervised experiment. This is because by using the training data, the classifier learns the importance of features \( F(u|\alpha_1, \alpha_2, \beta_1, \beta_2) \forall (\alpha_1, \alpha_2, \beta_1, \beta_2) \in C \). We reported the 100 most unfair users predicted by FairJudge to review fraud investigators in Flipkart, and they found 80 users to be fraudulent (80% accuracy).

5.5 Experiment 3: Robustness of FairJudge

In this experiment, we evaluate the performance of the algorithms as the percentage of training data changes. We vary the training data from 10% to 90% in steps of 10. Figure 5 shows the average AUC on test sets by using 50 random samples of training data. We make two observations. First, FairJudge is robust to the amount of training data. Its performance is relatively stable (AUC \( \geq 0.80 \) in almost all cases) as the amount of training data varies. Second, FairJudge outperforms other algorithms consistently across all datasets for almost all training percentages. Together, these two show the efficiency of supervised FairJudge algorithm even when small amount of training data is available.

5.6 Experiment 4: Importance of Network, Cold Start and Behavior

In this experiment, we show the importance of the different components in the FairJudge algorithm – network (given by Equations 4, 5 and 6; shown as N), cold start treatment (C), and behavioral properties (B). Figure 6(a) shows the average precision in unsupervised case for the Alpha dataset, when network property is combined with the other two components, and Figure 6(b) shows the average AUC in the supervised case. In both cases, network properties alone has the lowest performance. Adding either the cold start treatment component or the behavioral property component increases this performance. To combine network properties with behavioral property component only, the cold start property is removed by setting \( \alpha_1 = \beta_1 = 0 \) in the FairJudge algorithm. Likewise, \( \alpha_2 \) and \( \beta_2 \) are set to 0 to combine with cold start treatment alone. Further, combining all three together gives the best performance. Similar observations hold for the other datasets as well. This
Figure 5: Variation of AUC with percentage of training data available for supervision. FairJudge consistently performs the best across all settings, and its performance is robust to the training percentage.

Figure 6: Change in performance of FairJudge on Alpha network in (a) unsupervised and (b) supervised experiments when different components are used: network (N), cold start treatment (C) and behavioral (B).

Figure 7: (a) FairJudge scales linearly - the running time increases linearly with the number of edges. (b) Unfair users give highly negative ratings.

Figure 8: Identified unfair users by FairJudge are (a) faster in rating, and give extreme ratings.

5.7 Experiment 5: Linear scalability

We have theoretically proved in Section 4.1 that FairJudge is linear in running time in the number of edges. To show this experimentally as well, we create random networks of increasing number of nodes and edges and compute the running time of the algorithm till convergence. Figure shows that the running time increases linearly with the number of edges in the network, which shows that FairJudge algorithm is indeed scalable to large size networks for practical use.

5.8 Discoveries

Here we look at some insights and discoveries about malicious behavior found by FairJudge.

As seen previously in Figure 2, most ratings given by unfair users have low reliability, while some have high reliability, indicating camouflage to masquerade as fair users. At the same time, most ratings of fair users have high reliabil-
6. CONCLUSIONS

We presented the FairJudge algorithm to address the problem of identifying fraudulent users in rating networks. This paper has the following contributions:
• **Algorithm**: We proposed three mutually-recursive metrics - fairness of users, goodness of products and reliability of ratings. We extended the metrics to incorporate Bayesian solutions to cold start problem and behavioral properties. We proposed the FairJudge algorithm to iteratively compute these metrics.
• **Theoretical guarantees**: We proved that FairJudge algorithm has linear time complexity and is guaranteed to converge in a bounded number of iterations.
• **Effectiveness**: By conducting five experiments, we showed that FairJudge outperforms nine existing algorithms to predict fair and unfair users. FairJudge is practically useful, and already under deployment at Flipkart.
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