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Abstract: Trust is one of the most critical factors that determine willingness to use e-government services. Despite its significance, most previous studies investigated the factors that lead to trusting such services in theoretical aspects without examining the technical solutions. Therefore, more effort is needed to preserve privacy in the current debate on trust within integrated e-government services. Specifically, this study aims to develop a model that examines instruments extracted from privacy by design principles that could protect personal information from misuse by the e-government employee, influencing the trust to use e-government services. This study was conducted with 420 respondents from Oman who were familiar with using e-government services. The results show that different factors influencing service trust, including the need for privacy lifecycle protection, privacy controls, impact assessments, and personal information monitors. The findings reveal that the impeding factors of trust are organizational barriers and lack of support. Finally, this study assists e-government initiatives and decision-makers to increase the use of services by facilitating privacy preservation instruments in the design of e-government services.
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1. Introduction

Recently, the demand for e-government services has increased [1], and business needs require more personal information [2]. Due to technological advancements, the protection of personal information has become more complicated, and balancing technological advancements with privacy has become more difficult [3]. Governments, businesses, and researchers today look at information as a highly valuable resource. In e-governments, the demand for e-services has grown rapidly, and the government must protect personal information without compromising the quality of services. Over the past two decades, governments have taken steps to automate their services by integrating data from multiple government entities to improve access, usability, and efficiency [4]. Technology has allowed government entities to interact flexibly and efficiently, allowing different entities to exchange needed information quickly and efficiently. The rapid growth of technology has transformed these interactions into transactions, in which it requests a large amount of information in a single transaction [5].

Trust is a crucial enabler for building an effective relationship between the government and the public [6]. One of the main concerns individuals may have about sharing their personal information with the e-government is that the government employees may misuse their personal information [7]. Therefore, e-government services are adversely affected, impacting the trust by a lack of privacy protection. The e-government services can lose their trustworthiness if the personal information is not protected. It will lead to providing incorrect information when requested from the data owner. Thus, many government entities enact privacy regulations for e-government services to protect personal information and consider
privacy as a core role when designing their e-services [8]. However, this rapid growth of the interactions between various government entities affects the trust of e-government services if the government employee misuses personal information. Thus, there is a need to use privacy preservation tools so that personal information cannot be misused.

Continuing in the same logic, building trustworthy e-government services is very important to have a successful initiative. In this regard, and to the best of the author’s knowledge, no study has used the privacy preserve instruments based on privacy by design (PbD) principles to investigate how these instruments may affect the trust between the users and the e-government integrated services. This study examines instruments that can ensure that personal information is protected from misuse by e-government employees. It influences the trust positively while using e-government services. To accomplish this aim, a set of objectives are identified as follows: (1) to design a conceptual framework based on the relevant literature; (2) to derive privacy-preserving instruments as accurately as possible; (3) to identify and validate the data collection method; (4) to verify the reliability of the collected data; and (5) to examine and analyze the positive and negative correlation results between used instruments.

The scope of this study is to elaborate on the impact of different used privacy-preserving instruments, which can protect the integrated e-government information to build a reliable service in Oman. The availability of the government’s infrastructure and its affective engagement of transformation to a digital country reveals promising future opportunities in Oman regarding e-services [9]. Oman’s e-readiness rank has improved from 55 in 2019 [10] to 44 in 2020 [11], showing a rapid growth in implementing e-services. Thus, this study uses Oman’s e-government services as a case study to measure privacy preservation instruments that may affect the trust between the government and the end-users. Accordingly, the results of this study may apply to any e-government initiative.

There are four sections in this study. The first section reviews the previous studies to formalize this study’s objective and design the conceptual model, which will be the basis of the other phases. The second section aims to discuss the methodology used to design a survey in the optimal method. Next, using the data gathered from the previous phases, the finding will be obtained in the third section by analyzing the reliability of the used approach and checking the correlation of used instruments. Finally, the last section will revisit the purpose of this study, analyzing the findings and linking them with the literature reviews to elaborate on the contribution of this research.

2. Literature Review

The review of the previous studies aims to define the gaps in previous studies and the elements of measurements instruments to design a conceptual model based on the subsequent phases. Firstly, it starts with looking at the literature describing privacy and its concept in different streams. Then, it will use these key concepts to determine the privacy challenges within integrated e-government services. Next, it will identify the measurement instruments for these challenges, where they can play a significant role in enhancing privacy-preserving. Lastly, it will revise all challenges, elements, and reviews to design the final conceptual model.

2.1. Concepts and Challenges

As defined in 1890 [12] “privacy is the right to be let alone”. In this sense, the authors have perceived that everybody has a right to allow individual independence, which was considered the most valuable of all rights. However, considering privacy as the right to be alone in a generic and non-obvious sense has been criticized by other authors [13]. In [14], Tom Gerety defined privacy as “an autonomy or control over the intimacies of personal identity”. On the other hand, [15] says that privacy has nothing to do with being yourself; but it has to do with being yourself when and where you choose, without unreasonable restrictions. Therefore, it is clear from all these concepts that privacy is essential as a basis for building an individual’s identity.
For the time being, privacy is becoming an increasingly important aspect of modern society. In this sense, Information and Communication Technology (ICT) redefined privacy and initiate a new term known as: “Information Privacy” as “The claim of individuals, groups, or institutions to determine for themselves when, how, and to what extent information about them is communicated to others” [16]. According to Records and Information Management (RIM), privacy is: “the right for a living and identifiable individual to have some control over the collection, storage, and disclosure of his or her personal information held by government agencies, financial institutions, medical facilities, educational institutions, and other public and private entities” [17]. In [18–21], it was defined as: “The absence of unreasonable, and potentially intrusive, collection and use of personal information,” whereas others defined it as: “Privacy is an ability to keep personal affairs out of the public view” [22].

The technology revolution has impacted different aspects of dealing with personal information, such as e-services, e-commerce, and e-government. In short, personal information protection becomes more complex as technology improves; as technology progresses, privacy [23]. Since little sensitive information was exchanged early at the inception of e-government initiatives, minor privacy issues emerged till e-government interactions improved into transactions, which leads to high demand for data integration [5]. The online transaction poses challenges from a privacy perspective since requests are processed faster, and information is significantly transformed [24]. Due to the high demand for e-services, the information requested and transferred between various government entities without oversight is significant, increasing the likelihood of misuse [25]. Therefore, this will adversely affect the trustworthiness of the e-government services, where a lack of clear privacy discourages individuals from sharing their information [26], which negatively impacts the quality of service [27]. Therefore, this highlights that the primary barrier of trustworthiness in e-government is implementing e-services without considering data privacy. Thus, there is a need to find a way to integrate personal information between the various e-government entities reliably and transparently.

2.2. Related Studies

Despite the importance of protecting personal information in an e-government initiative, little empirical research has directly studied the influence of privacy protection tools on the trustworthiness of the e-service. Therefore, with consideration of the previous most related research in the domain of this study, there are only seven studies that examined privacy preservation instruments—indirectly—and used them as either independent, dependent, or mediating variables. Furthermore, Table 1 illustrates that these studies have gaps from the standpoint of this study since they used other privacy instruments not directly related to the integrated e-government services as this study is attempting to do. For example, the authors in [28] developed a model to investigate the relationship between different information system success models, technology acceptance models, and preserved privacy through the mediation of trust in e-government. Most of the variables used focused on the quality of service and not on protecting personal information within integrated e-government services. In [28], the authors limited the study to the factors of information transparency only, including data collection, data processing, and data usage. The study needs more non-information aspects, such as privacy-preserving techniques, used in e-government systems.
Table 1. Previous studies that are most relevant to this study.

| Ref. | Context | Independent Variables | Dependent Variables | Mediating Variables |
|------|---------|-----------------------|---------------------|---------------------|
| [28] | e-government | * Data collection information, * data processing information, * data use information | Cynicism, emotional exhaustion | * Privacy information, * Transparency |
| [29] | e-banking | Access | * Perceived privacy | Perceived effectiveness of privacy policy, * privacy control, * privacy risk, privacy concern, * trust |
| [30] | Consumer behavior, m-communication | * Usage intention | Privacy concern | * Trust, * perceived risk |
| [31] | e-government | Optimism bias, * perceived privacy, * perceived trust, perceived security | E-government use behavior | * Perceived risk |
| [32] | m-government, Perceived trust, Social influence | Social influence, cost of service, * perceived trust, perceived usefulness, perceived ease of use | * Usage behavior | Behavioral intention |
| [33] | e-government, e-services, e-commerce | Perceptions of privacy policy taken, perceptions of organizational privacy self-regulations | Privacy concerns, * trust beliefs, non-self-disclosure behavior | * Privacy risk, * control perceptions |
| [34] | e-government | Intention to use | Preserved information quality, preserved system quality, preserved service quality, preserved usefulness, preserved ease of use, * preserved privacy | * Trust in e-government |

The variables that are indicated with * are those that are correlated partially to this study and reflect privacy preservation.

Other studies [29] propose a model examining privacy policy, control, risk, and trust as mediator variables between principles and perceive. However, the study did not consider specific individual-related instruments affected by government employee behaviors. The authors of [30] investigated the relationship between privacy concerns, perceived risk, trust, and service usage, by utilizing trust and perceived risk as mediation variables. Still, the authors in the previous study have limited privacy concerns by measuring the impact on trust and perceived risk, while there are many other impacts, such as instruments used to preserve personal information. The aim of [31] is to investigate the constructs of optimism bias, privacy, security, and trust, as independent variables and perceived risk as the mediator variable that can influence citizen’s behavior of using e-government services. However, the study did not account for government employee’s behaviors and the constructs used in the study to assess service delivery rather than the trustworthiness of the e-services. In [32], the study investigates user acceptance using the factors of trust, usefulness, ease of use, cost, and social influence as independent variables. The study used few factors to investigate, and it is limited to mobile services only. Finally, the study [33] is limited to privacy protection in a general mechanism. It does not investigate using privacy preservation instruments extracted from principles of PbD to protect personal information from misuse by government employees when the e-government entities are integrated.
2.3. Hypotheses and Conceptual Model

Based on the above, the literature identified a lack in the extant works on privacy protection in integrated e-government services did not examine deeper specific effects of the privacy preservation instruments extracted from PbD antecedents from the service trustworthiness. As e-service delivery has become more ubiquitous, users have become more concerned about their privacy as e-government allows various entities to collect, save, and process personal data in extraordinary ways. Consequently, an individual’s privacy control is likely to decrease, and privacy risks may increase [33]. Individuals must have the ability to control and give permissions to use their information within e-services [35]. Using personal information without permission from individuals is a privacy violation [36]. Individuals must be involved in controlling and permitting access to their information when it is requested.

Additionally, individuals are the owners of personal information, so empowering individuals with control will help e-government services be more trusted [37]. In this regard, the increment of control leads to an increase in the trust of the e-services. Therefore, this study suggests the following hypothesis:

Hypothesis 1 (H1). Privacy control positively influences the trust to use e-government services.

Therefore, to implement trustworthy e-services, it is imperative to understand individual’s privacy concerns systematically. Failing to do so may adversely affect service delivery as privacy influences the trust and willingness of individuals to participate in personal information [33]. The impact assessment is required to have the ability to measure privacy concerns based on reliable measurements and taking appropriate actions upon those measurements to minimize the risk [38]. Setting clear privacy control procedures will help have proactive and preventative actions rather than reactive ones after privacy is misused. In other words, this will prevent any privacy breach before it happens rather than responding to it afterward [8]. Therefore, measuring the impacts when personal information is requested helps make an efficient decision regarding the allowing of data sharing. By considering the previous discussion, this study proposed the following hypotheses:

Hypothesis 2 (H2a). A higher impact assessment correlates with a higher level of control in e-government services.

Hypothesis 2 (H2b). Impact assessment positively influences the trust to use e-government services.

Hypothesis 2 (H2c). Impact assessment and service lifecycle protection are positively correlated.

The preventive principle emphasizes the necessity of identifying problems before they happen and defining solutions to prevent privacy issues from arising [39]. Citizens must monitor how the government entities use their information and know when they will disclose their information [35]. There are always relations between the monitor and control, where monitoring the provided services in the e-government help to get efficient control. Further, the more government actions on preventive monitoring policies exist, the more individuals feel confident [40]. Due to prior empirical evidence, this study proposed the following hypotheses:

Hypothesis 3 (H3a). More preventive monitoring leads to increasing relations between the government and users in a trustworthy manner.

Hypothesis 3 (H3b). Preventive monitoring and privacy control in e-government services are positively correlated.

Lifecycle protection means that intense action is taken throughout the entire e-services process cycle to protect privacy. Essentially, it is the process of ensuring the destruction of
personal information after use [41]. Privacy must be protected from start to finish in the e-services lifecycle and ensure that all data has been destroyed adequately upon finishing the process [42]. Therefore, information security and protection are crucial to ensure the trustworthiness of e-services [35]. According to [43], protecting the information enhances trust, increasing the ability to trust e-services providers. In this regard, this study suggested the following hypothesis:

**Hypothesis 4 (H4).** Increasing privacy protection will lead to an increase in the trust of the e-services.

Figure 1 shows the proposed conceptual model. The model underlying in this study includes five instruments, where there are two dependent variables; (1) preventive monitor, and (2) impact assessment, two mediating variables; (3) privacy control, and (4) lifecycle protection, and one independent variable; (5) service trust. As described previously and using the suggested seven hypotheses, instruments influence the trust when a positive or a negative correlation is recorded depending on the path indicated by the conceptual model.

![Conceptual Model](image)

**Figure 1.** Conceptual Model.

### 2.4. Measurement Instruments

This study uses a qualitative method to measure the privacy instruments that can influence the trustworthiness of e-government services. As shown in Table 2, several books, academic journals, and other literature review resources were used to set the required tools to preserve privacy based on PbD. Furthermore, the survey was used and distributed to encourage the e-government service users. The survey aims to ensure that the selected instruments are useful and that there are positive correlations between these instruments and the trustworthiness of e-government services.

| Instruments | Items | Measures | References |
|-------------|-------|----------|------------|
| Preventive Monitor | PM1 | Send notification if anyone attempts to access their personal information. | [39,44] |
| | PM2 | Aware of which personal information has been used in e-government services. | [39] |
| | PM3 | The information should be tracked when it has been shared. | [35] |
| | PM4 | Determine who should be involved in the monitoring. | [44] |
| | PM5 | Appropriateness of sharing the information. | [44] |

Table 2. Measurement Instruments.
### Table 2. Cont.

| Instruments | Items | Measures | References |
|-------------|-------|----------|------------|
| Privacy Control | PC1 | Segregation of permissions. | [36,39] |
| | PC2 | The purpose of request. | [37,39] |
| | PC3 | The ability to share basic information. | [39] |
| | PC4 | Use government regulations to permit sharing information. | [38] |
| | PC5 | Control the request when personal information is requested. | [35,39] |
| Lifecycle Protection | LP1 | Authentication methods are used in e-government services. | [39] |
| | LP2 | Use the information implicitly rather than explicitly. | [45] |
| | LP3 | Destroy the requested information at the end of the integration. | [41,42] |
| | LP4 | Govern policies and rules to protect privacy. | [37,41] |
| | LP5 | Protect personal information at all stages from start to end. | [38,39,41] |
| Impact Assessment | IA1 | Whenever there is a need to share data between government entities, the impact must be evaluated. | [33,36,38] |
| | IA2 | Assist individuals in making decisions when personal information is requested. | [33,37] |
| | IA3 | Impact assessment helps determine who should be permitted to use the required information. | [33,38] |
| | IA4 | It is essential to assess the impact at all stages of the services, from the beginning to the end. | [38] |
| | IA5 | For an accurate impact assessment, it is necessary to use the sensitivity scale. | [8] |
| Service Trust | ST1 | Trustworthy e-government increases the use of e-government services. | [33,43,46] |
| | ST2 | Trustworthy e-government increases the participation of individuals to provide their correct information. | [33,46] |
| | ST3 | The clarity in all stages when sharing personal information will increase the trustworthiness of the e-services. | [47] |
| | ST4 | Citizen participation in privacy protection will increase the trustworthiness of the e-government service. | [35,37,47,48] |
| | ST5 | Determining the impact will increase the trustworthiness of the e-government service. | [43] |
| | ST6 | Protecting personal information will increase the trust between the data owner and e-government services. | [43,46] |

### 3. Methodology

This study uses a quantitative approach to measure the relations between hypothesized constructs. A wide range of responses was collected online using a survey, including public sector workers, students and academic members, and people with experience in providing e-government services. As shown in Figure 2, the study aim and the design of the conceptual model were formulated using the literature review. In the next step, the survey questions will be designed and validated with the help of a sampling algorithm, sorting, and pilot test. Using SPSS software, the reliability and correlation can be determined. Finally, after the data analysis and findings, the study aim can be revisited.

![Figure 2. Research Methodology.](image-url)
3.1. Validation Approach

Survey instruments aim to test the proposed hypotheses experimentally, determine the needed tool’s accuracy and correctness, and reduce the measurement error. The survey helps verify and test the factors proposed in the hypothesis and supports it with evidence. As a result, this will also lead to the understanding of the relations between the hypotheses. The literature [49–51] are used as development guidelines to validate and reduce the measurement error accurately were discussed in Tables 2 and 3 and summarized this process.

Table 3. Survey Validation Phases.

| Phase                        | Description                                                                 |
|------------------------------|-----------------------------------------------------------------------------|
| Definition’s formalization   | Construct definitions were derived from various sources, including preexisting definitions and reviews of relevant literature conducted in this study. |
| Measurement instruments      | The scales were derived as accurately as possible from the relevant literature. |
| Sample Size                  | Determine who will be targeted in this study and how many people will be involved. |
| Feedback                     | To perform the survey validation, academics and experts in this field were provided with the draft survey. A total of two academics, as well as three experts, were involved. Therefore, five changes were made to the survey questions to make the survey more consistent. |
| Sorting                      | The method used for sorting is Q-sorting. The participants were instructed to pick and drop random items within boxes, and it was performed in two stages to improve the reliability of the sorting. |
| Testing                      | Two academics completed the sorted survey to enhance validity and reliability. As a result, there has been a slight change in the survey’s terms, structure, and length. |
| Pilot test                   | Prior to sending the survey publicly, ten people completed the survey, including academics, experts, and others. Based on the feedback they provided, a minor change has been made to the design. |

3.2. Sample Size

The key enabler of any e-government initiative is the users of the services and business needs. Hence, this study utilized a mixed-method approach to analyze the user acceptance and the need for the suggested instruments to preserve privacy within the integrated information. This study used the tailored design method for designing the survey [52], targeting the individuals and residents in Oman. Most of the survey samples are non-technical people, so the questions are designed to be understandable by a general audience. The survey will fill the technical gaps, analyze information flows, and align the current instruments with the results.

\[
\text{Sample Size } (n) = \frac{z^2 p(1-p)}{e^2 N} + \frac{z^2 p(1-p)}{e^2 N} \tag{1}
\]

To determine the sample size of this study we used Equation (1), variable proportion degree, and standard confidence level, as well as the precision level. Where the margin error value is \(e\), the size of the population is \(N\), the variability degree is \(p\), and \(z\) is the value of how the mean is a way from standard deviation. Based on the National Center for Statistics & Information (NCSI), the total population of Oman is 4492,471 people [53]. A total of 43% of the total population is under 18 years old, and this study focuses on populations above 18 years old [54]. Therefore, the total population is around 2,560,708. As a result, the population is quite large; therefore, the variability proportion value must be 0.5. Accordingly, to reduce the risk, the confidence and precision of data will be set at 95%.
and 5%, respectively. Equation (2) shows the sample size of 384 obtained after the above values were applied.

$$
\text{Sample Size (n)} = \frac{(1.96)^2 \times 0.5(1−0.5)}{(0.05)^2} \approx 384 \text{ samples} \quad (2)
$$

3.3. Sorting

The sorting technique used in this study is a Q-sorting technique with the help of the Qualtrics software. The purpose of Q-sorting is to evaluate the survey’s reliability and validity. The purpose of this type of sorting is to determine whether each survey item corresponds to a particular factor [51]. Thus, this study uses two different rounds to improve the reliability of the sorting. Four different participants are involved in each round to judge and sort the items, two academics and two experts. In each round, the sorting paired the participants into two groups; one is academic, the other is expert, and there is no cooperation between them.

Nevertheless, they may ask about anything related to sorting if they wish [55]. The use of Cohen’s Kappa index [56] and hit ratio values [50] to measure the degree of agreement between two judges was undertaken, so evaluations and assertions of the measurement will become more valid and reliable. Based on [57], excellent argument scores are between 76% and 100%, moderate argument scores are between 40% and 75%, and poor arguments are 39% or less. Accordingly, a higher hit ratio will indicate a greater degree of agreement between the judges.

A total of 37 questions were used randomly in the first sorting round. Each participant picked a question and placed it into one of five categories boxes. In addition, the “Not Applicable” category allows the participants to complete without putting them in a particular category; the participants are not restricted to the given categories. As shown in Table 4, the participants agreed about 28 questions out of 37 with a 74% hit ratio. A total of 55 out of 74 questions were classified correctly in this round, and seven were categorized as not applicable. As a result, the ambiguous questions have been revisited, and five non-applicable questions have been removed.

| Predicted Sort | Instruments | PM | PC | LP | IA | ST | N/A | Total | Hits  |
|---------------|-------------|----|----|----|----|----|-----|-------|-------|
| PM            | 11          |    |    |    |    |    | 14  |       | 76%   |
| PC            | 2           | 10 |    | 1  |    |    | 14  |       | 71%   |
| LP            | 1           |    | 10 |    | 2  |    | 14  |       | 71%   |
| IA            | 1           |    |    | 14 |    |    | 3   | 16    | 88%   |
| ST            | 1           |    |    |    | 2  | 10 | 2   | 16    | 63%   |
| Questions:    | 74          |    |    |    |    |    |     |       | 74%   |
| Hits:         | 55          |    |    |    |    |    |     |       |       |
| Total Ratio:  | 100%        |    |    |    |    |    |     |       |       |

Upon removing the five questions from the non-applicable category, 32 questions were conducted and used in the second round. There were two participants in the second round, one from the academic field and an expert in services integration. Those who participated in the first round were not involved in the second round. The question orders were randomized, and the participants categorized them and placed them into the appropriate boxes. As shown in Table 5, the participants agreed to about 59 questions out of 64 with a 93% hit ratio. Compared to the previous round, the hit ratio has improved by 19%. According to [57] and Cohen’s Kappa Index, a satisfactory agreement level score is 76% to 100%. 
Table 5. Second Sorting Round.

| Instruments     | PM | PC | LP | IA  | ST | N/A | Total | Hits |
|-----------------|----|----|----|-----|----|-----|-------|------|
| PM              | 12 |    |    |     |    | 12  | 100%  |      |
| PC              | 11 | 1  | 12 |     |    |     | 92%   |      |
| LP              |    | 12 |    |     | 1  | 14  | 100%  |      |
| IA              | 12 |    |    | 12  | 1  | 14  | 86%   |      |
| ST              |    |    |    | 12  | 2  | 14  | 86%   |      |
| Questions:      | 64 |    |    |     |    |     |       | 59   |
| Total Hits:     |    |    |    |     |    |     |       | 93%  |

Consequently, the total ratio values in the second round were 93%, which is considered an excellent index value. Thus, the sorting ends with two Q-sorting rounds, and it ends up with high reasonable level questions and high reliability categorized items. As a result, after two Q-sorting rounds, the survey ends up with 30 questions divided into five categories, and each of these categories consists of six questions.

3.4. Pilot Test

This study is targeting the public in Oman who can use the e-government services. Thus, this phase aims to make sure that the survey questions are understandable by most survey respondents. The participants filled out the survey and provided their feedback upon completion. A five-point Likert scale was used for the survey, starting with (1) strongly disagree to (5) strongly agree [58]. Moreover, the selected participants provided some suggestions to improve the quality of the survey. After conducting the pilot test and obtaining feedback from the participants, minor changes were made to the design and to the context in a manner that is easy to understand.

4. Results

4.1. Reliability and Usefulness

This study distributed 420 surveys randomly. Based on the measurement installments described previously, the reliability was measured using Cronbach’s alpha. Most of the research studies determine that Cronbach’s Alpha values above or equal to 0.7 were good, while 0.8 and above were better, and 0.9 and above were the best [59]. Accordingly, any value more than 0.7 will be reliable.

According to [58], Table 6 shows that all instruments’ Cronbach’s Alpha values indicate their reliability. With a Cronbach’s Alpha of 0.973, the service trust (ST) instrument has the highest value, whereas the impact assessment (IA) had the lowest value at 0.905. Both the preventive monitor (PM) and privacy control (PC) had Cronbach’s Alpha values 0.962 and 0.961, respectively. Lastly, the lifecycle protection (LP) had a 0.905 value for the six given questions. The average Cronbach’s Alpha for all 30 questions was 0.946.

Table 6. Survey Reliability.

| Instruments                     | Cronbach's Alpha | Questions |
|---------------------------------|------------------|-----------|
| Preventive monitor (PM)         | 0.962            | 6         |
| Privacy control (PC)            | 0.961            | 6         |
| Lifecycle protection (LP)       | 0.905            | 6         |
| Impact assessment (IA)          | 0.932            | 6         |
| Service trust (ST)              | 0.973            | 6         |
| **Total**                       | **0.946**        | **30**    |
4.2. Normality Testing

A normality test is a fundamental assumption in many statistical procedures and estimation techniques, and nonnormality leads to inaccurate statistical outcomes [60]. Pearson’s Skewness and Kurtosis values determine whether the results fall within the acceptable normality range. The acceptable values of Skewness and Kurtosis lie within the range of $-2.58$ to $+2.58$ [61]. Table 7 indicates that the Skewness and Kurtosis values for all instrument items were within the acceptable range. In this case, all results were normal, and they can be used to provide accurate statistics.

### Table 7. Skewness and Kurtosis Values.

| Instruments                  | Item | Skewness | Kurtosis |
|------------------------------|------|----------|----------|
| Preventive monitor (PM)      | PM1  | -1.136   | 0.564    |
|                              | PM2  | -1.178   | 0.673    |
|                              | PM3  | -1.063   | 0.498    |
|                              | PM4  | -1.249   | 1.004    |
|                              | PM5  | -1.148   | 0.706    |
|                              | PM6  | -1.068   | 0.495    |
| Privacy control (PC)         | PC1  | -0.999   | 0.052    |
|                              | PC2  | -0.978   | -0.174   |
|                              | PC3  | -0.878   | -0.425   |
|                              | PC4  | -0.988   | 0.015    |
|                              | PC5  | -1.023   | 0.088    |
|                              | PC6  | -0.937   | -0.393   |
| Lifecycle protection (LP)    | IA1  | -1.037   | -0.238   |
|                              | IA2  | -1.416   | 1.172    |
|                              | IA3  | -1.234   | 0.104    |
|                              | IA4  | -1.676   | 2.117    |
|                              | IA5  | -1.357   | 0.553    |
|                              | IA6  | -1.609   | 1.794    |
| Impact assessment (IA)       | LP1  | -1.655   | 1.445    |
|                              | LP2  | -1.719   | 2.333    |
|                              | LP3  | -1.526   | 1.326    |
|                              | LP4  | -1.673   | 2.108    |
|                              | LP5  | -1.717   | 1.751    |
|                              | LP6  | -1.433   | 1.186    |
| Service trust (ST)           | ST1  | -0.631   | -0.806   |
|                              | ST2  | -0.711   | -0.761   |
|                              | ST3  | -0.799   | -0.618   |
|                              | ST4  | -0.676   | -0.787   |
|                              | ST5  | -0.814   | -0.602   |
|                              | ST6  | -0.739   | -0.737   |

4.3. Construct Validity

Construct validity is “the degree to which a test measures what it claims, or purports, to be measuring” [62]. This validation examines how closely the value correlates to other tests that measure similar qualities. The validity methods used in this study to test the construction validity are convergent and discriminant. A structural equation model (SEM) is used to ensure the result’s dimensionality, validity, and reliability [63]. Figure 3 shows the SME consisting of measurement and structural models, and Table 8 shows the measurement model results.
4.4. Correlation Analysis

Correlation analysis is considered one of the most common statistical methods used for many purposes, including descriptive data analysis, mathematical modeling, and data engineering [66]. The correlations between continuous variables are measured using Pearson’s correlation coefficient based on its covariance values. This coefficient provides information about the relation direction and the association magnitude. Many researchers generally agree that a negligible relationship is a value less than 0.10, and those with coefficients of more than 0.90 reflect very strong relationships. While the correlation coefficient value is higher than or equal to 0.70 and lower than 0.90, it is strongly associated. Finally, a correlation coefficient between 0.40 and 0.69 indicates a good or moderate association, and a weak correlation is between or equal to 0.10 and 0.39.

As shown in Table 9, the trust correlates with the other four privacy instruments: monitor, control, protection, and assessment. All shown correlations were significant at the 0.01 level with two-tailed. The relationship between these instruments and the trust was generally strong to good. The correlation values between service trust (ST) and privacy control (PC) were most significant, with a value of 0.729. The correlation between trust and preventive monitoring (PM) was 0.703. Thus, preventive monitoring and privacy control are strongly associated with service trust. Lifecycle protection (LP) and impact assessments (IAs) were well associated with the trust with correlation values of 0.618 and 0.658, respectively. Meanwhile, there was a good association between the impact assessment and the preventive monitor, with a value of 0.583. Additionally, privacy control (PC) and lifecycle protection (LP) correlate well with impact assessments (IAs), with values of 0.585 and 0.523, respectively.

As shown, the composite reliability (CR) values were above 0.87, where a CR value of 0.7 was considered sufficient for satisfying construct validity requirements [64]. Further, the minimum average variance extracted (AVE) value was 0.544, where an AVE greater than 0.5 was considered sufficient and a good value [61]. The loading should be removed...
from the construct when the AVE value is under 0.4 [65]. Consequently, all constructs passed the reliability and convergence validity requirements. As shown in Tables 8 and 9, the square root of AVE for each construct was more significant than its correlation with other constructs. The minimum square root of the AVE value was 0.738, and the maximum correlation value was 0.729. Therefore, based on [65], all constructs passed the discriminant validity and were established.

Table 9. Correlations Results.

| Constructs | ST    | PM     | PC     | LP     | IA     |
|------------|-------|--------|--------|--------|--------|
| ST         | 1.000 |        |        |        |        |
| PM         | 0.703 ** | 1.000 |        |        |        |
| PC         | 0.729 ** | 0.725 ** | 1.000 |        |        |
| LP         | 0.618 ** | 0.505 ** | 0.572 ** | 1.000 |        |
| IA         | 0.658 ** | 0.583 ** | 0.585 ** | 0.523 ** | 1.000 |

** Correlation is significant at the 0.01 level (two-tailed).

4.4. Correlation Analysis

Correlation analysis is considered one of the most common statistical methods used for many purposes, including descriptive data analysis, mathematical modeling, and data engineering [66]. The correlations between continuous variables are measured using Pearson’s correlation coefficient based on its covariance values. This coefficient provides information about the relation direction and the association magnitude. Many researchers generally agree that a negligible relationship is a value less than 0.10, and those with coefficients of more than 0.90 reflect very strong relationships. While the correlation coefficient value is higher than or equal to 0.70 and lower than 0.90, it is strongly associated. Finally, a correlation coefficient between 0.40 and 0.69 indicates a good or moderate association, and a weak correlation is between or equal to 0.10 and 0.39.

As shown in Table 9, the trust correlates with the other four privacy instruments: monitor, control, protection, and assessment. All shown correlations were significant at the 0.01 level with two-tailed. The relationship between these instruments and the trust was generally strong to good. The correlation values between service trust (ST) and privacy control (PC) were most significant, with a value of 0.729. The correlation between trust and preventive monitoring (PM) was 0.703. Thus, preventive monitoring and privacy control are strongly associated with service trust. Lifecycle protection (LP) and impact assessments (IA) were well associated with the trust with correlation values of 0.618 and 0.658, respectively. Meanwhile, there was a good association between the impact assessment and the preventive monitor, with a value of 0.583. Additionally, privacy control (PC) and lifecycle protection (LP) correlate well with impact assessments (IAs), with values of 0.585 and 0.523, respectively.

4.5. Hypothesis Testing

As shown in Table 10, all the hypotheses for given paths were supported. Privacy control ($\beta = 0.281, t = 5.024, p < 0.01$), impact assessments ($\beta = 0.159, t = 0.159, p < 0.01$), preventive monitor ($\beta = 0.160, t = 4.755, p < 0.01$), and lifecycle protection ($\beta = 0.245, t = 5.721, p < 0.01$) showed positive relationships with service trust. Therefore, H1, H2b, H3a, and H4 were supported positively. Preventive monitor ($\beta = 0.665, t = 13.951, p < 0.01$), and impact assessments ($\beta = 0.160, t = 3.882, p < 0.01$) showed positive relationships with privacy control. Thus, H2a and H3b were supported positively. Finally, the H2c was supported because the values of impact assessments ($\beta = 0.481, t = 9.106, p < 0.01$) showed positive relationships with lifecycle protection. The $\beta$ values for all the paths were above 0.01, this indicates that any increment on dependent variable leads to an increment in the independent variable.
Table 10. Hypothesis Testing Results.

| Hypothesis | Relations | Std. Error | Std. Beta (β) | t      | p        | F       | Finding     |
|------------|-----------|------------|---------------|--------|----------|---------|-------------|
| H1         | PC → ST   | 0.063      | 0.281         | 5.024  | 0.000    | 474.251 | Supported   |
| H2a        | IA → PC   | 0.032      | 0.160         | 3.882  | 0.000    | 217.313 | Supported   |
| H2b        | IA → ST   | 0.041      | 0.138         | 2.953  | 0.003    | 318.831 | Supported   |
| H2c        | IA → LP   | 0.035      | 0.481         | 9.106  | 0.000    | 157.564 | Supported   |
| H3a        | PM → ST   | 0.058      | 0.160         | 4.755  | 0.000    | 408.678 | Supported   |
| H3b        | PM → PC   | 0.043      | 0.665         | 13.951 | 0.000    | 463.757 | Supported   |
| H4         | LP → ST   | 0.057      | 0.245         | 5.721  | 0.000    | 258.656 | Supported   |

The coefficient of determination ($R^2$) value of the service trust was 0.54; this means all the dependent variables explained 54% of the variance in service trust. The privacy control and lifecycle protection $R^2$ values were 0.59 and 0.57, respectively. It indicates that service trust and impact assessments can explain 59% of the variance in lifecycle protection. The service trust and impact assessments and preventive monitoring can explain 57% of the variance in privacy control.

5. Discussion

5.1. Findings of the Study

This study aims to develop a model for evaluating preventive monitor, privacy control, lifecycle protection, and impact assessment, which influences citizen’s trust in e-government services to protect citizen’s personal information from being misused by government employees. Citizens consider protecting their personal information from misuse by government employees a significant factor in trusting the e-government services, where the degree of trust between citizens and e-services increases when privacy protection is at a high level [26]. In general, the results indicate that all discussed instruments in this study perceive privacy as a factor that positively influences citizen’s trust. It is in line with the study’s findings by [33], who found perceived privacy significantly affects trusting e-government services. Therefore, to implement a trustworthy e-government service, citizens need to believe that their information is protected from unauthorized interception by unauthorized employees. Hence, governments should enhance their efforts to protect personal information when integrated with various government entities by setting policies and security measures to provide reliable e-services.

In addition, the result of this study shows that preventive monitoring has a positive impact on service trust. It indicates that the personal information collected by the government and shared with other governments entities must be transparent with the citizens, and it is required to achieve trust. This finding aligns with earlier findings of [28], who found a positive correlation between information transparency and the trust of the e-services provided. Therefore, showing collected personal information to the users transparently increases the user’s trust in the system [67]. Accordingly, citizens must be informed when an e-government needs to share personal information between government entities.

This study showed that impact assessment led to an increase in service trust. It indicates that the trust in associated services increases when they have a high level of risk assessment in the provided e-service. To the author’s knowledge, no study has investigated the interaction effect between privacy impact assessment and its impact on the trustworthiness of e-government services. As discussed previously in the literature, the impact assessment is the process of minimizing the privacy risk when implementing the services. Therefore, comparing this with earlier studies of [30–32], it was found that a higher perceived risk of service resulted in a lessening of trust in that service. Therefore, those who viewed e-government services as risky were less inclined to use them when dealing with e-government entities. It implies that risk implications and issues should be thoroughly addressed and assessed to increase citizen’s trust and become a viable method for accessing e-services within various government entities [31]. As a result, the e-government needs to provide tools to perform impact assessments to determine the risk
when personal information needs to be shared. In addition, impact assessment was found to be a significant factor not only on service trust but also in the privacy lifecycle protection. It indicates that when the risk impact assessment increases, it leads to an increment of privacy protection. In other words, if the personal information is not risky to share in perspective of privacy, then the privacy is protected. This finding is in line with the finding of [31] that reveals negative relations between the risk and security, where an increase of the security leads to risky service. It implies that there is a need for privacy risk assessments to increases data protection. On the other hand, there are positive relations between the impact assessment and the privacy control, where the increasing of assessments lead to an increment in control.

Furthermore, this study found a significant correlation between lifecycle protection and service trust, where increasing protection of personal information is associated with increased trust in related services. It indicates that it is crucial to protect personal data within the service integration lifecycle from start to end. Interestingly, this finding is congruent with earlier studies [30,34], which found a positive correlation between privacy protection and e-government trustworthiness. Accordingly, high privacy protection means high trust, which leads to more citizens using the e-services. Consequently, this finding has strategic implications, as it provides valuable information for future e-government implementation.

5.2. Theoretical Contributions

This study has filled a gap in the literature of the lack of previous studies on the impact of different privacy-preserving instruments that can affect the trust of the e-government services within integrated information. Most previous studies have mentioned the importance of privacy-preserving instruments in line with citizen’s trust to encourage them to use integrated e-government services conceptually, while this study supported empirical results. Furthermore, the study contributes to the knowledge regionally since few empirical studies have validated citizen’s trust factors in Arab countries, such as Oman. Another contribution of this study is that the empirical results have achieved an excellent explanatory power of 54%, which is significant. This study also contributes to extending the existing knowledge on highlighting the relations of different privacy-preserving instruments with the trust for integrated e-government services that shared information between various government entities. On the other hand, most prior studies focus on internal systems within the same government entity.

5.3. Practical Contributions

The practical contribution of this study will enhance citizen’s trust, create a culture of candor by enabling them to provide the correct information, and encouraging them to use e-government services. Using the results of this study can assist the decision-makers in implementing e-government initiatives in effective and efficient strategies to increase citizen’s trust towards achieving trustworthy e-government services. Consequently, this study highlights the need for government entities to use and implement privacy-preserving instruments to increase the citizen’s trust as a critical aspect of their behavior to participate in e-government services. It can enable decision-makers in the e-government initiative to review and improve the e-services process by practically facilitating these instruments.

6. Conclusions

Although e-governments have found their way to provide beneficial services in everyday life because of their decentralized method and strength upon data integration, privacy-preserving remains a challenge. Therefore, to protect personal information within integrated systems, appropriate instruments must be implemented to leverage e-government service’s power without compromising privacy fully. This study developed a technology acceptance model using privacy-preserving instruments from the literature to understand the factors influencing citizen’s trust for e-government integrated services. The finding revealed that the privacy lifecycle protection, privacy controls, impact assessment,
and personal information monitors significantly influence the service trust. The finding indicated that the privacy lifecycle protection, privacy controls, impact assessment, and personal information monitors significantly impact the service trust. Generally, this study emphasized that the government entities must realize the influence of citizen’s trust and make it an essential key to using e-government services.

This study has some difficulties in that it planned to use a selective quantitative approach, where the respondents will be selected to explain the study’s purpose and respond to any further inquiries, but due to COVID-19 restrictions, the online random method was used. Furthermore, this study has observed three limitations, and it needs further investigation in the future. Firstly, the empirical data collected for this study is from Oman, and thus it is limited to the context of a particular culture. Thus, in the future comparative analyses can be done between studies conducted in different countries. Secondly, the focus of the study was on the factors influencing trust from the citizen’s perspective. Therefore, there is a need to examine the e-government regulations and policies that can influence privacy-preserving instruments. Finally, a quantitative method is used in this study to validate the correlations between various constructs. This study can be strengthened by including qualitative methods for examining more aspects and identifying other correlations to understand citizen’s trust better.
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Abbreviations
This study used the following abbreviations:

| Abbreviation | Description                                      |
|--------------|--------------------------------------------------|
| PM           | Preventive monitor                               |
| PC           | Privacy control                                  |
| LP           | Lifecycle protection                             |
| IA           | Impact assessment                                |
| ST           | Service trust                                    |
| RIM          | Records and information management               |
| PbD          | Privacy by design                                |
| e-government | Electronic government                            |
| e-services   | Electronic services                              |
| ICT          | Information and communication technology         |
Mathematical Symbols
This study used the following mathematical symbols:

\[n\] Sample size
\[z\] Mean away from standard deviation
\[P\] Variability degree
\[E\] Margin error value
\[N\] Population size
\[CR\] Composite reliability
\[AVE\] Average variance extracted
\[\beta\] Standard beta
\[t\] The size of the difference relative to the variation in your sample data
\[p\] the probability that an observed difference could have occurred just by random chance
\[R^2\] Coefficient of determination
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