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ABSTRACT. We present a multidomain spectral approach with an exterior compactified domain for the Maxwell equations for monochromatic fields. The Sommerfeld radiation condition is imposed exactly at infinity being a finite point on the numerical grid. As an example, axisymmetric situations in spherical and prolate spheroidal coordinates are discussed.

1. Introduction

The interaction between electromagnetic radiation and matter is arguably one of the most important problems of physics, and one of great practical importance. The governing equations for this are the Maxwell equations, and their efficient numerical solution in situations appearing in applications is thus crucial. Interestingly the classical Maxwell equations are also relevant in the context of quantum emitters since the latter can be treated as a quantum system interacting with a classical field, see for instance [10, 23] and references therein. In general one is not interested in the solution of a particular initial value problem in this context, but a discussion in the frequency domain. In this case, the Maxwell equations in non-magnetizable matter can be cast into the form (see section 2 for a short derivation and for references) of a vector Helmholtz equation,

$$\nabla \times \nabla \times \mathbf{E}(\mathbf{x}, \omega) - \omega^2 \varepsilon(\mathbf{r}, \omega)\mathbf{E}(\mathbf{x}, \omega) = \mathbf{f}.$$  

Here $\mathbf{x} \in \mathbb{R}^3$ with components $x_i$, $i = 1, 2, 3$, $\mathbf{E} \in \mathbb{C}^3$ is the electric field, $\omega \in \mathbb{R}$ is the frequency, $\mathbf{f}$ is an inhomogeneity due to free currents, and $\nabla$ is the vector operator with components $\nabla_i = \frac{\partial}{\partial x_i}$, $i = 1, 2, 3$. It is the goal of this paper to provide a multi-domain spectral method for the solution of this equation for systems corresponding to a localized isolated matter configuration.
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In order to get a unique solution to the Helmholtz equation (1), a condition needs to be imposed at infinity. Sommerfeld suggested that there should be no incoming radiation at infinity, i.e., the only source of radiation should be the matter distribution. The Sommerfeld radiation condition \[24\] reads
\[
\lim_{|x| \to \infty} \left( e^{-i\omega|x|} E(x, \omega) - 1 \right) = 0,
\]
where $|\cdot|$ is the euclidean norm (in vacuum $\epsilon(x, \omega) = 1$). This implies, however, that the solution is rapidly oscillating for large $|x|$ which is numerically challenging. What makes things worse is that it is known, see \[2, 29\], that the solution of the scalar Helmholtz equation
\[
\Delta E + \omega^2 E = 0,
\]
where $\Delta$ is the three-dimensional Laplace operator, with a Sommerfeld condition has in spherical coordinates (see section 2.1) for large $r$ the form
\[
E = \frac{e^{-i\omega r}}{\omega r} \sum_{n=0}^{\infty} a_n(\theta, \phi) \left( \frac{\omega r}{\omega r} \right)^n,
\]
where the $a_n$, $n \in \mathbb{R}$ depend only on $\theta, \phi$. This means that the solution is not only rapidly oscillating near infinity, but also slowly decaying in $1/r$.

Imposing boundary conditions at infinity has been discussed in many works and in various contexts. The most popular approach is to truncate the problem and solve it on a finite domain by imposing artificial boundaries at a finite distance from the physical system (for a general review see e.g. \[16, 27\] and references therein). One option in this case is to consider non-reflecting boundaries (NRBs), that is, boundaries that allow the waves to leave the truncated domain without spurious reflections that may pollute the solution in the computational domain of interest. There are two main groups of NRBs, namely, Non-Reflecting Boundary Conditions (NRBCs) and Non-Reflecting Boundary Layers (NRBLs). NRBCs are boundary conditions on the artificial boundary that absorb incident waves, see for example \[3, 12\]. On the other hand, NRBLs are additional computational domains which absorb waves that are traveling inside the layer, effectuating trivial boundary condition at the end of the domain towards infinity. The most prominent among the NRBL techniques is the Perfectly Matched Layer (PML) initially developed by Bérenger in 1994 for electromagnetic scattering \[6\]. The idea is to add an absorbing layer so that plane waves produce no reflection and that inside the layer the solution decays exponentially \[17\]. Such approaches work very well for linear problems as studied here, but need in general an optimization of the parameters of the absorbing layer, see for instance the discussion in \[4\]. On the other hand in the
case of slowly decaying potentials as in electromagnetism and relativity approximate implementation of non-reflecting boundary conditions can lead to non-negligible errors, see for instance the comparison of compactification (as in the present paper) and truncation schemes in a relativistic context in [11]. In a time dependent context, see [22] for an implementation of the Sommerfeld condition in this context, for compactification approaches based on the conformal invariance the review [13]. Note that the techniques explained in this paper can be directly applied to similar problems in linearized gravity.

Another approach, which is closely connected to the one taken in the present work, is that of mapped infinite elements. Its origin can be traced back to the works of Zienkevich and Bettess [31], for a comprehensive review see [8]. The basic idea in one dimension, $x$, is to add an element extending to infinity, where we map to a new coordinate so that $x = 2x_0/(1 - \xi)$. The infinite element is thus mapped onto $[-1, 1]$ and infinity becomes the regular grid point $\xi = -1$. In a general setting, shape functions $M_i$ in the infinite element are polynomials in $\xi$, which translates to polynomials in $1/x$. The Sommerfeld condition can be directly implemented on the shape functions and take them in the form $M_i = e^{-i\omega x} P_i(\xi)$. The idea was further developed by Beer and Meeks in [5]. It was applied under the name “infinite boundary element” for electromagnetic and other problems by Kagawa et al. [18]. Recently this was developed into ‘spectral infinite element’ methods by Gharti et al. [14, 15] when dealing with geophysical problems.

In this paper, we use an approach similar to the mapped infinite elements [31, 8] for a multi-domain spectral approach. Note that spectral methods are distinguished by their excellent approximation properties for analytical functions since the numerical error in such a case decreases exponentially with the numerical resolution. They are thus especially effective if the function $\epsilon(x, \omega)$ in (1) is analytical in the considered domains. We concentrate here on the case where this is true on concentric spheres or spheroids, for instance a spherical or spheroidal conductor in vacuum, possibly with multiple layers. More precisely, we consider an interior domain such that the boundary of the matter is a domain boundary, a second domain in vacuum and a third domain with the local parameter $1/||x||$ around infinity. As in [31, 8] we split off the oscillatory term in (3) by writing

$$E = e^{-i\omega r} \tilde{E}$$

and solving the equations in the compactified domain for $\tilde{E}$ which is non-oscillatory and analytical in $1/||x||$ and thus ideally suited for a spectral method.

\footnote{Experience in an astrophysical context in [30] shows that it is numerically recommended not to match the infinite domain directly to the matter configuration, but to apply an intermediate domain.}
The paper is organized as follows: in section 2, we review the Maxwell equations in spherical and prolate spheroidal coordinates and introduce the twist potential in the axisymmetric case. In section 3 we discuss the matching and the Sommerfeld radiation condition. In section 4 we present the used numerical approach. Some examples are discussed in section 5. We add some concluding remarks in section 6.

Notation: Partial derivatives of a function $u$ with respect to $x$ are denoted by $\partial_x u$ or $u_x$, vector indices are superscripts.

2. The Maxwell equations in spherical and prolate spheroidal coordinates

In this section we give a brief summary of the Maxwell equations in matter. A convenient form for a numerical solution is presented in the axisymmetric case in spherical and prolate spheroidal coordinates.

Throughout this paper we assume that the studied problems allow a Fourier transform in $t$ with $\omega$ being the dual Fourier variable to $t$. This means we are interested in the long time interaction between electromagnetic radiation rather than in specific initial value problems. The Maxwell equations in this case read

$$\nabla \cdot D(x, \omega) = \rho, \quad \nabla \cdot H(x, \omega) = 0,$$

$$\nabla \times E(x, \omega) = -i \omega B(x, \omega), \quad \nabla \times H(x, \omega) = J + i \omega D(x, \omega),$$

where $\rho$ is the density of the free charges, and $J$ is the density of the free currents. Note that we use geometric units here in which the velocity of light is equal to 1. We assume that the matter is such that the following relations hold

$$H(x, \omega) = B(x, \omega), \quad D(x, \omega) = \epsilon(x, \omega) E(x, \omega).$$

In this case the Maxwell equations (4) are equivalent to the vector Helmholtz equation (1).

The permittivity $\epsilon(x, \omega)$ can depend on $x$, and it is assumed here that it is piece-wise smooth. This means that it is a smooth function in various domains of $\mathbb{R}^3$, but not necessarily continuous on the whole of $\mathbb{R}^3$. A typical situation would be that it is constant in a homogeneous compact matter distribution, but may jump at the boundary of the matter which is assumed to be smooth. The matter has to be of finite extension which means that there is vacuum for $||x|| \gg 1$, i.e., $\epsilon(x, \omega) = 1$ for $||x|| \to \infty$.

It is well known, see for instance [19] and references therein, that the Maxwell equations in the presence of a symmetry given by a Killing vector (in the axisymmetric case to be considered here this is $\partial_\phi$) simplify considerable. In this case one can introduce the twist potential, here the $\phi$ component of $\nabla \times E$. The Maxwell equations are then equivalent to a scalar equation for the twist potential. Whereas our numerical approach does not rely on the presence of such a symmetry,
we limit ourselves to this case here since it allows for a more compact presentation of the approach.

2.1. **Spherical coordinates.** We first consider spherical coordinates,

\[ x_1 = r \cos \phi \sin \theta, \quad x_2 = r \sin \phi \sin \theta, \quad x_3 = r \cos \theta, \]

where \( r \in \mathbb{R}^+ \), \( \theta \in [0, \pi] \) and \( \phi \in [0, 2\pi] \). The electric field has the components \( E^r, E^\theta \) and \( E^\phi \) in these coordinates.

We concentrate here on the axisymmetric case where \( E^r, E^\theta \) depend only on \( r, \theta \) and \( \omega \), and where \( E^\phi(r, \theta, \omega) = 0 \). Let \( G \) be the twist potential, with \[ G = \frac{1}{r} \left( (rE^\theta)_r - E^\theta_r \right). \]

For the Helmholtz equation \[ (G \sin \theta)_{\theta} \sin \theta - \omega^2 \epsilon r E^r = rf^r, \]

\[ (rG)_r + \omega^2 \epsilon r E^\theta = rf^\theta. \]

This system, together with some boundary conditions to be detailed in the following section, determines \( E^r \) and \( E^\theta \).

Putting \( Y = rG \sin \theta \) and \( x = \cos \theta \), system \[ (9) \] is equivalent to

\[ Y_x + \omega^2 \epsilon r^2 E^r = -r^2 f^r, \]

\[ Y_r + \omega^2 \epsilon \sin \theta E^\theta = r \sin \theta f^\theta. \]

By differentiating \[ (9) \], we get for constant \( \epsilon \)

\[ r^2(Y_{rr} + \omega^2 \epsilon Y) + (1 - x^2)Y_{xx} = f, \]

where \( f = r^2 \sin \theta((rf^\theta)_r + f^\theta_r) \). For given \( Y \), the components \( E^r \) and \( E^\theta \) can be obtained from \[ (9) \] for non-vanishing \( \epsilon \) and \( \omega \). Thus in the axisymmetric case, the solution of the vector Helmholtz equation \[ (4) \] is equivalent to the solution of the scalar Helmholtz-type equation \[ (10) \]. Note that this equation is singular for \( r = 0 \) and \( r \to \infty \), and for \( x = \pm 1 \), the axis of symmetry.

Equation \[ (10) \] can be separated and solved in terms of spherical Bessel functions \( Z_l(y) \), i.e., solutions to

\[ x^2 Z''_l(y) + 2x Z'_l(y) + (x^2 - l(l + 1))Z_l(y) = 0, \]

and derivatives of Legendre polynomials \( P_l(x) \), \( l \in \mathbb{N} \), see \[ [1] \]. The general formal solution can thus be written in the form

\[ Y = r(1 - x^2) \sum_{l=0}^{\infty} a_l P'_l(x)Z_l(kr), \]

where \( a_l \), \( l \in \mathbb{N} \) are constants, and where \( k = \omega \sqrt{\epsilon} \). The functions \( Z_l(kr) \), also called cylinder functions are linear combinations of the spherical Bessel or Neumann functions, or of the Hankel functions, see \[ [1] \]. Near the origin, only the Bessel functions are regular, near
infinity the Sommerfeld condition determines the corresponding Hankel function.

If one is interested in the solution of equation (10) for arbitrary \( f \), it might be useful to introduce the scalar Green’s function \( g \) such that

\[
Y = g \otimes f,
\]

where \( \otimes \) denotes the convolution in \( x \) and \( r \). Formally \( g \) can be obtained by solving (10) with \( f = \delta^{(2)} \) where \( \delta^{(2)} \) is the two-dimensional delta-function. In a similar way one can define the Green’s function of the system (9),

\[
\begin{pmatrix}
E^r \\
E^\theta
\end{pmatrix} = \begin{pmatrix}
G^{rr} & G^{rx} \\
G^{xr} & G^{xx}
\end{pmatrix} \otimes \begin{pmatrix}
f^r \\
f^\theta
\end{pmatrix}.
\]

Note that Green’s functions also play an important role in the description of nanoconductors in optics, see for instance [10] and references therein. The entries of the Green’s function in (13) follow for non-vanishing \( \omega \) and \( \epsilon \) for given \( G \) from (9),

\[
\begin{align*}
\omega^2 \epsilon G^{rr} &= -\delta^{(2)} + \frac{1}{r^2} g_x \otimes \left[ r^2 (1 - x^2) \partial_x \right], \\
\omega^2 \epsilon G^{rx} &= -\frac{1}{r^2} g_x \otimes \left[ r^2 \sqrt{1-x^2} \partial_r \right], \\
\omega^2 \epsilon G^{xr} &= \frac{1}{r} \sqrt{1-x^2} g_r \otimes \left[ r^2 (1-x^2) \partial_x \right], \\
\omega^2 \epsilon G^{xx} &= \delta^{(2)} - \frac{1}{r^2} g_r \otimes \left[ r^2 \sqrt{1-x^2} \partial_r \right].
\end{align*}
\]

2.2. Prolate spheroidal coordinates. Prolate spheroidal coordinates \( \eta, \theta \) and \( \phi \) with \( 0 \leq \eta < \infty \), \( 0 \leq \theta < \pi \) and \( 0 \leq \phi < 2\pi \) are related to Cartesian coordinates via

\[
\begin{align*}
x_1 &= a \sinh \eta \sin \theta \cos \phi, \\
x_2 &= a \sinh \eta \sin \theta \sin \phi, \\
x_3 &= a \cosh \eta \cos \theta.
\end{align*}
\]

Constant coordinate surfaces are

\[
\frac{x_1^2 + x_2^2}{a^2 \sinh^2 \eta} + \frac{x_3^2}{a^2 \cosh^2 \eta} = 1,
\]

and

\[
\frac{x_1^2 + x_2^2}{a^2 \sin^2 \theta} - \frac{x_3^2}{a^2 \cos^2 \theta} = -1.
\]

The reader is referred to [21] for more information on these coordinates.

As in the case of spherical coordinates, we concentrate on a situation with axial symmetry, i.e., \( E^\phi = 0 \), and no dependence of \( E \) on the coordinate \( \phi \). We introduce again the twist potential

\[
F := (\nabla \times E)_\phi = \frac{1}{a \Psi} \left( (\sqrt{\Psi} E^\theta)_\eta - (\sqrt{\Psi} E^\eta)_\theta \right),
\]
where we have put $\Psi := \sinh^2 \eta + \sin^2 \theta$.

This implies with (19) for the vector Helmholtz equation (1)

\[
(F \sin \theta)_{\theta} \frac{1}{\sin \theta} - \omega^2 \epsilon a \sqrt{\psi} E^\eta = a \sqrt{\psi} f^\eta,
\]

(19)

\[
(F \sinh \eta)_{\eta} \frac{1}{\sinh \eta} + \omega^2 \epsilon a \sqrt{\psi} E^\theta = -a \sqrt{\psi} f^\theta.
\]

The functions $E^\eta$ and $E^\theta$ can be determined from this system.

We put $x = \cos \theta$ and $y = \cosh \eta$, which implies $\Psi = y^2 - x^2$, and

(20)

\[
X := \sin \theta \sinh \eta F.
\]

The system (19) then takes the form

\[
X_x + \omega^2 \epsilon a \sqrt{\psi} \sinh \eta E^\eta = -a \sqrt{\psi} \sin \theta f^\eta,
\]

(21)

\[
X_y + \omega^2 \epsilon a \sqrt{\psi} \sin \theta E^\theta = -a \sqrt{\psi} \sin \theta f^\theta.
\]

By differentiating, the system (21) is equivalent for constant $\epsilon$ to a scalar Helmholtz-type equation,

(22) \[(y^2 - 1)(X_{yy} + \omega^2 \epsilon a^2 X) + (1 - x^2)(X_{xx} + \omega^2 \epsilon a^2 X) = g,\]

where

\[
g = -a \sqrt{(1 - x^2)(y^2 - 1)} \left[ \sqrt{y^2 - 1} \left( f^\theta \sqrt{\psi} \right)_y + \sqrt{1 - x^2} \left( f^\eta \sqrt{\psi} \right)_x \right].
\]

Equation (22) can be separated which leads to the ODEs

\[
(y^2 - 1)R_\kappa''(y) + 2yR_\kappa'(y) + \left( \omega^2 \epsilon a^2 (y^2 - 1) - \kappa - \frac{1}{y^2 - 1} \right) R_\kappa(y) = 0,
\]

(23)

\[
(1 - x^2)S_\kappa''(x) - 2xS_\kappa'(x) + \left( \omega^2 \epsilon a^2 (1 - x^2) + \kappa - \frac{1}{1 - x^2} \right) S_\kappa(x) = 0.
\]

Its solutions are known as prolate spheroidal wave functions, see for instance [1]. The eigenvalues $\kappa$ are determined by the regularity of the solutions to the second equation on the axis $(x = \pm 1)$. Thus the solution of (22) can be formally written in the form

(24) \[X = \sqrt{(1 - x^2)(y^2 - 1)} \sum_{\kappa \in K} R_\kappa(y) S_\kappa(x),\]

where $K$ denotes the (infinite) discrete spectrum of (23).

If $\omega$ and $\epsilon$ do not vanish, $E^\eta$ and $E^\theta$ can be obtained via (20) for given $X$. Thus the scalar Helmholtz-type equation (22) is in this case equivalent to the Helmholtz equation (1). Equation (22) is singular for $y = 1$ (the origin) and $y \to \infty$, and on the axis $x = \pm 1$.

As in the case of spherical coordinates in the previous subsection, it can be useful to introduce the Green’s function $g$ such that

(25) \[X = g \otimes g\]
where $\otimes$ denotes now the convolution in $x$ and $y$. The function $g$ is the solution of (22) with $g = \delta^{(2)}$ where $\delta^{(2)}$ is now the two-dimensional delta-function depending on $x$ and $y$. The Green’s function of the system (21) can be written in the form

$$\begin{pmatrix} E^\eta \\ E^\theta \end{pmatrix} = \begin{pmatrix} G^{yy} & G^{yz} \\ G^{zx} & G^{xx} \end{pmatrix} = \begin{pmatrix} f^\eta \\ f^\theta \end{pmatrix}. \quad (26)$$

For non-vanishing $\omega$ and $\epsilon$ one gets for the Green’s function in (26)

$$\omega^2 \epsilon G^{yy} = -\sqrt{y^2 - 1} \delta^{(2)} + \frac{1}{\sqrt{\psi}} g_x \otimes \left[ (y^2 - 1)\sqrt{1 - x^2} \partial_x \sqrt{\psi} \right],$$

$$\omega^2 \epsilon G^{yx} = \frac{1}{\sqrt{\psi}} g_x \otimes \left[ (1 - x^2)\sqrt{y^2 - 1} \partial_y \sqrt{\psi} \right],$$

$$\omega^2 \epsilon G^{xy} = \frac{1}{\sqrt{\psi}} g_y \otimes \left[ (y^2 - 1)\sqrt{1 - x^2} \partial_x \sqrt{\psi} \right],$$

$$\omega^2 \epsilon G^{xx} = -\sqrt{1 - x^2} \delta^{(2)} - \frac{1}{\sqrt{\psi}} g_y \otimes \left[ (1 - x^2)\sqrt{y^2 - 1} \partial_y \sqrt{\psi} \right]. \quad (27)$$

3. Sommerfeld and matching conditions

In this section we summarize the matching conditions at the domain boundaries, and how the Sommerfeld radiation condition at infinity can be implemented.

3.1. Sommerfeld radiation condition. The Sommerfeld condition (2) ensures that there is no incoming radiation from infinity. It implies that the solutions of the Helmholtz equation (1) can be written in the form

$$E = e^{-i\omega ||x||} \tilde{E}(||x||, \omega), \quad (28)$$

where $\tilde{E}$ is a non-oscillatory function vanishing for $||x|| \rightarrow \infty$. Note that we assume that $\epsilon(||x||, \omega) = 1$ in an open environment of $\infty$, i.e., that all matter in the studied models is of finite volume.

In spherical coordinates this implies that we can introduce in the vicinity of infinity the local parameter $\rho = 1/r$ and split of the oscillatory terms as in (28),

$$E^r = e^{-i\omega r} \tilde{E}^r, \quad E^\theta = e^{-i\omega \rho} \tilde{E}^\theta, \quad Y = e^{-i\omega \rho} \tilde{Y}. \quad (29)$$

Thus we get for equation (1) near infinity

$$\rho^2 \tilde{Y}_{\rho \rho} + 2(\rho + i\omega) \tilde{Y}_\rho + (1 - x^2) \tilde{Y}_{xx} = e^{i\omega/\rho} f. \quad (30)$$

Note that this equation is singular for $\rho = 0$ and $x = \pm 1$, i.e., at infinity and on the symmetry axis.

In the prolate spheroidal coordinates, we make with (28) the ansatz

$$E^\eta = e^{-i\omega y} \tilde{E}^\eta, \quad E^\theta = e^{-i\omega y} \tilde{E}^\theta, \quad X = e^{-i\omega y} \tilde{X}. \quad (31)$$
and introduce the local variable $\xi = 1/y$ near infinity. Thus we get for

$$
(1 - \xi^2)(\xi^2 \dddot{X} + 2(\xi - i\omega a) \ddot{X}) + (1 - x^2)(\dddot{X} + \omega^2 a^2 \dot{X}) = e^{i\omega a/x} g.
$$

Note that this equation is singular for $\xi = 0$ and $x = \pm 1$, i.e., at infinity and on the symmetry axis.

3.2. Matching conditions. The spectral methods we intend to apply in this paper are especially efficient if the physical boundaries coincide with domain boundaries, i.e., with constant coordinate surfaces. Therefore we discuss in this paper two sets of spheroidal coordinates and assume that $\epsilon$ is smooth or constant except for a finite number of values for the coordinate $r$ and $\eta$ respectively.

It is known that in the absence of surface densities and currents, the normal components of $D$ and $B$ are continuous at the boundary, and that the same holds for the tangential components of $E$ and $H$. This means that in our cases $E^\theta$ is continuous as well as $\epsilon E^r$ or $\epsilon E^\eta$ in spherical or prolate spheroidal coordinates respectively.

The matching conditions for the function $Y$ can be read off from (8): $Y$ and $Y_r/\epsilon$ are continuous at the boundaries. In a similar way the system (19) gives the matching conditions for the function $X$: $X$ as well as $X_\eta/\epsilon$ are continuous at the boundaries.

We will work with three domains which are defined by the constant radii $r_I, r_{II}$ in spherical coordinates and the constants $y_I, y_{II}$ in prolate spheroidal coordinates:

I. $r < r_I$ ($y < y_I$): Near the origin, a singularity of the equations, special conditions need to be imposed to ensure a regular solution. In the spherical case, the function $Y$ is a regular function of the Cartesian coordinates, i.e., the derivative with respect to $r$ vanishes there in order to avoid a cusp on the axis:

$$
Y_I^r(0, x, \omega) = 0.
$$

In the prolate spheroidal case, $X$ must vanish at the origin in order to have a regular solution. In addition we impose that the functions $Y, X$ are continous,

$$
Y^I(r_I, x, \omega) = Y^{II}(r_I, x, \omega),
$$

where $Y^I$ is the function in domain I, and $Y^{II}$ is the function in domain II. Similarly we have

$$
X^I(y_I, x, \omega) = X^{II}(y_I, x, \omega).
$$

II. $r_I < r < r_{II}$ ($y_I < y < y_{II}$): here we have to impose two conditions since there is no singularity in the radial coordinates and since this is a second order partial differential equation (PDE). We impose continuity of the respective function at the outer boundary of
domain II, and a condition on the radial derivative at the boundary of domain I:

$$Y_{II}^I(r^I, x, \omega) = e^{-i\omega r^I} \tilde{Y}(1/r^I, x, \omega),$$

(36) $$Y_{II}^I(r^I, x, \omega)/\epsilon^I(r^I, \omega) = Y_{II}^I(r^I, x, \omega)/\epsilon^I(r^I, \omega),$$

where $\epsilon^I, \epsilon^{II}, \epsilon^{III}$ are the values of $\epsilon$ in the respective domain.

In prolate spheroidal coordinates we have the matching conditions

$$X_{II}^I(y^I, x, \omega) = e^{-i\omega a y^I} \tilde{X}(1/y^I, x, \omega),$$

(37) $$X_{y}^I(y^! \!, x, \omega)/\epsilon^I(y^I, \omega) = X_{y}^I(y^I, x, \omega)/\epsilon^I(y^I, \omega),$$

In prolate spheroidal coordinates we have

$$Y_{II}^I(r^I, x, \omega)/\epsilon^{II}(r^I, \omega) = e^{-i\omega r^I} (\tilde{Y}_\rho(1/r^I, x, \omega) - i\omega \tilde{Y}(1/r^I, x, \omega)).$$

(38) $$Y_{y}^I(y^I, x, \omega)/\epsilon^{II}(y^I, \omega) = e^{-i\omega a y^I} (\tilde{X}_\xi(1/y^I, x, \omega) - i\omega a \tilde{X}(1/r^I, x, \omega)).$$

4. Numerical approach

In this section we briefly describe the numerical approach to be applied to the Helmholtz equations. In the angular coordinate, we always use a Chebychev collocation method, in the ‘radial’ coordinate, we consider several domains such that the line $\mathbb{R}^+$ is completely covered by these domains (infinity is simply a point on the grid). On each domain we use once more a Chebychev collocation method. The matching conditions are imposed via a $\tau$-method.

The essence of spectral methods is to approximate functions on a finite interval via functions being globally smooth on the considered interval. It is known that analytical functions are approximated by spectral methods with an error decreasing exponentially with the number of collocation points. Here we apply a Chebychev collocation method, see [25] for details: the function to be approximated is sampled on the Chebychev points $l_n = \cos(n\pi/N), n = 0, 1, \ldots, N$ with $N \in \mathbb{N}$. A function $u(l)$ is approximated on the interval $[-1, 1]$ by the Lagrange polynomial $p(l)$ of degree $N$ passing through the collocation points, $p(l_n) = u(l_n), n = 0, \ldots, N$. The derivative of $u$ with respect to the argument is approximated via the derivative of the Lagrange polynomial which leads to the action of a Chebychev differentiation matrix $D$ on the vector $u$ with components $u(l_0), \ldots, u(l_N), \text{i.e., } u' \approx Du$. These Chebychev differentiation matrices can be found for instance in [25, 28].
For the angular variable $x$, this method can be applied as described above since $x \in [-1, 1]$. In the radial coordinate ($r$ or $y$ in the spherical and prolate spheroidal coordinates respectively), we introduce a number of domains which are chosen such that $\epsilon$ is smooth on each domain. Thus there will be a collection of radii $r^{(i)} < r^{(i+1)}$ (we only describe in the following this case since the treatment in $y$ is analogous), $i = 1, \ldots, N_d$. Domain I is given by $r \leq r^{(1)}$ and thus contains the origin, domain $N_d+1$ is defined via $r > r^{(N_d)}$ is infinite and will be compactified. Each of the intervals $[r^{(i)}, r^{(i+1)}]$, $i = 0, \ldots, N_d$ ($r_0 = 0$) is mapped to the interval $[-1, 1]$ via $r = (1+l)/2r^{(i+1)} + (1-l)r^{(i)}$, $l \in [-1, 1]$. On the infinite interval, we apply the mapping $r = 2/r_{N_d}/(1+l)$. On each interval the standard Chebychev collocation points are introduced as well as the Chebychev differentiation matrices. Since the domains II to $N_d$ are all identical from a mathematical point of view, we discuss in the following only the case of three domains. A generalization to a larger number $N_d > 2$ is straight forward.

This approach, i.e., discretization in both $r$ and $x$, allows to approximate the equations (10) and (22) via a system of ordinary differential equations (ODEs) (this is a standard tensor grid). In the infinite domain, we discretize the equations (30) respectively (32). The matching conditions of the previous section are imposed via a $\tau$-method. This means that the equations in each domain corresponding to the radii $r_i$ and $r_{i+1}$ are replaced by the matching conditions in subsection 3.2. For a given right hand side $f$ (discretized in the same way), this leads to an equation of the Form $AY = f$ for some invertible matrix $A$ after discretization of the differentiation operators. This gives the wanted solution in each domain after solving the resulting linear system. If one is interested in the Green’s function, one simply has to replace the delta function $\delta^{(2)}$ by the identity in the considered vector space.

Note that though the solution is only constructed on the collocation points it can be obtained at all points in $\mathbb{R}^2$, with prescribed precision, via interpolation. An efficient and numerically stable way to do this is via barycentric interpolation, see [7] and references therein.

A Chebychev collocation method as presented above is equivalent to an expansion of a function $u(l)$ in terms of Chebychev polynomials $T_n(l)$, $n \in \mathbb{N}$, where $T_n(l) = \cos(n \arccos(l))$. This means one approximates $u$ via

$$ u(l) \approx \sum_{n=0}^{N} a_n T_n(l). $$

The Chebychev coefficients $a_n$ are determined via

$$ u(l_n) = \sum_{m=0}^{N} a_m T_m(l_n), \quad n = 0, \ldots, N. $$
This corresponds to a Fast Cosine Transform which is related to the fast Fourier transform, see [25], and is thus a very efficient way to compute the coefficients at a computational cost of $O(N \ln N)$ operations.

5. Examples

In this section we study the performance of the presented codes for examples showing typical features of solutions to the Helmholtz equation (1). To construct examples in spherical and prolate spheroidal coordinates, we use what is jokingly called Synge’s method in a general relativistic context: we make an ansatz for the solution and compute the right hand side of (1). This gives obviously an exact solution to the equation with this specific right hand side, which is then to be reproduced. Note that the goal of this section is to provide interesting explicit test examples for the codes, not necessarily to study physically interesting situations for which no exact solutions are known. For simplicity we consider in this section only vacuum, i.e., $\epsilon = 1$ everywhere.

5.1. Spherical coordinates. In the case of spherical coordinates, we expect the function $Y$ to be even in $r$ in order to avoid cusps on the axis (this implies it is an analytic function of the Cartesian coordinates in the vicinity of the symmetry axis). For $r \gg 1$, we expect the solution to be oscillatory of the form (3) in order to satisfy the Sommerfeld condition.

As an example for a function with this behavior we consider

$$Y = \frac{e^{-i\omega \sqrt{1 + r^2}}}{\sqrt{1 + r^2 + x^2}}. \tag{40}$$

This implies with (30)

$$f = e^{-i\omega \sqrt{1 + r^2}} \left( \frac{(1 - x^2)(2r^2 - 1 - r^2)}{(1 + r^2 + x^2)^{5/2}} + \frac{\omega^2 r^2}{(1 + r^2)^{1/2}(1 + r^2 + x^2)^{3/2}} \right) + \frac{r^2(2r^2 - 1 - x^2)}{(1 + r^2 + x^2)^{5/2}}. \tag{41}$$

The source $f$ does not tend to zero at infinity, but this is not necessarily unphysical since we have $f = r^2 \sin \theta (r f^r + f^\theta)$. Thus the source, for instance a free charge density, is multiplied by a factor $r^2$.

We use the three domains $r \leq 8$, $8 < r < 20$ and $r > 20$. The real part of the solution is shown in these three domains for $\omega = 1$ in the upper row of Fig. 1. For the computation we use $N_I = 70$, $N_{II} = 30$, $N_{III} = 20$ and $N_x = 60$ Chebychev polynomials. The Chebychev coefficients in the respective domains can be seen in the lower row of Fig. 1. It can be seen that they decrease with this choice of the number of collocation points to the order of machine precision. Note that the dependence of the solution (40) on the variable $x$ is less pronounced the larger $r$ is. Thus one would be able to deal with less collocation
points in domains II and III also in \( x \), but in order to simplify the code, we use the same number of collocation points in \( x \) in all domains.

If we solve equation (30) for the right hand side (41) with the same number of collocation points as in Fig. 1, one gets the difference between exact and numerical solution shown in Fig. 2. It can be seen that it is globally of the order of \( 10^{-14} \), and thus as expected of the order as indicated by the highest Chebyshev coefficients in the lower row of Fig. 1.

The dependence of the numerical error on the resolution in \( x \) and \( r \) can be seen in Fig. 3. For the same values of collocation points in \( r \) as in Fig. 1, the dependence of the difference between numerical and exact solution in the \( L^\infty \) norm in dependence on \( N_x \) can be seen on the left of Fig. 3. As expected it decreases exponentially and saturates essentially for \( N_x \geq 30 \).
Figure 3. Difference of the numerical solution of equation (30) for the right hand side (41) and the exact solution (40) in the domains I, II, III (from left to right).

Note that though we use three domains in $r$, the solution in these domains are global for $r \in \mathbb{R}^+$. This is due to the fact that equation (30) is elliptic, and that we impose on each domain boundary a $C^1$ condition on the solution. This leads to an analytical solution for $r \in \mathbb{R}^+$. Consequently a lack of resolution in one domain affects the numerical error in all domains. Thus to study the dependence of the numerical error on the resolution in $r$, it is sufficient to compute the global error in dependence of the resolution in just one domain. This error is shown for $N_x = 40$, $N_I = 70$ and $N_{III} = 20$ in dependence of $N_{II}$ on the right of Fig. 3. The error decreases as expected exponentially with $N_{II}$ and saturates for $N_{II} \sim 25$.

Higher values of $\omega$ lead to a more oscillatory behavior of the solution, see Fig. 4 for $\omega = 10$. This will make a higher resolution necessary. But with $N_I = N_{II} = 100$, $N_{III} = 40$ and $N_x = 100$, we reproduce the solution (40) to the order of $10^{-13}$ in this case.

Figure 4. Real part of the solution (40) for $\omega = 10$ in the domains I, II, III (from left to right).

5.2. Prolate spheroidal coordinates. In the case of prolate spheroidal coordinates, we construct a similar test solution as in the spherical case: the solution must be even in $y$ to have a regular axis, must be proportional to $\exp(-i\omega y)/y$ for $y \to \infty$, and in addition must vanish
for $y = 1$. A possible candidate is

$$X = e^{-i\omega a \sqrt{1+y^2}} \frac{y^2 - 1}{(y^2 + x^2)^{3/2}} \quad (42)$$

With (22) this implies that the source is of the form

$$g = (1 - x^2)(y^2 - 1)e^{-i\omega a \sqrt{1+y^2}} \left( \frac{3(4x^2 - y^2)}{(x^2 + y^2)^{7/2}} + \frac{\omega^2 a^2}{(x^2 + y^2)^{3/2}} \right)$$

$$+ (y^2 - 1)e^{-i\omega a \sqrt{1+y^2}} \left( \frac{\omega^2 a^2(y^2 - 1)}{(1 + y^2)(x^2 + y^2)^{3/2}} + \frac{2x^2 + 3 - 3y^2}{(x^2 + y^2)^{5/2}} - \frac{5y^2(2x^2 + 3 - y^2)}{(x^2 + y^2)^{7/2}} \right)$$

$$- \frac{i\omega a y^2(2x^2 + 3 - y^2)}{\sqrt{1 + y^2(x^2 + y^2)^{5/2}}} - \frac{i\omega a (3y^2 - 1)}{\sqrt{1 + y^2(x^2 + y^2)^{3/2}}} + \frac{i\omega a y^2(y^2 - 1)(3 + x^2 + 4y^2)}{(1 + y^2)^{3/2}(x^2 + y^2)^{5/2}} \right).$$

We choose the domains with the same values on the axis as before, $a y_I = 8$ and $a y_{II} = 20$. If the boundary of domain I in the $x_3 = 0$ plane is $x_1 = 6$, one has $a \sim 5.29$. Solution (42) for these values and $\omega = 1$ can be seen in Fig. 5. If we use $N_I = N_{III} = 20$ and $N_{II} = N_x = 30$ collocation points, we get the Chebyshev coefficients shown in the lower row of Fig. 5. They decrease in all cases to machine precision.

For this choice of the numerical parameters, the difference between numerical and exact solution is shown in Fig. 6. As expected from the Chebyshev coefficients, the error is globally of the order of $10^{-14}$ in this case.

The dependence of the numerical error on the resolution can be again studied by varying the number of collocation points. On the left of Fig. 7 the same number of collocation points in $y$ is applied, and
$N_x$ varies. It can be seen that the error decreases exponentially and saturates for $N_x \sim 30$. On the right of the same figure, $N_{II}$ is varied. Again the error decreases exponentially saturates for $N_{II} \sim 25$.

For larger values of $\omega$, but the same value of $a$, the resolution has to be adjusted since the solution becomes more oscillatory. For $\omega = 10$, we use $N_I = 40$, $N_{II} = 100$, $N_{III} = 30$ and $N_x = 30$ and reach a global error of the order of $10^{-14}$. If instead we consider $\omega = 1$, but change $a$ and thus the shape of the constant coordinate surfaces. We keep the intersection of the cigar like constant coordinate surface such that it intersects the $x_3$-axis for $x_3 = 8$, but change the intersection with the $x_1, x_2$-plane from 6 to 2, this implies we use a larger $a \sim 7.75$. With the same numerical parameters as in Fig. 5 we get again a global error of the order of $10^{-14}$.

6. Conclusion

In this paper we have presented a multi-domain spectral approach for the Maxwell equations in spherical and prolate spheroidal coordinates. The Sommerfeld condition is imposed as in \cite{14, 15} exactly at infinity after splitting off an oscillatory factor. For several examples
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\caption{Difference of the numerical solution of equation (32) for the right hand side (43) and the exact solution (42) in the domains I, II, III (from left to right).}
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\caption{Difference of the numerical solution of equation (32) for the right hand side (43) and the exact solution (42) in the domains I, II, III (from left to right).}
\end{figure}
it is shown that machine precision can be reached with this approach. Obviously one could have built a similar spectral approach based on the eigenfunctions of the Helmholtz equation, in spherical coordinates Legendre polynomials and spherical Bessel functions. The differentiation matrices for Legendre polynomials are known, see for instance [25], but the spherical Bessel functions are transcendental functions that have to be computed as well. In particular the treatment of the Hankel function at infinity will need a similar treatment as presented here. In contrast to the case of Chebyshev polynomials, no fast algorithm to compute the spectral coefficients is known. The situation is worse in the prolate spheroidal case where the eigenfunctions are less well known. Thus it appears that the numerical method we discuss here could be also suitable to efficiently compute these functions which will be studied elsewhere along the lines of [9].

Whereas we consider in this paper only the axisymmetric case, the approach is set up in a way that it can be extended to situations without symmetry. Instead of one twist potential, one has to deal with all three components of the electric field in this case in the Helmholtz equation [1]. The discretization in $r$ and $x$ is as presented above. The dependence on the azimuthal coordinate $\phi$ can be addressed with a Fourier spectral method (see for instance [25]) which has the advantage of diagonal differentiation matrices. This means the equations decouple in $\phi$. For each of the $N_{\phi}$ collocation points in $\phi$, one does has to solve a system for $E$ with the methods discussed in the present paper. Since the equations do not couple in $\phi$, this is fully parallelizable. A full 3D code along these lines will be the subject of further work.
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