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ABSTRACT
Partial face recognition has been a problem of interest for more than a decade. Most of previous publications on partial face recognition assume intra spectral matching. Matching Short Wave Infrared (SWIR), Middle Wave Infrared (MWIR) or Near Infrared (NIR) images of partial face to a gallery of color images is a much more challenging task. The photometric properties of images in these four spectral bands are highly distinct. Because of the limited space - and also sufficient interest to this biometric - in this paper we present results of cross spectral matching applied to periocular regions. Equipped with a well developed automatic recognition algorithm for heterogeneous face, we demonstrate that the algorithm can be tuned and applied to periocular regions for a positive cross spectral matching of SWIR, MWIR and NIR periocular regions to visible periocular regions at short (1.5 m) and long (50 and 106 m) standoff distances. Our numerical analysis demonstrates the results of the matching. To the best of our knowledge, the performance evaluation presented in this paper is the first of its kind.

Index Terms— heterogeneous periocular recognition, heterogeneous partial face recognition, intra spectral matching, cross spectral matching, short wave infrared, middle wave infrared, near infrared

1. INTRODUCTION
Periocular recognition has been an active research area in the past five years [1, 2, 3]. Periocular regions can be categorized as a part of face, perhaps most visible in the presence of facial occlusions. On the other hand, it can add to reliable iris recognition (in visible and NIR spectra), especially when the quality of iris images is low. Although many research challenges such as unconstrained subject’s presentation, uneven illumination, and partial occlusions have been previously addressed in the literature [1, 4, 5, 6], many challenges remain. Furthermore, as new practical applications evolve, new challenges offered by the applications arise and hence a need for development of new algorithms to mitigate them. Surveillance at night or in harsh environments has appealed to new imaging modalities - NIR, SWIR, MWIR and Long Wave Infrared (LWIR) - and evolved into new application.

Intra spectral (within the same spectral modality) matching of periocular regions have been previously explored (see for example, [1, 4, 5, 6, 7]). However, results of heterogeneous matching of periocular regions have not been previously reported, and this motivates the experiments described in our paper. If addressed, heterogeneous matching of periocular regions will provide a baseline for the development of new improved algorithms for heterogeneous face and periocular recognition at night or in challenging environments. In addition to cross spectral matching we explore the effect of varying standoff distances on the recognition performance.

Few publications on cross spectral face recognition have appeared in the literature. Most of them were focused on algorithms for and analysis of matching NIR, SWIR, MWIR and LWIR face images to a gallery of visible face images [8, 9, 10, 11, 12, 13]. Some publications assumed short standoff distances, while others explored the case of varying standoff distances [14, 11, 8]. Popular algorithms such as Local Binary Pattern (LBP), Scale-Invariant Feature Transform (SIFT), Histogram of Oriented Gradients (HOG) [15], Gabor Ordinal Measures (GOM) [16] and their variants have been used for feature extraction and matching in the past [17]. In this work, we use a method based on Gabor LBP and Generalized LBP combined with Gabor Weber descriptors. The algorithm was originally developed in our lab for cross spectral face recognition [8, 12]. We demonstrate that the algorithm can be adapted to successfully match heterogeneous periocular regions at short (1.5 m) and long (50 and 106 m) standoff distances. Its performance is compared to that of the original LBP and the GOM-based algorithm. The latter is one of the newly introduced state-of-the-art algorithms for face recognition.

The remainder of the paper is organized as follows. Sec. 2 explains the adopted automatic matching algorithm and describes all modifications applied to it. Sec. 3 presents experimental set up and the results of numerical analysis. A brief summary is provided in Sec. 4.
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2. MATCHING ALGORITHM

We adopt a Gabor filter-based approach at the initial encoding stage, followed by an encoding scheme that involves three operators to extract robust features across different spectral bands. These three operators are designed to encode both magnitude and phase of filtered images. Details of this scheme can be found in [8]. Here we will provide only a brief description of the encoding method and highlight modifications.

2.1. Alignment and Cropping

Preprocessing steps involve image normalization, alignment, cropping and a simple intensity normalization. A canonical transformation is applied to all original face images in datasets resulting in images of size $120 \times 112$. The images are aligned by using the position of the eyes and nose. These anchor points are manually selected. Geometric transformations - rotation, scaling and translation are applied to each image such that the eyes and nose tip are in fixed positions (see Fig. 1 (a)). The aligned face images are further cropped and rescaled to generate periocular region (for the right eye) of size $88 \times 72$ for usage in the following experiments (see Fig. 1 (b)). To do this, we crop the right eye from the face image with the pupil as center. Color images are converted to grayscale images. SWIR, MWIR and NIR images are pre-processed using a simple nonlinear transformation given by $\log(1 + X)$ where $X$ is the input image, as shown in Fig. 2.

2.2. Filtering and Encoding

Each normalized image in any spectrum is processed with a bank of Gabor filters at 2 different scales and 8 orientations generating 16 responses in total. The Gabor filter is given by:

$$G(z, \theta, s) = \frac{\|K(\theta, s)\|}{\sigma^2} \exp \left[ \frac{\|K(\theta, s)\|^2 z^2}{2\sigma^2} \right] \times \left[ \exp \{iK(\theta, s)z\} - \exp \left\{ -\frac{\sigma^2}{2} \right\} \right].$$

where $\sigma^2$ is the variance of the Gaussian kernel, $K(\theta, s)$ is the wave vector and $s$ is a scale. The magnitude and phase of the wave vector determine the scale and orientation of the oscillatory term and $z = (x, y)$. A normalized and pre-processed face image $I(z)$ is convolved with the Gabor filter $G(z, \theta, s)$ at orientation $\theta$ and scale $s$ resulting in the filtered image $Y(z, \theta, s)$.

Both magnitude and phase responses are used to effectively encode heterogeneous data block by block. The magnitude response is encoded using two distinct operators: SWLD [18] and uniform LBP [19]. For encoding the phase response we adopt a uniform generalized LBP operator (GLBP). All operators consider the relationship among 12 neighbors at both radii $r = 1$ and $r = 2$.

The SWLD operator is defined as:

$$SWLD_{l,r,12}(x) = Q_l \left\{ \right.$$

where $x_i$ are the neighbors of $x$ at radius $r$ and $Q_l$ is a uniform quantizer with $l$ quantization levels.

The uniform LBP operator is described as

$$LBP_{r,12}^{u}(x) = U \left\{ \right.$$

where $\mathcal{U}$ is the uniform pattern mapping and $x_i$ are the neighbors of a value $x$ at radius $r$ and $\mathcal{T}(\cdot)$ is the unit step function.

The uniform GLBP operator is a generalization of the encoding method introduced in [20]. It is defined as

$$GLBP_{r,12}^{u}(x) = U \left\{ \right.$$

where $\mathcal{T}_t$ is a thresholding operator based on threshold $t$.

For each of the 16 Gabor filters, there are 3 local operators working at 2 different radii, which yield 96 encoded responses in total for each input image.

2.3. Matching

Each encoded response is divided into 99 non-overlapping $8 \times 8$ square blocks. Then 135-bin histograms of each block are normalized and concatenated to be treated as a probability mass function, resulting in a template of length $135 \times 99 = 13,365$ features. When a distance between two images is evaluated, it is expressed as a sum of distances for all feature vector pairs.
Sum of two I-divergence distances \([21]\) is used as the main metric to compare the feature vectors of images captured at different wavelengths. For two images \(A\) and \(B\) with the feature vectors \(H_A\) and \(H_B\), respectively, the symmetric I-divergence distance is defined as:

\[
D_{KL}(A, B) = \sum_{k=1}^{K} (H_A(k) - H_B(k)) \log \frac{H_A(k)}{H_B(k)},
\]

where \(K\) is the length of the feature vectors \(H_A\) or \(H_B\).

3. NUMERICAL ANALYSIS

3.1. Datasets

In our experiments we use three datasets. The first two datasets, Pre-TINDERS (Tactical Imager for Night/Day Extended-Range Surveillance) and TINDERS are collected by the Advanced Technologies Group, West Virginia High Tech Consortium (WVHTC) Foundation. The third dataset is collected by Pinellas County Sheriff’s Office (PCSO).

Pre-TINDERS dataset is composed of 48 frontal face classes (total of 384 images) at two wavelengths - visible and 1550 nm SWIR. Images are acquired at a short standoff distance of 1.5 m in a single session. Four images per class are available in each spectral band - two images have neutral expression and two images show the talking person. A 1550 nm light source is used to illuminate the face in the SWIR spectral band. The original resolutions of the acquired images (see Fig. 3) are \(640 \times 512\) (png format) for SWIR images and \(1600 \times 1200\) (jpg format) for color images.

TINDERS dataset is composed of 48 frontal face classes each represented by visible, NIR (980 nm) at two standoff distances (50 and 106 m), and SWIR at two standoff distances (50 and 106 m) images. At each distance and spectrum, four or five images per class are available - two or three have neutral expression and two have talking expression. A total of 478 images with the resolution \(640 \times 512\) (png format) are available in SWIR band. A total of 238 images with the resolution \(640 \times 512\) (png format) are available in the NIR band. The visible (color) images with the resolution \(640 \times 480\) (jpg format) are collected at a short distance and in two sessions (3 images per session), and all of them have neutral expression, resulting in a total of 288 images. Sample images from the Pre-TINDERS and TINDERS datasets are shown in Figure 3.

The PCSO dataset is composed of color and MWIR images of 1000 subjects. Images are acquired at a short standoff distance of 1.5 m. Each class is represented by two MWIR images collected in two different sessions and one color image. The resolution for all images in both visible and MWIR spectral bands are \(620 \times 480\) in jpg format.

It is important to note that although the original resolution of images in the Pre-TINDERS, TINDERS, and PCSO datasets is varied, we crop and normalize them to be of the same size for each experiment described below. This is done to ensure a fair comparison. Prior to matching, heterogeneous periocular regions are extracted from the heterogeneous images. The right eye region is normalized to the size \(88 \times 72\).

3.2. Matching SWIR and visible

Our first experiment involves matching SWIR periocular regions to visible periocular regions. The heterogeneous images are encoded using three algorithms: (1) Gabor followed by Weber, LBP and GLBP (our algorithm), (2) the original LBP and (3) the GOM-based algorithm [16]. The performance of the LBP is used as a benchmark. The results of matching are displayed as Receiver Operating Characteristic (ROC) curves in Figure 4. Visible light images form the gallery. All SWIR images are involved as the test images. The results are shown for right eye only. The curves are parameterized by three standoff distances. Note that for the case of short standoff distance (pre-TINDERS dataset) the value of Genuine Accept Rate (GAR) is 0.75 at False Accept Rate (FAR) set to 0.01 for our algorithm compared to the GAR of 0.28 and 0.56 at the same FAR for LBP and GOM, respectively. This comparison clearly demonstrates the advantage of using our algorithm over both LBP and GOM for short standoff distances. However, as the standoff distance increases to 50 m and then to 106 m, the difference in matching performance of the three algorithms diminishes too. Performance of all algorithms drops significantly.

Note that the useful information that helps matching heterogeneous images is contained in the gradients of intensity and in their relative distribution, that is, their relative location and their density. Due to long standoff distances the overall quality of SWIR images in TINDERS dataset is reduced. This, in turn, affects the quality of informative gradients and their distribution in SWIR images compared to visible images or SWIR images in Pre-TINDERS dataset. As demonstrated, these low quality gradients can be detected equally well (or
Fig. 4. Matching SWIR vs. visible. Short and long standoff distances.

Fig. 5. Matching NIR vs. visible. Long standoff distance.

equally poorly) by LBP, GOM and our algorithm.

3.3. Matching NIR and visible

The results of matching NIR periocular regions to visible periocular regions are shown in Figure 5. Two standoff distances are tested: 50 m and 106 m. At 50 m, our algorithm reaches GAR value of 0.44 at FAR set to 0.1 while LBP and GOM reach GAR values of 0.37 and 0.40 at the same value of FAR, respectively. When the standoff distance increases to 106 m, our algorithm, LBP and GOM produce GAR values of 0.22, 0.15 and 0.17, respectively, at FAR equal to 0.1. Again, this experiment demonstrates that a small region of face becomes a weak identifier for the case of heterogeneous face matching. Apart from this, NIR images at large standoff distances are extremely noisy due to insufficient illumination (see Fig. 3). This requires taking the quality of the images into account.

3.4. Matching MWIR and visible

In our last experiment, we match MWIR periocular regions to visible periocular regions. The results shown in Figure 6 are for 200 periocular classes (right eye only). Color images constitute the gallery while MWIR images (two per class) are test images. It is clear that all the LBP, GOM and our algorithms are not designed to deal with such a large spectral gap. MWIR images display distribution of heat in a subject’s face and periocular regions, while visible images are formed as patterns characterizing the reflectivity properties of subject’s skin. Again, the only common information for heterogeneous matching is in gradient lines and their relative distribution and density. MWIR and visible periocular regions do not contain much of this type of information in common. Nevertheless, we achieved GAR of 0.35, 0.24 and 0.36 at FAR set to 0.1 by applying our algorithm, LBP and GOM respectively.

4. SUMMARY

This paper presented the analysis of matching performance of heterogeneous periocular regions. The encoding and matching algorithm have been previously developed in our lab for the purpose of heterogeneous face recognition and adapted to work with smaller heterogeneous regions such as periocular regions. We presented the results of matching SWIR, NIR and MWIR periocular regions to visible periocular regions. Both short (1.5 m) and long (50 m and 106 m) standoff distances were considered. Our algorithm substantially outperformed both LBP and GOM when they are applied to heterogeneous periocular regions collected at short standoff distances (matching SWIR to visible regions). As the standoff distance increases, the matching performance of the heterogeneous periocular regions drops. This drop is attributed to a relatively low quality of imagery at long standoff distances (SWIR vs. visible and NIR vs. visible). When matching MWIR periocular regions to visible regions at a short standoff distance, our algorithm displayed relatively low performance. In this case it is due to the different nature of MWIR (measures the heat of a body) and visible (measures reflected light) imagery.

The results of performance evaluation presented in this work can be used as a baseline for the development of new algorithms for matching heterogeneous periocular regions.
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