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ABSTRACT. In this paper, we introduce and study natural notions of local continuity/boundedness of super-potentials on $\mathbb{P}^k$. Next, we prove an equidistribution theorem of positive closed $(p,p)$-currents of $\mathbb{P}^k$, whose super-potentials are continuous/bounded near an invariant analytic subset, for holomorphic endomorphisms of $\mathbb{P}^k$. We also consider the case of regular polynomial automorphisms of $\mathbb{C}^k$.

1. Introduction

Let $f$ be a holomorphic endomorphism of $\mathbb{P}^k$ of algebraic degree $d \geq 2$ and $\omega$ the Fubini-Study form of $\mathbb{P}^k$ such that $\int_{\mathbb{P}^k} \omega^k = 1$. It is well-known that $d^{-n}(f^n)^*\omega$ converges to a positive closed $(1,1)$-current $T$ of unit mass on $\mathbb{P}^k$ in the sense of currents. We call $T$ the Green current associated with $f$. The support of $T$ is the Julia set of $f$ and $T$ contains much information on the dynamics of $f$. For background, we refer the reader to [Sib99].

The following equidistribution theorem of positive closed $(p,p)$-currents was proved in [Ahn16] and it extends a main result in [DS09] (in particular, we are interested in the case of $1 < p < k$):

**Theorem 1.1** (See Theorem 1.3 in [Ahn16]). Let $f$ and $T$ be as above. Then, there exists a proper (possibly empty) invariant analytic subset $E$ for $f$ such that if $S \in C_p$ is smooth near $E$, then $d^{-pn}(f^n)^*S$ converges to $T^p$ exponentially fast in the sense of currents where $C_p$ is the set of positive closed $(p,p)$-currents of unit mass on $\mathbb{P}^k$.

The purpose of this paper is to develop natural notions of local continuity and boundedness of super-potentials on $\mathbb{P}^k$ (see Section 4), and to improve Theorem 1.1 by allowing $S \in C_p$ to have small singularities over $E$ as follows:

**Theorem 1.2.** Let $f$ and $T$ be as in Theorem 1.1. Then, there exists a proper (possibly empty) invariant analytic subset $E$ for $f$ such that if $S \in C_p$ is a current whose super-potential $U_S$ of mean 0 is continuous/bounded near $E$ (or equivalently, $S \in C_p$ is PC/PB near $E$), then $d^{-pn}(f^n)^*S$ converges to $T^p$ exponentially fast in the sense of currents.

One well-known measurement of singularities of positive closed currents is the Lelong number. In the case of bidegree $(1,1)$, the Lelong number works very well with their quasi-potentials. On the other hand, even though super-potentials, which
Let $\chi$ and $\omega$ were introduced in [DS09] by Dinh-Sibony, can be regarded as an analogue of quasi-potentials for the currents in $C_p$ with $1 < p < k$, it is not clear whether the Lelong number works well with super-potentials. So, we rather consider the singularities of quasi-potentials. If a quasi-potential function of $S \in C_1$ is continuous/bounded in an open subset $U \subseteq \mathbb{P}^k$, the Lelong number of $S$ is 0 in $U$. We generalize these to the continuity/boundedness of super-potentials in an open subset $U \subseteq \mathbb{P}^k$ for currents $S \in C_p$. Indeed, Theorem 4.20 says that the Lelong number of $S$ is 0 in $U$. So, it is reasonable to regard them as “small” singularities. These notions extend the notions of continuous/bounded super-potentials in [DS09].

The idea of the proof of Theorem 1.2 is improving the proof of Theorem 1.1 by adapting the localization of Green quasi-potentials used in the proof of Proposition 2.3.6 in [DS09] with the symmetry of the Green quasi-potential kernel (see Section 3) and some technical settings for the computations near $E$. In general, it is not easy to localize Green quasi-potentials since they are not closed. Instead, we estimate Green quasi-potentials from below by negative closed currents with small errors. The point is that by localizing negative closed currents, we obtain DSH currents (see Section 3). The technical settings are to control the DSH norm of the localized currents and the small errors. The symmetry of the Green quasi-potential kernel links the localization of a current and the localization of its Green quasi-potential. We also have to handle a boundary integral type computation (Lemma 7.5) for the localization, which is also different from the case of Theorem 1.1.

As a historical remark for this type of equidistribution for holomorphic endomorphisms of $\mathbb{P}^k$, for the case of $p = 1$, see, for instance, Fornaess-Sibony ([FS95]), Russakovskii-Shiffman ([RS07]), Sibony ([Sib09]), Favre-Jonsson ([FJ03],[FJ07]), Guedj ([Gue03]), Dinh-Sibony ([DS08]), Parra ([Par11]) and Taflin ([Tafl11]), and for the case of $p = k$, see, for example, Freire-Lopes-Mañé ([PLM03]), Lübich ([Lüb83]), Fornaess-Sibony ([FS94]), Briend-Duval ([BD01]) and Dinh-Sibony ([DS10a]). The case of $1 < p < k$ has been studied in Dinh-Sibony ([DS09]) and Ahn ([Ahn16]). Theorem 5.4.4 in [DS09] corresponds to the case where $E$ is empty. Theorem 1.2 implies Theorem 1.3 in [Ahn16].

We also consider equidistribution of positive closed currents for regular polynomial automorphisms of $\mathbb{C}^k$. This equidistribution theorem was first observed in Remark 5.5.8 in [DS09]. Here, we give details of the proof.

**Theorem 1.3** (See Remark 5.5.8 in [DS09]). Let $f : \mathbb{C}^k \to \mathbb{C}^k$ be a regular polynomial automorphism of $\mathbb{C}^k$ of degree $d_+ \geq 2$ and $p > 0$ an integer such that $\dim I_+ = k - p - 1$ and $\dim I_- = p - 1$ where $I_\pm$ are the indeterminacy sets of $f^\pm 1$, respectively. Let $T_+ = \langle S $ be the Green current associated with $f$. Then, for $S \in C_p$ whose super-potential $U$ of mean 0 is continuous/bounded near $I_-$ (or equivalently, $S \in C_p$ is PC/PB near $I_-$), $d_+^{\nu_n}(f^n)^*S$ converges to $T_+^E$ in the sense of currents.

Furthermore, we estimate the speed of convergence in some cases and improve Remark 11.2 in [Ahn16]. The set $K_+$ below denotes the set of points of bounded orbit under $f$.

**Theorem 1.4.** Let $f$ be a regular polynomial automorphism of degree $d_+ \geq 2$ and $1 \leq s \leq p$. Let $W_1$ and $W_2$ be neighborhoods of $I_-$ such that $W_1 \subset W_2 \subset \mathbb{P}^k \setminus K_+$, and $\chi : \mathbb{P}^k \to [0,1]$ a smooth cut-off function with $\chi \equiv 1$ on $W_1$ and $\supp \chi \subset W_2$. Let $S \in C_s$ be such that $|\mathcal{U}_S(dd^c(\chi U_R))| < c$ for every smooth $R \in C_{k-s+1}$ where $\mathcal{U}_S$
is the super-potential of $S$ of mean 0 and $U_R$ is the Green quasi-potential of $R$ for a fixed Green quasi-potential kernel. Then, we have
\[ d^+_{\rho^n}(f^n)(S) \to T^+_\rho \]
exponentially fast on $D^{k-s}(W)$ in the sense of currents where $W$ is an open subset relatively compact in $\mathbb{P}^k \setminus I_+$ and $D^{k-s}(W)$ is the set of smooth $(k-s,k-s)$-forms $\varphi$ with $\supp \varphi \subset W$. In particular, due to the extension theorem of Harvey-Polking in [HP75], we have equidistribution for every such $S \in \mathcal{C}_s$.

A crucial difference from the case of holomorphic endomorphisms of $\mathbb{P}^k$ is that instead of directly showing the convergence, we use the rigidity of the set $K_+$ as in Section 5.5 in [DS09]. Concerning the proof of Theorem 1.2. We basically use similar arguments to the proof of Theorem 1.2. The main difference is that since quasi-potentials of $f_*(\omega)$ are not Hölder continuous near $I_-$ and $f_*(R)$ is smooth outside $I_-$ for a smooth $R \in \mathcal{C}_{k-s+1}$, we split $\mathbb{P}^k$ into a neighborhood of $I_-$, which is invariant under $f_*$ and its complement. We apply the hypotheses to the neighborhood of $I_-$ and the smoothness of $f_*(R)$ to the complement set.

This paper is organized as follows. In Section 2, we discuss currents. In Section 3, we introduce currents $PC/PB$ near an analytic subset of $\mathbb{P}^k$. In Section 4, we discuss super-potentials and introduce super-potentials continuous/bounded near an analytic subset of $\mathbb{P}^k$. In Section 5, we discuss multiplicities related to $f^n$. In Section 6, we briefly summarize some Lojasiewicz type inequalities and construct a family of good cut-off functions. In Section 7, we prove Theorem 1.2. In Section 8, we prove Theorem 1.3 and Theorem 1.4.

**Notations.** In this paper, we fix a local holomorphic coordinate chart for the complex Lie group $\text{Aut}(\mathbb{P}^k)$ in a neighborhood of $\text{Id} \in \text{Aut}(\mathbb{P}^k)$ and a smooth probability measure which has compact support inside the chart satisfying the following. Let $\zeta$ denote the coordinate system over the chart and $\tau_\zeta$ its corresponding automorphism in $\text{Aut}(\mathbb{P}^k)$. We can choose the chart and a norm $\| \cdot \|_A$ on the chart so that $\zeta = \text{Id}$ at $\text{Id} \in \text{Aut}(\mathbb{P}^k)$, $\{||\zeta||_A < 2\}$ lies inside the chart and $\| \cdot \|_A$ is invariant under the involution $\tau \mapsto \tau^{-1}$. Let $\rho$ denote the fixed smooth probability measure. We can choose $\rho$ so that $\rho$ is radial and decreasing as $||\zeta||_A$ increases, and $\supp \rho \Subset \{||\zeta||_A < 1\}$. In particular, $\rho$ is preserved under the involution $\tau \mapsto \tau^{-1}$.

Below is a list of some frequently used notations:

- $\Delta$: the unit disc in $\mathbb{C}$;
- $\text{dist}(\cdot, \cdot), \text{dist}_{\text{euc}}(\cdot, \cdot)$: the distances with respect to the Fubini-Study metric and with respect to the Euclidean metric, respectively;
- $\preceq, \succeq, \precsim, \sucsim$: up to a constant, respectively. The dependence of the constant will be specified if necessary;
- $\| \cdot \|$: the Euclidean norm on a Euclidean space or the mass of a positive current (cf. Section 2) and its meaning will be clear from the context;
- $\| \cdot \|_{L^p(\omega)}, \| \cdot \|_{L_p(U)}, \| \cdot \|_{L^\infty}, \| \cdot \|_{C^{\alpha}(U)}, \| \cdot \|_{C^{\alpha}(U)}$: the $L^p$-norm, the $L^\infty$-norm and the $C^\alpha$-norm of a function or the sum of such norms of the coefficients of a form over $\mathbb{P}^k$ (resp., over $U \subset \mathbb{P}^k$) with respect to a fixed finite atlas of $\mathbb{P}^k$, respectively;
- $A_\epsilon := \{ x \in \mathbb{P}^k : \text{dist}(x, A) < \epsilon \}$ for $\epsilon > 0$ and a subset $A \subset \mathbb{P}^k$, and the meaning in other cases such as in $x_j$ will be clear from the context;
\begin{itemize}
\item $\nu(x, R)$: the Lelong number of a positive closed $(1, 1)$-current $R$ at $x$;
\item $\Psi_n$: the set of the critical values of $f^n$.
\end{itemize}
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## 2. Currents

For basics of currents in complex analysis, we refer the reader to Sibony (Sib99) and Demailly (Dem). Here, we list some definitions and properties.

Let $S$ be a positive current of bidegree $(p, p)$ on $\mathbb{P}^k$. The mass $\|S\|$ of $S$ is equivalent to

$$
\int_{\mathbb{P}^k} S \wedge \omega^{k-p}
$$

and therefore, in this paper, we rather define the mass $\|S\|$ of $S$ as above. If $S$ is negative, we define $\|S\| := -\int_{\mathbb{P}^k} S \wedge \omega^{k-p}$.

Let $C_p$ be the space of positive closed $(p, p)$-currents of unit mass on $\mathbb{P}^k$. The space $C_p$ is compact in the weak topology. The weak topology on $C_p$ is induced by the distance $d_{C_p}$ below. (cf. [DS09]) If $S$ and $S'$ are currents in $C_p$, then

$$
d_{C_p} := \sup_{\|\Phi\|_{C^1} \leq 1} |\langle S - S', \Phi \rangle|
$$

where $\Phi$ is a smooth $(k - p, k - p)$-form on $\mathbb{P}^k$ and $\|\Phi\|_{C^1}$ is the sum of the $C^1$-norms of the coefficients of $\Phi$ with respect to a fixed finite atlas of $\mathbb{P}^k$.

Smooth forms are dense in $C_p$. (cf. [DS09]) Let $h_\theta : \{||\zeta||_A < 1\} \to \{||\zeta||_A < 1\}$ be an endomorphism defined by $h_\theta(\zeta) := \theta \zeta$ for $\theta \in \Delta$ where $\{||\zeta||_A < 1\}$ is the coordinate chart of $\text{Aut}(\mathbb{P}^k)$ mentioned in Introduction. Define $\rho_\theta := (h_\theta)_\ast(\rho)$.

**Definition 2.1** (See Section 2 in [DS09]). For any $(p, p)$-current $R$ on $\mathbb{P}^k$, we define the $\theta$-regularization $R_\theta$ of $R$ by

$$
R_\theta := \int_{\text{Aut}(\mathbb{P}^k)} (\tau_\zeta)_\ast R d\rho_\theta(\zeta) = \int_{\text{Aut}(\mathbb{P}^k)} (\tau_\theta \zeta)_\ast R d\rho(\zeta) = \int_{\text{Aut}(\mathbb{P}^k)} (\tau_\theta)_\ast R d\rho(\zeta)
$$

where $\tau_\zeta$ is the automorphism in $\text{Aut}(\mathbb{P}^k)$ whose coordinate is $\zeta$.

**Proposition 2.2** (See Proposition 2.1.6 in [DS09]). If $\theta \neq 0$, then $R_\theta$ is a smooth form which depends continuously on $R$. Moreover, for every $\alpha \geq 0$ there is a constant $c_\alpha$ independent of $R$ such that

$$
\|R_\theta\|_{C^\alpha} \leq c_\alpha \|R\| \|\theta\|^{-2k^2 - 4k - \alpha}.
$$

If $K$ is a compact subset in $\Delta \setminus \{0\}$, then there is a constant $c_{\alpha, K} > 0$ such that for $\theta, \theta' \in K$,

$$
\|R_\theta - R_{\theta'}\|_{C^\alpha} \leq c_{\alpha, K} \|R\| \|\theta - \theta'\|.
$$

If $R$ is positive and closed, then so is $R_\theta$. If $|\theta| = |\theta'|$, then $R_\theta = R_{\theta'}$. The mass of $R_\theta$ is the same as the mass of $R$ (see Lemma 2.4.1 in [DS09]).
Let $C$ of class $\phi$ notice that the supports of $\text{dist}_k$ (See Lemma 2.1.8 in [DS09])

Lemma 2.3 (See Lemma 2.1.8 in [DS09]). Let $K$ be a compact subset of $\text{Aut}(\mathbb{P}^k)$. Let $W$ and $W_0$ be open sets in $\mathbb{P}^k$ such that $\overline{W_0} \subset \tau(W)$ for every $\tau \in K$. If $R$ is of class $C^\alpha$ on $W$ with $\alpha \geq 0$, then $\tau_\ast(R)$ is of class $C^\alpha$ on $W_0$. Moreover, there is a constant $\tilde{c} > 0$ such that for all $\tau, \tau' \in K$,

$$\|\tau_\ast(R)\|_{C^\alpha(W_0)} \leq \tilde{c}\|R\|_{C^\alpha(W)}$$

and

$$\|\tau_\ast(R) - \tau'_\ast(R)\|_{C^\alpha(W_0)} \leq \tilde{c}\|R\|_{C^\alpha(W)}\text{dist}_{\text{Aut}}(\tau, \tau')\min(\alpha, 1),$$

where $\text{dist}_{\text{Aut}}$ is with respect to a fixed smooth metric on $\text{Aut}(\mathbb{P}^k)$.

3. DSH functions/currents and PC/PB currents

3.1. DSH functions. The class of DSH functions can be regarded as a generalization of the class of quasi-plurisubharmonic (q-psh for short) functions. (cf. Dinh-Sibony [DS06])

Definition 3.1 (See [DS06]). An integrable function $\varphi$ on $\mathbb{P}^k$ is said to be DSH if it is equal to a difference of two q-psh functions outside a pluripolar set.

Two DSH functions are identified if they are equal to each other outside a pluripolar set. The DSH functions on $\mathbb{P}^k$ form a vector space over $\mathbb{R}$ equipped with the following norm:

$$\|\varphi\|_{\text{DSH}} := \|\varphi\|_{L^1} + \inf\{\|T^+\| : dd^c\varphi = T^+ - T^-; T^\pm \text{ are positive closed}\}.$$ 

3.2. DSH and PC/PB currents. For DSH and PC/PB currents, please refer to [DS09] and references therein. In this subsection, we first give their definitions and introduce locally PC/PB currents.

Below, we describe them slightly differently from those in [DS09] for computational convenience, but essentially, they are the same for our purpose.

Definition 3.2. A real $(p, p)$-current $\varphi$ on $\mathbb{P}^k$ is said to be DSH if there exist negative $(p, p)$-currents $\varphi_\pm$ and positive closed $(p + 1, p + 1)$-currents $\Omega_\pm$ on $\mathbb{P}^k$ such that $\varphi = \varphi_+ - \varphi_-$ and $dd^c\varphi = \Omega_+ - \Omega_-$. We define the DSH-norm, denoted by the same notation as for DSH functions, by

$$\|\varphi\|_{\text{DSH}} := \inf\{\|\varphi_+\| + \|\varphi_-\| + \|\Omega_+\|\},$$

where the infimum is taken over all $\varphi_\pm$ and $\Omega_+$ as above.

We denote $\text{DSH}^p := \{\varphi : \varphi$ is a DSH $(p, p)$-current on $\mathbb{P}^k$ such that $\|\varphi\|_{\text{DSH}} \leq 1\}$. Let $W$ be a subset of $\mathbb{P}^k$. Denote $\text{DSH}^p(W) := \{\varphi \in \text{DSH}^p : \supp\varphi \subset W\}$. Here, notice that the supports of $\varphi_\pm$ and $\Omega_\pm$ are not necessarily in $W$ while $\supp \varphi \subset W$.

We define topology on $\text{DSH}^p$ and $\text{DSH}^p(W)$ simply to be the subspace topology from the space of currents on $\mathbb{P}^k$.

Definition 3.3. A current $S \in \mathcal{C}_p$ is said to be PC if it can be extended to a linear form on $\text{DSH}^{k-p}$ which is continuous with respect to the topology on $\text{DSH}^{k-p}$. We write $(S, \Phi)$ for the value of this linear form at $\Phi \in \text{DSH}^{k-p}$.

A current $S \in \mathcal{C}_p$ is said to be PB if there is a constant $c_S > 0$ such that

$$\|\langle S, \varphi \rangle\| \leq c_S\|\varphi\|_{\text{DSH}}$$

for smooth real forms $\varphi$ of bidegree $(k - p, k - p)$. 

Now, we define their local versions. Let $W$ be an open subset of $\mathbb{P}^k$ and $E$ a proper analytic subset of $\mathbb{P}^k$.

**Definition 3.4.** A current $S \in \mathcal{C}_p$ is said to be PC in $W$ if $S$ induces a linear form on $\text{DSH}^{k-p}(W)$ which is continuous with respect to the topology on $\text{DSH}^{k-p}(W)$. A current $S \in \mathcal{C}_p$ is said to be PC near $E$ if there exists an open neighborhood $W_E$ of $E$ such that $S$ is PC in $W_E$.

**Definition 3.5.** A current $S \in \mathcal{C}_p$ is said to be PB in $W$ if there exists a constant $C_{S,W} > 0$ such that
\[
|\langle S, \varphi \rangle| \leq C_{S,W} \|\varphi\|_{\text{DSH}}
\]
for smooth real forms $\varphi$ of bidegree $(k-p,k-p)$ whose support is relatively compact in $W$. A current $S \in \mathcal{C}_p$ is said to be PB near $E$ if there exists a neighborhood $W_E$ of $E$ such that $S$ is PB in $W_E$.

**Proposition 3.6.** If $S \in \mathcal{C}_p$ is PC in $W$, then for any open subset $W' \Subset W$, it is PB in $W'$. In particular, if $E$ is an analytic subset of $\mathbb{P}^k$ and a current $S \in \mathcal{C}_p$ is PC near $E$, then it is PB near $E$.

The proof is similar to that of Proposition 2.2 in [DS05] and so we omit it.

### 4. Super-potentials

#### 4.1. Preliminaries.

The theory of super-potentials can be thought of as an analogue of the pluripotential theory of positive closed $(1,1)$-currents for positive closed $(p,p)$-currents with $1 < p < k$ and was introduced in Dinh-Sibony ([DS09]). We list some relevant definitions and properties. For details, see Dinh-Sibony ([DS09]).

**Definition 4.1** (See Section 3 in [DS09]). Let $S$ be a smooth form in $\mathcal{C}_p$ and $m$ a fixed real number. Then, the super-potential $U_S$ of $S$ of mean $m$ is the function on $\mathcal{C}_{k-p+1}$ defined by
\[
U_S(R) := \langle S, U_R \rangle
\]
where $U_R$ is a quasi-potential of $R$ of mean $m$, that is, a $(k-p,k-p)$-current $U_R$ such that $dd^c U_R = R - \omega^{k-p+1}$ and $\langle U_R, \omega^p \rangle = m$.

For general $S \in \mathcal{C}_p$, we define
\[
U_S(R) := \lim_{b \to 0} U_{S_b}(R)
\]
where the subscript $\theta$ means the $\theta$-regularization of $S$.

**Remark 4.2.** The super-potential does not depend on the choice of the quasi-potential $U_R$ as long as it is of mean $m$.

Among various quasi-potentials, there is a good one, named the Green quasi-potential, from the computational perspective. It is given by an integral formula. We will call this kernel the Green quasi-potential kernel.

**Proposition 4.3** (See Proposition 2.3.2 in [DS09]). Consider $X := \mathbb{P}^k \times \mathbb{P}^k$ and $D$ the diagonal of $X$. Let $\Omega(z, \xi) := \sum_{j=0}^k \omega(z)^j \wedge \omega(\xi)^{k-j}$, where $(z, \xi)$ denotes the homogeneous coordinates of $\mathbb{P}^k \times \mathbb{P}^k$ with $z = [z_0 : \ldots : z_k]$ and $\xi = [\xi_0 : \ldots : \xi_k]$. Then, there is a negative $(k-1,1,k-1)$-form $K$ on $X$ smooth outside $D$ such that $dd^c K = [D] - \Omega$ which satisfies the following inequalities near $D$:
\[
\|K(\cdot)\|_{pt} \lesssim -\text{dist} (\cdot, D)^{2-2k} \log \text{dist} (\cdot, D) \quad \text{and} \quad \|\nabla K(\cdot)\|_{pt} \lesssim \text{dist} (\cdot, D)^{1-2k}.
\]
Moreover, there are a negative DSH function $\eta$ and a positive closed $(k-1, k-1)$-form $\Theta$ smooth outside $D$ such that $K \geq \eta \Theta$, $\|\Theta(\cdot)\|_{pt} \lesssim \text{dist}(\cdot, D)^{2-2k}$ and $\eta - \log \text{dist}(\cdot, D)$ is bounded near $D$.

Here, $\|K(\cdot)\|_{pt}$ is the sum $\sum_j |K_j|$ and $\|\nabla K(\cdot)\|_{pt}$ is the sum $\sum_j \|\nabla K_j\|$, where the $K_j$’s are the coefficients of $K$ for a fixed finite atlas of $X$. On $\mathbb{P}^k \times \mathbb{P}^k$, the distance, which is also denoted by “dist”, is measured with respect to the product metric of the standard Fubini-Study metric on each $\mathbb{P}^k$.

**Definition 4.4** (See Section 3 in [DS09]). The Green quasi-potential $U$ of $R \in C_p$ is the $(p-1, 1)$-current on $\mathbb{P}^k$ defined by

$$U(z) := \int_{\xi \neq z} R(\xi) \wedge K(z, \xi).$$

**Remark 4.5.** Note that $U$ depends on the choice of $K$. Once $K$ is fixed, the mean (or, equivalently mass) $m$ of $U$ is bounded uniformly with respect to $R$. Note also that $U - m\omega^{p-1}$ is a quasi-potential of mean 0 of $R$.

One observation is that we can choose $K(z, \xi) = K(\xi, z)$ and we will use the following lemma.

**Lemma 4.6** (See Section 2.3 in [DS10b]). Let $K$ be the Green quasi-potential kernel as above. Let $R$ be a $(p, p)$-current of order 0 and $\varphi$ a smooth $(k-p+1, k-p+1)$-current on $\mathbb{P}^k$. Then, we have

$$\left(\int_{\xi \neq z} R(\xi) \wedge K(z, \xi), \varphi(z) \right) = \left(R(\xi), \int_{z \neq \xi} \varphi(z) \wedge K(z, \xi) \right).$$

**Theorem 4.7** (See Theorem 2.3.1). Let $R$ be a current in $C_p$. Then, its Green quasi-potential $U$ is negative, depends linearly on $R$ and satisfies that for every $r$ and $s$ with $1 \leq r < k/(k-1)$ and $1 \leq s < 2k/(2k-1)$, one has

$$\|U\|_{C^r} \leq c_r \quad \text{and} \quad d|U|_{C^r} \leq c_s$$

for some positive constants $c_r$ and $c_s$ independent of $R$. Moreover, $U$ depends continuously on $R$ with respect to the $C^r$-topology on $U$ and the weak topology on $R$.

The following theorem is about the regularity of the Green super-potentials of order $p$, that is, the super-potentials of the Green $(p, p)$-current $TP$.

**Theorem 4.8** (See Theorem 5.4.1 in [DS09]). Let $f : \mathbb{P}^k \to \mathbb{P}^k$ be a holomorphic map of algebraic degree $d \geq 2$. Then, the Green super-potentials of order $p$ of $f$ are Hölder continuous on $C_{k-p+1}$ with respect to the distance $d_{C_{k-p+1}}$ which induces the weak topology on $C_{k-p+1}$.

### 4.2. Continuous/Bounded super-potentials near an analytic subset
We introduce notions about local regularity of super-potentials. For the norm $\|\cdot\|_{\text{var}}$ below and related topology, see [DS10b].

**Definition 4.9.** Let $S \subset C_p$ and $W$ an open subset of $\mathbb{P}^k$. The super-potential $U_S$ of $S$ of mean $m$ is said to be bounded in $W$ if there exists a constant $C_S > 0$ such that for any smooth positive closed $(k-p+1, k-p+1)$-currents $R_+$ and $R_-$ of the same mass on $\mathbb{P}^k$ with $\text{supp}(R_+ + R_-) \subset W$, we have

$$|U_S(R_+ - R_-)| = |U_S(R_+) - U_S(R_-)| \leq C_S\|R_+\|.$$

Let $E$ be an analytic subset of $\mathbb{P}^k$. We say that $U_S$ is bounded near $E$ if there exists a neighborhood $W_E$ of $E$ such that $U_S$ is bounded in $W_E$. 
Remark 4.10. The bound $C_S$ in Definition 4.9 is independent of the mean of $\mathcal{U}_S$. Observe that supports of $R_{\pm}$ are not necessarily in $W$.

Let $1 \leq l \leq k$ and $W$ an open subset of $\mathbb{P}^k$. Let $\mathcal{D}_{\text{var}}(W)$ be the space of closed $(l, l)$-currents $R$ on $\mathbb{P}^k$ such that $R$ can be written as $R = R_+ - R_-$ and $\text{supp} R \subset W$ where $R_{\pm}$ are positive closed $(l, l)$-currents on $\mathbb{P}^k$ of the same mass. Here, we do not require the supports of $R_{\pm}$ to be in $W$. Similarly to $\text{DSH}^l$ and $\text{DSH}^l(W)$, we can define a norm $\|R\|_{\text{var}} = \inf\{\|R_+\| : R = R_+ - R_-\}$ on $\mathcal{D}_{\text{var}}(W)$.

Let $\mathcal{D}^l(W) := \{R \in \mathcal{D}_{\text{var}}(W) : \|R\|_{\text{var}} \leq 1\}$. The topology on this space is the subspace topology of the space of currents. The norm $\|\cdot\|_{\text{var}}$ bounds the mass norm. So, $\mathcal{D}^l(W)$ is metrizable.

Definition 4.11. Let $S \in \mathcal{C}_p$ and $W$ an open subset of $\mathbb{P}^k$. The super-potential $\mathcal{U}_S$ of $S$ of mean $m$ is said to be continuous in $W$ if $\mathcal{U}_S$ induces a linear function on $\mathcal{D}^{k-p+1}(W)$ continuous with respect to the topology of $\mathcal{D}^{k-p+1}(W)$.

Remark 4.12. When $W = \mathbb{P}^k$, Definition 4.9 and Definition 4.11 coincide with the notions of bounded/continuous super-potentials in [DS09].

Remark 4.13. From the definition, it is not difficult to see that if $S \leq S'$ in the sense of currents and if $\mathcal{U}_{S'}$ is bounded near $E$, then so is $\mathcal{U}_S$. Also, since super-potentials are upper-semicontinuous (usc for short) on $\mathbb{P}^k$, the same is true for continuity.

Let $E$ be an analytic subset of $\mathbb{P}^k$. We first compare currents being PC/PB near $E$ and currents admitting super-potentials continuous/bounded near $E$.

Proposition 4.14. Let $S \in \mathcal{C}_p$ and $E$ an analytic subset of $\mathbb{P}^k$. The super-potential $\mathcal{U}_S$ of $S$ of mean $m$ is bounded near $E$ if and only if $S$ is PB near $E$.

Proof. We first suppose that the super-potential $\mathcal{U}_S$ of $S$ of mean $m$ is bounded near $E$. Let $W_E$ denote an open neighborhood of $E$ where $\mathcal{U}_S$ is bounded. Let $\varphi$ be a smooth real $(k-p, k-p)$-form with $\text{supp} \varphi \subset W_E$. Then, we have

$$|\langle S, \varphi \rangle| \leq |\langle S - \omega^p, \varphi \rangle| + |\langle \omega^p, \varphi \rangle| \leq |\langle dd^c U_S, \varphi \rangle| + |\langle \omega^p, \varphi \rangle|$$

$$\leq \mathcal{U}_S(dd^c \varphi) + \|\varphi\|_{\text{DSH}} \leq (1 + c)\|\varphi\|_{\text{DSH}}$$

for some constant $c > 0$ independent of $\varphi$. The last line is due to the boundedness of $\mathcal{U}_S$ in $W_E$.

We prove the converse. Let $W_1$, $W_2$ and $W_3$ be the $\epsilon$-neighborhood, the $2\epsilon$-neighborhood and the $3\epsilon$-neighborhood of $E$, respectively such that $S$ is PB in $W_3$. Fix a cut-off function $\chi : \mathbb{P}^k \to [0, 1]$ such that $\text{supp} \chi \subset W_3$ and $\chi \equiv 1$ on $W_2$. Let $R := R_+ - R_-$ be a current such that $\text{supp} R \subset W_1$ and $R_{\pm}$ are smooth positive closed $(k-p+1, k-p+1)$-currents of the same mass on $\mathbb{P}^k$.

We claim that $\psi_R := \chi(U_{R_+} - U_{R_-})$ is $\text{DSH}$ and $\|\psi_R\|_{\text{DSH}}$ is uniformly bounded independently of $R$ where $U_{R_{\pm}}$ are the Green quasi-potentials of $R_{\pm}$, respectively. Observe that $\text{supp} \psi_R \subset W_3$ and that since $R_{\pm}$ are smooth, $U_R := \int K \wedge R$ is well-defined and equals $U_{R_+} - U_{R_-}$. Let $\chi_R : \mathbb{P}^k \to [0, 1]$ is a smooth cut-off function such that $\chi_R \equiv 1$ on $\text{supp} R$ and $\text{supp} \chi_R \subset W_1$. Then, for any $z \in W_3 \setminus W_2$, we
have
\[ U_R(z) = \int_{\xi \neq z} K(z, \xi) \wedge R(\xi) = \int_{\xi \neq z} K(z, \xi) \wedge cdd \chi R(\xi). \]

Denote by
\[ U_{R \pm}(z) := \int_{\xi \neq z} K(z, \xi) \wedge \chi R(\xi) R_{\pm}(\xi). \]

Then, \( \psi_R = \chi(U'_{R+} - U'_{R-}) \), \( \chi U'_{R \pm} \) are negative and since \( \text{dist}(W_3 \setminus W_2, W_1) \geq \epsilon \), Proposition \ref{prop:4.13} implies that \( \|U_{R \pm}\|_{\infty, W_3 \setminus W_2} \) is bounded by \( c\|R_{\pm}\| \) where \( c > 0 \) is a constant independent of \( R \) and \( R_{\pm} \). In the same way, \( \|U'_{R \pm}\|_{C_1, W_3 \setminus W_2} \) is bounded by \( c'\|R_{\pm}\| \) where \( c' > 0 \) is a constant independent of \( R \) and \( R_{\pm} \). So, since
\[ dd^c \psi_R = \chi(R_+ - R_-) + dd^c \chi \wedge U_R - d\varphi \wedge U_R + d\varphi \wedge dU_R, \]
we know that \( dd^c(\chi U_R) + R_+ + M\|R_+\|\omega^{k-p+1} \) is positive closed for some \( M > 0 \) independent of \( R \) and \( R_{\pm} \). Hence, the current \( \psi_R \) is DSH as we have Remark \ref{rem:4.9} and its DSH norm is bounded by \( c_S\|R\|_{\text{var}} \) for some \( c_S > 0 \) independent of \( R \). Our hypothesis of \( S \) being PB in \( W_3 \) implies that \( \|\langle S, \chi U_R \rangle\| \leq c_S\|R\|_{\text{var}} \) for some \( c_S > 0 \).

We consider \( (S, (1 - \chi)U_R) \). By the same argument as above, we can show that \( (1 - \chi)U_R \) is smooth and its sup-norm is bounded by \( c_S'\|R\|_{\text{var}} \) where \( c_S' > 0 \) is a constant independent of \( R \). Hence, we have
\[ -c_S''\|R\|_{\text{var}} \leq \langle S, \chi U_R \rangle + \langle S, (1 - \chi)U_R \rangle \leq \langle S, U_R \rangle = U_S(R), \]
as desired for some \( c_S'' > 0 \) independent of \( R \). \hfill \Box

Similarly, we can prove the following and together with Proposition \ref{prop:4.14}, we obtain a corollary below:

**Proposition 4.15.** Let \( S \in C_p \) and \( E \) an analytic subset of \( \mathbb{P}^k \). The super-potential \( U_S \) of \( S \) of mean \( m \) is continuous near \( E \) if and only if \( S \) is PC near \( E \).

**Corollary 4.16.** If \( U_S \) is continuous near \( E \), then it is bounded near \( E \).

Let \( C_l(W) \) denote the set of currents in \( C_l \) whose support is relatively compact in \( W \) for an open subset \( W \subseteq \mathbb{P}^k \). It is natural to expect the following.

**Proposition 4.17.** Let \( S \in C_p \) and \( U_S \) a super-potential of \( S \) of mean \( m \). If \( U_S \) is bounded in \( W \), then for any open subset \( \tilde{W} \subseteq W \), \( U_S \) is bounded on \( C_{k-p+1}(\tilde{W}) \).

**Proof.** Let \( W' \) be an open subset such that \( \tilde{W} \subseteq W' \subseteq W \). Let \( \chi : \mathbb{P}^k \to [0, 1] \) be a smooth function such that \( \text{supp} \chi \subseteq W \) and \( \chi \equiv 1 \) on \( W' \). Let \( R \) be a current in \( C_{k-p+1}(\tilde{W}) \) and \( U_R \) the Green quasi-potential of \( R \). It is not difficult to see that \( \chi U_R \) is DSH and \( \|\chi U_R\|_{\text{DSH}} \) is bounded for \( R \in C_{k-p+1}(\tilde{W}) \). By the standard regularization argument for currents on \( \mathbb{P}^k \), it is not difficult to see that \( U_S(ddc(\chi U_R)) \) is bounded independently of \( R \) from our hypothesis. We also have
\[ U_S(ddc(\chi U_R)) = \lim_{\theta \to 0} U_{S_\theta}(ddc(\chi U_R)) = \lim_{\theta \to 0} \langle S_\theta - \omega^p, \chi U_R \rangle. \]

For sufficiently large \( M \) independent of \( \theta \) and \( R \), we have
\[ \langle S_\theta, \chi U_R \rangle - \langle S_\theta, M\omega^{k-p} \rangle \leq \langle S_\theta, U_R \rangle. \]
Hence, we have
\[ U_S(R) = \lim_{\theta \to 0} \langle S_\theta, U_R \rangle \geq \lim_{\theta \to 0} \langle (S_\theta - S_\theta^n), M \omega^{k-p} \rangle \]
\[ \geq U_S(dd^c(\chi U_R)) + \langle \omega^p, U_R \rangle - \langle S, M \omega^{k-p} \rangle. \]
Since the mass of the Green quasi-potential is uniformly bounded and super-potentials are bounded above, the proposition is proved. \(\square\)

**Corollary 4.18.** When \(p = 1\), Definition 4.17 is equivalent to the local boundedness of quasi-potential functions of the positive closed \((1,1)\)-current \(S\) in the following sense: if a quasi-potential \(u\) of \(S\) is bounded in an open subset \(W\) of \(\mathbb{P}^k\), then the super-potential \(U_S\) of mean \(m\) is bounded in \(W\) and conversely, if \(U_S\) is bounded in \(W\), then for any open subset \(W \subset W\), \(u\) is bounded in \(W\).

**Proof.** The first statement is straightforward from a similar argument to Proposition 4.14. The converse is obtained from the previous proposition and the fact that the Dirac mass is also a positive closed \((k,k)\)-current on \(\mathbb{P}^k\). \(\square\)

**Proposition 4.19.** Let \(S\) be a current whose super-potential of mean \(m\) is bounded in an open subset \(W\) in \(\mathbb{P}^k\) and \(E \subset W\) an analytic subset of \(\mathbb{P}^k\). Then \(S\) has no mass on \(E\).

The proof is similar to that of Proposition 3.3.5 in [DS09] and so we omit it. By the same kind of argument, we can prove the following theorem.

**Theorem 4.20.** Let \(S \in C_p\). If its super-potential \(U_S\) of mean \(m\) is bounded in an open subset \(U \subset \mathbb{P}^k\), then the Lelong number of \(S\) is zero in \(U\).

**Proof.** Let \(z_1 \in U\). Let \(q(z) = \log \|z - z_1\| - \log \|z\| + c\) where \(z\) is the homogeneous coordinate of \(\mathbb{P}^k\). By taking an appropriate constant \(c\), we may assume that \(q(z) > 0\). Note that \(q(z)\) only has \(-\infty\) at \(z_1\). Let \(\omega_q := \omega + dd^c q\). Here, we use the definition of the generalized Lelong number introduced by Demailly. Then, it suffices to prove
\[ \int_{(z_1)_\epsilon} qS \wedge \omega_q^{k-p} > -\infty \]
where \((z_1)_\epsilon\) is the \(\epsilon\)-neighborhood of \(z_1\) for some \(\epsilon > 0\). Notice that \(q\) is smooth except \(z_1\). Based on the work of Demailly, \(\omega_q^{k-p}\) is a positive closed current. Let \(\chi : \mathbb{P}^k \to [0,1]\) be a cut-off function such that \(\chi \equiv 1\) near \(z_1\) and \(\text{supp} \chi \subset U\). Let \(q_{\theta}\) be the \(\theta\)-regularization of \(q\). By adding constants, we may assume that \(q_{\theta}\) decreasingly converges to \(q\) near \(z_1\) as \(\theta \to 0\). For all sufficiently large \(n\), \(\chi q_{1/n}\) is a sequence of negative smooth functions whose DSH norm is uniformly bounded and its support is \(\subset U\). Hence, \(\chi q_{1/n} \omega_q^{k-p}\) is a sequence of DSH currents whose DSH norm is uniformly bounded and whose support is relatively compact in \(U\). From Proposition 4.14 and from our hypothesis, by replacing \(\chi\) with another localizing function with smaller support, we have for sufficiently small \(\epsilon > 0\)
\[ \int_{(z_1)_\epsilon} qS \wedge \omega_q^{k-p} \geq \int \chi qS \wedge \omega_q^{k-p} \geq \lim_{n \to \infty} \int S \wedge \chi q_{1/n} \omega_q^{k-p} > -\infty. \]
The second inequality is simply due to Fatou’s lemma. \(\square\)

For Definition 4.14, we have the following description. Its proof and the proof of its corollary are similar to Proposition 4.17 and its corollary. So, we omit them.
Proposition 4.21. Let $S \in C_p$ and $U_S$ a super-potential of $S$ of mean $m$. If $U_S$ is continuous in $W$, then for any open subset $\tilde{W} \subseteq W$, $U_S$ is continuous on $C_{k-p+1}(\tilde{W})$. The topology on $C_{k-p+1}(\tilde{W})$ is the subspace topology from $C_{k-p+1}$.

Corollary 4.22. When $p = 1$, Definition 4.17 is equivalent to the local continuity of quasi-potential functions of the positive closed $(1,1)$-current $S$ in the following sense: if a quasi-potential $u$ of $S$ is continuous in an open subset $W$ of $\mathbb{P}^k$, then the super-potential $U_S$ of mean $m$ is continuous in $W$ and conversely, if $U_S$ is continuous in $W$, then for any open subset $\tilde{W} \subseteq W$, $u$ is continuous in $\tilde{W}$.

5. Analytic (Sub-)Multiplicative Cocycles

The analytic (sub-)multiplicative cocycles were introduced by Favre ([Fav00a], [Fav00b]) and further studied by Dinh ([Din09]) and Gignac ([Gig14]). See also Ahn ([Ahn16]).

We summarize Section 2 in [Ahn16] that will be used to investigate the asymptotic behavior of two different multiplicities related to $f$: one related to the local multiplicity of $f^n$ and the other related to the hypersurface $\Psi_n$ of the critical values of $f^n$.

Let $X$ be an irreducible complex space of dimension $k$, not necessarily smooth. Let $g : X \to X$ be an open holomorphic map.

Definition 5.1 (See Definition 1.1 in [Din09]). A sequence $\{\kappa_n\}$ of functions $\kappa_n : X \to (0, \infty)$ for $n \geq 0$ is said to be an analytic submultiplicative (resp., multiplicative) cocycle (with respect to $g$) if for all $m, n \geq 0$ and for all $x \in X$,

1. $\kappa_n$ is usc with respect to the Zariski topology on $X$ and $\kappa_n \geq c_n^a$ for some constant $c_n > 0$,
2. $\kappa_{n+1}(x) \leq \kappa_n(x) \cdot \kappa_m(g^n(x))$ (resp., $\leq$).

Definition 5.2 (See Introduction in [Din09]). $\kappa_-(x) = \max_{y \in g^{-n}(x)} \kappa_n(y)$.

Theorem 5.3 (See Theorem 1.2 in [Din09]). The sequence $\{(\kappa_-)^{1/n}\}$ converges to a function $\kappa_-$ defined over $X$ with the following properties: for all $\delta > \inf_X \kappa_-$, $\{\kappa_\geq \delta\}$ is a proper analytic subset of $X$, invariant under $g$ and contained in the orbit of $\{\kappa_\geq \delta\}$ for all $n \geq 0$. In particular, $\kappa_-$ is usc in the Zariski sense.

For each $n > 0$, define $\mu_n(x)$ to be the local multiplicity of $f^n$ at $x \in \mathbb{P}^k$. Let $\nu(x, g) := \nu(x, d\log |g|)$ and define $\mu'_n(x) := 2k - 1 + 2\nu(x, Jf^n)$ on $\mathbb{P}^k$, where $Jf^n$ denotes the Jacobian determinant of $f^n$. As discussed in [Ahn16], both $\{\mu_n\}$ and $\{\mu'_n\}$ are analytic (sub-)multiplicative cocycles. Let $\mu_-$ and $\mu'_-$ denote their limit functions in Theorem 5.3. Then, Theorem 5.3 implies

Lemma 5.4 (See Lemma 2.6 in [Ahn16]). Let $\lambda$ and $\lambda'$ be any real numbers such that $1 < \lambda, \lambda' < d$. Define $E := \{\mu_- \geq \lambda/d\} \cup \{\mu'_- \geq \lambda'/d\}$. Then, there exists an integer $N_E > 0$ such that for any integer $j > 0$, we have

1. $E$ is invariant under $f$,
2. $\mu_{jN_E}(x) < (\lambda/d)^{jN_E}$ for $x \in \mathbb{P}^k \setminus E$ and
3. $\nu(x, (\Psi_n)^{1/N_E}) < c_\Psi_{jN_E}^{d^k(d+1)/(\lambda\lambda')^{N_E}}$ for $x \in \Psi_{jN_E} \setminus E$.

where $\Psi_n$ denotes the hypersurface of the critical values of $f^n$, $[\Psi_n]$ the current of integration on $\Psi_n$ and $c_\Psi$ the number of the irreducible components of $\Psi_1$. 
6. LOJASIEWICZ TYPE INEQUALITIES

In this section, we introduce some materials related to Lojasiewicz type inequalities that will be used in the proof of the main theorem.

Proposition 6.1 (See Lemma 3.3 in [Ahn16]). Let $V$ be an analytic hypersurface in $\mathbb{P}^k$ of degree $d_V$ and $[V]$ its current of integration. Let $\varphi_V$ be a quasi-potential of $[V]$, that is, a unique negative q-psh function over $\mathbb{P}^k$ such that $\sup_{\mathbb{P}^k} \varphi_V = 0$ and $dd^c \varphi_V = [V] - d_V \omega$. Let $0 < \delta < d_V$ be given. Assume that there exists a proper analytic subset $E_{V,\delta}$ of $V$ such that for all $P \in V \setminus E_{V,\delta}$, $\nu(P, [V]) < \delta$. Then, there are constants $C_{V,\delta}, A_{V,\delta} > 0$ such that on $\mathbb{P}^k$,

$$\delta \log \dist (\cdot, V) + C_{V,\delta} \log \dist (\cdot, E_{V,\delta}) - A_{V,\delta} \leq \varphi_V \leq \log \dist (\cdot, V) + A_{V,\delta}.$$ 

The following lemma can be understood as a generalization of Lemma 2.2.7 in [DS09] to an arbitrary analytic subset.

Lemma 6.2. Let $E$ be an analytic subset in $\mathbb{P}^k$. Then, for a sufficiently small $t_0 > 0$, there exists a family of smooth functions $\{\chi_{E,t}\}_{0 < t < t_0}$ such that $\chi_{E,t} : \mathbb{P}^k \to [0, 1]$ equal to 1 on $E_t$ with $\supp \chi_{E,t} \subseteq E_{A_{E,t}/D_E}$ and such that $\|\chi_{E,t}\|_{DSH} \leq A_E$, where $A_E, D_E > 0$ are constants independent of $t$.

We inductively use Lemma 2.2.7 in [DS09] and Lojasiewicz type inequalities.

Proof. According to Chow’s theorem (for example, see p.167 in [GH94]), $E$ can be written as the vanishing locus of a finite number of homogeneous polynomials $\{f_i\}_{i=1}^N$ of $\mathbb{P}^k$. Let $H_i$ denote the zero set of $f_i$ so that $\cap_{i=1}^N H_i = E$ and $d_i$ the degree of $f_i$ for each $i$. Then, Lemma 2.2.7 in [DS09] implies that for any sufficiently small $t > 0$, there exists a smooth cut-off function $\widetilde{\chi}_{i,t} : \mathbb{P}^k \to [0, 1]$ such that $\supp \widetilde{\chi}_{i,t} \subseteq (H_i)_{\chi_{i,t} = 0}$ on $(H_i)_t$ and $\|\chi_{i,t}\|_{DSH} \leq A_i$ where $A_i$ are positive constants independent of $t$.

Write $H_j := \cap_{i=1}^j H_i$ for $j = 1, \cdots, N$. It suffices to inductively prove the following claim for every $j = 1, \cdots, N$:

Claim: For any sufficiently small $t > 0$, there exists a smooth cut-off function $\chi_{j,t} : \mathbb{P}^k \to [0, 1]$ such that $\supp \chi_{j,t} \subseteq (H_j)_{A_j \chi_{j,t} = 1}$ on $(H_j)_t$ and $\|\chi_{j,t}\|_{DSH} \leq A_j$ where $A_j, D_j > 0$ are constants independent of $t$.

Lemma 2.2.7 in [DS09] implies the case of $j = 1$. Assume that the claim is true for $j$. Define $\chi_{j+1,t} := \chi(\chi_{j,t} + \chi_{j+1,t} - 1)$ where $\chi$ is the convex increasing function with bounded derivatives as in Lemma 2.2.6 in [DS09], and $A' := \max\{A_j, A_{j+1}\}$ and $d' := \max\{D_j, D_{j+1}\}$. Then, $\chi_{j+1,t} = 1$ on $(H_{j+1})_t$ and $\chi_{j+1,t} = 0$ on $\mathbb{P}^k \setminus ((H_j)_{A_{j+1}/d'} \cap (H_{j+1})_{A_{j+1}/d'})$. Also, $\|\chi_{E,t}\|_{DSH} \leq cA'$ for a sufficiently large constant $c > 0$ is clear.

Now, we apply a Lojasiewicz type inequality to estimate the support of $\chi_{j+1,t}$ in terms of the distance to the set $H_{j+1}$. If $z \in (H_j)_{A_{j+1}/d'} \cap (H_{j+1})_{A_{j+1}/d'}$, then, there exists $z' \in H_{j+1}$ such that $\dist(z, z') \leq A' t^{1/d}$. The triangle inequality implies that $\dist(z', H_j) \leq 2A' t^{1/d}$. A Lojasiewicz type inequality (for example, see p.14 and p.62 in [Ma67]) implies that

$$2A' t^{1/d} \geq \dist(z', H_j) \geq (A'')^{-1} \dist(z', H_{j+1})^M$$

for some large positive constants $A''$ and $M$ independent of $t$. 
Hence, the triangle inequality and the choice of $D_{j+1} = d'M$ and $A_{j+1} = C(A'A'')^{1/M}$ with a sufficiently large constant $C > 0$ prove the case of $j + 1$. □

In the exactly same way as in the proof of Lemma 2.3.6 in [DS09] with the family \{χ_{E,i}\} of cut-off functions in Lemma 6.2, we obtain the following generalization of Lemma 2.3.6 in [DS09] and omit the proof.

**Proposition 6.3.** Let $E$ be an analytic subset of $\mathbb{P}^k$ and $T_j$ positive closed $(1,1)$-currents which admit a $(K, \alpha)$-H"older continuous quasi-potential $q_j$, that is, a $(K, \alpha)$-H"older continuous $q$-psh function on $\mathbb{P}^k$ such that $T_j = \omega + dd^c q_j$. Let $R \in \mathcal{C}_p$ be smooth and denote by $U$ its Green quasi-potential. Then, for every sufficiently small $t > 0$, we have

$$\left| \int_{E_i} U \wedge T_1 \wedge \ldots \wedge T_{k-p+1} \right| \leq c_E (K + 1)^k t^\beta$$

where $\beta = (20k^2 D_E)^{-k} \alpha^k$, $D_E$ is the constant for $E$ in Lemma 6.2 and $c_E > 0$ is a constant independent of $\alpha$, $K$, $t$, and $R$.

The definition of $(K, \alpha)$-H"older continuity follows below:

**Definition 6.4.** Let $0 < \alpha \leq 1$ and $K > 0$. A function $g : U \subseteq \mathbb{P}^k \to \mathbb{C}$ is said to be $(K, \alpha)$-H"older continuous on $U$ if for any $x, y \in U$,

$$|g(x) - g(y)| \leq K \text{dist}(x, y)^\alpha$$

holds where dist $(\cdot, \cdot)$ is the distance with respect to the Fubini-Study metric of $\mathbb{P}^k$.

### 7. Proof of Theorem 1.2

In this section, we give the proof of our main theorem. We will use similar technical settings to those in [Ahn16] and follow the notations in [Ahn16]. Below are some notations, definitions and properties.

In the remaining of the paper, the symbols $\lesssim$ and $\gtrsim$ mean inequalities up to multiplicative constants independent of $n$, $i$, and $\theta$, which will be introduced soon. We denote by

$$L := d^{-p} f^*$$

and

$$\Lambda := d^{-p+1} f_*.$$

Let $S \in \mathcal{C}_p$ and $T$ the Green current associated with $f$.

**Definition 7.1** (See Section 5 in [DS09]). The dynamical super-potential of $S$, denoted by $\mathcal{V}_S$, is defined by

$$\mathcal{V}_S := U_S - U_T^p - c_S,$$

where $U_S$ and $U_T^p$ are the super-potentials of mean 0 of $S$ and $T^p$, respectively and $c_S := U_S(T^{k-p+1}) - U_T^p(T^{k-p+1})$. Accordingly, the dynamical Green quasi-potential $V_S$ of $S$ is defined by

$$V_S := U_S - U_T^p - (m_S - m_T^p + c_S) \omega^{p-1}$$

where $U_S$ and $U_T^p$ are the Green quasi-potentials of $S$ and $T^p$ and $m_S$ and $m_T^p$ are their means, respectively.

As in [Ahn16], Proposition 3.1.9 and Proposition 3.2.6 in [DS09] imply that for the proof of Theorem 1.2, it suffices to prove Proposition 7.2 below.
Proposition 7.2. Assume the same $f, T$ as in Theorem 1.2. There exists a proper (possibly empty) invariant analytic subset $E$ for $f$ if $S \subset C_p$ admits the superpotential $U_S$ of mean 0 bounded near $E$, then we have $\mathcal{V}_{L^n(S)}(R) \to 0$ exponentially fast as $n \to \infty$ for any smooth $R \in C_{k-p+1}$.

Proof of Proposition 7.2. For the proof of the proposition, it suffices to prove the statement for $f_N$ for some $N \in \mathbb{N}$. Recall the invariant set $E$ constructed in Lemma 5.4. As in [Ahn10], by replacing $f$ by $f^N$ and $d$ by $d^N$ with a sufficiently large $N$, and properly choosing $\delta \in (1, d)$, we may assume that

1. $\mu_{-1} < \delta$ on $\mathbb{P}^k \setminus E$ and $\nu(x, [\Psi_1]) < \delta$ for $x \in \Psi_1 \setminus E$,
2. $E$ is invariant under $f$ and
3. $(20k^2(\delta + 1/2))^{8k} < (40k^2\delta)^{8k} < d$.

Here, $\Psi_1$ denotes the hypersurface of the critical values of $f$.

Let $S \subset C_p$ be a current satisfying the hypothesis in Theorem 1.2 with $E$ as above. We divide $\mathbb{P}^k$ into three sets for computational purposes.

Lemma 7.3 (See Lemma 3.1. in [DS10a]). There is a constant $A_1 \geq 1$ such that for every $X \subset \mathbb{P}^k$ and for every $Y \subset \mathbb{P}^k$ with $f(Y) \subset Y$, we have that for $j \geq 0$,

$$\text{dist} (f^{-j}(X), Y) \geq A_1^{-j} \text{dist} (X, Y).$$

We recall a corollary with our choice of $E$ and $\delta$.

Corollary 7.4 (See Corollary 4.4 in [DS10a]). There are $N_3 \in \mathbb{N}$ and a constant $c_3 \geq 1$ such that for a constant $0 < t < 1$ and for $x, y \in \mathbb{P}^k$ with $\text{dist} (x, E), \text{dist} (y, E) > t$, we can write

$$f^{-1}(x) = \{x_1, \ldots, x_{d^k}\} \quad \text{and} \quad f^{-1}(y) = \{y_1, \ldots, y_{d^k}\}$$

with $\text{dist} (x_1, y_1) \leq c_3 t^{-N_3} \text{dist} (x, y)^{1/\delta}$.

Let $\epsilon_S > 0$ be such that the superpotential $U_S$ of $S$ of mean 0 is bounded in the neighborhood $E_{\epsilon_S}$ of $E$. Let $\epsilon_n := d^{-A_0n}$ for sufficiently large $A_0 > 0$ so that $A_E(3d^{-A_0n^2})^{1/\delta} < \epsilon_S A_1^2$ holds for every $n \geq 1$ where $A_E$ and $D$ are the constants $A_E$ and $D_E$ in Lemma 5.2 for our $E$, and $A_1$ and $\epsilon_S$ as above. For each $n \geq 1$ and $i$ with $0 \leq i \leq n$, we define three sequences $\{s_{n,i}\}, \{\epsilon_{n,i}\}$ and $\{t_{n,i}\}$ by

$$s_{n,i} := \epsilon_{ni}^2, \quad \epsilon_{n,i} := \epsilon_n C(2 + N_3)(40k^2\delta)^{8k} \quad \text{and} \quad t_{n,i} := \epsilon_{n,i}^{1/(20k)} ,$$

where $N_3$ is the constant in Corollary 7.3 and $C > 1$ is the constant $C_{V, \delta}$ in Proposition 6.1 with $\Psi_1, E \cap V$ and our $\delta$. Notice that for sufficiently large $n$, $s_{n,i} \gg t_{n,i}$. For notational convenience, $V$ denotes the hypersurface $\Psi_1$ of the critical values of $f$ in the rest of the proof.

Now, we define the three sets for each $n$ and $i$ as follows:

$$W_{n,i} := E_{s_{n,i}}, \quad W_{n,i} := V_{s_{n,i}} \setminus W_{n,i}'' \quad \text{and} \quad W_{n,i}''' := \mathbb{P}^k \setminus (W_{n,i} \cup W_{n,i}'').$$

Roughly speaking,

- on $W_{n,i}$, $f$ and $V$ have low multiplicities but $L^{n-i}(S)$ can be singular,
- on $W_{n,i}'$, $\Lambda(R')$ is smooth for smooth $R' \in C_{k-p+1}$ and
- on $W_{n,i}'''$, $f$ or $V$ can have high multiplicities but the super-potential of $L^{n-1}(S)$ of mean 0 is bounded.
Let $R \in C_{k-p+1}$ be smooth and $\{R_n,i\}$ a sequence in $C_{k-p+1}$ defined by $R_{n,0} := R$ and $R_{n,i} := (\Lambda(R_{n,i-1}))_{\epsilon_n,i}$, i.e., the $\epsilon_n,i$-regularization of $\Lambda(R_{n,i-1})$.

We denote by $U_j$ and $V_j$ the Green quasi-potential and the dynamical Green quasi-potential of $L^j(S)$, respectively, for $j = 0, 1, 2, \ldots$. Then, by Lemma 5.4.6 and Lemma 5.4.9 in [DS09], we have

$$\sum_{i=0}^{\infty} (V_{n-1,i} - V_{n,i})p_1$$

and therefore, it suffices to estimate lower bounds of $d^{-i}(V_{n-1,i} - V_{n,i})p_1$ for $i = 1, \ldots, n$ and $d^{-n}V_S(R_{n,n})$ for the proof of the proposition.

In general, $V_{n-1,i}$ is neither positive nor negative. Theorem 4.8 implies that there exists a universal $c > 0$ such that $V_{n-1,i} := V_{n-1,i} - c_1 \omega_{\theta} - c_2 \omega_{\theta}^{-1} = U_{n-1,i} - c_1 \omega_{\theta} - c_2 \omega_{\theta}^{-1}$ is negative in the sense of currents where $\{\epsilon_n,i\}$ is a bounded sequence. Note that $d^{c-\epsilon_{n-1}}(\Lambda(R_{n,i-1}), R_{n,i}) \gtrsim \epsilon_n,i$ and $U_{\theta}$ is H"older continuous with respect to $d^{c-\epsilon_{n-1}}(\Lambda(R_{n,i-1}), R_{n,i})$. Since a super-potential is continuous with respect to the $\theta$-regularization of a current, in order to prove the proposition, it is enough to estimate the following from below and to show that the estimates are uniform with respect to $\theta$ with sufficiently small $|\theta| > 0$:

$$d^{-i}(V_{n-1,i} - V_{n,i})W_{n,i},$$

$$d^{-i}(V_{n-1,i} - V_{n,i})W_{n,i},$$

$$d^{-i}(V_{n-1,i} - V_{n,i})W_{n,i},$$

$$d^{-n}V_S(R_{n,n}).$$

where $V_{n-1,i} = U_{(L^{n-1}(S))_{\theta}} - c_1 \omega_{\theta} - c_2 \omega_{\theta}^{-1}, U_{(L^{n-1}(S))_{\theta}}$ is the Green quasi-potential of $(L^{n-1}(S))_{\theta}$ and the subscript $\theta$ means the $\theta$-regularization of a current. The mean of $U_{(L^{n-1}(S))_{\theta}}$ converges to the mean of $U_{n-1,i}$ as $\theta$ converges to 0. For the proof of the proposition, we directly use Lemma 7.13, Lemma 8.2, and Lemma 10.2 in [Abh01] to (1), (2) and (4), respectively. For all sufficiently large $n$, we have

$$d^{-i}(V_{n-1,i} - V_{n,i})W_{n,i},$$

and (4) $\gtrsim nd^{-n} \log \epsilon_n$. So, we only estimate (3).

Let $C_S, C_{\theta} > 0$ be two constants such that $U_S$ is bounded near $E$ with the constant $C_S$ as in Definition 4.9 and $|U_{\theta}| < C_T$ over $C_{k-p+1}$.

**Lemma 7.5.** For all sufficiently large $n$,

$$d^{-i}(V_{n-1,i} - V_{n,i})W_{n,i} \gtrsim -d^{-n/8}(C_S + C_{\theta})$$

is true for all $\theta$ with sufficiently small $|\theta|$.

The proof consists of a series of lemmas. We can write

$$d^{-i}(V_{n-1,i} - V_{n,i})W_{n,i} = d^{-i}(V_{n-1,i} - V_{n,i})W_{n,i} + d^{-i}(V_{n-1,i} - V_{n,i})W_{n,i}.$$
We first consider $d^{-i}(U_{(L_n^{-i}(S))_0} - R_{n,i})_{W_{n,i}^\prime \setminus V}$. Let $c_{\text{Aut}} > 0$ be a constant such that for all sufficiently small $\epsilon_\theta > 0$ and for all $\zeta$ with $\|\zeta\|_A < 1$, we have $\text{dist}(\tau_{\epsilon_\theta}(x), x) < c_{\text{Aut}} \epsilon_\theta$ for every $x \in \mathbb{P}^k$. Define a neighborhood of $E$ by

$$W_{n,i,1}^\prime := E_{n,i} - c_{\text{Aut}} \epsilon_\theta.$$

For notational simplicity, we write $U_{n,i,\theta}$ for $U_{(L_n^{-i}(S))_0}$, and $R$ for $\Lambda(R_{n,i-1})$. We will recall this notation if necessary. Then, since $U_{n,i,\theta}$ is smooth, we have

$$d^{-i}(U_{n,i,\theta}, R - R_{\epsilon_\theta})_{W_{n,i}^\prime \setminus V} = d^{-i}(U_{n,i,\theta}, R - R_{\epsilon_\theta})_{W_{n,i}^\prime}$$

(7.2)

$$= d^{-i} \int_{\|\zeta\|_A < 1} \left( \int_{W_{n,i,1}^\prime} (U_{n,i,\theta} - (\tau_{\epsilon_\theta})_\theta(U_{n,i,\theta})) \wedge R \right) d\rho(\zeta)$$

(7.3)

$$+ d^{-i} \int_{W_{n,i}^\prime \setminus W_{n,i,1}^\prime} U_{n,i,\theta} \wedge R$$

(7.4)

$$- d^{-i} \int_{\|\zeta\|_A < 1} \tau_{\epsilon_\theta}((U_{n,i,\theta} \wedge R) d\rho(\zeta).$$

We estimate (7.2). Let $\alpha$ denote the Hölder exponent of a quasi-potential of the Green current $T$ associated with $f$.

**Lemma 7.6.** For sufficiently large $n$,

$$d^{-i}(U_{n,i,\theta}, R - R_{\epsilon_\theta})_{W_{n,i}^\prime \setminus V} \succeq -d^{-n/8}(C + 2CT_\varphi).$$

is true for all $\theta$ with sufficiently small $|\theta|$.

**Proof.** Let $W := E_{2n,i}$. We take $\theta$ so that $c_{\text{Aut}} |\theta| < d^{-A_\alpha n^2}$.

$$d^{-i} \int_{W_{n,i,1}^\prime} (U_{n,i,\theta} - (\tau_{\epsilon_\theta})_\theta(U_{n,i,\theta})) \wedge R$$

(7.5)

$$= d^{-i} \int_{z \in W_{n,i,1}^\prime} \int_{w \in W \setminus \{z\}} (L^{n-i}(S))_\theta(w) \wedge [K(w, z) - K(w, (\tau_{\epsilon_\theta})_\theta^{-1}(z))] \wedge R(z)$$

(7.6)

$$+ d^{-i} \int_{z \in W_{n,i,1}^\prime} \int_{\mathbb{P}^k \setminus W} (L^{n-i}(S))_\theta(w) \wedge [K(w, z) - K(w, (\tau_{\epsilon_\theta})_\theta^{-1}(z))] \wedge R(z).$$

We first compute the integral (7.6). By the negativity, (7.5) is bounded by

$$d^{-i} \int_{z \in W_{n,i,1}^\prime} \left( \int_{w \in W \setminus \{z\}} (L^{n-i}(S))_\theta(w) \wedge K(w, z) \right) \wedge R(z).$$

We estimate this integral. Take $M_n = d^{-i}/8$. As in Proposition 2.3.6 in [DS09], we define $\eta_n := \min\{0, M_n + \eta\}$ and $K_n := -M_n \Theta$ and $K_n' := \eta_n \Theta$ where $\eta$ is the function in Proposition 4.3. Then, $\|\eta_n\|_{\text{DSH}}$ is bounded independently of $n$, $K_n + K_n' \leq K$ in the sense of currents. Define

$$U_n(z) := \int_{w \neq z} K_n(w, z) \wedge R(w)$$

and

$$U'_n(z) := \int_{w \neq z} K_n'(w, z) \wedge R(w).$$

Note that $U_n$ is negative closed of mass $\simeq M_n$ and that $U_n + U'_n \leq U_R$ in the sense of currents where $U_R$ is the Green quasi-potential of $R$. 

We take \( \chi_{n,i}(z) := \chi_{E,2s_n,i}(z) \) for each \( n \) and \( i \) where the function \( \chi_{E,2s_n,i}(z) \) is from Lemma 6.2. Note that \( \|\chi_{n,i}\|_{\text{DSH}} \) is bounded independently of \( n \) and \( i \), and that \( \text{supp}\chi_{n,i} \subset E_{A_E(2s_n,i)/D} \). Then, \( \chi_{n,i}U_n \) is a negative DSH current and \( \|\chi_{n,i}U_n\|_{\text{DSH}} \lesssim M_n \). For simplicity, denote by \( \varphi = \chi_{n,i}U_n \). Recall \( \|\dd c\varphi\|_{\var{\text{var}}} := \inf\{\|R_+\| : \dd c\varphi = R_+ - R_-; R_\pm \text{ are positive closed}\}. \) We have

\[
\|\langle (L^{\pm i}(S))_\theta - (T^p)_\theta, \varphi \rangle \| = d^{-(n-i)}\|\langle S - T^p, \Lambda^{n-i}(\varphi) \rangle \|
\]

\[
= d^{-(n-i)}\|\langle U_S - U_{T^p}, \dd c\Lambda^{n-i}(\varphi) \rangle \|
\]

where \( U_S \) and \( U_{T^p} \) are the Green quasi-potentials of \( S \) and \( T^p \), respectively.

Let \( R_\pm \) be positive closed currents of the same mass such that \( \dd c\varphi = R_+ - R_- \) and \( \|\dd c\varphi\|_{\var{\text{var}}} = \|R_+\| \). Then, due to the commutativity between \( \dd c \) and pull-backs and push-forwards, \( \dd c\Lambda^{n-i}(\varphi) = \Lambda^{n-i}((R_+)_\theta) - \Lambda^{n-i}((R_-)_\theta) \), where \( \Lambda^{n-i}((R_\pm)_\theta) \) are positive closed and of the same mass as \( \|R_\pm\| \). Due to Lemma 7.2 and our choice of \( \chi_{n,i}(z) \) and \( \theta \), \( \text{supp}\dd c\Lambda^{n-i}(\varphi) \subset E_{\var{\text{cS}}} \) and \( U_S \) is bounded over \( E_{\var{\text{cS}}} \). We have

\[
d^{-(n-i)}\|\langle U_S - U_{T^p}, \dd c\Lambda^{n-i}(\varphi) \rangle \|
\]

\[
= d^{-(n-i)}\|\langle U_S - U_{T^p}, \Lambda^{n-i}((R_+)_\theta) - \Lambda^{n-i}((R_-)_\theta) \rangle \|
\]

\[
= d^{-(n-i)}\|\langle U_S, \Lambda^{n-i}((R_+)_\theta) - \Lambda^{n-i}((R_-)_\theta) \rangle \| + d^{-(n-i)}\|\langle U_{T^p}, \Lambda^{n-i}((R_+)_\theta) \rangle \|
\]

\[
\leq d^{-(n-i)}(C_S + 2C_{T^p})\|\Lambda^{n-i}((R_+)_\theta)\| = d^{-(n-i)}(C_S + 2C_{T^p})\|R_+\|
\]

(7.7) \[
\leq d^{-(n-i)}(C_S + 2C_{T^p})\|\varphi\|_{\var{\text{DSH}}} \lesssim d^{-(n-i)}(C_S + 2C_{T^p})M_n.
\]

When we are applying our definition of boundedness in the above, we use the standard regularization of currents.

We use the Hölder continuity of the quasi-potential of \( T \) to estimate

\[
\|\langle (T^p)_\theta, \chi_{n,i}U_n \rangle \| = \left| \int (T^p)_\theta \wedge \left( \chi_{n,i} \int K_n \wedge R \right) \right|.
\]

Here, \( (T^p)_\theta \) is smooth. It is not difficult to see that the sequence \( \chi_{n,i}(\int K_n \wedge R_{\theta'}) \) converges \( \chi_{n,i}(\int K_n \wedge R) \) as \( \theta' \to 0 \) in \( \text{DSH}^{k-p} \) where \( R_{\theta'} \) is the \( \theta' \)-regularization of \( R \). Hence, by regularizing \( R \), we may assume that \( R \) is smooth. We have

\[
\int (\tau_{\theta'})^*(T^p) \wedge \left( \chi_{n,i} \int K_n \wedge R \right) \leq \int_{E_{A_E(2s_n,i)/D}} \text{U}_n \wedge (\tau_{\theta'})^*(T^p)
\]

\[
\lesssim M_n(s_{n,i}^{1/D}(-\alpha/(D10k^2))^{k} = M_n\left(\frac{\xi_n^{k}/(D^{k+1}(10k^2))^k}{\alpha} \right)^{ni}
\]

\[
= d^{7n/8}(d^{-\alpha_0\alpha k/(D^{k+1}(10k^2))^k})^{ni}
\]

(7.8) \[
\lesssim d^{(7/8)n - [\alpha_0\alpha k/(D^{k+1}(10k^2))])n^2}.
\]

This estimate is obtained exactly in the same way as in Lemma 2.3.7 and Lemma 2.3.8 in [DS09] with our cut-off functions in Lemma 6.2 and with \( M \) replaced by \( M_n \). So, we omit these computations. Notice that this estimate is uniform with respect to \( \theta \) if \( |\theta| \) is sufficiently small.
From (7.7) and (7.8) in the above, for sufficiently large \( n \) and for \( \theta \) with sufficiently small \( \| \theta \|_\infty \),
\[
(7.9) \quad d^{-i}[(L^{n-i}(S))_\theta, \chi_n, U_n] \lesssim d^{-n}M_n(C + 2C_{Tr}) \lesssim d^{-n/8}(C_S + 2C_{Tr}).
\]

Now, we estimate \( \langle f(L^{n-i}(S))_\theta \wedge K'_n, R \rangle \). Assume sufficiently large \( n \) so that over the support of \( \eta_n \) (or equivalently over the support of \( K'_n \)), we can use the estimate of the singularities of \( K \) in Proposition 4.3. The point of this estimate is that \( d \) is very large compared to \( \delta \). Recall that \( R = \Lambda(R_{n,i-1}) \). Then, \( \Lambda(R_{n,i-1}) \lesssim ||R_{n,i-1}||_\infty (f_\omega)^{p-1} \) in the sense of currents. Hence, due to the Hölder continuity of the quasi-potential of \( f_\omega \), we have
\[
\left| \int \left( \int (L^{n-i}(S))_\theta \wedge K'_n \right) \wedge (f_\omega)^{p-1} \right| \lesssim \exp(-(10k^2)d^{-k^2}M_n/2).
\]
This estimate can be carried out in the exactly same way as in Lemma 2.3.9 and Lemma 2.3.10 in [DS09]. So, we skip the details.

Since \( (40k^2\delta)^{7kn} < d^{7n/8} \) from our choice of \( \delta \) and \( ||R_{n,i-1}||_\infty \lesssim \epsilon_n^{-5k^2} = \exp(5k^2n^2C(2 + N_3)(40k^2\delta)^{6kn}) \), we have
\[
\left| \int \left( \int (L^{n-i}(S))_\theta \wedge K'_n \right) \wedge (f_\omega)^{p-1} \right| \lesssim \exp(-(10k^2)d^{-k^2}(40k^2\delta)^{7kn} - 5(\log d)k^2n^2C(2 + N_3)(40k^2\delta)^{6kn})
\]
\[
\lesssim \exp(-n(40k^2\delta)^{6kn})
\]
for \( \theta \) with sufficiently small \( \| \theta \|_\infty \) and for sufficiently large \( n \).

We use the negativity of the integrand and the arguments in Lemma 4.6 to estimate (7.5) from (7.9) and (7.10):
\[
(7.5) \quad \lesssim d^{-i} \int_{z \in W_{n,i-1}'} \left( \int_{w \in W \setminus \{z\}} (L^{n-i}(S))_\theta(w) \wedge K(w, z) \right) \wedge R(z)
\]
\[
\lesssim d^{-i} \int_{w \in W} (L^{n-i}(S))_\theta(w) \wedge \left( \int_{z \neq w} K(w, z) \wedge R(z) \right) \lesssim d^{-n/8}(C_S + 2C_{Tr})
\]
for sufficiently large \( n \) and for \( \theta \) with sufficiently small \( \| \theta \|_\infty \).

We estimate (7.6). Since \( \epsilon_n \ll s_n, n \) for sufficiently large \( n \), if dist \((w, z) > s_n, n \), then dist \((w, (\tau_{n,i})^{-1}(z)) > s_n, n/2 \). Let \( D_{s_n, n/2}^c := (P^k \times P^k) \setminus D_{s_n, n/2} \). On \( D_{s_n, n/2} \), \( K(\cdot, \cdot) \) is smooth and Proposition 4.3 implies that for \( (w, z) \) with dist \((w, z) > s_n, n \),
\[
||K(w, z) - K(w, (\tau_{n,i})^{-1}(z))||_\infty , D_{s_n, n/2}^c \lesssim ||\nabla K||_\infty , D_{s_n, n/2}^c \epsilon_n \approx s_n^{1-2k} \epsilon_n.
\]
So, we obtain that (7.6) \( \gtrsim -s_n^{1-2k} \epsilon_n \). Note that \( s_n \gg \epsilon_n \) for sufficiently large \( n \). Hence, from the estimates of (7.5) and (7.6), our lemma is proved.

Since the computations in (7.3) applies to (7.4) exactly in the same way, we only estimate (7.3).

**Lemma 7.7.** For all sufficiently large \( n \),
\[
(7.3) \quad \lesssim -s_n^{1-2k} \epsilon_n.
\]
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for all $\theta$ with sufficiently small $|\theta|$ and for all sufficiently large $n$. This completes the proof of Lemma 7.7.

So, it remains to estimate (7.13) and it will be completed in the next lemma.

The integral (7.13) can be computed as follows.

**Lemma 7.8.** For all sufficiently large $n$,

$$
\int_{z \in [W''_n \setminus (W''_{n,i+1} \cup \{w\}) \cap B_w(\epsilon_{n,i}^1/N)} -(\log \text{dist} (w, z)) \text{dist} (w, z)^2 - 2k \omega^k(z) \lesssim \epsilon_{n,i}^{1/2}.
$$

The basic idea is to follow the strategy in Lemma 2.3.7 in [DS09]. The difficulty in our case is that the set $\partial E_i$ for $s_{n,i} - c_{\text{Aut}} \epsilon_{n,i} < t < s_{n,i}$ may not have a good structure. Instead, we will use the conditions that $\epsilon_{n,i} \ll s_{n,i}$ and that $\epsilon_{n,i}$ shrinks exponentially faster than $s_{n,i}$ as $n \to \infty$.

**Proof.** Without loss of generality, we may assume that $w \in W''_{n,i} \setminus W''_{n,i+1}$. Indeed, other cases can be easily shown to be bounded by this case. Let $t := \text{dist} (w, E)$. The set $E' := E_{s_{n,i},s_{n,i}}$ is compact and the collection $\cup_{t \in E} B_t(t)$ of open balls forms a covering of $E'$. Hence, we can find a finite subcover $G_w := \cup_{t \in E} B_t(t)$ of $E'$ from $\cup_{t \in E} B_t(t)$. Observe that $\text{dist} (w, \partial G_w) < \epsilon_{n,i}^2$, $\partial G_w$ consists of a finite union of smooth real hypersurfaces and its singular points are nowhere dense in $\partial G_w$.

Let $\zeta \in \partial G_w$ be such that $\text{dist} (\zeta, w) < \epsilon_{n,i}^2$. Let $r < 2\epsilon_{n,i}^{1/N}$ be a constant. Notice that $r \ll s_{n,i}$. We estimate the surface area of the smooth part of the piece $P_r := B_r(\zeta) \cap \partial G_w$ of the real surface $\partial G_w$. Notice that at every point $b \in \partial G_w$, we can find a ball $B$ of radius $s_{n,i}/3$ which is $\gg r$ such that $b \in \partial B$ and $B \subset G_w$. In particular, if $b$ is a smooth point of $\partial G_w$, $B$ should be tangent to $\partial G_w$ at $b$.

For each smooth point $p$ of $P_r$, we attach an inward normal half ray which is uniquely determined due to the real codimension being 1 and define $h(p)$ to be the intersection point of this half ray and the sphere $\partial B_r(\zeta)$. Two different half rays can meet only outside a ball of radius $s_{n,i}/3$. Indeed, if there exists another smooth point $q \in P_r \setminus \{p\}$ such that $h(q) = h(p)$. Then, either the ball of radius $s_{n,i}/3$ tangent at $p$ or $q$ must contain the other point by the triangle inequality, which is a contradiction. Hence, the map $h$ from the regular points of $P_r$ to $\partial B_r(\zeta)$ is injective. It is not difficult to see that $h$ is smooth on the regular points of $P_r$. Since $r \ll s_{n,i}$ and $\epsilon_{n,i}$ shrinks exponentially faster than $s_{n,i}$ as $n \to \infty$, it is not difficult to see that the surface area of the regular points of $P_r$ is bounded by 2-the surface area of the sphere $\partial B_r(\zeta)$, which is a fixed constant multiple of $r^{2k-1}$. (Here, for the surface area, for example, we take a finite atlas of $\mathbb{R}^k$ and use the Euclidean metric in each coordinate chart.)

We cover $P := P_{2\epsilon_{n,i}}$ for our $\zeta$ with balls of radius $2\epsilon_{n,i}$ as follows. Let $A$ be a maximal subset of $P$ such that the distance between two points in $A$ is $\geq \epsilon_{n,i}$. Then, the balls of radius $2\epsilon_{n,i}$ with centers at points in the set $A$ cover $P$ and the ones of radius $3c_A \epsilon_{n,i}$ cover $[W''_n \setminus W''_{n,i+1}] \cap B_r(2\epsilon_{n,i}^{1/N})$ where $c_A := \max \{1, c_{\text{Aut}}\}$.

For the remaining, we just apply the same computations as in Lemma 2.3.7 in [DS09] and then we obtain the desired estimate. \hfill $\Box$

**Proof of Lemma 7.5** For the part $d^{-i} \langle c_{n-i} \omega^p, \Lambda (R_{n,i-1}) - R_{n,i} \rangle W''_{n,i+1}$, we use similar arguments to Lemma 7.6 and Lemma 7.7 but they become much simpler. So,
we omit the details. Together with the discussion in the above, Lemma 7.6 and Lemma 7.7 verify the lemma.

Now, we complete the proof of Proposition 7.2. Recall the discussion in the beginning of the proof. Lemma 7.13, Lemma 8.2, Lemma 10.2 in [Ahn16] and Lemma 7.7 verify the lemma. Together with the discussion in the above, Lemma 7.6 and Lemma 8.1 imply

\[ d^{-n} \gtrsim (7.1) \gtrsim -nd^{-n/8}(C + C_T) + nd^{-n/4} \log \varepsilon_n \]

for all sufficiently large \( n \). This completes the proof. \( \square \)

8. Regular polynomial automorphisms of \( \mathbb{C}^k \)

Let \( f \) be a polynomial automorphism of \( \mathbb{C}^k \) of algebraic degree \( d_+ \geq 2 \) with its inverse \( f^{-1} \) of algebraic degree \( d_- \). We replace \( f \) and \( f^{-1} \) by their natural extensions to birational maps on \( \mathbb{P}^k \). Let \( I_\pm \) denote the indeterminancy sets for \( f^{\pm 1} \), respectively, and \( L_\infty \) the hyperplane at infinity. We say that \( f \) is regular (in the sense of [Sib99]) if \( I_+ \cap I_- = \emptyset \). The indeterminancy sets \( I_\pm \) are irreducible, \( I_+ \subset L_\infty \) and there is an integer \( p > 0 \) such that

\[ \dim I_+ = k - p - 1 \quad \text{and} \quad \dim I_- = p - 1. \]

We define

\[ K_\pm := \{ z \in \mathbb{C}^k : \{ f^{\pm n}(z) \}_{n \geq 0} \text{ is bounded} \}. \]

Below are some well-known properties.

**Proposition 8.1.** Assume \( f \) and \( f^{-1} \) are as above.

1. \( f(L_\infty \setminus I_+) = f(I_-) = I_- \) and \( f^{-1}(L_\infty \setminus I_-) = f^{-1}(I_+) = I_+ \);
2. \( d_+^p = d_-^{-p} \);
3. \( \overline{T_\pm} = K_\pm \cup I_\pm \) in \( \mathbb{P}^k \);
4. \( I_\pm \) is attracting for \( f^{\pm} \) and \( \mathbb{P}^k \setminus \overline{T_\pm} \) is its attracting basin;
5. The positive closed \((1,1)\)-currents \( d_\pm^{-n}(f^{\pm n})^*(\omega) \) converge to the Green \((1,1)\)-currents \( T_\pm \) associated with \( f_\pm \). The quasi-potentials of \( T_\pm \) are Hölder continuous outside \( I_\pm \);
6. \( f^*(T_+) = d_+ T_+ \) and \( f_*(T_-) = d_- T_- \).

Let \( 1 \leq s \leq p \). For notational convenience, we denote \( L_s := d_+^{-s} f^s \) and \( \Lambda_s := d_+^{-s+1} f_s \). Let \( S \in \mathcal{C}_s \) be such that its super-potential \( U_S \) of mean 0 is bounded near \( L_- \). Formally, write \( S_0 := S \) and \( S_n := L^n_+(S) \) and they are actually well-defined as below. For the definitions in this case, see [DS09]. The proofs are all straightforward.

**Proposition 8.2.** Assume that \( f \) is as above.

1. If \( R \in \mathcal{C}_{k+s+1} \) is smooth near \( I_+ \), then \( f_* R \) is well-defined.
2. Every \( S_n \) is well-defined and belongs to \( \mathcal{C}_s \).
3. For every \( n \geq 0 \), \( f^* S_n \) is well-defined.

Now, we prove the second main theorem of the paper. For simplicity, we assume that all the super-potentials be of mean 0 in the rest of the paper.
Proof of Theorem 3.3. Let $W_f \subset \mathbb{P}^k \setminus \overline{K_+}$ denote a neighborhood of $I_-$ satisfying Definition 4.9 with the constant $c_S > 0$. Let $R := R_+ - R_- \subset \mathbb{P}^k \setminus \overline{K_+}$ be a smooth closed current of bidegree $(k - p + 1, k - p + 1)$ such that $R_\pm$ are smooth positive closed and of the same mass, and $\text{supp} \ R \subset \mathbb{P}^k \setminus \overline{K_+}$. Note that $\Lambda^p_+(R_\pm)$’s are all smooth outside $I_-$ for any $i \in \mathbb{N}$. Then, Proposition 5.1.8 in [DS09] implies

$$|\Gamma_{U_p}(S)(R) - \Gamma_{U_+}(R)| = \kappa^{-n}|\Gamma_{U_p}(\Lambda^p_+(R))| + \kappa^{-n}|\Gamma_{U_+}(\Lambda^p_+(R))|.$$ 

We have $\|\Lambda^p_+(R_\pm)\| = \|R_\pm\|$ for all $n$. Due to (4) of Proposition 8.1, since $U_\pm$ is bounded in $W_f$, for all sufficiently large $n$, we have

$$d^{-n}|\Gamma_{U_p}(\Lambda^p_+(R))| \leq d^{-n}c_S\|R_+\|.$$ 

We estimate the second term. Note that $T^{±}_p$ is not PC any more here. We have

$$\Upsilon_{U_p}(\Lambda^p_+(R)) = \int_{x \in \mathbb{P}^k} \int_{w \in \mathbb{P}^k \setminus \{z\}} T^{±}_p(w) \wedge K(w, z) \wedge \Lambda^p_+(R)(z).$$ 

Due to $\text{supp} \ T^{±}_p \subset \overline{K_+}$, $\text{supp} \ R \subset \mathbb{P}^k \setminus \overline{K_+}$, and (4) of Proposition 8.1, we see that $\Upsilon_{U_+}(\Lambda^p_+(R))$ is bounded independently of $n$. Hence, we have

$$(8.1) \quad |\Upsilon_{U_p}(S)(R) - \Upsilon_{U_+}(R)| \lesssim d^{-n}(1 + \|R_+\|).$$ 

Let $\varphi$ be a test smooth $(k - p, k - p)$-form with $\text{supp} \ \varphi \subset \mathbb{P}^k \setminus \overline{K_+}$. Then, we have

$$|(L^p_+(S) - T^±_p, \varphi)| = |\langle dd^c(U_{L^p_+(S)} - U_{T^±_p}), \varphi \rangle| = |\langle (U_{L^p_+(S)} - U_{T^±_p}), dd^c \varphi \rangle|.$$ 

Since $\text{supp} \ \varphi \subset \mathbb{P}^k \setminus \overline{K_+}$, implies that $|\langle L^p_+(S) - T^±_p, \varphi \rangle|$ converges to 0. Hence, we see that for any limit point $S'$ of $\{L^p_+(S)\}$ in $C_p$, $(S', \varphi) = 0$ and Theorem 5.5.4 in [DS09] implies the desired equidistribution.

Next, we prove Theorem 3.4. Notice that it is not clear whether $U_S(T^{k-s+1}_+)$ is finite. So, we cannot directly apply the proof of Theorem 3.2. The following is from direct computations.

**Proposition 8.3.** We have $\Lambda_+(R_\infty) = R_\infty$.

Similarly to Section 7, we define

$$\mathcal{V}_S := U_S - U_{T^+_+} - c_S \text{ and } \mathcal{V}_S := U_S - U_{T^+_+} - (m_S - m_{T^+_+} + c_S)\omega^{k-1}$$

where $U_S$ and $U_\pm$ (resp., $U_{T^+_+}$ and $U_{T^+_+}$) are the super-potential of mean 0 and the Green quasi-potential of $S$ (resp., $T^+_+), m_S$ (resp., $m_{T^+_+}$) is the mean of $U_S$ (resp., $U_{T^+_+}$) and $c_S := U_S(R_\infty) - U_{T^+_+}(R_\infty)$. Notice that $U_S(R_\infty)$ and $U_{T^+_+}(R_\infty)$ are finite.

**Lemma 8.4** (Lemma 5.5.5 in [DS09]). Let $W \subset \mathbb{P}^k \setminus I_+$ be an open set. Then,

1. $\mathcal{V}_S(R_\infty) = 0$,
2. $\mathcal{V}_S(R) = \langle \mathcal{V}_S, R \rangle$ for smooth $R$ in $C_{k-s+1}(W)$,
3. $\mathcal{V}_{L^+_+(S)} = \alpha^{1}_+ \mathcal{V}_S \circ \Lambda_+$ on $C_{k-s+1}(W)$ and
4. $U_S - \mathcal{V}_S$ is bounded on $C_{k-s+1}(W)$ by a constant independent of $S$.

Here, $C_{k-s+1}(W) := \{ \Psi \in C_{k-s+1} : \text{supp} \Psi \subset W \}$.

**Proof of Theorem 3.4.** Let $\varphi \in \mathcal{D}^{k-s}(W)$. Then, we have

$$\langle S_n - T^+_+, \varphi \rangle = \langle dd^c \mathcal{V}_{S_n}, \varphi \rangle = \langle \mathcal{V}_{S_n}, dd^c \varphi \rangle.$$ 

By the same argument in Proposition 3.1.9 in [DS09], we can find two smooth positive closed $(k - s + 1, k - s + 1)$-currents $\Phi_\pm$ such that $\Phi_+ - \Phi_- = dd^c \varphi$ and
supp $\Phi_+ \Subset \overset{\sim}{W}$ for some $\overset{\sim}{W} \subset \mathbb{P}^k \setminus I$. We will replace $W$ by $\overset{\sim}{W}$. Then, it suffices to show that $V_{S_n}(R) \to 0$ exponentially fast as $n \to \infty$ where $R$ is a smooth current in $\mathcal{C}_{k-s+1}(W)$. By Theorem 3.1.2 in $[DS09]$, we have

$$V_{S_n}(R) = d_+^{-n}V_S(\Lambda^n_*(R)) = \lim_{\theta \to 0} d_+^{-n}V_{S_\theta}(\Lambda^n_*(R)).$$

As in the proof of Theorem 1.2, it suffices to estimate $d_+^{-n}V_{S_\theta}(\Lambda^n_*(R))$ from below.

For our $R$, we take $\theta \in \mathbb{C}$ with sufficiently small $|\theta| \ll 1$ so that $|U_{S,\theta}(dd^c(\chi U_\theta))| < c+1$ where $U_{S,\theta}$ is the super-potential of $S_\theta$ of mean 0. Fix an open neighborhood $W'$ of $I_-$ such that $f(W') \Subset W'$ and $W' \Subset W_1 \Subset W_2$.

The current $\Lambda^n_*(R)$ is smooth outside $I_-$. Since $\mathbb{P}^k \setminus W'$ contains $\mathbb{R}^k_+$ and is disjoint from $I_-$, we have $f^{-1}(\mathbb{P}^k \setminus W') \subset \mathbb{P}^k \setminus W'$. Let $M > 0$ be an upper bound of $||Df^{-1}||_{pt}$ over $\mathbb{P}^k \setminus W'$. It follows that $||\Lambda^n_*(R)||_{\infty,\mathbb{P}^k \setminus W'} \leq M^{3kn}$. We take $\varepsilon := \max\{d_+, M\}^{-3kn}$. Then, since $S_\theta$ is smooth, we have

$$(U_{S,\theta}, \Lambda^n_*(R))_{\mathbb{P}^k \setminus W'} = (U_{S,\theta}, \Lambda^n_*(R) - (\Lambda^n_*(R))_\varepsilon)_{W'} + (U_{S,\theta}, (\Lambda^n_*(R))_\varepsilon)_{\mathbb{P}^k \setminus W'},$$

where $U_{S,\theta}$ is the Green quasi-potential of $S_\theta$ and $m_{S_\theta}$ is the mean of $U_{S,\theta}$. Note that $m_{S_\theta}$ is bounded independently of $\theta$ due to the remark 2.3.4 in $[DS09]$.

We consider $(U_{S,\theta}, \Lambda^n_*(R))_{W'}$.

$$(U_{S,\theta}, \Lambda^n_*(R))_{W'} = \int_{z \in W'} \int_{w \in W_1} S_\theta(w) \wedge K(z, w) \wedge \Lambda^n_*(R)(z)$$

$$+ \int_{z \in W'} \int_{w \in \mathbb{P}^k \setminus W_1} S_\theta(w) \wedge K(z, w) \wedge \Lambda^n_*(R)(z).$$

Notice that the second integral is bounded independently of $\theta$ and $n$. Let $m_{\Lambda^n_*(R)}$ denote the mass of the Green quasi-potential of $\Lambda^n_*(R)$. By use of the regularization of currents, the first integral can be estimated by

$$\int_{z \in W'} \int_{w \in W_1} S_\theta(w) \wedge K(z, w) \wedge \Lambda^n_*(R)(z) \geq \int_{W_1} S_\theta \wedge U_{\Lambda^n_*(R)}$$

$$\geq \int_{W_1} S_\theta \wedge (\chi U_{\Lambda^n_*(R)}) = \int_{W_1} \omega^s \wedge (\chi U_{\Lambda^n_*(R)}) + \int_{W_1} U_{S_\theta} \wedge dd^c(\chi U_{\Lambda^n_*(R)})$$

$$\geq m_{\Lambda^n_*(R)} - (c+1).$$

Notice that the number $m_{\Lambda^n_*(R)} - (c+1)$ is bounded independently of $\theta$ and $n$.

From Lemma 2.1.8 in $[DS09]$ and the discussion in the above, we have

$$||(U_{S,\theta}, \Lambda^n_*(R) - (\Lambda^n_*(R))_\varepsilon)_{\mathbb{P}^k \setminus W'}| \lesssim \varepsilon M^{3kn} \leq 1.$$

Hence, it is uniformly bounded independently of $\theta$ and $n$.

Since $S_\theta \in \mathcal{C}_s$ and $(\Lambda^n_*(R))_\varepsilon \in \mathcal{C}_{k-s+1}$, Lemma 3.2.10 in $[DS09]$ implies

$$|U_{S,\theta}(\Lambda^n_*(R))_\varepsilon| \lesssim |\log \varepsilon| \approx n.$$

By Theorem 3.1.2 in $[DS09]$, $U_{T_\varepsilon}$ is bounded above over $\mathcal{C}_{k-s+1}(W)$ and the mean of the Green quasi-potential is bounded. Since all the estimates in the above are independent of $\theta \in \mathbb{C}$ with sufficiently small $|\theta| \ll 1$, $V_{S_\theta}(\Lambda^n_*(R)) \gtrsim -n$ where the inequality is independent of $\theta$ and $n$. Hence, we have just proved the exponential convergence over $\mathcal{C}_{k-s+1}(W)$ and in particular, we have $\liminf_{n \to \infty} V_{S_n}(R) \geq 0$. □
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