Distributed Event-Based State Estimation for Networked Systems: An LMI-Approach

Michael Muehlebach, Student-Member, IEEE, Sebastian Trimpe, Member, IEEE

Abstract—In this work, a dynamic system is controlled by multiple sensor-actuator agents, each of them commanding and observing parts of the system’s input and output. The different agents sporadically exchange data with each other via a common bus network according to local event-triggering protocols. From these data, each agent estimates the complete dynamic state of the system and uses its estimate for feedback control. We propose a synthesis procedure for designing the agents’ state estimators and the event triggering thresholds. The resulting distributed and event-based control system is guaranteed to be stable and to satisfy a predefined estimation performance criterion. The approach is applied to the control of a vehicle platoon, where the method’s trade-off between performance and communication, and the scalability in the number of agents is demonstrated.

I. INTRODUCTION

The majority of today’s control systems are implemented on digital hardware with a periodic exchange of data between the various system’s components, e.g. reading sensor values, providing actuation commands, etc. While periodic information exchange simplifies the analysis of the resulting control systems, it is fundamentally limited: system resources such as computation and communication are used at predetermined time instants irrespective of the current state of the system, or the information content of the data to be passed between the components. This is not the case with event-based strategies, where information is exchanged or processed only when certain events indicate that an update would be favorable, for instance, to improve the control or estimation performance. System resources are therefore only used when necessary. As a consequence, event-based communication for control, estimation, and optimization is an active and growing area of research, see e.g. [1]–[6] and references therein.

In this work, we consider event-based communication for a distributed control system, where multiple sensor and actuator agents observe and control a dynamic system and exchange data via a common bus network, as shown in Fig. 1. In previous work [7], [8], an architecture for distributed state estimation with event-based communication between the agents was proposed. Each agent consists of three main components: the controller computes actuation commands based on the information obtained from the state estimator; the event generator (EG) decides whether local measurements are transmitted over the common bus network and shared with all agents; and the state estimator reconstructs the system’s state based on the measurements communicated over the bus network. The event generator compares the current measurement to the prediction of the measurement by the state estimator for making effective transmit decisions. The architecture is distributed due to the fact that transmit decisions, state estimates, and control inputs are computed locally. The common bus is a key element of the proposed architecture as it facilitates information sharing between all components.

In this work, a modified design is proposed, which further reduces network load by avoiding the communication of the control inputs altogether and under favorable circumstances (to be made precise) also the periodic estimator resets. In contrast to [7], [8], which obtain the estimator gains from a centralized Luenberger observer design and the event triggering thresholds by manual tuning, we synthesize observer gains and triggering thresholds specifically for the distributed and event-based estimation problem. A flexible performance objective is derived, such that the state estimator design can be formulated as an optimization problem. The optimization is augmented with linear matrix inequalities (LMIs) imposing closed-loop stability. As a result, both, the state estimator and the event generator, are designed by solving convex optimization problems.

Figure 1. Networked control system considered in this paper. Each agent observes part of the system state $x$ through local sensors $y_i$ and sends commands $u_i$ to its local actuator. Event-triggered communication is indicated by dashed arrows, while periodic communication is shown by solid ones. The periodic estimator resets can be avoided under certain conditions (to be made precise later). The common-bus architecture is motivated by commonly used field-bus systems [8], such as CAN on the Balancing Cube [11], as well as recent wireless systems [10].
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conservative stability condition for the inter-agent error; a relaxation
of the LMI-design that scales linearly instead of exponentially in
the number of agents; new simulation examples; and the unified
presentation of previous stability and performance results.

Related Work: Distributed event-based state estimation designs
based on LMI formulations are also proposed in [15]–[18], whose
relation to this work is discussed next. For a general overview and
references on event-based state estimation, the reader is referred to
the reviews in [5], [19], [20].

While herein filtering performance is considered in terms of an
$H_2$ index (e.g. like in the steady-state Kalman filter), [15] considers
$H_\infty$ performance and proposes an LMI-based sufficiency condi-
tion for filter design. Similarly, [16] proposes a synthesis procedure
 guaranteeing closed-loop stability and dissipativity for a type of event-
based output feedback systems. In [17], the problem of distributed
state estimation in a sensor network described by a directed graph
with communication only between neighbors is considered. As in
[15] and [16], the transmit decision is based on the difference
between the actual measurement and the last measurement, which
was transmitted. In contrast, the transmit decision presented herein
uses model-based predictions of the output and compares it with the
actual measurement, which typically yields more effective triggering
decisions (see [21], [22]).

In [18], local observers combining a Luenberger observer and
consensus-like correction are proposed. An LMI-based design is used
to synthesize the observer gains according to the periodic-update (full
communication) scenario, and, only in a second step, the event-based
mechanism is introduced. While a similar Luenberger-type observer
structure is used herein, the closed-loop stability conditions are not
based on the periodic communication scenario, but respect the event-
based nature of the control system.

Most of the mentioned references treat the state estimation problem
only, while we simultaneously address stability and performance
of the state estimation, and stability of the distributed event-based
control system that results when local estimates are used for feedback
control. The developed results generalize to the pure estimation
problem; it suffices to set the state feedback gain $F$ (to be made
precise below) to zero.

Outline: The distributed event-based estimation and control archi-
tecture is presented in Sec. II and the problem formulation is made
precise in Sec. III. The closed-loop dynamics are derived in Sec. IV
and are then used to obtain conditions guaranteeing closed-loop
stability in Sec. V. The proposed synthesis procedure is introduced
in Sec. VI and illustrated in simulation examples in Sec. VII. The
article concludes with remarks in Sec. VIII.

II. ARCHITECTURE

The following section introduces the distributed event-based con-
trol system, which is analyzed subsequently. The architecture is
similar to [7] and [8].

A. Networked Control System

The following discrete-time linear system is considered
\[
\begin{align*}
x(k) &= Ax(k-1) + Bu(k-1) + v(k-1) \\
y(k) &= Cx(k) + w(k),
\end{align*}
\] (1)

where $k$ denotes the time index, $x(k) \in \mathbb{R}^n$ the state at time $k$,
$u(k) \in \mathbb{R}^n$ the input at time $k$, and $y(k) \in \mathbb{R}^p$ the output at
time $k$. The disturbances $v$ and $w$ are bounded (but not necessarily
deterministic), $(A, B)$ is assumed to be stabilizable, and $(A, C)$ is
assumed to be detectable.

The inputs and outputs of the system are measured by independent
sensor-actuator agents. Therefore the input $u$ and output $y$ is split up
according to
\[
B u(k-1) = \begin{bmatrix} B_1 & B_2 & \ldots & B_N \end{bmatrix} \begin{bmatrix} u_1(k-1) \\
\vdots \\
u_N(k-1) \end{bmatrix}
\] (2)

\[
y(k) = \begin{bmatrix} y_1(k) \\
\vdots \\
y_N(k) \end{bmatrix} = \begin{bmatrix} C_1 \\
\vdots \\
C_N \end{bmatrix} x(k) + \begin{bmatrix} w_1(k) \\
\vdots \\
w_N(k) \end{bmatrix},
\] (3)

where $u_i(k) \in \mathbb{R}^q$ is agent $i$’s input and $y_i(k) \in \mathbb{R}^r$ its
measurement. The agents can be heterogeneous, thus the dimensions
$q_i$ and $p_i$ may differ, including the cases $q_i = 0$ and $p_i = 0$. It is not
assumed that the system is detectable or stabilizable by a single agent,
(i.e. $(A, B_i)$ is not necessarily stabilizable and $(A, C_i)$ not necessarily
detectable.

The agents can exchange sensor data $y_i(k)$ with each other over
a broadcast network; that is, if one agent communicates, all other
agents will receive the data. The communication is assumed to be
instantaneous and the agents are synchronized in time. The event-
based mechanism determining when sensor data is exchanged will
be made precise in the next subsection. It is assumed that the
network bandwidth is sufficient to support such communication, and
contention among the agents is resolved by low-level protocols. In
the Controller Area Network (CAN) on the Balancing Cube [11],
for example, contention is resolved through fixed priorities, and the
network bandwidth is sufficient to support communication of several
agents in one time step. In contrast to [7], [8] the agents do not share
input data $u_i(k)$ among each other.

We assume that a static state-feedback controller $u(k) = Fx(k)$ is
given, rendering $A + BF$ asymptotically stable (all eigenvalues
lie strictly within the unit circle). The existence of such a feedback
 gain is guaranteed since $(A, B)$ is stabilizable. The controller can be
designed using standard methods, see e.g. [23].

B. Distributed Event-Based State Estimation

Each agent implements an event generator that makes the transmit
decision for the local measurement, and a state estimator that
computes a local state estimate.

1) Event Generator: The event generator triggers the commu-
nication of a local measurement $y_i(k)$ of agent $i$ to all other agents.
The transmit decision is made according to
\[
\text{transmit } y_i(k) \Leftrightarrow |\Delta_i^{-1} (y_i(k) - C_i \hat{x}_i(k|k-1))| \geq 1,
\] (4)

where $\Delta_i \in \mathbb{R}^{p_i \times p_i}$ is symmetric and positive definite, $\hat{x}_i(k|k-1)$ is agent $i$’s prediction of the state $x(k)$ based on measurements
until time $k-1$ (to be made precise below), $C_i \hat{x}_i(k|k-1)$ is agent
$i$’s prediction of its measurement $y_i(k)$, and the Euclidean norm is
denoted by $| \cdot |$. The communication thresholds $\Delta_i$ will enter the
design process as decision variables.

The underlying idea of the trigger [4] is that a communication
should happen whenever the predicted output does not match the
actual measurement $y_i(k)$. Such triggers have been considered under
the terms measurement-based trigger, innovation-based trigger, or
predictive sampling in [21], [22], [24], [25], for example.

To simplify notation, the index set of all agents transmitting their
measurements at time $k$ is denoted by
\[
I(k) := \{i \in N | 1 \leq i \leq N, |\Delta_i^{-1} (y_i(k) - C_i \hat{x}_i(k|k-1))| \geq 1 \},
\] (5)

where $N$ denotes the set of natural numbers.
2) State Estimator: Each agent estimates the full state $x$. Let $\hat{x}_i(k|k)$ denote agent $i$’s estimate of the state at time $k$ given measurement data up to time $k$, which is computed by

$$\dot{x}_i(k|k-1) = A\hat{x}_i(k-1|k-1) + Bu_i(k-1)$$

$$\hat{x}_i(k|k-1) = \hat{x}_i(k|k-1) + \sum_{j \in I(k)} L_j (y_j(k) - C_j \hat{x}_i(k|k-1)) + d_i(k),$$

where $u_i(k)$ is agent $i$’s belief of the input $u(k)$, $L_j$ are observer gains to be designed, and $d_i$ represents a disturbance, which is assumed to be bounded. The disturbance $d_i$ models mismatches between the estimates of the individual agents, which may stem from unequal initialization, different computation accuracy, or imperfect communication. For example, if the communication from agent $m$ to agent $i$ fails at time $k$, the disturbance $d_i(k)$ takes the value

$$d_i(k) = -L_m(y_m(k) - C_m\hat{x}_i(k|k-1)).$$

In Sec. [VII] random packet drops are simulated in this way. While $d_i$ cannot be bounded for random drops in general, the simulation results demonstrate that the design is effective also in this case. In App. [II] we discuss a packet drop model where the assumption of bounded disturbances is valid provided that packet drops are sufficiently rare.

The disturbance signal $d_i$ in (7), which may cause the agents’ estimates to differ, plays a crucial role with regards to stability. While closed-loop stability is shown in (6), it was assumed that each agent has access to $\sum_{j \in I'}(y_j(k) - C_j \hat{x}_j(k|k-1))$, which may cause the agents’ estimates to differ, plays a crucial role with regards to stability.

3) Distributed Control: Given agent $i$’s state estimate, its local input $u_i$ is obtained by

$$u_i(k) = F_i \hat{x}_i(k),$$

where $F^T = [F_{1}^T, F_{2}^T, \ldots, F_{N}^T]$ is the decomposition of the feedback gain $F$ according to the dimensions of $u_1(k), u_2(k), \ldots, u_N(k)$. Agent $i$’s belief $\hat{u}_i(k)$ of the complete input $u(k)$ is defined as

$$\hat{u}_i(k) := F \hat{x}_i(k),$$

and is used in the state estimator update (6). This contrasts earlier work, [7], [8], where it was assumed that each agent has access to the true input $u(k)$. Hence, we do not require the communication of the inputs $u_i(k)$ in this work, which reduces the communication load.

III. PROBLEM FORMULATION

The objective of this article is to present a synthesis procedure for both the estimator gains $L_i$ and the communication thresholds $\Delta_i$. The estimators are designed to guarantee i) closed-loop stability (stable dynamics [1], [6], [7], [8], and [10] for bounded disturbances $w_i, w_i$, and $d_i$), and ii) achieve a predefined $H_2$ performance incorporating estimation and communication objectives.

1) We emphasize that $d_i$ is introduced as a generic disturbance signal for the purpose of stability analysis. When implementing the event-based estimator [6], [7], $d_i(k)$ is omitted.

IV. CLOSED-LOOP DYNAMICS

In this section, the closed-loop dynamics are expressed in terms of the system state, local estimation errors, and inter-agent estimation errors, which forms the basis for deriving the stability conditions in Sec. [V]. This decomposes the closed-loop dynamics into a series of subsystems connected in feedforward, which facilitates the subsequent analysis. We obtain

$$x(k) := (A + BF)x(k-1) - \sum_{i=1}^{N} B_i F_i \epsilon_i(k-1) + v(k-1),$$

where $\epsilon_i$ is the estimation error of agent $i$ defined by $\epsilon_i := x - \hat{x}_i$. $e_i(k) := (I - LC) \epsilon_i(k-1) + (I - LC)v(k-1) + \sum_{j=1}^{N} B_j F_j \epsilon_j(k-1) + \xi(k) - d_i(k)$

$$+ \sum_{j \in I'} L_j C_j(A + BF)\epsilon_j(k-1) - \sum_{j=1}^{N} L_j w_j(k),$$

with

$$\xi(k) := \sum_{j \in I'} L_j (y_j(k) - C_j \hat{x}_j(k|k-1)).$$

A. Stability of the Inter-Agent Error

For the subsequent analysis, the inter-agent error $\epsilon_{ji}$ is regarded as a switched linear system under arbitrary switching. While the event-based design will not typically lead to arbitrary switching, it is difficult to determine all possible communication patterns a-priori, without additional restrictions on the system’s structure and the disturbances. However, the consideration of arbitrary switching provides a means to derive general stability conditions that can be expressed as LMIs. The following theorem establishes stability of the inter-agent error dynamics [14] by means of a switched quadratic
Lyapunov function. This result extends the one in previous work \cite{13}, which employed a common Lyapunov function leading to a more conservative condition.

**Theorem V.1.** Let the matrix inequalities
\[
A_1^T(\Pi_1)P_2A_2(\Pi_1) - P_1 < 0, \quad A_2^T(\Pi_2)P_1A_1(\Pi_2) - P_2 < 0,
\]
be fulfilled for symmetric positive definite matrices $P_1, P_2 \in \mathbb{R}^{n \times n}$, and for all $\Pi \in \Pi \setminus \emptyset$, where $\emptyset$ denotes the empty set and $\Pi$ the power set of $\{1, 2, \ldots, N\}$. Then the inter-agent error is ISS. 

**Proof.** Consider a trajectory $\epsilon_{ji}(k), k = 1, 2, \ldots$, subjected to (14) and starting at $\epsilon_{ji}(0)$. Let the trajectory $V$ be defined as
\[
V(k) = \left\{ \begin{array}{ll}
T^T_{ji}(k)P_{ji}T_{ji}(k) & (k) \neq 0 \\
\epsilon_{ji}(k)P_{ji}(k) & (k) = 0,
\end{array} \right.
\]
where $\sigma := \min\{\sigma_{\min}(P_1), \sigma_{\max}(P_2)\}$ and $\bar{\sigma} := \max\{\sigma_{\max}(P_1), \lambda_{\max}(P_2)\}$, and $\sigma_{\min}(P), \sigma_{\max}(P)$ denote the minimum and maximum singular values of a matrix $P$. The time derivative of $V$ is given by
\[
V(k) = V(k - 1) + 2d_{ji}(k)\left|P_{ji}\right|A_{ji}(I(k))\epsilon_{ji}(k - 1)
+ \lambda |\epsilon_{ji}(k)|^2 + |P_{ji}|d_{ji}(k)^2.
\]
Completing the squares with an $\alpha > 0$ results in
\[
V(k) - V(k - 1) \leq (\lambda + \alpha)|\epsilon_{ji}(k - 1)|^2
- \frac{|P_{ji}|A_{ji}(I(k))}{\sqrt{\alpha}}d_{ji}(k)^2
+ \frac{|P_{ji}|A_{ji}(I(k))^2}{\alpha}d_{ji}(k)^2.
\]
Therefore
\[
V(k) - V(k - 1) \leq \frac{(\lambda + \alpha)|\epsilon_{ji}(k - 1)|^2}{\alpha}
+ \frac{|P_{ji}|A_{ji}(I(k))^2}{\alpha} + |P_{ji}|d_{ji}(k)^2.
\]
and consequently
\[
V(k) \leq aV(k - 1) + b|d_{ji}(k)|^2,
\]
where $b := \max_{\Pi \in \Pi \setminus \emptyset} \left( \frac{|P_{ji}|A_{ji}(I(k))^2}{\alpha} + |P_{ji}|, \lambda + \alpha \right), a := \frac{\lambda + \alpha}{\sigma} + 1$.

By assumption, c.f. \cite{16}, $\lambda$ is negative and therefore an $\alpha > 0$ can be chosen such that $0 < \alpha < 1$. As a consequence, \cite{19} implies that $V(k)$ remains bounded for all $k$. In particular, it follows that
\[
V(k) \leq a^kV(0) + \frac{b}{\alpha} \sum_{l=0}^{k-1} a^l|d_{ji}(k - l)|^2.
\]
for all $\Pi_i \in \Pi$ and therefore (25) implies (24) for $\Pi_i = \emptyset$. Note that
the sum in the expression of $A_\Omega(\Pi)$ can be rearranged to
\[
A_\Omega(\Pi) = -(|\Pi_i| - 1)(A + BF) + \sum_{m \in \Pi_i} (I - L_m C_m)(A + BF),
\]
such that the LMI (27) can be reformulated as
\[
\sum_{m \in \Pi_i} \left( P * P(I - L_m C_m)(A + BF) \right) > 0,
\]
for all $\Pi_i \in \Pi$. In contrast, combining (25) and (26) leads to
\[
\sum_{m \in \Pi_i} \left( P * P(I - L_m C_m)(A + BF) \right) > 0,
\]
for all $\Pi_i \in \Pi \setminus \emptyset$. It holds that $|\Pi_i|(N - 1)/N \geq (|\Pi_i| - 1)$, and therefore (25) and (26) imply (25) (and thereby also (24)) for all $\Pi_i \in \Pi \setminus \emptyset$, which concludes the proof.

In Sec. VII the different stability conditions are compared by means of simulation examples.

**Remark** In case the open-loop system is unstable, it is essential for the detectability of $\sum_{i \in N} \xi_i$, as opposed to the case where all agents have access to the true input $u$ (proposed in [7]). This seems counterintuitive, as providing the agents with more information should potentially improve the closed-loop performance. The mechanism leading to a destabilization is further discussed and illustrated on a simple example in App. [F].

**B. Stability of the Agent Error**

Stability of the agent error (12) follows directly from the agent-error dynamics (12), the inter-agent error being bounded, and the communication protocol, which bounds the disturbance $\xi_i$. Thus (12) is ISS if and only if the eigenvalues of $(I - LC)A$ have magnitude strictly less than one.

**Lemma V.4.** Let the inter-agent errors $\xi_j$, $j = 1, 2, \ldots, N$ be bounded. Then the agent error $\xi_i$ is ISS if and only if the eigenvalues of $(I - LC)A$ have magnitude strictly less than one.

**Proof.** See App. [A].

We remark that $(I - LC)A$ corresponds to the error dynamics for the estimator (6), (7) with full communication; that is, stability of $(I - LC)A$ is a natural requirement for the estimator design. Due to the detectability of $(A, C)$, the existence of such estimator gains $L$ is guaranteed.

**C. Stability of the Closed-loop System**

By combining the previous results, conditions for the closed-loop dynamics to be ISS can be established. Provided that the agent error is bounded, it follows from (11) that the state $x$ is ISS, since, by assumption, $A + BF$ has all eigenvalues strictly within the unit circle. This leads to the following conclusion:

**Theorem V.5.** Let the eigenvalues of $A + BF$ have magnitude strictly less than one. The closed-loop system is ISS if both, the agent error (12) and the inter-agent error (14) are ISS.

**VI. PERFORMANCE ANALYSIS AND SYNTHESIS**

In this section, a general $H_2$ performance measure is introduced that can capture both estimation performance and communication requirements. LMI-conditions will be established guaranteeing a worst-case performance. Moreover, a unified synthesis procedure for the distributed and event-based estimator (6), (7) is presented that combines stability requirements (from Sec. V) and performance criteria.

We will focus on the design of the estimator gains $L_i$ and the communication thresholds $\Delta_i$. However, a similar approach could be used to synthesize the feedback gain $F$ subject to the stability conditions provided by Thm. V.1, Cor. V.2, or Cor. V.3. Likewise, $H_2$ or $H_\infty$ performance measures could be included in the design. The resulting synthesis procedures are very similar to the ones presented herein and thus not discussed in detail.

**A. Performance Measure**

To simplify the derivation of the performance metric, we assume that the disturbances $d_i$ are absent and that all agents are initialized with the same state estimate. According to (14), this implies $\xi_i(k) = 0$ for all $k$ (i.e., all agents’ estimates are identical), and as a result, we formulate a performance metric based on the estimation error $e_i$. To simplify the design, we minimize an upper bound, which is obtained by considering the worst-case performance with the above assumptions. The resulting synthesis procedure is then augmented with conditions from the previous section ensuring ISS of the closed-loop system and account for the general case of nonzero disturbances $d_i$.

With the above assumptions, the estimation error (12) simplifies to
\[
e_i(k) = (I - LC)Ae_i(k - 1) + (I - LC)v(k - 1) - Lu_e(k) + \xi(k).
\]
The disturbance $\xi(k)$, as defined in (13), can be reformulated as
\[
\xi(k) = \Delta \xi_1(k),
\]
where
\[
\Delta := \text{diag}(\Delta_1, \Delta_2, \ldots, \Delta_N) \in \mathbb{R}^{p \times p},
\]
\[
s_1(k) := (s_{11}(k), s_{12}(k), \ldots, s_{1N}(k)) \in \mathbb{R}^p, \quad s_{1i}(k) := \chi_{i \in I^e}(q_i(k)) \in \mathbb{R}^{p_i},
\]
\[
q_i(k) := \Delta^{-1}(y_i(k) - C_i \hat{x}_i(k|k - 1)) \in \mathbb{R}^{p_i},
\]
and $\chi_{i \in I^e}$ denotes the indicator function, that is, $\chi_{i \in I^e}(q_i(k)) = 1$ if $i \in I^e(k)$ and 0 otherwise, for $k \in \mathbb{N}$ and $i = 1, 2, \ldots, N$. Note that the signal $q$ is directly related to the communication since a transmission is triggered if $|q_i(k)| > 1$. Furthermore, the communication protocol guarantees that $|s_{1i}(k)|$ is strictly less than one. The agent error dynamics (29) can be represented by the block diagram shown in Fig. [3].

The communication protocol results in nonlinear feedback terms because of the switching behavior of the event triggers. Therefore, the direct minimization of the performance criterion (to be made precise below) is difficult. Instead, we minimize an upper bound, which is obtained by considering the worst-case performance with respect to all perturbations $s_{1i}(k)$ with Euclidean norm less than one. This leads to a robust control problem and, as a consequence, the resulting synthesis procedure can be formulated as a convex optimization problem.

The power semi-norm (28, p. 816) is used as performance objective:
\[
||z||_p := \lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} z^T(k)z(k),
\]
where
\[
z(k) := \hat{C}e_i(k - 1) + \hat{D}_{21}w(k) + \hat{D}_{22}v(k - 1),
\]
and
\[
\hat{C} := \text{diag}(C_1, \ldots, C_N),
\]
\[
\hat{D}_{21} := \text{diag}(D_{211}, \ldots, D_{21N}),
\]
\[
\hat{D}_{22} := \text{diag}(D_{221}, \ldots, D_{22N}).
\]
Figure 3. Block diagram of the simplified agent error dynamics \cite{29}. The error $\tilde{e}_i$ is driven by the external disturbances $v$ and $w$. The switches and the signals $q_i$ and $s_{1i}$ are used to model the event-based communication. Based on the magnitude of the signal $q_i(k)$ at time instant $k$, the $i$th switch is either closed (no communication in case $|q_i(k)| < 1$) implying $q_i(k) = s_{1i}(k)$, or opened (communication in case $|q_i(k)| \geq 1$) implying $s_{1i}(k) := 0$.

with $\hat{C}$, $\hat{D}_{21}$, $\hat{D}_{22}$ arbitrary matrices of appropriate dimensions. In particular, \eqref{eq:34} allows for the choices $z(k) = (q_1^T(k), q_2^T(k), \ldots, q_N^T(k))^T$ and $\hat{z}(k) = e_i(k)$, which can be used to reduce, respectively, average communication and estimation error, as shall be demonstrated later.

In the following, a synthesis procedure for the observer gains $L_i$ and the communication thresholds $\Delta_i$ is developed, which seeks to minimize $||z||_F$. However, for the reasons stated above, we do not minimize $||z||_F$ directly, but an upper bound, which is formulated in terms of $\mathcal{H}_2$ and $\mathcal{H}_\infty$ norms. Expressing the $\mathcal{H}_2$ and $\mathcal{H}_\infty$ norms using LMIs, see e.g. \cite{29}, leads to the following result:

**Theorem VI.1.** Let the disturbances $v(k)$ and $w_i(k)$ be bounded, zero mean, independent and identically distributed for all $k$ with covariances $V_1$ and $W_{ii}$, respectively, $i = 1, 2, \ldots, N$. Define

$$A := (I - LC)A,$$

$$\hat{B}_2 := \begin{bmatrix} -LW^2 & (I - LC)V_1^2 \end{bmatrix},$$

$$\hat{D}_2 := \begin{bmatrix} \hat{D}_{21}W^2 & \hat{D}_{22}V_1^2 \end{bmatrix}, W := \text{diag}(W_1, W_2, \ldots, W_N),$$

and let the matrix inequalities

$$\begin{pmatrix} \hat{C} & \hat{D}_2 \end{pmatrix} = \begin{pmatrix} 0 & 0 & \hat{C} & \hat{D}_2 \end{pmatrix} > 0,$$

$$\begin{pmatrix} \tilde{C} & \tilde{D}_2 \end{pmatrix} = \begin{pmatrix} 0 & 0 & \tilde{C} & \tilde{D}_2 \end{pmatrix} > 0,$$

$$\begin{pmatrix} Q & \hat{A}Q & L\Delta \end{pmatrix} = \begin{pmatrix} \hat{Q} & \hat{A}Q & \hat{L}\Delta \end{pmatrix} > 0,$$

$$\begin{pmatrix} \hat{Q} & \hat{A}\hat{Q} & \hat{L}\Delta \end{pmatrix} = \begin{pmatrix} \hat{Q} & \hat{A}\hat{Q} & \hat{L}\Delta \end{pmatrix} > 0,$$

be fulfilled for symmetric matrices $P \in \mathbb{R}^{n \times n}$, $Q \in \mathbb{R}^{n \times n}$, $X \in \mathbb{R}^{(n+q) \times (n+q)}$, and a scalar $\gamma \in \mathbb{R}$. Then it holds that

$$||z||_F < \sqrt{N\gamma} + \sqrt{\text{tr}(X)}.$$  \tag{38}$$

**Proof.** See App. \ref{appB}.

The bound \eqref{eq:38} consists of two terms: The expression $\sqrt{\text{tr}(X)}$ captures the $\mathcal{H}_2$ gain from the disturbances $v$, $w$ to the signal $z$, whereas the expression $\sqrt{N\gamma}$ captures the $\mathcal{H}_\infty$ gain from the signal $s_{1i}$ to the signal $z$, and bounds as such the effect of the nonlinear feedback due to the event-based communication, see Fig. 2. In the full communication scenario it holds that $s_{1i} = 0$, and therefore the agent error reduces to a linear system excited by the disturbances $v$ and $w$, which implies $||z||_F < \sqrt{\text{tr}(X)}$. Hence, the term $\sqrt{\text{tr}(X)}$ corresponds to the performance in the full communication case and represents a lower bound on the achievable performance in the event-based scenario, which is attained for $\Delta_i \to 0$. The term $\sqrt{N\gamma}$ bounds the effect of the disturbance $s_{1i}$ due to the event-based communication.

**B. Synthesis**

We first discuss the synthesis of the estimator gains $L_i$ and the thresholds $\Delta_i$ for the relevant special case where the performance measure is the estimation error, which corresponds to the steady-state Kalman filter objective. We then comment on a synthesis procedure for a general performance measure.

1) Kalman Filter Objective: In case the performance measure is chosen as $z(k) = e_i(k-1)$, that is $C = I$, $D_2 = 0$, and $D_3 = 0$ in \eqref{eq:34}, it follows that \eqref{eq:36} does not depend on the communication thresholds $\Delta_i$. We therefore propose to design the observer gains $L_i$ in a first step by minimizing $\sqrt{\text{tr}(X)}$ subject to \eqref{eq:36} and to the conditions ensuring closed-loop stability. For example, if the stability conditions provided by Cor. \ref{cor5} are used, we synthesize the observer gains according to

$$\inf_{X,P,L} \text{tr}(X), \text{ subject to } P = P^T$$

$$\begin{pmatrix} I & 0 & I \\ 0 & P & P\hat{A} \\ \hat{A}^TP & P & X \end{pmatrix} > 0, \begin{pmatrix} P & P^T \hat{B}_2 \\ \hat{B}_2P & X \end{pmatrix} > 0, \begin{pmatrix} P & P^T A_{cl}(\Pi_i) \\ A_{cl}(\Pi_i)P & P \end{pmatrix} > 0, \forall \Pi_i \in \Pi,$$

where \eqref{eq:24} has been rewritten using the Schur complement. In the absence of the stability conditions obtained from Cor. \ref{cor5}, this optimization would yield a centralized steady-state Kalman filter. Note that the first condition in \eqref{eq:36} ensures that $(I - LC)A$ has all eigenvalues strictly within the unit circle, which implies ISS of the closed-loop system according to Thm. \ref{thm5}.

As a result, the contribution $c^* = \sqrt{\text{tr}(X)}$ to the upper bound given by \eqref{eq:38} can be calculated, and captures the $\mathcal{H}_2$ gain from the signals $v$ and $w$ to the output $e_i$ in the full communication case.

In a second step, the communication thresholds $\Delta_i$ are synthesized such that an a priori specified worst-case performance $J_{\max}$ is guaranteed (i.e. $||e_i||_F < J_{\max}$). This is achieved by solving

$$\sup_{Q,\Delta,\gamma} \text{tr}(\Delta), \text{ subject to } Q = Q^T$$

$$\begin{pmatrix} Q & A\hat{Q} & L\Delta \end{pmatrix} = \begin{pmatrix} Q & A\hat{Q} & L\Delta \end{pmatrix} > 0, \gamma > 0, \gamma < 1/N(J_{\max} - c^*)^2,$$

while keeping the estimator gains $L_i$ fixed. Therefore this two-step procedure has the following interpretation: In the first step, a lower bound on the achievable cost $||e_i||_F$ is obtained based on the full communication scenario (i.e. $s_{1i} = 0$), while respecting the stability conditions for the inter-agent error. In the second step, the communication thresholds $\Delta_i$ are designed such that the a priori specified worst-case performance $J_{\max}$ is guaranteed. Hence, the second step can be interpreted as performance versus communication trade-off: increasing $J_{\max}$ will generally downgrade estimation performance by giving the optimization more flexibility to find larger $\Delta_i$, which tends to reduce communication.

In general, feasibility of \eqref{eq:39} cannot be guaranteed. However, the optimization \eqref{eq:40} is guaranteed to be feasible provided that $J_{\max} > c^*$. Details regarding feasibility and extensions in case \eqref{eq:39} is not feasible are discussed in App. \ref{appB} and \ref{appC}.

2) General Case: This two-step procedure can also be applied in case of a more general performance objective given by \eqref{eq:35}. The difference is that \eqref{eq:35} might depend on the communication thresholds $\Delta_i$. As a result, we propose to keep the communication thresholds $\Delta_i$ fixed in the first step, yielding the observer gains $L_i$. In the second step, the observer gains $L_i$ are kept fixed and the communication thresholds are updated by solving an optimization similar to \eqref{eq:40}.\]

The presented framework for event-based estimation and control is applied in a simulation example that is based on a simplified model for vehicle platooning. Thereby, the communication versus performance trade-off of the proposed approach is discussed, as well as the scalability with respect to a larger number of agents. Additional simulation studies can be found in App. 1, 2, and 3.

The problem of vehicle platooning has been studied extensively in the literature, see e.g. 30, 31, and references therein. In 32, it is shown that the linear quadratic regulator problem is ill-posed as the number of vehicles tends to infinity. Moreover, 33 shows that string instability occurs for any local linear feedback law, where the input of the $i$th vehicle depends linearly on the relative distance to its two neighbors. This motivates the use of a common network, where the different vehicles can exchange information across the platoon.

Similar to 31, we consider a chain of $M$ vehicles (agents), where each vehicle is modeled as a unit point mass. The aim is to control the velocity and the position of each vehicle relative to its neighbors. The following continuous-time model is introduced, c.f. 31,

$$x_i(t) := \begin{pmatrix} p_i(t) \\ r_i(t) - r_{i+1}(t) \end{pmatrix}, \dot{x}_i(t) = \begin{pmatrix} u_i(t) \\ p_i(t) - p_{i+1}(t) \end{pmatrix} \tag{41}$$

$i = 1, 2, \ldots, M - 1$, and $x_M(t) := p_M(t), \dot{x}_M(t) = u_M(t)$ with $t \in [0, \infty)$, where $r_i$ and $p_i$ denote the position and velocity of the $i$th vehicle and $u_i$ the normalized force generated by the motor of the $i$th vehicle. The model is discretized with a sampling time of 20 ms leading to the model 34.

Each vehicle measures the distance to the previous vehicle, except for the first vehicle, which measures its velocity. The measurements are corrupted by independent, uniformly distributed noise, with $[-0.1 \text{m}, 0.1 \text{m}]$ (distance measurements), $[-0.1 \text{m/s}, 0.1 \text{m/s}]$ (velocity measurements). Likewise, the inputs $u_i(k)$ are corrupted by independent, uniformly distributed noise $[-0.01 \text{m/s}, 0.01 \text{m/s}]$. The system is controllable and observable, but neither controllable nor observable for each agent on its own.

A stabilizing feedback controller $F$ is obtained by solving the linear quadratic regulator problem with the identity $I \in \mathbb{R}^{(2M-1) \times (2M-1)}$ and the scaled identity $100 \ I \in \mathbb{R}^{M \times M}$ for weighting the state and input costs.

1) 3 Vehicles: We consider first the case of three vehicles ($M = 3$). As performance objective, the power of the estimation error, $||e_i||^2$, is used. The observer gain $L_i$ and the communication thresholds $\Delta_i$ are designed according to Sec. VI-B. The optimizations are solved up to a tolerance of $10^{-8}$ using SDPT3, 34, interfaced through Yalmip, 35. The different stability conditions, that is, the conditions given by Thm. VIIA and Cor. VIA and Cor. VIA3 lead in this case to a very similar design of the observer gains. We will therefore focus on the results obtained by Cor. VIA2. However, this does not necessarily need to be the case, as shown in App. VIA. For the synthesis of the communication thresholds, $J_{max}$ is chosen to be roughly 35 times the power of $||e_i||^2$ corresponding to the full communication case, i.e. $J_{max} = 0.38$, yielding $\Delta_1 = 0.107$, $\Delta_2 = 0.092$, and $\Delta_3 = 0.106$.

The resulting closed-loop system is studied in simulations, where the first car is initialized with a surplus velocity of $5 \text{m/s}$. The state estimates of the different agents are initialized with zero. In addition, a communication loss rate of 10% is introduced (independent Bernoulli-distributed). The simulation results indicate that the approach is robust also to non-deterministic and potentially unbounded disturbances $d_i$.

The resulting closed-loop performance is evaluated in simulations, where the leading car is initialized with a surplus velocity of $5 \text{m/s}$, the state estimates of the different vehicles are initialized with zero, and again a packet loss rate of 10% is introduced. The absolute positions

The same notation is used for continuous and discrete-time signals, e.g. $x(t)$ refers to the continuous-time state trajectory, $x(k)$ to the discrete-time state trajectory.

2The central design is obtained by re-sampling the discrete-time system 3 at increasingly lower rates, and then performing a centralized steady-state Kalman filter design based on the performance objective $||e_i||^2$. The fact that the inputs are also communicated is not accounted for in the corresponding communication rates shown in Fig. 5.
of all vehicles are shown in Fig. 6. In steady state, the distance error remains below 0.2 m for all 20 vehicles. The communication rates are found to be higher for the leading vehicles, see Fig. 6 which can be explained by the fact that the actions of the leading vehicles influence all remaining vehicles.

VIII. CONCLUSION

A synthesis procedure for the estimator gains and the communication thresholds for a distributed event-based control system was presented in this article. In contrast to previous work, communication is reduced by avoiding the exchange of control inputs between agents and (under favorable circumstances) estimator resets. The design guarantees a stable closed-loop system and satisfies a predefined worst-case estimation performance. Relaxations leading to a simplified design are particularly suitable for a large number of agents. The proposed event-based design was evaluated in simulations of a vehicle platoon.
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Appendix A  
Proof of Lemma 4

Proof. Sufficiency: Let the matrix \((I - LC)A\) have eigenvalues with magnitude strictly less than one. According to [12] it is enough to show that \(\xi\) is bounded, since \(\epsilon_i, w_i, \xi, \) and \(d_i\) are bounded by assumption. From the triangle inequality, the submultiplicativity of the two-norm, and the communication protocol [5], it follows that 
\[
|\xi(k)| \leq \sum_{i=1}^{N} |L_i \Delta_i| \leq \sum_{i=1}^{N} |L_i\Delta_i|.
\]

Necessity: The argument is based on contradiction. Thus we assume the system to be ISS and the matrix \((I - LC)A\) to have at least one eigenvalue of magnitude greater or equal than one. Choosing disturbances \(d_i\) parallel to an eigenvector of \((I - LC)A\) with corresponding eigenvalue having magnitude greater or equal than one contradicts the assumption that the agent error is ISS.

Appendix B  
Proof of Thm. VI.1

Proof. The dynamics of the performance objective \(z\), as defined in [35], can be written as
\[
\begin{align*}
e_i(k) &= \dot{A}e_i(k - 1) + L\Delta s_1(k) + \hat{B}_2 s_2(k) \\
z(k) &= \dot{C}e_i(k - 1) + \hat{D}_2 s_2(k),
\end{align*}
\]
where
\[
s_2(k) := \begin{bmatrix} W^{-\frac{1}{2}} w(k) \\ V^{-\frac{1}{2}} v(k - 1) \end{bmatrix}.
\]

The communication protocol guarantees that \(|s_1(k)|\) is strictly less than one and therefore \(|s_1(k)| < \sqrt{N}\).

Let the impulse response from \(s_1\) to \(z\) be denoted by \(g_1\) and the impulse response from \(s_2\) to \(z\) by \(g_2\). Both are well defined, since the matrix \(A\) has eigenvalues strictly within the unit circle, which is implied by the first matrix inequality in [36]. Using the fact that \(|\cdot|_p\) is a semi-norm yields
\[
|z|_p \leq |g_1 * s_1|_p + |g_2 * s_2|_p,
\]
where \(*\) denotes the convolution operator. The first term can be upper bounded by, [36] p. 107, while the second term yields \(|g_2 * s_2|_p = |G_2|_2\) by the statistical properties of \(s_2\). [36] p. 108. Note that \(G_1\) and \(G_2\) represent the Z-transforms of \(g_1\), respectively \(g_2\), \(|G_1|_\infty\) the \(H_\infty\) norm of \(G_1\), and \(|G_2|_2\) the \(H_2\) norm of \(G_2\), see e.g. [36] pp. 97-100. Thus, combining (43) and (44) yields
\[
|z|_p \leq |G_1|_\infty \sqrt{N} + |G_2|_2.
\]

According to [29] Lemma 2, it holds that \(|G_1|_\infty < \sqrt{\gamma}\), where \(\gamma \in \mathbb{R}\) satisfies [37], and according to [14] Theorem A.2 (Appendix D), \(|G_2|_2 < \sqrt{\text{tr}(X)}\) holds, where \(X = X^T\) satisfies [36].

Appendix C  
Continuous Local Measurement Update

According to [4, 5], the measurement \(y_i(k)\) is used in the estimator update 7 only if the condition \(|\Delta_{i1}^{-1}(y_i(k) - C_i \hat{x}_i(k-1))| \geq 1\) is satisfied. However, each agent can include its local measurements \(y_i\) in the update 7 continuously (irrespective of the event trigger) without requiring additional communication. The implications of this alternative scheme regarding closed-loop stability are analyzed next.

For each agent \(i\), let the indicator function \(\chi_i \in \mathcal{I}(k)\) be defined as \(\chi_i \in \mathcal{I}(k) = 1\) if \(i \in \mathcal{I}(k)\) and 0 otherwise, for \(k \in \mathbb{N}\). In case each agent continuously updates its state estimate with local measurements, the estimation update 7 is replaced by
\[
\dot{x}_i(k) = \hat{x}_i(k - 1) + \sum_{j \in \mathcal{I}(k)} L_i(y_j(k) - C_j \hat{x}_i(k-1)) + d_i(k),
\]
where the additional term can be regarded as a disturbance and, together with \(d_i(k)\), the disturbance \(\hat{d}_i(k)\). In fact, \(|d_i|\) is bounded by
\[
|d_i(k)| + \chi_i \in \mathcal{I}(k) |L_i||y_i(k) - C_i \hat{x}_i(k-1)| < |\hat{d}_i(k)| + |L_i||\sigma_{\text{max}}(\Delta_i)|,
\]
since \(\chi_i \in \mathcal{I}(k) = 1\) implies
\[
|y_i(k) - C_i \hat{x}_i(k-1)| < \sigma_{\text{max}}(\Delta_i).
\]
Hence, the conditions ensuring ISS of the closed-loop system established previously remain valid even in case each agent continuously updates his state estimate with local measurements. While causing no additional communication, such a scheme potentially improves the estimation performance since each agent exploits all locally available measurements.

Appendix D  
Modeling Packet Drops

If the communication from agent \(m\) to agent \(i\) fails at time \(k\), the disturbance \(d_i(k)\) takes the value
\[
d_i(k) = - L_m(y_m(k) - C_m \hat{x}_i(k-1)).
\]
As shown below, \(d_i\) is a function of the agent errors \(e_i\), the process noise \(v\), and the measurement noise \(w_m\). Hence, if \(d_i\) is used to model packet drops, it is implicitly dependent on the agent error \(e_i\), and boundedness of \(d_i\) cannot be guaranteed a priori. However, we will argue that the \(d_i\)’s are indeed bounded if packet drops are sufficiently rare, and the conditions given by Thm. VI.1 Cor. [V.3] or Cor. [V.3] are fulfilled. We provide a qualitative argument, which can be turned into a quantitative statement about the allowed frequency of packet drops so as to still guarantee boundedness of the disturbances \(d_i\). Although these statements tend to be conservative, the simulation examples presented in Sec. VII indicate that relatively frequent packet drops can be tolerated (e.g. packet loss probability of 10%).

We assume \(d_i(1)\) arbitrary and \(d_i(k) = 0\) for all agents \(i\) and for all \(2 \leq k \leq k_0\), where \(k_0\) is a positive integer, describing the earliest time instant at which the next packet drop can occur. We therefore model the packet drops as being sufficiently rare, that is, the number of time instants between two consecutive packet drops is greater or equal than \(k_0\). We assume further that the conditions of Thm. VI.1 are fulfilled (the argument is analogous in case the conditions of Cor. [V.2] or Cor. [V.2] are satisfied). From (22) it follows that the inter-agent error decays exponentially due to the fact that \(d_i(k) = 0\) for all \(2 \leq k \leq k_0\). The agent-error can be regarded as a

\footnote{A continuous-time derivation is presented in [36]. The discrete-time case used herein is analogous.}
linear time-invariant system with system matrix \((I - LC)A\), which is Schur stable. Thus, an exponentially decaying input will lead to an exponentially decaying output. As a consequence, the agent-error \(|e_i(k)|\) can be bounded by

\[
a_1^b b_1 \sum_{j=1}^{N} |d_j(1)| + b_2,
\]

where \(a_1 < 1\) is the decay rate and \(b_2\) is a constant depending on the bounds for \(\xi, \nu, w, \) and \(|e_i(0)|\).

Provided that the communication from agent \(m\) to agent \(i\) fails at time \(k\), the measurement equation in (1) can be used to rewrite (49) as

\[
d_i(k) = -L_m C_m (x(k) - \hat{x}_i(k|i-1)) - L_m w_m(k),
\]

which leads, according to (9), (10), and (11), to

\[
d_i(k) = -L_m C_m [(A + BF) e_i(k-1) - \sum_{j=1}^{N} B_j F_j \epsilon_j (k-1) + v(k-1)] - L_m w_m(k).
\]

Given that packet drops happen at times \(mk_0 + 1, m \in \mathbb{N}\) (or less frequent), we bound \(|d_i(mk_0 + 1)|\) for all agents \(i\) using a worst case upper bound over all possible communication failures; that is,

\[
|d_i(mk_0 + 1)| \leq a_1^{b_1} b_3 \sum_{j=1}^{N} |d_j((m-1)k_0 + 1)| + b_4,
\]

where \(b_3 > 0\) and \(b_4 > 0\) are constants. For large enough \(k_0\), it follows that \(a_1^{b_1} b_3 < 1/N\) and therefore

\[
\sum_{i=1}^{N} |d_i(mk_0 + 1)| < \sum_{i=1}^{N} |d_i((m-1)k_0 + 1)| + Nb_4,
\]

for all \(m \in \mathbb{N}\). Thus, if packet drops are sufficiently rare, the assumption that the disturbances \(d_i\) are bounded is indeed valid.

**APPENDIX E \ FEASIBILITY**

The stability conditions given by Thm. [1], Cor. [2] and Cor. [3] might be too restrictive, resulting in an infeasible synthesis problem (in Step 1). In this case, the inter-agent error is not guaranteed to be ISS. In [8], a reset strategy was introduced to periodically reset the inter-agent error using additional communication. In the following, an extension to this approach is provided ensuring input-to-state stability of the inter-agent error, even in case the corresponding LMI conditions are infeasible. We will use the conditions in Thm. [1] as starting point. The procedure is analogous if the conditions provided by Cor. [2] and Cor. [3] are used to guarantee inter-agent error stability.

In a first step, the conditions given by (16) are relaxed to

\[
A_i^\top(\Pi_i) P_i A_i(\Pi_i) - P_i < \lambda I,
\]

for all \(\Pi_i \in \Pi\) with \(k = 1\) if \(\emptyset \not\subset \Pi_i, k = 2\) if \(\Pi_i = \{\emptyset\}\) and \(l = 1, 2\). Note that \(\lambda \geq 0\) is either fixed, or can be included in the optimization problem as decision variable, see [13].

From the proof of Thm. [5] it follows that the function \(V\) in (17) can be bounded by (c.f. (19))

\[
V(k) \leq \left( \frac{\lambda + \alpha}{\sigma} + 1 \right) V(k-1) + \left( \frac{\bar{\alpha}^2}{\alpha^2} + \bar{\delta} \right) D^2,
\]

where \(D\) is an upper bound to the disturbances \(d_{ji}(k)\), i.e. \(|d_{ji}(k)| \leq D\) for all \(k, \delta := \max_{m \in \{1, 2\}} |P_m|,\) and \(\bar{\delta} := \max_{m \in \{1, 2\}} |P_m A_m(\Pi_i)|\). Therefore, an estimate \(\hat{V}(k)\) with \(\hat{V}(k) \geq V(k)\) is given by

\[
\hat{V}(k) = \left( \frac{\lambda + \alpha}{\sigma} + 1 \right) \hat{V}(k-1) + \left( \frac{\bar{\alpha}^2}{\alpha^2} + \bar{\delta} \right) D^2,
\]

for \(k \in \mathbb{N}, \hat{V}(0) = 0\) (provided that all agents are initialized with the same state estimate). Note that in order to tighten the bound, the right hand side of (56) can be minimized with respect to \(\alpha > 0\), as done in [13].

As soon as \(\hat{V}\) exceeds the predefined threshold \(V_{\text{max}}\), i.e. \(\hat{V}(k) \geq V_{\text{max}}\), a communication is triggered and the different agents’ state estimates are set to a common value, which resets the inter-agent errors \(\epsilon_{ji}(k) = 0\) and implies \(\hat{V}(k) = 0\). There are many different reset strategies that can be used, such as a majority vote, the mean, etc. Such resets bound the inter-agent error since \(\hat{V}(k) \geq \sigma |\epsilon_{ji}(k)|^2\) for all \(k\). By the strict feedforward structure of the closed-loop dynamics, this implies ISS of the state \(x\) and the agents’ estimation errors \(\epsilon_i, i = 1, 2, \ldots, N\). The time instants \(\bar{k}_{\text{reset}}\), where \(\hat{V}(k_{\text{reset}})\) exceeds \(V_{\text{max}}\) for \(i = 1, 2, \ldots, N\) can be precalculated, since the evolution of \(\hat{V}(k)\) is not explicitly dependent on time. This amounts to periodic resets and extends the procedure presented in [8] by providing a method for choosing the reset period.

The synthesis of the communication thresholds \(\Delta_i\) in Step 2 is guaranteed to be feasible. This is because the full communication scenario can be recovered by making the thresholds \(\Delta_i\) arbitrarily small; that is, \(\gamma \to 0\) in Thm. [1], (we refer to [13] for further details).

**APPENDIX F \ COMMUNICATION OF THE INPUTS**

In case of an unstable open-loop system, it is essential for guaranteeing inter-agent stability that each agent reconstructs the input \(u\) based on its current state estimate \(\hat{x}_i\), as opposed to the case where all agents have access to the true input \(u\) (proposed in [7], [8]).

The mechanism leading to a destabilization in case the inputs are communicated can be illustrated by a simple two-agent system having an unstable mode, which is only controllable by agent 1, and only observable by agent 2. Roughly speaking, in case the agents cannot access the true inputs, the inter-agent error tends to decay (e.g. in case there is no communication according to the stable closed-loop dynamics \(A + BF\) resulting in communication by agent 2 if the predicted and actual measurements are too far apart, thereby stabilizing the system. In case the agents have access to the true inputs, agent 2 might observe the unstable mode perfectly (but cannot control it), and might thus never share a measurement with agent 1 (who cannot observe the unstable mode at all, but would be able to control it).

Specifically, this mechanism can be illustrated on the system with matrices

\[
A = \begin{pmatrix} 0.5 & 0 \\ 0 & 2 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad C = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \tag{58}
\]

\[
F = \begin{pmatrix} 0 & -2 \\ 0.1 & 0 \end{pmatrix}, \quad L = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \tag{59}
\]

where the first agent measures the first component of \(y\) and controls the first component of \(u\), and the second agent measures the second component of \(y\) and controls the second component of \(u\). Clearly, the matrices

\[
A + BF = \begin{pmatrix} 0.6 & 0 \\ 0 & 0 \end{pmatrix}, \quad (I - LC)A = 0, \tag{60}
\]
are stable. The initial condition are chosen as
\[
\hat{x}_1(0) = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \hat{x}_2(0) = \begin{pmatrix} 0 \\ 2 \end{pmatrix}, \quad x(0) = \begin{pmatrix} 0 \\ 2 \end{pmatrix}, \quad (61)
\]
and for simplicity, it is assumed that there is neither process noise nor measurement noise, and that the communication thresholds \(\Delta_1\) and \(\Delta_2\) are set to 1.

In case the input \(u\) is communicated, the following sequences of inputs, states, and estimates is obtained

**Step 1:** \(u(0) = \begin{pmatrix} -2 \\ 0 \end{pmatrix}, \quad x(1) = \begin{pmatrix} 0 \\ 2 \end{pmatrix}, \quad y(1) = \begin{pmatrix} 0 \\ 2 \end{pmatrix}, \)
\[
\dot{x}_1(1) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad \dot{x}_2(1) = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]

\(\text{no comm} \quad \rightarrow \quad \hat{x}_1(1) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad \hat{x}_2(1) = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]

\(\text{Step 2:} \quad u(1) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad x(2) = \begin{pmatrix} 0 \\ 4 \end{pmatrix}, \quad y(2) = \begin{pmatrix} 0 \\ 4 \end{pmatrix}, \)
\[
\dot{x}_1(2) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad \dot{x}_2(2) = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]

leading to \(u(n) = \dot{x}_1(n) = 0\) and
\[
x(n) = y(n) = \hat{x}_1(n) = \hat{x}_2(n) = \begin{pmatrix} 0 \\ 2^n \end{pmatrix}, \quad (62)
\]
for all \(n > 0\).

Agent 2, which can observe the unstable mode \(x_2\), tracks the state perfectly, and as a result, will never communicate its local measurements \(y_2\). In contrast, agent 1, which could control the unstable mode, obtains no information about \(x_2\). Thus, in the above example, the state estimate \(\hat{x}_2\) will stay at zero for all times, whereas \(\hat{x}_2\) tracks \(x_2\) perfectly. Overall an unstable closed-loop system is obtained, unless a periodic estimator reset (as proposed in [8]) is introduced. Such a reset strategy will periodically set the agents’ state estimates to a common average, thereby providing agent 1 with information about \(x_2\), resulting in a stabilization of the closed-loop system, as shown in [8].

In case the input is not communicated, the following evolution of the closed-loop system is obtained:

**Step 1:** \(u(0) = \begin{pmatrix} -2 \\ 0 \end{pmatrix}, \quad x(1) = \begin{pmatrix} 0 \\ 2 \end{pmatrix}, \quad y(1) = \begin{pmatrix} 0 \\ 2 \end{pmatrix}, \)
\[
\dot{x}_1(1) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad \dot{x}_2(1) = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]

\(\text{agent 2 comm} \quad \rightarrow \quad \hat{x}_1(1) = \begin{pmatrix} 0 \\ 2 \end{pmatrix}, \quad \hat{x}_2(1) = \begin{pmatrix} 0 \\ 2 \end{pmatrix},
\]

**Step 2:** \(u(1) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad x(2) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad y(2) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \)
\[
\dot{x}_1(2) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad \dot{x}_2(2) = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]

leading to \(u(n) = x(n) = \hat{x}_1(n) = \hat{x}_2(n) = 0\) for all \(n > 1\).

In that case, both agents track the state perfectly, because agent 2 communicates its measurement \(y_2(1)\) and thus shares its information about the unstable mode with agent 1 who is able to drive the system to 0. Thus, by not sharing the inputs, a stable closed-loop system is obtained. The conditions from Cor. V.2 are clearly fulfilled, as the Lyapunov matrix \(P\) can, for example, be chosen to be the identity. Thus, according to Thm. V.5 the closed-loop system is guaranteed to be stable.

---

**Figure 7.** Inverted pendulum balanced by two independently controlled arms (left), and resulting performance versus communication plots for different event-based estimator designs (right). Blue: event-based design with the stability conditions of Cor. V.2; Red: event-based design with the less conservative conditions of Thm. V.4; Yellow: centralized design with reduced sampling rates.

**APPENDIX G**

**Inverted Pendulum System**

The example is taken from [8], where it was proposed as an abstraction of the Balancing Cube [11], which was the experimental test bed for the distributed and event-based methods in [7] and [24]. The pendulum system is parametrized by the inclination angle \(\theta\), and \(\dot{\phi}_1\) of the lower arm (called Agent 1), and \(\dot{\phi}_2\) of the upper arm (Agent 2), see Fig. [7]. A state-space model \(\Phi\) is obtained through discretization of the continuous dynamics with a sampling time of 10 ms. The state is given by \(x^T = (\theta, \dot{\theta}, \phi_1, \dot{\phi}_1, \phi_2, \dot{\phi}_2)\), and the inputs are the desired angular rates for the arms, \(u = (\dot{\phi}_1\text{des}, \dot{\phi}_2\text{des})\). We refer to [13] for details of the modeling and the numerical values of the state-space matrices.

Agent 1 measures \(\dot{\phi}_1 + w_{\phi_1}, \phi_1 + w_{\phi_1}\), and \(\dot{\theta} + w_\theta\); and controls \(u_1 = \dot{\phi}_1\text{des} + v_{u_1}\). Agent 2 measures \(\dot{\phi}_2 + w_{\phi_2}\) and \(\phi_2 + v_{\phi_2}\); and controls \(u_2 = \dot{\phi}_2\text{des} + v_{u_2}\). The signals \(v_{\phi_1}, v_{\phi_2}, v_{\phi_1}, v_{\phi_2}, v_{\theta}, w_{\theta}, u_{u_1}, \text{ and } u_{u_2}\) are assumed to be independent, uniformly distributed with zero mean and variances \(\sigma_{\phi_1}^2 = (0.05^\circ)^2, \sigma_{\phi_2}^2 = (0.1^\circ)^2, \sigma_{\theta}^2 = (0.24^\circ/s)^2, \sigma_{\phi_1}^2 = (1.73^\circ/s)^2, i = 1, 2\). Note that both measurement noise and input noise are introduced. A packet loss probability of 10% is assumed (independent Bernoulli-distributed). The simulation results indicate that the approach is robust also to non-deterministic and potentially unbounded disturbances \(d_i\).

The system is controllable and observable, but neither controllable nor observable for each agent on its own. In order to stabilize the upright equilibrium, communication between the agents is indispensable.

A stabilizing state feedback controller \(F\) is obtained via a linear quadratic regulator approach, whose values can be found in [13].

As performance measure, the power of the agent-error \(e_i\) is used. Observer gains and communication thresholds are synthesized according to Sec. VI-D. The optimizations are solved up to a tolerance of \(10^{-8}\) using SDPT3-3.24, interfaced through Yalmip, [35].

For the disturbance rejection properties of an event-based design based on Cor. V.2 and a design primarily aimed at reducing communication, we refer to [13], respectively [14]. Herein, we focus on the trade-off between estimation performance and communication, which is obtained by varying \(J_{\text{max}}\). The steady-state performance \(|e_i|_{\ell^p}\) and the communication rates of the different designs (obtained by successively increasing \(J_{\text{max}}\)) are evaluated in simulations. Their values were estimated using 20 independent simulations (with different noise realizations) over 150 s. The variability among the different noise realizations was found to be negligible and a time horizon of 150 s sufficiently long for transients to be insignificant.

The communication versus performance graphs, resulting from the
different designs, i.e. stability conditions according to Thm. V.1 and Cor. V.2 are depicted in Fig. 7(right), which also includes the graph for a centralized discrete-time design with reduced sampling rates for comparison. As in Sec. VII the centralized design is obtained by re-sampling the discrete-time system (1) at increasingly lower rates, and then performing a centralized steady-state Kalman filter design based on the performance objective $||e_i||_P$. The fact that the inputs are also communicated is not accounted for in the corresponding communication rates shown in Fig. 7. The communication rate is normalized such that a rate of 1.0 corresponds to both agents transmitting their measurements at every time step.

The comparison in Fig. 7 reveals that for communication rates above 40% the design based on the stability conditions given by Cor. V.2 is superior. In case the communication is further reduced, but kept above 15%, the design based on the stability conditions given by Thm. V.1 achieves a lower cost. If $J_{\text{max}}$ is increased further, the communication rate is found to increase again, which is possibly due to nonlinear effects. Compared to the centralized design with reduced periodic sampling rates a better trade-off is achieved by the event-based design.