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Abstract

Exploration-exploitation is a powerful and practical tool in multi-agent learning (MAL), however, its effects are far from understood. To make progress in this direction, we study a smooth analogue of Q-learning. We start by showing that our learning model has strong theoretical justification as an optimal model for studying exploration-exploitation. Specifically, we prove that smooth Q-learning has bounded regret in arbitrary games for a cost model that explicitly captures the balance between game and exploration costs and that it always converges to the set of quantal-response equilibria (QRE), the standard solution concept for games under bounded rationality, in weighted potential games with heterogeneous learning agents. In our main task, we then turn to measure the effect of exploration in collective system performance. We characterize the geometry of the QRE surface in low-dimensional MAL systems and link our findings with catastrophe (bifurcation) theory. In particular, as the exploration hyperparameter evolves over-time, the system undergoes phase transitions where the number and stability of equilibria can change radically given an infinitesimal change to the exploration parameter. Based on this, we provide a formal theoretical treatment of how tuning the exploration parameter can provably lead to equilibrium selection with both positive as well as negative (and potentially unbounded) effects to system performance.

1 Introduction

The problem of optimally balancing exploration and exploitation in multi-agent systems (MAS) has been a fundamental motivating driver of online learning, optimization theory and evolutionary game theory Claus and Boutilier [1998], Panait and Luke [2005]. From a behavioral perspective, it involves the design of realistic models to capture complex human behavior, such as the standard Experienced Weighted Attraction model Ho and Camerer [1999], Ho et al. [2007]. Learning agents use time varying parameters to explore suboptimal, boundedly rational decisions, while at the same time, they try to coordinate with other interacting agent and maximize their profits Ho and Camerer [1999], Bowling and Veloso [2002], Kaisers et al. [2009].

From an AI perspective, the exploration-exploitation dilemma is related to the optimization of adaptive systems. For example, neural networks are trained to parameterize policies ranging from very exploratory to purely exploitative, whereas meta-controllers decide which policy to prioritize Puigdomèn Badia et al. [2020]. Similar techniques have been applied to rank agents in tournaments according to performance for preferential evolvability Lanctot et al. [2017], Omidshafiei et al. [2019], Rowland et al. [2019] and to design multi-agent learning (MAL)
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algorithms that prevent collective learning from getting trapped in local optima Kaisers and Tuyls [2010, 2011].

Despite these notable advances both on the behavioral modelling and AI fronts, the theoretical foundations of learning in MAS are still largely incomplete even in simple settings Wunder et al. [2010], Bloembergen et al. [2015]. While there is still no theory to formally explain the performance of MAL algorithms, and in particular, the effects of exploration in MAS Klos et al. [2010], existing research suggests that many pathologies of exploration already emerge at stateless matrix games at which naturally emerging collective learning dynamics exhibit a diverse set of outcomes Sato and Crutchfield 2003, Sato et al. 2005, Tuyls and Weiss 2012.

The reasons for the lack of a formal theory are manifold. First, even without exploration, MAL in games can result in complex behavior that is hard to analyze Balduzzi et al. 2020, Mertikopoulos et al. 2018, Mazumdar et al. 2018. Once explicit exploration is enforced, the behavior of online learning becomes even more intractable as Nash Equilibria (NE) are no longer fixed points of agents’ behavior. Finally, if parameters are changed enough, then we get bifurcations and possibly chaos Wolpert et al. 2012, Palaiopanos et al. 2017, Sanders et al. 2018.

Our approach & results. Motivated by the above, we study a smooth variant of stateless Q-learning, with softmax or Boltzmann exploration (one of the most fundamental models of exploration-exploitation in MAS), termed Boltzmann Q-learning or smooth Q-learning (SQL), which has recently received a lot of attention due to its connection with evolutionary game theory Tuyls et al. 2003, Kianercy and Galstyan 2012. Informally (see Section 2 for the rigorous definition), each agent $k$ updates her choice distribution $x = (x_i)$ according to the rule

$$\dot{x}_i / x_i = \beta_k (u_i - \bar{u}) - \alpha_k \left( \ln x_i - \sum_j x_j \ln x_j \right)$$

where $u_i, \bar{u}$ denote agent $k$’s utility from action $i$ and average utility, respectively, given all other agents’ actions and $\alpha_k / \beta_k$ is agent $k$’s exploration rate. Agents tune the exploration parameter to increase/decrease exploration during the learning process. We analyze the performance of SQL dynamics along the following axes.

Regret and Equilibration. First, we benchmark their performance against the optimal choice distribution in a cost model that internalizes agents’ utilities from exploring the space (Lemma 3.1), and show that in this context, the SQL dynamics enjoy a constant total regret bound in arbitrary games that depends logarithmically in the number of actions (Theorem 3.2). Second, we show that they converge to Quantal Response Equilibria (QRE) in weighted potential games with heterogeneous agents of arbitrary size (Theorem 3.3). The underpinning intuition is that agents’ deviations from pure exploitation are not a result of their bounded rationality but rather a perfectly rational action in the quest for more information about unexplored choices which creates value on its own. This is explicitly captured by a correspondingly modified Lyapunov function (potential) which combines the original potential with the entropy of each agent’s choice distribution (Lemma 3.4).

While previously not formally known, these properties mirror results of strong regret guarantees for online algorithms (see e.g., Cesa-Bianchi and Lugosi 2006, Kwoon and Mertikopoulos 2017, Mertikopoulos et al. 2018); convergence results for SQL in more restricted settings (Leslie and Collins 2005, Coucheney et al. 2015). However, whereas in previous works such results

---

1 This variant of Q-learning has been also extensively studied in the economics and reinforcement learning literature under various names, see e.g., Alós-Ferrer and Netzer 2010, Sanders et al. 2018 and Kaelbling et al. 1996, Mertikopoulos and Sandholm 2017, respectively.

2 The prototypical extension of NE for games with bounded rationality McKelvey and Palfrey 1995.

3 Apart from their standard applications, see Panageas and Piliouras 2016, Swenson et al. 2018, Perolat et al. 2020 and references therein, weighted potential games naturally emerge in distributed settings such as recommendation systems Ben-Porat and Tennenholtz 2018.

4 They are also of independent interest in the limited literature on the properties of the softmax function Gao and Pavel 2017.
corresponded to main theorems, in our case they are only our starting point as they clearly not suffice to explain the disparity between the regularity of the SQL dynamics in theory and their unpredictable performance in practice.

We are faced with two major unresolved complications. First, the outcome of the SQL algorithm in MAS is highly sensitive on the exploration parameters [Tuyls et al. 2006]. The set of QRE ranges from the NE of the underlying game when there is no exploration to uniform randomization when exploration is constantly high (agents never learn). Second, the collective system evolution is path dependent, i.e., in the case of time-evolving parameters, the equilibrium selection process cannot be understood by only examining the final exploration parameter but rather depends on its whole history of play [Göcke 2002, Romero 2015, Yang et al. 2017].

Catastrophe theory and equilibrium selection. We explain the fundamentally different outcomes of exploration-exploitation with SQL in games via catastrophe theory. The link between these two distinct fields lies on the properties of the underlying game which, in turn, shape the geometry of the QRE surface. As agents’ exploration parameters change, the QRE surface also changes. This prompts dramatic phase transitions in the exploration path that ultimately dictate the outcome of the learning process. Catastrophe theory reveals that such transitions tend to occur as part of well-defined qualitative geometric structures.

In particular, the SQL dynamics may induce a specific type of catastrophes, known as saddle-node bifurcations [Strogatz 2000]. At such bifurcation points, small changes in the exploration parameters change the stability of QRE and cause QRE to merge and/or disappear. However, as we prove, this is not always sufficient to stabilize desired states; the decisive feature is whether the QRE surface is connected or not (see Theorem 4.2 and Figure 2) which in turn, determines the possible types of bifurcations, i.e., whether there are one or two branches of saddle-node bifurcation curves, that may occur as exploration parameters change (Figure 1).

![Figure 1: Single saddle-node bifurcation curve (left) vs two branches of saddle-node bifurcation curves meeting which is consistent with the emergence of a co-dimension 2 cusp bifurcation (right) on the QRE manifold of two player, two action games as function of the exploration rates, δ_x, δ_y (see also Figures 3,4). The possible learning paths before, during and after exploration depend on the geometry of the QRE surface (Theorems 4.1,4.2).](image)

In terms of performance, this is formalized in Theorem 4.1 which states that even in the simplest of MAS, exploration can lead under different circumstances both to unbounded gain as well as unbounded loss. While existential in nature, Theorem 4.1 does not merely say that anything goes when exploration is performed. When coupled with the characterization of the geometric locus of QRE in Theorem 4.2 it suggests that we can identify cases where exploration can be provably beneficial or damaging. This provides a formal geometric argument why exploration is both extremely powerful but also intrinsically unpredictable.

The above findings are visualized in systematic experiments in both low and large dimensional
games along two representative exploration-exploitation policies, explore-then-exploit and cyclical learning rates (Section 5). We also visualize the modified potential (and how it changes during exploration) in weighted potential games of arbitrary size by properly adapting the technique of [Li et al. 2018] for visualizing high dimensional loss functions in deep learning (Figure 5). Omitted materials, all proofs, and more experiments are included in Appendices A-D.

2 Preliminaries: Game Theory and SQL

We consider a finite set $N$ of interacting agents indexed by $k = 1, 2, \ldots, N$. Each agent $k \in N$ can take an action from a finite set $A_k = \{1, 2, \ldots, n_k\}$. Accordingly, let $A := \prod_{k=1}^{N} A_k$ denote the set of joint actions or pure action profiles, with generic element $a = (a_1, a_2, \ldots, a_N)$. To track the evolution of the agents’ choices, let $X_k = \{x_k \in \mathbb{R}^{n_k}: \sum_{i=1}^{n_k} x_{ki} = 1, x_{ki} \geq 0\}$ denote the set of all possible choice distributions $x_k := (x_{ki})_{i \in A_k}$ of agent $k \in N$. We consider the dynamics in the collective state space $X := \prod_{k=1}^{N} X_k$, i.e., the space of all joint choice distributions $x = (x_k)_{k \in N}$. Using conventional notation, we will write $(a_k; a_{-k})$ to denote the pure action profile at which agent $k \in N$ chooses action $a_k \in A_k$ and all other agents in $N$ choose actions $a_{-k} = (a_1, \ldots, a_{k-1}, a_{k+1}, \ldots, a_N)$. Similarly, for choice distribution profiles, we will write $(x_k, x_{-k})$ with $x_{-k} = \prod_{k \neq k} X_k$. When time is relevant, we will use the index $t$ for agent $k$’s choice distribution $x_k(t) := (x_{ki}(t))_{i \in A_k}$ at time $t \geq 0$.

When selecting an action $i \in A_k$, agent $k \in N$ receives a reward $u_k(i; a_{-k})$ which depends on the choices $a_{-k} \in A_{-k}$ of all other agents. Accordingly, the expected reward of agent $k \in N$ for a choice distribution profile $x = (x_k, x_{-k}) \in X$ is equal to $u_k(x) = \sum_{a \in A} x_{ki} u_k(i; a_{-k}) \prod_{l \neq k} x_{la_l}$. We will also write $r_k(x) := u_k(i; a_{-k})$ or equivalently $r_k(x_{-k})$ for the reward of pure action $i \in A_k$ at the joint choice distribution profile $x = (x_k, x_{-k}) \in X$ and $r_k(x) := r_k(x_{-k}) \in A_k$ for the resulting reward vector of all pure actions of agent $k$. Using this notation, we have that $u_k(x) = \langle x_k, r_k(x) \rangle$, where $\langle \cdot, \cdot \rangle$ denotes the usual inner product in $\mathbb{R}^{n_k}$, i.e., $\langle x_k, r_k(x) \rangle = \sum_{j \in A_k} x_{kj} r_{kj}(x)$. In particular, $\partial u_k(x) / \partial x_{ki} = r_{ki}(x)$. To sum up, the above setting can be represented in compact form with the notation $\Gamma = (N, (A_k, u_k)_{k \in N})$.

We assume that the updates in the choice distribution $x_k$ of agent $k \in N$ are governed by the dynamics

$$\dot{x}_{ki}/x_{ki} = \beta_k[r_{ki}(x) - \sum_{j \in A_k} x_{kj} r_{kj}(x)] - \alpha_k[\ln x_{ki} - \sum_{j \in A_k} x_{kj} \ln x_{kj}]$$

$$= \beta_k[r_{ki}(x) - \langle x_k, r_k(x) \rangle] - \alpha_k[\ln x_{ki} - \langle x_k, \ln x_k \rangle]$$

where $\beta_k \in [0, +\infty)$ and $\alpha_k \in [0, 1)$ are positive constants that control the rate of choice adaptation and memory loss, respectively of the learning agent $k \in N$ and $\ln x_k := (\ln x_{ki})_{i \in A_k}$ for $x_k \in X_k$. The first term, $r_k(x) - \sum_{j \in A_k} x_{kj} r_{kj}(x)$, corresponds to the vector field of the replicator dynamics and captures the adaptation of the agents’ choices towards the best performing strategy (exploitation). The second term, $\ln x_k - \sum_{j \in A_k} x_{kj} \ln x_{kj}$, corresponds to the memory of the agent and the exploration of alternative choices. Due to their mathematical connection with Q-learning, we will refer to the dynamics in (1) as smooth Q-learning (SQL) dynamics$^5$. The interior fixed points $x^Q \in X$ of the dynamics in equations (1) are the Quantal Response Equilibria (QRE) of $\Gamma$. In particular, each $x^Q_k \in X_k$ for $k = 1, 2, \ldots, N$ satisfies

$$x^Q_{ki} = \exp(r_{ki}(x^Q_{-k})/\delta_k) / \sum_{i \in A_k} \exp(r_{kj}(x^Q_{-k})/\delta_k),$$

$^5$Depending on the context, we will use either the indices $i, j \in A_k$ or the symbol $a_k \in A_k$ to denote the pure actions of agent $k$.  
$^6$An explicit derivation due to Tuyls et al. 2003, Sato et al. 2005, Wolpert et al. 2012, Kianercy and Galstyan 2012 (among others) of the connection between Q-learning Watkins and Dayan 1992 and the above dynamics (including their resting points) is given in Appendix A.
for \( i \in A_k \), where \( \delta_k := \alpha_k/\beta_k \) denotes the exploration rate for each agent \( k \in \mathcal{N} \).

## 3 Bounded Regret in All Games and Convergence in Weighted Potential Games

Our first observation is that the SQL dynamics in \([1]\) can be considered as replicator dynamics in a modified game with the same sets of agents and possible actions for each agent but with modified utilities.

**Lemma 3.1.** Given \( \Gamma = (\mathcal{N}, (A_k, u_k)_{k \in \mathcal{N}}) \), consider the modified utilities \( (u^H_k)_{k \in \mathcal{N}} \) defined by \( u^H_k(x) := \beta_k(x_k, r_k(x)) - \alpha_k(x_k, \ln x_k) \), for \( x \in X \). Then, the dynamics described by the differential equation \( \dot{x}_{ki}/x_{ki} \) in \([1]\) can be written as

\[
\dot{x}_{ki}/x_{ki} = r^H_{ki}(x) - \langle x_k, r^H_k(x) \rangle
\]

(3)

where \( r^H_{ki}(x) := \partial_{x_{ki}} u^H_k(x) = \beta_k r_k(x) - \alpha_k (\ln x_{ki} + 1) \). In particular, the dynamics in \([1]\) describe the replicator dynamics in the modified setting \( \Gamma^H = (\mathcal{N}, (A_k, u^H_k)_{k \in \mathcal{N}}) \).

The superscript \( H \) refers to the regularizing term, \( H(x_k) := -\langle x, \ln x \rangle = -\sum_{j \in A_k} x_{kj} \ln x_{kj} \) which denotes the Shannon entropy of choice distribution \( x_k \in X_k \).

**Bounded regret.** To measure the performance of the SQL dynamics in \([1]\), we will use the standard notion of (accumulated) regret [Mertikopoulos et al., 2018]. The regret \( R_k(T) \) at time \( T > 0 \) for agent \( k \) is

\[
R_k(T) := \max_{x_k' \in X_k} \int_0^T \left[ u_k(x_k'; x_{-k}(t)) - u_k(x_k(t), x_{-k}(t)) \right] dt,
\]

(4)

i.e., \( R_k(T) \) is the difference in agent \( k \)'s rewards between the sequence of play \( x_k(t) \) generated by the SQL dynamics and the best possible choice up to time \( T \) in hindsight. Agent \( k \) has bounded regret if for every initial condition \( x_k(t) \) the generated sequence \( x_k(t) \) satisfies \( \limsup \sup R_k(T) \leq 0 \) as \( T \to \infty \). Our main result in this respect is a constant upper bound on the regret of the SQL dynamics.

**Theorem 3.2.** Consider the modified setting \( \Gamma^H = (\mathcal{N}, (A_k, u^H_k)_{k \in \mathcal{N}}) \). Then, every agent \( k \in \mathcal{N} \) who updates their choice distribution \( x_k \in X_k \) according to the dynamics in equation \([3]\) has bounded regret, i.e., there exists a constant \( C > 0 \) such that \( \limsup_{T \to \infty} R_k^H(T) \leq C \).

From the proof of Theorem 3.2 it follows that the constant \( C \) is logarithmic in the number of actions given a uniformly random initial condition as is the standard. This yields an optimal bound which is powerful in general MAL settings. In particular, regret minimization by the SQL dynamics at an optimal \( O(1/T) \) rate implies that their time-average converges fast to coarse correlated equilibria (CCE). These are CCE of the perturbed game, \( \Gamma^H \), but if exploration parameter is low, they are approximate CCE of the original game as well. Even \( \epsilon \)-CCE are \( (\frac{\lambda(1+\epsilon)}{1-\mu(1+\epsilon)}) \)-optimal for \( \lambda - \mu \) smooth games, see e.g., Roughgarden [2015]. However, for games that are not smooth (e.g., games with NE that have widely different performance and hence, a large Price of Anarchy), we need more specialized tools (see Section 4).

**Convergence to QRE in weighted potential games with heterogeneous agents.** If \( \Gamma = (\mathcal{N}, (A_k, u_k)_{k \in \mathcal{N}}) \) describes a potential game, then more can be said about the limiting behavior of the SQL dynamics. Formally, \( \Gamma \) is called a weighted potential game if there exists a function \( \phi : A \to \mathbb{R} \) and a vector of positive weights \( w = (w_k)_{k \in \mathcal{N}} \) such that for each player \( k \in \mathcal{N} \), \( u_k(i, a_{-k}) - u_k(j, a_{-k}) = w_k(\phi(i, a_{-k}) - \phi(j, a_{-k})) \), for all \( i \neq j \in A_k \), and \( a_{-k} \in A_{-k} \).
If \( w_k = 1 \) for all \( k \in \mathcal{N} \), then \( \Gamma \) is called an exact potential game. Let \( \Phi : X \to \mathbb{R} \) denote the multilinear extension of \( \phi \) defined by \( \Phi(x) = \sum_{a \in A} \phi(a) \prod_{k \in \mathcal{N}} x_{k a k} \), for \( x \in X \). We will refer to \( \Phi \) as the potential function of \( \Gamma \). Using this notation, we have the following.

**Theorem 3.3.** If \( \Gamma = (\mathcal{N}, (A_k, u_k)_{k \in \mathcal{N}}) \) admits a potential function, \( \Phi : X \to \mathbb{R} \), then the sequence of play generated by the SQL dynamics in (1) converges to a compact connected set of QRE of \( \Gamma \).

Intuitively, the first term, \( \beta_k (r_{k_t}(x_k) - \langle x_k, r_k(x_k) \rangle) \), in equation (1) corresponds to agent \( k \)'s replicator dynamics in the underlying game (with utilities rescaled by \( \beta_k \) that can also absorb agent \( k \)'s weight) and thus, it is governed by the potential function. The second term, \( -\alpha_k (\ln x_{k_t} - \langle x_k, \ln x_k \rangle) \), is an idiosyncratic term which is independent from the environment, i.e., the other agents’ choice distributions. Hence, the potential game structure is preserved — up to a multiplicative constant for each player which represents that players’ exploration stops for all agents. In particular, for all agents \( \Gamma \) exist potential games.

**Lemma 3.4.** Let \( \Phi : X \to \mathbb{R} \) denote a potential function for \( \Gamma = (\mathcal{N}, (A_k, u_k)_{k \in \mathcal{N}}) \), and consider the modified utilities \( u^H_k(x) := \beta_k \langle x_k, r_k(x) \rangle - \alpha_k \langle x_k, \ln x_k \rangle \), for \( x \in X \). Then, the function \( \Phi^H(x) \) defined by

\[
\Phi^H(x) := \Phi(x) + \sum_{k \in \mathcal{N}} \delta_k H(x_k), \quad \text{for } x \in X,
\]

is a potential function for the modified game \( \Gamma^H = (\mathcal{N}, (A_k, u^H_k)_{k \in \mathcal{N}}) \). The time derivative \( \dot{\Phi}^H(x) \) of the potential function is positive along any sequence of choice distributions generated by the dynamics of equation (1) except for fixed points at which it is 0.

### 4 From Topology to Performance

While the above establish some desirable topological properties of the SQL dynamics, the effects of exploration are still unclear in practice both in terms of equilibrium selection and agents’ individual performance (utility). As we formalize in Theorem 4.1 and visualize in Section 5, exploration — exploitation may lead to (unbounded) improvement, but also to (unbounded) performance loss even in simple settings.

To compare agents’ utility for different exploration-exploitation policies, it will be convenient to denote the sequence of utilities of agent \( k \in \mathcal{N} \) by \( u^\text{exploit}_k(t), t \geq 0 \) if there exist thresholds \( \delta_k > 0 \) (that may depend on the initial condition \( x_k(0) \) of agent \( k \)) such that \( \delta_k(t) < \delta_k \) for all \( k \in \mathcal{N} \), i.e., if exploration remains low for all agents, and by \( u^\text{exploit}_k(t), t \geq 0 \) otherwise. Then we have the following.

**Theorem 4.1 (Catastrophes in Exploration-Exploitation).** For any number \( M > 0 \), there exist potential games \( \Gamma^M_u = \{\mathcal{N}, (X_k, u_k)_{k \in \mathcal{N}}\} \) and \( \Gamma^M_v = \{\mathcal{N}, (X_k, v_k)_{k \in \mathcal{N}}\} \), positive-measure sets of initial conditions \( I_u, I_v \subset X \), and exploration rates \( \delta_k > 0 \), so that

\[
\lim_{t \to \infty} \frac{u^\text{exploit}_k(t)}{u^\text{exploit}_k(t)} \geq M, \quad \text{and}
\]

\[
\lim_{t \to \infty} \frac{v^\text{exploit}_k(t)}{v^\text{exploit}_k(t)} \leq 1/M
\]

for all \( k \in \mathcal{N} \), whenever \( \limsup_{t \to \infty} \delta_k(t) = 0 \) for all \( k \in \mathcal{N} \), i.e., whenever, after some point, exploration stops for all agents. In particular, for all agents \( k \in \mathcal{N} \), the individual — and hence, also the aggregate — performance loss (gain) in terms of utility due to exploration can be unbounded, even if exploration is only performed by a single agent.
The proof of Theorem 4.1 is constructive and relies on Theorem 4.2 discussed next. Theorem 4.2 characterizes the geometry of the QRE surface (connected or disconnected) which determines the bifurcation type that takes place during exploration. In turn, this dictates the possible outcomes — and hence, the individual and collective performance — after the exploration process, as formalized by Theorem 4.1.

**Classification of 2 x 2 coordination games and geometry of the QRE surface.** First, we introduce some minimal additional notation and terminology regarding coordination games. Two player \( \mathcal{N} = \{1, 2\} \), two action \( A_k = \{a_1, a_2\}, k = 1, 2 \), coordination games are games in which the payoffs satisfy \( u_{11} > u_{21}, u_{22} > u_{12} \) and \( v_{11} > v_{21}, v_{12} > v_{22} \) where \( u_{ij} \) (\( v_{ij} \)) denotes the payoff of agent 1 (2) when that agent selects action \( i \) and the other agent action \( j \). Such games admit three NE, two pure on the diagonal and one fully mixed \((x_{\text{mix}}, y_{\text{mix}})\), with \( x_{\text{mix}}, y_{\text{mix}} \in (0,1) \) (see Appendix C for details). The equilibrium \((a_2, a_2)\) is called risk-dominant if

\[
(u_{22} - u_{12})(v_{22} - v_{12}) > (u_{11} - u_{21})(v_{11} - v_{21}).
\]

In particular, a NE is risk dominant if it has the largest basin of attraction (is less risky) and Selten [1988]. For symmetric games, inequality (6) has an intuitive interpretation: the choice of the risk dominant NE is the one that yields the highest expected payoff under complete ignorance, modelled by assigning \((1/2, 1/2)\) probabilities to the other agent’s choices. If \( u_{22} \geq u_{11} \) and \( v_{22} \geq v_{11} \) with at least one inequality strict, then \((a_2, a_2)\) is called payoff-dominant.

Depending on whether the interests of both agents are perfectly aligned — in the sense that \((u_{11} - u_{22})(v_{11} - v_{22}) > 0 \) — or not, the QRE surface can be disconnected or connected. A formal characterization is provided in Theorem 4.2.

**Theorem 4.2** (Geometric locus of the QRE equilibria in coordination games). Consider a two-player, \( \mathcal{N} = \{1, 2\} \), two-action, \( A_1 = A_2 = \{a_1, a_2\} \), coordination game \( \Gamma = (\mathcal{N}, (A_k, u_k)_{k \in \mathcal{N}}) \) with payoff functions \((u_1, u_2)\) as in equations (11). If \( x_{\text{mix}} + y_{\text{mix}} > 1 \), then, for any exploration-exploitation rates \( \alpha_x, \beta_x, \alpha_y, \beta_y > 0 \) it holds that

(i) If \( x_{\text{mix}} + y_{\text{mix}} > 1/2 \), then any QRE \((x_Q, y_Q)\) satisfies either \( x_Q > x_{\text{mix}}, y_Q > y_{\text{mix}} \) or \( x_Q, y_Q < 1/2 \).

(ii) If \( x_{\text{mix}} > 1/2, y_{\text{mix}} \leq 1/2 \), then any QRE \((x_Q, y_Q)\) satisfies one of: \( x_Q < 1/2, y_Q < y_{\text{mix}}, 1/2 < x_Q < x_{\text{mix}}, y_Q < y_{\text{mix}} < y_Q < 1/2 \) and \( x_Q > x_{\text{mix}}, y_Q > y_{\text{mix}} \).

\(^{7}\)A more general description is in Appendix C.
Pareto Coordination  |  Battle of the Sexes  |  Stag Hunt
---|---|---
| $a_1$ | $a_2$ | $a_1$ | $a_2$ | $a_1$ | $a_2$
| 1, 1 | 0, 0 | 1.5, 1 | 0, 0 | 3, 3 | 0, 2
| 0, 0 | 1.5, 1.8 | 0, 0 | 1, 2 | 2, 0 | 1.5, 1.5

Table 1: Payoffs of the games in Section 5.

In particular, if $\Gamma$ is symmetric, i.e., if $u_2 = u_1^T$, then there exist no symmetric QRE, $(x_Q, x_Q)$, with $1/2 < x_Q < x_{mix}$.

The statement of Theorem 4.2 is visualized in Figure 2. In the first case, disconnected QRE surface, the dynamics select the risk-dominant equilibrium after a *saddle-node bifurcation* in the exploration phase, regardless of whether it coincides with the payoff dominant equilibrium or not. In the second case, the QRE surface is connected via two branches of saddle-node bifurcations which is consistent with the emergence of a *cusp bifurcation* point. Hence, after exploration which it may rest to either of the two boundary equilibria. In short, the collective outcome of the SQL dynamics depends on the geometry of the QRE surface which is illustrated next.

## 5 Experiments: Phase Transitions in Games

To visualize the above, we start with $2 \times 2$ coordination games and then proceed to potential games with action spaces of arbitrary size. In all cases, we consider two representative exploration-exploitation policies: an *Explore-Then-Exploit* (ETE) policy [Bai and Jin, 2020], which starts with (relatively) high exploration that reduces linearly to zero and a *Cyclical Learning Rate with one cycle* (CLR-1) policy [Smith and Topin, 2017], which starts with low exploration, increases to high exploration around the middle of the cycle and decays to (ultimately) zero exploration (i.e., pure exploitation).

### Coordination Games $2 \times 2$.

As long as agents’ interests are aligned, sufficient exploration even by a single agent leads the learning process (after exploration is reduced back to zero) to the risk dominant equilibrium regardless of whether this equilibrium coincides with the payoff dominant equilibrium or not. Typical realizations of these cases are the Pareto Coordination and Stag Hunt games (Table 1).

In Pareto Coordination, $(a_2, a_2)$ is both the risk- and payoff-dominant equilibrium whereas in Stag Hunt, the payoff dominant equilibrium is $(a_1, a_1)$. However, in both games $x_{mix}, y_{mix} > 1/2$ (due to the aligned interests of the players) which implies that the location of the QRE is described by the upper panel in Figure 2. Accordingly, the QRE surface is disconnected and if any agent sufficiently increases their exploration rate, the SQL dynamics converge to the risk-dominant equilibrium independently of the starting point and the exploration policy of the other agent. This is illustrated and explained in Figure 3 (and in a similar fashion in Figure 8 in Appendix D). Note that in both these cases, the risk-dominant equilibrium is the global maximizer of the potential function, see Lemma C.1 and Alós-Ferrer and Netzer [2010], Schmidt et al. [2003].

By contrast, if agents’ interests are not perfectly aligned, then the outcome of the exploration process is not unambiguous (even if the game remains a coordination game). A representative game of this class, in which no payoff dominant equilibrium exists, is the Battle of the Sexes in Table 1. The most preferable outcome is now different for the two agents which implies that

---

8The findings are qualitatively equivalent for non-linear, e.g., quadratic, changes in the exploration rates in both policies and for more that one learning cycle in the CLR policy.

9In the numerical experiments, we have the used the transformations in Lemma A.1 and Remark A in Appendix A which lead to a robust discretization of the ODEs in the theoretical analysis.
Figure 3: SQL in Stag Hunt. The upper panel shows the QRE surface and the exploration path of agent 1 (light to dark line). The bottom panels show the CLR-1 exploration rates (left) and the probability of action 1 during the learning process for both agents (right). As agents increase exploration, their choice distributions undergo a saddle-node bifurcation (disconnected surface). This prompts a permanent transition from the vicinity of the payoff dominant action profile, \((x, y) = (1, 1)\), in the upper component of the QRE surface to the \((0,0)\) equilibrium when exploration reduces back to zero (right corner of the lower component).

There is no payoff dominant equilibrium. However, the pure joint profile \((a_2, a_2)\) remains the risk-dominant equilibrium. In this class of games, the location of the QRE is described by the bottom panel in Figure 2. The QRE surface is connected and the collective output of the exploration process depends on the exploration policies (timing and intensity) of the two agents. This is illustrated in Figure 4 which denotes two different outcomes of the learning process under the same exploration policy for agent 1 but different exploration policies for agent 2. In Appendix D we provide an exhaustive treatment of the possible outcomes under the ETE and CLR-1 exploration policies.

Figure 6 shows the QRE manifolds (surfaces) from a different perspective and highlights the bifurcation curves in the Stag Hunt and Battle of the Sexes games (Pareto Coordination is equivalent to Stag Hunt in this respect). Rotations of the images are included in the Multimedia Appendix.

**Potential games in larger dimensions** To visualize the modified potential in equation (5) of Lemma 3.4, we adapt the two-dimensional projection technique of Li et al. [2018]. Given a potential game with potential \(\Phi\) and \(n, m\) actions for agents 1 and 2, we first embed their choice distributions into \(\mathbb{R}^{n+m-2}\) to remove the Simplex restrictions via the transformation \(y_i := \log x_i / x_n\) from \(\mathbb{R}^n \to \mathbb{R}^{n-1}\) (with \(\sum_{i=1}^n x_i = 1\)) for the first agent (and similarly for the second agent) and then choose two arbitrary directions in \(\mathbb{R}^{n+m-2}\) along which we plot the modified potential \(\Phi^H (x) = \Phi (x) + \sum_{k \in N^c} \delta_k H (x_k)\), for \(x \in X\), cf. equation (5). For simplicity, we keep the exploration ratio \(\delta_k := \beta_k / \alpha_k\) equal to a common \(\delta\) for both players.

A visualization of randomly generated 2-player potential game is given in Figure 5. As players modify their exploration rates, the SQL dynamics converge to different QRE (local maxima) of these changing surfaces. However, when exploration is large, a single attracting QRE remains (similar to the low dimensional case).

In Figure 7 we plot the SQL dynamics (\(1e - 20\) Q-value updates for each of \(1e - 03\) choice points). Note that, although well defined, risk-dominance seems to be now less appealing: if agent 1 is completely ignorant about the equilibrium selection of agent 2 (and assigns a uniform distribution to agent 2’s actions), then agent 1 is better off to select action \(a_1\), despite the fact that \((a_2, a_2)\) is the risk-dominant equilibrium. A detailed description of the routine is in Appendix D. This method produces similar visualizations for any number of players.
Figure 4: Exploration-Exploitation in Battle of the Sexes. In contrast to Stag Hunt, the QRE manifold has two branches of saddle-node bifurcation curves (consistent with the emergence of a co-dimension 2 cusp point) and the phase transition to the lower part of the QRE surface may not be permanent. These two cases are illustrated via the CLR-1 vs CLR-1 policies (up) and the CLR-1 vs ETE policies (down).

Figure 5: Snapshots of the modified potential $\Phi_H$ for different exploration rates in a symmetric 2-player potential game with random payoffs in $[0, 1]$. Unlike Figures 3 and 4, we now visualize the potential function instead of the QRE surface. Hence, we cannot reason about the bifurcation types. However, we see that without exploration, $\delta = 0$, the potential (equal to the potential, $\Phi$, of the original game) has various local maxima, whereas as exploration increases, a unique remaining attractor (maximum) forms at the vicinity of the uniform distribution, $(0, 0)$ in the transformed coordinates.

distribution updates) in a 2-player potential game with $n = 10$ actions and potential, $\Phi$, with random values in $[0, 10]$. Both agents use CLR-1 policies. Starting from a grid of initial conditions,
one close to each pure action pair, the SQL dynamics rest at different local optima before the exploration, converge to the uniform distribution when exploration rates reach their peak and then converge to the same (in this case, global) optimum when exploration is gradually reduced back to zero (horizontal line and vanishing shaded region).

Figure 7: Exploration-Exploitation with the SQL dynamics in a potential game with $n = 10$ actions. The first two panels show the (log) choice distributions (with the optimal action in different color). The third panel shows the average potential over a set of $10 \times 10$ different trajectories (starting points) and one standard deviation (shaded region that disappears after all trajectories converge to the same choice distribution). The fourth panel shows the selected CLR-1 policies.
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Derivation of SQL Dynamics

The mathematical connection between Q-learning and the dynamics in (1) via a smoothening process (continuous time limit) at which the Q-values are interpreted as Boltzmann probabilities for the action selection can be found in Tuyls et al. [2003] and Sato and Crutchfield [2003] among others. To make the paper self-contained, we repeat here the main arguments. Each agent $k \in \mathbb{N}$ keeps track of the past performance of their actions $i \in A_k$ via the Q-learning update rule

$$Q_{ki}(n+1) = Q_{ki}(n) + \alpha_k [r_{ki}(n) - Q_{ki}(n)], \ i \in A_k \tag{7}$$

where $n \in \mathbb{N}$ denotes the time (in discrete steps) and $\alpha_k \in [0,1]$ the learning rate or memory decay of agent $k$, cf. Sato and Crutchfield [2003], Kianercy and Galstyan [2012]. Here $Q_{ki}(n)$ is called the memory of agent $k$ about the performance of action $i \in A_k$ up to time step $n \in \mathbb{N}$. Agent $k \in \mathcal{N}$ updates their actions (choice distributions) according to a Boltzmann type distribution, with

$$x_{ki}(n) = \frac{\exp (\beta_k Q_{ki}(n))}{\sum_{j \in A_k} \exp (\beta_k Q_{kj}(n))}, \text{ for each } i \in A_k, \tag{8}$$

where $\beta_k \in [0, +\infty)$ denotes agent $k$’s learning sensitivity or adaptation, i.e., how much the choice distribution is affected by the past performance. Higher values of $\beta_k$ indicate a higher exploitation rate, i.e., proclivity of the agent towards the best performing action, whereas values of $\beta_k$ close to 0 lead to higher exploration or randomization among the agent’s available choices in $A_k$. Combining the above equations, one obtains the recursive equation of the agent’s choice distribution

$$x_{ki}(n+1) = \frac{x_{ki}(n) \exp (\beta_k (Q_{ki}(n+1) - Q_{ki}(n)))}{\sum_{j \in A_k} x_{kj}(n) \exp (\beta_k (Q_{kj}(n+1) - Q_{kj}(n)))}, \text{ for each } i \in A_k. \tag{9}$$

In practice, agents perform a large number of actions (updates of Q-values) for each choice-distribution (update of Boltzmann selection probabilities). This motivates to consider a continuous time version of the learning process for each agent $k \in \mathcal{N}$ which results in the following update rules for both the memories $Q_{ki}$

$$\dot{Q}_{ki} = \alpha_k [r_{ki}(x) - Q_{ki}], \tag{10}$$
where as in the main text, $r_{ki}(x)$ denotes $k$’s reward for selecting pure action $i \in A_k$ at state $x = (x_k, x_{-k}) \in X$, and the selection probabilities $x_{ki}$ of each action $i \in A_k$

$$\dot{x}_{ki} = \beta_k x_{ki} \left( \dot{Q}_{ki} - \sum_{j \in A_k} \dot{Q}_{kj} \right).$$

Combining the last two equations under the assumptions that the relationship between pairs of actions is constant over time and that the choice distributions of the various agents are independently distributed, yields the dynamics in equation \([1]\), namely

$$\begin{align*}
\dot{x}_{ki} &= \beta_k \left( r_{ki}(x) - \sum_{j \in A_k} x_{kj} r_{kj}(x) \right) - \alpha_k \left( \ln x_{ki} - \sum_{j \in A_k} x_{kj} \ln x_{kj} \right) \\
\text{for each } i \in A_k \text{ and for each agent } k \in \mathcal{N}.
\end{align*}$$

**Time scale of updates.** In the above dynamics, there are three relevant time scales or rates from the perspective of agent $k \in \mathcal{N}$: (1) the rate of change of the environment, i.e., of $x_{-k} \in X_{-k}$, (2) the rate of adaptation, i.e., the rate of change of $x_k \in X_k$, which is captured by $\beta_k$ and (3) the rate of memory dissipation or exploration of the action space which is captured by $\alpha_k$.

Typically, cf. Sato et al. [2005], the rate of change of the environment — captured by the choices $x_{-k} \in Y$ of all other agents — is slower than the changes in the choices $x_k$ of agent $k$ — updates of equation \([5]\) — which in turn, are slower than the rate of interaction — memory updates or equivalently updates of equation \([4]\) — with the environment. In other words, the agent fixes a choice distribution $x_k \in X_k$ and interacts multiple times with the other agents (environment) before updating their choice distribution according to the above scheme.

To determine the interplay between updates of Q-values and choice distributions, let $n$ and $n + 1$ denote the time points of two successive updates of the choice distribution $x_k(n)$ and $x_k(n + 1)$ of agent $k \in \mathcal{N}$. For any choice $i \in A_k$, let $n_i := x_{ki}(n) M$ denote the (on average or expectation) number of times that agent $k$ selects action $i \in A_k$ given choice distribution $x_k(n)$, where $M \gg 0$ is the large number of interactions of the agent with its environment under the fixed choice distribution $x_k(n)$. Then, using the index $t \in [0, n_i]$ such that $n = 0 < 1 < \cdots < t < \cdots < n_i = n + 1$ to denote the timing of the interactions (the actual timing is irrelevant; only the number of interactions matters), equation \([7]\) yields the following recursion.

**Lemma A.1.** Let $x_{-k}(n) \in X_{-k}$ and $x_k(n) \in X_k$ denote the choice distributions of agent $k \in \mathcal{N}$ and all other agents in $\mathcal{N}$ other than $k$ at time point $n \geq 0$. Let $n + 1$ denote the time point of the next update of the choice distribution of agent $k$. Then, if $n = 0 < 1 < \cdots < t < \cdots < n_i = n + 1$ denote the time points of $M \gg 0$ interactions of agent $k$ with its environment between time points $n$ and $n + 1$, the updates in the Q-values of agent $k$ are governed in expectation by the equation

$$Q_{ki}(n + 1) = (1 - \alpha_k)^{n_i} Q_{ki}(n) + \sum_{t=0}^{n_i} (1 - \alpha_k)^t r_{i}(n_i - t),$$

with $n_i := M \cdot x_{ki}(n)$. If $x_{-k}(n)$ remains constant between two successive updates of the choice distribution of agent $k$ at time points $n$ and $n + 1$, then $r_{i}(n_i - t) = r_i$ for any $t \in [0, n_i]$ and equation \([9]\) simplifies to

$$Q_{ki}(n + 1) = (1 - \alpha_k)^{n_i} Q_{ki}(n) + \frac{r_i}{\alpha_k} \left( 1 - (1 - \alpha_k)^{n_i + 1} \right).$$
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Proof. Assuming that agent \( k \) interacts \( M \) times with their environment for each (fixed) choice distribution \( x_k (n) \), where \( M \) is a large positive integer, the expected number of times that agent \( k \) selects choice \( i \in A_k \) is equal to \( n_i = M \cdot x_{ki} (n) \). Hence, equation (7) yields

\[
Q_{ki} (n + 1) = r_i (n_i) + (1 - \alpha_k) Q_{ki} (n_i)
\]

\[
= r_i (n_i) + (1 - \alpha_k) [r_i (n_i - 1) + (1 - \alpha) Q_{ki} (n_i - 1)]
\]

\[
= r_i (n_i) + (1 - \alpha_k) r_i (n_i - 1) + (1 - \alpha)^2 [r_i (n_i - 2) + Q_{ki} (n_i - 2)]
\]

\[
= \ldots
\]

\[
= (1 - \alpha_k)^n_i Q_{ki} (n) + \sum_{t=0}^{n_i} (1 - \alpha_k)^t r_i (n_i - t)
\]

with \( t \) indexing the time points at which agent \( k \) interacts with their environment between the two successive updates of its choice distribution \( x_k (n) \) and \( x_k (n + 1) \). Finally, assuming that the choice distribution of all other agents remains constant between time points \( n \) and \( n + 1 \), it holds that \( r_i (n_i - t) = r_i \) for any \( t \in [0, n_i] \) and equation simplifies to

\[
Q_{ki} (n + 1) = (1 - \alpha_k)^n_i Q_{ki} (n) \frac{r_i}{\alpha_k} \left( 1 - (1 - \alpha_k)^{n_i+1} \right)
\]

for \( \alpha_k \in [0, 1) \), by the formula of the partial sums of the geometric series,

\[
\sum_{t=0}^{n_i} (1 - \alpha_k)^t = \frac{1}{\alpha_k} \left( 1 - (1 - \alpha_k)^{n_i+1} \right).
\]

\( \square \)

Remark. Equations (10) and (9) can now be used to compute the memory updates of agent \( k \) between two successive updates of agent \( k \)'s choice distribution via equation (8). Note that both equations hold in expectation (or on average) since the acting agent chooses their choice according to the choice distribution \( x_k (n) \) each of the \( M \) times that they interact with their environment. However, under the working assumption that \( M \gg 0 \), i.e., that \( M \) is a very large number, the law of large numbers suggests that the expected value \( n_i = M \cdot x_{ki} (n) \) is close to the actual value that agent \( k \) uses choice \( i \) during the time that agent \( k \) draws from the (fixed) choice distribution \( x_k (n) \). This approach has been used in all experiments resulting in a fast (scalable) implementation of the Q-learning process.

Finally, equation (9) in Lemma A.1 suggests that for the extreme values of \( \alpha \in [0, 1) \), the updates of the Q-values are

\[
Q_i (n + 1) = \begin{cases} r_i (n_i), & \text{for } \alpha \to 1, \\ Q_i (n) + \sum_{t=0}^{n_i} r_i (t), & \text{for } \alpha = 0. \end{cases}
\]

This recovers the intuition that when \( \alpha = 0 \), the agent has perfect memory, whereas for \( \alpha \to 1 \), the agent is completely oblivious of past rewards.

B Omitted Proofs of Section 3

Proof of Lemma 3.1. Using the definition of \( r^H_{ki} (x) \), we have that

\[
r^H_{ki} (x) - \langle x_k, r^H_{ki} (x) \rangle = \beta_k (r_{ki} (x) - \langle x_k, r_k (x) \rangle) - \alpha_k \left( \ln x_{ki} + 1 - \langle x_k, \ln x_k \rangle - \langle x_k, 1 \rangle \right).
\]

Since \( \langle x_k, 1 \rangle = \sum_{j \in A_k} x_{kj} = 1 \), the right side reduces to the expression in (16). \( \square \)
To compare the performance of two different choice distributions \( p, x \in X \), we will use the notion of KL-divergence, \( D(p \| x) \), which is a measure of the distance from \( p \) to \( x \) defined by 
\[
D(p \| x) := -\sum_{i=1}^{n} p_i \ln \left( \frac{p_i}{x_i} \right).
\]
To prove Theorem 3.2, we will need the following important property that follows immediately from the definition of the KL-divergence.

**Lemma B.1.** Let \( p = (p_1, p_2, \ldots, p_n) \in X \) be fixed and let \( x = (x_1, x_2, \ldots, x_n) \in X \) denote an arbitrary probability distributions (mixed strategy or population state) in \( X \). Also let \( \langle \cdot, \cdot \rangle \) denote the inner product in \( \mathbb{R}^n \). Then,
\[
\langle p, \ln p \rangle \geq \langle p, \ln x \rangle, \quad \text{for any } x \in X,
\]
with equality if and only if \( x = p \).

**Proof.** By linearity of the inner product in \( \mathbb{R}^n \), and non-negativity of the KL-divergence (which follows from Gibbs inequality and the fact that \( \ln x \leq x - 1 \) for all \( x > 0 \)), we have that
\[
\langle p, \ln p - \ln x \rangle = \sum_{i=1}^{n} p_i (\ln p_i - \ln x_i) = -\sum_{i=1}^{n} p_i \ln \left( \frac{x_i}{p_i} \right) = D(p \| x) \geq 0
\]
with equality if and only if \( x = p \).

**Proof of Theorem 3.2.** Consider an agent \( k \in \mathcal{N} \) and let \( p_k \in X_k \) denote the agent’s optimal strategy in hindsight, i.e., \( p_k = \arg\max_{x_k \in X_k} \int_{0}^{T} u^H_k(x'_k; x_{-k}(t)) dt \). Let also \( x_k(t) \) denote the sequence of play generated by the dynamics in (3) for an arbitrary initial condition \( x_k(0) \in X_k \).

Then, by taking the time derivative of the term \( \sum_{i \in A_k} p_{ki} \ln (x_{ki}(t)) \), we obtain
\[
\frac{d}{dt} \langle p_k, \ln x_k(t) \rangle = \sum_{i \in A_k} p_{ki} \left( x_{ki} \right) \frac{\dot{x}_{ki}}{x_{ki}} = \sum_{i \in A_k} p_{ki} \left[ r^H_k(x_k(t) - \langle x_k, r_k(x) \rangle) \right]
\]
\[
= \sum_{i \in A_k} p_{ki} \left[ \beta_k (r_{ki} - \langle x_k, r_k(x) \rangle) - \alpha_k (\ln x_{ki} - \langle x_k, \ln x_k \rangle) \right]
\]
\[
= \beta_k \langle p_k, r_k(x) \rangle - \alpha_k \langle p_k, \ln x_k \rangle - \langle x_k, \beta_k r_k(x) - \alpha_k \ln x_k \rangle
\]
\[
\geq \beta_k \langle p_k, r_k(x) \rangle - \alpha_k \langle p_k, \ln p_k \rangle - u^H_k(x_k; x_{-k})
\]
\[
= u^H_k(p_k; x_{-k}(t)) - u^H_k(x_k(t); x_{-k}(t))
\]
where the inequality has been established in Lemma B.1. Integrating both sides of the previous inequality from timepoint 0 to \( T > 0 \), and using the definition of \( R_k(T) \) in equation (4), we get
\[
\sum_{i \in A_k} p_{ki} (\ln x_{ki}(T) - \ln x_{ki}(0)) \geq \int_{0}^{T} u^H_k(p_k; x_{-k}(t)) - u^H_k(x_k(t); x_{-k}(t)) dt = R^H_k(T).
\]
Since \( x_{ki}(T) \in [0, 1] \) for all \( i = 1, 2, \ldots, n \), and since \( \sum_{i \in A_k} p_{ki} = 1 \), the left side is upper bounded by \( -\sum_{i \in A_k} p_{ki} \ln (x_{ki}(0)) \) which is a constant with respect to \( T \). Hence,
\[
\lim_{T \to \infty} R^H_k(T) \leq -\sum_{i \in A_k} p_{ki} \ln x_{ki}(0),
\]
which concludes the proof.

**Proof of Lemma 3.4.** Before proceeding to the proof of the statement of Lemma 3.4, observe that the multiplicative constants \( \beta_k, k \in \mathcal{N} \) in equation (1) are essentially equivalent to a rescaling of the payoffs of agent \( k \) in the underlying game. Thus, in a weighted potential game \( \Gamma \) with vector of positive weights \( w = (w_k)_{k \in \mathcal{N}} \) satisfying
\[
u_k(i, a_{-k}) - u_k(j, a_{-k}) = w_k (\phi(i, a_{-k}) - \phi(j, a_{-k})),
\]
for all \( i \neq j \in A_k, a_{-k} \in A_{-k} \), for all agents \( k \in \mathcal{N} \), one may rescale the parameters \( \beta_k \) to \( \beta_k^* = \beta_k/w_k \) for all \( k \in \mathcal{N} \) and consider the resulting exact potential game instead. This implies that we can adjust the techniques of [Kleinberg et al. 2009, Coucheney et al. 2015] to prove the statement of Lemma 3.4.

In particular, to see that \( \Phi^H (x) \) defines a potential for \( \Gamma^H \), consider the partial derivatives of \( \Phi^H (x) \) at a point \( x = (x_{ki})_{k \in \mathcal{N}, i \in A_k} \in X \),

\[
\frac{\partial}{\partial x_{ki}} \Phi^H (x) = \frac{\partial}{\partial x_{ki}} \Phi (x) - \frac{\alpha_k}{\beta_k} (\ln x_{ki} + 1) \\
= \frac{\partial}{\partial x_{ki}} u_k (x) - \frac{\alpha_k}{\beta_k} (\ln x_{ki} + 1) \\
= r_{ki} (x) - \alpha_k (\ln x_{ki} + 1) = \frac{1}{\beta_k} r^H_{ki} (x)
\]

where \( \frac{\partial}{\partial x_{ki}} u_k (x) = r_{ki} (x) \) by definition and \( \frac{\partial}{\partial x_{ki}} \Phi (x) = \frac{\partial}{\partial x_{ki}} u_k (x) \) since \( \Phi (x) \) is a potential function for the unmodified game with utilities \( u_k (x), k \in \mathcal{N} \). Hence, \( \Gamma^H \) is a weighted potential game with potential function \( \Phi^H (x) \) for \( x \in X \) and vector of weights \( \beta = (\beta_k)_{k \in \mathcal{N}} \). Given the above, taking the time derivative of the potential \( \Phi^H (x) \) yields

\[
\dot{\Phi}^H (x) = \sum_{k \in \mathcal{N}} \sum_{i \in A_k} \left( \frac{\partial}{\partial x_{ki}} \Phi^H (x) \right) \dot{x}_{ki} \\
= \sum_{k \in \mathcal{N}} \frac{1}{\beta_k} \sum_{i \in A_k} r^H_{ki} (x) \dot{x}_{ki} \\
= \frac{1}{\beta_k} \sum_{k \in \mathcal{N}} \sum_{i \in A_k} r^H_{ki} (x) x_{ki} \left[ r^H_{ki} (x) - \langle x_k, r^H (x) \rangle \right] \\
= \sum_{k \in \mathcal{N}} \frac{1}{\beta_k} \left[ \sum_{i \in A_k} x_{ki} \left( r^H_{ki} (x) \right)^2 - \left( \sum_{i \in A_k} x_{ki} r^H_{ki} (x) \right)^2 \right] \geq 0,
\]

where the last inequality follows directly from the Cauchy-Schwarz inequality (equivalently by observing that the term in braces is the variance of the quantities \( r^H_{ki} (x), i \in A_k \) under the distribution \( x_k \in X_k \)). Accordingly, equality holds if the dynamics are at a fixed point which concludes the proof.

**Proof of Theorem 3.3.** Given Theorem 3.4 and the fact that the fixed points of (3) are precisely the QRE of \( \Gamma \), it remains to show that any sequence of play \( (x_k (t))_{k \in \mathcal{N}}, t \geq 0 \) converges to a compact, connected set consisting entirely of equilibria, i.e., of points \( x \in X \) for which \( \Phi^H (x) \) is constant and equal to 0.

To see this, observe that for any sequence of play \( (x (t))_{t \geq 0} \subseteq X \), the limit set \( \Omega \) is defined as

\[
\Omega = \bigcap_{s \in \mathbb{R}_+} \text{cl}\{x (t) : t > s\}
\]

where \( \text{cl}\{S\} \) denotes the closure of set \( S \). Hence, \( \Omega \) is compact and connected as the decreasing intersection of compact, connected sets. Moreover, since \( \Phi^H (x (t)) \) is increasing by Lemma 3.4 and bounded on \( X \) by definition, it follows that \( \Phi^H (x (t)) \) converges to a value \( \Phi^* = \sup \Phi^H (x (t)) \) for any sequence of play \( x (t)_{t \geq 0} \subseteq X \). By continuity of \( \Phi^H \), this implies that \( \Phi^* = \Phi^H (x^*) \) for all \( x^* \in \Omega \). Hence, if \( x^* (t)_{t \geq 0} \subseteq \Omega \), it must be that \( \Phi^H (x^*) = \Phi^* \) for all \( t \geq 0 \). Since \( \Phi^H (x (t)) \) is strictly increasing in \( t \) unless \( x (t) \) is a sequence equilibria, it follows that \( \Omega \) consists entirely of equilibria of the game \( \Gamma^H \) which are QRE in \( \Gamma \). This concludes the proof.
C  Omitted Materials: Section 4

The following provides a detailed notation for the coordination games discussed in Section 5. Some content is repetitive.

Coordination games

Consider a 2-player \( \mathcal{N} = \{1, 2\} \), 2-action \( A_1 = A_2 = \{a_1, a_2\} \) game \( \Gamma = (\mathcal{N}, (A_k, u_k)_{k \in \mathcal{N}}) \) with payoff matrices

\[
\begin{align*}
    u_1 &= \begin{pmatrix} a_1 & a_2 \\ a_1 & a_2 \\ a_2 & a_2 \end{pmatrix}, \\
    u_2 &= \begin{pmatrix} a_1 & a_2 \\ a_1 & a_2 \\ a_2 & a_2 \end{pmatrix},
\end{align*}
\]

where \( u_{ij} (v_{ij}) \) denotes the payoff of agent 1 (2) when this agent uses action \( a_i \) and the other agent uses action \( a_j \) for \( i, j = 1, 2 \). \( \Gamma \) is a coordination game, if

\[
u_{11} > u_{21}, u_{22} > u_{12} \text{ and } v_{11} > v_{21}, v_{22} > v_{12}\]

hold for the payoffs of agents 1 and 2, respectively. In this case, the game admits three NE that can be described in terms of the probabilities \( x, y \in [0, 1] \) of agents 1 and 2 using action \( a_1 \): two pure NE \((x, y) = (1, 1)\) and \((x, y) = (0, 0)\) that correspond to the pure action profiles \((a_1, a_1)\) and \((a_2, a_2)\) and one fully mixed at \((x_{\text{mix}}, y_{\text{mix}}) = \left( \frac{\lambda_1}{k_1}, \frac{\lambda_2}{k_2} \right) \) where \( \lambda_1 := u_{22} - u_{12}, k_1 := u_{11} - u_{12} - u_{21} + u_{22} \) and \( \lambda_2 := v_{22} - v_{12}, k_2 := v_{11} - v_{12} - v_{21} + v_{22} \), with \( \lambda, k > 0 \) for \( i = 1, 2 \). The equilibrium \((a_2, a_2)\) is called risk-dominant if \((u_{22} - u_{12})(v_{22} - v_{12}) > (u_{11} - u_{21})(v_{11} - v_{21})\). In symmetric games, i.e., when \( u_{2} = u_{1}^{T} \), this condition simplifies to \( u_{22} + u_{21} > u_{11} + u_{12} \). If the inequality is reversed, then \((a_1, a_1)\) is risk dominant and if equality holds, then none of the pure equilibria risk-dominates the other. Finally, if \( u_{22} \geq u_{11} \) and \( v_{22} \geq v_{11} \) with at least one inequality strict then \((a_2, a_2)\) is called payoff or Pareto-dominant. For such games, we have the following properties.

Lemma C.1 (Properties of 2 × 2 coordination games). Let \( \Gamma = (\mathcal{N}, (A_k, u_k)_{k \in \mathcal{N}}) \) denote a two-player, \( \mathcal{N} = \{1, 2\} \), two-action, \( A_1 = A_2 = \{a_1, a_2\} \), coordination game with payoff functions \((u_1, u_2)\) as in equations (11). Then, \( \Gamma \) is a weighted potential game with weights \((1, w)\) for some \( w > 0 \) and it holds that

(i) \( x_{\text{mix}} + y_{\text{mix}} > 1 \) if and only if \((0, 0)\), i.e., the pure action profile \((a_2, a_2)\), is the risk-dominant equilibrium.

If, in addition, \( \Gamma \) is symmetric, i.e., \( u_2 = u_1^T \), then \( x_{\text{mix}} = y_{\text{mix}} \) and property (i) simplifies to

(ii) \( x_{\text{mix}} > 1/2 \) if and only if \((0, 0)\) is the risk-dominant equilibrium.

In this case, the (exact) potential is globally maximized at the pure action profile \((a_2, a_2)\), i.e., at the risk-dominant equilibrium.

Proof of Lemma C.1 Since \( k_1, k_2 > 0 \), there exists \( w > 0 \) such that \( k_1 = wk_2 \). Then, it is immediate to check that

\[
P = \begin{pmatrix} u_{11} - u_{21} & u_{11} - u_{21} - w(v_{11} - v_{21}) \\ 0 & k_1 - w(v_{11} - v_{21}) \end{pmatrix}
\]

is a potential function for \( \Gamma \) with weights \((w_1, w_2) = (1, w)\). Hence, \( \Gamma \) is a \((1, w)\) weighted potential game with potential function \( P \). For (i), using the coordination game assumption, i.e., that \( u_{11} > u_{21}, u_{22} > u_{12} \) and \( v_{11} > v_{21}, v_{22} > v_{12} \) and dividing both sides of inequality (6) with the product \( k_1k_2 \), we have that (6) is equivalent to

\[
\frac{\lambda_1}{k_1} > \frac{k_1 - \lambda_1}{k_1} \cdot \frac{k_2 - \lambda_2}{k_2} \iff x_{\text{mix}} - y_{\text{mix}} > (1 - y_{\text{mix}})(1 - x_{\text{mix}}) \iff x_{\text{mix}} + y_{\text{mix}} > 1
\]
as claimed. Finally, if $\Gamma$ is symmetric, i.e., if $u_2^T = u_1$, then $k_1 = k_2$ and $\lambda_1 = \lambda_2$ which implies that $x_{\text{mix}} = y_{\text{mix}}$. In this case, inequality (6) yields the condition $x_{\text{mix}} > 1/2$ which proves (*).

To see that the global maximizer of the potential agrees with the risk dominant equilibrium, observe that $P = \begin{pmatrix} u_{11} - u_{21} & 0 \\ 0 & u_{22} - u_{12} \end{pmatrix}$ is a potential function for the game. Hence, the global maximum of $P$ is at $(a_2, a_2)$ whenever $u_{22} - u_{12} > u_{11} - u_{21}$, i.e., whenever $(\lambda_1/k_1) > 1 - (\lambda_1/k_2)$ or equivalently whenever $x_{\text{mix}} > 1/2$. Since any potential function must satisfy $P + c$ for some constant $c \in \mathbb{R}$ (see [Monderer and Shapley 1996]), this concludes the proof.

As a special case, it is immediate from Lemma C.1 that a necessary and sufficient condition for $\Gamma$ to be an exact potential game is that $k_1 = k_2$.

Using Lemma C.1, we can reason about the possible locations of QRE in $2 \times 2$ coordination games. This is established in Theorem 4.2 where we focus on the case $x_{\text{mix}} + y_{\text{mix}} \geq 1$ (wlog). To prove Theorem 4.2, we will use that for an arbitrary 2-player, 2-action game $\Gamma = (\mathcal{N}, (A_k, u_k)_{k \in \mathcal{N}})$, the coupled dynamic equations in (1) become

\[
\begin{align*}
\frac{\dot{x}}{x(1-x)} &= \beta_x [y(u_{11} - u_{21}) + (1 - y)(u_{12} - u_{22})] + \alpha_x \ln \left(\frac{1}{x} - 1\right) \quad (12a) \\
\frac{\dot{y}}{y(1-y)} &= \beta_y [x(u_{11} - v_{21}) + (1 - x)(v_{12} - v_{22})] + \alpha_y \ln \left(\frac{1}{y} - 1\right) \quad (12b)
\end{align*}
\]

where $x, y \in [0, 1]$ denote the probabilities that agent 1 and 2 respectively assign to pure action $a_1$. Using Lemma C.1 and the expressions in equations (12), we can now prove Theorem 4.2.

**Proof of Theorem 4.2.** At any QRE $(x_Q, y_Q) \in (0, 1) \times (0, 1)$, the right sides of the coupled equations in (12) are simultaneously equal to 0. Using the introduced notation $\lambda_1 := u_{22} - u_{12}, k_1 := u_{11} - u_{21} + u_{22}$ and $\lambda_2 := v_{22} - v_{12}, k_2 := v_{11} - v_{12} - v_{21} + v_{22}$, with $\lambda_i, k_i > 0$ for $i = 1, 2$, we can rewrite the QRE conditions as

\[
\begin{align*}
c_1(y_Q - y_{\text{mix}}) + \ln \left(\frac{1}{x_Q} - 1\right) &= 0 \quad (13a) \\
c_2(x_Q - x_{\text{mix}}) + \ln \left(\frac{1}{y_Q} - 1\right) &= 0 \quad (13b)
\end{align*}
\]

where, $c_1 := k_1 \cdot \beta_x/\alpha_x$ and $c_2 := k_2 \cdot \beta_y/\alpha_y$ are positive constants (with respect to $x, y$) by assumption. As above $(x_{\text{mix}}, y_{\text{mix}})$ denote the probabilities of pure action $a_1$ at the fully mixed equilibrium for agent 1 and 2, respectively. The cases in the statement of Theorem 4.2 now follow from an exhaustive sign analysis of the terms $\ln \left(\frac{1}{x_Q} - 1\right)$ and $\ln \left(\frac{1}{y_Q} - 1\right)$ which are positive for $x_Q, y_Q > 1/2$ and negative otherwise. Specifically, let $x_{\text{mix}} + y_{\text{mix}} > 1$ (the case $x_{\text{mix}} + y_{\text{mix}} < 1$ is analogous and the case $x_{\text{mix}} + y_{\text{mix}} = 1$ corresponds to coordination games at which none of the pure equilibria is risk dominant and is treated in [Kianecy and Galstyan 2012]). Then, we have following cases

**Case 1:** $x_{\text{mix}}, y_{\text{mix}} > 1/2$. If $x_Q > 1/2$, then $\ln \left(\frac{1}{x_Q} - 1\right) < 0$ which implies that $y_Q > y_{\text{mix}}$. In turn, since $y_{\text{mix}} > 1/2$, this implies in particular, that $y_Q > 1/2$ and hence, that $\ln \left(\frac{1}{y_Q} - 1\right) < 0$ which imposes the condition $x_Q > x_{\text{mix}}$ for equation (13b) to be feasible. Hence, if $x_Q > 1/2$, then a necessary condition for QRE is that $x_Q > x_{\text{mix}}$ and $y_Q > y_{\text{mix}}$. This establishes the upper right region in the upper panel of Figure 2. If $x_Q \leq 1/2$, then $\ln \left(\frac{1}{x_Q} - 1\right) \geq 0$ and hence, $y_Q < y_{\text{mix}}$. However, since $x_{\text{mix}} > 1/2$ by assumption, $x_Q \leq 1/2$ implies that $x_Q - x_{\text{mix}} < 0$ which imposes the restriction $y_Q < 1/2$ for equation (13b) to hold. This yields the feasible region $x_Q, y_Q \leq 1/2$ depicted in the bottom left shaded region in the upper panel of Figure 2.
Remark (Intuition of Theorem 4.2) Then, (i) \( x \) is transcended by the exploration-exploitation profile of the other agents, and importantly also on their synchronicity. Increasing the exploration rate before reducing it again back to its initial level — depends on the connectedness of the QRE surface — i.e., of temporarily disconnecting the QRE in the segment \( \{1, \ldots, M \} \). By contrast, this is not always the case if the payoff parameters of the underlying game are such that the game is described by the bottom panel of Figure 2. In turn, the connectedness of the QRE surface crucially affects the convergence of the learning process.

Intuitively, if one agent increases their exploration rate, then the choice distribution of that agent at a QRE will shift towards the uniform distribution, i.e., \((1/2, 1/2)\) in a \( 2 \times 2 \) game. In case that the payoff parameters of the underlying game are such that the game is described by the upper panel, then the two agents will find themselves in the bottom left (shaded) square which lies entirely in the attractor region of the risk-dominant equilibrium, \((x, y) = (0, 0)\), at the bottom left corner. Hence, after reducing the exploration rate to 0, the Q-learning dynamics will rest at this equilibrium.

Importantly, this outcome is independent of the starting point and the exploration-exploitation profile of the other agent.

By contrast, this is not always the case if the payoff parameters of the underlying game are such that the game is described by the bottom panel of Figure 2. In this case, the QRE surface is connected and the effect on the learning process of the exploration policy — i.e., of temporally increasing the exploration rate before reducing it again back to its initial level — depends on the exploration-exploitation profile of the other agents, and importantly also on their synchronicity.

The critical observation is that the middle (shaded) rectangle in the bottom panel of Figure 2 is transcended by the \( x + y = x_{mix} + y_{mix} \) line which is the threshold between the attracting regions of the two corner equilibria, \((x, y) = (0, 0)\) and \((x, y) = (1, 1)\). Hence, when one or both agents increase their exploration rates to reach the middle rectangle, they cannot say in advance in which attracting region the learning process will find itself before they start reducing their exploration levels back to their initial zero levels. In this case, the process may well converge to the equilibrium where it started from (see, e.g., Figure 4 and 5).

Proof of Theorem 4.2 The proof is constructive and utilizes Theorem 4.2. For \( M > 0 \), let \( \Gamma^M_u = \{N = \{1, 2\}, \{(a_1, a_2)\}_{k \in N}, (u_1, u_2)\} \) with \( u_1, u_2 \) given by \( u_1 = a_1 \begin{pmatrix} 2M & 0 \\ 2M - 1 & 2 \end{pmatrix} \), \( u_2 = u_1^T \).

Then, (i) \( x_{mix} = y_{mix} = 2/3 \) for any \( M > 0 \) and (ii) \((a_2, a_2)\) is risk-dominant since \( 2M - 1 + 2 > 2M + 0 \). Condition (i) implies that the basin of attraction of the \((a_1, a_1)\) equilibrium is equal to \( I_u = [2/3, 1]^3 \) and hence that it has strictly positive measure (and in fact constant for any \( M > 0 \)). By Theorem 4.2 (ii) implies that the QRE surface is disconnected — upper panel of Figure 2. Hence, given a starting point in the interior of \( I_u \), there exist exploration thresholds \( \delta_k \)
that depend on \( x_k(0) \), for \( k = 1, 2 \), so that if the exploration rates remain throughout low, i.e., 
\( \delta_k(t) < \delta_k \) for all \( t > 0 \) and for both \( k = 1, 2 \), then the dynamics will never escape the basin of 
attraction of \((a_1, a_1)\). Hence, since \( \lim_{t \to \infty} \delta_k(t) = 0 \) by assumption — i.e., at the end of 
the learning process, agents stop to explore the space — it holds that \( \lim_{t \to \infty} u_k^{\text{exploit}}(t) = 2M \) for 
both agents, i.e., their choice distributions will approximate (to arbitrary precision), the \((a_1, a_1)\) 
NE.

By contrast, if \( \delta_k(t) > \delta_k \) for some agent \( k \in \mathcal{N} \), then the coupled dynamics in equation 
(1) will reach a fixed point close to the uniform distribution which by Theorem 4.2 lies in the 
basin of attraction of the risk-dominant \((a_2, a_2)\) equilibrium. When reducing the exploration 
rates back to zero, the agents’ choice distribution will converge to the \((a_2, a_2)\) NE, which implies 
that \( \lim_{t \to \infty} u_k^{\text{exploit}}(t) = 2 \) for both agents. Since \( M > 0 \) was arbitrary, this concludes the case 
of unbounded loss.

Note that a specific realization of the game \( \Gamma_v^M \) that is described above can be obtained by 
appropriately tuning the payoffs in the Stag Hunt game as described in Table I.

To obtain the other direction, i.e., unbounded gain, consider (in a similar fashion) for 
\( M > 0 \) the game \( \Gamma_v^M = \{ \mathcal{N} = \{1, 2\}, \{(a_1, a_2)\}_{k \in \mathcal{N}}, \{v_1, v_2\} \} \) with \( u_1, u_2 \) given by \( u_1 = a_1 \quad a_2 
\frac{\begin{pmatrix} 2M \\ a_1 \end{pmatrix}}{\begin{pmatrix} a_1 \\ 2M - 1 \end{pmatrix}} \), \( u_2 = u_1^T \). Then, (i) \( x_{\text{mix}} = y_{\text{mix}} = 1/3 \) for any \( M > 0 \) and (ii) \((a_1, a_1)\) is 
risk-dominant since \( 2M - 1 + 2 < 2M + 1.5 \). Proceeding as in the previous case, condition (i) 
implies that the basin of attraction of the \((a_2, a_2)\) equilibrium is equal to \( I_v = [0, 1/3]^2 \) and hence 
that it has strictly positive measure (and in fact constant for any \( M > 0 \)). By Theorem 4.2 
(ii) implies that the QRE surface is disconnected — upper panel of Figure 2. The difference is 
that now, the payoff dominant equilibrium \((a_1, a_1)\) is also the risk dominant equilibrium. Hence, 
starting by an arbitrary point in the interior of \( I_v \) and by a similar argument as above, we obtain 
that \( \lim_{t \to \infty} u_k^{\text{exploit}}(t) = 2M \) and \( \lim_{t \to \infty} u_k^{\text{exploit}}(t) = 2 \) for any agent \( k \in \mathcal{N} \) which concludes 
the proof.

\[ \blacksquare \]

D Supplementary Experiments

To understand the effect of the exploration policy in the collective outcome of the SQL dynamics, 
we study the three coordination games in Table I. For each game, we consider all possible 
combinations of the exploration policies CLR-1 and ETE for the two agents. The experiments 
for the three coordination games (Pareto Coordination, Battle of the Sexes and Stag Hunt) are 
presented in Figure 8.

Beyond potential games, e.g., in the Spoiled Child game of Wunder et al. [2010] (or in 
zero-sum games with unique interior equilibria), the behavior of the dynamics becomes critically 
dependent on the discretization scheme and is thus, unpredictable. Accordingly, we skip plots of 
such experiments.

**Arbitrary Dimensions** As a warm-up, we study the SQL dynamics in pure coordination 
games — coordination games with non-zero payoffs only on the diagonal — with action spaces 
of arbitrary size [Kim 1996]. Depending on the starting point and (especially) on the intensity 
and timing of the exploration performed by each agent, the SQL dynamics converge after the 
exploration phase to (typically) improved, yet possibly only locally optimal equilibria.

Specifically, we consider games \( \Gamma = (\mathcal{N}, (A_k, u_k)_{k \in \mathcal{N}}) \) with two players \( \mathcal{N} = \{1, 2\} \) and \( n \)
Figure 8: SQL dynamics ($1e+03$ Q-value updates for each of $2e+04$ choice distribution updates) with the ETE and CLR-1 policies in coordination games. In Pareto Coordination (Panel A) and Stag Hunt (Panel B), the SQL dynamics converge to the risk dominant equilibrium regardless of the starting point (saddle-node bifurcations). By contrast, in the Battle of the Sexes (Panel C), the collective outcome of the exploration process is a priori ambiguous and the SQL dynamics may converge to either of the pure action equilibria (consistent with cusp bifurcations). The decisive feature is the geometry of the QRE surface, i.e., whether it is connected or not, as formalized in Theorems 4.1 and 4.2.

actions $A_1 = A_2 = \{a_1, a_2, \ldots, a_n\}$ with diagonal payoff matrices

$$u_1 = \begin{pmatrix} a_1 & a_2 & \ldots & a_n \\ a_1 & u_{11} & 0 & \ldots & 0 \\ a_2 & 0 & u_{22} & \ldots & 0 \\ \ldots & \ldots & \ldots & \ddots & \ldots \\ a_n & 0 & 0 & \ldots & u_{nn} \end{pmatrix}, \quad u_2 = u_1^T, \quad (14)$$
with $0 < u_{11} < u_{22} < \cdots < u_{nn}$. Any symmetric profile $(a_i, a_i), i = 1, 2, \ldots, n$ constitutes a pure NE of $\Gamma$. The equilibrium $(a_n, a_n)$ is payoff-dominant and (by properly generalizing the notion of risk-dominance) also risk dominant. In this case, Theorem 3.3 suggests that the Q-learning dynamics converge to a compact connected set of QRE of $\Gamma$. However, it is unclear whether this will be the payoff dominant equilibrium or not and if not, how this outcome depends on the starting point and exploration policy of both agents. Two different instances are given in Figures 9 and 10.

Figure 9: SQL dynamics ($1e + 20$ Q-value updates for each of $1e + 3$ choice distribution updates) in a pure coordination game with $n = 10$ actions. The panels are as in Figure 7 and again show averages over a $10 \times 10$ grid of starting points, each of which is close to one pure action profile. Both agents perform CLR-1 exploration with different intensities and all trajectories of the SQL dynamics converge to the global optimum after the exploration phase regardless of the starting point (the standard deviation, depicted as the shaded region in the bottom left panel, vanishes).

Figure 10: The SQL dynamics for the same experiment as in Figure 9 but with less intense exploration rate in the CRL-1 policies for both agents. In this case, the SQL dynamics converge to a suboptimal outcome after the exploration phase (the mean lies at 8.559 instead of the absolute maximum 10).

Figure 11 shows a second experiment with $\Phi$, in which the SQL dynamics converge to a suboptimal outcome. The conclusive finding from the experiments is that after the exploration phase, the SQL dynamics converge to the same (local) optimum regardless of the starting point.
(the shaded region which represents one standard deviation around the mean vanishes). Finally, concerning the plots of the SQL dynamics in Figure 7, the potential has been generated by the command \texttt{rnd('1',twister)} of Matlab — and the entry in $(10, 10)$ deterministically set to 10 — and is given by

$$
\Phi = \begin{pmatrix}
4 & 4 & 8 & 1 & 9 & 1 & 1 & 9 & 8 & 2 \\
7 & 7 & 9 & 4 & 7 & 7 & 4 & 2 & 6 & 9 \\
1 & 2 & 3 & 9 & 3 & 2 & 7 & 2 & 7 & 5 \\
3 & 8 & 7 & 5 & 8 & 3 & 4 & 8 & 4 & 6 \\
2 & 1 & 8 & 7 & 1 & 5 & 4 & 3 & 4 & 2 \\
1 & 7 & 9 & 3 & 5 & 1 & 5 & 2 & 9 & 3 \\
2 & 4 & 1 & 7 & 9 & 6 & 6 & 9 & 4 & 9 \\
4 & 6 & 1 & 8 & 3 & 2 & 5 & 4 & 9 & 6 \\
4 & 2 & 1 & 3 & 6 & 9 & 7 & 6 & 1 \\
5 & 2 & 8 & 7 & 2 & 7 & 6 & 7 & 6 & 10
\end{pmatrix}.
$$

Visualizing the Potential

To study exploration in games with action spaces of arbitrary dimension (the findings are qualitatively equivalent when generalizing to arbitrary numbers of players), we adapt the method of Li et al. [2018]. Specifically, for a two player game with choice distribution spaces $X \in \mathbb{R}^{n}$ and $Y \in \mathbb{R}^{m}$ consider the transformation $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n-1}$ with $y_{1i} := \ln \left( \frac{x_{1i}}{x_{1n}} \right)$, for each $i = 1, 2, \ldots, n$ and the same for player 2. Together with the constraint $\sum_{i=1}^{n} x_{1i} = 1$, the inverse $g^{-1}: \mathbb{R}^{n-1} \rightarrow \mathbb{R}^{n}$ of this transformation is given by $x_{1i} = x_{1n}e^{y_{1i}}$, for $i = 1, \ldots, n$. The benefit of working with the transformed variables is that they are not subject to the Simplex constraints. Hence, we may choose random choice distributions $x_{1}, x_{2}$, transform them to $y_{1}, y_{2}$ and then scale them with two real scalars $\alpha, \beta$ of arbitrary sign and magnitude to obtain a point on the hyperplane $\alpha \cdot y_{1} + \beta \cdot y_{2}$. Then, we calculate the corresponding choice

```
Algorithm 1 3D Visualization of the Potential
1: procedure INPUT GAME($\Phi, n, m$)
Input: $\Phi$ ← Potential matrix
Input: $n$ ← # actions of player 1
Input: $m$ ← # actions of player 2
2: procedure GENERATE RANDOM DIRECTIONS($n, m$)
3: for $i \leftarrow u, v$ do
4: $u, v$ generate random vectors (not parallel)
5: $u = [u_{1}, u_{2}], v = [v_{1}, v_{2}]$ with
6: $u_{1}, v_{1} \in \mathbb{R}^{n-1}, u_{2}, v_{2} \in \mathbb{R}^{m-1}$
7: procedure TRANSFORM VARIABLES($u, v, \alpha, \beta$)
Input: $\alpha, \beta$ ← scalars in $\mathbb{R}$
8: $x \leftarrow \alpha \cdot u_{1} + \beta \cdot v_{1}$
9: $x \leftarrow \exp (x)$
10: $x$ ← normalized to sum up to 1
11: Repeat to get $y$
12: procedure EVALUATE POTENTIAL($x, y, \delta, \alpha, \beta$)
Input: $\delta$ ← Common exploration rate
13: for $\alpha, \beta$ do
14: $\Phi^{H} (\alpha, \beta) = x'\Phi y - \delta \sum x_{i} \ln x_{i} - \delta \sum y_{j} \ln y_{j}$
15: return Plot tuples $(\alpha, \beta, \Phi^{H} (\alpha, \beta))$
```

```
distributions (via the inverse transformation and the normalization equation) and evaluate the modified potential $\Phi^H$ at this point. This yields a tuple

$$\left(\alpha, \beta, \Phi^H\left( g^{-1} (\alpha \cdot y_1 + \beta \cdot y_2) \right) \right),$$

for each value of $\alpha, \beta$ which (if combined) yield the surface plots of Figures 5 and 12. The process is summarized in Algorithm 1. Note that the technique readily generalizes to $n > 2$ players with the same exploration rate. A specific instant of a potential game with $n = 20$ which shows the transformation of the potential manifold as $\delta$ increases is included in the Multimedia Appendix.

Figure 12: From top to bottom: snapshots of the modified potential $\Phi^H$ surface in 2 player potential games with $n = 4, 10, 100$ and 1000 actions, respectively, and random payoffs in $[0, 1]$. The surfaces are plotted using Algorithm 1 (see Li et al. [2018]). From left to right: the exploration rate $\delta$ increases from $\delta = 0$ to $\delta = 0.05$ and $\delta = 0.5$. The surface has arbitrary maxima (resting points of the SQL dynamics) when $\delta$ is small (exploitation) but a single maximum at (or close to) $(0, 0)$ which corresponds to the uniform distribution when $\delta$ is large (exploration). Intuitively, this is what agents see as they increasingly incorporate exploration in their utilities.