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1. Introduction. For a Hermitian operator $A$ in a finite dimensional inner product space, the Rayleigh-Ritz method finds the stationary values, called “Ritz values,” of the Rayleigh quotient $\lambda(x) = (x, Ax)/(x, x)$ on a given subspace as approximations to eigenvalues of $A$. If this “trial” subspace is $A$-invariant, i.e., invariant with respect to $A$, the Ritz values are exactly some of the eigenvalues of $A$. Given two finite dimensional subspaces $X$ and $Y$ of the same dimension, such that $X$ is $A$-invariant, the absolute changes in the Ritz values of $A$ with respect to $X$ compared to the Ritz values with respect to $Y$ represent the absolute eigenvalue approximation error.

A priori error bounds for eigenvalues approximated by the Ritz values form one of the classical subjects in numerical linear algebra and approximation theory. Such error bounds are used, e.g., to estimate convergence rates of iterative methods for matrix eigenvalue problems. In approximation theory, the Rayleigh-Ritz method is the most common technique of approximating eigenvalues and eigenvectors of operators, e.g., [15, 19]; and a priori error bounds characterize the approximation quality. Many a priori bounds are known; see, e.g., [14] and references there.

A priori error bounds for eigenvalues in [14] are based on the concept of angles between subspaces—one of the major ideas in multivariate statistics, closely related to canonical correlations. This concept also has applications in linear functional analysis and operator theory. The use of angles between subspaces for eigenvalue bounds is quite natural and may result in elegant and sharp estimates.

Majorization is another classical area of mathematics with numerous applications, in particular, for estimates involving eigenvalues and singular values. This
paper includes all the necessary material on majorization, but should not serve as an introduction to the subject. We follow and refer the reader to [4, 6, 7, 17], where background and references to original proofs can be found.

In the pioneering results of [5], majorization is applied to bound eigenvalue errors \textit{a posteriori} in the framework of angles between subspaces. A similar approach for \textit{a priori} Rayleigh-Ritz error bounds is first developed in [1], e.g., a bound with a sharp constant is proved if \( \mathcal{X} \) corresponds to a contiguous set of extreme eigenvalues of \( A \).

Our first major bound, (2.2) of Theorem 2.1, extends the result of [1] to the general case of an arbitrary \( A \)-invariant subspace \( \mathcal{X} \), which solves [1, Conjecture 3.1]. Moreover, our new proof, with small modifications, also covers (2.1)—the main result of [11, 12]. Thus, our two bounds (2.1) and (2.2) of Theorem 2.1 supersede all main Rayleigh-Ritz error bounds of [1, 11, 12]. Our proof is based on a new generalized pinching inequality for singular values and eigenvalues, Theorem 4.5, which is a natural extension of the standard pinching inequality, e.g., [4, Problem II.5.4].

Next, for the particular case of extreme eigenvalues in Theorem 2.2 we improve bound (2.2), by replacing the scalar constant in the bound with a vector of constants on the right-hand side. This is a delicate result—if one divides both sides of the improved bound, (2.5), by the vector of the constants, the statement no longer holds.

Our second main result, Theorem 2.3, is a majorization Rayleigh-Ritz error bound of multiplicative type, which deals with the products of the errors, rather than the sums. It allows us to establish majorization bounds for the relative errors, in Theorem 2.5. Finally, we extend our bounds to the case \( \dim \mathcal{X} \leq \dim \mathcal{Y} < \infty \) in infinite dimensional Hilbert spaces, preparing for section 3.

We apply our Rayleigh-Ritz majorization error bounds in the context of the finite element method (FEM), and briefly show how they improve the constant for a known FEM eigenvalue error bound from [14] in section 3.

There are numerous traditional bounds in the form of vector inequalities developed over the decades by many mathematicians. The question concerning how the traditional and majorization bounds compare naturally arises. It appears feasible that properly formulated majorization bounds would eventually outperform and thus replace most conventional bounds. We already have examples of such a comparison in the present paper, but much more work in this direction is needed and will follow.

2. Motivation, Conjectures, and Main Results. We introduce definitions and after a brief motivation present theorems and conjectures on \textit{a priori} majorization eigenvalue error bounds using principal angles between subspaces. We describe related results of [1, 10, 12, 14] that precede the developments of the present paper.

2.1. Basic definitions. We give only the definition of majorization here and refer the reader to subsection 4.1 for an overview of some facts on majorization that we use. For a real vector \( x = [x_1, \ldots, x_n] \) let \( x^\downarrow \) be the vector obtained by rearranging the entries of \( x \) in an algebraically decreasing order, \( x_1^\downarrow \geq \cdots \geq x_n^\downarrow \). We use the term “decreasing” for “nonincreasing”, and “increasing” for “nondecreasing”, for conciseness. We say that vector \( y \) weakly (sub-)majorizes vector \( x \) and we use the notation \( x \prec_w y \) if \( \sum_{i=1}^k x_i^\downarrow \leq \sum_{i=1}^k y_i^\downarrow \), \( k = 1, \ldots, n \). If in addition \( \sum_{i=1}^n x_i^\downarrow = \sum_{i=1}^n y_i^\downarrow \), we write that vector \( y \) (strongly) majorizes vector \( x \), which is denoted by \( x \prec y \). We overload the notation for scalars, e.g., 1 may denote the vector of ones. Nonnegative vectors with different numbers of entries are compared by adding zero entries.

Let \( \mathcal{H} \) be a finite dimensional real or complex vector space, equipped with an inner product \((\cdot, \cdot)\). This abstract inner-product space setting is justified by generalizing, in
subsection 2.8, some of our results to the case of infinite dimensional Hilbert spaces. We denote the vector of eigenvalues of a linear Hermitian operator $A : \mathcal{H} \to \mathcal{H}$ by $\Lambda(A)$, and keep the same notation for Hermitian matrices. We assume that the vector of eigenvalues $\Lambda$ is arranged in decreasing order, i.e., $\Lambda = \Lambda^\downarrow$. Multiple eigenvalues appear in $\Lambda$ repeatedly according to their multiplicities. We define singular values of a linear operator $B : \mathcal{H} \to \mathcal{H}$ as $S(B) = \Lambda \left( \sqrt{B^*B} \right)$, and keep the same notation for (rectangular) matrices, in which case the operator adjoint $B^*$ is replaced by the complex conjugate matrix transpose $B^H$.

Let $A : \mathcal{H} \to \mathcal{H}$ be a linear Hermitian operator and $P_X$ and $P_Y$ be orthoprojectors onto subspaces $X$ and $Y$ with $\dim X \leq \dim Y$. We first give a brief description of Ritz values. We define the Rayleigh-Ritz operator $(P_X A)|X$ on $X$, where $(P_X A)|X$ denotes the restriction of the operator $P_X A$ to its invariant subspace $X$. The eigenvalues $\Lambda((P_X A)|X)$ are called Ritz values of the operator $A$ with respect to the subspace $X$. In the particular case $X = \text{span}\{x\}$ for a nonzero vector $x$ we define the Rayleigh quotient $\lambda(x) = (x, Ax)/(x, x) = \Lambda((P_X A)|X)$. If $X$ is $A$-invariant, the Ritz values $\Lambda((P_X A)|X)$ are some of the eigenvalues of $A$. For two subspaces $X$ and $Y$ of the same dimension, such that $X$ is $A$-invariant, and $Y$ approximates $X$, it is natural to expect that the Ritz values $\Lambda((P_Y A)|Y)$ approximate the subset of the eigenvalues of $A$ given by $\Lambda((P_X A)|X)$. The absolute changes in the Ritz values of $A$ with respect to $X$ compared to the Ritz values with respect to $Y$ thus represent the absolute eigenvalue approximation error.

The vector of cosines squared of principal angles from the subspace $X$ to the subspace $Y$ is defined by $\cos^2 \Theta(X,Y) = \Lambda^\downarrow ((P_X P_Y)|X)$, where the eigenvalues of $(P_X P_Y)|X$ are rearranged in increasing order, so that the cosines are increasing, while the angles are defined such that $0 \leq \Theta = \Theta^\downarrow \leq \pi/2$. In other words, the cosine squared of angles from $X$ to $Y$ are the Ritz values of the operator $P_Y$ on the trial subspace $X$. If $\dim X = \dim Y$ the definition becomes symmetric with respect to $X$ and $Y$, so it gives the angles between subspaces $X$ and $Y$. In the particular case $X = \text{span}\{x\}$ and $Y = \text{span}\{y\}$ for unit vectors $x$ and $y$, the vector $\Theta(X,Y)$ has only one component $	heta(x,y) \in [0, \pi/2]$, which is the acute angle between $x$ and $y$ defined in the standard way, i.e., $\cos \theta(x,y) = |(x,y)|$. If $\mathcal{H} = \mathbb{C}^n$ or $\mathbb{R}^n$, let orthonormal columns of matrices $X$ and $Y$ span the subspaces $X$ and $Y$ correspondingly. Then $P_X = XX^H$ and $P_Y = YY^H$ so $(\cos^2 \Theta(X,Y))^\downarrow = \Lambda((P_X P_Y)|X) = \Lambda((X^H YY^H)X) = S^2(Y^H X)^\downarrow$.

2.2. Motivation. Let us first demonstrate that traditional inequalities may not be adequate for bounds on Ritz values that involve angles between subspaces. Suppose that we bound the vector $|\Lambda((P_X A)|X) - \Lambda((P_Y A)|Y)|$ of absolute values of matched distances between the decreasingly ordered Ritz values by the vector $\sin \Theta(X,Y)$ of the sine of principal angles between $X$ and $Y$, in order to estimate the influence of changes in a trial subspace on the Ritz values for the Rayleigh-Ritz method.

Without majorization, we can compare vectors using component-wise inequalities. For example, let $\dim X = \dim Y = 2$ and $\sin \Theta(X,Y) = [1, 0]$. Suppose that we had the inequality $|\Lambda((P_X A)|X) - \Lambda((P_Y A)|Y)| \leq C \sin \Theta(X,Y)$ with some $A$-dependent constant $C$. Since we set the smallest angle between $X$ and $Y$ to be zero, such an inequality would imply that at least one of the Ritz values for $X$ is the same as that for $Y$. This is true only in exceptional cases, e.g., if the subspaces $X$ and $Y$ intersect in an eigenvector of $A$. Thus, changing even a single vector in the basis of the trial subspace in the Rayleigh-Ritz method typically results in changes in all Ritz values. Thus, such an inequality cannot possibly hold.
Typical known bounds for changes in the Ritz values are inequalities only bounding the largest change in the Ritz values by the largest angle between \( X \) and \( Y \). Is it possible to take advantage of the knowledge of other angles to get improved bounds for the change in the Ritz values? Majorization comes to the rescue as a natural tool for such bounds.

### 2.3. Sine-based bounds for equidimensional subspaces.

This is the first main result of the paper for trial subspaces of the same dimension.

**Theorem 2.1.** Let \( X \) and \( Y \) be subspaces of \( H \) with \( \dim X = \dim Y \), and let the operator \( A \) be Hermitian, then (see [12, Remark 4.1])

\[
|\lambda ((PA)|_X) - \lambda ((PY)|_Y)| \leq_w \left( \lambda_{\max}(X+Y) - \lambda_{\min}(X+Y) \right) \sin \Theta(X,Y),
\]

where \( \lambda_{\min}(X+Y) \) and \( \lambda_{\max}(X+Y) \) are the smallest and largest eigenvalues of the operator \( (PA)|_{X+Y} \), respectively. Also, if one of the subspaces is \( A \)-invariant then

\[
|\lambda ((PA)|_X) - \lambda ((PY)|_Y)| \leq_w \left( \lambda_{\max}(X+Y) - \lambda_{\min}(X+Y) \right) \sin^2 \Theta(X,Y).
\]

If, e.g., \( X \) is \( A \)-invariant, then \( \lambda ((PA)|_X) \) is a subset of eigenvalues of \( A \) counting the multiplicities, so the left-hand side of bound (2.2) represents the absolute eigenvalue approximation error in the Rayleigh-Ritz method.

All main proofs for new results here are collected in section 4.3, e.g., we give a unified proof of both bounds of Theorem 2.1 in section 4.3.1. Our proof is shorter and simpler, but more sophisticated, compared to that used in [1], which covers a particular case of (2.2) only. There are two novel key ideas in the proof. First, we concatenate the absolute values in the left hand side of (2.1) or (2.2)) with the same values but with the negative sign. Second, our new generalized pinching inequality (4.2) of Theorem 4.5 accurately bounds the concatenated vector.

Bound (2.1) is proved in [12] and bound (2.2) is conjectured in [1, Conjecture 3.1], but both with a larger constant, which is the spread \( \lambda_{\max} - \lambda_{\min} \) of the spectrum of \( A \) where \( \lambda_{\min} \) and \( \lambda_{\max} \) are the smallest and largest eigenvalues of \( A \), respectively. Bounds (2.1) and (2.2) use the smaller spread, \( \lambda_{\max}(X+Y) - \lambda_{\min}(X+Y) \leq \lambda_{\max} - \lambda_{\min} \), of the spectrum of the operator \( (PA)|_{X+Y} \). However, [12, Remark 4.1] states that these two statements are in fact equivalent. The argument of [12, Remark 4.1] is essential and used several times below. For completeness, let us reproduce it here.

In this paper, we always assume that both subspaces \( X \) and \( Y \) are finite dimensional, cf. [13]. Let us consider the finite dimensional subspace \( X+Y \) and the operator \( (PA)|_{X+Y} \) as replacements for the original space \( H \) and the original operator \( A \). Whether we define the Rayleigh-Ritz operator, e.g., \( (PA)|_X \) on \( X \) starting with the original space \( H \) and the operator \( A \), or with the reduced space \( X+Y \) and the operator \( (PA)|_{X+Y} \), the outcome is evidently the same: \( (PA)|_X = (PA)(PA)|_{X+Y}|_X \).

Moreover, if \( X \) is \( A \)-invariant, it is also \( (PA)|_{X+Y} \)-invariant, corresponding to the same set of eigenvalues. If this set of eigenvalues is the contiguous set of the largest eigenvalues of \( A \), it is also the contiguous set of the largest eigenvalues of \( (PA)|_{X+Y} \). Thus, without loss of generality, we can substitute the space \( X+Y \) and the operator \( (PA)|_{X+Y} \) for the space \( H \) and the operator \( A \). This simple substitution improves the constants and, most importantly, allows us to handle easily the case of infinite dimensional \( H \) as we explain later in Lemma 2.6.
2.4. Improved sine-based bounds for equidimensional subspaces. In the right-hand sides of both bounds in Theorem 2.1 the scalar $\lambda_{\max}(X+Y) - \lambda_{\min}(X+Y)$ appears. We want to improve Theorem 2.1 by replacing the scalar factor with the following decreasing vector of different scalar factors:

$$Spr(X+Y) = \left[ \lambda_i(X+Y) - \lambda_{i+1}(X+Y), \ldots, \lambda_{\dim X}(X+Y) \right],$$

where $\lambda_1(X+Y) \geq \cdots \geq \lambda_{\dim X}(X+Y)$ and $\lambda_{i+1}(X+Y) \leq \cdots \leq \lambda_{\dim X}(X+Y)$ are the $\dim X$ largest and smallest, respectively, eigenvalues of the operator $(P_{X+Y}A)|_{X+Y}$. Since there are $\dim(X+Y) - \dim Y$ nonzero components in the vector $\Theta(X', Y')$, only the first $\dim(X+Y) - \dim Y$ components of $Spr(X+Y)$, which are all nonnegative, will actually be used in upcoming bounds (2.3) and (2.4), where the component-wise products of vectors $Spr(X+Y)$ and $\sin \Theta(X', Y')$ appear in the right-hand sides.

Let us consider an extreme case example with $\sin \Theta(X', Y') = [1, 1]$, i.e., uncorrelated $X'$ and $Y'$. The largest variation in the individual Ritz values is in this case clearly bounded by the scalar value $\lambda_{\max}(X+Y) - \lambda_{\min}(X+Y)$ of the spread of the spectrum of $(P_{X+Y}A)|_{X+Y}$, which is already used in Theorem 2.1 and which is the first component in the vector $Spr(X+Y)$. Now let us consider the sum of both components of the vector $|A((P_{Y}A)|_{X'}) - A((P_{Y}A)|_{Y'})$. This sum takes the largest value if $X'$ is the span of two eigenvectors of $A$ corresponding to its largest eigenvalues, while $Y'$ is the span of two eigenvectors of $A$ corresponding to its smallest eigenvalues. But this largest value in this example is exactly the sum of both components of the vector $Spr(X+Y)$. This example suggests that the vector spread $Spr(X+Y)$ might be the appropriate vector of constants to replace the scalar spread $\lambda_{\max}(X+Y) - \lambda_{\min}(X+Y)$ in Theorem 2.1. Our numerical tests motivate the following conjecture.

**Conjecture 2.1.** Let $X'$ and $Y'$ be subspaces of $H$ with $\dim X' = \dim Y'$ and operator $A$ be Hermitian. Then

$$|\Lambda((P_{X}A)|_{X'}) - \Lambda((P_{Y}A)|_{Y'})| \prec_w Spr(X+Y) \sin \Theta(X', Y').$$

If in addition one of the subspaces is $A$-invariant then

$$|\Lambda((P_{X}A)|_{X'}) - \Lambda((P_{Y}A)|_{Y'})| \prec_w Spr(X+Y) \sin^2 \Theta(X', Y').$$

(2.3)

(2.4)

Since $\max \{Spr(X+Y)\} = \lambda_{\max}(X+Y) - \lambda_{\min}(X+Y)$, bounds (2.1) and (2.2) would follow from (2.3) and (2.4), correspondingly.

Here, we are able to prove only (2.4) and under an additional assumption.

**Theorem 2.2.** If $X'$ is $A$-invariant and corresponds to the contiguous set of the largest eigenvalues of $A$, then bound (2.4) holds. Consequently, we obtain

$$0 \leq \Lambda((P_{X}A)|_{X'}) - \Lambda((P_{Y}A)|_{Y'}) \prec_w \left( \Lambda((P_{X}A)|_{X'}) - \lambda_{\min}(X+Y) \right) \sin^2 \Theta(X', Y'),$$

where we take into account that in this case $Spr(X+Y) \leq \Lambda((P_{X}A)|_{X'}) - \lambda_{\min}(X+Y)$.

Bounds (2.3), (2.4), and (2.5) are delicate. An attempt to improve them by dividing both sides by the vector of the constants breaks them all, as can be checked by running the following MATLAB code (see [10] for SUBSPACEA’s description):

```matlab
A = diag([2 1 0 0]); X = [1 0; 0 1; 0 0]; Y = orth([1 0; 1 2; 2 -2; 0 1]);
Spr = [2 1]'; SinTheta = flipud(sort(sin(subspacea(X,Y))));
LeftHandSide = flipud(sort(abs(sort(eig(X'*A*X)))-sort(eig(Y'*A*Y))))
sum(LeftHandSide) = sum(Spr.*SinTheta.*SinTheta) \% (2.4) and (2.5) hold
sum(LeftHandSide./Spr) <= sum(SinTheta) \% divided (2.3) breaks
```
In this example, the vector of the constants in (2.5) is equal to \( \text{Spr}(X + Y) \), i.e., bounds (2.4) and (2.5) are the same and must hold, since the assumptions of Theorem 2.2 are satisfied, which is confirmed by the code. The last line shows that even (2.3), the weakest of the three bounds, does not hold if divided by \( \text{Spr}(X + Y) \).

Our bound (2.5) is competitive compared to the following known inequality,

\[
0 \leq \Lambda ((P_X A)|X) - \Lambda ((P_Y A)|Y)
\]
\[
\leq (\Lambda ((P_X A)|X) - \lambda_{\min}(X + Y)) \max \{\sin^2 \Theta(X, Y)\},
\]

which is proved in [8] and presented above in a slightly modified formulation to make it consistent with (2.5). There is no majorization in (2.6)—each vector component is bounded separately, thus one can divide (2.6) by the vector of the constants in contrast to (2.5). But (2.6) only uses the largest angle, so it would be inferior to (2.5) if other angles are much smaller compared to the largest angle—a common situation in applications; e.g., see section 3 on FEM.

2.5. Multiplicative and tangent-based bounds. The main goal of this subsection is to formulate multiplicative analogs for the majorization-type bounds of the previous subsection, based on products rather than sums.

The definition of majorization for vectors is based on the sums of vector components. It can also deal with the products of nonnegative vector components using the following conventions. If for nonnegative vectors \( x = [x_1, \ldots, x_n] \) and \( y = [y_1, \ldots, y_n] \) it holds that \( \prod_{i=1}^{k} x_i^i \leq \prod_{i=1}^{k} y_i^i \), \( k = 1, \ldots, n \), we write \( \log x \prec_w \log y \). If in addition \( \prod_{i=1}^{n} x_i^i = \prod_{i=1}^{n} y_i^i \) we write \( \log x \sim \log y \). For strictly positive vectors these conventions follow directly from the definition of (weak) majorization.

The example of subsection 2.2 implies that it is impossible to bound products of changes of different Ritz values by the products of the sine of changes in the principal angles. Our novel multiplicative bound below uses \( 1 + \tan^2 \) rather than \( \sin^2 \) to bound the relative eigenvalue error in the form of the products.

Theorem 2.3. Under the assumptions of Theorem 2.2 let \( \Theta(X, Y) < \pi/2 \) and \( \Lambda ((P_X A)|X) > \lambda_{\min}(X + Y) \). Then \( \Lambda ((P_Y A)|Y) > \lambda_{\min}(X + Y) \) and we have

\[
0 \leq \log \frac{\Lambda ((P_X A)|X) - \lambda_{\min}(X + Y)}{\Lambda ((P_Y A)|Y) - \lambda_{\min}(X + Y)} \prec_w \log \left(1 + \tan^2 \Theta(X, Y)\right),
\]

which leads to

\[
0 \leq \frac{\Lambda ((P_X A)|X) - \Lambda ((P_Y A)|Y)}{\Lambda ((P_Y A)|Y) - \lambda_{\min}(X + Y)} \prec_w \tan^2 \Theta(X, Y).
\]

We note that either majorization result of Theorem 2.3 implies the bound

\[
0 \leq \frac{\Lambda ((P_X A)|X) - \Lambda ((P_Y A)|Y)}{\Lambda ((P_Y A)|Y) - \lambda_{\min}(X + Y)} \leq \max \{\tan^2 \Theta(X, Y)\},
\]

which is an equivalent form of the already known sine-based inequality (2.6).

2.6. Bounds for non-equidimensional subspaces. In all statements we have made so far we have assumed that \( \dim X = \dim Y \), but applications require the more general assumption \( \dim X \leq \dim Y \), where we interpret the principal angles \( \Theta(X, Y) \) as the angles from \( X \) to \( Y \). In this paper, we briefly consider one such well known application of the Rayleigh-Ritz method: the finite element method for partial differential equations, in section 3.
Since we compare \( \dim \mathcal{X} \leq \dim \mathcal{Y} \) Ritz values for the trial subspace \( \mathcal{X} \) against \( \dim \mathcal{Y} \) Ritz values for the trial subspace \( \mathcal{Y} \), we can either specifically choose some appropriate \( \dim \mathcal{X} \) Ritz values out of \( \dim \mathcal{Y} \) Ritz values for \( \mathcal{Y} \), or simply state that there exist \( \dim \mathcal{X} \) Ritz values for the trial subspace \( \mathcal{Y} \) such that our bounds hold.

Bounds (2.1) and (2.3) do not hold if \( \dim \mathcal{X} < \dim \mathcal{Y} \) even using the latter, weaker, statement. Indeed, e.g., if \( \dim \mathcal{X} = 1 \) and \( \Theta(\mathcal{X}, \mathcal{Y}) = 0 \) then either bound (2.1) or (2.3) would imply that \( \Lambda((P_XA)|_{\mathcal{X}}) \)—in this case a single number—is one of the Ritz values for the trial subspace \( \mathcal{Y} \), which is not true since \( \mathcal{X} \) is arbitrary in \( \mathcal{Y} \).

Known results, e.g., [9, 14], guarantee the existence of \( \dim \mathcal{X} \) Ritz values for the trial subspace \( \mathcal{Y} \) that are good approximations for \( \dim \mathcal{X} < \dim \mathcal{Y} \) eigenvalues for an arbitrary \( A \)-invariant subspace \( \mathcal{X} \) if \( \Theta(\mathcal{X}, \mathcal{Y}) \) is small. However, our numerical tests show that (2.2) and (2.4) still fail in this case; cf. [14, Lemma 2.6]. An approach of [14, Theorem 2.7] may help to overcome the obstacle, but it is outside of the scope of this paper. Here we consider only the particular case where the \( A \)-invariant subspace \( \mathcal{X} \) corresponds to the contiguous set of the largest eigenvalues \( \Lambda((P_XA)|_{\mathcal{X}}) \) of \( A \).

**Theorem 2.4.** Let \( \dim \mathcal{X} \leq \dim \mathcal{Y} \), the operator \( A \) be Hermitian, the \( A \)-invariant subspace \( \mathcal{X} \) correspond to the contiguous set of the largest eigenvalues of \( A \), and \( \Lambda_{\dim \mathcal{X}}((P_YA)|_{\mathcal{Y}}) \) denote the \( \dim \mathcal{X} \) largest eigenvalues of \( (P_YA)|_{\mathcal{Y}} \). Then

\[
0 \leq \Lambda((P_XA)|_{\mathcal{X}}) - \Lambda_{\dim \mathcal{X}}((P_YA)|_{\mathcal{Y}}) \lesssim_w \left( \Lambda((P_XA)|_{\mathcal{X}}) - \lambda_{\min(\mathcal{X}+\mathcal{Y})} \right) \sin^2 \Theta(\mathcal{X}, \mathcal{Y});
\]

\[
\text{if } \Theta(\mathcal{X}, \mathcal{Y}) < \pi/2 \text{ and } \Lambda((P_XA)|_{\mathcal{X}}) > \lambda_{\min(\mathcal{X}+\mathcal{Y})}, \text{ then } \Lambda_{\dim \mathcal{X}}((P_YA)|_{\mathcal{Y}}) > \lambda_{\min(\mathcal{X}+\mathcal{Y})},
\]

\[
0 \leq \log \frac{\Lambda((P_XA)|_{\mathcal{X}}) - \lambda_{\min(\mathcal{X}+\mathcal{Y})}}{\Lambda_{\dim \mathcal{X}}((P_YA)|_{\mathcal{Y}}) - \lambda_{\min(\mathcal{X}+\mathcal{Y})}} \lesssim_w \log \left( 1 + \tan^2 \Theta(\mathcal{X}, \mathcal{Y}) \right),
\]

and

\[
0 \leq \frac{\Lambda((P_XA)|_{\mathcal{X}}) - \Lambda_{\dim \mathcal{X}}((P_YA)|_{\mathcal{Y}})}{\Lambda_{\dim \mathcal{X}}((P_YA)|_{\mathcal{Y}}) - \lambda_{\min(\mathcal{X}+\mathcal{Y})}} \lesssim_w \tan^2 \Theta(\mathcal{X}, \mathcal{Y}).
\]

**Proof.** We use a technique presented in [8] to extend Rayleigh-Ritz error bounds for the particular case \( \dim \mathcal{X} = \dim \mathcal{Y} \) to the general case \( \dim \mathcal{X} \leq \dim \mathcal{Y} \).

Let \( \dim \mathcal{X} \leq \dim \mathcal{Y} \) and \( \Theta(\mathcal{X}, \mathcal{Y}) < \pi/2 \). We define a new subspace \( \mathcal{Z} \) to be the orthogonal projection of \( \mathcal{X} \) onto \( \mathcal{Y} \), i.e., \( \mathcal{Z} = P_Y\mathcal{X} \). Assuming \( \Theta(\mathcal{X}, \mathcal{Y}) < \pi/2 \) gives \( \dim \mathcal{X} = \dim \mathcal{Z} \) and \( \Theta(\mathcal{X}, \mathcal{Y}) = \Theta(\mathcal{X}, \mathcal{Z}) \). Since \( \mathcal{Z} \subseteq \mathcal{Y} \), the Courant-Fisher min-max principle evidently implies that \( \Lambda((P_ZA)|_{\mathcal{Z}}) \leq \Lambda_{\dim \mathcal{X}}((P_YA)|_{\mathcal{Y}}) \) for the largest \( \dim \mathcal{X} = \dim \mathcal{Z} \) eigenvalues and that \( \lambda_{\min(\mathcal{X}+\mathcal{Z})} \geq \lambda_{\min(\mathcal{X}+\mathcal{Y})} \), so (2.5) leads to (2.7). Since bound (2.7) depends continuously on \( \Theta(\mathcal{X}, \mathcal{Y}) \), the assumption \( \Theta(\mathcal{X}, \mathcal{Y}) < \pi/2 \) can be removed by the continuity argument.

Now we apply (2.6) to the pair of subspaces \( \mathcal{X} \) and \( \mathcal{Z} \) instead of \( \mathcal{X} \) and \( \mathcal{Y} \), i.e.,

\[
0 \leq \Lambda((P_XA)|_{\mathcal{X}}) - \Lambda_{\dim \mathcal{X}}((P_YA)|_{\mathcal{Y}}) \leq \Lambda((P_XA)|_{\mathcal{X}}) - \Lambda((P_ZA)|_{\mathcal{Z}}) \leq \left( \Lambda((P_XA)|_{\mathcal{X}}) - \lambda_{\min(\mathcal{X}+\mathcal{Z})} \right) \max \{ \sin^2 \Theta(\mathcal{X}, \mathcal{Z}) \},
\]

\[
\leq \left( \Lambda((P_XA)|_{\mathcal{X}}) - \lambda_{\min(\mathcal{X}+\mathcal{Y})} \right) \max \{ \sin^2 \Theta(\mathcal{X}, \mathcal{Y}) \}.
\]

This gives the following known inequality, e.g., [8],

\[
0 \leq \Lambda((P_XA)|_{\mathcal{X}}) - \Lambda_{\dim \mathcal{X}}((P_YA)|_{\mathcal{Y}}) \leq \left( \Lambda((P_XA)|_{\mathcal{X}}) - \lambda_{\min(\mathcal{X}+\mathcal{Y})} \right) \max \{ \sin^2 \Theta(\mathcal{X}, \mathcal{Y}) \}.
\]

If \( \Theta(\mathcal{X}, \mathcal{Y}) < \pi/2 \) and \( \Lambda((P_XA)|_{\mathcal{X}}) > \lambda_{\min(\mathcal{X}+\mathcal{Y})} \), then \( \Lambda_{\dim \mathcal{X}}((P_YA)|_{\mathcal{Y}}) > \lambda_{\min(\mathcal{X}+\mathcal{Y})} \).

Theorem 2.3 immediately leads to (2.8) and (2.9) by monotonicity arguments. □
2.7. Relative eigenvalue error bounds. Our previous results bound the absolute value of the eigenvalue error. They are all invariant with respect to shifting the operator \( A \) into \( A + \alpha I \) for any real \( \alpha \). For eigenvalues that are small in absolute value, it is also important to bound the relative error. Here we show how new relative bounds can be easily obtained from our Theorem 2.4. For relative bounds the shift-invariance will of course be lost, and it is natural to assume that \( A > 0 \).

Let us first explain how relative bounds are obtained, e.g., from (2.10). Since \( A > 0 \) we can bound \( \lambda_{\text{min}}(X + Y) \geq 0 \) and divide both sides of the inequality by the vector \( \Lambda \left( (P_X A)|_X \right) > 0 \), which gives

\[
0 \leq 1 - \frac{\Lambda_{\text{dim}X} \left( (P_Y A)|_Y \right)}{\Lambda \left( (P_X A)|_X \right)} \leq \max \left\{ \sin^2 \Theta(X, Y) \right\}.
\]

This is already a relative bound, but only for the largest eigenvalues, which is not so useful. We can transform the largest eigenvalues into the smallest ones by substituting \( A^{-1} \) for \( A \) as \( A > 0 \), but this substitution alone does not reproduce the inverse of the Rayleigh quotient since in general \( (x, Ax)(x, A^{-1}x) \neq 1 \). There is a simple fix, though. Introducing the notation \( (x, y)_A = (x, Ay) \) for the \( A \)-based scalar product, we have the following trivial but crucial identity for the Rayleigh quotient,

\[
\frac{(x, Ax)}{(x, x)} = \frac{(x, x)_A}{(x, A^{-1}x)_A} = \left( \frac{(x, A^{-1}x)_A}{(x, x)_A} \right)^{-1}.
\]

It implies that the Rayleigh-Ritz method on a trial subspace \( X \) applied to the operator \( A \) in the original scalar product \( (\cdot, \cdot) \) or to the operator \( A^{-1} \) in the \( A \)-based scalar product \( (\cdot, \cdot)_A \) gives the same Ritz vectors, and the Ritz values are reciprocals of each other. The use of the \( A \)-based scalar product changes the way we measure the angles, see [10]. Simultaneous substitutions \( A^{-1} \) for \( A \) and \( (\cdot, \cdot)_A \) for \( (\cdot, \cdot) \) in (2.10) and Theorem 2.4 give the following new relative bounds.

**Theorem 2.5.** Let \( \dim X \leq \dim Y \) and \( \Theta(X, Y) < \pi/2 \), the operator \( A \) be Hermitian and positive definite, \( A > 0 \), the \( A \)-invariant subspace \( X \) correspond to the contiguous set of the smallest eigenvalues of \( A \), \( \Lambda_{\text{dim}X} \left( (P_Y A)|_Y \right) \) denote the \( \dim X \) (counting the multiplicities) smallest eigenvalues of \( (P_Y A)|_Y \), and \( \Theta_A(X, Y) \) denote the vector of angles from \( X \) to \( Y \) defined in the \( A \)-based scalar product \( (\cdot, \cdot)_A \). Then

\[
0 \leq 1 - \frac{\Lambda \left( (P_X A)|_X \right)}{\Lambda_{\text{dim}X} \left( (P_Y A)|_Y \right)} \leq \max \left\{ \sin^2 \Theta_A(X, Y) \right\},
\]

\[
0 \leq \log \frac{\Lambda_{\text{dim}X} \left( (P_Y A)|_Y \right)}{\Lambda \left( (P_X A)|_X \right)} \prec_w \log \left( 1 + \tan^2 \Theta_A(X, Y) \right),
\]

\[
0 \leq \frac{\Lambda_{\text{dim}X} \left( (P_Y A)|_Y \right)}{\Lambda \left( (P_X A)|_X \right)} - 1 \preceq_w \tan^2 \Theta_A(X, Y).
\]

Let us highlight that bound (2.13) is not only relative but also multiplicative.

We finally note that the first statement, with the sine, in Theorem 2.4 cannot be transformed into a relative bound in the same way. A seemingly natural extension

\[
1 - \frac{\Lambda \left( (P_X A)|_X \right)}{\Lambda_{\text{dim}X} \left( (P_Y A)|_Y \right)} \prec_w \sin^2 \Theta_A(X, Y)
\]

of (2.12) is in fact wrong; see \( A = \text{diag}(1, 2, 3, 100) \); \( X = [1; 0; 0; 1; 0; 0; 0; 0] \); \( Y = \text{orth}([-6; -1; -7; 1; 2; 6; 1; -7]) \);

\[\text{SinThetaA}=\text{flipud}(\text{sort}(\text{sin}(\text{subspacea}(X,Y,A))));\]

\[\text{LeftHandSide}=[1 1]'-\text{flipud}(\text{sort}(\text{eig}(Y'*A*Y)));
\]

\[\text{sum}(	ext{LeftHandSide})<=\text{sum}(	ext{SinThetaA}.*
\text{SinThetaA}) \%\text{fails}
\]
2.8. Generalizations for Hilbert spaces. Here we extend some of the previous results to infinite dimensional spaces, using again [11, Remark 4.1]. Let $H$ be an infinite dimensional Hilbert space and $A : H \to H$ be a linear bounded Hermitian operator. Let $P_X$ and $P_Y$ be orthogonal projectors onto the nontrivial finite dimensional subspaces $X$ and $Y$ with $\dim X \leq \dim Y < \infty$. The vector of cosines squared of $\dim X$ principal angles from $X$ to $Y$ is defined by $\cos^2 \Theta(X,Y) = \Lambda((P_X P_Y)|_X)$. If $X$ is $A$-invariant, the Ritz values $\Lambda((P_X A)|_X)$ are some of the eigenvalues of $A$, since we assume that $X$ is finite dimensional. Throughout the section, we use the vectors of eigenvalues $\Lambda$ enumerated in decreasing order only for finite dimensional operators, so the vectors have a finite number of components as before.

Both subspaces $X$ and $Y$ are finite dimensional. Let us consider the finite dimensional subspace $X + Y$ and the operator $(P_{X+Y} A)|_{X+Y}$ as replacements to the original space $H$ and the operator $A$. The Rayleigh-Ritz operator $(P_X A)|_X$ on $X$ using the original space $H$ and the operator $A$ is the same as using the reduced space $X + Y$ and the operator $(P_{X+Y} A)|_{X+Y}$, as we have already discussed.

If $X$ is $A$-invariant, it is also $(P_{X+Y} A)|_{X+Y}$-invariant, corresponding to the same set of eigenvalues. If this set of eigenvalues is the contiguous set of the largest eigenvalues of $A$, which forms the top of the spectrum of $A$, then it is also the contiguous set of the largest eigenvalues of $(P_{X+Y} A)|_{X+Y}$. The latter may not be so evident in the infinite dimensional setting, so let us give and prove here the formal statement.

**Lemma 2.6.** For a linear bounded Hermitian operator $A$ on an infinite dimensional Hilbert space $H$, let $X$ be a nontrivial finite dimensional $A$-invariant subspace of $H$ that corresponds to the top part of the spectrum of $A$, i.e., the smallest point of the spectrum of $(P_X A)|_X$ is an upper bound for the largest point of the spectrum of $(P_{X+Y} A)|_{X+Y}$. Then for any nontrivial finite dimensional subspace $Y$ of $H$ the Hermitian operator $(P_{X+Y} A)|_{X+Y}$ is invariant on $X$, and the spectrum of the restriction of $(P_{X+Y} A)|_{X+Y}$ to $X$ comprises the $\dim X$ largest eigenvalues of $(P_{X+Y} A)|_{X+Y}$.

**Proof.** The spectrum of a bounded Hermitian operator is a closed bounded set on the real line. Since $X$ is finite dimensional, the spectrum $\Lambda((P_X A)|_X)$ consists of $\dim X$ eigenvalues, counting the multiplicities. Since $X$ is $A$-invariant, the spectrum $\Lambda((P_X A)|_X)$ is a subset of the spectrum of $A$, which by the lemma assumption forms the top part of the spectrum of $A$. The subspace $X$ is $A$-invariant by assumption and is evidently $P_{X+Y}$-invariant, so it is also $(P_{X+Y} A)|_{X+Y}$-invariant and thus $\Lambda((P_X A)|_X)$ is a subset of $\Lambda((P_{X+Y} A)|_{X+Y})$, counting the multiplicities, where the spectrum of $(P_{X+Y} A)|_{X+Y}$ consists of $\dim(X + Y)$ eigenvalues, counting the multiplicities, since both $X$ and $Y$, and thus their sum $X + Y$, are all finite dimensional.

The only somewhat nontrivial part of the proof is establishing that the spectrum of the restriction of $(P_{X+Y} A)|_{X+Y}$ to $X$ comprises the $\dim X$ largest eigenvalues of $(P_{X+Y} A)|_{X+Y}$ using the lemma assumption that $X$ is an $A$-invariant subspace corresponding to the top part of the spectrum of $A$. In other words, adding $Y$ to $X$ does not add any new eigenvalues above $i = \dim X$. We already know that $\Lambda((P_X A)|_X)$, on the one hand, makes up the top $\dim X$ points of the spectrum, which are eigenvalues, counting the multiplicities, of $A$ and, on the other hand, is a subset of $\Lambda((P_{X+Y} A)|_{X+Y})$. We only need to show that the $i = \dim X$-th eigenvalue of $(P_X A)|_X$, which is at the same time the $i$-th top point of the spectrum of $A$, counting the multiplicity of eigenvalues, bounds above the $i + 1$-th eigenvalue of $(P_{X+Y} A)|_{X+Y}$. But $\Lambda((P_{X+Y} A)|_{X+Y})$ is a vector of Ritz values of $A$ on the trial subspace $X + Y$, so this follows directly from the inf-sup principle for arbitrary Hermitian (not necessarily compact) operators, see, e.g., [6, Chapter II, Section 7] and [18, Theorem XIII.1].
We note that the assumptions of Lemma 2.6 are not of course applicable to all bounded Hermitian operators. E.g., Lemma 2.6 cannot be applied to an orthogonal projector with an infinite dimensional range. It rather covers the class of operators with the top part of the spectrum being discrete—a modest, but practically important, extension of the class of compact operators; see again [6, Chapter II, Section 7] and [18, Theorem XIII.1, p. 76]. We finally note that the assumption of boundedness (below) of $A$ is not essential and can be easily replaced with the assumption that the subspace $X + \mathcal{Y}$ is in the domain of the definition of the corresponding quadratic form.

The arguments above allow us to substitute the original infinite dimensional $\mathcal{H}$ and $A$ with finite dimensional $X + \mathcal{Y}$ and $(P_{X+\mathcal{Y}}A)|_{X+\mathcal{Y}}$ in Theorem 2.4.

**Theorem 2.7.** The infinite dimensional, $\dim \mathcal{H} = \infty$, versions of Theorem 2.4 and its corollary (2.10) hold under the assumptions of Lemma 2.6.

3. Application to the FEM. In the FEM context, see, e.g., [2, 3, 14], let us consider a specific example, the clamped membrane vibration problem—a well known eigenvalue problem for the negative Laplacian $-\Delta$ operator in two dimensions. Let the membrane be a non-convex polygon $\Omega$ with a single reentrant corner $w \in (\pi, 2\pi)$. We will use the standard Sobolev spaces $H^1(\Omega)$ of functions satisfying the homogeneous Dirichlet conditions on the boundary of $\Omega$ and $H^{1+\alpha}(\Omega)$ with $\alpha > 0$.

We set $\mathcal{H} = H^1(\Omega)$ and define our operator $A$ as, informally speaking, the inverse to the negative Laplacian; see, e.g., [14], so that $A > 0$ is compact in $\mathcal{H}$. Let us highlight that in this context we use the $\mathcal{H} = H^1(\Omega)$ scalar product in the definition of the angles to bound the largest eigenvalues of $A$, which are the reciprocals of the smallest eigenvalues of the negative Laplacian. We are looking for an approximation of the invariant space $X \subset H^1(\Omega)$ of $A$, corresponding to the main membrane vibration modes, within a trial subspace $\mathcal{Y} \subset H^1(\Omega)$ by the Rayleigh-Ritz method. Using the simplest FEM setup, the domain $\Omega$ is triangulated according to traditional assumptions, and $\mathcal{Y}$ consists of all piecewise linear (on each triangle) continuous functions satisfying the homogeneous Dirichlet conditions on the boundary $\partial \Omega$. The largest linear size of the largest triangle is denoted by $h$. It holds that $0 < \lambda_{\text{min}}(X + \mathcal{Y}) \to 0$ as $h \to 0$, so we replace $\lambda_{\text{min}}(X + \mathcal{Y})$ with its lower bound 0 in (2.10) and Theorem 2.4.

The angles on the right-hand sides in our eigenvalue approximation error bounds characterize the approximability of the target invariant subspace $X$ by finite element functions from $\mathcal{Y}$, which is typically measured by $Ch^\alpha$, where $C$ is a generic constant, $h$ approaches zero, and the exponent $\alpha$ describes the approximation order. The approximability is determined by the type of the FEM, smoothness of functions in $X$, and the choice of the space $\mathcal{H}$. For our example, the approximability bound for a function $v \in H^{1+\alpha}(\Omega)$ with some $\alpha \in (0, 1)$ is $\sin \Theta(v, \mathcal{Y}) \leq Ch^\alpha \|v\|_{H^{1+\alpha}} / \|v\|_{H^1}$. The actual lower bound for $\alpha$, which is $\pi/\omega - \epsilon$, is determined by the angle $\omega$ of the reentrant corner of the polygon $\Omega$, which may lead to a corner singularity in eigenfunctions. The upper bound, 1, comes from the use of the piecewise linear FEM.

Let us consider a particular case, where $\dim X = 2$, denoting the largest eigenvalues by $\Lambda ((P_X A)|_X) = [\lambda_1, \lambda_2]$ and the corresponding $\mathcal{H}$-normalized eigenfunctions by $v_1$ and $v_2$ in $X$. Typically, both eigenfunctions $v_1$ and $v_2$ would have similar corner singularities in the reentrant corner, so both $v_1$ and $v_2 \in H^{1+\alpha}$ with $\alpha = \pi/\omega - \epsilon$, but one of their linear combinations, e.g., (for illustrative purposes) $v_1 - v_2$, might have the full $H^2$ regularity, i.e., $v_1 - v_2 \in H^2(\Omega)$, and so by the approximability result we have $\sin \Theta(v_1 - v_2, \mathcal{Y}) \leq Ch$. Thus, $\sin \Theta(X, \mathcal{Y}) \leq C[h^\alpha, h]$; here and below we neglect terms that are a smaller order of magnitude in $h$ compared to the terms kept. To clarify the example, let us assume that simply $\sin \Theta(X, \mathcal{Y}) = [h^\alpha, h]$. 
This assumption may not be practical for our specific membrane problem. However, examples are given in [3], where eigenfunctions have different regularities, while corresponding to the same (multiple) eigenvalue. A perturbation argument shows that our assumption on regularity of linear combinations of eigenfunctions is realistic.

Using the notation $\Lambda_{\dim X}((P_1^Y A)|_Y) = [\lambda_1^h, \lambda_2^h]$ for the relevant FEM Ritz values, we obtain from (2.10), as in [14], that

\[
0 \leq \lambda_1 - \lambda_1^h \leq \lambda_1 h^{2\alpha} \quad \text{and} \quad 0 \leq \lambda_2 - \lambda_2^h \leq \lambda_2 h^{2\alpha},
\]

while (2.7) implies the bound for the error in the trace,

\[
0 \leq \lambda_1 + \lambda_2 - \lambda_1^h - \lambda_1^h \leq \lambda_1 h^{2\alpha} + \lambda_2 h^2 \approx \lambda_1 h^{2\alpha},
\]

and (2.8) gives the bound for the error in the product,

\[
0 \leq \frac{\lambda_1 \lambda_2}{\lambda_1^h \lambda_2^h} - 1 \leq (1 + h^{2\alpha})(1 + h^2) - 1 \approx h^{2\alpha}.
\]

The standard bound (3.1) implies (3.2) and (3.3) only with an extra factor 2 in the right-hand side. We conclude that (2.10) cannot take advantage of the better approximability of the function $v_1 - v_2$ in this example, while our new majorization bounds (2.7) and (2.8) can, and lead to an improvement in the constant with the factor $\dim X = 2$ for the trace and product error bounds.

**Conclusions.** Majorization is a powerful tool that gives elegant and general error bounds for eigenvalues approximated by the Rayleigh-Ritz method. We discover several new results of this kind, including multiplicative bounds for relative errors. We apply majorization, apparently for first time, in the context of FEM error bounds. Our initial results are promising and expected to lead to further development of the majorization technique for the theory of eigenvalue computations.

**4. Appendix.** Facts on majorization and angles, and most proofs are given here.

**4.1. Weak Majorization.** For a real vector $a = [a_1, \ldots, a_n]$ let $a^\downarrow$ be obtained by rearranging the entries of $a$ in an algebraically decreasing order, $a_1^\downarrow \geq \cdots \geq a_k^\downarrow$. We denote $|a|^2 = ||a_1|^2, \ldots, |a_n|^2|$ and $a^+ = \max\{a, 0\}$. We say that the vector $b$ weakly majorizes the vector $a$ and we use the notation $[a_1, \ldots, a_n] \prec_w [b_1, \ldots, b_n]$ or $a \prec_w b$ if $\sum_{i=1}^k a_i^\downarrow \leq \sum_{i=1}^k b_i^\downarrow$, $k = 1, \ldots, n$. If in addition the sums above for $k = n$ are equal, $b$ (strongly) majorizes $a$, which is denoted by $a \prec b$. Nonnegative vectors of different sizes may be compared by appending or removing zeros to match the sizes.

The additive majorization statement $x - y \prec_w z$ for $n$-vectors $x = x^\downarrow$, $y = y^\downarrow$, and $z = z^\downarrow$ is equivalent to

\[
\sum_{j=1}^k x_{i_j} \leq \sum_{j=1}^k z_j + y_{i_j}, \forall k: 1 \leq k \leq n, \forall i_j : 1 \leq i_1 < \cdots < i_k \leq n
\]

with $x - y \prec z$ if $k = n$ gives the equality. We write $\log x - \log y \prec_w \log z$ if

\[
\prod_{j=1}^k x_{i_j} \leq \prod_{j=1}^k z_j y_{i_j}, \forall k: 1 \leq k \leq n, \forall i_j : 1 \leq i_1 < \cdots < i_k \leq n,
\]

and $\log x - \log y \prec \log z$ if in addition the case $k = n$ gives the equality, for nonnegative vectors $x = x^\downarrow$, $y = y^\downarrow$, and $z = z^\downarrow$. For strictly positive vectors this follows directly from the definition of (weak) majorization.
We need several simple general facts on weak majorization: If nonnegative vectors $a, b,$ and $c$ are decreasing and of the same size, then $a \prec_w b$ implies $ac \prec_w bc$, but the converse is not true in general. If $a \prec_w b \leq c$ then $a \prec_w c$. Concatenation holds, i.e., $a \prec c$ and $b \prec d$ imply $[a, b] \prec [c, d]$; [4, Corollary II.1.4, p. 31]. If $a \prec_w b$ and $c \prec_w d$ then $a + c \prec_w b + d$ for real vectors, if the bounds $b$ and $d$ are ordered in the same way; [17, Prop. 4.A.1.b]. For a convex increasing function $g(t)$ (e.g., $g(t) = e^t$) $a \prec_w b$ implies $g(a) \prec_w g(b)$; [17, Prop. 4.B.2., p. 109]. Trivially, $a \prec_w a^+$.

Let $S(A)$ denote the vector of all singular values of the matrix $A$ in decreasing order; and for $A$ with real eigenvalues let $\Lambda(A)$ denote the vector of all eigenvalues of $A$ in decreasing order. The following theorems are mostly known; see, e.g., [4, 17].

**Theorem 4.1 (Lidskii).** $\Lambda(A) - \Lambda(B) \prec \Lambda(A - B)$ for Hermitian $A$ and $B$.

**Theorem 4.2.** $\log S(AB) - \log S(B) \prec \log S(A)$ for general $A$ and $B$, where we append zeros to the vectors of singular values if necessary to match the sizes.

*Proof.** For square matrices (or operators within the same space) this is the classical Gelfand-Naimark theorem [4, Theorem III.4.5]. Non-square matrices are extended with zero blocks to obtain square matrices. The extension with zero blocks only appends zero singular values and does not change the ranks. □

**Theorem 4.3.** $S(AB) \prec_w S(A)S(B)$ for general $A$ and $B$, where we append zeros to the vectors of singular values if necessary to match the sizes.

*Proof.** We add $\log S(B)$ to both sides of the statement of Theorem 4.2 and take the exponential function. □

Our next theorem generalizes Theorem 4.2 and improves [16, Corollary 2.4].

**Theorem 4.4.** $\log S(ABC) - \log S(B) \prec \log(S(A)S(C))$ for general $A$, $B$, and $C$, where we append zeros to singular values if necessary to match the sizes.

*Proof.** Theorem 4.2 can also be formulated as $\log S(AB) - \log S(B) \prec \log S(A)$ as singular values of $AB$ and $BA$ are the same up to zeros, so Theorem 4.2 gives both $\log S(ABC) - \log S(BC) \prec \log S(A)$ and $\log S(BC) - \log S(B) \prec \log S(C)$. As the right-hand sides in these majorization statements are ordered in the same manner, we can add the statements, obtaining the claim of the theorem. □

We also need the following generalized pinching inequality which may be new.

**Theorem 4.5.** For matrices $A_1$, $A_2$, $B$, $C_1$, and $C_2$, such that all the products $A_i^HB_iC_j$ exist for $i, j = 1, 2$, we have, possibly up to zeros,

$$
[S(A_i^HB_iC_1), S(A_i^HB_iC_2)] \prec_w S\left(\sqrt{A_1A_1^H + A_2A_2^H} B \sqrt{C_1C_1^H + C_2C_2^H}\right),
$$

and in the case that $A_i = C_i$ and $B = B^H$, we have, possibly up to zeros,

$$
[\Lambda(A_i^HB_iA_1), \Lambda(A_i^HB_iA_2)] \prec_w \left(\Lambda\left(\sqrt{A_1A_1^H + A_2A_2^H} B \sqrt{A_1A_1^H + A_2A_2^H}\right)\right)^+.
$$

*Proof.** We denote $A = [A_1 A_2]$ and $C = [C_1 C_2]$ and form the 2-by-2 block matrix

$$
D = A^HBC = \begin{bmatrix}
A_1^HBC_1 & A_1^HBC_2 \\
A_2^HBC_1 & A_2^HBC_2
\end{bmatrix}.
$$

By the standard pinching inequality, e.g., [4, Problem II.5.4], the combined singular values of the diagonal blocks of the matrix $D$ are weakly majorized by the singular values of $D$. Using the fact that eigenvalues of matrix products do not depend on the order of the multipliers shows that the singular values $S(D)$ up to zeros are the same as $S\left(\sqrt{AA^H} B \sqrt{CC^H}\right) = S\left(\sqrt{A_1A_1^H + A_2A_2^H} B \sqrt{C_1C_1^H + C_2C_2^H}\right)$, giving (4.1).
In the case that \( A_1 = C_1 \) and \( B = B^H \), the eigenvalues of the diagonal blocks of \( D \) (which are now square) are strongly majorized by the eigenvalues of \( D \). For the latter, we have, up to zeros, \( \Lambda(D) = \Lambda(A^HBA) = \Lambda(AA^HB) = \Lambda(\sqrt{AA^H}B\sqrt{AA^H}) \). Appending or removing zeros preserve majorization for nonnegative vectors, so we replace \( \Lambda(D) \prec w (\Lambda(D))^\top \) in the formulas above, which proves (4.2).

If \( \|A_2A_2\| = \|B\| \), there are no zeros appearing, so (4.2) holds as a strong majorization and without the + operation, as in the standard pinching inequality.

### 4.2. Principal Angles Between Subspaces.

We need the following:

**Theorem 4.6.** [10, Theorem 3.4] Let \( \dim \mathcal{X} = \dim \mathcal{Y} \). Then we have the equalities

\[
\Lambda(P_XP_{\mathcal{Y}^\perp}P_X) = S^2(P_YP_{\mathcal{X}^\perp}P_Y) = S^2(P_{\mathcal{Y}^\perp}P_{\mathcal{X}^\perp}P_Y) = [\sin^2 \Theta(\mathcal{X}, \mathcal{Y}), 0, \ldots, 0].
\]

**Theorem 4.7.** [13, Theorem 2.16] If \( \dim \mathcal{X} = \dim \mathcal{Y} = p \), then the first, i.e., largest, \( p \) components of the vector \( \Lambda(P_X - P_Y) \) are given by the vector \( \sin \Theta(\mathcal{X}, \mathcal{Y}) \).

### 4.3. Proofs

In this section we provide the main and relatively long proofs.

#### 4.3.1. Proof of Theorem 2.1.1

First, by [12, Remark 4.1] we use the subspace \( \mathcal{X} + \mathcal{Y} \) and the operator \( (P_{\mathcal{X} + \mathcal{Y}}A) \) as substitutions for the original space \( \mathcal{H} \) and the original operator \( A \), keeping the same notation, without loss of generality. Second, the differences of Ritz values do not change with a shift of \( A \), i.e., for a real \( \alpha \) and \( A_s = A - \alpha I \), we have, e.g.,

\[
\Lambda((P_XA)|\mathcal{X}) - \Lambda((P_YA)|\mathcal{Y}) = \Lambda((P_XA_s)|\mathcal{X}) - \Lambda((P_YA_s)|\mathcal{Y}).
\]

So our bounds are invariant with respect to a real shift of \( A \), which we can freely choose. Also, our bounds are invariant with respect to a real scaling of \( A \). Thus for any real \( \alpha \) and \( \beta \neq 0 \) we can replace \( A \) with \( \beta(A - \alpha I) \) without loss of generality. We take \( \alpha = \lambda_{\min} \) and \( \beta = 1/(\lambda_{\max} - \lambda_{\min}) \) so in the rest of the proof we assume that \( A \) is already shifted and scaled such that \( \lambda_{\min} = 0 \) and \( \lambda_{\max} = 1 \), which guarantees well defined square roots \( \sqrt{\lambda} \) and \( \sqrt{I - \lambda} \).

We now prove that

\[
|\Lambda((P_XA)|\mathcal{X}) - \Lambda((P_YA)|\mathcal{Y})| \prec_w \sin \Theta(\mathcal{X}, \mathcal{Y}),
\]

and if in addition \( \mathcal{X} \) is \( A \)-invariant then

\[
|\Lambda((P_XA)|\mathcal{X}) - \Lambda((P_YA)|\mathcal{Y})| \prec_w \sin^2 \Theta(\mathcal{X}, \mathcal{Y}).
\]

Concatenating positive and negative values together, we obtain

\[
|\Lambda((P_XA)|\mathcal{X}) - \Lambda((P_YA)|\mathcal{Y})|, -|\Lambda((P_XA)|\mathcal{X}) - \Lambda((P_YA)|\mathcal{Y})|!^d
\]

\[
= |\Lambda((P_XA)|\mathcal{X}) - \Lambda((P_YA)|\mathcal{Y})|, -|\Lambda((P_XA)|\mathcal{X}) - \Lambda((P_YA)|\mathcal{Y})|!^d
\]

\[
= |\Lambda((P_XA)|\mathcal{X}) - \Lambda((P_YA)|\mathcal{Y}), (P_X(I - A)|\mathcal{X}) - (P_Y(I - A)|\mathcal{Y})|!^d.
\]

It is more convenient for us to work in the whole space, so above we replace

\[
|\Lambda((P_XA)|\mathcal{X}) - \Lambda((P_YA)|\mathcal{Y}), (P_X(I - A)|\mathcal{X}) - (P_Y(I - A)|\mathcal{Y})|, 0, \ldots, 0|!^d
\]

\[
= |\Lambda(P_XAP_X) - \Lambda(P_YAP_Y), (P_X(I - A)P_X) - (P_Y(I - A)P_Y)|!^d,
\]

using \( |\Lambda((P_XA)|\mathcal{X}), 0, \ldots, 0 \) and similar formulas involving \( \mathcal{Y} \) instead of \( \mathcal{X} \) and \( I - A \) instead of \( A \), which all hold since \( A \geq 0 \) and \( I - A \geq 0 \) in this proof, so the added zeros are correctly placed.

---

\(^1\)Ilya Lashuk’s proof (private communication, unpublished) of a particular case, where \( A \) is an orthogonal projector, of bound (2.2) has stimulated our present proof.
At this point the proof splits for (4.3) and (4.4). To prove (4.3), in the first sub-vector $\Lambda(P_X AP_X) - \Lambda(P_Y AP_Y)$ we swap multipliers without changing the eigenvalues, e.g., $\Lambda(P_X \sqrt{A} P_X) = \Lambda \left( \sqrt{A} \sqrt{P_X} \sqrt{A} \right)$, and use Theorem 4.1,
\[
\Lambda(P_X AP_X) - \Lambda(P_Y AP_Y) = \Lambda \left( \sqrt{A} \sqrt{P_X} \sqrt{A} \right) - \Lambda \left( \sqrt{A} \sqrt{P_Y} \sqrt{A} \right)
\]
and similarly for the second sub-vector,
\[
\Lambda(P_X (I - A) P_X) - \Lambda(P_Y (I - A) P_Y) < \Lambda \left( \sqrt{I - A} (P_X - P_Y) \sqrt{I - A} \right).
\]
We concatenate, as $a < c$ and $b < d$ imply $[a, b] < [c, d]$, and we obtain
\[
[\Lambda(P_X AP_X) - \Lambda(P_Y AP_Y), \Lambda(P_X (I - A) P_X) - \Lambda(P_Y (I - A) P_Y)]
\]
\[
< \left[ \Lambda \left( \sqrt{A} (P_X - P_Y) \sqrt{A} \right), \Lambda \left( \sqrt{I - A} (P_X - P_Y) \sqrt{I - A} \right) \right]
\]
\[
<_{w} (\Lambda(P_X - P_Y))^+, 0, \ldots, 0. \quad \text{(by Theorem 4.5)}
\]
Picking up the dim $\mathcal{X} = \dim \mathcal{Y}$ largest (nonnegative) elements on both sides of this strong majorization statement proves the weak majorization claim (4.3), since by Theorem 4.7 the dim $\mathcal{X}$ largest elements of $\Lambda(P_X - P_Y)$ are equal to $\sin \Theta(\mathcal{X}, \mathcal{Y})$.

To prove (4.4) having $A = P_X AP_X + P_{X^\perp} AP_{X^\perp}$, we notice that
\[
(4.5) \quad \Lambda(P_Y AP_Y) = \Lambda(P_Y P_X AP_X P_Y + P_Y P_{X^\perp} AP_{X^\perp} P_Y) \geq \Lambda(P_Y P_X AP_X P_Y),
\]
as $P_Y P_{X^\perp} AP_{X^\perp} P_Y \geq 0$, and similarly $\Lambda(P_Y (I - A) P_Y) \geq \Lambda(P_Y P_X (I - A) P_Y)$, so
\[
[\Lambda(P_X AP_X) - \Lambda(P_Y AP_Y), \Lambda(P_X (I - A) P_X) - \Lambda(P_Y (I - A) P_Y)]
\]
\[
\leq \left[ \Lambda(P_X AP_X) - \Lambda(P_Y AP_Y), \Lambda(P_X (I - A) P_X) - \Lambda(P_Y P_X (I - A) P_Y) \right]
\]
\[
< \left[ \Lambda \left( \sqrt{A} P_Y P_{X^\perp} P_X \sqrt{A} \right), \Lambda \left( \sqrt{I - A} P_Y P_{X^\perp} P_X \sqrt{I - A} \right) \right]
\]
\[
<_{w} (\Lambda(P_X P_{X^\perp} P_X))^+, 0, \ldots, 0. \quad \text{(by Theorem 4.5, since $\Lambda(P_X P_{X^\perp} P_X) \geq 0$)}
\]
\[
= \left[ \sin^2 \Theta(\mathcal{X}, \mathcal{Y}), 0, \ldots, 0 \right]. \quad \text{(by Theorem 4.6)}
\]
Here, in the second line we again use that the eigenvalues of the matrix product do not depend on the order of the matrix multipliers, so we transform, e.g., in the first vector, $\Lambda(P_X AP_X) = \Lambda \left( \sqrt{A} P_X \sqrt{A} \right)$ and $\Lambda(P_Y AP_Y) = \Lambda \left( \sqrt{A} P_Y P_X \sqrt{A} \right)$.

In the next line we independently apply Theorem 4.1 to each of the two sub-vectors.

4.3.2. Proof of Theorem 2.2. As in the previous proof, we start with two simplifications. The first one is the same: by [12, Remark 4.1] we use the subspace $\mathcal{X} + \mathcal{Y}$ and the operator $(P_{\mathcal{X} + \mathcal{Y}} A) |_{\mathcal{X} + \mathcal{Y}}$ as substitutions for the original space $\mathcal{H}$ and the original operator $A$ keeping the same notation, without loss of generality. Second, we choose $\alpha = \min \{ \Lambda((P_X A) | _{\mathcal{X}}) \}$ and assume that the shift is already applied to $A$, i.e., without loss of generality we assume that both $P_X AP_X$ and $P_{X^\perp} (-A) P_{X^\perp}$ are nonnegative definite and so they have well-defined square roots $\sqrt{P_X AP_X}$ and $\sqrt{P_{X^\perp} (-A) P_{X^\perp}}$, correspondingly.
For an \( A \)-invariant subspace \( \mathcal{X} \), we split \( A = P_X A P_X + P_{X^\perp} A P_{X^\perp} \), and adding and subtracting \( \Lambda((P_Y P_X A P_X)|_X) \) we derive

\[
0 \leq \Lambda((P_X A)|_X) - \Lambda((P_Y A)|_Y) = \Lambda((P_X A)|_X) - \Lambda((P_Y P_X A P_X)|_Y + (P_Y P_{X^\perp} A P_{X^\perp})|_Y) = \Lambda((P_X A)|_X) - \Lambda((P_Y P_X A P_X)|_Y) + \Lambda((P_Y P_X A P_X)|_Y) - \Lambda((P_Y P_X A P_X)|_Y) + (P_Y P_{X^\perp} A P_{X^\perp})|_Y).
\]

Now, we bound separately the two terms in the sum in the last two lines. We remind the reader that \( a \prec b \) and \( c \prec d \) imply \( a + c \prec b + d \) for real vectors, and this holds similarly for weak majorization.

It is convenient to extend the operators’ restrictions by zero to the whole space and use a convention that operations and comparisons of nonnegative decreasing vectors with different numbers of components is done by appending zeros at the end of the vectors to match the vectors’ sizes, e.g., \( \Lambda((P_X A)|_X) \), \( 0, \ldots, 0 \geq 0 \). Since \( \dim(\mathcal{X}) = \dim(\mathcal{Y}) \), the number of zeros to add for \( \mathcal{X} \) and \( \mathcal{Y} \) is the same. However, a seemingly trivial claim \( \Lambda((P_Y A)|_Y) = \Lambda((P_Y A)|_Y), 0, \ldots, 0 \) is, in fact, wrong, since the components of \( \Lambda((P_Y A)|_Y) \) may not be all nonnegative, so the added zeros are misplaced compared to \( \Lambda((P_Y A)|_Y) \), which is decreasing by definition.

We start with the first term in the sum on the right-hand side. Since both \( P_X A P_X \geq 0 \) and \( P_Y P_X A P_X P_Y \geq 0 \), we concatenate with zeros correctly and obtain

\[
\Lambda((P_X A)|_X) - \Lambda((P_Y P_X A P_X)|_Y), 0, \ldots, 0 = \Lambda(P_X A P_X) - \Lambda(P_Y P_X A P_X P_Y) \leq \Lambda \left( \sqrt{P_X A P_X P_Y P_X} \sqrt{P_X A P_X} \right) \leq w S(P_X A P_X) \sin^2 \Theta(\mathcal{X}, \mathcal{Y}),
\]

applying Theorems 4.1, 4.3, and 4.6.

Considering the second term and again using Theorem 4.1 we get

\[
\Lambda((P_Y P_X A P_X)|_Y) - \Lambda((P_Y P_X A P_X)|_Y + (P_Y P_{X^\perp} A P_{X^\perp})|_Y) \leq \Lambda((P_Y P_{X^\perp} (-A)P_{X^\perp})|_Y).
\]

By our assumption on the shift, we have \( P_{X^\perp} (-A) P_{X^\perp} \geq 0 \) so

\[
0 \leq \Lambda((P_Y P_{X^\perp} (-A)P_{X^\perp})|_Y), 0, \ldots, 0 = \Lambda(P_Y P_{X^\perp} (-A)P_{X^\perp}) P_Y \leq \Lambda \left( \sqrt{P_{X^\perp} (-A)P_{X^\perp} P_{X^\perp} P_Y P_{X^\perp} P_{X^\perp} (-A)P_{X^\perp}} \right) \leq w S(P_{X^\perp} (-A)P_{X^\perp}) \sin^2 \Theta(\mathcal{X}, \mathcal{Y}) \quad \text{(by Theorems 4.3 and 4.6)} = \quad w S(P_{X^\perp} A P_{X^\perp}) \sin^2 \Theta(\mathcal{X}, \mathcal{Y}).
\]

Adding both bounds together gives the statement of the theorem, i.e.,

\[
0 \leq \Lambda((P_X A)|_X) - \Lambda((P_Y A)|_Y) \leq w S(P_X A P_X) + S(P_{X^\perp} A P_{X^\perp}) \sin^2 \Theta(\mathcal{X}, \mathcal{Y}).
\]

Finally, there are \( \dim(\mathcal{X} + \mathcal{Y}) - \dim(\mathcal{Y}) \) nonzero components in the vector \( \Theta(\mathcal{X}, \mathcal{Y}) \), since \( \dim(\mathcal{X} + \mathcal{Y}) + \dim(\mathcal{X} \cap \mathcal{Y}) = \dim(\mathcal{X}) + \dim(\mathcal{Y}) \). The first \( \dim(\mathcal{X} + \mathcal{Y}) - \dim(\mathcal{Y}) \) components in the vector \( S(P_X A P_X) + S(P_{X^\perp} A P_{X^\perp}) \) are the same as those in the vector \( S_{\Pr(\mathcal{X} + \mathcal{Y})} \), since we have redefined \( A \) such that the sum \( \mathcal{X} + \mathcal{Y} \) gives the whole space and shifted
A such that \( \min \{ \Lambda (P_X A) | X \} \leq 0 \) and so we have \( S(P_X A P_X) = \Lambda (P_X A P_X) \) and \( S(P_X A P_X) = -\Lambda^\top (P_X A P_X) \). For each component of \( \text{Spr}_{X+Y} \) where \( \lambda_{\text{dim}(X+Y)} < \lambda_{-1}(X+Y) \), the corresponding angle \( \theta_i(X,Y) \) in the vector \( \Theta(X,Y) \) must be zero, so such a component of \( \text{Spr}_{X+Y} \) with an index larger than \( \text{dim}(X+Y) - \text{dim}Y \) can be defined arbitrarily, since it is multiplied by zero.

### 4.3.3. Proof of Theorem 2.3.

First we use exactly the same simplifications as in the beginning of the proof of Theorem 2.1 in subsection 4.3.1, so \( \lambda_{\text{min}}(X+Y) = 0 \). We assume that the space \( \mathcal{H} \) is already mapped into a space of vectors, so that we can use a matrix proof here. Let \( X \) and \( Y \) be two matrices whose columns form orthonormal bases for \( X \) and \( Y \) respectively, so we have \( \Lambda((P_X A) | X) = \Lambda(AX) \) and \( \Lambda((P_Y A) | Y) = \Lambda(Y^H AY) \).

The theorem’s assumptions \( \Lambda((P_X A) | X) > \lambda_{\text{min}}(X+Y) \) and \( \Theta(X,Y) < \pi/2 \) give \( \Lambda((P_X A) | X) \geq \Lambda((P_Y A) | Y) > \lambda_{\text{min}}(X+Y) \) by (2.6). This is equivalent in our simplified situation to \( \Lambda(AX) \geq \Lambda(Y^H AY) > 0 \), so we can legitimately take the log of their ratio below. By analogy with (4.5), since \( X \) is \( A \)-invariant and \( P_{\perp X} A P_{\perp X} \geq 0 \) because of the shift of \( A \) that made \( A \geq 0 \), we have

\[
\Lambda(Y^H AY) \geq \Lambda(Y^H P_X A P_X Y) = \Lambda((Y^H X^H AX)(Y^H Y)) = \Lambda(C^H X^H AX C),
\]

where we denote \( C = X^H Y \). We have \( \Lambda^\top(C^H) = \cos^2 \Theta(X,Y) > 0 \) by definition and the theorem’s assumption, so both matrices \( C \) and \( C^H \) are invertible and then \( 1 \leq \Lambda^\top(C^{-H} C^{-1}) = \cos^{-2} \Theta(X,Y)) \). The key step is using Theorem 4.2, substituting \( A := C^{-H} \) and \( B := C^H \sqrt{X^H AX} \) in

\[
0 \leq \log \left( \frac{\Lambda(AX)}{\Lambda(C^H X^H AX C)} \right) = 2 \log \left( \frac{S(\sqrt{X^H AX})}{S(C^H \sqrt{X^H AX})} \right) = 2(\log S(AB) - \log S(B)) < 2 \log S(A) = \log \Lambda(C^{-H} C^{-1}) = \log \left( 1 + \tan^2 \Theta(X,Y) \right).
\]

Replacing here \( \Lambda(C^H X^H AX C) \) with \( \Lambda(Y^H AY) \geq \Lambda(C^H X^H AX C) \), as shown above, gives the multiplicative weak majorization bound of Theorem 2.3.

If \( x \prec y \) then \( \phi(x) \prec_w \phi(y) \) for any nondecreasing convex real valued function \( \phi \), see, e.g., [17, Statement 4.B.2]. Taking \( \phi(t) = e^t \) for (4.6) gives

\[
1 \leq \frac{\Lambda(AX)}{\Lambda(Y^H AY)} \leq \frac{\Lambda(AX)}{\Lambda(Y^H P_X A P_X Y)} = \frac{\Lambda(AX)}{\Lambda(C^H X^H AX C)} \prec_w 1 + \tan^2 \Theta(X,Y).
\]

Subtracting the vector of ones gives the second bound of Theorem 2.3.
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