Deliberate reasoning is not affected by language
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Abstract

Background

Millions of people use a second language every day. Does this have an effect on their decision-making? Are decisions in a second language more deliberate? Two mechanisms have been proposed: reduced emotionality or increased deliberation. Most studies so far used problems where both mechanisms could contribute to a foreign language effect. Here, we aimed to identify whether deliberate reasoning increases for problems that are devoid of any emotional connotation when using a second language or having to switch between native and second language.

Method

We measured deliberate reasoning with items from the cognitive reflection test, ratio bias, a probability matching task, and base rate neglect items. We recruited over 500 participants from Norway and the Netherlands that had English as their second language. Participants were randomly assigned to either the native, switching or second language condition. We measured: number of correctly answered items–deliberate reasoning score, perceived effort, perceived accuracy or confidence, and language proficiency.

Results

Deliberate reasoning was not increased when using a second language or when having to switch between native and second language. All three groups performed equally well. Significant predictors of deliberate reasoning were age, gender, education, perceived effort, confidence but not the language context. Participants with low English proficiency spent more time reading compared to more fluent speakers.

Conclusion

There is no advantage of second language on deliberate reasoning in the absence of time pressure. Deliberation was not increased by providing items in a second language, but through the willingness to spend cognitive effort and time to read carefully.
Introduction

Millions of people make decisions in a second language, and global trade and international agreements rely on second language proficiency. These decisions should be made carefully and wisely. However, human decision-making is prone to bias and systematic errors [1]. Is the use of a second language an advantage or a disadvantage for making rational decisions? That is, are we reasoning more deliberately when thinking in a second language?

Since, “human rational behavior is shaped by a scissors whose two blades are the structure of task environments and the computational capabilities of the actor” [2] we here investigated whether the language environment influences our decision-making abilities. Recent studies found that reasoning is more rational in a foreign language context ([3, 4]). This has been explained with reduced emotionality or increased deliberation when problems are presented in a foreign language ([3, 5]). Both, reduced emotionality and increased deliberation descend from the more general dual process theories of human thinking.

Dual-process theories and decision-making

Dual-processing theories divide human thinking into two separate systems [6–8]. System 1 or intuitive thinking is autonomous, automatic, fast, parallel, unconscious and effortless. System 2 or deliberate reasoning is slow, serial conscious and require effort. Since deliberate reasoning is costly, relying on intuitive processes to save mental effort is a universal phenomenon in humans [9]. Accordingly, there is a trade-off between intuitive and deliberate reasoning. Relying on intuition is in many cases sufficient and adaptive [10, 11], but can also lead to irrational decisions [12]. According to Stanovich [13], the capacity to execute deliberate reasoning is separate from the ability to know when and how to apply deliberate reasoning. Individual differences in rationality can occur due to differences in intelligence or thinking disposition. Thinking disposition refers to a person’s cognitive style as in favoring either using system 1 or system 2. This can be assessed through self-report questionnaires like the need for cognition scale [14] or it can be tested in reasoning tasks such as the cognitive reflection test (CRT) ([15]). The defining feature in these reasoning tasks is that the items elicit an automatic incorrect response, and one has to first detect the conflict and then inhibit the intuitive wrong response and answer with a second deliberate response [16]. Scoring low on the CRT corresponds to an intuitive cognitive style, whereas scoring high on the CRT corresponds to a deliberative cognitive style [17].

Deliberate reasoning and rational decision-making depend on a range of factors, i.e. differences in thinking disposition, age, socio-economic status, as well as our current mood [18–20]. Accordingly, knowing which factors enhance deliberation and override intuitive responses when detecting a conflict would be beneficial, and these factors could potentially serve as triggers. One such promising “enhancer” might be language. Indeed, there are reports of bilingualism improving executive functions [21], though this has recently been questioned [22]. Still, the inhibitory control processes required to speak two languages might generalize to non-linguistic domains.

The influence of the language environment on deliberate reasoning

In bilinguals the language environment, using either their native language or a foreign language, may influence decision-making and emotional reactions. In a classical decision-making paradigm, Keysar et al. [4] found a reduced “framing effect” in the second language condition, i.e. participants’ choices were more similar for whether a situation was described either as loss or gain. Subsequently, a series of studies have investigated how using a second language influences our decisions. Considering moral dilemmas in a foreign language resulted in more...
utilitarian choices [3], and more lenient judgement towards moral transgressions [23, 24]. When assessing the risk of potential hazards of activities like “traveling by airplane” and “bio-technology” the risks associated with them were rated as lower and the benefits as larger when presented in a second language [25]. People using a second language also show more consistent risk preferences, which is reflected in both the Asian Disease paradigm [4] and the Holt–Laury test [3, 5]. Using a second language also reduced the “hot hand fallacy” [26]. For these findings two possible explanations have been proposed.

The first explanation is reduced emotionality when using a non-native language. Bilinguals have shown to be less emotionally reactive when using a foreign language than when using their native language [27, 28]. In decision-making emotions often play an informative role [20], and trigger the more intuitive system 1 [29]. Such emotions can in some situations lead to biased decision-making and impede rationality [30]. Accordingly, when emotionality is reduced, biases associated with emotions will be diminished. Emotional distance might reduce automatic processing which again prompts and allows people to rely more on deliberative processing ([3, 4]).

The second explanation is reduced automaticity or increased deliberation when using a non-native language. This account proposes that reduced cognitive fluency might activate deliberate reasoning, i.e. thinking in a second language might not be as fluent as native thinking and the cognitive dysfluency might prompt people to process the information more carefully, deeply, and abstractly. Or, thinking in a second language might require more effort and as a side-effect System 2 is more engaged than when the same task is presented in one’s native language. Note, we cannot yet separate whether the effects are caused by increased deliberation or reduced intuition [24] or both. Supporting the increased deliberation account are previous studies showing that metacognitive experiences of difficulty or disfluency appear to serve as an alarm that activates analytic forms of reasoning [31].

If effort triggers more deliberate thinking then participants highly fluent in a second language may not show a foreign language effect. Indeed, that is what Oganian, Korn, and Heekeren [32] found. A reduction of the “framing effect” in the foreign language only appeared in the language switching condition but not in the second language group. The authors attributed this to enhanced cognitive control. An even better test of the increased deliberation account would be a task without any emotional connotation. Costa et al. [5] used the Cognitive reflection test, and found no difference when testing over 640 participants, either native Spanish or native English, in their native or second language. However, the performance was generally low and their participants were quite fluent in their second language. Recently, [33] tested three well-known reasoning biases. Neither the outcome bias, the conjunction fallacy nor the base-rate neglect fallacies were reduced in the second language condition. However, it is still possible that logical reasoning can be enhanced by presenting items in a language switching context. Even for persons with high language proficiency switching is more demanding than non-switching.

Assessing the effect of language on deliberate reasoning

To test the increased deliberation/reduced intuition account and the language-switching hypothesis, we measured if deliberative reasoning increases in a non-native language context. We used a battery of deliberative reasoning tasks, all devoid of emotional content. We had three conditions, native language, second (foreign) language, and a switching language condition (alternating between native and second language). Second language is here defined as a language learned after early childhood (age 1–3 years) following the acquisition of native language (and will replace the use of foreign language from this point). We used the NASA task
load index to assess if more effort was required in the second language or the switching language condition. We also measured self-rated English proficiency and overconfidence.

**We had two primary hypotheses.** 1) participants in the second language condition will score higher on the deliberative reasoning composite than participants in the native language condition. 2) Participants in the switching language condition will score higher on the deliberative reasoning composite than participants in the native language condition.

**Secondary hypotheses.** 3) Participants in the second language condition will report higher effort expenditure than participants in the native language condition. 4) The participants in the switching language condition will report higher effort expenditure than both single language conditions. 5) Overconfidence is higher in the native language condition than the other two conditions.

**Exploratory hypotheses.** 6) The switching language condition will differ from the second language condition on deliberate reasoning composite, non-directional hypothesis. 7) The switching language condition will differ from the second language condition on effort expenditure, non-directional hypothesis. 8) Effort expenditure correlates with deliberative reasoning composite, non-directional hypothesis. 9) There is an interaction between language condition and effort, which will influence deliberative reasoning composite, non-directional. 10) Second language proficiency correlates with deliberative reasoning composite, non-directional.

Hypotheses were classified into primary, secondary and exploratory hypotheses to comply with new publishing guidelines [34]. The content and directions of our hypotheses remain the same.

**Methods**

**Preregistration**

This study was pre-registered on the Open Science Framework (OSF) (https://osf.io/qystj/). Additional details regarding the timing of the behavioral protocols and all raw data can be found on OSF.

**Participants and procedure**

526 participants completed the survey. 53 participants were excluded due to language reasons (exclusion criteria pre-registered). Of the 53 excluded participants; 22 participants reported Dutch/Norwegian was not their native language, 20 participants reported more than one native language, 11 reported self-rated English proficiency < 2 (range 1–7). Results did not change with the 53 participants included. Demographic information for the 473 remaining participants is presented in Table 1 in the results section.

**Materials**

**Deliberate reasoning.** We used four different reasoning tasks from the heuristics and bias literature. All tasks are designed to create a conflict between a heuristic, wrong answer, and a correct answer that can be reached through deliberate reasoning.

**The Cognitive reflection test.** The items are designed to prompt an intuitive wrong answer, which must be overridden by a deliberate correct answer. We used items 2–6 from [35] and replaced the first and last item with the first two items from Thomson and Oppenheimer [36], resulting in a modified CRT of 7 items. We replaced the first and last item from Toplak et al. as pilot data yielded that these items are too well known or were affected by age and economic knowledge.
**Base-rate neglect.** Items are designed to create a conflict between a character description, which fits a stereotype (prompting a heuristic answer), and the base-rate information provided in the question. In order to answer the question correctly, one must use the base-rate information and not rely solely on the character description. We used six conflict items and two neutral items [37, 38]. The neutral items served to disguise the nature of the task and were scored as correct irrespective of the participants’ choice. The results do not differ if these neutral items are scored 0, as it was preregistered. We deviate from our pre-registration as participants were asked to make the judgement of how many items they got correct (confidence) based on the total number of items.

**Ratio bias.** We used two items from [39]. In this task, participants are presented with two jars filled with red and white beads. They win if they can draw a red bead. They are asked to choose from which jar they would like to draw a bead (without looking into the jars). The proportion of beads is manipulated such that there are more red beads in one jar (heuristic, wrong answer), but a higher proportion of the beads are red in the other jar (deliberative, correct answer).

**Probability matching task.** In this task subjects are presented with ten pairs of cups, each pair consists of two colors (blue and yellow, here). They are told that 10 five-dollar bills are hidden under 10 of the 20 cups. 7 of the five-dollar bills are hidden under blue cups and 3 are hidden under yellow cups. Participants are then asked to choose one cup from each pair. Most people choose a matching strategy, choosing 7 blue cups and three yellow cups (heuristic, wrong answer). However, a maximizing strategy, choosing 10 blue cups (deliberate, correct answer), provides better odds [40].

The deliberative reasoning score ranged from 0–16 with each deliberate reasoning problem scored as correct = 1 or incorrect = 0.

**Effort.** Effort was measured with the NASA task load index [41]. Effort is self-assessed and scored along six dimensions: mental, physical, temporal, performance, effort, frustration. Participants rated their effort on a 0–100 scale in steps of 5 (range 0–21) where 0 was “very low” and 21 was “very high”. Perceived effort was calculated by using the average score of the mental effort and performance effort scales from the NASA task load index.

**Language proficiency.** Language proficiency was measured on a 7-point Likert scale from “understand a few words” to “Master it like native language”.

**Overconfidence.** Participants gave a subjective rating of how many correct answers they had on a scale from 0–16. The overconfidence score was calculated as the discrepancy between how many items participants think they got correct versus their actual deliberate reasoning score, expressed as % (e.g. think got 15 items correct, did get 10 items correct, then it is 15/10 or 150% overconfident).

---

Table 1. summary statistics mean (SD) for the 3 conditions.

|                                | Native language | Switching languages | English (second) language |
|--------------------------------|-----------------|---------------------|----------------------------|
| Education (1–4)                | 1.87 (.9)       | 2.05 (.92)          | 1.93 (.85)                 |
| Age in years                   | 32.29 (11.15)   | 31.76 (11.53)       | 30.86 (11.66)              |
| Gender male / female           | 85 / 76         | 78 / 76             | 80 / 78                    |
| Language proficiency (1–7)     | 5.53 (1.08)     | 5.39 (1.06)         | 5.46 (1.07)                |
| Deliberate reasoning score (0–16) | 11.14 (3.92)  | 11.01 (3.65)        | 11.22 (3.37)               |
| Modified CRT score (0–7)       | 4.16 (1.87)     | 4.18 (1.8)          | 4.19 (1.85)                |
| Perceived effort (0–100)       | 50.82 (14.51)   | 48.94 (18.05)       | 52.15 (14.51)              |
| Overconfidence in %            | .97 (.58)       | .93 (.32)           | .90 (.41)                  |

[https://doi.org/10.1371/journal.pone.0211428.t001](https://doi.org/10.1371/journal.pone.0211428.t001)
Procedure
The survey was created in Qualtrics (Qualtrics, Provo, UT). The survey was spread through social media and snowballing in Norway and the Netherlands. There were four versions of the survey in both the Norwegian and the Dutch sample. One survey was in Norwegian or Dutch (native language), respectively; one survey was in English (second language), and a third survey had alternate items in native and second language (switching language), the fourth survey was the same as the third (switching) but with opposite items in native and second language. Participants were automatically randomized among the four conditions, with equal numbers of participants in the native, second, and the switching condition. The survey was broadcast as a test of problem-solving skills and participants received their score as feedback. The test started with a consent form and ended with a short debriefing form that included a description of system 1 and system 2, and how bias can lead to errors in decision-making. The experimental manipulation of language was not mentioned.

Ethics
The project was evaluated by the Norwegian Center for research data (NSD) and required no notification (Ref 2017/52276 / 3 / BGH) according to the regulations. The IRB at the Department of Psychology at UiT The Arctic University of Norway approved the study.

Sample size calculations
Our sample size is based on a small expected effect size of $t = .15$ (based on [3]), a type I error of 5% and a type II error of 20%. Using G power 3.1 [42] an N of at least 432 was required to find a difference between the three language conditions (one-way ANOVA). Furthermore, our directional analyses and comparing two conditions (post-hoc tests and t-tests) yielded a required sample size of 199 participants per condition, or nearly 600 participants in total.

Planned statistical analyses
For hypothesis 1, 2 and 6: one-way ANOVA with deliberative reasoning score as outcome measure and group, native, mixed, second language as predictor, and post-hoc comparisons.
For hypothesis 3 and 4: one-way ANOVA with perceived effort as outcome measure and group, native, mixed, second language as predictor, and post-hoc comparisons.
For hypothesis 5: one-way ANOVA with overconfidence score as outcome measure and group, native, mixed, second language as predictor.
For hypothesis 7: Person correlation/simple regression between effort expenditure and deliberative reasoning score.
For hypothesis 8: ANCOVA with deliberative reasoning score as outcome measure and group native, mixed, second language as predictor and perceived effort as co-variate.
For hypothesis 9: Pearson correlation/simple regression between language proficiency and deliberative reasoning score.

Additional statistical analyses
Pearson correlation between deliberative reasoning score and 1) Age 2) Education 3) Gender. We also coded CRT answers as intuitive response, correct or other erroneous response and compared whether the groups differ in the type of error made. We, furthermore, calculated a deliberate reasoning score solely of the seven CRT items and compared the groups. These two analyses are based on Costa et al. [5]. Finally, we also looked at the latency before answering
(using the time stamp 'first click' in Qualtrics) for all 16 items and compared those latencies by group and language proficiency.

If the assumptions for parametric tests are violated (visual inspection of residuals and test of homogeneity) we performed non-parametric tests. For the non-parametric tests we report effect sizes from the parametric tests. All tests were performed in jasp (jasp-stats.org).

**Open science**

Material and data files are available at https://osf.io/5gcnh/

**Results**

The groups did not differ in their age, education, gender composition or language proficiency.

Hypothesis 1, 2 and 6. We performed a Kruskal-Wallis ANOVA with deliberate reasoning score as outcome measure and group (native, switching, second language) as predictor. A one-way ANOVA yielded no statistically significant group difference $\chi^2(2) = 0.43, P = .806, \eta^2 = .001$. The data did not support hypothesis 1, 2 and 6. There was no group difference in deliberate reasoning across different language contexts.

Hypothesis 3 and 4. We performed a Kruskal-Wallis ANOVA with perceived effort as outcome measure and group (native, switching, second language) as predictor. A one-way ANOVA yielded no statistically significant group difference $\chi^2(2) = 1.30, P = .522, \eta^2 = .007$. This shows that hypothesis 3 and 4 were not supported. There was no difference in perceived effort across different language contexts.

Hypothesis 5. We performed a Kruskal-Wallis ANOVA with overconfidence score as outcome measure and language condition as predictor. A one-way ANOVA showed no statistically significant group differences: $\chi^2(2) = 0.34, P = .845, \eta^2 = .004$. This means hypothesis 5 was not supported. There was no difference in overconfidence between the language conditions.

Hypothesis 7. A Spearman correlation between deliberative reasoning score and perceived effort resulted in a small positive significant correlation $r_s(473) = .23, P < .001$. There is a small positive relationship between perceived effort in solving tasks and deliberate reasoning.

Hypothesis 8. An ANCOVA showed no significant effect of language condition on deliberate reasoning score after controlling for perceived effort; main effect of group: $F(2, 469) = 0.007, P = .999, \eta^2 = 0$. However, there was a large effect of perceived effort on the deliberate reasoning score, $F(1, 469) = 24.043, P < .001, \eta^2 = .049$. Hypothesis 8 was not supported. Perceived effort, not language explained some variance in the deliberate reasoning score.

Hypothesis 9. A Spearman correlation between self-rated English proficiency and deliberate reasoning score showed a significant small positive correlation $r_s(473) = .17, P < .001$. Further analysis assessing each language condition separately revealed that only the second language condition showed a significant positive correlation between English proficiency and deliberate reasoning $r_s(158) = .24, P = .002$, while the native language condition $r_s(154) = .11, P = .156$, and the switching language condition $r_s = .14, P = .078$, were not significant. Those who were less fluent in their second language did not perform as well as their more fluent peers on deliberate reasoning tasks.

**Additional, explorative analysis**

Following [5] we classified items from the CRT as either heuristic response, correct response, or other error. If the language context reduces intuitive or heuristic responses then there might be a group difference in the type of errors. The type of error did not differ between the groups (heuristic errors: $\chi^2 = 15.2, P = .364$, other errors: $\chi^2 = 10.61, P = .389$).
We also measured latency before making a decision, we summed up those latencies for all 16 items. We found no group difference, $F(2,427) = .088$, $P = .916$, $\eta^2 = 0$, but those with self-judged lower second language proficiency (median split applied) spent more time before answering, $F(1,427) = 4.132$, $P = .043$, $\eta^2 = .01$.

A Spearman correlation showed a small significant negative relationship between age and deliberate reasoning score $r_s (473) = -.19$, $p < .001$. Older participants scored lower on the deliberate reasoning tasks.

A Spearman correlation showed a small significant positive relationship between education and deliberate reasoning score $r_s (473) = .22$, $p < .001$. Those with higher education scored higher on the deliberate reasoning tasks.

A Spearman correlation showed a small negative correlation between gender and deliberate reasoning score $r_s (473) = -.13$, $P = .005$. Men scored higher than women on the deliberate reasoning items.

Finally, we performed an explorative linear regression. This regression explained 35% of the deliberate reasoning score and all predictors but group and proficiency in English (self-rated) were significant predictors (see Table 2).

Discussion

Our hypothesis was that a foreign language context or a language switching context would increase deliberate reasoning. We found no enhanced deliberation across different language contexts. This also applied after controlling for perceived effort. This is contrary to our prediction and the reduced intuition/increased deliberation account of decision-making in a foreign language. This agrees well with the previous finding from Costa et al. [5] study 4 using the three items from the CRT and the recent study [33] using three cognitive biases. Since Costa and colleagues compared native with second language it was still possible that language switching could enhance deliberation. However, our study found no enhanced logical reasoning in the switching condition either. Poor performance cannot explain the absence of the effect. Our participants had on average 11 out of the 16 items correct, and even when including solely the CRT items ($N = 7$) the average score was over 50% correct (see Table 1), whereas Costa et al. (2014a) found that only 17–34% had 2 or 3 items correct. Our data also questions whether switching is more demanding. We did not find higher perceived cognitive effort in the switching group than the native or second language group. This was contrary to our expectation but might be explained by our participants’ high second language proficiency [43]. There was a small positive correlation between perceived effort and deliberate reasoning.

It is possible that our framing of the task as a “test of everyday problem solving” activated analytical thinking, and subsequently, participants in all language conditions were highly motivated to answer correctly. Alternatively, not language per se but fluency may cause the second language effect. Too low fluency would be detrimental (and is an exclusion criterion), but too high fluency negates the increased deliberation account. Spending more effort could compensate a lower fluency, as our latency to make a decision data suggests. Furthermore, Meyer et al. [44] did not find any difference in analytical thinking due to disfluency as [31] did, making the increased deliberation account less likely. Indeed, the bilingual executive advantage seems not to generalize beyond the language domain [45], because “bilingual advantages in executive function depend on characteristics of the participants and features of the tasks” [21].

Overconfidence did not vary by the language context. This is incongruent with a recent study [46] who found higher overconfidence in financial literacy by individuals with English as a second language in Australia. However, their sample of non-native English speakers was small ($N = 33$) and these participants may vary on other aspects from native English speakers.
in Australia. Our results suggest that there is also no difference in overconfidence due to language context when there is no performance difference.

There was a small positive correlation between second language proficiency and deliberate reasoning score, reaching significance only in the foreign language condition and being only marginally significant in the switching language condition. The more fluent the better the deliberate reasoning. Higher verbal intelligence could account for the results in both conditions.

Language proficiency was high in [5] too. The authors found no foreign or second language effect in two out of the seven problems that had an emotional component. That illustrates that the effect might be rather specific to the framing/loss aversion problem (Asian disease) case. In the framing problem there is no intuitive wrong answer. This differs from the cognitive reflection task items that require both conflict detection, inhibition of the wrong response and computation of the correct response.

### Additional analyses

Our additional analysis showed that age was negatively correlated with deliberate reasoning score, meaning older participants performed slightly worse than younger participants. This could be explained in part by decreased fluid intelligence, decreased processing speed and frontal decline in older adults [47–50], or increased effort cost [51]. Future studies should investigate deliberate reasoning in older adults while controlling for these factors.

The additional analysis also showed a small positive relationship between higher education and higher deliberate reasoning scores. It remains to be seen whether those with higher education have better analytical thinking or know better when to use it [52]. We also found a small sex difference in deliberate reasoning performance where men performed slightly better than women. This has been observed in other studies with the CRT [15, 36, 53]. This has often been attributed to sex differences in numeracy where men tend to perform slightly better [15, 54] and even biological explanations have been proposed [55]. Interestingly, [53] found no sex difference on the CRT after controlling for quantitative self-efficacy.

### Limitations

There is a range of factors why deliberation was not affected by the language environment. Firstly, we tested persons that are comparatively well educated and that are proficient in English. Both in Norway and in the Netherlands, English is taught early in school and very prominent in daily life, e.g. movies are not dubbed. Secondly, using snowballing as the recruiting method could have biased us towards curious, open-minded participants, which are often also critical thinkers. Thirdly, a major difference to previous studies is our non-emotional

| Model                  | Unstandardized | Standard Error | Standardized | t     | p     | 2.5%     | 97.5%     |
|------------------------|----------------|----------------|--------------|-------|-------|----------|----------|
| (Intercept)            | 10.625         | 1.114          |              | 9.534 | <.001 | 8.435    | 12.815   |
| Perceived effort       | 0.033          | 0.009          | 0.146        | 3.776 | <.001 | 0.016    | 0.050    |
| Overconfidence         | -3.389         | 0.324          | -0.417       | -10.457 | <.001 | -4.026   | -2.752   |
| Language group         | -0.127         | 0.167          | -0.029       | -0.761 | 0.447 | 0.455    | 0.201    |
| Age in Years           | -0.045         | 0.014          | -0.143       | -3.297 | 0.001 | -0.073   | -0.018   |
| Gender                 | 1.118          | 0.278          | 0.153        | 4.022 | <.001 | 0.572    | 1.664    |
| Education              | 0.901          | 0.159          | 0.221        | 5.657 | <.001 | 0.588    | 1.214    |
| English proficiency    | 0.249          | 0.140          | 0.073        | 1.775 | 0.077 | 0.027    | 0.525    |

https://doi.org/10.1371/journal.pone.0211428.t002
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Deliberate reasoning in a second language does not make us wiser. We found similar deliberate reasoning in one’s native and a second language, and the reasoning was perceived as similarly effortful. We know that willingness to spend cognitive effort depends on many factors [31, 43, 51, 58, 59] but the language context does neither increase nor hamper deliberation. This is reassuring for trade, because social efficiency is related to deliberation [17]. Still, our data cannot exclude the possibility that a small effect of language on deliberate reasoning exists. Furthermore, decision-making in a foreign language can still be beneficial for tasks with high emotional connotation [20, 27–30] and in moral judgments [3, 23, 24, 60, 61].
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Deliberate reasoning in a second language does not make us wiser. We found similar deliberate reasoning in one’s native and a second language, and the reasoning was perceived as similarly effortful. We know that willingness to spend cognitive effort depends on many factors [31, 43, 51, 58, 59] but the language context does neither increase nor hamper deliberation. This is reassuring for trade, because social efficiency is related to deliberation [17]. Still, our data cannot exclude the possibility that a small effect of language on deliberate reasoning exists. Furthermore, decision-making in a foreign language can still be beneficial for tasks with high emotional connotation [20, 27–30] and in moral judgments [3, 23, 24, 60, 61].
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