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1 Introduction

1.1 Abstract

We prove uniqueness and stability for the inverse boundary value problem of the 2D Schrödinger equation. We assume only that the potentials are in $H^{s,(2,1)}(\Omega)$, $s > 0$, which is slightly smaller than the Sobolev space $H^{s,2}(\Omega)$. The thesis consists of two parts.

In the first part, we define the spaces $H^{s,(p,q)}$ of distributions whose fractional derivatives are in the Lorentz space $L^{(p,q)}$. We prove the embedding $H^{1,(n,1)} \hookrightarrow C^{0}$ and an interpolation identity.

The inverse problem is considered in the second part of the thesis. We prove a new Carleman estimate for $\partial$. This estimate has a decay rate of $\tau^{-1}\ln \tau$. After that we use Bukhgeim’s oscillating exponential solutions, Alessandrini’s identity and stationary phase to get information about the difference of the potentials from the difference of the Cauchy data.

1.2 History and related work

This short survey of results concerning inverse boundary value problems for the conductivity and Schrödinger equations is based mostly on introductions in [5] and [36]. We mention also a few papers from recent years that we have personally heard of. The majority of the results cited below were proven for the conductivity equation or the Schrödinger equation having a potential coming from a related conductivity equation.

The inverse problem of the Schrödinger equation, also known as the Gel’fand or Gel’fand-Calderón inverse problem (see [19]), is the following one:

\begin{equation}
C_{q} = \{ (u|_{\partial\Omega}, \partial_{\nu}u|_{\partial\Omega}) \mid \Delta u + qu = 0 \} \text{ deduce } q.
\end{equation}

In other words, given measurements of the solutions $u$ only on the boundary $\partial\Omega$ of an object or area $\Omega$, what can we say about the potential $q$ inside of $\Omega$? The Schrödinger equation can model acoustic, electromagnetic and quantum waves. Hence this inverse problem models inverse scattering of time harmonic waves in these situations.

One of the important early papers on inverse boundary value problems is by Calderón [11]. He considered an isotropic body $\Omega$ from which one would like to deduce the electrical conductivity $\gamma$ by doing electrical measurements on the boundary. If we keep the voltage $u$ fixed as $f$ on the boundary, then...
the stationary state of $u$ can be modeled by the boundary value problem

$$\nabla \cdot (\gamma \nabla u) = 0, \quad \Omega$$

$$u = f, \quad \partial\Omega.$$  \hspace{1cm} (1.2)

The weighted normal derivative $\gamma \partial_{\nu} u$ is the current flux going out of $\Omega$. Calderón asked whether knowing the boundary measurements, or Dirichlet-Neumann map $\Lambda_{\gamma} : f \mapsto \gamma \partial_{\nu} u|_{\partial\Omega}$, is enough to determine the conductivity $\gamma$ inside the whole domain $\Omega$. This is called the Calderón problem. He showed the injectivity of a linearized problem near $\gamma \equiv 1$.

The inverse problem for the conductivity equation can be reduced to that of the Schrödinger equation. To transform the conductivity equation into the equation $\Delta v + qv = 0$, it is enough to do the change of variables $u = \gamma^{-\frac{1}{2}} v$, $q = -\gamma^{-\frac{1}{2}} \Delta \gamma^{\frac{1}{2}}$. The Dirichlet-Neumann map for the new equation can be recovered from the boundary data of the old one: $\Lambda_{q} = \gamma^{-\frac{1}{2}} (\Lambda_{\gamma} + \frac{1}{2} \frac{\partial \gamma}{\partial \nu}) \gamma^{-\frac{1}{2}}$.

Sylvester and Uhlmann solved the problem in dimensions $n \geq 3$ for smooth conductivities bounded away from zero \cite{46}. They constructed complex geometric optics solutions, that is, solutions of the form

$$u_j = e^{x \cdot \zeta_j} \left(1 + O\left(\frac{1}{|\zeta_j|}\right)\right),$$  \hspace{1cm} (1.3)

where the complex vectors $\zeta_j$ satisfy

$$\zeta_1 = i(k + m) + l,$$

$$\zeta_2 = i(k - m) - l,$$  \hspace{1cm} (1.4)

where $l, k, m \in \mathbb{R}^n$ are perpendicular vectors satisfying $|l|^2 = |k|^2 + |m|^2$. Using a well-known orthogonality relation for the potentials $q_1$ and $q_2$, called the Alessandrini identity \cite{2}, they got

$$0 = \int (q_1 - q_2) u_1 u_2 dx = \int (q_1 - q_2) e^{2ix \cdot k} \left(1 + O\left(\frac{1}{|m|}\right)\right) dx,$$  \hspace{1cm} (1.5)

and after taking $|m| \rightarrow \infty$ they saw that the Fourier transforms of $q_1$ and $q_2$ are the same, so the potentials are so too. Note that the only part that requires $n \geq 3$ in this solution is the existence of the three vectors $l, k, m$.

Some papers solve the Calderón problem in dimension two with various assumptions. Namely Kohn and Vogelius \cite{29}, \cite{30}, Alessandrini \cite{2}, Nachman \cite{36} and finally Astala and Päivärinta \cite{5}. The first three of these require the conductivity to be piecewise analytic. Nachman required two derivatives to convert the conductivity equation into the Schrödinger equation. The paper of Astala and Päivärinta solved Calderón’s problem most generally:
there were no requirements on the smoothness of the conductivity. It just had to be bounded away from zero and infinity, which is physically realistic.

There are also some results for the inverse boundary value problem of the Schrödinger equation whose potential is not assumed to be of the conductivity type. Jerison and Kenig proved, according to [12], that if \( q \in L^p(\Omega) \) with \( p > \frac{n}{2}, n \geq 3 \), then the Dirichlet-Neumann map \( \Lambda_q \) determines the potential \( q \) uniquely. The case \( n = 2 \) was open until the paper of Bukhgeim. In [3], he introduced new kinds of solutions to the Schrödinger equation, which allow the use of stationary phase. This led to an elegant solution of this long standing open problem. There is a point in the argument that requires differentiability of the potentials. Imanuvilov and Yamamoto published the paper [27] in arXiv after the writing of this thesis. They seem to have fixed that problem and hence proven uniqueness for \( q \in L^p(\Omega), p > 2 \).

Some more recent results in two dimensions have concerned partial data, stability and reducing smoothness requirements for the conductivities and potentials. Notable results of partial data include Imanuvilov, Uhlmann, Yamamoto [26] and Guillarmou and Tzou [23]. In the first paper the authors consider the Schrödinger equation in a plane domain and in the second one on a Riemann surface with boundary. The results of both papers state that knowing the Cauchy data on any open subset on the boundary determines the potential uniquely if it is smooth enough.

Stability seemed to be proven first for the inverse problem of the conductivity equation. Liu [31] showed it for potentials of the conductivity type. Barceló, Faraco and Ruiz [6] showed stability for Hölder continuous conductivities. Clop, Faraco and Ruiz generalized it to \( W^{\alpha,p}, \alpha > 0 \), in [13]. For the Schrödinger equation, there’s the result of Novikov and Santacesaria for \( C^2 \) potentials in [39].

Lastly, we cite very briefly some reconstruction methods. This paragraph is certainly very incomplete as reconstruction was not the focus of the thesis. Nachman gave the first result for the conductivity equation for \( n \geq 3 \) in [35] and later for \( n = 2 \) in [36]. In the recent paper [1], the authors show a numerical reconstruction method for piecewise smooth conductivities in 2D. For a more in-depth survey, see the introduction in that same paper. The case of the Schrödinger equation in the plane seems to be more elusive. Bukhgeim mentioned a reconstruction formula at the end of [3], but as far as we know, there are no published numerical methods for reconstructing the potential in 2D. There is a reconstruction formula using only the boundary data explicitly in [40] though.
1.3 The main result and sketch of the proof

We will give a top-down sketch for proving uniqueness and stability. Before that, we will describe the inverse problem. Let \( q_1 \) and \( q_2 \) be two potentials for the Schrödinger equations \((\Delta + q_j)u = 0\). We define the boundary data \( C_{q_j} \) as the collection of pairs \((u|_{\Omega}, \nu \cdot \partial_{\nu} u|_{\Omega})\) of boundary values and boundary derivatives of all solutions \( u \). If we assume that the operators \( \Delta + q_j \) are well posed in Hadamard’s sense, then the two sets of boundary data become the Dirichlet-Neumann maps \( \Lambda_{q_j} : u|_{\Omega} \mapsto \nabla u|_{\Omega} \), where \( \Delta u + q_j u = 0 \). The problem is, what can we tell about \( q_1 - q_2 \) if we know \( C_{q_1}, C_{q_2} \)? We will show the following:

**Theorem.** Let \( \Omega \subset \mathbb{C} \) be a bounded Lipschitz domain, \( M > 0 \) and \( 0 < s < \frac{1}{2} \). Then there is a positive real number \( C \) such that if \( \| q_j \|_{s,(2,1)} \leq M \) then

\[
\|q_1 - q_2\|_{L^{(2,\infty)}(\Omega)} \leq C \left( \ln d(C_{q_1}, C_{q_2})^{-1} \right)^{-s/4}.
\]

(1.6)

Here \( q_j \in H^{s,(2,1)}(\Omega) \), which can be considered as a slightly smaller space than \( H^{s,2}(\Omega) \), and \( d(C_{q_1}, C_{q_2}) \) is the distance between \( C_{q_1} \) and \( C_{q_2} \) in a certain sense. It is basically

\[
\sup \left\{ \left| \int_{\Omega} u_1(q_1 - q_2)u_2 \right| \mid \Delta u_j + q_j u_j = 0, u_j \in W^{1,2}(\Omega), \| u_j \| = 1 \right\}, \quad (1.7)
\]

but, using Green’s formula, the integral over \( \Omega \) can be transformed to

\[
\cdots = \int_{\Omega} u_2 \Delta u_1 - u_1 \Delta u_2 dm = \int_{\partial \Omega} u_2 \nu \cdot \nabla u_1 - u_1 \nu \cdot \nabla u_2 d\sigma, \quad (1.8)
\]

which are measurements done on the boundary. Hence, our goal is to estimate \( \|q_1 - q_2\| \) by expressions involving \( \int_{\Omega} u_1(q_1 - q_2)u_2 \). This is achieved by choosing special solutions \( u_1, u_2 \), which allow the use of a stationary phase method. Another powerful tool we will use is Carleman estimates. They will take care of the error term, which comes from the fact that the solutions \( u_1 \) and \( u_2 \) are not analytic.

The top-down idea starts as follows. Stationary phase arguments show that

\[
\|q_1 - q_2\| \leq \left\| \frac{2\tau}{\pi} e^{i\tau(\frac{1}{2} + z^2)} * (q_1 - q_2) \right\| \quad (1.9)
\]

as \( \tau \to \infty \). We will show that there are solutions such that \( u_1 u_2 \to e^{i\tau(\frac{1}{2} + z^2)} \). This construction was first shown by Bukhgeim [3]. Those solutions will in
fact look like \( u_1 = e^{i\tau(z-z_0)^2}f_1, \ u_2 = e^{i\tau(\overline{z} - \overline{z_0})^2}f_2 \), where \( z_0 \) is the variable outside the convolution, and \( f_j \to 1 \). Hence we get

\[
\|q_1 - q_2\| \leq \left\| q_1 - q_2 - \int_\Omega \frac{2\tau}{\pi} e^{i\tau R}(q_1 - q_2) dm \right\| + \left\| \int_\Omega \frac{2\tau}{\pi} e^{i\tau R}(q_1 - q_2) dm \right\|
\]

\[
\leq \left\| q_1 - q_2 - \int_\Omega \frac{2\tau}{\pi} e^{i\tau R}(q_1 - q_2) dm \right\| + \left\| \frac{2\tau}{\pi} \int_\Omega u^{(1)}(q_1 - q_2) u^{(2)} dm \right\|
\]

\[
+ \left\| \frac{2\tau}{\pi} \int_\Omega e^{i\tau R}(q_1 - q_2)(1 - f_1 f_2) dm \right\| , \quad (1.10)
\]

where \( R = (z - z_0)^2 + (\overline{z} - \overline{z_0})^2 \).

The first term in the equation of the above paragraph can be estimated by \( \tau^{-s/2} \| q_1 - q_2 \|_{H^{s,2}} \) because of stationary phase. The second one is easy because of the definition of \( d(C_{q_1}, C_{q_2}) \). It has the upper bound

\[
d(C_{q_1}, C_{q_2}) \| u_1 \| \| u_2 \| \sim e^{c\tau} d(C_{q_1}, C_{q_2}) \quad (1.11)
\]

because of the form of the solutions. The last term is the hardest. By using a suitable cut-off function, we can estimate it above by

\[
\tau^{1-s/3} \| q_1 - q_2 \|_{H^{s,(2,1)}(\Omega)} \| 1 - f_1 f_2 \|_{H^{s,(2,\infty)}(\Omega)} . \quad (1.12)
\]

We need to show that \( \| 1 - f_1 f_2 \|_s = o(\tau^{s/3-1}) \) as \( \tau \to \infty \) to get uniqueness. This is the part that requires new results. It all boils down to Carleman estimates. Section \([11]\) with theorem \([4.1.1]\) and corollaries \([4.1.5]\) and \([4.1.10]\) are all about proving them. The new estimates are

\[
\| r \|_{H^{(2,\infty)}} \leq C_\Omega \tau^{-1}(1 + \ln \tau) \left\| e^{i\tau(\overline{z} - \overline{z_0})^2} \partial e^{-i\tau(\overline{z} - \overline{z_0})^2} r \right\|_{H^{1,(2,1)}}
\]

\[
\| r \|_{C^0} \leq C_\Omega \tau^{-1/3} \left\| e^{i\tau(\overline{z} - \overline{z_0})^2} \partial e^{-i\tau(\overline{z} - \overline{z_0})^2} r \right\|_{H^{1,(2,1)}} \quad (1.13)
\]

\[
\| r \|_{H^{s,(2,\infty)}} \leq C_\Omega \tau^{-1}(1 + \ln \tau) \left\| e^{-i\tau(z-z_0)^2} \Delta e^{i\tau(z-z_0)^2} r \right\|_{H^{s,(2,1)}}
\]

\[
\| r \|_{M^s} \leq C_\Omega \tau^{-1/3} \left\| e^{-i\tau(z-z_0)^2} \Delta e^{i\tau(z-z_0)^2} r \right\|_{H^{s,(2,1)}}
\]

where \( H^{s,(p,q)} \) is a slight generalization of \( H^{s,p} \), and \( M^s \) is a space whose functions have smoothness \( s \) and can be embedded into \( C^0 \). We will prove the estimates in the integral form, that is, having the Cauchy operator on the left-hand side. Choosing \( r = f_j - 1 \) implies that \( \| 1 - f_1 f_2 \|_s = O(\tau^{-1} \ln \tau) \). Hence, whenever \( s > 0 \), the error term \((1.12)\) tends to zero as \( \tau \) grows.

Combining all the upper bounds, we have

\[
\|q_1 - q_2\| \leq \tau^{-\beta s} + e^{c\tau} d(C_{q_1}, C_{q_2}) \quad (1.14)
\]

with some \( \beta, c > 0 \). A suitable choice of \( \tau \) implies the claim.
2 Function spaces

2.1 Banach-valued Lorentz spaces

Definition 2.1.1. Let $A$ be a vector space and $X \subset \mathbb{R}^n$ measurable. Then the mapping $f : X \to A$ is a simple function if

$$f(x) = \sum_{k=0}^{N} a_k \chi_{E_k}(x)$$

for all $x \in X$ and some $N \in \mathbb{N}$, $a_k \in A$ and disjoint measurable $E_k \subset \mathbb{R}^n$. We use the Lebesgue measure in $\mathbb{R}^n$ where not specified explicitly.

Definition 2.1.2. Let $A$ be a Banach space and $X \subset \mathbb{R}^n$ measurable. A function $X \to A$ is strongly measurable if there is a sequence of simple functions $f_m : X \to A$ such that

$$f(x) = \lim_{m \to \infty} f_m(x)$$

for almost all $x \in X$.

Definition 2.1.3. Let $A$ be a Banach space, $\Omega \subset \mathbb{R}^n$ open and $f : \Omega \to A$ strongly measurable. Then the distribution function of $f$, $\lambda \mapsto m(f, \lambda)$, defined on the non-negative reals, is

$$m(f, \lambda) = m\{x \in \Omega \mid |f(x)|_A > \lambda\}. \quad (2.3)$$

The non-increasing rearrangement of $f$ is the map $f^* : \mathbb{R}_+ \cup \{0\} \to \mathbb{R}_+ \cup \{0\}$ given by

$$f^*(s) = \inf\{\lambda \geq 0 \mid m(f, \lambda) \leq s\}. \quad (2.4)$$

Definition 2.1.4. Let $A$ be a Banach space, $\Omega \subset \mathbb{R}^n$ open, $1 < p < \infty$ and $1 \leq q \leq \infty$. Then the seminormed Lorentz space $L^{p,q}(\Omega, A)$ is the following set

$$\{f : \Omega \to A \mid f \text{ strongly measurable}, \|f\|_{L^{p,q}(\Omega, A)} < \infty\}$$

$$\|f\|_{L^{p,q}(\Omega, A)} = \left( \int_0^\infty \left( s^{1/p} f^*(s) \right)^q s^{1/q} \right)^{1/q} \text{ if } q < \infty,$$

$$\|f\|_{L^{p,q}(\Omega, A)} = \sup_{s \geq 0} s^{1/p} f^*(s) \text{ if } q = \infty,$$

(2.5)

equipped with the equivalence $f = g$ if $f(x) = g(x)$ for almost all $x \in \Omega$. 
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The \textit{(normed) Lorentz space} $L^{(p,q)}(\Omega, A)$ is defined as
\[
\{ f : \Omega \to A \mid f \text{ strongly measurable}, \| f \|_{L^{(p,q)}(\Omega, A)} < \infty \}
\]
\[
\| f \|_{L^{(p,q)}(\Omega, A)} = \left( \int_0^\infty \left( \frac{t^{1/p} f^{**}(t)}{t} \right)^q \frac{dt}{t} \right)^{1/q} \quad \text{if } q < \infty,
\]
\[
\| f \|_{L^{(p,q)}(\Omega, A)} = \sup_{s \geq 0} t^{1/p} f^{**}(t) \quad \text{if } q = \infty,
\]
where $f^{**}(t) = \frac{1}{t} \int_0^t f^*(s) ds$. Again, we set $f = g$ if they are equal almost everywhere.

\textbf{Remark 2.1.5.} The spaces $L^{p,\infty}(\Omega, A)$ and $L^{(p,\infty)}(\Omega, A)$ are sometimes written $L^p(\Omega, A)$ and are called \textit{weak $L^p$-spaces}.

\textbf{Remark 2.1.6.} We often leave the domain $\Omega$ out of the notation, so write $L^{p,q}(A)$ and $L^{(p,q)}(A)$ for these spaces. On the other hand, sometimes we leave the range out. Whether the set is the domain or range should be clear from the context.

\textbf{Theorem 2.1.7.} Let $A$ be a Banach space, $\Omega \subset \mathbb{R}^n$ open, $1 < p < \infty$ and $1 \leq q \leq \infty$. Then $L^{p,q}(\Omega, A)$ is a complete semi-normed space and $L^{(p,q)}(\Omega, A)$ is a Banach space. Moreover $L^{p,q} \equiv L^{(p,q)}$ with
\[
\| f \|_{p,q} \leq \| f \|_{(p,q)} \leq \frac{p}{p-1} \| f \|_{p,q}.
\]

The spaces have the following properties:

- If $1 \leq q \leq Q \leq \infty$ then $L^{(p,q)} \hookrightarrow L^{(p,Q)}$ and $L^{(p,p)} = L^p$
- $\| f^r \|_{p,q} = \| f \|_{pr,qr}^r$ for $r \geq 1$.
- Simple functions are dense in $L^{(p,q)}$ if $q < \infty$
- Countably valued $L^{(p,\infty)}$ functions are dense in $L^{(p,\infty)}$

\textbf{Proof.} Note that if $f : \Omega \to A$ is strongly measurable, then $|f|_A : \Omega \to \mathbb{R}$ is measurable. Hence most of the proofs follow exactly like in the complex-valued case, for example in chapter 1.4. of Grafakos [20]. The following all refer to that book. Completeness and equivalence follow from 1.4.11, 1.4.12. The inclusions follow from 1.4.10 and the $L^p$ equality from 1.4.5(12). The proof of the exponential scaling of the norm is given by 1.4.7.

Densities will be proven using a different source. The spaces $L^{(p,q)}(\Omega, A)$ of this theorem can be gotten using real interpolation on the Banach couple $(L^{p_0}(\Omega, A), L^{p_1}(\Omega, A))$ with some $1 < p_0 < p < p_1 < \infty$ according to theorem
5.2.1 in [7]. Simple functions are dense in the spaces $L^p(\Omega, A)$ for $1 \leq p < \infty$ by corollary III.3.8 in [17], hence they are so in the intersection $L^{p_0} \cap L^{p_1}$ too. The latter is dense in $L^{(p,q)}(\Omega, A)$ when $q < \infty$ by theorem 3.4.2 of [7]. This inclusion is a bounded linear operator, so simple functions are dense in $L^{(p,q)}(\Omega, A)$.

Let $f \in L^{(p,\infty)}(\Omega, A)$. Split $\Omega$ into a countable number of disjoint bounded and measurable sets $\Omega_j$. According to corollary 3 of section II.1 in [15], there are countably valued measurable functions $s_j : \Omega_j \to A$ such that

$$|f(x) - s_j(x)|_A < \epsilon 2^{-j} \min(1, \|\chi_j\|_{(p,\infty)}^{-1})$$

(2.8)

for all $x \in \Omega_j$. We write $\chi_j = \chi_{\Omega_j}$. Note that $s_j \in L^{(p,\infty)}(\Omega_j, A)$. Extend $s_j$ by zero to the whole domain $\Omega$ and let $s(x) = \sum_j s_j(x)$. Now

$$\|f - s_j\|_{L^{(p,\infty)}(\Omega)} \leq \sum_{j=1}^{\infty} \|(f - s_j)\chi_j\|_{L^{(p,\infty)}(\Omega)} \leq \sum_{j=1}^{\infty} \|\chi_j\|_{L^{(p,\infty)}(\Omega)} \sup_{x \in \Omega_j} |f(x) - s_j(x)|_A < \epsilon \sum_{j=1}^{\infty} 2^{-j} = \epsilon.$$  (2.9)

Moreover, $s$ is a countable sum of countably valued measurable functions, so it satisfies our claim. \hfill \Box

**Lemma 2.1.8** (Minkowski’s integral inequality). Let $A$ be Banach, $\Omega \subset \mathbb{R}^n$ and $S \subset \mathbb{R}^m$ both open. Moreover let $1 < p < \infty$ and $1 \leq q \leq \infty$. Let $f : \Omega \times S \to A$ be strongly measurable. If $f(\cdot, y) \in L^{(p,q)}(\Omega, A)$ for almost all $y \in S$ and $y \mapsto \|f(\cdot, y)\|_{(p,q)}$ is in $L^1(S, \mathbb{R})$, then

$$x \mapsto \int_S f(x, y)dm(y)$$

(2.10)

is in $L^{(p,q)}(\Omega, A)$ and

$$\left\| \int_S f(\cdot, y)dm(y) \right\|_{L^{(p,q)}(\Omega, A)} \leq C_p \int_S \|f(\cdot, y)\|_{L^{(p,q)}(\Omega, A)} dm(y)$$  (2.11)

where $C_p < \infty$ depends only on $p$.

Proof. Denote $g(x) = \int_S |f(x, y)|_A dm(y)$, so $g : \Omega \to \mathbb{R} \cup \{\infty\}$ is measurable by Fubini’s theorem, for example 8.8.a in [14]. We will first show that the real valued $g \in \left(L^{(p,q)}(\Omega)\right)^*$, where $a^{-1} + a'^{-1} = 1$ for $a = p, q$. This will imply
that \( g \in L^{[p,q]}(\Omega) \) by theorem 1.4.17 in [20] and lemma 2 in [14] because they show that
\[
(L^{(p',q')}(\Omega))^* \cap \{ \text{measurable functions} \} \subset L^{(p,q)}(\Omega) \tag{2.12}
\]
assuming that the measure is non-atomic, which \( m \) is. The right-hand side of the next estimate will be finite, hence we may use Fubini’s theorem. It implies, with the generalized Hölder’s inequality of O’Neil [41], that
\[
\left\| \frac{g}{w} \right\|_{L^{(p',q')(\Omega)}^*} = \sup_{\|w\|_{(p',q')} = 1} \left| \int_{\Omega} g(x)w(x)dm(x) \right| \\
\leq \sup_{\|w\|_{(p',q')} = 1} \int_{\Omega} g(x)|w(x)|dm(x) \\
= \sup_{\|w\|_{(p',q')} = 1} \int_{S} \int_{\Omega} |f(x,y)|_A |w(x)|dm(x)dm(y) \\
\leq \sup_{\|w\|_{(p',q')} = 1} \int_{S} \|f(\cdot, y)\|_{L^{(p,q)}(\Omega)} \|w\|_{(p',q')} dm(y) = RHS < \infty \tag{2.13}
\]
by the assumptions on \( f \). Hence \( q \in L^{(p,q)}(\Omega, \mathbb{R}) \) and so \( y \mapsto f(x,y) \) is integrable for almost all \( x \). It remains to show that \( x \mapsto \int_{S} f(x,y)dm(y) \) is strongly measurable, since then
\[
\left\| \int_{S} f(\cdot, y)dm(y) \right\|_{L^{(p,q)}(\Omega,A)} \leq \|g\|_{L^{(p,q)}(\Omega,\mathbb{R})} \leq C_p \|g\|_{(L^{(p',q')}(\Omega,\mathbb{R}))^*}, \tag{2.14}
\]
and so it is in \( L^{(p,q)}(\Omega, A) \).

Let \( S_m : \Omega \times S \to A \) be simple functions such that \( S_m(x,y) \to f(x,y) \) almost everywhere. We may assume that \( |S_m(x,y)|_A \leq |f(x,y)|_A \) by considering \( t_m S_m |S_m|^{-1}_A \) instead of \( S_m \), where \( t_m \) are simple real-valued functions rising to \( |f|_A \). We may also assume that \( S_m \) has bounded support. Define \( s_{x,m}(y) = S_m(x,y) \). Now \( s_{x,m} \) is a simple function on \( S \), \( s_{x,m}(y) \to f(x,y) \) for almost all \( y \) for almost all \( x \), and \( |s_{x,m}(y)|_A \leq |f(x,y)|_A \in L^1(S) \) for almost all \( x \). Hence, for almost all \( x \), we get
\[
\int_{S} f(x,y)dm(y) = \lim_{m \to \infty} \int_{S} s_{x,m}(y)dm(y) \tag{2.15}
\]
by dominated convergence. The latter integrals are strongly measurable, so the claim follows.
2.2 Interpolation of Lorentz spaces

We use definitions like in [7] when interpolating. In particular \((\cdot, \cdot)_\theta\) represents complex interpolation. We give a short definition and a few examples. After them, we interpolate Banach-valued Lorentz spaces. The proof is an almost exact replica of theorem 5.1.2 in [7], where Bergh and Lofström interpolate Banach valued \(L^p\) spaces.

**Definition 2.2.1.** Let \(A_0, A_1\) be topological vector spaces and assume that there is a Hausdorff topological vector space \(H\) such that \(A_0, A_1 \hookrightarrow H\). Then \(A_0\) and \(A_1\) are compatible.

**Definition 2.2.2.** Let \(A_0\) and \(A_1\) be Banach spaces which are subspaces of a Hausdorff topological vector space \(H\). Then \((A_0, A_1)\) is said to be a compatible Banach couple, or a Banach couple for short.

**Remark 2.2.3.** Compatible couples are normally defined like this: If \(\mathcal{C}\) is a subcategory of all normed vector spaces, then \((A_0, A_1)\) is a compatible couple in \(\mathcal{C}\) if these conditions hold: i) \(A_0\) and \(A_1\) are compatible, ii) \(A_0 \cap A_1 \in \mathcal{C}\) and iii) \(A_0 + A_1 \in \mathcal{C}\). Our definition satisfies this in the category of Banach spaces by lemma 2.3.1 in [7].

**Definition 2.2.4.** Let \(S = \{z \in \mathbb{C} \mid 0 < \Re z < 1\}\) and \(A = (A_0, A_1)\) be a compatible Banach couple. Then \(\mathcal{F}(A)\) consist of all the functions \(f : S \rightarrow A_0 + A_1\) satisfying

- \(f\) is bounded and continuous when \(A_0 + A_1\) is equipped with the norm \(\|a\|_{A_0 + A_1} = \inf_{a = a_0 + a_1} \|a_0\|_{A_0} + \|a_1\|_{A_1}\)
- \(f\) is analytic on \(S\)
- the maps \(t \mapsto f(it), t \mapsto f(1 + it)\) are continuous \(\mathbb{R} \rightarrow A_0, \mathbb{R} \rightarrow A_1\), respectively, and they tend to zero as \(|t| \rightarrow \infty\)

We equip \(\mathcal{F}(A)\) with the norm

\[
\|f\|_{\mathcal{F}(A_0, A_1)} = \max \left( \sup_{t \in \mathbb{R}} \|f(it)\|_{A_0}, \sup_{t \in \mathbb{R}} \|f(1 + it)\|_{A_1} \right). \tag{2.16}
\]

**Remark 2.2.5.** \(\mathcal{F}(A)\) is a Banach space by theorem 4.1.1 of [7].

**Definition 2.2.6.** Let \((A_0, A_1)\) be a Banach couple and \(0 \leq \theta \leq 1\). Then

\[
(A_0, A_1)_\theta = \{a \in A_0 + A_1 \mid a = f(\theta)\text{ for some }f \in \mathcal{F}(A_0, A_1)\} \tag{2.17}
\]

and we equip if with the norm

\[
\|a\|_\theta = \|a\|_{(A_0, A_1)_\theta} = \inf \{\|f\|_{\mathcal{F}(A_0, A_1)} \mid f(\theta) = a, f \in \mathcal{F}(A_0, A_1)\}. \tag{2.18}
\]

The structure \(((A_0, A_1)_\theta, \|\cdot\|_\theta)\) is called a complex interpolation space.
\section*{Theorem 2.2.7} Let $\overline{A} = (A_0, A_1)$ and $\overline{B} = (B_0, B_1)$ be Banach couples and $0 \leq \theta \leq 1$. Then $\overline{A}_{[\theta]}$ and $\overline{B}_{[\theta]}$ are Banach spaces with continuous embedding.\footnote{$A_0 \cap A_1$ is equipped with the norm $\|a\|_{A_0 \cap A_1} = \max(\|a\|_{A_0}, \|a\|_{A_1})$ and $A_0 + A_1$ is equipped with $\|a\|_{A_0 + A_1} = \inf_{a = a_0 + a_1} \|a_0\|_{A_0} + \|a_1\|_{A_1}$.} $A_0 \cap A_1 \subseteq \overline{A}_{[\theta]} \subseteq A_0 + A_1$ and the same for $B$. Moreover if

\begin{align*}
T : A_0 &\to B_0 \quad \text{with norm } M_0 \\
T : A_1 &\to B_1 \quad \text{with norm } M_1
\end{align*}

(2.19)

then $T : \overline{A}_{[\theta]} \to \overline{B}_{[\theta]}$ with norm at most $M_0^{1-\theta}M_1^\theta$.

\textbf{Proof.} See theorem 4.1.2 in [7] and the definitions of intermediate functors and exact interpolation functors 2.4.1, 2.4.3 in that same book. \hfill \Box

\section*{Theorem 2.2.8} (Multilinear interpolation). Let $\overline{A}$, $\overline{B}$ and $\overline{X}$ be Banach couples and $0 \leq \theta \leq 1$. Assume that $T : (A_0 \cap A_1) \times (B_0 \cap B_1) \to (X_0 \cap X_1)$ is multilinear and

\begin{align*}
\|T(a, b)\|_{X_0} &\leq M_0 \|a\|_{A_0} \|b\|_{B_0} \\
\|T(a, b)\|_{X_1} &\leq M_1 \|a\|_{A_1} \|b\|_{B_1}
\end{align*}

(2.20)

for $a \in A_0 \cap A_1$ and $b \in B_0 \cap B_1$. Then $T$ can be uniquely extended to a multilinear mapping $\overline{A}_{[\theta]} \times \overline{B}_{[\theta]} \to \overline{X}_{[\theta]}$ with $\|T(a, b)\|_{X_{[\theta]}} \leq M_0^{1-\theta}M_1^\theta \|a\|_{A_{[\theta]}} \|b\|_{B_{[\theta]}}$.

\textbf{Proof.} See theorem 4.4.1 in [7]. \hfill \Box

\section*{Example 2.2.9.} Let $0 \leq \theta \leq 1$. Let’s prove that $(A, A)_{[\theta]} = A$ with equal norm to get a hold of the definitions. Let $a \in (A, A)_{[\theta]}$. Then there is $f \in F(A, A)$ such that $a = f(\theta)$. We may assume that $\|f\|_F \leq (1 + \epsilon) \|a\|_{[\theta]}$ by the definition of the norm in $(A, A)_{[\theta]}$. Now $a = f(\theta) \in A + A = A$, and

$$
\|a\|_A = \|f(\theta)\|_A \leq \max(\sup \|f(it)\|_A, \sup \|f(1 + it)\|_A) = \|f\|_F \leq (1 + \epsilon) \|a\|_{[\theta]} \quad (2.21)
$$

because of the Phragmén-Lindelöf principle. This is allowed since $f$ is bounded on $\overline{S}$. Taking similar $f \in F$ while letting $\epsilon \to 0$ gives $\|a\|_A \leq \|a\|_{[\theta]}$.

Now let $a \in A$. Let’s construct a suitable $f \in F(A, A)$. Let

$$
f(z) = e^{\epsilon(z - \theta)^2}a = e^{\epsilon(\text{Re } z - \theta)^2 - (\text{Im } z)^2 + 2\epsilon \text{Im } z \text{Re } (z - \theta))}a. \quad (2.22)
$$

The function $f$ is clearly continuous and bounded on $\overline{S}$ and analytic on $S$. The continuity from the boundary to the respective spaces follows since we have just one Banach space. Finally, $\|f(it)\|_A = \exp(\epsilon(\theta^2 - t^2)) \|a\|_A \to 0$ as
\(|t| \to \infty\). The same holds for \(f(1 + it)\), so \(f \in \mathcal{F}(A, A)\). Also \(f(\theta) = a\), so \(a \in (A, A)_{\theta}\). Now

\[
\|a\|_{\theta} \leq \|f\|_{\mathcal{P}} = \max(\sup \|f(it)\|_{A}, \|f(1 + it)\|_{A})
= \max(\sup e^{(\theta^2 - t^2)}, \sup e^{(1-\theta^2-t^2)}) \|a\|_{A} \leq e^\epsilon \|a\|_{A}.
\] (2.23)

Letting \(\epsilon \to 0\) shows that \(\|a\|_{\theta} \leq \|a\|_{A}\).

**Example 2.2.10.** We also have \((L^1, L^\infty)_{[1/p]} = L^p\). The proof is based on choosing

\[
f = e^{\epsilon(z^2 - \frac{1}{2}t)} |a|^{p(1-z)} \frac{a}{|a|}
\] (2.24)

and using the three lines theorem. For details, check theorem 5.1.1 in [7].

**Remark 2.2.11.** It would seem that the direction \((A_0, A_1)_{\theta} \hookrightarrow X\) requires often the use of complex analysis, while the other one doesn’t. In example 2.2.9, we used the Phragmén-Lindelöf principle when proving that \((A, A)_{\theta} \hookrightarrow A\).

In example 2.2.10, the three lines theorem comes into play when showing that \((L^1, L^\infty)_{\theta} \hookrightarrow L^p\). Lastly, the proof of the next theorem will require properties of the Poisson kernel of \(S\) when showing that same direction.

We will not write out the domain \(\mathbb{R}^n\). The proof works for any domain.

**Theorem 2.2.12.** Let \((A_0, A_1)\) be a compatible Banach couple, \(1 < p_j < \infty\) and \(1 \leq q_j < \infty\). Let \(0 < q < 1\) and \(\frac{1}{p} = \frac{1-q}{p_0} + \frac{q}{p_1}, \frac{1}{q} = \frac{1-q}{q_0} + \frac{q}{q_1}\). Then

\[
L^{p, \min(\frac{q_1}{p_1}, \frac{q_0}{p_0})}(A_0, A_1)_{\theta} 
\subset \left( L^{p_0, q_0}(A_0), L^{p_1, q_1}(A_1) \right)_{\theta}
\subset L^{p, q}(A_0, A_1)_{\theta}
\] (2.25)

and

\[
\left( L^{p, \infty}(A_0), L^{p, \infty}(A_1) \right)_{\theta} = L^{p, \infty}(A_0, A_1)_{\theta}
\] (2.26)

with corresponding norm estimates.

**Proof.** Since \((A_0, A_1)\) is a Banach couple, so are the other pairs of spaces in the theorem. We may interpolate. The idea is to take \(a \in L^{(\cdot, \cdot)}(A_0, A_1)_{\theta}\) and then, for each \(x\), take an analytic \(A_0 + A_1\)-valued function \(g_x(z)\) satisfying \(g_x(\theta) = a(x)\). After that we show that \(x \mapsto g_x(z)\) is a strongly measurable function, so \(z \mapsto g(z)\) would actually be in \(\mathcal{F}(L^{(\cdot, \cdot)}(A_0), L^{(\cdot, \cdot)}(A_1))\). Simple functions are dense in all of these spaces when \(q_j < \infty\) and countably simple functions are so for \(q = \infty\) by theorem 2.1.7. Using these makes the above much easier.
Consider the case of \( q_j, q < \infty \) first. Note that \( p < \infty \), so the simple functions must have support with finite measure. Let

\[
\Xi = \left\{ s : \mathbb{R}^n \rightarrow A_0 \cap A_1 \mid \exists N \in \mathbb{N}, a_k \in A_0 \cap A_1, E_k \subset \mathbb{R}^n, m(E_j) < \infty, \right. \\
E_j \cap E_k = \emptyset \text{ for } j \neq k, \text{ and such that } s(x) = \sum_{k=0}^{N} a_k \chi_{E_k}(x) \right\} \tag{2.27}
\]

It is enough to assume that \( a \in \Xi \). This is because of the following. The set \( A_0 \cap A_1 \) is dense in \( (A_0, A_1)[\theta] \) by theorem 4.2.2. of [7]. Hence \( \Xi \) is dense in \( L^{(p,q)}((A_0, A_1)[\theta]) \). Moreover \( \Xi \) is dense in \( L^{(p_0,q_0)}(A_0) \cap L^{(p_1,q_1)}(A_1) \), hence in \( (L^{(p_0,q_0)}(A_0), L^{(p_1,q_1)}(A_1))_{[\theta]} \) too by that same theorem.

Let \( a \in \Xi \subset L^{(p,q)}((A_0, A_1)[\theta]) \). To simplify notation we assume that \( \|a\|_{(p,p,\min(q_0/p_0,q_1/p_1))} = 1 \) and write

\[
a(x) = \sum_{k=0}^{N} a_k \chi_{E_k}(x). \tag{2.28}
\]

Let \( \varepsilon > 0 \). We have \( a(x) \in (A_0, A_1)[\theta] \) for each \( x \in \mathbb{R}^n \). Then, for \( x \in \mathbb{R}^n \), there exists \( g_x \in \mathcal{F}(A_0, A_1) \) such that \( \|g_x\|_{\mathcal{F}(A_0, A_1)} \leq (1 + \varepsilon) \|a(x)\|_{(A_0, A_1)[\theta]} \) and \( g_x(\theta) = a(x) \). If \( a(x) = a(y) \), take \( g_x = g_y \). Define

\[
\phi(\varepsilon) = g(z) \left| a(\frac{1}{p_0} - \frac{1}{p_1})(z-\theta) \right| . \tag{2.29}
\]

Now, given any \( z \in \mathbb{R}^n \), \( \phi(z) \) is strongly measurable. \( \mathbb{R}^n \rightarrow A_0 + A_1 \), \( \phi \) is analytic \( S \rightarrow L^{(p_0,q_0)}(A_0) + L^{(p_1,q_1)}(A_1) \), continuous on \( S \), \( \phi(it) \in L^{(p_0,q_0)}(A_0) \), \( \phi(1 + it) \in L^{(p_1,q_1)}(A_1) \), they are continuous and tend to zero as \( |t| \rightarrow \infty \). Hence \( \phi \in \mathcal{F}(L^{(p_0,q_0)}(A_0), L^{(p_1,q_1)}(A_1)) \). Moreover \( \phi(\theta) = a \). Now

\[
\|a\|_{(L^{(p_0,q_0)}(A_0), L^{(p_1,q_1)}(A_1))_{[\theta]}} \leq \|\phi\|_{\mathcal{F}(L^{(p_0,q_0)}(A_0), L^{(p_1,q_1)}(A_1))}
= \max \left( \sup_{t \in \mathbb{R}} \|\phi(it)\|_{L^{(p_0,q_0)}(A_0)}, \sup_{t \in \mathbb{R}} \|\phi(1 + it)\|_{L^{(p_1,q_1)}(A_1)} \right) . \tag{2.30}
\]

Let’s estimate the first supremum. Note that \( \|g|r| p,q = \|g\|_{pr,qr} \) by theorem

\footnote{Because in fact \( g(z) = \sum_{k=0}^{N} b_k(z) \chi_{E_k} \), where \( b_k \in \mathcal{F}(A_0, A_1) \) gives \( b_k(\theta) = a_k \).}
2.1.7 and \( \|g\|_{p,q} \leq \|g\|_{(p,q)} \leq \frac{p}{p-1} \|g\|_{p,q} \). Then

\[
\|\phi(it)\|_{L^{(p_0,q_1)}(A_0)} = \left\| \left| g(it) \right|_{A_0} |a|^{-\theta p_0} \right\|_{L^{(p_0,q_0)}(\mathbb{R})} \\
\leq \left\| g \right\|_{\mathcal{F}(A_0,A_1)} |a|^{-\theta p_0} \left\| a \right\|_{L^{(p_0,q_0)}(\mathbb{R})} \leq (1 + \epsilon) \left\| a \right\|_{(A_0,A_1)[\theta]} \left\| a \right\|_{L^{(p_0,q_0)}(\mathbb{R})} \\
= (1 + \epsilon) \left\| a \right\|_{(A_0,A_1)[\theta]} \left\| a \right\|_{L^{(p_0,q_0)}(\mathbb{R})} \leq C_{p_0}(1 + \epsilon) \left\| a \right\|_{(A_0,A_1)[\theta]} \left\| a \right\|_{L^{(p_0,q_0)}(\mathbb{R})}.
\]

(2.31)

We get similarly

\[
\|\phi(1 + it)\|_{L^{(p_1,q_1)}(A_1)} \leq \cdots \leq C_{p_1}(1 + \epsilon) \|a\|_{L^{(p_{p_1},q_{p_1})}(A_0,A_1)[\theta]}.
\]

(2.32)

Reducing the second parameter of the Lorentz spaces gives a smaller space, and we made the assumption of \( \|a\|_{(p,p\min(q_0/p_0,q_1/p_1))} = 1 \), so

\[
\|a\|_{L^{(p_0,q_0)}(A_0,A_1)[\theta]} \leq C_{p_0,p_1} \|a\|_{L^{(p,p\min(q_0/p_0,q_1/p_1))}(A_0,A_1)[\theta]}.
\]

(2.33)

The other direction requires Minkowski’s integral inequality of lemma 2.1.8 and the inequality

\[
|f(\theta)|_{(A_0,A_1)[\theta]} \leq \left( \frac{1}{1 - \theta} \int_{-\infty}^{\infty} |f(i\tau)|_{A_0} P_0(\theta, \tau) d\tau \right)^{1-\theta} \cdot \left( \frac{1}{\theta} \int_{-\infty}^{\infty} |f(1 + i\tau)|_{A_1} P_1(\theta, \tau) d\tau \right)^{\theta}
\]

(2.34)

proven in lemma 4.3.2 of [7]. Here \( f \in \mathcal{F}(A_0,A_1) \) and

\[
P_j(s + it, \tau) = \frac{e^{-\pi(\tau-t)} \sin \pi s}{\sin^2 \pi s + (\cos \pi s - e^{i\pi(\tau-t)})^2}
\]

(2.35)

is the Poisson kernel of the strip \( S \).

Let \( a \in \left( L^{(p_0,q_0)}(A_0), L^{(p_1,q_1)}(A_1) \right)[\theta] \). Then there is a corresponding analytic \( f \in \mathcal{F} \left( L^{(p_0,q_0)}(A_0), L^{(p_1,q_1)}(A_1) \right) \) such that \( f(\theta) = a \) and whose norm is bounded by \( \|f\|_{\mathcal{F}} \leq (1 + \epsilon) \|a\|_{[\theta]} \). Note that \( \frac{1}{p} = \frac{1}{p_0} + \frac{\theta}{p_1} \) and \( \frac{1}{q} = \frac{1}{q_0} + \frac{\theta}{q_1} \), so the generalized Hölder’s inequality given in theorem 3.4 of [11] allows us
to take the norms of the factors in the product. Everything is then ready:

\[
\|a\|_{L^{(p,q)}((A_0,A_1)_{[\theta]})} = \|f(\theta)\|_{(A_0,A_1)_{[\theta]}} \|g\|_{L^{(p,q)}(\mathbb{R})} \\
\leq \left\| \left( \frac{1}{1-\theta} \int_{-\infty}^{\infty} |f(i\tau)| A_0 P_0(\theta,\tau) d\tau \right)^{1-\theta} \right\|_{(p_0,q_0)} \\
\cdot \left\| \left( \frac{1}{\theta} \int_{-\infty}^{\infty} |f(1+i\tau)| A_1 P_1(\theta,\tau) d\tau \right)^\theta \right\|_{(p_0,q_0)} \\
\leq C_{p_0,p_1,\theta} \left( \int_{-\infty}^{\infty} \|f(i\tau)\|_{L^{(p_0,q_0)}(A_0)} P_0(\theta,\tau) d\tau \right)^{1-\theta} \\
\cdot \left( \int_{-\infty}^{\infty} \|f(1+i\tau)\|_{L^{(p_1,q_1)}(A_1)} P_1(\theta,\tau) d\tau \right)^\theta \\
\leq C_{p_0,p_1,\theta} \|f\|_{\mathcal{F}(L^{(p_0,q_0)}(A_0),L^{(p_1,q_1)}(A_1))} \leq C_{p_0,p_1,\theta}(1+\epsilon) \|a\|_{(L^{(p_0,q_0)}(A_0),L^{(p_1,q_1)}(A_1))_{[\theta]}} < \infty. \quad (2.36)
\]

The last claim follows similarly, except that we use

\[
\Xi = \left\{ s \in L^{(p,\infty)}(A_0 \cap A_1) \mid \exists a_k \in A_0 \cap A_1, E_k \subset \mathbb{R}^n, m(E_j) < \infty, \right. \\
E_j \cap E_k = \emptyset \text{ for } j \neq k, \text{ and such that } s(x) = \sum_{k=0}^{\infty} a_k \chi_{E_k}(x) \} \quad \text{, (2.37)}
\]

which is dense in $L^{(p,\infty)}(A_0 \cap A_1)$ by theorem 2.1.7. We get density in $L^{(p,\infty)}(A_0) \cap L^{(p,\infty)}(A_1)$ and $L^{(p,\infty)}((A_0,A_1)_{[\theta]})$ because $A_0 \cap A_1$ is dense in $(A_0,A_1)_{[\theta]}$. All other steps are the same, but with simpler expressions. \(\square\)

Remark 2.2.13. The same proof works for Lorentz spaces defined on a domain.

Remark 2.2.14. If $\frac{p_0}{p_1} = \frac{q_0}{q_1}$, then the theorem shows that

\[
(L^{(p_0,q_0)}(A_0), L^{(p_1,q_1)}(A_1))_{[\theta]} = L^{(p,q)}((A_0,A_1)_{[\theta]}). \quad (2.38)
\]

Maybe a better choice of $f$ could prove this without assuming anything from our parameters.
Remark 2.2.15. Why can’t we have $p_0 \neq p_1$ when $q_0 = \infty$? Maybe we could, but this proof won’t work then. The problem is to find a set $\Xi$ of quite “simple” functions which would be dense in all the spaces considered at the same time. On the other hand, Adams and Fournier claim this result in 7.56 [1], assuming that $A_0 = A_1$. In that case it would follow from reiteration with real interpolation e.g. by theorem 4.7.2 of [7].

Remark 2.2.16. By Cwikel $(L^{p_0}(A_0), L^{p_1}(A_1))_{\theta,q}$ is not necessarily a Lorentz space [14]. So it is not possible to use reiteration to prove our claim in general if $A_0 \neq A_1$.

2.3 Lorentz-Sobolev spaces

Definition 2.3.1. Let $X \subset \mathbb{R}^n$ be any nonempty set and $A$ be a Banach space. Then the space of bounded continuous $A$-valued functions is

$$BC(X,A) = \{ f : X \to A \mid f \text{ is continuous and bounded} \},$$

(2.39)

equipped with the norm $\| f \|_{BC(X,A)} = \sup_{x_0 \in X} | f(x_0) |_A$.

Remark 2.3.2. This is a Banach space.

Definition 2.3.3. Let $\Omega \subset \mathbb{R}^n$ open, $1 < p < \infty$, $1 \leq q \leq \infty$ and $k \in \mathbb{N}$. Define the Lorentz-Sobolev space $W^{k,(p,q)}(\Omega)$ as follows:

$$W^{k,(p,q)}(\Omega) = \{ f \in L^{(p,q)}(\Omega) \mid D^\alpha f \in L^{(p,q)}(\Omega) \text{ for } |\alpha| \leq k \}$$

(2.40)

with norm

$$\| f \|_{W^{k,(p,q)}(\Omega)} = \| f \|_{L^{(p,q)}(\Omega)} + \sum_{|\alpha| \leq k} \| D^\alpha f \|_{L^{(p,q)}(\Omega)}.$$  

(2.41)

where $D^\alpha$ is the distribution derivative in $\Omega$.

Theorem 2.3.4. Let $\Omega \subset \mathbb{R}^n$ be an open set satisfying the cone and segment condition, $1 < p < \infty$, $1 \leq q \leq \infty$ and $k \in \mathbb{N}$. Then the space $W^{k,(p,q)}(\Omega)$ is a well defined Banach space with the following properties:

1. The restrictions of $C_0^\infty(\mathbb{R}^n)$ test functions to $\Omega$ are dense in $W^{k,(p,q)}(\Omega)$ for $q < \infty$

2. We have the continuous embedding $W^{k,(\frac{n}{2},1)}(\Omega) \hookrightarrow BC(\overline{\Omega})$ for $k \geq 1$

---

Footnote 3: See for example 4.5 and 4.6 in [1]. The cone condition prevents cusps while the segment condition ensures that the domain is never on both sides of the boundary, i.e. $|x-1,0|^{2}+|0,1|^{2}$ is not allowed. Bounded Lipschitz domains have this property.
Proof. The proofs are more or less the same as for the usual Sobolev spaces $W^{k,p}(\Omega)$, but using the result
\[
\|fg\|_{L^1(\Omega)} \leq \|f\|_{L^{(p,q)}(\Omega)} \|g\|_{L^{(p',q')}(\Omega)} \quad \frac{1}{p} + \frac{1}{p'} = 1 \quad \frac{1}{q} + \frac{1}{q'} = 1 \quad (2.42)
\]
proven in [41] instead of the usual Hölder’s inequality. We will refer to Adams and Fournier [1]. Completeness follows like in 3.3 using the completeness of $L^{(p,q)}(\Omega)$. The density of test functions follows by proving 3.22, 3.16, 2.29 and 2.19. Mimicking the proof of theorem 2.19 requires the density of simple functions, which requires $q < \infty$.

The density of the restriction of test functions to $\Omega$, the property that $|x|^{k-n} \in L^{\frac{1}{\infty}}(\Omega)$ and 4.15 imply the embedding $\text{Id} : W^{k,(\frac{n}{q},1)}(\Omega) \hookrightarrow L^\infty(\Omega)$, and hence also into $BC(\Omega)$. We still need to show that the elements can be extended uniquely to the boundary. But this follows directly from the fact that elements in $W^{k,(\frac{n}{q},1)}(\Omega)$ can be approximated by restrictions of test functions, and those can be extended uniquely.

Remark 2.3.5. The idea for such spaces did arise quite naturally after proving the estimate in theorem 4.1.1. The fact that $W^{1,p} \hookrightarrow C^{1-2/p}$ for $p > 2$ and $W^{1,2} \hookrightarrow \cap_{q<\infty} L^q$ gives a natural hint for the embedding proved here because $L^{2+\epsilon}_{\text{loc}} \hookrightarrow L^{(2,1)}_{\text{loc}} \hookrightarrow L^2_{\text{loc}}$. Moreover, the embeddings into $L^\infty$ can be proven using integrals with kernels having weak singularities. Operators with kernels in weak $L^p$ spaces work well with Lorentz spaces because of O’Neil’s inequality [41].

Remark 2.3.6. The idea of combining Lorentz and Sobolev spaces is not new. See for example [28] and [38]. In fact, in the first one, the authors consider functions $f \in W^{1,1}_{\text{loc}}$ such that $\nabla f \in L^{(n,1)}$, and show that those are continuous. They also prove that if $X$ is a rearrangement invariant Banach space, then $\{u \mid \nabla u \in X\} \hookrightarrow AC^n$ if and only if $X \hookrightarrow L^{(n,1)}$. Here $AC^n$ denotes the space of $n$-absolutely continuous functions, see [32].

Remark 2.3.7. Is it reasonable to require both $f$ and $\nabla f$ in the same $L^{(p,q)}(\Omega)$? Consider for example $|x|^{-a}$ in the spaces $W^{k,(p,\infty)}$. We have $|x|^{-a} \in L^{(p,\infty)}$ if and only if $p = \frac{n}{a+1}$, but $|\nabla |x|^{-a}| = a |x|^{-a-1} \in L^{(p^*,\infty)}$ if and only if $p^* = \frac{n}{a+1}$. This would suggest that $W^{1,(p,\infty)}$ should be defined by taking the norms $\|f\|_{(p,\infty)} + \|\nabla f\|_{(p^*,\infty)}$, where $\frac{1}{p^*} = \frac{1}{p} + \frac{1}{p'}$. This is the famous Sobolev conjugate. One could wonder whether the Sobolev embedding theorems give a good choice for the norm also in the case of the usual $W^{1,p}$-spaces. Moreover, our results will have mixed norms like $\|f\|_\infty + \|\nabla f\|_{(2,1)}$ in the estimates in 2D. Anyway, this is not a big problem when working on a bounded domain. Hence we shall be content with having the same Lorentz space for all the derivatives.
2.4 Lorentz-Bessel potential spaces

Definition 2.4.1. Let $1 < p < \infty$, $1 \leq q \leq \infty$ and $s \in \mathbb{R}$. Define the Lorentz-Bessel potential space $H^{s,(p,q)}(\mathbb{R}^n)$ as follows:

$$H^{s,(p,q)}(\mathbb{R}^n) = \{ f \in L^{(p,q)}(\mathbb{R}^n) \,|\, \mathcal{F}^{-1} \left( (1 + |\cdot|^2)^{s/2} \mathcal{F} f \right) \in L^{(p,q)}(\mathbb{R}^n) \}$$

(2.43)

with norm

$$\| f \|_{H^{s,(p,q)}(\mathbb{R}^n)} = \| \mathcal{F}^{-1} \left( (1 + |\cdot|^2)^{s/2} \mathcal{F} f \right) \|_{L^{(p,q)}(\mathbb{R}^n)}. \quad (2.44)$$

If $\Omega \subset \mathbb{R}^n$ is an open set, then $H^{s,(p,q)}(\Omega)$ consists of the restrictions of $H^{s,(p,q)}(\mathbb{R}^n)$ distributions to $\Omega$. Hence

$$H^{s,(p,q)}(\Omega) = \{ f|_\Omega \mid f \in H^{s,(p,q)}(\mathbb{R}^n) \}, \quad \| f \|_{H^{s,(p,q)}(\Omega)} = \inf_{g|_\Omega = f} \| g \|_{H^{s,(p,q)}(\mathbb{R}^n)}. \quad (2.45)$$

The elements of these spaces are considered as distributions in $\mathbb{R}^n$ and $\Omega$ respectively.

Theorem 2.4.2. Let $\Omega \subset \mathbb{R}^n$ be an open set, $s \in \mathbb{R}$, $1 < p < \infty$ and $1 \leq q \leq \infty$. Then the space $H^{s,(p,q)}(\Omega)$ is a well defined Banach space and we have the equivalence $W^{k,(p,q)}(\mathbb{R}^n) = H^{k,(p,q)}(\mathbb{R}^n)$ for $k \in \mathbb{N}$.

Proof. Completeness in the whole domain follows from the completeness of $L^{(p,q)}(\mathbb{R}^n)$ and standard argument like in 6.2.2 of [7]. We write $H(\mathbb{R}^n) = H^{s,(p,q)}(\mathbb{R}^n)$ and $H(\Omega) = H^{s,(p,q)}(\Omega)$. Let $(f_k) \subset H(\Omega)$ be a sequence such that the series

$$\sum_{k=0}^{\infty} \| f_k \|_{H(\Omega)} \quad (2.46)$$

converges in $\mathbb{R}$. By the definition of the norm of $H(\Omega)$, we have a sequence $g_k \in H(\mathbb{R}^n)$ such that $\| g_k \|_{H(\mathbb{R}^n)} \leq 2 \| f_k \|_{H(\Omega)}$ and $g_k|_{\Omega} = f_k$. Now

$$\sum_{k=0}^{\infty} \| g_k \|_{H(\mathbb{R}^n)} \leq 2 \sum_{k=0}^{\infty} \| f \|_{H(\Omega)} < \infty, \quad (2.47)$$

and since $H(\mathbb{R}^n)$ is complete, the series $\sum g_k$ converges to $g \in H(\mathbb{R}^n)$ in the norm. Now

$$\left\| \sum_{k=0}^{m} f_k - g \right\|_{H(\Omega)} \leq \left\| \sum_{k=0}^{m} g_k - g \right\|_{H(\mathbb{R}^n)} \to 0 \quad (2.48)$$

as $m \to \infty$. Hence $\sum f_k$ converges to $g|_{\Omega} \in H(\Omega)$. All norm-convergent series converge, so $H(\Omega)$ is complete.
The equivalence of $W^{k,(p,q)}$ and $H^{k,(p,q)}$ follows by standard arguments, for example like in theorem 6.2.3 of [7]. The only modification is that the Mihlin multiplier theorem, 6.1.6 in [7], gives boundedness in $L^{(p,q)}(\mathbb{R}^n)$ too by real interpolation.

**Remark 2.4.3.** We didn’t prove that $W^{k,(p,q)}(\Omega) = H^{k,(p,q)}(\Omega)$. This would require showing that there is an extension operator $W^{k,(p,q)}(\Omega) \rightarrow W^{k,(p,q)}(\mathbb{R}^n)$. This would seem to be true for regular enough $\Omega$, for example by using Calderón’s construction in theorem 12 of [10] and the fact that Calderón-Zygmund operators map $L^{(p,q)}$ to $L^{(p,q)}$ by real interpolation. Anyway, it’s easy to see that $H^{k,(p,q)}(\Omega) \subset W^{k,(p,q)}(\Omega)$ by the theorem above.

**Remark 2.4.4.** One could define $W^{s,(p,q)}(\Omega)$ by interpolation, but it is not a-priori clear whether we would get $H^{s,(p,q)}(\Omega)$. It is true when $\Omega$ has a total extension operator.

**Remark 2.4.5.** All these kinds of spaces are not new. See for example [28] and 5.1, 5.3 in [38].

**Definition 2.4.6.** Let $A$ and $B$ be normed linear spaces. Then $B$ is a retract of $A$, if there are bounded linear operators $\mathcal{I} : B \rightarrow A$ and $\mathcal{P} : A \rightarrow B$ such that $\mathcal{P} \circ \mathcal{I}$ is the identity in $B$.

\[
\begin{array}{ccc}
B & \xrightarrow{\text{Id}} & B \\
\downarrow{\mathcal{I}} & & \downarrow{\mathcal{P}} \\
A & & A
\end{array}
\]  \hspace{1cm} (2.49)

**Remark 2.4.7.** This is extremely useful when interpolating. If $(B_0, B_1)$ are retracts of $(A_0, A_1)$ with the mappings $\mathcal{I}$ and $\mathcal{P}$, then $(B_0, B_1)[\theta]$ is a retract of $(A_0, A_1)[\theta]$ with the same mappings. This is a direct consequence of the interpolation property.

**Theorem 2.4.8.** Let $s \in \mathbb{R}$, $1 < p < \infty$ and $1 \le q \le \infty$. Then $H^{s,(p,q)}(\mathbb{R}^n)$ is a retract of $L^{(p,q)}(\mathbb{R}^n, l_2^q)$. Moreover the mappings $\mathcal{I}$ and $\mathcal{P}$ do not depend on any of the parameters.

\[
\begin{array}{ccc}
H^{s,(p,q)} & \xrightarrow{\text{Id}} & H^{s,(p,q)} \\
\downarrow{\mathcal{I}} & & \downarrow{\mathcal{P}} \\
L^{(p,q)}(l_2^q) & & L^{(p,q)}(l_2^q)
\end{array}
\]  \hspace{1cm} (2.50)
Proof. The proof is a word by word replica of theorem 6.4.3 in [7]. The only change is the fact that the Mihlin multiplier theorem gives boundedness in $L^{(p,q)}$ by real interpolation.

The symbol $(\cdot, \cdot)_[\theta]$ represents complex interpolation as in [7]. See definition 2.2.6. We are ready to interpolate $H^{s,(p,q)}$.

Corollary 2.4.9. Let $s_0 < s_1$ be real numbers and $1 < p < \infty$, $1 \leq q \leq \infty$. Let $0 < \theta < 1$. Then

$$\left( H^{s_0,(p,q)}(\mathbb{R}^n), H^{s_1,(p,q)}(\mathbb{R}^n) \right)_{[\theta]} = H^{s,(p,q)}(\mathbb{R}^n)$$

with equivalent norms, where $s = (1 - \theta)s_0 + \theta s_1$.

Proof. Let $\mathcal{I}$ and $\mathcal{P}$ be the injection and projection of theorem 2.4.8. According to remark 2.4.7 the interpolation space $\left( H^{s_0,(p,q)}, H^{s_1,(p,q)} \right)_{[\theta]}$ is a retract of $\left( L^{(p,q)}(\ell_2^{s_0}), L^{(p,q)}(\ell_2^{s_1}) \right)_{[\theta]}$. By theorem 2.2.12 and the vector-valued result of theorem 5.6.3 in [7] we know that the latter is just $L^{(p,q)}(\ell_2^s)$, of which $H^{s,(p,q)}$ is a retract. Hence

$$\left( H^{s_0,(p,q)}, H^{s_1,(p,q)} \right)_{[\theta]} = \mathcal{P} \mathcal{I} \left( H^{s_0,(p,q)}, H^{s_1,(p,q)} \right)_{[\theta]}$$

$$\subset \mathcal{P} \left( L^{(p,q)}(\ell_2^{s_0}), L^{(p,q)}(\ell_2^{s_1}) \right)_{[\theta]} = \mathcal{P} L^{(p,q)}(\ell_2^s) \subset H^{s,(p,q)}.$$ (2.52)

On the other hand

$$H^{s,(p,q)} = \mathcal{P} \mathcal{I} H^{s,(p,q)} \subset \mathcal{P} L^{(p,q)}(\ell_2^s)$$

$$= \mathcal{P} \left( L^{(p,q)}(\ell_2^{s_0}), L^{(p,q)}(\ell_2^{s_1}) \right)_{[\theta]} \subset \left( H^{s_0,(p,q)}, H^{s_1,(p,q)} \right)_{[\theta]}.$$ (2.53)

The operators are bounded, which implies that the norms are equivalent.

Remark 2.4.10. Without assuming that $p_0 = p_1 = p$ and $q_0 = q_1 = q$, but with $q_0, q_1 < \infty$, we would have gotten

$$H^{s,(p,p\min(\frac{q_0}{p_0}, \frac{q_1}{p_1}))} \hookrightarrow \left( H^{s_0,(p_0,q_0)}, H^{s_1,(p_0,q_0)} \right)_{[\theta]} \hookrightarrow H^{s,(p,q)}$$

where $s = (1 - \theta)s_0 + \theta s_1$, $\frac{1}{p} = \frac{1}{p_0} + \frac{\theta}{p_1}$ and $\frac{1}{q} = \frac{1}{q_0} + \frac{\theta}{q_1}$. This gives an equality if $\frac{p_0}{q_0} = \frac{p_1}{q_1}$.

Remark 2.4.11. We would need an extension operator for the same result in a domain. Without it, we can still see that

$$H^{s,(p,q)}(\Omega) \hookrightarrow \left( L^{(p,q)}(\Omega), H^{1,(p,q)}(\Omega) \right)_{[s]} \hookrightarrow \left( L^{(p,q)}(\Omega), W^{1,(p,q)}(\Omega) \right)_{[s]}$$

for $0 < s < 1$. 
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2.5 The Cauchy operator

We start by proving some estimates for the Cauchy-operators $\mathcal{C}$, $\overline{\mathcal{C}}$. They are the right inverse operators for $\partial$, $\overline{\partial}$ respectively.

**Definition 2.5.1.** For $f \in \mathcal{E}'(\mathbb{C})$, we define

$$
\mathcal{C} f = \frac{1}{\pi z} \ast f, \quad \overline{\mathcal{C}} = \frac{1}{\pi z} \ast f. \tag{2.56}
$$

Whenever $f$ is not compactly supported, we assume that it is in a certain normed space, in which it can be approximated by compactly supported distributions. Moreover we have to show that $\mathcal{C}$ and $\overline{\mathcal{C}}$ are bounded operators in those cases.

**Lemma 2.5.2.** For $f \in L^{(2,1)}(\mathbb{C})$ we have

$$
\mathcal{C} : L^{(2,1)}(\mathbb{C}) \to BC(\mathbb{C}), \quad \|\mathcal{C} f\|_{BC} \leq \frac{2}{\sqrt{\pi}} \|f\|_{L^{(2,1)}}, \tag{2.57}
$$

and if $f \in L^1(\mathbb{C})$ we have

$$
\mathcal{C} : L^1(\mathbb{C}) \to L^{(2,\infty)}(\mathbb{C}), \quad \|\mathcal{C} f\|_{L^{(2,\infty)}} \leq \frac{2}{\sqrt{\pi}} \|f\|_{L^1}. \tag{2.58}
$$

**Proof.** The Cauchy operators are well-defined here because functions in $L^1$ and $L^{(2,1)}$ can be approximated by test functions according to lemma 2.1.7. We shall use Young’s inequality for Lorentz spaces. Note that the kernel $1/\pi z \in L^{(2,\infty)}(\mathbb{C})$ with norm $\|1/\pi z\|_{L^{(2,\infty)}(\mathbb{C})} = \frac{2}{\sqrt{\pi}}$.

The first estimate is given in [11] with proof as an exercise. Using Hölder’s inequality and $\|k \ast f\|_{\infty} \leq \int_0^\infty f^*(t)k^*(t)dt \leq \int_0^\infty f^{**}(t)k^{**}(t)dt$ proven in corollary 1.8 of [11] we get it easily:

$$
\|k \ast f\|_{L^{\infty}(\mathbb{C})} \leq \int_0^\infty k^{**}(t)f^{**}(t)dt = \int_0^\infty t^{1/2}k^{**}(t) \cdot t^{-1/2}f^{**}(t)dt \\
\leq \int_0^\infty t^{1/2}f^{**}(t) \frac{dt}{t} \sup_{t>0} t^{1/2}k^{**}(t) = \|f\|_{L^{(2,1)}(\Omega)} \|k\|_{L^{(2,\infty)}(\mathbb{C})}. \tag{2.59}
$$

Test functions map to continuous functions by according to Vekua, I.6.2 [47]. They are dense in $L^{(2,1)}(\Omega)$ because of theorem 2.3.4. Hence the estimate implies continuity.

The second estimate follows from Young’s inequality and real interpolation. For $p = 1$, $\infty$ we have $\|k \ast f\|_p \leq \|k\|_p \|f\|_1$. By the properties of real interpolation between $L^p$-spaces, for example 7.26 in [11] they write $L^{p,q}$ for our space $L^{(p,q)}$.

$$
\|u\|_{L^{(2,\infty)}} = \|u\|_{(L^1, L^{\infty})_{\frac{1}{2}}}, \tag{2.60}
$$
which implies the claim. \(\square\)

Remark 2.5.3. The continuity of \(\mathcal{C}\phi, \phi\) a test function, can be seen in another way. \(\mathcal{C}\) maps \(L^{(2,1)}\) locally into the space \(W^{1,(2,1)}\) of \(\text{[2.3.4]}\). This space can be embedded into \(BC\).

We need to take care of boundary terms when considering the left inverses of \(\partial, \overline{\partial}\). The next lemma will be used for that.

**Lemma 2.5.4.** Let \(\Omega\) be a bounded Lipschitz domain and \(g \in L^1(\partial \Omega)\). Then

\[
\left\| \frac{1}{2\pi} \int_{\partial \Omega} \frac{g(z')}{z - z'} \eta(z')d\sigma(z') \right\|_{L^{(2,\infty)}(\mathbb{C})} \leq \pi^{-\frac{1}{2}} \|g\|_{L^1(\partial \Omega)} \tag{2.61}
\]

**Remark 2.5.5.** We write \(\nu(z)\) for the normal vector at \(z\) pointing outwards the region of integration in \(\mathcal{C}\). The complex one is \(\eta(z) = \nu_1(z) + i\nu_2(z)\).

**Proof.** By Minkowski’s integral inequality we see that

\[
\left\| \frac{1}{2\pi} \int_{\partial \Omega} g(z') h(z - z') \eta(z')d\sigma(z') \right\|_{L^p(\mathbb{C})} \leq \frac{1}{2\pi} \|g\|_{L^1(\partial \Omega)} \|h\|_{L^p(\mathbb{C})} \tag{2.62}
\]

for \(1 \leq p \leq \infty\). By the properties of real interpolation between \(L^p\)-spaces, 7.26 in \([1]\), we have

\[
\|u\|_{L^{(2,\infty)}} = \|u\|_{(L^1,L^{\frac{1}{2},\infty})}. \tag{2.63}
\]

Note that \(z \mapsto \frac{1}{\pi z}\) is in \(L^{(2,\infty)}(\mathbb{C})\) with norm \(\|\frac{1}{\pi z}\|_{L^{(2,\infty)}(\mathbb{C})} = \frac{2}{\sqrt{\pi}}\). This implies the claim by real interpolation’s interpolation property applied to the operator \(h \mapsto \frac{1}{\pi z} \int_{\partial \Omega} g(z')h(z - z')\eta(z')d\sigma(z')\). \(\square\)

**Lemma 2.5.6.** Let \(\Omega\) be a bounded Lipschitz domain in \(\mathbb{C}\). The mapping \(\partial \mathcal{C}\) is the identity on \(\mathcal{E}'(\mathbb{C})\) and \(\partial \mathcal{C} : L^{(p,q)}(\mathbb{C}) \to L^{(p,q)}(\mathbb{C})\) for \(1 < p < \infty, 1 \leq q \leq \infty\). Let \(f \in W^{1,1}(\Omega)\). Then all the terms of the following expression are in \(L^{(2,\infty)}(\mathbb{C})\) and

\[
\mathcal{C} \chi_{\Omega} \overline{\mathcal{C}} f(z) = \chi_{\Omega} f(z) + \frac{1}{2\pi} \int_{\partial \Omega} \eta(z') \text{Tr} f(z') \frac{d\sigma(z')}{z - z'} \tag{2.64}
\]

in the distribution sense. Here \(\chi_{\Omega} g\) is always extended as zero outside of \(\Omega\).

**Proof.** The first claim follows from \(\overline{\mathcal{C}} \square = \delta_0\), which can be proven by taking the Fourier transform, or like in Vekua \([17]\), chapter I, §4, equation (4.9). Note that \(\partial \mathcal{C}\) is the well known Beurling operator \(\Pi\), see for example Vekua \([17]\) chapter I, §9. That book gives the result \(\Pi : L^p \to L^p\) for \(1 < p < \infty\). Using real interpolation we get it for \(L^{(p,q)} \to L^{(p,q)}, 1 < p < \infty, 1 \leq q \leq \infty\).
We see that $C : L^1(C) \to L^{(2,\infty)}(C)$ by lemma 2.5.2. The boundary integral is also in $L^{(2,\infty)}(C)$ by lemma 2.5.4, since $\text{Tr} : W^{1,1}(\Omega) \to L^1(\partial\Omega)$. We have also $f \in W^{1,1}(\Omega) \hookrightarrow L^2(\Omega) \hookrightarrow L^{2,\infty}(\Omega)$ by Sobolev embedding, so $\chi_\Omega f \in L^{(2,\infty)}(C)$ when extended as zero.

Let $\phi \in C_0^\infty(C)$. Then

$$\langle \bar{\partial}(\chi_\Omega f), \phi \rangle = -\langle \chi_\Omega f, \partial \phi \rangle = -\int_\Omega f \bar{\partial} \phi \, dm$$

$$= -\int_{\partial\Omega} \text{Tr} f \frac{\partial}{2} \phi \, d\sigma + \int_\Omega \bar{\partial} f \phi \, dm = \langle -\frac{\eta}{2} \text{Tr} f \, d\sigma_{\partial\Omega} + \chi_\Omega \bar{\partial} f, \phi \rangle$$

(2.65)

by integrating by parts. See for example Nečas [37], theorem 3.1.2. After that, we get

$$\chi_\Omega f = \delta_0 \ast (\chi_\Omega f) = \frac{1}{\pi z} \ast (\chi_\Omega f) = \frac{1}{\pi z} \ast \bar{\partial}(\chi_\Omega f)$$

$$= \frac{1}{\pi z} \ast \left(-\frac{\eta}{2} \text{Tr} f \, d\sigma_{\partial\Omega} + \chi_\Omega \bar{\partial} f \right) = -\frac{1}{2\pi} \int_{\partial\Omega} \eta(z') \frac{\text{Tr} f(z')}{z - z'} d\sigma(z') + \mathcal{E} \chi_\Omega \bar{\partial} f,$$

(2.66)

because $\chi_\Omega f \in \mathcal{E}'(C)$. 

□
3 Using the stationary phase method

3.1 The main term

Lemma 3.1.1 (Mean-value inequality). Let $f : X \to \mathbb{C}$, $X \subset \mathbb{C}$ be convex, $f \in C^1(X)$. Then for all $x, y \in X$

$$|f(x) - f(y)| \leq \left\{ \begin{array}{ll} \left\| \frac{\sqrt{\partial_1 f^2 + \partial_2 f^2}}{L^\infty(X)} \right\|_{L^\infty(X)} |x - y| & \text{if } x \neq y \\ \sqrt{2} \left\| \frac{\sqrt{\partial f^2 + \overline{\partial f}^2}}{L^\infty(X)} \right\|_{L^\infty(X)} |x - y| & \text{if } x = y \end{array} \right. .$$

(3.1)

Proof. By theorem 7.20 in Rudin [44]

$$|f(x) - f(y)| = \left| \int_0^1 \frac{d}{dt} f(tx + (1-t)y) \, dt \right|$$

$$= \left| \int_0^1 (\text{Re} \nabla f : (x_1 - y_1, x_2 - y_2) + i \text{Im} \nabla f : (x_1 - y_1, x_2 - y_2)) \, dt \right|$$

$$\leq \int_0^1 \sqrt{|\text{Re} \nabla f|^2 + |\text{Im} \nabla f|^2} |x - y| \, dt \leq \||\nabla f|||_{L^\infty(X)} |x - y| .$$

Note that $|\text{Re} \nabla f|^2 + |\text{Im} \nabla f|^2 = |\partial_1 f|^2 + |\partial_2 f|^2 = 2 \left( |\partial f|^2 + |\overline{\partial f}|^2 \right)$, from which the claim follows.

□

Lemma 3.1.2. Let $s \geq 0$ and $\xi \in \mathbb{C}$. Then

$$\left| 1 - e^{-i(\xi^2 + \xi \overline{\xi})} \right| \leq 2^{1+s/2} |\xi|^s .$$

(3.3)

Proof. The two cases to consider are $|\xi| < \frac{1}{\sqrt{2}}$ and $|\xi| \geq \frac{1}{\sqrt{2}}$. We use lemma 3.1.1 to get the first case.

$$\sup_{|\xi| \leq 2^{-1/2}} \left| 1 - e^{-i(\xi^2 + \xi \overline{\xi})} \right|$$

$$\leq \sup_{|\xi| \leq 2^{-1/2}} \sqrt{2} \left\| \frac{\sqrt{-2i\xi e^{-i(\xi^2 + \xi \overline{\xi})}}}{L^\infty(B(2^{-1/2}))} \left| \xi \right|^{1-s} \right\|_{L^\infty(B(2^{-1/2}))}$$

$$\leq \sqrt{2} \cdot 2 \cdot \sqrt{2} \cdot 2^{-1/2} (2^{-1/2})^{1-s} \leq 2^{1+s/2} \quad (3.4)$$

The second case follows because $\xi^2 + \overline{\xi} \in \mathbb{R}$.

$$\sup_{|\xi| \geq 2^{-1/2}} \left| 1 - e^{-i(\xi^2 + \xi \overline{\xi})} \right| \leq \sup_{|\xi| \geq 2^{-1/2}} \frac{2}{|\xi|^s} = 2^{1+s/2} \quad (3.5)$$

□
From now on we denote $R = (z - z_0)^2 + (\bar{z} - \bar{z}_0)^2$, where $z_0$ is a point in $\mathbb{C}$. The stationary phase method is based on the Fourier transform of a complex Gaussian. See lemma 7.2 for details.

Lemma 3.1.3 (Stationary phase). Let $\tau > 0$ and $s \geq 0$. If $Q \in H^{s,2}(\mathbb{C})$ then

$$\left\| Q - \frac{2\tau}{\pi} \int_{\mathbb{C}} e^{i\tau R} Q(z) \, dm(z) \right\|_{L^2(\mathbb{C}, z_0)} \leq 2\tau^{-s/2} \|Q\|_{H^{s,2}(\mathbb{C})}.$$  \hspace{1cm} (3.6)

Proof. A direct calculation using the Fourier transform

$$\mathcal{F} \left( \frac{2\tau}{\pi} e^{i\tau(z^2 + \bar{z}^2)} \right)(\xi) = \frac{1}{2\pi} e^{-i\frac{\xi^2 + \bar{\xi}^2}{16\tau}} \hspace{1cm} (3.7)$$

of lemma 7.2 and lemma 3.1.2:

$$\left\| Q - \frac{2\tau}{\pi} \int_{\mathbb{C}} e^{i\tau R} Q(z) \, dm(z) \right\|_{L^2(\mathbb{C}, z_0)} = \left\| \hat{Q} - e^{-i\frac{\xi^2 + \bar{\xi}^2}{16\tau}} \hat{Q} \right\|_{L^2(\mathbb{C})} \leq 4^{-s} \tau^{-s/2} \left\| \frac{1 - e^{-i\left(\frac{\xi^2 + \bar{\xi}^2}{16\tau}\right)}}{4\sqrt{\tau}} \right\| \left\| |\xi|^s \hat{Q} \right\|_{L^2(\mathbb{C})} \leq 2^{1-3s/2} \tau^{-s/2} \|Q\|_{L^2(\mathbb{C})} \leq 2\tau^{-s/2} \|Q\|_{H^{s,2}(\mathbb{C})}.$$ \hspace{1cm} (3.8)

3.2 Handling the error term

Since the potential $q$ of our Schrödinger equation won’t be zero, our solutions will have an error term. It has to be handled separately when using stationary phase. Note that $R$ depends only on $z_0 - z$, but the integral involving the error will not be a convolution operator. That’s because the error term $r$ will depend on $z_0$ too. Nevertheless, we may prove an $L^\infty$ estimate for this operator, and ignore whether $r$ or $Q$ would depend on $z_0$.

If $Q, r \in W^{1,p}$ with $p > 2$, we could get the estimate

$$\left\| \int_{\Omega} \frac{2\tau}{\pi} e^{i\tau R} Q r(z) \, dm(z) \right\|_2 \leq C_\Omega \|Q\|_{1,p} \sup_{z_0} \|r\|_{1,p} \hspace{1cm} (3.9)$$

for example as in [8], which follows ideas of Bukhgeim [3]. We could try to follow that reasoning in our case of $Q \in H^{1,(2,1)}$ and $r \in H^{1,(2,\infty)}$. It would
\[
\int 2\tau ie^{i\tau R} Q_r dm = \int \frac{\partial e^{i\tau R}}{z_0 - z} Q_r dm = \pi \chi_{\Omega} e^{i\tau R} Q_r \\
+ \frac{1}{2} \int_{\partial \Omega} \eta(z') e^{i\tau R(z' - z_0)} Q_r(z') d\sigma(z') - \int \frac{e^{i\tau R}}{z_0 - z} \partial(Q_r) dm
\] (3.10)

where we have used lemma 2.5.6. It is true even when \( r \) depends on \( z_0 \). But then we would have to estimate \( r(z_0) \) in the first term. This is no problem when \( r \in L^\infty \), which we will have. However, for reasons related to the limitations of the interpolation result of theorem 2.2.12, we may only use the \( H^s, (2, \infty) \)-norm of \( r \). This space does not embed into \( L^\infty \). Hence, if we want to follow this path, we should analyze what happens in theorem 4.1.1 and corollary 4.1.5 as the outer variable approaches \( z_0 \). In any case, that’s not needed here. The final rate \( \tau^{1-s/3} \) given by the next approach is as good as \( \tau^{1-s} \), because we are more interested in the case \( s \to 0 \).

**Theorem 3.2.1.** Let \( \Omega \subset \mathbb{C} \) be a bounded Lipschitz domain, \( \tau > 0 \), \( 0 < s < 1 \) and \( z_0 \in \mathbb{C} \). If \( Q \in H^s, (2,1) (\Omega) \) and \( r \in H^s, (2, \infty) (\Omega) \), then

\[
\left| \int \frac{2\tau}{\pi} e^{i\tau R} Q_r(z) dm(z) \right| \leq C_\Omega \tau^{1-s/3} \|Q\|_{s,(2,1)} \|r\|_{s,(2,\infty)}.
\] (3.11)

**Proof.** The claim follows by using complex interpolation on the multilinear mapping

\[
T : (Q, r) \mapsto \int \frac{2\tau}{\pi} e^{i\tau R} Q_r(z) dm(z), \quad T : H^s, (2,1) (\Omega) \times H^s, (2, \infty) (\Omega) \to \mathbb{C}.
\] (3.12)

Consider the case corresponding to \( s = 0 \) first. By Hölder’s inequality for Lorentz spaces, theorem 3.5 in [41], we get directly

\[
\left| \int \frac{2\tau}{\pi} e^{i\tau R} Q_r(z) dm(z) \right| \leq \frac{2\tau}{\pi} \|Q_r\|_1 \leq C_\Omega \tau \|Q\|_{(2,1)} \|r\|_{(2,\infty)}.
\] (3.13)

Take \( h \in C_0^\infty (\Omega) \) as given by lemma 7.10 to prove the other limiting case. We split the integral like this

\[
\int \frac{2\tau}{\pi} e^{i\tau R} Q_r(z) dm(z) \\
= \int \frac{2\tau}{\pi} e^{i\tau R(\zeta - \zeta_0)} h Q_r(z) dm(z) + \int \frac{2\tau}{\pi} e^{i\tau R(1 - (\zeta - \zeta_0)h) Q_r(z) dm(z)} \\
= \frac{1}{i\pi} \int \partial e^{i\tau R} h Q_r(z) dm(z) + \int \frac{2\tau}{\pi} e^{i\tau R(1 - (\zeta - \zeta_0)h) Q_r(z) dm(z)}.
\] (3.14)
Estimate the second term first. The generalized Hölder’s inequality implies

$$\left| \int_{\Omega} \frac{2\tau}{\pi} e^{i\tau R}(1 - (\overline{z} - \overline{x_0})h)Qr(z)\, dm(z) \right| \leq C_{\Omega, r} \|(1 - (\overline{z} - \overline{x_0})h)Qr\|_{1}$$

$$\leq C_{\Omega, r} \|1 - (\overline{z} - \overline{x_0})h\|_{(2,1)} \|Qr\|_{(2,\infty)}$$

$$\leq C_{\Omega, r} \|1 - (\overline{z} - \overline{x_0})h\|_{(2,1)} \|Q\|_{(2,\infty)} \|r\|_{(2,\infty)}$$

$$\leq C_{\Omega, r} \|1 - (\overline{z} - \overline{x_0})h\|_{(2,1)} \|Q\|_{1,(2,1)} \|r\|_{1,(2,\infty)}$$  \hspace{1cm} (3.15)

by the embedding $H^{1,(2,1)}(\Omega) \hookrightarrow W^{1,(2,1)}(\Omega) \hookrightarrow L^\infty(\Omega)$ of theorems 2.3.4 and 2.3.2. Integrate the first term by parts. Then

$$\int_{\Omega} \overline{\partial} e^{i\tau R} hQr(z)\, dm(z) = \int_{\Omega} e^{i\tau R} \overline{\partial}(hQr)(z)\, dm(z)$$

$$\leq \|\overline{\partial}h\|_{(2,1)} \|Qr\|_{(2,\infty)} + \|h\|_{\infty} \left( \|\overline{\partial}Q\|_{(2,1)} \|r\|_{(2,\infty)} + \|Q\|_{(2,1)} \|\overline{\partial}r\|_{(2,\infty)} \right)$$

$$\leq \|\overline{\partial}h\|_{(2,1)} \|Q\|_{\infty} \|r\|_{(2,\infty)} + 2 \|h\|_{\infty} \|Q\|_{1,(2,1)} \|r\|_{1,(2,\infty)}$$

$$\leq C_{\Omega} \left( \|\overline{\partial}h\|_{(2,1)} + \|h\|_{\infty} \right) \|Q\|_{1,(2,1)} \|r\|_{1,(2,\infty)}$$  \hspace{1cm} (3.16)

because of $H^{1,(2,1)}(\Omega) \hookrightarrow W^{1,(2,1)}(\Omega) \hookrightarrow L^\infty(\Omega)$. Corollary 7.10 gives

$$\tau \|1 - (\overline{z} - \overline{x_0})h(z)\|_{L^{(2,1)}(\Omega)} + \|h\|_{L^\infty(\Omega)} + \|\overline{\partial}h\|_{L^{(2,1)}(\Omega)} \leq C_{\Omega, \tau}^{2/3}.$$  \hspace{1cm} (3.17)

The claim follows by interpolation as $H^{s,(p,q)}(\Omega) \hookrightarrow (L^{(p,q)}(\Omega), H^{1,(p,q)}(\Omega))_{[s]}$. This can be seen as follows: Let $f \in H^{s,(p,q)}(\Omega)$ and take $g \in H^{s,(p,q)}(\mathbb{C})$ such that $g|_{\Omega} = f$ and $\|g\|_{H^{s,(p,q)}(\mathbb{C})} \leq 2 \|f\|_{H^{s,(p,q)}(\Omega)}$. Now

$$\|f\|_{(L^{(p,q)}(\Omega), H^{1,(p,q)}(\Omega))_{[s]}} = \|g\|_{(L^{(p,q)}(\Omega), H^{1,(p,q)}(\Omega))_{[s]}}$$

$$\leq \|g\|_{(L^{(p,q)}(\mathbb{C}), H^{1,(p,q)}(\mathbb{C}))_{[s]}} = \|g\|_{H^{s,(p,q)}(\mathbb{C})} \leq 2 \|f\|_{H^{s,(p,q)}(\Omega)}.$$  \hspace{1cm} (3.18)

The fact that $(\mathbb{C}, \mathbb{C})_{[s]} = \mathbb{C}$ is the last small missing piece of the proof. \hfill $\Box$
4 Bukhgeim type solutions

4.1 A Carleman estimate

Remember that we write $R = (z - z_0)^2 + (\overline{z} - \overline{z_0})^2$. The next theorem is the heart of this whole thesis. The primary goal is to have the right-hand side vanish as fast as possible as $\tau$ grows. This requirement makes us study the function spaces $H^{s,(p,q)}$, which were the basis of chapter $2.2$. The rest is quite straightforward after the next theorem. Continue by proving estimates for $\mathcal{C}(e^{-i\tau R}\chi_{\Omega}\mathcal{C}(e^{i\tau R}\chi_{\Omega}f))$, use them to find solutions to $(\Delta + q)e^{i\tau(z-z_0)^2}f = 0$ and use stationary phase to estimate $\|q_1 - q_2\|$ using the boundary data.

Only technical details prevent this from being trivial.

**Theorem 4.1.1** (The main Carleman estimate). Let $\Omega \subset \mathbb{C}$ bounded and Lipschitz, $z_0 \in \mathbb{C}$ and $\tau > 1$. If $a \in BC(\overline{\Omega})$ and $\overline{\partial}a \in L^{(2,1)}(\Omega)$ then $\mathcal{C}(e^{-i\tau R}\chi_{\Omega}a) \in L^{(2,\infty)}(\mathbb{C}) \cap BC(\mathbb{C})$ and we have the norm estimates

$$
\|\mathcal{C}(e^{-i\tau R}\chi_{\Omega}a)\|_{L^{(2,\infty)}(\mathbb{C})} \leq C_\Omega \tau^{-1}(1 + \ln \tau) \left( \|\overline{\partial}a\|_{L^{(2,1)}(\Omega)} + \|a\|_{BC(\overline{\Omega})} \right),
$$

$$
\|\mathcal{C}(e^{-i\tau R}\chi_{\Omega}a)\|_{BC(\mathbb{C})} \leq C_\Omega \tau^{-1/3} \left( \|\overline{\partial}a\|_{L^{(2,1)}(\Omega)} + \|a\|_{BC(\overline{\Omega})} \right). \quad (4.1)
$$

**Proof.** The mapping properties of $\mathcal{C}(e^{i\tau R}\chi_{\Omega})$ follow from the corresponding mapping properties of each term, all given by the same lemmas that imply the norm estimates used here.

Let $h \in W^{1,1}(\Omega)$. Now

$$
\mathcal{C}(e^{i\tau R}\chi_{\Omega}a) = \mathcal{C}(e^{i\tau R}(1 - (\overline{z} - \overline{z_0})h)\chi_{\Omega}a) + \mathcal{C}(e^{i\tau R}(\overline{z} - \overline{z_0})h\chi_{\Omega}a)
$$

$$
= \mathcal{C}(e^{i\tau R}(1 - (\overline{z} - \overline{z_0})h)\chi_{\Omega}a) + \frac{1}{2i\tau} \mathcal{C}(\overline{\partial}(e^{i\tau R}h\chi_{\Omega}a)) \quad (4.2)
$$

We get

$$
\mathcal{C}(\chi_{\Omega}\overline{\partial}(e^{i\tau R}ha) = \chi_{\Omega}e^{i\tau R}h(z)a
$$

$$
+ \frac{1}{2\pi} \int_{\partial\Omega} \overline{\eta}(z') \frac{e^{i\tau R} Tr h(z')a(z')}{z - z'} d\sigma(z')
$$

$$
- \mathcal{C}(\chi_{\Omega}e^{i\tau R}\overline{\partial}ha) - \mathcal{C}(\chi_{\Omega}e^{i\tau R}h\overline{\partial}a) \quad (4.3)
$$

by lemma $2.5.6$ because $e^{i\tau R}ha \in W^{1,1}(\Omega)$. 
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Take \( h \) as in lemma 7.4 to prove the first estimate. By lemma 2.5.2
\[
\| \mathcal{C}(e^{i\tau R}(1 - (\overline{\tau - z_0})h)\chi_{\Omega}a) \|_{L^{(2,\infty)}(\mathbb{C})} \\
\leq \frac{2}{\sqrt{\pi}} \| (1 - (\overline{\tau - z_0})h) a \|_{L^1(\Omega)} \\
\leq \frac{2}{\sqrt{\pi}} \| 1 - (\overline{\tau - z_0})h \|_{L^1(\Omega)} \| a \|_{L^{\infty}(\Omega)}. \tag{4.4}
\]
Next
\[
\| \chi_{\Omega} e^{i\tau R}h(z)a \|_{L^{(2,\infty)}(\mathbb{C})} \leq \| h \|_{L^{(2,\infty)}(\Omega)} \| a \|_{L^{\infty}(\Omega)}, \tag{4.5}
\]
and by lemma 2.5.4
\[
\left\| \frac{1}{2\pi} \int_{\partial \Omega} \eta(z') e^{i\tau R} \mathrm{Tr} h(z')a(z') \frac{d\sigma(z')}{z - z'} \right\|_{L^{(2,\infty)}(\mathbb{C})} \leq \pi^{-\frac{3}{2}} \| \mathrm{Tr} h a \|_{L^1(\partial \Omega)} \\
\leq \pi^{-\frac{3}{2}} \| h \|_{L^1(\Omega)} \| a \|_{L^{\infty}(\Omega)} \leq \pi^{-\frac{3}{2}} T_{\Omega} \| h \|_{W^{1,1}(\Omega)} \| a \|_{BC(\mathbb{C})}, \tag{4.6}
\]
where \( T_{\Omega} < \infty \) is the norm of the trace mapping \( \mathrm{Tr} : W^{1,1}(\Omega) \rightarrow L^1(\partial \Omega) \). Again, by lemma 2.5.2 we get
\[
\left\| \mathcal{C}(\chi_{\Omega} e^{i\tau R}h\overline{a}) \right\|_{L^{(2,\infty)}(\mathbb{C})} \leq \frac{2}{\sqrt{\pi}} \| \overline{\partial} h \|_{L^1(\Omega)} \| a \|_{L^{\infty}(\Omega)}, \tag{4.7}
\]
and according to [11] we have we have \( \| ab \|_1 \leq \| a \|_{(2,\infty)} \| b \|_{(2,1)} \). Hence
\[
\left\| \mathcal{C}(\chi_{\Omega} e^{i\tau R}h\overline{a}) \right\|_{L^{(2,\infty)}(\mathbb{C})} \leq \frac{2}{\sqrt{\pi}} \| h \|_{L^{(2,\infty)}(\Omega)} \| \overline{\partial} a \|_{L^{(2,1)}(\Omega)}. \tag{4.8}
\]
Combining everything, using the Sobolev embedding \( W^{1,1} \hookrightarrow L^2 \hookrightarrow L^{(2,\infty)} \) and the inequality
\[
\tau \| 1 - (\overline{z - z_0})h \|_{L^1(\Omega)} + \| h \|_{W^{1,1}(\Omega)} \leq C_{\Omega}(1 + \ln \tau) \tag{4.9}
\]
of lemma 7.4 gives the first estimate.

For the second one, let \( h \in C_0^{\infty}(\Omega) \) be as in corollary 7.10. Then \( \chi_{\Omega} h = h \). Continue from (4.2) and (4.3). The boundary term vanishes,
\[
\left\| \mathcal{C}(e^{i\tau R}(1 - (\overline{\tau - z_0})h)\chi_{\Omega}a) \right\|_{BC(\mathbb{C})} \\
\leq \frac{2}{\sqrt{\pi}} \| (1 - (\overline{\tau - z_0})h) a \|_{L^{(2,1)}(\Omega)} \\
\leq \frac{2}{\sqrt{\pi}} \| 1 - (\overline{\tau - z_0})h \|_{L^{(2,1)}(\Omega)} \| a \|_{L^{\infty}(\Omega)}, \tag{4.10}
\]

Then we have the following Carleman estimates:

\[ \| \chi_\Omega e^{i\tau R} h(z) a \|_{BC(\mathbb{C})} \leq \| h \|_{BC(\Omega)} \| a \|_{BC(\Omega)}, \quad (4.11) \]

\[ \| \mathcal{C}(e^{i\tau R} \partial h a) \|_{BC(\mathbb{C})} \leq \frac{2}{\sqrt{\pi}} \| \mathcal{T} h \|_{L^{(2,1)}(\Omega)} \| a \|_{BC(\mathbb{C})}, \quad (4.12) \]

and

\[ \| \mathcal{C}(e^{i\tau R} h \partial a) \|_{BC(\mathbb{C})} \leq \frac{2}{\sqrt{\pi}} \| h \|_{L^{\infty}(\Omega)} \| \mathcal{T} a \|_{L^{(2,1)}(\Omega)}., \quad (4.13) \]

The estimate

\[ \tau \| 1 - (\bar{z} - \bar{z}_0) h(z) \|_{L^{(2,1)}(\Omega)} + \| h \|_{L^{\infty}(\Omega)} + \| \mathcal{T} h \|_{L^{(2,1)}(\Omega)} \leq C_{\Omega} \tau^{2/3} \quad (4.14) \]

de of corollary 7.10 gives the rest. \qed

Remark 4.1.2. Dependency and measurability on \( z_0 \) will be taken care of later. It will turn out that the operator is continuous with respect to it. Actually, we would like to have the dependence in \( L^2(\mathbb{C}) \) or \( L^{(2,\infty)}(\mathbb{C}) \) for non-compactly supported potentials.

Remark 4.1.3. It seems possible to get the map \( W^{1,p} \to L^p \) with exponent \( \frac{1}{2} + \frac{1}{p} \) (no logarithm) when \( p > 2 \). But it would require Bloch spaces, \( BMO \) in a domain and a related interpolation identity. See section 6.2.

Remark 4.1.4. This is a Carleman estimate for \( \mathcal{J} \). Write \( r = e^{i\tau R} \mathcal{C}(e^{-i\tau R} a) \) and consider all the derivatives in \( \mathcal{L}′(\Omega) \), where \( \chi_\Omega \equiv 1 \). Now

\[ a = e^{i\tau R} \partial e^{-i\tau R} r = e^{i\tau (\bar{z} - \bar{z}_0)} \partial e^{-i\tau (\bar{z} - \bar{z}_0)} r. \quad (4.15) \]

Hence we have the following Carleman estimates:

\[ \| r \|_{(2,\infty)} \leq C_{\Omega} \tau^{-1} (1 + \ln \tau) \| e^{i\tau (\bar{z} - \bar{z}_0)} \partial e^{-i\tau (\bar{z} - \bar{z}_0)} r \|_{1,(2,1)}, \quad (4.16) \]

Corollary 4.1.5. Let \( \Omega \) be a bounded Lipschitz domain, \( z_0 \in \mathbb{C} \) and \( \tau > 1 \).

Let \( q \in L^{(2,1)}(\Omega) \) or \( q \in W^{1,(2,1)}(\Omega) \). Write \( S f = \mathcal{C}(e^{-i\tau R} \chi_\Omega \mathcal{C}(e^{i\tau R} \chi_\Omega q f)) \). Then

\[ \| S f \|_{L^{(2,\infty)}(\mathbb{C})} \leq C_{\Omega} \tau^{-1} (1 + \ln \tau) \| q \|_{L^{(2,1)}(\Omega)} \| f \|_{L^{\infty}(\Omega)}, \]

\[ \| S f \|_{H^{1,(2,\infty)}(\mathbb{C})} \leq C_{\Omega} \tau^{-1} (1 + \ln \tau) \| q \|_{W^{1,(2,1)}(\Omega)} \| f \|_{W^{1,(2,1)}(\Omega)}, \quad (4.17) \]

\[ \| S f \|_{BC(\mathbb{C})} \leq C_{\Omega} \tau^{-1/3} \| q \|_{L^{(2,1)}(\Omega)} \| f \|_{L^{\infty}(\Omega)}, \]

\[ \| S f \|_{H^{1,(2,1)}(\Omega)} \leq C_{\Omega} \tau^{-1/3} \| q \|_{W^{1,(2,1)}(\Omega)} \| f \|_{W^{1,(2,1)}(\Omega)}, \]

with corresponding mapping properties.
Proof. The mapping properties follow from those of theorem 4.1.1 and lemma 2.3.2. We will need the facts that $\partial C, \overline{\partial C} : L^{(p,q)}(\mathbb{C}) \rightarrow L^{(p,q)}(\mathbb{C})$ and that $\partial C, \overline{\partial C}$ are the identity in $\mathcal{E}'(\mathbb{C})$. These are given by lemma 2.3.6. We can then proceed. If there’s no domain in the index of the norm, then that norm is taken in $\Omega$. Else it is taken where denoted. Now

$$
\| \mathcal{C}(e^{-i\tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{i\tau R} \chi_{\Omega} qf)) \|_{L^{(2,\infty)}(\mathbb{C})} \\
\leq C_{\Omega} \tau^{-1}(1 + \ln \tau)(\| \overline{\partial C}(e^{i\tau R} \chi_{\Omega} qf) \|_{(2,1)} + \| \overline{\partial C}(e^{i\tau R} \chi_{\Omega} qf) \|_{BC(\mathbb{C})})
$$

and using the second estimate of theorem 4.1.1 instead of the first one, we get

$$
\| \mathcal{C}(e^{-i\tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{i\tau R} \chi_{\Omega} qf)) \|_{BC(\mathbb{C})} \leq C_{\Omega} \tau^{-1/3} \| q \|_{(2,1)} \| f \|_{\infty}, \quad (4.18)
$$

Consider the cases where there’s a derivative on the left hand side. We will need the identity $W^{1,(2,\infty)}(\mathbb{C}) = H^{1,(2,\infty)}(\mathbb{C})$ of theorem 2.4.2 and the continuous embedding $L^{(2,\infty)}(\Omega) \hookrightarrow L^1(\Omega)$. It is true because $m(\Omega) < \infty$. Then

$$
\| \mathcal{C}(e^{-i\tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{i\tau R} \chi_{\Omega} qf)) \|_{W^{1,(2,\infty)}(\mathbb{C})} \leq C_{\Omega}(\| \overline{\partial C}(e^{i\tau R} \chi_{\Omega} qf) \|_{1} + \| \overline{\partial C}(e^{i\tau R} \chi_{\Omega} qf) \|_{L^{(2,\infty)}(\mathbb{C})} + \| e^{-i\tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{i\tau R} \chi_{\Omega} qf) \|_{L^{(2,\infty)}(\mathbb{C})})
$$

and using the second estimate of theorem 4.1.1 instead of the first one, we get

$$
\| \mathcal{C}(e^{-i\tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{i\tau R} \chi_{\Omega} qf)) \|_{BC(\mathbb{C})} \leq C_{\Omega} \tau^{-1/3} \| q \|_{(2,1)} \| f \|_{1,(2,1)}. \quad (4.19)
$$

The last estimate requires a technical trick since we haven’t shown that $H^{1,(2,1)}(\Omega) = W^{1,(2,1)}(\Omega)$. Let $\phi \in C_0(\mathbb{C})$ be constant 1 on $B(0, R) \supset \Omega$. Note that $BC(X) \hookrightarrow L^{(2,1)}(X)$ whenever $m(X) < \infty$, so

$$
\| \mathcal{C}(e^{-i\tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{i\tau R} \chi_{\Omega} qf)) \|_{1,(2,1)} \leq \| \phi \mathcal{C}(e^{-i\tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{i\tau R} \chi_{\Omega} qf)) \|_{H^{1,(2,1)}(\mathbb{C})}
$$

$$
\leq C \| \phi \mathcal{C}(e^{-i\tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{i\tau R} \chi_{\Omega} qf)) \|_{W^{1,(2,1)}(\mathbb{C})}
$$

$$
\leq C_{\Omega, \phi}(\| \mathcal{C}(e^{-i\tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{i\tau R} \chi_{\Omega} qf)) \|_{BC(\text{supp} \phi)} + \| \partial \mathcal{C}(e^{-i\tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{i\tau R} \chi_{\Omega} qf)) \|_{L^{(2,1)}(\mathbb{C})} + \| e^{-i\tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{i\tau R} \chi_{\Omega} qf) \|_{L^{(2,1)}(\mathbb{C})})
$$

and using the second estimate of theorem 4.1.1 instead of the first one, we get

$$
\| \mathcal{C}(e^{-i\tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{i\tau R} \chi_{\Omega} qf)) \|_{1,(2,1)} \leq C_{\Omega, \phi} \| \mathcal{C}(e^{i\tau R} \chi_{\Omega} qf) \|_{1,(2,1)} \leq C_{\Omega, \phi} \| \mathcal{C}(e^{i\tau R} \chi_{\Omega} qf) \|_{BC(\mathbb{C})}
$$

by theorems 4.1.1 and 2.3.4. The cut-off function $\phi$ may be chosen based only on $\Omega$, so $C_{\Omega, \phi}$ depends only on the domain. \qed
Corollary 4.1.10. Let $\Omega \subset \mathbb{C}$ be a bounded Lipschitz domain, $\tau > 0$, $z_0 \in \mathbb{C}$ and $0 < s < 1$. Let $q \in H^{s,(2,1)}(\Omega)$. Then

\[
\|\mathcal{C}(e^{-i\tau R} \chi_\Omega (e^{i\tau R} qf))\|_{H^{s,(2,1)}(\Omega)} \leq C_\Omega \tau^{-1}(1 + \ln \tau) \|q\|_{H^{s,(2,1)}(\Omega)} \|f\|_{M^s(\Omega)}
\]

with similar mapping properties. The map $z_0 \mapsto \mathcal{C}(e^{-i\tau R} \chi_\Omega (e^{i\tau R} qf_{z_0}))$ is in

\[
BC(\overline{\Omega}, W^{1,2}(\Omega) \cap H^{s,(2,1)}(\Omega) \cap M^s(\Omega))
\]

for each $f : (z, z_0) \mapsto f_{z_0}(z)$ bounded and continuous $\overline{\Omega} \times \overline{\Omega} \to \mathbb{C}$.

Proof. All the norms with $W$ on the right-hand side of corollary [4.1.5] can be estimated above by norms with $H$. This follows from theorem [2.4.2]. The second estimate follows directly from the definition of $M^s(\Omega)$, corollary [4.1.5] the inclusion $H^{s,(2,1)}(\Omega) \hookrightarrow (L^{1,2}(\Omega), H^{1,(2,1)}(\Omega))_{[s]}$ and the multilinear interpolation property of complex interpolation.
The first one requires a bit more careful considerations because we haven’t shown that \((L^{2,\infty}(\Omega), H^{1,2,\infty}(\Omega))\) \(\hookrightarrow H^{s,2,\infty}(\Omega)\). Interpolation tells us that the operator maps \(M^s(\Omega) \to (L^{2,\infty}(\mathbb{C}), H^{1,2,\infty}(\mathbb{C}))\) \(\hookrightarrow H^{s,2,\infty}(\mathbb{C})\). This is because of theorem 2.4.2. Now
\[
\|g\|_{H^{s,2,\infty}(\Omega)} = \inf_{G \in H^{s,2,\infty}(\mathbb{C})} \|G\|_{H^{s,2,\infty}(\mathbb{C})} \leq \|g\|_{H^{s,2,\infty}(\mathbb{C})}
\] (4.26)
for any \(g \in H^{s,2,\infty}(\mathbb{C})\). The estimate follows.

It’s left to prove pointwise continuity \(\overline{\Omega} \to H^{1,2,1}(\Omega)\). This is because of the chains of bounded mappings
\[
\begin{align*}
H^{1,2,1}(\Omega) &\hookrightarrow W^{1,2,1}(\Omega) \hookrightarrow W^{1,2}(\Omega) \\
H^{1,2,1}(\Omega) &\hookrightarrow BC(\overline{\Omega}) \cap H^{1,2,1}(\Omega) \hookrightarrow M^s(\Omega), \\
H^{1,2,1}(\Omega) &\hookrightarrow H^{s,2,\infty}(\mathbb{C}) \hookrightarrow H^{s,2,\infty}(\mathbb{C}),
\end{align*}
\] (4.27)
which follow from \(L^{2,1}(\mathbb{C}) \hookrightarrow L^{2,\infty}(\mathbb{C})\) and \(H^{1,2,1}(\mathbb{C}) \hookrightarrow H^{s,2,\infty}(\mathbb{C})\).

Let \(z_0, z_1 \in \overline{\Omega}\) and write \(f_j = f_{z_j}\) and \(R_j = (z - z_j)^2 + (\overline{z} - \overline{z_j})^2\), where \(z\) is the variable being operated on. Then, proceed as in the proof of corollary 4.1.5. Take \(\phi \in C_0^\infty(\mathbb{C})\) such that \(\phi \equiv 1\) on \(B(0, R) \supset \Omega\). Then
\[
\begin{align*}
\|\mathcal{C}(e^{-irR_0} \chi_\Omega \overline{\mathcal{C}}(e^{irR_0} \chi_\Omega qf_0)) - \mathcal{C}(e^{-irR_1} \chi_\Omega \overline{\mathcal{C}}(e^{irR_1} \chi_\Omega qf_1))\|_{H^{1,2,1}(\Omega)} \\
\leq \|\phi \mathcal{C}(e^{-irR_0} \chi_\Omega \overline{\mathcal{C}}(e^{irR_0} \chi_\Omega qf_0)) - \phi \mathcal{C}(e^{-irR_1} \chi_\Omega \overline{\mathcal{C}}(e^{irR_1} \chi_\Omega qf_1))\|_{H^{1,2,1}(\mathbb{C})} \\
\leq \|\phi \mathcal{C}(e^{-irR_0} \chi_\Omega \overline{\mathcal{C}}(e^{-irR_0} \chi_\Omega qf_0) - \mathcal{C}(e^{-irR_0} \chi_\Omega qf_0))\|_{H^{1,2,1}(\mathbb{C})} \\
+ \|\phi \mathcal{C}(e^{-irR_0} \chi_\Omega \overline{\mathcal{C}}(e^{irR_1} \chi_\Omega qf_1))\|_{H^{1,2,1}(\mathbb{C})}.
\end{align*}
\] (4.28)
Next note that \(\phi \mathcal{C} \chi_\Omega, \phi \overline{\mathcal{C}} \chi_\Omega : L^{\infty}(\Omega) \to W^{1,2,1}(\mathbb{C})\) by the boundedness of \(\Omega\) and lemmas 2.5.2 and 2.5.6. The first term in (4.28) can be estimates as
\[
\cdots \leq C_{\Omega, \phi} \|\mathcal{C}(e^{irR_0} f_0 - e^{irR_1} f_1)\|_{L^{\infty}(\Omega)} \\
\leq C_{\Omega, \phi} \|e^{irR_0} f_0 - e^{irR_1} f_1\|_{L^{\infty}(\Omega)} \|q\|_{L^{2,1}(\Omega)} \to 0
\] (4.29)
as \(z_0 \to z_1\) by the uniform continuity of \(e^{irR} f\) in \(\overline{\Omega} \times \overline{\Omega}\). The second term is handled quite similarly. We continue from (4.28)
\[
\cdots \leq C_{\Omega, \phi} \|e^{-irR_0} \chi_\Omega \overline{\mathcal{C}}(e^{irR_1} \chi_\Omega qf_1)\|_{L^{\infty}(\Omega)} \\
\leq C_{\Omega, \phi} \|e^{-irR_0} \chi_\Omega - e^{-irR_1} \chi_\Omega\|_{L^{\infty}(\Omega)} \|\mathcal{C}(e^{irR_1} \chi_\Omega qf_1)\|_{L^{\infty}(\Omega)} \\
\leq C_{\Omega, \phi} \|e^{-irR_0} \chi_\Omega - e^{-irR_1} \chi_\Omega\|_{L^{\infty}(\Omega)} \|q\|_{L^{2,1}(\Omega)} \|f_1\|_{L^{\infty}(\Omega)} \to 0
\] (4.30)
as \(z_0 \to z_1\) because \(\overline{\Omega}\) is compact and \(e^{-irR}\) is continuous. □
Remark 4.1.11. The equality \((L^{2,\infty}(\Omega), H^{1,2,\infty}(\Omega))\) would follow from the existence of a strong extension operator \(E\) mapping both \(E : L^{2,\infty}(\Omega) \to L^{2,\infty}(\mathbb{C})\) and \(E : H^{1,2,\infty}(\Omega) \to H^{1,2,\infty}(\mathbb{C})\).

Remark 4.1.12. As in an earlier remark, we get the usual form of the Carleman estimates by writing \(r = \mathcal{C}(e^{-itr}\overline{\chi}(e^{itr}\chi qf))\):

\[
\begin{align*}
\|r\|_{s,2,\infty} & \leq C_\Omega \tau^{-1} (1 + \ln \tau) \|e^{-itr(z-z_0)^2} \Delta e^{itr(z-z_0)^2} r\|_{s,(2,1)} \\
\|r\|_{M^s} & \leq C_\Omega \tau^{-1/3} \|e^{-itr(z-z_0)^2} \Delta e^{itr(z-z_0)^2} r\|_{s,(2,1)}
\end{align*}
\]

(4.31)

4.2 Bukhgeim’s oscillating solutions

We can now show that \((\Delta + q)u = 0\) has Bukhgeim’s oscillating solutions \(u = e^{itr(z-z_0)^2} f\), with \(f < 1\) small enough. See [3] for the original article. Smallness cannot be proven at the same time as existence. Instead, we fetch \(f\) from \(M^s\) and show that its norm is small in \(H^{s,2,\infty}\). It is basically a boot-strapping argument.

Theorem 4.2.1. Let \(\Omega \subset \mathbb{C}\) be a bounded Lipschitz domain, \(0 < s < 1\), \(q \in H^{s,2,1}(\Omega)\) and \(\tau > \max\{1, (C_\Omega \|q\|_{s,2,1})^3\}\). Then, for each \(z_0 \in \Omega\), there is a unique \(f_{z_0} \in M^s(\Omega)\) such that

\[
f_{z_0} = 1 - \frac{1}{4}\mathcal{C}(e^{-itr}\overline{\chi}(e^{itr}\chi qf_{z_0})).
\]

(4.32)

The map \(z_0 \mapsto f_{z_0}\) is continuous \(\Omega \to W^{1,2}(\Omega) \cap H^{s,2,\infty}(\Omega) \cap M^s(\Omega)\) and we have the norm estimates

\[
\begin{align*}
\|f_{z_0} - 1\|_{s,2,\infty} & \leq C_{\Omega,s} \tau^{-1} (1 + \ln \tau) \|q\|_{s,2,1}, \\
\|f_{z_0}\|_{1,2} & \leq C_{\Omega,s} (1 + \|q\|_{(2,1)}).
\end{align*}
\]

(4.33)

Proof. For \(\tau > \max\{1, (C_\Omega \|q\|_{s,2,1})^3\}\) and \(z_0 \in \Omega\) define

\[
T_{z_0} : f \mapsto 1 - \frac{1}{4}\mathcal{C}(e^{-itr}\overline{\chi}(e^{itr}\chi qf)).
\]

(4.34)

We have \(T_{z_0} : M^s(\Omega) \to M^s(\Omega)\) by corollary 4.1.10 and

\[
\|T_{z_0}f - T_{z_0}f'\|_{M^s(\Omega)} = \frac{1}{4}\|\mathcal{C}(e^{-itr}\overline{\chi}(e^{itr}\chi q(f - f'))\|_{M^s(\Omega)}
\]

\[
\leq \frac{1}{4}C_{\Omega}\tau^{-1/3} \|q\|_{H^{s,2,1}(\Omega)} \|f - f'\|_{M^s(\Omega)},
\]

(4.35)

so \(T\) is a contraction in \(M^s(\Omega)\). Moreover, corollary 4.1.10 implies that the map \(z_0 \mapsto T_{z_0}f\) is continuous. Banach’s fixed point theorem shows that there

---

5Here \(C_{\Omega}\) is the constant in the second estimate of corollary 4.1.10.
is a unique $f_{z_0} \in M^s(\Omega)$ satisfying (4.32) and it depends continuously on $z_0$. See for example \[15\], VII §1, theorem 3.

The solution $(z_0, z) \mapsto f_{z_0}(z)$ is bounded and continuous $\overline{\Omega} \times \overline{\Omega} \to \mathbb{C}$ because $M^s(\Omega) \hookrightarrow BC(\overline{\Omega})$. Hence corollary 4.1.10 gives us the continuity $\overline{\Omega} \to W^{1,2}(\Omega) \cap H^{s,(2,\infty)}(\Omega) \cap M^s(\Omega)$. Then use the first inequality of the same corollary to get

$$\|f_{z_0} - 1\|_{s,(2,\infty)} \leq \frac{1}{4} C_{\Omega} \tau^{-1} (1 + \ln \tau) \|q\|_{s,(2,1)} \|f_{z_0}\|_{M^s}. \quad (4.36)$$

We have $\overline{\partial} : L^{(2,1)} \to BC(\mathbb{C})$ and $\mathcal{C}_{\chi_{\Omega}} : BC(\overline{\Omega}) \hookrightarrow L^{(2,1)}(\Omega) \to W^{1,(2,1)}(\Omega) \hookrightarrow W^{1,2}(\Omega)$ by the boundedness of $\Omega$, the fact that $L^{(2,1)} \hookrightarrow L^2$ and lemmas 2.5.2 and 2.5.6. This implies

$$\|f_{z_0}\|_{1,2} \leq C_{\Omega} (1 + \|q\|_{(2,1)} \|f\|_{M^s}). \quad (4.37)$$

The claims follow since $\|T_{z_0}\|_{M^s \to M^s} \leq \frac{1}{4}$, so $\|f_{z_0}\|_{M^s} \leq \|f\|_{M^s} + \frac{1}{4} \|f_{z_0}\|_{M^s}$, which implies $\|f_{z_0}\|_{M^s} \leq \frac{1}{3} \|f\|_{M^s}$. \hfill \Box

**Corollary 4.2.2.** Let $\Omega \subset \mathbb{C}$ be a bounded Lipschitz domain, $0 < s < 1$, $q \in H^{s,(2,1)}(\Omega)$ and $\tau > \max\{1, (C_{\Omega} \|q\|_{s,(2,1)})^3\}$. Let $f_{z_0} \in M^s(\Omega)$ be as in theorem 4.2.1. Then

$$\Delta \left(e^{\imath \tau(z-z_0)^2} f_{z_0}\right) + q e^{\imath \tau(z-z_0)^2} f_{z_0} = 0 \quad (4.38)$$

in $\mathcal{D}'(\Omega)$.

**Proof.** Note that $\chi_{\Omega} \equiv 1$ in $\mathcal{D}'(\Omega)$ and keep in mind that

$$f_{z_0} = 1 - \frac{1}{4} \mathcal{C}(e^{-\imath \tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{\imath \tau R} \chi_{\Omega} q f_{z_0})). \quad (4.39)$$

We get

$$\overline{\partial} \left(e^{\imath \tau(z-z_0)^2} f_{z_0}\right) = e^{\imath \tau(z-z_0)^2} \overline{\partial} f_{z_0} = -\frac{1}{4} e^{\imath \tau(z-z_0)^2} e^{-\imath \tau R} \chi_{\Omega} \overline{\mathcal{C}}(e^{\imath \tau R} \chi_{\Omega} q f_{z_0})$$

$$= -\frac{1}{4} e^{-\imath \tau R} \chi_{\Omega} q f_{z_0}. \quad (4.40)$$

because $\overline{\partial} \mathcal{C} = \partial \mathcal{C} = \text{Id}$ in $\mathcal{E}'(\mathbb{C})$ by lemma 2.5.6. Now

$$\Delta \left(e^{\imath \tau(z-z_0)^2} f_{z_0}\right) = 4 \partial \overline{\partial} \left(e^{\imath \tau(z-z_0)^2} f_{z_0}\right) = -e^{-\imath \tau(z-z_0)^2} e^{\imath \tau R} \chi_{\Omega} q f_{z_0}$$

$$= -q e^{\imath \tau(z-z_0)^2} f. \quad (4.41)$$

\hfill \Box
5 The problem setting

5.1 Hadamard’s criteria and the DN operator

We will define what the well-posedness of the direct problem means, what is the Dirichlet-Neumann operator and then make an extension allowing us to solve the inverse problem for potentials that do not necessarily give well posed direct problems.

The Dirichlet-Neumann operator is inherently related to the trace mapping $\text{Tr}$ from a function space on a domain to its boundary. It is well known that $\text{Tr} : H^s(\Omega) \to H^{s-\frac{1}{2}}(\partial \Omega)$ for suitable values of the smoothness index when $\Omega$ is a bounded Lipschitz domain. We want to avoid the trouble of defining $H^s(\partial \Omega)$ when $\Omega$ is not smooth, so instead we take the “boundary values” as equivalence classes in $W^{1,2}(\Omega)$. More specifically, they are in $W^{1,2}(\Omega)/W^{1,2}_0(\Omega)$ with norm

$$\|u\|_{W/W_0} = \inf_{\phi \in W^{1,2}_0(\Omega)} \|u + \phi\|_{W^{1,2}(\Omega)}.$$

Using this space instead of the spaces $H^s(\partial \Omega)$ is allowed. See for example Gagliardo [18] and Ding [16]. They imply

$$H^{1/2}(\partial \Omega) \xrightarrow{\text{Tr}} H^{1/2}(\partial \Omega) \xrightarrow{\text{Id}} W^{1,2}(\Omega)/W^{1,2}_0(\Omega)$$

where $\text{Tr}$, $\delta$ are bounded linear mappings. Equation (2.9) of [18] gives linearity for $\delta$. Note that here and from now on we write $W/W_0 = W^{1,2}(\Omega)/W^{1,2}_0(\Omega)$.

The Dirichlet-Neumann map is a way to model boundary measurements. It makes sense to require the differential equation to behave nicely enough to be a physical model. One such class of problems is those satisfying Hadamard’s three criteria [24]: 1) the problem must have a solution, 2) the solution must be unique, and 3) the solution should depend continuously on the data. In such case, the problem is said to be well-posed. The reasons for these criteria is also a mathematical one. We can prove mapping properties for the Dirichlet-Neumann operator if the potential gives a well-posed problem.

6To be more exact: given $u \in W^{1,2}(\Omega)$ there is a unique equivalence class $[u] \in W/W_0$ such that $u \in [u]$. Moreover $u + \phi \in [u]$ for all $\phi \in W^{1,2}_0(\Omega)$. 
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Definition 5.1.1. Let $\Omega \subset \mathbb{C}$ be open and $q$ measurable. Then the direct problem is well-posed if there is $C < \infty$ such that for any $u \in W^{1,2}(\Omega)/W^{1,2}_0(\Omega)$ we have

1. there is $U \in W^{1,2}(\Omega)$ such that $\Delta U + qU = 0$, $U - u \in W^{1,2}_0(\Omega)$,
2. this $U$ is unique
3. $u \mapsto U$ is linear and bounded $\|U\|_{W^{1,2}(\Omega)} \leq C \|u\|_{W/W_0}$

Definition 5.1.2. Let $\Omega \subset \mathbb{C}$ be open and $q$ measurable such that the direct problem is well-posed. Then we define the Dirichlet-Neumann operator $\Lambda_q$ as follows. For $u \in W/W_0$ we define $\Lambda_q u$ by

$$\langle \Lambda_q u, v \rangle = \int_\Omega (-\nabla U \cdot \nabla V + qUV) dm, \quad v \in W/W_0,$$

for any $U, V \in W^{1,2}(\Omega)$ such that $U - u, V - v \in W^{1,2}_0(\Omega)$ and $\Delta U + qU = 0$.

Lemma 5.1.3. Let $\Omega \subset \mathbb{C}$ be a bounded Lipschitz domain and $q \in L^a(\Omega)$ with $a > 1$. Then the Dirichlet-Neumann map is a well defined bounded linear operator mapping $W/W_0$ to its dual. Moreover it satisfies

$$\langle \Lambda_q u, v \rangle = \langle \Lambda_q v, u \rangle, \quad u, v \in W/W_0. \quad (5.4)$$

Proof. We start by showing that the choice of $U, V$ in definition 5.1.2 doesn’t matter. First of all, $U$ exists and is unique on the right-hand side of (5.3) by the well-posedness of the direct problem 5.1.1. Assume that $V, V' \in W^{1,2}(\Omega)$ satisfy $V - v, V' - v \in W^{1,2}_0(\Omega)$ and $\Delta U + qU = 0$. Then

$$\int_\Omega -\nabla U \cdot \nabla V + qUV dm - \int_\Omega -\nabla U \cdot \nabla V' + qUV' dm$$

$$= \int_\Omega -\nabla U \cdot \nabla (V - V') + qU(V - V') dm$$

$$= \lim_{n \to \infty} \int_\Omega -\nabla U \cdot \nabla \phi_n + qU\phi_n dm = \lim_{n \to \infty} \langle \Delta U + qU, \phi \rangle = 0 \quad (5.5)$$

where $\phi_n \in C_0^\infty(\Omega)$ such that $\|\phi_n - (V - V')\|_{1,2} \to 0$. This sequence exists because $V - V' = V - v - (V' - v) \in W^{1,2}_0(\Omega)$. Hence (5.3) is well defined.

The mapping properties follow next. We have $W^{1,2}(\Omega) \hookrightarrow L^{\frac{2a}{a-1}}(\Omega)$ by Sobolev embedding, e.g. theorem 4.12 in [1]. Now

$$1 = \frac{1}{a} + \frac{1}{\frac{2a}{a-1}} + \frac{1}{\frac{2a}{a-1}} \quad (5.6)$$
\[(\Lambda q u, v) \leq \|\nabla U\|_2 \|\nabla V\|_2 + \|q\|_a \|U\|_a^{-1} \|V\|_a^{-1} \leq C_{a,\Omega} (1 + \|q\|_a) \|U\|_{1,2} \|V\|_{1,2}. \quad (5.7)\]

Then, take the infimum over \(V \in W^{1,2}(\Omega), V - v \in W^{1,2}_0(\Omega)\) and use condition number three of the well-posedness \(5.1.1\) on \(U\) to get

\[|(\Lambda q u, v)| \leq C_{a,\Omega,q} \|u\|_{W/W_0} \|v\|_{W/W_0}. \quad (5.8)\]

To prove the last formula let \(u, v \in W/W_0\) and take \(U, V \in W^{1,2}(\Omega)\) such that \(U - u, V - v \in W^{1,2}_0(\Omega)\), \(\Delta U + qU = \Delta V + qV = 0\). These exist by the well-posedness \(5.1.1\). Hence

\[\Lambda q u, v) = \int_{\Omega} (-\nabla U \cdot \nabla V + qUV) \, dm = \int_{\Omega} (-\nabla V \cdot \nabla U + qVU) \, dm = (\Lambda q v, u). \quad (5.9)\]

**Remark 5.1.4.** \(\Lambda q\) is a well defined linear operator mapping \(W/W_0\) to its dual. Hence the linear combinations of such operators are also well defined. In particular

\[\|\Lambda q_1 - \Lambda q_2\| = \sup \left\{ \|((\Lambda q_1 - \Lambda q_2) u, v)| \mid u, v \in W/W_0, \|u\| = \|v\| = 1 \right\}. \quad (5.10)\]

### 5.2 Cauchy data

We would like to extend the notion of the Dirichlet-Neumann map to cases where the direct problem is not well-posed. One such way is to make use of the Cauchy data

\[C_q = \{(\text{Tr} u, \partial_n u) \mid u \in W^{2,2}(\Omega), \Delta u + qu = 0\}, \quad (5.11)\]

but this would further require three more definitions and related properties: the trace-operator \(\text{Tr}\), the normal derivative \(\partial_n\), and a way to measure the distance of two Cauchy data \(C_{q_1}\) and \(C_{q_2}\).

We are not too interested in the direct problem, so instead we will just extend the notion of \(\Lambda q_1 - \Lambda q_2\) to situations where the Dirichlet problem \(\Delta U + qU = 0, U - u \in W^{1,2}_0(\Omega)\) does not have a unique solution. It is based on the well known Alessandrini’s identity \(\int U_1(q_1 - q_2)U_2 \, dm = ((\Lambda q_1 - \Lambda q_2)u_1, u_2)\) for solutions \(\Delta U_j + q_j U_j = 0, U_j - u_j \in W^{1,2}_0(\Omega)\). We shall prove it here too. But first, the generalization.
Definition 5.2.1. Let $\Omega \subset \mathbb{C}$ be open and $q_1, q_2$ measurable. Then the distance between the boundary data, $d(C_{q_1}, C_{q_2})$, is

$$d(C_{q_1}, C_{q_2}) = \sup \left\{ \int_{\Omega} U(q_1 - q_2)V \, dm \mid U, V \in W^{1,2}(\Omega), \right. $$

$$\left. \|U\| = \|V\| = 1, \Delta U + q_1 U = \Delta V + q_2 V = 0 \right\} \quad (5.12)$$

Remark 5.2.2. It is possible to acquire this data purely using knowledge from the boundary, at least part of it when $U, V \in W^{2,2}$. This Alessandrini’s identity follows from Green’s formula:

$$\int_{\Omega} U(q_1 - q_2)V \, dm = \int_{\Omega} -V \Delta U + U \Delta V \, dm = \int_{\partial \Omega} \text{Tr} U \partial_{\nu} V - \text{Tr} V \partial_{\nu} U \, d\sigma \quad (5.13)$$

If the reader is concerned about the lack of smoothness in the solutions of the definition of $d(C_{q_1}, C_{q_2})$, then note the following: the only solution $U, V$ that matter for solving the inverse problem are Bukhgeim’s oscillating ones. Namely those that were constructed in corollary 4.2.2. It is not hard to see that they are in $W^{2,2}$ and that their $W^{2,2}$ norms also grow exponentially.

Lemma 5.2.3. Let $\Omega \subset \mathbb{C}$ be a bounded Lipschitz domain and $q_1, q_2 \in L^a(\Omega)$, $a > 1$. Then $d(C_{q_1}, C_{q_2}) \leq C_{a,\Omega} \|q_1 - q_2\|_a$.

Proof. Use the Sobolev embedding $W^{1,2}(\Omega) \hookrightarrow L^{\frac{2a}{a-1}}(\Omega)$, for example in theorem 4.12, [1]. Then

$$\left| \int_{\Omega} U(q_1 - q_2)V \, dm \right| \leq \|U\|_{\frac{2a}{a-1}} \|q_1 - q_2\|_a \|V\|_{\frac{2a}{a-1}} \leq C_{a,\Omega} \|q_1 - q_2\|_a \|U\|_{1,2} \|V\|_{1,2}. \quad (5.14)$$

Theorem 5.2.4. Let $\Omega \subset \mathbb{C}$ be bounded and Lipschitz, and $q_1, q_2 \in L^a(\Omega)$, $a > 1$, be such that the direct problem is well-posed. Then

$$d(C_{q_1}, C_{q_2}) \leq \|\Lambda_{q_1} - \Lambda_{q_2}\|. \quad (5.15)$$

Proof. Let $u, v \in W/W_0$. Take $U, V \in W^{1,2}(\Omega)$ such that $\Delta U + q_1 U = 0$, $U - u \in W^{1,2}_0(\Omega)$ and similarly with $V, v$. These exist by the well-posedness of the direct problems 5.1.1. Because the Dirichlet-Neumann map in (5.3) is
well-defined, we have

\[
((Λq_1 - Λq_2)u, v) = (Λq_1 u, v) - (Λq_2 u, v) = (Λq_1 u, v) - (Λq_2 v, u)
= \int_{Ω} - \nabla U \cdot \nabla V + q_1 U V + \nabla V \cdot \nabla U - q_2 V U dm
\]

by lemma 5.1.3.

Let \( P \) be the canonical projection map \( W^{1,2}(Ω) \rightarrow W/W_0 \). It has operator norm at most one by definition. Now choose \( u = P U \) and \( v = P V \) to get

\[
\left| \int_{Ω} U(q_1 - q_2) V dm \right| = \left| ((Λq_1 - Λq_2)u, v) \right|
\leq \|Λq_1 - Λq_2\| \|u\|_{W/W_0} \|v\|_{W/W_0} \leq \|Λq_1 - Λq_2\| \|U\|_{1,2} \|V\|_{1,2}.
\]

(5.17)

Taking the supremum over \( U, V \in W^{1,2}(Ω) \), \( ∆U + q_1 U = ∆V + q_2 V = 0 \), \( ∥U∥_{1,2} = ∥V∥_{1,2} = 1 \) gives the result.

\[
\boxdot
\]

5.3 Uniqueness and stability for the inverse problem

A technical lemma first.

**Lemma 5.3.1.** Let \( Ω \subset \mathbb{C} \) be bounded and Lipschitz, \( f_1, f_2 \in BC(\overline{Ω}, W^{1,2}(Ω)) \) and \( τ > 0 \). Let \( u_1(z) = e^{iτ(z - z_0)^2} f_1(z) \) and \( u_2(z) = e^{iτ(z - z_0)^2} f_2(z) \) for \( z_0 \in \overline{Ω} \). Then

\[
∥u_j∥_{BC(W^{1,2})} \leq e^{C_Ωτ} ∥f_j∥_{BC(W^{1,2})}
\]

(5.18)

for some positive real \( C_Ω \) depending only on \( Ω \).

**Proof.** This follows from the elementary facts \( |z - z_0|, |z - z_0| ≤ \text{diam}(Ω), \)

\( τ ≤ e^τ \) and \( |∂e^{iτ(z - z_0)^2}|, |∂e^{iτ(z - z_0)^2}| ≤ 2τ \text{diam}(Ω)e^{iτ(z - z_0)^2} \).

\[
\boxdot
\]

We are now ready to solve the inverse problem. The big goal of inverse problems for partial differential equations is to deduce the values of the coefficients inside the domain using only data from the boundary. We do not get that far, that is, we do not have a reconstruction formula. Instead, we show uniqueness and logarithmic stability. It means that if there are two potentials \( q_1 \) and \( q_2 \) which are distance \( ε \) apart, then their corresponding boundary data must be roughly at least \( e^{-ε^{-1}} \) apart. This is not much, but it is not possible to get a better modulus of continuity. Mandache showed that the inverse problem is inherently ill-posed [33].
We remind the general flow of the proof. For a more detailed reminder see section 1.3. We start by using stationary phase
\[
\int_{\Omega} \frac{2\tau}{\pi} e^{i\tau R}(q_1 - q_2) dm \longrightarrow q_1 - q_2
\]  
(5.19)
as \( \tau \to \infty \). The integral can be approximated by a term \( \int_{\Omega} u_1(q_1 - q_2) u_2 \), like in the definition of \( d(C_{q_1}, C_{q_2}) \), because of the special form of our solutions. All in all
\[
q_1 - q_2 = (q_1 - q_2 - \int_{\Omega} \frac{2\tau}{\pi} e^{i\tau R}(q_1 - q_2) dm) + \int_{\Omega} \frac{2\tau}{\pi} e^{i\tau R}(q_1 - q_2) dm
\]
\[
= (q_1 - q_2 - \int_{\Omega} \frac{2\tau}{\pi} e^{i\tau R}(q_1 - q_2) dm) + \frac{2\tau}{\pi} \int_{\Omega} u^{(1)}(q_1 - q_2) u^{(2)} dm
\]
\[
+ \frac{2\tau}{\pi} \int_{\Omega} e^{i\tau R}(q_1 - q_2)(1 - f_1 f_2) dm
\]
(5.20)
where \( u^{(1)} = e^{i\tau(z - z_0)^2} f_1 \) and \( u^{(2)} = e^{i\tau(z - \overline{z}_0)^2} f_2 \) are the solutions given by theorem 4.2.1 and corollary 4.2.2. The first term will be estimated by lemma 3.1.3, the second one by theorem 5.2.4, and the last one by theorem 3.2.1.

**Theorem 5.3.2.** Let \( \Omega \subset \mathbb{C} \) be a bounded Lipschitz domain, \( M > 0 \) and \( 0 < s < \frac{1}{2} \). Then there is a positive real number \( C \) such that if \( q_j \in H^{s,(2,1)}(\Omega) \) and \( \|q_j\|_{s,(2,1)} \leq M \) then
\[
\|q_1 - q_2\|_{L^{(2,\infty)}(\Omega)} \leq C \left( \ln d(C_{q_1}, C_{q_2})^{-1} \right)^{-s/4}.
\]  
(5.21)
In particular, we have uniqueness and stability for potentials in \( H^{s-p}(\Omega) \) with \( s > 0, \ p > 2 \).

**Proof.** Denote \( Q = q_1 - q_2 \) and \( R = (z - z_0)^2 + (\overline{z} - \overline{z}_0)^2 \) for \( z, z_0 \in \mathbb{C} \). Remember that \( z \) is the variable being operated on first. Let \( \tau > 1 \). By the triangle inequality
\[
\|q_1 - q_2\|_{L^{(2,\infty)}(\Omega)} \leq \left\| Q - \int_{\Omega} \frac{2\tau}{\pi} e^{i\tau R} Q dm(z) \right\|_{L^{(2,\infty)}(\Omega)} + \frac{2\tau}{\pi} \int_{\Omega} e^{i\tau R} Q dm(z) \left\|_{L^{(2,\infty)}(\Omega,z_0)} \right.,
\]  
(5.22)
where the norms are taken with respect to \( z_0 \). We will use stationary phase next. Extend \( Q \) by zero outside of \( \Omega \) to get \( Q_0 \). It is in \( H^{s,2}(\mathbb{C}) \) by 3.5 in
with norm estimate \( \|Q_0\|_{H^{s,2}(\Omega)} \leq C_{\Omega,s} \|Q\|_{H^{s,2}(\Omega)} \). We get

\[
\left\| Q - \frac{2\tau}{\pi} \int_{\Omega} e^{i\tau R} Q dm(z) \right\|_{L^2(\Omega,z_0)} \leq C_{\tau} \tau^{-s/2} \|Q\|_{H^{s,2}(\Omega)} \leq C_{\Omega,s} \tau^{-s/2} \|Q\|_{s,2(\Omega)} \leq C_{\Omega,M,s} \tau^{-s/4}
\]

by theorem 3.1.3. We estimated \( \tau^{-s/2} \leq \tau^{-s/4} \) for later purposes. We also used the embedding \( L^2 \hookrightarrow L^{(2,\infty)} \).

Consider the second term next. Take \( \tau_0 = \max\{1, (C_\Omega M)^3\} \) as in theorem 4.2.1 and let \( \tau = \frac{1}{\theta z_0^4} \ln d(C_{q_1}, C_{q_2})^{-1} \), where \( B_\Omega = 1 + 2C_\Omega \) with the \( C_\Omega \) of lemma 5.3.1. We have \( \tau > \tau_0 \) if

\[
d(C_{q_1}, C_{q_2}) < e^{-2B_\Omega \tau_0}.
\]

Assume that \( d(C_{q_1}, C_{q_2}) < \min\{e^{-1}, e^{-2B_\Omega \tau_0}\} \) for now. The other case will be taken care of in the end of the proof. Note that \( \tau_0 \) grows with \( M \).

Theorem 4.2.1 (the sign of \( i \) does not matter) gives the existence of \( f^{(1)}, f^{(2)} \in BC(\Omega, M^s(\Omega) \cap W^{1,2}(\Omega)) \) such that we have

\[
\begin{align*}
&f^{(1)} = 1 - \frac{1}{4} \mathcal{E}(e^{-i\tau R} \chi_{\Omega} \mathcal{E}(e^{i \tau R} \chi_{\Omega} f^{(1)})), \\
&f^{(2)} = 1 - \frac{1}{4} \mathcal{E}(e^{-i\tau R} \chi_{\Omega} \mathcal{E}(e^{i \tau R} \chi_{\Omega} f^{(2)})),
\end{align*}
\]

for all \( z_0 \in \Omega \), and

\[
\begin{align*}
&\sup_{z_0} \left\| f^{(j)} - 1 \right\|_{H^{s,2}(\Omega)} \leq C_{\Omega,M,s} \tau^{-1}(1 + \ln \tau), \\
&\sup_{z_0} \left\| f^{(j)} \right\|_{W^{1,2}(\Omega)} \leq C_{\Omega,M,s} < \infty.
\end{align*}
\]

Denote

\[
\begin{align*}
&u^{(1)}_{z_0}(z) = e^{i\tau(z-z_0)^2} f^{(1)}(z_0, z), \\
&u^{(2)}_{z_0}(z) = e^{i\tau(z-z_0)^2} f^{(2)}(z_0, z).
\end{align*}
\]

Now they satisfy \( u^{(j)}_{z_0} \in BC(\Omega, M^s(\Omega) \cap W^{1,2}(\Omega)) \) and \( \Delta u^{(j)}_{z_0} + q_j u^{(j)}_{z_0} = 0 \) for all \( z_0 \) by corollary 4.2.2. Moreover, we have

\[
\sup_{z_0} \left\| u^{(j)}_{z_0} \right\|_{W^{1,2}(\Omega)} \leq C_{\Omega,M,s} e^{C_\Omega \tau}
\]

by lemma 5.3.1. Now, by the triangle inequality,

\[
\left\| \frac{2\tau}{\pi} \int_{\Omega} e^{i\tau R} Q dm(z) \right\|_{L^{(2,\infty)}(\Omega,z_0)} \leq \left\| \frac{2\tau}{\pi} \int_{\Omega} u^{(1)}_{z_0}(q_1 - q_2) u^{(2)}_{z_0} dm(z) \right\|_{L^{(2,\infty)}(\Omega,z_0)} + \left\| \frac{2\tau}{\pi} \int_{\Omega} e^{i\tau R} Q(f^{(1)} f^{(2)} - 1) dm(z) \right\|_{L^{(2,\infty)}(\Omega,z_0)}.
\]

(5.29)
Use definition 5.2.1 and the equation (5.28) to get

\[
\left\| \frac{2\tau}{\pi} \int_{\Omega} u_{z_0}^{(1)} (q_1 - q_2) u_{z_0}^{(2)} dm(z) \right\|_{(2, \infty)} \\
\leq 2\pi^{-1} \tau d(C_{q_1}, C_{q_2}) \sup_{z_0} \left\| u_{z_0}^{(1)} \right\|_{W^{1,2}(\Omega)} \sup_{z_0} \left\| u_{z_0}^{(2)} \right\|_{W^{1,2}(\Omega)} \\
\leq C_{\Omega, M, s} d(C_{q_1}, C_{q_2}) e^{B_{\Omega}\tau}. \tag{5.30}
\]

For the second term, we need to show that \((f^{(1)} f^{(2)} - 1) \in H^{s, (2, \infty)}(\Omega)\) and that there are no problems with measurability for the \(L^{(2, \infty)}(\Omega)\) norm. Notice that \(f^{(1)} f^{(2)} - 1 = (f^{(1)} - 1)(f^{(2)} - 1) + f^{(1)} - 1 + f^{(2)} - 1\).

We will show that \(H^{s, (2, \infty)}(\Omega)\) is stable with respect to multiplication by \(f^{(2)} - 1\), as the latter can be extended to a function \(G \in BC(\mathbb{C})\) with \(\nabla G \in L^4(\mathbb{C})\). Let \(\phi \in C_0^\infty(\mathbb{C})\) be such that \(\phi \equiv 1\) on \(\Omega\) and it vanishes outside \(B_r = B(0, r) \supset \Omega\). Then set

\[
G = -\frac{1}{4} \phi \Omega (e^{-i\tau R} \chi_\Omega \mathcal{G}(e^{i\tau R} \chi_\Omega q_2 f^{(2)})). \tag{5.31}
\]

Now \(G|\Omega = f^{(2)} - 1\), and according to corollary 1.1.5 we have \(G \in BC(\mathbb{C})\).

Next

\[
\left\| \nabla G \right\|_{L^4(\mathbb{C})} \leq \left\| \nabla \phi \right\|_{L^4(\mathbb{C})} \frac{1}{4} \left\| \mathcal{G}(e^{-i\tau R} \chi_\Omega \mathcal{G}(e^{i\tau R} \chi_\Omega q_2 f^{(2)})) \right\|_{L^\infty(\mathbb{C})} \\
+ C \left\| \phi \right\|_{L^\infty(\mathbb{C})} \left\| \mathcal{G}(e^{i\tau R} \chi_\Omega q_2 f^{(2)}) \right\|_{L^4(\Omega)} \\
\leq C_{\phi, \Omega} \left\| \mathcal{G}(e^{i\tau R} \chi_\Omega q_2 f^{(2)})) \right\|_{L^\infty(\Omega)} \leq C_{\Omega} \left\| q_2 f^{(2)} \right\|_{L^{(2,1)}(\Omega)} \\
\leq C_{\Omega} \left\| q_2 \right\|_{H^{s, (2,1)}(\Omega)} \left\| f^{(2)} \right\|_{M^{s}(\mathbb{C})} \leq C_{\Omega, M, s} \tag{5.32}
\]

because \(\nabla \mathcal{G} \chi_\Omega : L^4(\mathbb{C}) \to L^4(\mathbb{C})\) by lemma 2.5.6.

It is easy to see that \(\left\| GF \right\|_{(2, \infty)} \leq \left\| G \right\|_{\infty} \left\| F \right\|_{(2, \infty)} \leq C_{\Omega, M, s} \left\| F \right\|_{(2, \infty)}\) for \(F \in L^{(2, \infty)}(\mathbb{C})\). Take \(F \in H^{1, (2, \infty)}(\mathbb{C})\). Now

\[
\left\| GF \right\|_{1,(2, \infty)} \leq C \left( \left\| GF \right\|_{(2, \infty)} + \left\| G \nabla F \right\|_{(2, \infty)} + \left\| F \nabla G \right\|_{(2, \infty)} \right) \\
\leq C \left( \left\| G \right\|_{\infty} \left\| F \right\|_{(2, \infty)} + \left\| G \right\|_{\infty} \left\| \nabla F \right\|_{(2, \infty)} + \left\| \nabla G \right\|_{L^4(B_r)} \left\| F \right\|_{L^4(B_r)} \right). \tag{5.33}
\]

Note that \(F|\Omega \in W^{1,(2, \infty)}(B_r) \hookrightarrow W^{1,\frac{1}{2}}(B_r) \hookrightarrow L^4(B_r)\) by Sobolev embedding (e.g. 4.12 in [1]). Moreover \(\left\| F|_{B_r} \right\|_{H^{1,(2, \infty)}(B_r)} \leq C_r \left\| F \right\|_{H^{1,(2, \infty)}(\mathbb{C})}\). Hence

\[
\left\| GF \right\|_{1,(2, \infty)} \leq C_{r, \Omega} \left( \left\| G \right\|_{\infty} + \left\| \nabla G \right\|_{1} \right) \left\| F \right\|_{1,(2, \infty)}. \tag{5.34}
\]

Interpolation implies that multiplying by \(G\) is stable in \(H^{s, (2, \infty)}(\mathbb{C})\), with norm increasing by at most \(C_{\Omega, M, s}\) since \(r\) can be chosen based on \(\Omega\) only.
Now take an extension $F$ of $f^{(1)} - 1$ such that $\|F\|_C \leq 2 \|f^{(1)} - 1\|_\Omega$. This is possible by the definition of $H^{s, (2, \infty)}(\Omega)$. Then
\[
\|(f^{(1)} - 1)(f^{(2)} - 1)\|_{H^{s, (2, \infty)}(\Omega)} \leq \|FG\|_{H^{s, (2, \infty)}(\mathbb{C})} \\
\leq C_{\Omega,M,s} \|F\|_{H^{s, (2, \infty)}(\mathbb{C})} \leq C_{\Omega,M,s} \|f^{(1)} - 1\|_{H^{s, (2, \infty)}(\Omega)}. \tag{5.35}
\]
This shows that $f^{(1)}f^{(2)} - 1 \in H^{s, (2, \infty)}(\Omega)$. It has the norm bound
\[
\|f^{(1)}f^{(2)} - 1\|_{s, (2, \infty)} \leq C_{\Omega,M,s} \tau^{-1}(1 + \ln \tau) \tag{5.36}
\]
by the previous deductions and theorem 4.2.1. Measurability with respect to $z_0$ is no problem since $f^{(1)}, f^{(2)} \in BC(W^{1,2})$.

Next, use theorem 3.2.1 to continue from (5.29). We have
\[
\left\| \frac{2\tau}{\pi} \int_{\Omega} e^{i\tau R} Q(f^{(1)}f^{(2)} - 1)dm(z) \right\|_{L^{(2, \infty)}(\Omega, z_0)} \\
\leq C_{\Omega} \left\| \frac{2\tau}{\pi} \int_{\Omega} e^{i\tau R} Q(f^{(1)}f^{(2)} - 1)dm(z) \right\|_{L^\infty(\Omega, z_0)} \\
\leq C_{\Omega,s} \tau^{1-s/3} \|Q\|_{s, (2, 1)} \sup_{z_0 \in \Omega} \|f^{(1)}f^{(2)} - 1\|_{s, (2, \infty)} \\
\leq C_{\Omega,M,s} \tau^{-s/3}(1 + \ln \tau) \leq C_{\Omega,M,s} \tau^{-s/4}, \tag{5.37}
\]
since $\ln \tau \leq C_s \tau^{-s/3-s/4}$.

We can combine all the terms now, namely those from equations (5.28), (5.30) and (5.37). Remember the choice of $\tau = \frac{1}{2b_1 \ln d(C_{q_1}, C_{q_2})^{-1}}$ and that $d(C_{q_1}, C_{q_2}) < e^{-1}$. Note that $\ln a \leq \frac{1}{b} a^b$ for $a, b > 0$, so $x^{1/2} \leq C_s(\ln \frac{1}{x})^{-s/4}$ when $0 < x < e^{-1}$. Now
\[
\|q_1 - q_2\|_{(2, \infty)} \leq C_{\Omega,M,s} \left( \tau^{-s/4} + d(C_{q_1}, C_{q_2}) e^{B_1 \tau} \right) \\
= C_{\Omega,M,s} \left( (\ln d(C_{q_1}, C_{q_2})^{-1})^{-s/4} + d(C_{q_1}, C_{q_2})^{1/2} \right) \\
\leq C_{\Omega,M,s} \left( \ln d(C_{q_1}, C_{q_2})^{-1} \right)^{-s/4}. \tag{5.38}
\]

What if $d(C_{q_1}, C_{q_2}) \geq \min\{e^{-1}, e^{-2B_1 \tau_0}\}$? Then we would get directly
\[
(\ln d(C_{q_1}, C_{q_2})^{-1})^{-s/4} \geq (\ln \max\{e, e^{2B_1 \tau_0}\})^{-s/4}, \text{ so}
\]
\[
\|q_1 - q_2\| \leq 2M \leq \frac{2M}{(\ln \max\{e, e^{2B_1 \tau_0}\})^{-s/4}} \left( \ln d(C_{q_1}, C_{q_2})^{-1} \right)^{-s/4} \\
= C_{\Omega,M,s} \left( \ln d(C_{q_1}, C_{q_2})^{-1} \right)^{-s/4} \tag{5.39}
\]
The boundedness of $\Omega$ implies that $L^p(\Omega) \hookrightarrow L^{(2,1)}(\Omega)$. Hence the claim is true for potentials in $H^{s,p}(\Omega)$. □
Remark 5.3.3. If \( q_1 \) and \( q_2 \) would give well-posed direct problems as in definition 5.1.1, then theorem 5.2.4 shows that

\[
\|q_1 - q_2\| \leq C_{\Omega,M,s} \left( \ln d(C_{q_1}, C_{q_2})^{-1} \right)^{-s/4} \leq C_{\Omega,M,s} \left( \ln \|\Lambda_{q_1} - \Lambda_{q_2}\|^{-1} \right)^{-s/4}.
\]

(5.40)

6 Future work

6.1 Function space properties of \( H^{s,(p,q)}(\Omega) \) and \( W^{s,(p,q)}(\Omega) \)

In section 2 we showed that \( H^{k,(p,q)}(\mathbb{R}^n) = W^{k,(p,q)}(\mathbb{R}^n) \) and commented on the embedding \( H^{k,(p,q)}(\Omega) \hookrightarrow W^{k,(p,q)}(\Omega) \). There is still these two very likely equalities left to prove:

1. \( H^{k,(p,q)}(\Omega) = W^{k,(p,q)}(\Omega) \)

2. \( (L^{[p,q]}(\Omega), H^{1,(p,q)}(\Omega))_{[s]} = (L^{[p,q]}(\Omega), W^{1,(p,q)}(\Omega))_{[s]} = H^{s,(p,q)}(\Omega) \)

These would follow directly from the existence of a strong extension operator mapping both \( E : L^{[p,q]}(\Omega) \rightarrow L^{[p,q]}(\mathbb{R}^n) \) and \( E : W^{k,(p,q)}(\Omega) \rightarrow W^{k,(p,q)}(\mathbb{R}^n) \).

Assume that such a map exists. Consider the restriction \( Rf = f|_{\Omega} \). Now \( R \circ E = \text{Id} \) and

\[
\begin{array}{ccc}
W^{k,(p,q)}(\Omega) & \xrightarrow{\text{Id}} & W^{k,(p,q)}(\Omega) \\
E & \downarrow & R \\
W^{k,(p,q)}(\mathbb{R}^n) & = & H^{k,(p,q)}(\mathbb{R}^n) \\
R & \downarrow & \\
H^{k,(p,q)}(\Omega) \\
\end{array}
\]

(6.1)

Hence \( \text{Id} = R \circ E : W^{k,(p,q)}(\Omega) \hookrightarrow H^{k,(p,q)}(\Omega) \), so they are the same space. Moreover, since the operator \( E \) is a strong extension operator, the commutative diagram is preserved in interpolation. Hence \( (L^{[p,q]}(\Omega), W^{1,(p,q)}(\Omega))_{[s]} \) is a retract of \( H^{s,(p,q)}(\mathbb{R}^n) \), and so the first space is a subspace of \( H^{s,(p,q)}(\Omega) \).

The other direction follows by the definition of \( H^{s,(p,q)}(\Omega) \), because it is the smallest space \( X \) for which \( R : H^{s,(p,q)}(\mathbb{R}^n) \rightarrow X \).

After that these are some other things to consider: Sobolev embedding theorems, trace theorems, and any other subject in most standard books on Sobolev spaces.
6.2 Doing it in $W^{s,p}$

An earlier version of this manuscript [9] focused solely on potentials in $W^{s,p}(\Omega)$ with $p > 2$, $s > 0$. If we compare that text to this one, there is a trade-off. In the old one we had simpler function spaces, but much more parameters in the estimates. This is because of the boundary integral operator

$$T : f \mapsto \frac{1}{2\pi} \int_{\partial\Omega} f(z') \frac{z - z'}{z'} d\sigma(z').$$  \hspace{1cm} (6.2)

We couldn’t quite prove that it would map $L^p(\partial\Omega) \to L^p(\Omega)$ for $2 < p < \infty$. We now know that it maps $L^1(\partial\Omega) \to L^{(2,\infty)}(\Omega) \hookrightarrow L^1(\Omega)$. Using Bloch spaces and their relation to $BMO(\Omega)$, as in [34] or [42], we get

$$T : L^\infty(\partial\Omega) \to BMO(\Omega).$$  \hspace{1cm} (6.3)

Hence the result would follow by an interpolation result like

$$(L^1(\Omega), BMO(\Omega))_{1/p} = L^p(\Omega) \quad \text{or} \quad (L^1(\Omega), BMO(\Omega))_{1/p,p} = L^p(\Omega).$$  \hspace{1cm} (6.4)

The latter is true when $\Omega$ has a regular Vitali family. See [25], [43].

There seems to be an easier way however. Note that in 4.1.1, 4.1.5 and 4.1.10 we always studied operators of the form

$$a \mapsto C(e^{-ir_\Omega} a) \quad \text{and} \quad f \mapsto C(e^{-ir_\Omega} C(e^{ir_\Omega} \chi_\Omega f)).$$  \hspace{1cm} (6.5)

If we work in the conventional Sobolev spaces $W^{1,p}$, we have extension operators $E : W^{1,p}(\Omega) \to W^{1,p}_{\text{c}}(\mathbb{C})$. Hence we may take a smooth test-function $\phi$, which is constant on $\Omega$, and consider the operators

$$a \mapsto \mathcal{C}(e^{-ir_\phi} a) \quad \text{and} \quad f \mapsto \mathcal{C}(e^{-ir_\phi} \phi E(\phi E q f)).$$  \hspace{1cm} (6.6)

instead. We construct Bukhgeim’s solutions $u = e^{ir(z - z_0)^2} f$ as before. They won’t be solutions to the Schrödinger equation in the whole plane, but they are so in every open set where $\phi \equiv 1$. Calculating with those operators is easier since there is no boundary terms when integrating by parts. See also the next section.

6.3 Non-compactly supported potentials

An obvious question is whether we can do all the steps in the proof for potentials supported on the whole domain $\mathbb{R}^2$. The first thing to do is to show the existence and norm estimates for the oscillating solutions. One way
to do that is to replace \( \chi \) by a test function, integrate by parts as in the
proof of theorem 4.1.1 and then let it tend to the constant one pointwise.

If \( \phi \) is a test function, we are able to prove

\[
\| \mathcal{E}(e^{i\tau R}\phi a) \|_{L^p(\mathbb{C})} \leq C(\| \phi \|_{\infty} + \| \mathcal{F}\phi \|_2)\tau^{-1/2}(\| a \|_p + \| \mathcal{F}a \|_{p'}) ,
\]

(6.7)

where \( \frac{1}{p'} = \frac{1}{2} + \frac{1}{p} \) and \( 2 < p < \infty \). This is proven by taking \( \chi \in C_0^\infty(\mathbb{C}) \)
which is constant one near the origin and letting

\[
h(z) = \frac{1 - \chi((1/2)(z - z_0))}{z - z_0} \phi(z).
\]

(6.8)

Then proceed as in the proof of 4.1.1 and note that

\[
\| \phi - (z - z_0)h\|_2 + \tau^{-1} \| h\|_\infty + \tau^{-1} \| \mathcal{F}h\|_2 \leq \tau^{-1/2}.
\]

(6.9)

Letting \( \phi \to 1 \) gives \( \| \mathcal{E}(e^{i\tau R}a) \|_p \leq C\tau^{-1/2}(\| a \|_p + \| \mathcal{F}a \|_{p'}) \). This in turn implies

\[
\| \mathcal{E}(e^{i\tau R}\mathcal{F}(e^{-i\tau R}qf)) \|_{L^p(\mathbb{C})} \leq C\tau^{-1/2}(\| \mathcal{F}(e^{-i\tau R}qf) \|_p + \| \mathcal{F}(e^{i\tau R}qf) \|_{p'})
\]

\[
\leq C\tau^{-1/2} \| qf \|_{p'} \leq C\tau^{-1/2} \| q \|_{L^2(\mathbb{C})} \| f \|_{L^p(\mathbb{C})},
\]

(6.10)

since \( \mathcal{F} : L^{p'} \to L^p \) and the Beurling operator \( \mathcal{F}\mathcal{E} \) is bounded on \( L^{p'} \). For the derivatives,

\[
\| \nabla \mathcal{E}(e^{i\tau R}\mathcal{F}(e^{-i\tau R}qf)) \|_{L^p(\mathbb{C})} \leq C\| \mathcal{F}(e^{-i\tau R}qf) \|_{L^p(\mathbb{C})}
\]

\[
\leq C\tau^{-1/2}(\| qf \|_p + \| \mathcal{F}qf \|_{p'} + \| \mathcal{F}qf \|_{p'}) \leq C\tau^{-1/2}
\]

\[
\leq C\tau^{-1/2}(\| qf \|_p + \| qf \|_2 + \| \mathcal{F}qf \|_2)(\| f \|_{\infty} + \| f \|_p + \| \mathcal{F}f \|_p)
\]

\[
\leq C\tau^{-1/2} \| q \|_{W^{1,2}(\mathbb{C})} \| f \|_{W^{1,p}(\mathbb{C})}
\]

(6.11)

because \( \nabla \mathcal{E} \cong (\text{Id}, \Pi) : L^p \to L^p \) and by Sobolev embedding. Thus we have shown the existence of Bukhgeim’s oscillating solutions in the whole domain
if the potential is in \( L^2 \) or \( W^{1,2} \), with error term vanishing at a rate of \( \tau^{-1/2} \)
in \( L^p \) or \( W^{1,p} \), respectively. This is not completely new, see for example [22, ch. 3, 4].

We must handle the error term of the stationary phase integral next. The
space \( W^{1,p} \) is a Banach algebra, so our error term is

\[
\int \tau e^{i\tau R}(q_1 - q_2)\tau_{\tau z_0}dm(z)
\]

(6.12)
where \( \sup_{z_0} \| r \|_{1,p} \leq C\tau^{-1/2} \). Take a suitable smooth function \( h \) cutting \( z_0 \) off. Split the integral by writing
\[
1 = (1 - (\tau - \tau_0)h) + (\tau - \tau_0)h.
\]
After integrating the second term by parts and using Hölder’s inequality, we arrive at
\[
\left| \int e^{i\tau R}(q_1 - q_2) r dm \right| \leq \ldots
\]
\[
\leq (\tau \left\| 1 - (\tau - \tau_0)h \right\|_2 + \| h \|_{p',r}) \| q_1 - q_2 \|_{W^{1,2}} \| r \|_{W^{1,p}}
\]
\[
\leq \tau^{\frac{1}{p'} - \frac{1}{2}} \| q_1 - q_2 \|_{W^{1,2}} \rightarrow 0 \quad (6.13)
\]
as \( \tau \to \infty \). Here \( p' \) is the Hölder conjugate of \( p \).

Assume that the potentials have a bit more smoothness and integrability, so that \( \hat{q}_j \in L^1 \). Write \( Q = q_1 - q_2 \). We get
\[
\| q_1 - q_2 \|_{\infty} \leq \left\| Q - \int_{\Omega} \frac{2\tau}{\pi} e^{i\tau R} Q dm \right\|_{\infty} + \left\| \frac{2\tau}{\pi} \int_{\Omega} u^{(1)}(q_1 - q_2) u^{(2)} dm \right\|_{\infty}
\]
\[
\leq \left\| (1 - e^{i\tau R}) \hat{Q} \right\|_{1} + \left\| \frac{2\tau}{\pi} \int_{\Omega} u^{(1)}(q_1 - q_2) u^{(2)} dm \right\|_{\infty} + \tau^{\frac{1}{p'} - \frac{1}{2}} \| Q \|_{W^{1,2}}
\]
\[
\rightarrow \lim_{\tau \to \infty} \left\| \frac{2\tau}{\pi} \int_{\Omega} u^{(1)}(q_1 - q_2) u^{(2)} dm \right\|_{\infty} \quad (6.14)
\]
as \( \tau \to \infty \) by dominated convergence and the previous deductions on the error term. Hence the inverse problem can be solved whenever \( q_j \in W^{1,2}(\mathbb{C}) \), \( \hat{q}_j \in L^1(\mathbb{C}) \) and the measurements imply the orthogonality relation
\[
\int u^{(1)}(q_1 - q_2) u^{(2)} dm = 0. \quad (6.15)
\]
Note that this does not follow from the equality of the corresponding scattering amplitudes. That would contradict the existence of certain counterexamples in \([21]\).

### 6.4 No smoothness

Since we have stability for \( q \in H^{s,2,1}(\Omega) \) with any \( s > 0 \), it is tempting to try to prove uniqueness for \( q \in L^{2,1}(\Omega) \). We basically have to estimate three
terms, just like in the sketch of section 1.3:

\[ q_1 - q_2 - \int_\Omega \frac{2\tau}{\pi} e^{i\tau R} (q_1 - q_2) dm, \]
\[ \left\| \frac{2\tau}{\pi} \int_\Omega u^{(1)}(q_1 - q_2) u^{(2)} dm \right\|, \]
\[ \text{and} \left\| \frac{2\tau}{\pi} \int_\Omega e^{i\tau R} (q_1 - q_2)(1 - f_1 f_2) dm \right\|. \] (6.16)

The first term is not a problem. We can use dominated convergence on the Fourier-side to see that that term vanishes as \( \tau \) grows. The second term vanishes if we assume that \( C_{q_1} = C_{q_2} \).

There’s only the third term left. There are two choices. One is to try to show that \( \|1 - f_1 f_2\| = o(\tau^{-1}) \), which seems unlikely. Maybe some numerical simulations could shed a better light on this? The other option is to try to study how \( f_1 f_2 \) behaves with respect to \( z_0 \), and see what kind of operator we have here. If \( f_j \) didn’t depend on \( z_0 \), then it would be a convolution operator, and we could show that the term vanishes using stationary phase. But there is dependence, so something nontrivial has to be done.

Actually, the problem seems to have been solved after the writing of this thesis. Imanuvilov and Yamamoto published the paper [27] in arXiv, and it claims to show uniqueness for \( q_j \in L^p(\Omega), p > 2 \). They approximate the potentials by smooth functions and use results for oscillatory integral operators.

### 6.5 A reconstruction formula

There is a reconstruction formula by Bukhgeim in the last few lines of his article [3]. The idea is as follows. We have

\[ q(z_0) \leftarrow \int_\Omega \frac{2\tau}{\pi} e^{i\tau R} q(z) dm(z) \] (6.17)

by stationary phase. Let \( u = e^{i\tau(z-z_0)^2} f \) be Bukhgeim’s oscillating solution to \( \Delta u + qu = 0 \). Then \( e^{i\tau(z-z_0)^2} = u + e^{i\tau(z-z_0)^2}(1 - f) \), so

\[ q(z_0) \leftarrow \int_\Omega \frac{2\tau}{\pi} e^{i\tau(z-z_0)^2} qu(z) dm(z) + \int_\Omega \frac{2\tau}{\pi} e^{i\tau R} q(1 - f)(z) dm(z) \] (6.18)

The second term tends to zero according to theorem 3.2.1. Use the fact that \( qu = -\Delta u = -4\partial \bar{\partial} u \) and integrate by parts. Note that \( \partial e^{i\tau(z-z_0)^2} = 0 \). Hence

\[ q(z_0) \leftarrow \int_{\partial \Omega} \frac{4\tau}{\pi} \eta(z) e^{i\tau(z-z_0)^2} \partial u(z) d\sigma(z) \] (6.19)
After that, the idea is to reconstruct $\partial u$ for Bukhgeim’s solutions when we only know the boundary data. We haven’t used all degrees of freedom when constructing $u$. This is because $C$ is only a right inverse of $\partial$. We can always add an analytic function, and it is completely determined by its boundary values. Hence, we should look for ways to choose the analytic functions so that we may set some boundary values of $u$ independently of $q$, and observe $\partial u$.

According to [3], we may set $\text{Re} u$ and $\text{Re} \partial u$, and observe $\text{Im} u$ and $\text{Im} \partial u$. This is because the real part of a complex analytic function determines its imaginary part apart from a constant. In any case, this is just a theoretical tool for now. Any noise in the measurement of $\partial u$ would get amplified and oscillated exponentially. For a recent result with an explicit boundary integral equation for $u_{\partial \Omega}$, see [40].
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7 Calculations

Lemma 7.1. If $c > 0$ then the Fourier transform of $t \mapsto e^{-c t^2/2}$ is the mapping $\xi \mapsto \frac{1}{\sqrt{c}} e^{-\xi^2/(2c)}$.

Proof. This is a direct calculation using Cauchy’s integral theorem. Let $c > 0$ and $\xi \in \mathbb{R}$. Then

$$\hat{e^{-c t^2}}(\xi) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-c t^2} e^{i \xi t} dt = \frac{1}{\sqrt{2\pi}} e^{-\frac{\xi^2}{2c}} \int_{-\infty}^{\infty} e^{-\left(\sqrt{\frac{\xi}{2c}} + \frac{t}{\sqrt{\frac{\xi}{2c}}}\right)^2} dt$$

$$= \frac{1}{\pi e^{-\frac{\xi^2}{2c}}} \int_{-\infty}^{\infty} e^{-\left(s + \frac{iA}{\sqrt{2\xi/c}}\right)^2} ds = \frac{1}{\sqrt{\pi c}} e^{-\frac{\xi^2}{2c}} \int_{-\infty}^{\infty} e^{-u^2} du \quad (7.1)$$

by Cauchy’s integral theorem. This is justified because the function given by $z \mapsto e^{-z^2}$ is analytic and for any $A \in \mathbb{R}$ we have

$$\left| \int_{s}^{s+iA} e^{-z^2} \, dz \right| \leq \int_{s}^{s+iA} |e^{-z^2}| \, |d\sigma(z)| = \int_{s}^{s+iA} e^{A^2-s^2} \, d\sigma(z) = |A| e^{A^2-s^2}, \quad (7.2)$$

which tends to zero when $s \rightarrow \infty$ or $s \rightarrow -\infty$ along the real line.

Lemma 7.2. Let $\tau > 0$ and define $\kappa_\tau : \mathbb{C} \rightarrow \mathbb{C}$ by $\kappa_\tau(z) = \frac{2\tau}{\pi} e^{i\tau(z^2+\xi^2)}$. It is a tempered distribution and

$$\hat{\kappa}_\tau(\xi) = \frac{1}{2\pi} e^{-i\xi^2/16\pi} \quad (7.3)$$

Proof. The function $\kappa_\tau$ is bounded and measurable so it is a tempered distribution. Let $\varphi \in \mathcal{S}(\mathbb{R})$ be a Schwartz test function. Note that by lemma 7.1

$$\int_{\mathbb{R}} e^{-\xi^2} \varphi(t) dt = \int_{\mathbb{R}} \frac{1}{\sqrt{c}} e^{-\frac{\xi^2}{2c}} \varphi(\xi) d\xi. \quad (7.4)$$

Let us choose a branch of the square root in the complex plane such that $\arg \sqrt{z} \in [-\pi, \pi]$. Now both sides of the previous equation are analytic functions of $c$ in the right half-plane $\text{Re}(c) > 0$. Hence they are equal also in the whole right half-plane.

Let $\phi, \psi \in \mathcal{S}(\mathbb{R})$ be two Schwartz test functions. By Fubini’s theorem
and dominated convergence

\[
\int_{\mathbb{C}} e^{ir(z^2 + \pi^2)} (\phi(x_1) \psi(x_2)) e^{i\tau} \, dm(z) = \int_{\mathbb{R}^2} e^{i2r(x^2 - y^2)} \phi(x) \psi(y) \, dm(x, y)
\]

\[
= \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} e^{i2r \xi^2} \phi(x) \, dx \int_{-\infty}^{\infty} e^{-i2r y^2} \psi(y) \, dy
\]

\[
= \lim_{\epsilon \to 0^+} \frac{1}{\sqrt{2\pi e - \tau}} e^{-\frac{\epsilon^2}{2(\pi - \tau)}} \phi(x) \, dx \int_{-\infty}^{\infty} e^{-\frac{\epsilon^2}{2(\pi - \tau)}} \psi(y) \, dy
\]

so \( \mathcal{F}\{\frac{2\pi}{\pi} e^{ir(z^2 + \pi^2)}\}(\xi) = \frac{1}{2\pi} e^{-\frac{\xi^2 + \pi^2}{2\pi}} \). \qed

**Lemma 7.3.** Let \( \Omega \subset \mathbb{C} \) be open, \( f : \mathbb{R}_+ \to \mathbb{R}_+ \) non-increasing and \( \epsilon \geq 0 \). Then

\[
\int_{\Omega \cap B(0, \epsilon)} f(|z|) \, dm(z) \leq \int_{\{\epsilon \leq |z| \leq \sqrt{\frac{m(\Omega) + \epsilon^2}{\epsilon^2}}} f(|z|) \, dm(z).
\]

**Proof.** The idea is that the integral on the left-hand side is maximized when \( \Omega \) is an annulus around the ball.

Let \( r = \sqrt{m(\Omega)\pi^{-1} + \epsilon^2} \) denote the outer radius of this annulus. Write

\[
\Omega_r = (\Omega \setminus B(0, \epsilon)) \setminus B(0, r),
\]

\[
\Omega_\gamma = (\Omega \setminus B(0, \epsilon)) \cap B(0, r),
\]

\[
A_r = B(0, r) \setminus B(0, \epsilon) \setminus \Omega.
\]

Note that

\[
m(\Omega_r) = m(\Omega \setminus B(0, \epsilon)) - m(\Omega_\gamma) \leq m(\Omega) - m(\Omega_\gamma)
\]

\[
= m(B(0, r) \setminus B(0, \epsilon)) - m(\Omega_\gamma)
\]

\[
= m(B(0, r) \setminus B(0, \epsilon) \setminus \Omega) = m(A_r),
\]

and \( \sup_{\Omega_r} f(|z|) \leq \inf_{A_r} f(|z|) \) because if \( z \in \Omega_r \) then \( |z| \geq r \), but it is smaller
than $r$ in $A_r$. Hence

$$\int_{\Omega \setminus B(0, r)} f(|z|) dm(z) = \int_{\Omega \cap B(0, r)} f(|z|) dm(z) + \int_{A_r} f(|z|) dm(z) \leq \int_{\Omega \cap B(0, r)} f(|z|) dm(z) + \int_{A_r} f(|z|) dm(z) = \int_{B(0, r) \setminus B(0, \epsilon)} f(|z|) dm(z). \quad (7.8)$$

**Lemma 7.4.** Let $\Omega \subset \mathbb{C}$ be a bounded Lipschitz domain, $z_0 \in \mathbb{C}$ and $\tau > 0$. Then there exists $h \in W^{1,1}(\Omega)$ such that

$$\tau \|1 - (\overline{z} - \overline{z_0})h\|_{L^1(\Omega)} + \|h\|_{W^{1,1}(\Omega)} \leq 2\pi \left( \sqrt{\frac{m(\Omega)}{\pi}} + 2 + \ln + \sqrt{\frac{m(\Omega)\tau}{\pi}} \right). \quad (7.9)$$

**Proof.** Write $\epsilon = \tau^{-1/2}$. Define

$$H(z) = \begin{cases} \frac{1}{\tau^2}, & |z| > \epsilon \\ \frac{1}{|z|}, & |z| < \epsilon \end{cases}. \quad (7.10)$$

Note that $H \in L^1_{\text{loc}} \subset \mathcal{D}'$. A straightforward integration by parts against a test function gives us

$$\partial H(z) = \begin{cases} 0, & |z| > \epsilon \\ \frac{1}{2\pi |z|^2}, & |z| < \epsilon \end{cases}, \quad \overline{\partial} H(z) = \begin{cases} \frac{-1}{2\pi |z|^2}, & |z| > \epsilon \\ \frac{-1}{2\pi |z|^2}, & |z| < \epsilon \end{cases}. \quad (7.11)$$

Let $h(z) = H(z - z_0)$. Now $h \in W^{1,1}(\Omega)$ because $\Omega$ is bounded. The rest is straightforward calculations using lemma 7.3. We will show the hardest case, namely $\overline{\partial} h$. By the lemma, we have

$$\int_{\Omega} |\overline{\partial} H(z - z_0)| \ dm(z) \leq \int_{\{|z| \leq \sqrt{\frac{m(\Omega)}{\pi}}\}} |\overline{\partial} H(z)| \ dm(z)$$

$$= 2\pi \int_0^{\sqrt{\frac{m(\Omega)}{\pi}}} |\overline{\partial} H(r)| r \ dr = 2\pi \int_0^{\epsilon} \frac{dr}{2\epsilon} + 2\pi \int_{\epsilon}^{\sqrt{\frac{m(\Omega)}{\pi}}} \frac{dr}{r} \quad (7.12)$$

$$= \pi + 2\pi \ln \sqrt{\frac{m(\Omega)}{\pi\epsilon^2}},$$

when $\epsilon < \sqrt{\frac{m(\Omega)}{\pi}}$. When not, then the upper bound is just $\pi$. This justifies $\ln_+$ in the estimate.
To estimate the first term, it is enough to note that
\[
1 - \overline{z}H(z) = \begin{cases} 
0, & |z| > \epsilon \\
1 - |z|^{-1}, & |z| < \epsilon 
\end{cases}
\tag{7.13}
\]
and integrate over the ball \( B(z_0, \epsilon) \). This gives us
\[
\|1 - (z - z_0)h\|_{L^1(\Omega)} \leq \frac{\pi}{3} \epsilon^2.
\tag{7.14}
\]
Summing all the terms and estimating upwards a bit gives the estimate.

**Remark 7.5.** This works also for unbounded domains with finite measure.

**Lemma 7.6.** Let \( \Omega \subset \mathbb{C} \) be a bounded open set, \( z_0 \in \mathbb{C} \) and \( \tau > 0 \). Write \( \Omega_\tau = \Omega \setminus B(z_0, \tau) \). Then
\[
\| (z - z_0)^{-1} \|_{L^{2,1}(\Omega_\tau)} \leq 2\sqrt{\pi} \ln \left( \frac{2m(\Omega)}{\pi \tau^2} + 1 + \sqrt{\left( \frac{2m(\Omega)}{\pi \tau^2} + 1 \right)^2 - 1} \right),
\tag{7.15}
\]
\[
\| (z - z_0)^{-2} \|_{L^{2,1}(\Omega_\tau)} \leq 4\sqrt{\pi} \tau^{-1} \arctan \sqrt{\frac{m(\Omega)}{\pi \tau^2}}.
\]

**Proof.** We may assume that \( z_0 = 0 \) by the translation invariance of \( L^{2,1} \) and \( \Omega \mapsto m(\Omega) \). First, calculate
\[
m(\Omega, \lambda) = m \{ \lambda^{-1/a} > \lambda \} = m \{ \Omega \setminus B(0, \tau) \cap B(0, \lambda^{-1/a}) \}
\leq \begin{cases} 
\pi (\lambda^{-1/a} - \tau^2), & \tau < \lambda^{-1/a} \\
\frac{m(\Omega)}{\pi \tau^2} + \tau^2, & \lambda^{-1/a} \leq \tau \\
m(\Omega), & \frac{m(\Omega)}{\pi \tau^2} + \tau^2 < \lambda^{-1/a} \leq \lambda < \tau^{-a}
\end{cases}
\tag{7.16}
\]
then
\[
(\lambda^{-a})^+(s) = \inf \{ \lambda \mid m(\lambda^{-1/a}, \lambda) \leq s \} = \begin{cases} 
\tau^{-a}, & s = 0 \\
\sqrt{\frac{m(\Omega)}{\pi \tau^2} + \tau^2}^{-a}, & 0 < s < m(\Omega) \\
0, & m(\Omega) \leq s
\end{cases}
\tag{7.17}
\]
By Hölder’s inequality \( \|f\|_{L^{2,1}} \leq 2 \|f\|_{2,1} = 2 \int_0^\infty s^{-1/2} f^+(s) ds, \) so
\[
\| |z|^{-a} \|_{L^{2,1}(\Omega_\tau)} \leq 2 \int_0^\infty s^{-1/2} (|z|^{-a})^+(s) ds = 2 \int_0^m(\Omega) s^{-1/2} \left( \frac{s}{\pi} + \tau^2 \right)^{-a/2} ds.
\tag{7.18}
\]
Case \(a = 1\): We have \(D \ln(x + \sqrt{x^2 - 1}) = (x^2 - 1)^{-1/2}\) for \(x > 1\). Use the change of variables \(u = \frac{2s}{\pi \tau^2} + 1\) to get

\[
\int_0^{m(\Omega)} s^{-1/2} \left(\frac{x}{\pi} + \tau^2\right)^{-1/2} ds = \sqrt{\pi} \int_0^{m(\Omega)} \frac{ds}{\sqrt{\left(\frac{2s}{\pi \tau^2} + 1\right)^2 - 1}}
\]

\[
= \sqrt{\pi} \int_1^{\frac{2m(\Omega)}{\pi \tau^2} + 1} \frac{du}{u^2 - 1} = \sqrt{\pi} \ln \left(\frac{2m(\Omega)}{\pi \tau^2} + 1 + \sqrt{\left(\frac{2m(\Omega)}{\pi \tau^2} + 1\right)^2 - 1}\right).
\] (7.19)

Case \(a = 2\): Use \(D \arctan v = \left(v^2 + 1\right)^{-1}\) with the change of variables \(v = \frac{u}{\sqrt{\pi \tau}}\) and \(u = s^{1/2}\). Then

\[
\int_0^{m(\Omega)} s^{-1/2} \left(\frac{x}{\pi} + \tau^2\right)^{-1/2} ds = 2\pi \int_0^{\sqrt{m(\Omega)}} \frac{du}{u^2 + \pi \tau^2} = 2\pi \int_0^{\sqrt{m(\Omega)}} \frac{\sqrt{\pi \tau} dv}{\pi \tau^2 (v^2 + 1)}
\]

\[
= 2\sqrt{\pi \tau^{-1}} \int_0^{\sqrt{m(\Omega)}} \frac{dv}{v^2 + 1} = 2\sqrt{\pi \tau^{-1}} \arctan \sqrt{\frac{m(\Omega)}{\pi \tau^2}}. \quad (7.20)
\]

Lemma 7.7. Let \(\Omega \subset \mathbb{R}^n\) be a bounded Lipschitz domain. Write

\[
\partial \Omega_{\varepsilon} = \{x \in \Omega \mid d(x, \partial \Omega) < \varepsilon\}. \quad (7.21)
\]

Then there is \(C_\Omega < \infty\) such that

\[
m(\partial \Omega_{\varepsilon}) \leq C_\Omega \varepsilon \quad (7.22)
\]

for any \(\varepsilon \geq 0\).

Proof. Let \(\{U_j\}\) be a finite open cover of \(\partial \Omega\) such that each \(U_j\) is a cube and there exists Lipschitz functions \(f_j\) and orthonormal coordinate systems \((\zeta_{j,1}, \ldots, \zeta_{j,n})\) in \(U_j\) such that

\[
U_j = \{\zeta_j \mid -s_j < \zeta_{j,k} < s_j \text{ for all } k\}
\]

\[
\Omega \cap U_j = \{\zeta_j \mid \zeta_{j,n} < f(\zeta_{j,1}, \ldots, \zeta_{j,n-1})\}. \quad (7.23)
\]

The existence of such an atlas follows by first taking an arbitrary open cover, the functions \(f_j\) and the coordinate axes, which are all given by the definition of a Lipschitz domain. Then cover each point in \(\overline{\Omega} \cap U_j\) by a properly oriented cube \(K \subset U_j\). The compactness of \(\overline{\Omega}\) implies the rest.
From now on we will write $\tilde{x} = (x_1, \ldots, x_{n-1})$ for $x \in \mathbb{R}^n$. Using the given coordinate systems we will see that

$$\partial \Omega \cap U_j = \{ \zeta_j \mid \inf_{\tilde{\zeta}_j} |(\tilde{\zeta}_j, f_j(\tilde{\zeta}_j)) - \zeta_j| < \varepsilon \}$$

$$\subset \{ \zeta_j \mid |(\tilde{\zeta}_j, f_j(\tilde{\zeta}_j)) - \zeta_j| < (M + 1)\varepsilon \},$$

(7.24)

where $M = \max \|f_j\|_{C^{0,1}}$. This is true because of the following reasoning: if $\zeta_j \in \partial \Omega \cap U_j$ then there is $\tilde{\zeta}_j \in \partial \Omega \cap U_j$ such that $|\zeta_j - \tilde{\zeta}_j| < \varepsilon$, and

$$|(\tilde{\zeta}_j, f_j(\tilde{\zeta}_j)) - \zeta_j| \leq |\zeta_j - (\tilde{\zeta}_j, \zeta_{j,n})| + |(\tilde{\zeta}_j, \zeta_{j,n}) - (\tilde{\zeta}_j, f_j(\tilde{\zeta}_j))|$$

$$= |\zeta_{j,n} - \zeta_{j,n}| + |\zeta_{j,n} - f_j(\tilde{\zeta}_j)| \leq |\zeta_j - \zeta_{j,n}| + |f(\tilde{\zeta}_j) - f_j(\tilde{\zeta}_j)|$$

$$\leq (1 + M) |\zeta_j - \zeta_{j,n}| \leq (1 + M) \varepsilon$$

(7.25)

because $\tilde{\zeta}_j \in \partial \Omega \cap U_j$ implies $\zeta_{j,n} = f(\tilde{\zeta}_j)$.

We are almost done. Let $\varepsilon_0 > 0$ be such that $\partial \Omega \subset \cup U_j$ if $0 < \varepsilon < \varepsilon_0$. If $\varepsilon \geq \varepsilon_0$, then $m(\partial \Omega) \leq m(\Omega) \leq \frac{m(\Omega)}{\varepsilon_0}$. The constant in front depends only on $\Omega$ since the choice of the atlas doesn’t depend on $\varepsilon$. Hence we may assume that $\partial \Omega \subset \cup U_j$.

Now

$$m(\partial \Omega \cap U_j) \leq m\{ \zeta_j \mid |f_j(\tilde{\zeta}_j) - \zeta_{j,n}| < (M + 1)\varepsilon \}$$

$$\leq m\{ \zeta_j \mid -s_j < \zeta_{j,k} < s_j \text{ for all } k \neq n, \text{ and } |f_j(\tilde{\zeta}_j) - \zeta_{j,n}| < (M + 1)\varepsilon \}$$

$$= (2s_j)^n (M + 1)\varepsilon.$$ 

(7.26)

The cover is finite, so summing all the pieces gives $m(\partial \Omega) \leq C_\Omega \varepsilon$. \hfill \square

**Lemma 7.8.** Let $\Omega \subset \mathbb{C}$ be bounded and Lipschitz. Then there is $C_\Omega < \infty$ such that for all $z_0 \in \mathbb{C}$ and $\varepsilon, \delta > 0$ there exists $h \in C_0^\infty(\Omega)$ with

$$\|1 - (z - \overline{z_0})h\|_{L^{(2,1)}(\Omega)} \leq C_\Omega \sqrt{\delta^2 + \varepsilon},$$

$$\|h\|_{L^\infty(\Omega)} \leq \delta^{-1},$$

$$\|\overline{\partial} h\|_{L^{(2,1)}(\Omega)} \leq C_\Omega \left( \varepsilon^{-1} \ln \left( 1 + C_\Omega \varepsilon \delta^{-2} + \sqrt{(1 + C_\Omega \varepsilon \delta^{-2})^2 - 1} \right) + \delta^{-1} \right).$$

(7.27)

**Remark 7.9.** $\varepsilon$ describes how close the support of $h$ is to $\partial \Omega$, while $\delta$ tells how close it is to $z_0$.

**Proof.** Let $\phi \in C_0^\infty(\mathbb{C})$ be such that supp $\phi \subset B(0, 1)$, $0 \leq \phi$, $\int \phi = 1$. Denote

$$\chi_\varepsilon = \chi_{\{z \in \Omega : |d(z, \partial \Omega)| > 2\varepsilon \}} \ast \phi_{\varepsilon},$$

$$\chi_\delta = \chi_{\mathbb{C} \setminus B(z_0, 2\delta)} \ast \phi_{\delta}.$$ 

(7.28)
where $\phi_a(z) = a^{-2}\phi(z/a)$. It is clear that $\chi_\epsilon \in C_0^\infty(\Omega)$, $\chi_\delta \in C^\infty(\mathbb{C})$, $0 \leq \chi_\epsilon, \chi_\delta \leq 1$,

$$\begin{align*}
\chi_\epsilon(z) &= 0 \text{ if } d(z, \partial \Omega) < \epsilon, \\
\chi_\delta(z) &= 0 \text{ if } |z - z_0| < \delta \\
\chi_\epsilon(z) &= 1 \text{ if } d(z, \partial \Omega) > 3\epsilon, \\
\chi_\delta(z) &= 1 \text{ if } |z - z_0| > 3\delta
\end{align*}$$

(7.29)

and

$$|\partial_j \chi_\epsilon(z)| = \left| \partial_j \int_{\{z \in \Omega | d(z, \partial \Omega) > 2\epsilon\}} \epsilon^{-2}(\partial_j \phi) \frac{d\mu}{\mu(z)} \right| = \left| \epsilon^{-1} \int_{\{z \in \Omega | d(z, \partial \Omega) > 2\epsilon\}} \epsilon^{-2} \partial_j \phi \frac{d\mu}{\mu(z)} \right| \leq \epsilon^{-1} \int_{\mathbb{C}} |\partial_j \phi| \, d\mu = \epsilon^{-1} \|\partial_j \phi\|_1. \quad (7.30)$$

Similarly, $|\partial_j \chi_\delta(z)| \leq \delta^{-1} \|\partial_j \phi\|_1$. Finally, set

$$h(z) = \frac{\chi_\epsilon(z) \chi_\delta(z)}{z - z_0}. \quad (7.31)$$

This is a compactly supported test function in $\Omega$ because $z_0 \notin \text{supp} \chi_\delta$ and $\chi_\epsilon \in C_0^\infty(\Omega)$. The estimate for $\|h\|_\infty$ comes directly from the support of $\chi_\delta$. For the first estimate, note that if $A \subseteq \mathbb{C}$ is measurable, then $\|\chi_A\|_{(p,q)} = \left(\frac{p}{q} + \frac{p}{q(p-1)}\right)^{1/q}(m(A))^{1/p}$ for $p > 1$, $q < \infty$. Hence we have

$$\begin{align*}
\|1 - (\overline{z} - \overline{z_0})h\|_{L_c^{(2,1)}(\Omega)} &= \|1 - \chi_\epsilon \chi_\delta\|_{L_c^{(2,1)}(\Omega)} = \|\chi_{(|z - z_0| < 3\delta \text{ or } d(z, \partial \Omega) < 3\epsilon)}\|_{L_c^{(2,1)}} \\
&\leq 4\sqrt{m}\{ |z - z_0| < 3\delta \text{ or } d(z, \partial \Omega) < 3\epsilon \} \leq 4\sqrt{9\pi\delta^2 + m(\partial \Omega_3e)} \\
&\leq C_\Omega \sqrt{\delta^2 + \epsilon} \quad (7.32)
\end{align*}$$

by lemma 7.7.

Note that $\|fg\|_{(2,1)} \leq \|f\|_{(2,1)} \|g\|_\infty$. Use the estimates for $\partial_j \chi_\epsilon$ and $\partial_j \chi_\delta$, and keep track of the sets where $\chi_\epsilon, \chi_\delta$ are constants to get

$$\begin{align*}
\|\overline{h}\|_{L_c^{(2,1)}(\Omega)} &\leq \left\| \frac{\chi_\delta}{z - z_0} \overline{\partial_j \chi_\epsilon} \right\|_{L_c^{(2,1)}} + \left\| \frac{\chi_\epsilon}{z - z_0} \overline{\partial_j \chi_\delta} \right\|_{L_c^{(2,1)}} + \left\| \frac{\chi_\epsilon \chi_\delta}{(z - z_0)^2} \right\|_{L_c^{(2,1)}} \\
&\leq \left\| \frac{1}{z - z_0} \right\|_{L_c^{(2,1)}(\partial \Omega_3e \setminus B(z_0, \delta))} + \left\| \frac{1}{z - z_0} \right\|_{L_c^{(2,1)}(B(z_0, 3\delta) \setminus B(z_0, \delta))} \\
&+ \left\| \frac{1}{(z - z_0)^2} \right\|_{L_c^{(2,1)}(\Omega \setminus B(z_0, \delta))} \\
&\leq \epsilon^{-1} \|\partial_j \phi\|_1 + \epsilon^{-1} \|\partial_j \phi\|_1 + \delta^{-1} \|\partial_j \phi\|_1 \\
&\leq \left(\frac{p}{q} + \frac{p}{q(p-1)}\right)^{1/q}(m(A))^{1/p} \quad (7.33)
\end{align*}$$

Again, by lemma 7.7, we have $m(\partial \Omega_3e) \leq C_\Omega \epsilon$, and $m(B(z_0, 3\epsilon) \setminus B(z_0, \epsilon)) = 8\pi\delta^2$. The rest follows directly from lemma 7.6.
Corollary 7.10. Let $\Omega \subset \mathbb{C}$ be a bounded Lipschitz domain. Then, for every $\tau \geq 1$ and $z_0 \in \mathbb{C}$, there exists $h \in C^\infty_0(\Omega)$ such that

$$\tau \|1 - (\bar{\tau} - z_0)h(z)\|_{L^{(2,1)}(\Omega)} + \|h\|_{L^\infty(\Omega)} + \|\nabla h\|_{L^{(2,1)}(\Omega)} \leq C_\Omega \tau^{2/3}, \quad (7.34)$$

where $C_\Omega$ does not depend on $\tau$ or $z_0$.

Proof. Take $h$ as in lemma 7.8 and choose $\epsilon = \delta^2 = \tau^{-2/3}$. This gives us

$$C_\Omega (\tau^{2/3} + \tau^{1/3}) \leq 2C_\Omega \tau^{2/3} \quad (7.35)$$

for the right-hand side. \qed
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Index of Notation

$(A_0, A_1)[\theta]$; interpolation space, [10]

$BC(X, A)$; bounded continuous functions, [16]

$\mathcal{C}, \overline{\mathcal{C}}$; Cauchy operators, [21]

$C_q$; boundary data, [38]

$d(C_{q_1}, C_{q_2})$; distance between boundary data, [39]

$\partial Q_\varepsilon$; $\varepsilon$-neighborhood of $\partial Q$, [55]

$\eta$; complex normal vector, [22]

$\mathcal{F}(A)$, [10]

$f^*(s)$; non-increasing rearrangement, [6]

$f^{**}(t)$, [7]

$H^{s,(p,q)}$; Lorentz-Bessel potential space, [18]

$\Lambda_q$; Dirichlet-Neumann map, [37]

$L^{p,q}, L^{(p,q)}$; Lorentz spaces, [3]

$L^{(p,q)}(\mathbb{R}^n, l^2)$, [19]

$L^{p,*}$; weak $L^p$-spaces, [7]

$m(f, \lambda)$; distribution function, [6]

$M^s(\Omega)$, [32]

$\|\Lambda_{q_1} - \Lambda_{q_2}\|$, [58]

$\nu$; normal vector, [22]

$\Pi, \overline{\Pi}, \partial \mathcal{C}$, $\overline{\partial \mathcal{C}}$; Beurling operator, [22]

$Q$; $q_1 - q_2$, [41]

$R$; the phase function $(z - z_0)^2 + (\overline{z} - \overline{z_0})^2$, [25], [28]

$\tau_0$; minimum value of $\tau$, [42]

$\text{Tr}$; trace mapping, [36]

$W/W_0, W^{1,2}/W_0^{1,2}$; quotient space, [36]
# Index of Subjects

Alessandrini’s identity, 2, 39, 10

Banach couple, 10, 11, 12

Banach’s fixed point theorem, 34

Beurling operator, 22, 47

boundary data, 1, 4, 38, 39

boundary integral equation, 50

boundary term, 22

Carleman estimate, 5, 28, 30, 32, 34

Cauchy data, see boundary data

Cauchy operator, 21

compatible, 10

complex Gaussian, 51

counterexamples, 40, 48

cut-off function, 53, 56

Dirichlet-Neumann map, 1, 36, 37

see also boundary data

distribution function, 6

ε-neighborhood, 55

equation

conductivity, 2

Schrödinger, 4

error term estimate, 26, 44

extension operator, 34, 45

functions

countably valued, 8, 15

simple, 6, 13

strongly measurable, 6

Green’s formula, see integration by parts

Hadamard’s criteria, 36

ill-posed, see counterexamples

integration by parts, 1, 22, 28, 39

interpolation

A-valued Lorentz spaces, 12

complex, 10

Lorentz-Bessel spaces $H^{s,(p,q)}$, 20

multilinear operators, 11

inverse problem

Calderón, 2

Gel’fand-Calderón, 1

solution, 11

$L^p$ potential, see non-smooth potential

mean value inequality, 24

Mihlin multiplier theorem, 19, 20

Minkowski’s integral inequality, 8

non-increasing rearrangement, 6

non-smooth potential, 3, 49

orthogonality relation, see

Alessandrini’s identity

Phragmén-Lindelöf principle, 11

Poisson kernel, 14

reconstruction, 3, 49

retract, 19

solutions

Bukhgeim’s, 1, 34, 42

whole domain, 47

complex geometric optics, 2

spaces

bounded continuous functions, 16

complex interpolation, 10

Lorentz, 6

Lorentz-Bessel potential, 18

Lorentz-Sobolev, 16

weak-$L^p$, 7

stability, see inverse problem

solution

stationary phase, 4, 25, 41, 49

three lines theorem, 12

trace mapping, 36

well-posed problem, 37
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