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ABSTRACT. In this article, we present a general methodology for control problems driven by the Brownian motion filtration including non-Markovian and non-semimartingale state processes controlled by mutually singular measures. The main result of this paper is the development of a concrete pathwise method for characterizing and computing near-optimal controls for abstract controlled Wiener functionals. The theory does not require ad hoc functional differentiability assumptions on the value process and ellipticity conditions on the diffusion components. The analysis is pathwise over suitable finite dimensional spaces and it is based on the weak differential structure introduced by Leão, Ohashi and Simas [31] jointly with measurable selection arguments. The theory is applied to stochastic control problems based on path-dependent SDEs where both drift and possibly degenerated diffusion components are controlled. Optimal control of drifts for path-dependent SDEs driven by fractional Brownian motion is also discussed. We finally provide an application in the context of financial mathematics. Namely, we construct near-optimal controls in a non-Markovian portfolio optimization problem.

1. Introduction

Let \( C^n_T \) be the set of continuous functions from \([0, T]\) to \(\mathbb{R}^n\), let \( \xi : C^n_T \to \mathbb{R} \) be a Borel functional, let \( \mathbb{F} = (\mathcal{F}_t)_{t \geq 0} \) be a fixed filtration and let \( U^T_0; 0 \leq t \leq T \) be a suitable family of admissible \( \mathbb{F} \)-adapted controls defined over \((t, T]\). The goal of this paper is to develop a systematic approach to solve a generic stochastic optimal control problem of the form

\[
\sup_{\phi \in U^T_0} \mathbb{E}\left[ \xi(X^{\phi}) \right],
\]

where \( \{X^{\phi}; \phi \in U^T_0\} \) is a given family of \( \mathbb{F} \)-adapted controlled continuous processes. A common approach to such generic control problem (see e.g [10, 14, 7]) is to consider for each control \( u \in U^T_0 \), the value process given by

\[
V(t, u) = \text{ess sup}_{\phi; \phi = u \text{ on } [0, t]} \mathbb{E}\left[ \xi(X^{\phi}) | \mathcal{F}_t \right]; 0 \leq t \leq T.
\]

Two fundamental questions in stochastic control theory rely on sound characterizations of value processes and the development of concrete methods to produce optimal controls \( u^* \in U^T_0 \) (when exists)

\[
\mathbb{E}\left[ \xi(X^{u^*}) \right] = \sup_{\phi \in U^T_0} \mathbb{E}\left[ \xi(X^{\phi}) \right].
\]

Optimal controls realizing (1.3) are called exacts. Besides the fact exact optimal controls may fail to exist due to e.g lack of convexity, they are very sensitive to perturbations and numerical rounding.
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An alternative to the exact optimal control is the so-called near-optimal controls (see e.g. [46]) which realize

\begin{equation}
\mathbb{E}\left[\xi(X^{u^*})\right] > \sup_{\phi \in U_T^0} \mathbb{E}\left[\xi(X^{\phi})\right] - \epsilon,
\end{equation}

for an arbitrary \( \epsilon > 0 \). The original problem (1.1) (dynamically described by (1.2)) can be greatly simplified in analysis and implementation by considering near-optimal controls which exist under minimal hypotheses and are sufficient in most practical cases.

In the Markovian case, a classical approach in solving stochastic control problems is given by the dynamic programming principle based on Hamilton-Jacobi-Bellman (HJB) equations. One popular approach is to employ verification arguments to check if a given solution of the HJB equation coincides with the value function at hand, and obtain as a byproduct the optimal control. Discretization methods also play an important role towards the resolution of the control problem. In this direction, several techniques based on Markov chain discretization schemes [28], Krylov’s regularization and shaking coefficient techniques (see e.g. [26, 27]) and Barles-Souganidis-type monotone schemes [11] have been successfully implemented. We also refer the more recent probabilistic techniques on fully non-linear PDEs given by Fahim, Touzi and Warin [15] and the randomization approach of Kharroubi, Langrené and Pham [22, 23, 24].

Beyond the Markovian context, the value process (1.2) can not be reduced to a deterministic PDE and the control problem (1.1) is much more delicate. Nutz [39] employs techniques from quasi-sure analysis to characterize one version of the value process as the solution of a second order backward SDE (2BSDE) (see [42]) under a non-degeneracy condition on the diffusion component of a path-dependent controlled SDE \( X^{\phi} \). Nutz and Van Handel [38] derive a dynamic programming principle in the context of model uncertainty and nonlinear expectations. Inspired by the work [22], under the weak formulation of the control problem, Fuhrman and Pham [16] shows a value process can be reformulated under a family of dominated measures on an enlarged filtered probability space where the controlled SDE might be degenerated. It is worth to mention that under a nondegeneracy condition on diffusion components of controlled SDEs, (1.2) can also be viewed as a fully nonlinear path-dependent PDE (PPDE) in the sense of [13] via its relation with 2BSDEs (see section 4.3 in [13]). In this direction, Possamaï, Tan and Zhou [40] derived a dynamic programming principle for a stochastic control problem with respect to a class of nonlinear kernels. Based on this dynamic programming principle, they obtained a well-posedness result for general 2BSDEs and established a link with PPDE in possibly degenerated cases.

Discrete-type schemes which lead to approximation of the optimal value (1.1) for controlled non-Markovian SDEs driven by Brownian motion was studied by Zhang and Zhuo [45], Ren and Tan [41] and Tan [44]. In [45, 41], the authors provide monotone schemes in the spirit of Barles-Souganidis for fully nonlinear PPDEs in the sense of [13] and hence one may apply their results for the study of (1.1). Under ellipticity conditions, by employing weak convergence methods in the spirit of Kushner and Dupuis, [44] provides a feasible discretization method for the optimal value (1.1).

1.1. Main setup and contributions. The main goal of this paper is to deepen the analysis of non-Markovian stochastic control problems. Rather than developing new representation results, we aim to provide a systematic pathwise approach to extract near-optimal controls based on a given family of non-anticipative state functionals \( \{X^u; u \in U_T^0\} \) adapted to the Brownian motion filtration and parameterized by possibly mutually singular measures. The theory developed in this article applies to virtually any control problem of the form (1.1) (see also Remark 2.4) under rather weak integrability conditions where none ellipticity condition is required from the controlled state. For instance, controlled path-dependent degenerated SDEs driven by possibly non-smooth transformations of the Brownian motion (such as fractional Brownian motion) is a typical non-trivial application of the theory.

Our methodology is based on a weak version of functional Itô calculus developed by Leão, Ohashi and Simas [31]. A given Brownian motion structure is discretized which gives rise to differential operators acting on piecewise constant processes adapted to a jumping filtration in the sense of [21].
and generated by what we call a discrete-type skeleton $\mathcal{D} = \{T, A^{k,j}; j = 1, \ldots, d; k \geq 1\}$ (see Definition 3.1). For a given controlled state process $\{X^\phi; \phi \in U_0^1\}$, we construct a controlled imbedded discrete structure $((V^k)_{k \geq 0}, \mathcal{D})$ (for precise definitions, see Sections 3 and 4) for the value process (1.2). This is a non-continuous version of the imbedded discrete structures introduced by [31] and it can be interpreted as a discrete version of (1.2). In Proposition 4.3 by using measurable selection arguments, we aggregate the controlled imbedded discrete structure $((V^k)_{k \geq 0}, \mathcal{D})$ into a single finite sequence of upper semianalytic value functions $\mathbb{V}^k_n : H^{k,n} \to \mathbb{R}; n = 0, \ldots, e(k, T) - 1$. Here, $H^{k,n}$ is the $n$-fold cartesian product of $\mathbb{A} \times S_k$, where $\mathbb{A}$ is the action space, $S_k$ is suitable finite-dimensional space which accommodates the dynamics of the structure $\mathcal{D}$ and $e(k, T)$ is a suitable number of periods to recover (1.4) over the entire period $[0, T]$ as the discretization level $k$ goes to infinity. In Corollary 4.1 we then show this procedure allows us to derive a pathwise dynamic programming equation. More importantly, we provide a rather general pathwise method to select candidates to near-optimal controls for (1.4) by means of a feasible maximization procedure based on integral functionals.

\begin{equation}
\arg\max_{\nu^k_n \in \mathbb{A}} \int_{S_k} \phi^k_n(a_n, s_{n+1}^{k, j})_{n+1} h_{n+1}(ds_{n+1}^{k, j} d\bar{t}_{n+1}^{k, j} b_n^k); \quad n = e(k, T) - 1, \ldots, 0,
\end{equation}

subject to a terminal condition $\mathbb{V}^k_{e(k, T)}(\phi^k_{e(k, T)}), \nu^k_{n+1}$ is the transition probability kernel of $\mathcal{D}$ acting on $S_k$ (see Proposition 3.1), $\phi^k_{n+1} \in H^{k,n}$ is the history of the imbedded discrete system and $b_n^k \in S^k_0$ is the noise information at the step $n$.

If the controlled and the associated value process (1.2) are continuous controlled Wiener functionals (see Definition 2.1), then Theorem 5.2 shows that (1.2) admits a rather weak continuity property w.r.t the controlled imbedded discrete structure $((V^k)_{k \geq 0}, \mathcal{D})$. More importantly, Theorem 5.3 reveals that near-optimal controls associated with the controlled structure $((V^k)_{k \geq 0}, \mathcal{D})$ and computed via (1.5) are near-optimal in the sense of (1.4). As a by-product, we are able to provide a purely pathwise description of near-optimal controls for a generic optimal control problem (1.4) based on a given $\{X^\phi; \phi \in U_0^1\}$. This gives in particular an original method to solve stochastic control problems for abstract controlled Wiener functionals, without requiring ad hoc assumptions on the value process in the sense of functional Itô calculus [8] and ellipticity conditions on the system. The regularity conditions of the theory boils down to mild integrability hypotheses, path continuity on the controlled process jointly with its associated value process and a Hölder modulus of continuity on the payoff functional $\xi : C^\infty_T \to \mathbb{R}$.

We remark that our approach does not rely on a given representation of the value process (1.2) in terms of PPDE or 2BSDE, but rather on its inherent $U_0^1$-supermartingale property (for precise definition, see Remark 2.2). In particular, it is required the existence of versions of (1.2) with continuous paths (see Lemma 2.4) for each control and none pathwise or quasi-sure representation of (1.2) is needed in our framework. Rather than exploring 2BSDEs or PPDEs, we develop a fully pathwise structure $\mathbb{V}^k_{j, j} = 0, \ldots, e(k, T) - 1$ which allows us to make use the classical theory of analytic sets to construct path wisely the near-optimal controls for (1.4) by means of a list of analytically measurable functions $C_{k,j} : H^{k,j} \to \mathbb{A}; j = 0, \ldots, e(k, T) - 1$. By composing those functions with the skeleton $\mathcal{D}$, we are able to construct pure jump $\mathcal{D}$-predictable near optimal controls

$$
\phi^\nu_{j, k} = (\phi^k_0, \ldots, \phi^k_{e(k, T) - 1})
$$

realizing (1.4) for $k$ sufficiently large, where the near-optimal control at the $j$-th step depends on previous near-optimal controls $n = 0, \ldots, j - 1$ by concatenating $\phi^k_0 \otimes \ldots \otimes \phi^k_{j-1}$ for $j = 1, \ldots, e(k, T)$. This allows us to treat very concretely the intrinsic path-dependence of the stochastic control problem under rather weak regularity conditions. We also emphasize that there is no conceptual obstruction in our approach in getting explicit rates of convergence. Indeed, it will depend on more refined estimates associated with the convergence of the filtrations and the derivative operator given by [31]. We postpone this analysis to a further investigation.
As a test of the relevance of the theory, we then show that it can be applied to controlled SDEs with rather distinct types of path-dependence:

**Case (A)**  
\[ dX^u(t) = \alpha(t, X^u, u(t)) dt + \sigma(t, X^u, u(t)) dB(t), \]

**Case (B)**  
\[ dX^u(t) = \alpha(t, X^u, u(t)) dt + \sigma dB_{H}(t), \]

where \( B_H \) is the fractional Brownian motion (FBM) with exponent \( 0 < H < 1 \) and \( B \) is the Brownian motion. In case (A), the lack of Markov property is due to the coefficients \( \alpha \) and \( \sigma \) which may depend on the whole path of \( X^u \). In this case, the controlled state \( X^u \) satisfies a pseudo-Markov property in the sense of [6]. The theory developed in this article applies to case (A) without requiring ellipticity conditions on the diffusion component \( \sigma \). Case (B) illustrates a fully non-Markovian case: the controlled state \( X^u \) is driven by a path-dependent drift and by a very singular transformation of the Brownian motion into a non-Markovian and non-semimartingale noise. In particular, there is no probability measure on the path space such that the controlled state in (B) is a semimartingale.

To the best of our knowledge, despite the recent efforts on representation theorems for value processes ([38, 39, 13, 16]) driven by path-dependent SDEs in (A) and numerical schemes for PPDEs ([14, 15, 11]), obtaining optimal controls (either exact or near) is novel. In particular, we do not assume a priori regularity assumptions on the value process in the sense of functional Itô calculus (see section 8.3 in Cont [8]) and none nondegeneracy condition on the controlled system is required. As far as (B), the current literature on the control theory for FBM driving force (see [3, 17, 4]) relies on the characterization of optimal controls via Pontryagin-type maximum principles based on BSDEs (with implicit or explicit FBM) at the expense of Malliavin differentiability of controls with exception of [4]. We mention that for non path-dependent quadratic costs, exact optimal controls for linear state controlled processes driven by FBM are obtained by Hu and Zhou [20] via solutions of BSDEs driven by FBM and Brownian motion. We stress the theory of this article provides a systematic way to extract near-optimal controls for control problems of the form (1.3) with possibly path-dependent payoff functionals composed with non-linear controlled SDEs driven by FBM and, more generally, singular transformations of Brownian motions. In order to illustrate the use of theory, we present a concrete example in financial mathematics. Namely, we construct near-optimal controls in a non-Markovian portfolio optimization problem (see section 6.3).

The remainder of this article is organized as follows. The next section summarizes some useful properties of the value process (1.2). Section 3 presents the concept of controlled imbedded discrete structure which is a fundamental object in our methodology. Section 4 presents the pathwise dynamic programming equation and the obtention of near-optimal controls for a given approximation level. Section 5 presents the abstract convergence results. Section 6 presents applications to cases (A-B) and section 6.3 presents an application to a non-Markovian portfolio optimization problem.

**Notation.** The paper is quite heavy with notation, so here is a partial list for ease of reference:  
\( U^M_N (N, M \text{ stopping times}), U^m_n \): Set of admissible controls; equations (2.2) and (3.16).  
\( A^k_n \): Equation (3.9).  
\( u \otimes_N v (N \text{ stopping time}), u^k \otimes_n v^k (n \text{ positive integer}) \): Concatenations; equations (2.3) and (3.17).  
\( \xi_X(u), \xi_{X^k}(u^k) \): The payoff functional \( \xi \) applied to controlled processes \( X \) and \( X^k \), respectively; equations (2.6) and (4.2).  
\( \nu^k_{n+1} \): The transition probability of the discrete-type skeleton \( \mathcal{D} \); equation (5.10).  
\( \epsilon(k, T) \): Equation (5.9).
2. Controlled stochastic processes

Throughout this article, we are going to fix a filtered probability space \((\Omega, \mathcal{F}, \mathbb{P})\) equipped with a \(d\)-dimensional Brownian motion \(B = \{B^1, \ldots, B^d\}\) where \(\mathbb{F} := (\mathcal{F}_t)_{t \geq 0}\) is the usual \(\mathbb{P}\)-augmentation of the filtration generated by \(B\) under a fixed probability measure \(\mathbb{P}\). For a pair of finite \(\mathbb{F}\)-stopping times \((M, N)\), we denote

\[
\|M, N\| := \{(\omega, t); M(\omega) < t \leq N(\omega)\},
\]

and \(\|M, +\infty\| := \{(\omega, t); M(\omega) < t < +\infty\}\). The action space is a compact set

\[
\mathcal{A} := \{(x_1, \ldots, x_m) \in \mathbb{R}^m; \max_{1 \leq i \leq m} |x_i| \leq \bar{a}\}
\]

for some \(0 < \bar{a} < +\infty\). In order to set up the basic structure of our control problem, we first need to define the class of admissible control processes: For each pair \((M, N)\) of a.s finite \(\mathbb{F}\)-stopping times such that \(M < N\) a.s, we denote\(^3\)

\[
U^N_M := \{\text{the set of all } \mathbb{F} - \text{predictable processes } u : \|M, N\| \to \mathcal{A}; u(M+) \text{ exists}\}.
\]

For such family of processes, we observe they satisfy the following properties:

- **Restriction:** \(u \in U^N_M \Rightarrow u \|M, P]\| \in U^P_M\) for \(M < P \leq N\) a.s.
- **Concatenation:** If \(u \in U^N_M\) and \(v \in U^P_M\) for \(M < N < P\) a.s, then \((u \otimes_N v)(\cdot) \in U^P_M\), where

\[
(u \otimes_N v)(r) := \begin{cases} u(r); & \text{if } M < r \leq N \\ v(r); & \text{if } N < r \leq P. \end{cases}
\]

- **Finite Mixing:** For every \(u, v \in U^N_M\) and \(G \in \mathcal{F}_M\), we have

\[
u_{\mathcal{G}} + v_{\mathcal{G}} \in U^N_M.
\]

- **Countable mixing on deterministic times:** Given a sequence of controls \(u_1, u_2, \ldots \in U^t_s\) for \(s < t\) and a sequence of disjoint sets \(D_1, D_2, \ldots \in \mathcal{F}_s\), we have

\[
\sum_{i=1}^{\infty} u_i 1_{D_i} \in U^t_s.
\]

To keep notation simple, we denote \(U_M := \{u : \|M, +\infty\| \to \mathcal{A} \text{ is } \mathbb{F} - \text{predictable and } u(M+) \text{ exists}\}\) for each finite \(\mathbb{F}\)-stopping time \(M\). Let \(\mathcal{B}^p(\mathbb{F})\) be the Banach space of all \(\mathbb{F}\)-adapted real-valued càdlàg processes \(Y\) such that

\[
\mathbb{E} \sup_{0 \leq t \leq T} |Y(t)|^p < \infty,
\]

for \(1 \leq p < \infty\) and \(0 < T < +\infty\) is a fixed terminal time.

**Definition 2.1.** A **continuous controlled Wiener functional** is a map \(X : U_0 \to \mathcal{B}^p(\mathbb{F})\) for some \(p \geq 1\), such that for each \(t \geq 0\) and \(u \in U_0\), \(\{X(s, u); 0 \leq s \leq t\}\) depends on the control \(u\) only on \((0, t]\) and \(X(\cdot, u)\) has continuous paths for each \(u \in U_0\).

From now on, we are going to fix a controlled Wiener functional \(X : U_0 \to \mathcal{B}^2(\mathbb{F})\). In the sequel, \(\mathcal{D}_X^2 := \{h : [0, T] \to \mathbb{R}^n \text{ with càdlàg paths}\}\) and we equip this linear space with the uniform convergence on \([0, T]\). Throughout this paper, we assume the following regularity properties on the payoff functional:

}\(^3\)Whenever necessary, we can always extend a given \(u \in U^N_M\) by setting \(u = 0\) on the complement of a stochastic set \(\|M, N\|\).
(A1): The payoff $\xi : D_T^2 \to \mathbb{R}$ is bounded and there exists $\gamma \in (0, 1]$ and a constant $C > 0$ such that

$$|\xi(f) - \xi(g)| \leq C(\sup_{0 \leq t \leq T} \|f(t) - g(t)\|_{\mathbb{R}^n})^\gamma$$

for every $f, g \in D_T^2$.

**Remark 2.1.** Even though we are only interested in controlled Wiener functionals with continuous paths, we are forced to assume the payoff functional is defined on the space of càdlàg paths due to a discretization procedure. However, this is not a strong assumption since most of the functionals of interest admits extensions from $C^2_T$ to $D_T^2$ preserving property (A1). The boundedness assumption is not essential but for simplicity of exposition we keep this assumption throughout this work.

The action of the payoff on a given controlled Wiener functional will be denoted by

$$\xi_X(u) := \xi(X(\cdot, u)); u \in U_0.$$  

For a given controlled Wiener functional $u \mapsto X(\cdot, u)$, we define

$$V(t, u) := \text{ess sup}_{v \in U(t)} \mathbb{E}\left[\xi_X(u \otimes v) | F_t\right]; 0 \leq t < T, u \in U_0,$$

where $V(T, u) := \xi_X(u)$ a.s and the process $V(\cdot, u)$ has to be viewed backwards. Throughout this paper, in order to keep notation simple, we omit the dependence of the value process in (2.7) on the controlled Wiener functional $X$ and we write $V$ meaning as a map $V : U_0 \to B^1(F)$.

Since we are not assuming that $F$ is the raw filtration generated by the Brownian motion, we can not say that $V(0)$ is deterministic. However, the finite-mixing property on the class of admissible controls implies that $\{\mathbb{E}[\xi_X(u \otimes \theta) | F_t]; \theta \in U(t)\}$ has the lattice property (see e.g Def 1.1.2 [29]) for every $t \in [0, T)$ and $u \in U(t)$. In this case,

$$\mathbb{E}[V(0)] = \sup_{v \in U(t)} \mathbb{E}[\xi(X(\cdot, v)).$$

More generally,

$$\mathbb{E}\left[\text{ess sup}_{\theta \in U(t)} \mathbb{E}[\xi_X(u \otimes \theta) | F_t]\right] = \text{ess sup}_{\theta \in U(t)} \mathbb{E}[\xi_X(u \otimes \theta) | F_t] \text{ a.s}$$

for each $u \in U_0$ and $0 \leq s \leq t \leq T$.

**Remark 2.2.** For any $u \in U_0$, $\{V(s, u); 0 \leq s \leq t\}$ depends only on the control $u$ restricted to the interval $[0, t]$. Hence, $u \mapsto V(\cdot, u)$ is a controlled Wiener functional. Moreover, $V$ is an $U_0$-supermartingale, in the sense that $V(\cdot, u)$ is an $F$-supermartingale for each $u \in U_0$.

It is natural to ask when $V(\cdot, u)$ admits adapted modifications with càdlàg paths for each $u \in U_0$. In order to investigate such property, we shall consider the following assumption:

(B1) There exists a constant $C$ such that

$$\|X(\cdot, u) - X(\cdot, \eta)\|_{B^2(F)}^2 \leq CE \int_0^T \|u(s) - \eta(s)\|_{\mathbb{R}^n}^2 \, ds$$

for every $u, \eta \in U_0$.

**Lemma 2.1.** If $\xi$ is a bounded pointwise continuous functional and $X$ satisfies (B1), then for each $u \in U_0$, the supermartingale $V(\cdot, u)$ admits an adapted modification with càdlàg paths. If (A1-B1) hold true, then for each $u \in U_0$, the supermartingale $V(\cdot, u)$ admits an adapted modification with continuous paths.
Definition 2.2. We say that \( u \in U_0^T \) is an \( \epsilon \)-optimal control if
\[
E[\xi_X(u)] \geq \sup_{\eta \in U_0^T} E[\xi_X(\eta)] - \epsilon.
\]
In case, \( \epsilon = 0 \), we say that \( u \) realizing \( E[\xi_X(\cdot)] \) is an optimal control.

Remark 2.3. A classical result (see e.g. [10]) states that \( u^* \) is optimal if, and only if, \( V(\cdot, u^*) \) is an \( \mathbb{F} \)-martingale.

In the sequel, we introduce the concept of conditional optimality similar to El Karoui [14].

Definition 2.3. For a given \( \epsilon \geq 0 \) and \( \pi \in U_0^T \), a control \( h^* \in U_1^T \) is \((t, \epsilon, \pi)\)-optimal if
\[
V(t, \pi) \leq E[\xi_X((\pi \otimes t) h^*)) | \mathcal{F}_t] + \epsilon \text{ a.s}.
\]
Of course, an \((0, \epsilon, \pi)\)-optimal control is also \( \epsilon \)-optimal.

Lemma 2.2. For every \( t \in [0, T] \), \( \pi \in U_0^T \) and \( \epsilon > 0 \), there exist \((t, \epsilon, \pi)\)-optimal controls.

Proof. It is well known that there exists a countable subset \( J_1^T = (u_1, u_2, \cdots) \) of \( U_1^T \) such that
\[
V(t, \pi) = \sup_{\theta \in U_1^T} E[\xi_X((\pi \otimes t) \theta)) | \mathcal{F}_t] = \sup_{i \geq 1} E[\xi_X((\pi \otimes t) u_i)) | \mathcal{F}_t] \text{ a.s.}
\]
It is not difficult to see that the countable set \( J_1^T \) allows us to employ the countable mixing property to conclude the \((t, \epsilon, \pi)\)-optimality. We omit the details. \( \square \)

Remark 2.4. One can similarly treat the complete “standard” cost function
\[
\text{ess sup}_{\phi \in U_0^T} \mathbb{E} \left[ \int_0^T c(s, u \otimes t, \phi, X(u \otimes t, \phi)) ds + \xi_X(u \otimes t, \phi) | \mathcal{F}_t \right]; 0 \leq t \leq T,
\]
for a non-anticipative function \( c : [0, T] \times U_0^T \times C_T^F \rightarrow \mathbb{R} \). In order to simplify the presentation, we set \( c = 0 \) for the rest of this article.

In the remainder of this paper, we are going to present an explicit construction of \( \epsilon \)-optimal controls for
\[
\sup_{\phi \in U_0^T} \mathbb{E} \left[ \xi_X(\phi) \right]
\]
and a suitable discrete-type pathwise dynamic programming equation which fully describes a family of approximations for the value process \( u \mapsto V(u) \).

3. Differential skeleton on controlled imbedded discrete structures

In this section, we set up the basic differential operators associated with what we will call a controlled imbedded discrete structure. It is a natural extension of the differential structure presented in Section 3 in Leão, Ohashi and Simas [31]. Our philosophy is to view a controlled Wiener functional \( u \mapsto Y(\cdot, u) \) as a family of simplified models one has to build in order to extract some information. The extraction of information is made by means of suitable derivative operators which mimic the infinitesimal evolution of \( Y \) w.r.t Brownian state. This piece of information is precisely what we need to obtain a concrete description of value processes and the construction of their associated \( \epsilon \)-optimal controls.
3.1. The underlying discrete skeleton. The discretization procedure will be based on a class of pure jump processes driven by suitable waiting times which describe the local behavior of the Brownian motion. We briefly recall the basic properties of this skeleton. For more details, we refer to the work [31]. We set \( T_0^{k,j} := 0 \) and

\[
T_n^{k,j} := \inf\{T_m^{k,j} < t < \infty ; |B_j(t) - B_j(T_{n-1}^{k,j})| = \epsilon_k\}, \quad n \geq 1,
\]

where \( \sum_{k \geq 1} \epsilon_k^2 < \infty \). Then, we define \( A^{k,j} ; j = 1, \ldots, d, k \geq 1 \)

\[
A^{k,j}(t) := \sum_{n=1}^{\infty} \epsilon_k \sigma_n^{k,j} \mathbb{1}_{\{T_n^{k,j} \leq t\}}; \quad t \geq 0.
\]

The jumps \( \{\sigma_n^{k,j} ; n \geq 1\} \) are given by

\[
\sigma_n^{k,j} := \begin{cases} 1 & \text{if } \Delta A^{k,j}(T_n^{k,j}) > 0 \\ -1 & \text{if } \Delta A^{k,j}(T_n^{k,j}) < 0 \end{cases}
\]

By construction

\[
\sup_{t \geq 0} |A^{k,j}(t) - B_j(t)| \leq \epsilon_k \text{ a.s}
\]

for every \( k \geq 1 \). Let \( \tilde{F}_t^{k,j} := \{\tilde{F}_t^{k,j} ; t \geq 0\} \) be the natural filtration generated by \( \{A^{k,j}(t) ; t \geq 0\} \). One should notice that \( \tilde{F}_t^{k,j} \) satisfies \( \tilde{F}_0^{k,j} = \{\Omega, \emptyset\} \) and \( \tilde{F}_t^{k,j} = \sigma(T_1^{k,j}, \ldots, T_m^{k,j}, \Delta A^{k,j}(T_1^{k,j}), \ldots, \Delta A^{k,j}(T_m^{k,j})) \) for \( m \geq 1 \) and \( j = 1, \ldots, d \). Moreover,

\[
\tilde{F}_t^{k,j}(T_m^{k,j}) \cap \{T_m^{k,j} \leq t < T_{m+1}^{k,j}\} = \tilde{F}_t^{k,j} \cap \{T_m^{k,j} \leq t < T_{m+1}^{k,j}\},
\]

for each \( m \geq 0, j = 1, \ldots, d \) and \( t \geq 0 \). The multi-dimensional filtration generated by \( A^{k,j} ; j = 1, \ldots, d \) is naturally characterized as follows. Let \( \tilde{F}_t^k := \{\tilde{F}_t^{k,j} ; 0 \leq t < \infty\} \) be the product filtration given by \( \tilde{F}_t^k := \tilde{F}_t^{k,1} \otimes \tilde{F}_t^{k,2} \otimes \cdots \otimes \tilde{F}_t^{k,d} \) for \( t \geq 0 \). Let \( T := \{T_k^m ; m \geq 0\} \) be the order statistics obtained from the family of random variables \( \{T_k^m ; \ell \geq 0, j = 1, \ldots, d\} \). That is, we set \( T_0^k := 0 \),

\[
T_k^1 := \inf_{1 \leq j \leq d} \{T_1^{k,j}\}, \quad T_k^m := \inf_{m \geq 1} \{T_m^{k,j} ; T_m^{k,j} \geq T_{m-1}^{k,j}\}
\]

for \( n \geq 1 \). The filtration \( \tilde{F}_t^k \) satisfies

\[
\tilde{F}_t^k \cap \{T_n^k \leq t < T_{n+1}^k\} = \tilde{F}_t^{k,n} \cap \{T_n^k \leq t < T_{n+1}^k\}; \quad t \geq 0
\]

where \( \tilde{F}_t^{k,n} = \sigma(A^{k,j}(s \wedge T_n^k) ; s \geq 0, 1 \leq j \leq d) \) for each \( n \geq 0 \). Let \( \mathcal{F}_\infty^k \) be the completion of \( \sigma(A^{k,j}(s) ; s \geq 0, j = 1, \ldots, d) \) and let \( \mathcal{N}_k \) be the \( \sigma \)-algebra generated by all \( \mathbb{P} \)-null sets in \( \mathcal{F}_\infty^k \). We denote \( \mathcal{F}_t^k = (\mathcal{F}_t^{k,j})_{t \geq 0} \), where \( \mathcal{F}_t^k \) is the usual \( \mathcal{P} \)-augmentation (based on \( \mathcal{N}_k \)) satisfying the usual conditions.

Finally, from (3.3) and Lemma 2.1 in [30], we do have

\[
\lim_{k \to \infty} \mathbb{P}^k = \mathbb{F},
\]

weakly (in the sense of [9]) over \([0, T]\). Moreover, since \( \sum_{k \geq 1} \epsilon_k^2 < \infty \), then Lemma 2.2 in [25] yields

\[
\lim_{k \to +\infty} \lim_{0 \leq t \leq T} \sup_{t \geq 0} |T^{k,j}_n - t| = 0
\]
almost surely and in $L^2(\mathcal{P})$ for each $j = 1, \ldots, d$.

**Definition 3.1.** The structure $\mathcal{D} = \{T, A^{k,j}; k \geq 1, 1 \leq j \leq d\}$ is called a discrete-type skeleton for the Brownian motion.

### 3.2. Pathwise dynamics of the skeleton.

For a given choice of discrete-type skeleton $\mathcal{D}$, we will construct controlled functionals written on this structure. Before we proceed, it is important to point out that there exists a pathwise description of the dynamics generated by $\mathcal{D}$. Let us define

$$
\mathbb{I}_k := \left\{ (i_1^k, \ldots, i_d^k); i_l^k \in \{-1, 0, 1\} \forall l \in \{1, \ldots, d\} \text{ and } \sum_{j=1}^{d} |i_j^k| = 1 \right\}
$$

and $S_k := (0, +\infty) \times \mathbb{I}_k$. Let us define $\mathbb{R} : \mathbb{I}_k \to \{1, 2, \ldots, d\} \times \{-1, 1\}$ by

$$
\mathbb{R}(i^k) := (\mathbb{R}_1(i^k), \mathbb{R}_2(i^k)) := (j, r),
$$

where $j \in \{1, \ldots, d\}$ is the coordinate of $\tilde{i}^k \in \mathbb{I}_k$ which is different from zero and $r \in \{-1, 1\}$ is the sign of $\tilde{i}^k$ at the coordinate $j$. The $n$-fold Cartesian product of $S_k$ is denoted by $S^n_k$ and a generic element of $S^n_k$ will be denoted by

$$
b^n_k := (s^k_1, \tilde{i}^k_1, \ldots, s^k_n, \tilde{i}^k_n) \in \mathbb{S}^n_k
$$

where $(s^k_1, \tilde{i}^k_1) \in (0, +\infty) \times \mathbb{I}_k$ for $1 \leq r \leq n$. Let us define $\eta^n_k := (\eta^n_{k,1}, \ldots, \eta^n_{k,d})$, where

$$
\eta^n_{k,j} := \begin{cases} 
1 & \text{if } \Delta A^{k,j}(T^n_k) > 0 \\
-1 & \text{if } \Delta A^{k,j}(T^n_k) < 0 \\
0 & \text{if } \Delta A^{k,j}(T^n_k) = 0.
\end{cases}
$$

Let us define

$$
\mathcal{A}^n_k := \left( \Delta T^n_1, \eta^n_{1,1}, \ldots, \Delta T^n_n, \eta^n_{n,1} \right) \in \mathbb{S}^n_k \text{ a.s.}
$$

One should notice that

$$
\bar{\mathcal{F}}_{T^k_n} = (\mathcal{A}^n_k)^{-1}(\mathcal{B}(\mathbb{S}^n_k)),
$$

where $\mathcal{B}(\mathbb{S}^n_k)$ is the Borel $\sigma$-algebra generated by $\mathbb{S}^n_k$, $n \geq 1$.

**Transition probabilities.** The law of the system will evolve according to the following probability measure defined by

$$
P^k_r(E) := \mathbb{P}\{\mathcal{A}^k_r \in E\}; E \in \mathcal{B}(\mathbb{S}_n^k),
$$

for $k, r \geq 1$. By the very definition,

$$
P^n_k(\cdot) = P^k_r(\cdot \times \mathbb{S}_{n-r}^k)
$$

for any $r > n \geq 1$. By construction, $P^k_r(\mathbb{S}_n^k \times \cdot)$ is a regular measure and $\mathcal{B}(\mathbb{S}_n^k)$ is countably generated, then it is known (see e.g III. 70-73 in [12]) there exists $(\mathbb{P}^k_{n-r}, \text{a.s. unique})$ a disintegration $\nu^k_{n-r} : \mathcal{B}(\mathbb{S}_{n-r}^k) \times \mathbb{S}_n^k \to [0, 1]$ which realizes

$$
P^k_r(D) = \int_{\mathbb{S}_n^k} \int_{\mathbb{S}_{n-r}^k} \mathbb{I}_D(b^n_k, \nu^k_{n-r}, d\nu^n_{n-r}(d(b^n_k))) db^n_k
$$

for every $D \in \mathcal{B}(\mathbb{S}_n^k)$, where $\nu^k_{n-r}$ is the projection of $b^n_k$ onto the last $(r - n)$ components, i.e.,

$$
\nu^n_{n-r} = (s^k_{n+1}, \tilde{i}^k_{n+1}, \ldots, s^k_r, \tilde{i}^k_r)
$$

for a list $b^n_k = (s^k_1, \tilde{i}^k_1, \ldots, s^k_n, \tilde{i}^k_n) \in \mathbb{S}^n_k$. If $r = n + 1$, we denote $\nu^n_{n+1} := \nu^n_{n,n+1}$. By the very definition, for each $E \in \mathcal{B}(\mathbb{S}_n^k)$ and $b^n_k \in \mathbb{S}^n_k$, we have
(3.10) \[ \nu_{n+1}(E|\mathbf{b}_n^k) = \mathbb{P}\{(\Delta T_{n+1}^k, \eta_{n+1}^k) \in E|\mathcal{A}_n^k = \mathbf{b}_n^k\}; \ n \geq 1. \]

The explicit expression of the transition kernel (3.10) is derived as follows. For a given \( \mathbf{b}_n^k = (s_1^k, t_1^k, \ldots, s_n^k, t_n^k) \), we define

(3.11) \[ \phi_\lambda(\mathbf{b}_n^k) := \max\{1 \leq j \leq n; \eta_j(\mathbf{b}_n^k) = \lambda\}, \]

where in (3.11), we make the convention that \( \max\{\emptyset\} = 0 \). For each \( \mathbf{b}_n^k \in \mathbb{S}_n^k \), we set

(3.12) \[ t_n^k(\mathbf{b}_n^k) := \sum_{\beta=1}^{n} s_{\beta}^k. \]

We then define

(3.13) \[ t_{n}^{k,\lambda}(\mathbf{b}_n^k) := \sum_{\beta=1}^{n} s_{\beta}^k \]

for \( \lambda \in \{1, \ldots, d\} \) and \( \mathbf{b}_n^k \in \mathbb{S}_n^k \). We set \( t_{n}^{k,\lambda} = 0 \) and

\[ \Delta_n^{k,\lambda}(\mathbf{b}_n^k) := t_n^k(\mathbf{b}_n^k) - t_{n}^{k,\lambda}(\mathbf{b}_n^k). \]

When no confusion arises, we omit the dependence on the variable \( \mathbf{b}_n^k \) in \( t_n^k, t_{n}^{k,\lambda} \) and \( \Delta_n^{k,\lambda} \). Let \( f_k \) be the density of the hitting time \( T_{n+1}^k \) (see e.g. Section 5.3 in [36]). We make use of the information set described in (3.11), (3.12) and (3.13). We define

\[ f_{\text{min}}^k(\mathbf{b}_n^k, j, t) := \prod_{\lambda \neq j} f_k(t + \Delta_n^{k,\lambda}(\mathbf{b}_n^k)) \]

for \( (\mathbf{b}_n^k, j, t) \in \mathbb{S}_n^k \times \{1, \ldots, d\} \times \mathbb{R}_+ \).

**Proposition 3.1.** For each \( \mathbf{b}_n^k \in \mathbb{S}_n^k \), \( (j, \ell) \in \{1, \ldots, d\} \times \{-1, 1\} \) and \( -\infty < a < b < +\infty \), we have

\[ \mathbb{P}\{\Delta T_{n+1}^k \in (a, b); \mathcal{H}(\eta_{n+1}^k) = (j, \ell)\} = \mathbb{P}\{\mathcal{A}_n^k = \mathbf{b}_n^k\} \]

(3.14) \[ = \frac{1}{2} \left\{ \int_{-\infty}^{b} f_k(x) \, dx \right\} \left\{ \int_{-\infty}^{0} \int_{-\infty}^{\infty} f_k(s + \Delta_n^{k,j}) f_{\text{min}}^k(\mathbf{b}_n^k, j, t) \, dt \, ds \right\} : \text{if } d > 1 \]

\[ = \frac{1}{2} \int_{a}^{b} f_k(s) \, ds; \text{ if } d = 1. \]

The proof of this formula is presented in [32].

### 3.3. Controlled imbedded discrete structures

In this section, we present the differential operators acting on functionals of \( \mathcal{D} \) which will constitute the basic pillars for analysing fully non-Markovian control problems. For this purpose, it will be important to enlarge \( \hat{\mathcal{F}}_{T_n^k} \) and \( \hat{\mathcal{F}}_{T_{n+1}^k} \) by means of universally measurable sets. For readers who are not familiar with this class of sets, we refer to e.g. [2]. If \( R \) is a Borel space, let \( P(R) \) be the space of all probability measures defined on the Borel \( \sigma \)-algebra \( \mathcal{B}(R) \) generated by \( R \). We denote
\[ \mathcal{E}(R) := \bigcap_{p \in P(R)} \mathcal{B}(R, p) \]

where \( \mathcal{B}(R, p) \) is the \( p \)-completion of \( \mathcal{B}(R) \) w.r.t \( p \in P(R) \).

Let \( \mathcal{G}_0 \) be the trivial \( \sigma \)-algebra and for \( n \geq 1 \), we set

\[ \mathcal{G}^k_n := \{ A^k_n \in D; D \in \mathcal{E}(S^n_k) \}, \]
\[ \mathcal{G}^k_{n+1} := \{ (A^k_n, \Delta T^k_{n+1}) \in D; D \in \mathcal{E}(S^n_k \times \mathbb{R}_+) \}. \]

One should notice that

\[ \mathcal{F}^k_{T_n} \subset \mathcal{G}^k_n \subset \mathcal{F}^k_{T_n}; n \geq 0. \]

Moreover, the following remark holds.

**Remark 3.1.** If \( Y \in L^1(\mathbb{P}) \), then \( \mathbb{E}\left[ Y|G^k_n \right] = \mathbb{E}\left[ Y|F^k_n \right] \) a.s and \( \mathbb{E}\left[ Y|G^k_{n+1} \right] = \mathbb{E}\left[ Y|F^k_{T_{n+1}} \right] \) a.s for every \( n \geq 0 \).

Let us start to introduce a subclass \( U^k_{T_n} \subset U^k_{T_m} \); \( 0 \leq m < n < \infty \). For \( m < n \), let \( U^k_{T_n} \) be the set of \( \mathcal{F}^k \)-predictable processes of the form

\[ v^k(t) = \sum_{j=m+1}^{n} v^k_{j-1} \mathbb{1}_{(T^k_{j-1} < t \leq T^k_{j})}; \quad T^k_m < t \leq T^k_n, \]

where for each \( j = m+1, \ldots, n \), \( v^k_{j-1} \) is an \( \mathcal{A} \)-valued \( G^k_{j-1} \)-measurable random variable. To keep notation simple, we use the shorthand notations

\[ U^k_{m,n} := U^k_{T_n}; 0 \leq m < n \]

and \( U^k_{m} \) as the set of all controls \( v^k : \mathbb{R}_{m,+\infty} \rightarrow \mathcal{A} \) of the form

\[ v^k(t) = \sum_{j=m+1}^{\infty} v^k_{j-1} \mathbb{1}_{(T^k_{j-1} < t \leq T^k_{j})}; \quad T^k_m < t, \]

where \( v^k_{j-1} \) is an \( \mathcal{A} \)-valued \( G^k_{j-1} \)-measurable random variable for every \( j \geq m+1 \) for an integer \( m \geq 0 \). We also use a shorthand notation for \( u^k \otimes T \circ v^k \): With a slight abuse of notation, for \( u^k \in U^k_{0,m} \) and \( u^k \in U^k_{m,n} \) with \( n < m \), we write

\[ (u^k \otimes v^k) := (u^k_0, \ldots, u^k_{n-1}, v^k_{n-1}, \ldots, v^k_{m-1}). \]

This notation is consistent since \( u^k \otimes T \circ v^k \) only depends on the list of variables \( (u^k_0, \ldots, u^k_{n-1}, v^k_{n-1}, \ldots, v^k_{m-1}) \) whenever \( u^k : \mathbb{R}_{m,+\infty} \rightarrow \mathcal{A} \) and \( v^k : \mathbb{R}_{m,+\infty} \rightarrow \mathcal{A} \) are controls of the form (3.15) for \( n < m \). With a slight abuse of notation, in order to alleviate notation we also write

\[ U_t := U^k_t, U^m_t := U^k_{T_m}, \]

and we set

\[ u \otimes \phi := u \otimes T \phi \text{ if } \phi \in U_t, u \in U_0 \]

for integers \( \ell \geq 0 \).
Remark 3.2. It is important to observe that any control $u^k \in U^k_0$ is completely determined by a list of universally measurable functions $g^k_j : S^k_0 \to \mathbb{R}; 0 \leq j \leq q - 1$ in the sense that

$$u^k_j = g^k_j(A^k_j); j = 0, \ldots, q - 1,$$

where $g^k_0$ is constant a.s.

Let us now introduce the analogous concept of controlled Wiener functional but based on the filtration $\mathbb{F}^k$. For this purpose, we need to introduce some further notations. Let us define

$$(3.20) e(k, T) := d[\epsilon_k^2 T],$$

where $[x]$ is the smallest integer greater or equal to $x \geq 0$. From (3.6) and Lemma 3.1 in [33], the authors show that

$$T^k_{e(k, t)} \to t \text{ as } k \to +\infty$$

a.s and $L^2(\mathbb{P})$ for each $t \geq 0$. Let $O_T(\mathbb{F}^k)$ be the set of all stepwise constant $\mathbb{F}^k$-optional processes of the form

$$Z^k(t) = \sum_{n=0}^{\infty} Z^k(T^k_{n+1}) 1_{T^k_n \leq t < T^k_{n+1}}; 0 \leq t \leq T,$$

where $Z^k(T^k_{n+1}) \in G^k_n; n \geq 0$ and $E[Z^k, Z^k](T) < \infty$ for every $k \geq 1$.

Definition 3.2. A weak controlled imbedded discrete structure $\mathcal{Y} = ((Y^k)_{k \geq 1}, \mathcal{D})$ associated with a controlled Wiener functional $Y$ consists of the following objects: a discrete-type skeleton $\mathcal{D}$ and a map $u^k \mapsto Y^k(\cdot, u^k)$ from $U^k_0, e(k, T)$ to $O_T(\mathbb{F}^k)$ such that

$$(3.21) Y^k(T^k_{n+1}, u^k) \text{ depends on the control only at } (u^k_0, \ldots, u^k_n)$$

for each integer $n \in \{0, \ldots, e(k, T) - 1\}$, and for each $t \in [0, T]$ and $u \in U_0$,

$$(3.22) \lim_{k \to +\infty} E[Y^k(T^k_{e(k, t)}, u^k) - Y(t, u)] = 0,$$

whenever $u^k \in U^k_0, e(k, T)$ satisfies $\lim_{k \to +\infty} u^k = u$ in $L^2(\mathbb{P} \times \text{Leb})$.

Remark 3.3. We will show (see Theorem 5.7) that for every control $u \in U^T_0$, one can explicitly construct a sequence $u^k \in U^k_0, e(k, T); k \geq 1$ such that $\lim_{k \to +\infty} u^k = u$ in $L^2(\mathbb{P} \times \text{Leb})$. Therefore, the above definition is not void. In this case, condition (3.22) can be interpreted as a rather weak property of continuity.

In the sequel, we are going to fix a weak controlled imbedded discrete structure $\mathcal{Y} = ((Y^k)_{k \geq 1}, \mathcal{D})$ for a controlled Wiener functional $Y$. For a given $u^k \in U^k_0, e(k, T)$, we clearly observe that we shall apply the same arguments presented in Section 3 in [31] to obtain a differential form for $Y^k(\cdot, u^k)$.

Remark 3.4. In contrast to the framework of one fixed probability measure in [31], in the present context it is essential to work path wisely on the level of weak controlled imbedded structures. In other words, we need to aggregate the structure into a single deterministic finite sequence of maps due to a possible appearance of mutually singular measures induced by $Y^k(\cdot, u^k)$ as $u^k$ varies over the set of controls $U^k_0, e(k, T)$.

Let us now start the pathwise description. The whole dynamics will take place in the history space $\mathbb{H}^k := \mathbb{A} \times \mathbb{S}_k$. We denote $\mathbb{H}^{k,n}$ and $\mathbb{I}^k_n$ as the $n$-fold Cartesian product of $\mathbb{H}^k$ and $\mathbb{I}_k$, respectively. The elements of $\mathbb{H}^{k,n}$ will be denoted by
Let us use semimartingale theory to find a differential structure for sequel, we denote
\[
\pi_r(a_k^n) := \left((a_0^k, s_1^k, i_1^k), \ldots, (a_{n-1}^k, s_n^k, i_n^k)\right)
\]
as the projection of \(a_k^n \in \mathbb{H}^{k,n}\) onto the first \(r\) coordinates.

If \(F^k: \mathbb{H}^{k,\ell} \to \mathbb{R}; \ell = 0, \ldots, e(k, T)\) is a list of universally measurable functions (\(F_0^k\) is a constant), we then define
\[
\nabla_j F^k(a_k^n) := F_{n+1}^k(a_n^k, s_{n+1}^k, \tilde{T}_{n+1}^k) - F_n^k(a_n^k)/\epsilon_k \mathbb{I}_{\{s_n^k(\ell(k))]\}},
\]
for \(a_k^n \in \mathbb{H}^{k, n} 0 \leq n \leq (k, T) - 1\), where \(b_k^n = ((s_1^k, \tilde{T}_1^k), \ldots, (s_n^k, \tilde{T}_n^k))\). We also define
\[
\mathcal{W} F^k(\alpha_k^n, a_n^k) := \int_{\mathcal{S}_n} \frac{F_{n+1}^k(\alpha_n^k, a_n^k, s_{n+1}^k, T_{n+1}^k)}{\epsilon_k} \mathbb{I}_{\{s_n^k(\ell(k))]\}}(d s_{n+1}^k, d T_{n+1}^k | b_n^k),
\]
for \(a_k^n \in \mathbb{H}^{k, n} 0 \leq n \leq (k, T) - 1\), where \(b_k^n\) are the elements of \(\alpha_k^n\) which belong to \(\mathcal{S}_n^k\).

The operators \((\nabla_j, \mathcal{W}; j = 1, \ldots, d)\) will describe the differential form associated with the controlled structure \(Y = (Y_k^k)_{k \geq 1}, \mathcal{D}\). In particular, (3.24) will play the role of a Hamiltonian in the context of the control problem. Let us now make a connection of (3.24) and (3.25) to a differential form composed with the noise \(A^k\).

We identify \(\Xi_{j^k, g^k}(s_1^k, i_1^k, \ldots, s_n^k, i_n^k) := (g_{j^k-1}^k(s_{j^k-1}^k, i_{j^k-1}^k), \ldots, s_n^k, i_n^k)\)
where \(1 \leq j \leq e(k, T)\). We identify \(\Xi_{0, g^k}\) as a constant (in the action space \(A\)) which does not necessarily depend on a list of controls \(g^k = (g_{j^k-1}^k)_{n=1}^{e(k, T)}\). The importance of working with those objects relies on the following fact: For a given list of controls \((u_{j^k}^k)_{j^k=0}^{e(k, T)-1}\) based on \((g_{j^k}^k)_{j^k=0}^{e(k, T)-1}\), the Doob-Dynkin’s theorem yields the existence of a list of universally measurable functions \(F^k_{j^k}: \mathbb{H}^k_{j^k} \to \mathbb{R}\) such that
\[
Y^k(T_{j^k}^k, u^k) = F^k_{n}(\Xi_{j^k, g^k}(A_n^k)) a.s., n = 0, \ldots, e(k, T).
\]
Let us know use semimartingale theory to find a differential structure for \(Y = (Y_k^k)_{k \geq 1}, \mathcal{D}\). In the sequel, we denote \(\mathcal{P}^k\) as the \(\mathcal{F}^k\)-predictable \(\sigma\)-algebra over \([0, T] \times \Omega, (\cdot)_{\mathcal{F}^k}\) is the \(\mathcal{F}^k\)-dual predictable projection operator and let \(\mu_{[A^k, j]}\) be the Doléans measure (see e.g Chap.5 in [13]) generated by the point process \([A^k, j], A^k, j\); \(1 \leq j \leq d, k \geq 1\). Let us denote
\[
\mathcal{D}^{Y, k, j} Y^k(s, u^k) := \sum_{t=1}^{\infty} \Delta Y^k(T_{j^k}^k, u^k) / \Delta A_{j^k}^k(T_{j^k}^k) \mathbb{I}_{\{T_{j^k}^k = s\}}; 0 \leq s \leq T, Y = (Y_k^k)_{k \geq 1}, \mathcal{D},
\]
and
\[
U^{Y, k, j} Y^k(s, u^k) := \mathbb{E}_{\mu_{[A^k, j]}} \left[ \frac{\mathcal{D}^{Y, k, j} Y^k(s, u^k)}{\Delta A_{j^k}^k(s)} \right](s); 0 \leq s \leq T, k \geq 1, 1 \leq j \leq d,
\]
where $U^{Y,k,j}Y^k(\cdot, u^k)$ is the unique (up to sets of $\mu_{[A^k,j]}$-measure zero) $F^k$-predictable process such that
\[
\left( \int_0^T \frac{D^{Y,k,j}Y^k(\cdot, u^k)}{DA^{k,j}} \, ds \right)^{p,k} = \int_0^T \mathbb{E}_{(A^{k,j})} \left[ \frac{D^{Y,k,j}Y^k(\cdot, u^k)}{DA^{k,j}} \right] \, ds.
\]
Here, the stochastic process $D^{Y,k,j}Y^k(\cdot, u^k)/DA^{k,j}$ is null on the complement of $\cup_{n=1}^{\infty} \{ (\omega, t); T_{n,j}^{k}(\omega) = t \}$. Let us denote
\[
D^{Y,k,j}Y^k(s, u^k) := \sum_{\ell=1}^{\infty} D^{Y,k,j}Y^k(s, u^k) \mathbb{I}_{\{T_{\ell}^k \leq s < T_{\ell+1}^k\}}
\]
and
\[
\mathcal{D}^{Y,k,j}Y^k(s, u^k) := U^{Y,k,j}Y^k(s, u^k) \frac{d(A^{k,j}, A^{k,j})}{ds},
\]
for $0 \leq s \leq T$ and $u^k \in U^k_0$. A direct application of Proposition 3.1 in [31] to $Y^k(\cdot, u^k) \in \mathcal{O}_T(\mathbb{K}^k)$ yields
\[
Y^k(t, u^k) = Y^k(0, u^k) + \sum_{j=1}^{d} \int_0^t D^{Y,k,j}Y^k(s, u^k) \, ds + \sum_{j=1}^{d} \int_0^T \mathcal{D}^{Y,k,j}Y^k(s, u^k) \, ds,
\]
for $0 \leq t \leq T$. For the purpose of this article, the most important aspect of this differential representation is revealed on the time scale $T^k_0, \ldots, T^k_{e(k,T)}$. By applying Lemma 3.2 in [31], we have
\[
\sum_{j=1}^{d} U^{Y,k,j}Y^k(T_{n+1}^k, u^k) = \mathbb{E} \left[ \frac{\Delta Y^k(T_{n+1}^k, u^k)}{\epsilon_k^2} \right] \mathcal{G}_n^{k+1} \text{ a.s.}
\]
In other words,
\[
\mathbb{E} \left[ \sum_{j=1}^{d} U^{Y,k,j}Y^k(T_{n+1}^k, u^k) \mathcal{G}_n^{k+1} \right] = \mathbb{E} \left[ \frac{\Delta Y^k(T_{n+1}^k, u^k)}{\epsilon_k^2} \right] \mathcal{G}_n^{k+1} \text{ a.s.}
\]
for each $0 \leq n \leq e(k, T) - 1$ and $k \geq 1$. By construction, if $Y^k$ is given by the functional representation (3.27), the functions $(\nabla_j F^k, \mathcal{F}^k; j = 1, \ldots, d)$ realize the following identities: For every $u^k \in U^k_{0, e(k,T)}$ associated with $(g^k_j)_{j=0}^{e(k,T)-1},$
\[
\nabla_j F^k(\Xi_n^k, g^k_n(A^k_n)) = D^{Y,k,j}Y^k(T_n^k, u^k) \mathbb{I}_{\{S_{n,j}(A^k_n)\rangle} \text{ a.s.}
\]
for each $j = 1, \ldots, d, n = 1, \ldots, e(k,T)$ and
\[
\mathcal{F}^k(\Xi_n^k, g^k_n(A^k_n)) = \mathbb{E} \left[ \sum_{j=1}^{d} U^{Y,k,j}Y^k(T_{n+1}^k, u^k) \right] \mathcal{G}_n^{k+1} \text{ a.s.}
\]
for $n = 0, \ldots, e(k, T) - 1$.

The differential structure summarized in this section will play a key role in the obtention of $\epsilon$-optimal controls in a given non-Markovian control problem. It is not obvious that maximizing the function $\mathcal{F}^k$ (for a suitable $F^k$) path wisely over the action space will provide such optimal objects. Next, we are going to start to explain how to achieve this.
4. The controlled imbedded discrete structure for the value process

In this section, we are going to describe controlled imbedded structures associated with an arbitrary value process

\[ V(t, u) = \operatorname{ess sup}_{v \in U^T_t} \mathbb{E}[\xi_X(u \otimes_t v)|\mathcal{F}_t]; \ u \in U^T_0, 0 \leq t \leq T, \]

where the payoff \( \xi \) is a bounded Borel functional and \( X \) is an arbitrary controlled Wiener functional admitting a controlled structure \( ((X^k)_{k \geq 1}, \mathcal{D}) \). Throughout this section, we are going to fix a structure

\[ u^k \mapsto X^k(\cdot, u^k) \]

associated with \( X \) such that (3.21) holds and we define

\[ \xi_{X^k}(u^k) := \xi(X^k(\cdot, u^k)) \]

for \( u^k \in U^{e(k,T)}_0 \). We then

\[ V^k(T^k_n, u^k) := \operatorname{ess sup}_{\phi^k \in U^{e(k,T)}_0, k,n} \mathbb{E}[\xi_{X^k}(u^k \otimes_n \phi^k)|\mathcal{G}^k_n]; n = 1, \ldots, e(k,T) - 1 \]

with boundary conditions

\[ V^k(0) := V^k(0, u^k) := \sup_{\phi^k \in U^{e(k,T)}_0} \mathbb{E}[\xi_{X^k}(\phi^k)], \quad V^k(T^k_{e(k,T)}, u^k) := \xi_{X^k}(u^k). \]

One should notice that \( V^k(T^k_n, u^k) \) only depends on \( u^{k,n-1} := (u^k, \ldots, u^k_{n-1}) \) so it is natural to write

\[ V^k(T^k_n, u^{k,n-1}) := V^k(T^k_n, u^k); u^k \in U^{e(k,T)}_0, 0 \leq n \leq e(k,T) \]

with the convention that \( u^{k,-1} := 0 \). By construction, \( V^k \) satisfies (3.24) in Definition 3.2.

Similar to the value process \( V \), we can write a dynamic programming principle for \( V^k \) where the Brownian filtration is replaced by the discrete-time filtration \( \mathcal{G}^k_n; n = e(k,T) - 1, \ldots, 0 \).

**Lemma 4.1.** Let \( 0 \leq n \leq e(k,T) - 1 \). For each \( \phi^k \) and \( \eta^k \) in \( U^{e(k,T)}_0 \), there exists \( \theta^k \in U^{e(k,T)}_0 \) such that

\[ \mathbb{E}[\xi_{X^k}(\pi^k \otimes_n \theta^k)|\mathcal{G}^k_n] = \mathbb{E}[\xi_{X^k}(\pi^k \otimes_n \phi^k)|\mathcal{G}^k_n] \lor \mathbb{E}[\xi_{X^k}(\pi^k \otimes_n \eta^k)|\mathcal{G}^k_n] \ a.s \]

for every \( \pi^k \in U^{e(k,T)}_0 \). Therefore, for each \( \pi^k \in U^{e(k,T)}_0 \)

\[ \mathbb{E}\left[\operatorname{ess sup}_{\theta^k \in U^{e(k,T)}_0} \mathbb{E}[\xi_{X^k}(\pi^k \otimes_n \theta^k)|\mathcal{G}^k_j]|\mathcal{G}^k_j\right] = \operatorname{ess sup}_{\theta^k \in U^{e(k,T)}_0} \mathbb{E}[\xi_{X^k}(\pi^k \otimes_n \theta^k)|\mathcal{G}^k_j] \ a.s \]

if \( 0 \leq j \leq n \) and \( 0 \leq n \leq e(k,T) - 1 \).

**Proof.** Let \( G = \left\{ \mathbb{E}[\xi_{X^k}(\pi^k \otimes_n \phi^k)|\mathcal{G}^k_n] > \mathbb{E}[\xi_{X^k}(\pi^k \otimes_n \eta^k)|\mathcal{G}^k_n] \right\} \). Choose \( \theta^k = \phi^k \mathbb{I}_G + \eta^k \mathbb{I}_{G^c} \) and apply the finite mixing property to exchange the esssup into the conditional expectation (see e.g Prop 1.1.4 in [29]) to conclude the proof.

**Proposition 4.1.** For each \( u^k \in U^{e(k,T)}_0 \), the discrete-time value process \( V^k(\cdot, u^k) \) satisfies
At first, we observe that for a given control \( u \):

\[
(4.5) \quad V^k(T_{n+1}^k, u^k) = \mathbb{E} \left[ V^k(T_{n+1}^k, u^k, \omega) \mid \mathcal{G}_n^k \right] ; \quad 0 \leq n \leq e(k, T) - 1
\]

On the other hand, if a class of processes \( \{ Z^k(T_{n+1}^k, u^k); u^k \in U_0^{k, e(k, T)}; 0 \leq n \leq e(k, T) \} \) satisfies the dynamic programming equation (4.4) for every \( u^k \in U_0^{k, e(k, T)} \), then \( Z^k(T_{n+1}^k, u^k) \) coincides with \( V^k(T_{n+1}^k, u^k) \) a.s for every \( 0 \leq n \leq e(k, T) \) and for every \( u^k \in U_0^{k, e(k, T)} \).

Proof. Fix \( u^k \in U_0^{k, e(k, T)} \). By using Lemma 4.2 and the identity

\[
\mathbb{E} \left[ \xi_X(u^k, \omega, \phi^k) \mid \mathcal{G}_n^k \right] = \mathbb{E} \left[ \xi_X(u^k, \omega, \phi^k) \mid \mathcal{G}_n^k \right] \quad \text{a.s. for each } 0 \leq n \leq e(k, T) - 1,
\]

the proof is straightforward, so we omit the details.

4.1. **Measurable selection and e-controls.** Let us now present a selection measurable theorem which will allow us to aggregate the map \( u^k \mapsto V^k(\cdot, u^k) \) into a single list of upper semi-analytic functions \( F^k_m : \mathbb{R}^k \rightarrow \mathbb{R}; m = 0, \ldots, e(k, T) \). As a by product, we also construct \( e \)-optimal controls at the level of the optimization problem

\[
\sup_{\phi^k \in U_0^{k, e(k, T)}} \mathbb{E} \left[ \xi_X(\phi^k) \mid \mathcal{G}_n^k \right] ; \quad k \geq 1.
\]

At first, we observe that for a given control \( u^k \in U_0^{k, e(k, T)} \) associated with \( \{ g_{c-1}^k \}_{c=1}^e \) and a given \( x \in \mathbb{R}^n \), we can easily construct a Borel function \( \gamma^k_{c(k, T)} : \mathbb{R}^k \rightarrow D_T^k \) such that \( \gamma^k_{c(k, T)}(0) = x = X^k(0, u^k) \) and

\[
(4.5) \quad \gamma^k_{c(k, T)} \left( \mathbb{E} \left[ \xi_X(u^k, \omega, \phi^k) \mid \mathcal{G}_n^k \right] \right)(t) = X^k(t, \omega, u^k(\omega))
\]

for a.a. \( \omega \) and for every \( t \in [0, T] \). For concrete examples of these constructions, we refer to Section 6.

Let us now present the selection measurable theorem which will play a key role in our methodology. For this purpose, we make a backward argument. To keep notation simple, in the sequel we set \( m = e(k, T) \). Recall that a structure of the form (4.1) is fixed and it is equipped with a Borel function \( \gamma^k_{m} : \mathbb{R}^k \rightarrow D_T^k \) realizing (4.5) with a given initial condition \( x \in \mathbb{R}^n \). For such structure, we write \( V^k \) as the associated value process given by (4.3).

We start with the map \( \psi^k_m : \mathbb{R}^k \rightarrow \mathbb{R} \) defined by

\[
\psi^k_m(o^k_m) := \xi(\gamma^k_{m}(o^k_m)); o^k_m \in \mathbb{R}^k.
\]

By construction, \( \psi^k_m \) is a Borel function.

**Lemma 4.2.** The probability measure \( P_n^k(D) \) on \( \mathcal{E}(S_n^k) \) can be disintegrated as

\[
P_n^k(D) = \int_{S_n^k} \int_{\mathcal{B}(S_n^k)} \mathbb{P}_{n+1}^k(D \mid b_n^k, s_{n+1}^k, t_{n+1}^k) u_{n+1}^k(d_r^k d_i^k) P_n^k dB_n^k(D, dB_n^k)
\]

for every \( D \in \mathcal{E}(S_n^k) \) and \( n \geq 0 \), where \( E \mapsto \nu_{n+1}^k(E \mid b_n^k) \) is the canonical extension from \( \mathcal{B}(S_n^k) \) to \( \mathcal{E}(S_n^k) \). Moreover this extension can be chosen to be a Borel function \( b_n^k \mapsto \nu_{n+1}^k(E \mid b_n^k) \) from \( S_n^k \) to \( [0, 1] \) for each \( E \in \mathcal{E}(S_n^k) \).

Proof. By using the fact the Lebesgue \( \sigma \)-algebra contains universally measurable sets, this fact easily follows from the disintegration formula (3.14) for \( \nu_{n+1}^k \) given by Proposition 3.1.

An immediate consequence of Lemma 4.2 is the following elementary result.
Lemma 4.3. Let \( u^k \in \mathcal{T}^k_{0,m} \) be a control associated with universally measurable functions \((g^k_{n-1})_{n=1}^m\), where \( m = e(k,T) \). Then,

\[
E[\xi_X(u^k)|\mathcal{G}^{k}_{m-1}] = \int_{\mathcal{S}_k} \nu^k_{m}(\Xi^k_{m} \circ (A^k_{m-1}, s^k_m, \bar{r}^k_m)) \nu^k_m(ds^k_m, d\bar{r}^k_m|A^k_{m-1}) \text{ a.s.}
\]

and

\[
E[\xi_X(u^k)] = \int_{\mathcal{S}_k} \nu^k_{m}(\Xi^k_{m} \circ (b^k_m)) \nu^k_m(db^k_m).
\]

Lemma 4.4. The map

\[
(o^k_{m-1}, a^k_{m-1}) \mapsto \int_{\mathcal{S}_k} \nu^k_{m}(o^k_{m-1}, a^k_{m-1}, s^k_m, \bar{r}^k_m) \nu^k_m(ds^k_m, d\bar{r}^k_m|b^k_m)
\]

is a Borel function from \( \mathbb{R}^{k,m-1} \times \mathbb{A} \) to \( \mathbb{R} \), where \( b^k_m \) are the elements of \( o^k_{m-1} \) which belong to \( s^k_m \).

Proof. We shall imitate the proof of Prop. 7.29 in [2] due to Lemma 4.2 which says that \( \nu^k_{m}(E|b^k_m) \) is Borel measurable for each \( E \in \mathcal{F}(\mathcal{S}_k) \).

The boundedness assumption on \( \xi \) yields

\[
\left| \int_{\mathcal{S}_k} \nu^k_{m}(o^k_{m-1}, a^k_{m-1}, s^k_m, \bar{r}^k_m) \nu^k_m(ds^k_m, d\bar{r}^k_m|b^k_m) \right| \leq \sup_{\eta \in \mathbb{D}^k} |\xi(\eta)| < \infty
\]

for every \( o^k_{m-1} = ((a^k_0, s^k_1, \bar{r}^k_1), \ldots, (a^k_{m-2}, s^k_{m-1}, \bar{r}^k_{m-1})) \in \mathbb{R}^{k,m-1}, b^k_{m-1} = (s^k_0, \bar{r}^k_0), \ldots, (s^k_{m-2}, \bar{r}^k_{m-2}), (s^k_{m-1}, \bar{r}^k_{m-1})) \in \mathbb{S}^{m-1}_k \).

Lemma 4.5. Let \( \nu^k_{m-1} : \mathbb{H}^{k,m-1} \to \mathbb{R} \) be the function defined by

\[
\nu^k_{m-1}(b^k_{m-1}) := \sup_{a^k_{m-1} \in \mathbb{A}} \int_{\mathcal{S}_k} \nu^k_{m}(o^k_{m-1}, a^k_{m-1}, s^k_m, \bar{r}^k_m) \nu^k_m(ds^k_m, d\bar{r}^k_m|b^k_m)
\]

for \( o^k_{m-1} \in \mathbb{H}^{k,m-1} \) where \( b^k_{m-1} \) are the elements of \( o^k_{m-1} \) which belong to \( s^k_{m-1} \). Then, \( \nu^k_{m-1} \) is upper semianalytic and for every \( k > 0 \), there exists an analytically measurable function \( C^k_{m-1} : \mathbb{H}^{k,m-1} \to \mathbb{A} \) which realizes

\[
\nu^k_{m-1}(o^k_{m-1}) \leq \int_{\mathcal{S}_k} \nu^k_{m}(o^k_{m-1}, C^k_{m-1}(o^k_{m-1}), s^k_m, \bar{r}^k_m) \nu^k_m(ds^k_m, d\bar{r}^k_m|b^k_m) + \epsilon
\]

for every \( o^k_{m-1} \in \mathbb{H}^{k,m-1} \).

Proof. The fact that \( \nu^k_{m-1} \) is upper semianalytic follows from Prop 7.47 in [2] and Lemma 4.4 which says the map given by

\[
f(o^k_{m-1}, a^k_{m-1}) = \int_{\mathcal{S}_k} \nu^k_{m}(o^k_{m-1}, a^k_{m-1}, s^k_m, \bar{r}^k_m) \nu^k_m(ds^k_m, d\bar{r}^k_m|b^k_m)
\]

(\( b^k_{m-1} \) being the \( s^k_{m-1} \) elements of \( o^k_{m-1} \)) is a Borel function (hence upper semianalytic). Moreover, by construction \( \mathbb{H}^{k,m-1} \times \mathbb{A} \) is a Borel set. Let

\[
\nu^k_{m-1}(o^k_{m-1}) = \sup_{a^k_{m-1} \in \mathbb{A}} f(o^k_{m-1}, a^k_{m-1}); o^k_{m-1} \in \mathbb{H}^{k,m-1}.
\]

The bound (4.8) and Prop 7.50 in [2] yield the existence of an analytically measurable function \( C^k_{m-1} : \mathbb{H}^{k,m-1} \to \mathbb{A} \) such that

\[
\nu^k_{m-1}(o^k_{m-1}) \leq \epsilon + \sup_{a^k_{m-1} \in \mathbb{A}} f(o^k_{m-1}, a^k_{m-1}); o^k_{m-1} \in \mathbb{H}^{k,m-1}.
\]
for every \( \mathbf{a}_{k,m-1}^k \in \{ \mathbb{V}^k_{m-1} < +\infty \} = \mathbb{V}^k_{m-1} \).

**Lemma 4.6.** For every \( \epsilon > 0 \) and \( u^k \in U_{0}^{k,m} \), there exists a control \( \phi_{m-1}^{k,\epsilon} \in U_{m-1}^{k,m} \) such that

\[
V^k(T_{m-1}^{k,m}, u^k) \leq \mathbb{E}\left[V^k(T_{m-1}^{k,m}, u^k \otimes_{m-1} \phi_{m-1}^{k,\epsilon})|\mathcal{G}_{m-1}^k\right] + \epsilon \quad \text{a.s.}
\]

**Proof.** Let \( (g^k_{n-1})_{n=1}^{m} \) be a list of universally measurable functions associated with the control \( (u^k_{n-1})_{n=1}^{m} \). For \( \epsilon > 0 \), let \( C_{k,m-1} : \mathbb{V}^{k,m-1} \rightarrow \mathcal{A} \) be the analytically measurable function which realizes (4.9). We claim that

\[
\mathbb{V}^k_{m-1}(\Xi_{m-1}^{k,g^k}(A_{m-1}^k)) = \text{ess sup}_{\phi^k \in \mathcal{T}^{k,m-1}_{m-1}} \mathbb{E}[\xi_{m}(u^k \otimes_{m-1} \phi^k)|\mathcal{G}^k_{m-1}] \quad \text{a.s.}
\]

and \( \mathbb{E}[\xi_{m}(u^k \otimes_{m-1} \phi^k,\epsilon)|\mathcal{G}^k_{m-1}] \) equals (a.s) to

\[
\int_{\mathcal{G}_{m-1}} \mathbb{V}^k_{m}(\Xi^k_{m}, g_{m}^{k}, C_{k,m-1}^{k,m-1}(A_{m-1}^k, s_{m}^{k}, \zeta_{m}^{k})) \nu_{m}(ds_{m}, d\zeta_{m}|A_{m-1}^k)\]

where \( \phi_{m-1}^{k,\epsilon} := C_{k,m-1}^{k,m-1}(\Xi_{m-1}^{k,g^k}(A_{m-1}^k)) \) is the composition of an analytically measurable function with an universally measurable one. In this case, it is known that \( C_{k,m-1}^{k,m-1} \circ \Xi_{m-1}^{k,g^k} \) is universally measurable (see e.g Prop 7.44 in [2]). This shows that \( \phi_{m-1}^{k,\epsilon} \) is a control.

At this point, it is convenient to introduce the mapping \( \Xi_{j}^{k,g^k,z^k}(b_{j}^k) \) given by

\[
(\left(g_{0}^k, \cdots, g_{j-2}^k(\pi_{j-2}(b_{j}^k)), s_{j-1}^k, \tilde{z}_{j-1}^k), (z_{j-1}^k(\pi_{j-1}(b_{j}^k)), s_{j}^k, \tilde{z}_{j}^k)\right)
\]

where \( \pi_{r}(b_{j}^k) \) is the projection map onto the first \( r \) coordinates of \( b_{j}^k \) for a given \( b_{j}^k := (s_{1}^k, \cdots, s_{j}^k, \tilde{z}_{1}^k, \cdots, \tilde{z}_{j}^k) \) and \( j = m, \ldots, 1 \). The assertion (4.12) is a direct application of (4.6) which also yields

\[
V^k(T_{m-1}^{k,m}, u^k) = \text{ess sup}_{z^k \in \mathcal{T}^{k,m-1}_{m-1}} \int_{\mathcal{G}_{k}} \mathbb{V}^k_{m}(\Xi_{m}^{k,g^k,z^k}(A_{m-1}^k, s_{m}^{k}, \zeta_{m}^{k})) \nu_{m}(ds_{m}, d\zeta_{m}|A_{m-1}^k)
\]

almost surely. Clearly,

\[
\mathbb{V}^k_{m-1}(\Xi_{m-1}^{k,g^k}(A_{m-1}^k)) \geq \int_{\mathcal{G}_{m-1}} \mathbb{V}^k_{m}(\Xi_{m}^{k,g^k,z^k}(A_{m-1}^k, s_{m}^{k}, \zeta_{m}^{k})) \nu_{m}(ds_{m}, d\zeta_{m}|A_{m-1}^k)
\]

a.s for every \( z^k : \mathcal{S}^{m-1}_{k} \rightarrow \mathcal{A} \) universally measurable function. By considering single elements \( a_{m-1}^k \) as constant controls of the form \( z^k(b_{m-1}^k) = a_{m-1}^k; b_{m-1}^k \in \mathcal{S}^{m-1}_{k} \), the right-hand side of (4.13) is greater than or equals to

\[
\int_{\mathcal{G}_{m}} \mathbb{V}^k_{m}(\Xi_{m}^{k,g^k,z^k}(A_{m-1}^k, a_{m-1}^k, s_{m}^{k}, \zeta_{m}^{k})) \nu_{m}(ds_{m}, d\zeta_{m}|A_{m-1}^k) \quad \text{a.s.}
\]

for every \( a_{m-1}^k \in \mathcal{A} \). Summing up (4.14), (4.15) and (4.16), we conclude that (4.11) holds true. By composing \( \mathbb{V}^k_{m-1} \) with \( \Xi_{m-1}^{k,g^k}(A_{m-1}^k) \) in (4.9) and using (4.11) and (4.12), we conclude that (4.10) holds true. \( \square \)
Proof. From (4.8), the following estimate holds true
\[ \sup_{a_{t}^{k} \in A} \int_{S_{k}} \psi_{\ell + 1}^{k}(a_{t}^{k}, s_{\ell + 1}^{k}, \tilde{\gamma}_{\ell + 1}^{k}) \nu_{\ell + 1}^{k}(ds_{\ell + 1}^{k}, d\tilde{\gamma}_{\ell + 1}^{k}|b_{\ell}^{k}) \]
for \( o_{k}^{j} \in \mathbb{H}^{k, \ell} \) (\( b_{\ell}^{k} \) being the \( S_{k}^{\ell} \)-elements of \( o_{k}^{j} \)) and \( \ell = m - 1, \ldots, 1 \).

**Lemma 4.7.** For each \( j = m - 1, \ldots, 1 \), the map
\[ (o_{j}^{k}, a_{j}^{k}) \mapsto \int_{S_{k}} \psi_{j + 1}^{k}(o_{j}^{k}, a_{j}^{k}, s_{j + 1}^{k}, \tilde{\gamma}_{j + 1}^{k}) \nu_{j + 1}^{k}(ds_{j + 1}^{k}, d\tilde{\gamma}_{j + 1}^{k}|b_{j}^{k}) \]
is upper semianalytic from \( \mathbb{H}^{k, j} \times \mathbb{A} \) to \( \mathbb{R} \), where \( b_{j}^{k} \) are the elements of \( o_{j}^{k} \) which belong to \( S_{j}^{k} \).

**Proof.** The same argument used in the proof of Lemma 4.4 applies here. We omit the details. \( \square \)

**Proposition 4.2.** The function \( \psi_{j}^{k} : \mathbb{H}^{k, j} \to \mathbb{R} \) is upper semianalytic for each \( j = m - 1, \ldots, 1 \). Moreover, for every \( \epsilon > 0 \), there exists an analytically measurable function \( C_{k, j}^{\epsilon} : \mathbb{H}^{k, j} \to \mathbb{A} \) such that
\[ \psi_{j}^{k}(o_{j}^{k}) \leq \int_{S_{k}} \psi_{j + 1}^{k}(o_{j}^{k}, C_{k, j}^{\epsilon}(o_{j}^{k}), s_{j + 1}^{k}, \tilde{\gamma}_{j + 1}^{k}) \nu_{j + 1}^{k}(ds_{j + 1}^{k}, d\tilde{\gamma}_{j + 1}^{k}|b_{j}^{k}) + \epsilon \]
for every \( o_{j}^{k} \in \mathbb{H}^{k, j} \) (\( b_{j}^{k} \) being the \( S_{k}^{j} \)-elements of \( o_{j}^{k} \)), where \( j = m - 1, \ldots, 1 \).

**Proof.** From (4.8), the following estimate holds true
\[ \sup_{o_{j}^{k} \in \mathbb{H}^{k, j}} |\psi_{j}^{k}(o_{j}^{k})| \leq \sup_{\eta \in \mathbb{D}_{k}} |\xi(\eta)| < +\infty, \]
for every \( j = m - 1, \ldots, 1 \). Now, we just repeat the argument of the proof of Lemma 4.5 jointly with Lemma 4.7 \( \square \)

We are now able to define the value function at step \( j = 0 \) as follows
\[ \psi_{0}^{k} := \sup_{a_{0}^{k} \in A} \int_{S_{k}} \psi_{1}^{k}(a_{0}^{k}, s_{1}^{k}, \tilde{\gamma}_{1}^{k}) \|b_{1}^{k}\|_{1}(ds_{1}^{k}, d\tilde{\gamma}_{1}^{k}). \]

Therefore, by definition of the supremum, for \( \epsilon > 0 \), there exists \( C_{k, 0}^{\epsilon} \in \mathbb{A} \) which realizes
\[ \psi_{0}^{k} < \int_{S_{k}} \psi_{1}^{k}(C_{k, 0}^{\epsilon}, s_{1}^{k}, \tilde{\gamma}_{1}^{k}) \|b_{1}^{k}\|_{1}(ds_{1}^{k}, d\tilde{\gamma}_{1}^{k}) + \epsilon. \]

**Proposition 4.3.** For each \( j = m - 1, \ldots, 0 \) and a control \( u_{j}^{k} \in U_{0}^{k, m} \) associated with a list of universally measurable functions \( (y_{j}^{k})_{j=0}^{m-1} \), we have
\[ V^{k}(T_{j}^{k}, u_{j}^{k}) = \psi_{j}^{k}(\Xi_{j}^{k}, g_{j}^{k}(A_{j}^{k})) \text{ a.s.} \]
Moreover, for every \( \epsilon > 0 \), there exists a control \( u_{j}^{k, \epsilon} \) defined by
\[ u_{j}^{k, \epsilon} := C_{k, j}^{\epsilon}(\Xi_{j}^{k}, g_{j}^{k}(A_{j}^{k})); j = m - 1, \ldots, 0 \]
which realizes
\[ V^{k}(T_{j}^{k}, u_{j}^{k}) \leq \mathbb{E}[V^{k}(T_{j+1}^{k}, u_{j+1}^{k, \epsilon} \otimes u_{j}^{k, \epsilon}|G_{j}^{k})] + \epsilon \text{ a.s.} \]
for every \( j = m - 1, \ldots, 0 \).

**Proof.** The statements for \( j = m - 1 \) hold true due to (4.11) and (4.11) in Lemma 4.6. Now, by using Proposition 4.2 and a backward induction argument, we shall conclude the proof. \( \square \)

We are now able to construct an \( \epsilon \)-optimal control in this discrete level.

**Proposition 4.4.** For every \( \epsilon > 0 \) and \( k \geq 1 \), there exists a control \( \phi^{*,k,\epsilon} \in U^k_{0,m} \) such that

\[
\sup_{u^k \in U^k_{0,m}} \mathbb{E}[\xi_{X^k}(u^k)] \leq \mathbb{E}[\xi_{X^k}(\phi^{*,k,\epsilon})] + \epsilon.
\]

**Proof.** Fix \( \epsilon > 0 \) and let \( \eta_k(\epsilon) = \frac{\epsilon}{m} \), where we recall \( m = \epsilon(k,T) \). The candidate for an \( \epsilon \)-optimal control is

\[
\phi^{*,k,\epsilon} = (\phi^{k,\eta_k(\epsilon)}, \phi^{k,\eta_k(\epsilon)}, \ldots, \phi^{k,\eta_k(\epsilon)}),
\]

where \( \phi^{k,\eta_k(\epsilon)}; i = m - 1, \ldots, 0 \) are constructed via (4.22). Let us check it is indeed \( \epsilon \)-optimal. From (4.23), we know that

\[
\sup_{u^k \in U^k_{0,m}(s,T)} \mathbb{E}[\xi_{X^k}(u^k)] \leq \mathbb{E}[V^k(T^k_1, \phi^{k,\eta_k(\epsilon)}_0)] + \eta_k(\epsilon)
\]

and

\[
V^k(T^k_1, \phi^{k,\eta_k(\epsilon)}_0) \leq \mathbb{E}[V^k(T^k_2, \phi^{k,\eta_k(\epsilon)}_0 \otimes_1 \phi^{k,\eta_k(\epsilon)}_1)] + \eta_k(\epsilon) \ a.s.
\]

Inequalities (4.25) and (4.26) yield

\[
\sup_{u^k \in U^k_{0,m}(s,T)} \mathbb{E}[\xi_{X^k}(u^k)] \leq \mathbb{E}[V^k(T^k_j, \phi^{k,\eta_k(\epsilon)}_0 \otimes_1 \phi^{k,\eta_k(\epsilon)}_1 \otimes_2 \ldots \otimes_{j-1} \phi^{k,\eta_k(\epsilon)}_j)] + \eta_k(\epsilon),
\]

where (4.23) implies \( V^k(T^k_j, \phi^{k,\eta_k(\epsilon)}_0 \otimes_1 \phi^{k,\eta_k(\epsilon)}_1 \otimes_2 \ldots \otimes_{j-1} \phi^{k,\eta_k(\epsilon)}_j) \) less than or equals to

\[
\mathbb{E}[V^k(T^k_{j+1}, \phi^{k,\eta_k(\epsilon)}_0 \otimes_1 \phi^{k,\eta_k(\epsilon)}_1 \otimes_2 \ldots \otimes_j \phi^{k,\eta_k(\epsilon)}_j)] + \eta_k(\epsilon)
\]

a.s. for \( j = 1, \ldots, m - 1 \). By iterating the argument starting from (4.27) and using (4.28), we conclude (4.29). \( \square \)

**Construction of \( \epsilon \)-optimal control for the controlled imbedded discrete structure:** From the proof of Proposition 4.2, we can actually construct an \( \epsilon \)-optimal control for \( \sup_{u^k \in U^k_{0,m}(s,T)} \mathbb{E}[\xi_{X^k}(u^k)] \).

For \( m = \epsilon(k,T) \), let us assume one has constructed the functions \( C_{k,j}^\epsilon; j = m - 1, \ldots, 0 \) backwards as described in Proposition 4.2 and (4.20). Then, we set

\[
\phi^{k,\pm}_1 := C_{k,0}^\epsilon(\Xi^k_0 \phi^{k,0}_0(\Lambda^k_1))
\]

where \( g^k_0 := C_{k,0}^\epsilon \). The next step is

\[
\phi^{k,\pm}_2 := C_{k,1}^\epsilon(\Xi^k_1 \phi^{k,0}_0(\Lambda^k_2))
\]

where \( g^k_1(b^k_1) := C_{k,1}^\epsilon(\Xi^k_1 \phi^{k,0}_0(\Lambda^k_2)) \) and

\[
\Xi^k_2 \phi^{k,0}_0(\Lambda^k_2) := \left( g^k_0, \ldots, \nu^k_0, g^k_1(s^k_1, \iota^k_1), g^k_1(s^k_1, \iota^k_1), \nu^k_2, \iota^k_2 \right).
\]
for $b^k_j = (s^k_1, 7^k_1, s^k_2, 7^k_2)$. We then proceed as follows
\[
\phi^k_{j+1} := C_{k,j} \left( \Xi^k_{j} \phi^k_{j-1} (A^k_j) \right)
\]
where
\[
g^k_{j-1}(b^k_{j-1}) := C_{k,j-1} \left( \Xi^k_{j-1} \phi^k_{j-2} (b^k_{j-1}) \right),
\]
and
\[
\Xi^k_{j} \phi^k_{j-1} (b^k_{j}) := \left( \left( \phi^k_{0}, s^k_1, 7^k_1 \right), \ldots, \left( g^k_{j-1} (s^k_1, 7^k_1), \ldots, s^k_{j-1}, 7^k_{j-1}, s^k_j, 7^k_j \right) \right)
\]
for $b^k_j = (s^k_1, 7^k_1, s^k_2, 7^k_2)$; $j = 1, \ldots, m - 1$. The $\epsilon$-optimal control for (4.24) is then
\[
\phi^{*,k,\epsilon} = (\phi^k_0, \ldots, \phi^k_{m-1}).
\]

4.2. Pathwise dynamic programming equation in the embedded structure. Let us now illustrate the fact that the dynamic programming principle given by Proposition 4.1 can be formulated in terms of an optimization procedure based on the operator (3.34) which plays the role of a Hamiltonian. In the dynamic programming equation below, there are several concatenations of different controls at each time step. Then, if $((Z^k)_{k \geq 1}, \mathcal{D})$ is a weak controlled imbedded discrete structure for $V$, we set
\[
Z^{k,(n)}(\cdot, u^{k,n-1} \otimes \theta^k_n) := Z^k(\cdot, (u^k_0, \ldots, u^k_{n-1}, \theta^k_n, \ldots, \theta^k))
\]
for $0 \leq n \leq e(k, T) - 1$. By construction,
\[
Z^{k,(n)}(t, u^{k,n-1} \otimes \theta^k_n) = Z^{k,(n)}(T_{n+1}^k, u^{k,n-1} \otimes \theta^k_n)
\]
for every $t \geq T_{n+1}^k$, i.e., it is stopped after the stopping time $T_{n+1}^k$.

For such $((Z^k)_{k \geq 1}, \mathcal{D})$, we write $X^k_n = (Z^{k,(n)})_{k \geq 1}, \mathcal{D})$ for $0 \leq n \leq e(k, T) - 1$. For each $n = 0, \ldots, e(k, T) - 1$, $Z^{k,(n)}(\cdot, u^{k,n-1} \otimes \theta^k_n)$ is an element of $O_T(\mathbb{R}^k)$ and hence we are able to apply decomposition (3.30) to get
\[
Z^{k,(n)}(t, u^{k,n-1} \otimes \theta^k_n) = Z^{k,(n)}(0, u^{k,n-1} \otimes \theta^k_n) + \sum_{j=1}^d \int_0^t \mathbb{E} X^k_{n,j} Z^{k,(n)}(s, u^{k,n-1} \otimes \theta^k_n) ds
\]
for $0 \leq t \leq T$. Here, following the arguments which describes (3.29), we have
\[
\mathbb{D} X^k_{n,j} Z^{k,(n)}(s, u^{k,n-1} \otimes \theta^k_n)(s) = \sum_{i=1}^\infty \mathbb{D} X^k_{n,i} Z^{k,(n)}(s, u^{k,n-1} \otimes \theta^k_n)(s) \mathbb{1}_{(T_r^k \leq s < T_{r+1}^k)}
\]
where
\[
\mathbb{D} X^k_{n,j} Z^{k,(n)}(s, u^{k,n-1} \otimes \theta^k_n) = \sum_{r=1}^\infty \frac{\Delta Z^{k,(n)}(T_r^k, u^{k,n-1} \otimes \theta^k_n)}{\Delta A^{k,j}(T_r^k)} \mathbb{1}_{(T_r^k = s)},
\]
and
\[
\mathbb{U} X^k_{n,j} Z^{k,(n)}(s, u^{k,n-1} \otimes \theta^k_n) = \mathbb{U} X^k_{n,j} Z^{k,(n)}(s, u^{k,n-1} \otimes \theta^k_n) \frac{d(\mathbb{A}^{k,j})}{ds},
\]
where
\[
\sum_{j=1}^d \mathbb{U} X^k_{n,j} Z^{k,(n)}(T_{n+1}^k, u^{k,n-1} \otimes \theta^k_n) = \mathbb{E} \left[ \frac{\Delta Z^{k,1}(T_{n+1}^k, u^{k,n-1} \otimes \theta^k_n)}{\epsilon_k^2} \right] \mathbb{1}_{(T_{n+1}^k = s)} a.s.
\]
Proposition 4.5. For a given controlled structure $((X^k)_{k \geq 1}, \mathcal{D})$ satisfying (2.22), the associated value process $u^k \mapsto V^k(\cdot, u^k)$ is the unique map from $U_0^{k,e(k,T)}$ to $\mathcal{O}_T(\mathbb{F}^k)$ which satisfies

$$
\text{(4.31)} \quad \text{ess sup}_{\theta^k_n \in U_n^{k,n+1}} \mathbb{E} \left[ \sum_{j=1}^{d} u^{X_n,k,j} V^k(T_{n+1}^k, u^{k,n-1} \otimes_n \theta^k_n) \right] = 0 \ a.s.; \quad 0 \leq n \leq e(k, T) - 1
$$

for every $u^k \in U_0^{k,e(k,T)}$ with boundary condition $V^k(T_{e(k,T)}^k, u^k) = \xi_{X^k}(u^k)$ a.s.

Proof. It is an immediate application of Proposition 4.1. Equation (4.4) is equivalent to (4.31) due to (4.30).

The results presented in Section 4.1 combined with Proposition 4.5 allow us to state the following result which summarizes the pathwise aspect of our methodology based on the operator $\mathcal{U}$ plays the role of a Hamiltonian-type operator.

Corollary 4.1. For a given function $\gamma^k_m : \mathbb{H}^{k,m} \rightarrow \mathbb{R}$ satisfying (4.9) where $m = e(k,T)$, the value function $(\forall^k_m)_{m=0}^{m}$ associated with $V^k$ is the unique solution of

$$
\text{(4.32)} \quad \sup_{a^k_n \in A} \mathcal{U} \forall^k_m(\pi^k_n(\sigma^k_n), a^k_n) = 0; \quad n = m - 1, \ldots, 0,
$$

$$
\forall^k_m(\sigma^k_n) = \xi(\gamma^k_m(\sigma^k_n)); \quad a^k_m \in \mathbb{H}^{k,m}.
$$

By composing with the state driving noise, Proposition 4.5 can be rewritten as

$$
\sup_{a^k_n \in A} \mathcal{U} \forall^k_m(\mathbb{E}_n^{k,g^k} (A^k_n), a^k_n) = 0; \quad n = m - 1, \ldots, 0,
$$

$$
\forall^k_m(\mathbb{E}_n^{k,g^k} (A^k_m)) = \xi(\gamma^k_m(\mathbb{E}_n^{k,g^k} (A^k_m))) \ a.s.
$$

for every control $(u^k_{m-1})_{m=0}$ associated with a list of universally measurable functions $(g^k_{i})_{i=0}^{m-1}$.

5. CONVERGENCE OF VALUE PROCESSES AND $\epsilon$-OPTIMAL CONTROLS

Throughout this section, we assume that $u \mapsto X(\cdot, u)$ is a controlled Wiener functional. The goal of this section is twofold: (i) We aim to prove that $((V^k)_{k \geq 1}, \mathcal{D})$ is a weak controlled imbedded discrete structure (Definition 3.2) associated with the value process $V$. (ii) We want to show it is possible to construct $\epsilon$-optimal controls (see Definition 2.2) for (2.11) by analyzing the backward optimization problem

$$
\arg \max_{a^k_n \in A} \int_{S_k} \mathcal{U} \forall^k_m(a^k_n, a^k_{n+1}, \gamma^k_{n+1}) \nu^k_{n+1}(ds^k_{n+1}, d\mathbb{E}_{n+1}^{k,b^k_{n+1}}); \quad n = e(k,T) - 1, \ldots, 0
$$

where $b^k_{n+1}$ above are the elements of $\sigma^k_n$ which belong to $S^k_{n+1}$.

5.1. APPROXIMATION OF CONTROLS. In this section, we present a density result which will play a key role in this article: We want to approximate any control $u \in U_0^T$ by means of controls in the sets $U_0^{k,e(k,T)}$. For this purpose, we make use of the stochastic derivative introduced in the works [30, 31].

A given control $u = (u_1, \ldots, u_m) \in U_0^T$ has $m$-components and it is adapted w.r.t the filtration $\mathbb{F}$ generated by the $d$-dimensional Brownian motion $B^1, \ldots, B^d$. The key point is the identification of any control $u \in U_0^T$ with $\mathbb{F}$-martingales. In order to shorten notation, without any loss of generality, we will assume that $m = d$. The key point is the identification of any control $u \in U_0^T$ with its associated martingale
observe that \( E \) is a generic constant which may differ from line to line. At first, we observe that \( E \) is the constant which describes the compact action space \( \bar{a} \). For each \( a = (a_1, \ldots, a_d) \) is identified as the stochastic derivative operator \( \mathcal{D} = (\mathcal{D}_1 W, \ldots, \mathcal{D}_d W) \) as described in Def. 4.4 in [34]. In this section, we make use of this operator computed on the subset of \( \mathbb{F} \)-martingales such that

\[
(5.1) \quad W(t) = \sum_{j=1}^{d} \int_{0}^{t} u_j(s) dB_j(s); 0 \leq t \leq T,
\]

where the control \( u = (u_1, \ldots, u_d) \) is strongly in \( \mathcal{L} \) for every \( p > 1 \) and Jensen inequality yield

\[
(5.2) \quad \sup_{0 \leq t \leq T} \|\mathcal{D}W(t)\|_{\mathbb{R}^d} \leq \bar{a} \text{ a.s.,}
\]

where \( \bar{a} \) is the constant which describes the compact action space \( \bar{a} \). In the sequel, we denote \( \mathcal{X}_\alpha = \{W; \mathcal{D}W \text{ satisfies } (5.2)\} \) and observe that \( \mathcal{X}_\alpha \) is isomorphic to \( U_0^T \). For each \( W \in \mathcal{X}_\alpha \), we set

\[
M^{Y,k}(t) := E[W(T)|\mathcal{F}_t^k]; \quad J^k(t) := \sum_{n=1}^{\infty} \Delta M^{Y,k}(T_n^k) \mathbb{I}_{\{T_n^k \leq t\}}; 0 \leq t \leq T,
\]

and we write \( \mathcal{Y} = ((J^k)_{k \geq 1}, \mathcal{D}) \). The special \( \mathbb{F}^k \)-semimartingale decomposition is

\[
(5.3) \quad J^k = M^{Y,k} + N^{Y,k}
\]

where we shall write \( J^k(t) = \sum_{n=1}^{\infty} J^k(T_n^k) \mathbb{I}_{\{T_n^k \leq t\}}; t \geq 0 \), \( J^k(T_n^k) := \sum_{n=1}^{\infty} \Delta M^{Y,k}(T_n^k) \); \( n \geq 1 \). Moreover, \( N^{Y,k} \) is the \( \mathbb{F}^k \)-dual predictable projection of \( J^k \) which has continuous paths.

**Lemma 5.1.** For every \( W \in \mathcal{X}_\alpha \), the following limits hold true:

\[
(5.4) \quad \lim_{k \to \infty} \sup_{0 \leq t \leq T} |M^{Y,k}(t) - W(t)|^p = 0
\]

for every \( p > 1 \),

\[
(5.5) \quad \lim_{k \to \infty} [M^{Y,k}, M^{Y,k}](t) = [W, W](t)
\]

strongly in \( L^1(\mathbb{P}) \) and

\[
(5.6) \quad \lim_{k \to \infty} [M^{Y,k}, A^{k,j}](t) = [W, B^j](t)
\]

weakly in \( L^1(\mathbb{P}) \) for every \( t \in [0, T] \) and \( 1 \leq j \leq d \).

**Proof.** Throughout this proof, \( C \) is a generic constant which may differ from line to line. At first, we observe that \( E|W(T)|^p < \infty \) for every \( p > 1 \) and \( W \in \mathcal{X}_\alpha \). From Lemma 2.2 in [34], we know that \( \lim_{k \to \infty} \mathbb{F}^k = \mathbb{F} \) weakly so that \( \lim_{k \to \infty} M^{Y,k} = W \) uniformly in probability. Burkholder-Davis-Gundy and Jensen inequality yield

\[
E[M^{Y,k}, M^{Y,k}]^2(T) \leq CE \sup_{0 \leq t \leq T} |M^{Y,k}(t)|^p \leq CE|W(T)|^p
\]

so that

\[
(5.7) \quad \sup_{k \geq 1} E[M^{Y,k}, M^{Y,k}]^2(T) \leq CE|W(T)|^p < \infty, p > 1.
\]

The bound (5.7) implies that (5.4) holds true. Corollary 12 and Remark 6 in [34] yield

\[
\lim_{k \to \infty} [M^{Y,k}, M^{Y,k}](\cdot) = [W, W](\cdot)
\]

uniformly in probability so by taking \( p > 2 \) in (5.7), we then conclude that (5.5) holds true. We claim that
\( (5.8) \) 
\[
\lim_{k \to \infty} [M^{Y,k}, A^{j,k}](\cdot) = [W, B^j](\cdot)
\]
uniformly in probability. From Th. 6. 22 in [18], we know that

\( (5.9) \) 
\[
\mathbb{E} \sup_{0 \leq t \leq T} |\Delta M^{Y,k}(s)|^2 \leq \mathbb{E} \sum_{n=1}^{\infty} |\Delta M^{Y,k}(T^n_k)|^2 \mathbb{I}_{(T^n_k \leq T)} \leq \mathbb{E}|M^{Y,k}(T)|^2 \leq C\mathbb{E}|W(T)|^2
\]
so that \( \sup_{k \geq 1} \mathbb{E} \sup_{0 \leq t \leq T} |\Delta M^{Y,k}(s)| < \infty \). Hence, we shall apply Prop. UT2 and Th UT3 in [34] to conclude that (5.8) holds true. Let us fix \( t \in [0, T] \). Kunita-Watanabe and Burkholder-Davis-Gundy inequalities yield

\( (5.10) \) 
\[
\mathbb{E}[|M^{Y,k}, A^{k,j}](t)|^2 \leq C(\mathbb{E}|B^j(T)|^2)^{1/2} \times (\mathbb{E}|W(T)|^2)^{1/2}
\]
so that \( \sup_{k \geq 1} \mathbb{E}[|M^{Y,k}, A^{k,j}](t)|^2 < \infty \) which implies that \( \{[M^{Y,k}, A^k](t); k \geq 1\} \) is uniformly integrable for every \( t \in [0, T] \). From (5.8), we then conclude (5.6) holds true. \( \square \)

**Lemma 5.2.** Let \( \tilde{\eta}^{k,j}(t+) := \min\{T^{k,j}_h; t < T^{k,j}_h\} \) and \( \tilde{\eta}^{k,j}(t) := \max\{T^{k,j}_h; T^{k,j}_h \leq t\} \) for \( t \in [0, T]; 1 \leq j \leq d, k \geq 1 \). Let \( \tau = \inf\{t > 0; |Y(t)| = 1\} \) for a standard real-valued Brownian motion \( Y \). Then, for any \( q \geq 1 \), we have

\[
\mathbb{E}[|\eta^{k,j}(t+) - \tilde{\eta}^{k,j}(t)|^q] = \varepsilon_k^q \mathbb{E}|\tau|^q; \quad 1 \leq j \leq d, 0 \leq t \leq T, k \geq 1.
\]

**Proof.** Let us fix \( t \in [0, T] \), \( 1 \leq j \leq d \) and \( q \geq 1 \). Let \( N_k^{k,j}(t) = \max\{n; T^{k,j}_n \leq t\}; t \geq 0 \). By the very definition, \( \eta^{k,j}(t+) - \tilde{\eta}^{k,j}(t) = \sum_{k=1}^{N_k^{k,j}(t)} - \check{T}^{k,j}_{N_k^{k,j}(t) - 1} \). By construction, \( \Delta T^{k,j}_{m+1} \) and \( \mathbb{I}_{(N_k^{k,j}(t) = m)} \) are independent and \( \mathbb{E}|\tau|^q < \infty \) for \( q \geq 1 \) (see Section 5.3.2 in [36]). In this case, one can easily check

\[
\mathbb{E}[|\eta^{k,j}(t+) - \tilde{\eta}^{k,j}(t)|^q] \Delta T^{k,j}_{m+1} = \mathbb{E}|\check{T}^{k,j}_{m+1}|^q = \varepsilon_k^q \mathbb{E}|\tau|^q
\]
for every \( m \geq 1 \) and this allows us to conclude the proof. \( \square \)

Let us define,

\[
\mathcal{D}^{Y,k,j} W(t) := \sum_{\ell = 1}^{\infty} \mathcal{D}^{Y,k,j} W(T^k_{\ell}) \mathbb{I}_{(T^k_{\ell} \leq t < T^k_{\ell+1})}
\]
where

\[
\mathcal{D}^{Y,k,j} W(t) := \sum_{r=1}^{\infty} \frac{\Delta M^{Y,k}(T^k_{r})}{\Delta A^{k,j}(T^k_{r})} \mathbb{I}_{(T^k_{r} \leq t; j = 1, \ldots, d)}; \quad 0 \leq t \leq T; j = 1, \ldots, d.
\]

By Lemma [57] we know that \( \lim_{k \to +\infty} M^{Y,k} = W \) in \( \mathcal{B}^p(\mathbb{F}) \) for every \( p > 1 \). Then, the sequence \( \mathcal{Y} = ((J^k)_{k \geq 1}, \mathcal{F}) \) is an almost stable imbedded discrete structure for \( W \) in the sense of Definition 4.3 in [31]. The only difference is that \( (J^k)_{k \geq 1} \) is not a good approximating sequence for \( W \) in the sense of Definition 3.2 in [31]. In case \( (J^k)_{k \geq 1} \) is a good approximating sequence for \( W \), then we would just need to use Theorem 4.1 in [31] to conclude

\[
\lim_{k \to +\infty} \mathcal{D}^{Y,k,j} W = u_j \text{ weakly in } L^2(\mathbb{P} \times \text{Leb}).
\]

Even though \( (J^k)_{k \geq 1} \) is not a good approximating sequence for \( W \) in the sense of Definition 3.2 in [31], one should observe that

\[
\Delta J^k(T^k_n) = \Delta M^{Y,k}(T^k_n); n \geq 1,
\]
and from Proposition 5.1, we have
\[ [J^k, A^{k,j}](t) = [M^{Y,k}, A^{k,j}](t) \rightarrow [W, B^j](t) \text{ weakly in } L^1(\mathbb{P}) \]
for every \( t \in [0, T] \). Then, we can follow the same steps in the proof of Theorem 4.1 in \cite{[31]} to safely state the following lemma.

**Lemma 5.3.** For each \( W \in \mathcal{X}_a \), let \( \mathcal{Y} \) be the sequence of pure jump processes given by (5.3). Then,
\[ \lim_{k \to \infty} \mathbb{D}^{Y,k,j}W = D_jW \text{ weakly in } L^2_a(\mathbb{P} \times \text{Leb}) \]
for each \( 1 \leq j \leq d \).

We are now able to define the approximation for a given control \( u \in U^T_0 \). At first, we consider the predictable version of \( \mathbb{D}^{Y,k,j}W \) as follows
\[ \mathbb{D}^{Y,k,j}W(t) := \mathbb{D}^{Y,k,j}W(t-); 0 \leq t \leq T, \]
with the usual convention that \( \mathbb{D}^{Y,k,j}W(0-) = 0 \).

**Proposition 5.1.** For each \( W \in \mathcal{X}_a \) associated with a control \( DW = (D_1W, \ldots, D_dW) \) satisfying (5.2), we have for each \( 1 \leq j \leq d \),
\[ \lim_{k \to \infty} \mathbb{D}^{Y,k,j}W = D_jW \text{ strongly in } L^2_a(\mathbb{P} \times \text{Leb}). \]

**Proof.** By the very definition,
\[
\mathbb{E}[M^{Y,k}, M^{Y,k}](T) = \mathbb{E} \int_0^T \left\| \mathbb{D}^{Y,k}W(s) \right\|^2_{\mathbb{R}^d} ds
+ \sum_{j=1}^d \sum_{n=0}^\infty |\Delta M^{Y,k}(T^{k,j}_n)|^2 \epsilon_k^{-2} \epsilon_k^{-2} (T^{k,j}_{n+1} - T) \mathbb{I}\{T^{k,j}_n \leq T < T^{k,j}_{n+1}\}
\]
Triangle inequality yields \( |\Delta M^{Y,k}(t)| \leq 2 \sup_{0 \leq u \leq T} |M^{Y,k}(u) - W(u)| \) a.s for every \( k \geq 1 \) and \( t \in [0, T] \). Therefore, Cauchy-Schwartz’s inequality and Lemma 5.2 yield
\[
\sum_{j=1}^d \epsilon_k^{-2} \left( \mathbb{E} \sup_{0 \leq u \leq T} |M^{Y,k}(u) - W(u)|^2 \right)^{1/2} \leq 2 \epsilon_k^{-2} \left( \mathbb{E} \sup_{0 \leq u \leq T} |M^{Y,k}(u) - W(u)|^4 \right)^{1/2} \to 0
\]
as \( k \to \infty \), for a constant \( C = (\mathbb{E}r^2)^{1/2} \) where \( r \) is given in Lemma 5.2. From (5.2) in Lemma 5.1 and (5.15), we have
\[
\lim_{k \to \infty} \mathbb{E} \int_0^T \left\| \mathbb{D}^{Y,k}W(s) \right\|^2_{\mathbb{R}^d} ds = \mathbb{E} \int_0^T \left\| DW(s) \right\|^2_{\mathbb{R}^d} ds = \mathbb{E}[W, W](T)
\]
so we shall apply Radon-Riesz Theorem to conclude that \( \lim_{k \to \infty} \mathbb{D}^{Y,k}W = DW \) strongly in \( L^2_a(\mathbb{P} \times \text{Leb}) \). Since \( \mathbb{D}^{Y,k}W = D^{Y,k}W \) for \( \mathbb{P} \times \text{Leb} \)-a.s, we then have \( \lim_{k \to \infty} \mathbb{D}^{Y,k}W = DW \) strongly in \( L^2_a(\mathbb{P} \times \text{Leb}) \).

We are now able to present the main result of this section.

**Theorem 5.1.** The subset \( \bigcup_{k \geq 1} U^{k,e(k,T)}_0 \) is dense in \( U^T_0 \) w.r.t the \( L^2_a(\mathbb{P} \times \text{Leb}) \)-strong topology.
Proof. In the sequel, $C$ is a constant which may defer form line to line. For a given $u \in U_0^T$, let us associate $W(t) = \sum_{j=1}^d \int_0^t u_j(s) dB_j(s)$ and let $\mathcal{F}_t = \mathcal{F} \cup \mathcal{D}$ as given by \eqref{eq:3.18}. From Proposition \ref{prop:5.12} we know that $\lim_{k \to \infty} D^{k,n} W = u_j$ strongly in $L^2_a(\mathbb{P} \times \text{Leb})$ for each $1 \leq j \leq d$. However, there is no guarantee that $D^{k,n} W$ is essentially bounded by the constant $\bar{u}$. For simplicity of notation, let us denote $u^{k,j}(t) = D^{k,n} W(t); 0 \leq t \leq T; j = 1, \ldots, \dim$. We may assume (if necessary) that $\lim_{k \to \infty} u^{k,j} = u_j$ a.s w.r.t the measure $\mathbb{P} \times \text{Leb}$. Let us define $d^{k,j}u := (d^{k,j}u, \ldots, d^{k,j}u)$, where

$$d^{k,j}u := u^{k,j} \mathbb{1}_{E_j(k)} + \bar{u} \mathbb{1}_{E_j(k) \cap H_j(k)} - \bar{u} \mathbb{1}_{E_j(k) \cap H_j(k)},$$

$$E_j(k) := \{(\omega,t); |u^{k,j}(\omega,t)| > \bar{u}\} \text{ and } H_j(k) := \{u^{k,j} > 0\}.$$ 

Since, $u^{k,j}$ is $\mathbb{F}_k$-predictable, then the processes $\mathbb{1}_{E_j(k)}, \mathbb{1}_{E_j(k) \cap H_j(k)}$ and $\mathbb{1}_{E_j(k) \cap H_j(k)}$ are $\mathbb{F}_k$-predictable so that $d^{k,j}u$ is $\mathbb{F}_k$-predictable as well. By Theorem 5.55 in \cite{18}, the fact that $u^{k,j}$ is stepwise constant and $\mathcal{G}_n = \mathcal{F}_{T_n}$ (up to null sets in $\mathcal{N}_k$), we may choose (if necessary) a version of $d^{k,j}u$ in such way that $d^{k,j}u(T_{n+1})$ is $\mathcal{G}_n$-measurable for each $n \geq 0$. Therefore, $d^{k,j}u \in U_0^{k,n,c}(T); k \geq 1$. We fix $j = 1, \ldots, d$. Now,

$$\mathbb{E} \int_0^T |d^{k,j}u(s) - u_j(s)|^2 ds \leq C \mathbb{E} \int_0^T |u^{k,j}(t) - u_j(t)|^2 dt,$$

$$+ C \int_{E_j(k) \cap H_j(k)} |(\bar{u} - u_j(t))^2 d(\mathbb{P} \times \text{Leb}) + C \int_{E_j(k) \cap H_j(k)} |(-\bar{u} - u_j(t))^2 d(\mathbb{P} \times \text{Leb})$$

for $k \geq 1$. At this point, we observe that the $\mathbb{P} \times \text{Leb}$-almost sure convergence $\lim_{k \to \infty} u^{k,j} = u_j$ implies

$$\lim_{k \to \infty} \mathbb{1}_{E_j(k) \cap H_j(k)} = \mathbb{1}_{\{|u_j| \geq \bar{u}, u_j \geq 0\}} \mathbb{P} \times \text{Leb} - a.s$$

and

$$\lim_{k \to \infty} \mathbb{1}_{E_j(k) \cap H_j(k)} = \mathbb{1}_{\{|u_j| \geq \bar{u}, u_j \leq 0\}} \mathbb{P} \times \text{Leb} - a.s.$$

Therefore, from \eqref{eq:5.16}, \eqref{eq:5.17} and \eqref{eq:5.19}, we have

$$\limsup_{k \to \infty} \mathbb{E} \int_0^T |d^{k,j}u(s) - u_j(s)|^2 ds \leq C \int_{\{|u_j| \geq \bar{u}, u_j \geq 0\}} |(\bar{u} - u_j(t))|^2 d(\mathbb{P} \times \text{Leb})$$

$$+ C \int_{\{|u_j| \geq \bar{u}, u_j \leq 0\}} |(-\bar{u} - u_j(t))|^2 d(\mathbb{P} \times \text{Leb}) = 0,$$

where \eqref{eq:5.20} holds because $\sup_{0 \leq t \leq T} \{|u_j(t)| \leq \bar{u}\}$ a.s. This concludes the proof. \hfill \Box

5.2. Main results. In the sequel, it is desirable to recall the set $U_{0,n}^k$ given by \eqref{eq:3.16} and the concatenations \eqref{eq:2.3} and \eqref{eq:3.17}. The goal of this section is to prove the following results:

**Theorem 5.2.** Let $V(t,u) = \text{ess sup}_{0 \leq t \leq T} \mathbb{E} \left| \xi_X(u \otimes_t \theta) \right| ; 0 \leq t \leq T$ be the value process associated with a payoff $\xi$ satisfying (A1). Assume that $V$ and $X$ are continuous controlled Wiener functionals. Let $\left((V^{k})_{k \geq 1}, \mathcal{D}\right)$ be the value process \eqref{eq:3.18} associated with a controlled imbedded structure $\left((X^{k})_{k \geq 1}, \mathcal{D}\right)$ w.r.t $X$. Assume that for every sequence $u^k \in U_{0,n}^{k,c}(T)$ such that $\lim_{k \to \infty} u^k = u$ in $L^2_a(\mathbb{P} \times \text{Leb})$ and $t \in [0,T]$

$$\lim_{k \to \infty} \sup_{\phi \in U_{c,(k,T)}} \mathbb{E} \sup_{0 \leq s \leq T} \|X^k(s, u^k \otimes_c (k,t) \phi) - X(s, u \otimes_c \phi)\|_{L^2_a} = 0,$$
for \( p \geq 1 \). Then,

\[
\lim_{k \to +\infty} \mathbb{E}[V^k(T^k_{\epsilon(\cdot,k)}, u^k) - V(t, u)]^p = 0, \quad 0 \leq t \leq T,
\]

for every sequence \( u^k \in T^k_{0,c(\cdot,k,T)} \) such that \( \lim_{k \to +\infty} u^k = u \) in \( L^p_\text{Leb} \). In particular, \((V^k)_{k \geq 1, \mathcal{P}}\) is a weak controlled imbedded discrete structure for \( V \).

**Remark 5.1.** Recall that Lemma 2.1 states that if \( \xi = X \) satisfies (A1-B1), then \( V \) is a continuous controlled Wiener functional. It is natural to ask if it is possible to state a stronger result

\[
\lim_{k \to +\infty} \sup_{u \in U_0^T} \mathbb{E}[V^k(T^k_{\epsilon(\cdot,k)}, d^k(u)) - V(t, u)] = 0, \quad 0 \leq t \leq T,
\]

where \( d^k(u) \) is the approximating sequence given by (5.16) in Theorem 5.1. This would produce a global approximation result over the set of controls. For the purpose of this article, the stronger convergence \( (5.26) \) is not necessary so we leave this question to a further investigation.

An important consequence of Theorem 5.2 is the next result which states that if \((X^k)_{k \geq 1, \mathcal{P}}\) is a controlled imbedded discrete structure w.r.t \( X \) and (5.21) holds, then the control (4.29) is an \( \epsilon \)-optimal control (see Definition 2.2) for the control problem \( \sup_{u \in U_0^T} \mathbb{E}[\xi_X(u)] \).

**Theorem 5.3.** Assume the payoff \( \xi \) satisfies (A1) and \( V \) and \( X \) are continuous controlled Wiener functionals. If (5.27) holds true for \( t = 0 \), then for every \( \epsilon > 0 \), the \( \epsilon \)-optimal control \( \phi^{*,k,\epsilon} \) constructed via \( V^k \) in Proposition 4.4 (see (4.29)) satisfies: \( \phi^{*,k,\epsilon} \in U_0^T \) and

\[
\mathbb{E}[\xi_X(\phi^{*,k,\epsilon})] \geq \sup_{u \in U_0^T} \mathbb{E}[\xi_X(u)] - \epsilon
\]

for every \( k \) sufficiently large.

**Proof.** Let us fix \( \frac{\epsilon}{3} > 0 \). For each positive integer \( k \geq 1 \), let \( \phi^{*,k,\epsilon} \) be the control constructed in Proposition 4.4, i.e.,

\[
\mathbb{E}[\xi_X(\phi^{*,k,\epsilon})] \geq \sup_{\theta \in U_0^T_{\epsilon(\cdot,k,T)}} \mathbb{E}[\xi_X(\theta)] - \frac{\epsilon}{3}, \quad k \geq 1.
\]

From Theorem 5.2 we know that

\[
\left| \sup_{\theta \in U_0^T_{\epsilon(\cdot,k,T)}} \mathbb{E}[\xi_X(\theta)] - \sup_{v \in U_0^T} \mathbb{E}[\xi_X(v)] \right| < \frac{\epsilon}{3}
\]

for every \( k \) sufficiently large. By using assumptions (5.21) and (A1), we also know there exists a positive constant \( C \) such that

\[
\mathbb{E}[\xi_X(\phi^{*,k,\epsilon})] - \mathbb{E}[\xi_X(\phi^{*,k,\epsilon})] \leq C(\mathbb{E} \sup_{0 \leq t \leq T} \|X^k(t, \phi^{*,k,\epsilon}) - X(t, \phi^{*,k,\epsilon})\|_{\mathbb{R}^n}^2) < \frac{\epsilon}{3}
\]

for every \( k \) sufficiently large and \( \alpha = p/\gamma \). Summing up inequalities (5.25), (5.26) and (5.27), we then have

\[
\mathbb{E}[\xi_X(\phi^{*,k,\epsilon})] + \frac{\epsilon}{3} \geq \mathbb{E}[\xi_X(\phi^{*,k,\epsilon})] \geq \sup_{\theta \in U_0^T_{\epsilon(\cdot,k,T)}} \mathbb{E}[\xi_X(\theta)] - \frac{\epsilon}{3} \geq \sup_{v \in U_0^T} \mathbb{E}[\xi_X(v)] - \frac{2\epsilon}{3}
\]

for every \( k \) sufficiently large. \( \square \)
In the sequel, it is desirable to recall the sets $U_t$ and $U_{t}^{m}$ (see (3.13)) and the concatenation (3.19).

In the remainder of this section, the assumptions of Theorem 5.2 will be in force. In what follows, we are going to fix a controlled imbedded structure $\left((X^{k})_{k \geq 1}, \mathcal{G}\right)$ satisfying (5.21) and $u \in U_{0}$. If $\phi \in U_{n}$, we define

$$\tilde{\phi}^{k}(t) := \sum_{i=n+1}^{\infty} \mathbb{E}[\phi(T^{k}_{i-1}+)|\mathcal{G}^{k}_{i-1}I_{i-1} \leq T^{k}_{i}] ; t \geq 0.$$ 

It is immediate that the following lemma holds true.

Lemma 5.4. For each $t \in [0, T)$ and $u^{k} = (u^{k}_{0}, \ldots, u^{k}_{\epsilon(t)-1}) \in U^{k, \epsilon(k, t)}_{0}$, we have

$$\text{ess sup}_{\phi \in U^{k, \epsilon(k, t)}_{\epsilon(t)}} \mathbb{E}\left[\xi_{X^{k}}(u^{k} \otimes \epsilon(k, t) \phi)|\mathcal{G}^{k}_{\epsilon(t)}\right] = \text{ess sup}_{\phi \in U^{k, \epsilon(k, t)}_{\epsilon(t)}} \mathbb{E}\left[\xi_{X^{k}}(u^{k} \otimes \epsilon(k, t) \tilde{\phi}^{k})\mathcal{G}^{k}_{\epsilon(t)}\right] \text{ a.s.}$$

Lemma 5.5. For each $u \in U_{0}$,

$$\text{ess sup}_{\phi \in U^{k}_{\epsilon(t)}} \mathbb{E}\left[\xi_{X}(u \otimes \epsilon(k, t) \phi)|\mathcal{G}^{k}_{\epsilon(t)}\right] \rightarrow V(\cdot, u)$$

in $\mathcal{B}(\mathbb{F})$ as $k \rightarrow +\infty$ for $p \geq 1$.

Proof. The lattice property of $\left\{ \mathbb{E}\left[\xi_{X}(u \otimes \epsilon(k, t) \phi)|\mathcal{F}_{\epsilon(t)}^{k}\right] : \phi \in U_{\epsilon(t)}\right\}$ for every $t \in [0, T]$ yields

$$\mathbb{E}\left[V(u, T^{k}_{\epsilon(t)})|\mathcal{F}_{\epsilon(t)}^{k}\right] = \text{ess sup}_{\phi \in U_{\epsilon(t)}} \mathbb{E}\left[\xi_{X}(u \otimes \epsilon(k, t) \phi)|\mathcal{F}_{\epsilon(t)}^{k}\right] \text{ a.s.}$$

for each $t \in [0, T]$ and $k \geq 1$. Jensen’s inequality, the weak convergence $\lim_{k \rightarrow +\infty} \mathbb{F}^{k} = \mathbb{F}$, $\mathbb{F} \subset \mathbb{F}$ and the fact that $V(\cdot, u)$ has continuous paths allow us to apply Th. 1 in [9] to get

$$\left\|\mathbb{E}\left[V(u, T^{k}_{\epsilon(t)})|\mathcal{F}_{\epsilon(t)}^{k}\right] - V(u, T^{k}_{\epsilon(t)})\right\|_{\mathcal{B}(\mathbb{F})}^{p} \rightarrow 0$$

as $k \rightarrow +\infty$. By the pathwise uniform continuity of $t \rightarrow V(t, u)$ on $[0, T]$, we have: For any $\epsilon > 0$, there exists a $\delta = \delta(\omega, \epsilon)$ such that

$$|T^{k}_{\epsilon(t)}(\omega) - t| < \delta \Longrightarrow |V(t, u, \omega) - V(T^{k}_{\epsilon(t)}, u, \omega)| < \epsilon.$$ 

By Lemma 3.1 (inequality (3.2)) in [33] and Lemma 2.2 in [25], we have

$$\sup_{0 \leq t \leq T} |T^{k}_{\epsilon(t)} - t| \rightarrow 0$$

as $k \rightarrow +\infty$ a.s. Since $\mathcal{G}^{k}_{\epsilon(t)} = \mathcal{F}_{T^{k}_{\epsilon(t)}}^{k}$ up to null sets in $\mathcal{N}_{k}$, then, we can safely state that (5.20) holds true.

Lemma 5.6. For every $t \in [0, T]$, and $u \in U_{0}$,

$$S^{k}(t, u) := \text{ess sup}_{\phi \in U_{\epsilon(t)}} \mathbb{E}\left[\xi_{X}(u \otimes \epsilon(k, t) \phi)|\mathcal{F}_{T^{k}_{\epsilon(t)}}^{k}\right] \rightarrow V(t, u)$$

a.s as $k \rightarrow +\infty$.

Proof. We fix $t \in [0, T)$ and $u \in U^{T}_{0}$. The following inequalities hold:

$$S^{k}(t, u) \leq \text{ess sup}_{\phi \in U_{\epsilon(t)}} \mathbb{E}\left[\xi_{X}(u \otimes \epsilon(k, t) \phi)|\mathcal{F}_{T^{k}_{\epsilon(t)}}^{k}\right] \text{ a.s } \forall k \geq 1,$$

and by Lemma 2.2 for $\epsilon > 0$ we know there exists a control $\eta \in U^{T}_{t}$ such that
For every $u \in U_0^{(k)}$, such that $\eta^k \to \eta$ in $L_2^2(\mathbb{P} \times \text{Leb})$ as $k \to +\infty$. Assumptions (A1-B1) yields

$$\lim_{k \to +\infty} \mathbb{E}\left[\xi_X(u \otimes e(k,t))|\mathcal{F}_t^k\right] = \mathbb{E}\left[\xi_X(u \otimes \eta)|\mathcal{F}_t\right]$$

in $L^2(\mathbb{P})$, but since $T_{e(k,t)}^k \to t$ a.s and $\mathbb{P}$ converges weakly to $\mathbb{P}$, we actually have

$$\lim_{k \to +\infty} \mathbb{E}\left[\xi_X(u \otimes e(k,t))\eta^k|\mathcal{F}_t^k\right] = \mathbb{E}\left[\xi_X(u \otimes \eta)|\mathcal{F}_t\right]$$

in $L^2(\mathbb{P})$. From (5.32), we have $\limsup_{k \to +\infty} S^{(k)}(t,u) \leq V(t,u)$ a.s and (5.33) allows us to conclude

$$\lim_{k} S^{(k)}(t,u) = V(t,u) \text{ a.s.}$$

The above argument shows that every subsequence of $\{S^k(t,u); k \geq 1\}$ has a further convergent subsequence which converges almost surely to the same limit $V(t,u)$. This shows the entire sequence converges and (5.31) holds true.

\[\square\]

**Lemma 5.7.**

\[\mathbb{E}\left[|V^k(T_{e(k,t)}^k,u^k) - S^k(t,u)|^p\right] \leq \sup_{\phi \in U_0^{k,e(k,t)}} \mathbb{E}\left[\xi_X^k(k,u^k \otimes e(k,t)) - \xi_X(u \otimes e(k,t))\right]^p\]

for every $u \in U_0, u^k \in U_0^{k,e(k,t)}; k \geq 1$ and $t \in [0,T]$.\[\]

**Proof.** We fix $u \in U_0, u^k \in U_0^{k,e(k,t)}$, $t \in [0,T]$ and $k \geq 1$. Clearly, if $\phi \in U_e(k,t)$, then

\[\text{ess sup}_{\phi \in U_e(k,t)} \mathbb{E}\left[\xi_X^k(u \otimes e(k,t))\phi^k\right] T_{e(k,t)}^k\]

\[\leq \text{ess sup}_{\phi \in U_e(k,t)} \mathbb{E}\left[\xi_X^k(u^k \otimes e(k,t))\phi^k\right] T_{e(k,t)}^k\]

By applying Lemma 5.4, we then arrive at

\[\sup_{\phi \in U_{e(k,t)}} \mathbb{E}\left[\xi_X^k(u^k \otimes e(k,t))\phi^k\right] T_{e(k,t)}^k\]

\[\leq \text{ess sup}_{\phi \in U_{e(k,t)}} \mathbb{E}\left[\xi_X^k(u^k \otimes e(k,t))\phi^k\right] T_{e(k,t)}^k\]

The set $\{\mathbb{E}\left[\xi_X^k(u^k \otimes e(k,t))\phi^k\right] T_{e(k,t)}^k; \phi \in U_{e(k,t)}\}$ has the lattice property and hence (see e.g Prop 1.1.3 in [29]), there exists a sequence $\{\phi_i; i \geq 1\} \subset U_{e(k,t)}$ such that

\[\mathbb{E}\left[\xi_X^k(u \otimes e(k,t))\phi_i^k\right] T_{e(k,t)}^k \uparrow J^k_t \text{ a.s.}\]
as \( i \to +\infty \). The estimate (37), Jensen’s inequality and monotone convergence theorem yield
\[
\mathbb{E}\left| S^k(t, u) - V^k(T_{e(k,t)}^k, u_k^k) \right|^p \leq \limsup_{i \to +\infty} \mathbb{E}\left| \xi X^k(\tilde{u}_{e(k,t)}^k, \tilde{\phi}_i) - \xi X(u \otimes e(k,t), \tilde{\phi}_i) \right|^p \\
\leq \sup_{\phi \in U_{e(k,t)}} \mathbb{E}\left| \xi X^k(u \otimes e(k,t), \phi) - \xi X(u \otimes e(k,t), \phi) \right|^p
\]
for \( k \geq 1 \).

**Proof of Theorem 5.2**: Lemma 5.7, (A1), (5.21) and Hölder’s inequality yield
\[
\mathbb{E}\left| S^k(t, u) - V^k(T_{e(k,t)}^k, u_k^k) \right|^p \leq \sup_{\phi \in U_{e(k,t)}} \mathbb{E}\left| \xi X^k(u_k \otimes e(k,t), \phi) - \xi X(u \otimes e(k,t), \phi) \right|^p
\]
\[
\leq C \left( \sup_{\phi \in U_{e(k,t)}} \mathbb{E}\left| \xi X^k(s, u_k \otimes e(k,t), \phi) - X(s, u \otimes e(k,t), \phi) \right|^p \right)^{1/p} \to 0
\]
as \( k \to +\infty \). Lemma 5.6 and triangle inequality allow us to conclude the proof.

6. **Applications**

We now show that the abstract results obtained in this article can be applied to the concrete examples mentioned in the Introduction. We will treat two cases: The state controlled process is a path-dependent SDE driven by Brownian motion and a SDE driven by fractional Brownian motion with additive noise. Section 6.3 illustrates the method with a portfolio optimization problem based on a risky asset process driven by path-dependent coefficients.

6.1. **Path-dependent controlled SDEs.** In the sequel, we make use of the following notation

\[
\omega_t := \omega(t \land \cdot); \omega \in \mathcal{D}_T^p.
\]

This notation is naturally extended to processes. We say that \( F \) is a **non-anticipative** functional if it is a Borel mapping and

\[
F(t, \omega) = F(t, \omega_t); (t, \omega) \in [0, T] \times \mathcal{D}_T^p.
\]

The underlying state process is the following \( n \)-dimensional controlled SDE

\[
dX^u(t) = \alpha(t, X^u(t), u(t))dt + \sigma(t, X^u(t), u(t))dB(t); 0 \leq t \leq T,
\]
with a given initial condition \( X^u(0) = x \in \mathbb{R}^n \). We define \( \Lambda_T := \{(t, \omega_t); t \in [0, T]; \omega \in \mathcal{D}_T^p\} \) and we endow this set with the metric

\[
d_{1/2}(t, \omega); (t', \omega') := \sup_{0 \leq u \leq T} \| \omega(u \land t) - \omega'(u \land t') \|_{\mathbb{R}^n} + |t - t'|^{1/2}.
\]

Then, \( (\Lambda_T, d_{1/2}) \) is a complete metric space equipped with the Borel \( \sigma \)-algebra. The coefficients of the SDE will satisfy the following regularity conditions:

**Assumption (C1)**: The non-anticipative mappings \( \alpha: \Lambda_T \times \mathbb{A} \to \mathbb{R}^n \) and \( \sigma: \Lambda_T \times \mathbb{A} \to \mathbb{R}^{n \times d} \) are Lipschitz continuous, i.e., there exists a pair of constants \( K_{\text{Lip}} = (K_{1,\text{Lip}}, K_{2,\text{Lip}}) \) such that

\[
\| \alpha(t, \omega, a) - \alpha(t', \omega', b) \|_{\mathbb{R}^n} + \| \sigma(t, \omega, a) - \sigma(t', \omega', b) \|_{\mathbb{R}^{n \times d}}
\]
\[
\leq K_{1,\text{Lip}}d_{1/2}(t, \omega); (t', \omega') + K_{2,\text{Lip}}\| a - b \|_{\mathbb{R}^n}
\]
for every \( t, t' \in [0, T] \) and \( \omega, \omega' \in D^s_{\xi T} \) and \( a, b \in \mathcal{A} \). One can easily check by routine arguments that the SDE (6.1) admits a strong solution such that

\[
\sup_{u \in U_T^\ell} \sup_{0 \leq t \leq T} \|X^u(t)\|_{\mathbb{L}^p}^{2p} \leq C(1 + \|x_0\|_{\mathbb{L}^p}^{2p}) \exp(CT),
\]

where \( X(0) = x_0, C \) is a constant depending on \( T > 0, p \geq 1, K_{Lip} \) and the compact set \( \mathcal{A} \).

**Remark 6.1.** Due to Assumption (C1), it is a routine exercise to check that the controlled SDE satisfies Assumption (B1). Therefore, Lemma 2.1 implies that the associated value process

\[
V(t, u) = \text{ess sup}_{\vartheta \in U_T^\ell} \mathbb{E}[\xi X(u \otimes \vartheta) | \mathcal{F}_t]; 0 \leq t \leq T
\]

has continuous paths for each \( u \in U_0 \).

**• Definition of the controlled imbedded structure** for (6.1): Let us now construct a controlled imbedded structure \( \{X^k, \mathcal{G}^k\} \) associated with (6.1). In the sequel, in order to alleviate notation, we are going to write controlled processes as

\[
X^{k, u_k}, \ X^u
\]

rather than \( X^k(\cdot, u^k) \) and \( X(\cdot, u) \), respectively, as in previous sections. Let us fix a control \( u^k = (u^k_0, u^k_1, \ldots, u^k_{n-1}, \ldots) \) based on a collection of universally measurable functions \( g^k_\ell : S^\ell_k \to \mathcal{A} \) realizing \( u^k = g^k_\ell(A^k_\ell) \) a.s. At first, we construct an Euler-Maruyama-type scheme based on the random partition \((T^n_k)_{n \geq 0}\) as follows: Let

\[
S^{k,j}_n := \max\{T^{k,j}_p, T^{k,j}_q \leq T^n_{k-1}; 1 \leq j \leq d, k, n \geq 1 \}
\]

It is important to notice that \( S^{k,j}_n \) is not a stopping time, but it is \( \mathcal{G}^{k-1} \)-measurable for every \( n \geq 1 \). Moreover, \( S^{k,j}_1 = 0 \) a.s, \( 1 \leq j \leq d \). For a given information set \( b^k_{\ell} \in S^\ell_k \), we recall (see (3.11))

\[
\varphi(\ell) = \max \left\{ 1 \leq j \leq \ell, \ t^k_j = \left(0, \ldots, 0, r, 0, \ldots, 0\right), r \in \{-1, 1\} \right\},
\]

for \( \lambda \in \{1, \ldots, d\} \). We observe that \( \varphi(\ell) \) only depends on \((\tilde{t}^k_1, \ldots, \tilde{t}^k_{\ell})\) for a given information set \( b^k_{\ell} \in S^\ell_k \).

Let \( \pi \ell : {S}^\infty_k \to S^\ell_k \) be the standard projection onto the \( \ell \)-th coordinate. For each \( 1 \leq j \leq d \), let us define \( g^{k,j}_\ell : S^\ell_k \to \mathcal{A} \) given by

\[
g^{k,j}_\ell(b^k_{\ell}) := g^{k}_{\pi(j\ell)}(\pi^j_{\ell}((b^k_{\ell}))) : b^k_{\ell} \in S^\ell_k, \ell \geq 1,
\]

where we set \( g^{0,j}_\ell := g^{0}_{\ell}, 1 \leq j \leq d \).

**Remark 6.2.** For every sequence of universally measurable functions \( g^\ell : S^\ell_k \to \mathcal{A} \), one can easily check that \( g^{k,j}_\ell : S^\ell_k \to \mathcal{A} \) is universally measurable for each \( \ell \geq 1 \) and \( 1 \leq j \leq d \). In this case,

\[
g^{k,j}_n(A^k_{n-1}) = g^{k}_{\pi(j)}(n^k_1, \ldots, n^k_{n-1}) (A^k_{n-1}(n^k_1, \ldots, n^k_{n-1}))
\]

is \( \mathcal{G}^{k-1} \)-measurable for each \( n \geq 1 \) and \( 1 \leq j \leq d \).

Let us define \( X^{k,u_k}(0) := x \) and \( X^k_0 := X_0^{k, u_k} := x \) (hence \( X^k_{T^n_k} = X^k_{T^n_k} \)) is the constant function \( x \) over \([0, T]\). Let us define

\[
X^{1,k,u_k}(T^n_q) := X^{1,k,u_k}(T^n_{q-1}) + \alpha^{1} (T^n_{q-1}, X^{k,u_k}_{T^n_{q-1}}, g_{q-1}(A^k_{q-1})) \Delta T^n_q
\]
Let us define given information set we define for 1 \( q \) \( \vartheta \) where

\[ X^k_u(t) := \sum_{\ell=0}^{q-1} X^k_u(T^k_\ell \{ T^k_{\ell+1} \leq t < T^k_{\ell+1} \}) \Delta A^k_j(T^k_q) \]

for \( q \geq 1 \) and \( 1 \leq i \leq n \), where

\[ X^k_u(t) := \sum_{\ell=0}^{q-1} X^k_u(T^k_\ell \{ T^k_{\ell+1} \leq t < T^k_{\ell+1} \}) \Delta A^k_j(T^k_q) \] \( 0 \leq t \leq T \).

By construction the following relation holds true

\[ X^k_u(\vartheta) = \begin{cases} X^k_u(T^k_{\vartheta}) & \text{if } S^k_{\vartheta} = T^k_{\vartheta} \\ X^k_u(S^k_{\vartheta} - 1) & \text{if } S^k_{\vartheta} < T^k_{\vartheta} \end{cases} \]

for \( q \geq 2 \). The controlled structure is then naturally defined by

\[ X^k_u(t) := X^k_u(T^k(\vartheta), t), \text{ where } X^k_u(t) = \sum_{m=0}^{\infty} X^k_u(T^k_m \{ T^k_m \leq t < T^k_{m+1} \}) \]

for \( t \in [0, T] \) and \( u^k \in U^k_{c(k,T)} \).

**Pathwise description:** In the sequel, we make use of the information set described in (3.11), (3.12) and (3.13). Let us fix a final step \( q \geq 1 \) and an information set \( b^k = (s^k_1, \tilde{r^k}_1, \ldots, s^k_q, \tilde{r^k}_q) \). For a given information set

\[ \left\{ t^k_{\lambda}(\vartheta(b^k_q)); 1 \leq \ell \leq q, 1 \leq \lambda \leq d \right\}, \]

we observe

\[ t^k_1 = \min_{1 \leq \lambda \leq d} \left\{ t^k_{\lambda}(\vartheta(b^k_q)) \right\}, \quad t^k_2 = \min_{1 \leq \ell \leq q} \left\{ t^k_{\lambda}(\vartheta(b^k_q)); t^k_{\lambda}(\vartheta(b^k_q)) > t^k_{\lambda-1} \right\}; 2 \leq \ell \leq q. \]

Let us define

\[ \vartheta^k_{\lambda}(\ell) := \max_{1 \leq \ell \leq q} \left\{ t^k_{\lambda}(\vartheta(b^k_q)); t^k_{\lambda}(\vartheta(b^k_q)) \leq t^k_{\lambda-1} \right\}; 2 \leq \ell \leq q, \]

where \( \vartheta^k_{\lambda} := 0 \) for \( 1 \leq \lambda \leq d \).

In the sequel, for each subset \( \{a^k_0, \ldots, a^k_q \} \subset k \), we define

\[ a^k_{\nu}(b^k_\ell) := a^k_{\nu}(b^k_\ell); \quad b^k_\ell \in S^k_\ell, \ell \geq 1. \]

For a given \( \nu^{k}_{q-1} = (a^k_0, s^k_1, \tilde{r^k}_1, \ldots, a^k_{q-2}, s^k_{q-1}, \tilde{r^k}_{q-1}) \), we denote \( b^k_{q-1} = (s^k_1, \tilde{r^k}_1, \ldots, s^k_{q-1}, \tilde{r^k}_{q-1}) \) and we define \( h^k_q \) by forward induction as follows: We set \( h^k_0 := x \) and \( \gamma^k_0 := x \) (and hence \( \gamma^k_{\nu^{k}_{1-j}} = x, 1 \leq j \leq d \)) is the constant function over \([0, T]\). For \( \nu^{k}_{q} = (a^k_{q-1}, a^k_{q-1}, s^k_q, \tilde{r^k}_q) \in \mathbb{P}^{k-q} \), we set

\[ h^k_{q-1}(o^k_{q-1}) := h^k_{q-1}(o^k_{q-1}) + \alpha^k(t^k_{q-1}, \gamma^k_{q-1}(o^k_{q-1}), a^k_{q-1}) s^k_q \]

\[ + \sum_{j=1}^{d} \sigma^k_{ij}(\vartheta^k_{\lambda}(b^k_{q-1}), \vartheta^k_{\lambda}(a^k_{q-1}), (o^k_{q-1}), a^k_{q-1}(b^k_{q-1})) e^{\lambda \tilde{r^k}_j}, \]

for \( 1 \leq i \leq n \), where \( s^k_{q-1, \nu^{k}_{q-1}}(o^k_{q-1}) := s^k_{q-1, \nu^{k}_{q-1}}(o^k_{q-1}) \).
One should notice that for $0 < q < 0.5$ the following relation holds true

\[ \xi_{q-1}^k(o_{q-1}^k) = \begin{cases} \xi_{q-2}^k(o_{q-1}^k); & \text{if } \vartheta_{q-1}^k < t_q^k - 1 \\ \xi_{q-2}^k(o_{q-1}^k); & \text{if } \vartheta_{q-1}^k > t_q^k - 1 \end{cases} \]

for $q \geq 2$ and $1 \leq j \leq d$. We then define

\[ \xi^k(o_{\infty}^k)(t) = \sum_{n=0}^{\infty} h_n^k(o_{\infty}^k) I_{(t_n^k \leq t < t_{n+1}^k)} \]

for $o_{\infty}^k \in H^{k,\infty}$ and we set

\[ \gamma_{c(k,T)}^k(o_{c(k,T)}^k)(t) = \xi^k(o_{\infty}^k)(t \wedge t_{c(k,T)}^k); 0 \leq t \leq T. \]

By construction, $\gamma_{c(k,T)}^k(o_{c(k,T)}^k)(t)(X^k,\eta^k(t,\omega))$ for a.a. $\omega$ and for each $t \in [0,T]$ where $(g_t^k)^{c(k,T)}$ is the list of functions associated with $u^k$.

- **Checking that** $(X^k,\gamma)$ **is a controlled structure for the SDE.** Let us now check that $(X^k,\gamma)$ satisfies the assumptions given in Theorem 7.2. In the sequel, we are going to fix a control $\eta \in U_0$ and a sequence $\eta^k \in U_0,\gamma^k(T_k,\omega); k \geq 1$. It is necessary to introduce the following objects:

\[ S_{n,k}^{j,+} := \min\{T_k^k; T_k^k > S_{n}^k\}, \quad I_k := \sum_{n=0}^{\infty} T_n^k I_{(T_n^k \leq t < T_{n+1}^k)} \]

\[ p_{n,k}^{j} := \sum_{n=1}^{\infty} T_{n-1}^k I_{(T_{n-1}^k \leq t < T_{n}^k)} \]

\[ \tilde{\Sigma}_{i,k}^{j,\eta^k}(t) := 0 I_{(t=0)} + \sum_{\ell=1}^{\infty} \sigma_{i,\ell}^j(S_{\ell}^k,\gamma_{\ell}^k,\eta^k(S_{\ell}^k)) I_{(T_{\ell-1}^k \leq t < T_{\ell}^k)} \]

and

\[ \Sigma_{i,k}^{j,\eta^k}(t) := 0 I_{(t=0)} + \sum_{n=1}^{\infty} \sigma_{i,n}^j(T_{n}^k,\gamma_{T_{n-1}^k}^k,\eta^k(T_{n}^k)) I_{(T_{n-1}^k \leq t < T_{n}^k)} \]

for $0 \leq t \leq T, 1 \leq i \leq n, 1 \leq j \leq d$. We define

\[ \hat{X}_{i,k}^{j,\eta^k}(t) := x_0^i + \int_0^t \alpha_i(\tilde{s}_k^i,\tilde{X}_{\tilde{s}_k}^i,\eta^k(\tilde{s}_k^i)) ds + \sum_{j=1}^{d} \int_0^t \tilde{\Sigma}_{i,j,k}^{j,\eta^k}(s) dA_{i,j}^k(s) \]

for $0 \leq t \leq T, 1 \leq i \leq n$. The differential $dA_{i,j}^k$ in (6.5) is interpreted in the Lebesgue-Stieltjes sense. One should notice that

\[ X_{i,k}^{j,\eta^k}(t) = X_{i,k}^{j,\eta^k}(\tilde{I}_k) = \hat{X}_{i,k}^{j,\eta^k}(\tilde{I}_k), \quad \tilde{X}_{i,k}^{j,\eta^k} = \tilde{X}_{i,k}^{j,\eta^k} \]

for every $t \in [0,T]$. To keep notation simple, we set $\|f\|_{\infty} = \sup_{0 \leq t \leq T} |f(t)|$. For a given $1 \leq i \leq n$, the idea is to analyse

\[ E\|X_{T,n}^{i,\eta^k} - X_{T}^{i,\eta^k}\|_{\infty}^2 \leq 2E\|X_{\tilde{T}}^{i,\eta^k} - \hat{X}_{\tilde{T}}^{i,\eta^k}\|_{\infty}^2 + 2E\|\tilde{X}_{\tilde{T}}^{i,\eta^k} - X_{\tilde{T}}^{i,\eta^k}\|_{\infty}^2. \]

The following remark is very simple but very useful to our argument. Recall that $N^{i,j}(t) = \max\{n; T_n^{i,j} \leq t\}; t \geq 0.$
Lemma 6.1. For every $t \geq 0$ and $1 \leq i \leq n, 1 \leq j \leq d$, 
\[
\int_0^T \sum_{i,j,k} \eta^k(s) dB^j(s) = \int_0^T \sum_{i,j,k} \eta^k(s) dA^{k,j}(s)
\]
\[+ \sigma^{ij}(T_{N^j,i(t)}^{k,j}, \sum_{i,k} \eta^k(T_{N^j,i(t)}) + \eta^k(T_{N^j,i(t)}^{k,j})) (B^j(t) - B^j(T_{N^j,i(t)}^{k,j})) \ a.s\]
where $dB^j$ is the Itô integral and $dA^{k,j}$ is the Lebesgue-Stieltjes integral.

Let us now present a couple of lemmas towards the final estimate. In the remainder of this section, $C$ is a constant which may differ from line to line in the proofs of the lemmas.

Lemma 6.2.
\[
\sup_{k \geq 1} E\|X^k_T\|_\infty^p < \infty \quad \forall p > 1.
\]

Proof. We fix $1 \leq i \leq n$. At first, it is important to notice that 
\[
\int_0^T E\|X^i_{tk} \|_\infty^p ds < \infty
\]
for every $k \geq 1$ and $p > 1$. From Assumption (C1), there exists a constant $C$ such that 
(6.7) 
\[
|\alpha^i(t, \omega, a) + |sigma^{ij}(t, \omega, a)| \leq C(1 + \|\omega_T\|_\infty)
\]
for every $(t, \omega, a) \in [0, T] \times \Omega \times \mathbb{A}$ and $1 \leq i \leq n, 1 \leq j \leq d$, where $C$ only depends on $T, \alpha(0, 0, 0), \sigma(0, 0, 0)$ and the compact set $\mathbb{A}$. Identity (6.6) and Lemma 6.1 yield 
\[
X^{i,k,\eta^k}(t) = x_0 + \int_0^t \alpha^i(s_k, X^k_{s_k}, \eta^k(s_k)) ds + \sum_{j=1}^d \int_0^t \sum_{i,j,k} \eta^k(s) dB^j(s).
\]
By applying Jensen’s inequality and using (6.7), we get 
(6.8) 
\[
E \sup_{0 \leq s \leq T} \left| \int_0^s \alpha^i(s_k, X^k_{s_k}, \eta^k(s_k)) ds \right|^p \leq TC \left( 1 + \int_0^T E\|X^k_T\|_\infty^p ds \right).
\]
Burkholder-Davis-Gundy and Jensen inequalities jointly with (6.7) yield 
\[
E \sup_{0 \leq s \leq T} \left| \sum_{i,j,k} \eta^k(s) dB^j(s) \right|^p \leq E \left( \int_0^T \left| \sum_{i,j,k} \eta^k(s) \right|^2 ds \right)^p \leq C E \int_0^T \left| \sum_{i,j,k} \eta^k(s) \right|^p ds \leq C \left( 1 + \int_0^T E\|X^k_T\|_\infty^p ds \right).
\]
Summing up the above estimates, we have 
\[
E\|X^k_T\|_\infty^p \leq C \left( 1 + \int_0^T E\|X^k_T\|_\infty^p ds \right).
\]
Grownwall’s inequality allows us to conclude the result. 

Lemma 6.3.
\[
E\|X^k_T - X^\eta_T\|_\infty^2 \leq \left\{ E \bigvee_{n=1}^\infty |\Delta T^k_n| I_{\{T^k_n \leq T\}} + E \int_0^T \|\eta^k(s) - \eta(s)\|^2_{L^2} ds + \sum_{j=1}^d E \int_0^T \|\eta^j(s_k^+)) - \eta(s)\|^2_{L^2} ds + \epsilon_k^2 + E \int_0^T \|X^\eta_T - X^\eta_T\|^2_{L^2} ds \right\}.
\]
Proof. Let us fix $1 \leq i \leq n$. By the very definition,
\[
\hat{X}^{i,k,\eta^k}(t) - X^\eta(t) = \int_0^t \left[ \alpha^i(s_k, X_{s_k}^{k,\eta^k}, \eta^k(s_k)) - \alpha^i(s, X^\eta_s, \eta(s)) \right] ds
\]
\[+ \sum_{j=1}^d \int_0^t \Sigma^{i,j,k,\eta^k}(s) dA^{k,j}(s) - \sum_{j=1}^d \int_0^t \sigma^{ij}(s, X^\eta_s, \eta(s)) dB^{j}(s).
\]
Lemma 6.1 allows us to write
\[
\hat{X}^{i,k,\eta^k}(t) - X^\eta(t) = \int_0^t \left[ \alpha^i(s, X_{s_k}^{k,\eta^k}, \eta^k(s_k)) - \alpha^i(s, X^\eta_s, \eta(s)) \right] ds
\]
\[+ \sum_{j=1}^d \int_0^t \Sigma^{i,j,k,\eta^k}(s) dA^{k,j}(s) - \sum_{j=1}^d \int_0^t \sigma^{ij}(s, X^\eta_s, \eta(s)) dB^{j}(s).
\]

**Analysis of $I_1^{k,i}$:** Assumption (C1) yields
\[
\mathbb{E} \sup_{0 \leq t \leq T} |I_1^{k,i}(t)|^2 \leq C \sum_{j=1}^d \mathbb{E} \int_0^T \left| \Sigma^{i,j,k,\eta^k}(s) - \sigma^{ij}(s, X^\eta_s, \eta(s)) \right|^2 ds.
\]

**Assumption (C1) yields**
\[
\left| \Sigma^{i,j,k,\eta^k}(s) - \sigma^{ij}(s, X^\eta_s, \eta(s)) \right| = \left| \sigma^{ij}(s, X^\eta_s, \eta(s)) \right| \leq C |s_k - s|^{1/2} + C \sup_{0 \leq t \leq T} \| X^{k,\eta^k}(\ell \wedge s_k) - X^\eta(\ell \wedge s) \|_{\mathbb{R}^m} + \| \eta^k(s_k^+) - \eta(s) \|_{\mathbb{R}^m}
\]
so that
\[
\mathbb{E} \sup_{0 \leq t \leq T} |I_1^{k,i}(t)|^2 \leq C \sum_{j=1}^d \mathbb{E} \int_0^T \left( \sup_{0 \leq t \leq T} \| X^{k,\eta^k}(\ell \wedge s_k) - X^\eta(\ell \wedge s) \|_{\mathbb{R}^m} + \| \eta^k(s_k^+) - \eta(s) \|_{\mathbb{R}^m} \right) ds.
\]

**Analysis of $I_2^{k,i}$:** The estimate \[\text{(6.7)}\] Lemma 6.2 and the fact that $|B^{j}(t) - B^{j}(T^{k,j}_{N^{k,j}(t)})| \leq \epsilon_k a.s$ for every $t \geq 0$ yield
\[
\mathbb{E} \sup_{0 \leq t \leq T} |I_2^{k,i}(t)|^2 \leq C \epsilon^2_k.
\]
Summing up the above estimates, we conclude the proof. \qed

**Lemma 6.4.** There exists a constant $C$ which only depends $T, p$ and $\alpha$ such that
\[
\mathbb{E} \| X^{k,\eta^k}_T - \hat{X}^{k,\eta^k}_T \|_p^2 \leq C (\mathbb{E} \| X^\eta_T \|_p^p)^{\frac{1}{2}}
\]
for every $p > 1$. 
Proof. The idea is to use (6.7) and Lemma 6.2. We know that \( \hat{X}^{k,\eta^k}(\bar{t}_k) = X^{k,\eta^k}(t); t \geq 0 \). We fix 1 \( \leq i \leq n \) and we see that

\[
|\hat{X}^{i,k,\eta^k}(t) - X^{i,k,\eta^k}(t)| = |\hat{X}^{i,k,\eta^k}(t) - \hat{X}^{i,k,\eta^k}(\bar{t}_k)| \\
\leq \int_{t_k}^{t} |\alpha(\bar{s}_k, X^{i,k,\eta^k}_{\bar{s}_k}, \eta^k(\bar{s}_k))| ds = \frac{t - \bar{t}_k}{t - t_k} \int_{t_k}^{\bar{t}_k} |\alpha(\bar{s}_k, X^{i,k,\eta^k}_{\bar{s}_k}, \eta^k(\bar{s}_k))| ds
\]

because \( t - \bar{t}_k > 0 \) a.s for every \( t > 0 \) and \( \sum_{j=1}^{d} \int_{0}^{T} \hat{Y}^{i,j,k,\eta^k}(s) dA^{k,j}(s) = \int_{0}^{T} \sum_{j=1}^{d} \hat{Y}^{i,j,k,\eta^k}(s) dA^{k,j}(s) \) a.s for every \( t \geq 0 \). Therefore, (6.7) and Jensen’s inequality yield

\[
\left\|X^{i,k,\eta^k}_T - \hat{X}^{i,k,\eta^k}_T\right\|_\infty^2 \leq C (1 + \left\|X^{i,k,\eta^k}_T\right\|_\infty^2) \times \bigvee_{n=1}^{\infty} |\Delta T_n| \mathbb{P}(T^*_n \leq T) a.s.
\]

By using Lemma 6.2 and Hölder inequality, there exists a constant \( C \) which only depends on \( \alpha, p \) and \( T \) such that

\[
\mathbb{E}\|X^{i,k,\eta^k}_T - \hat{X}^{i,k,\eta^k}_T\|_\infty^2 \leq \mathbb{E} \left( \left\|X^{i,k,\eta^k}_T\right\|_\infty^{2p} \right)^{\frac{1}{p}}
\]

for every \( p > 1 \).

Summing up Lemmas 6.3 and 6.4, we arrive at the following result: There exists a constant \( C \) which depends on \( \alpha, \sigma, T, p \) such that

\[
\mathbb{E}\|X^{k,\eta^k}_T - X^{\eta^k}_T\|_\infty^2 \leq \mathbb{E} \left( \left\|X^{i,k,\eta^k}_T\right\|_\infty^{2p} \right)^{\frac{1}{p}} + \mathbb{E} \int_{0}^{T} \left\|\eta^k(s) - \eta(s)\right\|_{\mathbb{R}_m}^2 ds \\
+ \sum_{j=1}^{d} \mathbb{E} \int_{0}^{T} \left\|\eta^k(s)_j + \eta(s)_j\right\|_{\mathbb{R}_m}^2 ds + \epsilon_k^2 + \int_{0}^{T} \mathbb{E}\|X^{i,k,\eta^k}_T - X^{\eta^k}_T\|_\infty^2 ds
\]

for every \( k \geq 1 \). By using Grownall’s inequality, we then have

\[
\mathbb{E}\|X^{k,\eta^k}_T - X^{\eta^k}_T\|_\infty^2 \leq (C + 1) \left\{ \left( \mathbb{E} \left( \bigvee_{n=1}^{\infty} |\Delta T_n|^p \mathbb{P}(T^*_n \leq T) \right) \right)^{\frac{1}{p}} \\
+ \mathbb{E} \int_{0}^{T} \left\|\eta^k(s) - \eta(s)\right\|_{\mathbb{R}_m}^2 ds + \sum_{j=1}^{d} \mathbb{E} \int_{0}^{T} \left\|\eta^k(s)_j + \eta(s)_j\right\|_{\mathbb{R}_m}^2 ds + \epsilon_k^2 \right\}
\]

Lemma 2.2 in [31] yields the existence of a constant \( C \) which depends on \( T, \beta \in (0,1) \) and \( p > 1 \) such that

\[
(6.9) \quad \mathbb{E} \left\|\bigvee_{n=1}^{\infty} |\Delta T_n|^p \mathbb{P}(T^*_n \leq T) \right\| \leq C \max_{1 \leq j \leq d} \mathbb{E} \left\|\bigvee_{n=1}^{\infty} |\Delta T_n|^p \mathbb{P}(T^*_n \leq T) \right\| \leq C \epsilon_k^2 |\epsilon_k^{-2} T|^{1-\beta}
\]

for every \( k \geq 1 \).

Let us denote

\[
\gamma_{\epsilon, p, \beta} := \left\{ \epsilon_k^2 |\epsilon_k^{-2} T|^{\frac{1-\beta}{2}} + \epsilon_k^2 \right\}
\]

and

\[
(6.10) \quad \eta^{k,j}(s) := \eta^k(s^*_j); s \geq 0,
\]
for \(k \geq 1, p > 1\) and \(\beta \in (0, 1)\). We observe that \(\eta^{k,j}(s) = \eta^k(s^k +)\) a.s \(P \times \text{Leb}\). We then arrive at the following estimate:

**Lemma 6.5.** Assume the coefficients of the SDE (6.1) satisfy Assumption (C1). Let \((\eta^k, \eta) \in U_0^{k,e(k,T)} \times U_0\) be an arbitrary pair of controls. Then, there exists a constant \(C > 0\) which depends on \(\alpha, \sigma, T, \beta \in (0, 1), p > 1\) and \(\bar{a}\) such that

\[
(6.11) \quad E\|X_T^{k,\eta^k} - X_T^\eta\|_\infty^2 \leq (C + 1) \left\{ \gamma_{k,p,\beta} + \|\eta^k - \eta\|_{L_2^2(P \times \text{Leb})}^2 + \sum_{j=1}^{d} \|\eta^{k,j} - \eta\|_{L_2^2(P \times \text{Leb})}^2 \right\}
\]

for every \(k \geq 1\).

**Remark 6.3.** Unless the underlying filtration \(\mathbb{F}\) is generated by a one-dimensional Brownian motion, we observe that, in general, \(\eta^{k,j}\) defined in (6.10) is not equal to \(\eta^k\) for a given control \(\eta^k \in U_0^{k,e(k,T)}\). This remainder term appears due to the fact that \(\Delta A^{k,j}(T^k) \neq 0\) a.s if, and only if, \(T^k\) is realized by the \(j\)-th component of the Brownian motion. This particular feature makes the analysis trickier than the usual Euler-Maruyama scheme based on deterministic partitions if \(d > 1\).

**Proposition 6.1.** Assume the coefficients of the SDE (6.1) satisfy Assumption (C1). Let \((\eta^k, \eta) \in U_0^{k,e(k,T)} \times U_0\) be an arbitrary pair of controls. Then, there exists a constant \(C > 0\) which depends on \(\alpha, \sigma, T, \beta \in (0, 1), p > 1\) and \(\bar{a}\) such that

\[
(6.12) \quad E\|X_T^{k,\eta^k} - X_T^\eta\|_\infty^2 \leq C \left\{ \gamma_{k,p,\beta} + \sum_{j=1}^{d} \|\eta^{k,j} - \eta\|_{L_2^2(P \times \text{Leb})}^2 + \|\eta^k - \eta\|_{L_2^2(P \times \text{Leb})}^2 \right\}
\]

for every \(k \geq 1\).

**Proof.** By definition,

\[
X_T^{k,\eta^k}(t) = X_T^{k,\eta^k}(t \wedge T^k_{\bar{e}(k,T)}); 0 \leq t \leq T,
\]

where \(t \wedge T^k_{\bar{e}(k,T)} \leq t \leq T\), then triangle inequality yields

\[
\|X_T^{k,\eta^k} - X_T^\eta\|_\infty^2 \leq C\|X_T^{k,\eta^k} - X_T^\eta\|_\infty^2 + C \sup_{0 \leq t \leq T} \|X^\eta(t \wedge T^k_{\bar{e}(k,T)}) - X^\eta(t)\|_{\mathbb{R}^n}^2.
\]

Therefore, in view of the estimate (6.11), we only need to estimate

\[
(6.13) \quad E \sup_{0 \leq t \leq T} \|X^\eta(t \wedge T^k_{\bar{e}(k,T)}) - X^\eta(t)\|_{\mathbb{R}^n}^2.
\]

For a given \(1 \leq i \leq n\),

\[
\left| X^{\bar{i},\eta}(t \wedge T^k_{\bar{e}(k,T)}) - X^{\bar{i},\eta}(t) \right|^2 \leq C \left| \int_{t \wedge T^k_{\bar{e}(k,T)}} \alpha^i(s, X_s^\eta, \eta(s))ds \right|^2 + C \sum_{j=1}^{d} \left| \int_{t \wedge T^k_{\bar{e}(k,T)}} \sigma^{ij}(s, X_s^\eta, \eta(s))dB^j(s) \right|^2.
\]
By using Hölder’s inequality, (6.14) and (6.2), we get the existence of a constant $C$ such that

$$
E \sup_{0 \leq t \leq T} \left| \int_{t \wedge T^{k}_{\epsilon(k,T)}}^{t} \alpha^{i}(s, X_{s}^{\eta}, \eta(s))ds \right|^{2} \leq E \left( C(1 + \|X_{0}^{\eta}\|_{\infty}^{2}) \sup_{0 \leq t \leq T} |t - t \wedge T^{k}_{\epsilon(k,T)}| \right)
$$

$$
\leq C(\mathbb{E}[T - T^{k}_{\epsilon(k,T)}]^{2})^{1/2}.
$$

By applying Burkholder-Davis-Gundy's inequality and the same argument as above, we get

$$
E \sup_{0 \leq t \leq T} \left| \int_{t \wedge T^{k}_{\epsilon(k,T)}}^{t} \sigma^{ij}(s, X_{s}^{\eta}, \eta(s))dB^{j}(s) \right|^{2} \leq E \left( C(1 + \|X_{0}^{\eta}\|_{\infty}^{2}) \sup_{0 \leq t \leq T} |t - t \wedge T^{k}_{\epsilon(k,T)}| \right)
$$

$$
\leq C(\mathbb{E}[T - T^{k}_{\epsilon(k,T)}]^{2})^{1/2}.
$$

This concludes the proof. \( \square \)

We are now able to prove that $X^{k}$ satisfies the fundamental condition (5.21) given in Theorem 5.2.

For this purpose, let us introduce some objects: $G_{n-1}^{k,j} := \min\{T^{k}_{t}; T^{k}_{t} > T^{n-1}_{\epsilon}\}; n \geq 1,$

$$
D^{k}_{j} := \bigcup_{n=1}^{[\epsilon^{j-2}T]} \{ (\omega, s); T^{k,j}_{n-1}(\omega) \leq s < G^{k,j}_{n-1}(\omega) \},
$$

for $j = 1, \ldots, d, k \geq 1$.

**Lemma 6.6.** Let $u^{k} \in U^{k,\epsilon(k,T)}_{0}$ be an arbitrary sequence of admissible controls. Then,

$$
E \int_{0}^{T} \|u^{k}(\bar{s}_{j}^{k}) - u^{k}(s)\|_{H}^{2}ds \leq \hat{a}^{2}E[T^{k,j}_{[\epsilon^{j-2}T]} \wedge T - T] + \hat{a}^{2}E \int_{0}^{T} (\textbf{1}_{\Omega \times [0,T]} - \textbf{1}_{D^{k}_{j}})ds
$$

**Proof.** In order to alleviate notation and without any loss of generality, we consider $T = 1$, $\epsilon_{k} = 2^{-k}$ and $d = 2$. Let us fix a coordinate $1 \leq j \leq 2$. At first, we observe that

$$
D^{k}_{j} \subset D^{k}_{j}(u^{k}) := \{ (\omega, s) \in [0, T^{k,j}_{2\epsilon_{k}}]; u^{k}(\omega, s^{k}_{j}(\omega)) = u^{k}(\omega, s) \} \subset [0, T^{k,j}_{2\epsilon_{k}}]
$$

Recall that we use the notation $[[0, T_{2\epsilon_{k}}^{k,j}]] = \{ (\omega, t); 0 \leq t \leq T^{k,j}_{2\epsilon_{k}}(\omega) \}$. Then,

$$
\textbf{1}_{D^{k}_{j}} \leq \textbf{1}_{[[0, T_{2\epsilon_{k}}^{k,j}]]} a.s \quad \mathbb{P} \times \text{Leb},
$$

for every $k \geq 1$. Since $T_{2\epsilon_{k}}^{k,j} \to 1$ a.s, then

$$
\lim_{k \to +\infty} \sup_{s \in [0,1]} |T_{2\epsilon_{k}}^{k,j} - s| \to 0
$$

holds true a.s say in a set $\Omega^{*}$ of full probability. Let us fix $(\omega, t) \in \Omega^{*} \times (0,1)$ where $\mathbb{P}(\Omega^{*}) = 1$. Let us take a sequence of positive numbers $\{r_{n}; n \geq 1\}$ such that $r_{n} < t$ and $r_{n} \uparrow t$ as $n \to +\infty$. By writing

$$
|T_{2\epsilon_{k}r_{n}}^{k,j} - t| \leq |T_{2\epsilon_{k}r_{n}}^{k,j} - r_{n}| + |r_{n} - t|
$$

We claim that any $(\omega, t) \in \Omega \times (0,1)$ belongs to $D^{k}_{j}$ for infinitely many $k \geq 1$ with the possible exception of a finite number of them. In fact, it is known (see Lemma 2.2 in [25]) that
and using the fundamental convergence (6.14), we observe that for \( \epsilon, \eta > 0 \) with \( \epsilon - \eta > 0 \), there exists \( k_0(\omega, \epsilon, \eta) \) such that

\[
t - (\epsilon - \eta) < T_{[2^k r_n]}^k(j) \omega < t + (\epsilon - \eta)
\]

for every \( k \geq k_0(\omega, \epsilon, \eta) \) and for every \( n \geq N \) sufficiently large where \( N \) does not depend on \( k \) and \( \omega \). Now, we observe the important property:

\[
\lim_{n \to +\infty} \lim_{k \to +\infty} T_{[2^k r_n]}^k(j)(\omega) = t + \epsilon \implies \lim_{n \to +\infty} \lim_{k \to +\infty} G_{[2^k r_n]}^{k,j}(\omega) = t + \epsilon
\]

so that

\[
(t + \epsilon) - \eta < G_{[2^k r_n]}^{k,j}(\omega) < (t + \epsilon) + \eta
\]

for every \( k \geq k_0(\omega, \epsilon, \eta) \) and for every \( n \geq N \). Therefore,

\[(6.18) \quad T_{[2^k r_n]}^k(j)(\omega) < t + (\epsilon - \eta) < G_{[2^k r_n]}^{k,j}(\omega)
\]

for every \( k \geq k_0(\omega, \epsilon, \eta) \) and for every \( n \geq N \). Since \( \lim_{n \to +\infty} \lim_{k \to +\infty} T_{[2^k r_n]}^k(j)(\omega) = t \), we may assume (take a subsequence if necessary) that

\[(6.19) \quad T_{[2^k r_n]}^k(j)(\omega) < t
\]

for every \( k \geq k_0(\omega, \epsilon, \eta) \) and for every \( n \geq N \). From (6.18) and (6.19), we then have

\[(6.20) \quad T_{[2^k r_n]}^k(j)(\omega) < t < G_{[2^k r_n]}^{k,j}(\omega)
\]

for every \( k \geq k_0(\omega, \epsilon, \eta) \) and for every \( n \geq N \). This shows that

\[(6.21) \quad \Omega \times [0, 1] = \lim inf_{k \to +\infty} D_j^k \quad a.s. - \mathbb{P} \times \text{Leb}
\]

and summing up with (6.16), we conclude that

\[(6.22) \quad \lim_{k \to +\infty} \mathbb{1}_{D_j^k} = \mathbb{1}_{\Omega \times [0, 1]} \quad a.s. - \mathbb{P} \times \text{Leb}.
\]

Now, we observe that

\[
\mathbb{E} \int_0^1 \| u^k(s)^j \|_{\mathbb{R}^m}^2 ds = \mathbb{E} \int_0^{1 - T_{[2^k r_n]}^k(j)} \| u^k(s)^j \|_{\mathbb{R}^m}^2 ds + \mathbb{E} \int_{T_{[2^k r_n]}^k(j)}^{1} \| u^k(s)^j \|_{\mathbb{R}^m}^2 ds.
\]

Obviously, \( \mathbb{E} \int_{T_{[2^k r_n]}^k(j)}^{1} \| u^k(s)^j \|_{\mathbb{R}^m}^2 ds \leq \bar{a}^2 \mathbb{E} \left[ T_{[2^k r_n]}^k(j) \right] \mathbb{E} [1_{[0, 1]}] \to 0 \). Moreover, by (6.15) and using (6.22) jointly with bounded convergence theorem, we conclude that

\[
\mathbb{E} \int_0^{1 - T_{[2^k r_n]}^k(j)} \| u^k(s)^j \|_{\mathbb{R}^m}^2 ds \leq \mathbb{E} \int_0^{1 - T_{[2^k r_n]}^k(j)} \| u^k(s)^j \|_{\mathbb{R}^m}^2 ds = \mathbb{E} \mathbb{1}_{[0, 1]} \mathbb{1}_{[0, 1]} ds \to 0 \quad \text{as} \quad k \to +\infty.
\]
As a by product of Lemma 6.6 and (6.12) in Proposition 6.1, we arrive at the main result of this section: In the sequel, we set

$$\ell_k := \sum_{j=1}^{d} \left( \alpha^2 \mathbb{E} |T_{[\ell_j, \ell_{j+1}]} \cap T - T| + \alpha^2 \mathbb{E} \int_{0}^{T} (\mathbb{I}_{\Omega \times [0,T]} - \mathbb{I}_{D^\delta_j}) ds \right); k \geq 1.$$ 

**Theorem 6.1.** Assume the coefficients of the controlled SDE (6.1) satisfy Assumption (C1). Then, there exists a constant $C > 0$ which depends on $\alpha, \sigma, T, \beta \in (0,1), p > 1$ and $u$ from the drift $\alpha$ for every $k$.

Theorem 6.1. Assume the coefficients of the controlled SDE (6.1) satisfy Assumption (C1). Then, there exists a constant $C > 0$ which depends on $\alpha, \sigma, T, \beta \in (0,1), p > 1$ and $u$ from the drift $\alpha$ for every $k$.

For every $k \geq 1$, $t \in [0,T]$, $u \in U_T^p$ and $u^k \in U_{0,T}^p$. The controlled imbedded structure $\{(X^k)^{\gamma_{k,p},\beta}, \Phi\}$ satisfies (5.21) and hence, (5.22) in Theorem 5.2 and (5.24) in Theorem 5.3 hold true for the controlled SDE (6.1).

### 6.2. Optimal control of drifts for path-dependent SDEs driven by fractional Brownian motion.

In this section, we illustrate the abstract results of this paper to a stochastic control problem driven by a path-dependent SDE driven by fractional Brownian motion with $\frac{1}{2} < H < 1$.

\[ B_H(t) = \int_{0}^{t} \rho_H(t,s)B(s)ds; 0 \leq t \leq T, \]

where

\[ \rho_H(t,s) := d'_H \left( (H - \frac{1}{2}) s^{-H - \frac{1}{2}} \int_{s}^{t} u^{H - \frac{1}{2}} (u-s)^{H - \frac{1}{2}} du - s^{-H - \frac{1}{2}} t^{H + \frac{1}{2}} (t-s)^{H - \frac{1}{2}} \right), \]

and $d'_H = (H - 1/2)d_H$ for a constant $d_H$. See Hu [14] for more details on this representation. We are going to analyze the stochastic control problem

\[ \sup_{\phi \in U_T} \mathbb{E} \left[ \xi(X^\phi) \right] \]

driven by

\[ dX^u(t) = \alpha(t, X_t, u(t))dt + \sigma dB_H(t) \]

where $X(0) = x_0 \in \mathbb{R}$, $\sigma$ is a constant, $\alpha$ is a non-anticipative functional satisfying (C1) and $\frac{1}{2} < H < 1$. The path-dependence feature is much more sophisticated than previous example because the lack of Markov property comes from distorting the Brownian motion by the singular kernel $\rho_H$ and from the drift $\alpha$.

Under Assumption (C1), by a standard fixed point argument, one can show there exists a unique strong solution for (6.24) for each $u \in U_T^p$. In the sequel, we denote

\[ B^k_H(t) := \int_{0}^{t} \rho_H(t,s)A^k(s)ds; 0 \leq t \leq T. \]

To get a piecewise constant process, we set

\[ W^k_H(t) := \sum_{n=0}^{\infty} B^k_H(T^k_n) \mathbb{I}_{\{T^k_n \leq t < T^k_{n+1}\}}; 0 \leq t \leq T. \]
Let \( \alpha, T \) and \( t, s \) be applied.

**Proposition 6.2.** Assume that Proposition 6.2. This estimate together with (6.25) allow us to conclude the proof of (6.26). Since the system is applied.

Let \( \alpha, T \) be controlled imbedded structure w.r.t (6.24) satisfying (5.21). In this case, Theorems 5.2 and 5.3 can depends on \( T, \alpha, \beta \) such that \( (6.25) \). The only thing one has to estimate is the quantity \( G \). It is well-known (see e.g the proof of Lemma 1.17.1 in [37]).

By Theorem 5.1 in [33], for every \( 0 < \gamma < 2H - 2 \), there exists a constant \( C_{H,T,\gamma} \) independent from \( k \) such that

\[
(6.25) \quad \mathbb{E} \sup_{0 \leq t \leq T} |W^k_H(t) - B_H(t)| \leq C_{H,T,\gamma} e^{\gamma k}; k \geq 1.
\]

The controlled structure \((X^k)_{k \geq 1}, \mathcal{F})\) associated with \((6.24)\) is given as follows: Let us fix a control \( u^k \in U^k_0 \) defined by \( g^k : S^k \rightarrow \mathbb{R}; n \geq 0 \). Let us define

\[
X^{k,u^k}(T_m^k) := \begin{cases} X^{k,u^k}(T_{m-1}^k) + \alpha(T_{m-1}^k, \gamma, u^k(T_{m-1}^k), g^k_m(A_{m-1}^k)) \Delta T_m^k \\ + \sigma \Delta W^k_H(T_m^k); m \geq 1, \end{cases}
\]

and then set

\[
X^{k,u^k}(t) := \sum_{m=0}^{\infty} X^{k,u^k}(T_m^k) \mathbb{1}_{(T_m^k \leq t \land T_m^k \leq T)}; 0 \leq t \leq T.
\]

**Proposition 6.2.** Assume that \( \frac{1}{2} < H < 1 \), \( \alpha \) satisfies assumption (C1) and take \( 0 < \gamma < 2H - 2 \). Let \( (\eta^k, \eta) \in U^{0,\alpha}(k,T) \times U^0_T \) be an arbitrary pair of controls. Then, there exists a constant \( C \) which depends on \( T, \alpha, \beta \in (0,1), p > 0 < \gamma < 2H - 2 \) such that

\[
(6.26) \quad \mathbb{E} \|X^{k,u^k} - X^{\eta^k}_T\|_\infty \leq C \left\{ \gamma^2 \mathbb{E} \left[ e^{2H} T \right] \frac{1}{2} + \mathbb{E} \int_0^T |\eta^k(s) - \eta(s)| ds + \|T^k_{c(k,T)} - T\|_{L^2(\mathbb{P})} + \epsilon_k \right\}; k \geq 1.
\]

In particular, \((X^k, \mathcal{F})\) is a controlled structure for \((6.24)\) and it also satisfies assumption (5.21). Hence, Theorems 5.2 and 5.3 apply to the control problem (6.23).

**Proof.** By repeating exactly the same steps (with the obvious modification by replacing \( A^k \) by \( W^k_H \)) as in the proof of Proposition 5.2 in [33] and Lemma 5.3 we can find a constant \( C \) (depending on \( \alpha, T \) and \( \beta \)) such that

\[
\mathbb{E} \|X^{k,u^k} - X^{\eta^k}_T\|_\infty \leq C \left\{ \gamma^2 \mathbb{E} \left[ e^{2H} T \right] \frac{1}{2} + \mathbb{E} \int_0^T |\eta^k(s) - \eta(s)| ds + \mathbb{E} \sup_{0 \leq t \leq T} |W^k_H(t) - B_H(t)| \right\}
\]

for \( \beta \in (0,1) \) and \( p > 1 \). In order to estimate \( \|X^{k,u^k} - X^{\eta^k}_T\|_\infty \), we shall proceed in the same way as in (6.13) (but with exponent equals one). The only thing one has to estimate is the quantity \( \mathbb{E} \sup_{0 \leq t \leq T} |B_H(t) - B_H(t \land T^k_{c(k,T)})| \). For this purpose, take \( 1 - H < \beta < 1/2, 0 < \epsilon < \beta - 1 + H \). It is well-known (see e.g the proof of Lemma 1.17.1 in [37]) there exists \( G_{T,\epsilon,\beta} \in \cap_{\eta \geq 1} L^p(\mathbb{P}) \) and a deterministic constant \( C \) such that

\[
|B_H(t) - B_H(s)| \leq C |t - s|^{(H-\epsilon)} G_{T,\epsilon,\beta} a.s
\]

for every \( t, s \in [0, T] \). Therefore,

\[
\sup_{0 \leq t \leq T} |B_H(t) - B_H(t \land T^k_{c(k,T)})| \leq C |T - T^k_{c(k,T)}|^{(H-\epsilon)} G_{T,\epsilon,\beta} a.s
\]

This estimate together with (6.25) allow us to conclude the proof of (6.26). Since the system is driven by the one-dimensional Brownian motion, then (6.26) immediately shows that \((X^k)_{k \geq 1}, \mathcal{F})\) is a controlled imbedded structure w.r.t (6.24) satisfying (5.21). In this case, Theorems 5.2 and 5.3 can be applied. \( \square \)
6.3. Example: Non-Markovian Portfolio Optimization. Let us now illustrate the theory of this article to a classical problem in Mathematical Finance. We present the construction of a near-optimal control for the problem

\begin{equation}
\sup_{u \in U^T_n} \mathbb{E}[\frac{1}{\gamma}(X^u(T))^\gamma]
\end{equation}

where \(0 < \gamma < 1\), \(X^u\) is the wealth process associated to a path-dependent one-dimensional SDE

\[dS(t) = \alpha(t)S(t)dt + \sigma(t)S(t)dB(t)\]

and the risk-free asset whose dynamics is given by

\[dS_0(t) = rS_0(t)dt\]

for a constant \(r > 0\). We observe the functional of interest \(\xi(f) = \gamma^{-1}(f(T))\) for \(f \in D_1\) satisfies (2.25), i.e., it is \(\gamma\)-Hölder continuous on \([0, +\infty)\). The controlled wealth process is given by

\begin{equation}
dX^u(t) = \left((1 - u(t))r + u(t)\alpha(t)\right)X^u(t)dt + u(t)\sigma(t)X^u(t)dB(t).
\end{equation}

Here, the control \(u\) is interpreted as the fraction of the total wealth invested in \(S\) and \(1 - u\) denotes the fraction of total wealth invested in the risk free asset \(S_0\). In order to avoid technicalities, we assume \(u, \alpha, \sigma\) are progressively measurable w.r.t \(\mathbb{F}\). (6.28) admits a strong solution in \(B^1(\mathbb{F})\), (6.27) is finite and the action space equals to \(A = [-1, 1]\). In addition, we assume the diffusion component is not degenerated, i.e., \(|\sigma(t)| > 0\) a.s for every \(t \in [0, T]\). Ito’s formula yields

\[X^u(t) = x_0 \exp\left\{\int_0^t [u(s)(\alpha(s) - r) + r]ds - \frac{1}{2} \int_0^t u^2(s)\sigma^2(s)ds + \int_0^t u(s)\sigma(s)dB(s)\right\}\]

for \(0 \leq t \leq T\) and \(X^u(0) = x_0 > 0\). Let \(\alpha^k\) and \(\sigma^k\) be approximation processes associated to \(\alpha\) and \(\sigma\), given respectively by

\[\sigma^k(t) = \sigma^k(0)1_{t=0} + \sum_{n=0}^{\infty} \sigma^k(T_n^k)1_{T_n^k \leq t < T_{n+1}^k}\]

\[\alpha^k(t) = \sum_{n=0}^{\infty} \alpha^k(T_n^k)1_{T_n^k \leq t < T_{n+1}^k}; 0 \leq t \leq T.\]

We assume that \(|\sigma^k(t)| > 0\) a.s for every \(t \in [0, T]\) and for every \(k \geq 1\). Let us denote

\[X^{k,u^k}(T_n^k) = x_0 \exp\left\{\int_0^{T_n^k} [u^k(s)(r + \alpha^k(s)) + r]ds - \frac{1}{2} \int_0^{T_n^k} |u^k(s)\sigma^k(s)|^2ds + \int_0^{T_n^k} u^k(s)\sigma^k(s)dA^k(s)\right\}\]

for \(n \geq 0\) and we set

\[X^{k,u^k}(t) = \sum_{n=0}^{\infty} X^{k,u^k}(T_n^k)1_{\{T_n^k \leq t \land T_{n+1}^k < T\}}; 0 \leq t \leq T.\]

We assume \(u^k \rightarrow X^{k,u^k}\) satisfies (5.21) in Theorem 5.2. In the sequel, we fix \(k \geq 1\) and to keep notation simple we set \(T = 1\). The pathwise description is given by the stepwise constant function

\[\gamma^k(\alpha_n^k, t) := x_0 \exp\left\{\int_0^{t_n^k} [\alpha^k(s)(r + \alpha^k(s)) + r]ds - \frac{1}{2} \int_0^{t_n^k} |\alpha^k(s)\sigma^k(s)|^2ds + \int_0^{t_n^k} \alpha^k(s)\sigma^k(s)d\alpha^k(s)\right\}\]
for $t^k_n \leq t < t^k_{n+1}; n \geq 0$, where

$$a^k(s) := \sum_{\ell=1}^{\infty} a^{k}_{\ell-1} \mathbb{1}_{(t^{k}_{\ell-1} \leq s \leq t^{k}_{\ell})}, \sigma^k(s) = \sum_{\ell=1}^{\infty} \sigma^{k}(b^k_{\ell-1}) \mathbb{1}_{(t^{k}_{\ell-1} \leq s \leq t^{k}_{\ell})}, \alpha^k(s) = \sum_{\ell=0}^{\infty} \alpha^{k}(b^k_{\ell}) \mathbb{1}_{(t^k_{\ell} \leq s < t^k_{\ell+1})}$$

and

$$w^k(s) = \sum_{n=0}^{\infty} \epsilon_n \gamma^k_{t^k_n} \mathbb{1}_{(t^k_n \leq s < t^k_{n+1})}.$$

Let us denote $m = e(k, T)$. The first step is to evaluate

$$\sup_{a^{k}_{m-1} \in \tilde{A}} \int \psi_m^{k}(a^{k}_{m-1}, a^{k}_{m-1}, s^{k}_{m-1}, t^{k}_{m-1}) \nu^k_m(ds, dt, b^k_{m-1}) = \int \psi_m^{k}(a^{k}_{m-1}, a^{k}_{m-1}, s^{k}_{m-1}, t^{k}_{m-1}) \nu^k_m(ds, dt, b^k_{m-1})$$

where

$$\psi_m^{k}(a^{k}_{m}, \gamma^{k}_m) = \xi(a^{k}_{m}, \gamma^{k}_m),$$

and

$$\gamma^{k}_m(a^{k}_{m}) = \gamma^{k}_m(a^{k}_{m}) \gamma(m, t^{k}_{m}).$$

Let us fix $b^k_{m-1}$. We may assume $s^{k}_{m} < T - t^{k}_{m-1}$. We observe that

$$\int \psi_m^{k}(a^{k}_{m-1}, a^{k}_{m-1}, s^{k}_{m-1}, t^{k}_{m-1}) \nu^k_m(ds, dt, b^k_{m-1}) = x_0 \exp \left( \gamma \sum_{\ell=0}^{m-2} a^{k}_{\ell} \sigma^{k}(t^{k}_{\ell}) \Delta w^{k}(t^{k}_{\ell}) + \gamma \sum_{\ell=0}^{m-2} \left[ a^{k}_{\ell} (\alpha^{k}(t^{k}_{\ell}) - r) + r \right] s^{k}_{\ell+1} - \frac{\gamma}{2} \sum_{\ell=0}^{m-2} |a^{k}_{\ell} \sigma^{k}(t^{k}_{\ell})|^2 s^{k}_{\ell+1} \right)$$

where

$$G^{k}(a^{k}_{m-1}, b^{k}_{m-1}, s^{k}_{m-1}, t^{k}_{m-1}) = \exp \left( \gamma \sum_{\ell=0}^{m-2} a^{k}_{\ell} \sigma^{k}(t^{k}_{\ell}) \Delta w^{k}(t^{k}_{\ell}) + \gamma \sum_{\ell=0}^{m-2} \left[ a^{k}_{\ell} (\alpha^{k}(t^{k}_{\ell}) - r) + r \right] s^{k}_{\ell+1} - \frac{\gamma}{2} \sum_{\ell=0}^{m-2} |a^{k}_{\ell} \sigma^{k}(t^{k}_{\ell})|^2 s^{k}_{\ell+1} \right).$$

Therefore, it is sufficient to study the map

$$a \mapsto g(a, b^k_{m-1})$$

for each $b^k_{m-1}$. By definition,

$$g(a, b^k_{m-1}) = \frac{1}{\gamma \epsilon_k} \cosh \gamma \epsilon_k \left( a^{k}(t^{k}_{m-1}) a^k_{m-1} \right) \int_{0}^{T-t^k_{m-1}} e^{p(a, b^k_{m-1}, x^k_{m-1})} f_{\tau}(x^k_{m-1}) dx$$

where

$$p(a, b^k_{\ell}) = \gamma \left[ a (\alpha^{k}(t^{k}_{\ell}) - r) + r \right] - \frac{\gamma}{2} |a^{k}(t^{k}_{\ell})|^2; (a, b^k_{\ell}) \in \tilde{A} \times S_{k}$$

for $\ell = m - 1, \ldots, 0$ and $f_{\tau}(x) = f_{\tau}(x^k_{m-1})\epsilon_k^{-2}$, where $f_{\tau}$ and $f_{\tau}$ are the densities of $T^k_{\ell}$ and $T^k_{m}$, respectively. Following (Chapter 5 [34]), we have
(6.29) \[ f_r(x) = \frac{2}{\sqrt{2\pi x^3}} \sum_{n=0}^{\infty} (-1)^n (2n+1) \exp \left( -\frac{1}{2x} (2n+1)^2 \right). \]

Changing the variables, we have
\[ g(\alpha_{m-1}, b_{m-1}) = \frac{1}{\gamma} \cosh \left( \gamma \sigma_k (t_{m-1}) \epsilon_k a_{m-1} \right) \int_0^{(T-t_{m-1})} e^{p(a_{m-1}, b_{m-1})u} \, f_r(u) \, du. \]

We observe (see Lemma 3.1 in [36]) that (6.29) can also be written as
\[ (6.30) \quad f_r(x) = \frac{\pi}{2} \sum_{n=0}^{\infty} (-1)^n (2n+1) \exp \left( -\frac{n^2 \pi x}{8} (2n+1)^2 \right). \]

The general term of the alternate series in (6.30) is decreasing for each \( 0 < x < \frac{2}{\pi} \). The general term of the alternate series in (6.30) is decreasing for each \( \frac{2}{\pi} < x < \infty \). As a result, if we set
\[ f_{\tau, n-1}(x) = \begin{cases} \frac{2}{\sqrt{2\pi x^3}} \sum_{\ell=0}^{n-1} (-1)^{\ell} (2\ell + 1) e^{-\frac{1}{2x} (2\ell+1)^2} & \text{if } 0 < x < \frac{2}{\pi} \\ \frac{\pi}{2} (2n+1) \exp \left( -\frac{n^2 \pi x}{8} (2n+1)^2 \right) & \text{if } \frac{2}{\pi} < x < \infty. \end{cases} \]

We then have,
\[ (6.31) \quad |f_r(x) - f_{\tau, n-1}(x)| \leq \begin{cases} \frac{2(2n+1)}{\sqrt{2\pi x^3}} \exp \left( -\frac{(2n+1)^2}{2x} \right) & \text{if } 0 < x < \frac{2}{\pi} \\ \frac{\pi}{2} (2n+1) \exp \left( -\frac{n^2 \pi x}{8} (2n+1)^2 \right) & \text{if } \frac{2}{\pi} < x < \infty. \end{cases} \]

Let us define
\[ g_\ell(a, b_k) = \frac{1}{\gamma} \cosh \left( \gamma \sigma_k (t_k^\ell) \epsilon_k a \right) \int_0^{(T-t_k^\ell)} e^{p(a, b_k)u} f_{\tau, n-1}(x \epsilon_k^2) \, du \]
for \( \ell = m - 1, \ldots, 0 \).

**Proposition 6.3.** For each \( b_{m-1}^k \in S_{m-1}^k \) and \( \epsilon_k^{-2} > \frac{2}{\pi} \), there exists a positive constant \( C(b_{m-1}^k) \) which depends on \( \alpha_k(t_{m-1}^k) \) and \( \sigma_k(t_{m-1}^k) \) such that
\[ (6.32) \quad \sup_{a \in \mathbb{R}} \left| g_n(a, b_{m-1}^k) - g(a, b_{m-1}^k) \right| \leq C(b_{m-1}^k) \exp \left( -\frac{(2n+1)^2}{2} \right); \quad n \geq 1. \]

**Proof.** Let us fix \( b_{m-1}^k \). To keep notation simple, we set \( M = \gamma \epsilon_k \sigma_k(t_{m-1}^k) \). For a given \( M \), let \( q_1(M) \) and \( q_2(M) \) be the roots of the polynomial \( p(a) + Ma \). If \( M > 0 \), then \( q_1(0) < q_1(M) \) and \( q_2(0) < q_2(M) \) and if \( M < 0 \), then \( q_1(M) < q_1(0) \) and \( q_2(M) < q_2(0) \). By symmetry, we may assume \( M > 0 \). Then,
\[ \max_{q_1(0) \leq a \leq q_2(M)} \left| g_n(a, b_{m-1}^k) - g(a, b_{m-1}^k) \right| \leq \frac{1}{\gamma} \exp(p(a, b_{m-1}^k)) \max_{q_1(0) \leq a \leq q_2(M)} \cosh(aM) \int_0^{T_k^2} \left| f_r(u) - f_{\tau, n-1}(u) \right| \, du \]
where \( \bar{a} = \frac{a_k(t_{n-1})}{\sigma^2(t_{n-1})^2} \). A simple integration together with the exponential bound on the complementary error function in [5] yield

\[
\int_0^{t_{n-1}} |f_T(u) - f_{\tau,n-1}(u)|du \leq \left( 2 \exp \left( - (2n + 1)^2/2 \right) + \frac{4}{\pi(2n + 1)} \exp \left( - \pi n^2 - \pi n - \frac{\pi}{4} \right) \right) 1/\gamma
\]

If \( a \in R(M) = (-\infty, q_1(0)) \cup (q_2(M), +\infty) \), we proceed as follows. At first, we notice

\[
|g_n(a, b_{m-1}^k) - g(a, b_{m-1}^k)| \leq \frac{1}{\gamma} \cosh(aM) \int_0^{t_{n-1}} e^{p(a, b_{m-1}^k)uc^2} |f_T(u) - f_{\tau,n-1}(u)|du.
\]

By using the fact that \( \epsilon_k^{-2} > 2/\pi \) and \( \epsilon_k^{-1} \), we have

\[
\int_0^{t_{n-1}} e^{p(a, b_{m-1}^k)uc^2} |f_T(u) - f_{\tau,n-1}(u)|du \leq I_1^k(a) + I_2^k(a)
\]

where

\[
I_1^k(a) = \int_0^{2/\pi} \frac{2(2n + 1)}{\sqrt{2\pi u^3}} \exp \left( p(a, b_{m-1}^k)uc^2 - \frac{(2n + 1)^2}{2u} \right) du
\]

\[
I_2^k(a) = \int_{2/\pi}^{\infty} \frac{\pi}{2} (2n + 1) \exp \left( p(a, b_{m-1}^k)uc^2 - \frac{\pi^2 u(2n + 1)^2}{8} \right) du
\]

A simple integration yields

\[
I_1^k(a) = e^{(2n+1)\sqrt{2\epsilon_k d(a)}} \operatorname{erfc} \left( \frac{2n + 1}{\sqrt{4/\pi}} \right) + e^{-(2n+1)\sqrt{2\epsilon_k d(a)}} \operatorname{erfc} \left( \frac{2n + 1}{\sqrt{4/\pi}} \right)
\]

and

\[
I_2^k(a) = \frac{4\pi(2n + 1)}{2\pi^2(2n + 1)^2 - 8\epsilon_k p(a)} e^{\frac{\epsilon_k p(a) - \epsilon_k^2(2n + 1)^2}{\pi}}
\]

where \( d(a) = -p(a) \) and \( \operatorname{erfc} \) denotes the complementary error function. Let us denote \( M = 2\epsilon_k \pi^{-1} \). Let \( q_1(M) < q_2(M) \) be the roots of the polynomial \( M p(a) + aM \). Since \( M < 1 \), we observe \( q_1(M) < q_1(M) < q_2(M) < q_2(M) \) and hence,

\[
\cosh(aM) I_2^k(a) \leq \frac{1}{\pi(2n + 1)} e^{-\frac{\epsilon_k^2(2n + 1)^2}{\pi}} \exp(M p(a) + Ma)
\]

\[
+ \frac{1}{\pi(2n + 1)} e^{-\frac{\epsilon_k^2(2n + 1)^2}{\pi}} \exp(M p(a) - Ma)
\]

\[
\leq \frac{2}{\pi(2n + 1)}
\]

for every \( a \in R(M) \).

The exponential inequality on the complementary error function in [5] yields

\[
2\cosh(aM) I_1^k(a) \leq \exp \left( - (J_+(n, a))^2 + (2n + 1)\sqrt{2\epsilon_k d(a)} + aM \right)
\]

\[
+ \exp \left( - (J_+(n, a))^2 + (2n + 1)\sqrt{2\epsilon_k d(a)} - aM \right)
\]

\[
+ \exp \left( - (J_-(n, a))^2 + (2n + 1)\sqrt{2\epsilon_k d(a)} + aM \right)
\]

\[
+ \exp \left( - (J_-(n, a))^2 + (2n + 1)\sqrt{2\epsilon_k d(a)} - aM \right)
\]
where \( J_+(n, a) = \frac{2n+1}{4\pi} + \sqrt{\epsilon_k d(a)2/\pi} \) and \( J_-(n, a) = \frac{2n+1}{4\pi} - \sqrt{\epsilon_k d(a)2/\pi} \). By symmetry, it is sufficient to estimate

\[
\exp \left( - (J_+(n, a))^2 + (2n+1)\sqrt{2\epsilon_k d(a)} + aM \right)
\]

We observe that

\[-(J_+(n, a))^2 + (2n+1)\sqrt{2\epsilon_k d(a)} + aM = -\frac{\pi}{4}(2n+1)^2 + M p(a) + aM.\]

This shows that

\[
\sup_{a \in B[R]} 2\cosh(aM) J^k(a) \leq 4 \exp \left( -\frac{\pi}{4}(2n+1)^2 \right).
\]

Summing up the above estimates, we can find a positive constant \( C(b^k_{m-1}) \) such that \((6.32)\) holds.

Proposition \ref{prop:control} allows us to construct a near optimal control. Let us fix \( b^k_{m-1} \) and a point \( \tilde{a}^k_{n,m-1} = \tilde{a}^k_{n,m-1}(b^k_{m-1}) \) such that

\[
\tilde{a}^k_{n,m-1} \in \arg \max_{a \in \mathbb{H}} g_n(a, b^k_{m-1}).
\]

By Proposition \ref{prop:control} given \( \epsilon > 0 \), for each \( b^k_{m-1} \), there exists \( N(b^k_{m-1}, \epsilon) \) such that

\[
(6.33) \quad g(\tilde{a}^k_{n,m-1}, b^k_{m-1}) + \epsilon \geq g(a, b^k_{m-1})
\]

for every \( n \geq N(b^k_{m-1}, \epsilon) \).

The conclusion is then the following. For a given \( \epsilon > 0 \) and \( m = \epsilon(k, T) \), we define

\[
C^\epsilon_{k,m-1}(o^k_{m-1}) := \tilde{a}^k_{n,m-1}(b^k_{m-1}); \ n \geq N(b^k_{m-1}, \epsilon)
\]

and this function realizes

\[
\forall o^k_{m-1} \in \mathbb{H}^{k,m-1}, \ \int_{S_k} \mathbb{V}^k_m(o^k_{m-1}, C^\epsilon_{k,m-1}(o^k_{m-1}), s^k_m, t^k_m) \nu^k_m(ds^k_m, dt^k_m|b^k_{m-1}) + \epsilon
\]

for each \( o^k_{m-1} \in \mathbb{H}^{k,m-1} \). Indeed, let \( a^{\ast,k,m-1} \) be the maximum point of \( a \mapsto g(a, b^k_{m-1}) \). Then,

\[
\int_{S_k} \mathbb{V}^k_m(o^k_{m-1}, a^{\ast,k,m-1}, s^k_m, t^k_m) \nu^k_m(ds^k_m, dt^k_m|b^k_{m-1}) = \sup_{a \in \mathbb{H}} \int_{S_k} \mathbb{V}^k_m(o^k_{m-1}, a, s^k_m, t^k_m) \nu^k_m(ds^k_m, dt^k_m|b^k_{m-1})
\]

From \((6.33)\), for \( \epsilon > 0 \), we have

\[
\forall o^k_{m-1} \in \mathbb{H}^{k,m-1}, \ n \geq N(b^k_{m-1}, \epsilon).
\]

We observe that Proposition \ref{prop:control} holds true for

\[
a \mapsto g(a, b^k_{\ell}) = \frac{1}{\gamma} \cosh (\epsilon_k \gamma a \sigma^k(t^k_{\ell})) \int_0^{\ell_\ell} \exp \left( p(a, b^k_{\ell}) x \right) f_{T^T_\ell}(x) dx; \ \ell = m - 1, \ldots, 1
\]

so that for a given \( \epsilon > 0 \), we get a sequence of controls defined by

\[
\tilde{a}^k_{n,\ell} \in \arg \max_{a \in \mathbb{H}} g_n(a, b^k_{\ell}),
\]

\[
C^\epsilon_{k,\ell}(o^k_{\ell}) := \tilde{a}^k_{n,\ell}(b^k_{}\ell); \ \ell = m - 1, \ldots, 0, n \geq N(b^k_{\ell}, \epsilon)
\]

and by construction \( C^\epsilon_{k,\ell} \) realizes
$V_{k-1}^k(o_{k-1}) \leq \int_{S_k} V_{k-1}^k(o_{k-1}; \sigma_{k,\ell-1}^k(o_{k-1}^k), s_{k,\ell-1}^k, d_{k,\ell-1}^k) \nu(d\tilde{i}_k) + \epsilon; \quad o_{k-1}^k \in \mathbb{H}_{k-1}^{k,\ell-1}$

for every $\ell = m, \ldots, 1$. By applying Proposition 4.4, Theorem 5.3, and 129, we have then constructed a near-optimal control for the problem (6.27).

Acknowledgments. The second author would like to thank UMA-ENSTA-ParisTech for the very kind hospitality during the last stage of this project. He also acknowledges the financial support from ENSTA ParisTech. The authors would like to thank Marcelo Fragoso for stimulating discussions.

References

[1] Barles, G. and Souganidis, P.E. (1991). Convergence of approximation schemes for fully nonlinear second order equations. *Asymptotic Anal.* 4, 271-283.
[2] Bertsekas, D.P. and Shreve, S. *Stochastic optimal control: The discrete-time case*. Athena Scientific Belmont Massachusetts, 1996.
[3] Biagini F., Hu, Y., Oksendal B., and Sulem, A. (2002). A stochastic maximum principle for processes driven by fractional Brownian motion. *Stochastic Process Appl.*, 100, 1-2, 233-253.
[4] Buckdahn, R, and Shuai, J. (2014). Peng’s maximum principle for a stochastic control problem driven by a fractional Brownian motion. *Stochastic Process Appl.*, 124, 271-283.
[5] Coquet, F; Mémin, J; Stoppa, J. (2001). On weak convergence of filtrations. *Lecture Notes in Control and Information Sciences* 2001, 271-283.
[6] Claisse, J., Talay, D. and Tan, X. A pseudo-Markov property for controlled diffusion processes. *Ann. Probab.*, 44, 2, 1212-1253.
[7] Cohen, S. and Elliott, R. Stochastic calculus and its applications. Second edition. Birkhauser.
[8] Cont, R. Functional Itô calculus and functional Kolmogorov equations, in: V Bally et al: Stochastic integration by parts and Functional Itô calculus (Lectures Notes of the Barcelona Summer School on Stochastic Analysis, Centro de Recerca de Matematica, July 2012), Springer: 2016.
[9] Coquet, F; Mémin, J; Stoppa, J. (2001). On weak convergence of filtrations. *Lecture Notes in Math.* 1755, 306-328.
[10] Davis, M. Martingale methods in stochastic control, in Stochastic Control and Stochastic Differential Systems, Amsterdam: North-Holland, 1982.
[11] Dellacherie, C. and Meyer, P. A. *Probabilités et potentiels*. Hermann, Paris, 1987.
[12] Dellacherie, C. and Meyer, P. *Probabilités et potentiels*. Hermann, Paris, 1987.
[13] Ehren, I., Touzi, N. and Zhang, J. (2016). Viscosity solutions of fully nonlinear parabolic path dependent PDEs: Part I. *Ann. Probab.*, 44, 2, 1212-1253.
[14] El Karoui, N. (1979). *Les Aspects Probabilistes du Contrôle Stochastique*, in Ecole d’Eté de Probabilités de Saint-Flour IX, Lecture Notes in Math. 876.
[15] Fahim, A., Touzi, N. and Warin, X. (2011). A probabilistic numerical method for fully nonlinear parabolic PDEs. *Ann. Appl. Probab.*, 21, 4, 1232-1264.
[16] Fuhrman, M. and Pham, H. (2015). Randomized and backward SDE representation for optimal control of non-Markovian SDEs. *Ann. Appl. Probab.*, 25, 4, 2134-2167.
[17] Han, Y.; Hu, Y. and Song, J. (2013). Maximum principle for general controlled systems driven by fractional Brownian motions. *Appl Math Optim.*, 7, 279-322.
[18] He, S.; Wang, J.; and Yan, J. *Semimartingale Theory and Stochastic Calculus*, CRC Press, 1992.
[19] Hu, Y. (2005). Integral transformations and anticipative calculus for fractional Brownian motions. *Memoirs of the American Mathematical Society*, 175, 825.
[20] Hu, Y. and Zhou, X. (2005). Stochastic control for linear systems driven by fractional noise. *SIAM J Control Optim.*, 1, 2245-2277.
[21] Jacod, J., and Skorohod, A.V. (1994). Jumping filtrations and martingales with finite variation. *Lecture Notes in Math.* 1583, 21-35. Springer.
[22] Kharroubi, I. and Pham, H. (2014). Feynman-Kac representation for Hamilton-Jacobi- Bellman IPDE. *Ann. Probab.*, 43, 4, 1823-1865.
[23] Kharroubi, I., Langrené, N. and Pham, H. (2014). A numerical algorithm for fully nonlinear HJB equations: An approach by control randomization. *Monte Carlo Methods and Applications*, 20, 2.
[24] Kharroubi, I., Langrené, N. and Pham, H. (2015). Discrete time approximation of fully nonlinear HJB equations via BSDEs with nonpositive jumps. *Ann. Appl. Probab.*, 25, 4, 2301-2338.
[25] Khoshnevisan, D. and Lewis, T.M. (1999). Stochastic calculus for Brownian motion on a Brownian fracture. *Ann. Appl. Probab.*, 9, 3, 629-667.
[26] Krylov, N. V. (1999). Approximating value functions for controlled degenerate diffusion processes by using piecewise constant policies. *Electron. J. Probab.*, 4, 1-19.

[27] Krylov, N.V. (2000). On the rate of convergence of finite-difference approximations for Bellman equations with variable coefficients. *Probab. Theory Relat. Fields*, 117, 1, 1-116.

[28] Kushner, H.J and Dupuis, P. *Numerical Methods for Stochastic Control Problems in Continuous Time*, 2nd edn., Applications of Mathematics, Vol. 24, Springer-Verlag, 2001.

[29] Lamberton, D. *Optimal stopping and American options*, Duiwa Lecture Ser., Kyoto, 2008.

[30] Leão, D. and Ohashi, A. (2013). Weak approximations for Wiener functionals. *Ann. Appl. Probab.*, 23, 4, 1660-1691.

[31] Leão, D. Ohashi, A. and Simas, A. B. (2017). A weak version of path-dependent functional Itô calculus. To appear in *Annals of Probability*. arXiv: 1707.04972.

[32] Leão, D., Ohashi, A. and Souza, F. Optimal mean-variance hedging strategies with rough stochastic volatility. In preparation.

[33] Leão, D., Ohashi, A. and Russo, F. Discrete-type approximations for non-Markovian optimal stopping problems: Part I. arXiv: 1707.05234.

[34] Mémin, J. (2003). Stability of Doob-Meyer Decomposition Under Extended Convergence. *Acta Mathematicae Applicatae Sinica*, 19, 2, 177-190

[35] Métivier, M. *Semimartingales: A Course on Stochastic Processes*. De Gruyter studies in mathematics. 1982.

[36] Milstein, G.N and Tret’yakov, M.V. *Stochastic Numerics for Mathematical Physics*. Springer-Verlag.

[37] Mishura, Y. *Stochastic calculus for fractional Brownian motion*. Springer-Verlag.

[38] Nutz, M. and van Handel, R. (2013). Constructing Sublinear Expectations on Path Space. *Stochastic Process. Appl.*, 123, 8, 3100-3121.

[39] Nutz, M. (2012). A Quasi-Sure Approach to the Control of Non-Markovian Stochastic Differential Equations *Electron. J. Probab.*, 17, 23, 1-23.

[40] Possamaï, D., Tan, X. and Zhou, C. (2017). Stochastic control for a class of nonlinear kernels and applications. To appear in *Annals of Probability*. arXiv:1510.08439

[41] Ren, Z and Tan, X. (2017). On the convergence of monotone schemes for path-dependent PDEs. *Stochastic Process. Appl.*, 127, 6, 1738-1762.

[42] Soner, M., Touzi, N. and Zhang, J. (2012). The wellposedness of second order backward SDEs. *Probab. Theory Relat. Fields*, 153, 149-190.

[43] Striebel, C. (1984). Martingale conditions for the optimal control of continuous time stochastic systems. *Stochastic Process. Appl.*, 18, 329-347.

[44] Tan, X. (2014). Discrete-time probabilistic approximation of path-dependent stochastic control problems. *Ann. Appl. Probab.*, 24, 5, 1803-1834.

[45] Zhang, J and Zhuo, J. (2014). Monotone schemes for fully nonlinear parabolic path dependent PDEs, *Journal of Financial Engineering*, 1.

[46] Zhou, X.Y. (1998). Stochastic near-optimal controls: Necessary and sufficient conditions for near optimality. *SIAM. J. Control. Optim.*, 36, 3, 929-947.