A Planar Tracking Game with Sensing Delays and its MATLAB Implementation
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Abstract: This paper proposes a new perspective on the conventional planar target tracking problem. One evader and one pursuer are considered in the dynamics. In the planar tracking, pursuer has the ability to measure the position and the velocity information of the evader but with sensing delays. The modeling and the controller design of the system are presented with details. Then, a computer game is developed and implemented using MATLAB/Simulink, which constitutes the main contribution of the paper.
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1. Introduction

The target tracking problem has various real-world applications, such as surveillance, robotic navigation, robotic manipulator operation, and torpedo guidance [1-6]. The goal of trajectory tracking control of robots is to control the position and orientation of manipulators, which is indispensable for industrial applications [7-11]. Sometimes the control goal is a fixed point and other times the control goal is a continuous time-variant track. In this paper, we consider a classic pursuit-evasion situation, also known as target tracking problem, with a novel perspective. On a 2D plane, a pursuer tries to capture an evader using the real-time feedback control law. Along this feedback loop, signals are processed and transmitted, yielding time delays in processing and transport. Delays are ubiquitously observed in real-world systems due to the unavoidable time required to gather sensing data needed for decision-making, to generate control decisions, and to execute these decisions [12-15]. Here we only consider the sensing delay which is of paramount significance compared to other delays. Due to the delayed sensory perception on the pursuer side, the capture may or may not be guaranteed. In fact, these sensing delays are crucial factors that may deteriorate or even destabilize the performance of the control systems [16-19].

The trajectory of the evader is taken as totally arbitrary and can be freely controlled by a human operator. This trajectory is unknown to the pursuer. We consider two time delays in the dynamics, one in the perception of the position information of the evader and the other in the sensing of the velocity information of the evader. With these, the overall dynamics could be modeled as a linear time invariant multiple time delay systems (LTI-MTDS). The trajectory tracking problem with time delayed feedback has received a great deal of attention in the control systems area. A recent paper [2] uses a Lyapunov-based adaptive control design to achieve the global stability of a general class of plants, under time-delayed state feedback. Reference [4] deals with a similar problem, using feed-forward adaptive control to compensate against the delay. The Lyapunov-Krasovskii functional method is deployed to assure stability. A globally stable adaptive controller with a Smith-predictor-like structure for SISO input-delayed plants was analyzed in [7].
Many control treatments encountered in literature resolve this problem by stabilizing the delayed dynamics using forecasting and state estimation methods and deploying the estimated states in the control law instead of their time-delayed forms. Similar treatments have been proven successful in many applications to the cost of numerical overhead and the drawbacks of uncertainty carried along with the adaptive procedures [1, 3, 20-29].

2. Modeling and Control

Both the pursuer and the evader are considered as point masses moving on a 2-dimensional plane. The position vectors of the pursuer and the evader are denoted by

$$\mathbf{r}_p = [x_p(t) \ y_p(t)]^T \quad \text{and} \quad \mathbf{r}_e = [x_e(t) \ y_e(t)]^T,$$

respectively. The pursuer is the only controlled agent, and its dynamics is governed by

$$m \ddot{\mathbf{r}}_p(t) = -c \dot{\mathbf{r}}_p(t) + \mathbf{u}_p(t) \quad (1)$$

where \(c\) is the viscous damping coefficient between the pursuer and the operating platform, and \(\mathbf{u}_p(t)\) is the vector control input. Considering the state vector \(\mathbf{z}_p = [x_p \ \dot{x}_p \ y_p \ \dot{y}_p]^T\), this dynamics can be represented in the state space form as

$$\dot{\mathbf{z}}_p(t) = \mathbf{A}_p \mathbf{z}_p(t) + \mathbf{B} \mathbf{u}(t) \quad (2)$$

$$\mathbf{A}_p = \begin{bmatrix} 0 & 1/m & 0 & 0 \\ 0 & -c/m & 0 & 0 \\ 0 & 0 & 1/m & 0 \\ 0 & 0 & -c/m & 0 \end{bmatrix}, \quad \mathbf{B} = \begin{bmatrix} 0 & 0 \\ 1/m & 0 \\ 0 & 0 \\ 0 & 1/m \end{bmatrix}$$

The evader state, represented by \(\mathbf{z}_e = [x_e \ \dot{x}_e \ y_e \ \dot{y}_e]^T\), follows a trajectory which is unknown a priori and is determined by the human operator. In fact, in the computer game to be developed using MATLAB in the next section, this trajectory is dictated by the human operator moving a mouse cursor. The evader follows a filtered version of the trajectory of a mouse pointer in order to limit its speed. The filter is designed to guarantee no overshoot and a reasonable settling time.

We define the error vector of the pursuer as:

$$\mathbf{e}(t) = \mathbf{z}_p(t) - \mathbf{z}_e(t) \quad (3)$$

and the resulting error dynamics can be written as

$$\dot{\mathbf{e}}(t) = \mathbf{A}_p \mathbf{e}(t) + \mathbf{B} \mathbf{u}(t) \quad (4)$$

For the control input in (4), we use the full state feedback, \(\mathbf{u} = -k \mathbf{e}(t)\), where the gain matrix \(k \in \mathbb{R}^{2 \times 4}\) is designed as an optimal LQR controller for the non-delayed system.

The synthesized control logic is then applied to the dynamics of the pursuer, leading to:

$$\dot{\mathbf{z}}_p(t) = \mathbf{A}_p \mathbf{z}_p(t) - \mathbf{B} k \mathbf{e}(t) \quad (5)$$

Now, we propose a new perspective to the problem at hand. Assume that due to cognitive delays on the pursuer side, the pursuer is unable to measure the current location and velocity of the evader. Denote that the delay in the position measurement is \(\tau_1\) seconds and another delay of \(\tau_2\) seconds in the processing of velocity information. Considering the effects of the time delay, the new dynamics becomes:

$$\dot{\mathbf{z}}_p(t) = \mathbf{A}_p \mathbf{z}_p(t) + \mathbf{B}_1 \mathbf{e}(t - \tau_1) + \mathbf{B}_2 \mathbf{e}(t - \tau_2) \quad (6)$$

where the matrices affecting the delay terms are:
\[
B_1 = \begin{bmatrix}
0 & 0 & 0 & 0 \\
-k_{11} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -k_{23} & 0 \\
\end{bmatrix}, \quad B_2 = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & -k_{12} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -k_{24} \\
\end{bmatrix}
\] (7)

In fact, the stability of the pursuer dynamics is defined by the homogeneous solution of (6). The characteristic equation of this system is given by:
\[
\text{det}(sI - A_p - B_1 e^{-T_1s} - B_2 e^{-T_2s}) = 0
\] (8)

To study the stability of (8) for all possible delay combinations is not a trivial task. The difficulty is created by the infinite dimensionality which is introduced by the transcendental terms in (8). Many theories on time-delay systems could be utilized to assess the overall stability of (8) [30-39]. The focus of this paper is on the implementation of the target tracking game using MATLAB/Simulink, which is elaborated on in the next section.

3. MATLAB/Simulink Implementation

The interactive computer game is developed and implemented in MATLAB/Simulink. Figure 1 shows the main diagram with detailed illustration for each component.

**Figure 1.** Complete control chart—red: evader motion controller, cyan: driving force, brown: system dynamics, grey: selected delays, green: manual selections of time delays, blue: time-delayed feedback controller, orange: disturbances in X and Y direction, pink: S-Function (animation)

The evader motion controller is the mechanism which drives the evader to the cursor (driven by the player via a mouse input). It is composed of a mouse reader and two decoupled 1-D motion controllers as in Figure 2.
The cursor reader gets the position coordinates of the cursor. The 1-D motion controller given in the Figure 3 drives the evader to track the cursor. It’s a unity feedback control with a PI controller. The characteristic roots of the transfer function between the position of the evader and that of the cursor are real.

Figure 2. Evader Motion Controller

![Figure 2](image)

Driving force block (Figure 4) simply creates the position control command for the evader in X and Y direction.

Figure 3. 1-D motion controller for the evader (Required Position comes from Cursor X/Cursor Y)

![Figure 3](image)

Figure 4. Driving force block

![Figure 4](image)
The selected delays block (Figure 5 and Figure 6) can help you choose the transmission delays of the relative position and the velocity information between the evader and the chauffeur. The delayed information is used by the controller of the pursuer as if they were fresh.

![Figure 5. Overall plant dynamics with highlighted blocks with automatic delays](image)

By double clicking the manual switch, the value of time delay 1 and time delay 2 can be 0 or \( \tau_1 \) and \( \tau_2 \) respectively. Delay values block is shown in the Figure 7.

![Figure 6. Automatic Delays](image)

Three values 0.6, 0.8 and 1.035 can be chosen automatically. According to the stability map, they are corresponding to the unstable region, stable region, and critical stable region respectively. Time delay values can also be chosen manually as well using the constant blocks (see Figure 5).
Next, the control module for the pursuer is illustrated in Figure 8. The overall system is a PD-type delayed feedback control that deals with the error dynamics as shown in Figure 9.

![Time-Delayed control module for the pursuer](image)

**Figure 8.** Time-Delayed control module for the pursuer

\[
\dot{e}(t) = \begin{bmatrix}
0 & 1 & 0 & 0 \\
-305 & -279 & -1 & 1 \\
0 & 0 & 0 & 1 \\
-1 & 1 & -40 & -2 \\
\end{bmatrix} e(t) + \begin{bmatrix}
0 & 0 & 0 & 0 \\
-14.514 & -1.285 & 22.941 & -0.283 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix} e(t - \tau_1) + \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-14 & -1 & 23 & -0.283 \\
\end{bmatrix} e(t - \tau_2)
\]

**Figure 9.** Error dynamics of the target tracking game

Since both C matrices of the state space models are identity matrices and both D matrices are zero, the output of the state space models are the state vectors respectively. The equation for the first state space model is

\[
\dot{e}_1 = Ae_1 + B_1 e_1(t - \tau_1) + B_2 e_2(t - \tau_1)
\]

and the equation for the second state space model is

\[
\dot{e}_2 = Ae_2 + B_1 e_1(t - \tau_2) + B_2 e_2(t - \tau_2)
\]

where \(e_1\) and \(e_2\) are the state vectors of the state space models respectively and \(e = e_1 + e_2\), \(A, B_1, B_2\) are the matrices in the error dynamics equation (check Figure 9). Summing up these two equations creates the equation (6). The outputs of the time-delayed control are the delayed proportional and derivative control decisions for the pursuer. These two control decisions go into the decoupled 2-D dynamics as shown in Figure 10.
Disturbances in Figure 1 are unexpected and unknown elements which derail the tracking. The feedback control should be able to reject these disturbances. For this, the system should be stable. Figure 11 shows the disturbances to the position of the chauffeur.

The S-Function Block which plots the position of the evader and the pursuer in each sampling time is shown in Figure 12.

There are eight input signals to the S-Function. First, the two red lines indicate the X and Y position of the evader. Secondly, the two green lines indicate the disturbances.
Next, the two blue lines denote the two delay values in the position measurement and velocity sensing, respectively. Finally, the two black lines are the position error in $x$ and $y$ direction between the pursuer and the evader.
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