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Abstract—We examine a new class of channel coding strategies, and hypothesis tests referred to as almost-fixed-length strategies that have little flexibility in the stopping time over fixed-length strategies. The stopping time of these strategies is allowed to be slightly large only on a rare set of sample paths with an exponentially small probability. We show that almost-fixed-length channel coding strategies can achieve Burnashev’s optimal error exponent. Similarly, almost-fixed-length hypothesis tests are shown to bridge the gap between hypothesis testing with fixed sample size and sequential hypothesis testing and improve the trade-off between type-I and type-II error exponents.

I. Introduction

It is well known that the capacity of a discrete memoryless channel (DMC) does not increase in the presence of a feedback channel [2]. Nevertheless, for a fixed information transmission rate, feedback can reduce the complexity of the encoder and the decoder, and reduce the probability of error. For example, for the binary erasure channel (BEC) with feedback, it is possible to implement a simple and low complexity communication strategy that achieves capacity and provides zero probability of error for all rates below capacity. The strategy is to send each information bit repeatedly until it is received unerased. This strategy has a random stopping time that depends on how often the channel erased the information bits. If we restrict ourselves to a fixed-length communication strategy, we can no longer guarantee a zero probability of error for any rate below capacity. In general, for symmetric DMCs [1], for rates close to capacity, having feedback does not improve the error exponent for fixed-length strategies but provides an improvement for variable-length strategies. We see that the improvement in error exponent when feedback is available not only comes from the encoder’s ability to observe how well the decoder is doing but also because the encoder can adapt the length of the code. This implies the variability in the stopping time, i.e., the capability to adapt is fundamental to the boost in error exponent. A question that naturally arises is: how much variability is needed in the stopping time of channel codes with feedback to see an improvement over the error exponent of fixed-length codes?

Traditionally, variable-length channel codes are studied under average length constraints designed so that the expected stopping time is bounded. For the variable-length codes, Burnashev [3] provided an exact expression for the maximum achievable error exponent for all DMCs with feedback. Burnashev’s optimal error exponent exceeds the upper bound on the maximum achievable error exponent for any fixed-length code with feedback, i.e., the sphere packing bound. However, in many practical applications that require small or moderate latency, using strategies that satisfy only average-length constraints for smaller error probability has significant limitations. Variable-length codes do not prohibit the stopping time from occasionally being very large and do not limit the stopping time variability. The main contribution of this paper is to demonstrate that the variability in the stopping time of channel codes with feedback need not be significant to improve the error exponents. Specifically, we answer the question we raised by showing that Burnashev’s optimal error exponent can be achieved with codes whose stopping time is kept fixed for almost all sample paths except for an exponentially rare set.

This paper introduces a new class of channel coding strategies referred to as almost-fixed-length channel codes in which the stopping time is less than \(\ell\) with high probability and with an exponentially small probability the stopping time is allowed exceed \(\ell\) but remains bounded by \(K\ell\) where \(K\) is a constant. Furthermore, the probability of stopping time exceeding \(\ell\) approaches zero exponentially fast with an exponent \(\gamma > 0\). This implies that the variance of the stopping time of almost-fixed-length channel codes approaches zero as \(\ell\) grows. Hence, the variability of the stopping time for almost-fixed-length channel codes is significantly more restricted than that of variable-length channel codes. This paper shows that it is possible to achieve optimal error exponent of variable-length strategies using almost-fixed-length strategies. Hence, growing variability is not essential to achieve optimal error exponents. The following example shows that significant gap in the performance of the two settings.

Example 1. Consider a Binary Symmetric Channel (BSC) with cross-over probability \(p = 0.2\). Fig. 1 shows Burnashev’s optimal reliability function, the random coding bound which is a lower bound for fixed-length codes and the sphere packing bound which is an upper bound for fixed-length codes. We can see that the variable-length codes significantly improve the error exponents achieved by the class of fixed-length codes even in the presence of feedback. We shall return to this example to illustrate how one can go from the fixed-length...
error exponent curve to Burnashev’s optimal error exponent curve in an almost-fixed-length manner.

Another problem at the core of information theory and statistical learning is hypothesis testing. Specifically, we consider binary hypothesis testing where a decision-maker has to choose between two hypotheses, which correspond to two possible distributions of the observed samples. There is a large body of literature on the asymptotic analysis of type-I and type-II errors as the (expected) number of samples $n$ grows. In the fixed-length regime, the number of samples is almost-surely bounded by $n$, and the error exponents of the two types of errors can only be traded-off against each other. The sequential hypothesis tests can achieve both exponents simultaneously. The sequential hypothesis test resolves the trade-off between error-types by allowing the number of samples collected to be a random number with bounded expected value. The error exponents in both variants of hypothesis testing are well-known and understood [2], [4]–[7]. The second part of the paper shows that the optimal type-I and type-II error exponents can be achieved with hypothesis tests whose stopping time is kept fixed for almost all sample paths except for an exponentially rare set. The following example shows a significant gap in the performance of the two settings of hypothesis tests.

**Example 2.** Consider $H_1 : X \sim \text{Ber}(0.9)$ and $H_2 : X \sim \text{Ber}(0.2)$. Fig. 2 shows the optimal error exponents in both fixed-length and sequential setting. We can see that the sequential hypothesis test provides a significant improvement over the fixed-length hypothesis testing. We shall return to this example to illustrate how one can go from the fixed-length curve to the sequential curve.

To summarize our contributions are as follows:

- We introduce a new class of $(\gamma, K)$ almost-fixed-length channel codes with feedback for $\gamma \in [0, 1]$ and $K \in \mathbb{N}$. We show that the performances achieved by the two settings, namely variable-length setting and fixed-length setting are the extremities of a continuum of performance curves achieved by almost-fixed-length coding strategies as we vary $\gamma$ and $K$.
- We provide a lower bound to the maximum achievable error exponent by almost-fixed-length channel codes. To obtain the lower bound, we consider a two-phase $(\gamma, K)$-almost-fixed-length channel codes with feedback based where the first phase is a truncated Yamamoto-Itoh strategy [8] and the second phase is a random code. We show provide converse to almost-fixed-length feedback codes which relates to the converse of the error-erasure feedback codes with feedback.
- We show that Burnashev’s optimal error exponent can be achieved with $(\gamma, K)$ almost-fixed-length channel codes when $\gamma = 0$ and when $K$ exceeds our lower bound implying that the flexibility needed in stopping time need not be significant.
- We introduce a new class of $(\gamma, K)$ hypothesis tests for $\gamma \in [0, 1]$ and $K \in \mathbb{N}$. We provided matching upper and lower bound for the region of all feasible error exponents for the class of $(\gamma, K)$ hypothesis tests.

### A. Related Work

Channel codes with probabilistic delay constraints were considered by Altug et al. in [9], where they show that if the constraint on expected stopping time is replaced by a probabilistic one then the first order gain in rate ceases to exist. However, these works fail to notice the improvement in the error exponent achieved by codes under probabilistic delay constraints such as the class of almost-fixed-length codes over the class of fixed-length codes. Our results show that it is possible to achieve Burnashev’s optimal error exponent with finite and bounded block-length as $\gamma$ approaches zero. As shown in Fig. 1 almost-fixed-length codes indeed bridge a significant gap between in an almost-fixed-length manner.

For achievability, we propose a simple construction for a two-phase almost-fixed-length feedback channel code which
builds upon fixed-length feedback codes with error-erasure decoder considered by Forney in [10], Telatar and Gallger in [11] and more recently by Nakiboglu and Zheng in [12]. In the first phase we utilize an error-erasure code and whenever an erasure is declared we proceed to the second phase which consists of a fixed-length channel code. Leveraging the bounds on error-erasure exponents, we provide upper and lower bounds on the optimal error exponents achievable in an almost-fixed-length manner.

We propose a simple two-phase hypothesis test using which the overall reliability is increased significantly and the trade-off between type-I and type-II error exponents is relaxed. Our converse proof closely follows a pair of papers by Grigoryan et al. [13] and Sason [14] on hypothesis testing with rejection. Finally, we improve upon our work in [1] in the following ways. We extend the notion of almost-fixed-length tests to channel codes with upper and lower bounds on optimal error exponents. We also provide a matching lower bound for the error exponents achieved by almost-fixed-length hypothesis tests.

**Notation:** For a set $S$ and scalar $a \in \mathbb{R}$, $a + S$ denotes the set $\{x + a : x \in S \}$ and $aS$ denotes the set $\{ax : x \in S \}$. For sets $S_1, S_2, S_1 \times S_2$ denote the set $\{(x_1, x_2) : x_1 \in S_1, x_2 \in S_2 \}$. Finally, the Kullback–Leibler (KL) divergence between two probability density functions $P_1(x)$ and $P_2(x)$ on space $\mathcal{X}$ is defined as $D(P_1 \| P_2) = \sum_{x \in \mathcal{X}} P_1(x) \log \frac{P_1(x)}{P_2(x)}$, with the convention $0 \log \frac{1}{0} = 0$ and $b \log \frac{0}{b} = \infty$ for $a, b \in [0, 1]$ with $b \neq 0$.

Rest of the paper is organized as follows. We introduce three regimes of channel codes including fixed-length feedback codes, variable-length feedback codes and almost-fixed-length feedback codes in Section II. We provide an upper and lower bound to the maximum achievable error exponent by the class of almost-fixed-length strategy in Section III. Similar to channel codes, we introduce three regimes of hypothesis in Section IV and provide matching upper and lower bounds for the achievable exponents for the class of almost-fixed-length hypothesis tests. We conclude the paper in Section VI.

## II. TYPES OF CHANNEL CODES

Consider a discrete memoryless channel (DMC) with input alphabet $\mathcal{X}$, output alphabet $\mathcal{Y}$ and a sequence of conditional output distributions \( \{ P_{Y_n | X^n Y^n-1} \}_{n \geq 1} \) which satisfy the following

\[
P_{Y_n | X^n Y^n-1} (y_n | x^n y^{n-1}_1) = P_{Y | X} (y_n | x_n) \quad \forall n \in \mathbb{N}.
\]

We assume that the feedback channel is of infinite capacity, noiseless, and delay-free, i.e., the input of the feedback channel is observed at the transmitter before transmission of $X_n$ at each time $n \in \mathbb{N}$.

We discuss three classes of channel codes with feedback in the following sections: fixed-length feedback channel code, variable-length feedback channel code, and almost-fixed-length feedback channel code. These channel codes differ over the amount of variability in their stopping time. At one extreme, we have fixed-length feedback channel codes whose stopping times are bounded almost-surely. At the other extreme, we have variable-length feedback channel codes whose stopping times are bounded only in expectation. We define a new class of channel codes called almost-fixed-length feedback channel code whose stopping times are bounded with a high probability. The stopping time exceeds this upper bound with an exponentially small probability.

### A. Fixed-Length Feedback Channel Codes

**Definition 1.** An $(\ell, M, \epsilon)$ fixed-length feedback (FLF) code, where $\ell, M \in \mathbb{N}$, and $\epsilon \in (0, 1)$, is defined by:

(i) A common randomness $U \in \mathcal{U}$, with a probability distribution $P_U$, whose realization is used to initialize the encoder and the decoder before the start of transmission.

(ii) A sequence of encoders $f_n : \mathcal{U} \times \{1, \ldots, M\} \times \mathcal{Y}^{n-1} \rightarrow \mathcal{X}$ for $n \in \mathbb{N}$.

where $W \in \{1, \ldots, M\}$ is the equiprobable message.

(iii) A sequence of decoders $g_n : \mathcal{U} \times \mathcal{Y}^n \rightarrow \{1, \ldots, M\}$ for $n \in \mathbb{N}$ providing an estimate of $W$ at each time $n$.

(iv) A stopping time $\tau \in \mathbb{N}$ which satisfies

\[
\tau = \ell \quad \text{a.s.}
\]

The final estimate is computed at time $\tau$ and it is given by

\[
\hat{W}_\tau := g_\tau(U, Y^\tau)
\]

such that the error probability satisfies

\[
P(\hat{W}_\tau \neq W) \leq \epsilon.
\]

**Definition 2.** A rate-reliability pair $(R, E)$ is said to be achievable in fixed-length manner with feedback if for any $\delta > 0$ there exists an $\ell(\delta) \in \mathbb{N}$ such that for all $\ell \geq \ell(\delta)$ there is an $(\ell, M, \epsilon)$ FLF code which satisfies

\[
M \geq 2^{\ell R},
\]

\[
\epsilon \leq 2^{-\ell E - \delta}.
\]

For a given rate $R$ below capacity, the reliability function $E_{\text{FLF}}(R)$ is defined as the best achievable error exponent at rate $R$ in a fixed-length manner with feedback.

The following fact characterizes an upper bound and lower bound on the optimal achievable reliability in a fixed-length manner with feedback.

**Fact 1.** For FLF codes, the optimal achievable reliability as a function of rate $R$ can be bounded above and below as follows

\[
E_r(R) \leq E_{\text{FLF}}(R) \leq E_H(R),
\]

where $E_H(R)$ is an upper established by Haroutunian in [13] and $E_r(R)$ is the random coding exponent demonstrated in [15]. The Haroutunian exponent $E_H(R)$ is the best known upper bound to the error exponent for fixed-length coding with feedback. The Haroutunian exponent $E_H(R)$ is strictly larger than the sphere packing exponent $E_{\text{sp}}(R)$ (demonstrated
in \cite{16}) for the class of non-symmetric channels such as the Z-channel and coincides with \( E_{sp}(R) \) for the class of symmetric channels such as the Binary Symmetric Channel (BSC) and the Binary Erasure Channel (BEC) \cite{17}.

B. Variable-Length Feedback Channel Codes

**Definition 3.** An \((\ell, M, \epsilon)\) variable-length feedback (VLF) code, where \(\ell, M \in \mathbb{N}\), and \(\epsilon \in (0,1)\), is defined similarly to FLF codes with an exception that condition (iv) in Definition \[1\] is replaced by:

(iv) A random stopping time \(\tau \in \mathbb{N}\) which satisfies

\[
\mathbb{E}[\tau] \leq \ell \quad \text{a.s.}
\]

The final estimate is computed at time \(\tau\) and it is given by

\[
\hat{W}_\tau := g_\tau(U, Y^\tau)
\]

such that the error probability satisfies

\[
P(\hat{W}_\tau \neq W) \leq \epsilon.
\]

**Definition 4.** A rate-reliability pair \((R, E)\) is said to be achievable in variable-length manner with feedback if for any \(\delta > 0\) there exists an \(\ell(\delta) \in \mathbb{N}\) such that for all \(\ell \geq \ell(\delta)\) there is an \((\ell, M, \epsilon)\) VLF code which satisfies

\[
M_\ell \geq 2^{\ell R}, \quad \epsilon_\ell \leq 2^{-\ell(E-\delta)}.
\]

For a given rate \(R\) below capacity, the reliability function \(E_{\text{VLF}}(R)\) is defined as the best achievable error exponent at rate \(R\) in a variable-length manner with feedback.

The following fact characterizes the optimal achievable reliability in a variable-length manner with feedback.

**Fact 2.** Burnashev in \cite{3} established that for the class of VLF codes, the optimal achievable reliability as a function of rate \(R\) is given by

\[
E_{\text{VLF}}(R) = C_1 \left(1 - \frac{R}{C}\right),
\]

where \(C\) denotes the capacity of the DMC and \(C_1\) denotes the maximal KL-divergence between the conditional output distributions given any two inputs, i.e.,

\[
C_1 := \max_{x, x' \in \mathcal{X}} D(P_Y|X(\cdot|x)||P_Y|X(\cdot|x')).
\]

For BSC, Burnashev’s error exponent is strictly greater than the sphere packing exponent.

In summary, an optimal FLF code can at most achieve only the Haroutunian exponent \(E_H(R)\) or sphere packing exponent \(E_{sp}(R)\) for symmetric channels. In contrast, a VLF code can achieve the Burnashev’s optimal error exponent which is significantly larger than the upper bounds for error exponent of FLF code. Example \[1\] along with Fig. \[4\] illustrates this.

C. Almost-fixed-length Feedback Channel Codes

We introduce a new class of channel codes for which the maximum length of the code is bounded, but the stopping time has some variability. By construction, the stopping time of an \((\ell, M, K, \epsilon)\) almost-fixed-length channel codes exceeds \(\ell\) with exponentially small probability, and on sample paths where the code length exceeds \(\ell\), the maximum length of the code is almost-surely bounded by \(K\ell\).

**Definition 5.** An \((\ell, M, K, \epsilon)\) almost-fixed-length feedback (AFLF) code, where \(\ell, M, K \in \mathbb{N}\), \(\gamma \geq 0\), and \(\epsilon \in (0,1)\), is defined similarly to FLF codes with an exception that condition (iv) in Definition \[1\] is replaced by:

(iv) A random stopping time \(\tau \in \mathbb{N}\) which satisfies

\[
P(\tau > \ell) \leq 2^{-\ell},
\]

\[
\tau \leq K\ell \quad \text{a.s.}
\]

The final estimate is computed at time \(\tau\) and it is given by

\[
\hat{W}_\tau := g_\tau(U, Y^\tau)
\]

such that the error probability satisfies

\[
P(\hat{W}_\tau \neq W) \leq \epsilon.
\]

**Remark 1.** The support of the stopping time \(\tau\) for any \((\ell, M, \gamma, K, \epsilon)\) AFLF channel code is \([\ell, K\ell]\). The \(k\)-th moment of the stopping time for an \((\ell, M, \gamma, K, \epsilon)\) AFLF channel code is finite for any \(k > 1\), and it can be upper and lower bounded as

\[
\ell^k(1 - 2^{-\ell}) \leq \mathbb{E}[\tau^k] \leq \ell^k + K^k\ell^k 2^{-\ell},
\]

Hence, we have

\[
\lim_{\ell \to \infty} \frac{\mathbb{E}[\tau^k]}{\ell^k} = 1.
\]

This implies the stopping time concentrates around \(\ell\) with an exponentially decaying tail and the variability of the stopping time for AFLF codes decreases as \(\ell\) increases.

**Remark 2.** From the definition of AFLF code we make the following observations:

(i) The FLF codes are a special case of AFLF codes where \(\gamma = \infty\) and \(K = 1\) and hence \(P(\tau > \ell) = 0\).

(ii) AFLF codes are a special case of VLF codes, where the condition on the stopping time

\[
\mathbb{E}[\tau] \leq \ell,
\]

is replaced by more stringent conditions given in equations \[1\] and \[2\]. In other words, AFLF codes not only require the stopping time \(\tau\) to be bounded in expectation but also require the probability that \(\tau\) exceeds \(\ell\) to be exponentially small.

(iii) AFLF codes are a special case of VLF codes considered by Altug et al. in \cite{9}, where the condition on the stopping time

\[
\min\{n \in \mathbb{N} : P(\tau > n) \leq \epsilon_d\} \leq \ell,
\]

\[3\]
for some $\epsilon_d \in (0, 1)$ is replaced by more stringent conditions given in equations 1 and 2. In other words, AFLF codes not only require the probability that $\tau$ exceeds $\ell$ to be less than a fixed threshold $\epsilon_d$ but also require the threshold to decay exponentially in $\ell$.

**Definition 6.** A rate-reliability pair $(R, E)$ is said to be achievable in a $(\gamma, K)$-almost-fixed-length manner with feedback if for any $\delta > 0$ there exists an $\ell(\delta) \in \mathbb{N}$ such that for all $\ell \geq \ell(\delta)$ there is a $(\ell, M, \gamma, K, \epsilon_\ell)$ AFLF code which satisfies

$$M_\ell \geq 2^{\ell R},$$

$$\epsilon_\ell \leq 2^{-\ell(E-\delta)}.$$

For a given rate $R$ below capacity, the reliability function $E_{AFLF}(R, \gamma, K)$ is defined as the best achievable error exponent at rate $R$ in a $(\gamma, K)$-almost-fixed-length manner with feedback.

The following corollary characterizes an upper bound and lower bound on the optimal achievable reliability in an almost-fixed-length manner with feedback.

**Corollary 1.** For the class of AFLF codes, for all $0 \leq \gamma < \infty$ and $K \in \mathbb{N}$, the optimal achievable reliability as a function of rate $R$ can be bounded as follows

$$E_\gamma(R) \leq E_{AFLF}(R, \gamma, K) \leq C_1 \left(1 - \frac{R}{C}\right),$$

and for $\gamma = \infty$ and $K \in \mathbb{N}$, we have

$$E_\infty(R) \leq E_{AFLF}(R, \infty, 1) \leq E_H(R).$$

**Remark 2.** (i) and (ii) imply

$$E_{VLF}(R) = E_{AFLF}(R, \infty, 1) \leq E_{AFLF}(R, \gamma, K),$$

$$E_{AFLF}(R, \gamma, K) \leq E_{VLF}(R, 0, \infty) = E_{VLF}(R).$$

Combining Fact 1 and Fact 2 with the above equations we obtain Corollary 1.

**III. RATE-RELIABILITY OF ALMOST-FIXED-LENGTH FEEDBACK CODES**

Next we provide our main results for almost-fixed-length feedback codes.

**A. Achievability: Construction of Almost-Fixed-Length Feedback Codes**

In this section we show that AFLF codes can be easily constructed from existing channel coding strategies such as error-erasure channel codes. More specifically, we utilize error-erasure codes proposed by Forney in [10], Telatar and Gallager in [11] and more recently by Nakiboglu and Zheng in [12]. Next we formally define error-erasure codes.

**Definition 7.** An $(\ell, M, \epsilon, \epsilon_\infty)$ fixed-length error-erasure feedback code, where $\ell, M \in \mathbb{N}$, and $\epsilon, \epsilon_\infty \in (0, 1)$, is defined by:

(i) A common randomness $U \in U$, with a probability distribution $P_U$, whose realization is used to initialize the encoder and the decoder before the start of transmission.

(ii) A sequence of encoders $f_n : U \times \{1, \ldots, M\} \times Y^{n-1} \to X^n$ for $n \in \mathbb{N}$ defining the channel inputs

$$X_n = f_n(U, W, Y^{n-1}),$$

where $W \in \{1, \ldots, M\}$ is the equiprobable message.

(iii) A sequence of decoders $g_n : U \times Y^n \to \{1, \ldots, M\} \cup \{\epsilon\}$ for $n \in \mathbb{N}$ providing the best estimate of $W$ in $\{1, \ldots, M\}$ or declare an erasure $e$ at time $n$.

(iv) A stopping time $\tau \in \mathbb{N}$ which satisfies

$$\tau = \ell \quad \text{a.s.}$$

The final estimate is computed at time $\tau$ and it is given by

$$\hat{W}_\tau := g_\tau(U, Y^\tau)$$

such that the error probability satisfies

$$P(\hat{W}_\tau \neq W) - P(\hat{W}_\tau = e) \leq \epsilon,$$

and the erasure probability satisfies

$$P(\hat{W}_\tau = e) \leq \epsilon_\infty.$$

**Definition 8.** A rate-reliability pair $(R, E, E_\infty)$ is said to be achievable in fixed-length manner with feedback and error-erasure decoding if for any $\delta > 0$ there exists an $\ell(\delta) \in \mathbb{N}$ such that for all $\ell \geq \ell(\delta)$ there is a $(\ell, M, \epsilon_\ell, \epsilon_\ell, \epsilon_\infty)$ fixed-length error-erasure feedback code which satisfies

$$M_\ell \geq 2^{\ell R},$$

$$\epsilon_\ell \leq 2^{-\ell(E-\delta)},$$

$$\epsilon_\ell, \epsilon_\infty \leq 2^{-\ell(E_\infty-\delta)}.$$

For a given rate $R$ below capacity and $E_\infty \geq 0$, the error reliability function $E_{ee}(R, E_\infty)$ is defined as the best achievable error exponent at rate $R$ and erasure exponent $E_\infty$ in a fixed-length manner with feedback and error-erasure decoding.

Next, we construct AFLF codes using the class of error-erasure codes and FLF codes.

**Proposition 1.** Consider a $(\ell, M, \epsilon_1, \epsilon_\infty)$ fixed-length error-erasure feedback code and a $((K - 1)\ell, M, \epsilon_2)$ fixed-length feedback code, applied sequentially in a two phase strategy as given below:

(i) **Phase I:** For all time instants $n \leq \ell$, the message $W$ is transmitting using the encoding functions of $(\ell, M, \epsilon_1, \epsilon_\infty)$ fixed-length error-erasure feedback code. At $n = \ell$, use the decoding function of the $(\ell, M, \epsilon_1, \epsilon_\infty)$ code to obtain an estimate $\hat{W}_\ell$ of the message $W$. If $\hat{W}_\ell \neq e$ then stop and if $\hat{W}_\ell = e$, then proceed to Phase II.

(ii) **Phase II:** For all time instants $\ell < n \leq K\ell$, discard the previous channel observations and transmit the message $W$ using the encoding functions of $((K - 1)\ell, M, \epsilon_2)$ FLF code. At $n = K\ell$, use the decoding function of the $((K - 1)\ell, M, \epsilon_2)$ FLF code to obtain an estimate $\hat{W}_{K\ell}$ of the message $W$. 
The resulting two-phase strategy is an \((\ell, M)\) almost-fixed-length feedback code which satisfies

\[
P(\tau > \ell) \leq \epsilon_{\ell},
\]

\[
\tau \leq K\ell \quad \text{a.s.}
\]

\[
P(\hat{W} \neq W) \leq \epsilon_{1} + \epsilon_{2}.
\]

We use Proposition 1 to construct AFLF channel codes. Next two theorems provide a lower bound to the optimal achievable reliability in an almost-fixed-length manner with feedback when \(\gamma = 0\) and when \(\gamma > 0\).

**Theorem 1** (Special Case: \(\gamma = 0\)). For the class of AFLF codes, for \(\gamma = 0\) and \(K \in \mathbb{N}\), the optimal achievable reliability as a function of rate \(R\) can be lower bounded as

\[
\mathcal{E}_{\text{AFLF}}(R, 0, K) \geq \min \left\{ C_{1} \left( 1 - \frac{R}{C} \right), (K - 1)E_{\ell} \left( \frac{R}{K - 1} \right) \right\}.
\]

Furthermore, for all \(K \geq K^{*} := 1 + \frac{C_{1} \lambda}{\alpha_{0}(0)}\) we have

\[
\mathcal{E}_{\text{AFLF}}(R, 0, K) = C_{1} \left( 1 - \frac{R}{C} \right).
\]

Proof of the above theorem is provided in Appendix B.

Proof of the theorem is obtained by constructing a two-phase strategy where the first phase is a truncated Yamamoto-Itoh strategy [8] and the second phase a random code. Theorem 1 shows that the optimal Burnashev bound \(\mathcal{E}_{\text{VLF}}(R)\) can be achieved for any rate \(R\) below capacity using a code with bounded and finite maximum code length and limited variability in the stopping time. The class of VLF codes also achieves the optimal Burnashev bound; however, these codes’ stopping time is bounded only in expectation. Unlike AFLF codes, VLF codes may occasionally have a very large stopping time.

**Theorem 2** (Strictly Positive \(\gamma > 0\)). For any rate \(R\) below capacity, let

\[
\alpha^{*}(R, \gamma) := \frac{R}{g^{-1}(\frac{1}{R})},
\]

where \(g(a) = \frac{E_{\ell}(a)}{a}\). Let \(x, x'\) denote two inputs which maximize the KL-divergence between the conditional output distributions given the channel input. For the class of AFLF codes, for \(0 < \gamma < E_{\ell}(R)\) and \(K \in \mathbb{N}\), the optimal achievable reliability as a function of rate \(R\) can be lower bounded as

\[
\mathcal{E}_{\text{AFLF}}(R, \gamma, K) \geq \min \left\{ E'_{\ell}(R, \gamma), (K - 1)E_{\ell} \left( \frac{R}{K - 1} \right) \right\},
\]

where define

\[
E''_{\ell}(R, \gamma) := \max_{\alpha \in [\alpha^{*}(R, \gamma), 1]} \max_{\lambda \in [0, 1]} (1 - \lambda)D(P^{(\lambda)} \| P_{Y|X}(\cdot | x'\)),
\]

and define

\[
E''_{\ell}(\alpha, \lambda, R) := \alpha E_{\ell} \left( \frac{R}{\alpha} \right) + (1 - \alpha) D(P^{(\lambda)} \| P_{Y|X}(\cdot | x')),
\]

where for any \(\lambda \in [0, 1]\), the \(\lambda\)-tilted distribution \(P^{(\lambda)}\) is given by

\[
P^{(\lambda)}(y) := \frac{P_{Y|X}^{(\lambda)}(y|x)}{\sum_{a \in Y} P_{Y|X}^{(\lambda)}(a|x) P_{X|Y}^{(\lambda)}(a|x')}, \quad \forall y \in Y.
\]

Additionally, for \(\gamma > E_{\ell}(R)\) the lower bound on optimal achievable reliability as a function of rate \(R\) given by equation (4) reduces to \(\mathcal{E}_{\text{AFLF}}(R, \gamma, K) \geq E_{\ell}(R)\).

Proof of the above theorem is provided in Appendix C.

Remark 3. Polyanskiy et al. in [18] show that for VLF channel codes feedback improves first and second-order terms of the logarithm of the maximum number of messages that can be transmitted with a non-vanishing error probability. Altug et al. in [9] show that channel codes with more stringent constraints on stopping time, designed to reduce its variability, provide no such improvement even in the presence of feedback. Specifically, if the constraint on the expected value of the stopping time of VLF codes is replaced by a probabilistic one, given by equation (3), the first order gain in rate ceases to exist. However, these works fail to notice the improvement in the error exponent achieved by codes under probabilistic delay constraints such as AFLF codes over FLF codes. Furthermore, Theorem 1 and 2 show that the class of AFLF codes can improve the error exponent significantly and that it is possible to achieve Burnashev’s optimal error exponent with finite and bounded code length as \(\gamma\) approaches zero.

Remark 4. Gopala et al. in [19] propose IR-ARQ strategy over Automatic ReQuest (ARQ) memoryless channels when the maximum number of ARQ rounds \(K\) is constrained. At the end of each ARQ round, the decoder either decodes the transmitted message or declares an erasure. In case of an erasure, the transmitter proceeds to the next ARQ round. In the final round, the decoder employs the maximum likelihood decoding rule to decide on the transmitted message. Also, the decoder does not discard the received channel output sequences in the case of an erasure and uses the received sequences of all the ARQ rounds jointly to decode the transmitted message. The error exponent \(E_{\text{IR}}(R, K)\) achieved by IR-ARQ strategy (Theorem 3 in [19]) satisfies

\[
E_{\text{IR}}(R, K) \geq \min \left\{ E_{\ell}(R), K E_{\ell} \left( \frac{R}{K} \right) \right\},
\]

where exponent \(E_{\ell}(R)\) denotes Forney’s decision feedback exponent which is defined as the largest possible error exponent for an error-erasure feedback code while the erasure exponent is positive [10]. For a BSC, if \(K \geq \frac{E_{\ell}(0)}{E_{\ell}(0)}\), where \(E_{\ell}(R)\)
is the BSC random coding exponent (Lemma 4 in [19]), which implies $E_{IR}(R, K) \geq E_f(R)$, for all $0 \leq R \leq C$. Hence, IR-ARQ achieves the Forney’s decision feedback exponent for $K \geq \frac{E_f(R)}{E_f(0)}$, while AFLF codes with $\gamma = 0$ achieve Burnashev’s optimal VLF exponent for $K \geq 1 + \frac{C_1}{E_r(0)}$.

Fig. 3 plots Burnashev’s optimal VLF exponent with Forney’s decision feedback bound, sphere packing bound and random coding bound for a BSC with crossover probability $p = 0.2$. The figure shows that Burnashev’s optimal VLF bound is greater than Forney’s decision feedback bound. This also implies that the joint decoding of channel outputs utilized by the IR-ARQ strategy reduces the code’s length in the worst case, but it comes at the cost of a smaller error exponent guarantee.

### B. Converse for Almost-Fixed-Length Feedback Codes

Our converse upper bounds the optimal error exponent of a $(\ell, M, \gamma, K, \epsilon)$ AFLF code with that of a fixed-length error-erasure feedback code where the probability of erasure approaches zero exponentially fast with an exponent at most $\gamma$. More specifically, given an $(\ell, M, \gamma, K, \epsilon)$ AFLF code we can construct a fixed-length error-erasure code by declaring an erasure whenever after $\ell$ channel uses $\tau > \ell$. Such a code is a $(\ell, M, 2^{-\gamma \ell}, \epsilon)$ fixed-length feedback code with error-erasure decoder. As a consequence we obtain the following result.

**Proposition 2** (Converse). For the class of AFLF codes, for $\gamma \geq 0$ and $K \in \mathbb{N}$, the optimal achievable reliability as a function of rate $R$ can be upper bounded as

$$E_{AFLF}(R, \gamma, K) \leq \min \left\{ E_{ee}(R, \gamma), KE_H\left(\frac{R}{K}\right) \right\},$$

where recall that $E_{ee}(R, \gamma)$ is the optimal achievable error exponent under error-erasure decoding where the erasure exponent is $\gamma$ and $E_H(R)$ denotes the upper bound established by Haroutunian in [13] for the class of FLF codes.

Proof of the above proposition is provided in the Appendix D.

Proposition 2 implies that obtaining optimal error exponent for AFLF codes is related to the optimal error exponent $E_{ee}(R, E_\alpha)$ for any erasure exponent $E_\alpha > 0$. However, to obtain the optimal error exponent $E_{ee}(R, E_\alpha)$ when erasure exponent is $E_\alpha$ (thereby, obtain the optimal error exponent and erasure exponent trade-off), we must solve the important and challenging open problem of finding the optimal error exponent of erasure-free fixed-length feedback codes. To this end, Nakiboglu and Zheng in [12] provide an upper bound for $E_{ee}(R, E_\alpha)$ for any erasure exponent $E_\alpha > 0$ and their bound is loose only as much as the best known upper bound for the error exponent of the erasure-free feedback codes is loose.

### IV. TYPES OF HYPOTHESIS TESTS

In this section, we extend the notion of almost-fixed-length strategies to hypothesis testing and provide matching upper and lower bounds for error exponents achieved by binary hypothesis tests in an almost-fixed-length manner. Consider two hypotheses $H_1$ and $H_2$ which correspond to the two possible underlying distribution $P_1$ and $P_2$ of the samples. In other words, we have

$$H_1 : X \sim P_1, \quad \text{and} \quad H_2 : X \sim P_2,$$
where $X$ takes values in a finite set $\mathcal{X}$. Consider collecting $\tau$ number of i.i.d samples, where $\tau$ is a random stopping time with respect to the underlying filtration given by $\sigma(X_1, \ldots, X_\tau)$. The expectation under hypothesis $H_i$, for $i \in \{1, 2\}$, is denoted by $E_i[\cdot]$

A general hypothesis test decides between $H_1$ and $H_2$, for any given $\tau$ samples by dividing the sample space $\mathcal{X}^\tau$ into two sets or two “decision regions”. A decision region, denoted by $A_i^\tau$, is a collection of samples $\mathcal{X}^\tau \in \mathcal{X}^\tau$ for which the test chooses $H_i$, for $i \in \{1, 2\}$. Hence, we have $A_1^\tau \cup A_2^\tau = \mathcal{X}^\tau$. The type-I error is defined as an error event that occurs when the test accepts hypothesis $H_2$ when hypothesis $H_1$ is true and its probability is given by $P_1(A_2^\tau)$. Similarly, type-II error is defined as an error event when the test accepts hypothesis $H_1$ when hypothesis $H_2$ is true and its probability is given by $P_2(A_1^\tau)$. It is known that collecting more number of samples results in an exponential reduction in these probabilities of error. This fact is characterized by two classical asymptotic results depending on the manner in which stopping time $\tau$ grows. First, we review two classical regimes of hypothesis tests based on the growth of $\tau$. Then, we introduce a new class of almost-fixed-length hypothesis tests.

### A. Fixed-Length Hypothesis Tests

In this setting $\tau$ is assumed to be a bounded integer i.e., it satisfies $\tau \leq n$, where $n \in \mathbb{N}$.

**Definition 9.** The error exponents $(E_1, E_2)$ are said to be achievable in a fixed-length manner, if for every $\delta > 0$ there exists an $N(\delta) \in \mathbb{N}$ such that for all $n \geq N(\delta)$ there exists a hypothesis test satisfying the following constraints

$$\tau \leq n \quad P_i \text{ a.s. for } i \in \{1, 2\},$$

$$P_1(A_2^\tau) \leq e^{-(E_1-\delta)n},$$

$$P_2(A_1^\tau) \leq e^{-(E_2-\delta)n}.$$ 

**Definition 10.** For any $\lambda \in [0, 1]$, the $\lambda$-tilted distribution $P^{(\lambda)}$ with respect to $P_1$ and $P_2$ is given by

$$P^{(\lambda)}(x) := \frac{P_1^{1-\lambda}(x)P_2^{\lambda}(x)}{\sum_{a \in \mathcal{X}} P_1^{1-\lambda}(a)P_2^{\lambda}(a)}, \quad \forall x \in \mathcal{X}.$$ 

The following fact characterizes the set of all error exponents, denoted by $R_{\text{FL}}$, achievable in a fixed-length manner.

**Fact 3** (Theorem 11.7.1 in [2]). *The set of error exponents feasible for the class of fixed-length hypothesis tests is given by

$$R_{\text{FL}} = \{(E_1, E_2) : E_i \leq D\left(P^{(\lambda)}\|P_i\right), i \in \{1, 2\}, \text{ for some } \lambda \in [0, 1]\}.$$ 

Furthermore, the following fixed-length hypothesis test achieves the optimal error exponents on the boundary of $R_{\text{FL}}$. If

$$\frac{1}{n} \sum_{i=1}^{n} \log \frac{P_i(X_i)}{P_1(X_i)} \geq \alpha \quad \text{ stop and choose } H_1,$$

$$\frac{1}{n} \sum_{i=1}^{n} \log \frac{P_i(X_i)}{P_2(X_i)} \leq \beta \quad \text{ stop and choose } H_2,$$

where $\alpha$ is given by

$$\alpha = D\left( P^{(\lambda)} \| P_2 \right) - D\left( P^{(\lambda)} \| P_1 \right), \lambda \in [0, 1].$$ 

**Definition 11.** Let $\lambda^*$ be such that

$$D\left( P^{(\lambda^*)} \| P_1 \right) = D\left( P^{(\lambda^*)} \| P_2 \right).$$

Then, the Chernoff exponent $D^*$ is defined as

$$D^* := D\left( P^{(\lambda^*)} \| P_1 \right),$$

and it characterizes the optimal reliability of Bayesian hypothesis tests. In other words, $D^*$ denotes the optimal exponent that can be achieved simultaneously by both type-I and type-II errors in a fixed-length manner.

### B. Sequential Hypothesis Tests

In this setting, $\tau$ is allowed to be a random variable (potentially unbounded) such that $\max\{E_1[\tau], E_2[\tau]\} \leq n$, where $n \in \mathbb{N}$.

**Definition 12.** The error exponents $(E_1, E_2)$ are said to be sequentially achievable, if for every $\delta > 0$ there exists an $N(\delta) \in \mathbb{N}$ such that for all $n \geq N(\delta)$ there exists a hypothesis test satisfying the following constraints

$$\max\{E_1[\tau], E_2[\tau]\} \leq n, \quad \text{ (5)}$$

$$P_1(A_2^\tau) \leq e^{-(E_1-\delta)n}, \quad \text{ (6)}$$

$$P_2(A_1^\tau) \leq e^{-(E_2-\delta)n}. \quad \text{ (7)}$$

The following fact characterizes the set of all error exponents, denoted by $R_{\text{seq}}$, achievable in sequential manner.

**Fact 4** (Wald and Wolfowitz [4]). *The set of error exponents feasible for the class of sequential hypothesis test are given by

$$R_{\text{seq}} = \{E_1 : E_1 \leq D(P_2 \| P_1) \} \times \{E_2 : E_2 \leq D(P_1 \| P_2) \}.$$ 

Furthermore, for $\delta > 0$ the following sequential hypothesis test achieves the above error exponents arbitrarily close to optimal error exponents $(D(P_2 \| P_1), D(P_1 \| P_2))$. At any instant $k \in \mathbb{N}$,

$$\sum_{i=1}^{k} \log \frac{P_i(X_k)}{P_i(X_1)} \geq \alpha \quad \text{ stop and choose } H_1,$$

$$\sum_{i=1}^{k} \log \frac{P_i(X_k)}{P_i(X_1)} \leq \beta \quad \text{ stop and choose } H_2,$$

$$\beta < \sum_{i=1}^{k} \log \frac{P_i(X_k)}{P_i(X_1)} \leq \alpha \quad \text{ take an extra sample and repeat for } k+1,$$

where $\alpha = (D(P_1 \| P_2) - \delta)n$ and $\beta = -(D(P_2 \| P_1) - \delta)n$. As $\delta$ goes to the error exponents converge to the optimal error exponents.

**Remark 5.** Our definition of sequentially achievable error exponents, given by equations (5), (6), and (7), coincides with the achievable error exponents defined in [20]. Alternatively,
the definition can be modified such that for $n_1, n_2 \in \mathbb{N}$ large enough the hypothesis test satisfies
\[
\mathbb{E}_1 [\tau] \leq n_1, \quad \mathbb{E}_2 [\tau] \leq n_2,
\]
\[
P_1 (A_1^\gamma) \leq e^{-(E_1 - \delta)n_1},
\]
\[
P_2 (A_1^\gamma) \leq e^{-(E_2 - \delta)n_2},
\]
as considered in [21]. In contrast, only the case where $n_1 = n_2$ is considered in [20]. Our definition which includes the definition of [20] as a special case is more stringent than the definition considered in [21]. For instance this definition does not admit sequential tests that increase the error exponent $E_1$ arbitrarily under $H_1$ by taking arbitrarily large number of samples under $H_1$ than under $H_2$, i.e., by making $\frac{n_1}{n_2}$ arbitrarily large.

In summary, an optimal fixed-length hypothesis test can only achieve the maximum error exponent in one type of error if the probability of the other error-type is kept fixed. In contrast, a sequential hypothesis test achieves both optimal error exponents simultaneously. Example 2 along with Fig. 2 illustrates this.

\section*{C. Almost-Fixed-Length Hypothesis Tests}

We introduce a new class of hypothesis tests in the same spirit as the class of AFL codes.

**Definition 13.** The error exponents $(E_1, E_2)$ are said to be achievable in a $(\gamma, K)$-almost-fixed-length manner for some $\gamma \geq 0$ and $K \in \mathbb{N}$, if for every $\delta > 0$ there exists an $N(\delta) \in \mathbb{N}$ such that for all $n \geq N(\delta)$ there exists a hypothesis test satisfying the following
\[
P_1 (\tau > n) \leq e^{-\gamma n} \quad i \in \{1, 2\},
\]
\[
\tau \leq Kn \quad P_i - \text{a.s. for } i \in \{1, 2\},
\]
\[
P_1 (A_1^\gamma) \leq e^{-(E_1 - \delta)n},
\]
\[
P_2 (A_1^\gamma) \leq e^{-(E_2 - \delta)n}.
\]

Let $\mathcal{R}_AFL^{(\gamma, K)}$ denote the region of all feasible error exponents of the class of $(\gamma, K)$-almost-fixed-length hypothesis tests.

**Remark 6.** Note that as $\gamma$ tends to $\infty$, this class of tests recover the class of fixed-length hypothesis tests, hence $\mathcal{R}_{FL} = \mathcal{R}_AFL^{(\infty, 1)} \subset \mathcal{R}_AFL^{(\gamma, K)}$, for every $\gamma \geq 0$ and $K \in \mathbb{N}$. Similarly, for all $\epsilon > 0$ and $n$ large enough, we have that $\mathbb{E}_i [\tau] \leq n + \epsilon$, for $i \in \{1, 2\}$. This implies that $\mathcal{R}_AFL^{(\gamma, K)} \subset \mathcal{R}_{seq}.$

\section*{V. Error Exponents of Almost-Fixed-Length Hypothesis Tests}

Next we provide our main result for almost-fixed-length hypothesis tests.

**Theorem 3.** For any $\gamma \geq 0$, define $\mathcal{R}_\gamma := \mathcal{R}_{FL} \cup \{E_1 : E_1 \leq E_1 (\gamma)\} \times \{E_2 : E_2 \leq E_2 (\gamma)\}$, where define
\[
E_1 (\gamma) := \max_{\lambda \in [0, 1]} \left\{ D \left( P^{(\lambda)} \| P_1 \right) : D \left( P^{(\lambda)} \| P_2 \right) \geq \gamma \right\} \tag{8}
\]
and
\[
E_2 (\gamma) := \max_{\lambda \in [0, 1]} \left\{ D \left( P^{(\lambda)} \| P_2 \right) : D \left( P^{(\lambda)} \| P_1 \right) \geq \gamma \right\} \tag{9}
\]
For any $\gamma \geq 0$ and $K \in \mathbb{N}$, we have
\[
\mathcal{R}_\gamma \cap K \mathcal{R}_{FL} \subset \mathcal{R}_AFL^{(\gamma, K)}.
\]
and conversely, we have
\[
\mathcal{R}_AFL^{(\gamma, K)} \subset \mathcal{R}_\gamma \cap K \mathcal{R}_{FL}.
\]

The proof of the above theorem follows by combining Proposition 3 with Proposition 4 The following corollary is an immediate consequence of the above theorem.

**Corollary 2.** For $\gamma > D^*$, and for all $K \in \mathbb{N}$, we have
\[
\mathcal{R}_AFL^{(\gamma, K)} = \mathcal{R}_{FL}.
\]

\section*{A. Achievability: A Two-Phase Hypothesis Test}

For $\gamma > D^*$, the achievability of $\mathcal{R}_\gamma$ coincides with that of the class of fixed-length hypothesis tests, $\mathcal{R}_{FL}$. ( $P_i (\tau > n) = 0$ and since $\mathcal{R}_\gamma = \mathcal{R}_{FL}$), so any fixed-length hypothesis test achieves $\mathcal{R}_\gamma$. Now, let us consider $\gamma \leq D^*$ and $K \in \mathbb{N}$. We propose a hypothesis test that decides between the hypotheses at two evaluation points, one at $n$ and the other at $Kn$. Formally the two phase hypothesis test is described as follows for $\gamma \leq D^*$.

(i) **Phase-I:** In the first phase, we collect $n$ samples and choose whether to stop and decide between the hypotheses or to proceed to Phase-II and collect extra samples. Define
\[
\lambda_1 (\gamma) := \arg \max_{\lambda \in [0, 1]} \left\{ D \left( P^{(\lambda)} \| P_1 \right) : D \left( P^{(\lambda)} \| P_2 \right) \geq \gamma \right\},
\]
and
\[
\lambda_2 (\gamma) := \arg \max_{\lambda \in [0, 1]} \left\{ D \left( P^{(\lambda)} \| P_2 \right) : D \left( P^{(\lambda)} \| P_1 \right) \geq \gamma \right\}.
\]
Note that $\lambda_1 (\gamma)$ and $\lambda_2 (\gamma)$ denote the two $\lambda$s which achieve in the maximum in equation (8) and (9) respectively. For the ease of exposition we will denote $\lambda_1 (\gamma)$ as $\lambda_1$ and drop the dependence on $\gamma$ whenever it is clear from the context. Let
\[
\alpha_1 = D \left( P^{(\lambda_1)} \| P_2 \right) - D \left( P^{(\lambda_1)} \| P_1 \right), \tag{12}
\]
\[
\beta_1 = D \left( P^{(\lambda_1)} \| P_2 \right) - D \left( P^{(\lambda_1)} \| P_1 \right). \tag{13}
\]

Phase-I of the strategy is conducted as follows: if
\[
\frac{1}{n} \sum_{i=1}^{n} \log \frac{P_i (X_i)}{P_2 (X_i)} \geq \alpha_1 \quad \text{stop and choose 1},
\]
\[
\frac{1}{n} \sum_{i=1}^{n} \log \frac{P_i (X_i)}{P_2 (X_i)} \leq \beta_1 \quad \text{stop and choose 2},
\]
\[
\beta_1 < \frac{1}{n} \sum_{i=1}^{n} \log \frac{P_i (X_i)}{P_2 (X_i)} < \alpha_1 \quad \text{proceed to Phase-II}. \tag{14}
\]
(ii) **Phase-II:** In the second phase, we collect \((K - 1)\lambda\) additional samples. Fix some \(\lambda \in [0, 1]\) and let
\[
\alpha = D \left( P(\lambda) \parallel P_2 \right) - D \left( P(\lambda) \parallel P_1 \right).
\]
Phase-II of the strategy is conducted as follows: if
\[
\frac{1}{K^n} \sum_{i=1}^{K^n} \log p_{1i}(X_i) \geq \alpha \quad \text{stop and choose } 1 ,
\]
\[
\frac{1}{K^n} \sum_{i=1}^{K^n} \log p_{2i}(X_i) < \alpha \quad \text{stop and choose } 2.
\]

For a given hypothesis testing problem, the implementation of the above two-phase hypothesis test requires the parameters: \(\gamma > 0, K \in \mathbb{N}, \ell \in \mathbb{N}\) and \(\lambda \in [0, 1]\).

**Proposition 3.** Let \(\gamma \leq D^*\) and \(K \in \mathbb{N}\). The two-phase hypothesis test as given by equations \((14)\) and \((15)\) is an almost-fixed-length hypothesis test and as \(\lambda\) varies over \([0, 1]\), two-phase hypothesis test achieves the error exponents on the boundary of the region
\[
\mathcal{R}_\gamma \cap K \mathcal{R}_{FL}.
\]
Hence, \(\mathcal{R}_\gamma \cap K \mathcal{R}_{FL} \subset \mathcal{R}_{FL}(\gamma, K)\). Define
\[
K^* := \max \left\{ \frac{D(P_2 || P_1)}{D^*}, \frac{D(P_1 || P_2)}{D^*} \right\}.
\]
Furthermore, for all \(K \geq K^*\) and for \(\alpha = 0\), i.e., \(\lambda = \lambda^*\) in Phase-II in equation \((15)\), the two phase hypothesis test achieves any \((E_1, E_2)\) on the boundary of the region \(\mathcal{R}_\gamma\).

The proof of the above proposition is provided in Appendix E.

**Example 2 (Revisited).** Fig. 5 shows the region of error exponents \(\mathcal{R}_{FL}(\gamma, K)\) described in Theorem 4 at different values of \(\gamma\) for \(K \geq K^* = 4\). As \(\gamma\) decreases, the trade-off between error exponents \((E_1, E_2)\) improves. In particular, it shows that it is possible to achieve the error exponents that are arbitrarily close to optimal error exponents of sequential hypothesis tests, i.e., \((D(P_2 || P_1), D(P_1 || P_2))\), by selecting \(\gamma\) arbitrarily close to zero. Fig. 6 shows \(\mathcal{R}_{FL}(\gamma, K)\) for \(K = 2\) which is strictly less than \(K^* = 4\). We see that for smaller values of \(\gamma\) the feasible region of error exponents is bounded by \(K \mathcal{R}_{FL}\).

**B. Converse: Hypothesis Testing with Rejection Option**

Our converse upper bounds the achievable error exponent region of a \((\gamma, K)\)-almost-fixed-length hypothesis test with that of a fixed-length hypothesis test with an additional rejection option such that the probability of rejecting a hypothesis approaches zero exponentially fast with an exponent at most \(\gamma\). After collecting \(\tau\) samples, a hypothesis test with rejection option divides the sample space \(\mathcal{X}^\tau\) into three sets or decision regions, given by \(A_i^\tau\) for \(i \in \{1, 2\}\) where the test accepts \(H_i\), and \(A_i^\tau\) which denotes the region where the test rejects both hypotheses \(H_1\) and \(H_2\). Given a \((\gamma, K)\)-almost-fixed-length hypothesis test we can construct a hypothesis test with rejection option by rejecting to choose either of the hypotheses whenever \(\tau > n\).

**Definition 14.** The exponents \((E_1, E_2, E_3)\) are said be achievable, if for every \(\delta > 0\) there exists an \(N(\delta) \in \mathbb{N}\) such that for all \(n \geq N(\delta)\) there exists a hypothesis test with rejection option that satisfies the following
\[
\tau \leq n \quad \text{P}_i - \text{a.s. for } i \in \{1, 2\},
\]
\[
P_1(A_1^\tau) \leq e^{-(E_1-\delta)n}, \quad P_2(A_2^\tau) \leq e^{-(E_2-\delta)n}, \quad P_1(A_1^\tau) + P_2(A_1^\tau) \leq e^{-(E_3-\delta)n}.
\]

**Lemma 1.** For any \(\gamma \geq 0\), let \(\mathcal{R}_\Omega(\gamma)\) denote the region of all feasible error exponents for the class of hypothesis tests with a rejection option, then we have
\[
\mathcal{R}_\gamma \times \{E_3 = \gamma\} \subset \mathcal{R}_\Omega(\gamma).
\]
Conversely, for every \(\gamma \geq 0\) we have
\[
\mathcal{R}_\Omega(\gamma) \subset \mathcal{R}_\gamma \times \{E_3 = \gamma\}.
\]

A variant of above the lemma has been proved under the class of hypothesis tests with rejection option considered by Grigoryan et al. in \([13]\), Sason in \([14]\) and Gutman in \([22]\). The following proposition builds on the converse of
hypothesis tests with a rejection option to provide a converse for almost-fixed-length hypothesis tests.

**Proposition 4.** Let $\gamma \geq 0$ and $K \in \mathbb{N}$. The region of all feasible error exponents of the class of $(\gamma, K)$-almost-fixed-length tests satisfies

$$\mathcal{R}_{\text{AFL}}(\gamma, K) \subset \mathcal{R} \cap K \mathcal{R}_{\text{FL}}.$$

The proof of the above proposition is provided in Appendix [3].

**VI. Conclusion and Future Work**

We looked at a new class of strategies for channel coding and hypothesis tests that have a slight flexibility over fixed-length strategies by allowing a slightly large stopping time on rare set of sample paths with exponentially small probability. We showed that when stopping times are allowed to be slightly large in only exponentially small cases, the overall reliability is increased significantly. We showed that it is possible to achieve optimal performance of variable-length strategies using almost-fixed-length strategies. The performances achieved by the two settings, namely variable-length setting and fixed-length setting that were thought to be very distinct, are, in fact, the extremities of a continuum of performances achieved by almost-fixed-length coding strategies parametrized by $\gamma$. Recall that for any $n \geq 1$, for all $(\ell, M, \gamma, K, \epsilon)$ AFLF code and $(\gamma, K)$ AFL hypothesis test we have

$$\lim_{\ell \to \infty} \mathbb{E} \left[ \left( \frac{\tau_{\epsilon}}{\ell} \right)^n \right] = 1, \quad \lim_{\ell \to \infty} \text{Var}(\tau_{\epsilon}) = 0.$$

This means that the class of strategies for which the variance of the stopping time is required to be zero, is no more restrictive than the class of strategies that satisfy only an average-length constraint, in terms of reliability and error exponents. Hence, we showed that growing variability is essential to obtaining the optimal error exponents. Similar statements can be made for constraining higher moments of the stopping time.

**APPENDIX**

**A. Two-Phase AFLF Code based on Truncated Yamamoto-Itoh Strategy**

The following achievability strategy is similar to the strategy considered in [12], however for completeness we provide a simpler and intuitive proof which is more natural to our problem. Our two-phase strategy is described as follows:

1) **Phase-I (Truncated Yamamoto-Itoh Strategy):** Fix some $\alpha \in [0, 1]$. For the first phase we consider the Yamamoto-Itoh strategy [8] with block-length $\ell$ to transmit $2^{\ell R}$ number of messages. The first phase is divided into two parts, where each part of length $\alpha \ell$ and $(1 - \alpha) \ell$. In the first part, we transmit $\ell R$ bits over $\alpha \ell$ channel uses using a random code [16]. Hence, the probability of making an error in decoding the transmitted message in the first part can be upper bounded as

$$P_{1e} \leq 2^{-\alpha E_1(\frac{\ell}{\gamma})}.$$

Recall that $x, x' \in \mathcal{X}$ channel inputs for which $D(P_{Y|X}(\cdot|x)||P_{Y|X}(\cdot|x'))$ is maximized, i.e., $C_1 = D(P_{Y|X}(\cdot|x)||P_{Y|X}(\cdot|x'))$. If the received message has been decoded correctly the encoder send ACK by transmitting channel input $x$ otherwise we send NACK by transmitting channel input $x'$ for the remaining $(1 - \alpha) \ell$ channel uses. Now construct a fixed-length hypothesis test as shown in Fact [5] for some $\lambda \in [0, 1]$, to distinguish between the ACK and NACK symbols received such that

$$P_{2\alpha} \leq 2^{-(1-\alpha)\ell D(P(\lambda)||P_{Y|X}(\cdot|x'))},$$

and

$$P_{2\alpha} \leq 2^{-(1-\alpha)\ell D(P(\lambda)||P_{Y|X}(\cdot|x))},$$

where $P_{2\alpha}$ denotes the probability an ACK is decoded when NACK was transmitted and $P_{2\alpha}$ denotes the probability a NACK is decoded when ACK was transmitted. If the hypothesis test declares a NACK, proceed to Phase-II otherwise accept the decoded message.

2) **Phase-II (Random Code):** In the second phase send $\ell R$ bits over $(K - 1)\ell$ channel uses using a random code at effective rate of $\frac{R}{\ell}$ so that $\tau \leq K \ell$.

For a given channel and rate, the implementation of the above two-phase channel code requires the parameters: $\alpha > 0$, $K \in \mathbb{N}$, $\ell \in \mathbb{N}$ and $\lambda \in [0, 1]$.  

Next, we show that the stopping time $\tau$ of the above strategy satisfies the constraints of an AFLF code’s stopping time. By construction, length of Phase-I is $\ell \alpha$ and length of Phase-II is $(K - 1)\ell$. Hence, the stopping time is almost surely bounded by $K \ell$. The probability of the stopping time exceeding $\ell$ equivalent to the probability of entering Phase-II is given by

$$P(\tau > \ell) = P_{1e}(1 - P_{2\alpha}) + (1 - P_{1e}) P_{2\alpha}$$

$$\leq P_{1e} + P_{2\alpha}$$

$$\leq 2^{-\alpha E_1(\frac{\ell}{\gamma})} + 2^{-(1-\alpha)\ell D(P(\lambda)||P_{Y|X}(\cdot|x))}$$

$$\leq 2.2^{-\min\{\alpha E_2(\frac{\ell}{\gamma}), (1-\alpha)\ell D(P(\lambda)||P_{Y|X}(\cdot|x))\}}.$$

This implies the stopping time $\tau$ of two-phase channel code exceeds $\ell$ with an exponentially small probability with an exponent $\gamma$ equal to

$$\min\{\alpha E_2(\frac{\ell}{\gamma}), (1-\alpha)\ell D(P(\lambda)||P_{Y|X}(\cdot|x))\}.$$  

Hence, this two-phase channel code belongs to the class of AFLF codes.

Furthermore, let $\epsilon(K - 1)\ell$ denote the probability of error in Phase-II then the total probability of error of the two-phase channel code is given by

$$\epsilon_\ell = P_{1e} P_{2\alpha} + P(\tau > \ell) \epsilon(K - 1)\ell$$

$$\leq 2^{-\alpha E_1(\frac{\ell}{\gamma})} 2^{-(1-\alpha)\ell D(P(\lambda)||P_{Y|X}(\cdot|x'))} + 2^{-(K - 1)\ell E_1(\frac{\ell}{\gamma})}$$

$$\leq 2.2^{-\min\{\alpha E_2(\frac{\ell}{\gamma}), (1-\alpha)\ell D(P(\lambda)||P_{Y|X}(\cdot|x'))\} + (K - 1)E_1(\frac{\ell}{\gamma})}.$$  

The encoder has access to the decoded message at the decoder because of the noiseless and delay-free feedback channel.
Consider the case where the error exponent of the two-phase channel code satisfies a stopping time $E_0$, which goes to 0 when $\epsilon$ goes to 0. Hence, we have $R_C$. Proof of Theorem 2

Corollary 1 we have the assertion of the theorem. Hence, the curve $(K - 1)E_t \geq \gamma$, and similarly we have $\gamma$ and $\alpha$ values which attain the maximum in equation (16).

Case 2: Consider the case where $\gamma > E_t(R)$. Since for all $\alpha \in [0, 1]$ we have $\alpha E_t(R) \leq E_t(R)$, choose $\alpha = 1$ so that the decoder never declares NACK and hence $\tau = \ell$ a.s. Hence, we have $E_{ce}(R, \gamma, K) \geq E_t(R)$ for all $0 \leq R \leq C$.

D. Proof of Proposition 2

For every $(\ell, M, \gamma, K, \epsilon)$ AFLF code we construct an $(\ell, M, \epsilon, 2^{-\gamma\ell})$ fixed-length error-erasure feedback code as follows. Using an $(\ell, M, \gamma, K, \epsilon)$ AFLF code, after $\ell$ channel uses if $\tau > \ell$ then declare an erasure. Since $P(\tau > \ell) < 2^{-\gamma\ell}$, this implies the probability of erasure is at most $2^{-\gamma\ell}$. In other words, the erasure exponent of this code is $\gamma$. Since the optimal error exponent of a fixed-length error-erasure feedback code with erasure exponent $\gamma$ is given by $E_{ee}(R, \gamma)$, the probability of error of $(\ell, M, \epsilon, 2^{-\gamma\ell})$ error-erasure code satisfies $\epsilon \geq 2^{-\ell E_{ee}(R, \gamma)}$.

Therefore, the probability of error of any $(\ell, M, \gamma, K, \epsilon)$ AFLF code must be at least $2^{-\ell E_{ee}(R, \gamma)}$, i.e., $E_{AFLF}(R, \gamma, K) \leq E_{ee}(R, \gamma)$. Furthermore, the AFLF code uses $K\ell$ channel uses which implies probability of error must be at least equal to the error of a fixed-length feedback code with code-length $K\ell$ with rate $R/K$. This implies $\epsilon \geq 2^{-KE_{H}(R/K)}$, and $E_{AFLF}(R, \gamma, K) \leq KE_{H}(R/K)$.
In other words, the probability of error of $(\ell, M, \gamma, K, \epsilon)$ AFLF code
\[ \epsilon \geq \max \left\{ 2^{-\ell E_{\text{avg}}(R, \gamma)}, 2^{-K E_{\text{hit}}(R, \gamma)} \right\}, \]
and hence we have
\[ \mathcal{E}_{\text{AFLF}}(R, \gamma, K) \leq \min \{ \mathcal{E}_{\text{avg}}(R, \gamma), K E_{\text{hit}}(R, \gamma) \} \]

E. Proof of Proposition 3

It is straightforward to check that equations (10) and (11) imply
\[ D \left( \mathcal{P}^{(\lambda_1)} \parallel \mathcal{P}_1 \right) = E_1(\gamma), \text{ and } D \left( \mathcal{P}^{(\lambda_2)} \parallel \mathcal{P}_2 \right) = E_2(\gamma), \] (17)
\[ D \left( \mathcal{P}^{(\lambda_3)} \parallel \mathcal{P}_1 \right) = E_3(\gamma), \text{ and } D \left( \mathcal{P}^{(\lambda_4)} \parallel \mathcal{P}_2 \right) = E_4(\gamma). \] (18)

Note that by construction for the two-phase hypothesis test we have $\tau \leq Kn$ a.s. Additionally, we must show that the probability of the sample paths where $\tau > n$ is exponentially small with an exponent $\gamma$. Consider
\[ P_1(\tau > n) = P_1 \left( \beta_1 < \frac{1}{n} \sum_{i=1}^{n} \log \frac{P_1(X_i)}{P_2(X_i)} \leq \alpha_1 \right) \]
\[ \leq P_1 \left( \frac{1}{n} \sum_{i=1}^{n} \log \frac{P_1(X_i)}{P_2(X_i)} < \alpha_1 \right). \]

Hence, for any $\delta > 0$ there exists an $N(\delta)$ such that for all $n \geq N(\delta)$ we have
\[ P_1(\tau > n) \leq e^{-\left( D(\mathcal{P}^{(\lambda_2)} \parallel \mathcal{P}_1) - \delta \right)n} \leq e^{-\left( \gamma - \delta \right)n}, \]
where (a) is obtained using Sanov’s Theorem (Theorem 11.4.1 in [2]) and equation (13), and (b) follows from equation (15). Similarly, for all $n \geq N(\delta)$ we also have $P_2(\tau > n) \leq e^{-\left( \gamma - \delta \right)n}$ using Sanov’s Theorem and equations (12) and (17). Hence, this test belongs to the class of $(\gamma, K)$-almost-fixed-length hypothesis test.

The error of type-I is given as follows,
\[ P_1(A_2^c) = P_1 \left( \beta_1 < \frac{1}{n} \sum_{i=1}^{n} \log \frac{P_1(X_i)}{P_2(X_i)} \leq \beta_1 \right) + \]
\[ P_1 \left( \beta_1 < \frac{1}{n} \sum_{i=1}^{n} \log \frac{P_1(X_i)}{P_2(X_i)} < \alpha_1 \right) \cap \left\{ \frac{1}{K_n} \sum_{i=1}^{K_n} \log \frac{P_1(X_i)}{P_2(X_i)} < \alpha \right\}. \]
Fix $\lambda \in [0, 1]$. Using Sanov’s Theorem and from the definition of $\alpha_1$ and $\beta_1$, for any $\delta > 0$ there exists an $N_0(\delta)$ such that for all $n \geq N_0(\delta)$ we have
\[ P_1(A_2^c) \leq e^{-\left( D(\mathcal{P}^{(\lambda_1)} \parallel \mathcal{P}_1) - \delta \right)n} + e^{-\left( K D(\mathcal{P}^{(\lambda_1)} \parallel \mathcal{P}_1) - \delta \right)n}. \]

Now, taking limit we obtain
\[ \lim_{n \to \infty} \frac{1}{n} \log P_1(A_2^c) \geq \min \left\{ D \left( \mathcal{P}^{(\lambda_1)} \parallel \mathcal{P}_1 \right), K D \left( \mathcal{P}^{(\lambda_1)} \parallel \mathcal{P}_1 \right) \right\} \]
\[ = \min \left\{ E_1(\gamma), K D \left( \mathcal{P}^{(\lambda_1)} \parallel \mathcal{P}_1 \right) \right\}. \] (19)

Similarly, we obtain
\[ \lim_{n \to \infty} \frac{1}{n} \log P_2(A_2^c) \geq \min \left\{ D \left( \mathcal{P}^{(\lambda_2)} \parallel \mathcal{P}_2 \right), K D \left( \mathcal{P}^{(\lambda_2)} \parallel \mathcal{P}_2 \right) \right\} \]
\[ = \min \left\{ E_2(\gamma), K D \left( \mathcal{P}^{(\lambda_2)} \parallel \mathcal{P}_2 \right) \right\}. \] (20)

Equations (19) and (20) imply that by changing the value of $\lambda$ over the set $[0, 1]$, the two-phase hypothesis test can achieve the error exponents on the boundary of the region $R_\gamma \cap K R_{\text{FL}}$. Now if we set $\alpha = 0$ in Phase-II, i.e., set $\lambda = \lambda^*$, then we have $D \left( \mathcal{P}^{(\lambda)} \parallel \mathcal{P}_1 \right) = D \left( \mathcal{P}^{(\lambda)} \parallel \mathcal{P}_2 \right) = D^*$. Hence, we have the assertion of the proposition.

F. Proof of Proposition 4

From the definition of $(\gamma, K)$-almost-fixed-length hypothesis tests we have
\[ R_{\text{AFL}}(\gamma, K) \subset R_{\text{AFL}}(0, K) \subset K R_{\text{FL}}. \]

Given a $(\gamma, K)$-almost-fixed-length hypothesis test we can construct a hypothesis test with rejection option by rejecting to choose either of the hypotheses whenever $\tau > n$. From the converse of hypothesis test with a rejection option in Lemma 1 we have
\[ R_{\text{AFL}}(\gamma, K) \times \{ E_\Omega = \gamma \} \subset R_{\gamma} \times \{ E_\Omega = \gamma \}. \]

Therefore, for every $\gamma \geq 0$ and $K \in \mathbb{N}$ we have
\[ R_{\text{AFL}}(\gamma, K) \subset R_{\gamma} \cap K R_{\text{FL}}. \]

Hence, we have the converse for Theorem 3.
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