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Abstract. It is well known that, the existence of a Lyapunov function is a sufficient condition for
stability, asymptotic stability, or global asymptotic stability of an equilibrium point of an autonomous
system $\dot{x} = f(x)$. In variants of Lyapunov theorems, the condition for a Lyapunov candidate $V$
(continuously differentiable and positive definite function) to be a Lyapunov function is that its time
derivative along system trajectories, i.e. $\dot{V}(\cdot) = \langle \nabla V(\cdot), f(\cdot) \rangle$, must be negative semi-definite or
negative definite. Numerically checking positive definiteness of $V$ is very difficult; checking negative
definiteness of $\dot{V}(\cdot)$ is even more difficult, because it involves dynamics of the system.

We give a necessary condition independent of the system dynamics, for every Lyapunov function
corresponding to the globally asymptotically stable equilibrium point of $\dot{x} = f(x)$. This necessary
condition is numerically easier to check than checking positive definiteness of a function. Therefore,
it can be used as a first level test to check whether a given continuously differentiable function is
a Lyapunov function candidate or not. We also propose a method, which we call a generalized
steepest descent method, to check this condition numerically. Generalized steepest descent method
can be used for ruling out Lyapunov candidates corresponding to the globally asymptotically stable
equilibrium point of $\dot{x} = f(x)$. It can also be used as a heuristic to check the local positive definiteness
of a function, which is a necessary condition for a Lyapunov function corresponding to a stable and/or
asymptotically stable equilibrium point of an autonomous system.
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1. Introduction. Stability analysis is a very crucial topic in systems theory. There are different kinds of stability problems (e.g: stability of equilibrium points, stability of periodic orbits, input-output stability etc.) that arise in the study of
dynamical systems. Stability of the equilibrium points of an autonomous system is
characterized using Lyapunov theory. Existence of a Lyapunov function is a sufficient
condition for stability of an equilibrium point of an autonomous system. However for
a large class of autonomous systems, finding a Lyapunov function may not be an easy
task.

In case of linear systems, the problem of finding a Lyapunov function reduces to
solving a simple Linear Matrix Inequality (LMI); and hence there is a systematic way
to find a Lyapunov function. Also in case of electrical and mechanical systems, there
are natural Lyapunov function candidates in terms of physical energy functions [5].
However in general for non-linear systems, there is no systematic method to find a
Lyapunov function [5]. In theory there is a variable gradient method; but for many
autonomous systems, the variable gradient method is extremely difficult to apply.

In [9] a technique is given for an algorithmic construction of a Lyapunov function
for non-linear autonomous systems, with polynomial vector fields, using semidefinite
programming and sum of squares decomposition. In [8] this technique is extended to
include systems with non-polynomial vector fields, which can be transformed to an
equivalent system with polynomial vector fields under equality and inequality con-
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straints on the state variables. Unfortunately these techniques are limited to only certain class of autonomous systems. In general, it is numerically difficult to check the conditions to be satisfied by a Lyapunov candidate and a Lyapunov function. Checking positive definiteness of simple polynomial functions is also an NP-hard problem when polynomial has degree 4 or higher [7].

Checking the global asymptotic stability of an equilibrium point of a nonlinear autonomous system is a more difficult problem than checking stability or asymptotic stability of an equilibrium point. This is because while checking the global asymptotic stability, one cannot use the technique of local linearization about an equilibrium point. In this paper, we provide a necessary condition in terms of a local minima of the \( h \) function (to be defined later in section-4) that every Lyapunov function \( V \), corresponding to the globally asymptotically stable equilibrium point of \( \dot{x} = f(x) \), must satisfy. As this necessary condition on a Lyapunov function does not involve system dynamics, it is easier to check. Moreover, since every Lyapunov function corresponding to the globally asymptotically stable equilibrium point of \( \dot{x} = f(x) \) has to satisfy this condition, the set of valid Lyapunov function candidates becomes much smaller. This would naturally benefit any method of finding a Lyapunov function corresponding to the globally asymptotically stable equilibrium point of \( \dot{x} = f(x) \).

For the global asymptotic stability analysis of an equilibrium point, the necessary condition obtained from the Theorem 5.1 can be used as a first level test for a Lyapunov function candidate. Note that, this first level test is based on the generalized steepest descent method given in section-6, and is easier to check than checking positive definiteness of a function. Therefore, the computationally more intensive positive definiteness check can be spared for functions which fail to satisfy this first level test. The generalized steepest descent method given in section-6 can also be used as a heuristic to check the local positive definiteness of a function, which is a well known necessary condition for a Lyapunov function corresponding to a stable and/or asymptotically stable equilibrium point of an autonomous system.

While tackling the problem of finding a Lyapunov function to conclude the global asymptotic stability of the equilibrium point, one obvious start is by employing continuously differentiable and coercive functions which can be written as sum of squares. In order to conclude that a function in the above class is a Lyapunov function, one needs to check that the time derivative of this function along system trajectories is negative definite, which is again numerically very difficult. With our proposed necessary condition, the set of functions on which this negative definiteness condition (involving system dynamics) needs to be checked can be drastically reduced.

This paper is organized as follows. In section-2, we explain notations and some preliminaries. Lyapunov theory and LaSalle’s invariance principle are described in brief in section-3. In section-4, we define the \( h \) function which will be used later to state our necessary condition. We state and prove our main result in section-5, which gives a necessary condition for a Lyapunov function \( V \) corresponding to the globally asymptotically stable equilibrium point. In section-6, we explain the generalized steepest descent method to check the necessary condition obtained from Theorem 5.1. This method is useful for numerically ruling out some Lyapunov function candidates corresponding to the global asymptotic stability. We also give some examples to demonstrate usefulness of our necessary condition. Finally section-7 contains conclusions and future work. In appendix, we state and prove some auxiliary results related to the \( h \) function.
2. Notations and Preliminaries. \( \mathbb{R} \) denotes the field of real numbers, and \( \mathbb{R}^n \) is the \( n \)-dimensional real Euclidean space over \( \mathbb{R} \). The set of natural numbers is denoted by \( \mathbb{N} \). We use \( \mathbb{R}_+ \) to denote non-negative real numbers, and \( \mathbb{R}_{++} \) to denote positive real numbers. Lowercase bold faced letters are used to denote vectors in \( \mathbb{R}^n \); and lowercase non-bold faced letters to denote real scalars.

\[ \| \cdot \| \text{ denotes the Euclidean norm or 2-norm on } \mathbb{R}^n. \] The ball and sphere in \( \mathbb{R}^n \) of radius \( r \) centered at \( x_0 \), with respect to 2-norm, are defined as:

\[ (2.1) \quad B(x_0, r) := \{ x \in \mathbb{R}^n \mid \| x - x_0 \| < r \}, \]
\[ (2.2) \quad S(x_0, r) := \{ x \in \mathbb{R}^n \mid \| x - x_0 \| = r \}. \]

\( \| \cdot \|_\infty \) denotes the \( \infty \)-norm on \( \mathbb{R}^n \). One analogously defines the ball and sphere in \( \mathbb{R}^n \) of radius \( r \) centered at \( x_0 \), with respect to \( \infty \)-norm. Let \( D \subseteq \mathbb{R}^n \); we denote the interior and the closure of \( D \) by \( D^0 \) and \( \overline{D} \) respectively. The boundary of \( D \), denoted by \( \partial D \), is defined as \( \partial D := \overline{D} \setminus D^0 \).

A function \( g : \mathbb{R} \rightarrow \mathbb{R} \) is said to be increasing, if \( x < y \Rightarrow g(x) \leq g(y) \); and strictly increasing if \( x < y \Rightarrow g(x) < g(y) \). A real valued function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is said to be coercive, if for every sequence \( \{ x_n \} \in \mathbb{R}^n \) which satisfy \( \| x_n \| \rightarrow \infty \), we have \( \lim_{n \rightarrow \infty} f(x_n) = \infty \) (see, [4]). Let \( f : D \rightarrow \mathbb{R} \), where \( D \subseteq \mathbb{R}^n \); and let \( E \subseteq D \). We denote the restriction of \( f \) to \( E \) as \( f|_E \). For a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \), we denote its gradient by \( \nabla f(\cdot) \).

A real valued function \( f : G \rightarrow \mathbb{R} \), where \( G \subseteq \mathbb{R}^n \), is said to be lower semi-continuous at a point \( x \in G \), if for every sequence \( \{ x_k \} \) in \( G \) that converges to \( x \), \( f(x) \leq \liminf_{k \rightarrow \infty} f(x_k) \). A real valued function \( f : G \rightarrow \mathbb{R} \) is said to be lower semi-continuous, if it is lower semi-continuous at every \( x \in G \) (see, [4]).

A function \( f : G \rightarrow \mathbb{R}^n \), where \( G \subseteq \mathbb{R}^n \), is said to be locally Lipschitz at a point \( x_0 \in G \), if there exists \( \varepsilon \in \mathbb{R}_{++} \) and a Lipschitz constant \( l \in \mathbb{R}_{++} \) such that, \( \forall x, y \in B(x_0, \varepsilon) \) the following condition is satisfied:

\[ (2.3) \quad \| f(x) - f(y) \| \leq l \| x - y \|. \]

A real valued function \( f : G \rightarrow \mathbb{R}^n \) is said to be locally Lipschitz, if it is locally Lipschitz at every \( x_0 \in G \subseteq \mathbb{R}^n \) (see, [5]).

Consider the following equivalence relation on the vectors in \( \mathbb{R}^n \): \( d_1 \) is said to be equivalent to \( d_2 \), denoted as \( d_1 \sim d_2 \), if \( d_1 = \alpha d_2 \) for some \( \alpha > 0 \). The set of equivalence classes of vectors in \( \mathbb{R}^n \) induced by this relation are the directions in \( \mathbb{R}^n \). Therefore, directions in \( \mathbb{R}^n \) can be represented as points on the unit sphere \( S(0, 1) \).

The induced topology on \( S(0, 1) \) from \( \mathbb{R}^n \) is used to define the open and closed sets of \( S(0, 1) \) as follows.

**Definition 2.1.** Let \( E \subseteq S(0, 1) \).

- \( d \in E \) is said to be an interior point of \( E \) (with respect to the induced topology on \( S(0, 1) \)), if \( \exists B(d, \varepsilon) \) for some \( \varepsilon > 0 \) such that \( B(d, \varepsilon) \cap S(0, 1) \subseteq E \). The set of all such interior points of \( E \) is called the interior of \( E \) with respect to the induced topology on \( S(0, 1) \).
- \( E \) is said to be an open subset of \( S(0, 1) \), if every \( d \in E \) is an interior point of \( E \) with respect to the induced topology on \( S(0, 1) \).
- \( E \) is said to be a closed subset of \( S(0, 1) \), if every limit point of \( E \) belongs to \( E \).
- We define the boundary of \( E \) (with respect to the induced topology on \( S(0, 1) \)) as \( \partial E := E \setminus E^o \), where \( E^o \) is with respect to the induced topology on \( S(0, 1) \).
For \( d \in S(0, 1) \), we will use \( N_\varepsilon(d) \) to denote its neighborhood on \( S(0, 1) \); i.e. \( N_\varepsilon(d) = B(d, \varepsilon) \cap S(0, 1) \).

3. Lyapunov Theory and LaSalle’s Invariance Principle. In this section we briefly cover Lyapunov theory and LaSalle’s invariance principle. Reader can refer to [5], [6], [12] for detailed treatment on these topics.

Consider an autonomous system:

\[
\dot{x} = f(x),
\]

where \( f : G \to \mathbb{R}^n \) is a locally Lipschitz map on its domain \( G \subseteq \mathbb{R}^n \). A point \( x^* \) is said to be an equilibrium point of the autonomous system represented by (3.1), if it has the property that whenever the system starts with the initial condition \( x(0) = x^* \), it remains at \( x^* \) for all future time, i.e. \( x(t) = x^* \), \( \forall t \geq 0 \). Therefore, \( x^* \) is an equilibrium point, if and only if it is a real root of the equation \( f(x^*) = 0 \).

**Definition 3.1.** An equilibrium point \( x = x^* \) of (3.1) is said to be
- **stable** if \( \forall \varepsilon > 0, \exists \delta > 0 \) such that, \( x(0) \in B(x^*, \delta) \implies x(t) \in B(x^*, \varepsilon), \forall t \geq 0 \).
- **unstable** if it is not stable.
- **asymptotically stable** if it is stable and \( \delta \) can be chosen such that
  \[
  x(0) \in B(x^*, \delta) \implies \lim_{t \to \infty} x(t) = x^*.
  \]

Lyapunov theorem, which is stated below, gives a sufficient condition for stability and asymptotic stability of an equilibrium point \( x^* \).

**Theorem 3.2.** Let \( x^* \) be an equilibrium point of (3.1). Let \( V : D \to \mathbb{R} \), where \( D \subseteq \mathbb{R}^n \) is an open set containing \( x^* \), be a continuously differentiable function such that;

\[
V(x) > 0, \forall x \in (D \setminus \{x^*\}); \text{ and } V(x^*) = 0,
\]

\[
\dot{V}(x) = \langle \nabla V(x) \rangle^T f(x) \leq 0, \forall x \in D.
\]

Then, \( x^* \) is a stable equilibrium point (3.1). Moreover, if \( \dot{V}(x) < 0, \forall x \in (D \setminus \{x^*\}) \), then \( x^* \) is an asymptotically stable equilibrium point (3.1).

A continuously differentiable function \( V : D \to \mathbb{R} \) satisfying (3.2) is called a Lyapunov candidate; and a continuously differentiable function \( V : D \to \mathbb{R} \) satisfying both (3.2) and (3.3) is called a Lyapunov function.

Suppose \( x^* \) is an asymptotically stable equilibrium point of (3.1). Then, the largest region around \( x^* \) which satisfies the property that, any trajectory starting in that region will converge to \( x^* \) (as \( t \to \infty \)) is called the region of attraction of \( x^* \).

**Definition 3.3.** If the region of attraction for an asymptotically stable equilibrium point \( x^* \) is entire \( \mathbb{R}^n \), then \( x^* \) is called the globally asymptotically stable equilibrium point of (3.1).

Clearly if \( x^* \) is a globally asymptotically stable equilibrium point of (3.1), then it must be the unique equilibrium point of (3.1). The Barbashin-Krasovskii theorem, stated below, gives a sufficient condition for \( x^* \) to be the globally asymptotically stable equilibrium point.

**Theorem 3.4.** Let \( x^* \) be an equilibrium point of (3.1). Let \( V : \mathbb{R}^n \to \mathbb{R} \) be a
We define the function $h$ of functions $\gamma$ as follows:

\begin{align}
(3.4) & \quad V(x) > 0, \ \forall x \neq x^*; \ \text{and} \ V(x^*) = 0, \\
(3.5) & \quad \|z\| \to \infty \implies V(x^* + z) \to \infty, \\
(3.6) & \quad V(x) = (\nabla V(x))^T f(x) < 0, \ \forall x \neq x^*.
\end{align}

Then, $x^*$ is the globally asymptotically stable equilibrium point of (3.1).

With respect to the global asymptotic stability, a continuously differentiable function $V : D \to \mathbb{R}$ satisfying (3.4) and (3.5) is called a Lyapunov candidate. Whereas, a continuously differentiable function $V : D \to \mathbb{R}$ satisfying all conditions in the Theorem-3.4 is called a Lyapunov function.

We discuss below LaSalle's invariance principle. We state two special cases or corollaries of LaSalle's invariance principle; reader can refer to [5] and [12] for the general statement of LaSalle's invariance principle.

**Proposition 3.5.** Let $x^*$ be an equilibrium point of (3.1). Let $V : D \to \mathbb{R}$, where $D \subseteq \mathbb{R}^n$ is an open set containing $x^*$, be a continuously differentiable function satisfying (3.2) and (3.3). Let $S := \{x \in D \mid V(x) = 0\}$ and suppose that no solution can stay identically in $S$, other than the trivial solution $x(t) \equiv x^*$. Then, $x^*$ is an asymptotically stable equilibrium point of (3.1).

**Proposition 3.6.** Let $x^*$ be an equilibrium point of (3.1). Let $V : \mathbb{R}^n \to \mathbb{R}$ be a continuously differentiable function satisfying (3.4), (3.5), and $\dot{V}(x) \leq 0$ for all $x \in \mathbb{R}^n$. Let $S := \{x \in \mathbb{R}^n \mid V(x) = 0\}$ and suppose that no solution can stay identically in $S$, other than the trivial solution $x(t) \equiv x^*$. Then, $x^*$ is the globally asymptotically stable equilibrium point of (3.1).

In general, finding the set $S$ numerically is a daunting task. Only in few simple cases like inverted pendulum with the energy function as a Lyapunov candidate $V$, the set $S$ can be easily found. Therefore, though theoretically these special cases of LaSalle's invariance principle are very interesting results, it is extremely difficult to apply them in practice.

**4. h function.** Consider a Lyapunov candidate $V$ corresponding to the globally asymptotically stable equilibrium point $x^*$ of (3.1). Let $d \in S(0,1)$, now $V_{\{x^*+\gamma d, \gamma \geq 0\}}$ is a function of one variable $\gamma$. Let us denote this one variable function by $k_d : \mathbb{R}_+ \to \mathbb{R}$, i.e.

\begin{align}
(4.1) & \quad k_d(\gamma) := V(x^* + \gamma d).
\end{align}

We define the function $h : S(0,1) \to \mathbb{R}_+ \cup \{\infty\}$ as follows:

\begin{align}
(4.2) & \quad h(d) := \text{minimum } \gamma \in \mathbb{R}_+ \text{ which satisfies } k_d(\gamma) = 0.
\end{align}

If such a $\gamma$ does not exist, i.e. if $V_{\{x^*+\gamma d, \gamma \geq 0\}}$ is a strictly increasing function without an inflection point, then we declare $h(d) = \infty$.

For every direction point $d \in S(0,1)$ for which $h(d) < \infty$, we define the corresponding point $z_d$ as follows:

\begin{align}
(4.3) & \quad z_d := x^* + h(d) \cdot d.
\end{align}

We will use the above definition in next section to state our main result. From the above equation it is clear that, $\|z_d - x^*\| = h(d)$. It is apparent from the definition of functions $k_d$ and $h$ that, for every $d \in S(0,1)$ for which $h(d) < \infty$, we have $\langle \nabla V(z_d), d \rangle = 0$; but note that, $\nabla V(z_d)$ need not be zero (refer Figure 1).
5. Necessary Condition on a Lyapunov Function Corresponding to the Globally Asymptotically Stable Equilibrium Point. In this section, we propose a new necessary condition on a Lyapunov function corresponding to the globally asymptotically stable equilibrium point. This new necessary condition is numerically easier to check compare to the known necessary conditions given in (3.4) and (3.5).

We give below a sufficient condition under which there exists a point \( z \neq x^* \) such that \( \nabla V(z) = 0 \), where \( V : \mathbb{R}^n \rightarrow \mathbb{R} \) is a Lyapunov candidate corresponding to the globally asymptotically stable equilibrium point \( x^* \). If such a point exists, then \( V \) will not satisfy the condition (3.6) in Theorem 3.4; and hence it cannot be a Lyapunov function. The sufficient condition for existence of a point \( z \neq x^* \), such that \( \nabla V(z) = 0 \), gives a necessary condition for \( V : \mathbb{R}^n \rightarrow \mathbb{R} \) to be a Lyapunov function corresponding to the globally asymptotically stable equilibrium point \( x^* \).

**Theorem 5.1.** Suppose \( V : \mathbb{R}^n \rightarrow \mathbb{R} \) is a Lyapunov candidate corresponding to the globally asymptotically stable equilibrium point \( x^* \) of (3.1), which satisfies the following:

\[
\inf \{ h(d) \mid d \in S(0,1) \} < \infty.
\]

Then for any local minimizer \( w \in S(0,1) \) of \( h \) with \( h(w) < \infty \), we have \( \nabla V(z_w) = 0 \).

**Proof.** Let \( w \in S(0,1) \) be a local minimizer of \( h \) with \( h(w) < \infty \). Then with respect to induced topology on \( S(0,1) \), there exists a neighborhood \( N_{\varepsilon}(w) := B(w, \varepsilon) \cap S(0,1) \) of \( w \) for some \( \varepsilon > 0 \) such that:

\[
h(w) \leq h(u), \forall u \in N_{\varepsilon}(w).
\]

Suppose \( \nabla V(z_w) \neq 0 \). As \( h(w) < \infty \), we have \( \langle \nabla V(z_w), w \rangle = 0 \). Let us define some open half-spaces which we need later:

\[
H_1 := \{ x \in \mathbb{R}^n \mid \langle \nabla V(z_w), x \rangle < 0 \},
\]

\[
H_2 := \{ x \in \mathbb{R}^n \mid \langle w, x \rangle \leq 0 \}.
\]

Directional derivative of \( V \) at \( z_w \) in every direction \( u \in (H_1 \cap H_2) \) is negative. Consider a two dimensional subspace \( \nabla V(z_w) \) of \( \langle H_1 \cap H_2 \rangle \), with \( \| d_\theta \| = 1 \), can be parametrized by an angle \( \theta \) \( (0 \leq \theta < \pi/2) \) it makes with \( -\nabla V(z_w) \) (refer Figure 2). \( \langle \nabla V(z_w), d_\theta \rangle \) is negative and strictly increasing for
\( \theta \in [0, \pi/2) \). Therefore, as \( V \) is a continuously differentiable function, \( \exists \, \alpha > 0 \) such that for every \( \beta \in (0, \alpha] \) following holds:

\[
V(z_w + \beta d_\theta) \text{ increases, as } \theta \text{ increases in } [0, \pi/2).
\]

Now consider a sequence of directions \( (u_n) \in \mathcal{H}_1 \cap (-\mathcal{H}_2) \cap \mathcal{V} \), with \( \|u_n\| = 1 \), converging to \( w \). As \( \lim_{n \to \infty} u_n = w \), there exists \( n_o \in \mathbb{N} \) and \( \gamma > 0 \) such that \( \forall \, n \geq n_o, \) \( (x^* + \gamma u_n) \in B(z_w, \alpha) \cap \mathcal{V} \) (refer Figure 3).\(^2\) Consider an arbitrary direction
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Let \( v \in \{ u_n | n \geq n_0 \} \). Let \( y_v \) be the point of intersection of \( S(x^*, h(w)) \) with the ray \( \{ x^* + \gamma v | \gamma > 0 \} \); as shown in Figure 4.

Now, consider a triangle in the plane \( V \) with vertices \( z_w, y_v, \) and \( x^* \). As shown in Figure 5, angle at the vertex \( y_v \) in this triangle is outside the smaller semi-circle with the line segment \([x^*, z_w]\) as a diameter. Therefore, angle at the vertex \( y_v \) is less than \( \pi/2 \) and \( \exists x_v \in (x^*, y_v) \) such that, \( \| x_v - z_w \| = \| y_v - z_w \| \). However, from (5.5) we have, \( V(x_v) \geq V(y_v) \).

As \( V \) is a Lyapunov candidate, \( V \) satisfies (3.4); and hence \( V \) is strictly increasing in every direction at \( x^* \). However as \( V(x_v) \geq V(y_v) \), we can say that \( V\{x^* + \gamma v | \gamma \geq 0 \} \) is not a strictly increasing function, and this one variable function has a local maxima at certain point \( \tilde{z}_v \in [x_v, y_v] \). As \( V\{x^* + \gamma v | \gamma \geq 0 \} \) has a local maxima at \( \tilde{z}_v \), we have \( k'_v(\| \tilde{z}_v - x^* \|) = 0 \).

(5.6) \( \therefore h(v) = \| z_v - x^* \| \leq \| \tilde{z}_v - x^* \| < \| y_v - x^* \| = \| z_w - x^* \| = h(w) \)
Therefore for every \( v \in \{ u_n \mid n \geq n_0 \} \), we have \( h(v) < h(w) \). This is a contradiction to the fact that \( w \) is a local minimizer of \( h \). Therefore, \( \nabla V(z_w) = 0 \).

Remarks:

1. From the above theorem, we get the following necessary condition for a Lyapunov candidate to be a Lyapunov function corresponding to the globally asymptotically stable equilibrium point: The function \( h \) should not have any local minimizer with finite local minimum.\(^3\)

2. The more stronger and very obvious necessary condition would be: \( \nabla V(x) \neq 0 \) \( \forall x \neq x^* \); but there is no systematic method to check this condition numerically in a general case.

3. If for every \( d \in S(0, 1) \) the one variable function \( V|_{\{x^* + \gamma d \mid \gamma \geq 0\}} \) is strictly increasing without an inflection point, i.e. \( \inf \{ h(d) \mid d \in S(0, 1) \} = \infty \); then \( h \) will not have any local minimizer with finite local minimum.

4. If \( \inf \{ h(d) \mid d \in S(0, 1) \} = 0 \), then the global infimum of \( h \) will not be attained, because range of \( h \) is \( (0, \infty] \).

5. For \( \dot{x} = f(x), x \in \mathbb{R} \); Lyapunov function is a one variable scalar valued function \( V : \mathbb{R} \rightarrow \mathbb{R} \). In this case, there are only two directions and necessary condition reduces to the following: \( V \) restricted to both directions must be a strictly increasing function without an inflection point.

6. The above theorem has an obvious analogous counterpart for a Lyapunov candidate \( V : D \rightarrow \mathbb{R} \), where \( D \subseteq \mathbb{R}^n \), corresponding to an asymptotically stable equilibrium point \( x^* \) of (3.1), with appropriate changes in the definition of functions \( k_d \) and \( h \) according to the domain \( D \) of \( V \). This counterpart would give a necessary condition just like Remark-1 for Lyapunov functions corresponding to an asymptotically stable equilibrium point.

6. Generalized Steepest Descent Method. In this section, we give a method to find a local minimizer of the function \( h \). This method is based on some of the ideas in the proof of Theorem 5.1 and the steepest descent method (reader can refer to [3], [4], [10] for steepest descent method).

Suppose we want to check a continuously differentiable function \( V : \mathbb{R}^n \rightarrow \mathbb{R} \) for being a Lyapunov function candidate corresponding to the globally asymptotically stable equilibrium point \( x^* \). In the generalized steepest descent method, we search for a point \( z \neq x^* \) at which gradient of \( V \) vanishes. If there exists such a point, then \( V \) cannot be a Lyapunov function to conclude the global asymptotic stability of \( x^* \). Therefore it can be used as a first level test, by which checking positive definiteness of many functions can be avoided if you succeed in finding such a point.

It is quite likely that while tackling the problem of finding a Lyapunov function to conclude the global asymptotic stability of the equilibrium point, one would start with continuously differentiable and coercive functions which can be written as sum of squares; and hence are known to be positive definite. In order to conclude that a function in the above class is a Lyapunov function, one needs to check that the time derivative of this function along system trajectories is negative definite, which is

\(^3\)This necessary condition is without involving system dynamics. In [1], for a special autonomous system \( \dot{x} = -x \), we have given a necessary and sufficient condition (without involving system dynamics) for a continuously differentiable function to be a Lyapunov function to conclude the global asymptotic stability of the origin. However, in general one can not find a necessary and sufficient condition on Lyapunov candidates to be a Lyapunov function, without involving dynamics of the system. This is because stability, asymptotic stability, or global asymptotic stability is an intrinsic property of an equilibrium point of the autonomous system.
again numerically very difficult. If there exists a point $z \neq x^*$ at which the gradient of such function vanishes, then it cannot be a Lyapunov function to conclude the global asymptotic stability. Therefore in such cases also our method would be useful; because with this method the set of functions on which the negative definiteness condition, involving system dynamics, needs to be checked can be made much smaller.

Consider an autonomous system given in (3.1). Suppose we are interested in checking the global asymptotic stability of an equilibrium point $x^*$ of this autonomous system. Let $V : \mathbb{R}^n \to \mathbb{R}$ be a continuously differentiable function which we want to check for being a Lyapunov function candidate. Now given $d \in S(0, 1)$, we can numerically find $h(d)$ by differentiating the one variable function $k_d(\gamma) := V(x^* + \gamma d)$. By definition of $h$ function, $h(d)$ is nothing but smallest $\gamma > 0$ for which derivative of $k_d$ becomes zero. Though we can numerically find $h(d)$ for given $d \in S(0, 1)$, we do not know the analytical expression of the function $h : S(0, 1) \to \mathbb{R}_+ \cup \{\infty\}$. If analytical expression of the function $h$ was known, then we could have searched for a local minimizer $w \in S(0, 1)$ of $h$ by either using the steepest descent method or some other optimization algorithm. If the function $h$ has a local minimizer $w$ with $h(w) < \infty$, then by the Theorem 5.1 we know that: $\nabla V(z_w) = 0$, where $z_w = x^* + h(w)w$. As we do not know the analytical expression for the function $h$, we search for a local minimizer direction point $w \in S(0, 1)$ by what we call a ‘generalized steepest descent method’.

In order to explain the generalized steepest descent method, we will assume that we have a direction point $d \in S(0, 1)$ for which $h(d) < \infty$. Later we will explain, how one can systematically search for such a direction point. If we have a direction $d \in S(0, 1)$ such that $h(d) < \infty$, then we can use the following generalized steepest descent method with non-exact line search to find a local minimizer $w$ of $h$.

1. Let $d_0 = d$. For direction $d_0$, calculate its corresponding point $z_{d_0} = x^* + h(d_0)d_0$. Find $\nabla V(z_{d_0})$. If $\nabla V(z_{d_0}) = 0$, $V$ cannot be a Lyapunov function. If it is non-zero, then proceed as follows.

2. Consider points of the form $(z_{d_0} - \beta \nabla V(z_{d_0}))$, $\beta > 0$ as shown in Figure 6. Corresponding to every point of this form, we get a unique direction...
\( u_\beta := (z_{d_0} - \beta \nabla V(z_{d_0}) - x^*) / \| z_{d_0} - \beta \nabla V(z_{d_0}) - x^* \| \). If \( u_\beta \) is sufficiently close to \( d_0 \), i.e. if \( \beta \) is sufficiently small, then \( h(u_\beta) < h(d_0) \). \(^4\)

3. Evaluate \( h \) at different directions \( u_\beta \) corresponding to points on the ray \( \{z_{d_0} - \beta \nabla V(z_{d_0}) \mid \beta > 0\} \). A local minimizer of \( h \) restricted to such points \( u_\beta \) is taken as the next iterate \( d_1 \) in our generalized steepest descent method. \(^5\)

4. Repeat above process iteratively. In generalized steepest descent, we can guarantee that \( h(d_{k+1}) < h(d_k) \). At every iteration, find \( \nabla V(z_{d_k}) \) and check whether it is approximately zero or not. If in \( j \)-th iteration, we get that \( \nabla V(z_{d_j}) = 0 \), then we can conclude that \( V \) is not a Lyapunov function candidate.

The \( h \) restricted to directions of the form \( u_\beta \) in step-3, is a function of one variable \( \beta \). Therefore, local minimizer of \( h \) restricted to such directions \( u_\beta \) can be easily found from its graph. In this method, we minimize the function \( h \) on direction points which are obtained from the steepest descent direction of \( V \) at \( z_{d_k} \). Therefore, we call it the generalized steepest descent method.

We now explain what happens when \( \inf \{ h(d) \mid d \in S(0,1) \} = 0 \), and \( h \) does not have any local minimizer. In this case the global infimum of \( h \) will not be attained; because by definition, \( h \) is a strictly positive function. In above case, after certain number of iterations of the generalized steepest descent method, the graph of the function \( h \) restricted to directions of the form \( u_\beta \) would look as shown in Figure 7. As \( h \) is a strictly positive function, we get a discontinuity at a point on the ray \( \{z_{d_k} - \beta \nabla V(z_{d_k}) \mid \beta > 0\} \) corresponding to the global infimum; and hence the global infimum of \( h \) is not attained. Below is an example demonstrating this case.

**Fig. 7.**

**Example 6.1.** Consider a function \( V : \mathbb{R}^2 \rightarrow \mathbb{R} \) defined as:

\[
(6.1) \quad V(x) := \frac{x_1^2}{a^2} + \frac{x_2^2}{b^2}.
\]

It can be easily checked that \( V \) is positive definite and coercive. As \( V \) is convex and positive definite, we can say that: for every \( d \in S(0,1) \) the one variable function \( V(\|d\| \geq 0) \) is strictly increasing without an inflection point. In other words, for \( V \) under consideration: \( \inf \{ h(d) \mid d \in S(0,1) \} = \infty \). Therefore \( h \) will not have any local minimizer with finite local minimum; and hence \( V \) is a Lyapunov candidate which

\(^4\)This has been shown in the proof of Theorem 5.1.

\(^5\)From the proof of Theorem 5.1, it is clear that, \( h(d_1) < h(d_0) \).
satisfies the necessary condition obtained from Theorem 5.1.

Now consider a global diffeomorphism $T: \mathbb{R}^2 \to \mathbb{R}^2$ defined as follows:

\begin{equation}
T(x) := \begin{bmatrix}
  x_1 \cos(x_1^2 + x_2^2) + x_2 \sin(x_1^2 + x_2^2) \\
  x_2 \cos(x_1^2 + x_2^2) - x_1 \sin(x_1^2 + x_2^2)
\end{bmatrix}.
\end{equation}

$T$ rotates every vector $x \in \mathbb{R}^2$ in a clockwise direction by an angle $\theta(x)$, where $\theta: \mathbb{R}^2 \to \mathbb{R}$ is defined as $\theta(x) := x_1^2 + x_2^2$. Consider a function $U := V \circ T$,

\begin{equation}
U(x) := V(T(x))
= x_1^2 \cos^2(x_1^2 + x_2^2) + x_2^2 \sin^2(x_1^2 + x_2^2) + 2x_1x_2 \sin(x_1^2 + x_2^2) \cos(x_1^2 + x_2^2) + \frac{x_2^2 \cos^2(x_1^2 + x_2^2) + x_1^2 \sin^2(x_1^2 + x_2^2) - 2x_1x_2 \sin(x_1^2 + x_2^2) \cos(x_1^2 + x_2^2)}{b^2}.
\end{equation}

The $V$ under consideration is a continuously differentiable, positive definite, coercive function, and $T$ is a global diffeomorphism. Therefore the function $U := V \circ T$ is also continuously differentiable, positive definite, and coercive.

Let us parametrize directions in $\mathbb{R}^2$ by an angle $\theta$ it makes with the horizontal axis, as shown in Figure 8. It has been checked using 'WolframAlpha' that, for the function $U : \mathbb{R}^2 \to \mathbb{R}$ given in (6.3) following holds:

\begin{align}
\lim_{\theta \to 0} h(d_0) &= 0 < h(d_0), \\
\lim_{\theta \to \pi/2} h(d_0) &= 0 < h(d_{\pi/2}), \\
\lim_{\theta \to \pi} h(d_0) &= 0 < h(d_\pi), \\
\lim_{\theta \to 3\pi/2} h(d_0) &= 0 < h(d_{3\pi/2}).
\end{align}

Therefore for $U$ given in (6.3), $\inf \{ h(d) \mid d \in S(0,1) \} = 0$. Corresponding to the function $U$, the approximate locus of $z_{d_0}$, as $\theta$ varies in interval $[0, 2\pi)$ is given in Figure 9. From this approximate locus it is clear that: for $U$ given in (6.3), the function $h$ does not have any local minimizer with finite local minimum. Therefore, $U$ is a Lyapunov candidate which satisfies the necessary condition obtained from Theorem 5.1.
We now explain how one could systematically search for a direction point \( d \in S(0, 1) \) for which \( h(d) < \infty \). For this purpose, we would consider directions in \( \mathbb{R}^n \) as points on the unit sphere centered at the origin with respect to \( \infty \)-norm rather than \( 2 \)-norm. Let us denote the unit sphere centered at the origin in \( \mathbb{R}^n \) with respect to \( \infty \)-norm as \( S_{\infty}(0, 1) \). Imagine a grid on such unit sphere, where neighboring points are \( \delta \)-distance apart with respect to the \( \infty \)-norm; we will call such grid a \( \delta \)-grid (refer Figure 10 for a \( \delta \)-grid in \( \mathbb{R}^3 \)). In \( \mathbb{R}^n \) one could systematically move from one direction point on the \( \delta \)-grid to the other using \((n - 1)\) loops; and this way all direction points on such \( \delta \)-grid can be exhausted.

As \( V \) is a continuously differentiable function, we can say the following. If for an arbitrary chosen direction \( u \), the one variable function \( V|_{\{x^* + \gamma u | \gamma \geq 0\}} \) is strictly increasing without an inflection point, then there exists a neighborhood around \( u \in S_{\infty}(0, 1) \) (with respect to induced topology on \( S_{\infty}(0, 1) \)) such that: \( V \) restricted to every direction in that neighborhood is a strictly increasing function without an inflection point. Therefore if for a sufficiently small \( \delta \), \( h(d) = \infty \) for every direction point \( d \) on the \( \delta \)-grid of \( S_{\infty}(0, 1) \); then one could say that, the following is highly probable: \( h(d) = \infty \), \( \forall d \in S_{\infty}(0, 1) \). In other words, in such case it is quite likely that: \( V|_{\{x^* + \gamma d | \gamma \geq 0\}} \) is a strictly increasing without an inflection point, for every \( d \in S_{\infty}(0, 1) \). If \( h(d) = \infty \), \( \forall d \in S_{\infty}(0, 1) \); then \( V \) satisfies the necessary condition which is deduced from the Theorem 5.1.

We explain below a simple strategy for the systematic search of a direction point \( d \in S_{\infty}(0, 1) \) for which \( h(d) < \infty \).
1. Decide on some small value for $\delta$, and start with an arbitrary direction point $u$ on $\delta$-grid of $S_{\infty}(0,1)$. We know how to find $h(u)$ for given $u \in S_{\infty}(0,1)$. Suppose for this arbitrarily chosen $u \in S_{\infty}(0,1)$, the function $V|_{|x|+|u|\geq 0}$ is a strictly increasing without an inflection point, i.e. $h(u) = \infty$. Then, keep moving in a systematic way from one direction point on $\delta$-grid to the other till you get a direction point $d \in S_{\infty}(0,1)$ for which $h(d) < \infty$.

2. If during this search process you get a direction point $d \in S_{\infty}(0,1)$ for which the one variable function $V|_{|x|+|d|\geq 0}$ is not strictly increasing at $x^*$; then $V$ does not satisfy the condition given in (3.4). Therefore, $V$ cannot be a Lyapunov candidate.

3. If $h(d) = \infty$ for every direction point $d$ on $\delta$-grid of $S_{\infty}(0,1)$, then it is highly probable that: $h(d) = \infty, \forall d \in S_{\infty}(0,1)$. If higher accuracy is needed, then one could re-evaluate the function $h$ on a finer $\delta$-grid of $S_{\infty}(0,1)$.

We give below some examples to show how the stated necessary condition, without involving dynamics of the system, is useful in ruling out Lyapunov candidates.

**Example 6.2.** Consider a scalar autonomous system $\dot{x} = -x^3$, and a continuously differentiable function $V$ given by $V(x) = x^6/6 - 13x^4/4 + 18x^2$. This function $V$ can be written as sum of squares as follows:

$$V(x) = \left(\frac{x^3}{\sqrt{6}} - \frac{13x^4}{8}\right)^2 + \left(\frac{18}{8}x^2\right)^2.$$  

Therefore, $V$ is positive definite and coercive; and hence it is a valid Lyapunov candidate for the autonomous system $\dot{x} = -x^3$.

Now let us check whether $V$ satisfies the necessary condition given in section 5. For vector space $\mathbb{R}$, there are only two directions: $d_1 = 1$ and $d_2 = -1$. It can be checked that for $V$ under consideration, $h(d_1) = h(d_2) = 2$. Therefore both $d_1$ and $d_2$ are global minimizers of $h: S(0,1) \to \mathbb{R}_+ \cup \{\infty\}$.

(6.8) \quad z_{d_1} = 0 + 2d_1 = 2 and $z_{d_2} = 0 + 2d_2 = -2$

It can be checked that $V'(2) = V'(-2) = 0$. Therefore, $V$ under consideration cannot be a Lyapunov function to conclude the global asymptotic stability of the origin.

In the above example, the vector field $f$ was a polynomial field, and hence checking the condition, $\dot{V}(x) = (\nabla V(x))^T f(x) < 0$, $\forall x \neq x^*$ may not be too difficult. However, in general when $f$ is some complicated function, like in the example given below, checking the condition involving dynamics would not be easy. In such situation, the necessary condition which we have given in section 5 would be useful to rule out some Lyapunov candidates.

**Example 6.3.** Consider a second order autonomous system whose vector field is given by:

(6.9a) \quad \dot{x}_1 = \begin{cases} -\frac{x_1^2}{(1+x_1)}, & x_1 \geq 0 \\ \frac{x_1^2}{(1+x_1)}, & x_1 \leq 0 \end{cases}

(6.9b) \quad \dot{x}_2 = \begin{cases} e^{-x_2^2} - 1, & x_2 \geq 0 \\ 1 - e^{x_2^2}, & x_2 \leq 0. \end{cases}
Consider a continuously differentiable function $V$ given by $V(x_1, x_2) = x_1^6/6 - 13x_1^4/4 + 18x_1^2 + x_2^2$, which can be written as sum of squares as follows:

\begin{equation}
V(x_1, x_2) = \left(\frac{x_1^3}{\sqrt{6}} - \frac{13 \times \sqrt{6} x_1}{8}\right)^2 + \left(18 - \frac{13 \times \sqrt{6}}{8}\right)x_1^2 + x_2^2.
\end{equation}

Therefore $V$ is positive definite and coercive; and hence it is a valid Lyapunov candidate for the autonomous system under consideration.

Now let us check whether $V$ satisfies the necessary condition given in section-5. The approximate locus of $z_d$ as $d$ varies over sector $S_1$ and $S_3$ is shown in Figure 12. From this approximate locus it is clear that, directions $e_1$ and $-e_1$ are local minimizers of the function $h : S(0, 1) \to \mathbb{R}^+ \cup \{\infty\}$.

It can be checked that, $h(e_1) = h(-e_1) = 2$. Therefore $z_{e_1} = 0 + 2e_1 = [2 0]^T$, and $z_{-e_1} = 0 + 2(-e_1) = [-2 0]^T$.

\begin{equation}
\nabla V(2, 0) = \nabla V(-2, 0) = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.
\end{equation}

Therefore $V$ cannot be a Lyapunov function to conclude the global asymptotic stability of the origin.

We now explain, how the generalized steepest descent method can also be used as a heuristic to check whether a continuously differentiable function $V : E \to \mathbb{R}$, where
$E \subseteq \mathbb{R}^n$ with non-empty interior, is locally positive definite or not in some neighborhood $D \subseteq E$ of $x^* \in E^n$. If such neighborhood $D$ exists, where $V$ satisfies (3.2); then $V|_D$ is a Lyapunov candidate corresponding to a stable or an asymptotically stable equilibrium point $x^*$.

In this case, we have to make appropriate changes in the definition of functions $k_d$ and $h$ according to the domain $E$ of a function $V$. For the direction point $d \in S(0, 1)$, define $\alpha_d$ as follows.

\[
\alpha_d := \sup \{ \gamma \in \mathbb{R}_{++} \mid x^* + \gamma d \in E \}
\]

Denote the one variable function $V$ heuristically to check local positive definiteness.

\[
h(d) := \min \{ \gamma \in (0, \alpha_d) \mid k_d(\gamma) = 0 \}
\]

If such $\gamma$ does not exist, then we declare $h(d) = \infty$.

We explain below, how the generalized steepest descent method can be used as a heuristic to check local positive definiteness.

- If $V : E \to \mathbb{R}$ is not locally positive definite for any neighborhood $D \subseteq E$ of $x^* \in E^n$, then the following set of directions is non-empty.

\[
\{ u \in S_{\infty}(0, 1) \mid V|_{\{ x^* + \gamma u \mid \gamma \in [0, \alpha_d] \}} \text{ is not strictly increasing at point } x^* \}\.
\]

- Decide on some small value of $\delta$, and evaluate the function $h$ at every point on the $\delta$-grid of $S_{\infty}(0, 1)$. In this process, if you get a direction $u \in S_{\infty}(0, 1)$ for which $V|_{\{ x^* + \gamma u \mid \gamma \in [0, \alpha_d] \}}$ is not strictly increasing at point $x^*$, then $V$ is not locally positive definite for any neighborhood of $x^*$. Therefore in such case, $V$ cannot be a Lyapunov candidate to conclude the stability or asymptotic stability of an equilibrium point $x^*$.

- Suppose you don’t get such direction after evaluating the function $h$ at every point on the $\delta$-grid of $S_{\infty}(0, 1)$. Then, take the direction point $d$ on the $\delta$-grid of $S_{\infty}(0, 1)$, for which the function $h$ is minimum, as your initial iterate of the generalized steepest descent method.

- The function $V$ under consideration is continuously differentiable, and generalized steepest descent method ensures that $h(d_{k+1}) < h(d_k)$. Therefore if $V$ is not locally positive definite for any neighborhood of $x^*$, then the generalized steepest descent method would eventually give a direction $u$ in which $V$ is not strictly increasing at point $x^*$.

This heuristic is likely to give conclusive results, when $V : E \to \mathbb{R}$ is not locally positive definite for any neighborhood $D \subseteq E$ of $x^* \in E^n$. Therefore, it can be used to discard functions from being locally positive definite in any neighborhood of an equilibrium point $x^*$.

7. Conclusion and Future Work. We have given a necessary condition on a Lyapunov candidate to be a Lyapunov function corresponding to the globally asymptotically stable equilibrium point, which is numerically easier to check. The given necessary condition and a method to check it would be numerically useful in searching for a Lyapunov function; as it would rule out quite a few Lyapunov candidates. Theorem 5.1 also has a counterpart for Lyapunov candidates corresponding to an asymptotically stable equilibrium point. This counterpart gives a necessary condition for Lyapunov functions corresponding to an asymptotically stable equilibrium point.
Often in the process of finding a Lyapunov function to conclude the global asymptotic stability of the equilibrium point, one starts with continuously differentiable and coercive functions which can be written as sum of squares. This is because checking positive definiteness of a function is numerically very difficult. Still in order to conclude that a function in the above class is a Lyapunov function; one needs to check that, the time derivative of this function along system trajectories is negative definite. Needless to say that, checking this negative definiteness condition involving system dynamics is numerically very difficult. With a necessary condition which we have proposed along with the generalized steepest descent method, the set of functions on which the negative definiteness condition (involving system dynamics) needs to be checked can be made smaller.

The generalized steepest descent method would also be useful in checking local positive definiteness of a function, which is a known necessary condition for a continuously differentiable function to be a Lyapunov function corresponding to a stable or an asymptotically stable equilibrium point. Following is a possible future work:

- To develop a numerically more efficient method either using conjugate gradient method or some other optimization algorithm to check the necessary condition given in section-5.
- To generalize results in this paper for time varying autonomous systems or unforced systems.

Appendix A. Auxiliary Results.

In this section, we state and prove some results related to the $h$ function.

**Lemma A.1.** The function $h : S(0, 1) \rightarrow \mathbb{R}_+ \cup \{\infty\}$, defined on a Lyapunov candidate (continuously differentiable function satisfying (3.4) and (3.5)) corresponding to the globally asymptotically stable equilibrium point $x^*$, can lose its continuity only at the following types of direction points:

1. At a direction point $d \in S(0, 1)$, for which there exists a sequence of direction points $(d_n) \in S(0, 1)$ converging to $d$ such that, the corresponding sequence of points $z_{d_n}$ converges to $x^*$.
2. At a direction point $d \in S(0, 1)$, for which the corresponding point $z_d$ is an inflection point of one variable function $V|\{x^*+\gamma d|\gamma \geq 0\}$.
3. At a direction point $d \in S(0, 1)$, for which there exists a sequence of direction points $(d_n) \in S(0, 1)$ converging to $d$ such that: for every $n \in \mathbb{N}$, the corresponding point $z_{d_n}$ is an inflection point of one variable function $V|\{x^*+\gamma d_n|\gamma \geq 0\}$.

**Proof.** We first show that, if a direction point $d \in S(0, 1)$ does not belong to any of the three mentioned cases; then the function $h$ is continuous at that direction point $d$.

As direction point $d$ does not fall in any of the three mentioned cases, there exists a neighborhood $N_\varepsilon(d)$ (w.r.t. induced topology on $S(0, 1)$) of $d$ for some $\varepsilon > 0$ such that: for every $u \in N_\varepsilon(d)$, the corresponding point $z_u$ is not an inflection point. Moreover, the point $z_d$ corresponding to direction $d$ is either a non-strict local maximum (as shown in Figure 13(a)) or a strict local maximum (as shown in Figure 13(b)) of the function $k_d$. As $V$ is continuously differentiable, when the direction point $d$ is perturbed on $S(0, 1)$, the $\varepsilon$-length interval shown in Figure 13 would gradually become zero for $V$ restricted to these perturbed direction points. This fact along with the fact that: for every $u \in N_\varepsilon(d)$, the corresponding point $z_u$ is not an inflection point, ensures that the function $h$ is continuous at the direction point $d$. 

We now explain, how the function $h$ could possibly lose its continuity at direction points mentioned in the given three cases.

- **Case-1**: In this case $\lim_{n \to \infty} h(d_n) = 0$. As range of the function $h$ is $(0, \infty]$, it would be discontinuous at $d \in S(0, 1)$ in such case.\(^6\)

- **Case-2**: Consider a special instant of this case, in which there exists a neighborhood $N_{\varepsilon}(d)$ (w.r.t. induced topology on $S(0, 1)$) of $d$ for some $\varepsilon > 0$ such that: for every $u \in N_{\varepsilon}(d) \setminus \{d\}$, the corresponding point $z_u$ is not an inflection point.

Consider a sequence of direction points $\{d_n\} \in N_{\varepsilon}(d) \setminus \{d\}$ converging to $d$. For any $n \in \mathbb{N}$, the corresponding points $z_{d_n}$ is not an inflection point. Therefore, $\lim z_{d_n}$ exists. Let $y_d := \lim_{n \to \infty} z_{d_n}$. As Lyapunov candidate $V$ is continuously differentiable,

\[
\langle V(y_d), d \rangle = \lim_{n \to \infty} \langle V(z_{d_n}), d_n \rangle = 0.
\]

Now by definition of the $h$ function, $\|z_d - x^*\| \leq \|y_d - x^*\|$. If $z_d \neq y_d$, then the function $h$ would be discontinuous at direction point $d$.

- **Case-3**: In this case, $z_{d_n}$ is an inflection point for every $n \in \mathbb{N}$. Therefore, $\lim z_{d_n}$ may not even exists; and even if it exists, it may not be equal to $z_d$. Therefore, in this case the function $h$ could be discontinuous at direction point $d \in S(0, 1)$.

Thus, the function $h$ could lose its continuity at these types of direction points. \(\square\)

**Remarks:**

- There is some intersection between case-2 type and case-3 type discontinuities in Lemma A.1.

- Note that, the case-3 type discontinuity in Lemma A.1 has been included just for the sake of theoretical completeness. For Lyapunov candidates (corresponding to the globally asymptotically stable equilibrium point) under consideration, it is extremely unlikely that the function $h$ defined on them will have a case-3 type discontinuity at some direction point $d \in S(0, 1)$.

- Following lemma roughly says that: if the function $h$, defined on a Lyapunov candidate corresponding to the globally asymptotically stable equilibrium

\(^6\)Refer Example 6.1.
point, has a case-2 type discontinuity at some \( \mathbf{d} \in S(0,1) \), and this discontinuity at the direction point \( \mathbf{d} \) is not a case-3 type discontinuity; then the function \( h \) is lower semi-continuous at \( \mathbf{d} \in S(0,1) \).

**Lemma A.2.** Consider the function \( h : S(0,1) \rightarrow \mathbb{R} \cup \{\infty\} \) defined on a Lyapunov candidate corresponding to the globally asymptotically stable equilibrium point \( \mathbf{x}^* \). Let \( \mathbf{d} \in S(0,1) \) be a direction point for which the corresponding point \( z_{d_n} \) is an inflection point of one variable function \( V | \{ \mathbf{x}^* + \gamma \mathbf{d} | \gamma \geq 0 \} \). Suppose for every sequence of direction point \( \{ \mathbf{d}_n \} \) converging to \( \mathbf{d} \), the limit: \( \lim_{n \to \infty} z_{d_n} \) exists. Then, the function \( h \) is lower semi-continuous at \( \mathbf{d} \in S(0,1) \).

**Proof.** Consider an arbitrary sequence of direction points \( \mathbf{d}_n \in S(0,1) \) converging to \( \mathbf{d} \). Let us denote \( \lim_{n \to \infty} z_{d_n} \) by \( y_{(\mathbf{d}, \{ \mathbf{d}_n \})} \) (with direction \( \mathbf{d} \) and sequence \( \{ \mathbf{d}_n \} \) as a subscript). As Lyapunov candidate \( V \) is continuously differentiable,

\[
(A.2) \quad \langle V(y_{(\mathbf{d}, \{ \mathbf{d}_n \})}), \mathbf{d} \rangle = \lim_{n \to \infty} \langle V(z_{d_n}), \mathbf{d}_n \rangle = 0.
\]

Now by definition of the \( h \) function, \( \| \mathbf{z}_d - \mathbf{x}^* \| \leq \| y_{(\mathbf{d}, \{ \mathbf{d}_n \})} - \mathbf{x}^* \| \). Same argument can be made for every sequence of direction points converging to \( \mathbf{d} \). Therefore, the function \( h \) is lower semi-continuous at the direction point \( \mathbf{d} \).
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