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Abstract

Deep neural network models are used today in various applications of artificial intelligence, the strengthening of which, in the face of adversarial attacks is of particular importance. An appropriate solution to adversarial attacks is adversarial training, which reaches a trade-off between robustness and generalization. This paper introduces a novel framework (Layer Sustainability Analysis (LSA)) for the analysis of layer vulnerability in an arbitrary neural network in the scenario of adversarial attacks. LSA can be a helpful toolkit to assess deep neural networks and to extend the adversarial training approaches towards improving the sustainability of model layers via layer monitoring and analysis. The LSA framework identifies a list of Most Vulnerable Layers (MVL list) of the given network. The relative error, as a comparison measure, is used to evaluate representation sustainability of each layer against adversarial inputs. The proposed approach for obtaining robust neural networks to fend off adversarial attacks is based on a layer-wise regularization (LR) over LSA proposal(s) for adversarial training (AT); i.e. the AT-LR procedure. AT-LR could be used with any benchmark adversarial attack to reduce the vulnerability of network layers and to improve conventional adversarial training approaches. The proposed idea performs well theoretically and experimentally for state-of-the-art multilayer perceptron and convolutional neural network architectures. Compared with the AT-LR and its corresponding base adversarial training, the classification accuracy of more significant perturbations increased by 16.35%, 21.79%, and 10.730% on Moon, MNIST, and CIFAR-10 benchmark datasets, respectively. The LSA framework is available and published at https://github.com/khalooei/LSA.
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1 Introduction

Deep Neural Networks (DNNs) have thus far achieved great success in various fields and tasks of artificial intelligence, including computer vision, speech processing, natural language processing, and time-series analysis [1–4]. With the popularity of DNN tools in different tasks of human life, they are required to pass certain standardization milestones. It has been demonstrated that small targeted changes in DNNs’ inputs, called perturbations, can easily fool DNNs, exposing them to vulnerabilities. It should be noted that these slight changes are different from usual statistical noises and are near the worst-case scenario for perturbations in adversarial cases [5,6]. Schedey et al. [5] called these perturbed inputs Adversarial examples. Goodfellow et al. [6] further elaborated on the concept of adversarial example, bringing theoretical explanation alongside experimental analysis to substantiate the presence of adversarial examples. Several other works have also divulged vulnerabilities of DNNs in different conditions; a White-Box for example is when the attacker has completed access to the model parameters and architecture, while a Black-Box is one where the attacker does not have access to the model parameters or architecture [7]; there are adversarial attacks in which the adversarial example is obtained in a single step using a gradient signal, while others use multi-step guidelines for creating adversarial examples [8]. An adversarial example is obtained by limiting the amount of perturbation or defining the parameters of the transformation attack [9].

In response to such adversarial attacks, measures have been taken to design high-adequacy classifiers for different attack scenarios [6,8,10–16]. Empirical risk minimization, in this line, has been more successful at finding a classifier model with a small error, but it does not provide model robustness [17]. There is currently a challenge in finding a proper method for analyzing the behavior of a neural network and determining the most effective defense approach against adversarial attacks and state-of-the-art attacks. Exercising on the transformation, refinement, and reconstruction of inputs would be a way to attain greater robustness [13]. Likewise, certain adversarial example detection strategies concentrate on disentangling clean and malicious inputs as a pre-active method [18,19]. Optimization-based approaches intuitively train the network by optimizing the network parameters to resist the worst-case example inside the predefined boundary [8,20]. Adversarial training (AT) is essentially a method of increasing robustness by modeling and solving an optimization problem.

Using an ensemble of popular adversarial attack approaches is one way of enhancing the robustness of adversarially trained models [21]. Baseline adversarial training approaches exploit the knowledge embedded in the adversarially
perturbed inputs [22]. However, most of the attention in the mentioned works is on the loss function, apart from recent researches on the middle layers as complement to the loss function [23–25]. In contrast to adversarial model robustness, layer-wise ideas aim to move perturbation findings from the input layer into the middle layer in order to enhance the generic model's robustness. However, they need to change the architecture and learning process to accommodate their approach, which is more time-consuming.

This work proposes a framework for assessing the representation outputs of neural network layers called Layer Sustainability Analysis (LSA), which attempts to evaluate neural network vulnerability behaviors in order to reduce layer vulnerability based on adversarial training guidelines. The LSA framework procures a list of Most Vulnerable Layers called the LSA MVL list or LSA proposals. Each LSA proposal can participate in an Adversarial Training (AT)-based procedure named Layer-wise Regularized (LR) or AT-LR procedure. LSA improves our explainatory competence of the sustainability of each layer in the network against input perturbations. Using AT-LR along with related ideas makes the model more stable and robust compared to the standard one. Furthermore, experiments on the benchmark datasets confirm that the proposed technique could be a good solution for layer-wise analysis of DNNs and improve adversarial training approaches. The main contributions of this paper can thus be summarized along these lines:

- The layer sustainability analysis (LSA) framework is introduced to evaluate the behavior of layer-level representations of DNNs in dealing with network input perturbations using Lipschitz theoretical concepts.
- A layer-wise regularized adversarial training (AT-LR) approach significantly improves the generalization and robustness of different deep neural network architectures for significant perturbations while reducing layer-level vulnerabilities.
- AT-LR loss landscapes for each LSA MVL proposal can interpret layer importance for different layers, which is an intriguing aspect.

The organization of this paper is as follows; Section 2 reviews preliminaries and related works. Section 3 and 4 describe the proposed method and experimental results; and finally, Section 5 presents conclusions and future works.

2 Related Works

This section briefly covers the main ideas in recent adversarial training based approaches. In terms of learning a robust model, many efforts come to deal with the problem of adversarial examples. And so, the following will first
Present a definition of adversarial example and adversarial attack then go further into the concepts of adversarial defense and adversarial training and their extensions as efficient defense measures.

Simply explained, any perturbed sample that fools neural network models using imperceptible perturbations for humans are considered adversarial examples. To obtain adversarial examples, Goodfellow et al. [6] proposed an optimization problem by introducing a straightforward gradient-based process called the Fast Gradient Sign Method (FGSM); where if \( x, \hat{x} \) and \( \varepsilon \) represent input sample, corresponding adversarial example, and perturbation rate for a specific classifier model \( F \), a simple constraint \( \| \hat{x} - x \|_{\infty} \leq \varepsilon \) can be used to restrict the adversarial example \( \hat{x} \) over \( L_{\infty} \) ball and maximize the loss function \( J(\theta, \hat{x}, y) \) to fool DNNs through FGSM pipeline as formulated in equation (1):

\[
\hat{x} = x + \varepsilon \cdot \text{sign}(\nabla_{x}J(\theta, x, y)),
\]

where \( \text{sign}(\cdot) \) and \( \nabla_{x}J(\theta, x, y) \) denote the signum function and the gradient of the loss function of classification model \( F \) with parameters \( \theta \) for input \( x \) and its corresponding label \( y \). Kurakin et al. [26] introduced the iterative version of FGSM to obtain a proper adversarial example in a multi-step method. By oscilating and moving in the infinity norm bound on all dimensions along with the gradient ascent direction, each data point which fools the classifier is considered an adversarial example. Madry et al. [8] provided a multi-step approach called Projected Gradient Descent (PGD), where it proceeded several steps to obtain the adversarial example. The main challenge in this regard is to solve the optimization problem in equation (2) and find the best malicious or adversarial samples \( \hat{x} \).

\[
\hat{x} = \max_{x' \in B(x, \varepsilon)} J(\theta, x', y),
\]

The \( B \) function refers to the bounded space where the attacker restricts its diversity and may relate to parameters like perturbation rate \( \varepsilon \) as mentioned in [6] or transformation attack parameters as discussed in [9]. Croce and Hein [27] on the other hand have concentrated on the steps of the PGD attack Auto-PGD (APGD). They partitioned whole steps into two phases; an exploration phase finds a feasible set for an initial proper sample point, and an exploitation phase provides an effective adversarial example. This partitioning progressively and automatically reduces the step size in an optimization process. When the rise in the significance of the objective is sufficiently fast, the step size is deemed reasonable; otherwise, the size needs to be reduced. To demonstrate the existence of adversarial examples, authors of [12, 28, 29] interpreted that they are likely due to computational hardness.

Adversarial defense techniques primarily attempt to hold off different gradient-based or non-gradient-based accesses (styles of attack). Some of these concentrate on the training phase as a pre-active solution [6, 8, 37–40, 14, 30–36], and others work in the inference phase as a proactive solution [17, 41, 50, 51, 42–49]. Others like Fawzi et al. [52]
have pursued robustness bounds concentration using the smooth generative model to place an upper bound on robustness.

Adversarial training (AT) is the name indicated for constituting robustness in the setting of an optimization problem, formulated in equation (3):

\[
\min \mathbb{E}_{(x,y) \sim \mathcal{D}} \left\{ \max_{\hat{x} \in B(x,z)} J(\theta, \hat{x}, y) \right\},
\]  

Goodfellow et al. [6] indicated that training with an attack-specific adversarial loss function, such as the FGSM, could affect the primary loss function and improve its robustness. They denoted their extension as equation (4):

\[
J_{\text{FGSM}}(\theta, x, y) = \delta J(\theta, x, y) + (1 - \delta) \left( \theta, x + \epsilon \cdot \text{sign}(\nabla_x J(\theta, x, y)), y \right),
\]

where \( J \) is the adversarial training objective function belonging to the FGSM attack, and \( \delta \) is a parameter of a linear combination for each regularization term. Madry et al. [8] rephrase equation (3) with the definition of population risk by incorporating a projected gradient-based adversary titled PGD adversarial training, correspondent with the proposed AT-PGD terminology in this paper. They proposed a saddle point problem (equation (5)) as the composition of an inner maximization and an outer minimization problem.

\[
\min_{\theta} \rho(\theta) \quad \text{s.t.} \quad \rho(\theta) = \mathbb{E}_{(x,y) \sim \mathcal{D}} \left\{ \max_{\hat{x} \in B(x,z)} J(\theta, \hat{x}, y) \right\},
\]

where \( J, \theta \) and \( \hat{x} \) are in respective order, the objective function of the problem, the model parameters, and the adversarial examples (corresponding to input sample \( x \)). Each adversarial example \( \hat{x} \) is restricted by a bound \( B \) with radius \( \epsilon \). The inner attack problem is set to find a high objective function value for determining an adversarial edition of the given data point. In contrast, the outer minimization problem seeks to minimize the adversarial loss rising from the inner attack problem. Wong and Kolter [53] supplied a guarantee over a deep ReLU based classifier against any norm-bounded variation of inputs. They provided an adversarial polytope as a convex outer bound for a set of last layer activation maps, introducing a provable robust deep classifier which works by computing a feasible dual optimization problem solution. Other works have also considered a lagrangian penalty formulation for their optimization problem [27,37,54–56].

Adversarial training effectively robustifies models but decreases accuracies over clean samples [57]. It also suffers from the problem of overfitting to adversarial samples used in training procedures, as discussed in more detail in [58–60]. A theoretical principled trade-off was introduced by Zhang et al. [32] between robustness and accuracy; i.e. the TRADE adversarial training approach (TRadeoff-inspired Adversarial DEfense via Surrogate-loss minimization).
Their approach worked through pushing the decision boundary of the classifier away from the sample by minimizing the comparison measure between the prediction values for clean sample $f(x)$ and adversarial example $f(\tilde{x})$ as shown below:

$$\min_{f} \mathbb{E}_{(x,y) \sim \mathcal{D}} \left\{ L(f(x), y) + \lambda \max_{\tilde{x} \in \mathcal{B}(x,\epsilon)} L(f(x), f(\tilde{x})) \right\},$$

(6)

where $\lambda$ is a coefficient indicating the rigidity and strength of regularization and plays a crucial role in balancing the importance of clean and robust errors. Also, the loss function $L$ in the first and second terms of the objective function of equation (6) indicate cross-entropy and classification-calibrated loss, respectively. As denoted in [32], the TRADE adversarial training (AT-TRADE) method surpasses PGD adversarial training in terms of accuracy. Wong et al. [61] demonstrated that AT-FGSM could fail due to catastrophic overfitting and introduced a similar approach for random initialization in FGSM attack. Their approach is denoted as a fast adversarial training (AT-FAST) method that is as efficient as AT-PGD. This being so, Andriushchenko and Flammarion [62] identified certain shortcomings of AT-FAST in catastrophic overfitting and zero-initialized perturbations.

Adversarial training on the middle layer was also proposed from a different point of view by Sabour et al. [23], who showed that representations of each layer in DNNs can slightly manipulate and change the classifier's decision. They focused on the internal layer of DNN representations to obtain a novel type of adversarial examples that differs from other conventional adversarial attacks, as shown in equation (7).

$$\hat{x} = \arg \min_{\hat{x}} \| \phi_k(x) - \phi_k(x_g) \|_2^2 \quad s.t. \quad \| x - x_s \|_\infty < \epsilon,$$

(7)

where $\phi_k$ and $x_s$ are the representation of layer $k$ and source input sample, respectively and, $x_g$ denotes a target or guide sample. In addition, $\hat{x}$ is a close sample to the source sample $x_s$. The constraint on the distance between $\hat{x}$ and $x_s$ is formulated in terms of the $l_\infty$ norm to restrict adversarial example $\hat{x}$ to the $\epsilon$-based bound. Chen and Zhang in [25] proposed a layer-wise approach and concentrated on layer adversarial perturbations acquainted in middle layers. They implemented layer-wise adversarial training for all layers, which is much time-consuming due to adversarial training for each layer through the training process. Sankaranarayanan et al. [24] attempted to regularize DNN by perturbing middle layer activations. They observed that adversarial perturbations generalize across different samples for hidden layer activations. Their observation devises an efficient regularization approach to help the training of very deep architectures. Albeit, the proposed method was inferior to dropout generalization but succeeded in enhancing adversarial robustness. These extensions of adversarial training are still in progress, to achieve as much robustness
as possible. It is worth noting that the analytical point of view for choosing layers in layer-wise approaches is essential. With this background, the following sections will introduce theoretical and practical approaches in analyzing the neural network model and choosing a critical layer for the adversarial training approach.

3 Proposed method

This section explains the proposed LSA framework and highlights Layer-wise Regularized (LR) adversarial training contributions over LSA proposals. First, a layer-wise sustainability analysis framework is described. Then, an LR adversarial training (AT-LR) methodology is presented to deal with the vulnerabilities of neural network layers.

3.1 Layer Sustainability Analysis (LSA) framework

Sustainability and vulnerability in different domains have many definitions. In our case, the focus is on certain vulnerabilities that fool deep learning models in the feed-forward propagation approach. Our main concentration is therefore on the analysis of forwarding vulnerability effects of deep neural networks in the adversarial domain. Analyzing the vulnerabilities of deep neural networks helps better understand different behaviors in dealing with input perturbations in order to attain more robust and sustainable models. One of the fundamental mathematical concepts that comes to mind in the sustainability analysis approach is Lipchitz continuity which grants deeper insight into the sustainability analysis of neural network models by approaching LR from the Lipschitz continuity perspective. Let $F$ be a function that satisfies the Lipschitz condition in the variable $X$. For any such $F$, assume a constant $\psi > 0$ as the smallest number which satisfies the following inequality:

$$
\|F(x_1) - F(x_2)\| \leq \psi \|x_1 - x_2\| \quad \text{s. t. } x_1, x_2 \subset X.
$$

(8)

The smallest $\psi$ is the best Lipschitz constant. It means that, when two inputs $x_1$ and $x_2$ differ slightly, the difference between their corresponding outputs of $F$ is also small. The functionality of inequality (8) can be applied to any layer in a neural network. For this, we may replace $F$ by $\phi_l$ where $\phi_l(x_1)$ and $\phi_l(x_2)$ are the output representation tensor of layer $l$ for network input samples $x_1$ and $x_2$, respectively. Therefore, inequality (8) can be redefined as

$$
\|\phi_l(x_1) - \phi_l(x_2)\| \leq \psi \|x_1 - x_2\|. 
$$

(9)

If $x_1$ is a clean sample $x$ and $x_2$ is its corresponding adversarial example $\hat{x}$, inequality (9) can be rewritten as

$$
\|\phi_l(x) - \phi_l(\hat{x})\| \leq \psi \|x - \hat{x}\|. 
$$

(10)
Algorithm 1. Algorithm to find the most vulnerable layers in the layer sustainability analysis (LSA) framework

**Input**: Output representation tensors $\phi_l(x)$ and $\phi_l(\tilde{x})$ of layer $l$ for clean input $x$ and the corresponding perturbed sample $\tilde{x}$

**Output**: list of most vulnerable layers

**Algorithm steps:**

1. `LSA_MVL_list = []`
2. for $l$ in range($0, Ly$)
3. if $\left( CM\left(\phi_l(x), \phi_l(\tilde{x})\right) - \mu \right) > \eta \sigma$
4. `LSA_MVL_list.append(l)`
5. `LSA_MVL_list = sort(LSA_MVL_list)`

Inequality (10) implies that if two similar inputs (clean and its corresponding perturbed one) are fed to the neural network, the representation tensor $\phi_l(\cdot)$ of each layer of neural network corresponding to clean and perturbed inputs must also be similar. The following equations are based on inequality (10) to determine the vulnerability effects of the neural network layers and prepare some indicators to identify vulnerable layers and analyze the response of the layers.

\[
CM(\phi_l(x), \phi_l(\tilde{x})) = \frac{\|\phi_l(x) - \phi_l(\tilde{x})\|_F}{\|\phi_l(x)\|_F}
\]  

where $CM$ denotes the comparison measure as a relative error between two representation tensors $\phi_l(x)$ and $\phi_l(\tilde{x})$ of layer $l$ in the network architecture. The LSA framework then assesses the output representation tensor of each layer and to distinguish the vulnerable layer, parameters average $\mu$ and standard deviation $\sigma$ are calculated using the comparison measure of each layer as shown in equation (12), and are used in Algorithm 1 to find the most vulnerable layers.

\[
\mu = \frac{1}{M \times Ly} \sum_{m=0}^{M-1} \sum_{l=0}^{Ly-1} CM(\phi_l(x_m), \phi_l(\tilde{x}_m)),
\]

\[
\sigma = \sqrt{\frac{1}{M \times Ly} \sum_{m=0}^{M-1} \sum_{l=0}^{Ly-1} \left( CM(\phi_l(x_m), \phi_l(\tilde{x}_m)) - \mu \right)^2},
\]

where $Ly$ is the number of learnable layers—learnable layer meaning any layer which has weights, such as learnable convolutional or fully connected layers. Moreover, $M$ is the number of randomly selected samples in the training set.
and is chosen to be much less than the total number of training samples to decrease the computation time. In Algorithm 1, the combined parameter $\eta$ represents cut-off threshold for parameters that are set for the detection of vulnerability, which is crucial to determining vulnerable layers in different networks.

After obtaining the most vulnerable layer proposals (MVL list), each proper MVL proposal is selected to be used in the LR adversarial training (AT-LR). One primary strength of the proposed approach is its ability to reduce the vulnerability of layers. Finding more vulnerable layers has a significant impact on the durability of layers and the generalization and robustness of the network. To demonstrate this, Section 4 conducts several experiments on different model architectures and scenarios in order to consolidate the following Algorithm 2 for the proposed layer sustainability analysis (LSA) framework.

**Algorithm 2.** Layer sustainability analysis (LSA) framework's algorithm

| Algorithm 2 | Layer Sustainability Analysis (LSA) framework |
|-------------|-----------------------------------------------|
| **Input:**  | model $m$, train data $D_{train}$, test data $D_{test}$, attack method and its parameters |
| **Output:** | list of vulnerable layers |

**Algorithm steps:**

1. Standard training of model $m$ using $D_{train}$ samples
2. Execute attack on the trained model $m$ and obtain adversarial examples by perturbing $D_{test}$ samples
3. Run Algorithm 1 and tune the proper cut-off threshold $\eta$ of Algorithm 1 to find out the MVL list
4. Return the MVL list of Algorithm 1

**Fig. 1** illustrates the LSA algorithm diagram for layerwise analysis of neural networks. As depicted in **Fig. 1**, the clean and perturbed input data pass through the trained network in the LSA framework. LSA assesses the output representation tensors of each layer corresponding to the network clean and perturbed input samples using Algorithm 1. Layer sustainability analysis for clean and corresponding adversarial input can detect traces of vulnerability through the network layers.

VGG [63] network architecture is used in **Fig. 2** only as an illustration of the different layers' behavior and the corresponding LSA measure values. **Fig. 2** illustrates the LSA results for all network layers and shows that the comparison measure value fluctuation curves for different statistical and adversarial perturbations are similar.
Fig. 1. Diagram of the Layer Sustainability Analysis (LSA) framework

Note that some layers are more vulnerable than others. In other words, some layers are able to sustain disruptions and focus on vital features, while others are not. Each layer in Fig. 2 is related to any of learnable convolutional or fully connected layers.

Fig. 2. Comparison measure values for corresponding layers of the VGG network in the proposed LSA framework
The next section explains the proposed methodology for controlling vulnerabilities by inducing a regularization term defined in the neural network optimization phase of the loss function.

### 3.1.1 Layer-wise Regularized Adversarial Training (AT-LR)

One of the incentives of introducing regularization terms in the loss function of deep neural networks is to restrict certain effective parameters. Researchers have attempted to discover effective parameters in several ways, but most approaches are not applicable to all networks. This paper presents a new approach to perform an effective sensitivity analysis of different middle layers of a neural network and administer the vulnerability in the loss function. The loss function of the network can be improved by including such regularization terms to reduce the vulnerability of middle layers. As observed in equations (13) and (14), the proposed LR term is added in order to define an extension on base adversarial training through an inner maximization and outer minimization optimization problem.

\[
\hat{x} = \arg \max_{x \in B(x, \epsilon)} J(\theta, Z, y),
\]

\[
\min_{x \in B(x, \epsilon)} \mathbb{E}_{(x,y) \sim D} [J(\theta, \hat{x}, y) + LR(\theta, x, \hat{x}, y)],
\]

where \(B(x, \epsilon)\) is a ball around sample point \(x\) with \(\epsilon\) as its radius. Moreover, LR uses base network weights \(\theta\), input sample \(x\) and corresponding label \(y\) and its related adversarial example \(\hat{x}\)—which is prepared in an adversarial attack approach. Although two different adversarial attacks can be used for the first and the second terms of the minimization problem (14), however for simplicity, the same adversarial attack obtained from equation (13), i.e. \(\hat{x}\), is utilized. Also, any benchmark adversarial training approach can be embedded in the LR adversarial training (AT-LR). To introduce our AT-LR loss, related comparison measure assessment steps are used as mentioned in the LSA framework. As discussed before, in Algorithm 2, the comparison measure is calculated for each of the most vulnerable layers listed in LSA MVL list. Equation (15) is defined as a combined regularization term based on equation 13 to deal with the vulnerability of each vulnerable LSA proposal:

\[
LR(\theta, x, \hat{x}, y) = \sum_{l \in \mathcal{M}} \gamma_l CM(\phi_l(x), \phi_l(\hat{x})),
\]

where \(\mathcal{M}\) is the MVL list obtained from Algorithm 2, and \(\gamma_l\) is the constant parameter for each layer \(l\). Algorithm 3 determines the outline of the AT-LR adversarial training procedure. As mentioned earlier, an adversarial example \(\hat{x}\) is provided from any adversarial attack approach (such as FGSM, PGD, FAST, APGD, etc.). The critical point of this approach is based on the main steps of LSA in Algorithm 2. With this idea, differences in representation tensors of
layers are reduced while the clean sample and its perturbed version with a slight variation are fed into the neural network, inducing reductions in the Lipschitz constant. The process also improves generalization and robustness simultaneously.

Algorithm 3 Layer-wise Regularized adversarial training (AT-LR) algorithm

**Input:** X as inputs, Y as the corresponding targets, $F_\theta$ as a model with parameters $\theta$, an LSA MVL list from Algorithm 2

**Output:** a robust model (based on AT-LR approach)

**Algorithm steps:**

1. Initialize $\theta$
2. for epoch = 1 … N do
3. for minibatch $(x, y) \subset (X, Y)$ do
4. $\hat{x} \leftarrow$ AdversarialAttack($F_\theta, x, y$)
5. $\theta \leftarrow \min \{ J(\theta, \hat{x}, y) + LR(\theta, x, \hat{x}, y) \}$
6. end for
7. end for

The next section covers experiments to demonstrate the aforementioned proposed ideas.

### 4 Evaluation

This section provides an experimental analytical perspective on the proposed LSA framework and the LR adversarial training approach named AT-LR. The acronym AT-FGSM-LR denotes regularized adversarial training with the FGSM approach. In the following experiments, we cover different adversarial training approaches like AT-PGD [8], AT-TRADE [32], AT-FAST [61], and AT-APGD [27]. Experimental setup configurations are also discussed, with further reports and ablation studies on experiments and their analysis.

#### 4.1 Experimental setup

A diverse set of configurations were used in the following experiments to test different analytical perspectives. The benchmark datasets, network architectures, perturbations, and scenarios used in the experiments are described below.
4.1.1 Dataset description

To determine the effectiveness and feasibility of the proposed framework, three widely used datasets, including Moon [64], MNIST [65], and CIFAR-10 [66], which are commonly used to examine the performance of different approaches, were used. The moon dataset consists of 2D features that visualize two interleaving half-circles generated by the Scikit-learn popular python library [67]. A view of the Moon dataset is illustrated in Fig. 3 (a). The MNIST dataset comprises 28×28 black and white images (one channel) of handwritten digits. It contains 60000 and 10000 training and test samples, respectively (Fig. 3 (b)). The MNIST classes are denoted as a label of each handwritten digit from zero to nine (10 categories). The CIFAR-10 consists of 32×32 color images (three channel), with 60000 and 10000 samples for training and test divisions, respectively. The CIFAR-10 classes include images of airplanes, trucks, automobiles, ships, birds, deer, dogs, cats, frogs, and horses (Fig. 3 (c)).

Fig. 3. Screenshot of evaluation datasets used for the proposed experiments including (a): Moon [64], (b): MNIST [65] and (c): CIFAR-10 [66]

4.1.2 Neural network architecture characteristics

In the setting of neural network architecture usage, four models with different architectures named models A, B, C, and D are used to demonstrate the generality of usage. Table 1 provides detailed information on the architectures. Model A is a simple multilayer perceptron (MLP) architecture used for toy classification problems on the Moon dataset. An Adam optimizer for model A with a learning rate of 0.001 is used to solve its optimization problem. Model B is a convolutional neural network (CNN) for the MNIST dataset, which also employs an Adam optimizer with a learning rate of 0.001. Moreover, the VGG-19 [63] as model C was used to show its wide usage for benchmark neural networks on the CIFAR-10 dataset. Finally, WideResNet [68] architecture as model D is used for wide CNN architectures on the CIFAR-10 dataset. Again, an Adam optimizer was employed for model D with a learning rate of 0.003. The proposed LSA framework could be applied to any neural network architecture with no limitations, and the
aforementioned architectures A, B, C, and D in the experiments were used to provide the possibility for reproducibility of the experiments and results.

| Model  | Architecture                                      |
|--------|--------------------------------------------------|
| Model A| $linear(100) \Rightarrow ELU \Rightarrow linear(100) \Rightarrow ELU \Rightarrow linear(100) \Rightarrow ELU \Rightarrow linear(1)$ |
| Model B| $Conv2D(16, (5 \times 5)) \Rightarrow ReLU() \Rightarrow Conv2D(32, (5 \times 5)) \Rightarrow ReLU() \Rightarrow MaxPool2D(2,2)$  
                       $\Rightarrow Conv2D(64, (5 \times 5)) \Rightarrow ReLU() \Rightarrow MaxPool2D(2,2) \Rightarrow linear(100) \Rightarrow ReLU() \Rightarrow linear(10)$ |
| Model C| VGG-19 architecture [63]                          |
| Model D| WideResNet [68]                                  |

4.1.3 Perturbation characteristics

In the sustainability analysis scenario, the projected gradient descent (PGD) attack with $L_{\infty}$ norm was used. In the noisy situation of LSA’s experiments, a normal Gaussian noise $N(0,1)$ and other benchmark statistical noises such as Salt, Pepper and Speckel with their default parameters are used. FGSM, PGD, TRADE, FAST, and APGD adversarial attacks were applied for different aspects of our evaluations. The characteristics of the perturbations added to the samples in each dataset are explained as follows. In the toy example model A on Moon dataset, AT-FGSM was used for pure adversarial training setup, with evaluation perturbation rate set from $\varepsilon = 0.1$ up to $\varepsilon = 0.3$, the batch size set to 128, and 100 epochs for the adversarial training setup with $\varepsilon = 0.3$. Also, in experiments using model B on MNIST dataset, the evaluation perturbation rate was set from $\varepsilon = 0.1$ up to $\varepsilon = 0.3$, the batch size set at 128, and 100 epochs were passed for the adversarial training setup with $\varepsilon = 0.3$. Furthermore, in CIFAR-10 experiments on models C and D, the perturbation rate was set at $\varepsilon = 8/255$, 128 for batch size, and 150 epochs were passed for the adversarial training process. In addition, iterative white-box attacks were applied with seven iterations to evaluate the robust error in PGD evaluations with 0.005 step size.

4.1.4 Implementation characteristics

The implementation of the proposed framework and conduction of all experiments were carried out using PyTorch [69] library version 1.10, which allows quick manipulation of the low-level changes in neural network architectures and loss functions. Evaluations were done using NVIDIA 1080 Ti, RTX 2060 Ti, and RTX 2080 Ti graphical processors. The Scikit-learn version used was 1.02. The next section attempts to evaluate the proposed ideas and extend on experiments to evaluate different models on different datasets.
4.2 Experiments and results

In this section, the LSA framework (Section 3.1) is used to evaluate different network architectures with different adversarial training approaches and expose vulnerable layers. Section 4.2.1 demonstrates vulnerability feed-forward behaviors at the learnable layer level of neural networks. Section 4.2.2 instructs on the proposed methodology for decreasing layer vulnerability using the results of Section 4.2.1 as the most vulnerable layer in AT-LR adversarial training.

4.2.1 Evaluations of Layer Sustainability Analysis (LSA) framework

This section explains certain experiments conducted to evaluate the sustainability of each layer in a given neural network, using the Layer Sustainability Analysis (LSA) framework. The theoretical background for the LSA framework is defined in Section 3.1. As evident from Fig. 1, clean and corresponding perturbed samples are fed into each trained model. Behaviors of different model layers are first evaluated for each model architecture, using statistical perturbations followed by adversarial perturbations over the corresponding input sample. Benchmark statistical perturbations such as Gaussian, Salt, Pepper, and Speckle alongside adversarial perturbations are also used in the experiments. The identification of vulnerable layers is carried out by evaluating comparison measure (relative error) values based on Algorithm 2. The output of the LSA framework is a sorted list of the most vulnerable learnable layer numbers or an LSA MVL list. The LSA MVL list is then used in adversarial training in the next step of the AT-LR procedure, as evaluated in Section 4.2.2.

The obtained results from the LSA framework for different models, defined in Section 4.1.2, are depicted in Fig. 4. The figure illustrates comparison measure values for representation tensors of layers, during which a trained model is fed both clean and corresponding adversarially or statistically perturbed samples. Fluctuation patterns of comparison measure values for each layer in the model also demonstrate the difference in layer behaviors for clean and corresponding perturbed input. As seen in different model architectures, adversarial perturbations are more potent and have higher comparison measure values than statistical ones. In fact, as the literature shows that adversarial attacks are near the worst-case perturbations. However, the relative error of PGD-based adversarial attacks is much higher than that of FGSM adversarial attacks in all experiments. Salt and Gaussian statistical perturbation (noise) also have a much higher relative error value than the other statistical perturbations. Fig. 4.a and Algorithm 1 demonstrate that learnable layer 2 is considered a vulnerable layer for architecture model A due to its higher relative error for the
representation tensor of each corresponding network layer for clean and perturbed inputs, as opposed to other layers. **Fig. 4.b**, **Fig. 4.c**, and **Fig. 4.d**, apply Algorithm 1 to architecture B, C, and D, indicating learnable layers 2, 0, and 1 as the most vulnerable learnable layers with a high relative error, respectively.

**Fig. 4.** Comparison measure values (relative error) of the LSA for statistical and adversarial perturbations on different normally trained models.

LSA results for a) model A, b) model B, c) model C, d) model D
Identifying vulnerable layers helps us to delve into interpreting behaviors of layers in the neural network models. Fig. 4 depicts such a case of inputs with corresponding perturbed versions, where the perturbation is not perceptible and does not have the identical feed-forward propagation representations in each output learnable representation layers.

4.2.2 Layer-wise Regularized Adversarial Training based on vulnerable layers identified by LSA

As explained in section 3.1, after using LSA to find the most vulnerable layers, proper layers were picked out as an MVL list for the LR adversarial training, named AT-LR, to achieve a more generalized and robust model. In addition, the association of each MVL proposal is indicated by appending their layer id number at the end of its model's name (e.g., AT-PGD-LR-L2 means the PGD adversarial training with the layer-wise regularized loss function for learnable layer number 2). Fig. 5 illustrates the LSA results of AT-LR adversarially trained models for corresponding models in Fig. 4. According to architecture A, learnable layer 2 has the highest comparison error and is the first item in the sorted LSA MVL list. Also, the TRADE adversarial training achieves a higher classification accuracy in much more significant perturbations than FGSM, PGD, and FAST. For architecture A, choosing the most vulnerable learnable layer 2 may result in a better model with the best AT-LR adversarial training approach. As illustrated in Fig. 5.a, the model AT-TRADE-LR-L2 achieves better accuracy and is able to deal with many more significant perturbations than other similar models when applied to architecture A. Following Fig. 4.b, the learnable layer 0 has the most significant relative error, and so, is used in AT-LR as depicted in the experiment of model B. Fig. 5.b represents the LSA framework results for normal, AT-FGSM, AT-PGD, AT-TRADE, AT-FAST, AT-APGD, along with layer-wise regularized versions such as AT-FGSM-LR-L0, AT-PGD-LR-L0, AT-TRADE-LR-L0, AT-FAST-LR-L0, AT-APGD-LR-L0. The figure demonstrates that AT-APGD-LR-L0, or the adversarially trained model through AGPD adversarial attack via regularized vulnerable learnable layer 0, could be a suitable extension on its pure adversarial training method that is more robust. The figure also exemplifies that the relative error of learnable layer 0 in AT-APGD-LR-L0 is very low, meaning that the proposed AT-LR approach has successfully enforced that layer to control its values. It is worth mentioning that near-related layers have lower values than their corresponding relative error in the standard version of the adversarial training approach. Learnable layer 0, as demonstrated, has a much lower relative error in Fig. 5.a, while AT-LR performs more efficiently in dealing with the perturbations. The LSA
results for normal, adversarial training and AT-LR adversarially trained VGG-19 (model C), and WideResNet (model D) are depicted in Fig. 4.a and Fig. 4.b, respectively. Therefore, the corresponding usage of AT-LR for model C and D is done for Learnable layer 1 in both architectures, which is the vulnerable layer as depicted in Fig. 5.c and Fig. 5.d, respectively.

Fig. 5. Comparison measure values (relative error) of the LSA for statistical and adversarial perturbations on different normally trained models. 

a) LSA results for model A, b) LSA results for model B, C) LSA results for model C, d) LSA results for model D
Additionally, a measure named robustness and generalization score or R&G score is defined to better evaluate each adversarially trained model over a variety of significant perturbations. Table 2 demonstrates that AT-LR reduces vulnerability, and its trained model is more robust than its normal adversarially trained one for greater perturbation rates and provides a proper generalization and robustness. In addition, a robustness and generalization score, or R&G, was defined to evaluate each adversarially trained model. The performance score value of 505.83 for AT-TRADE-LR-L1 L2 was highest among others, which is also consistent with values in Fig. 4 and Fig. 5. The top-5 values of each column are represented in bold for better readability. As can be seen, the R&G scores for AT-LR models are superior to baseline approaches. AT-FAST-LR-L2 and AT-TRADE-LR-L2 (as AT-LR models) outperform baseline adversarial training approaches by about 14.62% and 28.32% improvement in accuracy (R&G score), respectively. Furthermore, Fig. 6 illustrates the R&G score histogram of Table 2 for architecture A and represents the selection of AT-TRADE-LR-L2 as the appropriate loss function for robustifying architecture model A.

| Training type      | Accuracy of model A against FGSM with different epsilon values |
|--------------------|---------------------------------------------------------------|
|                    | 0   | 0.1  | 0.2  | 0.3  | 0.4  | 0.5  | R&G Score |
| Normal             | 97.07 | 93.63 | 82.5  | 76.83 | 63.79 | 52.35 | 466.17     |
| AT-FGSM            | 95.86 | 91.98 | 87.88 | 81.33 | 70.54 | 58.69 | 486.28     |
| AT-PGD             | 86.5  | 83.89 | 80.87 | 76.61 | 72.57 | 60.02 | 460.46     |
| AT-TRADE           | 96.17 | 93.06 | 85.78 | 74.2  | 68.62 | 59.68 | 477.51     |
| AT-FAST            | 94.32 | 89.72 | 84.91 | 78.35 | 70.18 | 61.65 | 479.25     |
| AT-FGSM-LR-L0      | 92.81 | 90.25 | 85.36 | 80.74 | 68.21 | 58.74 | 476.11     |
| AT-FGSM-LR-L1      | 91.87 | 89.77 | 86.95 | 81.51 | 69.15 | 59.59 | 478.64     |
| AT-FGSM-LR-L2      | 93.98 | 93.01 | 89.12 | 84.01 | 75.15 | 63.25 | 498.52     |
| AT-PGD-LR-L0       | 87.02 | 84.02 | 80.40 | 76.22 | 71.12 | 65.87 | 464.89     |
| AT-PGD-LR-L1       | 86.2  | 82.94 | 79.23 | 75.16 | 70.5  | 65.04 | 459.07     |
| AT-PGD-LR-L2       | 88.78 | 86.93 | 81.25 | 77.01 | 72.81 | 66.58 | 473.36     |
| AT-FAST-LR-L0      | 86.86 | 83.85 | 80.33 | 76.34 | 71.34 | 65.79 | 464.51     |
| AT-FAST-LR-L1      | 87.91 | 85.43 | 82.44 | 77.38 | 70.01 | 62.25 | 465.42     |
| AT-FAST-LR-L2      | 92.91 | 90.31 | 86.26 | 81.53 | 75.09 | 67.65 | 493.75     |
| AT-TRADE-LR-L0     | 86.84 | 82.38 | 80.55 | 76.37 | 71.58 | 64.07 | 461.79     |
| AT-TRADE-LR-L1     | 87.25 | 84.22 | 81.25 | 76.98 | 71.14 | 63.25 | 464.09     |
| AT-TRADE-LR-L2     | 96.67 | 93.2  | 86.56 | 81.25 | 79.5  | 68.65 | 505.83     |

It is important to note that the attack methodology is effective for adversarial training. Further, using a new state-of-the-art benchmark adversarial training approach with our AT-LR scenario might be appropriate for reducing layer vulnerabilities through LSA outputs. The results of experiments for models B, C, and D are presented in Table 3 and Table 4. As evident, the AT-APGD-LR-L1 model on architectures C and D outperforms other related models in
CIFAR-10 with improvements in the magnitudes of 8.52% and 7.55%, respectively. More results of different models are available along with codesheets on Github at https://github.com/khalooei/LSA.

![Fig. 6. Comparison of R&G score results for different loss functions of architecture A on Moon dataset with different training loss functions.](image)

**Table 3.** Evaluation of model B on MNIST dataset with different loss functions against FGSM adversarial attack.

| Training type         | Accuracy of model A against FGSM with different epsilon values | R&G Score |
|-----------------------|----------------------------------------------------------------|-----------|
| Normal                | 98.82 82.1 47.2 17.87 6.96 4.25                                 | 257.2     |
| AT-APGD               | **99.36** 98.54 97.67 96.97 71.72 33.73                        | 497.99    |
| AT-APGD-LR-L0         | 98.97 98.11 97.36 **97.17** 94.6 **55.52**                     | **541.73**|

**Table 4.** Evaluation of models C and D on CIFAR-10 with different loss functions against FGSM adversarial attack.

| Architecture  | Training type | Accuracy of model C and D against FGSM with different epsilon values | R&G Score |
|---------------|---------------|------------------------------------------------------------------|-----------|
| Model C       | Normal        | **90.53** 48.91 43.91 31.5 22.29                                 | 237.14    |
|               | AT-APGD       | 83.68 74.69 72.21 50.04 41.45                                    | 322.07    |
|               | AT-APGD-LR-L1 | 83.55 **75.32** **73.35** **52.36** **46.01**                    | **330.59**|
| Model D       | Normal        | **90.01** 40.01 36.35 22.3 16.2                                     | 204.87    |
|               | AT-APGD       | 82.60 50.12 **47.11** 41.46 40.01                                   | 261.3     |
|               | AT-APGD-LR-L1 | 81.81 **53.21** 48.17 **43.01** **42.65**                        | **268.85**|

The following section discusses relevant analysis of decision boundaries as an intriguing element in the proposed AT-LR method of this paper. The effectiveness of each proposal item of the LSA list for AT-LR adversarial trained models leading to different decision boundaries are illustrated, along with intriguing properties of AT-LR adversarial training on the loss functions, which are valuable in explaining and interpreting the behaviors of neural networks.
4.2.3 Intriguing behaviors of decision boundary on AT-LR approach for each LSA MVL proposal

A toy example that illustrates the different loss landscapes in a two-dimensional view of the decision boundary can be used to evaluate the different aspects of the proposed AT-LR adversarial training loss function based on model A and the 2D Moon dataset. All of the configurations and settings are based on those mentioned in Section 4.1. Also, a specific seed value is used for any randomization functions to attain better reproducibility of results. Fig. 7 shows the TRADE adversarial training (AT-TRADE) decision boundary and other AT-LR trained models based on their learnable layer numbers of all LSA MVL items (further illustrations and results are available at https://github.com/khalooei/LSA). The figure also shows estimated decision boundaries and loss landscapes corresponding to the various loss functions used in the training phase, with an individual sample (shown in yellow) indicated for each decision boundary diagram, as well as its corresponding adversarial sample as shown in red (with FGSM adversarial attack and perturbation rate of 0.3 in \( \ell_p \) bound). Instead of cluttering the decision boundary with clean samples and in order to better visualize 2D presentations, 1000 adversarial sample points are labeled as adversarial points with their corresponding accurate color-codes (brown and green points represent sample points from different classes). Depending on the loss function curvature of the model, different models behave differently and produce different adversarial examples for a given sample point. This demonstrates that using AT-LR for more vulnerable layers identified by the LSA framework ameliorates the decision boundaries. An example of such amelioration can be seen in Fig. 7.d for decision boundaries of vulnerable layer 2 in model A on the Moon dataset (AT-TRAED-LR-L2).

![Decision boundary of adversarial training with different loss functions on Model A.](image)
5 Conclusion and future work

This paper proposed an efficient Layer Sustainability Analysis (LSA) framework based on the Lipschitz theory. Any DNN can take advantage of our proposed framework. Finding the Most Vulnerable Layers (MVL) in a DNN (aka LSA MVL list or MVL proposals) can provide insights into procuring a remedy for different perturbations. To this end, both clean and corresponding perturbed samples were fed to the DNN. For each sample, the layer output representation tensors corresponding to the clean and corresponding perturbed samples were compared and the relative difference between the two representations was used to calculate the level of vulnerability. The investigated layers were exploited in a Layer-wise Regularized Adversarial Training (aka AT-LR) scenario to improve the conventional adversarial training method. As well as assessing general sustainability in the face of a wide array of perturbations, the LSA also provides a better understanding of behavioral outcomes and capabilities. The AT-LR could be used with any benchmark adversarial attack approaches in the LSA framework to reduce the vulnerability of each network layer. Also, the experiments are made a bit fair and valuable by defining a regularization and generalization score called the R&G score. On the Moon and MNIST datasets, AT-TRADE-LR-L2 and AT-APGD-LR-L0 models outperform the other related models with 28.32% and 43.74% R&G score improvement, respectively. In addition, the AT-APGD-LR-L1 model on architectures VGG-19 and WideResNet outperforms the other related models in CIFAR-10 with improvements of 8.52% and 7.55%, respectively. The proposed idea performs well both theoretically and experimentally on benchmark Moon, MNIST, and CIFAR-10 datasets comparable to most of the published works such as AT-TRADE, AT-FAST, and AT-APGD. Incorporating this approach with other related state-of-the-art adversarial defense techniques is a step towards improving robustness and generalization. Future works are encouraged to use different comparison measures with an assessment of the output representation tensor of layers. Alternatively, metric learning approaches or a distributionally robust optimization problem could be applied to the comparison measure as part of the LSA framework. Also, a layer-level interpretation could be improved by using and integrating attention mechanisms in the LSA framework. It is worth noting that any reductions in vulnerability of items in the LSA MVL list can act as a good alternative for AT-LR. The LSA framework code and documents are available and open-sourced at https://github.com/khalooei/LSA.
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Appendix

A. Model Architectures

Table 1 Model A, B, C and D architectures

| Model   | Architecture                                                                 |
|---------|-----------------------------------------------------------------------------|
| Model A | `linear(100) ⇒ ELU ⇒ Linear(100) ⇒ ELU ⇒ Linear(200) ⇒ ELU ⇒ Linear(1)`  |
| Model B | `Conv2D(16,(5 × 5)) ⇒ ReLU() ⇒ Conv2D(32,(5 × 5)) ⇒ ReLU()`               |
|         | ⇒ `MaxPool2D(2,2)`                                                          |
|         | ⇒ `Conv2D(64,(5 × 5)) ⇒ ReLU() ⇒ MaxPool2D(2,2) ⇒ Linear(100) ⇒ ReLU()`   |
|         | ⇒ `Linear(10)`                                                             |

| Model C | `Conv2D(64,(3 × 3)) ⇒ BatchNorm2D() ⇒ ReLU()`                             |
|         | ⇒ `Conv2D(64,(3 × 3)) ⇒ BatchNorm2D() ⇒ ReLU()`                           |
|         | ⇒ `MaxPool2D(2,2) ⇒ Conv2D(128,(3 × 3)) ⇒ BatchNorm2D() ⇒ ReLU()`       |
|         | ⇒ `MaxPool2D(2,2) ⇒ Conv2D(256,(3 × 3)) ⇒ BatchNorm2D() ⇒ ReLU()`       |
|         | ⇒ `MaxPool2D(2,2) ⇒ Conv2D(256,(3 × 3)) ⇒ BatchNorm2D() ⇒ ReLU()`       |
|         | ⇒ `Conv2D(512,(3 × 3)) ⇒ BatchNorm2D() ⇒ ReLU()`                         |
|         | ⇒ `Conv2D(512,(3 × 3)) ⇒ BatchNorm2D() ⇒ ReLU()`                         |
|         | ⇒ `Conv2D(512,(3 × 3)) ⇒ BatchNorm2D() ⇒ ReLU()`                         |
|         | ⇒ `Conv2D(512,(3 × 3)) ⇒ BatchNorm2D() ⇒ ReLU()`                         |
|         | ⇒ `Conv2D(512,(3 × 3)) ⇒ BatchNorm2D() ⇒ ReLU()`                         |
|         | ⇒ `Conv2D(512,(3 × 3)) ⇒ BatchNorm2D() ⇒ ReLU()`                         |
|         | ⇒ `MaxPool2D(2,2) ⇒ AvgPool2D(1,1) ⇒ Linear(10)`                        |

| Model D | `Conv2D(16,(3 × 3)) ⇒ BatchNorm2D() ⇒ LeakyReLU() ⇒ Conv2D(160,(3 × 3))` |
|         | ⇒ `Block1:[BatchNorm2D() ⇒ LeakyReLU() ⇒ Conv2D(160,(3 × 3))`             |
|         | ⇒ `AvgPool2D(1,1) ⇒ ChannelPadding[0] ⇒`                                 |
|         | `Block2:[BatchNorm2D() ⇒ LeakyReLU() ⇒ Conv2D(320,(3 × 3))`               |
|         | ⇒ `AvgPool2D(2,2) ⇒ ChannelPadding[0] ⇒`                                 |
|         | `Block3:[BatchNorm2D() ⇒ LeakyReLU() ⇒ Conv2D(640,(3 × 3))`               |
|         | ⇒ `AvgPool2D(2,2) ⇒ ChannelPadding[0] ⇒`                                 |
|         | `BatchNorm2D() ⇒ LeakyReLU() ⇒ linear(10)`                               |

(WideResNet [54])