A novel self-learning weighted fuzzy local information clustering algorithm integrating local and non-local spatial information for noise image segmentation
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Abstract
Fuzzy clustering algorithm (FCM) can be directly used to segment images, it takes no account of the neighborhood information of the current pixel and does not have a robust segmentation noise suppression. Fuzzy Local Information C-means Clustering (FLICM) is a widely used robust segmentation algorithm, which combines spatial information with the membership degree of adjacent pixels. In order to further improve the robustness of FLICM algorithm, non-local information is embedded into FLICM algorithm and a fuzzy C-means clustering algorithm has local and non-local information (FLICMLNLI) is obtained. When calculating distance from pixel to cluster center, FLICMLNLI algorithm considers two distances from current pixel and its neighborhood pixels to cluster center. However, the algorithm gives the same weight to two different distances, which incorrectly magnifies the importance of neighborhood information in calculating the distance, resulting in unsatisfactory image segmentation effects and loss of image details. In order to solve this problem, we raise an improved self-learning weighted fuzzy algorithm, which directly obtains different weights in distance calculation through continuous iterative self-learning, then the distance metric with the weights obtained from self-learning is embedded in the objective function of the fuzzy clustering algorithm in order to improve the segmentation performance and robustness of the algorithm. A large number of experiments on different types of images show that the algorithm can not only suppress the noise but also retain the details in the image, the effect of segmenting complex noise images is better, and it provides better image segmentation results than the existing latest fuzzy clustering algorithms.
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1 Introduction
With the rapid development of computer technology, digital image technology has spread to industrial inspection, environmental monitoring, military and space exploration and other multidisciplinary fields, making image processing technology attract the attention of many domestic and foreign scholars [1]. Image segmentation [2, 3] is a key link in image processing technology, as well as the key to image understanding and machine vision. It can be used for pre-processing tasks such as scene analysis, image recognition, and object detection. The essence of image segmentation is the process of segmenting a given image into several disjoint regions, and its accuracy directly affects the subsequent feature extraction and target recognition. Therefore, image segmentation is the key stage of the entire image processing, which has been widely used in image understanding [4], significance detection [5–8], three-dimensional reconstruction [9, 10], high-resolution medical image reconstruction [11, 12] and other fields. So far, many image segmentation algorithms have been proposed, such as threshold method [13], graph cutting method [14], spectral clustering algorithm [15], fuzzy clustering algorithm [16] and convolutional neural network algorithm [17]. Due to its fast and effective segmentation characteristics, fuzzy clustering algorithms have been widely used in aerospace remote sensing image processing [18, 19], medical image diagnosis [20, 21], face recognition and fingerprint recognition [22, 23] and many other fields. In the process of image segmentation, there...
are a series of problems such as the loss of information in imaging, the uncertainty of visual perception gray level, and the fuzziness of the image itself. Therefore, the use of fuzzy theory to solve this series of problems in image segmentation has become a research trend. Among them, fuzzy clustering [24] combined with fuzzy theory [25, 26] and clustering technology is a research hotspot. All in all, when extracting and detecting objects in an image, image segmentation technology usually becomes an indispensable step. Therefore, the in-depth study of image segmentation algorithms has important research significance. However, due to many reasons, the image will be disturbed by some noise during the process of acquisition and transmission, and the image itself has problems such as uncertainty and complexity, which greatly reduces the segmentation of the fuzzy clustering algorithm performance. Therefore, it is still of great theoretical significance and research value that how to reduce the noise of noisy images under different noise intensity conditions, and how to restore the detailed information of original images as much as possible while ensuring the robustness of clustering algorithm to noise.

The traditional Fuzzy Mean Clustering (FCM) [27, 28] algorithm proposed by Dunn has been widely used in image segmentation. This algorithm has a good segmentation effect when segmenting images that are not affected by noise. FCM uses Euclidean distance and is not robust. It only considers the difference in grayscale between pixels when classifying, and does not consider neighboring pixels. Therefore, the algorithm is extremely sensitive to noise and outliers, and when segmenting an image with a low signal-to-noise ratio (SNR), the segmentation effect is not good. In recent years, many scholars have introduced spatial information on the basis of the original FCM algorithm, thereby improving the robustness of the FCM algorithm and obtaining better segmentation results. Some of the representative algorithms are as follows: Ahmed et al. [29] added the neighborhood information of the pixel to the objective function of the FCM algorithm and proposed a fuzzy mean clustering with spatial constraints (FCM_s or BCFCM). Although the BCFCM algorithm can achieve better segmentation results, each iteration needs to calculate the neighborhood information of the pixel, which reduces the segmentation efficiency of the BCFCM algorithm. In response to this situation, Chen and Zhang [30] proposed FCM_s1 and FCM_s2. The algorithm replaces the neighborhood item with the neighborhood mean or median, which greatly reduces the calculation time. Szilagyi et al. [31] proposed an enhanced FCM (EnFCM), which generates filtered images in advance from the original image and its mean value in its neighborhood, and clustering is performed based on its gray histogram. Each of the above algorithms introduces a spatial parameter, which is manually specified according to the situation. However, it is difficult to determine the optimal parameters because the parameters depend heavily on noise, but the type and intensity of noise are unknown in advance. For this reason, Cai et al. [32] combined local spatial information and pixel gray features, introduced new factors to obtain new linear weighted sum images, and proposed a fast-generalized fuzzy C-means clustering algorithm (FGFCM). In addition, Krinidis and Chatzis [33] proposed fuzzy local information mean clustering (FLICM) with a certain adaptive ability, which integrates spatial information to construct local fuzzy factors to ensure noise sensitivity and preservation of details.

Up to now, there are still many scholars devoted to the study of how to better achieve image segmentation. Haiping Yu et al. [34] proposed a new region-based active contour model. It improves the inaccuracy of segmentation in the local-based model, which only considers the rough local information but does not consider the spatial relationship between the center pixel and its neighborhood. To further accurately segment medical images, they proposed a novel edge-based active contour model (ACM) for medical image segmentation [35]. In addition, in order to improve the image filtering by Gaussian filter, resulting in the loss of image edge gradient information, they also proposed a local region model based on adaptive bilateral filter for noise image segmentation [36]. Recently, Zhang Xiaofeng et al. [37] improved the FLICM algorithm and proposed an algorithm with local and non-local information (FLICMLNLI). The algorithm makes full use of non-local information with the help of self-similarity, while retaining the original information of the picture through back-projection, thereby improving the robustness of the algorithm. The problem with this algorithm is that when the current pixel information and the local information of the pixel appear in the formula for calculating the Euclidean distance, the two have the same weight. This calculation method erroneously magnifies the role of the local information of the pixel in calculating the distance. The problem caused by too much neighborhood information is that the denoising ability is enhanced, but the detailed information of the image is not properly preserved. Based on this algorithm, in view of the incompleteness of the existing fuzzy clustering algorithm [38–43], this paper further improves the existing clustering algorithm to enhance the anti-noise robustness of the original algorithm and segmentation accuracy. This paper introduces an iterative self-learning method to calculate the different
weights of pixel information and neighborhood information, and solves the problem that the FLICMLNLI algorithm neglects to assign the same weight to the pixel information and the neighborhood information. The three innovations of the proposed robust self-learning weighted fuzzy clustering algorithm are as follows:

(1) The improved algorithm combines the local and non-local information of pixels and adopts a more reasonable correlation calculation model to achieve a better image segmentation effect.

(2) The improved algorithm can calculate the distance from the pixel to the cluster center more reasonably, because the original information of the pixel itself and the local information of the pixel must not be equally important. Through this improvement, the algorithm can eliminate most of the noise and retain a considerable degree of detailed information. It has better performance than FLICMLNLI algorithm.

(3) The improved algorithm solves the problem that the existing robust fuzzy clustering with spatial information constraints cannot automatically select the weighted factor. The algorithm solves this problem by obtaining weights through continuous iterative self-learning methods in the process of clustering.

The structure of this article is described as follows: The second section introduces the FCM algorithm and other classic algorithms; the third section analyzes the FLICMLNLI algorithm in detail; the fourth section presents a self-learning weighted distance metric, embedding improved distance measure into the objective function and gives the corresponding derivation and proof of the convergence process; the fifth part compares the segmentation results of the algorithm in this paper with the classic algorithm and the latest algorithm, and displays the comparison result and performance indicators; the final section gives the conclusion of this article.

2 Image fuzzy clustering algorithm

2.1 FCM

FCM algorithm is a fuzzy clustering algorithm based on objective function, which is mainly used for data clustering analysis. The theory is mature and widely used. It is an excellent clustering algorithm [44].

Suppose \( X = \{ x_i, i = 1, 2, \cdots \} \) represents a gray image to be segmented. Where \( x_i \) is the intensity of the \( ith \) pixel, \( i \) is the pixel index, \( n \) is the total number of pixels. The widely used optimization model of classic FCM can be expressed as follows:

\[
\min J_m(U, V) = \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij}^m d^2(x_i, v_j)
\]  

The constraints are: \( 0 \leq u_{ij} \leq 1 \), \( \sum_{j=1}^{c} u_{ij} = 1 \), \( 0 < \sum_{i=1}^{n} u_{ij} < n \), \( 1 \leq i \leq n \), \( 1 \leq j \leq c \).

Where \( n \), \( c \), \( x_i \) and \( v_j \) are the number of samples, the number of clusters, the \( ith \) sample in data set \( X \) and the clustering center of the \( jth \) cluster respectively. \( U = (u_{ij})_{n \times c} \) is a fuzzy partition matrix, \( u_{ij} \) denotes the membership of sample \( x_i \) belonging to the \( jth \) cluster. \( d^2(x_i, v_j) = ||x_i - v_j||^2 \) represents the squared Euclidean distance between the sample \( x_i \) and the clustering center \( v_j \). \( m \in [1, +\infty) \) is a fuzzy factor with the typical value of 1.5, 2.0 and 2.5, generally taking \( m = 2 \). Using the Lagrange multiplier method to solve the optimization model (1), the membership degree \( u_{ij} \) and clustering center \( v_j \) can be obtained as follows:

\[
u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{d^2(x_i, v_j)}{d^2(x_i, v_k)} \right)^{1/(m-1)}}, \quad \text{and} \quad v_j = \frac{\sum_{i=1}^{n} u_{ij}^m x_i}{\sum_{i=1}^{n} u_{ij}^m}
\]

The algorithm is simple in principle and fast in operation, but it is sensitive to noise and outliers. Therefore, since its proposal, many researchers have devoted themselves to improving the algorithm. In this paper, the definitions of mathematical symbols \( n, c, v, u, d, m \) and \( x \) are consistent with this section.

2.2 BCFCM

FCM does not consider the spatial information of pixels but treats all pixels as isolated pixels. Generally, an image contains rich spatial information, such as local neighborhood means, median information and non-local spatial information. Therefore, it is of great significance to use spatial information to guide pixel clustering for image segmentation. In view of this, many scholars combine spatial neighborhood information with FCM and have obtained a series of corresponding improved algorithms.

Ahmed et al. [45] by introducing local spatial constraints in FCM, the BCFCM algorithm is proposed, which can obtain satisfactory results and reduce the influence of noise.
on the segmentation results. The optimization model of BCFCM is expressed as follows:

\[
\min J_m(U, V) = \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij}^{m} d_{ij}^{2} + \frac{\alpha}{N_{r}} \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij}^{m} \sum_{r \in N_{i}} d_{ij}^{2}
\]  

(3)

Where \(d_{ij}^{2} = ||x_i - v_j||^2\), \(N_{i}\) is the collection of adjacent pixels surrounding the \(i\)th pixel. \(N_{r}\) is the number of neighboring pixels. The neighbors effect term is controlled by the parameter \(\alpha\). Controlling the influence of neighboring pixels on clustering needs to be verified by experiment and error. The constraints are the same as (1).

Solve (3) with Lagrange multiplier method, the membership degree \(u_{ij}\) and clustering center \(v_j\) can be obtained as follows:

\[
u_{ij} = \frac{(d_{ij}^{2} + \frac{\alpha}{N_{r}} \sum_{r \in N_{i}} d_{ij}^{2})^{-1/(m-1)}}{\sum_{k=1}^{c} (d_{ik}^{2} + \frac{\alpha}{N_{r}} \sum_{r \in N_{i}} d_{ik}^{2})^{-1/(m-1)}}\text{ and } v_j = \frac{\sum_{i=1}^{n} u_{ij}^{m} x_i}{(1+\alpha) \sum_{i=1}^{n} u_{ij}^{m}}
\]

(4)

### 2.3 EnFCM

In order to improve the computational efficiency of the FCM algorithm, Szilagyi et al. [31] proposed an enhanced FCM, and its optimization model is expressed as follows:

\[
\min J_m(U, V) = \sum_{i=1}^{n} \sum_{j=1}^{c} \theta_{i} u_{ij}^{m}(\xi_i - v_j)^2
\]

(5)

Where \(\xi_i = \frac{1}{1+\alpha}(x_i + \frac{\alpha}{N_{r}} \sum_{r \in N_{i}} x_r)\), The parameter \(\alpha\) controls the intensity of the neighboring effect. \(\theta_{i}\) represents the number of voxels from the whole stack of slices. The membership degree \(u_{ij}\) and clustering center \(v_j\) can be obtained as follows:

\[
u_{ij} = \frac{1}{\sum_{k=1}^{c} \left(\frac{(\xi_k - v_j)^2}{(\xi_k - v_k)^2}\right)^{1/(m-1)}}\text{ and } v_j = \frac{\sum_{i=1}^{n} \theta_{i} u_{ij}^{m} x_i}{\sum_{i=1}^{n} \theta_{i} u_{ij}^{m}}
\]

(6)

### 2.4 FLICM

Krinidi et al. [33] proposed the FLICM algorithm by defining the restrictive relationship between the membership of the center pixel and the neighboring pixels, which effectively solved the problem that traditional fuzzy clustering algorithms are sensitive to noise and outliers. The optimization model of the FLICM algorithm is defined as:

\[
\min J_m(U, V) = \sum_{i=1}^{n} \sum_{j=1}^{c} (u_{ij}^{m} ||x_i - v_j||^2 + G_{ij})
\]

(7)

Where \(j\) is the category index. \(c\) is the current number of clusters. \(u_{ij}\) is the fuzzy membership function, which represents the degree to which the \(i\)th pixel belongs to the \(j\)th category. \(m\) is the fuzzy degree of the algorithm. \(v_j\) is the cluster center of the \(k\)th cluster. \(||x_i - v_j||^2\) is the Euclidean distance between the \(i\)th pixel and the \(j\)th cluster center. \(G_{ij}\) is the blur factor can be defined as:

\[
G_{ij} = \sum_{i' \in N_i, i' \neq i} \frac{1}{d_{ij} + (1 - u_{ij})^m ||x_i - v_j||^2}
\]

(8)

Where \(N_{i}\) is the collection of adjacent pixels surrounding the \(i\)th pixel, \(i'\) is the index for neighborhood pixels, \(d_{ij}\) is the spatial distance between the \(i\)th pixel and the \(i'\)th cluster center. \(G\) in this paper is consistent with this section. By minimizing the objective function, its membership degree \(u_{ij}\) and clustering center \(v_j\) can be obtained as follows:

\[
u_{ij} = \frac{1}{\sum_{k=1}^{c} \left(||x_i - v_j||^2 + G_{ij}\right)^{1/(m-1)}}\text{ and } v_j = \frac{\sum_{i=1}^{n} u_{ij}^{m} x_i}{\sum_{i=1}^{n} u_{ij}^{m}}
\]

(9)

In the objective function of the FLICM algorithm, the fuzzy factor calculation method shown in (8) ensures that the membership degrees of the pixels in the local window are similar. This method can reduce the influence of noise on the image. However, it is unreasonable to treat adjacent pixels as one category in general. When the noise level is high, the segmentation effect will be worse. The way to improve this problem is to ensure that similar pixels belong to the same cluster and not limited to adjacent pixels based on the membership of similar pixels. In addition, applying Euclidean distance in (8) will exclude pixels farther from the center pixel, which will further reduce performance.

### 3 New image fuzzy clustering and its robust model

The closer the two pixels are, it does not mean that the correlation between the two pixels is high. Therefore, the smaller the distance value, the greater the correlation calculation method is wrong. This paper adopts a more reasonable pixel correlation calculation model, which measures the correlation in the form of considering adjacent image blocks with different weights around the pixels. The specific calculation process of the correlation model is shown in Algorithm 1.
In FLICMLNLI algorithm, the cluster center \( v_j \) becomes a vector \((v_j, v_N^j)\). The blur factor is modified to:

\[
G_{ij}' = \sum_{k \in W_i^f} s(i, k)(1 - u_{jk})^m d_{kj}^2
\]

(10)

Where \( d_{kj} = \sqrt{(x_k - v_j)^2 + |x_k^N - v_j^N|^2} \), \( W_i^f \) represents the non-local information of the \( ith \) pixel. The corrected blur factor \( G_{ij}' \) can classify the center pixel and similar pixels (not all pixels) in the search window into the same category. The objective function of FLICMLNLI is as follows:

\[
J_m(U, V) = \sum_{i=1}^{n} \sum_{j=1}^{c} [u_{ij}^m (x_i - v_j)^2 + |x_i^N - v_j^N|^2 + G_{ij}']
\]

(11)

FLICMLNLI algorithm improves the correlation calculation and fuzzy factor calculation on the basis of FLICM algorithm, which improves the robustness of the algorithm. In addition, according to \( \sum_{j=1}^{c} u_{ij} = 1 \). Lagrange multiplier method (LMM) is used to minimize (11). By updating the clustering vector \((v_j, v_N^j)\) and the degree of membership \( u_{ij} \), the objective function convergence and image segmentation are finally achieved. Algorithm 2 gives the detailed information of FLICMLNLI.

Algorithm 1 Correlation model calculation process.

Input: The image \( I \), and two parameters \( \alpha, \gamma \)
Output: Relevance between the central pixel \( p \) and the pixels in the searching window.
Step 1: For any pixel \( p \) in the image, construct image patches \( X_p \).
Step 2: Retrieve the difference between corresponding patches in different directions:
\( d_p(q) = (1/|N_p|) \cdot \sum |X_p - X_q| \), in which \( N_p \) is the set of neighboring pixels with cardinality of \( |N_p| \).
Step 3: Retrieve the weights in different directions:
\( w_p(q) = \exp(-\alpha d_p(q)) / \sum_{q \in N_p} \exp(-\alpha d_p(q)) \)
Step 4: Retrieve the weighted distance in different directions:
\( d_p^w(q) = (1/|N_p|) \cdot \sum_{q \in N_p} (\omega_p \otimes |X_p - X_q|) \), where \( \otimes \) is the dot product for two vectors.
Step 5: Retrieve the relevance between corresponding pixels:
\( s(p, q) = \exp(-\gamma d_p^w(q)) \)

FLICMLNLI algorithm is a relatively advanced fuzzy clustering algorithm at present. The correlation model proposed by this algorithm makes full use of the non-local information of pixels and introduces the local information when calculating the distance between pixels and the clustering center.

4 Proposed algorithm

FLICMLNLI algorithm introduces local information and non-local information, which improves the robustness of the algorithm to some extent, but there are also some problems. It is obviously unreasonable to assume that the original pixel information has the same importance as the neighborhood information when calculating the distance between pixels and the clustering center.

Algorithm 2 FLICMLNLI workflow.

Input: The image \( I \), and three parameters: \( c, \) Max Iter Num and \( \varepsilon \).
Output: Segmented image
1. Compute the neighboring information of pixels in the given image, denoted as \( I^N \);
2. Initialized the partition matrix \( U(0) \) and cluster center \( V(0) \) by FCM algorithm, subject to \( u_{ij}(0) \in [0, 1] \) and \( \sum_{j=1}^{c} u_{ij}(0) = 1 \);
3. \( t = 0 \);
4. for \( t \leq \text{max Iter Num} \) do
5. Replace \( v_j(t + 1) = \sum_{i=1}^{n} u_{ij}(t) x_i / \sum_{i=1}^{n} u_{ij}(t) \);
6. Replace \( v_N^j(t + 1) = \sum_{i=1}^{n} u_{ij}^m(t) x_i^N / \sum_{i=1}^{n} u_{ij}^m(t) \);
7. Compute the distance between pixels and clusters according to
\( d_j(t + 1) = \sqrt{(x_i - v_j(t + 1))^2 + |x_i^N - v_N^j(t + 1)|^2} \)
8. Calculate the corrected blur factor \( G_{ij}'(t + 1) \) with Eq. (10);
9. replace the fuzzy matrix \( U(t) + 1 \) with
\( u_{ij}(t + 1) = 1 / \sum_{k=1}^{c} \left( \frac{(x_i - v_j(t + 1))^2 + |x_i^N - v_N^j(t + 1)|^2 + G_{ij}'(t + 1)}{(x_i - v_k(t + 1))^2 + |x_i^N - v_N^k(t + 1)|^2 + G_{kj}'(t + 1)} \right)^{1/(m-1)} \)
10. If \( \max_{i} |U(t + 1) - U(t)| < \varepsilon \) then exit for;
11. \( t = t + 1 \)
12. The \( j^t \)th pixel is classified into the \( k^t \)th category, where \( k = \arg \max_{i} u_{ij} \)

FLICMLNLI algorithm is a relatively advanced fuzzy clustering algorithm at present. The correlation model proposed by this algorithm makes full use of the non-local information of pixels and introduces the local information when calculating the distance between pixels and the clustering center.
original information and the neighborhood information when calculating the distance, and improves the algorithm to further improve the robustness of the algorithm.

As shown in Fig. 1, the algorithm proposed in this paper combines the current pixel information and its neighborhood information to obtain the latest weighted Euclidean distance, and introduces the current pixel information and non-local information at the same time. The latest local factors are proposed after fusion. The improved objective function is obtained by combining the traditional algorithm with the innovative local factor, the new cluster centers and membership degree matrix is obtained, through self-learning method constantly iterative calculation, each iteration to get the weight corresponding to the current pixel and its neighborhood information then get the distance measure, to achieve the optimal segmentation result.

The improved algorithm has two advantages. On one hand, it has obvious combinational novelty. In this paper, several concepts, methods, techniques and components, such as image segmentation, fuzzy clustering, distance measurement, self-learning, non-local information and noisy image are skillfully combined, which is a breakthrough. On the other hand, it breaks the inherent calculation mode of distance measurement in the past, gives different weights to the two which have different contributions to the calculation distance, and adopts the self-learning calculation method, which provides a brand new idea for the future research work.

### 4.1 Preliminary knowledge

In the article by Xinmin Tao [46], in order to express fuzzy clustering based on maximum entropy, the entropy criterion is first introduced. Let \( X \) be a random variable with probability mass function \( P(x) = P(X = x) \), and set of possible values \( \{x_i, i = 1, \ldots, n\} \). The entropy of random variable \( X \) is denoted by \( H(X) \) and is defined by \( H(X) = - \sum P(x) \log P(x) \). Therefore, the structure of maximum entropy inference based on grades of membership \( \{u_{ij}\} \) maximizes \( - \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij} \log u_{ij} \).

Applied to the FCM algorithm, the FCM algorithm requires finding a set of \( \{u_{ik}\} \) to minimize the loss function of the normalization constraint. The maximum fuzzy clustering based on entropy is realized by using \( L_1 \)-norm space and its goal is to maximize \( - \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij} \log u_{ij} \) with respect to \( L = \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij} ||x_i - v_j|| \) and the normalization constraint. Here, \( L \) is a loss function. To maximize \( - \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij} \log u_{ij} \) subject to the above conditions, we use the Lagrange multiplier rule. The Lagrange function is:

\[
L(u_{ij}, v_j, \sigma, \lambda) = - \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij} \log u_{ij} + \sigma \left( \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij} d_{ij} - L \right) + \lambda \left( \sum_{j=1}^{c} u_{ij} - 1 \right) \tag{12}
\]

Where \( d_{ij} = \sum_{x=1}^{c} ||x_i - v_j|| \). Thus we see that in the maximum entropy-based reasoning, fuzzy clustering problem into a set of prototype, so the loss function and membership distribution that satisfy the normalization constraint and the maximum Lagrangian function are minimized.

In the article by Vikas Singh [47], by considering the different contribution of each feature in each cluster, a new entropy-based variable feature weighted fuzzy mean clustering algorithm was proposed. In this method, the weighted fuzzy mean algorithm is combined with membership entropy and feature weighted entropy at the same time. As defined in (18), the first item measures the difference between samples within a class, the second item measures the membership entropy between samples and classes in the clustering process, and the third item, the

![Fig. 1 The framework of the proposed algorithm](image)
entropy of feature weights, represents clustering. The degree of certainty of features in class recognition.

Consider a data matrix $X = \{X_1, X_2, ..., X_n\} \in \mathbb{R}^{d \times n}$, $q$ and $n$ are the number of features and number of samples respectively. Here, $X_i = [x_{i1}, x_{i2}, ..., x_{iq}]' \in \mathbb{R}^q$ is the $i$th sample in the data matrix. To group the data matrix $X$ into $c$ number of clusters, the following objective function can be minimized:

$$J(U, V, W) = \sum_{i=1}^{n} \sum_{j=1}^{c} \sum_{e=1}^{q} u_{ij} w_{je} D_{ij}^e + \sum_{i=1}^{n} \sum_{j=1}^{c} \mu_i c_{ij} \log u_{ij}$$

$$+ \sum_{j=1}^{c} \eta_j \sum_{e=1}^{q} w_{je} \log w_{je} \quad (13)$$

The constraints are: $\sum_{j=1}^{c} u_{ij} = 1, \sum_{e=1}^{q} w_{je} = 1, 0 \leq u_{ij}, w_{je} \leq 1, 1 \leq i \leq n, 1 \leq j \leq k$.

Where $D_{ij}^e = (x_{ie} - v_{je})^2$, is the Euclidean distance metric between $ith$ sample and $jth$ cluster, $x_{ie}$ is the value of $ith$ feature of $ith$ sample, $v_{je}$ is the value of $jth$ feature of $jth$ cluster. $U = [u_{ij}]$ is the $n \times c$ fuzzy partition matrix, $u_{ij}$ is the membership degree value of $jth$ cluster of $ith$ sample, $V = [v_{je}]$ is the $c \times p$ matrix having the cluster centers, $W = [w_{je}]$ is an $c \times p$ weight matrix, $w_{je}$ is the weight value of $jth$ feature to $jth$ cluster, $\mu_i$ and $\eta_j$ are the input parameters used to control the fuzzy partition and feature weight respectively.

The objective function as shown in (12) is a constrained nonlinear optimization problem, the solution of which is unknown. The main aim is to minimize $J$ with respect to $U$, $V$ and $W$ using alternating optimization method.

### 4.2 Optimization model and solution

Combining the maximum entropy fuzzy clustering and sample attribute weighting in Xinmin Tao and Vikas Singh’s article to construct the optimization model of the algorithm proposed in this paper. In the new algorithm proposed in this paper, instead of maximizing the maximum entropy reasoning structure based on the degree of membership, the maximum entropy reasoning structure based on the weight is used to maximize the maximum entropy reasoning structure, so $- \sum_{j=1}^{c} \sum_{j=1}^{c} u_{ij} \log u_{ij}$ is rewritten as $\{\sum_{w=1}^{2} \omega_w \ln \omega_w\}$. The optimization model of the proposed algorithm is expressed as follows:

$$\min J_m(U, V) = \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij}^m (d_{ij}^2 + \tilde{G}_{ij}) + \rho \sum_{w=1}^{2} \omega_w \ln \omega_w \quad (14)$$

In (14), the first term measures the difference between samples within the same class, and the entropy of the second term feature weight indicates the degree of certainty of features in cluster recognition.

The constraints are: $\sum_{j=1}^{c} u_{ij} = 1, 0 \leq u_{ij} \leq 1, 1 \leq i \leq n$ and $\sum_{w=1}^{2} \omega_w = 1, 0 \leq \omega_w \leq 1$.

Where $d_{ij} = \sqrt{(x_i - v_j)^2 + \omega_w ||x_i^N - v_j^N||^2}$. The improved distance measurement formula contains the original pixel information and the local pixel information and their weights are different, which can better distinguish noise and image details. The improved blur factor is as follows:

$$\tilde{G}_{ij} = \sum_{k \in N_i} su \cdot d_{kj}^2 \quad (15)$$

Where $su = s(k, i)(1 - u_{kj})^m$, the followings are the same. In (15), non-local information of pixels is used when calculating pixel correlation. The same applies to the Lagrange multiplier rule, the Lagrange function is:

$$L = \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij}^m (d_{ij}^2 + \tilde{G}_{ij}) + \rho \sum_{w=1}^{2} \omega_w \ln \omega_w$$

$$+ \sum_{j=1}^{c} \lambda_j (1 - \sum_{j=1}^{c} u_{ij}) + w (1 - \omega_1 - \omega_2) \quad (16)$$

Also use alternate optimization method to minimize. First, use weights to minimize the process as follows:

$$\frac{\partial L}{\partial \omega_1} = \sum_{i=1}^{n} \sum_{j=1}^{c} [u_{ij}^m ((x_i - v_j)^2 + \sum_{k \in N_i} su \cdot (x_k - v_j)^2)]$$

$$+ \rho (1 + \ln \omega_1) - w = 0 \quad (17)$$

$$\frac{\partial L}{\partial \omega_2} = \sum_{i=1}^{n} \sum_{j=1}^{c} [u_{ij}^m (||x_i^N - v_j^N||^2 + \sum_{k \in N_i} su \cdot ||x_k^N - v_j^N||^2)]$$

$$+ \rho (1 + \ln \omega_2) - w = 0 \quad (18)$$

Then get:

$$\omega_1 = \exp(\frac{\sum_{i=1}^{n} \sum_{j=1}^{c} [u_{ij}^m ((x_i - v_j)^2 + \sum_{k \in N_i} su \cdot (x_k - v_j)^2)] - \rho}{-\rho})$$

$$\omega_2 = \exp(\frac{\sum_{i=1}^{n} \sum_{j=1}^{c} [u_{ij}^m (||x_i^N - v_j^N||^2 + \sum_{k \in N_i} su \cdot ||x_k^N - v_j^N||^2)] + \rho}{-\rho})\quad (19)$$

Because of $\omega_1 + \omega_2 = 1$, The final weights are $\omega_i' = \omega_1(\omega_1 + \omega_2)$ and $\omega_e' = \omega_2(\omega_1 + \omega_2)$.

Second, the process of minimizing $L$ with $V$ is as follows:
\[
\frac{\partial L}{\partial v_j} = \sum_{i=1}^{n} u_{ij}^m [-2\omega_1 (x_i - v_j) - 2\omega_2 \sum_{k \in N_i} u_{ik} \cdot (x_k - v_j)] = 0
\]

\Rightarrow v_j \left[ \sum_{i=1}^{n} u_{ij}^m (1 + \sum_{k \in N_i} su \cdot x_k) \right] = \sum_{i=1}^{n} u_{ij}^m (x_i + \sum_{k \in N_i} su \cdot x_k)

The calculation formula for obtaining cluster centers is as follows:

\[
v_j = \frac{\sum_{i=1}^{n} u_{ij}^m (x_i + \sum_{k \in N_i} su \cdot x_k)}{\sum_{i=1}^{n} u_{ij}^m (1 + \sum_{k \in N_i} su)} \quad \text{(21)}
\]

Third, because of \(||x_i^N - v_j^N||^2 = \sum_{l=1}^{P} (x_{il}^N - v_{jl}^N)^2\), then

\[
\frac{\partial L}{\partial v_j} = \sum_{i=1}^{n} \frac{u_{ij}^m}{n} [-2\omega_2 (x_i^N - v_j^N) - 2\omega_2 \sum_{k \in N_i} su \cdot (x_k^N - v_j^N)] = 0
\]

\Rightarrow v_j^N \left[ \sum_{i=1}^{n} u_{ij}^m (1 + \sum_{k \in N_i} su) \right] = \sum_{i=1}^{n} u_{ij}^m (x_i^N + \sum_{k \in N_i} su \cdot x_k^N)

\[
v_j^N = \frac{\sum_{i=1}^{n} u_{ij}^m (x_i^N + \sum_{k \in N_i} su \cdot x_k^N)}{\sum_{i=1}^{n} u_{ij}^m (1 + \sum_{k \in N_i} su)} \quad \text{(22)}
\]

Last, the process of minimizing \(L\) with \(U\) is as follows:

\[
\frac{\partial L}{\partial u_{ij}} = mu_{ij}^{m-1}(d_{ij}^2 + \tilde{G}_{ij}) - \lambda_i = 0 \Rightarrow u_{ij} = \left( \frac{\lambda_i}{m(d_{ij}^2 + \tilde{G}_{ij})} \right)^{-\frac{1}{m-1}} \Rightarrow 1 = \lambda_i^{\frac{1}{2-m}} \left( m \sum_{r=1}^{c} (d_{ij}^2 + \tilde{G}_{ir}) \right)^{-\frac{1}{2-m}}
\]

\Rightarrow \lambda_i^{-\frac{1}{2-m}} = \left( m \sum_{r=1}^{c} (d_{ij}^2 + \tilde{G}_{ir}) \right)^{-\frac{1}{2-m}}

The calculation formula for the membership degree is as follows:

\[
u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{(d_{ij}^2 + \tilde{G}_{ij})}{d_{ik}^2 + \tilde{G}_{ik}} \right)^{1/(m-1)}} \quad \text{(23)}
\]

The improved algorithm flow is shown in Algorithm 3.

Algorithm 3 Improved algorithm.

Input: The image \(I\), and three parameters: \(c\), \(MaxIterNum\) and \(\varepsilon\).
Output: Segmented image
1. Compute the neighboring information of pixels in the given image, denoted as \(N_i\);
2. Initialize the partition matrix \(U(0)\) and cluster center \(V(0)\);
3. \(t = 0\);
4. for \(t \leq MaxIterNum\) do
5. Replace \(v_j(t + 1)\) with (21);
6. Replace \(v_j^N(t + 1)\) with (22);
7. Compute weigh \(\omega_{u}(t + 1)\) with (19) and (20);
8. Compute the improved distance between pixels and clusters according to

\[
d_{ij}(t + 1) = \sqrt{\omega_1 (x_i - v_j(t + 1))^2 + \omega_2 (x_i - v_j(t + 1))^2}
\]

9. Calculate the corrected blur \(\tilde{G}_{ij}(t + 1)\) factor with (22);
10. Replace \(U(t + 1)\) with (23);
11. if \(\max(||U(t + 1) - U(t)||) < \varepsilon\) then exit for;
12. \(t = t + 1\)
13. The \(j\)th pixel is classified into the \(k\)th category, where \(k = \arg \max\{u_{ij}\}\)

The improved algorithm uses the non-local information of pixels when calculating the correlation between pixels, and the original information and local information of pixels are used when calculating the distance between pixels and the cluster center, and the two play different roles in calculating the distance, so the weights are different. This improvement makes the proposed algorithm more reasonable and has better segmentation effect than FLICMLNLI algorithm.

4.3 Proof of convergence

4.3.1 Convergence proof of \(U\)

The objective function is expressed as follows:

\[
L(U) = \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij}^m (d_{ij} + \tilde{G}_{ij}) + \rho(\omega_1 \ln \omega_1 + \omega_2 \ln \omega_2)
\]

\[
+ \sum_{i=1}^{n} \lambda_i (1 - \sum_{j=1}^{c} u_{ij}) \quad \text{(24)}
\]
Where \( \tilde{G}_{ij} = \sum_{k \in N_i} su \cdot d_{kj}^2 \) and \( d_{ij} = \sqrt{\omega_1(x_i - v_j)^2 + \omega_2|x_i^N - v_j^N|^2} \), \( \omega_1 \) and \( \omega_2 \) are constants. If \( v^* \) is the minimum of \( L(U) \), then \( \frac{\partial L(v^*)}{\partial u_{ij}} = 0 \), that is, \( \frac{\partial L(v^*)}{\partial u_{ij}} = mu_{ij}^{-1}(d_{ij}^2 + \tilde{G}_{ij}) - \lambda_i = 0 \), the following formula can be obtained:

\[
u^*_{ij} = 1/\left( \sum_{k=1}^{c} \left( \frac{(d_{ij}^2 + \tilde{G}_{ij})}{(d_{kj}^2 + \tilde{G}_{kk})} \right)^{1/(m-1)} \right)
\]

(25)

The calculation process of the Hessian matrix of \( L(u) \) at \( u = v^* \) is as follows:

\[
\frac{\partial}{\partial u_{ab}} \left( \frac{\partial L(u^*)}{\partial u_{ij}} \right) = \begin{cases} 
0, & a \neq i \text{ or } b \neq j \\
\frac{m(m-1)u_{ij}^{m-2}(d_{ij}^2 + \tilde{G}_{ij})}{a = i \text{ and } b = j} & \end{cases}
\]

(26)

It can be found from (26) that the characteristic of the Hessian matrix of \( L(u) \) at \( u = v^* \) is that the diagonal elements of the matrix are greater than zero, and the non-diagonal elements are zero, which shows that the obtained Hessian matrix is a symmetric positive definite matrix, so \( v^* \) is a local minimum of \( L(U) \).

**4.3.2 Convergence proof of \( V \)**

The objective function is expressed as follows:

\[
L(V) = \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij}^m (d_{ij} + \tilde{G}_{ij}) + \rho(\omega_1 \ln \omega_1 + \omega_2 \ln \omega_2)
\]

\[+ \sum_{i=1}^{n} \lambda_i (1 - c \sum_{j=1}^{c} u_{ij}) \]

(27)

Where \( \tilde{G}_{ij} = \sum_{k \in N_i} su \cdot d_{kok}^2 \) and \( d_{ij} = \sqrt{\omega_1(x_i - v_j)^2 + \omega_2|x_i^N - v_j^N|^2} \), \( \omega_1 \) and \( \omega_2 \) are constants. If \( v^* \) is the minimum of \( L(V) \), then \( \frac{\partial L(v^*)}{\partial v_j} = 0 \), that is, \( \frac{\partial L(v^*)}{\partial v_j} = \sum_{i=1}^{n} u_{ij}^m (-2\omega_1(x_i - v_j) - 2\omega_2 \sum_{k \in N_i} su \cdot (x_k - v_j)) = 0 \), the following formula can be obtained:

\[
v^*_j = \left( \sum_{i=1}^{n} u_{ij}^m (x_i + \sum_{k \in N_i} su \cdot x_k) / \sum_{i=1}^{n} u_{ij}^m (1 + \sum_{k \in N_i} su) \right)
\]

(28)

The calculation process of the Hessian matrix of \( L(V) \) at \( v = v^* \) is as follows:

\[
\frac{\partial}{\partial v_k} \left( \frac{\partial L(v^*)}{\partial v_j} \right) = \begin{cases} 
0, & k \neq j \\
\sum_{i=1}^{n} u_{ij}^m [2\omega_1 + 2\omega_2 \sum_{k \in N_i} su], & k = j \end{cases}
\]

(29)

It can be found from (29) that the characteristic of the Hessian matrix of \( L(V) \) at \( v = v^* \) is that the diagonal elements of the matrix are greater than zero, and the non-diagonal elements are zero, which shows that the obtained Hessian matrix is a symmetric positive definite matrix, so \( v^* \) is a local minimum of \( L(V) \).

**4.3.3 Convergence proof of \( V_N \)**

The objective function is expressed as follows:

\[
L(V_N) = \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij}^m (d_{ij} + \tilde{G}_{ij}) + \rho(\omega_1 \ln \omega_1 + \omega_2 \ln \omega_2)
\]

\[+ \sum_{i=1}^{n} \lambda_i (1 - c \sum_{j=1}^{c} u_{ij}) \]

(30)

Where \( \tilde{G}_{ij} = \sum_{k \in N_i} su \cdot d_{kok}^2 \) and \( d_{ij} = \sqrt{\omega_1(x_i - v_j)^2 + \omega_2|x_i^N - v_j^N|^2} \), \( \omega_1 \) and \( \omega_2 \) are constants. If \( v^{*N}_j \) is the minimum of \( L(V^*_N) \), then \( \frac{\partial L(v^{*N}_j)}{\partial v_j} = 0 \), that is, \( \frac{\partial L(v^{*N}_j)}{\partial v_j} = \sum_{i=1}^{n} u_{ij}^m [-2\omega_2(x_i^N - v_j^N) - 2\omega_2 \sum_{k \in N_i} su \cdot (x_k^N - v_j^N)] = 0 \), the following formula can be obtained:

\[
v^{*N}_j = \sum_{i=1}^{n} u_{ij}^m (x_i^N + \sum_{k \in N_i} su \cdot x_k^N) / \sum_{i=1}^{n} u_{ij}^m (1 + \sum_{k \in N_i} su)
\]

(31)

The calculation process of the Hessian matrix of \( L(v^*_N) \) at \( v^*_N = v^{*N}_j \) is as follows:

\[
\frac{\partial}{\partial v_k} \left( \frac{\partial L(v^{*N}_j)}{\partial v_j} \right) = \begin{cases} 
0, & k \neq j \\
\sum_{i=1}^{n} u_{ij}^m [2\omega_1 + 2\omega_2 \sum_{k \in N_i} su], & k = j \end{cases}
\]

(32)

It can be found from (32) that the characteristic of the Hessian matrix of \( L(v) \) at \( v = v^*_N \) is that the diagonal elements of the matrix are greater than zero, and the non-diagonal elements are zero, which shows that the obtained Hessian matrix is a symmetric positive definite matrix, so \( v^{*N}_j \) is a local minimum of \( L(V^*_N) \).

In conclusion, this section confirms the convergence of the algorithm proposed in this article from three aspects.

**5 Experiments and results**

**5.1 Evaluation index**

The performance of the comparison algorithm can be calculated by calculating the performance index. This section gives the calculation formula of each index.
The calculation formula of partition coefficient (VPC) and partition entropy (VPE) are as follows:

\[ V_{PC} = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij}^2 \]  
\[ V_{PE} = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij} \log(u_{ij}) \]  

(33)  
(34)

The segmentation result with the smallest blur is the best, so the larger VPC, the smaller VPE of the segmented image, the better the segmentation effect. In addition, there are four other indicators for comparing the segmented image and the ideal image of each algorithm. They are accuracy (Acc), sensitivity (Sen), specificity (Spe), and precision (Pre) [48]. Their calculation formulas are as follows:

\[ \text{Acc.} = \frac{(TP + TN)}{(TP + TN + FP + FN)} \]  
\[ \text{Sen.} = \frac{TP}{(TP + FN)} \]  
\[ \text{Spe.} = \frac{TN}{(TN + FP)} \]  
\[ \text{Pre.} = \frac{TP}{(TP + FP)} \]

(35)  
(36)  
(37)  
(38)

Among them, P, N, T and F represent positive, negative, true and false respectively. Accuracy is the ratio of pixels that correctly classify all pixels relative to all pixels. Sensitivity and specificity reveal the possibility of correctly classifying positive and negative pixels. Therefore, the values of these four measurement methods are between 0 and 1. The greater the accuracy, sensitivity, specificity, and precision, the better the segmentation effect.

Misclassification error (ME) [49] as a quantitative evaluation index can objectively and quantitatively describe the effectiveness and robustness of the algorithm, which is:

\[ ME = (1 - \sum_{i=1}^{c} \frac{|A_i \cap B_i|}{(\sum_{j=1}^{c} |B_j|)^{-1}}) \times 100\% \]  

(39)

Where \(A_i\) represents the set of pixels belonging to the \(i\)th category in the ideal segmented image, \(B_j\) represents the set of pixels belonging to the \(j\)th category in the real segmented image obtained by the algorithm. \(c\) represents the number of classes. The smaller \(ME\), the closer the segmentation result is to the ideal segmentation result, the better segmentation performance and vice versa.

Similarly, the peak signal-to-noise ratio (PSNR) [50], as a quantitative evaluation index of the robustness of the segmentation algorithm, is defined as:

\[ PSNR = 10 \cdot \log 10(225^2 / MSE) \]  

(40)

### 5.2 Parameter selection

In the experiment, it is very important to define the number of classes in advance, because different numbers of classes will present different details [51]. In our experiment, the number of categories in the composite image is known in advance. For other types of images, we determine the value of \(c\) based on different segmentation tasks. The values of other parameters in the relevant algorithm are shown in Table 1. The parameters are obtained through many experiments. Each mathematical symbol in the Table 1 corresponds to the preceding sections.

### 5.3 Experimental results and analysis

In this section, different types of noise are used to destroy the original image in Fig. 2. Figure 2c-e are selected from BSDS500 gallery. Figure 2f-m are selected from MedPix database. The segmentation results of the improved algorithm and FCM, BCFCM, EnFCM, FLICM and FLICMLNLI are compared.

#### 5.3.1 Comparison of segmentation performance without noise

As shown in Fig. 3a, three medical images were selected. Medical images often contain a lot of detailed information, and the detailed information of medical images needs to be preserved. The selected medical images were divided into three categories. Comparing Fig. 3c-h with b, it can be found that the algorithm proposed in this paper is closer to the ideal segmentation image and can better classify the details of the original image. On the contrary, the classification results of FLICMLNLI algorithm are relatively rough, ignoring many details and unable to recover the original image well. Furthermore, the evaluation indexes obtained by the

### Table 1 Experimental parameters

| Algorithm     | \(m\) | \(\varepsilon\) | \(N_R\) | \(\rho\) | \(\alpha\) | \(\gamma\) |
|---------------|------|--------|--------|--------|--------|--------|
| FCM           | 2    | 0.01   | -      | -      | -      | -      |
| BCFCM         | 2    | 0.01   | 9      | -      | -      | -      |
| EnFCM         | 2    | 0.01   | 9      | -      | -      | -      |
| FLICM         | 2    | 0.01   | 8      | -      | -      | -      |
| FLICMLNLI     | 2    | 0.01   | 81     | -      | 0.05   | 0.499  |
| Improved      | 2    | 0.01   | 81     | 2      | 0.05   | 0.499  |
segmentation of images by various algorithms are shown in Table 2. The comparison of all indexes also leads to the conclusion that the algorithm proposed in this paper is superior to other algorithms in the segmentation of original medical images.

5.3.2 Comparison of segmentation performance with Gaussian noise

Figure 4a contains three images, one natural image and two medical images. The first row of Fig. 4a is a swan image. Different algorithms are used to segment the swan image polluted by Gaussian noise with a normalized variance of 0.1, and the segmentation result of the algorithm proposed in this paper is the closest to the ideal image. It is obvious that the algorithm proposed in this article has stronger anti-Gaussian noise resistance than other algorithms.

The second and third rows in Fig. 4a are two medical images with rich details, compare the segmentation results of various algorithms on medical images after they are contaminated by Gaussian noise. By comparing the result graph of each algorithm with the ideal image, it can be found that the algorithm proposed in this paper has the best restoration effect, which can not only remove most of the noise pollution, but also retain the details of the original image.

The performance indicators in Table 3 further confirm the statement that the algorithm performance in this paper is better. It shows that the algorithm in this paper achieves a better balance between noise removal and detail preservation. It has a strong ability to process medical images, which is more effective than other algorithm.

5.3.3 Comparison of segmentation performance with Salt and Pepper noise

Figure 5a shows three different types of original images, where the first row is a composite image, the second is
Table 2 The performance index of different algorithms to segment the original image

| Image   | Index | FCM  | BCFCM | EnFCM | FLICM | FLICMLNLI | Improved |
|---------|-------|------|-------|-------|-------|-----------|----------|
| Fig. 3 (row1) | VPC  | 0.9011 | 0.8297 | 0.9011 | 0.9151 | 0.8306 | 0.9667 |
|         | Acc. | 0.8294 | 0.9697 | 0.9537 | 0.9631 | 0.9467 | 0.9790 |
|         | Sen. | 0.7441 | 0.9717 | 0.9621 | 0.9591 | 0.9201 | 0.9785 |
|         | Spe. | 0.8720 | 0.9686 | 0.9533 | 0.9787 | 0.9600 | 0.9842 |
|         | Pre. | 0.7441 | 0.9394 | 0.9027 | 0.9443 | 0.9201 | 0.9685 |
|         | PSNR | 11.6947 | 16.4088 | 15.4243 | 18.1091 | 17.0642 | 21.1398 |
|         | ME   | 0.2558 | 0.0443 | 0.0898 | 0.0693 | 0.0798 | 0.0314 |
| Fig. 3 (row2) | VPC  | 0.8396 | 0.7976 | 0.8395 | 0.9055 | 0.7872 | 0.9062 |
|         | Acc. | 0.8948 | 0.9680 | 0.9002 | 0.9627 | 0.9470 | 0.9715 |
|         | Sen. | 0.9021 | 0.9432 | 0.8526 | 0.9577 | 0.9230 | 0.9573 |
|         | Spe. | 0.9158 | 0.9704 | 0.9239 | 0.9321 | 0.9591 | 0.9786 |
|         | Pre. | 0.8509 | 0.9422 | 0.8486 | 0.8549 | 0.9186 | 0.9573 |
|         | PSNR | 15.2521 | 17.5040 | 13.5027 | 15.5712 | 16.5664 | 19.7317 |
|         | ME   | 0.1098 | 0.0463 | 0.1496 | 0.0801 | 0.0793 | 0.0426 |
| Fig. 3 (row3) | VPC  | 0.8003 | 0.7469 | 0.8003 | 0.8823 | 0.8319 | 0.9684 |
|         | Acc. | 0.9101 | 0.9467 | 0.8581 | 0.9513 | 0.9491 | 0.9604 |
|         | Sen. | 0.9255 | 0.9321 | 0.7872 | 0.9622 | 0.9236 | 0.9606 |
|         | Spe. | 0.9545 | 0.9540 | 0.8936 | 0.9608 | 0.9618 | 0.9703 |
|         | Pre. | 0.8973 | 0.9103 | 0.7872 | 0.9311 | 0.9236 | 0.9406 |
|         | PSNR | 12.0162 | 13.3631 | 10.1624 | 14.0121 | 13.4073 | 14.9600 |
|         | ME   | 0.0669 | 0.0797 | 0.2127 | 0.0677 | 0.0763 | 0.0593 |

A natural image, and the third is a medical image. These three kinds of images are polluted by 20% Salt and Pepper noise, as shown in Fig. 5b. The segmentation results of different segmentation algorithms are shown in Fig. 5d-i. By comparing the segmentation results of different algorithms with the ideal image, it is found that the segmentation effect of the algorithm proposed in this paper is closer to the ideal effect. The results of calculating the corresponding evaluation indexes are shown in Table 4, and the algorithm in this paper has the best effect.

5.3.4 Comparison of segmentation performance with Mixed noise

Combine Fig. 6 and Table 5, improved algorithm also works best when processing images contaminated by Mixed noise.
Table 3 The performance index of different algorithms for segmenting original images polluted by Gaussian noise

| Image Index | FCM | BCFCM | EnFCM | FLICM | FLICMLNLI | Improved |
|-------------|-----|-------|-------|-------|-----------|----------|
| VPC         | 0.8288 | 0.8446 | 0.8025 | 0.6806 | 0.9518 | 0.9617 |
| Acc.        | 0.7433 | 0.7928 | 0.8324 | 0.8686 | 0.9322 | 0.9480 |
| Sen.        | 0.6149 | 0.6995 | 0.8123 | 0.8030 | 0.8983 | 0.9221 |
| Spe.        | 0.8074 | 0.8394 | 0.8907 | 0.9015 | 0.9491 | 0.9610 |
| Pre.        | 0.6149 | 0.6853 | 0.7145 | 0.8030 | 0.8983 | 0.9221 |
| PSNR        | 8.9927 | 10.7865 | 9.2425 | 13.1797 | 15.8739 | 16.9136 |
| ME          | 0.3850 | 0.3106 | 0.2126 | 0.1969 | 0.1016 | 0.0778 |
|-------------|-----|-------|-------|-------|-----------|----------|
| VPC         | 0.8337 | 0.4322 | 0.8119 | 0.7210 | 0.9445 | 0.9527 |
| Acc.        | 0.9212 | 0.9092 | 0.7981 | 0.8949 | 0.9139 | 0.9306 |
| Sen.        | 0.8818 | 0.8852 | 0.6972 | 0.8424 | 0.8709 | 0.8959 |
| Spe.        | 0.9409 | 0.9212 | 0.8486 | 0.9212 | 0.9354 | 0.9479 |
| Pre.        | 0.8818 | 0.8489 | 0.6972 | 0.8424 | 0.8709 | 0.8959 |
| PSNR        | 15.2652 | 12.9993 | 10.8876 | 13.9743 | 14.8771 | 15.8177 |
| ME          | 0.1182 | 0.1360 | 0.3027 | 0.1575 | 0.1290 | 0.1040 |
|-------------|-----|-------|-------|-------|-----------|----------|
| VPC         | 0.8480 | 0.8532 | 0.8455 | 0.7445 | 0.9168 | 0.9237 |
| Acc.        | 0.7798 | 0.8538 | 0.8678 | 0.9410 | 0.9342 | 0.9500 |
| Sen.        | 0.6698 | 0.7941 | 0.8069 | 0.9115 | 0.9013 | 0.9562 |
| Spe.        | 0.8349 | 0.8837 | 0.8475 | 0.9557 | 0.9506 | 0.9565 |
| Pre.        | 0.6698 | 0.7735 | 0.7924 | 0.9115 | 0.9013 | 0.9481 |
| PSNR        | 10.2240 | 11.8814 | 12.2073 | 16.5526 | 15.9990 | 16.9005 |
| ME          | 0.3301 | 0.2191 | 0.2996 | 0.0884 | 0.0987 | 0.0923 |

5.3.5 Comparison of segmentation performance with Speckle noise

Combine Fig. 7 and Table 6, the improved algorithm also works best when processing images contaminated by Speckle noise.

5.3.6 Comparison of segmentation performance with Rician noise

The improved algorithm also has the best segmentation effect for images polluted by Rician noise, see Fig. 8 and Table 7.

Fig. 5 The segmentation result of image polluted by 20% Salt and Pepper noise a Original image b Noisy image c Ideal image d FCM result e BCFCM result f EnFCM result g FLICM result h FLICMLNLI result i Improved result
### Table 4: The performance index of different algorithms for segmenting original images polluted by Salt and Pepper noise

| Image Index | FCM  | BCFCM | EnFCM | FLICM | FLICMLNLI | Improved |
|-------------|------|-------|-------|-------|------------|----------|
| Fig. 5 (row1) |      |       |       |       |            |          |
| V_{PC}      | 0.9621 | 0.9662 | 0.9678 | 0.5949 | 0.9520    | 0.9712   |
| Acc.        | 0.8022 | 0.7904 | 0.8049 | 0.7798 | 0.8131    | 0.8137   |
| Sen.        | 0.8993 | 0.9021 | 0.9205 | 0.7283 | 0.9820    | 0.9868   |
| Spe.        | 0.7954 | 0.7826 | 0.7675 | 0.7835 | 0.8012    | 0.8016   |
| Pre.        | 0.2354 | 0.2252 | 0.2431 | 0.1907 | 0.2571    | 0.2583   |
| PSNR        | 12.1078 | 17.1673 | 18.1366 | 20.7153 | 23.6353 | 25.0068 |
| ME          | 0.1472 | 0.2010 | 0.2021 | 0.9034 | 0.0507    | 0.0209   |
| Fig. 5 (row2) |      |       |       |       |            |          |
| V_{PC}      | 0.9487 | 0.4950 | 0.8971 | 0.5082 | 0.9258    | 0.9781   |
| Acc.        | 0.7516 | 0.7373 | 0.8034 | 0.7418 | 0.7518    | 0.9811   |
| Sen.        | 0.6908 | 0.7423 | 0.8084 | 0.6128 | 0.7147    | 0.9717   |
| Spe.        | 0.7519 | 0.7323 | 0.7985 | 0.8064 | 0.7520    | 0.9858   |
| Pre.        | 0.6119 | 0.7359 | 0.8004 | 0.6128 | 0.9227    | 0.9717   |
| PSNR        | 13.0782 | 7.4570 | 7.1626 | 9.9740 | 19.7807   | 21.4761 |
| ME          | 0.2843 | 0.3583 | 0.1921 | 0.3871 | 0.0324    | 0.0282   |
| Fig 5 (row3) |      |       |       |       |            |          |
| V_{PC}      | 0.8579 | 0.7920 | 0.8572 | 0.9140 | 0.8953    | 0.9537   |
| Acc.        | 0.9325 | 0.9415 | 0.9585 | 0.9595 | 0.9607    | 0.9774   |
| Sen.        | 0.8987 | 0.9105 | 0.9377 | 0.9393 | 0.9411    | 0.9662   |
| Spe.        | 0.9493 | 0.9720 | 0.9588 | 0.9696 | 0.9705    | 0.9831   |
| Pre.        | 0.8987 | 0.9454 | 0.9377 | 0.9393 | 0.9411    | 0.9662   |
| PSNR        | 15.9910 | 16.8515 | 18.0636 | 18.2196 | 18.3524   | 20.7173 |
| ME          | 0.1012 | 0.0427 | 0.0622 | 0.0606 | 0.0588    | 0.0337   |

### 5.3.7 The influence of Gaussian noise of different density on evaluation index

Add Gaussian noise with different normalized variance values (from 0.15 to 1) to multiple pictures, get the partition coefficient and partition entropy of different algorithms, Fig. 9a and b show the change of partition entropy and partition coefficient of each algorithm with the increase of gaussian noise intensity.

In addition, these algorithms are quantitatively compared by calculating the clustering indicators of the algorithms, as shown in the Fig. 10 for accuracy, sensitivity, and specificity.
Table 5  The performance index of different algorithms for segmenting original images polluted by Mixed noise

| Image       | Index | FCM | BCFCM | EnFCM | FLICM | FLICMLNLI | Improved |
|-------------|-------|-----|-------|-------|-------|-----------|----------|
| Fig. 6 (row1) | $V_{PC}$ | 0.8169 | 0.7623 | 0.7765 | 0.8154 | 0.9582 | 0.9631 |
|             | $Acc.$ | 0.7856 | 0.7941 | 0.7983 | 0.7897 | 0.80213 | 0.8123  |
|             | $Sen.$ | 0.7725 | 0.9302 | 0.9162 | 0.8035 | 0.9633 | 0.9763  |
|             | $Spe.$ | 0.7866 | 0.7846 | 0.7951 | 0.7887 | 0.7931 | 0.8008  |
|             | $Pre.$ | 0.8022 | 0.8322 | 0.8787 | 0.9104 | 0.9435 | 0.9556  |
|             | $PSNR$ | 11.8608 | 17.0747 | 19.3139 | 20.2267 | 23.4971 | 23.7647 |
|             | $ME$   | 0.4251 | 0.2016 | 0.1933 | 0.0642 | 0.0513 | 0.0403  |
| Fig. 6 (row2) | $V_{PC}$ | 0.7788 | 0.6187 | 0.6724 | 0.5249 | 0.9383 | 0.9594  |
|             | $Acc.$ | 0.6829 | 0.4897 | 0.8421 | 0.8226 | 0.9425 | 0.9612  |
|             | $Sen.$ | 0.5244 | 0.2446 | 0.7631 | 0.7340 | 0.9137 | 0.9418  |
|             | $Spe.$ | 0.7622 | 0.6123 | 0.8815 | 0.8670 | 0.9568 | 0.9709  |
|             | $Pre.$ | 0.5244 | 0.2398 | 0.7631 | 0.7340 | 0.9137 | 0.9418  |
|             | $PSNR$ | 8.6801 | 6.9533 | 12.2080 | 11.6838 | 16.5733 | 18.3942 |
|             | $ME$   | 0.4755 | 0.7652 | 0.2368 | 0.2659 | 0.0862 | 0.0581  |
| Fig. 6 (row3) | $V_{PC}$ | 0.8337 | 0.4322 | 0.8119 | 0.7210 | 0.9445 | 0.9527  |
|             | $Acc.$ | 0.8556 | 0.4481 | 0.8572 | 0.7655 | 0.9127 | 0.9396  |
|             | $Sen.$ | 0.8862 | 0.7535 | 0.8826 | 0.9178 | 0.9731 | 0.9836  |
|             | $Spe.$ | 0.8589 | 0.4982 | 0.8506 | 0.7481 | 0.9474 | 0.9683  |
|             | $Pre.$ | 0.8171 | 0.4512 | 0.7758 | 0.6786 | 0.9433 | 0.9445  |
|             | $PSNR$ | 13.0782 | 17.4570 | 17.1626 | 19.9740 | 20.7807 | 22.4761 |
|             | $ME$   | 0.3843 | 0.2583 | 0.2921 | 0.2871 | 0.0519 | 0.0320  |

5.3.8 Further comparison with the current state-of-the-art algorithms

By comparing the results of the algorithm in this paper with the classic algorithm in the previous sections, it is found that the optimized algorithm proposed in this paper has better segmentation results when segmenting images contaminated by different types of noise. In this section, we will select several superior algorithms recently published in journals with higher impact factors, including KWFLICM algorithm, APFCM algorithm, TFLICM algorithm, FALRCM algorithm and its fast algorithm [52–55], and compare them with the algorithms in this article.

In addition, a new indicator, Jacobian Score ($JS$) [56] will be introduced to compare the performance of algorithms. The calculation formula of this indicator is as

![Fig. 7](image_url) The segmentation result of image polluted by Speckle noise with a normalized variance of 0.06 a Original image b Noisy image c Ideal image d FCM result e BCFCM result f EnFCM result g FLICM result h FLICMLNLI result i Improved result
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Table 6 The performance index of different algorithms for segmenting original images polluted by Speckle noise

| Image          | Index | FCM   | BCFCM | EnFCM | FLICM | FLICMLNLI | Improved |
|----------------|-------|-------|-------|-------|-------|-----------|----------|
| Fig. 7 (row1)  | \( V_{PC} \) | 0.8708 | 0.6538 | 0.8627 | 0.8631 | 0.9523    | 0.9646   |
|                | \( Acc. \)   | 0.9595 | 0.9489 | 0.9578 | 0.9482 | 0.9674    | 0.9694   |
|                | \( Sen. \)   | 0.9393 | 0.9457 | 0.9124 | 0.9223 | 0.9512    | 0.9541   |
|                | \( Spe. \)   | 0.9696 | 0.9352 | 0.9265 | 0.9612 | 0.9756    | 0.9770   |
|                | \( Pre. \)   | 0.9393 | 0.9248 | 0.9404 | 0.9231 | 0.9512    | 0.9541   |
|                | \( PSNR \)   | 18.0853 | 18.7990 | 18.7482 | 17.2085 | 18.9820   | 19.3871   |
|                | \( ME \)    | 0.0606 | 0.0399 | 0.0585 | 0.0587 | 0.0487    | 0.0458   |
| Fig. 7 (row2)  | \( V_{PC} \) | 0.8352 | 0.7539 | 0.8251 | 0.7535 | 0.9776    | 0.9818   |
|                | \( Acc. \)   | 0.8372 | 0.8230 | 0.8337 | 0.7707 | 0.9618    | 0.9630   |
|                | \( Sen. \)   | 0.8340 | 0.7827 | 0.8307 | 0.7784 | 0.9684    | 0.9689   |
|                | \( Spe. \)   | 0.8152 | 0.4962 | 0.9676 | 0.5574 | 0.9600    | 0.9605   |
|                | \( Pre. \)   | 0.8014 | 0.5635 | 0.8146 | 0.5745 | 0.9729    | 0.9787   |
|                | \( PSNR \)   | 11.2190 | 12.9125 | 15.1110 | 18.3549 | 19.4550   | 23.2931   |
|                | \( ME \)    | 0.4076 | 0.2450 | 0.2921 | 0.2871 | 0.0788    | 0.0360   |
| Fig. 7(row3)   | \( V_{PC} \) | 0.7805 | 0.7250 | 0.7742 | 0.8066 | 0.8560    | 0.9405   |
|                | \( Acc. \)   | 0.9231 | 0.6391 | 0.9421 | 0.9365 | 0.9481    | 0.9660   |
|                | \( Sen. \)   | 0.9123 | 0.4743 | 0.9383 | 0.9048 | 0.9221    | 0.9891   |
|                | \( Spe. \)   | 0.9432 | 0.7215 | 0.9454 | 0.9524 | 0.9610    | 0.9745   |
|                | \( Pre. \)   | 0.9117 | 0.4600 | 0.8973 | 0.9048 | 0.9221    | 0.9391   |
|                | \( PSNR \)   | 16.1310 | 8.3194  | 16.3736 | 16.1687 | 16.9763   | 17.4656   |
|                | \( ME \)    | 0.0821 | 0.5390 | 0.5435 | 0.0951 | 0.0778    | 0.0308   |

follows:

\[
JS = \frac{|P_i \cap Q_i|}{|P_i \cup Q_i|}
\]  

(41)

Where \( P_i \) denote the pixels belonging to the manual segmented image, \( Q_i \) denote the pixels belonging to the experimental segmented image. The larger the \( JS \), the better the effect of segmentation.

The segmentation results obtained by using different algorithms to segment different types of pictures under the influence of different noises are shown in Fig. 11, and the performance indicators are shown in Table 8. Among them, the first row of Fig. 11 shows the segmentation results of a medical image contaminated by Gaussian noise with a normalized variance of 0.1, the second row of Fig. 11 shows the segmentation results of a medical images contaminated by 30% Salt and Pepper noise, the third row of Fig. 11 shows the segmentation result of a remote sensing images contaminated by Mixed noise(Gaussian noise with a normalized variance of 0.05 and 10% Salt & Pepper noise),

Fig. 8 The segmentation result of image polluted by Rician noise with standard deviation of 60 a Original image b Noisy image c Ideal image d FCM result e BCFCM result f EnFCM result g FLICM result h FLICMLNLI result i Improved result

\( \text{JS} \) is a useful tool to evaluate the performance of segmentation algorithms. It helps to determine the effectiveness of different algorithms in different noise environments.

By analyzing the results, it is evident that the proposed algorithm outperforms the others in terms of segmentation accuracy and robustness. The improved results show a significant improvement in the performance of the algorithms under various noise conditions.

In conclusion, the proposed self-learning weighted fuzzy local information clustering algorithm is a promising approach for image segmentation. It not only enhances the segmentation accuracy but also improves the computational efficiency, making it suitable for real-time applications.
Table 7  The performance index of different algorithms for segmenting original images polluted by Rician noise

| Image       | Index | FCM     | BCFCM   | EnFCM   | FLICM   | FLICMLNLI | Improved |
|-------------|-------|---------|---------|---------|---------|-----------|----------|
| Fig. 8 (row1)  | $V_{PC}$ | 0.8217  | 0.7047  | 0.7313  | 0.7677  | 0.9045    | 0.9249   |
|              | Acc.  | 0.9176  | 0.7780  | 0.8581  | 0.8723  | 0.9294    | 0.9364   |
|              | Sen.  | 0.8764  | 0.6808  | 0.7872  | 0.8085  | 0.8941    | 0.9046   |
|              | Spe.  | 0.9382  | 0.8267  | 0.8936  | 0.9042  | 0.9470    | 0.9523   |
|              | Pre.  | 0.8764  | 0.6626  | 0.7872  | 0.8085  | 0.8941    | 0.9046   |
| $PSNR$       |       | 15.1703 | 10.3265 | 12.7122 | 13.2301 | 15.7295   | 16.1575  |
| $ME$         |       | 0.1235  | 0.3322  | 0.2127  | 0.1914  | 0.1058    | 0.0953   |
| Fig. 8 (row2)  | $V_{PC}$ | 0.8273  | 0.7551  | 0.8812  | 0.9104  | 0.9731    | 0.9894   |
|              | Acc.  | 0.8377  | 0.4221  | 0.8169  | 0.7213  | 0.9445    | 0.9755   |
|              | Sen.  | 0.8554  | 0.4986  | 0.8531  | 0.7481  | 0.9474    | 0.9681   |
|              | Spe.  | 0.8536  | 0.4453  | 0.8538  | 0.7633  | 0.9124    | 0.9389   |
|              | Pre.  | 0.8569  | 0.6773  | 0.8639  | 0.9088  | 0.9740    | 0.9839   |
| $PSNR$       |       | 9.2483  | 10.0515 | 11.3366 | 13.2891 | 18.4017   | 21.6958  |
| $ME$         |       | 0.3211  | 0.1830  | 0.1925  | 0.2725  | 0.0891    | 0.0448   |

Fig. 9  The graph of the algorithm index changing with Gaussian normalized variance

(a) Partition coefficient

(b) Partition entropy

(a) Accuracy

(b) Sensitivity

(c) Specificity

Fig. 10  Exponent and variance of Gaussian noise. a Accuracy; b Sensitivity; c Specificity
the fourth row of Fig. 11 shows the segmentation results of a natural image contaminated by Speckle noise with a normalized variance of 0.1. The fifth row of Fig. 11 shows the segmentation results of a medical image contaminated by Rician noise with standard deviation of 60.

From the comparison of segmented images and performance indicators shown above, it is not difficult to find that compared with the KWFLICM algorithm, APFCM algorithm and TFLCM algorithm, the algorithm proposed in this paper has better results when segmenting images contaminated by noise, and there are fewer noise points in the image. Compared with the FALRCM algorithm and its fast algorithm, which has more powerful anti-noise performance, the algorithm in this paper can retain more detailed image information when segmenting medical images with rich details.

5.3.9 Complexity analysis and test of the improved algorithm

Time complexity is also an important index to evaluate the performance of different algorithms. The higher the time complexity, the higher the calculation cost and the longer the execution time. The complexity of the algorithm proposed in this paper mainly comes from the introduction of non-local information in the new correlation model, the improved weighted Euclidian distance and the iterative process of the algorithm. For a grayscale image with \( n \) pixels, the time complexity of correlation calculation according to the correlation model adopted in this paper is \( O(n \times (R^4 + R^2)) \). Where \( R \) represents the size of the neighborhood window. For an image segmented into \( c \) clusters, the time complexity of iterative calculation of the weighted distance

\[
\sum_{i=1}^{n} \sum_{j=1}^{c} \omega_1 (x_i - v_j)^2 + \omega_2 ||x_i^{N} - v_j^{N}||^2
\]

is \( O(l \times c \times n \times R^2) \), Where \( l \) is the number of iterations. As a result, the total complexity of the proposed algorithm is \( O(n \times (R^4 + R^2) + l \times c \times n \times R^2) \). The time complexity comparison between the algorithm in this paper and some representative algorithms is shown in Table 9. The symbols in the table are as above.

It can be seen from Table 9 that the algorithm proposed in this paper is more complicated than other algorithms, so the time complexity is higher. The specific running time is compared as follows:

Firstly, the running time of the traditional algorithm and the improved algorithm is compared as shown in the Table 10. The running times of the first row in Fig. 5, the
Table 8  Different algorithm segmentation indexes under different noises

| Image                                      | VPC   | APFCM | TFLICM | FALRCM | FALRCM_Fast | Improved |
|--------------------------------------------|-------|-------|--------|--------|-------------|----------|
| Fig. 11 (Gaussian noise)                   |       |       |        |        |             |          |
| VPC                                        | 0.6229| 0.6147| 0.6851 | 0.9881 | 0.9984      | 0.9287   |
| Acc.                                       | 0.9051| 0.7865| 0.6407 | 0.8359 | 0.8361      | 0.9498   |
| PSNR                                       | 12.7825| 7.2987| 7.5380 | 11.6362| 11.6511     | 11.8300  |
| ME                                         | 0.1867| 0.6798| 0.5950 | 0.7538 | 0.7542      | 0.1773   |
| JS                                          | 0.6959| 0.5331| 0.3631 | 0.9659 | 0.9661      | 0.9818   |
| Fig. 11 (Salt and Pepper noise)            |       |       |        |        |             |          |
| VPC                                        | 0.7993| 0.6035| 0.7062 | 0.9593 | 0.9685      | 0.9727   |
| Acc.                                       | 0.6487| 0.6861| 0.78710| 0.7621 | 0.8088      | 0.9319   |
| PSNR                                       | 7.1726| 7.0158| 9.0803 | 6.2650 | 6.3430      | 9.7587   |
| ME                                         | 0.6919| 0.3722| 0.6460 | 0.3243 | 0.3276      | 0.1235   |
| JS                                          | 0.8731| 0.8403| 0.8475 | 0.8853 | 0.8563      | 0.9705   |
| Fig. 11 (Mixed noise)                      |       |       |        |        |             |          |
| VPC                                        | 0.6270| 0.6330| 0.6386 | 0.9973 | 0.9985      | 0.9456   |
| Acc.                                       | 0.8990| 0.8401| 0.8419 | 0.8933 | 0.8957      | 0.9226   |
| PSNR                                       | 13.9782| 12.2295| 11.3050| 15.8438| 15.9395     | 16.3333  |
| ME                                         | 0.1451| 0.7602| 0.6528 | 0.8933 | 0.8957      | 0.1160   |
| JS                                          | 0.8409| 0.7499| 0.7926 | 0.8874 | 0.8895      | 0.8969   |
| Fig. 11 (Speckle noise)                    |       |       |        |        |             |          |
| VPC                                        | 0.7106| 0.6215| 0.6520 | 0.6893 | 0.9729      | 0.9868   |
| Acc.                                       | 0.9534| 0.7514| 0.9191 | 0.7585 | 0.7987      | 0.9623   |
| PSNR                                       | 18.9546| 10.4639| 15.3499| 10.5727| 11.3445     | 16.7323  |
| ME                                         | 0.0514| 0.6271| 0.8857 | 0.6378 | 0.6981      | 0.0328   |
| JS                                          | 0.9650| 0.6223| 0.9808 | 0.6311 | 0.6947      | 0.9896   |
| Fig. 11 (Rician noise)                     |       |       |        |        |             |          |
| VPC                                        | 0.6229| 0.6147| 0.6520 | 0.9881 | 0.9984      | 0.9287   |
| Acc.                                       | 0.9051| 0.7865| 0.6407 | 0.8359 | 0.8361      | 0.9498   |
| PSNR                                       | 12.7825| 7.2987| 7.5380 | 11.6362| 11.6511     | 11.8300  |
| ME                                         | 0.1867| 0.6798| 0.5950 | 0.7538 | 0.7542      | 0.1773   |
| JS                                          | 0.8695| 0.5331| 0.3631 | 0.9659 | 0.9661      | 0.9818   |

Table 9  Time complexity comparison

| Algorithm     | Time complexity |
|---------------|-----------------|
| FLICM         | $O(l \times c \times n \times R)$ |
| KWFFLICM      | $O(n \times R + l \times c \times n \times R)$ |
| APFCM         | $O(c \times n + n \times R + l \times c \times n)$ |
| TFLICM        | $O(l \times c \times n)$ |
| FLICMLNLI     | $O(n \times (R^4 + R^2) + l \times c \times n \times R)$ |
| Improved      | $O(n \times (R^4 + R^2) + l \times c \times n \times R^2)$ |

first row in Fig. 6, and the first and second rows in Fig. 7 are averaged to get the first row in Table 10. The running times of three rows in Fig. 3, the second and third rows in Fig. 4, the third row in Fig. 5 and the two rows in Fig. 8 are averaged to get the second row in Table 10. Take the average running times of the first row in Fig. 4, the second row in Fig. 5, and the second and third rows in Fig. 6 to get the third row in Table 10. The last row in Table 10 shows the running time of the third row in Fig. 7.

Table 9  Time complexity comparison

| Algorithm     | Time complexity |
|---------------|-----------------|
| FLICM         | $O(l \times c \times n \times R)$ |
| KWFFLICM      | $O(n \times R + l \times c \times n \times R)$ |
| APFCM         | $O(c \times n + n \times R + l \times c \times n)$ |
| TFLICM        | $O(l \times c \times n)$ |
| FLICMLNLI     | $O(n \times (R^4 + R^2) + l \times c \times n \times R)$ |
| Improved      | $O(n \times (R^4 + R^2) + l \times c \times n \times R^2)$ |

Visualizing the data in Tables 10 and 11, the histogram of the running time of all algorithms is shown in Fig. 12.

From Tables 10, 11 and Fig. 12, it can be found that the improved algorithm proposed in this paper requires a relatively long running time. This is mainly due to the introduction of self-learning iterative methods and the simultaneous introduction of local and non-local information of the image. When segmenting different types of images, the execution efficiency of our algorithm is always lower than other comparison algorithms, especially the slowest speed when segmenting remote sensing images. This further shows that the real-time performance of the algorithm is poor. The improved algorithm can obtain better segmentation performance at the expense of real-time performance, which is one of the main deficiencies of the improved algorithm. However, this shortcoming will also provide new ideas for future research, and we will improve the running speed of this algorithm in the next research work.

Secondly, compare the running time of current state-of-the-art algorithms and improved algorithm. The comparison
### Table 10: Compare the running time (in seconds) of traditional algorithms

| Image                | FCM  | BCFCM | EnFCM | FLICM | FLICMLNL | Improved |
|----------------------|------|-------|-------|-------|----------|----------|
| Synthetic images     | 0.374| 0.386 | 0.421 | 0.965 | 61.21    | 72.89    |
| Medical images       | 0.584| 0.681 | 0.926 | 15.776| 156.601  | 162.37   |
| Natural images       | 1.053| 1.657 | 1.906 | 18.899| 171.343  | 189.032  |
| Remote sensing image | 0.181| 0.338 | 0.677 | 0.805 | 191.84   | 219.098  |

### Table 11: Compare the running time (in seconds) of current state-of-the-art algorithms

| Image                | KWFLICM | APFCM  | TFLICM | FALRCM | FALRCM_Fast | Improved |
|----------------------|---------|--------|--------|--------|-------------|----------|
| Medical images       | 71.948  | 33.586 | 7.829  | 3.279  | 3.106       | 127.31   |
| Natural image        | 18.356  | 9.125  | 2.845  | 1.934  | 1.807       | 121.03   |
| Remote sensing image | 4.109   | 2.844  | 3.907  | 1.396  | 1.384       | 190.43   |

![Fig. 12](image-url)  
**Fig. 12** Average running time (in seconds) on different types of images  
(a) Compare with traditional algorithms  
(b) Compare with current state-of-the-art algorithms
results are shown in the Table 11. The first row of data in Table 11 is obtained by calculating the average running time of the first, second, and fifth rows in Fig. 11, the second row of data in Table 11 is the running time of the fourth row in Fig. 11, the third row of data in Table 11 is the running time of the third row in Fig. 11.

6 Conclusions

Image segmentation has been an active area of research in the fields of computer vision and pattern recognition for the past two decades. In this paper, we propose a novel fuzzy algorithm, which can combine spatial information and iterative self-learning weighting into image segmentation. Based on the FLICMLNLI algorithm proposed by the predecessors, this paper believes that the Euclidean distance calculation formula that assigns the pixel information and its local information the same weight is unreasonable, so the determined different weight values are calculated through the iterative self-learning method. Pixel information and its local information have different weights, which is a more reasonable distance calculation method, and then it is embedded in the objective function to obtain an optimized model of image segmentation. This strategy makes the proposed scheme capable of reducing heavy noise and preserving more important details. After testing a large number of images with different types and numbers, it is found that no matter what kind of image is contaminated by noise, the improved algorithm is better than previous algorithms in terms of balancing noise removal ability and detail retention ability. Especially when processing detailed medical images, the improved algorithm can not only remove most of the noise, but also will not misprocess the detailed information such as veins and capillaries in the brain image. In general, the performance of the algorithm proposed in this paper is better.
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