Identification of Abnormal Movements in Infants: A Deep Neural Network for Body Part-Based Prediction of Cerebral Palsy
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ABSTRACT The early diagnosis of cerebral palsy is an area which has recently seen significant multi-disciplinary research. Diagnostic tools such as the General Movements Assessment (GMA), have produced some very promising results, however these manual methods can be laborious. The prospect of automating these processes is seen as key in advancing this field of study. In our previous works, we examined the viability of using pose-based features extracted from RGB video sequences to undertake classification of infant body movements based upon the GMA. In this paper, we propose a new deep learning framework for this classification task. We also propose a visualization framework which identifies body-parts with the greatest contribution towards a classification decision. The inclusion of a visualization framework is an important step towards automation as it helps make the decisions made by the machine learning framework interpretable. We directly compare the proposed framework’s classification with several other methods from the literature using two independent datasets. Our experimental results show that the proposed method performs more consistently and more robustly than our previous pose-based techniques as well as other features from related works in this setting. We also find that our visualization framework helps provide greater interpretability, enhancing the likelihood of the adoption of these technologies within the medical domain.

INDEX TERMS Cerebral palsy, deep learning, early diagnosis, explainable AI, general movements assessment, interpretable AI, machine learning, medical visualization, motion analysis, skeletal pose.

I. INTRODUCTION

The process of automating the recognition, analysis and reconstruction of complicated motion, such as human activity, has been an area of interest for researchers in many varied fields, due to its inherent ability to streamline intensive manual processes. [5]. It has seen widespread use in surveillance, virtual reality, intelligent monitoring and content based video indexing [48]. In our previous works [32], [33], we proposed different methods by which we could examine the feasibility of applying these technologies to the healthcare domain, specifically to aid with the early prediction of cerebral palsy (CP) in infants.

CP is an umbrella term used to describe a group of lifelong neurological conditions which cause movement difficulties. These movement difficulties typically affect mobility, posture and coordination, but can also cause problems with speech articulation, swallowing, vision, and can contribute towards a reduced ability to learn new skills. The severity of these symptoms can vary quite significantly, with some individuals presenting very minor symptoms whilst others may be severely disabled [20].
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CP is attributed to non-progressive damage to the brain in early infancy [9], [42] and is one of the most common physical disabilities in childhood, with an overall prevalence of 2.11 per 1000 live births [37]. Studies have also found that there is a significant link between CP and infants born prematurely, with the prevalence of CP in infants born very preterm (28-32 weeks gestation) being 32.4 per 1000 surviving neonatal births, and for infants born extremely preterm (less than 28 weeks gestation) 70.6 per 1000 births [41]. Studies also suggest that whilst improvements to neonatal care have led to a decline in infant mortality rates, they have also contributed to an increase in the frequency and severity of CP [38].

CP is a lifelong condition where earlier diagnosis improves outcomes by facilitating faster access to physiotherapy support and enhancing parental understanding. This results in better physical outcomes for the child over the life-course as well as providing better support for families. In order to provide opportunities for the best possible outcome for an infant’s development, early diagnosis of CP is considered essential. The early diagnosis of CP can however be difficult, with confirmed diagnosis often not being made until 18 months of age, or potentially later for individuals with mild symptoms [31]. Currently, tests which identify the emerging signs of CP typically evaluate the quality, complexity and spontaneity of an infant’s movements at a specific window in their development, one such test is the General Movements Assessment (GMA) [15].

The GMA evaluates infant movement by observing the presence of “Fidgety Movements” (FMs), which are observable from 3 to 5 months post term [39]. In a typically developing infant FMs have a similar prevalence and appearance, subsequently allowing for abnormal FM patterns to be identified and classified [14]. The GMA has produced some excellent results in detecting CP [35], indeed in a recent review study, [10] reports that the GMA produces more reliable results than other methods such as cranial ultrasound and neurological examination.

In practice, the challenges of applying these assessments relates to the availability of appropriately trained and skilled clinicians. These clinicians require considerable additional training and as such, tests are currently only carried out on infants at high risk of developing CP [8]. These tests are based around the gestalt visual perception of movement [16], and are therefore highly subjective, lacking discernible quantitative diagnostic features. These clinical tests are also heavily reliant upon the infant being in a suitable behavioural state [19], making them potentially very time-consuming, which can subsequently lead to observer fatigue.

In order to address the issues found in manual clinical assessment, several works [2], [32], [33], [36], [43] have attempted to automate the process of GMA for the prediction of CP using machine-learning. Not only would an automated system have the potential to reduce the time and cost associated with current manual clinical assessments, but it could also assist clinicians in making an earlier and more confident diagnosis by providing interpretable, quantitative information about why a prediction of CP has been made.

One of the main issues with using machine-learning approaches in the medical domain is the problem of interpretable AI. Models are often seen as ‘black boxes’ in which the underlying structures can be difficult to understand. There is an increasing requirement for the mechanisms behind why systems are making decisions to be transparent, understandable and explainable [24]. As such, we propose a new motion classification framework, which takes an RGB video as the input and analyzes the movement of individual body parts to determine if FMs are present (FM+) or absent (FM−), subsequently identifying normal or abnormal general movements from segments of the sequence. To make our proposed framework fully interpretable, an important aspect is the automatically generated visualization capable of relaying pertinent information to the assessor. This visualization highlights the segmented body parts that are showing movement abnormalities, and are subsequently providing the most significant contribution towards the final classification result.

Another issue found in the existing methods [2], [32], [33], [36], [43] is the lack of comparisons of performance between different approaches in the literature. Moreover, due to the sensitive nature of the video data recorded, the datasets used in the previous works are not available to the public. As a result, it is difficult for researchers to have a fair comparison and evaluation on the performance of different methods due to the unavailability of benchmark datasets. In this work, we compare the classification performance with several state-of-the-art CP prediction frameworks on 2 datasets, details of which are discussed in Section III-A. The details of our proposed classification and visualisation frameworks are discussed in Sections III and IV, and our evaluation is discussed in Section V. Our hope is that this contribution will aid in the adoption of such technologies in this domain, through accurate, quantifiable and explainable results.

The contributions of this work can be summarized as:

- A new deep neural network based classification framework is proposed for the automated prediction of Cerebral Palsy based upon body-part movements extracted from RGB videos.
- A visualization feature is proposed to highlight the contribution of each body segment towards the Cerebral Palsy prediction in the video to improve the model interpretability.
- A challenging new dataset was constructed using real patient data gathered as part of routine clinical care. This dataset reflects the intra-class variance and associated complexity found in carrying out manual assessments in a real-world clinical environment.

II. RELATED WORKS

In this section, we discuss several works related to the automation of the GMA, we consider the techniques used and how our proposed system might take advantage of and build upon these existing methods. In a recent study [31] discussed
the use of several technologies which analyse recorded movement data for this purpose. They suggest that the adoption of these technologies could potentially help with the prediction of motor impairment in infants. The study also highlighted the need for the early identification of those most at risk, and proposed that the application of these technologies within paediatric practice could also contribute towards a better understanding infant neurological development.

Several studies have been carried out which attempt to assess the viability of automating assessments to predict motor impairment based upon observed motion quality, such as the GMA, using computer vision-based approaches. The first examples of this can be found in the works by Adde et al. [1], [2], [4], who developed a per frame background subtraction method for analysis. A simple representation is created which calculates the difference between two frames in a video sequence. A point value per pixel of 0 or 1 is then assigned which represents the presence of movement. Relevant features were extracted from this data and used for classification. Whilst reasonable results were obtained with this method, greater robustness and understanding of the motion associated with FMs was desired, as such researchers started implementing more advanced motion assessment techniques, such as optical flow.

In [43], an optical flow-based method was produced which used statistical analysis and pattern recognition to assess the infant’s spontaneous movements. Wavelet frequency analysis was then used to evaluate the time-dependant trajectory signals found in the optical flow data. Similarly, Orlandi et al. [36] implemented large displacement optical flow (LDOF) to track infant body movements and acquire velocities. The displacement of each pixel was calculated prior to extracting features for a binary classification, to determine normal or abnormal general movements (GMs). Ihlen et al. [25] also made use of an LDOF model to track infant movements through a pixelwise representation. The displacement was manually annotated to determine the likelihood of cerebral palsy based upon the proportion of CP risk-related movements. This was then classified using statistical analysis of the data. Rahmati et al. [40] also used optical flow, proposing the use of features derived from frequency analysis to classify infant motion into one of two groups. Using video sequences as input, a motion segmentation algorithm was used to extract motion data from each limb. Their proposed feature selection method, which determines features with significant predictive ability, is then used prior to classification.

Each of the methods discussed make use of traditional machine learning classification algorithms, however, in recent years researchers have started to develop new methods of classification for motion analysis. These methods are typically more robust, accurate and reliable than previous methods, incorporating deep learning frameworks for this classification task.

Some leading examples of how deep learning frameworks have been implemented for action recognition, human motion analysis and classification can be found in works exploring pose estimation [12], [18], [21], [29], [44] and part-based segmentation [18], [45], [47]. In these works researchers have proposed alternate methods to model human shape and motion as a means of overcoming the limitations found in other methods, such as optical flow. However, these deep learning based approaches are largely yet to be implemented in the field of automated CP prediction in infants due to the difficulty in model interpretability and the availability of suitable data. Our proposed system takes advantage of these improvements in motion analysis performance by incorporating state-of-the-art methods in this classification task, details of which are discussed in Section III. However, since we also incorporate a visualization segment, our system also benefits from greater contextual interpretability than typical deep learning frameworks. This allows our system to retain the explainability found in earlier related works, whilst simultaneously capitalising on the performance improvements offered by employing deep learning architectures.

III. METHODOLOGY-OVERVIEW AND DATA PRE-PROCESSING

In this section we present a general overview of the proposed framework, illustrated in Figure 1, and the data pre-processing tasks. Given an image sequence, extracted from top down video recordings of infant general movements,
the 2D skeletal pose is detected on a per frame basis using OpenPose [11]. The input of the proposed framework is the extracted 2D skeletal pose sequence. For the skeletal motion data, each pose is divided into different body-parts and each body-part sequence is processed by a specific branch (Section IV-A) to learn a part-specific spatio-temporal representation. To evaluate the importance of each body-part in contributing to the final classification result, deep supervision is added to each part-specific stream. Finally, the outputs from all the individual body-part streams are concatenated and fed to the classifier (Section IV-C) to predict the final label of the image sequence. In addition, the attention information (Section IV-B) which indicates the presence of abnormalities in the movement of each body part is combined with the video as a visualization (Section IV-D) of the automated prediction process.

In the rest of this section, we introduce the datasets used in this study in Section III-A, and we explain the 2D skeletal pose extraction and associated pre-processing required in Section III-B.

A. DATASETS

We make use of two different GMA datasets, a synthetically generated dataset (MINI-RGBD) and a real-world dataset (RVI-25). Here, we discuss the details of these datasets and their implementation in our proposed fidgety movement identification and visualization pipeline.

1) MINI-RGBD

Due to the sensitive nature of the video recordings required for the GMA, the Moving INfants In RGB-D (MINI-RGBD) [23] synthetic dataset was produced and made publicly available. The MINI-RGBD dataset consists of 12 synthetically generated videos (640 × 480 resolution @ 25 FPS), each 1000 frames long, showing the movements of infants lying in a supine position. These videos were created by recording infants in a clinical setting and mapping the corresponding real-world movements to synthetically generated 3D models of infants. This approach maintains the anonymity of the infants whilst fully and accurately representing their motion characteristics. We make use of this synthetic dataset and label each of the video sequences as ‘normal’ (FM+) or ‘abnormal’ (FM−) based upon the GMA. The data labelling was carried out by assessors highly experienced in the clinical application of the GMA.

2) RVI-25

The second dataset (RVI-25), consists of 25 videos of 25 different infants, recorded as part of routine clinical care at the NHS Royal Victoria Infirmary, Newcastle upon Tyne, UK. All necessary ethical approvals were provided by the Research Ethics Committee (REC), HRA and HCRW. Written informed consent was also obtained from the parents/legal guardians of all participating infants. The video recordings were carried out using a handheld 2D RGB video camera (Sony DSC-RX100 with 1.0-Type Sensor, 28-100 mm F1.8-4.9 Zeiss Lens, recording in 1920 × 1080 resolution @ 25 FPS) during active wakefulness, filmed from above with the infant lying in a supine position. The video was filmed in this way so as to fully simulate a real-world recording environment, to assess the efficacy of the extracted features, and enable future analysis on patient footage within both the clinical setting and remotely. The length of each video varies between 1 and 5 minutes, for our implementation we extracted individual sequences 1000 frames in length, our ultimate aim being to establish if FMs can be detected in short sequences to enable the spatio-temporal identification of risk related movements. Each of these sequences was screened and assessed for the presence of FMs (FM+ or FM−), according to the GMA, by an experienced paediatric physiotherapy team.

B. DATA PRE-PROCESSING

Whilst the infant movement data is captured as RGB video, directly analyzing videos is a challenging task since a wide range of factors contributes towards the intra-class variations, including illumination, the background of the video, the appearance of the infant (body shape, skin color, with or without clothing), etc. In contrast, encouraging results have been reported [32], [33] in infant movement analysis based on skeletal pose features extracted from videos. In the proposed framework, 2D skeletal pose sequences are used as the input for the analysis of infant general movements.

1) POSE ESTIMATION FROM VIDEO

For pose estimation, the locations of body parts (e.g. joints) can be detected from an image. In particular, OpenPose [11] is one of the top-performing approaches proposed in recent years. OpenPose is based on Part Affinity Fields (PAFs), which learn the association between body parts and their appearance in the image. Such an approach is also referred to as a ‘bottom-up’ approach that recognizes lower level features (e.g. body parts) first, in order to reconstruct the higher level skeletal posture. An example of the skeletal pose extracted using OpenPose is shown in Figure 2.

In this study, the official OpenPose implementation (https://github.com/CMU-Perceptual-Computing-Lab/openpose) is used for extracting the 2D locations of the joints from the video. Specifically, each video is converted into a sequence of images and a skeletal pose is extracted from each image. For each posture, 18 keypoints including body joint locations and facial landmarks are detected. An example is shown in Figure 2. Each keypoint contains the x and y coordinates of the joint location within the image. In this work, 14 joints, including head, neck, left and right shoulders, left and right elbows, left and right wrists, left and right hips, left and right knees, and left and right ankles were used.

2) AUTOMATIC DATA CORRECTION

The accuracy of joint location prediction can, however, be affected by factors such as self-occlusion of body parts. To alleviate this problem, an automatic data correction
shown in Figure 3. Specifically, OpenPose returns a confidence score to decide whether the predicted joint location is ‘usable’ or correction is required. In particular, we compute the threshold value \( t_i \) for joint \( i \) by

\[
t_i = \left( \frac{1}{n} \sum_{j=1}^{n} c_{i,j} \right) \times 90\% \tag{1}
\]

where \( n \) is the total number of frames (or postures), \( c_{i,j} \) is the confidence score of joint \( i \) at frame \( j \) returned by OpenPose. We follow McCay et al. [33] on multiplying the averaged confidence value by 10% as the threshold.

Next, the trajectory of each joint is computed separately by curve fitting based on the joints with confidence scores which are above the threshold. In doing so, the location of the joint with a confidence score below the threshold at a frame will be estimated by the locations in the neighbouring frames with a higher confidence score. This aligns with the observation that human motion is continuous and the videos are captured at a high frame rate (25 FPS or above). As a result, the changes of the joint locations over time should be small and a curve function can approximate the joint trajectory over time. Among a wide range of curve fitting functions, the modified Akima interpolation [7] is selected in our work, since using this spline function can effectively avoid the overshooting issues found in other spline functions. This results in a more natural interpolated trajectory, closer to the original signal. The joint locations with a confidence score above the threshold will then be used as the control point \( X_j \) as the input of the modified Akima interpolation.

3) DATA NORMALIZATION

The joint locations returned from OpenPose are presented as the \( x \) and \( y \) coordinates on the image. Since differences in body size may impact upon the magnitude of body movement, subsequently affecting classification accuracy, all of the extracted infant pose data is scaled to a standardized height. We do this by computing the height of the infant from the skeletal pose. The height can be estimated by the sum of the lengths of the following body segments: lower leg, upper leg, hip-to-neck and head (refer to Figure 2). In addition to the scaling factor, the orientation of the infant also affects the performance of the machine learning process. As such, we transform the extracted pose sequence so that the infant pose data is vertically aligned and centred in each frame, as illustrated in 3. We do this by computing the acute angle between the medial axis of the torso, which can be represented by a straight line between the middle of the hip joints (i.e. left hip and right hip) and the neck joint, and a vertical line in the coordinate system. Each posture in the motion sequence is then rotated and centred according to the computed acute angle. We apply this to all of the extracted posture sequences, meaning they are normalized and ready for analysis. Finally, before we feed the data to the model, we subtract the coordinates of each frame to these of the first frame.

IV. METHODOLOGY—THE PROPOSED FRAMEWORK

In this section, the details of the our proposed framework will be given in Section IV-A to IV-C, which include the body part specific branch (Section IV-A) with abnormality detection (Section IV-B) and the classification (Section IV-C). The proposed visualization module will be presented in Section IV-D.

A. PART-BASED MOVEMENT MODELLING USING CNN AND LSTM

The GMA assesses the overall quality of infant movement at a specific window in their development. One of the most important criteria assessed in this process is whether normal FMs are present or absent [3]. These FMs are defined by Prechtl as a continuous stream of movements in all directions by multiple body parts, with moderate speed and variable acceleration [39]. Inspired by this, we propose a system which models the movement of each body part...
separately, in order to analyze how the movement from each part contributes towards the final classification decision. Ultimately, our framework determines whether FMs are absent (FM−) or present (FM+), and consequently classifies whether the movement of the infant can be considered normal or abnormal.

Specifically, we model the trajectories of 8 selected body joints individually, including right elbow, right hand, left elbow, left hand, right knee, right ankle, left knee and left ankle. The movement trajectory of each selected body joint is essentially a spatio-temporal motion representation, as it contains the joint location information over time. The trajectory of a joint $j$ extracted from a video with $n$ frames is represented by:

$$P_j = \begin{bmatrix} p_{j,x,1} & \cdots & p_{j,x,n} \\ p_{j,y,1} & \cdots & p_{j,y,n} \end{bmatrix}$$

where $p_{j,x,i}$ and $p_{j,y,i}$ are the $x-$ and $y-$ coordinates of joint $j$ at frame $i$.

1) SPATIAL MODELLING USING 1D CNNs
Next, the joint trajectory is encoded spatially. When handling signals with relatively low dimensionality, 1D convolutional neural networks (CNNs) is preferred over 2D CNNs since 1D CNNs are more efficient with a shallower architecture for learning challenging 1D signals [26]. This property is crucial for analyzing infant movements since only limited data sample are available and it will be difficult to train a deep neural network which usually requires a huge amount of data. As a result, we propose using 1D CNN to model each body part spatially and the network architecture of each body part-specific stream is illustrated in Figure 4. Specifically, 5 mini blocks are used for spatial modelling. In each mini block, the input is passed to a 1D convolution layer followed by a batch normalization layer. The purpose of passing the output of the 1D convolution layer into the batch normalization layer is to reduce the covariance shift, and results in a more stable and efficient training process. By stacking the mini blocks 5 times we can extract semantically rich features of lower spatial dimensionality, as it is gradually decreased through strided convolutions.

2) TEMPORAL MODELLING USING LSTM
To model the movement of each body part temporally, Long Short Term Memory (LSTM) network architecture is used as shown in Figure 4. Here, we use 2 mini blocks for this purpose, and each mini block includes a LSTM layer followed by a dropout layer and finally a batch normalization layer. The effectiveness of using LSTM for modelling temporal sequence has been demonstrated in a wide range of applications [22]. Furthermore, LSTM is preferred over a temporally-extended CNN for two reasons. Firstly, the LSTM network is inherently superior to handling temporal information, as it is equipped with special modules such as the forget gate, whereas CNNs treat the temporal dimension as a third spatial dimension [30]. Secondly, the LSTM is capable of modelling the entire sequence globally and can focus on multiple different segments. On the other hand, CNNs extract local features and require a large receptive field, usually focusing on fewer segments [30]. While LSTMs are usually more computationally expensive, this is less relevant in this work as our model is quite small both in depth and in width. To prevent overfitting, the output of the LSTM layer is fed to a dropout layer to improve the generalisation of the trained model. Finally, a batch normalization layer is added to improve the stability and efficiency of the network. We repeat this mini block architecture twice as a deeper network improves the learning capability.

B. BODY-PART ABNORMALITY DETECTION
To make the automated FM identification system more interpretable, we feed the output of each body part-specific branch to a classifier which is trained using the annotation (i.e. FM+ or FM−) of the video. This design allows the system to provide additional information on the importance of each stream (i.e. body part) in determining the abnormality of the body movement of infants. The importance of these individual body part is used to highlight the body parts with the highest classification contribution to inform clinicians where they should pay attention to for further analysis.

On that end, after the spatio-temporal modelling of movement of the body part, the CNN-based architecture produces a high dimensional output. To facilitate the classification learning process, a down-scaling process is usually included. In particular, global max pooling is used in our framework, to highlight the abnormalities encoded in the embedding vector. Two fully connected layers are appended to encode abnormality information, followed by the classification layer. Before feeding the output to the classifier, we concatenate the predicted class to the deep embedding, so the classifier has access to the stream’s prediction.

The output of each stream will be a contribution score (i.e. a scalar value) which indicates how much the body-part contributes to the classification decision. In addition to the overall classification results (i.e. FM+ or FM−) (Section IV-C, the contribution score will also be provided as additional feedback to use to clinicians to understand why the decision was made. An example is illustrated in Figure 5. Based on the contribution score, we use purple (0) to red (1) as the color range for positive class, and the color range from blue (0) to green (1) for negative class.
C. CLASSIFICATION
Finally, the outputs from all stream will be merged and fed to a classification network illustrated in Figure 6 to obtain the overall result. Specifically, after concatenating the stream outputs, an instance normalisation is performed to eliminate the scale differences between streams. Then, a 1D convolution with 100 filters is applied to learn the best fusion weights. A dropout layer randomly drops 50% of its neurons, to avoid overfitting the training data. Finally, the output is fed to a dense layer which is followed by a sigmoid layer for classification. For the RVI-25 dataset, which is larger and more complex, we add two more fully connected layers of 50 and 150 neurons each.

D. VISUALIZATION AS AN INTERPRETABLE AUTOMATED ASSESSMENT
In order to make our proposed framework more interpretable, we include a visualization module which highlights the body parts that are contributing to the classification decision on the image frames. While deep learning-based frameworks obtained excellent performance in a wide range of visual understanding tasks, most of the existing architectures can be considered as black-box approaches. For example, most of the classification frameworks only output the predicted label without specifying how the conclusion is being drawn. Whilst this is acceptable in typical computer vision tasks, it is less preferable in healthcare and medical applications, since it is essential for the clinicians to verify the prediction as well.

To make the proposed framework more interpretable, the body part abnormality detection explained in Section IV-B is used to evaluate the contribution from each stream towards the overall classification. Specifically, each body part stream will be associated with a contribution score which is a normalized value between 0 and 1. Note that the score is computed from the spatio-temporal body part representation, and this information is displayed as video overlay. The contribution score will then be used to determine the color intensity of the fonts. For positive class, we use purple (0) to red (1) as the color range. For negative class, the color range from blue (0) to green (1) is being used. An example of the visualization result is illustrated in Figure 5.

V. EVALUATION
In this section, we evaluate the performance of our proposed framework quantitatively and qualitatively. We compare the classification performance of our method with several other baseline methods proposed in the literature. The baselines used here represent a selection of state-of-the-art methods in the task of identifying fidgety movements for CP diagnosis. They provide robust performance backed up by several publications and associated implementations, as well as source code availability, making them particularly useful for our evaluation.

We evaluated each of the feature extraction and motion classification methods using two separate datasets, each consisting of videos showing infant movement characteristics associated with the GMA (details of each dataset are discussed in Section III-A). For fair comparison, all of the features extracted using the baseline methods were classified using the Support Vector Machine (SVM), Decision Tree (Tree), k-NN (k = 1 and k = 3), Linear Discriminant Analysis (LDA), Ensemble, and Logistic Regression classification algorithms, with the best results for each feature and dataset reported in Table 1 and Table 2.
To our knowledge, a comparison of the different proposed methods has not been carried out to quantitatively evaluate the effectiveness of each extracted feature on shared datasets. We also examine the effectiveness of the visualization portion of our framework through qualitative assessment. Our results and observations of the classification performance comparison are discussed in Section V-C, and our evaluation of the visualization framework is discussed in Section V-D.

A. EXPERIMENTAL SETTINGS

Both datasets, but the synthetic in particular, are very limited in size. Therefore, overfitting is a major problem which had to be addressed. The following measures have been put in place:

• Dropout layers: As discussed in Sections IV-A2, IV-C, dropout layers are used to improve generalisation.

• Data augmentation: Each training sample is augmented with 80% probability with the following methods:
  -- Random scaling: A random value is selected from the interval [0.35, 1.65] to downscale or upscale the training sample.
  -- Noise addition: A small value, up to a third standard deviation is added to each coordinate of the training data.
  -- Sign inversion: The sign of the input values is changed by 50% probability.
  -- Motion reverse: The motion is reversed by 50% probability.

In addition, another challenging problem that is inherent to the datasets is class imbalance. The synthetic dataset is biased to the negative class, as it has twice as many videos of that class. The imbalance is even greater for the real dataset, with negative videos being more than three times as many. Therefore, during training, we sample from the positive or negative class with equal probability 50%, rather than selecting a train video uniformly. As a result, each batch has approximately the same number of positive and negative classes. This ensures the model will be unbiased towards the two classes.

For the leave-one-out cross validation in this work, every sample in the dataset will be selected as the testing sample while the rest are used as the training and validation sets. The results reported in Tables 1 and 2 are the averaged accuracy, specificity and sensitivity obtained from all samples in each dataset. Due to the limited number of samples in the datasets, only two samples (1 positive and 1 negative) are selected as the validation set and the remaining samples (excluding the testing sample) are used as the training set. The selection of validation set samples follows the procedures below:

1) randomly select a sample from each of the categories (i.e. positive and negative)
2) start training and predict the class labels on the validation set
3) go back to step 1 again if the validation accuracy is not 100%

This validation set selection approach keeps improving the validation accuracy while maintaining the heuristic nature of sample selection. We use 1000 frames in all training and validation samples.

Regarding the training parameters, a batch size of 20 was used. The Adam optimizer was selected with a starting learning rate of 0.001. We train for 20 epochs of 30 iterations and use a cosine annealing learning rate decay with warm restarts [27]. The cycle length is 6 epochs and the minimum learning rate is 5e-6. Our proposed framework is implemented on Keras with Tensorflow. All the experiments are executed on a computer with an NVidia Titan Xp GPU.

B. ABLATION STUDY

To justify the design of the proposed framework, an ablation test was conducted to evaluate how different settings...
C. CLASSIFICATION RESULTS AND DISCUSSION

We compare our method with several other previously proposed methods, which form the baselines for our comparison. These baselines ([11], [4], [32], and [43]) generally represent the current state-of-the-art approaches currently in use for this classification task. In line with several related works from the current state-of-the-art approaches currently in use for this classification task, we report the best average classification accuracy, sensitivity, specificity, precision and f1-scores for each method, using a leave-one-out data split.

\[
SE = \frac{TP}{TP + FN} \\
SP = \frac{TN + FP}{TN + FP} \\
AC = \frac{TP}{TP + FN + TN + FP} \\
PR = \frac{TP}{2 * TP} \\
F1 = \frac{2 * TP + FN + FP}{2 * TP + FN + FP} 
\]

In our evaluation, true positive (TP) represents cases in which impaired infants are correctly diagnosed as impaired, true negative (TN) represents unimpaired infants correctly identified as unimpaired, false positive (FP) represents unimpaired infants incorrectly identified as impaired, and false negative (FN) represents impaired infants incorrectly identified as unimpaired. As such, the sensitivity (SE) can be defined as the percentage of positive classifications amongst the positive population of the dataset, the specificity (SP) can be defined as the percentage of negative classifications amongst the negative population of the dataset and the accuracy (AC) can be defined as the percentage of correctly classified instances. Table 1 shows the results using the MINI-RGBD dataset, and Table 2 shows the results using the RVI-25 dataset.

When using the MINI-RGBD dataset, we observe that the results based upon the Centroid of Motion features (CX, CY, CXSD, CYSD, and CS) and the Quantity of Motion features (Qmean and QSD) generally do not perform as well in each of the evaluated metrics. We see a relatively low accuracy (0.5000 to 0.7500), and sensitivity (0.5000 to 0.7500), and a highly varied specificity (0.6250 to 1.000). This is also true of the combined features used in the CPP feature set, with similar patterns in all of the evaluated metrics. These features may not be performing as well in our evaluation as was reported in the literature due to the limited size of the evaluated dataset. Here we are using videos 40 seconds long as a means of identifying FMs, whereas the supporting literature makes use of videos 3 to 5 minutes in duration to provide a final prediction of CP. Additionally, given that the assessed features are unable to model individual body parts, there may be some difficulty in the system identifying the specific movements which can be attributed to FMs. The optical flow and pose based methods appear to perform significantly better, with perfect classification performance (1.0000 Accuracy, 1.0000 Sensitivity, and 1.0000 Specificity) achieved by the Absolute Motion Distance (AMD), Relative Frequency (Freq.), Histogram of Joint Orientation (HOJO2D) and the fused Histogram of Joint Orientation and Joint Displacement (HOJO+JD). We also find that our method matches the best performing features, also reporting 100% in the accuracy, sensitivity and specificity metrics. This improved performance may be due to the ability of these methods to model the additional motion detail required to determine the presence of FMs in shorter sequences. We suggest that these more advanced computer vision techniques are better able to deal with localised motion patterns, rather than modelling the holistic movement based around a central mass.

When we interpret the results using the RVI-25 dataset we find a similar pattern to that of the MINI-RGBD dataset. We do however, also note that there is a general deterioration in classification performance suggesting that the RVI-25 dataset is more challenging; likely due to camera movement, illumination changes, noise and occlusion not found in the MINI-RGBD dataset. We observe that the Centroid of Motion and Quantity of Motion features again do not perform as well, with particularly low sensitivity throughout, despite using manually screened and cropped videos as input to the system. This is likely due to the aforementioned limitations as well as the additional challenges in the RVI-25 dataset. Given that the dataset was captured using a handheld camera to simulate smartphone recording ‘in-the-wild’, we see a negative impact in performance for these features, likely due to camera movements being incorrectly interpreted as infant motion. We find that the optical flow and pose-based methods are better able to model the infant motion, due to the localised nature of the analysis rather than

| Dataset       | # of joints | AC  | SE  | SP  | PR  | F1  |
|---------------|-------------|-----|-----|-----|-----|-----|
| MINI-RGBD     | 14          | 1.0000 | 0.9177 | 1.0000 | 1.0000 | 0.837 |
| RVI-25        | 8           | 0.9000 | 0.8333 | 0.9477 | 0.8333 | 0.8333 |
|               | 14          | 0.8800 | 0.5000 | 1.0000 | 1.0000 | 0.667 |

Ablation study on using different number of joints in the proposed framework for CP prediction on the MINI-RGBD and RVI-25 datasets.
a full frame-based representation of the movement. Encouraging results are obtained from our method in all metrics, with the highest reported accuracy (0.9200) and sensitivity (0.8333). We also report the second highest specificity (0.9473), however the features which outperform our method in this metric offer poorer classification accuracy and perform significantly worse in the sensitivity metric. This increased performance is likely due to the deep learning architecture identifying complementary information, and subsequently capturing behaviors which are not fully detected through optical flow and pose estimation histogram representation. For example, we explicitly model the movements of each joint temporally using LSTM layers. In contrast, the previous methods use histogram-based representations which accumulate the values but discard the sequential information of body movement. This promising performance across all metrics suggests that our proposed system can not only provide state-of-the-art classification performance, but can also deal with the challenges inherent in the RVI-25 dataset whilst simultaneously allowing for our visualization module to function for interpretability and user feedback.

D. VISUALIZATION RESULTS AND DISCUSSION

We further provide qualitative results to demonstrate the effectiveness of our proposed framework. As presented in Section IV-D, we compute the attention values for each of the body part streams in order to evaluate the contribution from each stream towards the overall classification (i.e. prediction in our case). The contribution values are then converted into the intensity of the highlighted text value (colored green for ‘FM+’ and red for ‘FM−’) of each body part. An example is illustrated in Figure 5. Readers are referred to the accompanying video demos to evaluate the visual quality of the results.

From the results, it can be seen that the highlighted body-parts generally show a lot of movement in the videos classified as negative (i.e. ‘FM+’ in Figure 5 (b)) or less complex, more repetitive movements in the videos classified as positive (i.e. ‘FM−’ in Figure 5 (a)). Specifically, in Figure 5(a), the upper body of the infant demonstrated a lack of FMs. As a result, the arms and upper legs are having larger contribution scores (i.e. higher intensity in red). This aligns well with our perception of GMA and demonstrates the effectiveness of our approach. The visualization provides effective visual feedback to the user, as such clinicians can pay greater attention to the highlighted segments for further analysis.

Our study has confirmed that by capitalizing on recent advances in deep learning we are able to successfully model an infant’s movement patterns, quantifying CP risk-related FMs in variable clinical conditions. Our evaluation also suggests that with more data our system would be able to achieve even greater efficacy. Furthermore, our integrated approach to ensuring that our system is interpretable ensures that clinicians are kept at the forefront of this research. Whilst our system is able to provide rudimentary visual feedback to the user, additional visualization tools would be useful to exploit

the extracted spatio-temporal information and provide additional predictive aid to clinicians for this complex diagnostic task. We suggest that by further integrating data augmentation techniques such as Synthetic Minority Oversampling (SMOTE) [13], Mixup [49] or temporal segmentation [34] we may be able to generate more data samples, further reducing overfitting and subsequently enhancing the classification and visualization performance of our proposed framework.

VI. CONCLUSION

In this paper, we have proposed a classification framework for the identification of fidgety movements associated with the prediction of cerebral palsy from video data. Our method takes advantage of the semantic context in the video, modelling body part-based movement using deep neural networks. To make the system more interpretable as a medical assessment tool, we also propose an automated visualisation module using the information extracted from individual body parts. Our visualization framework separates the input video frames into 8 body-part specific streams, making it possible to highlight which body part is contributing more toward the classification decision. As a result, our proposed framework provides users with additional diagnostic information, and helps with the interpretability problem common in machine learning approaches.

To facilitate evaluation of the proposed framework, we constructed a new and challenging dataset consisting of videos of pre-term infants deemed to be at higher risk of developing cerebral palsy. The videos were captured as part of routine clinical care, and were filmed from an overhead position with the infants lying in a supine position facing the camera. Experimental results show that our proposed method performs with comparable accuracy and greater robustness than the baseline methods, whilst additionally providing an interpretable visualization of the factors affecting classification.

Based upon our encouraging results we intend to further this work by gathering a larger, more extensively annotated dataset to extend our classification and visualization framework. This would minimise model overfitting problems and help consolidate our results. We hope to develop a tool with greater analytic feedback, and to enhance the proposed framework by incorporating additional features to further evaluate the spatio-temporal relationships found in movement disorders. By enhancing the temporal aspect of our classification and visualization framework, we hope to be able to highlight temporal time-frames of clinical interest, to draw attention to moments within a sequence where risk related movements are present.

Moreover, existing research formulates the CP prediction problem as a binary classification in which the data samples are annotated with a single label (i.e. positive or negative). Alternatively, annotating data at a finer level, for example, specifying the presence or absence of fidgety movement at each body part over time can certainly provide useful information to improve the performance of our proposed
framework. In the future, we are interested in inviting clinicians to provide us with annotations at such a level. Approaches such as active learning will be explored to obtain the annotation from the clinicians strategically to minimize the manual work. Another interesting future direction will be exploring weakly supervised learning approaches to tackle the aforementioned data annotation problem.
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