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Abstract

A code is called a locally repairable code (LRC) if any code symbol is a function of a small fraction of other code symbols. When a locally repairable code is employed in a distributed storage system, an erased symbol can be recovered by accessing only a small number of other symbols, and hence alleviating the network resources required during the repair process. In this paper we consider repeated-root constacyclic codes, which is a generalization of cyclic codes, that are optimal with respect to a Singleton-like bound on minimum distance. An LRC with the structure of a constacyclic code can be encoded efficiently using any encoding algorithm for constacyclic codes in general. In this paper we obtain optimal LRCs among these repeated-root constacyclic codes. Several infinite classes of optimal LRCs over a fixed alphabet are found. Under a further assumption that the ambient space of the repeated-root constacyclic codes is a chain ring, we show that there is no other optimal LRC.

Index Terms

Constacyclic codes, locally repairable codes, Singleton-like bound.

I. INTRODUCTION

Erasure coding techniques can dramatically improve the data availability and reliability of large-scale distributed storage system by adding redundancy. Node failure, however, reduce the effectiveness of
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erasure coding in terms of both data availability and reliability. It is shown in [1] that the node failures in Facebook warehouse cluster occurs very often, and 98.08% of the failures are single-node failure. The Facebook warehouse cluster is equipped with the (14, 10) Reed-Solomon code. The node repair of Reed-Solomon code is inefficient in that the repair of a failure node need to contact with 10 other (helper) nodes and download 10 times of the amount of data stored in the failure node. Hence, node failure may result in network congestion due to data retrieval, and even permanent data loss if too many nodes fail simultaneously. It is of significant practical interests to design erasure codes that enable efficient node repair.

Various metrics of node repairing costs have been studied in literature, including the repair-bandwidth [2], which is the amount of data traffic required in repairing a failure node, and the repair locality [3], [4], which is the number of nodes that participate in the repair process. In this paper, we focus on the repair locality. Consider a block code $C$ of length $n$. We say a code has (all-symbol) locality $r$ if every code symbol can be reconstructed from $r$ other symbols. If an LRC with all-symbol locality is employed in a distributed storage system, we can repair any single node failure from $r$ other surviving nodes. A code with local property is called a locally repairable code (LRC). We note that the $r$ helper nodes depend on the index of the failed node, and hence the repair model is different from that in [2].

LRCs have drawn many research interests recently [4]–[12]. In [4], a Singleton-like bound is derived for $[n, k, d]$ linear code with locality $r$,

$$d \leq n - k - \left\lceil \frac{k}{r} \right\rceil + 2.$$  

(1)

We note that this bound does not depend on the alphabet size and is valid for nonlinear codes. A bound on the minimum distance of linear LRCs that depends on the alphabet size is given by Cadambe-Mazumdar in [5],

$$k \leq \min_{t \in \mathbb{Z}_+} \left\{ tr + k_{\text{opt}}^q(n - t(r + 1), d) \right\},$$  

(2)

where $k_{\text{opt}}^q(n', d)$ denotes the largest possible dimension of a $q$-ary linear code of length $n'$ and minimum distance $d$, and $\mathbb{Z}_+$ denotes the set of all non-negative integers. A $q$-ary $[n, k, d]$ code with locality $r$ is said to be $d$-optimal if it achieves the maximum possible minimum distance among all $q$-ary $[n, k]$ code with locality $r$. A $q$-ary $[n, k, d]$ code is said to be $r$-optimal if it has locality $r$ and any $q$-ary $[n, k, d]$ code has locality greater than or equal to $r$. In this paper, we focus on linear codes that attain equality in the Singleton-like bound in (1). These codes are $d$-optimal, and we will refer to them simply as optimal LRCs.

For any fixed locality $r$ and minimum distance $d$, the code rate of optimal LRCs becomes larger as the code length becomes larger (ref. (1)). One of the objectives for constructing LRCs is to achieve a
TABLE I
OPTIMAL REPEATED-ROOT $\lambda$-CONSTACYCLIC CODES OVER $\mathbb{F}_{p^m}$.

| Class | Code length | Dimension | Minimum distance | Locality | Alphabet size | Remarks |
|-------|-------------|-----------|------------------|----------|---------------|---------|
| 1     | $2^s$       | $2^{s-1} - 1$ | 4 | 1 | $2^m$ | $s \geq 2$ |
| 2     | $p^s$       | $p^s - p^{s-1} - 1$ | 3 | $p - 1$ | $p^m$ | $p \geq 3$ and $s \geq 2$ |
| 3     | $\eta p^s$ | $\eta(p^s - p^{s-\ell} - 1)$ | 2 | $p^{s+1} - 1$ | $p^m$ | $\gcd(\eta, p) = 1$, $0 \leq \ell \leq s - 1$ and $s \geq 2$ |
| 4     | $p^s$       | $p^s - 2$ | 2 | $p^s - p^{s-1} - 1$ | $p^m$ | $p \geq 3$ and $s \geq 2$ |
| 5     | $p$         | $p - t$ | $t + 1$ | $p - t$ | $p^m$ | $2 \leq t \leq p - 1$ and $p \geq 3$ |
| 6     | $p^s$       | 1 | $p^s$ | 1 | $p^m$ | $s \geq 2$ |
| 7     | $2p^s$      | $p^s$ | 2 | 1 | $p^m$ | $p \geq 3$ |
| 8     | $2p^s$      | $2p^s - p^{s-k} - 1$ | 2 | $2p^{k+1} - 1$ | $p^m$ | $0 \leq k \leq s - 1$, $s \geq 2$ and $p \geq 3$ |
| 9     | $2p^s$      | $2p^s - 2$ | 2 | $2p^s - 2p^{s-1} - 1$ | $p^m$ | $s \geq 2$ and $p \geq 3$ |
| 10    | $2p$        | $p - i$ | $2(i + 1)$ | 1 | $p^m$ | $1 \leq i \leq p - 1$ and $p \geq 3$ |

large code length $n$ for a given alphabet size (field size) $q$ \cite{3, 4, 7–10, 13}. Based on the classical MDS conjecture, one could wonder if optimal LRCs can have length longer than $q + 1$. Barg et al. \cite{11} constructed optimal LRCs with $n \approx q^2$ for parameters $d = 3$ and $2 \leq r \leq 4$ using algebraic surface. It is a natural to consider the existence of optimal LRCs with arbitrary code lengths for a given alphabet size $q$. For distance $d \geq 5$, the code length of optimal LRCs over an alphabet size $q$ is shown to be in the order $O(dq^3)$ \cite{14}. The constructions in \cite{12} give a class of optimal LRCs with distance 3 and 4 with unbounded code lengths for a fixed code alphabet size greater than two. Binary LRCs with unbounded length are characterized in \cite{15}.

In this paper, we identify the optimal LRCs of length $n > q + 1$ within the class of repeated-root constacyclic codes. The result is shown in Table I. Constacyclic codes is a generalization of cyclic codes. A formal definition of constacyclic codes is given in the next section. Most of the existing optimal LRCs among cyclic or constacyclic codes in literature, such as \cite{12, 15–23}, use the zero structure of the codes. As a consequence, all these constructions are confined by the condition that $r + 1$ divides $n$, where $r$ is the locality and $n$ is the code length. In contrast, the code length of some of the optimal LRCs obtained in this paper (such as Classes 2, 4 and 9) need not be divisible by $r + 1$.

If we take $m = 1$ in Class 1, i.e., when the alphabet has size 2, then the LRCs have the same parameters...
as in an optimal family of LRCs reported in [15]. Hence, the LRCs in Class 1 can be regarded as an extension of this optimal family to finite fields of characteristic 2.

The LRCs in Classes 3, 4, 7, 8 and 9 has minimum distance equal 2, which is the same as the minimum distance of a simple parity-check code. In a simple parity-check code, we can compute the lost code symbol by taking the sum of all other code symbols. Using the LRCs in these classes, we do not need to access all the other code symbols in order to repair the erased code symbol, i.e., the locality is much smaller than the code length.

In contrast, the LRCs in Classes 1, 6, 7 and 10 have locality 1, meaning that any erased code symbol can be recovered by reading another code symbol. They have the fastest repair speed, at the expense of larger amount of required redundancy.

The remainder of this paper is organized as follows. In Section III, we provide some preliminaries on constacyclic codes and locally repairable codes. In Section IV we analyze the locality of repeated-root constacyclic codes of length $\eta p^s$ and obtain several classes of optimal constacyclic codes. Some more optimal constacyclic LRCs with length $2p^s$, where $p$ is the characteristic of the field size, are obtained in Section V. We prove that under the conditions given in Section V, the optimal LRCs found in section III are the only repeated-root constacyclic codes that are optimal with respect to the Singleton-like bound. Concluding remarks is given in Section VI.

II. PRELIMINARIES

In this section, we present some preliminaries on locally repairable codes and constacyclic codes, and some existing results that we will need later.

Denote by $\mathbb{F}_q$ a finite field with cardinality $q = p^n$ and $\mathbb{F}_q^n$ the $n$-dimensional vector space over $\mathbb{F}_q$. The set of nonzero elements in $\mathbb{F}_q^n$ is denoted by $\mathbb{F}_q^n \setminus \{0\}$. A $q$-ary linear code of length $n$ is a subspace of $\mathbb{F}_q^n$. We index the $n$ code symbols by $[n] := \{0, 1, \ldots, n - 1\}$. The support of a vector in $\mathbb{F}_q^n$ is the set of the indices of the nonzero components and the size of the support is called the weight of the vector. The minimum distance of a linear code $C$ is the size of the smallest nonempty support, and is denoted by $d(C)$.

For each $i \in [n]$, we say that the $i$-th symbol has locality $r$ if there exists an index set $I \subset [n] \setminus \{i\}$ of size at most $r$ such that the $i$-th symbol is a deterministic function of the code symbols with indices in $I$. The code $C$ is said to have (all-symbol) locality $r$ if every code symbol has locality $r$. A linear code of length $n$, dimension $k$, minimum distance $d$ and locality $r$ is called an $(n, k, d, r)$ locally repairable codes (LRC). Furthermore, we say $C$ has the minimum locality $r_{\text{min}}$ if $C$ has locality $r_{\text{min}}$ but not $r_{\text{min}} - 1$. 
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For a linear code $C$ in general of length $n$ over $\mathbb{F}_q$, the dual code $C^\perp$ of $C$ is the set of vectors in $\mathbb{F}_q^n$ that are orthogonal to all codewords in $C$. Recall that two vectors in $\mathbb{F}_q^n$ are said to be orthogonal if the inner product between them is zero. We denote the minimum distance of $C^\perp$ by $d^\perp$. A code symbol in $C$ with index $i$ has locality $r$ whenever there exists a codeword in $C^\perp$ whose support has size at most $r + 1$ and contains $i$ as an element.

In this paper we consider LRC that are closed under constacyclic shift. For a nonzero element $\lambda \in \mathbb{F}_q$ and a vector $(c_0, c_1, \ldots, c_{n-1}) \in \mathbb{F}_q^n$, the $\lambda$-constacyclic shift $\tau_\lambda$ is defined by

$$\tau_\lambda(c_0, c_1, \ldots, c_{n-2}, c_{n-1}) := (\lambda c_{n-1}, c_0, c_1, \ldots, c_{n-2}).$$

We use bold letter to denote a vector in $\mathbb{F}_q$, e.g., $c := (c_0, c_1, \ldots, c_{n-1})$. For a positive integer $t$, we define recursively

$$\tau_\lambda^t(c) = \tau_\lambda^{t-1}(\tau_\lambda(c)),$$

i.e., performing $\lambda$-constacyclic shift $t$ times on the vector $c$. A $q$-ary linear code $C$ is called a $\lambda$-constacyclic code if $C$ is closed under $\lambda$-constacyclic shift. A $\lambda$-constacyclic code is called a cyclic code if $\lambda = 1$ and a negacyclic code if $\lambda = -1$.

We identifying a codeword $c = (c_0, c_1, \ldots, c_{n-1})$ with a polynomial $c(x) = c_0 + c_1 x + \cdots + c_{n-1} x^{n-1}$ in $\mathbb{F}_q[x]$. We call this polynomial the code polynomial of codeword $c$. With this association, the codewords in a constacyclic code $C$ can be regarded as a set of polynomials in the residue ring $\mathbb{F}_q[x]/(x^n - \lambda)$, and a $\lambda$-constacyclic shift can be represented algebraically by multiplying by $x$ and reducing modulo $x^n - \lambda$. The following fact is well-known [24]: A linear code of length $n$ over $\mathbb{F}_q$ is $\lambda$-constacyclic if and only if the corresponding code polynomials form an ideal in $\mathbb{F}_q[x]/(x^n - \lambda)$. Because the residue ring $\mathbb{F}_q[x]/(x^n - \lambda)$ is a principal ideal ring, the ideal representing the constacyclic code $C$ is generated by one polynomial. The monic polynomial of smallest degree among the polynomials that generate the ideal is called the generator polynomial. We note that the generator polynomial is a divisor of $x^n - \lambda$. It can be shown that the dual code of a $\lambda$-constacyclic code over $\mathbb{F}_{p^m}$ is a $(\lambda^{-1})$-constacyclic code (see e.g. [25, Proposition 2.4]).

In this paper we consider constacyclic codes with length $n = \eta p^s$, where $\eta$ is coprime to $p$ and $s$ is a positive integer. The binomial $x^\eta p^s - \lambda$ can be factorized as $(x^\eta - \lambda_0)^{p^s}$, where $\lambda_0$ is an element in $\mathbb{F}_{p^s}$ such that $\lambda_0^{p^s} = \lambda$. Such a $\lambda_0$ exists because the Frobenius action is an automorphism.
Definition 1. Given $\lambda \in \mathbb{F}_p^*$, we let $\lambda_0$ be an element in $\mathbb{F}_p^*$ such that $\lambda_0^{p^n} = \lambda$. For $i = 0, 1, \ldots, p^s$, we use the notation $C_i(\eta, p^s, \lambda_0)$ to denote the $\lambda$-constacyclic code generated by $(x^n - \lambda_0)^i$ in $\mathbb{F}_p[x]/(x^{p^s} - \lambda)$,

$$C_i(\eta, p^s, \lambda_0) := \langle (x^n - \lambda_0)^i \rangle \langle x^{p^s} - \lambda \rangle.$$

When the code parameters $\eta$, $p^s$ and $\lambda_0$ are clear from the context, we will write $C_i$ as a short-hand notation of $C_i(\eta, p^s, \lambda_0)$.

The following proposition provides a method for determining the minimum distance of a repeated-root constacyclic code. It was first proved for repeated-root cyclic codes in [26], but the same conclusion also holds for repeated-root constacyclic codes in general.

Proposition 1 ([26]). Let $C$ be a repeated-root (consta)cyclic code over $\mathbb{F}_q$ of block length $n = p^\delta \eta$ with $p$ the characteristic of $\mathbb{F}_q$, $\delta \geq 1$ and $\gcd(p, \eta) = 1$. Suppose that the generator polynomial $g(x)$ of $C$ is factorized as

$$g(x) = \prod_{i=1}^{k} m_i(x)^{e_i},$$

where $m_i(x)$ is an irreducible polynomial and $e_i$ is the multiplicity of $m_i(x)$ in $g(x)$, for $i = 1, 2, \ldots, k$.

Let $\bar{C}_t$ denote the simple-root (consta)cyclic codes of length $\eta$ generated by the product of the irreducible polynomials $m_i(x)$ whose multiplicity $e_i$ in $g(x)$ is strictly larger than $t$. Then

$$d(C) = \min \{ V_t \cdot d(\bar{C}_t) \mid t = 0, 1, \ldots, p^s - 1, \ d(\bar{C}_t) > 0 \},$$

where

$$V_t := \prod_{j=0}^{m-1} (t_j + 1)$$

and $t_0, \ldots, t_{m-1}$ are the coefficients of the radix-$p$ expansion of $t$, i.e., $t = \sum_{j=0}^{m-1} t_j p^j$.

In the definition of $\bar{C}_t$ in Prop. 1, the code $\bar{C}_t$ is the whole vector space $\mathbb{F}_p^\eta$ when $e_i \leq t$ for all $i$. In which case the minimum distance $d(\bar{C}_t)$ is 1. The code $\bar{C}_t$ could be the zero code consisting of only the zero polynomial. This happens when the product of $m_i(x)$ for all $i = 1, 2, \ldots, k$ is $x^n - \lambda_0$, and it is excluded in the computation of the minimum in (3).

In the special case when $g(x)$ is the power of a binomial $x^n - \lambda_0$, the computations involved in Prop. 1 can be simplified, and we have explicit expression for the minimum distance for the code $C_i(\eta, p^s, \lambda_0)$. This special case is studied in [27]–[31].
Proposition 2 (Thm 7.9). For \(0 \leq i \leq p^s\), the code \(C_i(\eta, p^s, \lambda_0)\) with length \(n = \eta p^s\) has minimum distance

\[
d(C_i) = \min\{V_i, V_{i+1}, \ldots, V_{p^s-1}\}
\]

\[
= (p - \tau_{\nu-1} + 1)p^{s-\nu},
\]

where \(V_i\) is defined in (4), and \(\tau_{\nu-1}\) is the most significant nonzero digit in the \(p\)-ary expansion of \(p^s - i\) is \(\sum_{j=0}^{\nu-1} \tau_j p^j\).

The values of \(\nu\) and \(\tau_{\nu-1}\) in Prop. 2 can be explicitly computed by

\[
\nu = f(p, s, i) := \left\lceil \log_p (p^s - i) \right\rceil + 1,
\]

\[
\tau_{\nu-1} = g(p, s, i) := \left\lfloor \frac{p^s - i}{p^{f(p, s, i) - 1}} \right\rfloor = \left\lfloor \frac{p^s - i}{p^f(p, s, i) - 1} \right\rfloor.
\]

Proof: Fix an integer \(i\) between 0 and \(p^s\). If \(x^\eta - \lambda_0\) is irreducible over \(\mathbb{F}_{p^m}\), we apply Prop. 1 with \(k = 1\) and the generator polynomial \(g(x)\) factorized as \((x^\eta - \lambda_0)^i\). When \(x^\eta - \lambda_0\) is reducible over \(\mathbb{F}_{p^m}\), it is factorized as product of irreducible polynomials

\[
x^\eta - \lambda_0 = m_1(x)m_2(x)\cdots m_k(x),
\]

and each irreducible factor has multiplicity 1. In this case we apply Prop. 1 with

\[
g(x) = m_1(x)^im_2(x)^i\cdots m_k(x)^i.
\]

For \(t < i\), the simple-root constacyclic code \(\bar{C}_i\) in Prop. 1 is the zero code of length \(\eta\). For \(t \geq i\), \(\bar{C}_i\) is the trivial code \(\mathbb{F}_{p^m}\) with minimum distance 1. By Prop. 1 the minimum distance of \(C_i(\eta, p^s, \lambda_0)\) is the minimum of \(V_i, V_{i+1}, \ldots, V_{p^s-1}\). This proves equation (5). The proof of (6) follows from analyzing the numerical sequence \((V_t)_{t \geq 1}\) and is omitted.

Example 1. Consider negacyclic code \(C_i(1, 5^2, -1)\) of length 25 with alphabet \(\mathbb{F}_5\), generated by \((x + 1)^i\) for \(i = 1, 2, \ldots, 26\). To apply Prop. 2 we calculate \(V_t\) in (4), for \(t = 0, 1, 2, \ldots, 24\).

| \(t\) | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \(t_0\) | 0 | 1 | 2 | 3 | 4 | 0 | 1 | 2 | 3 | 4 | 0 | 1 | 2 | 3 | 4 | 0 | 1 | 2 | 3 | 4 | 0 | 1 | 2 | 3 | 4 |
| \(t_1\) | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| \(V_t\) | 1 | 2 | 3 | 4 | 5 | 2 | 4 | 6 | 8 | 10 | 3 | 6 | 9 | 12 | 15 | 18 | 21 | 24 | 18 | 21 | 24 | 18 | 21 | 24 |
| \(d(C_i)\) | 1 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 3 | 3 | 3 | 3 | 3 | 3 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 |

The minimum distance of \(C_i\) is

\[
d(C_i) = \begin{cases} 
1 + \left\lceil i/5 \right\rceil & \text{if } 0 \leq i \leq 20, \\
10 + 5(i - 21) & \text{if } 21 \leq i \leq 24. 
\end{cases}
\]
III. Optimal Constacyclic Codes of Length $\eta p^s$

In general, given a linear LRC $C$ with minimum locality $r$, we have $d^\perp \leq r + 1$, because there is a codeword of weight at most $r + 1$ in $C^\perp$. The next theorem shows that we have equality $d^\perp = r + 1$ when $d^\perp \geq 2$.

**Lemma 3.** Let $C$ be a constacyclic code of length $n$ with $d^\perp \geq 2$. Then the minimum locality of $C$ is equal to $d^\perp - 1$.

**Proof:** There exists a codeword $c$ of $C^\perp$ with weight $d^\perp$. Since $C$ is constacyclic, $C^\perp$ is also constacyclic. Any constacyclic shift of $c$ is a codeword of $C^\perp$ with weight $d^\perp$. Thus, all code symbols has locality $d^\perp - 1$. The minimum locality of $C$ cannot be strictly less than $d^\perp - 1$, because it would produce a codeword in $C^\perp$ with weight strictly less than $d^\perp$. Thus $d^\perp - 1$ is the minimum locality of $C$. \hfill $\blacksquare$

As a result, determining the minimum locality of $C_i$ is equivalent to determining the minimum distance of the dual code $C_i^\perp$. For constacyclic code, the Singleton-like bound in (1) becomes

$$d \leq n - k - \left\lceil \frac{k}{d^\perp - 1} \right\rceil + 2. \tag{7}$$

Using the characterization of minimum distance in Prop. 2 we can obtain several classes of optimal LRCs in Theorem 4.

**Theorem 4.** Let $\lambda_0$ be an element in $\mathbb{F}_{p^m}^\ast$. There are six classes of optimal repeated-root $\lambda$-constacyclic LRCs over $\mathbb{F}_{p^m}$ in $\frac{\mathbb{F}_{p^m}[x]}{(x^{\eta p^s} - \lambda_0)}$:

1. $(2^s, 2^{s-1} - 1, 4, 1)$ LRC $C_{2^s-1+1}(1, 2^s, \lambda_0)$ with $p = 2$ and $s \geq 2$;
2. $(p^s, p^s - p^{s-1} - 1, 3, p - 1)$ LRC $C_{p^s-1+1}(1, p^s, \lambda_0)$, where $s \geq 2$ and $p$ is an odd prime;
3. $(\eta p^s, \eta(p^s - p^{s-\ell} - 1), 2, p^{s+1} - 1)$ LRC $C_{p^{s-\ell}+1}(\eta, p^s, \lambda_0)$ with $\eta \geq 1$, $0 \leq \ell \leq s - 1$ and $s \geq 2$;
4. $(p^s, p^s - 2, 2, p^s - p^{s-1} - 1)$ LRC $C_{2}(1, p^s, \lambda_0)$, where $s \geq 2$ and $p$ is an odd prime;
5. $(p, p - t, t + 1, p - t)$ LRC $C_{t}(1, p, \lambda_0)$, where $2 \leq t \leq p - 1$ and $p$ is an odd prime.
6. $(p^s, 1, p^s, 1)$ LRC $C_{p^s-1}(1, p^s, \lambda_0)$, where $s \geq 2$;

When $x^\eta - \lambda_0$ is irreducible over $\mathbb{F}_{p^m}$ there is no other optimal LRC among the repeated-root constacyclic codes in $\frac{\mathbb{F}_{p^m}[x]}{(x^{\eta p^s} - \lambda_0)}$.

**Remark 1.** The codes in the Class 5 and Class 6 are trivial LRCs. Class 5 consists of maximal-distance separable (MDS) codes with $r = k$. When $t = p - 1$, the code $C_{p-1}(1, p, \lambda_0)$ is the trivial code that contains all vectors in $\mathbb{F}_{p^m}^\ast$. The code is Class 6 is the repetition code of length $p^s$ and dimension 1.
Remark 2. If $x^n - \lambda_0$ is reducible over $\mathbb{F}_{p^m}$, the problem of determining all the generator polynomials of $\lambda$-constacyclic codes of length $\eta p^s$ becomes less tractable. Anyway, we still have the six classes of repeated-root constacyclic LRCs in Theorem 4.

Proof of Theorem 4. We check that each of the six classes attains the Singleton-like bound with equality. In each case we apply Prop. 2 to the dual code $C_{\perp}^i = C_{p - i}(\eta, p^s, \lambda_0^{-1})$ to obtain the locality of $C_i$. In the followings, denote the length of the $p$-ary expansion of an integer $a$ by $\nu(a)$, and the most significant nonzero digit by $\tau(a)$.

Class 1. The dimension of $C_{2^{-s-1}+1}(1, 2^s, \lambda_0)$ is $k = 2^s - (2^s - 1) = 2^s - 1$. By Prop. 2, the minimum distance of $C_{2^{-s-1}+1}(1, 2^s, \lambda_0)$ and $C_{2^{-s-1}+1}(1, 2^s, \lambda_0)^\perp$ are

$$d = 2 \cdot 2^s - \nu(2^s - (2^s - 1)) = 2 \cdot 2^s - \nu(2^s - 1) = 4,$$

$$d^\perp = 2 \cdot 2^s - \nu(2^s - (2^s - 1)) = 2 \cdot 2^s - \nu(2^s - 1) = 2,$$

respectively. The locality of $C_{2^{-s-1}+1}(1, 2^s, \lambda_0)$ is $d^\perp - 1 = 1$. It achieves the Singleton-like bound

$$d = 4 = 2^s - (2^s - 1) - \left\lceil \frac{2^s - 1}{1} \right\rceil + 2$$

with equality.

Class 2. Suppose $p$ is an odd prime and $s \geq 2$. The repeated-root constacyclic codes in this class has generator polynomial $(x - \lambda_0)^{p^{-s-1}+1}$ and length $p^s$. From the $p$-ary expansion of

$$p^s - (p^s - 1) = \sum_{j=0}^{s-2} (p - 1)p^j + (p - 2)p^{s-1},$$

we can calculate,

$$\tau(p^s - (p^s - 1)) = p - 2, \quad \nu(p^s - (p^s - 1)) = s$$

and

$$d = (p - (p - 2) + 1)p^{s-s} = 3$$

by Prop. 2. Also, we have

$$d^\perp = (p - \tau(p^s - 1) + 1)p^{s-\nu(p^{-s-1}+1)} = (p - 1 + 1)p^{s-s} = p.$$

The locality in the class is therefore equal to $d^\perp - 1 = p - 1$. One can verified that the Singleton-like bound

$$d \leq p^s - (p^s - (p^s - 1)) - \left\lceil \frac{p^s - (p^s - 1)}{p - 1} \right\rceil + 2$$

$$= p^{s-1} + 1 - \left\lceil \frac{p^{s-1}(p - 1) - 1}{p - 1} \right\rceil + 2$$

$$= 3$$

DRAFT
is met with equality.

**Class 3.** Let \( \eta \geq 1, s \geq 2 \) and \( 0 \leq \ell \leq s-1 \). The dimension of \( C_{p^{s-\ell-1}}(\eta, p^s, \lambda_0) \) is \( k = \eta(p^s-p^{s-\ell-1}) \). From

\[
\tau(p^s-p^{s-\ell-1}) = p-1, \quad \nu(p^s-p^{s-\ell-1}) = s, \\
\tau(p^{s-\ell-1}) = 1, \quad \nu(p^{s-\ell-1}) = s-\ell,
\]

we obtain the minimum distance of \( C_{p^{s-\ell-1}}(\eta, p^s, \lambda_0) \) and its dual by (6),

\[
d = (p - (p - 1) + 1) \cdot p^{s-s} = 2 \\
d^\perp = (p - 1 + 1) \cdot p^{s-(s-\ell)} = p^{\ell+1}.
\]

The locality is thus \( d^\perp - 1 = p^{\ell+1} - 1 \). We check that the Singleton-like bound says that the minimum distance is bounded by 2,

\[
d \leq \eta p^s - \eta(p^s - p^{s-\ell-1}) - \left\lceil \frac{\eta(p^s - p^{s-\ell-1})}{p^{\ell+1} - 1} \right\rceil + 2
\]

\[
= \eta p^{s-\ell-1} - \left\lceil \frac{\eta p^{s-\ell-1}(p^{\ell+1} - 1)}{p^{\ell+1} - 1} \right\rceil + 2.
\]

**Class 4.** Suppose \( p \) is an odd prime and \( s \geq 2 \). The codes in this class are generated by \( (x - \lambda_0)^2 \). We first verify that

\[
\tau(p^s - 2) = p - 1, \quad \nu(p^s - 2) = s, \\
\tau(2) = 2, \quad \nu(2) = 1.
\]

The minimum distance and the dual minimum distance are

\[
d = (p - (p - 1) + 1) \cdot p^{s-s} = 2, \\
d^\perp = (p - 2 + 1) \cdot p^{s-1} = (p - 1)p^{s-1},
\]

respectively, and the locality is \( r = (p - 1)p^{s-1} - 1 = p^s - p^{s-1} - 1 \). The Singleton-like bound is met with equality,

\[
d \leq p^s - (p^s - 2) - \left\lceil \frac{p^s - 2}{p^s - p^{s-1} - 1} \right\rceil + 2 = 2 - 2 + 2 = 2.
\]

**Class 5.** The code length is \( p \) and the generator polynomial is \( (x - \lambda_0)^{t+1} \), where \( p \) is an odd prime and \( 1 \leq t \leq p - 2 \). We apply Prop. [2] and determine the minimum distance and locality,

\[
d = (p - (p - t) + 1)p^{1-1} = t + 1 \\
d^\perp = (p - t + 1)p^{1-1} - 1 = p - t + 1.
\]
One can check that the locality \(d^t - 1 = p - t\) is equal to the dimension \(k\) of \(C_{r}(1, p, \lambda_0)\), and it is an MDS code, i.e., \(d = n - k + 1 = p - (p - t) + 1 = t + 1\). Therefore, this is an optimal LRC.

**Class 6.** The codes in class 6 is the repetition codes of length \(p^s\). This is a class of trivial LRCs.

If \(x^n - \lambda_0\) is irreducible, a divisor of \(x^{mp^s} - \lambda\) can be written as \((x^n - \lambda_0)^i\) for \(i = 0, 1, \ldots, p^s\), and the residue ring \(\frac{F_{p^m}[x]}{(x^{mp^s} - \lambda)}\) is a chain ring. The ideals of \(\frac{F_{p^m}[x]}{(x^{mp^s} - \lambda)}\) are precisely the ideals generated by \((x^n - \lambda_0)^i\) for \(i = 0, 1, 2, \ldots, p^s\). The proof that there is no other optimal LRCs when \(x^n - \lambda_0\) is irreducible is relegated to the appendix. \(\square\)

**Remark 3.** It is shown in [14] that the minimum distance of optimal linear LRCs with unbounded length has to be less than 5. The authors of [12] give a class of optimal LRCs of distance 3 and 4 with unbounded length over fixed finite fields whose locality is greater than or equal to 3. The LRCs in Class 1 to Class 4 in Theorem 4 are examples of LRCs with unbounded length and minimum distances 2, 3, and 4.

**Remark 4.** Optimal binary LRCs are completely characterized in [15]. Class 1 in Theorem 4 belongs to one of the infinite families of LRCs in [15] with minimum distance \(d = 4\) and locality \(r\) is greater than or equal to 3. The LRCs in Class 1 to Class 4 in Theorem 4 are examples of LRCs with unbounded length and minimum distances 2, 3, and 4.

**Example 2.** We apply Theorem 4 with length \(n = 3p^s\) and alphabet size \(p^m = 4\). Let \(\omega\) be a primitive cube root of unity in \(\mathbb{F}_4\). Class 2 in Theorem 4 gives \(s - 1\) optimal LRCs \(C_{s^2 - 1}(3, p^s, \omega)\), for \(k = 1, 2, \ldots, s - 1\), and Class 5 gives one more optimal LRC \(C_{s^2 - 1}(3, 2^s, \omega)\). Since \(x^3 - \omega\) is irreducible over \(\mathbb{F}_4\). These \(s\) LRCs are all the optimal LRCs that are ideals in \(\frac{F_{p^m}[x]}{(x^{3p^s} - \omega)}\). For example, when \(s = 4\), the four optimal LRCs \(C_{23 - 1}(3, 16, \omega)\), for \(k = 0, 1, 2, 3\), have parameters \((48, 24, 2, 1)\), \((48, 36, 2, 3)\), \((48, 42, 2, 7)\) and \((48, 45, 2, 15)\), respectively.

**Example 3.** Consider cyclic codes of code length 64 over \(\mathbb{F}_2\), according to Theorem 4 there are exactly 8 optimal cyclic codes of length 64 over \(\mathbb{F}_2\). The parameters of these 8 optimal LRCs are \((64, 63, 2, 63)\), \((64, 62, 2, 31)\), \((64, 60, 2, 15)\), \((64, 56, 2, 7)\), \((64, 48, 2, 3)\), \((64, 32, 2, 1)\), \((64, 31, 4, 1)\) and \((64, 1, 64, 1)\).

**IV. Optimal Constacyclic LRCs of Length 2p^s**

In this section we consider optimal constacyclic codes of length \(2p^s\) over \(\mathbb{F}_{p^m}\), which are the ideals of

\[
\frac{\mathbb{F}_{p^m}[x]}{(x^2 - \lambda_0)^{p^s}},
\]

where \(p\) is an odd prime and \(\lambda_0\) is an element of \(\mathbb{F}_{p^m}\). Note that \(x^2 - \lambda_0\) is irreducible over \(\mathbb{F}_{p^m}\) if and only if \(\lambda_0\) is a quadratic non-residue in \(\mathbb{F}_{p^m}\). Actually, there are \(\frac{p^m - 1}{2}\) quadratic non-residues in \(\mathbb{F}_{p^m}\).
When \( x^2 - \lambda_0 \) is irreducible over \( \mathbb{F}_{p^m} \), only the third class of constacyclic codes in Theorem 4 with parameters \((2p^s, 2(p^s - p^{s-k-1}), 2, p^{k+1} - 1)\), for \( k = 0, 1, 2, \ldots, s - 1 \), are optimal LRCs.

**Example 4.** Suppose \( p^m \equiv 3 \mod 4 \). Then \(-1\) is a quadratic non-residue in \( \mathbb{F}_{p^m} \), and \( x^2 + 1 \) is irreducible over \( \mathbb{F}_{p^m} \). For \( 0 \leq k \leq s - 1 \), the code

\[
C_{p^s-k-1}(2, p^s, -1) = \langle (x^2+1)^{p^s-k-1} \rangle \subseteq \mathbb{F}_{p^m}[x]/\langle x^{2p^s} + 1 \rangle
\]

are optimal negacyclic LRCs over \( \mathbb{F}_{p^m} \) with parameters \((2p^s, 2(p^s - p^{s-k-1}), 2, p^{k+1} - 1)\). For example, when the code length is \( 54 = 2 \cdot 27 \), we have three optimal negacyclic LRCs with generator polynomials, \( x^{18} + 1 \), \( x^6 + 1 \) and \( x^2 + 1 \) in the ring \( \mathbb{F}_{27}[x]/\langle x^{54} + 1 \rangle \), and their code parameters are \((54, 36, 2, 2), (54, 48, 2, 8) \) and \((54, 52, 2, 26) \), respectively.

In the rest of this section we consider \( \lambda_0 \) that is a quadratic residue in \( \mathbb{F}_q^* \) so that \( x^2 - \lambda_0 \) is factorized as the product of two linear factors, \( x^2 - \lambda_0 = (x - \delta)(x + \delta) \) for some \( \delta \in \mathbb{F}_q^* \). We denote \( \lambda_0^{p^s} \) by \( \lambda \). The \( \lambda \)-constacyclic codes of length \( 2p^s \) over \( \mathbb{F}_{p^m} \) are ideals in the form

\[
\langle (x - \delta)^i(x + \delta)^j \rangle
\]
in the residue ring \( \mathbb{F}_{p^m}[x]/\langle x^{2p^s} - \lambda \rangle \), for \( 0 \leq i, j \leq p^s \).

**Definition 2.** For odd prime \( p \), a quadratic residue \( \lambda_0 \) with square root \( \delta \) in \( \mathbb{F}_{p^m} \), and \( 0 \leq i, j \leq p^s \), let \( C_{i,j}(p^s, \lambda_0) \) be the constacyclic code over \( \mathbb{F}_{p^m} \) associated with the ideal \( \langle (x - \delta)^i(x + \delta)^j \rangle \) in \( \mathbb{F}_{p^m}[x]/\langle (x^2 - \lambda_0)^{p^s} \rangle \).

Without loss of generality, we can assume \( i < j \) in Definition 2. For the case of \( i = j \), the generator polynomial of \( C_{i,i}(2p^s, \lambda_0) \) can be represented as \( (x^2 - \delta)^i \), where \( \delta \) is a quadratic non-residue, and this reduces to the scenario treated in Theorem 4.

**Proposition 5 ( [29] Remark 7.11).** Let \( p \) be an odd prime. For \( 0 \leq i < j \leq p^s \), the code \( C_{i,j}(2p^s, \lambda_0) \) with length \( n = 2p^s \) has minimum distance

\[
d(C_i) = \min\{2V_i, 2V_{i+1}, \ldots, 2V_{j-1}, V_j, V_{j+1}, \ldots, V_{p^s-1}\}
\]

\[
d(C_i) = \min\{2(p - \tau_{\nu_1} - 1)p^{s-\nu_1}, (p - \tau_{\nu_2} - 1)p^{s-\nu_2}\}
\]
where $V_t$ is defined in (4), and $\nu_1$ and $\tau_{\nu_1-1}$, $\nu_2$ and $\tau_{\nu_2-2}$ are computed by

$$\nu_1 = f(p, s, i) := \lceil \log_p(p^s - i) \rceil + 1,$$

$$\nu_2 = f(p, s, j) := \lceil \log_p(p^s - j) \rceil + 1,$$

$$\tau_{\nu_1-1} = g(p, s, i) := \left\lfloor \frac{p^s - i}{p^\nu - 1} \right\rfloor = \left\lfloor \frac{p^s - i}{p^f(p, s, i) - 1} \right\rfloor,$$

$$\tau_{\nu_2-1} = g(p, s, j) := \left\lfloor \frac{p^s - j}{p^\nu - 1} \right\rfloor = \left\lfloor \frac{p^s - j}{p^f(p, s, j) - 1} \right\rfloor.$$

**Proof:** Fix integers $i$, $j$ between 0 and $p^s$ and $i < j$. We apply Prop. 1 with $k = 2$ and the generator polynomial $g(x)$ factorized as $(x - \delta)^t(x + \delta)^{j-t}$. For $t < i$, the simple-root constacyclic code $\tilde{C}_i$ in Prop. 1 is the zero code of length 2. For $i \leq t < j$, $\tilde{C}_i$ is the code $\langle x + \delta \rangle$ of length 2 with minimum distance 2. For $t \geq j$, $\tilde{C}_i$ is the trivial code $F_p^2$ with minimum distance 1. By Prop. 1, the minimum distance of $C_{i,j}(2p^s, \lambda_0)$ is the minimum of $2V_i, 2V_{i+1}, \ldots, 2V_j, V_j, V_{j+1}, \ldots, V_{p^s-1}$. This proves equation (8). The proof of (9) follows from analyzing the numerical sequence $(V_t)_{t \geq 1}$ and is omitted.

**Theorem 6.** Let $\lambda_0$ be a quadratic residue in $F_{p^m}$ and $p$ be an odd prime. There are four classes of optimal repeated-root $\lambda$-constacyclic LRCs over $F_{p^m}$ in $\langle (x^2 - \lambda_0)^{p^r} \rangle$:

1. $(2p^s, p^s, 2, 1)$ LRC $C_{0,p^r}(2p^s, \lambda_0)$ with $s \geq 1$;
2. $(2p^s, 2p^s - p^{s-k-1}, 2, 2p^{k+1} - 1)$ LRC $C_{0,p^{r-k-1}}(2p^s, \lambda_0)$, where $0 \leq k \leq s - 1$ and $s \geq 2$;
3. $(2p^s, 2p^s - 2, 2, 2p^s - 2p^{s-1} - 1)$ LRC $C_{0,2}(2p^s, \lambda_0)$ with $s \geq 2$;
4. $(2p, p - i, 2(i + 1), 1)$ LRC $C_{i,p}(2p, \lambda_0)$, where $1 \leq i \leq p - 1$.

**Proof:** We check that the LRCs in each of the four classes attain the Singleton-like bound with equality. Prop. 5 is invoked to obtain the locality of $C_{i,j}$ via the dual code. In the followings, denote the length of the $p$-ary expansion of an integer $a$ by $\nu(a)$, and the most significant nonzero digit by $\tau(a)$. We denote $\tau(0) = -\infty$. According to Proposition 5, we have the minimum distances of $C_{i,j}$ and $C_{i,j}^\perp$ are

$$d = \min \{2(p - \tau(p^s - i)) + 1)p^{s-\nu(p^s-i)}, (p - \tau(p^s - j) + 1)p^{s-\nu(p^s-j)} \} \quad (10)$$

$$d^\perp = \min \{2(p - \tau(j)) + 1)p^{s-\nu(j)}, (p - \tau(i) + 1)p^{s-\nu(i)} \} \quad (11)$$

**Class 1.** The dimension of $C_{0,p^r}(2p^s, \lambda_0)$ is $2p^s - p^s = p^s$. By (10) and (11), the minimum distance of $C_{0,p^r}(2p^s, \lambda_0)$ and $C_{0,p^r}(2p^s, \lambda_0)^\perp$ are

$$d = \min \{2(p - \tau(p^s)) + 1)p^{s-\nu(p^s)}, (p - \tau(0) + 1)p^{s-\nu(0)} \} = 2,$$

$$d^\perp = \min \{2(p - \tau(p^s)) + 1)p^{s-\nu(p^s)}, (p - \tau(0) + 1)p^{s-\nu(0)} \} = 2,$$
respectively. The locality of \( C_{0,p^s}(2p^s, \lambda_0) \) is \( d^\perp = 1 \). It achieves the Singleton-like bound

\[
d = 2 = 2p^s - p^s - \left\lfloor \frac{p^s}{1} \right\rfloor + 2
\]

with equality.

**Class 2.** Suppose \( s \geq 2 \). The repeated-root constacyclic codes in this class has generator polynomial \((x + \delta)^{p^s_k - 1}\) and length \( 2p^s \). From the \( p \)-ary expansion of

\[
p^s - p^s_{k-1} = \sum_{j=s-k-1}^{s-1} (p - 1)p^j;
\]

we can calculate,

\[
\tau(p^s - p^s_{k-1}) = p - 1, \quad \nu(p^s - p^s_{k-1}) = s,
\]

\[
\tau(p^s_{k-1}) = 1, \quad \nu(p^s_{k-1}) = s - k.
\]

According to (10) and (11), we have the minimum distance of \( C_{0,p^s_{k-1}}(2p^s, \lambda_0) \) and \( C_{0,p^s_{k-1}}(2p^s, \lambda_0)^\perp \) are

\[
d = \min\{2(p - \tau(p^s) + 1)p^{s-\nu(p^s)}, (p - \tau(p^s - p^s_{k-1}) + 1)p^{s-\nu(p^s - p^s_{k-1})}\} = 2,
\]

\[
d^\perp = \min\{2(p - \tau(p^s_{k-1} + 1)p^{s-\nu(p^s_{k-1})}, (p - \tau(0) + 1)p^{s-\nu(0)}\} = 2p^{k+1},
\]

respectively. The locality of \( C_{0,p^s_{k-1}}(2p^s, \lambda_0) \) is \( d^\perp - 1 = 2p^{k+1} - 1 \). One can verified that the Singleton-like bound

\[
d \leq 2p^s - (2p^s - p^s_{k-1}) - \left\lfloor \frac{2p^s - p^s_{k-1}}{2p^{k+1} - 1} \right\rfloor + 2
\]

\[
= p^s_{k-1} - \left\lfloor \frac{(p^s_{k-1})(2p^{k+1} - 1)}{2p^{k+1} - 1} \right\rfloor + 2
\]

\[
= 2
\]

is met with equality.

**Class 3.** Let \( p \) be an odd prime. The dimension of \( C_{0,2}(2p^s, \lambda_0) \) is \( k = 2p^s - 2 \). From the \( p \)-ary expansion of

\[
p^s - 2 = \sum_{j=1}^{s-1} (p - 1)p^j + p - 2,
\]

we can calculate,

\[
\tau(p^s - 2) = p - 1, \quad \nu(p^s - 2) = s,
\]

\[
\tau(2) = 2, \quad \nu(2) = 1.
\]
According to (10) and (11), we have the minimum distance of $C_{0,2}(2p^s, \lambda_0)$ and $C_{0,2}(2p^s, \lambda_0)\perp$ are

$$d = \min\{2(p - \tau(p^s) + 1)p^{s-\nu(p^s)}, (p - \tau(p^s - 2) + 1)p^{s-\nu(p^s-2)}\} = 2,$$

$$d^\perp = \min\{2(p - \tau(2) + 1)p^{s-\nu(2)}, (p - \tau(0) + 1)p^{s-\nu(0)}\} = 2p^s - 2p^{s-1},$$

respectively. The locality of $C_{0,p^s-k-1}(2p^s, \lambda_0)$ is $d = 2p^s - 2p^{s-1}$. We check that the Singleton-like bound says that the minimum distance is bounded by 2,

$$d \leq 2p^s - (2p^s - 2) - \left[\frac{2p^s - 2}{2p^s - 2p^{s-1} - 1}\right] + 2$$

$$= 2 - \left[1 + \frac{2p^{s-1} - 1}{2(p - 1)p^{s-1} - 1}\right] + 2.$$ 

**Class 4.** The dimension of $C_{1,p}(2p^s, \lambda_0)$ is $p - i$. By (10) and (11), the minimum distance of $C_{1,p}(2p^s, \lambda_0)$ and $C_{1,p}(2p^s, \lambda_0)\perp$ are

$$d = \min\{2(p - \tau(p - i) + 1)p^{s-\nu(p-i)}, (p - \tau(0) + 1)p^{s-\nu(0)}\} = 2(i + 1),$$

$$d^\perp = \min\{2(p - \tau(p) + 1)p^{s-\nu(p)}, (p - \tau(i) + 1)p^{s-\nu(i)}\} = 2,$$

respectively. The locality of $C_{1,p}(2p^s, \lambda_0)$ is $d^\perp = 1$. It achieves the Singleton-like bound

$$d = 2i + 2 = 2p - (p - i) - \left[\frac{p - i}{1}\right] + 2$$

with equality. 

V. IRREDUCIBLE BINOMIAL $x^n - \lambda_0$ OVER $\mathbb{F}_{p^m}$

In Theorem 3 we have a complete characterization of optimal LRCs among the repeated-root constacyclic codes of length $\eta p^s$ when $x^n - \lambda_0$ is irreducible over $\mathbb{F}_{p^m}$. In this section we determine all the values of $\eta$ such that $x^n - \lambda_0$ is irreducible over $\mathbb{F}_{p^m}$.

For an element $a \in \mathbb{F}_{p^m}^*$, the *order* of $a$ is defined as the smallest positive integer $e$ such that $a^e = 1$. Since the multiplicative subgroup of $\mathbb{F}_{p^m}$ is cyclic, the order of any nonzero element in $\mathbb{F}_{p^m}$ is a divisor of $p^m - 1$. Conversely, given any divisor of $p^m - 1$, we can find an element in $\mathbb{F}_{p^m}^*$ whose order is equal to the divisor. An element in $\mathbb{F}_{p^m}^*$ with order $p^m - 1$ is called a *primitive element* of $\mathbb{F}_{p^m}$.

The following proposition gives a criterion for the irreducibility of $x^n - \lambda_0$ over $\mathbb{F}_{p^m}$.

**Proposition 7 (32 Thm 3.75).** Let $\eta \geq 2$ be an integer and $a \in \mathbb{F}_{p^m}^*$. Then the binomial $x^n - a$ is irreducible in $\mathbb{F}_{p^m}[x]$ if and only if the following two conditions are satisfied:

(i) each prime factor of $\eta$ divides the order $e$ of $a$ in $\mathbb{F}_{p^m}^*$, but not $(p^m - 1)/e$;

(ii) $p^m \equiv 1 \mod 4$ if $\eta \equiv 0 \mod 4$.

DRAFT
Suppose \(x^n - \lambda_0\) is irreducible over \(\mathbb{F}_{p^m}\). From condition (i) in Proposition 7, each prime factor of \(\eta\) should divide \(p^m - 1\) because the order of \(\lambda_0\) is a divisor of \(p^m - 1\). Consider the prime factorization of \(p^m - 1\),

\[
p^m - 1 = 2^{\ell_0} p_1^{\ell_1} p_2^{\ell_2} \cdots p_s^{\ell_s},
\]

where \(p_1, \ldots, p_s\) are distinct odd prime divisors of \(p^m - 1\), \(\ell_i\) are positive integers for \(i = 1, 2, \ldots, s\), and \(\ell_0 \geq 0\). If we factorize \(\eta\), the prime factorization of \(\eta\) can be written as

\[
\eta = 2^{e_0} p_1^{e_1} p_2^{e_2} \cdots p_s^{e_s},
\]

with \(e_i \geq 0\) for \(i = 0, 1, 2, \ldots, s\).

The next proposition is an immediate consequence of Prop. 7.

**Proposition 8.** Let \(\xi\) be a primitive element in \(\mathbb{F}_{p^m}\). Suppose \(p^m - 1\) is factorized as in (12). The binomial \(x^n - \xi\) is irreducible over \(\mathbb{F}_{p^m}\) if and only if \(\eta\) can be expressed as in (13) with \(e_i \geq 0\) for \(i = 1, 2, \ldots, s\) and

(i) \(e_0 \geq 0\) if \(\ell_0 \geq 2\);

(ii) \(e_0 \in \{0, 1\}\) if \(\ell_0 = 1\);

(iii) \(e_0 = 0\) if \(\ell_0 = 0\).

**Example 5.** Consider the quaternary field \(\mathbb{F}_4\) with four elements \(\{0, 1, \omega, \overline{\omega}\}\). Here \(\overline{\omega} = 1 + \omega\) and \(\omega^2 + \omega + 1 = 0\). The element \(\omega\) is a primitive element of \(\mathbb{F}_4\). By Prop. 8 \(x^n - \omega\) is irreducible over \(\mathbb{F}_4\) if and only if \(\eta = 3^\mu\) for some positive integer \(\mu\).

The next proposition generalizes Prop. 8.

**Proposition 9.** Let \(\mathbb{F}_{p^m}\) be a finite field and \(\omega \in \mathbb{F}_{p^m}^*\) is an element with order \(f\). Suppose that the prime factorization of \(p^m - 1\) is given as in (12). For notational convenience, we define \(p_0 := 2\). Let \(S\) be a subset of \(\{0, 1, \ldots, s\}\) defined by

\[
S := \{i \in [s] : p_i^{\ell_i} \text{ divides } f\},
\]

Then \(x^n - \omega\) is irreducible over \(\mathbb{F}_{p^m}\) if and only if \(\eta\) can be written as

\[
\eta = \prod_{i \in S} p_i^{e_i}
\]

with \(e_i \geq 0\) for \(i \in S \setminus \{0\}\), and

(i) \(e_0 \geq 0\) if \(p^m - 1 \equiv 0 \mod 4\);

(ii) \(e_0 \in \{0, 1\}\) if \(p^m - 1 \equiv 2 \mod 4\);
(iii) $e_0 = 0$ if $p^m - 1$ is odd.

When $S$ is empty, the product $\prod_{i \in S} p_i^{e_i}$ is equal to 1 by convention.

We remark that when the set $S$ in Prop. 9 is not empty then there are infinitely many $\eta$ such that the binomial $x^\eta - \lambda_0$ is irreducible over $F_{p^m}$.

**Example 6.** Consider a finite field $F_{64}$ and let $\alpha$ be a primitive element in $F_{64}$. The size of the multiplicative subgroup is odd and can be factorized as $63 = 3^2 \cdot 7$. The element $\omega = \alpha^{21}$ has order 3. By Prop. 9 the only binomial in the form $x^\eta - \omega$ that is irreducible over $F_{64}$ is $x - \omega$, because the corresponding set $S$ in Prop. 9 is empty. On the other hand, the element $\omega' = \alpha^7$ has order 9. The binomial $x^{3\mu} - \omega'$ is irreducible over $F_{64}$ for $\mu \geq 0$.

The next example is an example with $p^m - 1 = 2 \mod 4$.

**Example 7.** Let $\xi$ be a primitive element of $F_{7^3} = F_{343}$. We have the factorization

$$7^3 - 1 = 2 \cdot 3^2 \cdot 19.$$ 

The element $\xi^{19}$ has order 18. By Prop. 9 the binomial $x^\eta - \xi^{19}$ is irreducible over $F_{27}$ if and only if $\eta = 2(13)^\mu$ or $\eta = (13)^\mu$ for $\mu \geq 0$.

**VI. CONCLUDING REMARKS**

Constructing optimal linear codes with long code length and small locality is an important code construction problem for locally repairable code. In this paper, we found several classes of optimal LRCs within the constacyclic codes of length $\eta p^s$. In general, when $x^n - \lambda_0$ is reducible, the enumeration of constacyclic codes in $F_{p^m}[x]/((x^n - \lambda_0)^{p^s})$ is unsolved for arbitrary value of $\eta$. We refer the readers to [33]–[35] and the references therein.

A linear code with $(r, \delta)$-locality ensures a code tolerate multiple node failures while preserving locality. We have an upper bound on the minimum distance of linear codes with $(r, \delta)$-locality

$$d \leq n - k + 1 - \left( \left\lceil \frac{r}{\delta} \right\rceil - 1 \right) (\delta - 1).$$

Characterizing constacyclic codes that are optimal $(r, \delta)$-LRC is an interesting future research direction.

Some other directions for future work include:

1) Characterize the locality of the $\lambda$-constacyclic codes of length $\eta p^s$ over $F_q$ when $x^n - \lambda_0$ is reducible over $F_q$, where $\eta$ is a positive integer coprime to $p$ and $\lambda$, $\lambda_0$ are elements in $F_q$ satisfying $\lambda_0^{p^s} = \lambda$.

2) Find out more optimal repeated-root constacyclic codes.

DRAFT
3) Constructing more linear codes that are both \(d\)-optimal and \(r\)-optimal with large distance and small locality.

APPENDIX

In the appendix, we will show that when \(x^\eta - \lambda_0\) is irreducible over \(\mathbb{F}_{p^m}\), there are only these optimal LRCs we shown in Theorem 4. Note that under the condition of \(x^\eta - \lambda_0\) being irreducible over \(\mathbb{F}_{p^m}\), there are \(p^s + 1\) different \(\lambda\)-constacyclic codes of length \(\eta p^s\) over \(\mathbb{F}_{p^m}\) which are \(C_i(\eta, p^s, \lambda_0) = \langle(x^\eta - \lambda_0)^i\rangle\) for \(0 \leq i \leq p^s\). We will check all the cases for \(0 \leq i \leq p^s\).

Note that \(C_i(\eta, p^s, \lambda_0)\) is an optimal LRC for each \(0 \leq i \leq p^s\) if and only if the equality

\[
\eta i = \left\lceil \frac{\eta(p^s - i)}{r_i} \right\rceil + d_i - 2
\]

holds. Verify that \(C_0(\eta, p^s, \lambda_0) = \langle 1 \rangle\) and \(C_{p^s}(\eta, p^s, \lambda_0) = \langle 0 \rangle\) are not optimal LRCs. We discuss \(i \in \{1, \ldots, p^s - 1\}\) in four cases:

- \(1 \leq i \leq p^s - 1 - 1;\)
- \(i = p^s - 1;\)
- \(p^s - 1 + 1 \leq i \leq p^s - p^s - 1;\)
- \(p^s - p^s - 1 + 1 \leq i \leq p^s - 1.\)

According to Theorem 4, \(C_{p^s - 1}(\eta, p^s, \lambda_0)\) and \(C_2(1, p^s, \lambda_0)\) are optimal LRCs. The following lemma shows there are only these two classes of optimal LRCs when \(1 \leq i \leq p^s - 1 - 1\).

**Lemma 10.** Let \(s \geq 2\) be an integer, \(\eta\) be a positive integer coprime to \(p\). For \(1 \leq i \leq p^s - 1 - 1\), there exist optimal LRCs \(C_i(\eta, p^s, \lambda_0)\) only if

- \(i = p^s - k - 1,\) where \(1 \leq k \leq s - 1;\)
- \(i = 2, \eta = 1\) and \(p\) is an odd prime.

**Proof:** We divide the interval \([1, p^s - 1 - 1]\) into \((p - 1)(s - 1)\) disjoint parts:

\[
p^s - k - 1 - t(p^s - k - 1) \leq i \leq p^s - k - 1 - (t - 1)p^s - k - 1 - 1,
\]

where \(1 \leq t \leq p - 1\) and \(1 \leq k \leq s - 1\). By Proposition 2, \(C_i\) has parameters \([\eta p^s, \eta(p^s - i), 2]\) and locality \((t + 1)p^k - 1\). Suppose that \(C_i\) is an optimal LRC. Then we have

\[
\eta i = \left\lceil \frac{\eta(p^s - i)}{(t + 1)p^k - 1} \right\rceil.
\]

Since \(\eta\) is a positive integer, it follows that

\[
i = \left\lceil \frac{p^s - i}{(t + 1)p^k - 1} \right\rceil.
\]
Hence

\[ i = \left\lceil \frac{p^s - k}{t + 1} \right\rceil. \]

If \( t + 1 \) divides \( p^s - k \), then \( t = p - 1 \) since \( 1 \leq t \leq p - 1 \). It follows that \( i = p^{s-k-1} \), where \( 1 \leq k \leq s - 1 \).

If \( t + 1 \) does not divide \( p^s - k \), then \( 1 \leq t \leq p - 2 \), and this implies \( p \geq 3 \) and \( t + 1 \leq p - 1 < p \), hence

\[ \frac{p^{s-k}}{t + 1} < p^{s-k} - tp^{s-k-1}. \]

Combining with \( i = \left\lceil \frac{p^{s-k}}{t + 1} \right\rceil \) and \( i \geq p^{s-k} - tp^{s-k-1} \), we obtain

\[ \frac{p^{s-k}}{t + 1} + 1 > p^{s-k} - tp^{s-k-1}, \]

which implies that

\[ tp^{s-k-1}(p - t - 1) < t + 1. \]

Therefore, it forces \( p^{s-k-1} = 1 \) and \( p - t - 1 = 1 \). Hence \( k = s - 1, t = p - 2 \) and

\[ i = \left\lceil \frac{p^{s-k} - (s-1)}{p - 2 + 1} \right\rceil = 2. \]

Note that the equality (14) holds in the assumption that \( i \) exists. Assume that \( C_2 \) is an optimal LRC with parameters \([\eta p^s, \eta(p^s - 2), 2]\) and locality \( p^s - p^{s-1} - 1 \). Then

\[ 2\eta = \left\lceil \frac{\eta(p^s - 2)}{p^s - p^{s-1} - 1} \right\rceil \tag{15} \]

We claim that (15) holds only if \( \eta = 1 \). When \( \eta > 1 \), it follows from \( p \geq 3 \) that \( \frac{p^{s-1}}{p^s - p^{s-1} - 1} < \frac{1}{2} \) and \( \left\lceil \frac{\eta(p^{s-1}-1)}{p^s - p^{s-1} - 1} \right\rceil < \frac{\eta}{2} + 1 \leq \eta \), which implies that

\[ 2\eta > \left\lceil \frac{\eta(p^s - 2)}{p^s - p^{s-1} - 1} \right\rceil. \]

For the case of \( i = p^{s-1} \), according to Theorem [4], \( C_{p^{s-1}}(\eta, p^s, \lambda_0) \) is optimal LRC. In the interval of \([p^{s-1} + 1, p^s - p^{s-1}]\), we know \( C_{p^{s-1}+1}(1, p^s, \lambda_0) \) and \( C_{t+1}(1, p, \lambda_0) \) are optimal LRCs. The following lemma shows there are only these two classes of optimal LRCs if \( p^{s-1} + 1 \leq i \leq p^s - p^{s-1} \).

**Lemma 11.** Let \( s \) be a positive integer, \( \eta \) be an integer coprime to \( p \). For \( p^{s-1} + 1 \leq i \leq p^s - p^{s-1} \), there exist optimal LRCs \( C_i(\eta, p^s, \lambda_0) \) only if

- \( i = p^{s-1} + 1, \ s \geq 2, \ \eta = 1 \) and \( p \) is an odd prime;
- \( i = t + 1, \ s = 1, \ \eta = 1 \) and \( p \) is an odd prime.
Proof: We divide the interval \([p^{s-1} + 1, p^s - p^{s-1}]\) into \(p - 2\) disjoint parts:

\[ tp^{s-1} + 1 \leq i \leq (t + 1)p^{s-1}, \]

where \(1 \leq t \leq p - 2\). For each part \([tp^{s-1} + 1, (t + 1)p^{s-1}]\), we first consider the case of \(i = (t + 1)p^{s-1}\). According to Proposition 2, \(C - 1\) has parameters \([\eta p^s, \eta(p^s - (t + 1)p^{s-1}), t + 2]\) and locality \(p - t - 1\).

Suppose that \(C_{(t+1)p^{s-1}}\) is an optimal LRC. By the Singleton-like bound (1) it deduces \(\eta p^{s-1} = 1\) and hence \(s = 1\), \(\eta = 1\) and \(i = t + 1\).

For \(tp^{s-1} + 1 \leq i \leq (t + 1)p^{s-1} - 1\), we know that \(C_i\) has parameters \([\eta p^s, \eta(p^s - i), t + 2]\) and locality \(p - t\). Note that \(s > 1\) since \(tp^{s-1} + 1 \leq (t + 1)p^{s-1} - 1\). Assuming that \(C_i\) is an optimal LRC. Then

\[ \eta i = \left\lceil \frac{\eta(p^s - i)}{p - t} \right\rceil + t. \]

Thus we obtain

\[ \frac{\eta p^s + pt - t^2}{\eta(p - t + 1)} \leq i < \frac{\eta p^s + pt - t^2}{\eta(p - t + 1)} + \frac{p - t}{\eta(p - t + 1)}. \]  

(16)

If \(t = 1\), we have

\[ p^{s-1} + \frac{p - 1}{\eta p} \leq i < p^{s-1} + \frac{2(p - 1)}{\eta p}, \]

Note that \(\frac{2(p-1)}{\eta p} > 1\) since \(i\) is an integer and \(0 < \frac{p - 1}{\eta p} < 1\), which forces \(\eta = 1\) and \(p \geq 3\). Therefore, \(i = p^{s-1} + 1\).

If \(1 < t \leq p - 2\), it implies \(p > 3\). One can verify that

\[ tp^{s-1} + 1 \geq \frac{\eta p^s + pt - t^2}{\eta(p - t + 1)} + \frac{p - t}{\eta(p - t + 1)}. \]

Together with (16), we obtain \(i < tp^{s-1} + 1\), which contradicts to \(tp^{s-1} + 1 \leq i \leq (t + 1)p^{s-1} - 1\). Thus \(C_i\) is not an optimal LRC in this case.

When \(p^s - p^{s-1} + 1 \leq i \leq p^s - 1\), Theorem 4 shows two classes of optimal LRCs which are \(C_{2^{s-1}+1}(1, 2^s, \lambda_0)\) and \(C_{p^s-1}(1, p^s, \lambda_0)\). The following lemma shows there are only these two classes of optimal LRCs when \(p^s - p^{s-1} + 1 \leq i \leq p^s - 1\).

**Lemma 12.** Let \(s \geq 2\) be a positive integer, \(\eta\) be a positive integer coprime to \(p\). For \(p^s - p^{s-1} + 1 \leq i \leq p^s - 1\), there exist optimal LRCs \(C_i(\eta, p^s, \lambda_0)\) only if

- \(i = 2^{s-1} + 1, \ \eta = 1\ and\ p = 2\);
- \(i = p^s - 1, \ \eta = 1.\)

DRAFT
Proof: Consider the intervals $[p^s - p^{s-k} + (t-1)p^{s-k-1} + 1, p^s - p^{s-k} + tp^{s-k-1}]$, where $1 \leq t \leq p - 1$ and $1 \leq k \leq s - 1$. Note that

$$\bigcup_{1 \leq t \leq p - 1} \{p^s - p^{s-k} + (t-1)p^{s-k-1} + 1 \leq i \leq p^s - p^{s-k} + tp^{s-k-1}\} = \{p^s - p^{s-1} + 1 \leq i \leq p^s - 1\}.$$

According to Prop. 1, $\mathcal{C}_i$ has parameter $[\eta p^s, \eta(p^s - i), (t + 1)p^k]$. Note that $1 \leq p^s - i \leq p^{s-1} - 1$, it follows from Proposition 2 that $\mathcal{C}_i$ has locality 1. Suppose that $\mathcal{C}_i$ is an optimal LRC. Then by the Singleton-like bound (1), we have

$$i = \frac{p^s}{2} + \frac{(t + 1)p^k}{2} - 1. \quad (17)$$

Since $i \geq p^s - p^{s-k} + (t-1)p^{s-k-1} + 1$,

$$\frac{p^s}{2} + \frac{(t + 1)p^k}{2} - 1 \geq p^s - p^{s-k} + (t-1)p^{s-k-1} + 1.$$

It follows that

$$\frac{1}{2}(p^k - 2)(p^{s-k} - \frac{t + 1}{\eta}) + (t - 1)(p^{s-k-1} - 1) + (t - \frac{t}{\eta}) \leq 0. \quad (18)$$

Check that for prime $p$, $1 \leq k \leq s - 1$ and $1 \leq t \leq p - 1$,

$$\frac{1}{2}(p^k - 2)(p^{s-k} - \frac{t + 1}{\eta}) \geq 0$$

and

$$(t - 1)(p^{s-k-1} - 1) \geq 0.$$

If $\eta > 1$, then $t - \frac{t}{\eta} > 0$, which implies that the inequality (18) is impossible. Therefore, the code $\mathcal{C}_i$ for $p^s - p^{s-1} + 1 \leq i \leq p^s - 1$ cannot be optimal LRC in the case of $\eta > 1$.

If $\eta = 1$, the inequality in (18) implies

$$\frac{1}{2}(p^k - 2)(p^{s-k} - t - 1) = 0 \quad (19)$$

and

$$(t - 1)(p^{s-k-1} - 1) = 0. \quad (20)$$

We consider the equalities (19) and (20) in the following two cases.

Case 1. If $p^k - 2 = 0$. Then $p = 2$ and $k = 1$. Since $1 \leq t \leq p - 1$, it forces $t = 1$ and then

$$(t - 1)(p^{s-k-1} - 1) = 0.$$ According to (17), $i = 2^{s-1} + 1$.

Case 2. If $p^{s-k} - t - 1 = 0$. Since $2 \leq t + 1 \leq p$, it forces

$$p^{s-k} = t + 1 = p.$$

Then $s = k + 1$ and $t = p - 1$. According to (17), $i = p^s - 1$. 

\[\blacksquare\]
According to the previous three lemmas, we obtain the second part of Theorem 4, i.e., when \( x^n - \lambda_0 \) is irreducible over \( \mathbb{F}_p^m \), there is no other optimal LRC among the repeated-root constacyclic codes in \( \mathbb{F}_p^m[x] / \langle (x^n - \lambda_0)^{p^s} \rangle \).
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