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Abstract—Discovering governing equations for transmission line is essential for the study on its properties, especially when the nonlinearity is introduced in a transmission line system. In this paper, we propose a novel data-driven approach for deriving the governing partial differential equations based on the spatial-temporal samples of current and voltage in the transmission line system. The proposed method is based on the ridge regression algorithm to determine the active spatial differential terms from the candidate library that includes nonlinear functions, in which the time and spatial derivatives are estimated by using polynomial interpolation. Three examples, including uniform and nonuniform transmission lines and a specific type of nonlinear transmission line for soliton generation, are provided to benchmark the performance of the proposed approach. The results demonstrate that the newly proposed approach can inverse the distributed circuit parameters and also discover the governing partial differential equations in the linear and nonlinear transmission line systems. Our proposed data-driven method for deriving governing equations could provide a practical tool in transmission line modeling.

1. INTRODUCTION

It is well known that transmission line systems, as the signal carrier, have been widely used in microwave circuits [1–7]. It is often assumed that homogeneous conductors are parallel to ground, and thereby the line parameters are uniform [1, 2]. There are, however, some cases of sophisticated structures such as nonuniform transmission lines with strong longitudinal variation in the line parameters [3–6] and nonlinear transmission lines with nonlinear elements that may be nonlinear magnetic materials, nonlinear dielectric materials, or both [7]. This nonuniformity and nonlinearity bring nonlinear terms in the governing equations and make the system characterization and modeling very difficult.

Recently, data-driven discovery approaches, considered as the fourth science paradigm after empirical, theoretical, and computational technology [8], have been widely expanded and utilized in engineering and physical science [9]. They discover models of the evolution law, i.e., the governing equations in a dynamic system, merely via the simulated or measured data. Thereinto, several methods have been proposed, such as empirical dynamic modeling [10, 11], equation-free modeling [12], nonlinear regression [13–15], artificial neural networks [16], nonlinear Laplacian spectral analysis [17], modeling emergent behavior [18], normal form identification [19], and automated inference of dynamics [20]. To sum up, we have classified seminal contributions into three types as

1) The symbolic regression is first proposed to determine the governing equations from data directly. The steps are to calculate the numerical differentiation of experimental data first and then apply symbolic regression based on the evolutionary algorithm to compare with analytical derivative solutions. Eventually, the nonlinear dynamic system is determined [21, 22].
2) The neural network-based framework is explored to learn unknown parameters in the partial differential equation, in which the form of the nonlinear response function in the equations has been determined [23–25]. However, these specific forms of the governing equation are usually unknown in advance. Consequently, identification governing equations with a less restrictive setting remains a great challenge.

3) More recently, sparse identification of nonlinear dynamics (SIND) is developed based on the combination of the sparsity and symbolic regression [26–29]. The key idea is to build a library of hypothetical functions that have the possibility to appear in the actual equations. Afterward, by taking the advantages of sparsity promoting regression techniques, the active candidate terms are selected, and thereby the governing equations are determined.

These recent studies have significantly advanced the progress of the partial differential equation identification from the observed data. However, there are still some issues among these methods. To be specific, the symbolic regression is so highly computationally expensive that it is challenging to apply this method in dealing with large-scale data due to the unacceptable computation cost. Neural network-based approach requires appropriate prior knowledge on the mechanisms of the dynamics, which is usually hard to acquire in advance. Thanks to the sparse promoting regression in SIND, it has been proved to robustly determine, in a highly efficient computational manner, the governing equations in hydrodynamics [28], chaotic system [29], biological network [30], and material science [31]. Hence, taking advantage of SIND, we could utilize this data-driven approach for the analysis and modeling of complex transmission line system, especially for the identification of governing equations when only the transient measured or simulated data are available.

In this paper, we propose a ridge regression-based SIND approach to identify a set of partial differential equations of the current and voltage in the transmission line systems. Based on the spatial-temporal samples of current and voltage, the hypothetical spatial differential functions are calculated to build the candidate library. Then, the ridge regression is applied to select the active terms in the library. Finally, the governing equations of the transmission line are extracted. Three cases, including the uniform transmission line, nonuniform transmission line, and a type of nonlinear transmission line for the solitons generation, are investigated to verify the proposed method. And the accuracy of our novel approach is acceptable to engineering applications. The proposed data-driven approach will pay the way for deriving governing equations for complex transmission line systems.

The organization of this paper is as follows. The proposed method for deriving the governing partial differential equations from the observation is introduced in Section 2. Then three examples, namely uniform transmission line, nonuniform transmission line, and nonlinear transmission line, are provided to demonstrate the effectiveness and robustness of the proposed method in Section 3. Finally, the conclusions are summarized in Section 4.

2. METHODS

Without losing the generality, we assume transmission line variables including voltage $u(z, t)$ and current $i(z, t)$ in a one-dimensional space $z$ varying with time $t$. The general form of their governing equations can be written as

$$u_t = f_1(z, u, i, u_z, i_z, u_{zz}, i_{zz}, uu_z, ii_z, \ldots)$$

(1)

$$i_t = f_2(z, u, i, u_z, i_z, u_{zz}, i_{zz}, uu_z, ii_z, \ldots)$$

(2)

where subscripts denote partial differentiation in the either spatial or temporal domain; $f_1(\cdot)$ and $f_2(\cdot)$ refer to the unknown function of all possible terms that could appear in the governing equation of voltage and current in the transmission line system. Based on this assumption, we want to determine actual terms and thereby discover the governing equations of the transmission line system from a series of measurements of voltage $u(z, t)$ and current $i(z, t)$.

2.1. Data-Driven Scheme for the Identification of Governing Equation

As shown in Eqs. (1) and (2), $f_1(\cdot)$ and $f_2(\cdot)$ include the large collection of candidate terms for constructing the governing equation of the transmission line system, which can be considered as a
library. Based on the spatiotemporal data from the observation, we can construct each candidate term by taking the derivatives of the data with respect to the spatial dimension so that the right-hand side of Eqs. (1) and (2) is built. Similarly, the left-hand side of Eqs. (1) and (2)) can be obtained by taking the derivatives of the data with time. In the following, we will first demonstrate the identification of the governing equation of \( u_t \) in Eq. (1).

To be specific, we denote \( \mathbf{U} \) and \( \mathbf{I} \) to be matrices containing the values of \( u(z, t) \) and \( i(z, t) \), respectively. After taking the derivatives of the data with respect to the spatial dimension, the library of candidate terms that may appear in \( f_1(\cdot) \) are combined into a matrix \( \Theta(U, I) \):

\[
\Theta(U, I) = \begin{bmatrix} \mathbf{Z} & \mathbf{U} & \mathbf{I}_z & \mathbf{U}_{zz} & \mathbf{I}_{zz} & \mathbf{U} \mathbf{U}_{z} & \mathbf{I}_z \mathbf{I}_{zz} & \mathbf{I}_{zz} \mathbf{I}_z \end{bmatrix}
\tag{3}
\]

Each column of \( \Theta \) contains all of the values of a particular candidate function across all of the grid points from the collected data. In particular, suppose that we obtain \( u(z, t) \) and \( i(z, t) \) on an \( n \times m \) grid, which means that there are \( n \) spatial observations at \( m \) time points. There are \( l \) candidate terms in the \( f_1(\cdot) \), then \( \Theta \in \mathbb{C}^{m \times n \times l} \). We also take the derivative with respect to time to obtain \( \mathbf{U}_t \) and reshape it into a column vector just like we did the columns of \( \Theta \), where \( \mathbf{U}_t \in \mathbb{C}^{m \times n \times l} \). Hence, from the observed data and the corresponding derivatives, we can utilize a linear equation to represent the general form of partial differential equation as shown in Eq. (1):

\[
\mathbf{U}_t = \Theta(U, I)\beta
\tag{4}
\]

where \( \beta \) is a vector of coefficients of each candidate term, and we define \( \beta \) as \( \beta = [\beta_1, \beta_2, \beta_3, \ldots, \beta_l]^T \). Then the linear equation of Eq. (4) can be expressed in the form of elements, as shown in Eq. (5).

\[
\begin{bmatrix}
  u_t(z_0, t_0) \\
  u_t(z_1, t_0) \\
  u_t(z_2, t_0) \\
  \vdots \\
  u_t(z_{n-1}, t_m) \\
  u_t(z_n, t_m)
\end{bmatrix}
= \begin{bmatrix}
  1 & u(z_0, t_0) & i(z_0, t_0) & ... & ii_z(z_0, t_0) & ... \\
  1 & u(z_1, t_0) & i(z_1, t_0) & ... & ii_z(z_1, t_0) & ... \\
  1 & u(z_2, t_0) & i(z_2, t_0) & ... & ii_z(z_2, t_0) & ... \\
  \vdots \\
  1 & u(z_{n-1}, t_m) & i(z_{n-1}, t_m) & ... & ii_z(z_{n-1}, t_m) & ... \\
  1 & u(z_n, t_m) & i(z_n, t_m) & ... & ii_z(z_n, t_m) & ...
\end{bmatrix}
\begin{bmatrix}
  \beta_1 \\
  \beta_2 \\
  \beta_3 \\
  \vdots \\
  \beta_l
\end{bmatrix}
\tag{5}
\]

Example \( \Theta \) for the hypothetical partial differentiation in the spatial domain

It is worth noting that when we consider nonlinear characteristics in the transmission line system, the library \( \Theta \) should be assumed to have a sufficiently abundant column space to ensure that these nonlinear dynamics of the transmission line are included in the assumed library. Then the actual partial differential equations can be well-expressed by Eq. (4) with a sparse vector of coefficients \( \beta \). That is to say, enough candidate functions should be constructed for the selection so that the governing partial differential equation can be represented as a weighted sum. Each row of this linear equation represents an observation of dynamic characteristics of the current and voltage at a particular point in time and space, which can be written as

\[
u_t(z, t) = \sum_j \Theta_j(u(z, t), i(z, t))\beta_j
\tag{6}
\]

where the coefficient \( \beta_j \) corresponds to weights for the \( j \)th candidate term. The non-zero weight means that the corresponding candidate term appears in the actual governing partial differential equation.

Figure 1 shows the architecture of the data-driven method of discovery partial differential equation of \( u_t \) in the transmission lines. The steps are listed as follows.

1) Collect data of voltage \( u(z, t) \) and current \( i(z, t) \) from the observation.
2) Determine the derivative with respect to time and spatial domain according to the candidate terms in the library.
3) Construct the line equation based on matrix \( \mathbf{U}_t \) and \( \Theta(U, I) \).
4) Obtain the coefficient vector \( \beta \) by solving the regression.
5) Identify the partial differential equations according to the non-zero coefficient in \( \beta \).
Collect data from the observation: \( u(z, t), i(z, t) \)

Determine time derivatives: \( u_t \)

Determine spatial derivatives: \( f(.) \)

Construct the library \( \Theta(U, I) \) and \( U_t \)

Solve regression in linear equation: \( U_t = \Theta \beta \)

Identify governing equations

Figure 1. The architecture of discovering the partial differential equation of the voltage and current in the transmission line system.

2.2. The Regression Framework

To discover the coefficients \( \beta \), we could utilize the least-squares method for an unbiased representation of the dynamics, where the loss function is defined as

\[
L_{LSM} = \| \Theta \beta - U_t \|_2^2
\]

(7)

And the unbiased solution of this least-squares problem is given as follows

\[
\hat{\beta}_{LSM} = \text{argmin}_\beta \| \Theta \beta - U_t \|_2^2
\]

\[
= (\Theta^T \Theta)^{-1} \Theta^T U_t
\]

(8)

The least-squares method does offer the solution with the lowest residual sum of squares (RSS), but not the best solution in most cases because it could easily lead to overfitting issues, especially for noisy data. Another significant shortcoming is that, due to correlations in \( \Theta \), the least-squares problem is poorly conditioned. Specifically, error in computing the derivatives (already an ill-conditioned issue in the least-squares method) will be magnified by numerical errors when inverting \( \Theta \). Thus if least squares method is utilized, it can radically change the qualitative nature of the inferred dynamics in the transmission line systems. Instead, we use ridge regression that can be considered as a linear regression with the penalty to avoid the overfitting issues and ill-conditioned problems [32], where the corresponding loss function is expressed as

\[
L_{\text{ridge}} = \| \Theta \beta - U_t \|_2^2 + k \| \beta \|_2^2
\]

(9)

where \( k \) refers to the regularization parameter. It is worth noting that the first term in Eq. (9) is basically loss function in the least-squares method, and then the second term with \( \beta \) is what makes penalty in ridge regression. This regularization assures that active terms will only show up in the identified partial differential equation if their effect on the error \( \| \Theta \beta - U_t \| \) outweighs their addition to \( \| \beta \| \), which avoid the overfitting issues. The general solution of the ridge regression is given as follows [33]

\[
\hat{\beta}_{\text{ridge}} = \text{argmin}_\beta \| \Theta \beta - U_t \|_2^2 + k \| \beta \|_2^2
\]

\[
= (\Theta^T \Theta + k I)^{-1} \Theta^T U_t
\]

(10)

Comparing with Eqs. (8) and (10), we can see that the condition number of matrix \((\Theta^T \Theta + k I)^{-1}\) is better than that of matrix \((\Theta^T \Theta)^{-1}\) when there is high correlations in \( \Theta \).
We use sequential threshold ridge regression (STRR) algorithm to obtain the solution of Eq. (10) \[28\]. Inspired by using sequential threshold least squares (STLS) to solve least squares, we determine the coefficient $\beta$ by artificially setting a hard threshold tolerance $tol$ in the ridge regression. As shown in Algorithm 1, if the coefficient $\beta_j$ is less than $tol$, then it is forced to set to 0, and the corresponding candidate terms are discarded in the next regression. Finally, the active terms are determined only if the corresponding $\beta_j$ are always greater than $tol$ in the iterative regressions.

**Algorithm 1** The sequential threshold ridge regression: STRR($\Theta, U_t, k, tol$, iter)

**Require:**
- The constructed library: $\Theta$;
- Time derivative matrix: $U_t$;
- Regularization parameter: $k$;
- Threshold tolerance: $tol$;
- Iterations: iter;

**Ensure:**
- The ridge regression predictor: $\hat{\beta}$;

1. Ridge regression: $\hat{\beta} = \text{argmin}_\beta \| \Theta \beta - U_t \|^2_2 + k\| \beta \|^2_2$
2. Select large coefficients: $\text{bigcoeffs} = \{ j : |\beta_j| \geq tol \}$
3. Apply hard threshold: $\hat{\beta}[\sim \text{bigcoeffs}] = 0$
4. Recursive call with fewer coefficients: $\hat{\beta}[\text{bigcoeffs}] = \text{STRR}(\Theta[; \text{bigcoeffs}], U_t, k, tol, \text{iters} - 1)$
5. return $\hat{\beta}$

### 2.3. Numerical Differentiation

In the discovery of partial differential equation processing, we need to take the derivatives of the data of current and voltage with respect to time and spatial dimension to construct the matrix $U_t$ and $\Theta$, respectively. For the clean (noise-free) data, the finite difference methods can be utilized to achieve $U_t$ and $\Theta$ \[34–36\]. Here, we take the first-order time derivative of $u(t, \cdot)$ as an example, and the backward difference formula is defined as follows

$$u_t(t_i, \cdot) = \frac{u(t_i, \cdot) - u(t_{i-1}, \cdot)}{\Delta t} + O(\Delta t) \quad (11)$$

The forward difference formula is defined as

$$u_t(t_i, \cdot) = \frac{u(t_{i+1}, \cdot) - u(t_i, \cdot)}{\Delta t} + O(\Delta t) \quad (12)$$

And the central difference formula with second-order accurate is expressed as

$$u_t(t_i, \cdot) = \frac{u(t_{i+1}, \cdot) - u(t_{i-1}, \cdot)}{2\Delta t} + O((\Delta t)^2) \quad (13)$$

Similarly, the spatial derivatives can also be obtained by the finite difference methods to construct the matrix $\Theta$ \[34\] for the clean data. However, it is still challenging to achieve accurate numerical derivatives of noisy data because the noise brings the error in the derivative terms. To alleviate the noise interference in the calculation of derivatives, several methods are proposed, such as smoothing technique, Tikhonov differentiation, and spectral differentiation based on the discrete Fourier transform for the periodic signals. Thereinto, it is found that the polynomial interpolation can effectively and robustly calculate the derivatives of noisy data \[37, 38\]. The main idea is that, for each grid where we calculate the derivative, a polynomial with the degree of $p$ is fit to greater than $p$ grids. Then, we compute the derivatives of the obtained polynomial to approximate those of the collected voltage or current data. It is worth noting that it is difficult to fit a polynomial for the grids which are close to the boundary. Thus, current or voltage in these grids is discarded in the regression.

### 2.4. Subsampling Data

When the large datasets of current and voltage are collected in the transmission line system, the subsampling processing can be applied to improve regression efficiency. Specifically, we randomly pick a
fraction of the whole data through choosing a set of spatial grids and evenly sampling the data in time with a higher sampling interval than that in the original dataset. That is to say, a part of the rows in the linear equation $U_t = \Theta(U,I)\beta$ are discarded. It is worth noting that while only these subsampled data of current and voltage are employed in the regression of linear equation, the derivatives are calculated through polynomial interpolation, which still needs the information of several adjacent grid points to fit the polynomial.

3. RESULTS

In this section, we analyze three cases of transmission line systems, namely the uniform transmission line, nonuniform transmission line, and a specific nonlinear transmission line for the soliton generation, to validate the proposed method. The numerical simulation based on the FDTD method or the analytic solutions of the governing equations is applied to provide the spatial-temporal data of the current and voltage in these cases.

3.1. Uniform Transmission Line

We first consider a uniform transmission line to demonstrate our proposed method, as shown in Fig. 2(a). A driven voltage source, $v(t)$, with an internal resistance, $R_1 = 100\ \Omega$, is loaded at port 1. Port 2 is loaded with 200 $\Omega$ resistors and then shorted to the reference conductor. The distributed parameter circuit of the uniform transmission line is plotted in Fig. 2(b), where $R$, $L$, $G$, $C$ are the per-unit-length (p.u.l.) series resistance, series inductance, shunt conductance, and shunt capacitance, respectively. It is well known that the telegrapher’s equations are the governing equations in such a system, and they can be expressed as

$$\begin{align*}
\frac{\partial i(z,t)}{\partial t} &= -\frac{1}{L} \frac{\partial u(z,t)}{\partial z} - \frac{R}{L} i(z,t) \\
\frac{\partial u(z,t)}{\partial t} &= -\frac{1}{C} \frac{\partial i(z,t)}{\partial z} - \frac{G}{C} u(z,t)
\end{align*}$$

(14)

We define that the circuit is excited by double exponential waveform voltage source, $v(t) = 60 \times \left(\exp(-8 \times 10^9 t) - \exp(-1 \times 10^6 t)\right)$ V, and the line parameters are $R = 0$, $G = 0$, $L = 2.5 \times 10^{-7}$ H/m, $C = 1 \times 10^{-10}$ F/m. The FDTD method is applied to simulate the solution of the current and voltage. To implement FDTD, it is assumed that the line is divided into $M$ segments with equal length $\Delta z$. We interlace the $M + 1$ voltage points ($u_1, u_2, \ldots, u_{M+1}$) and $M$ current points ($i_1, i_2, \ldots, i_M$), and the current points at two ends are $i_0$ and $i_{M+1}$. Each voltage and adjacent current solution point are separated by $\Delta z/2$, as shown in Fig. 3. Then, the spatial derivatives of voltage and current points are approximated by central differences. At the two end points, forward and backward difference schemes are used. The implementation of FDTD is provided in Appendix A in detail. Courant-Friedrichs-Levy (CFL) condition is adopted to ensure the stability in FDTD simulation.
Figure 3. Discretization of the voltages and currents along the line.

Figure 4. (a) The simulated voltage distribution. (b) The simulated current distribution.

Figure 4 shows the simulated spatial-temporal distribution of the voltage and current along the line, respectively. We randomly select 100 spatial grids and 60 time grids between 6 µs and 7 µs from the simulated data to build the line equations of the voltage: \( U_t = \Theta_1 \beta_1 \) and current: \( I_t = \Theta_2 \beta_2 \) (see Eqs. (4) and (5)). The library including candidate terms are assumed as follows

\[
\Theta_1 = \Theta_2 = \begin{bmatrix} Z & U & I_z & U_z & U_{zz} & I_{zz} \end{bmatrix} \tag{15}
\]

Then, based on the subsampled spatial-temporal data, the corresponding derivatives including matrix \( U_t, I_t, \Theta_1, \) and \( \Theta_2 \) are determined after fitting to the Chebyshev polynomial with the degree of 4. It is worth noting that, as long as the polynomial interpolation can achieve the accurate fitting, other kinds of polynomial function can also be adopted here. Through the ridge regression, the coefficient of \( I_z \) is extracted with a value of \(-1.004 \times 10^{10}\) in \( \beta_1 \), and the coefficient of \( U_z \) is extracted with a value of \(4.07 \times 10^6\) in \( \beta_2 \). Consequently, the partial differential equations are identified as: \( u_t = -1.004 \times 10^{10} i_z \), \( i_t = 4.07 \times 10^6 u_z \). Clearly, the derived partial differential equation consists of the actual governing equation in the transmission line system. Besides, the comparison between the actual and extracted distributed parameters is also shown in Table 1. It can be seen that the line parameters are extracted exactly.

Table 1. The identification results for the uniform transmission line.

| Parameter | Actual value | Extracted value | Error |
|-----------|--------------|-----------------|-------|
| \( L \)   | \( 2.5 \times 10^{-7} \) | \( 2.45 \times 10^{-7} \) | 2%    |
| \( C \)   | \( 1 \times 10^{-10} \) | \( 9.96 \times 10^{-11} \) | 0.4%  |

3.2. Nonuniform Transmission Line

The second case is an ideal lossless nonuniform transmission line, in which the line parameter is modeled by an ideal linear relationship along with the line position \([6, 39, 40]\). A normal expression of the
A distributed parameter that is dependent on the position along the line can be written as

\[ C(z) \sim \frac{1}{A + Bz} \]  

where \( A, B \) are constant and slope, respectively. Then, the generalized dynamic voltage equation describing this system can be expressed as

\[ \frac{\partial u(z,t)}{\partial t} = -(A + Bz) \frac{\partial i(z,t)}{\partial z} \]  

In our simulation, the circuit is excited by the sinusoidal waveform voltage source, \( v(t) = 60 \times \sin(6\pi \times 10^6 t) \) V. For the line parameters, the distributed capacitance is given by \( \frac{1}{1+0.04z} \) F/m, and the inductance has a constant value of \( 2.5 \times 10^{-7} \) H/m. We utilize the FDTD method by modifying the corresponding line parameters to simulate the current and voltage in the transmission line. Figs. 5(a) and (b) show the simulated spatial-temporal distribution of the voltage and current along the line, respectively. We choose 200 spatial grids randomly and 50 time grids between 0.6 \( \mu \)s and 0.7 \( \mu \)s as input data of the proposed method. The library including candidate terms are assumed as

\[ \Theta = [ Z \ U \ I \ U_z \ I_z \ ZI_z \ UU_z \ II_z ] \]  

Then, the time derivatives \( U_t \) and spatial derivatives \( \Theta \) are determined through fitting to the Chebyshev polynomial with the degree of 4 based on the input data.

**Figure 5.** (a) The voltage distribution. (b) The current distribution.

Through the ridge regression, the coefficient of \( I_z \) with a value of \(-1.09 \times 10^{10}\) and \( ZI_z \) with a value of \(-3.8 \times 10^7\) is extracted in \( \beta \). The comparison between the actual and identified capacitance is shown in Eqs. (19) and (20).

\[ \frac{1}{C(z)} \sim 1 \times 10^{-10} + 4 \times 10^7 z \text{ (Actual form)} \]  

\[ \frac{1}{C(z)} \sim 1.09 \times 10^{-10} + 3.8 \times 10^7 z \text{ (Identified form)} \]  

It is clear that the identified partial differential equation is consistent with the actual governing equation in the nonuniform transmission line, where the errors of this parameter inversion mainly come from the FDTD simulation and derivative calculations. Hence, our proposed method can still discover the governing equation of the nonuniform transmission line with the known expression of the line parameters.
3.3. Nonlinear Transmission Line

Nonlinear lumped element transmission line systems have a variety of applications and have attracted much attention in theory [7, 41, 42] and experiments [43–45]. Thereinto, one significant application is the generation of solitons for short pulses, shock waves, and high power radio frequency (RF) pulses. It is well known that the Korteweg de Vries (KdV) as a type of nonlinear dispersive differential equations that support soliton solutions can be modeled by a specific electrical transmission line, as shown in Fig. 6. The capacitor \( C_{nl} \) is nonlinear, where its relationship with voltage is given by

\[
C_{nl} = C_0 - C_N V.
\]

The inductor \( L \) has a dispersive capacitor in parallel \( C_s \). The governing equation can be derived by the perturbation method [7, 41, 42] and is expressed as follows

\[
\frac{\partial u}{\partial t} + \frac{C_N}{C_0} u \frac{\partial u}{\partial z} + \frac{C_s}{2C_0} \frac{\partial^3 u}{\partial z^3} = 0 \tag{21}
\]

\[ C_s \]

\[ L \]

\[ C_{nl} \]

Figure 6. The elementary network with nonlinear and dispersive components.

The analytic solutions to the KdV equation given by inverse spectral transform in [41] are utilized here, and the single soliton solution is represented as

\[
u = A_0 \text{sech}^2 \left( \frac{C_N A_0}{6C_s} \left( z - \frac{C_N A_0}{3C_0} t \right) \right) \tag{22}
\]

To validate the proposed method, we merely utilize the observation from the nonlinear transmission line structure shown in Fig. 6 as input data. First, we assume that the parameters in the transmission line are: \( \frac{C_N}{C_0} = 6 \) and \( \frac{C_s}{C_0} = 2 \). As shown in Fig. 7(a), two solitons with different amplitudes, namely \( A_1^0 = 1 \) and \( A_2^0 = 2 \), can be observed from the measurement or simulation. Fig. 7(b) shows these two solitons at time \( t = 2.5 \) s and \( t = 5 \) s. It is clear that the generated two solitons interact with different velocities during the propagation.

We pick the general form with sufficient spatial differentiation terms to ensure that the nonlinear dynamics induced by the nonlinear lumped elements are included. The candidate terms are listed as follows

\[
\frac{\partial u}{\partial t} = f \left( u, \frac{\partial u}{\partial z}, \frac{\partial^2 u}{\partial z^2}, \frac{\partial^3 u}{\partial z^3}, u \frac{\partial^2 u}{\partial z^2}, u^2 \frac{\partial^2 u}{\partial z^2}, u^3 \frac{\partial u}{\partial z}, \frac{\partial^3 u}{\partial z^3}, \ldots \right) \tag{23}
\]

Then, based on the collected data, we calculate the matrix \( U_t \) and \( \Theta \) by the central difference formula for the linear equation \( U_t = \Theta \beta \). Finally, through the ridge regression, two active terms with non-zero weights \( \beta \), namely \( \frac{\partial^3 u}{\partial z^3} \) and \( u \frac{\partial u}{\partial z} \), are identified from the library. The identified governing partial differential equation is shown in Eq. (25). By comparing with the actual governing equation in Eq. (24), it can be seen that our proposed method discovers the governing equation in the nonlinear lumped transmission line very well.

\[
\frac{\partial u}{\partial t} + 6u \frac{\partial u}{\partial z} + \frac{\partial^3 u}{\partial z^3} = 0 \quad \text{(Actual form)} \tag{24}
\]

\[
\frac{\partial u}{\partial t} + 6.07u \frac{\partial u}{\partial z} + 1.03 \frac{\partial^3 u}{\partial z^3} = 0 \quad \text{(Identified form)} \tag{25}
\]
To simulate the real measurement environment, we add the white Gaussian noise into the input data with the signal to noise ratio (SNR) of 40 dB. The identified equation is also shown in Eq. (26). It can be seen that while the error of the inversion parameters increases due to the noise, the governing equations can also be identified to reveal the dynamics and thereby gain physical insights of the transmission line systems.

\[
\frac{\partial u}{\partial t} + 6.16u \frac{\partial u}{\partial z} + 1.13 \frac{\partial^3 u}{\partial z^3} = 0 \quad \text{(Result with noise)}
\]  

(26)

The relative computer capacity of all the simulation is Intel (R) Core (TM) CPU (2.9 GHz, 16.0 GB). The simulation times for Fig. 3, Fig. 5, and Fig. 7 are 8.4090 s, 41.5210 s, and 1.8910 s, respectively. Additionally, it is worth noting that, for the lossy uniform transmission line, the voltage and current are the complex-valued solution. Several advanced methods like the physics informed neural networks [24, 46] have been developed to identify governing partial differential equations (PDE) for complex-valued data. For the sparse identification method, the complex-valued loss function could be adopted in the regression framework to determine the active spatial differential terms in the future.

4. CONCLUSION AND DISCUSSION

In summary, we demonstrated a novel data-driven approach to discover the governing partial differential equations in linear and nonlinear transmission line systems. The proposed method constructs a linear equation merely based on the spatial-temporal data to represent the general form of dynamics of the current and voltage signal. Ridge regression was established to derive the active spatial differential terms and identify the governing equations. We demonstrated the validity of the proposed approach in analyzing uniform, nonuniform, and nonlinear transmission lines. The governing partial differential equations for all the cases have been extracted. The obtained line parameters are also consistent with the theoretical results. Therefore, our work provides a practical data-driven tool for the modeling of transmission line systems, especially for the nonlinear lumped system.
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APPENDIX A. IMPLEMENTATION OF FDTD

First, we discretize the current and voltage in the time domain based on the interval of $\Delta t$, respectively. Combining the spatial grids as shown in Fig. 3, the time and spatial discretization scheme is obtained and plotted in Fig. A1, where $j$ and $k$ refer to the indices of the spatial grids and time grids, respectively.

![Figure A1. Time and spatial discretization of the voltages and currents.](image)

Then, the central difference is utilized to take the time and spatial derivatives, which can be expressed as

$$
\frac{\partial u}{\partial z} = \frac{u_{2j+1}^{2(k+1)} - u_{2j-1}^{2(k+1)}}{\Delta z} \\
\frac{\partial i}{\partial z} = \frac{i_{2j+1}^{2k+1} - i_{2j}^{2k+1}}{\Delta z} \\
\frac{\partial u}{\partial t} = \frac{u_{2j+1}^{2(k+1)} - u_{2j-1}^{2k}}{\Delta t} \\
\frac{\partial i}{\partial t} = \frac{i_{2j+1}^{2(k+1)+1} - i_{2j}^{2k+1}}{\Delta t}
$$

(A1) (A2)

Substituting Eqs. (A1) and (A2) into Eq. (17), one can obtain

$$
u_{2j+1}^{2(k+1)} = \frac{\Delta t}{C} \left[ \left( \frac{C}{\Delta t} - G \right) u_{2j+1}^{2k} + \frac{i_{2j}^{2k+1} - i_{2j}^{2k+1}}{\Delta z} \right]
$$

(A3)

$$
i_{2j}^{2(k+1)+1} = \frac{\Delta t}{L} \left[ \left( \frac{L}{\Delta t} - R \right) i_{2j}^{2k+1} + \frac{i_{2j}^{2k+1} - i_{2j}^{2k+1}}{\Delta z} \right]
$$

(A4)

Finally, we derive the updating equation based on the Kirchhoff’s circuit laws for the grids on both ends. The voltage-current relationship at the first end is given as

$$
u_{1}^{2(k+1)} = v^{2k} - R_{1} i_{2}^{2k+1}
$$

(A5)
And the voltage-current relationship at the second end is expressed as

\[ u_{2M+1}^{2(k+1)} = \frac{\Delta t}{C\Delta z} \left[ \left( \frac{C\Delta z}{\Delta t} - G\Delta z - \frac{1}{R_2} \right) u_{2M+1}^{2k} + i_{2M+1}^{2k+1} \right] \]  

(A6)

The above updating equations are implemented via MATLAB in our simulations.
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