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Abstract: Heritage recording has received much attention and benefits from recent developments in the field of range and imaging sensors. While these methods have often been viewed as two different methodologies, data integration can achieve different products, which are not always found in a single technique. Data integration in this paper can be divided into two levels: laser scanner data aided by photogrammetry and photogrammetry aided by scanner data. At the first level, superior radiometric information, mobility and accessibility of imagery can be actively used to add texture information and allow for new possibilities in terms of data interpretation and completeness of complex site documentation. In the second level, true orthophoto is generated based on laser data, the results are rectified images with a uniform scale representing all objects at their planimetric position. The proposed approaches enable flexible data fusion and allow images to be taken at an optimum time and position for radiometric information. Data fusion usually involves serious distortions in the form of a double mapping of occluded objects that affect the product quality. In order to enhance the efficiency of visibility analysis in complex structures, a proposed visibility algorithm is implemented into the developed methods of texture mapping and true orthophoto generation. The algorithm filters occluded areas based on a patch processing using a grid square unit set around the projected vertices. The depth of the mapped triangular vertices within the patch neighborhood is calculated to assign the visible one. In this contribution, experimental results from different historical sites in Jordan are presented as a validation of the proposed algorithms. Algorithms show satisfactory performance in terms of completeness and correctness of occlusion detection and spectral information mapping. The results indicate that hybrid methods could be used efficiently in the representation of heritage structures.
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1. Introduction

The 3D recording of heritage contributes to a wide range of products needed for innovative analyses, interpretations, and conservation studies. Producing large-scale 3D models requires portable and flexible techniques that deliver high geometric accuracy and realistic appearance. The Terrestrial Laser Scanner (TLS) and photogrammetry techniques are now commonly used in heritage recording because of their potential to generate 3D point clouds efficiently and reliably [1–3].

Laser Scanner records the surface geometry directly, providing reliable and high-density 3D point clouds representations with defined measurement uncertainty in a given field of view. Despite their high cost, weight and usual lack of good texture, the technique finds its primary fields in landscape and urban planning [4,5], topographic mapping [6], archeology [7], reverse engineering and building information modeling (BIM) [8–10], structure monitoring and analysis [11–13], etc. Due to the scale, shape, and occlusion of the object, multiple scans are required from different locations to cover the...
entire surface [14]. The processing of data starts by aligning the scans with a common coordinate system to create a single point cloud of the scene. Typically, when a point cloud is available, a polygon model is generated to provide the best visual representation of the object being surveyed. Despite the proven potential of TLS, data collected using these tools cannot be used solely for the purpose of accurate and complete 3D heritage recording [15]. Even with cameras installed into the unit, TLS still has limitations on capturing the cloud colors. The use of color data obtained by terrestrial scanners may not be of the desired quality, the optimal conditions for their use may not be compatible with the position of the laser scanners. Moreover, the large time intervals between the scans in outdoor applications can also result in different lighting and shadow conditions. This problem may have an effect on the appearance of the resulting textured model [16]. While TLS allows for high-detail environment recording that can reach several million 3D points, this quantity of clouds can also be a constraint as it creates large data files. Systems can also include occlusions which also render the point clouds incomplete [17].

On the other hand, image sensors are a highly flexible technique for obtaining high–resolution spatial data that is suitable for modeling objects [18]. Images can be acquired by terrestrial, aerial or satellite sensors that enable the use of photogrammetry for applications in topographic survey [19,20], landslide and structure assessment [21,22], virtual reality [23,24], industrial applications [25,26], archeology [27], etc. The processing pipeline has now become powerful with significant improvements in photogrammetry and computer vision algorithms. However, the available software frequently impose demands on the quality of images and their geometric configuration [28,29]. The efficiency of the processing algorithms may be affected by shadow and texture–less objects. Furthermore, close–spaced images needed to be successfully matched, which can be difficult for large and complex buildings. Long image sequences of large–scale structure result in error propagation and noisy point clouds. In addition, radiometric variations in different images can also cause matching failures [30–32]. To date, no practical results have been available for large-complex structures or performance evaluations using image-based modeling [33].

The combination of images and TLS has been recommended by several researchers, benefiting from the complementary characteristics of both datasets [34–38]. However, the techniques developed still lack the algorithms used to manage such integration in large and complex structures [39]. All commercial algorithms and software available are tailored to aerial applications [40], whereas the software available for architecture representation and heritage surfaces are only effective for relatively flat or predefined regular shapes [41].

This work was motivated by the need to develop efficient data fusion algorithms to create products which are important for heritage databases. Integration can be approached in two levels: TLS aided by photogrammetric data and photogrammetry aided by TLS data. At the first level, superior radiometric imaging information can be actively used to create photorealistic impressions of surfaces produced using laser data. Even at this level, in a complex scene with occlusive elements, imagery data enables different scale surveys and offers new data completeness assurance for TLS modeling. A typical example of the second level of data fusion is the production of true-orthophotos using a surface model based on Laser Scanner data. Useful information is derived from the available true-orthophoto, which enables the user to position objects, measure distances, calculate areas and quantify changes in heritage structures. Since geometry and images are independently acquired for better results, the most important prerequisite for the data fusion process is identifying of visibility in the captured images. To improve the visibility analysis performance in complex structures compared to the current approaches, our proposed algorithm filters the occluded areas based on grid patch searching in image plan. The methods show satisfactory performance in terms of completeness and correctness of occlusion detection and color mapping in complex and massive data structures.
In brief, this paper provides the following main contributions:

- Proposes a method of visibility analysis to effectively filter out occluded areas within complex and massive structures.
- Texture mapping and Laser–based True–orthophoto approaches for complex buildings.
- Multi-scalar approach for heritage documentation.

The article is structured as follows: Section 2 gives a brief summary of the preceding works. Section 3 discusses data acquisition and sensors configuration. Section 4 describes data fusion involving camera mathematical model and visibility analysis. Section 5 presents texture mapping and multi-scale data fusion approaches. The true-orthophoto method is addressed in Section 6. Sections 7 and 8 address discussion of results and conclusions.

2. Related Works

2.1. Texture Mapping

Various approaches are proposed to integrate the benefits of laser scanners with those of photogrammetry using texture mapping process. [42,43]. The basic idea is to attach image information to the geometric data. First, the triangulate model surface should be obtained from the point cloud collected. An automatic back projection is then performed for the triangular vertices from 3D object–space to 2D image–space coordinate system using camera mathematical model. The mathematical model involves parameters for the camera’s interior and exterior orientation [44]. The former can be obtained from the pre-calibration of the camera. The latter can be determined using a space resection process, which requires at least three visible control points in imagery and 3D model. Space resection process is non-linear, and its computation usually require more points to increase the redundancy of observations.

As a result of the above registration procedure, the color information can be directly mapped to the model triangles. However, some object triangles may overlap, which means they can be projected onto the same part of the image. These double mapped areas result in a significant defect that degrades the quality of the produced textured model [45]. Figure 1a demonstrates the double mapping problem where the visible triangles in the camera view are in yellow. The texture mapping process is used to project all vertices in the meshed model back to the image. The A and B vertices correspond to the occluded triangles, which are not visible in the imagery, will receive spectral information from the conjugate pixels in the textured model.

![Figure 1.](image-url)

**Figure 1.** (a) Double mapping in texturing process, points A and B get spectral information while they are in shadow; (b) principle of Z–buffer algorithm.
Texture mapping is a challenge in complex heritage structures, removing the effect of occlusion usually involves subdividing the overall geometry into small sections to map different textures [46]. Commercial software applications require a high amount of manual editing in order to achieve satisfactory results. Manual retouching of unoccluded pixels is indeed a costly method that can take up to a few days to obtain good results [47].

In order to solve the problems of occlusion, further steps are needed to improve the results and to produce accurate texture mapping. The triangular vertices occluded in each image must be identified by means of a visibility analysis. In that case, the texture will be mapped correctly to the nearest triangle [48]. Many recent studies used visibility algorithms to identify the double mapped areas. Methods of Z-buffer and ray-tracing were widely used by the photogrammetric community, the advantages of both algorithms are their simple implementation, and they do not require polygons pre-sorting [49]. The basic concept of Z-buffer, depicted in Figure 1b, is to rasterize any input polygon, the corresponding z value is determined for each pixel in the polygon by interpolation process. The algorithm then tracks the depth values of the nearest polygon (smallest z) at each pixel location on the projection plane, only the polygon in which the z value is nearest to the image plane will be colored [50–52]. On another hand, the ray–tracing algorithm uses the inner and outer camera parameters to define a ray that is projected from the projection center to the object space for each pixel in the image plan, the first object that intersects the ray is the visible one [53–55]. However, since both approaches perform pixel–by–pixel tasks, a considerable amount of computer memory and costly computation time are required. Moreover, if the image and model resolutions are not compatible, the results may have pseudo-visibility and incorrect occlusion [56]. Because of these limitations, many innovative frameworks and algorithms have been developed to improve their performance. For example, Karras et al. [57] and Zhang et al. [58] accelerate the search process in Z–buffer algorithms by testing the textured area of the image with large grid cells compared to the original image. Kim et al. [59] utilizes the major benefits of 2D ray tracing and 3D Z-buffering techniques for automatic, as well as realistic façade texturing of building models. Although these methods provide better detection of occlusion compared to the conventional approach, they cannot reliably and effectively recognize occlusion problems in complex scenes [60].

Previtali et al. [61] proposed an automated texture mapping workflow for 3D models created from active or passive sensors. Visibility analysis is performed by projecting the triangles in the image area. Next, reciprocal distance is determined between the triangle vertices and the center of the image projection. When two triangles intersect, the nearest is the visible one to the camera. Three different methods have been implemented to minimize the number of triangles to be examined, including frustum view, back-facing, and triangle distance culling. Hanusch [62] used a visibility algorithm based entirely on the vector algebra to provide an independent image resolution analysis appropriate for simultaneous handling of sparse and dense data sets. Zalama et al. [63] proposed a 2D voxelization visibility approach in texture mapping process in order to reduce computing time. The plane of the image is subdivided into 2D voxels by a square grid, so each 2D-voxel is given a list of triangles. Only triangles corresponding to the current voxel were computed. However, the accuracy of the results is very sensitive to the selected 2D voxels.

2.2. True Orthophoto

Orthophoto has a uniform scale displaying all surface features in their correct planimetric position. Most of the available orthophoto algorithms and commercial software are tailored to aerial applications; however, there are a few investigations in close–range applications, particularly in the field of cultural heritage [64,65]. Developing orthophotos includes a reference imagery and 3D surface model, along with
the sensor internal and external parameters. The most conventional method of orthophoto is called differential rectification, which can yield acceptable results in environments where the surface of the object varies smoothly [66]. As seen in Figure 2, the method begins by converting the point cloud data into a Digital Surface Model (DSM), i.e., Depth Map. The process involves sampling 3D points in a regular grid where each cell is uniquely connected to the model point. Another grid of the same pixel size and dimension is created to store spectral orthophoto information. The DSM cells are projected back to the respective imagery using collinearity equations. The relevant imagery data is then assigned to the cell and the corresponding orthophoto pixel.

Figure 2. Differential rectification method and double mapping effect.

The main limitation of the approach occurs when applied to complex buildings. Differential-rectified orthophotos also have a double mapping in the occluded areas [67]. Figure 2 illustrates this problem within the context of the differential rectification method. In the reference optical imagery, the cells (A, B, C) in the grid are visible and mapped to positions (a, b, c), respectively, the orthophoto pixels are then allocated their spectral data. DSM occluded cells (D, E) are also projected to imagery position (b, c), respectively. As a result, the spectral information provided in the orthophotograph pixels at (D, E) is duplicated.

The scientific community is still investigating orthophoto free from double mapping problem, known as true orthophoto. Research efforts focused on the main bottleneck in the production of true ortho: identification of occluded areas. For either aerial or terrestrial applications, most of the existing true orthophoto methods use the Z-buffer algorithm. The Z-buffer algorithm computes the distance between the perspective center (PC) of the camera and the DSM cells assigned to the same pixel of image and labels the nearest cell as visible. Although the Z-buffer approach is widely used, this process produces false visibility or false occlusion where images and DSM resolutions are not consistent [68]. Zhou et al. [67] improve Z-buffer performance by using a combination of DBM and DTM for occlusion detection rather than a raster DSM. Xie and Zhou [69] Minimize the search area within the Z-buffer algorithm by setting a minimum bounding sector.

Ray’s tracing algorithm, on the other hand, is limited by the fact that their iterative calculations do not converge into complex DSM [70]. Habib et al. [71] proposed angle–based technique for improving the quality of orthophotos when handling urban area images. The technique utilizes the nadir angle to define the occlusion or visibility of the DSM cells. This angle is determined by the direction of the nadir and the line connecting the camera PC and the selected cell. The procedure ensures high accuracy for
the detection of occluded areas, whereas the choice of angle increment value and the frequency of angle calculation decreases the algorithm’s efficiency [72]. Occlusions are detected in the approach suggested in De Oliveira et al. [73] by analysis of height gradients over radial DSM profiles. Calculating the initial height therefore requires extra numerical work and decreases the degree of efficiency of the whole procedure [74].

3. Data Collection and Sensors Configuration

3.1. Data Collection

The data used in our investigations have been collected from three heritage sites in Jordan: the Northern Theater and the Artemis Temple of Gerasa city and from Qusayr ‘Amra, one of the most famous desert palaces.

3.1.1. Gerasa

Gerasa, known today as Jarash, is considered to be one of the best preserved and most complete Roman cities in the world. It is located about 40 km north of the capital city of Amman. It was a member of the Decapolis group of cities; one of the ten largest cities in Rome. The city has several striking monuments: Gates, Arches, Forum, Baths, Temples, and Theaters. It has been inhabited since the Neolithic era, while the prosperity of the city was achieved mostly during the Roman period [75,76]. The Northern theatre depicted in Figure 3a was inaugurated in 165 A.D. and then extended to include the addition of eight rows of seats in the first quarter of the third century A.D., increasing its size to about 1600 people. Originally, there were 14 rows of seats, with two vaulted passageways leading to the front of the theater, as well as five internal arched corridors leading to the upper rows. The inscription carved on the seats of the lower Cavea was interpreted to denote the names of different municipal groups, indicating that the odeion may have doubled as a chamber of the council at that time [77]. In addition to the theatres, there are two large sanctuaries dominated the well-known Roman city: the Zeus Olympios sanctuary and the Artemis sanctuary, both of which occupied prominent locations in the city. Our second experimental data was collected from the Temple of Artemis, shown in Figure 3b. Artemis was the Greek goddess of nature, the goddess of transition and initiation [78]. The temple was built in the center of the ancient town between 150 and 170 A.D., in the middle of the highest of the two sanctuary terraces. The complex is accessible from the Cardo via the propylaeum and the entrance to the monumental staircase leading to the terrace of the altar and the Temenos. The portico around the cella was built with six by eleven columns, only eleven of which are still standing in the pronaos [79,80].

3.1.2. Qusayr ‘Amra

Jordanian desert palaces are rare masterpieces scattered throughout the desert as symbol of past cultures. Umayyad qusur, or “palaces” of the desert, are known for their complex architectural styles and decoration. One example is Qusayr ‘Amra, 85 kilometers east of Amman; in 1985, it was listed on the World Heritage List due to its distinctive wall paintings [81]. This red limestone palace, seen in Figure 3c, was built between 705–715 A.D. during the reign of Caliph Walid I. It was a vacation residence or a rest house. The plan for the building includes a rectangular audience space, triple–vaulted ceiling bath complex and hydraulic structures. Qusayr Amra’s main attraction are the extensive frescoes depicting of a range of topics like hunting scenes, astronomical depictions and sports events [82,83].
3.2. Sensors Applied

The Mensi GS100 Laser Scanner had been used for our investigations to acquire the surface point cloud. The system’s measuring scanning distance is between 2–100 meters, with a precision of 3 mm at a distance of 50 meters. The flight time scanner acquires five thousand points per second. The system is equipped with a 768x576 pixel resolution camera, which is used to map the color to the relevant points. Terrestrial laser scanners have been used to create point clouds at medium distances. Choosing viewpoints is an essential phase of the survey, since the available sensor locations are restricted by the nature of the scene. In order to provide 3D coverage of Qusayr ‘Amra, eight different scanner viewpoints have been chosen, whereas seven scans were created for both the North Theater and the Temple of Artemis. For a complete description of the scene, the scans obtained must be merged into one reference to create a single point cloud. In our case, artificial targets are used, at least three targets should be used in each pair of scans, their 3D position is determined to calculate the scan transformation parameters. Additional data processing, such as meshing, is needed to transform point-based data into a more intuitive visual representation. Figure 4 shows the 3D meshed models. The Amra meshed model has an overall 2 cm resolution with 6 million triangles, the Northern Theater model has a resolution of 5 cm with 4.6 million triangles, while the meshing process was done only for some individual scans of Artemis temple.

For photogrammetric processing, digital images were taken using a 3888x2592 resolution Canon 400D camera, and a Nikon D2x camera with resolution 4288x2848. These images were taken almost simultaneously in order to have the same lighting conditions, resulting in similar radiometric properties as required for the laser data coloring. The availability of images for ortho–photo production, almost orthogonal to the object surface, improves the subsequent processing and minimizes occlusions. However, a further set of converging images is needed to remove TLS occlusions and assist the photogrammetric processing when estimation images orientation parameters.
4. Data Fusion and Visibility Analysis

4.1. Camera Mathematical Model

The registration of imagery and TLS model in a common reference is a pre requisite for using the complementary characteristics of both data sets. Usually, registration occurred in two methods: manual or automatic [84]. The manual approach is carried out by defining conjugate control points from the image and TLS point cloud [85]. Automated methods are usually performed using a feature-based approach [86,87]. However, in close range applications, further problems occur with the automated detection and matching of the two different data types [88].
The registration is still preferred as a manual process for large and complex practical projects. Collinearity condition equations are applied in our matching strategy to solve camera resection using corresponding pixel–model coordinates as input data. These equations derive from the central projection of an object point through sensor plane to the camera’s perspective center (PC), as seen in Figure 5a. Homologous points are manually specified in order to compute the translation and attitude angle registration parameters \((Tx, Ty, Tz, \omega, \phi, \kappa)\), depicted in Figure 5b. The resulting parameters are represented within the equations (Equations (1) and (2)) by rotation matrix \(R\) \((3 \times 3)\) and translation vector parameters, where \((x_a, y_a)\) are the known image coordinates, \((X_A, Y_A, Z_A)\) are the object’s known laser scanner coordinates, \(rij\) are the unknown elements of rotation matrix, and \((X_0, Y_0, Z_0)\) are the unknown camera position coordinates. The camera’s internal orientation parameters include: \((x_0, y_0)\) as the principle point coordinates, and \(c\) as the camera focal length. Once camera registration parameters are calculated, the collinearity equation is then used for model texturing and orthophoto mapping.

\[
\begin{align*}
x_a &= x_0 - c \frac{r_{11}(X_A - X_0) + r_{21}(Y_A - Y_0) + r_{31}(Z_A - Z_0)}{r_{13}(X_A - X_0) + r_{23}(Y_A - Y_0) + r_{33}(Z_A - Z_0)}, \\
y_a &= y_0 - c \frac{r_{12}(X_A - X_0) + r_{22}(Y_A - Y_0) + r_{32}(Z_A - Z_0)}{r_{13}(X_A - X_0) + r_{23}(Y_A - Y_0) + r_{33}(Z_A - Z_0)}
\end{align*}
\]

4.2. Visibility Algorithm

In some contexts, our visibility algorithm can be seen as the reverse action of the ray tracing algorithm, in which discrete rays are transmitted from the object point to the image plane using camera parameters and collinearity equations. The algorithm begins by checking the frustum occlusion to eliminate geometric elements that are not within the range of the optical image from the computation process. The triangle vertices within camera view are stored in a matrix with their computed depth values from camera perspective center (PC). In practice, vertices cannot be occluded from each other unless they accidentally fall along the same ray from the view point; therefore, no point is actually hidden. In the proposed algorithm, a search patch with \((nxn)\) pixels is used around the projected vertex \(P\) in the image space, the value \(n\) corresponds to the sampling triangle length in pixels. The patch records all of the mapped vertices within its pyramid range in object space and sorts them according to
the depth values, as depicted in Figure 6. The above evaluation should only be carried out against vertices within the set corresponding to the current voxel. If the computation has been completed, the vertex P is assigned as visible if it is nearest to the image plane, otherwise it will be assigned as occluded. Furthermore, other nearest vertices which are supposed to belong to the same triangle of the visible vertex P would be assigned as visible using a simpler criterion; if vertex depth deviation $\Delta D$ from visible point P do not exceed a threshold value equal (T). The threshold value is assumed as the triangle length of the processed 3D model. The process is repeated for all non-labeled vertices in the model. The flowchart of the proposed algorithm is shown in Figure 7.

**Algorithm 1 The proposed visibility analysis**

Input: Triangular vertices, selected scene image, image size in pixels, patch width (n) in pixels, triangle length T (mm, cm, or m) based on the model unit.

Output: Labeling the triangular vertices as visible or occluded.

1. Considering the meshed vertices model in ASCII or WRL format.
2. Calculate camera registration parameters.
3. Checks the frustum occlusion using image size.
4. The triangles vertices within camera view are stored in the matrix with their depth values D from the perspective center PC.
5. Project the vertex P to the image plane and set the patch (nxn) centered at the image point p.
6. Sort the vertices within the patch depending on the D values and calculate their depth differences $\Delta D$ from P.
7. The vertex P is assigned as visible if it is the closest to the image plane, otherwise it is assigned as occluded.
8. If the vertex is assigned as visible, the neighboring vertices within the patch would be assigned as visible if $\Delta D$ does not exceed threshold value T.
9. The process repeated for non-labeled vertices.
10. All visible vertices will get their ID required for further texture processing and true orthophoto mapping.

![Figure 6. Visible data filtering, projection of vertex P to image plane with a grid patch centered at p, V is visible, O is occluded.](image-url)
5. Laser Scanning Aided by Photogrammetry

5.1. Texture Mapping of the Laser Data

Most 3D sensors provide model–recorded texture with a camera installed in the device to capture the RGB values of each captured point. However, in outdoor applications, laser scanning from many points of view, as it is necessary to capture complex structures, is still relatively time consuming. The large time intervals between the scans can also result in different lighting and shadow conditions. Models obtained by assembling the various scans will have poor homogeneity and jumping in color. Figure 8 shows examples of images taken from the installed TLS camera. Nevertheless, acquisition from far distance to minimize number of required scans and reduce the field time will lead to low resolution textured model as depicted in Figure 9.

In general, photo-realism using an independent image is necessary and can be performed through the mapping process. The mapping algorithm should primarily identify the correspondence between the geometry and the optical image, assigning some coordinates to each map that link the surface point to the texture pixel. In texture mapping method, the color values (RGB) are acquired from the selected imagery and applied to the 3D laser points using collinearity equations (Equations (1) and (2)). In order to mitigate problems of occlusion, the TLS data and photographs are captured from the same location. This is usually sufficient for the purpose of interpreting the condition of the structure as shown in Figure 10.
Figure 8. Images captured using the camera installed on the Terrestrial Laser Scanner (TLS) device.

Figure 9. The distant acquisition of TLS data leads to low resolution color information.

Figure 10. Cont.
However, in many cases where there is a difference in optical images and TLS viewpoints, a significant editing phase is required to resolve occlusion-related problem. As the imagery is warped over the meshed model, each triangle vertex receives RGB from the color image; the texture pierces through the geometry and is mapped to all the occluded polygons along the projected ray path. Figure 11 illustrates this problem in which each polygon vertices from the selected image were allocated spectral information regardless of whether the vertex is visible in the imagery or not. In the figure, the red arrows indicate the double mapping problem, which fills the occluded areas.
The proposed approach for texture mapping aimed particularly in filtering occluded areas effectively from the texture phase. The analysis of visibility is calculated using the algorithm mentioned in Section 4.2, the approach flowchart is depicted in Figure 12. The texture coordinates \( G(x_i, y_i) \) are computed only for the visible triangle vertices, then the color values are interpolated throughout the meshed model. Figure 13 shows that the occlusion effect was successfully removed, ensuring reliability and completeness of the reconstructed texture model. The model textured data is stored in WRL file, a common text file format for 3D graphics, which allows interpolated of the texture within the triangle facets. The file contains data defining 3D information, such as vertices, polygon edges, image–mapped textures, mapping light, and transparency. Our texturing approach can be described briefly in the following steps:

### Algorithm 2 Texturing mapping of triangular mesh

**Input:** Triangular vertices as a text or WRL file and selected images of the scene  
**Output:** Textured model in WRL format

1. Considering triangles vertices coordinates \((X_i, Y_i, Z_i)\).
2. Calculate camera registration parameters.
3. Filter the occlusion triangles vertices using the proposed visibility algorithm.
4. Assign color coordinates \( G(x_i, y_i) \) for every visible vertex, the occluded vertices are allocated with no texture values.
5. The data is stored in the WRL format where the color is interpolated through the mesh.

![Figure 12. The flowchart of texture mapping.](image)

![Figure 13. Cont.](image)
5.2. Multi-Scalar Recording Method

TLS and imagery characteristics may complement each other during the recording of large heritage sites. Heritage sites are relatively large, open and complex. It is difficult to record the entire site solely with a terrestrial laser scan, as the occlusions may render the final point cloud incomplete [89]. TLS enables high-detailed environment recording reach several million 3D points, but data still does not have adequate resolution to create the surface features of the scanned object, such as cracks, finding features in point clouds was not easy [90]. In addition, this abundance of data can also be a drawback, because it creates huge files of point clouds. On the other hand, photographs usually have a better interpretation of surface linear features, image-based modeling and computer vision techniques are adequate to achieve high-resolution spatial data useful for modeling small–scale artifacts. The main challenges are the lack of scale information and the close spaced images required for an efficient matching process [33].

Digital multi–scalar recording means multiple sensors are used to cover each step of the structure scale. In our example depicted in Figure 14, the entire historic sites of Qusayr’Amra were captured using TLS. Additional closely spaced images are acquired for internal (occluded) walls and structures that are degraded and have cracks to be monitored, as shown in the red arrow in Figure 14. The camera gradually bypassing a circle around the structure so that the images overlapped more than 80 percent for effective model processing. Structure from motion algorithm (SfM) is used to provide external orientation parameters for each photograph. Using camera position and orientation parameters, automatic image matching is performed to generate pixel-wise 3D points. The output is a dense point cloud of around 50 million points. Geometric data is sufficient to model the fine geometric details of the surface structures, including the edges and facade cracks, as seen in Figure 15. Coordinates or dimensional measurements should also be carried out so that the resulting 3D model can be scaled and geo-referenced.
6. Photogrammetry Aided by Laser Scanning

The second level of integration is photogrammetry supported by TLS. The production of orthophotos is a typical example. The true ortho–projection of complex surfaces with rough curved surfaces are still an issue compared to traditional algorithms. The challenges relate to the surface descriptions, the Digital Model Surface DSM, and the hidden areas. As all available commercial algorithms are tailored to aerial applications, DSM generation using image processing is a well–known method. However, it is difficult for complex architecture. The dense DSM produced by the TLS system can therefore be considered an ideal option for a 3D surface description of large–scale monuments. Even with a detailed DSM, typical orthorectification algorithm doesn’t produce the desired result, being unable to handle visibility of the image and occlusions of the model.

Our approach highlights the contribution of laser scanning in large–scale orthophotography production using the principle outlined in Figure 16 and the flowchart in Figure 17. The input is the DSM acquired using the TLS, and the selected images needed to be rectified. The image and the TLS position information are linked through the registration process mentioned in Section 4.1. The regular DSM grid is first created by sampling TLS point cloud as shown in Figure 18. The pixel depth value is determined using neighbor’s nearest re-sampling techniques. Another grid is generated with the same dimension and pixel size to store spectral orthophoto information. Then all the DSM cells are projected on the respective imagery by the collinearity equations (Equations (1) and (2)). The relevant spectral information is mapped to the cell and to the corresponding pixel in the orthophoto. Previous approach for orthophotography is commonly known as differential rectification, which can provide reliable results for only nearly flat surfaces. Figure 19 shows the orthophotography of Qusayr ‘Amra inner wall, the smooth areas of the wall were mapped to the correct location, as the corresponding region
is almost flat without complicated occludes, whereas some artifacts occur in the irregular portion of the wall.

This technique main drawback occurs when applied to complex structures. In such cases, the rectified image suffers from occlusion and double mapping problems, e.g., both DSM cells (B, D) in Figure 16 compete for the same imagery pixel (b). Figure 20a depicts the double-mapping effect on orthophoto generated for Amra façade using the differential rectification technique. Therefore, our visibility technique is used to detect occlusion area by tracking of the DSM cells which are projected at the same imagery pixel. On the indexed visibility map the position of cell B is indicated as a visible, the second cell, D, is defined as an occluded cell. When drawing true–orthophoto, the pixels of DSM grid which belong to the visible cells are used, whereas invalid pixels belonging to the shadow polygons are detected and labeled without any texture value. Figure 20b shows true orthophotos for the Qusayr ‘Amra façade. In this figure, the surfaces appear in their correct planimetric positions, there are no double-mapped areas.

![Figure 16. Principle of true orthophoto projection.](image)

In brief, the following steps will define our True–orthophoto algorithm:

| Algorithm 3 Laser based True-orthophoto |
|-----------------------------------------|
| **Input:** Triangular vertices as text file and selected images of the scene |
| **Output:** True–orthophoto in JPG format |
| 1. Considering triangles vertices coordinates ($X_i, Y_i, Z_i$). |
| 2. Calculate camera registration parameters. |
| 3. Produce the regular DSM grid from model vertices over the mapped area with ($X_i, Y_i$). |
| 4. Interpolate the depth values ($Z_i$) in the DSM. |
| 5. Re–project the grid cell with its ($X_i, Y_i, Z_i$) into the image using the camera model. |
| 6. Filter the occlusion cells using the proposed visibility algorithm. |
| 7. For visible cell, set the grey value $G(x, y)$ at the pixel ($X_i, Y_i$) in the orthophoto. |
| 8. For occluded vertices, set fixed grey value $G(0, 0)$, e.g., blue color in our example, at the pixel ($X_i, Y_i$) in the orthophoto. |
| 9. The output is stored in JPG format |
Figure 17. The flowchart of true-orthophoto.

Figure 18. Digital Surface Model (DSM) and gridded DSM (depth images).

Figure 19. Differential rectification can only produce satisfactory results for a flat part of the surface.
7. Discussion

As mentioned in Section 2, significant efforts were made within the research community to establish methods to automate the process of image and TLS data fusing. Methods are proposed primarily to enhance the reconstruction of texture and to handle true orthophoto output. All commercial algorithms and software packages available are tailored to aerial images (e.g., Trimble’s Inpho), the common ortho–projection software can handle only flat surfaces defined as DTM. Likewise, the software available for representation architectures and heritage surfaces (e.g., Faro’s PhoToPlan) is only useful for relatively flat or predefined regular shapes, such as unwrapped cylinder objects [41,59]. Compared to the existing methods, this paper proposed advanced texture mapping and true orthophoto techniques of complex heritage structures. Product quality depends heavily on the efficiency of the proposed visibility analysis algorithm. Two datasets are used to prove the validity of our methods, the first is the Northern theater of the ancient city of Jerash (Gerasea) and the second is Qusayr ‘Amra. After describing the methods proposed and evaluating the outcomes of the experiments, it is important to outline their contribution compared to other state–of–the–art approaches.
The results showed in Figures 13 and 20b presented a high degree of completeness and correctness of occlusion detection, this highlights the fact that our suggested algorithm has considerable advantages in dealing with complex scenes and massive triangular facets. The visibility analysis does not need a priori knowledge of the occluding surfaces, i.e., information on the connectivity of the triangles, and the mesh holes do not affect the performance.

Abovementioned methods, Z-buffer and ray tracing, show drawback and low performance on complex surfaces [56]. They have a high cost of computation incurred in pixel-by-pixel neighborhood searching, which further needs iteration processing to address intersection points between the rays and the DSM. In comparison, the proposed approach identifies the occluded region without iterative computation, relying on a patch scan. In the other hand, the new technique is able to detect occluded areas with great precision and more competitive computing time.

Some other methods used 2D voxelization visibility approach in texture mapping process in order to reduce computing time [63,67]. The image plane is subdivided into 2D grid voxels, and each 2D voxel is given a list of triangles. The proposed method is different, the size and boundaries of the search are computed on the basis of a patch that is guided by the model resolution, which typically has lower resolution than the image.

In the methods developed in this paper, the occlusion detection algorithm is integrated and performed as a part of texture mapping and true orthophoto algorithms. In other words, spectral mapping can also be done in a flexible manner without handling the visibility problems for some occasions; true orthophoto algorithm is performed as differential rectification in the flattening surface as depicted in Figure 19 and texture mapping algorithm in the occasion that the camera has the same model view as depicted in Figure 10.

In practice, the identified occluded triangle may be mapped onto other acquired images to improve the results of texture mapping. Therefore, the other appropriate images could be selected in addition to the master image, image depicting most parts of an object, to texture the entire scene. For each selected image, the occluded triangles will be investigated till the scene is textured using the available images. Figure 21 shows the texture mapping of the Northern theatre stage textured from four different images.

![Figure 21. Texture mapping of Northern Theatre using multiple images.](image-url)
Selecting the appropriate patch size is important in our approach. Large 2D patches result in increased processing time, as more vertices for each grid patch have to be inspected, while small patches can lead to false occlusion results. In practice, patch sizes twice the length of the projected triangle lead to good results.

8. Conclusions

Imaging and TLS sensors have distinct properties that make them superior in certain applications. Fusing their data can produce better performance than can be obtained with a single data source type. The article describes the data fusion in texture mapping and site modeling in terms of completeness. Orthophoto is also an efficient method of fusing imagery and TLS data, the valuable product is important for structure interpretation and monitoring. In the methods developed, a proposed visibility algorithm is integrated and performed as a part of texture mapping and true orthophoto algorithms. The proposed algorithm filtering out the occluded areas based on patch processing unit using square grid set around the projected vertices. Massive data were collected from complex heritage sites to show the capabilities of the proposed approaches. The visibility algorithm presents a high degree of completeness and correctness of occlusion detection, and as a result, the approaches indicate high quality products. The algorithm has a significant advantage in dealing with complex scenes and massive triangular facets, as well as the visibility analysis that does not require a priori knowledge of the occluding surfaces. In the texture mapping and true orthophoto generation pipeline, the proposed algorithm can easily be implemented to perform occlusion detection and color mapping simultaneously. Future research may also focus on developing a visible images priority algorithm to select the high-priority texture for each triangle facet. The methods would then choose the most suitable spectral information to reconstruct the texture mapping and true orthophotos of the scene using multiple images.
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