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ABSTRACT
We model driven, compressible, isothermal, turbulence with Mach numbers ranging from the subsonic ($M \approx 0.65$) to the highly supersonic regime ($M \approx 16$). The forcing scheme consists both solenoidal (transverse) and compressive (longitudinal) modes in equal parts. We find a relation $a^2 = b \log (1 + b^2 M^2)$ between the Mach number and the standard deviation of the logarithmic density with $b = 0.457 \pm 0.007$. The density spectra follow $D(k, M) \propto k^{\alpha(M)}$ with scaling exponents depending on the Mach number. We find $\alpha(M) = \alpha \pm \beta M^\eta$ with a coefficient $\alpha$ that varies slightly with resolution, whereas $\beta$ changes systematically. We extrapolate to the limit of infinite resolution and find $\alpha = -1.91 \pm 0.01$, $\beta = -0.30 \pm 0.03$. The dependence of the scaling exponent on the Mach number implies a fractal dimension $D = 2 + 0.96 M^{-0.30}$. We determine how the scaling parameters depend on the wavenumber and find that the density spectra are slightly curved. This curvature gets more pronounced with increasing Mach number. We propose a physically motivated fitting formula $D(k) = D_0 k^{\gamma(k)}$ by using simple scaling arguments. The fit reproduces the spectral behaviour down to scales $k \approx 80$. The density spectrum follows a single power-law $\eta = -0.005 \pm 0.01$ in the low Mach number regime and the strongest curvature $\eta = -0.04 \pm 0.02$ for the highest Mach number. These values of $\eta$ represent a lower limit, as the curvature increases with resolution.
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1 INTRODUCTION
Turbulence is an extremely important phenomenon in astrophysical media on nearly all scales. It occurs in accretion discs [Meschiari 2012], supernova remnants [Inoue et al. 2009], star forming molecular clouds [Mac Low & Klessen 2004], the diffuse phases of the interstellar medium [Elmegreen & Scalo 2004], and in the intracluster media of clusters of galaxies [Fang et al. 2009]. It is known to play a dominant role in these environments by influencing the morphology, mixing characteristics, statistical properties and thermal structure of these gaseous flows.

The interstellar medium (ISM) consists of complex, chaotic, and filamentary structures, where turbulent motions interacting with shocks play a major role [Klessen & Glover 2014]. Radio scattering and scintillation measurements revealed density fluctuations of the ISM consistent with a turbulent Kolmogorov spectrum over a wide range of scales from $10^6$ to $10^{13}$m [Armstrong et al. 1995]. A thorough understanding of these density structures is of great importance, as it has a direct influence on quantities like, e.g. the star formation rate, star formation efficiency, initial mass function, and core mass function [Mac Low & Klessen 2004, Ballesteros-Paredes et al. 2007, McKee & Ostriker 2007, Hennebelle & Chabrier 2008, 2009, 2011]. Therefore, a comprehensive understanding of the mass spectrum advected by a turbulent medium is of major interest.

Theoretical treatment of turbulence by Kolmogorov [1941a] was derived in the incompressible limit. Hence, the
velocity field and its statistical properties were main focus in theoretical works, also in the supersonic, compressible context. Only recently theorists started analysing the density power spectrum in simulations (e.g. Padoan et al. 2004; Kim & Ryu 2009; Beresnyak et al. 2009; Kowal et al. 2007; Kritsuk et al. 2009; Lemaster & Stone 2009; Schmidt et al. 2008; Federrath et al. 2009; Kim & Ryu 2005) performed a systematic study with a set of simulations finding that the density power spectra get shallower with increasing Mach number. Federrath et al. (2009) investigated the influence of the mode of the forcing routine on the scaling exponent finding that compressive forcing yields a steeper spectrum than the solenoidal driven case. Padoan et al. (2004) carried out turbulent simulations with weak and strong magnetic field finding that the density power spectrum is shallower in the strong case. Kowal et al. (2007) confirmed this by studying a set of weakly compressible simulations with varying strength of the magnetic fields.

Saichev & Woyczynski (1996) developed a model for the density field advected by a more general version of the Burgers equation, describing the extreme limit of highly compressible gas or equivalently very large Mach number flows. The "normal" Burgers equation (Burgers 1939) treats the flow as network of interacting shock fronts and therefore neglects the pressure forces (for a detailed description of the Burgers equation in the context of the interstellar medium see e.g. Klessen & Glover 2014). The model of Saichev & Woyczynski (1996) permits an analytic treatment of the density field of compressible gas with dissipative and dispersive effects as well as pressure forces. Saichev & Woyczynski (1996) derived analytically that the density spectra follow a power law \( \propto k^{-\zeta} \), with different exponents \( \zeta \) depending on the relation between the pressure forces and the magnitude of the velocity fluctuations of the medium. They obtained a density power spectrum \( D(k) \propto k^{-2} \) for strong pressure forces (i.e. weak shocks) and \( D(k) \propto k^{0} \) in the limit of negligible pressure forces (i.e. strong shocks). Interestingly, these are also the results for a density distribution consisting of a single discontinuity or an infinitely compressed peak, i.e. a step function and a delta function, respectively. Note that the power spectrum of a field is determined by its strongest singularity. In general a discontinuity in the

\[ p = \frac{\rho}{L^2}, \]

Goldreich (1994) and Goldreich & Sridhar (1995) developed a theory for mildly compressible MHD turbulence, where the density power spectrum developed a Kolmogorov like \( k^{-5/3} \) scaling.

The above mentioned numerical studies focused on the impact of different physical processes on the scaling behaviour of the density power spectrum. The influence of the chosen fitting range, the used regression method, and the resolution of the simulation were not or only briefly discussed. In Konstandin et al. (2015) we demonstrated that the resolution and the employed regression method can have a major effect on the inferred scaling exponents of the power spectrum. We showed that the velocity power spectrum is not converged with resolution in the highly supersonic case and that the scaling exponents still change dramatically with a resolution of 1024^3 such that these measurements and the inferred trends should not be over interpreted. Besides the resolution, the width, and the position of the fitting range were key factors, as the analysed velocity spectra were curved instead of following a power law. In the study presented here, we therefore analyse the local scaling exponents of the density spectra and measure the variation of the power law parameters with the scale \( k \). We also discuss the influence of the resolution in detail, before we describe the scaling exponent as a function of the Mach number \( \zeta(M) \).

The paper is organised as follows: Section 2 presents the properties of our simulations and Section 3 the used methods. In Section 4 we show our results and discuss them in Section 5 in the context of previous studies. The last Section 6 summarises our findings.

## 2 SIMULATIONS

We use FLASH4 (Fryxell et al. 2000; Dubey et al. 2008) with the HLL5R solver (Waagan et al. 2011) to numerically integrate the continuity equation and the Euler equation with a stochastic forcing term \( F \) per unit mass on a uniform three-dimensional grid,

\[
\frac{\partial \rho}{\partial t} + \nabla (\rho \cdot v) = 0, \quad (2)
\]

\[
\frac{\partial v}{\partial t} + (v \cdot \nabla)v = -\frac{\nabla p}{\rho} + F, \quad (3)
\]

where \( \rho \) is the mass density, \( v \) the velocity field, and \( p \) the pressure. We simulate an isothermal medium throughout this study such that \( p = \rho c_s^2 \), with the sound speed \( c_s \). This is a reasonable assumption due to efficient cooling processes observed in the dense interstellar medium and molecular clouds (Elmegreen & Scalo 2004). To measure the influence of the resolution on the results, we run simulations with 256^3, 512^3, and 1024^3 grid cells.

We compute the random forcing field \( F \) in Fourier space with a natural mix of rotational and compressive (solenoidal and compressive) modes (Schmidt et al. 2006; Federrath et al. 2010; Konstandin et al. 2012). The forcing only occurs on the large (integral) scales \( 1 \leq |k| \leq 2 \), measuring \( k \) in units of \( 2\pi/L \) with \( L \) being the box size. The autocorrelation time-scale of the forcing algorithm is set equal to \( T = L/(c_s M) \), where \( M \) is the time averaged root mean square Mach number. We fix the energy input rate to yield...
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3 METHODS

The Fourier spectrum of the density field is defined as

$$D(k, t_i, \mathcal{M}) dk = 4\pi k^2 \hat{\rho}(k, t_i, \mathcal{M}) \cdot \hat{\rho}^* (k, t_i, \mathcal{M}) dk,$$  

(4)

where $\hat{\rho}$ is the Fourier-transformed density field and $\hat{\rho}^*$ its complex conjugate. We use the model described in Konstandin et al. (2015) performing a hierarchical Bayesian linear regression on the logarithm of the power spectra. We assume that every time snapshot $t_i$ of the density spectrum $D(k, t_i, \mathcal{M})$ follows a power law,

$$D(k, t_i, \mathcal{M}) = A(t_i, \mathcal{M}) k^{\zeta(t_i, \mathcal{M})} \sigma_\Delta(k, \mathcal{M}, t_i),$$  

(5)

with the amplitudes $A(t_i, \mathcal{M})$, the scaling exponents $\zeta(t_i, \mathcal{M})$, and the scatter term $\sigma_\Delta(k, \mathcal{M}, t_i)$. This method has the advantage that errors and uncertainties are treated self consistently, averaging the data is not necessary, as all snapshots of the spectra are fitted simultaneously, and it provides valid estimates for the fitting parameters, their errors, as well as their time variation. We apply the method to extended fitting ranges, as well as small fitting windows only containing seven data points $[k - 3, k + 3]$, which we move systematically over the spectrum and interpret the result as local scaling exponent at the scale $k$. We refer the reader to Konstandin et al. (2015) for a detailed description of the Bayesian model, various test on the parameter estimates (like the influence of the fitting range), and a comparison with ordinary linear regression methods applied to the averaged spectrum as well as the individual power spectra. We focus the discussion in the following on the mean group slope, its uncertainty and variation with time. The mean group slope can be interpreted as a time averaged scaling exponent.

4 RESULTS

The Parseval theorem

$$\sigma_\rho^2 + \mu_\rho^2 = \int_0^\infty D(k) \, dk$$  

(6)

links the integral of the density spectrum with the variance and the squared mean of the mass density probability distribution function. Hence, the first two moments of the density distribution describes the area below the density power spectrum. We therefore discuss in Section 4.1 the probability density function with its moments before we focus on the density spectrum and its scaling behaviour in the following Sections. Figure 3 presents the density power spectra for different Mach numbers and different resolutions. The mildly supersonic simulation $M01$ stands out because of its lower amplitude in comparison to the highly supersonic simulations. Figure 3 indicates that the area gain of the density spectrum for higher Mach numbers happens through a shallower scaling exponent instead of an increasing amplitude. Comparing the resolutions in Figure 3 reveals that the spectra with $M01$ are hardly distinguishable for $k < 20$, whereas in the highly supersonic simulations the resolution has an influence for $k \gtrsim 5$, depending on the Mach number.

4.1 The probability distribution function (PDF) of the mass density

Passot & Vázquez-Semadeni (1998) propose a heuristic model for the density PDF based on the density contrast from the shock jump condition in an isothermal medium. They assume that the logarithmic density variation $\Delta s$ by
Figure 1. Time evolution of the rms Mach number (left panel) and the standard deviation of the density $\sigma_\rho$ (right panel) at different resolutions $256^3$ (dotted), $512^3$ (dashed), and $1024^3$ (solid).

Figure 2. The mass density in a cut trough the $xy$-plane at $z = 0$ of the simulation $M01-1024^3$ (top left), $M05-1024^3$ (top right), $M10-1024^3$ (bottom left), and $M16-1024^3$ (bottom right) in the statistically steady state of fully developed turbulence.
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the shocks can be interpreted as an additive random process changing the logarithmic density \( s = \log (\rho) \). Arguing with the central limit theorem they propose a normal distribution for the logarithmic density \( s \) and a log-normal distribution for the density. The moments of these distributions are connected via

\[
\mu = \exp (\mu_s + \sigma^2_s/2)
\]

for the mean and

\[
\sigma^2 = \mu (\exp (\sigma^2_s) - 1)
\]

for the standard deviation. We choose the parameters of the simulations in this way that the box size \( L = 1 \), the total volume \( V = 1 \) and the total mass \( M = 1 \) such that \( \mu = 1 \) implies

\[
\mu_s = -\sigma^2_s/2
\]

and

\[
\sigma^2_s = \exp (\sigma^2_s) - 1.
\]

\( \text{Hopkins} \text{[2013]} \) developed a model for the density distribution taking mass conservation and intermittent fluctuations into account with a non log-normal shape in order to explain the deviations from the relations between the moments seen in 3-dimensional numerical simulations (e.g. \( \text{Kowal et al.} \text{[2007]} \), \( \text{Kritsuk et al.} \text{[2007]} \), \( \text{Schmidt et al.} \text{[2009]} \), \( \text{Price \& Federrath} \text{[2010]} \), \( \text{Federrath et al.} \text{[2010]} \), \( \text{Konstandin et al.} \text{[2012]} \), \( \text{Molina et al.} \text{[2012]} \)). In this model the deviations from the normal-log shape can be expressed by a single parameter \( T \), with \( T = 0 \) for a log-normal distribution.

Figure \( 3 \) shows the PDF of \( s \) measured in the simulations with 1024\(^3\) resolution and at different Mach numbers together with normal distributions depending only on one parameter \( \sigma_s \). We express the mean of the normal distributions with equation \( 6 \). The normal distributions are in excellent agreement with the measured PDFs also in the wings of the distributions. We show the relations between the moments in Figure \( 5 \) to quantify the discrepancy between the log-normal assumption and our simulations. Our data show only negligible deviations from both relations indicating that our density PDFs are closer to a log-normal shape than the ones analysed by \( \text{Hopkins} \text{[2013]} \).

Therefore, we find a \( T \) parameter scattering around zero (e.g. \( T = -0.0003 \pm 0.0003 \)) in the simulation \( \text{M15-1024} \) for all Mach numbers, which we calculated with the relation between the moments and the \( T \) parameter given in equation (6) of \( \text{Hopkins} \text{[2013]} \). The main difference between the simulations presented here and those in \( \text{Federrath et al.} \text{[2008]} \) and \( \text{Konstandin et al.} \text{[2012]} \) is the decomposition of the forcing scheme. We use a here a forcing field, which contains both solenoidal (transverse) as well as compressive (longitudinal) modes in equal parts, whereas the above mentioned studies focus on the the extreme cases of purely solenoidal and purely compressive forcing.

4.2 The \( \sigma_s-M \) relation

In the next step we analyse the relation between the standard deviation of the density distribution and the Mach number of the turbulent flow. \( \text{Passot \& Vázquez-Semadeni} \text{[1998]} \) concluded from the shock jump condition and the central limit theorem that the standard deviation of the logarithmic density \( \sigma_s \approx b_i M \) with the proportionality constant \( b \). This leads to \( \sigma_s \approx 1 \) when Taylor expanding equation (10) to first order. \( \text{Federrath et al.} \text{[2008]} \) analysed the influence of different forcing fields on the relation

\[
\sigma^2_s = \log (1 + b^2 M^2).
\]

They assume a linear relation between the standard deviation of the density field and the Mach number \( \text{Padoan et al.} \text{[1997]} \) and use equation (10) to express the standard deviation of the logarithmic density. They found \( 0 \leq b \leq 1 \) depending on the decomposition of the forcing with \( b = 1/3 \) for purely solenoidal forcing and \( b = 1 \) for purely compressive. This parameter \( b \) can be interpreted as the ratio between the compressive Mach number over the total rms Mach number of the flow

\[
b = M_c / M.
\]

The longitudinal modes of the velocity field contain colliding and dispersing flows, which cause density fluctuations, whereas the transverse modes have no influence.

The jump condition \( \rho(t_{i+1}) - \rho(t_i) M^2 \) indicates that we have to express the PDF at the time \( t_{i+1} \) conditioned on the past time \( \rho(t_{i+1}) / \rho(t_i) \). A stochastic processes is said to be Markovian, if the system only depends on the state of the previous time step, but not on those before. As the shock jump condition suggests this behaviour, we will use the Fokker-Planck transport equation for random variables,

\[
\frac{\partial}{\partial t} p(s; t) = - \frac{\partial}{\partial s} \left[ B_1(s; t) p(s; t) \right] + \frac{1}{2} \frac{\partial^2}{\partial s^2} \left[ B_2(s; t) p(s; t) \right].
\]

with the drift parameter \( B_1(s; t) \) and the diffusion coefficient \( B_2(s; t) \) to determine the steady state of the PDF of \( s \)
Figure 5. Relation between the moments of the density field assuming a log-normal distribution. Top panel: Mean of the logarithmic density $s$ versus its squared standard deviation together with equation (9). Bottom panel: Squared standard deviations of the density $\rho$ and the logarithmic density $s$ together with equation (10).

(Risken 1996; Baudoin 2014). An equivalent description of the process can be achieved by expressing the random variable itself in a stochastic differential equation instead of the time evolution of its PDF

$$ds = B_1(s, t) dt + B_2(s, t) dW,$$

with the random process $dW$. Following the idea of Passot & Vázquez-Semadeni (1998) and Federrath et al. (2008), we assume $B_1 = 0$ and $B_2 = \log (1 + b^2 M^2)$ in equation (14), which describes the density fluctuations as random process caused by the shocks. With this ansatz the Fokker-Planck equation has no stationary distribution. Instead we get with the initial values $t_0$ and $s_0$ and the initial condition $p(s; t_0 | s_0; t_0) = \delta(s - s_0)$

$$p(s; t | s_0; t_0) = \frac{1}{\sqrt{2\pi(t - t_0)\sigma_s}} \exp \left( \frac{(s - s_0)^2}{2\sigma_s^2(t - t_0)} \right),$$

(15)

which is the dispersion relation of a Brownian motion. This is expected as the model does not contain the redistribution of the mass according to the hydrodynamical equations. In the next step we assume that the pressure difference between the ambient/average pressure $\mu_0$ and the pressure $p$ of the different positions of the medium relaxes the gas compressed by the shocks. We express the pressure term $\rho^{-1}\nabla p = c_s^2 \nabla s$ as $c_s^2(s - \mu_s)$ and make the ansatz

$$B_1(s(t)) = -1/\tau_\alpha(s - \mu_s) \quad B_2^2 = 1/\tau_\beta \log (1 + b^2 M^2),$$

(16)

with the efficiency parameter $1/\tau_\alpha$ and $1/\tau_\beta$ for the different processes, which will be determined later. Equation (14) reads then

$$ds(t) = -(s - \mu_s)/\tau_\alpha dt + \sqrt{\log (1 + b^2 M^2)/\tau_\beta} dW,$$

(17)

which is a Ornstein-Uhlenbeck process (Pope 2000; Baudoin 2014) describing the non equilibrium evolution of the density field.

The stationary solution with ansatz (16) can be calculated with the Fokker-Planck equation (13), which gives

$$p(s, t | s_0, t_0) = \mathcal{N}(\mu_s, \sigma_s^2),$$

(18)

a normal distribution with mean $\mu_s$ and squared standard deviation $\sigma_s^2 = \tau_\alpha/2\tau_\beta \log (1 + b^2 M^2)$ in agreement with the theories of Passot & Vázquez-Semadeni (1998) and Federrath et al. (2008) besides the prefactor $\tau_\alpha/2\tau_\beta$. The timescale $\tau_\alpha$ associated with the pressure term can be interpreted as the time for redistributing shocked and diluted gas and $\tau_\beta$ is the timescale associated with the shocks occurring during the time $dt$. We express the timescale of the pressure term with the dynamical timescale $\tau_\gamma = L/2M$. Whereas we estimate the shock frequency with two times the compressive Mach number $\tau_\beta = L/4M$, as only the longitudinal part of the velocity field contributes to advecting flows, however it counts twice for opposed shock fronts. Therefore we end up with $\tau_\alpha/2\tau_\beta = b$ such that

$$\sigma_s^2 = b \log (1 + b^2 M^2).$$

(19)

Figure 6 presents $\sigma_s^2$ as a function of the Mach number $M$ for the simulations at different resolutions. Also shown are the relations proposed by Passot & Vázquez-Semadeni (1998) and Federrath et al. (2008), both fitting the data for $M < 4$, but significantly overestimate $\sigma_s^2$ in the high Mach number regime. We measure with these models $b = 0.24 \pm 0.01$ ($\sigma_s^2 = bM$) and $b = 0.27 \pm 0.06$ ($\sigma_s^2 = \log (1 + b^2 M^2)$) limiting the fitting range to $M < 4$. These measurements are slightly smaller than $b = 1/3$ proposed for purely solenoidal forcing. In contrast the fit of relation (19) is in agreement with the data for all Mach numbers. We measure $b = 0.472 \pm 0.002, 0.459 \pm 0.005, 0.457 \pm 0.007$ for $256^3, 512^3, 1024^3$ resolution respectively. The new proposed model could also explain the measurements of Konstandin et al. (2012), who found strong deviations from equation (11) for purely solenoidal forcing ($b \approx 1/3$), whereas no discrepancies were found for purely compressive forcing ($b \approx 1$).

We will analyse the influence of the forcing field on this relation in future work to test this hypothesis.
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4.3 The local scaling exponents

Figure 7 shows the local scaling exponents of the density power spectra as a function of the Mach number. We show the relation between the Mach number and the standard deviation of the logarithmic density $\sigma^2_s = b^2 M^2$ for weak shocks and $\sigma^2_s = \log(1 + b^2 M^2)$ for infinite strong shocks. For a given resolution, all the curves of the local scaling exponent for flows with higher $M$ lie systematically above the ones for lower Mach numbers, with values of about $-2$ for $M = 1$. In the limit of weak shocks the density profile is composed of sawtooth or step functions. Contrary, in the limit of strong shocks the density profile is peaked with few spots containing most of the mass (i.e. delta functions, see Figure 2). Following the ideas of Kim & Ryu (2005) our results can be interpreted as follows. The density jump in an isothermal shock is proportional to the square of the Mach number yielding very large density contrasts. Therefore, conserving the total mass, the gas gets more concentrated in shocks with increasing Mach number causing a more peaked density distribution. This leads to a shallower density spectrum for the higher Mach numbers. Increasing the resolution has the opposite effect. If a simulation with high Mach number is poorly resolved most of the mass is contained in few grid cells creating a peaky density distribution with shallow scaling exponent. With increasing resolution substructures get refined and mass gets distributed over more grid cells causing a steeper density spectrum.

Our measurements are in agreement with the results of Saichev & Woyczynski (1996) predicting a spectrum $\propto k^{-2}$ for weak shocks and $\propto k^0$ for infinitely strong shocks. For a given resolution, all the curves of the local scaling exponent for flows with higher $M$ lie systematically above the ones for lower Mach numbers, with values of about $-2$ for $M = 1$. In the limit of weak shocks the density profile is composed of sawtooth or step functions. Contrary, in the limit of strong shocks the density profile is peaked with few spots containing most of the mass (i.e. delta functions, see Figure 2). Following the ideas of Kim & Ryu (2005) our results can be interpreted as follows. The density jump in an isothermal shock is proportional to the square of the Mach number yielding very large density contrasts. Therefore, conserving the total mass, the gas gets more concentrated in shocks with increasing Mach number causing a more peaked density distribution. This leads to a shallower density spectrum for the higher Mach numbers. Increasing the resolution has the opposite effect. If a simulation with high Mach number is poorly resolved most of the mass is contained in few grid cells creating a peaky density distribution with shallow scaling exponent. With increasing resolution substructures get refined and mass gets distributed over more grid cells causing a steeper density spectrum.

4.4 The influence of the Mach number and the resolution

In the next step we quantify the influence of the resolution. Therefore, we fit the power spectrum over an extended range starting at the largest scale, which is not directly influenced by the forcing routine ($k = 4$), and containing a number of points that doubles with the resolution. These ranges are $k \in [4 : 10], k \in [4 : 17]$ and $k \in [4 : 31]$ containing 7, 14, 28 data points for the 256$^3$, 512$^3$, and 1024$^3$ simulation.
respectively, which are comparable to those widely used (e.g. Kritsuk et al. 2007; Federrath et al. 2010; Konstandin et al. 2012; Bertram et al. 2015). We follow the standard approach in the literature and fit a power law to the spectrum. As we see in Figure 8, the spectrum is actually slightly curved, and we note that this introduces additional uncertainty that we need to include in our Bayesian analysis. Therefore, we analyse the influence of increasing the uncertainty estimate artificially on our results as well as varying the fitting range in the Appendix A.

Figure 8 shows the scaling exponents as a function of the Mach number, measured in $k \in [4:10]$ for the simulations with 256$^3$ (cyan), $k \in [4:17]$ for 512$^3$ (light-green), and $k \in [4:31]$ for 1024$^3$ (dark-green) resolution. The thick error bar indicates the uncertainty of the group scaling exponent and the thin error bar states the variation of the scaling exponent with time. The results of different authors are shown with grey symbols, as stated in the legend. Additionally, the power law fits to the 256$^3$ simulation (dotted), 512$^3$ (dotted), and 1024$^3$ (solid) are also shown with the fitting values stated in the legend.

To get an estimate of this functionality in the limit of infinite resolution, we assume a model with three parameters,

$$
\zeta(\mathcal{M}, n) = \alpha \mathcal{M}^{\beta + \omega \sum_{n=0}^{1/2} f^n},
$$

(20)

where $n$ is a factor corresponding to the resolution ($2^n$ 256$^3$) of the simulation. This model uses the assumption that the influence of the resolution on the measurement of the scaling exponent halves by doubling the resolution, which is in agreement with our individual fits. We perform a Bayesian model fitting the three parameters of the scaling exponents of all resolutions simultaneously with the result

$$
\alpha = -1.91 \pm 0.01, \quad \beta = -0.70 \pm 0.01, \quad \omega = 0.20 \pm 0.01.
$$

(21)

This is in agreement with our individual fits shown in Figure 8. The sum converges for $n \to \infty$ towards 2 such that we get in the limit of infinite resolution $\beta = \beta + 2 \omega$

$$
\zeta(\mathcal{M}) = (-1.91 \pm 0.01) \mathcal{M}^{-0.30 \pm 0.03}.
$$

(22)

This is a remarkable result, as we can confirm for the first time that the trend of shallower slopes of the density power spectrum with increasing Mach number is independent of the resolution.

5 DISCUSSION

5.1 The fractal dimension

In analogy to the hierarchical structure of the velocity, characteristic for incompressible turbulence theory, von Weizsäcker (1951) introduced a hierarchy of clouds. He proposed a theory describing the density distribution of molecular clouds

$$
\frac{\rho_\nu}{\rho_{\nu-1}} = \left(\frac{\ell_\nu}{\ell_{\nu-1}}\right)^{-3\gamma} = f^{-1},
$$

(23)

where $\rho_\nu$ is the density of a cloud at the level of the hierarchy $\nu$, $\ell_\nu$ is the size of the cloud at this level, $\gamma$ reflects the degree of compression, and $f$ is the volume filling factor. He assumes a self similar behaviour of the density field such that every cloud contains a certain number of smaller clouds and so on, yielding density distributions described by equation (23). In this picture $\gamma$ is zero or one for no or isotropic compression, respectively. Fleck (1996) extended the work of von Weizsäcker (1951) and proposed a relation between the scaling of the density and the fractal dimension $D$,

$$
\rho(\ell) \propto \Theta(\ell)^{\nu-3\gamma} \propto \Theta(\ell)\ell^{D-3},
$$

(24)

where we added the unit step function $\Theta(\ell)$, as $\rho(\ell)$ is only defined for positive scales $\ell$. The Fourier transformation of equation (24) gives

$$
\rho(k) = \Gamma(1-3\gamma)k^{-(1-3\gamma)}.
$$

(25)
for the magnitude, neglecting the phase, and with \( \Gamma \) being the Gamma function. Using the definition of the density spectrum equation (4) and equation (1) we get

\[
-(1-3\gamma) = \frac{1}{2}\zeta(M),
\]

which leads to

\[
\gamma = \frac{1}{3} + \frac{1}{6}\alpha M^\beta,
\]

and finally results in

\[
D = 2 - \frac{1}{2}\alpha M^\beta.
\]

Note that equation (28) is in agreement with the fractal dimension defined in \cite{Stutzki1998} and simulations \cite{Federrath2009} suggesting an overall fractal dimension defined in \cite{Stutzki1998} who derived a relation between the scaling exponent of the density spectrum and the fractal dimension is also in agreement with observations \cite{Konstandin2012} and simulations \cite{Federrath2009}.

Considering a driving force producing a turbulent flow with the Mach number \( M_0 = V_0/c_s \) at the scale \( \ell_0 \) and assuming a power law scaling \( \ell^\beta \) of the velocity fluctuations, there is a scale \( \ell_s \) at which the velocity fluctuations are of the order of the sound speed \( c_s \). This scale is called the sonic scale \cite{Vazquez2003}. According to our analysis in Section 4.4 we expect a scaling exponent of the density spectrum of \( \zeta = \alpha M_0^\beta \) above the sonic scale. Increasing the Mach number of the box to \( M > M_0 \) yields \( V'/c_s = (\ell_0/\ell_s)^p > (\ell_0/\ell_s)^p = V_0/c_s \) after reaching a statistically steady state, resulting in a smaller sonic scale \( \ell_s > \ell'_s \) and a shallower density spectrum \( \zeta < \zeta' \). However, we can find a scale \( \ell' \) given by \( (\ell'/\ell_s)^p < (\ell_0/\ell_s)^p = M_0 \). This implies that the turbulent flow with higher Mach number \( M \) contains a sub volume of size \( \ell' \) with the Mach number \( M_0 \), the same dynamical range relative to the sonic scale, and therefore the same scaling exponent \( \zeta \) as the original box, while \( \zeta' = \alpha(M')^\beta > \zeta \) for the new box of size \( \ell_0 \). This example illustrates that we have to include a dependence on the scale in our model of the scaling exponent, which we will do in the following paragraph.

Guided by this picture and the variation of the local scaling exponents with the scale, we make a power law ansatz for the scaling exponent \( \zeta(M, k) = \zeta(M) k^\gamma \). We neglect this variation with the scale in Section 4.4 which can be justified as we investigate in equations (20) and (22) the scaling behaviour of the simulations only in a limited range close to the forcing regime. Using the scaling exponent \( \zeta(M) = \alpha M^\beta \) established in Section 4.4 and add the scaling factor \( k^\eta \) to account for a curved spectrum results in

\[
D(k) = D_0(M) k^\gamma \alpha M^\beta k^\eta(M).
\]

The fit in \( k \in [4 : 31] \) of the density spectra with 1024\(^3\) is shown in Figure (9) and the resulting fitting parameter for the scaling exponents are collected in its legend. We performed a hierarchical Bayesian model fitting all spectra with different Mach numbers at once such that \( \alpha \) and \( \beta \) do not depend on the Mach number and are consistent with the measurements in Section 4.4. The additional factor \( k^\eta \) im-

\[\text{Figure 9. Same as Figure 3, additionally showing the fit of equation (28) as dotted lines. The fitting parameters of the scaling exponents are collected in the legend. Including the new curvature parameter \( \eta \) to the model improved the fit significantly although \( \eta \) is in most cases very small.} \]

5.2 The curvature of the density power spectrum

The second conclusion concerns the density spectrum itself. The discussion in section 4 has shown that the scaling exponents of the density spectrum are not only changing in between the simulations with different Mach numbers (Figure 3) but also in each simulation with the scale (Figure 7). Considering a driving force producing a turbulent flow...
proven the fit significantly such that the fit and the density spectra are hardly distinguishable for $k < 80$. The fitting parameter $\eta$ describes the deviation from a pure power law, which is nearly zero for the low Mach number simulation, such that in this case the density power spectrum is well described by a single power law. For the high Mach number cases the parameter $\eta$ increases up to $-0.04 \pm 0.02$. We interpret the measurements of $\eta$ as lower limits of the curvature, as the density spectra get still steeper at small wave numbers $k \approx 7$ with resolution, whereas their scaling exponents at intermediate scales changes only slightly with resolution (Figure 7 or Figure A1 panel in the middle and on the right).

Before we close this section, we want to mention that the parametrisation of our simulations with the Mach number is arbitrary and we chose it as it is used in the derivation of Saichev & Woyczynski (1996) and most studies of supersonic turbulence (e.g. Kim & Ryu 2005, Schmidt et al. 2006, Konstandin et al. 2012). We can change the parametrisation to any quantity that has a bijective mapping to the Mach number. Figure 10 shows as examples the energy injection rate of our forcing routine, which we fitted with $\epsilon \propto M^{2.91}$. Other possibilities are the standard deviation of the density, which is $\sigma^2 = b \log \left(1 + b^2 M^2\right)$ (shown in Figure 6) or the compressive Mach number as discussed in Konstandin et al. (2012). Expressing the scaling exponent of the density spectrum with the energy injection rate (via its influence on the Mach number, see Figure 10) has two advantages. First, it measures the total energy flowing through the cascade as the turbulent boxes are in statistical steady state and shows explicitly that we do not need the Mach number as additional parameter to describe a supersonic turbulent flow. Hence, our results for the density spectrum of supersonic turbulence suggest that Komogorov’s second hypothesis holds, which states that all small scale statistical properties are uniquely and universally determined by the scale $\ell$ and the mean energy dissipation rate $\epsilon$ (Kolmogorov 1941a,b). The second advantage is that it offers additional interpretations of our results.

6 SUMMARY

We analyse the properties of turbulence using a suite of three-dimensional numerical simulations which are continuously driven on the largest scales. The forcing scheme consists both solenoidal (transverse) and compressive (longitudinal) modes in equal parts. We model driven, compressible, isothermal, turbulence with rms Mach numbers ranging from the subsonic to the highly supersonic regime. We find the relation $\sigma^2 = b \log \left(1 + b^2 M^2\right)$ between the Mach number and the standard deviation of the density distribution, which improves the fit significantly. We derive this relation with the shock jump condition and the Fokker-Planck equation (Section 4.4). We find $b = 0.457 \pm 0.007$ with the new proposed formula describing the mixture of compressive and solenoidal modes of the velocity field, which is in agreement with our driving scheme. By employing a hierarchical Bayesian fitting method, we estimate the parameters describing the scaling relation of the density power spectrum. The density power spectra follow power laws, $D \propto k^D(M)$, with a scaling exponent depending on the Mach number (Section 4.4) in agreement with the theory of Saichev & Woyczynski (1996). We find that $\zeta(M) = \alpha M^\beta$ with $\alpha$ scattering slightly with resolution, whereas $\beta$ gets systematically shallower. We model that effect and extrapolate to the limit of infinite resolution (equation 20) to find $\zeta(M) = (1.91 \pm 0.01) M^{-0.30 \pm 0.01}$. We validate this result by testing the influence of varying position and width of the fitting range, as well as the uncertainty of measured scaling exponents of the density spectrum on the inferred parameters (Appendix A).

The dependence of the scaling exponent on the average Mach number of the density spectrum implies a dependence of the fractal dimension on the Mach number (Section 5.1). In the proposed model the fractal dimension is $D = 2 - 1/2 \zeta(M) = 2 + 0.96 M^{-0.30}$. The fractal dimension is $D = 2$ in the strong shock regime and $D = 3$ in the incompressible limit, which is reached at the critical Mach number $M_{crit} \approx 0.86$. This is in agreement with the observations of Elmegreen & Falgarone (1996) and references therein) suggesting an overall fractal dimension of interstellar clouds in the range $D \approx 2.0 - 2.7$.

We also determine how the parameters depend on the wavenumber and quantify the deviation from a pure power law by moving the fitting range systematically over the density spectrum (Section 5.3). This analysis reveals that the density power spectra are slightly curved. This curvature gets more pronounced with increasing Mach number. The density spectra are steeper close to the forcing scale, shallow at intermediate scales and again steeper on small scales. The height of this bump in the local scaling exponents increases with the Mach number.

We develop a physically motivated fitting formula reproducing the deviations from a pure power law based on the Mach number dependence of the scaling exponent of the density power spectrum (Section 5.2). We propose $D(k) = D_0 k^\kappa \zeta$ with $\zeta = \alpha M^\beta$ and a new parameter $\kappa$ describing the deviation of the spectrum from a pure power law with fixed scaling exponent. This functionality describes all density spectra down to wave numbers of $k \approx 80$. We measure $\eta = -0.005 \pm 0.01$ in the low Mach number regime such that in this case the density power spectrum follows
a single power-law, and we find the strongest curvature \( \eta = -0.04 \pm 0.02 \) in the simulation with the highest Mach number.

**APPENDIX A: STABILITY OF THE FITTING RESULTS**

As stated in the main part, the approach of choosing an extended fitting range, which doubles with the resolution fits a power law function, where the density spectrum is slightly curved. This could lead to wrong uncertainty estimates of \( \zeta(M) \), as the assumption of a power law is only approximately true especially for the higher Mach numbers. Therefore, we test in the following how stable the presented result is against increasing the uncertainty of \( \zeta(M) \). The results are collected in Table (A1). The first row contains the result already presented in equation (21). Using the standard deviation of the time variation \( \sigma_t \) as the uncertainty results in parameter estimates shown in the second, estimating it with 20\% of the measured scaling exponent is in the third, and with a constant 0.15 is in the fourth column. The last two columns contain results, where we analyse the influence of the fitting range. Therefore, we use a constant width of the fitting range \( \Delta k = 6 \) for all resolutions and the error estimate \( \sigma_k \). The fifth column contains the result, in which the scaling exponents are measured with a fitting range \([4 : 10]\) independent of the resolution, whereas the last column contains the result fitting the flat, shallow parts in Figure 7, so \([4 : 10], [11 : 17], [25 : 31]\) centred at 7, 14, 28 for the 256\(^3\), 512\(^3\), and 1024\(^3\) resolution, respectively. The parameter estimates in Table (A1) show that the presented results are independent of small variations. They also confirm the finding that the scaling exponent of the density power spectrum follows \( \zeta(M) \propto M^{\eta \approx -0.30} \) in the limit of infinite resolution. Figure [A1] shows the scaling exponents and the fitting curves of the parameters in the columns 2, 5, 6 of Table (A1) to demonstrate the goodness of the fits.
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