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Abstract

Modelling a word’s polarity in different contexts is a key task in sentiment analysis. Previous works mainly focus on domain dependencies, and assume words’ sentiments are invariant within a specific domain. In this paper, we relax this assumption by binding a word’s sentiment to its collocation words instead of domain labels. This finer view of sentiment contexts is particularly useful for identifying commonsense sentiments expressed in neutral words such as “big” and “long”. Given a target (e.g., an aspect), we propose an effective “perturb-and-see” method to extract sentiment words modifying it from large-scale datasets. The reliability of the obtained target-aware sentiment lexicons is extensively evaluated both manually and automatically. We also show that a simple application of the lexicon is able to achieve highly competitive performances on the unsupervised opinion relation extraction task.

1 Introduction

Sentiments of words can be subtle. We are used to using the same word to express different emotions in different contexts. “Hot”, for example, suggests a negative sentiment when commenting a computer hardware and a positive sentiment when commenting a pizza, even itself alone is identified without any general orientation. In these situations, it is the composition of a word, contexts, and commonsense carries an opinion. Automatically detecting such context dependent sentiments would strengthen both our understanding of implicit opinions in languages and improve existing sentiment analyses models, which is the main topic of this work.

To handle shifts of word sentiment, prior works studied how to adapt existing sentiment lexicons to new domains (Hamilton et al., 2016; Xing et al., 2019). By modeling differences and similarities of text topics, they can detect new sentiments of words as the domain changes. The basic assumption of those domain-level sentiment lexicons is that a word keeps a consistent sentiment within a domain. This assumption, however, might be strong for fine-granularity analyses of text sentiments: words (especially, neural words such as “long”, “fast”) could exhibit different orientations even in the same domain (Figure 1).

To collect more detailed information of a sentiment, another branch of works (aspect-based sentiment analysis (Pontiki et al., 2014; Zhou et al., 2020a,b), opinion relation extraction (Sun et al., 2017)) attempt find answers of “who express what opinion on which target” for opinion bearing texts. Existing solutions heavily rely on manual annotations and linguistic rules, which are either hard to scale-up or hard to be complete.

In this work, we study the task of extracting target-aware sentiment lexicons. An entry of such lexicon is a pair of a sentiment word and a target word, and their collocation expresses a sentiment. It improves existing domain-dependent lexicons by being more concrete and accurate on describing opinions. Departing from approaches adopted in existing aspect-based analyses, we aim to build context-aware lexicons by minimizing the requirement of annotations (e.g., only document-
level sentiment labels) and errors from handcrafted patterns. Our method starts from a target word (e.g., an aspect in product reviews), and extract sentiment words from its local context. The main strategy is to perturb context words and see how the sentiment of the target word changes: words with high influence on the target’s sentiment hold high probability of forming a collocation with the target. We accomplish this by observing the behaviour of a well-trained document-level sentiment classifier when we change the contexts of the target word. Two types of perturbations are examined, discrete perturbation which only requires a black-box classifier, and continuous perturbation which asks for network gradients. We collect evidences of each candidate pair on large data sets to ensure the reliability of the final lexicon. Finally, the polarities of a lexicon entry can also be obtained by querying the sentiment classifier.

On two online product review domains (electronic and restaurant), we evaluate the extracted target-aware lexicon both manually and automatically. Quantitative and qualitative results show that the lexicons are reasonable to reflect common sentiment usage in each domain. As an application, we apply the lexicons to the task of unsupervised opinion relation extraction. The model performs significantly better than the baseline extractor, and even competitive with a recent supervised model.

3 Approximating Target-oriented Opinion

To identify target-aware opinion words, our key approach is to inspect how the opinion of a target changes when its context words change. Hence, it is crucial to know the polarity of a target in documents. However, annotations in $D$ are document-level: for a document, its sentiment label expresses overall sentiments for all targets in the document, rather than a specific one. For example, the restaurant review in Figure 2 talks about 5 targets, each of them is commented by different opinion words with different polarities. In one of our datasets, 93% of documents contain multiple sentences (6 in average), and more than 82% contain multiple targets (7 in average). Therefore, directly using

| Document Level | [Fantastic] positive food, I really [like] positive the pizza here. In fact, I’ve never had a [bad] negative meal. However, this place does get a bit [loud] negative inside when [crowded] negative. |
|---------------|---------------------------------------------------------------|
| Positive      | [Fantastic] positive food.                                    |
| Positive      | I really [like] positive the pizza here.                      |
| Positive      | In fact, I’ve never had a [bad] negative meal.                |
| Positive      | The staff are usually very [helpful] positive.                |
| Negative      | However, this place does get a bit [loud] negative           |
| Negative      | inside when [crowded] negative.                               |
| Aspect-aware Sentence Level | [Fantastic] {food.}                      |
| Positive      | [Fantastic] {positive.}                                       |
| Positive      | I really {like.} positive the pizza here.                     |
| Positive      | In fact, I’ve never had a {bad} negative meal.                 |
| Positive      | The staff are usually very {helpful} positive.                |
| Negative      | However, this place does get a bit {loud} negative           |
| Negative      | inside when {crowded} negative.                               |
| Sentiment Classifier | (Training) [Positive] [Negative] |
| Prediction   | (Positive) [Fantastic] positive food                          |
|              | (Positive) I really {like.} positive the pizza here.          |
|              | (Positive) In fact, I’ve never had a {bad} negative meal.      |
|              | (Positive) The staff are usually very {helpful} positive.     |
|              | (Negative) However, this place does get a bit {loud} negative |
|              | (Negative) inside when {crowded} negative.                    |

Figure 2: The process of distant supervision.

\[ D = \{(d_i, y_i)\}_{i=1}^{|D|} \]

Given a corpus $D = \{(d_i, y_i)\}_{i=1}^{|D|}$ and a target word $t$ (e.g., screen, pizza), our task is to extract target-aware opinion words of $t$ only using document-level sentiment labels. Precisely, we aim to output a set of triples $(t, o, p)$, where $o$ is an opinion word commonly used to comment target $t$ and $p \in \mathbb{R}^{|Y|}$ is the distribution of its sentiment orientation.

We develop the lexicon extractor in three steps. First, we build an approximate target-level sentiment classifier (Section 3) using document-level sentiment labels. Second, for each sentence $s$ containing target $t$, we calculate how important a word $w \in s$ is on helping the classifier correctly predicting $s$’s polarity (Section 4.1 and 4.2). We aggregate scores of $w$ over all its occurrences to get its confidence of being an opinion word of $t$. Finally, we derive the polarity of $w$ by querying the classifier with template sentences (Section 5).

1 We use the 5-level label set $Y = \{1, 2, 3, 4, 5\}$ (the larger a number, the more positive it represents).

2 Here we mainly focus on online reviews, but the methods could be applied to other sentiment-bearing texts.
We propose two score functions for measuring a context word $w$’s influence on the target-oriented sentiment: one is *discrete perturbation* which only requires outputs of the sentiment classifier, another is *continuous perturbation* which needs network gradients. They are also called model-free and model-based methods, respectively. Both of them are simple and easy to compute given the trained model, and thus suitable for large-scale collective analyses.

### 4.1 Discrete Perturbation

A well-trained sentiment classifier should correctly capture correlations between sentence words and sentence polarities. Intuitively, an opinion word (of the target) would have high influence on the sentiment distribution $P(y_p|s)$. For example, in Figure 3, “hot” is more informative than “The” for predicting the sentence’s negative label.

In order to see whether a word $w$ affects $P(y_p|s)$, we perturb the sentence $s$ by removing $w$ from it (denoted by $s_{-w}$) and examine the output differences,

$$\sigma_f(w, s) = P(y_p|s) - P(y_p|s_{-w}).$$

The larger $\sigma_f(w, s)$ is, the more $P(y_p|s_{-w})$ changes, and the more important $w$ for getting the right sentiment label. We will use $\sigma_f(w, s)$ as an indicator of target-aware opinion words, and aggregate them on $D$. Let $S_t^w \subseteq S_t$ be the set of sentences which $t$ and $w$ co-occur, we average $\sigma_f(w, s)$ on $S_t^w$ to get the model-free importance score $\sigma_f(w)$,

$$\sigma_f(w) = \log P(w|t) \frac{1}{|S_t^w|} \sum_{s \in S_t^w} \sigma_f(w, s).$$

In order to reduce the affect of noise and rare language usage, we take co-occurrence statistic into account: a target-aware opinion word should co-occur with the target often. Therefore, the average score is empirically scaled with their co-occurrence probability $P(w|t) = |S_t^w|/|D|$. The score $\sigma_f(w)$ is model-free in the sense that we don’t need to know details of the sentiment classifier and only inquire the difference of outputs when the input sentence is perturbed.
though we use the BERT-based classifier here, we can use any other off-the-shelf sentiment classifiers (e.g., pre-trained models with different training objectives, multi-task learned classifiers, etc.) to further enrich (or constrain) the score.

### 4.2 Continuous Perturbation

Besides the discrete perturbation setting, we could also utilize the full classification model to identify target-aware opinion words. In this continuous perturbation setting, we ask the same question of how the sentiment prediction will change when we perturb sentence words. However, instead of perturbing them discretely (i.e., removing a word), we can perform continuous perturbations on word vectors (Goodfellow et al., 2015).

Let \( L(y_p, s, w) = -\log P(y_p|s) \) be the loss on sentence \( s \) and \( w \) is the word vector of \( w \). If we slightly perturb \( w \) to \( w' \) with \( \| w' - w \| \leq \varepsilon \), we can bound the absolute change of the loss function using the first-order approximation of \( L(y_p, s, w) \),

\[
\begin{align*}
|L(y_p, s, w') - L(y_p, s, w)| & \approx \| \nabla_w L(y_p, s, w) \| \cdot \| w' - w \| \\
& \leq \| \nabla_w L(y_p, s, w) \| \cdot \varepsilon.
\end{align*}
\]

The magnitude of the gradient’s norm \( \| \nabla_w L(y_p, s, w) \| \) could be a sign of how sensitive the sentiment label is with respect to \( w \): to get the right prediction we will prefer not to perturb those words with large gradient norms. Therefore, a large gradient norm may also indicate an opinion words of the target. Define

\[
\sigma_b(w, s) = \frac{1}{g^* - g_s} \left( \| \nabla_w L(y_p, s, w) \| - g_s \right),
\]

where \( g^* = \max_{s \in S^w} \| \nabla_w L(y_p, s, w) \| \), \( g_s = \min_{s \in S^w} \| \nabla_w L(y_p, s, w) \| \) are the maximum and minimum gradient norm in \( S^w \), which help normalizing \( \sigma_b(w, s) \) into \([0, 1]\).

Similar to Equation 3, we collect all \( \sigma_b(w, s) \) in \( S^w \) and scale their average with co-occurrence probability. The model-based score of \( w \) is defined as,

\[
\sigma_b(w) = \log P(w|t) \frac{1}{|S^w|} \sum_{s \in S^w} \sigma_b(w, s). \tag{4}
\]

Finally, the computation of both discrete perturbation and continuous perturbation could be done efficiently using auto-gradient tools. The discrete perturbation setting requires a forward process of the network, while the continuous perturbation setting needs an additional backward computation. We also note that the “perturb-and-see” strategy behind both scores characterizes the relation between opinion words and the target only through the sentiment label, which is an indirect way. As a consequence, though the scores could recognize “big” implies a negative opinion on “battery”, it could also identify “not” in “the battery is not big” as an important word for the positive opinion. In practice, we could filter out such cases by rules, but how to explicitly handle semantic composition in importance scores would be an important future work.

### 5 Polarity Inference

Given the importance scores of words with respect to \( t \), we can rank them accordingly and take the top-\( k \) words as \( t \)’s opinion lexicon. As the final step, we are left to determine the polarity of an opinion word \( o \). We accomplish this by building template sentences which try to carry the semantic like “what opinion on which target”. We call these sentences template which will be use to probe the sentiment classifier’s knowledge on \( (t, o) \)’s polarity.

Formally, define \( T \) to be a set of templates, each template \( \tau \in T \) takes an opinion word and a target as input, outputs a natural language sentence \( \tau(t, o) \). Here, we use the following two templates,

- \( \tau(t, o) = “The \ t \ is \ o.” \) (e.g., \( \tau(\text{battery}, \text{big}) = “The \ battery \ is \ big.”).\)
- \( \tau(t, o) = “a \ t.” \) (e.g., \( \tau(\text{battery}, \text{big}) = “big \ battery.”).\)

By feeding \( \tau(t, o) \) into the sentiment classifier, we obtain \( P(y_p|\tau(t, o)) \), and the polarity distribution \( p \) of \( (t, o) \) is averaged over all templates,

\[
p = \frac{1}{|T|} \sum_{\tau \in T} P(y|\tau(t, o)) \tag{5}
\]

### 6 Experimental Results and Analyses

We wish to evaluate the merit of our target-aware sentiment lexicon in this section. We first introduce the experimental setup in Section 6.1. Then, we design detail experiments to answer the following key questions.
Q1 Can we trust our target-aware sentiment lexicon? To evaluate the quality of the extracted lexicon, we test the performance with both manual evaluation (Section 6.2) and automatic downstream task (Section 6.3).

Q2 Useful or not? As an application, we apply our lexicon into unsupervised opinion extraction task in Section 6.4.

Q3 Do we really understand our model? In Section 6.5, to investigate the insight of commonsense sentiment mined from the texts, we visualize several real-world examples.

6.1 Experimental Setup

We conduct experiments to validate the effectiveness of our approach on two widely different domains: electronic and restaurant, taken from Amazon dataset3 and Yelp Challenge 20154. We obtain the target set from SemEval’14, SemEval’15, and SemEval’16 for convenience5.

The extracted target-aware sentiment lexicon (L) can be divided into target-aware general sentiment lexicon (Lg) and commonsense sentiment lexicon (Lc). Lg means the opinion words in L that are in general lexicon and Lc means the opinion words in L that are not in general lexicon. Here, we use the general lexicon from (Hu and Liu, 2004) to filter the general sentiment words and obtain the commonsense lexicon. This general lexicon contains around 6800 positive and negative opinion words or sentiment words for the English language.

We adopt BERTbase as the basis for all experiments. Adam (Kingma and Ba, 2015) is adopted as the optimizer with learning rate 5e-5 for fine-tuning and sentiment classification.

---

6.2 Human Evaluation

To evaluate the quality of the target-aware sentiment lexicon, we test its performance through human evaluation. For quantitative evaluation, we sample 50 targets with top-20 opinion words in each domain to investigate the performance of L and Lc. Finally, we obtain 3122 and 2877 (t, o) pairs after filtering repetitive pairs for electronic and restaurant, respectively. We ask ten annotators to label them to make sure each pair is marked with three times. Then, we obtain the label through voting. We calculate the Krippendorff’s alpha coefficient (Krippendorff, 2011) to measure the inter-annotator agreement of the manual annotation. The value is 0.850 and 0.702 for restaurant and electronic, which indicates the high agreement of the labeled data.

Table 1 reports the results of the human evaluation. The pointwise mutual information (PMI) measure (Hamilton et al., 2016; Church and Hanks, 1990) is adopted as the baseline to compare with, which applied to each target w.r.t. each word w. We adopt the precision of top-k (e.g., 5, 10, and 20) to measure the performance of the methods across both L and Lc. From this table, we observe that: First, both our discrete perturbation and continuous perturbation algorithms perform much better than PMI. Additionally, in the restaurant domain, our model obtains more than 90% precision for L. These indicate the great effectiveness of capturing target-aware sentiment words and commonsense sentiment words. Second, the discrete perturbation method often has higher precision than continuous perturbation method, but the combination of them (Discrete+Continuous Perturbation)6 obtains the best results in most cases. It suggests that the discrete perturbation and the continuous perturbation settings may focus on different types of opinion words.

---

3http://jmcauley.ucsd.edu/data/amazon/
4https://www.yelp.com/dataset/challenge
5Here we use the targets from existing datasets, but the targets could be extracted automatically through existing work (Poria et al., 2014) or be inputted by users.

6Here we simply calculate the average score of them, but different weights can be used.
Table 2: The results of downstream task: sentiment analysis via Strategy 1. The marker † and ‡ refer to p-values < 0.05 when “original” and “random-based deleting” compare with “lexicon-based deleting”.

| Strategy                      | Electronic | Restaurant |
|-------------------------------|------------|------------|
| Original                      | 93.82      | 91.64      |
| Random-based Deleting         | 90.49      | 88.13      |
| Lexicon-based Deleting        | 84.77†     | 80.67‡     |

Table 3: The results of sentiment analysis via Strategy 2. The marker △ refers to p-values < 0.05 comparing with “BiLSTM”. DP and CP mean discrete perturbation and continuous perturbation, respectively. DS represents distant supervision.

| Strategy                      | Electronic | Restaurant |
|-------------------------------|------------|------------|
| BiLSTM                        | 78.84      | 80.89      |
| \( \mathcal{L}_c + \text{BiLSTM} \) | 80.77△     | 81.71△     |
| \( \mathcal{L}_c + \text{BiLSTM} - p \) | 79.56      | 81.11      |
| \( \mathcal{L}_c + \text{BiLSTM (PMI)} \) | 78.75      | 80.63      |
| \( \mathcal{L}_c + \text{BiLSTM (w/o DP)} \) | 80.11      | 81.45      |
| \( \mathcal{L}_c + \text{BiLSTM (w/o CP)} \) | 80.01      | 81.50      |
| \( \mathcal{L}_c + \text{BiLSTM (w/o DS)} \) | 79.57      | 80.94      |

6.3 Downstream Tasks

Besides human evaluation, we also automatically evaluate our commonsense sentiment lexicon \( \mathcal{L}_c \) with downstream tasks. Here we examine document-level sentiment analysis. In particular, for each domain, we sample 3500 documents which do not contain any general sentiment lexicon words but have obvious opinion orientations on electronic and restaurant (“Original”). Then we perform sentiment classification on the dataset with \( \mathcal{L}_c \) using two strategies.

**Strategy 1** For each sample in “Original”, we remove opinion words which appear in our \( \mathcal{L}_c \), and test the performance of sentiment classification using a well-trained sentiment classifier (Section 3). Note that we only use the top-100 opinion words to make sure only fewer than five words are being deleted. To show the effectiveness of our lexicon, we compare our model with removing words randomly with the same rate (Table 2). We find that removing the words in \( \mathcal{L}_c \) performs significantly worse than both the original and random removing. It indicates that our method can capture the commonsense opinion words effectively.

**Strategy 2** We apply our commonsense lexicon as extra knowledge to enhance a sentiment classification model. Here, we study the standard BiLSTM-based classifier: a BiLSTM is used to encode sentences, the last hidden vector of a sentence is adopt for classification. To inject our extracted lexicon \((t, o, p)\), we concatenate \(p\) to the input of BiLSTM if \(t\) and \(o\) occur. We sample 1000 and 500 instances from previous 3500 samples as the training and test set. To validate the effectiveness of each model components, we also show ablation test results. Table 3 shows the results. We have the following observations.

- Our commonsense lexicon \( \mathcal{L}_c \) can significantly improve the performance of sentiment classification. \( \mathcal{L}_c + \text{BiLSTM} \) outperforms basic BiLSTM, while the model with PMI is even worse than BiLSTM.

Additionally, to investigate the influence of sample numbers, we draw the results with different sample numbers in Figure 4. We can find that the...
Table 4: The results of opinion extraction. Note that LSTM is a supervised method.

|        | Electronic |        | Restaurant |        |        |
|--------|------------|--------|------------|--------|--------|
|        | P   | R   | F1  | P   | R   | F1  |
| Rule-based |      |      |      | 50.13 | 33.86 | 40.42 |
| Ours    | 46.12 | 42.13 | 44.04 | 53.93 | 62.47 | 57.89 |
| LSTM    | 55.71 | 57.53 | 56.52 | 57.46 | 64.96 | 60.87 |

Figure 5: The results of unsupervised opinion extraction with different top-k via $L$ and $L_c$.

fewer samples, the more improvement by our commonsense lexicon.

6.4 Application (Unsupervised Opinion Extraction)

To answer Q2, we apply our lexicon into unsupervised opinion relation extraction. We test our lexicon on two datasets7: electronic and restaurant, which are released by (Fan et al., 2019), who labeled the opinion words towards the given target.

To investigate the performance of the target-aware sentiment lexicon $L$, we perform unsupervised opinion extraction on the whole dataset. Table 4 reports the experimental results. We compare our method with two methods: 1) rule-based method (Hu and Liu, 2004) use the distance and POS tags to determine the opinion words; 2) supervised LSTM was proposed by (Liu et al., 2015). We use the results reported in (Fan et al., 2019) here. From this table, we observe: First, our $L$ performs significantly better than the rule-based method even without using any rules or human annotations. Second, our unsupervised method is comparable with the supervised method (e.g., LSTM) in Restaurant. Additionally, we explore the influence of top-k in Figure 5 (a). We can find that top-100 is recommended for $L$ in our experiments.

To verify our method can extract commonsense opinion words accurately, we also evaluate our $L_c$ on the samples without general words. From Figure 5 (b), we can find that $L_c$ achieves 40% F1 on the restaurant domain. Considering that we don’t include any general sentiment words, we think the result is quite promising.

6.5 Case Studies

To investigate the insight of commonsense sentiment mined from texts, we show several real-world examples in electronic and restaurant in this section. We present some interesting discoveries through in-depth analysis as follows.

We explore the sentiment polarity of different targets with the same opinion word here. As shown in Figure 1, we draw the targets w.r.t. opinion words “hot” and “long”. We obtain the following interesting findings. First, our model can detect the commonsense sentiment in the corpus effectively. For example, our model can find that “hot” is a common-used collocation for “pizza”, “CPU”, and “battery”, and it expresses a positive sentiment for “pizza”, while it represents a negative sentiment for “CPU” and “battery”. Second, domain-dependent sentiment words and their orientations are insufficient, and both the target and the opinion words are essential. For example, “long” has a positive polarity for “battery life” and negative sentiment for “charge” even both “battery life” and “charge” are in the electronic domain.

The opinion words most related to the given target (top-10) in $L$ and $L_c$ are shown in Table 5. From this table, we obtain the following discoveries. First, our method captures not only the general opinion words but also the commonsense opinion words. Second, as mentioned in Section 4.2, though the scores could recognize “fast” expresses a positive opinion on “response”, it also identifies the words are important for sentiment but not opinion words, such as “no”, “not” and “never”. In practice, we could filter out such cases by rules, but how to explicitly handle semantic composition in importance scores would be an important future work.

From Table 5, we observe that $L$ and $L_c$ for different targets are quite different. To investigate whether the common-used opinion words for different targets are different, we measure it by:

$$\text{div} = \frac{1}{|T|(|T| - 1)} \sum_{i,j=0}^{|T|} 1 - \frac{|L_t^i \cap L_t^j|}{|L_t^i \cup L_t^j|}$$

where $T$ is the set of targets in our dataset, $t_k$ is the $k$-th target in $T$ and $L_t^{t_k}$ means the sentiment lexicon of $t_k$. The value of $\text{div}$ is 0.65 and 0.90 (0.89

7https://github.com/NJUNLP/TOWE
Table 5: We list top-10 opinion words of several targets for two domains: electronic and restaurant. The marker + and * represent positive and negative sentiment respectively.

|   | Electronic | Restaurant |
|---|------------|------------|
|   | L | L_0 | L | L_0 |   | L | L_0 |   | L | L_0 |
| 1 | faster | hesitate | rude | attitude | worst | never |
| 2 | quickly | perfectly | attitude | extremely | horrible | zero |
| 3 | excellent | recent | terrible | not | terrible | beat |
| 4 | quite | class | extremely | greeted | amazing | extremely |
| 5 | longer | crucial | super | professional | disappointed | 5 |
| 6 | faster | suggest | friendly | ignored | outstanding | above |
| 7 | sometimes | frame | helpful | fast | awful | average |
| 8 | no | proprietary | nice | dressed | excellent | professional |
| 9 | appropriately | remote | efficient | welcoming | exceptional | five |
| 10 | softer | pluged | perfect | kingston | incompetent | friendliest | sucks | fast |

and 0.96) for L and L_0 over restaurant (electronic). All these indicate that commonsense lexicon L_0 is more diverse than general lexicon L_g over different targets. In addition, the commonly used general opinion words and commonsense sentiment words are different for different targets.

7 Related Work

Domain adaptation has been studied for a long time in the field of sentiment analysis (Wu et al., 2017; Choi and Cardie, 2009; Cambria et al., 2018; Zhou et al., 2020c). We mainly summarize the related work about lexicon domain adaptation that aims to build a domain-specific sentiment lexicon (Ofek et al., 2016; Vo and Zhang, 2016; Hamilton et al., 2016). In (Hamilton et al., 2016), authors inferred the orientation of words from general opinion words by building a graph for each domain. Xing et al. (2019) judged the word polarity via a document-level sentiment classifier. However, it is time-consuming for they have to retrain the model for each word after changing the polarity randomly. Moreover, these existing methods mainly focus on the domain-level, while the sentiment polarities of some words depend on their opinion targets (Liu and Zhang, 2012). It is essential to predict the sentiment in target-level by integrating both target and opinion words.

The most related work to us is (Zhao et al., 2012). Zhao et al. (2012) focused on inferring the polarity of a binary tuple of a polarity word and a target via search engine, while target-aware opinion words extraction is not fully explored. To take the target into account, Wu et al. (2019) proposed to construct a target-specific sentiment lexicon. However, both NLP preprocessing pipelines (e.g., parsing, POS tagging) and linguistic rules are integrated into their algorithm. Different from them, we first extract the target-aware commonsense opinion words via pre-trained models, which learned rich commonsense knowledge hidden in human languages. Then, we predict the sentiment polarity of target and opinion word pair through a probing strategy. We focus on building context-aware lexicons by minimizing the requirement of annotations and handcrafted external resources.

To take the target into account, Wu et al. (2019) proposed to construct a target-specific sentiment lexicon. However, both NLP preprocessing pipelines (e.g., parsing, POS tagging) and linguistic rules are integrated into their algorithm. Available resources like general sentiment lexicon and thesaurus are also made used. Since it is not easy to apply on different domains, we develop a framework to automatically mine aspect-aware commonsense sentiment from texts without extensive annotations and elaborated linguistic rules.

Pre-trained models (e.g., ELMo (Peters et al., 2018), GPT (Radford et al., 2019), BERT (Devlin et al., 2019)) have achieved great success in NLP recently. By exploring a large number of open domain texts, pre-trained models are able to encode rich semantic information hidden in human languages and thus provide new powerful tools for knowledge mining and extraction (Davison et al., 2019; Petroni et al., 2019). Since the commonsense opinions are closely related to human commonsense and background knowledge, we adopt pre-trained language models to mine the commonsense sentiment from texts automatically.

Gradient-based methods (Goodfellow et al., 2015) have been widely applied into computer version and NLP (Zeiler and Fergus, 2014; Liang et al., 2018). The gradient-based approach is also used to understand the decisions of the text classification models from the token level (Li et al., 2016; Alikaniotis et al., 2016). In addition, Rei et al. (2018)
adopted gradient-based approach to detect the important tokens in the sentence via the sentence-level label. In this paper, we design a continuous perturbation algorithm to discover the target-aware opinion words using the gradient.

8 Conclusion

In this paper, we propose a framework for automatic target-aware sentiment mining from texts without manual annotations or linguistic rules. We evaluate the proposed framework on two large-scale online review domains: restaurant and electronic with both manual checking and automatic downstream tasks. We also achieve significant improvements by applying the opinion lexicon to the task of unsupervised opinion relation extraction. To investigate the insight of commonsense sentiment mined from the texts, we visualize several real-world examples and analyze them in-depth. The extensive experimental results demonstrate the excellent performance in building a target-aware sentiment lexicon.
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