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Abstract Favard’s theorem characterizes bases of functions \( \{p_n\}_{n \in \mathbb{Z}_+} \) for which \( xp_n(x) \) is a linear combination of \( p_{n-1}(x), p_n(x), \) and \( p_{n+1}(x) \) for all \( n \geq 0 \) with \( p_0 \equiv 1 \) (and \( p_{-1} \equiv 0 \) by convention). In this paper we explore the differential analogue of this theorem, that is, bases of functions \( \{\varphi_n\}_{n \in \mathbb{Z}_+} \) for which \( \varphi'_n(x) \) is a linear combination of \( \varphi_{n-1}(x), \varphi_n(x), \) and \( \varphi_{n+1}(x) \) for all \( n \geq 0 \) with \( \varphi_0(x) \) given (and \( \varphi_{-1} \equiv 0 \) by convention). We answer questions about orthogonality and completeness of such functions, provide characterisation results, and also, of course, give plenty of examples and list challenges for further research. Motivation for this work originated in the numerical solution of differential equations, in particular spectral methods which give rise to highly structured matrices and stable-by-design methods for partial differential equations of evolution. However, we believe this theory to be of interest in its own right, due to the interesting links between orthogonal polynomials, Fourier analysis and Paley–Wiener spaces, and the resulting identities between different families of special functions.

1 Introduction

Favard’s theorem [2] p. 21] states that a sequence of univariate functions \( P = \{p_n\}_{n \in \mathbb{Z}_+} \) satisfies
for some real sequences \( \{a_n\}_{n=1}^\infty, \{\beta_n\}_{n\in\mathbb{Z}_+}, \{\gamma_n\}_{n\in\mathbb{Z}_+} \) if and only if \( p_n \) is a polynomial of degree \( n \) for all \( n \geq 0 \) and there exists a finite, signed Borel measure \( \mu \) such that

\[
\int_{-\infty}^{\infty} d\mu(x) = 1,
\]
\[
\int_{-\infty}^{\infty} p_m(x)p_n(x) \, d\mu(x) = 0 \quad \text{for all } n \neq m.
\]

In other words, \( P \) are orthogonal polynomials for the measure \( \mu \). Favard’s theorem was first announced by Favard in 1935 \(^4\), but was discovered independently at about the same time by Shohat and Natanson.

The measure \( \mu \) is clearly only unique up to a diagonal scaling of the polynomial sequence \( P \), but it is also possible that \( \mu \) is non-unique if there exists another measure with the same moments \( M_n = \int_{-\infty}^{\infty} x^n \, d\mu(x) \) (i.e. the moment problem is indeterminate \(^1\)).

The following observations on Favard’s theorem can be readily checked \(^2\).

- \( \mu \) is a positive measure if and only if \( a_n\gamma_{n-1} > 0 \) for all \( n \).
- \( \mu \) is a symmetric measure, i.e. \( d\mu(-x) = d\mu(x) \), if and only if \( \beta_n = 0 \) for all \( n \).
- \( P \) are orthonormal polynomials with respect to a symmetric measure \( \mu \) if and only if \( a_n = \gamma_{n-1} \) for \( n \geq 1 \).

The topic of this paper is the differential analogue of Favard’s theorem, and its consequences. Specifically, this is the characterization of sequences of functions \( \Phi = \{\varphi_n\}_{n\in\mathbb{Z}_+} \) which satisfy

\[
\varphi'_0(x) = \beta_0\varphi_0(x) + \gamma_0\varphi_1(x)
\]
\[
\varphi'_n(x) = a_n\varphi_{n-1}(x) + \beta_n\varphi_n(x) + \gamma_n\varphi_{n+1}(x), \quad n \geq 1,
\]

for some real sequences \( \{a_n\}_{n=1}^\infty, \{\beta_n\}_{n\in\mathbb{Z}_+}, \{\gamma_n\}_{n\in\mathbb{Z}_+} \), where \( \varphi_0 \) is taken as a given smooth function. Despite the fact that differentiation is arguably a purely real-valued affair, we will see that complex coefficients can arise naturally.

The most well known example which satisfies such a differential recurrence is the set of Hermite functions, familiar in mathematical physics:

\[
\varphi_n(x) = \frac{(-1)^n}{(2^n n!)^{1/2}} e^{-x^2/2} H_n(x), \quad n \in \mathbb{Z}_+, \quad x \in \mathbb{R}, \quad (1)
\]

where \( H_n \) is the \( n \)th Hermite polynomial. It is known that

\[
\varphi'_n(x) = -\sqrt{\frac{n}{2}} \varphi_{n-1}(x) + \sqrt{\frac{n+1}{2}} \varphi_{n+1}(x), \quad n \in \mathbb{Z}_+. \quad (2)
\]
Motivation for studying such bases is numerical solution of differential equations. If a solution is approximated using a spectral method in the basis $\Phi$, numerical solutions take the form $u_N(x) = \sum_{n=0}^{N} a_n \varphi_n(x)$, and the derivative (after projecting back onto the span of the first $N+1$ basis elements) is given by $u_N'(x) = \sum_{n=0}^{N} \bar{a}_n \varphi_n(x)$, where $\bar{a} = Da$, and

$$D = \begin{pmatrix}
\beta_0 & \alpha_1 \\
\gamma_0 & \beta_1 & \alpha_2 \\
& \ddots & \ddots & \ddots \\
& & \gamma_{N-1} & \alpha_N & \beta_N
\end{pmatrix}$$

(3)

The matrix $D$ is called the differentiation matrix for the basis $\Phi$. Sparse and structured matrices such as this can be used to an advantage for the numerical linear algebra involved in solving a differential equation numerically.

Beyond the tridiagonal nature of $D$ which is guaranteed by such an analogue of Favard’s theorem, we have the following wish list:

- We wish for $D$ to be skew-symmetric (i.e. $\gamma_n = -\alpha_{n+1}$). This emulates the skew-self-adjointness of the differentiation operator with respect to the standard inner product and zero Dirichlet (or Cauchy) boundary conditions. For numerical solution of time-dependent PDEs this ensures stability in the $\ell_2$ norm on the expansion coefficients. Moreover, solutions of numerous dispersive PDEs, e.g. the linear Schrödinger equation, preserve the $L_2$ norm, and skew-self-adjointness of $D$ ensures that their discretisation does so in the $\ell_2$ norm as well.
- We wish for $\Phi$ to be complete in the sense that all functions of interest can be approximated by finite linear combinations in the basis.
- We wish for $\Phi$ to be an orthonormal basis, since then the discrete $\ell_2$ norm on the expansion coefficients is precisely equal to the continuous $L_2$ norm of the numerical solution, and so the stability properties transfer over to the continuous norm.
- We wish for $\varphi_n(x)$ to be easily computable, perhaps with an explicit analytical formula, and for expansions like $u_N'(x)$ to be easy to work with computationally.

Most of the results in this paper have been published elsewhere by the present authors [8, 9, 10]. Our purposes here are to provide these results in a self-contained fashion, to present the material in a way more suited for experts in classical analysis, and to offer some new examples and insight that generalize the theory.

2 The main theory

At a basic level, the differential analogue of Favard’s theorem is solved by considering functions of the form,

$$\varphi_n(x) = p_n \left( \frac{d}{dx} \right) \varphi_0(x),$$
where \( \{p_n\}_{n \in \mathbb{Z}_+} \) are the orthogonal polynomials with recurrence coefficients \( \{a_n\}_{n=1}^\infty \), \( \{b_n\}_{n \in \mathbb{Z}_+}, \{c_n\}_{n \in \mathbb{Z}_+} \). However, this formulation does not help us design the differentiation matrix to be skew-symmetric unless we allow non-positive measures \( \mu \), nor does it elucidate the function space spanned by \( \{\varphi_n\}_{n \in \mathbb{Z}_+} \) or when the basis will be orthogonal. Cue the following three theorems and their corollaries, which approach the problem via Fourier analysis [8, 9].

**Theorem 1** A set of functions \( \Phi = \{\varphi_n\}_{n \in \mathbb{Z}_+} \subset L_2(\mathbb{R}) \) satisfies

\[
\varphi'_0 = i c_0 \varphi_0 + b_0 \varphi_1 \\
\varphi'_n = -b_{n-1} \varphi_{n-1} + i c_n \varphi_n + b_n \varphi_n
\]

for some sequences \( b_n \in \mathbb{C} \setminus \{0\}, \ c_n \in \mathbb{R} \), if and only if

\[
\varphi_n(x) = e^{i \theta_n} \sqrt{2 \pi} \int_{-\infty}^{\infty} e^{ix \xi} p_n(\xi) g(\xi) \, d\xi, \quad (4)
\]

where

- \( P = \{p_n\}_{n \in \mathbb{Z}_+} \) is an orthonormal polynomial system with respect to \( d\mu \), a probability measure on the real line with all moments finite and with infinitely many points of increase.
- \( g \in L^2(\mathbb{R}) \) is such that \( |\xi^n g(\xi)| \to 0 \) as \( |\xi| \to \infty \) for all \( n \geq 0 \)
- \( \{\theta_n\}_{n \in \mathbb{Z}_+} \subset [0, 2\pi) \)

**Corollary 1** A set of real-valued functions \( \Phi = \{\varphi_n\}_{n \in \mathbb{Z}_+} \subset L_2(\mathbb{R}) \) satisfies

\[
\varphi'_0 = b_0 \varphi_1 \\
\varphi'_n = -b_{n-1} \varphi_{n-1} + b_n \varphi_n
\]

for some sequence \( b_n > 0 \), if and only if \( \Phi \) satisfies the requirements of Theorem 1 but with the extra constraints,

1. The measure \( \mu \) is symmetric, i.e. \( d\mu(-\xi) = d\mu(\xi) \)
2. The function \( g \) has even real part and odd imaginary part
3. \( \theta_n = n\pi/2 \mod 2\pi, \text{ i.e. } e^{i \theta_n} = i^n. \)

**Theorem 2 (Orthogonal systems)** Let \( \Phi = \{\varphi_n\}_{n \in \mathbb{Z}_+} \) satisfy the requirements of Theorem 1. Then \( \Phi \) is orthogonal in \( L_2(\mathbb{R}) \) if and only if \( P \) is orthogonal with respect to the measure \( |g(\xi)|^2 d\xi \). Furthermore, whenever \( \Phi \) is orthogonal, the functions \( \varphi_n/\|g\|_2 \) are orthonormal.

**Proof** It follows from Parseval’s identity for the inner product of Fourier transforms that

\[
\int_{-\infty}^{\infty} \varphi_n(x) \varphi_m(x) \, dx = e^{i(\theta_m - \theta_n)} \int_{-\infty}^{\infty} p_m(\xi)p_n(\xi)|g(\xi)|^2 \, d\xi, \quad n, m \in \mathbb{Z}_+.
\]
Theorem 3 (Orthogonal bases for a Paley–Wiener space) Let \( \Phi = \{ \varphi_n \}_{n \in \mathbb{Z}} \) satisfy the requirements of Theorem 2 with a measure \( d\mu \) such that polynomials are dense in \( L_2(\mathbb{R}; d\mu) \). Then \( \Phi \) forms an orthogonal basis for the Paley–Wiener space \( \text{PW}_\Omega(\mathbb{R}) \) where \( \Omega \) is the support of \( d\mu \).

The key consequence of Theorem 3 is that for a basis \( \Phi \) satisfying the requirements of Theorem 2 to be complete in \( L_2(\mathbb{R}) \), it is necessary that the polynomial basis \( P \) is orthogonal with respect to a measure which is supported on the whole real line.

3 Examples

For an absolutely continuous measure \( d\mu(\xi) = w(\xi)d\xi \) with orthonormal polynomials \( P = \{ p_n \}_{n \in \mathbb{Z}} \), we consider the following to be its canonical associated orthonormal basis functions:

\[
\varphi_n(x) = \frac{in}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{ix\xi} p_n(\xi)|w(\xi)|^{\frac{1}{2}} d\xi. \tag{5}
\]

With this particular representation, the coefficients \( \{ b_n \}_{n \in \mathbb{Z}} \) have the convenient property that they are all positive real numbers. The coefficients in the differentiation matrix for \( \Phi \) also correspond nicely with the three-term recurrence coefficients of the orthonormal polynomials:

\[
\xi p_n(\xi) = b_{n-1}p_{n-1}(\xi) + c_n p_n(\xi) + b_np_{n+1}(\xi) \iff \varphi_n'(\xi) = -b_{n-1}\varphi_{n-1}(\xi) + ic_n \varphi_n(\xi) + b_n \varphi_{n+1}(\xi)
\]

The terminology we use for these bases is as follows. If the polynomial basis \( P \) has a name, such as the Chebyshev polynomials, then we call the basis \( \Phi \) the transformed Chebyshev functions.

3.1 Jacobi

Transformed Jacobi functions are related to Bessel functions. The measure of orthogonality is

\[
d\mu(\xi) = \chi_{(-1,1)}(\xi)(1-\xi)^\alpha(1+\xi)^\beta d\xi, \tag{6}
\]

for given \( \alpha, \beta > -1 \). It is possible to give an analytic formula for the first few transformed basis functions in terms of hypergeometric functions, for example,
\[
\varphi_0(x) = \frac{1}{\sqrt{2\pi}} \int_{-1}^{1} (1 - \xi)^{\alpha/2} (1 + \xi)^{\beta/2} \frac{e^{ix\xi}}{\sqrt{2^{\alpha/2}\beta/2!} B(\alpha/2 + 1, \beta/2 + 1)} d\xi
= \frac{2^{\alpha/4 + \beta/4}}{\sqrt{\pi}} \sqrt{B(\alpha/2 + 1, \beta/2 + 1)} e^{ix} \mathcal{F}_1 \left[ \frac{1 + \alpha/2}{2 + (\alpha + \beta)/2}; \frac{1}{2} \right].
\]

However, we do not believe that any traction can be gained from working out these functions for general \(\alpha\) and \(\beta\). A special case of the Jacobi polynomials is the family of ultraspherical polynomials, \(\beta = \alpha\), whereby

\[
b_n = \sqrt{\frac{(n + 1)(n + 2\alpha + 1)}{(2n + 2\alpha + 1)(2n + 2\alpha + 3)}}, \quad n \in \mathbb{Z}_+,
\]

and \(c_n = 0\) for all \(n \in \mathbb{Z}_+\). The first two transformed ultraspherical functions are

\[
\varphi_0(x) = C_\alpha \left( \frac{2}{x} \right)^{(1 + \alpha)/2} J_{(1 + \alpha)/2}(x)
\]

\[
\varphi_1(x) = C_\alpha \sqrt{3 + 2\alpha} \left( \frac{2}{x} \right)^{(1 + \alpha)/2} J_{(3 + \alpha)/2}(x),
\]

where \(J_{\nu}(x)\) is the Bessel function of order \(\nu > -1\), and

\[
C_\alpha^2 = \frac{\Gamma(\alpha + 3/2)\Gamma(\alpha/2 + 1)}{2^{\alpha+1}\Gamma((1 + \alpha)/2)}.
\]

For higher indices these functions become more complicated expressions involving polynomials in \(1/x\) and Bessel functions. However, in the special case \(\alpha = 0\) of Legendre polynomials these reduce to a very neat form [8],

\[
\varphi_n(x) = \sqrt{n + \frac{1}{2}} J_{n+1/2}(x), \quad n \in \mathbb{Z}_+.
\]

Fig. 1 displays the first four transformed Legendre functions.

Of course, all functions \(\Phi\) ‘seeded’ by Jacobi polynomials are necessarily band limited and live in \(\text{PW}_{(-1, 1)}(\mathbb{R})\). This could be useful in some applications, such as signal processing, but as stated in the introduction, we would like to generate bases which are complete in \(L_2(\mathbb{R})\). By Theorem 3 we will need to take polynomials which are orthonormal on the whole real line order to achieve this.

### 3.2 Hermite

Under the transform in equation (5), the Hermite polynomials map directly to Hermite functions, so these polynomials hold a special position as a sort of fixed point in this
theory. We already mentioned Hermite functions, generated by \( d\mu(\xi) = e^{-\xi^2} d\xi \), in [2]. They are widely used in computation on the real line and are a univariate case of Hagedorn wave packets [12]. It has been proved in [8] that they are unique among all systems \( \Phi \) consistent with Theorems 2–3 with the representation \( \varphi_n(x) = h(x)q_n(x) \), where \( h \in L^2(\mathbb{R}) \) and each \( q_n \) is a polynomial of degree \( n \).

Hermite functions obey the Cramér inequality \( |\varphi_n(x)| \leq \pi^{-1/4}, x \in \mathbb{R}, n \in \mathbb{Z}_+ \), and several helpful identities, while their generating function is inherited in a straightforward manner from Hermite polynomials.

### 3.3 Generalized Hermite

Let \( \eta > -1/2 \). The generalized Hermite polynomials \( H^{(\eta)}_n \) are orthogonal with respect to

\[
d\mu(\xi) = |\xi|^{2\eta}e^{-\xi^2} d\xi, \quad \xi \in \mathbb{R}
\]

and obey the three-term recurrence relation

\[
H^{(\eta)}_{n+1}(\xi) = 2\xi H^{(\eta)}_n(\xi) - 2(n + \theta_n)H^{(\eta)}_{n-1}(\xi),
\]
where $\theta_n = 0$ for an even $n$ and $\theta_n = 2\eta$ otherwise [2, p. 156–157]. The explicit form of $\Phi$ has been derived in [8] – the algebra is fairly laborious. Simplifying somewhat the formulæ therein with the first Kummer formula [18, p. 125], we have

$$\varphi_{2n}(x) = c_0 \frac{(-1)^n \left( \frac{1}{2} + \frac{\eta}{2} \right)_n}{2^n} \sum_{\ell=0}^{n} \binom{n}{\ell} \left( -1 \right)^\ell \frac{(-n-\eta+1/2)_{\ell}}{2^\ell (-n+1/2-\eta/2)_{\ell}} F_1 \left[ \frac{n-\ell+\eta+1}{2} - \frac{x^2}{2} \right],$$

$$\varphi_{2n+1}(x) = c_0 \frac{(-1)^n \left( \frac{3}{2} + \frac{\eta}{2} \right)_n}{2^n} \sum_{\ell=0}^{n} \binom{n}{\ell} \left( -1 \right)^\ell \frac{(-n-\eta-1/2)_{\ell}}{2^\ell (-n-1/2-\eta/2)_{\ell}} F_1 \left[ \frac{n-\ell+\eta+3}{2} - \frac{x^2}{2} \right],$$

where the normalising constant $c_0$ can be obtained from $c_0^2 \int_{-\infty}^{\infty} \varphi_0^2(x) dx = 1$, $c_0 > 0$.

Figs 2–3 display Hermite functions and transformed generalized Hermite system for $\eta = 1$. Hermite functions are, needless to say, the familiar Hermite polynomials scaled by $e^{-x^2}$ and they demonstrate rapid decay, while their zeros are all real and interlace. Less is known about the case $\eta = 1$ except that the functions evidently decay more sedately.
The transformed Laguerre functions are related to the Fourier basis. The Laguerre weight is
\[ d\mu_\xi = \chi_{[0,\infty)}(\xi)e^{-\xi} \, d\xi. \]

As described in [9], transformed Laguerre functions have the particularly elegant form,
\[ \varphi_n(x) = \sqrt{\frac{2^n}{\pi}} \frac{(1 + 2ix)^n}{(1 - 2ix)^{n+1}}, \quad n \in \mathbb{Z}. \]

These functions do not form a complete orthonormal basis for \( L(\mathbb{R}) \); by Theorem 3 they are dense in \( PW_{[0,\infty)}(\mathbb{R}) \). If we want to obtain a basis which is dense in \( L^2(\mathbb{R}) \), all we need to do is take a direct sum of these functions with the functions associated to the Laguerre measure on \((-\infty, 0]\), namely \( d\mu(\xi) = \chi_{(-\infty, 0]}(\xi)e^\xi \, d\xi \). This corresponds to simply taking the above formula and indexing it by \( n \in \mathbb{Z} \), resulting in what are known in harmonic analysis as the Malmquist–Takenaka functions,
\[ \varphi_n(x) = \sqrt{\frac{2^n}{\pi}} \frac{(1 + 2ix)^n}{(1 - 2ix)^{n+1}}, \quad n \in \mathbb{Z}. \]
These functions have a wealth of beautiful properties and have been discovered and rediscovered over nearly a century since their initial discovery by Malmquist [15] and Takenaka [21], both in 1926.

The most notable property of the Malmquist–Takenaka basis is its relation to the Fourier basis. If we make the change of variables \( \vartheta = 2 \arctan(2x) \) and \( x = \frac{1}{2} \tan \left( \frac{\vartheta}{2} \right) \), then

\[
\varphi_n(x) = \sqrt{\frac{2}{\pi}} e^{i(n+\frac{1}{2})\vartheta} \cos \left( \frac{\vartheta}{2} \right) \tag{9}
\]

So we see that the Malmquist–Takenaka basis is the Fourier basis in disguise, which leads to a fast FFT-based algorithm to compute the expansion coefficients of a given \( f \in L_2(\mathbb{R}) \) (see Section 4).

### 3.5 Generalized Laguerre

The transformed generalized Laguerre functions are related to Szegő–Askey polynomials on the unit circle. The generalized Laguerre measure is given by,

\[
d\mu(\xi) = \chi_{(0,\infty)}(\xi)\xi^\alpha e^{-\xi} d\xi,
\]

where \( \alpha > -1 \). The case \( \alpha = 0 \) gives the standard Laguerre polynomials. The corresponding orthogonal polynomials are the generalized Laguerre polynomials.
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\[ L_n^{(\alpha)}(\xi) = \frac{(1 + \alpha)_n}{n!} {}_1F_1\left[\begin{array}{c}
-\alpha; \\
1 + \alpha, \xi
\end{array} \right] = \frac{(1 + \alpha)_n}{n!} \sum_{\ell=0}^{n} (-1)^\ell \binom{n}{\ell} \frac{\xi^\ell}{(1 + \alpha)\ell}, \]

where \((z)_m = z(z+1) \cdots (z+m-1)\) is the Pochhammer symbol and \(_1F_1\) is a confluent hypergeometric function [18, p. 200]. The Laguerre polynomials obey the recurrence relation

\[(n + 1)L_{n+1}^{(\alpha)}(\xi) = (2n + 1 + \alpha - \xi)L_n^{(\alpha)}(\xi) - (n + \alpha)L_{n-1}^{(\alpha)}(\xi).\]

We deduce after simple algebra that the normalized polynomials have three-term recurrence coefficients given by,

\[b_n = \sqrt{(n + 1)(n + 1 + \alpha)}, \quad c_n = 2n + 1 + \alpha.\]

After lengthy algebra, it was shown in [9] that the transformed generalized Laguerre functions can be expressed by

\[\varphi_n(x) = (-1)^n \sqrt{\frac{2}{\pi}} \left( \frac{1}{1 - 2ix} \right)^{1+\alpha} \Pi_n^{(\alpha)} \left( \frac{1 + 2ix}{1 - 2ix} \right), \quad (10)\]

where \(\Pi_n^{(\alpha)}\) is a polynomial of degree \(n\). Using the substitution \(x = \frac{1}{2} \tan \frac{\theta}{2}\) for \(\theta \in (-\pi, \pi)\), which implies \((1 + 2ix)/(1 - 2ix) = e^{i\theta}\), the orthonormality of the basis \(\Phi\) can be seen to imply that \(\{\Pi_n^{(\alpha)}\}_{n \in \mathbb{Z}_+}\) are in fact orthogonal polynomials on the unit circle (OPUC) with respect to the weight

\[W(\theta) = \cos^n \frac{\theta}{2}.\]

To be clear, this means that for all \(n, m \in \mathbb{Z}_+\),

\[\frac{1}{2\pi} \int_{-\pi}^{\pi} \Pi_n^{(\alpha)}(e^{i\theta})\Pi_m^{(\alpha)}(e^{i\theta}) \cos^n \frac{\theta}{2} \, d\theta = \delta_{n,m}.\]

These polynomials are related to the Szegő–Askey polynomials [16, 18.33.13], \(\{\varphi_n^{(\ell)}\}_{n \in \mathbb{Z}_+}\), which satisfy

\[\frac{1}{2\pi} \int_{-\pi}^{\pi} \varphi_n^{(\ell)}(e^{i\theta})\varphi_m^{(\ell)}(e^{i\theta}) (1 - \cos \theta)^d \, d\theta = \delta_{n,m},\]

by the relation \(\Pi_n^{(\alpha)}(z) \propto \varphi_n^{(\alpha/2)}(-z)\). In turn, these polynomials are related to the Jacobi polynomials \(P_n^{(\alpha-1, 1/2)}\) and \(P_n^{(\alpha+1, -1/2)}\) via the Delsarte–Genin relationship [20].
3.6 Continuous Hahn

Continuous Hahn polynomials \[11\] are orthogonal with respect to the measure
\[
d\mu_{a,b}(\xi) = \frac{1}{2\pi} |\Gamma(a + i\xi)\Gamma(b - i\xi)|^2 d\xi, \quad \xi \in (-\infty, \infty),
\]
where \(a\) and \(b\) are complex parameters with positive real part. The transformed continuous Hahn functions are related to Jacobi polynomials in the following way. Take the following square root of the measure,
\[
g_{a,b}(\xi) = \frac{1}{\sqrt{2\pi}} \Gamma(a + i\xi)\Gamma(b - i\xi).
\]
Note that in general \(g_{a,b}\) is a complex valued function, hence it deviates from what we declared as ‘canonical’ at the beginning of Section 3. Note further that when \(a\) and \(b\) are real, it has an even real part and odd imaginary part, so the resulting transformed functions can be made to be real-valued in this case by Corollary \[11\].

In \[10\], the following remarkable identity was shown (in fact an analogous identity was shown for the non-standard continuous Hahn measure \(d\mu_{a,b}(\xi/2)\)). Let \(p_n\) be the normalized continuous Hahn polynomials (with parameters \(a\) and \(b\)), then
\[
\begin{align*}
\frac{1}{2\pi} & \int_{-\infty}^{\infty} p_n(\xi)\Gamma(a + i\xi)\Gamma(b - i\xi) \, d\xi \\
& = \left(1 - \frac{1}{4} \tanh \frac{x}{2}\right)^a \left(1 + \frac{1}{4} \tanh \frac{x}{2}\right)^b p_n^{(a,b)} \left(\frac{1}{2} \tanh \frac{x}{2}\right)
\end{align*}
\]
where \(\alpha = 2a - 1, \beta = 2b - 1\) and \(p_n^{(a,b)}\) is the \(n\)th Jacobi polynomial, normalized with respect to the measure \[6\]. It turns out that this relationship between continuous Hahn polynomials and Jacobi polynomials generalizes a little-known identity due to Ramanujan \[19\], namely
\[
\int_{-\infty}^{\infty} |\Gamma(a + i\xi)|^2 e^{ix\xi} \, d\xi = \frac{\sqrt{\pi} \Gamma(a + \frac{1}{2})}{\cosh^{1+a} \left(\frac{x}{2}\right)}, \quad a > 0.
\]

Instead of ‘transformed continuous Hahn functions’, we call these functions the tanh–Jacobi functions \[10\]. It is convenient to map \(\frac{x}{2} \to x\), both for aesthetic reasons and because this facilitates the computation of expansion coefficients in line with Subsection 4.1. Thus, in place of \[11\], we have
\[
\varphi_{n}^{a,b}(x) = (1 - \tanh x)^a (1 + \tanh x)^b p_n^{(2a-1,2b-1)}(\tanh x), \quad n \in \mathbb{Z}_+.
\]
Computational considerations

4.1 Computation of expansion coefficients

A major consideration in the choice of a practical basis $\Phi$ in the context of spectral methods for PDEs is the speed and ease of the calculation of the first $N$ expansion coefficients $\hat{f}_n$ such that $\hat{f}(x) = \sum_n \hat{f}_n \varphi_n(x)$ for $f \in L^2(\mathbb{R})$. The simplest algorithm, suitable for all bases $\Phi$, is to compute the coefficients with an $N$-point Gauss–Hermite quadrature. Provided that quadrature nodes and weights are tabulated in advance to allow for repeated calculation, each such computation requires $O(N^2)$ operations if done naively. However, in the case of Hermite functions one can exploit the three-term recurrence relation for Hermite polynomials to derive an $O(N \log^2 N)$ algorithm \[13\]. The issue, though, is the stability of this procedure. Three-term recurrence relations tend to be unstable in their numerical implementation. While they can be computed stably in a bounded interval using the Clenshaw algorithm \[5\], once polynomials are orthogonal in $\mathbb{R}$, it is an elementary consequence of standard theory of orthogonal polynomials that their recurrence relations are unbounded (cf. for example \(2\)) – this presents rather delicate implementation issues.

At least five kinds of systems $\Phi$ in the present framework can computed faster (and stably). Letting $e^{i\theta} = (1 + 2ix)/(1 - 2ix)$ in the expression for the coefficients for Malmquist–Takenaka functions \[8\], we obtain
\[ \hat{f}_n = \int_{-\infty}^{\infty} f(x) \varphi_n(x) dx = \frac{(-i)^n}{\sqrt{2\pi}} \int_{-\pi}^{\pi} (1 - i \tan \frac{\theta}{2}) f\left(\frac{1}{2} \tan \frac{\theta}{2}\right) e^{-i n \theta} d\theta, \]

which can be computed for \(-N/2 + 1 \leq n \leq N/2\) by FFT in \(O(N \log N)\) operations.

The set of all bases \(\Phi\) with this feature (namely that the expansion coefficients are equal by a monotone change of variables to the Fourier expansion coefficients of a modified function) is mildly larger:

\[ \Phi = \left\{ \gamma_n \sqrt{\text{Im} \omega} e^{i \omega x} \frac{(\lambda - x)^{n+\delta}}{(\lambda - x)^{n+\delta+1}} : n \in \mathbb{Z} \right\}, \]

where \(\delta, \omega \in \mathbb{R}, \lambda \in \mathbb{C} \setminus \mathbb{R}\) and \(\gamma_n \in \mathbb{C}, |\gamma_n| = 1,\) for all \(n \in \mathbb{Z}\) [9]. Malmquist–Takenaka corresponds to \(\delta = \omega = 0, \lambda = i/2\) and \(\gamma_n = (-i)^n\).

Four systems (11), corresponding to continuous Hahn polynomials, can be computed in \(O(N \log N)\) operations using Fast Cosine Transform – they correspond to \((a, b) \in \left\{ (\frac{1}{4}, \frac{1}{4}), (\frac{1}{4}, \frac{3}{4}), (\frac{3}{4}, \frac{1}{4}), (\frac{3}{4}, \frac{3}{4}) \right\}\), whereby the Jacobi polynomials become Chebyshev polynomials of one of four kinds. This follows from (12) by the change of variables \(y = \tanh x\) in the integral expression for the coefficients.

We note in passing another approach toward the calculation of expansion coefficients. The expansion coefficients of \(f\) with respect to a basis \(\Phi\) coincide with the expansion coefficients of its Fourier transform with respect to the basis \(P\) of orthogonal polynomials and the inner product induced by their measure. Since computing a Fourier transform with FFT costs \(O(N \log N)\) operations for the first \(N\) coefficients, we can complement it by a computation of conventional orthogonal expansion. While such \(O(N \log N)\) expansions do exist [17], they are unfortunately restricted to Jacobi polynomials. Unless we wish to expand \(f\) in \(PW_{(-1,1)}(\mathbb{R})\), this approach – at any rate, in our current state of knowledge – is not competitive.

### 4.2 Approximation theory on the real line

Approximation theory of analytic functions by orthogonal bases is well established in compact intervals, not so in \(\mathbb{R}\). The analyticity of \(f\) is assumed in a Bernstein ellipse surrounding an interval, whereby exponentially-fast convergence of partial sums in the underlying \(L_2\) norm is established, at a speed dependent on the eccentricity of ellipse. This construction fails once the interval is infinite and no alternative overarching theory is available.

The one alternative is the classical method of steepest descent which, with a significant extent of algebraic manipulation, allows the computation of the rate of decay of expansion coefficients. The snag, though, is that each new function calls for new analysis and no general theory is available. And the little we know is baffling!
Take the Malmquist–Takenaka basis, for example. Weideman computed the rate of decay of the coefficients \( \hat{f}_n, n \in \mathbb{Z} \), for several choices of an analytic function, finding

\[
\text{for } f(x) = \frac{1}{1 + x^4} \text{ we have } \hat{f}_n = O(\rho^{-|n|}), \quad \rho = 1 + \sqrt{2}
\]

—an exponential rate of decay. Seems like the spectral decay cherished by numerical analysts. Yet,

\[
\text{for } f(x) = \frac{\sin x}{1 + x^4} \text{ we have } \hat{f}_n = O(|n|^{-9/4})
\]

and the convergence is, horrifyingly, little better than quadratic. Thinking naively, \( \sin x \) is an entire function, uniformly bounded in magnitude in \( \mathbb{R} \): what can go wrong? The cause of the collapse in the speed of convergence is that \( \sin x \) has an essential singularity at \( \infty \), the North Pole of the Riemann sphere.

Yet, the rules underlying an essential singularity at \( \infty \) are hazy as well. If instead of \( \sin x/(1 + x^4) \) we consider \( \sin x/(1 + x^2) \), the rate of decay drops to \( O(|n|^{-5/4}) \), while

\[
\text{for } f(x) = e^{-x^2} \text{ we have } \hat{f}_n = O(e^{-3|n|^{1/2}}) \\
\text{and for } f(x) = \frac{1}{\cosh x} \text{ we have } \hat{f}_n = O(e^{-2|n|^{1/2}})
\]

A comprehensive convergence theory for analytic functions on the real line is a significant challenge for approximation theory.

A specific type of functions of significant interest in computational quantum mechanics are wave packets, because in the Born–Oppenheimer formulation a wave function of a quantum system can be approximated to high accuracy by a linear combination of such functions. Thus, once we contemplate using a basis \( \Phi \) as the ‘engine’ of a spectral method to discretize PDEs of quantum mechanics, a natural question is how well it does in approximating wave packets. In a univariate setting a wave packet has the form \( \cos(\omega x)e^{-\alpha(x-x_0)^2} \), where \( \alpha > 0, \omega, x_0 \in \mathbb{R} \) and typically \( |\omega| \gg 1 \). A forthcoming paper \[7\] analyses, using the method of steepest descent, the performance of different \( \Phi \)s in this context. It turns out that, once we wish to attain given accuracy, the performance is different for distinct orthonormal systems and that Malmquist–Takenaka functions appear to display the fastest convergence in the large \( \omega \) regime.

5 Periodic bases arising from discrete orthogonal polynomials

Let \( Z \subseteq \mathbb{Z} \) be a set of infinite cardinality. Define the discrete inner product,

\[
\langle f, h \rangle = \sum_{k \in Z} \sigma_k f(k) \overline{h(k)}, \quad (13)
\]
where $\sigma_k > 0$, $k \in \mathbb{Z}$, normalized so that $\langle 1, 1 \rangle = 1$. Typically we’ll choose \( \mathbb{Z} = \mathbb{Z}_+, \) or $\mathbb{Z}$. The expression in (13) defines an inner product, hence we can form a corresponding orthonormal polynomial system, $P = \{ p_n \}_{n \in \mathbb{Z}_+}$.

Consider the $2\pi$-periodic functions $\Phi = \{ \varphi_n \}_{n \in \mathbb{Z}_+}$ given by,

$$
\varphi_n(x) = i^n \sum_{k \in \mathbb{Z}} \sqrt{\sigma_k} p_n(k) e^{ikx}, \quad n \in \mathbb{Z}_+, \quad x \in \mathbb{R}.
$$

Then, first of all, $P$ being orthonormal with respect to the positive measure $\sum_k \sigma_k \delta(x - k)$, there exist real coefficients $B = \{ b_n \}_{n \in \mathbb{Z}_+}$ and $C = \{ c_n \}_{n \in \mathbb{Z}_+}$ such that

$$
\xi p_n(\xi) = b_{n-1} p_{n-1}(\xi) + c_n p_n(\xi) + b_n p_{n+1}(\xi), \quad n \in \mathbb{Z}_+,
$$

where $b_{-1} = 0$ and $b_n > 0$, $n \in \mathbb{Z}_+$. Differentiating this Fourier series term by term reveals that

$$
\varphi'_n(x) = -b_{n-1} \varphi_{n-1}(x) + c_n \varphi_n(x) + b_n \varphi_{n+1}(x), \quad n \in \mathbb{Z}_+.
$$

Furthermore, Parseval’s identity for a Fourier series gives us

$$
\frac{1}{2\pi} \int_{-\pi}^{\pi} \varphi_m(x) \overline{\varphi_n}(\xi) \, dx = i^{m-n} \sum_{k \in \mathbb{Z}} \sigma_k p_m(k) p_n(k) = \delta_{m,n}.
$$

Therefore, these functions are orthonormal on $L_2(-\pi, \pi)$. As can be seen, Theorem 11 and Theorem 12 appear to generalize naturally to periodic functions in $L_2(-\pi, \pi)$ via discrete orthogonal polynomials. The analogue of Theorem 3 here also holds.

It is of course legitimate to claim that we already have the perfect orthonormal system in $L_2(-\pi, \pi) \cap C_\per(-\pi, \pi)$ – the Fourier basis – which has not a tridiagonal differentiation matrix, but a diagonal one. Of course, it also enjoys the added advantage of fast computation with FFT. Thus, it might well be that, in the greater scheme of things, new orthonormal systems of this kind are not of an immediate use. Having said so, at this stage we simply don’t know!

Fig. 6 displays the first four transformed functions of the bilateral Charlier measure $d\mu_{1/2}$, where

$$
\int_{-\infty}^{\infty} f(\xi) d\mu_a(\xi) = \sum_{k=\infty}^{\infty} a^{|k|} |k|! f(k), \quad a > 0.
$$

(We symmetrize the standard Charlier measure so that the transformed functions are real.) The functions are displayed within a single period.
6 Challenges and outlook

This paper describes a theory in the making. The results we have uncovered so far are surprisingly elegant, perhaps because they combine the beautiful, rich theories of orthogonal polynomials and Fourier analysis. Standard orthogonal polynomials exhibit deep mathematical structure, and a major challenge is to explore if – and how – this structure is inherited by orthonormal systems $\Phi$.

6.1 Transform pairs

One thing that is particularly interesting is how in certain cases the canonical transformed functions $\Phi$ of a family of orthonormal polynomials $P$ can be expressed in terms of another family of orthonormal polynomials $Q = \{q_n\}_{n \in \mathbb{Z}}$ or in terms of known special functions. We summarize the known relationships in the following table.

The relationship between ultraspherical polynomials and Bessel functions via the Fourier transform is well known to those well-versed in special functions. Less so is the relationship between generalized Laguerre polynomials and Szegő–Askey polynomials on the unit circle as in (10), which appears to be noted first by the present
### 6.2 Location of zeros

It is well known that zeros of orthogonal polynomials are real, reside in the support of the measure and that zeros of \( p_{n-1} \) and \( p_n \) interlace. None of these features can be taken for granted for orthonormal bases \( \Phi \). Often they are – definitely, and by design, in the case of Hermite and continuous Hahn measures, because each \( \varphi \) is a multiple of \( p_n \), possibly with a strictly monotone change of argument. Sometimes the problem makes no sense: once \( d\mu \) is not symmetric with respect to the origin, \( \varphi_n \) is in general complex-valued. Malmquist–Takenaka functions (8), for example, have no real zeros at all.

In general the picture is more hazy. Transformed Legendre functions (7) have an infinity of real zeros and the zeros of \( \varphi_{n-1} \) and \( \varphi_n \) interlace: this follows from familiar properties of Bessel functions. The case \( d\mu(\xi) = (1 + \xi^2)e^{-\xi^2}d\xi \) is displayed in Fig. 7 and all bets are off! \( \varphi_0 \) has two zeros, \( \varphi_1 \) has three and \( \varphi_2 \) four – but, lest a pattern is discerned, \( \varphi_3 \) has just three, except that the zero at the origin has nontrivial multiplicity, while \( \varphi_4 \) also has three zeros while the multiplicity of the zero at the origin appears to grow. The analysis of zeros and their locations for general systems \( \Phi \) is currently an open problem.

### 6.3 Sobolev orthogonality

A natural question to ask is on the extension of our theory to more ‘exotic’ kinds of orthogonality, e.g. the Sobolev \( H^1(\mathbb{R}) \) inner product

\[
\langle f_1, f_2 \rangle = \int_{-\infty}^{\infty} f_1(x) f_2(x) dx + \int_{-\infty}^{\infty} f_1'(x) f_2'(x) dx.
\]
The functions \( \varphi_n, n = 0, \ldots, 4 \), for \( d\mu(\xi) = (1 + \xi^2)e^{-\xi^2}d\xi \).

This will be a subject of a forthcoming paper by the current authors. Spectral methods which are built of such a basis are stable in the \( H^1_\mu(\mathbb{R}) \) Sobolev norm, as opposed to the \( L^2(\mathbb{R}) \) norm.

### 6.4 Beyond the canonical form

The canonical form given in equation 5 guarantees that \( \Phi \) is an orthonormal set in \( L^2(\mathbb{R}) \) and \( b_n > 0 \). However, this choice is not unique. Consider a basis of the form

\[
\varphi_n(x) = \frac{i^n}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{ix\xi} p_n(\xi)e^{i\sigma(\xi)\log(\xi)} \frac{1}{2} d\xi,
\]

for a measurable function \( \sigma : \text{supp}(\mu) \rightarrow \mathbb{R} \). These bases are all orthonormal in \( L^2(\mathbb{R}) \) by Theorem 2 and it is readily checked that all of these bases have precisely the same differentiation matrix i.e. the coefficients \( b_n \) and \( c_n \) do not depend on the function \( \sigma \). This is a subtle – yet crucial – distinction between orthogonal polynomials and their transformed functions. Orthogonal monic polynomials are defined uniquely by the Jacobi matrix, while a differentiation matrix is insufficient to define \( \Phi \): we also need to specify \( \varphi_0 \), say, yet not every \( \varphi_0 \) corresponds to an orthonormal system! The choice of \( \sigma \) in (14) captures this added freedom, while ensuring that \( \Phi \) is orthonormal.

This fact has particularly interesting consequences when placed in the context of solving unitary PDEs such as Schrödinger’s equation. A Schrödinger equation in one
space dimension reads
\[
\frac{\partial u}{\partial t} = i \frac{\partial^2 u}{\partial x^2} + iF(x, u),
\]
where \( F \) is the interaction potential. There are good phenomenological reasons to solve it along the entire real line, with the initial condition \( u(x, 0) = u_0(x), x \in \mathbb{R} \), where \( u_0 \in L_2(\mathbb{R}) \). A powerful approach toward the numerical solution of this equation is the concept of **splittings**: the solution is represented as a composition of solutions of the equation
\[
\frac{\partial u}{\partial t} = i \frac{\partial^2 u}{\partial x^2}
\]  
(\text{the free Schrödinger equation}) and of the ordinary differential equation \( \frac{\partial u}{\partial t} = iF(x, u) \). This results in powerful numerical methods that recover many qualitative attributes of the solution. Suppose that we are using a spectral method with the basis \( \Phi \), consistent with the theory of Section 2 and with a skew-symmetric (or skew-Hermitian) differentiation matrix. Then
\[
u_0(x) = \sum_{n \in \mathbb{Z}} \hat{u}_n \varphi_n(x) \quad \Rightarrow \quad u(x, t) = \sum_{n \in \mathbb{Z}} \hat{u}_n \psi_n(x, t),
\]
where
\[
\psi_n(x, t) = \frac{i^n}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{ix\xi} p_n(\xi) e^{i\xi^2|g(\xi)|^2} d\xi.
\]
Each \( \psi_n \) is the solution of (15) with the initial condition \( u(x, 0) = \varphi_n(x), x \in \mathbb{R} \).

### 6.5 A Freudian slip – why we need more polynomials

The size of the differentiation matrix matters! Numerous applications of spectral methods require the evaluation of the matrix exponential \( e^{\tau D_N} \) or \( e^{i\tau D_N^*} \), where \( D_N \) is the \( N \times N \) principal section of \( D \) and \( \tau \) is the time step. Once \( D \) is skew-Hermitian, these exponentials are unitary: this helps to guarantee stability in the sense of Lax. Practical considerations, in particular the wish to use large \( \tau \), require the coefficients of \( D \) to be as small as possible (more specifically, the spectral radius of \( D_N \) should be minimized). However, Section 2 and the connection between the entries of \( D \) and recurrence coefficients of \( P \), imply that the off-diagonal entries cannot be bounded:
\[
\lim \sup_{n \to \infty} \sigma_n, \lim \sup_{n \to \infty} \gamma_n = +\infty.
\]
Thus, for Hermite \( \alpha_n = \sqrt{(n + 1)/2} \) and for Malmquist–Takenaka \( \alpha_n = n + 1 \).

The objective, thus, is to identify \( P \) supported in \( \mathbb{R} \) and, for simplicity, with symmetric \( d\mu \), such that the \( \alpha_n \)s increase at a lower rate. (Symmetry implies \( \beta_n \equiv 0 \) and \( \gamma_n = -\alpha_n \) in (3).) The obvious recourse is to use **Freud polynomials**, orthogonal with respect to \( e^{-i|x|^\sigma} \), \( \sigma > 0, x \in \mathbb{R} \). According to the celebrated **Freud conjecture**, proved by Lubinsky, Mhaskar and Saff, it is true that \( \alpha_n = O(n^{1/\sigma}) \). The larger \( \sigma \), the slower the decay! Yet, it is not enough to specify a measure, we also need to
have the polynomials in an explicit form in order to construct the set \( \Phi \), or at the very least know their recurrence coefficients. Unfortunately, and with the exception of Hermite polynomials \((\sigma = 2)\), the explicit form of Freud polynomials is unknown! Although there are known string relations for their recurrence coefficients, they are highly unstable as a numerical means to derive recurrence coefficients. Thus, the challenge is to find orthogonal polynomials supported on the real line (and ideally with a symmetric measure) whose recurrence relations are known explicitly and increase slowly.

The current state of our knowledge of orthogonal polynomials in \( L_2(\mathbb{R}) \) is highly incomplete. Few families are known explicitly and their recurrence coefficients grow too fast for our liking. We need more polynomials!
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