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Abstract—Transfer learning, or domain adaptation, is concerned with machine learning problems in which training and testing data come from possibly different probability distributions. In this work, we give an information-theoretic analysis of the generalization error and excess risk of transfer learning algorithms. Our results suggest, perhaps as expected, that the Kullback-Leibler (KL) divergence $D(\mu || \mu')$ plays an important role in the characterizations where $\mu$ and $\mu'$ denote the distribution of the training data and the testing data, respectively. Specifically, we provide generalization error and excess risk upper bounds for learning algorithms where data from both distributions are available in the training phase. Recognizing that the bounds could be sub-optimal in general, we provide improved excess risk upper bounds for a certain class of algorithms, including the empirical risk minimization (ERM) algorithm, by making stronger assumptions through the central condition. To demonstrate the usefulness of the bounds, we further extend the analysis to the Gibbs algorithm and the noisy stochastic gradient descent method. We then generalize the mutual information bound with other divergences such as $\phi$-divergence and Wasserstein distance, which may lead to tighter bounds and can handle the case when $\mu$ is not absolutely continuous with respect to $\mu'$. Several numerical results are provided to demonstrate our theoretical findings. Lastly, to address the problem that the bounds are often not directly applicable in practice due to the absence of the distributional knowledge of the data, we develop an algorithm (called InfoBoost) that dynamically adjusts the importance weights for both source and target data based on certain information measures. The empirical results show the effectiveness of the proposed algorithm.
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I. INTRODUCTION

A LEARNING algorithm is viewed as a stochastic mapping, which takes training data as its input and produces a hypothesis as the output. The output hypothesis will then be used on data not seen before (testing data). Most machine learning methods focus on the setup where the training and testing data are drawn from the same distribution. Transfer learning, or domain adaptation, is concerned with machine learning problems where training and testing data come from possibly different distributions. This setup is of particular interest in real-world applications, as in many cases we often have easy access to a substantial amount of labelled (or unlabelled) data from a distribution $\mu$, namely the source domain, on which our learning algorithm trains, but wish to use the trained hypothesis for data coming from a different distribution $\mu'$, namely the target domain, from which we have limited data for training. Generalization error, a crucial measure of learning performance, is defined as the difference between the empirical loss and the population loss for a given hypothesis and indicates if the hypothesis suffers from overfitting or underfitting for the target domain of interest. Conventionally, many bounding techniques are proposed under different conditions and assumptions for traditional machine learning methods. For example, Vapnik and Chervonenkis [2] proposed VC-dimension which describes the richness of a hypothesis class for generalization ability. The notion of “algorithmic stability” was introduced in [3] and [4] for bounding the generalization error, by examining if a single training sample has a significant effect on the expected loss. PAC-Bayes bounds are a class of algorithm-dependent bounds first introduced by McAllester [5]. Xu and Mannor [6] develop another notion, namely the robustness for the generalization. Unlike the stability, the robustness conveys geometric intuition and it can be extended to non-standard setups such as Markov chain or quantile loss, facilitating new bounds on generalization.

While upper bounds on generalization error are classical results in statistical learning theory, only a relatively small number of papers are devoted to this problem for transfer learning algorithms. To mention a few, Ben-David et al. [7] defined the generalization error for transfer learning problems and gave its VC dimension-style bounds for classification problems with the proposed $H$-divergence. Blitzer et al. [8] studied transfer learning problems with a similar setup and obtained upper bounds in terms of Rademacher complexity. Long et al. [9] developed a more general framework for transfer learning and the error is bounded by the distribution difference and adaptability of the hypothesis output. Dai et al. [10] and Eaton et al. [11] proposed two boosting-based transfer learning algorithms that emphasize the significance of source instances in transfer boosting, and it can be shown that the error bounds are increasingly smaller with
iterations increasing. Zhang et al. [12] proposed an extension of theories in [7] to multiclass classification in transfer learning with a novel domain divergence called margin disparity discrepancy. Compared with traditional learning problems, the generalization error of transfer learning additionally takes the distribution divergence between the source and target into account and how to evaluate this “domain shift” is non-trivial. Traditional bounds used in transfer learning theory, such as VC dimension or Rademacher complexity [14], typically do not take the learning algorithm into account. They primarily focus on characterizing the complexity of the whole hypothesis class or making assumptions about the algorithms and loss functions. Consequently, the results often provide an overly pessimistic view of the learning problem, especially when the data or the algorithm has some underlying structure that could be exploited to simplify the learning task. On the other hand, some of the works focus specifically on certain transfer learning algorithms and loss functions [7], [10], and the resulting bounds on the generalization error are not universally applicable. Moreover, most bounds mentioned above are only concerned with the hypothesis or the algorithm solely, which fails to account for the complex interplay between data distribution, model hypothesis, and learning algorithm in determining the generalization error.

To characterize the intrinsic nature of a learning algorithm, some recent works have shown that the generalization error can be upper bounded using information-theoretic quantities. In particular, Russo and Zou [13] study the connection between mutual information and generalization error in the context of adaptive learning. The authors show that the mutual information between the training data and the output hypothesis can be used to upper bound the generalization error. One nice property of this framework is that the mutual information bound explicitly explores the dependence between training data and the output hypothesis, in contrast to the bounds obtained by traditional methods with VC dimension and Rademacher complexity [14]. This paper exploits the information-theoretic framework in the transfer learning settings and derives the upper bounds for the generalization error. To summarize our main contributions, we highlight the following points.

1. We give an information-theoretic upper bound on the generalization error and the excess risk of transfer learning algorithms where training and testing data come from different distributions. Specifically, the upper bound involves the mutual information $I(W; Z)$ where $W$ denotes the output hypothesis and $Z$ denotes the training instance, and an additional term $D(\mu || \mu')$ that captures the effect of domain adaptation where $\mu, \mu'$ denotes the distributions of the source and the target domains, respectively. Such a result can be easily extended to multi-source transfer learning problems. To show the usefulness of the bounds, we further specialize the upper bounds on three specific algorithms: empirical risk minimization (ERM), the noisy stochastic gradient descent, and the Gibbs algorithm.

2. We observe that the mutual information upper bounds derived from existing methods are in general sub-optimal in terms of the convergence rate. To arrive at the correct learning rate, we further tighten the bounds for specific algorithms such as ERM and regularized ERM using the proposed $(\eta, c)$-central condition. We demonstrate through a few examples that, compared with the mutual information bounds previously derived, the new bound improves the convergence rate of the generalization error from $O(\sqrt{1/n})$ to $O(1/n)$ up to the domain divergence.

We could further arrive at intermediate rates under the relaxed $(\eta, c)$-central conditions.

3. We extend the results by using other types of divergences such as $\phi$-divergence and Wasserstein distance, which can be tighter than the mutual information bound under mild conditions. Such an extension also allows us to handle more general learning scenarios where the mutual information bound may be vacuous, e.g. when $\mu$ is not absolutely continuous with respect to $\mu'$.

4. Finally, we give a few examples of some simple transfer learning problems to validate our proposed bounds. However, in practical scenarios, these bounds are often not directly applicable due to the lack of knowledge of the data distributions. To address this, we propose a boosting-type algorithm called InfoBoost in which the importance weights for source and target data are adjusted adaptively in accordance with information measures. We also conduct several experiments on real datasets, and the empirical results show that, in most cases, our algorithm outperforms the state-of-the-art benchmarks.

The outline of this paper is structured as follows. We provide an in-depth review of the literature on the information-theoretic analysis for machine learning and transfer learning in Section II. Then, we formally formulate the transfer learning problem and give the main results in Section III. We then specialize the bounds on the noisy iterative algorithms and the Gibbs algorithm following a similar intuition in Section IV. In Section V, for scenarios where the mutual information-based bounds are vacuous, we extend the results to other divergences such as the $\phi$-divergence and the Wasserstein distance. Some examples are illustrated in Section VI to show the effectiveness of the bounds. Additionally, from a practical perspective, we propose an intuitive algorithm for transfer learning problems in Section VI that potentially works in real-world scenarios, inspired by the mutual information bounds. Section VII concludes the paper with some remarks.

II. LITERATURE REVIEW

In this section, we take a closer look at the related works that have shaped our understanding of machine learning and transfer learning. We will begin with an exploration of the information-theoretic analysis for traditional machine learning. Considering that the current information-theoretic analysis has a couple of primary limitations, such as the bounds being ineffective for deterministic algorithms and typically showing a slower rate of generalization error w.r.t. the data size, we will also delve into related works that improve the learning rate using various novel approaches.
A. Information-Theoretic Analysis for Machine Learning

Generally speaking, the generalization error measures how well a learned model performs on previously unseen data, which is usually characterized by the gap between the training loss and testing loss. The generalization error of a learning algorithm lies in the core analysis of the statistical learning theory, the estimation of which becomes remarkably crucial in machine learning problems. Conventionally, many bounding techniques are proposed with different notions as aforementioned [5], [6], [14], [15], [16], [17]. However, most bounds mentioned above are only concerned with the hypothesis or the algorithm solely. For example, VC-dimension methods care about the worst-case bound, which depends only on the hypothesis space. The stability methods only specify the properties of learning algorithms but do not require additional assumptions on hypothesis space.

Information theory has been demonstrated to not only offer theoretical insights into the generalization error but also steer the intuition behind specific learning algorithms as it is a useful tool that extracts the statistical characterizations of the input data. Recently, Russo and Zou [13] and Xu and Raginsky [18] studied a general statistical learning problem, and the authors give theoretical bounds for striking the balance between the data fit and generalization by controlling the mutual information between the output hypothesis and input data. In contrast to conventional generalization error bounds, such a result hinges on the data distribution, algorithms, and the learned hypothesis. Moreover, the dependence between the input data and the output hypothesis can be regarded as a measure that prompts the hypothesis class and algorithmic stability, hence recovering many other existing results such as VC dimension, algorithmic stability, and differential privacy. Similarly, Bassily et al. [19] studied learning algorithms that only use a small amount of information from input samples by focusing on the capacity of the algorithm space. Furthermore, the mutual information bounds are improved in [20], and the authors propose a tighter version with the mutual information between the output hypothesis and single data instance for the generalization error. In [21], several information-theoretic measures from an algorithmic stability perspective are used to upper bound the generalization error. In contrast to the mutual information, the generalization error bounds based on the Wasserstein distance are proposed in [22] and have been extended in [23] with the total variation distance by exploiting the geometric nature of the Kantorovich-Rubinstein duality theorem.

B. Improvements on Information-Theoretic Bounds

However, there are several drawbacks to the information-theoretic bounds for typical machine learning problems. The first is that, for some deterministic algorithms, the mutual information quantities may be infinite and the bound will become vacuous. To tackle the infinity issue, instead of measuring information with the whole dataset, Bu et al. [20] propose the bound based on the mutual information between the single instance and the hypothesis, which is finite even for deterministic algorithms. Negrea et al. [24] propose generalization error bounds based on a subset of the whole dataset chosen uniformly at random. Steinke and Zakynthinou [25] and Haghiham et al. [26] improve the results with the conditional mutual information that is always finite by introducing a set of discrete (binary) random variables. Rodríguez Gálvez et al. [27] have further tightened the bound using the random subset techniques under the Wasserstein distance. Another drawback is that these bounds are usually hard to estimate if the hypothesis and the data are of high dimensions. To make the quantity estimable, Harutyunyan et al. [28] derive a novel generalization error bound that measures information with the predictions instead of the hypothesis produced by the training samples, which is significantly easier to estimate. The third drawback is that the bounds are usually sub-optimal, in terms of the convergence rate w.r.t. the sample size. In most of the relevant works, the convergence rate of the expected generalization error in traditional statistical learning problems is in the form of $O(\sqrt{\lambda/n})$ where $\lambda$ is some information-theoretic quantities such as the mutual information between the data sample and the learned hypothesis. However, such a learning rate is typically considered to be “slow”, compared to a “fast rate” of $O(1/n)$ in many learning scenarios. Fast rate conditions are less investigated under the information-theoretic framework. Only a few works are dedicated to it, e.g., Grünwald et al. [29] applies the conditional mutual information [25] for the fast rate characterization under the PAC-Bayes framework and the results rely on prior knowledge of the hypothesis space. Wu et al. [1] proposed the $(\eta, c)$-central condition for fast rate generalization error with the mutual information between the hypothesis and single data instance. Bu et al. [30] characterize the exact generalization error of the transfer learning under the Gibbs algorithm using the symmetric KL divergence and arrive at the fast rate under mild conditions.

C. Transfer Learning Bounds and Comparisons

The transfer learning problem is of particular interest in real-world applications, as in many cases we often have easy access to a substantial amount of labelled (or unlabelled) data from one distribution, on which our learning algorithm trains, but wish to use the learned hypothesis for data coming from a different distribution, from which we only have limited data for training. In practice, there will be perturbations or shifts in the distributions of the training and testing data, or obtaining the training data for some tasks can be very expensive and difficult such as robotics [31], [32], medical images [33], [34], [35] and rare language translation [36], [37]. Popular empirical risk minimization (ERM)–based methods usually minimize a convex combination of source and target data. The performance of the ERM has been initiated and investigated in works such as [7], [8], [9], and [38]. These studies generally offer different bounds on the generalization error, contingent on specific domain divergences between source and target distributions. For example, the high-probability bounds for generalization error based on the error distance are presented in works such as Theorem 2 in [8], Theorem 3 in [7], and Theorem 2 in [9]. Other works, such as Theorem 8
in [38] and Theorem 3.7 in [12], place their results within the context of the $\mathcal{A}$-discrepancy and disparity discrepancy with the Rademacher complexity of the hypothesis space. However, such discrepancies are typically linked to the hypothesis space only as they assess the largest discrepancy between two domains among all possible hypotheses given certain loss functions. It is also worth noting that these bounds are usually worst-case bounds as they work for any hypothesis in the hypothesis space. In specific learning regimes, such as in [10], the researchers investigated the boosting type transfer learning algorithm, introducing a learning bound in Theorem 3 that hinges on the iteration number and target sample error. However, this bound is closely tied to the chosen hypothesis space and does not capture the value of the source data. Kuzborskij and Orabona [39] consider the scenario in that only the source hypothesis induced from the source data is available. The authors conduct an algorithmic stability analysis on a class of hypothesis transfer learning problems with the regularized least squares algorithm, and the result suggests the relatedness of the source and target domains (e.g., how the source hypothesis performs on the target domains) determines the effectiveness of the transfer. Germain et al. [40] take the first attempt at the transfer learning problem under the PAC-Bayesian framework and provide a novel pseudo-distance on domain distributions, which leverages the idea from [7] and [38] by changing the pointwise disagreement to an averaging disagreement to fit into the PAC-Bayesian analysis.

In our work, we introduce an information-theoretic framework for the ERM setup that presents multiple advantages over previous results. Specifically, our suggested bounds delve deeply into the dependence among data distribution, output hypothesis, and the algorithm itself. Such a bound may, in fact, be tighter than traditional bounds because the relationship between the dataset and the hypothesis can be seen as a metric that encourages algorithmic stability. Our bound also contains the KL divergence between the source and target domains, effectively capturing the domain divergence. Moreover, whereas the majority of previous bounds exhibit sublinear convergence w.r.t. the sample size up to the domain divergence term, our bound can provide the correct linear convergence rate for some algorithms.

III. PROBLEM FORMULATION AND MAIN RESULTS

We consider an instance space $Z$, a hypothesis space $W$, and a non-negative loss function $\ell : W \times Z \mapsto \mathbb{R}^\ast$. Let $\mu$ and $\mu'$ be two probability distributions defined on $Z$, and assume that $\mu$ is absolutely continuous with respect to $\mu'$. In the sequel, the distribution $\mu$ is referred to as the source distribution, and $\mu'$ as the target distribution. We are given a set of training data with size $n$. More precisely, for a fixed number $\beta \in [0, 1)$, we assume that $\beta n$ is an integer and the samples $S' = \{Z'_1, \ldots, Z'_{n} \}$ are drawn IID from the target distribution $\mu'$, and the samples $S = \{Z_{\beta n+1}, \ldots, Z_{n} \}$ are drawn IID from the source distribution $\mu$.

In the setup of transfer learning, a learning algorithm is a (randomized) mapping from the training data $S, S'$ to a hypothesis $w \in W$, characterized by a conditional distribution $P_{W|SS'}$, with the goal to find a hypothesis $w$ that minimizes the population risk with respect to the target distribution

$$L_\mu(w) := \mathbb{E}_{Z \sim \mu}[\ell(w, Z)],$$

where $Z'$ is distributed according to $\mu'$. Notice that $\beta = 0$ corresponds to the important case when we do not have any samples from the target distribution. Obviously, $\beta = 1$ takes us back to the classical setup where training data comes from the same distribution as test data, which is not the focus of this paper. We call $(\mu', \mu, \ell, W, \mathcal{A})$ as a transfer learning tuple.

A. Empirical Risk Minimization

In this section, we focus on one particular empirical risk minimization (ERM) algorithm. For a hypothesis $w \in W$, the empirical risk of $w$ on the training sequence $S := \{Z_1, \ldots, Z_m\}$ is defined as

$$\hat{L}(w, \hat{S}) := \frac{1}{m} \sum_{i=1}^{m} \ell(w, Z_i).$$

Given samples $S$ and $S'$ from both distributions, it is natural to form an empirical risk function as a convex combination of the empirical risk induced by $S$ and $S'$ defined as

$$\hat{L}_\alpha(w, S, S') := \frac{\alpha}{\beta n} \sum_{i=1}^{\beta n} \ell(w, Z'_i) + \frac{1 - \alpha}{(1 - \beta)n} \sum_{i=\beta n+1}^{n} \ell(w, Z_i)$$

for some weight parameter $\alpha \in [0, 1]$ to be determined. We will use $\hat{L}_\alpha(w)$ interchangeably for $\hat{L}_\alpha(w, S, S')$ to simplify the notation, and then we define the ERM solution by

$$w_{\text{ERM}} := \arg\min_w \hat{L}_\alpha(w, S, S').$$

Accordingly, we define the optimal hypothesis with respect to the distribution $\mu'$ as

$$w^* = \arg\min_{w \in W} L_{\mu'}(w).$$

We are interested in two quantities for any general machine learning algorithms, including the ERM algorithm. The first one is the generalization error defined as

$$\text{gen}(w, S, S') := L_{\mu'}(w) - \hat{L}_\alpha(w, S, S'),$$

namely the difference between the minimized empirical risk and the population risk of some hypothesis under the target distribution. We are also interested in the excess risk defined as

$$R_{\mu'}(w) := L_{\mu'}(w) - L_{\mu'}(w^*),$$

which is the difference between the population risk of $w$ compared to that of the optimal hypothesis $w^*$. Notice that the excess risk of the ERM solution is related to the generalization error via the following upper bound:

$$L_{\mu'}(w_{\text{ERM}}) - L_{\mu'}(w^*) = L_{\mu'}(w_{\text{ERM}}) - \hat{L}_\alpha(w_{\text{ERM}}, S, S') + \hat{L}_\alpha(w_{\text{ERM}}, S, S') - \hat{L}_\alpha(w^*, S, S') + \hat{L}_\alpha(w^*, S, S').$$
where we have used the fact \( \hat{L}_\alpha(w_{\text{ERM}}) - L_\alpha(w^*) \leq 0 \) by the definition of \( w_{\text{ERM}} \). For any \( w \in \mathcal{W} \), the quantity \( L_\alpha(w) \) in the above expression is defined as

\[
L_\alpha(w) := (1 - \alpha)L_{\mu'}(w) + \alpha L_{\mu}(w) = (1 - \alpha)\mathbb{E}_{Z \sim \mu}[\ell(w, Z)] + \alpha \mathbb{E}_{Z \sim \mu'}[\ell(w, Z')] .
\]  

(B. Upper Bound on the Generalization Error)

We consider the hypothesis \( W \) as a random variable induced by the random samples \( S, S' \) with some algorithm \( \mathcal{A} \), characterized by a conditional distribution \( P_{W|SS'} \). We will first study the expectation of the generalization error

\[
E_{WSS'}[\text{gen}(W, S, S')] = E_{WSS'}[L_{\mu'}(W) - \hat{L}_\alpha(W, S, S')],
\]

where the expectation is taken with respect to the distribution \( P_{WSS'} \) defined as

\[
P_{WSS'}(w, S, S') = P_{W|SS'}(w|S, S') \prod_{i=1}^{\beta n} \mu'(z_i') \prod_{i=\beta n+1}^{n} \mu(z_i).
\]

Furthermore, we use \( P_W \) to denote the marginal distribution of \( W \) induced by the joint distribution \( P_{WSS'} \). Following the characterization used in [20], the following theorem provides an upper bound on the expectation of the generalization error in terms of the mutual information between individual samples \( Z_i \) and the hypothesis \( W \) induced by a certain algorithm \( P_{W|SS'} \), as well as the KL-divergence between the source and target distributions. As pointed out in [20], using mutual information between the hypothesis and individual samples \( I(W; Z_i) \), in general, gives a tighter upper bound than using \( I(W; S) \).

Theorem 1 (Generalization Error of Generic Algorithms): Assume that the hypothesis \( W \) is distributed over \( P_W \) induced by some algorithm, and the cumulant generating function of the random variable \( \ell(W, Z) - E[\ell(W, Z)] \) is upper bounded by \( \psi(\lambda) \) in the interval \((b_-, b_+)\) under the product distribution \( P_{W} \otimes \mu' \) for some \( b_- < 0 \) and \( b_+ > 0 \). Then for any \( \beta > 0 \), the expectation of the generalization error in (10) is upper bounded as

\[
E_{WSS'}[\text{gen}(W, S, S')] \leq \frac{\alpha}{\beta n} \sum_{i=1}^{\beta n} \psi^{-1}_-(I(W; Z_i')) + \frac{(1 - \alpha)}{(1 - \beta)n} \sum_{i=\beta n+1}^{n} \psi^{-1}_-(I(W; Z_i')) + D(\mu||\mu'),
\]

where we define

\[
\psi^{-1}_-(x) := \inf_{\lambda \in [0, b_-)} \frac{x + \psi(-\lambda)}{\lambda}, \quad \psi^{-1}_+(x) := \inf_{\lambda \in [0, b_+)} \frac{x + \psi(\lambda)}{\lambda}.
\]

The proof can be found in Appendix A. Notice that the bound above is not specific to the ERM algorithm but applicable to any hypothesis generated by a learning algorithm that has a bounded cumulant generating function. Comparing the derived results with other transfer learning bounds such as Theorem 2 in [8], and Theorem 3 in [7] that are applied in worst-case scenarios for any hypothesis, our proposed bound suggests that the generalization error inherently depends on the mutual information \( I(W; Z_i) \) data distribution, the output hypothesis, and the algorithm itself, which may lead to a tighter characterization as it also takes the algorithm \( P_{W|SS'} \) into account. From a stability point of view, good algorithms (ERM, for example) should ensure that the mutual information \( I(W; Z_i) \) vanishes as \( n \to \infty \), which has similar insights as [16] from the point view that a single instance should not affect the output hypothesis much. On the other hand, the domain shift is reflected in the KL-divergence \( D(\mu||\mu') \), as this term does not vanish when \( n \) goes to infinity. The KL divergence is only dependent on the data distributions and irrelevant to the loss function and hypothesis. This is in contrast to other metrics that may depend on the hypothesis space and the prediction functions such as discrepancy distance [38] and \( \mathcal{H} \Delta \mathcal{H} \)-divergence [7].

Remark 1: It is natural to consider the problem of minimizing the upper bound with respect to the parameter \( \alpha \) as it mediates the balance between performance on the source and target domains. This is, however, a non-trivial problem as the output hypothesis \( W \) implicitly involves \( \alpha \), and optimization of bound w.r.t. \( \alpha \) is challenging. In principle, \( \alpha \) should depend on the source and target data sizes and distribution differences between the two domains. Specifically, when the target domain data is abundant and the source and target domains are significantly different, \( \alpha \) can be biased towards the target domain (i.e., \( \alpha \) should be closer to 1). This is because the model can rely more on the target domain data for better learning performance. Conversely, when the target domain data is limited and the source and target domains are closely related, \( \alpha \) should be biased towards the source domain (i.e., \( \alpha \) should be closer to 0). This is because the model can benefit more from leveraging knowledge from the source domain to avoid overfitting the limited target data.

The optimal value of \( \alpha \) often requires empirical validation. Notice that if we care about the generalization error with respect to the population risk under the target distribution for \( n \to \infty \) (the number of samples \( S' \) from the target distribution also goes to infinity), the intuition says that we should choose \( \alpha = 1 \), i.e. only using \( S' \) from the target domain in the training process. On the other hand, if we only have limited data samples, \( \alpha \) can be set to be approximate as \( \beta \) as suggested in [7] and [41] that this choice is shown to achieve a tighter bound empirically. Overall, we suggest that non-asymptotically, \( \alpha \)
should approach 1 with the target sample size $\beta n$ increasing, say, $\alpha = 1 - O(1/\beta n)$. In real practice, techniques such as cross-validation or grid search could also be used to tune $\alpha$ by evaluating model performance across a range of values.

The result in Theorem 1 does not cover the case $\beta = 0$ (no samples from the target distribution). However, it is easy to see that in this case, we should choose $\alpha = 0$ in our ERM algorithm, and a corresponding upper bound is given as in the following corollary under the generic hypothesis.

**Corollary 1 (Generalization Error With Source Only):** Let $\beta = 0$ so that we only have samples $S$ from the source distribution $\mu$. Let $P_{W|S}$ be the conditional distribution characterizing the learning algorithm, which maps samples $S$ to a hypothesis $W$. Under the same assumption as in Theorem 1, the expected generalization error of $W$ is upper bounded as

$$
E_{WS} [\text{gen}(W,S)] \leq \frac{1}{n} \sum_{i=1}^{n} \psi_{\alpha}^{-1}(I(W;Z_i) + D(\mu||\mu')), \\
-E_{WS} [\text{gen}(W,S)] \leq \frac{1}{n} \sum_{i=1}^{n} \psi_{\alpha}^{-1}(I(W;Z_i) + D(\mu||\mu')).
$$

The proof of this result is given in Appendix B. If the loss function $\ell(W,Z)$ is $r^2$-subgaussian, namely

$$\log \mathbb{E} \left[ e^{\lambda \ell(W,Z) - \mathbb{E}[\ell(W,Z)]} \right] \leq \frac{r^2 \lambda^2}{2},$$

for any $\lambda \in \mathbb{R}$ under the distribution $P_W \otimes \mu'$, the bound in Theorem 1 can be further simplified with $\psi^{-1}(y) = \sqrt{2r^2 y}$. In particular, if the loss function takes value in $[a,b]$, then $\ell(W,Z)$ is $(b-a)^2$-subgaussian. We give the following corollary for the subgaussian loss function.

**Corollary 2 (Generalization Error for Subgaussian Loss Functions):** Let $P_W$ be the marginal distribution induced by $S, S'$ and $P_{W|SS'}$ for some algorithm. If $\ell(W,Z)$ is $r^2$-subgaussian under the distribution $P_W \otimes \mu'$, then the expectation of the generalization error is upper bounded as

$$|E_{WSS'} [\text{gen}(W,S,S')]| \leq \frac{\alpha \sqrt{2r^2}}{\beta n} \sum_{i=1}^{\beta n} \sqrt{I(W;Z'_i)} + \frac{(1 - \alpha) \sqrt{2r^2}}{(1 - \beta)n} \sum_{i=\beta n+1}^{\beta n} \sqrt{I(W;Z_i) + D(\mu||\mu')}.
$$

If $\beta = 0$, for any hypothesis $W$ induced by $S$ and a learning algorithm $P_{W|S}$, we have the upper bound

$$|E_{WS} [\text{gen}(W,S)]| \leq \frac{\sqrt{2r^2}}{n} \sum_{i=1}^{n} \sqrt{I(W;Z_i) + D(\mu||\mu')}.
$$

The above result follows directly from Theorem 1 and Corollary 1 by noticing that we can set $\psi(\lambda) = \frac{\lambda}{\sqrt{2}}$, $b_- = -\infty$, $b_+ = \infty$ with the assumption that $\ell(W,Z)$ is $r^2$-subgaussian.

**Remark 2:** Using the chain rule of mutual information and the fact that $Z_i$’s are IID, we can relax the upper bound in (13) as

$$E_{WS} [\text{gen}(W,S)] \leq \sqrt{2r^2} \left( \frac{I(W;S)}{n} + D(\mu||\mu') \right),$$

which recovers the result in [18] if $\mu = \mu'$. Moreover, we see that the effect of the “domain shift” is simply captured by the KL divergence between the source and the target distribution.

**Remark 3:** Even though we focus on the supervised learning setups for transfer learning with the convexly combined empirical loss. Such a framework can be easily extended to various different transfer learning setups such as multi-source transfer learning problems, pre-trained hypothesis setups, and unsupervised setups. To maintain the paper focus and prevent excessive use of notations, we have placed all detailed results and discussions in Appendix C, D and E, respectively.

### C. Upper Bound on the Excess Risk of ERM

In this section, we focus on the case $\beta > 0$ and give a data-dependent upper bound on the excess risk defined in (7). To do this, we first define a distance quantity between the two divergent distributions as

$$d_{WV}(\mu, \mu') = \sup_{w \in W} |L_{\mu}(w) - L_{\mu'}(w)|.
$$

The following theorem gives an upper bound on the excess risk.

**Theorem 2 (Excess risk of ERM):** Let $P_W$ be the marginal distribution induced by $S, S'$ and $P_{W|SS'}$ for the ERM algorithm, assume the loss function $\ell(W,Z)$ is $r^2$-subgaussian under the distribution $P_W \otimes \mu'$. Then the following inequality holds.

$$E_{W}[R_{\mu'}(W_{\text{ERM}})] \leq \frac{\alpha \sqrt{2r^2}}{\beta n} \sum_{i=1}^{\beta n} \sqrt{I(W_{\text{ERM}};Z'_i)} + \frac{(1 - \alpha) \sqrt{2r^2}}{(1 - \beta)n} \sum_{i=\beta n+1}^{\beta n} \sqrt{I(W_{\text{ERM}};Z_i) + D(\mu||\mu')} + (1 - \alpha)d_{WV}(\mu, \mu').
$$

Furthermore in the case when $\alpha = \beta = 0$ (no samples from the target distribution $\mu'$), the inequality becomes

$$E_{W}[R_{\mu'}(W_{\text{ERM}})] \leq \frac{\sqrt{2r^2}}{n} \sum_{i=1}^{n} \sqrt{I(W_{\text{ERM}};Z_i) + D(\mu||\mu')} + d_{WV}(\mu, \mu').
$$

The proof of this theorem is given in Appendix F. Note that $d_{WV}(\mu, \mu')$ is normally known as the integral probability metric, which is challenging to evaluate. Sriperumbudur et al. [42] investigated the data-dependent estimation to compute the quantity using the Kantorovich metric, Dudley metric, and kernel distance, respectively. Another evaluation method is proposed in [7] to resolve the issue for classification problems. We verify our bound for the transfer learning with a toy example studied in [20]. In Section VI-B, we also verify the bounds on the logistic regression transfer problem where the hypothesis cannot be explicitly calculated.

**Example 1 (Estimating the Mean of Gaussian):** Assume that $S$ comes from the source distribution $\mu = N(m, \sigma^2)$ and $S'$ come from the target distribution $\mu' = N(m', \sigma^2)$ where $m \neq m'$. We define the loss function as

$$\ell(w, z) = (w - z)^2.$$
For simplicity, we assume here that \( \beta = 0 \). The empirical risk minimization (ERM) solution is obtained by minimizing \( \hat{L}(w, S) := \frac{1}{n} \sum_{i=1}^{n} (w - Z_i)^2 \), where the solution is given by

\[
W_{\text{ERM}} = -\frac{1}{n} \sum_{i=1}^{n} Z_i.
\]

To obtain the upper bound, we first notice that in this case

\[
I(W_{\text{ERM}}; Z_i) = \frac{1}{2} \log \frac{n}{n-1},
\]

for all \( i = 1, 2, \ldots, n \). It is easy to see that the loss function \( \ell(w, z_i) \) is non-central chi-square distribution \( \chi^2(1) \) of 1 degree of freedom with the variance of \( \sigma^2 = \frac{\lambda + 1}{n} \). Furthermore, the cumulant generating function can be bounded as for any \( \lambda > 0 \):

\[
\log \mathbb{E} e^{\lambda \ell(w, z_i) - \mathbb{E}[\ell(w, z_i)]} \leq \sigma^2 \lambda^2 + \frac{2 \lambda^2 \sigma^2 (m - m')^2}{1 + 2 \lambda \sigma^2}.
\]

Then it can be seen that the loss function is \( \sqrt{2 \sigma^2 + 4 \sigma^2 (m - m')^2} \)-subgaussian under the distribution \( P_W \otimes \mu' \). Let \( \sigma^2 = 2 \sigma^2 + 4 \sigma^2 (m - m')^2 \), we reach at

\[
\mathbb{E}_W \mathbb{E}_S [\mathbb{E}(W_{\text{ERM}}, S)] \leq \sqrt{\sigma^2 \lambda^2 + \frac{2 \lambda^2 \sigma^2 (m - m')^2}{1 + 2 \lambda \sigma^2}}.
\]

The derived excess risk bound approaches \( \sqrt{4 \sigma^4 D(\mu || \mu') + 16 \sigma^4 D(\mu || \mu')^2} + d_{\text{TV}}(\mu, \mu') \) as \( n \to \infty \) with a decay rate of \( O(1/\sqrt{n}) \), which does not capture the bound asymptotically well as the true value should be \( \sqrt{4 \sigma^4 D(\mu || \mu')^2} \). Moreover, the hypothesis space-dependent quantity \( d_{\text{TV}}(\mu, \mu') \) will be infinite if \( w \) is unbounded, resulting in a vacuous bound. To further tighten the bound, we propose various “easiness” conditions on the excess risk, which is shown to capture the true behavior up to a scaling factor in Section III-D.

D. Fast Rate Upper Bound on the Excess Risk of ERM

As can be seen from previous sections, the convergence rate of the excess risk is in the form of \( O \left( \sqrt{\frac{\Delta}{m}} + \sqrt{\frac{\lambda}{(1 - \mu)n} + D(\mu || \mu') + d_{\text{TV}}(\mu, \mu')} \right) \) where \( \lambda \) and \( \lambda' \) is some information-theoretic related quantities such as the mutual information, \( D(\mu || \mu') \) and \( d_{\text{TV}}(\mu, \mu') \) are the domain divergences between the source and target domains. However, such a learning rate is in general suboptimal.

In this section, we give an alternative analysis for the excess risk under various “easiness” conditions following the idea from [29] and [43]. With the new technique, we can show that the excess risk is characterized by the mutual information between the hypothesis and data instances and the rate will be of the form \( O \left( \frac{\Delta}{\sqrt{m}} + \frac{\lambda n}{(1 - \mu)n} + D(\mu || \mu') \right) \) where \( \eta \) and \( \eta' \) are some information-theoretic related quantities different from \( \lambda \) and \( \lambda' \) for specific learning algorithms such as empirical risk minimization and the hypothesis dependent term \( d_{\text{TV}}(\mu, \mu') \) vanishes in the new bound. While the results presented in this section offer a more refined analysis for certain scenarios, it is important to note that they do not entirely supersede the ‘slow-rate’ results. For example, in the case of the Gaussian problem, we could show that the fast rate bound in Theorem 3 does indeed provide a strictly better bound on the excess risk than the slow rate result in Theorem 2. However, in a more general context, the two bounds on excess risk are not directly comparable, as they pertain to different underlying assumptions and scenarios. To simplify the notation, we also define the empirical excess risk w.r.t. \( w^* \) for some \( w \in \mathcal{W} \) given the dataset \( S \) as

\[
\hat{R}(w, S) := \hat{L}(w, S) - \hat{L}(w^*, S).
\]

The empirical excess risk combined with both source and target is defined as

\[
\hat{R}_a(w, S, S') := \hat{L}_a(w, S, S') - \hat{L}_a(w^*, S, S').
\]

We also define the unexpected excess risk:

\[
r(w, z_i) := \ell(w, z_i) - \ell(w^*, z_i)
\]

for single instance \( z_i \) as well. We further define the excess risk as

\[
R_{\mu'}(w_{\text{ERM}}) := L_{\mu'}(w_{\text{ERM}}) - L_{\mu'}(w^*).
\]

Then the expected excess risk over \( W_{\text{ERM}} \) can be bounded by the following inequality:

\[
\mathbb{E}_W[R_{\mu'}(W_{\text{ERM}})] \leq \mathbb{E}_{WSS'}[\mathcal{E}(W_{\text{ERM}}, S, S')],
\]

where the empirical excess risk gap is defined as

\[
\mathcal{E}(w, S, S') = \alpha \left( R_{\mu'}(w) - \hat{R}(w, S) \right) + (1 - \alpha) \left( R_{\mu'}(w) - \hat{R}(w, S) \right).
\]

Here we have used the fact \( \hat{L}_a(W_{\text{ERM}}, S, S') - \hat{L}_a(w^*, S, S') \leq 0 \) by the definition of \( W_{\text{ERM}} \). Recently, numerous studies have focused on formulating fast information-theoretic bounds [29], [43], aiming to eliminate the square root present in the upper bounds proposed in the previous sections. This is mainly achieved by changing the assumptions from the loss function \( \ell(w, z) \) to the unexpected excess risk \( r(w, z) \). In this context, referencing the optimal hypothesis \( w^* \) becomes crucial to further narrow down the concentration condition. This essential requirement is recognized as the central condition [29], [43], [44]. In our work, we utilize this condition and make subtle modifications to cater to our goals in transfer learning as follows.
Definition 1 ((η,c)-Central Condition): Let η > 0 and 0 < c ≤ 1. We say that a transfer learning problem satisfies the expected (η,c)-central condition under the target distribution μ' if the following inequality holds for the optimal hypothesis w*:

\[
\log \mathbb{E}_{P_{W} \otimes \mu'} \left[ e^{-\eta (\ell(W, Z) - \ell(w^*, Z))} \right] \leq - c\eta \mathbb{E}_{P_{W} \otimes \mu'} \left[ (\ell(W, Z) - \ell(w^*, Z)) \right].
\]

(24)

where \(P_{W}\) is the marginal distribution of the output hypothesis.

This condition is similar to the central condition [44], [45], where some assumptions are made on the small lower tail for the excess risk function with the exponential concavity, implying good concentration properties of the excess risk. Compared to the η-central condition defined in [44, Def. 3.1] which can be retrieved by setting c = 0, the R.H.S. of (24) will be negative and has tighter control of the tail behavior for some c > 0. We also point out that such a condition is indeed the key assumption for improving the rate by removing the square root, which also coincides with some well-known conditions that lead to a fast rate such as the Bernstein condition [46], [47], [48], [49] and the central condition with the witness condition [44], [45].

Next, we provide several instances where the (η,c)-central condition is satisfied. While some of these examples are discussed in [43], we revisit them here for the sake of completeness.

Example 2: If r(W, Z) is (ν^2, α)-sub-exponential under the distribution \(P_{W} \otimes \mu'\), then the learning tuple satisfies \((\begin{array}{l}
\eta = \frac{1}{\sqrt{\nu^2} + cD(\mu||\mu')},
\frac{1}{2},
\frac{1}{2} \end{array})\)-central condition.

Example 3: If r(W, Z) is (ν^2, α)-sub-Gamma under the distribution \(P_{W} \otimes \mu'\), then the learning tuple satisfies \((\begin{array}{l}
\eta = \frac{1}{\sqrt{\nu^2} + cD(\mu||\mu')},
\frac{1}{2},
\frac{1}{2} \end{array})\)-central condition.

Example 4: Let c ∈ [0, 1] and B ≥ 1. Let P_W is induced by \(P_{WSS}\). We assume that the Bernstein condition holds under the target distribution \(P_{W} \otimes \mu'\). Namely, the following inequality holds for the optimal hypothesis w*:

\[
\mathbb{E}_{P_{W} \otimes \mu'} \left[ (\ell(W, Z') - \ell(w^*, Z'))^2 \right] \leq B (\mathbb{E}_{P_{W} \otimes \mu'} \left[ (\ell(W, Z') - \ell(w^*, Z')) \right])^c.
\]

In case, and if γ = 1 and r(w, z) is bounded by −b with some b > 0 for all w and z, then the learning tuple also satisfies \((\begin{array}{l}
\gamma = \frac{1}{\sqrt{b}},
\frac{1}{2},
\frac{1}{2} \end{array})\)-central condition.

The Bernstein condition is commonly identified as a way to describe the ‘easiness’ of a learning problem. The typical Bernstein condition necessitates that the inequality is satisfied for all w ∈ W. However, in our case, we only require that the inequality is satisfied in expectation over P_W. In particular, consider the source-only case, γ = 1 corresponds to the easiest and the learning rate will be O(1/\sqrt{n} + cD(\mu||\mu')) if I(W; Z) is converging with the rate of O(1/\sqrt{n}) for some leading constant c. For the bounded loss, the Bernstein condition will automatically hold with γ = 0 and it will recover the results in Corollary 1 with the rate of O(1/\sqrt{n} + cD(\mu||\mu')).

Example 5: The second condition is the central condition with the witness condition [44], [45], which also implies the (η,c)-central condition. We say the learning tuple \((\mu, \mu', \ell, W, A)\) satisfies the η-central condition [44], [45] if for the optimal hypothesis w*, the following inequality holds,

\[
\mathbb{E}_{P_{W} \otimes \mu'} \left[ e^{-\eta (\ell(W, Z) - \ell(w^*, Z))} \right] \leq 1.
\]

We also say the learning tuple \((\mu, \mu', \ell, W, A)\) satisfies the \((u, c)\)-witness condition [45] if for constants u > 0 and c ∈ (0, 1], the following inequality holds.

\[
\mathbb{E}_{P_{W} \otimes \mu'} \left[ (\ell(W, Z) - \ell(w^*, Z)) \right] \geq c \mathbb{E}_{P_{W} \otimes \mu'} \left[ (\ell(W, Z) - \ell(w^*, Z)) \right],
\]

where \(1_i\) denotes the indicator function. Then we have the following statement: If the learning tuple satisfies both η-central condition and \((u, c)\)-witness condition, then the learning tuple also satisfies the \((\eta', c_{\eta'} \frac{cD(\mu||\mu')}{\eta})\)-central condition for any 0 < \(\eta' < \eta\).

The standard η-central condition [44], [45], [50] is essential for deriving fast-rate bounds of generalization error. Some typical examples include exponential concave loss functions (including log-loss) with η = 1 [50], [51] and bounded loss functions with Massart noise condition with various η [44].

The witness condition [45, Def. 12] is applied to exclude cases where learnability is inherently impossible. This condition ensures that we exclude the poorly performing hypothesis w with almost zero probability (even though it can still affect the expected loss), which we will never observe empirically.

One trivial example is, if the excess risk is upper bounded by some constant b, we may always take \(u = b\) and \(c = 1\) so that a witness condition is satisfied.

With the definitions in place, we derive the fast rate bounds for the excess risk in transfer learning under the (η,c)-central condition as follows.

Theorem 3 (Fast Rate with (η,c)-Central Condition): Assume the learning problem with the ERM algorithm satisfies the expected (η,c)-central condition under the target distribution μ'. Then for any 0 < \(\eta' < \eta\), the expected excess risk can be upper bounded by,

\[
\mathbb{E}_{W}[R_{W_E}(W_{ERM})] \leq \frac{1}{c_\eta'} \frac{\alpha}{\beta n} \sum_{i=1}^{\beta n} I(W_{ERM}; Z_i')
\]

\[
+ \frac{1}{c_\eta'} \frac{\alpha}{\beta (1 - \beta) n} \sum_{i=\beta n+1}^{n} (I(W_{ERM}; Z_i) + D(\mu||\mu')).
\]

(25)

More generally, for any algorithm A and any W induced by the algorithm, if the expected (η,c)-central condition holds, we have that for any 0 < \(\eta' < \eta\),

\[
\mathbb{E}_{W}[R_{W_E}(W_{ERM})] \leq \frac{1}{c_\eta'} \frac{\alpha}{\beta n} \sum_{i=1}^{\beta n} I(W; Z_i')
\]

\[
+ \frac{1}{c_\eta'} \frac{\alpha}{\beta (1 - \beta) n} \sum_{i=\beta n+1}^{n} (I(W; Z_i) + D(\mu||\mu'))
\]

\[
+ \frac{1}{c} \alpha \mathbb{E}_{W_S} [\hat{R}(W, S')] + (1 - \alpha) \mathbb{E}_{W_S} [\hat{R}(W, S)].
\]

(26)

The proof can be found in Appendix G. Now we compare (25) with the bound in Theorem 2 which we reproduce.
below, 
\[ \mathbb{E}_W[\mathbb{R}_\mu(W_{\text{ERM}})] \leq \frac{\alpha \sqrt{2\eta^2}}{\beta n} \sum_{i=1}^{n} \sqrt{I(W_{\text{ERM}}; Z_i')} + (1 - \alpha) \sqrt{\frac{2\eta^2}{(1 - \beta)n}} \sum_{i=n+1}^{n} \sqrt{I(W_{\text{ERM}}; Z_i) + D(\mu\|\mu')} \\
+ (1 - \alpha)d_{W}(\mu, \mu'). \]

In the new bound, the square root term is removed and we may achieve a faster rate for converging to the domain divergence \( D(\mu\|\mu') \). Furthermore, the new bound does not contain the hypothesis space-dependent divergence term \( D_{W}(\mu, \mu') \), which might be very large or unbounded for certain distributions and hypothesis space. In the following Gaussian mean estimation example, we verify that the new bound is tighter than the previous bound and captures the true behaviour of the excess risk.

**Example 6 (Continuing From Example 1):** We continue to examine the bound in Theorem 3 that achieves the correct rate of convergence in the Gaussian mean estimation, which satisfies the \((\eta, c)\)-central condition for certain \( \eta \) and \( c \). To this end, for a large sample size \( n \), we check,

\[ \log \mathbb{E}_{W \otimes \mu'} \left[ e^{-\eta\ell(W, Z_i')} \right] = \log \mathbb{E}_{W \otimes \mu'} \left[ e^{-\eta\ell(W, Z_i')} \right] \\
+ (2\eta^2 - \eta)(m - m')^2 \leq -\eta c \left( \frac{\sigma^2}{n} + (m - m')^2 \right). \]

From the above inequality, this learning problem satisfies the \((\eta, c)\)-central condition for any \( 0 < \eta < \frac{1}{2\sigma^2} \) and any \( c \leq \frac{1}{2\eta^2} \lim_{n \to \infty} \frac{1}{2\eta^2} \mathbb{E}_{W \otimes \mu'} \left[ e^{-\eta\ell(W, Z_i')} \right] \\
= 1 - 2\eta^2, \]

by the quotient of limits, where the choice of \( c \) is independent of the sample size and thus does not affect the convergence rate. Therefore, take \( \eta = \frac{1}{2\sigma^2} \) and \( c = \frac{1}{2\sigma^2} \), the excess risk bound in (26) for ERM under the source only case becomes

\[ \mathbb{E}_W[\mathbb{R}_\mu(W_{\text{ERM}})] \leq \frac{1}{c n} \sum_{i=1}^{n} (I(W; Z_i) + D(\mu\|\mu')) \\
+ \frac{1}{c} \mathbb{E}_{W_{\text{source}}} \left[ \tilde{R}(W; S) \right] \\
= 4\sigma^2 \log \frac{n}{n - 1} + 4(m - m')^2 - \frac{2\sigma^2}{n} - 2(m - m')^2 \\
= 4\sigma^2 \log \frac{n}{n - 1} - \frac{2\sigma^2}{n} + 2(m - m')^2 \\
\leq \frac{2\sigma^2}{n} + 2(m - m')^2, \]

for large \( n \). While the true excess risk can be calculated by

\[ \mathbb{E}_W[\mathbb{R}_\mu(W_{\text{ERM}})] = (m - m')^2 + \frac{\sigma^2}{m} + \sigma^2 - \sigma^2 \\
= (m - m')^2 + \frac{\sigma^2}{n}. \]

The new bound is tight in the sense that it captures the true excess risk up to a scaling factor. However, if we apply (17) and the bound becomes,

\[ \mathbb{E}_W[\mathbb{R}_\mu(W_{\text{ERM}})] \leq \sqrt{\frac{\sigma^2}{n}} + 2\sigma^2 D(\mu\|\mu') \\
+ d_W(\mu, \mu'), \]

where \( \sigma^2 = 2\sigma_1^2 + 4\sigma_2^2(m - m')^2 \) and \( d_W(\mu, \mu') = \sup_{w \in W} \left\{ (w - m)^2 - (w - m')^2 \right\} \). Then this bound approaches

\[ \sqrt{4(m - m')^4 + 2\sigma^2(m - m')^2} + d_W(\mu, \mu') \]

with the rate of \( \sqrt{1/n} \), which is apparently worse than (27).

**Remark 4 (Justification of the Tightness):** In the following, we examine the tightness of the bound and show why \( r(w, z) \) is a more sensible choice than \( \ell(w, z) \). For simplicity, we consider the source-only case with the Gaussian mean estimation problem where in the proof we used the Donsker-Varadhan representation for the KL divergence between the \( D(P_{WZ}, P_W \otimes \mu') \) for each \( Z_i \):

\[ D(P_{WZ_i} \| P_W \otimes \mu') = \sup_{f:W \otimes \mu' \to \mathbb{R}} \mathbb{E}_{WZ_i}[f(W, Z_i)] \\
- \log \mathbb{E}_{W \otimes \mu'} \left[ e^{f(W, Z_i)} \right]. \]

It is known that under mild conditions [52], the optimal function where the positivity is achieved for Eq. (29) is chosen by \( f'(dP_{WZ_i}/d(P_W \otimes \mu')) \) where \( f(t) = t \log t \). We will calculate this optimizer explicitly and show that the choice of \( r(w, z) \) is actually tight. To this end, we firstly calculate the densities of \( P_W \) and \( P_{W|Z_i} \) as:

\[ dP_W = \frac{\pi}{2\sqrt{2\pi}2\sigma^2} \exp\left(-\frac{(W - \mu)^2}{2\sigma^2}\right), \quad dP_{W|Z_i} = \frac{n}{2\sqrt{2\pi}2\sigma^2} \exp\left(-\frac{(W - z - 1)(W - z + 1)}{2\sigma^2}\right), \]

Then we can calculate the optimizer as:

\[ f'(dP_{WZ_i}/d(P_W \otimes \mu')) = \log \frac{dP_{W|Z_i}}{dP_W} + \log \frac{d\mu}{d\mu'} + 1 \\
= \frac{1}{2} \log \frac{n}{n - 1} - \frac{(w - z)^2 - (\mu - z)^2}{2\sigma^2} - \frac{(w - z)^2}{2\sigma^2(n - 1)} \]

for fixed \( w \) and \( z \). The above function can be written as:

\[ f'(dP_{WZ_i}/dP_W) = -\frac{r(w, z)}{2\sigma^2} - \frac{\ell(w, z)}{2\sigma^2(n - 1)} + \frac{1}{2} \log \frac{n}{n - 1} + 1. \]

The unexpected excess risk \( r(w, z) \) clearly appears in the optimizer with some scaling factor and shifting constant (up
to a $O(\frac{1}{n})$ difference), which, however, will not affect the convergence. To rigorously show this, we state the following result.

**Lemma 1:** The choice of the function $-\frac{r(w, z_i)}{2\sigma^2}$ satisfies the following inequality:

$$\frac{n-1}{n} (I(W; Z_i) + D(\mu\|\mu')) \leq \mathbb{E}_{W, Z_i} \left[ -\frac{r(W, Z_i)}{2\sigma^2} - \log \mathbb{E}_{P_W \otimes \mu'} [e^{-\frac{r(W, Z_i)}{2\sigma^2}}] \right] \leq I(W; Z_i) + D(\mu\|\mu').$$

The provided lemma confirms that for the Gaussian example, the variational representation is actually tight. However, when using the loss function $\ell(w, z_i)$ without referencing $w^*$, the mutual information bound might not be tight as the equality in the variational representations may not be achieved (up to the mutual information bound might not be tight as the equality $\ell$ when using the loss function $r(w, z_i)$). Moreover, we posit that selecting $-r(W, Z_i)$ also results in a tight upper bound on the generalization error. This is further supported by our demonstration of a corresponding lower bound for the generalization error in the following.

**Lemma 2 (Matching Lower Bound):** Consider the Gaussian mean estimation problem with $\beta = 0$. With a large $n$, the following inequality holds for ERM:

$$\mathbb{E}_{W, S, S'}[\text{gen}(W, S)] \geq 2\sigma^2 \frac{n-1}{n^2} \sum_{i=1}^n I(W; Z_i) + D(\mu\|\mu').$$

From our result, it could be seen that the sample-wise mutual information is present in both the upper and lower bounds. When considering the generalization error, the rates of convergence for both bounds align, albeit with varying leading constants. In the context of the Gaussian mean example, the excess risk upper bound is precise, given that both the empirical excess risk and generalization error are of order $O(\frac{1}{n} + D(\mu\|\mu'))$. Yet, for a broader range of learning problems, the lower bound for the excess risk primarily hinges on the data distributions and may not be calculated easily and explicitly.

Moreover, the learning bound in Theorem 3 can be applied to the regularized ERM algorithm as:

$$w_\text{RERM} = \arg\min_{w \in \mathcal{W}} \hat{L}_\alpha(w, S, S') + \frac{\lambda}{n} g(w),$$

where $g : \mathcal{W} \rightarrow \mathbb{R}$ denotes the regularizer function and $\lambda$ is some penalizing coefficient. We define $\hat{R}_\text{reg}(w, S, S') = \hat{R}_\alpha(w, S, S') + \frac{\lambda}{n} (g(w) - g(w^*))$, then we have the following lemma.

**Lemma 3:** We assume conditions in Theorem 3 hold for the regularized ERM and also assume $|g(w_1) - g(w_2)| \leq B$ for any $w_1$ and $w_2$ in $\mathcal{W}$ with some $B > 0$. Then for $W_{\text{RERM}}$:

$$\mathbb{E}_W [L_{\mu'}(W_{\text{RERM}}) - L_{\mu'}(w^*)] \leq \frac{1}{c} \mathbb{E}_{P_W \otimes \mu'} [\hat{R}_\text{reg}(W_{\text{RERM}}, S, S')] + \frac{\alpha \beta n}{c n} + \frac{1 - \alpha}{c n} \sum_{i=1}^n I(W_{\text{RERM}}; Z_i).$$

The proof of this result is given in Appendix H. As $\hat{R}_\text{reg}(w, S, S')$ will be negative for $w_\text{RERM}$, the regularized ERM algorithm can lead to the fast rate up to the domain divergence (by ignoring the multiplicative constant) if both $I(W_{\text{RERM}}; Z_i)$ and $I(W_{\text{RERM}}; Z_i)$ are of $O(1/n)$.

From Theorem 3, we can achieve the fast rate if the mutual information between the hypothesis and data example is converging up to the domain divergence with the rate $O(1/n)$, and one may ask whether we could arrive at an intermediate rate between $O(1/\sqrt{n})$ and $O(1/n)$. To further relax the $(\eta, c)$-central condition, we can also derive the intermediate rate with the order of $O(n^{-\alpha})$ for $\alpha \in [\frac{1}{2}, 1]$. Similar to the $v$-central condition, which is a weaker condition of the $\eta$-central condition [44], [45], we propose the $(v, c)$-central condition first and derive the intermediate rate results in Theorem 4.

**Definition 2 ((v, c)-Central Condition):** Let $v : [0, \infty) \rightarrow [0, \infty)$ is a bounded and non-decreasing function satisfying $v(\epsilon) > 0$ for all $\epsilon > 0$. We say that $(\mu, \mu', \ell, W, A)$ satisfies the $(v, c)$-central condition if for all $\epsilon \geq 0$, it holds that

$$\log \mathbb{E}_{P_W \otimes \mu'} \left[ e^{-v(\epsilon)(\ell(W, Z) - \ell(w^*, Z))} \right] \leq -cv(\epsilon)\mathbb{E}_{P_W \otimes \mu'} [\ell(W, Z) - \ell(w^*, Z)] + v(\epsilon).$$

**Example 7 (Sub-Gaussian Condition):** We assume that the $\sigma^2$-subgaussian holds under the target distribution $P_W \otimes \mu'$ for a certain $\sigma^2$. Then the learning tuple also satisfies $(\min(v, c), c)$-central condition where $\epsilon = \frac{1}{\sigma^2}$ and $c = 1$.

**Example 8 (Bernstein Condition):** Let $\gamma \in (0, 1]$ and $B \geq 1$. We assume that the Bernstein condition holds under the target distribution $P_W \otimes \mu'$ for given $\gamma$ and $B$. Additionally, if $r(w, z_i)$ is bounded by $-b$ with some $b > 0$ for all $w$ and $z_i$, the learning tuple also satisfies $(\min(v, c), c)$-central condition where $\epsilon = \frac{b^{1-\gamma}}{2\Gamma(1-\gamma)\Gamma(1-\gamma/\gamma)}$ and $c = \min\{1, \frac{1}{2\Gamma(1-\gamma)}\}$. Then we can derive the following results for the intermediate rate result.

**Theorem 4:** Assume the learning tuple $(\mu, \mu', \ell, W, A)$ satisfies the $(v, c)$-central condition up to $\epsilon$ for some function $v$ as defined in Def. 2 and $0 < \epsilon < 1$. Then it holds that for any $\epsilon \geq 0$ and any $0 < \eta' \leq v(\epsilon)$,

$$\mathbb{E}_W [R_{\mu'}(W_{\text{RERM}})] \leq \frac{1}{c} \mathbb{E}_{W \otimes \mu'} [\hat{R}_\alpha(W, S, S')] + \frac{\alpha}{c \beta n} \sum_{i=1}^n I(W_{\text{RERM}}; Z_i) + \frac{1 - \alpha}{c (1 - \beta) n} \sum_{i=\beta n+1}^n I(W_{\text{RERM}}; Z_i) + \frac{1}{c} \mathbb{E}_{W \otimes \mu'} [\hat{R}_\alpha(W, S, S')] + \frac{2\alpha}{c \beta n} \sum_{i=1}^n I(W; Z_i) + D(\mu\|\mu').$$

In particular, if $v(\epsilon) = \epsilon^{1-\gamma}$ for some $\gamma \in (0, 1]$, then the generalization error is bounded by,

$$\mathbb{E}_W [R_{\mu'}(W_{\text{RERM}})] \leq \frac{1}{c} \mathbb{E}_{W \otimes \mu'} [\hat{R}_\alpha(W, S, S')] + \frac{2\alpha}{c \beta n} \sum_{i=1}^n I(W; Z_i) + D(\mu\|\mu').$$
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A Generalization Error of Stochastic Noisy Iterative Algorithms

The upper bound obtained in the previous section cannot
be evaluated directly as it depends on the distribution of the
data, which is, in general, assumed unknown in learning
problems. Furthermore, in most cases, W_{ERM} does not have
a closed-form solution but is obtained using an optimization
algorithm. In this section, we study the class of optimization
algorithms that iteratively update its optimization variable
based on both source S and target dataset S'. The upper bound
derived in this section is useful in the sense that the bound
can be easily calculated if the relative learning parameters are
given. Specifically, the hypothesis W is represented by the
optimization variable of the optimization algorithm, and we
use W(t) to denote the variable at iteration t. In particular,
we consider the following noisy iterative algorithm:

W(t) = W(t - 1) - η_t ∇L_α(W(t - 1), S, S') + n(t), \quad (32)

where W(t) is initialized to be W(0) ∈ W arbitrarily, ∇L_α
denotes the gradient of L_α with respect to W, and n(t) can be
any noises with the mean value of 0 and variance of σ_t^2I_d ∈
\mathbb{R}^d. A typical example is n(t) ∼ \mathcal{N}(0, σ_t^2I_d).

To obtain a generalization error bound for the above
algorithm aligning with the theorem derived, we make the
following assumptions.

Assumption 1: We assume the loss function ℓ(w, z) is
r²-subgaussian under the distribution \mu' for any w ∈ W.

Assumption 2: The gradient is bounded, e.g.,
\|\nabla\ell(w(t), z_i)\|_2 ≤ K_{S, r} for all\ z_i ∈ S, and \|\nabla\ell(w(t), z_i)\|_2 ≤ K_{T, r} for all\ z_i ∈ S' with K_{S, r}, K_{T, r} > 0, \forall t ≥ 1. Then it follows that
\|\nabla\ell(L_α(w(t), S, S'))\|_2 ≤ (1 - α)K_{S} + αK_{T} ≤ K_{ST}.

Remark 5: The bounded gradient assumption is a common
assumption made in many analyses of machine learning and
optimization algorithms, particularly in the context of gradient
descent and its variants [53], [54]. In simpler terms, it ensures
that the function does not have any abrupt or infinitely steep
changes, and this assumption can be easily satisfied in many
learning setups. For instance, functions like the absolute loss
f(x) = |x| and the linear loss f(x) = mx + c are inherently
Lipschitz continuous, thus adhering to the bounded gradient
criteria. Similarly, polynomials of limited degrees, such as the
quadratic function f(x) = x², satisfy this condition within a
closed interval x ∈ [a, b]. Furthermore, the sigmoid and hyper-
bolic tangent functions, two popular activation functions used
in neural networks, also comply with this assumption, having
bounded constants of K = 0.25 and K = 1, respectively.

Now we will apply the bound in Corollary 2 by further charac-
terizing the mutual information I(W; Z_i) with the relevant
optimization parameters.

Theorem 5 (Generalization error of stochastic noisy iterative
algorithm): Suppose that Assumptions 1 and 2 hold and
W(T) is obtained from (32) at Tth iteration. Then the
generalization error is upper bounded by

The proof is given in Appendix I. Thus, the expected
WSSV [gen (W(T), S, S')] ≤ α \frac{2r^2}{\beta n} I(S)

+ (1 - α) \frac{2r^2}{(1 - \beta)n} D(\mu || \mu') \quad , \quad (33)

where we define

̂I(S) := \frac{d}{2} \sqrt{2}\log \left( \frac{2\pi e \eta_t^2 K_{ST}^2 + d\sigma_t^2}{d} \right) - \sum_{t=1}^{T} h(n_t). \quad (34)

The proof is given in Appendix I. In this bound, we observe
that if the optimization parameters (such as \alpha, \beta, n(t), w(0), T, d) and loss function are fixed, the general-
ization error bound is easy to calculate by using the parameters
given above. Also note that our assumptions do not require
that the noise is Gaussian distributed or the loss function ℓ(w, z)
is convex; this generality provides a possibility to tackle a wider
range of optimization problems.

Remark 6: For fixed learning parameters T, σ_t^2, K_{ST}, η_t not
depending on the sample size n, if we increase the sample
size n, the bound decays up to (1 - α)\sqrt{2r^2D(\mu || \mu')}^2. This shows that as the sample size increases, the mutual information diminishes as each individual instance has less influence on the
gradient descent updates. Consequently, the decreased \̂I(S)
will result in a reduced generalization error.

Remark 7: If we fix the sample size instead but increase
the iteration number T, the bounds would go to infinity
with a fast-growing rate if \eta_t and σ_t^2 are not wisely chosen.
To determine proper choices of the optimization parameters
to achieve a low generalization error, we consider the case
d = 1 and h(n_t) = d\log 2πe\eta_t^2σ_t^2 where n_t ∼ \mathcal{N}(0, σ_t^2I_d) for
simplicity, and we can then further upper bound \̂I(S) as:

\hat{I}(S) = \frac{1}{2} \sum_{i=1}^{T} \log \left( 1 + \frac{\eta_t^2 K_{ST}^2}{\sigma_t^2} \right) ≤ \frac{K_{ST}^2}{2} \sum_{t=1}^{T} \frac{\eta_t^2}{\sigma_t^2}

with the inequality that \log(1 + x) ≤ x for x ≥ 0. To have better control of the mutual information, we may need to
control the rate of the summation of \frac{\eta_t^2}{\sigma_t^2}. One typical choice
of the noisy stochastic gradient descent is \eta_t = \frac{1}{t} and
the noise is set as σ_t = \sqrt{\eta_t}, then \̂I(S) ≤ O(\log(T)), which
scales logarithmically and coincides with the results in [55]
and [56]. Recently, in [57], it is shown that the mutual
information bounds fail to give vanishing bounds w.r.t. T
for both generalization error and excess risk (see (2) and (3)
for example). Regarding this, while the mutual information
bounds may not provide optimal bounds, we still include
these results to showcase the practicality of mutual information
bounds in analyzing the noisy gradient descent by knowing
the optimization parameters. However, it should be noted that
more refined techniques with surrogate algorithms may be
required for a tighter characterization. From the ratio, it could
also be seen that the mutual information is controlled by
the step size $\eta$ and the noise variance $\sigma_n^2$. Given a larger step size $\eta$, the data sample will have a greater influence on the hypothesis. On the contrary, if the noise variance is dominating, altering the step size might have less impact on the hypothesis.

However, in many cases, the generalization error does not fully reflect the effectiveness of the hypothesis if $W(T) \neq W_{\text{ERM}}$. One can further provide an excess risk upper bound by utilizing Proposition 3 in [58] with the assumption of a strongly convex loss function, which guarantees the convergence of the hypothesis. We now provide an excess risk upper bound when the loss function is strongly convex. Recall that the excess risk of $W(T)$ is defined as

$$ R_{\mu'}(W(T)) = L_{\mu'}(W(T)) - L_{\mu'}(w^*). \tag{35} $$

Following the result in Theorem 2, we present the upper bound for the excess risk if the following two assumptions hold.

**Assumption 3:** $\ell(w, z)$ is $\nu$-strongly convex, namely

$$ \ell(w_1, z) \geq \ell(w_2, z) + \nabla \ell(w_2)(w_1 - w_2) + \frac{\nu}{2} ||w_1 - w_2||^2 \tag{36} $$

for some $\nu > 0$ and any $w_1, w_2 \in \mathcal{W}$.

**Remark 8:** The Assumption 3 is a fundamental condition in the context of optimization. For algorithms like gradient descent, strong convexity can guarantee faster convergence rates and can be introduced through regularization techniques like $L_2$ regularization, which can prevent overfitting in machine learning models [59], [60]. For example, in the context of linear regression, the loss function is exactly $\nu$-convex. Similarly, the cross-entropy loss is a strongly convex loss function, which can be used to avoid overfitting in machine learning models [61]. Another type of loss function is the exponential loss used in the boosting algorithm, which is also strongly convex, especially in the context of AdaBoost [62].

**Assumption 4:** The loss function $\ell(w, z)$ has $L$-Lipschitz-continuous gradient such that

$$ ||\nabla \ell(w_1, z) - \nabla \ell(w_2, z)|| \leq L ||w_1 - w_2|| \tag{37} $$

for any $w_1, w_2 \in \mathcal{W}$ with respect to any $z \in \mathcal{Z}$.

**Remark 9:** The Lipschitz-continuous gradient condition (sometimes referred to as $L$-smooth condition) ensures that the gradient does not change too abruptly and has been widely applied in many optimization problems, particularly in the context of stochastic gradient descent (SGD) and its variants [63], [64]. This condition can be used to bound the updates, ensuring that the gradient change does not become too large and destabilize the learning process. Some typical examples include the mean squared loss, the Huber loss [65], and the log-cosh loss [66]. However, it is important to highlight that not all loss functions in machine learning exhibit smoothness. For instance, the least absolute loss and hinge loss are examples of non-smooth loss functions.

**Corollary 3 (Excess risk of strongly convex loss function):** Suppose Theorem 5 holds and the loss function $\ell(w, z)$ satisfies Assumptions 3 and 4. Define $\kappa = \frac{\nu}{L}$, setting $\eta = \frac{1}{2}$, and $W$ is arbitrarily initialized with $W(0)$. Then the excess risk can be bounded as follows:

$$ \mathbb{E}_W [R_{\mu'}(W(T))] \leq (1 - \alpha)d_W(\mu, \mu') + \alpha \sqrt{\frac{2\nu^2}{3\beta n} \bar{I}(S)} $$

$$ + (1 - \alpha) \sqrt{\frac{2\nu^2}{(1 - \beta)2n} + D(\mu||\mu')} $$

$$ + K_{ST} (1 - \kappa)^T \mathbb{E} ||W(0) - W_{\text{ERM}}|| $$

$$ + K_{ST} \sum_{t=1}^{T} (1 - \kappa)^{T-t} \mathbb{E} ||n(t)||. \tag{38} $$

**Remark 10:** From the above bound, we could also optimize $\kappa$ and $\eta$ for a tighter bound. Let us consider the above setup that $\eta(t)$ is Gaussian distributed and $d = 1$. First, we set $\eta_1 = \frac{1}{2}$ and $\sigma_1 = \sqrt{\eta_1}$ to facilitate the generalization error tight. Now we assume that the hypothesis space is bounded, i.e., $||w_1 - w_2|| \leq W_B$ for any $w_1, w_2 \in \mathcal{W}$. Then the third term in R.H.S. will decay exponentially when $T$ goes to infinity, which means the initialization does not affect the generalization error with a large number of iterations. While the fourth term in the R.H.S. can be upper bounded by:

$$ K_{ST} \sum_{t=1}^{T} (1 - \kappa)^{T-t} \mathbb{E} ||n(t)|| = \frac{K_{ST}}{\sqrt{2\pi}} \sum_{t=1}^{T} (1 - \kappa)^{T-t} \sqrt{t} $$

$$ \leq \frac{K_{ST}}{\sqrt{2\pi}} \frac{1}{1 - (1 - \kappa)}. $$

Then the final bound would have the form of

$$ \mathbb{E}_W [R_{\mu'}(W(T))] \leq (1 - \alpha)d_W(\mu, \mu') $$

$$ + O(\alpha \sqrt{\frac{\log T}{\beta n}} + (1 - \alpha) \sqrt{\frac{\log T}{(1 - \beta)2n} + cD(\mu||\mu')} $$

$$ + (1 - \kappa)^T + \frac{K_{ST}}{\sqrt{2\pi \kappa}}, $$

where $c$ is some leading constant. From the bound, we can see that selecting $\kappa$ as a constant would not affect the rate of the bound, but the choice of $\eta$ could be crucial as it controls the variance level of the noise.

The proof is provided in Appendix K. Notice that the summation of the terms $||n(t)||$ needs to be finite. Hence this upper bound is effective when $n(t)$ is sampled from a bounded random variable (for example, truncated Gaussian or uniform random variable), but not for the case $n(t)$ is Gaussian distributed, where $||n(t)||$ is not bounded. We give a toy example in Section VI-A for the Bernoulli transfer to show the effectiveness of the bounds.

**B. Generalization Error on Gibbs Algorithm**

Theorem 2 shows that the generalization error can be upper-bounded in terms of the mutual information between the input data and output hypothesis and the KL divergence between the source and target domains. Since the KL divergence $D(\mu||\mu')$ is usually uncontrollable as $\mu$ and $\mu'$ are...
unknown in real settings, it is natural to consider an algorithm that minimizes the empirical risk regularized by $I(W, Z_i)$ as

$$P^*_W = \arg\min_{P_W|S,S'} \left( \mathbb{E}_{WSS'}[\hat{L}_\alpha(W, S, S')] + \frac{1}{k} \sum_{i=1}^n I(W; Z_i) \right).$$

(39)

With the chain rule, we have

$$\sum_{i=1}^{\beta n} I(W; Z_i) + \sum_{i=\beta n+1}^n I(W; Z_i) \leq \sum_{i=1}^n I(W; Z'_i|Z'^{-1}_i) + \sum_{i=\beta n+1}^n I(W; Z'_i|Z'^{-1}_i),$$

(40)

with the definition $Z'^{-1}_i = \{Z'_i, Z'_2, \cdots, Z'_{i-1}\}$ and $Z'^{-1}_i = \{Z_{\beta n+1}, \cdots, Z_{i-1}\}$. Then we aim to minimize the relaxed Gibbs algorithm as

$$P^*_W = \arg\min_{P_W|S,S'} \left( \mathbb{E}_{WSS'}[\hat{L}_\alpha(W, S, S')] + \frac{1}{k} I(W; S, S') \right).$$

(41)

We can also relax the above optimization problem by replacing $I(W; S, S')$ with an upper bound

$$D \left( P_W|S,S'| || Q |P_{S,S'} \right) = I(W; S, S') + D (P_W || Q)$$

where $Q$ is an arbitrary distribution on $W$. We can also rewrite $Q$ as

$$D \left( P_W|S,S'| || Q |P_{S,S'} \right) = \int_{Z^n} D \left( P_W|S=S=s',S'=s' || Q \right) d^\otimes \beta n (\mu') d^\otimes (1-\beta)n (\mu),$$

which does not depend on source distribution $\mu$ or target distribution $\mu'$. Thus we can relax (41) and arrive at the following surrogate solution as

$$P^*_W = \arg\min_{P_W|S,S'} \left( \mathbb{E}_{WSS'}[\hat{L}_\alpha(W, S, S')] \right. \left. + \frac{1}{k} D (P_W|S,S'| || Q |P_{S,S'}) \right).$$

(42)

**Theorem 6:** The solution to the optimization problem (42) is the Gibbs algorithm, which satisfies

$$P^*_W|S,S'(dw) = \frac{e^{-k\hat{L}_\alpha(W,S,S')}}{\mathbb{E}_Q \left[ e^{-k\hat{L}_\alpha(W,S,S')} \right]}$$

(43)

for each $(S,S') \in Z^n$.

The proof can be found in Appendix L. For fixed $\alpha$, we denote the hypothesis that achieves the combined minimum population risk among $W$ by $w^*_\alpha(\alpha)$ such that

$$w^*_\alpha(\alpha) = \arg\min_{w \in W} \alpha L_{\mu'}(w) + (1-\alpha) L_{\mu}(w).$$

(44)

In particular, we define $w^*_\alpha = w^*_\alpha(0)$ and we also have that $w^* = w^*_\alpha(1)$. We further denote $w_G$ as the output hypothesis of the Gibbs algorithm. We have

$$\mathbb{E}_W[L_{\mu'}(W_G)] = \mathbb{E}_{WSS'}[L_{\mu'}(W_G) - \hat{L}_\alpha(W_G, S, S')] + \mathbb{E}_{WSS'}[\hat{L}_\alpha(W_G, S, S')]$$

$$\leq \mathbb{E}_{WSS'}[\text{gen}(W_G, S, S')] + \mathbb{E}_{WSS'}[\hat{L}_\alpha(W_G, S, S')]$$

$$+ \frac{1}{k} D (P^*_W|S,S'| || Q |S,S').$$

(45)

As a direct application of Corollary 2, we then specialize the upper bound on the population risk for the Gibbs algorithm by further upper bounding the generalization error on the R.H.S. of (45). For any $\ell \in [0, 1]$, we reach the following corollary for countable hypothesis space.

**Corollary 4:** Suppose $W$ is countable. Let $W_G$ denote the output of the Gibbs algorithm applied on dataset $S, S'$. For some $\alpha \in [0, 1]$ and $d(w, z) \in [0, 1]$ for any $w$ and $z$, the generalization error is upper bounded by:

$$\mathbb{E}_{WSS'}[\text{gen}(W_G, S, S')] \leq \alpha^2 k + \frac{(1-\alpha)^2}{4(1-\beta)n} + \frac{1}{k} \log \frac{1}{Q(w^*_\alpha(\alpha))},$$

(46)

and the population risk of the Gibbs algorithm satisfies:

$$\mathbb{E}_W[L_{\mu'}(W_G)] \leq L_{\mu'}(w^*_\alpha(\alpha)) + \frac{1}{k} \log \frac{1}{Q(w^*_\alpha(\alpha))} + \frac{\alpha^2 k}{4(1-\beta)n} + \frac{1}{k} \sqrt{\frac{D(\mu || \mu')}{{2}}}.$$  

(47)

**Remark 11:** From (46), we can see that the generalization error bound converges up to the domain divergence with $O(\frac{1}{n})$, which coincides with the rate in [30] for the exact generalization error characterization of the $\alpha$-weighted ERM algorithm. The only difference lies in the definition of the generalization error: we define the generalization error as the gap between the combination of the empirical risks in both the source and target domains and the population risk in the target domain. While in [30], the generalization error is defined as the gap between the empirical risk in the target domain only and its population risk. Thus, there is an additional domain divergence term in our upper bound. Apart from that, in both cases, the Gibbs algorithm is able to achieve a fast convergence rate.

If we set $\alpha = 1, \beta = 1$ (only use the target data), we will retrieve the results for conventional machine learning, derived in [18, Corollary 2] as follows

$$\mathbb{E}_W[L_{\mu'}(W_G)] \leq L_{\mu'}(w^*) + \frac{1}{k} \log \frac{1}{Q(w^*)} + \frac{k}{4n}.$$  

(48)

We consider the special case $\beta = 0, \alpha = 0$ (only using the source data), then we have

$$\mathbb{E}_W[L_{\mu'}(W_G)] \leq L_{\mu}(w^*) + \frac{1}{k} \log \frac{1}{Q(w^*)} + \frac{k}{4n}.$$  

(49)

In this case, it is observed that $D(\mu || \mu')$ would not vanish. Even when $n$ increases, the excess risk also depends on the population risk of $w^*$ w.r.t. the source distribution $\mu$.

When $W$ is uncountable (e.g., $W = \mathbb{R}^d$), the term $\frac{1}{k} D(P^*_W|S,S'| || Q |S,S')$ will be bounded using the approximation by a Gaussian distribution for $W_G$ given $S$ and $S'$. As a result, we could bound the population risk using the following corollary.
Corollary 5: Suppose \( W = \mathbb{R}^d \) and \( \ell(\cdot, z) \) is \( \rho \)-Lipschitz for all \( z \in Z \). Let \( W_G \) denote the output of the Gibbs algorithm induced by datasets \( S \) and \( S' \). For \( \ell \in [0, 1] \) and some \( \alpha \in [0, 1] \), the population risk of \( W_G \) satisfies

\[
\mathbb{E}_W \left[ L_{\mu} (W_G) \right] \leq L_\alpha (w^*_s (\alpha)) + \frac{\alpha^2 k}{4\beta n} + \frac{(1 - \alpha)^2 k}{4(1 - \beta)n} \\
+ (1 - \alpha) \sqrt{\frac{D(\mu \| \mu')}{2}} \\
+ \inf_{\alpha > 0} \left( \alpha \rho \sqrt{d} + \frac{1}{k} D \left( N \left( w^*_s (\alpha), a^2 I_d \right) \| Q \right) \right). 
\]

(50)

V. BOUNDING WITH OTHER DIVERGENCES

The usage of KL divergence to quantify distribution shifts has been popular in many previous works [67], [68], [69]. However, an important observation made by Hanneke and Kpotufe [70] demonstrates certain limitations of this approach - specifically in the context of transfer learning - where in Theorem 2, the result is not effective for a class of supervised machine learning problems if \( \mu \) is not absolutely continuous with respect to \( \mu' \) as the KL divergence goes to infinity and the bound becomes vacuous. In Example 1 of [70], the authors also illustrate why KL divergence in the hypothesis space is not the right measure for this purpose, and the issue is wisely bypassed by changing the hypothesis distribution from \( P(w) \) to a Bernoulli distribution \( P(w = w^*) \). The transfer component - the divergence proposed in their work - can easily handle this case, providing insights into the data values in transfer learning. Now we give two examples.

Example 9: Let the sample \( Z \) be a pair \((X, Y)\) where \( X \) denotes features and \( Y \) denotes the corresponding label, and we assume that \( Y \) is determined by \( X \), i.e., \( Y = f(X) \) for some deterministic function \( f \). In this case, the distribution \( \mu \) of \( Z \) can be factored as \( \mu \equiv \mu(x, y) = P_X(x)P_Y|X(y|x) = P_X(x)1_{y = f(x)} \) where \( P_X \) is the distribution of \( X \) and \( 1 \) denotes the indicator function. Let target distribution \( \mu' \) factor as \( \mu'(x, y) = P'_X(x)1_{y = f'(x)} \) for some distribution \( P'_X \) and function \( f' \). Notice that in this case, \( \mu \) is not absolutely continuous with respect to \( \mu' \) unless \( f = f' \). Indeed, for some \((x, y)\) we have \( 1_{y = f'(x)} = 0 \) while \( 1_{y = f(x)} = 1 \) unless \( f \) agrees with \( f' \) almost everywhere. Therefore, the KL divergence is \( D(\mu \| \mu') = \infty \), and the upper bound becomes vacuous unless \( f = f' \) (however \( P_X \) and \( P'_X \) could still be different, hence the problem is not necessarily trivial in this case).

Example 10: Let the sample \( Z \) be a discrete random variable over the set \{1, 2, 3\}. Assume that for the source domain \( \mu(Z = 1) = \mu(Z = 2) = \mu(Z = 3) = \frac{1}{3} \), while \( \mu'(Z = 1) = \mu'(Z = 2) = \frac{1}{2} \) and \( \mu'(Z = 3) = 0 \). In this case, the KL divergence \( D(\mu \| \mu') = \infty \) as \( \mu \) is not absolutely continuous w.r.t. \( \mu' \) when \( Z = 3 \). However, if we consider the total variation [71] between \( \mu \) and \( \mu' \) (where the detailed definition is given in the later context), it can be calculated that \( TV(\mu, \mu') = \sum_{z \in Z} \frac{1}{2} | \mu(z) - \mu'(z) | = \frac{1}{2} \), which is finite instead.

We mitigate these issues tied to KL divergence by introducing bounds using other divergences, such as the Wasserstein distance and \( \phi \)-divergence, as we show in Example 10. These alternative measures provide us with a more general and robust framework to quantify the distribution shift, which may also give a tighter characterization.

A. \( \phi \)-Divergence Bounds

To develop an appropriate upper bound to handle the case where the KL divergence is infinite, we may extend the results by using other types of divergence following the work of [72], which do not impose the absolute continuity restriction. To this end, we first introduce a more general divergence between two distributions that can handle such a case, namely, the \( \phi \)-divergence.

Definition 3 (\( \phi \)-divergence): Given two measures \( \mu, \nu \) and a convex functional \( \phi \), we define the \( \phi \)-divergence by:

\[
D_\phi (\nu \| \mu) = \mathbb{E}_\mu \left[ \phi \left( \frac{d\nu}{d\mu} \right) \right] 
\]

(51)

where \( d\nu/d\mu \) is the Radon-Nikodym derivative.

To tackle the absolute continuity issue between \( \mu \) and \( \mu' \), we shall choose \( \phi(x) = \frac{1}{2} | x - 1 | \) and arrive at the bounds with the total variation distance, which is always bounded by \([0, 1]\). Following [72], we suppose that the loss function \( \ell(w, Z) \) is \( L_\infty \)-norm upper bounded by \( \sigma \) where the \( L_\infty \)-norm of a random variable is defined as

\[
||X||_\infty = \inf \{ M : P(X > M) = 0 \}.
\]

Then we have the following corollary.

Corollary 6 (Generalization Error Bound of ERM Using \( \phi \)-Divergence): Assume that for any \( w \in W \), the loss function \( \ell(w, Z) \) is \( L_\infty \)-norm bounded by \( \sigma \) under the distribution \( \mu' \). Then the following inequality holds.

\[
\mathbb{E}_{W \in S^*} \left[ \text{gen} \left[ W_{\text{ERM}}, S, S^* \right] \right] \leq \frac{2n||\sigma||_\infty}{\beta n} \sum_{i=1}^{\beta n} I_\phi (W_{\text{ERM}}; Z_i) + \frac{2(1 - \alpha)||\sigma||_\infty}{(1 - \beta)n} \sum_{i=\beta n + 1}^{\alpha n} \left( I_\phi (W_{\text{ERM}}; Z_i) + TV(\mu, \mu') \right),
\]

(52)

where \( I_\phi (W_{\text{ERM}}; Z_i) = D_\phi (P_{W_{\text{ERM}}Z}; |P_{W_{\text{ERM}}} \otimes P_Z|) \) is the \( \phi \)-divergence between the distribution \( P_{W_{\text{ERM}}Z} \) and \( P_{W_{\text{ERM}}} \otimes P_Z \) (similar to \( Z' \)) with \( D_\phi (P|Q) = \frac{1}{2} \int |dP - dQ| \) and \( TV(\mu, \mu') \) denotes the total variation distance between the distribution \( \mu \) and \( \mu' \).

The proof can be found in Appendix N. Note that with this bound, the divergence \( TV(\mu \| \mu') \) is always bounded by \([0, 1]\) for any \( \mu \) and \( \mu' \). More generally, the generalization error can be upper bounded using different \( \phi \)-divergences, and the key to unifying different divergences is the Legendre-Fenchel duality that we used in Theorem 1. For example, by choosing \( \phi(x) = x \log x \) and the function \( \psi \) for bounding the moment generating function, we will end up with the KL-divergence-based bound. Likewise, if we choose \( \phi(x) = \frac{x^2}{2} \) and the function \( \psi \) for bounding the variance, we will arrive at the \( \chi^2 \)-divergence based bound as shown in [73], such an extension allows the result to hold for a wider family of distributions (e.g., the sub-exponential random variables) where the mutual information bound may be invalid.
B. Generalization Error With Wasserstein Distance

Another interesting metric, called the Wasserstein distance, has a very close connection with the KL divergence via the transportation-cost inequality [74]. Such a distance has several advantages over the KL divergence. As we show later, the Wasserstein distance can handle the deterministic algorithm where the mutual information is infinite. Furthermore, under mild conditions, the Wasserstein distance-based bound is naturally tighter for transfer learning, compared to the mutual information bound as shown in Corollary 2. To show our results, we first give some definitions of the probability bound is naturally tighter for transfer learning, compared to the mutual information bound as shown in Corollary 2. To show our results, we first give some definitions of the probability.

Let \((\z, d)\) be a metric space and \(\rho \in [1, +\infty)\), we define \(P_\rho(\z)\) as the set of probability measures \(\mu\) on \(\z\) satisfying \((\z, d)\) \(\in P_\rho(\z)\) \(d\z\). Then we define the Wasserstein distance as follows.

**Definition 4 (Wasserstein distance):** Assume \(\mu, \nu \in P_\rho(\z)\). The \(\rho\)-Wasserstein distance between \(\mu\) and \(\nu\) is defined as

\[
W_\rho(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \mathbb{E}_\pi [d(Z, Z')^\rho]^{1/\rho},
\]

where \(\Pi(\mu, \nu)\) denotes the coupling of \(\mu\) and \(\nu\), i.e., the set of all the joint probability measures \(\pi \in P(\z \times \z)\) with marginals equal to \(\mu\) and \(\nu\).

With the definition in place, we give the generalization error bound of the ERM algorithm using the Wasserstein distance in the following theorem.

**Theorem 7 (Generalization Error Bound of ERM With Wasserstein Distance):** Let \(P_W\) be the marginal distribution induced by \(S, S'\) and \(P_{W|SS'}\) with the ERM algorithm. Assume that for any \(w \in W\), the loss function \(\ell(w, Z)\) is \(\mathcal{L}\)-Lipschitz for any \(W \in \z\). Then the following inequality holds.

\[
\mathbb{E}_W [\text{gen}(W_{\text{ERM}}, S, S')] \leq \frac{\alpha \mathcal{L}}{\beta n} \sum_{i=1}^{n} \mathbb{E}_{\mu_i}[W_1(P_W, P_{W|Z})] + \frac{(1 - \alpha) \mathcal{L}}{(1 - \beta)n} \sum_{i=\beta n+1}^{n} \left( \mathbb{E}_{\mu_i}[W_1(P_W, P_{W|Z})] + \mathbb{W}_1(\mu, \mu') \right).
\]

Remark 12: Under the Wasserstein distance, the domain divergence is captured by the first order Wasserstein distance \(W_1(\mu, \mu')\), which also resolves the absolutely continuous issue in mutual information bound. This bound requires that the loss function is \(\mathcal{L}\)-Lipschitz with respect to any hypothesis \(\z\) and data instance \(Z\) while the mutual information bound is derived under the subgaussian assumption. It is also worth noting that the bound is based on the term \(W_1(\mu, \mu')\). Intuitively, this term measures how distribution diverges with a given single instance \(Z_i\). In other words, it measures how one instance can affect the distribution of \(W\) given a specific algorithm. This intuition is also related to stability in the algorithmic perspective, similar to \(I(W, Z_i)\) in the mutual information bound.

The proof can be found in Appendix O. Based on the result of the generalization error, we can derive the excess risk upper bound using the Wasserstein distance.

**Theorem 8 (Excess Risk Bound of ERM With Wasserstein Distance):** Assume the conditions in Theorem 7 hold and assume the loss function \(\ell(w, z)\) is bounded by \([0, 1]\) for any \(w\) and \(z\). Then the following inequality holds:

\[
\mathbb{E}_W [R_{\text{Info}}(W_{\text{ERM}})] \leq (1 - \alpha)\mathcal{L}(\mu, \mu') + \frac{(1 - \alpha) \mathcal{L}}{(1 - \beta)n} \sum_{i=\beta n+1}^{n} \left( \mathbb{E}_{\mu_i}[W_1(P_W, P_{W|Z})] + \mathbb{W}_1(\mu, \mu') \right) + \frac{\alpha \mathcal{L}}{\beta n} \sum_{i=1}^{n} \mathbb{E}_{\mu_i}[W_1(P_W, P_{W|Z'})].
\]

We can show that this bound is tighter than the mutual information bound under mild conditions. Specifically, we consider the case that only the source domain is available \((\alpha = \beta = 0)\) with some \(n\). From Theorem 2, we can easily bound the expected excess risk for ERM algorithm and we denote the bound by \(\mathbb{B}_{\text{Info}}\), which is defined as:

\[
\mathbb{B}_{\text{Info}} := \frac{\sqrt{2\mathcal{L}^2}}{n} \sum_{i=1}^{n} \left( \mathbb{E}_{\mu_i}[W_1(P_W, P_{W|Z})] + \mathbb{W}_1(\mu, \mu') \right).
\]

From Theorem 8, we can also derive the bound for the expected excess risk with the ERM algorithm, and we denote the Wasserstein type bound by \(\mathbb{B}_{\text{Wass}}\) as

\[
\mathbb{B}_{\text{Wass}} := \frac{\mathcal{L}}{n} \sum_{i=1}^{n} \left( \mathbb{E}_{\mu_i}[W_1(P_W, P_{W|Z})] + \mathbb{W}_1(\mu, \mu') \right) + \mathcal{D}_W(\mu, \mu').
\]

Next, we will prove that the \(\mathbb{B}_{\text{Wass}}\) is, in general, tighter than \(\mathbb{B}_{\text{Info}}\) under the mild assumption. To this end, we first introduce the transportation cost inequality (TCI) following the definition 3.4.2 from [74].

**Definition 5 (Transportation Cost Inequality):** We say that a probability measure \(\mu\) on \((\z, d)\) satisfies an \(L^p\) transportation cost inequality with constant \(c > 0\), or a \(T_p(c)\) inequality for short, if for every probability measure \(\nu \ll \mu\) we have

\[
\mathbb{W}_p(\nu, \mu) \leq \sqrt{2cD(\nu || \mu)}.
\]

This is a typical definition in many learning setups and we will give several examples below.

**Example 11:** Under the Hamming distance, it can be proved that the first-order Wasserstein distance is equivalent to the total variation [74], then a well-known application of this inequality is the Pinsker’s inequality where \(p = 1\) and \(c = \frac{1}{2}\). This inequality provides an upper bound on the Wasserstein distance in terms of the divergence.

**Example 12:** It is proved that the inequality (58) holds if and only if for some \(c\) and every \(1\)-Lipschitz function \(f\), it satisfies the subgaussian property under \(\mu\), e.g., for any \(t \in \mathbb{R}\),

\[
\mathbb{E}_\mu[e^{tf}] \leq e^{ct^2}.
\]

Readers can refer to Theorem 1 in [75] and Theorem 1 in [73] for more details.

From example 12, it could be shown that if we set \(\nu = P_{WZ_i}\) and \(\mu = P_W \otimes P_{Z_i}\) in (58), the Wasserstein distance between \(\nu\) and \(\mu\) will be tighter than the mutual information.
measure. We provide a rigorous argument in the following proposition.

**Proposition 1:** Consider the case where \( b = 0 \) for simplicity (e.g., with the source data only), let \( P_W \) be the marginal distribution induced by some algorithm and the source sample distribution \( \mu \). We assume that the induced conditional distribution \( P_{W|Z} \) is absolutely continuous w.r.t. \( P_W \) for any \( z_i \in Z \), and both \( P_W \) and \( \mu' \) satisfies the \( T_1 \) transportation cost inequality. Then the following inequality holds:

\[
B_{\text{Wass}} \leq B_{\text{Info}}.
\]

The proof can be found in Appendix P. Essentially, if both \( \mu' \) and the resulting hypothesis \( P_W \) exhibit subgaussian characteristics, which include having light tails and preserving strong concentration for any Lipschitz functions, then the Wasserstein distance could be a better metric than the mutual information when evaluating the generalization error.

In this section, we demonstrate how various distribution metrics, including the total variation, \( \phi \)-divergence, and the Wasserstein distance, can be employed to derive different information-theoretic bounds. Metrics like the Wasserstein distance are particularly noteworthy as they not only address the absolute continuity concerns but have also proven to provide tighter bounds than those based on mutual information. However, a caveat is that evaluating these bounds requires the knowledge of data and hypothesis distributions, and estimating these distributions can be very challenging in practical scenarios. As an initial approach to this concern, the subsequent section introduces a heuristic algorithm that capitalizes on the properties and insights drawn from the aforementioned bounds.

### VI. Examples and Algorithms

In this section, we provide three examples to illustrate the upper bounds we obtained in previous sections. First we provide an example of calculating the learning bounds on the Bernoulli transfer problem given the optimization parameters with the stochastic gradient descent algorithm. Then we present the logistic regression transfer learning problem with the mutual information bounds, and lastly we evaluate the proposed InfoBoost algorithm in several real-world transfer learning scenarios.

#### A. Transfer With Stochastic Gradient Descent

In this example, we assume that data samples \((Z_1, \ldots, Z_{\beta n}) \sim \text{Ber}(p)\) and \((Z_{\beta n+1}, \ldots, Z_n) \sim \text{Ber}(p')\) where \( \text{Ber}(p) \) denotes the Bernoulli distribution with probability \( p \). For any \( z_i \in (S, S') \), the loss function is defined as binary cross-entropy

\[
\ell(w, z_i) = -(z_i \log(w) + (1 - z_i) \log(1 - w)).
\]

In this case, there is no closed-form solution to the ERM algorithm so we apply the algorithm in (32) to obtain an hypothesis \( W(T) \) where we choose \( n(t) \sim N(0, \sigma_t^2) \).

The numerical results are shown in Figure 1, where the calculation for the upper bounds and detailed experimental setups can be found in Appendix Q. In the first row, we compare different number of samples while in second row we compare the bounds when \( \beta \) varies, and the last row investigates the effect of initialization value \( W(0) \).

From the results, it is obvious that both the excess risk and generalization error are upper bounded by our developed upper bounds. We notice that that the tightness of the bound varies for different parameters of the algorithm. For example, if the initial value \( W(0) \) is close to \( \leq \text{ERM} \), the upper bounds are tighter in this case. Also one observes that our bounds are in general becomes tighter if the number of samples \( n \) increases. The results confirms that the bounds captures the dependence of the input data and output hypothesis, as well as the stochasticity of the learning algorithm.

#### B. Logistic Regression Transfer

In this section, we apply our bound in a typical classification problem. Consider the following logistic regression problem in a 2-dimensional space shown in Figure 2. For each \( w \in \mathbb{R}^2 \) and \( z_i = (x_i, y_i) \in \mathbb{R}^2 \times \{0, 1\} \), the loss function is given by

\[
\ell(w, z_i) := -(y_i \log(\sigma(w^T x_i))) + (1 - y_i) \log(1 - \sigma(w^T x_i)),
\]

where \( \sigma(x) = \frac{1}{1 + e^{-x}} \).

Here we truncate the Gaussian random variables \( x_i = (x_{i1}, x_{i2}) \|x_{i1}\| < 2, \|x_{i2}\| < 6 \), for \( i = 1, \ldots, n \). We also restrict hypothesis space as \( W = \{w : \|w\|_2 < 3\} \) where \( \leq \text{ERM} \) fails in this area with high probability. It can be easily checked that \( \leq \leq \mu' \) and the loss function is bounded, hence we can upper bound generalization error using Corollary 2. To this end, we firstly fix the source samples \( n_s = 10000 \), while the target samples \( n_t \) varies from 100 to 10000 and \( \alpha = \beta = \frac{n_s}{n_s + n_t} \), following the guideline from [7] and [41]. We give the empirical estimation for \( r^2 \) within the according hypothesis space such that

\[
r^2 = \frac{(\max_{Z \in Z, w \in W} \ell(w, Z) - \min_{Z \in Z, w \in W} \ell(w, Z))^2}{4}.
\]

To evaluate the mutual information \( I(W_{\text{ERM}}, Z) \) efficiently, we follow the work [76] by repeatedly generating \( W_{\text{ERM}} \) and \( Z_i \). As \( \leq \leq \leq \mu' \), we decompose \( D(\mu(X, Y)\|\mu(X', Y')) = D(\mu(X)\|\mu(X)) + D(\mu(Y|X)\|\mu(Y|X)|X) \) in terms of the feature distributions and conditional distributions of the labels. The first term \( D(P_X\|P_X) \) can be calculated using the parameters of Gaussian distributions. The latter term denotes the expected KL-divergence over \( P_X \) between two Bernoulli distributions, which can be evaluated by generating abundant samples from the source domain. Further, we apply Theorem 2 to upper bound the excess risk, where we give a data-dependent estimation for the term \( d_{\text{Wass}}(\mu, \mu') \) as

\[
d_{\text{Wass}}(\mu, \mu') = \sup_{w \in W} |\tilde{L}(w, S) - \tilde{L}(w, S')|.
\]

To demonstrate the usefulness of our algorithm, we compare the bound in the following theorem using the Rademacher complexity under the same domain adaptation framework.

**Theorem 9:** (Generalization error of ERM with Rademacher complexity) [41, Theorem 6.2] Assume that for any \( w \in W \), the loss function \( \ell(w, Z) \) is bounded between \([a, b] \) for any \( w \)
Fig. 1. Comparisons for testing results of true generalization error (blue), generalization error bound (green), true excess risk (orange) and excess risk bound (red). We set a series of parameters $\alpha = 0.5, p' = w^* = 0.1, p = 0.9, w_{ERM} = 0.5, T = 100, K_{ST}(0) = 10, \eta(0) = 0.1, \eta = 0.001, W(0) = 0.3$ and $\delta = 0.01$ to be fixed for all experiments. For comparison tests, we set $\beta = 0.5, W(0) = 0.3$ for the first row, $n = 1000, W(0) = 0.3$ for the second row, and $\beta = 0.5, n = 1000$ for the last row, respectively.

Fig. 2. The source data $x_i$ are sampled from the truncated Gaussian distribution $N_{tc} \sim (0, 2I)$ while the target data are sampled from the truncated Gaussian distribution $N_{tc} \sim (-2, 2I)$. The according label $y \in \{0, 1\}$ is generated from the Bernoulli distribution with probability $p(1) = \frac{1}{1 + e^{-w^T x}}$, where $w_s = (0.5, -1)$ for the source and $w_t = (-0.5, 1.5)$ for the target.

and $z$. Then for any $\delta > 0$, the following inequality holds with probability at least $1 - \delta$ (over the randomness of samples and the learning algorithm):

$$
\text{gen}(w_{ERM}) \leq (1 - \alpha)d_{W}(\mu, \mu') + 2\alpha E_{\sigma \otimes \mu} \left[ \sup_{w \in W} \sum_{i=1}^{\beta n} \sigma_i \ell(w, z_i) \right] + 3\alpha \sqrt{\frac{(b - a) \ln(4/\delta)}{2\beta n}} + (1 - \alpha) \sqrt{\frac{(b - a)^2}{2} \ln \left( \frac{2}{\eta} \right)} \left( \frac{\alpha^2}{\beta n} + \frac{(1 - \alpha)^2}{(1 - \beta)n} \right),
$$

where $\sigma$ (and $\sigma_t$) are randomly selected from $\{-1, +1\}$ with equal probability.

The comparisons of generalization error bound and excess risk bound are shown in figure 3. It is obvious that the true losses are bounded by our developed upper bounds. The result also suggests that our bound is tighter than the Rademacher complexity bound in terms of both generalization error and excess risk. This is possibly due to that the generalization error bound with Rademacher complexity is characterized by the domain difference in the whole hypothesis space, while our bound is data-algorithm dependent, which is only concerned with $W_{ERM}$. As expected, the data-algorithm dependent bound captures the true behavior of generalization error while the Rademacher complexity bound fails to do so. It is noteworthy that both bounds converge as $n$ increases. The result confirms that the bounds capture the dependence of the input data and output hypothesis, as well as the stochasticity of the algorithm.

C. Fast Rate Logistic Regression

In this section, we apply our fast-rate bound in the logistic regression problem in a 2-dimensional space to further evaluate the effectiveness of the bounds in Equation (25). Again, we assume each $w \in \mathbb{R}^2$ and $z_i = (x_i, y_i) \in \mathbb{R}^2 \times \{0, 1\}$
Fig. 3. Comparisons for generalization error and excess risk where we fix $n_s = 10000$ and vary $n_t$ by setting $\alpha = \beta$.

Fig. 4. We represent the true expected generalization error in (a) along with its bounds in Theorem 2 and Theorem 3. Here we vary $n$ from 50 to 400. To show the convergence up to the domain divergence, we also plot the quantity $E_W[R_{\mu'}(W)] - D(\mu \parallel \mu')$ and the fast rate bound $\frac{1}{c\eta n} \sum_{i=1}^{n} I(W; Z_i)$, along with their reciprocals to show the rate w.r.t. sample size $n$. All results are derived by 2000 experimental repeats.

As a similar setup in the previous section. Now we assume the source-only scenario where $\alpha = \beta = 0$, and each $x_i$ is drawn from a standard multivariate Gaussian distribution $\mathcal{N}(0, I_2)$ and $w_s = (0.5, 0.5)$ and $w_t = (-0.5, -0.5)$ for a different setup for generalizing the experimental results. We also restrict hypothesis space as $W = \{w : \|w\|_2 < 2\}$ where $W_{ERM}$ falls in this area with high probability. Since the hypothesis is bounded and under the log-loss, then the learning problem will satisfy the central and witness condition \cite{44, 45}. Therefore, it will satisfy the $(\eta, c)$-central condition.

To estimate $\eta$, $c$, and the mutual information $I(W_{ERM}, Z_i)$ efficiently, we repeatedly generate samples of $W_{ERM}$ and $Z_i$ and use their empirical density for estimation. Specifically, we vary the sample size $n$ in the range [50, 400] and for each value of $n$, we repeat the logistic regression algorithm 2000 times to generate a set of $W_{ERM}$ samples. By setting $\eta = 0.8$ as an example, we can empirically estimate the CGF and the expected excess risk using the data sample and a set of ERM hypotheses, which results in an estimate of $c \approx 0.195$. Importantly, our experiments indicate that once $\eta$ is fixed, the choice of $c$ remains independent of the sample size $n$, providing empirical support for the $(\eta, c)$-central condition. For the mutual information estimation, we used a similar method as illustrated in the previous section by decomposing the mutual information into marginal and conditional divergences. To demonstrate the usefulness of the results, we also compare the bounds among the true excess risk, the slow rate excess risk in Equation (17) and the fast rate excess risk in Equation (25). The comparisons are shown in Figure 4.

From the figure, it can be seen that the fast excess risk bound in Equation (25) is even tighter than the slow excess risk bound in Equation (17). Moreover, both the excess risk and its fast rate bound exhibit linear convergence scaling as $O(\frac{1}{n})$, up to the domain divergence (with some leading constant). Importantly, this simple toy example showed that the bounds presented in Theorem 3 are tight, accurately reflecting the true behaviours at the same decay rate.

D. Algorithms and Real Dataset

Many information-theoretic bounds are challenging to apply directly to real-world machine-learning tasks primarily because they require knowledge of the data and the hypothesis distributions, and estimating these bounds can be very difficult. Recognizing this gap, we introduce a heuristic boosting algorithm named InfoBoost where this innovative approach leverages the concepts behind the proposed bounds.

With the standard empirical risk minimization algorithm, both the source and target instances are equally weighted within their domains as we define the empirical risk by Eq (3). However, in many real-world scenarios, the weight of each instance can be different, especially for the transfer learning problem. To select the source data that are useful for the prediction on the target domain, we can re-weight each source instance so that the source data will have a similar performance as the target data. To interpret, we start from the following fact on change of measure for the expected risk if $\mu'$ is absolutely
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continuous w.r.t. $\mu$:

$$E_{\mu[Z]}[\ell(W, Z)] = E_{\mu} \left[ \frac{\mu'(Z)}{\mu(Z)} \ell(W, Z) \right].$$

(59)

Ideally, if we can find the distribution density ratio $\frac{\mu'(z_i)}{\mu(z_i)}$ for each instance in the source domain, the expected risk induced by the source is obviously an unbiased estimate of the expected risk under the target distribution. However, this quantity is non-trivial to estimate. For the supervised learning problem where $Z_i = (X_i, Y_i)$, under the co-variate assumption such that $P(Y|X)$ remains unchanged across different domains, this ratio can be estimated through statistical methods such as correcting sample selection bias [77], kernel mean matching [78] and direct density ratio estimation [79]. On the other hand, the iterative algorithm based on model aggregation (e.g., boosting) has been proposed to adaptively adjust the instance weights in transfer learning problems. To name a few, Dai et al. [10] take the first step in the application of boosting to transfer learning where the weights for the target data are adjusted using Adaboost [62] while for the source the weights are gradually decreasing following the weighted majority algorithm. Such a strategy is known as the TradaBoost algorithm. Eaton et al. [11] further develop the TransferBoost algorithm where the source instances are re-weighted according to whether the source domain can improve or hurt the prediction performance on the target. More recently, Wang et al. [80] propose the GapBoost algorithm by taking the hypothesis performance gap between two domains into consideration.

Inspired by the information-theoretic bounds and the boosting algorithm, we heuristically develop an information-theoretic-based boosting algorithm where the re-weighting scheme will involve mutual information $I(W; Z_i)$ and the domain divergence $D(\mu||\mu')$, which appear in our derived upper bounds. From the excess risk bound (17), we can see that the learning performance is controlled by the mutual information terms $I(W; Z_i)$, the domain divergence $D(\mu||\mu')$, the summation of the weights in the target domains controlled by $\alpha$. Instead of using the same weights for all instances in the same domain, we assign different weights to different instances to show their importance and then introduce the novel boosting type algorithm based on the mutual information bound, namely, the InfoBoost algorithm. For simplicity, we consider the binary classification task where $Z = X \times Y$ and present the algorithm in Alg 1. The multi-label task and regression boosting algorithms can be extended following similar steps as shown in [62].

**Algorithm 1 InfoBoost Algorithm**

| Input | Source Sample $S$, Target Sample $S'$, Iteration $T$, Loss function $\ell(h, x, y)$ |
|-------|---------------------------------------------------------------------------|
| 1     | Initialize weights $\gamma_1(i) = \frac{1}{n}$ for all $i$;             |
| 2     | Choose hyper-parameters $\Gamma$, $\zeta$, $\eta$ and iteration $T$;   |
| 3     | for $t = 1, \cdots, T$ do                                               |
| 4     | Learn a base hypothesis $h_t$ using $S \cup S'$;                       |
| 5     | Learn $h_t^{-i}$ using $S \cup S'$;                                    |
| 6     | Learn domain hypothesis $h_{S'}$ and $h_{S}$ using $S'$ and $S$ separately; |
| 7     | Learn a domain discriminator $h_{\text{dis}}$ for the domain features; |
| 8     | $\epsilon_t = \sum_{i=1}^{n} \gamma_t(i) 1_{h_t(x_i) \neq y_i} + \sum_{i=\beta n + 1}^{n} \gamma_t(i) 1_{h_t(x_i) \neq y_i}$; |
| 9     | $\alpha_t = \log \frac{1}{\epsilon_t}$;                               |
| 10    | for $i = 1, \cdots, \beta n$ do                                        |
| 11    | Incur stability loss $d_i(h_t, h_t^{-i})$ according to (60);           |
| 12    | $\gamma_{t+1}(i) = \gamma_t(i) \cdot e^{\alpha_t \ell(h_t, x_i, y_i) - \eta d_i(h_t, h_t^{-i})}$; |
| 13    | end                                                                       |
| 14    | for $i = \beta n + 1, \cdots, n$ do                                    |
| 15    | Incur stability loss $d_i(h_t, h_t^{-i})$ according to (60);           |
| 16    | Incur domain discrimination loss $\ell(h_{\text{dis}}(x_i))$ according to (61); |
| 17    | Incur labelling divergence loss $d(h_{S'}(x_i, y_i), h_{S}(x_i, y_i))$ according to (62); |
| 18    | $\gamma_{t+1}(i) = \gamma_t(i) \cdot e^{\alpha_t \ell(h_t, x_i, y_i) - \eta d_i(h_t, h_t^{-i}) - \zeta (\ell(h_{\text{dis}}(x_i)) + d_i(h_{S}, h_{S'}))]};$ |
| 19    | end                                                                       |
| 20    | Let $Z_t = \sum_{i=1}^{n} \gamma_t(i)$;                               |
| 21    | Normalize $\gamma_t(i) = \frac{\gamma_t(i)}{Z_t}$ for $i = 1, 2, \cdots, n$; |
| 22    | end                                                                       |

Output: $f(x) = 1_{\sum_{t=1}^{T} \alpha_t h_t(x) \geq \frac{1}{2} \sum_{t=1}^{T} \alpha_t}$.

- train the hypothesis without $i$-th sample and compare it with $h_i$, which we denote by $h_t^{-i}$.
- To capture the domain divergence, we decompose the KL divergence as $D(\mu(X, Y)||\mu'(X, Y)) = D(\mu(X), \mu'(X)) + D(\mu(Y|X)||\mu'(Y|X)|X)$ into two terms. Instead of directly estimating the KL divergence, we may use surrogate quantities learned from the data to approximate these two KL divergences. In practice, we train a domain discriminator $h_{\text{dis}} : X \rightarrow [0, 1]$ to capture the feature divergence $D(\mu(X), \mu'(X))$, which takes the features $X$ as the input and the probability of being the target domain as the output. In other words, if $h_{\text{dis}}(x)$ is closer to 1, then $x$ is more likely to be drawn from the target domain, and the divergence should be small. In addition, we train two domain-specific classifiers $h_{S'} : X \rightarrow Y$ and $h_{S} : X \rightarrow Y$ using $S'$ and $S$ respectively to capture the condition divergence term $D(\mu(Y|X)||\mu'(Y|X)|X)$, where the differences of
their predictions on the same input can be heuristically interpreted as the labelling divergence.

- Having outlined the basic concept, let us explain in detail how the algorithm works. We firstly evaluate $h_t$ over $S$ and $S'$ to obtain the error rate $\epsilon_t$ and $\alpha_t$ similarly as in [62]. For each target data, we use the externally updating rule following the boosting strategy in [62]. In addition to that, we also examine the difference between $h_t$ and $h_t^{-1}$, which can be heuristically interpreted as the information stability loss by:

\[ d_t(h_t, h_t^{-1}) = |h_t(x_i) - h_t^{-1}(x_i)|. \]  

(60)

A smaller $d_t$ indicates that the sample $z_i$ has less effect on learning the hypothesis. Nonetheless, learning $h_t^{-1}$ may be very time-consuming due to the large training sample size $n$. Instead, by evenly splitting the training sample into $K$ folds where $K$ is much smaller than the sample size $n$, we will train a set of base classifier $h_k$, $k = 1, 2, \cdots, K$ for each fold from the rest $K-1$ folds. That is, we will use the same hypothesis $h_k$ for all data in $k$-th fold to approximate $h_t^{-1}$. We choose $K = 20$ for the subsequent experiments. For each source data, we will further take the domain divergence into account, which is decomposed into two parts as mentioned earlier. The first is the divergence of the feature of $X$ induced by the domain discriminator $h_{\text{div}}$:

\[ \ell(h_{\text{div}}(x_i)) = 1 - h_{\text{div}}(x_i). \]  

(61)

Here, if $\ell(h_{\text{div}}(x_i))$ is large, then $i$-th sample is more different from the target data and we shall assign a smaller weight to this instance. Regarding the labelling divergence $D(\mu(Y|X)||\mu'(Y|X)|X)$, we will utilize the hypothesis $h_S$ and $h_{S'}$ trained from the source and target domains, which can be seen as a mapping from $X$ to $Y$, and define the following quantity to measure their differences:

\[ d_t(h_S, h_{S'}) = |\ell(h_S(x_i), y_i) - \ell(h_{S'}(x_i), y_i)|. \]  

(62)

A smaller labelling divergence implies that $h_S$ and $h_{S'}$ are more similar. In summary, we use $d_t(h_t, h_t^{-1})$ as a proxy for the mutual information $I(W; Z_i)$ and $\text{div}(x_i, y_i) = \ell(h_{\text{div}}(x_i)) + d_t(h_S, h_{S'})$ as a proxy for the domain divergence $D(\mu||\mu')$. We also introduce the hyper-parameters $\zeta$ and $\eta$ to allow more flexible control of these two quantities, and an appropriate choice of which could also prevent us from focusing too much on the particular data.

- After $T$ iterations, we aggregate all base classifiers $h_t$ with the corresponding weights $\alpha_t$ for some new input $x$ and output the prediction.

We now evaluate the proposed InfoBoost algorithm on several typical transfer learning tasks to show its effectiveness. The datasets used are listed as follows.

- **Office-Caltech-10 [81]:** This dataset contains four subsets, and each domain has a set of office photos with the same 10 classes. In particular, the four subsets are Webcam ($W$ for short), DSLR ($D$ for short), Amazon ($A$ for short) and Caltech dataset ($C$ for short). We use each subset as a domain. Consequently, we get four domains ($A$, $C$, $D$ and $W$), leading to 12 transfer learning problems. Since each domain shares the same 10 classes, we therefore constructed 5 binary classification tasks and reported the average error in each transfer learning problem. We use the SURF features as described in [81] encoded with a visual dictionary of 800 dimensions.

- **20 Newsgroups** 1: the dataset contains approximately 20000 reviews from 7 major categories that can be split into 20 subcategories. The source and target domains were picked from the same major categories but different subcategories in each transfer learning task, in the same way as in [80].

- **MNIST and USPS:** These two datasets contain black and white hand-written digits from 0 to 9 where MNIST 2 has approximately 70000 images and USPS 3 has approximately 10000 images in total. Since each domain shares the same digits from 0 to 9 (but a different writing style), we therefore constructed 5 binary classification tasks and reported the classification error for each task. We use all samples from USPS datasets but only use 10000 images from MNIST.

The benchmarks we compare with are the typical boosting algorithms for transfer learning with the same base classifier, e.g., the logistic regression model with very small regularization. We list all the competitors as follows.

- **AdaBoost$_T$ [62]:** The first baseline method is the AdaBoost algorithm with the target training data only, and the initial weights are assigned uniformly.

- **AdaBoost$_{SS&T}$:** We also directly apply the AdaBoost algorithm with both source and target data, and the initial weights are assigned uniformly over all instances.

- **TrAdaBoost [10]:** TrAdaBoost algorithm is the firstly proposed boosting method for transfer learning where at each iteration less weights are assigned to the source and we adaptively focus more on the target data.

- **TransferBoost [11]:** TransferBoost is another boosting algorithm that selects the useful source data by examining whether the source domain improves the learning performance in the target domain. We use the same way as described in [11] to choose the hyper-parameters $\alpha_t$ and $\beta_t$.

- **GapBoost [80]:** The GapBoost algorithm minimizes the proposed performance gap between the source and target domains by training auxiliary classifiers on both source and target domains. The gap of the predictions of the auxiliary classifiers is regarded as the performance gap. Such a quantity is taken into consideration when updating instance weights. We use the same hyper-parameters as described in the experiments section in [80].

---

1http://qwone.com/~jason/20Newsgroups/
2http://yann.lecun.com/exdb/mnist/
3https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/multiclass.html#usps

---

1) **Performance Comparisons:** In all comparisons, $\eta$ and $\zeta$ are both set to 1 in the InfoBoost algorithm. We used the
entire source data set for different tasks. As each dataset has a different target sample size, we selected 10 target instances in the training phase for the Office-Caltech dataset, 10% of the target data for the 20 Newsgroup dataset for training, and 1% target instances for training on the handwritten digit datasets. We used generalized linear regression (e.g., logistic regression) for various boosting algorithms as our base classifier. All performance comparisons are listed on Table I, II, and III. From the comparisons, we can see that the InfoBoost algorithm outperforms other competitors in most cases for all three different transfer learning problems, showing the benefits of taking the domain divergence and the mutual information into account.

2) Hyperparameter Sensitivity: We carefully examine the effects of $\zeta$ and $\eta$ by fixing one variable and varying another. The results are shown in Figure 5 and 6, respectively. One the one hand, we can see from Figure 5, $\zeta = 1$ achieves higher accuracy compared to other choices. This is understandable because in the case of too small $\zeta$, the domain divergence is not well taken into account in the source data updating step and the algorithm may be over-fitted. If $\zeta$ is too large, then the domain divergence will overwhelm the effect of the empirical risk, which will easily lead to under-fitting. Therefore, a proper selection of $\zeta$ is needed to yield satisfactory performance. On the other hand, if we fix $\zeta = 1$ and vary $\eta$ from 0 to 10, from Figure 6 we can then see that a reasonable choice of $\eta$ (e.g., less and equal than 2) can lead to a good performance in most cases. Even with a very small $\eta$, the accuracy is still comparable to the best result. But the performance will be degraded if we choose a large $\eta$ (e.g., $\eta = 10$); this is because after several iterations, we mainly select the samples that have less effect on the prediction and a large $\eta$ overwhelms both empirical risk and domain divergence, which may lead to under-fitting in a similar manner. Although the accuracy

### Table I

| Tasks          | AdaBoost$_T$ | AdaBoost$_S \& T$ | Tradaboost | Transfer Boost | GapBoost | InfoBoost |
|----------------|--------------|-------------------|------------|----------------|----------|-----------|
| $A \rightarrow W$ | 64.69        | 75.47             | 75.88      | 76.42          | 77.78    | 78.30     |
| $A \rightarrow D$ | 71.60        | 75.83             | 76.16      | 75.42          | 76.89    | 78.44     |
| $A \rightarrow C$ | 57.19        | 76.88             | 77.24      | 74.97          | 75.08    | 74.84     |
| $D \rightarrow A$ | 54.94        | 56.98             | 57.12      | 57.68          | 57.87    | 58.04     |
| $D \rightarrow W$ | 48.91        | 51.84             | 51.54      | 52.05          | 52.31    | 52.62     |
| $D \rightarrow C$ | 54.57        | 60.97             | 60.88      | 61.01          | 61.11    | 61.05     |
| $W \rightarrow A$ | 54.76        | 62.90             | 62.75      | 63.04          | 62.86    | 63.28     |
| $W \rightarrow D$ | 59.41        | 61.32             | 61.44      | 60.66          | 60.96    | 61.20     |
| $W \rightarrow C$ | 55.91        | 63.07             | 63.01      | 63.13          | 63.07    | 63.27     |
| $C \rightarrow A$ | 57.68        | 76.34             | 78.05      | 76.51          | 75.14    | 77.87     |
| $C \rightarrow D$ | 68.24        | 68.61             | 74.19      | 70.93          | 70.08    | 75.80     |
| $C \rightarrow W$ | 65.28        | 75.01             | 74.85      | 76.39          | 74.16    | 80.49     |
| Average         | 59.43        | 67.10             | 67.76      | 67.35          | 67.36    | 68.77     |

### Table II

| Tasks          | AdaBoost$_T$ | AdaBoost$_S \& T$ | Tradaboost | TransferBoost | GapBoost | InfoBoost |
|----------------|--------------|-------------------|------------|----------------|----------|-----------|
| rec vs talk    | 90.30 ± 3.14 | 87.42 ± 2.21      | 71.97 ± 5.89 | 89.42 ± 2.99 | 91.77 ± 3.51 | 93.11 ± 1.71 |
| comp vs sci    | 92.87 ± 1.03 | 84.66 ± 1.53      | 92.71 ± 1.78 | 93.35 ± 1.05 | 93.55 ± 2.54 | 94.15 ± 1.04 |
| rec vs sci     | 90.17 ± 1.02 | 86.68 ± 1.06      | 90.49 ± 1.36 | 93.62 ± 0.69 | 90.70 ± 2.14 | 92.58 ± 0.89 |
| talk vs sci    | 88.66 ± 2.74 | 71.72 ± 3.68      | 81.39 ± 4.98 | 87.78 ± 3.25 | 90.14 ± 2.55 | 90.40 ± 1.78 |
| comp vs rec    | 91.44 ± 1.35 | 87.90 ± 1.80      | 91.52 ± 1.12 | 94.95 ± 0.60 | 92.62 ± 2.95 | 94.00 ± 1.58 |
| comp vs talk   | 93.86 ± 1.46 | 89.57 ± 1.32      | 75.78 ± 1.14 | 94.83 ± 0.78 | 94.90 ± 1.02 | 95.08 ± 0.89 |
| Average        | 91.22        | 84.66             | 83.98      | 92.33          | 92.28    | 93.22     |

### Table III

| Tasks          | AdaBoost$_T$ | AdaBoost$_S \& T$ | Tradaboost | TransferBoost | GapBoost | InfoBoost |
|----------------|--------------|-------------------|------------|----------------|----------|-----------|
| U to M$_{1 \& 4}$ | 65.12 ± 4.15 | 57.73 ± 1.29      | 52.67 ± 1.08 | 63.47 ± 2.34 | 63.58 ± 1.99 | 64.51 ± 2.11 |
| U to M$_{2 \& 3}$ | 59.69 ± 3.96 | 56.49 ± 1.87      | 52.18 ± 3.87 | 63.29 ± 1.71 | 63.37 ± 1.87 | 62.83 ± 1.57 |
| U to M$_{5 \& 6}$ | 61.05 ± 2.87 | 57.22 ± 1.24      | 55.15 ± 1.44 | 61.54 ± 1.74 | 61.46 ± 1.70 | 62.66 ± 1.63 |
| U to M$_{0 \& 8}$ | 59.78 ± 3.75 | 56.71 ± 2.57      | 51.48 ± 1.29 | 64.50 ± 1.88 | 64.77 ± 1.88 | 65.00 ± 2.02 |
| U to M$_{4 \& 9}$ | 57.97 ± 3.12 | 58.03 ± 4.24      | 57.15 ± 4.69 | 61.87 ± 1.64 | 61.91 ± 1.71 | 61.51 ± 2.01 |
| M to U$_{1 \& 7}$ | 87.42 ± 4.94 | 90.44 ± 12.54     | 72.64 ± 13.98 | 92.23 ± 3.66 | 91.26 ± 3.50 | 92.43 ± 3.75 |
| M to U$_{2 \& 3}$ | 74.38 ± 5.33 | 74.32 ± 11.68     | 76.80 ± 7.34 | 77.01 ± 7.08 | 76.94 ± 5.83 | 76.29 ± 6.34 |
| M to U$_{5 \& 6}$ | 71.87 ± 7.14 | 59.11 ± 8.62      | 69.53 ± 3.79 | 69.42 ± 7.92 | 75.33 ± 5.83 | 75.63 ± 5.60 |
| M to U$_{0 \& 8}$ | 74.47 ± 3.85 | 74.84 ± 4.87      | 71.83 ± 4.57 | 77.89 ± 4.08 | 78.43 ± 4.22 | 77.96 ± 4.43 |
| M to U$_{4 \& 9}$ | 87.88 ± 4.04 | 88.80 ± 5.93      | 79.24 ± 1.43 | 91.07 ± 4.03 | 91.21 ± 3.78 | 91.33 ± 3.94 |
| Average        | 69.60        | 67.46             | 63.83      | 72.23          | 72.83    | 73.02     |
rate dropped, the drop was not as great as the change of $\zeta$. Therefore, the effect of $\eta$ on the model performance is less than that of $\zeta$. To achieve the optimal choice of the hyper-parameters, we recommend setting both $\zeta$ and $\eta$ to 1 around.

We also examine the effect of the size of the target sample. Specifically, we split the target dataset into the training and testing sets by varying the proportion of the training size from 0.01 to 0.99 for 20 Newsgroup dataset as an example, and the results are shown in Figure 7. From the comparisons, when the target training sample size is sufficient, the InfoBoost algorithm will have the best performance compared to other competitors. However, when there is a lack of a target training sample, the InfoBoost algorithm might not have enough data to precisely capture the domain divergence and the mutual information, and the performance will be degraded with a small target training sample size.

3) Further Discussion: Different from the works [11] and [80] that utilize the domain performance gap, we propose a new boosting algorithm inspired by the mutual information and the domain divergence for transfer learning. We empirically verify the effectiveness of our proposed algorithm and particularly examine the sensitivity of the hyper-parameters. Since the information-theoretic quantities are usually hard to estimate, we use the surrogate quantities (e.g., $d_i(h_t, h_t^{-i})$, $\text{div}(x_i, y_i)$) that heuristically represents the mutual information and the domain divergence. Instead, one could also improve the algorithm with other related quantities by information conditioning and processing techniques, such as the conditional...
mutual information [25] and $f$-information proposed in [28], which might be easier to estimate from the data, which is left as our future work.

VII. CONCLUDING REMARKS

In this work, we developed a set of upper bounds on the generalization error and the excess risk for general transfer learning algorithms under an information-theoretic framework. The derived bounds are particularly useful for various widely used algorithms in machine learning such as ERM, regularized ERM, Gibbs algorithm, and stochastic gradient descent algorithms. Moreover, we extend the results with different divergences other than the KL divergence, such as the $\phi$-divergence and the Wasserstein distance, which can give a tighter bound and handle more general scenarios where the KL divergence may be vacuous. We also tighten the bounds for the ERM and regularized ERM algorithms, and give the fast rate characterization of the transfer learning problems. Finally, we propose the InfoBoost algorithm that in each reweighting iteration, the quantities of the mutual information bounds are utilized and the empirical verification shows the effectiveness of our algorithm. However, in some cases, it is hard to estimate the information-theoretic bound in practice. In particular, the density estimation from the source and target data might be inaccurate only given a few data samples in a high dimensional data space. One can thus relax the condition by assuming the source and target distributions are lying in a restricted space and the divergence term will not be too deviated even with a small sample size or by finding a completely different divergence that is easier to estimate from the data, which is left as our future work.

In this paper we only studied the upper bound of transfer learning, ensuring the performance for some commonly used algorithms. However, since it is an upper bound, we are not sure when the introduction of source data hurts or improves the performance on the target domain. It is often known as the “negative transfer” if the source data hurts. Therefore, under the information-theoretic framework, another possible future direction is to develop the lower bound for transfer learning algorithms to rigorously determine whether the source data will be useful or not, which might help mitigate the effect of the negative transfer.

APPENDIX A

PROOF OF THEOREM 1

Proof: First, we rewrite the expectation of the generalization error for certain algorithm $P_{W|SS'}$ as in (63), shown at the bottom of the next page, where the joint distribution $P_{WSS'}(w, s, s')$ on $(W, S, S')$ is given by $P_S(s)P_{S'}(s')P_{W|SS'}(w|s, s')$. Recall that the variational representation of the KL divergence between two distributions $P$ and $Q$ defined over $X$ is given as: (see, e.g. [82])

$$D(P||Q) = \sup_f \left\{ \mathbb{E}_P [f(X)] - \log \mathbb{E}_Q [e^{f(x)}] \right\},$$

where the supremum is taken over all measurable functions such that $\mathbb{E}_Q [e^{f(x)}]$ exists. For each $i = 1, \ldots, n$, we define the joint distribution $P_{WZ_i}(w, z_i) (P_{WZ_i'}(w, z'_i))$ between an individual sample $Z_i$ ($Z'_i$) and the hypothesis $W$ as induced...
by $P_{W_{SS'}}(w, z^n)$ by marginalizing all samples other than $z_i$, and let $P_W$ be the marginal distribution on $W$ induced from $P_{W_{SS'}}$.

We first show the first inequality in Theorem. For any $i = 1, \ldots, \beta n$, let $P = P_{WZ_i}$, $Q = P_W \otimes \mu'$ in (64), and define $f := \lambda \ell(W, Z_i')$ for some $\lambda$. The representation in (64) implies that

$$E_{WZ_i} [\lambda \ell(W, Z_i')] \leq D(P_{WZ_i} || P_W \otimes \mu') + \log E \left[ e^{\lambda \ell(W, Z_i')} \right],$$

where the expectation on the R.H.S. is taken w.r.t. the distribution $P_W \otimes \mu'$. By the assumption that

$$\log E \left[ e^{\lambda \ell(W, Z_i')} \right] \leq \psi(\lambda),$$

for some $\lambda \in [b_-, 0]$ under the distribution $P_W \otimes \mu'$, we have

$$E_{WZ_i} [\lambda \ell(W, Z_i') - E_{WZ_i \sim P_W \otimes \mu'} [\ell(W, Z_i')]] 
\leq D(P_{WZ_i} || P_W \otimes \mu') + \psi(\lambda),$$

which is equivalent to

$$E_{WZ_i} [L_{\mu'}(W) - \ell(W, Z_i')]
\leq - \frac{1}{\lambda} \left( D(P_{WZ_i} || P_W \otimes \mu') + \psi(\lambda) \right)
= - \frac{1}{\lambda} \left( I(W; Z_i') + D(P_{Z_i' || \mu'}) + \psi(\lambda) \right)
= - \frac{1}{\lambda} \left( I(W; Z_i') + \psi(\lambda) \right),$$

as $P_{Z_i'} = \mu'$ for $i = 1, \ldots, \beta n$. The best upper bound is obtained by minimizing the R.H.S., giving

$$E_{WZ_i} [L_{\mu'}(W) - \ell(W, Z_i')]
\leq \min_{\lambda \in [b_-, b_+]} \frac{1}{\lambda} \left( I(W; Z_i') + \psi(-\lambda) \right) = \psi^{-1}(\lambda(W; Z_i')).$$

(65)

For $i = \beta n + 1, \ldots, n$ in the source domain, using the same argument we can show that

$$E_{WZ_i} [L_{\mu'}(W) - \ell(W, Z_i') \leq \psi^{-1}(\lambda(W; Z_i') + D(\mu || \mu'))$$

(66)

Summing over $i$ using the upper bounds in (65) and (66), we obtain the first inequality in the theorem.

The second inequality is shown in the same way by using the fact that the cumulant generating function is upper bounded by $\psi(\lambda)$ in $[0, b_+]$.

**APPENDIX B**

**Proof of Corollary 1**

**Proof:** In the case when $\beta = 0$, for any hypothesis $W$ induced by the sample $S$ and the learning algorithm $P_{W|S}$, the generalization error is

$$E_{WZ_i} [L_{\mu'}(W) - \ell(W, Z_i')] = E_{WZ_i} [L_{\mu'}(W)] - \frac{1}{n} \sum_{i=1}^{n} \ell(W, Z_i)]$$

$$= \frac{1}{n} \sum_{i=1}^{n} E_{WZ_i} [L_{\mu'}(W) - \ell(W, Z_i']].$$

From here, we can use the same argument as in the proof of Theorem 1 to upper and lower bound the term $E_{WZ_i} [L_{\mu'}(W) - \ell(W, Z_i)]$ to arrive at the result. Notice that here, we do not assume that $W$ is the solution of the ERM algorithm.

**APPENDIX C**

**Multi-Source Transfer Learning Problem**

In this subsection, we consider the learning regime that we have more than one source domain. Specifically, assume that the target domain consists of $n_t$ samples drawn IID from $\mu'$, e.g., $S' = \{Z_1', Z_2', \ldots, Z_{n_t}'\}$. We also have $k$ source domains $S_i^k = (S_1, S_2, \ldots, S_{n_i})$ and each source domain $S_i$ consists of $n_i$ samples drawn IID from $\mu_i$, e.g., $S_i = \{Z_{i,1}, Z_{i,2}, \ldots, Z_{i,n_i}\}$, for $i = 1, \ldots, k$. Then we assign the weight $\alpha_i$ to the source domain $i$ and the weight $\alpha_t$ for the target domain where $\sum_{i=1}^{k} \alpha_i + \alpha_t = 1$. We then define the empirical loss by

$$\hat{L}_\alpha(w, S^k_1, S') = \sum_{i=1}^{k} \alpha_i \hat{L}(w, S_i) + \alpha_t \hat{L}(w, S').$$

(67)

and the corresponding combined expected risk is defined by

$$L_\alpha(w) = \sum_{i=1}^{k} \alpha_i L_{\mu_i}(w, S_i) + \alpha_t L_{\mu'}(w).$$

(68)

Then the generalization error for the multi-source transfer learning is defined as

$$\text{gen}(w, S^k_1, S') = L_{\mu'}(w) - \hat{L}_\alpha(w, S^k_1, S').$$

(69)
We can easily extend the result of the generalization error from the single source domain to multiple source domains.

**Corollary 7 (Generalization error for multi-source transfer learning):** Let \( P_W \) be the marginal distribution induced by \( S^k_1, S^k \) and \( P_{W|S^k_1,S^k} \) for some algorithm (not necessarily the ERM solution). If \( \ell(W, Z) \) is \( r^2 \)-subgaussian under the distribution \( P_W \otimes \mu' \), then the expectation of the generalization error is upper bounded as

\[
\mathbb{E}_{WS^k_1S^k}[\text{gen}(W, S^k_1, S^k)] \leq \frac{\alpha_3 \sqrt{2r^2}}{n_t} \sum_{i=1}^{n_s} \sqrt{I(W; Z_i^t)} + \frac{k}{n_t} \left( 1 - \alpha_3 \right) \frac{\sqrt{2r^2}}{n_t} \sum_{j=1}^{n_s} \sqrt{I(W; Z_{i,j}^t)} + D(\mu_i||\mu') \quad \text{(70)}
\]

For ERM solution, we can decompose the excess risk in the following way, shown in (71) at the bottom of the next page:

Therefore, we can give the upper bounds on the excess risk.

**Corollary 8 (Excess risk for multi-source transfer learning):** Let \( P_W \) be the marginal distribution induced by \( S^k_1, S^k \) and \( P_{W|S^k_1,S^k} \) for the ERM algorithm, assume the loss function \( \ell(W, Z) \) is \( r^2 \)-subgaussian under the distribution \( P_W \otimes \mu' \). Then the following inequality holds.

\[
\mathbb{E}_{W}[R_{W'}(W_{\text{ERM}})] \leq \frac{\alpha_3 \sqrt{2r^2}}{n_t} \sum_{i=1}^{n_s} \sqrt{I(W_{\text{ERM}}; Z_i^t)} + \frac{k}{n_t} \left( 1 - \alpha_3 \right) \frac{\sqrt{2r^2}}{n_t} \sum_{j=1}^{n_s} \sqrt{I(W_{\text{ERM}}; Z_{i,j}^t)} + D(\mu_i||\mu')
\]

\[
+ \frac{k}{n_t} \alpha_i d_{W'}(\mu_i, \mu')
\]

\[
\quad \text{(72)}
\]

**Remark 13:** To minimize the upper bound, we will be optimizing \( \alpha_i \) and \( \alpha_3 \) for target and source domains, which is not trivial as these weights are also implicitly embedded in the mutual information \( I(W_{\text{ERM}}; Z_i) \). Intuitively, less weights need to be assigned to those source domains which have large KL divergence \( D(\mu_i||\mu') \). To this end, one can apply the InfoBoost algorithm for optimizing \( \alpha \).

**APPENDIX D**

**Transfer Learning With Pre-Trained Hypothesis**

In transfer learning, it is quite common to first pre-train on the source domain and subsequently fine-tune on the target dataset. This methodology has been extensively adopted and affirmed across various situations, especially in the setups of deep learning [83], [84]. Using our method, we can further apply this bounding technique to the pre-trained hypothesis.

First, let us introduce some new notations for this particular setup: we denote the target dataset by \( S' = \{Z_1', Z_2', \ldots, Z_{n_t}'\} \) and the source dataset by \( S = \{Z_1, Z_2, \ldots, Z_{n_s}\} \). For deep learning model pre-training, it is common for the source and target to have some shared layers, represented by \( w_c \).

Initially, we train a model \( w_{\text{source}} = (w_c, w_S) \) using the source data, where \( w_S \) denotes the domain-specific model parameters. Subsequently, we use \( w_c \) as a fixed layer and fine-tune the model \( w_{\text{target}} = (w_c, w_T) \) for the target domain using the target data. Let \( \ell(w_c, w_{\text{domain}}, Z) \) be the loss function where \( w_{\text{domain}} \) denotes the domain specific model parameters. In this case, the learning procedures are described as follows:

- We initially train \( w_{\text{source}} \) by ERM with the source data:
  \[
  w_C, w_S = \arg\min_{w_C, w_S} \frac{1}{n_s} \sum_{i=1}^{n_s} \ell(w_C, w_S, Z_i') \quad \text{(73)}
  \]

- Given the trained \( w_C, w_S \), we next train \( w_T \) by ERM with the target data:
  \[
  w_T = \arg\min_{w_T} \frac{1}{n_t} \sum_{i=1}^{n_t} \ell(w_C, w_T, Z_i') \quad \text{(74)}
  \]

- The output \( w_T \) and \( w_C \) will be tested with the data from the target distribution.

With the above definitions, we can then define the generalization error on the target domain as:

\[
\text{gen}(w_T, w_C, S') = \frac{1}{n_t} \sum_{i=1}^{n_t} \ell(w_C, w_T, Z_i') - \mathbb{E}_{Z_i'}[\ell(w_C, w_T, Z_i')] \quad \text{(75)}
\]

Now we can state the theorem as follows.

**Theorem 10:** Let \((w_C, w_S)\) be the hypothesis learned from the source data \( S \). For any \( w_C \), we assume that the loss function is \( r^2 \)-subgaussian under the distribution \( P_{W_T|w_C} \otimes \mu' \) where \( W_T \) is the hypothesis learned from the target data \( S' \) by fixing \( w_C \). Then the generalization error can be bounded as:

\[
\mathbb{E}_{WTS'}[\text{gen}(W_T, W_C, S')] \leq \frac{1}{n_t} \sum_{i=1}^{n_t} \sqrt{2r^2 I(W_T; Z_i'|W_C)}.
\]

\[
\quad \text{(79)}
\]

**Proof:** The proof of the above theorem simply follows with re-arranging the Donker-Varadhan variational representation for the KL divergence \( D(P_{W_TZ_i'|w_C}\|P_{W_T\otimes\mu'|w_C}) \) and for any \( w_C \) we will arrive at (76), shown at the bottom of the next page, for each \( Z_i' \). Then we naturally have the generalization error bound shown in (77), shown at the bottom of the next page, where the second inequality follows from Jensen’s inequality. Then it is also natural to derive the excess risk bound in (78), shown at the bottom of the next page, since \( w^* = \arg\min_{w_T, w_C} \mathbb{E}_{Z_i'}[\ell(w_C, w_T, Z_i')] \).

\[\square\]

The above theorem has several implications:

- If not using \( w_C \), we then don’t use any source data, and we can recover the typical results in [85].
- If we totally depend on \( w_C \), the generalization error will be zero, but the excess risk may be large due to the second difference term.
- The insights from this bound is that the pre-trained model \( w_C \) plays an important role in the generalization error: a good source-induced hypothesis would ensure that \( w_C \) would lead to low \( \arg\min_{w_T} \mathbb{E}_{Z_i'}[\ell(w_C, w_T, Z_i')] \) and a good fine-tuning would ensure that the conditional mutual information \( I(W_T; Z_i'|w_C) \) is small given \( w_C \).

While the outcome of the above theorem appears straightforward and intuitive, it offers only minimal direction regarding
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the training of \( w_C \). At a glance, one might expect that a smaller domain divergence would lead \( w_C \) closer to \( w_C' \). However, the manner in which the source influences the common hypothesis \( w_C \) remains somewhat implicit.

Appendix E
Transfer Learning With Unlabeled Source Data

Unsupervised transfer learning has been extensively explored in numerous literature, especially in the medical area where the data may be difficult to get [86], [87]. In many real-world situations, there are often abundant unlabeled source data but a limited amount of labeled target data accessible for training. In this section, we will examine the generalization error within the domain of unlabeled source data, and the framework can be readily adapted to encompass both labeled source and unlabeled target data regions. Let \( S' = (x'_1, x'_2, \cdots, x'_{\beta n}) \in (X \times Y)^{\beta n} \) and each \( z'_i = (x'_i, y'_i) \) is a feature-label pair. For the source data, let \( S = (X_{\beta n+1}, X_{\beta n+2}, \cdots, X_n) \in X^{(1-\beta)n} \) as each instance \( x_i \) is unlabeled, where \( X \) and \( Y \) are the feature and label spaces. Assume each source instance is i.i.d. drawn from \( \mu_X \), and each target pair is i.i.d. drawn from \( \mu_{XY} \). For the loss function, we make the definitions for the supervised and unsupervised metrics (also leveraged from [69]):

- Supervised loss function: A loss function \( \ell : W \times X \times Y \to \mathbb{R} \) that measures the performance of the prediction.
- Unsupervised loss function: A loss function \( \ell_u : W \times X \to \mathbb{R} \) that measures the performance on the unlabeled data.

Then we can define the empirical risk similarly as (3):

\[
\hat{\mu}(w, S, S') = \frac{1}{\beta n} \sum_{i=1}^{\beta n} \ell(w, x'_i, y'_i) + \frac{1-\alpha}{(1-\beta)n} \ell_u(w, x_i).
\]

The excess risk is defined as:

\[
L_{\mu'}(w) = \mathbb{E}_{\mu'_{XY}}[\ell(w, X', Y')].
\]

Then we define the generalization error as:

\[
\text{gen}(w, S, S') = \hat{\mu}(w, S, S') - L_{\mu'}(w).
\]

Now we state the results as follows:

Theorem 11: Assume that the supervised loss functions \( \ell(w, x, y) \) is \( r^2 \)-subgaussian under the \( \mu_{\mu_{XY}} \) for all \( w \in W \) and \( \ell_u(w, x) \) is \( r^2 \)-subgaussian under marginal distribution \( \mu_X \) for all \( w \in W \). The following upper bound holds on the expected generalization error:

\[
|\text{gen}(w, S, S')| \leq \frac{\alpha}{\beta n} \sum_{i=1}^{\beta n} \sqrt{2r^2I(W; X'_t, Y'_t)} + (1-\alpha)\mathbb{E}_{W \in \mu_X}\ell_u(W, X) - \mathbb{E}_{\mu_{XY}}\ell(W, X, Y)|.
\]

Proof: The proof simply follows the decomposition of \( \text{gen}(w, S, S') \) as:

\[
\text{gen}(w, S, S') = \hat{\mu}(w, S, S') - L_{\mu'}(w)
\]

\[
= \frac{1}{\beta n} \sum_{i=1}^{\beta n} \ell(w, x'_i, y'_i) - \mathbb{E}_{\mu_{XY}}[\ell(w, x'_i, y'_i)]
\]

\[
+ \frac{1-\alpha}{(1-\beta)n} \sum_{i=\beta n+1}^{n} \ell_u(w, x_i) - \mathbb{E}_{\mu_X}\ell_u(w, x_i)
\]

\[
+ (1-\alpha)\mathbb{E}_{W \in \mu_X}\ell(W, X) - \mathbb{E}_{\mu_{XY}}\ell(W, X, Y).
\]

From the assumption, we follow similar procedures as in Corollary 2 as:

\[
\mathbb{E}_{W \in \mu'_{XY}}[\ell(W, X'_t, Y'_t)] - \mathbb{E}_{W \in \mu_{XY}}[\ell(W, X'_t, Y'_t)]
\]

\[
L_{\mu'}(w_{\text{ERM}}) - L_{\mu'}(w^*) = L_{\mu'}(w_{\text{ERM}}) - \hat{\mu}(w_{\text{ERM}}, S'_1, S') + \hat{\mu}(w_{\text{ERM}}, S'_1, S') - \hat{\mu}(w^*, S'_1, S')
\]

\[
+ \hat{\mu}(w^*, S'_1, S') - \hat{\mu}(w^*) + \hat{\mu}(w^*) + \sum_{i=1}^{k} \alpha_i \hat{\mu}(w^*) - L_{\mu'}(w^*)
\]

\[
\leq \text{gen}(w_{\text{ERM}}, S, S') + \hat{\mu}(w^*, S'_1, S') - \hat{\mu}(w^*) + \sum_{i=1}^{k} \alpha_i \hat{\mu}(w^*) - L_{\mu'}(w^*)
\]

(71)

\[
\mathbb{E}_{W \in \mu_{XY}}[\ell(W, w_C, Z'_t)] - \mathbb{E}_{W \in \mu'_{w_C}}[\ell(W, w_C, Z'_t)] \leq \sqrt{2r^2D(P_{W_T Z'_t | w_C} \parallel P_{W_T | \mu'_{w_C}})}.
\]

(76)

\[
\mathbb{E}_{W \in \mu_{W_C S'}}[\text{gen}(W, W_C, S')] \leq \frac{1}{n_t} \sum_{t=1}^{n_t} \mathbb{E}_{W_C} \left[ \sqrt{2r^2I(W_T; Z'_t | W_C)} \right]
\]

\[
\leq \frac{1}{n_t} \sum_{t=1}^{n_t} \left[ \sqrt{2r^2I(W_T; Z'_t | W_C)} \right],
\]

(77)

\[
\mathbb{E}_{W \in \mu_{W_C}}[R_{\mu'}(W, W_C)] \leq \frac{1}{n_t} \sum_{t=1}^{n_t} \sqrt{2r^2I(W_T; Z'_t | W_C)}
\]

\[
+ \frac{1}{n_t} \sum_{i=1}^{n_t} \left[ \mathbb{E}_{W \in \mu_2 \circ \mu_{Z'_t}}[\ell(W, w_C, Z'_t)] - \arg\min_{w_C, Z'_t} \ell(w_C, w_T, Z'_t) \right]
\]

(78)
Theorem 1 for the supervised settings. However, there are still some new implications:

- Since we do not have the labels for the source domain, the second term in the R.H.S. only contains the domain divergence of the source feature. However, we do have an extra term \( \mathbb{E}_{W \otimes \mu_X} [\ell_u(W, X) - \mathbb{E}_{\mu_{Y|X}} [\ell(w, X, Y)]] \) that captures the conditional distribution shift.

- The effect of the conditional distribution shift is reflected in the choice of the unsupervised loss function \( \ell_u \), for any \( w \) and \( x \), if \( \ell_u(w, x) \) can approach \( \mathbb{E}_{\mu_{Y|X}} [\ell(w, x, Y)] \), then we would have a better transfer.

- This now is directly related to the pseudo-labeling techniques for choosing the \( \ell_u \), say if we rewrite \( \ell_u(w, x) = \mathbb{E}_{\mu_{Y|X}} [\ell(w, x, Y)] \), then we can directly view the unsupervised loss function as the average loss of \( \ell(w, x, Y) \) under the approximated distribution \( \mu_{Y|X} \), which could be derived by many empirical methods such as deep learning and statistical transfer methods.

- Overall, if we want to achieve a small generalization error with the unlabeled target data, we may require that the algorithm would yield low mutual information, the divergence between \( \mu_X \) and \( \mu_X' \) should also be small, and the approximated conditional distribution \( \mu_{Y|X} \) that is used in pseudo-labeling should be close to the true conditional distribution \( \mu_{Y|X}^* \).

**APPENDIX F**

**PROOF OF THEOREM 2**

The proof is built up on (8):

\[
\begin{align*}
L_{\mu'}(w_{\text{ERM}}) - L_{\mu'}(w) &\leq \text{gen}(w_{\text{ERM}}, S, S') \\
+ \hat{L}_{\alpha}(w^*) - L_{\alpha}(w^*) &\leq (1 - \alpha)(L_{\mu}(w^*) - L_{\mu'}(w^*)).
\end{align*}
\]

The Corollary 2 provides an upper bound on the generalization error \( \text{gen}(w_{\text{ERM}}, S, S') \), and the claim follows immediately as the expectation of \( \hat{L}_{\alpha}(w^*) - L_{\alpha}(w^*) \) is zero.

**APPENDIX G**

**PROOF OF THEOREM 3**

*Proof:* We will build up on the decomposition of the expected excess risk:

\[
\begin{align*}
\mathbb{E}_W [L_{\mu'}(W) - L_{\mu'}(w^*)] &= \mathbb{E}_W [L_{\mu}(W) - L_{\mu}(w^*)] \\
- \mathbb{E}_{WSS'} [\hat{L}_{\alpha}(W) - L_{\alpha}(w^*)] &+ \mathbb{E}_{WSS'} [\hat{L}_{\alpha}(W) - L_{\alpha}(w^*)],
\end{align*}
\]

with the fact that \( \mathbb{E}_{SS'} [\hat{L}_{\alpha}(w^*, S, S')] = L_{\alpha}(w^*) \). For the target domain, we rewrite the expected risk for any \( w \) by:

\[
R_{\mu'}(w) = \mathbb{E}_{\mu'} [\ell(w, Z)] - \mathbb{E}_{\mu'} [\ell(w^*, Z)] = \mathbb{E}_{S'} [\hat{R}(w, S')].
\]

Then the expected excess risk in (84) can be written as,

\[
\begin{align*}
\mathbb{E}_W [L_{\mu'}(W) - L_{\mu'}(w^*)] &= \mathbb{E}_{WSS'} [\mathcal{E}(W, S, S')] \\
+ \mathbb{E}_{WSS'} [\hat{R}_{\alpha}(W, S, S')].
\end{align*}
\]

We will bound the first term by taking the expectation w.r.t. \( W \) learned from \( S \) and \( S' \) as in (88)-(91), shown at the bottom of the next page. Again, we use the variational representation of the KL divergence between two distributions \( P \) and \( Q \) defined over \( \mathcal{X} \) is given as

\[
D(P || Q) = \sup_f \left\{ \mathbb{E}_P [f(X)] - \log \mathbb{E}_Q \left[ e^{f(x)} \right] \right\}.
\]

We firstly examine the summation of the target data portion in (90) for \( i = 1, 2, \ldots, \beta n \). Under the expected \((\eta, c)\)-central condition, for any \( 0 < \eta' \leq \eta \), let \( f(w, z'_i) = -\eta' r(w, z'_i) \), we will arrive at (92), shown at the bottom of the next page.

Next we will upper bound the second term \( \log \mathbb{E}_{P_{W \otimes \mu'} [e^{\eta'(\mathbb{E}_{P_{W \otimes \mu'} [r(W, Z'_i)]} - r(W, Z'_i))}] \) in R.H.S. using the expected \((\eta, c)\)-central condition. From the \((\eta, c)\)-central condition, we have,

\[
\begin{align*}
\log \mathbb{E}_{P_{W \otimes \mu'} [e^{\eta' \mathbb{E}_{P_{W \otimes \mu'} [r(W, Z'_i)]} - r(W, Z'_i)]}] \\
&\leq (1 - c) \eta \mathbb{E}_{P_{W \otimes \mu'} [r(W, Z'_i)]}.
\end{align*}
\]

Since \( \eta' \leq \eta \), Jensen’s inequality yields,

\[
\begin{align*}
\log \mathbb{E}_{P_{W \otimes \mu'} [e^{\eta' \mathbb{E}_{P_{W \otimes \mu'} [r(W, Z'_i)]} - r(W, Z'_i)]}] \\
= \log \mathbb{E}_{P_{W \otimes \mu'} [e^{\eta' \mathbb{E}_{P_{W \otimes \mu'} [r(W, Z'_i)]} - r(W, Z'_i)]}] \\
\leq \log \left( \mathbb{E}_{P_{W \otimes \mu'} [e^{\eta' \mathbb{E}_{P_{W \otimes \mu'} [r(W, Z'_i)]} - r(W, Z'_i)]}] \right)^{\eta'} \\
\leq \frac{\eta'}{\eta} (1 - c) \eta \mathbb{E}_{P_{W \otimes \mu'} [r(W, Z'_i)]}.
\end{align*}
\]

Substitute (94) into (92), we arrive at,

\[
\begin{align*}
I(W; Z'_i) \geq \eta' \left( \mathbb{E}_{P_{W \otimes \mu'} [r(W, Z'_i)]} - \mathbb{E}_{P_{WZ'_i}} [r(W, Z'_i)] \right) \\
- (1 - c) \eta \mathbb{E}_{P_{W \otimes \mu'} [r(W, Z'_i)]}.
\end{align*}
\]

Divide \( \eta' \) on both sides, we have that

\[
\frac{I(W; Z'_i)}{\eta'} \geq \mathbb{E}_{P_{W \otimes \mu'} [r(W, Z'_i)]} - \mathbb{E}_{P_{WZ'_i}} [r(W, Z'_i)] \\
- (1 - c) \mathbb{E}_{P_{W \otimes \mu'} [r(W, Z'_i)]}.\]
Rearrange the equation and yields,

\[ cE_{P_W \otimes \mu'} [r(W, Z_i')] \leq E_{P_{WZ_i'}} [r(W, Z_i')] + \frac{I(W; Z_i')}{\eta'} . \]  

Therefore,

\[ E_{P_{W \otimes \mu'}} [r(W, Z_i')] - E_{P_{WZ_i'}} [r(W, Z_i')] \leq (1 - 1) \left( E_{P_{WZ_i'}} [r(w, Z_i')] + \frac{I(W; Z_i')}{\eta'} \right). \]  

Using the similar arguments for the source domain portion in (91), we have that for any \( i = \beta n + 1, \ldots, n: \)

\[ E_{P_{W \otimes \mu'}} [r(W, Z_i')] - E_{P_{WZ_i'}} [r(W, Z_i')] \leq (1 - 1) \left( E_{P_{WZ_i'}} [r(w, Z_i')] + \frac{I(W; Z_i) + D(\mu || \mu')}{} \right). \]  

Summing up every term for \( Z_i \), we end up with (100), shown at the bottom of the next page.

Since \( \frac{1}{2} - 1 > 0 \) and \( E_{WSS'} [\hat{R}(W, S') + (1 - \alpha) \hat{R}(W, S)] \) will be negative for \( W_{\text{ERM}} \), we complete the proof for ERM by:

\[ E_W [R_{\mu'}(W_{\text{ERM}})] \leq \frac{1}{c'} \frac{1 - \alpha}{\beta n} \sum_{i=1}^{\beta n} I(W_{\text{ERM}}; Z_i') \]

\[ + \frac{1}{c'} \frac{1 - \alpha}{(1 - \beta)n} \sum_{i=\beta n + 1}^{n} \left( I(W_{\text{ERM}}; Z_i) + D(\mu || \mu') \right). \]  

\[ (101) \]

If \((\eta, \epsilon)\)-central condition holds for general \( \hat{W} \), following the same analysis, we arrive at,

\[ E_{WSS'} [\mathcal{E}(\hat{W}, S, S')] \leq \frac{1}{c'} \frac{1 - \alpha}{\beta n} \sum_{i=1}^{\beta n} I(\hat{W}; Z_i') \]

\[ + \frac{1}{c'} \frac{1 - \alpha}{(1 - \beta)n} \sum_{i=\beta n + 1}^{n} \left( I(\hat{W}; Z_i) + D(\mu || \mu') \right) \]

\[ + \left( 1 - 1 \right) E_{WSS'} [\hat{R}_{\alpha}(\hat{W}, S, S')]. \]  

\[ (102) \]

Therefore, we complete the proof by,

\[ E_{W} [R_{\mu'}(\hat{W})] \leq \frac{1}{c'} \frac{1 - \alpha}{\beta n} \sum_{i=1}^{\beta n} I(\hat{W}; Z_i') \]

\[ + \frac{1}{c'} \frac{1 - \alpha}{(1 - \beta)n} \sum_{i=\beta n + 1}^{n} \left( I(\hat{W}; Z_i) + D(\mu || \mu') \right) \]

\[ + \frac{1}{c'} \frac{1 - \alpha}{c'} \sum_{i=\beta n + 1}^{\beta n} \left( I(\hat{W}; Z_i) + D(\mu || \mu') \right). \]  

\[ (103) \]

\section*{Appendix H}

\textbf{Proof of Lemma 3}

\textit{Proof:} We firstly define the combined regularized loss as,

\[ \hat{L}_{\text{reg}}(w, S, S') := \hat{L}_{\alpha}(w, S, S') + \frac{\lambda}{n} g(w). \]  

Based on Theorem 3, we can bound the excess risk for \( W_{\text{ERM}} \) with (105)-(109), shown at the bottom of the next page, where (a) follows since \( |g(w^*) - g(w_{\text{ERM}})| \leq B \) the expected empirical risk is negative for \( W_{\text{ERM}} \) and (b) holds due to that \( W_{\text{ERM}} \) is the minimizer of the regularized loss. \qed

\section*{Appendix I}

\textbf{Proof of Lemma 4}

\textit{Proof:} Firstly we examine the bounds for target instances \( z_i' \) for \( i = 1, 2, \ldots, \beta n \). We will build upon (92). With the \((v, \epsilon)\)-central condition, for any \( \epsilon \geq 0 \) and any \( 0 < \eta' \leq v(\epsilon) \), the Jensen’s inequality yields:

\[ \log E_{P_{W \otimes \mu'}} [e^{\eta'(E_{P_{W \otimes \mu'}}[r(W, Z_i')] - r(W, Z_i)')] \]

\[ = \log E_{P_{W \otimes \mu'}} [e^{\eta' \epsilon(v)(E_{P_{W \otimes \mu'}}[r(W, Z_i')] - r(W, Z_i)')] \]

\[ \leq \log \left( E_{P_{W \otimes \mu'}} [e^{\epsilon(v)(E_{P_{W \otimes \mu'}}[r(W, Z_i')] - r(W, Z_i)')] \right)^{\frac{\eta'}{\epsilon(v)}} \]

\[ \leq \frac{\eta'}{\epsilon(v)} \left( (1 - c) v(\epsilon) E_{P_{W \otimes \mu'}} [r(W, Z_i')] + v(\epsilon) \epsilon \right) \]

\[ = \eta'(1 - c) E_{P_{W \otimes \mu'}} [r(W, Z_i')] + \frac{\eta' \epsilon}{\epsilon(v) (1 - c)}. \]  

\[ (110) \]
Substitute (110) into (92), we arrive at,
\[ I(W; Z'_i) \geq -\eta' \epsilon + \eta' \mathbb{E}_{P_W \otimes \mu'} [r(W, Z'_i)] - \eta' \mathbb{E}_{P_{WZ'_i}} [r(W, Z'_i)] - (1 - c) \eta' \mathbb{E}_{P_W \otimes \mu'} [r(W, Z'_i)]. \]

(111)

Divide \( \eta' \) on both sides, we arrive at,
\[ \frac{I(W; Z'_i)}{\eta'} \geq \mathbb{E}_{P_W \otimes \mu'} [r(W, Z'_i)] - \mathbb{E}_{P_{WZ'_i}} [r(W, Z'_i)] - (1 - c) \mathbb{E}_{P_W \otimes \mu'} [r(W, Z'_i)] - \epsilon. \]

(112)

Rearrange the equation and yields,
\[ c \mathbb{E}_{P_W \otimes \mu'} [r(W, Z'_i)] \leq \mathbb{E}_{P_{WZ'_i}} [r(W, Z'_i)] + I(W; Z'_i) - \frac{\eta'}{c} \epsilon. \]

(113)

Therefore,
\[ \mathbb{E}_{P_W \otimes \mu'} [r(W, Z'_i)] \leq \mathbb{E}_{P_{WZ'_i}} [r(W, Z'_i)] + I(W; Z'_i) + \frac{\eta'}{c} \epsilon. \]

(114)

Regarding the source instances, following the same procedures we have the following inequality for \( z_i, i = \beta n + 1, \cdots, n \):
\[ \mathbb{E}_{P_W \otimes \mu'} [r(W, Z_i)] - \mathbb{E}_{P_{WZ_i}} [r(W, Z_i)] \leq (\frac{1}{c} - 1) \left( \mathbb{E}_{P_{WZ_i}} [r(w, Z_i)] + \frac{I(W; Z_i) + D(\mu || \mu')}{\epsilon} + \frac{\epsilon}{c^2}. \right. \]

(115)

Summing up every term for \( Z_i \) and dividing the summation by \( n \), we end up with,
\[ \mathbb{E}_W \left[ L_{\mu'}(W) - L_{\mu'}(w^*) \right] \leq \frac{1}{c} \mathbb{E}_{WSS'} \left[ \hat{R}_\alpha (W, S, S') \right] + \frac{\alpha}{c^3 \beta n} \sum_{i=1}^{\beta n} \left( \frac{I(W; Z_i)}{\eta'} \right) + \frac{\alpha}{c(1 - \beta)n} \sum_{i=\beta n+1}^{n} \left( \frac{I(W; Z_i) + D(\mu || \mu')}{\eta'} + \epsilon \right). \]

(116)

In particular, if \( \nu(\epsilon) = \epsilon ^ {1-\beta} \) for some \( \beta \in [0, 1] \), then by choosing \( \eta' = \nu(\epsilon) \) and \( \frac{I(W; Z_i)}{\eta'} + \epsilon \) is optimized when \( \epsilon = I(W; Z_i) \frac{1}{\alpha \beta n} \) for the target instances and \( \epsilon = \frac{1}{c} \)
(I(W; Z_i) + D(\mu \| \mu')) \frac{1}{2e} \) for the source instances. Then the bound becomes,

\begin{align*}
\mathbb{E}_W [L_{\mu'}(W) - L_{\mu'}(w^*)] &\leq \frac{1}{e} \mathbb{E}_{WSS'} [\hat{R}_\alpha (W, S, S')] \\
&+ \frac{\alpha \beta n}{d} \frac{1}{1 - \beta} \sum_{i=1}^{\beta n} I(W_{ERM}; Z_i) \frac{1}{2e} \\
&+ \frac{1 - \alpha}{d(1 - \beta)n} \sum_{i=\beta n+1}^{n} (I(W; Z_i) + D(\mu \| \mu')) \frac{1}{2e},
\end{align*}

(117)

which completes the proof.

**APPENDIX J**

**PROOF OF THEOREM 5**

**Proof:**

The following lemma is used to prove the theorem. □

**Lemma 4:** For all \( t \), if the noise \( n(t) \sim N(0, \sigma_I I_d) \), we have

\[ I(W(t); S|W(t - 1)) \leq \frac{d}{2} \log \left( 1 + \frac{\eta_I^2 K_{ST}^2}{d \sigma_t^2} \right), \]

\[ I(W(t); S'|W(t - 1)) \leq \frac{d}{2} \log \left( 1 + \frac{\eta_I^2 K_{ST}^2}{d \sigma_t^2} \right). \]

**Proof:** [Proof of Lemma 4] From the definition of mutual entropy

\[ I(W(t); S|W(t - 1)) = h(W(t)|W(t - 1)) - h(W(t)|W(t - 1), S). \]

Each term can be bounded separately. First, we have the update rule on \( W(t) \):

\[ W(t) = W(t - 1) - \eta_I (\alpha \nabla \hat{L}_\alpha (W(t - 1), S') + (1 - \alpha) \nabla \hat{L}_\alpha (W(t - 1), S)) + n(t). \]

Note that

\[ h(W(t) - W(t - 1)|W(t - 1)) = h(W(t)|W(t - 1)), \]

since the subtraction term does not affect the entropy of a random variable. Also the perturbation \( n(t) \) is independent of the gradient term, thus we can compute the upper bound of the expected squared norm of \( w(t) - w(t - 1) \):

\[ \mathbb{E} \left[ \| W(t) - W(t - 1) \|^2 \right] \leq \eta_I^2 (\alpha K_S + (1 - \alpha) K_T)^2 + d \sigma_t^2 \]

\[ \leq \eta_I^2 K_{ST}^2 + d \sigma_t^2, \]

where in the expression above, we used the assumption that \( n(t) \sim N(0, \sigma_I^2 I_d) \). Among all random variables \( X \) with a fixed expectation bound \( \mathbb{E} \| X \|_2^2 < A \), then the norm distribution \( Y \sim N(0, \frac{A^2}{4} I_d) \) has the largest entropy given by:

\[ h(Y) = d \log \left( \sqrt{2 \pi e \sigma_Y^2} \right) = \frac{d}{2} \log \left( \frac{2 \pi e A}{d} \right) \]

which indicates that:

\[ h(W(t)|W(t - 1)) \leq \frac{d}{2} \log \left( \frac{2 \pi e \eta_I^2 K_{ST}^2 + d \sigma_t^2}{d} \right). \]

By entropy power inequality [88], we have:

\[ h(W(t)|W(t - 1), S) = h \left( n_t + \eta_I \alpha \nabla \hat{L}_\alpha (W(t - 1), S') \right) \leq \frac{d}{2} \log \left( \frac{2 \pi e \eta_I^2 K_{ST}^2 + d \sigma_t^2}{d} \right) \]

\[ \geq h(n_t). \]

This leads to the following desired bound for the mutual entropy \( I(W(t); S|W(t - 1)) \):

\[ h(W(t)|W(t - 1)) - h(W(t)|S, W(t - 1)) \leq \frac{d}{2} \log \left( \frac{2 \pi e \eta_I^2 K_{ST}^2 + d \sigma_t^2}{d} \right) - h(n_t). \]

Similarly, we can achieve the upper bound for the mutual entropy \( I(W(t); S'|W(t - 1)) \):

\[ h(W(t)|W(t - 1)) - h(W(t)|S', W(t - 1)) \leq \frac{d}{2} \log \left( \frac{2 \pi e \eta_I^2 K_{ST}^2 + d \sigma_t^2}{d} \right) - h(n_t). \]

Therefore, we consider the mutual information \( I(W(t); S'|W(t - 1)) \) and \( I(W(t); S|W(t - 1)) \) with the Gaussian noise \( n(t) \), e.g., \( h(t) = \frac{d}{2} \log 2 \pi e \sigma_t^2 \), we can write:

\[ I(W(t); S'|W(t - 1)) = h(W(t)|W(t - 1)) - h(W(t)|S', W(t - 1)) \leq \frac{d}{2} \log \left( \frac{2 \pi e \eta_I^2 K_{ST}^2 + d \sigma_t^2}{d} \right) - \frac{d}{2} \log 2 \pi e \sigma_t^2 \]

\[ = \frac{d}{2} \log \left( 1 + \frac{\eta_I^2 K_{ST}^2}{d \sigma_t^2} \right). \]

Similarly, we have:

\[ \frac{d}{2} \log \left( 1 + \frac{\eta_I^2 K_{ST}^2}{d \sigma_t^2} \right). \]

With Lemma 4, we reach the following bound by Jensen’s inequality:

\[ \mathbb{E}_{WSS'} [\text{gen} (W(T), S, S')] \]

\[ \leq \frac{\alpha \sqrt{2 \pi e}}{\beta n} \sum_{i=1}^{\beta n} \sqrt{I(W(T); Z_i)} \]

\[ + \frac{(1 - \alpha) \sqrt{2 \pi e}}{\beta n} \sum_{i=\beta n+1}^{n} \sqrt{I(W(T); Z_i) + D(\mu \| \mu')} \]

\[ \leq \frac{\alpha \sqrt{2 \pi e}}{\beta n} \mathbb{E}_{WSS'} [W(T); S'] \]

\[ + \frac{(1 - \alpha) \sqrt{2 \pi e}}{\beta n} \mathbb{E}_{WSS'} [I(W(T); S) + D(\mu \| \mu')]. \]

(118)

Let \( W^T = (W(1), W(2), W(3), \ldots, W(T)) \), with the characteristic of the gradient descent algorithm, we can show that

\[ h(W(t)|W(t-1), S) = h(W(t)|W(t-1), S), \]

(119)
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which follows from the Markov chain that $S \to W(1) \to W(2) \cdots \to W(T)$. Using lemma 4, both the mutual information $I(W(T); S)$ and $I(W(T); S')$ are bounded as:

$$
I(W(T); S) \leq I(W^T; S) = I(W(1); S|W(0)) + I(W(2); S|W(1)) + I(W(3); S|W(2), W(1)) + \cdots + I(W(T); S|W^{T-1})
$$

where we define

$$
\hat{A}_T := \sum_{t=1}^{T} (1 - \kappa)^{-t} ||n(t)||.
$$

where the first inequality follows from the Markov chain $S \to W^T$.

**APPENDIX K**

**PROOF OF COROLLARY 3**

We leverage the following proposition that

**Proposition 2:** Under the given assumptions, we define $\kappa = \frac{2}{n} \in (0, 1)$, setting $\eta = \frac{1}{2}$, for all $T \geq 1$, we have:

$$
\hat{L}_a(W(T), S, S') - \hat{L}_a(w_{\text{ERM}}, S, S') \\
\leq K_{ST} \|W(T) - w_{\text{ERM}}\| \\
\leq K_{ST} (1 - \kappa)^T (\|W(0) - w_{\text{ERM}}\| + \hat{A}_T),
$$

where we define $\hat{A}_T$

$$
\hat{A}_T := \sum_{t=1}^{T} (1 - \kappa)^{-t} ||n(t)||.
$$

We firstly claim that $\hat{L}_a$ is $K_{ST}$-Lipschitz continuous with $K_{ST}$ bounded gradient, then the proof follows the proposition 3 in the work [58].

**Proof:** (of Corollary 3) We firstly decompose the excess risk $L_{\mu'}(W(T)) - L_{\mu'}(w^*)$ into five fractions as follows.

$$
L_{\mu'}(W(T)) - L_{\mu'}(w^*) = L_{\mu'}(W(T)) - \hat{L}_a(W(T), S, S') \\
+ \hat{L}_a(W(T), S, S') - \hat{L}_a(w^*, S, S') \\
+ \hat{L}_a(w_{\text{ERM}}, S, S') - \hat{L}_a(w^*, S, S') \\
+ \hat{L}_a(w^*, S, S') - L_a(w^*) + L_a(w^*) - L_{\mu'}(w^*).
$$

Following corollary 2, we have

$$
\mathbb{E}
\left[
L_{\mu'}(W(T)) - \hat{L}_a(W(T), S, S')
\right] \\
\leq \alpha \sqrt{2\tau^2} \sum_{i=1}^{\beta n} \sqrt{I(W(T); Z'_i)} \\
+ \frac{(1 - \alpha)\sqrt{2\tau^2}}{(1 - \beta)n} \sum_{i=\beta n+1}^{n} \sqrt{I(W(T); Z_i) + D(\mu||\mu')}}.
$$

(120)

Then use proposition 2, for any $W(T)$, we reach

$$
\mathbb{E}[\hat{L}_a(W(T), S, S') - \hat{L}_a(w_{\text{ERM}}, S, S')] \\
\leq K_{ST} (1 - \kappa)^T (\mathbb{E}[\|W(0) - W_{\text{ERM}}\|] \\
+ \sum_{t=1}^{T} (1 - \kappa)^{-t} \mathbb{E}[||n(t)||]).
$$

(121)

The remaining term $\hat{L}_a(w^*, S, S') - L_a(w^*) + L_a(w^*) - L_{\mu'}(w^*)$ can be bounded with Theorem 2 for some $w^* \in W$

$$
\mathbb{E}
\left[
\hat{L}_a(w^*) - L_a(w^*) + L_a(w^*) - L_{\mu'}(w^*)
\right] \\
\leq (1 - \alpha)D(\mu||\mu').
$$

(122)

With the property $\hat{L}_a(w_{\text{ERM}}) - \hat{L}_a(w^*) < 0$, we combine the inequality (120), (121) and (122) and claim the result.

**APPENDIX L**

**PROOF OF THEOREM 6**

**Proof:** We know the information quantity minimisation could be written as (124), shown at the bottom of the next page, which leads to the well-known Gibbs algorithm as shown in (125), shown at the bottom of the next page. Hence we arrive at:

$$
P_{W|S=s', S=s}(dw) = \frac{e^{-kL_a(w, s', s')}}{\mathbb{E}_Q[e^{-kL_a(W, s', s')}]}
$$

(123)

for each $s \in \mathbb{Z}^n$. 

**APPENDIX M**

**PROOF OF COROLLARY 4**

**Proof:** Since the bounded loss function $\ell(w, z) \in [0, 1]$ also satisfies $r^2$-subgaussian with $r^2 = \frac{1}{4}$, we have:

$$
|\mathbb{E}_{W_{SS'}}[\text{gen}(W_G, S, S')]| \leq \frac{\alpha \sqrt{2\tau^2}}{\beta n} \sum_{i=1}^{\beta n} \sqrt{I(W_G; Z'_i)} \\
+ \frac{(1 - \alpha)\sqrt{2\tau^2}}{(1 - \beta)n} \sum_{i=\beta n+1}^{n} \sqrt{I(W_G; Z_i) + D(\mu||\mu')}} \\
\leq \frac{\alpha \sqrt{2\tau^2}}{\beta n} \sum_{i=1}^{\beta n} \sqrt{I(W_G; Z'_i|S'_{i-1}, S)} \\
+ \frac{(1 - \alpha)\sqrt{2\tau^2}}{(1 - \beta)n} \sum_{i=\beta n+1}^{n} \sqrt{I(W_G; Z_i|S', S_{i-1}) + D(\mu||\mu')}},
$$

where we denote $S_{-i}$ by deleting the $i$-th element in $S$. The second inequality uses the fact that $Z_i$ and $S_{-i}$ are independent. Then using the Hoeffding inequality with the fact that the loss is bounded by $[0, 1]$, we have:

$$
I(W_G; Z'_i|S'_{i-1}, S) \leq \frac{\alpha^2 k^2}{8\beta^2 n^2}, \text{ for } i = 1, \cdots, \beta n \\
I(W_G; Z_i|S_{-i}, S') \leq \frac{(1 - \alpha)^2 k^2}{8(1 - \beta)^2 n^2}, \text{ for } i = \beta n + 1, \cdots, n.
$$

Finally, we arrive at,

$$
|\mathbb{E}_{W_{SS'}}[\text{gen}(W_G, S, S')]| \leq \frac{\alpha^2 k}{4\beta n} \\
+ \frac{(1 - \alpha)\sqrt{2\tau^2}}{(1 - \beta)n} \sum_{i=\beta n+1}^{n} \sqrt{(1 - \alpha)^2 k^2 + D(\mu||\mu')}.
$$

(120)
\[
\begin{align*}
\leq \frac{\alpha^2 k}{4\beta n} + \frac{(1 - \alpha)^2 k}{4(1 - \beta) n} + (1 - \alpha) \sqrt{\frac{D(\mu||\mu')}{2}}, \\
\end{align*}
\] (126)

where we use $\sqrt{x + y} \leq \sqrt{x} + \sqrt{y}$ for both non-negative $x$ and $y$ in the last inequality. With the fact that $D(P^\ast_{\text{WS}}|S,S'\|Q|S,S')$ is positive for any $Q$,

\[
\begin{align*}
\mathbb{E}_W[\hat{L}_\alpha(W_G)] &= \mathbb{E}_{WSS'}[\hat{L}_\alpha(W_G) - \hat{L}_\alpha(W_G, S, S')] \\
+ &\mathbb{E}_{WSS'}[\hat{L}_\alpha(W_G, S, S')] \\
\leq &\mathbb{E}_{WSS'}[\mathcal{G}(W_G, S, S')] + \mathbb{E}_{WSS'}[\hat{L}_\alpha(W_G, S, S')] \\
+ &\frac{1}{k} D(P^\ast_{\text{WS}}|S,S'\|Q|S,S') \\
\leq &\mathbb{E}_{WSS'}[\mathcal{G}(W_G, S, S')] + \mathbb{E}_{WSS'}[\hat{L}_\alpha(w^\ast_{x}(\alpha), S, S')] \\
+ &\frac{1}{k} D(\delta_{w^\ast_{x}(\alpha)}||Q|S,S') \\
\end{align*}
\] (127)

where $P^\ast_{\text{WS}}|S,S'$ is the minimizer of the regularized empirical risk in Equation (42). Since $W$ is finite, we have that $D(\delta_{w^\ast_{x}(\alpha)}||Q|S,S') = -\log \frac{1}{\mathcal{G}(w^\ast_{x}(\alpha), S, S')}$ and $\mathbb{P}_{WSS'}[\hat{L}_\alpha(w^\ast_{x}(\alpha), S, S')] = L_\alpha(w^\ast_{x}(\alpha))$, which completes the proof. \qed

**APPENDIX N**

**PROOF OF COROLLARY 6**

Proof: Suppose $\ell(W, Z_i)$ is $L_\infty$-norm upper bounded by $\sigma$, the $L_\infty$-norm of a random variable is defined as

\[
\|X\|_\infty = \inf\{M : P(X > M) = 0\},
\]

then followed by [72, Theorem 3], we have

\[
\|E_P[\ell(W, Z_i)] - E_Q[\ell(W, Z_i)]\| \leq 2\|\sigma\|_D(\Phi(Q)),
\] (128)

where $D_P(\Phi(Q)) = \frac{1}{2} \int |dP - dQ|$ is referred to as the $\Phi$-divergence with $\Phi(x) = \frac{1}{2}|x - 1|$. If $Z_i \sim \mu$, $D_P(\Phi(Q)) = D_P(WZ||W \otimes \mu) = I_{\Phi}(Z_i; W)$. If $Z_i \sim \mu$, we have

\[
\begin{align*}
D_P(\Phi(Q)) &= \frac{1}{2} \int_{W \times Z} \left| dP_{WZ} - dP_{W \otimes \mu} \right| \\
&= \frac{1}{2} \int_{W \times Z} \left| dP_{WZ} - dP_{W}d\mu + dP_{W}d\mu - dP_{W \otimes \mu} \right| \\
&\leq \frac{1}{2} \int_{W \times Z} \left| dP_{WZ} - dP_{W}d\mu \right|
\end{align*}
\]

**APPENDIX O**

**PROOF OF THEOREM 7**

Proof: We firstly look at the generalization error in terms of $P_{WSS'}$ and $P_W \otimes P_S \otimes P_{S'}$ as shown in (130)-(132), shown at the bottom of the next page. Then we will be presenting the following theorem for the Wasserstein distance. \qed

**Theorem 12 (Kantorovich-Rubinstein Duality Theorem):** Let $(X, d)$ be a metric space and let $\mu, \nu$ denote two Radon probability measures contained in $\mathcal{P}_d(X)$. Then

\[
\mathcal{W}_1(\mu, \nu) = \sup \left\{ \int_X f d\mu - \int_X f d\nu : f \in Lip_1(X, d) \right\},
\] (133)

where $Lip_1(X, d)$ denotes the collection of all 1-Lipschitz continuous functions on $X$.

Using the theorem above, we can bound the generalization error using the Wasserstein distance. By assuming that the loss function is $C$-Lipschitz for any $Z \in Z$ and $W \in W$, then we can bound (130), (131), (132) using the inequalities (134), (135) and (136), shown at the bottom of the next page, respectively, which completes the proof.

**APPENDIX P**

**PROOF OF PROPOSITION 1**

Proof: In the following, we denote the random variable $W$ by the ERM solution $W_{\text{ERM}}$ for simplicity. With the fact that $\sqrt{x + y} \geq \frac{\sqrt{x} + \sqrt{y}}{2}$ for both $x, y \geq 0$, we can further lower bound the mutual information based quantity $\mathbb{E}_{\text{info}}$ by,

\[
\mathbb{E}_{\text{info}} = \frac{\sqrt{2}\beta^2}{n} \sum_{i=1}^{n} \sqrt{I(W_{\text{ERM}}; Z_i) + D(\mu||\mu')}} \geq \frac{\sqrt{2}\beta^2}{n} \sum_{i=1}^{n} \left( \sqrt{I(W_{\text{ERM}}; Z_i) + D(\mu||\mu')} \right).
\] (125)
With the assumption that $P_W$ and $\mu'$ satisfy the $T_1(\frac{r^2}{2})$ transport cost inequality, we have that for $P_{W|z}$, $\ll P_W$ with any $z_i$ and $\mu \ll \mu'$,

$$
\mathcal{W}_1(P_{W|z}, P_W) \leq \sqrt{\frac{r^2}{2} D(P_{W|z}, P_W)},
$$

$$
\mathcal{W}_1(\mu, \mu') \leq \sqrt{\frac{r^2}{2} D(\mu, \mu')}. 
$$

By Jensen’s inequality, we can show that for all $i$,

$$
\mathbb{E}_Z [L \mathcal{W}_1(P_{W|Z}, P_W) \leq \mathbb{E}_Z \left[ \sqrt{2r^2 D(P_{W|Z}, P_W)} \right] \leq \sqrt{2r^2 \mathbb{E}_Z [D(P_{W|Z}, P_W)]} = \sqrt{2r^2 I(W; Z),}
$$

where $I(W; Z_i) = D(P_{W|Z}, P_{Z_i}) = \mathbb{E}_Z [D(P_{W|Z}, P_{W \otimes Z_i})]$. Similarly, we can also prove that:

$$
\mathcal{L} \mathcal{W}_1(\mu, \mu') \leq \sqrt{2r^2 D(\mu, \mu')}, 
$$

which completes the proof, and it naturally shows that the Wasserstein distance-based bound is tighter than the mutual information-based bound.

\[ \square \]

**APPENDIX Q**

**SETUP OF BERNOUlli ADAPTATION**

As we use the binary cross-entropy loss function:

$$
\ell(w, z_i) = -(z_i \log(w) + (1 - z_i) \log(1 - w)),
$$

the corresponding gradient is given by

$$
\nabla \ell(w, z_i) = \frac{1 - z_i}{w} - \frac{z_i}{1 - w}. 
$$

Then the population risk is then defined as

$$
L_{\mu'}(w(T)) = -p' \log(w(T)) - (1 - p') \log(1 - w(T)),
$$

and the corresponding empirical risk is defined as:

$$
\hat{L}_\alpha(w(T), S, S') = \frac{\alpha}{\beta_n} \sum_{i=1}^n \ell(w(T), z_i') + \frac{1 - \alpha}{(1 - \beta)n} \sum_{i=\beta_n+1}^n \ell(w(T), z_i).
$$

We notice that $\|\nabla \ell(w, z_i)\|$ and $\ell(w, z_i)$ are not bounded in our case if $w$ approaches 0 or 1, however, in the simulation,

$$
\mathbb{E}_{WSS'} [\text{gen}(W_{ERM}, S, S')] = \mathbb{E}_{WSS'} [L_{\mu'}(W_{ERM}) - \hat{L}_\alpha(W_{ERM}, S, S')]
$$

$$
= \int_{W \times Z} \alpha \ell(W_{ERM}, Z') + (1 - \alpha) \ell(W_{ERM}, Z) dP_W d\mu' - \int_{W \times S \times S'} \hat{L}_\alpha(W_{ERM}, S, S') dP_{WSS'}.
$$

$$
= \int_{W \times Z} \alpha \ell(W_{ERM}, Z') dP_W d\mu' - \int_{W \times S'} \frac{\alpha}{\beta_n} \sum_{i=1}^{\beta_n} \ell(W_{ERM}, Z_i') dP_{WS'}
$$

$$
+ \int_{W \times Z} (1 - \alpha) \ell(W_{ERM}, Z) dP_W d\mu' - \int_{W \times S'} \frac{1 - \alpha}{(1 - \beta)n} \sum_{i=\beta_n+1}^n \ell(W_{ERM}, Z_i) dP_{WS}
$$

$$
= \frac{\alpha}{\beta_n} \sum_{i=1}^{\beta_n} \left( \int_{W \times Z} \ell(W_{ERM}, Z_i') dP_W d\mu' - \int_{W \times Z} \ell(W_{ERM}, Z_i') dP_{WZ_i} \right)
$$

$$
+ \frac{1 - \alpha}{(1 - \beta)n} \sum_{i=\beta_n+1}^n \left( \int_{W \times Z} \ell(W_{ERM}, Z_i) dP_W d\mu' - \int_{W \times Z} \ell(W_{ERM}, Z_i) dP_{WZ_i} \right)
$$

\[ \text{(130)} \]

\[ \text{(131)} \]

\[ \text{(132)} \]
\[ E \left[ L_{\mu'}(W(T) - L_{\mu'}(w^*)) \right] \leq \alpha \sqrt{\frac{2 \eta^2(T)}{\beta n} \sum_{t=1}^{T} \frac{1}{2} \log \left( 1 + \frac{\eta^2(T) K^2_{ST}(T)}{\sigma^2_t} \right)} + (1 - \alpha) \sqrt{\frac{2 \eta^2(T)}{\beta n} \sum_{t=1}^{T} \frac{1}{2} \log \left( 1 + \frac{\eta(T) K^2_{ST}(T)}{\sigma^2_t} \right)} + D(\mu||\mu') \]

within finite \( T \) iterations, we set the relative iterative parameters to be the maximum value among all iterations such that

\[ K_T(T) = \max_{t=1,2,\ldots,T} \left\| \nabla \ell(w(t); z_i) \right\|, \quad (143) \]

\[ K_S(T) = \max_{t=1,2,\ldots,T \in \beta n+1,\ldots,n} \left\| \nabla \ell(w(t); z_i) \right\|, \quad (144) \]

\[ K_{ST}(T) = \alpha K_T(T) + (1 - \alpha) K_S(T), \quad (145) \]

\[ \eta(T) = \frac{1}{K_{ST}(T)}. \quad (146) \]

\[ r(T) = \max_{t=1,2,\ldots,T} \frac{\log w(t) - w(t)}{\sqrt{2}}. \quad (147) \]

The generalization error bound after \( T \) iterations is given by

By setting \( \kappa = 0 \) loosely, within the finite iterations such that \( \sum_{t=1}^{T} \| n(t) \| < \infty \), the according excess risk bound for this case is then expressed as

where \( D(\mu||\mu') \) is calculated by

\[ D(\mu||\mu') = \frac{1}{\sum_{i=0}^{1} \frac{\mu(i) \log \frac{\mu(i)}{\mu'(i)}}{1 - \mu(i)/p} \left( \frac{1}{1 - p} \right)} = (1 - p) \log \left( \frac{1 - p}{p} \right) + p \log \left( \frac{p}{1 - p} \right). \]
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