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Abstract

The multi-resolution method, e.g., the Adaptive Particle Refinement (APR) method, has been developed to increase the local particle resolution and therefore the solution quality within a pre-defined refinement zone instead of using a globally uniform resolution for Smoothed Particle Hydrodynamics (SPH). However, sometimes, the targeted zone of interest can be varying, and the corresponding topology is very complex, thus the conventional APR method is not able to track these characteristics adaptively. In this study, a novel Block-based Adaptive Particle Refinement (BAPR) method is developed, which is able to provide the necessary local refinement flexibly for any targeted characteristic, and track it adaptively. In BAPR, the so-called activation status of the block array defines the refinement regions, where the transition and activated zones are determined accordingly. A regularization method for the generated particles in the newly activated blocks is developed to render an isotropic distribution of these new particles. The proposed method has been deployed for simulating Fluid-Structure Interaction (FSI) problems. A set of 2D FSI cases have been simulated with the proposed BAPR method, and the performance of the BAPR method is quantified and validated comprehensively. In a word, the BAPR method is viable and potential for complex multi-resolution FSI simulations by tracking any targeted characteristic of interest.
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1. Introduction

SPH is a meshless Lagrangian method, which can simulate many complex problems such as free surface flows, multi-phase flows, FSI, etc. In ocean engineering, FSI is a very important research problem for off-shore structures like wind turbines, tidal turbines and floating
bodies. Traditional methods for FSI problems mainly resort to the Euler or Arbitrary-Lagrangian-Eulerian (ALE) formulations [1], where the mesh is adapted to track the structure surface. It will become more complicated when the free surface exists in the computational domain, for which the fluid interface tracking method must also be incorporated, such as the Volume-of-Fluid (VOF) or the level-set method. In terms of the coupling method between the fluid and the structure, the weak coupling and strong coupling strategies are usually adopted. However, even the weak coupling in the ALE system will greatly increase the complexity when the free surface is violent and the structure deforms intensively. As an alternative, the Immersed Boundary Method (IBM) [2] deploys the Eulerian mesh in the fluid field and the Lagrangian mesh in the solid field, whereas the data communications between two different mesh resolutions may result in the accuracy degeneration problem.

Over the past decades, the meshless particle methods based on the Lagrangian concept for FSI problems have been extensively explored, e.g., the SPH methods [3][4][5][6][7][8][9], the Moving Particle Semi-implicit (MPS) method [10][11][12], the Finite Particle Method (FPM) [13][14], and a set of coupling techniques with those methods [15][16]. Apart from the total Lagrangian concept, a set of ALE based SPH methods [17][18][19][20] have accordingly been devised to make particle distribution more isotropic. Studies using SPH method on FSI problems have been reported with various cases, e.g., water impact on the elastic beam [3], flow induced flapping beam [4], dam breaking [6], sloshing [21], and two-phase problems [3]. The SPH method successfully demonstrates its potential in simulating the complex fluids and its interaction with large-deformation structures, readers are referred to [22][23] for a comprehensive literature review.

In practice, the attention is usually focused on a small zone instead of the whole computational domain, thus the multi-resolution method with the local particle refinement is necessary to increase the local simulation accuracy while saving the overall computational cost. Till now, various multi-resolution strategies have been developed, such as the particle splitting technique [24] to refine the coarse particles and the merging technique [25] to restore the coarse resolution beyond the interested zone. There is a set of studies deploying different resolutions for fluids and solids [20][27], where the interactions of particles between different resolutions are required. Recently, the APR method [28][29] has been proposed by combining the particle splitting and deletion, and guard particles are deployed in the transition zones between different resolutions. This method is effective and efficient to investigate the solution details in the area of interest in the FSI problems, especially in violent impact flows. There are various studies [30][31] on FSI problems using APR method, where this multi-resolution method has shown a great potential.

The APR method is generally suitable for problems with the refinement zones, which are known as a priori. However, in most cases, the area of interest is unknown before the simulation, and the targeted refinement area is varying in both space and time, rendering that the APR zones cannot be determined before simulation. Yang et al. [32] propose an adaptive refinement method to enhance the local resolution on the fluid surface or the fluid-solid interface. However, this method can only be used to enhance the accuracy at the geometry boundaries, with the need of frequent particle merging and direct particle interaction across different resolutions, which may lead to the accuracy degeneration.
In the Eulerian Cartesian mesh methods, the Adaptive Mesh Refinement (AMR) method is usually employed with certain criteria for capturing the phase boundaries, the shock waves, or the vortex clustering regions [33][34][35]. For example, the shock wave is supposed to be identified and captured with the refined resolution for compressible flows, and for incompressible flows, the fluid characteristics, e.g., the vortex or the pressure gradient, may be the targeted quantity for refinement. For FSI problems, the flow surrounding the structure is prone to generating vortex, and the vortex may affect the dynamic behavior of the structure, therefore the vorticity may be the targeted criterion. There have been a number of studies with block-based multi-resolution mesh methods to investigate the FSI problems. Liu and Hu [36] combine the IBM method and the block-based AMR method to study the vortex induced vibration problem in the incompressible flows. Deiterding and Wood [37] employ the block-structured AMR method to investigate the explosion FSI problems in compressible flows. Though the APR method is similar to AMR in many aspects, and has been used in the violent flow problems and the FSI problems, the APR method cannot track the targeted characteristic adaptively. To the best of authors’ knowledge, there are few reports on the FSI problems with the fully adaptive particle refinement strategy.

Inspired by the block-based AMR method in Eulerian framework [34], in this work, we will develop a block-based adaptive particle refinement (BAPR) SPH method for FSI problems. The difference is that the refinement scale of the block in BAPR is larger than that of the mesh in the AMR method. The remainder of this paper is organized as follows. In section 2, the basic SPH formulations for fluid and solid governing equations will be presented. In section 3, the BAPR algorithms for SPH will be elaborated in detail, including the block array assignment, the characteristic identification, the transition zone identification algorithm, and the regularization strategy for the newly generated particles. In section 4, a set of benchmark cases will be presented and analyzed, including water impact on an elastic beam, dam-breaking through an elastic beam, flapping beam induced by the flow over a cylinder, flow over an inclined elliptical cylinder, and body entry problems. The performance of the proposed BAPR method will be analyzed and validated. In section 5, concluding remarks and discussions will be given.

2. Numerical methods for FSI problems

2.1. Governing equations for the fluid field

The Navier–Stokes equations for fluids can be written in the Lagrangian form as

\[
\begin{align*}
\frac{D\rho}{Dt} &= -\rho \nabla \cdot \mathbf{v}, \\
\frac{D\mathbf{v}}{Dt} &= -\frac{\nabla p}{\rho} + \frac{\eta}{\rho} \nabla^2 \mathbf{v} + \mathbf{f}, \\
\frac{Dr}{Dt} &= \mathbf{v},
\end{align*}
\]  

(1)

where \(\rho\), \(\mathbf{v}\), \(p\), \(\eta\), \(\mathbf{f}\) and \(r\) denote the fluid density, velocity, pressure, dynamic viscosity, body force and the particle coordinate, respectively. The Equation-of-State (EOS) is used
to relate the pressure and the density, which is usually written as
\[ p = c_0^2 (\rho - \rho_0), \]
where \( c_0 \) denotes the artificial sound speed and is constrained by \( c_0 \geq 10 \left( U_{\text{max}}, \sqrt{\frac{p_{\text{max}}}{\rho_0}} \right) \) to ensure the weak-compressibility condition, and \( U_{\text{max}} \) and \( p_{\text{max}} \) are the expected maximum velocity and pressure, respectively.

The SPH-discretized approximation for equation (1) can be given as
\[
\begin{align*}
\frac{D\rho_i}{Dt} &= \rho_i \sum_j v_{ij} \cdot \nabla_i W_{ij} V_j + \delta h c_0 \sum_j \Phi_{ij} \cdot \nabla_i W_{ij} V_j, \\
\frac{Dv_i}{Dt} &= -\frac{1}{\rho_i} \sum_j (p_i + p_j) \nabla_i W_{ij} V_j + \frac{1}{\rho_i} \sum_j \frac{(\eta_i + \eta_j) r_{ij} \cdot \nabla_i W_{ij} V_j}{(r_{ij}^2 + 0.01 h_i^2)} v_{ij} \\
&\quad + \alpha h c_0 \sum_j \pi_{ij} \nabla_i W_{ij} V_j + f, \\
\frac{Dr_i}{Dt} &= \dot{v},
\end{align*}
\]
where \( v_{ij} = v_i - v_j, r_{ij} = r_i - r_j, \) and \( V_j = m_j / \rho_j \) is the volume of the particle. \( \nabla_i W_{ij} \) denotes the gradient of the kernel function \( W(\|r_{ij}\|, h) \). In this work, the Gaussian kernel is adopted with a smoothing length of \( h = 1.2 \Delta x \), where \( \Delta x \) is the initial particle spacing, and the cut-off parameter is set as 3. The artificial viscosity \([40]\) is deployed in the momentum equation to stabilize the computation for inviscid flows, with the term expressed as
\[ \pi_{ij} = (v_j - v_i) \cdot \frac{r_j - r_i}{|r_j - r_i|^2}. \]
In order to alleviate the pressure fluctuation in the computational field, a simplified version of the dissipation term \([41]\), i.e.,
\[ \Phi_{ij} = 2 (\rho_j - \rho_i) \frac{r_j - r_i}{|r_j - r_i|^2}, \]
is introduced in the continuity equation. The two coefficients are chosen as \( \delta = 0.1 \) \([41][42]\) and \( \alpha = 0.02 \) \([42]\) in this paper.

In practical simulations, the ALE-based SPH formulation is usually employed to avoid the numerical voids which typically appear with the total Lagrangian formulation \([17][13][18][20]\), and a transport velocity \( \dot{v} \) which is generated by the driving force due to the irregular particle distribution is incorporated in the ALE framework to regularize the particle distribution. The ALE formulation is written as
\[
\begin{align*}
\frac{d\rho}{dt} &= -\rho \nabla \cdot \dot{v} - \nabla \cdot [\rho (v - \dot{v})], \\
\frac{d\dot{v}}{dt} &= -\frac{\nabla p}{\rho} - \nabla \cdot [v \otimes (v - \dot{v})] + v \nabla \cdot (v - \dot{v}) + \frac{\eta}{\rho} \nabla^2 v + f, \\
\frac{d\dot{r}}{dt} &= \dot{v}.
\end{align*}
\]
Here, the ALE derivative $\frac{d\phi}{dt}$ is used instead of the full derivative $\frac{D\phi}{Dt}$. The corresponding SPH-discretized formulations of the ALE form can be expressed as

$$
\begin{align*}
\frac{d\rho_i}{dt} &= \rho_i \sum_j \tilde{v}_{ij} \cdot \nabla_i W_{ij}V_j + \delta h c_0 \sum_j \Phi_{ij} \cdot \nabla_i W_{ij}V_j \\ &+ \sum_j [\rho_i \delta v_i + \rho_j \delta v_j] \cdot \nabla_i W_{ij}V_j, \\
\frac{dv_i}{dt} &= -\frac{1}{\rho_i} \sum_j (p_i + p_j) \nabla_i W_{ij}V_j + \alpha h c_0 \sum_j \pi_{ij} \nabla_i W_{ij}V_j \\ &+ \sum_j [v_i \otimes \delta v_i + v_j \otimes \delta v_j] \cdot \nabla_i W_{ij}V_j - v_i \sum_j [\delta v_j - \delta v_i] \cdot \nabla_i W_{ij}V_j \\ &+ \frac{1}{\rho_i} \sum_j \left( \eta_i + \eta_j \right) r_{ij} \cdot \nabla_i W_{ij}V_j v_{ij} + f_i, \\
\frac{dr_i}{dt} &= \tilde{v}_i,
\end{align*}
$$

where $\delta v = \tilde{v} - v$ is the shifting velocity. The shifting velocity is driven by a background pressure gradient induced by the irregular particle distribution [17]. As pointed out in [17], the choice of background pressure is arbitrary. Owing to this reason, we introduce a term $0.2 \left( \frac{W_{ij}}{W(\Delta x, h)} \right)^4$ into the conventional background pressure gradient referring to [44] and [20], where the added term can prevent the clustering of particles effectively, and then the background pressure gradient $\nabla P_B$ is evaluated by

$$
\nabla P_B = -\rho_0 c_0^2 \sum_j \left[ 1 + 0.2 \left( \frac{W_{ij}}{W(\Delta x, h)} \right)^4 \right] \nabla_i W_{ij}V_j.
$$

It is known that the particle shifting or transport velocity may lead to the violation of the volume conservation [45] [46] [17], the main reason is due to the error accumulation of the particle shifting for the particles in the surface area. Considering this, the background pressure gradient Eq. (5) will only be used for the particles in the non-surface area. For the particles in the surface area, Eq. (8) is turned off, which means that their shifting velocity is set as zero. Herein, a free surface detection method [18] is employed to identify the free surface particles, and the ‘surface area’ mentioned here means the region within the radius of $4\Delta x$ of the detected free surface particles. Furthermore, in the scenarios with violent flows, the shifting velocity $\delta v$ is constrained to be within 0.05 times of the norm of the real velocity $|v|$, written as

$$
|\delta v| < 0.05 |v|.
$$

For the cases without violent flows, this constraint is not used. To achieve this goal, a free surface detection method is employed to identify the free surface particles [18]. For boundary particles, the transport velocity will be set as zero.
For the time integration, the established Kick-Drift-Kick (KDK) scheme is employed, i.e.,

\[
\begin{align*}
    v^{n+\frac{1}{2}} &= v^n + \frac{\Delta t_F}{2} \left( \frac{dv}{dt} \right)^n, \\
    \tilde{v}^{n+\frac{1}{2}} &= v^{n+\frac{1}{2}} + \frac{\Delta t_F}{2\rho_0} \nabla P^n_B, \\
    x^{n+1} &= x^n + \Delta t_F \tilde{v}^{n+\frac{1}{2}}, \\
    \rho^{n+1} &= \rho^n + \Delta t_F \left( \frac{d\rho}{dt} \right)^{n+\frac{1}{2}}, \\
    v^{n+1} &= v^{n+\frac{1}{2}} + \frac{\Delta t_F}{2} \left( \frac{dv}{dt} \right)^{n+1}.
\end{align*}
\]

(10)

In this scheme, the particle field values are calculated in sequence in Eq. (10). The time step \(\Delta t_F\) for the fluid evolution is defined as

\[
\Delta t_a = 0.25 \sqrt{\frac{h}{|a|_{max}}}, \quad \Delta t_v = 0.25 \frac{h}{c_0 + |v|_{max}},
\]

\[
\Delta t_F = \min(\Delta t_a, \Delta t_v).
\]

(11)

2.2. Governing equations for the solid field

The Lagrangian form of the governing equations for the solid dynamics can be expressed as

\[
\frac{Dv}{Dt} = -\frac{1}{\rho_S} \nabla_0 \cdot P + f,
\]

(12)

where the operator \(\nabla_0\) is in regard with the static initial coordinates, and \(P\) denotes the first Piola–Kirchhoff stress tensor. Assuming that the density of the solid \(\rho_S\) is invariant, the discretized form with the SPH approximation can be written as

\[
\frac{Dv_a}{Dt} = -\frac{1}{\rho_S} \sum_b \left( P_a L_{0a}^{-1} + P_b L_{0b}^{-1} \right) \nabla_0 W_{0ab} V_b + f,
\]

(13)

where the particle ‘b’ denotes the neighbor of particle ‘a’. Here the correction matrix \(51\) is given as

\[
L_{0a} = \sum_b (x_{0b} - x_{0a}) \otimes \nabla_0 W_{0ab} V_b,
\]

(14)

and \(x_0\) is the initial position of the particle. In this work, the Saint Venant-Kirchhoff constitutive model for the structure is used. The stress tensor in Eq. (13) is related to the
deformation in the solid field. Specifically, the displacement gradient $F$ can be expressed as

$$F = \frac{dx}{dx_0},$$

and the corresponding discretized form with the SPH approximation is written as

$$F_a = \sum_b (x_b - x_a) \otimes L_{0a}^{-1} \nabla_{0a} W_{0ab} V_b.$$  \hfill(16)

Then, the deformation tensor Green–Lagrange strain can be derived using

$$E = \frac{1}{2} (F^T a F_a - I),$$

and the second Piola–Kirchhoff stress tensor $S$ is obtained through

$$S = \lambda tr(E) I + 2\mu E,$$

where $\lambda$ and $\mu$ are Lamé parameters. At last, the first Piola–Kirchhoff stress tensor is obtained with

$$P = FS.$$  \hfill(19)

The Kick-Drift-Kick (KDK) [49][17][50] scheme is employed for the time integration, i.e.,

$$v^{n+\frac{1}{2}} = v^n + \frac{\Delta t_S}{2} \left( \frac{Dv}{Dt} \right)^n,$$

$$x^{n+1} = x^n + \Delta t_S v^{n+\frac{1}{2}},$$

$$v^{n+1} = v^{n+\frac{1}{2}} + \frac{\Delta t_S}{2} \left( \frac{Dv}{Dt} \right)^{n+1},$$

with which there is no transport velocity. The time step $\Delta t_S$ for the solid is chosen as

$$\Delta t_S = 0.5h/c_s, \quad c_s = \sqrt{\frac{E(1-\nu)}{\rho_s(1+\nu)(1-2\nu)}},$$

where $c_s$, $E$ and $\nu$ denote the elastic wave speed, Young’s modulus and Poisson’s ratio, respectively.

2.3. Coupling algorithms between fluid and solid

For FSI problems, the timestep of the fluid phase is typically much larger than that of the solid phase, thus within one fluid timestep, the solid field may be advanced with many timesteps. Consequently, a weak coupling strategy is usually employed, where the motions of fluid particles and solid particles are solved separately. More specifically, at the start of
each fluid timestep, with the solid particle fixed, the fluid particles will advance with one fluid timestep. Then the updated values of fluid particles are fixed, the solid particles will advance with many solid timesteps within one fluid timestep. More details are referred to [52].

For the fluid particles, the solid particles provide the necessary boundary conditions. The fixed boundary particle method is employed and the fluid variables of the boundary particles are determined by the technique proposed by Adami et al. [53]. The momentum equation for the evolution of the fluid particles in the ALE form is given as

\[
\frac{dv_i}{dt} = -\frac{1}{\rho_i} \sum_{j \in F} (p_i + p_j) \nabla_i W_{ij} V_j + \frac{1}{\rho_i} \sum_{j \in F} (\eta_i + \eta_j) r_{ij} \cdot \nabla_i W_{ij} V_j \left(\frac{r_{ij}^2}{r_{ij}^2 + 0.01h_i^2}\right) v_{ij} + \alpha h c_0 \sum_{j \in F} \pi_{ij} \nabla_i W_{ij} V_j \\
+ \sum_j [v_i \otimes \delta v_i + v_j \otimes \delta v_j] \cdot \nabla_i W_{ij} V_j - v_i \sum_j [\delta v_j - \delta v_i] \cdot \nabla_i W_{ij} V_j \\
- \frac{1}{\rho_i} \sum_{j \in S|B} (p_i + p_j') \nabla_i W_{ij} V'_j + \frac{1}{\rho_i} \sum_{j \in S|B} (\eta_i + \eta_j') r_{ij} \cdot \nabla_i W_{ij} V'_j \left(\frac{r_{ij}^2}{r_{ij}^2 + 0.01h_i^2}\right) v'_{ij} \\
+ \alpha h c_0 \sum_{j \in S|B} \pi'_{ij} \nabla_i W_{ij} V'_j + f,
\]

(22)

where the variables with the superscript ‘, e.g., \(p_j\), denote the virtual fluid variables of solid or boundary particles. \(F\) and \(S|B\) represent the fluid domain and the solid or boundary domain, respectively.

For the solid particles, the fluid particles provide external force loading. The momentum equation for the evolution of the solid particles in the total Lagrangian form is given as

\[
\frac{Dv_a}{Dt} = -\frac{1}{\rho_S} \sum_{b \in S} (P_{aL_{0a}^{-1}} + P_{bL_{0b}^{-1}}) \nabla_a W_{ab} V_b \\
+ \frac{1}{\rho_S} \sum_{b \in F} (p'_a + p_b) \nabla_a W_{ab} V'_b + \frac{1}{\rho_S} \sum_{b \in F} (\eta'a_i + \eta'_{ib}) r_{ab} \cdot \nabla_a W_{ab} V'_b v'_{ab} \\
+ \alpha h c_0 \sum_{b \in F} \rho'_a \nabla_a W_{ab} V_b + f.
\]

(23)

3. The improved APR method and the new BAPR method

3.1. Improved APR method

A multi-resolution method of so-called APR is proposed initially by Barcarolo et al. [28] and improved by Chiron et al. [29]. This method aims to increase the local field accuracy in the pre-defined refinement zone with the refined particles while preserving the coarse resolution in the left area. The particles of different resolutions are defined as the different sets of particles, indicated with \(L_k\), where \(k\) is the level of the particles. If there are two levels of particles, \(L_0\) indicates the coarse particles and \(L_1\) the refined particles, as shown in
In this method, the particles of different levels are marked as ‘active’ and ‘inactive’, i.e., if the particle is ‘active’, it will take part in the physical time evolution by solving the governing equations; if the particle is ‘inactive’, it will obtain its field values such as density and velocity by the so-called Shepard interpolation method [54].

After the pre-defined refinement zone is deployed, for the $L_0$ particles, once a $L_0$ particle enters the pre-defined refinement zone, four new $L_1$ particles (for 2D problems) will be generated while the $L_0$ particle is retained and marked as ‘inactive’. If the $L_0$ particle exits from the pre-defined refinement zone, it will be marked as ‘active’ again. For the $L_1$ particles, once they exit from the pre-defined refinement zone, they will be deleted. Notably, at the edge of the pre-defined refinement zone, there is a transition zone, which provides the support for information exchange between the two levels. Thus, for all the ‘active’ $L_1$ particles, their neighbor particles are all taken from the same level, since the information exchange between two levels is provided by the particles in the transition zone.

In this study, the standard APR method is improved by introducing a regularized transition zone. In fact, when the $L_0$ particles enter the transition zone, the distribution of $L_1$ particles generated from the $L_0$ particles will not be isotropic, which will affect the accuracy of the following SPH simulations. In order to ensure the simulation accuracy of $L_1$ ‘active’ particles, we have to render those $L_1$ ‘inactive’ particles, which are close to $L_1$ ‘active’ particles, more isotropic. To this end, the transition zone is further divided into two parts, i.e., the non-regularized transition sub-zone and the regularized transition sub-zone. In the regularized transition sub-zone, the transport velocity of $L_1$ particles driven by the background pressure gradient force Eq. (8) is used to regularize the particle distribution; for the non-regularized transition sub-zone, the shifting velocity of the particles is set to be zero considering their incomplete particle kernel support. In this way, the neighbors of all the ‘active’ $L_1$ particles have an isotropic distribution due to the regularized transition sub-zone, which improves the accuracy of the simulations. For $L_0$ particles, all the ‘inactive’ particles, except from those in the surface area, will be regularized using the background pressure gradient force Eq. (8). It is worth noting that the size of the refinement zone is flexible, and there are no extra requirements on the size of the APR zone. For the non-regularized transition sub-zone, the thickness is set as $4\Delta x_1$ ($\Delta x_0$ and $\Delta x_1$ denote the initial particle spacing at the resolution level 0 and 1, respectively), which ensures that all the particles with incomplete kernel support are involved. For the regularized transition sub-zone, a thickness of larger than $4\Delta x_1$ is recommended.

3.2. Proposed BAPR method

In the section above, the APR method is only applicable for cases with the pre-defined refinement zone. However, for some dynamic flow features, of which the motion is unknown beforehand, the APR method will not function as expected. For this type of problem, a fully adaptive multi-resolution method should be established to track the targeted characteristics with the refined resolutions. To this end, inspired by the AMR method, a new BAPR method is proposed in this section. The new method can track any characteristic and refine the particles within the activated blocks adaptively. Firstly, the corresponding blocks for particle refinement are identified. Secondly, the transition and refinement zones in the
identified blocks are defined to determine the activation status of all the particles. Finally, the regularization technique will be implemented to render an isotropic particle distribution for the newly generated refined particles.

3.2.1. Identification of the activated blocks

The whole computational domain is partitioned into an array of blocks, where the blocks are the candidate refinement regions consisting of the refinement and transition zones. The choice of the block size in the BAPR method is quite flexible, and the block length \( L_x \) and height \( L_y \) are determined by the user. A suggestion is that the block size should not be too small, because the block should be at least larger than 2 times of the transition zone thickness to ensure that there are ‘active’ particles in the refinement zone of this block, as shown in Fig. 2 and 3. As shown in Fig. 2(a), the light green zone represents the non-activated blocks, where only the \( L_0 \) particles exist. Once there are solid particles in one specific block, it will be identified as an activated block. Likewise, if some features, e.g., vortex, form and reach the prescribed threshold, the corresponding block will be identified as an activated block as well. Specifically, the block identification method is shown in Fig. 2(b), where the block is divided into 9 subdomains. If the targeted characteristic exists in a subdomain \( S \), the corresponding neighbor blocks of the subdomain \( S \) will be activated. This operation ensures that the targeted characteristic is sufficiently refined throughout the simulation.

Fig. 1. Schematic of the APR method: the refinement zone is constrained in a pre-defined refinement zone, where the edge region is the transition zone and the interior region is the refinement zone (orange), and the outer layer of the transition zone is the non-regularized transition sub-zone (light blue) and the inner layer is the regularized transition sub-zone (dark blue).
Fig. 2. Schematic of the proposed BAPR method: (a) the block regions around the solid phase or where involving the targeted characteristic are identified as the refinement zones, in which the regions with the orange color are the refinement zones and blue the transition zones; (b) block identification method: the block is divided into 9 subdomains (in this figure $l_r$ is the thickness of the transition zone, which will be introduced with details in section 3.2.2). If a subdomain $S$ contains the targeted characteristic, the corresponding neighbor blocks of the subdomain $S$ will be activated.
3.2.2. Identification of the transition and refinement zones

The transition zone is important for the simulation accuracy of the refined particles. Different from the standard APR method, the identification of the transition zone in BAPR requires a new algorithm. For this purpose, one block is partitioned into nine subdomains, and marked with the index from 1~9, as shown in Fig. 3. Taking the block $B(i, j)$ for instance, each subdomain in this block will be determined as the transition zone or the refinement zone by examining the status of its neighbor blocks. If all the neighbor blocks of one subdomain are the activated blocks, this subdomain will be identified as the refinement zone; otherwise, it will be identified as the transition zone.

Similarly, in order to ensure an isotropic distribution of the refined particle neighbors, the regularized transition sub-zone will be identified. The thickness of the transition zone $l_{tr}$ is $10\Delta x_1$ in BAPR, and the thicknesses of the regularized transition sub-zone and the non-regularized transition sub-zone are $6\Delta x_1$ and $4\Delta x_1$, respectively. For the particles in the regularized transition sub-zone, Eq. (8) is employed to regularize the particle distribution, whereas for other particles in the non-regularized transition sub-zone, no regularization technique is deployed.

The activation status of the particles should be determined for the physical time evolution, and the operation of particle generation or particle deletion should also be implemented with regard to the activated blocks. The tag function $M$ denotes which zone the particle belongs to among the refinement zones, the transition zones and the non-refinement zones, for which they are marked $M = 2$, $M = 1$ and $M = 0$ for the three zones, respectively. With the $M$ function, the activation status of the particles can be determined. By comparing to the $M$ function in the previous step, defined as $M'$, the particle generation or particle dele-
Algorithm 1 Determination of the particle activation status and the corresponding particle generation or deletion

1: for all particles do
2: if level = 0 then
3: if $M = 0$ then
4: $\gamma \leftarrow 1$;
5: else if $M = 1$ and $M' = 0$ then
6: $\gamma \leftarrow 1$;
7: Generate refined particles by the splitting method;
8: else if $M = 2$ and $M' = 0$ then
9: $\gamma \leftarrow 0$;
10: Generate refined particles by the splitting method;
11: else if $M = 1$ and $M' \neq 0$ then
12: $\gamma \leftarrow 1$;
13: else if $M = 2$ and $M' \neq 0$ then
14: $\gamma \leftarrow 0$;
15: end if
16: else if level = 1 then
17: if $M = 0$ then
18: Delete the corresponding particle;
19: else if $M = 1$ then
20: $\gamma \leftarrow 0$;
21: else if $M = 2$ then
22: $\gamma \leftarrow 1$;
23: end if
24: end if
25: end for

3.2.3. Regularization of the newly generated particles in new blocks

Once the new blocks are determined for refinement, new refined particles are generated. Usually, the newly generated particles do not have a smooth isotropic distribution, therefore, the distribution regularization of these particles is highly needed in order to ensure the simulation accuracy. Some particle repositioning methods, e.g., the particle diffusion methods [55][56][57][58] and the method based on the Voronoi particle dynamics [59], have been explored for this aim. In this work, the regularization method based on the particle diffusion will be employed.

In the previous sections, the activated blocks and the $M$ tag functions indicating zones are determined. For the $L_0$ particle with $M' = 0$ and $M = 1$ or 2, four new particles will
be generated surrounding the coarse particle, similar to the standard APR method. In fact, the distribution of these newly generated particles is usually non-isotropic and non-smooth, especially between the newly refined particles and the old particles, which will inevitably affect the accuracy of the SPH simulations in the new block zones. Here, we propose a novel technique to eliminate the irregular particle distribution between the new blocks and other adjacent blocks.

Fig. 4 illustrates the regularization technique for the new particles. For a block $B(i, j) = 1$ with its previous status $B(i, j) = 0$, it will be the targeted block for the new particle generation, as shown in Fig. 4(a). The $L_0$ particles in the gray block will generate new particles, marked in blue color, as shown in Fig. 4(b). Before the start of the SPH evolution, the positions of the new particles, in the gray area, will be regularized towards an isotropic distribution. In order to constrain the particle regularization inside the current block, the boundary particles are deployed around the block temporarily, as shown in Fig. 4(c). The generation technique of the temporary block boundary particles is shown in Fig. 5. The surrounding zone of block $B(i, j)$ is divided into nine subdomains 1 ∼ 9, and if the corresponding block that the subdomain locates in is non-activated, this subdomain will be filled with temporary block boundary particles. Herein, the thickness of the temporary block boundary particles is $4\Delta x_1 + l_{tr}$, where $l_{tr}$ is the thickness of the transition zone. After the regularization, they are removed. It is worth noting that the black particles in the transition zone of the adjacent blocks will also be considered as the targeted particles for regularization, because the majority of these particles will change to ‘active’ refined particles. As a result, the particles in the gray area will take part in the regularization in this figure.

The regularization algorithm is based on Eq. (8). This equation provides the driving force
for the particles with irregular distributions, and the particle positions $\bar{x}$ in the regularization are then updated as

$$
\begin{align*}
\Delta t &= 0.25 \frac{h}{c}, \\
\bar{v} &= \frac{\Delta t}{2\rho_0} \nabla P_{Bi}', \\
\bar{x}_{i+1} &= \bar{x}_i + \bar{v} \Delta t.
\end{align*}
$$

The regularization force $\nabla P_{Bi}'$ in Eq. (24) is determined according to whether the particle is in the surface area. The normal direction of surface particles are derived following [60]. For the particle in the surface zone, its normal direction $n$ is set equal to the normal direction of the nearest surface particle. Then, referring to the widely-used modification of background pressure gradient force for particles in the surface zone [61][38], the regularization force $\nabla P_{Bi}'$ can be obtained as

$$
\nabla P_{Bi}' = \begin{cases} 
\nabla P_{Bi} - n(n \cdot \nabla P_{Bi}), & \text{for particles in the surface zone,} \\
\nabla P_{Bi}, & \text{otherwise.}
\end{cases}
$$

Eq. (24) is iterated until the maximum norm of the driving force in the computational domain is lower than a threshold, as

$$
\frac{\left| \nabla P_{Bi}' \right|_{\max}}{p_0 c^2} \leq \epsilon_{th},
$$

where $\epsilon_{th} = 5 \times 10^{-6}$ is adopted with the Gaussian kernel deployed in this paper. When this criterion is satisfied, the desired isotropic distribution is considered to be achieved.
the new particles are regularized to the new positions in the new block, the initial field values should be assigned. The Shepard method is implemented by interpolating from the surrounding ‘active’ particles, as suggested in the standard APR method [29]. After the field value assignment, all the particles in the computational domain will take part in the physical time evolution by solving the SPH governing equations. It is worth noting that section 3.2.3 is only used to regularize the newly generated particles when new blocks are activated.

To summarize the BAPR method, an overview of the BAPR method is shown in Algorithm 2. Firstly, the activation status of the block array is determined from line 1 to line 8. From line 9 to line 21, the tag function \( M \) distinguishing the transition zone or the refinement zone for each particle is obtained. In line 22, the activation status of each block is obtained based on the \( M \) value. From line 23 to line 35, the position regularization for new particles is implemented to achieve an isotropic particle distribution. After that, the initial field values are assigned with a Shepard interpolation method in line 36.

Moreover, in this work, the multi-resolution framework is based on the parallel MPI implementation. An efficient multi-resolution data structure for the neighbor searching and the parallel communication is employed in this framework following [62] [63] [64] [65]. More technical details are given in [64].

4. Numerical validations

In this section, several cases are presented using the proposed multi-resolution SPH framework. The cases include water impact on an elastic beam, dam-breaking through an elastic beam, flapping beam induced by the flow over a cylinder, flow over an inclined elliptical cylinder, and body entry problems.

4.1. Water impact on an elastic beam

Fig. 6 shows the schematic of the FSI problem of water impact on an elastic beam, where the water breaks from the dam and then flows onto the elastic beam. This problem has been investigated by Idelsohn et al. [14] with the Particle Finite Element Method (PFEM). The water domain is 0.292 m in height and 0.146 m in width. The length of the elastic beam is 0.08 m and the thickness \( T \) is 0.012 m, with density \( \rho_S = 2500 \text{ kg/m}^3 \), Young’s modulus \( E = 10^6 \text{ Pa} \) and Poisson’s ratio \( \nu = 0 \). The water is considered as inviscid fluid with the density as \( \rho = 1000 \text{ kg/m}^3 \). For this case, the present APR method is firstly deployed. \( \Delta x_1 = T/8 \) is deployed for the refinement resolution, and the APR zone in this case is deployed within the dashed-line box shown in Fig. 6, where the beam is located in the center. Considering that this is a typical FSI case with violent flows, the shifting velocity constraint Eq. (9) is used. In this case, an hourglass control algorithm proposed by Ganzenmüller et al. [66] is used to eliminate the tensile instability in the beam.

In order to further illustrate the regularization technique in the present modified APR method, a simulation snapshot is shown in Fig. 7. In Fig. 7 (a), blue particles are surface particles and red are interior particles. The regularization technique is not deployed for surface particles. If the surface particles are in the transition zone, these particles will be
**Algorithm 2** Overview of the BAPR method

1: for all particles do
2:   if the tracked quantity of interest $\phi$ reaches the threshold $\phi_{th}$ or the phase is solid then
3:     Determine the targeted block index $(i, j)$ in the block array;
4:     Determine the corresponding subdomain $S$ in the block $B(i, j)$;
5:     Determine the neighbor block $B(i', j')$ of subdomain $S$ referring to Fig. 2(b);
6:     $B(i', j') \leftarrow 1$;
7:   end if
8: end for
9: for all particles do
10:   Determine the targeted block index $(i, j)$ in the block array;
11:   Determine the corresponding subdomain $S$ in the block $B(i, j)$;
12:   if $B(i, j) = 1$ then
13:     if all adjacent blocks of the subdomain $S$ are activated then
14:       $M \leftarrow 2$;
15:     else
16:       $M \leftarrow 1$;
17:     end if
18:   else if $B(i, j) = 0$ then
19:     $M \leftarrow 0$;
20:   end if
21: end for
22: Determine the particle activation status with Algorithm 1;
23: for all Block$(i, j)$ do
24:   if Block$(i, j) = 1$ and Block$(i, j)$(before update) = 0 then
25:     Identify the zone for temporary block boundary particles;
26:     Deploy the temporary block boundary particles;
27:     Map the temporary block boundary particles to the local data structure;
28:     Determine all the particles for regularization according to their positions;
29:     while the regularization criterion is not satisfied do
30:       for all the particles for regularization do
31:         Implement the iteration process based on Eq. (24);
32:       end for
33:     end while
34:   end if
35: end for
36: Assign field values for the regularized particles with the Shepard interpolation method;
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in the non-regularized transition zone at the outer layer, as shown in Fig. 7 (b). The blue refined particles are the ‘inactive’ transition particles, which are used as buffer particles of the red ‘active’ particles. For those in the transition zones, at the outer layer, the particles will be identified as surface particles and the regularization strategy will not be implemented; for those in the inner layer, the particles are identified as interior particles and particle regularization will be implemented. This method ensures that the buffer particles in the transition zones have a smooth transition to the ‘active’ particles.

The simulation snapshots of this case with the APR method is shown in Fig. 8, where the results are also compared with Idelsohn’s simulation [14] using PFEM. It is observed that the pressure profile of the present simulation results using our multi-resolution method has a great agreement with that using PFEM. Owing to the ALE nature of the present SPH method and the particle regularization technique in the transition zones, the particle distribution of the present method is more regular than using PFEM, and the pressure field between the refinement zones and the coarse-resolution zones is satisfactorily smooth. Fig. 9 plots the deflection of the beam and its comparison with the results by Idelsohn et al. [14], Liu et al. [6] and Ng et al. [27]. In this figure, it is shown that the present result almost overlaps with that using the uniformly fine resolution before \( t = 0.4 \) s; after that, there is a little deviation, which can be also observed in other results shown in the figure. In fact, this deviation is under expectation for this case because the flow impact is violent, and the result is very sensitive to the particle distribution [27]. Though there is a slight oscillation, the results from the present multi-resolution method still agree quite well with other studies. Moreover, a resolution of \( \Delta x = T/12 \) (same as that in Ng et al. [27]) is deployed to further validate this case, and it is shown that the present simulations with different resolutions are consistent with each other and agree well with other studies. Therefore, we conclude that the present multi-resolution method is effective to improve the local accuracy with local particle refinement.
4.2. Dam-breaking flow through an elastic beam

In this case, the dam-breaking flow though an elastic beam is simulated with the BAPR method. This case was firstly studied by Antoci et al. [67] by experiment. Initially, the water is constrained by the tank and the elastic beam, with its upper-half clamped and lower-half free. Upon the start of simulation, the water will flow out from the lower end of the elastic beam. The elastic beam is made of rubber, and the linear elastic constitutive relationship is employed for the material, with density $\rho = 1100 \text{ kg/m}^3$, Young’s modulus $E = 7.8 \text{ MPa}$ and Poisson’s ratio $\nu = 0.47$, following the setup of Zhang et al. [4]. The water is considered as inviscid fluid with the density as $\rho = 1000 \text{ kg/m}^3$. The setup of this case is shown in Fig. 10, where the water column is 0.1 m in the width and 0.14 m in the height, and the thickness of the beam is $T = 0.005 \text{ m}$. In this case, the proposed BAPR method is employed, and the targeted characteristic for BAPR method is the solid phase, the activated blocks around the beam are identified adaptively with the method described in Fig. 2(b). The refined resolution is $\Delta x = T/8$. The block sizes in this case are $L_x = 0.025 \text{ m}$ and $L_y = 0.025 \text{ m}$ in the horizontal and vertical directions, respectively.

Fig. 11 shows the snapshots of simulation results with the BAPR method, in which the velocity field is shown, and the area enclosed with the red dashed lines denotes the refinement BAPR zone. At time $t = 0.04 \text{ s}$, the deformation of the beam is small, and the refinement blocks do not change in topology. At time $t = 0.08 \text{ s}$, the beam deforms intensely, and the refinement blocks track the beam adaptively. From time $t = 0.08 \sim 0.32 \text{ s}$, the beam still stays in the refinement blocks, therefore these block zones do not change in topology. Throughout the process, it is shown that our results have a very good agreement with the experimental data by Antoci et al. [67]. Fig. 12 illustrates the quantitative comparison between different results. Firstly, it is shown that the results by the new BAPR method and the uniform resolution method almost entirely overlap with each other, which demonstrates that the BAPR method is capable of achieving a higher resolution with an adaptive local refinement. The present results also agree well with those by Zhang et al. [4] and Khayyer et al. [68] ($E = 12 \text{ MPa}, \nu = 0.4$). The little discrepancy between the present simulation results and the experiments may come from the material mechanical descriptions, e.g., the
Fig. 8. Water impact on an elastic beam: simulation snapshots with the present multi-resolution SPH method (right) and the comparisons with those obtained by the PFEM method [14] (left).
Fig. 9. Deflection statistics of the elastic beam tip with the modified APR method, and the comparisons with those from the uniform-resolution simulation and the simulation results by Idelsohn et al. [14], Liu et al. [6] and Ng et al. [27] (resolution $\Delta x_1 = T/12$).

Fig. 10. Schematic of the dam-breaking flow through an elastic beam.
4.3. Flapping beam induced by the flow over a cylinder

The flow induced vibration of a beam behind a cylinder is simulated with the proposed BAPR method. In this case, the flexible beam is attached to the end of a cylinder, and the beam will vibrate with a self-sustaining frequency after the onset of the instability. The benchmark setup following [69] is shown in Fig. 13, where the material parameters of the beam are given as: density \( \rho_S = 10000 \text{ kg/m}^3 \), Young’s modulus \( E = 1.4 \times 10^6 \text{ Pa} \) and Poisson’s ratio \( \nu = 0.4 \), respectively. The density of the fluid is \( \rho_F = 1000 \text{ kg/m}^3 \), and its kinetic viscosity is 0.001 m²/s. The mean inlet velocity is \( U_0 = 1 \text{ m/s} \), and the velocity profile obeys

\[
v(y) = 1.5\bar{U}_t(H - y)y/H^2, \tag{27}\n\]

where \( \bar{U}_t \) is introduced to ensure a smooth transition from 0 to the steady velocity \( U_0 \), and expressed as

\[
\bar{U}_t = \begin{cases} 0.5U_0(1 - \cos(0.5\pi t)), & t<2, \\ U_0, & t \geq 2. \end{cases} \tag{28}\n\]

The pressure of the inlet is derived with the Shepard interpolation from the nearest SPH particles. For the outlet, the pressure is set as zero according to [70]. Likewise, the velocity is derived with the Shepard interpolation from the nearest SPH particles. A buffer zone with a thickness of \( 6\Delta x_0 \) is allocated at the inlet and the outlet, where \( \Delta x_0 \) denotes the particle spacing of the coarse level. For the inlet particles, if particles move with a displacement of \( \Delta x_0 \) inwards away from the inlet line, new particles are created; for the outlet particles, if particles move with a displacement of \( \Delta x_0 \) outwards away from the computational domain boundaries, then they are deleted from the computational domain. The refined resolution is \( \Delta x_1 = T/8 \), where \( T \) is the thickness of the beam. In this case, the BAPR adaptation criterion is based on the velocity characteristic, with which the high velocity area is refined accordingly. Here, the velocity threshold is defined as \( |\bm{v}|_{th} = 1.7 \text{ m/s} \). The block array sizes \( (n_x, n_y) \) in this case are \( n_x = 25 \) and \( n_y = 5 \) in the horizontal and vertical directions, respectively.

In Fig. 14, the simulation results of the flapping beam at different time are given. It is shown that the high velocity region is tracked and refined adaptively throughout the process, and the simulation field data in the refinement zones has a smooth transition to that in the coarse resolution regions due to the particle regularization technique used in the transition zones and newly generated particles. The deflection of the beam tip with time is shown in the Fig. 15, where results from other studies are compared, and all results are shifted in phase for fair comparisons. It can be seen that the results from the BAPR method and the uniform resolution simulation almost overlap with each other, which demonstrates the accuracy of the proposed BAPR method. Also, the results from the BAPR method agree well with the SPH results by Joseph et al. [5] using the same resolution \( \Delta x_1 = T/8 \). The marginal difference of the amplitude with results from [69] using the implicit FEM solver with an ALE formulation.
Fig. 11. Dam-breaking flow through an elastic beam: distributions of the fluid velocity and the solid stress component $\sigma_{22}$ at different physical time (left), and the comparisons with the experiments by Antoci et al. [67] (right).
Fig. 12. Statistics of the horizontal (a) and vertical (b) displacements of the beam tip, and the comparisons with the experimental data by Antoci et al. [67], and the simulation results by Zhang et al. [4] and Khayyer et al. [68] ($E = 12$ MPa, $\nu = 0.4$).
is due to the different choices of the damping effects, and no damping is employed for the solid phase in this case. The present resolved vibration amplitude is quite close to the result 0.092 m obtained by Bhardwaj and Mittal \[71\] where no damping is employed. Table 1 shows the comparison between different simulation results. It is shown that the vibration amplitude and period of the present simulation have a reasonable agreement with results of other studies. Table 2 shows the comparison of the average computational time for simulating each 0.02 s between the uniform resolution simulation and the proposed BAPR method. In this comparison, one MPI rank with 32 threads is employed for the simulations, and a large reduction of computational costs is observed with the present BAPR method. Overall, the BAPR method is capable of tracking complex flow structures by refining the targeted zones adaptively, while achieving the same accuracy as the uniform resolution simulation.

4.4. Flow over an inclined elliptical cylinder with an attack angle of 20°

In many scenarios, the vortical structure has high velocity gradient, which is closely related to flow instability, as such the vorticity needs to be tracked and high resolution should be deployed around. The proposed BAPR method is also applicable for detecting and resolving the high vorticity zones. To demonstrate this property, the flow over an elliptical
Fig. 14. Snapshots of the velocity distributions of the flapping beam induced by the flow over a cylinder at different physical time. The refinement blocks (dark-color regions) are identified based on the velocity characteristic with the proposed BAPR method.

Table 2: Comparison of the average computational time for simulating each 0.02 s between the uniform resolution simulation and the proposed BAPR method.

| Cases                  | BAPR | Uniform resolution |
|------------------------|------|--------------------|
| $\Delta x_1 = T/8$, 1 MPI (32 threads) | 62 s | 110 s              |
| $\Delta x_1 = T/12$, 1 MPI (32 threads) | 191 s | 451 s              |
cylinder is simulated with the proposed BAPR method. The setup of this case is shown in Fig. 16 [38], where the elliptical cylinder is inclined with an attack angle of 20°, and the major axis length is \( L = 0.2 \) m with the axis ratio of 0.4. The fluid domain is \( 16L \) in width and \( 8L \) in height. The centroid of the cylinder is positioned at \( (4L, 4L) \), and the refined resolution in this case is set as \( \Delta x_1 = L/60 \). The density of fluid is \( \rho = 1000 \) kg/m\(^3\). The flow enters from the left inlet, and the Reynolds number is \( Re = UL/\nu = 500 \), where \( \nu = 0.001 \) m\(^2\)/s. For the inlet and outlet boundaries, the boundary conditions are implemented with buffer zones similar to the case in section 4.3, and a slip boundary condition is deployed at the upper and lower sides. The characteristic identification in this case is based on the vorticity \( \omega \) with a threshold of \( |\omega|_{th} = 30 \) s\(^{-1}\). The block array sizes \((n_x, n_y)\) in this case are \( n_x = 20 \) and \( n_y = 10 \) in the horizontal and vertical directions, respectively.

Fig. 17 shows the simulation results with the proposed BAPR method, where the vor-
Table 3: Comparison of the average computational time for simulating each 0.002 s between the uniform resolution simulation and the proposed BAPR method.

| Cases                      | BAPR | Uniform resolution |
|----------------------------|------|--------------------|
| $\Delta x_1 = L/60$, 8 MPI (1 thread) | 85 s  | 181 s              |
| $\Delta x_1 = L/80$, 8 MPI (1 thread) | 224 s | 499 s              |
| $\Delta x_1 = L/60$, 1 MPI (32 threads) | 35 s  | 153 s              |
| $\Delta x_1 = L/80$, 1 MPI (32 threads) | 94 s  | 397 s              |

ticity and pressure fields are given in the left and right columns, respectively. At $t = 0.42$ s, some regions with vorticity exceeding the threshold are identified and refined, see the regions enclosed with red dashed lines. At $t = 0.62$ s and $t = 1.18$ s, more vortical structures further develop, and the identified blocks are refined adaptively to capture these targeted features. At $t = 1.77$ s, even more structures are captured, and the refinement blocks can adaptively change the topology for the targeted regions. At the right column, the corresponding pressure fields are shown, and it is illustrated that the pressure fields have a very smooth transition between the refinement and non-refinement zones, due to the deployed regularization technique for newly generated particles. Fig. [15] shows the drag and lift force coefficients of the cylinder, and their comparisons with the results from the uniform resolution simulation and the results from [38]. It is seen that results from the BARR method and the uniform resolution simulation have a very good agreement with each other, suggesting that the present BAPR method is able to achieve almost the same accuracy as the uniform resolution simulation. While there are some slight oscillations in the present results, the coefficients of $C_D$ and $C_L$ both have a reasonable agreement with the references.

The computational time of the BAPR method and the uniform resolution simulation is compared in Table 3. The implementation is based on MPI ranks each containing a set of threads, and apart from the particle resolution, all the settings are the same. As shown in Table 3, when 8 MPI ranks (each involves 1 thread) are employed, for the case with the space resolution $\Delta x_1 = L/60$, the computational time for each 0.002 s physical simulation time is 181 s with the uniform resolution, while that with BAPR is only 85 s. Likewise, for the case with the resolution $\Delta x_1 = L/80$, the computational time for the uniform resolution simulation and the BAPR method is 499 s and 224 s, respectively. When 32 threads are employed without MPI data communication, the computational time of the BAPR method is approximately 1/4 of that using a uniform resolution, indicating a more remarkable efficiency improvement. It is worth noting that the MPI data communication accounts for a great portion of the total computational time. It is expected that if the MPI communication is optimized at its best, a much higher efficiency can be achieved with the BAPR method. Despite this, it is seen that the BAPR method is still able to save the computational cost significantly, and preserve the solution accuracy at the same time.
Fig. 17. Flow over an inclined elliptical cylinder with the particle refinement based on the vorticity identification: the vorticity (left) and pressure (right) fields. The BAPR refinement zones are shown within the red dashed lines.
Fig. 18. Drag (a) and lift (b) force coefficients of the elliptical cylinder, and the comparisons with the simulation results by Sun et al. [38].
4.5. Body entry problems

4.5.1. Single-body water entry problem

In order to further demonstrate the capability of the proposed BAPR method to adaptively track the solid, a single-body water entry problem is investigated in this case. The computational setup is shown in Fig. 19, where the water is 2 m in width and 1 m in height, and the diameter of the cylinder is $D = 0.11$ m. The coordinates of the lower end of the cylinder are (1 m, 1 m). The cylinder enters the water with a velocity of $U = 2.955$ m/s. The density of water and cylinder is 1000 kg/m$^3$ and 500 kg/m$^3$, respectively. The computational resolution is $\Delta x_1 = D/40$ for the refinement zones. In this case, the adaptation criterion for the proposed BAPR method is based on the tracking of the solid phase. The block array sizes $(n_x, n_y)$ in this case are $n_x = 20$ and $n_y = 10$ in the horizontal and vertical directions, respectively. Regarding the formulations for calculating the integrated force and torque on the rigid body, the readers are referred to [72].

Fig. 20 shows the new particles in the region enclosed with the red dashed lines. In Fig. 20 (a), the cylinder goes downwards, thus new block zones are activated with the new particles generated inside. Due to the particle regularization method in section 3.2.3, the particle distribution around the interface between the previous particles and the new particles is very smooth. Fig. 21 shows the snapshots of the pressure field simulated with the proposed BAPR method, and the refinement blocks are enclosed with the red dashed lines. The computational domain around the cylinder is always deployed adaptively with the refined particle resolution thanks to the BAPR method. In the entire computational domain, the pressure fields are also very smooth without any spurious oscillations. The entering depth of the cylinder using the present BAPR method (red line) is compared to the simulation results by Yang et al. [32] and Sun et al. [73], and the experimental results by Zhu et al. [74]. It is shown that our results agree very well with those studies.

Sometimes, the free surface region is important and should be solved with a high resolution. In BAPR, the ‘free surface’ can also be selected as a targeted characteristic. Herein, we will demonstrate this with BAPR employing two targeted characteristics, i.e., the ‘solid’ phase and the ‘free surface’. The ‘free surface’ characteristic can be extracted with the free surface detection method by Marrone et al. [48] before the refinement. For a high block resolution in surface areas, the block array sizes $(n_x, n_y)$ are chosen as $n_x = 24$ and $n_y = 12$ in the horizontal and vertical directions, respectively, in this simulation. Fig. 22 displays the snapshots of water entry with BAPR using the characteristics of ‘solid’ phase and ‘free surface’. It is shown that both the surface region and the solid region are refined adaptively, and the entry depth (indicated by violet circles in Fig. 23) agrees very well with the simulation using the characteristic of ‘solid’ phase.

4.5.2. Multi-body water entry problem

In this case, we consider the multi-body water entry problem, with which the proposed BAPR method will show its potential for complex multi-body problems. The corresponding setup is shown in Fig. 24, i.e., three cylinders fall into the water domain with an initial velocity of $U = 2.955$ m/s. The coordinates of the lower ends of the three cylinders are (0.8 m, 1 m), (1.05 m, 1 m) and (1.45 m, 1 m); their density is 500 kg/m$^3$, 500 kg/m$^3$ and 2000 kg/m$^3$. The computational resolution is $\Delta x_1 = D/40$ for the refinement zones. In this case, the adaptation criterion for the proposed BAPR method is based on the tracking of the solid phase. The block array sizes $(n_x, n_y)$ in this case are $n_x = 20$ and $n_y = 10$ in the horizontal and vertical directions, respectively. Regarding the formulations for calculating the integrated force and torque on the rigid body, the readers are referred to [72].
Fig. 19. Schematic for the water entry of a horizontal cylinder.

Fig. 20. Zoomed-in views of the local particle refinement with the present BAPR method: (a) the previous particle distribution; (b) the new particle distribution after deploying the regularization technique.
Fig. 21. Single-body water entry: the simulation results of the pressure field for the water entry of a horizontal cylinder with the BAPR method at different physical time, where the BAPR refinement is based on the characteristic of the ‘solid’ phase.

Fig. 22. Single-body water entry: the simulation results of the pressure field for the water entry of a horizontal cylinder with the BAPR method at different physical time, where the BAPR refinement is based on the characteristics of the ‘solid’ phase and the ‘free surface’.
kg/m$^3$; their diameter is $D_1 = 0.11$ m, $D_2 = 0.08$ m and $D_3 = 0.08$ m, respectively. The kinetic viscosity of the fluid is set as 0.001 m$^2$/s to avoid turbulence around Solid 3. The refined resolution for the solid phase is $\Delta x_1 = D_1/40$. The block array sizes $(n_x, n_y)$ in this case are $n_x = 20$ and $n_y = 10$ in the horizontal and vertical directions, respectively.

The snapshots of the multi-body water entry simulation are shown in Fig. 25. The refinement blocks are enclosed with red dashed lines. It is shown that the three cylinders are always surrounded by the refinement blocks with the BAPR method throughout the process. For Solid 1 and Solid 2, the refinement blocks are activated and linked with each other because the two solids are too close. For Solid 3, it sinks very fast as its density is larger than other two solids, and it is shown that the surrounding block zones are activated adaptively throughout the falling process. It is worth noting that the pressure field is very smooth throughout the domain, owing to the particle regularization at the initialization stage. In order to validate the accuracy of the BAPR method, the uniform resolution simulation is also conducted with the identical setup. The entering depths of the three solids are shown in Fig. 26. It is shown that the results from the present BAPR method almost overlap with that of the uniform resolution simulation. The computational time deploying different MPI ranks and threads for this problem is compared between the uniform resolution simulation and the BAPR method in Table 4, which shows that the BAPR method can have an approximately larger than 50% efficiency improvement. To the best of authors’ knowledge, this is the first SPH study on the multi-body water entry problem with an adaptive multi-resolution method. This case illustrates the potential of the proposed BAPR method for simulating the complex problems in the ocean engineering.
Fig. 24. Schematic of the multi-body water entry problem.

Table 4: Comparison of the average computational time for simulating each 0.002 s between the uniform resolution simulation and the proposed BAPR method.

| Cases                        | BAPR  | Uniform resolution |
|------------------------------|-------|--------------------|
| $\Delta x_1 = D_1/40$, 4 MPI (1 thread) | 86 s  | 173 s              |
| $\Delta x_1 = D_1/60$, 4 MPI (1 thread) | 294 s | 590 s              |
| $\Delta x_1 = D_1/40$, 1 MPI (32 threads) | 14 s  | 35 s               |
| $\Delta x_1 = D_1/60$, 1 MPI (32 threads) | 42 s  | 90 s               |
Fig. 25. The pressure fields of multi-body water entry at different physical time (left) and the zoomed-in details (right).
5. Conclusions

In this study, a BAPR method is proposed to refine the targeted simulation zones adaptively based on the characteristic identification. In this method, the block array is deployed and the activation status of the transition and activation zones are determined with novel algorithms. A particle regularization technique is proposed for a more isotropic distribution of the newly generated particles in the newly activated blocks. The numerical schemes for solving FSI problems are developed with the present BAPR method. The framework incorporates the ALE formulations for the fluid phase and the total Lagrangian formulations for the solid phase. Various benchmark cases, including water impact on an elastic beam, dam-breaking through an elastic beam, flapping beam induced by the flow over a cylinder, flow over an inclined elliptical cylinder, and body entry problems, have been simulated with the BAPR method. Numerical results demonstrate that the present BAPR method shows many advantages, as follows.

(a) The simulation results from the present BAPR method have almost the same accuracy with the uniform resolution simulation;
(b) The particle refinement of the BAPR method can be based on any targeted characteristic in the computational field, e.g., phase, vortex, velocity, etc.;
(c) The BAPR method can track the targeted characteristic adaptively;
(d) The BAPR method can save the computational time significantly compared to the uniform resolution simulation.

The presented numerical framework is 2D with two resolution levels. The extension of the present framework to 3D with more than two resolution levels will be investigated in the future work. In a word, the present BAPR framework provides an efficient and accurate multi-resolution method for solving complex fluids and FSI problems.
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