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Abstract: Now a days internet and other electronic devices have become an non removable part of our society. Day by day we are increasing the usage of data for transmission and storage as well. But there is always a problem for our data to be in wrong hands or hacked by someone. In order to ensure our secrecy of data we use bunch of algorithms to secure it. These algorithms comes under the vast section of crytology, which means an art of hiding the data to make it secure. But as we all know when there is a hacker he would find every possible way to bypass the security algorithms. Some of the attacks are very popular in crytology like Brute Force Attacks which checks each possible key combination to hack the data message. Due to the arrival of quantum computers in upcoming future hacking time will be decreased about a factor of around 1000 times. Now the best possible solution for enciphering data is Advanced Encryption Standard (AES). This algorithm consists of two basic things static Substitution Box (S-Box) and other register operation. In this paper we have introduced a new technique to ensure a secure communication by using a dynamic S-Box with avalanche value of 58.59% as well as we also improved the overall area, delay (1.227 ns) and optimized the power to possible extents. Our results also approached above the traditional AES security as our modification improves avalanche effect also.

Index Terms: Avalanche, FPGA, AES, cipher, pipeline, ISIM, ISE Xilinx, throughput, delay, wave, CBC mode.

I. INTRODUCTION

In this era, the internet and different types of electronics correspondence has turned out to be progressively common and furthermore electronic security turns out to be progressively significant component for safe exchanges and change of information experienced. The security administrations incorporate improved validation strategies, information privacy, information respectability, accessibility, non renouncement and gateway regulator. One of the main aspect of assured communication is cryptography [9]. In this cryptographic world the most important type is symmetric key type where key is kept as secret or public. AES is a symmetric type algorithm which ensures a proper secrecy to our data. Further this algorithm consists of a set of operations which are performed in order to convert message into cipher or encrypted text. Starting from detailing about AES calculation operations which are as follows: addition, subtraction, multiplication, and division on Galois Field ($2^8$). Goodness of AES algorithm is related to key length. Every round consists of bunch of operations like: Sub Bytes, Shift Rows, Mix Column, and Add Round Key. Every conversion consumes only 16 byte of matrix dimension. Next subsection explains the new idea of improving the security. Further simulation of proposed model is done on ISE 14.7. Various AES enhancements have been made in the domain of hardware now days. There is a lot of hardware formation of AES enhancements.

II. LITERATURE REVIEW

In Federal Information Processing Standards or (FIPS) report in 2001 the Advanced Encryption Standard (AES) indicates a cryptographic calculation used by FIPS that could be applied to safeguard electronically stored and transmitted data and information [2]. The AES calculation is equipped for applying cryptographic keys of 256, 192 and 128 bit to scramble and decode information in blocks of data of 128 bits. “Sumio morioka et al 2003” [3] proposed to execute the Low Power based S-box circuit design by considering multiple arrange positive extremity reed muller based ppm engineering. They had accomplished 29 w of power when contrasted and composite s box at 136 w. “Xinniao Zhang et al 2004” [4] proposed to supplant LUT based S-Box with composite field S-Box since the LUT form of methodology gives high non breakable deferral than the delay of changes in every round unit of execution. Non LUT form of methodology like combination logic strategy could be utilized to stay away from inflexible deferral. “Bevan M. Baus and Bin Liu 2013” [5] in their work Parallel AES Encryption Engines for Many-Core Processor Arrays presented a littlest structure that uses just six centers for disconnected key development along with eight centers for online keys expand, same time the biggest requires 107 along with 137 cores, individually. “Vishal V. Panchbhaji and Mohini Moharle 2016” [6] in their work Review on Realization of AES Encryption and Decryption with Power and Area Optimization demonstrates the examination of an equipment usage of the AES-256 encryption and unscrambling calculation. Their proposed AES cryptology calculation can be utilized to encipher and decipher blocks of a 128 bits size and is fit for utilizing figure keys of 256 bits. “Harshali Zodpe and Ashok Sapkal 2018” [1] in their work exhibits another methodology for producing S-box values (an altered S-box) and starting key required for encryption/decryption (improved key age) utilizing pseudo noise Sequence Generator.
“Mangi Han and Youngmin Kim 2017” [7] shown in their work non predicted 16 bits LFSR to form True Random Number Generator that an anticipated randomize number produced by the are deadly to applications.

III. OVERVIEW OF ALGORITHM

The operations are mentioned below:

1. Substitution Bytes
2. Shift Rows
3. Mixed Columns
4. Add Round key

1. Substitution Bytes: Also known as Sub Byte operation. In this operation a 128 bit message is converted into a matrix format of 16x16 bytes then it is exchanged with a static S-box by taking message value as address location of the S-box then use that value in place of message it’s like register indirect addressing. The predefined S-Box is given in box format in fig 1.

Fig 1: Substitution Box

For example if message part is [4b] then search 4 vertically and b horizontally on S-box then the substituted bit will be [b3].

2. Shift Rows: This operation consists of the shifting the matrix at regular rounds for 1st row no shifting is done, single right shift for 2nd row, double right shift for 3rd row and triple shift for last row. Its process is given in fig 2.

Fig 2: Shift Rows

3. Mixed Columns: Mixed Columns are linear change operation. Every part of message text multiplied with part of multiplication form matrix obtained from the polynomial having coefficient Galois Field (2^8). Further the fig 3 gives the idea of column multiplication. The polynomial used here is given by m(y) below:

\[ m(y) = y^8 + y^4 + y^3 + y + 1 \]  \hspace{1cm} (1)

Above equation tells us that while making polynomial they have used 9th bit, 5th bit, 4th bit, 3rd bit, 2nd bit and 1st bit for this operation. This is a static polynomial used to design the S-Box also.

4. Add Round key: The operation is also called key addition in which a 16 bytes of the state matrix are bit wise exored through the 16 bytes of given secret round key. The system is noticeable as a column wise strategy among the expression of a state columns and single expression of the mystery round key. This change is as simple as also be reasonable which points of interest in adequacy however it in addition applied to all of the state. Fig 4 shows this operation.

The whole flow process is defined using the explained sets of operations in fig 5. Again the number of rounds is given by using the FIPS data that is 10 for 16 bytes, 12 for 12 bytes and 14 for 16 bytes of data.
There are a bunch of modes in AES according to NSIT standard like ECB, CFB, CBC etc. out of these modes the most effective and secure mode is cipher block chaining (CBC) mode. Here initialization vector is used for avoiding the repetition of the data. CBC mode is depicted in the fig 6.

Fig 6: CBC mode of AES

IV. PROPOSED METHODOLOGY

We have worked on AES model and after reviewing various models in literature we came across a point that using a dynamic S-Box over static S-Box is more effective way of designing the algorithm.

So these are the action plan that is executed in order to obtain the better results:

1. Designing of polynomial modulator for a selective LFSR.
2. Obtaining the required results from selected LFSR.
3. Selecting Wave pipeline method to increase the throughput of the circuit.
4. After that synthesis and simulation on ISE 14.7.
5. Then power and timing analysis is done on the X-power analyzer and timing analyzer.

We have tested a flexible LFSR which is unpredictable as its sample space increases due to presence of multiple polynomials which are selected using a polynomial modulator. This is shown in the DSch schematic in fig 7.

Fig 7: Dynamic LFSR design on DSch

Output waveform is also obtained on DSch which shows the shifting property of LFSR in bit by bit format. The waveform of above given schematic is shown in fig 8.

Fig 8: Waveform of Dynamic LFSR on DSch

Further we had worked for improving the throughput, delay, area and other related parameters. Here parallel model is used which result in an optimized throughput and delay of proposed model. This quality advantage somehow we have to manage a little hike of power due to power delay product. The proposed flow is given in fig 8.

Fig 8: Parallel implementation of Proposed Algorithm

Again with the use of register based pipelining and using wave pipeline model we get a lot of further improvement in our model. Simple pipeline is given below which help us in reducing the latency up to 21 clock cycles.

Fig 9: Pipelined proposed model

V. RESULTS

Here we talk about the yields obtained on Xilinx using the programmed codes in VERILOG language by us. Our first aim was to provide security in that order we have used our designed 8 bit LFSR code to obtain the 256 bits of information for designing the S-Box. Both of the S-Box matrixes are given in Table 1 and 2.
Next we have obtained RTL schematic of pipelined AES in which all the input and output pins are given on RTL box. And afterward feed plaintext into the encryption module to produce the cipher text. Feed the cipher text into the unscrambling module to create the plaintext, and check that the plaintext that turned out is a similar that was placed in. RTL is shown in fig 10.

Here in the above figure Clk is given with 100ns period reset, valid data in and cipher_key_valid_in all set to the value 1. Cipher key is the password of 128 bit while plain text is input information of 128 bits. The obtained bit of result is given by cipher text as shown in fig 11.

Now finding the power and delay related results, they are obtained using X-Power analyzer and Timing analyzer of ISE 14.7. Timing Summary of the circuit is given by the fig 12. Which shows the delay is reduced from the base paper that is we have obtained a delay of 1.227 ns with a frequency of 814.846 MHz. Also the power results are given in fig 13 which is 0.179 W.

Table 1: Modified S-Box 1

Table 2: Modified S-Box 2

This is the Verilog execution of the symmetric type of block cipher which is non other than AES as specified by NIST [2] FIPS 197. This execution upholds 128 bits of data. This execution is iterative but support parallel processing also which makes the device faster. In this execution we have selected a powerful FPGA processor VIRTEX 7 XC7VX330T with package FFG1157 and a speed factor of -3.

And afterward feed plaintext into the encryption module to produce the cipher text. Feed the cipher text into the unscrambling module to create the plaintext, and check that the plaintext that turned out is a similar that was placed in. RTL is shown in fig 10.

Now moving to simulation part of our result it contains the cipher text which is obtained by giving the input as well as key along with selecting the S-box matrix.

I-Sim (simulator tool of ISE) gives a total, full-backed HDL test system incorporated inside ISE. HDL production presently can be a significantly increasingly essential advance inside your design stream with the tight incorporation of the I-Sim inside your structure condition. So the simulated results are given in fig 11.

Next we have obtained RTL schematic of pipelined AES in which all the input and output pins are given on RTL box. And afterward feed plaintext into the encryption module to produce the cipher text. Feed the cipher text into the unscrambling module to create the plaintext, and check that the plaintext that turned out is a similar that was placed in. RTL is shown in fig 10.

Here in the above figure Clk is given with 100ns period reset, valid data in and cipher_key_valid_in all set to the value 1. Cipher key is the password of 128 bit while plain text is input information of 128 bits. The obtained bit of result is given by cipher text as shown in fig 11.

Now finding the power and delay related results, they are obtained using X-Power analyzer and Timing analyzer of ISE 14.7. Timing Summary of the circuit is given by the fig 12. Which shows the delay is reduced from the base paper that is we have obtained a delay of 1.227 ns with a frequency of 814.846 MHz. Also the power results are given in fig 13 which is 0.179 W.
Fig 13: Power of proposed model

Amid HDL synthesis, XST breaks down the HDL code and endeavors to gather explicit structure building blocks or macros, (for example, MUX, RAMs, adders, and subtractors) for which it can make effective innovation executions. So the device utilization report of these defined sub devices is depicted below in fig 14.

Fig 14: Advanced HDL of proposed model

VI. DISCUSSIONS

Here in this section we will talk about the analysis that are obtained while calculating results. Talking about Avalanche Effect [8] which says that for a single bit change in the input parameter results in abrupt change in output, to satisfy the condition that change must be more than 50 % of the previous output. Obtained analysis of this based on dynamic S-box is shown in fig 15.

Table 2: Avalanche Effect Test Datasheet

| Sn. o. | State Matrix (plain data) | Key used (hexadecimal) | Cipher output (hexadecimal) | Percentage Avalanche Effect |
|-------|-----------------|-----------------|-----------------|-------------------|
| 1     | abcd12345       | 98074430        | b803e95d        | 57.03             |
|       | 67890abedef    | 498074433       | e98499de        |
|       | 2345678900      | 467a52d7        | 3738e85b        |
|       |                 |                 |                 |
| 2     | bcdef12345     | 98074430        | 9976bd80        | 50.46             |
|       | 67890abcddef   | 498074433       | 585363d8        |
|       | 1234567890      | 370968ec        | 1c5a85dc        |
|       |                 |                 |                 |
| 3     | cde12345       | 98074430        | d3469e64        | 54.46             |
|       | 67890abcdef    | 498074433       | 99a7a2e2        |
|       | 2345678900      | e8f88bcf        | 8386611         |
|       |                 |                 |                 |
| 4     | d12345       | 98074430        | bab1c75e        | 54.69             |
|       | 67890abcddef   | 498074433       | bfaa1a16f       |
|       | 2345678900      | 8da28244        | cfa7a89         |
|       |                 |                 |                 |
| 5     | a12345       | 98074430        | 7c2eb239        | 58.59             |
|       | 7890abedef    | 498074433       | 7e71b68e        |
|       | 2345678900      | f7d5f2ca        | b5ca90e         |
|       |                 |                 |                 |

Fig 15: Avalanche Analysis of proposed model

It's clear that our designed S-Box performs better than the base or traditional S-Box so the overall security of the design is improved as well.

Further delay and frequency comparison chart is given in fig 16. This comparison is done on the basis of the base paper [1] vs proposed AES model.

Fig 16: Frequency and time for basic vs. base paper vs. proposed

VII. CONCLUSIONS

The proposed calculation can be connected for any information type at any self-assertive length. This is a particularly attractive component for little organized information. It is basic and simple to actualize. It doesn't require any extra information.

In our design we find that overall delay is reduced by 45.39%, slice area is reduced to about 2.95%, and power is increased a little bit due to delay reduction that is 1.12%. Avalanche effect is improved in proposed design also from 50.78 % to 62.76%. And the most important thing that is throughput which is improved to 10.42 Gbps from 6.34 Gbps.
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