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Abstract

The dataset anonymization has not eliminated the re-identification risk, the evaluation of which remains a huge challenge, especially given incomplete statistical information. The re-identification risk of individuals depends on their tuple frequency. The paper proposes the recursive hypergeometric (RH) distribution to accurately calculate the tuple frequency and leverages the binomial distribution to approximate the RH distribution and to efficiently predict the re-identification risk of individuals in both generated and real-world datasets. The experimental results show that our tuple frequency based re-identification risk (TFRR) prediction model has a superior performance (average AUC 0.86~0.98) for all types of datasets. Furthermore, we exploit the value dependence knowledge to rectify the prediction result for some subsets (average AUC 0.95~0.98). Our research reveals the general rule of the tuple frequency distribution and enables individuals and regulators to responsively predict the re-identification risk.

Introduction

Today we are living in an era of data explosion\textsuperscript{1}. We have easier access to information services than at any time in history, but we also face unprecedented privacy risks because your service providers are extremely likely to know you better than you do\textsuperscript{2,3,4}. Although service providers often allege that they have to collect as much personal data as possible to improve user experience, they fail to properly protect
user privacy\textsuperscript{5,6}. In this regard, the government of many countries promulgated privacy protection laws, such as the General Data Protection Regulation\textsuperscript{7} (GDPR) in Europe and Personal Information Security Specification (PISS) in China\textsuperscript{8}. PISS emphasizes that all collected personal data should be immediately de-identified and stored separately from their profile data\textsuperscript{9,10}. However, even after the de-identification, anonymized personal data still face re-identification risk and are vulnerable to linkage attacks launched by either honest but curious data collectors or malicious hackers\textsuperscript{11,12}. Therefore, the re-identification risk of individual data not only reflects the privacy risk level of individuals but also supports regulators in formulating privacy protection policies. Beyond this, it is difficult for individuals and regulatory agencies to obtain the complete dataset maintained by service providers, and they can only infer the re-identification risk from the released incomplete statistical information.

The re-identification risk of an individual is closely related to her/his tuple frequency. The tuple frequency is defined as the count of a specific data value combination, where a high tuple frequency signifies a low re-identification risk. If an attacker has sufficient background knowledge for the linkage attack, individuals will be re-identified by her/his unique data records with 100% probability. Therefore, the uniqueness of individual data has attracted extensive research attention\textsuperscript{13}. According to the 1990 and 2000 U.S. census data releases, it takes only three attributes, namely the date of birth, gender, and zip code, to uniquely identify 87% and 63% of the population\textsuperscript{14,15}. Montjoye found that it takes only four spatiotemporal points in trajectory data to uniquely identify 95% of the individuals in the location dataset and 90% in the credit card dataset\textsuperscript{16,17}. By exploiting the uniqueness contained in the sampled data records or statistical characteristics of datasets, a latent attacker can measure the uniqueness of individuals given incomplete statistical information\textsuperscript{18} and even recover the original personal data\textsuperscript{19}. However, using the uniqueness to describe the re-identification risk is sometimes inaccurate, because non-unique data records can still be exploited to re-identify individuals from anonymized datasets with a certain probability\textsuperscript{20}.

\textbf{Results}
The attribute dependence of experimental datasets.

Inspired by $k$-anonymity$^{21,22,23}$, we propose to leverage $k$-indistinguishability as an indicator to describe the re-identification risk of individuals. If the tuple frequency of an individual in an anonymized dataset is not less than $k$, then this individual is $k$-indistinguishable. If the probability of a specific individual being $k$-indistinguishable can be derived for $k = 2, 3, \ldots$, one can have a relatively more comprehensive understanding of her/his re-identification risk. Unfortunately, given incomplete dataset information, the state-of-the-art privacy risk research cannot determine the probability of an individual being $k$-indistinguishable when $k > 2$. In light of this, the paper presents how to accurately predict the re-identification risk for a given individual with only the incomplete statistical information of the target dataset. Specifically, given some statistical information, the probability mass function (PMF) of the RH distribution can be used to estimate the frequency of the tuples containing strong dependent attribute pairs. In real-world applications, an approximate distribution of the RH distribution is employed to calculate the tuple frequency in an anonymized dataset for computational efficiency, and to further derive the probability of an individual being $k$-indistinguishable in the target dataset. Our experiments use random$^{24}$, demographic$^{25}$, medical$^{13}$, and educational$^{26}$ datasets, and the results show that for all involved datasets, the average AUC of our proposed TFRR is 0.86~0.98, suggesting a high prediction accuracy. For datasets containing strongly dependent attribute pairs, the value dependence knowledge is introduced to rectify the prediction results and the average AUC reaches 0.95~0.98. Our research reveals a general rule determining the distribution of the tuple frequency, which is applicable for all random datasets and most real-world datasets and provides a concise yet effective tool for the re-identification risk prediction of anonymized datasets. With the incomplete statistical information of the target dataset, both individuals and regulators can easily use this tool to predict the re-identification risk. Beyond this function, one can even predict the re-identification risk of submitting data to service providers according to their published data formats, statistical information, and privacy protection plans, and accordingly question whether they obey the existing privacy protection laws, so as to foresee and prevent privacy threats.
Considering dataset $D$ is a table with columns representing attributes and rows representing data records. Each cell in the table maintains the value of a particular attribute of a particular data record. A tuple is defined as an ordered list drawing one value per attribute, to enumerate all possible cases of data records in $D$, some of which may not appear in $D$. From the perspective of probability theory, the frequency of a specific tuple in a target dataset follows the RH distribution (see Methods). However, the dependence between the values in the tuple will affect the tuple frequency distribution. Therefore, we define value dependence (see Methods) to describe the dependence between the value pairs of a tuple, and use the value dependence knowledge of a particular tuple to rectify the prediction results. To grasp a general understanding of the dependence between an attribute pair, we define the attribute dependence and analyze the dependence between each attribute pair in experimental datasets (including random and real-world datasets).

The attribute dependence profiles an asymmetric relation between two attributes. The dependence of attribute $B$ on attribute $A$ can be calculated as follows,

$$D(A \Rightarrow B) = \frac{I(A;B)}{H(B)}, \quad (1)$$

where $I(A;B)$ is the mutual information of $A$ and $B$, and $H(B)$ is the entropy of $B$. (See Methods in Supplementary)

If the value of $D(A \Rightarrow B)$ or $D(B \Rightarrow A)$ reaches or exceeds a certain threshold, the attribute pair $(A,B)$ is called as a strongly dependent attribute pair. The threshold is set to 0.5 in this paper, which is very consistent with the subsequent experimental results.

We use a parameter set $(N,d,\lambda)$ to generate random datasets, where $N$ is the size of the dataset, $d$ is the number of attributes, $\lambda$ is the indistinguishability indicator equal to the ratio of $N$ to the size of sample space $\mathcal{X}$ (see Supplementary Note 1). For parameter combinations from $N \in \{30000,150000,750000,3750000\}$, $d \in \{2,3,4,5\}$, $\lambda \in \{0.1,0.5,2.5,12.5\}$, 64 different
parameter sets generate $64 \times 50$ random datasets, and the attribute dependence of these datasets are illustrated in Fig. 1.

![Fig.1 The attribute dependence of random datasets. 64 boxes represent the attribute dependence of the datasets randomly generated by the 64 parameter sets. The grey dotted vertical line divides the figure into 4 sectors, each of which corresponds to a different value of $N$, the X-axis labels $\lambda$, the gray, green, blue, and purple boxes indicate that $d = 2, 3, 4, \text{and } 5$, respectively. With two of the parameters fixed, the attribute dependence decreases as the third parameter increases. The decreasing trend with $d$ is the most obvious, followed by $\lambda$ and $N$. When $d = 2$ and $\lambda = 0.1$, the average attribute dependence lies between 0.2 and 0.3. When $d \geq 3$, the attribute dependence drops below 0.05, which signifies a very low attribute dependence for random datasets above three dimensions. When $d = 2$ and $\lambda = 0.1$, the high attribute dependence is due to the small $\lambda$ and the limited dataset size (see Supplementary Note 2).

We use 4 real-world datasets collected from public sources: the populations of the U.S. (ADULT, Census), medical dataset (SPD), and education dataset (SCHOOL). The attribute dependence of each real-world dataset is shown in Fig. 2a. From each dataset, we create subsets by randomly selecting attributes (columns). The resulting 362 subsets cover a large range of attribute dependence values (0.000062-0.9886), numbers of attributes (2-28), and data records (44842-3985166 individuals).

The distribution of Max Attribute Dependence (MAD) of the 362 subsets is shown in Fig. 2b, where MAD is the maximum attribute dependence of all attribute pairs in a subset.
Fig. 2 The attribute dependence of real-world datasets. a The attribute dependence of real-world datasets.

The black, green, blue, and purple columns represent the attribute dependence of Adult, Census, School, and SPD, respectively. 70% of the attribute dependence are less than 0.1 and only 13% of the attribute dependence are greater than 0.3, which means that most of the attribute pairs in these four real-world datasets have a low dependence. b The MAD of subsets. 63.3% of the subsets have a MAD \( \geq 0.5 \), Adult(40%), Census(92%), School(75.3%), SPD (41.1%), suggesting more than half of the subsets contain at least 1 pair of strongly dependent attributes.

The approximate RH distribution.

Because of the computational complexity of the RH distribution, we expect to find an approximate distribution to reduce the computational burden. According to the analysis in Methods, we find that when \( N \to \infty \), the binomial distribution \( B(n_d, P_{d-1}) \) can be employed to approximate the RH distribution. To have a clearer understanding of the difference between them, we randomly select many tuples from the random datasets and use the PMFs of the two distributions to calculate the occurrence probability of these tuples. The maximum probability distance (MPD) is used to measure the difference between the binomial distribution and the RH distribution, defined as,

\[
MPD = \max_k (f_B(k) - f_{RH}(k)),
\]
where \( f_{a}(k) \) and \( f_{d}(k) \) are the PMFs of \( B(n_d, P_{d-1}) \) and \( H(N, d, n_1, \cdots, n_d) \).

We use the same 64 parameter sets as in the previous experiment to generate random datasets, and randomly select 1000 tuples from each dataset. The MPD between the binomial distribution and the RH distribution is shown in Fig. 3.

Fig. 3 The MPD between \( B(n_d, P_{d-1}) \) and \( H(N, d, n_1, \cdots, n_d) \). The grey dotted vertical line divides the figure into 4 sectors, each of which corresponds to a different value of \( N \), the X-axis labels \( \lambda \), the gray, green, blue, and purple boxes indicate that \( d = 2, 3, 4, \) and \( 5 \), respectively. The MPD decreases as \( N \) or \( d \) increases if the other two parameters are fixed. When \( N = 30000 \), the MPD lies between 0-0.005. When \( N \geq 750000 \), the MPD drops to 0-0.001. This signifies that, if \( N \rightarrow \infty \), the difference between \( B(n_d, P_{d-1}) \) and \( H(N, d, n_1, \cdots, n_d) \) is negligibly small and \( B(n_d, P_{d-1}) \) can be exploited to approximate \( H(N, d, n_1, \cdots, n_d) \) in calculating the tuple frequency.

The possibility of an individual being \( k \)-indistinguishable in random datasets.

We randomly select the data records of 1000 individuals from 64 random datasets and use Eq. 11 to estimate the possibility of these individuals being \( k \)-indistinguishable (see Methods for details). The result of binary classification is shown in Fig. 4.
**Fig. 4** Receiver operating characteristic (ROC) curves for random datasets (light blue for each dataset and dark blue for the average). **a**, **b**, and **c** identify the impact of different values of $k$ on prediction performance. The AUC of our proposed TFRR prediction is over 0.93, showing a high prediction performance for random datasets. The average positive rate declines sharply as $k$ grows, suggesting fewer individuals will be $k$-indistinguishable in random datasets if $k$ increases. When the classification threshold is set to 0.6, the precision of our proposed TFRR exceeds 0.9.

The possibility of an individual being $k$-indistinguishable in real-world datasets.

We randomly select the data records of 1000 individuals from each subset and then calculate the possibility of these individuals being $k$-indistinguishable. If all the data samples from a subset are either positive or negative, no binary prediction will be performed on this subset (See Supplementary Methods). For readability, we present only the results for subsets from Spd in Fig. 5. Other prediction results are available in Supplementary.
Exploiting value dependence knowledge to rectify prediction results.

For the subsets containing strongly dependent attribute pairs, approximation distribution $\mathcal{B}(n_i, p_i, p')$ (see Methods for details) is exploited to recalculate the prediction scores of the true positive samples whose prediction scores are less than 0.5. Only the samples of the subsets from Spd are used to recalculate, because most of the subsets from the other real-world datasets contain at least two strongly dependent attribute pairs, meaning that the samples in these datasets may contain two or more strongly dependent value pairs. But $\mathcal{B}(n_i, p_i, p')$ can only rectify the negative impact of 1 strongly dependent value pair on the prediction performance. The improved ROC curves are shown in Fig. 6.

**Fig. 5** ROC curves for real-world datasets. a, b, and c identify the impact of different values of $k$ on prediction performance. Gray (black), light green (green), light blue (blue), and light purple (purple) represent the ROC (average ROC) curves when the MADs are [0.75-1), [0.5-0.75), [0.25-0.5), and [0-0.25), respectively. For subsets whose MAD<0.5, the average AUC lies between 0.83~0.87. The average Positive Rate (PR) and average AUC of each subfigure are a average PR=0.66 average AUC=0.91. b average PR=0.61 average AUC=0.92 c average PR=0.59 average AUC=0.91. See Fig. 1 in Supplementary for more information.

**Fig. 6** Rectified ROC curves. This experiment only considers the value dependence knowledge of attribute pair (ZIP code, county), (ZIP code, hospital ID), and (hospital ID, county). The complex dependence knowledge involving more than 3 attribute values is ignored (see Methods). The average PR
and average AUC of each subfigure are a average PR=0.66 average AUC=0.96. b average PR=0.61 average AUC=0.95 c average PR=0.59 average AUC=0.94. The AUC curves of all the tested subsets are rectified by using the value dependence knowledge, except for three subsets with extremely low positive or negative sample ratio (AUC: 0.54~0.80), and the AUC of the other subsets are relatively high (AUC: 0.86~1). This shows that the value dependence knowledge can be leveraged to efficiently improve the prediction performance (see Note 3 in Supplementary).

Discussion

The tuple frequency follows the RH distribution. This rule enables the re-identification risk prediction of individuals before even obtaining the complete dataset. Due to the computational complexity of the RH distribution, the binomial approximation can help predict the privacy risk of individuals.

Both attribute dependence and value dependence are employed to measure the relation between attributes and values. The dependence between values will break the randomness of the value distribution, and the prediction error will be unacceptable when using the binomial approximation to predict the tuple frequency of strongly dependent value pairs. To estimate the frequency of such tuples, we need to not only know the parameters including $N, d, n_1, \ldots, n_d$, but also obtain the attribute dependence knowledge, which can be obtained from:

1. Statistical information published by statistical agencies or data service providers$^{27,28}$.
2. Data sampled from complete datasets. Since the value proportion in the sample is an unbiased estimate of the value proportion in the subset, if the sample and the size of the subset are obtained, the attribute dependence knowledge of the subset can be derived using statistical inference. This enables the estimation of the frequency distribution of the tuple matching a particular individual using the sampled data from the complete dataset.

The knowledge of attribute dependence and value dependence can reveal the internal relation between different attributes and values of data records, which are important indicators for the value distribution of
Existing privacy protection methods, such as differential privacy, can hide the original data while ensuring their availability by adding random noise regularly. Although we can obtain useful information, such as the tuple frequency distribution and top-\(k\) data from the de-identified dataset, the value and utilization of the de-identified dataset are substantially reduced due to the impact of the added noise on the attribute dependence and value dependence. Therefore, we plan to study how to customize the differential privacy budgets and noise generation methods according to the predicted re-identification risk for specific individuals, and how to maximize the preservation of the attribute dependence and value dependence information. In addition, trajectory datasets typically contain temporal and sequential location data with strong attribute dependence, which makes the binomial approximation ineffective in privacy risk prediction. This also points out a new research direction for future work.

### Methods

The \(d\)-RH distribution.

The \(d\)-dimensional recursive hypergeometric (\(d\)-RH) distribution describes the frequency of a specific tuple in a \(d\)-dimensional dataset, namely the tuple frequency. For a \(d\)-dimensional dataset \(D\) of size \(N\), \(X\) is the universe of all possible tuples in \(D\). Considering \(A_1, A_2, \ldots, A_d\) are the value sets of \(d\) attributes, \(x^i = \{x^i_1, x^i_2, \ldots, x^i_d\}\) denotes a possible tuple in \(D\), where \(x^i_j \in A_j (1 \leq j \leq d)\) is the \(j\)-th value of \(x^i\). Let the frequencies of \(x^i_1, x^i_2, \ldots, x^i_d\) in corresponding columns (attributes) be \(n_1, n_2, \ldots, n_d\). Let the frequency of \(x^i\) in \(D\) be \(X_d\), such that \(X_d \sim \text{H}(N, d, n_1, \ldots, n_d)\), then \(\text{H}(N, d, n_1, \ldots, n_d)\) is the \(d\)-RH distribution.

Considering \(X_j (1 \leq j \leq d)\) satisfies the \(j\)-RH distribution characterized by \(N, j, n_1, \ldots, n_j\).

When \(j = 1\),
When \( j \geq 2 \), the PMF of the \( j \)-RH distribution can be obtained recursively as follows,

\[
P(X_j = k) = \begin{cases} 1 & k = n_i \\ 0 & \text{else} \end{cases} \tag{3}
\]

\[
P(X_j = k) = \sum_{m=k}^{n_i} P(X_{j-1} = m) P(X_j = k / X_{j-1} = m)
\]

\[
= \sum_{m=k}^{n_i} P(X_{j-1} = m) \cdot \frac{C_m^k \binom{n_j}{N-m}}{C_n^{n_j}} \tag{4}
\]

Equation 4 can be interpreted as that, given that sub-tuple

\[
X^j(1) = \{X^1, \ldots, X^j\} (1 \leq i \leq |X|, 2 \leq j \leq d)
\]

appears \( m \) times in the first \( j-1 \) columns of \( D \), the times that \( X^j(j) \) appears in the first \( j \) columns follow the hypergeometric distribution \( \text{H}(N, m, n_j) \).

Therefore, the PMF of \( \text{H}(N, d, n_1, \ldots, n_d) \) can be obtained similarly by the recursive calculation of Eq. 4.

The PMF of 2-RH distribution \( \text{H}(N, 2, n_1, n_2) \) is,

\[
P(X_2 = k) = \frac{C_n^k \binom{n_2}{N-n} \binom{n_1}{n-2}}{C_n^{n_2}} \tag{5}
\]

The 2-RH distribution \( \text{H}(N, 2, n_1, n_2) \) and the hypergeometric distribution \( \text{H}(N, n_1, n_2) \) are identical.

Therefore, we consider that the hypergeometric distribution is only a special case of \( d \)-RH distributions with \( d = 2 \).

The binomial approximation of the \( d \)-RH distribution.

Since the frequency of the \( d \)-th value of \( X^i \) is \( n_d \), the frequency of \( X^i \) must be less than or equal to \( n_d \), namely \( X_d \leq n_d \). Considering \( r \) is a record in \( D \) whose \( d \)-th value is \( X^i_d \) and a \( n_d \) round experiment is designed. In each round, we randomly draw one value per attribute in the first \( d-1 \)
columns without replacement and combine them with the fixed $x^i_d$ to obtain $r$. The count of rounds in which record $r$ matching tuple $x^i$ is equal to $X^i_d$, such that $X^i_d \sim H(N, d, n_1, \ldots, n_d)$.

Because we draw values without replacement in each round, the probability of record $r$ matching tuple $x^i$ varies. But when $N \to \infty$, this probability stays almost the same. Therefore, the count of rounds satisfies the binomial distribution. The probability of record $r$ matching tuple $x^i$ is as follows,

$$P_{d-1} = n_1 \times \ldots \times n_{d-1} / N^{d-1}$$  \hspace{1cm} (6)

Then the probability of record $r$ matching tuple $x^i$ for $k$ rounds is as follows,

$$P(X^i_d = k) = C^k_{n_d} P^k_{d-1} (1 - P_{d-1})^{n_d - k}.$$  \hspace{1cm} (7)

In conclusion, when $N \to \infty$, the binomial distribution $B(n_d, P_{d-1})$ approximates the $d$-RH distribution $H(N, d, n_1, \ldots, n_d)$.

Value dependence.

There is a dependence between each pair of values in a tuple. For example, in a shopping dataset, someone who bought a long dress is highly likely to be female. The value long dress determines to a large extent the value female. The confidence and lift in association rule learning are employed as indicators to describe the dependence between a pair of values.

Let $x_1 \in A_i$ and $x_2 \in A_i$ be two values, $E_x$ and $E_y$ be the events that record $r$ contains $x_1$ and $x_2$, then the confidence and lift of the association rule that $x_1$ implies $x_2$ are as follows.

$$\text{conf}(x_1 \Rightarrow x_2) = \frac{|\{r \in D; \{x_1, x_2\} \subseteq r\}|}{|\{r \in D; \{x_1\} \subseteq r\}|} = P(E_{x_2} | E_{x_1})$$  \hspace{1cm} (8)

$$\text{lift}(x_1 \Rightarrow x_2) = \frac{|\{r \in D; \{x_1, x_2\} \subseteq r\}|}{|\{r \in D; \{x_1\} \subseteq r\}| \times |\{r \in D; \{x_2\} \subseteq r\}|} = \frac{P(E_{x_1} \cap E_{x_2})}{P(E_{x_1})P(E_{x_2})}$$  \hspace{1cm} (9)
If \( \text{conf}(X_i \Rightarrow X_j) \) or \( \text{conf}(X_j \Rightarrow X_i) \) reaches or exceeds a certain threshold, the value pair \((X_i, X_j)\) is called as a strongly dependent value pair, and the threshold is set to 0.5 in this paper.

The frequency distribution of tuples with strongly dependent value pairs.

The physical significance of \(d\)-RH distribution can be summarized as follows. Let \(X = (X_1, \ldots, X_d)\) be a possible tuple of a \(d\)-dimensional dataset \(D\) with size \(N\), \(X\) be the frequency of tuple \(x\) in \(D\). Let the frequencies of \(X_1, \ldots, X_d\) in the corresponding column be \(n_1, n_2, \ldots, n_d\). Considering \(D^i\) is the set of all datasets in which the frequency of \(X\) is \(i\), and \(D = D^0 \cup \ldots \cup D^n\) is the set of all datasets that may contain \(X\). The \(d\)-RH distribution is based on classical probability theory. From the perspective of classical probability theory, each dataset in \(D\) has the same odds to be \(D\), and the probability of tuple \(x\) appearing \(k\) times in \(D\) can be obtained by \(P(X = k) = |D^k|/|D|\). When \(n_1, n_2, \ldots, n_d \ll N\), in most datasets of \(D\), \(x\) does not contain strongly dependent value pairs. Therefore, for the tuples without strongly dependent value pairs, each dataset in \(D\) has almost the same odds to be \(D\) and the \(d\)-RH distribution is suitable for predicting the frequency of such tuples. For the tuples with strongly dependent value pairs, the occurrence probability of each dataset is unequal, and therefore the \(d\)-RH distribution will fail in prediction.

Fortunately, introducing the background knowledge of value dependence can improve the prediction result. Assume that all the values of the tuple \(x\) are divided into groups A and B, and all values in A are the members of the strongly dependent value pair, whereas all values in B are not the members. The times of group A appearing in \(D\) is denoted by \(m\), the number of members in B is \(s\), ordered by \(i_1, \ldots, i_s\), then the frequency of tuple \(x\) can be denoted by an \((s+1)\)-RH distribution with parameter \(N, s + 1, n_{i_1}, \ldots, n_{i_s}, m\).
When the number of values in A is greater than 2, the dependence between members becomes complex. Therefore, we only consider in this paper the cases that group A has only 2 values, and give the binomial approximation for these cases. Considering group A only has two values $x_i$ and $x_j$, where $1 \leq i, j \leq d$ and $\text{conf}(x_i, x_j) = p_{ij} > \text{conf}(x_j, x_i)$, then

\[
 n' = \begin{cases} 
 n_i p_{ij} & d > 2 \\
 n_i & d = 2 
\end{cases} 
\] (10)

\[
p' = \begin{cases} 
\left( \prod_{k=1, k \neq i, j}^{d} n_k \right) / N^{d-2} & d > 2 \\
p_{ij} & d = 2 
\end{cases} 
\] (11)

The frequency distribution of $X$ in $D$ can be approximated by $B(n', p')$.

The probability of a specific individual being k-indistinguishable.

Considering $r = (r_1, \cdots, r_d)$ is the record of an individual $P$ in the $d$-dimensional dataset $D$, $X_d$ is the frequency of the tuple matching $r$ in $D$, such that $X_d$ follows the $d$-RH distribution.

Then the probability of $P$ being k-indistinguishable when $k \geq 2$ can be calculated as follows

\[
P(p \text{ is } k - \text{indistinguishable}) \\
= P(X_d \geq k | r \text{ in } D) \\
= P(X_d \geq k) / P(r \text{ in } D) \] (12)

\[
= \{1 - \sum_{i=0}^{k-1} P(X_d = i)\} / \{1 - P(X_d = 0)\} 
\]

Data Availability

All data information related to the article is provided in the Supplementary Methods.

Code Availability
All simulations were implemented in Matlab. The source code to reproduce the experiments will be deposited in Code ocean or Github.
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