1. Introduction

Relative motion of tectonic plates is accommodated along lithosphere-scale shear zones. The strength and stability of these shear zones control large-scale tectonics and the location of earthquakes (Bürgmann & Dresen, 2008; Molnar, 2020). Laboratory-derived strength profiles of the lithosphere postulate that the strength in the upper crust is controlled by frictional sliding along preexisting fractures, while the strength of the lower crust and upper mantle is controlled by viscous flow of rocks (Brace & Kohlstedt, 1980; Goetze & Evans, 1979; Kohlstedt et al., 1995). In this traditional view of the strength of the lithosphere, the transition from frictional sliding to viscous flow is abrupt and occurs at the intersection of Byerlee’s rule with a dislocation creep flow law for a mineral of choice deforming at a constant strain rate. This sharp
“brittle-viscous” transition is expected in monomineralic aggregates as the activation energy, stress, and pressure sensitivities of brittle and viscous steady-state processes are vastly different (Reber & Pec, 2018).

Add odds with this model, experimental observations document that many rocks and minerals deform by “semibrittle” flow—that is, parallel or sequential operation of brittle (fracturing, cataclastic flow, and frictional sliding) and viscous (diffusion, dislocation and dissolution-precipitation creep, and grain boundary sliding) deformation processes—over a broad range of $P$-$T$-$\gamma$ conditions (Carter & Tsenn, 1987; Chester, 1988; Fredrich et al., 1989, 1990; Hirth & Tullis, 1994; Marti et al., 2020; Okazaki & Hirth, 2020; Pec et al., 2012; Pec et al., 2012; Pec et al., 2016; Reber et al., 2015; Richter et al., 2018). These studies are corroborated by field observations that document an interplay between brittle and viscous deformation processes in a range of tectonic settings under greenschist to granulite facies conditions—from the grain scale to the outcrop scale—suggesting that semibrittle rheology is common in nature as well (Bukovská et al., 2016; FitzGerald & Stünitz, 1993; Fusseis & Handy, 2008; Hayman & Lavier, 2014; Manctelow & Pennacchioli, 2004; Menegon et al., 2013; Okudaira et al., 2015; Pennacchioli & Manctelow, 2007; Pennacchioli et al., 2006; Simpson, 1985; Stünitz & FitzGerald, 1993).

Given the importance of semibrittle deformation in nature and experiment, numerous theoretical models were developed to account for the observed behavior (Aharonov & Scholz, 2019; Beall et al., 2019; Bos & Spiers, 2002; Jacquey & Cacace, 2020a, 2020b; Lavier et al., 2013; Noda & Shimamoto, 2012; Parísio et al., 2020). Despite notable differences between the individual models, all agree on the fact that rocks are expected to reach their peak strength around the brittle-viscous transition. Therefore, constraining the rheology and deformation mechanisms of rocks deforming in the semibrittle flow regime is critical for improving our understanding of the rheology of the lithosphere as well as the mechanisms that lead to ultimate failure of rocks and their connection to the earthquake cycle.

In this study, we investigate the behavior of Qtz and Kfs aggregates; both are abundant minerals in the continental crust (Wedepohl, 1995) and Hence present a simplified bimineralic system. We explore the effect of composition on semibrittle flow by varying the ratio of Qtz:Kfs. We find that strain localizes into nanocrystalline, partially amorphous slip zones that delimit larger cataclastic lenses irrespective of the exact mineral ratio. While cataclastic flow occurs in the majority of the fault rocks volume, localization into thin, visously deforming slip zones plays a critical role in strain accommodation at high-stress conditions accompanying semibrittle flow. Fault slip is likely stabilized by the (linear?) viscous rheology of the slip zones.

### 2. Materials and Methods

We conducted a series of general shear experiments using a Griggs-type servo-hydraulically driven deformation apparatus installed at MIT and described in Ghaffari and Pec (2020). Figure 1 shows a schematic diagram of the machine and assembly. In the following sections, we present a detailed description of starting materials and experimental and analytical methodology.

#### 2.1. Starting Materials and Sample Assembly

Gem quality Brazil quartz single crystals and a large orthoclase single crystal were crushed using a mortar and pestle and sieved to obtain grain size $<100$ μm. Subsequently, the crushed powder was grain size separated via Stokes settling in ethanol as described in De Ronde (2004). We used a grain size aliquot of 10–20 μm for both minerals in all experiments. To obtain starting materials with a range of compositions, we mixed the Qtz and Kfs powders in a 7:3, 1:1, or 3:7 ratio by weight. 0.1 g of these powders were placed between two alumina forcing blocks that were precut at 45°. We added 0.1 μl of distilled water to the sample, resulting in H2O content of 0.1 wt%. The sample is weld-sealed in a 0.2-mm wall-thickness gold jacket, placed between the top and bottom alumina pistons, and surrounded by solid NaCl salt. A graphite resistance furnace is used to heat the sample. The temperature at the center of the sample is controlled using a k-type thermocouple. The whole assembly is placed in a water-cooled pressure vessel with a deformable lead (Pb) disk on the top that transmits load from $\sigma_1$ and $\sigma_2$ pistons to the sample assembly (Figure 1).
2.2. Experimental Procedure

To determine the material’s melting temperature, hot-press experiments of the 1:1 Qtz:Kfs samples were performed at confining pressure $P_c = 810$ MPa and temperature, $T = 800^\circ$C and $900^\circ$C. At $900^\circ$C, melting was visible under scanning electron microscope (SEM), while no melt could be detected at $800^\circ$C. Therefore, $750^\circ$C was chosen for the subsequent experiments to confidently stay below the solidus of the rocks. All samples were first hot pressed at $T = 750^\circ$C and $P_c = 810$ MPa for $\approx 20$ h. After hot pressing, the samples were deformed either at an approximately constant displacement rate or under constant load. The conditions of the experiments are summarized in Table 1.

2.2.1. Constant Displacement Rate Experiments

In constant displacement rate experiments, the $\sigma_1$ piston of the apparatus was driven at $\dot{d}_x \approx 6.85 \times 10^{-4}$ mm s$^{-1}$ resulting in a strain rate of $\dot{\gamma} \approx 8 \times 10^{-4}$ s$^{-1}$ in the samples. This rate was achieved by specifying a constant flow rate of oil into the rig’s pressurizing chamber. At the same time, the confining pressure ($\sigma_3$) was controlled and held constant at 810 MPa by a $\sigma_3$ syringe pump. The experiments were terminated after the samples reached the desired finite strain by quenching to 200°C in approximately 500 s while simultaneously decreasing the differential stress. Finally, temperature, axial load, and confining pressure were brought down to room conditions.

2.2.2. Constant Load Experiments

In constant load experiments, we deformed the sample in several load steps while the confining pressure ($\sigma_3$) was held constant at 810 MPa. First, $\sigma_1$ piston was driven at a constant displacement rate of $d_x \approx 6.85 \times 10^{-3}$ mm until it hits the sample. After reaching a desired value of load past the hit-point, the axial load is held constant with the $\sigma_1$ syringe pump until a steady-state displacement rate is reached. Multiple creep deformation steps at a range of stress levels were performed until the sample has reached the desired amount of strain. Finally, the sample was quenched and brought back to room conditions at the same rate as the constant displacement rate experiments.

3. Analysis

3.1. Mechanical Data Analysis

Data were logged at one sample/s (load, sample temperature, furnace power [Volts and Amperes in the heating circuit], confining pressure, position of the $\sigma_1$ and $\sigma_3$ pistons). The acquired data are uploaded into
Table 1
Summary of Mechanical Data

| Sample | Qtz:Kfs | T (°C) | Hot pressing time (h) | Deformation time (s) | \( \dot{d}_x \) (m/s\(^{-1} \)) | \( \dot{\gamma} \) (s\(^{-1} \)) | \( \gamma_x \) | \( \gamma_m \) | \( P \) (MPa) | \( \tau \) (MPa) | \( \sigma_n \) (MPa) | \( \mu \) | Thickness (mm) |
|--------|---------|--------|-----------------------|----------------------|----------------------------|---------------------------|------------|------------|------------|----------------|----------------|-------------|--------|
| SN011  | 1:1     | 900    | 10.6                  | N/A                  | N/A                       | N/A                       | 0.5        | 0          | 810        | N/A            | N/A            | N/A         | 0.86   |
| SN012  | 1:1     | 800    | 4.6                   | N/A                  | N/A                       | N/A                       | 0.9        | 0          | 810        | N/A            | N/A            | N/A         | 0.89   |
| SN014  | 1:1     | 750    | 19.4                  | 3,209                | 6.33 \times 10^{-4}       | 1.00 \times 10^{-3}       | 2.6        | 2.84       | 810        | 938            | 1,783          | 0.53         | 0.73   |
| SN015  | 3:7     | 750    | 19.8                  | 1,790                | 6.47 \times 10^{-4}       | 1.10 \times 10^{-3}       | 1.9        | 1.68       | 859        | 406            | 1,283          | 0.32         | 0.74   |
| SN016  | 7:3     | 750    | 18.8                  | 2,284                | 5.65 \times 10^{-4}       | 9.06 \times 10^{-4}       | 1.2        | 1.77       | 810        | 720            | 1,554          | 0.46         | 0.94   |
| SN017  | 7:3     | 750    | 19.3                  | 2,156                | 6.01 \times 10^{-4}       | 9.98 \times 10^{-4}       | 1.5        | 1.89       | 811        | 718            | 1,550          | 0.46         | 0.83   |
| SN036  | 3:7     | 750    | 20                    | 1,846                | 5.97 \times 10^{-4}       | 9.62 \times 10^{-4}       | N/A        | 1.61       | 810        | 607            | 1,440          | 0.42         | N/A    |
| SN069  | 1:1     | 750    | 19.2                  | 2,484                | 4.88 \times 10^{-4}       | 7.64 \times 10^{-4}       | N/A        | 1.74       | 810        | 1,009          | 1,863          | 0.54         | N/A    |
| SN019a | 1:1     | 750    | 18.0                  |                      |                           |                           | 1.8        | 2.39       | 811        | 748.5          | 1,504          | 0.50         | 0.84   |

| SN020a | 3:7     | 750    | 19.8                  |                      |                           |                           | N/A        | 2.07       | 811        | 748.5          | 1,504          | 0.50         | 0.84   |

**Note:** \( \dot{d}_x \), \( \sigma_n \) piston displacement rate; \( \dot{\gamma} \), shear strain rate; \( \gamma_x \), strain estimated from thin section; \( \gamma_m \), strain calculated based on mechanical data; \( P \), confining pressure; \( \tau \), peak shear stress; \( \sigma_n \), maximum normal stress resolved on 45° precut; \( \mu \), the friction coefficient at peak stress on 45° precut.

*Constant load experiments.*
Matlab and evaluated using the program “newRIG” ([https://mpec.scripts.mit.edu/peclab/software/](https://mpec.scripts.mit.edu/peclab/software/)). Displacement data are corrected for rig stiffness (6.1 μm/kN). The recorded vertical displacement data of the $\sigma_v$ piston were resolved into a thinning component on the sample perpendicular to the shear zone boundary, and a shear component parallel to the shear zone boundary. To simplify the shear strain calculation, the thinning rate is assumed to be linear and constant throughout the deformation. The reported finite shear strain derived from mechanical data, $\gamma_m$, is summed from incremental shear strains, which are calculated as the incremental shear zone parallel displacement divided by the instantaneous thickness. While this calculation is standard in rock mechanics, it overestimates the “true shear strain” as thinning is not taken properly into account (see discussion in Heilbronner & Kilian, 2017).

Shear stress is calculated from the load cell record corrected for “friction” (1.3 kN/mm, see Appendix of Tarantola et al., 2012) and corrected for decreasing forcing block overlap as the slip increases. The solid-medium apparatus might overestimate the stresses transmitted to the rock (Holyoke & Kronenberg, 2010) and is generally a precise, but not accurate apparatus; the absolute stress magnitude is less well constrained than the relative changes of stress (Peč, 2014).

### 3.2. Image Acquisition for Microstructural Analysis

Thin sections parallel to the displacement direction and perpendicular to the shear zone boundary were prepared from the deformed samples and imaged using a polarizing light microscope and a Zeiss Merlin Field Emission SEM. In the SEM, an acceleration voltage of 15 kV and a beam current of 2 nA were used to obtain high-resolution backscatter electron (BSE) images, which could be used to distinguish different minerals based on their brightness and analyze the shape preferred orientation (SPO) of the individual phases.

To determine the SPOs, we use the autocorrelation function (ACF) which quantifies the orientation(s) of features present in an image and their correlation length scale (Heilbronner, 2002; Heilbronner & Barrett, 2013). The advantage of this approach is that it does not require the segmentation of an image and captures the sample’s general structure. The disadvantage is that the ACF analysis considers all features present in the image, including undesirable features that form at the end of the controlled part of the experiment, such as unloading cracks and dust speckles; care has to be exercised when interpreting the data. In some cases, we analyze each mineral phase separately by creating bitmaps for each phase via gray-level thresholding. In all cases, we measure the aspect ratio of the thresholded ACF ellipse to quantify the magnitude of anisotropy in the fabric. Throughout this manuscript, “anisotropy” refers to the aspect ratio of ACF ellipses. We measure angles counterclockwise from 0° (positive x-direction) to 180° with 0° corresponding to the positive x-axis; the upper hemisphere is positive and the lower hemisphere is negative. ±90° corresponds to a feature perpendicular to the shear zone boundary. Orientations in the upper hemisphere <90° are called “synthetic” and >90° are called “antithetic” to the shear. Note that as SPO measurements are not directional, −45° and 135° are complementary orientations that correspond to the macroscopic loading direction (see Figure 2). All images are oriented so that the shear zone is horizontal, and the top is shearing to the right. Analysis of the images was performed using ImageSXM [http://www.liv.ac.uk/sdb/ImageSXM/](http://www.liv.ac.uk/sdb/ImageSXM/), Photoshop™, and Fiji “[https://fiji.sc/](https://fiji.sc/),” with Jazy macros [https://github.com/kilir/Jazy_macros](https://github.com/kilir/Jazy_macros).

To characterize the morphology of zones of localized strain (termed “slip zones” and described in detail in Section 4.2.1), we used an improved box-counting technique (Roy et al., 2007) to perform fractal geometry analysis. The estimated fractal geometry dimension ($D$ between 0 and 2) indicates the complexity of the studied feature; the higher the $D$ value, the more complex the pattern.

To evaluate the crystallographic preferred orientation (CPO) of the samples, we analyzed two samples using electron backscattered diffraction (EBSD) at the University of Tromso. EBSD maps were obtained on a Zeiss Merlin field emission SEM equipped with an Oxford EBSD camera at 20 kV acceleration voltage and a step size of 0.4 μm. Data were iteratively cleaned up using EBSDInterp Matlab code (Pearce, 2015) that uses band contrast quality to inform data reconstruction. After the initial clean up, all data processing was performed using the MTEX toolbox ([https://mtex-toolbox.github.io/](https://mtex-toolbox.github.io/), e.g., Mainprice et al., 2011).
4. Results

4.1. Mechanical Data

The strength of the rocks depends on the mineral composition in a nontrivial manner. Samples with a 1:1 ratio of Qtz:Kfs reached the highest peak shear stress of ≈1 GPa. Samples with a 3:7 ratio of Qtz:Kfs are the weakest with a peak shear stress between 0.4 and 0.6 GPa. Samples with a 7:3 ratio of Qtz:Kfs reached intermediate peak shear stress of ≈0.72 GPa as we present in Figure 3. The mechanical data in the constant displacement rate experiments with the same composition show good reproducibility except for the samples with Qtz:Kfs ratio of 3:7 where a ≈200-MPa difference in shear stress is observed. The peak stress of the 1:1 ratio samples also occurs at higher strain (γ ≈ 1.5) than for the rest of the samples that reach peak stress at
\[ \tau \approx 1 \] Postpeak weakening is associated with a transient increase in displacement rate by up to a factor of 6–16, followed by a monotonic decrease of displacement rate (Figure 3). A secondary change in the weakening rate, corresponding to a secondary deceleration in displacement rate, can be observed in experiments taken to the highest strains (Figures 3a and 3b).

In Figure 4, data from experiments at peak stress are represented in Mohr space. The dominant slip zone orientations (see Section 4.2.1) are shown by full circles and roughly form where normal stress-dependent, dilatant failure would be expected. Most of our experiments were deformed at lower differential stress than that predicted by Byerlee’s rule and higher differential stress than Goetze’s criterion (Goetze & Evans, 1979) as is expected for experiments deformed in a semibrittle flow regime (Figure 4). The friction coefficient, \( \mu \), calculated for the 45° precut as \( \mu = \frac{\tau}{\sigma_n} \), is the highest (0.54) in the Qtz:Kfs 1:1 ratio samples, and lowest (0.32) in the Qtz:Kfs 3:7 samples. Only the 1:1 Qtz:Kfs ratio samples plot close to the Byerlee’s rule envelope (Figure 4).

Data from constant load experiments presented in Figure 5 show three distinct trends: (a) at low stress (\( \tau < 100 \) MPa) and strain (\( \gamma < 1 \)), the increase in stress leads to a decrease in strain rate, possibly due to porosity collapse and ongoing compaction of the assembly at early stages of the experiment, (b) at intermediate stress (100 MPa < \( \tau < 400 \) MPa) and higher strains (0.5 < \( \gamma < 1 \)), the strain rate sensitivity to stress is low to none (assuming a power law relationship between strain rate and stress, \( \dot{\gamma} \approx \tau^k \) we obtain \( n = 1.2 \) in one experiment, while the other experiment shows no dependence on strain rate on stress), and (c) at high stress (\( \tau > 400 \) MPa) and strain (\( \gamma \approx 1 \)), the strain rate sensitivity to stress is high (\( n = 9–13 \)). Note that as we are referring to the constant load experiments, we describe the strain rate sensitivity to stress and not the inverse, that is, stress sensitivity to strain rate, as would be appropriate for constant displacement rate experiments.

The strain rate at each stress step used in Figure 5 is estimated by computing the slope of strain versus time over a selected time interval (see Figure 6 for details). Toward the end of both experiments (SN019 and SN020), we observed an acceleration in the strain rate by up to 2 orders of magnitude accompanied by unstable load control due to abrupt sample weakening. This phase is also accompanied by a slight decrease in the recorded temperature by \(<0.5°C\) and an increase in furnace output.
This acceleration in strain rate under constant load occurs at the same strain as peak stress in constant displacement rate experiments with identical Qtz:Kfs ratios ($\gamma = 1$ and 1.5, compare Figures 3 and 6).

4.2. Microstructural Observation

To gain further insight into the physical processes responsible for the observed mechanical behavior, we analyzed the resulting microstructures in SEM-BSE images and EBSD data.

In deformed samples, we observe the localization of strain into “slip zones” which delimit larger “lenses” of pervasively fractured fault rock. We first describe the slip zones in detail below.

4.2.1. Slip Zones

The slip zones nucleate at the outer shear zone boundaries and propagate inward with increasing strain. Two dominant orientations are observed, a C’ orientation (angles ranging from 170° to 150° relative to the shear zone boundary, R1 orientation in brittle fault rock terminology), and a C orientation ($\approx 0°$, parallel to...
shear zone boundary, Y-shear in brittle fault rock terminology) which is observed in a number of samples typically at the shear zone–forcing block interface as shown in Figure 7.

The slip zones are better developed in samples sheared to high shear strains and with higher Kfs content. The degree of strain localization is well visible at the jacket–shear zone interface, where protrusion of the jacket into the shear zone marks the presence of a slip zone. Some shear zones in Figure 7 appear sheared in the opposite sense (top to the left); however, this is in fact, not the case. All samples start as “parallelepipeds”

Figure 7. SEM-BSE images of deformed samples showing the slip zone geometry (red tracings) on the sample scale. (a–c) 3:7, (d and e) 1:1, and (f and g) 7:3 Qtz:Kfs ratio samples. Most of the slip zones originate at the boundaries of the shear zone and propagate inward with increasing strain. Experiments sheared to \( \gamma > 2 \) have developed the most connected slip zones (high fractal dimension \( D \)). White arrows highlight the protrusion of the gold jacket (white) into the fault rock marking the presence of a slip zone. The average angle of propagation of the slip zones is estimated by measuring the dominant orientations of the ACF on the right. White dashed rectangles show location of high-magnification SEM images and EBSD maps shown in subsequent figures. SEM-BSE, scanning electron microscope-backscatter electron; ACF, autocorrelation function; EBSD, electron backscattered diffraction.
inclined to the left due to the filling of the starting material powder into the jacket on top of the 45° precut forcing blocks (Figure 1c). If shear occurred homogeneously throughout the whole shear zone, the shear zones would have a rectangular shape at a $\gamma = 1$. The localization of strain along the slip zones preserves more substantial portions of the original sample geometry, which gives rise to the opposite shear sense appearance.

Upon closer look, slip zones can be identified as areas where (a) unloading cracks concentrate, (b) flow structures are evident, and (c) no porosity is observable in a field emission SEM at high magnifications as documented in Figure 8. This slip zone microstructure is similar in all experiments, irrespective of the initial Qtz:Kfs ratio (Figure 9). Analyzing a slip zone SPO in detail using ACF tessellations as documented in Figure 10 shows a high ACF ellipse anisotropy ($b/a \approx 0.4$) and an ACF ellipse orientation parallel to the shear zone boundaries within the slip zone for both Qtz and Kfs. The anisotropy of the ACF ellipses quickly increases to $b/a \approx 0.5$–0.8 outside the slip zones with the orientation showing a large scatter.

Figure 11 summarizes our observations of the slip zones; at low strains, the slip zones occupy only a small portion of the sample (1–2 vol%) and form short and straight segments (fractal dimension, $D \approx 1.0$). With increasing strain, the slip zones become more volumetrically significant (up to $\approx 9$ vol%) and develop an anastomosing morphology (fractal dimension, $D \approx 1.5$) as shown in Figures 7 and 11 and Table 2. Kfs is

---

**Figure 8.** High-magnification image of a slip zone in a 3:7 Qtz:Kfs ratio sample (SN020). Image location within the sample shown in Figure 7. The slip zone is highlighted by red lines. White arrows highlight unloading cracks that concentrate in the slip zone material. Within the slip zone, notice the flow-like patterns and no resolvable grains or porosity on the field emission SEM scale. Insets show high-magnification images of slip zones illustrating the resolution of FE-SEM observations. Pores as small as $\approx$20 nm can be reliably identified. SEM, scanning electron microscope.

**Figure 9.** Representative slip zone microstructures from samples with different Qtz:Kfs ratios. Slip zones highlighted by red lines.
systematically more abundant in the slip zones with respect to the rest of the sample, as presented in Figure 11c suggesting that the slip zones are depleted in Qtz.

No EBSD data could be obtained from the slip zones due to poor indexing of the phases. This is not surprising as it is almost impossible to resolve any grains within the slip zones from SEM-BSE images suggesting that extreme grain size reduction occurs within, as seen in Figures 8 and 9.

Figure 10. Tessellation of ACF squares surrounding a slip zone. (a and d) ACF ellipses are plotted on the top of binary Qtz and Kfs images, respectively. Dashed lines highlight slip zones. Red background color represents unloading cracks. (b and e) SPO anisotropy: axial ratio (b/a) of each phase plotted in a 3D plot. The slip zone has a higher anisotropy (lower b/a ratio) than the rest of the sample. (c and f) ACF orientation. Inside the slip zones, the orientation is approximately zero (parallel to the shear zone boundary). ACF, autocorrelation function; SPO, shape preferred orientation.

Figure 11. Summary of microstructural data from the slip zones. (a) Volume of slip zones versus shear strain shows a strong positive correlation. Red and black symbols show measurements from different studies performed at similar conditions, see text for details. (b) Fractal dimension of slip zones: fractal dimension (i.e., complexity of the pattern) increases with increasing strain. (c) Change in mineralogy within slip zones. In all samples, the slip zones are depleted in Qtz with respect to the bulk rock. Samples with an initial Qtz:Kfs ratio of 7:3 show the most significant change.
### Table 2
Summary of Microstructural Data

| Sample | Qtz:Kfs | γm  | Thickness (mm) | Axial ratio (b/a) | Angle (°) | Bulk porosity (%) | Slip zones analysis |
|--------|---------|-----|----------------|-------------------|-----------|-------------------|---------------------|
| SN011  | 1:1     | 0   | 0.86           | 0.54              | 9.4       | 5.5 ± 0.5         | N/A                 |
| SN012  | 1:1     | 0   | 0.89           | 0.49              | 4.8       | 6.5 ± 0.5         | N/A                 |
| SN014  | 1:1     | 2.84| 0.73           | 0.44              | 7.6       | 2.5 ± 0.5         | 2,412               |
| SN015  | 3:7     | 1.68| 0.74           | 0.47              | 1.2       | 2.5 ± 0.5         | 207                 |
| SN016  | 7:3     | 1.77| 0.94           | 0.53              | 6.7       | 13 ± 1           | 603                 |
| SN017  | 7:3     | 1.89| 0.83           | 0.53              | 3.1       | 12 ± 1           | 255                 |
| SN019  | 1:1     | 2.39| 0.84           | 0.53              | 0.7       | 7.5 ± 0.5         | 509                 |
| SN020  | 3:7     | 2.07| 0.84           | 0.56              | 1.5       | 13 ± 1           | 807                 |

The slip zones clearly accommodate significant strains and evolve with increasing finite strain. The material within the slip zones has accommodated more strain than the larger lenses of the fault rock. We will describe the microstructures of these lenses on the sample scale in further detail below.

#### 4.2.2. Fault Rock: Shear Zone Scale Observation

Outside the slip zones, the fault rock is pervasively fractured, and the individual mineral phases form elongated aggregates that define a weak foliation, as shown in Figure 12.

#### 4.2.2.1. Shape Preferred Orientation

To assess the SPO of the individual mineral phases on the shear zone scale, we cropped 1 mm long sections (≈10% of sample length) from the center of each sample’s SEM image and produced binary images of Qtz and Kfs via gray-level thresholding for ACF analysis as shown in Figure 2. The result of the analysis for each mineral phase is presented in Figure 12 with the main results summarized in Table 2 and Figure 13.

Initial SPO prior to deformation was quantified from hot-press experiments. Hot pressing at 800°C—where no melting was observed—shows a b/a ratio of ≈0.55 for both minerals at an orientation of ≈10° antithetic to the shear zone boundary. The b/a ratio in the experiment hot pressed at 900°C—where minor melting is observed—is significantly lower (b/a ≈ 0.48) and more subparallel to the shear zone boundary (≈5°). All deformed experiments were hot pressed and deformed at 750°C, so we assume that the initial fabric orientation and anisotropy are closer to the 800°C hot-pressed sample.

In deformed samples, Qtz is generally less anisotropic (i.e., higher b/a ratio) than Kfs, as documented in Figure 13a. With increasing strain, the anisotropy of both minerals slightly increases (b/a ratio decreases) and the SPO changes its angle from ≈−10° antithetic with the shear zone boundary up to ≈8° synthetic with the shear zone boundary with the increasing strain.

To further investigate the variation of the SPO within a shear zone and SPO’s evolution with increasing finite strain, we analyze a tessellation of 144 ACF squares. We use unsegmented SEM-BSE images of the deformed 1:1 Qtz:Kfs samples as shown in Figure 14. Each ACF ellipse is thresholded at ≈0.6% of the total area, and the square from which the ACF is derived is color coded based on local ACF ellipse orientation to visualize the SPO variations on sample scale.

In the lower strain sample (Figure 14a), we observe a progressive change in ACF orientation from 5° to 15° (orange to green) on the left side of the sample, to 0° to −10° (red to purple) on the right side of the sample, with a mode of 5° for the whole shear zone. From the shape of the fault rock jacket interface, we infer that the left side has accommodated more strain than the right side of the sample suggesting inhomogeneous deformation. This observation is in agreement with the fact that slip zones are more developed on the left side of this sample as well. The rotation of the SPO from antithetic orientations at low strains to synthetic...
Figure 12. SEM-BSE images of the fault rock. Images are collected in the center of the shear zone (see Figure 2). The SEM-BSE images are segmented to obtain binary images with Qtz and Kfs. Insets show center of an ACF for each mineral. Measurements are reported in Figure 13. SEM-BSE, scanning electron microscope-backscatter electron; ACF, autocorrelation function.
orientations at higher strains is in agreement with the data from all experiments presented in Figure 13. The fabric anisotropy of all ACF squares shows a relatively broad distribution with a mean of 0.43 and a standard deviation of 0.1.

In the higher strain sample (Figure 14b), we observe a stronger SPO with a mode of 9°. Squares in close vicinity of slip zones generally show lower angles (≈5°, orange) than zones in between slip zones (>9°, green) in agreement with our higher magnification ACF analysis of the slip zones presented in Figure 10. The ACF orientation in the center of the sample is contaminated by unloading cracks, there the steepest orientation is observed (25°–30°). Excluding these data, however, does not change the mode of the ACF orientation and makes the resulting SPO stronger with mode of ≈9°. The anisotropy of the fabric shows a narrower distribution compared to the lower strain sample; however, it has a similar mean, \( b/a \approx 0.46 \), and a standard deviation of 0.05.

To summarize, our SPO measurements show that some strain is accommodated also in the cataclastic lenses. Qtz appears to deform less than Kfs under the studied conditions.

### 4.2.2.2. Crystallographic Preferred Orientation

To further constrain the active deformation mechanisms in our experiments, we performed EBSD analysis on two samples (SN014, 1:1 Qtz:Kfs ratio deformed to \( \gamma \approx 2.8 \) and SN016, 7:3 Qtz:Kfs ratio deformed to \( \gamma \approx 1.8 \)). In the subsequent analysis, we focus on Qtz since Kfs indexes poorly in the maps. In Figures 15a and 15d, we color the grain orientations based on an inverse pole figure. No strong CPO of the Qtz grains is observed in either of the samples as no color is dominant. In Figures 15b and 15e, we highlight Dauphiné twins by computing grain boundaries (defined by >10° misorientation) once using trigonal and once using hexagonal crystal symmetry. Dauphiné twins appear as grain boundaries when using trigonal symmetry as Dauphiné twinning involves a rotation of 60° around c-axis. However, Dauphiné twins are not visualized with a higher, hexagonal symmetry due to the fact that there is subsequently no difference between positive and negative \(<a>\) axes (Kilian & Heilbronner, 2017). Notice the high abundance of red boundaries, which highlight a rotation of 60° around c-axis, that is, Dauphiné law. Also notice that the red grain boundaries have frequently complicated convoluted shapes as would be expected for penetration-type twins (Figure 15).

In Figures 15c and 15f, we present pole figures computed using one data point per grain. The orientation distribution function is calculated using an optimized de la Vallée Poussin kernel in MTEX. There is a clear CPO pattern in both analyzed samples to the poles of the positive \([r]\) and negative \([z]\) rhomb planes, typical for Dauphiné twinning (Rahle et al., 2018). The maxima and minima in poles to the \([r]\) and \([z]\) rhombs, respectively, align consistently at higher angles than the macroscopic loading direction (shown by orange square in Figure 15). The lower strain sample shows a synthetic rotation of the \([r]\) maxima (and complementary \([z]\) minima) by ≈11°, and in the higher strain sample by ≈20° (Figures 15c and 15f). Addi-
tionally, a very weak c-axis girdle pattern oriented ≈18° to the shear zone boundary can be distinguished in the higher strain 1:1 Qtz:Kfs ratio sample. This orientation is very close to the local SPO observed by ACF analysis ≈15° in the area where the EBSD was collected (see Figure 14). Further measurements on other samples would be needed to establish if this CPO pattern is meaningful given its very weak strength (maxima of 1.8 multiple random distribution). It is possible that the quartz grains SPO is governed by crystallography such that c-axis aligns with the long axis of the grains. This CPO pattern than could be the result of alignment of anisotropic grains. Lastly, we plot internal misorientation relative to the average orientation (mis2mean) within larger quartz grains in Figure 16. In general, the individual grains exhibit low misorientations suggesting little dislocation activity in agreement with the observed low pole figure strength.
5. Discussion

In the following discussion, we first estimate dominant length scales of strain localization and strain partitioning on the sample scale. Second, we infer local stress orientation in general shear experiments based on EBSD data and discuss the influence of localization and mineral ratio on sample strength. Third, we identify the active deformation mechanisms accommodating strain in our samples and consider the physical processes responsible for the development of slip zones and nanocrystalline to partially amorphous materials (PAMs) within. Finally, we discuss rheological models that could appropriately describe bimineralic rocks deforming in the semibrittle flow regime.

5.1. Strain Localization and Partitioning

All deformed samples show the development of localized slip zones on length scales much longer than the grain size. These zones are de-
plicated in Qtz (Figures 9 and 11) and better developed in samples with higher Kfs content (Figure 7). The volume occupied by these slip zones and their geometric complexity increases with increasing strain (Figure 11) suggesting that while the material in the slip zones is weaker than the surrounding fault rock, for deformation to proceed more and more slip zones are needed to accommodate the imposed strain. From the strong SPO contrasts between slip zones and their surrounding (Figures 10 and 14), we infer that the viscosity of the slip zones must be significantly lower than the viscosity of the surrounding fault rock. At highest explored strains, a network of anastomosing branches cross-cuts the shear zone and surrounds coarser-grained lenses over a range of length scales (tens of microns to millimeters, Figure 7d).

These lenses also accommodate strain as seen in the SPO measurements (Figures 13 and 14) and form geometric obstacles that have to move past each other during deformation. On the grain scale, Qtz is the stronger mineral at our experimental conditions as it shows lower ACF anisotropy (higher $b/a$) than Kfs irrespective of the exact mineral ratio (Figure 12). However, the differences between the anisotropy of the two phases are rather minor suggesting that the viscosity contrasts on the grain scale are negligible compared to the viscosity contrasts between the slip zones and the coarser-grained lenses formed of the Qtz:Kfs aggregates.

5.2. Stress Orientation in General Shear Experiments

Dauphiné twinning, while not accommodating any strain (60° rotation around c-axis), produces a CPO that can be useful for tracking the $\sigma_1$ direction (Kilian & Heilbronner, 2017; Menegon et al., 2011; Rahl et al., 2018; Tullis, 1970). Qtz is elastically stiffer around the negative rhomb $z$ direction and Dauphiné twinning aligns the more compliant positive rhomb $r$ direction parallel to $\sigma_1$ to maximize the strain energy of the system (Tullis, 1970). It is interesting to note that the inferred $\sigma_1$ direction based on Dauphiné twinning is significantly different—up to 20° rotated synthetically at $\gamma_m \approx 2.8$—than the loading direction which is commonly referred to as the “$\sigma_1$” direction in rock mechanics (Figure 15). This rotation is expected in a transpressive deformation regime (i.e., combination of pure and simple shear deformation; see discussion in Fossen & Tikoff, 1993; Heilbronner & Kilian, 2017). Consequently, the slip zones do not form close to an orientation that would be expected for dilatant, brittle failure ($\approx 35^\circ$ relative to $\sigma_1$) but are oriented at a much flatter angle ($\approx 55^\circ$ relative to $\sigma_1$) and hence have a larger normal stress component acting on the slip plane (Figure 7). This observation further implies that the material in the slip zones is nondilatant and weak. Clearly, a more complete understanding of the stress state during general shear experiments is needed.

5.3. Influence of Composition and Strain Localization on Aggregate Strength

The strength of the samples is dependent on the volume proportion of the constituent minerals in a nontrivial manner. Samples with Qtz:Kfs = 1:1 ratio reached the highest strength, while samples with Qtz:Kfs = 3:7 ratio are the weakest and samples with 7:3 ratio of Qtz to Kfs reached intermediate peak shear stress. As discussed above, the strength of the rocks is likely controlled by the development of slip zones. The slip zones reach a percolation threshold throughout the sample at peak shear stress and their topology clearly is reflected in the mechanical data: samples that have high fractal dimension ($D$) and dominant slip zone orientation oblique to the shear zone boundary (orientation of 160°–170°) show a prolonged change from strengthening to weakening around peak stress (e.g., SN014, Figures 3b and 7d). On the contrary, in samples with low $D$ and well-developed shear zone parallel slip zones (orientation of 0°, e.g., SN017, Figures 3c and 7g), we observe a more abrupt change from strengthening to weakening behavior and concomitant larger increase in $\sigma_1$ piston displacement rate, suggesting that once a kinematically favorable failure plane develops, the rocks lose their load bearing capability (Pec et al., 2016). Nevertheless, the failure does not manifest itself as a “stick-slip event,” that is, abrupt stress drop accompanied by rapid displacement jump as commonly observed during deformation at lower temperatures and thought of as an analog to an earthquake, but more as a “slow slip event” where a transient increase in displacement rate is followed by deceleration (Figure 3) suggesting that the slip zone material is rate strengthening and stabilizes fault slip. This observation however has to be interpreted with care as the stability of faults depends on both the
material properties and the stiffness of the loading system (e.g., Burdette & Hirth, 2018). Further detailed characterization of the complex stiffness of our hydraulically driven apparatus is needed to corroborate this conclusion.

5.4. Nature of Slip Zone Material

Typical microstructures within slip zones display flow-like patterns with no visible porosity (Figure 8) and high fabric anisotropy (low \(b/a\) ratios, Figure 10) suggesting that the material deforms as a continuous, non-dilatant, fluid. The fact that unloading cracks concentrate in the slip zones suggests that the zones are cohesive, permanently deformed and store less elastic energy than the surrounding fault rock. Upon unloading to room conditions, this stored elastic energy budinages the permanently deformed material in the slip zones and leads to the development of the localized unloading cracks (Gerald et al., 1991; Pec, Stünitz, & Heilbronner, 2012; Pec, Stünitz, Heilbronner, Drury, et al., 2012; Stünitz et al., 2003). On the SEM scale, the microstructures within slip zones in this study are strikingly similar to the nanocrystalline, PAM developed in slip zones of Pec et al. (2012), Pec et al. (2012), Pec et al. (2016), and Marti et al. (2017, 2020) (compare for example Figure 8 to Figure 13 from Pec et al., 2016). On the TEM scale, PAM was formed of nanometric, extremely fine-grained clasts (mean grain size of 30–300 nm) surrounded by a TEM-amorphous matrix (Marti et al., 2017, 2020; Pec et al., 2012; Pec et al., 2016). PAM was primarily formed of feldspars suggesting that feldspars are susceptible to this microstructural transformation from a crystalline solid to a nanocrystalline to amorphous material (AM).

While we lack observations on the TEM scale in this study, we infer that the slip zones in our experiments are formed of a similar material as PAM. It is worth noting that no material that would resemble fully amorphous material (AM) from Pec et al. (2012) was observed in our experiments suggesting that either the increased temperature and concomitant lower stresses, or lack of micas inhibited the formation of AM under the here studied conditions.

5.5. Active Deformation Mechanisms

The dominant deformation mechanism by volume is cataclastic flow as pervasive fracturing is observed on the sample scale. Fracturing produces fine grain sizes that are a precursor to the development of PAM (e.g., Pec et al., 2016). Most strain is accommodated in thin slip zones composed of PAM that show microstructures indicative of flow as discussed above. We infer the deformation mechanisms operating in PAM are a combination of diffusion creep (due to extremely small grain sizes) and viscous flow of the AM. Amorphous solids are thought to deform by “shear transformation zones” where localized displacement of atoms acts as an agent of deformation (Falk & Langer, 2011). The PAM can possibly be conceptualized as a polycrystalline material with a (rather substantial) amorphous layer surrounding the grain boundaries. Alternatively, the slip zone material could be deforming by cataclastic granular flow of a nanoscale material, which would require some dilatancy to accommodate relative motion of the grains. We find this mechanism less likely as we can reliably resolve pores as small =20 nm (see Figure 8) so any porosity/cavities would have to be smaller than that to go undetected. Also, the material in slip zones described here is similar to slip zone material formed in high-pressure experiments at lower temperatures (Pec et al., 2016), which was dense and pore free down to TEM scales, despite the lower temperatures should make viscous strain-accommodating processes less competitive. We therefore favor viscous flow rather than cataclastic flow of nanoscale material as the dominant deformation mechanism in the slip zones.

The exact rheology of PAM, however, is currently unknown as the measured mechanical data in our as well as previous experiments (e.g., Marti et al., 2020; Pec et al., 2016) capture the combination of both viscous flow in PAM and fracturing in the cataclastic lenses. Both cataclasis and viscous flow operate in parallel to accommodate the imposed strain as discussed above. Based on the “slow slip” like behavior upon weakening, we inferred that PAM is rate strengthening which would certainly be true for a linear-viscous fluid. However, extrapolating deformation mechanisms operative in microcrystalline materials into the nanocrystalline realm has a potential for large errors. Microcrystalline materials are volume dominated, whereas nanocrystalline materials are surface dominated and consequently the mechanical properties can vary substantially (e.g., Meyers et al., 2006). Amorphous solids lack any long
range order and hence grain boundaries and consequently, their mechanical properties are distinct from crystalline solids (e.g., Schuh et al., 2007). Direct measurements of PAM rheology are therefore needed.

5.6. Origin of Nanocrystalline, Partly Amorphous Materials in Experiments and in Nature

Nanocrystalline to amorphous materials have been increasingly frequently identified within zones of strain localization in experiments on felsic, feldspar-rich rocks such as granitoids (Hadizadeh et al., 2015; Pec, Stünitz, & Heilbronner, 2012; Pec et al., 2016; Marti et al., 2017, 2020; and Yund et al., 1990) and mafic, feldspar-rich rocks such as diabase and gabbro (Marti et al., 2017, 2020; Weiss & Wenk, 1983). While feldspars seem to be especially prone to amorphization, nanocrystalline to amorphous material has also been documented in experiments on quartzites (Di Toro et al., 2004; Goldsby & Tullis, 2002; Hayward et al., 2016; Rowe et al., 2019; Toy et al., 2015), in clay minerals (Aretusini et al., 2017; Kaneki et al., 2020), and even carbonates (Delle Piane et al., 2018; Verberne et al., 2013, 2014) suggesting that comminution to nanometric grain sizes and concomitant amorphization is prevalent during experimental rock deformation.

To further constrain the conditions favorable for PAM formation in feldspar-rich rocks, we compiled available literature data in Figure 17. The volume of the slip zones from our experiments with the data from Pec, Stünitz, and Heilbronner (2012), Pec, Stünitz, Heilbronner, Drury, et al. (2012), Pec et al. (2016), Marti et al. (2017, 2020), and Yund et al. (1990) color coded for different conditions. Solid circles are for granitic rocks, empty circles are for diabase and squares for Qtz:Kfs aggregates. (a) The effect of peak shear stress on the vol% of the slip zones. (b) The effect of temperature on the vol%. (c) Illustrates the effect the strain energy density on the vol% of slip zones normalized to homologous temperature. Curves show the least squares fits to the granite data.

Figure 17. The volume of the slip zones from our experiments with the data from Pec, Stünitz, and Heilbronner (2012), Pec, Stünitz, Heilbronner, Drury, et al. (2012), Pec et al. (2016), Marti et al. (2017, 2020), and Yund et al. (1990) color coded for different conditions. Solid circles are for granitic rocks, empty circles are for diabase and squares for Qtz:Kfs aggregates. (a) The effect of peak shear stress on the vol% of the slip zones. (b) The effect of temperature on the vol%. (c) Illustrates the effect the strain energy density on the vol% of slip zones normalized to homologous temperature. Curves show the least squares fits to the granite data.

To incorporate frictional experiments performed at much lower stresses to much higher strains (Yund et al., 1990), we plot the volume of slip zones as a function of strain energy density (stress × strain) and...
normalize the experimental temperature to the melting temperature of the bulk rock (granite = 650°C, diabase = 1,050°C, Qtz:Kfs = 900°C) in Figure 17c. We observe that the work done on the sample together with the homologous temperature control the PAM volume: PAM formation is clearly favored by inputs of both mechanical and thermal energy.

To conclude this section, PAM seems to form readily in rocks containing feldspars over a broad range of temperature–pressure and strain–stress space. The controlling variable for PAM production is likely the work input (i.e., stress \times strain per unit volume) into the rocks as PAM forms both at high stresses and low strains (Marti et al., 2020; Pec et al., 2016) and at low stresses and high strains (Hazidadeh et al., 2015; Kaneki et al., 2020; Yund et al., 1990). PAM formation is further favored by elevated temperatures. Recrystallization of the material is likely inhibited by phase mixing and grain boundary pinning within the slip zones, together with high strain rates and stresses that likely maintain grain size very small. The abundant observation of nanocrystalline to AMs in fault rocks questions the concept of a “grinding limit,” that is, a minimum grain size after which further grain size reduction should not occur (e.g., Sammis & Ben-Zion, 2008): apparently no such limit exists as grains can be reduced down to unit cell sizes where the concept of a grain with long range crystalline order loses meaning.

Where can such fault rocks be found in nature? Detailed studies of fault mirrors and slickenlines document abundance of nanocrystalline fault rocks occupying small volumes adjacent to a fault surface (e.g., Ault et al., 2019; Ma et al., 2006; Ortega-Arroyo & Pec, 2020; Siman-Tov et al., 2013) as well as the presence of AMs intermixed with the nanocrystalline fragments coating fault surfaces (Faber et al., 2014; Kirkpatrick et al., 2013; Ohl et al., 2020; Ozawa & Takizawa, 2007). These observations suggest that formation of extremely fine-grained to amorphous fault rocks is common in nature as well. However, all these observations come from upper crustal rocks and hence form at lower pressure–temperature conditions than the here described material. We note that the nanocrystalline to AM is likely highly reactive and therefore it is possible that it gets metamorphosed and erased from the geological record if it is formed at greater crustal depths.

### 5.7. Mechanisms of Partially Amorphous Material Formation

What is the mechanism of PAM formation? In general, amorphous materials can be produced either by solid-state amorphization or by melting (e.g., Wolf et al., 1990). Microstructural observations in experiments containing PAM lack clear evidence of high temperatures such as euhedral crystals or fast quench temperatures such as dendritic crystal growth (Hazidadeh et al., 2015; Marti et al., 2020; Pec, Stünitz, & Heilbronner, 2012; Pec, Stünitz, Heilbronner, Drury, et al., 2012; Pec et al., 2016; Yund et al., 1990). These observations together with mechanical data (shearing at subseismic velocities) all point toward the conclusion that the PAM forms by a solid-state amorphization process and hence is distinct from high velocity friction melts.

Numerous mechanisms of solid-state amorphization exist. For the typical experimental conditions, we expect two to be important: (a) pressure-induced amorphization which is observed upon static as well as dynamic compression in a number of minerals. This mechanism requires a negative volume change and occurs when a denser amorphous phase is accessible to the system. Qtz amorphizes by pressures of 10–30 GPa and feldspars by 16–28 GPa under isostatic conditions at room temperature (see Machon et al., 2014; Richet & Gillet, 1997, for reviews). Both are ranges significantly above measured far field stresses and pressures in experiments. However, shearing, elevated temperatures, and presence of grain to grain contacts and related stress concentrations—all abundant in rock deformation experiments—are known to lower the amorphization pressure (e.g., Machon et al., 2014; Sims et al., 2019). Onset of amorphization in feldspars was observed at pressures as low as 2–9 GPa (Daniel et al., 1997) rendering pressure-induced amorphization as a possible mechanism for PAM formation. If that is the case, PAM should have a higher density than crystalline Kfs from which it is mostly derived. Another possible mechanism for PAM formation is by (b) mechanical-wear-induced amorphization. Grinding and high-energy milling yields AMs via introduction of high defect densities (e.g., Fecht, 1992; Nojiri et al., 2013; Sánchez et al., 2004, see Suryanarayana, 2001, for review). Such amorphous phases typically have lower densities than their crystalline protoliths (Nojiri et al., 2013) and hence could be distinguished from pressure-induced AMs if density measurements of PAM could be obtained. Both pressure-induced amorphization and mechanical-wear-induced amorphization can produce microstructures with amorphous regions surrounding crystalline clasts much like observed in
PAM (e.g., Marti et al., 2020; Pec et al., 2016; Yund et al., 1990) and therefore we suggest that PAM forms by a combination of these two processes.

5.8. PAM Formation, Ultimate Strength of Rocks and Self-Localized Thermal Runaway

How strong can a rock get and what mechanisms allow it to eventually fail? At experimental strain rates, the elevated pressures (0.3–1.5 GPa) and low to moderate temperatures ($T = 300^\circ$C–800°C), inevitably lead to high differential stresses: the high pressure hinders crack opening and motion, and low temperatures and short time scales hinder diffusion and dislocation motion. Phase boundaries in poly-phase materials further pose barriers to dislocation glide that typically limits strength of monomineralic materials at HP-LT conditions (e.g., Kumamoto et al., 2017) restricting the means by which a rock can accommodate strain.

One mechanism that was suggested as capping the strength of rocks at high stresses is self-localized thermal runaway (i.e., Braeck & Podladchikov, 2007; Kelemen & Hirth, 2007). This mechanism hinges on a feedback between temperature and viscosity: localized shearing leads to local temperature increase which lowers the viscosity and so can lead to a runaway effect. Could this mechanism be operating in our experiments?

Our measurements of sample temperature as well as furnace output during the rapid acceleration of strain rate at the end of constant load experiments do not indicate any abrupt temperature increase (Figures 6b and 6d). If the sample was generating significant heat, we would expect to see a $T$ increase and/or a concomitant furnace power decrease. However a caveat to keep in mind is that rapid sample deformation can lead to movement of the thermocouple and furnace deformation (see Figure 1) that could potentially obscure a $T$ increase related to shear heating.

To further constrain the temperature evolution during shearing, we constructed a finite volume model for a simulation of the heat flow within a cube of the sample size under the experimental conditions. We take the mechanical data from constant load experiments as input and calculate two solutions for two localization extremes: one where all deformation occurs throughout the sample homogeneously, and second where all straining is localized in 1% of sample volume. As shown in Figure 18, there is no significant increase in temperature (<10°C) due to shearing in either case (see the Appendix A for details of the simulation). It therefore appears that shear heating and associate viscosity decrease is of subordinate importance in PAM formation and the weakening of rocks at our experimental conditions.

5.9. Rheological Models of Parallel Semibrittle Flow

To summarize our observations so far, it appears that the mechanical and microstructural data are well explained with localization of strain into viscous slip zones. The viscous component stabilizes fault slip and is responsible for the “slow slip” like nature of weakening. Larger lenses delimited by slip zones have to slide past each other and likely control the stress, at least at low strains. Intense comminution leads to a microstructural transformation from a crystalline solid to a nanocrystalline to amorphous fluid-like material at stress concentrators. This PAM is significantly less viscous than its precursory microcrystalline material and has a different activation energy, $Q$, and stress dependence, $n$ (assuming a constitutive equation $\dot{\gamma} = \sigma^n e^{-Q/RT}$) and possibly different density, $\rho$.

Neglecting elastic contributions, two-mechanism rheological models that couple in parallel a frictional slider with a (nonlinear) dashpot element are most appropriate for describing our experimental observations. In other words, rocks in semibrittle flow regime can be approximated as Bingham solids (or more accurately Herschel–Bulkley fluids), that is, a yield strength has to be reached before the rocks flow viscously. Furthermore, strain is clearly an important variable that cannot be neglected: the rocks have to shear to a $\gamma_m \approx 1$ to produce PAM that introduces the viscous element.

There are models available considering such rheology from the grain scale to the outcrop scale. Bell et al. (2019) developed a rheological model motivated by geological observations of subduction zone mélanges (Fagereng & Sibson, 2010; Phillips et al., 2020; Rowe et al., 2013). The model consists of a linear-viscous matrix and brittle lenses of various size distributions up to tens of meters. The jamming of individual lenses leads to stress buildup followed by fast slip or creep periods once a jamming event is overcome. A conceptually similar micromechanical model on the grain scale was developed in the Utrecht laboratory.
(Bos & Spiers, 2002; Niemeijer & Spiers, 2007; Verbene et al., 2020) for frictional-viscous flow of rocks where the rate-limiting step is fluid mediated diffusion in a stress gradient. If the detailed rheology of PAM material would be known, these models could be adapted to the here described semibrittle flow of felsic rocks.

6. Conclusion

We performed general shear experiments using a Griggs-type apparatus over various quartz and K-feldspar mineral ratios. Based on the analyzed mechanical and microstructural data we conclude the followings:

- The main deformation mechanisms by volume are cataclasitic flow and Dauphiné twinning. Most strain, however, is accommodated in localized slip zones formed of PAM.
- The PAM forms due to comminution and grain size reduction down to the nanometer scale. Mechanical-wear-induced amorphization and/or pressure-induced amorphization are the likely physical process leading to the microstructural transformation from crystalline solid to a nanocrystalline to amorphous fluid-like material in experiments.
- Nanocrystalline to amorphous materials form in a number of lithologies and under a broad range of conditions in experiments. Their abundance is controlled to the first order by the input of mechanical work per volume and homologous temperature.
- The inferred deformation mechanism accommodating strain in the slip zones is a combination of diffusion creep and viscous flow. Nanocrystalline to amorphous materials introduce a viscous element into the behavior of fault rocks and stabilize fault slip under the studied conditions.

Figure 18. Heat flow simulation of experiment SN019. (a) A plot of stress, strain rate, and temperature versus time. Temperature is plotted for the center of the sample. Right figures display the end-time temperature distribution on cross sections of the cube. (b) Temperature versus time with a slip zone introduced at the end of the experiment. The slip zone is introduced as a horizontal layer. The cross sections show the relative increase of temperature at the slip zone.
Weakening occurs once the PAM percolates through the sample. The abundance and geometry of the nanocrystalline to amorphous material controls sample strength.

Both cataclastic faulting and viscous flow in slip zones have to operate in parallel to accommodate the imposed strain. This semibrittle flow of polymineratic rocks can be modeled by a frictional-viscous rheology where a frictional slider is coupled in parallel with a (possibly nonlinear) viscous element.

Appendix A: Strain Heating Simulation Results

As the samples deform, internal heat is generated as a result of mechanical work. Numerical simulation of the heat flow equation is solved to constrain the heat generation due to straining. This analysis will enable us to understand any rise in temperature or change in furnace power. The heat flow equation (Equation A1) is solved by implementing a finite volume method on a discretized grid accounting for thermal diffusivity, heat capacity, material density, and strain rate. The definition of symbols and used values are in Table A1.

\[ \rho C \frac{dT}{dt} = \nabla (\rho CDVT) + Q_{sh} \]  

(A1)

| Symbol | Definition | Qtz value | Kfs value |
|--------|------------|-----------|-----------|
| \(\rho\) | Density (kg/m\(^3\)) | 2,320 | 2,560 |
| \(C\) | Heat capacity (J/kg/°C) | 1,166 | 1,570 |
| \(D\) | Thermal diffusivity (m\(^2\)/s) | \(6.2 \times 10^{-7}\) | \(3.7 \times 10^{-7}\) |
| \(T\) | Temperature (°C) | | |
| \(Q_{sh}\) | Strain heating (W/m\(^3\)) | | |
| \(t\) | Time (s) | | |

Table A1

Typical Thermal Parameters for Qtz and Kfs at \(T = 750°C\) Used for the Heat Flow Simulation

Using the values in Table A1 on a discretized cubical grid of the same size as the original sample, we can predict how much temperature is increased as a result of straining the sample. We chose the Dirichlet boundary condition \(T = 750°C\) across all faces of the cube. The initial conditions are set \(T = 750°C\) also. At each time step of the simulation, the strain heating is completed based on Equation A2.

\[ Q_{sh} = \tau \gamma \]  

(A2)

We simulated the heat flow based on the constant load experiment SN019. Two different simulation results were examined. In Figure 18a, we demonstrate the temperature change as a result of the mechanical deformation. The sharp increase in temperature is correlated with the fast strain rate toward the end of the experiment. In Figure 18b, we have run the same simulation except that a slip zone, occupying \(\approx 4\%\) was introducing as a high strain rate zone. Here, the slip zone’s strain rate was chosen to be 3 orders of magnitude higher than the bulk strain. Both simulation results do not indicate a substantial increase in temperature. The simulation suggests that it would be difficult to measure such small \(T\) increases in experiments, as suggested by data in Figure 6. By extension, temperature-induced processes are of secondary importance in these experiments. The crystalline to amorphous transition in slip zone material introduces a new viscous element causing semibrittle behavior.
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The data that support the findings of this study are openly available in Zenodo (https://doi.org/10.5281/zenodo.4130851) and Pec and Al Nasser (2020).
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