Quantum Hall nano-interferometer in graphene
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Quantum Hall edge states offer avenues for quasiparticle interferometry, provided that the ratio between phase coherence length and quantum Hall interferometer (QHI) size is large enough. Maximizing this ratio by shrinking the QHI area favors Coulomb interactions, impairing clear interferences observation. Here, we use scanning gate spectroscopy to probe interference regime in antidots-based graphene nano-QHIs, free of localized states (LS). A simple Fabry-Perot model, without Coulomb interaction, reproduces the QHI phenomenology, even in the smallest QHI, highlighting the LS detrimental role.

In two-dimensional electronic systems (2DES), quantum Hall interferometers (QHIs) are the counterpart of optical interferometers, with coherent one-dimensional quantum Hall edge channels (QHECs) playing the role of monochromatic light beams. In QHIs, the beam-splitters are realized with quantum point contacts (QPCs) which bring the interfering QHECs in close proximity so as to modulate the reflection \( R \) and the transmission \( T = 1 - R \) of charge carriers in and out the interferometer [1]. In this framework, Fabry-Perot (FP) [2] and Mach-Zehnder [3] QHIs have been successfully implemented, leading to the observation of clear interferences due to Aharonov-Bohm (AB) effect. These breakthroughs have offered a promising path towards quantum computing based on anyonic braiding [4–6]. Nevertheless, achieving this goal requires to meet conflicting specifications: a large coherence length, best reached in small QHIs [7], and no Coulomb charging effect, favored in large QHIs [8].

Recently, strategies have been elaborated to circumvent this apparent antagonism, and limit the effect of Coulomb charging. Electrically conductive planes have been added close to the semiconductor-based 2DES to screen the Coulomb effect of localized states in the bulk and lower their coupling with QHECs. With such architecture, the QHI minimal size at which the Coulomb dominated (CD) regime supplants AB effect has been substantially decreased [9] (typically down to a \( \mu \)m lateral size). In the same vein, graphene devices using graphite back-gates provide similar advantages [10, 11]. Furthermore, the extra valley degeneracy and the possibility to mix electron and hole-filled QHECs with pn junction in this material let envision unprecedented realizations [12–18]. However, graphene edges turn out to be detrimental for robustness of topological protection of QHECs [19, 20] and can impair the visibility of AB interference [11]. To explain this adverse effect, local probe measurements pointed towards the presence of both up- and downstream QHECs along the same edge of graphene devices, which weakens the topological protection of the downstream QHECs [21, 22]. More precisely, we have demonstrated that antidots trigger the coupling of these counterflowing QHECs for holes [23, 24].

In this letter, we use scanning gate microscopy (SGM) to show that these antidots can also form the basis of nano-FP QHIs, with a radius \( r \sim 100 \) nm compatible with the spacing between up- and downstream QHECs and about one order of magnitude smaller in area than any QHI examined up to now. The extracted local source-drain transport spectroscopies indicate that such QHIs operate in the AB regime and their transport properties are ruled by the coupling intensity, i.e., the reflection \( R \), between the antidot and the QHECs. We accurately reproduce the experimental data with a simple FP model which yields the QHEC velocity, found similar to the outcome of other studies. Observing the AB regime in \( < 100 \) nm radius QHIs is surprising since CD regime should dominate in this case. We claim that the absence of localized state inside the antidot-based QHI drastically reduces the Coulomb interaction. These results let envision the design of nano-sized QHIs in which coherent oscillations exhibit high visibility without being impaired by Coulomb interactions.

The studied sample, depicted in Figs. 1a,b, consists of a monolayer of graphene encapsulated be-
between two hBN flakes [25]. A constriction geometry has been lithographically defined but has no influence for hole charge carriers [24]. The longitudinal resistance $R_{xx}$ is measured via line contacts [26]. Global charge carrier density is varied using a back gate voltage $V_{bg}$ and a sharp metallic SGM tip, biased at a voltage $V_{tip}$, is used to change the local charge carrier density in the vicinity of the tip (Fig. 1a). A magnetic field $B$ is applied perpendicularly to the graphene plane and leads to the fan diagram shown in Fig. 1b, discussed in details in ref. [24].

First, we use SGM to study hole transmission from down- to upstream QHECs at $B = 4$ T. Fig. 2a shows a $R_{xx}$ map obtained by scanning the tip above one of the device edges. The concentric circular fringes are the signatures of transport through an antidot coupling the up- and downstream QHECs, as depicted in Fig. 2b [23, 24, 27, 28]. In this configuration, we will now show that the antidot behaves as a FP QHI where the left and right tunneling paths (black dotted lines highlighted in yellow in Fig. 2b) act as beam splitters. An in-depth characterization of transport in this system is achieved via a local (tip-controlled) source-drain spectroscopy, shown in Fig. 2c. It has been obtained by varying the DC source-drain bias voltage $V_{sd}$ while moving the tip along the white dashed line in Figs. 2a, i.e., crossing the location of the antidot, at constant $V_{tip}$. The derivative of the map in Fig. 2c with respect to

FIG. 1. (a) Artist view of the experimental setup. (b) $R_{xx}$ map as a function of $V_{bg}$ and $B$. Blue lines indicate the filling factors $\nu = \pm (4n + 2)$ obtained by a fit of the $R_{xx} = 0$ regions.

FIG. 2. (a) SGM maps of $R_{xx}$ as a function of tip position, with $B = 4$ T, $V_{bg} = -3.6$ V (see Fig. 1b) and $V_{tip} = 0$ V. The scan area is sketched by a red rectangle (limited to the dashed line) in Fig. 1b. (b) Schematic of the antidot located between the upstream (blue) and downstream (red) QHECs. It forms a FP QHI strongly coupled to the QHECs, i.e., with low reflection coefficients at the two beam splitter depicted with black dotted lines highlighted in yellow. (c) $R_{xx}$ as a function of $V_{sd}$ and tip position $x_{tip}$ along the white dashed line in (a). (d) Derivative of $R_{xx}$ in (c) according to $x_{tip}$. (e) Theoretical map of $\partial G_A/\partial x_{tip}$ as a function of $V_{sd}$ and $x_{tip}$. (f) Tip potential ($U_{tip}$ as a function of $x_{tip}$) used in (e).
$x_{\text{tip}}$ (Fig. 2d) exhibits the typical checkerboard-like pattern observed in QHI in the AB regime [9–11, 17, 28–31]. Figure 2d features AB oscillations vs $x_{\text{tip}}$, caused by a variation of the magnetic flux $\Phi = BA$ enclosed in the antidot of area $A$, as well as oscillations vs $V_{sd}$, linked to a bias-driven phase shift of $\delta e/hv$ where $L$ is the length of one of the QHI path, $\epsilon$ is the energy and $v$ the QHEC velocity [32].

Now, we demonstrate that numerical simulations of the conductance $G_A$ through the antidot, based on a simple FP model further detailed in ref. [32], accurately reproduce the experimental data, as shown in Fig. 2e. This map is obtained with small reflection coefficients at the left and right beam splitters ($R_L = R_R = 0.01$ - see Fig. 2b) and with an antidot radius $r = 100$ nm, in full accordance with the expected distance between up- and downstream QHECs estimated between 200 and 300 nm [21–23, 33]. The oscillation period vs $x_{\text{tip}}$ have been fitted by taking into account a change of the antidot radius (and hence its area $A$) caused by the tip-induced electrostatic potential $U_{\text{tip}}$ ($r$ changes from 100 nm to 108 nm at the maximum value of $U_{\text{tip}}$). The conversion from $x_{\text{tip}}$ to $U_{\text{tip}}$ axis has been performed using the tip potential profile shown in Fig. 2f (see supplemental materials). Finally, the oscillations vs $V_{sd}$ have been fitted with a QHEC velocity $v = 1.5 \times 10^5$ m/s, in good agreement with former experimental results in semiconductor-based heterostructures [9, 28, 31, 34] and in graphene [10, 11]. Note that there is a direct correspondence between $R_{xx}$ and $G_A$ since a large conductance through the antidot yields backscattering from the down- to the upstream QHEC and, hence, a large $R_{xx}$.

Another interesting feature of Fig. 2d is the decrease of the oscillations visibility when $|V_{sd}|$ is raised. The precise decoherence mechanism leading to this behavior is debated in the literature [35–38] and is usually captured in numerical calculations by multiplying the pattern obtained with the FP model by $\exp(-\gamma |V_{sd}|^n)$, with $n = 1$ or 2 [28, 31, 39]. Here, we have chosen another approach, inspired by ref. [30], consisting in introducing a gaussian dephasing whose variance is proportional to $V_{sd}$ (see supplemental materials). This approach has provided better results with the simulations presented below.

In the following, we discuss the influence of the reflection coefficients $R_L$ and $R_R$ of the beam splitters, considering the experimental data obtained at different values of $B$ and $V_{bg}$. First, Fig. 3 is obtained in similar conditions as Fig. 2 but at larger magnetic field ($B = 12$ T). The SGM maps in Figs. 3a,b feature a $R_{xx} = 0$ background with sharp concentric non-zero $R_{xx}$ fringes centered on the antidot position. The local spectroscopy map shown in Fig. 3c exhibits a clear diamonds pattern, in sharp contrast with the checkerboard pattern of Fig. 2. This kind of pattern is usually associated to Coulomb charging effects [31, 40, 41]. However, we show in ref. [32] that the numerical model mentioned above, considering a pure AB regime, also reveal diamonds features for large reflection coefficients at the beam splitters of the QHI. It is confirmed by the map shown in Fig. 3e calculated with the same equation as the one used to generate Fig. 2e, but with $R_L = R_R = 0.7$. Here, the antidot radius increases from $r = 57.7$ nm to 59.5 nm with the change of tip-induced potential following the same evolution in $x_{\text{tip}}$ as depicted in Fig. 2f. Note that for the
purpose of the simulation, the vertical scale of Fig. 3e should be expressed in $V_{sd}$ whereas the map in Fig. 3c has been obtained by varying $I_{sd}$ due to the presence of $R_{xx} = 0$ regions. Therefore, the QHECs velocity found in this case ($v = 1.4 \cdot 10^6$ m/s) suffers from a large uncertainty.

At this stage, it remains to explain what is the rationale behind the change of reflection coefficients $R_L$ and $R_R$ between Fig. 2 and 3. It can originate from two factors at least. First, the size of the antidot and the distance between the up- and downstream QHECs depend on the position of the Landau levels compared to the Fermi energy [32]. The proximity between the antidot and the QHECs, and hence the value of $R_L$ and $R_R$, is consequently different for each couple of $B$ and $V_{bg}$. Second, the width of the QHECs wavefunction decreases at larger magnetic field, since it depends on the magnetic length $l_B \propto B^{-1/2}$. Therefore, the overlap between the antidot and the QHECs wavefunctions also decreases with $B$ (by a factor $\sqrt{3}$ between $B = 4$ and 12 T), leading to an increase of the coefficients $R_L$ and $R_R$ (the transmission from the QHEC to the antidot drops), in agreement with the strong versus low coupling regimes observed between Fig. 2 and 3 respectively.

Next, we examine the electron side in Fig. 4 at $B = 4$ T. The SGM map in Fig. 4a, obtained at positive $V_{bg}$, shows fringes centered in the vicinity of the constriction, in opposition to the contrast located along the edges in the hole side (Figs. 2a and 3a,b). In ref. [24], we ascribe this difference to an asymmetry in the QHEC structure between the electron and hole sides caused by the electrical contact. In that framework, the electron backscattering is mediated by an antidot located in the vicinity of the constriction (Fig. 4b) that couples the upstream QHECs transmitted along the etched opposite edges of the QPCs. The spectroscopy map measured on this antidot is shown in Fig. 4c and its derivative vs $x_{tip}$ in Fig. 4d. The latter map features a strained checkerboard pattern well captured by the numerical simulation of Fig. 4e. It has been obtained with the intermediate reflection coefficients $R_L = R_R = 0.15$ and with an antidot radius going from $r = 70$ nm to 80.45 nm under the action of the tip-induced potential depicted in Fig. 4g. The QHECs velocity, extracted from a fit to the experimental oscillations vs $V_{sd}$, is $v = 2 \cdot 10^6$ m/s, i.e., similar to values found on the hole side.

Nevertheless, finding the studied antidots in the AB regime in the different configurations discussed in Figs. 2, 3 and 4 is unexpected in regards to their small sizes ($A < 0.05 \mu m^2$). Indeed, up to our knowledge, no QHI operating in this regime has ever been reported with a size under $1 \mu m^2$, even with architectures optimized to reduce Coulomb interactions [9–11]. To better understand the transition between

![FIG. 4. (a) SGM maps of $R_{xx}$ as a function of tip position, with $B = 4$ T, $V_{bg} = 4.5$V (see Fig. 1b) and $V_{tip} = 0$ V. The scan area is sketched by a blue rectangle in Fig. 1b. (b) Schematic of the antidot located in the center of the constriction, between the upstream QHECs of both edges. It forms a FP QHI with intermediate reflection coefficients at the two beam splitters. (c) $R_{xx}$ as a function of $V_{sd}$ and tip position $x_{tip}$ along the white dashed line in (a). (d) Derivative of $R_{xx}$ in (c) with respect to $x_{tip}$. (e) Theoretical map of $\partial G_A/\partial x_{tip}$ as a function of $V_{sd}$ and $x_{tip}$. (f) Tip potential ($U_{tip}$ as a function of $x_{tip}$) used in (e).]
both regimes, one can consider the relationship \( \xi = \frac{C_{eb}}{C_{eb} + C_b}, \) (1)

where \( C_{eb} \) is the capacitive coupling between the QHECs and the localized bulk states, which is proportional to the QHI perimeter (here, \( C_{eb} \propto r \)), and \( C_b \) is the bulk capacitance, proportional to the QHI area (here, \( C_b \propto r^2 \)). The QHI operates in the AB (CD) regime when \( \xi \to 0 \) (\( \xi \to 1 \)). By decreasing the QHI size, the coefficient \( C_b \) becomes negligible compared to \( C_{eb} \) in Eq. 1 and the CD regime dominates. However, Eq. 1 is only valid provided that localized states are present inside the QHI. In the case of an antidot, this is mostly unlikely since its size is similar with the disorder potential fluctuations observed in graphene on hBN [23, 42]. In other words, the QHI is actually made of a localized state. Hence, \( C_{eb} = \xi = 0 \) in Eq. 1, which supports the observation of the AB regime in our nano-size QHI.

In summary, we have used SGM to reveal the presence of preexisting nano-QHI, associated with antidots, causing the coupling between up- and downstream QHECs in graphene. From the local spectroscopies performed on these QHI, accurately reproduced with a simple FP numerical model, we find that even the smallest-radius (sub-100 nm) QHI operates in the AB regime. From the fit to experimental data, we have extracted both a value for the QHEC velocity, similar to previously extracted values (in the case of graphene QHI), and for the antidot size, coherent with the expected distance between up- and downstream QHECs but much smaller than previously investigated QHI in the AB regime. According to leading theories in the field, QHI of such small size should lead to a CD regime. We explain this apparent contradiction by the absence of localized state inside the antidot, whose length scale is on the order of the disorder potential fluctuations.

Based on these results, new designs of QHIs operating in the AB regime can be envisioned in graphene, with unprecedented small sizes offering no compromise between high visibility and the absence of Coulomb effect. The up- and downstream modes appearing spontaneously at graphene edges can be replaced by counterpropagating QHECs controlled by top gates [43] and the antidot-based nano-QHI can be easily introduced by injecting charges into the hBN layer, as recently demonstrated in refs. [44, 45]. It opens the way to the realization of complex systems where several QHIs can interact with each other while conserving the phase coherence thanks to the small size of such architecture.
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