We analyze state-level matching efficiencies in the Indian labor market using stochastic frontier analysis. The key contribution of this research is the estimation of matching efficiencies at the state level because these can be used for a state-level measure of labor market conditions. Next, we explore the relationship between the estimated matching efficiencies and population density, labor market flexibility, and the Ease of Doing Business index, respectively. The results show that matching efficiency is heterogeneous across states with considerable variation in accordance with the regional diversity in India. However, we find that there is little relationship between the estimated matching efficiencies and the labor market conditions of interest, suggesting that other regional diversity affects matching efficiencies across states in India.
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I. INTRODUCTION

India occupies 2.4 percent of the world’s surface area and represents 17.7 percent of the world’s population with more than 1.3 billion people, whose residence is dispersed across 29 states and 7 union territories as of 2019.\(^1\) India has huge regional diversity

\(^1\) <https://data.worldbank.org/> (accessed May 21, 2020)
in terms of culture, geography, population density, and so on. There is also considerable variation in economic growth across regions (see, for example, Sachs, Bajpai, and Ramiah, 2002).

Focusing on the labor market, conditions, such as institutions, vary across regions in India. In addition to its regional diversity, there is an outstanding feature that differentiates regional achievements. In terms of labor laws, both the central and state governments have legislative power. The passage of labor legislation by the central government does not guarantee its implementation in a state. A state government can either amend or abandon the labor laws passed by the central government. Furthermore, a state government can enact its own implementation rules for laws (Gupta et al., 2009). This institutional feature makes the relative power of regional governments to the central government be distinct across regions. Therefore, these institutional forces are additional sources of substantial variation of economic outcomes across regions.

This paper estimates matching efficiencies in the job matching process in India, using state-level panel data. The use of the panel data is most appropriate in analyzing the Indian labor market because low labor market mobility and high variation in labor laws across states make it desirable to treat each state as an independent market (Topalova, 2007; Besley and Burgess, 2004). This paper has two main objectives. One is to estimate state-level matching efficiencies. The other is to analyze the correlations between the estimated matching efficiencies and some important attributes which could affect matching efficiency, such as population density, an index of labor market flexibility, and the Ease of Doing Business index. The estimates of matching efficiencies at the state level will provide valuable information for labor market conditions with both policy makers and businessmen to design plans to accomplish their own objectives. The estimated matching efficiencies can also complement other measures of labor market environments, such as the Ease of Doing Business ranks and an index of labor market flexibility. The correlation between matching efficiency and population density, labor market flexibility, or Ease of Doing Business warrants an interest in that this it can be compared with other countries. For example, Coles and Smith (1996) showed a positive relationship between matching efficiency and population density in Britain, suggesting that the job matching process in denser labor markets is more successful. This implies that in denser labor markets, job-seekers and

Matching efficiency indicates the ability to yield maximum matches from a given set of job-seekers and vacancies in the job matching process.
employers would be closer so that they could communicate with lower search efforts. In contrast, Kano and Ohta (2005) found that there was a negative correlation between population density and matching efficiency. This could occur if firms are distributed over a wide range of standards, and job-seekers are also distributed over wide range of skill levels. In this case, matching is more difficult because a firm with high standard could possibly draw a low skilled worker.

This paper utilizes stochastic frontier models, rather than conventional estimation methods in that estimating matching efficiency is a key objective and stochastic frontier analysis is a widely used method for this purpose. Matching Efficiency is estimated by various specifications in stochastic frontier functions. The results show that matching efficiency is heterogeneous across states with considerable variation. It is also shown that the results are robust to different methods of estimating matching efficiency. It is found that the relationship between the estimated matching efficiency and other measures of labor market environment is weak. Their correlations are close to zero and not statistically significant, and thus it is suggested that a region with flexible labor market or better business conditions is not necessarily efficient in the job matching process.

This paper is organized as follows. Section 2 reviews previous studies that are relevant to this paper. Section 3 describes the data. Section 4 depicts the matching function in the framework of stochastic frontier analysis. Section 5 presents empirical results and Section 6 concludes this paper.

II. LITERATURE REVIEW

This section reviews three branches of literature which are related to this paper. First, since stochastic frontier model (SFM hereafter) is the main tool of our estimation, studies on SFM are briefly reviewed. Next, previous studies which analyze matching functions by SFM are introduced due to the fact that one of the main objectives is to estimate matching efficiency (ME hereafter) across regions using SFM. Lastly, since this paper estimates matching functions for India, previous studies which estimated matching functions for the Indian labor market are reviewed.

Research on SFM began in the 1970s. Starting from the seminal works by Aigner, Lovell, and Schmidt (1977) and Meeusen and van Den Broeck (1977), SFM has been popular as a subfield in econometrics as well as a standard econometric platform to estimate technical efficiency (Greene, 2008). Since these pioneering papers, a number
of studies have produced many reformulations and extensions of the original SFM. A wide range of SFM can be found in Greene (2008). In addition, in-depth reviews and practical applications of SFM can also be found in Kumbhakar and Lovell (2003), Coelli et al. (2005), and Belotti et al. (2013).

The matching function is a popular tool in macro and labor economics due to its incorporation of frictions in the labor market. Pissarides (2000) supports the usefulness of the matching function in that it is not only valid in theoretical frameworks but also relevant in empirical analysis. Overall, estimation of the matching function is divided into the two approaches. The first one assumes a single labor market for a country and thus matching functions are estimated using aggregate time-series data. This approach assumes a single labor market for a country. The other is that matching functions are analyzed using disaggregated data across various dimensions (e.g., regions or industries) over time (month or year), which uses panel data. The use of panel data assumes that a national labor market is a collection of panel units such as states or industries. Early works focused on estimating the matching function itself, specifying functional forms, and testing the degree of returns to scale. Recently, scholars have gone into greater details, such as data issues and ME overtime or across regions. Petrongolo and Pissarides (2001) provide an extensive survey of empirical matching functions.

Using SFM, this paper estimates state-level ME and the relationship between ME and some labor market factors. Several studies utilize SFM in order to estimate matching functions in assessing ME, such as Ibourk et al. (2004), Kano and Ohta (2005), Fahr and Sunde (2006), Destefanis and Fonseca (2007), and Hynninen and Lahtonen (2007).

Ibourk et al. (2004) estimates matching functions for France with a panel data using SFM to identify differences in regional MEs. They found wide cross-regional differences in ME. Kano and Ohta (2005) obtain regional ME for 47 Japanese prefectures. The estimates for ME revealed substantial variations over regions. Fahr and Sunde (2006) examine ME, using panel data covering 117 regions in Western Germany. They performed SFM and found substantial variations in ME across regions. Destefanis and Fonseca (2007) use SFM to estimate the matching function and its regional efficiencies. They showed that there were huge differences in ME between the Southern and the rest of Italy.

Our paper shares some similarities to the previous studies in that it utilizes not only SFM but also panel data to estimate the matching function and its efficiency, and
shows regional heterogeneities of ME across states in India. In line with Coles and Smith (1996), Ibourk et al. (2004), Kano and Ohta (2005) and Hynninen and Lahtonen (2007), our paper examines the link between population density and ME with longitudinal data.

However, in analyzing the effect of population density on matching function, most papers controlled for a proxy of population density in the matching function, which means that they added a variable for population density to a conventional specification of the matching function. Our paper differs from these papers in that state-wide regional MEs are predicted after estimation of the matching function using SFM and then the predicted values of regional ME are evaluated, by regressing ME and population density. Kano and Ohta (2005) used the same method as ours in their analysis. Our paper also investigates the link between the estimates of ME and labor market flexibility (or Ease of Doing Business index), which represents another difference from the previous studies.

Lee (2017, 2019) examines the matching function for the Indian labor market. Lee (2017) estimates the nation-wide aggregate matching function using time-series data and assessed the link between openness, as a proxy for trade liberalization, and the job matching process in this country. Lee raised a possibility that trade liberalization led to a decrease in new hires. Lee (2019) examines the role of the labor market flexibility in the job matching process in India using state-level panel data. Lee showed that there is no effect of labor market flexibility on new hires in India. However, Lee found that there are differences in the parameters of the matching functions across regions categorized by labor market flexibility.

III. DATA

1. Employment Exchange in India

Employment Exchanges in India (EEI, hereafter) are the only public employment service in India. EEI has a nation-wide network covering all States and Union Territories. As a public employment service in other countries, the EEI’s main role is to provide employment exchange services for job-seekers and employers as well as

---

3 Public employment service is a governmental organization and its main objective is to link job-seekers and businesses.
other services such as vocational guidance, career counseling, and special services for the handicapped (DGE&T, 2018).

As of December 31, 2017, EEI had 997 offices, covering 28 states and 7 union territories. Among the 997 offices, 80 offices specialized in employment for physically handicapped, 76 offices were bureaus for university students seeking employment, 14 offices served executives and other professionals, and 5 offices were exclusively for women (DGE&T, 2018).

In addition to its job matching and other services, the EEI collects raw data on employment, unemployment and other information that are relevant to policy planning and research (DGE&T 2018, p. 1). Labor market information in India collected by the EEI includes details on gender, minorities, handicapped, age, education level, immigrants, and regions (DGE&T, 2018). Each state’s EEI offices collect a variety of data at the district or state level and the Directorate General of Employment and Training (hereafter DGE&T) at the Ministry of Labour and Employment puts together and publishes the data at the national level (DGE&T 2018, p. 1). Employment Directorate in the DGE&T assesses and observes employment and unemployment situation over all levels in India using various sources such as Census, Labour Force Surveys conducted by National Sample Survey Organisation and Employment Market Information Programme and so forth.

The data used in this paper is drawn from various Employment Exchange Statistics, an annual publication issued by the DGE&T, which includes entire regions, occupations, and industries in India. Its usability is supported by the fact that the data on job-seekers registered in EEI, in Employment Exchange Statistics published by each year, “has been analyzed to evaluate incidence of unemployment in the country” (DGE&T 2018, p. 1).

2. Data Description

The variables in the matching function correspond to the measures in Employment Exchange Statistics in the following way: \( S_a \) (the number of job-seekers) to Registration, \( V_a \) (the number of job vacancies) to Vacancy Notified and \( M_a \) (the number
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4 As of 2017, there is no EEI office in Sikkim, a state in India.
5 The State and Union territorial governments exercise administrative and financial authority over the respective EEI offices (DGE&T 2018, p. 1).
of matches) to Placement. Registration is the number of applicants who voluntarily registered at the EEI offices, and hence, they are eligible for the matching as well as other services. Vacancy Notified is the number of job vacancies notified to the EEI offices by employers. Placement is the number of persons accepted for a job placement by employers who go through EEI offices at their searches.

The cross-section unit is a State or a Union Territory and total number of panel units is 34. Two panel units are omitted in this study. One is Telangana, previously belonging to Andhra Pradesh, as it became the 29th state of India in June 2014. The other region is Sikkim, where there is no EEI office. In the original dataset, the data are available from 1999 to 2017 but not stable from 2014 to 2017. There are missing values for the main variables in 9 states. For example, Delhi’s data for $S_t$, $V_t$, and $M_t$ are not available for 2016 and 2017. Therefore, the sample period is taken from 1999 to 2013, which is a 15-year period. The panel data in this paper is unbalanced due to the fact that there were 6 states with no data available for the entire sample period. Unlike other statistics revealed by the Indian government, the data from Employment Exchange Statistics refers to the period of calendar year, January 1 to December 31.\(^6\)

This paper incorporates three more variables, population density (PD hereafter), labor market flexibility (LMF hereafter), and the Ease of Doing Business index (EDB hereafter) in its analysis. PD is a measure of population per unit area. The latest data of PD over states in India is available from the Population Census 2011.\(^7\) The Census of India provides population per square kilometer in each state in 2011. There are several measures of LMF in India. The OECD’s index for employment protection legislation is utilized as an indicator of LMF (OECD, 2007). The LMF indicates the degree of LMF for the 21 states in terms of variations in implementing and administrating labor laws across states (Dougherty et al., 2011). Although only LMFs of 21 states are available, the information from these states is meaningful because these 21 states account for 98 percent of both the GDP and the population in India (OECD 2007, p. 139). To measure overall labor market rigidity, the OECD survey covers not only the Industrial Dispute Act, but also other major labor laws including the Factories Act, the State Shops and Commercial Establishment Acts, the Contract Labor Act, the role of inspectors, the maintenance of registers, the filing of returns and union representation (Dougherty et al. 2011, p. 13). In fact, OECD’s LMF is a modified

\(^6\) India’s fiscal year is from April 1 to March 31.

\(^7\) <http://www.census2011.co.in/density.php> (accessed May 21, 2020)
version of Besley and Burgess (2004). However, the reason to use the OECD’s data is that Besley and Burgess covers less number of states than the OECD’s index (21 states by OECD and 15 states by Besley and Burgess) and their index is constructed by using the Industrial Dispute Act only.

The EDB is measured by the World Bank. Its annual publication, *Doing Business*, measures regulations that enhance business activity and those that constrain it. *Doing Business* presents quantitative indicators on business regulations and the protection of property rights that can be compared across 190 economies and over time (World Bank, 2020). In 2015, the Indian government along with the World Bank released EDB at state level (Bhattacharya et al., 2015). *Doing Business* provides the 12 items of business regulation. Ten of them included to measure EDB are “starting a business, dealing with construction permits, getting electricity, registering property, getting credit, protecting minority investors, paying taxes, trading across borders, enforcing contracts, and resolving insolvency.”

*Doing Business* also measures “regulation on employing workers and contracting with the government” but these two items are not included in EDB. In short, high EDB indicates that the regulatory environment is more in favor of a firm’s starting business and operation.

Table 1 provides the descriptive statistics for the variables used in this paper. The average of the number of job-seekers across 34 states and over 15 years was 181,961, whereas the averages for job vacancies and job placements were 13,276 and 7,923, respectively. These numbers indicate a lack of job vacancies, which implies a dependence on labor demand in the job matching process, before incorporating heterogeneities across states. Higher standard deviations of vacancies and placements also show larger variations in these variables. Especially, a high variation in placements displays different level of matching frictions across states. PD also shows substantial variation across states, which is confirmed by much larger value of standard deviation than average.
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8 World Bank (2020, p. 18)
9 World Bank (2020, p. 18)
Table 1. Descriptive Statistics of the Variables

| Variable | Obs | Mean   | Std. Dev. | Min  | Max   |
|----------|-----|--------|-----------|------|-------|
| S        | 498 | 181961.0 | 291857.8 | 0.0  | 4409800.0 |
| V        | 498 | 13276.8  | 40992.2  | 0.0  | 344400.0  |
| M        | 498 | 7923.4   | 29694.6  | 0.0  | 271600.0  |
| PD       | 34  | 1125.9   | 2419.2   | 17.0 | 11320.0   |
| LMF      | 21  | 40.5     | 9.9      | 24.0 | 57.8     |
| EDB      | 30  | 32.8     | 22.4     | 3    | 71       |

Notes: $S$ is the number of job-seekers; $V$ is the number of job vacancies; $M$ is the number of new hires; $PD$ is the population density in 2011; $LMF$ is a measure of labor market flexibility; and $EDB$ is the Ease of Doing Business Index.

Source: $S$, $V$, and $M$ (DGE&T, 2000 - 2014); Population Density (India’s Population Census 2011); $LMF$ (OECD, 2007), $EDB$ (Bhattacharya et al., 2015).

Figure 1 shows the annual trends of job-seekers, vacancies, and placements. The trends of vacancies and placements look similar over time. These two trends declined until 2002, but recovered from 2003. The increase in 2003 is consistent with India’s spur in its growth, starting from 2003. The downturn in 2009 and declines in 2012 and 2013 were due to world-wide economic crisis and recessions. With the exception of 2006 and 2012, the number of job-seekers did not show significant fluctuation.

Figure 1. Annual Trends of Job-Seekers, Job Vacancies, and Job Placements

Note: The unit is thousand. The left axis is for $V$ and $M$ and the right axis is for $S$.
Source: DGE&T (2000 - 2014)
IV. SPECIFICATION OF A MATCHING FUNCTION IN THE STOCHASTIC FRONTIER FRAMEWORK

The job matching process between job-seekers and employers is costly in terms of time and effort, due to search frictions including exchange friction, imperfect information, and individual heterogeneity. Matching function summarizes these underlying search frictions and matching process in the labor market. It is simply depicted by the joint movement of job-seekers and vacancies to create job placements. Its general form is given as $M = f(S, V)$, where $M$ is the number of matches in a given period of time, $S$ is the number of job-seekers and $V$ is the number of vacant jobs. It is assumed that matching function is increasing in both arguments and concave. It is also assumed that at least one job-seeker and one vacant job are required to generate one job placement. In theory, constant returns to scale (CRS) are usually assumed to generate a stable and unique equilibrium of unemployment (Pissarides 2000, p. 6). In this paper, since our key interest is to estimate regional differences in the ME, SFM is employed, rather than conventional estimation methods. SFM is widely accepted when the disturbance is the key focus and the parameters of the function are usually of secondary interest (Greene 2003, p. 504).

In estimating efficiency of the matching function, like that of the production function, it is assumed that the matching process yields maximum feasible matches for a given level of job-seekers and vacancies but potentially can produce less than it might be due to a certain degree of inefficiency. SFM formulates that observed deviations from the matching function are caused by two factors: matching inefficiency and idiosyncratic random effects. Thus, the matching function with idiosyncratic error and a degree of inefficiency is defined as Equation (1):

$$M_{it} = f(S_{it}, V_{it}, B)\psi_{it} \exp (\nu_{it}) \cdots \cdots \cdots \cdots (1)$$

$i$ and $t$ represent a region and a year, respectively. $B$ is a vector of parameters including a constant term $c$ and the coefficients for $S_{it}$ and $V_{it}$. $\psi_{it}$ is the level of efficiency for region $i$ and in year $t$. $\nu_{it}$ is assumed to be in the interval $[0, 1]$. A state achieves its ME is achieved when the maximum new hires ($M$) are generated. Thus, it is said that ME is higher if higher matches are generated, given $S$ and $V$. ME is important measure due to the fact that it shows a performance of the job matching process.
optimal job placements in the matching technology if $\psi_{it} = 1$. A region is not using the most of its inputs, $S_{it}$ and $V_{it}$, given the matching technology if $\psi_{it} < 1$. Since $\nu_{it}$ is idiosyncratic random shocks, the stochastic frontier, the maximum level of the matching function, for any particular region is $f(S_{it}, V_{it}, B)\exp(\nu_{it})$.

Since Cobb-Douglas specification is a widely used functional form of the matching function (Petrongolo and Pissarides, 2001), assuming Cobb-Douglas functional form and taking the natural logarithm of the both sides of Equation (1) yield:

$$\ln(M_{it}) = c + \alpha \cdot \ln(S_{it}) + \beta \cdot \ln(V_{it}) + \ln(\psi_{it}) + u_{it} \ldots \ldots (2)$$

Defining that $u_{it} = -\ln(\psi_{it})$ generates

$$\ln(M_{it}) = c + \alpha \cdot \ln(S_{it}) + \beta \cdot \ln(V_{it}) - u_{it} + v_{it} \ldots \ldots (3)$$

The $\alpha$ represents the elasticity of the matching function with respect to job-seekers and $\beta$ stands for the elasticity with respect to vacant jobs. These coefficients also imply a relative contribution of job-seekers and vacancies in creating new matches, respectively. Since $\psi_{it} \in [0, 1]$, $u_{it} \geq 0$ is implied. When $u_{it} = 0$, the maximum feasible technology of matching is achieved, which corresponds to $\psi_{it} = 1$. In contrast, as $u_{it} \to \infty$, $\psi_{it} \to 1 \left(\ln(0) = -\infty \text{ and } \ln(1) = 0\right)$.

It is assumed that $\nu_{it}$ is symmetrically distributed, that $u_{it}$ follows strictly nonnegative distribution, and that $u_{it}$ and $\nu_{it}$ are independently distributed. Of course, it is necessary that $E(u_{it} | X_{it}) = E(\nu_{it} | X_{it}) = 0$ where $X_{it}$ is a collection of the covariates. It is generally accepted that $\nu_{it} \sim \text{iid } N(0, \sigma_{\nu}^2)$. The most commonly assumed distributions of $u_{it}$ are a Half-Normal distribution, Exponential distribution, and Gamma distribution (Belotti et al., 2013).

ME can be defined as the ratio of observed matches to stochastic frontier matches in Equation (4):

$$ME_{it} = \frac{M_{it}}{e^{c + \alpha \cdot \ln(S_{it}) + \beta \cdot \ln(V_{it}) + u_{it}}} = \frac{e^{c + \alpha \cdot \ln(S_{it}) + \beta \cdot \ln(V_{it}) - u_{it} + v_{it}}}{e^{c + \alpha \cdot \ln(S_{it}) + \beta \cdot \ln(V_{it}) + v_{it}}} = \exp(-u_{it}) \quad (4)$$

It is the most desirable to estimate $u_{it}$ but the data does not allow a direct estimate $u_{it}$ due to the fact that only $B = [c, \alpha, \beta]'$ with the combined disturbances $e_{it}(= -u_{it} + \nu_{it})$ are directly estimable. However, a useful approximation derived by Jondrow et al.
Woong Lee and Soon-Cheul Lee

(1982) provides a standard measure in estimating $u_{it}$ (Greene 2003, pp. 504-505): For $u_{it} \sim iid \mathcal{N}^c(\mu, \sigma^2_u)$, $v_{it} \sim iid \mathcal{N}(0, \sigma^2_v)$, $E[u|\epsilon] = \frac{\sigma \lambda}{1+\lambda^2} \left[ \phi(z) - z \right]$, where $z = \frac{\epsilon \lambda}{\sigma}$, $\sigma = \sqrt{\sigma^2_u + \sigma^2_v}$, $\lambda = \frac{\sigma_u}{\sigma_v}$, $\phi(z)$ is pdf of the normal distribution, and $\Phi(z)$ is cdf of the normal distribution. The parameters to be estimated are $B = [c, \alpha, \beta]'$, $\mu$, $\sigma^2_u$, and $\sigma^2_v$.

Maximum likelihood estimation (MLE) based on Equation (3) is used to estimate these parameters. A time-invariant ME’s case, $u_{it}$ is just assumed to be $u_t$ and MLE or OLS is applied to estimate the parameters and ME. Since no distributional assumption is required, the assumption that $u_{it} = u_t$ is called distribution-free approach (Kumbhakar et al., 2015). OLS estimators generate consistent estimates of the SFM but OLS do not deal with asymmetry of the composed error term, i.e. $u + v$, caused by asymmetry of $u$. Since MLE takes this asymmetry into account in estimating parameters of SFMs, it generates more efficient estimates, at least for a large sample (e.g., Mastromarco, 2008). In time-variant model’s case, further assumption is imposed on $u_{it}$ such that $u_{it} = g(t) \cdot u_t$ and MLE is applied.

The common feature of the above specifications, either time-invariant or time-varying, is that SFMs’ intercept, $c$, is the same across regions, which could generate a misspecification bias in the presence of time-invariant but region-variant unobservable factors (Belotti et al., 2013). As a result, estimates of regional ME may include effects of these unobservable factors, and thus, estimates of ME could be biased (Greene, 2005). Greene tackled this issue with time-varying ME across panel units and unit-specific intercepts. Following the Greene’s specification, Equation (3) is rewritten as
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V. ESTIMATION RESULTS

One of the problems in EEI data is that the data is unrepresentative of the Indian labor market. Figure 2 presents marked differences in the distributions of job-seekers and the population across States and Union Territories. For instance, the population share in Uttar Pradesh is the largest, while the job-seekers’ proportion of Tamil Nadu is the highest in terms of the number of job-seekers through EEI. This disproportionality may influence the representativeness of the sample. To deal with this issue, regression analysis of all specifications in this paper is performed using the population distribution in Figure 2 as a sampling weight.

Figure 2. Comparison between Job-seekers’ share and Population Share by State

Note: Job-seekers’ share is the number of job-seekers in a state divided by total number of job-seekers in India through EEI in 2011. Population share is the population share by state in 2011. Source: Lee (2019, p. 24)

The other issue is endogeneity. In estimation of the matching function, an endogeneity problem arises when the flow variables are estimated as a function of the stock variables (Petrongolo and Pissarides, 2001). Data for the number of job placements, $M$, are collected in a given period (flow value), but the numbers of job-seekers and vacancies, $S$ and $V$, are given at the end of each period. This situation may cause $M$ to deplete $S$ and $V$, which results in a downward bias due to reversal causality. It is usually dealt with the use of the first lag of $S$ and $V$ when annual data are given. In practice, it is of importance how much variations in $S$ and $V$ explain the movement in $M$. Since variations in the stock

Electronic copy available at: https://ssrn.com/abstract=3725962
values of $S$ or $V$ are mainly determined by the flow values of $S$ and $V$. Above all, the data for the job vacancy stock values are not available. Therefore, in this paper, flow values of $S$ and $V$ are used to estimate the matching functions.

One noticeable advantage of using the data in this paper is that its panel unit is a state. Hasan et al. (2012, p. 270) argue that each state in India has its own authority over economic issues, especially in labor legislation, and thus, state-level analysis is suitable for analyzing the Indian labor market. Hasan et al. also suggest that it is reasonable to count each state as an independent labor market on the basis of low labor mobility and variations in labor institutions across states (Topalova, 2007; Besley and Burgess, 2004).11

1. Estimation of Matching Functions

Before estimating ME of individual state, matching functions are estimated using OLS (Ordinary Least Squares), LSDV (Least Squares Dummy Variable) and panel regression methods, as shown in Table 2. Column [1] provides the results obtained by controlling for job-seekers and vacant jobs only. Column [2] gives the estimates by adding year-fixed effects to [1]. Column [3] shows the estimates by adding state-fixed effects but dropping year-fixed effects. Column [5] presents the results from performing fixed-effects panel regression with year-fixed effects. Random-effects panel regression was also performed but the result from the Hausman test is in favor of fixed-effects against random-effects. Thus, only the results from fixed-effects model are reported. The findings of [1] to [4] demonstrate the importance of heterogeneities across states. There are significant changes in the coefficients for job-seekers and job vacancies after controlling for state-fixed effects. Although addition of year-fixed effects affects the estimates for job-seekers and vacant jobs, it is not substantial. The coefficients for job-seekers and vacancies after controlling for state-wide heterogeneities and time effects show that the elasticities of job placements with respect to job-seekers

---

11 Low labor mobility across regions is a desirable condition in analyzing labor market outcomes with the use of state-level data. If labor mobility across states is free, then labor supply increases in states with lower labor market flexibility (for example due to higher minimum wage) due to the fact that workers in other states tend to move to regions with lower level of labor market flexibility. This can result in more labor supply than labor demand, which represents a relative shortage of labor demand.
and job vacancies are approximately 0.30 and 0.70, respectively. These estimates imply that the contribution of vacancies is higher than that of job-seekers. This can also be interpreted as a relative shortage of labor demand. When state-fixed effects are controlled, the constant returns to scale of the matching function is not rejected, as shown in Columns [3], [4], and [5]. This result is in accordance with a number of previous studies (e.g., Petrongolo and Pissarides, 2001).\textsuperscript{12}

Table 2. OLS and Panel Regression (Dependent variable = ln \( M_i \))

| Covariates        | [1]    | [2]    | [3]    | [4]    | [5]    |
|-------------------|--------|--------|--------|--------|--------|
| \( \ln S_i \)    | 0.283***| 0.272***| 0.337***| 0.301***| 0.301***|
|                   | (0.050) | (0.049) | (0.104) | (0.078) | (0.062) |
| \( \ln V_i \)    | 0.823***| 0.822***| 0.733***| 0.704***| 0.704***|
|                   | (0.047) | (0.043) | (0.085) | (0.076) | (0.101) |
| Constant          | -2.749***| -2.322***| -1.532* | -1.049 | -1.800 |
|                   | (0.599) | (0.586) | (0.858) | (0.719) | (1.271) |

Year fixed effects
State fixed effects
Panel fixed effects model

Constant returns to scale
Prob>F
R\textsuperscript{2} or(overall)R\textsuperscript{2}
Observation

|                | [1]    | [2]    | [3]    | [4]    | [5]    |
|----------------|--------|--------|--------|--------|--------|
|                | 0.0411 | 0.0518 | 0.6026 | 0.9630 | 0.9678 |
|                | 0.7127 | 0.7387 | 0.8313 | 0.8583 | 0.7218 |
|                | 484    | 484    | 484    | 484    | 484    |

Notes: \( i \) and \( t \) represent a state and year, respectively. \( M_i \) is the number of job placements; \( S_i \) is the number of job-seekers; and \( V_i \) is the number of job vacancies in a state in a year. There are 29 states and 7 union territories in India. These 36 regions are assumed to be a state (region). In this paper, the number of groups is 34 because data for two states (Sikkim and Telangana) are not available. The data used here is from an unbalanced panel. Time period is from 1999 to 2013 (total 15 years). Standard errors in parenthesis are robust standard errors. Hausman test was performed and the result was in favor of a fixed effects model: Hausman test statistic (Chi-squared) = 9.58 with its p-value = 0.0083. Panel regression with random effects is not allowed to incorporate sampling weight. Thus, Hausman test was performed for the results without sampling weight. Asterisks denote statistical significance as follows: *** statistically significant at the 0.01 percent; ** statistically significant at the 0.05 level; and * statistically significant at the 10 percent.

\textsuperscript{12} Constant returns to scale (CRS) of the matching function in search-matching model implies the existence of a unique stable unemployment. In practice, CRS also implies that job placements does not depend on the absolute size of job-seekers and job vacancies but the relative size of job-seekers with respect to job vacancies or vice versa.
2. *Estimation of Stochastic Frontier Models to Produce Matching Efficiencies across States*

The key objective in this paper is to estimate the degree of efficiency of the matching process across states. To obtain the robustness of the estimation, MEs were estimated by various estimation methods. Table 3 presents the results from estimating matching functions using SFMs. Column [1] displays the results from performing a SFM with time invariant ME. The inefficiency term is assumed to be $u_{it} = u_i$, $u_i \sim iid N^+(\mu, \sigma_u^2)$.\(^{13}\) Column [2] presents the estimates and related information using a SFM with time varying decay model by Battese and Coelli (1992). The matching inefficiency is designed as $u_{it} = \exp \{-\eta(t - T_i)\}u_i$ where $u_i \sim iid N^+(\mu, \sigma_u^2)$, and $T_i$ is the last period of $i^{th}$ panel unit (each state’s last period in this paper). Column [3] shows the results using the specification in [2] but it additionally imposes the restriction of $\eta = 0$ due to the fact that the estimate for $\eta$ is small and statistically insignificant, as shown in [2]. Column [4] provides the estimates by performing the same specification as [2] with heteroscedastic robust standard errors. Lastly, Column [5] shows the estimates using the TFE model that was discussed in the previous section. In Table 3, only results from TFE model are presented as the Hausman test was in favor of fixed-effects model against random-effects.

Coefficient estimates for job-seekers and vacancies in Table 3 look similar to the estimates in Table 2, although there are slight differences. Overall, the estimates for job-seekers and vacancies are approximately 0.30 and 0.70. The other disparity of coefficients between Tables 2 and 3 is that in case of [1], [2], and [3] in Table 3, i.e., without heteroscedastic robust standard errors, the estimates for job-seekers are not statistically significant.

\(^{13}\) Other distributions of matching efficiency such as exponential and gamma distributions are also used. More importantly, various functional forms of matching efficiency are utilized in estimating matching efficiencies. The estimates from various distributions and functional forms of matching efficiency, however, were not different from the estimates in this paper.
Table 3. Stochastic Frontier Models (Dependent variable = ln Mit)

| Covariates         | [1]       | [2]       | [3]       | [4]       | [5]       |
|--------------------|-----------|-----------|-----------|-----------|-----------|
| ln Si              | 0.310     | 0.281     | 0.310     | 0.279***  | 0.285***  |
|                    | (0.347)   | (0.364)   | (0.347)   | (0.046)   | (0.062)   |
| ln Vi              | 0.735***  | 0.731***  | 0.735***  | 0.730***  | 0.745***  |
|                    | (0.212)   | (0.221)   | (0.212)   | (0.089)   | (0.103)   |
| Constant           | -0.619    | 0.062     | -0.619    | 0.080     |           |
|                    | (5.579)   | (5.960)   | (5.579)   | (1.076)   |           |
| \( \mu \)          | 1.557     | 1.831     | 1.557     | 1.822***  |           |
| Mean matching efficiency | 0.211 | 0.160     | 0.211     | 0.162     |           |
| ln \( \sigma^2 \)  | -0.400    | -0.221    | -0.400    | -0.224    |           |
|                    | (0.744)   | (1.029)   | (0.744)   | (0.322)   |           |
| Inverse logit \( \gamma \) | -0.254 | 0.139     | -0.254    | 0.134     |           |
|                    | (1.701)   | (1.655)   | (1.701)   | (0.545)   |           |
| \( \sigma^2 \)     | 0.670     | 0.802     | 0.670     | 0.800     |           |
|                    | (0.999)   | (0.825)   | (0.999)   | (0.258)   |           |
| \( \gamma = \sigma_u^2 / \sigma^2 \) | 0.437 | 0.535     | 0.437     | 0.533     |           |
|                    | (0.418)   | (0.486)   | (0.418)   | (0.136)   |           |
| \( \sigma_u^2 \)   | 0.293     | 0.429     | 0.293     | 0.426     |           |
|                    | (0.822)   | (0.817)   | (0.822)   | (0.233)   |           |
| \( \sigma_v^2 \)   | 0.377     | 0.373     | 0.377     | 0.373     |           |
|                    | (0.144)   | (0.142)   | (0.144)   | (0.075)   |           |
| \( \eta \)         | -0.027    | -0.027    | -0.027    | -0.027    |           |
|                    | (0.074)   | (0.020)   |           |           |           |
| \( \sigma_u \)     | 0.367***  |           |           |           |           |
|                    | (0.137)   |           |           |           |           |
| \( \sigma_v \)     | 0.469***  |           |           |           |           |
|                    | (0.122)   |           |           |           |           |
| \( \lambda = \sigma_u / \sigma_v \) | 0.782*** |           |           |           |           |
|                    | (0.246)   |           |           |           |           |

Notes: \( i \) and \( t \) represent a state and year, respectively. \( Mit \) is the number of job placements; \( Si \) is the number of job-seekers; and \( Vi \) is the number of vacancies in a state in a year. There are 29 states and 7 union territories in India. These 36 regions are assumed to be a state (region). In this paper, the number of groups is 34 because data for two states (Sikkim and Telangana) are not available. The data used here is from an unbalanced panel. Time period is from 1999 to 2013 (total 15 years). Standard errors in parenthesis in [1], [2], and [3] are computed from observed information matrix through maximum likelihood estimates. Standard errors in parenthesis in [4] and [5] are robust standard errors. Sampling weight was not allowed in [1], [2], and [3]. Thus, importance weight using population distribution was implemented in these three cases. However, sampling weight was allowed in the cases of [4] and [5], and thus population distribution was used as sampling weight. Asterisks denote statistical significance as follows: *** statistically significant at the 0.01 percent; ** statistically significant at the 0.05 level; and * statistically significant at the 10 percent.
As mentioned in the previous section, the central reason to employ SFM is to estimate the disturbance of ME. Hence, the next step is to generate estimates of ME. Table 4 presents summary statistics of the ME estimates and Table 5 shows correlations of ME estimates, obtained by various SFMs. In Tables 4 and 5, one more measure of ME (Cornwell et al., 1990) is added. Cornwell et al. used a standard panel fixed-effects regression to estimate technical inefficiency (same as [5] in Table 2). They performed panel fixed-effects regression, and computed mean values of the disturbance for each panel unit over time to yield time invariant disturbance for each $i$. Next, using the following procedures, they produced ME: $\bar{T}E_i = \exp(-\hat{u}_i)$ where $\hat{u}_i = \max_i\{\hat{a}_i\} - \hat{a}_i \geq 0, i = 1, 2, 3, \ldots, N$.\textsuperscript{14}

Table 4 shows that the mean value of $U5$ (ME for TFE) is much higher than other mean values and $U5$’s standard deviation is smaller relative to others. Except $U5$, other MEs’ means, standard deviations, maximum and minimum values share a certain degree of similarity. All estimates of MEs, except $U3$, are highly correlated, as shown in Table 5. It is not surprising since $U1$ is the estimates from a time invariant specification model, $U2$’s time varying parameter ($\eta$) is very small and statistically insignificant, $U3$ is estimates from restricting $\eta = 0$, $U4$ is derived from the same specification with robust standard errors, and $U6$ is the estimates with the assumption of time invariance. In $U5$’s case, TFE assumes that ME is always time-varying. These patterns of MEs are also captured pairwise scatterplots in Figure 3.

The estimates of ME in different methods reveal their similarity except the estimates from TFEs by Greene (2005). There are two main disparities between TFEs and other SFMs. First, regular SFMs open a possibility of time-invariant ME but true fixed effects model strictly impose time-varying efficiency of the matching. But TFEs model disentangles regional fixed-effects from ME, whereas other stochastic frontiers’ efficiency is obtained without dealing with a region’s intrinsic effects.

\textsuperscript{14} Kano and Ohta (2005) used a similar method to calculate matching efficiencies across regions in Japan.
Table 4. Summary Statistics for Efficiency Estimates (all sample)

| Variable | Obs | Mean  | Std. Dev. | Min  | Max  |
|----------|-----|-------|-----------|------|------|
| U1       | 498 | 0.2938| 0.1889    | 0.0507 | 0.7766 |
| U2       | 498 | 0.2293| 0.1763    | 0.0210 | 0.7073 |
| U3       | 498 | 0.2851| 0.1864    | 0.0417 | 0.7766 |
| U4       | 484 | 0.2847| 0.1842    | 0.0209 | 0.7905 |
| U5       | 484 | 0.6819| 0.1817    | 0.0228 | 0.9388 |
| U6       | 484 | 0.3303| 0.2341    | 0.0405 | 1.0000 |

Note: U1 is ME from SFM with time invariant efficiency (efficiency estimates from [1] in Table 3). U2 is ME from SFM with time varying decay model (efficiency estimates from [2] in Table 3). U3 is ME from SFM with time varying decay model ($\eta = 0$) (estimates from [3] in Table 3). U4 is ME from SFM with time varying decay model using robust standard error (estimates from [4] in Table 3). U5 is ME from TFE model (estimates from [5] in Table 3). And U6 is ME from a standard fixed-effects panel regression (estimates from [5] in Table 2).

Table 5. Correlation of Efficiency Estimates (all sample)

|    | U1  | U2   | U3   | U4   | U5   | U6   |
|----|-----|------|------|------|------|------|
| U1 | 1   |      |      |      |      |      |
| U2 | 0.9888 | 1   |      |      |      |      |
| U3 | 0.9965 | 0.9944 | 1   |      |      |      |
| U4 | 0.9712 | 0.9792 | 0.9762 | 1   |      |      |
| U5 | 0.0121 | 0.0196 | 0.0245 | 0.0257 | 1   |      |
| U6 | 0.9780 | 0.9926 | 0.988 | 0.9733 | 0.0448 | 1   |

Note: Regarding variable description, see Table 4.
When all values for ME are averaged over time, summary statistics and correlation do not change much, compared those derived from all observations. Table 6, Table 7 and Figure 4 confirm this similarity of MEs.

Table 6. Summary Statistics for Efficiency Estimates (state average)

| Variable | Obs | Mean   | Std. Dev. | Min   | Max   |
|----------|-----|--------|-----------|-------|-------|
| AU1      | 34  | 0.2953 | 0.1905    | 0.0507| 0.7766|
| AU2      | 34  | 0.2300 | 0.1773    | 0.0210| 0.7073|
| AU3      | 34  | 0.2862 | 0.1877    | 0.0417| 0.7766|
| AU4      | 34  | 0.2855 | 0.1810    | 0.0444| 0.7511|
| AU5      | 34  | 0.6797 | 0.0682    | 0.4824| 0.7479|
| AU6      | 34  | 0.3307 | 0.2340    | 0.0405| 1.0000|

Notes: AU1 is average ME over years from time invariant efficiency (efficiency estimates from [1] in Table 3). AU2 is average ME over years from time varying decay model (from [2] in Table 3). AU3 is average ME over years assuming \( \eta = 0 \) (from [3] in Table 3). AU4 is average ME over years from SFM with time varying decay model using robust standard error (estimates from [4] in Table 3). AU5 is average ME from TFE model (estimates from [5] in Table 3). AU6 is average ME from a standard fixed-effects panel regression (estimates from [5] in Table 2).
Table 7. Correlation of Efficiency Estimates (state average)

|     | AU1 | AU2    | AU3    | AU4    | AU5    | AU6    |
|-----|-----|--------|--------|--------|--------|--------|
| AU1 | 1   |        |        |        |        |        |
| AU2 | 0.9873 | 1      |        |        |        |        |
| AU3 | 0.9958 | 0.9942 | 1      |        |        |        |
| AU4 | 0.9887 | 0.998  | 0.995  | 1      |        |        |
| AU5 | 0.0296 | 0.0525 | 0.0661 | 0.0853 | 1      |        |
| AU6 | 0.9759 | 0.9924 | 0.9876 | 0.9917 | 0.1223 | 1      |

Note: Regarding variable description, see Table 4.

Figure 4. Pairwise Scatterplots of MEs (state average)

Since all MEs, except AU5, are close to being time-invariant and there is no much difference of MEs between panel and cross-section units, the selected states’ average MEs over time (AU4, AU5, and AU6) are shown in Figures 5. AU4 is selected to stand for ME derived from standard SFMs. AU5 and AU6 are chosen due to the fact that these MEs are estimated from either different specification or estimation method. It is clear that AU4 and AU6 look similar while AU5 shows a different pattern. Therefore,
only *AU4* and *AU5* are utilized to establish the relationships between MEs and other variables of interest in the next section.

**Figure 5. Regional Differences in Matching Efficiency**

3. **Relationship between Matching Efficiencies and Variables of Interest**

It is shown that basic statistics of MEs (mean, standard deviation, maximum and minimum values) as well as correlations among MEs did not change much when the estimates of MEs are aggregated over time to produce time-invariant state-level MEs. The reason to aggregate MEs over time is that the estimates from standard SFMs tend to be time-invariant. The other reason is that the variables of interest are only available as time-invariant data or are available for selected years. The index for LMF created
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by OECD (2007) is time invariant. For PD, only decennial data are available and the latest one is the data in 2011. In EDB’s case, state level measures are only available for 2015.

In this section, AU4 (average ME over years from time varying decay model using robust standard errors) and AU5 (average ME over years from TFE) are used to examine the relationships between MEs and other factors across states in India. AU4 is representative of other estimates of MEs except from TFE. AU5 is also selected due to the fact that it disentangles time-invariant state’s own attributes from MEs, although TFE has restriction that MEs are always time-varying.

Table 8 presents the results from the second stage estimation to examine the relationships between ME and three key variables, respectively. The results show that the relationship between ME and PD reveals minimal or no statistical significance. Moreover, its economic effect is very small. The estimates for LMF and EDB also show little economic impact as well as no statistical significance. These findings contradict either positive or negative relationship between ME and PD. The positive relationship implies that a region with higher PD would more efficiently absorb job-seekers and job vacancies (e.g., Coles and Smith, 1996). In contrast, the negative relationship means that higher PD decreases ME in a region, which claims that the ME is negatively related to the degree of conflicts among employers’ hiring standards and worker’s skill level (Kano and Ohta, 2005). This negative relationship implies that job matching between job-seekers and businesses is more difficult if firms are distributed over a wide range of standards, due to the possibility that a firm with high standard draws a low-skilled worker. The findings on LMF are consistent with Lee (2019), showing that when LMF was added to the matching function, its coefficient estimate is small and not statistically significant, which implies that there is no additional increase in new job placements by LMF in the job matching process. Weak correlation between ME and PD, ME and LMF, or ME and EDB indicates that other factors may be more important elements affecting ME in India than the well-known factors of PD, LMF, and EDB in other countries. Each State in India has its own power over economic issues. Moreover, there are regional differences due to cultural, religious, ethnic, and other factors.

In this paper, only labor market related variables are considered. Therefore, other interesting variables, e.g., economic growth rates across states, are not included in the analysis.
VI. CONCLUDING REMARKS

In this paper, the state-level matching efficiencies in the Indian labor market are estimated using stochastic frontier models. The correlation between the estimated matching efficiency and population density, labor market flexibility, or the Ease of Doing Business index is also evaluated, respectively. It is shown that the estimates for matching efficiency reveal a considerable variation across states. However, no relationship is found between matching efficiency and the factors of interest. The absence of a relationship between matching efficiency and labor market conditions shows that other factors affect matching efficiency in India: each state has its own authority over a number of institutional issues such as labor legislation. More importantly, India’s diversity of culture, religion, and ethnicity contributes to regional differences in matching efficiency across regions.

This paper’s main contribution is that it introduces an additional measure of labor market conditions or business environment across states in India. Similar to the index of labor market flexibility from the OECD and ranks of investment environment from the World Bank’s Doing Business index, the state-wide estimates of matching efficiency can also be referred as an index for state-level information in the Indian labor market. In addition, the measure of matching efficiency covers more regions than labor market flexibility and the Ease of Doing Business index and this is also a contribution of our research to study the labor market in India.

The disparity should be clarified by analysis of the relationship between matching efficiency and population density among previous studies and this paper. This paper and Kano and Ohta (2005) estimated matching efficiency across regions in the first stage and then with new estimates of matching efficiency, the relationship between

Table 8. Relationship between ME and variables of Interest

| Covariates | [1] AU4 | [2] AU5 | [3] AU4 | [4] AU5 | [5] AU4 | [6] AU5 |
|------------|--------|--------|--------|--------|--------|--------|
| PD         | 0.000*** | 0.000 | (0.000) | (0.000) |        |        |
| LMF        |         | 0.000  | 0.001  | (0.004) | (0.001) |        |
| EDB        |         |        | -0.001 | (0.002) | 0.001** | (0.000) |
| R²         | 0.083   | 0.063  | 0.002  | 0.004  | 0.152  |        |
| Observation| 34      | 34     | 21     | 21     | 30     | 30     |

Note: Standard errors in parenthesis are robust standard errors.
matching efficiency and population density is analyzed in the second stage of regression analysis, while Coles and Smith (1996), Ibourk et al. (2004), Hynninen and Lahtonen (2007), and others controlled the variable of population density in the first stage, in estimation of conventional matching functions. Therefore, the results from the latter studies should be interpreted as an additional effect of population density on new hires or matches in the job matching process, after controlling for job-seekers, job vacancies, and other basic factors such as time- and region-specific effects.

A point to be noticed is that this research only focuses on the link between matching efficiency and labor market conditions. To suggest more desirable policy implications, further research to incorporate key economic variables, such as economic growth, should be performed.
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