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Abstract
We study the approximation of finite-dimensional rate-independent quasistatic systems, via a vanishing-inertia asymptotic analysis of dynamic evolutions. We prove the uniform convergence of dynamic solutions to a rate-independent one, employing the variational concept of energetic solution. Motivated by applications in soft locomotion, we allow time-dependence of the dissipation potential, and translation invariance of the potential energy.
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1 Introduction and motivation

The approximation and the selection of rate-independent quasistatic evolutions, via the asymptotic analysis of richer and more natural viscous or dynamic problems, has been intensively and increasingly investigated from a rigorous mathematical perspective in the last two decades. If, on the one hand, the vanishing-viscosity approach, concerning the limit behaviour of a first order singular perturbation of the rate-independent model, has been widely studied and discussed (see for instance [24,48] in finite dimension, [47,49,55] for abstract analyses in infinite dimension and the concepts of Balanced Viscosity and parametrized solutions, [61] for an adhesive contact model of visco-elastic bodies, and the recent comparison in [34] of different approaches), on the other hand the second order analysis dealing with inertial systems still offers open questions and hard challenges.

In this latter direction we may identify two main lines of investigation. The first family of results is inspired by physical models where the quasistatic evolution is defined by a driving potential and a rate-independent dissipation. We mention for instance: an approximation of perfect elastoplasticity by suitable dynamic viscoelasto-plastic problems [22,60]; a vanishing-inertia limit in models of dynamic debonding [36,58]; a vanishing-inertia and -viscosity limits for a delamination model [63], or for damage in a thermo-viscoelastic material [37]; a realisation of fully rate-independent system for viscoelastic solids [62] or systems with hardening [40,46] as inertia vanishes.

A second approach deals with vanishing-inertia (and -viscosity) approximation of evolutions of critical points (namely driven by a potential energy alone), aiming at a deeper comprehension in an abstract but finite-dimensional setting. Starting from [3,4,54] and culminating with [64], a detailed description of the limiting evolution coming from a vanishing-inertia and -viscosity procedure has been given. We also mention [8], where an alternative method to obtain evolutions of critical points is presented and analysed.

In this paper we contribute to the topic in a third, intermediate direction, introducing new features with respect to both approaches. More precisely, we derive abstract finite-dimensional rate-independent systems of the form

$$\partial_v \mathcal{R}(t, \dot{x}(t)) + D_v \mathcal{E}(t, x(t)) \ni 0,$$

as the limit, for $\epsilon \to 0^+$, of the dynamic problem

$$\epsilon^2 \mathbb{M} \ddot{x}(t) + \epsilon \nabla \mathcal{E}(t, \dot{x}(t)) + \partial_v \mathcal{R}(t, \dot{x}(t)) + D_v \mathcal{E}(t, x(t)) \ni 0. \tag{1.2}$$

Here $\mathcal{E}$ is a driving potential energy, $\mathcal{R}$ a time-dependent dissipation potential (one homogeneous in space to ensure rate-independence of (1.1)), while $\mathbb{M}$ is a symmetric positive-definite operator representing masses, and $\nabla$ a positive-semidefinite (hence, possibly $\nabla = 0$) operator describing the possible presence of viscosity in the model.

Our framework is motivated by an emergent application in soft locomotion [27], which we discuss later in this section. There are however several substantial differences with respect to the other applications cited above. Firstly, usually in such models rate-independent dissipation and inertia act on two disjoint variables (e.g. plastic strain and displacement). In the framework above, writing $x = (u, p)$, this would correspond to setting $\mathbb{M} \ddot{x} = (\mathbb{M} \ddot{u}, 0)$, with $\mathbb{M}$ positive-definite, and $\mathcal{R}(t, \dot{x}) = \mathcal{R}(t, \dot{p})$, resulting in two equations for $u$ and $p$ with the gradient of the energy working as coupling term, cf. for instance [46]. The opposite occurs instead in our dynamic problem (1.2), since the matrix $\mathbb{M}$ is nondegenerate and we will assume a positive dissipation for each change in the state, namely $\mathcal{R}(t, v) > 0$ for every $v \neq 0$. Also, up to our knowledge, our paper is the first to study a nonautonomous dissipation in a vanishing-inertia
limit, while in all the references above time-dependence is assumed only in the potential energy. Indeed, even in the rate-independent setting, the case of a nonautonomous functional $R$ has been considered only very recently within the theory of rate-independent systems [29] (see also [27,45] for applications), even if it was well discussed in the special framework of sweeping processes [35].

Our finite-dimensional setting with invertible $M$ may therefore seem closer to the approach of [3,54,64]. We notice however that the presence of a one-homogeneous dissipation potential affects the structure of the problem. The most evident consequence is that we may neglect viscosity in our analysis, while it is crucial in [64], where $V$ has to be positive-definite. Indeed, the key point seems to be that at least one kind of dissipation must be included in the model, otherwise kinetic effects persist in the limit preventing the resulting evolution from being rate-independent. Compare for instance [36] with [58], or [54] with [64], where the addition of viscous terms makes dynamic solutions converge to quasistatic evolutions, in contrast with the undamped case where counterexamples are shown.

The aim of our paper is to rigorously derive the rate-independent evolution (1.1) as a slow-actuation limit for a class of finite-dimensional systems, which includes models of crawling locomotion. Indeed, equations arising from mechanics always appear as dynamic problems; rate-independent systems are introduced as reduced models, provided that inertia may be neglected, as well as all the other rate-dependent terms possibly present, such as viscosity.

A measure of how inertia is negligible in the dynamics requires the comparison of multiple parameters, see for instance the notion of Froude’s number below. However, often the suitable approach is to perform a slow-actuation (or slow-loading) limit, namely to assume that the time-scale of the actuation (or, generally, of the input) is asymptotically slow, cf. (1.3) below. This is indeed an effective procedure to obtain rate-independent systems, since a slow-actuation limit does not affect only inertia, but all the rate-dependent terms in the model. Observe that if no other rate-dependent force is considered in the dynamic model, then the slow-actuation limit coincides with its quasistatic limit, as it happens in our framework in the inviscid case $V = 0$.

We remark that vanishing-inertia (and -viscosity) limits have also been studied with a different aim, namely to characterize the behaviour of solutions at jumps [3,64], produced by certain nonconvex energies, as often done also with vanishing-viscosity limits [4,34,47–49]. Such an issue does not arise in our motivating application to crawling, since those models are driven by convex energies. Notice, however, that part of our analysis does not require convexity, cf. Remark 6.4. Moreover, energies in locomotion models do not satisfy the coercivity condition that is usually assumed in the results cited above, also when focusing on nonconvex energies.

1.1 The motivating model

Our work is motivated by an application to a discrete model of soft crawler [19,20,27]. Crawling encompasses the motility strategies employed by several animals, such as earthworms and leeches, and by biomimetic robots. Usually, a crawler can be effectively modelled as a chain of material points on a line, each subject to dry friction. The case $N = 4$ is portrayed in Fig. 1. The attribute soft is due to the fact that each couple of adjacent masses is joined by an elastic, actuated link. By a mathematical point of view, this means that the actual shape of the locomotor is not directly prescribed, but undergoes hysteresis. Soft actuation is widespread in Nature, where soft bodies and soft body parts, compliant joints and soft shells are the norm. This is even more evident for worm-like locomotion: for instance earthworms and leeches...
are entirely soft-bodied, while no lever action on the skeleton is employed by snakes during rectilinear locomotion. The properties of compliance and adaptability to a continuously variable and unstructured environment, observed in (soft) animal locomotion, have caught the attention of engineers, leading, in the last two decades, to the design of bio-inspired robotic locomotors—crawling, but also swimming, running, etc.—and the development of the novel field of soft robotics [17,32]. In robotic crawlers, soft actuation may be implemented in several ways. One common approach is to couple an elastic structure with a motor-tendon actuator [68], or a coil made of shape-memory alloy [66], or a pneumatic actuator [57]. Alternatively, also links made of nematic elastomers have been successfully employed to provide both elasticity and actuation [31].

In addition to the soft actuation on the links, a second active control is sometimes available to crawlers: the ability to change the friction coefficients in time. The most remarkable example is inching, i.e. the locomotion strategy of leeches and inchworms, which has been also reproduced in soft robotic devices [26,68]. In inching locomotion the crawler can be modelled as a single link, periodically elongating and contracting, with the two extremities alternately increasing the friction coefficient (anchoring): during elongation the backward extremity has more grip, so it remains steady while the forward extremity advances, and vice versa during contraction. Other examples of active control of the friction coefficients can be observed in crawlers using anisotropic friction: changing the tilt angle of bristles—such as setae and chaetae in annelids [1,56]—or scales—such as in snakes [30]—and analogous mechanisms in robotic replicas [39,42,57] produces a change in the friction coefficients [28], which is used to facilitate sliding or gripping.

In the modelling of crawling locomotion, it is quite customary to work at a quasistatic regime. In particular, the rate-independent case provides an effective model, since the yield forces associated with dry friction are essential to reproduce the qualitative behaviour observed in crawling strategies, namely, that in each phase of the gait part of the body is advancing while the other acts as an anchor. With our work, we provide a theoretical justification of the quasistatic assumption in such situations and a mathematically rigorous derivation of the rate-independent model as a slow-actuation limit of the dynamics of the locomotor.

To explain the occurrence of system (1.2), let us take a reference input \( \tau \mapsto (E(\tau, \cdot), R(\tau, \cdot)) \), for \( \tau \in [0, T] \), and suppose that it can be applied at an arbitrarily slow rate \( \varepsilon > 0 \), so that the characteristic time of the systems is proportional to \( 1/\varepsilon \). The evolution of the system is described by the following subdifferential inclusion

\[
M\ddot{x}_\varepsilon(\tau) + \nabla \dot{x}_\varepsilon(\tau) + \partial_v R(\varepsilon \tau, \dot{x}_\varepsilon(\tau)) + D_x E(\varepsilon \tau, x_\varepsilon(\tau)) \ni 0,
\]

on a time interval \( \tau \in [0, T/\varepsilon] \). In the specific example of the locomotion model of Fig. 1, the components \( (x_\varepsilon)_i \) of the solution will represent the position of the \( i \)-th block. The term \( M\ddot{x}_\varepsilon \) describes the inertial forces, hence \( M := \text{Diag}\{m_1, \ldots, m_N\} \) is the mass distribution. In this case the matrix \( \nabla \) (possibly \( \nabla = 0 \)) could describe for instance viscous resistances to length changes in the links, or the linear component of a Bingham type friction on the blocks, caused by lubrication with a non-Newtonian fluid [23]. The term \( R \) will in general have the
form

\[ \mathcal{R}(t, v) = \chi_K(v) + \mathcal{R}_{\text{finite}}(t, v), \]

where \( \chi_K \) is the indicator function of a closed convex cone \( K \) and \( \mathcal{R}_{\text{finite}} \) is positively homogeneous of degree one (in space) with values in \([0, +\infty)\). The dissipation potential \( \mathcal{R}_{\text{finite}} \) accounts for dry friction forces, which may change in time. The term \( \chi_K \) represents a constraint on velocities and may be used to describe situations in which hooks or hard scales [43] are used to create an extreme anisotropy in the interaction with the surface, so that motion “against the hair” may be considered impossible. The mathematical difference between a velocity constraint and a large but finite dry friction becomes extremely relevant for planar models, cf. Sect. 7.4.

The term \( \mathcal{E} \) describes the elastic energy of the system. We emphasize that, since we are dealing with a locomotion problem, rigid translations must be included in the space of admissible configurations. This implies that the elastic energy \( \mathcal{E} \) takes the form

\[ \mathcal{E}(t, x) = \mathcal{E}_{\text{sh}}(t, \pi Z(x)), \]

where \( \mathcal{E}_{\text{sh}} \) is defined on a smaller subspace \( Z \subset X \), on which it assumes the usual properties of coercivity/uniform convexity. The linear operator \( \pi Z : X \to Z \) assigns with each configuration \( x \in X \) the corresponding shape of the locomotor; in the example of Fig. 1 with \( N = 4 \) a natural choice could be \( \pi Z(x) = (x_2 - x_1, x_3 - x_2, x_4 - x_3) \). We remark however that our results hold also outside locomotion, in the more classical framework with \( Z = X \) and the energy \( \mathcal{E} \) coercive on the whole space.

We are therefore interested in the behaviour of the solutions \( x_\varepsilon : [0, T/\varepsilon] \to X \) of (1.3) as \( \varepsilon \to 0^+ \). In order to properly compare such solutions it is necessary to rescale them in time, so that they are all defined on the same domain and to each instant \( t \) there corresponds the same stage of the input for all solutions. Hence we consider the rescaled solutions \( x_\varepsilon(t) := x_\varepsilon(t/\varepsilon) : [0, T] \to X \). It is easy to verify that \( x_\varepsilon \) is a solution of (1.3) if and only if \( x_\varepsilon \) is a solution of (1.2). Let us remark how velocity-independent forces (as elastic forces), rate-independent forces (as dry friction), and autonomous constraints are preserved by time-rescaling, whereas viscous and inertial forces are rescaled.

A more thorough interpretation of the dynamic problem (1.2) is the following: we may assume that \( \mathbb{M} \) and \( \mathcal{R} \) have been normalized and their ratio has been absorbed in the parameter \( \varepsilon^2 \), so that equation (1.2) can be seen as the result of a nondimensionalization of the system, and \( \varepsilon^2 \) can be interpreted as a parameter expressing the ratio of the magnitude of inertial forces to that of dry friction forces. Measuring the weight of inertial forces compared to the other relevant forces in the system is a pivotal concept in the analysis of gaits; in terrestrial locomotion such ratio is often referred as Froude’s number, from an analogy to its namesake in fluidodynamics [5,67]. For instance, in legged locomotion Froude’s number, together with the hip-height/stride-length ratio, plays a key role in characterizing gaits, and has led to the first estimates of the speeds achieved by dinosaurs [65]. Let us also remark that very low Froude’s numbers, corresponding to quasistaticity, are not uncommon in locomotion: indeed a key challenge in the design of walking robots has been the transition from quasistatic to dynamic gaits.

For crawling locomotion, following [69], Froude’s number can be defined as the ratio

\[ \text{Froude’s number} := \frac{\text{inertial forces}}{\text{dry friction forces}} = \frac{m_{\text{char}} L_{\text{char}}}{T_{\text{char}}^2 F_{\text{char}}} \]  

(1.4)

where \( m_{\text{char}}, L_{\text{char}}, T_{\text{char}}, F_{\text{char}} \) are respectively the characteristic mass (e.g. the total mass), length (e.g. the distance covered in one iteration of the gait), time (e.g. the period of the
gait) and friction force (e.g. the average friction force during sliding) of the locomotor. It is therefore possible to compute the relevance of inertial forces for specific locomotors and gaits. For example, Froude’s number can be estimated in the order of $10^{-3}$ both for an earthworm on the ground [5, Chapter 6], and for rectilinear locomotion in boas [41]. Crawling gaits characterized by a large Froude’s number, employing inertial effects to break the symmetry of the system, are theoretically possible [69]; yet they require an inefficient continuous sliding and therefore are not usually found in Nature or in robotics.

We finally remark that our results are not limited to soft locomotion. For instance, within the same formalism it is possible to describe finite-dimensional models made of elastic, viscous or plastic elements; these are often studied as rheological models, see e.g. [10,15,33] and references therein. We briefly present some simple examples in Sect. 7, where, on a more theoretical perspective, we also recall how the play operator and the sweeping process are related with the rate-independent problem (1.1) and briefly discuss the corresponding dynamic approximation.

1.2 Summary

The paper is structured as follows. In Sect. 2 we present in detail our assumptions and state the main result of the paper. Section 3 is dedicated to the dynamic problem (1.2), studying existence, uniqueness and useful bounds on the solutions. The time-dependence of the dissipation functional $\mathcal{R}$ requires a time-dependent generalization of BV functions, which we study in Sect. 4; since the arguments are the same, these results are presented in the more general framework of an arbitrary Banach space. The rate-independent problem (1.1) is analysed in Sect. 5, and the vanishing-inertia limit is performed in Sect. 6. Finally, we present some applications and examples in Sect. 7.

2 Setting of the problem and main result

Let $X$ be a finite-dimensional vector space endowed with the norm $| \cdot |$. The same symbol will be also adopted for the modulus in $\mathbb{R}$; however, its meaning will be always clear from the context. We denote by $X^*$ the topological dual of $X$, and by $\langle x^*, x \rangle$ the duality product between $x^* \in X^*$ and $x \in X$. The dual norm in $X^*$, as well as any operator norm, will be denoted by $| \cdot |_s$. Given $R > 0$, by $B^X_R$ we denote the open ball in $X$ of radius $R$ and centered at the origin, and with $\overline{B}_R^X$ its closure.

Let us also recall some basic notions on set-valued maps. Given two topological spaces $A_1, A_2$, we denote with $F : A_1 \rightrightarrows A_2$ a map from $A_1$ having as values subsets of $A_2$. We say that such a set-valued map is upper continuous at a point $a \in A_1$ if for every neighbourhood

$$\text{Froude’s number} := \frac{\text{inertial forces}}{\text{gravitational forces}} = \frac{v_{\text{char}}^2}{g L_{\text{char}}} = \frac{\mu_{\text{char}} m_{\text{char}} L_{\text{char}}}{\frac{v_{\text{char}}^2}{T_{\text{char}}^2} F_{\text{char}}} ,$$

which is the same expression used in legged locomotion. The validity of this second definition is based on the assumption that the normal load proportional to dry friction forces is caused by gravity, so that $F_{\text{char}} = m_{\text{char}} g \mu_{\text{char}}$. The two notions are thus related by setting the characteristic speed as $v_{\text{char}} = L_{\text{char}} / T_{\text{char}}$. We prefer definition (1.4) for two reasons. Firstly, it provides a direct measure of the relevance of inertia in the gait, without the need to compare it with the characteristic friction coefficient $\mu_{\text{char}}$. Secondly, not necessarily the normal load is produced by gravity: consider for instance a crawler underground or in a pipe.

\[ Springer \]
U ⊆ A_2 of F(a) there exists a neighbourhood V ⊆ A_1 of a such that F(\tilde{a}) ⊆ U for every \tilde{a} ∈ V. We say that a map is upper semicontinuous if it is so for every point of its domain. We recall that if a set-valued map has compact values, then it is upper semicontinuous if and only if its graph is closed (cf. e.g. [9]).

Given a convex, lower semicontinuous map φ : X → [0, +∞], we define its subdifferential ∂φ(x_0) ⊆ X^* at each point x_0 ∈ X as

\[ \partial φ(x_0) = \{ ξ ∈ X^* | φ(x_0) + ⟨ ξ, x − x_0 ⟩ ≤ φ(x), \text{ for every } x ∈ X \}. \]

Notice that ∂φ has closed convex values. Moreover, if φ(x_0) = +∞ and φ is finite in at least one point, then ∂φ(x_0) = ∅. Given a subset K ⊆ X, we denote with χ_K : X → [0, +∞] its indicator function:

\[ χ_K(x) := \begin{cases} 0, & \text{if } x ∈ K, \\ +∞, & \text{if } x / ∈ K. \end{cases} \]

Let us now present in detail our assumptions on the mechanical problems which will be the subject of our investigation.

### 2.1 Mass and viscosity

Let \( \mathbb{M} : X → X^* \) be a symmetric positive-definite linear operator, which will represent mass distribution. Since X has finite dimension, we observe that there exist two constants \( M ≥ m > 0 \) such that

\[ m|x|^2 ≤ |x|^2_{\mathbb{M}} := ⟨ \mathbb{M}x, x ⟩ ≤ M|x|^2, \quad \text{for every } x ∈ X. \]

We want to stress that the requirement on \( \mathbb{M} \) of being positive-definite, crucial for our analysis, fits well with the finite-dimensional setting in which we are working; in particular, all the applications we have in mind, see Sect. 7, fulfil this assumption. On the contrary, in infinite-dimensional models the mass operator is usually null on a subspace (see for instance [46]), thus in that case \( \mathbb{M} \) turns out to be only positive-semidefinite.

We consider also the (possible) presence of viscous dissipation, by introducing the positive-semidefinite linear operator \( V : X → X^* \) (symmetry is not needed here). As before, we notice that there exists a nonnegative constant \( V ≥ 0 \) such that

\[ 0 ≤ |x|^2_{V} := ⟨ Vx, x ⟩ ≤ V|x|^2, \quad \text{for every } x ∈ X. \]

We point out that we include also the case \( V ≡ 0 \), corresponding to the absence of viscous friction forces in the dynamic problem (2.3). Indeed, in this paper we are mostly interested in the presence of a different type of dissipation (modelling dry friction), which will be introduced in the following, and which actually overwhelms the effects of viscosity for the purposes of the vanishing-inertia analysis.

### 2.2 The elastic energy

Before introducing our assumptions on the elastic energy \( E \), we recall that our main application concerns a locomotion problem. This implies that the space of admissible states X must include translations, for which the elastic energy is invariant. Hence the elastic energy will be coercive only on a subspace, intuitively corresponding to the shape of the locomotor. A subscript ‘sh’ will usually indicate a function that has been suitably restricted to this shape-subspace.
Let us therefore consider a linear subspace \( Z \subseteq X \), which is often convenient to endow with its own norm \( |·|_Z \), cf. the examples in [27]. We assume that the elastic energy \( \mathcal{E} : [0, T] \times X \to [0, +\infty) \) has the form \( \mathcal{E}(t, x) = \mathcal{E}_{sh}(t, \pi_Z(x)) \), where \( \pi_Z : X \to Z \) is a linear and surjective operator and \( \mathcal{E}_{sh} : [0, T] \times Z \to [0, +\infty) \) satisfies:

\[
\begin{align*}
(\text{E1}) & \quad \mathcal{E}_{sh}(\cdot, z) \text{ is absolutely continuous in } [0, T] \text{ for every } z \in Z; \\
(\text{E2}) & \quad \text{there exists } \mu > 0 \text{ such that } \mathcal{E}_{sh}(t, \cdot) \text{ is } \mu\text{-uniformly convex for every } t \in [0, T], \\
& \quad \text{namely for every } \theta \in [0, 1], z_1, z_2 \in Z:
\mathcal{E}_{sh}(t, \theta z_1 + (1 - \theta) z_2) \leq \theta \mathcal{E}_{sh}(t, z_1) + (1 - \theta) \mathcal{E}_{sh}(t, z_2) - \frac{\mu}{2} \theta (1 - \theta) |z_1 - z_2|^2;
\end{align*}
\]

\( (\text{E3}) \) \( \mathcal{E}_{sh}(t, \cdot) \) is differentiable for every \( t \in [0, T] \) and the differential \( D_z \mathcal{E}_{sh} \) is continuous from \( [0, T] \times Z \) to \( Z^* \);

\( (\text{E4}) \) for a.e. \( t \in [0, T] \) and for every \( z \in Z \) it holds
\[
\left| \frac{\partial}{\partial t} \mathcal{E}_{sh}(t, z) \right| \leq \omega(\mathcal{E}_{sh}(t, z)) \gamma(t),
\]

where \( \omega : [0, +\infty) \to [0, +\infty) \) is nondecreasing and continuous, while \( \gamma \in L^1(0, T) \) is nonnegative;

\( (\text{E5}) \) for every \( R > 0 \) there exists a nonnegative function \( \eta_R \in L^1(0, T) \) such that for a.e. \( t \in [0, T] \) and for every \( z_1, z_2 \in B^Z_R \) it holds
\[
\left| \frac{\partial}{\partial t} \mathcal{E}_{sh}(t, z_2) - \frac{\partial}{\partial t} \mathcal{E}_{sh}(t, z_1) \right| \leq \eta_R(t) |z_2 - z_1|_Z.
\]

Let us also introduce some additional assumptions on the energy \( \mathcal{E} \), which are in general not required, but provide sharper results.

\( (\text{E6}) \) for every \( \lambda > 0 \) and \( R > 0 \) there exists \( \delta = \delta(\lambda, R) > 0 \) such that if \( |t - s| \leq \delta \) and \( z \in B^Z_R \), then
\[
\left| \frac{\partial}{\partial t} \mathcal{E}_{sh}(t, z) - \frac{\partial}{\partial t} \mathcal{E}_{sh}(s, z) \right| \leq \lambda;
\]

\( (\text{E7}) \) for every \( R > 0 \) there exists a nonnegative function \( \varsigma_R \in L^1(0, T) \) such that for a.e. \( t \in [0, T] \) and for every \( z_1, z_2 \in B^Z_R \) it holds
\[
|D_z \mathcal{E}_{sh}(t, z_2) - D_z \mathcal{E}_{sh}(t, z_1)|_{Z^*} \leq \varsigma_R(t) |z_2 - z_1|_Z.
\]

In particular, condition (E7) will be used only to provide uniqueness of solution to the Cauchy problem (2.3) associated with the dynamic equation (1.2), as stated in Theorem 3.8. We also point out that it is not necessary for our main result, namely Theorem 2.12.

We finally present the classical case of a quadratic energy:

\( (\text{QE}) \) \( \mathcal{E}_{sh}(t, z) = \frac{1}{2} (A_{sh}(z - \ell_{sh}(t)), z - \ell_{sh}(t))_Z \), where \( A_{sh} : Z \to Z^* \) is a symmetric, positive-definite linear operator and \( \ell_{sh} \in AC([0, T]; Z) \).

It can be easily verified that (QE) implies conditions (E1)–(E5) and (E7), whereas it implies (E6) if and only if \( \ell_{sh} \) has continuous derivative. However, for our purposes, the additional structure of (QE) will alone provide a suitable alternative to (E6).

**Remark 2.1** We point out that the commoner case \( Z \equiv X \) is also included in our formulation. In such a case all the assumptions above on \( \mathcal{E}_{sh} \) are taken directly on \( \mathcal{E} \).
Remark 2.2 Let us notice that, since $\pi_Z$ is linear, if any of (E1), (E3)–(E7) holds, the same property stated for $\mathcal{E}_{sh}$ is satisfied also “directly” by the whole function $\mathcal{E}$ on $[0, T] \times X$, with the only change of the addition of the multiplicative term $|\pi_Z|_*$ in the bounds of (E5), (E7). The only caveat is with (E2), which implies that $\mathcal{E}(t, \cdot)$ is convex, but in general not uniformly convex in the whole $X$. We however point out that convexity will not be necessary when dealing with the dynamic problem (1.2) and for the first part of the subsequent vanishing-inertia analysis performed in Sect. 6, where also nonconvex energies are allowed.

Thanks to the above remark, we observe that by (E1) and (E3) we deduce that $\mathcal{E}$ is continuous in $[0, T] \times X$, while from (E1) and (E5) we get that $\frac{\partial}{\partial t} \mathcal{E}$ is a Carathéodory function. Thus for every $x: [0, T] \to X$ measurable, the function $t \mapsto \frac{\partial}{\partial t} \mathcal{E}(t, x(t))$ is measurable too. Moreover if $x$ is also bounded, namely $\sup_{t \in [0, T]} |x(t)| \leq R$, then (E4) implies that $\frac{\partial}{\partial t} \mathcal{E}(\cdot, x(\cdot))$ is summable in $[0, T]$, indeed:

$$
\int_0^T \left| \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) \right| \, d\tau \leq \int_0^T \omega(\mathcal{E}(\tau, x(\tau))) \gamma(\tau) \, d\tau \leq \omega(M_R) \int_0^T \gamma(\tau) \, d\tau < +\infty,
$$

where $M_R$ denotes the maximum of $\mathcal{E}$ on the compact set $[0, T] \times \overline{B_R^X}$. If in addition $x$ is absolutely continuous from $[0, T]$ to $X$, by (E1), (E3) and (E4) we also deduce that $t \mapsto \mathcal{E}(t, x(t))$ is absolutely continuous in $[0, T]$ too, indeed for every $0 \leq s \leq t \leq T$ it holds:

$$
|\mathcal{E}(t, x(t)) - \mathcal{E}(s, x(s))| \leq |\mathcal{E}(t, x(t)) - \mathcal{E}(t, x(s))| + |\mathcal{E}(t, x(s)) - \mathcal{E}(s, x(s))|
\leq C_R |x(t) - x(s)| + \int_s^t \left| \frac{\partial}{\partial \tau} \mathcal{E}(\tau, x(\tau)) \right| \, d\tau
\leq C_R |x(t) - x(s)| + \omega(M_R) \int_s^t \gamma(\tau) \, d\tau,
$$

where $C_R$ is the maximum of $|D_x \mathcal{E}|_*$ on $[0, T] \times \overline{B_R^X}$.

2.3 The dissipation potential

We introduce the main dissipative forces involved in the system, described by a time-dependent dissipation potential $\mathcal{R}: [0, T] \times X \to [0, +\infty]$ which takes into account both possible constraints on the velocity and the presence of dry friction. It originates from a function $\mathcal{R}_{\text{finite}}: [0, T] \times X \to [0, +\infty)$ with finite values on which we make the following assumptions:

(R1) for every $t \in [0, T]$, the function $\mathcal{R}_{\text{finite}}(t, \cdot)$ is convex, positively homogeneous of degree one, and satisfies $\mathcal{R}_{\text{finite}}(t, 0) = 0$;

(R2) there exist two positive constants $\alpha_\pi \geq \alpha_s > 0$ for which

$$
\alpha_s \, |v| \leq \mathcal{R}_{\text{finite}}(t, v) \leq \alpha_\pi \, |v|, \quad \text{for every } (t, v) \in [0, T] \times X;
$$
(R3) there exists a nonnegative function $\rho \in L^1(0, T)$ for which

$$|\mathcal{R}_\text{finite}(t, v) - \mathcal{R}_\text{finite}(s, v)| \leq |v| \int_s^t \rho(\tau) \, d\tau,$$

for every $0 \leq s \leq t \leq T$ and for every $v \in X$.

**Remark 2.3** We observe that the second inequality in (R2) actually follows from (R1) and (R3). Indeed, since we are in finite dimension, the convex function $\mathcal{R}_\text{finite}(t, \cdot)$ is automatically continuous on $X$; by (R3) this easily implies $\mathcal{R}_\text{finite}$ is continuous on the whole $[0, T] \times X$, and hence by one-homogeneity we get $\mathcal{R}_\text{finite}(t, v) \leq C |v|$ for some constant $C > 0$ and every $(t, v) \in [0, T] \times X$.

Concerning $\mathcal{R}$ we finally assume that:

(R4) there exists a nonempty closed convex cone $K \subseteq X$, independent of time, and there exists a function $\mathcal{R}_\text{finite} : [0, T] \times X \to [0, +\infty)$ satisfying (R1)–(R3) such that for every $(t, v) \in [0, T] \times X$ it holds

$$\mathcal{R}(t, v) = \chi_K(v) + \mathcal{R}_\text{finite}(t, v).$$

We will denote with $\partial_v \mathcal{R}$ the subdifferential of $\mathcal{R}$ with respect to its second variable. The choice of the letter $v$ when dealing with the dissipation potential is reminiscent of the fact that the second argument of $\mathcal{R}$ is usually a velocity.

As an immediate consequence of condition (R4) we can rephrase conditions (R1)–(R3) directly on $\mathcal{R}$:

**Corollary 2.4** Let $\mathcal{R}$ be as in (R4). Then it holds:

(I) for every $t \in [0, T]$, the function $\mathcal{R}(t, \cdot)$ is convex, positively homogeneous of degree one, lower semicontinuous, and satisfies $\mathcal{R}(t, 0) = 0$;

(II) for every $(t, v) \in [0, T] \times K$ one has

$$\alpha_\ast |v| \leq \mathcal{R}(t, v) \leq \alpha^\ast |v|,$$

with the same constants $\alpha^\ast$ and $\alpha_\ast$ from (R2);

(III) for every $0 \leq s \leq t \leq T$ and for every $v \in K$ one has

$$|\mathcal{R}(t, v) - \mathcal{R}(s, v)| \leq |v| \int_s^t \rho(\tau) \, d\tau,$$

with the same function $\rho$ of (R3).

Moreover the following properties hold true:

(IV) for every $(t, v) \in [0, T] \times X$ one has

$$\partial_v \mathcal{R}_\text{finite}(t, v) \subseteq B_{\alpha^\ast}^{X^*},$$

with $\alpha^\ast$ as in (R2). In particular $\partial_v \mathcal{R}_\text{finite}$ has compact, convex, non-empty values.

(V) the multi-valued map $\partial_v \mathcal{R}_\text{finite}$ is upper semicontinuous on $[0, T] \times X$;

**Proof** The first three points are a trivial consequence of (R1)–(R3), respectively, due to the form of $\mathcal{R}$ given by (R4). We indeed notice that, since $K$ is a nonempty closed convex cone, its indicator function $\chi_K$ is convex, positively homogeneous of degree one, lower
semicontinuous, and vanishes at $v = 0$. To prove (IV), since $\mathcal{R}_{\text{finite}}$ has finite values, we deduce that $\xi \in \partial_v \mathcal{R}_{\text{finite}}(t, v)$ if and only if

$$\langle \xi, \tilde{v} \rangle \leq \mathcal{R}_{\text{finite}}(t, \tilde{v} + v) - \mathcal{R}_{\text{finite}}(t, v), \quad \text{for every } \tilde{v} \in X.$$  

We now recall that convexity plus one-homogeneity easily yield subadditivity, thus we can continue the above inequality getting

$$\langle \xi, \tilde{v} \rangle \leq \mathcal{R}_{\text{finite}}(t, \tilde{v}), \quad \text{for every } \tilde{v} \in X.$$  

By means of (R2) we thus deduce that $|\xi|_\ast \leq \alpha^\ast$, and so (IV) is proved.

To prove (V), since $\partial_v \mathcal{R}_{\text{finite}}$ has compact values, it is sufficient to show that for every sequence $(t_k, v_k, \xi_k)$ in $[0, T] \times X \times X^\ast$ such that $\xi_k \in \partial_v \mathcal{R}_{\text{finite}}(t_k, v_k)$, if $(t_k, v_k, \xi_k) \to (\bar{t}, \bar{v}, \bar{\xi}) \in [0, T] \times X \times X^\ast$ then $\bar{\xi} \in \partial_v \mathcal{R}_{\text{finite}}(\bar{t}, \bar{v})$. By definition of subdifferential, for every $k \in \mathbb{N}$ we have

$$\mathcal{R}_{\text{finite}}(t_k, v_k) + \langle \xi_k, v - v_k \rangle \leq \mathcal{R}_{\text{finite}}(t_k, v), \quad \text{for every } v \in X.$$  

By the continuity of $\mathcal{R}_{\text{finite}}$ on $[0, T] \times X$ and of the dual coupling, passing to the limit in the above estimate gives

$$\mathcal{R}_{\text{finite}}(\bar{t}, \bar{v}) + \langle \bar{\xi}, v - \bar{v} \rangle \leq \mathcal{R}_{\text{finite}}(\bar{t}, v), \quad \text{for every } v \in X,$$

namely $\bar{\xi} \in \partial_v \mathcal{R}_{\text{finite}}(\bar{t}, \bar{v})$, concluding the proof.  

\(\Box\)

**Remark 2.5 (Comparison with $\psi$-regularity [29])** Let us remark that our assumptions on $\mathcal{R}$ are very close to the notion of $\psi$-regularity introduced in [29] (see also Definition 4.1). Most of the differences between the two frameworks are due to the fact that [29] deals with functionals $\mathcal{R}$ defined on a general Banach space $X$, but with finite values. For instance, if the functional $\mathcal{R}$ has finite values, we observe that assumption (R4) is automatically satisfied with $K = X$.

There are only two points in which our assumptions are actually slightly stricter than [29], and both are motivated. The first one is the left inequality in (R2), corresponding in the framework of [29] to the additional assumption $c |v| \leq \psi(v)$. This is related to the fact that we do not require coercivity for the energy $\mathcal{E}$, and such loss has to be compensated with a coercivity in the dissipation potential $\mathcal{R}$, in order to recover some a priori estimates, such as (i) in Corollary 3.4. We however point out that such a request is absolutely natural in the finite-dimensional setting we are considering, as we will see in the examples of Sect. 7. On the contrary, it becomes very restrictive in infinite dimension: indeed, in standard models of elasticity where the simplest ambient space is $H^1_0(\Omega)$, a common choice of dissipation potential is $\int_\Omega |v(x)| \, dx$, which of course lacks coercivity.

The second stronger assumption is that the modulus of continuity appearing in (R3) is of integral type. This is because we are interested in absolutely continuous solutions of the rate-independent problem (2.5), not just continuous ones, cf. Proposition 5.7. However, a general modulus of continuity (as the one used in [29]) would be enough to get all the results presented in Sect. 4.

Let us also introduce an optional assumption on $\mathcal{R}$ (actually on the set $K$), which will be used to improve the regularity of the solutions of the rate-independent problem:

\(\text{(R5)}\) there exists a constant $C_K > 0$ such that, for every $z \in Z$

- either $\pi_Z(x) \neq z$ for every $x \in K$;
- or there exists $x \in K$ such that $\pi_Z(x) = z$ and $|x| \leq C_K |z|_Z$.  

\(\Diamond\) Springer
We remark that, by a physical point of view, assumption (R5) is usually satisfied. Indeed, violating (R5) would mean that the constraints allow a locomotor to achieve an arbitrarily large displacement with an arbitrarily small change in shape. All the concrete models we consider in Sect. 7 satisfy (R5); we discuss a purely theoretical counterexample in Sect. 7.6. By a mathematical point of view, let us highlight some common situations where (R5) is true.

**Proposition 2.6** Each of the following is a sufficient condition for (R5):

(i) \( K = X \) or \( K = \{0\} \);

(ii) \( \dim Z = \dim X \);

(iii) \( \dim X = 1 + \dim Z \) and \( K \) is a polyhedral closed cone, i.e. there exist \( J \) covectors \( f^K_1, \ldots, f^K_J \in X^* \) such that

\[
K = \{ x \in X \mid \langle f^K_j, x \rangle \geq 0, \text{ for every } j = 1, \ldots, J \};
\]

**Proof** The first two points are trivial. Let us therefore prove the third point. First of all we observe that for \( z = 0_Z \) the second alternative of (R5) is satisfied by \( x = 0_X \). For \( z \neq 0_Z \), by homogeneity, it is sufficient to consider the case \( |z|_Z = 1 \). Moreover, without loss of generality we can assume \( \| f^K_j \|_* = 1 \).

Let \( i : Z \times \ker \pi_Z \to X \) be the canonical identification. For every \( z \in Z \) we write \( \hat{z} := i(z, 0) \in X \); moreover, fixed any nonzero vector \( y \in \ker \pi_Z \), we set \( \eta := i(0, y)/|i(0, y)| \). Since \( \dim X = 1 + \dim Z \), we deduce that \( \pi_Z(x) = z \) if and only if \( x = \hat{z} + \lambda \eta \) for some \( \lambda \in \mathbb{R} \).

Let us write \( S = \{ \hat{z} = i(z, 0) \in X \mid |z|_Z = 1 \} \) and set

\[
C_1 := \max_{j=1,\ldots,J} \max_{\hat{z} \in S} \left| \langle f^K_j, \hat{z} \rangle \right|,
\]

\[
C_2 := \min_{j=1,\ldots,J} \left\{ \left| \langle f^K_j, \eta \rangle \right| \mid \langle f^K_j, \eta \rangle \neq 0 \right\},
\]

\[
C_3 := \max_{\hat{z} \in S} |\hat{z}|.
\]

We claim that we can take \( C_K = C_3 + (C_1/C_2) \). Fix \( z \) with norm 1, and consider the corresponding \( \hat{z} \in S \). Since \( K \) is closed, we have two alternative possibilities:

- either \( \pi_Z(x) \neq z \) for every \( x \in K \);
- or there exists \( \tilde{\lambda} \in R \) such that \( \hat{z} + \tilde{\lambda} \eta \in K \) and

\[
|\hat{z} + \tilde{\lambda} \eta| \leq |\hat{z} + \lambda \eta|, \quad \text{for every } \lambda \in \mathbb{R} \text{ such that } \hat{z} + \lambda \eta \in K.
\]

To prove (R5) it is sufficient to show that, if the second option holds, \( |\tilde{\lambda}| \leq C_1/C_2 \), so that \( |\hat{z} + \tilde{\lambda} \eta| \leq |\hat{z}| + |\tilde{\lambda}| \leq C_3 + (C_1/C_2) \). To show this estimate on \( |\tilde{\lambda}| \), let us observe that, in order to minimize the absolute value, either \( \tilde{\lambda} = 0 \) or there exists an index \( j \) such that

\[
\langle f^K_j, \hat{z} \rangle \geq 0 \quad \text{and} \quad \langle f^K_j, \eta \rangle \neq 0,
\]

which implies \( |\lambda| \leq C_1/C_2 \).

We now present the dynamic and rate-independent problems we will study and state our main result.
2.4 The dynamic problem

Let $M, V$ be as above, and assume that (E1), (E3)–(E5) and (R4) are satisfied. For $\varepsilon > 0$ we refer as dynamic problem to the subdifferential inclusion

$$
\begin{aligned}
\varepsilon^2 M\ddot{x}(t) + \varepsilon V\dot{x}(t) + \partial_v R(t, \dot{x}(t)) + D_x \mathcal{E}(t, x(t)) &\ni 0, \\
x(0) = x_0^\varepsilon, \quad \dot{x}(0) = \dot{x}_1^\varepsilon,
\end{aligned}
$$

(2.3)

where the initial velocity satisfies the admissibility condition

$$
x_1^\varepsilon \in K,
$$

(2.4)

for $K$ as in (R4).

**Definition 2.7** We say that a function $x^\varepsilon \in W^{2,1}(0, T; X)$ is a differential solution of (2.3) if the subdifferential inclusion holds true in $X^*$ for a.e. $t \in [0, T]$ and initial position and velocity are attained.

We discuss existence and uniqueness of a differential solution for (2.3) in Sect. 3, see Theorem 3.8.

2.5 The rate-independent problem

Assume that (E1)–(E5) and (R4) are satisfied. We refer as rate-independent problem to the differential inclusion

$$
\begin{aligned}
\partial_v R(t, \dot{x}(t)) + D_x \mathcal{E}(t, x(t)) &\ni 0, \\
x(0) = x_0.
\end{aligned}
$$

(2.5)

We highlight that this problem corresponds to the quasistatic approximation of the dynamic one in the inviscid case $V = 0$.

For the rate-independent problem we introduce two notions of solution. The existence of a solution in either sense will follow from our main result, Theorem 2.12. Nonetheless, the existence for both solution concepts could be directly proved (see for instance [29,50] for a general argument based on time discretization).

**Definition 2.8** We say that a function $x \in AC([0, T]; X)$ is a differential solution of (2.5) if the subdifferential inclusion holds true in $X^*$ for a.e. $t \in [0, T]$ and the initial position is attained.

We observe that the existence of differential solutions for (2.5) requires the admissibility condition on the initial datum

$$
-D_x \mathcal{E}(0, x_0) \in \partial_v R(0, 0).
$$

(2.6)

The second (weaker) notion of solution is the natural translation, to the case of a time-dependent dissipation potential, of the classical concept of energetic solution (see [44,50,51]). In order to introduce it, let us first state a suitable generalization of functions of bounded variation, which we will discuss in detail in Sect. 4.

**Definition 2.9** Given a function $f : [a, b] \to X$, we define its (pointwise) $\mathcal{R}$-variation in $[s, t]$, with $a \leq s < t \leq b$, as:

$$
V_\mathcal{R}(f; s, t) := \lim_{n \to +\infty} \sum_{k=1}^{n} \mathcal{R}(t_{k-1}, f(t_k) - f(t_{k-1})),
$$

(2.7)
where \( \{t_k\}_{k=0}^n \) is a fine sequence of partitions of \([s, t]\), namely it is of the form \( s = t_0 < t_1 < \cdots < t_n = t \) and satisfies

\[
\lim_{n \to +\infty} \sup_{k=1,...,n} (t_k - t_{k-1}) = 0.
\]  

We also set \( V_R(f; t, t) := 0 \), for every \( t \in [a, b] \).

We say that \( f \) is a function of bounded \( R \)-variation in \([a, b] \), and we write \( f \in BV_R([a, b]; X) \), if its \( R \)-variation in \([a, b] \) is finite, i.e. \( V_R(f; a, b) < +\infty \).

**Definition 2.10** We say that \( x \in BV_R([0, T]; X) \) is an energetic solution for the rate-independent problem (2.5) if the initial position is attained and the following global stability condition and (weak) energy balance hold true:

- (GS) \( E(t, x(t)) \leq E(t, v) + R(t, v - x(t)) \), for every \( v \in X \) and for every \( t \in [0, T] \);
- (WEB) \( E(t, x(t)) + V_R(x; 0, t) = E(0, x_0) + \int_0^t \frac{\partial}{\partial t}E(\tau, x(\tau)) \, d\tau \), for every \( t \in [0, T] \).

**Remark 2.11** We point out that we refer to the above energy balance as weak (and we write (WEB) instead of (EB)) to distinguish it from the analogous energy balance (labelled by (EB)) fulfilled by differential solutions (see Proposition 5.1), where the simpler term \( \int_0^t R(\tau, \dot{x}(\tau)) \, d\tau \) replaces the \( R \)-variation.

The justification of this definition, together with the main properties of energetic solutions, will be given in Sect. 5; see in particular Proposition 5.1. We remark that the notion of energetic solution is more flexible than the one of differential solution, since it does not involve derivatives and in general allows for discontinuous solutions. We refer to [50] for a wide and complete presentation on the topic.

### 2.6 Main result

We are now ready to state the main result of this paper, concerning the asymptotic behaviour as \( \varepsilon \to 0^+ \) of differential solutions of the dynamic problem (2.3).

**Theorem 2.12** Let \( M, V \) be as above; assume that \( R \) satisfies (R4), and that \( E(t, x) = E_{\text{sh}}(t, \pi_Z(x)) \) satisfies (E1)–(E6) or (QE). Let \( x^\varepsilon \) be a differential solution of the dynamic problem (2.3) related to the initial position \( x_0^\varepsilon \in X \) and the initial velocity \( x_1^\varepsilon \in K \), and assume

\[
\lim_{\varepsilon \to 0} x_0^\varepsilon = x_0, \quad \lim_{\varepsilon \to 0} \varepsilon x_1^\varepsilon = 0,
\]  

for some \( x_0 \) satisfying (2.6). Then there exist a subsequence \( \varepsilon_j \searrow 0 \) and a function \( x \in BV_R([0, T]; X) \cap C^0([0, T]; X) \) such that \( x \) is an energetic solution for (2.5) with initial position \( x_0 \) and:

(a) \( \lim_{j \to +\infty} x^{\varepsilon_j}(t) = x(t) \) uniformly on \([0, T] \);
(b) \( \lim_{j \to +\infty} \int_s^t R(\tau, \dot{x}^{\varepsilon_j}(\tau)) \, d\tau = V_R(x; s, t) \) for every \( 0 \leq s \leq t \leq T \);
(c) \( \lim_{j \to +\infty} \varepsilon_j |\dot{x}^{\varepsilon_j}(t)|_{M} = 0 \) uniformly on \([0, T] \);
(d) \( \lim_{j \to +\infty} \varepsilon_j \int_0^T |\dot{x}^{\varepsilon_j}(\tau)|_V^2 \, d\tau = 0 \).
In particular, in case of uniqueness of energetic solutions to the rate-independent problem (2.5), cf. for instance Lemmata 5.8 and 5.9, the result holds true for the whole sequence $x^\varepsilon$.

If, in addition, (R5) holds or $\mathcal{R}$ does not depend on time, then the limit function $x$ is absolutely continuous and, in particular, it is a differential solution of (2.5).

We remark that assumption (2.9) can be relaxed to the boundedness of the sequences. In such a case, as we argue in Theorem 6.9, we obtain similar results with energetic solutions having a (possible) jump in $t = 0$.

3 Existence of solutions for the dynamic problem

This section is devoted to the analysis of the dynamic problem (2.3) and to the proof of an existence result under the main assumptions (E1), (E3)–(E5) and (R4). Convexity, i.e. (E2), here is not needed. Condition (E7) will be also added to obtain uniqueness of differential solutions, see Theorem 3.8. Of course in this section the parameter $\varepsilon > 0$ is fixed; however, since some results we obtain here will be useful also in the rest of the paper where $\varepsilon$ is sent to 0, for the sake of brevity we prefer to assume that the initial data are uniformly bounded in $\varepsilon$. Namely we require there exists a positive constant $\Lambda_1 > 0$ for which

$$
|\epsilon x_0^\varepsilon| \leq \Lambda, \quad \text{and} \quad |\epsilon x_1^\varepsilon| \leq \Lambda, \quad \text{for every } \varepsilon > 0.
$$

(3.1)

Before starting the analysis we prove the following Grönwall-type estimate:

**Lemma 3.1 (Grönwall inequality)** Let $f: [a, b] \to [0, +\infty)$ be a bounded measurable function such that

$$
f(t) \leq C + \int_a^t \omega(f(\tau))g(\tau) \, d\tau, \quad \text{for every } t \in [a, b],
$$

(3.2)

where $C > 0$ is a positive constant, $\omega: [0, +\infty) \to [0, +\infty)$ is a nondecreasing continuous function such that $\omega(x) > 0$ if $x > 0$, and $g \in L^1(a, b)$ is nonnegative.

Then it holds:

$$
f(t) \leq \varphi^{-1} \left( \varphi(C) + \int_a^t g(\tau) \, d\tau \right), \quad \text{for every } t \in [a, b],
$$

where $\varphi(t) := \int_1^t \frac{1}{\omega(\tau)} \, d\tau$.

**Proof** We consider the auxiliary function $F(t) := \int_a^t \omega(f(\tau))g(\tau) \, d\tau$. Since $f$ is bounded, $F$ is absolutely continuous in $[a, b]$ and $F(a) = 0$. Moreover by (3.2) we deduce:

$$
\dot{F}(\tau) = \omega(f(\tau))g(\tau) \leq \omega(C + F(\tau))g(\tau), \quad \text{for a.e. } \tau \in [a, b].
$$

From the above inequality we thus infer for every $t \in [a, b]$:

$$
\int_a^t g(\tau) \, d\tau \geq \int_a^t \frac{\dot{F}(\tau)}{\omega(C + F(\tau))} \, d\tau = \int_C^t \frac{1}{\omega(\tau)} \, d\tau = \varphi(C + F(t)) - \varphi(C)
$$

$$
\geq \varphi(f(t)) - \varphi(C),
$$
where in the last inequality we used again (3.2) and exploited the monotonicity of \( \varphi \). Hence we conclude. \( \square \)

For a reason which will be clear later, to develop all the arguments of this section we need to introduce a truncated version of the elastic energy \( E \). We argue as follows: for every \( \rho \in (0, +\infty) \), let \( \lambda^\rho : [0, +\infty) \to [0, \rho + 1] \) be a \( C^\infty \), monotone increasing, concave function such that \( \lambda^\rho(r) = r \) for \( r \leq \rho \) and let us consider the truncated energies

\[
E^\rho(t, x) = E\left(t, \sigma^\rho(x)\right), \quad \text{where } \sigma^\rho(x) := \frac{\lambda^\rho(|x|)x}{|x|}.
\]

setting in the limit case \( E^{+\infty} \equiv E \). Notice that \( \sigma^\rho \) is the identity on \( B^X_\rho \) and that the Jacobian of \( \sigma^\rho \) at each point has (operator) norm less or equal to one.

We observe that the new functions \( E^\rho \) cannot be expressed any longer as functions of \((t, \pi_Z(x))\). Yet they inherit many of the regularity properties of \( E \) and \( E_{sh} \). Indeed we observe that, by (E1) and (E3), the functions \( E^\rho \) and \( D_x E^\rho \) are continuous in \([0, T] \times X \), while from (E1) and (E5) we get that \( \frac{\partial}{\partial t} E^\rho \) is a Carathéodory function. Moreover, by (E4) it holds

\[
\left| \frac{\partial}{\partial t} E^\rho(t, x) \right| \leq \omega(E^\rho(t, x))\gamma(t), \quad \text{for a.e. } t \in [0, T] \text{ and for every } x \in X,
\]

where \( \omega \) and \( \gamma \) are the same of (E4) and in particular do not depend on \( \rho \). Furthermore, by compactness and the properties of \( \sigma^\rho \), if \( \rho \in (0, +\infty) \) then we get that \( D_x E^\rho \) is bounded on the whole \([0, T] \times X \), namely there exists a constant \( C^\rho > 0 \) such that

\[
\sup_{(t,x) \in [0,T] \times X} |D_x E^\rho(t,x)|_* \leq C^\rho.
\]

The above estimate is the main reason why we introduced the truncated energy; it will be indeed crucial in the proof of Proposition 3.7.

If in addition also (E7) holds, we deduce that there exists a function \( \zeta^\rho \in L^1(0, T) \) such that

\[
|D_x E^\rho(t, x_1) - D_x E^\rho(t, x_2)|_* \leq \zeta^\rho(t) \ |x_1 - x_2|,
\]

for a.e. \( t \in [0, T] \), and every \( x_1, x_2 \in B^X_\rho \).

Let us thus consider the approximate problems

\[
\begin{cases}
\varepsilon^2 \mathbb{M} \ddot{x}^\varepsilon(t) + \varepsilon \nabla \dot{x}^\varepsilon(t) + \partial_v \mathbb{R}(t, \dot{x}^\varepsilon(t)) + D_x E^\rho(t, x^\varepsilon(t)) \ni 0, \\
x^\varepsilon(0) = x_0^\varepsilon, \quad \dot{x}^\varepsilon(0) = x_1^\varepsilon,
\end{cases}
\]

where for the sake of clarity we do not stress the dependence on \( \rho \) of the solution. We recall that we are always assuming (E1), (E3)–(E5), (R4) and considering \( \mathbb{M}, \nabla \) as in Sect. 2, in particular satisfying (2.1) and (2.2).

As a first step we present an alternative formulation of (3.7), based on the definition of subdifferential. We emphasize that the following results, where not otherwise explicitly stated, hold also for the original dynamic problem (2.3), corresponding to \( \rho = +\infty \). In particular, the uniform estimates with respect to the initial data of Corollary 3.4 for the original dynamic problem will be employed later in the paper.

**Proposition 3.2** For every \( \varepsilon > 0 \) and \( \rho \in (0, +\infty) \), a function \( x^\varepsilon \in W^{2,1}(0, T; X) \) is a differential solution of (3.7) if and only if initial data are attained and the following dynamic local stability condition and dynamic energy balance hold true:
\((\text{LS}^\varepsilon)\) for a.e. time \(t \in [0, T]\) and for every \(v \in X\)

\[
\mathcal{R}(t, v) + \langle D_x \mathcal{E}^\rho(t, x^\varepsilon(t)) + \varepsilon^2 M \dot{x}^\varepsilon(t) + \varepsilon \nabla \dot{x}^\varepsilon(t), v \rangle \geq 0;
\]

\((\text{EB}^\varepsilon)\) for every \(t \in [0, T]\)

\[
\frac{\varepsilon^2}{2} |\dot{x}^\varepsilon(t)|^2_M + \mathcal{E}^\rho(t, x^\varepsilon(t)) + \int_0^t \mathcal{R}(\tau, \dot{x}^\varepsilon(\tau)) \, d\tau + \varepsilon \int_0^t |\dot{x}^\varepsilon(\tau)|^2_W \, d\tau \geq \frac{\varepsilon^2}{2} |x_1^\varepsilon|^2_M + \mathcal{E}^\rho(0, x_0^\varepsilon) + \int_0^t \frac{\partial}{\partial t} \mathcal{E}^\rho(\tau, x^\varepsilon(\tau)) \, d\tau.
\]

**Proof** By definition of subdifferential we deduce that \(x^\varepsilon \in W^{2,1}(0, T; X)\) is a differential solution of (3.7) if and only if initial data are attained and for a.e. \(t \in [0, T]\) and for every \(\tilde{v} \in X\) it holds:

\[
\mathcal{R}(t, \tilde{v}) + \langle D_x \mathcal{E}^\rho(t, x^\varepsilon(t)) + \varepsilon^2 M \dot{x}^\varepsilon(t) + \varepsilon \nabla \dot{x}^\varepsilon(t), \tilde{v} \rangle \\
\geq \mathcal{R}(t, \dot{x}^\varepsilon(t)) + \langle D_x \mathcal{E}^\rho(t, x^\varepsilon(t)) + \varepsilon^2 M \dot{x}^\varepsilon(t) + \varepsilon \nabla \dot{x}^\varepsilon(t), \dot{x}^\varepsilon(t) \rangle. \tag{3.8}
\]

We thus conclude if we show that (3.8) is equivalent to (\(\text{LS}^\varepsilon\)) and (\(\text{EB}^\varepsilon\)).

We first assume that (3.8) holds true. We fix \(v \in X\) and we choose \(\tilde{v} = nv\), with \(n \in \mathbb{N}\); by means of the one homogeneity of \(\mathcal{R}(t, \cdot)\) and letting \(n \to +\infty\) we deduce the validity of (\(\text{LS}^\varepsilon\)). Choosing \(\tilde{v} = 0\) and exploiting (\(\text{LS}^\varepsilon\)), we instead get the following local energy balance (also called power balance):

\((\text{LEB}^\varepsilon)\) for a.e. time \(t \in [0, T]\) it holds

\[
\mathcal{R}(t, \dot{x}^\varepsilon(t)) + \langle D_x \mathcal{E}^\rho(t, x^\varepsilon(t)) + \varepsilon^2 M \dot{x}^\varepsilon(t) + \varepsilon \nabla \dot{x}^\varepsilon(t), \dot{x}^\varepsilon(t) \rangle = 0.
\]

Integrating (\(\text{LEB}^\varepsilon\)) between 0 and \(t\) we finally get (\(\text{EB}^\varepsilon\)). Indeed we recall that, since \(x^\varepsilon\) is absolutely continuous, the map \(\mathcal{E}^\rho(\cdot, x^\varepsilon(\cdot))\) is absolutely continuous too and \(\frac{\partial}{\partial t} \mathcal{E}^\rho(\cdot, x^\varepsilon(\cdot))\) is summable in \([0, T]\).

We now assume that (\(\text{LS}^\varepsilon\)) and (\(\text{EB}^\varepsilon\)) hold true. By differentiating (\(\text{EB}^\varepsilon\)) we easily get (\(\text{LEB}^\varepsilon\)); combining it with (\(\text{LS}^\varepsilon\)) we thus obtain (3.8) and we conclude.

Thanks to the energy balance (\(\text{EB}^\varepsilon\)) we are able to infer the following uniform bound of the involved energy along a differential solution. As we said before we assume that the initial data are uniformly bounded with respect to \(\varepsilon\) since this result will be useful also for the next sections.

**Proposition 3.3** Assume that the initial data satisfy (3.1) and let \(x^\varepsilon\) be a differential solution of (3.7). Then there exists a positive constant \(\tilde{C}_\Lambda > 0\), independent of \(\varepsilon > 0\) and of \(\rho \in (0, +\infty]\), such that:

\[
\frac{\varepsilon^2}{2} |\dot{x}^\varepsilon(t)|^2_M + \mathcal{E}^\rho(t, x^\varepsilon(t)) + \int_0^t \mathcal{R}(\tau, \dot{x}^\varepsilon(\tau)) \, d\tau + \varepsilon \int_0^t |\dot{x}^\varepsilon(\tau)|^2_W \, d\tau \leq \tilde{C}_\Lambda, \quad \text{for every } t \in [0, T]. \tag{3.9}
\]

**Proof** We denote by \(\mathcal{L}^\varepsilon(t)\) the left-hand side of (3.9). By means of the energy balance (\(\text{EB}^\varepsilon\)), together with the estimates (2.1) and (3.4), we deduce that the following inequality holds

\[\mathcal{L}^\varepsilon(t) \leq \tilde{C}_\Lambda, \quad \text{for every } t \in [0, T].\]
true for every $t \in [0, T]$:

$$F^\varepsilon(t) = \frac{\varepsilon^2}{2}|x^\varepsilon_1|^2_M + \mathcal{E}^\rho(0, x^\varepsilon_0^t) + \int_0^t \frac{\partial}{\partial t} \mathcal{E}^\rho(\tau, x^\varepsilon(\tau)) d\tau \leq C + \int_0^t \omega(\mathcal{E}^\rho(\tau, x^\varepsilon(\tau))) \gamma(\tau) d\tau.$$

We now conclude by means of the Grönwall Lemma 3.1. □

As a simple corollary we deduce:

**Corollary 3.4** Assume that the initial data satisfy (3.1) and let $x^\varepsilon$ be a differential solution of (3.7). Then there exists a positive constant $C_\Lambda > 0$, independent of $\varepsilon > 0$ and of $\rho \in (0, +\infty]$, such that:

(i) $\max_{t \in [0, T]} |x^\varepsilon(t)| < C_\Lambda$;

(ii) $\int_0^T R(\tau, \dot{x}^\varepsilon(\tau)) d\tau < C_\Lambda$;

(iii) $\max_{t \in [0, T]} \varepsilon |\dot{x}^\varepsilon(t)|_M < C_\Lambda$.

**Proof** The bounds in (ii) and (iii) simply follow from (3.9). To get (i) we recall that $x^\varepsilon$ belongs to $W^{2,1}(0, T; X)$, and hence by using (R2) we obtain:

$$|x^\varepsilon(t)| \leq |x^\varepsilon_0^t| + |x^\varepsilon(t) - x^\varepsilon_0^t| \leq \Lambda + \int_0^t |\dot{x}^\varepsilon(\tau)| d\tau \leq \Lambda + \frac{1}{\alpha_*} \int_0^T R(\tau, \dot{x}^\varepsilon(\tau)) d\tau.$$

We indeed notice that $\dot{x}^\varepsilon(t)$ is forced to live in $K$ for almost every time $t \in [0, T]$, otherwise $\partial_v R(t, \dot{x}^\varepsilon(t))$ would be empty or alternatively (ii) could not be valid. Thus we conclude by (ii). □

Let us now recall a notion of normal cone suitable to our framework. For a convex subset $K \subseteq X$ and a positive-definite, symmetric linear operator $A : X \rightarrow X^*$, we denote with $N^A_K(x)$ the normal cone to the set $K$ in the point $x \in K$ with respect to the scalar product $\langle \cdot, \cdot \rangle : X \times X \rightarrow \mathbb{R}$, namely

$$N^A_K(x) := \{ v \in X \mid \langle A v, \tilde{x} - x \rangle \leq 0 \text{ for every } \tilde{x} \in K \}. \quad (3.10)$$

If $x$ instead does not belong to $K$, for convention we set $N^A_K(x) := \emptyset$. If finally the scalar product is the one endowed to the space, we simply write $N_K(x)$.

We also recall an existence and uniqueness result for the second order perturbed sweeping process, see [2].

**Theorem 3.5** Let $E$ be an Euclidean space, $K \subseteq E$ a non-empty closed convex subset, and $F : [0, T] \times E \times K \rightrightarrows E$ an upper semicontinuous set-valued map with non-empty compact convex values and satisfying for every $(t, \eta, \mu) \in [0, T] \times E \times K$ the bound

$$F(t, \eta, \mu) \subseteq \beta(1 + |\eta|_E + |\mu|_E)B_1^E,$$

If $x$ instead does not belong to $K$, for convention we set $N^A_K(x) := \emptyset$. If finally the scalar product is the one endowed to the space, we simply write $N_K(x)$.
where $\mathcal{B}_1^E$ is the open unitary ball in $E$ centered at the origin. Then, for every $(\eta_0, \eta_1) \in E \times \mathcal{K}$, the problem

$$\begin{cases}
\dot{\eta}(t) \in -\mathcal{N}_K(\dot{\eta}(t)) - F(t, \eta(t), \dot{\eta}(t)), \\
\eta(0) = \eta_0, \quad \dot{\eta}(0) = \eta_1,
\end{cases} \quad (3.11)$$

admits at least one differential solution, namely a function $\eta \in W^{2,1}(0, T; E)$ such that the differential inclusion holds true for a.e. $t \in [0, T]$ and the initial data are attained. Moreover it actually holds $\eta \in W^{2,\infty}(0, T; E)$.

**Theorem 3.6** Under the assumptions of Theorem 3.5, suppose in addition that there exists an open set $\mathcal{U} \subseteq E$ such that

1. every solution $\eta$ of (3.11) satisfies $\eta(t) \in \mathcal{U}$ for every $t \in [0, T]$;
2. there exists a function $k \in L^1(0, T)$ such that

$$|f_1 - f_2, \mu_1 - \mu_2|_E \geq -k(t)(|\eta_1 - \eta_2|_E^2 + |\mu_1 - \mu_2|_E^2),$$

for a.e. $t \in [0, T]$ and for every $\eta_1, \eta_2 \in \mathcal{U}$, $\mu_1, \mu_2 \in \mathcal{K}$, $f_1 \in F(t, \eta_1, \mu_1)$, $f_2 \in F(t, \eta_2, \mu_2)$.

Then the solution of (3.11) provided by Theorem 3.5 is unique.

The existence Theorem 3.5 is a special case of [2, Theorem 3.1]. The uniqueness Theorem 3.5 is instead a straightforward corollary of [2, Theorem 3.3], noticing that once a uniform bound (j) on the solutions is available, it is sufficient to require (jj) in a region $\mathcal{U}$ where the solutions are contained.

In the next proposition we translate these results in our framework, obtaining existence (and uniqueness) of solutions to (3.7), but only for $\rho \in (0, +\infty)$.

**Proposition 3.7** Fix $\varepsilon > 0$. For every initial values $x_0^\varepsilon \in X$ and $x_1^\varepsilon \in K$, and for every $\rho \in (0, +\infty)$, there exists at least a differential solution $x^\varepsilon \in W^{2,\infty}(0, T; X)$ to problem (3.7).

Moreover, let us assume that also (E7) holds. We take $\Lambda := \max\{|x_0^\varepsilon|, |\varepsilon x_1^\varepsilon|\}$ and take $C_\Lambda$ as in Corollary 3.4. Then for every $\rho \in (C_\Lambda, +\infty)$ the solution of (3.7) is unique.

**Proof** Let us recall that, since by (R4) the domains of $\chi_K$ and $\mathcal{R}_{\text{finite}}$ cannot be separated, we can write

$$\partial_v \mathcal{R}(t, \nu) = \partial \chi_K(\nu) + \partial_v \mathcal{R}_{\text{finite}}(t, \nu), \quad \text{for every } (t, \nu) \in [0, T] \times X,$$

cf. [59, Corollary 10.9]. Hence we can rewrite problem (3.7) as

$$\begin{cases}
\varepsilon^2 \mathbb{M} \ddot{x}^\varepsilon(t) \in -\partial \chi_K(\dot{x}^\varepsilon(t)) - \tilde{F}(t, x^\varepsilon(t), \dot{x}^\varepsilon(t)), \\
x^\varepsilon(0) = x_0^\varepsilon, \quad \dot{x}^\varepsilon(0) = x_1^\varepsilon,
\end{cases} \quad (3.12)$$

where

$$\tilde{F}(t, u, \nu) := \varepsilon \mathbb{V} u + \partial_v \mathcal{R}_{\text{finite}}(t, \nu) + D_\nu \mathcal{E}^{\rho}(t, u).$$

We now observe that, by (IV) and (V) in Corollary 2.4, the map $\partial_v \mathcal{R}_{\text{finite}} : [0, T] \times K \rightrightarrows X^*$ has compact, convex, non-empty values and it is upper semicontinuous. Thus trivially also the map $\tilde{F} : [0, T] \times X \times K \rightrightarrows X^*$ has compact, convex, non-empty values and it is upper...
semicontinuous on the whole domain. Moreover, by (2.2), (IV) in Corollary 2.4 and (3.5), for every $\rho \in (0, +\infty)$ there exists a constant $\beta_\rho > 0$ such that
\[ \tilde{F}(t, u, v) \leq \beta_\rho (1 + |v|) B_1^{X^*}, \quad \text{for every } (t, u, v) \in [0, T] \times X \times K, \] (3.13)
where $B_1^{X^*}$ is the open unitary ball in $X^*$ centered at the origin.

Let us now set $Q^\varepsilon := \varepsilon^{-2} M^{-1} : X^* \to X$, so that $Q^\varepsilon$ is a positive-definite, symmetric linear operator. Using also that $K$ is a closed, convex cone, for every $\eta \in X^*$ we have
\[
\partial \chi_K(Q^\varepsilon \eta) = \{ \xi \in X^* | \chi_K(Q^\varepsilon \eta) + \langle \xi, x \rangle \leq \chi_K(Q^\varepsilon \eta + x) \quad \text{for every } x \in X \}
= \{ \xi \in X^* | \chi_K(Q^\varepsilon \eta) + \langle \xi, Q^\varepsilon \zeta \rangle \leq \chi_K(Q^\varepsilon (\eta + \zeta)) \quad \text{for every } \zeta \in X^* \}
= \{ \xi \in X^* | \chi_{MK}(\eta) + \langle \xi, Q^\varepsilon (\eta - \zeta) \rangle \leq \chi_{MK}(\eta) \quad \text{for every } \zeta \in X^* \}
= \bigcap_{\eta \in X^*} \chi_{MK}(\eta).
\]

In the third step we have used the fact that $K$ is a cone to neglect the factor $\varepsilon^2$. The last step follows by observing that both sets are empty if $\eta \notin MK$, since the inequality would fail for $\eta \notin MK$. On the other hand, if $\eta \in MK$, the inequality is always true for $\eta \notin MK$, while it is equivalent to $\langle \xi, Q^\varepsilon (\eta - \zeta) \rangle \leq 0$ for $\eta \notin MK$.

Let us now introduce the Euclidean space $E$ as the vector space $X^*$ endowed with the scalar product $\langle \cdot, \cdot \rangle$ with $Q^\varepsilon$ as above. By (2.1) we observe that
\[
\frac{1}{\varepsilon \sqrt{M}} |\eta|_E \leq |\eta|_E \leq \frac{1}{\varepsilon \sqrt{m}} |\eta|_E, \quad \text{for every } \eta \in E. \tag{3.14}
\]

Then, $x^\varepsilon$ is a differential solution of (3.7) if and only if $\eta^\varepsilon := \varepsilon^2 MX^\varepsilon$ is a differential solution of the following second order perturbed sweeping process on $E$:
\[
\begin{cases}
\dot{\eta}^\varepsilon(t) \in -N_{MK}(\dot{\eta}^\varepsilon(t)) - F(t, \eta^\varepsilon(t), \dot{\eta}^\varepsilon(t)), \\
\eta^\varepsilon(0) = \varepsilon^2 MX^\varepsilon, \quad \dot{\eta}^\varepsilon(0) = \varepsilon^2 MX^\varepsilon,
\end{cases} \tag{3.15}
\]
where the function $F : [0, T] \times E \times MK \Rightarrow E$ is defined by
\[ F(t, u, v) := \tilde{F}(t, Q^\varepsilon u, Q^\varepsilon v). \]

We observe that, by (3.14) and the linearity of $Q^\varepsilon$, we have that the map $F$ has compact, convex, non-empty values and is upper semicontinuous on the whole domain with respect to the norm of $E$. Moreover, by (3.13) and (3.14), for every $\rho \in (0, +\infty)$ there exists a constant $\beta_\rho > 0$ such that
\[ F(t, u, v) \leq \beta_\rho (1 + |v|) B_1^{E^*}, \quad \text{for every } (t, u, v) \in [0, T] \times E \times MK, \]
where $B_1^{E^*}$ is the unitary ball in $E$ centered at the origin. We have therefore verified all the hypotheses of Theorem 3.5, hence proving the existence of a solution $\eta^\varepsilon \in W^{2,\infty}(0, T; E)$ of (3.15). Noticing that $x^\varepsilon = Q^\varepsilon \eta^\varepsilon \in W^{2,\infty}(0, T; X)$, we complete the first part of the proof.

It remains to show that such a solution is unique. Therefore, let us now consider $\rho \in (C, +\infty)$ and assume (E7), with the consequence that also (3.6) holds.

Since to every solution $\eta^\varepsilon$ of (3.15) there corresponds a solution $x^\varepsilon = Q^\varepsilon \eta^\varepsilon$ of (3.7), which by Corollary 3.4 is contained in the open ball $B_1^{X^*}$, we deduce that every solution $\eta^\varepsilon$ of (3.15) is contained in the set $U := \varepsilon^2 M B_1^{X^*}$, which is open also in the topology of $E$. Hence condition (j) of Theorem 3.6 is satisfied.
We then observe that the function $\tilde{F}$ can be decomposed in two parts. The first part
$\tilde{F}^a(t, v) := \varepsilon \nabla v + \partial_{R_{\text{finite}}}(t, v)$, at each time $t$, is included in the subdifferential with
respect to $v$ of a convex function, namely $\tilde{F}^a(t, v) \subseteq \partial_v[\varepsilon (\nabla v, v) + R_{\text{finite}}(t, v)]$. Hence by
monotonicity of the subdifferential it holds:
\[
\langle \tilde{f}^a_1 - \tilde{f}^a_2, v_1 - v_2 \rangle \geq 0,
\]
for every $t \in [0, T], v_1, v_2 \in K$, $\tilde{f}^a_1 \in \tilde{F}^a(t, v_1)$, $\tilde{f}^a_2 \in \tilde{F}^a(t, v_2)$. Therefore, taking
$\mu_1 = \varepsilon^2 M v_1$ and $\mu_2 = \varepsilon^2 M v_2$, we infer that
\[
\langle \tilde{f}^a_1 - \tilde{f}^a_2, \mu_1 - \mu_2 \rangle = \langle \tilde{f}^a_1 - \tilde{f}^a_2, \varepsilon^q \mu_1 - \varepsilon^q \mu_2 \rangle = \langle \tilde{f}^a_1 - \tilde{f}^a_2, v_1 - v_2 \rangle \geq 0,
\]
for every $t \in [0, T], \mu_1, \mu_2 \in \varepsilon K$, $\tilde{f}^a_1 \in \tilde{F}^a(t, \varepsilon^q \mu_1)$, $\tilde{f}^a_2 \in \tilde{F}^a(t, \varepsilon^q \mu_2)$.

Let us now consider the second part $\tilde{F}^b(t, u) := D_x \mathcal{E}^\rho(t, u)$ of $\tilde{F}$. By (3.6) there exists a function $\tilde{\zeta}_\rho \in L^1(0, T)$ such that
\[
|\tilde{F}^b(t, u_1) - \tilde{F}^b(t, u_2)|_* \leq \tilde{\zeta}_\rho(t) |u_1 - u_2|,
\]
for a.e. $t \in [0, T]$, and for every $u_1, u_2 \in B^X_{C_\Lambda}$. As before, taking $\eta_1 = \varepsilon^2 M u_1$ and $\eta_2 = \varepsilon^2 M u_2$, we deduce that
\[
|\tilde{F}^b(t, \varepsilon^q \eta_1) - \tilde{F}^b(t, \varepsilon^q \eta_2)|_E \leq \frac{1}{\varepsilon} \sqrt{m} |\tilde{F}^b(t, \varepsilon^q \eta_1) - \tilde{F}^b(t, \varepsilon^q \eta_2)|_*
\leq \frac{\tilde{\zeta}_\rho(t)}{\varepsilon} |\varepsilon^q \eta_1 - \varepsilon^q \eta_2| \leq \frac{\tilde{\zeta}_\rho(t)}{\varepsilon^{2} \sqrt{m}} |\eta_1 - \eta_2|_E,
\]
which therefore holds for a.e. $t \in [0, T]$, and every $\eta_1, \eta_2 \in \mathcal{U}$.

Hence, by combining (3.16) and (3.17) we obtain
\[
\langle f_1 - f_2, \mu_1 - \mu_2 \rangle_E \geq \langle \tilde{F}^b(t, \varepsilon^q \eta_1) - \tilde{F}^b(t, \varepsilon^q \eta_2), \mu_1 - \mu_2 \rangle_E
\geq -|\tilde{F}^b(t, \varepsilon^q \eta_1) - \tilde{F}^b(t, \varepsilon^q \eta_2)|_E |\mu_1 - \mu_2|_E
\geq - \frac{\tilde{\zeta}_\rho(t)}{2 \varepsilon^{2} \sqrt{m}} (|\eta_1 - \eta_2|_E^2 + |\mu_1 - \mu_2|^2_E),
\]
for a.e. $t \in [0, T]$, and for every $\eta_1, \eta_2 \in \mathcal{U}$, $\mu_1, \mu_2 \in \varepsilon K$, $f_1 \in F(t, \eta_1, \mu_1)$, $f_2 \in F(t, \eta_2, \mu_2)$.

Hence also condition (jj) of Theorem 3.6 is satisfied, yielding the uniqueness result of the
proposition.

The main result of this section, concerning the original problem (2.3), is a straightforward
corollary of Proposition 3.7. Indeed, we just need to remove the truncation provided by the
parameter $\rho$.

**Theorem 3.8** Fix $\varepsilon > 0$, let $M, V$ be as in Sect. 2, and assume that $\mathcal{R}$ satisfies (R4) and
$\mathcal{E}(t, x) = \mathcal{E}_{sh}(t, \varepsilon x)$ satisfies (E1), (E3)–(E5). Then for every initial values $x_0^\varepsilon \in X$ and
$x_1^\varepsilon \in K$ there exists at least a differential solution $x^\varepsilon \in W^{2, \infty}(0, T; X)$ to problem (2.3).

If in addition (E7) holds, then such a solution is unique.

**Proof** Let us set $\Lambda := \max(|x_0^\varepsilon|, |\varepsilon x_1^\varepsilon|)$. Considering the constant $C_\Lambda > 0$ given by Corollary 3.4, we fix $\rho \in (C_\Lambda, +\infty)$.

We observe that by definition of the truncated energy $\mathcal{E}^\rho$ the two problems (2.3) and (3.7) coincide in the region $(t, x_1^\varepsilon, \varepsilon x_1^\varepsilon) \in [0, T] \times B_\rho^X \times K$; moreover, by Corollary 3.4, the solutions
of both initial value problems are contained in that region. Hence, the solutions of (2.3) and (3.7) coincide. Since, by Proposition 3.7, problem (3.7) admits at least one differential solution \( x^e \), which additionally satisfies \( x^e \in W^{2,\infty}(0, T; X) \) and which is unique if also (E7) is satisfied, so does the original dynamic problem (2.3).

\[ \square \]

### 4 \( \mathcal{R} \)-absolutely continuous functions and functions of bounded \( \mathcal{R} \)-variation

In this section we introduce and present the main properties of the analogue of absolutely continuous (vector-valued) functions and of functions of bounded variation when the norm \( |\cdot| \) is replaced by a general time-dependent functional \( \mathcal{R} \). These two notions will be useful to deal with both problems (2.3) and (2.5). Here we consider the case of a general reflexive Banach space \( X \), and instead of limiting ourselves to potentials \( \mathcal{R} \) satisfying (R4) we consider the larger class of \( \psi \)-regular functionals used in [29] (but still with the additional coercivity assumption (\( \psi_5 \)), see Remark 4.2 below). This choice is motivated by two reasons: first of all we provide new results which are not investigated in [29] (see the behaviour of the \( \mathcal{R} \)-variation with respect to the right- and left-limits of Proposition 4.10, or the improvement from pointwise to uniform convergence of Lemma 4.13), and thus we prefer to state them in the broadest possible setting; furthermore all the proofs here presented would not be simplified by restricting to our more specific framework. We also want to recall that a more general theory can be developed even in a metric setting, see for instance [6], Chapter 1, for absolutely continuous functions, or [53] for functions of bounded variation.

We follow the presentation given in [29] for the definition and the main features of functions of bounded \( \mathcal{R} \)-variation when \( \mathcal{R} \) depends on time, and we provide some more properties we will need during the paper. We also mention [21], where an analogous notion of total variation associated with a time-dependent dissipation potential is analysed, under some additional monotonicity assumptions. We finally refer to the Appendix of [14] for a very well detailed presentation of the classical case in which \( \mathcal{R} \) is the norm of the Banach space \( X \).

We thus consider a reflexive Banach space \( X \) and a \( \psi \)-regular function \( \mathcal{R} : [a, b] \times X \to [0, +\infty] \) in the sense of the following Definition, see also [29]:

**Definition 4.1** Given an admissible function \( \psi : X \to [0, +\infty] \), namely satisfying

- \((\psi_1)\) \( \psi(0) = 0 \);
- \((\psi_2)\) \( \psi \) is convex;
- \((\psi_3)\) \( \psi \) is positively homogeneous of degree one;
- \((\psi_4)\) \( \psi \) is lower semicontinuous;
- \((\psi_5)\) there exists a positive constant \( c > 0 \) such that \( c |\cdot| \leq \psi(\cdot) \),

we say that \( \mathcal{R} : [a, b] \times X \to [0, +\infty] \) is \( \psi \)-regular if:

- for every \( t \in [a, b] \), \( \mathcal{R}(t, \cdot) \) is convex, positively homogeneous of degree one, lower semicontinuous, and satisfies \( \mathcal{R}(t, 0) = 0 \);
- there exist two positive constants \( \alpha^* \geq \alpha_0 > 0 \) for which
  \[
  \alpha_0 \psi(v) \leq \mathcal{R}(t, v) \leq \alpha^* \psi(v), \quad \text{for every } (t, v) \in [a, b] \times X;
  \]
- there exists a nonnegative and nondecreasing function \( \sigma \in C^0([0, b - a]) \) satisfying \( \sigma(0) = 0 \) and for which
  \[
  |\mathcal{R}(t, v) - \mathcal{R}(s, v)| \leq \psi(v)
  \]
\[ \sigma(t-s), \text{ for every } a \leq s \leq t \leq b \text{ and for every } v \in \mathcal{X} \text{ s.t. } \psi(v) < +\infty. (4.2) \]

**Remark 4.2** We again notice that this definition actually differs from the one considered in [29] due to the additional assumption \((\psi_5)\), which gives coercivity. Most of the results of this section are however valid without \((\psi_5)\), as the Reader can check from the proofs; we always stress the points where it is really necessary.

We point out that if \(R\) satisfies \((R4)\), then it is \(\psi^K\)-regular (with an absolutely continuous \(\sigma\)) with respect to the admissible function

\[ \psi^K(v) = \chi_K(v) + |v|, \quad (4.3) \]

where \(K\) is given by \((R4)\). On the other hand, any \(\psi\)-regular functional \(R\) can be written as

\[ R(t, v) = \chi_{\{\psi < +\infty\}}(v) + R_{\{\psi < +\infty\}}(t, v), \]

where \(R_{\{\psi < +\infty\}}\) has finite values due to \((4.1)\) and the set \(\{\psi < +\infty\}\) is a nonempty convex cone thanks to \((\psi_1)-(\psi_3)\). However, in general, this set is not closed and moreover the second inequality in \((4.1)\) cannot be improved to \((R2)\), since no bounds from above for \(\psi\) are available. These are the main differences between \(\psi\)-regular functionals and functionals satisfying \((R4)\).

We first deal with the notion of \(R\)-absolutely continuous functions:

**Definition 4.3** We say that a function \(f : [a, b] \to \mathcal{X}\) is \(R\)-absolutely continuous, and we write \(f \in AC_R([a, b]; \mathcal{X})\) if \(f\) is absolutely continuous and

\[ \int_a^b R(\tau, \dot{f}(\tau)) \, d\tau < +\infty. \]

Our next proposition provides a natural link between \(R\)-absolutely continuous and classical absolutely continuous functions.

**Proposition 4.4** Given a function \(f : [a, b] \to \mathcal{X}\), the following are equivalent:

1. \(f\) is \(R\)-absolutely continuous;
2. \(f\) is absolutely continuous and \(\int_a^b \psi(\dot{f}(\tau)) \, d\tau < +\infty;\)
3. there exists a nonnegative function \(m \in L^1(a, b)\) such that:

\[ \psi(f(t) - f(s)) \leq \int_s^t m(\tau) \, d\tau, \quad \text{for every } a \leq s \leq t \leq b. \]

**Proof** The equivalence between (1) and (2) follows by means of \((4.1)\).

Now assume (2). Then for every \(a \leq s \leq t \leq b\) we have:

\[ \psi(f(t) - f(s)) = \psi(\int_s^t \dot{f}(\tau) \, d\tau) \leq \int_s^t \psi(\dot{f}(\tau)) \, d\tau, \]

where in the last step we have used Jensen’s inequality combined with the one-homogeneity of \(\psi\) given by \((\psi_3)\). Since \(\psi(\dot{f}(\cdot))\) is summable we obtain (3) with \(m(t) = \psi(\dot{f}(t))\).

If instead we assume (3), then by \((\psi_5)\) we get that \(f\) is absolutely continuous, so \(\dot{f}\) is well defined almost everywhere in \([a, b]\) as a (strong) limit of differential quotients. By means of \((\psi_3)\) and \((\psi_4)\) we thus deduce:

\[ \psi(\dot{f}(\tau)) \leq \liminf_{h \searrow 0} \frac{\psi(f(\tau + h) - f(\tau))}{h} \leq \liminf_{h \searrow 0} \frac{1}{h} \int_\tau^{\tau+h} m(\theta) \, d\theta = m(\tau), \quad \text{for a.e. } \tau \in [a, b], \]
which implies \[ \int_a^b \psi(\dot{f}(\tau)) \, d\tau \leq \int_a^b m(\tau) \, d\tau < +\infty. \]

\[\square\]

**Remark 4.5** In the special case of a potential \( R \) satisfying (R4), namely when \( \psi \) has the form (4.3), from (2) we deduce that \( f \in AC_R([a, b]; \mathcal{X}) \) if and only if \( f \) is absolutely continuous and \( \dot{f}(t) \in K \) for almost every time \( t \in [a, b] \).

Recalling that the notions of \( R \)-variation and of functions of bounded \( R \)-variation have already been introduced in Definition 2.9, we make some additional remarks and present some of their properties.

**Remark 4.6** We point out that the limit in (2.7) exists and it does not depend on the fine sequence of partitions chosen, thus the Definition is well-posed. If \( R \) does not depend on time, the limit in (2.7) can be replaced by a supremum. For a proof of these facts we refer to [29], Appendix A.

**Remark 4.7** (Notation) During this section it will be useful to consider the variation of a function with respect to the time-independent function \( R(\bar{t}, \cdot) \), namely when the time \( t = \bar{t} \) is frozen. In this case we denote the variation by \( V_{R(\bar{t})}(f; s, t) \). We notice that \( V_{R(\bar{t})}(f; s, t) \) can be obtained by replacing \( R(t_k, f(t_k) - f(t_{k-1})) \) with \( R(\bar{t}, f(t_k) - f(t_{k-1})) \) in (2.7), or by taking the supremum over finite partitions since the frozen potential does not depend on time.

From the Definition 2.9 we easily notice that (4.1) allows us to deduce that a function \( f \) belongs to \( BV_{R'}([a, b]; \mathcal{X}) \) if and only it it is a function of bounded \( \psi \)-variation, i.e. \( V_\psi(f; a, b) < +\infty \); moreover by (\( \psi_5 \)) we deduce that \( f \) is a function of bounded variation in the classical sense. As a byproduct, see for instance [53] or the Appendix in [14], we obtain that any \( f \in BV_{R}(\{a, b\}; \mathcal{X}) \) has at most a countable number of discontinuity points, and at every \( t \in [a, b] \) there exist the right- and left- (strong) limits of \( f \), namely:

\[ f^+(t) := \lim_{t_k \nearrow t} f(t_k), \quad \text{and} \quad f^-(t) := \lim_{t_k \searrow t} f(t_k). \]  (4.4)

**Remark 4.8** Given a function \( f : [a, b] \rightarrow \mathcal{X} \), with a little abuse of notation we will always consider, and still denote, by \( f' \) its constant extension to a slightly larger interval \((a - \delta, b + \delta)\), for some \( \delta > 0 \); namely \( f'(t) = f(a) \) if \( t \in (a - \delta, a) \) and \( f'(t) = f(b) \) if \( t \in [b, b + \delta) \). This ensures that the limits in (4.4) are well defined also in \( t = a, b \) and in particular it holds \( f^-(a) = f(a) \) and \( f^+(b) = f(b) \).

**Remark 4.9** In the particular case in which \( R \) satisfies (R4), namely when \( \psi \) is given by (4.3), it is easy to see that \( f \in BV_{R}([a, b]; \mathcal{X}) \) if and only if \( f \) has bounded variation (in the classical sense) and \( f(t) - f(s) \in K \) for every \( a \leq s \leq t \leq b \).
Trivially, the $\mathcal{R}$-variation of $f$ is monotone in both entries (see (a) in the next proposition), thus for every $a \leq s \leq t \leq b$ they are well defined:

$$V_{\mathcal{R}}(f; s', t') := \lim_{t' \searrow t} V_{\mathcal{R}}(f; s', t), \quad V_{\mathcal{R}}(f; s', t) := \lim_{s \searrow s_0} V_{\mathcal{R}}(f; s, t),$$

$$V_{\mathcal{R}}(f; s', t) := \lim_{s \searrow s_0} V_{\mathcal{R}}(f; s, t'), \quad V_{\mathcal{R}}(f; s', t') := \lim_{s \searrow s_0} V_{\mathcal{R}}(f; s, t')$$

Our next proposition gathers all the properties of the $\mathcal{R}$-variation we will need throughout the paper.

**Proposition 4.10** Given a function $f : [a, b] \to \mathcal{X}$, the following properties hold true:

(a) for every $a \leq s \leq t \leq b$ it holds:

$$V_{\mathcal{R}}(f; r, t) = V_{\mathcal{R}}(f; r, s) + V_{\mathcal{R}}(f; s, t);$$

(b) for every $a \leq s \leq t \leq b$ it holds:

$$V_{\mathcal{R}}(f; s', t') = V_{\mathcal{R}}(f; s', s) + V_{\mathcal{R}}(f; s, t) + V_{\mathcal{R}}(f; t, t');$$

(c) if $f \in BV_{\mathcal{R}}([a, b]; \mathcal{X})$, then for every $t \in [a, b]$ the following equalities hold true:

$$V_{\mathcal{R}}(f; t, t') = V_{\mathcal{R}'}(f; t, t') = \lim_{t \searrow t'} \mathcal{R}(t, f(t_k) - f(t)), \quad V_{\mathcal{R}}(f; t, t) = 0;$$

$$V_{\mathcal{R}}(f; t, t') = V_{\mathcal{R}'}(f; t, t') = \lim_{t \searrow t'} \mathcal{R}(x, f(t) - f(t_k)), \quad V_{\mathcal{R}}(f; t, t') = 0;$$

$$V_{\mathcal{R}}(f; t, t) = 0, \quad V_{\mathcal{R}}(f; t, t') = 0;$$

(d) if $f \in BV_{\mathcal{R}}([a, b]; \mathcal{X})$, then $f^+$, $f^-$ belong to $BV_{\mathcal{R}}([a, b]; \mathcal{X})$ and for every $a \leq s \leq t \leq b$ the following inequalities hold true:

$$V_{\mathcal{R}}(f; s', t') \geq \max \left\{ V_{\mathcal{R}}(f^+; s', t'), V_{\mathcal{R}}(f^-; s', t') \right\},$$

$$V_{\mathcal{R}}(f; s', t') \geq V_{\mathcal{R}}(f^+; s', t'),$$

$$V_{\mathcal{R}}(f; s', t') \geq V_{\mathcal{R}}(f^-; s', t').$$

**Proof** For (a) it is enough to take a fine sequence of partitions of $[r, t]$ containing $s$. The proof of (b) follows easily by (a).

The only nontrivial part in (c) are the two equalities:

$$V_{\mathcal{R}}(f; t, t') = V_{\mathcal{R}'}(f; t, t'), \quad V_{\mathcal{R}}(f; t', t) = V_{\mathcal{R}'}(f; t', t).$$

We prove only the first one, the other being analogous. Exploiting (4.2) we deduce that for every $t' > t$ we have:

$$|V_{\mathcal{R}}(f; t, t') - V_{\mathcal{R}'}(f; t, t')| \leq \lim_{n \to +\infty} \sum_{k=1}^{n} |\mathcal{R}(t_k - f(t_k)) - \mathcal{R}(t, f(t_k) - f(t_k))|$$

$$\leq \lim_{n \to +\infty} \sum_{k=1}^{n} \psi(f(t_k) - f(t_k-1)) \sigma(t_k - t)$$
where \( \{t_k\}_{k=0}^n \) is a fine sequence of partitions of \([t, t']\). Letting now \( t' < t \) we get (4.5).

Concerning the first inequality in (d), it is enough to prove

\[
V_R(f; s', t') \geq \max \left\{ V_R(f^+; s', t'), V_R(f^-; s', t') \right\},
\]

where \( s' < s \leq t < t' \) are continuity points of \( f \). So we fix \( \delta > 0 \) and a fine sequence of partitions of \([s', t']\), denoted as usual by \( \{t_k\}_{k=0}^n \). Then, exploiting the lower semicontinuity of \( R(t_{k-1}, \cdot) \) and recalling (4.4) and that \( f \) is continuous almost everywhere, for any of these partitions there exists another partition of \([s', t']\), denoted by \( \{\tilde{t}_k\}_{k=0}^n \), consisting of continuity points of \( f \) and such that each point \( \tilde{t}_{k-1} \) belongs to \([t_{k-1}, t_k]\), which satisfies:

\[
R(t_{k-1}, f^+(t_k) - f^+(t_{k-1})) \leq R(t_{k-1}, f(\tilde{t}_k) - f(\tilde{t}_{k-1})) + \frac{\delta}{n}, \quad \text{for every } k = 1, \ldots, n.
\]

By summing up the previous inequality over the index \( k \), and using (4.2), we thus get:

\[
\sum_{k=1}^n R(t_{k-1}, f^+(t_k) - f^+(t_{k-1})) \leq \sum_{k=1}^n R(t_{k-1}, f(\tilde{t}_k) - f(\tilde{t}_{k-1})) + \delta
\]

\[
\leq \sum_{k=1}^n R(\tilde{t}_{k-1}, f(\tilde{t}_k) - f(\tilde{t}_{k-1})) + \sum_{k=1}^n \psi(f(\tilde{t}_k) - f(\tilde{t}_{k-1}))\sigma(\tilde{t}_{k-1} - t_{k-1}) + \delta
\]

\[
\leq \sum_{k=1}^n R(\tilde{t}_{k-1}, f(\tilde{t}_k) - f(\tilde{t}_{k-1})) + V_\psi(f; s', t') \sup_{k=1, \ldots, n} \sigma(t_k - t_{k-1}) + \delta.
\]

By letting first \( n \to +\infty \) and then \( \delta \to 0 \), recalling (2.8) and the uniform continuity of \( \sigma \), we get

\[
V_R(f; s', t') \geq V_R(f^+; s', t'),
\]

and arguing in a similar way we also obtain

\[
V_R(f^-; s', t') \geq V_R(f^-; s', t'),
\]

thus the first inequality in (d) is proved.

We now prove the second inequality of (d). We fix \( t' > t \) a continuity point of \( f \), we consider \( \delta > 0 \) and a fine sequence of partitions of \([s, t']\). As before, for any of these partitions there exist continuity points \( \tilde{t}_{k-1} \) of \( f \) such that each point \( \tilde{t}_{k-1} \) belongs to \([t_{k-1}, t_k]\) and they satisfy:

\[
\sum_{k=1}^n R(t_{k-1}, f^+(t_k) - f^+(t_{k-1}))
\]

\[
\leq \sum_{k=1}^n R(\tilde{t}_{k-1}, f(\tilde{t}_k) - f(\tilde{t}_{k-1})) + V_\psi(f; s', t') \sup_{k=1, \ldots, n} \sigma(t_k - t_{k-1}) + \delta
\]

\[
= \sum_{k=1}^n R(\tilde{t}_{k-1}, f(\tilde{t}_k) - f(\tilde{t}_{k-1})) + R(s, f(\tilde{t}_0) - f(s)) - R(s, f(\tilde{t}_0) - f(s))
\]

\[
+ V_\psi(f; s', t') \sup_{k=1, \ldots, n} \sigma(t_k - t_{k-1}) + \delta.
\]

Letting \( n \to +\infty \), thanks to (2.8) we deduce

\[
V_R(f^+; s, t') \leq V_R(f; s, t') - V_R(s)(f; s, s+) + \delta = V_R(f; s+, t') + \delta.
\]

Letting now \( \delta \to 0 \) and \( t' \to t \) we deduce

\[
V_R(f^+; s+, t+) \geq V_R(f^+; s, t+).
\]

The third inequality in (d) follows in a similar way, thus we conclude. \( \square \)
As in the classical case, the inclusion $AC_R([a, b]; X) \subseteq BV_R([a, b]; X)$ holds true, as stated in the next proposition:

**Proposition 4.11** A function $f : [a, b] \to X$ is $R$-absolutely continuous if and only if it is of bounded $R$-variation and the function $t \mapsto V_R(f; a, t)$ is absolutely continuous. In this case it holds

$$V_R(f; s, t) = \int_s^t R(\tau, \dot{f}(\tau)) \, d\tau, \quad \text{for every } a \leq s \leq t \leq b.$$  

**Proof** Assume $f$ is $R$-absolutely continuous. We fix $a \leq s \leq t \leq b$ and we consider a fine sequence of partitions of $[s, t]$. Thanks to (4.1) and (4.2) we estimate:

$$\sum_{k=1}^n R(t_{k-1}, f(t_k) - f(t_{k-1})) \leq \sum_{k=1}^n \int_{t_{k-1}}^{t_k} R(t_{k-1}, \dot{f}(\tau)) \, d\tau$$

$$\leq \sum_{k=1}^n \left( \int_{t_{k-1}}^{t_k} R(\tau, \dot{f}(\tau)) \, d\tau + \int_{t_{k-1}}^{t_k} \psi(\dot{f}(\tau)) \sigma(\tau - t_{k-1}) \, d\tau \right)$$

$$\leq \int_s^t R(\tau, \dot{f}(\tau)) \, d\tau + \sup_{k=1, \ldots, n} \sigma(t_k - t_{k-1}) \int_s^t \psi(\dot{f}(\tau)) \, d\tau.$$  

Letting $n \to +\infty$ (we again recall (2.8)) we deduce

$$V_R(f; s, t) \leq \int_s^t R(\tau, \dot{f}(\tau)) \, d\tau,$$  

(4.8)

thus $f$ is of bounded $R$-variation and the $R$-variation is absolutely continuous.

To obtain also the other implication and the opposite inequality in (4.8) we argue as follows: first of all we notice that (4.1) implies:

$$V_R(f; s, t) \geq \alpha_v V_\psi(f; s, t) \geq \alpha_v \psi(f(t) - f(s)), \quad \text{for every } a \leq s \leq t \leq b, \quad (4.9)$$

and thus $f$ is $R$-absolutely continuous by applying Proposition 4.4 (thus ($\psi$) here is needed). To conclude, introducing the notation $v_R(t) := V_R(f; a, t)$, we only need to prove that $v_R(\tau) \geq R(\tau, \dot{f}(\tau))$ for almost every $\tau \in [a, b]$.

With this aim we fix a point $\tau$ of differentiability for both $v_R$ and $f$, and we consider $h > 0$. By using (4.2) we obtain:

$$v_R(\tau + h) - v_R(\tau) = V_R(f; \tau, \tau + h) \geq R(\tau, f(\tau + h) - f(\tau)) - V_\psi(f; \tau, \tau + h)\sigma(h).$$

Hence, letting $h \to 0$ we deduce:

$$\dot{v}_R(\tau) \geq \lim_{h \to 0} h \cdot \frac{f(\tau + h) - f(\tau)}{h} - \lim_{h \to 0} h V_\psi(f; \tau, \tau + h)\sigma(h)$$

$$\geq R(\tau, \dot{f}(\tau)),$$

where the limit vanishes if we pick $\tau$ which is also a differentiability point of $V_\psi(f; a, \cdot)$, which is absolutely continuous by (4.9). Hence the proof is complete.  

$\square$
Like in the classical case, the $\mathcal{R}$-variation is lower semicontinuous with respect to pointwise weak convergence, as stated in the following lemma:

**Lemma 4.12** Let $\{f_j\}_{j \in \mathbb{N}}$ be a sequence of functions from $[a, b]$ to $\mathcal{X}$ such that $f_j(t) \rightharpoonup f(t)$ weakly for every $t \in [a, b]$. Then one has

$$V_{\mathcal{R}}(f; s, t) \leq \liminf_{j \to +\infty} V_{\mathcal{R}}(f_j; s, t), \quad \text{for every } a \leq s \leq t \leq b.$$ 

**Proof** We only sketch the proof, see the Appendix of [29] for more details. If $s = t$ the inequality is trivial, thus let us fix $a \leq s < t \leq b$ and without loss of generality we assume $\liminf_{j \to +\infty} V_{\mathcal{R}}(f_j; s, t) < +\infty$. We now consider a fine sequence of partitions of $[s, t]$ and, recalling that convexity plus lower semicontinuity implies weak lower semicontinuity, we obtain:

$$\sum_{k=1}^{n} \mathcal{R}(t_{k-1}, f(t_k) - f(t_{k-1})) \leq \liminf_{j \to +\infty} \sum_{k=1}^{n} \mathcal{R}(t_{k-1}, f_j(t_k) - f_j(t_{k-1})). \quad (4.10)$$

We now fix $j \in \mathbb{N}$ and we notice that by subadditivity (ensured by convexity and one homogeneity), (4.1) and (4.2) we have

$$\sum_{k=1}^{n} \mathcal{R}(t_{k-1}, f_j(t_k) - f_j(t_{k-1})) \leq V_{\mathcal{R}}(f_j; s, t) + V_{\psi}(f_j; s, t) \sup_{k=1,\ldots,n} \sigma(t_k - t_{k-1})$$

$$\leq V_{\mathcal{R}}(f_j; s, t) \left( 1 + \frac{1}{\alpha_*} \sup_{k=1,\ldots,n} \sigma(t_k - t_{k-1}) \right). \quad (4.11)$$

Combining (4.10) and (4.11) we hence deduce:

$$\sum_{k=1}^{n} \mathcal{R}(t_{k-1}, f(t_k) - f(t_{k-1})) \leq \liminf_{j \to +\infty} V_{\mathcal{R}}(f_j; s, t) \left( 1 + \frac{1}{\alpha_*} \sup_{k=1,\ldots,n} \sigma(t_k - t_{k-1}) \right).$$

Letting $n \to +\infty$ and recalling (2.8) we conclude. \qed

We finally state and prove a useful generalisation in $BV_{\mathcal{R}}([a, b]; \mathcal{X})$ of the following classical result: a sequence of nondecreasing and continuous scalar functions pointwise converging to a continuous function (in a compact interval) actually converges uniformly.

**Lemma 4.13** Let $\{f_j\}_{j \in \mathbb{N}} \subseteq BV_{\mathcal{R}}([a, b]; \mathcal{X})$ be a sequence of functions pointwise strongly converging to $f \in BV_{\mathcal{R}}([a, b]; \mathcal{X})$. Assume that:

- the functions $V_{\mathcal{R}}(f_j; a, \cdot)$ are continuous in $[a, b]$ for every $j \in \mathbb{N}$ and $V_{\mathcal{R}}(f; a, \cdot)$ is continuous in $[a, b]$;
- $\lim_{j \to +\infty} V_{\mathcal{R}}(f_j; a, t) = V_{\mathcal{R}}(f; a, t)$, for every $t \in [a, b]$.

Then the (strong) convergence of $f_j$ to $f$ is actually uniform in $[a, b]$.

**Proof** We denote for simplicity $v_{\mathcal{R}}^j(t) := V_{\mathcal{R}}(f_j; a, t)$ and $v_{\mathcal{R}}(t) := V_{\mathcal{R}}(f; a, t)$. By our assumptions and since the $\mathcal{R}$-variation is nondecreasing, we deduce that $\{v_{\mathcal{R}}^j\}_{j \in \mathbb{N}}$ is a sequence of nondecreasing and continuous functions pointwise converging to the nondecreasing continuous function $v_{\mathcal{R}}$; this implies that the convergence is actually uniform in $[a, b]$.
We now fix \( s, t \in [a, b] \) and we estimate by using (\( \psi_S \)) and (4.1):

\[
cc \varepsilon | f_j(t) - f_j(s) | \leq | v_R^j(t) - v_R^j(s) | \\
\leq | v_R(t) - v_R(s) | + | v_R^j(t) - v_R(t) | + | v_R^j(s) - v_R(s) | \\
\leq | v_R(t) - v_R(s) | + 2 \max_{\tau \in [a, b]} | v_R^j(\tau) - v_R(\tau) |.
\]

Since \( v_R^j \) uniformly converges to \( v_R \) and \( v_R \) is (uniformly) continuous on \([a, b]\), we get that for every \( \varepsilon > 0 \) there exist \( j_\varepsilon \in \mathbb{N} \) and \( \delta_\varepsilon > 0 \) such that, assuming \( |t - s| \leq \delta_\varepsilon \), it holds:

\[
|f_j(t) - f_j(s)| \leq \frac{\varepsilon}{3}, \quad \text{for every } j > j_\varepsilon. \tag{4.12}
\]

So we fix \( \varepsilon > 0 \) and we consider a finite partition of \([a, b]\) of the form \( a = \tau_0 < \tau_1 < \cdots < \tau_{N_\varepsilon} = b \) such that \( \max_{k=1,...,N_\varepsilon} (\tau_k - \tau_{k-1}) \leq \delta_\varepsilon \). This means that for every \( t \in [a, b] \) there exists a point of this partition, denoted by \( \tau(t) \), for which \( |t - \tau(t)| \leq \delta_\varepsilon \). Without loss of generality we can assume that \( \delta_\varepsilon \) is also the threshold given by the (uniform) continuity of \( f \) (indeed notice that \( f \) is continuous since \( v_R \) is continuous by assumption). Thus, by means of (4.12) we deduce that for every \( j > j_\varepsilon \) and for every \( t \in [a, b] \) we have:

\[
|f_j(t) - f(t)| \leq |f_j(t) - f_j(\tau(t))| + |f_j(\tau(t)) - f(\tau(t))| + |f(t) - f(\tau(t))| \\
\leq \frac{\varepsilon}{3} + \max_{k=0,...,N_\varepsilon} |f_j(\tau_k) - f(\tau_k)| + \frac{\varepsilon}{3}.
\]

Since the maximum in the above estimate involves only a finite number of terms, by means of the assumption of pointwise convergence and by considering a possibly greater \( J_\varepsilon \geq j_\varepsilon \) we conclude that for every \( t \in [a, b] \) it holds

\[
|f_j(t) - f(t)| \leq \varepsilon, \quad \text{for every } j > J_\varepsilon,
\]

and we conclude.

\[\square\]

### 5 Differential and energetic solutions for the rate-independent problem

In this section we discuss the rate-independent problem (2.5) and in particular the notion of energetic solution, which we recalled in Definition 2.10. Hence all the assumptions for the rate-independent problem (2.5), namely (E1)–(E5) and (R4), hold here. The main purpose of this section is to prove temporal regularity of the energetic solutions to (2.5), which we obtain in Proposition 5.7. Such regularity will allow us to deduce the equivalence between the two notions of energetic and differential solutions. We also present some well known cases in which uniqueness for energetic (and differential) solutions holds; we point out that for a general elastic energy, as the one we consider here, the question of uniqueness is still open.

To start, we notice that, in the rate-independent setting, it is possible to provide a characterisation of differential solutions analogous to that of Proposition 3.2 for the dynamic problem. In fact, convexity leads to a better result, which also clarifies Definition 2.10 of energetic solutions.

**Proposition 5.1** A function \( x \in AC([0, T]; X) \) is a differential solution of the rate-independent problem (2.5) if and only if the initial position is attained and one of the following two equivalent conditions is satisfied:
(1) \[
\begin{align*}
\text{(LS)} & \quad \mathcal{R}(t, v) + \langle D_x \mathcal{E}(t, x(t)), v \rangle \geq 0 \text{ for every } t \in [0, T] \text{ and for every } v \in X; \\
\text{(LEB)} & \quad \mathcal{R}(t, \dot{x}(t)) + \langle D_x \mathcal{E}(t, x(t)), \dot{x}(t) \rangle = 0 \text{ for a.e. } t \in [0, T]; \\
\text{(GS)} & \quad \mathcal{E}(t, x(t)) \leq \mathcal{E}(t, v) + \mathcal{R}(t, v - x(t)) \text{ for every } t \in [0, T] \text{ and } v \in X; \\
\text{(EB)} & \quad \mathcal{E}(t, x(t)) + \int_0^t \mathcal{R}(\tau, \dot{x}(\tau)) d\tau = \mathcal{E}(0, x_0) + \int_0^t \frac{d}{dt} \mathcal{E}(\tau, x(\tau)) d\tau \text{ for every } t \in [0, T].
\end{align*}
\]

**Proof** The fact that \( x \in AC([0, T]; X) \) is a differential solution of (2.5) if and only if the initial position is attained and (1) is fulfilled follows by arguing as in the proof of Proposition 3.2. Notice that the passage from almost every to every process time is granted by continuity. We only need to show that (1) and (2) are equivalent; first of all we notice that (LEB) is equivalent to (EB) since we can obtain the first one by differentiating the second one. The fact that (GS) implies (LS) follows since \( \mathcal{R}(t, \cdot) \) is one homogeneous, while the contrary follows since the function \( v \mapsto \mathcal{E}(t, x(t) + v) \) is convex by (E2).

\[ \square \]

**Remark 5.2** As the Reader can check from the proof, convexity assumption (E2) is needed only to deduce the global stability (GS) from the local one (LS).

**Remark 5.3** We point out that, by (EB), any differential solution \( x \) of (2.5) is actually \( \mathcal{R} \)-absolutely continuous. In particular, due to Proposition 4.11, it is of bounded \( \mathcal{R} \)-variation and there holds \( \mathcal{V}_R(x; 0, t) = \int_0^t \mathcal{R}(\tau, \dot{x}(\tau)) d\tau \); thus (WEB) is satisfied and so \( x \) is an energetic solution (since in our convex context (GS) is always fulfilled by differential solutions).

We now pass to the main object of this section, namely the temporal regularity of energetic solutions. The argument follows the already consolidated ideas of [44], [50], [51], and [52]: the first step exploits uniform convexity to improve the estimate furnished by the global stability condition (GS). However, since in our setting uniform convexity holds only for the (shape-)restricted energy \( \mathcal{E}_{sh} \), we need to introduce also the notion of restricted dissipation potential from [27].

Given any functional \( \Phi : X \to [0, +\infty] \) we thus define its (shape-)restricted version \( \Phi_{sh} : Z \to [0, +\infty] \) in the following way:

\[
\Phi_{sh}(z) := \inf \{ \Phi(x) \mid x \in X \text{ and } \pi_Z(x) = z \}.
\]  

(5.1)

The following properties are a straightforward consequence of the definition of \( \Phi_{sh} \):

- if \( \Phi^1 \leq \Phi^2 \) on \( X \), then \( \Phi_{sh}^1 \leq \Phi_{sh}^2 \) on \( Z \);
- \( \Phi_{sh}(\pi_Z(x)) \leq \Phi(x) \) for every \( x \in X \);
- if \( \Phi \) is positively homogeneous of degree one, then \( \Phi_{sh} \) is positively homogeneous of degree one.

Notice that not all the properties of \( \mathcal{R} \) are inherited by \( \mathcal{R}_{sh} \): for instance, to obtain an upper bound analogous to (II) in Corollary 2.4 it is necessary to require (R5), as we show in the following lemma.

**Lemma 5.4** Suppose in addition that \( \mathcal{R} \) satisfies (R5). If \( (t, z) \in [0, T] \times Z \) is such that \( \mathcal{R}_{sh}(t, z) < +\infty \), then

\[
\mathcal{R}_{sh}(t, z) \leq \alpha^* C_K |z|_Z,
\]

with \( \alpha^* \) and \( C_K \) as in (R2) and (R5), respectively.
Proof Since \( R_{sh}(t, z) < +\infty \), there exists \( \tilde{x} \in K \) such that \( \pi_Z(\tilde{x}) = z \). Thus, by (R5) it is possible to select this \( \tilde{x} \) in such a way that \( |\tilde{x}| \leq C_K |z|_Z \). Hence, recalling Corollary 2.4, we have

\[
R_{sh}(t, z) \leq R(t, \tilde{x}) \leq \alpha^s |\tilde{x}| \leq \alpha^s C_K |z|_Z,
\]

and we conclude. \( \square \)

We now prove that the global stability condition (GS) is actually equivalent to an enhanced version of stability.

**Lemma 5.5 (Improved Stability)** Fix \( t \in [0, T] \). If \( x^* \in X \) satisfies

\[
E(t, x^*) \leq E(t, x) + R(t, x - x^*), \quad \text{for every } x \in X,
\]

then also the following stronger version of stability holds true:

\[
E(t, x^*) + \frac{\mu}{2} |\pi_Z(x^*) - \pi_Z(x)|_Z^2 \leq E(t, x) + R_{sh}(t, \pi_Z(x) - \pi_Z(x^*)), \quad \text{for every } x \in X.
\]

**Proof** From the definition of restricted dissipation potential (5.1) and recalling that \( E(t, \cdot) = E_{sh}(t, \pi_Z(\cdot)) \), we deduce that (5.2) implies:

\[
E(t, x^*) \leq E(t, x) + R_{sh}(t, \pi_Z(x) - \pi_Z(x^*)), \quad \text{for every } x \in X.
\]

Furthermore, by means of (E2) we know that for every \( x_1, x_2 \in X \) and for every \( \theta \in (0, 1) \) it holds:

\[
E(t, \theta x_1 + (1 - \theta)x_2) \leq \theta E(t, x_1) + (1 - \theta)E(t, x_2) - \frac{\mu}{2} \theta(1 - \theta)|\pi_Z(x_1) - \pi_Z(x_2)|_Z^2.
\]

We now fix \( x \in X \) and we choose \( \theta x + (1 - \theta)x^* \) as competitor for \( x^* \) in (5.4); by using the one-homogeneity of \( R_{sh}(t, \cdot) \), the linearity of \( \pi_Z \), and (5.5), we get:

\[
E(t, x^*) \leq E(t, \theta x + (1 - \theta)x^*) + R_{sh}(t, \theta(\pi_Z(x) - \pi_Z(x^*)))
\]

\[
\leq \theta E(t, x) + (1 - \theta)E(t, x^*) - \frac{\mu}{2} \theta(1 - \theta)|\pi_Z(x) - \pi_Z(x^*)|_Z^2
\]

\[+ \theta R_{sh}(t, \pi_Z(x) - \pi_Z(x^*)) \]

By subtracting \( E(t, x^*) \) from both sides and dividing by \( \theta \) we hence obtain:

\[
0 \leq E(t, x) - E(t, x^*) - \frac{\mu}{2} (1 - \theta) |\pi_Z(x) - \pi_Z(x^*)|_Z^2 + R_{sh}(t, \pi_Z(x) - \pi_Z(x^*)).
\]

We conclude letting \( \theta \searrow 0 \). \( \square \)

The next lemma will be used in the proof of Proposition 5.7.

**Lemma 5.6** Let \( (V, \| \cdot \|) \) be a normed space and let \( f : [a, b] \to V \) be a bounded measurable function such that:

\[
\| f(t) - f(s) \|^2 \leq \int_s^t \| f(t) - f(\tau) \| g(\tau)d\tau + \| f(t) - f(s) \| \int_s^t h(\tau)d\tau,
\]

for every \( a \leq s \leq t \leq b \),

\[
\text{(5.6)}
\]
for some nonnegative \( g, h \in L^1(a, b) \). Then it holds:

\[
\| f(t) - f(s) \| \leq \int_s^t (g(\tau) + h(\tau)) \, d\tau, \quad \text{for every } a \leq s \leq t \leq b.
\]

**Proof** Fix \( t \in [a, b] \). For \( s \in [a, t] \) we define the functions \( \beta_t(s) := \| f(t) - f(s) \| \) and \( \overline{\beta}_t(s) := \sup_{\theta \in [s, t]} \beta_t(\theta) \), where the latter is finite since \( f \) is bounded.

We now fix \( s \in [a, t] \) and, by using (5.6), for every \( \theta \in [s, t] \) we hence obtain:

\[
\beta_t(\theta)^2 \leq \int_\theta^t \beta_t(\tau) g(\tau) \, d\tau + \beta_t(\theta) \int_\theta^t h(\tau) \, d\tau
\]

\[
\leq \overline{\beta}_t(s) \int_s^t (g(\tau) + h(\tau)) \, d\tau,
\]

which implies

\[
\overline{\beta}_t(s)^2 \leq \overline{\beta}_t(s) \int_s^t (g(\tau) + h(\tau)) \, d\tau, \quad \text{for every } a \leq s \leq t \leq b.
\]

Since \( \beta_t(s) \leq \overline{\beta}_t(s) \), we conclude. \( \square \)

We are now in a position to state and prove the main result of this section:

**Proposition 5.7** Assume that \( \mathcal{R} \) satisfies (R4) and \( \mathcal{E}(t, x) = \mathcal{E}_{ab}(t, \pi_Z(x)) \) satisfies (E1)--(E5). Then any energetic solution \( x \) for (2.5) is continuous.

Suppose in addition that (R5) holds or, alternatively, that \( \mathcal{R} \) does not depend on time. Then \( x \) is \( \mathcal{R} \)--absolutely continuous and, therefore, a differential solution of (2.5).

**Proof** We fix \( 0 \leq s \leq t \leq T \); since \( x \) satisfies (GS) we can pick \( x(t) \) as a competitor for \( x(s) \) in (5.3), getting:

\[
\frac{\mu}{2} \| \pi_Z(x(t)) - \pi_Z(x(s)) \|^2_Z
\]

\[
\leq \mathcal{E}(s, x(t)) + \mathcal{R}_{ab}(s, \pi_Z(x(t)) - \pi_Z(x(s))) - \mathcal{E}(s, x(s)) = \mathcal{E}(s, x(t)) - \mathcal{E}(t, x(t)) + \mathcal{E}(t, x(t)) - \mathcal{E}(s, x(s)) + \mathcal{R}_{ab}(s, \pi_Z(x(t)) - \pi_Z(x(s)))
\]

\[
= \int_s^t \left( \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) - \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) \right) \, d\tau + \mathcal{R}_{ab}(s, \pi_Z(x(t)) - \pi_Z(x(s))) - V_R(x; s, t),
\]

where for the last equality we exploited (WEB).

We recall that \( x \) is bounded since it belongs to \( BV_{\mathcal{R}}([0, T]; X) \); thus there exists \( R > 0 \) such that \( |x(t)| \leq R \) for every \( t \in [0, T] \). Hence we can use (E5) and continue the above inequality:

\[
\frac{\mu}{2} \| \pi_Z(x(t)) - \pi_Z(x(s)) \|^2_Z
\]

\[
\leq \int_s^t |\pi_Z(x(t)) - \pi_Z(x(\tau))|_{Z \eta_R} \, d\tau + \mathcal{R}_{ab}(s, \pi_Z(x(t)) - \pi_Z(x(s))) - V_R(x; s, t),
\]

\( \square \)
To estimate the term outside the integral we exploit (R2) and (R3), getting:

\[
V_R(x; s, t) \geq V_R(s)(x; s, t) - V(x; s, t) \int_s^t \rho(\tau) \, d\tau
\]

\[
\geq \left(1 - \frac{1}{\alpha_*} \int_s^t \rho(\tau) \, d\tau \right) V_R(s)(x; s, t).
\]

The above inequality finally implies:

\[
V_R(x; s, t) \geq \left(1 - \frac{1}{\alpha_*} \int_s^t \rho(\tau) \, d\tau \right) \mathcal{R}_{sh}(s, \pi_Z(x(t)) - \pi_Z(x(s))).
\]

(5.8)

Indeed, if the term within parentheses is negative the inequality is trivial; otherwise we observe that \(V_R(s)(x; s, t) \geq \mathcal{R}(s, x(t) - x(s)) \geq \mathcal{R}_{sh}(s, \pi_Z(x(t)) - \pi_Z(x(s))).\)

By plugging (5.8) into (5.7) we thus obtain

\[
\frac{\mu}{2} |\pi_Z(x(t)) - \pi_Z(x(s))|^2_Z
\]

\[
\leq \int_s^t |\pi_Z(x(t)) - \pi_Z(x(\tau))|^Z \eta_R(\tau) \, d\tau + \frac{1}{\alpha_*} \left(\int_s^t \rho(\tau) \, d\tau \right) \mathcal{R}_{sh}(s, \pi_Z(x(t)) - \pi_Z(x(s))).
\]

(5.9)

Since \(x\) is bounded, we deduce that \(|\pi_Z(x(t)) - \pi_Z(x(\tau))|^Z\) is bounded by a constant independent of \(t\) and \(\tau\). Moreover, by (II) in Corollary 2.4, we have

\[
\mathcal{R}_{sh}(s, \pi_Z(x(t)) - \pi_Z(x(s))) \leq \mathcal{R}(s, x(t) - x(s)) \leq V_R(s)(x; s, t)
\]

\[
\leq \frac{\alpha_*}{\alpha_*} V_R(x; s, t) \leq \frac{\alpha_*}{\alpha_*} V_R(x; 0, T).
\]

Hence, from estimate (5.9) we infer:

\[
|\pi_Z(x(t)) - \pi_Z(x(s))|_Z \leq C \left(\int_s^t (\eta_R(\tau) + \rho(\tau)) \, d\tau \right)^{\frac{1}{2}},
\]

for some constant \(C > 0\), and thus \(\pi_Z \circ x\) is continuous from \([0, T]\) to \(Z\). Since \(\mathcal{E}(t, x(t)) = \mathcal{E}_{sh}(t, \pi_Z(x(t)))\) and \(\mathcal{E}_{sh}\) is continuous in \([0, T] \times Z\) by (E1) and (E3), we easily deduce that \(t \mapsto \mathcal{E}(t, x(t))\) is continuous too. Thus by (WEB) we obtain that the \(\mathcal{R}\)-variation of \(x\) is continuous as a function of \(t \in [0, T]\); by employing (c) in Proposition 4.10 together with (R2), we finally obtain that \(x\) itself is continuous too.

Let us now prove the \(\mathcal{R}\)-absolute continuity of \(x\) under the stronger assumptions (R5) or \(\mathcal{R}\) autonomous. The first step is to show that both the alternative assumptions imply

\[
|\pi_Z(x(t)) - \pi_Z(x(s))|_Z \leq C \int_s^t (\eta_R(\tau) + \rho(\tau)) \, d\tau, \quad \text{for every } 0 \leq s \leq t \leq T,
\]

(5.10)
for some constant $C > 0$. With this aim we notice that, in the case where $\mathcal{R}$ does not depend on time, the difference of the last two terms on the right-hand side of (5.7) is nonpositive, since in this case trivially it holds

$$\mathcal{R}_{sh}(\pi_Z(x(t)) - \pi_Z(x(s))) \leq \mathcal{R}(x(t) - x(s)) \leq V_{\mathcal{R}}(x; s, t).$$

Thus (5.10) follows, actually with only $\eta_R$ inside the integral, from Lemma 5.6 applied to this improved version of (5.7).

If instead $\mathcal{R}$ depends on time, but satisfies (R5), we can apply Lemma 5.4 to the rightmost term of (5.9) and then directly apply Lemma 5.6 to obtain (5.10).

Now that we have obtained (5.10) in both the alternative cases, the second step is to deduce $\mathcal{R}$-absolute continuity. Firstly, we deduce from (5.10) that the function $\pi_Z \circ x$ is absolutely continuous on $[0, T]$ into $Z$. We now prove that $t \mapsto \mathcal{E}(t, x(t))$ is an absolutely continuous function. With this aim we fix $0 \leq s \leq t \leq T$ and we estimate:

$$|\mathcal{E}(t, x(t)) - \mathcal{E}(s, x(s))| \leq |\mathcal{E}(t, x(t)) - \mathcal{E}(t, x(s))| + |\mathcal{E}(t, x(s)) - \mathcal{E}(s, x(s))|$$

$$\leq C_R|\pi_Z(x(t)) - \pi_Z(x(s))| \int_s^t \left| \frac{\partial}{\partial \tau} \mathcal{E}(\tau, x(\tau)) \right| \, d\tau$$

$$\leq C_R|\pi_Z(x(t)) - \pi_Z(x(s))| \int_s^t \omega(\mathcal{E}(\tau, x(\tau))) \gamma(\tau) \, d\tau.$$  

The second term on the right-hand side has been estimated using (E4); instead for the first term we have used the fact that $x$ is bounded by some $R > 0$ and, by (E3) and compactness, $\mathcal{E}_{sh}(t, \cdot)$ is Lipschitz continuous on $B_R^Z$ with some constant $C_R$, which can be taken uniformly in $t \in [0, T]$. Moreover, since $\mathcal{E}$ is bounded on $[0, T] \times B_X^Z$ by continuity, from the above inequality we deduce that:

$$|\mathcal{E}(t, x(t)) - \mathcal{E}(s, x(s))| \leq C_R|\pi_Z(x(t)) - \pi_Z(x(s))| \int_s^t \gamma(\tau) \, d\tau, \quad \text{for every } 0 \leq s \leq t \leq T.$$  

Thus we have proved that $t \mapsto \mathcal{E}(t, x(t))$ is absolutely continuous. We now conclude since by using (WEB) we have:

$$V_{\mathcal{R}}(x; s, t) = \mathcal{E}(s, x(s)) - \mathcal{E}(t, x(t)) + \int_s^t \frac{\partial}{\partial \tau} \mathcal{E}(\tau, x(\tau)) \, d\tau, \quad \text{for every } 0 \leq s \leq t \leq T,$$

and thus, by using Proposition 4.11, $x$ is $\mathcal{R}$-absolutely continuous since $\frac{\partial}{\partial \tau} \mathcal{E}(\cdot, x(\cdot)) \in L^1(0, T)$ thanks to (E4).

We conclude this section by listing some of the known important cases in which the rate-independent problem (2.5) admits at most one solution. In the general framework the issue of uniqueness is not completely clear yet. We first discuss the case $\dim Z = \dim X$, corresponding to a coercive energy $\mathcal{E}$.

**Lemma 5.8** Assume that $\dim Z = \dim X$, $\mathcal{R}$ satisfies (R4) and $\mathcal{E}(t, x) = \mathcal{E}_{sh}(t, \pi_Z(x))$ satisfies (E1)–(E5). Then each of the following additional assumptions is a sufficient condition for uniqueness of energetic solutions to (2.5):

\[\square\] Springer
(U1) $\mathcal{R}$ does not depend on time and $\mathcal{E}_{sh}$ belongs to $C^3([0, T] \times Z)$;
(U2) $\mathcal{R}$ does not depend on time, $\mathcal{E}_{sh}(t, z) = \mathcal{V}(z) - (g(t), z)$ with $\mathcal{V}$ strictly convex, $g \in AC([0, T]; Z^*)$, and the stable sets

$$S(t) = \{z \in Z \mid \mathcal{E}_{sh}(t, z) \leq \mathcal{E}_{sh}(t, w) + \mathcal{R}(w - z) \text{ for every } w \in Z\},$$

are convex for every $t \in [0, T]$;
(U3) $K = X$ and $\mathcal{E}_{sh}$ satisfies (QE) with $\ell_{sh} \in W^{1, \infty}(0, T; Z)$.

**Proof** The case when $\mathcal{R}$ does not depend on time is well studied; the proof of uniqueness under (U1) or (U2), and several discussions on their applicability, can be found for instance in [44, Theorems 4.1 and 4.2], or [50, Section 3.4.4], or [51, Theorems 6.5 and 7.4]. Case (U3) has been proved in [29, Theorem 4.7].

The locomotion case $\dim Z < \dim X$ has been deeply analysed in [27] in the case of quadratic energies; in particular we mention Theorem 4.3 therein for the uniqueness result, and Example 3.2 to illustrate the necessity of condition (*) below. We present here a generalized result applying the very same argument.

**Lemma 5.9** Assume that $\mathcal{R}$ satisfies (R4) and $\mathcal{E}(t, x) = \mathcal{E}_{sh}(t, \pi_Z(x))$ satisfies (E1)–(E5). Suppose in addition that at least one of (U1), (U2) or (U3) holds, and that for almost every $t \in [0, T]$ we have

(*) for every $z \in Z$ with $\mathcal{R}_{sh}(t, z) < +\infty$, there exists a unique $x \in X$ such that $\pi_Z(x) = z$ and

$$\mathcal{R}_{sh}(t, z) = \mathcal{R}(t, x) < \mathcal{R}(t, v), \text{ for every } v \neq x \text{ such that } \pi_Z(v) = z.$$ Then the differential solution to (2.5) is unique. In particular, since in each case we can apply Proposition 5.7, uniqueness holds true also for energetic solutions.

**Proof** It is well known that $x(t)$ is a differential solution of (2.5) if and only if it satisfies the initial condition and the variational inequality

$$\langle D_x \mathcal{E}(t, x(t)), v - \dot{x}(t) \rangle + \mathcal{R}(t, v) - \mathcal{R}(t, \dot{x}(t)) \geq 0, \text{ for every } v \in X \text{ and a.e. } t \in [0, T].$$

(5.11)

Writing $z(t) := \pi_Z(x(t))$, inequality (5.11) can be equivalently split in the two conditions

$$\mathcal{R}_{sh}(t, \dot{z}(t)) = \mathcal{R}(t, \dot{z}(t)) \leq \mathcal{R}(t, v), \text{ for every } v \in X \text{ such that } \pi_Z(v) = \dot{z}(t) \text{ and a.e. } t \in [0, T];$$

(5.12)

$$\langle D_z \mathcal{E}_{sh}(t, z(t)), w - \dot{z}(t) \rangle_Z + \mathcal{R}_{sh}(t, w) - \mathcal{R}_{sh}(t, \dot{z}(t)) \geq 0, \text{ for every } w \in Z \text{ and a.e. } t \in [0, T].$$

(5.13)

Following the same argument of [27, Lemmata 2.1 and 4.1], it can be observed that the functional $\mathcal{R}_{sh}$, defined according to (5.1), inherits the regularity properties (I) and (III) of Corollary 2.4, with also (II) if $K = X$. These, combined with either (U1), or (U2), or (U3), which holds, allow us to apply the results mentioned in the proof of the previous lemma, to obtain the uniqueness of a solution $z(t)$ of (5.13). Hence, if two differential solutions $x_1, x_2$ of (2.5) exist, they must satisfy $\pi_Z(x_1(t)) = \pi_Z(x_2(t)) = \dot{z}(t)$ almost everywhere. This, combined with (5.12), implies that $\mathcal{R}(t, \dot{x}_1(t)) = \mathcal{R}(t, \dot{x}_2(t))$ a.e., in contradiction with (*), since $\mathcal{R}(t, \dot{x}(t)) < +\infty$ a.e. along solutions. Therefore the differential solution of (2.5) is unique. □

\[ Springer \]
6 Vanishing-inertia limit

This section is devoted to the proof of the main result of the paper, namely we discuss the convergence as \( \varepsilon \) goes to 0 of a differential solutions \( x^\varepsilon \) of the dynamic problems (2.3), given by Theorem 3.8, to a (energetic or differential) solution of the rate-independent problem (2.5).

Hence in this section we are assuming all the basic hypotheses of both the dynamic and rate-independent problems: \( X \) is a finite-dimensional normed space, \( \mathbb{M} \) and \( \mathbb{V} \) are as in Sect. 2, \( \mathcal{E}(t, x) = \mathcal{E}_{sh}(t, \pi_Z(x)) \) satisfies (E1)–(E5) and \( \mathcal{R} \) satisfies (R4). We however point out that (E2), i.e. convexity, will not be necessary for the first part of the vanishing-inertia analysis, as stressed in Remark 6.4. Moreover we assume that the initial velocity \( x^\varepsilon_1 \) satisfies the admissibility condition (2.4).

We proceed as follows. Firstly, we use the uniform bound on the energy of \( x^\varepsilon \), obtained in Proposition 3.3, to deduce the existence of a convergent subsequence by means of a compactness argument involving Helly’s Selection Theorem. Then, we prove that the limit obtained from the subsequence is actually an energetic (and thus, from Proposition 5.7, a differential) solution of the rate-independent problem (2.5). The main results are collected in Theorems 6.8 and 6.9.

**Theorem 6.1** Assume that \( x^\varepsilon_0 \) and \( x^\varepsilon_1 \) are uniformly bounded, namely (3.1) is satisfied. Then there exists a subsequence \( \varepsilon_j \downarrow 0 \) and a function \( x \in BV^R([0, T]; X) \) such that:

(a) \( \lim_{j \to +\infty} x^{\varepsilon_j}(t) = x(t), \) for every \( t \in [0, T] \);

(b) \( V^R(x; s, t) \leq \liminf_{j \to +\infty} \int_s^t \mathcal{R}(\tau, \dot{x}^{\varepsilon_j}(\tau)) \, d\tau, \) for every \( 0 \leq s \leq t \leq T \);

(c) \( \lim_{j \to +\infty} \varepsilon_j |\dot{x}^{\varepsilon_j}(t)|_M = 0, \) for every \( t \in (0, T] \setminus J_x, \) where \( J_x \) is the jump set of the limit function \( x. \)

**Proof** By the uniform bounds (i) and (ii) of Corollary 3.4 together with (R2), the family \( \{x^\varepsilon\}_{\varepsilon > 0} \) is uniformly equibounded with uniformly equibounded variation. By means of the classical Helly’s Selection Theorem we get the existence of a subsequence \( \varepsilon_j \downarrow 0 \) and a function \( x \in BV([0, T]; X) \) for which (a) holds true. Thanks to Proposition 4.11 and Lemma 4.12, we also infer that actually \( x \) belongs to \( BV^R([0, T]; X) \) and that property (b) holds.

To get (c) we first notice that, by (ii) of Corollary 3.4 and (R2), we deduce that

\[
\lim_{\varepsilon \to 0} \varepsilon \int_0^T |\dot{x}^{\varepsilon}(\tau)| \, d\tau = 0,
\]

from which we can assume without loss of generality that

\[
\lim_{j \to +\infty} \varepsilon_j \dot{x}^{\varepsilon_j}(t) = 0, \quad \text{for a.e. } t \in [0, T], \tag{6.1}
\]

which implies the validity of (c) almost everywhere thanks to (2.1).

Let us now fix \( t \in (0, T] \setminus J_x \) and consider two sequences \( s_k \nearrow t \) and \( t_k \searrow t \) along which (6.1) holds true. By means of the energy balance (EB\( ^{\varepsilon_j} \)) and exploiting the nonnegativity of \( \mathcal{R} \) and \( |\cdot|_V^2 \) we deduce:

\[
\varepsilon_j^2 \int_0^{t_k} |\dot{x}^{\varepsilon_j}(t_k)|_M^2 + \mathcal{E}(t_k, x^{\varepsilon_j}(t_k)) - \mathcal{E}(t, x^{\varepsilon_j}(t)) - \int_t^{t_k} \frac{\partial}{\partial \tau} \mathcal{E}(\tau, x^{\varepsilon_j}(\tau)) \, d\tau
\]

and since...
\[
\leq \frac{\varepsilon_j^2}{2}|\dot{x}^j(t)|^2_{\mathbb{M}}
\leq \frac{\varepsilon_j^2}{2}|\dot{x}^j(s_k)|^2_{\mathbb{M}} + E(s_k, x^j(s_k)) - E(t, x^j(t)) + \int_{s_k}^{t} \frac{\partial}{\partial t} E(\tau, x^j(\tau)) \, d\tau.
\]

Letting first \( j \to +\infty \), since \( s_k \) and \( t_k \) satisfy (6.1), we obtain:
\[
E(t_k, x(t_k)) - E(t, x(t)) - \int_{t}^{t_k} \frac{\partial}{\partial \tau} E(\tau, x(\tau)) \, d\tau
\leq \lim_{j \to +\infty} \frac{\varepsilon_j^2}{2}|\dot{x}^j(t)|^2_{\mathbb{M}} \leq \limsup_{j \to +\infty} \frac{\varepsilon_j^2}{2}|\dot{x}^j(t)|^2_{\mathbb{M}}
\leq E(s_k, x(s_k)) - E(t, x(t)) + \int_{s_k}^{t} \frac{\partial}{\partial \tau} E(\tau, x(\tau)) \, d\tau.
\]

Here we used the continuity of \( E \) and the dominated convergence theorem on the integral terms, exploiting assumption (E5).

Since \( t \not\in J_x \), letting now \( k \to +\infty \) we prove (c). \( \square \)

Our aim now is to prove that such a limit function \( x \) is an energetic solution of problem (2.5); we thus need to show the validity of the global stability condition (GS) and the (weak) energy balance (WEB). The strategy consists in passing to the limit the dynamic local stability condition (LS\( ^{\varepsilon_j} \)) and the dynamic energy balance (EB\( ^{\varepsilon_j} \)). This first proposition deals with the validity of the stability conditions:

**Proposition 6.2** Assume that \( x^0_\varepsilon \) and \( \varepsilon x^1_\varepsilon \) are uniformly bounded. Then the limit function \( x \) obtained in Theorem 6.1 fulfils the following inequality:
\[
\int_{s}^{t} \left( \mathcal{R}(\tau, v) + \langle D_x \mathcal{E}(\tau, x(\tau)), v \rangle \right) \, d\tau \geq 0, \quad \text{for every } v \in X \text{ and for every } 0 \leq s \leq t \leq T.
\]

In particular the right- and the left-limit of \( x \) are locally stable, meaning that:

(\( \text{LS}^+ \)) \( \mathcal{R}(t, v) + \langle D_x \mathcal{E}(t, x^+(t)), v \rangle \geq 0, \quad \text{for every } v \in X \text{ and for every } t \in [0, T]; \)

(\( \text{LS}^- \)) \( \mathcal{R}(t, v) + \langle D_x \mathcal{E}(t, x^-(t)), v \rangle \geq 0, \quad \text{for every } v \in X \text{ and for every } t \in (0, T]. \)

**Proof** Let \( \varepsilon_j \) be the subsequence obtained in Theorem 6.1. We now fix \( v \in K \), since (6.2) is trivial if \( v \not\in K \), and by integrating the local stability condition (\( \text{LS}^{\varepsilon_j} \)) on an arbitrary interval \([s, t]\) we deduce:
\[
0 \leq \int_{s}^{t} \left( \mathcal{R}(\tau, v) + \langle D_x \mathcal{E}(\tau, x^{\varepsilon_j}(\tau)), v \rangle + \varepsilon_j^2 (\mathbb{M}\dot{x}^{\varepsilon_j}(\tau) + \varepsilon j \nabla \dot{x}^{\varepsilon_j}(\tau), v) \right) \, d\tau
\leq \int_{s}^{t} \mathcal{R}(\tau, v) + \langle D_x \mathcal{E}(\tau, x^{\varepsilon_j}(\tau)), v \rangle \, d\tau + \varepsilon_j^2 (\mathbb{M}(\dot{x}^{\varepsilon_j}(t) - \dot{x}^{\varepsilon_j}(s)), v) + \varepsilon j \int_{s}^{t} (\nabla \dot{x}^{\varepsilon_j}(\tau), v) \, d\tau.
\]
Letting $j \to +\infty$ we obtain (6.2) by the dominated convergence on the first term (using (E3)), while the second and the third term vanish by means of (ii) and (iii) of Corollary 3.4 together with (2.1), (2.2), and (R2).

The validity of (LS$^\pm$) easily follows from (6.2) since by (E3) and (R3) the map $t \mapsto \mathcal{R}(t, v) + \langle D_x \mathcal{E}(t, x^\pm(t)), v \rangle$ is right-continuous with $x^+$ and left-continuous with $x^-$. □

Our next proposition exploits the lower semicontinuity of the $\mathcal{R}$-variation (Lemma 4.12) to obtain an estimate from above of the energy:

**Proposition 6.3 (Upper Energy Estimates)** Assume that $x_0^\varepsilon$ and $\varepsilon x_1^\varepsilon$ are uniformly bounded. Then the limit function $x$ obtained in Theorem 6.1 fulfills the following energy inequalities:

$$
\mathcal{E}(t, x^+(t)) + V_{\mathcal{R}}(x; s-, t+) \leq \mathcal{E}(s, x^-(s)) + \int_s^t \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) \, d\tau,
$$

for every $0 < s \leq t \leq T$. (6.3a)

$$
\mathcal{E}(t, x^+(t)) + V_{\mathcal{R}}(x; s+, t+) \leq \mathcal{E}(s, x^+(s)) + \int_s^t \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) \, d\tau,
$$

for every $0 \leq s \leq t \leq T$. (6.3b)

$$
\mathcal{E}(t, x^-(t)) + V_{\mathcal{R}}(x; s-, t-) \leq \mathcal{E}(s, x^-(s)) + \int_s^t \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) \, d\tau,
$$

for every $0 < s \leq t \leq T$. (6.3c)

If in addition $\lim_{\varepsilon \to 0} \varepsilon x_1^\varepsilon = 0$, then (6.3a) and (6.3c) hold true also for $s = 0$, with the convention $x^-(0) := x(0)$.

**Proof** We prove only (6.3a), since the other inequalities are analogous. We fix $0 < s \leq t \leq T$ and we consider two sequences $s_k \not\to s$ and $t_k \not\to t$ such that $s_k, t_k \notin J_x$. By means of Theorem 6.1 and by using the nonnegativity of $\|\cdot\|^2_{\mathcal{Y}}$ together with the energy balance (EB$^{\varepsilon/j}$) we get:

$$
\mathcal{E}(t_k, x(t_k)) + V_{\mathcal{R}}(x; s_k, t_k)
\leq \liminf_{j \to +\infty} \left( \frac{\varepsilon_j^2}{2} \|\dot{x}^{\varepsilon_j}(t_k)\|^2_{\mathcal{M}} + \mathcal{E}(t_k, x^{\varepsilon_j}(t_k)) + \int_{s_k}^{t_k} \mathcal{R}(\tau, \dot{x}^{\varepsilon_j}(\tau)) \, d\tau + \varepsilon_j \int_{s_k}^{t_k} \|\dot{x}^{\varepsilon_j}(\tau)\|^2_{\mathcal{Y}} \, d\tau \right)
$$

$$
= \liminf_{j \to +\infty} \left( \frac{\varepsilon_j^2}{2} \|\dot{x}^{\varepsilon_j}(s_k)\|^2_{\mathcal{M}} + \mathcal{E}(s_k, x^{\varepsilon_j}(s_k)) + \int_{s_k}^{t_k} \frac{\partial}{\partial t} \mathcal{E}(\tau, x^{\varepsilon_j}(\tau)) \, d\tau \right)
$$

$$
= \mathcal{E}(s_k, x(s_k)) + \int_{s_k}^{t_k} \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) \, d\tau,
$$

where in the last equality we employed once again the continuity of $\mathcal{E}$ and (E5). Letting now $k \to +\infty$ we obtain (6.3a).

If in addition $\lim_{\varepsilon \to 0} \varepsilon x_1^\varepsilon = 0$, the same argument works choosing $s_k \equiv 0$; thus we conclude. □
Remark 6.4 We highlight that up to this point the convexity assumption (E2) was not needed. Thus, even without convexity, the limit function $x$ satisfies the right- and left-local stability conditions (LS$^\pm$) plus the energy inequality (6.3a). Usually a function satisfying these properties is called an a.e.-local solution to the rate-independent problem (2.5), see [50, Chapter 3]. Inequality (6.3a) can be also reformulated as an energy equality in a very implicit way by introducing a so called defect measure $\mu_D$ such that:

$$\mathcal{E}(t, x^+(t)) + V_{\mathcal{R}}(x; s^-, t^+) + \mu_D([s,t]) = \mathcal{E}(s, x^-(s)) + \int_s^t \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) \, d\tau, \text{ for every } 0 \leq s \leq t \leq T. $$

The positive measure $\mu_D$ is no other than the opposite of the distributional derivative of the function $t \mapsto \mathcal{E}(t, x(t)) + V_{\mathcal{R}}(x; 0, t) - \int_0^t \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) \, d\tau$. The presence of such a defect measure, which somehow takes into account the possible losses of energy in the system, appears in many asymptotical studies of mechanical models: we refer for instance to [4, 24, 47–49, 61] for a vanishing-viscosity analysis and the notion of Balanced Viscosity solutions in both finite and infinite dimension, or to [64] for a vanishing-inertia and -viscosity analysis (without a rate-independent dissipation) in finite dimension. We however point out that in all the papers, except [61], a precise characterisation of the defect measure is given as the cost (in terms of energy) the evolution has to pay at jumps: this is indeed the aim and the core of the notion of Balanced Viscosity solution.

Differently from [64], the fine properties and the characterisation of $\mu_D$ in our context where a rate-independent dissipation is considered and viscosity may not be present are beyond the scopes of the present work, thus we leave this analysis open for future research. We simply notice that, as we will see in Theorem 6.8, the (uniform) convexity assumption (E2) will ensure that $\mu_D$ is the null measure.

From now on we will exploit the convexity assumption (E2). This allows us to deduce that the local conditions (LS$^+$) and (LS$^-$) are equivalent to their global counterpart:

- (GS$^+$) $\mathcal{E}(t, x^+(t)) \leq \mathcal{E}(t, v) + \mathcal{R}(t, v - x^+(t)), \quad \text{for every } v \in X \text{ and for every } t \in [0, T]$;
- (GS$^-$) $\mathcal{E}(t, x^-(t)) \leq \mathcal{E}(t, v) + \mathcal{R}(t, v - x^-(t)), \quad \text{for every } v \in X \text{ and for every } t \in (0, T].$

These global conditions also permit to get a bound from below of the energy, see Lemma 6.5 and Proposition 6.7. We warn the Reader that for the proof of next lemma in the case of a general elastic energy $\mathcal{E}$ we need to add the assumption (E6).

Lemma 6.5 Assume (E6). Assume that $x^e_0$ and $\varepsilon x^e_1$ are uniformly bounded. Then the right- and left-limit of the function $x$ obtained in Theorem 6.1 fulfil the following inequalities:

$$\mathcal{E}(t, x^+(t)) + V_{\mathcal{R}}(x^+; s, t) \geq \mathcal{E}(s, x^+(s)) + \int_s^t \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) \, d\tau, \quad \text{for every } 0 \leq s \leq t \leq T; \quad \text{(6.4a)}$$

$$\mathcal{E}(t, x^-(t)) + V_{\mathcal{R}}(x^-; s, t) \geq \mathcal{E}(s, x^-(s)) + \int_s^t \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) \, d\tau, \quad \text{for every } 0 < s \leq t \leq T. \quad \text{(6.4b)}$$

If in addition $x_0 := x(0)$ satisfies (2.6), namely $\mathcal{E}(0, x_0) \leq \mathcal{E}(0, v) + \mathcal{R}(0, v - x_0)$ for every $v \in X$, then (6.4b) holds true also for $s = 0$. 

Springer
Proof Inequality (6.4a) is trivially satisfied for \( s = t \), so let us fix \( 0 \leq s < t \leq T \) and consider a fine sequence of partitions of \([s, t]\) such that:

\[
\lim_{n \to +\infty} \sum_{k=1}^{n} (t_k - t_{k-1}) \frac{\partial}{\partial t} \mathcal{E}(t_k, x^+(t_k)) - \int_{t_{k-1}}^{t_k} \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) d\tau = 0. 
\]

(6.5)

Such a sequence of partitions exists since \( \frac{\partial}{\partial t} \mathcal{E}(\cdot, x(\cdot)) \in L^1(0, T) \), see for instance [25, Lemma 4.5].

So let us fix one of these partitions and by means of \((\text{GS}^+)\) we deduce that for every \( k = 1, \ldots, n \) we have:

\[
\mathcal{E}(t_{k-1}, x^+(t_{k-1})) \leq \mathcal{E}(t_{k-1}, x^+(t_k)) + \mathcal{R}(t_{k-1}, x^+(t_k) - x^+(t_{k-1})),
\]

and thus we obtain:

\[
\mathcal{E}(t_k, x^+(t_k)) - \mathcal{E}(t_{k-1}, x^+(t_{k-1})) + \mathcal{R}(t_{k-1}, x^+(t_k) - x^+(t_{k-1})) \geq \mathcal{E}(t_k, x^+(t_k)) - \mathcal{E}(t_{k-1}, x^+(t_k)) = \int_{t_{k-1}}^{t_k} \frac{\partial}{\partial t} \mathcal{E}(\tau, x^+(t_k)) d\tau.
\]

By summing the above inequality from \( k = 1 \) to \( k = n \) we get:

\[
\mathcal{E}(t, x^+(t)) - \mathcal{E}(s, x^+(s)) + \sum_{k=1}^{n} \mathcal{R}(t_{k-1}, x^+(t_k) - x^+(t_{k-1})) \geq \sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} \frac{\partial}{\partial t} \mathcal{E}(\tau, x^+(t_k)) d\tau =: I_n.
\]

(6.6)

By letting \( n \to +\infty \), we get (6.4a) if we show that \( \lim_{n \to +\infty} I_n = \int_{s}^{t} \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) d\tau \). To prove it we argue as follows:

\[
\left| I_n - \int_{t}^{s} \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) d\tau \right| = \left| \sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} \left( \frac{\partial}{\partial t} \mathcal{E}(\tau, x^+(t_k)) - \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) \right) d\tau \right|
\]

\[
\leq \sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} \left| \frac{\partial}{\partial t} \mathcal{E}(\tau, x^+(t_k)) - \frac{\partial}{\partial t} \mathcal{E}(\tau, x^+(t_k)) \right| d\tau
\]

\[
+ \sum_{k=1}^{n} \left| (t_k - t_{k-1}) \frac{\partial}{\partial t} \mathcal{E}(t_k, x^+(t_k)) - \int_{t_{k-1}}^{t_k} \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau)) d\tau \right|.
\]

The second term vanishes as \( n \to +\infty \) thanks to (6.5), while to deal with the first one we use (E6): we first fix \( \lambda > 0 \) and we pick \( R = C_\Lambda |\pi_Z|_* \), where \( C_\Lambda \) is the constant provided by Corollary 3.4. Then let \( \delta \) be given accordingly by (E6). By means of (2.8) we know that \( \max_{k=1, \ldots, n} |t_k - t_{k-1}| \leq \delta \) for \( n \) large enough, thus (E6) implies:

\[
\sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} \left| \frac{\partial}{\partial t} \mathcal{E}(\tau, x^+(t_k)) - \frac{\partial}{\partial t} \mathcal{E}(t_k, x^+(t_k)) \right| d\tau \leq \lambda (t - s),
\]
and hence (6.4a) is proved.

Inequality (6.4b) can be obtained arguing in the same way replacing $x^+$ with $x^-$, and recalling that (GS$^-$) holds true only if $t > 0$. If in addition $x_0$ satisfies (2.6), then (GS$^-$) holds true also in $t = 0$ and the whole argument can be performed also in $s = 0$.

Condition (E6) is useful to derive the results of Lemma 6.5 in the case of a general elastic energy, yet it can be dropped in some situations when the global structure of the energy is known. The most remarkable case is that of a quadratic energy $E_{sh}(t, z) = \frac{1}{2} \langle A_{sh}(Z(x)(t) - \ell_{sh}(t)), z - \ell_{sh}(t)Z \rangle$ as in (QE), which we discuss now in Lemma 6.6. Indeed, we notice that (QE) implies (E1)–(E5), but (E6) does not hold true if $\dot{\ell}_{sh}$ is not continuous.

**Lemma 6.6** If in Lemma 6.5 assumption (E6) is replaced by (QE), the same conclusions hold.

**Proof** The proof follows the same strategy used for Lemma 6.5, with some adaptations. Firstly, we need to choose fine partitions satisfying instead:

$$
\lim_{n \to +\infty} \sum_{k=1}^{n} \left( t_k - t_{k-1} \right) \langle A_{sh}(Z(x^+(t_k)) - \ell_{sh}(t_k)), \dot{\ell}_{sh}(t_k) \rangle Z
$$

$$= \int_{s}^{t} \langle A_{sh}(Z(x(\tau)) - \ell_{sh}(\tau)), \dot{\ell}_{sh}(\tau) \rangle Z d\tau;$$

$$\lim_{n \to +\infty} \sum_{k=1}^{n} \left| \left( t_k - t_{k-1} \right) \dot{\ell}_{sh}(t_k) - \int_{t_{k-1}}^{t_k} \dot{\ell}_{sh}(\tau) d\tau \right|_{Z} = 0. \quad (6.7b)$$

As before, the existence of such a sequence of partitions is ensured by [25, Lemma 4.5]. In this case the integral term $I_n$ defined in (6.6) takes the form:

$$I_n = - \sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} \langle A_{sh}(Z(x^+(t_k)) - \ell_{sh}(\tau)), \dot{\ell}_{sh}(\tau) \rangle Z d\tau,$$

and we conclude if we prove that $\lim_{n \to +\infty} I_n = - \int_{s}^{t} \langle A_{sh}(Z(x(\tau)) - \ell_{sh}(\tau)), \dot{\ell}_{sh}(\tau) \rangle Z d\tau$. With this aim we rewrite $I_n$ as:

$$I_n = - \sum_{k=1}^{n} \langle A_{sh}(Z(x^+(t_k)) - \ell_{sh}(t_k)), \dot{\ell}_{sh}(t_k) \rangle Z$$

$$+ \sum_{k=1}^{n} \left\langle A_{sh}(Z(x^+(t_k)) - \ell_{sh}(t_k)), (t_k - t_{k-1}) \dot{\ell}_{sh}(t_k) - \int_{t_{k-1}}^{t_k} \dot{\ell}_{sh}(\tau) d\tau \right\rangle_{Z}$$

$$+ \sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} \langle A_{sh}(\ell_{sh}(t_k) - \ell_{sh}(\tau)), \dot{\ell}_{sh}(\tau) \rangle Z d\tau =: J^1_n + J^2_n + J^3_n.$$

By means of (6.7b) it is easy to see that $\lim_{n \to +\infty} J^2_n = 0$, while exploiting the absolute continuity of $\ell_{sh}$ together with (2.8) we also deduce that $\lim_{n \to +\infty} J^3_n = 0$. By using (6.7a) we conclude.
As a simple corollary we get:

**Proposition 6.7** *(Lower Energy Estimate)* Assume (E6) or (QE), and assume that $x_0^\varepsilon$ and $\varepsilon x_1^\varepsilon$ are uniformly bounded. Then the limit function $x$ obtained in Theorem 6.1 fulfills the following inequality for every $0 < s \leq t \leq T$:

$$
E(t, x^+(t)) + \min \{ V_\mathcal{R}(x^+; s-, t), V_\mathcal{R}(x^-; s, t+) \} \geq E(s, x^-(s)) + \int_s^t \frac{\partial}{\partial t} E(\tau, x(\tau)) \, d\tau.
$$

(6.8)

If in addition $x_0 := x(0)$ satisfies (2.6), then it also holds:

$$
E(t, x^+(t)) + V_\mathcal{R}(x^-; 0, t+) \geq E(0, x_0) + \int_0^t \frac{\partial}{\partial t} E(\tau, x(\tau)) \, d\tau, \quad \text{for every } t \in [0, T].
$$

(6.9)

**Proof** We fix $0 < s \leq t \leq T$ and we consider two sequences $s_k \nearrow s$ and $t_k \searrow t$. By means of (6.4a) and (6.4b) we thus deduce:

$$
E(t, x^+(t)) + V_\mathcal{R}(x^+; s_k, t) \geq E(s_k, x^+(s_k)) + \int_{s_k}^t \frac{\partial}{\partial t} E(\tau, x(\tau)) \, d\tau,
$$

(6.10)

$$
E(t_k, x^-(t_k)) + V_\mathcal{R}(x^-; s, t_k) \geq E(s, x^-(s)) + \int_s^{t_k} \frac{\partial}{\partial t} E(\tau, x(\tau)) \, d\tau.
$$

Letting $k \to +\infty$ and since $E$ is continuous in $[0, T] \times X$ we obtain (6.8).

If in addition $x_0$ satisfies (2.6) we can set $s = 0$ in (6.10), thus also (6.9) follows by letting $k \to +\infty$.

Combining all the results of this section we are finally able to prove that the limit function $x$ is actually an energetic solution of the rate-independent problem (2.5). The rigorous statement is the following:

**Theorem 6.8** Assume (E6) or (QE), and assume that $x_0^\varepsilon$ and $\varepsilon x_1^\varepsilon$ are uniformly bounded. Then the limit function $x$ obtained in Theorem 6.1 is continuous in $[0, T]$ and its right-limit $x^+$ is an energetic solution for (2.5) with initial position $x^+(0)$ in the sense of Definition 2.10.

If in addition $x_0 := x(0)$ satisfies (2.6) and $\lim_{\varepsilon \to 0} \varepsilon x_1^\varepsilon = 0$, then $x$ is continuous also in $t = 0$ and it is an energetic solution for (2.5) with initial position $x_0$.

**Proof** We first prove that the right-limit $x^+$ is an energetic solution for (2.5) with initial position $x^+(0)$. We only need to prove the (weak) energy balance (WEB), since we already know $x^+$ is globally stable, see (GS$^+$). With this aim we first fix $t \in [0, T]$ and by combining (6.3b) and (6.4a) we get:

$$
E(t, x^+(t)) + V_\mathcal{R}(x; 0+, t+) \leq E(0, x^+(0)) + \int_0^t \frac{\partial}{\partial t} E(\tau, x(\tau)) \, d\tau \leq E(t, x^+(t)) + V_\mathcal{R}(x^+; 0, t)
$$

\(\Box\) Springer
By means of (d) in Proposition 4.10 we hence deduce that $V_R(x; 0+, t+) = V_R(x^+; 0, t)$ and also the validity of (WEB):

$$
\mathcal{E}(t, x^+(t)) + V_R(x^+; 0, t) = \mathcal{E}(0, x^+(0)) + \int_0^t \frac{d}{dt} \mathcal{E}(\tau, x(\tau)) \, d\tau, \quad \text{for every } t \in [0, T].
$$

Thus $x^+$ is an energetic solution starting from $x^+(0)$ and in particular, by means of Proposition 5.7, it is continuous in $[0, T]$ with continuous $\mathcal{R}$-variation $V_R(x^+; 0, \cdot)$.

We now show that $x(t) = x^+(t)$ for every $t \in (0, T]$. By means of (6.3a) and (6.8) and arguing as before we get:

$$
V_R(x; t-, t+) = V_R(x^+; t-, t), \quad \text{for every } t \in (0, T].
$$

Since $x^+$ has continuous $\mathcal{R}$-variation, we deduce that $V_R(x; t-, t+) = V_R(x^+; t-, t) = 0$ if $t \in (0, T]$; this implies that the $\mathcal{R}$-variation of $x$ is continuous in $[0, T]$, and thus in particular $x$ itself is continuous in $(0, T]$ (see (c) in Proposition 4.10). This means in particular that $x(t) = x^+(t)$ for every $t \in (0, T]$.

If in addition $x_0$ satisfies (2.6) and $\lim_{\varepsilon \to 0} \varepsilon x^\varepsilon_1 = 0$, then we can use (6.3a) in $s = 0$ and (6.9); since we now know that both $x$ and $V_R(x; 0, \cdot)$ are continuous in $(0, T]$, arguing as before we obtain:

$$
\mathcal{E}(t, x(t)) + V_R(x; 0, t) = \mathcal{E}(0, x_0) + \int_0^t \frac{d}{dt} \mathcal{E}(\tau, x(\tau)) \, d\tau, \quad \text{for every } t \in (0, T].
$$

Since the above equality is trivially satisfied in $t = 0$, we deduce that $x$ satisfies (WEB); since (2.6) holds, from (GS$^-$) we also deduce that $x$ satisfies (GS), and thus it is an energetic solution for (2.5) with initial position $x_0$. Thus we conclude. \qed

We conclude this section by stating the main theorem of the paper, which gathers and summarises what we have proved up to now about the convergence of dynamic solutions of problem (2.3) to rate-independent solutions of (2.5) when inertia vanishes. It is a slight generalisation of Theorem 2.12 stated in Sect. 1.

**Theorem 6.9** Let $\mathbb{M}, \mathbb{V}$ be as in Sect. 2, and assume that $\mathcal{R}$ satisfies (R4), and that $\mathcal{E}(t, x) = \mathcal{E}_M(t, \pi_2(x))$ satisfies (E1)–(E6) or (QE). For every $\varepsilon > 0$, let $x^\varepsilon$ be a differential solution of the dynamic problem (2.3) related to the initial position $x^\varepsilon_0 \in X$ and the initial velocity $x^\varepsilon_1 \in K$, and assume that $x^\varepsilon_0$ and $\varepsilon x^\varepsilon_1$ are uniformly bounded. Then there exist a subsequence $\varepsilon_j \searrow 0$ and a function $x \in BV_R([0, T]; X) \cap C^0([0, T]; X)$ such that its right-limit $x^+$ is an energetic solution for (2.5) in the sense of Definition 2.10 with initial position $x^+(0)$ and:

(a') $\lim_{j \to +\infty} x^\varepsilon_j(t) = x(t)$ for every $t \in [0, T]$, and the convergence is uniform in any compact interval contained in $(0, T]$;

(b') $\lim_{j \to +\infty} \int_s^t \mathcal{R}(\tau, x^\varepsilon_j(\tau)) \, d\tau = V_R(x; s, t)$ for every $0 < s \leq t \leq T$, and the convergence is uniform in $[s, T]$;

(c') $\lim_{j \to +\infty} \varepsilon_j |\dot{x}^\varepsilon_j(t)|_M = 0$ for every $t \in (0, T]$, and the convergence is uniform in any compact interval contained in $(0, T]$. 

$\square$
(d’) \lim_{j \to +\infty} \varepsilon_j \int_{s}^{T} |\dot{x}^{\varepsilon_j}(\tau)|^2_{V} \, d\tau = 0 \text{ for every } 0 < s \leq T.

If in addition \( x_0 := x(0) \) satisfies (2.6), namely \( E(0, x_0) \leq E(0, v) + R(0, v - x_0) \) for every \( v \in X \), and \( \lim_{\varepsilon \to 0} \varepsilon x_1^{\varepsilon} = 0 \), then the limit function \( x \) is continuous in the whole \([0, T]\), and it is an energetic solution of (2.5) with initial position \( x_0 \), moreover the convergence in (a’) and (c’) is uniform in the whole \([0, T]\), while (b’) and (d’) hold true also in \( s = 0 \).

Finally, if also (R5) holds or if \( R \) does not depend on time, then \( x \) is actually \( R \)-absolutely continuous in \([0, T]\), and thus a differential solution of (2.5).

**Remark 6.10 (Uniqueness)** If in particular one of the assumptions of Lemma 5.8 or Lemma 5.9 is satisfied, and if \( \lim_{\varepsilon \to 0} \varepsilon x_1^{\varepsilon} = 0 \) and \( \lim_{\varepsilon \to 0} \varepsilon x_0^{\varepsilon} = x_0 \), for some \( x_0 \) satisfying (2.6), then there is no need to pass to a subsequence in the previous theorem. Indeed in this case the whole sequence \( x^{\varepsilon} \) converges in the sense of (a’)-(d’) (even in \( t = 0 \)) towards the unique differential solution \( x \) to (2.5).

**Proof of Theorem 6.9** Combining Theorems 6.1, 6.8 and exploiting Proposition 5.7 we get the existence of a subsequence \( \varepsilon_j \to 0 \) and of a function \( x \in BV_R([0, T]; X) \cap C^0((0, T]; X) \) with the property that the right-limit \( x^+ \) is an energetic solution for (2.5) with initial position \( x^+(0) \) and for which the pointwise convergences in (a’) and (c’) hold. We now observe that by the energy balances (EB\(^{\varepsilon_j}\)) and (WEB) for every \( 0 < s \leq t \leq T \) we have:

\[
\begin{align*}
\varepsilon_j \int_{s}^{t} |\dot{x}^{\varepsilon_j}(\tau)|^2_{V} \, d\tau + \int_{s}^{t} \mathcal{R}(\tau, \dot{x}^{\varepsilon_j}(\tau)) \, d\tau - V_R(x; s, t) = \\
= \frac{\varepsilon_j^2}{2} |\dot{x}^{\varepsilon_j}(s)|^2_{M} - \frac{\varepsilon_j^2}{2} |\dot{x}^{\varepsilon_j}(t)|^2_{M} + \mathcal{E}(s, x^{\varepsilon_j}(s)) - \mathcal{E}(s, x(s)) + \mathcal{E}(t, x(t)) - \mathcal{E}(t, x^{\varepsilon_j}(t)) \\
+ \int_{s}^{t} (\frac{\partial}{\partial t} \mathcal{E}(\tau, x^{\varepsilon_j}(\tau)) - \frac{\partial}{\partial t} \mathcal{E}(\tau, x(\tau))) \, d\tau.
\end{align*}
\]

By means of the pointwise convergence in (a’) and (c’) and recalling (E5) we deduce that the right-hand side of the above inequality vanishes as \( j \to +\infty \). Thus the pointwise convergences in (b’) and (d’) easily follow, since by (b) in Theorem 6.1 we already know that

\[
\lim_{j \to +\infty} \left( \int_{s}^{t} \mathcal{R}(\tau, \dot{x}^{\varepsilon_j}(\tau)) \, d\tau - V_R(x; s, t) \right) \geq 0.
\]

By means of Lemma 4.13 we now deduce that the convergence in (a’) is uniform in any compact interval contained in \([0, T]\), while the uniform convergence in (b’) is due to the standard result that a sequence of nondecreasing and continuous scalar functions pointwise converging to a continuous function on a compact interval actually converges uniformly. The uniform convergence in (c’) now follows by rearranging equality (6.11) and by exploiting (E3), (E5) and the just obtained uniform convergence in (a’), (b’) and (d’).

If in addition \( x_0 \) satisfy (2.6) and \( \lim_{\varepsilon \to 0} \varepsilon x_1^{\varepsilon} = 0 \), we know by Proposition 5.7 and Theorem 6.8 that \( x \) is continuous in \([0, T]\) and it is an energetic solution with initial position \( x_0 \). Arguing as before we obtain the uniform convergence in \([0, T]\) for (a’) and (c’) and the validity of (b’) and (d’) also in \( s = 0 \).

To conclude, if (R5) holds or if \( R \) does not depend on time, always by means of Proposition 5.7 we deduce that \( x \) is \( R \)-absolutely continuous in \([0, T]\). \( \Box \)
We point out that our result is sharp, in the sense that, without additional assumptions, no better kind of convergence (for instance in $W^{1,1}$) can be achieved in the vanishing-inertia limit. It is enough to consider the simplest case $X = Z = \mathbb{R}$, with $M = I$, $V = 0$, dissipation potential $R(t, v) = |v|$ and a quadratic elastic energy $E(t, x) = \frac{1}{2}(x - t - 1)^2$. Indeed it is easy to verify that in this setting the unique differential solution of the dynamic problem (2.3), with initial position $x^\varepsilon_0 = 0$ and initial velocity $x^\varepsilon_1 = 0$, is the function

$$x^\varepsilon(t) = t - \varepsilon \sin \left( \frac{t - \varepsilon}{\varepsilon} \right),$$

which of course converges as $\varepsilon \to 0^+$ towards $x(t) = t$, namely the unique differential solution of the rate-independent problem (2.5) with initial position $x_0 = 0$, in the sense of previous theorem.

However $x^\varepsilon$ does not converge to $x$ in $W^{1,1}(0, T)$, indeed

$$\int_0^T \left| \dot{x}^\varepsilon(\tau) - \dot{x}(\tau) \right| \, d\tau = \int_0^T \left| \cos \left( \frac{\tau}{\varepsilon} \right) \right| \, d\tau,$$

which does not vanish as $\varepsilon \to 0^+$.

7 Applications and examples

In this last section we illustrate several examples which can be described by our abstract formulation; in particular they explain and motivate our framework. Since the applications we present here are all set in $X = \mathbb{R}^N$, endowed with the euclidean norm, for simplicity we will always identify canonically the dual space $X^*$ with $\mathbb{R}^N$, so that the dual coupling $\langle \cdot, \cdot \rangle$ coincides with the scalar product.

7.1 The minimal example: the play operator

To gently introduce the Reader to our examples, we begin by presenting a very simple model, illustrated in Fig. 2. We have a mass $m > 0$ with position $x(t)$ on a line, and subject to (isotropic) dry friction. The mass is connected to a (linear) spring, whose other end is moved according to the function $p(t) \in W^{1,1}(0, T)$. Thus the dynamic evolution of the system is described by the inclusion (2.3), where:

$$X = Z = K = \mathbb{R}, \quad R(t, v) = R(v) = \alpha |v|, \quad E(t, x) = E_{sh}(t, x) = \frac{k}{2}(x - p(t) + L_{\text{rest}})^2,$$

and $\pi_Z$ is the identity. Notice that (QE) holds. Clearly $M = m > 0$, while we may assume either $V = 0$, or add an additional viscous resistance to $\dot{x}$, so that the resulting friction force-velocity law for the mass is of Bingham type.
The relevance of this model is due to the fact that its (inviscid) quasistatic evolution corresponds to the (scalar) play operator \([33]\); indeed a straightforward computation shows that (2.5) in this case reads as
\[
\begin{cases}
p(t) - L_{\text{rest}} - x(t) \in \frac{\alpha}{k} \partial |\dot{x}(t)|, \\
x(0) = x_0,
\end{cases}
\tag{7.1}
\]
and hence, setting \(u(t) = p(t) - L_{\text{rest}}\), we notice that (7.1) is equivalent to
\[
\begin{cases}
|u(t) - x(t)| \leq \frac{\alpha}{k}, \\
u(t) - x(t) - v) \dot{x}(t) \geq 0, \text{ for every } v \in [-\frac{\alpha}{k}, \frac{\alpha}{k}], \\
x(0) = x_0.
\end{cases}
\]

More advanced models may be built by considering analogously a mass on a plane (or abstractly in an \(N\)-dimensional space), or considering nonautonomous friction coefficients. Such rate-independent systems may be advantageously expressed as a sweeping process: we comment the meaning of the dynamic approximation in such formulation in Sect. 7.5.

### 7.2 Soft crawlers

We now minutely illustrate how the family of models represented in Fig. 1 and described in Sect. 1 fits in our mathematical framework. Their quasistatic version has been extensively discussed in [27], to which we refer for more details. We also mention [12], where similar models have been studied in the dynamic case.

We are considering a model with \(N \geq 2\) blocks on a line, with adjacent blocks joined by an actuated soft link. We describe with \(x_i\) the position of the \(i\)-th block. The elastic energy of the system will not depend directly on any of the positions of the block, but only on the distances \(x_i - x_{i-1}\) between two consecutive blocks. Hence we set
\[
X = \mathbb{R}^N, \quad Z = \mathbb{R}^{N-1}, \quad \pi_Z(x_1, \ldots, x_N) = (x_2 - x_1, \ldots, x_N - x_{N-1}).
\]

We now discuss separately each of the elements of the dynamics.

#### 7.2.1 Mass distribution

Denoting with \(m_i > 0\) the mass of the \(i\)-th block, the linear operator \(\mathbb{M}\) is
\[
\mathbb{M} = \text{Diag}(m_1, \ldots, m_N).
\]

#### 7.2.2 Viscous friction

There are two main situations in which we may consider viscous friction. The first one is to assume an additional viscous friction resistance when the blocks slide, in addition to the dry friction we discuss below. Such forces are described by a diagonal matrix
\[
\mathbb{V}_{\text{ext}} = \text{Diag}(\nu_1^{\text{ext}}, \ldots, \nu_N^{\text{ext}}),
\]
for some nonnegative coefficients \(\nu_i^{\text{ext}} \geq 0\). This also means that the total friction force acting on each block is of Bingham type, and may be justified by lubrication with a non-Newtonian fluid [23].
The second possible way to introduce viscosity in the model is to assume a viscous resistance to deformation in the links. This is represented by the matrix

\[
\mathbb{V}_{\text{link}} = \begin{pmatrix}
\nu^{\text{link}}_1 & -\nu^{\text{link}}_1 & 0 & \cdots & 0 & 0 \\
-\nu^{\text{link}}_1 & \nu^{\text{link}}_1 + \nu^{\text{link}}_2 & -\nu^{\text{link}}_2 & \cdots & 0 & 0 \\
0 & -\nu^{\text{link}}_2 & \nu^{\text{link}}_2 + \nu^{\text{link}}_3 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \nu^{\text{link}}_{N-2} + \nu^{\text{link}}_{N-1} & -\nu^{\text{link}}_{N-1} \\
0 & 0 & 0 & \cdots & \nu^{\text{link}}_{N-1} & \nu^{\text{link}}_{N-1}
\end{pmatrix}
\]

for some nonnegative coefficients \(\nu^{\text{link}}_i \geq 0\).

Accounting for these two effects, a general viscosity matrix \(\mathbb{V}\) takes the form \(\mathbb{V} = \mathbb{V}_{\text{link}} + \mathbb{V}_{\text{ext}}\).

### 7.2.3 Dry friction

Since each block is affected independently by dry friction, the rate-independent dissipation potential can be represented as the sum

\[
\mathcal{R}_{\text{finite}}(t, v) = \sum_{i=1}^{N} \mathcal{R}_i(t, v_i),
\]

of \(N\) dissipation potentials \(\mathcal{R}_i : [0, T] \times \mathbb{R} \to [0, +\infty)\), each of the form

\[
\mathcal{R}_i(t, v) = \begin{cases} 
\mu^+_i(t)v, & \text{if } v \geq 0, \\
\mu^-_i(t)v, & \text{if } v \leq 0,
\end{cases}
\]

where the functions \(\mu^\pm_i : [0, T] \to (0, +\infty)\) are strictly positive and absolutely continuous. Concretely, it means that each block has two dry friction coefficients, one for forward and one for backward movements, possibly varying in time. By compactness, we observe that in this framework the assumptions (R1)–(R3) are satisfied. As argued in [27, Lemma 3.2], the uniqueness condition (*) of Lemma 5.9 for the rate-independent problem is satisfied if, for every subset of indices \(J \subseteq \{1, 2, \ldots, N\}\) we have

\[
\sum_{i \in J} \mu^+_i(t) \neq \sum_{i \in J^C} \mu^-_i(t), \quad \text{for a.e. } t \in [0, T],
\]

where \(J^C = \{1, 2, \ldots, N\} \setminus J\).

### 7.2.4 Velocity constraint

Most of the models of crawlers usually fit in the \(K = X\) case: indeed, the possibility to move the body both backwards and forwards is often appreciable in locomotion. In some situations, however, backward friction is extremely higher than forward friction, so that in fact no backwards movement occurs. For this reason, sometimes it is convenient to assume an infinite friction coefficient, namely a constraint on velocities. With our notation, this corresponds to set

\[
K = \bigcap_{i=1}^{N} K^+_i, \quad \text{where } K^+_i = \{v \in \mathbb{R}^N \mid v_i \geq 0\}.
\]
We observe that the set $K_i$ is a polyhedral cone, satisfying condition (iii) of Proposition 2.6. Notice also that, in this case, the coefficients $\mu_i$ in (7.2) can be freely chosen, for instance equal to a positive constant, since they are not involved in the dynamics. More generally, we can introduce analogously the halfplanes $K_i^- = \{ v \in \mathbb{R}^N \mid v_i \leq 0 \}$, and set $K$ as the intersection of an arbitrary selection of sets $K_i^\pm$, although this would often result in something less pragmatical in terms of locomotion. In particular, if $K \subseteq K_i^+ \cap K_i^-$, the $i$-th block would be completely anchored on the surface.

### 7.2.5 Elastic energy

The total elastic energy will be the sum of the elastic energies of each link. Hence we have

$$E(t, x) = \sum_{i=1}^{N-1} E_{\text{link}}^i(t, x_{i+1} - x_i), \quad \text{or equivalently} \quad E_{\text{sh}}(t, z) = \sum_{i=1}^{N-1} E_{\text{link}}^i(t, z_i).$$

In order for $E_{\text{sh}}$ to satisfy any of the properties (E1)–(E7), it is sufficient to ask each of the energies $E_{\text{link}}^i : [0, T] \times \mathbb{R} \to [0, +\infty)$ of the links to satisfy the same condition required on $E_{\text{sh}}$. The quadratic case (QE) corresponds to the case in which each link behaves as a Hookean spring, namely

$$E_{\text{link}}^i(t, z_i) = \frac{k_i}{2} (z_i - \ell_i(t))^2,$$

for a positive elastic constant $k_i > 0$ and an absolutely continuous $\ell_i : [0, T] \to \mathbb{R}$. Notice that our results also hold for nonlinear models of elasticity. For instance, the soft link may behave like a Duffing-type nonlinear spring, i.e.

$$E_{\text{link}}^i(t, z_i) = \frac{k_i}{2} (z_i - \ell_i(t))^2 + \frac{\beta_i}{4} (z_i - \ell_i(t))^4,$$

where the quartic term produces a hardening of the spring. In such a case assumptions (E1)–(E5) and (E7) are all satisfied. We point out that (E6) holds only if $\ell_i$ are continuously differentiable; however in this specific example one can argue as in Lemma 6.6, thus (E6) is not really necessary.

### 7.3 A rheological model

In order to illustrate a second example with multiple material points, we propose here, with our notation, a rheological model presented in [11, Sec. 2.2.6], and illustrated in Fig. 3 for $N = 3$.

![Diagram](image)

**Fig. 3** A rheological model discussed in Sect. 7.3, cf. also [11, Sec. 2.2.6]
constant $k_i > 0$ connected in parallel. As before, we denote with $x_i$ the position on the line of the $i$-th material point, having mass $m_i > 0$. The first $P_1$-element is connected to the first material point at one end, whereas the other end is fixed in the origin. Moreover, the $N$-th material point is subject to an external force $F(t)$, absolutely continuous in time. Hence

$$X = Z = K = \mathbb{R}^N, \quad \pi_Z = I, \quad \mathbb{M} = \text{Diag}(m_1, \ldots, m_N).$$

The energy $\mathcal{E}$ will be the sum of a potential energy $F(t)x_N$ used to describe the external force, plus the elastic energies of the $P_i$-elements, namely:

$$\mathcal{E}(t, x) = \mathcal{E}_{sh}(t, x) = F(t)x_N + \frac{k_1}{2} x_1^2 + \sum_{i=2}^{N} \frac{k_i}{2} (x_i - x_{i-1})^2.$$

Similarly, the dissipation potential $\mathcal{R}$ will be the sum of the dissipation potentials associated to each St-Venant element, namely

$$\mathcal{R}(t, v) = \mathcal{R}(v) = \alpha_1 |v_1| + \sum_{i=2}^{N} \alpha_i |v_i - v_{i-1}|,$$

where we recall that in the first $P_1$-element one end is fixed. Assumptions (E1)-(E5), (E7), (R4) are easily verified, and, likewise, (E6) if in addition $F$ is continuously differentiable. As before, however, (E6) can be avoided by arguing as in Lemma 6.6.

### 7.4 A planar model

Let us now consider the two-dimensional analogous of the simple model discussed in Sect. 7.1 and illustrated in Fig. 2. Setting for simplicity the rest length of the spring to zero, we have

$$X = Z = \mathbb{R}^2, \quad \pi_Z = I, \quad \mathcal{E}(t, x) = \mathcal{E}_{sh}(t, x) = \frac{k}{2} |p(t) - x|^2,$$

and (QE) again holds. A point mass at $x$ can be therefore considered as a test particle (or more concretely, the point of a cantilever), probing the frictional properties of the surface. For simplicity, here we limit ourselves to autonomous dissipation. Until now we have presented only models lying on a line, so that the friction forces possibly acting on each mass are described by two parameters $\mu^+$ and $\mu^-$. If instead the test mass lies on a plane, dry friction is described by a function on the unit circle. Whereas the isotropic case $\mathcal{R}(v) = \mu |v|$ is simple, the nature of friction when the surface is anisotropic is a complicated matter.

Experimentally, friction of scaly surfaces, for instance snakes or sharks skins, is usually measured only in four orthogonal directions: forwards, backwards, and the in two transverse directions (usually showing a symmetric behaviour), cf. e.g. [13,38]. We are not aware of experimental characterizations of the friction coefficients with respect to all the other intermediate directions. There is however a mathematical restriction on the scenarios that can be effectively described by the subdifferential of a function $\mathcal{R}$. What we aim to show here is that, by introducing the constraint $K$, we allow to study a qualitatively different class of models, non included in the case $\mathcal{R} < +\infty$.

If $X = K$, namely there is no velocity constraint, then the functional $\mathcal{R}$ is continuous by convexity, and so the friction coefficient changes continuously with respect to the direction of the velocity. Moreover, we notice that convexity affects additionally the structure of the friction coefficient: for instance, oscillations arbitrarily both ample and frequent of the friction coefficient as the direction varies are not allowed.
When hooks or scales introduce anisotropic friction on a plane, a scenario that can be expected, or at least desirable, is as follows:

- friction is extremely high for all velocities with a nonzero backward component (i.e. for all $v = (v_1, v_2)$ with $v_1 < 0$);
- friction is low for all the remaining velocities ($v_1 \geq 0$), in particular also for purely lateral velocities ($v_1 = 0$).

If $X = K$, such a case can only approximatively be portrayed, since a smooth transition is compulsory from low to high friction. The scenario can instead be better described by setting

$$K = \{ v \in \mathbb{R}^2 \mid v_1 \geq 0 \}.$$

Indeed, we emphasize that $\mathcal{R}$ is in general lower semicontinuous, but not continuous, on the boundary of $K$.

A situation even more radical is usually considered in the modelling of slithering locomotion, with “snake in a tube” models [18]. While slithering on a plane, snakes experience a very large resistance to transversal sliding, compared to the longitudinal one, so that the whole body of the snake follows the same path covered by its head. Hence, according to the description in such models, a test particle on a snake skin would experience:

- extremely high friction for all velocities with a nonzero lateral component ($v_2 \neq 0$);
- high friction for a purely backward velocity ($v_1 < 0$ and $v_2 = 0$);
- low friction for a purely forward velocity ($v_1 > 0$ and $v_2 = 0$).

Again, the situation can be portrayed only approximatively by a finite dissipation functional $\mathcal{R}$, while it is effectively described by introducing the constraint $K$ as

$$K = \{ v \in \mathbb{R}^2 \mid v_2 = 0 \}, \quad \text{or} \quad K = \{ v \in \mathbb{R}^2 \mid v_1 \geq 0, v_2 = 0 \}.$$

Notice that all the three examples of cones $K$ in this subsection satisfy condition (iii) of Proposition 2.6.

### 7.5 Interpretation as sweeping process

In the 70s, Moreau noticed that several mechanical problems of the form (2.5) with quadratic energy can be fruitfully transformed in the form

$$\dot{y}(t) \in -N_{\mathcal{C}(t)}(y(t)), \quad (7.4)$$

where $N_{\mathcal{C}}(y)$ is the normal cone in $y$ with respect to the convex set $\mathcal{C}$. Systems of this form are called sweeping processes, and present the obvious advantage that the dynamics is expressed in normal form. Vanishing-viscosity approximations have played a key role in the study of sweeping processes, not only for characterizing jumps [34], but also for instance in the derivation of necessary conditions in optimal control [7,16]. One may therefore wonder whether there is any strong connection between the second order sweeping process (3.11) describing the dynamic problem and the first order sweeping process (7.4) describing the rate-independent problem. Let us thus recall, briefly, how (7.4) can be recovered by (2.5), in the simple case with energy

$$\mathcal{E}(t, x) = \frac{1}{2} \langle x - \ell(t), x - \ell(t) \rangle,$$

where $X = Z = \mathbb{R}^N$. In this case, equation (2.5) reads

$$-x(t) + \ell(t) \in \partial_{\mathcal{R}} \mathcal{R}(t, \dot{x}(t)). \quad (7.5)$$
Now we exploit the convexity of $R(t, \cdot)$, so that by the Legendre–Fenchel equivalence (7.5) is equivalent to

$$\dot{x}(t) \in \partial_{x} R^\ast(t, -x(t) + \ell(t)) = \partial_{x} \chi_{C_{0}(t)}(-x(t) + \ell(t)) = \mathcal{N}_{C_{0}(t)}(-x(t) + \ell(t)).$$

where $R^\ast(t, \cdot)$ denotes the Legendre transform of $R(t, \cdot)$. Since $R$ satisfies the properties (I) of Corollary 2.4, then $R^\ast(t, \cdot)$ is exactly the indicator function of the set $C_{0}(t) := \partial_{v} \chi_{C}(t) := C_{0}(t) - \ell(t)$.

Unfortunately, the same transformation is not as profitable when applied to the dynamic problem (2.3). Indeed, it is already in normal form, so that the Legendre transform actually hides the higher order derivative, resulting, for $V = 0$, in

$$\dot{y}(t) \in -\mathcal{N}_{C_{0}(t)}(y(t) + \varepsilon^{2}M\ddot{y}(t)).$$ (7.6)

Notice that an additional vanishing-viscosity $V$ can be incorporated with the convex function $R(t, \cdot)$ during the Legendre transform, resulting in a smooth approximation of the evolution problem (7.6). Hence, the dynamic version (7.6) of (7.4) must not be confused with the second order sweeping process (3.11). Indeed, although both are equivalent formulations of the dynamic problem (2.3), in (3.11) the sweeping set $K$ describes only a constraints on the velocities, whereas in (7.6) the sweeping set $C$ accounts both for the rate-independent dissipation and for possible constraints on the velocities. Although the sweeping process therefore does not seem to be the most favourable form to consider vanishing-inertia approximations, we are confident that advancement in alternative formulations will still benefit the whole theory.

### 7.6 Example of $K$ not satisfying (R5).

As we have seen, in all our mechanical examples the set $K$ satisfies (R5). Indeed, we expect this assumption to be usually true in concrete problems. In order to help the Reader understand why, however, it is not automatically satisfied, we present here a—purely theoretical—counterexample. Let us set $X = \mathbb{R}^{3}$, $Z = \mathbb{R}^{2}$, $\pi_{Z}(x) = (x_{2}, x_{3})$ and

$$K := \{(\lambda, \lambda a, \lambda b) \mid \lambda \geq 0, a^{2} + (b - 1)^{2} \leq 1\}.$$

Let us pick $z = (\cos \theta, \sin \theta)$, with $\theta \in (0, \pi/2)$, so that $|z|_{Z} = 1$. A simple computation shows that

$$(\lambda, \cos \theta, \sin \theta) \in K \quad \text{if and only if} \quad \cos^{2} \theta + (\sin \theta - \lambda)^{2} \leq \lambda^{2} \quad \text{and} \quad \lambda > 0$$

if and only if $\lambda \sin \theta \geq \frac{1}{2}$.

Hence (R5) is violated by any sequence $\theta_{i} \to 0^{+}$.
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