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ABSTRACT. How to find unknown distributions is questioned in many pieces of research. There are several ways to figure them out, but the main question is which acts more reasonably than others. In this paper, we focus on the maximum entropy principle as a suitable method of discovering the unknown distribution, which recommends some prior information based on the available data set. We explain its features by reviewing some papers. Furthermore, we recommend some articles to study around the generalized maximum entropy issue, which is more suitable when autocorrelation data exists. Then, we list the beneficial features of the maximum entropy as a result. Finally, some disadvantages of entropy are expressed to have a complete look at the maximum entropy principle, and we list its drawbacks as the final step.
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1. Introduction

The entropic principle is used in a variety of fields of study, such as Statistics, Mathematics, Physics, Economics, etc. Shannon (1948) expressed first the concept of entropy. After that, Jaynes (1957) declared the sense of maximum entropy. In the following years, it has been perused by some statisticians like Kagan et al. (1973), Shore and Johnson (1980), and Kapur (1989). The entropy liaises straightly with uncertainty. In other words, if entropy increases, the uncertainty measure will also do. The maximum likelihood concept is used when some model parameters are unknown, and the distribution is determined. Therefore, it cannot be applied to all estimation problems. So, if the distribution is obscure, the maximum likelihood method is incapable. Thus in this situation, maximum entropy is an effective way that does not need any assumptions on the prior distribution. Moreover, it works outstanding when the sample size is small. This property is very efficient because sometimes, the process cannot be sampled, for instance, sampling is financial consumption and ruin, or it takes lots of time. Hence, maximum entropy appears as a contributory method for researchers.

General maximum entropy is used when the number of unknown parameters is large. In several regression models, there is a basic assumption of error normality distribution. If errors are not fitted properly in a model, the researchers are in trouble. Thus, the general maximum entropy is practical in these conditions because the distribution of errors is not required, and it can be unknown. Another advantage is that outlying data cannot affect the estimation of general maximum entropy.

So many articles have presented the application of maximum entropy. For example,
Autchariyapanitkul et al. (2017) studied the rice farmer’s information. They found the maximum entropy density as a substitute for maximum likelihood. Tibprasorn et al. (2017) approximated the unknown parameters in panel data of macroeconomics by general maximum entropy because they had a limitation of data, which was an obstacle in their research. Some scholars like Parveen and Arora (2017), Ayusuk and Autchariyapanitkul (2017), and Kreinovich and Sriboonchitta (2017) got the help of this principle to predict the feature of different processes, which is elucidated more in one of the following sections. Fallah Mortezanejad et al. (2019) worked on capability indices in statistical quality control. They used the maximum entropy concept to find out the unknown distribution of manufacturing processes. Since in classic methods, there is a strong assumption of normality, they cannot detect small shifts in processes. Those distributions are not Normal, so these methods do not work accurately. Thus they applied the help of the maximum entropy principle to deal with this problem. Their constraints were according to a suitable capability index. Mortezanejad et al. (2019) mixed two concepts of the maximum entropy and copula function to cope with the bivariate data set. Since the maximum entropy concept is a suitable way to apply prior information, and the copula function is a good way to save the original dependency between the data set, hence the introduced density is worth working with.

The organization for this article is: In section 2, we present the basic concept of maximum entropy. In section 3, we explain the advantages of the maximum entropy principle as well. In section 4, we have a brief look at the papers whose scopes are according to the maximum entropy. In section 5, we briefly state the weaknesses of maximum entropy in the form of a list and refer to some articles too. In section 6, We offer a summary of the conclusion of the maximum entropy properties.

2. The maximum entropy concept

The maximum entropy concept determines the most general distribution by some intended constraints. In this regard, the constraints influence choosing a distribution via this principle. These constraints can contain moment conditions or necessary qualifications based on the researcher’s needs. As we mentioned before, Shannon (1948) expressed entropy \( H(f) \) of a continuous random variable \( X \) with density function \( f_X(x) \) on support set \( D \) as below:

\[
H(f) = -\int_{D} \log f(x)dF(x),
\]

which is famous as Shannon entropy and was first introduced by Jaynes (1957a, 1963) based on Shannon entropy. \( H(f) \) should be maximized concerning \( f \). Moreover, the distribution function \( f \) should satisfy the mentioned constraints. Our problem which has to be solved is:

\[
\begin{align*}
\max H(f), \\
E(\zeta_i|G) &= \alpha_i, \ i = 1, \ldots, k, \\
E(\zeta'_j|G) &\leq \alpha'_j, \ j = 1, \ldots, k'.
\end{align*}
\]

\( G \) is the true distribution function of process data estimated by the experimental selection of \( F \) via maximum entropy. \( \zeta_i \) for \( i = 1, \ldots, k \) are some functions of moments. Some essential information is subjoined to the equation by \( \zeta'_j \) for \( j = 1, \ldots, k' \). The amounts of \( \alpha_i, i = 1, \ldots, k \) and \( \alpha'_j, j = 1, \ldots, k' \) are known and gained from the experimental information calculated from the desired process. For
instance, assume $EX = \mu$ and $EX^2 = \mu'$, which $\mu$ and $\mu'$ are known constraints on $\mathbb{R}$. The maximization problem is:

$$\begin{align*}
\max & \left( -\int_{\mathbb{R}} \log f(x) dF(x) \right), \\
\text{s.t.} & \int_{\mathbb{R}} dF(x) = 1, \\
& \int_{\mathbb{R}} x dF(x) = \mu, \\
& \int_{\mathbb{R}} x^2 dF(x) = \mu'.
\end{align*}$$

The answer to the above equation is a Normal distribution with mean $\mu$ and variance $\mu' - \mu^2$. In the next section, we discuss supreme applications of the entropy principle, and then we explain some articles which have used maximum entropy in practice.

3. The application of entropy principle

Here we list some advantages of maximum entropy and general maximum entropy. The first list is about maximum entropy, and it contains a brief explanation of some related papers as below:

(1) A maximum entropy distribution is an experimental choice of the true and most unbiased distribution. Penfield (2003) has presented the maximum entropy principle as the most unbiased distribution.

(2) It is a strong way to deal with multicollinearity and some ill-prosed problems such as data limitations and incomplete data. Yamaka et al. (2017) applied general maximum entropy expressed by Golan et al. (2017) for estimating the quantile regression model of capital assets pricing because of its power in multicollinearity situations.

(3) Prior distribution can be gotten parametric in quantile regression by using maximum entropy. The least-squares method is used for approximating unknown parameters in regression models with basic Normal assumptions. Yamaka et al. (2017) handled a quantile regression by maximum entropy as a nonparametric estimation of probability distribution functions and measurement uncertainty. Furthermore, when the dependence degree between variables and their effects increases on each other, the conditional entropy decreases until the lower bound. The increment or decrement of this information varies based on adding or removing variables. This content can be compared with a forward selection of variables in regression analysis according to the partial correlation in the multivariate model. Singh (2013) subjoined analytical derivation on multivariate probability distributions with the entropy concept, which is rigorous even with the marginal distributions of variables. This problem can be dealt with copula functions, which were introduced first by Sklar (1959). Mortezanejad et al. (2019) mixed the maximum entropy principle and copula function to save the dependency between variables on the estimated distribution.

(4) It also is reasonable for a small sample size. Leurcharusmee et al. (2017) studied child-gender preference with respect to the previous child and mothers’ education in Thailand. General maximum entropy was a strong method for priority checking between their variables. The entropy principle has been recognized as a suitable way of dealing with multivariate cases. They have compared classical logit and entropy to estimate unknown parameters, which resulted in the betterment of the entropy principle because of the lower amount of standard errors and needleless of large sample size.
(5) It has lower standard errors compared with the logit method in a miniature sample size. Leurcharusmee et al. (2017) analogised the entropy method and logit. The power of the entropy was its lower value of standard errors.

(6) It provides a prediction of the future and has the least surprising in prediction terms. Conrad (2004) declared that the distribution which satisfies desired constraints has a lower surprising in predictions.

(7) It contains available information and is uniformly the most consistent distribution concerning prior information. Yang (1997) said that the maximum entropy has lower prejudice than all other consistent distributions respect to the intended constraints. This principle does not specify any domain for random variables. He has merged the entropy concept with Pearson’s system to determine the range of random variables. The maximum entropy performs better if any assumptions of their domains are not available. Another mentioned advantage was applying some desired constraints on it. Ebrahimi et al. (2008) declared that the multivariate distribution can be modelled based on maximum entropy using moment constraints, and it does not have the problem of finding distributions. They have added consistently available information on the result distribution as an advantage of the maximum entropy principle, which is true for multivariate cases. Soofi et al. (1995). Rahman and Majumdar (2003) found the multivariate density of a finite set via maximum entropy. The data matrix contained some prior information.

(8) Any assumptions on prior joint distribution are not necessary. It is suitable for quantitative and qualitative variables. In addition to the moment conditions, any other required constraints can be applied to its result distribution. The aim of Ayusuk and Autchariyapanitkul’s (2017) paper was prediction influencing factors in returning a tourist to an area in Thailand. The logistic regression model was applied for this goal. The general maximum entropy was exploited for the estimation of the unknown parameters. This method is much more tenous than the maximum likelihood when the sample size is small. A consistent distribution has to be attained by the maximum entropy principle, which assures the previous information and required constraints. It makes lower surprising than other distributions. As the advantages of maximum entropy distribution, it can be noted that it consists of all available information. There is no need for any assumption about the joint distribution of the data. So, it is suitable for quantitative and qualitative data, and in addition to moments, any other constraints can be added to the desired distribution. The reason for maximum entropy selection is similar to the maximum likelihood, which solves the problem by maximizing the likelihood function. The maximum entropy exerts the Lagrange function, and required constraints can be added to the result. General maximum entropy works better than the likelihood method because of its lower amount of $MSE$. They have used different sample sizes 200 and 400. Both of them acted well when the sample size was 400, but when it was decreased to 200, the entropy principle worked superior, Ayusuk and Autchariyapanitkul (2017).
(9) It does not require parametric assumptions. Campbell (1999) pointed to Soofi (1992) and Golan et al. (1996), and expressed that any parametric assumption is not required in maximum entropy. Zhang (2009) has compared the maximum entropy and maximum likelihood method. Their outcomes were not equal. The privilege of maximum entropy was no need for parametric assumptions.

(10) This distribution consists of small numbers of unknown parameters, which have to be estimated. Park (2007) used the maximum entropy concept to estimate portfolio weights in asset allocation problems because it decreased the number of estimated parameters.

(11) It is a general case of machine learning. Jaynes (1957a) and Shin (2009) have gotten the conditional probability distribution with maximum entropy in machine learning.

(12) It is a logical way to classify heterogeneous information. Patnaparkhi (1998), Manning and Schutze (1999), and Shin (2009) applied maximum entropy to manage various and heterogeneous information in their study.

(13) It has the most amount of uncertainty. Maximum entropy was introduced as a consistent distribution by Penfield (2003) and is well-behaved for uncertainty on the multivariate cases in ill-posed conditions, and has a unique solution for the problem. Rahman and Majumdar (2004) represented the usage of maximum likelihood in some cases that are too austere. Thus, it can be reasonable to apply the maximum entropy concept to the multivariate quandaries.

(14) It is a robust tool in image processing. Skilling and Gull (1984a) and Skilling used maximum entropy in image restoration with a different type of data. Its application is usability in radio astronomical interferometry because it decreases certainty.

(15) It is proper for noisy data. Gzyl (1998) and Golan and Dose (2001) are confronted with noisy data via maximum entropy based on Shannon (1948).

(16) The goodness-of-fit test can be done for multivariate data using maximum entropy, which had been studied in Rahman and Majumdar (2004).

The general maximum entropy is more universal than maximum entropy and has some similar properties. The below list is about the advantages of general maximum entropy:

(1) The general maximum entropy is suitable when the number of unknown parameters is high. Khiewngamdee et al. (2017) have easily estimated several unknown parameters using general maximum entropy.

(2) It exerts all information that data gives. Khiewngamdee et al. (2017) and Chinnakum and Boonyasana (2017) have utilized all previous information in their study.

(3) Outlying data cannot affect their results. This application of general maximum entropy has been discussed in Khiewngamdee et al. (2017).

(4) It is an appropriate way to estimate parameters without any extra assumption on errors. Also, unknown probabilities and errors can be jointly estimated. General maximum entropy allows us to approximate unknown probabilities and errors jointly, and any extra assumption is not needed. Therefore, any other consistent distributions have lower entropy or uncertainty. In classical technics, strong assumptions are required to have unique
results. The entropy principle solves this problem, and any prior information can be added to the problem whose result is uniformly the most consistent distribution, Jaynes (1957a), Campbell (1999). Golan et al. (1996) expressed that any presumptions about errors were not necessary. Golan et al. (2000) used this application and noted that it is a robust and efficient method compared with maximum likelihood.

(5) Bootstrap is not needed via general maximum entropy. Yamaka et al. (2017) and Navapan et al. (2017) said the general maximum entropy as a method that is not used Bootstrap.

(6) It is rational for linear and nonlinear regression when the sample size is small, Navapan et al. (2017). Without any doubt, bank performance assessment concerns people like bank directors to schedule for the future. Navapan et al. (2017) exerted the classical stochastic frontier model and efficiency stochastic frontier model. The advantages of general maximum entropy were motioned that it does not need the bootstrap method, the high sample size in linear and nonlinear regression models, and any extra classical assumption about error distribution. So, it is fitted to models with non-Normal errors.

(7) Any parametric assumptions about the error distribution are not required. Golan et al. (1998) noted that any extra assumptions about the basic distribution was not needed, unlike maximum likelihood. The aim of Golan et al. (1999) was to estimate a set of unknown parameters by imposing all available information without any prior assumption on the basic distribution. So, they applied general maximum entropy. Their coefficients had lower errors than other estimators. Glennon and Golan (2003) expressed that it is semiparametric and is useful for limited data. Also, it allows us to utilize prior information, so it is more suitable than the maximum likelihood. Moreover, they emphasized that any assumptions about the distribution are not desired in the entropy principle.

(8) It is fitted to models with non-Normal errors. General maximum entropy does not require any assumptions on error distribution, but in some other methods, it is assumed to be Normal, which is not always true. Thus the entropy principle is fitted when errors have a non-Normal distribution, which was used by Khiewngamdee et al. (2017) and Yamaka (2017).

(9) Unknown parameters estimated by general maximum entropy have lower variance than logit, probit, and ME-logit manners. Campbell (1999) declared that the entropy concept was a new and appropriate method in economics. Also, he compared estimators of maximum entropy and general maximum entropy with estimators of linear regression, binary choice, multinomial regression models, censored data, and truncated regression models. The result was the superiority of the entropy principle. Denzau et al. (1989), Soofi (1992), and Golan et al. (1997) worked on this concept of entropy. Another consequence of Campbell (1999) was that: if the width of errors is increased, variances of general maximum entropy estimators are decreased, and biases are increased. Golan et al. (2000) said that maximum entropy is a particular mode of general maximum entropy, which does not have any weight on noise components and is similar to maximising the
logistic likelihood function. The general maximum entropy was more flexible and efficient than the maximum likelihood logit method. Golan et al. (2001) remarked that it is more consistent than maximum likelihood and least square, so it has lower variance.

(10) It uses non-sample information. Campbell (1999) said that non-sample information could be imposed on general maximum entropy estimators in linear regression.

(11) It imposes support points to the unknown parameter estimations. Support points are involved in general maximum entropy results, but it is difficult with other methods.

(12) It is useful for a tiny and unbalanced sample size. Golan et al. (1999) discussed that general maximum entropy prepares more stable estimators in a small sample size. It has been introduced for small and ill-posed samples by Golan et al. (2001). Kullback (1959), Levine (1980), Shore and Johnson (1980), Skilling (1989), Csiszar (1991), Golan et al. (1998), and Wu et al. (2006) reviewed maximum entropy and its applications and told that it is a special case of general maximum entropy without any noise weight components and other observations.

(13) The estimator bias is lower than ME-logit. Maximum entropy has been expressed as an approximate method compared with ordinary least squares when the regression range increases whose bias is always lower than other estimators, Leung and Yu (1996), Golan et al. (2001).

(14) It works well with Mont Carlo experiments, Yamaka et al. (2017)

(15) It is consistent concerning prior information. General maximum entropy was presented as a consistent distribution estimation to the convex assumption by Golan and Perloff (2002), Golan et al. Golan et al. (1996), and Golan et al. (1998, 2001).

(16) It has a lower amount of $MSE$. Golan et al. (1999) showed that general maximum entropy has lower $MSE$ than ordinary least squares, Heckman’s method, maximum likelihood, and Powell’s ways. Golan et al. (1997) and Golan et al. (2000) said that it has lower empirical $MSE$ than maximum likelihood. Campbell (1999) and Golan et al. (2001) declared that $MSE$ of general maximum entropy estimators are always lower than any other estimators and are more consistent than maximum likelihood.

(17) Its power in prediction is more than the Maximum likelihood. Golan et al. (2000, 2001) worked on prediction, and their result was the superiority of general maximum entropy to the probit method.

(18) The simplicity of calculation is another benefit. Golan et al. (1998) utilized the general maximum entropy simplicity of calculation to approximate several unknown parameters, and imposed different inequalities on constraints.

4. Perusing some papers on the benefit of maximum entropy

In the previous section, we focus on the properties of the maximum entropy and general maximum entropy. Here, some interesting papers are presented, which dissolved variant knots by the maximum entropy principle.

Maximum entropy as a feasible way to describe joint distribution in expert systems. Let a system define with different properties by an expert. The probability functions of these reports have to be known. Furthermore, their joint
distribution is needed to be determined. The problem is that some knowledge is available, and their distributions are unknown. Dumrongpokaphan et al. (2017) solved this obstacle via maximum entropy distribution. The corresponding entropy is maximized by various unknown parameters. They found a probability distribution function that satisfied desirable conditions that were taken by the expert.

**Entropy as a measure of average loss of privacy.** The lack of someone’s information for others means her privacy. Some extra questions should be asked to know her personal information. Longpre et al. (2017) measured the degree of privacy by the average number of Yes or No questions. Shannon entropy was fitted in such a case. They have illustrated that entropy is not a good measure of absolute privacy loss, but it is suited for the mean of privacy lack, which aimed to decline uncertainty. Privacy can be measured by entropy distribution, which became famous as the average number of Yes or No questions that should be queried to give enough knowledge. Thus, the entropy principle can be used in uncertainty concepts.

**Probabilistic graphical models follow directly from maximum entropy.** Probabilistic graphical models are an efficient manner in machine learning. The maximum entropy method is significant in these models. The idea of Ly et al. (2017) was maximizing the absolute entropy to achieve the most normalization. Partial information was accessible, and several probability functions satisfied their knowledge. Therefore, the most reasonable distribution has the most uncertainty and entropy. Thus, among all probability distributions assuring favourable constraints, the distribution that has the most entropy should be selected.

**How to get beyond uniform when applying MaxEnt to interval uncertainty.** Sriboonchitta and Kreinovich (2017) declared that the maximum entropy principle is more logical and fitter in practices than hit off in considered conditions. They have exerted a fuzzy technic to deal with uncertainty intervals.

**Capital asset pricing model through quantile regression: An entropy approach.** There is the main difference between probability and entropy. A probability is a quantitative measure of an occurrence chance, but entropy is a measure of uncertainty for a random variable. Therefore, Yamaka et al. (2017) constructed a model for financial risk via the entropic principle. So, they maximized entropy information as a continuous function under three constraints:

\[
\text{arg max}_{f} \int_{\mathbb{R}} f(y) \ln f(y) dy;
\]

\[
\begin{align*}
\int f(y) dy &= 1, \\
E|Y - x\beta^T| &= C_1, \\
E(Y - x\beta^T) &= C_2,
\end{align*}
\]

where \( C_1 \) and \( C_2 \) are known constants. ADL distribution is assumed for the unknown distribution, but it is not always true. Hence, maximum entropy can solve the presented problem. Finally, general maximum entropy estimation showed better performance than classical least squares, maximum likelihood, and Bayesian estimations via Monte Carlo simulation.
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An entropic structure in capability indices. In classical quality control, the
distribution of manufacturing processes is supposed to be Normal, but this assump-
tion is not always correct. Fallah Mortezanejad et al. (2019) used the maximum
entropy principle to find out the distributions of manufacturing processes as well.
They applied a capability index to the constraints of maximum entropy to make
sure that the processes with this distribution are in statistical control. Then, they
made an updated form of the distribution based on its unknown parameters using
the Kullback-Leibler information measure. Thus, by the aim of this article, there
is no need for any pre-assumption on the distribution of processes.

Estimating release time and predicting bugs with Shannon entropy mea-
sure and their impact on software quality. The concept of entropy is an infor-
mation theory that measures first uncertainty. Parveen and Arora (2017) obtained
a proper prediction model based on previous information and believed that predic-
tion based on entropy was more accurate than any other estimators. Their method
was to fit some suitable regression models to data via the entropic principle.

MaxEnt-based explanation of why financial analysts systematically under-
predict companies performance. Studies show that financial analysts disre-
gard the prediction of business performance. Kreinovich and Sribouchitta (2017)
explained the maximum entropy solution for the existing problem. Among all
favourite distributions, they selected the one which has the most entropy. The no-
table point was that all favourite distributions satisfied the significant constraints,
but the one, which had the most entropy, was their desire.

Maximum entropy approach to interbank lending: Towards a more accu-
rate algorithm. Nguyen et al. (2017) studied minimizing the possible risk of the
prediction of lending between several banks. A solution is to select the interbank
rates which have the most entropy. In this situation, the marginal distribution and
the maximum entropy of joint distribution were gained. Then, they selected the
observations which have the most entropy:

$$\sum_{i,j} x_{ij} \ln \left( \frac{x_{ij}}{x_{ij}^{(0)}} \right).$$

An empirical examination of maximum entropy in copula-based simulta-
nceous equations model. Choktaworn et al. (2017) worked on dependence data
and made a model by entropic principle. Then, a copula function was applied
for improving the model. This method did not need any prior assumption on the
marginal distributions. Therefore, they got the margins via maximum entropy:
So, they used the entropy concept instead of using parametric copula functions.
This helped them to insert the available information into the result distribution.
Hence, the entropy principle was exerted to the copula theory. They introduced
the entropy-copula method as an appropriate method to model dependence data,
especially for error terms. Maximum entropy distribution was uniquely determined
by the Lagrange function and suitable constraints. Thus Spearman measure was
used to measure the dependency among variables in an entropy-copula manner.
Portfolio optimization of entropy commodity futures returns with minimum information copula. Tarkhamtham et al. (2017) checked out goods efficiency, which consumed energy by Garch and Egarch models. Also, they applied copula functions to models that satisfied the constraints of the optimum energy consumption. Then a copula function was selected with minimum entropy. Moreover, vine copula was applied to measure the risk in a sample via minimum information copula. Thus, the dependency between variables was transferred to the copula function by putting moment constraints.

Joint dependence distribution of data set using optimizing Tsallis copula entropy. In some research, the main problem is dealing with multivariate data sets. In these cases, there are two major questions, the first one is how to find the unknown distributions, and the second one is how to save the original dependency between different variables in a data set. Mortezanejad et al. (2019) worked on this issue using Tsallis and Shannon entropy. They combine two outstanding concepts of the maximum entropy and copula function to cope with the explained situation. A maximum copula entropy function was gotten in their paper. Then they used this function to get the unknown distribution of a bivariate data set. Their constraints consisted of Spearman’s rho measure to transfer the dependency to the resulting density. They applied some surface plots and counterplots to show the results in some examples. In their article, there are different tables for the examples, which contained the Lagrange coefficients of maximum copula entropy functions. Furthermore, they compare Tsallis and Shannon entropy in the paper.

Coffee stochastic frontier model with maximum entropy. A strong assumption on distribution is essential in classical maximum likelihood. So, unreliable interpretations result when the probability distribution is unknown. To deal with this obstacle, Khiew-ngamdee et al. (2017) used general maximum entropy for estimating the stochastic frontier model. Therefore, any additional probability distribution assumptions were not needed. Moreover, the general maximum entropy was useful when several parameters should be estimated. Also, it helped to reduce external variables in multiple cases. General maximum entropy allowed them to use prior information on parameters by putting the support bounds and some suitable consistent constraints. They declared the advantages of general maximum entropy that used the available information, cannot be affected by outlying data, and additional assumption on error terms is not required. They compared two methods maximum likelihood, and general maximum entropy. Finally, they offered the usage of the entropic principle.

The sample selection model: Application on the farmer’s decision of rice acreage. Yamaka et al. (2017) expressed that estimating parameters of a model is inconsistent when the distribution is unknown. To deal with this obstacle, primal general maximum entropy was applied with some constraints on sample selection. Also, they used multivariate response variables for the approximation of the model’s parameters. In practice, error distribution is unknown, and residuals cannot be easily fitted to any distribution. General maximum entropy needs much lower assumptions on error distribution. So, it does not require any basic prescriptions for distribution. Thus, maximum likelihood is not suitable when it is passive. Then, its sample size was tiny, and the case study consisted of multivariate variables. So, the difficulty was dealing by the entropic principle.
Generalized information theoretical approach to panel regression kink model. The objective of Tibprasorn et al. (2017) research was to approximate parameters in macroeconomic panel data via general maximum entropy. The usual problem is data limitations in this field of study. Further, the introduced method and an appropriate regression model solved the description of the relationship between explanatory and response variables. Their model was kink regression. They applied general maximum entropy to estimate parameters.

Maximum entropy quantile regression with unknown quantile. A selection of quantile levels is the main problem of several researchers in the quantile regression model. Chokethaworn et al. (2017) worked on primal general maximum entropy for selecting unknown parameters such as quantile ones. The concept of entropy is a proper way to decrease different parametric assumptions in the survey.

Modelling Thailand tourism demand: A dual generalized maximum entropy estimator for panel data regression models. Chinnakum and Boonyasana (2017) investigated factors that affected international tourist behaviour in Thailand. General maximum entropy was applied to find the parameters of the regression model. Its advantages were to work well in ill-prosed situations such as data limitations or incomplete data. They compared ordinary least-squared and general maximum entropy estimators. The entropic concept acted preferable because of its less $MSE$. Furthermore, previous information and support of parameters have participated in an entropy manner to estimate parameters in the regression model.

Technical efficiency in rice production at farm level in northern Thailand: A stochastic frontier with maximum entropy approach. Autchariyapanitkul et al. (2017) perused rice farmer’s information and introduced maximum entropy as a substitute method for maximum likelihood. Its reason was a lower amount of $MSE$. Also, they compared standard errors in the frontier model with the conventional stochastic frontier model without the entropy.

Measurement and comparison of rice production efficiency in Thailand and India: An efficient frontier approach. Sirikanchanarak et al. (2017) worked on general maximum entropy in the stochastic frontier model to investigate rice production in Thailand and India. Its root means square errors were lesser than in the traditional stochastic frontier model. Thus, the mentioned manner has been more fitted than the classical method.

Pension choices of senior citizens in Thailand: A multi-label classification with generalized maximum entropy. Ruanto et al. (2017) perused the information on international banks and used semiparametric general maximum entropy in their models. They concluded that this method was much more appropriate than other classical logit and probit methods, which are parametric. Logit and probit did not respond when the data distribution was not Normal or logistic. Furthermore, general maximum entropy has estimated parameters with fewer variances. Thus, it has strongly approximated them and preserved dependence among data.

Multivariate extensions of maximum entropy methods. Justice (1985) studied solving problems of spectral maximum entropy estimation on a single channel to increase the science in this field of study. Clearly, all interests have been absorbed in the Burg algorithm because there were so many different residual matrices
in recursive equations. There are lots of methods to deal with the obstacle, but they could not give a stable prediction. Finally, Strand (1977) and Morf et al. (1978) recommended a solution for single-channel. So, a multichannel extension of spectral maximum entropy was one of the favourable procedures without any heavy calculations and had a bit different manner. They answered some questions about multidimensional spectral maximum entropy. Eventually, the problem was decreased to optimum a convex function over a convex set with a finite dimension. Thus, maximum entropy worked as well as the Burg algorithm, but it did not annoy in the multivariate model. Also, Marcano et al. (2017) studied the algorithm and entropy principle.

On solutions to multivariate maximum $\alpha$-entropy Problems. The aim of Costa et al. (2003) was to introduce some properties of multivariate maximum entropy distributions in the general class whose name is Renyi’s $\alpha$-entropy on co-variance constraints. First, they mentioned spectral invariance as an application of maximum entropy distribution used in some fields of study like pattern recognition, communication, independent components analysis, and inverse obstacles.

So many articles were perused on the beneficial application of maximum entropy as Dickinson (1978), Dien and Thuy (2006), and Yu (2008). They are used in different fields of study like spline kernel and several papers on its convenient applications like Pillonetto and Nicolao (2011), Carlì (2014), and Chen et al. (2016). In the following section, we focus on some drawbacks of the maximum entropy principle to complete our research.

5. Some weakness of maximum entropy

In this paper, we focus on some attributes of the maximum entropy concept and study articles, which used these features. However, the maximum entropy principle has some disadvantages in practice. Fung et al. (2004) and Wallach (2004) pointed to its incompetence and talked about some dependence, which makes it hard to use. Hence, we prefer to discuss its weaknesses, which makes a complete review of maximum entropy, and some of them are listed below:

1) A clear debility is the complexity and time-consuming for the Lagrange calculation of maximum entropy distribution when the constraints are a bit more. Therefore, Ingman and Merlis (1992) expressed this complication and added that the entropy method was unsuitable for signal processing. They applied that in neural networks and showed the entropy method is a proper way to deal with the invariant state in Hopfield net for estimating parameters, but the convolution annoyed them. Another hardness was the necessity of making an equivalent temperature. Also, Graf et al. (1988) and Marrian et al. (1989) studied the same field. Erdogmus et al. (2004) introduced a linear equation method to decrease the complexity of calculation for finding the Lagrange coefficients, but it had lower accuracy. Another suitable numerical way was inserted by Balestrino et al. (2006) for estimating the maximum entropy distribution, which could not approximate correctly too. Chen et al. (2010) used Newton’s manner to solve a non-linear system of equations to find out the Lagrange, but this had two deficiencies. First, the calculation is too expensive because of having too many numerical
integrals. Second, amounts of estimated Lagrange were too sensitive concerning the selection of primitive points. It is a good way when the number of moments constraints is limited. Furthermore, Ashcroft (2011) expressed the complicity of maximum entropy for finding peak width and said that this method is not precise enough. Tan and Taniar (2007) emphasized the estimation form to compute parameters of distributions.

(2) Another shortcoming of maximum entropy is the disability of measuring noise discussed in Lane (2008). Jaynes (1982) declared that the only appropriate solution for noisy data is the Bayesian approach. Pinna et al. (1993) studied some properties of maximum entropy and Acacia criteria in their investigation. They mentioned that the worth of the work would decrease if noisy data had been available because Acacia has a direct relationship with maximum entropy. Thus, it was improper for this type of data.

(3) Some papers like Djafari and Demoment (1988) introduced the maximum entropy in an uncreditable way, and it may repeat the curvature information several times. However, it was perused as a strong technic for retouching images with noisy and uncompleted data. It allows us to opt for a probability distribution based on prior information.

(4) A big mistake of maximum entropy is too conservative and loses some interesting physical features. Kong and Lynn (1990) imported a method of measuring the X-ray spectroscopy according to maximum entropy, while positron beams had variable energy. That was weak because of using entropy principles to improve system resolution.

(5) Hashimoto and Kobune (1985) used maximum entropy in directional spectral with three equivalent values for random motion waves. On the other hand, Hashimoto et al. (1994) declared its fault, and it is not a general way because it was limited to pre-arranged values.

(6) Another defect is to have the same entropy for two different images when their autocorrelation function is equivalent mentioned by Desoky and Hall (1990).

(7) Maximum entropy has incompetence in using prior information discovered by Jedynak and Khudanpur (2005). It happened when there were not any constraints, prior information was not invariant or incorrectly giant for the interchange of variables. So, the numerical method cannot be helpful. Lane (2008) applied the MCMC algorithm in such situations.

(8) Carbonell and Sickmann (2005) pointed out that maximum entropy does not answer when a system of constraints based on a non-closed set is available.

A generalization of the entropy model for brand purchase behavior. Kapur et al. (1984) had a study on economics, and one fault of maximum entropy was non-flexibility in estimating brand switching. The entropy approximation was based on market share and independent of product categories. It is reasonable that brand loyalty affected the probability of re-buying and was different from production categories. They expected various brand loyalty for some products such as cigarettes, cereal, gasoline, and soft drink.
Convolutions with correct sampling. Magain et al. (1998) determined a disadvantage of maximum entropy in image processing because it used the total point spread function (PSF) in decomposing an image. The problem of sampling was the solution when each point stood on an exact pixel. They applied a finer pixel grid of modeling to increase the precision. The obligation of specifying positron by the user was another weakness of maximum entropy, which cannot be set with an algorithm. Another failure of this classical method named Richardson-Lucy was the dependency of the solution on zero points in an image.

6. Conclusion

In the previous sections, we illustrate several articles that applied suitable properties of the maximum entropy principle to have superior results. They used the entropy concept in different fields of study like Economics, Physics, Communication theory, and Computer science, which shows the spread of its utilization. As mentioned, the general maximum entropy is for autocorrelated data. It has some convenient applications which can help researchers in their studies. Maximum entropy is a subset of general maximum entropy, and the major distinction is the loss of weight on noise components and any assumptions on errors. Briefly, we can say about the advantages of this method that:

- Lower $MSE$
- Any parametric assumptions and error distribution are not required
- Offered for ill-posed conditions
- Limited data
- Noisy data
- Unbalanced and small sample size, etc.

Thus, we provide some reasons for the maximum entropy usage, and some papers are presented as examples of its utilization.

The maximum entropy has some frailties in some fields of study. We peruse articles that mentioned its faults. The biggest problem is the complexity of the calculation with several numerical integrals. Moreover, this distribution is extremely influenced by prior information, which is used as constraints of the maximum entropy method. Hence, wrong information can change it and has a bad effect on results. This is not the deficiency of the entropy principle but is the defect of users.

References

[1] Ashcroft, A. E. (2011). An introduction to mass spectrometry. University of Leeds.
[2] Autchariyapanitkul, K; Srisirisakulchai, J; Kunasri, K; Ayusuk, A. (2017). Technical efficiency in rice production at farm level in northern Thailand: A stochastic frontier with maximum entropy approach. Thai Journal of Mathematics. 121-132.
[3] Ayusuk, A; Autchariyapanitkul, K. (2017). Factors influencing tourism demand to revisit Pha Ngan island using generalized maximum entropy. Thai Journal of Mathematics. 187-196.
[4] Balestrino, A; Caiti, A; Crisostomi, E. (2006). Efficient numerical approximation of maximum entropy estimates. International Journal of Control, 79(9), 1145-1155.
[5] Campbell, R. C. (1999). An empirical examination of maximum entropy estimation. Louisiana State University and Agricultural and Mechanical College.
[6] Carbonell, J. G; Siekmann, J. (2005). Intelligent Information Integration for the Semantic Web. Springer Science, 10, 14-20.
[7] Carli, F. P. (2014, October). On the maximum entropy property of the first-order stable spline kernel and its implications. In Control Applications (CCA). Conference on IEEE. 409-414.
[8] Carli, F. P; Chen, T; Ljung, L. (2017). Maximum entropy kernels for system identification. IEEE Transactions on Automatic Control. 62(3): 1471-1477.
[9] Chen, B; Hu, J; Zhu, Y. (2010). Computing maximum entropy densities: A hybrid approach. Signal Processing: An International Journal (SPIJ), 4(2), 114.
[10] Chen, T; Ardeshiri, T; Carli, F. P; Chiuso, A; Ljung, L; Pillonetto, G. (2016). Maximum entropy properties of discrete-time first-order stable spline kernel. Automatica. 66: 34-38.
[11] Chinnakum, W; Boonyasana, P. (2017). Modelling Thailand tourism demand: A dual generalized maximum entropy estimator for panel data regression models. Thai Journal of Mathematics. 67-78.
[12] Chokothaworn, K; Yamaka, W; Manejuk, P. (2017). Maximum entropy quantile regression with unknown quantile. Thai Journal of Mathematics. 107-119.
[13] Choktaworn, K; Manejuk, P; Yamaka, W. (2017). An empirical examination of maximum entropy in copula-based simultaneous equations model. Thai Journal of Mathematics. 243-256.
[14] Conrad, K. (2004). Probability distributions and maximum entropy. Entropy, 6(452), 10.
[15] Costa, J; Hero, A; Vignat, C. (2003, July). On solutions to multivariate maximum $\alpha$-entropy problems. In International Workshop on Energy Minimization Methods in Computer Vision and Pattern Recognition (pp. 211-226). Springer, Berlin, Heidelberg.
[16] Csiszar, I. (1991). Why least squares and maximum entropy? An axiomatic approach to inference for linear inverse problems. The Annals of Statistics, 2032-2066.
[17] Denzau, A. T; Gibbons, P. C; Greenberg, E. (1989). Bayesian estimation of proportions with a cross-entropy prior. Communications in Statistics-Theory and Methods. 18(5): 1843-1861.
[18] Desoky, A. H; Hall, S. A. (1990, April). Entropy measures for texture analysis based on Hadamard transform. In Southeastcon’90. Proceedings., IEEE (pp. 467-470). IEEE.
[19] Dickinson, B. (1978). Autoregressive estimation using residual energy ratios (Corresp.). IEEE Transactions on Information Theory. 24(4): 503-506.
[20] Dien, D; Thuy, V. (2006, February). A maximum entropy approach for Vietnamese word segmentation. In Research, Innovation and Vision for the Future, 2006 International Conference on IEEE. 248-253.
[21] Dumrongpokaphan, T; Kreinovich, V; Nguyen, H. T. (2017). Maximum entropy as a feasible way to describe joint distributions in expert systems. Thai Journal of Mathematics. 35-44.
[22] Ebrahimi, N; Soofi, E. S; Soyer, R. (2008). Multivariate maximum entropy identification, transformation, and dependence. Journal of Multivariate Analysis, 99(6), 1217-1231.
[23] Erdogmus, D; Hild, K. E; Rao, Y. N; Principe, J. C. (2004). Minimax mutual information approach for independent component analysis. Neural Computation, 16(6), 1235-1252.
[24] Fallah Mortezanejad, S. A; Borzadaran, G. M; Gildeh, B. S. (2019). An entropic structure in capability indices. Communications in Statistics-Theory and Methods, 1-11.
[25] Fung, P; Ngai, G; Yang, Y; Chen, B. (2004). A maximum-entropy Chinese parser augmented by transformation-based learning. ACM Transactions on Asian Language Information Processing (TALIP), 3(2), 159-168.
[26] Ggolan, A; Judge, G; Perloff, J. M. (1996). A maximum entropy approach to recovering information from multinomial response data. Journal of the American Statistical Association. 91(434): 841-853.
[27] Glennon, D; Golan, A. (2003). OCC Economics Working Paper 2003-1.
[28] Golan, A; Dose, V. (2001). A generalized information theoretical approach to tomographic reconstruction. Journal of Physics A: Mathematical and General. 34(7): 1271.
[29] Golan, A., Judge, G., Miller, D. (1997). The maximum entropy approach to estimation and inference. Applying Maximum Entropy to Econometric Problems.
[30] Golan, A; Judge, G; Perloff, J. (1997). Estimation and inference with censored and ordered multinomial response data. Journal of Econometrics. 79(1): 23-51.
[31] Golan, A; Karp, L. S; Perloff, J. M. (1998). Estimating a mixed strategy: United and American Airlines.
[32] Golan, A; Karp, L. S; Perloff, J. M. (2000). Estimating Coke’s and Pepsi’s price and advertising strategies. Journal of Business and Economic Statistics. 18(4): 398-409.
[33] Golan, A; Moretti, E; M. Perloff, J. (2004). A small-sample estimator for the sample-selection model. Econometric Reviews. 23(1): 71-91.
[34] Golan, A; Moretti, E; Perloff, J. M. (1999). An information-based sample-selection estimation model of agricultural workers’ choice between piece-rate and hourly work. American Journal of Agricultural Economics. 81(3): 735-741.

[35] Golan, A; Perloff, J. M. (2002). Comparison of maximum entropy and higher-order entropy estimators. Journal of Econometrics. 107(1-2): 195-211.

[36] Golan, A; Perloff, J. M.; Shen, E. Z. (2001). Estimating a demand system with nonnegativity constraints: Mexican meat demand. Review of Economics and Statistics. 83(3): 541-550.

[37] Graf, H. P; Jackel, L. D; Hubbard, W. E. (1988). VLSI implementation of a neural network model. Computer, 21(3), 41-49.

[38] Gull, S. F; Skilling, J. (1984, October). Maximum entropy method in image processing. In IEE Proceedings F (Communications, Radar and Signal Processing) (Vol. 131, No. 6, pp. 646-659). IET Digital Library.

[39] Gzyl, H. (1998). Maximum Entropy Under Uncertainty. In Maximum Entropy and Bayesian Methods (pp. 291-294). Springer, Dordrecht.

[40] Hashimoto, N; Nagai, T; Asai, T. (1994). Extension of the maximum entropy principle method for directional wave spectrum estimation. Coastal Engineering Proceedings, 1(24).

[41] Ingman, D; Merlis, Y. (1992). Maximum entropy signal reconstruction with neural networks. IEEE Transactions on Neural Networks, 3(2), 195-201.

[42] Jaynes, E. T. (1957a). Information theory and statistical mechanics. Physical Review. 106(4): 620.

[43] Jaynes, E. T. (1957b). Information theory and statistical mechanics. II. Physical Review, 108(2), 171.

[44] Jaynes, E. T. (1963). ET Jaynes and FW Cummings, Proc. IEEE 51, 89 (1963). Proc. IEEE, 51, 89.

[45] Jaynes, E. T. (1982). On the rationale of maximum-entropy methods. Proceedings of the IEEE, 70(9), 939-952.

[46] Jedynak, B. M; Khudanpur, S. (2005). Maximum likelihood set for estimating a probability mass function. Neural Computation, 17(7), 1508-1530.

[47] Justice, J. H. (1985). Multivariate Extensions of Maximum Entropy Methods. In Maximum-Entropy and Bayesian Methods in Inverse Problems (pp. 339-349). Springer, Dordrecht.

[48] Kagan, A. M; Linnik, Y. V; Rao C. R. (1973). Extension of darmois-skitcvic theorem to functions of random variables satisfying an addition theorem. Communications in Statistics-Theory and Methods. 1(5): 471-474.

[49] Kapur, J. N. (1989). Maximum-entropy models in science and engineering. John Wiley and Sons.

[50] Kapur, J. N; Bector, C. R; Kumar, U. (1984). A generalization of the entropy model for brand purchase behavior. Naval Research Logistics (NRL), 31(2), 183-198.

[51] Khiewngamdee, C; Sriboonchitta, S; Chanaim, S; Rungruang, C. (2017). Coffee stochastic frontier model with maximum entropy. Thai Journal of Mathematics. 79-90.

[52] Kobune, K.; Hashimoto, N. (1986). Estimation of directional spectra from the maximum entropy principle. In International Offshore Mechanics and Arctic Engineering. Symposium. 5 (pp. 80-85).

[53] Kong, Y; Lynn, K. G. (1991). Deconvolution of positron annihilation X-ray energy spectra with the maximum entropy principle. Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, 302(1), 145-149.

[54] Kreinovich, V; Sriboonchitta, S. (2017). MaxEnt-based explanation of why financial analysts systematically under-predict companies’ performance. Thai Journal of Mathematics. 29-34.

[55] Kullback, S. (1959). Statistics and Information theory. J Wiley Sons, New York.

[56] Lane, R. O. (2008). Bayesian super-resolution with application to radar target recognition (Doctoral dissertation, UCL (University College London)).

[57] Leung, S. F., and S. Yu. (1996). On the choice between sample selection and two-part models. Journal of Econometrics, 72: 197-229.

[58] Leurcharusmee, S; Sirisrisakulchai, J; Kingnetr, N; Sriboonchitta, S. (2017). Child-gender preference generalized maximum entropy approach. Thai Journal of Mathematics. 229-242.

[59] Levine, R. D. (1980). An information theoretical approach to inversion problems. Journal of Physics A: Mathematical and General. 13(1): 91.
[60] Longpr, L., Kreinovich, V., Dumrongpokaphan, T. (2017). Entropy as a measure of average loss of privacy. Thai Journal of Mathematics, 7-15.
[61] Ly, A. H; Zapata, F; Fuentes, O; Kreinovich, V. (2017). Probabilistic graphical models follow directly from maximum entropy.
[62] Magain, P; Courbin, F; Sohy, S. (1998). Deconvolution with correct sampling. The Astrophysical Journal, 494(1), 472.
[63] Manning, C. D; Schütze, H. (1999). Foundations of statistical natural language processing.
[64] Marcano, J; Infante, S; Sánchez, L. (2017). On a generalization of the maximum entropy theorem of burg. Revista de Matematica Teoría y Aplicaciones, 24(1), 96-113.
[65] Marrian, C. R. K; Peckerar, M. C; Mack, I. A; Pati, Y. C. (1989). Electronic ‘Neural’ Nets for Solving Ill-Posed Problems with an Entropy Regulariser. In Maximum Entropy and Bayesian Methods (pp. 371-376). Springer, Dordrecht.
[66] Mohammad-Djafari, A; Demoment, G. (1988). Maximum entropy image reconstruction in X-ray and diffraction tomography. IEEE Transactions on Medical Imaging, 7(4), 345-354.
[67] Morf, M; Vieira, A; Lee, D. T; Kailath, T. (1978). Recursive multichannel maximum entropy spectral estimation. IEEE Transactions on Geoscience Electronics, 16(2), 85-94.
[68] Mortezanejad, S. A. F; Borzadaran, G. M; sadeghpour Gildeh, B. (2019). Joint dependence distribution of data set using optimizing Tsallis copula entropy. Physica A: Statistical Mechanics and its Applications, 121897.
[69] Navapan, K; Liu, J; Srimoonchitta, S. (2017). Cost efficiency of top Thai banks: A comparison of classical stochastic frontier with efficiency stochastic frontier models. Thai Journal of Mathematics. 159-173.
[70] Nguyen, T. N; Kosheleva, O; Kreinovich, V. (2017). Maximum entropy approach to interbank lending: Towards a more accurate algorithm.
[71] Park, S. Y. (2007). Essays on Maximum Entropy Principle With Applications to Econometrics and Finance (Doctoral dissertation, University of Illinois at Urbana-Champaign).
[72] Parveen, T; Arora, H. D. (2017). Estimating release time and predicting bugs with Shannon entropy measure and their impact on software quality. Thai Journal of Mathematics. 91-105.
[73] Penfield, Jr. P. (2003). Principle of Maximum Entropy: Simple Form. Massachusetts: Massachusetts Institute of Technology.
[74] Pillonetto, G; De Nicolao, G. (2011, December). Kernel selection in linear system identification Part I: A Gaussian process perspective. In Decision and Control and European Control Conference (CDC-ECC), 2011 50th IEEE Conference on IEEE. 4318-4325.
[75] Pinna, G. D; Maestri, R; Di Cesare, A. (1993, September). On the use of the Akaike Information Criterion in AR spectral analysis of cardiovascular variability signals: a case report study. In Computers in Cardiology 1993, Proceedings. (pp. 471-474). IEEE.
[76] Rahman, S; Majumdar, M. (2004). Maximum Entropy Multivariate Density Estimation: An exact goodness-of-fit approach. arXiv preprint physics/0406023.
[77] Rattanaparkh, A. (1998). Maximum entropy models for natural language ambiguity resolution.
[78] Ruanto, T; Leucharsumee, S; Chinnakam, W. (2017). Pension choices of senior citizens in Thailand: A multi-label classification with generalized maximum entropy. Thai Journal of Mathematics. 147-157.
[79] Shannon, C. E. (1948). A mathematical theory of communication. Part I, Part II. Bell Syst. Tech. J. 27, 623-656.
[80] Shin, D. (2009). Maximum entropy model for Korean word sense disambiguation (Doctoral dissertation, University of Colorado at Boulder).
[81] Shore, J; Johnson, R. (1980). Axiomatic derivation of the principle of maximum entropy and the principle of minimum cross-entropy. IEEE Transactions on Information Theory. 26(1): 26-37.
[82] Singh, Vijay P. (2013). Entropy theory and its application in environmental and water engineering. John Wiley and Sons.
[83] Sirikanchanarak, D; Liu, J; Sriboonchitta, S. (2017). Measurement and comparison of rice production efficiency in Thailand and India: An efficient frontier approach. Thai Journal of Mathematics. 215-228.
[84] Skilling, J. (1989). Classic maximum entropy. In Maximum entropy and Bayesian methods (pp. 45-52). Springer, Dordrecht.
[85] Skilling, J; Gull, S. F. (1991). Bayesian maximum entropy image reconstruction. Lecture Notes-Monograph Series, 341-367.
[86] Sklar, M. (1959). Fonctions de repartition an dimensions et leurs marges. Publ. Inst. Statist. Univ. Paris, 8, 229-231.

[87] Soofi, E. S. (1992). A generalizable formulation of conditional logit with diagnostics. Journal of the American Statistical Association. 87(419): 812-816.

[88] Soofi, E. S; Ebrahimi, N; Habibullah, M. (1995). Information distinguishability with application to analysis of failure data. Journal of the American Statistical Association, 90(430), 657-668.

[89] Sriboonchitta, S; Kreinovich, V. (2017). How to get beyond uniform when applying MaxEnt to interval uncertainty. Thai Journal of Mathematics. 17-27.

[90] Strand, O. (1977, May). Multichannel complex maximum entropy spectral analysis. In Acoustics, Speech, and Signal Processing, IEEE International Conference on ICASSP'77.(Vol. 2, pp. 736-741). IEEE.

[91] Tan, L; Taniar, D. (2007). Adaptive estimated maximum-entropy distribution model. Information Sciences, 177(15), 3110-3128.

[92] Tarkhamtham, P; Sirisrisakulchai, J; Tansuchat, R. (2017). Portfolio optimization of energy commodity futures returns with minimum Information copula. Thai Journal of Mathematics. 197-213.

[93] Tlibprasorn, P; Maneejuk, P; Sriboonchitta, S. (2017). Generalized information theoretical approach to panel regression kink model. Thai Journal of Mathematics. 133-145.

[94] Wallach, H. M. (2004). Conditional random fields: An introduction. Technical Reports (CIS), 22.

[95] Wu, X; Perloff, J. M; Golan, A. (2006). Effects of taxes and other government policies on income distribution and welfare. Unpublished paper, University of California, Berkeley.

[96] Yamaka, W; Autchariyapanitkul, K; Maneejuk, P; Sriboonchitta, S. (2017). Capital asset pricing model through quantile regression: An entropy approach. Thai Journal of Mathematics. 53-65.

[97] Yamaka, W; Phetcharat, C; Teerakul, N; Navanugraha, T. (2017). The sample selection model: Application on the farmers’ decision of rice acreage. Thai Journal of Mathematics. 175-186.

[98] Yang, Y. (1997). Maximum entropy option pricing. The Florida State University.

[99] Yu, Y. (2008). On the maximum entropy properties of the binomial distribution. IEEE Transactions on Information Theory. 54(7): 3351-3353.

[100] Zhang, Y. (2009). Maximum entropy modeling for distributed classification, regression and interaction discovery. The Pennsylvania State University.