Using ssh and sshfs to virtualize Grid job submission with RCondor
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Abstract. The HTCondor based glideinWMS has become the product of choice for exploiting Grid resources for many communities. Unfortunately, its default operational model expects users to log into a machine running a HTCondor schedd before being able to submit their jobs. Many users would instead prefer to use their local workstation for everything. A product that addresses this problem is RCondor, a module delivered with the HTCondor package. RCondor provides command line tools that simulate the behavior of a local HTCondor installation, while using ssh under the hood to execute commands on the remote node instead. RCondor also interfaces with sshfs, virtualizing access to remote files, thus giving the user the impression of a truly local HTCondor installation. This paper presents a detailed description of RCondor, as well as comparing it to the other methods currently available for accessing remote HTCondor schedds.

1. Introduction

In recent years, glideinWMS[1] has become the product of choice for exploiting Grid resources for many communities[2], especially on the Open Science Grid[3]. Its separation of resource provisioning from user job scheduling has proven to drastically simplify the handling of heterogeneous environments, as it is typically the case in the Grid.

![Figure 1. The glideinWMS layers](image)

The glideinWMS relies on HTCondor (previously known as Condor)[4] for the scheduling of jobs to provisioned resources, as shown in figure 1, and this is the only layer that final users directly interact with. As explained in section 2, however, the HTCondor architecture assumes that all participants run a persistent service, which makes it impractical for most mobile users. Users thus...
typically rely on a third party to host the HTCondor submission infrastructure for them, requiring them to first log into the remote node before doing any real work. The service used for remote access is typically ssh (Secure Shell)[5], with the gsssh[6] variant allowing for authentication with Grid credentials.

However, working in a remote environment can be annoying. The software selection is likely very different. Network latencies can make interactive use very sluggish. Graphic User Interfaces (GUIs) are rarely available. In summary, users usually prefer to work locally, as much as possible.

Hence the idea: let’s keep ssh but hide it from the users. Most ssh clients have support for scripting and sshfs[7] can be used to provide virtualized access to the remote files. So we created the RCondor package, now part of the standard HTCondor distribution, that provides commands that are equivalent to the HTCondor ones, but use ssh under the hood to transparently connect to the hosting node on demand. From the user point of view, thus, it is as if HTCondor was really local. More details are available in section 3.

Ours is of course not the first attempt to provide remote access to HTCondor services. An overview of the alternative systems is provided in section 4, where we also make our case that our approach is the most useful one for a large variety of users.

2. The HTCondor architecture and the typical deployment scenario

The HTCondor architecture is based around a set of services in peer-to-peer (P2P) configuration[8], as shown in figure 2. Matched resources consumer and resources provider services talk to each on a regular basis. If any one service stops responding for an extended period of time, the default threshold being 20 minutes, that service is considered dead by the other party, and any work related to that pairing will be aborted. It is thus paramount that all services maintain a high level of network availability.

The service that the users interact with is called the schedd, or Scheduling Daemon. The schedd is a persistent service, which accepts jobs from the users and then coordinates with the other HTCondor services for them to finish in the shortest amount of time. Its operational model also calls for job submissions to be local to the service itself, a large reason being the need for the access to the storage area where the input files required by the jobs are read from, and the output files are stored in. An overview is available in figure 3. Please note that there must be at least one schedd service in the system, but for scalability reasons there may be several of them.

This implies that there is no such thing as a light HTCondor client. The submission infrastructure is effectively a server setup, requiring both high uptime and incoming network connectivity. Neither functionality is suitable for the workstations of users who tend to be quite mobile nowadays, e.g. their laptops and tablets. As a consequence, users typically do not run HTCondor tools on their local machines, but rely on a third-party service provider to run it for them, using remote access tools, typically ssh, to bridge the gap, as shown in figure 4.
As mentioned in the introduction, this setup comes at the expense of ease of use for the users of the system.

3. The RCondor package
The work presented in this paper stemmed from the desire to bring local look-and-feel to the users of HTCondor, while still keeping the HTCondor schedd on a remote, professionally managed server. Keeping the existing authentication and authorization mechanism in place, for ease of maintenance, was also high on the desiderata list.

The resulting solution built on the realization that the ssh mechanism is used by most deployments is actually very powerful and flexible, on top of being very mature and stable. Most ssh clients also have good support for scripting. Finally, ssh can be used to provide virtualized access to remote file systems as well, through the use of the sshfs Linux package, as shown in figure 5.

The RCondor package, now standard part of the HTCondor distribution, provides a set of command line tools that mimic the behavior of standard HTCondor tools, but require no local HTCondor daemons to be installed and running. The provided tools are effectively just wrappers around the real HTCondor commands that get executed on the server node through ssh, as schematized in figure 6. They are also aware of sshfs being used, thus converting absolute paths when needed. Integrated sshfs mounting and unmounting tools are also provided.

The configuration of the RCondor package is pretty straightforward. A typical user just needs to provide the server node it wants to communicate with. However, advanced users can optionally further customize their experience, from specifying the desired sshfs mountpoint to customizing the invoked ssh client.

4. Related work
There are three major alternative options for users who want to use HTCondor from their mobile workstations.

The HTCondor schedd itself does support remote submission, if properly configured. The user could use HTCondor in this mode using only a true HTCondor-provided client, as shown in figure 7. However, using this operational mode has four severe drawbacks:
a) The HTCondor clients operating in remote mode do not provide the same level of monitoring as when operating in local mode. In particular, there is no job log file, which is essential for some add-on tools, like DAGMan.

b) Users must explicitly poll the schedd to get updates on the job progression and to fetch any produced output files. This can put a substantial load on the schedd, impacting its scalability limits.

c) The authentication and authorization configuration is HTCondor specific, yet it has to be synchronized with the system security options of the hosting server. This makes it hard to maintain and is error prone. It may also violate policy rules of some sites.

d) The data staging happens independently for each job submission. This can be a problem for jobs that share a significant subset of the input files.

The second option is the so-called HTCondor-C mode. Here, the user installs and runs a local schedd, but this schedd does not talk directly to the daemons managing the CPUs, i.e. the startds. Instead, the local schedd just accepts the jobs from the user, and forwards them to the schedd on the server node, as shown in figure 8. The protocol between the local workstation and the server schedd is essentially the same, so problems (a) and (b) above remain. However, the local schedd now coordinates that communication, making it both more scalable and more user friendly. The user also gets full HTCondor functionality, e.g. it can use DAGMan. It does, however, introduce a new set of problems:

e) The syntax for submitting jobs is completely different, and arguably much more complex, than the one used for “vanilla HTCondor” jobs.

f) The user now runs a daemon process, which must be properly configured. With proper configuration it is a pretty safe process, but with only minor misconfiguration it can allow for remote execution of arbitrary code.

The third option is provided by BOSCO[9], which is basically a helper wrapper around HTCondor-G. This setup is similar to the Condor-C scenario, with the user running a local schedd. However, the local schedd uses ssh to talk to the remote schedd, as shown in figure 9. This solves problem (c) above. Problems (d), (e) and (f) are still present, though.

We believe that our approach is to be preferred over the other three methods, as it provides a true client implementation with all the expected HTCondor functionality. The only use case our approach does not cover is submitting jobs while off the network; in this case, a local schedd who accepts the
request immediately would be needed. It is our belief that for most users the benefits of our approach outweigh the lack of this functionality.

5. Future work
There has been interesting work going on in the CMS community about using HTCondor over ssh[10]. One particularly interesting aspect of their work was the optimization of the user experience when dealing with high network latencies and unreliable ssh clients. We plan on incorporating their methods into the RCondor package in the near future.

HTCondor has recently added the support for python bindings for communicating with the HTCondor daemons. We thus want to explore how difficult would it be to provide python bindings that operate on top of ssh, and add this capability to the RCondor package, if feasible.

6. Conclusions
Most Grid computing nowadays is based on pilot infrastructures, with glideinWMS being the most used one in the Open Science Grid. However, since glideinWMS uses HTCondor as the user facing interface, it requires a server installation on the submission side, making it very hard for users to interface with it from mobile workstations.

The solution proposed in this paper is to use the RCondor package to seamlessly communicate to a remote glideinWMS installation over an ssh tunnel. The users thus do not need to run any server software in their local environment, making it easy to deploy and suitable for mobile workstations.

The RCondor package is an optional component distributed with all recent versions of HTCondor.
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