**Abstract**

We propose a bandit algorithm that explores purely by randomizing its past observations. In particular, the sufficient optimism in the mean reward estimates is achieved by exploiting the variance in the past observed rewards. We name the algorithm **CORe** (Capitalizing On Rewards). The algorithm is general and can be easily applied to different bandit settings. The main benefit of **CORe** is that its exploration is fully data-dependent. It does not rely on any external noise and adapts to different problems without parameter tuning. We derive a $\tilde{O}(d\sqrt{n \log K})$ gap-free bound on the $n$-round regret of **CORe** in a stochastic linear bandit, where $d$ is the number of features and $K$ is the number of arms. Extensive empirical evaluation on multiple synthetic and real-world problems demonstrates the effectiveness of **CORe**.

1 INTRODUCTION

A multi-armed bandit [Lai and Robbins, 1985, Lattimore and Szepesvári, 2020] is an online sequential decision-making problem, where the learning agent chooses actions represented by arms in an $n$-round game. After an arm is pulled, the agent receives a stochastic reward generated from an unknown reward distribution associated with the arm. The goal of the agent is to maximize the expected $n$-round reward. As the agent needs to learn the mean rewards of the arms by pulling them, it faces the so-called exploitation-exploration dilemma: exploit, and pull the arm with the highest estimated mean reward thus far; or explore, and learn more about the arms.

A stochastic linear bandit (or linear bandit) [Rusmevichientong and Tsitsiklis, 2008, Abbasi-Yadkori et al., 2011] is a generalization of a multi-armed bandit where each arm is associated with a feature vector. The mean reward of an arm is the dot product of its feature vector and an unknown parameter vector, which needs to be learned by the agent. A multi-armed bandit can be considered as a special case of linear bandits, where the feature vector of each arm is a one-hot vector indicating the index of the arm, and the parameter vector is a vector of corresponding mean rewards.

Arguably, the most popular and well-studied exploration strategies for solving bandit problems are Thompson sampling (TS) [Thompson, 1933, Agrawal and Goyal, 2013] and Optimism in the Face of Uncertainty (OFU) [Auer et al., 2002]. TS maintains a posterior distribution over each arm’s mean reward and samples from it to explore. This is efficient and has strong empirical performance when the posterior has a closed form [Chapelle and Li, 2011]. However, if the posterior does not have a closed form, as in many non-linear problems [McCullagh, 1984, Filippi et al., 2010], it needs to be approximated, which is typically computationally expensive and limits the applicability of TS [Gopalan et al., 2013, Abeille and Lazaric, 2016, Riquelme et al., 2018]. On the other hand, OFU-based algorithms [Auer et al., 2002], depend on the construction of high-probability confidence sets. They are theoretically near-optimal in multi-armed bandit and linear bandits. However, as the confidence sets are often constructed for worst-case scenarios, they are empirically less competitive. In addition, in some problems, such as generalized linear bandits or neural network bandits [Zhou et al., 2020], it is only possible to approximate the confidence sets [Filippi et al., 2010, Zhang et al., 2016, Li et al., 2017]. These approximations affect the statistical efficiency of the algorithms and often perform poorly.

To design general algorithms that do not rely on problem-specific confidence sets or posteriors, recent works proposed randomized exploration [Baransi et al., 2014a, Oshband and Roy, 2015, Kveton et al., 2019b,a, Vaswani et al., 2020]. The key idea is to randomize the reward history of the bandit algorithms before estimating the mean rewards. The randomization strategy is general enough to apply to challenging problems, such as generalized linear bandits or neural network bandits. Bootstrapping [Eckles and Kaptein, 2014, O-
band and Roy, 2015, Tang et al., 2015, Vaswani et al., 2018] is one of the randomization strategies, which uses the resampled reward history for mean reward estimation. However, exploration by bootstrapping has been poorly understood theoretically. Kveton et al. [2019b] showed that bootstrapping can suffer from linear regret in certain bandit instances and proposed to add pseudo rewards to each arm’s reward history before bootstrapping. They proved that the pseudo rewards provide sufficient variance for exploration. Kim and Tewari [2019], Kveton et al. [2019a] further showed that the sufficient variance can be induced by other randomization schemes, which they analyzed. Unfortunately, all the analyses rely on the right amount of external noise or pseudo rewards that match the problem instances. In real-world problems, however, we often do not have prior knowledge of the variance of the reward distributions. Thus the external noise and pseudo rewards are hard to design.

In this work, we propose a general randomized exploration strategy without adding any external noise or pseudo rewards. Specifically, we take advantage of the randomness in the agent’s past observed rewards from all arms for exploration. In each round, the learning agent adds to each arm’s history the rewards sampled from past observations of all the arms, and pulls the arm with the highest estimated mean reward based on the perturbed histories. We call the resulting algorithm CORe, meaning Capitalizing On Rewards. As CORe only relies on past observed rewards, its exploration is data-dependent. With a well designed sampling strategy, the observed rewards from all arms provide enough variance for exploration, without the need of knowing the actual reward distributions of the arms. Thus the exploration adapts to different problems without parameter tuning. This is a significant advantage in real-world applications, where we often have no knowledge of the actual reward distributions.

We make the following contributions. First, we propose a randomized exploration strategy that does not rely on any external noise. We show that the new algorithm CORe ensures proper variance for exploration by sampling from the past observed rewards, agnostic to the variance of reward distributions. Second, we analyze CORe in a linear Gaussian bandit and derive $O(d\sqrt{n \log K})$ gap-free bounds on its $n$-round regret, where $d$ is the dimension of feature vectors and $K$ is the number of arms. Although we assume Gaussian noise in the analysis, we observe empirically that CORe works well when the reward noise is not Gaussian and varies significantly across the arms. Finally, we conduct comprehensive experiments on both synthetic and real-world problems that demonstrate the effectiveness of CORe.

2 SETTING

We use the following notation throughout the paper. The set $\{1, 2, \ldots, n\}$ is denoted by $[n]$. We denote by $u \oplus v$ the concatenation of vectors $u$ and $v$. We use $I_d$ to denote a $d \times d$ identity matrix, and use $\tilde{O}$ as the big-$O$ notation up to polylogarithmic factors in $n$.

A stochastic linear bandit [Rusmevichientong and Tsitsiklis, 2008, Abbasi-Yadkori et al., 2011] is an online learning problem where the learning agent sequentially pulls $K$ arms in $n$-rounds and each arm is associated with a $d$-dimensional feature vector. We denote $x_i \in \mathbb{R}^d$ as the feature vector of arm $i \in [K]$ and $\theta_* \in \mathbb{R}^d$ as the unknown parameter vector. The reward of arm $i$ in round $t \in [n]$, $Y_{i,t}$, is drawn i.i.d. from the reward distribution of arm $i$, $P_i$, with mean $\mu_i = x_i^\top \theta_*$. In round $t$, the learning agent pulls arm $I_t \in [K]$ and receives the reward $Y_{I_t,t}$. To have a more compact notation, we denote $X_t = x_{I_t}$ and $Y_t = Y_{I_t,t}$ as the feature vector of the pulled arm in round $t$ and its observed reward. The agent does not know the mean rewards or the parameter vector in advance and learns them by pulling the arms. The goal of the agent is to maximize its expected cumulative reward in $n$ rounds. In particular, when $x_i$ is a $K$-dimensional one-hot vector with $x_i = e_i$, $i \in [K]$, and $\theta_*$ is a vector of $K$ mean rewards, the linear bandit reduces to a multi-armed bandit [Lai and Robbins, 1985, Lattimore and Szepesvári, 2020].

Without loss of generality, we assume that arm 1 is optimal, meaning $\mu_1 > \max_{i > 1} \mu_i$. We denote by $\Delta_i = \mu_1 - \mu_i$ the gap of arm $i$, which is the difference between the mean rewards of arms 1 and $i$. Maximizing the expected $n$-round reward is equivalent to minimizing the expected $n$-round regret, which is defined as

$$R(n) = \sum_{i=2}^{K} \Delta_i \mathbb{E}\left[\sum_{t=1}^{n} \mathbb{1}\{I_t = i\}\right].$$

We make the following standard assumptions in this setting. First, the mean reward $\mu_i = x_i^\top \theta_*$ for any arm $i \in [K]$ is bounded, and without loss of generality, we assume that it is in $[0, 1]$. Second, the feature vector of the last $d$ arms are a basis in $\mathbb{R}^d$. This is without loss of generality, as the arms can always be ordered to satisfy this.

3 CAPITALIZING ON REWARDS IN BANDIT EXPLORATION

In this section, we introduce the new algorithm Capitalizing On Rewards (CORe). We first illustrate key ideas of CORe and discuss how it works in Section 3.1. In Section 3.2, we instantiate the algorithm in a stochastic linear bandit. To be more specific, in the rest of the paper, we use CORe to refer to the algorithm applied in a multi-armed bandit, and use LinCORe to represent the algorithm in a linear bandit.

3.1 KEY IDEAS AND INFORMAL JUSTIFICATION OF CORE

The principle of CORe is to utilize the variance in the past observed rewards to incentivize exploration. We first discuss
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works. Specifically, when estimating the mean reward of arm \( i \) in round \( t \), \( \text{CORe} \) first perturb each reward of arm \( i \) with a reward sampled from all observed rewards in the past \( t - 1 \) rounds. Then the mean of arm \( i \) is estimated based on its perturbed rewards. Thus if there is sufficient variance in the past observed rewards, \( \text{CORe} \) is able to overestimate the mean rewards of arms to achieve optimism.

To be more concrete, we make an analogy between \( \text{CORe} \) and TS. For example, in a Gaussian bandit, adding additive noise to the mean reward estimate is equivalent to posterior sampling. In particular, fix arm \( i \) and the number of its pulls \( s \). Let \( \mu_i \sim \mathcal{N}(\mu_0, \sigma^2) \) be the mean reward of arm \( i \), where \( \mathcal{N}(\mu_0, \sigma^2) \) is the Gaussian prior in TS and \( \sigma^2 \) is the variance of the arm’s reward distribution. Let \( (Y_{i,t})_{t=1}^s \sim \mathcal{N}(\mu_i, \sigma^2) \) be \( s \) i.i.d. noisy observations of \( \mu_i \). Then the posterior distribution of \( \mu_i \) conditioned on \((Y_{i,t})_{t=1}^s\) is

\[
\mathcal{N}\left(\frac{\mu_0 + \sum_{t=1}^s Y_{i,t}}{s + 1}, \frac{\sigma^2}{s + 1}\right).
\]

It is well known that sampling from this distribution in TS leads to near-optimal regret [Agrawal and Goyal, 2013]. From another perspective, sampling a mean reward of arm \( i \) as above is equivalent to adding i.i.d. Gaussian noise to \( \mu_0 \) and each reward in \((Y_{i,t})_{t=1}^s\), and then taking the average [Kveton et al., 2019a]. Specifically,

\[
\mu_0 + Z_0 + \sum_{t=1}^s (Y_{i,t} + Z_t)
\]

is a sample from distribution (1) for \((Z_t)_{t=0}^s \sim \mathcal{N}(0, \sigma^2)\).

However, in practice, \( \sigma^2 \) depends on the specific problem instance and is unknown. Thus the variance of \((Z_t)_{t=0}^s \) needs to be carefully tuned to match \( \sigma^2 \). The key insight in \( \text{CORe} \) is that the exact value of \( \sigma^2 \) does not have to be known. Instead of sampling the noise from a given distribution, \( \text{CORe} \) samples \((Z_t)_{t=0}^s \) from a reward pool, which is composed of previously observed rewards of all arms. Then \( \text{CORe} \) adds sampled rewards to each reward of arm \( i \) for mean reward estimate. As we show in Section 4, after an initialization period of \( \frac{4 \log n}{z \log z} + 1 \) rounds, for any \( z \in (0, 1) \), the empirical variance of the observed rewards so far is at least \( z \sigma^2 / 2 \) with a high probability. Thus, after scaling the rewards by \( \alpha \) to construct the reward pool, the variance of each i.i.d. sampled reward is greater than \( \alpha^2 \sigma^2 z^2 / 2 \). This is at least \( \sigma^2 \) for \( \alpha^2 z > 2 \), and can be achieved without knowing \( \sigma^2 \).

### 3.2 Capitalizing on Rewards in a Stochastic Linear Bandit

We present the algorithm in a stochastic linear bandit (Lin\text{CORe}) in Algorithm 1, as it is a more general setting than a multi-armed bandit. In round \( t \), Lin\text{CORe} first constructs a reward pool \( \mathcal{R}_t \) from all the past \( t - 1 \) observed rewards. To achieve optimism in the mean reward estimate in round \( t \), each reward \( Y_t \) observed from a pulled arm with feature vector \( X_t \) is perturbed by a randomly sampled reward \( Z_t \) from \( \mathcal{R}_t \) to fit a linear model (line 11),

\[
\hat{\theta}_t \leftarrow G_t^{-1} \sum_{t=1}^{t-1} X_t [Y_t + Z_t]
\]

where

\[
G_t \leftarrow \sum_{t=1}^{t-1} X_t X_t^\top + \lambda I_d
\]

is the sample covariance matrix up to round \( t \) and \( \lambda > 0 \) is the regularization parameter. \((Z_t)_{t=0}^s \) are i.i.d. rewards freshly sampled in each round from \( \mathcal{R}_t \). The estimate of the mean reward of arm \( i \) is \( x_i^\top \hat{\theta}_t \). The arm with the highest reward estimate is pulled. This is similar to Thompson sampling [Thompson, 1933, Agrawal and Goyal, 2012, Abeille and Lazaric, 2016] and perturbed history exploration [Kveton et al., 2019a, 2020] in linear bandits, which add noise to the parameter estimate. However, Lin\text{CORe} does not depend on any posterior variance or external pseudo rewards for exploration, and instead only relies on randomness in the agent's own reward history.

Specifically, in lines 1-3 of Algorithm 1, we initialize Lin\text{CORe} by pulling arms sequentially for the first \( \max\{d, \frac{4 \log n}{z \log z} + 1\} \) rounds, where \( z \in (0, 1) \) is a tunable parameter that determines the initial variance in the reward pool. After initialization, in each round \( t \), Lin\text{CORe} processes the past \( t - 1 \) rewards and creates a new reward pool \( \mathcal{R}_t \) in lines 5-8. Lin\text{CORe} scale the rewards by \( \alpha \) to guarantee sufficient variance in \( \mathcal{R}_t \) for exploration, as suggested in Section 3.1. Besides, the processed rewards in \( \mathcal{R}_t \) are centered to have zero mean and each reward \( y \) has its symmetric reward \(-y \) around zero in the pool. This additional processing is only to simplify the theoretical analysis.

---

**Algorithm 1** Capitalizing on Rewards in a stochastic linear bandit (Lin\text{CORe})

**Input:** Initial variance ratio \( z \in (0, 1) \), sample scale ratio \( \alpha \in \mathbb{R}^+ \), number of rounds \( n \)

1: for \( t = 1, 2, \ldots, n \) do
2: if \( t \leq \max\{d, \frac{4 \log n}{z \log z} + 1\} \) then
3: \( I_t \leftarrow t \mod K \)
4: else
5: \( \mathcal{R}_t \leftarrow (\) \)
6: \( \mu(\mathcal{R}_t) \leftarrow \frac{1}{t} \sum_{\ell=1}^{t-1} Y_\ell \)
7: for \( \ell = 1, \ldots, t - 1 \) do
8: \( \mathcal{R}_t \leftarrow \mathcal{R}_t \oplus (\alpha(Y_\ell - \mu(\mathcal{R}_t)), \alpha(\mu(\mathcal{R}_t) - Y_\ell)) \)
9: \( (Z_t)_{t=1}^{t-1} \leftarrow \) Sample \( t - 1 \) i.i.d. rewards from \( \mathcal{R}_t \)
10: \( G_t \leftarrow \sum_{\ell=1}^{t-1} X_\ell X_\ell^\top + \lambda I_d \)
11: \( \hat{\theta}_t \leftarrow G_t^{-1} \sum_{\ell=1}^{t-1} X_\ell [Y_\ell + Z_\ell] \)
12: \( I_t \leftarrow \arg \max_{x \in [K]} x^\top \hat{\theta}_t \)
13: Pull arm \( I_t \) and get reward \( Y_t \)
in Section 4. It does not change the variance of samples from the reward pool and LinCORe performs in practice similarly without it. LinCORe then samples \( t - 1 \) i.i.d. rewards from \( \mathcal{R}_t \) (line 9). To get the parameter estimate \( \hat{\theta}_t \), LinCORe perturb each observed reward by a sampled reward from \( \mathcal{R}_t \) to fit a linear model (lines 10-11). Finally, LinCORe pulls arm \( I_t \) with highest mean reward estimate from \( \hat{\theta}_t \) and observe its reward \( Y_t \). It is important to note that Algorithm 1 is only an instance of the proposed general randomization strategy in a linear bandit setting. The parameter estimation in lines 10-12 (Algorithm 1) can be replaced by any other estimator, such as a neural network, to get more general algorithms. Here we choose to show the linear case rather than a general case to be more concrete for reproducibility. Besides, when feature vectors are one-hot vectors with \( x_i = e_i \), Algorithm 1 corresponds to CORe in a multi-armed bandit, which is essentially using the average of each arm’s perturbed rewards as the mean reward estimate.

The exploration in LinCORe arises from the variance in \( \mathcal{R}_t \). For example, if the reward distributions of all arms are Gaussian with variance of \( \sigma^2 \), we want a comparable variance in \( \mathcal{R}_t \), so that the sampled rewards from \( \mathcal{R}_t \) can offset unfavorable reward histories. To achieve this, LinCORe initially pulls arms sequentially \( \max\{d, \frac{4 \log n}{z - 1 - \log z} + 1\} \) times, to accumulate observations. We prove in Section 4.2 that after this initialization, the empirical variance of observed rewards is at least \( z \sigma^2/2 \) with a high probability. However, \( z \sigma^2/2 \) may not be sufficient for effective exploration. Once \( z \) is fixed, the scale ratio \( \alpha \) dictates the multiplicative factor of the variance of each sampled reward in the reward pool, and thus controls the trade-off between exploration and exploitation. Larger \( \alpha \) leads to more exploration. More importantly, the variance in \( \mathcal{R}_t \) is at least \( \alpha^2 z/2 \) of that of the reward distributions. So it is automatically adapted to the problem.

## 4 REGRET ANALYSIS

We analyze the regret of LinCORe in the case of Gaussian rewards, where the rewards of arm \( i \) are sampled i.i.d. from a Gaussian distribution \( Y_{i,t} \sim \mathcal{N}(\mu_i, \sigma^2) \) for all \( i \in [K] \) and \( t \in [n] \), and \( \mu_i \in [0, 1] \). The variance of reward distributions is \( \sigma^2 \), identical for all arms. Based on this setting, we derive the following gap-free bound on the \( n \)-round regret of LinCORe.

**Theorem 1.** For any \( 1/2 \leq z < 1 \), \( 4 \sqrt{\sigma^2 \log n} \geq 1 \), and \( n \geq 24 \), the expected \( n \)-round regret of LinCORe is

\[
R(n) = \tilde{O}(d \sqrt{n \log K})
\]

for \( \alpha = O(\sqrt{z^{-1} d \log n}) \). We provide the detailed proof in Appendix A.2.

## 4.1 DISCUSSION

The regret of LinCORe is \( \tilde{O}(d \sqrt{n \log K}) \) (Theorem 1), where \( d \) is the number of features and \( K \) is the number of arms. This is on the same order as the regret bound of LinPHE [Kveton et al., 2020], a state-of-the-art randomized algorithm for linear bandits. In the infinite arm setting, Abeille and Lazari [2016] proved that the regret of LinTS is \( O(d^2 \sqrt{n}) \), which we also match. Specifically, if the space of arms was discretized on an \( \varepsilon \)-grid, the number of arms would be \( K = \varepsilon^{-d} \) and \( \sqrt{\log K} = \sqrt{d \log(1/\varepsilon)} \).

The key idea in our analysis is to inflate \( \alpha \) in the reward pool to achieve optimism. In linear bandits, this idea can be traced to Agrawal and Goyal [2012]. Roughly speaking, \( \alpha = O(\sqrt{z^{-1} d \log n}) \). This setting is too conservative in practice. Therefore, we experiment with less conservative settings in Section 5.

The main challenge of our analysis is to analyze the behavior of realized rewards in the reward pool. In Lemma 2, we show that the rewards have sufficient variance. We bound their magnitude in Lemma 3. The rest of our analysis follows the outline of LinPHE [Kveton et al., 2020], which we generalize from Bernoulli perturbations to those in Section 4.2.

## 4.2 REWARD POOL

The exploration in LinCORe is enabled by the variance of sampled rewards from the reward pool \( \mathcal{R}_t \). In this section, we analyze the variance of sampling i.i.d. rewards from \( \mathcal{R}_t \), which lays the foundation for the theoretical analysis of LinCORe. We use \( \sigma^2(\mathcal{R}_t) \) to represent the variance of one i.i.d. sampled reward from \( \mathcal{R}_t \). Specifically, the rewards in \( \mathcal{R}_t \) are simple transformations of all the past \( t - 1 \) observed rewards \( \{Y_{i,t,\ell}\}_{\ell=1}^{t-1} \) (lines 6-8 in Algorithm 1). \( \sigma^2(\mathcal{R}_t) \) is algebraically equivalent to the variance of one sampled reward from \( \{Y_{i,t,\ell}\}_{\ell=1}^{t-1} \) scaled by \( \alpha^2 \),

\[
\sigma^2(\mathcal{R}_t) = \frac{1}{|\mathcal{R}_t|} \sum_{y \in \mathcal{R}_t} y^2 = \frac{\alpha^2}{t-1} \sum_{\ell=1}^{t-1} (Y_{i,t,\ell} - \mu(\mathcal{R}_t))^2,
\]

where \( \mu(\mathcal{R}_t) \) is the mean of all past rewards observed by the learning agent, as defined in line 6 of Algorithm 1. Thus a sampled reward from \( \mathcal{R}_t \) can provide the variance of \( \sigma^2(\mathcal{R}_t) \). We characterize \( \sigma^2(\mathcal{R}_t) \) by the following two lemmas, which are proved in Appendix A.4.

**Lemma 2.** For any \( n \geq 2 \) and \( z \in (0, 1) \), \( \sigma^2(\mathcal{R}_t) \geq \frac{\alpha^2}{z} \sigma^2 \) with probability of at least \( 1 - \frac{1}{n} \), jointly for all rounds \( t > \frac{k \log n}{z - 1 - \log z} + 1 \).

Lemma 2 states that when there are enough rewards in \( \mathcal{R}_t \) after the initialization, the variance of sampling a reward from \( \mathcal{R}_t \) is \( \Omega(\sigma^2) \) with a high probability, which provides
the variance needed for exploration. On the other hand, the variance should not be too large, which would hurt the convergence of mean reward estimates. Lemma 3 shows that the rewards in $\mathcal{R}_t$ are bounded with high probability.

**Lemma 3.** For any $n \geq 2$ and $t \leq n$, with probability of at least $1 - \frac{1}{n}$, the absolute values of the rewards in reward pool $\mathcal{R}_t$ are bounded by $\alpha(4\sqrt{\sigma^2\log(n)} + 1)$.

In particular, in Lemma 2, the lower bound on $\sigma^2(\mathcal{R}_t)$ ensures the overestimate of the mean reward estimate for exploration. The bound of the scale of sampled rewards from $\mathcal{R}_t$ in Lemma 3 indicates the convergence of the mean reward estimates. Lemmas 2 and 3 provide the justification of using the agent’s past observed rewards for effective exploration in LinCORe, and are applied throughout the proof of Theorem 1 in Appendix A.2.

## 5 EXPERIMENTS

In this section, we evaluate our proposed algorithm empirically in both multi-armed bandits and linear bandits. In all experiments, we keep the notation CORe to denote the proposed algorithm in a multi-armed bandit setting, and LinCORe in the linear case. We compare it with several state-of-the-art baselines and show how it adapts to different problems without parameter tuning. In Section 5.1, we evaluate CORe in multi-armed bandit problems. We experiment with LinCORe in linear bandit problems in Section 5.2 and investigate the robustness of its parameters in Section 5.3. Finally, we generalize CORe to a learning to rank problem to evaluate its performance in real-world problems.

### 5.1 MULTI-ARMED BANDIT

We evaluate CORe in three classes of multi-armed bandit problems. The first class is Bernoulli bandits where $P_i = \text{Ber}(\mu_i)$. The second class is beta bandits where $P_i = \text{Beta}(\mu_i, v(1 - \mu_i))$ with $v = 4$. The third class is Gaussian bandits where $P_i = N(\mu_i, \sigma^2)$ with $\sigma = 0.5$. Each bandit problem has $K = 10$ arms and the mean rewards are chosen uniformly at random from $[0.25, 0.75]$. The horizon of each experiment is $n = 10,000$ rounds. We experiment with 100 randomly chosen problems in each class and report the average regret.

We compare CORe to six baselines: UCB1 [Auer et al., 2002], UCB-V [Audibert et al., 2009], TS [Agrawal and Goyal, 2013], PHE [Kveton et al., 2019a], NP-TS [Riou and Honda, 2020] and SSMC [Chan, 2019a]. UCB-V can estimate the variance of the reward distribution based on the observed rewards, which automatically adapts to the variance. NP-TS and SSMC are two non-parametric solutions proposed in the multi-armed bandit setting. In particular, NP-TS is a non-parametric randomized algorithm. At each step, it computes an average of the observed rewards with random weights. SSMC is a non-parametric arm allocation procedure inspired by sub-sampling approaches Baransi et al. [2014a]. For TS, we use Bernoulli TS (Ber-TS) with a Beta(1, 1) prior for Bernoulli and beta bandits. We use Gaussian TS (Gauss-TS) with a $N(0.5, \sigma^2)$ prior for Gaussian bandits [Agrawal and Goyal, 2013], where the parameter $\sigma$ is set to match the variance of the actual reward distribution. PHE belongs to the same class of bandit algorithms as CORe that randomize the reward history for exploration. We do not further include Giro [Kveton et al., 2019b] as PHE explores similarly but in a more efficient way. We add Bernoulli pseudo rewards in PHE (Ber-PHE) in Bernoulli and beta bandits and set the parameter $a$ to values that achieve the best performance as reported in [Kveton et al., 2019a]. For Gaussian bandit, we add Gaussian pseudo rewards (Gauss-PHE) as suggested in the paper. We set the standard deviation of the Gaussian pseudo rewards to 0.5 and tune parameter $a$ in the range of $[0.1, 2]$ with step size of 0.1. For CORe, we fix the parameters $\alpha = z = 0.6$ for all three classes of problems.

Our results are reported in Figure 1. We show the cumulative regret as a function of the number of rounds. CORe achieves strong empirical performance that is comparable to or better than all the baselines. In particular, CORe outperforms UCB1 and UCB-V in all three classes of bandit problems. Although UCB-V estimates the variance of observed rewards to explore, it is too conservative and performs poorly in practice. TS and PHE can have similar performance as CORe, but the variance of the posterior (parameter $\sigma$) in TS and the perturbation scale in PHE (parameter $a$) are tuned based on the knowledge of the specific bandit problems, which is usually not accessible in real-world scenarios. In contrast, CORe consistently performs well in different problems without tuning the parameters. This is a significant advantage in real-world applications when the reward distribution is unknown. NP-TS and SSMC also achieve strong performance in multi-armed bandits, but they do not generalize to structured problems as CORe does.

### 5.2 LINEAR BANDIT

We evaluate LinCORe in several linear bandit problems. We set the number of arms to $K = 50$ and the dimension of the feature vectors to $d = 10$. We follow the generation of feature vectors and the parameter vector $\theta_*$ in [Kveton et al., 2020] (see their Section 5.1). Following the experiments in Section 5.1, we consider Bernoulli, Beta, and Gaussian reward distributions by setting the mean reward of each arm to $x_i^\top \theta_* \in [0, 1]$. The horizon of each experiment is $n = 10,000$ rounds and we report the average results over 100 randomly chosen problems.

We compare LinCORe with LinUCB [Abbasi-Yadkori et al., 2011], LinTS [Agrawal and Goyal, 2012], and LinPHE [Kveton et al., 2020]. There is no linear versions for UCB-V,
We further investigate how LinCORe achieves similar performance in Section 5.2. For LinTS and LinPHE, we use two sets of parameters for each of them, with each set specially tuned for either the easy or the hard problem. In particular, for LinTS we set $\sigma = 0.2$ for the easy problem and 1.0 for the hard problem that performs well in two problems correspondingly. In LinPHE, we tune the parameter $a$ and set it to 0.2 and 1.0 for the easy and the hard problem, respectively. We still use the same fixed parameters as in Sections 5.1 and 5.2 in LinCORe for both problems. As shown in Figures 3a and 3b, LinCORe is able to perform well in both easy and hard problems without tuning the parameters. For LinTS and LinPHE, they can achieve equally good performance as LinCORe when the parameters are specially set for the problems. However, the parameters tuned for the easy problem under-explore in the hard problem and have almost linear regret. Similarly, the parameters tuned for the hard problem explore too much in the easy problem, and converge slowly.

We further tune the parameters $\alpha$ and $z$ of LinCORe in the hard problem in Figure 3c to see how it performs under different combinations of parameters. The results show that LinCORe works well under a wide range of parameters and thus is easy to configure. For example, the area of $\alpha \in [0.4, 0.8]$ and $z \in [0.5, 0.7]$ provides similarly competitive performance. When $\alpha$ and $z$ are too small, such as $\alpha = z = 0.2$, LinCORe mainly exploits and explores too little to find the optimal arm. On the other hand, when $\alpha$ and $z$ are too large, such as $\alpha = 1.4$ and $z = 0.8$, it over-explores and suffers from high regret. Moreover, it is worth noting that
when setting $z$ to a large value, we have a large number of random pulls for initialization in order to have a high variance in the reward pool, which also leads to high regret in the early stage.

5.4 ONLINE LEARNING TO RANK

We finally evaluate C0Re in a real-world problem, online learning to rank [Liu, 2009, Radlinski et al., 2008]. Online learning to rank is a sequential decision-making problem where the learning agent repeatedly recommends a list of items. In round $t$, the learning agent recommends a ranked list of $K$ items out of all $L \geq K$ items. The user clicks on the recommended items. The clicks are treated as bandit feedback. The performance of the agent is measured by the expected cumulative regret, which is the expected loss in clicks relatively to the optimal ranking.

We experiment with the Yandex dataset and follow the experimental setup as in [Zoghi et al., 2017, Lattimore et al., 2018]. In each query, the user is shown 10 documents and the search engine records clicks of the user. We use the 60 most frequent queries from the dataset and learn their cascade models (CM) with PyClick [Chuklin et al., 2015]. The goal of the learning agent is to rerank $L = 10$ most attractive items to maximize the expected number of clicks at the first $K = 5$ positions. The application of bandit algorithms is similar as in the multi-armed bandit setting, despite that the agent will rank the items based on their mean reward estimates rather than selecting a single item. The corresponding cascade model learned under each query is used to generate clicks. We experiment with a horizon of $n = 50,000$ rounds and the regret is averaged over 10 runs.

We compare C0Re to CascadeKL-UCB [Kveton et al., 2015], which is specifically designed for online learning to rank in the cascade model. We also evaluate Ber-TS and Ber-PHE in this problem. They are applied in the same way as CascadeKL-UCB, with the UCB of each item replaced by its TS or PHE mean reward estimate. TopRank [Lattimore et al., 2018] is another algorithm for online learning to rank based on topological sort, but it is known to perform worse than CascadeKL-UCB and thus we do not include it. We still use the default parameters for C0Re ($\alpha = z = 0.6$) and set $\alpha = 0.5$ in Ber-PHE. The results are presented in Figure 4, where we show the results under two specific queries in the first two figures and show the average performance over all queries in the third figure. Under the default parameters, C0Re already achieves competitive performance that consistently outperforms Ber-PHE and CascadeKL-UCB across queries, and is comparable to Ber-TS. We also observed further improvement of C0Re if tuned, to $\alpha = z = 0.4$, which achieves almost the same performance as Ber-TS when averaging over all queries. The promising results from this experiment demonstrate the wide applicability and robustness of C0Re in real-world structured problems, and its ability in solving a new problem without prior knowledge.

6 RELATED WORK

The key to statistically-efficient exploration in stochastic bandits is to perturb the mean reward estimates of arms sufficiently. Algorithms based on upper confidence bounds (UCBs) [Auer et al., 2002, Abbasi-Yadkori et al., 2011] perturb the mean reward estimates by adding confidence intervals to them. The confidence intervals are constructed by theory. Although theoretically optimal, they are often conservative in practice, because they are designed for hardest problem instances. UCB-V [Audibert et al., 2009] is a variant of UCB1 that adapts confidence intervals using an empirical estimate of the variance from observed rewards.
Figure 4: The cumulative regret of different algorithms in the learning to rank problem. The results are averaged over 10 runs per query. We sample two queries to demonstrate the performance in the first two figures, and display the results averaged over all queries in the third figure.

This algorithm also tends to be conservative in practice, as we show in Section 5.1.

Posterior sampling [Thompson, 1933, Agrawal and Goyal, 2013] introduces variance in mean reward estimates by sampling from posterior distributions. To be statistically efficient, proper variance needs to be specified in the posterior updates, which is often unknown in real-world problems. As we show in Section 5.3, when the variance of the posterior in Gauss-LinTS is misspecified, the algorithm suffers from high regret, due to either under- or over-exploration. CORe is closely related to posterior sampling in Gaussian bandits (Section 3.1). However, instead of relying on knowing the variance of reward distributions, it utilizes the randomness in the agent’s observed rewards, to have its data-dependent exploration that adapts to problem hardness.

Randomized exploration algorithms, such as Giro [Kveton et al., 2019a] and PHE [Kveton et al., 2019b], add pseudo-rewards to the reward history and use the perturbed mean reward estimates for arm selection. The added pseudo-rewards add sufficient variance for exploration and lead to provably sublinear regret in multi-armed bandits. However, similarly to UCB designs and posterior sampling, the right amount of perturbation is needed to explore at a near-optimal rate. In contrast, instead of adding external noise from pseudo rewards, CORe samples from the agent’s past observed rewards to induce exploration. This provides sufficient variance when all reward distributions have comparable variance and we analyze LinCORe theoretically in the setting of identical Gaussian noise.

The idea of efficient exploration with no prior knowledge on the arms’ distribution has emerged in recent years. Non-parametric solutions have been proposed in the multi-armed bandit setting. The most representative works are non-parametric Thompson sampling (NP-TS) [Riou and Honda, 2020] and subsample-mean comparison (SSMC) [Chan, 2019]. Specifically, NP-TS proposes a generalization of the Bernoulli Thompson sampling to multinomial distributions, and a non-parametric adaption of this algorithm. SSMC is inspired from the sub-sampling approaches [Baransi et al., 2014b] and is asymptotically optimal for exponential families of distributions. We compare them with CORe in the multi-armed bandit setting in Section 5.1. However, it is unclear how to generalize NP-TS and SSMC to linear bandits.

7 CONCLUSIONS
We propose a new online algorithm, capitalizing on rewards (CORe), that explores by utilizing the randomness of the agent’s past observed rewards. In particular, CORe samples rewards from a well designed reward pool from the agent’s past observations to perturb the reward histories. The variance introduced by sampled rewards automatically adapts to the noise of the reward distributions. Thus CORe can impose proper exploration in different problems without parameter tuning. We prove a $O(d\sqrt{n\log K})$ gap-free bound on the $n$-round regret of CORe in a stochastic linear bandit. Our empirical evaluation shows that CORe achieves competitive performance in various problems.

CORe is general enough to be applied to different structured problems, such as generalized linear bandits [Filippi et al., 2010] or neural bandits [Zhou et al., 2020]. The randomization strategy remains the same for different problems. We analyze the regret of CORe in a linear Gaussian bandit. Our analysis is under the assumption that the reward distributions of all arms have the same variance. An interesting future direction is a more general analysis of CORe.

Finally, we also believe that CORe can be further extended by other randomization designs, with the essential idea of capitalizing on the randomness in the agent’s observed rewards and being fully data-dependent. For example, we can dynamically exchange rewards among arms with certain probability and keep the exchanged rewards in the arm’s history along the $n$-round game. This can greatly improve the efficiency of sampling i.i.d. rewards from the reward pool in every single round. We have observed promising empirical performance of such algorithms and leave their more detailed study for future work.
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A PROOFS

The analysis is organized as follows. In Appendix A.1, we provide necessary technical background. In Appendix A.2, we state and prove our regret bound. In Appendix A.3, we present and prove key lemmas used in the regret bound. In Appendix A.4, we prove two key lemmas that characterize sufficient exploratory properties of the reward pool.

A.1 BACKGROUND

For an event $E$, $\mathbb{1}\{E\} = 1$ if $E$ occurs and $\mathbb{1}\{E\} = 0$ otherwise. A random variable $X$ is $\rho^2$-sub-Gaussian if $\mathbb{E}[\exp(\lambda(X - \mathbb{E}[X]))] \leq \exp(\lambda^2 \rho^2/2)$ for any $\lambda > 0$. Let $L = \max_{i \in [K]} \|x_i\|_2$ and $L_* = \|\theta_*\|_2$ be the maximum $l_2$ norm of feature vectors and the $l_2$ norm of the parameter vector, respectively.

By definition, $Y_\ell - X_\ell^\top \theta_* \sim \mathcal{N}(0, \sigma^2)$. We denote the $\ell$-th drawn reward from the reward pool by $Z_\ell$. We assume that $|Z_\ell| \leq \alpha$ almost surely and $\text{var}[Z_\ell] \geq \eta^2$. We instantiate $\alpha$ and $\eta$ in Appendix A.2. We denote by

$$\hat{\theta}_t = G_t^{-1} \sum_{\ell=1}^{t-1} X_\ell Y_\ell$$

(5)

the parameter vector estimated from rewards $Y_\ell$ and by

$$\tilde{\theta}_t = G_t^{-1} \sum_{\ell=1}^{t-1} X_\ell (Y_\ell + Z_\ell)$$

(6)

the parameter vector estimated from perturbed rewards $Y_\ell + Z_\ell$.

Let $\mathcal{F}_t = \sigma(I_1, \ldots, I_t, Y_{I_{t-1}1}, \ldots, Y_{I_{t-1}t})$ be the $\sigma$-algebra generated by the pulled arms and their rewards by the end of round $t \in [n] \cup \{0\}$. We define $\mathcal{F}_0 = \{\emptyset, \Omega\}$, where $\Omega$ is the sample space of the probability space that holds all random variables. We denote by $\mathbb{P}_t(\cdot) = \mathbb{P}(\cdot | \mathcal{F}_{t-1})$ and $\mathbb{E}_t[\cdot] = \mathbb{E}[(\cdot | \mathcal{F}_{t-1})$ the conditional probability and expectation operators, respectively, given the past at the beginning of round $t$. Let $\|x\|_M = \sqrt{x^\top M x}$. Let

$$E_{1,t} = \left\{ \forall i \in [K] : \left| x_i^\top \hat{\theta}_t - x_i^\top \theta_* \right| \leq c_1 \|x_i\|_{G_t^{-1}} \right\}$$

(7)

be the event that $\hat{\theta}_t$ is “close” to $\theta_*$ in round $t$, where $\hat{\theta}_t$ is defined in (5) and $c_1 > 0$ is tuned such that $\tilde{E}_{1,t}$, the complement of $E_{1,t}$, is unlikely. Let $E_1 = \bigcap_{t=d+1}^{n} E_{1,t}$ and $\tilde{E}_1$ be its complement. Let

$$E_{2,t} = \left\{ \forall i \in [K] : \left| x_i^\top \tilde{\theta}_t - x_i^\top \hat{\theta}_t \right| \leq c_2 \|x_i\|_{G_t^{-1}} \right\}$$

(8)

be the event that $\tilde{\theta}_t$ is “close” to $\hat{\theta}_t$ in round $t$, where $\tilde{\theta}_t$ is defined in (6) and $c_2 > 0$ is tuned such that $\tilde{E}_{2,t}$, the complement of $E_{2,t}$, is unlikely given any past.

Our bound involves three probability constants. The first constant, $p_1$, is an upper bound on the probability of event $\tilde{E}_1$, that is $p_1 = \mathbb{P} (\tilde{E}_1)$. The second constant, $p_2$, is an upper bound on the probability of event $\tilde{E}_{2,t}$ given any past,

$$\mathbb{P}_t (\tilde{E}_{2,t}) \leq p_2 \, .$$

(9)

The last constant, $p_3$, is a lower bound on the probability that the optimal arm 1 is optimistic given any past,

$$\mathbb{P}_t \left( x_1^\top \tilde{\theta}_t - x_1^\top \hat{\theta}_t > c_1 \|x_1\|_{G_t^{-1}} \right) \geq p_3 \, .$$

(10)

Using the above notation, we restate the general regret bound for linear bandits of Kveton et al. [2020].

Theorem 4. Let $c_1, c_2 \geq 1$. Let $A$ be any algorithm that pulls arm $I_t = \arg \max_{i \in [K]} x_i^\top \hat{\theta}_t$ in round $t$, where $\hat{\theta}_t$ is estimated from past data. Let the mean rewards be in $[0, 1]$; $p_1$, $p_2$, and $p_3$ be defined as above; and $p_3 > p_2$. Then the expected $n$-round regret of $A$ is bounded as

$$R(n) \leq (c_1 + c_2) \left( 1 + \frac{2}{p_3 - p_2} \right) \sqrt{c_3 n} + (p_1 + p_2)n + d \, ,$$

where $c_3 = 2d \log(1 + nL^2/(d \lambda))$. 
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\subsection{Regret Bound}

We prove our regret bound by instantiating Theorem 4. In summary, we have that

\[ c_1 = \tilde{O}(\sqrt{d}), \quad c_2 = \tilde{O}(d \log K), \quad p_1 = O(1/n), \quad p_2 = O(1/n), \quad \frac{1}{p_3 - p_2} = \tilde{O}(1). \]

Therefore, Theorem 4 yields the following regret bound.

\textbf{Theorem 1.} For any \(1/2 \leq z < 1\), \(4\sqrt{\sigma^2 \log n} \geq 1\), and \(n \geq 24\), the expected \(n\)-round regret of LinCORe is

\[ R(n) = \tilde{O}(d \sqrt{n \log K}). \]

\textbf{Proof.} In the first \(\max \{d, \frac{4 \log n}{z - 1 - \log z} + 1\}\) rounds, we bound the regret trivially. After these initial rounds, the bounds in Lemmas 2 and 3 hold jointly with probability at least \(1 - 2/n\) over all remaining rounds. Since the bounds fail with probability at most \(2/n\), the expected \(n\)-round regret due to the failures is at most \(2\). So, the regret due to the initialization and the bound failures is \(\tilde{O}(d)\), and is subsumed by the \(\tilde{O}(d \sqrt{n \log K})\) term in the regret bound.

Now we focus on instantiating Theorem 4. First, we set \(c_1\) as in Lemma 5. For \(\delta = 1/n\), we have

\[ c_1 = \sigma \sqrt{d \log (n + n^2 L^2/(d \lambda))} + \lambda \frac{z}{2} L_n \]

and \(p_1 = 1/n\). Then we set

\[ c_2 = \sqrt{2a^2 \log (Kn^4)}. \]

By Lemma 6 for \(c = c_2\), we have that \(p_2 = 1/n^4\). Finally, we set \(p_3\) using Lemma 7. In particular,

\[ p_3 = \frac{1}{16 \log n} \left[ \frac{\eta^2}{a^2} \left( 1 - \frac{\lambda}{\lambda_{\min}(G_{d+1})} \right) - \frac{c^2}{a^2} - \frac{2}{n^3} \right] \]

and we work out a nicer algebraic form in the rest of the proof. First, we set \(\lambda = \lambda_{\min}(G_{d+1})/4\). Note that this is well defined since \(G_{d+1}\) is deterministic. For this setting,

\[ p_3 = \frac{1}{16 \log n} \left[ \frac{3 \eta^2}{4 a^2} - \frac{c^2}{a^2} - \frac{2}{n^3} \right]. \]

Now we set \(\eta\) and \(a\) as in LinCORe (Lemmas 2 and 3),

\[ \eta^2 = \frac{z}{2} \alpha^2 \sigma^2, \quad a = 4 \sqrt{\alpha^2 \sigma^2 \log n + \alpha}. \]

Now we set \(c = c_1\) and \(\eta^2 = 2c_1^2\), which means that \(\alpha^2 = \frac{4}{z} \sigma^2 c_1^2\). Then

\[ p_3 = \frac{1}{32 \log n} \left[ \frac{c_1^2}{a^2} - \frac{4}{n^3} \right]. \]

Under the assumption that \(4 \sqrt{\sigma^2 \log n} \geq 1\), we have \(a^2 \leq 64 \alpha^2 \sigma^2 \log n\). Moreover, for the above setting of \(\alpha^2\), we have that \(a^2 \leq 256 z^{-1} c_1^2 \log n\). Thus

\[ p_3 \geq \frac{1}{32 \log n} \left[ \frac{z}{256 \log n} - \frac{4}{n^3} \right]. \]

Finally, since \(p_2 = 1/n^4\), we have that

\[ p_3 - p_2 \geq \frac{1}{32 \log n} \left[ \frac{z}{256 \log n} - \frac{4}{n^3} - \frac{32 \log n}{n^4} \right] \geq \frac{1}{32 \log n} \left[ \frac{z}{256 \log n} - \frac{36}{n^3} \right]. \]

Now note that for \(z \geq 1/2\), we have \(36/n^3 \leq z/(512 \log n)\) for \(n \geq 24\). This means that \(1/(p_3 - p_2) = \tilde{O}(1)\) for \(n \geq 24\). This concludes the proof.
A.3 REGRET LEMMAS

A standard concentration lemma is below.

**Lemma 5** (Least-squares concentration). For any \( \lambda > 0 \), \( \delta > 0 \), and
\[
c_1 = \sigma \sqrt{d \log \left( \frac{1 + nL^2/(d\lambda)}{\delta} \right)} + \lambda^{\frac{3}{2}} L_* ,
\]
event \( E_1 \) occurs with probability at least \( 1 - \delta \).

**Proof.** By the Cauchy-Schwarz inequality,
\[
x_t^\top \hat{\theta}_t - x_t^\top \theta_* = x_t^\top G_t^{-\frac{1}{2}} G_t^\frac{1}{2} (\hat{\theta}_t - \theta_*) \leq \|\hat{\theta}_t - \theta_*\| \|x_t\| G_t^{-\frac{1}{2}} .
\]

Now note that the least-squares estimate \( \hat{\theta}_t \) is computed from \( \sigma^2 \)-sub-Gaussian rewards. As a result, by Theorem 2 of ? for \( R = \sigma \), \( \|\hat{\theta}_t - \theta_*\| C_t \leq c_1 \) holds jointly in all rounds \( t \leq n \) with probability of at least \( 1 - \delta \). This completes the proof. \( \square \)

The concentration lemma for perturbation noise is below.

**Lemma 6.** For any \( t > d \), \( c > 0 \), and vector \( x \in \mathbb{R}^d \), we have
\[
\mathbb{P}_t \left( \left| x^\top \hat{\theta}_t - x^\top \hat{\theta}_t \right| \geq c \|x\| G_t^{-1} \right) \leq 2 \exp \left[ -\frac{c^2}{2a^2} \right] .
\]

**Proof.** Let
\[
U = x^\top \hat{\theta}_t = \sum_{\ell=1}^{t-1} x^\top G_t^{-1} X_\ell (Y_\ell + Z_\ell) ,
\]
\[
\bar{U} = x^\top \hat{\theta}_t = \sum_{\ell=1}^{t-1} x^\top G_t^{-1} X_\ell Y_\ell ,
\]
and \( D = U - \bar{U} \). Then by Hoeffding’s inequality,
\[
\mathbb{P}_t \left( \left| x^\top \hat{\theta}_t - x^\top \hat{\theta}_t \right| \geq c \|x\| G_t^{-1} \right) = \mathbb{P}_t \left( |D| \geq c \|x\| G_t^{-1} \right) \leq 2 \exp \left[ -\frac{c^2 \|x\|^2 G_t^{-1}}{2a^2 \sum_{\ell=1}^{t-1} x^\top G_t^{-1} X_\ell X_\ell^\top G_t^{-1} x} \right] .
\]
This step of the proof relies on the fact that new \( Z_\ell \in [-a, a] \) are generated in each round \( t \). Also note that
\[
\sum_{\ell=1}^{t-1} x^\top G_t^{-1} X_\ell X_\ell^\top G_t^{-1} x \leq x^\top G_t^{-1} \left( \sum_{\ell=1}^{t-1} X_\ell X_\ell^\top + \lambda I_d \right) G_t^{-1} x = \|x\|^2 G_t^{-1} . \quad (11)
\]
Our claim follows from chaining all above inequalities. \( \square \)

The key anti-concentration lemma for perturbation noise is below.

**Lemma 7.** For any round \( t > d \), constant \( c \) such that \( 8a^2 \log n > c^2 > 0 \), and vector \( x \in \mathbb{R}^d \) such that \( x \neq 0 \), we have
\[
\mathbb{P}_t \left( x^\top \hat{\theta}_t - x^\top \hat{\theta}_t > c \|x\| G_t^{-1} \right) \geq \frac{1}{16 \log n} \left[ \frac{\eta^2}{a^2} \left( 1 - \frac{\lambda}{\lambda_{\text{min}}(G_{d+1})} \right) - \frac{c^2}{2a^2} - \frac{2}{n^3} \right] .
\]

**Proof.** Let \( U, \bar{U}, \) and \( D \) be defined as in the proof of Lemma 6. Then \( x^\top \hat{\theta}_t - x^\top \hat{\theta}_t = D \). We also define events
\[
F_1 = \left\{ |D| \leq c \|x\| G_t^{-1} \right\} , \quad F_2 = \left\{ |D| \leq \sqrt{8a^2 \log n \|x\| G_t^{-1}} \right\} .
\]
Since $8a^2 \log n > c^2$, $F_1 \subset F_2$. Then

$$\text{var} \left[ U \mid F_{t-1} \right] = \mathbb{E}_t \left[ D^2 \mathbb{I} \{ F_1 \} \right] + \mathbb{E}_t \left[ D^2 \mathbb{I} \{ F_1, F_2 \} \right] + \mathbb{E}_t \left[ D^2 \mathbb{I} \{ F_2 \} \right].$$

Now we bound each term on the right-hand side of the above equality from above. From the definition of event $F_1$, term 1 is bounded as

$$\mathbb{E}_t \left[ D^2 \mathbb{I} \{ F_1 \} \right] \leq c^2 \|x\|^2_{G_t^{-1}}.$$ By the definition of $F_1$ and $F_2$, term 2 is bounded as

$$\mathbb{E}_t \left[ D^2 \mathbb{I} \{ F_1, F_2 \} \right] \leq (8a^2 \|x\|^2_{G_t^{-1}}, \log n) \mathbb{P}_t \left( F_1, F_2 \text{ occur} \right) \leq (8a^2 \|x\|^2_{G_t^{-1}}, \log n) \mathbb{P}_t \left( |D| > c \|x\|_{G_t^{-1}} \right).$$

Now we bound term 3. First, note that

$$|D| \leq a \sum_{\ell=1}^{t-1} x^\top G_{t-1}^{-1} X_{\ell} \leq a \sqrt{n} \sum_{\ell=1}^{t-1} x^\top G_{t-1}^{-1} X_{\ell} X_{\ell}^\top G_{t-1}^{-1} x \leq a \sqrt{n} \|x\|_{G_t^{-1}},$$

where the last step follows from (11). Then, by the definition of event $F_2$ and Lemma 6 for $c = \sqrt{8a^2 \log n}$,

$$\mathbb{E}_t \left[ D^2 \mathbb{I} \{ F_2 \} \right] \leq a^2 n \|x\|^2_{G_t^{-1}} \mathbb{P}_t (F_2) \leq \frac{2a^2 \|x\|^2_{G_t^{-1}}}{n^3}.$$

Finally, by the definition of $U$,

$$\text{var} \left[ U \mid F_{t-1} \right] \geq \eta^2 \sum_{\ell=1}^{t-1} x^\top G_{t-1}^{-1} X_{\ell} X_{\ell}^\top G_{t-1}^{-1} x = \eta^2 (\|x\|^2_{G_t^{-1}} - \lambda x^\top G_t^{-2} x).$$

We bound the last term from below as follows. For any positive semi-definite matrix $M \in \mathbb{R}^{d \times d}$,

$$x^\top M^2 x = \lambda_{\max}^2 (M) x^\top (\lambda_{\max}^2 (M) M^2) x \leq \lambda_{\max}^2 (M) x^\top (\lambda_{\max}^{-1} (M) M) x = \lambda_{\max} (M) \|x\|^2_M,$$

where the inequality follows from the fact that all eigenvalues of $\lambda_{\max}^{-2} (M) M^2$ are in $[0, 1]$. We apply this upper bound for $M = G_t^{-1}$ and get that

$$\text{var} \left[ U \mid F_{t-1} \right] \geq \eta^2 \left( 1 - \frac{\lambda}{\lambda_{\min} (G_t)} \right) \|x\|^2_{G_t^{-1}} \geq \eta^2 \left( 1 - \frac{\lambda}{\lambda_{\min} (G_{d+1})} \right) \|x\|^2_{G_t^{-1}},$$

where the last inequality is by $\lambda_{\min} (G_t) \geq \lambda_{\min} (G_{d+1})$ and holds for any $t > d$.

Now we combine all above inequalities and get

$$\left[ \eta^2 \left( 1 - \frac{\lambda}{\lambda_{\min} (G_{d+1})} \right) - c^2 - \frac{2a^2}{n^3} \right] \|x\|^2_{G_t^{-1}} \leq (8a^2 \|x\|^2_{G_t^{-1}}, \log n) \mathbb{P}_t \left( |D| > c \|x\|_{G_t^{-1}} \right).$$

Since $2a \log n > 0$ and $\|x\|_{G_t^{-1}} > 0$, the above inequality can be simplified as

$$\mathbb{P}_t \left( |D| > c \|x\|_{G_t^{-1}} \right) \geq \frac{1}{8 \log n} \left[ \eta^2 \left( 1 - \frac{\lambda}{\lambda_{\min} (G_{d+1})} \right) - c^2 - \frac{2}{n^3} \right].$$

Finally, we note that the distribution of $D$ is symmetric. Thus for any $\varepsilon > 0$, $\mathbb{P}_t (|D| > \varepsilon) = 2 \mathbb{P}_t (D > \varepsilon)$. This completes the proof.
A.4 REWARD POOL LEMMAS

Lemma 2. For any $n \geq 2$ and $z \in (0, 1)$, $\sigma^2(\mathcal{R}_t) \geq \frac{\sigma^2}{q-1} \sigma^2$ with probability of at least $1 - \frac{1}{n}$, jointly for all rounds $t > \frac{4 \log n}{z^2 - 1 - \log z} + 1$.

Proof. Given a random variable $X \sim \mathcal{N}(\mu, \sigma^2)$, and a sample of it $(x_i)_{i=1}^q$ of size $q$. The sample variance is

$$S^2 = \frac{1}{q-1} \sum_{i=1}^q (x_i - \bar{x})^2,$$

where $\bar{x} = \frac{1}{q} \sum_{i=1}^q x_i$ is the mean of these $q$ observations. $S^2$ follows a scaled chi-squared distribution with $(q - 1)$ degrees of freedom,

$$S^2 \sim \frac{\sigma^2}{q-1} \chi^2_{q-1}.$$

The mean of $\chi^2_{q-1}$ is $q - 1$. Let $0 < z < 1$ and $F(z(q-1); q-1) = \mathbb{P}(S^2 < z\sigma^2)$ be the cumulative distribution function (CDF) of $\chi^2_{q-1}$. Based on Chernoff bounds on the lower tail of the CDF [Dasgupta and Gupta, 2003], we have

$$F(z(q-1); q-1) \leq (ze^{1-z})^{(q-1)/2}.$$

Let $(ze^{1-z})^{(q-1)/2} \leq 1/n^2$ and solve for $q$, we have $P(S^2 < z\sigma^2) \leq 1/n^2$ when $q \geq \frac{4 \log n}{z^2 - 1 - \log z} + 1$. However, the empirical variance of this sample is

$$\hat{\sigma}^2 = \frac{1}{q} \sum_{i=1}^q (x_i - \bar{x})^2 = \frac{q-1}{q} S^2.$$

Thus, $\sigma^2 \geq \frac{\hat{\sigma}^2}{z^2} \geq \frac{\hat{\sigma}^2}{2} \sigma^2$ with probability of at least $1 - 1/n^2$, as long as $q \geq 2$.

Besides, note that the sampled values in the reward pool $\mathcal{R}_t$ are from a mixture of Gaussian distributions with different means, rather than a single Gaussian. Denote the sample variance of $q$ sampled values from a mixture of Gaussian distributions with the same variance $\sigma^2$ by $\hat{S}^2$. Lemma 8 claims that $\mathbb{P}(S^2 \leq \hat{\sigma}^2) \geq \mathbb{P}(S^2 \leq \hat{\sigma}^2)$. Therefore, $\sigma^2(\mathcal{R}_t) \geq \frac{\hat{\sigma}^2}{2} \sigma^2$ with probability of at least $1/n^2$ for any $t > \frac{4 \log n}{z^2 - 1 - \log z} + 1$. Finally, applying union bound to all rounds $t$ that $t > \frac{4 \log n}{z^2 - 1 - \log z} + 1$ completes the proof. \hfill \qed

Lemma 3. For any $n \geq 2$ and $t \leq n$, with probability of at least $1 - \frac{1}{n}$, the absolute values of the rewards in reward pool $\mathcal{R}_t$ are bounded by $\alpha(4\sqrt{\sigma^2 \log(n)} + 1)$.

Proof. The maximum number of rewards in the agent’s history is $n$. Each reward $X_i$ can be viewed as a sample from $X_i \sim \mathcal{N}(\mu_i, \sigma^2)$, where $\mu_i$ is the mean reward of the pulled arm. Based on Hoeffding’s inequality, we have

$$\mathbb{P} \left( X_i - \mu_i \geq \sqrt{2\sigma^2 \log(n/\delta)} \right) \leq \delta/n.$$

Then with union bound, we have for all $(X_i)_{i=1}^n$, the probability of any of them being away from the mean by more than $\sqrt{2\sigma^2 \log(n/\delta)}$ is smaller than $\delta$. As $\mu_i \in [0, 1]$, we have for any $X_i, i \in [n]$,

$$-\sqrt{2\sigma^2 \log(n/\delta)} \leq X_i \leq \sqrt{2\sigma^2 \log(n/\delta)} + 1$$

with probability of at least $\delta$. The mean of the rewards is in the same range. Finally, subtracting the mean, scaling the rewards by $\alpha$ and letting $\delta = 1/n$ completes the proof. \hfill \qed

Lemma 8. Let $Z = (Z_i)_{i=1}^d$ be a vector of independent standard normal variables. Let $A \in \mathbb{R}^{d \times d}$ be an arbitrary matrix and $X = AZ$. Then for any $\varepsilon > 0$ and vector $v \in \mathbb{R}^d$, we have that

$$\mathbb{P} \left( \|X\|_2^2 \leq \varepsilon^2 \right) \geq \mathbb{P} \left( \|X + v\|_2^2 \leq \varepsilon^2 \right).$$
Proof. Since $Z \sim \mathcal{N}(0, I_d)$, we have that $X \sim \mathcal{N}(0, AA^T)$. Let $Y = X + v$. Then we also have that $Y \sim \mathcal{N}(v, AA^T)$. The important properties of $X$ and $Y$ are that their covariance matrices are the same.

Now note the following. The quantity $P(\| Y \|^2 \leq \varepsilon^2)$ is the density of $Y$ within distance $\varepsilon$ of $0$. Since $Y$ is centered at $\mu$, its density contours are symmetric and ellipsoidal, and the $\varepsilon$ constraint is a ball, we have that $P(\| Y \|^2 \leq \varepsilon^2)$ is maximized when $\mu = 0$. In other words, for any $v$, we have that

$$P(\| X \|^2 \leq \varepsilon^2) \geq P(\| Y \|^2 \leq \varepsilon^2).$$

This concludes the proof. $\square$