Food powders classification using handheld Near-Infrared Spectroscopy and Support Vector Machine
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Abstract. The aim of this study is to build a classifier model based on spectra data collected using handheld spectrometer that can classify between different types of food powders (flour and starch). A total of 70 samples were prepared from three different types of flour (whole wheat, organic wheat, and rice flour) and two different types of starch (corn and tapioca starch). Hand-palm size handheld spectrometer is used to record the spectrum of each sample, the spectrometer has wavelength range of 900nm to 1700nm. The spectra data is pre-processed using gaussian smoothing to filter the data from noise and unrelated information. Multivariable data analysis method as principle component analysis (PCA) is used to eliminate irrelevant data and reduce the number of variables to three principle components for easier analysis and visualization. Support vector machine (SVM) is used to build a classification model. The training/calibration of the model was done by using 80\% of the dataset while the remaining 20\% was for testing the model. The results show that with proper pre-processing and PCA, classification of 100\% accuracy can be achieved. This study indicates the potential future application of this approach for rapid detection in food powders fraud and adulteration.

1. Introduction
Food authenticity has become a concern of the world. Authenticity is important as it is what keeps the demand and the sustainability of the industry. There are two types of food authenticity first is related to the production and secondly is to the description. With respect to production means for example organic or non-organic while with respect to the description mean adulteration [1]. Food authentication means verification of the food with its labeling [2]. Food adulteration became a common practice which comes from two reasons first is the profit as the demand on food products is high and the other reason is that it is hard to detect these adulterants [3]. Food fraud is the deliberate adulteration of the product, according to UK’s food standards agency there are two main types of fraud first is the harmful food sale while the second type is food misdescription [2].

Near infrared spectroscopy (NIRS) has developed rapidly and now became a mature technology. It has proven remarkable improvement in analytical applications in comparison with other analytical
method [4], [5]. Combining NIRS with chemometrics allows it to analyze different types of samples rapidly [5]. Greatest advantage of NIRS is can virtually study any sample [6]. NIRS has been widely used in food sector as is provides lower cost for recording the spectra in an nondestructive way without the need for sample preparation [7]. NIRS can be used to do qualitative and quantitative analysis of the sample. NIRS is more suitable for quantitative analysis than it is qualitative analysis of food because of the overlapping of the appearance [6].

NIRS is used to classify between different types of food powder as flour and starch. The food powders used are organic wheat flour, whole wheat flour, rice flour, tapioca starch and corn starch. NIRS was combined with PCA to extract the most relevant data variation and as dimension reduction tool [8].

2. Experimental Setup

2.1. Spectra data collection

For this study, five different types food powder were selected which are organic wheat flour, whole wheat flour, rice flour, tapioca starch and corn starch. For each powder five samples were taken and placed in plastic packets of size 7cm x 11.2cm regardless of the weight. total of 25 samples were prepared to be scanned by the spectrometer.

Samples were scanned by using handheld NIR spectrometer with wavelength range of 900nm to 1700nm. The device as shown in Figure 1 is developed using Texas Instruments electronic board. The samples were scanned in reflectance mode. Each sample spectrum was measured for 2 seconds in reflectance mode. Each sample was scanned three times in different environment, i.e. under different room lighting conditions, of total 75 spectra of 25 samples. Spectral data was transferred in a form of datasheet to Orange software for analysis (https://orange.biolab.si/).

The data measured by the spectrometer contains irrelevant data and affected by noise and scattering [9]. Per-processing spectral data is essential to get efficient and accurate model [9], [10]. For this paper, Savitzky-Golay (SG) filter technique is used to pre-process the spectra of window size of 15 and polynomial order of 2. It is effective for eliminating noise from the spectra [11].

![Figure 1](image)

**Figure 1.** The handheld (hand palm size) spectrometer scanning the powder sample

2.2. Principle component analysis

Principle component analysis (PCA) is most commonly used method to extract the most relevant data from the spectra. PCA reduces the dimensionality of the data by linear fitting [10]. PCA makes new variables which represent most of the variation of the original data while reducing dimensionality these variables are called principle components (PCs) [5], [12]. PCs are orthogonal linear combination of the original data [8]. The First PC is the one with have the minimum projection distance from the original data, this line will go through the maximum variation of the projection of the data. The second PC
(Subsequent) are selected in a similar way with more requirements as there must be no correlation with the previous, this means PCs that could possibly exist are equal to the number of the features or the samples [13]

2.3. Support vector machine (SVM)
Support vector machine is one of the supervised learning machine learning algorithms. SVM was firstly introduced by Vapnik (1995). It is used for classification and regression applications. SVM constructs a hyperplane in a higher dimensional space. Linear support vector machine looks for a hyperplane that can separate the data accurately. The best hyperplane has the maximum shortest distance from the closest training samples of each class \(d_+ \) for class \( \{+1\} \), \(d_- \) for class \( \{-1\} \). The Margins are defined by the maximum distance \((d_+ - d_-)\). Classification performance increases by maximizing the margins. [14]. Kernel is the mathematical functions that are being used by Support Vector Machine. Some data are non-linearly separable so SVM can be extended for nonlinear classification. There are different types of kernel functions that can be used with SVM for example Linear, non-Linear, polynomial, radial basis function (RBF). The most commonly used is radial basis function (RBF) (Dataflair Team 2017).

\[
\text{linear: } K(x_i,x_j) = x_i^T x_j .
\]
\[
\text{Polynomial: } K(x_i,x_j) = (\gamma x_i^T x_j + r)^d, \gamma > 0.
\]
\[
\text{Radial basis function (RBF): } K(x_i,x_j) = \exp(-\gamma|x_i - x_j|^2), \gamma > 0.
\]

where, \(\gamma\), \(r\), and \(d\) are kernel parameters.

3. Results and Discussions
All the recorded spectra as shown in Figure 2 is the raw absorption spectra data of 75 samples of five different food powder types acquired from the spectrometer of wavelength ranging from 900nm to 1700nm. This spectral data is then pre-processed by Savitzky-Golay (SG) derivative filter to eliminate the noise from the spectra data of window size 15 and polynomial of order 2. As can be seen from Figure 3, the spectra of each class are more defined in second half of the wavelength.

Figure 4 shows the plot that two PCs of PCA applied covering 96.8% of the total variance of the original data, PC1 covering 84.2% of the total variance while PC2 covering 12.6%. Figure 5 shows the scatter plot of PC1 and PC2. It is clearly indicated that the data from five different food powder types (whole wheat flour, organic wheat flour, rice flour, corn starch and tapioca starch) are separated efficiently. These processes are performed in Orange data mining free software (https://orange.biolab.si/).

![Figure 2. Raw spectral data](image-url)
Figure 3. Pre-processed spectra data with gaussian smoothing and SG derivative order two

Figure 4. PCA variance graph
The pre-processed data is then divided into two subsets where 80% of the data is used to train the SVM classifier model and the remaining 20% of the data are used for testing. Different $C$ (Cost) values are tested with different kernels to get the best classification accuracy. Table.1 shows the results of each kernel in classification. From Table.1, RBF and polynomial kernels can give 100% classification accuracy. On the other hand, linear kernel showing higher accuracy with $C=1$ and lower accuracy with higher $C$ values.

Table 1. SVM classifier results with different kernels

| SVM         | $C=1$  | $C=10$ | $C=100$ |
|-------------|--------|--------|---------|
| Linear      | 93.3%  | 86.7%  | 80%     |
| Polynomial  | 100%   | 100%   | 100%    |
| RBF (G=auto)| 100%   | 100%   | 100%    |

4. Conclusions
This study demonstrates the qualitative analysis (classification) of food powders using handheld NIR spectroscopy device. A total of 100 spectra data from five different food powder types (whole wheat flour, organic wheat flour, rice flour, corn starch and tapioca starch) are used to build a classification model using support vector machine. Gaussian smoothing and Savitzky-Golay derivative filter was efficiently eliminating the noise from the raw spectra. PCA was combined with machine learning algorithm to improve the classification accuracy by reducing the variables to two PCs. The results from this study shows the capability of SVM to build efficient classification model. This study also indicates the future potential application of this approach for rapid detection in food powders fraud and adulteration.
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