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Abstract

Decentralized algorithm is a form of computation that achieves a global goal through local dynamics that relies on low-cost communication between directly-connected agents. On large-scale optimization tasks involving distributed datasets, decentralized algorithms have shown strong, sometimes superior, performance over distributed algorithms with a central node. Recently, developing decentralized algorithms for deep learning has attracted great attention. They are considered as low-communication-overhead alternatives to those using a parameter server or the Ring-Allreduce protocol. However, the lack of an easy-to-use and efficient software package has kept most decentralized algorithms merely on paper. To fill the gap, we introduce BlueFog, a python library for straightforward, high-performance implementations of diverse decentralized algorithms. Based on a unified abstraction of various communication operations, BlueFog offers intuitive interfaces to implement a spectrum of decentralized algorithms, from those using a static, undirected graph for synchronous operations to those using dynamic and directed graphs for asynchronous operations. BlueFog also adopts several system-level acceleration techniques to further optimize the performance on the deep learning tasks. On mainstream DNN training tasks, BlueFog reaches a much higher throughput and achieves an overall $1.2 \times \sim 1.8 \times$ speedup over Horovod, a state-of-the-art distributed deep learning package based on Ring-Allreduce. BlueFog is open source at https://github.com/Bluefog-Lib/bluefog.

I. INTRODUCTION

Decentralized computational methods are distributed computational methods running without a centralized server. They do not directly perform global operations such as computing the average of distributed numbers. They can, however, obtain the same results through local dynamics, namely, a series of computation and agent-to-agent direct communication steps. On large-scale optimization tasks involving distributed datasets, recent decentralized computational methods have shown strong, sometimes superior, performance [1], [2], [3], [4], [5].

Modern deep-learning models are growing quickly in size [6], [7], and training them require extremely large datasets [8], [9], [10]. With the rapid increase of our ability to gather data, some classic signal processing and statistical learning problems have also grown very large. However, the performance of each computing core stopped improving over a decade ago. Therefore, solving large optimization problems in reasonable time requires parallel, distributed computation. Most existing distributed optimization methods are based on iterative local computation by individual agents and global communication, for example, computing the average of distributed model parameters or taking the sum of distributed gradients.

Communication, rather than computation, tends to be the bottleneck. Many-to-one communication, one-to-many communication, and many rounds of communication (of even short messages) all incur huge costs. The two common types of methods for computing global averages are Parameter Server [11] and Ring-Allreduce [12]. The former uses a central server and performs many-to-one and one-to-many communication. The latter places $n$ agents on a ring and uses $2n$ rounds of communication. Their running times grow linearly with the number of agents $n$. Calling them at every iteration of an iterative algorithm is very expensive.

Decentralized algorithms rely on inexpensive communication between directly-connected agents, and many different pairs of those agents communicate simultaneously. If every agent is connected only to a few others (in a so-called sparse graph), it takes constant time for all directly-connected agents to communicate at least once.
Decentralized algorithms can run on any connected network, even if the network topology changes dynamically. When a few agents or links are down, the algorithms run correctly on the remaining agents without modifications. Therefore, decentralized algorithms are more robust than those relying on a critical central agent or links.

It is worth mentioning there are natural networks (e.g., fish school) and man-created networks (e.g., transportation network), where controlling all the agents by a central leader is practically infeasible or prohibitively expensive \([13], [14], [15], [16]\). Decentralized algorithms are, therefore, fundamental methods for sensing, signal processing, and controlling in those networks.

We can write most known decentralized algorithms in a few lines of equations. However, realizing them in a computer network is quite complicated. In particular, implementing a set of coordinated communication steps between specific pairs of nodes requires a skillful application of low-level communication libraries. Therefore, despite the development of decentralized algorithms over the past two decades, we are yet to see a software package for their rapid implementations. Most decentralized algorithm developers have been simulating their algorithms on a single computer in Matlab or Python. The very few packages that can run in a computer network were written for specific algorithms and network topologies. Adapting them to another project requires modifying lower-level communication. The recent development further involves asynchrony, time-varying network topologies, and asymmetric communication have created an even higher implementation barrier.

We fill the gap between the rapid development of algorithms on paper and the lack of practice in real world with the introduction of BlueFog, a python library for straightforward, high-performance implementations of diverse decentralized algorithms.

1) Users with no experience with distributed systems can implement a decentralized algorithm in just a few clean lines of Python codes of a single program. The program will be run on multiple agents (with their different data) to achieve parallelism, which is commonly known as single program, multiple data (SPMD).

2) We design BlueFog to support a series of features for advanced users and future development. They include: the controls of partial-averaging coefficients, one-way communication in the pull and push forms, asynchrony, time-varying networks. We managed to keep the advanced communication primitives relatively simple through a unified abstraction of different decentralized communication operations.

3) BlueFog is designed to be used together with modern deep learning framework like PyTorch to train large deep neural networks. All features of these framework (e.g., network design, auto-differentiation, various optimizers) are unaffected.

4) We optimized BlueFog for efficient communication. BlueFog can be connected to a Message Passing Interface (MPI) library \([17]\) for multi-CPU computing or the NVIDIA Collective Communications Library (NCCL) \([18]\) for multi-GPU computing. On top of that, we implemented computation/communication overlapping, tensor fusion for multiple small tensors, hierarchical communication, and other acceleration techniques in BlueFog.

The BlueFog package comes with several examples as a tutorial. They include major decentralized algorithms for signal processing: decentralized gradient descent \([19], [20]\), exact diffusion \([21], [22]\), and gradient tracking \([23], [24], [25], [26], [27]\). We also include a deep-learning-based image classification example where BlueFog is \(1.2 \sim 1.8 \times\) faster than Horovod \([28]\), a state-of-the-art distributed training package based on Ring-Allreduce.

We comment on speed comparisons. Different distributed algorithms may return solutions in various manners.
Those using a central agent typically form the solution at the central agent. In decentralized algorithms, all the agents converge to (nearly) the same solution uniformly; we take the solution at the rank-0 node. Comparing the performances of these two types of algorithms is not merely a task of comparing their costs-per-iteration (though we do in this paper) but also the numbers of iterations or total times for reaching a solution of the same accuracy. The theoretical analyses of iteration complexities and total running times are out of the scope of this paper; see [1], [3], [29], [30], [4], [5], [31] for some recent decentralized algorithms that are proven faster than distributed algorithms. This paper, however, provides some numerical comparison results that demonstrate BlueFog.

BlueFog is an open-source project that was first available on GitHub in December 2019. It keeps evolving during the past two years, and the progress was reported in some conferences. BlueFog has provided demos for several distributed and decentralized algorithms introduced in [32], and it has supported all deep learning experiments in [4], [5], [33]. All BlueFog code and supporting documents can be found at https://github.com/Bluefog-Lib.

A. Organization

The rest of paper is organized as follows. Sec. II reviews decentralized optimization and algorithms. Sec. III provides a unified abstraction of the partial averaging operation that supports static or time-varying, push-style and pull-style, synchronous and asynchronous decentralized communication modes. Sec. IV illustrates the usage of BlueFog partial averaging with various applications in optimizations and signal processing. Sec. V highlights BlueFog’s system design that wraps the low-level decentralized communication primitives for providing state-of-the-art training performance for large-scale deep learning. Sec. VI discusses implementation details of BlueFog. The performance of BlueFog in deep learning training tasks are provided in Sec. VII. We conclude the paper in Sec. VIII.

II. A BRIEF REVIEW ON DECENTRALIZED OPTIMIZATION

A. Concepts and Theoretical Foundations

This section gives a quick review of the components of decentralized optimization through the example of the decentralized (stochastic) gradient descent.

**Problem.** Partition a set of data \( D \) to \( n \) computing nodes, where node \( i \) has access to local data \( D_i, i = 1, \ldots, n \). Suppose they collaborate to solve the distributed optimization problem:

\[
\min_{x \in \mathbb{R}^d} f(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x) \quad \text{where} \quad f_i(x) := \frac{1}{|D_i|} \sum_{\xi \in D_i} F(x; \xi_i). \quad (1)
\]

Node \( i \) can evaluate stochastic gradient \( \nabla F(x; \xi_i) \), by sampling \( \xi_i \) randomly, or compute the real gradient \( \nabla f_i(x) \). We use stochastic gradient in the rest of this section.

**Distributed method based on global averaging.** Each agent independently computes \( g_i^{(k)} = \nabla F(x_i^{(k)}; \xi_i^{(k)}) \), and they will synchronize across the entire network to achieve the globally averaged gradient to update \( x \). This method can be described by the equations:

\[
g_i^{(k)} = \nabla F(x_i^{(k)}; \xi_i^{(k)}), \quad i = 1, \ldots, n \quad \text{(local stochastic gradient)} \quad (2)
\]

\[
x^{(k+1)} = x^{(k)} - \frac{\gamma}{n} \sum_{i=1}^{n} g_i^{(k)} \quad \text{(global averaging)} \quad (3)
\]

where \( \gamma \) is the stepsize or learning rate. The global averaging can be implemented via Parameter Server or Ring-Allreduce, see Fig. 1 for illustrations. Global averaging typically incurs significant communication overhead, which motivates the following decentralized approach.

**Decentralized method based on partial averaging.** In decentralized stochastic gradient descent [34], [20], [19], each agent computes a stochastic gradient, updates its local copy of \( x \), and performs a partial averaging that involves
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the copies from its direct neighbors and itself. We can describe these steps by:

\[
x_i^{(k+\frac{1}{2})} = x_i^{(k)} - \gamma \nabla F(x_i^{(k)}; \xi_i^{(k)}), \quad i = 1, \ldots, n \tag{4}
\]

\[
x_i^{(k+1)} = w_{ii}x_i^{(k+\frac{1}{2})} + \sum_{j \in \mathcal{N}(i)} w_{ij}x_j^{(k+\frac{1}{2})}, \quad i = 1, \ldots, n \tag{5}
\]

where \(\mathcal{N}(i)\) is the set of neighbor agents of agent \(i\) and the weights \(w_{ij}\) are described below. The network topology and weights significantly affect the convergence performance and communication efficiency.

**Network topology.** Consider a directed graph \(G = (V, E)\), where \(V\) is the set of nodes and \(E\) is the set of directed edges. An edge \((i, j) \in E\) implies that node \(i\) can send information to node \(j\). For each node \(i\), define

\[
\mathcal{N}(i) = \{j : (j, i) \in E\} \quad \text{as its set of in-coming neighbors},
\]

\[
\mathcal{M}(i) = \{j : (i, j) \in E\} \quad \text{as its set of out-going neighbors.}
\]

Take node 5 as an example in Fig. [2]. It holds that \(\mathcal{N}(5) = \{1, 2, 3, 4\}\) and \(\mathcal{M}(5) = \{1, 3\}\).

**Weight matrix.** Given \(G\), define

\[
w_{ij} = \begin{cases} 
\in \mathbb{R} & \text{if } (j, i) \in E, \text{ or } i = j \\
0 & \text{otherwise.}
\end{cases}
\]

Weight \(w_{ij}\) is applied to the copy of \(x_j\) sent from node \(j\) to node \(i\) (notice the positions of \(j\) and \(i\) in the subscript); the weight is zero if node \(j\) cannot send messages to node \(i\). All weights form the matrix \(W := [w_{ij}]_{i,j=1}^{n \times n}\).

Commonly-used weight matrix \(W\) falls into one of the following three categories:

1. **Pull matrix** \(W\) satisfies \(W\mathbb{1} = \mathbb{1}\), i.e., every row adds up to 1. Pull matrix \(W\) is used with a directed graph.
2. **Push matrix** \(W\) satisfies \(\mathbb{1}^TW = \mathbb{1}^T\), i.e., each column of a push matrix \(W\) adds up to 1. Push matrix \(W\) is also used with directed graph.
3. **Standard weight matrix** \(W\) satisfies both \(W\mathbb{1} = \mathbb{1}\) and \(\mathbb{1}^TW = \mathbb{1}^T\) and used for undirected graph, as well as special directed graphs such as the exponential graph [33].

See Fig. [2] for examples of pull and push matrices. When \(W \geq 0\), a pull matrix is also known as a row-stochastic matrix, a push matrix as a column-stochastic matrix, and a standard weight matrix as a doubly-stochastic matrix. There are lots of flexibility into the selection of \(W\) to serve different needs.

Given \(W\), we can also deduce a directed graph \(G = (V, E)\) with \(V = \{1, \ldots, n\}\) and \(E = \{(j, i) : w_{ij} \neq 0\}\).

**Communication efficiency.** When the network topology is sparse (e.g., a ring or a one-peer exponential graph [33, 34]), each partial averaging step [5] incurs \(O(1)\) latency and \(O(1)\) transmission time (the inverse of bandwidth), which are independent of \(n\). Since each node only synchronizes with its direct neighbors, there is low synchronization overhead. Table [I] compares the communication times of partial averaging and global averaging; see more discussions in Sec. [II-B]. It is observed that all global averaging primitives scale at \(O(n)\), suffering from either a bandwidth-bound long delay or a long latency when \(n\) is large.

**Iteration complexity.** Iteration complexities, though unaffected by implementations, are essential properties of decentralized algorithms. We mention some recent results in passing. Although partial averaging alone is less
TABLE I
Communication costs comparison [35]. \( n \) is the number of nodes; \( M \) is message size; \( B \) is bandwidth; \( L \) is latency of direct communication.

| Comm. primitive      | Comm. cost       | Averaging type         | Note                        |
|----------------------|------------------|------------------------|-----------------------------|
| Parameter Server [11]| \( \frac{nM}{B} + nL \) | global averaging        | require a central node      |
| Ring-Allreduce [12]  | \( \frac{2M}{B} + 2nL \) | global averaging        |                             |
| Byte-PS [36]         | \( \frac{M}{B} + nL \) | global averaging        | require extra nodes         |
| BlueFog, partial averaging | \( \frac{M}{B} + L \) | partial averaging        |                             |

effective in aggregating information than global averaging, some decentralized algorithms can match or exceed the performance of global-averaging-based distributed algorithms: [1], [29] established that decentralized SGD can achieve the same asymptotic linear speedup in convergence rate as (parameter server based) distributed SGD; [3], [33] used exponential graph topologies to realize both efficient communication and effective aggregation by partial averaging; [37], [38], [41], [49] improved the convergence rate of decentralized SGD by removing data heterogeneity between nodes; [40], [4], [30], [41] enhanced the effectiveness of partial averaging by periodically calling global averaging. BlueFog can implement all these algorithms including those use global averaging.

**Brief history of decentralized optimization.** Decentralized optimization can be traced back to [42]. Since then, it has been intensively studied in the control and signal processing communities. The first decentralized algorithms on general optimization problems include decentralized gradient descent [19], diffusion [34], [20], [43], and dual averaging [44]. Various primal-dual algorithms come out to further speed up the convergence, and they are based on alternating direction method of multipliers (ADMM) [45], [46], explicit bias-correction [47], [48], [49], gradient tracking [23], [24], [25], [26], and dual acceleration [50], [51]. In deep learning tasks, decentralize SGD also attracted a lot of attentions recently. Many efforts have been made to extend the algorithm to time-varying topologies [29], directed topologies [3], [27], asynchronous settings [2], and data-heterogeneous scenarios [52], [53], [31], [37], [38], [54], [39]. Techniques such as quantization/compression [55], [56], [57], [58], [59], periodic updates [60], [29], [61], and lazy communication [62], [63] were also integrated into decentralized SGD to improve communications.

### B. Related works

**Libraries that support global averaging.** Parameter Server (PS) [11] is a well-known architecture adopted early in TensorFlow [64] where all workers communicate with the central parameter server(s). It easily suffers from communication bottlenecks. If every worker sends a message of size \( M \) to the central server and the network interface is saturated by every message, the total communication in PS is \( n(M + L) \). Like PS, the Ring-Allreduce [12] architecture organizes all nodes on a ring and divides each local gradient tensor into \( n \) chunks for parallel communication. Ring-Allreduce achieves a remarkable communication time of \( \frac{2M}{B} + 2nL \). The bandwidth-bound time \( \frac{2M}{B} \) is optimal [65], where constant 2 is not improvable (without hardware additions). Ring-Allreduce has been implemented in Horovod and Pytorch. Fig. 1 illustrates the Parameter Server and Ring-Allreduce operations. Another framework BytePS [36] is based on PS-lite [66] and can reduce the bandwidth cost from \( \frac{2M}{B} \) to \( \frac{M}{B} \) using \( n \) additional CPU servers. Instead of passing each of the \( n \) chunks over a ring, each worker pushes its \( i \)th chunk to server \( i \) and pulls the accumulated chunk back, achieving a total communication time of \( \frac{M}{B} + nL \). The communication overheads of Parameter Server, Ring-Allreduce, and BytePS are listed in Table I.

**Libraries that support partial averaging.** The open-source codes or libraries to provide the system-level partial averaging are limited. The codes brought along with [3], [67] implemented only the decentralized algorithms proposed therein. Prague [68] wraps all-reduce or broadcast operations, which is smart but relatively inefficient and restrictive. In particular, Prague forms a ring from a random subset of nodes and then ring-allreduces over them, thus ruling out other effective topologies such as the exponential graph [3], [33].

BAGUA [69] is a recent open-source library that supports both global and partial averaging, offers full- and low-precision operations, and focuses on efficient deep learning. It does not support asynchronous communication, diverse and time-varying network topologies, and directed communications in pull- and push styles, which are supported by BlueFog to implement algorithms such as push-sum [3] and push-pull [70], [71], as well as more...
recent decentralized algorithms using those features. BlueFog supports classic decentralized optimization and control with a tutorial that covers several examples, in addition to deep learning.

C. Notation and Terminologies

BlueFog lies in the intersection between decentralized optimization and high-performance computation communities, so we use terms from both communities. Throughout the paper, we use process, node, and agent interchangeably. Each node has a unique ID called rank, a number starting from 0. The number of nodes is called the size of the graph. A super node refers to a physical machine, which may include one or more nodes inside. Most low-level communication primitives are named following the convention in MPI. We call the out-going and in-coming nodes as the destination and source nodes of that communication, respectively. Lastly, we use the terms topology, graph or network interchangeably to indicate how all nodes are connected.

III. ABSTRACTION OF DECENTRALIZED COMMUNICATION

Decentralized algorithms are diverse. For BlueFog to provide a clean and consistent interface, we begin with summarizing the major dimensions that describe the variations in how decentralized algorithms communicate:

1) Communicate over static or time-varying topology. The underlying topology in decentralized communication can remain static or keep changing over iterations.

2) Communicate in a push- or pull-style. The weight matrix associated with the topology can be push stochastic or pull stochastic; see Sec. II-A for the discussion on the weight matrix.

3) Communicate in a synchronous or asynchronous mode. Each node in decentralized communication can communicate and update information with or without synchronization with its neighbors.

An algorithm may include one or multiple of these features. For example, push-DIGing [25] uses synchronous communication in the push style over a time-varying topology. We develop primitives to support the above features, with more advanced primitives offer richer features and also require more inputs from the user.

The discussion in this section focuses on how we define and organized the programming interfaces, instead of their syntax, which we introduce in the next section with examples.

A. Decentralized communication over static topology

We start with the primitives for the simplest case – synchronous communication over a static graph:

\[ \mathcal{G} = (V, E) \] (Global view)

By global view, we mean the information of the graph, including all the nodes, edges, and weights, is made available to all the nodes. Once set up, \( \mathcal{G} \) remain unchanged. The BlueFog primitive for this setup is:

\[
\text{set\_topology(graph\_object)} \rightarrow \text{bool}
\]

where “graph\_object” also contains the weight matrix \( W \). BlueFog includes built-in implementation of commonly-used topologies including ring, grid, static exponential graph, and a few others. The user can create their own graphs with BlueFog.

After a graph is set up, each node can access the weights for its partial averaging. BlueFog provides the following collective communication primitive for partial averaging [5]:

\[
\text{neighbor\_allreduce(tensor, name)} \rightarrow \text{tensor}
\]

While partial averaging is a math term, its implementation neighbor allreduce follows the MPI naming convention, where reduce stands for reducing multiple tensors into one, all means all processes (nodes) are involved, and neighbor modifies “all” to include only the neighbors. Unlike allreduce, neighbor\_allreduce returns different tensor values for different nodes in general as they may have different neighbors and use different weights. It is clearly not a stateless function.
B. Push- and pull-style communication over time-varying topology

The primitives of last subsection cannot be applied to create time-varying graphs. We use a new primitive for time-varying graphs, which provides each node with a local view (e.g., the weights associated with its neighbors).

Another way to define decentralized communication is through the local view of each process (node). Recall the set of in-coming neighbors and out-going neighbors introduced in (6) and (7) are all local information associated with each node $i$. Knowledge of these two sets is sufficient to conduct partial averaging through local view. To this end, we extend partial averaging (5) to the time-varying topology as follows

$$x_i^{(k+1)} = w_i^{(k)} x_i^{(k)} + \sum_{j \in \mathcal{N}(i)} r_{ij}^{(k)} s_{ij}^{(k)} x_j^{(k)}$$

(10)

where $r_{ij}^{(k)} \in [0, 1]$ and $s_{ij}^{(k)} \in [0, 1]$ both are the associated scaling weights when node $j$ sending the information to node $i$ at iteration $k$. Note that ‘$r$’ stands for receiving-side scaling and ‘$s$’ stands for sending-side scaling. If $r_{ij}^{(k)} s_{ij}^{(k)} = w_{ij}^{(k)}$ and $w_{ij}^{(k)}$ remains static for each iteration $k$, the recursion (10) reduces to the partial averaging step in (5). By introducing a dummy variable $y_{ij}$, the above partial averaging operation is equivalent to

$$y_{ij}^{(k)} = s_{ij}^{(k)} x_j^{(k)}, \quad i \in \mathcal{M}(j) \quad \text{(push-style communication)}$$

(11)

$$x_i^{(k+1)} = w_i^{(k)} x_i^{(k)} + \sum_{j \in \mathcal{N}(i)} r_{ij}^{(k)} y_{ij}^{(k)} \quad \text{(pull-style communication)}$$

(12)

In the push-style communication (11), a sending node $j$ will scale its own variable $x_j^{(k)}$ with weight $s_{ij}^{(k)}$ to achieve $y_{ij}^{(k)}$, and push it to each of its out-going neighbor. In the pull-style communication (12), a receiving node $i$ will pull $y_{ij}^{(k)}$ from its in-coming neighbors and scales them with $r_{ij}^{(k)}$. Fig. 3 illustrates the push- and pull-style communications. Two circles are drawn around the sending node $j$ and receiving node $i$, respectively. The left circle illustrates the pull-style communication (12) while the right illustrates the push-style communication (11).

![Fig. 3. A illustration of the push- and pull-style communications. Node $i$ is pulling information from its in-coming neighbors while node $j$ is pushing information to its out-going neighbors. Note the pull-style circle and push-style circle are not necessary separable as plotted.](image)

The introduction of the dummy variable $y_{ij}$ completely decoupled the pull-style communication with the push-style communication. A pure push-style partial averaging can be achieved by setting $r_{ij}^{(k)} = 1$ and $s_{ij}^{(k)} = w_{ij}^{(k)}$. In addition, it is easy to guarantee $\sum_{i=1}^n s_{ij}^{(k)} = 1$, i.e., utilize push weight matrix, since the weights $\{s_{ij}\}_{i=1}^n$ is determined by the sending node $j$. Similarly, a pull pull-style partial averaging can be achieved by setting $r_{ij}^{(k)} = w_{ij}^{(k)}$ and $s_{ij}^{(k)} = 1$, and $\sum_{j=1}^n r_{ij}^{(k)} = 1$, i.e., utilization of the pull weight matrix, can be easily guaranteed since the weights $\{r_{ij}\}_{j=1}^n$ is determined by the receiving node $j$. When $r_{ij}^{(j)} \neq 1$ and $s_{ij}^{(j)} \neq 1$, both push- and pull-style communications exist in partial averaging.

The neighbor_allreduce primitive provided in BlueFog supports (11) and (12) as follows

```
neighbor_allreduce(tensor, name, [self_weight, dst_weights, src_weights]) \rightarrow tensor
```

To be consistent with decentralized communication over static topology, we exploit the same function name but extend it with three more optional argument: self_weight, src_weights, and dst_weights. Here self_weight is simply a scalar corresponding to $w_{ii}$ for node $i$. In a local view of node $i$, src_weights stands for the weights $\{r_{ij}\}_{j=1}^n$ to scale tensors received from in-coming source nodes; similarly, dst_weights
denotes \( \{s_{ij}\}_{i=1}^n \) to scale tensors sent to out-going destination nodes. These three arguments enable partial averaging to be conducted with push-style, pull-style, or push-pull-style communication. In addition, the time-varying topology is now allowed since these three arguments can be passed to \texttt{neighbor\_allreduce} per iteration. Furthermore, the \texttt{neighbor\_allreduce} primitive\footnote{Only four configurations of the arguments are meaningful: 1) no arguments for static topology usage; 2) \texttt{self\_weight} and \texttt{dst\_weights} for pure dynamic push-style communication; 3) \texttt{self\_weight} and \texttt{src\_weights} for pure dynamic pull-style communication; 4) \texttt{self\_weight}, \texttt{src\_weights}, and \texttt{dst\_weights} for dynamic push-pull-style communication.} should also support automatic topology check (which is discussed in details in Section \texttt{VI-C}) to examine whether the weights specified by users are valid; otherwise the program may get stuck when the sending and receiving process do not match with each other.

C. Asynchronous decentralized communication

Asynchronous decentralized communication is much more complicated than the synchronous one \cite{2}, \cite{72}, \cite{35}. The key feature of asynchronous communication between processes is it decouples tensor movement with process synchronization. In other words, one process (node) is allowed to move tensors without synchronization with remote processes (i.e., the neighboring nodes).

This section proposes a solution inspired by the Remote Memory Access (RMA) technique \cite{73}, \cite{74}. To enable asynchronous decentralized communication, each node (process) first registers a \textit{window}, which is a memory chunk created for neighbors. A node can create multiple windows, and each window will be associated with a unique name and an immutable tensor. The total memory size of these windows is determined by the shape of the tensor as well as the number of in-coming neighbors. For example, if node 1 has two in-coming neighbors (say node 3 and node 5) and it owns a model parameter named “\textit{convolution.layer1.weights}” with a shape of \( 5 \times 5 \times 3 \), then it will register a continuous memory chunk capable to store a 150-length vector\footnote{The exact memory size in bytes will be determined by the data type and systems.} \((150 = 5 \times 5 \times 3 \times 2)\), with the first half storing model “\textit{convolution.layer1.weights}” received from node 3 and the remaining half from node 5.

The following two primitives are developed in BlueFog for the window creation and deletion.

\begin{verbatim}
win_create(tensor, name) → bool
win_free(name) → bool
\end{verbatim}

Note that topology is not specified in these primitives, and the global topology setting will be taken by default.

BlueFog next provides three communication primitives \texttt{neighbor\_win\_put}, \texttt{neighbor\_win\_get} and \texttt{neighbor\_win\_accumulate} (the names are borrowed from MPI protocol) to manipulate the remote memory. As their name indicate, \texttt{neighbor\_win\_put} puts local tensors to the window buffers maintained by its neighbors while \texttt{neighbor\_win\_get} fetches neighbors’ local tensors to its own local window buffers, see the illustration in Fig. 4. Primitive \texttt{neighbor\_win\_accumulate} performs similarly to \texttt{neighbor\_win\_put}, but the former adds local tensor to the existing window buffers maintained by its neighbor while the latter overwrites those buffers.

During the window creation, we utilize static topology since frequently allocating and de-allocating windows are expensive. BlueFog provides the \texttt{dst\_weights} and \texttt{src\_weights} dictionary as arguments to the following three primitives to enable asynchronous data transferring defined over the dynamic topology. Note the window allocation is associated with the global static topology, which implies the ranks used in \texttt{dst\_weights} and \texttt{src\_weights} should be the subset of the neighbors defined under the global static topology.

\begin{verbatim}
neighbor\_win\_get(tensor, name, [src\_weights]) → bool
neighbor\_win\_put(tensor, name, [self\_weight, dst\_weights]) → bool
neighbor\_win\_accumulate(tensor, name, [self\_weight, dst\_weights]) → bool
\end{verbatim}

Note that these primitives support either \texttt{dst\_weights} or \texttt{src\_weights} but not both. Also, the put and accumulate primitive are suitable for push-style communication while the get one is for pull-style communication.

These remote tensor transferring primitives alone are insufficient for asynchronous decentralized communication because 1) the local process does not know when the window buffer is updated and 2) above three communication primitives only transfer or manipulate the tensor within the window buffer, which is not the same tensor that used for local computation. As a result, one more primitive is provided in BlueFog to fill the gap –
Fig. 4. A illustration figure of win_put and win_get called by rank 0 (without any dst_weight or src_weight setting). In this example figure, the tensor is simply a scalar and each node has two in-coming neighbors.

**win_update.** The functionality of win_update is in two-folds. First, it updates the buffer to ensure the tensors kept in window buffers, which may have been changed through neighbor_win_put, neighbor_win_get, or neighbor_win_accumulative, are synchronized and visible to local process. Second, it returns a tensor achieved by averaging the local and neighbors’ tensors.

\[
\text{win_update(name, [self_weight, src_weights])} \rightarrow \text{tensor}
\]

The behavior of win_update operation should return a weighted average tensor based on the local tensor and the latest tensor value from neighbors stored in the local window. We leave the usage of above asynchronous primitives in the asynchronous push-sum example in Sec. IV-C.

### IV. Application Examples

BlueFog implemented all previous mentioned communication primitives. Before explanation of implementation and the system design for deep learning usage, this section will first illustrate the usage of the decentralized communication primitives with examples in classical optimization.

#### A. Partial averaging over static graphs for linear regression

**Decentralized linear regression.** Suppose all nodes collaborate to solve the following linear regression problem

\[
x^* = \arg \min_{x \in \mathbb{R}^d} \frac{1}{2n} \sum_{i=1}^{n} \| A_i x - b_i \|^2
\]

where \( A_i \) and \( b_i \) are local data kept by node \( i \). The target is to let each node \( i \) achieve the optimal solution \( x^* \).

**Decentralized gradient descent.** Decentralized gradient descent (DGD) is among the most widely-used approaches to solving problem (15). In particular, DGD with static graph topology will iterate as follows:

\[
x_i^{(k+\frac{1}{2})} = x_i^{(k)} - \gamma A_i^T (A_i x_i^{(k)} - b_i)
\]

(local update) (16)

\[
x_i^{(k+1)} = w_{ii} x_i^{(k+\frac{1}{2})} + \sum_{j \in \mathcal{N}(i)} w_{ij} x_j^{(k+\frac{1}{2})}
\]

(partial averaging) (17)

where \( \mathcal{N}(i) \) is the in-coming neighbors of node \( i \).

**Code.** We set the topology as the static exponential graph in the following DGD implementation, which is established in (33) to be both sparse and well-connected. Note that such static exponential graph and its associated weight matrix \( W \) has already been implemented in the BlueFog library. Users can directly set it as the default topology over which DGD runs. The code snippet of the DGD implementation using BlueFog is shown in Listing I. The complete code can be referred to BlueFog online tutorial[4]. It is observed that the DGD implementation using

[4] https://github.com/Bluefog-Lib/bluefog-tutorial/tree/master/Section%203
BlueFog is pretty straight-forward; the code is basically the python interpretation of the math equation (16)–(17). In addition to the exponential graph, many other directed or undirected static topologies have also been implemented in BlueFog such as ring, star, mesh, and fully-connected topology. Users can also set up their own topology in BlueFog to facilitate decentralized algorithms.

```python
import bluefog.torch as bf
bf.init()  # Initialize the BlueFog
G = bf.ExponentialTwoGraph(bf.size())
bf.set_topology(G)

# Set topology as static exponential graph.

for ite in range(maxite):
    grad_local = A.t().mm(A.mm(x) - b)  # compute local grad
    y = x - gamma * grad_local  # local update
    x = bf.neighbor_allreduce(y)  # partial averaging
```

Listing 1. BlueFog implementation of the DGD algorithm to solve decentralized linear regression.

Other well-known algorithms such as Exact-Diffusion and Gradient-Tracking to solve problem (15) over static undirected or time-varying directed topology are implemented using BlueFog in Appendix A and B.

B. Partial averaging over time-varying graphs

Mobile adaptive networks. Mobile adaptive networks are classical applications of decentralized optimization over networks. A typical example of mobile adaptive network is the fish schools. While each single fish has limited abilities, the fish schools can exhibit sophisticated behavior that arises from interactions among adjacent members of the school. When a predator is sighted or sensed, the entire school of fish adjusts its configuration to disperse. The fish schools can even encircle or attack the predator with remarkable disciplines.

In this subsection, we simulate the above behaviour of fish schools with BlueFog. We mimic each fish with one process in a CPU cluster. With the system-level neighbor-allreduce, neighbor-allgather, and the topology-oriented APIs provided by BlueFog, we can easily schedule the time-varying fish topology, recognize the dynamic neighborhood, and conduct local information exchange between neighboring fishes. Note that the topology of fish schools is highly dynamic especially when fishes are escaping or encircling, this simulation will test how robust BlueFog is to dynamic topology scheduling.

Problem formulation. Consider \( n \) fishes distributed over some spatial region. Two fishes are said to be neighbors if they are within a predefined distance. The objective of the fish school is to estimate the predator’s location in a fully decentralized manner and take actions such as disperse or encircle. The estimation of the predator’s location can be formulated into a distributed optimization problem. For fish \( i \) at time \( k \), it will have a local estimate of the distance \( d_i^{(k)} \) and the azimuth angle \( \theta_i^{(k)} \) between the predator and itself. If we denote the direction vector as \( u_i^{(k)} = [\cos \theta_i^{(k)} \sin \theta_i^{(k)}]^T \in \mathbb{R}^2 \), the relation between distance \( d_i^{(k)} \), the fish’s current position \( x_i^{(k)} \), and the predator’s position \( w^* \) can be characterized as

\[
    d_i^{(k)} = (u_i^{(k)})^T (x_i^{(k)} - w^*) + n_i^{(k)},
\]

where \( n_i^{(k)} \) denotes additive noise. If we let \( f_i(w) = \frac{1}{2} [d_i - u_i^T (x_i - w)]^2 \) to be the local loss function of fish \( i \) to estimate the predator’s position \( w^* \), the global loss function of the fish schools to estimate the predator’s position can be formulated as

\[
    w^* = \arg \min_w \{ \sum_{i=1}^{n} f_i(w) \},
\]

which is a distributed optimization problem and can be solved with decentralized stochastic gradient descent (4) and (5). When \( w_i^{(k+1)} \) is estimated at time \( k \), each fish will either escape from the predator or encircle it at time \( k + 1 \). The detail to formulate these fish behaviors can be referred to [73].

Code. The simulation of fish schools with BlueFog is to illustrate how to use partial averaging over time-varying graphs. The code snippet is shown in Listing 2. Note the neighborhood at each iteration is determined by the argument `src_weights`, which is a dictionary mapping the rank to the scaling weights. The argument `src_weights` is updated at each iteration through the neighbor location collections function and Metropolis-Hastings Rule.

```python
# x: self location; v: self velocity; w: predator location;
for k in range(maxite):
    # x: self location; v: self velocity; w: predator location;
    for k in range(maxite):
        grad_local = A.t().mm(A.mm(x) - b)  # compute local grad
        y = x - gamma * grad_local  # local update
        x = bf.neighbor_allreduce(y)  # partial averaging
```
Fig. 5. The fish schools dispersed when encountering a predator.

Fig. 6. The fish schools encircled and trapped the predator.

```
...  
nb_ranks, nb_degrees = get_neighbor_ranks(x, loc_map, threshold)

# Set topology weights according to Metropolis-Hastings Rule.
self_weight, src_weights = get_mh_weights(nb_ranks, nb_degrees, bf.rank())

# observe noisy dist and direct to predator
# w_star is a predefined predator’s position
# w_star can change with time
  d, u = get_dist_and_direct(x, w_star)

  # estimate predator’s position w with D-SGD
  grad = cal_grad(x, w, d, u)
  w = w - gamma * grad
  # Pull-style neighbor communication
  w = bf.neighbor_allreduce(x, self_weight=self_weight, src_weights=src_weights)

  # take escape or encircle actions
  # location and velocity will get changed
  if escap_cond:
    x, v = escape(x, v, w)
  elif encircle_cond:
    x, v = encircle(x, v, w)
```

Listing 2. Code snippet to simulate school fishes

Simulation results. Figs. 5 and 6 depict how the fish schools disperse from and encircle a predator, respectively. These two figures illustrate that BlueFog is very effective to conduct partial averaging over dynamic topologies.

C. Asynchronous push-style partial averaging

Average consensus problem. This subsection will provide an example on how to use asynchronous push-style primitives. Due to the complexity of asynchronous operations, we only consider the simple average consensus problem for illustration. Suppose every agent \(i \in V\) has a vector \(x_i^{(0)}\). The goal is for all the agents to obtain the average

\[
x^* = \frac{1}{n} \left( x_1^{(0)} + x_2^{(0)} + \cdots + x_n^{(0)} \right).
\]  

(18)
Since the channel between each pair of connected nodes may vary drastically in communication efficiency, it is possible that some node will finish the partial averaging earlier than the others. Asynchronous average consensus algorithm is proposed to avoid idleness in the fast node when it waits for the slow nodes.

### Asynchronous push-sum average consensus algorithm

The vanilla asynchronous average consensus algorithm will result in a biased average for each node. To remove the bias, the push-sum asynchronous algorithm is proposed:

\[
\begin{align*}
    x_i^{(k)} &= w_{ii} x_i^{(k-1)} + \sum_{j \in N(i)} w_{ij} x_j^{(k-\delta_j)} \\
p_i^{(k)} &= w_{ii} p_i^{(k-1)} + \sum_{j \in N(i)} w_{ij} p_j^{(k-\delta_j)} \\
y_i^{(k)} &= x_i^{(t)} / p_i^{(k)}
\end{align*}
\]

where \( p_i \) is a scalar correct \( x_i \) and is initialized as value 1, and \( \delta_j \) stands for some index difference since there is no global synchronized index in the asynchronous setting. When the weight matrix \( W = [w_{ij}] \) is column stochastic, i.e. \( \sum_i w_{ij} = 1 \), it is proved in \([76],[77]\) that each \( y_i^{(k)} \) will converge to the unbiased consensus value \( x^\star \). For this reason, we will utilize the asynchronous primitives provided by BlueFog in the push-style.

**Code.** The following code snippet is to illustrate how to use partial averaging in the asynchronous and push-style mode. The complete code and experimental results can be referred to BlueFog online tutorial\(^5\).

```python
1 p = torch.DoubleTensor([1.0]).to(x.device)  # associated p for correction
2 x_ext = torch.cat([x, p], 0)
3 bf.win_create(x_ext, name="x_ext", zero_init=True)
4
5 # Set up the weights through the push-style.
6 outdegree = len(bf.out_neighbor_ranks())
7 dst_weights = {rank: 1.0 / (outdegree + 1) for rank in bf.out_neighbor_ranks()}
8 self_weight = 1/(1+outdegree)
9
10 for i in range(args.max_iters):
    11    bf.win_accumulate(x_ext, name="x_ext", self_weight=self_weight,
    12                      dst_weights=dst_weights, require_mutex=True)
    13    bf.win_update_then_collect(name="x_ext")
    14    x, associated_p = x_ext[:-1], x_ext[-1]
15
16 bf.barrier()  # Because different processes may end in different time.
17 bf.win_update_then_collect(name="x_ext")
18 bf.win_free(name="x_ext")
```

**Listing 3.** Example of using asynchronous primitives to implement the push-sum algorithm.

**Remark.** There are a few details in Listing 3 that we do not discuss in the previous sections. First, we add a new argument \texttt{require_mutex=True} in \texttt{bf.win_accumulate}. Such mutex is to guarantee the memory read and manipulation operations will not be conducted at the same time, which is crucial to avoid the date race problem since two process do not synchronize with each other. Second, we use \texttt{win_update_then_collect} instead of \texttt{win_update}. The former operation will reset the window memory, i.e. setting all the elements in the window to be zero, after reading it. This operation needs to be atomic so that the sum of \( p_i^{(k)} \) (the sum of the value in the local tensor and the corresponding windows) over all agents is guaranteed to remain as the initial value in all iterations.

### V. System Design

Besides the low-level communication primitives discussed previously, more system-level design is required to construct a powerful framework supporting generic decentralized training with great performance. In this section, we will discuss what extra system-level components and optimizations we deploy enables BlueFog to achieve the state-of-the-art performance for large-scale deep neural network training tasks.

\(^5\)https://github.com/Bluefog-Lib/bluefog-tutorial/tree/master/Section%206
The design philosophy for these high-level APIs shift a little from these low-level communication primitives. The later ones expose many but universal control knobs out so that the user can have full freedom and capability to design various decentralized algorithms. In contrast, we make high-level APIs concise and easy-to-use to support a few off-the-shelf high performance decentralized optimization solutions. But we still leave users the whole control over topology choices which can applied on any generic decentralized algorithm.

First, we provide an example of using BlueFog for a deep neural network training task:

```python
import torch
import bluefog.torch as bf
...
# initialization and model and data settings.
...
opt = optim.SGD(model.parameters(), lr=0.01)
# BlueFog wraps the standard optimizer to use the decentralized communication
# to fuse the information with neighbors.
opt = bf.DistributedAdaptThenCombineOptimizer(
    optimizer=opt,
    model=model,
    communication_type=CommunicationType.neighbor_allreduce)
for batch_idx, (data, target) in enumerate(train_loader):
    ...
    # Generate dynamic topology weights
    opt.self_weights = self_weights
    opt.src_weights = src_weights
    opt.enable_topo_check = True
    # Periodic global allreduce
    opt.communication_type = CommunicationType.allreduce if batch_idx % 20 == 0
        else CommunicationType.neighbor_allreduce
    # Forward and backward computation.
    output = model(data)
    loss = F.cross_entropy(output, target)
    loss.backward()
    opt.step()
    ...
```

Listing 4. Example of using distributed optimizer wrapper. The topology information is passed down to optimizer through external control. In the example, it also periodically runs global allreduce every 20 iterations.

In the code snippet above, we omit most initialization, model, and data setting. This is because the BlueFog optimizer should be non-intrusive by design and all parts unrelated to the optimizer should remain the same as the standard distributed training code. Basically, what the user need to do is just to wrap the standard optimizer with the BlueFog API, transforming the original optimizer into a decentralized one. As seen in the above example, the wrapped optimizer also accepts the arguments like src_weights, communication_types, etc, to configure the communication to be executed at each iteration. These settings should be placed before the forward and backward computation because the communication may trigger during the forward propagation, the backward propagation, or the step function, depended on what kind of decentralized optimizer is used. Next, we delve into a few key components that BlueFog adopts under these high-level APIs.

A. Overlapping communication and computation

Typically, both communication and computation are time-consuming resource-intensive operations. The communication operations are mainly handled by network interface cards (NICs) and the communication overhead mostly comes from waiting the information sending to / received from other processes, while most (forward or backward propagation) computation operations happen on the CPU/GPU. These two types of operations by nature are independent, so ideally, executing communication and computation in parallel whenever possible is a good strategy to reduce overhead and make full use of system resources, which is also the key to gain more linear scaling speedup in the decentralized learning scenario.

Here, we first focus on the low-level primitives, which allows users not only to design various decentralized algorithms freely but also to easily write programs enjoying great performance boost by parallelism. In the later sub-section, we will show how we integrated this notion into the decentralized optimization algorithm to provide system level optimization.
To empower this idea, we support the non-blocking version of `neighbor_allreduce` primitives. The non-blocking version shares the same input arguments with the blocking counterpart, but they differ in what they return. The blocking one wait until the communication is finished then returned the combined tensor, which obviously doesn’t allow the user to overlap it with computation. The nonblocking one, instead, returns a handle (basically an unique integer) to identify the communication request. Because the nonblocking API doesn’t need to wait for other nodes to finish communication, it can return the handle immediately. Behind the scene, BlueFog system transfers the handle to a separate thread dedicated for communication. Hence, the user can write other computation routine after the nonblocking API. When the results of communication are required, an extra `bf.wait()` API, taking the previous returned handle as input, should be called. It mainly synchronize with other nodes to ensure the communication finishes, returning a reduced tensor as output. The following Listing 5 illustrates the usage of non-blocking operation.

```
handle = bf.neighbor_allreduce_nonblocking(x, self_weight, src_weights, dst_weights)
grad = ComputeGradient(x)  # Communication in parallel
# Wait() returns the tensor until the communication is done
x = bf.wait(handle) - lr * grad
```

Listing 5. Example of using nonblocking function to overlapping the communication and computation.

As for the asynchronous operations, like `neighbor_win_put`, `neighbor_win_get`, etc, they also have their corresponding nonblocking version of APIs. Note that asynchronous and nonblocking are two orthogonal concepts here. The former is defined between the two separated nodes or processes and the later is defined within the local node between communication and computation threads.

### B. Enabling hierarchical communication

Previously, we only consider the ideal case where each node is equivalent to each other; the nodes are isotropic in terms of placement; the bandwidth between each node pair is the same. However, it is extremely difficult to have a practical system perfectly align to these ideal conditions. Here we mainly consider one case that the bandwidth and placement of GPUs are different. Take DGX-1 for instance\[78]. Its intra-machine communication between GPUs uses high-speed NV-Links, while its inter-machine communication uses slower NICs. Multiple rounds of intra-machine communication may take the same or even less time than a single inter-machine one. This implies that we should minimize the inter-machine communication as long as it does not change the functionality.

Hence, BlueFog introduces another API `hierarchical_neighbor_allreduce` for networks with two tiers of communication speeds, which contain multiple super nodes (machines) benefiting from faster intra-machine communication. See Fig. 7 as an example. Its execution can be divided into three stages. Firstly, within the same machine, all local nodes communicate with each other and formulate a local averaged tensor to represent the result from the machine. Then, the super node (a particular local node inside the machine) talks with the machine neighbor to compute the neighborhood averaging. Lastly, all the local nodes within the machine set the neighbor averaged value from machine level communication as its local averaging result.

Unlike the hierarchical version of `allreduce` operator, which shares the same functionality but just different implementations with non-hierarchical one, the `hierarchical_neighbor_allreduce` is no longer equivalent to its non-hierarchical counterpart in terms of functionality. Mainly, it is because the topology and the corresponding neighborhood definition are based on the super-node (machine) level instead of local node (process rank) level. Under a homogeneous environment, i.e. the number of nodes inside each machine is the same, the translation between node rank and machine rank is easy as follows:

\[
\text{machine\_rank} = \text{rank} \mod \text{local\_size}, \quad \text{rank} = \text{machine\_rank} \times \text{local\_size} + \text{local\_rank}
\]

where \mod means the integer division and local\_rank and local\_size represent the rank and size of processes inside one physical machine/super node, respectively. The behavior of the hierarchical API is ill-defined when difference machines have different number of processes. So, we don’t recommend the usage of this API under this situation.

In summary, we have these two new corresponding APIs

```
set_machine_topology(graph_object) → bool
```

```
hierarchical_neighbor_allreduce(tensor, name, [self_weight, src_layer_weights, dst_layer_weights]) → bool
```
Note we adopted the same style as `neighbor_allreduce` except adding keyword ‘machine’ to the arguments. Be default, the machine rank that each process or node belongs to is automatically detected by the program.

Fig. 7. The illustration of hierarchical `neighbor_allreduce`. In this example, each machine own two processes and $X_k$ represents the input tensor at rank $k$.

Fig. 8. A timeline illustration of AWC and ATC algorithm over a three-layer neural network. Note this is an illustration for the toy example without other optimization techniques. In practice, due the tensor fusions and negation between the nodes, the pattern may vary.

C. Triggering communication in deep learning optimizers

With the nonblocking APIs discussed in Section V-A, we are able to overlap the time for communication and computation. Obviously, more time we can overlap between them, better linear speedup we can get when the network size scales up. In consequence, we should trigger the communication as early as possible. Typically, the decentralized algorithms have at least two variants in terms of the execution order between communication and computation. In contrast, the allreduce based algorithm is always triggered after gradients are computed by the backward propagation. Using the Decentralized SGD algorithm as example, we have the following two variants:

\[
x_i^{(k)} = \sum_{j \in N'(i)} w_{ij} x_j^{(k-1)} - \gamma \nabla F(x_i^{(k)}; \xi_{k+1}^i) \quad \text{(AWC style)} \tag{22}
\]

\[
x_i^{(k)} = \sum_{j \in N'(i)} w_{ij} \left( x_j^{(k-1)} - \gamma \nabla F(x_i^{(k)}; \xi_{k+1}^i) \right) \quad \text{(ATC style)} \tag{23}
\]

We call (22) as Adapt-While-Communicate (AWC) style algorithm and call (23) as Adapt-Then-Communicate (ATC) style algorithm. As their names indicated, AWC algorithm can perfectly perform the computation and communication in parallel while ATC algorithm have to communicate after the computation is done. The situation is slightly more complicated if we apply these two algorithm variants on the deep neural network (DNN) training since gradient computation for DNN is layer-wise [79], [80]. This layer-wise computation nature implies that we can execute the communication of partial parameters (commonly the parameters in one layer) when all pre-requisition computation is done. This is crucial because even for the ATC-style algorithm (23) although the communication has to wait until the gradient is computed, we can still overlap the communication of one layer with the computation of the next layer. Consider a concrete example of applying (22) and (23) on a toy three-layer neural network, of which the timeline is illustrated in Fig. 8. In deep learning frameworks like PyTorch, it provides the hook that can register the function to be triggered when the forward computation or backward propagation of a layer is finished. In the figure, we can see that we register the communication for the AWC-style algorithm when the forward computation is done since it can maximize the overlapping; while it is not possible for the ATC-style algorithm but we can still...
register it under the backward one. Moreover, it is not hard to deduce that the deeper the neural network is, the larger portion the communication in ATC-style algorithm may overlap with its computation. Here we discussed the optimizers corresponding to ATC- and AWC-style. Actually, BlueFog provides more off-the-shelf high-level APIs for different styles of optimizers. Please refer to the BlueFog documentation website for more information.

D. Miscellaneous system components

There are more system components that BlueFog implements for extra functionalities or performance boost such as tensor fusion for the merging multiple small tensor together, difference scaling strategies for the push-style and pull-style settings, timeline function to analysis the usage of each operation, the distributed mutex implementation for the window primitives, tolerating different orders of gradients or parameters triggered in different agents, etc. Since BlueFog already provides several wrapped decentralized optimizers off-the-shelf, most users do not need to know these low-level details. If the user want to implement his/her own decentralized algorithm, mainly they just need to focus on what communication primitives to use and when and how to overlap the communication and computations. After these design decisions are made, the user can refer to our preset optimizers and create his/her own optimizer.

VI. IMPLEMENTATION

BlueFog fully integrates with the PyTorch library so that the BlueFog APIs can be easily called in Python for decentralized tensor/vector computation and the core communication logic is implemented in C++ for better efficiency and faster interaction with low-level communication libraries like OpenMPI and NCCL. It is easy to install BlueFog by simply running `pip install bluefog`.

A. Architecture Overview

BlueFog architecture is composed of an application layer and a system layer. The former implements the low-level APIs and the optimizer wrapper described in Section III and Section V. The latter is dedicated to the underneath actual communication protocol in the system. Fig. 9 provides an overview of the entire architecture.

The application layer consists of three types of APIs: 1) topology management APIs such as `set_topology` and `set_machine_topology`; 2) low-level communication APIs such as `allreduce`, `neighbor_allreduce`, `neighbor_win_get`, etc.; 3) high-level distributed optimizer wrappers. In addition, BlueFog provides `bfrun`, a thin wrapper over `mpirun` to initiate BlueFog processes, and `ibfrun` to use BlueFog in interactive python environment such as Jupyter Notebook.

The system layer consists of two threads. The main thread, created by Python, is responsible for computation and generating communication requests. After the communication API like `neighbor_allreduce` is called by application layer, BlueFog transforms them into a proper request structure and push that into the shared queue. The
application layer will then receive the handle of the enqueued request for fetching results in the future. Another thread is dedicated to communication, necessary for the nonblocking routine implementation. It pops out the requests from the shared queue, and then negotiates the requests with other BlueFog processes to schedule the communication order, which will be discussed more in Section VI-C. When all processes are ready, the negotiation service will inform the execution service to exchange the tensor information between processes.

B. Implementation of Low-level Primitives

BlueFog implements the neighbor_allreduce and hierarchical_neighbor_allreduce on both MPI and NCCL. Unless specified through the environment variables, BlueFog automatically chooses the underlying communication library. If the tensor is on CPU, MPI takes the responsibility of communication. If the tensor is on GPU, NCCL is used.

a) MPI as backend: Although only a single synchronous neighborhood communication API is used for both static and dynamic topology usage, the implementation for them is different underneath.

For the static topology, BlueFog relies on neighborhood collective operations, which are added in MPI-3 standard [82], [74], [73]. Among them, the MPI_Neighbor_allgatherv API fits our requirements. Roughly, we can build the graph communicator for the provided global static topology. Then, neighborhood information is collected through the MPI_Neighbor_allgatherv routine. Lastly, the weighted average over received information will generate the final neighbor_allreduce result, where the weights can be specified by the self_weight, src_weights, and dst_weights arguments. The advantage of using the native MPI routine is that MPI vendor may optimize the transmission order in the graph to avoid the traffic conflict as much as possible.

But this approach is not ideal for the dynamic topology. Creating graph communicators for all possible dynamic topology is expensive. Managing and associating the topology with the graph communicator is difficult because matching two dynamic graphs can be inefficient. Hence, the peer-to-peer communication is used to replace MPI_Neighbor_allgatherv. The destinations and sources of peer-to-peer communication are established on-the-fly through the src_weights and dst_weights arguments provided by users. To alleviate the communication congestion that multiple processes send to the same destination, the destination order at each process is sorted based on the difference between its own rank and the destination rank.

To implement hierarchical_neighbor_allreduce, it is slightly different from the previous implementation for neighbor_allreduce. It roughly takes four steps: 1) Intra-machine allreduce over NV-Links. 2) Inter-machine neighborhood communication through NIC. Here we skipped the CPU for simplicity. It may need CPU involvement if it running with TCP or without running with RDMA. 3) Intra-machine Broadcast of received neighbor information.

Notice it is allgatherv instead of allgather. The 'v' here representing the varying size since each node may have different number of neighbors so that the gathering information will end up with varying size.
The asynchronous primitives’ implementation is based on the window operations provided after MPI-3 standard. Internally, we maintain a state dictionary that maps from the unique window name to the registered window object. Each window object is also associated with a distributed mutex that can be locked and unlocked by the local process and the corresponding neighbor process. Since each window object may associate with multiple neighbors, each data manipulation primitive will automatically calculate the displacement value for the remote window based on the tensor shape and the rank.

b) NCCL as backend: NCCL implementation depends on the NCCL version. Before the NCCL 2.7 version \[\text{[18]}\], it only provides the collective communications – allreduce/broadcast/allgather, etc. In order to implement \text{neighbor\_allreduce}, we have to create multiple pair communicators and then use broadcast under each pair communicator to mimic the send and receive operations. To avoid potential dead-lock problems, we sort the order of pair communicators first to align the send/receive usage among different processes. Each pair communicator is uniquely identified by the source and destination ranks, which are used to determine the order. Fortunately, NCCL provides the peer-to-peer communications since version 2.7. New \text{ncclSend} and \text{ncclRecv} APIs are introduced \[\text{[18]}\], which enables more efficient implementation and boosts our performance as well. We use the group functions \text{ncclGroupStart} and \text{ncclGroupStop} merging multiple peer-to-peer communications to form the neighborhood communication. Using these group functions, the deadlock problem is completely handled by NCCL.

As for \text{hierarchical\_neighbor\_allreduce}, NCCL’s implementation is similar as the MPI case, which also takes the same four steps. The advantage of using \text{hierarchical\_neighbor\_allreduce} over GPU is because it can fully exploit the high-speed NVLink that has been optimized for allreduce operation. An illustration dataflow of \text{hierarchical\_neighbor\_allreduce} of 4 GPUs in one machine is shown in Fig. \[\text{[10]}\] As for the asynchronous primitives, BlueFog haven’t fully supported it with NCCL yet. We are interested to fulfill it in the future work.

C. Negotiation Service

In order to maximize the performance and fault tolerance, BlueFog adopts similar techniques from Horovod \[\text{[28]}\]. Most of these functionalities happen under the negotiation service. During the negotiation step, rank 0 process collects the collective communication requests from all processes. Each request has a unique associated name so that the negotiation service can determine if the tensors from all processes are ready or not. This readiness functionality is necessary because the order of execution of tensors may be distinct between different ranks.

Besides the readiness responsibility, it also performs several sanity checks including whether the operations are matched or not, whether the dynamic topology is valid or not, etc. Topology check is one of the major components among these sanity checks. As discussed in Section \[\text{[III]}\] the primitives used in Bluefog are encouraged to perform in a local view. Therefore, there is chance that users may provide unmatched destination and source information to the primitives. For instance, user fills in \text{dst\_weights} in process \(i\) to push information to process \(j\), but does not provide \text{src\_weights} in process \(j\). As a result, process \(j\) is agnostic to its in-coming neighbor \(i\), which hangs the program. To avoid that, before the heavy tensor communication, the negotiation service synchronizes the ranks of sending and receiving among the entire network to ensure the topology correctness, which only adds a small overhead compared to the actual communication since it is just a scalar. After checking the correct usage of the primitives, users may also easily turn off this feature to enable more efficient communication.

Tensor fusion is another technique to boost the performance, which batches multiple small tensor communication requests into one and sends the fused tensor instead \[\text{[28]}\]. To achieve that, it executes the following three steps: 1) copies multiple tensors into a continuous memory buffer, 2) communicates the tensor in the buffer, 3) copies the values in the buffer back to the original tensors. BlueFog supports tensor fusions for \text{allreduce}, \text{neighbor\_allreduce}, and \text{hierarchical\_neighbor\_allreduce}. The detailed implementation of tensor fusion and usage among them are different. Recall that the main motivation of tensor fusion is that ring-allreduce achieves the optimality under homogeneous bandwidth when the message is sufficient larger. Otherwise, the long latency of ring-allreduce can degrade the performance. Sacrificing a little waiting and copy time is worth for reducing the latency of ring-allreduce. However, neighborhood communication is always \(O(1)\) delay. This nature of difference indicates a smaller buffer size for \text{neighbor\_allreduce} to achieve best performance. Moreover, the tensor fusion under dynamic neighbor topology are more complicated since the fused information are entangled with varying neighbor information.
D. Putting Everything Together

Let’s take a standard road path of one BlueFog communication as an example to understand how low-level collective communication APIs of BlueFog work step-by-step when all the components above are put together. In the beginning, at application layer, users may call BlueFog collective communication functions, like `allreduce`, `neighbor_allreduce` together with topology associated information, necessary for dynamic usage. After that, the communication request and input tensor are transferred into system layer and then pushed into the shared queue waiting for the communication thread to handle it. The communication thread dequeues the request and sends the request to the negotiation service that holds at rank 0. The negotiation daemon has lots of responsibilities such as sorting the order of execution, checking the topology information, fusing many small requests into one, etc. As soon as the negotiation service collects requests from all ranks, it broadcasts a signal to all ranks that they are ready to execute the actual communication through MPI or NCCL depending on the tensor types, requests, etc. In the end, a callback function passed through the request is called to inform the application layer that the communication is finished.

VII. EXPERIMENTAL EVALUATION

All experiments in this section are run on Amazon Web Services (AWS)\[83\]. Unless it is stated in other places, we use m4.4xlarge instance for CPU usage and p3.16xlarge instance for GPU usage \[84\]. Each m4.4xlarge server has 16 CPU cores and each p3.16xlarge server contains 8 NVIDIA V100 GPUs.

A. Microbenchmarks

In this section, we compare the communication time between `neighbor_allreduce` and `allreduce`. We carry out two experiments with CPUs and GPUs on AWS. In each experiment, we utilize the three different communication approaches to process the synthetic data of 1 megabytes (MB) for CPUs and 10 MB for GPUs as GPUs typically handle bigger computing capacity.

To fairly compare different neighbor allreduce methods, we select neighbor allreduce on the ring topology and dynamic neighbor allreduce on the inner-outer exponential-2 graph, supported by BlueFog, so that the data size for transfer in each iteration matches. As we can see from Fig. 11, the proposed neighbor allreduce primitives in BlueFog takes much less time for communication than allreduce on both CPUs and GPUs, especially with more computation cores. In addition, the time consumption for neighbor allreduce increases much slowly compared to allreduce as the number of cores increases, indicating better scalability of the neighbor communication methods.

Note that the communication speed on GPU significantly drops from 8 GPUs to 16 GPUs for all the three methods. Remember that a single p3.16xlarge instance only contains 8 GPUs. We conjecture that the high-speed NVLink significantly boosts the communication efficiency within the local machine, while the communication across multiple machines becomes the bottleneck here, which is also supported in the later decentralized DNN benchmarks in Section VII-B as well.
Fig. 12. Throughput performance comparison over ResNet-50, VGG-16, and BERT-large models. Label H-ATC represents the hierarchical neighbor allreduce with ATC-style over dynamic exponential 2 topologies. H-AWC is the corresponding AWC-style one. ATC and AWC represents the neighbor allreduce over dynamic inner and outer exponential 2 topology with ATC- and AWC-style algorithms. The batch-size or tokens are for one GPU. One machine has 8 GPUs. Hence, for 4 and 8 GPUs data-point, which corresponding to one machine, we use neighbor-allreduce result for hierarchical neighbor-allreduce’s one.

Fig. 13. ImageNet training loss and accuracy in terms of wall clock time with ResNet50 and top-1 validation accuracy in terms of epochs.

B. Decentralized DNN training with BlueFog

We demonstrate BlueFog’s performance on decentralized DNN training at different scales. All experiments are done on AWS p3.16xlarge instances. Each instance has 8 Tesla V100 16GB GPUs connected through NVLink. Each pair of instances is connected through a network bandwidth of 25Gbps.

Throughput Benchmark. To begin with, we test the throughput performance over three popular DNN models – ResNet-50 [85], VGG-16 [86], and BERT-large [87]. First two are both very classical models for image classification and BERT-large is one of the most popular models for natural language processing. The results are shown in Fig. 12. We use Horovod+NCCL as the baseline and run 4 BlueFog supported algorithms, of which are the AWC-style and ATC-style algorithms using neighbor_allreduce and hierarchical_neighbor_allreduce APIs with a dynamic exponential-2 topology respectively [33]. For shortage, we will call them BlueFog(AWC), BlueFog(ATC), BlueFog(H-AWC), and BlueFog(H-ATC).

In term of throughput, the results are quite consistent. No matter which algorithm BlueFog uses, it is always faster than allreduce-style framework, especially when the network size becomes larger. When training with 128 GPUs, the speedup of BlueFog over all-reduce is 1.2x to 1.8x. This is not surprising since the theoretical communication cost and the results in micro-benchmark have already shown that the neighborhood communication is much cheaper than the global allreduce communication. From 4 GPUs to 128 GPUs, the speedup becomes larger. It is reasonable to expect that the advantage of using BlueFog will be even larger with more GPUs.

We do observe that the benchmark we report is relative low in terms of linear scaling up. In the ResNet-50 experiment, BlueFog can reach over 95% scaling efficiency on 128 GPUs, while in VGG and BERT-large experiment, it only reaches around 50-60% efficiency. It is mainly because the experiment environment is 25Gbps without RDMA, which can become the bottleneck of linear scaling up especially for the computation intensive model like BERT-large. In Fig. 12 we can observe the scaling efficiency dramatically dropped from 8 to 16 GPUs, which corresponds to increasing one AWS p3.16xlarge instance to two instances. Within a single instance, the communication between processes is through the high-speed NVLink, which is way faster than inter-machine network. Moreover, note that RestNet-50 has around 23 million parameters, VGG-16 has 138 million parameters,
and BERT-large has 345 million parameters. The scaling efficiency are also affected by the number of model parameters, relatively.

**Learning Curves.** As BlueFog utilizes inexact averaging over different typologies, we further run a series of image classification experiments on ImageNet-1k dataset to validate the performance and generalisation of our system. We train ResNet-50 model following the training protocol of [88]. The Nesterov momentum SGD optimizer is used with a linear scaling learning rate strategy. The left and middle sub-figures in Fig. [13] show the evolution of training loss and accuracy in terms of wall clock time. Compared to Horovod, our implementation of decentralized communication gains 1.3x - 1.43x speed-up with similar convergence. The rightmost sub-figure in Fig. [13] shows the top-1 validation accuracy of the aforementioned decentralized training methods. More convergence results of decentralized optimization algorithms applied on DNN training tasks have also been reported in [3], [2], [68], which should give similar results if implemented in BlueFog.

**More models and algorithms.** We further examine the BlueFog over multiple models – ResNet, MobileNetv2, and EfficientNet, and multiple decentralized algorithms – the vanilla DmSGD, DmSGD, and QG-DmSGD. The task is the same as the ImageNet classification described before. Table [III] lists the top-1 validation accuracy comparison across all the models and algorithms. We also list the performance of the parallel SGD using global averaging as the baseline. For each model and algorithm, we examine it over two topology settings, one is the static exponential topology and the other is the dynamic exponential topology. In the latter topology, each process only picks one neighbor at each iteration [33]. The table [III] shows that the dynamic topology can further reduce the communication cost without any noticeable performance degrade, which is one main reason that BlueFog is designed to support dynamic topologies. The complete freedom of communication control encourages users to develop more efficient decentralized algorithms to train DNNs.

**TABLE III**

| Model          | ResNet-50 | MobileNet-v2 | EfficientNet |
|----------------|-----------|--------------|--------------|
| Topology       | Static    | Dynamic      | Static       | Dynamic      | Static       | Dynamic      |
| Parallel SGD   | 76.21 (7.0) | -            | 70.12 (5.8)  | -            | 77.63 (9.0)  | -            |
| Vanilla DmSGD  | 76.14 (6.6) | 76.06 (5.5)  | 69.98 (5.6)  | 69.81 (4.6)  | 77.62 (8.4)  | 77.48 (6.9)  |
| DmSGD          | 76.50 (6.9) | 76.52 (5.7)  | 69.62 (5.7)  | 69.98 (4.8)  | 77.44 (8.7)  | 77.51 (7.1)  |
| QG-DmSGD       | 76.43 (6.6) | 76.35 (5.6)  | 69.83 (5.6)  | 69.81 (4.6)  | 77.60 (8.4)  | 77.72 (6.9)  |

**VIII. Conclusion**

In this paper, we present BlueFog, an open-source library for efficient and high-performance implementation of decentralized algorithms in optimization and deep learning. Through a unified abstraction of different decentralized communication operations, BlueFog provides simple and consistent communication primitives to support diverse decentralized algorithms. BlueFog can be used with PyTorch to train deep neural networks. The system design philosophy and detailed implementation of BlueFog are carefully presented to demonstrate the superior performance. The usage of BlueFog is illustrated with various application examples in optimization and signal processing. Deep learning experiments support that BlueFog outperforms Horovod, a state-of-the-art distributed training framework based on Ring-Allreduce.
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APPENDIX

A. Application example: Exact-Diffusion algorithm

This section still considers the decentralized linear regression problem (15). We will show how to implement Exact-Diffusion [48], [22], a decentralized algorithm that can correct the bias suffered by decentralized gradient descent, over static topology.

**Exact-Diffusion.** Exact-Diffusion with static graph topology will iterate as follows:

\[
\psi_i^{(k)} = x_i^{(k)} - \gamma A_i^T (A_i x_i^{(k)} - b_i) \quad \text{(local update)} \tag{24}
\]

\[
\phi_i^{(k)} = \psi_i^{(k)} + x_i^{(k)} - \psi_i^{(k-1)} \quad \text{(bias correction)} \tag{25}
\]

\[
x_i^{(k+1)} = w_{i,i} \psi_i^{(k)} + \sum_{j \in \mathcal{N}(i)} w_{i,j} \phi_j^{(k)} \quad \text{(partial averaging)} \tag{26}
\]

where \(\mathcal{N}(i)\) is the in-coming neighbors of node \(i\).

**Code.** We set the topology as the static ring graph in the following Exact-Diffusion implementation. The code snippet using BlueFog is shown in Listing 6. The complete code can be referred to BlueFog online tutorial [7].

```python
import bluefog.torch as bf
from bluefog.common import topology_util

bf.init()  # Initialize the BlueFog

# Set topology as static ring graph.
G = topology_util.RingGraph(bf.size())
bf.set_topology(G)

# ED implementation
for ite in range(maxite):
    grad_local = A.t().mm(A.mm(x) - b)  # compute local grad
    psi = x - gamma * grad_local  # local update
    phi = psi + x - pre_psi  # bias correction
    x = bf.neighbor_allreduce(phi)  # partial averaging
    pre_psi = psi.clone()
```

Listing 6. BlueFog implementation of the Exact-Diffusion algorithm to solve decentralized linear regression.

B. Application example: Push-sum gradient tracking algorithm

This section considers the decentralized linear regression problem (15). We will show how to implement push-sum gradient tracking [25] in BlueFog, a decentralized algorithm based on the push-style communication, over time-varying topologies.

**Push-sum gradient tracking.** The push-sum gradient tracking over time-varying topology will iterate as follows:

\[
u_i^{(k+1)} = w_{i,i}^{(k)} (u_i^{(k)} - \gamma y_i^{(k)}) + \sum_{j \in \mathcal{N}(i)} w_{i,j}^{(k)} (u_j^{(k)} - \gamma y_j^{(k)}) \quad \text{(partial averaging)} \tag{27}
\]

\[
v_i^{(k+1)} = w_{i,i}^{(k)} v_i^{(k)} + \sum_{j \in \mathcal{N}(i)} w_{i,j}^{(k)} v_j^{(k)} \quad \text{(partial averaging)} \tag{28}
\]

\[
x_i^{(k+1)} = u_i^{(k+1)} / v_i^{(k+1)} \quad \text{(partial averaging)} \tag{29}
\]

\[
g_i^{(k+1)} = A_i^T (A_i x_i^{(k+1)} - b_i) \quad \text{(partial averaging)} \tag{30}
\]

\[
y_i^{(k+1)} = w_{i,i}^{(k)} (y_i^{(k)} + g_i^{(k+1)} - g_i^{(k)}) + \sum_{j \in \mathcal{N}(i)} w_{i,j}^{(k)} (y_j^{(k)} + g_j^{(k+1)} - g_j^{(k)}) \quad \text{(partial averaging)} \tag{31}
\]

where \(\mathcal{N}(i)\) is the in-coming neighbors of node \(i\), and \(y_i^{(0)} = g_i^{(0)}\)

[7] https://github.com/Bluefog-Lib/bluefog-tutorial/tree/master/Section%204
Code. We set the topology as the one-peer variant of grid topology. The code snippet using BlueFog is shown in Listing 7. The complete code can be referred to BlueFog online tutorial.

```python
import bluefog.torch as bf
from bluefog.common import topology_util

bf.init()  # Initialize the BlueFog

def Gradient_tracking_one_step(  
    x, y, u, v, prev_grad_local, dynamic_neighbor_gen, x_opt, A, b, gamma=1e-2):

    # Get the update weights
    dst_neighbors, src_neighbors = next(dynamic_neighbor_gen)
    src_weights = {r: 1 for r in src_neighbors}
    self_weight = 1 / (len(dst_neighbors) + 1)
    dst_weights = {r: self_weight for r in dst_neighbors}

    # u update step: u_{k+1} = W^k (u_k - \alpha*y_k)
    w = u - alpha * y
    u_new = bf.neighbor_allreduce(w, self_weight, src_weights, dst_weights)

    # v update: v_{k+1} = W^k v_{k} --- (Correction weights)
    v_new = bf.neighbor_allreduce(v, self_weight, src_weights, dst_weights)

    # x update: x_{k+1} = u_{k+1} / v_{k+1} (element-wise division)
    x_new = u_new / v_new

    # y update step: y_{k+1} = W^k (y_k + \grad f(x_{k+1}) - \grad f(x_{k}))
    grad_local = A.t().mm(A.mm(x_new) - b)
    q = y + grad_local - prev_grad_local
    y_new = bf.neighbor_allreduce(q, self_weight, src_weights, dst_weights)

    return x_new, y_new, u_new, v_new, grad_local

# Set up grid topology
bf.set_topology(topology_util.MeshGrid2DGraph(bf.size()))
# Set up one-peer variant of the grid topology
dynamic_neighbor_gen = topology_util.GetDynamicOnePeerSendRecvRanks(bf.load_topology(),  
    bf.rank())
# Algorithm starts
for ite in range(maxite):
    x, y, u, v, prev_grad_local = Gradient_tracking_one_step(  
        x, y, u, v, prev_grad_local, dynamic_neighbor_gen, x_opt, A, b, gamma=2e-2)
```

Listing 7. BlueFog implementation of the push-sum Gradient-Tracking algorithm over time-varying topologies.

[https://github.com/Bluefog-Lib/bluefog-tutorial/tree/master/Section%205](https://github.com/Bluefog-Lib/bluefog-tutorial/tree/master/Section%205)