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Abstract. A general interpolation problem with operator argument is studied for functions f from the de Branges-Rovnyak space \( \mathcal{H}(K_s) \) associated with an analytic function s mapping the open unit disk \( \mathbb{D} \) into the closed unit disk. The interpolation condition is taken in the Rosenblum-Rovnyak form \( f(A)c = b \) (with a suitable interpretation of \( f(A)c \)) for given Hilbert space operator A and two vectors b, c from the same space.

1. Introduction

The class of all holomorphic functions mapping the open unit disk \( \mathbb{D} \) into its closure has played a prominent role in function theory and its applications beginning with the work of I. Schur \[8\]; following now standard terminology, we refer to this class of functions as the Schur class and denote it by \( \mathcal{S} \). Since the first results by mathematicians such as Schur, Carathéodory, Fejér, Nevanlinna and Pick in the early part of the last century with further elaboration for problems involving matrix- and operator-valued Schur classes, there has emerged a rather complete theory for interpolation problems in the Schur class. Among several alternative characterizations of the Schur class is one in terms of positive kernels and associated reproducing kernel Hilbert spaces: the function \( s: \mathbb{D} \to \mathbb{C} \) is in the Schur class \( \mathcal{S} \) if and only if the associated so-called de Branges-Rovnyak kernel

\[
K_s(z, \zeta) = \frac{1 - s(z)s(\zeta)}{1 - z\zeta}
\]

is a positive kernel and thereby gives rise to a reproducing kernel Hilbert space \( \mathcal{H}(K_s) \) (see \[5\]). On the other hand, the kernel \( K_s \) being positive is equivalent to the operator \( M_s : f \to sf \) of multiplication by \( s \) being a contraction on the Hardy space \( H^2 \) of square summable power series on \( \mathbb{D} \); then the general complementation theory applied to the contractive operator \( M_s : H^2 \to H^2 \) provides the characterization of \( \mathcal{H}(K_s) \) as the operator range \( \mathcal{H}(K_s) = \text{Ran}(I - M_sM_s^*) \subset H^2 \) with the lifted norm

\[
\|(I - M_sM_s^*)^{\frac{1}{2}}f\|_{\mathcal{H}(K_s)} = \|(I - \pi)f\|_{H^2}
\]

where \( \pi \) here is the orthogonal projection onto \( \text{Ker}(I - M_sM_s^*) \). It follows that \( \|f\|_{\mathcal{H}(K_s)} \geq \|f\|_{H^2} \) for every \( f \in \mathcal{H}(K_s) \) and thus de Branges-Rovnyak spaces are...
contractively included in $H^2$. Upon setting $f = (I - M_sM_s^*)^{1/2}h$ in the last formula we get

$$\| (I - M_sM_s^*)h \|^2_{H(K_s)} = \langle (I - M_sM_s^*)h, h \rangle_{H^2}. \tag{1.2}$$

The purpose of this paper is to study an interpolation problem of general type in Rosenblum-Rovnyak form (see [7]),

$$f(A)c = b, \tag{1.3}$$

where the operator $A$ and the vectors $c$ and $b$ are given, with the unknown function $f$ in a de Branges-Rovnyak space $H(K_s)$ rather than in the Schur class $S$. By way of motivation, we note that if we take the de Branges-Rovnyak data set $(A,c,b)$ to be of the form

$$A = \begin{bmatrix} z_1 & & \\ & \ddots & \\ & & z_N \end{bmatrix}, \quad c = \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix}, \quad b = \begin{bmatrix} w_1 \\ \vdots \\ w_N \end{bmatrix}$$

for some points $z_1, \ldots, z_N$ in the unit disk and complex values $w_1, \ldots, w_N$, then the interpolation condition (1.3) transcribes to

$$f(z_i) = w_i \quad \text{for} \quad i = 1, \ldots, N,$$

while, if instead we take $(A,b,c)$ to be of the form

$$A = \begin{bmatrix} z_0 & z_0 & & \\ 1 & & & \\ & \ddots & & \\ & & 1 & z_0 \end{bmatrix}, \quad c = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix}, \quad b = \begin{bmatrix} w_0 \\ w_1 \\ \vdots \\ w_{N-1} \end{bmatrix}$$

(so $A$ is the lower-triangular Jordan cell of size $N \times N$ with eigenvalue $z_0$ in the unit disk), then the interpolation condition (1.3) transcribes to

$$f^{(j)}(z_0)/j! = w_j \quad \text{for} \quad j = 0, 1, \ldots, N - 1.$$
interpolating operator calculus is positive semidefinite. Another important property of

\[ O_{E,T} : x \mapsto E(I - zT)^{-1}x = \sum_{n=0}^{\infty} z^n ET^n x \]

maps \( \mathcal{X} \) into \( H^2 \) and is bounded. The pair is called \emph{observable} if the operator

\[ O_{E,T} : \mathcal{X} \to H^2 \]

is injective. For an output stable pair \( (E,T) \), we define the terminal functional calculus \( f \mapsto f(T^*)E^* \) on \( H^2 \) by

\[ f(T^*)E^* = \sum_{n \geq 0} f_n T^{n*} E^* \quad \text{if} \quad f(z) = \sum_{n \geq 0} f_n z^n. \]

The computation \( \langle \sum_{n \geq 0} f_n T^{n*} E^*, x \rangle_\mathcal{X} = \sum_{n \geq 0} f_n ET^n x = \langle f, O_{E,T} x \rangle_{H^2} \) shows that the output stability of \( (E,T) \) is exactly what is needed to verify that the infinite series in the definition (2.2) of \( f(T^*)E^* \) converges in the weak topology on \( \mathcal{X} \). The same computation shows that terminal evaluation with operator argument amounts to the adjoint of \( O_{E,T} \):

\[ f(T^*)E^* = O_{E,T}^* f \quad \text{for} \quad f \in H^2. \]

Evaluation (2.4) certainly applies to functions from de Branges-Rovnyak spaces \( \mathcal{H}(K_s) \subset H^2 \) and suggests the following interpolation problem.

**Problem 2.1.** Given \( s \in \mathcal{S} \) and given \( T \in \mathcal{L}(\mathcal{X}) \) and \( E, x \in \mathcal{L}(\mathcal{X}, \mathbb{C}) \) so that the pair \( (E,T) \) is output stable and observable, find all functions \( f \in \mathcal{H}(K_s) \) such that

\[ f(T^*)E^* = x^*. \]

The solvability criterion for Problem (2.1) is given in terms of a positive semidefinite operator \( P \in \mathcal{L}(\mathcal{X}) \) which we now introduce. We first apply evaluation (2.2) to the given \( s \in \mathcal{S} \) to define \( N \in \mathcal{L}(\mathcal{X}, \mathbb{C}) \) by

\[ N^* := s(T^*)E^* = O_{E,T}^* s \in \mathcal{X}. \]

Then the pair \( (N,T) \) is output stable (cf. [1 Proposition 3.1]) and the observability operator \( O_{N,T} : x \mapsto N(I - zT)^{-1}x \) equals

\[ O_{N,T} = M_s^* O_{E,T} : \mathcal{X} \to H^2. \]

Since \( M_s : H^2 \to H^2 \) is a contraction, it follows from (2.6) that the operator

\[ P := O_{E,T}^* O_{E,T} - O_{N,T}^* O_{N,T} = O_{E,T}^* (I - M_s^* M_s) O_{N,T} \]

is positive semidefinite. Another important property of \( P \) (see, e.g., [1]) is that it satisfies the Stein equation

\[ P - T^* P T = E^* E - N^* N. \]

As we will see in Remark (2.4) below, the condition \( x^* \in \text{Ran} \, P^{1/2} \) is necessary and sufficient for Problem (2.1) to have a solution. In particular, Problem (2.1) always has a solution if \( P \) is strictly positive definite, that is, if \( P^{-1} \in \mathcal{L}(\mathcal{X}) \). Parametrization of all solutions of the problem in this nondegenerate case is given in Theorem (2.2) below, which is the main result of the paper. To formulate it we need some auxiliary constructions.

We first observe that if \( P \) is boundedly invertible, then so is the observability gramian \( O_{E,T}^* O_{E,T} \) (see formula (2.7)), which in turn implies (see, e.g., [3]) that the operator \( T \) is \emph{strongly stable} in the sense that \( T^n \) converge to zero in the
strong operator topology. We also recall that if $T$ is strongly stable, then the Stein equation (2.8) has a unique solution (given of course by formula (2.7)). Let $J$ be the signature matrix given by

\begin{equation}
J = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}
\end{equation}

be a $2 \times 2$ matrix function such that for all $z, \zeta \in \mathbb{D}$,

\begin{equation}
\frac{J - \Theta(z)J \Theta(\zeta)^*}{1 - \zeta} = \begin{bmatrix} E \\ N \end{bmatrix} (I - zT)^{-1}P^{-1}(I - \zeta T^*)^{-1} \begin{bmatrix} E^* & N^* \end{bmatrix}.
\end{equation}

The function $\Theta$ is determined by equality (2.10) uniquely up to a constant $J$-unitary factor on the right. One possible choice of $\Theta$ satisfying (2.10) is

$$\Theta(z) = D + z \begin{bmatrix} E \\ N \end{bmatrix} (I - zT)^{-1} B$$

where the operator $\begin{bmatrix} B & D \\ J & D^* \end{bmatrix} : \mathbb{C}^2 \to \mathbb{C}^2$ is an injective solution to the $J$-Cholesky factorization problem

$$\begin{bmatrix} B \\ D \end{bmatrix} J \begin{bmatrix} B^* & D^* \end{bmatrix} = \begin{bmatrix} P^{-1} & 0 \\ 0 & J \end{bmatrix} - \begin{bmatrix} T \\ E \end{bmatrix} P^{-1} \begin{bmatrix} T^* & E^* & N^* \end{bmatrix}$$

(such a solution exists due to (2.8)). If $\text{spec}(T) \cap \mathbb{T} \neq \mathbb{T}$ (which is the case if, e.g., $\dim \mathcal{X} < \infty$), then a function $\Theta$ satisfying (2.10) can be taken in the form

\begin{equation}
\Theta(z) = I_2 + (z - \mu) \begin{bmatrix} E^* \\ N^* \end{bmatrix} (I\chi - zT^*)^{-1}P^{-1}(\mu I\chi - T)^{-1} \begin{bmatrix} E & -N \end{bmatrix}
\end{equation}

where $\mu$ is an arbitrary point in $\mathbb{T} \setminus \text{spec}(T)$. For $\Theta$ of the form (2.11), the verification of identity (2.10) is straightforward and relies on the Stein identity (2.8) only. It follows from (2.10) that $\Theta$ is $J$-contractive on $\mathbb{D}$, i.e., that $\Theta(z)J\Theta(z)^* \leq J$ for all $z \in \mathbb{D}$. A much less trivial fact is that due to the strong stability of $T$, the function $\Theta$ is $J$-inner; that is, the nontangential boundary values $\Theta(t)$ exist for almost all $t \in \mathbb{T}$ and are $J$-unitary: $\Theta(t)J\Theta(t)^* = J$. In particular, $|\text{det}(\Theta(t))| = 1$. Every $J$-contractive function $\Theta = \begin{bmatrix} a & b \\ c & d \end{bmatrix}$ with $\text{det} \Theta \neq 0$ gives rise to the one-to-one linear fractional transform

\begin{equation}
\mathcal{E} \mapsto \mathbf{T}_\Theta[\mathcal{E}] := \frac{a\mathcal{E} + b}{c\mathcal{E} + d}
\end{equation}

mapping the Schur class $\mathcal{S}$ into itself. In case $\Theta$ is a $J$-inner function satisfying identity (2.10), the transform (2.12) establishes a one-to-one correspondence between $\mathcal{S}$ and the set of all Schur class functions $g$ such that $g(T^*)E^* = N^*$. Here we define $g(T^*)E^*$ according to definition (2.2), using the fact that as sets we have the inclusion $\mathcal{S} \subset H^2$. Since the given function $s$ satisfies the latter condition by definition (2.24) of $N$, it follows that $s = \mathbf{T}_\Theta[\sigma]$ for some (uniquely determined) function $\sigma \in \mathcal{S}$ which is recovered from $s$ by

\begin{equation}
\sigma = \frac{ds - b}{a - cs}.
\end{equation}

The fact that $\sigma$ of the form (2.13) belongs to the Schur class can be interpreted as a general version of the Schwarz-Pick lemma. The last needed ingredient is the $\mathcal{L}(\mathcal{X}, \mathbb{C})$-valued function

\begin{equation}
F^s(z) = (E - s(z)N)(I - zT)^{-1},
\end{equation}

where $\mathcal{L}(\mathcal{X}, \mathbb{C})$ is the space of all bounded linear operators on $\mathcal{X}$. We also recall that if $\Theta$ is $J$-inner and $\Theta(z)J\Theta(z)^* \leq J$ for all $z \in \mathbb{D}$, then the function $\Theta$ is $J$-unitary; that is, the nontangential boundary values $\Theta(t)$ exist for almost all $t \in \mathbb{T}$ and are $J$-unitary: $\Theta(t)J\Theta(t)^* = J$. In particular, $|\text{det}(\Theta(t))| = 1$. Every $J$-contractive function $\Theta = \begin{bmatrix} a & b \\ c & d \end{bmatrix}$ with $\text{det} \Theta \neq 0$ gives rise to the one-to-one linear fractional transform

\begin{equation}
\mathcal{E} \mapsto \mathbf{T}_\Theta[\mathcal{E}] := \frac{a\mathcal{E} + b}{c\mathcal{E} + d}
\end{equation}

mapping the Schur class $\mathcal{S}$ into itself. In case $\Theta$ is a $J$-inner function satisfying identity (2.10), the transform (2.12) establishes a one-to-one correspondence between $\mathcal{S}$ and the set of all Schur class functions $g$ such that $g(T^*)E^* = N^*$. Here we define $g(T^*)E^*$ according to definition (2.2), using the fact that as sets we have the inclusion $\mathcal{S} \subset H^2$. Since the given function $s$ satisfies the latter condition by definition (2.24) of $N$, it follows that $s = \mathbf{T}_\Theta[\sigma]$ for some (uniquely determined) function $\sigma \in \mathcal{S}$ which is recovered from $s$ by

\begin{equation}
\sigma = \frac{ds - b}{a - cs}.
\end{equation}

The fact that $\sigma$ of the form (2.13) belongs to the Schur class can be interpreted as a general version of the Schwarz-Pick lemma. The last needed ingredient is the $\mathcal{L}(\mathcal{X}, \mathbb{C})$-valued function

\begin{equation}
F^s(z) = (E - s(z)N)(I - zT)^{-1},
\end{equation}

where $\mathcal{L}(\mathcal{X}, \mathbb{C})$ is the space of all bounded linear operators on $\mathcal{X}$.
which also is completely determined from interpolation data. For the multiplication operator \( M_{F^*} \) we have
\[
M_{F^*} = O_{E,T} - M_sO_{N,T} = (I - M_sM_s^*)O_{E,T}
\]
where the first equality follows from (2.14) and definitions of observability operators and where the second equality is a consequence of (2.10). Formula (2.14) and the range characterization of \( \mathcal{H}(K_s) \) imply that \( M_{F^*} \) maps \( \mathcal{X} \) into \( \mathcal{H}(K_s) \). Furthermore, it follows from (2.14), (1.2) and (2.1) that
\[
\| F^*x \|_{\mathcal{H}(K_s)}^2 = \langle (I - M_sM_s^*)O_{E,T}x, O_{E,T}x \rangle_{H^2} = \langle (O_{E,T}O_{E,T} - O_{N,T}^*O_{N,T})x, x \rangle_{\mathcal{X}}
\]
for every \( x \in \mathcal{X} \) which implies, on account of (2.7), that
\[
\| F^*x \|_{\mathcal{H}(K_s)}^2 = (Px, x)_{\mathcal{X}} \quad \text{for all} \quad x \in \mathcal{X}.
\]

**Theorem 2.2.** Let us assume that the data set of Problem 2.1 is such that the operator \( P \) defined in (2.7) is strictly positive definite. Let \( \Theta = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \) be a \( J \)-inner function satisfying (2.10) and let \( \sigma \in S \) and \( F^* \) be given as in (2.13) and (2.14). Then:

1. All solutions \( f \) of Problem 2.1 are parametrized by the formula
   \[
   f = F^*P^{-1}x^* + (a - sc)h,
   \]
   where \( h \) is a free parameter from the space \( \mathcal{H}(K_s) \).
2. Representation (2.17) is orthogonal in the metric of \( \mathcal{H}(K_s) \).
3. The multiplication operator \( M_{a - sc} : \mathcal{H}(K_s) \to \mathcal{H}(K_s) \) is isometric.
4. For every \( f \) of the form (2.17), \( \| f \|^2_{\mathcal{H}(K_s)} = xP^{-1}x^* + \| h \|^2_{\mathcal{H}(K_s)} \).

It follows from Theorem 2.2 that the norm-constrained version of Problem 2.1 can be solved with no additional effort: given \( \gamma \geq 0 \), all solutions \( f \) to Problem 2.1 satisfying the additional condition \( \| f \|^2_{\mathcal{H}(K_s)} \leq \gamma \) are parametrized by formula (2.17) where the parameter \( h \) varies in \( \mathcal{H}(K_s) \) and is such that \( \| h \|^2_{\mathcal{H}(K_s)} \leq \gamma - xP^{-1}x^* \).

3. The proof

In this section we present the proof of Theorem 2.2. We will make use of multiplication operators \( M_{F^*} : \mathcal{X} \to \mathcal{H}(K_s) \) and \( M_f : \mathbb{C} \to \mathcal{H}(K_s) \) for the function \( F^* \) defined in (2.14) and for the interpolant \( f \in \mathcal{H}(K_s) \). Since \( \mathcal{H}(K_s) \subset H^2 \), the adjoints of \( M_{F^*} \) and \( M_f \) can be taken in the metric of \( H^2 \) as well as in the metric of \( \mathcal{H}(K_s) \) which are not the same unless \( s \) is inner. To avoid confusion we will use notation \( A^* \) for the adjoint of \( A \) in the metric of \( \mathcal{H}(K_s) \). In terms of these adjoints, we have
\[
\| f \|^2_{\mathcal{H}(K_s)} = M_f^*[f]_{M_f} \quad \text{and} \quad P = M_f^*[f]_{M_{F^*}}
\]
where the first equality is self-evident and the second rephrases (2.14). Furthermore, upon making subsequent use of (2.15), (1.2) and (2.3), we see that for every \( f \in \mathcal{H}(K_s) \) and \( x \in \mathcal{X} \),
\[
\langle x, M_{F^*}^*[f]_{M_f} \rangle_{\mathcal{X}} = \langle F^*x, f \rangle_{\mathcal{H}(K_s)} = \langle (I - M_sM_s^*)O_{E,T}x, f \rangle_{\mathcal{H}(K_s)} = \langle O_{E,T}O_{E,T}x, f \rangle_{H^2} = \langle x, O_{E,T}f \rangle_{\mathcal{X}} = \langle x, f(T^*)E^* \rangle_{\mathcal{X}},
\]
which shows that interpolation condition (2.4) can be written as
\[
M_{F^*}^*[f]_{M_f} = x^*.
\]
Remark 3.1. Problem \([2.1]\) has a solution if and only if \(x^* \in \text{Ran } P^{1/2}\).

Proof. By the second equality in \([3.1]\), \(\text{Ran } P^{1/2} = \text{Ran } M^s_f\). Thus, \(x^*\) belongs to \(\text{Ran } P^{1/2}\) if and only if it belongs to \(\text{Ran } M^s_f\), that is, if and only if equality \((3.2)\) holds for some \(f \in \mathcal{H}(K_s)\), which means that this \(f \) solves Problem \([2.1]\). \(\square\)

The next theorem characterizes solutions to Problem \([2.1]\) in terms of positive kernels. Characterizations of this type were first applied to interpolation problems by V. Potapov [6].

**Theorem 3.2.** Given \(\gamma > 0\), a function \(f : D \to C\) is a solution of Problem \([2.1]\) and satisfies the norm constraint \(\|f\|^2_{\mathcal{H}(K_s)} \leq \gamma\) if and only if the following kernel is positive on \(D \times D\):

\[
K(z, \zeta) = \begin{bmatrix} \gamma & x & f(\zeta)^* \\ x^* & P & F^s(\zeta)^* \\ f(z) & F^s(z) & K_s(z, \zeta) \end{bmatrix} \geq 0 \quad (z, \zeta \in D),
\]

where \(P \) and \(F^s\) are defined in \([2.1]\) and \([2.1]\).

Proof. Let us assume that \(f \in \mathcal{H}(K_s)\) satisfies \(\|f\|^2_{\mathcal{H}(K_s)} \leq \gamma\) and meets interpolation condition \([2.1]\) (or equivalently, condition \([3.2]\)). The operator \(P \in \mathcal{L}(\mathbb{C} \oplus \mathcal{X} \oplus \mathcal{H}(K_s))\) defined below is positive semidefinite:

\[
P = \begin{bmatrix} M^s_f & M_{F^s} & I_{\mathcal{H}(K_s)} \\ M^*_f & M_{F^s} & I_{\mathcal{H}(K_s)} \end{bmatrix} \geq 0.
\]

Taking this into account, along with equalities \([3.1]\) and \([3.2]\), we then have

\[
0 \leq P = \begin{bmatrix} \gamma & x & M^s_f \\ x^* & P & M^s_{F^s} \\ M_f & M_{F^s} & I_{\mathcal{H}(K_s)} \end{bmatrix} \leq \begin{bmatrix} \gamma & x & M^s_f \\ x^* & P & M^s_{F^s} \\ M_f & M_{F^s} & I_{\mathcal{H}(K_s)} \end{bmatrix} := P.
\]

We next observe for every vector \(g \in \mathbb{C} \oplus \mathcal{X} \oplus \mathcal{H}(K_s)\) of the form

\[
g(z) = \sum_{j=1}^r \begin{bmatrix} c_j \\ x_j \\ K_s(\zeta_j, \zeta_j) y_j \end{bmatrix} \quad (c_j, y_j \in \mathbb{C}, \ x_j \in \mathcal{X}, \ z_j \in D)
\]

that the identity

\[
(Pg, g)_{\mathbb{C} \oplus \mathcal{X} \oplus \mathcal{H}(K_s)} = \sum_{j, \ell=1}^r \left\langle K(z_j, z_\ell) \begin{bmatrix} c_j \\ x_j \\ y_j \end{bmatrix}, \begin{bmatrix} c_\ell \\ x_\ell \\ y_\ell \end{bmatrix} \right\rangle_{\mathbb{C} \oplus \mathcal{X} \oplus \mathbb{C}}
\]

holds. Since \(P \geq 0\), the quadratic form on the right hand side of \([3.7]\) is nonnegative, which proves \([3.3]\).

Conversely, let us assume that the kernel \([3.3]\) is positive on \(D \times D\). Since the set of vectors of the form \([3.6]\) is dense in \(\mathbb{C} \oplus \mathcal{X} \oplus \mathcal{H}(K_s)\), the identity \([3.7]\) now implies that the operator \(P \) is positive semidefinite, and therefore, the Schur complement of the \((3, 3)\)-block in \(P\) is positive semidefinite. On account of \([3.5]\), we have

\[
\begin{bmatrix} \gamma - M^s_f M_f & x - M^s_f M_{F^s} \\ x^* - M^s_{F^s} M_f & P - M^s_{F^s} M_{F^s} \end{bmatrix} \geq 0,
\]
which implies (3.12) (and therefore (2.17)) and \( \|f\|_{H(K_\sigma)}^2 = M_f^\sigma M_f \leq \gamma \), which completes the proof. □

**Proof of Theorem 2.2** We now assume that \( P \) is strictly positive definite.

**Proof of (1).** We first assume that \( f \) is a solution of Problem 2.1. Then the kernel of (3.3) (with \( \gamma = \|f\|_{H(K_\sigma)}^2 \)) is positive by Theorem 3.2. Since \( P \) is boundedly invertible, we can take its Schur complement in \( K \) to get the equivalent inequality

\[
(3.8) \quad \begin{bmatrix}
\gamma - xP^{-1}x^* & f(\zeta)^* - xP^{-1}F^s(\zeta)^*
\end{bmatrix} \begin{bmatrix}
f(z) - F^s(z)P^{-1}x
\end{bmatrix} \geq 0.
\]

We first observe that in view of (1.1), (2.14) and (2.10), the \( (2,2) \)-block in (3.8) can be written in the form

\[
(3.9) \quad K_s(z, \zeta) - F^s(z)P^{-1}F^s(\zeta)^* = \begin{bmatrix} 1 & -s(z) \end{bmatrix} \frac{\Theta(z)J\Theta(z)^*}{1 - z\zeta} \begin{bmatrix} 1 \\ -s(\zeta) \end{bmatrix}.
\]

We next observe that for \( \sigma \in S \) defined as in (2.13),

\[
(3.10) \quad \begin{bmatrix} 1 & -s \end{bmatrix} \Theta = \begin{bmatrix} a - cs & b - ds \end{bmatrix} = u \begin{bmatrix} 1 & -\sigma \end{bmatrix} \text{ where } u := a - cs.
\]

Substituting (3.10) into (3.9) gives

\[
(3.11) \quad K_s(z, \zeta) - F^s(z)P^{-1}F^s(\zeta)^* = u(z) \begin{bmatrix} 1 & -\sigma(z)\sigma(\zeta) \end{bmatrix} u(\zeta) = u(z)K_\sigma(z, \zeta)u(\zeta),
\]

which in turn allows us to write (3.8) as

\[
(3.12) \quad \begin{bmatrix}
\gamma - xP^{-1}x^* & f(\zeta)^* - xP^{-1}F^s(\zeta)^*
\end{bmatrix} \begin{bmatrix}
f(z) - F^s(z)P^{-1}x
\end{bmatrix} \geq 0.
\]

By [4] Theorem 2.2, the latter inequality means that the function

\[
h := u^{-1}(f - F^sP^{-1}x)
\]

belongs to the space \( H(K_\sigma) \) with norm \( \|h\|_{H(K_\sigma)} \leq (\gamma - xP^{-1}x^*)^{1/2} \). The desired representation (2.17) for \( f \) now follows from definitions of \( h \) and \( u \).

Conversely, if we start with a function \( h \in H(K_\sigma) \) with norm \( \|h\|_{H(K_\sigma)} = (\gamma - xP^{-1}x^*)^{1/2} \) for some \( \gamma \geq xP^{-1}x^* \) and define \( f \) by formula (2.17), then again by [4] Theorem 2.2 we have

\[
\begin{bmatrix}
\gamma - xP^{-1}x^* \\
\frac{h(\zeta)u(\zeta)}{u(z)h(z)}
\end{bmatrix} \begin{bmatrix}
\frac{h(\zeta)u(\zeta)}{u(z)h(z)} \\
\frac{h(\zeta)u(\zeta)}{u(z)h(z)}
\end{bmatrix} \geq 0,
\]

which is the same as (3.12) and also the same as (3.3) (due to (3.11)). Since \( P \) is invertible, inequality (3.8) is equivalent to (3.3), which implies (by Theorem 3.2) that \( f \) solves Problem 2.1.

**Proof of (2).** Upon letting \( h \equiv 0 \) in (2.17) we conclude that the function \( F^sP^{-1}x^* \) is a particular solution to Problem 2.1. Therefore, the second term on the right side of (2.17) is a general solution to the homogeneous problem (3.13)

\[
((a - cs)h)(T^*)E^* = O_{E,T}((a - cs)h) = M_f^{[\sigma]}(a - cs)h = 0 \quad \text{for all } h \in H(K_\sigma).
\]
For every \( h \in \mathcal{H}(K_\sigma) \) we now have
\[
\langle (a - cs)h, F^s P^{-1} x^* \rangle_{\mathcal{H}(K_\sigma)} = \langle M^{[s]}_{\mathcal{K}}(a - cs)h, P^{-1} x^* \rangle_X = 0,
\]
which completes the proof of (2).

**Proof of (3).** As in part (1) we use notation \( u := a - cs \). Take a function
\[
h(z) = \sum_{i=1}^{k} \alpha_i K_\sigma(z, z_i) u(z_i), \quad \alpha_i \in \mathbb{C}; \; z_i \in \mathbb{D}, \; k \geq 0.
\]
This function belongs to \( \mathcal{H}(K_\sigma) \) and by the reproducing kernel property,
\[
\|h\|^2_{\mathcal{H}(K_\sigma)} = \sum_{i,j=1}^{k} \alpha_i \overline{\alpha_j} u(z_i) u(z_j) K_\sigma(z_i, z_j).
\]
We will show that \( \|uh\|_{\mathcal{H}(K_\sigma)} = \|h\|_{\mathcal{H}(K_\sigma)} \). Since the set of all functions of the form \( (3.14) \) is dense in \( \mathcal{H}(K_\sigma) \) (recall that \( u \not\equiv 0 \)), the desired statement will follow. To complete the proof use formula \( (3.14) \) to get
\[
u(z)h(z) = \sum_{i=1}^{k} \alpha_i u(z) K_\sigma(z, z_i) u(z_i) = \sum_{i=1}^{k} \alpha_i (K_\sigma(z, z_i) - F^s(z) P^{-1} F^s(z_i)^*).
\]
By the reproducing property and by \( (2.10), \)
\[
\langle K_\sigma(\cdot, z_j), K_\sigma(\cdot, z_i) \rangle_{\mathcal{H}(K_\sigma)} = K_\sigma(z_i, z_j),
\]
\[
\langle F^s P^{-1} F^s(z_j)^*, K_\sigma(\cdot, z_i) \rangle_{\mathcal{H}(K_\sigma)} = F^s(z_j) P^{-1} F^s(z_j)^*,
\]
\[
\langle F^s P^{-1} F^s(z_j)^*, F^s P^{-1} F^s(z_i)^* \rangle_{\mathcal{H}(K_\sigma)} = F^s(z_j) P^{-1} F^s(z_j)^*,
\]
which together with \( (3.14) \) leads us to
\[
\|uh\|^2_{\mathcal{H}(K_\sigma)} = \sum_{i,j=1}^{k} \alpha_i \overline{\alpha_j} (K_\sigma(z_i, z_j) - F^s(z_j) P^{-1} F^s(z_j)^*).
\]
Since by \( (3.11) \), \( K_\sigma(z_i, z_j) - F^s(z_j) P^{-1} F^s(z_j)^* = u(z_i) u(z_j) K_\sigma(z_i, z_j) \), it follows that the right hand side expressions in \( (3.17) \) and \( (3.15) \) are equal. Thus, \( \|uh\|_{\mathcal{H}(K_\sigma)} = \|h\|_{\mathcal{H}(K_\sigma)} \), which completes the proof of (3).

**Proof of (4).** This part follows from parts (2), (3) and the equality
\[
\|F^s P^{-1} x^*\|^2_{\mathcal{H}(K_\sigma)} = x P^{-1} x^*,
\]
which, in turn, is a consequence of \( (2.10) \).

4. **An example**

Parametrization \( (2.17) \) is especially transparent in case \( \dim \mathcal{X} < \infty \). Then with respect to an appropriate basis of \( \mathcal{X} \), the output stable observable pair \((E, T)\) has the following form: \( T \) is a block diagonal matrix \( T = \text{diag}\{T_1, \ldots, T_k\} \) with the diagonal block \( T_i \) equal to the upper triangular \( n_i \times n_i \) Jordan block with the number \( \sigma_i \in \mathbb{D} \) on the main diagonal and \( E \) is the row vector
\[
E = [E_1 \ldots E_k], \quad \text{where} \quad E_i = [1 \; 0 \; \ldots 0] \in \mathbb{C}^{1 \times n_i}.
\]
It is not hard to show that for \((E, T)\) as above and for every function \(f\) analytic at \(z_1, \ldots, z_k\), evaluation \((2.2)\) amounts to
\[
(4.1) \quad f(T^*)E^* = \text{Col}_{1 \leq i \leq k} \text{Col}_{0 \leq j < n_i} f^{(j)}(z_i)/j!.
\]
If we specify the entries of the column \(x^*\) by letting
\[
x^* = \text{Col}_{1 \leq i \leq k} \text{Col}_{0 \leq j < n_i} x_{ij},
\]
then it is readily seen that Problem \((2.1)\) amounts to the following Lagranges-Sylvester interpolation problem:

**LSP**: Given \(s \in S\), \(k\) distinct points \(z_1, \ldots, z_k \in \mathbb{D}\) and a collection \(\{x_{ij}\}\) of complex numbers, find all functions \(f \in \mathcal{H}(K_s)\) such that
\[
f^{(j)}(z_i)/j! = x_{ij} \quad \text{for} \quad j = 0, \ldots, n_i - 1; \ i = 1, \ldots, k.
\]
The auxiliary column \(N^*\) is now defined from the derivatives of the given function \(s\) via formula \((4.2)\), and we define the matrix \(P\) as the unique solution of the Stein equation \((2.8)\). This matrix \(P\) turns out to be equal to the Schwarz-Pick matrix
\[
P = \begin{bmatrix}
\frac{1}{\ell!} \frac{\partial^{\ell + r}}{\partial z^\ell \partial \zeta^r} \frac{1 - s(z) s(\zeta)}{1 - z \zeta} \\
\end{bmatrix}
\]
which in turn is known to be positive definite unless \(s\) is a Blaschke product of degree \(m < n := n_1 + \ldots + n_k\), in which case \(P\) is positive semidefinite and rank \(P = m\). Thus the case \(P > 0\) handled in Theorem \((2.2)\) is generic if \(\dim X < \infty\). In this generic case, all the solutions \(f\) to the problem **LSP** are given by formula \((2.14)\), where now all the ingredients are not only explicit but also computable; for example \(\Theta\) is a rational \(J\)-inner function which can be taken in the form \((2.11)\). In particular, the unique solution of minimal norm \(f_{\min}\) has the form
\[
f_{\min}(z) = (E - s(z)N)(I - zT)^{-1}P^{-1}x^*,
\]
which is quite explicit in terms of the given data, at least given that one is willing to compute the inverse \(P^{-1}\) of the Schwarz-Pick matrix \(P\).

If \(s\) is a Blaschke product of degree \(m < n\), the problem **LSP** has a unique solution. Here is the sketch of the proof. Let \(m_1, \ldots, m_k\) be any nonnegative integers such that \(m_1 + \ldots + m_k = m = \deg s\) and \(m_i \leq n_i\) for \(i = 1, \ldots, k\). Let us consider the problem **LSP** with interpolation conditions
\[
f^{(j)}(z_i)/j! = x_{ij} \quad \text{for} \quad j = 0, \ldots, m_i - 1; \ i = 1, \ldots, k.
\]
Let \(\hat{x}, \tilde{E}, \tilde{N}, \tilde{T}\) and \(\hat{P}\) be the matrices associated with this truncated problem. The \(m \times m\) matrix \(\hat{P}\) is a principal submatrix of \(P\) and it is invertible since \(\deg s = m\). Let \(\hat{\Theta} = \begin{bmatrix} \hat{a} & \hat{b} \\ \hat{c} & \hat{d} \end{bmatrix}\) be constructed by formula \((2.11)\) (with \(\tilde{E}, \tilde{N}, \tilde{T}\) and \(\tilde{P}\) instead of \(E, N, T\) and \(P\) respectively). It then turns out that the function \(\hat{\sigma} = \frac{d \hat{a} - \hat{b}}{\hat{a} - \hat{c}}\) is a Blaschke product of degree zero, that is, a unimodular constant. By Theorem \((2.2)\) all solutions of the truncated problem **LSP** are of the form
\[
f = \tilde{F}^* \tilde{P}^{-1} \hat{x}^* + (a - sc)h, \quad \text{where} \quad \tilde{F}^* = (\tilde{E} - s(z)\tilde{N})(I - z\tilde{T})^{-1}
\]
and where \(h\) is a function from \(\mathcal{H}(K_{\sigma})\). Since \(\sigma\) is a unimodular constant, the space \(\mathcal{H}(K_{\sigma})\) is trivial and thus the problem **LSP** has only one solution, \(\tilde{F}^* \tilde{P}^{-1} \hat{x}^*\). It
finally can be shown that if the necessary condition \( x^* \in \operatorname{Ran} P^2 \) holds, then this function also solves the larger problem LSP.

The case where \( P \) is not boundedly invertible is much more challenging if \( \dim \mathcal{X} = \infty \) and especially if the function \( s \) belongs to the operator-valued Schur class, in which case the space \( \mathcal{H}(K_s) \) consists of vector-valued functions (rather than scalar-valued). This case will be worked out on a separate occasion.
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