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Performing reliability analysis of electric vehicle motor has an important impact on its safety. To do so, this paper proposes its reliability modeling and evaluation issues of electric vehicle motor by using fault tree (FT) and extended stochastic Petri nets (ESPN). Based on the concepts of FT and ESPN, an FT based ESPN model for reliability analysis is obtained. In addition, the reliability calculation method is introduced and this work designs a hybrid intelligent algorithm integrating stochastic simulation and NN, namely, NN based simulation algorithm, to solve it. Finally, taking an electric vehicle motor as an example, its reliability modeling and evaluation issues are analyzed. The results illustrate the proposed models and the effectiveness of proposed algorithms. Moreover, the results reported in this work could be useful for the designers of electric vehicle motor, particularly, in the process of redesigning the electric vehicle motor and scheduling its reliability growth plan.

1. Introduction

Along with increasing problems of energy and environment, more and more countries develop related policies to handle these changing and disturbing issues, that is, developing new-energy and low-carbon vehicles, implementing the remanufacturing, reuse, and recycling of waste products, and performing green transportation technologies [1–5]. Electric vehicle, as an important and green transportation tool, has been widely attracted by more and more researchers [6]. Motor is one of the key components of electric vehicle. Its reliability has an important impact on the system safety. Designers have well-recognized the importance of electric vehicle reliability, but to our best knowledge a detailed reliability analysis is still missing. Although the faults have been reduced in the last few years by some measures, the faults still affect the safety of vehicles, and faults of mechanical system occupy a large proportion of all the faults.

In the present literature, most of the current researches have discussed electric and electronic system issue and reliability prediction analysis of the electric vehicle. For example, P. Liu and H. P. Liu present a permanent-magnet synchronous motor drive system of electric vehicles [7]. Peng et al. discuss driving and control problems of torque for direct-wheel-driven electric vehicle with motors in serial [8]. Quinn et al. present the effect of communication architecture on reliability [9]. Zhu et al. present a grey prediction model of motor reliability of electric vehicle [10]. They propose a grey prediction model of electric vehicle motor based on particle swarm optimization [11]. In addition, Zhu et al. discuss the reliability modeling method of solar array based on the fault tree (FT) analysis method [11].

It can be seen from the above literatures that the current research on reliability modeling of electric vehicle motor is limited to FT analysis method. There is no doubt that FT analysis has been widely employed as a powerful technique to evaluate the safety and reliability of complex systems by many scholars [12, 13]. However, FT analysis has some limitations in reliability analysis. Firstly, in FT analysis, the probabilities of basic events must be known before analysis. Thus based on this assumption, the reliability analysis of the system is only a probability decision-making process.
and cannot achieve the real-time description of reliability information [14, 15]. Secondly, it is not easy for FT analysis to conduct further quantitative analysis automatically due to the lack of effective means of mathematical expression. Thirdly, FT analysis cannot find the dynamic description of fault information of the system precisely and cannot describe the propagation process of fault information.

The Petri net is one of the mathematical modeling approaches for the description of distributed systems, which consists of places, transitions, and directed arcs [16, 17]. Many extensions to the Petri nets have been successfully developed and applied in analyzing fault diagnosis, automated manufacturing systems, and product disassembly [18–21]. The extended stochastic Petri net is a high level one; it has been used to establish models of reconfigurable manufacturing system and network attack due to its better information expression ability and dynamic description performance of process features [22, 23]. Although some prior works [22–24] have proposed to use extended stochastic Petri nets to solve reliability issues of nitric acid reactor feed and reconfigurable manufacturing systems, they merely analyze the average failure rate/life time of system; the real-time probability analysis/reliability issues of the system are not yet addressed by using this method. Moreover, for reliability issue of electric vehicle motor, we cannot find reference to handle this issue by the extended stochastic Petri nets method to the best knowledge of the authors. To do so, this work addresses reliability modeling and evaluation of electric vehicle motor by using extended stochastic Petri nets based on fault tree for the first time. Namely, the aim of this work is to find a new way to analyze reliability of electric vehicle motor.

The remainder of this paper is organized as follows: reliability model and establishment method of FT and extended stochastic Petri nets of the mechanical system are given in Section 2. Section 3 presents the reliability analysis method and algorithm. In Section 4, taking an electric vehicle motor as an example, its reliability modeling and evaluation are presented. Section 5 concludes our work and describes some future research issues.

2. FT Based Extended Stochastic Petri Nets (ESPN) Models for Reliability Analysis

Reliability model is basis and premise for reliability analysis and evaluation; thus we first introduce the concept and establishment process of extended stochastic Petri nets model based on FT for reliability analysis. To easily establish it, the following method is proposed in this work. Namely, the FT model for reliability analysis is established based on its related concept, and then transformation rules of elements of FA to ESPN are defined. Finally, FT based ESPN model for reliability analysis is established.

2.1. FT Model for Reliability Analysis. FT is the most usual model of reliability analysis. Many references describe it in detail [25, 26]. In this work, we only present its basic elements and schematic diagram.

2.1.1. Basic Elements of FT. Usually, FT is composed of a series of events and logic gates. The main events include the following.

- Top event: it is the most undesirable system failure event and the object of the analysis. It is denoted by □.
- Middle event: it is the subsystem or component failure event and the cause of the top event. It is denoted by □.
- Basic event: it is the primary failure event and the cause of the top event or middle events. It is denoted by ○.

The main logic gates include the following.

- Logic OR gate: it indicates that output event occurs if either one of the input events occurs. It is denoted by △.
- Logic AND gate: it indicates that output event occurs only if all of the input events occur. It is denoted by □.

There may be many other types of events and logic gates involved in complex system reliability analysis. However, for the sake of concision, we only list the most commonly used ones here. For other types of events and logic gates, please refer to [25, 26].

2.1.2. FT Model of a Mechanical System. Based on the presented basic elements and logical relationship of fault occurrence, the schematic diagram of FT for reliability analysis of a mechanical system is presented next, as shown in Figure 1.

As shown in Figure 1, this FT is composed of 1 top event, 2 middle events, and 4 basic events. They are T, M1 and M2, and B1, B2, B3, and B4.

2.2. ESPN Model for Reliability Analysis

2.2.1. Concept of ESPN. The Petri net is a graphic modeling method, which is widely used in modeling and analyzing discrete event systems such as semiconductor manufacturing, transportation, and automated manufacturing systems. An ESPN is a high level one. It is a type of improved stochastic Petri nets with arbitrary distribution. Before giving the formal definition, we present the definition of PN introduced by Petri in 1962 [27–30].

A PN is a five-tuple \((P, T, I, O, m)\), where

\[
P = \{p_1, p_2, \ldots, p_n\}, \quad n > 0, \text{ and is a finite set of places pictured by circles;}
\]

\[
T = \{t_1, t_2, \ldots, t_s\}, \quad s > 0, \text{ and is a finite set of transitions pictured by bars, with } P \cup T \neq \Phi, \quad P \cap T = \Phi;
\]

\[
I : P \times T \to N \text{ and is an input function that defines the set of directed arcs from } P \text{ to } T, \text{ where } N = \{0, 1, 2, \ldots\};
\]

\[
O : T \times P \to N \text{ and is an output function that defines the set of directed arcs from } T \text{ to } P;
\]
Figure 1: FT model for reliability analysis of a mechanical system.

Figure 2: A simple PN and its elements.

\[ \text{m}_i : P \rightarrow N \] and is a marking whose \( i \)th component represents the number of tokens in the \( i \)th place. An initial marking is denoted by \( \text{m}_0 \). The tokens are pictured by dots.

A simple PN and its elements are shown in Figure 2. The four-tuple \((P, T, I, O)\) is called a PN structure that defines a directed graph structure. A PN models system dynamics using tokens and their firing rules.

Assume that every transition in a PN is associated with an exponentially distributed random delay from the enabling to the firing of the transition; then this PN is transformed into the stochastic Petri net (SPN), while every transition in a PN is associated with arbitrary distribution random delay; this PN is called ESPN. It is defined as follows [31].

An ESPN is a six-tuple \((P, T, I, O, m, H)\), where

\[
P = \{ p_1, p_2, \ldots, p_n \}, \quad n > 0, \text{ and is a finite set of places;}
\]

\[
T = \{ t_1, t_2, \ldots, t_s \}, \quad s > 0, \text{ and is a finite set of transitions, with } P \cup T = \Phi, P \cap T = \Phi;
\]

\[
I : P \times T \rightarrow N \text{ and is an input function that defines the set of directed arcs from } P \text{ to } T, \text{ where } N = \{0, 1, 2 \ldots \};
\]

\[
O : T \times P \rightarrow N \text{ and is an output function that defines the set of directed arcs from } T \text{ to } P;
\]

\[
m_i : P \rightarrow N \text{ and is a marking whose } i \text{th component represents the number of tokens in the } i \text{th place. An initial marking is denoted by } m_0.
\]

\[
H : T \rightarrow R \text{ is a vector whose component is a firing time delay with an extended/arbitrary distribution function.}
\]

Note that the firing time delay is the life time of corresponding component in ESPN model for reliability analysis.

2.2.2. Elements Transformation Rules of FT to ESPN. To obtain the ESPN, we introduce the transformation rules of elements of FT to ones of ESPN. Based on different logic relations, the transformation of AND/OR gates of FT to AND/OR transitions of ESPN is shown in Figure 3.

As shown in Figure 3, the top/middle/basic event, logical gate, and logical relation line of FT are transformed to place, transition, and arc of ESPN, respectively.

2.2.3. The Establishment of ESPN Based on FT. Based on the FT and elements transformation rules of FT to ESPN, the FT based ESPN model for reliability analysis is obtained, as shown in Figure 4.

From Figures 4 and 1, compared to FT model, we can see that the building FT model needs 6 types of elements, that is, 3 types of events, 2 types of logic gates, and a kind of relation line, while the building ESPN model only needs 3 types of elements, that is, place, transition, and arc. Namely, the ESPN model is more concise than FT one. In addition, when each transition is associated with its corresponding life distribution function, it can achieve the real-time description of reliability analysis. Also, this model can achieve the dynamic delivery and propagation of reliability/fault information due to the introduction of transition and directed arc. Overall, the results denote that using ESPN method to establish the product reliability model is more convenient, concise, and effective than FT model.

3. Method and Algorithm for Reliability Evaluation

3.1. Reliability Evaluation Method

3.1.1. Reliability Evaluation Parameters and Calculation Method. In this paper, the following two evaluation parameters of a system are adapted, that is, reliability degree of \( R(x) \) and average life \( E(x) \).

Let random variable \( X \) denote the life for a specified system; then the unreliability \( F(x) \) of the system at time \( x \) is the probability of random variable \( X \leq x \); namely,

\[
F(x) = \Pr(X \leq x). \tag{1}
\]

The reliability of the system \( R(x) \) is

\[
R(x) = 1 - F(x) = \Pr(X \geq x). \tag{2}
\]

Let probability density function of the system be \( f_s(x) \); then the average life \( E(x) \) is

\[
E(x) = \int_{-\infty}^{+\infty} xf_s(x) \, dx. \tag{3}
\]
In addition, for computer system reliability, the life calculation method of AND/OR transition in ESPN is pretended next.

Let a specified system consist of \( n \) components and let the life of these \( n \) components be \( x_1, x_2, \ldots, \) and \( x_n \), respectively.

For AND transitions, the system life \( x \) is expressed as

\[
    x = \min \{x_1, x_2, \ldots, x_n\} . 
\]

(4)

For OR transitions, the system life \( x \) is expressed as

\[
    x = \max \{x_1, x_2, \ldots, x_n\} . 
\]

(5)

For example, in Figure 4, let the life of corresponding components of places \( p_1 \) and \( p_2 \) be \( x_1 \) and \( x_2 \), respectively; then the life of corresponding system \( x_5 \) of places \( p_5 \) is \( x_5 = \min \{x_1, x_2\} \). Let the life of corresponding components of places \( p_3 \) and \( p_4 \) be \( x_3 \) and \( x_4 \), respectively; then the life of corresponding system \( x_6 \) of places \( p_6 \) is \( x_6 = \max \{x_3, x_4\} \).

For other systems, its life calculation can be obtained by the integration of AND and OR transition calculation. Such as, a system as shown in Figure 4, its system life \( x_7 = \min \{x_5, x_6\} = \min \{\min(x_1, x_2), \max(x_3, x_4)\} \).

3.2. Algorithm for Reliability Evaluation. Stochastic simulation is an effective means to assess and calculate stochastic and probabilistic functions. It has effectively solved many stochastic programming problems [32–35]. While neural networks (NN) have been successfully used to solve many complex industrial evaluation and optimization problems due to their strong nonlinear fitting ability [36–38], we propose to use a stochastic simulation algorithm based on NN to solve the reliability of the proposed FT based ESPN model.

3.2.1. Stochastic Simulation of Reliability Function

\textbf{Step 1.} Initialize associated fault probability (life) distribution functions of each transition in ESPN model, and set the number of simulation cycles \( M \).

\textbf{Step 2.} Generate the lifetime \( x_1, x_2, \ldots, x_k \) from their life distribution functions \( f_{r1}(x), f_{r2}(x), \ldots, f_{rk}(x) \).

\textbf{Step 3.} Based on transition transmission rules, that is, (4) and (5), a system life value \( x \) is obtained from bottom to top in ESPN model.

\textbf{Step 4.} Repeat Steps 1–3 for \( M \) times; namely, \( M \) samples of system life are obtained.

\textbf{Step 5.} Calculation of the average value of \( M \) samples of system life obtained in Step 4; that is, average life \( E(x) \) of the system is obtained.

\textbf{Step 6.} Given a time \( x' \), record the number of \( x > x' \) in \( M \) samples as \( M' \); then the system reality degree \( R(x) \) is obtained; that is, \( R(x) = M'/M \).

3.2.2. Neural Networks (NN). NN is treated as a nonlinear mapping system consisting of neurons (processing units), which are linked by weighted connections. It usually consists of three layers: input, hidden, and output layers. There is an activation function in the hidden layer. It is defined as the sigmoid function in this paper [36–39].

Firstly, the method to determine the number of neurons of the input, hidden, and output layers is presented as follows.

The number of input neurons of an NN structure is the number of bottom places in ESPN model, namely, the number of basic events in FT model; in other words, the number of input neurons is the number of life distributions of basic fault component of a system in this paper.
The number of output neurons is 1 representing one system life function. In terms of the NN structure, the main problem is to determine the best number of hidden neurons. The number can be infinite in theory, but finite in practice due to two reasons. Too many hidden neurons increase the training time and response time of the trained NN. On the other hand, too few hidden neurons make the NN lack of generalization ability. Therefore, it can usually be determined by the following formula; namely, \( s = \sqrt{u + v + b} \), where \( u \) and \( v \) are the number of input neurons and output neurons, respectively, and \( b \) is a constant from 1 to 10 [40]. Based on it, in terms of a system shown in Figure 4, \( u \) is set to be 4 since this system is composed of 4 bottom places, \( v = 1 \); thus \( s \) is a constant from 3 to 12.

Secondly, backpropagation is the most commonly used method to calculate values for the weight and bias terms of an NN model. In this method, all weights are adjusted according to the calculated error term using a gradient method. Learning in an NN, that is, the calculation of the weights of the connections, is achieved by minimizing the error between its output and the actual output over a number of available training data points. In this paper, the error term is controlled by the following MATLAB function, namely, \( \text{net.trainParam.goal} \). It denotes the mean squared error between the output of the neural network and the actual output over a number of available training data points.

Thus the NN algorithm is presented as follows.

\begin{enumerate}
  \item [Step 1.] Initialize the number of neurons at the input, hidden, and output layers, and initialize weight vector \( w \).
  \item [Step 2.] Calculate the output of the hidden layer and the output of output layer, and adjust the corresponding weights \( w \).
  \item [Step 3.] Calculate the error term, namely, training performance goal. If it is larger than the given error, go to Step 2, and otherwise, end.
\end{enumerate}

3.2.3. **NN Based Simulation Algorithm.** Based on the presented stochastic simulation and NN, the steps of the stochastic evaluation algorithm based on NN are presented as follows.

\begin{enumerate}
  \item [Step 1.] Initialize the parameters of an NN structure and the number of training data points \( K \).
  \item [Step 2.] Establish an FT based ESPN model for reliability analysis based on fault logic relationships of each component in a system.
  \item [Step 3.] Based on the relationship among the system life and the corresponding each component life in FT based ESPN model, generate the input-output data for NN training by the stochastic simulation technology.
  \item [Step 4.] Train the NN to approximate the uncertain function, namely, the transition transmission rule/relation of the system life calculation, and obtain output data of a system life of the NN.
  \item [Step 5.] Forecast outputs of system life value are obtained by the NN algorithm.
\end{enumerate}

\section*{4. Reliability Modeling and Evaluation of Electric Vehicle Motor}

4.1. **Reliability Modeling of Electric Vehicle Motor.** As shown in Figure 5, it is a schematic graph of electric vehicle motor. It mainly consists of 3 parts, that is, stator, rotor, and axis. According to its components and their logical relation of fault occurrence, combined with the presented concept of FT, its FT model is shown in Figure 6.

Based on elements transformation rules of FA to ESPN, the FT based ESPN model of motor of electric vehicle is obtained and shown in Figure 7.

In addition, the paraphrase for the transitions and places of FT based ESPN model of electric vehicle motor is listed in Tables 1 and 2, respectively. Additionally, the life distribution types and parameters associated with each transition is listed in Table 2. Note that \( \text{Norm}(\mu, \sigma) \) and \( \text{Exp}(\lambda) \) denote normal and exponential distributions, respectively. The distribution parameters can be determined by the life test of motor and the unit of life time is hour [41].

4.2. **Reliability Evaluation of Electric Vehicle Motor.** The parameters of the NN based simulation algorithm are set as follows: for FT based ESPN model of electric vehicle motor, since there are 7 bottom places in this model, the number of input neurons is set to be \( u = 7 \). Thus the number of hidden neurons is 12 by letting \( b = 12 \). The given error term value is 0.000000004. Based on the stochastic simulation, 5000 input-output data points are generated and obtained. Moreover, they are separated into two groups: 3000 data points for training and 2000 points for testing. Note that the number of training data points is set to be 5000 due to two reasons. First, too few data points make the solution of models inaccurate. Second, too many points increase the training time and response time of the solution model. Note
that the solution accuracy cannot be increased significantly with the number of data points [36, 37].

4.2.1. The Results of Average Life $E(x)$ of Electric Vehicle Motor. Based on the established FT based ESPN model and the above presented algorithm, after the proposed stochastic simulation algorithms based on NN are executed, the average life $E(x)$ of electric vehicle motor is obtained; that is, $E(x) = 4492.4$ hours. It denotes that the average use time of this electric vehicle motor is 4492.4 hours.

4.2.2. The Results of Reliability Degree $R(x)$ of Electric Vehicle Motor. Given the different running time $x$ of the electric vehicle motor, after the proposed stochastic simulation algorithms based on NN are executed, the corresponding reliability degree $R(x)$ is obtained, as listed in Table 3.

As seen in Table 3, for example, $R(800) = 0.871$; it denotes that the probability of this motor, which does not occur faulty, is 0.871 when it has run for 800-hour time.

In addition, in order to make future tests and observe the effectiveness of the proposed methods, the predicted outputs of NN method and their output error between forecast and actual outputs at test data points are shown in Figures 8 and 9.

From Figures 8 and 9, the predicted and output results of the proposed algorithm are highly close. It reveals that the proposed algorithm can accurately achieve reliability evaluation of the electric vehicle motor.

5. Conclusion

Electric vehicle motor is one of key components in electric vehicle and has a great impact on the vehicle safety; thus it is important to perform its reliability analysis. To do
Table 2: Paraphrases of each transition in ESPN models.

| ESPN | Paraphrase                                                                 | Life distribution type \( f(x) \) associated with transition \( t \) |
|------|---------------------------------------------------------------------------|---------------------------------------------------------------------|
| \( t_1 \) | Faults of core and winding of the stator cause fault of stator            | Life distribution of core of the stator \( x_1 \) is Norm(20000, 1100). |
| \( t_2 \) | Faults of core and winding of the rotor cause fault of the rotor          | Life distribution of winding of the stator \( x_2 \) is Exp(16000).    |
| \( t_3 \) | Faults of bearing and shaft assembly cause fault of the axis system      | Life distribution of bearing \( x_3 \) is Exp(12000).                 |
| \( t_4 \) | Faults of shaft and bond cause fault of shaft assembly                   | Life distribution of shaft \( x_4 \) is Norm(18000, 1000).           |
| \( t_5 \) | Faults of the stator, rotor, and axis system cause the fault of the motor system | Life distributions of stator, rotor, and axis system are obtained by calculation of life of constituting its components |

Table 3: Reliability degree of electric vehicle motor under different running time.

| \( x \) | 600 | 800 | 1000 | 1200 | 1400 |
|-------|-----|-----|------|------|------|
| \( R(x) \) | 0.889 | 0.871 | 0.841 | 0.8111 | 0.778 |

so, currently, researchers have discussed this problem by using FT analysis method. However, this method has many defects in analyzing the reliability of mechanical systems; for example, it cannot achieve the dynamic description of reliability and the building process of FT model needs a variety of elements. To deal with this problem, this paper proposes reliability modeling and evaluation issues of electric vehicle motor by using FT based extended stochastic Petri nets for the first time. Based on the concepts of FT and ESPN, combined with the defined transformation rules of their elements, an FT based ESPN model for reliability analysis of the mechanical system is obtained. In addition, the reliability calculation method is introduced on FT based ESPN model of the mechanical system and this work designs hybrid intelligent algorithms integrating stochastic simulation and NN, namely, NN based simulation algorithm, to solve it. Finally, taking an electric vehicle motor as an example, its reliability modeling and evaluation issues are analyzed. The results reveal that they are feasible when used to solve the proposed problems. The obtained results can be used to guide decision makers in making better design when electric vehicle motor is developed and designed.

The future work is to find and use actual reliability test data to validate this method to provide the best decision support for reliability analysis of electric vehicle motor. This work merely analyzes the reliability of mechanical system of the electric vehicle motor. Thus, the reliability issue of integrated system integrating mechanical system and other software needs to be further discussed. In addition, advanced control and technology of electric vehicle motor should be further studied to improve its safety [42–44].
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