Abstract

The query mechanism introduced in the DETR method is changing the paradigm of object detection and recently there are many query-based methods have obtained strong object detection performance. However, the current query-based detection pipelines suffer from the following two issues. Firstly, multi-stage decoders are required to optimize the randomly initialized object queries, incurring a large computation burden. Secondly, the queries are fixed after training, leading to unsatisfying generalization capability. To remedy the above issues, we present featurized object queries predicted by a query generation network in the well-established Faster R-CNN framework and develop a Featurized Query R-CNN. Extensive experiments on the COCO dataset show that our Featurized Query R-CNN obtains the best speed-accuracy trade-off among all R-CNN detectors, including the recent state-of-the-art Sparse R-CNN detector. The code is available at https://github.com/hustvl/Featurized-QueryRCNN.

1 Introduction

Object detection as the fundamental task in computer vision aims to localize and recognize objects in images, which drives massive applications, e.g., autonomous vehicles and robotics. The deep convolutional neural networks have rapidly boosted the developments of object detection. It is remarkable that the region-based methods [1, 2], e.g., Faster R-CNN [2], have made great progress and achieved excellent results on large-scale benchmarks, e.g., MS-COCO [3].

Recently, Sun et al. reformulate the region-based methods by replacing the region proposal network (RPN [2]) with a fixed set of learnable object proposals (boxes and queries) and propose an end-to-end framework, i.e., Sparse R-CNN [4]. It adopts sparse object proposals to extract region features through RoI-Align [5] and updates these object proposals through 6 iterative region-based decoders. Specifically, the decoder in Sparse R-CNN comprises the self-attention to interact with other object proposals and a dynamic head to update proposals from region features. In addition, Sparse R-CNN adopts bipartite matching for label assignment and serves as a purely end-to-end approach without non-maximum suppression (NMS). Empirically, the learnable proposals are image-agnostic and represent potential object locations summarized through training across the dataset, which require multiple iterative decoders for image-aware refinement and attend to objects in individual images. Notably, reducing the iterative stages severely degrades the performance since the proposals are under-optimized for localization and recognition. Compared to classical R-CNN detectors [2, 6], Sparse R-CNN has much heavier decoders and more stages, which incur larger computation complexity and higher inference latency, limiting the practical applications.
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In this paper, we present the **featurized queries** which are initialized through the image content to alleviate the above issue. We empirically observe that using object features from images as object queries instead of learnable queries can considerably reduce the stages of decoders without performance drop. Specifically, we propose a query generation network (QGN) to generate image-aware object queries along with object boxes, which is motivated by RPN [2]. Query generation network designed in an anchor-free style aims to localize foreground objects by bounding boxes and provide object queries. Compared to Sparse R-CNN, the proposed QGN does not require complicated post-processing, *e.g.*, NMS and proposal sampling, which is rather efficient for query generation.

Further, we leverage the QGN to provide object queries and adopt one region-based decoder to refine the object proposals. Fig. 1 shows the structure comparison with RPN-based detectors (*i.e.*, Faster R-CNN), query-based detectors (*i.e.*, Sparse R-CNN) and our detector. QGN builds the connection between previous RPN-based dense object detectors and the query-based sparse object detectors. The QGN-based featurized query R-CNN, termed **FEATURIZED QR-CNN**, takes the advantages of both dense and sparse detectors, *i.e.*, it performs purely end-to-end detection and does not need NMS, and it only requires very a few self-attention-based decoders layers and computationally fast. Thus, our FEATURIZED QR-CNN is both accurate and fast.

To demonstrate the effectiveness of the featurized query design, we conduct massive experiments on the MS-COCO [3] benchmark. Without bells and whistles, FEATURIZED QR-CNN achieves superior speed-accuracy trade-off than the well-established Faster R-CNN and Sparse R-CNN as well as other counterparts, as shown in Fig. 2. Besides, the extensive experiments also demonstrate the fast convergence and generalization capability of the proposed featurized queries along with the proposed query generation network. FEATURIZED QR-CNN retains the two-stage paradigm of object detectors and improves the inference speed and accuracy simultaneously, which can serve as a new baseline for object detection.

### 2 Related Work

#### 2.1 Region-based Object Detectors

The development of deep convolutional networks have rapidly boosted the performance of modern object detection. [7, 1] present a region-based paradigm for object detection and adopt convolutional networks to extract region-of-interest (RoI) features with pre-computed object proposal boxes [8]. Ren et.al propose region proposal networks (RPN) [2] to get rid of pre-computed proposals in Fast R-CNN [1] and present Faster R-CNN [2], which serves as a well-known strong baseline among region-based detectors. He et.al. propose Mask R-CNN [5], which incorporates a segmentation head...
into Faster R-CNN for instance segmentation. Several methods [6, 9, 10, 11] based on Faster R-CNN leverage cascade architectures to improve the quality of the bounding boxes.

2.2 Query-based Object Detectors

Recently, query-based methods [12] bring a new paradigm to object detection. DETR [12], as the first query-based detector, integrates the transformer encoder-decoder architecture upon the convolutional networks and adopts a set of object queries to decode object bounding boxes. Deformable DETR [13] proposes multi-scale deformable attention, motivated by [14], and achieves better performance and faster convergence speed. YOLOS [15] proposes a pure sequence-to-sequence query-based detection scheme and shows strong detection performance can be obtained without using the convolutional backbone. Several works [16, 17, 18, 19] also alleviate the slow convergence problem of DETR through incorporating position information. [20, 21] based on Deformable DETR adopt auxiliary supervisions to prune the image features to lower the computation cost in transformer encoders or decoders, and achieve good trade-off between accuracy and computation budget. Sparse R-CNN [4] defines a sparse set of learnable queries and boxes, and adopts 6 region-based decoders to refine bounding boxes. Sparse R-CNN simplifies the two-stage detectors and achieves excellent results. QueryInst [22] shows Sparse R-CNN can be extended for high-quality instance segmentation. However, the decoders in Sparse R-CNN are much heavier than the vanilla fully-connected head in Faster R-CNN, which incurs large computation cost and limits the inference speed.

3 Method

3.1 Revisiting Query-based Methods

Recently, query-based methods [12, 4] reformulate object detection as a set prediction problem and adopt a fixed-size set of object queries to detect objects. The set prediction loss enforces the one-to-one assignment between the object queries and the ground-truth objects, which enables the end-to-end object detection without non-maximum suppression (NMS). In addition, query-based methods require multiple iterative decoders with self-attention to refine the object queries, e.g., 6 transformer decoders in DETR.

Set Prediction Loss The set prediction loss aims to finding a one-to-one assignment between the object queries and ground-truth objects through Hungarian algorithm [23], and then calculate the loss according to the assignment. Let \( y = \{y_i\}_{i=1}^{M} \) denote the ground truth of a set of objects, and \( \hat{y} = \{\hat{y}_i\}_{i=1}^{N} \) denote a set of predictions. In general, \( N \gg M \), we pad \( y \) with \( \emptyset \) (no object) to match the size of \( \hat{y} \). The target is to find a bipartite matching \( \sigma \in \Phi \) between these two sets.

\[
\hat{\sigma} = \arg \min_{\sigma \in \Phi} \sum_{i=1}^{N} L_{\text{match}}(y_i, \hat{y}_{\sigma(i)}),
\]

where \( L_{\text{match}} \) is the matching cost between ground truth \( y_i \) and prediction \( \hat{y}_{\sigma(i)} \) with index \( \sigma(i) \).

Iterative Decoders for Query Refinement Query-based methods define a sparse set of image-agnostic learnable object queries [12], which imply the potential locations of the objects. To obtain the image-aware detection results, query-based methods adopt iterative decoders to progressively update the object queries. Specifically, each decoder comprises a self-attention module to exchange information among object queries and a cross-attention [12] or dynamic convolution [4] to aggregate contextual information from image features. Notably, the iterative decoders are critical for query-based methods to refine the image-agnostic queries to recognize and localize the objects in the input image. Reducing the number of decoders will degrade the performance rapidly. However, the heavy decoders will bring large computation burden, especially for smaller backbones, e.g., the decoders of Sparse R-CNN take 58.4% of the inference time with ResNet-18 as the backbone.

3.2 Featurized Query R-CNN

In this paper, we propose image-aware object queries, i.e., featurized queries, to reduce the refinement iterations to simplify the query-based method for faster inference speed. Fig. 3 illustrates the overall
Figure 3: The overall framework of FEATURIZED QR-CNN. FEATURIZED QR-CNN adopts a query generation network (QGN) to generate a sparse set of query boxes along with query features based on the image features. Then the query features and the RoI features (from query boxes) will be fed into the R-CNN head for classification and box regression.

framework of the proposed FEATURIZED QR-CNN, which inherits the general framework of mainstream R-CNN based methods, e.g., Faster R-CNN. The simple QGN (Query Generation Network) motivated by RPN [2] generates a sparse set of proposals and featurized queries in a one-to-one correspondence manner. Then the newly-designed R-CNN head [4] extracts the RoI features and performs a cross-attention to extract object features. The final predictions are directly obtained by a feed forward network (FFN) same as [12, 4].

3.2.1 Query Generation Network

Architecture The query generation network based on the anchor-free detector, is built upon the top of FPN [24]. QGN adopts a dense head with a $3 \times 3$ convolutional layer followed by several $1 \times 1$ convolutions for objectness prediction, query box regression, and query feature. Let $F_l \in \mathbb{R}^{H_l \times W_l \times C_l}$ be the feature maps at level $l$ of FPN. For each location $(x, y)$ on the feature map $F_l$, the network predicts an objectness score and box offsets. The objectness score is category-agnostic and aims selecting the set of object queries (query features and query boxes). As for bounding box regression, we directly regress the distances from the pixel center to the four sides of the bounding boxes, i.e., $(l, t, r, b)$. By defaults, we use the features from P3 to P7\(^3\). Besides, we additionally add a branch (a simple $1 \times 1$ convolution) to generate object queries $Q_l \in \mathbb{R}^{H_l \times W_l \times D_l}$, where the $D_l$ is the dimension. We provide more analysis on the design of query generation network in experiments.

Featurized Query Generation In order to generate a fixed-size set of featurized object queries along with the query boxes, we first gather the pixel-wise predictions across all levels as the object candidates. Then we simply apply the top-K (K is set to 100) selection according to the objectness scores over all predictions. Correspondingly, we gather the query features for each selected prediction from image features $\{Q_l\}$.

Training Query Generation Network To enforce the query generation network to output the sparse set of object queries, we also adopt the bipartite matching to assign ground truths to the predictions. We first combine the the objectness scores and quality of the predicted query boxes, and define the matching function inspired by [25] as follows as:

$$Q_{\text{match}} = Q_{\text{obj}}^{1-\alpha} \cdot Q_{\text{IoU}}^\alpha,$$

where $\alpha$ is coefficient and $Q_{\text{IoU}}$ is the IoU quality. Inspired by the implementation of [26], the quality function only considers the points located in the GT boxes. As for the loss function, we formulate it as follows:

$$L_{\text{loss}} = \lambda_{\text{obj}} \cdot L_{\text{obj}} + \lambda_{\text{giou}} \cdot L_{\text{giou}},$$

where $L_{\text{obj}}$ is focal loss and $L_{\text{giou}}$ is the GIoU loss, $\lambda_{\text{giou}}, \lambda_{\text{obj}}$ are coefficients.

\(^3\)P$\times$ refers to the FPN features with $\frac{1}{2}$ size of input images.
3.2.2 Query-based R-CNN Head

The design of query-based R-CNN Head generally conforms to the standard structure of transformer-decoder [27]. As shown in Fig. 3, we firstly extract the region features according to the query boxes through RoI-Align [5]. And the featurized queries are fed into the multi-head self-attention module to interaction among objects. Then a dynamic convolution with weights generated by featurized queries will be applied upon region features for interaction between object queries and region-wise image features. In addition, we add an extra RoI-level self-attention module to further enhance the interaction among object queries, which matters much when we reduce the number of decoders in [4].

3.2.3 Cascade Refinement

To achieve better performance, we extend the FEATURIZED QR-CNN with a cascade head, as shown in Fig. 4. The cascade head aims to further refining the box predictions and consists of a query-based R-CNN head and a standard decoder [4]. Different from previous methods using 6 or more decoders [12, 13, 4] to make the image-agnostic object queries attend to objects, the proposed FEATURIZED QR-CNN can generate image-aware query boxes and requires fewer decoders to refine the bounding boxes. In FEATURIZED QR-CNN, using a cascade head with an extra decoder can bring better trade-off between speed and accuracy, which is further discussed in Sec. 4.3.

Figure 4: Cascade Head. We insert a standard decoder [4] containing a self-attention and dynamic convolution to further refine the queries.

4 Experiments

In this section, we conduct experiments on the challenging COCO [3] dataset, which includes 80 categories and contains 118k, 5k, and 20k images for training, validation, and testing. We train all models on train2017 and evaluate the models on val2017 unless specified.

4.1 Experimental Settings

Our implementation is based on Detectron2 [28] and PyTorch. Following [4], the multi-scale training and 270k scheduler are used, the initial learning rate is set to $2.5 \times 10^{-3}$, divided by 10 at 210k iterations and 250k iterations. We use AdamW [29] optimizer with weight-decay $1 \times 10^{-4}$. The backbone is initialized with the pretrained weights on ImageNet [30]. For fair comparison, the label assignment procedures and data augmentation operations follow the default setting of [4]. By defaults, we use FEATURIZED QR-CNN with 100 queries and ResNet-50-FPN [31] for ablation experiments.

During testing, images are resized to maximum scale of 1333 × 800. The inference speed reported is measured using a single NVIDIA 2080ti GPU. For the sparse proposal generation part, we directly get the top K output prediction according to the corresponding objectness scores. For R-CNN head part, we get top 100 prediction boxes with their scores without post processing. The simple processing framework makes our inference speed very fast.

4.2 Main Results

We give a full comparisons with main stream detectors [32, 2, 6] and recently proposed query-based or transformer-based methods. Tab. 1 and Tab. 2 show the results of the proposed FEATURIZED QR-CNN on COCO va2017 and test-dev, respectively. Using one detector head and 100 queries, FEATURIZED QR-CNN obtains a higher AP with faster inference speed than typical
Table 1: Main results on COCO val2017. We mainly compare Featurized QR-CNN with recent query-based methods on COCO val2017. The inference speeds are measured on a single NVIDIA 2080Ti GPU.

| Method | Backbone | Feature | Epochs | AP | AP$_{50}$ | AP$_{75}$ | AP$_{M}$ | AP$_{L}$ | FPS |
|--------|----------|---------|--------|----|----------|----------|----------|----------|-----|
| RetinaNet [12] | ResNet-50 | FPN | 36 | 40.2 | 61.0 | 43.8 | 42.4 | 43.5 | 52.0 | 22.1 |
| Faster R-CNN [2] | ResNet-50 | FPN | 36 | 41.4 | 61.3 | 47.3 | 25.9 | 46.8 | 56.8 | 17.5 |
| Cascade R-CNN [6] | ResNet-50 | FPN | 500 | 42.0 | 62.4 | 44.2 | 20.5 | 53.8 | 61.1 | 21.7 |
| Deformable DETR [13] | ResNet-50 | Encoder | 50 | 43.8 | 62.6 | 47.7 | 26.4 | 47.1 | 58.0 | 12.6 |
| Efficient DETR [20] | ResNet-50 | DeformEncoder | 36 | 44.2 | 62.2 | 48.0 | 28.4 | 47.5 | 56.0 | - |
| Sparse R-CNN (6 Stages, 100 Queries) [4] | ResNet-50 | FPN | 36 | 42.3 | 61.2 | 45.7 | 26.7 | 44.6 | 57.6 | 20.9 |
| Sparse R-CNN (6 Stages, 300 Queries) [4] | ResNet-50 | FPN | 36 | 44.5 | 63.4 | 48.2 | 26.9 | 47.2 | 59.5 | 20.6 |
| Featurized QR-CNN (100 Queries) | ResNet-18 | FPN | 36 | 30.4 | 53.8 | 36.7 | 23.9 | 38.3 | 46.1 | 35.4 |
| Cascade Featurized QR-CNN (100 Queries) | ResNet-18 | FPN | 36 | 38.5 | 56.1 | 41.9 | 23.4 | 40.4 | 49.5 | 37.3 |
| Featurized QR-CNN (300 Queries) | ResNet-50 | FPN | 36 | 41.3 | 59.4 | 44.9 | 26.7 | 44.2 | 52.4 | 26.0 |
| Cascade Featurized QR-CNN (300 Queries) | ResNet-50 | FPN | 36 | 43.0 | 61.3 | 46.8 | 28.3 | 45.7 | 55.5 | 24.5 |
| Cascade Featurized QR-CNN (300 Queries) | ResNet-50 | FPN | 36 | 44.6 | 63.1 | 48.9 | 29.5 | 47.4 | 57.5 | 24.3 |
| Cascade Featurized QR-CNN (300 Queries) | ResNet-101 | FPN | 36 | 40.4 | 60.2 | 43.2 | 24.0 | 44.3 | 52.2 | 15.2 |
| Faster R-CNN [2] | ResNet-101 | FPN | 36 | 42.0 | 62.5 | 45.8 | 25.2 | 45.6 | 54.6 | 16.0 |
| Deformable DETR-DC5 [12] | ResNet-101 | Encoder | 500 | 43.5 | 63.8 | 46.4 | 21.9 | 48.0 | 61.8 | 17.2 |
| Efficient DETR [20] | ResNet-101 | DeformEncoder | 36 | 44.9 | 64.7 | 47.7 | 23.7 | 49.5 | 62.3 | 8.7 |
| Sparse R-CNN (6 Stages, 300 Queries) [4] | ResNet-101 | FPN | 36 | 44.8 | 63.8 | 49.2 | 25.9 | 47.9 | 57.1 | 9.7 |

one-stage methods RetinaNet and two-stage methods Faster R-CNN. Under similar AP results, our Featurized QR-CNN with ResNet-50 is 1.2× faster than Faster R-CNN with same backbone. Cascade R-CNN is a popular two-stage high-performance detector integrating iterative structure heads. By using only 2-stage cascade head and 300 queries, Cascade Featurized QR-CNN surpasses Cascade R-CNN 1.1 AP while runs with higher FPS.

Compared to the popular query-based or transformer-based methods, our method also has competitive results considering AP and inference speed. As shown in Tab. 1, we use a shorter schedule than [12, 13] and fewer stages of decoders than [12, 13, 33]. Besides, different from [20], we don’t rely on powerful one-stage detector and transformer-encoder. We obtain 44.6 AP with ResNet-50 and 45.8 AP with ResNet-101 when using 300 queries, which are better than most query-based methods.

4.3 Ablation Experiments

The recall of Query Generation Networks Can our proposed Query Generation Networks (QGN) generate high-recall proposals? To answer this question, we perform various settings of QGN to compare recall with popular RPN of [2]. For fair comparison, we simply replace the RPN in [2] with QGN, and the strategies and structures of other parts remain the same. In Fig 6, we compare.
Recall v.s. IoU on COCO 2017 validation set. We use ResNet50-FPN as our backbone. \( AB, AF \) denotes anchor-based, anchor-free respectively. \( P_x-P_y \) represents using features from level \( x \) to level \( y \). The P2 level feature brings no gains to our overall recall. Our QGN obtains higher recall using fewer proposals.

The recall of proposals in different IoU threshold. When using 100 proposals, our method performs better than Faster R-CNN. As we rise the proposals of Faster R-CNN to 1000, our method still have advantages with high IoU as shown in Fig 6(b). With top-300 proposals, the QGN achieves better AR\(_{1000}\) compared to Faster R-CNN. Besides, we observe little difference in anchor-based and anchor-free methods. The P2 feature of backbone which has \( \frac{1}{4} \times \) resolution \( w.r.t. \) the input image is not used in our method considering efficiency.

### Table 2: Main results on COCO test-dev. We compare FEATURIZED QR-CNN with the popular one-stage and two-stage detectors on COCO test-dev.

| Method                  | Backbone | AP   | AP\(_{50}\) | AP\(_{75}\) | AP\(_S\) | AP\(_M\) | AP\(_L\) |
|-------------------------|----------|------|-------------|-------------|----------|----------|----------|
| RetinaNet [32]          | ResNet-101 | 39.1 | 59.1        | 42.3        | 21.8     | 42.7     | 50.2     |
| FS AF [34]              | ResNet-101 | 40.9 | 61.5        | 44.0        | 24.0     | 44.2     | 51.3     |
| FCOS [26]               | ResNet-101 | 41.5 | 60.7        | 45.0        | 24.4     | 44.8     | 51.6     |
| RepPoints [35]          | ResNet-101-DCN | 45.0 | 66.1        | 49.0        | 26.6     | 48.6     | 57.5     |
| ATSS [36]               | ResNet-101 | 43.6 | 62.1        | 47.4        | 26.1     | 47.0     | 53.6     |
| ATSS [36]               | ResNet-101-DCN | 46.3 | 64.7        | 50.4        | 27.7     | 49.8     | 58.4     |
| Faster R-CNN [2]        | ResNet-101 | 39.2 | 59.1        | 39.0        | 18.2     | 39.0     | 48.2     |
| Libra R-CNN [37]        | ResNet-101 | 41.1 | 62.1        | 44.7        | 23.4     | 43.7     | 52.5     |
| Cascade R-CNN [6]       | ResNet-101 | 42.8 | 62.1        | 46.3        | 23.7     | 45.5     | 55.2     |
| Dynamic R-CNN [38]      | ResNet-101 | 44.7 | 63.6        | 49.1        | 26.0     | 47.4     | 57.2     |
| TSP-R-CNN [33]          | ResNet-101 | 46.6 | 66.2        | 51.3        | 28.4     | 49.0     | 58.5     |
| Sparse R-CNN (6 Stages, 300 Queries) [4] | ResNetXt-101 | 46.9 | 66.3        | 51.2        | 28.6     | 49.2     | 58.7     |
| Cascade FEATURIZED QR-CNN (100 Queries) | ResNet-101 | 44.4 | 63.3        | 48.3        | 26.4     | 46.6     | 55.5     |
| Cascade FEATURIZED QR-CNN (300 Queries) | ResNet-101 | 46.0 | 64.9        | 50.3        | 28.5     | 48.6     | 56.9     |
| Cascade FEATURIZED QR-CNN (300 Queries) | ResNetXt-101 | 47.0 | 66.4        | 51.5        | 29.5     | 49.4     | 57.7     |

#### Effects of the components

Tab. 3(a) shows the results of adding an extra RoI-level self-attention and using P7 features on the single R-CNN head or the cascade head respectively. Due to the hardly-optimized characteristic of interaction module indicated in [33], our method with isolated head have a relatively poor capability extracting object embedding and perform worse than [2]. We additionally add a self-attention module to enhance the object features in RoI-feature levels and an interesting phenomenon appeared. There is 0.9 AP gains in single detector-head but only 0.2 AP gains in cascade head scenario. It proves that the interactive module has a stronger ability to extract object feature when using cascade head. Our RoI-level self-attention module can alleviate this problem effectively. Besides, using P3-P7 features for QGN is better than P3-P6 features.

#### Query generation paradigm of QGN

We compare the two typical generation paradigm in FEATURIZED QR-CNN, i.e., anchor-based paradigm and anchor-free paradigm. As for the anchor-based paradigm, we follow [2] and define 9 anchors per location. While for anchor-free head, each location corresponds to only one object. For both anchor-free or anchor-based paradigm, we adopt the same training loss as discussed in Sec. 3.2.1 Tab. 3(b) shows that anchor-free head achieves better accuracy. Compared to anchor-free paradigm, anchor-based paradigm tends to output multiple query boxes per location but shares the pixel features, which leads to ambiguity for refinement in R-CNN head, i.e., multiple query boxes share the same query features.
Table 3: Ablation studies. We provide the ablation studies about (a) the components in Featurized QR-CNN, (b) query generation paradigm in QGN, (c) the generation of featurized queries, (d) position encoding, and (d) the generalization comparison with Sparse R-CNN on CrowdHuman.

(a) The effect of different component. When using 1-stage R-CNN head, the RoI-level self-attention brings 0.9 AP gains. At this time, we get the similar results to Faster R-CNN-R50.

(b) Query generation paradigm of QGN. We evaluate the performance using anchor-based or anchor-free paradigms in QGN. The anchor-free paradigm provides better results.

(c) Featureized query generation. We evaluate different settings for generating featureized queries.

(d) Position encoding. We evaluate the effect of adding position encoding for query features and RoI features, which shows minor improvements.

(e) Generalization capability. We directly apply the COCO-pretrained models to evaluate on CrowdHuman val without fine-tuning.

Generation of featureized query We compare different settings of featureized query branch in Tab. 3(c). When the queries are learnable weight same as [12, 4], the AP drop to 34.0. This result shows that the one-to-one correspondence between boxes and featureized queries is necessary. Using a 3 × 3 conv layer to generate the query has slight difference between using 3 × 3 ones. Besides, when we stack two layers (one 3 × 3 conv following a 1 × 1 conv) to get the featureized queries, there are 0.2 AP gains compared to basic ones. For simplicity, we use a single 1 × 1 conv layer by defaults.

Effect of position encoding Position encodings act as the key component in transformer-based methods [12, 13, 17], we also incorporate spatial position encodings into query features in QGN or region features in R-CNN. Tab. 3(d) shows that using position encodings has no impact on our method.

Generalization ability of queries In order to evaluate the generalization ability of our proposed featureized query, we perform experiments on CrowdHuman dataset [39]. Intuitively, we directly apply the COCO-pretrained models to evaluate on val set without fine-tuning. Tab. 3(e) shows that our method significantly outperforms Sparse R-CNN on CrowdHuman. In the case where the COCO-AP of two methods are close, our method outperforms Sparse R-CNN by nearly 2 AP, showing better generalization ability.

Effect of numbers of stages in Cascade Head Our method alleviates the dependence of the query-based method on the iterative structures. In Fig. 7, we directly apply the COCO-pretrained mod-
we evaluate the impact of the iterative structures on our method and Sparse R-CNN. For our method, when the number of stages in cascade head exceeds three, the performance gain is almost negligible. We use two-stage cascade head by default, which is more efficient than Sparse R-CNN but provides competitive accuracy.

**Visualization and Timing** We visualize the distribution of $\Delta=(\delta_w, \delta_h)$ in Fig. 8, where,

$$
\delta_w = \frac{(g_x - b_x)}{b_w}, \delta_h = \frac{(g_y - b_y)}{b_h},
$$

(4)

The R-CNN head performs adjustments on proposals $b=(b_x, b_y, b_w, b_h)$, and the proposals gradually approach the GT $g=(b_x, b_y, b_w, b_h)$. For the first stage of R-CNN, the proposals are generated from QGN. As for the later stages, the proposals are from previous stage. This distribution reveals the convergence of region proposals. Our method has better convergence properties than Sparse R-CNN when using fewer stages. Besides, we visualize the bounding boxes of different stages in Fig. 5. The query boxes generated by QGN can cover most of the instances in the images. The R-CNN head can refine the proposals progressively and get accurate predictions at last.

We report the inference latency of different module in FEATURIZED QR-CNN. The results are shown in Tab. 4. We divide the query-based detectors into four parts, namely, backbone, encoder, query generation, decoder. Compared with other popular query-based detector, our method uses a lightweight QGN to generate queries and do not rely on transformer encoders, and the decoders are much efficient. Tab. 4 shows that FEATURIZED QR-CNN achieves better trade-off.

**Table 4:** Latency (ms) and AP comparison. E and D denote encoder and decoder respectively.

| Method                        | Backbone | Encoder | QueryGene | Decoder | Total(ms) | AP  |
|-------------------------------|----------|---------|-----------|---------|-----------|-----|
| Deform-DETR (300 Queries, 6E, 6D) | 29.3     | 33.9    | 0.2       | 15.4    | 79.3      | 43.8|
| Efficient-DETR (300 Queries, 3E, 1D) | 29.5     | 18.1    | 4.8       | 2.9     | 55.3      | 44.2|
| Sparse R-CNN (100 Queries, 6D) | 28.6     | -       | 0.3       | 17.6    | 47.8      | 42.3|
| Sparse R-CNN (300 Queries, 6D) | 28.6     | -       | 0.3       | 18.3    | 48.8      | 44.5|
| FEATURIZED QR-CNN (100 Queries) | 29.8     | -       | 3.3       | 3.8     | 38.4      | 41.3|
| Cascade FEATURIZED QR-CNN (100 Queries) | 29.8     | -       | 3.3       | 6.7     | 40.3      | 42.8|
| Cascade FEATURIZED QR-CNN (300 Queries) | 29.8     | -       | 3.3       | 7.1     | 41.2      | 44.6|

**5 Conclusion**

In this paper, we propose FEATURIZED QR-CNN, aims to introduce query-based principle into R-CNN based detector while alleviate the dependence of iterative decoders in Sparse R-CNN. Specifically, we propose a query generation network (QGN) to generate image-aware object queries. By sharing features from backbone, the object query can get instance-level context in a nearly cost-free way. Further, we adopt one region-based decoder to refine the object proposals. Extensive experiments have demonstrated the effectiveness of our proposed methods. We believe that FEATURIZED QR-CNN can serve as a new and standard tool for object detection due to its simplicity and strong performance.
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