KELLER ADMISSIBLE TRIPLES AND DUFLO THEOREM
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Abstract. The present paper is devoted to the study of Keller admissible triples. We prove that a Keller admissible triple induces an isomorphism of Gerstenhaber algebras between the Hochschild cohomologies of direct-sum type of the pair of differential graded algebras bound to one another by the admissible triple. As an application, we give a new concrete proof of the Duflo–Kontsevich theorem for finite-dimensional Lie algebras.
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Introduction

Let $A$ and $B$ be dg (i.e. differential graded) algebras over a field $k$. It is a theorem of Keller [17] that, if there exists a dg $A$-$B$-bimodule $X$ and the induced canonical morphisms

$$ A \to \text{RHom}_{B^{\text{op}}}(X, X), $$

$$ B^{\text{op}} \to \text{RHom}_A(X, X) $$

are quasi-isomorphisms, then the Hochschild cohomologies of $A$ and $B$ are isomorphic as Gerstenhaber algebras. In most of the literature, including [17], the Hochschild cohomology of $A$ is defined by derived functors and is equal to the cohomology $\text{HH}^\bullet_{\prod}(A)$ of the product-total complex

$$ \left( \prod_{p+r=\bullet} \text{Hom}^r(A^{\otimes p}, A), d_H + \partial_A \right). $$

However, in this paper, we are interested in the cohomology $\text{HH}^\bullet_{\oplus}(A)$ of the sum-total complex

$$ \left( \bigoplus_{p+r=\bullet} \text{Hom}^r(A^{\otimes p}, A), d_H + \partial_A \right). $$

The second kind of Hochschild cohomology plays a significant role in formality theorem and Duflo–Kontsevich-type theorem for dg manifolds [25, 34, 4, 32]. Here, a dg manifold (i.e. differential graded manifold) means a $\mathbb{Z}$-graded manifold equipped with a homological vector field. The notion of dg manifolds has recently drawn attention for its connections with various fields in mathematics including Lie theory, homotopy Lie algebras, foliations, higher Lie algebroids and derived differential geometry [2, 3, 7, 8, 9, 22, 23, 36, 38, 39]. In addition to formality theorem and Duflo–Kontsevich-type theorem for dg manifolds, the second type Hochschild cohomology is also important in matrix factorization [31].

The sum Hochschild cohomology behaves significantly differently from the product Hochschild cohomology and is not well-behaved under homotopy equivalences. See Example 1.2 (and Example 4.9) for an instance of a dg algebra $A$ whose Hochschild cohomologies $\text{HH}^\bullet_{\prod}(A)$ and $\text{HH}^\bullet_{\oplus}(A)$ are different. In this paper, Hochschild complexes/cohomologies means the sum Hochschild complexes/cohomologies unless otherwise stated.

Inspired by Keller’s theorem, we introduce a notion of Keller admissible triples and prove a sum Hochschild cohomology version of Keller’s result.

For us, a Keller admissible triple is a triple $(A, X, B)$, where $A$ and $B$ are dg algebras, and $X$ is a dg $A$-$B$-bimodule, such that the action maps

$$ \rho_A : (A, d_A) \to \left( \text{Hom}_{B^{\text{op}}}(X, X), \partial_X \right), $$

$$ \rho_B : (B^{\text{op}}, d_B) \to \left( \text{Hom}_A(X, X), \partial_X \right) $$

are weakly cone-nilpotent quasi-isomorphisms, which we define in Section 3.2, and the partial Hochschild complexes

$$ 0 \to \text{Hom}_{B^{\text{op}}}(X, X) \hookrightarrow \text{Hom}(X, X) \xrightarrow{d_H^{X_R}} \text{Hom}(X \otimes B, X) \xrightarrow{d_H^{X_L}} \text{Hom}(X \otimes B \otimes^2, X) \xrightarrow{d_H^{X_L}} \cdots $$

$$ 0 \to \text{Hom}_A(X, X) \hookrightarrow \text{Hom}(X, X) \xrightarrow{d_H^{X_L}} \text{Hom}(A \otimes X, X) \xrightarrow{d_H^{X_L}} \text{Hom}(A \otimes^2 X, X) \xrightarrow{d_H^{X_L}} \cdots $$

are exact. Essentially, such a triple can be considered as a kind of Morita equivalence between the dg algebras $A$ and $B$. 
For a dg $A$-$B$-bimodule $X$, Keller constructed a dg category (with two objects) and studied its Hochschild cohomology $\text{HH}_A(X)$ which can be obtained as the cohomology of a product-total complex $\text{Hoch}_A^*(X)$ [17, 19, 33]. Instead of the product-total complex, we consider the sum Hochschild complex $\text{Hoch}_A^*(X)$ which is equipped with a pair of natural projections $\pi_A : \text{Hoch}_A^*(X) \to \text{Hoch}_A^*(A)$ and $\pi_B : \text{Hoch}_B^*(X) \to \text{Hoch}_B^*(B)$. Our main result is the following:

**Theorem A.** For a Keller admissible triple $(A, X, B)$, the pair of natural projections $\pi_A$ and $\pi_B$ induce a pair of isomorphisms of Gerstenhaber algebras $\text{HH}_A^*(A) \cong \text{HH}_A^*(X) \cong \text{HH}_B^*(B)$ between the Hochschild cohomologies.

Theorem A provides a way to construct an explicit isomorphism between the Hochschild cohomologies of “Morita equivalent” dg algebras. As an application, we obtain, in Section 4 and Section 5, an alternative proof of the Duflo–Kontsevich theorem for finite-dimensional Lie algebras.

Given a finite-dimensional Lie algebra $g$, the symmetrization map $\text{pbw} : Sg \to Ug$ from the symmetric algebra $Sg$ to the universal enveloping algebra $Ug$ is an isomorphism of vector spaces, called Poincaré–Birkhoff–Witt isomorphism. It induces a vector space isomorphism $\text{pbw} : (Sg)^g \to (Ug)^g$ between the subspaces of $g$-invariants. This isomorphism does not respect the natural associative multiplications on $(Sg)^g$ and $(Ug)^g$, but it can be modified by the square root of Duflo element so as to obtain an isomorphism of associative algebras. The Duflo element $J \in \tilde{S}(g^\vee)$ is the formal power series on $g$ defined by $J(x) = \det \left( \frac{1-e^{-ad_x}}{ad_x} \right)$, for all $x \in g$. Its square root $J^{1/2}$ acts on $(Sg)^g$ in the manner of a formal differential operator. A remarkable theorem due to Duflo [11] asserts that the composition $\text{pbw} \circ J^{1/2} : (Sg)^g \to (Ug)^g$ is an isomorphism of associative algebras. This theorem generalizes a fundamental theorem of Harish–Chandra about the center of the universal enveloping algebra of semi-simple Lie algebras.

In [21], Kontsevich proposed a new proof of Duflo’s theorem as an application of his quantization formulas. More precisely, Kontsevich recovered the Duflo isomorphism as the tangent map of his formality morphism at the Lie–Poisson structure on $g^\vee$ regarded as a Maurer–Cartan element in the dgla of polyvector fields $\mathcal{T}_\text{poly}(g^\vee)$ on $g^\vee$. This approach led to the Duflo–Kontsevich theorem: the map

$$\text{pbw} \circ J^{1/2} : H^\bullet_{\text{CE}}(g, Sg) \to H^\bullet_{\text{CE}}(g, Ug)$$

is an isomorphism of graded algebras. The classical Duflo theorem is the isomorphism of cohomologies in degree 0. A detailed proof of the Duflo–Kontsevich theorem was given by Pevzner–Torossian [30].

Shoikhet [32] conjectured that a Duflo–Kontsevich-type theorem should hold for all finite dimensional dg manifolds. Shoikhet’s conjecture was proved two decades later by the first author jointly with Stiénon and Xu [25, Theorem 4.3]: for a finite dimensional dg manifold $(M, Q)$, the map

$$\text{hkr} \circ \text{Td}^{1/2}_{(M, Q)} : \mathbb{H}^\bullet(\Theta \mathcal{T}_\text{poly}(M), [Q, -]_S) \to \mathbb{H}^\bullet(\Theta \mathcal{D}_\text{poly}(M), d_H + [Q, -])$$

is an isomorphism of graded algebras. Here, hkr is the Hochschild–Kostant–Rosenberg map, and $\text{Td}^{1/2}_{(M, Q)}$ is the square root of the Todd class acting on $\Theta \mathcal{T}_\text{poly}(M)$ by contraction.

Shoikhet also suggested that the Duflo–Kontsevich theorem (1) could be recovered by applying (2) to the dg manifold $(g[1], d_g)$, where the Chevalley–Eilenberg differential $d_g \in \Theta \mathcal{T}_\text{poly}(g[1])$ is considered as a homological vector field on $g[1]$. Indeed, by doing so, we obtain the isomorphism of graded algebras

$$\text{hkr} \circ \text{Td}^{1/2}_{g[1]} : \mathbb{H}^\bullet(\Theta \mathcal{T}_\text{poly}(g[1]), [d_g, -]_S) \to \mathbb{H}^\bullet(\Theta \mathcal{D}_\text{poly}(g[1]), d_H + [d_g, -])$$

from the cohomology of polyvector fields to the cohomology of polydifferential operators on $g[1]$. The cohomology $\mathbb{H}^\bullet(\Theta \mathcal{T}_\text{poly}(g[1]), [d_g, -]_S)$ is naturally identified with the Chevalley–Eilenberg cohomology $H^\bullet_{\text{CE}}(g, Sg)$, while the cohomology $\mathbb{H}^\bullet(\Theta \mathcal{D}_\text{poly}(g[1]), d_H + [d_g, -])$ coincides with the Hochschild cohomology $\text{HH}_\bullet(\Theta(S(g[1])^\vee), d_g)$. 


In order to derive (1), we deduce an explicit isomorphism $\text{HH}^\bullet_\oplus(S(g[1])^\vee, d_g) \cong \text{HH}^\bullet_\oplus(Ug)$ of Gerstenhaber algebras from the Keller admissible triple $(Ug, Ug \otimes S(g[1]), S(g[1])^\vee)$, where $S(g[1])^\vee$, endowed the differential $d_g$, is the Chevalley–Eilenberg algebra of $g$. Composition with the standard Cartan–Eilenberg isomorphism $\text{HH}^\bullet_\oplus(Ug) \cong H^\bullet_{CE}(g, Ug)$ described in (16) yields the desired isomorphism of graded algebras

$$\Phi_D : \text{HH}^\bullet_\oplus(\oplus \text{poly}(g[1]), d_H + [d_g, -]) \cong \text{HH}^\bullet_\oplus(S(g[1])^\vee, d_g) \cong H^\bullet_{CE}(g, Ug).$$

Finally, we prove the following theorem, which implies that the Duflo–Kontsevich map (1) is an isomorphism of graded algebras.

**Theorem B.** Given any finite-dimensional Lie algebra $g$, the diagram

$$
\begin{array}{ccc}
\text{HH}^\bullet_\oplus(\oplus \text{poly}(g[1]), [d_g, -]_S) & \xrightarrow{\text{hkr} \circ \text{Td}^{1/2}_{g[1]}} & \text{HH}^\bullet_\oplus(\oplus \text{D}_\text{poly}(g[1]), d_H + [d_g, -]) \\
\Phi_T \downarrow \cong & & \downarrow \Phi_D \\
H^\bullet_{CE}(g, Sg) & \xrightarrow{\text{pbw} \circ J^{1/2}} & H^\bullet_{CE}(g, Ug)
\end{array}
$$

commutes. Here, $\Phi_T$ is the natural identification, while $\Phi_D$ is the identification induced by the Keller admissible triple $(Ug, Ug \otimes S(g[1]), S(g[1])^\vee)$.

In the process of proving the above theorem, we verify that $\Phi_D \circ \text{hkr} = \text{pbw} \circ \Phi_T$, i.e. the Hochschild–Kostant–Rosenberg map for the graded manifold $g[1]$ is identified to the Poincaré–Birkhoff–Witt map by way of the Keller admissible triple $(Ug, Ug \otimes S(g[1]), S(g[1])^\vee)$.

In fact, by a method of twisting cochains [20, 26] or by spectral sequences [4], it is possible to construct a quasi-isomorphism $\text{Hoch}^\bullet_\oplus(S(g[1])^\vee, d_g) \to C^\bullet_{CE}(g, Ug)$ which induces the isomorphism $\Phi_D$ on the cohomology level. In [20], based on a theorem of Lowen–Van den Bergh [27], Keller proved that there exists an isomorphism of Gerstenhaber algebras between the coHochschild cohomology of the dg coalgebra $\Lambda g$ and the Hochschild cohomology of $Ug$ in terms of Koszul–Moore duality. It would be interesting to explore the relation between Keller admissible triples and Koszul–Moore duality.

Most theorems in the present paper are derived from explicit formulas obtained by computations in coalgebras. For completeness, we summarize the relevant coalgebra techniques in the appendices.

**Notations and conventions.** Throughout the paper, the symbol $\mathbb{k}$ denotes either of the fields $\mathbb{R}$ or $\mathbb{C}$, and graded means $\mathbb{Z}$-graded. Unless specified otherwise, dg algebra means dg algebra over $\mathbb{k}$, $\otimes$ means $\otimes_\mathbb{k}$, and $\text{Hom}$ means $\text{Hom}_\mathbb{k}$.

Let $A$ be a graded ring, and let $V$, $W$ be two left (respectively, right) graded $A$-modules. The space $\text{Hom}_A(V, W) = \text{Hom}_A(V, W)$ (respectively, $\text{Hom}_{A_{op}}(V, W) = \text{Hom}_{A_{op}}(V, W)$) of morphisms of left (respectively, right) $A$-modules from $V$ to $W$ is naturally $\mathbb{Z}$-graded: the symbol $\text{Hom}_A(V, W)$ (respectively, $\text{Hom}_{A_{op}}(V, W)$) denotes the space of morphisms of left (respectively, right) $A$-modules of degree $r$ from $V$ to $W$. We denote by $V[i]$ the graded $A$-module with the homogeneous components $(V[i])^j = V^{i+j}$.

Given a homogeneous element $x$ in a graded vector space $V = \bigoplus_{k \in \mathbb{Z}} V^k$, we write $|x|$ to denote the degree of $x$. Thus $|x| = d$ means that $x \in V^d$.

For $x \in V$ and $\xi \in V^\vee$, we denote $\langle \xi \mid x \rangle := \xi(x)$ and $\langle x \mid \xi \rangle := (-1)^{|x||\xi|}\langle \xi \mid x \rangle$. The pairing is extended to a pairing of tensor algebras $\langle - \mid - \rangle : TV \times TV^\vee \to \mathbb{k}$ by

$$\langle x_1 \otimes \cdots \otimes x_p \mid \xi_1 \otimes \cdots \otimes \xi_q \rangle := \begin{cases} (-1)^{\sum_{i=1}^p |\xi_i||x_i|} \langle x_1 \mid \xi_1 \rangle \cdots \langle x_p \mid \xi_p \rangle, & \text{if } p = q, \\ 0, & \text{if } p \neq q; \end{cases}$$
and to a pairing of symmetric algebras \( \langle - \mid - \rangle : SV \times SV' \to k \) by

\[
\langle x_1 \cdots \circ x_p \mid \xi_1 \cdots \circ \xi_q \rangle := \sum_{\sigma \in S_{pq}} \varepsilon \cdot \langle x_1 \cdots \circ x_p \mid \xi_{\sigma(1)} \cdots \circ \xi_{\sigma(q)} \rangle,
\]

where \( \varepsilon = \pm 1 \) is the number such that \( \xi_1 \cdots \circ \xi_q = \varepsilon \cdot \xi_{\sigma(1)} \cdots \circ \xi_{\sigma(q)} \) in \( SV' \). Similarly, we also have the pairings \( \langle - \mid - \rangle : TV' \times TV \to k \) and \( \langle - \mid - \rangle : SV' \times SV \to k \).

We denote by \( s : V[1] \to V \) the degree-shifting map of degree +1 and by \( s : V \to V[1] \) the degree-shifting map of degree −1.

**Acknowledgments.** We would like to thank Estanislao Herscovich, Bernhard Keller, Mathieu Stiénon, Ping Xu and Bin Zhang for fruitful discussions and useful comments. We are indebted to Leonid Positselski for pointing out an error in the first preprint of the paper. We also wish to thank Boris Shoikhet for suggesting the approach to the Duflo theorem via Keller admissible triples. Seol is grateful to the Korea Institute for Advanced Study for its hospitality in 2020.

1. **Hochschild complexes of differential graded algebras**

In this section, we recall the explicit formulas of the Gerstenhaber bracket and the cup product on the Hochschild cochain complex of a differential graded algebra. These structures were first introduced by Gerstenhaber [12] for an ungraded ring, and were generalized to dg algebras by various authors in slightly different ways. The formulas in this section are obtained by composing the formulas in [13] with proper degree-shifting maps. More details can be found in Appendix B.

Let \((A, d_A)\) and \((B, d_B)\) be dg algebras. Recall that a dg \( A\text{-}B\)-bimodule \((X, d_X)\) is a graded \( A\text{-}B\)-bimodule \( X \) together with a differential \( d_X \) such that

\[
d_X(axb) = d_A(a)xb + (-1)^{|a|}ad_X(x)b + (-1)^{|a|+|x|}axd_B(b),
\]

for \( a \in A, x \in X, b \in B \).

Let \((M, d_M)\) be a dg \( A\)-bimodule. A **Hochschild cochain** of degree \((p, r)\) of \( A \) with values in \( M \) is an element in

\[
\text{Hoch}^{p,r}(A, M) := \text{Hom}^r(A^\otimes p, M).
\]

The **Hochschild cochain complex** of \( A \) with values in \( M \) is the space

\[
\text{Hoch}_{\oplus}(A, M) := \bigoplus_{p+r=\bullet} \text{Hoch}^{p,r}(A, M)
\]

together with the differential \( d_H + \partial : \text{Hoch}^{\bullet}(A, M) \to \text{Hoch}^{\bullet+1}(A, M) \), where

\[
d_H(f)(a_0, \ldots, a_p) := (-1)^{(p+r-1)+|a_0|}a_0f(a_1, \ldots, a_p)
\]

\[
\sum_{i=0}^{p-1} (-1)^{p+r+i} f(a_0, \ldots, a_i a_{i+1}, \ldots, a_p)
\]

\[
+ (-1)^p f(a_0, \ldots, a_{p-1}) a_p
\]

(3)

and

\[
\partial(f)(a_1, \ldots, a_p) := d_M f(a_1, \ldots, a_p) - (-1)^r \sum_{i=1}^p (-1)^{|a_1|+\cdots+|a_{i-1}|} f(a_1, \ldots, d_A a_i, \ldots, a_p),
\]

(4)

for \( f \in \text{Hoch}^{p,r}(A, M), a_0, \ldots, a_p \in A \). The cohomology of \((\text{Hoch}^\bullet(A, M), d_H + \partial)\) is called the **Hochschild cohomology** of \((A, d_A)\) with values in \((M, d_M)\), denoted by \(\text{HH}_{\oplus}^\bullet(A, M)\). In the case \((M, d_M) = (A, d_A)\), we denote \(\partial_A = \partial, \text{Hoch}^\bullet(A, d_A) = \text{Hoch}^\bullet(A, A)\) and \(\text{HH}_{\oplus}^\bullet(A, d_A) = \text{HH}_{\oplus}^\bullet(A, A)\).

We will omit \(d_A\) in the notations if the differential is clear from the context.
Remark 1.1. In the literature (see e.g. [19, 17, 15]), the Hochschild cohomology of a dg algebra \((A, d_A)\) is defined by derived functors which can be computed by the product-total complex of the double complex \((\text{Hoch}(A), d_H, \partial_A)\).

\[
\text{Hoch}^\bullet_{\Pi}(A) := \prod_{p+r=\bullet} \text{Hoch}^{p,r}(A)
\]

whose cohomology \(\text{HH}^\bullet_{\Pi}(A)\) is different from \(\text{HH}^\bullet_{\oplus}(A)\) in general.

The sum Hochschild cohomology \(\text{HH}^\bullet_{\oplus}(A)\) is sometimes referred as the compactly supported Hochschild cohomology [31].

Example 1.2. Let \((A, d_A)\) be the dg algebra \((S(k[1]), 0) \cong (k[x]/(x^2), 0) \cong (k \oplus kx, 0)\), where \(x\) is a formal variable of degree one. It is straightforward to show that

\[
\text{HH}^0_{\oplus}(A) \cong \bigoplus_{n=0}^{\infty} k \neq \prod_{n=0}^{\infty} k \cong \text{HH}^0_{\Pi}(A).
\]

Let \(f \in \text{Hoch}^{p_1,r_1}(A)\) and \(g \in \text{Hoch}^{p_2,r_2}(A)\). The cup product \(f \cup g \in \text{Hoch}^{p_1+p_2,r_1+r_2}(A)\) is defined by the formula

\[
(f \cup g)(a_1, \ldots, a_{p_1+p_2}) := (-1)^{p_1p_2+r_2(|a_1|+\cdots+|a_{p_1}|+p_1)} f(a_1, \ldots, a_{p_1}) \cdot g(a_{p_1+1}, \ldots, a_{p_1+p_2}),
\]

for \(a_1, \ldots, a_{p_1+p_2} \in A\).

Let \(f \circ_i g \in \text{Hoch}^{p_1+p_2-1,r_1+r_2}(A)\) be the \(i\)-th composition

\[
f \circ_i g := f \circ (\text{id}^{\otimes i-1} \otimes g \otimes \text{id}^{\otimes p_1-1}).
\]

The Gerstenhaber bracket \([f, g] \in \text{Hoch}^{p_1+p_2-1,r_1+r_2}(A)\) of \(f\) and \(g\) is

\[
[f, g] := \sum_{i=1}^{p_1} (-1)^{(p_1-1)r_2+(i-1)(p_2-1)} f \circ_i g - (-1)^{(p_1+r_1-1)(p_2+r_2-1)} \sum_{j=1}^{p_2} (-1)^{(p_2-1)r_1+(j-1)(p_1-1)} g \circ_j f.
\]

One can show that

\[
d_H = [\mu_A, -], \quad \partial_A = [d_A, -],
\]

where the multiplication \(\mu_A : a \otimes b \mapsto a \cdot b\) in \(A\) is considered as a Hochschild cochain in \(\text{Hoch}^{2,0}(A)\).

The following proposition can be shown by a direct computation as in [12].

Proposition 1.3. Let \((A, d_A)\) be a dg algebra.

(i) The shifted Hochschild cochain complex \((\text{Hoch}^\bullet_{\oplus}(A)[1], d_H + \partial_A, [-,-])\) together with the Gersten- haber bracket \([-, -]\) is a differential graded Lie algebra.

(ii) The Hochschild cochain complex \((\text{Hoch}^\bullet_{\oplus}(A), d_H + \partial_A, \cup)\) together with the cup product \(\cup\) is a differential graded algebra.

Furthermore, the Hochschild cohomology \(\text{HH}^\bullet_{\oplus}(A)\) is a Gerstenhaber algebra.
2. Hochschild complexes of differential graded bimodules

Let \((A, d_A)\) and \((B, d_B)\) be dg algebras, and \((X, d_X)\) be a dg \(A\)-\(B\)-bimodule. In [17], Keller constructed a dg category of two objects from \((X, d_X)\) and studied its Hochschild cohomology which can be computed by a product-total complex \(\text{Hoch}^\Pi_\Pi(X)\). In this section, we consider the dg algebra \(A \times X \times B\) and introduce the (sum) Hochschild complex \(\text{Hoch}^\bullet_\bullet(X)\) of \(X\) as a subcomplex of the Hochschild complex \(\text{Hoch}^\bullet_\bullet(A \times X \times B)\). This is a sum analogue of the Keller’s complex \(\text{Hoch}^\bullet_\bullet(X)\).

Let \(A \times X \times B\) be the dg algebra whose underlying graded vector space is the direct sum \(A \oplus X \oplus B\), and whose multiplication and differential are defined, respectively, by the formulas
\[
(a_1 + x_1 + b_1) \cdot (a_2 + x_2 + b_2) := a_1 a_2 + (a_1 x_2 + x_1 b_2) + b_1 b_2,
\]
\[
d(a_1 + x_1 + b_1) := d_A(a_1) + d_X(x_1) + d_B(b_1),
\]
for \(a_1, a_2 \in A, x_1, x_2 \in X, b_1, b_2 \in B\). It is straightforward to show that \(A \times X \times B\) is a dg algebra.

We will use the notations
\[
\text{Hoch}^{p,q,r}_\bullet(A, X, B) := \text{Hom}^r(A^{\otimes p} \otimes X \otimes B^{\otimes q}, X),
\]
\[
\text{Hoch}^\bullet_\bullet(A, X, B) := \bigoplus_{p+q+r+1=\bullet} \text{Hoch}^{p,q,r}_\bullet(A, X, B),
\]
\[
\text{Hoch}^\bullet_\bullet(X) := \text{Hoch}^\bullet_\bullet(A) \oplus \text{Hoch}^\bullet_\bullet(A, X, B) \oplus \text{Hoch}^\bullet_\bullet(B).
\]

The space \(\text{Hoch}^\bullet_\bullet(X)\) can be embedded into \(\text{Hoch}^\bullet_\bullet(A \times X \times B)\) as follows:
\[
\text{Hoch}^p_\bullet(A) \hookrightarrow \text{Hoch}^p_\bullet(A \times X \times B) : f_A \mapsto i_A \circ f_A \circ \text{pr}_A^{\otimes p},
\]
\[
\text{Hoch}^q_\bullet(B) \hookrightarrow \text{Hoch}^q_\bullet(A \times X \times B) : f_B \mapsto i_B \circ f_B \circ \text{pr}_B^{\otimes q},
\]
\[
\text{Hoch}^{p,q,r}_\bullet(A, X, B) \hookrightarrow \text{Hoch}^{p+q+r+1}_\bullet(A \times X \times B) : f_X \mapsto i_X \circ f_X \circ (\text{pr}_A^{\otimes p} \otimes \text{pr}_X \otimes \text{pr}_B^{\otimes q}),
\]
where \(i_A, i_B, i_X\) are the inclusions from \(A, B, X\) into \(A \times X \times B\), respectively, and \(\text{pr}_A, \text{pr}_B, \text{pr}_X\) are the projections from \(A \times X \times B\) onto \(A, B, X\), respectively. We will omit \(i\) and \(\text{pr}\) by abuse of notation. With this embedding, one can show that the subspace \(\text{Hoch}^\bullet_\bullet(X)\) is closed under the differential, Gerstenhaber bracket and cup product in \(\text{Hoch}^\bullet_\bullet(A \times X \times B)\).

**Proposition 2.1.** Let \(X\) be a dg \(A\)-\(B\)-bimodule. The subspace \(\text{Hoch}^\bullet_\bullet(X)\) is closed under the differential \(d_H + \partial\), Gerstenhaber bracket \([\cdot, \cdot]\) and cup product \(\cup\) in \(\text{Hoch}^\bullet_\bullet(A \times X \times B)\).

In the rest of this section, we describe the differential, Gerstenhaber bracket and cup product on \(\text{Hoch}^\bullet_\bullet(X)\).

Let \(d_H + \partial\) be the restriction of the differential of \(\text{Hoch}^\bullet_\bullet(A \times X \times B)\) to \(\text{Hoch}^\bullet_\bullet(X)\). Here, \(d_H\) denotes the Hochschild differential, and \(\partial\) denotes the differential induced by the dg structure of \(A, B\) and \(X\). The Hochschild differential \(d_H\) can be decomposed as
\[
d_H = d^A_H + d^AX_H + d^X_H + d^X_H + d^{X_B}_H + d^{B}_H
\]
which acts on \(\text{Hoch}^\bullet_\bullet(X)\) as in the following diagram:

\[
\begin{array}{ccc}
\text{Hoch}^\bullet_\bullet(A, X, B) & \overset{d^{AX}_H}{\longrightarrow} & \text{Hoch}^\bullet_\bullet(A) \\
\bigoplus & & \\
\text{Hoch}^\bullet_\bullet(A) & \bigcup & \text{Hoch}^\bullet_\bullet(B) \\
\vspace{1cm}
\end{array}
\]

where \(d^A_H\) and \(d^B_H\) are the Hochschild differentials of \(A\) and \(B\), respectively, and the other components \(d^{AX}_H, d^X_H, d^{X_B}_H\) are described as follows.
Let $f_A \in \text{Hoch}^{p,q}(A)$, $f_B \in \text{Hoch}^{q,r}(B)$, $f_X \in \text{Hoch}^{p,q,r}(A, X, B)$, $a_i \in A$, $x \in X$, and $b_j \in B$. We have

$$d_{AX}^H(f_A) \in \text{Hoch}^{p,q}(A, X, B), \quad d_{BH}^X(f_B) \in \text{Hoch}^{0,q,r}(A, X, B),$$

$$d_{XL}^X(f_X) \in \text{Hoch}^{p+1,q,r}(A, X, B), \quad d_{XR}^X(f_X) \in \text{Hoch}^{p+1,q+1,r}(A, X, B)$$

which are defined by

$$d_{AX}^H(f_A)(a_1, \ldots, a_p; x) := (-1)^p f_A(a_1, \ldots, a_p) \cdot x,$$

$$d_{BH}^X(f_B)(x; b_1, \ldots, b_q) := (-1)^{q+r+1} f_X(x \cdot f_B(b_1, \ldots, b_q),$$

$$d_{XL}^X(f_X)(a_0, \ldots, a_p; x; b_1, \ldots, b_q) := (-1)^{p+q+r+1} f_X(a_0, \ldots, a_p; x; b_1, \ldots, b_q)$$

$$+ \sum_{i=0}^{p-1} (-1)^{p+q+r+i+1} f_X(a_0, \ldots, a_{i+1}; a_p; x; b_1, \ldots, b_q),$$

$$+ (-1)^{q+r+1} f_X(a_0, \ldots, a_{p-1}; a_p; x; b_1, \ldots, b_q),$$

$$d_{XR}^X(f_X)(a_1, \ldots, a_p; x; b_0, \ldots, b_q) := (-1)^{q+r+1} f_X(a_1, \ldots, a_p; x \cdot b_0; b_1, \ldots, b_q)$$

$$+ \sum_{j=0}^{q-1} (-1)^{q+r+j} f_X(a_1, \ldots, a_p; x; b_0, \ldots, b_j; b_{j+1}, \ldots, b_q)$$

$$+ (-1)^r f_X(a_1, \ldots, a_p; x; b_0, \ldots, b_{q-1}) \cdot b_q.$$ 

For the component $\partial$, we have

$$\partial = \partial_A + \partial_B + \partial_X,$$

where $\partial_A$ and $\partial_B$ are the differentials defined by (4) on $A$ and $B$, respectively, and the Hochschild cochain $\partial_X(f_X) \in \text{Hoch}^{p,q,r+1}(A, X, B)$ is defined by

$$\partial_X(f_X) := d_X \circ f_X - (-1)^r f_X \circ \left( \sum_{i=1}^p \text{id}^{\otimes i-1} \otimes d_A \otimes \text{id}^{\otimes p+q-i+1} + \text{id}^{\otimes p} \otimes d_X \otimes \text{id}^{\otimes q} + \sum_{j=1}^q \text{id}^{\otimes p+j} \otimes d_B \otimes \text{id}^{\otimes q-j} \right).$$

The cochain complex $(\text{Hoch}_*(X), d_H + \partial)$ will be referred as the **Hochschild cochain complex** of the dg $A$-$B$-bimodule $X$.

Let $\circ_i$ be the $i$-th composition in $\text{Hoch}_*(A \ltimes X \ltimes B)$, which is defined as in (6). We have

$$f_A \circ_i f_X = f_A \circ f_B = f_B \circ_i f_A = f_B \circ f_X = 0,$$

for any $i$, and

$$f_X \circ_j f_A = 0, \quad f_X \circ_k f'_X = 0, \quad f_X \circ_l f_B = 0,$$

if $j > p$, $k \neq p + 1$, $l < p + 2$. Here, $f'_X$ is a Hochschild cochain in $\text{Hoch}_*(A, X, B) \subset \text{Hoch}_*(X)$.

Furthermore, it can be shown by (5) that

$$f_A \cup f_B = 0, \quad f_X \cup f_A = 0, \quad f_X \cup f'_X = 0, \quad f_B \cup f_A = 0, \quad f_B \cup f_X = 0,$$

and

$$f_A \cup f_X, f_X \cup f_B \in \text{Hoch}_*(A, X, B).$$

As a consequence, we have the following

**Proposition 2.2.** Let $\pi_A : \text{Hoch}_*(X) \to \text{Hoch}_*(A)$, $\pi_B : \text{Hoch}_*(X) \to \text{Hoch}_*(B)$ be the natural projections, and let $\iota_A : \text{Hoch}_*(A) \hookrightarrow \text{Hoch}_*(X)$, $\iota_B : \text{Hoch}_*(B) \hookrightarrow \text{Hoch}_*(X)$ be the natural inclusions.

(i) The projections $\pi_A$ and $\pi_B$ are cochain maps.

(ii) The projections $\pi_A$, $\pi_B$ and the inclusions $\iota_A, \iota_B$ respect the compositions $\circ_i$ and thus preserve the Gerstenhaber brackets.

(iii) The projections $\pi_A$, $\pi_B$ and the inclusions $\iota_A, \iota_B$ preserve the cup products.
Note that the inclusions $\iota_A$ and $\iota_B$ are not cochain maps.

3. Keller admissible triples

Let $A$ and $B$ be dg algebras, and $X$ be a dg $A$-$B$-bimodule. Let $\rho_A$ and $\rho_B$ be the maps

$$\rho_A : A \to \text{Hom}_{B^{op}}(X, X), \quad \rho_A(a)(x) := a \cdot x,$$

$$\rho_B : B^{op} \to \text{Hom}_A(X, X), \quad \rho_B(b)(x) := (-1)^{|a||b|} x \cdot b.$$

The spaces $\text{Hom}_{B^{op}}(X, X)$ and $\text{Hom}_A(X, X)$ are equipped with the differential $\partial_X = [d_X, -]$, where $d_X$ is the given differential on $X$, and $[-,-]$ is the bracket induced by graded commutators. Note that the maps $\rho_A$ and $\rho_B$ are morphisms of dg algebras.

Since sum Hochschild cohomologies are not well-behaved under quasi-isomorphisms, we will require the action maps $\rho_A$ and $\rho_B$ to satisfy a technical condition, called weak cone-nilpotency in this paper, so that they induce isomorphisms between Hochschild cohomologies. In order to define weak cone-nilpotency, we first introduce a condition that a sum Hochschild cohomology vanishes.

3.1. A vanishing condition of Hochschild cohomology. Unlike the product Hochschild cohomology $\text{HH}_1(A, M)$ of $A$ with values in $M$, which vanishes for an acyclic dg $A$-$A$-bimodule $M$, the sum Hochschild cohomology $\text{HH}_\oplus(A, M)$ does not necessarily vanish for an acyclic dg $A$-$A$-bimodule $M$. In the following, we describe a condition on an acyclic dg $A$-$A$-bimodule $M$ that the sum Hochschild cohomology $\text{HH}_\oplus(A, M)$ vanishes.

Let $(A, d_A)$ be a dg algebra and $(M, d_M)$ be an acyclic dg $A$-$A$-bimodule (i.e. $H^*(M, d_M) = 0$). Observe that, since the underlying space of $M$ is an acyclic dg vector space over $k$, there is a homotopy operator $h : M \to M$ of degree $-1$ such that

$$d_M \circ h + h \circ d_M = \text{id}_M.$$

We will refer such a homotopy operator $h : M \to M$ as a contracting homotopy for $(M, d_M)$.

For each fixed $n$, we have the induced map

$$H := h^* : \text{Hom}^*(A^\otimes n, M) \to \text{Hom}^{*-1}(A^\otimes n, M)$$

of degree $-1$, defined by $H(f) = h \circ f$.

**Lemma 3.1.** For each $n$, the induced operator $H$ satisfies the homotopy equation

$$\partial \circ H + H \circ \partial = \text{id}_{\text{Hom}(A^\otimes n, M)}$$

on $(\text{Hom}^*(A^\otimes n, M), \partial)$, where $\partial$ is the differential induced by the dg structures.

**Proof.** Let $f \in \text{Hom}^*(A^\otimes n, M)$.

$$\partial \circ H(f)(a_1 \otimes \cdots \otimes a_n) = d_M \circ h \circ f(a_1 \otimes \cdots \otimes a_n)$$

$$- (-1)^n \sum_{i=1}^n (-1)^{|a_1|+\cdots+|a_{i-1}|} h \circ f(\cdots \otimes a_{i-1} \otimes d_A(a_i) \otimes a_{i+1} \otimes \cdots)$$

$$H \circ \partial(f)(a_1 \otimes \cdots \otimes a_n) = h \circ d_M \circ f(a_1 \otimes \cdots \otimes a_n)$$

$$- (-1)^n \sum_{i=1}^n (-1)^{|a_1|+\cdots+|a_{i-1}|} h \circ f(\cdots \otimes a_{i-1} \otimes d_A(a_i) \otimes a_{i+1} \otimes \cdots)$$

Thus we have $(\partial \circ H + H \circ \partial)(f) = (d_M \circ h + h \circ d_M) \circ f = f$. 

$\square$
As a result, we have an operator $H : \text{Hoch}_\oplus^*(A, M) \to \text{Hoch}_{\Pi}^{*-1}(A, M)$ of degree $-1$ on the Hochschild cochain complex $(\text{Hoch}_\oplus^*(A, M), d_H + \partial)$. However, it is not a contracting homotopy. Indeed, we have

$$H \circ (\partial + d_H) + (\partial + d_H) \circ H - \text{id}_{\text{Hoch}_\oplus(A, M)} = H \circ d_H + d_H \circ H$$

which does not vanish in general.

For each $n$, we define a sequence of maps

$$\mathfrak{h}_k : \text{Hom}^*(A^{\otimes n}, M) \to \text{Hom}^{*-k-1}(A^{\otimes n+k}, M), \quad k \geq 0,$$

by

$$\mathfrak{h}_k := (H \circ d_H)^k \circ H = H \circ (d_H \circ H)^k.$$

In particular, $\mathfrak{h}_0 = H = h_*$. Furthermore, we have

$$\mathfrak{h} := \sum_{k=0}^{\infty} (-1)^k \mathfrak{h}_k : \text{Hom}^*(A^{\otimes n}, M) \to \prod_{k=0}^{\infty} \text{Hom}^{*-k-1}(A^{\otimes n+k}, M),$$

which defines a map $\mathfrak{h} : \text{Hoch}_\oplus^*(A, M) \to \text{Hoch}_{\Pi}^{*-1}(A, M)$ of degree $-1$. Note that this map $\mathfrak{h}$ depends on a choice of contracting homotopy $h$ for $M$.

**Lemma 3.2.** The map $\mathfrak{h} : \text{Hoch}_\oplus^*(A, M) \to \text{Hoch}_{\Pi}^{*-1}(A, M)$ satisfies the equation

$$\mathfrak{h} \circ (\partial + d_H)(f) + (\partial + d_H) \circ \mathfrak{h}(f) = f$$

for $f \in \text{Hoch}_\oplus^*(A, M)$.

**Proof.** It suffices to show that $\partial \mathfrak{h}_k + \mathfrak{h}_k \partial = d_H \mathfrak{h}_{k-1} + \mathfrak{h}_{k-1} d_H$. Recall that we have

$$\partial H + H \partial = \text{id}$$

$$\partial d_H + d_H \partial = 0$$

$$d_H^2 = 0.$$

We prove the assertion by induction on $k$. For $k = 1$, we consider $\mathfrak{h}_0 = H$ and $\mathfrak{h}_1 = H d_H H$. Since

$$\partial(H d_H H) = (\text{id} - H \partial) d_H H = d_H H + H d_H \partial H = d_H H + H d_H (\text{id} - H \partial),$$

we have

$$\partial \mathfrak{h}_1 + \mathfrak{h}_1 \partial = d_H \mathfrak{h}_0 + \mathfrak{h}_0 d_H.$$

Suppose that the equation $\partial \mathfrak{h}_n + \mathfrak{h}_n \partial = d_H \mathfrak{h}_{n-1} + \mathfrak{h}_{n-1} d_H$ holds for $n = k$. Then we have

$$\partial \mathfrak{h}_{k+1} = \partial H d_H \mathfrak{h}_k = (\text{id} - H \partial) d_H \mathfrak{h}_k = d_H \mathfrak{h}_k + H d_H \partial \mathfrak{h}_k$$

$$= d_H \mathfrak{h}_k + H d_H (d_H \mathfrak{h}_{k-1} + \mathfrak{h}_{k-1} d_H - \mathfrak{h}_k \partial) = d_H \mathfrak{h}_k + \mathfrak{h}_k d_H - \mathfrak{h}_{k+1} \partial.$$

This proves the lemma. \qed

As a result, the map $\mathfrak{h} : \text{Hoch}_\oplus^*(A, M) \to \text{Hoch}_{\Pi}^{*-1}(A, M)$ defines a contracting homotopy for the sum Hochschild complex $(\text{Hoch}_\oplus^*(A, M), d_H + \partial)$ if and only if for each $f \in \text{Hoch}_\oplus^*(A, M)$, there exists an integer $N = N(f)$ such that $\mathfrak{h}_k(f) = 0$ if $k > N$.

**Definition 3.3.** We say an acyclic dg $A$-$A$-bimodule $M$ is **pointwisely nilpotent** if there exists a contracting operator $h$ for $(M, d_M)$ such that the induced sequence $\{\mathfrak{h}_k\}_{k=0}^{\infty}$ of maps defined in (8) satisfies the following: for each $f \in \text{Hoch}_\oplus^*(A, M)$, there exists an integer $N = N(f)$ such that $\mathfrak{h}_k(f) = 0$ for all $k > N$.

**Proposition 3.4.** Let $A$ be a dg algebra, and $M$ be an acyclic dg $A$-$A$-bimodule. Then $\text{HH}_\oplus^*(A, M) = 0$ if $M$ is pointwisely nilpotent.

If the dg algebra $A$ is finite dimensional, the pointwise nilpotency of an acyclic dg $A$-$A$-bimodule $M$ is obtained by an ascending filtration of $M$ compatible with a contracting homotopy for $M$. 

Lemma 3.5. Let $A$ be a finite dimensional dg algebra. An acyclic dg $A$-$A$-bimodule $M$ is pointwisely nilpotent if there exists an ascending filtration

$$\{0\} = M_0 \subset M_1 \subset \cdots \subset M$$

of $A$-$A$-subbimodules of $M$ and a contracting homotopy $h$ for $M$ such that $\bigcup_{q \geq 0} M_q = M$ and

$$h(M_{q+1}) \subset M_q$$

for all $q \geq 0$.

Note that each $M_i$ is an $A$-$A$-submodule of $M$, but not necessarily a $dg$ $A$-$A$-subbimodule of $M$.

Proof. Let $f \in \text{Hom}^r(A^{\otimes p}, M)$. Observe that if $f(A^{\otimes p}) \subset M_q$, then $(d_H \circ H)(f) \in \text{Hom}^{r-1}(A^{\otimes p+1}, M)$ and

$$(d_H \circ H)(f)(A^{\otimes p+1}) \subset A \cdot h(M_q) + h(M_q) \cdot A \subset M_{q-1}. \quad (9)$$

Since $A$ is finite dimensional, there is $k \geq 0$ such that $f(A^{\otimes p}) \subset M_k$. By applying (9) repeatedly, we have

$$h_k(f)(A^{\otimes p+k}) = H \circ (d_H \circ H)^k(f)(A^{\otimes p+k}) \subset h(M_0) \{0\}$$

which proves the lemma. \qed

3.2. Weak cone-nilpotency and Keller admissible triples. We introduce a technical condition on quasi-isomorphisms, called weakly cone-nilpotency, to define Keller admissible triples.

Definition 3.6. Let $A$ be a dg algebra, and let $M$ and $N$ be $dg$ $A$-$A$-bimodules. A quasi-isomorphism $\phi : M \to N$ of $A$-$A$-bimodules is said to be weakly cone-nilpotent if one of the following conditions is satisfied:

(i) The mapping cone of $\phi$ is pointwisely nilpotent.

(ii) The map $\phi$ has a right inverse whose mapping cone is pointwisely nilpotent.

(iii) The map $\phi$ has a left inverse whose mapping cone is pointwisely nilpotent.

Remark 3.7. The above conditions are not equivalent to each other. In fact, the weakly cone-nilpotent quasi-isomorphisms $\rho_A$ and $\rho_B$ in Section 4.1 do not have right inverses. The map $\rho_A$ satisfies (i), and the map $\rho_B$ satisfies (iii). None of them satisfies (ii).

Let $\phi : C^* \to D^*$ be a map of cochain complexes $(C^*, d_C)$ and $(D^*, d_D)$. In the present paper, the mapping cone of $\phi$ is a cochain complex $\text{Cone}^*(\phi) = (C^*_{\cdot+1} \oplus D^*, d_{\text{Cone}(\phi)})$ where the differential is defined by

$$d_{\text{Cone}(\phi)}(c, d) = (-d_C(c), \phi(c) + d_D(d))$$

for $c \in C$ and $d \in D$. Note that if $(C, d_C)$ and $(D, d_D)$ are $dg$ $A$-$A$-bimodules, then $\text{Cone}(\phi)$ also carries the $dg$ $A$-$A$-bimodule structures.

Lemma 3.8. Let $\phi : M \to N$ be a quasi-isomorphism of $A$-$A$-bimodules. If $\phi$ is weakly cone-nilpotent, then the induced map

$$\phi_* : \text{Hoch}_\oplus(A, M) \to \text{Hoch}_\oplus(A, N)$$

is a quasi-isomorphism.

Proof. If the mapping cone $\text{Cone}(\phi)$ of $\phi$ is pointwisely nilpotent, then the lemma follows from Proposition 3.4 and the fact that

$$\text{Cone}(\phi_*) \cong \text{Hoch}_\oplus(A, \text{Cone}(\phi))$$

where $\text{Cone}(\phi_*)$ is the mapping cone of the pushforward map $\phi_* : \text{Hoch}_\oplus(A, M) \to \text{Hoch}_\oplus(A, N)$.

Let $\tau$ be a right/left inverse of $\phi$. By the same reason, if the mapping cone of $\tau$ is pointwisely nilpotent, then the pushforward map $\tau_* : \text{Hoch}_\oplus(A, N) \to \text{Hoch}_\oplus(A, M)$ is a quasi-isomorphism. Since $\tau_*$ is a right/left inverse of $\phi_*$, the map $\phi_*$ is also a quasi-isomorphism. \qed
**Definition 3.9.** A triple \((A, X, B)\) is called a Keller admissible triple if (i) the action maps
\[
\rho_A : (A, d_A) \to (\text{Hom}_{B^{op}}(X, X), \partial_X), \\
\rho_B : (B^{op}, d_B) \to (\text{Hom}_A(X, X), \partial_X)
\]
are weakly cone-nilpotent quasi-isomorphisms, and (ii) the sequences
\[
0 \to \text{Hom}_{B^{op}}(X, X) \hookrightarrow \text{Hom}(X, X) \xrightarrow{d_{X,R}} \text{Hom}(X \otimes B, X) \xrightarrow{d_{X,R}} \text{Hom}(X \otimes B^{\otimes 2}, X) \xrightarrow{d_{X,R}} \cdots \quad (10)
\]
\[
0 \to \text{Hom}_A(X, X) \hookrightarrow \text{Hom}(X, X) \xrightarrow{d_{X,L}} \text{Hom}(A \otimes X, X) \xrightarrow{d_{X,L}} \text{Hom}(A^{\otimes 2} \otimes X, X) \xrightarrow{d_{X,L}} \cdots \quad (11)
\]
are exact.

The main theorem of this paper is the following

**Theorem 3.10.** Let \((A, X, B)\) be a Keller admissible triple. The two projections

\[
\begin{array}{ccc}
\text{Hoch}^\bullet(X) & \xrightarrow{\pi_A} & \text{Hoch}^\bullet(A) \\
\downarrow & & \downarrow \\
\text{Hoch}^\bullet(B) & \xrightarrow{\pi_B} & \end{array}
\]

induce isomorphisms of Gerstenhaber algebras on cohomologies.

**Remark 3.11.** A similar theorem for product Hochschild cohomology appears in [17]. However, there is no obvious relations between the two versions. See Example 4.9 below.

The rest of the section is devoted to proving Theorem 3.10.

### 3.3. Hochschild complexes with values in \(\text{Hom}_{B^{op}}(X, X)\) and \(\text{Hom}_A(X, X)\).

Since \(\text{Hom}_{B^{op}}(X, X)\) is equipped with the \(A\)-\(A\)-bimodule structure
\[
(a \cdot f)(x) := a \cdot f(x), \quad (f \cdot a)(x) := f(a \cdot x),
\]
we have the Hochschild complex \(\text{Hoch}^\bullet_{(A)}(A, \text{Hom}_{B^{op}}(X, X))\) of \(A\) with values in \(\text{Hom}_{B^{op}}(X, X)\). Similarly, with the \(B\)-\(B\)-bimodule structure
\[
(b \cdot f)(x) := (-1)^{b(|f| + |x|)} f(x \cdot b), \quad (f \cdot b)(x) := (-1)^{|b||x|} f(x) \cdot b,
\]
on \(\text{Hom}_A(X, X)\), we have the Hochschild complex \(\text{Hoch}^\bullet_{(B)}(B, \text{Hom}_A(X, X))\) with values in \(\text{Hom}_A(X, X)\).

Suppose \(X\) is a dg \(A\)-\(B\)-bimodule such that the sequence \((10)\) is exact. For each \(p, r\), since the functor \(\text{Hom}_{(A^{\otimes p}, -)}\) is exact, we have an exact sequence of vector spaces:
\[
0 \to \text{Hom}^r(A^{\otimes p}, \text{Hom}_{B^{op}}(X, X)) \to \text{Hom}^r(A^{\otimes p}, \text{Hom}(X, X)) \to \\
\to \text{Hom}^r(A^{\otimes p}, \text{Hom}(X \otimes B, X)) \to \text{Hom}^r(A^{\otimes p}, \text{Hom}(X \otimes B^{\otimes 2}, X)) \to \cdots \quad (12)
\]

Under the isomorphism
\[
\text{Hom}^r(A^{\otimes p} \otimes X \otimes B^{\otimes q}, X) \cong \text{Hom}^r(A^{\otimes p}, \text{Hom}(X \otimes B^{\otimes q}, X)),
\]
the sequence \((12)\) can be rephrased as the exact sequence
\[
0 \to \text{Hoch}^p_{(A)}(A, X, B) \xrightarrow{d_{X,R}^p} \text{Hoch}^{p+1}_{(A)}(A, X, B) \xrightarrow{12} \cdots
\]
for each \(p, r\).
We define \( \Phi = \sum_{p,r} (-1)^r \Phi^{p,r} \). Then we have a double complex

\[
\begin{array}{cccccc}
\vdots & \vdots & \vdots \\
0 & \rightarrow & C^{-1,n+1} & \rightarrow & C^{0,n+1} & \rightarrow & C^{1,n+1} & \rightarrow & \cdots \\
& \rightarrow & \Phi & \rightarrow & d_X^{n+1} & \rightarrow & d_X^{n+1} & \rightarrow & \cdots \\
& & d_H & \rightarrow & d_X^{n+1} & \rightarrow & d_X^{n+1} & \rightarrow & \cdots \\
0 & \rightarrow & C^{-1,n} & \rightarrow & C^{0,n} & \rightarrow & C^{1,n} & \rightarrow & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{array}
\]

(13)

where

\[
C^{-1,n} = \bigoplus_{p+r=n+1} \text{Hom}^r \left( A^{\otimes p}, \text{Hom}_{B^{op}}(X, X) \right),
\]

\[
C^{q,n} = \bigoplus_{p+r+1=n} \text{Hoch}^{p,q,r} (A, X, B), \quad q \geq 0.
\]

Here, the complex \((C^{-1,\bullet}, d_H + \partial)\) is the Hochschild cochain complex of \(A\) with values in \(\text{Hom}_{B^{op}}(X, X)\), and the total complex \((\bigoplus_{q \geq 0} C^{q,n}, d_X^{n+1} + \partial_X + d_H^{n+1})\) is a subcomplex of \((\text{Hoch}^\bullet(X), d_H^{\cdot} + \partial_X)\).

Similarly, one has the map \(\Psi : \text{Hoch}^\bullet(B, \text{Hom}_A(X, X)) \rightarrow \text{Hoch}^{\bullet+1}(A, X, B)\),

\[
\Psi(f)(x; b_1, \ldots, b_q) := (-1)^{q+r+1}(-1)^{|x|(|b_1| + \cdots + |b_q|)} f(b_1 \otimes \cdots \otimes b_q)(x),
\]

for \(f \in \text{Hoch}^r(B^{\otimes q}, \text{Hom}_A(X, X))\) and has a double complex analogous to (13).

We need the following lemma in Homological algebra [40, Lemma 2.7.3]:

**Lemma 3.12** (Acyclic Assembly Lemma). Let \(B^{p,q}\) be a double complex, equipped with differentials

\[
\begin{align*}
d_1 : B^{p,q} & \rightarrow B^{p+1,q} \\
d_2 : B^{p,q} & \rightarrow B^{p,q+1}.
\end{align*}
\]

Suppose that the 2nd quadrant of \(B\) vanishes (i.e. \(B^{p,q} = 0\) if \(p < 0\) and \(q > 0\)). If every row of \(B\) is exact, then the direct sum total complex \(\text{tot}^{\oplus}(B)\) is acyclic.

Applying Lemma 3.12 to (13), we get

**Lemma 3.13.** Let \(A\) and \(B\) be dg algebras, and \(X\) be a dg \(A\)-\(B\)-bimodule. If the sequence (10) is exact, then the map

\[
\Phi : (\text{Hoch}^\bullet(A, \text{Hom}_{B^{op}}(X, X))[-1], -(d_H + \partial)) \rightarrow (\text{Hoch}^\bullet(A, X, B), d_H^{X} + \partial_X),
\]

is a quasi-isomorphism.

Similarly, if the sequence (11) is exact, then the map

\[
\Psi : (\text{Hoch}^\bullet(B, \text{Hom}_A(X, X))[-1], -(d_H + \partial)) \rightarrow (\text{Hoch}^\bullet(A, X, B), d_H^{X} + \partial_X),
\]

is a quasi-isomorphism.

**Proof.** We show the assertion for the first part, and the second part follows from a similar argument.

It is clear that the map \(\Phi\) is a cochain map. Observe that the mapping cone \(\text{Cone}(\Phi)\) of \(\Phi\) is the direct sum total complex \(\text{tot}^{\oplus}(C)\) of (13). By Lemma 3.12, the total complex \(\text{tot}^{\oplus}(C) = \text{Cone}(\Phi)\) is acyclic, and therefore, we conclude that \(\Phi\) is a quasi-isomorphism. \(\square\)
3.4. **Proof of Theorem 3.10.** Let \((A, X, B)\) be a Keller admissible triple. Observe that the action map \(\rho_A : (A, d_A) \to (\text{Hom}_{B^{op}}(X, X), \partial_X)\) is a dg \(A\)-bimodule map, and \(\rho_B : (B^{op}, d_B) \to (\text{Hom}_A(X, X), \partial_X)\) is a dg \(B\)-bimodule map. Thus, by Lemma 3.8, the induced maps

\[
\rho_{A*} : \left(\text{Hoch}^\bullet(A), -(d_H^A + d_A)\right) \to \left(\text{Hoch}^\bullet(A, \text{Hom}_{B^{op}}(X, X)), -(d_H + \partial)\right),
\]

\[
\rho_{B*} : \left(\text{Hoch}^\bullet(B), -(d_H^B + d_B)\right) \to \left(\text{Hoch}^\bullet(B, \text{Hom}_A(X, X)), -(d_H + \partial)\right)
\]

are quasi-isomorphisms.

To prove Theorem 3.10, we need the following

**Lemma 3.14.** If the map

\[
\Phi \circ \rho_{A*} : \left(\text{Hoch}^\bullet(A)[-1], -(d_H^A + d_A)\right) \to \left(\text{Hoch}^\bullet(A, X, B), d_H^{AX} + \partial_X\right)
\]

is a quasi-isomorphism of cochain complexes, then so is the projection \(\pi_B : \text{Hoch}^\bullet(X) \to \text{Hoch}^\bullet(B)\). Similarly, if

\[
\Psi \circ \rho_{B*} : \left(\text{Hoch}^\bullet(B)[-1], -(d_H^B + d_B)\right) \to \left(\text{Hoch}^\bullet(A, X, B), d_H^{AX} + \partial_X\right)
\]

is a quasi-isomorphism, then so is the projection \(\pi_A : \text{Hoch}^\bullet(X) \to \text{Hoch}^\bullet(A)\).

**Proof.** We only prove the first statement. The second one follows from a similar argument.

Since the projection \(\pi_B : \left(\text{Hoch}^\bullet(X), d_H + \partial\right) \to \left(\text{Hoch}^\bullet(B), d_H^B + d_B\right)\) is surjective, it is a quasi-isomorphism if and only if the kernel

\[
\ker(\pi_B) = \left(\text{Hoch}^\bullet(A) \oplus \text{Hoch}^\bullet(A, X, B), d_H^{AX} + d_H^A + d_H^X + \partial_X + \partial_A\right)
\]

is acyclic. Since

\[
\Phi \circ \rho_{A*}(f)(a_1, \cdots, a_p; x) = (-1)^r f(a_1, \cdots, a_p) \cdot x = d_H^{AX}(f)(a_1, \cdots, a_p; x),
\]

for \(f \in \text{Hoch}^{p,r}(A)\), we have \(\Phi \circ \rho_{A*} = d_H^{AX}\). Thus the mapping cone

\[
\text{Cone}(\Phi \circ \rho_{A*}) = \left(\text{Hoch}^\bullet(A) \oplus \text{Hoch}^\bullet(A, X, B), \Phi \circ \rho_{A*} + d_H^A + d_H^X + \partial_X + \partial_A\right)
\]

of \(\Phi \circ \rho_{A*}\) coincides with the kernel \(\ker(\pi_B)\). Since \(\Phi \circ \rho_{A*}\) is a quasi-isomorphism, the mapping cone \(\text{Cone}(\Phi \circ \rho_{A*}) = \ker(\pi_B)\) is acyclic. Therefore, \(\pi_B\) is a quasi-isomorphism. \(\square\)

**Proof of Theorem 3.10.** Let \((A, X, B)\) be a Keller admissible triple. By Lemma 3.13, the embedding maps \(\Phi\) and \(\Psi\) are quasi-isomorphisms. Since the pushforward maps \(\rho_{A*}\) and \(\rho_{B*}\) are also quasi-isomorphisms, it follows from Lemma 3.14 that \(\pi_A\) and \(\pi_B\) are quasi-isomorphisms. \(\square\)

**Remark 3.15.** Theorem 3.10 is a sum analogue of Keller’s theorem in [17] which respects the product Hochschild cohomology. In fact, in [17, 33, 15], analogous theorems were proved for bigraded algebras where a Hochschild complex is endowed with three types of degrees — one from Hochschild construction, two from the given bigrading. Although a direct sum is taken for bigraded components in [33], the total complex is still different from our sum Hochschild complexes. Thus, there is no clear relation between these theorems and Theorem 3.10.
4. Keller admissible triples associated with Lie algebras

Let \( \mathfrak{g} \) be a finite-dimensional Lie algebra. In this section, we prove that the triple

\[
(A, d_A) = (\mathcal{U}\mathfrak{g}, 0), \\
(B, d_B) = (\text{Hom}(S(\mathfrak{g}[1]), k), d_\mathfrak{g}) \cong (S(\mathfrak{g}[1])^\vee, d_\mathfrak{g}), \\
(X, d_X) = (\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1]), d_X)
\]

is a Keller admissible triple, where \( d_\mathfrak{g} : S^\bullet(\mathfrak{g}[1])^\vee \to S^{\bullet+1}(\mathfrak{g}[1])^\vee \) is the Chevalley–Eilenberg differential defined as in (21), \( \mathcal{U}\mathfrak{g} \) is the universal enveloping algebra of \( \mathfrak{g} \), and \( d_X : \mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1]) \to \mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1]) \) is defined by

\[
d_X(u \otimes x_1 \circ \cdots \circ x_n) := \sum_{i=1}^n (-1)^{i+1} u \cdot sx_i \otimes x_1 \circ \cdots \circ \hat{x}_i \cdots \circ x_n \\
+ \sum_{i<j} (-1)^{i+j} u \otimes s^{-1}[sx_i, sx_j] \mathfrak{g} \otimes x_1 \circ \cdots \circ \hat{x}_i \cdots \hat{x}_j \cdots \circ x_n.
\]

Here, \( \mathcal{U}\mathfrak{g} \) is considered as a dg algebra concentrated at degree zero, \( s : \mathfrak{g}[1] \to \mathfrak{g} \) is the degree-shifting map of degree +1, \( u \in \mathcal{U}\mathfrak{g} \) and \( x_1, \cdots, x_n \in \mathfrak{g}[1] \). This triple is adapted from [18, Example 6.5].

It is well known that the complex \( (\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1]), d_X) \) is a free resolution of \( k \) in the category of \( \mathcal{U}\mathfrak{g} \)-modules.

**Remark 4.1.** In our grading setting, the degrees are chosen to be compatible with the Koszul sign convention, and a few classical formulations need to be modified correspondingly. In fact, in the literature, the expressions \((\Lambda^\bullet \mathfrak{g}^\vee, d_\mathfrak{g})\) and \((\mathcal{U}\mathfrak{g} \otimes \Lambda^\bullet \mathfrak{g}, d_X)\) are more common than the expressions of graded symmetric tensors in this paper. The two types of expressions are isomorphic as complexes. Nevertheless, in the category of graded vector spaces, an element in \( \Lambda^\bullet \mathfrak{g} \) should be considered to be of degree zero which is not the expected degree. Thus, in order to avoid confusion and to keep the consistency of degree counting, we choose the expressions \( S(\mathfrak{g}[1])^\vee \) and \( \mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1]) \). See Appendix A.1 for more details.

We describe the right \( S(\mathfrak{g}[1])^\vee \)-action \( \cdot \) on \( S(\mathfrak{g}[1]) \) induced by (graded) contraction: For any \( x, x_i \in \mathfrak{g}[1], \xi \in (\mathfrak{g}[1])^\vee \), we define

\[
1_\cdot \xi := 0, \\
(x_1 \circ \cdots \circ x_n)_\cdot \xi := \sum_{i=1}^n (-1)^{n-i}(x_i | \xi)(x_1 \circ \cdots \hat{x}_i \cdots \circ x_n),
\]

and extend it by the module axiom. Similarly, we also have the right \( S(\mathfrak{g}[1]) \)-action \( \cdot \) on \( S(\mathfrak{g}[1])^\vee \). Note that, in this way, we have

\[
x_\cdot \xi = (x | \xi) = -\xi(x), \\
\xi_\cdot x = (\xi | x) = \xi(x).
\]

The space \( X = \mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1]) \) carries the left \( \mathcal{U}\mathfrak{g} \)-action induced by the multiplication in \( \mathcal{U}\mathfrak{g} \) and the right \( S(\mathfrak{g}[1])^\vee \)-action induced by \( \cdot \).

**Lemma 4.2.** The dg vector space \((\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1]), d_X)\) is a dg \( \mathcal{U}\mathfrak{g} - S(\mathfrak{g}[1])^\vee \)-bimodule.

**Proof.** This lemma follows from Example A.9. □
4.1. The action maps. We first prove the action maps are weakly cone-nilpotent quasi-isomorphisms.

**Lemma 4.3.** The action map 
\[
\rho_A : (\mathcal{U}g, 0) \to \left( \text{Hom}_{(S(g[1])^\vee)^{op}}(\mathcal{U}g \otimes S(g[1]), \mathcal{U}g \otimes S(g[1])), \partial_X) \right),
\]
\[
\rho_A(v)(u \otimes x) = (vu) \otimes x,
\]
is a weakly cone-nilpotent quasi-isomorphism.

**Proof.** Since \( B = S(g[1])^\vee \) is a graded commutative algebra, a right \( S(g[1])^\vee \)-module structure is equivalent to a left \( S(g[1])^\vee \)-module structure. Thus, by Proposition A.8 and Example A.9, we have 
\[
\text{Hom}_{S(g[1])^\vee}^\bullet(X, X) = \text{coHom}_{S(g[1])^\vee}^\bullet(X, X),
\]
where \( X = \mathcal{U}g \otimes S(g[1]) \). Furthermore, since the natural projection 
\[
\text{pr} : \mathcal{U}g \otimes S(g[1]) \to \mathcal{U}g \otimes S^0(g[1]) \cong \mathcal{U}g
\]
is a free cogenerator of the graded comodule \( X \), it follows from Proposition A.11 that the induced map 
\[
\text{pr}_* : \text{Hom}_{S(g[1])^\vee}^\bullet(X, X) \to \text{Hom}_{\mathcal{U}g, \mathcal{U}g}^\bullet(\mathcal{U}g \otimes S(g[1]), \mathcal{U}g) \cong \text{Hom}_{\mathcal{U}g}^\bullet(S(g[1]), \text{Hom}_k(\mathcal{U}g, \mathcal{U}g))
\]
is an isomorphism of graded vector spaces. See Appendix A for details.

Let \( \partial_X \) be the differential on \( \text{Hom}(S(g[1]), \text{Hom}(\mathcal{U}g, \mathcal{U}g)) \) induced by \( \partial_X \) under the isomorphism \( \text{pr}_* \). By (24), one can show that 
\[
\partial_X(f)(x_0 \otimes \cdots \otimes x_n)(u) = \sum_{i=0}^{n} (-1)^{n-i} (f(x_0 \otimes \cdots \otimes \hat{x}_i \otimes \cdots \otimes x_n)(u) sx_i - f(x_0 \otimes \cdots \otimes \hat{x}_i \otimes \cdots \otimes x_n)(usx_i))
\]
for \( f \in \text{Hom}(S^n(g[1]), \text{Hom}(\mathcal{U}g, \mathcal{U}g)), x_i \in g[1] \) and \( u \in \mathcal{U}g \). Let \( \bullet : g \times \text{Hom}(\mathcal{U}g, \mathcal{U}g) \to \text{Hom}(\mathcal{U}g, \mathcal{U}g) \) be the Lie algebra action 
\[
(y \bullet g)(u) = g(uy) - g(u)y
\]
for \( g \in \text{Hom}(\mathcal{U}g, \mathcal{U}g) \) and \( y \in g \). Then the differential \( \partial_X \) coincides with the Chevalley–Eilenberg differential \( d_{ce}^\bullet \) associated with the action \( \bullet \).

Recall that one has the isomorphism (see, for example, [40, Exercise 7.3.5])
\[
H_{ce}^*(g, \text{Hom}(\mathcal{U}g, \mathcal{U}g)) \cong \text{Ext}_{\mathcal{U}g}^*(\mathcal{U}g, \mathcal{U}g) \cong \mathcal{U}g.
\]

Since the action map \( \rho_A \) induces a right inverse of the isomorphism \( \text{pr}_* : H(\text{Hom}_{S(g[1])^\vee}^\bullet(X, X), \partial_X) \to \mathcal{U}g \), the lemma follows.

For weak cone-nilpotency, we observe that the dg algebra \( \mathcal{U}g \) is concentrated in degree 0 and the mapping cone \( M := \text{Cone}(\rho_A) \) of \( \rho_A \) is bounded below. Thus, there exists \( N > 0 \) such that \( \text{Hom}^r(A^\otimes n, M) = 0 \) if \( r < -N \). Therefore, for any choice of homotopy operator on \( M \) and for any \( f \in \text{Hoch}_s(A, M) \), the induced maps \( \{ h_k \} \) satisfy \( h_k(f) = 0 \) for \( k > s + N \). This implies that the mapping cone \( M = \text{Cone}(\rho_A) \) is pointwisely nilpotent.

The quasi-isomorphism property for the other action 
\[
\rho_B : ((S(g[1])^\vee)^{op}, d_g) \to \left( \text{Hom}_{\mathcal{U}g} \left( \mathcal{U}g \otimes S(g[1]), \mathcal{U}g \otimes S(g[1]) \right), \partial_X \right)
\]
follows from the proof of [18, Lemma 6.5 (a)]. In fact, the augmentation map \( \varepsilon : \mathcal{U}g \otimes S(g[1]) \to \mathcal{U}g \to k \) induces a quasi-isomorphism 
\[
\varepsilon_* : \left( \text{Hom}_{\mathcal{U}g} \left( \mathcal{U}g \otimes S(g[1]), \mathcal{U}g \otimes S(g[1]) \right), \partial_X \right) \to \left( \text{Hom}_{\mathcal{U}g} \left( \mathcal{U}g \otimes S(g[1]), k \right), \partial_{X,k} \right) \cong (S(g[1])^\vee, d_g)
\]
which defines a left inverse for $\rho_B$.

**Lemma 4.4.** The mapping cone of

$$\varepsilon_e: \left( \text{Hom}_{U\mathfrak{g}}(U\mathfrak{g} \otimes S(\mathfrak{g}[1]), U\mathfrak{g} \otimes S(\mathfrak{g}[1])), \partial_X \right) \rightarrow \left((S(\mathfrak{g}[1]))^\ast, d_\theta\right)$$

is pointwisely nilpotent. In particular, the action map

$$\rho_B: \left( (S(\mathfrak{g}[1]))^\ast, d_\theta \right) \rightarrow \left( \text{Hom}_{U\mathfrak{g}}(U\mathfrak{g} \otimes S(\mathfrak{g}[1]), U\mathfrak{g} \otimes S(\mathfrak{g}[1])), \partial_X \right),$$

$$\rho_B(b)(u \otimes x) = (-1)^{|x|}u \otimes (x \cdot b),$$

is a weakly cone-nilpotent quasi-isomorphism.

**Proof.** The mapping cone of $\varepsilon_e$ is

$$\text{Cone}(\varepsilon_e) \cong \text{Hom}_{U\mathfrak{g}} \left( U\mathfrak{g} \otimes S(\mathfrak{g}[1]), (U\mathfrak{g} \otimes S(\mathfrak{g}[1]))[1] \oplus \mathbb{k} \right)$$

equipped with the differential $\partial: \text{Cone}(\varepsilon_e) \rightarrow \text{Cone}(\varepsilon_e)$,

$$\partial(f) := d_e \circ f - (-1)^{|f|} f \circ d_X$$

where $d_e$ is the differential on the mapping cone $\text{Cone}(\varepsilon)$ of $\varepsilon: U\mathfrak{g} \otimes S(\mathfrak{g}[1]) \rightarrow \mathbb{k}$.

Let $\{e_1, \ldots, e_d\}$ be a basis for $\mathfrak{g}[1]$, $s: \mathfrak{g}[1] \rightarrow \mathfrak{g}$ be the degree-shifting map of degree $+1$, and $\mathfrak{s}: U\mathfrak{g} \otimes S(\mathfrak{g}[1]) \rightarrow (U\mathfrak{g} \otimes S(\mathfrak{g}[1]))[1]$ be the degree-shifting map of degree $-1$. Note that the mapping cone $\text{Cone}(\varepsilon)$ is a filtered complex with respect to the filtration

$$F^{-p} := \left( \bigoplus_{k=0}^p U\mathfrak{g}^{<p-k} \otimes S^k(\mathfrak{g}[1]) \right)[1] \oplus \mathbb{k}$$

whose basis is the set

$$\{(0, 1)\} \cup \{(s(se_{i_1} \cdots se_{i_l} \otimes e_{j_1} \otimes \cdots \otimes e_{j_k}), 0) \mid i_1 \leq \cdots \leq i_l, j_1 < \cdots < j_k, k + l \leq p\}$$

for $p \geq 0$, and $F^{-p} = 0$ if $p < 0$. It is known [16, Lemma VII.4.1] that the quotient complex $F^{-p}/F^{-p+1}$ is exact. As a result, the inclusion map $F^{-p+1} \hookrightarrow F^{-p}$ is a quasi-isomorphism, and thus $F^{-p}$ is exact for each $p$. See [16, Section VII.4] or [5, Section XIII.7] for details.

We will inductively construct a sequence of homotopy operators $h_p: F^{-p} \rightarrow F^{-p}$ of degree $-1$ such that (i) $h_p|_{F^{-p+1}} = h_{p-1}$, and (ii) the equation $d_e \circ h_p + h_p \circ d_e = \text{id}_{F^{-p}}$ holds in $F^{-p}$. Since $\cup_p F^{-p} = \text{Cone}(\varepsilon)$, such a sequence defines a contracting homotopy $h: \text{Cone}(\varepsilon) \rightarrow \text{Cone}(\varepsilon)$ for $\text{Cone}(\varepsilon)$ with the property $h(F^{-p}) \subset F^{-p}$.

In the case $p = 0$, one can choose $h_0$ to be the isomorphism $\mathbb{k} \cong \mathbb{U} \mathfrak{g}^{<0} \otimes S^0(\mathfrak{g}[1])$. Assume we have a homotopy operator $h_p: F^{-p} \rightarrow F^{-p}$ with properties (i) and (ii). Then since $F^{-p+1}$ is an exact sequence of vector spaces, one can assign the value of $h_{p+1}$ at

$$(s(se_{i_1} \cdots se_{i_l} \otimes e_{j_1} \otimes \cdots \otimes e_{j_k}), 0), \quad i_1 \leq \cdots \leq i_l, j_1 < \cdots < j_k, k + l = p + 1,$$

inductively on $k$ so that the equation $d_e \circ h_{p+1} + h_{p+1} \circ d_e = \text{id}_{F^{-p-1}}$ holds. In this way, one can obtain a homotopy operators $h_p$ with properties (i) and (ii) for each $p \geq 0$.

Recall that, by the Poincaré–Birkhoff–Witt theorem,

$$\{(0, 1)\} \cup \{(s(se_{i_1} \cdots se_{i_l} \otimes e_{j_1} \otimes \cdots \otimes e_{j_k}), 0) \mid i_1 \leq \cdots \leq i_l, j_1 < \cdots < j_k\}$$

is a basis of $(U\mathfrak{g} \otimes S(\mathfrak{g}[1]))[1] \oplus \mathbb{k}$. By the construction, $h((0, 1)) = (s(1 \otimes 1), 0)$. Also, each basis vector of the form $v = (s(se_{i_1} \cdots se_{i_l} \otimes e_{j_1} \otimes \cdots \otimes e_{j_k}), 0)$ belongs to $F^{-(k+l)}$, and thus

$$h(v) \in F^{-(k+l)} \cap (U\mathfrak{g} \otimes S^{k+1}(\mathfrak{g}[1]))[1] \oplus \{0\} = (U\mathfrak{g}^{<l-1} \otimes S^{k+1}(\mathfrak{g}[1]))[1] \oplus \{0\}.$$
Therefore, we have
\[ h\left( (\mathcal{U}\mathcal{G}^\leq q \otimes S(\mathcal{G}[1]))[1] \oplus k \right) \subset (\mathcal{U}\mathcal{G}^\leq r-1 \otimes S(\mathcal{G}[1]))[1] \oplus \{0\}. \] (14)

Now, we define $S(\mathcal{G}[1])^\vee \cdot S(\mathcal{G}[1])^\vee$-submodules of $\text{Cone}(\varepsilon_\ast)$ by
\[ M_0 = \text{Hom}_{\mathcal{U}\mathcal{G}} \left( \mathcal{U}\mathcal{G} \otimes S(\mathcal{G}[1]), (\mathcal{U}\mathcal{G}^\leq 0 \otimes S(\mathcal{G}[1]))[1] \oplus \{0\} \right) \]
and
\[ M_q = \text{Hom}_{\mathcal{U}\mathcal{G}} \left( \mathcal{U}\mathcal{G} \otimes S(\mathcal{G}[1]), (\mathcal{U}\mathcal{G}^\leq q \otimes S(\mathcal{G}[1]))[1] \oplus k \right) \]
for each $q > 0$. Then $\{M_q\}_{q \geq 0}$ forms an ascending filtration of $\text{Cone}(\varepsilon_\ast)$ satisfying $\bigcup_q M_q = \text{Cone}(\varepsilon_\ast)$. Moreover, (14) implies that the induced contracting homotopy $\tilde{h} = h_\ast$ for $\text{Cone}(\varepsilon_\ast)$ satisfies $\tilde{h}(M_q) \subset M_{q-1}$. Thus, by Lemma 3.5, the mapping cone $\text{Cone}(\varepsilon_\ast)$ is pointwisely nilpotent, and thus $\rho_B$ is weakly conenilpotent.

4.2. Exactness of the sequences. Now we show that the sequences (10) and (11) are exact for the triple $(A, X, B) = (\mathcal{U}\mathcal{G}, \mathcal{U}\mathcal{G} \otimes S(\mathcal{G}[1]), S(\mathcal{G}[1])^\vee)$.

Let $V$ be a vector space concentrated at degree zero, $\{e_1, \ldots, e_d\}$ be a basis for $V[1]$, and $\{e^1, \ldots, e^d\}$ be the dual basis for $(V[1])^\vee$ such that $\langle e^j | e_i \rangle = \delta_{ij}$. We denote
\[ \omega := e_1 \cdots \cdot \cdot \cdot e_d \in S^d(V[1]), \quad \tau := e^d \cdots \cdot \cdot \cdot e^1 \in S^d(V[1])^\vee. \]

To prove the exactness of (10), we need the following technical lemma.

**Lemma 4.5.** For $x \in S(V[1])$, $b \in S(V[1])^\vee$, we have

(i) $\omega_\downarrow (\tau \downarrow x) = (-1)^{d-|x|} x$,

(ii) $\tau_\downarrow(x \downarrow b) = (-1)^{|b|} (\tau_\downarrow x) \circ b$.

**Proof.** In the following computation, we use multi-index notations and Einstein summation convention. Let $E_i$ be the $d$-tuple with 1 at the $i$-th component and 0 elsewhere. We denote $e_I = e_{i_1} \cdots \cdot \cdot \cdot e_{i_k}$ and $e^J = e^{i_1} \cdots \cdot \cdot \cdot e^{i_j}$, where $I = E_{i_1} + \cdots + E_{i_k}$, $i_1 < \cdots < i_k$, and $J = E_{j_1} + \cdots + E_{j_l}$, $j_1 < \cdots < j_l$. We say $I$ is smaller than $J$, denoted $I \leq J$, if $\{i_1, \ldots, i_k\} \subset \{j_1, \ldots, j_l\}$. If $I \leq J$, we denote $J - I$ to be the tuple associated with $\{j_1, \ldots, j_l\} \setminus \{i_1, \ldots, i_k\}$.

Let $T = E_{i_1} + \cdots + E_{i_d}$, and $T - I = E_{\tilde{i}_1} + \cdots + E_{\tilde{i}_{d-k}}$, $\tilde{i}_1 < \cdots < \tilde{i}_{d-k}$. We have
\[ \tau_\downarrow e_I = (e^d \cdot \cdot \cdot e^1)_\downarrow e_{i_1} \cdot \cdot \cdot e_{i_k} = (-1)^{i_1 + \cdots + i_k - k(k+1)/2} \epsilon_{\text{rev}}(T-I), \]
where $\epsilon_{\text{rev}} = \tilde{e}^{d-k} \cdots \cdot \cdot \cdot \tilde{e}^1$. Thus,
\[ \omega_\downarrow (\tau_\downarrow e_I) = (-1)^{j_1 + \cdots + j_{k-1} - k(k+1)/2} (e_1 \cdots \cdot \cdot \cdot e_d)_\downarrow \tilde{e}^{d-k} \cdots \cdot \cdot \cdot \tilde{e}^{j_1} = (-1)^{(d^2 - d + 1/2)} (-1)^{(d-\tilde{i}_1 - d + k + 1/2)} e_I = (-1)^{d-k} e_I. \]

Since $\{e_I\}_I$ is a basis for $S(V[1])$, the first equation follows.

For the second equation, it suffices to verify it for any $x = e_I$ and $b = e^J$. If $J \nleq I$, it is clear that
\[ (\tau_\downarrow e_I) \circ e^J = 0 = \tau_\downarrow (e_{I \downarrow} e^J). \]
Thus, we can assume $J \leq I$. Let $j_p = i_p$ and $I - J = E_{j_1} + \cdots + E_{j_{k-1}}$. Then we have
\[ e_{I \downarrow} e^J = (-1)^{J} (-1)^{(k-j_1) + \cdots + (k-j_{k-1})} e_{I-J}, \]
\[ \tau_\downarrow (e_{I \downarrow} e^J) = (-1)^{i_{j_1} + \cdots + i_{j_{k-1}}} (-1)^{j_1 + \cdots + j_{k-1} + k(k+1)/2 + k^2/2} \epsilon_{\text{rev}}(T-I+J). \]
Furthermore,
\[
\tau_J e_I = (-1)^{(i_1-1) + \cdots + (i_k-k)} T_{rev}^{-I},
\]
\[
(\tau_J e_I) \otimes e^J = (-1)^{(i_1-1) + \cdots + (i_k-k)} (-1)^{(i_1-\tau_1) + \cdots + (i_k-\tau_k+1)} T_{rev}^{-I+J}
\]
\[
= (-1)^J \tau_J (e_I \otimes e^J).
\]
Thus the proof is complete. \(\square\)

**Lemma 4.6.** For \((A, X, B) = (U\mathfrak{g}, \ U\mathfrak{g} \otimes S(\mathfrak{g}[1]), \ S(\mathfrak{g}[1])^\vee)\), the sequence (10) is exact.

**Proof.** Define an operator
\[
h_R : \text{Hom}^r(X \otimes B^{\otimes q+1}, X) \to \text{Hom}^r(X \otimes B^{\otimes q}, X),
\]
for each \(q \geq 0\), by
\[
h_R(f)((u \otimes x); b_1, \cdots, b_q) := (-1)^{|x|} f((u \otimes x); (\tau_J x), b_1, \cdots, b_q),
\]
where \(u \in U\mathfrak{g}, \ x \in S(\mathfrak{g}[1]), \ b_1, \cdots, b_q \in S(\mathfrak{g}[1])^\vee\). By Lemma 4.5, one can show that
\[
(h_R d^X H_R f)((u \otimes x); b_1, \cdots, b_q) = (-1)^{|x|} f((u \otimes x); (\tau_J x), b_1, \cdots, b_q)
\]
\[
+ (-1)^{|x|+1} f((u \otimes x); (\tau_J x) \otimes b_1, \cdots, b_q)
\]
\[
+ \sum_{j=1}^{q-1} (-1)^{|x|+j+1} f((u \otimes x); (\tau_J x), \cdots, b_j b_{j+1} \cdots, b_q)
\]
\[
+ (-1)^{|x|+q+1} f((u \otimes x); (\tau_J x), \cdots, b_{q-1} \otimes b_q),
\]
and
\[
(d^X H_R h_R f)((u \otimes x); b_1, \cdots, b_q) = (-1)^{|x|} f((u \otimes x); (\tau_J x) \otimes b_1, b_2, \cdots, b_q)
\]
\[
+ \sum_{j=1}^{q-1} (-1)^{|x|+j+1} f((u \otimes x); (\tau_J x), b_1, \cdots, b_j b_{j+1} \cdots, b_q)
\]
\[
+ (-1)^{|x|+q+1} f((u \otimes x); (\tau_J x), b_1, \cdots, b_{q-1} \otimes b_q)
\]
Thus, we have
\[
d^X H_R h_R + h_R d^X H_R = \text{id},
\]
and the cohomologies vanish except the zeroth cohomology. Since the zeroth cohomology is
\[
\ker \left( \text{Hom}^r(X, X) \xrightarrow{d^X H_R} \text{Hom}^r(X \otimes B, X) \right) = \text{Hom}_{\text{top}}^r(X, X),
\]
the proof is completed. \(\square\)

Finally, we prove the exactness of the sequence (11).

**Lemma 4.7.** For \((A, X, B) = (U\mathfrak{g}, \ U\mathfrak{g} \otimes S(\mathfrak{g}[1]), \ S(\mathfrak{g}[1])^\vee)\), the sequence (11) is exact.

**Proof.** In order to prove this assertion, we define an operator
\[
h_L : \text{Hom}^r(A^{\otimes p+1} \otimes X, X) \to \text{Hom}^r(A^{\otimes p} \otimes X, X),
\]
for each \(p \geq 0\), by
\[
h_L(f)(a_1, \cdots, a_p; (u \otimes x)) := (-1)^{r+1} f(a_1, \cdots, a_p, u; (1 \otimes x)),
\]
where \(a_1, \cdots, a_p, u \in U\mathfrak{g}\) and \(x \in S(\mathfrak{g}[1])\). It is straightforward to show that
\[
d^X H_L h_L + h_L d^X H_L = \text{id}.
\]
Thus,
\[ H^n \left( \text{Hom}^r \left( A \otimes^\bullet \otimes X, X \right), d_{HL}^X \right) = 0, \]
for any \( n > 0 \) and any \( r \in \mathbb{Z} \). Furthermore, since the zeroth cohomology is
\[ \ker \left( \text{Hom}^r(X, X) \xrightarrow{d_{HL}^X} \text{Hom}^r(A \otimes X, X) \right) = \text{Hom}^r_A(X, X), \]
the proof is completed. \[ \square \]

Therefore, we have the following

**Theorem 4.8.** Let \( \mathfrak{g} \) be a finite-dimensional Lie algebra. The triple \( (\mathcal{U}\mathfrak{g}, \mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1]), S(\mathfrak{g}[1])^\vee) \) is a Keller admissible triple. Therefore, the projections
\[ \pi_A: \text{Hoch}^\bullet(\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1])) \]
\[ \pi_B: \text{Hoch}^\bullet(\mathcal{U}\mathfrak{g}) \]
induce isomorphisms of Gerstenhaber algebras on cohomologies.

It follows from Theorem 4.8 that one has an isomorphism \( \text{HH}^\bullet(\mathcal{U}\mathfrak{g}) \cong \text{HH}^\bullet(S(\mathfrak{g}[1])^\vee) \) of the sum Hochschild cohomologies. The following example, however, shows that an analogous isomorphism does not exist for the product Hochschild cohomologies, i.e. \( \text{HH}^\bullet_{\Pi}(\mathcal{U}\mathfrak{g}) \not\cong \text{HH}^\bullet_{\Pi}(S(\mathfrak{g}[1])^\vee) \) in general.

**Example 4.9.** For the 1-dimensional Lie algebra \( \mathfrak{g} = \mathbb{k} \), we have \( \mathcal{U}\mathfrak{g} = S\mathfrak{g} \cong \bigoplus_{n=0}^{\infty} \mathbb{k} \) and \( (S(\mathfrak{g}[1])^\vee, 0) = (\mathbb{k}[x]/(x^2), 0) \) as in Example 1.2. Then
\[ \text{HH}^0_{\Pi}(\mathcal{U}\mathfrak{g}) \cong \bigoplus_{n=0}^{\infty} \mathbb{k} \cong \text{HH}^0(S(\mathfrak{g}[1])^\vee, 0). \]

However, the 0-th product Hochschild cohomology of \( S(\mathfrak{g}[1])^\vee \) is
\[ \text{HH}^0_{\Pi}(S(\mathfrak{g}[1])^\vee, 0) \cong \prod_{n=0}^{\infty} \mathbb{k} \]
which is not isomorphic to \( \text{HH}^0_{\Pi}(\mathcal{U}\mathfrak{g}) = \text{HH}^0(\mathcal{U}\mathfrak{g}) \).

5. **Application to Duflo theorem**

A dg manifold \((\mathcal{M}, Q)\) is a graded manifold \(\mathcal{M}\) together with a homological vector field \(Q\). Such a structure plays an important role in various fields of mathematics. See, for example, [1, 6, 28, 2]. In the present paper, we consider the dg manifold \((\mathfrak{g}[1], d_{\mathfrak{g}})\) associated with a finite-dimensional Lie algebra \(\mathfrak{g}\) whose function algebra is the Chevalley–Eilenberg dg algebra \((S(\mathfrak{g}[1])^\vee, d_{S\mathfrak{g}})\).

On the dg manifold \((\mathfrak{g}[1], d_{\mathfrak{g}})\), one has the dg algebra \(\bigoplus T_{\text{poly}}^\bullet(\mathfrak{g}[1]), [d_{\mathfrak{g}}, -]_S\) of polyvector fields and the dg algebra \(\bigoplus D_{\text{poly}}^\bullet(\mathfrak{g}[1]), d_H + [d_{\mathfrak{g}}, -]\) of polydifferential operators on \((\mathfrak{g}[1], d_{\mathfrak{g}})\). According to [25, Theorem 4.3], one has the Duflo–Kontsevich-type map
\[ \text{likr} \circ \text{td}^{1/2}_{\mathfrak{g}[1]}: \bigoplus T_{\text{poly}}^\bullet(\mathfrak{g}[1]), d_T \to \bigoplus D_{\text{poly}}^\bullet(\mathfrak{g}[1]), d_D, \]
which induces a graded algebra isomorphism on their cohomologies. Here,
\[ d_T := [d_{\mathfrak{g}}, -]_S, \]
\[ d_D := d_H + [d_{\mathfrak{g}}, -], \]
equipped with the differential where

\[ \Phi \in \mathbb{H}^\bullet (\oplus \mathcal{T}_{\text{poly}}(\mathfrak{g}[1]), d_T) \xrightarrow{\text{Keller admisible triples and Duflo theorem}} \mathcal{H}_{CE}(\mathfrak{g}, S\mathfrak{g}), \]

and prove the following:

**Theorem 5.1.** The diagram

\[
\begin{array}{ccc}
\mathbb{H}^\bullet (\oplus \mathcal{T}_{\text{poly}}(\mathfrak{g}[1]), d_T) & \xrightarrow{\text{Keller admisible triples and Duflo theorem}} & \mathcal{H}_{CE}(\mathfrak{g}, S\mathfrak{g}) \\
\Phi_T & & \Phi_D \\
\mathcal{H}_{CE}(\mathfrak{g}, S\mathfrak{g}) & \xrightarrow{J^{1/2}} & \mathcal{H}_{CE}(\mathfrak{g}, S\mathfrak{g}) \\
\end{array}
\]

commutes.

In this way, we obtain a precise relation between the Duflo–Kontsevich-type isomorphism [25] for the dg manifold \((\mathfrak{g}[1], d_\mathfrak{g})\) and the Duflo–Kontsevich isomorphism [11, 21, 30] for the Lie algebra \(\mathfrak{g}\). In particular, we recover the Duflo–Kontsevich theorem:

**Corollary 5.2** (Kontsevich). The map

\[ \text{pbw} \circ J^{1/2} : \mathcal{H}_{CE}(\mathfrak{g}, S\mathfrak{g}) \rightarrow \mathcal{H}_{CE}(\mathfrak{g}, \mathcal{U}\mathfrak{g}) \]

is an isomorphism of graded algebras.

Note that if one replaces the **direct-sum** total cohomologies by the **direct-product** total cohomologies in (15), many issues arise. For instance, the map \(\Phi_D\) may fail to be an isomorphism (see Example 4.9 and Section 5.2).

The diagram (15) consists of two parts: left half and right half. The commutativity of the left half diagram is established in Section 5.3, and the commutativity of the right half diagram is proved in Proposition 5.5.

### 5.1. Polyvector fields on \(\mathfrak{g}[1]\).

The dg algebra \(\oplus \mathcal{T}_{\text{poly}}^\bullet(\mathfrak{g}[1])\) of polyvector fields on \((\mathfrak{g}[1], d_\mathfrak{g})\) consists of the graded vector space

\[ \oplus \mathcal{T}_{\text{poly}}^\bullet(\mathfrak{g}[1]) = \Gamma \mathfrak{g}[1]; S(T_{\mathfrak{g}[1]}[-1]) \cong S(\mathfrak{g}[1])^\vee \otimes S\mathfrak{g} \]

equipped with the differential \(d_T = [d_\mathfrak{g}, -]_S\) and the natural multiplication

\[ (f_1 \otimes \tilde{x}_1) \cdot (f_2 \otimes \tilde{x}_2) = (f_1 \otimes f_2) \otimes (\tilde{x}_1 \otimes \tilde{x}_2), \]

where \([-,-]_S\) is the Schouten bracket, \(f_1, f_2 \in S(\mathfrak{g}[1])^\vee\) and \(\tilde{x}_1, \tilde{x}_2 \in S\mathfrak{g}\).

Let \(\Phi_T : \oplus \mathcal{T}_{\text{poly}}^\bullet(\mathfrak{g}[1]) \rightarrow \text{Hom}(S^\bullet(\mathfrak{g}[1]), S\mathfrak{g})\) be the map

\[ \Phi_T(f \otimes x_1 \otimes \cdots \otimes x_q) : y \mapsto \langle f \mid y \rangle \cdot x_1 \otimes \cdots \otimes x_q, \]

where \(f \in S(\mathfrak{g}[1])^\vee, x_i \in \mathfrak{g}[1], y \in S(\mathfrak{g}[1])\) are homogeneous, and \(s : \mathfrak{g}[1] \rightarrow \mathfrak{g}\) is the degree-shifting map of degree +1. Here, the dg algebra \(\text{Hom}(S^\bullet(\mathfrak{g}[1]), S\mathfrak{g})\) is equipped with the convolution product \(\ast\) and the Chevalley–Eilenberg differential induced by the adjoint action. See Appendix A for the precise definitions.
Lemma 5.3. *The map \( \tilde{\Phi}_T : \oplus \mathcal{T}_{\text{poly}}(\mathfrak{g}[1]) \to \text{Hom}(S^\bullet(\mathfrak{g}[1]), S\mathfrak{g}) \) is an isomorphism of dg algebras. In particular, the induced map

\[
\Phi_T : \HH^\bullet(\oplus \mathcal{T}_{\text{poly}}(\mathfrak{g}[1]), d_T) \to H^\bullet_{\text{CE}}(\mathfrak{g}, S\mathfrak{g})
\]

is an isomorphism of graded algebra.*

5.2. Polydifferential operators on \( \mathfrak{g}[1] \). The dg algebra \( \oplus \mathcal{D}_{\text{poly}}(\mathfrak{g}[1]) \) of polydifferential operators on \( (\mathfrak{g}[1], d_\mathfrak{g}) \) is the graded vector space

\[
\oplus \mathcal{D}_{\text{poly}}(\mathfrak{g}[1]) \cong \bigoplus_{p+r=\bullet} \left( (S(\mathfrak{g}[1])^\vee \otimes (S(\mathfrak{g}[1]))^{\otimes p}) \right)^r \cong \bigoplus_{p+r=\bullet} \text{Hom}^r \left( ((S(\mathfrak{g}[1])^\vee)^{\otimes p}, S(\mathfrak{g}[1])^\vee) \right),
\]
equipped with the differential \( d_D = d_H + [d_\mathfrak{g}, -] \) and the cup product. In other words, the dg algebra \( \oplus \mathcal{D}_{\text{poly}}(\mathfrak{g}[1]) \) is isomorphic to the dg algebra \( \text{Hoch}^\bullet(\mathfrak{g}[1], \mathfrak{g}) \) of Hochschild cochains of the dg algebra \( (S(\mathfrak{g}[1])^\vee, d_\mathfrak{g}) \), and thus,

\[
\HH^\bullet(\oplus \mathcal{D}_{\text{poly}}(\mathfrak{g}[1]), d_D) \cong \text{HH}^\bullet(\mathfrak{g}[1], d_\mathfrak{g}).
\]

We will omit \( d_\mathfrak{g} \) in the Hochschild cohomology/complex for simplicity.

By Theorem 4.8, there is an isomorphism \( \Phi_1 : \text{HH}^\bullet(\mathfrak{g}[1], \mathfrak{g}) \to \text{HH}^\bullet_\oplus(\mathcal{U}\mathfrak{g}) \) of graded algebras. Furthermore, it is well known that \( \text{HH}^\bullet_\oplus(\mathcal{U}\mathfrak{g}) \) is isomorphic to \( H^\bullet_{\text{CE}}(\mathfrak{g}, \mathcal{U}\mathfrak{g}) \). In fact, this isomorphism is represented by the cochain map \( \tilde{\Phi}_2 : \text{Hom}(\mathcal{U}\mathfrak{g}^\otimes, \mathcal{U}\mathfrak{g}) \to \text{Hom}(S^\bullet(\mathfrak{g}[1]), \mathcal{U}\mathfrak{g}) \),

\[
\tilde{\Phi}_2(f) : x_1 \circ \cdots \circ x_p \mapsto \sum_{\sigma \in S_p} (-1)^{\sigma} f(sx_{\sigma(1)} \otimes \cdots \otimes sx_{\sigma(p)}), \tag{16}
\]

for \( x_1, \cdots, x_p \in \mathfrak{g}[1] \) and \( f \in \text{Hom}(\mathcal{U}\mathfrak{g}^\otimes, \mathcal{U}\mathfrak{g}) \). The dg algebra \( \text{Hom}(S^\bullet(\mathfrak{g}[1]), \mathcal{U}\mathfrak{g}) \) is equipped with the convolution product \( \ast \) and the Chevalley–Eilenberg differential \( d_{\text{CE}}^{\mathcal{U}\mathfrak{g}} \) of adjoint action. See (20) and (22) for the precise definitions of \( \ast \) and \( d_{\text{CE}}^{\mathcal{U}\mathfrak{g}} \). The following lemma is standard [5].

**Lemma 5.4** (Cartan–Eilenberg). *The map \( \tilde{\Phi}_2 \) is a quasi-isomorphism of dg algebras. In particular, the induced map

\[
\Phi_2 : \text{HH}^\bullet(\mathcal{U}\mathfrak{g}) \to H^\bullet_{\text{CE}}(\mathfrak{g}, \mathcal{U}\mathfrak{g})
\]

is an isomorphism of graded algebras.*

Therefore, the map

\[
\Phi_D := \Phi_2 \circ \Phi_1 : \HH^\bullet(\oplus \mathcal{D}_{\text{poly}}(\mathfrak{g}[1]), d_D) \cong \text{HH}^\bullet(\mathfrak{g}[1], \mathfrak{g}) \to H^\bullet_{\text{CE}}(\mathfrak{g}, \mathcal{U}\mathfrak{g}),
\]

is an isomorphism of graded algebras.

5.3. Todd class and Duflo element. *The Todd class of a dg manifold \( (\mathcal{M}, Q) \) can be defined via the Atiyah class which measures the obstruction to the existence of \( Q \)-invariant connections. In the following, we present an Atiyah cocycle and a Todd cocycle of the dg manifold \( (\mathfrak{g}[1], d_\mathfrak{g}) \), and we compare this Todd cocycle with the Duflo element of \( \mathfrak{g} \). We refer the reader to [29] for a general introduction to the Atiyah and Todd classes of a dg manifold.*

Let \( \nabla^0 \) be the trivial connection on \( \mathfrak{g}[1] \). The *Atiyah cocycle*

\[
at_0 \in S(\mathfrak{g}[1])^\vee \otimes (\mathfrak{g}[1])^\vee \otimes \text{End}(\mathfrak{g}[1]) \cong \text{Hom}(\mathfrak{g}[1] \otimes \mathfrak{g}[1], S(\mathfrak{g}[1])^\vee \otimes \mathfrak{g}[1])
\]

associated with \( \nabla^0 \) is characterized by

\[
at_0(x, y) = s^{-1}[sx, sy]_\mathfrak{g}
\]
for \(x, y \in \mathfrak{g}[1]\). Since \(a\mathfrak{g}(x, -) : \mathfrak{g}[1] \to \mathfrak{g}[1]\) maps the odd component to the odd component, the Todd cocycle \(\text{td}_{\mathfrak{g}[1]} \in \prod_{k \geq 0} \left(\Gamma(\Lambda^k T^\vee)\right) \cong S_\mathfrak{g}^\vee\) associated with \(\nabla^0\) is
\[
\text{td}_{\mathfrak{g}[1]}(x) = \text{Ber} \left( \frac{a\mathfrak{g}(x, -)}{1 - e^{-a\mathfrak{g}(x, -)}} \right) = \det \left( \frac{1 - e^{-\text{ad}_{x}}}{\text{ad}_{x}} \right) = J(sx).
\]
In other words, the Todd cocycle \(\text{td}_{\mathfrak{g}[1]}\) is identified with the Duflo element \(J \in \hat{S}_\mathfrak{g}^\vee\) under the isomorphism
\[
\prod_{k \geq 0} \left(\Gamma(\Lambda^k T^\vee)\right) \cong \prod_{k \geq 0} \left(\left(S(\mathfrak{g}[1])\right) \otimes \Lambda^k (\mathfrak{g}[1])\right)^\vee \cong \prod_{k \geq 0} S_k^\vee = \hat{S}_\mathfrak{g}^\vee.
\]
(17)

A Todd cocycle is closed under the coboundary operator \(L_{dg}\). In our case, this means that the Todd cocycle \(\text{td}_{\mathfrak{g}[1]}\) is \(\mathfrak{g}\)-invariant. Thus, the square root \(\text{td}_{\mathfrak{g}[1]}^{1/2}\) is also \(\mathfrak{g}\)-invariant and acts on \(H^\bullet_{\text{CE}}(\mathfrak{g}, S\mathfrak{g})\) by contraction.

With the isomorphism (17), one can show that the left half of the diagram (15) commutes.

### 5.4. Hochschild–Kostant–Rosenberg map and Poincaré–Birkhoff–Witt isomorphism.

The last step of proving Theorem 5.1 is to show that the two well-known isomorphisms — Hochschild–Kostant–Rosenberg isomorphism and Poincaré–Birkhoff–Witt isomorphism — are isomorphic via \(\Phi_T\) and \(\Phi_D\). We first recall the definitions of these two isomorphisms.

Recall that for \(x \in S^q(\mathfrak{g}[1])\), the interior product \(\iota_x : S(\mathfrak{g}[1])^\vee \to S(\mathfrak{g}[1])^\vee\) is characterized by
\[
\iota_x(f) = (-1)^{|x||f|} f(x \otimes -) : S^{n-k}(\mathfrak{g}[1]) \to k, \quad \forall f \in \text{Hom}(S^n(\mathfrak{g}[1]), k) \cong S^n(\mathfrak{g}[1])^\vee,
\]
if \(n \geq k\), and \(\iota_x(f) = 0\) if \(n < k\). The Hochschild–Kostant–Rosenberg map [25, Section 4] on the graded manifold \(\mathfrak{g}[1]\) is the map
\[
\text{hkr} : \bigoplus_{q} T^\bullet_{\text{poly}}(\mathfrak{g}[1]) \to \bigoplus_{q} D^\bullet_{\text{poly}}(\mathfrak{g}[1]) \cong \text{Hoch}_{\text{hkr}}^\bullet(S(\mathfrak{g}[1])^\vee),
\]
\[
\text{hkr}\left( f \otimes (sx_1 \otimes \cdots \otimes sx_q) \right) = \frac{1}{q!} \sum_{\sigma \in S_q} f \otimes \iota_{x_{\sigma(1)}} \otimes \cdots \otimes \iota_{x_{\sigma(q)}},
\]
for \(f \otimes (sx_1 \otimes \cdots \otimes sx_q) \in S(\mathfrak{g}[1])^\vee \otimes S^q \mathfrak{g} \subset \bigoplus_T T^\bullet_{\text{poly}}(\mathfrak{g}[1])\). Here, the Hochschild cochain
\[
f \otimes \iota_{x_1} \otimes \cdots \otimes \iota_{x_q} : (S(\mathfrak{g}[1])^\vee)^\otimes q \to S(\mathfrak{g}[1])^\vee
\]
is defined by
\[
f \otimes \iota_{x_1} \otimes \cdots \otimes \iota_{x_q} : (b_1 \otimes \cdots \otimes b_q) \mapsto (-1)^{\sum_{i=1}^{q} (q-i)|b_i|} f \otimes \iota_{x_1} b_1 \otimes \cdots \otimes \iota_{x_q} b_q
\]
for \(b_1, \cdots, b_q \in S(\mathfrak{g}[1])^\vee\). This map induces an isomorphism \(\text{hkr} : H^\bullet_{\text{hkr}}(S(\mathfrak{g}[1]), d_T) \to \text{HH}^\bullet_{\text{hkr}}(S(\mathfrak{g}[1])^\vee)\) of vector spaces on their cohomologies.

The Poincaré–Birkhoff–Witt isomorphism is an isomorphism \(\text{pbw} : S\mathfrak{g} \to \mathcal{U}\mathfrak{g}\),
\[
\text{pbw}(sx_1 \otimes \cdots \otimes sx_q) = \sum_{\sigma \in S_q} \frac{1}{n!} sx_{\sigma(1)} \cdots sx_{\sigma(q)}, \quad (18)
\]
of \(\mathfrak{g}\)-modules which induces an isomorphism of the Chevalley–Eilenberg complexes
\[
\text{pbw} : (\text{Hom}(S(\mathfrak{g}[1]), S\mathfrak{g}), d^S_{\text{CE}}) \to (\text{Hom}(S(\mathfrak{g}[1]), \mathcal{U}\mathfrak{g}), d^\mathcal{U}_{\text{CE}}).
\]

### Proposition 5.5. The diagram

\[
\begin{array}{ccc}
\text{H}^\bullet_{\text{CE}}(\mathfrak{g}, S\mathfrak{g}) & \xrightarrow{\Phi_D} & \text{H}^\bullet_{\text{CE}}(\mathfrak{g}, \mathcal{U}\mathfrak{g})
\end{array}
\]
commutes, where \(\text{pbw} : H^\bullet_{\text{CE}}(\mathfrak{g}, S\mathfrak{g}) \to H^\bullet_{\text{CE}}(\mathfrak{g}, \mathcal{U}\mathfrak{g})\) is the map induced by (18).
The rest of the section is devoted to proving Proposition 5.5 which is the last step of proving Theorem 5.1.

According to Theorem 3.10, the isomorphism $\Phi_1 = \pi_{A*} \circ (\pi_{B*})^{-1} : \text{HH}^0_0(S(\mathfrak{g}[1])) \xrightarrow{\sim} \text{HH}^0_0(\mathcal{U}\mathfrak{g})$ is induced by the surjective quasi-isomorphisms

$$\text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g}) \xleftarrow{\pi_{A*}} \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1])) \xrightarrow{\pi_{B*}} \text{Hoch}^\bullet_0(S(\mathfrak{g}[1]))^\vee.$$ 

Note that the inclusion $\iota_B : \text{Hoch}^\bullet_0(S(\mathfrak{g}[1]))^\vee \hookrightarrow \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1]))$ is not a cochain map, and there is no obvious representation of $(\pi_{B*})^{-1}$ on the cochain level. Thus, it is difficult to verify $\text{pbw} \circ \Phi_T = \Phi_D \circ \text{hkr} = \Phi_2 \circ \pi_{A*} \circ (\pi_{B*})^{-1} \circ \text{hkr}$ directly. We solve this issue by lifting $\pi_B$ and $\text{hkr}$ to a pullback complex.

**Pullback complex.** Let $\text{hkr}^* \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1]))$ be the pullback complex

$$\begin{array}{c}
\text{hkr}^* \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1])) \xrightarrow{\text{hkr}} \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1])) \\
\xrightarrow{\pi_B} \text{Hoch}^\bullet_0(S(\mathfrak{g}[1]))^\vee.
\end{array}$$

More precisely,

$$\text{hkr}^* \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1])) = \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g}) \oplus \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g}, \mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1]), S(\mathfrak{g}[1])^\vee) \oplus \mathcal{T}^\bullet_{\text{poly}}(\mathfrak{g}[1])$$

together with the differential

$$D = d_H^A + d_H^A X + d_H^A + \partial_X + (d_H^A B \circ \text{hkr}) + [d_B, -]_S.$$ 

Since $\pi_B : \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1])) \rightarrow \text{Hoch}^\bullet_0(S(\mathfrak{g}[1]))^\vee$ is a surjective quasi-isomorphism, the kernel $\text{ker}(\pi_B)$ is acyclic. Also note that $\text{ker}(\pi_B) = \text{ker}(\pi_B)$ by construction. Thus, the projection

$$\tilde{\pi}_B : \text{hkr}^* \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1])) \rightarrow \mathcal{T}^\bullet_{\text{poly}}(\mathfrak{g}[1])$$

is also a surjective quasi-isomorphism. Therefore, to prove Proposition 5.5, it suffices to show that the diagram

$$\begin{array}{c}
\text{hkr}^* \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1])) \xrightarrow{\text{hkr}} \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1])) \xrightarrow{\pi_A} \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g}) \\
\xrightarrow{\Phi_T \circ \tilde{\pi}_B} \text{Hom}(S(\mathfrak{g}[1]), S\mathfrak{g}) \xrightarrow{\text{pbw}} \text{Hom}(S(\mathfrak{g}[1]), \mathcal{U}\mathfrak{g})
\end{array}$$

commutes up to homotopy. We prove it by constructing an explicit homotopy operator.

**Homotopy operator.** Let

$$\psi_1 = \tilde{\Phi}_2 \circ \pi_{A*} \circ \text{hkr},$$

$$\psi_2 = \text{pbw} \circ \Phi_T \circ \tilde{\pi}_B.$$ 

We will construct a homotopy operator $h : \text{hkr}^* \text{Hoch}^\bullet_0(\mathcal{U}\mathfrak{g} \otimes S(\mathfrak{g}[1])) \rightarrow \text{Hom}(S(\mathfrak{g}[1]), \mathcal{U}\mathfrak{g})$ satisfying the equation

$$\psi_1 - \psi_2 = h \circ D + d_{\text{cre}} \circ h.$$ (19)
Notations. In the rest of this section, we denote \( A = U\mathfrak{g}, B = S(\mathfrak{g}[1])^\vee \) and \( X = U\mathfrak{g} \otimes S(\mathfrak{g}[1]) \). A basis of \( \mathfrak{g}[1] \) is denoted by \( \{ e_1, \ldots, e_d \} \), and its dual basis is denoted by \( \{ e^1, \ldots, e^d \} \). The symbol \( x_i \) is an element of \( \mathfrak{g}[1] \) for each \( i, s : \mathfrak{g}[1] \rightarrow \mathfrak{g} \) is the degree-shifting map, and \( \diamond \) denotes the adjoint action. We need the technical maps

(i) \( \text{sym} : S^p(\mathfrak{g}[1]) \rightarrow U\mathfrak{g}^{\otimes p} \)
\[
\text{sym}(x_1 \cdots x_p) = \sum_{\sigma \in S_p} (-1)^{\sigma} x_{\sigma(1)} \otimes \cdots \otimes x_{\sigma(p)},
\]

(ii) \( J_{q,r} : S^{q+r}(\mathfrak{g}[1]) \rightarrow U\mathfrak{g} \otimes S^q(\mathfrak{g}[1]) \otimes (\mathfrak{g}[1])^\vee \otimes S^r(\mathfrak{g}[1]) \)
\[
J_{q,r}(x) = 1 \otimes x \otimes \sum_{\ell, \cdots, \ell_q} \left( (e_1 \otimes \cdots \otimes \ell_r) \otimes (e_i \otimes \cdots \otimes e_{i_1}) \right),
\]
for \( x \in S^{q+r}(\mathfrak{g}[1]) \).

(iii) \( \phi : \mathfrak{g}[1] \otimes S(\mathfrak{g}[1]) \rightarrow U\mathfrak{g} \)
\[
\phi(x_1 \cdots x_q) = sx_1 \cdots sx_q,
\]

(iv) the projection \( \text{pr}_{U\mathfrak{g}} : U\mathfrak{g} \otimes S(\mathfrak{g}[1]) \rightarrow U\mathfrak{g} \otimes S^0(\mathfrak{g}[1]) \cong U\mathfrak{g} \).

For \( x = x_1 \cdots x_n \in S^n(\mathfrak{g}[1]) \), we denote \( x^{(i)} := x_1 \cdots \hat{x}_i \cdots x_n \). Following Sweedler notation, we write the formula of the comultiplication \( \Delta : S(\mathfrak{g}[1]) \rightarrow S(\mathfrak{g}[1]) \otimes S(\mathfrak{g}[1]) \) as
\[
\Delta(x) = \sum_k x_{(1),k} \otimes x_{(2),n-k} = x_{(1),k} \otimes x_{(2),n-k},
\]
where \( x_{(1)},k \in S^{k}(\mathfrak{g}[1]) \) and \( x_{(2),n-k} \in S^{n-k}(\mathfrak{g}[1]) \).

For \( f \in \text{Hom}^r (A^{\otimes p} \otimes X \otimes B^{\otimes q}, X) \), we define
\[
h_{p,q,r} : \text{Hom}^r (A^{\otimes p} \otimes X \otimes B^{\otimes q}, X) \rightarrow \text{Hom}(S^{p+q+r}(\mathfrak{g}[1]), U\mathfrak{g})
\]
\[
h_{p,q,r}(f) = \text{sgn}(p, q, r) \mu \text{tr}_q \circ (\text{pr}_{U\mathfrak{g}} \otimes \phi) \circ (f \otimes 1) \circ (\text{sym} \otimes J_{q,r}) \circ \Delta_{p,q+r}
\]
where \( \text{sgn}(p, q, r) = (-1)^{qr+q(q+1)/2} \). Using Sweedler notation, one can write
\[
h_{p,q,r}(f)(x) = \text{sgn}(p, q, r) \sum_{i_1, \cdots, i_q} \text{pr}_{U\mathfrak{g}} \circ f \left( \text{sym}(x_{(1),p}) \otimes (1 \otimes x_{(2),q+r}) \otimes (e_1 \otimes \cdots \otimes e_q) \right) \cdot (se_{i_q} \cdots se_{i_1})
\]
for \( x \in S^{p+q+r}(\mathfrak{g}[1]) \). Now, we define the homotopy operator
\[
h : \text{hkr}^* \text{Hoch}^\bullet(U\mathfrak{g} \otimes S(\mathfrak{g}[1])) \rightarrow \text{Hom}(S(\mathfrak{g}[1]), U\mathfrak{g})
\]
to be the operator extending \( \sum h_{p,q} \) by zero, i.e. the operator \( h \) is equal to the composition
\[
\text{hkr}^* \text{Hoch}^\bullet(U\mathfrak{g} \otimes S(\mathfrak{g}[1])) \xrightarrow{\text{pr}} \text{Hoch}^\bullet(U\mathfrak{g}, U\mathfrak{g} \otimes S(\mathfrak{g}[1]), S(\mathfrak{g}[1])^\vee) \xrightarrow{\sum h_{p,q}^r} \text{Hom}(S(\mathfrak{g}[1]), U\mathfrak{g}).
\]

A-side. Since \( A = U\mathfrak{g} \) is concentrated at degree zero, we have
\[
(d_{H}^{AX} f_A)(a_1 \otimes \cdots \otimes a_p \otimes x) = f_A(a_1 \otimes \cdots \otimes a_p) \cdot x
\]
for \( f_A \in \text{Hom}(U\mathfrak{g}^{\otimes p}, U\mathfrak{g}) \subset \text{Hoch}^\bullet(X), x \in X \) and \( a_i \in U\mathfrak{g} \). Thus, for \( x = x_1 \otimes \cdots \otimes x_p \in S(\mathfrak{g}[1]) \),
\[
h(d_{H}^{AX} f_A)(x) = \text{sgn}(p, 0, 0) \text{pr}_q \circ (d_{H}^{AX} f_A)(\text{sym}(x) \otimes (1 \otimes 1))
\]
\[
= \sum_{\sigma \in S_p} (-1)^{\sigma} f_A(sx_{\sigma(1)} \otimes \cdots \otimes sx_{\sigma(p)}).
\]
Furthermore, since \( \psi_2(f_A) = \text{pbw} \circ \Phi_T \circ \pi_B(f_A) = 0 \) and
\[
\psi_1(f_A)(x) = (\Phi_2 \circ \pi_A \circ \text{hkr})(f_A)(x) = \sum_{\sigma \in S_p} (-1)^{\sigma} f_A(sx_{\sigma(1)} \otimes \cdots \otimes sx_{\sigma(p)}),
\]
we have

\[ (h \circ D + d_{CR}^B \circ h)(f_A) = h(d_{H}^X f_A) = (\psi_1 - \psi_2)(f_A). \]

**B-side.** For \( f_B = f \otimes e_{s_1} \otimes \cdots \otimes e_{s_q} \in S^{q+r}(g[1])^e \otimes S^q g \subset \mathcal{T}_{\text{poly}}(g[1]) \) and \( x \in S^{q+r}(g[1]) \), we have

\[ h(d_{H}^X \circ \text{hkr}(f_B))(x) = \text{sgn}(0, q, r) \sum_{i_1, \ldots, i_q} \text{pr}_{i_0}(d_{H}^X \circ \text{hkr}(f_B)) \left( (1 \otimes x) \otimes (e^{i_1} \otimes \cdots \otimes e^{i_q}) \right) \cdot (se_{i_q} \cdots se_{i_1}) \]

\[ = \text{sgn}(0, q, r) \left( -1 \right)^{q+r-1+r(q+r)} \sum_{i_1, \ldots, i_q} \text{pr}_{i_0} \left( (1 \otimes x) \otimes \text{hkr}(f_B)(e^{i_1} \otimes \cdots \otimes e^{i_q}) \right) \cdot (se_{i_q} \cdots se_{i_1}) \]

\[ = \text{sgn}(0, q, r) \left( -1 \right)^{q+r-1+r(q+r) + q(q+1)/2} (\text{hkr}(f_B) \circ \text{pbw}(se_{j_1} \cdots \cdots \cdots se_{j_q})) \]

\[ = -f(x) \cdot \text{pbw}(se_{j_1} \cdots \cdots \cdots se_{j_q}). \]

Since \( \psi_1(f_B) = \tilde{\Phi}_2 \circ \pi_A \circ \text{hkr}(f_B) = 0 \) and

\[ \psi_2(f_B) = \text{pbw} \circ \tilde{\Phi}_T(f \otimes e_{s_1} \otimes \cdots \otimes e_{s_q}) : x \mapsto f(x) \cdot \text{pbw}(se_{s_1} \otimes \cdots \otimes se_{s_q}), \]

we conclude that

\[ (h \circ D + d_{CR}^B \circ h)(f_B) = h \circ d_{H}^X \circ \text{hkr}(f_B) = (\psi_1 - \psi_2)(f_B). \]

**X-side.** Let \( f \in \text{Hom}^r(A^{\otimes p} \otimes X \otimes B^{\otimes q}, X) \) and \( x = x_1 \otimes \cdots \otimes x_{p+q+r+1} \in S^{p+q+r+1}(g[1]) \). To verify the homotopy equation, we need to compute the following 4 terms.

**Term I:**

\[ d_{CR}^B(hf)(x) = \left( \sum_{i=1}^{p+q+r+1} (-1)^{i+p+q+r}(sx_i) \cdot (hf)(x^{i}) \right) - (-1)^{p+q+r}(hf)(\partial_0 x) \]

\[ = \left( \sum_{i=1}^{p+q+r+1} (-1)^{i+p+q+r} \text{sgn}(p, q, r) (\mathcal{D}_1 - \mathcal{D}_2) \right) - (-1)^{p+q+r} \text{sgn}(p, q, r) (\mathcal{F}_1 + \mathcal{F}_2), \]

where

\[ \mathcal{D}_1 = \sum_{i_1, \ldots, i_q} sx_i \cdot \left( \text{pr}_{i_0} \circ f \left( \text{sym}(x^{i}_{(1),p}) \otimes (1 \otimes x_i^{i}) \otimes (e^{i_1} \otimes \cdots \otimes e^{i_q}) \right) \right) \cdot (se_{i_q} \cdots se_{i_1}) \]

\[ \mathcal{D}_2 = \sum_{i_1, \ldots, i_q} \left( \text{pr}_{i_0} \circ f \left( \text{sym}(x^{i}_{(1),p}) \otimes (1 \otimes x_i^{i}) \otimes (e^{i_1} \otimes \cdots \otimes e^{i_q}) \right) \right) \cdot (se_{i_q} \cdots se_{i_1}) \cdot sx_i \]

\[ \mathcal{F}_1 = \sum_{i_1, \ldots, i_q} \text{pr}_{i_0} \circ f \left( \text{sym}(\partial_0 x^{i}_{(1),p+1}) \otimes (1 \otimes x_i^{i}) \otimes (e^{i_1} \otimes \cdots \otimes e^{i_q}) \right) \cdot (se_{i_q} \cdots se_{i_1}) \]

\[ \mathcal{F}_2 = (-1)^p \sum_{i_1, \ldots, i_q} \text{pr}_{i_0} \circ f \left( \text{sym}(x^{i}_{(1),p}) \otimes (1 \otimes \partial_0 x_i^{i}) \otimes (e^{i_1} \otimes \cdots \otimes e^{i_q}) \right) \cdot (se_{i_q} \cdots se_{i_1}). \]

**Term II:**

\[ h(d_{H}^X f)(x) = \text{sgn}(p + 1, q, r)(-1)^{p+q+r}. \]

\[ \left\{ \left( \sum_{i=1}^{p+q+r+1} (-1)^{i+1} \mathcal{F}_1 \right) + \mathcal{A}_{\text{mid}} + \left( (-1)^{p+1} \sum_{i=1}^{p+q+r+1} (-1)^{i+1} \mathcal{A}_2 \right) \right\}, \]
\[\mathcal{A}_1 = \sum_{i_1, \ldots, i_q} sx_i \cdot \left( \text{pr}_{\mathcal{U}_0} \circ f \left( \text{sym}(x_{(1),p}^{i_1}) \otimes (1 \otimes x_{(2),q+r}^{i_1}) \otimes (\epsilon^{i_1} \otimes \cdots \otimes \epsilon^{i_q}) \right) \right) \cdot (se_{i_q} \cdots se_{i_1})\]

\[\mathcal{A}_2 = \sum_{i_1, \ldots, i_q} \text{pr}_{\mathcal{U}_0} \circ f \left( \text{sym}(x_{(1),p}^{i_1}) \otimes (sx_i \otimes x_{(2),q+r}^{i_1}) \otimes (\epsilon^{i_1} \otimes \cdots \otimes \epsilon^{i_q}) \right) \cdot (se_{i_q} \cdots se_{i_1})\]

\[\mathcal{A}_{\text{mid}} = \sum_{i_1, \ldots, i_q} \sum_{j=1}^p (-1)^j \cdot \text{pr}_{\mathcal{U}_0} \circ f \left( (\mu_j \circ \text{sym}(x_{(1),p+1})) \otimes (1 \otimes x_{(2),q+r}) \otimes (\epsilon^{i_1} \otimes \cdots \otimes \epsilon^{i_q}) \right) \cdot (se_{i_q} \cdots se_{i_1}),\]

and the map \(\mu_j : \mathcal{U}_0^\otimes p+1 \rightarrow \mathcal{U}_0^\otimes p, j = 1, \ldots, p,\) is defined by

\[\mu_j(u_1 \otimes \cdots \otimes u_{p+1}) = u_1 \otimes \cdots \otimes u_j u_{j+1} \otimes \cdots \otimes u_{p+1}.\]

**Term III:**

\[h(d^X_{\mathcal{H}R} f)(x) = \text{sgn}(p, q + 1, r) (-1)^{p+q+r} (\mathcal{B}_1 + \mathcal{B}_2 + \mathcal{B}_3),\]

where

\[\mathcal{B}_1 = - \sum_{i_1, \ldots, i_q} \sum_{i=1}^{p+q+r+1} (-1)^{q+r-i} \cdot \text{pr}_{\mathcal{U}_0} \circ f \left( \text{sym}(x_{(1),p}^{i_1}) \otimes (1 \otimes x_{(2),q+r}^{i_1}) \otimes (\epsilon^{i_1} \otimes \cdots \otimes \epsilon^{i_q}) \right) \cdot (se_{i_q} \cdots se_{i_1} sx_i)\]

\[\mathcal{B}_2 = \sum_{i_1, \ldots, i_{q+1}} \sum_{k=1}^q (-1)^{p+1+k} \cdot \text{pr}_{\mathcal{U}_0} \circ f \left( \text{sym}(x_{(1),p}) \otimes (1 \otimes x_{(2),q+r+1}) \otimes (\epsilon^{i_1} \otimes \cdots \epsilon^{i_k} \otimes \epsilon^{i_{k+1}} \otimes \cdots \otimes \epsilon^{i_q+1}) \right) \cdot (se_{i_{q+1}} \cdots se_{i_1})\]

\[\mathcal{B}_3 = \sum_{i_1, \ldots, i_q, j} (-1)^{p+q} \cdot \text{pr}_{\mathcal{U}_0} \left\{ f \left( \text{sym}(x_{(1),p}) \otimes (1 \otimes x_{(2),q+r+1}) \otimes (\epsilon^{i_1} \otimes \cdots \otimes \epsilon^{i_q}) \right) \cdot \epsilon^j \right\} \cdot (se_{j} se_{i_q} \cdots se_{i_1})\]

**Term IV:**

\[h(\partial_X f)(x) = \text{sgn}(p, q, r+1) (\mathcal{I}_1 - (-1)^r (\mathcal{I}_2 + \mathcal{I}_3)),\]

where

\[\mathcal{I}_1 = \sum_{i_1, \ldots, i_q} \text{pr}_{\mathcal{U}_0} \circ d_X \circ f \left( \text{sym}(x_{(1),p}) \otimes (1 \otimes x_{(2),q+r+1}) \otimes (\epsilon^{i_1} \otimes \cdots \otimes \epsilon^{i_q}) \right) \cdot (se_{i_q} \cdots se_{i_1})\]

\[\mathcal{I}_2 = \sum_{i_1, \ldots, i_q} \text{pr}_{\mathcal{U}_0} \circ f \left( \text{sym}(x_{(1),p}) \otimes d_X (1 \otimes x_{(2),q+r+1}) \otimes (\epsilon^{i_1} \otimes \cdots \otimes \epsilon^{i_q}) \right) \cdot (se_{i_q} \cdots se_{i_1})\]

\[\mathcal{I}_3 = \sum_{i_1, \ldots, i_q} \sum_{k=1}^q (-1)^{q+r+k} \cdot \text{pr}_{\mathcal{U}_0} \circ f \left( \text{sym}(x_{(1),p}) \otimes (1 \otimes x_{(2),q+r+1}) \otimes (\epsilon^{i_1} \otimes \cdots \otimes d_p \epsilon^{i_k} \otimes \cdots \otimes \epsilon^{i_q}) \right) \cdot (se_{i_q} \cdots se_{i_1}).\]
Note that we have the following equations
\[
\mathfrak{F}_1 = \mathfrak{A}_{\text{mid}};
\]
\[
\sum_i (-1)^{q+r+i+1} \mathfrak{D}_2^i = \mathfrak{B}_1
\]
\[
\mathfrak{F}_2 = (-1)^{p+q+r+1} \mathfrak{D}_2
\]
\[
\mathfrak{J}_2 = (-1)^{p+q+r} \mathfrak{J}_3
\]
\[
\mathfrak{B}_3 = (-1)^{p+q+1} \mathfrak{J}_1
\]
for any \( x \in S^{p+q+r+1}(g[1]) \). Here, the last second equation is obtained by
\[
(\varphi_1 - \varphi_2)(f) = 0,
\]
the homotopy equation (19) is equivalent to the system
\[
\text{sgn}(p+1,q,r) = \text{sgn}(p,q,r),
\]
\[
\text{sgn}(p,q+1,r) = (-1)^{q+r+1} \text{sgn}(p,q,r),
\]
\[
\text{sgn}(p,q,r+1) = (-1)^{q+1} \text{sgn}(p,q,r),
\]
and the sign function
\[
\text{sgn}(p,q,r) = (-1)^{qr+r+q(q+1)/2}
\]
is a solution of this system. Therefore, we conclude that
\[
(h \circ D + d_{\varphi_1} \circ h)(f) = 0 = (\varphi_1 - \varphi_2)(f).
\]
This completes the proof of Proposition 5.5, and thus the proof of Theorem 5.1 is also complete.

Appendix A. Differential graded coalgebras and comodules

In this appendix, we summarize the necessary facts about dg coalgebras and dg comodules. We refer the reader to [10, 26] for a general introduction to coalgebras.

A graded coalgebra \((C, \Delta, \epsilon)\) is a graded vector space \(C\), equipped with degree-preserving linear maps \(\Delta : C \to C \otimes C\), called \textbf{coproduct}, and \(\epsilon : C \to k\), called \textbf{counit}, such that
\[
\begin{align*}
(1) \quad (\Delta \otimes \text{id}_C) \circ \Delta &= (\text{id}_C \otimes \Delta) \circ \Delta, \\
(2) \quad \mu_{k,C} \circ (\epsilon \otimes \text{id}_C) \circ \Delta &= \text{id}_C = \mu_{C,k} \circ (\text{id}_C \otimes \epsilon) \circ \Delta,
\end{align*}
\]
where the ground field \(k\) is considered as a graded vector space concentrated at degree zero, and \(\mu_{k,C}, \mu_{C,k}\) are the scalar multiplications. A graded coalgebra \((C, \Delta, \epsilon)\) is said to be \textbf{cocommutative} if \(\text{tw} \circ \Delta = \Delta\), where \(\text{tw} : C \otimes C \to C \otimes C\) is defined by \(\text{tw}(x \otimes y) = (-1)^{|x||y|} y \otimes x\). A \textbf{coderivation} of degree \(i\) on a graded coalgebra \((C, \Delta, \epsilon)\) is a linear map \(Q : C \to C\) of degree \(i\) such that
\[
\Delta \circ Q = (\text{id}_C \otimes Q + Q \otimes \text{id}_C) \circ \Delta,
\]
the space of coderivations of degree \(i\) on \(C\) is denoted by \(\text{coDer}^i(C)\), and \(\text{coDer}(C) := \bigoplus_i \text{coDer}^i(C)\).
A **dg coalgebra** \((C, \Delta, \epsilon, d_C)\) is a graded coalgebra \((C, \Delta, \epsilon)\) together with a coderivation \(d_C : C \rightarrow C\) of degree +1 such that \(d_C \circ d_C = 0\).

### A.1. Convolution algebras.

Let \((A, d_A)\) be a dg algebra with unit \(1_A\), and \((C, d_C)\) be a dg coalgebra with counit \(\epsilon\). The **convolution product** \(\ast : \text{Hom}(C, A) \times \text{Hom}(C, A) \rightarrow \text{Hom}(C, A)\) is the multiplication on the space \(\text{Hom}(C, A)\) of \(k\)-linear maps defined by

\[
f \ast g := \mu \circ (f \otimes g) \circ \Delta,
\]

where \(f, g \in \text{Hom}(C, A)\), \(\mu\) is the multiplication on \(A\), and \(\Delta\) is the comultiplication on \(C\). One can check that \((\text{Hom}(C, A), \ast)\) is a graded algebra with the unit \(1_{\text{Hom}(C,A)} \in \text{Hom}(C, A)\), where

\[
1_{\text{Hom}(C,A)}(x) := \epsilon(x) \cdot 1_A.
\]

Furthermore, one can show that the linear map \(d_{\text{Hom}(C,A)} : \text{Hom}^\ast(C, A) \rightarrow \text{Hom}^{\ast+1}(C, A),\)

\[
d_{\text{Hom}(C,A)}(f) := d_A \circ f - (-1)^{|f|} f \circ d_C,
\]

is a derivation of degree one satisfying \((d_{\text{Hom}(C,A)})^2 = 0\), and thus the triple \((\text{Hom}(C, A), \ast, d_{\text{Hom}(C,A)})\) is a dg algebra which is referred to as the **convolution dg algebra**.

**Definition A.1.** Let \(V\) be a graded vector space. The **symmetric coalgebra** over \(V\) is the graded vector space \(SV := \bigoplus_{n=0}^{\infty} V^\otimes n\) whose counit is the projection \(\epsilon_S : SV \rightarrow S^0V \cong k\), and whose coproduct \(\Delta_S\) is determined by

\[
\Delta_S(1) = 1 \otimes 1, \quad \Delta_S(v) = 1 \otimes v + v \otimes 1,
\]

\[
\Delta_S(x \otimes y) = \Delta_S(x) \otimes \Delta_S(y),
\]

for any \(v \in V, x, y \in SV\).

More precisely, the coproduct \(\Delta_S\) can be computed by the formula

\[
\Delta_S(v_1 \otimes \cdots \otimes v_n) = \sum_{i=0}^{n} \sum_{\sigma \in S_{i,n-i}} \epsilon \cdot (v_{\sigma(1)} \otimes \cdots \otimes v_{\sigma(i)}) \otimes (v_{\sigma(i+1)} \otimes \cdots \otimes v_{\sigma(n)}),
\]

where \(\epsilon = \pm 1\) is determined by the Koszul sign convention. Also note that the coalgebra \((SV, \Delta_S, \epsilon_S)\) is cocommutative.

**Example A.2.** Let \(g\) be a Lie algebra. We have the graded coalgebra \(S(g[1])\). The Lie bracket \([\cdot, \cdot]_g\) induces a (graded) symmetric operation

\[
s^{-1} \circ [\cdot, \cdot]_g \circ (s \otimes s) : S^2(g[1]) \rightarrow g[1], \quad x \otimes y \mapsto -s^{-1}[sx, sy]_g
\]

doing of degree one, where \(s : g[1] \rightarrow g\) is the degree-shifting map. This operation induces a degree-one coderivation \(\partial_g : S(g[1]) \rightarrow S(g[1])\) defined by

\[
\partial_g(x_1 \otimes \cdots \otimes x_n) = \sum_{i<j} (-1)^{i+j} s^{-1}[sx_i, sx_j]_g \otimes x_1 \otimes \cdots \otimes \hat{x}_i \cdots \hat{x}_j \cdots \otimes x_n,
\]

for \(x_1, \cdots, x_n \in g[1]\), and one obtain the dg coalgebra \((S(g[1]), \partial_g)\).

Let \(A = k\) be the trivial dg algebra with zero differential. The associated convolution dg algebra \(\text{Hom}(S(g[1]), k) \cong S(g[1])^\vee\) is equipped with the differential

\[
d_g(f) = -(-1)^{|f|} f \circ \partial_g.
\]

It is straightforward to show that the convolution product \(\ast\) coincides with the canonical multiplication on \(S(g[1])^\vee\) in the sense that

\[
(f \ast g)(x) = \langle f \otimes g \mid x \rangle
\]

for \(f, g \in \text{Hom}(S(g[1]), k) \cong S(g[1])^\vee\) and \(x \in S(g[1])\).
A.2. **Twisting cochains.** Let \((C, d_C)\) be a dg coalgebra, and \((A, d_A)\) be a dg algebra. An element \(\tau \in \text{Hom}^1(C, A)\) of degree +1 is called a **twisting cochain** if it satisfies the Maurer–Cartan equation

\[
d_{\text{Hom}(C, A)}(\tau) + \tau \star \tau = 0
\]

in the convolution algebra \(\text{Hom}(C, A) \star \text{Hom}(C, A)\). The **twisted tensor product** \(A \otimes_{\tau} C\) is a dg vector space whose underlying space is the tensor product \(A \otimes C\), and the differential \(d_{\tau}\) is defined by

\[
d_{\tau} = d_A \otimes \text{id}_C + \text{id}_A \otimes d_C - (\mu \otimes \text{id}_C)(\text{id}_A \otimes \tau \otimes \text{id}_C)(\text{id}_A \otimes \Delta).
\]

Note that the twisted tensor product \(A \otimes_{\tau} C\) is a left dg \((A, d_A)\)-module. Let \((M, d_M)\) be a left dg \((A, d_A)\)-module. The space \(\text{Hom}_A(A \otimes_{\tau} C, M)\) is equipped with a canonical differential \(d_{\tau}\) induced by the dg structures. This dg vector space \(\text{Hom}_A(A \otimes_{\tau} C, M)\) will be denoted by \(\text{Hom}^\tau(C, M)\) and will be referred as the **twisted Hom space**. See, for example, [35, 26, 24].

Let \(\mathfrak{g}\) be a Lie algebra. We have the dg coalgebra \(\text{Hom}(\mathfrak{g}[1], \partial\mathfrak{g})\) and the dg algebra \(\mathcal{U}\mathfrak{g}, 0\). One can show that the map \(\tau : \mathfrak{g}[1] \to \mathcal{U}\mathfrak{g}\) defined by the composition

\[
\mathfrak{g}[1] \xrightarrow{\text{pr}_{\mathfrak{g}[1]}} \mathfrak{g} \xrightarrow{s} \mathcal{U}\mathfrak{g}
\]

is a twisting cochain. Here, \(s : \mathfrak{g}[1] \to \mathfrak{g}\) is the degree shifting map, and \(\mathfrak{g} \hookrightarrow \mathcal{U}\mathfrak{g}\) is the natural embedding. The twisted tensor product \(\mathcal{U}\mathfrak{g} \otimes_{\tau} \mathfrak{g}[1]\) coincides with the Chevalley–Eilenberg chain complex \((\mathcal{U}\mathfrak{g} \otimes \mathfrak{g}[1], d_X)\) described in Section 4.

Let \((B, d_B)\) be a dg algebra. We say \((B, d_B)\) is a **dg \(\mathfrak{g}\)-algebra** if it is endowed with an infinitesimal action of \(\mathfrak{g}\) (i.e. a Lie algebra morphism \(\mathfrak{g} \to \text{Der}^0(B)\)) such that

\[
d_B(sx \cdot b) = sx \cdot d_B(b),
\]

for \(sx \in \mathfrak{g}, b \in B\). Since a dg \(\mathfrak{g}\)-algebra \((B, d_B)\) is also a dg \(\mathcal{U}\mathfrak{g}\)-module, the graded vector space \(\text{Hom}(\mathfrak{g}[1], B) \cong \text{Hom}_{\mathcal{U}\mathfrak{g}}(\mathcal{U}\mathfrak{g} \otimes \mathfrak{g}[1], B)\) is endowed with the differential \(d_{\tau}\) and the convolution product \(\star\).

**Proposition A.3.** Let \((B, d_B)\) be a dg \(\mathfrak{g}\)-algebra. The graded vector space \(\text{Hom}(\mathfrak{g}[1], B)\), equipped with the differential \(d_{\tau}\) and the convolution product \(\star\), is a dg algebra.

**Proof.** Since \(\text{Hom}(\mathfrak{g}[1], B) \star d_{\text{Hom}(\mathfrak{g}[1], B)}\) is a dg algebra, it suffices to show the compatibility of the convolution product \(\star\) and \(d_{\tau} - d_{\text{Hom}(\mathfrak{g}[1], B)}\). This is a consequence of the assumption \(\mathfrak{g}\) acts on \(B\) by derivations.

In the setting of Proposition A.3, the differential \(d_{\tau}\) is also written as \(d_{CE}^{B}\), called the **Chevalley–Eilenberg differential**. More explicitly,

\[
d_{CE}^{B}(f)(x_1 \odot \cdots \odot x_n) = \sum_i (-1)^{i+|f|} sx_i \cdot f(x_1 \odot \cdots \odot \hat{x}_i \cdots \odot x_n) + (d_B \circ f)(x_1 \odot \cdots \odot x_n)
\]

\[
- (-1)^{|f|} \sum_{i<j} (-1)^{i+j} s^{-1}[sx_i, sx_j]_0 \odot x_1 \odot \cdots \hat{x}_i \cdots \hat{x}_j \cdots \odot x_n),
\]

for \(f \in \text{Hom}(\mathfrak{g}[1], B)\) and \(x_1, \ldots, x_n \in \mathfrak{g}[1]\).
Remark A.4. Let \((B, d_B) = (B, 0)\) be a dg \(g\)-algebra with the zero differential. There is an alternative formulation of the Chevalley–Eilenberg differential \(\tilde{d}_{CE} : \text{Hom}(\Lambda^* g, B) \to \text{Hom}(\Lambda^{*+1} g, B)\) given by

\[
\tilde{d}_{CE}(\tilde{f})(sx_1 \wedge \cdots \wedge sx_n) := \sum_{i=1}^n (-1)^{i+1}sx_i \cdot \tilde{f}(sx_1 \wedge \cdots \hat{s}_x_i \cdots \wedge sx_n) + \sum_{i<j} (-1)^{i+j}\tilde{f}([sx_i, sx_j]_g \wedge sx_1 \wedge \cdots \hat{s}_x_i \cdots \hat{s}_x_j \cdots \wedge sx_n).
\]

The space \(\text{Hom}(\Lambda^* g, B)\) is equipped the product \(\tilde{*} : \text{Hom}(\Lambda^* g, B) \times \text{Hom}(\Lambda^* g, B) \to \text{Hom}(\Lambda^* g, B)\),

\[
(\tilde{f} \tilde{*} \tilde{g})(sx_1 \wedge \cdots \wedge sx_{n+m}) := \sum_{\sigma \in S_{n,m}} (-1)^{\sigma} \tilde{f}(sx_{\sigma(1)} \wedge \cdots \wedge sx_{\sigma(n)}) \tilde{g}(sx_{\sigma(n+1)} \wedge \cdots \wedge sx_{\sigma(n+m)}).
\]

The triple \((\text{Hom}(\Lambda^* g, B), \tilde{*}, \tilde{d}_{CE})\) is a dg algebra.

Let \(\eta : \text{Hom}(\Lambda^* g, B) \to \text{Hom}(S^*(g[1]), B)\) be the map

\[
\eta(\tilde{f})(x_1 \odot \cdots \odot x_n) := (-1)^{1+\cdots+n} \tilde{f}(sx_1 \wedge \cdots \wedge sx_n)
\]

for \(\tilde{f} \in \text{Hom}(\Lambda^n g, B), x_1, \ldots, x_n \in g[1]\). One can check that

\[
\eta : (\text{Hom}(\Lambda^* g, B), \tilde{*}, \tilde{d}_{CE}) \to (\text{Hom}(S^*(g[1]), B), *)
\]

is an isomorphism of dg algebras.

Remark A.5. Since the reduced Chevalley–Eilenberg chain complex \(Ug \otimes \tau S(g[1]) / \mathbb{k}\) is acyclic, by a theorem [26, Theorem 2.3.1] of twisting cochains, one has a quasi-isomorphism from the cobar complex of \(S(g[1])\) to \(Ug\). This quasi-isomorphism induces a map \(\text{Hoch}_n^*(S(g[1])^\vee, d_g) \to \text{Hom}^*(S(g[1]), Ug)\) which coincides with the map in the proof of [4, Theorem 4.10]. See also [20].

A.3. Differential graded comodules and cogenerated. Let \((C, \Delta, \epsilon)\) be a graded coalgebra. A (right) graded comodule \((M, \phi_M)\) over \(C\) is a graded vector space \(M\), equipped with a linear map \(\phi_M : M \to M \otimes C\) of degree zero such that

(i) \((\phi_M \otimes \text{id}_C) \circ \phi_M = (\text{id}_M \otimes \Delta) \circ \phi_M;
(ii) \mu_{M,k} \circ (\text{id}_M \otimes \epsilon) \circ \phi_M = \text{id}_M,

where \(\mu_{M,k} : M \otimes k \to M\) is the scalar multiplication. Let \((M, \phi_M)\) and \((N, \phi_N)\) be comodules over \(C\). A morphism of comodules is a linear map \(\Psi \in \text{Hom}^*_C(M, N)\) such that

\[
(\Psi \otimes \text{id}_C) \circ \phi_M = \phi_N \circ \Psi.
\]

We denote by \(\text{coHom}_C(M, N)\) the space of morphisms of comodules from \((M, \phi_M)\) to \((N, \phi_N)\).

A (right) dg comodule \((M, \phi_M, d_M)\) over a dg coalgebra \((C, \Delta, \epsilon, d_C)\) is a (right) graded comodule over \(C\), together with a linear map \(d_M : M \to M \otimes C\) of degree +1 such that \(d_M \circ \phi_M = 0\) and

\[
\phi_M \circ d_M = (d_M \otimes \text{id}_C + \text{id}_M \otimes d_C) \circ \phi_M.
\]

Example A.6. Let \((C, \Delta, d_C)\) be a dg coalgebra and \((A, \mu, d_A)\) be a dg algebra. If \(\tau : C \to A\) is a twisting cochain, the twisted tensor product \(A \otimes_C C\) equipped with \(\text{id}_A \otimes \Delta : A \otimes C \to A \otimes C \otimes C\) is a right dg comodule over \(C\). In particular, the Chevalley–Eilenberg chain complex \((Ug \otimes S(g[1]), d_X)\) is a right dg \(S(g[1])\)-comodule.

Lemma A.7. Let \((M, \phi_M, d_M)\) and \((N, \phi_N, d_N)\) be dg comodules. The space \(\text{coHom}_C(M, N)\) is a dg vector subspace of \(\text{Hom}_k(M, N)\) whose differential \(\partial\) is defined by

\[
\partial(\Psi) := d_N \circ \Psi - (-1)^{\Psi} \Psi \circ d_M.
\]
Let \((C, \Delta, \epsilon, d_C)\) be a dg coalgebra, and let \((A, \mu, 1_A, d_A) = (\text{Hom}(C, k), *, 1_{\text{Hom}(C, k)}, d_{\text{Hom}(C, k)})\) be the convolution dg algebra. Let \((M, \phi_M, d_M)\) be a right dg comodule over \(C\). We define the action map \(\rho_M : A \otimes M \to M\) by

\[
\rho_M(f \otimes m) := \mu_{M,k} \circ (\text{id}_M \otimes f) \circ \phi_M(m),
\]

where \(m \in M, f \in A = \text{Hom}(C, k)\).

**Proposition A.8.** Let \((M, \phi_M)\) be a right dg comodule over a dg coalgebra \(C\). The triple \((M, \rho_M, d_M)\) is a left dg module over the convolution dg algebra \(A = \text{Hom}(C, k)\).

Furthermore, let \((N, \phi_N, d_N)\) be another right dg comodule over \(C\), and \((N, \rho_N, d_N)\) be the associated dg module over \(A\). A linear map \(\Psi : M \to N\) is a morphism of right comodules over \(C\) if and only if \(\Psi\) is a morphism of left modules over \(A\), i.e. \(\text{coHom}_C(M, N) = \text{Hom}_A(M, N)\).

**Proof.** The first part of the proposition can be shown by a direct computation. See [10, Proposition 2.2.1]. We only prove the second part here. Let \((N, \phi_N, d_N)\) be another right dg comodule over \(C\), and \(\Psi : M \to N\) be a \(k\)-linear map. If \(\Psi\) is a comodule morphism over \(C\), then

\[
\Psi \circ \rho_M(f \otimes m) = \Psi \circ \mu_{M,k} \circ (\text{id}_M \otimes f) \circ \phi_M(m)
\]

\[
= (-1)^{|f| |\Psi|} \mu_{N,k} \circ (\text{id}_N \otimes f) \circ (\Psi \circ \text{id}_C) \circ \phi_M(m)
\]

\[
= (-1)^{|f| |\Psi|} \mu_{N,k} \circ (\text{id}_N \otimes f) \circ \phi_N \circ \Psi(m)
\]

\[
= (-1)^{|f| |\Psi|} \rho_N(f \otimes \Psi(m)),
\]

i.e. \(\Psi : (M, \rho_M) \to (N, \rho_N)\) is a module morphism over \(A\). Conversely, if \(\Psi\) is a module morphism over \(A\), then

\[
\mu_{N,k} \circ (\text{id}_N \otimes f) \circ (\phi_N \circ \Psi)(m) = \rho_N(f \otimes \Psi(m))
\]

\[
= (-1)^{|f| |\Psi|} \rho_N(f \otimes m)
\]

\[
= (-1)^{|f| |\Psi|} \Psi \circ \mu_{M,k} \circ (\text{id}_M \otimes f) \circ \phi_M(m)
\]

\[
= \mu_{N,k} \circ (\text{id}_N \otimes f) \circ (\Psi \circ \text{id}_C) \circ \phi_M(m)
\]

for any \(f \in \text{Hom}(C, k), m \in M\). Thus, we have

\[
(\Psi \circ \text{id}_C) \circ \phi_M = \phi_N \circ \Psi,
\]

i.e. \(\Psi\) is a comodule morphism over \(C\).

**Example A.9.** Since \(M = U_{\mathfrak{g}} \otimes S(\mathfrak{g}[1]) = (U_{\mathfrak{g}} \otimes S(\mathfrak{g}[1]), d_{\mathfrak{g}})\) is a right dg comodule over \((S(\mathfrak{g}[1]), \partial_{\mathfrak{g}})\), it is also a left dg module over \((S(\mathfrak{g}[1])^\vee, d_{\mathfrak{g}})\) by Proposition A.8. More explicitly, the module structure \(\rho : S(\mathfrak{g}[1])^\vee \otimes U_{\mathfrak{g}} \otimes S(\mathfrak{g}[1]) \to U_{\mathfrak{g}} \otimes S(\mathfrak{g}[1])\) is characterized by

\[
\rho(\xi \otimes (u \otimes x_1 \otimes \cdots \otimes x_n)) = \mu_{M,k} \circ (\text{id}_M \otimes (\xi | -)) \circ (\text{id}_{U_{\mathfrak{g}}} \otimes \Delta_S)(u \otimes x_1 \otimes \cdots \otimes x_n)
\]

\[
= \sum_{i=1}^n (-1)^{i+1} \langle \xi | x_i \rangle u \otimes x_1 \otimes \cdots \widehat{x_i} \cdots \otimes x_n,
\]

for \(\xi \in S^1(\mathfrak{g}[1])^\vee, u \in U_{\mathfrak{g}}, x_1, \cdots, x_n \in \mathfrak{g}[1]\). Furthermore, since \(S(\mathfrak{g}[1])^\vee\) is graded commutative, the left action \(\rho\) induce a right action \(\check{\rho}\) on \(M\):

\[
\check{\rho}((u \otimes x_1 \otimes \cdots \otimes x_n) \otimes \xi) = (-1)^n \rho(\xi \otimes (u \otimes x_1 \otimes \cdots \otimes x_n))
\]

\[
= \sum_{i=1}^n (-1)^{n-i} \langle x_i | \xi \rangle u \otimes x_1 \otimes \cdots \widehat{x_i} \cdots \otimes x_n,
\]

which coincides with the contraction action \(\downarrow\) defined in Section 4.
Cogenerators of graded comodules. Let $A$ be a $k$-algebra. A generator of a $A$-module $(N, \rho_N)$ can be considered as a vector space $W$, together with a linear map $\iota_W : W \to N$ such that the map
\[ A \otimes W \xrightarrow{id_A \otimes \iota_W} A \otimes N \xrightarrow{\rho_N} N \]
is surjective. Inspired by this point of view, we define cogenerator as follows.

**Definition A.10.** Let $(C, \Delta, \epsilon)$ be a graded coalgebra, and $(M, \rho_M)$ be a graded comodule over $C$. A cogenerator of $M$ is a graded vector space $V$, together with a degree-preserving linear map $\pi_V : M \to V$, such that the composition
\[ p_V := (\pi_V \otimes \text{id}_C) \circ \phi_M : M \xrightarrow{\phi_M} M \otimes C \xrightarrow{\pi_V \otimes \text{id}_C} V \otimes C \]
is injective.

Since the diagram
\[
\begin{array}{ccc}
M & \xrightarrow{\phi_M} & M \otimes C \\
\downarrow{\phi_M} & & \downarrow{\text{id}_M \otimes \Delta} \\
M \otimes C & \xrightarrow{\phi_M \otimes \text{id}_C} & M \otimes C \otimes C \\
& \downarrow{p_V \otimes \text{id}} & \downarrow{\text{id}_V \otimes \Delta} \\
& & V \otimes C \otimes C,
\end{array}
\]
commutes, the map $p_V : M \to V \otimes C$ is a morphism of comodules. A cogenerator $\pi_V$ is said to be **free** if $p_V$ is an isomorphism of comodules.

**Proposition A.11.** Let $(M, \rho_M)$ and $(N, \rho_N)$ be graded comodules over $C$, and $\pi_V : N \to V$ be a cogenerator of $N$. Then the pushforward map
\[ \pi_V^* : \text{coHom}_C(M, N) \to \text{Hom}(M, V) \]
is an embedding of graded vector spaces. Moreover, if $\pi_V$ is a free cogenerator, then $\pi_V^*$ is an isomorphism of graded vector spaces.

**Proof.** Let $\Psi_1, \Psi_2 \in \text{coHom}_C(M, N)$ be comodule morphisms such that $\pi_V^*(\Psi_1) = \pi_V^*(\Psi_2)$. Then, by (23), one can show that
\[ p_V \circ \Psi_1 = p_V \circ \Psi_2. \]
Since $p_V$ is injective, we have $\Psi_1 = \Psi_2$.

Assume $\pi_V$ is a free cogenerator. Since $p_V$ is an isomorphism of comodules, it suffices to verify the case
\[ N = V \otimes C, \quad \pi_V = \mu_{V, k} \circ (\text{id}_V \otimes \epsilon) : V \otimes C \to V. \]
For each $f \in \text{Hom}(M, V)$, it straightforward to show that the map
\[ \Psi_f := (f \otimes \text{id}_C) \circ \phi_M : M \to V \otimes C, \]
is a morphism of comodules such that $\pi_V \circ \Psi_f = f$. Thus, the proof is completed. \qed

**Example A.12.** Let $V$ and $W$ be a graded vector spaces. Then the pair $(V \otimes SW, \text{id}_V \otimes \Delta)$ is a graded comodule over $SW$. The projection $\text{pr} : V \otimes SW \to V \otimes S^0W \cong V$ is a free cogenerator, because the composition
\[ V \otimes SW \xrightarrow{\text{id}_V \otimes \Delta} V \otimes SW \otimes SW \xrightarrow{\text{pr} \otimes \text{id}_SW} V \otimes SW \]
is the identity map. Thus, by Proposition A.11, the pushforward map
\[ \text{pr}^* : \text{coHom}_{SW}(V \otimes SW, V \otimes SW) \to \text{Hom}(V \otimes SW, V) \]
is an isomorphism of graded vector spaces. In fact, for \( f \in \text{Hom}(V \otimes SW, V) \), the composition
\[
\Psi_f : V \otimes SW \xrightarrow{id_V \otimes \Delta} V \otimes SW \otimes SW \xrightarrow{f \otimes \text{id}_{SW}} V \otimes SW,
\]
is the comodule morphism such that \( \text{pr}_*(\Psi_f) = f \).

**Appendix B. Hochschild complexes and tensor coalgebras**

In this appendix, we recall Getzler’s construction of Hochschild complexes in [13] and show an isomorphism between the version here and our version in Section 1. For a dg algebra \( A \), we consider Getzler’s formulas as the natural formulas on \( A[1] \), and ours are the formulas on \( A \) obtained by Getzler’s formulas composed with proper degree-shifting maps.

**B.1. Tensor coalgebras.** Let \( V \) be a graded vector space. The tensor coalgebra \((TV, \Delta_T, \epsilon_T)\) over \( V \) is the graded vector space \( TV = \bigoplus_{n=0}^\infty V^\otimes n \) together with the counit \( \epsilon_T : TV \to V^\otimes 0 = \mathbb{k} \) and the coproduct \( \Delta_T : TV \to TV \otimes TV \),
\[
\Delta_T(v_1 \otimes \cdots \otimes v_n) = 1 \otimes (v_1 \otimes \cdots \otimes v_n) + \sum_{i=1}^{n-1} (v_1 \otimes \cdots \otimes v_i) \otimes (v_{i+1} \otimes \cdots \otimes v_n) + (v_1 \otimes \cdots \otimes v_n) \otimes 1.
\]
Let \( \text{pr}_V : TV \to V \) be the canonical projection. By imitating the techniques of cogenerators in Section A.3, one can show that a coderivation \( D \in \text{coDer}(TV) \) is uniquely determined by \( \text{pr}_V \circ D \in \text{Hom}(TV, V) \). In fact, for \( q_k \in \text{Hom}(V^\otimes k, V) \), the map \( q = \sum_k q_k \in \text{Hom}(TV, V) \) determines a coderivation \( D_q \) by the formulas
\[
D_q|_{V^\otimes n} = \sum_{i+j+k=n} \text{id}^\otimes i \circ q_k \circ \text{id}^\otimes j : V^\otimes n \to V^\otimes n-k+1.
\]
Since the space of coderivations with the graded commutator is a graded Lie algebra, the space \( \text{Hom}(TV, V) \) is also equipped with a Lie bracket
\[
[f, g] := \text{pr}_V \circ (D_f \circ D_g - (-1)^{|f||g|} D_g \circ D_f)
\]
where \( f, g \in \text{Hom}(TV, V) \) are arbitrary homogeneous maps.

**Tensor coalgebra over a shifted dg algebra.** Let \( A \) be a dg algebra equipped with differential \( d_A \) and multiplication \( \mu_A \). Following [13], we denote
\[
m_1(sa_1) := sd_A(a_1), \quad m_2(sa_1, sa_2) := (-1)^{|a_1|} s\mu_A(a_1, a_2),
\]
where \( a_1, a_2 \in A \), and \( s : A \to A[1] \) is the degree-shifting map of degree \(-1\). Let \( D_m \in \text{coDer}(T(A[1])) \) be the coderivation generated by \( m := m_1 + m_2 \in \text{Hom}^1(T(A[1]), A[1]) \). Since the dg algebra axioms
\[
d_A^2 = 0, \quad d_A \circ \mu_A = \mu_A \circ (d_A \otimes \text{id} + \text{id} \otimes d_A), \quad \mu_A \circ (\mu_A \otimes \text{id}) = \mu_A \circ (\text{id} \otimes \mu_A)
\]
are equivalent to
\[
\text{pr}_{A[1]} \circ [D_m, D_m]|_{A[1]} = 0, \quad \text{pr}_{A[1]} \circ [D_m, D_m]|_{A[1] \otimes 2} = 0, \quad \text{pr}_{A[1]} \circ [D_m, D_m]|_{A[1] \otimes 3} = 0,
\]
respectively, one has the equation
\[
[D_m, D_m] = 0.
\]
Therefore, we have

**Proposition B.1.** The triple \((\text{Hom}(T(A[1]), A[1]), [m, -], [-, -])\) is a dg Lie algebra.
Let $M_1 = \{m, -\}$, and $M_2 : \text{Hom}(T(A[1]), A[1]) \otimes^2 \to \text{Hom}(T(A[1]), A[1])$ be the operation
\[ M_2(D_1, D_2) := m_2 \circ (D_1 \otimes D_2) \circ \Delta_T \]
of degree one. One can show that
\[ [D_M, D_M] = 0, \]
where $M = M_1 + M_2 \in \text{Hom}(T \text{Hom}(T(A[1]), A[1]), T \text{Hom}(T(A[1]), A[1]))$. See [13, Proposition 1.7].

Let $\hat{d}_H : \text{Hom}(T(A[1]), A) \to \text{Hom}(T(A[1]), A)$ and $\hat{\cup} : \text{Hom}(T(A[1]), A) \otimes^2 \to \text{Hom}(T(A[1]), A)$ be the unique maps satisfying the equations
\[ M_1 \circ s = s \circ \hat{d}_H, \quad M_2 \circ (s \otimes s) = s \circ \hat{\cup}, \]
where $s : \text{Hom}(T(A[1]), A) \to \text{Hom}(T(A[1]), A[1])$ is the degree-shifting map. By (25), we have the following

**Proposition B.2.** The triple $(\text{Hom}(T(A[1]), A), \hat{d}_H, \hat{\cup})$ is a dg algebra.

**Remark B.3.** More generally, if $A$ is an $A_\infty$ algebra, then so is $\text{Hom}(T(A[1]), A)$. The construction is closely related to the braces operations on $\text{Hom}(T(A[1]), A[1])$. See [37, 14, 13].

### B.2. Hochschild cochains and coderivations

Let $(A, d_A, \mu_A)$ be a dg algebra. Let
\[ \text{déc} : \text{Hom}^r(A^\otimes, A) \to \text{Hom}^{p+r}(A[1]^\otimes, A) \]
be the décalage map defined as
\[ \text{déc}(f)(sa_1 \otimes \cdots \otimes sa_p) = (-1)^{\sum_i (p-i)|a_i|} f(a_1 \otimes \cdots \otimes a_p) \]
for $f \in \text{Hom}^r(A^\otimes, A)$ and $a_1, \cdots, a_n \in A$. In other words, \( \text{déc}(f) \in \text{Hom}^{p+r}(A[1]^\otimes, A) \) is the unique map such that the diagram

\[
\begin{array}{ccc}
A[1]^\otimes & \xrightarrow{\text{déc}(f)} & A \\
\downarrow{s^\otimes} & & \downarrow{f} \\
A^\otimes & \xrightarrow{s \circ \text{déc}} & A
\end{array}
\]
commutes. Note that $m_1 = s \circ \text{déc}(d_A)$ and $m_2 = s \circ \text{déc}(\mu_A)$.

**Proposition B.4.** The map
\[ s \circ \text{déc} \circ s^{-1} : (\text{Hoch}^\bullet(A[1]), [-, -]) \to (\text{Hom}(T(A[1]), A[1]), [-, -]) \]
is an embedding of graded Lie algebras. In particular,

\[ \text{déc} \circ (d_H + \partial_A) = \hat{d}_H \circ \text{déc}. \]

**Proof.** Let $f \in \text{Hoch}^{p_1, r_1}(A)$ and $g \in \text{Hoch}^{p_2, r_2}(A)$. Since
\[
(s \circ \text{déc} f) \circ (\text{id}^{p_1-i} \otimes (s \circ \text{déc} g) \otimes \text{id}^{p_2-1}) \circ s^{p_1+p_2-1} = (-1)^{(i-1)(p_2+r_2-1)} (s \circ \text{déc} f) \circ (s^{p_1-1} \otimes (s \circ \text{déc} g) \otimes s^{p_2-1})
\]
\[
= (-1)^{(i-1)(p_2+r_2-1)+(p_1-1)r_2} (s \circ \text{déc} f) \circ s^{p_1-1} \circ (\text{id}^{p_1-1} \otimes g \otimes \text{id}^{p_2-1})
\]
\[
= (-1)^{(i-1)(p_2-1)+(p_1-1)r_2} f \circ (\text{id}^{p_1-1} \otimes g \otimes \text{id}^{p_2-1}),
\]
it follows from (7) that
\[ [s \circ \text{déc} f, s \circ \text{déc} g] \circ s^{p_1+p_2-1} = s \circ [f, g], \]
which implies the assertion. \( \square \)
Proposition B.5. The map
\[ \hat{\text{dec}} : (\text{Hoch}^\bullet_0(A), d_H + \partial_A, \cup) \to (\text{Hom}(T(A[1]), A), \hat{d}_H, \hat{\cup}) \]
is an embedding of dg algebras.

Proof. Let \( f \in \text{Hoch}^{p_1,r_1}(A) \) and \( g \in \text{Hoch}^{p_2,r_2}(A) \). Since
\[
s(\text{dec } f \cup \text{dec } g) = M_2 \circ (s \otimes s) \circ (\text{dec } f \otimes \text{dec } g) = m_2 \circ (s \otimes s) \circ (\text{dec } f \otimes \text{dec } g) \circ \Delta_T = s \circ \mu_A \circ (\text{dec } f \otimes \text{dec } g) \circ \Delta_T,
\]
where \( \Delta_{T[A]} \) is the coproduct on \( TA[1] \), and \( \Delta_{TA} \) is the coproduct on \( TA \). Thus, by comparing the above formula with (5), we conclude
\[
(\text{dec } f \cup \text{dec } g) \circ (s^\otimes p_1 + p_2) = \mu_A \circ (\text{dec } f \otimes \text{dec } g) \circ \Delta_{T[A]} \circ (s^\otimes p_1 + p_2) = \mu_A \circ (\text{dec } f \otimes \text{dec } g) \circ (s^\otimes p_1 \otimes s^\otimes p_2) \circ \Delta_{TA} = (-1)^{(p_2 + r_2)p_1} \mu_A \circ (f \otimes g) \circ \Delta_{TA},
\]
which implies the assertion. \( \square \)

References
1. M. Alexandrov, A. Schwarz, O. Zaboronsky, and M. Kontsevich, The geometry of the master equation and topological quantum field theory, Internat. J. Modern Phys. A 12 (1997), no. 7, 1405–1429. MR 1432574
2. Kai Behrend, Hsuan-Yi Liao, and Ping Xu, Derived Differentiable Manifolds, arXiv e-prints (2020), arXiv:2006.01376.
3. Andrew James Bruce, From \( L_\infty \)-algebroids to higher Schouten/Poisson structures, Rep. Math. Phys. 67 (2011), no. 2, 157–177. MR 2840338
4. Damien Calaque and Carlo A. Rossi, Lectures on Duflo isomorphisms in Lie algebra and complex geometry, EMS Series of Lectures in Mathematics, European Mathematical Society (EMS), Zürich, 2011. MR 2816610
5. Henri Cartan and Samuel Eilenberg, Homological algebra, Princeton University Press, Princeton, N. J., 1956. MR 0077480
6. Alberto S. Cattaneo, From topological field theory to deformation quantization and reduction, International Congress of Mathematicians. Vol. III, Eur. Math. Soc., Zürich, 2006, pp. 339–365. MR 2275685
7. Alberto S. Cattaneo and Florian Schätz, Introduction to supergeometry, Rev. Math. Phys. 23 (2011), no. 6, 669–690. MR 2819233
8. Zhuo Chen, Maosong Xiang, and Ping Xu, Ariyeh and Todd classes arising from integrable distributions, J. Geom. Phys. 136 (2019), 52–67. MR 3877426
9. ______, Hochschild cohomology of dg manifolds associated to integrable distributions, Comm. Math. Phys. 396 (2022), no. 2, 647–684. MR 4504932
10. Sorin Dăscălescu, Constantin Năstăsescu, and Şerban Raianu, Hopf algebras, Monographs and Textbooks in Pure and Applied Mathematics, vol. 235, Marcel Dekker, Inc., New York, 2001, An introduction. MR 1786197
11. Michel Duflo, Opérateurs différentiels bi-invariants sur un groupe de Lie, Ann. Sci. École Norm. Sup. (4) 10 (1977), no. 2, 265–288. MR 444841
12. Murray Gerstenhaber, The cohomology structure of an associative ring, Ann. of Math. (2) 78 (1963), 267–288. MR 161898
13. Ezra Getzler, Cartan homotopy formulas and the Gauss-Manin connection in cyclic homology, Quantum deformations of algebras and their representations (Ramat-Gan, 1991/1992; Rehovot, 1991/1992), Israel Math. Conf. Proc., vol. 7, Bar-Ilan Univ., Ramat Gan, 1993, pp. 65–78. MR 1261901
14. Ezra Getzler and J. D. S. Jones, Operads, homotopy algebra and iterated integrals for double loop spaces, arXiv e-prints (1994), hep-th/9403055.
15. Estanislao Herscovich, Hochschild (co)homology of Koszul dual pairs, J. Noncommut. Geom. 13 (2019), no. 1, 59–85. MR 3941473
16. P. J. Hilton and U. Stammbach, A course in homological algebra, second ed., Graduate Texts in Mathematics, vol. 4, Springer-Verlag, New York, 1997. MR 1438546
17. Bernhard Keller, Derived invariance of higher structures on the hochschild complex, available at https://webusers.imj-prg.fr/~bernhard.keller/publ/dih.pdf.
18. ______, Deriving DG categories, Ann. Sci. École Norm. Sup. (4) 27 (1994), no. 1, 63–102. MR 1258406
19. ______, *On differential graded categories*, International Congress of Mathematicians. Vol. II, Eur. Math. Soc., Zürich, 2006, pp. 151–190. MR 2275593
20. ______, *A remark on Hochschild cohomology and Koszul duality*, Advances in representation theory of algebras, Contemp. Math., vol. 761, Amer. Math. Soc., 2021, pp. 131–136. MR 4237031
21. Maxim Kontsevich, *Deformation quantization of Poisson manifolds*, Lett. Math. Phys. 66 (2003), no. 3, 157–216. MR 2062626
22. Camille Laurent-Gengoux, Sylvain Lavau, and Thomas Strobl, *The universal Lie ∞-algebroid of a singular foliation*, Doc. Math. 25 (2020), 1571–1652. MR 4164730
23. Camille Laurent-Gengoux and Ruben Louis, *Lie-Rinehart algebras ≃ acyclic Lie ∞-algebroids*, J. Algebra 594 (2022), 1–53. MR 4352591
24. Kenji Lefèvre-Hasegawa, *Sur les A-infini-catégories*, Theses, Université Paris-Diderot - Paris VII, November 2003.
25. Hsuan-Yi Liao, Mathieu Stiénon, and Ping Xu, *Formality theorem for differential graded manifolds*, C. R. Math. Acad. Sci. Paris 356 (2018), no. 1, 27–43. MR 3754617
26. Jean-Louis Loday and Bruno Vallette, *Algebraic operads*, Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 346, Springer, Heidelberg, 2012. MR 2954392
27. Wendy Lowen and Michel Van den Bergh, *Noncommutative calculus and operads*, Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 346, Springer, Heidelberg, 2012. MR 2954392
28. Rajan Amit Mehta, *Supergroupoids, double structures, and equivariant cohomology*, ProQuest LLC, Ann Arbor, MI, 2006, Thesis (Ph.D.)–University of California, Berkeley. MR 2709144
29. Boris Shoikhet, *On the Duflo formula for L∞-algebras and Q-manifolds*, arXiv e-prints (1998), math/9812009.
30. Boris Shoikhet, *Koszul duality in deformation quantization and Tamarkin’s approach to Kontsevich formality*, Adv. Math. 224 (2010), no. 3, 731–771. MR 2628794
31. Alexander Polishchuk and Leonid Positselski, *Hochschild (co)homology of the second kind I*, Trans. Amer. Math. Soc. 364 (2012), no. 10, 5311–5368. MR 2931331
32. Luca Vitagliano, *On the strong homotopy associative algebra of a foliation*, Commun. Contemp. Math. 17 (2015), no. 4, 1450026, 34. MR 3313214
33. A. A. Voronov and M. Gerstenhaber, *Higher-order operations on the Hochschild complex*, Funktsional. Anal. i Prilozhen. 29 (1995), no. 1, 1–6, 96. MR 1328534
34. Theodore Th. Voronov, *Q-manifolds and higher analogs of Lie algebroids*, XXIX Workshop on Geometric Methods in Physics, AIP Conf. Proc., vol. 1307, Amer. Inst. Phys., Melville, NY, 2010, pp. 191–202. MR 2768006
35. Charles A. Weibel, *An introduction to homological algebra*, Cambridge Studies in Advanced Mathematics, vol. 38, Cambridge University Press, Cambridge, 1994. MR 1269324

**Department of Mathematics, National Tsing Hua University**

*Email address:* hyliao@math.nthu.edu.tw

**School of Mathematics, Korea Institute for Advanced Study**

*Email address:* azuredream89@kias.re.kr