Explicit expressions for a certain class of Appell polynomials. A probabilistic approach
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Abstract
We consider the class $\mathcal{E}_t(Y)$ of Appell polynomials whose generating function is given by means of a real power $t$ of the moment generating function of a certain random variable $Y$. For such polynomials, we obtain explicit expressions depending on the moments of $Y$. It turns out that various kinds of generalizations of Bernoulli and Apostol-Euler polynomials belong to $\mathcal{E}_t(Y)$ and can be written and investigated in a unified way. In particular, explicit expression for such polynomials can be given in terms of suitable probabilistic generalizations of the Stirling numbers of the second kind.
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1. Introduction and main result

The Appell polynomials have many important applications in different areas of pure and applied mathematics. Paradigmatic examples of such polynomials are the classical Bernoulli and Euler polynomials, as well as their various kinds of generalizations. Good general references for this subject are
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Erdélyi et al. [1], Graham et al. [2], Abramowitz and Stegun [3], and Olver et al. [4], among others.

An interesting problem, widely considered in the literature, is to find explicit expressions for the different examples of Appell polynomials. As far as we know, this problem has usually been carried out by taking into account the particular form of the Appell polynomials in each case. For instance, Todorov [5] and Srivastava and Todorov [6] obtained an explicit formula for generalized Bernoulli polynomials of complex order in terms of the Stirling numbers of the second kind (a similar, but different formula for the Bernoulli numbers has been provided by Guo and Qi [7]). Luo [8] gave an explicit representation of Apostol-Euler polynomials of real order in terms of Gaussian hypergeometric functions. Other identities for higher order Apostol-Genocchi polynomials can be found in Luo and Srivastava [9] (see also Wuyungaowa [10] for identities of products of Genocchi numbers).

Let \( \mathbb{N} \) be the set of positive integers and \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \). Unless otherwise specified, we assume from now on that \( n \in \mathbb{N}_0, x \in \mathbb{R}, \) and \( z \in \mathbb{C} \) with \( |z| \leq r \), where \( r > 0 \) may change from line to line. Denote by \( \mathcal{G} \) the set of real sequences \( u = (u_n)_{n \geq 0} \) such that \( u_0 \neq 0 \) and

\[
\sum_{n=0}^{\infty} |u_n| \frac{x^n}{n!} < \infty,
\]

for some radius \( r > 0 \). If \( u \in \mathcal{G} \), we denote its generating function as

\[
G(u, z) = \sum_{n=0}^{\infty} u_n \frac{z^n}{n!}.
\]

Let \( A(x) = (A_n(x))_{n \geq 0} \) be a sequence of polynomials such that \( A(0) = (A_n(0))_{n \geq 0} \in \mathcal{G} \). Recall that \( A(x) \) is called an Appell sequence if one of the following equivalent conditions is satisfied

\[
A'_n(x) = nA_{n-1}(x), \quad n \in \mathbb{N},
\]

\[
A_n(x) = \sum_{k=0}^{n} \binom{n}{k} A_k(0)x^{n-k},
\]

or

\[
G(A(x), z) = G(A(0), z)e^{xz}.
\]
Finally, let $Y$ be a random variable such that

$$rE|Y|e^{r|Y|} < 1,$$

where $E$ stands for mathematical expectation.

In a recent paper, Ta [11] has introduced the set $\mathcal{R}(Y)$ of Appell sequences $A(x)$ such that

$$G(A(x), z) = \frac{e^{xz}}{Ee^{zY}}.$$  

As we will see in inequality (20) below, condition (4) implies that formula (5) is well defined. The set $\mathcal{R}(Y)$ contains the generalized Bernoulli and Euler polynomials of integer order, as well as the Hermite and the Miller-Lee polynomials, among others. For such polynomials, Ta [11] gives representations in terms of moments of complex valued random variables. However, important special examples usually considered in the literature, such as the generalized Bernoulli and Apostol-Euler polynomials of real order fall out of the scope of definition (5).

The aim of this paper is twofold. On the one hand, to enlarge the set $\mathcal{R}(Y)$ by considering the set $\mathcal{E}_t(Y) \supset \mathcal{R}(Y)$ of Appell sequences $A(t; x)$ whose generating function is given by

$$G(A(t; x), z) = \frac{e^{xz}}{(Ee^{zY})^t},$$

for some real $t$. We obtain a simple explicit expression of any Appell sequence $A(t; x) \in \mathcal{E}_t(Y)$ in terms of the moments of the random variable $Y$ (see Theorem 1.1 and the comments following it).

On the other hand, the different kinds of generalizations of the Bernoulli and Apostol-Euler polynomials have traditionally been investigated following separate ways. Since all of these kinds of polynomials belong to the set $\mathcal{E}_t(Y)$, we show that a unified treatment is possible by introducing a probabilistic generalization of the Stirling numbers of the second kind. In fact, we obtain explicit expressions of any Appell sequence $A(t, x) \in \mathcal{E}_t(Y)$ in terms of such numbers (see Theorem 1.1).

Throughout this paper, $Y$ is a random variable satisfying (4) and $(Y_j)_{j \geq 1}$ is a sequence of independent copies of $Y$. We denote by

$$S_k = Y_1 + \cdots + Y_k, \quad k \in \mathbb{N}, \quad S_0 = 0.$$  

(7)
The Stirling numbers of the second kind $S(n, m)$, $n, m \in \mathbb{N}_0$, $m \leq n$, can be defined in various equivalent ways (see, for instance, Abramowitz and Stegun [3, p. 824]). We recall here the following definition

$$S(n, m) = \frac{1}{m!} \sum_{k=0}^{m} \binom{m}{k} (-1)^{m-k} k^n.$$ 

Different generalizations of these numbers have been considered in the literature (see, for instance, Hsu and Shiue [12], Mezö [13], Luo and Srivastava [9] and Wuyungaowa [10]). Here, we consider the following probabilistic generalization

$$S_Y(n, m) = \frac{1}{m!} \sum_{k=0}^{m} \binom{m}{k} (-1)^{m-k} E S^n_k,$$  

where $n, m \in \mathbb{N}_0$, $m \leq n$. (8)

Observe that if $Y = 1$, then $S_1(n, m) = S(n, m)$. Some properties of $S_Y(n, m)$ are given in Section 2.

With these ingredients, we enunciate the main result of this paper.

**Theorem 1.1.** Let $t \in \mathbb{R}$ and $A(t; x) \in \mathcal{E}_t(Y)$. Then,

$$A_n(t; 0) = \sum_{m=0}^{n} \left( -t \right)^m m! S_Y(n, m) = \sum_{k=0}^{n} \binom{n}{k} \left( \frac{n+t}{n-k} \right) E S^n_k.$$  

In view of (2), Theorem 1.1 gives us two explicit expressions for any Appell sequence $A(t; x) \in \mathcal{E}_t(Y)$. The first one in terms of the numbers $S_Y(n, m)$. The second one in terms of the moments of the random variable $Y$. In fact, denote by

$$\mu_j = \mathbb{E} Y^j, \quad j \in \mathbb{N}_0,$$  

the $j$th moment of $Y$. Observe that we have from (7)

$$E S^n_k = \sum_{j_1 + \ldots + j_k = n} \frac{n!}{j_1! \ldots j_k!} \mu_{j_1} \cdots \mu_{j_k}, \quad k, n \in \mathbb{N}_0.$$  

The proof of Theorem 1.1, in which probabilistic methods play an important role, is given in Section 3. Applications of this theorem to different generalizations of Bernoulli and Apostol-Euler polynomials are deferred to Section 4.
2. The numbers $S_Y(n, m)$

Let $U$ be a random variable uniformly distributed on $[0, 1]$ and independent of $Y$. Also, let $(U_j)_{j \geq 1}$ be a sequence of independent copies of $U$, which are assumed to be independent of $(Y_j)_{j \geq 1}$, as given in \([7]\).

On the other hand, let $m \in \mathbb{N}$ and $\alpha_1, \ldots, \alpha_m \in \mathbb{R}$. Denote by

$$I_m(k) = \{(i_1, \ldots, i_k) \in \{1, \ldots, m\} : i_r \neq i_s, \text{ if } r \neq s\}, \quad k = 1, \ldots, m.$$

If $f : \mathbb{R} \to \mathbb{R}$ is an arbitrary function, we define

$$\Delta^m_{\alpha_1, \ldots, \alpha_m} f(x) = (-1)^m f(x) + \sum_{k=1}^{m} (-1)^{m-k} \sum_{I_m(k)} f(x + \alpha_{i_1} + \cdots + \alpha_{i_k}). \quad (12)$$

Observe that if $\alpha_1 = \cdots = \alpha_m = \alpha$, then

$$\Delta^m_{\alpha} f(x) := \Delta^m_{\alpha, \ldots, \alpha} f(x) = \sum_{k=0}^{m} \binom{m}{k} (-1)^{m-k} f(x + \alpha k)$$

is the $m$th difference of $f$ at step $\alpha$. It has been shown in \([14, \text{Lemma 7.2}]\) that if $f$ is $m$ times differentiable, then

$$\Delta^m_{\alpha_1, \ldots, \alpha_m} f(x) = \alpha_1 \cdots \alpha_m E f^{(m)}(x + \alpha_1 U_1 + \cdots + \alpha_m U_m). \quad (13)$$

This implies that if $p_n(y)$ is a polynomial of exact degree $n$, then

$$\Delta_{\alpha_1, \ldots, \alpha_m} p_n(x) = 0, \quad m = n + 1, n + 2, \ldots \quad (14)$$

The generalized $m$th differences of $f$ defined in \((12)\) are actually iterates of the difference operator

$$\Delta^1_{\alpha} f(x) = f(x + \alpha) - f(x), \quad \alpha \in \mathbb{R}.$$

Actually, it can be shown by induction that

$$\Delta^m_{\alpha_1, \ldots, \alpha_m} f(x) = (\Delta^1_{\alpha_1} \circ \cdots \circ \Delta^1_{\alpha_m}) f(x), \quad m \in \mathbb{N}.$$

Such iterates have been considered in Mrowiec et al. \([15]\) in connection with Wright-convex functions of order $m$. With a different notation, these generalized difference operators have been used in Dilcher and Vignat \([16]\) in connection with convolution identities for Bernoulli and Euler polynomials.
The following auxiliary result, which has an independent interest, will be crucial to give various equivalent definitions of the numbers \( S_Y(n, m) \). We make use of the conventions

\[
\Delta^0 f(x) = f(x), \quad \sum_{k=1}^0 x_k = 0, \quad \prod_{k=1}^0 x_k = 1.
\] 

**Lemma 2.1.** Let \( m \in \mathbb{N}_0 \). If \( f \) is \( m \) times differentiable, then

\[
E \Delta^m_{Y_1, \ldots, Y_m} f(x) = \sum_{k=0}^m \binom{m}{k} (-1)^{m-k} E f(x + S_k)
\]

\[
= E Y_1 \cdots Y_m f^{(m)}(x + Y_1 U_1 + \cdots + Y_m U_m),
\]

provided that the preceding expectations exist.

**Proof.** By (15), the result is true for \( m = 0 \). We thus assume that \( m \in \mathbb{N} \). Let \( (i_1, \ldots, i_k) \in I_m(k) \), \( k = 1, \ldots, m \). By (17) and the fact that \( (Y_j)_{j \geq 1} \) is a sequence of independent copies of \( Y \), the random variables \( S_k \) and \( Y_{i_1} + \cdots + Y_{i_k} \) have the same law, thus implying that

\[
E f(x + Y_{i_1} + \cdots + Y_{i_k}) = E f(x + S_k).
\]

Therefore, the result follows from (12) and (13), by replacing \( \alpha_{i_j} \) by \( Y_{i_j} \), \( j = 1, \ldots, k \), and then taking expectations. \( \square \)

**Proposition 2.2.** Let \( m, n \in \mathbb{N}_0 \), with \( m \leq n \), and \( I_n(y) = y^n \), \( y \in \mathbb{R} \). Then,

\[
S_Y(n, m) = \frac{1}{m!} E \Delta^m_{Y_1, \ldots, Y_m} I_n(0) = \frac{1}{m!} \sum_{k=0}^m \binom{m}{k} (-1)^{m-k} E S^n_k
\]

\[
= \binom{n}{m} E Y_1 \cdots Y_m (Y_1 U_1 + \cdots + Y_m U_m)^{n-m}.
\]

Equivalently, the numbers \( S_Y(n, m) \) are defined via its generating function

\[
\left( E e^z Y - 1 \right)^m = \sum_{n=m}^{\infty} \frac{S_Y(n, m)}{n!} z^n.
\]
Proof. Choosing $x = 0$ and $f(y) = I_n(y)$, $y \in \mathbb{R}$, in Lemma 2.1, formula (17) follows from definition (8) and convention (15). On the other hand, $S_Y(n, 0) = \delta_{n0}$, thus implying that (18) is true for $m = 0$. Assume that $m \in \mathbb{N}$. Observe that

$$E \left( e^{zY} - 1 \right) = zEY e^{zUY}, \quad (19)$$

which implies, by virtue of (1), that

$$|E \left( e^{zY} - 1 \right)| \leq |z|E|Y|e^{z|Y|} \leq rE|Y|e^{r|Y|} < 1, \quad |z| \leq r. \quad (20)$$

Assume that $|z| \leq r$. Using (19) and the independence between the random variables involved, we get

$$\frac{(Ee^{zY} - 1)^m}{m!} = \frac{1}{m!} \prod_{i=1}^{m} \left( e^{zY_i} - 1 \right) = \frac{z^m}{m!} EY_1 \cdots Y_me^{z(U_1Y_1 + \cdots + U_mY_m)}$$

$$= \frac{z^m}{m!} \sum_{k=0}^{\infty} \frac{z^k}{k!} EY_1 \cdots Y_m(U_1Y_1 + \cdots + U_mY_m)^k$$

$$= \sum_{n=m}^{\infty} \frac{z^n}{n!} \binom{n}{m} EY_1 \cdots Y_m(U_1Y_1 + \cdots + U_mY_m)^{n-m}. \quad (21)$$

This, together with (17), shows (18) and completes the proof. \hfill \Box

Setting $Y = 1$ in (18), we obtain the well known generating function for the Stirling numbers of the second kind $S(n, m)$. In the same way, we have from the last equality in (17)

$$S(n, m) = \binom{n}{m} E(U_1 + \cdots + U_m)^{n-m}. \quad (21)$$

This probabilistic representation was already shown by Sun [17] (see also [2, formula (38)]).
3. Proof of Theorem 1.1

Let \( t \in \mathbb{R} \) and \( |z| \leq r \), as in (20). By (20), we can apply the binomial expansion and formula (18) to obtain

\[
(Ee^{zY})^{-t} = (1 + E(e^{zY} - 1))^{-t} = \sum_{m=0}^{\infty} \left( \frac{-t}{m} \right) (Ee^{zY} - 1)^m
\]

This, in conjunction with (6), shows the first equality in (9).

By (17), we have

\[
\sum_{m=0}^{n} \left( \frac{-t}{m} \right) m! S_Y(n, m) = \sum_{m=0}^{n} \sum_{k=0}^{m} \left( \frac{m}{k} \right)(-1)^{m-k} E_{S_k}^n
\]

where the last equality can be checked by using the elementary combinatorial identity

\[
\sum_{i=0}^{p} \binom{s+i}{i} = \binom{s+1+p}{p}, \quad p \in \mathbb{N}_0, \quad s \in \mathbb{R}.
\]

This shows the second equality in (9) and completes the proof.  \( \square \)

4. Examples

In this section, we obtain explicit expression for various kinds of generalizations of the classical Bernoulli and Apostol-Euler polynomials in a unified way. This is possible because all of these polynomials belong to the class \( \mathcal{E}_t(Y) \) for a suitable choice of the random variable \( Y \) in each case.

Let \( t \in \mathbb{R} \) and \( m \in \mathbb{N} \). We consider the polynomials \( B(t, m; x) \) defined by means of the generating function

\[
G(B(t, m; x), z) = \left( \frac{z^m/m!}{e^z - \sum_{k=0}^{m-1} z^k/k!} \right)^t e^{xz}.
\]
For $t = 1$, such polynomials have been considered in Bretti et al. \cite{18} and Khan and Riyasat \cite{19}, among others. Important special cases are the generalized Bernoulli polynomials $B(t; x)$ of order $t$ and the classical Bernoulli polynomials $B(x)$ respectively given by

$$B(t; x) = B(t, 1; x), \quad B(x) = B(1; x).$$

Let $\beta_m$ be a random variable having the beta density

$$\rho_m(\theta) = m(1 - \theta)^{m-1}, \quad 0 \leq \theta \leq 1.$$  \hspace{1cm} (23)

Observe that $\beta_1$ is uniformly distributed on $[0, 1]$. Using the finite Taylor expansion with remainder in integral form (see also \cite[Lemma 7]{20}), we have

$$e^z - \sum_{k=0}^{m-1} \frac{z^k}{k!} = \frac{z^m}{m!} E e^{z\beta_m}.$$  \hspace{1cm} (24)

This implies that (22) can be rewritten as

$$G(B(t, m; x), z) = (E e^{z\beta_m})^{-t} e^{xz},$$

which, thanks to (6), implies that $B(t, m; x) \in \mathcal{E}_t(Y)$ with associated random variable $Y = \beta_m$. By (10) and (23), the $j$th moment of the random variable $Y = \beta_m$ is given by

$$\mu_j = E (\beta_m)^j = m \int_0^1 \theta^j (1 - \theta)^{m-1} d\theta = m\beta(j + 1, m) = \frac{1}{\binom{m+j}{m}}.$$  \hspace{1cm} (25)

for any $j \in \mathbb{N}_0$. As follows from (11) and (25), we have in the case at hand

$$C(m, n, k) := E S_k^n = n!(m!)^k \sum_{j_1 + \ldots + j_k = n} \frac{1}{(m + j_1)! \cdots (m + j_k)!}.$$  \hspace{1cm} (26)

As an immediate consequence of the second equality in (9), we give the following.

**Corollary 4.1.** Let $t \in \mathbb{R}$ and $m \in \mathbb{N}$. Then,

$$B_n(t, m; 0) = \sum_{k=0}^n \binom{-t}{k} \binom{n + t}{n - k} C(m, n, k),$$

where $C(m, n, k)$ is defined in (26).
As follows from Theorem 1.1, a formula for $B_n(t, m; 0)$ in terms of the generalized Stirling numbers $S_{\beta m}(n, k)$ could be given. However, such a formula seems to be more involved than that in Corollary 4.1.

For $m = 1$, that is, for the generalized Bernoulli polynomials $B(t; x)$ of order $t$, we give the following representation.

**Corollary 4.2.** Let $t \in \mathbb{R}$. Then,

$$B_n(t; 0) = \sum_{k=0}^{n} \binom{-t}{k} \binom{n + t}{n - k} \frac{S(n + k, k)}{\binom{n + k}{n}}.$$

**Proof.** The result follows from the second equality in (9) by taking into account the following fact. Since $Y = \beta_1$ has the uniform distribution on $[0, 1]$, we have from (7) and (21)

$$E S_k^n = \frac{S(n + k, k)}{\binom{n + k}{n}}.$$

The proof is complete.

Corollary 4.2 was already obtained by Todorov [5, Eq. (3)] using different techniques (see also Srivastava and Todorov [6]). A different representation for the Bernoulli numbers in terms of the Stirling numbers of the second kind has been provided by Guo and Qi [7, Theorem 3.1]. For $t \in \mathbb{N}$, a similar formula to that in Corollary 4.2 has been obtained by Kim et al. [21] using umbral calculus techniques. For generalized Apostol-Bernoulli polynomials of integer order, we refer the reader to Luo and Srivastava [22].

Let $t \in \mathbb{R}$ and $0 \leq \beta \leq 1$. We consider the generalized Apostol-Euler polynomials $E(t, \beta; x)$ of real order $t$ defined via its generating function as

$$G(E(t, \beta; x), z) = \frac{e^{xz}}{(1 + \beta (e^z - 1))^t}. \quad (27)$$

The Apostol-Euler polynomials and the classical Euler polynomials are defined, respectively, as

$$E(\beta; x) = E(1, \beta; x), \quad E(x) = E(1/2; x).$$

Up to a constant factor, the polynomials $E(t, \beta; x)$ were introduced by Luo [8] and subsequently investigated by many authors (see, for instance, Wang et al. [23], Luo [24], and Tremblay et al. [25], among others).
Let $X(\beta)$ be a random variable having the Bernoulli law
\[ P(X(\beta) = 1) = 1 - P(X(\beta) = 0) = \beta. \] (28)
Using (28), we rewrite (27) as
\[ G(E(t, \beta; x), z) = \frac{e^{xz}}{(Ee^{zX(\beta)})^t}, \] (29)
thus showing that $E(t, \beta; x) \in \mathcal{E}_t(X(\beta))$.

**Corollary 4.3.** Let $t \in \mathbb{R}$ and $0 \leq \beta \leq 1$. Then,
\[ E_n(t, \beta; 0) = \sum_{m=0}^{n} \binom{-t}{m} \beta^m m! S(n, m). \]

**Proof.** Since
\[ Ee^{zX(\beta)} - 1 = \beta(e^z - 1), \]
formula (18) immediately yields
\[ S_{X(\beta)}(n, m) = \beta^m S(n, m), \quad n, m \in \mathbb{N}_0, \quad m \leq n. \]
Thus, the result follows from the first equality in (9). \qed

When $t$ is a positive integer, Corollary 4.3 has also been shown by Kim et al. [21] by using umbral calculus. A similar, but more involved formula than that in Corollary 4.3 was obtained by Luo [8].

Let $t \in \mathbb{R}$ and $0 \leq \beta \leq 1$. Assume that $Y$ is a random variable uniformly distributed on $[0, 1]$ and independent of $X(\beta)$, as defined in (28). Observe that
\[ Ee^{zX(\beta)Y} = \beta Ee^{zY} + 1 - \beta = \beta \frac{e^z - 1}{z} + 1 - \beta. \] (30)
We finally consider the polynomials $B^*(t, \beta; x)$ defined by means of the generating function
\[ G(B^*(t, \beta; x), z) = \frac{e^{xz}}{(Ee^{zX(\beta)Y})^t} = \left( \frac{z}{\beta(e^z - 1) + (1 - \beta)z} \right)^t e^{xz}. \] (31)
Note that $B^*(t, \beta; x) \in \mathcal{E}_t(X(\beta)Y)$ and that $B^*(t, 1; x) = B(t, x)$. As far as we know, the polynomials $B^*(t, \beta; x)$ are introduced here for the first time. For such polynomials, we give the following explicit expression.
Corollary 4.4. Let $t \in \mathbb{R}$ and $0 \leq \beta \leq 1$. Then,

$$B^*(t, \beta; 0) = \sum_{m=0}^{n} \binom{m}{m} \beta^m \sum_{k=0}^{m} \binom{m}{k} (-1)^{m-k} S(n + k, k) \frac{s(n + k, k)}{(n + k, k)}.$$ 

Proof. As follows from (30), we have

$$E \left( e^{zX(\beta)Y} - 1 \right) = \beta E \left( e^{zY} - 1 \right).$$

Thus, formula (18) gives us

$$S_{X(\beta)Y}(n, m) = \beta^m S_Y(n, m), \quad n, m \in \mathbb{N}_0, \quad m \leq n. \quad (32)$$

On the other hand, since $Y$ is uniformly distributed on $[0, 1]$, we have from (17) and (21)

$$m! S_Y(n, m) = \sum_{k=0}^{m} \binom{m}{k} (-1)^{m-k} E S_k^n = \sum_{k=0}^{m} \binom{m}{k} (-1)^{m-k} S(n + k, k) \frac{s(n + k, k)}{(n + k, k)} \quad (33)$$

Therefore, the conclusion follows from (32), (33), and the first equality in (9). \qed
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