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1. Introduction

Embedded contact homology (ECH) is useful for obtaining obstructions of symplectic embeddings of four dimensional toric domains with contact type boundary. When considering embeddings of poydisks into balls and ellipsoids, ECH capacities do not tend to give very good obstructions. Hutchings introduced a combinatorial criterion using embedded contact homology in a more refined way than ECH capacities [14], which has led to considerable progress in understanding the problem of symplectically embedding one convex toric domain into another. This criterion is stated in terms of convex generators, which are integral paths in the plane whose vertices are lattice points with additional restrictions on the edges. Hutchings showed that the boundary of any convex toric domain can be perturbed so that the generators of the ECH chain complex correspond to convex generators (for an induced contact form and up to large symplectic action). The generators of ECH are multisets of closed periodic orbits of the Reeb vector field associated to the contact form.

By studying the combinatorial data more closely, in Sect. 2 we are able to obtain new sharp obstructions to symplectic embeddings of four-dimensional polydisks \( P(a, 1) \) into four-dimensional ellipsoids \( E(bc, c) \) when \( 1 \leq a < 2 \) and \( b \) is a half-integer \( p/2 \). When \( 1 \leq a \leq 2 - \varepsilon \) and \( p > O(\varepsilon^{-1}) \) we demonstrate that \( P(a, 1) \) symplectically embeds into \( E(bc, c) \) if and only if \( a + b \leq bc \). Our results show that inclusion is optimal and extend the result by Hutchings when \( b \) is an integer [14, Thm. 1.5].

In Sect. 3 we elucidate the combinatorial subtleties of natural classes of minimal convex generators associated to ellipsoids in applying the Hutchings criterion. We classify all minimal convex generators associated to an ellipsoid, providing a converse to [14, Lem. 2.1(a)], and demonstrate the limitations of the simplest, and often most natural, class of convex generators used in the Hutchings criterion to provide obstructions to symplectic embeddings. We provide further computations of the combinatorial ECH index associated to minimal convex generators, which may provide a future means of obtaining ECH based obstructions to symplectic embeddings.

1.1. Embeddings of four-dimensional polydisks into ellipsoids

In this paper we investigate the question of when one convex toric symplectic four-manifold can be symplectically embedded into another. In particular, we demonstrate that inclusion is optimal for symplectic embeddings of four-dimensional polydisks \( P(a, 1) \) into ellipsoids \( E(bc, c) \) when \( 1 \leq a < 2 - \varepsilon \) and \( b \) is a half-integer \( p/2 \) such that \( p > O(\varepsilon^{-1}) \).

Four dimensional toric domains are defined as follows:

**Definition 1.1.** Let \( \Omega \) be a domain in the first quadrant of the plane \( \mathbb{R}^2 \). The toric domain \( X_\Omega \) associated to \( \Omega \) is defined to be

\[
X_\Omega = \left\{ (z_1, z_2) \in \mathbb{C}^2 \mid (\pi |z_1|^2, \pi |z_2|^2) \in \Omega \right\},
\]

with the restriction of the standard symplectic form on \( \mathbb{C}^2 \), namely

\[
\omega = \sum_{i=1}^{2} dx_i \wedge dy_i.
\]
When the symplectic form is understood we drop it from our notation.

In addition, if
\[ \Omega = \{(x, y) \mid 0 \leq x \leq A, 0 \leq y \leq f(x)\}, \]
where \( f : [0, A] \to [0, \infty) \) is a nonincreasing function, then we say \( X_\Omega \) (and \( \Omega \)) is convex if \( f \) is concave, and \( X_\Omega \) (and \( \Omega \)) is concave if \( f \) is convex with \( f(A) = 0 \).

**Example 1.2.** If \( \Omega \) is the triangle with vertices \((0,0), (a,0), \) and \((0,b)\), then \( X_\Omega \) is the ellipsoid
\[ E(a, b) = \left\{ (z_1, z_2) \in \mathbb{C}^2 \mid \frac{\pi |z_1|^2}{a} + \frac{\pi |z_2|^2}{b} \leq 1 \right\}. \]
Note that when \( a = b \), we obtain the closed four-ball \( B(a) = E(a,a) \). An ellipsoid is both a convex and a concave toric domain. If \( \Omega \) is the rectangle with vertices \((0,0), (a,0), (0,b), \) and \((a,b)\), then \( X_\Omega \) is the polydisk
\[ P(a, b) = \{(z_1, z_2) \in \mathbb{C}^2 \mid \pi |z_1|^2 \leq a, \pi |z_2|^2 \leq b\}, \]
which is a convex toric domain with \( f(x) \equiv b \) on the interval \([0,a]\).

In dimension four, substantial progress has been made on understanding the nature of symplectic embeddings between symplectic four-manifolds with contact type boundary by way of embedded contact homology (ECH). Hutchings used ECH to define the ECH capacities of any symplectic four-manifold in [12]. The ECH capacities of \((X, \omega)\) are a sequence of real numbers \( c_k \) with
\[ 0 = c_0(X, \omega) < c_1(X, \omega) \leq c_2(X, \omega) \leq \cdots \leq \infty, \]
such that if \((X, \omega)\) symplectically embeds into \((X', \omega')\) then
\[ c_k(X, \omega) \leq c_k(X', \omega') \quad \text{for all} \ k. \quad (1) \]
Choi, Cristofaro-Gardiner, Frenkel, Hutchings, and Ramos [2] computed ECH capacities of all concave toric domains, yielding sharp obstructions to certain symplectic embeddings involving concave toric domains. Cristofaro-Gardiner [4] proved that the ECH capacities give sharp obstructions to all symplectic embeddings of concave toric domains into convex toric domains, generalizing the results of McDuff [15, 16] and Frenkel-Müller [7].

**Remark 1.3.** When studying symplectic embeddings of convex toric domains, such as polydisks, however, ECH capacities do not always yield sharp obstructions. For instance, while ECH capacities imply that if the polydisk \( P(2,1) \) symplectically embeds into \( B(c) \) then \( c \geq 2 \) [12], Hind and Lisi [8] were able to improve the bound on \( c \) to 3. This bound on \( c \) is optimal, in the sense that 2 is the largest value of \( a \) such that \( P(a,1) \) symplectically embeds into \( B(c) \) if and only if \( a \geq c = a + 1 \). A more detailed comparison between the results of this paper and the obstructions from ECH capacities are given in Sect. 1.2.
The method of symplectic folding is used to construct countless examples of nontrivial embeddings \( X_1 \hookrightarrow X_2 \), including many cases of the form \( X_1 = P(a, b) \). The following remark elucidates that long polydiscs \( (a > 2) \) fold nicely, and in a sense, the longer the polydisc, the better it folds. The results in this paper prohibit the possibility of embedding short polydiscs \( (a < 2) \) into ellipsoids, and hence address embedding questions disjoint from those answered by symplectic folding.

**Remark 1.4.** If \( a > 2 \), then folding \( P(a, 1) \) once provides a symplectic embedding into the ball \( B(2 + a/2 + \varepsilon) \) ([17, §4.3.2]). Multiple symplectic foldings may be used to produce better embeddings into balls when \( a > 6 \); a multiple folding of \( P(7, 1) \) provides an embedding into \( B(21/4 + \varepsilon) \) ([17, Prop. 4.10]), which is stronger than the embedding into \( B(11/2 + \varepsilon) \), provided by folding \( P(7, 1) \) only once. Conversely, if \( 1 \leq a \leq 2 \), multiple symplectic foldings can not provide a stronger embedding result than the one provided by the inclusion of \( P(a, 1) \) into \( B(1 + a) \) ([17, §4.3]).

Hutchings [14] subsequently studied the information coming from embedded contact homology in a more refined way to provide a combinatorial means for finding better obstructions to embeddings of convex toric domains. In particular, Hutchings reproved the result of Hind-Lisi and extended it to obstruct symplectic embeddings of other polydisks into balls. Subsequent work by [3], extended the “sharp” range of \( a \) to \( 2 < a \leq \frac{\sqrt{7} - 1}{\sqrt{7} - 2} \).

**Theorem 1.5.** ([14, Thm. 1.3], [3, Thm. 1.4]) Let \( 2 \leq a \leq \frac{\sqrt{7} - 1}{\sqrt{7} - 2} \approx 2.54858 \). If \( P(a, 1) \) symplectically embeds into \( B(c) \) then \( c \geq 2 + a/2 \).

We now turn our attention to when the target is an ellipsoid, rather than a ball. Our first result is the following extension of [14, Thm. 1.5], concerning symplectic embeddings of polydisks \( P(a, 1) \) into the ellipsoid \( E(bc, c) \). Hutchings proved that if \( 1 \leq a \leq 2 \) and \( b \) is a positive integer then \( P(a, 1) \) symplectically embeds into \( E(bc, c) \) if and only if \( a + b \leq bc \). We note that \( a + b \leq bc \) holds precisely when \( P(a, 1) \subset E(bc, c) \subset \mathbb{C}^2 \). We extend this result to allow \( b \) to be a half integer, under additional mild assumptions, as follows:

**Theorem 1.6.** Let \( d_0 \geq 3 \) be a prime number. Let \( 1 \leq a \leq (2d_0 - 1)/d_0 \), \( c > 0 \) and \( b = p/2 \) for some odd integer \( p \geq 4d_0 + 1 \). Then \( P(a, 1) \) symplectically embeds into \( E(bc, c) \) if and only if \( a + b \leq bc \).

**Remark 1.7.** Our hypothesis imposes restrictions on the values of \( a \) that relate to the restriction on \( b = p/2 \). As \( p \) increases, Theorem 1.6 works for larger \( a \) values, approaching \( a = 2 \). When taking \( d_0 = 3 \), the result is for \( 1 \leq a \leq 5/3 \) and odd integers \( p \geq 13 \).

For smaller values of \( p \), we are able to extract refined information from the combinatorics driving the proof of Theorem 1.6. We obtain:

**Theorem 1.8.** Let \( 1 \leq a \leq 4/3 \), \( c > 0 \) and \( b = p/2 \) for some odd integer \( p > 2 \). Then \( P(a, 1) \) symplectically embeds into \( E(bc, c) \) if and only if \( a + b \leq bc \).
**Theorem 1.9.** Let $1 \leq a \leq 3/2$, $c > 0$ and $b = p/2$ for some odd integer $p \geq 7$. Then $P(a, 1)$ symplectically embeds into $E(bc, c)$ if and only if $a + b \leq bc$.

**Remark 1.10.** Theorem 1.6 does not provide any information for embeddings featuring $p < 13$. The following examples demonstrate some of the different ground covered between Theorems 1.6, 1.8, and 1.9:

- Given a symplectic embedding $P(4/3, 1) \hookrightarrow E(3c/2, c)$, Theorem 1.8 guarantees that $c \geq 17/9$ whereas Theorems 1.6 and 1.9 provide no restriction on $c$.
- Given a symplectic embedding $P(3/2, 1) \hookrightarrow E(7c/2, c)$, Theorem 1.9 guarantees that $c \geq 10/7$ whereas Theorems 1.6 and 1.8 provide no restriction on $c$.
- Given a symplectic embedding $P(5/3, 1) \hookrightarrow E(13c/2, c)$, Theorem 1.6 guarantees that $c \geq 49/13$ whereas Theorems 1.8 and 1.9 provide no restriction on $c$.

We note that the application of Theorem 1.6 to a choice of $p \geq 13$ provides a stronger statement of the application of either of Theorems 1.8 or 1.9 to the same odd integer $p$.

**Remark 1.11.** For larger $a$ values (but restricted $c$ values), Hind-Zhang have proven an analogous result [9, Thm. 1.6(2)] of embeddings of polydisks into half integer ellipsoids; namely for $a \geq 2$, $b \in \mathbb{N} \geq 2$, and $1 \leq c \leq 2$, there is a symplectic embedding of $P(a, 1)$ into $E(bc, c)$ if and only if $a + b \leq bc$. Hind-Zhang’s upper bound on $c$ is necessary to exclude folding and their sharp obstruction is obtained via the (reduced) shape invariant, which encodes the possible area classes of embedded Lagrangian tori in star-shaped domains of $\mathbb{C}^2$.

**Remark 1.12.** There does not seem to be reason to expect that the conclusions of [14, Thm. 1.5] for integral ellipsoids and our extension to half integer ellipsoids, Theorem 1.6, would fail to hold for general ellipsoids. However, at present it is unclear how to utilize the Huchings criterion to obtain the expected obstructions. In Sect. 3.3, we provide further insight on the combinatorial subtleties encountered when trying to generalize the methods of our proof for arbitrary positive rational $b = p/q$, where $p, q$ are relatively prime integers, and $1 \leq a < 2$; see also Remark 1.37.

Before reviewing Huchings’ combinatorial criterion, which is used to prove our main results, we provide a comparison with obstructions from ECH capacities.

### 1.2. Comparison with obstructions from ECH capacities

We present several examples of the gap between the obstructions to polydisk embeddings from ECH capacities and the stronger obstructions from [14, Thm. 1.3], Theorems 1.8 and 1.9; see also Remark 1.3. We would like to thank the anonymous referee for suggesting the methods used in Examples 1.18 and 1.19.

The ECH capacities of a toric domain $X$ (with the standard symplectic form) are an increasing sequence of numbers derived from the ECH chain
complex of $\partial X$ (with the standard contact form). As noted earlier in (1), if $X$ symplectically embeds into $X'$, then each ECH capacity of $X$ is bounded from above by the corresponding ECH capacity of $X'$ (this is a version of [12, Thm. 1.1] for embeddings between possibly closed manifolds). Generalizing the work of McDuff [15], Cristofaro-Gardiner proved that in some cases (1) actually implies symplectic embedding:

**Theorem 1.13.** ([4, Thm. 1.2]) If $(X, \omega)$ is a concave toric domain and $(X', \omega')$ is a convex toric domain, there is a symplectic embedding $\text{int}(X) \hookrightarrow \text{int}(X')$ if and only if

$$c_k(\text{int}(X)) \leq c_k(\text{int}(X'))$$

for all $k$.

**Remark 1.14.** Theorem 1.13 concerns embeddings of only the interiors of toric domains, while the results in [14] and our results refer to embeddings of the entire domain, boundary included. This is because in our setting, the embeddings which do exist are simply inclusion, while many of the embeddings covered by Theorem 1.13 are more exotic. Note also that $c_k(\text{int}(X)) = c_k(X)$ for toric domains by the definition of the ECH capacities of a non-closed region: [12, Def. 4.9].

Theorem 1.13 underlies much of the recent work on the role of ECH in symplectic embeddings, including but not limited to [1, 5]. However, the embeddings we obstruct in this paper are of the form

$$P(a, 1) \hookrightarrow E(bc, c)$$

for various ranges of $a, b,$ and $c$, and therefore Theorem 1.13 does not apply. In this case, an obstruction to an embedding is a lower bound on $c$ in terms of $a$ and $b$. We will show several examples in which the lower bound on $c$ obtained via [14, Thm. 1.3], Theorems 1.8 and 1.9 is larger than any lower bound, which is possible to obtain via ECH capacities.

First, we explain how to obtain a lower bound on $c$ from ECH capacities, which is a special case of a more general fact: see [5, (2.9)] and [12, (2.5)].

**Lemma 1.15.** If $P(a, 1)$ symplectically embeds into $E(bc, c)$, then

$$c \geq \sup_k \frac{c_k(P(a, 1))}{c_k(E(b, 1))}.$$ 

**Proof.** If $P(a, 1)$ symplectically embeds into $E(bc, c)$, then $c_k(P(a, 1)) \leq c_k(E(bc, c))$ for all $k$.

**Claim:** $c_k(E(bc, c)) = c \cdot c_k(E(b, 1))$.

Assuming the claim, we then know

$$c_k(P(a, 1)) \leq c \cdot c_k(E(b, 1)) \forall k,$$

which implies our conclusion $c \geq \sup_k \frac{c_k(P(a, 1))}{c_k(E(b, 1))}$, by dividing both sides by $c_k(E(b, 1))$ and taking the supremum over $k$.

---

1Note that the terminology “convex” in [4] is slightly broader than ours.
Proof of claim: it suffices to show that the Reeb orbits on \( \partial E(bc, c) \) are in 1-1 correspondence with the Reeb orbits on \( \partial E(b, 1) \) and that this correspondence divides Reeb orbit length by \( c \). Using the standard contact form \( \lambda = \frac{1}{2} \sum_{i=1}^{2} r_i^2 d\theta_i \) in polar coordinates on \( \mathbb{C}^2 \), it is straightforward to compute that the Reeb vector field\(^2\) on \( \partial E(bc, c) \) is
\[
\frac{2\pi}{bc} \frac{\partial}{\partial \theta_1} + \frac{2\pi}{c} \frac{\partial}{\partial \theta_2} = \frac{1}{c} \left( \frac{2\pi}{b} \frac{\partial}{\partial \theta_1} + 2\pi \frac{\partial}{\partial \theta_2} \right),
\]
while the Reeb vector field on \( \partial E(b, 1) \) is
\[
\frac{2\pi}{b} \frac{\partial}{\partial \theta_1} + 2\pi \frac{\partial}{\partial \theta_2}.
\]
Therefore on each torus of constant \((r_1, r_2)\) the Reeb vector fields on \( \partial E(bc, c) \) and \( \partial E(b, 1) \) sweep out the same distribution, while the Reeb flow on \( \partial E(bc, c) \) takes \( c \) times longer to close up. Finally, it remains to show that the tori of constant \((r_1, r_2)\) of each ellipsoid are in 1-1 correspondence. We do this by identifying the torus in \( \partial E(bc, c) \) above \((r_1, r_2) \in \mathbb{R}^2 \) with the torus in \( \partial E(bc, c) \) above \((cr_1, cr_2) \in \mathbb{R}^2 \).

Note that our claim in the proof of Lemma 1.15 is an elementary case of the conformity property of ECH capacities, \([13, \text{Thm. 1.3}]\), highlighting the direct correspondence of Reeb orbits in this case (and avoiding the more abstract machinery necessary to prove conformity in general).

In Examples 1.18–1.21 we discuss three cases where the lower bound on \( c \) from (1.15) is smaller than the lower bound \( c \geq a/b + 1 \) from \([14, \text{Thm. 1.3}]\), Theorems 1.8 and 1.9. Before discussing the first example, we introduce some results and terminology, which allows us to compute ECH capacities and thus analyze the supremum in Lemma 1.15.

First we have the formula for capacities of disjoint unions.

**Proposition 1.16.** (\([12, \text{Prop. 1.5}]\)) If \( X_0 \) and \( X_1 \) are toric domains, then
\[
c_k \left( X_0 \coprod X_1 \right) = \max_{i+j=k} c_i(X_0) + c_j(X_1).
\]

In Example 1.18 we will compute of the ECH capacities of a convex toric domain from its “negative weight expansion,” a method due to Cristofaro-Gardiner and Choi. The **negative weight expansion** (defined in \([4, \S 2.2]\)) of a convex toric domain \( X_\Omega \) is the sequence \((b; b_1, b_2, \ldots)\) obtained inductively as follows. Define a “\( b \)-triangle” to be any triangle affine equivalent (e.g. up to \( GL(2, \mathbb{Z}) \) transformations and translations) to the triangle with vertices \((0, 0), (b, 0), \) and \((0, b)\). The first entry \( b \) in the negative weight expansion of \( \Omega \) is the smallest \( b \) so that \( \Omega \) fits inside a \( b \)-triangle. If \( \Omega \) is itself a \( b \)-triangle, then we are done. If not, the second entry \( b_1 \) is the largest number so that a \( b_1 \)-triangle fits inside the complement of \( \Omega \) in the \( b \)-triangle and sharing a corner with the \( b \)-triangle. If \( \Omega \) and this \( b_1 \)-triangle fully fill the \( b \)-triangle, then we are done; else proceed inductively.

\(^2\)Given a cooriented contact manifold \((M, \ker \lambda)\), the Reeb vector field \( R \) is uniquely determined by the equations \( \lambda(R) = 1 \) and \( d\lambda(R, \cdot) = 0 \).
We can now compute the ECH capacities of convex toric domains, such as polydisks and ellipsoids:

**Theorem 1.17.** ([4, Thm. A.1]) Let $X_\Omega$ be a convex toric domain with negative weight expansion $(b; b_1, b_2)$. Then

\[
    c_k(X_\Omega) = \inf_{\ell \geq 0} c_{k+\ell}(B(b)) - c_\ell \left( B(b_1) \bigsqcup B(b_2) \right).
\]

**Example 1.18.** This example concerns the embedding $P(3/2, 1) \hookrightarrow E(7/2, 7/4)$, which is the $a = \frac{3}{2}, b = 2$ case of [14, Thm. 1.5]. The conclusion is that $P(3/2, 1)$ cannot symplectically embed into $E(2c, c)$ for any $c < 7/4$. It is not possible to obstruct such embeddings using ECH capacities alone. We show that

\[
    \sup_k \frac{c_k(P(3/2, 1))}{c_k(E(2, 1))} = \frac{5}{4},
\]

which is realized by the ratio of the third ECH capacities:

\[
    \frac{c_3(P(3/2, 1))}{c_3(E(2, 1))} = \frac{5/2}{2} = \frac{5}{4}.
\]

By reversing the proof of Lemma (1.15), what we need to show is that

\[
    \sup_k \frac{c_k(P(3/2, 1))}{c_k(E(2, 1))} \leq \frac{5}{4} \Leftrightarrow c_k(P(6/5, 4/5)) \leq c_k(E(2, 1)) \forall k \Leftrightarrow \]

\[
    c_k(P(6/5, 4/5)) \leq c_k(E(2, 1)) \forall k,
\]

by scaling both $|z_i|^2$ coordinates by $\frac{4}{5}$. We perform this scaling so that the negative weight expansions both have $b = 2$. That the negative weight expansion of $P(6/5, 4/5)$ is $(2; 6/5, 4/5)$ is immediate. To compute the negative weight expansion of $E(2, 1)$, note that it must have $b = 2$, leaving an obvious 1-triangle in the complement of $\Omega$ with corners at $(0, 1), (1, 1),$ and $(0, 2)$, and another triangle with corners $(1, 1), (0, 1),$ and $(2, 0)$. After translating by $(-2, 0)$, the shear transformation $\begin{pmatrix} 1 & 2 \\ -1 & -1 \end{pmatrix}$ turns the second triangle into another standard 1-triangle. Therefore the negative weight expansion of $E(2, 1)$ is $(2; 1, 1)$.

Using Theorem 1.17, our goal is now to show that for all $k$,

\[
    \inf_{\ell \geq 0} c_{k+\ell}(B(2)) - c_\ell \left( B \left( \frac{6}{5} \right) \bigsqcup B \left( \frac{4}{5} \right) \right) \leq \inf_{\ell \geq 0} c_{k+\ell}(B(2)) - c_\ell \left( B(1) \bigsqcup B(1) \right),
\]

which, because the $b$ terms in the negative weight expansions of $P(6/5, 4/5)$ and $E(2, 1)$ are equal, follows from showing that for all $\ell$,

\[
    c_\ell \left( B \left( \frac{6}{5} \right) \bigsqcup B \left( \frac{4}{5} \right) \right) \geq c_\ell \left( B(1) \bigsqcup B(1) \right)
\]

\[
    \max_{i+j=\ell} c_i \left( B \left( \frac{6}{5} \right) \right) + c_j \left( B \left( \frac{4}{5} \right) \right) \geq \max_{m+n=\ell} c_m(B(1)) + c_n(B(1)). \tag{2}
\]

---

3Here we used the ECH capacities of a ball ([12, Cor. 1.3]) and Thm. 1.17 to obtain this computation.
By the fact that $c_k(B(a)) = ac_k(B(1))$ by [12, Cor. 1.3], our goal (2) would follow if for all $m, n$ with $m + n = \ell$, we could identify some $i, j$ with $i + j = \ell$ for which
\[
\frac{6}{5}c_i(B(1)) + \frac{4}{5}c_j(B(1)) \geq c_m(B(1)) + c_n(B(1)).
\]
If $m \geq n$ then $i = m, j = n$ is such a pair; if $m < n$ then set $i = n, j = m$.

Example 1.19. This example concerns the embedding $P(1, 1) \hookrightarrow E(5/2, 5/3)$. Theorem 1.8 with $a = 1$ and $b = \frac{3}{2}$ proves that if $P(1, 1)$ symplectically embeds into $E(3c/2, c)$ then $c \geq \frac{5}{3}$. We claim that the best lower bound, which is possible to obtain from the ratio of ECH capacities is $c \geq \frac{4}{3}$, is the ratio of the second ECH capacities of $P(a, 1)$ and $E(b, 1)$:
\[
\frac{c_2(P(1, 1))}{c_2(E(\frac{3}{2}, 1))} = \frac{2}{3/2} = \frac{4}{3}.
\]
First, note that $P(1, 1)$ has the same ECH capacities as $E(2, 1)$, because they have the same negative weight expansion $(2; 1, 1)$. Next, notice that $E(2, 1) \subset \frac{4}{3}E(3/2, 1) = E(2, 4/3)$. Therefore, there can be no larger lower bound on $c$ derived from the ECH capacities of $P(1, 1)$, because we would then obtain an obstruction via the equal ECH capacities of $E(2, 1)$ to the embedding $E(2, 1) \hookrightarrow E(2, 4/3)$.

For our final example, we invoke a simplified version of the Weyl law for ECH capacities, which relates their asymptotic behavior to the volume of $X$ computed with $\frac{1}{2} \omega \wedge \omega$.

Theorem 1.20. ([6, Thm. 1.1]) For toric domains $X$,
\[
\lim_k \frac{c_k(X)^2}{k} = 4 \text{vol}(X).
\]

In the case of toric domains, vol($X_\Omega$) is proportional to the area of $\Omega$. This means we expect the obstructions to embeddings of $X_\Omega$ from ECH capacities to get worse as $k$ gets large, since they limit to $k$ times the area of $\Omega$ and do not take its shape into account. One can think of this as a long-term tendency towards the phenomenon we saw in Example 1.19, where the ECH capacities of $P(1, 1)$ and $E(2, 1)$ (whose domains $\Omega$ in $\mathbb{R}^2$ are both of area one) were equal for all $k$.

Example 1.21. We consider here the embedding $P(3/2, 1) \hookrightarrow E(5, 10/7)$. Theorem 1.9 with $a = 3/2, b = 7/2$ proves that if $P(3/2, 1)$ symplectically embeds into $E(7c/2, c)$ then $c \geq 10/7$. We expect that ECH capacities only provide the lower bound $c \geq 1$, which is achieved by the ratio of the first ECH capacities:
\[
\frac{c_1(P(\frac{3}{2}, 1))}{c_1(E(\frac{7}{2}, 1))} = \frac{1}{1} = 1.
\]
To obtain the lower bound $c \geq 1$, we computed the maximum of the ratios of the first 25,000 ECH capacities of the polydisk $P(3/2, 1)$ and ellipsoid
E(7/2, 1), using the computer program Mathematica. Our methods are analogous to those of [1, §5], adapted for the polydisk. It is highly likely that we have in fact found the supremum, because by Theorem 1.20,

\[
\lim_{k \to \infty} \frac{c_k(X)}{c_k(Y)} = \sqrt{\frac{\text{vol}(X)}{\text{vol}(Y)}},
\]

and therefore it’s unlikely that a sequence limiting to

\[
\sqrt{\text{vol}(P(3/2, 1))/\text{vol}(E(7/2, 1))} = \sqrt{6/7} \approx 0.85714
\]

with its first 25,000 terms less than or equal to 1 will include terms as large as 10/7 ≈ 1.42857. It may be possible to use the methods of Example 1.18 or results of [18] to prove this, but we will not attempt to do so here.

1.3. Review of convex generators and the Hutchings criterion

We now review the principal combinatorial objects involved in stating the Hutchings criterion [14, Thm. 1.19], which is necessary for one convex toric domain to be symplectically embedded into another convex toric domain. In Sect. 2, we will use this apparatus to prove Theorems 1.6, 1.8, and 1.9.

**Definition 1.22.** A *convex path* (in the first quadrant) is a path Λ in the plane such that:

- The endpoints of Λ are (0, y(Λ)) and (x(Λ), 0) where x(Λ) and y(Λ) are non-negative real numbers.
- Λ is the graph of a piecewise linear concave function \( f : [0, x(Λ)] \to [0, y(Λ)] \) with \( f'(0) \leq 0 \), possibly together with a vertical line segment at the right.

The *vertices* of Λ are the points at which its slope changes, including its endpoints. Its *edges* are the line segments between vertices. Λ is called a *convex integral path* if, in addition,

- \( x(Λ) \) and \( y(Λ) \) are integers.
- The vertices of Λ are lattice points.

**Definition 1.23.** A *convex generator* is a convex integral path Λ such that:

- Each edge of Λ is labeled ‘e’ or ‘h’.
- Horizontal and vertical edges can only be labeled ‘e’.

**Remark 1.24.** In our proofs we will use the following notation for convex generators. If \( a \) and \( b \) are relatively prime nonnegative integers, and if \( m \) is a positive integer, then:

- We use \( e_{a,b}^m \) to denote an edge whose displacement vector is \( (ma, -mb) \), labeled “e”;
- We use \( h_{a,b} \) to denote an edge with displacement vector \( (a, -b) \), labeled “h”;
- Finally, if \( m > 1 \) then \( e_{a,b}^{m-1} h_{a,b} \) denotes an edge with displacement vector \( (ma, -mb) \), labeled “h”.

A convex generator can thus be represented by a commutative formal product of the symbols $e_{a,b}$ and $h_{a,b}$, where no factor $h_{a,b}$ may be repeated, and the symbols $h_{1,0}$ and $h_{0,1}$ may not be used.

**Definition 1.25.** Let $\Lambda_1$ and $\Lambda_2$ be convex generators. We say that they “have no elliptic orbit in common” if the formal products corresponding to $\Lambda_1$ and $\Lambda_2$ share no common factor $e_{a,b}$. Similarly, we say that $\Lambda_1$ and $\Lambda_2$ “have no hyperbolic orbit in common” if the formal products representing $\Lambda_1$ and $\Lambda_2$ share no common factor $h_{a,b}$. If $\Lambda_1$ and $\Lambda_2$ have no hyperbolic orbit in common, we define their “product” $\Lambda_1 \Lambda_2$ by concatenating the formal products corresponding to $\Lambda_1$ and $\Lambda_2$. This product operation is associative.

**Definition 1.26.** The quantity $m(\Lambda)$ is the total multiplicity of all the edges of $\Lambda$, i.e. the total exponent of all factors of $e_{a,b}$ and $h_{a,b}$ in the formal product for $\Lambda$. Note that $m(\Lambda)$ is equal to one less than the number of lattice points on the path $\Lambda$.

Remarkably, as explained in [14, §6], the boundary of any convex toric domain can be perturbed so that for its induced contact form, and up to large symplectic action, the ECH generators correspond to these convex generators. As a result, the ECH index may be computed combinatorially in terms of lattice point enumeration.

**Definition 1.27.** If $\Lambda$ is a convex generator, then its ECH index is defined to be

$$I(\Lambda) = 2(L(\Lambda) - 1) - h(\Lambda),$$

where $L(\Lambda)$ denotes the number of lattice points interior to and on the boundary of the region enclosed by $\Lambda$ and the $x,y$-axes, and $h(\Lambda)$ denotes the number of edges of $\Lambda$ that are labeled “$h$”.

Section 2.1 provides computations of the ECH index of several convex generators of interest in symplectic embedding problems. Section 2.2 provides relations the ECH index must satisfy for a convex generator with fixed endpoints. These results, in combination with additional bounds coming from action and $J$-holomorphic curve genus, enable us to prove our main results.

**Definition 1.28.** If $\Lambda$ is a convex generator and $X_\Omega$ is a convex toric domain, define the symplectic action of $\Lambda$ with respect to $X_\Omega$ by

$$A_{X_\Omega}(\Lambda) = \sum_{\nu \in \text{Edges}(\Lambda)} \tilde{\nu} \times p_{\Omega,\nu}.$$  

Here, for any edge $\nu$ of $\Lambda$, $\tilde{\nu}$ denotes the displacement vector of $\nu$, and $p_{\Omega,\nu}$ denotes any point on the line $\ell$ parallel to $\tilde{\nu}$ and tangent to $\partial \Omega$. Tangency means that $\ell$ touches $\partial \Omega$ and that $\Omega$ lies entirely in one closed half plane bounded by $\ell$. Moreover, ‘$\times$’ denotes the the determinant of the matrix whose columns are given by the two vectors.

Next, we compute the symplectic action of our favorite toric domains.
Example 1.29. If $X_\Omega$ is the polydisk $P(a, b)$, then
$$A_{P(a,b)}(\Lambda) = bx(\Lambda) + ay(\Lambda).$$
If $X_\Omega$ is the ellipsoid $E(a, b)$, then
$$A_{E(a,b)}(\Lambda) = c,$$
where the line $bx + ay = c$ is tangent to $\Lambda$.

The following definition is essential for combinatorially computing ECH capacities:

Definition 1.30. If $X_\Omega$ is a convex toric domain, then a convex generator $\Lambda$ with $I(\Lambda) = 2k$ is said to be minimal for $X_\Omega$ if:

- All edges of $\Lambda$ are labeled “$e$”.
- $\Lambda$ uniquely minimizes $A_\Omega$ among convex generators with $I = 2k$ and all edges labeled “$e$”.

The symplectic action of minimal generators is related to ECH capacities as follows.

Remark 1.31. If $I(\Lambda) = 2k$ and $\Lambda$ is minimal for $X_\Omega$, then $A_\Omega(\Lambda) = c_k(X_\Omega)$, by [14, Prop. 5.6].

In Sect. 3.4 we prove a converse to [14, Lem. 2.1(a)], enabling the following characterization of minimal generators associated to an ellipsoid $E(bc, c)$.

We define a convex integral path $\Lambda$ to be maximal under a convex path $\Gamma$ in $\mathbb{R}^2$ if $\Lambda$ exactly encloses all lattice points in the first quadrant enclosed by $\Gamma$, including those on $\Gamma$.

Proposition 1.32. Let $b \geq 1$, $c > 0$. Let $\Lambda$ be any purely elliptic convex generator, and $\eta$ the line of slope $-1/b$ tangent to $\Lambda$. Then $\Lambda$ is minimal for the ellipsoid $E(bc, c)$ if and only if $\Lambda$ is maximal under $\eta$.

Remark 1.33. In the special case of $b = 1$, that is, $E(bc, c)$ is the ball $B(c)$, Proposition 1.32 gives an alternative proof of [3, Lem. A.3], which classifies all minimal generators for the ball $B(c)$.

For half integer ellipsoids we can explicitly characterize the minimal generators as follows.

Example 1.34. Let $c > 0$, let $d_0$ be a positive integer, and let $p$ be any positive integer. Then by [14, Lem. 2.1] the convex generator $e_{p,2}^{d_0}$ is minimal for the ellipsoid $E(pc/2, c)$. When $p/2 \geq 1$, then by Proposition 3.13 all minimal convex generators of $E(pc/2, c)$ are of the form $e_{1,0}^k e_{p,2}^{m_1} e_{p,1}^{d} e_{p,2}^{m_2} e_{2,1}^{1}$, where $m_i \in \{0, 1\}$, $d \geq 0$, and $0 \leq k < \frac{p+1}{2}$ if $m_1 = 0$.

Our final definition will be key to understanding when one convex toric domain can be symplectically embedded into another convex toric domain.

Definition 1.35. Let $\Lambda, \Lambda'$ be convex generators such that all edges of $\Lambda'$ are labeled “$e$,” and let $X_{\Omega}, X_{\Omega'}$ be convex toric domains. We write $\Lambda \preceq_{X_{\Omega}, X_{\Omega'}} \Lambda'$ if the following three conditions hold:
(i) Index requirement: \( I(\Lambda) = I(\Lambda') \).
(ii) Action inequality: \( A_\Omega(\Lambda) \leq A_{\Omega'}(\Lambda') \).
(iii) \( J \)-holomorphic curve genus inequality:
\[
x(\Lambda) + y(\Lambda) - \frac{h(\Lambda)}{2} \geq x(\Lambda') + y(\Lambda') + m(\Lambda') - 1.
\]

In particular, if \( X_\Omega \) symplectically embeds into \( X_{\Omega'} \), then the resulting cobordism between their (perturbed) boundaries implies that \( \Lambda \leq X_\Omega, X_{\Omega'} \Lambda' \) is a necessary condition for the existence of an embedded irreducible holomorphic curve with ECH index zero between the ECH generators corresponding to \( \Lambda \) and \( \Lambda' \). The name of the third inequality arises from the fact that every \( J \)-holomorphic curve must have nonnegative genus, see \([14, \text{Prop.} 3.2]\), and proving that a \( J \)-holomorphic curve must exist in cobordisms resulting from embeddings of convex toric domains is ultimately what allowed Hutchings to go “beyond” ECH capacities in his criterion.

In Sect. 2.3, we utilize the \( J \)-holomorphic curve genus inequality with the action inequality to find further restrictions on the endpoints of convex generators, which when used in combination with the ECH index requirement, ultimately allow us to obtain obstructions through Hutchings’ combinatorial criterion.

We now have all the ingredients to state the Hutchings criterion:

**Theorem 1.36.** \([14, \text{Thm.} 1.19]\) Let \( X_\Omega \) and \( X_{\Omega'} \) be convex toric domains. Suppose there exists a symplectic embedding \( X_\Omega \hookrightarrow X_{\Omega'} \). Let \( \Lambda' \) be a convex generator which is minimal for \( X_{\Omega'} \). Then there exists a convex generator \( \Lambda \) with \( I(\Lambda) = I(\Lambda') \), a nonnegative integer \( n \), and product decompositions \( \Lambda = \Lambda_1 \cdots \Lambda_n \) and \( \Lambda' = \Lambda'_1 \cdots \Lambda'_n \), such that

(i) \( \Lambda_i \leq_{\Omega, \Omega'} \Lambda'_i \) for each \( i = 1, \ldots, n \).

(ii) Given \( i, j \in \{1, \ldots, n\} \), if \( \Lambda_i \neq \Lambda_j \) or \( \Lambda'_i \neq \Lambda'_j \), then \( \Lambda_i \) and \( \Lambda_j \) have no elliptic orbit in common.

(iii) If \( S \) is any subset of \( \{1, \ldots, n\} \), then \( I(\prod_{i \in S} \Lambda_i) = I(\prod_{i \in S} \Lambda'_i) \).

In practice, Theorem 1.36 is used in a negative way to provide obstructions to the symplectic embedding in question. The proofs of our main results begin by assuming the existence of a symplectic embedding and checking the Hutchings criterion against minimal generators of the form \( \Lambda' = e_{dp/2}^{d_0} \) (which are minimal for \( E(pc/2, c) \), by Example 1.34). As a result, we obtain a convex generator \( \Lambda \) and the corresponding product decompositions of \( \Lambda \) and \( e_{dp/2}^{d_0} \) into \( n \) factors. We then eliminate all possible factorizations of \( \Lambda \) through the combinatorial conditions that Theorem 1.36 mandates and thus achieve a contradiction. In the process of elimination, we start by restricting possibilities of \( \Lambda \) using the first condition of the Hutchings criterion, which unfolds into the three requirements of Definition 1.35. The remaining possibilities for \( \Lambda \) and their factorizations will then be eliminated using the action inequality (ii) and the \( J \)-holomorphic genus inequality (iii) in Definition 1.35.

**Remark 1.37.** In Sect. 3, we provide abstract examples, Propositions 3.4–3.6, to illustrate the limitations in using the Hutchings criterion when applied to a minimal generator of the form \( e_{dp/2}^{d_0} \) to extend Theorem 1.6.
Propositions 3.4–3.5 provide two abstract examples, relevant to the symplectic embedding problem of $P(a,1)$ into $E(pc/2,c)$ for any $a > (2d_0 - 1)/d_0$ or $p < 4d_0 - 1$. In Proposition 3.6, we generalize the half integer $b$ to $p/q$ for all $q > 3$ and consider the embedding problem of $P(a,1)$ into $E(bc,c)$ when $1 < a \leq (2d_0 - 1)/d_0$. For each of these embedding problems, we show that, when $2a + p - \varepsilon < pc < 2a + p$ is satisfied for some $\varepsilon > 0$, there always exists a convex generator $\Lambda$ with factorizations that satisfy the three conditions of Theorem 1.36, and thus no contradiction of any kind can be achieved when taking $\Lambda' = e_{p,2}^{d_0}$.

Remark 1.38. In Sect. 3.4, we classify minimal convex generators associated to the ellipsoid, as summarized in Proposition 1.32 and Example 1.34. We had hoped we could use the latter generators, which represent more complicated lattice paths, in our application of the Hutchings criterion to extend the range our results in obstructing symplectic embeddings of polydisks into ellipsoids. However, as explained in Remark 3.14, further work is needed in this direction, as the combinatorial methods developed in this paper are inconclusive when applied to these more complex generators.

Remark 1.39. For the rest of this paper, we will use $d_0$ to denote the power of $e_{p,2}^{d_0}$ that we intend to apply the Hutchings criterion to. This is the “top power” to consider. We will use $d \leq d_0$ to denote the powers of factors of $e_{p,2}^{d_0}$. For brevity, we will use the symbol “$\leq$” in place of “$\leq P(a,1), E(bc,c)$” between convex generators when $a, b$ and $c$ are specified without ambiguity. And we will use the symbol “$\hookrightarrow$” to mean “symplectically embeds into.”

2. Embedding polydisks into ellipsoids

The main goal of this section is to prove the nontrivial direction of Theorems 1.6, 1.8, and 1.9. In Sect. 2.1 we provide some formulae for the ECH index of several convex generators. Next, we characterize certain convex generators with fixed endpoints in Sect. 2.2. In Sect. 2.3, we explore the restrictions on the convex generator $\Lambda$ for $P(a,1)$ satisfying $\Lambda \leq P(a,1), E(pc/2,c)$ $e_{p,2}^{d_0}$, which is guaranteed to us by the Hutchings criterion, Theorem 1.36, including the product decompositions of $\Lambda$ and $e_{p,2}^{d_0}$.

We further categorize the product decompositions of $\Lambda$ into three scenarios, dependent on distinct combinatorial features. We call them the “trivial factorization,” the “general factorization,” and the “full factorization” for easy reference:

1. The trivial factorization is the case where $n = 1$. By the first condition of the Hutchings criterion Theorem 1.36, this implies $\Lambda \leq \Lambda' = e_{p,2}^{d_0}$. We will prove the non-existence of such a $\Lambda$ in Sect. 2.4.
2. The general factorization covers the case where $2 \leq n \leq d_0 - 1$. In Sect. 2.5 we prove Proposition 2.8 that eliminates this possibility when combined with the primality of $d_0$.
3. The full factorization is the case where $n = d_0$. In this case, $\Lambda'_i = e_{p,2}$ for each $i \in \{1, \ldots, n\}$. We will show in Sect. 2.6 that this factorization cannot be achieved.
In Sect. 2.7 we appeal to the elimination of these factorizations and the combinatorial restrictions to prove Theorems 1.6, 1.8, and 1.9. The latter two results are not direct corollaries of Theorem 1.6, but rely on similar arguments, which we elucidate.

2.1. ECH index formulae

The following lemma provides a shortcut for computing the ECH index of several convex generators of interest.

Lemma 2.1. Suppose \( k, m, d \) are nonnegative integers with \( d \geq 1 \). Then

(i) \( I(e_{1,0}^k e_0^m) = 2(km + k + m) \),
(ii) \( I(e_{1,0}^k e_0^{m-1}) = 2(km + m) \),
(iii) \( I(e_{k,m}) = km + k + m + \gcd(k, m) \),
(iv) \( I(e_{1,0}^{kd} e_{0,1}^d) = (2k + m)d^2 + (2k + m + 2)d \).
(v) If \( \gcd(p, q) = 1 \) and \( p, q \in \mathbb{N}_{>0} \) then \( I(e_{p,q}^d) = pqd^2 + (p + q + 1)d \).

Proof. Suppose \( k, m, d, p, q \) are as given.

(i) This follows from \( L(e_{1,0}^k e_0^m) = (k + 1)(m + 1) \).
(ii) This follows from \( L(e_{k,1} e_0^{m-1}) = m(k + 1) + 1 \).
(iii) The number of lattice points on the line segment connecting \( (k, 0) \) and \( (0, m) \), including the two endpoints, is precisely \( \gcd(k, m) + 1 \). Thus

\[
L(e_{k,m}) = \frac{L(e_{1,0}^k e_0^m) + \gcd(k, m) + 1}{2}.
\]

Using (i) this gives \( I(e_{k,m}) = km + k + m + \gcd(k, m) \).
(iv) This follows from \( L(e_{1,0}^{kd} e_{0,1}^d) = L(e_{1,0}^{kd} e_{0,1}^d) + L(e_{d,1}^d) - (d + 1) \), as illustrated in Fig. 1b, and using (i) and (iii).
(v) This follows from (iii) by taking \( k = pd \) and \( m = qd \). Figure 1a shows how \( L(e_{p,q}^d) \) can be obtained using the same method as in (iii). In this case, the number of lattice points on the line segment is \( \gcd(pd, qd) + 1 = d + 1 \).

\[
\begin{align*}
\text{(A) The triangle encloses half of the} & \quad \text{lattice points enclosed by the rectangle, plus some on the slanted line segment.} \\
\text{(B) The lattice points enclosed by} & \quad \text{the trapezoid can be obtained by adding up those in the rectangle and the triangle and subtracting the repeated ones on the dotted line.} \\
\end{align*}
\]

Figure 1. Convex generators \( e_{p,q}^d \) and \( e_{1,0}^{kd} e_{m,1}^d \)
2.2. Combinatorics of ECH generators with fixed endpoints

In this section, for a generator $\Lambda$ with fixed $x(\Lambda)$ and $y(\Lambda)$, we provide relations that $I(\Lambda)$ must satisfy. These inequalities will be used to determine our obstructions to symplectic embeddings of polydisks into ellipsoids. The arguments presented below are elementary lattice point counts, which boil down to the convexity requirements as stipulated in Definition 1.22. Recall that the function a convex generator represents is concave and has non-positive slope on each segment.

Lemma 2.2. Let $x_0, y_0$ be positive integers and $\Lambda$ be a convex generator with $x(\Lambda) = x_0$ and $y(\Lambda) = y_0$. Then

(i) $I(\Lambda) \leq I(e^{x_0}_{1,0}e^{y_0}_{0,1})$.

(ii) If, in addition, all edges of $\Lambda$ are labeled ‘$e$’, then $I(\Lambda) \geq I(e_{x_0,y_0})$.

Proof. Let $x_0, y_0$ be positive integers and $\Lambda$ be a convex generator with $x(\Lambda) = x_0$ and $y(\Lambda) = y_0$.

(i) By the Definition 1.22, the graph of $\Lambda$ must be contained in the area enclosed by the graphs of $e_{x_0,y_0}$ and $e^{x_0}_{1,0}e^{y_0}_{0,1}$ (see Fig. 2), thus

$L(e_{x_0,y_0}) \leq L(\Lambda) \leq L(e^{x_0}_{1,0}e^{y_0}_{0,1})$.

It follows that

$I(\Lambda) = 2(L(\Lambda) - 1) - h(\Lambda) \leq 2(L(\Lambda) - 1) \leq 2(L(e^{x_0}_{1,0}e^{y_0}_{0,1}) - 1) = I(e^{x_0}_{1,0}e^{y_0}_{0,1})$.

(ii) If we assume that $\Lambda$ is purely elliptic, i.e. that all edges of $\Lambda$ are labeled ‘$e$’, then $h(\Lambda) = 0$ and we have

$I(e_{x_0,y_0}) = 2(L(e_{x_0,y_0}) - 1) \leq 2(L(\Lambda) - 1) = I(\Lambda)$.

$\square$

Lemma 2.3. Let $x_0, y_0$ be positive integers and $\Lambda$ be a convex generator with $x(\Lambda) = x_0$ and $y(\Lambda) = y_0$. If $\Lambda$ does not contain an $e_{1,0}$ factor, then $I(\Lambda) \leq I(e_{x_0,1}e^{y_0}_{0,1})$.

Figure 2. Convex generators $e_{x_0,y_0}$, $e^{x_0}_{1,0}e^{y_0}_{0,1}$, and $\Lambda$ with $x(\Lambda) = x_0$ and $y(\Lambda) = y_0$.
Let \( x_0, y_0 \) and \( \Lambda \) be as given. Denote \( k \) to be the slope of the first linear segment (that which intersects with the \( y \)-axis) of \( \Lambda \). Since \( \Lambda \) contains no \( e_{1,0} \) factor, \( k \neq 0 \). If \( -\frac{1}{x_0} < k < 0 \), then since each linear segment of \( \Lambda \) must have endpoints with integer coordinates, we must have \( x(\Lambda) > x_0 \), which is impossible. Therefore, we see that \( k \leq -\frac{1}{x_0} \), which implies that the set of lattice points enclosed by \( \Lambda \) must be a subset of that enclosed by \( e_{x_0,1}e_{y_0-1,0} \) by convexity (see Fig. 3).

Hence it follows from \( L(\Lambda) \leq L(e_{x_0,1}e_{y_0-1,0}) \) that
\[
I(\Lambda) = 2(L(\Lambda) - 1) - h(\Lambda) \leq 2(L(e_{x_0,1}e_{y_0-1,0}) - 1) = I(e_{x_0,1}e_{y_0-1,0}),
\]
as desired. \( \square \)

2.3. Restrictions from action and \( J \)-holomorphic curve genus

In this section, we study convex generators \( \Lambda \) such that \( \Lambda \leq P(a,1),E(bc,c)e_{d,p,q} \) for some integer \( d \geq 1 \). The action inequality and the \( J \)-holomorphic curve genus inequality of Definition 1.35 allow us to find restrictions on \( x(\Lambda) \) and \( y(\Lambda) \) in relation to \( a, p, \) and \( d \). These inequalities, when used in combination with the ECH index requirement, are crucial to providing obstructions through the Hutchings criterion.

We first prove a more general result for rational \( b = p/q \) and
\[
\Lambda \leq P(a,1),E(bc,c)e_{d,p,q}.
\]

**Proposition 2.4.** Let \( a \geq 1, c > 0 \) and \( b = p/q \) for \( p, q \) relatively prime integers. Let \( \Lambda \) be a convex generator. Suppose \( P(a,1) \leq E(bc,c) \) satisfies \( pc < qa + p \). If \( \Lambda \leq e_{d,p,q} \) for some \( d \geq 1 \) then \( y(\Lambda) < qd \).

**Proof.** From the \( J \)-holomorphic curve genus inequality of Definition 1.35, we have
\[
x(\Lambda) + y(\Lambda) \geq pd + qd.
\]
Suppose \( y(\Lambda) \geq qd \). Then the the action inequality of Definition 1.35 gives
\[
pd + aqd \leq x(\Lambda) + y(\Lambda) + (a - 1)y(\Lambda) = A_{P(a,1)}(\Lambda) \leq A_{E(cp/q,c)}(e_{d,p,q}) = pcd,
\]
which is a direct contradiction to \( pc < qa + p \). \( \square \)
With this result, we are ready to derive the inequalities which will be central to our proofs of the main results.

**Lemma 2.5.** Let \( a \geq 1, \ c > 0 \) and \( b = p/2 \) for \( p > 2 \) some odd integer. Let \( \Lambda \) be a convex generator. Suppose \( P(a,1) \leq E(bc,c) \) satisfies \( pc < 2a + p \). If \( \Lambda \leq e_{p,2}^d \) then \( y(\Lambda) < 2d \) and

\[
a > \frac{x(\Lambda) - pd}{2d - y(\Lambda)} \geq \frac{3d - 1 - y(\Lambda)}{2d - y(\Lambda)}.
\]

**Proof.** Proposition 2.4 immediately tells us that \( y(\Lambda) < 2d \). Multiplying our hypothesis \( pc < 2a + p \) by \( d \) provides \( pcd < 2ad + pd \). The action inequality of Definition 1.35 provides:

\[
x(\Lambda) + ay(\Lambda) = A_{P(a,1)}(\Lambda) \leq A_{E(bc,c)}(e_{p,2}^d) = pcd.
\]

Stringing inequalities provides \( x(\Lambda) + ay(\Lambda) < 2ad + pd \), and so \( x(\Lambda) - pd < 2ad - ay(\Lambda) \). Now, because \( y(\Lambda) < 2d \), we factor and divide to get

\[
a > \frac{x(\Lambda) - pd}{2d - y(\Lambda)}. \tag{3}
\]

The \( J \)-holomorphic curve genus inequality of Definition 1.35 also tells us that \( x(\Lambda) + y(\Lambda) \geq (p+3)d - 1 \) which can be rewritten as \( x(\Lambda) - pd \geq 3d - y(\Lambda) - 1 \), and from this we conclude that

\[
a > \frac{x(\Lambda) - pd}{2d - y(\Lambda)} \geq \frac{3d - 1 - y(\Lambda)}{2d - y(\Lambda)}.
\]

In particular, we have

\[
a > \frac{3d - 1 - y(\Lambda)}{2d - y(\Lambda)}. \tag{4}
\]

\[\square\]

2.4. Elimination of the trivial factorization

The Hutchings criterion imposes a condition on each pair of factors \( \Lambda_i \) and \( \Lambda'_i \). In particular, it requires \( \Lambda \leq P(a,1),E(pc/2,c) \ e_{p,2}^{d_0} \) when the factorization is trivial. Thus we wish to prove the non-existence of the convex generator \( \Lambda \) such that \( \Lambda \leq e_{p,2}^{d_0} \) whenever \( d_0 \geq 2, \ 1 \leq a \leq (2d_0 - 1)/d_0 \) and \( p \geq 4d_0 + 1 \). Lemma 2.5 tells us \( \Lambda \leq e_{p,2}^{d_0} \) only if \( y(\Lambda) < 2d_0 \). We split the remaining possibilities in two cases:

1. The case when \( d_0 \leq y(\Lambda) < 2d_0 \) as in Fig. 4a;
2. The case when \( 0 \leq y(\Lambda) < d_0 \) as in Fig. 4b.

In the first case, the relatively large value of \( y(\Lambda) \) allows \( \Lambda \) to fulfill the index requirement of Definition 1.35 with considerable flexibility on \( x(\Lambda) \), which prevents the action inequality of Definition 1.35 alone from yielding the desired result. We will instead appeal to (4), namely that:

\[
a > \frac{3d - 1 - y(\Lambda)}{2d - y(\Lambda)},
\]

which is the additional information provided by the \( J \)-holomorphic curve genus inequality, to prove obstructions.
In the second case, the smaller value of \( y(\Lambda) \) forces \( x(\Lambda) \) to be sufficiently large in order for \( \Lambda \) to achieve the same index as \( e^{d_0}_{p,2} \). In consequence, we can derive from Lemmas 2.1 and 2.2, which give information on the ECH index of \( \Lambda \), a restriction on \( x(\Lambda) \). Combining this restriction with the inequality (3) derived from action, namely that
\[
a > \frac{x(\Lambda) - pd}{2d - y(\Lambda)},
\]
proves the nonexistence of such \( \Lambda \).

In the proof of the following proposition, we will handle these two cases respectively through two claims. The result permits us to eliminate the trivial factorization of \( \Lambda \) and also give information on \( \Lambda \leq e^{d}_{p,2} \) for \( d \leq d_0 - 1 \) that will be useful later.

**Proposition 2.6.** Let \( d_0 \geq 2 \), \( 1 \leq a \leq (2d_0 - 1)/d_0 \), \( c > 0 \) and \( b = p/2 \) for \( p \geq 4d_0 + 1 \) an odd integer. Suppose \( P(a, 1) \preceq E(bc, c) \) satisfies \( pc < 2a + p \). Then the following statements are true:

(i) There exists no convex generator \( \Lambda \) such that \( \Lambda \leq e^{d_0}_{p,2} \).

(ii) If \( d \in [2, d_0 - 1] \) and \( \Lambda \) is a convex generator such that \( \Lambda \leq e^{d}_{p,2} \), then \( y(\Lambda) = d \).

**Proof.** We will prove both (i) and (ii) using the following two claims.

**Claim 2.6.1.** Let \( d_0 \geq 2 \), \( 1 \leq a \leq (2d_0 - 1)/d_0 \), \( c > 0 \) and \( b = p/2 \) for \( p > 2 \) an odd integer. Suppose \( P(a, 1) \preceq E(bc, c) \) satisfies \( pc < 2a + p \). If \( \Lambda \) is a convex generator for \( P(a, 1) \) such that

- \( \Lambda \leq e^{d}_{p,2} \) and \( d \in [2, d_0 - 1] \), then \( y(\Lambda) \leq d \).
- \( \Lambda \leq e^{d}_{p,2} \) and \( d = d_0 \), then \( y(\Lambda) \leq d - 1 \).

**Claim 2.6.2.** Let \( d_0 \geq 2 \), \( 1 \leq a \leq (2d_0 - 1)/d_0 \), \( c > 0 \) and \( b = p/2 \) for \( p \geq 4d_0 + 1 \) an odd integer. Let \( \Lambda \) be a convex generator. Suppose \( P(a, 1) \preceq E(bc, c) \) satisfies \( pc < 2a + p \). If \( \Lambda \leq e^{d}_{p,2} \) for any \( d \in [2, d_0] \), then \( y(\Lambda) \geq d \).

**Proof of Claim 2.6.1.** The right hand side of (4) is monotonically increasing in variable \( y(\Lambda) \) on the interval \( 0 \leq y(\Lambda) < 2d \). If \( 2 \leq d \leq d_0 \), suppose for
contradiction \( y(\Lambda) \geq d + 1 \), then
\[
a > \frac{2d - 2}{d - 1} = 2,
\]
a contradiction. If \( d = d_0 \), suppose for contradiction that \( y(\Lambda) \geq d = d_0 \). Then \( a > (2d_0 - 1)/d_0 \), a contradiction, as desired. \( \square \)

**Proof of Claim 2.6.2.** Fix \( 2 \leq d \leq d_0 \) with \( \Lambda \leq e_{p,2}^d \), and suppose for contradiction that \( y(\Lambda) \leq d - 1 \). By Lemma 2.2(i) and Lemma 2.1(i), (v) we have
\[
I(\Lambda) = I(e_{p,2}^d) = 2pd^2 + (p + 3)d \leq 2(x(\Lambda) + y(\Lambda) + x(\Lambda)y(\Lambda)) = I(e_{1,0}^{x(\Lambda)}e_{0,1}^{y(\Lambda)}).
\]
Rewriting gives
\[
x(\Lambda) \geq \frac{(2d^2 + d)p + 3d - 2y(\Lambda)}{2y(\Lambda) + 2}.
\]
Combining this with (3), we get
\[
a > \frac{(2d^2 - d - 2dy(\Lambda))p + 3d - 2y(\Lambda)}{(2d - y(\Lambda))(2y(\Lambda) + 2)}.
\]
One can verify that the right hand side is monotonically decreasing with respect to the variable \( y(\Lambda) \) on the interval \( 0 \leq y(\Lambda) \leq d - 1 \) whenever \( d \geq 2 \) and \( p \geq 4d_0 + 1 \). It follows that the lowest bound on \( a \) is achieved at \( y(\Lambda) = d - 1 \), thus
\[
a > \frac{(p + 1)d + 2}{2d^2 + 2d} : = F(d).
\]
But note now that \( F \) is monotonically decreasing with respect to the variable \( d \). Therefore \( F(d) > F(d_0) \) since \( d \leq d_0 \). Finally plugging in \( p \geq 4d_0 + 1 \geq 4d_0 + 1 - 4/d_0 \), yields the desired contradiction:
\[
a > F(d_0) \geq \frac{2d_0^2 + d_0 - 1}{d_0^2 + d_0} = \frac{2d_0 - 1}{d_0}.
\]
\( \square \)

Now, under the hypothesis of the statement of Proposition 2.6, if \( d = d_0 \) and \( \Lambda \) is a convex generator such that \( \Lambda \leq e_{p,2}^d \), then Claim 2.6.1 tells us that \( y(\Lambda) \leq d - 1 \), but Claim 2.6.2 implies \( y(\Lambda) \geq d \). This is a contradiction, proving (i). On the other hand, if \( d \in [2, d_0 - 1] \) and \( \Lambda \) is a convex generator such that \( \Lambda \leq e_{p,2}^d \), then Claim 2.6.1 and Claim 2.6.2 show \( d \leq y(\Lambda) \leq d \). This proves (ii). \( \square \)

**Remark 2.7.** Proposition 2.6(i) provides a sufficient condition for when the trivial factorization of \( \Lambda \) is impossible, and Proposition 2.6(ii) further restricts the remaining possibilities of \( \Lambda \) satisfying \( \Lambda \leq e_{p,2}^d \) for \( d \in [2, d_0 - 1] \), which we turn our attention to in the next section.
2.5. Elimination of the general factorization

We now aim to eliminate the possibility of \( \Lambda \) having the general factorization, that is, \( \Lambda = \prod_{i=1}^{n} \Lambda_i \) for some \( 2 \leq n \leq d_0 - 1 \) satisfying the Hutchings criterion, Theorem 1.36. Corresponding to this factorization of \( \Lambda \), we would have \( \Lambda' = e_{p,2}^{d_0} = \prod_{i=1}^{n} \Lambda'_i \), where \( \Lambda'_i = e_{p,2}^{d_i} \) for each \( i \in \{1, \ldots, n\} \).

Under our hypothesis that \( d_0 \) is an odd prime number, not all \( \Lambda'_i \) can be the same in this factorization. On the other hand, the second condition of the Hutchings criterion forces \( \Lambda'_i \) and \( \Lambda'_j \) to be the same whenever \( \Lambda_i \) and \( \Lambda_j \) share a common factor of the form \( e_{a,b} \).

In the proof of Proposition 2.8 below, we use this observation to arrive at a contradiction, which allows us to eliminate the possibility of the general factorization.

**Proposition 2.8.** Let \( d_0 \geq 3 \) be a prime number. Let \( 1 \leq a \leq (2d_0 - 1)/d_0 \), \( c > 0 \) and \( b = p/2 \) for \( p \geq 4d_0 + 1 \). Suppose \( P(a, 1) \xrightarrow{s} E(bc, c) \) satisfies \( gc < 2a + p \). If there exists a convex generator \( \Lambda \), positive integer \( 1 \leq n \leq d_0 \) and factorizations \( \Lambda = \prod_{i=1}^{n} \Lambda_i \) and \( e_{p,2}^{d_0} = \prod_{i=1}^{n} e_{p,2}^{d_i} \) satisfying the three conditions in the Hutchings criterion, Theorem 1.36, then \( n \in \{1, d_0\} \).

**Proof.** We first prove the following claim:

**Claim 2.8.1.** Let \( d \geq 1,1 \leq a \leq 2, c > 0 \) and \( b = p/2 \) for an odd integer \( p > 4d - 3 \). Let \( \Lambda \) be a convex generator. Suppose \( P(a, 1) \xrightarrow{s} E(bc, c) \) satisfies \( gc < 2a + p \). If \( \Lambda \leq e_{p,2}^{d_0} \) and \( y(\Lambda) = d \), then \( \Lambda \) contains an \( e_{1,0} \) factor.

**Proof of Claim 2.8.1.** If \( \Lambda \leq e_{p,2}^{d_0} \) with \( y(\Lambda) = d \), note first that the \( J \)-holomorphic curve genus inequality of Definition 1.35 gives \( x(\Lambda) + y(\Lambda) \geq (p + 3)d - 1 \) hence \( x(\Lambda) \geq (p + 2)d - 1 \). The action inequality of Definition 1.35 gives

\[
x(\Lambda) + ad = x(\Lambda) + ay(\Lambda) \leq pcd < 2ad + pd,
\]

hence \( x(\Lambda) < (p + a)d \leq (p + 2)d \), so \( x(\Lambda) \leq (p + 2)d - 1 \) since \( (p + 2)d \) is an integer. Thus we must have \( x(\Lambda) = (p + 2)d - 1 \).

Now suppose for contradiction \( \Lambda \) contains no \( e_{1,0} \) factor. By Lemma 2.3,

\[
I(\Lambda) \leq I(e_{x(\Lambda),1}e_{y(\Lambda),-1}) = I(e_{(p+2)d-1,1}e_{0,1}^{d_0-1}).
\]

By the index requirement of Definition 1.35, \( I(\Lambda) = I(e_{p,2}^{d_0}) \). Combining this with the inequality above and the index formulae of Lemma 2.1(ii), (v) gives

\[
2pd^2 + 4d^2 = I(e_{(p+2)d-1,1}e_{0,1}^{d_0-1}) \geq I(\Lambda) = I(e_{p,2}^{d_0}) = 2pd^2 + (p + 3)d,
\]

which implies that \( p \leq 4d - 3 \), a contradiction. \( \square \)

Let \( d_0, a, p \) be as given in the statement of Proposition 2.8. Note that if \( d = d_i \) for any \( i \in \{1, \ldots, n\} \), then \( a, d, p \) also satisfy the hypothesis of Claim 2.8.1. Because the factorizations of \( \Lambda \) and \( e_{p,2}^{d_0} \) satisfy the Hutchings criterion, \( \Lambda_i \leq e_{p,2}^{d_i} \) for all \( i \in \{1, \ldots, n\} \). If \( d_i \geq 2 \), then by Proposition 2.6(ii), \( y(\Lambda_i) = d_i \), which implies that \( \Lambda_i \) must have an \( e_{1,0} \) factor by Claim 2.8.1.
If \( d_i = 1 \), then either \( y(\Lambda_i) = 0 \), where \( \Lambda_i = e_{1,0}^r \) for some integer \( r \), or \( y(\Lambda_i) = 1 \), which again by Claim 2.8.1 implies that \( e_{1,0} \) is a factor of \( \Lambda_i \). We conclude that all \( \Lambda_i \) share an elliptic orbit in common, hence in particular \( d_i = d_j \) for every \( i, j \in \{1, \ldots, n\} \). This happens only if \( n \) divides \( d_0 \). But \( d_0 \geq 3 \) is prime, so \( n \) could only be 1 or \( d_0 \), i.e., the general factorization is impossible. \( \square \)

2.6. Elimination of the full factorization

Another possible outcome of applying the Hutchings criterion to \( \Lambda' = e_{p,2}^{d_0} \) is that we obtain a \( \Lambda \) and factorizations \( \Lambda' = e_{p,2} \cdots e_{p,2} \) and \( \Lambda = \prod_{i=1}^{d_0} \Lambda_i \) that fulfill the three requirements of Theorem 1.36. In particular, each \( \Lambda_i \) should satisfy \( \Lambda_i \leq P(a,1), E(pc/2,c) e_{p,2} \), and \( I(\Lambda_i \Lambda_j) = I(e_{p,2}^2) \) for all \( i, j \in \{1, \ldots, d_0\} \).

We prove below the non-existence of such \( \Lambda \) by showing that these two conditions cannot be satisfied at the same time under our hypothesis.

**Proposition 2.9.** Let \( d_0 \geq 3 \) be given. Let \( a \geq 1, c > 0 \) and \( b = p/2 \) for \( p > 2 \) an odd integer. Suppose \( P(a,1) \leq E(bc,c) \) satisfies \( pc < 2a + p \). If there exists a convex generator \( \Lambda \), positive integer \( 1 \leq n \leq d_0 \) and factorizations \( \Lambda = \prod_{i=1}^{b} \Lambda_i \) and \( e_{p,2}^{d_0} = \prod_{i=1}^{n} e_{p,2}^{d_i} \) satisfying the three conditions in the Hutchings criterion, Theorem 1.36, then \( n \neq d_0 \).

**Proof.** Suppose for contradiction \( n = d_0 \), we have \( \Lambda_i \leq e_{p,2} \) and \( I(\Lambda_i \Lambda_j) = I(e_{p,2}^2) \) for all \( i, j \in \{1, \ldots, d_0\} \). By Proposition 2.4, \( y(\Lambda_i) \) can either be 0 or 1. Thus we have three possibilities:

1. At least 2 of the \( y(\Lambda_i) \) are 0. Say \( y(\Lambda_1) = y(\Lambda_2) = 0 \), hence \( \Lambda_1 = \Lambda_2 = e_{1,0}^{(3p+3)/2} \). Then

\[
I(\Lambda_1 \Lambda_2) = 6p + 6 \neq 10p + 6 = I(e_{p,2}^2)
\]

using Lemma 2.1(ii). This is a contradiction.

2. Only one of the \( y(\Lambda_i) \) is 0. Say \( y(\Lambda_1) = 0 \) and \( y(\Lambda_2) = y(\Lambda_3) = 1 \), hence \( \Lambda_1 = e_{1,0}^{(3p+3)/2} \) and \( \Lambda_i = e_{k_i,0}^{m_{i,1}} e_{m_{i,1}} \) with \( 4k_i + 2m_i = 3p + 1 \) for \( i = 2, 3 \). We must have \( k_2 = k_3 = 0 \), otherwise for either \( i = 2 \) or \( i = 3 \), \( \Lambda_1 = \Lambda_i \) since they share the elliptic orbit \( e_{1,0} \), contradicting \( y(\Lambda_i) = 1 \). This forces \( m_2 = m_3 = (3p+1)/2 \) hence \( \Lambda_2 = \Lambda_3 \). Then using Lemma 2.1(ii) we obtain

\[
I(\Lambda_2 \Lambda_3) = 9p + 7 = 10p + 6 = I(e_{p,2}^2)
\]

This implies that \( p = 1 \), a contradiction.

3. Assume \( y(\Lambda_i) = 1 \) for all \( i \in \{1, \ldots, d_0\} \), hence \( \Lambda_i = e_{k_i,0}^{m_{i,1}} e_{m_{i,1}} \) with \( 4k_i + 2m_i = 3p + 1 \) for \( 1 \leq i \leq d_0 \).

If \( k_i = k_j = 0 \) for \( i \neq j \), then \( \Lambda_i = \Lambda_j = e_{m,1} \) where \( m = (3p+1)/2 \), and the computation in case 2 shows \( I(\Lambda_i \Lambda_j) = I(e_{p,2}^2) \) implies \( p = 1 \), a contradiction.

If \( k_i \neq 0 \) and \( k_j \neq 0 \) for \( i \neq j \), then \( \Lambda_i = \Lambda_j = e_{k,0}^{m} e_{m,1} \) as they share the elliptic orbit \( e_{1,0} \). Then

\[
I(\Lambda_i \Lambda_j) = 12k + 6m + 4 = 9p + 7 = 10p + 6 = I(e_{p,2}^2)
\]
using Lemma 2.1 (ii). Again this implies \( p = 1 \), a contradiction. By the pigeonhole principle, these two cover all the cases when \( y(\Lambda_i) = 1 \) for all \( i \leq d_0 \) since \( d_0 \geq 3 \).

\[ \square \]

### 2.7. Proofs of the main results

We are ready to present the proof of Theorem 1.6.

**Proof of Theorem 1.6.** As in the theorem statement, let \( d_0 \geq 3 \) be a prime number. Let \( 1 \leq a \leq (2d_0 - 1)/d_0 \), \( c > 0 \) and \( b = p/2 \) for some odd integer \( p \geq 4d_0 + 1 \). Suppose instead \( P(a, 1) \hookrightarrow E(bc, c) \) with \( pc < 2a + p \), i.e. the embedding is not a trivial inclusion.

We apply the Hutchings criterion, Theorem 1.36, to the minimal convex generator \( e_{p,2}^{d_0} \) of \( E(bc, c) \) to obtain \( \Lambda \), a positive integer \( n \leq d_0 \), and factorizations \( \Lambda = \prod_{i=1}^{n} \Lambda_i \) and \( e_{p,2}^{d_0} = \prod_{i=1}^{n} e_{p,2}^{d_i} \) satisfying the three conditions of the Hutchings criterion.

By Proposition 2.6(i), \( \Lambda \leq e_{p,2}^{d_0} \) is impossible, so \( n \neq 1 \).

By Proposition 2.9, \( n \neq d_0 \).

By Proposition 2.8, however, \( n \) can only be 1 or \( d_0 \). This is a contradiction.

Therefore, \( \Lambda \) does not exist and we must have \( pc > 2a + p \), or \( a + b \leq bc \). \[ \square \]

As stated previously, the next two theorems, which we shall now prove, provide obstructions when \( p \) is smaller.

**Proof of Theorem 1.8.** As in the theorem statement, let \( 1 \leq a \leq \frac{4}{3}, c > 0 \) and \( b = p/2 \) for some odd integer \( p > 2 \). Suppose instead \( P(a, 1) \hookrightarrow E(bc, c) \) with \( 2a + p > pc \). Let \( d_0 \geq 2 \) be given. Suppose \( \Lambda \leq e_{p,2}^{d_0} \) for an arbitrary integer \( 2 \leq d \leq d_0 \). We will use Lemma 2.5 to show that no such \( \Lambda \) exists.

If \( y(\Lambda) = 0 \), then \( \Lambda = e_{1,0}^{pd^2+(p+3)d/2} \) by index computation. Inserting \( x(\Lambda) = pd^2 + (p + 3)d/2 \) in (3) gives, since \( p \geq 3 \) and \( d \geq 2 \),

\[
a > \frac{(2d - 1)p + 3}{4} \geq 3.
\]

If \( y(\Lambda) > 0 \), by Proposition 2.4 we know that \( y(\Lambda) < 2d \). Then since (4) is monotonically decreasing in \( y(\Lambda) \) for any \( d \geq 2 \), plugging in \( y(\Lambda) = 1 \) gives the lowest bound:

\[
a > \frac{3d - 2}{2d - 1} \geq \frac{4}{3},
\]

for any \( d \geq 2 \). We now apply the Hutchings criterion, Theorem 1.36 to the minimal convex generator \( e_{p,2}^{d_0} \) for \( E(bc, c) \) with \( d_0 = 3 \) to obtain \( \Lambda \), a positive integer \( n \leq d_0 \), and factorizations \( \Lambda = \prod_{i=1}^{n} \Lambda_i \) and \( e_{p,2}^{d_0} = \prod_{i=1}^{n} e_{p,2}^{d_i} \) satisfying the Hutchings criterion. By the above argument, \( n \) cannot be 1 or 2. Also by Proposition 2.9, \( n \neq d_0 \). Thus no such \( \Lambda \) exists, a contradiction. \[ \square \]
Proof of Theorem 1.9. As in the theorem statement, let $1 \leq a \leq 3/2$, $c > 0$ and $b = p/2$ for some odd integer $p \geq 7$. Suppose instead $P(a, 1) \hookrightarrow E(bc, c)$ with $2a + p > pc$. Let $d_0 \geq 2$ be given. Suppose $\Lambda \leq e_{p, 2}^{d_0}$ for an arbitrary integer $2 \leq d \leq d_0$. We will use Lemma 2.5 to show that no such $\Lambda$ exists.

If $y(\Lambda) = 0$, then $\Lambda = e_{1, 0}^{pd^2 + (p+3)d/2}$. Since $p \geq 3$ and $d \geq 2$, substituting $x(\Lambda) = pd^2 + (p+3)d/2$ in (3) gives

\[ a > \frac{(2d - 1)p + 3}{4} \geq 3. \]

If $2d > y(\Lambda) \geq 2$, then since (4) is monotonically decreasing in $y(\Lambda)$ for any $d \geq 2$, plugging in $y(\Lambda) = 2$ gives the lowest bound:

\[ a > \frac{3d - 3}{2d - 2} = \frac{3}{2}. \]

Finally, if $y(\Lambda) = 1$, by Lemma 2.2(i),

\[ I(\Lambda) = I(e_{p, 2}^{d_0}) = 2pd^2 + (p + 3)d \leq 4x(\Lambda) + 2, \]

and

\[ x(\Lambda) \geq \frac{2pd^2 + (p + 3)d - 2}{4}. \]

Plugging (5) and $y(\Lambda) = 1$ in (3), we get

\[ a > \frac{(2d^2 - 3d)p + 3d - 2}{8d - 4} \geq \frac{7d^2 - 9d - 1}{4d - 2} \geq \frac{3}{2}, \]

since $p \geq 7$ and the function is monotonically increasing in variable $d$ when $d \geq 2$. We now apply the Hutchings criterion, Theorem 1.36 to the minimal convex generator $e_{p, 2}^{d_0}$ of $E(bc, c)$ with $d_0 = 3$ to obtain $\Lambda$, a positive integer $n \leq d_0$, and factorizations $\Lambda = \prod_{i=1}^{n} \Lambda_i$ and $e_{p, 2}^{d_0} = \prod_{i=1}^{n} e_{p, 2}^{d_i}$ satisfying the Hutchings’ criterion. By the above argument, $n$ cannot be 1 or 2. Also by Proposition 2.9, $n \neq d_0$. Thus no such $\Lambda$ exists, a contradiction. □

3. Prospects on extending Theorem 1.6 via the Hutchings criterion

In this section we discuss the scope of the Hutchings criterion as it pertains to obstructing symplectic embeddings of polydisks into ellipsoids. In Sect. 2, we proved our main theorems by checking the Hutchings criterion, Theorem 1.36, against the minimal convex generator $e_{p, 2}^{d_0}$ of $E(bc, c)$ with $d_0 = 3$ to obtain $\Lambda$, a positive integer $n \leq d_0$, and factorizations $\Lambda = \prod_{i=1}^{n} \Lambda_i$ and $e_{p, 2}^{d_0} = \prod_{i=1}^{n} e_{p, 2}^{d_i}$ satisfying the Hutchings’ criterion. By the above argument, $n$ cannot be 1 or 2. Also by Proposition 2.9, $n \neq d_0$. Thus no such $\Lambda$ exists, a contradiction. □
convex generator $e^{d_o}_{p,2}$ for $E(pc/2,c)$ in the Hutchings criterion. The proofs of Propositions 3.4–3.6 rely on certain combinatorics of convex generators, which we provide in Sect. 3.1. Of particular interest is Lemma 3.3, which encodes the combinatorial information of a given generator $\Lambda$ with respect to its index $I(\Lambda)$ and endpoint values $x(\Lambda), y(\Lambda)$. This lemma provides classes of abstract examples satisfying the Hutchings criterion, leading to the limitations we establish on the Hutchings criterion with respect to the minimal convex generator $e^{d_o}_{p,q}$.

It remains to consider alternate minimal convex generators for the ellipsoid which realize more complex lattice paths. In Sect. 3.4, we investigate this possibility. Proposition 3.9 provides an abstract description for all minimal convex generators for the ellipsoid $E(bc, c)$ for any real numbers $b \geq 1, c > 0$, and Proposition 3.13 extracts more information for the case where $b$ is a half-integer and provides an explicit form for the minimal convex generators for $E(bc, c)$. However, as explained in Remark 3.14, the combinatorial methods developed in this paper are inconclusive when applied to these more complicated convex generators, indicating an avenue for further research.

3.1. Achieving arbitrary index through maximal generators

To develop examples demonstrating the limitations of the Hutchings criterion when applied to the minimal convex generator $e^{d_o}_{p,2}$ for the ellipsoid, it is key to first construct abstract examples of generators of arbitrarily large index. We construct these examples by utilizing the ability to “transform” non-integral convex paths to integral convex paths, as in Definition 1.22, so that they exactly enclose identical sets of lattice points.

Definition 3.1. Let $\Gamma$ be a convex path in $\mathbb{R}^2$. We say a convex integral path $\Lambda$ is maximal under $\Gamma$ if $\Lambda$ encloses precisely all lattices points in the first quadrant enclosed by $\Gamma$, including those on $\Gamma$.

The existence and uniqueness of maximal generators under a convex path is guaranteed when a certain integral condition is met:

Lemma 3.2. Given a convex path $\Gamma$ such that each linear segment of $\Gamma$ passes through an integer lattice point, there exists a unique convex integral path $\Lambda$ that is maximal under $\Gamma$.

We note that a convex path $\Gamma$ satisfying the hypothesis of Lemma 3.2 need not be a convex integral path. The idea of the proof is to ensure that the convex hull of the set of points enclosed by $\Gamma$ can be enclosed by a convex integral path.

Proof. Any convex integral paths $\Lambda, \Lambda'$ that are maximal under $\Gamma$ enclose the same set of lattice points, therefore uniqueness is evident from convexity. It remains to prove existence.

We explicitly construct such a convex integral path $\Lambda$ as follows. Let $n$ denote the maximal $y$-coordinate of lattice points enclosed by $\Gamma$, including those on the boundary. For all integers $0 \leq k \leq n$, we pick the largest integer $x_k$ such that the lattice point $(x_k, k)$ in the first quadrant is enclosed by $\Gamma$. 


For every \( k > 0 \), we may choose a positive integer \( k' \) so that \( 0 \leq k' < k \) and the slope \( m \) of the line joining \((x_k, k)\) and \((x_{k'}, k')\), is the largest amongst those obtained from joining \((x_k, k)\) with any other \((x_{k'}, k')\). Note that the slope \( m \) can be negative infinity.

Set \( \Lambda = e_{1,0}^{x_0} \). We then proceed inductively from \( k = n \), where in each step we choose \( k' \) as in the procedure above, and add an \( e_{x_{k'}-x_k,k-k'} \) factor to \( \Lambda \). We repeat this process starting from the new \( k' \) and stop when \( k' = 0 \). The process terminates in at most \( n \) steps. Note that in each step, the slope of the new elliptic orbit added is always less than any previous ones, otherwise this would contradict maximality of the slope in the previous step. Thus the formal product \( \Lambda \) is geometrically exactly the convex integral path connecting the chosen \((x_k, k)\). It follows that \( \Lambda \) encloses all the lattice points enclosed by \( \Gamma \).

Using the above procedure, we prove the following lemma by building a convex path subject to the lattice requirement.

**Lemma 3.3.** Let integers \( x_0, y_0 > 0 \) be given. Let \( L \) be an integer satisfying

\[
L_- := L(e_{x_0,y_0}) \leq L \leq L(e_{x_0,y_0}^0 e_{0,1}^{y_0}) =: L_+.
\]

Then there exists a convex generator \( \Lambda \) satisfying \( x(\Lambda) = x_0 \), \( y(\Lambda) = y_0 \) and \( L(\Lambda) = L \).

**Proof.** Write \( m = -y_0/x_0 \). We denote \( S \) to be the set of all lattice points \((x, y)\) in the first quadrant such that \((x, y)\) is enclosed by \( e_{x_0,y_0}^0 e_{0,1}^{y_0} \) but not by \( e_{x_0,y_0} \). For each lattice point \((x, y) \in S\), there exists a unique line of slope \( m \) passing through \((x, y)\), which we will denote \( \eta(x, y) \). We put an ordering on \( S \) by asserting that \( (x_1, y_1) \preceq (x_2, y_2) \) if and only if

\[
mx_1 - y_1 < mx_2 - y_2 \quad \text{or} \quad mx_1 - y_1 = mx_2 - y_2, \quad x_1 \leq x_2
\]

Geometrically, we are arranging the lattice points in \( S \) into subclasses determined by the linear equation \( \eta(x, y) \), among which we then sort using the \( x \)-coordinate. Intuitively, this ordering on \( S \) gives us the order in which to “add” points to the convex generator \( e_{x_0,y_0} \), one at a time to maintain convexity, which we will now rigorously show.

By definition, it is clear that \( \preceq \) is a strict total order. Note that \( S \) contains \( L_+ - L_- \) distinct points. Thus there exists a unique order isomorphism from \((S, \preceq)\) to \([1, L_+ - L_-] \cap \mathbb{Z}\) with the usual ordering.

Now, let \((x', y') \in S\) be the element corresponding to \( L - L_- \) via the order isomorphism. Consider \( \eta(x', y') \), which may pass through multiple elements of \( S \). We may rotate \( \eta(x', y') \) clockwise about the point \((x', y')\), by a small angle, to obtain a new line \( \eta' \), such that \( \eta' \) encloses precisely every lattice on and under \( \eta(x', y') \) in the first quadrant except for those both on the line \( \eta(x', y') \) and to the right of \((x', y')\). An example of this procedure is given in Fig. 5.

We can obtain the \( \eta' \) in the way described above because \( \mathbb{Z}^2 \) is discrete and the number of lattice points enclosed by \( \eta(x', y') \) in the first quadrant
In this example, $x_0 = 8$ and $y_0 = 4$. Note that $(4, 3) \in (S, \succeq)$ corresponds to 6 under the given order isomorphism, and we can rotate $\eta(4, 3)$ according to the described procedure to obtain $\eta'$, which encloses precisely 6 points in $S$

is finite. Note that the slope $m'$ of $\eta'$ satisfies $-\infty < m' < m < 0$ by construction. We thus denote $\Delta$ the region in the first quadrant enclosed by $\eta'$, the vertical line $x = x_0$ and the horizontal line $y = y_0$, and we denote $\Gamma$ the convex path on the boundary $\partial \Delta$ removing those on the $x$, $y$-axes. By Lemma 3.2, there exists a purely elliptic convex generator $\Lambda$ that is maximal under $\Delta$. By maximality, $x(\Lambda) = x_0$, $y(\Lambda) = y_0$, and $\Lambda$ encloses precisely:

- Each of the lattice points under $e_{x_0, y_0}$;
- Each of the elements $(x, y) \in S$ satisfying $mx - y < mx' - y'$;
- Each the elements $(x, y) \in S$ satisfying $mx - y = mx' - y'$ and $x \leq x'$.

There are precisely $L_- = L(e_{x_0, y_0})$ elements in the first category, while there are precisely $L - L_-$ elements in $S$ preceding $(x', y')$, as in the second and third categories combined. We conclude that $L(\Lambda) = L$, as desired. □

### 3.2. Limitations of $e_{p,2}^{d_0}$ for obstructing polydisk embeddings into $E(pc/2, c)$

We now address the limitations of our method by investigating two key steps in the proof of Theorem 1.6, namely Claims 2.6.1 and 2.6.2 of Proposition 2.6, where the restrictions $a \leq (2d_0 - 1)/d_0$ and $p \geq 4d_0 + 1$ naturally arise.

Claims 2.6.1 and 2.6.2 establish conditions on the existence of a trivial factorization coming from the Hutchings criterion in terms of certain requirements on $P(a, 1)$ and $E(pc/2, c)$. We first prove that if we extend the upper bound $a \leq (2d_0 - 1)/d_0$ by any positive amount, Claim 2.6.1 no longer holds:

**Proposition 3.4.** Let $\varepsilon > 0$, $d_0 \geq 2$, $a = (2d_0 - 1)/d_0 + \varepsilon$, $c > 0$, and $b = p/2$ for $p > 2$ an odd integer. If we assume $2a + p - \varepsilon/2 < pc$, then there always exists a convex generator $\Lambda$ such that $\Lambda \leq e_{p,2}^{d_0}$.

**Remark.** Note that the hypothesis on $b, c, p, d_0$ in Proposition 3.4 is the same as in Claim 2.6.1 except that we changed $1 \leq a \leq (2d_0 - 1)/d_0$ to $a = (2d_0 - 1)/d_0 + \varepsilon$. The inequality

$$2a + p - \varepsilon/2 < pc < 2a + p$$
corresponds to when the domain $P(a,1)$ does not trivially include into $E(pc/2,c)$.

**Proof.** We claim that there exists a purely elliptic $\Lambda$ with $x(\Lambda) = (p+2)d_0 - 1$, $y(\Lambda) = d_0$, and

$$I(\Lambda) = I(e_{p,2}^{d_0}) = 2pd_0^2 + (p + 3)d_0.$$  

To see this, note first that since $d_0 \geq 2$, we have $\gcd(x(\Lambda), y(\Lambda)) = 1$, so indeed using Lemma 2.1(i) and (iii),

$$(p + 2)d_0^2 + (p + 2)d_0 = I(e_{x(\Lambda), y(\Lambda)}) \leq I(e_{p,2}^{d_0}) \leq I(e_{1,0}^{x(\Lambda)}, e_{0,1}^{y(\Lambda)})$$

which implies

$$L(e_{x(\Lambda), y(\Lambda)}) \leq L(e_{p,2}^{d_0}) \leq L(e_{1,0}^{x(\Lambda)}, e_{0,1}^{y(\Lambda)}).$$

By Lemma 3.3, this proves the existence of $\Lambda$. We now argue that $\Lambda \leq e_{p,2}^{d_0}$. To see that the $J$-holomorphic curve genus inequality of Definition 1.35 holds, note that

$$x(\Lambda) + y(\Lambda) = (p + 3)d_0 - 1 \geq (p + 3)d_0 - 1.$$  

Further, recall that $A_{E(pc/2,c)}(e_{p,2}^{d_0}) = pcd_0$, thus the action inequality of Definition 1.35 is satisfied since

$$A_{P(a,1)}(\Lambda) = x(\Lambda) + ay(\Lambda) = (p + 4)d_0 - 2 + \varepsilon d_0 = 2ad_0 + pd_0 - \varepsilon d_0,$$

which holds by the hypothesis $2a + p - \varepsilon < pc$. This shows that $\Lambda \leq e_{p,2}^{d_0}$, as desired. \hfill $\Box$

We similarly examine the conditions on $p$ mandated by Claim 2.6.2. We show that if we decrease the lower bound on $p \geq 4d_0 + 1$ by taking $p = 4d_0 - 3$, the second largest odd integer after $4d_0 + 1$, then Claim 2.6.2 no longer holds.

**Proposition 3.5.** Let $d_0 \geq 2$, $a = (2d_0 - 1)/d_0$, $c > 0$ and $b = p/2$ for $p = 4d_0 - 3$. If

$$2a + p - \frac{d_0 - 1}{d_0^2} < pc,$$

then there always exists a convex generator $\Lambda$ such that $\Lambda \leq e_{p,2}^{d_0}$.

**Remark.** Note again that the hypothesis of Proposition 3.5 is consistent with that of Claim 2.6.2 except that $p = 4d_0 - 3 < 4d_0 + 1$.

**Proof.** We claim that there exists a purely elliptic $\Lambda$ with $x(\Lambda) = (p + 2)d_0$, $y(\Lambda) = d_0 - 1$, and

$$I(\Lambda) = I(e_{p,2}^{d_0}) = 2pd_0^2 + (p + 3)d_0.$$  

First note that $\gcd(x(\Lambda), y(\Lambda)) \leq 3$ since $x(\Lambda) = (4d_0 + 3)y(\Lambda) + 3$, so indeed, using $p = 4d_0 - 3$ and Lemma 2.1(i) and (iii),
\[ I(e_{x(\Lambda), y(\Lambda)}) \leq (p + 2)d_0^2 + d_0 + 2 \leq I(e_{p, 2}^{d_0}) \leq I(e_{1, 0}^{x(\Lambda), y(\Lambda)}) = 2(p + 2)d_0^2 + 2d_0 - 2. \]

The inequalities in the hypothesis of Lemma 3.3 are satisfied, proving the existence of such \( \Lambda \). We now argue that \( \Lambda \leq e_{p, 2}^{d_0} \). The \( J \)-holomorphic curve genus inequality of Definition 1.35 between \( \Lambda \) and \( e_{p, 2}^{d_0} \) holds as

\[ x(\Lambda) + y(\Lambda) = (p + 3)d_0 - 1 \geq (p + 3)d_0 - 1. \]

Further, recall that \( A_{E(\mu/2, c)}(e_{p, 2}^{d_0}) = pcd_0 \), thus the action inequality of Definition 1.35 is satisfied since

\[ A_p(a, 1)(\Lambda) = x(\Lambda) + ay(\Lambda) = pd_0 + 2d_0 + ad_0 - a = 2ad_0 + pd_0 - \frac{d_0 - 1}{d_0^2}d_0, \]

which holds by hypothesis. This shows that \( \Lambda \leq e_{p, 2}^{d_0} \), as desired. \( \square \)

With the application of the Hutchings criterion in mind, Propositions 3.4 and 3.5 imply that the trivial factorization is always possible under their respective hypotheses. That is, no contradiction of any kind can be achieved to obstruct a nontrivial embedding \( P(a, 1) \rightarrow E(\mu/2, c) \) satisfying respectively \( 2a + p - \varepsilon < pc < 2a + p \) and \( 2a + p - O(d_0^{-1}) < pc < 2a + p \). Thus, applying the Hutchings criterion, Theorem 1.36, to the minimal generator \( e_{p, 2}^{d_0} \) for any \( d_0 \geq 2 \) will not produce an obstruction for any \( a > (2d_0 - 1)/d_0 \) or \( p < 4d_0 + 1 \) beyond the stipulations of Theorem 1.6.

3.3. Limitations of \( e_{p, q}^{d_0} \) for obstructing polydisk embeddings into \( E(\mu/2, c) \)

We now illustrate the difficulties in extending our result to rational \( b = p/q \) using the combinatorial tools employed in the proof of our main theorems. Although Proposition 2.4 provides the general result that \( \Lambda \leq e_{p, q}^{d_0} \) is possible only when \( y(\Lambda) < qd_0 \), the increasing value of \( q > 2 \) prevents further restrictions on \( y(\Lambda) \) from the action and \( J \)-holomorphic curve genus inequalities of Definition 1.35. Thus we are unable to provide statements analogous to Proposition 2.6 for \( q > 2 \).

The following result shows that if we allow \( b \) to be an arbitrary rational number, then the trivial factorization is always possible, hence no obstructions to nontrivial embeddings of \( P(a, 1) \) into \( E(bc, c) \) can be obtained through the Hutchings criterion when applied to \( e_{p, q}^{d_0} \).

**Proposition 3.6.** Let \( d_0 \geq 2 \), \( a = (2d_0 - 1)/d_0 \), \( c > 0 \), and \( b = p/q \) for \( p > q > 3 \) and \( p, q \) coprime integers. If we assume

\[ qa + p - \frac{(q - 3)(d_0 - 1)}{2d_0} < pc, \]

then there always exists a convex generator \( \Lambda \) such that \( \Lambda \leq e_{p, q}^{d_0} \).

**Remark.** Note that we take \( a \) to be its greatest value allowed by Theorem 1.6, which is less than 2. The inequality

\[ qa + p - \frac{(q - 3)(d_0 - 1)}{2d_0} < pc < qa + p \]

corresponds to when the domain \( P(a, 1) \) cannot trivially include into \( E(\mu/2, c) \).
Proof. We claim that there exists a purely elliptic $\Lambda$ with $y(\Lambda) = \left\lceil \frac{q}{2} \right\rceil d_0$, $x(\Lambda) = (p + q + 1)d_0 - 1 - \left\lceil \frac{q}{2} \right\rceil d_0$ such that $\Lambda \leq e_{p,q}^{d_0}$. We prove the existence of such $\Lambda$ separately with two cases: $q$ even and $q$ odd.

1. Suppose $q$ is even. Then $y(\Lambda) = \frac{q}{2}d_0$ and $x(\Lambda) = pd_0 + \frac{q}{2}d_0 + d_0 - 1$. We first show the existence of $\Lambda$ with

$$I(\Lambda) = I(e_{p,q}^{d_0}) = pqd_0^2 + (p + q + 1)d_0.$$ 

By Lemma 2.1(i),

$$I(e_{1,0}^{x(\Lambda),y(\Lambda)}) = \left( pq + \frac{q^2}{2} + q \right) d_0^2 + (q + 2p + 2)d_0 - 1.$$

Hence

$$I(e_{1,0}^{x(\Lambda),y(\Lambda)}) - I(e_{p,q}^{d_0}) = \left( \frac{q^2}{2} + q \right) d_0^2 + (p + 1)d_0 - 1 > 0,$$

implying $I(e_{p,q}^{d_0}) < I(e_{1,0}^{x(\Lambda),y(\Lambda)})$.

Next, using Lemma 2.1(iii) and the fact that $\gcd(x(\Lambda), y(\Lambda)) \leq y(\Lambda)$, we get

$$I(e_{x(\Lambda),y(\Lambda)}) = x(\Lambda) + y(\Lambda) + x(\Lambda)y(\Lambda) + \gcd(x(\Lambda), y(\Lambda))$$

$$\leq x(\Lambda) + 2y(\Lambda) + x(\Lambda)y(\Lambda)$$

$$= \left( \frac{pq}{2} + \frac{q^2}{4} + \frac{q}{2} \right) d_0^2 + (p + q + 1)d_0 - 1.$$

Subtracting $I(e_{p,q}^{d_0})$ from the quantity in the last line above we get

$$\frac{-2pq + q^2 + q)d_0^2 - 4}{4} < 0,$$

implying $I(e_{x(\Lambda),y(\Lambda)}) < I(e_{p,q}^{d_0})$. It then follows from Lemma 3.3 that $\Lambda$ exists. Now, the $J$-holomorphic curve genus inequality of Definition 1.35 holds because

$$x(\Lambda) + y(\Lambda) = (p + q + 1)d_0 - 1 \geq (p + q + 1)d_0 - 1$$

$$= x(e_{p,q}^{d_0}) + y(e_{p,q}^{d_0}) + m(e_{p,q}^{d_0}) - 1.$$ 

Further, recall that $A_{p,q}(e_{p,q}^{d_0}) = pcd_0$, thus the action inequality of Definition 1.35 is satisfied since

$$A_{p,q}(\Lambda) = x(\Lambda) + ay(\Lambda)$$

$$= qad_0 + pd_0 - \frac{(q - 2)(d_0 - 1)}{2d_0} d_0$$

$$< qad_0 + pd_0 - \frac{(q - 3)(d_0 - 1)}{2d_0} d_0 < pcd_0,$$

where the last inequality holds by the hypothesis. Thus we have $\Lambda \leq e_{p,q}^{d_0}$.

2. Suppose $q$ is odd. Then $y(\Lambda) = \frac{q+1}{2}d_0$ and $x(\Lambda) = pd_0 + \frac{q+1}{2}d_0 - 1$. The rest of the steps are similar to the previous case. One can check that

$$I(e_{x(\Lambda),y(\Lambda)}) \leq I(e_{p,q}^{d_0}) \leq I(e_{1,0}^{x(\Lambda),y(\Lambda)}).$$
Thus by applying Lemma 3.3 we prove the existence of \( \Lambda \) with these \( x(\Lambda) \) and \( y(\Lambda) \) values and \( I(\Lambda) = I(e_{p,q}^{d_0}) \). Again, the the \( J \)-holomorphic curve genus inequality of Definition 1.35 holds because
\[
x(\Lambda) + y(\Lambda) = (p + q + 1)d_0 - 1 \geq (p + q + 1)d_0 - 1.
\]
Finally, the action inequality of Definition 1.35 is satisfied since
\[
A_{P(a,1)}(\Lambda) = qad_0 + pd_0 - \frac{(q - 3)(d_0 - 1)}{2d_0}d_0 < pc d_0 = A_{E(pc/q,c)}(e_{p,q}^{d_0}).
\]
We again conclude \( \Lambda \leq e_{p,q}^{d_0} \).  

\[ \square \]

Remark 3.7. Note that in Proposition 3.6 we require \( q > 3 \) because in this case there is a nice general formulation of \( \Lambda \) satisfying \( \Lambda \leq e_{p,q}^{d_0} \). One can easily construct explicit examples of \( \Lambda \leq e_{p,q}^{d_0} \) for \( q = 3 \) by modifying the value of \( y(\Lambda) \).

### 3.4. Classification of minimal generators for the ellipsoid

To understand the extent to which the Hutchings Criterion, Theorem 1.36, applies to a symplectic embedding problem, it is necessary to understand the minimal convex generators for the target of interest. In this section, we classify all minimal convex generators for the ellipsoid \( E(bc, c) \) in Proposition 3.9, where \( b \geq 1, c > 0 \) are any real numbers. Proposition 3.9 provides a converse to [14, Lem. 2.1(a)] and generalizes the result of [3, Lem. A.3], which considers the case \( b = 1 \). We then specialize to the \( b = p/2 \) case, and provide an explicit formula for the minimal generators of half integer ellipsoids in Proposition 3.13.

Recall that a convex generator \( \Lambda \) is minimal (Definition 1.30) for a convex toric domain \( X_\Omega \) if \( \Lambda \) is purely elliptic and \( \Lambda \) uniquely minimizes the symplectic action \( A_\Omega \) among all purely elliptic convex generators of the same index. Moreover, the symplectic action of minimal generators is related to ECH capacities as follows.

Remark 3.8. If \( I(\Lambda) = 2k \) and \( \Lambda \) is minimal for \( X_\Omega \), then \( A_\Omega(\Lambda) = c_k(X_\Omega) \), by [14, Prop. 5.6].

We obtain the following characterization of minimal generators for the ellipsoid:

**Proposition 3.9.** Let \( b \geq 1, c > 0 \). Let \( \Lambda \) be any purely elliptic convex generator, and \( \eta \) the line of slope \(-1/b\) tangent to \( \Lambda \). Then \( \Lambda \) is minimal for the ellipsoid \( E(bc, c) \) if and only if \( \Lambda \) is maximal (cf. Lemma 3.2) under \( \eta \).

We first present a proof of Proposition 3.9 relying on ECH capacities, after which we will present a purely combinatorial proof.

**ECH capacities proof of Proposition 3.9.** Let \( \Lambda \) be a convex integral lattice path that is not maximal under any line of slope \(-1/b\). By Example 1.29, the action of \( \Lambda \) equals that of the maximal generator \( \Lambda' \) under some such line
η tangent to both Λ and Λ′. The path Λ′ is uniquely maximal, so Λ must enclose fewer lattice points than Λ′ does.

Assume Λ encloses i fewer lattice points than Λ′. Let j be the number of lattice points on η (which all must be on Λ′). We have i < j because if i ≥ j then the action of Λ is strictly greater than the action of the maximal generator under the next line below η of slope −1/b passing through a lattice point in the first quadrant. This lower action is the kth ECH capacity of E(bc, c) for k = I(Λ′)/2 − j by [12, Prop. 1.2]. However, if i ≥ j then k ≥ I(Λ′)/2 − i = I(Λ)/2. Since ECH capacities are increasing, we have 

\[ c_{I(Λ)/2}(E(bc, c)) \leq c_k(E(bc, c)) \]

which is strictly less than the action of Λ, and so Λ cannot be maximal as its action does not equal \( c_{I(Λ)/2}(E(bc, c)) \).

Now we may assume i < j. Number the lattice points on η from 1 to j from the upper left to lower right. We cannot have j = 1, because by i < j, the path Λ could not then be tangent to η because they do not share any lattice points. Therefore there are at least two other convex integral lattice paths with the same action as Λ and enclosing the same number of lattice points: the convex hull of the set of points strictly enclosed by η and including \{1, \ldots, j − i\} and the convex hull of the set of points strictly enclosed by η and including \{i + 1, \ldots, j\}. At least one of these is not Λ, so Λ cannot be the unique convex integral lattice path with its action amongst lattice paths enclosing I(Λ)/2 + 1 lattice points. Thus Λ certainly cannot be the unique minimizer of its action amongst this set of lattice paths, and thus cannot be minimal.

□

To give a purely combinatorial proof of Proposition 3.9, we first set up some notation. Fix \( b \geq 1 \) and \( c > 0 \). For an integer lattice point \( Q = (x, y) \) in the first quadrant, let \( A(Q) \) denote the \( E(bc, c) \) action of \( Q \),

\[ A(Q) := cx + bcy. \]

Let \( η_Q \) denote the line of slope \( −1/b \) that goes through \( Q \), and let \( Λ_Q \) denote the unique, purely elliptic, convex generator, maximal under \( η_Q \), given by Lemma 3.2. Define the quantity \( L(Q) = L(Λ_Q) \) to be the number of lattice points enclosed under \( Λ_Q \). Lastly, write

\[ S = \{L(Q) : Q \in \mathbb{N}^2\} \subseteq \mathbb{N} \]

to be the set of all indices of integer lattice points in the first quadrant \( \mathbb{N}^2 \).

Warning. We note that the definitions of \( A(Q), η_Q, Λ_Q, L(Q) \) and \( S \) all implicitly depend on the parameters \( b \geq 1 \) and \( c > 0 \), as the domain \( E(bc, c) \) is unambiguous. Additionally, when describing a convex generator \( Λ \), we will use “minimal” in short of “minimal for the ellipsoid \( E(bc, c) \)”.

The purely combinatorial idea behind Proposition 3.9 is as follows. By definition, a minimal convex generator of a given index is unique when it exists, which prompts us to classify minimal generators by index. By [14, Lem. 2.1(a)], each \( Λ_Q \) is minimal, hence for \( k \in S \) the classification of minimal generators of index \( 2k \) follows directly by noting that \( I(Λ_Q) = 2L(Λ_Q) = 2L(Q) \). For \( k \not\in S \), we use tools similar to those developed in Lemma 3.3 to construct two distinct purely elliptic convex generators of index \( 2k \) that both
minimize the ellipsoid symplectic action. To do so, we interpret symplectic action in terms of the following:

**Lemma 3.10.** Fix real numbers \( b \geq 1 \) and \( c > 0 \). Given a convex generator \( \Lambda \), we have

\[
A_{E(bc,c)}(\Lambda) = \max_{Q \text{ under } \Lambda} A(Q),
\]

where the maximum is taken over all lattice points \( Q \) enclosed by \( \Lambda \). In particular, for a lattice point \( Q_0 \in \mathbb{N}^2 \), we have \( A_{E(bc,c)}(\Lambda Q_0) = A(Q_0) \).

**Proof.** Among all lattice points \( Q \) enclosed under \( \Lambda \), \( A(Q) \) is maximized when the line \( \eta_Q \) is tangent to \( \Lambda \). Therefore, (6) follows from Example 1.29 and the definition of \( A(Q) \). The rest of the lemma follows from the observation that \( \eta_Q \) is, by construction, tangent to \( \Lambda_Q \).

The following equivalences illustrate a close relationship between \( \eta_Q \), \( \Lambda_Q \), \( L(Q) \), and \( A(Q) \).

**Lemma 3.11.** Fix real numbers \( b \geq 1, c > 0 \), and let \( Q_1, Q_2 \in \mathbb{N}^2 \) be two lattice points. The following are equivalent:

1. \( A(Q_1) = A(Q_2) \),
2. \( \eta_{Q_1} = \eta_{Q_2} \),
3. \( \Lambda_{Q_1} = \Lambda_{Q_2} \),
4. \( L(Q_1) = L(Q_2) \).

Further, \( A(Q_1) < A(Q_2) \) precisely when \( L(Q_1) < L(Q_2) \), which happens precisely when \( \eta_{Q_1} \) is strictly below the line \( \eta_{Q_2} \).

**Proof.** Note that the quantity \( A(Q) \) is a multiple of the \( y \)-intercept of \( \eta_Q \) by the constant \( b \cdot c \), hence (1) and (2) are equivalent. By the uniqueness statement of Lemma 3.2, (2) implies (3). By definition, (3) implies (4).

We now argue that (4) implies (2). If \( \eta_{Q_1} \neq \eta_{Q_2} \), then since they are lines of the same slope, one must have a larger \( y \)-intercept, say \( \eta_{Q_1} \). Now, since by definition they go through a lattice point, the maximal convex generator \( \Lambda_{Q_1} \) encloses strictly more lattice points than \( \Lambda_{Q_2} \), which shows that \( L(Q_1) > L(Q_2) \). The last statement of the lemma follows similarly from definition.

We can now consider the base when \( b \) is irrational.

**Lemma 3.12.** Fix real numbers \( b \geq 1 \) and \( c > 0 \). The set \( S = \mathbb{N} \) if and only if \( b \) is irrational.

**Proof.** If \( b = p/q \), with \( p, q \in \mathbb{N} \), select any \( x \in \mathbb{N} \), with \( x > p \), and select some \( y \in \mathbb{N} \) large enough so that that \( L(x,y) > 1 \). By Lemma 3.11, we have \( L(x,y) = L(x-p,y+q) \). In this case, we have \( L(x,y) - 1 \notin S \). This is because if \( L(x,y) - 1 = L(Q) \) for some \( Q \), then \( \eta_Q \) is strictly below the line \( \eta_{(x,y)} \). But then \( \eta_Q \) misses at least two lattice points \( (x,y) \) and \( (x-p,y+q) \). Therefore, \( L(x,y) - 1 \notin S \), and so \( S \subset \mathbb{N} \) if \( b \notin \mathbb{Q} \).

Now suppose \( b \notin \mathbb{Q} \). We cannot have \( L(x,y) = L(x',y') \) for distinct \( (x,y) \neq (x',y') \) since otherwise \( b \) is the ratio of integers \( (x-x')/(y'-y) \) by Lemma 3.11. Therefore if \( k \in S \), then \( k-1 \in S \). The claim \( S = \mathbb{N} \) now follows from the fact that \( S \) is unbounded, as \( L(N,0) \geq N \) for any \( N \in \mathbb{N} \). □
Combinatorial proof of Proposition 3.9. The if direction is the content of [14, Lem. 2.1(a)], we now prove the converse. Let \( \Lambda \) be a minimal convex generator. We will show that \( \Lambda \) is maximal under \( \eta \). Let \( k \) denote the integer \( L(\Lambda) \). By definition, a minimal convex generator of a given index is unique when exists, therefore if \( k = L(Q) \in S \) we must have \( \Lambda = \Lambda_Q \), since \( L(\Lambda_Q) = L(Q) = k \) and \( \Lambda_Q \) is minimal. Note that combining with Lemma 3.12 this already proves the proposition for the case when \( b \) is irrational.

It suffices to consider when \( k \notin S \). For this case, we construct two distinct convex generators, \( \Lambda_1 \) and \( \Lambda_2 \), both of index \( 2k \), such that both minimize the ellipsoid symplectic action among all generators with index \( 2k \).

Choose \( Q \) to be a lattice point such that \( L(Q) > k \) is the smallest element in \( S \) greater than \( k \). This can be done since \( S \) is unbounded. Let \( Q_1, ..., Q_n \in \mathbb{N}^2 \) be all of the lattice points such that \( L(Q_i) = L(Q) \). Using Lemma 3.11, we have \( L(Q) - n < k \) by the minimality of \( L(Q) > k \) in \( S \). Define \( m = L(Q) - k < n \). We define two orderings \( \preceq_1, \preceq_2 \) on the set of integer lattice points \( \mathbb{N}^2 \), in the spirit of Lemma 3.3,

\[
Q_1 \preceq_1 Q_2 \iff L(Q_1) < L(Q_2) \text{ or } (L(Q_1) = L(Q_2), x_1 \leq x_2); \\
Q_1 \preceq_2 Q_2 \iff L(Q_1) < L(Q_2) \text{ or } (L(Q_1) = L(Q_2), x_1 \geq x_2).
\]

Both \( \preceq_1, \preceq_2 \) are strict total orders. Thus we may rearrange the \( Q_i \) such that \( Q_i \preceq_1 Q_j \) whenever \( i \leq j \). Now by the definition of \( \preceq_2 \) (and the fact that \( L(Q_i) = L(Q_j) \)) it follows that \( Q_i \preceq_2 Q_j \) if and only if \( i \geq j \). By the proof of Lemma 3.3, we obtain two purely elliptic convex generators \( \Lambda_1, \Lambda_2 \), such that \( \Lambda_1 \) encloses exactly all \( Q \in \mathbb{N}^2 \) with \( Q \preceq_1 Q_{n-m} \), and \( \Lambda_2 \) encloses exactly all \( Q \preceq_2 Q_m \). Specifically, \( \Lambda_1 \) is achieved as the maximal convex generator under the line \( \eta_Q \) rotated by a sufficiently small amount clockwise at the point \( Q_{n-m} \), and \( \Lambda_2 \) maximal under \( \eta_Q \) rotated counterclockwise at \( Q_m \), both of which can be done since the number of lattice points enclosed by \( \eta_Q \) in the first quadrant is finite. Note that \( \Lambda_1 \neq \Lambda_2 \) since \( 0 < m < n \). Note also that by construction \( L(\Lambda_1) = L(\Lambda_2) = L(Q) - m = k \), since each \( \Lambda_i \) omits precisely \( m \) points that are enclosed under \( \eta_Q \).

We examine the symplectic action of \( \Lambda_1 \) and \( \Lambda_2 \) for the ellipsoid \( E(bc,c) \).

Since \( A(Q_{n-m}) = A(Q_m) = A(Q) \) by the equivalence in Lemma 3.11, we see that by equation (6), \( A_{E(bc,c)}(\Lambda_1) = A_{E(bc,c)}(\Lambda_2) = A(Q) \). If \( \Lambda \) is a generator with \( A_{E(bc,c)}(\Lambda) < A(Q) \), then by equation (6) for every \( Q' \) enclosed by \( \Lambda \), we have \( A(Q') < A(Q) \), which implies that \( L(Q') < L(Q) \) by Lemma 3.11. But there are at most \( L(Q) - n \) many such lattice points \( Q' \), hence \( L(\Lambda) \leq L(Q) - n < k \) follows from another application of 3.11. This shows that \( \Lambda_1 \neq \Lambda_2 \) both minimize symplectic action, hence there exists no minimal convex generator with index \( 2k \), \( k \notin S \). The proof is now complete. \( \square \)

We now use the result of Proposition 3.9 to provide a concrete description of a minimal convex generator in terms of its elliptic orbit decomposition.
Proposition 3.13. Let $p > 2$ be an odd integer and $c > 0$, then all minimal convex generators of $E(pc/2, c)$ are of the form

$$e_{1,0}^ke_{p+1}^me_{p+1}^d e_{p+2}^m e_{p+3},$$

with the following constraints: $m_i \in \{0, 1\}, d \geq 0$, $0 \leq k < \frac{p-1}{2}$ if $m_1 = 1$, and $0 \leq k < \frac{p+1}{2}$ if $m_1 = 0$.

Proof. Let $\Lambda$ be a minimal convex generator for $E(pc/2, c)$. By Proposition 3.9, there is a line $\eta$ of slope $-2/p$ that is tangent to $\Lambda$ such that $\Lambda$ is maximal under $\eta$. Recall from Definition 1.28 the notion of tangency, thus $\eta$ touches $\Lambda$, and $\Lambda$ lies entirely in the closed half plane to the lower left of $\eta$. In particular, $\Lambda$ contains at least one integer lattice point $Q = (q_1, q_2)$ in the first quadrant.

Suppose $\Lambda$ has an edge $e_{i,j}^l$ whose right endpoint is $Q$, where $i, j \geq 0$ are coprime and $l > 0$. In this case, we must have $j/i \leq 2/p$. We discuss the following two cases:

1. If $i \geq p$, then the point $(q_1 - p, q_2 - 2)$ on $\eta$ is in the first quadrant and therefore must be enclosed by $\Lambda$. This forces $j/i = 2/p$ and hence $j = 2, i = p$ as they are coprime. In this case, $e_{i,j}^l = e_p^{2}$. 

2. If $i < p$, then $j/i < 2/p$ and $j < 2$. Then if $j = 1$, we have $i \geq (p+1)/2$, so $\Lambda$ must enclose $(q_1 - (p+1)/2, q_2 + 1)$, which is to the lower left of $\eta$. This forces $j/i \geq 2/(p+1)$, so $i = (p+1)/2$. Now suppose $l \geq 2$, then $jl > p$, so $(q_1 - p, q_2 + 2)$ is in the first quadrant yet not enclosed by $\Lambda$, contradicting its maximality under $\eta$. Therefore, $e_{i,j}^l = e_{1,0}^{p+1}$. 

Alternatively, if $j = 0$, then $i = 1$. Suppose $l \geq (p+1)/2$, then $(q_1 - (p+1)/2, q_2 + 1)$ in the first quadrant is not enclosed by $\Lambda$, again contradicting its maximality under $\eta$. Therefore, we must have $e_{i,j}^l = e_{1,0}^l$ where $l < (p+1)/2$. Note that this is exactly when $m_1 = 0$.

On the other hand, suppose $\Lambda$ has an edge $e_{i,j}^l$ whose left endpoint is $Q$, where $i, j \geq 0$ are coprime and $l > 0$. In this case, we must have $j \geq 1$ and $j/i \geq 2/p$. We discuss the following two cases:

1. If $i \geq p$, then the point $(q_1 - p, q_2 - 2)$ on $\eta$ is in the first quadrant therefore must be enclosed by $\Lambda$. This forces $j/i = 2/p$, so $j = 2$ and $i = p$. We again obtain $e_{i,j}^l = e_p^{2}$. 

2. If $i < p$, then $2/(p-1) \geq j/i > 2/p$, since $\Lambda$ must enclose $(q_1 + (p-1)/2, q_2 - 1)$, which is to the lower left of $\eta$. Solving the inequality gives $i = (p-1)/2, j = 1$. Now suppose $l \geq 2$, then $jl \geq 2$, so $(q_1 + p, q_2 - 2)$ is in the first quadrant yet not enclosed by $\Lambda$, a contradiction. Therefore, $e_{i,j}^l = e_{1,0}^{p+1}$. 

Now, suppose $\Lambda$ has an edge $e_{p+1}^{p+1}$ with right endpoint $Q$ and another edge $e_{i,j}^l$ incident with $e_{p+1}^{p+1}$ on the left. Then since $\Lambda$ fails to enclose $(q_1 - p, q_2 + 2)$, we need $jl < 2 - 1 = 1$ and $il < p - (p+1)/2 = (p-1)/2$. Therefore, we must have $e_{i,j}^l = e_{1,0}^{l}$, where $l < (p-1)/2$.

Finally, suppose $\Lambda$ has an edge $e_{p-1}^{p-1}$ with right endpoint $Q$ and another edge $e_{i,j}^l$ incident with $e_{p-1}^{p-1}$ on the right. Then since $\Lambda$ fails to enclose
(q_1 + p, q_2 - 2), we need j < 1. That is, j = 0, but this is impossible because of the convexity of \( \Lambda \).

We can now conclude that \( \Lambda \) is indeed of the form 

\[
e^{k_1}_1 e^{m_1}_{p_1}, \quad e^{d_2}_{p_2} e^{m_2}_{2}, \quad e^{d_1}_{p_1}, \quad e^{m_2}_{2},
\]

where \( m_i \in \{0, 1\} \), \( d \geq 0 \), \( 0 \leq k < \frac{p - 1}{2} \) if \( m_1 = 1 \), and \( 0 \leq k < \frac{p + 1}{2} \) if \( m_1 = 0 \).

\[\Box\]

**Remark 3.14.** For the symplectic embedding problems of the polydisk into half-integer or rational ellipsoids, it is unclear how the Hutchings criterion (Theorem 1.36) will perform when applied to the minimal convex generators other than \( e^{d}_{p, 2} \), as classified in Proposition 3.9 and 3.13. We still expect that the minimal generators \( e^{d}_{p, 2} \) for the ellipsoid will provide the best obstruction. This is due to the fact that among the classes of generators provided by Proposition 3.9, \( e^{d}_{p, 2} \) maximizes the \( x \) and \( y \)-intercepts for a fixed ellipsoid symplectic action. Thus, it imposes the tightest constraint to obstruct embedding in light of the first and central condition of the Hutchings criterion (cf. Definition 1.35). This makes \( e^{d}_{p, 2} \) an ideal candidate to study obstructions using the Hutchings criterion. However, the full combinatorial implications of the Hutchings criterion are not understood well enough to prove that for the ellipsoid, \( e^{d}_{p, 2} \) provides the best obstruction. We now point out the directions for future study and explain the potential difficulties:

- One can ask whether the new minimal generators in Proposition 3.13 will provide any obstructions via the Hutchings criterion, and how those obstructions compare to the main Theorem 1.6 of this paper. Since these generators have more complex product decomposition, the methods that we used in Sect. 2 do not immediately generalize. A good understanding of the ECH index of products of arbitrary convex generators is therefore required to understand the implications of the third condition in the Hutchings criterion.

- One can ask whether the Hutchings criterion is limited using these new minimal generators in the same way as it was using \( e^{d}_{p, 2} \) by Propositions 3.4, 3.5, and 3.6. We note that the examples provided in Proposition 3.4–3.6 satisfy the Hutchings criterion (thus showing non-obstruction) by the trivial factorization. This method circumvents the need to discuss product decomposition of convex generators, which is inherently difficult. Due to the higher multiplicity of the new generators in Proposition 3.13, the main tools that we developed in Sect. 3.1 no longer apply, thus one again needs to confront the intricacies of product decompositions for arbitrary convex generators.
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