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Abstract

In this paper, we focus on automatic disease diagnosis with reinforcement learning (RL) methods in task-oriented dialogues setting. Different from conventional RL tasks, the action space for disease diagnosis (i.e., symptoms) is inevitably large, especially when the number of diseases increases. However, existing approaches to this problem employ a flat RL policy, which typically works well in simple tasks but has significant challenges in complex scenarios like disease diagnosis. Towards this end, we propose to integrate a hierarchical policy of two levels into the dialogue policy learning. The high level policy consists of a model named master that is responsible for triggering a model in low level, the low level policy consists of several symptom checkers and a disease classifier. Experimental results on both self-constructed real-world and synthetic datasets demonstrate that our hierarchical framework achieves higher accuracy in disease diagnosis compared with existing systems. Besides, the datasets 1 and codes 2 are all available now.

1 Introduction

With the development of electronic health records (EHRs) systems, researchers explore different machine learning approaches for automatic diagnosis [1]. Although impressive results have been reported for the identification of various diseases [2; 3], they rely on well established EHRs which are labor-intensive to build. Moreover, supervised model trained for one disease is difficult to be transferred to another, therefore, EHRs are needed for every single disease.

In order to relieve the pressure for constructing EHRs, researchers [4; 5] introduce task-oriented dialogue system to request symptoms automatically from patients for disease diagnosis. They formulate the task as Markov Decision Processes (MDPs) and employ reinforcement learning (RL) based methods for the policy learning of the system. Existing framework utilizes a setting of flat policy that treats diseases and all related symptoms equally. Although RL-based approaches have shown positive results for symptom acquisition, when it comes to hundreds of diseases in real environment, the setting of flat policy is quite impractical.

In general, a particular disease is related to a certain group of symptoms. That’s to say, a person who suffers a disease will often carries some corresponding symptoms at the same time. As shown in figure 1, we present the correlation between diseases and symptoms. x-axis represents symptoms and y-axis is the proportion of diseases related. We can easily identify some patterns. In other word, each disease has a group of corresponding symptoms and the overlap among different groups of symptoms are limited. This motivates us to classify diseases into different groups following the setting of departments in the hospital and design a hierarchical structure for symptom acquisition and disease diagnosis.

Recently, Hierarchical Reinforcement Learning (HRL) [6; 7], in which multiple layers of policies are trained to perform decision making, has been successfully applied to different scenarios, including course recommendation [8], visual dialogue [9], relation extraction [10], etc. The natural hierarchy of target tasks are modeled either manually or automatically. Inspired by these research, we explore to utilize the clustering information of diseases via HRL to deal with the issue of large action space.

In this paper, we classify diseases into several groups and build a dialogue system with a hierarchy of two levels for automatic disease diagnosis using HRL methods. The high level policy consists of a model named master and the low level policy consists of several workers and a disease classifier. The master is responsible for triggering a model in the low level. Each worker is responsible for inquiring symptoms related to a certain group of disease while disease classifier is responsible for making the final diagnosis based on information collected by workers. The proposed framework imitates
a group of doctors from different departments to diagnose a patient together. Among them, each worker acts like a doctor from a specific department, while the master acts like a committee that appoints doctors to interact with this patient. When information collected from workers are sufficient, the master would activate a separate disease classifier to make the diagnosis. Models in the two levels are trained jointly for better disease diagnosis. We build a large real-world dataset and a synthetic dataset for the evaluation of our model. Experimental results demonstrate that the performance of our hierarchical framework outperforms other state-of-the-art approaches on both datasets.

2 Hierarchical Reinforcement Learning Framework for Disease Diagnosis

In this section, we introduce our hierarchical reinforcement learning framework for disease diagnosis. We start with the flat policy setting and then introduce our hierarchical policy with two levels. We further improve the performance of our model via reward shaping techniques.

2.1 Reinforcement Learning Formulation for Disease Diagnosis

As for RL-based models for automatic diagnosis, the action space of agent $A = D \cup S$, where $D$ is the set of all diseases and $S$ is the set of all symptoms that associated with theses diseases. Given the state $s_t \in S$ at turn $t$, the agent takes an action according to its policy $a_t \sim \pi(s_t)$ and receives an immediate reward $r_t = R(s_t, a_t)$ from the environment (patient/user). If $a_t \in S$, the agent chooses a symptom to inquire the patient/user. Then the user responds to the agent with true/false/unknown and the corresponding symptom will be represented via a 3-dim one-hot vector $b \in \mathbb{R}^3$ accordingly. If $a_t \in D$, the agent informs the user with the corresponding disease as the diagnosis result and the dialogue session will be terminated as success/fail in terms of the correctness of diagnosis. The state $s_t = [b_1^T, b_2^T, \ldots, b_i^T]_S^T$, i.e., the concatenation of one-hot encoded statuses of each symptom, and not-requested symptoms until turn $t$ are all encoded as $b = [0, 0, 0]$.

The goal for the agent is to find an optimal policy so that it can maximizes the expected cumulative future discounted rewards $R_t = \sum_{t'=t}^{T} \gamma^{t-t'} r_{t'}$, where $\gamma \in [0, 1]$ is the discounted factor and $T$ is maximal turn of current dialogue session. The Q-value function

$$Q^\pi(s, a) = \mathbb{E}[R_t|s_t = s, a_t = a, \pi]$$

is the expected return of taking action $a$ in state $s$ following a policy $\pi$.

The optimal Q-value function is the maximum Q-value among all possible policies: $Q^*(s, a) = \max_{\pi} Q^\pi(s, a)$. It follows the Bellman equation:

$$Q^*(s, a) = \mathbb{E}_s[r + \gamma \max_{a' \in A} Q^*(s', a')|s, a]$$

A policy $\pi$ is optimal if and only if for every state and action, $Q^*(s, a) = Q^\pi(s, a)$. Then the policy can be reduced deterministically by $\pi(a|s) = \arg \max_{a \in A} Q^*(s, a)$.

2.2 Hierarchical Policy of Two Levels

In order to reduce the problem of large action space, we extend the above RL formulation to a hierarchical structure with two-layer policies for automatic diagnosis. Following the options framework [7], our framework is designed as in Figure 2. There are four components in five framework: master, workers, disease classifier, internal critic and user simulator.

![Figure 2: The framework of our hierarchical reinforcement learning model with two-layer policies.](image)

Specifically, we divide all the diseases in $D$ into $h$ subsets $D_1, D_2, \ldots, D_h$, where $D_1 \cup D_2 \cup \cdots \cup D_h = D$ and $D_i \cap D_j = \emptyset$ for any $i \neq j$ and $i, j = 1, 2, \ldots, h$. Each $D_i$ is associated with a set of symptoms $S_i \subseteq S$, whose symptoms are related to diseases in $D_i$. While worker $w^i$ is responsible for collecting information from user about symptoms of $S_i$.

At turn $t$, the master decides whether to collect symptom information from user (picking one worker to interact with user for several turns) or inform the user with diagnosis result (picking disease classifier to output the predicted disease). An illustration of the diagnosis process with interactions between models in two levels are presented in Figure 3. As for internal critic, it is responsible for both returning intrinsic reward to the worker and telling whether the subtask of the invoked worker is finished. In addition, the user simulator is applied to interact with our model and return extrinsic reward.
Master

The action space of master \( A^m = \{ w^i | i = 1, 2, \cdots, h \} \cup \{d \} \). The action \( w^i \) indicates activating worker \( w^i \) while \( d \) is a primitive action which means activating the disease classifier. At each turn \( t \), the master takes the dialogue state \( s_t \in S \) as input and takes an action \( a^m_t \in A^m \) according to it’s policy \( \pi^m(a^m_t | s_t) \). An extrinsic reward \( r^m_t \) will be returned to master from the environment.

The decision process of master is not a standard MDP. Once the master activates a worker, this worker will interact with user for \( N \) turns until the subtask is terminated. Only after that master can take a new action and observe a new dialogue state. As pointed out by [7], the learning problem of master can be formulated as a Semi-Markov Decision Process (SMDP), where the extrinsic rewards returned during the interaction between user and the chosen worker can be accumulated as the immediate rewards for the master [11]. That is to say, after taking an action \( a^m_t \), the reward \( r^m_t \) for master can be defined as:

\[
r^m_t = \left\{ \begin{array}{ll}
\sum_{t=1}^{N} \gamma^t r^w_{t+\gamma^t} & \text{if } a^m_t = w^i \\
\gamma^t & \text{if } a^m_t = d
\end{array} \right.
\]

where \( i = 1, \ldots, h \), \( r^w_{t+\gamma^t} \) is the extrinsic reward returned by the environment at turn \( t \), \( \gamma \) is the discounted factor of the master and \( N \) is the number of primitive actions of master. We can write the Bellman equation for master as follows:

\[
Q_m(s, a^m) = r^m + \mathbb{E}_{(s', a^{m'})} \left[ \gamma^N Q_m(s', a^{m'}) | s, a^m, \pi^m \right]
\]

Where \( s' \) is the observed dialogue state of master after it takes an action \( a^m \), \( a^{m'} \) is the next action when the state is \( s' \).

The objective of master is to maximize the extrinsic reward through SMDP, thus we can write the master’s loss function as follows:

\[
\mathcal{L}(\theta_m) = \mathbb{E}_{s, a^m, r^m, s' \sim \mathcal{B}^m} [(y - Q_m(s, a^m; \theta_m))^2]
\]

where \( y = r^m + \gamma^N \max_{a^{m'}} Q_m(s', a^{m'}; \theta_m) \), \( \theta_m \) is the network parameter at current iteration and \( \mathcal{B}^m \) is the fixed-length buffer of samples for master.

Worker

The worker \( w^i \) corresponds to the set of diseases \( D_i \) and the set of symptoms \( S_i \). The action space of worker \( w^i \) is: \( A^w_i = \{ \text{request}[\text{symptom}] | \text{symptom} \in S_i \} \). At turn \( t \), if worker \( w^i \) is invoked, the current state of master \( s_t \) will be passed to worker \( w^i \), then worker \( w^i \) will extract \( s_t^i \) from \( s_t \) and take \( s_t^i \) as input and generate an action \( a^i_t \in A^w_i \). The state extraction function is as follows:

\[
s_t^i = \text{ExtractState}(s_t, w^i) = [b^{(1)}_i, b^{(2)}_i, \cdots, b^{(k)}_i]^{\top}
\]

where \( b^{(j)}_i \) is the representing vector of \( \text{symptom}(j) \in S_i \).

After taking action \( a^i_t \in A^w_i \), the dialogue is updated into \( s_{t+1} \) and worker \( w^i \) will receive an intrinsic reward \( r^w_t \) from the module of internal critic. So the objective of worker is to maximize the expected cumulative discounted intrinsic rewards. The loss function of worker \( w^i \) can be written as:

\[
\mathcal{L}(\theta_w^i) = \mathbb{E}_{s^i, a^i, r^i, s^{'i} \sim \mathcal{B}^w_i} [(y_i - Q_w^i(s^i, a^i; \theta_w^i))^2]
\]

where \( y_i = r^i + \gamma^i \max_{a^i} Q_w^i(s^i, a^i; \theta_w^i) \), \( \gamma^i \) is the discount factor of all the workers, \( \theta_w^i \) is the network parameter at current iteration, \( \theta_w^i \) is the network parameter of previous iteration and \( \mathcal{B}^w_i \) is the fixed-length buffer of samples for worker \( w^i \).

Disease Classifier

Once the disease classifier is activated by master, it will take the master state \( s_t \) as input and output a vector \( p \in \mathbb{R}^{D} \), which represents the probability distribution over all diseases. The disease with highest probability will be returned to the user as the diagnosis result. Two layers of Multi-Layered Perceptron (MLP) is utilized here for the disease diagnosis.

Internal Critic

The internal critic is responsible for generating intrinsic reward \( r^w_t \) to worker \( w^i \) after an action \( a^i_t \) is taken at turn \( t \). \( r^w_t \) equals +1, if the worker requests a symptom that the user suffers. If there are repeated actions generated by worker \( w^i \) or the number of subtask turns reaches \( T_{\text{sub}} \), \( r^w_t \) would be -1. Otherwise, \( r^w_t \) would be 0.

The internal critic is also responsible for judging the termination condition for the worker. In our task, a worker is terminated as failed when there is repeated action generated or the number of subtask turns reaches \( T_{\text{sub}} \). While a worker is terminated as successful when the user responds true to the symptom requested by the agent. Which means the current worker finishes the subtask by collecting enough symptom information.

User Simulator

Following [4] and [5], we use a user simulator to interact with the agent. At the beginning of each dialogue session, the user simulator samples a user goal from the training set randomly. All the explicit symptoms of the sampled user goal are used for initializing a dialogue session. During the course of dialogue, the simulator interacts with the agent based on the user goal following some rules. One dialogue session will be terminated as successful if the agent make the correct diagnosis. It will be terminated as failed if the informed disease is incorrect or the dialogue turn reaches the maximal turn \( T \). In order to improve the efficiency of the interaction, the dialogue would be terminated when repeated action is taken by the system.
2.3 Reward Shaping

In reality, the number of symptoms a patient suffers from is much less than the size of symptom set $S$ and this results in a sparse feature space. In other words, it is hard for the agent to locate the symptoms that the user truly suffers from. In order to encourage master to choose a worker that can discover more positive symptoms, we follow [12] and use the reward shaping method to add auxiliary reward to the original extrinsic reward while keeping the optimal reinforcement learning policy unchanged.

The auxiliary reward function from state $s_t$ to $s_{t+1}$ is defined as $f(s_t, s_{t+1}) = \gamma \phi(s_{t+1}) - \phi(s_t)$, $\phi(s)$ is the potential function and can be defined as

$$
\phi(s) = \left\{ \begin{array}{ll}
\lambda \times |\{ j : b_j = [1,0,0]\}|, & \text{if } s \in S/S_t, \\
0, & \text{otherwise}
\end{array} \right.
$$

Where $\phi(s)$ counts the number of true symptoms for a given state $s$, $\lambda > 0$ is a hyper-parameter which controls the magnitude of reward shaping and $S_t$ is the terminal state set. Thus, the reward function for master will be changed into $R^m_t = r_t + f(s_t, s_{t+1})$.

2.4 Training

Both the master policy $\pi^m$ and each worker’s policy $\pi^w_i$ are parameterized via Deep Q-Network [13; 14]. In DQN, the action is often selected following an $\epsilon$-greedy policy. In our hierarchical framework, both the master and the workers behave following their own $\epsilon$-greedy policy for training and greedy policy for testing. During the training process, we store $(s_t, a^m_t, r^m_t, s_{t+N})$ in $B^m$ and $(s_t, a^w_i, r^w_i, s_{t+1})$ in $B^w$. At each training step, we perform experience replay to update the current networks for both master and workers in $B^m$ and $B^w$ respectively, while the target networks are fixed during experience replay. The target network will be updated (replaced by the current network) only when one experience replay is over. At each step, the current network will be evaluated on the training set, the experience buffer will be flushed only if the current network performs better than any previous versions in success rate. Therefore, the samples generated in the previous iterations will be removed from the experience buffer and it will speed up the training process. As for disease classifier, it will be updated with terminal states and corresponding disease labels after every 10 epochs’ training of master.

3 Dataset

We construct two datasets for the evaluation of our model. One is an extended version of an existing real-world dataset. Another is a synthetic dataset.

3.1 Real-world Dataset

There is an existing dataset collected from real world for the evaluation of task-oriented DS for diagnosis [4]. We extend the original dataset following their labeling strategy. The newly constructed real-world dataset (RD) contains 1,490 user goals that belong to 4 diseases, namely, upper respiratory infection (URI), children functional dyspepsia (CFD), infantile diarrhea (ID) and children’s bronchitis (CB). The raw data is collected from the pediatric department on a Chinese Online Healthcare Community.

There is an existing dataset collected from real world for the diagnosis [15]. It is constructed based on symptom-disease database called SymCat. There are 801 diseases in the database and we classify them into 21 departments (groups) according to International Classification of Diseases (ICD-10-CM). We choose 9 representative departments from the database, each department contains top 10 diseases according to the occurrence rate in the Centers for Disease Control and Prevention (CDC) database.

In CDC database, each disease is linked with a set of symptoms, where each symptom has a probability indicating how likely the symptom is identified for the disease. Based on the probability distribution, we generate record one by one for each target disease. Given a disease and its related symptoms, the generation of a user goal follows two steps. First, for each related symptom, we sample the label for the symptom (true or false). Second, a symptom is chosen randomly from the set of all true symptoms to be the explicit one (same as symptoms extracted from self-report in RD) and the rest of true symptoms are treated as implicit ones. A generated record for RD dataset can be seen in Table 1. The description of RD dataset is shown in Table 2. The synthetic dataset we constructed contains 30,000 user goals, of which 80% for training and 20% for testing.

| disease | % of user goal | % of ex. sym. | % of im. sym. | % of sym. |
|---------|----------------|---------------|---------------|-----------|
| ID      | 450            | 2.22          | 4.68          | 83        |
| CFD     | 350            | 1.73          | 5.05          | 81        |
| URI     | 240            | 2.79          | 5.00          | 81        |
| CB      | 450            | 3.01          | 5.35          | 84        |
| Total   | 1490           | 2.44          | 3.68          | 90        |

Table 1: Overview of Real-world dataset (RD), % of user goal is the number of dialogue sessions of each disease; ave. % of ex. sym. and ave. % of im. sym. are the average number of explicit and implicit symptoms of user goals; % of sym. is the total number of symptoms that related to the disease.

3.2 Synthetic Dataset

In addition to the real-world dataset, we build a synthetic dataset (SD) following [15]. It is constructed based on symptom-disease database called SymCat. There are 801 diseases in the database and we classify them into 21 departments (groups) according to International Classification of Diseases (ICD-10-CM). We choose 9 representative departments from the database, each department contains top 10 diseases according to the occurrence rate in the Centers for Disease Control and Prevention (CDC) database.

In CDC database, each disease is linked with a set of symptoms, where each symptom has a probability indicating how likely the symptom is identified for the disease. Based on the probability distribution, we generate record one by one for each target disease. Given a disease and its related symptoms, the generation of a user goal follows two steps. First, for each related symptom, we sample the label for the symptom (true or false). Second, a symptom is chosen randomly from the set of all true symptoms to be the explicit one (same as symptoms extracted from self-report in RD) and the rest of true symptoms are treated as implicit ones. A generated record for SD dataset can be seen in Table 6. The description of SD dataset is shown in Table 2. The synthetic dataset we constructed contains 30,000 user goals, of which 80% for training and 20% for testing.

---

3 http://muzhi.baidu.com
4 https://www.snomed.org/snomed-ct
5 www.symcat.com
6 https://www.cdc.gov/nchs/icd/
4 Experiments and Results

4.1 Implementation Details

The $\epsilon$ for master and all the workers are all set to 0.1. For the master, the maximal dialogue turn $T$ is set to 20, it will receive a extrinsic reward of $+1$ if the master inform the right disease. Otherwise, it will receive a extrinsic reward of $-1$ if the dialogue turn reaches the maximal turn or a wrong disease is informed. At non-terminal turns, the extrinsic reward is 0. Moreover, the hyperparameter $\lambda$ in reward shaping is set to $+1$, the sum of the extrinsic rewards (after reward shaping) over one subtask taken by a worker will be the reward for master. The maximal dialogue turn $T_{\text{sub}}$ is set to 5 for each worker. For master and all the workers, the neural network of DQN is a three-layer network with two dropout layers and the size of hidden layer is 512. The discounted rate $\gamma$ is set to 0.95 for both master and workers, learning rate is set to 0.0005. All parameters are set empirically and settings for the two datasets are the same. In addition, all the workers are trained every 10 epochs during the training process of master. For the disease classifier, the neural network is a two-layer network with a dropout layer and the size of hidden layer is 512, learning rate is set to 0.0005. It’s trained every 10 epochs during the training process of master.

4.2 Models for Comparison

We compare our model with some state-of-the-art reinforcement learning models for disease diagnosis.

- Flat-DQN: This is the agent of [4], which has one layer policy and an action space including both symptoms and diseases.
- HRL-pretrained: This is a hierarchical model from [15]. The setting is similar to ours, however, the low level policy is pre-trained first and then the high level policy is trained. Besides, there is no disease classifier for disease diagnosis specially and the diagnosis is made by workers.

Note that, for RL setting, the user goals are initialized with explicit symptoms, while implicit symptoms can only obtained via conversations.

In addition, we implement two models following supervised learning setting that treats the automatic diagnosis as a multi-class classification problem. We report results of these two models for reference.

- SVM-ex&im: This model takes symptoms representation (concatenation of $b_j$, where $j = 1, 2, \cdots, |S|$) as input and predicts the target disease. Both explicit and implicit symptoms are used as input and SVM is used for classification. Because it obtains all implicit symptoms from the user, this model can be treated as the up-bound of RL-based models.
- SVM-ex: This model takes only explicit symptoms as input and use SVM for classification. It can be treated as the baseline of RL-based models.

4.3 Overall Performance

For both RD dataset and SD dataset, 80% of samples are used as training and 20% are used as testing. We use three metrics for the evaluation of the dialogue system following [4] and [5], namely, success rate, average reward and the average number of turns per dialogue session. Note that the result of HRL-pretrained on RD dataset is missing because there is only one disease in each group and it is non-trivial to implement the multi-classification model for disease diagnosis.

Table 3 and Table 4 show the overall performance of different models on RD dataset and SD dataset respectively. We have following findings:

- SVM-ex&im outperforms SVM-ex greatly on both two datasets, which indicates that implicit symptoms can improve the diagnosis accuracy significantly. Moreover, due to the lower overlap of symptoms between different diseases, the gap between SVM-ex&im and SVM-ex on SD dataset is much larger than the gap on RD dataset.
- Due to the additional requested implicit symptoms, the Flat-DQN model, HRL-trained model and our HRL model reach a better diagnosis accuracy than SVM-ex on both datasets, which proves the efficiency by introducing reinforcement learning based models.
- Compared to the baseline models, our HRL model takes more turns to have interactions with the user so that it can collect more information of their implicit symptoms. With more information about implicit symptoms, our HRL model significantly outperforms the other baselines in the diagnosis success rate.

| Model   | Success | Reward | Turn |
|---------|---------|--------|------|
| SVM-ex  | 0.663±0.003 | 0.509±0.022 | 2.534±0.171 |
| Flat-DQN| 0.695±0.018 | 0.521±0.022 | 4.187±0.187 |

4.4 Further Analysis

In order to evaluate the performance of different workers and disease classifier, we perform some additional experiments based on our HRL model.
Table 4: Overall performance on SD dataset. The experiment is carried by 5 times and the final result is the average and the standard error of 5 experiments.

| Model         | Success Rate | Reward | Turn |
|---------------|--------------|--------|------|
| SVM-ex        | 0.321±0.008  |        |      |
| Flat-DQN      | 0.343±0.006  | 0.327±0.003 | 2.455±0.065 |
| HRL-pretrained| 0.452±0.013  | 0.439±0.023 | 6.838±0.358 |
| ours          | 0.504±0.018  | 0.473±0.056 | 12.959±0.704 |
| SVM-ex&im     | 0.732±0.014  |        |      |

Table 5: The performance of different workers in our HRL model.

| Group ID | Success Rate | Average Intrinsic Reward | Match Rate | Activation Times |
|----------|--------------|--------------------------|------------|-----------------|
| 1        | 48.6%        | 0.031                    | 16.74%     | 0.615           |
| 4        | 54.6%        | -0.150                   | 5.02%      | 0.375           |
| 5        | 38.8%        | -0.013                   | 7.96%      | 3.252           |
| 6        | 48.0%        | -0.036                   | 9.58%      | 0.942           |
| 7        | 48.3%        | 0.057                    | 18.57%     | 1.280           |
| 12       | 43.0%        | 0.021                    | 11.26%     | 0.666           |
| 13       | 52.4%        | -0.138                   | 7.18%      | 0.823           |
| 14       | 72.2%        | -0.111                   | 3.77%      | 0.614           |
| 19       | 47.4%        | 0.031                    | 22.72%     | 1.124           |
| Average  | 50.3%        | -0.041                   | 10.49%     | 1.077           |

Table 6: The selected user goal in SD dataset. This user goal contains 1 explicit symptom and 4 implicit symptoms in total. In addition, the corresponding disease is in group 6.

disease tag: Cerebral edema
group id: 6

| Explicit Symptom | Implicit Symptom |
|------------------|------------------|
| headache: True   | focal weakness: True |
| diminished vision: True |
| vomiting: True   | loss of sensation: True |

Table 7: The output dialogue of Flat-DQN model. It only lasts one turn and comes to an end.

dialogue turn | agent action | user action |
|--------------|--------------|-------------|
| 1            | Inform the disease of Concussion. | Over |

From Table 7, we can see that the agent inform the disease to the user at the first turn without requesting any symptoms, which results in the wrong prediction before collecting enough information.

Secondly, we output the dialogue in the user goal according to the HRL-trained model.

From Table 8, we can see that HRL-trained model has more turns compared to Flat-DQN model. Moreover, the agent requests 9 symptoms from the user in total, while only one symptom the user truly has. From the worker id column, the worker id selected at each turn changes a lot while the worker 6 appears most, which is also the group id in the user goal. At the last turn, even though the agent selects the right worker, it doesn’t inform the right disease to the agent, which results in a fail dialogue.

Finally, we output the dialogue in the user goal according to our trained HRL model.

From Table 9, we can see that compared with Flat-DQN model, our model has more turns to interact with the user. When compared with HRL-trained model, our model request more symptoms that the user truly has, which results in a more accurate diagnosis. From the worker id column, the master agent activates the worker 5 and worker 6 separately. Even though at first the wrong worker is activated, it still col-
Table 8: The output dialogue of HRL-trained model. It requests 9 symptoms from the user and finally inform the disease.

Table 9: The output dialogue of our HRL model. It activates two different workers and requests 8 symptoms from the user. Finally it informs the right disease to the user.

5 Related Work

This paper is related to two major research fields, namely hierarchical reinforcement learning and RL-based methods for disease diagnosis.

Hierarchical reinforcement learning HRL has a hierarchical policy and has been proposed to solve problems with large action space. One classic framework of HRL is options framework [7], which involves abstractions over action space. At each step, the agent chooses either a one-step "primitive" action or a "multi-step" action (option). [13] proposed a hierarchical-DQN, which integrates deep Q-learning into HRL, to learn policies for different levels simultaneously. HRL has been successfully applied to different tasks and reached promising results [8; 16; 9; 17; 10; 18]. Most existing works decompose the corresponding task into two steps manually, where the first step is finished by high level policy while the second step is finished by the low level policy. The task-specific design limits the generalization of HRL to complex tasks. [19] proposed a general framework that first learns useful skills (high level policies) in an environment and then leverages the acquired skills for learning faster in downstream tasks. What's more, some methods that generate or discover goals automatically when training the policies of two levels have been proposed [20; 21; 22].

RL-based methods for disease diagnosis There are some previous works that applies the flat RL-based method in the medical dialogue system [4; 5; 23; 15; 12] and generates positive results. In the work of [4] and [5], both symptoms and diseases are treated as actions and a flat policy is used for choosing actions. Considering the grouping between different diseases, [23] divide diseases into different groups based on anatomy and trained a policy for each group of diseases. Moreover, a rule-based method is used to choose a policy when interacting with patients. Based on the work of [23], [15] train a policy while fixing the policies of different groups to replace the rule-based method. Due to the separate training of high level and low level policy, the whole system may reach a sub-optimal solution. In addition, the action of informing disease to the user is taken by the low level policy rather than the high level policy, which can only have the diagnosis based on some limited information.

6 Conclusions and Future Work

In this work, we formulate disease diagnosis as a hierarchical policy learning problem, where symptom acquisition and disease diagnosis are assigned to different kinds of workers in the lower level of the hierarchy. A master model is designed in the higher level that is responsible for triggering models in low level. We extend a real-world dataset and build a synthetic dataset to evaluate our hierarchical model. To the best of our knowledge, this is the first time both kinds of datasets are used for model evaluation and we make both datasets public. The experimental results on both datasets demonstrate that our hierarchical model outperforms model with single layer of policy and is also better than another HRL model.

In the future, we would like to continue our research in three directions. First, we would like to make contribution on real-world dataset construction by introducing more diseases. Second, we will look into the module of natural language understanding and generation within the dialogue system to make the whole process complete. Third, it would be interesting to move on the task of report generation for the application in the online self-diagnosis.
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