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Abstract

Positive-Unlabelled (PU) learning is the machine learning setting in which only a set of positive instances are labelled, while the rest of the data set is unlabelled. The unlabelled instances may be either unspecified positive samples or true negative samples. Over the years, many solutions have been proposed to deal with PU learning. Some techniques consider the unlabelled samples as negative ones, reducing the problem to a binary classification with a noisy negative set, while others aim to detect sets of possible negative examples to later apply a supervised machine learning strategy (two-step techniques). The approach proposed in this work falls in the latter category and works in a semi-supervised fashion: motivated and inspired by previous works, a Markov diffusion process with restart is used to assign pseudo-labels to unlabelled instances. Afterward, a machine learning
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model, exploiting the newly assigned classes, is trained. The principal aim of the algorithm is to identify a set of instances which are likely to contain positive instances that were originally unlabelled.

1 Introduction

Binary classification in traditional settings refers to the ability to correctly identify positive and negative instances, namely instances labelled as 1 or 0, based on their attributes. This problem is addressed by the so-called supervised learning algorithms, i.e. algorithms that are trained over data sets containing precise information regarding positive and negative instances.

There are some cases in which binary classification refers to the ability to identify positive instances among a set of positive and unlabelled instances, namely some positive instances are labelled as 1 while the remaining instances are labelled as 0 that, in this case, reflects absence of knowledge regarding an instance. These problems are addressed by semi-supervised learning algorithms which in this particular context are known as Positive-Unlabelled (PU) learning.

The term PU learning first appeared in the early 2000s. Since then, there has been an increase of interest on such learning task, both from a methodological and an applied point of view. Indeed PU learning arises in many contexts, for instance when dealing with disease genes identification (see for instance [1], [2]), where for each disease there is a small number on genes which are known to be relevant for the disease, while there is no knowledge regarding the other genes. The same happens when dealing with customer’s preferences in which the information is related to what customers like while there is no information regarding what they do not like (e.g., see [3]).

Regarding PU learning methods, they can be divided into two main approaches: in the first approach the set of unlabelled instances is assumed to be the contaminated set of negative instances and the contamination is considered during the modelling process by weighting the data points or adding penalties on mis-classification (see for instance [4], [2], [5],[6]); the second approach, also called two-step techniques, aims at identifying a set of reliable negative examples, namely a non contaminated set of negative examples, to train a supervised learning algorithm (see for instance [7],[1]). The right choice of the method when dealing with PU learning and the resulting perfor-
mances highly depend on data assumptions, see [8] for a recent and detailed review of these methods.

In this work we consider the last approach, namely the two-step techniques. In particular, we propose a modification of the method introduced in [1] where the authors propose a multi-class labelling procedure which consists in considering five different labels, namely Positive (P), Likely Positive (LP), Weakly Negative (WN), Likely Negative (LN) and Reliable Negative (RN). This type of labelling provides the identification of a set of examples among the unlabelled, namely the LP, which are more likely to be positive. This approach, as well as all the two-step techniques, is based on the separability and smoothness assumptions which require respectively that the features are able to distinguish between positive and negative instances and that instances which have similar features are more likely to have the same label.

In [1] the Reliable Negative class is composed by those unlabelled instances whose distance from the average feature vector of the positive examples is greater than the average. The other labels have been given according to the stationary distribution of a Markov process with restart, that we call label propagation process, where the initial state is a distribution over the Positive and Reliable Negative examples. The Markov matrix has been constructed from a slightly modified, non-symmetric version of the Euclidean distance matrix computed over the instances features. Roughly speaking, Likely Positive and Likely Negative are those instances which receive, through the Markov diffusion process, the largest part of the initial distribution from the positive and reliable negative examples, respectively. The remaining are labelled as Weakly Negative.

In this work we propose some modifications of this method, which are related to i) the distance matrix defining the Markov chain, ii) the definition of Reliable Negative examples and iii) the thresholds which define the other classes. Some of these modification were needed in order to apply the method to general PU data sets, while other were proposed in order to make the process of class formation more flexible. The rest of this work is structured as follows. Section 2 contains the description of the PU learning method based on two-step multi-class labelling technique with a focus of the novelties that have been introduced with this work. Section 3 contains the description of several machine learning data set used to test the method performance. Section 4 is related to discussions of the obtained results while section 5 is related to conclusions.
2 Method

In this section we detail the proposed methodology to address positive-unlabelled learning with the introduction of auxiliary classes able to further discriminate between unlabelled samples. As previously discussed, the methodology is based on the PU learning algorithm introduced in [1] improving some aspects of it, redefining the label propagation matrix and making dynamic the selection of the Reliable Negative instances and the thresholds in order to make the selection of the various classes adjustable. We call our algorithm APU, which stands for Adaptive Positive-Unlabelled (learning).

Let \( V \) be a set whose generic element \( v_i \), for \( i = 1, \ldots, n \), is characterised by the couple \((x_i, y_i)\) where \( x_i \in [0,1]^d \) represents the features vector and \( y_i \in \{0,1\} \) the initial label. The label propagation process can be defined by the following steps:

**Step 1:** compute the matrix \( W \), whose elements \( w_{ij} \), with values between 0 and 1, represents the similarity score between elements \( i \) and \( j \), defined as follows:

\[
    w_{ij} = \begin{cases} 
        1 - \frac{e_{ij} - m}{M - m} & \text{if } i \neq j \\
        1 & \text{otherwise}
    \end{cases} 
\]  

(1)

where \( e_{ij} \) is the euclidean distance between the features of elements \( i \) and \( j \), \( e_{ij} = \sum_k (x_{ik} - x_{jk})^2 \), \( m = \min_{ij} (e_{ij}) \) and \( M = \max_{ij} (e_{ij}) \). The present definition of \( W \) preserve the symmetry of the score between the elements \( i \) and \( j \);

**Step 2:** Compute the reduced matrix \( W_r \) as follows:

\[
    w_{r,ij} = \begin{cases} 
        w_{ij} & \text{if } w_{ij} > s \\
        0 & \text{otherwise}
    \end{cases} 
\]  

(2)

where all the elements of \( W \) below the threshold score \( s \) are set to zero. The threshold \( s \) is computed as a given quantile of the distribution of the elements in the matrix \( W \) (for example the quantile 0.05 can be used as threshold), in order to exclude from the label propagation process all the links between those elements that are poorly related. In order to use a Markov chain with restart to propagate the label in the unlabeled sample we must normalize \( W_r \) as follows:

\[
    W_n = D^{-1} W_r 
\]  

(3)
where $D$ is the diagonal matrix with elements $D_{ii} = \sum_j w_{r,ij}$.

**Step 3:** Recalling that $P$ is the set of positive labelled elements, let us define the set of reliable negative elements as $RN = \bigcap_{i \in P} Z_i$, where $Z_i$ is the set of elements having zero value on the $i$-th row of $W_n$. In this way the set of reliable negative is composed by those elements having no links with all the positive labelled elements. In order to create a data set as balanced as possible it is possible to set the threshold $s$ so that $|RN| \simeq |P|$. It is now possible to define the vector $G_0$ containing the initial label by setting to 1 the elements in the positive labelled set, $P$, setting to $-|P|/|RN|$ the elements in the reliable negative set, $RN$, and setting to zero the remaining elements. In this way we have a distribution of positive values and one of negative values (associated to the Positive and Reliable Negative elements, respectively) keeping the sum of the elements of $G_0$ at zero.

**Step 4:** Label propagation. Starting from the vector with initial label $G_0$, a Markov process with restart (citation) is introduced in order to obtain an iterative stationary distribution of propagating labels:

$$G_r = (1 - \alpha) W_n^t G_{r-1} + \alpha G_0 \quad (4)$$

where the parameter $\alpha$ is usually set to 0.8 $[1, 9]$. Such a process guaranteed the conservation of the sum of the elements of $G_r$ for each $r$, and that the positive and negative values diffuse to their neighbors (with probability $(1 - \alpha)$) and restart from the initial distribution (with probability $\alpha$) till a stationary distribution is considered reached when $|G_r - G_{r-1}| < 10^{-6}$. The asymptotic vector is called $G_\infty$.

**Step 5:** The remaining labels are defined as follows:

$$\text{likely label} \left(g_i\right) = \begin{cases} LP & \text{if } G_\infty \left(g_i\right) > (1 - \alpha) \frac{n \text{Neigh}}{\text{deg}_{G_\infty}} \\ LN & \text{if } G_\infty \left(g_i\right) < -(1 - \alpha) \frac{n \text{Neigh}}{\text{deg}_{G_\infty}} \\ WN & \text{otherwise} \end{cases} \quad (5)$$

where $\text{deg}_{G_\infty} = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} 1_{w_{ij} > 0}$ represents the average number of non-zero elements in the rows of $W$, i.e., the average number of neighbor for each element. Formula $(3)$, by the use of the parameter $n \text{Neigh}$, makes adjustable the number of likely positives (or likely negatives) depending on the number of neighbors in the set of positives (or reliable negatives) which are considered.

**Step 6:** Classification. A machine learning classifier is trained over the data.
set containing the new labelling. Three different machine learning (ML) algorithms have been used: Random Forest (RF) [10], Support Vector Machine (SVM) [11] [12] and Multilayer Perceptron (MLP) [13].

2.1 Evaluation criteria

The main feature of APU compared to other PU algorithms is in the identification of a set of instances, namely the likely positives, which have a good chance to contain the positive instances that are unlabelled. In addition, since it is possible to modify various parameters of the algorithm, it is able to adapt well to different classification problems. To show how the proposed classifier perform in this task we introduced a parameter $\beta$ representing the proportion of positive instances which are labelled as positive, therefore $1 - \beta$ represents the proportion of positive instances which are unlabelled and that we would like to label as likely positive. We consider several valued of $\beta$, namely $\beta = 1, 0.9, 0.8, 0.6$. The value $\beta = 1$ means that there are no positive instances among the unlabelled and it has been considered in order to compare APU performance with binary classifiers. The values $\beta = 0.9, 0.8$ are situations which can occur in real data set and in which PU learning algorithms could work well without pre-processing the data set. The value $\beta = 0.6$ has been considered as stress test.

As performance metrics we used the traditional precision and recall and two more measures that are a modified version of the precision and recall which consider the proportion of positives among the unlabelled and the misclassification error of the positive instances. More in detail, we report the formula for the modified version of the precision and recall:

$$\text{Precision}_{\text{mod}} = \frac{TP_{\text{mod}}}{TP_{\text{mod}} + FP_{\text{mod}}}, \quad \text{Recall}_{\text{mod}} = \frac{TP_{\text{mod}}}{TP_{\text{mod}} + FN_{\text{mod}}}$$

where $TP_{\text{mod}}$ and $FN_{\text{mod}}$ are computed considering all positive instances whether or not they have been labelled as positive while $FP_{\text{mod}}$ is computed considering only negative instances. In other words, these modified versions are equal to the usual ones if $\beta = 1$, while they differ from the traditional version when $\beta < 1$, so as to reward the algorithm when it classifies truly positive instances that are unlabelled.
3 Data sets

In this section we briefly detail the data sets used to test the performance of the proposed methodology. Those data sets are obtained from UCI Machine Learning repository [14] and they have been already used to test PU learning algorithms [15].

Banknote Authentication data

Photos of specimens of genuine and counterfeit banknotes were used to collect the data. The original photographs have a resolution of 400 x 400 pixels. Gray-scale pictures with a resolution of 660 dpi were obtained. In order to extract features from photographs, the Wavelet Transform technique was used [14]. This dataset is used for binary classification tasks, to determine if a banknote is genuine or counterfeit. The dataset is composed of 1372 instances described by 4 features, which are namely: variance of Wavelet Transformed image (continuous), skewness of Wavelet Transformed image (continuous), kurtosis of Wavelet Transformed image (continuous) and entropy of image (continuous). The target variable is binary: 0 for real banknotes and 1 for counterfeit ones.

Pima Indians Diabetes data set

The National Institute of Diabetes and Digestive and Kidney Diseases provided this data [16]. The data set aim is to diagnose whether a patient has diabetes using diagnostic measures included in the data set. The collection of these instances (n = 768 observations in total) from a larger database was subjected to many constraints. Many of the patients in this clinic are Pima Indian women who are at least 21 years old. There are multiple medical predictor variables (n = 8) in the data set, as well as one target variable, i.e. whether a patient was diagnoses with diabetes or not. With regards of the features, they comprehend: number of pregnancies the patient has had (integers), their BMI (continuous), insulin level (continuous), age (integer), Diabetes Pedigree (continuous), Skin Thickness (integer), blood pressure (integer) and glucose plasma levels (integer).
Occupancy Detection data set

This data set is intended to identify whether rooms are occupied or not according to a set of regressors which are: Date time (data type) of the sample collection (was not used for modeling), Temperature expressed in degrees Celsius (continuous), Relative Humidity (continuous), Light (continuous), CO2 (continuous) in ppm, Humidity Ratio Temperature which is expressed in kilograms of water vapor per kilogram of air (continuous). The dependent variable is Occupancy (binary), indicated as 0 for not occupied and 1 for occupied status. The data set contains n = 9752 observations which are experimental data determined using time-stamped data samples taken every minute [17].

4 Results

To assess the performance of APU we compare it with a binary classifier on the various data set discussed in the previous chapter. In particular, as aforementioned, we consider different ML algorithms, namely RF, SVM and MLP (see [13] for a detailed explanation of these algorithms) and compare the performance of APU against the binary classifier for each ML algorithm. In order to avoid poor performances due to unbalancing issues, we adopt balancing procedures both for APU and for the binary classifier. In particular, we use downsampling for APU learning while ADASYN [18] for binary learning. ADASYN is the best balancing procedure for binary classification while downsampling is the easiest although not very efficient in particular when the number of positive instances is small compared to the number of unlabelled instances. We do not use ADASYN for APU because it has been designed for binary classification and an extension to multi-class labelling could not be appropriate for APU since the introduced artificial classes could be not separable, therefore adding synthetic observations translates in adding noise to artificial classes. Without balancing the data sets, APU outperformed the binary classifier drastically. This is why we choose the best performing balancing strategy for the binary case (ADASYN) and the worst (downsampling) for the multi-class classification. Therefore, we are challenging the performance of our algorithm against the best performances that can be obtained by a binary classifier. The proposed algorithm is not intended to outperform the binary classifier in terms of recall and precision, indeed we
expect to have similar performances between the two methods. The value of APU is in the correct classification of the class of likely positive which should contain positive instances which are unlabelled. To check this we introduce the parameter $\beta$ that identifies the proportion of positive instances which are actually labelled as positive and we test the performances of APU, for several values of $\beta$, at labelling as likely positive the positives instances that had not been labelled as positive.

All the hereby results were obtained as an average on 10 runs of APU for each data set and for each ML method. Table 1 shows the results on Banknote, Pima Indians and Occupancy data sets. As detailed in Section 2.1 we consider as performance measures the classification error of the positive class, identified as $\alpha$ in Table 1, which allows to observe improvements in the right classification of positive instances, and the modified version of precision and recall, identified respectively with $\text{Prec}$ and $\text{Rec}$ in Table 1, which allow to investigate if the performance of the multi-label classification outperform binary classification when there are positive instances which are unlabelled. Looking at Table 1 it turns out that for $\beta = 1$, namely when there are no positive instances that are unlabelled, the multi-label classifier APU and the binary classifier have comparable performance over all the data set with both RF and SVM. Regarding MLP, multi-label classification works a bit better on Pima Indians data set. For $\beta = 0.9$ and $\beta = 0.8$ the multi-label classifier APU and the binary classifier have comparable performances with both RF and SVM over the Banknote, Pima Indians and Occupancy data sets. Regarding MLP, multi-label classification outperforms binary classification on Banknote and Pima Indians data sets while they have the same performance on Occupancy data set. For $\beta = 0.6$ the performance of multi-label classification APU and binary classification are comparable with both RF and SVM. When using MLP instead, multi-label classification outperforms binary classification on Banknote and Pima Indians data sets while on the other data sets the performance are similar.
Table 1: The table is divided into three panels, each refers to a ML algorithm, namely first panel contains the performances of RF, second panel contains the performances of SVM while third panel contains the performances of MLP. In each panel there are the classification error of positives $\alpha$, the modified precision $\text{Prec}$ and the modified recall $\text{Rec}$ obtained for each data set, namely Bank, Pima and Occupancy, and for each proportion of positive instances that are unlabelled $\beta$.

|          | $\beta = 1$ | $\beta = 0.9$ | $\beta = 0.8$ | $\beta = 0.6$ | $\beta = 1$ | $\beta = 0.9$ | $\beta = 0.8$ | $\beta = 0.6$ |
|----------|------------|--------------|--------------|--------------|------------|--------------|--------------|--------------|
|          | $\alpha$   | $\beta = 0.9$ | $\beta = 0.8$ | $\beta = 0.6$ | $\alpha$   | $\beta = 0.9$ | $\beta = 0.8$ | $\beta = 0.6$ |
| Bank     | 0.00       | 0.04         | 0.18         | 0.00         | 0.02       | 0.06         | 0.33         | 0.00         |
|          | 0.99       | 1.00         | 1.00         | 0.99         | 0.99       | 0.99         | 1.00         | 0.99         |
|          | 1.00       | 0.96         | 0.82         | 1.00         | 0.98       | 0.94         | 0.68         | 1.00         |
|          | 0.31       | 0.39         | 0.55         | 0.24         | 0.26       | 0.31         | 0.41         | 0.24         |
|          | 0.61       | 0.64         | 0.62         | 0.60         | 0.59       | 0.61         | 0.62         | 0.60         |
|          | 0.69       | 0.62         | 0.47         | 0.76         | 0.74       | 0.70         | 0.60         | 0.76         |
| Occupancy| 0.01       | 0.04         | 0.16         | 0.01         | 0.03       | 0.05         | 0.12         | 0.01         |
|          | 0.98       | 0.98         | 0.98         | 0.98         | 0.98       | 0.98         | 0.98         | 0.98         |
|          | 0.99       | 0.96         | 0.84         | 0.99         | 0.97       | 0.95         | 0.89         | 0.99         |
|          | $\beta = 1$ | $\beta = 0.9$ | $\beta = 0.8$ | $\beta = 0.6$ | $\alpha$   | $\beta = 0.9$ | $\beta = 0.8$ | $\beta = 0.6$ |
| Bank     | 0.00       | 0.00         | 0.00         | 0.00         | 0.00       | 0.00         | 0.00         | 0.00         |
|          | 0.94       | 0.95         | 0.95         | 0.95         | 0.94       | 0.94         | 0.94         | 0.95         |
|          | 1.00       | 1.00         | 1.00         | 1.00         | 1.00       | 1.00         | 1.00         | 1.00         |
|          | 0.27       | 0.30         | 0.30         | 0.30         | 0.28       | 0.28         | 0.37         | 0.28         |
|          | 0.60       | 0.61         | 0.61         | 0.61         | 0.60       | 0.59         | 0.63         | 0.60         |
|          | 0.73       | 0.71         | 0.70         | 0.70         | 0.71       | 0.72         | 0.64         | 0.71         |
| Occupancy| 0.00       | 0.00         | 0.01         | 0.00         | 0.00       | 0.00         | 0.01         | 0.00         |
|          | 0.87       | 0.93         | 0.93         | 0.93         | 0.95       | 0.94         | 0.94         | 0.94         |
|          | 1.00       | 1.00         | 1.00         | 1.00         | 1.00       | 0.99         | 0.99         | 0.99         |

5 Conclusions

The search for positive instances in a set of unlabelled ones is a frequently occurring task with important applications, ranging from market research to finding disease-associated genes (DAGs). In particular, this last task is
of paramount importance in biomedical research in which machine learning approaches can be useful to uncover new, previously unknown, disease-associated genes. Often, in the DAG discovery process and in several other similar problems, the non labelled items are typically handled as negative examples, with the risk of having noisy negative sets, considering the presence of positive instances not labelled. To overcome this problem, several positive-unlabelled algorithms have been proposed, such as [1], among others.

In this paper we present the APU algorithm as an extension of the algorithm proposed in [1]. Our new algorithm overcomes some of the problems of the original one. The principal advantage of the proposed algorithm is that it allows a more accurate control of the set of likely positives which, extracted from the set of unlabelled elements, contains, with the highest probability, positive non-labelled elements. We applied the proposed algorithm to various data sets obtained from UCI Machine Learning repository [14].
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