News Credibility: Adapting and Testing a Source Evaluation Assessment in Journalism

Piotr S. Bobkowski and Karna Younger

This paper discusses the development of a source evaluation assessment, and presents the results of using this instrument in a one-semester information literacy course for journalism students. The assessment was developed using the threshold concept perspective, the “authority is constructed and contextual” frame, and an established source evaluation rubric. As formative assessment, the instrument showed that students’ source evaluations lacked evidence and included ritualized language. As summative assessment, it showed that students used a greater range of indicators of authority than they used initially, and used evidence more frequently. The assessment can measure students’ source evaluations across the disciplines.

Introduction

Source evaluation is a fundamental information literacy skill for all undergraduate students and is indispensable for aspiring journalists and other communication professionals. A journalist’s credibility and livelihood depend on their ability to locate, evaluate, verify, and accurately report credible sources, as illustrated by the fates of disgraced journalists like Jayson Blair, Stephen Glass, and Brian Williams, who fabricated or used inappropriate sources. Accreditation requirements for departments and schools of journalism include demonstrating that graduates can “evaluate information by methods appropriate to the communications professions in which they work” and “critically evaluate their own work and that of others for accuracy and fairness.” According to a survey of journalism faculty, most journalism students need greater proficiency in evaluating and selecting quality information sources.

Although the literature contains a number of published information literacy assessments, journalistic writing uses unique sources and treats sources differently from many other academic disciplines, justifying the need for a specialized source evaluation assessment. Journalism students learn to use not only scholarly research as sources but also news reports, official statements, public records, and interview subjects, among others. Unlike traditional academic standards, journalists generally attribute their sources directly inside their articles, either by name or unnamed, and do not produce works cited or reference lists. Correspondingly, an Association of College and Research Libraries (ACRL) working group mapped ACRL’s Information Literacy Competency Standards (Standards) to undergraduate journalism education in 2011. This
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document includes the learning outcomes that journalism students and professionals should achieve to be able to evaluate the credibility of their sources. There has been little subsequent published work at the intersection of information literacy and journalism education, particularly since the revision of ACRL’s Standards to the Framework for Information Literacy for Higher Education (Framework). Likewise, there is, as yet, no published Framework-based source evaluation assessment that fits journalism education. Thus, despite a history of discipline-specific information literacy recommendations, collaborating librarians and journalism instructors do not have standardized and reliable assessment tools, such as rubrics, for assessing their students’ source evaluations under the Framework. In her assessment of high school students, for example, Sarah McGrew cautioned that evaluation checklists mislead students into using superficial features of websites, such as spelling and grammar, to judge the credibility of information. McGrew’s related rubric, however, was not based on the Framework. The need to fully integrate information literacy into a learner-centered journalism course motivated this article’s authors to develop the Framework-based source evaluation assessment presented here.

At the University of Kansas, the ability to evaluate and determine source credibility is a central learning outcome in a one-semester course titled Infomania: Information Management, which is required of all students majoring or minoring in journalism and mass communication. This is the second course that students take in the journalism sequence, following a large introductory survey course, and before or concurrently to taking a media writing course. The source credibility skills that students are expected to develop in this course are meant to prepare them to identify and use credible sources accurately in their writing. The course has been delivered in 30-student sections by four or five independent instructors each semester. Most instructors collaborated with the university’s librarians to deliver some of the course content. Prior to 2017, these collaborations were limited to Standards-based one-shot instructional sessions focused on using the library catalog or specialized databases accessible through the library website. When conducting instructional sessions in subsequent courses, however, the librarian observed inconsistencies in students’ abilities to identify indicators of credibility in information sources and to argue how these indicators contribute to or diminish the credibility of sources. The librarian and the lead instructor of the Infomania course—this article’s authors—thus determined to integrate information literacy instruction more uniformly in the Infomania course. The source evaluation assessment discussed here stands at the core of the resulting multisemester course redesign. The redesign eventually encompassed the development of an OER textbook, common assignments across all sections, and a shift in how the course and information literacy instruction are delivered. This article discusses the process used to develop the source evaluation assessment, as well as the initial results generated from its implementation.

The article’s literature review and research framework sections discuss research that predicated the development of the assessment and present the assessment’s conceptual framework. In short, the threshold concepts perspective shaped the authors’ understanding of the assessment’s role, and ACRL’s information literacy frame “authority is constructed and contextual” best described the source evaluation skills and thinking to be assessed. Aligning this frame with the journalistic concept of credibility, two learning outcomes were developed: 1) students can identify indicators of credibility in an information source; and 2) students can argue how these indicators contribute to or diminish the credibility of the source. Research questions articulated at the conclusion of the research framework section guided the deploy-
ment of the assessment as a formative and summative assessment tool and the analysis of the assessment’s scores.

The methods section details how the article’s authors adapted Erin Daniels’ assessment and rubric to the parameters and needs of the Infomania course, as well as the first instance they used it to measure students’ source evaluations. The assessment, which asks students to evaluate a news source as they will in future professional settings, generates scores on two dimensions, which align with the two learning outcomes. The assessment evaluates students on their ability to justify their source evaluations and prioritizes reasoning over “correctness,” allowing instructors to rate the degree of student understanding of credibility.

The article’s results section presents the findings of the assessment’s initial deployment. As formative assessment, the results quantify the characteristics of students’ source evaluations at the beginning of the information literacy course. As summative assessment, end-of-semester results show both students’ progress and lack of progress over the duration of the course and thus quantify the effectiveness of source evaluation instruction in the course. In the article’s discussion, the authors reflect on these results and report how they informed modifications to information literacy instruction in the course. Despite its initial application in a journalism course, this assessment can be adapted across the disciplines to measure and track students’ source evaluation efficacy.

Literature Review

The path toward developing a source evaluation assessment began with a review of published research on college students’ source evaluation skills. University and college students’ shortcomings in evaluating the information they encounter are well documented. Alison Head and Michael Eisenberg of Project Information Literacy found that students struggle to evaluate the credibility of information, which they typically find using strategies seemingly “learned by rote” instead of through innovation, experimentation, and developmental approaches to seeking and evaluating information. Subsequent studies have shown that college students acknowledge the need to evaluate the credibility of the sources they use, but a majority evaluate sources against memorized norms like timeliness, author expertise, and a website’s top-level domain (such as .org, .gov, .com) or rely on the advice of instructors or friends with trusted expertise. Students generally do not navigate the internet effectively or efficiently to assess information credibility and are unable to determine the authorship of digital sources, assess the expertise of authors, and establish the objectivity of information. Students also admit to relying on superficial evaluation cues such as the graphic design of a digital source, their familiarity with the source, or its inclusion in a research database.

To complicate matters further, the existence of fake news and the speed of the news cycle have negatively affected students’ ability to evaluate news credibility. Although students tend to be satisfied with their evaluation skills, in practice, many foreclose the source evaluation process in favor of easily available information. While information literacy research studies are calibrated to detect deficiencies in students’ source evaluations, these deficiencies can be obscured from disciplinary instructors because, ostensibly, students know the language of source evaluation. The following quote from one Infomania student’s source evaluation illustrates that, while a student may know to focus on the author of an information source and to seek evidence outside the source in
question to determine the author’s authority, the student may lack the context and reasoning skills to fully evaluate this authority. This student wrote:

   My conclusion about the article is that it is not credible because the author is not credible. She made valid points[,] however, she is not a journalist. She has a background in technology and not in writing. I looked her up online and she did not seem like a credible source. She has done research for three months[,] therefore[,] she is not an expert in this area.

   An instructor may score this student well on a source evaluation because this student appears to know some source evaluation criteria. Reflecting prior research, however, the student applies these criteria superficially and incompletely in the evaluation. Specifically, the student knows to research the author but fails to critically argue why the author’s lack of journalism experience and background in technology negate her ability to write about the topic at hand. In other words, it appears that the student is well practiced in deploying buzz words such as “credible” and “expert” but does not yet fully understand how to critically and accurately apply these words in a source evaluation.

   Because students such as this one use source evaluation language to mask their difficulties navigating and evaluating information, source evaluation skills can be classified as troublesome knowledge, and, more specifically, as ritual and conceptually difficult knowledge. Ritual knowledge is part of a social routine and is “rather meaningless,” while conceptually difficult knowledge results from a “mix of misunderstandings and ritual knowledge.” An effective source evaluation assessment can expose superficial and ritually foreclosed evaluations, identifying where in the evaluation process students are succeeding and falling short. This article’s authors used the threshold concept perspective as the organizing principle for developing such an assessment.

Research Framework
The threshold concepts perspective suggests that students fall back on ritualized language when completing source evaluation tasks because they have not crossed a key threshold that informs source evaluations. The threshold concept theory describes the moment a learner is transformed by a “shift in perception” that awakens them to a new way of thinking about a particular concept or even about an entire discipline. Having successfully crossed a conceptual threshold, students cannot unlearn their new knowledge but integrate it into and develop a deeper understanding of interrelated concepts.

   A threshold concept is not necessarily bound to a discipline and leads to new conceptual frontiers. Subject experts in several fields have identified and used threshold concepts to improve instruction and student learning. In electrical engineering, for instance, instructors correlated transparent instruction of threshold concepts with students’ improved comprehension and lower attrition. A business instructor showed that “power” as a threshold concept helped students better understand how political institutions and actors influence business knowledge, attitudes, and skills. A journalism instructor used a threshold concepts approach to increase students’ data confidence, quantitative literacy, and data journalism skills.

   In information and library science, ACRL based its six frames on threshold concepts and linked source evaluation with the “authority is constructed and contextual” frame. ACRL
defines authority as “a type of influence recognized or exerted within a community.” The rationale supporting the notion of constructed authority is that “various communities” and their standards as well as the needs of the learner will have different standards for what constitutes a trusted source. This means that, in the process of determining the authority of a source, learners must “use research tools and indicators of authority to determine the credibility of sources” and understand “the elements that might temper this credibility,” as ACRL detailed in an example of a knowledge practice relative to this frame. The concept of authority is not bound to the field of information science; in journalism, it is analogous with the concept of credibility. Communications librarian Margy MacMillan, for example, argued that “authority is contextual and constructed” in the information literacy concept with which journalism students contend when they learn to fact-check information by consulting multiple sources.

Approaching and crossing a threshold is not easy, however, and the “authority is constructed and contextual” concept can be troublesome for novices. While progressing toward a threshold, students can engage in mimicry instead of authentically embracing the threshold concept. While experts may detect authority by critiquing a source’s expertise and experience in light of the “societal structures of power” of time and place, novices often lack such a nuanced understanding of authority. Instead, they may rely on “basic indicators of authority, such as type of publication or author credentials.” Indeed, MacMillan acknowledged that the journalism students in her study of student source evaluation skills may have relied on some “performativity” that prevented a precise and “objective measure” of students’ abilities to evaluate sources.

In sum, identifying a threshold concept that underlies source evaluation skills can facilitate the development of an assessment of these skills that detects students’ masking and mimicking language. The “authority is constructed and contextual” threshold concept was used as a foundation for an effective source evaluation assessment.

**Threshold Concepts and Assessment**

Following the introduction of ACRL’s Framework, library instruction and assessment expert Megan Oakleaf urged librarians and instructors to tackle information literacy frames with measurable learning outcomes, authentic assessment activities, and new or adapted rubrics. Following Oakleaf’s advice, this article’s authors reasoned that the frame “authority is constructed and contextual” suggests that evaluating a source entails understanding what constitutes authority or credibility within a discipline and accepting or challenging the constructed and contextual nature of this authority or credibility. The authors coupled Oakleaf’s guidance with extant research, particularly Lea Currie and colleagues’ call for course-integrated instruction to provide students with a sense of credibility criteria and a deeper understanding and context for evaluating information. This led to the formulation of the following two learning outcomes for credibility evaluation: 1) students can identify indicators of credibility in an information source; and 2) students can argue how these indicators contribute to or diminish the credibility of the source. In terms of assessment format, these learning objectives dictated using an open-ended assessment in which students demonstrate their reasoning rather than an adherence to a set of rules.

To develop an assessment that matched these learning objectives and assessment characteristics, the authors reviewed several published information literacy assessment strategies and rubrics. A number of these tools proved unsuitable for this project because they are based
on out-of-practice Standards, assess broadly the entire suite of information literacy outcomes, and would not facilitate the type of open-ended assessments that the learning objectives of the Infomania course necessitate. Other published rubrics are focused narrowly on specific information literacy elements like search or citation, not source evaluation. Several rubrics that do focus on source evaluation, meanwhile, evaluate the sources that students cite in their research papers or portfolios but do not use open-ended prompts to probe students' arguments for selecting these sources.

Erin Daniels' assessment stands out among the reviewed assessments for being narrowly tailored to source evaluations and for its open-ended nature, which facilitates assessing students' reasoning. This tool also aligns with the two learning outcomes of the Infomania course. Daniels' assessment expects students to identify one or more credibility cues in an information source. In the language of this assessment, a credibility cue is any element of an information source (such as author, publisher, tone, or sources cited) that points to a source's credibility. After identifying a cue, a student is expected to collect and present evidence about whether or not the cue contributes to a source's credibility. A student's response about an information source is assessed based on how well the student uses credibility cues and associated evidence to articulate an argument about the overall credibility of the information source.

**Research Questions**

Having identified an open-ended assessment focused on source evaluation, the authors proceeded to adapt it to the parameters of the Infomania course. In addition to aligning with the course learning outcomes, the authors aimed for the assessment to identify students' abilities and difficulties with source evaluation at a single time point (in other words, at the beginning of a semester), and over a period between two time points (that is to say, over the course of a semester). The authors thus used the assessment as an instrument of formative and summative assessment. The summative assessment would yield information about the effectiveness of the course to advance students' source evaluation knowledge and skills. The authors thus identified the following research questions:

RQ1: Early in the semester, (a) how well do students identify indicators of credibility in an information source, and (b) what indicators of credibility do they identify?

RQ2: Early in the semester, how well do students argue about the credibility of an information source?

RQ3: Late in the semester, compared to early in the semester, (a) how well do students identify indicators of credibility in an information source, and (b) what indicators of credibility do they identify?

RQ4: Late in the semester, compared to early in the semester, how well do students argue about the credibility of an information source?

**Method**

**Adapting the Assessment**

Daniels's original assessment consists of evaluating students' annotated bibliographies in which students are expected to judge the credibility of each source they list. Each annotation receives a score on a seven-point rubric (see table 1). This article's authors implemented four modifications to the original assessment to address differences between its original context.
and how it would be used in the Infomania course. The first modification is discipline-specific. Recall that journalism students typically do not produce bibliographies but instead write news articles, broadcast scripts, or news releases that identify sources in text only. Instead of asking journalism students to compile annotated bibliographies, the revised assessment uses the discipline-appropriate strategy of asking students to determine the credibility of an article as a news source.58

The second modification reflects the authors’ desire to compare assessment scores both at a single time point and between time points (that is, beginning and end of the semester). In the original assessment, student scores are not comparable because each student’s annotated bibliography features a different number of entries and a corresponding different number of scores.59 This is because Daniels’ original assessment functions “as a feedback mechanism to students … rather than as a firm grading system.”60 To generate comparable scores, the revised assessment asks all students to evaluate the same article, which is presented in the assessment prompt. Instead of evaluating a variable number of bibliography sources, as called for in the original assessment, students in the revised assessment evaluate only one article.

The next modification was motivated by the need for different raters to score students’ work with consistency. If the assessment was to be used in the Infomania course over successive semesters, it needed to be replicable by the instructors assigned to the course. The rating criteria were simplified to help each independent rater apply the scoring criteria the same way (that is, to increase the criteria’s reliability).61 The original scoring scheme was first divided into two dimensions: breadth and depth. Scoring a student’s response in the revised assessment proceeds as follows (see figure 1). A rater first identifies if a student’s response contains any credibility cues. Recall that a credibility cue is any element of an information source that indicates whether or not the information source is credible (such as publisher, author, date, or sources). The rater assigns a breadth score, representing the number of credibility cues in the evaluation (range: 0 to \(n\), where \(n\) is the number of credibility cues identified in the response). If the evaluation does not identify any credibility cues, the breadth score is 0, and the depth dimension is not scored.

| TABLE 1 |
| Levels and Definitions of Erin Daniels’s Original Seven-point Scoring Criteria |
| --- |
| **Level** | **Definition** |
| 1 | Does not address credibility at all. |
| 2 | Uses terms related to credibility (such as reliable, biased, and so on), but the usage does not make sense. |
| 3 | Does not identify credibility cues, but still attempts assessment of credibility. |
| 4 | Identifies credibility cues, but does not attempt interpretation of those cues. |
| 5 | Identifies credibility cues, but makes generic assessments of credibility (as opposed to interpretation of specific cues). |
| 6 | Identifies credibility cues and attempts specific interpretation of those cues. |
| 7 | Identifies credibility cues, interprets those cues, including how the cues affect their understanding of the information source within the context of the topic being researched. |
If the evaluation does contain one or more credibility cues, the evaluation receives a score on the depth dimension for each identified cue. Depth is scored using a three-point scale, which was derived from the original seven-point scale (see table 1), using a survey design best practice of asking about only one concept per question. The depth score criteria are as follows:

- 1 means that the cue is identified in the evaluation, but that there is no evaluation argument associated with it (this corresponds to 4 in the original assessment)
- 2 means that a cue is used to articulate an evaluation argument, but no evidence is provided to support this argument (this corresponds to 5 in the original assessment)
- 3 means that a cue is used to articulate an evaluation argument, and evidence is presented that supports this argument (this corresponds to 6 in the original assessment)

For reliability and redundancy reasons, the revised rubric omits the original rubric’s last level. See table 2 for examples of statements scored at each of the three levels of depth.

The last modification concerns the scores that each student’s evaluation receives. In the original assessment, each source in a student’s bibliography receives one score, regardless of how many credibility cues a student articulates for that source. This procedure potentially masks information when a student considers more than one indicator of authority for an information source. In the original assessment, students also receive as many scores as they have annotations in their bibliographies. In the revised assessment, students evaluate only one source, which is equivalent to one annotation in an annotated bibliography. For this one evaluation, however, a student receives two scores: a breadth score, which shows how many indicators of authority (that is to say, credibility cues) they consider in their evaluation; and a depth score, indicating how much evidence they use in their evaluation. Each student’s evaluation generally receives one breadth score and several depth scores. The depth scores can be averaged for analysis purposes.
Sample
Having modified the original assessment to fit the needs and goals of the course, the authors used the assessment as an in-class activity at two time points during the same semester to address this project’s research questions. The initial assessment took place in the second week of the semester, before instruction on credibility evaluation began. The end-of-semester assessment took place during the last week of class. A total of 152 students, out of 164 enrolled (93%), completed the assessment at both time points. These students’ classifications ranged from sophomore to senior.

Procedure and Materials
The authors introduced the assessment to students in the course of a regular class meeting. Students completed the assessment for class credit, and were given the option to participate in the research study for extra credit. Research participation consisted of allowing researchers to access and evaluate the assessment assignment. These procedures were approved by the university’s human subjects protection program. All but two students in the course consented to participate in the study.

Using the Qualtrics online platform, students were presented with a news article and asked to evaluate its credibility. Students were provided with an online link to the article, and a paper copy of it. The prompt read as follows:

In the space below, write an evaluation of the article’s credibility as a news source. You may use any source at your fingertips to evaluate this article. Your evaluation should include:

| Evaluation Depth | Definition of Depth Level                                                                 | Example                                                                                                                                                                                                 |
|------------------|------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| 1                | Identifies this cue but does not attempt an evaluation of the cue.                       | The author made sure to cite his sources.                                                                                                                                                               |
| 2                | Evaluates the cue but does not provide evidence to support the evaluation.               | Refinery 29 isn’t the most credible website, similar to BuzzFeed. The recommended articles to read next at the bottom of the page are more editorial and not so much reporting news. |
| 3                | Evaluates the cue and supports the evaluation with evidence.                             | First, I searched the author’s name, “Christopher Luu.” He seems like a professional writer with a BA degree, and he had been engaging in media writing for a decade since 2007. Also, I found he wrote many different types of articles for “Refinery 29.” Then, I searched for “Refinery 29,” and I find out it is a modern style media for women’s entertainment, like lifestyle. Even this article looks like a little bit off-topic about women’s fashion industry, it is relative to their main topic area. The author is a professional writer and editor, and I do find the information that was provided in the article, therefore, I think it is credible. |
a. Your overall conclusion about the article’s credibility;
b. A list of the article elements you used in examining its credibility;
c. Evidence about these elements that explains how you arrived at your conclusion.

To prevent a familiarity effect on the end-of-semester assessment, students did not evaluate the same article at the two timepoints. To ensure that the beginning- and end-of-semester assessments consisted of similar conditions, two articles that were matched on the quality of their credibility cues were used. Both articles represented a genre of information that students likely come across in their social media feeds. Both articles were published by nonlegacy news sources (such as BuzzFeed, Refinery29), were recent to the date of each assessment, were written by individuals who were not staff writers at each publication, focused on timely topics (such as political echo chambers, Twitter verification process), used other news articles and social media as sources, cited these sources inconsistently, were written in a casual tone, and included both factual and opinion-based statements.

**Coding**

This article’s two authors trained together to apply the coding scheme using a set of responses from a previous class, in which the assessment was pilot-tested. The authors also developed a grid to score each student response (see figure 2). Each author then scored the same 20 percent of the responses, arriving at an acceptable level of intercoder reliability. Percent agreement between the two authors was 91 percent, meaning that each author scored about 9 out of every 10 response elements the same way. Because some of the agreements may have been due to chance, Cohen’s kappa, a metric that adjusts for such chance agreement, was also calculated. This value was .82, which falls in the “almost perfect” category of interrater agreement.

Having established good reliability, each author then coded half of the remaining responses.
Results
The first two research questions informed formative assessment results early in the semester. RQ1a asked about how well students identified indicators of credibility in the article they were presented and asked to evaluate. Breadth scores (that is, the number of credibility cues that students identified, such as author or date) were used to address this question. On average, students evaluated 3.47 credibility cues in their early-semester responses. Overall, students’ responses featured between 1 and 6 credibility cues.

RQ1b asked about what indicators of credibility (that is, credibility cues) students identified in their evaluations. Figure 3 (light-colored bars) illustrates the percentages of students who identified each credibility cue. Early in the semester, most students identified as a credibility cue an article’s content (86%) or author (84%). Fewer, but still a majority, identified an article’s sources (66%) and publisher (57%). Just over a third of the students identified an article’s writing style (35%), and few identified its publication date (4%).

RQ2 asked about how well students argue about the credibility of an information source. The depth score, which is a measure of argument quality, was used to address this question. Students evaluated a majority (58%) of the cues they identified at level 2, which means that the students primarily relied on their personal opinions to support credibility arguments. They evaluated about a third (35%) of the cues at level 1, which means that they did not offer any evidence for their credibility arguments. Students evaluated only 7 percent of the cues at level 3, which means that they used little external evidence to support their credibility arguments. On average, students evaluated a credibility cue at a depth of 1.73.

FIGURE 3
Percentages of Student Evaluations Containing Each Cue Category in Early- and Late-semester Assessments*

*Nonoverlapping error bars (95% confidence intervals) indicate statistically different proportions.
The remaining research questions addressed summative assessment (that is, the differences in assessment scores between early and late in the semester). RQ3a concerned the difference in how well students identified indicators of credibility, indicated by how many credibility cues students identified early versus late in the semester. As figure 4 illustrates, on average, students identified 3.45 cues late in the semester, which was essentially equal to the number of cues they had identified early in the semester, which was 3.47 (see RQ1a). The range of the cues that students identified in their responses late in the semester was also the same as early in the semester: between 1 and 6 cues.

To evaluate statistically the summative assessment results, an independent-samples $t$-test with 95% confidence intervals was used. This test indicates whether there is a statistically significant difference between two averages. Each set of early- and late-semester scores was tested to determine if they were statistically different. There was no statistically significant difference on breadth—the number of cues that students identified—early and late in the semester, $t(272) = .16, p = .88$.

RQ3b asked about differences in the categories of cues that students used between early- and late-semester evaluations. The dark-colored bars in figure 3 illustrate the number of cues in each category at the end of the semester. A majority of the students evaluated an article’s sources (84%), which represented a statistically significant increase of 18 percent from early in the semester, $t(272) = 3.42, p = .001$. A majority of the students also identified the article’s author (69%), but this represented a significant decrease of 15 percent from early in the semester, $t(272) = 3.02, p = .003$. There was only a 2 percent increase in the proportion of students who evaluated the article’s publisher (59%) late in the course. This difference was not statistically significant, $t(272) = .37, p = .72$.

Significantly fewer students evaluated an article’s content late in the semester (55%), a 31% decrease, $t(272) = 6.04, p < .001$. Finally, about the same percentages of students evaluated the article’s visuals (29%), style (25%), and date (25%) at the end of the semester. These values represented significant increases for visuals (15%), $t(272) = 3.00, p = .003$; and date (20%), $t(272) = 4.99, p = .001$. The frequency with which writing style was evaluated late in the semester was not significantly different from early in the semester, $t(272) = 1.85, p = .07$.  

![FIGURE 4](image)

**FIGURE 4**

*Nonoverlapping error bars (95% confidence intervals) would indicate a statistical difference between these averages.*
RQ4 asked about the difference in how well students argued about the credibility of the source, that is, the depth of students’ evaluations. While a majority of the cues still were evaluated at level 2 late in the semester (43%), this was a decrease from early in the semester. Significantly more cues were evaluated at level 3 (34%), and significantly fewer cues were evaluated at level 1 (23%). As figure 5 illustrates, there was a significant increase of .40 in average evaluation depth, with the average cue being evaluated at a depth of 2.13 late in the semester, $t(272) = 7.77, p < .001$.

| FIGURE 5 | Average Evaluation Depth in Early- and Late-semester Assessments* |
|----------|---------------------------------------------------------------|
| 3        |                                                              |
| 2.5      |                                                              |
| 2        |                                                              |
| 1.5      |                                                              |
| 1        |                                                              |
| 0.5      |                                                              |
| 0        |                                                              |

*Nonoverlapping error bars (95% confidence intervals) indicate a statistical difference between these averages.

Discussion
When viewed as an instrument of formative assessment, assessment results showed students’ baseline knowledge. As summative assessment, the results documented students’ progress in source evaluation over the semester. Positioned between the two assessments, the Infomania course functions as an intervention aimed at developing students’ abilities to identify, research, and contextualize markers of credibility. The authors used the assessment results to gauge how efficacious the course was in meeting these learning objectives, and to identify opportunities for tailoring instruction in subsequent iterations of the course. The following sections discuss the key insights that emerged from the two administrations of the assessment.

Formative Assessment
At the beginning of the semester, most students were novices at determining source credibility because they failed to offer evidence-based evaluations. Some students also showed ritual knowledge (that is, rehearsed evaluation language that did not match the source under consideration). In their evaluations, most students identified at least one of these four cues as indicators of credibility: author, article’s argument, publisher, or an article’s sources.

A majority of students (more than 80%; see figure 3) referenced the author of the article they were evaluating, and thus earned a point on breadth. Students then scored either 1 on the depth of their evaluation for indicating the existence of an author, 2 for voicing their opinion of the author’s credibility, or 3 if they supported their evaluation with evidence from other sources. Only 14 students (9%), however, reached the third level. Instead, students typically
either mentioned the existence of the author or offered their opinion of the author without providing supporting evidence. The following excerpt from a student’s evaluation of an article about echo chambers written by a fellow in BuzzFeed’s Open Lab for Journalism, Technology, and the Arts illustrates the latter: “The writer’s job title is ‘BuzzFeed Open Lab Fellow,’ I am not sure what that position is or what is required to have that title, therefore this also takes away credibility.” The author’s title was presented in the article’s byline and was mentioned in the text of the article. This student’s evaluation, thus, indicates that while this student read the article, they did not advance an evaluation beyond, what appears to be, a superficial opinion.

A comparable majority of students scored a point on the breadth dimension for mentioning in their evaluations the argument presented in the article. Hardly any of these students, however, provided research as evidence of their credibility determinations. One student, for instance, wrote: “I agree with the author’s standpoint but I don’t believe it is a credible article.” This student, along with many peers, did not summarize or otherwise express their understanding of the author’s argument, that echo chambers limit a person’s diversity of information online, and thus scored 1 on the depth dimension.

The article that students evaluated at the beginning of the semester was published by BuzzFeed. Perhaps because BuzzFeed is a popular information source among undergraduates, students drew more on their own experiences with this website in their credibility calculations than they did for any other credibility cue. One student’s response exemplifies this practice:

> While looking for credibility in anything I look where it came from, and who wrote it. In this case it comes from BuzzFeed, an online website with quizzes to tell what kind of cupcake you are, with the occasional reporting on big events happening around the world. I find it hard to separate fact from [opinion] on this site. I think that a majority of the content is biased journalism, instead of a trusted new [sic] source. This alone leads me to think it is not credible.

This student’s experience with BuzzFeed’s entertainment section colored their perception of BuzzFeed’s news section, highlighting an inability to disambiguate entertainment from news stories. Students rarely substantiated their claims of bias or trust by researching BuzzFeed’s editorial standards or publication processes. Instead, many students garnered a depth score of 2 for the publisher by stating the opinion that “anyone” could post to the website.

A majority of students (more than 60%) also scored a point on the breadth dimension by noting the existence of sources in the article. A mere 20 percent of these students, however, discussed validating or researching the sources that were either hyperlinked or mentioned in the article. Another 25 percent of the students who mentioned sources scored 2 on the depth dimension for offering their general opinions of citation practices or markers of credibility. The following excerpt represents a typical 2-point statement about sources: “The article used sources with facts and statistics and cited them correctly. Not only that but they cited it within the article using hyper links [sic] making it very easy for us to check the sources.” The student noticed the author’s use of statistics to discuss the 2016 U.S. presidential election results but apparently did not click on any of the hyperlinked sources to evaluate their credibility or relevancy to the article.

Students’ rare use of external evidence in their evaluations at the beginning of the semester reflected prior research findings. Studies indicate that undergraduates typically evaluate
sources against established norms like timeliness, author expertise, and a website’s top-level domain but that they fail to validate a source’s claims, authorship, and sources of information. Students’ ability to do so may be even further complicated by undergraduates’ larger attitudes toward, and misunderstandings about, news. Recent Project Information Literacy research has found that embarrassed students may go with their “gut feeling” to determine the legitimacy of a news source when lacking proper source evaluation skills. Such “gut feelings” may be clouded by an idealization of news as an “objective reporting of facts” or by disillusionment that news sources cannot be trusted or discerned from “fake news.” Within this greater context, overly skeptical and underresearched student opinions may be understood as proof that students default to preconceptions of the news because they lack source evaluation skills.

In addition to the absence of external evidence, some evaluations also exhibited students’ use of ritual knowledge (that is, learned phrases that did not fit the work being evaluated). This tendency was most evident when students wrote about the sources of the article they were evaluating. Using ritual knowledge, some students held journalistic writing to the same source and citation standards as scholarly research. One student, for instance, wrote: “I look to see if any of the information in the article is backed up with any other sources or sightings. [sic] There [are] no footnotes or bibliography, which again leads me to believe in a lack of credibility.” Other students faulted the article for lacking specific source types that they, evidently, had been taught were components of evaluation checklists. The following excerpt illustrates this tendency:

I do not think this article is very credible. The author did not cite the information she uses for data which makes me wonder if it was made up. Citing is an element I used to examine its credibility. If there were citations from a scholarly journal or a gov. [sic] website I would think the data used is credible.

Responses such as this suggested that students were mimicking the use of basic indicators of authority, such as top-level domains, to determine credibility of sources and were unable to use the context of the source under consideration to formulate a more nuanced evaluation.

It is possible that the ritual knowledge students used in early-semester evaluations resulted from their prior reliance on information evaluation checklists, which are promoted in some high school and university information literacy programs and are easily findable online. Such checklists, however, can fail to prepare students to properly evaluate sources or the news on the social web in these “post-truth” times. It is possible that many of the students who either missed the target in their evaluations, or failed to support their evaluations with evidence, relied on such limited evaluation tools from their repository of ritualized knowledge to mime responses they believed to be appropriate. It was evident that students needed to develop a more nuanced understanding of how to weigh, contextualize, and judge the credibility of a source. That is to say, students needed to move beyond checklists and their personal opinions to develop a process for critically researching, evaluating, and contextualizing the credibility of sources.

**Summative Assessment**

The information literacy course for journalism students that served as the context for this assessment focused on finding and accessing information using a variety of source types (such
as public records, news archives, business filings, scholarly literature), and on evaluating the credibility of this information. By the end of the semester, students were expected to show some improvement in their source evaluation skills. The summative assessment illustrated how much students learned during the semester and how effective course instruction was in advancing this learning.

The end-of-semester assessment revealed little change in the breadth of students’ evaluations (that is, the average number of credibility cues that students identified as indicators of credibility in the article they were evaluating). In both assessments, students averaged between three and four cues per evaluation. Students did identify a greater variety of credibility cues at the end of the semester, however, citing author, argument, and style less often but noting date, sources, and visuals more frequently. This suggests that, during the course of the semester, students expanded their repertoire of what constitutes an indicator of credibility in journalism.

The clearest difference between the two assessments was the increase in the depth of students’ evaluations. At the end of the semester, a greater proportion of cues received scores of 3, and a smaller proportion received scores of 2, than at the beginning of the semester. This means that students used more external evidence to support their evaluation arguments at the end of the semester than they did initially. Many students improved their reasoning in the evaluations, going beyond simply identifying cues or offering instinctive opinions about the cues.

The following evaluation exemplifies how some students validated their opinions through research in the end-of-semester assessment. In the assessment, students had been asked to evaluate a Refinery29 article about Twitter ceasing to verify accounts. The freelance reporter who authored the article largely based it on The Hollywood Reporter’s coverage and referenced administrative messages from Twitter. One student began their argument with external evidence about the publication: “Refinery 29 is a relatively new entertainment company that began as a startup but is now worth more than $100 million.” Next, the student used the website Media Bias Fact Check to look up two sources cited in the article, which said that these sources typically were accurate, but that they had a liberal bias. The student then reflected on the timeliness of the article, which covered a news event that occurred the same day that the article was published. The student cited the exact times when an official tweet about the event was posted and when the article was published. The student concluded with a summation of the author’s experience and recent publication history drawn from LinkedIn.

Focusing on the article’s publication, sources, date, and author, this student researched and reasoned about the credibility of this article within the context of its creation. First, the student consulted and referenced external sources. While it was common for students to discuss bias or the alleged political leanings of a publication absent evidence, this student cited information from the website Media Bias Fact Check in evaluating the article’s sources. Likewise, the student used information from the article author’s LinkedIn account to evaluate the author’s expertise. Finally, the student considered the timeliness of the article by placing the article’s publication within the daily news cycle. In all, this student’s response demonstrates progress toward using external evidence in support of source evaluation arguments.

While students tended to provide more researched answers at the end of the semester than they did initially, they did not abandon unsubstantiated opinions altogether. This case was particularly evident in students’ evaluations of the article’s writing style, a category that
included biased writing. During both assessments, most writing style comments scored a 1 or 2 on depth, indicating that students only noted the existence of writing style or offered an unsupported opinion of it. Some students struggled with the concept of bias, using it to dismiss elements of an article that could have been better understood if researched. One student, for instance, wrote, “I think that this article is not credible because it is written with an opinion about twitter [sic]. Although they cite some of their sources, they still seem like they have a bias towards twitter [sic].” Given that the article under review was about Twitter, the author’s discussion of the company may not have implied biased reporting; and, without further evidence in the evaluation, it is impossible to know what the student perceived as biased. Such superficial responses and the consistency in student scores on writing style between the early- and late-semester assessments suggest that writing style and bias were not addressed adequately in the information literacy course.

In all, the summative assessment results suggest that, during the information literacy course, students advanced their ability to seek and articulate evidence in support of their source evaluations. While they did not rely on more credibility cues at the end of the semester than they did initially, students did appear to use a greater variety of these cues at the end of the semester. The course did not fully inoculate students against flawed reasoning and unsupported opinions, but it did appear to help many of them think more substantively about the credibility of a source.

**Implications**

Undergraduates’ struggle to successfully evaluate some of the cues as indicators of credibility (such as author, article’s argument, publisher, or article’s sources) seeded a revised information literacy instruction session for the course. To combat the historical problem with inconsistent library instruction in independent course sections, the authors mandated an information literacy instruction session across all sections to provide instructional consistency and to better address the source evaluation learning outcomes.

The session focused on teaching the “lateral reading” approach to evaluate the overall credibility of a news article. In addition to concentrating on the frame “authority is constructed and contextual,” the session sparked conversation related to other ACRL information literacy frames. Using a New York Times article about Serena Williams’s loss at the 2009 US Open, students were prompted to examine such cues as the reporting expertise of the journalist, and her sources and argument, specifically focusing on the language used to describe Williams and her opponent. Researching these cues allowed students to experience “research as inquiry” and a “strategic exploration” that may have specific goals but also allow for serendipity to find the best information. The students’ research processes involved watching replays of the match on YouTube, exploring a black feminist blog penned by academics, and skimming scholarly sources about the depiction of African American women, particularly Williams, in the media. Debating the difference between a scholarly blog and a journal article granted students the opportunity to better understand and question the creation process behind the different formats and how the creation process and time factored into the scholarly and popular values of YouTube videos, news articles, scholarly blogs, and journal articles, depending on the information need at hand. Turning to the topic of “scholarship as conversation,” the class discussed how they could use the found sources to support their evaluation of the article and challenge the authority of The New York Times as well as the journalist and her argument
using their research. After successfully critiquing one of the most established newspapers in
the country, students reported feeling empowered to evaluate a source’s credibility, despite
their previous acceptance of the source’s authority. Student feedback on the session indicated
that the session equipped them with some of the needed skills and authority to enter a profes-
sional and scholarly conversation, which many undergraduates lack.78

Future Considerations
The successful use of the assessment as a source of formative and summative data suggests
future uses and informs instruction. It may be beneficial to use the assessment on an ongoing
basis throughout the semester. Ongoing formative assessment would supply more frequent
student feedback and better reveal the ebbs and flows of student understanding and mis-
understanding.79 Armed with this information, instructors could better scaffold the various
credibility cues and evaluation methods such as “lateral reading” throughout the semester
and beyond.80 So doing also may enable instructors to better locate students’ “stuck places”
and provide responsive instruction to advance students beyond their “epistemological ob-
stakes.”81 Instructors, for example, could offer responsive instruction in how to properly
evaluate writing style, especially as it pertains to bias, and the possible social factors that
influence students’ distrust of news.82

The assessment also can be used early in a curriculum to allow disciplinary and library
instructors to scaffold instruction on specific information literacy skills throughout the remain-
der of the curriculum. The authors plan to use this assessment’s results to inform information
literacy sessions in journalism courses that follow the information literacy course, such as
media writing, research methods for strategic communications, and special topics. The as-
essment can be used in these subsequent courses to continually gauge student development.
In addition, while the assessment discussed here focused on the ACRL frame “authority is
constructed and contextual,” the redesigned information literacy session guided students
through interrelated ACRL information literacy frames, suggesting that this assessment may
be useful for determining student comprehension of information literacy concepts beyond
“authority is constructed and contextual.”

A limitation of the assessment presented here is that it does not account explicitly for
the accuracy of students’ evaluations. An evaluation’s accuracy is assumed to emerge in the
process of researching and articulating the credibility of individual cues. The assessment,
however, does not interrogate the completeness of the research that students conduct on each
cue, and the assessment does not include a score for the accuracy of an evaluation at cue or
overall source levels. As some of the excerpts from student evaluations illustrate, evaluation
accuracy is not guaranteed, even when students provide evidence of their credibility argu-
ments. In the future, it may be necessary to expand the assessment to include dimensions of
accuracy and research depth.

Conclusion
This paper discusses the process used to develop a source credibility assessment for a jour-
nalism information literacy course and reports the results from using this assessment as for-
mative and summative assessment in the one-semester course. Despite being developed for
a journalism course, the assessment has utility outside of this discipline. Being rooted in the
universal frame of “authority is constructed and contextual,” the assessment can be adapted
to any setting in which students are expected to perform source evaluation by articulating what constitutes disciplinary authority and how well a source reflects this authority. While news articles were used as the stimuli for students’ source evaluations in the instance reported here, nonjournalism instructors can ask their students to evaluate materials commonly used as information sources in their disciplines. Erin Daniels’ rubric and the derivative assessment presented here involves a general process of identifying indicators of authority within a source—which are called credibility cues here—and evaluating whether each indicator contributes to or detracts from the overall credibility of the source. This general process should be transferable across the disciplines such that its use can inform instructors and improve information literacy instruction beyond journalism education.
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