Characterizing deformable mirrors for the MagAO-X instrument
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Abstract. The MagAO-X instrument is an extreme adaptive optics system for high-contrast imaging at visible- and near-infrared wavelengths on the Magellan Clay Telescope. A central component of this system is a 2040-actuator microelectromechanical deformable mirror (DM) from Boston Micromachines Corp. that operates at 3.63 kHz for high-order wavefront control (the tweeter). Two additional DMs from ALPAO perform the low-order (the woofer) and non-common-path science-arm wavefront correction (the NCPC DM). Prior to integration with the instrument, we characterized these devices using a Zygo Verifire Interferometer to measure each DM surface. We present the results of the characterization effort here, demonstrating the ability to drive the tweeter to a flat of 6.9 nm root-mean-square (RMS) surface (and 0.56 nm RMS surface within its control bandwidth), the woofer to 2.2-nm RMS surface, and the NCPC DM to 2.1-nm RMS surface over the MagAO-X beam footprint on each device. Using focus-diversity phase retrieval on the MagAO-X science cameras to estimate the internal instrument wavefront error, we further show that the integrated DMs correct the instrument WFE to 18.7 nm RMS, which, combined with a 11.7% pupil amplitude RMS, produces a Strehl ratio of 0.94 at Hα. © 2021 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JATIS.7.3.039001]
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1 Introduction

MagAO-X1,2 is an extreme adaptive optics (ExAO) instrument for the 6.5-m Magellan Clay telescope at the Las Campanas Observatory in Chile designed for high-contrast imaging (HCI) at visible to near-infrared wavelengths. Once instrument commissioning is completed, MagAO-X will deliver a Strehl ratio of ≥0.7 at Hα (0.656 μm), 14 to 30 mas resolution, and 10−4 contrast from ~1 to 10λ/D. In its current configuration, a vector apodizing phase plate (vAPP)3 coronagraph performs the starlight suppression for HCI, whereas a future upgrade will introduce a phase-induced amplitude apodization complex-mask coronagraph.4 The main adaptive optics (AO) loop comprises two deformable mirrors (DMs) in an offloading woofer–tweeter control scheme.5 A third DM downstream of the AO loop is dedicated to non-common-path correction (NCPC). The system woofer, a high-stroke 11 × 11 97-actuator DM from ALPAO
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SAS, provides low-order wavefront correction, while the tweeter—a 50 × 50 2040-actuator (2K) microelectromechanical systems (MEMS) DM from Boston Micromachines Corp. (BMC)—simultaneously provides high-order wavefront correction. A pyramid wavefront sensor operates at up to 3.6 kHz drives these DMs. The downstream DM, a second ALPAO DM97, performs the NCP correction with low-order and focal-plane wavefront-sensing in the coronagraph arm7,8 (see Fig. 1).

High-order MEMS DMs from BMC are currently in use on other ExAO instruments, including Gemini Planet Imager (GPI)9 and Subaru Coronagraphic ExAO instrument.10 The characterization and on-sky performance of these devices have been extensively reported.11–14 ALPAO devices have seen adoption in AO instruments including Raven15 at the Subaru Telescope and New Adaptive Optics Module for Interferometry16 at the Very Large Telescope Interferometer, and extensive characterization efforts of these devices have been likewise undertaken.17

MagAO-X represents the first application of ALPAO devices in an ExAO system. Here we report the characterization of recent BMC and ALPAO DM offerings for use in HCI, as well as the set of procedures followed to characterize and optimize these devices for ExAO both prior to and after integration with the instrument. Section 2 describes the characterization testbed and procedures performed at the Arizona Extreme Wavefront Control Lab.18 Sections 3 and 4 report the results of characterization for the BMC and ALPAO DMs, and in Section 5, we discuss DM performance in the instrument and the optimization of internal instrument wavefront error (WFE).

2 Characterization Testbed and Procedures

The characterization testbed employed a Zygo Verifire, a Fizeau-type interferometer with a HeNe laser at 632.8 nm, to make DM surface measurements. To reduce static aberrations in the interferometric reference, we used a 4 in., f/50 (PV) Dynaflect transmission flat. The internal optics of the Verifire enable up to 6x zoom, but some characterization activities required additional resolution to resolve closely spaced fringes created by large strokes. To increase the resolution, we placed two-lens beam reducers in the collimated beam between the interferometer and DM, which resulted in an additional 6x and 20x increase in resolution. The beam reducers introduced low-order aberrations, but the characterization activities that made use of them (primarily localized measurements of interactuator and single-actuator stroke) were differential in nature, and the aberrations were removed by subtraction of the uncommanded surface or by fitting Zernike polynomials in postprocessing. Example measurements demonstrating the magnification in the different configurations are shown in Fig. 2.

To expedite the measurement process, we wrote a Python library19 to automate the interferometer measurements and DM commanding and synchronize the processes across multiple servers via a shared network drive. Zygo provides a Python API for interferometer measurement...
acquisition, basic postprocessing, and writing to disk. Each DM has a vendor-provided API, which we interfaced with the Compute and Control for AO package for low-latency DM control.20

In the case of the 97-actuator ALPAOs, we measured the influence functions (IFs, the characteristic response of the surface to a single-actuator command) individually. To accelerate the process for the 2040-actuator BMC, we measured the IFs in a grid pattern, with sufficient separation between commanded actuators to minimize coupling effects, and later extracted the individual IFs from the measurements of the grid pattern (see Fig. 3). We conservatively chose a grid with a pitch of 10 actuators to avoid concerns regarding coupling between actuators; however, additional time savings could be found with a more detailed study to identify the densest grid pattern that still maintains negligible coupling between poked actuators. In each case, we measured positive and negative commands and computed the difference to remove the contribution of the static DM surface. Residual tip/tilt errors from mechanical disturbances on the testbed and linear drift over time were fit and removed in postprocessing.

The resulting IF cubes were flattened into interaction matrices and (pseudo-)inverted to create command matrices for closed-loop characterization activities. In this measurement configuration, all actuators are sampled by the Zygo interferometer and no single IF can be constructed from a linear combination of IFs from other actuators, so we expect the interaction matrices to be full rank. To minimize edge effects from actuators on the perimeter of the DMs, we thresholded on the RMS of the IF measurements to create a map of couple-controlled actuators that were not commanded directly but instead assigned commands from a weighted combination of low-order Zernikes fit to the command map and the mean of nearest neighbors (Fig. 3). Flat maps later used during alignment and integration with MagAO-X were created in closed loop in front of the interferometer.

The 2K DM must be operated at relative humidity levels of <30% to avoid actuator oxidation damage.21 To meet this requirement, we ran nitrogen through the windowed enclosure that seals the DM and measured the humidity via a sensor on the outlet port. The ALPAO devices have no

![Fig. 2 Zygo surface measurements of the BMC 2K at (a) 31 μm/pixel, (b) 2.7 μm/pixel, and (c) 0.89 μm/pixel resolutions. Configurations (b) and (c) make use of two-lens beam reducers to achieve additional magnification. Low-order aberrations introduced by the lenses have been removed in postprocessing.](image)

![Fig. 3 (a) An example interferometric measurement of a grid with every 10th actuator poked on the 2K DM, collected as part of the procedure to build an interaction matrix. (b) The map of couple-controlled actuators (in white) adopted for closed-loop operations. All edge actuators are couple-controlled, along with a 3 x 3 region around the bump and an isolated actuator physically coupled to its neighbor.](image)
equivalent requirement on relative humidity. Additional details on the particular measurements and procedures required to characterize each DM are described in the following sections.

3 Tweeter Characterization

The system tweeter is a 2040-actuator 3.5 μm stroke MEMS DM from Boston Micromachines Corporation. The actuators are arranged on a square grid with a 400-μm pitch inscribed in a 19.6-mm diameter aperture. The reflective membrane has an unprotected gold coating, and the device is environmentally sealed behind an AR-coated window with a 6-deg wedge. Even though MagAO-X is designed for visible wavelengths, the unprotected gold coating provides >95% reflectance at Hα, >50% at 0.5 μm, and ~40% down to 0.4 μm, yielding excellent quantum efficiency over the bandpasses of scientific interest. The maximum safe voltage is capped at 210 V. This is a 100% yield device (no stuck or non-responsive actuators) with a few notable defects: two neighboring actuators are coupled (both respond when a voltage is applied to either one), and a bump on the surface appears and grows as the DM surface is deflected downward, to a maximum height of 0.86 μm above the surrounding surface and a width of 1.4 mm. These features along with the coronagraphic pupil, which is rotated to block the light scattered from the bump, are shown in Fig. 4.

3.1 Tweeter Stroke Metrics

In an HCI system, actuator saturation scatters light into the dark hole region and can significantly reduce contrast. The woofer–tweeter architecture reduces the stroke requirement on the 2K, and the choice of 2K operating bias has significant implications for the available stroke and probability of saturation. The stroke of an MEMS device depends heavily on the overall voltage bias—the voltage applied across the entire DM to move the surface to an intermediate position and allow both positive and negative deflections. We investigate three stroke metrics (reported in this work in terms of surface rather than wavefront) to evaluate 2K performance and adopt an operational bias. The first metric—single-actuator stroke—describes the full range of surface deflection from a bias position when a single actuator is released (0 V) and then subsequently railed (210 V). The deflection in the two directions is highly asymmetric for most bias positions (and entirely one-sided at 0 and 210 V). Since the ability to move in both directions is operationally important, we capture the effective dynamic range of the deflection by taking the stroke s to be twice the smaller of the two surface deflections:

$$s = 2 \times \min(|s_{\text{railed}}|, |s_{\text{released}}|).$$

Interactuator stroke measures the surface peak-to-valley (PV) of two neighboring actuators when one is railed and the other is released, and global stroke captures the range of surface deflections.

![Fig. 4](image-url) (a) The geometry of the 2K DM actuator grid. The projected vAPP pupil, rotated to place the bump behind the large spider arm, is overlaid in gray. The two coupled actuators are indicated in blue, and the location of the bump is indicated in orange. (b) Cross section of the 2K surface through the bump. As the DM surface is biased and deflected downward, the reflective membrane at the location of the bump lags behind the surrounding surface.
deflection when all actuators are released and railed together. The same symmetry constraint described above is applied to these metrics. These stroke definitions are shown in Fig. 5.

In a testbed configuration with 2.7 μm/pix resolution, we measured single-actuator and interactuator strokes at 8 locations distributed across the DM surface and found similar behaviors for all. The median of each of these curves is plotted in Fig. 6. Global stroke peaks at ∼4 μm surface at 40% bias, whereas single- and interactuator strokes peak at 1.2 and 1 μm surface, respectively, at 70% bias. Interactuator stroke places an upper limit on the amplitude of the highest spatial frequencies that can be corrected with the tweeter and drives our choice of operational bias to be 70%.

When all actuators are commanded to their 70% bias position, the tweeter DM has 120 nm RMS surface of low-order sag. Driving the DM to an absolute flat state from this bias requires a large range of voltages (from 60% to 80% or 126 to 168 V). As a result, a large fraction of the actuators are at a non-optimal bias for single- and interactuator strokes. In this configuration, only 63% of the actuators are estimated to have interactuator stroke >0.85 μm surface. If instead the static tweeter sag is offloaded to the woofer and only high-order static errors are corrected on the 2K, the range of voltages in the flat bias can be narrowed about the optimal point, driving single- and interactuator strokes up across the DM surface. This "relaxed" flat leaves 103 nm RMS surface of uncorrected sag on the tweeter, of which 102.6 nm RMS is within the woofer control bandwidth and well within the available stroke for low-order modes on the woofer (see Sec. 4). In this configuration, >99% of the actuators exceed the 0.85-μm surface requirement on interactuator stroke (see Fig. 8). We adopted this latter flat when integrating the 2K into the instrument to maximize the available tweeter stroke.
Fig. 7 Tweeter (BMC 2K) voltage and stroke metrics for an absolute flat defined at 70% bias. Top: Histograms showing the distribution of actuators by (a) fractional voltage required to achieve this flat, (b) available single-actuator stroke, and (c) available interactuator stroke. Bottom: Corresponding maps of the spatial distributions of (d) fractional voltage, (e) single-actuator stroke, and (f) interactuator stroke. The dashed line shows the minimum required interactuator stroke. With this flat definition, only 63% of actuators meet this requirement. Compare with Fig. 8.

Fig. 8 Tweeter voltage and stroke metrics for a “relaxed” flat defined at 70% bias, where low-orders have been left uncorrected to be offloaded to the woofer. Top: Histograms showing the distribution of actuators by (a) fractional voltage required to achieve this flat, (b) available single-actuator stroke, and (c) available interactuator stroke. Bottom: Corresponding maps of the spatial distributions of (d) fractional voltage, (e) single-actuator stroke, and (f) interactuator stroke. The dashed line shows the minimum required interactuator stroke. With this flat definition, >99% of actuators meet this requirement. Compare with Fig. 7.
3.2 Tweeter Surface Quality

The closed-loop tweeter flat defined in front of the Zygo is shown in Fig. 9. Over the active aperture of the DM, the flat has 12.6 nm RMS surface or 8.1 nm RMS surface with the bump masked in postprocessing. Over the MagAO-X vAPP pupil rotated to obscure the bump, the RMS reduces to 6.9 nm RMS surface. The in-band RMS of the flat is estimated in two ways. In the first, the in-band RMS is computed from the two-dimensional power spectral density (PSD) as follows:

\[
\sigma = \sqrt{\frac{1}{N_x N_y} \sum_{k_i} |\text{PSD}(\tilde{k}_i)| \Delta k_x \Delta k_y},
\]

where \(N_x\) and \(N_y\) are the number of pixels in \(x\) and \(y\), \(\tilde{k}_i = (k_x, k_y)\) is the spatial frequency variable, \(\Delta k_x\) and \(\Delta k_y\) are the frequency-space samplings, and \(\tilde{k}_{\text{cutoff}}\) is the maximum controllable frequency, set by the Nyquist sampling of the DM actuators. To suppress spurious frequency components from the hard cutoff at the edge of the aperture, we apply a window function prior to taking the fast Fourier transform. The actuator-scale print-through pattern on the tweeter, however, is stronger at larger radii [see Figs. 9(a) and 9(b)], and window functions that taper off well before the edge of the aperture (e.g., a radial Hann or Hamming window) tend to underestimate the print-through amplitude. By experimental exploration of the choice of window function and its effect on the trade-off between capturing the print-through pattern and suppressing frequencies from the aperture function, we adopted the radial Tukey window (cosine fraction parameter \(\alpha = 0.3\)).

In the second approach, the in-band surface is estimated by applying a two-dimensional, fifth-order Butterworth filter with the DM cutoff frequency in the Fourier domain before inverse-transforming to the spatial domain. The filter order was chosen heuristically to minimize the out-of-band surface content passed by the filter without introducing ringing in the in-band surface with a hard cutoff. The use of the Butterworth filter here is primarily intended to provide a visualization of the in-band surface and likely produces a slight overestimate of the in-band RMS.

The tweeter in-band (24 cycles across the pupil) RMS is estimated from Eq. (2) to be 0.56 nm RMS surface or 0.94 nm RMS surface via the Butterworth filtering (BF) (and 0.47 nm RMS surface within the vAPP pupil). One-dimensional PSDs are calculated from the radial average of the two-dimensional PSD and are shown in Fig. 10, in both the relaxed state and powered with an active flat.

4 Woofer and NCPC Characterization

The woofer and NCPC DMs are two ALPAO DM97 devices, each with 97 actuators arranged in an \(11 \times 11\) grid. The DMs are compact voice coil continuous facesheet DMs with a 13.5-mm surface.

![Fig. 9 Tweeter (BMC 2K): closed-loop flats measured and defined on the Zygo interferometer. (a) The full DM flat with an RMS of 8.1 nm surface (12.6 nm RMS surface with the bump). (b) The flat within the projected vAPP pupil, with an RMS of 6.9 nm surface. (c) The in-band surface within the projected vAPP pupil produced via the Butterworth filter with a 24 cycle/aperture cut-off, with an RMS of 0.47 nm surface.](image-url)
aperture and actuators on a 1.5-mm pitch. The reflective membrane is protected silver. These are high-stroke devices, capable of 12 to 15 μm surface P–V of tip/tilt and ≥10 μm surface P–V of low-order Zernike modes. The NCPC has 1.52 μm interactuator stroke (surface), whereas the woofer has 2.24 μm and was selected as the system woofer for this reason. Both devices can be run at >2 kHz. We flattened both DMs following the procedure described in Sec. 2. In this case, the surface at the edge of the pupil was well-behaved enough that the closed loop did not require any edge actuators to be couple-controlled, although some edge ringing can be observed in the flats. Over the full DM aperture, the woofer achieved a flat of 2.6 nm RMS, whereas the NCPC DM achieved a slightly higher error of 4.9 nm RMS. The small difference in the flat quality is likely due to unspecified variations in the product delivered by ALPAO; both devices, however, meet the surface quality specifications provided to the manufacturer. Over the vAPP pupil projected onto the DM surfaces, both flats reduce to ∼2 nm RMS. Within the control radius of the ALPAO DMs, the flat error over the full aperture is 1.4 and 3.5 nm RMS for the woofer and NCPC, respectively [computed by Eq. (2)] or 0.91 and 1.25 nm RMS as computed via the BF procedure. PSDs for both devices are reported in Fig. 10 (see Figs. 11 and 12 for ALPAO surface maps).

4.1 ALPAO Shape Creep

The surface shape of many ALPAO DMs has been noted to slowly drift away from a commanded shape in a manner influenced by the history of shapes previously held on the DM surface, an effect known as creep, which ALPAO attributes to the slow relaxation of the polymer material of the underlying actuator plate. ALPAO does offer devices with a silicon-based...
actuator plate to reduce the magnitude of this effect, but these devices are not considered here. Bitenc et al.\textsuperscript{24,25} developed a software compensation scheme for creep that takes into account the history of commands placed on the DM and applies a time-dependent correction factor; they also identified an independent source of surface error credited to the heating of the electrical components that drive the DM. Actuator and modal gains are also known to depend on device temperature and can be compensated for with calibrated look-up tables,\textsuperscript{16,26} although on-sky tests have shown that modal gains are uncorrelated with the DM housing temperature and are better estimated on-sky in the absence of an internal temperature sensor.\textsuperscript{27}

The drift of the DM membrane via creep contributes a time-dependent source of WFE to the system. In closed loop, creep is corrected as it arises, so we do not anticipate the need for a creep compensation scheme on the system woofer or the NCPC DM under most conditions. In some observing modes, however, we may want to maintain the NCPC DM in an optimized shape that minimizes NCP aberrations without sacrificing science photons to maintain an active NCP loop. By closing the loop on the NCP WFE for a time period before fixing the DM on the optimized shape, the effect of creep-induced WFE can be reduced. Figure 13 shows the RMS WFE creep after opening the loop, for different choices of closed-loop time periods and for different levels of initial WFE. Each curve is the mean creep observed for five realizations of low-order (the first 10 Zernikes, neglecting piston) WFE. Longer closed-loop periods result in a more stable surface at the cost of observing efficiency. At the expected 25 nm RMS NCP WFE for MagAO-X, a relatively short 5-min closed-loop period reduces shape creep to \( \sim 1 \) nm RMS over an hour. Shape drift due to thermal variations in the device temperature may dominate over shape creep and require periodically reclosing the loop on the NCPC DM, although no significant NCPC drift was noticed during MagAO-X on-sky commissioning activities.

5 Instrument Integration and Optimization

The DMs were integrated with MagAO-X in early 2019 and aligned using an internal telescope simulator. The telescope simulator comprises a supercontinuum laser coupled into a single-mode fiber to create a point source that is imaged through a lens to form a collimated beam at a pupil...
stop etched with the Magellan Clay aperture. A second lens after the pupil creates a $f/11$ input beam to match the telescope input. To minimize the static instrumental aberrations that remained after this alignment and to handle system drift over time, we implemented a simple algorithm (the so-called “eye doctor”\(^23\)) to maximize the instrument Strehl ratio. The core of the PSF is measured in a focal plane as a DM iterates over a precomputed modal basis set. As the amplitude of each mode is varied in a grid search pattern, a quadratic polynomial is fit to the measured core to estimate the amplitude that maximizes the Strehl ratio. To compensate for ALPAO creep (particularly immediately after power-on, when creep-induced WFE is most dramatic), modes may be revisited multiple times. To create an orthogonal basis set over each DM’s illuminated aperture, the illuminated DM surface is estimated by measuring the intensity response to a Hadamard modal basis on a defocused PSF and then thresholding on the row-wise RMS of the reconstructed IFs. The RMS response of the $n$’th actuator is given by

$$R_n = \text{RMS} \{(WH^{-1})_n\} = \frac{1}{N} \sqrt{\frac{1}{M} \text{diag}(HW^\top WH^\top)_n}, \quad (3)$$

where $H$ is an $N \times N$ Hadamard matrix with the property $H^{-1} = \frac{1}{N} H^\top$ and $W$ is the $M \times N$ matrix of measured intensities, computed from the difference of the PSF response to the positive and negative Hadamard modes $W = (W_+ - W_-)/2$. The modal basis set is then formed by orthogonalizing a set of Zernike polynomials over the illuminated actuators via the

**Fig. 13** ALPAO shape creep after opening the loop on (a) 25 nm, (b) 50 nm, (c) 100 nm, and (d) 300 nm RMS low-order WFEs on the DM. Each line shows the mean surface creep of 5 realizations of WFE after closing the loop on the shape for the indicated time period. Longer closed-loop periods mitigate the observed creep once the loop is opened.\(^26\) The 5-nm RMS floor arises from surface errors outside of the control bandwidth.
Gram–Schmidt process, as implemented in poppy, and interpolating outside the beam footprint from an average of nearest illuminated neighbors.

When the instrument requires optimization, all DMs are commanded to their flat states, and a single DM is optimized at a time while the others are held in their flat states. The typical approach is to start by optimizing the woofer DM on measurements in a focal plane picked off right before the pyramid tip, followed by a repeat of this process downstream with the NCPC DM and a science camera or a low-order wavefront sensing (LOWFS) camera. After each DM is optimized, the flat command is updated to incorporate the optimized shape. The tweeter flat is not typically optimized via the eye doctor routine to avoid driving low orders into the flat and reducing the available stroke. An example curve showing the computed illumination pattern on the woofer and the sum over the measured PSF core as a function of a single-mode amplitude is shown in Fig. 14.

To further optimize instrument WFE, we implemented the parametric focus-diversity phase retrieval (FDPR) algorithm described in Thurman et al. (2009) and demonstrated on the HiCAT bench. This algorithm attempts to minimize the error between a set of irradiances measured in $K$ defocused planes and a set of modeled PSFs propagated to these planes by the angular spectrum approach. The objective function is given by

$$
\Phi = 1 - \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{\sum_{(x,y)} W_k(x,y) \hat{G}_k(x,y) G_k(x,y)}{\sum_{(x,y)} W_k(x,y) G_k(x,y)} \right]^2 \frac{1}{C_2^2} \frac{1}{P(x,y)} W_k(x,y) \hat{G}_k(x,y) G_k(x,y) C_3^2 \frac{1}{C_2^2} \frac{1}{P(x,y)} W_k(x,y) \hat{G}_k(x,y) G_k(x,y) C_3^2, \tag{4}
$$

a weighted measure of the correlation between the modeled and measured PSFs, where $G_k(x,y)$ is the measured irradiance in each defocused plane, $\hat{G}_k(x,y)$ is the corresponding modeled irradiance pattern, and $W_k(x,y)$ is a pixel-wise weighting for each plane.

The model is parametrized in the axial and longitudinal positions of the PSFs, modal amplitude and phase values, and pixel-by-pixel amplitude and phase values, and it can enforce a set of smoothness and edge constraints on the pupil solution. Thurman et al. (2009) gave the analytical form of the gradient terms for each of the parameters. We followed a similar approach to HiCAT: first optimizing over the longitudinal and axial positions of the PSFs, followed by optimization over the first 45 Zernike modes in phase, and finally multiple optimization steps

![Fig. 14](image_url) (a) Estimate of illuminated footprint on the woofer DM, calculated following Eq. (3). (b) Single-mode example of Zernike grid optimization process. The normalized intensity of the PSF core (grey dots) is measured as the amplitude of each mode is swept over a range of values. A quadratic fit (blue line) gives the value of the mode amplitude that maximizes the intensity in the PSF core (dashed line). The particular example shown here is oversampled to demonstrate the procedure.
over pixel-by-pixel amplitude and phase—beginning with a broad Gaussian smoothing kernel in the pupil and reducing the smoothing with each step. We computed a weighting from the measured PSFs as the inverse of the measured irradiance (equivalent to the inverse variance of a Poisson distribution), with a regularization term to compensate for the near-zero background pixels:

\[
W_k(x, y) = \frac{1}{S\{G_k(x, y)\} + \epsilon},
\]

where \( S \) is a Gaussian smoothing operator. We minimized Eq. (4) with a limited memory Broyden–Fletcher–Goldfarb–Shanno bound-constrained optimizer\(^{32-34}\) and computed the forward propagation model, objective function, and Jacobian terms on a graphics processing unit.\(^{35}\)

We implemented FDPR on MagAO-X with the internal source and telescope simulator and measured defocused PSFs on a science camera in an \( f/69 \) beam in an \( H\alpha \) filter (9 nm bandpass centered at 656 nm) over 120 mm of axial motion. Examples of these measurements and the retrieved modeled PSFs are shown in Fig. 15.

We followed the procedure described in Sec. 2 to build an interaction matrix from pupil phase estimates of grid patterns of poked actuators on the DMs. Examples of the retrieved grid phases on the tweeter and NCPC DMs are shown in Fig. 16. To optimize the instrument aberrations, we closed the loop around the phase retrieved via FDPR, starting with the NCPC DM to drive out the low-order aberrations before switching to the tweeter to drive out the remaining high orders. The Strehl ratio is estimated in two ways. The first is calculated from the pupil-plane electric field,\(^{36,37}\) and the second is calculated from focal-plane quantities:

\[
S_1 = e^{-\sigma^2_1}e^{-\sigma^2_2},
\]
\[
S_2 = \frac{I(x_0, y_0)}{S\{I_0(x_0, y_0)\}}.
\]

where \( \sigma^2_\phi \) is the variance of the estimated pupil-plane phase, \( \sigma^2_\chi \) is the variance of the estimated pupil-plane log-amplitude, \( I(x_0, y_0) \) is the peak value of the measured PSF, and \( I_0(x_0, y_0) \) is the peak of the aberration-free polychromatic PSF simulated with the same subpixel alignment over the \( H\alpha \) filter bandpass. \( S \) is a Gaussian smoothing operator that accounts for the effects of detector charge diffusion and tip/tilt vibrations happening faster than the integration time. We derive the expression for the Strehl ratio \( S_1 \) in Appendix A.

These results are summarized in Figs. 17 and 18. The reported WFE residuals are the estimates obtained from FDPR, and the Strehl ratios are computed following Eqs. (6) and (7). The RMS amplitude is computed from the FDPR-derived pupil-plane amplitude estimates, normalized such that the mean amplitude within the pupil is equal to unity to yield a dimensionless measure of the fractional variation of the amplitude across the pupil. In this case, the starting phase aberration was estimated at 40.4 nm RMS wavefront with an estimated Strehl ratio of 0.85 to 0.87. The NCPC correction drove these values to 25.3 nm RMS wavefront and a Strehl ratio of 0.92 to 0.93. The final tweeter correction resulted in an estimated 18.7 nm RMS WFE with a Strehl ratio of 0.94 to 0.95. The variation of amplitude over the pupil is estimated to be 11% to 12% RMS, which decreases the Strehl ratio by 1 to 2 percentage points compared with an estimate that accounts for phase only. In Ref. 38 (in prep), an end-to-end Fresnel model of the instrument is compared with instrument performance and yields an estimate of the residual WFE and Strehl ratio consistent with the values reported here.

6 Conclusions

We have described our procedure and the results of characterizing the DMs for the ExAO instrument MagAO-X. The 2K BMC DM serves as the instrument tweeter, with a best flat of 8.1 nm RMS surface or 0.5 nm RMS surface in-band over the coronagraphic pupil. The two ALPAO DMs, one of which serves as the woofer and the other as an NCPC downstream of the main AO loop, can be flattened to 2.6 and 4.9 nm RMS surface or 0.9 and 1.3 nm RMS surface within their respective control bandpasses and the vAPP pupil. By offloading low-order sag from tweeter to woofer, >99% of tweeter actuators exceed 0.85 \( \mu \)m of available interactuator surface stroke. By comparison, in the MEMS characterization work undertaken in support of GPI development, a 1K BMC device was flattened to 6.4 nm RMS surface and 0.27 nm RMS surface in-band across a \( 27 \times 27 \) actuator region on the DM.12 Additionally, a 4K BMC device was flattened to 5.15 nm RMS surface and 0.26 nm RMS surface in-band across a \( 30 \times 30 \) actuator region.13

Our observation of creep in the ALPAO DM97 devices is consistent with results reported on NAOMI16 with a DM241, the DM97s in the Raven instrument,15 and in the extensive characterization and compensation of the creep effect performed by Bitenc et al. (2014)24 and Bitenc (2017)25 with DM241 and DM277 devices.
Fig. 17 Left column: (a) measured PSF at Hα, (b) estimated phase, and (c) estimated amplitude prior to correction with FDPR. Middle column: (d) measured PSF at Hα, (e) estimated phase, and (f) estimated amplitude after closed-loop correction with the NCPC DM. Right column: (g) measured PSF at Hα, (h) estimated phase, and (i) estimated amplitude after closed-loop correction with both the NCPC and tweeter DMs. Strehl ratios are reported for each measured PSF, following Eqs. (6) and (7). RMS WFE values are reported for each phase estimate, and percentage amplitude RMS is reported for each amplitude estimate.

Fig. 18 (a) Simulated 0-WFE PSF in the Hα bandpass, convolved with a 0.6σ pixel Gaussian smoothing kernel that accounts for the effect of detector charge diffusion. (b) Measured PSF at Hα after correction with the NCPC and tweeter DM. Panel (b) is repeated from Fig. 17(g).
After integration of the DMs with MagAO-X, laboratory efforts showed that the Strehl ratio at the science cameras can be optimized to an estimated 94% to 95% and the instrument WFE reduced to 18.7 nm RMS, via brute-force optimization of low-order Zernikes followed by FDPR on the science cameras. The speed of the current implementation of FDPR is limited by camera stage movement and integration time at each position. Future efforts in this area will investigate on the science cameras. The speed of the current implementation of FDPR is limited by camera reduced to 18.7 nm RMS, via brute-force optimization of low-order Zernikes followed by FDPR at the science cameras can be optimized to an estimated 94% to 95% and the instrument WFE for the Strehl ratio can be found directly. Setting

\[
S = \frac{I(0)}{I_0(0)},
\]

the ratio of the on-axis irradiance of the aberrated field to the on-axis irradiance of the aberration-free field. This expression is expanded as

\[
S = \frac{\left| \mathcal{F}\{E(r)\}\right|^2}{\left| \mathcal{F}\{E_0(r)\}\right|^2} = \frac{\int_{\text{aperture}} E(r) \, d^2r}{\int_{\text{aperture}} E_0(r) \, d^2r} = \frac{\left| \int_{\text{aperture}} E(r) \, d^2r \right|^2}{\int_{\text{aperture}} \left| E_0(r) \right|^2 \, d^2r},
\]

where the second equality is justified by the central ordinate theorem for Fourier transforms and the aberration-free field \(E_0(r)\) is taken to have a constant amplitude \(A\) over the aperture and phase \(\phi(r) = 0\). In a slight modification to the formulation in Ross (2009),39 we rewrite this in terms of the expectation value of the aberrated field to get

\[
S = \left\langle \frac{1}{A} |A(r)e^{i\phi(r)}|^2 \right\rangle.
\]

If the probability distribution function (PDF) of the pupil-plane field is known, an expression for the Strehl ratio can be found directly. Setting \(A(r) = \bar{A}\) in the absence of amplitude aberrations, this reduces to \(S = \left| \left\langle e^{i\phi(r)} \right\rangle \right|^2\). If the phase follows a Gaussian PDF, Ross (2009)39 showed that this yields the familiar exponential estimate of the Strehl ratio in terms of the variance of the phase \(S = e^{-\sigma_\chi^2}\), known as the extended Maréchal approximation.36

In the presence of amplitude aberrations but perfect phase, Eq. (10) becomes

\[
S = \left| \frac{1}{A} \langle A(r) \rangle \right|^2.
\]

Scintillation from atmospheric turbulence has been shown to be well-represented by a log-normal PDF\(^{40-42}\) of the form

\[
\text{PDF}_I(I) = \frac{1}{2I \sqrt{2\pi \sigma_I^2}} \exp \left[ -\frac{[\ln(I/\bar{I}) + 2\sigma_I^2]^2}{8\sigma_I^2} \right],
\]

where \(I\) is the irradiance, \(\bar{I}\) is the irradiance in the absence of turbulence, and \(\sigma_I^2\) is the variance of the log-amplitude. With a log-normal PDF for the irradiance, the expression for the Strehl ratio in Eq. (11) becomes

7 Appendix A: Estimating Strehl Ratio in the Presence of Scintillation

We derive an expression for the Strehl ratio that incorporates amplitude aberrations, stated in this manuscript as \(S_1\) in Eq. (6). This result is well known and stated by others,37 but here we provide a derivation in terms of the probabilistic method of Ross (2009),39 which we believe has not appeared in the literature.

Given a pupil-plane electric field of the form \(E(r) = A(r)e^{i\phi(r)}\), the irradiance in the focal plane is written as \(I(r_x) = |\mathcal{F}\{A(r)e^{i\phi(r)}\}|^2\), where \(A(r)\) is the amplitude over the aperture and \(\phi(r)\) is the phase. The Strehl ratio is defined as

\[
S = \frac{I(0)}{I_0(0)},
\]

where \(I(0)\) is the irradiance over the aperture and phase \(\phi(0)\) is the phase at the on-axis position.

In a slight modification to the formulation in Ross (2009),39 we rewrite this in terms of the expectation value of the aberrated field to get

\[
S = \left\langle \frac{1}{A} \langle A(r)e^{i\phi(r)} \rangle \right\rangle^2.
\]

If the probability distribution function (PDF) of the pupil-plane field is known, an expression for the Strehl ratio can be found directly. Setting \(A(r) = \bar{A}\) in the absence of amplitude aberrations, this reduces to \(S = \left| \left\langle e^{i\phi(r)} \right\rangle \right|^2\). If the phase follows a Gaussian PDF, Ross (2009)39 showed that this yields the familiar exponential estimate of the Strehl ratio in terms of the variance of the phase \(S = e^{-\sigma_\chi^2}\), known as the extended Maréchal approximation.36

In the presence of amplitude aberrations but perfect phase, Eq. (10) becomes

\[
S = \left| \frac{1}{A} \langle A(r) \rangle \right|^2.
\]

Scintillation from atmospheric turbulence has been shown to be well-represented by a log-normal PDF\(^{40-42}\) of the form

\[
\text{PDF}_I(I) = \frac{1}{2I \sqrt{2\pi \sigma_I^2}} \exp \left[ -\frac{[\ln(I/\bar{I}) + 2\sigma_I^2]^2}{8\sigma_I^2} \right],
\]

where \(I\) is the irradiance, \(\bar{I}\) is the irradiance in the absence of turbulence, and \(\sigma_I^2\) is the variance of the log-amplitude. With a log-normal PDF for the irradiance, the expression for the Strehl ratio in Eq. (11) becomes...
\[ S = \left| \frac{1}{A} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi} \sigma_i} \exp \left[ -\frac{\left\{ \ln(I/T) + 2\sigma_i^2 \right\}^2}{8\sigma_i^2} \right] \, dl \right|^2 = e^{-\sigma_i^2}, \]  

(13)

where \( A = \sqrt{I} \) and \( \tilde{A} = \sqrt{\tilde{I}} \).

The more general case of simultaneous phase and amplitude aberrations requires solving an equation of the form

\[ S = \left| \frac{1}{\sqrt{I}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sqrt{I} e^{i\phi} \text{PDF}_{I,\phi}(I, \phi) I\phi \right|^2, \]  

(14)

where \( \text{PDF}_{I,\phi}(I, \phi) \) is the joint probability distribution for the irradiance and phase. If the irradiance and phase are assumed to be statistically independent, this simplifies to

\[ S = \left| \frac{1}{A} \langle A(r) \rangle e^{i\phi(r)} \right|^2 = e^{-\sigma_i^2}, \]  

(15)

the form given in Eq. (6).
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