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Abstract—Formulating cyber-security problems with attackers and defenders as a partially observable stochastic game has become a trend recently. Among them, the one-sided two-player zero-sum partially observable stochastic game (OTZ-POSG) has emerged as a popular model because it allows players to compete for multiple stages based on partial knowledge of the system. All existing work on OTZ-POSG has focused on the simultaneous move scenario and assumed that one player’s actions are private in the execution process. However, this assumption may become questionable since one player’s action may be detected by the opponent through deploying action detection strategies. Hence, in this paper, we propose a turn-based OTZ-POSG with the assumption of public actions and investigate the existence and properties of a Stackelberg equilibrium for this game. We first prove the existence of the Stackelberg equilibrium for the one-stage case and show that the one-stage game can be converted into a linear-fractional programming problem and therefore solved by linear programming. For multiple stages, the main challenge is the information leakage issue as the public run-time action reveals certain private information to the opponent and allows the opponent to achieve more rewards in the future. To deal with this issue, we adopt the concept of \( \epsilon \)-Stackelberg equilibrium and prove that this equilibrium can be achieved for finite-horizon OTZ-POSGs. We propose a space partition approach to solve the game iteratively and show that the value function of the leader is piece-wise linear and the value function of the follower is piece-wise constant for multiple stages. Finally, examples are given to illustrate the space partition approach and show that value functions are piece-wise linear and piece-wise constant.

I. INTRODUCTION

With advances of technologies in computing, communications, and control, new engineered systems require tighter and tighter integration of cyber systems and physical systems, which increases security risks and attack surfaces, and therefore brings new challenges to cyber-security defense [19]. As attack surfaces increase, cyber-attacks may be composed of multiple stages. For example, attackers may compromise the most vulnerable device first and then exploit it for attacking other devices. Through observing attack effects and behaviors of defenders, attackers may adjust their attacking strategies dynamically. Meanwhile, due to the limited resources for anomaly detection, information such as infected devices is usually private for the defender. The defender has to infer this information from other observations of the system. The dynamic nature and the partial observability of this kind of attack require the defender to be more reactive to the system and robust to information uncertainty.

Recently, various approaches have been proposed to mitigate cyber-security concerns such as the machine learning approach [23], the data mining approach [7] and the game theory approach [10]. In this paper, we will focus on the game theory approach because it provides a theoretical study of interactions among independent players. Most of the existing games in the literature focus on static behaviors and ignore the dynamic nature. Dynamic games such as repeated games [12], evolutionary games [18] and stochastic games [21] consider the dynamic behavior but assume the full observability of game information. As a critical branch of the game theory, the partially observable stochastic game (POSG) attracts more and more attention in the area because the POSG allows players to compete sequentially based on partial knowledge of the system, which is closer to real cyber-security problems [22], [17], [26]. Game models such as the static game, repeated game, and stochastic game are special cases of the POSG. However, solving the general POSG is a nontrivial task. The dynamic programming algorithm that solves the game exactly becomes inefficient quickly beyond a small horizon [13]. Although approximate algorithms such as the \( \epsilon \)-pruning approximation [20] and the Bayesian game approximation [11] have been proposed, the POSG planning algorithm is still not mature enough for practical applications.

Sub-classes of POSGs have been proved more practical than the general case. The one-sided two-player zero-sum POSG assumes that one player can observe the state directly while the other player accesses the state via a partial observation [14]. This model allows both players to maintain a common belief over states, which enables us to design and implement efficient planning algorithms. Meanwhile, this model reserves properties of the general POSG, such as the dynamic nature and partial observability. A point-based approximate algorithm [14], a heuristic search algorithm [16], and a mixed-integer linear programming approach [2] have been proposed to solve the game efficiently. Beyond the theoretical work, the OTZ-POSG has been extensively discussed for cyber-security problems such as the computer network defense [17], [25], [24]. For a more general setup than the OTZ-POSG [14], the two-player zero-sum POSG with public observations assumes that each player has private information and has a partial observation on the other player’s private information [15]. By assuming that observations are public, the existence of the Nash equilibrium is guaranteed.

All aforementioned OTZ-POSGs assume that both players move simultaneously and one player’s action is unobservable by the other player. However, these assumptions may become questionable for real-world applications. First, to guarantee the simultaneous move is not always realistic, especially for
a competing scenario. Secondly, the actions of players may become observable as opponents may deploy action detection strategies in the execution stage. Hence, we propose the turn-based OTZ-POSG with public actions and investigate the finite-horizon Stackelberg equilibrium in this paper. In this game, one player (the leader/the defender) plays first while the other player (the follower/the attacker) follows. Certain statues of the environment or the attacker, such as the attacker’s locations, are only partially observed by the defender. The defender plays first because he has to deploy defending resources according to partial observations before the attack. In each stage, both actions of the defender and the attacker are observable at the end of the stage.

First, we prove the existence of the Stackelberg equilibrium for the one-stage OTZ-POSG and show that the one-stage OTZ-POSG can be converted into a linear-fractional programming problem, and therefore solved by linear programming. The value function of the leader is piece-wise linear and the value function of the follower is piece-wise constant. These value functions are solved by enumerating all extreme points of the linear program. For multiple stages, the main challenge is the information leakage issue because the follower’s policy is private-information-dependent. When taking full advantage of the private information, the follower reveals certain private information to the leader. Then, the leader can infer more private information from the follower and achieves more rewards in the following stages. To solve this issue, we adopt the concept of \( \epsilon \)-Stackelberg equilibrium [5]. At this equilibrium, the follower sacrifices certain rewards in the current stage for more rewards in the following stages. We propose a space partition approach to solve the game through value iteration and show that value functions for both players are piece-wise linear and piece-wise constant respectively.

The main contribution of this paper is twofold. First, we prove the existence of the Stackelberg equilibrium for the one-stage OTZ-POSG and show that the one-stage game can be solved by linear programming. Hence, value functions of players are piece-wise linear and piece-wise constant respectively. Second, we adopt the concept of \( \epsilon \)-Stackelberg equilibrium and prove that the \( \epsilon \)-Stackelberg equilibrium is achieved for finite-horizon OTZ-POSGs with public actions. Meanwhile, we propose a dynamic programming algorithm to solve the finite-horizon OTZ-POSG iteratively through belief space partition.

The rest of the paper is organized as follows. Section II defines the OTZ-POSG and formulates the problem. The existence of the Stackelberg equilibrium for the one-stage OTZ-POSG and the policy-solving algorithm are given in Section III. Section IV introduces the \( \epsilon \)-Stackelberg equilibrium and proposes the space partition approach to solve the multiple-stage game iteratively. Section V concludes the paper.

**Notations:** \( \mathbb{R} \) represents the set of real numbers and \( \mathbb{R}^{p \times q} \) represents the set of real-valued matrices with \( p \) rows and \( q \) columns. Specifically, \( 1_p \) represents a vector of ones with dimension \( p \) and \( 0_p \) represents a vector of zeros with dimension \( p \). For a vector \( v \in \mathbb{R}^{p \times 1} \), \( v^T \) stands for the transpose of the vector and \( v_i \) stands for the \( i \)th element of the vector \( v \). For two vectors \( v, u \in \mathbb{R}^{p \times 1} \), \( v \leq u \) implies \( v_i \leq u_i \) for all \( i \). For a finite set \( S \), \( |S| \) represents the cardinality of the set. \( \mathbb{P}(\cdot) \) denotes the probability and \( \mathbb{E} \) denotes the expectation.

**II. PRELIMINARIES AND PROBLEM FORMULATIONS**

In this section, we give the formal definition of the OTZ-POSG and formulate the problem.

**Definition 1.** A OTZ-POSG model is defined as a tuple \( \mathcal{G} = (I, S, O, A^L, A^F, T, \Xi, \Upsilon, b_0) \) where

- \( I = \{\text{leader}(L), \text{follower}(F)\} \) is a set of players;
- \( S \) is a finite set of states;
- \( O \) is a finite set of observations;
- \( A_i^i \) is a finite set of actions of player \( i \in I \);
- \( T : S \times A^L \times A^F \times S \rightarrow [0, 1] \) is a transition function;
- \( \Xi : S \times O \rightarrow [0, 1] \) is an observation function;
- \( \Upsilon : S \times A^L \times A^F \rightarrow \mathbb{R} \) is a reward function of player \( F \);
- \( b_0 : S \rightarrow [0, 1] \) is an initial belief over states.

The game \( \mathcal{G} \) is played in turn and actions of players are public. The game playing process is shown in Fig. 1. Arrows represent information dependencies. For any stage \( t \), the state \( s_t \in S \) is only informed to the follower. The leader takes an action first according to the observation \( o_t \in O \). This action would not be revealed to the follower until the follower’s action is taken. Each player achieves a reward and this reward is not explicitly announced until the end of the game. The state of the system transits from \( s_t \) to \( s_{t+1} \) according to the transition function \( T(s_{t+1}|s_t, a_t^L, a_t^F) \) which defines the distribution over the next state \( s_{t+1} \in S \) after taking a joint action \( [a_t^L, a_t^F] \) from the state \( s_t \). An observation \( o_{t+1} \in O \) generated according to the observation function \( \Xi(o_{t+1}|s_{t+1}) \) is publicly observed by players. Since actions are public, the leader’s optimal strategy in each stage relies on the action executed by the follower in the previous stage (see the red dotted line). The initial belief \( b_0 \) is a probabilistic distribution over states. It is used to describe the initial knowledge of players. Initially, a state \( s_0 \in S \) is drawn according to this distribution and the state is only informed to the follower. We assume that the initial belief is common knowledge of both players.

Since the game is zero-sum, the reward function of the leader is \( -\Upsilon(s, a^L, a^F) \) for all \( s \in S \), \( a^L \in A^L \), and \( a^F \in A^F \). Because the game is one-sided, the leader has to infer
the state $s_t$ of the game through the initial belief $b_0$ and the information observed.

**Definition 2.** Up to stage $t$, the observable path of the leader is $\upsilon_t = b_0 a_0^L \cdots a_{t-1}^L a_t^F \cdot 0_1$ and the observable path of the follower is $\omega_t = b_0 s_0 a_0^F \cdots a_{t-1}^F \cdot s_t 0_t$ where $a_t^L \in A^L$, $a_t^F \in A^F$, $s_t \in S$, and $0_t \in \Omega$ for all $0 \leq t \leq t$.

Based on the observable path, the leader can reason about the state of the game through a probability distribution over states for which we call the belief state.

**Definition 3.** A belief state of a OTZ-POSG $G$ is defined as a conditional probability distribution over states, i.e., $b_t^t = \mathcal{P}(s_t | b_0, a_0^L, a_0^F, \ldots, a_{t-1}^L, a_{t-1}^F, 0_t)$.

Beginning with the initial belief $b_0$, we can calculate the belief $b_t$ by the Bayes’ rule incrementally. The updated belief $b_{t+1}$ after taking a particular joint action $a_t = [a_t^L, a_t^F]$ and observing $0_{t+1}$ is

$$b_{t+1} = \frac{\sum_{s_t \in S} T_{s_t,a_t,0_t}^t b_t}{\sum_{s_t \in S} T_{s_t,a_t,0_t}^t},$$

where $T_{s_t,a_t,0_t}^t$ and $\sum_{s_t \in S} T_{s_t,a_t,0_t}^t$ are concise notations for transition probabilities and observation probabilities.

To behave optimally, players have to plan to act according to their observable paths. Because the belief is a sufficient statistic of the path $\upsilon_t$, the leader can act equivalently according to the belief [1]. As $\upsilon_t$ is a sub-sequence of $\omega_t$, the follower can maintain the same belief state as that of the leader, and therefore, act equivalently according to the belief-state pair. In this paper, we consider mixed policies for players. A mixed policy is a probability distribution over the action space.

**Definition 4.** The policy of the leader is defined as a mapping from a belief to a distribution $\eta_t$ over the action space $A^L$, i.e., $\pi^L : b_t \rightarrow \eta_t$ and the policy of the follower is defined as a mapping from a belief-state pair to a distribution $\delta_t$ over action space $A^F$, i.e., $\pi^F : (b_t, s_t) \rightarrow \delta_t$ where $\eta_t \in \mathbb{R}^{|A^L| \times 1}$ and $\delta_t \in \mathbb{R}^{|A^F| \times 1}$.

**Assumption 1.** In each stage, the strategy adopted by the leader is known by the follower.

**Remark 1.** This assumption is usually referred to the commitment in the literature [9]. We have this assumption because the leader usually arrives at the site where the game is played before the follower. For example, the defender usually arrives at the site before the attacker for cybersecurity defense. The strategy adopted by the leader could be learned by the follower through long-term observations.

Once the policies of players are fixed, each player is expected to receive a reward for finite stages.

**Definition 5.** Given a OTZ-POSG model $G$, a finite horizon $h$, and a pair of policies $[\pi^L, \pi^F]$ for players, the total reward achieved by the leader is defined as

$$v_{\pi^L,F}^L(b_0) = \mathbb{E}\left[\sum_{t=1}^h \Upsilon(s_t, a_t^L, a_t^F) | b_0, \pi^L, \pi^F\right]$$

and the total reward achieved by the follower is defined as

$$v_{\pi^L,F}^F(b_0, s_0) = \mathbb{E}\left[\sum_{t=1}^h \Upsilon(s_t, a_t^L, a_t^F) | b_0, s_0, \pi^L, \pi^F\right]$$

**Remark 2.** Once the policies of players are fixed, both the state transition and state observation are stochastic. Hence, total rewards are defined as expectations of cumulative rewards over all stages. It is noted that the total rewards defined above are for the reward function of the follower. Maximizing the reward for the leader is equivalent to minimizing the reward $v_{\pi^L,F}^L(b_0)$.

Since the game is turn-based and the policy of the leader is known by the follower, the leader has to optimize the total reward concerning the best response of the follower. Hence, we introduce the Stackelberg equilibrium to study the behavior of the game [6].

**Definition 6.** Given the total rewards for both players, a pair of policies $[\pi^L, \pi^F]$ forms a Stackelberg equilibrium if they satisfy following conditions,

$$v_{\pi^L,F}^L(\sigma(b_t)) \leq v_{\pi^L,F}^L(\pi^L, \pi^F)(b_t), \quad \forall \pi^L,$$

$$v_{\pi^L,F}^F(b_t, s_0) \geq v_{\pi^L,F}^F(b_t, s_0, \pi^L, \pi^F), \quad \forall \pi^F,$$

where $\sigma(\pi^L)$ is a reaction function of the follower defined by $\sigma(\pi^L) = \arg \max_{\pi^F} v_{\pi^L,F}^F(\pi^L, \pi^F)$.

At the Stackelberg equilibrium, neither the leader nor the follower has the incentive to change the policy. Because of Assumption 1, the follower always responds optimally to the leader’s policy. Hence, the Stackelberg equilibrium defines its first inequality with the reaction function $\sigma(\pi^L)$.

In this paper, we will study the existence of the Stackelberg equilibrium and provide policy solving algorithms for the one-stage OTZ-POSG and its $\epsilon$-version for the multi-stage OTZ-POSG.

**Problem 1.** Given a OTZ-POSG model $G$ and a finite horizon $h$, solve policies $\pi^L$ and $\pi^F$ that achieve the Stackelberg equilibrium if the equilibrium exists.

**Remark 3.** Each stage of the OTZ-POSG is a two-player zero-sum Bayesian game with one-sided information [27]. In the one-stage game, there are several normal-form games indexed by state $s \in S$. The leader has a probability distribution on the normal-form game while the follower knows the exact normal-form game they are playing. As the one-stage game builds the foundation for the multi-stage OTZ-POSG, we first discuss the one-stage game in the following section.

### III. One-Stage OTZ-POSGs

For the convenience of notation, we use $b$ to represent the belief, matrix $Y_{s_t} \in \mathbb{R}^{|A^L| \times |A^F|}$ to represent the reward
matrix for state $s^i \in S$ and $\left[ \begin{array}{c} x^i \ \alpha^F \end{array} \right]$ to represent the element at row $a^L \in A^L$ and column $\alpha^F \in A^F$.

**Definition 7.** At the Stackelberg equilibrium, the value function of the leader is

$$v^L(b) = \min_{\eta} \left[ \sum_{s^i} b_{s^i} \left( \max_{\delta^s} [\eta^T \Theta_{s^i} \delta^s] \right) \right],$$  

(5)

and the value function of the follower is $v^F(b, s^i) = \max_{\delta^s} [\eta^T \Theta_{s^i} \delta^s], \forall s^i \in S$, where $\eta \in \mathbb{R}^{A^L \times 1}$ and $\delta^s \in \mathbb{R}^{A^F \times 1}$ are policies of players, and $\hat{\eta}$ is the solution of Equation (5).

**Remark 4.** The value function $v^L(b)$ is the weighted average of the value function $v^F(b, s^i)$ over state $s^i$ and the weight is the belief $b$. Both value functions are well-defined because the Stackelberg equilibrium always exists. To see this, we first make an assumption on the reward function. Because $\eta$ is in a bounded space, we can solve the value function $v^F(b)$ by taking the minimum value over a bounded space. The main challenge here is how to solve the optimal policy $\eta$ for the leader and represent both value functions concisely. To solve this issue, we first make an assumption on the reward function.

**Remark 5.** We tighten the constraint when converting the linear-program to a linear program because the extra constraint $\mathcal{U}$ is too loose. The extra constraint $\mathcal{U}$ is only used to guarantee that the feasible region is bounded. From
the original optimization problem given by Equation (6), we give a tighter constraint on the variable \( \mu \) and \( \lambda \) without changing solutions. By solving the linear program, the policy is \( \eta = [\mu_1, \ldots, \mu_{|A^L|}]^T \) and the value \( v^L(b) \) is \( c^T \mu + \alpha \lambda \) for any \( b \). Because the coefficient \( c \) and \( \alpha \) is uniquely determined by the belief \( b \), the value function \( v^\beta(b) \) is piece-wise linear for belief \( b \).

**Definition 8.** Let \( \mathcal{D} \) represent the convex polyhedral set defined by the linear constraint of the linear program in Equation (8). A point \( [\mu^T, \lambda]^T \in \mathbb{R}^{(|A^L|+n) \times 1} \) of the polyhedron \( \mathcal{D} \) is called an extreme point if there exists a coefficient \( [c^T, \alpha]^T \in \mathbb{R}^{(|A^L|+n) \times 1} \) such that \( c^T \mu + \alpha \lambda < c^T \mu' + \alpha \lambda' \) for all \( ([\mu^T], [\lambda]^T \notin [\mu^T], [\lambda]^T \in \mathcal{D} \).

For a linear objective function \( c^T \mu + \alpha \lambda \) defined over a polyhedral convex set \( \mathcal{D} \), the minimum value is taken only at extreme points of \( \mathcal{D} \). Hence, a direct result from Theorem 1 is the value function representation.

**Corollary 1.** Let \( \mathcal{V} = \{([\mu^T], [\lambda]^T) \} \) denote the set of all extreme points of the linear constraint in Equation (8). The value function of the leader can be represented concisely as \( v^L(b) = \min_{\theta} [b^T \theta(\mu^T, \lambda^T)] \) where \( \theta(\mu, \lambda) = [\lambda, \mu_{A^L+1}, \ldots, \mu_{|A^L|+n}]^T \) is a vector extracting elements from \( \mu \) and \( \lambda \) corresponding to the nonzero entries of the coefficient \( [c^T, \alpha]^T \).

**Remark 6.** All extreme points of the polyhedral convex set \( \mathcal{D} \) can be solved using the algorithm proposed in [4]. The value function of the leader is piece-wise linear and convex for belief \( b \). Correspondingly, the value function \( v^F(b, s^i) \) is piece-wise constant for belief \( b \).

**Example 1.** We consider a one-stage OTZ-POSG where the state space is \( S = \{s^1, s^2\} \), the action set of the leader is \( A^L = \{a^L_1, a^L_2\} \), the action set of the follower is \( A^F = \{a^F_1, a^F_2\} \), and the reward matrix is \( \Upsilon_{s^1} = [4; 2; 2; 7] \) for state \( s^1 \) and \( \Upsilon_{s^2} = [8; 6; 3; 4] \) for state \( s^2 \). Extreme points and the corresponding policies \( \eta \) derived from this game are listed in the following table.

| \( \delta_1 \) | \( \delta_2 \) | \( \lambda \) | \( \mu_3 \) |
|---|---|---|---|
| 0.000 | 1.000 | 7.000 | 4.000 |
| 0.333 | 0.667 | 5.333 | 4.667 |
| 0.714 | 0.286 | 3.429 | 6.571 |

The piece-wise linear value function \( v^L(b) \) and piece-wise constant value function \( v^F(b, s^i) \) are shown in Fig. 2. Three extreme points are found and vectors \( \theta(\mu^T, \lambda^T) \) are shown by dotted lines. For different belief \( b \), an extreme point is chosen by the min operator.

**IV. MULTI-STAGE OTZ-POSGS**

For the OTZ-POSG with multiple stages, the equilibrium can be solved by dynamic programming and the total rewards can be solved through value iteration. Technically, at stage \( t \), the value function of the leader achieving the Stackelberg equilibrium is

\[
v^L(b_t) = \min_{\eta_t} \left[ \sum_{s_t} b_t^{s_t} \left( \max_{\delta_t^{s_t}} [\eta_t^{\beta}(\Upsilon_{s_t} + \Phi_{s_t}) \delta_t^{s_t}] \right) \right], \tag{9}
\]

where \( \eta_t \in \mathbb{R}^{|A^L| \times 1} \) and \( \delta_t^{s_t} \in \mathbb{R}^{|A^F| \times 1} \) are policies. The matrix \( \Phi_{s_t} \in \mathbb{R}^{|A^L| \times |A^F|} \) represents the future reward for each joint action \( a^L_t, a^F_t \). The element at row \( a^L_t \) and column \( a^F_t \) is \( \Phi_{s_t} = \sum_{s_{t+1}} T_{s_t, s_{t+1}} \sum_{a_{t+1}} \Xi_{a_{t+1}} v^F(b_{t+1}, s_{t+1}) \). For any \( s_t \in S \), the value function of the follower is \( v^F(b_t, s_t) = \hat{\eta}_t^{\beta}(\Upsilon_{s_t} + \Phi_{s_t}) \delta_t^{s_t} \), where \( \hat{\eta}_t^{\beta} \) and \( \delta_t^{s_t} \) are solutions of Equation (9).

The main challenge is the information leakage issue which also appeared in the repeated games with incomplete information [3]. As Fig. 1 shows, the action taken by the follower reveals the state information because the policy of the follower is state-dependent. If the follower takes full advantage of the private information, the follower reveals the state information to the leader. Then, the leader can infer more state information and achieves more rewards in the future.

To solve this issue, we consider the \( \epsilon \)-Stackelberg equilibrium. The basic idea is to sacrifice certain rewards in the current stage for more future rewards (from the follower’s perspective). First, we define a sub-optimal policy for the follower.

**Definition 9.** A policy \( \delta_t^{s_t} \in \mathbb{R}^{|A^F| \times 1} \) is said to be a \( \epsilon \)-sacrifice policy of \( \delta_t^{s_t} \) if \( \hat{\eta}_t^{\beta}(\Upsilon_{s_t} + \Phi_{s_t}) (\delta_t^{s_t} - \delta_t^{s_t})^\epsilon \leq \epsilon \) for all state \( s_t \in S \).

By adopting the \( \epsilon \)-sacrifice policy, the follower guarantees that the sacrificed reward is bounded by \( \epsilon \). Meanwhile, by keeping the \( \epsilon \)-sacrifice policy private, the follower prevents the leader from inferring the state information for future stages. Inspired by the work [5], we fit the concept of \( \epsilon \)-Stackelberg equilibrium to our problem as follows.

**Definition 10.** Given the total rewards for both players, a pair of policies \( \hat{\sigma}(\pi^L, \pi^F) \) forms a Stackelberg equilibrium if it satisfies the following conditions,

\[
\begin{align*}
    v^L_{\hat{\sigma}(\pi^L, \pi^F)}(b_t) & \leq v^L_{\hat{\sigma}(\pi^L, \pi^F)}(b_t) + \epsilon, \quad \forall \pi^L, \\
    v^F_{\hat{\sigma}(\pi^L, \pi^F)}(b_0, s_0) & \geq v^F_{\hat{\sigma}(\pi^L, \pi^F)}(b_0, s_0) - \epsilon, \quad \forall \pi^F,
\end{align*}
\tag{10}
\]

where \( \sigma(\pi^L) \) is a reaction function of the follower defined by \( \sigma(\pi^L) = \arg \max_{\pi^F} v^F_{\pi^L, \pi^F}(b_0, s_0) \).

To show the \( \epsilon \)-Stackelberg equilibrium, we first calculate the matrix \( \Phi_{s_t} \) from the value function \( v^F(b_{t+1}, s_{t+1}) \). Although the value function is piece-wise constant, its value relies on the belief \( b_{t+1} \). We have to represent it as a function...
of belief $b_t$. To solve this issue, we propose a belief space partition approach.

**Definition 11.** Given a belief space $\Delta$, a partition of the belief space $\Delta$ is defined as $\Lambda = \{\Delta_1, \ldots, \Delta_m\}$ where $\Delta_1 \cup \Delta_2 \cap \Delta_j = \emptyset, \forall i \neq j$.

In our proposed belief space partition approach, each partition $\Delta_i$ is represented as $\Delta_i = \{b \in \Delta | \Pi^i_b \leq \theta_i\}$ where $\Pi^i \in \mathbb{R}^{b_i|\lambda|}$ can be constructed iteratively. To illustrate the space partition approach, we begin with the stage $t+1$ and assume that the belief space partition $\Lambda^{t+1} = \{\Delta^{t+1}_1, \ldots, \Delta^{t+1}_m\}$ is given. A belief $b_{t+1}$ belongs to the set $\Delta^{t+1}_i$ if $\Pi^{t+1}_i b_{t+1} \leq \theta_i$. For each joint action $a_t$ and observation $o_{t+1}$, plugging in the belief $b_{t+1}$ from Equation (1), we can convert the linear constraint $\Pi^{t+1}_i b_{t+1} \leq \theta_i$+1 into $\Pi^{t+1}_i b_{t+1} \leq \theta_i$. The partition of the belief $b_t$ is $\Lambda^{t+1}_i = \{\Delta^{t+1}_i \cup \Delta^{t+1}_j\}$ with $\Delta^{t+1}_i$ defined as $\Delta^{t+1}_i = \{b_t | \Pi^i b_t \leq \theta^i_{t+1}\}$. Combing partitions of all joint actions $a_t$ and observations $o_{t+1}$, we have a finer partition of the belief space $\Lambda^{t+1}_i$. The constraint matrix for the intersection can be achieved by concatenating the constraint matrix $\Pi^i b_t \leq \theta^i_{t+1}$ together. In each region $\Delta^{t+1}_i$ of set $\Lambda^{t+1}$, the value function $v^F(b_{t+1}, s_{t+1})$ is a constant value. Hence, matrices $\Phi^i_s, s \in S$ are constant and can be calculated. Based on the matrices $\Phi^i_s, s \in S$, a new linear program can be formulated and all extreme points can be found. The region $\Delta^{t+1}_i$ can be further partitioned using these extreme points. In each partition, the value function $v^L(b_t)$ is linear and the value function $v^F(b_t, s_t)$ is constant.

Through partitioning the belief space, we can calculate the value function iteratively. When the follower adopts an $\epsilon$-sacrifice policy, the $\epsilon$-Stackelberg equilibrium is achieved.

**Assumption 3.** The fact that the follower adopts an $\epsilon$-sacrifice policy is common knowledge for both players, but the value $\epsilon$ and the $\epsilon$-sacrifice policy are private.

**Remark 7.** Through Assumption 3 we assert that the leader only updates the belief state using observations. It is because the value $\epsilon$ and the $\epsilon$-sacrifice policies are private information. It is nontrivial for the leader to infer the $\epsilon$-sacrifice policy in finite stages.

**Theorem 2.** Given a finite horizon $h$ and a positive real value $\epsilon$, the OTZ-POSQ model where the state space, the action space and the reward function are defined in Example 1 achieves an $\epsilon$-Stackelberg equilibrium if the follower adopts a $1/\epsilon$-sacrifice policy.

**Proof.** We prove this theorem by induction. Let $v^L(b_t)$ and $v^F(b_t, s_t)$ denote value functions when the follower adopts a $1/\epsilon$-sacrifice policy. At stage $h$, it is straightforward to verify the inequality $|v^F(b_h, s_h) - v^F(b_h, s_h)| \leq \epsilon/(h+1)$ for any state $s_h$. At stage $t + 1$, we assume that $|v^F(b_{t+1}, s_{t+1}) - v^F(b_{t+1}, s_{t+1})| \leq (h-t) \epsilon/(h+1)$ for any state $s_{t+1}$. Then, at stage $t$, we have $\Phi_s^{t+1} = \Phi_s^t \leq (h-t) \epsilon/(h+1)$ where $\Phi_s$ is the matrix calculated from value function $v^L(b_{t+1}, s_{t+1})$. It is easy to check that $|v^F(b_t, s_t) - v^F(b_t, s_t)| \leq (h-t) \epsilon/(h+1)$ where $v^F(b_t, s_t)$ is the value function derived with matrices $\{\Phi_s, s_t \in S\}$. After adopting a $1/(h+1)$-sacrifice policy at stage $t$, the value sacrificed by the follower is bounded, i.e., $|v^F(b_t, s_t) - v^F(b_t, s_t)| \leq \epsilon/(h+1)$. Hence, the total distance $|v^F(b_t, s_t) - v^F(b_t, s_t)|$ is bounded by $v^F(b_t, s_t) - v^F(b_t, s_t) \leq (h-t) \epsilon/(h+1)$ for any state $s_t \in S$. By induction, we have $v^L(b_0, s_0) \leq \epsilon$. Because $v^L(b_0) = \sum_{s_0} b_0^0 v^F(b_0, s_0)$ and $v^L(b_0) = \sum_{s_0} b_0^0 v^F(b_0, s_0)$, we have $v^L(b_0) - v^L(b_0) \leq \epsilon$. As a consequence, the $\epsilon$-Stackelberg equilibrium is achieved because we have $v^L(b_0, s_0) \geq v^F(b_0, s_0) - \epsilon$ and $v^L(b_0) \leq v^L(b_0) \leq v^L(b_0) + \epsilon$.

**Theorem 3.** The value function of the leader is piece-wise linear and the value function of the follower is piece-wise constant for any stage $t$.

The theorem is a direct result of the belief space partition approach and the proof is omitted here.

**Remark 8.** By Theorem 2 and through the belief space partition approach, the $\epsilon$-Stackelberg equilibrium is achieved and policies at the equilibrium are solved iteratively. Hence, Problem 1 is solved.

**Remark 9.** From Theorem 3, the belief space is partitioned finer and finer. In the worst case, there are $\kappa = (\lceil A^L \rceil + |S| + \lceil A^F \rceil |S|)! / ((\lceil A^L \rceil + |S| - 1)!(\lceil A^F \rceil |S| + 1)!)$ extreme points for each linear program. The total number of partitions grows double exponentially with respect to the planning horizon $h$, i.e., $O(\kappa^h)$, which is a potential bottleneck of the value function calculation. However, an approximation algorithm with performance guarantees is nontrivial to develop because the value function of the follower is piece-wise constant. To approximate this value function, evaluating the boundary is inevitable.

**Example 2.** Consider a OTZ-POSQ model where the state space, the action space and the reward function are defined in Example 1. The observation set $O = \{a^1, a^2\}$ and the transition function is

| $a^{1,1}$ | $s_1$ | $s_2$ | $a^{1,2}$ | $s_1$ | $s_2$ |
|----------|-------|-------|----------|-------|-------|
| $s_1$  | 0.3   | 0.7   | $s_1$  | 0.0   | 1.0   |
| $s_2$  | 0.9   | 0.1   | $s_2$  | 0.8   | 0.2   |
| $a^{2,1}$ | $s_1$ | $s_2$ | $a^{2,2}$ | $s_1$ | $s_2$ |
| $s_1$  | 0.8   | 0.2   | $s_1$  | 0.5   | 0.5   |
| $s_2$  | 0.1   | 0.9   | $s_2$  | 0.0   | 1.0   |
partitions may be reduced. For the joint action $a_{t+1}^1$ and
the observation $o_{t+1}^1$, the constraint matrices $\Pi_1^t$ and $\Pi_2^t = [0.25, -0.25; 0.89, 0.89; 0.21, 1.01]$ and
$\Pi_2^t = [-0.46, -1.90; -0.21, -1.01]$. Among them, only one
partition $\Delta^t_1 = \{b_t|\Pi_1^t b_t \leq O_2\}$ is active. For joint action $a_{t+1}^2$ and observation $o_{t+1}^2$, the constraint matrices are $\Pi_1^t = [-0.22, 0.54; -1.19, 1.05], \Pi_2^t = [0.22, -0.54; -0.97, 0.51]$ and $\Pi_2^t = [1.19, -1.05; 0.97, -0.51]$. All these partitions are
active and the corresponding regions are shown in the left
figure of Fig. 3. The value $\sum_{s_{t+1}} \Xi_{s_{t+1}} F_{s_{t+1}} (b_{t+1}, s_{t+1})$ when $o_{t+1} = o_{t+1}^2$ and $a_t = a_t^2$ is shown in the right figure
of Fig. 3. The red dash-dot lines represent the boundaries of
partitions. After combing partitions of all joint actions and
observations, we have a finer partition of the belief space.
In each partition, we can calculate all candidate $\alpha$-vectors
because the matrix $\Phi_s$ is constant. The value function
at stage $t$ is shown in Fig. 4. The dotted lines represent candidate $\alpha$-vectors in each partition and solid lines represent
the picked $\alpha$-vectors for the value function.

Remark 10. From Fig. 4 we see that the value function of
the leader is piece-wise linear but not continuous. It is why
existing planning algorithms for the POMDP model do not
work for the OTZ-POSG. The POMDP can be treated as a
special case of the OTZ-POSG. Hence, the proposed space
partition algorithm can be applied on the POMDP model.

V. CONCLUSION

In this paper, we considered the policy design problem
for turn-based OTZ-POSGs with public actions. We proved
the existence of the Stackelberg equilibrium for the one-stage
OTZ-POSG and shown that, in each stage, the game can be
converted into a linear-frational programming problem, and
therefore, solved by linear programming. By enumerating
all extreme points of the linear program, we have shown that
the value function of the leader is piece-wise linear and
the value function of the follower is piece-wise constant.
For the finite-horizon POSG, we have proved that the $\epsilon$-
Stackelberg equilibrium is achieved. This study will pave
the way towards a formal and systematic design theory for
problems such as cyber-security defense when actions are
public. One bottleneck of the proposed approach is the high
computation complexity as the number of partitions grows
very fast for the planning horizon. To reduce the complexity
will be one of our further work.
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