Existence of Travelling Wave Solutions to the Maxwell-Pauli and Maxwell-Schrödinger Systems
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Abstract. We study two mathematical descriptions of a charged particle interacting with it’s self-generated electromagnetic field. The first model is the one-body Maxwell-Schrödinger system where the interaction of the spin with the magnetic field is neglected and the second model is the related one-body Maxwell-Pauli system where the spin-field interaction is included. We prove that there exist travelling wave solutions to both of these systems provided that the speed $|\mathbf{v}|$ of the wave is not too large. Moreover, we observe that the energies of these solutions behave like $\frac{m}{2}v^2$ for small velocities of the particle, which may be interpreted as saying that the effective mass of the particle is the same as it’s bare mass.
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1 Introduction

Consider a single spin-$\frac{1}{2}$ particle of mass $m > 0$ and charge $Q \in \mathbb{R} \setminus \{0\}$ interacting with it’s self-generated electromagnetic field – the Maxwell-Schrödinger system in Coulomb gauge says\[ that\]

$$\Box \mathbf{A}_t = \frac{4\pi}{c} P J_S[\psi_t, \mathbf{A}_t],$$

$$i\hbar \partial_t \psi_t = \left( \frac{1}{2m} \nabla^2 S, \mathbf{A}_t + \delta_{\text{EM}}[\mathbf{A}_t, \partial_t \mathbf{A}_t] \right) \psi_t,$$

$\text{div} \mathbf{A}_t = 0.$\[ (1)\]

\[1\]We use Gaussian units.
where \( \hbar > 0 \) is the reduced Planck constant, \( \psi_t(t) : \mathbb{R}^3 \to \mathbb{C}^2 \) is the quantum mechanical wave function describing the particle, \( A_t(t) : \mathbb{R}^3 \to \mathbb{R}^3 \) is the classical magnetic vector potential induced by the particle, with \( c > 0 \) denoting the speed of light we let \( \nabla_{S,A_t} = i\hbar \nabla + \frac{Q}{c} A_t \) denote the covariant derivative with respect to \( A_t \), \( \Box = \frac{1}{c^2} \partial_t^2 - \Delta \) is the d’Alembertian, \( P = 1 - \nabla \text{div} \Delta^{-1} \) is the Helmholtz projection onto the solenoidal subspace of divergence free vector fields, \( \delta_{\text{EM}}[A_t, \partial_t A_t](t) \) is the energy

\[
\delta_{\text{EM}}[A_t, \partial_t A_t](t) = \frac{1}{8\pi} \int_{\mathbb{R}^3} \left( |\nabla \times A_t(t)(y)|^2 + \left| \frac{1}{c} \partial_t A_t(t)(y) \right|^2 \right) \, dy
\]

associated with the electromagnetic field and \( J_S[\psi_t, A_t](t) : \mathbb{R}^3 \to \mathbb{R}^3 \) denotes the probability current density given by

\[
J_S[\psi_t, A_t](t)(x) = -\frac{Q}{m} \text{Re} \left\langle \psi_t(t)(x), \nabla_{S,A_t} \psi_t(t)(x) \right\rangle.
\]

Here, \( \langle \cdot, \cdot \rangle \) is the usual inner product in \( \mathbb{C}^2 \) and \( | \cdot | \) denotes the norm induced by this inner product. We will also study an alternative (more accurate) description of the physical system’s time evolution that takes the interactions between the magnetic field and the quantum mechanical spin of the particle into account. By letting \( \sigma \) denote the 3-vector with the Pauli matrices

\[
\sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \quad \text{and} \quad \sigma^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]

as components we can write the Maxwell-Pauli system in Coulomb gauge as

\[
\begin{align*}
\Box A_t &= \frac{4\pi}{c} P J_P[\psi_t, A_t], \\
 i\hbar \partial_t \psi_t &= \left( \frac{1}{2m} \nabla^2_{P,A_t} + \delta_{\text{EM}}[A_t, \partial_t A_t] \right) \psi_t, \\
\text{div} A_t &= 0.
\end{align*}
\]

Here, \( \nabla_{P,A_t} \) is short for \( \sigma \cdot \nabla_{S,A_t} \) whose square by definition is the Pauli operator – the Lichnerowicz formula says that this operator can alternatively be expressed as

\[
\nabla^2_{P,A_t} = \nabla^2_{S,A_t} - \frac{\hbar Q}{c} \sigma \cdot \nabla \times A_t.
\]

The probability current density \( J_P[\psi_t, A_t](t) : \mathbb{R}^3 \to \mathbb{R}^3 \) is given by

\[
J_P[\psi_t, A_t](t)(x) = -\frac{Q}{m} \text{Re} \left\langle \psi_t(t)(x), \sigma \nabla_{P,A_t} \psi_t(t)(x) \right\rangle.
\]
In the literature, the Maxwell-Schrödinger system often refers to the following equations in $\psi(t) : \mathbb{R}^3 \to \mathbb{C}$, $A_t(t) : \mathbb{R}^3 \to \mathbb{R}^3$ and $\varphi(t) : \mathbb{R}^3 \to \mathbb{R}$

\[-\Delta \varphi_t - \frac{1}{c} \partial_t \text{div} A_t = 4\pi Q |\psi_t|^2,\]

\[\Box A_t + \nabla \left( \frac{1}{c} \partial_t \varphi_t + \text{div} A_t \right) = \frac{4\pi}{c} J_S[\psi_t, A_t],\]

\[i\hbar \partial_t \psi_t = \left( \frac{1}{2m} \nabla^2 S_t + Q \varphi_t \right) \psi_t.\]

This system approximates the quantum field equations for an electrodynamical nonrelativistic many-body system. When expressed in Coulomb gauge it reads

\[\Box A_t = \frac{4\pi}{c} P J_S[\psi_t, A_t],\]

\[i\hbar \partial_t \psi_t = \left( \frac{1}{2m} \nabla^2 S_t + Q^2 (|x|^{-1} * |\psi_t|^2) \right) \psi_t,\]

\[\text{div} A_t = 0,\]

which only deviates from (1) by the absence of the term $\delta_{\text{EM}}[A_t, \partial_t A_t] \psi_t$ (making no difference for the existence question studied in this paper) and by the presence of $Q^2 (|x|^{-1} * |\psi_t|^2) \psi_t$ on the right hand side of the Schrödinger equation. The nonlinear term $Q^2 (|x|^{-1} * |\psi_t|^2) \psi_t$ should be perceived as a mean field originating from the Coulomb interactions between the particles present in the many-body system – when the system only consists of a single particle there simply are no other particles to interact with and so (1) is a better description than (5) of the one-body system. In [6], Coclite and Georgiev observe that there do not exist any nontrivial solutions in the form $(\psi_t, A_t, \varphi_t)(t)(x) = (e^{-i\omega t}\psi(x), 0, \varphi(x))$ to the system (1) expressed in Lorenz gauge – they also prove that such solutions do exist when one adds an attractive potential of Coulomb type to the Schrödinger equation. The analogous problem in a bounded space region has been studied by Benci and Fortunato [3]. Several authors have studied the existence of solitary solutions to other systems than (1) and (2). For example Esteban, Georgiev and Séré [7] prove the existence of stationary solutions to the Maxwell-Dirac system in Lorenz gauge – in the same paper they also treat the Klein-Gordon-Dirac system. The existence of travelling wave solutions to a certain nonlinear equation describing the dynamics of pseudo-relativistic boson stars in the mean field limit has been proven by Fröhlich, Jonsson and Lenzmann [8] and also the existence of solitary water waves has been studied extensively – let us mention the recent paper by Buffoni, Groves, Sun and Wahlén [5]. Finally, we mention that the well-posedness of the initial value problem associated with (1) expressed in different gauges has been subject to a lot of research – see [2, 9, 15, 16] and references therein. In [18], the unique existence of a local solution to the many-body Maxwell-Schrödinger initial value problem expressed in Coulomb
gauge is proven. For \( j \in \{S, P\} \) the aim of the present paper is to show that

\[
\Box A_t = \frac{4\pi}{c} P J_j[\psi_t, A_t],
\]

\[
i\hbar \partial_t \psi_t = \left( \frac{1}{2m} \nabla^2 j, A_t + \sigma_{\text{EM}}[A_t, \partial_t A_t] \right) \psi_t,
\]

\[
\text{div} A_t = 0
\]

(6)

admits solutions \((\psi_t, A_t)\) in the form

\[
\psi_t(t)(x) = e^{-i\omega t} \psi(x - vt),
\]

\[
A_t(t)(x) = A(x - vt),
\]

(7)

with \( \omega \in \mathbb{R}, v \in \mathbb{R}^3 \) and both of the functions \( \psi \) and \( A \) defined on \( \mathbb{R}^3 \). As time evolves the shapes of these functions do not change - the initial states \( \psi \) and \( A \) are simply translated in space with constant velocity \( v \) (and in case \( \omega \neq 0 \) the phase of the wave function oscillates too). For this reason solutions in the form (7) are often called travelling waves. To formulate our main theorem ensuring

Figure 1: A travelling wave solution models the situation where a particle travels in space at a constant velocity \( v \) and it’s self-generated electromagnetic field travels along with it.

the existence of travelling wave solutions to (6) we let \( H^1 \) denote the usual Sobolev space of order 1 and introduce the space \( D^1 \) of locally integrable functions \( A \) on \( \mathbb{R}^3 \) that have distributional first order derivatives in \( L^2 \) and vanish at infinity, in the sense that the (Lebesgue-)measure of the set

\[
\{ x \in \mathbb{R}^3 \mid |A(x)| > t \}
\]

is finite for all \( t > 0 \). The elements in the space \( D^1 \) satisfy the Sobolev inequality \( \|A\|_{L^6} \leq K_S \|\nabla A\|_{L^2} \) and by equipping \( D^1 \) with the inner product \( (A, B) \mapsto (\nabla A, \nabla B)_{L^2} \) we obtain a Hilbert space in which \( C_0^\infty \) is a dense subspace. Also, for \( \lambda > 0 \) we define the quantities

\[
\Theta_j^{\lambda} = \begin{cases} 
\pm c \\
\frac{8\pi K_S^2 Q^2 \lambda}{\hbar} \pm \sqrt{\left(\frac{8\pi K_S^2 Q^2 \lambda}{\hbar^2}\right)^2 + c^2} 
\end{cases} \quad \text{if } j = S,
\]

\[
\frac{8\pi K_S^2 Q^2 \lambda}{\hbar} \pm \sqrt{\left(\frac{8\pi K_S^2 Q^2 \lambda}{\hbar^2}\right)^2 + c^2} \quad \text{if } j = P.
\]

Our main theorem then asserts the following.
Theorem 1. For all \( j \in \{S, P\}, \lambda > 0 \) and \( \nu \in \mathbb{R}^3 \) with \( 0 < |\nu| < \Theta_{j,+}^\lambda \) there exist \( \omega \in \mathbb{R} \) and functions \( (\psi, \mathbf{A}) \in H^1 \times D^1 \) satisfying \( \|\psi\|^2_{L^2} = \lambda \) such that \( (\psi_j, \mathbf{A}_j)(t)(\mathbf{x}) = (e^{-i\omega t}\psi(\mathbf{x} - \mathbf{vt}), \mathbf{A}(\mathbf{x} - \mathbf{vt})) \) solves (6).

Remark 2. In quantum mechanics the quantity \( \|\psi\|^2_{L^2} \) is interpreted as the total probability of the particle being located somewhere in space. Therefore \( \lambda = 1 \) is the physically interesting case.

We do not prove any uniqueness results concerning the travelling wave solutions, but in Theorem 18 we show that the energies of the solutions produced by the proof of Theorem 1 behave like \( \frac{\nu \mathbf{c}}{2} \lambda \) for small \( |\nu| \), meaning that the effective mass of the particle equals it’s bare mass. Here, the energy of a (sufficiently nice) solution \( (\psi_j, \mathbf{A}_j) \) to (6) refers to the inner product \( \langle \psi_j, \mathcal{H}_j(\mathbf{A}_j, \frac{\partial \mathbf{A}_j}{\partial t}) \rangle \), where

\[
\mathcal{H}_j(\mathbf{A}, -\frac{P_E}{4\pi}) = \frac{1}{2m} \nabla_{\mathbf{A}}^2 + \mathcal{E}_{EM}[\mathbf{A}, -c^2 PE],
\]

is the quantum mechanical (electromagnetic potential-dependent) Hamiltonian of the system. In [18, 17], we have motivated the expression for (8) in the case \( j = S \). For any given normalized state \( \psi \) the Hamilton equations associated with the classical Hamiltonian \( (\mathbf{A}, -\frac{P_E}{4\pi}) \mapsto (\psi, \mathcal{H}_j(\mathbf{A}, -\frac{P_E}{4\pi}) \psi)_{L^2} \) defined on the symplectic manifold \( PH^1 \times PL^2 \) say that

\[
\frac{1}{c^2} \partial_t \mathbf{A}_j(t) = -PE_t(t) \quad \text{and} \quad -\partial_t PE_t(t) = \Delta \mathbf{A}_j(t) + \frac{4\pi}{c} PJ_j[\psi, \mathbf{A}_j(t)].
\]

In light of (9)’s first equation it is natural to represent the energy of a given solution \( (\psi_j, \mathbf{A}_j) \) by the average of \( \mathcal{H}_j \) evaluated at the point \( (\mathbf{A}_j, \frac{\partial \mathbf{A}_j}{\partial t}) \). Observe also that the operator acting on the right hand side of (8)’s second equation is exactly \( \mathcal{H}_j(\mathbf{A}_j, \frac{\partial \mathbf{A}_j}{\partial t}) \) and that replacing \( \psi \) in (9) by the time-dependent wave function \( \psi_j \) produces the first equation in (6). Note that the energy of any solution \( (\psi_j, \mathbf{A}_j) \) to (6) with \( ||\psi||_{L^2} = 1 \) is a conserved quantity – in particular, the energy of a travelling wave solution as in theorem 1 is given by

\[
E_j(\nu, \psi, \mathbf{A}) = \frac{1}{2m} \|\nabla \psi \|^2_{L^2} + \frac{1}{8\pi} \int_{\mathbb{R}^3} \left( |\nabla \times \mathbf{A}|^2 + \left| \frac{\nu}{c} \cdot \nabla \right| \mathbf{A}^2 \right) d\mathbf{x}.
\]
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2 Formulation as a Variational Problem

As a natural step towards proving Theorem 1 we plug the travelling wave expressions (7) into (6), resulting in the system of equations

\[
\left( \frac{1}{c^2} (v \cdot \nabla)^2 - \Delta \right) A = \frac{4\pi}{c} PJ_j[\psi, A],
\]

\[-h(\theta + i v \cdot \nabla)\psi = \frac{1}{2m} \nabla^2 J_j A \psi, \quad \text{div} A = 0\]  

(11)
on \mathbb{R}^3$, where we have set \( \theta = \frac{1}{\hbar} [\mathbf{A}, (v \cdot \nabla) \mathbf{A}] - \omega \). The existence of a solution to (11) can be proven by finding a minimum point – or any other type of stationary point for that matter – of the functional

\[
\mathcal{E}^v_j (\psi, \mathbf{A}) = \frac{1}{2m} \left\| \nabla_j A \psi \right\|_{L^2}^2 + \frac{1}{8\pi} \left( \left\| \nabla \otimes A \right\|_{L^2}^2 - \left\| \left( \frac{v}{c} \cdot \nabla \right) A \right\|_{L^2}^2 \right) + \left( \psi, i \hbar v \cdot \nabla \psi \right)_{L^2}, \quad (12)
\]
on the set

\[ S_\lambda = \{ (\psi, \mathbf{A}) \in H^1 \times D^1 \mid \left\| \psi \right\|_{L^2}^2 = \lambda, \ \text{div} \mathbf{A} = 0 \}, \]

where \( \nabla \otimes \mathbf{A} \) denotes a 9-vector with the first derivatives \( \partial_{ij} A^k \) as components \( (j, k \in \{1, 2, 3\}) \). To prove this we will use the boundedness of \( P \) as an operator on \( L^p \) for all \( p \in (1, \infty) \), which follows from the Mikhlin multiplier theorem \cite{14} since any function \( p \mapsto \frac{p^3}{p^3}\) with \( |\beta| = 2 \) is contained in \( C^\infty(\mathbb{R}^3 \setminus \{0\}) \) with

\[
\left| \partial^\alpha \left( \frac{p^3}{p^3} \right) \right| \leq C_{\alpha, \beta} |p|^{|\alpha|}
\]

for any multi index \( \alpha \) and all \( p \in \mathbb{R}^3 \setminus \{0\} \).

Lemma 3. Let \( v \in \mathbb{R}^3 \), \( \lambda > 0 \) and \( j \in \{S, P\} \) be given. Then any minimizer \( (\psi, \mathbf{A}) \) of \( \mathcal{E}^v_j \) on \( S_\lambda \) solves (11) for some \( \theta \in \mathbb{R} \).

Proof. Suppose that \( \mathcal{E}^v_j \) has a minimum point \( (\psi, \mathbf{A}) \) on \( S_\lambda \). Consider also some function \( \Psi \in C^\infty_0 \) as well as an arbitrary real valued \( C^\infty_0 \)-vector field \( \mathbf{a} \). Then \( Pa \) is divergence free and contained in \( D^1 \) (in fact, in all positive exponent Sobolev spaces), so the functions \( f_\Psi \) and \( g_\mathbf{a} \) given on an open interval containing 0 by

\[
f_\Psi : \varepsilon \mapsto \mathcal{E}^v_j \left( \frac{(\psi + \varepsilon \Psi) \sqrt{\lambda}}{\| \psi + \varepsilon \Psi \|_{L^2}}, \mathbf{A} \right) \quad \text{respectively} \quad g_\mathbf{a} : \varepsilon \mapsto \mathcal{E}^v_j (\psi, \mathbf{A} + \varepsilon P\mathbf{a})
\]
have local minima at $\varepsilon = 0$. Now, set

$$\theta = -\frac{\|\nabla_j A\psi\|_{L^2}^2 + 2m(\psi, i\hbar v \cdot \nabla \psi)_{L^2}}{2m\hbar \lambda}$$

and observe that the mappings $f_\psi$ and $g_a$ are both differentiable at 0 with derivatives

$$\frac{df_\psi}{d\varepsilon}(0) = 2\Re \left\langle \frac{1}{2m} \nabla_j A\psi + \hbar \theta \psi + i\hbar v \cdot \nabla \psi, \Psi \right\rangle$$

and

$$\frac{dg_a}{d\varepsilon}(0) = \int_{\mathbb{R}^3} \left( -\frac{1}{c} Pa \cdot J_j[\psi, A] + \frac{1}{4\pi} \sum_{k=1}^3 \partial_k Pa \cdot \partial_k A - \frac{1}{4\pi c^2} (v \cdot \nabla) Pa \cdot (v \cdot \nabla) A \right) dx$$

$$= \left\langle -\frac{1}{c} P J_j[\psi, A] - \frac{1}{4\pi} \Delta A + \frac{1}{4\pi c^2} (v \cdot \nabla)^2 A, a \right\rangle.$$ (13)

To obtain the expression for $\frac{dg_a}{d\varepsilon}(0)$ we have here used the fact that

$$\int_{\mathbb{R}^3} (1 - P)b \cdot PK dx = \int_{\mathbb{R}^3} Pb \cdot (1 - P)K dx = 0$$

for any choice of fields $b \in C_0^\infty$ and $K \in L^p$ with $p \in (1, 2]$. Since the functions $f_\psi$, $f_i\psi$ and $g_a$ have local minima at $\varepsilon = 0$ we are in position to conclude that $(\psi, A)$ solves (11). \qed

We will finish this section by making two important observations concerning the functional $\delta^\psi$. First of all, it is sometimes useful to rewrite the expression (12) by using the Hermiticity of the Pauli matrices and the general matrix identity

$$(\sigma \cdot F)(\sigma \cdot G) = (F \cdot G)\text{id}_{2 \times 2} + i\sigma \cdot (F \times G)$$

(15)

to obtain

$$\delta^\psi_j(\psi, A) = \frac{1}{2m} \left\| \nabla_j A + \frac{m}{2m} v \psi \right\|_{L^2}^2 - \frac{Q}{c} (\psi, v \cdot A \psi)_{L^2} - \frac{m v^2}{2\lambda}$$

$$+ \frac{1}{8\pi} \left( \left\| \nabla \otimes A \right\|_{L^2}^2 - \left\| \left( \frac{v}{c} \cdot \nabla \right) A \right\|_{L^2}^2 \right)$$

(16)

for all $(\psi, A) \in S_\lambda$. Secondly, any element $O$ in the rotation group $SO(3)$ gives rise to the identity

$$\delta^\psi_j(\psi, A) = \delta^{O\psi}_{O}(U_O \circ \psi \circ O^{-1}, O \circ A \circ O^{-1}) \text{ for } (\psi, A) \in S_\lambda,$$

where $U_O$ is one of the two elements in the preimage of $\{O\}$ under the double cover $SU(2) \rightarrow SO(3)$ defined by mapping $U \in SU(2)$ to the matrix representation with respect to the basis $(\sigma^1, \sigma^2, \sigma^3)$ of the endomorphism $M \mapsto UMU^*$.
3 Boundedness from below

At this point we have defined our main goal, namely to minimize the functional $\mathcal{E}_j^v$ on the set $\mathcal{S}_\lambda$. In order for this task to even make sense $\mathcal{E}_j^v$ of course has to be bounded from below on $\mathcal{S}_\lambda$. In special cases – e.g. for $v = 0$ – the question about boundedness from below is trivially answered affirmatively, but it turns out that $\mathcal{E}_j^v$ is not in general bounded from below on $\mathcal{S}_\lambda$.

**Proposition 4.** For all $j \in \{S, P\}$, $\lambda > 0$ and $v \in \mathbb{R}^3$ with sufficiently large length the functional $\mathcal{E}_j^v$ is unbounded from below on $\mathcal{S}_\lambda$. On the other hand for any $j \in \{S, P\}$, $\lambda > 0$ and $v \in \mathbb{R}^3$ with $0 < |v| < \Theta_j^\lambda$, the functional $\mathcal{E}_j^v$ is bounded from below on $\mathcal{S}_\lambda$.

**Proof.** Let $j \in \{S, P\}$, $\lambda > 0$ and $v \in \mathbb{R}^3 \setminus \{0\}$ be given. Choose arbitrary real functions $(\psi_0, A_0) \in \mathcal{S}_\lambda$ satisfying $\|(\mathbf{v} \cdot \nabla) A_0\|_{L^2} > 0$ and $(\psi_0, v \cdot A_0 \psi_0)_{L^2} > 0$; if we think of $v$ as pointing in the $x^1$-direction we can set $A_0 = (\partial_2 \Xi, -\partial_1 \Xi, 0)$ for some standard cut-off function $\Xi \in C^\infty_0$ and let the components of $\psi_0$ be some other cut-off function with appropriate $L^2$-norm which is supported on $\{x \in \mathbb{R}^3 \mid \partial_2 \Xi(x) > 0\}$. We will show that if $|v|$ is so large that the quantity $c^2 \|\nabla \otimes A_0\|_{L^2} - |v|^2 \left(\frac{v}{|v|} \cdot \nabla\right) A_0\|_{L^2}$ is negative then $\mathcal{E}_j^v$ cannot be bounded from below on $\mathcal{S}_\lambda$. For this purpose define

$$
\psi_R^v(x) = R^{-\frac{3}{2}} e^{i\frac{m v}{2R} x} \psi_0 \left(\frac{x}{R}\right) \quad \text{and} \quad A_R^v(x) = \frac{a c}{Q} A_0 \left(\frac{x}{R}\right)
$$

for $a, R > 0$. Then $(\psi_R^v, A_R^v) \in \mathcal{S}_\lambda$ and by simply calculating each of the terms on the right hand side of (16) we get

$$
\mathcal{E}_j^v(\psi_R^v, A_R^v) = \frac{\hbar^2}{2mR^2} \|\nabla \psi_0\|_{L^2}^2 + \frac{a^2}{2m} \|A_0 \psi_0\|_{L^2}^2 - a(\psi_0, v \cdot A_0 \psi_0)_{L^2} - \frac{m |v|^2}{2} \lambda 
$$

$$
+ \frac{Ra^2}{8\pi Q^2} \left(\frac{c^2}{\|\nabla \otimes A_0\|_{L^2}^2} - \frac{|v|^2}{\|v\|_{L^2}^2} \right) \left(\frac{v}{|v|} \cdot \nabla\right) A_0\|_{L^2}^2 \right) 
$$

$$
- \frac{hv1(j)}{2mR} \int_{\mathbb{R}^3} \langle \psi_0(x), \sigma \cdot \nabla \times A_0(x) \psi_0(x) \rangle \, dx;
$$

(18)

Here, we explicitly use that $\psi_0$ and $A_0$ are chosen to be real. From (18) we clearly see that when $|v|$ is as described above then for any $a > 0$ we have

$$
\lim_{R \to \infty} \mathcal{E}_j^v(\psi_R^v, A_R^v) = -\infty
$$

and consequently $\mathcal{E}_j^v$ is not bounded from below on $\mathcal{S}_\lambda$ in this case.
We now let \( j \in \{S, P\} \), \( \lambda > 0 \) as well as \( \mathbf{v} \in \mathbb{R}^3 \) with \( 0 < |\mathbf{v}| < T_{j,+}^\lambda \) be arbitrary and consider as a first step the case where some given \((\psi, \mathbf{A}) \in S_\lambda\) satisfies

\[
\| \nabla \otimes \mathbf{A} \|_{L^2} < 16\pi K_S c |Q| \lambda^\frac{3}{2} \frac{|\mathbf{v}|}{c^2 - |\mathbf{v}|^2} \| \psi \|_{L^6}^\frac{1}{2}.
\] (19)

The Lichnerowicz formula (3) and approximation of \( \psi \) in \( H^1 \) by \( C_0^\infty \)-functions make it possible to write the quantity \( \| \nabla_j \mathbf{A} + \frac{\mp \mathbf{v}}{c^2} \psi \|_{L^2}^2 \) appearing on the right hand side of (16) as \( \| \nabla_S \mathbf{A} + \frac{\mp \mathbf{v}}{c^2} \psi \|_{L^2}^2 - \int_{\mathbb{R}^3} \langle \psi, \sigma \cdot \nabla \times \mathbf{A} \psi \rangle \, dx \). By using the diamagnetic inequality, the Hölder inequality, the Sobolev inequality to the term \( \nabla_j \mathbf{A} \) hand side of (16) as

\[
\frac{\hbar^2}{K_S^2} \left( \Theta_{j,+}^\lambda - |\mathbf{v}|(|\mathbf{v}| - \Theta_{j,-}^\lambda) \right) \frac{k^2 - |\mathbf{v}|^2}{c^2 - |\mathbf{v}|^2} \| \psi \|_{L^6}^2
\]

In addition, we apply Young’s inequality for products \( (ab \leq a^p + b^q \text{ where } \frac{1}{p} + \frac{1}{q} = 1) \) and Sobolev’s inequality to the term \( -Q \psi \cdot \mathbf{A} \) in (19) we therefore get

\[
\delta_j^\psi(\psi, \mathbf{A}) \geq \frac{\hbar^2}{4mK_S^2} \left( \Theta_{j,+}^\lambda - |\mathbf{v}|(|\mathbf{v}| - \Theta_{j,-}^\lambda) \right) \frac{k^2 - |\mathbf{v}|^2}{c^2 - |\mathbf{v}|^2} \| \psi \|_{L^6}^2 + \frac{1}{8\pi} \left( 1 - \frac{|\mathbf{v}|^2}{c^2} \right) \| \nabla \otimes \mathbf{A} \|_{L^2}^2
\]

Another application of Young’s inequality for products reveals that

\[
\delta_j^\psi(\psi, \mathbf{A}) \geq \frac{\hbar^2}{4mK_S^2} \left( \Theta_{j,+}^\lambda - |\mathbf{v}|(|\mathbf{v}| - \Theta_{j,-}^\lambda) \right) \frac{k^2 - |\mathbf{v}|^2}{c^2 - |\mathbf{v}|^2} \| \psi \|_{L^6}^2 + \frac{1}{16\pi} \left( 1 - \frac{|\mathbf{v}|^2}{c^2} \right) \| \nabla \otimes \mathbf{A} \|_{L^2}^2
\]

so for pairs \((\psi, \mathbf{A}) \in S_\lambda\) satisfying (19) there is indeed a lower bound on the possible values of \( \delta_j^\psi(\psi, \mathbf{A}) \). Consider now the scenario where the given pair \((\psi, \mathbf{A}) \in S_\lambda\) satisfies the inequality

\[
\| \nabla \otimes \mathbf{A} \|_{L^2} \geq 16\pi K_S c |Q| \lambda^\frac{3}{2} \frac{|\mathbf{v}|}{c^2 - |\mathbf{v}|^2} \| \psi \|_{L^6}^\frac{1}{2}.
\] (22)
In this case we simply use the nonnegativity of the kinetic energy term in (16) to get
\[
\mathcal{E}_v^\psi(\psi, A) \geq -\frac{K_S}{c} |Q| |v| \lambda^2 \frac{\|\nabla \otimes A\|_{L^2}}{\|\nabla \otimes A\|_{L^2}^2} - \frac{m v^2}{2} \lambda + \frac{1}{8\pi} \left(1 - \frac{v^2}{c^2}\right) \|\nabla \otimes A\|_{L^2}^2 \geq \frac{1}{16\pi} \left(1 - \frac{v^2}{c^2}\right) \|\nabla \otimes A\|_{L^2}^2 - \frac{m v^2}{2} \lambda
\]
where the assumption (22) is applied at the final step. Consequently, the values of \(\mathcal{E}_v^\psi(\psi, A)\) are bounded below by \(-\frac{m v^2}{2}\) for pairs \((\psi, A) \in S_\lambda\) satisfying (22).

**Remark 5.** For \(j \in \{S, P\}\), \(\lambda > 0\), \(v \in \mathbb{R}^3\) with \(0 < |v| < \Theta_{j,+}\) as well as \((\psi, A) \in S_\lambda\) we can bound the quantities \(\|\psi\|_{L^6}\) and \(\|\nabla \otimes A\|_{L^2}\) from above in terms of \(\mathcal{E}_v^\psi(\psi, A)\). More precisely, (21) and (23) give that
\[
\|\nabla \otimes A\|_{L^2}^2 \leq \frac{2^5 \pi^3 K_S^6 c^2 Q^4 m \lambda^3}{\hbar^2} \frac{v^4}{(c^2 - v^2)^2 (\Theta_{j,+}^\lambda - |v|) (|v| - \Theta_{j,-}^\lambda)} + \frac{16\pi c^2}{c^2 - v^2} \left(\mathcal{E}_v^\psi(\psi, A) + \frac{m v^2}{2} \lambda\right). \tag{24}
\]
Moreover, if \((\psi, A)\) satisfies (19) we obtain from (21) that
\[
\|\psi\|_{L^6}^2 \leq \frac{4m K_S^2}{\hbar^2} \left(\Theta_{j,+}^\lambda - |v|) (|v| - \Theta_{j,-}^\lambda) \left(\mathcal{E}_v^\psi(\psi, A) + \frac{m v^2}{2} \lambda\right) + \frac{2^6 \pi^2 K_S^6 Q^4 m^2 \lambda^3}{\hbar^4} \frac{v^4}{(\Theta_{j,+}^\lambda - |v|)^2 (|v| - \Theta_{j,-}^\lambda)^2} \tag{25}
\]
and if \((\psi, A)\) on the other hand satisfies (22) then by (23) we have
\[
\|\psi\|_{L^6} \leq \frac{c^2 - v^2}{16\pi K_S^2 Q^2 \lambda^2} v^2 \left(\mathcal{E}_v^\psi(\psi, A) + \frac{m v^2}{2} \lambda\right). \tag{26}
\]
By Proposition 4 it is impossible for the functional \(\mathcal{E}_j^\psi\) to attain a minimum on \(S_\lambda\) for sufficiently large values of \(|v|\). Of course this does not rule out the existence of solutions to (11), but the nonexistence of such solutions for large \(|v|\) would in fact be perfectly compatible with our understanding from the theory of special relativity that a particle with rest mass can not travel faster than light. We therefore guess that the value \(\Theta_{S,+}^\lambda\) is optimal in the sense that \(\mathcal{E}_S^\psi\) can not be shown to be bounded from below on \(S_\lambda\) for \(|v| > c\). On the other hand, the value of \(\Theta_{P,+}^\lambda\) is not optimal.

**4 Properties of the infimum**

For any given \(v \in \mathbb{R}^3\) consider the set
\[
\Lambda^v = \{ \lambda > 0 \mid |v| < \Theta_{j,+}^\lambda \}.
\]
Figure 2: The set $\Lambda^v_j$ is an open interval since $\lambda \mapsto \Theta_{\lambda}^j$ is decreasing and continuous. In fact, $\Lambda^v_j = (0, \infty)$ regardless of the choice of $v$ with $|v| < c$.

We have just seen that given $v \in \mathbb{R}^3$ with $0 < |v| < c$ and $\lambda \in \Lambda^v_j$ it makes sense to define

$$I^\lambda_j = \inf \{ E^v_j(\psi, A) \mid (\psi, A) \in S_\lambda \}$$

and we aim to show that this infimum is attained. Imagine that the functional $E^v_j$ indeed does take the value $I^\lambda_j$ in some point. It follows from the following simple observation that for such a minimizing point $(\psi, A) \in S_\lambda$ neither the wave function $\psi$ nor the magnetic vector potential $A$ can be identically equal to zero.

**Lemma 6.** Let $j \in \{S, P\}$ and $v \in \mathbb{R}^3$ with $0 < |v| < c$ be given. Then

$$I^\lambda_j < -\frac{mv^2}{2} \lambda$$

for any $\lambda \in \Lambda^v_j$.

**Proof.** Choose the pair $(\psi_0, A_0) \in S_\lambda$ as in the beginning of the proof of Proposition 4 and define $(\psi^v_R, A^v_R) \in S_\lambda$ for $R, a > 0$ as prescribed in (17). According to (18) we can let $R$ take the specific value

$$R_a = \left(\frac{2hQ}{a \sqrt{\pi \parallel \nabla \psi_0 \parallel_{L^2}}}\right)^\frac{1}{3} \left( c^2 \parallel \nabla \otimes A_0 \parallel_{L^2}^2 - \parallel (v \cdot \nabla) A_0 \parallel_{L^2}^2 \right)^{\frac{1}{6}} \left( \parallel \nabla \psi_0 \parallel_{L^2}^2 a^\frac{1}{3} \right)^{\frac{1}{3}}$$

and get

$$E^v_j(\psi_R, A_R) = \frac{1}{16\pi^2Q^2m} \left( c^2 \parallel \nabla \otimes A_0 \parallel_{L^2}^2 - \parallel (v \cdot \nabla) A_0 \parallel_{L^2}^2 \right)^{\frac{1}{2}} \left( \parallel \nabla \psi_0 \parallel_{L^2}^2 a^\frac{1}{3} \right)^{\frac{1}{3}} \int_{\mathbb{R}^3} \langle \psi_0, \sigma \cdot \nabla \times A_0 \psi_0 \rangle \, dx a^\frac{1}{3}$$

Thus, $E^v_j(\psi_R, A_R)$ can be extended to a continuously differentiable function of $a$ on the entire real line – moreover, the extension takes the value $-\frac{mv^2}{2} \lambda$ and has a negative derivative at $a = 0$. For sufficiently small $a > 0$ the values of $E^v_j(\psi_R, A_R)$ must therefore be strictly less than $-\frac{mv^2}{2} \lambda$. \qed
In the following proposition we investigate $I_j^{\lambda}$'s dependence on $\lambda$.

**Lemma 7.** Let $j \in \{S,P\}$ and $v \in \mathbb{R}^3$ with $0 < |v| < c$ be given. Then

$$I_j^{sv} < sI_j^v$$

for all $\nu \in \Lambda^v_j$ and $s > 1$ with $sv \in \Lambda^v_j$. Moreover,

$$I_j^\lambda < I_j^\mu + I_j^{\lambda - \mu}$$

for $\mu, \lambda \in \Lambda^v_j$ with $\mu < \lambda$.

**Proof.** Let $\nu \in \Lambda^v_j$ and $s > 1$ with $sv \in \Lambda^v_j$ be given and choose (by means of Lemma 6) some constant $k \in \left(0, -\frac{mv^2}{2} - I_j^\nu - k\right)$. Given a positive $\varepsilon$ satisfying

$$\varepsilon < \min\left\{ -\frac{mv^2}{2} - I_j^\nu - k, \frac{s-1}{s} \frac{k^\frac{3}{2} \hbar \sqrt{(c^2 - v^2)(\Theta_{j,+}^\nu - |v|)(|v| - \Theta_{j,-}^\nu)}}{3^\frac{3}{4} \pi K_S^3 Q^2 \sqrt{mv^2 v^2}} \right\}$$

we can then choose a pair $(\psi, A) \in S_\nu$ such that

$$E_j^v(\psi, A) \leq I_j^\nu + \varepsilon,$$

which together with (20), (23) and the assumption $\varepsilon < -\frac{mv^2}{2} - I_j^\nu - k$ gives

$$\|\nabla \otimes A\|_{L^2}^2 \geq \frac{8k^\frac{3}{2} \hbar c^2}{3^\frac{3}{4} \pi K_S^3 Q^2 \sqrt{mv^2 v^2}} \left( \frac{(\Theta_{j,+}^\nu - |v|)(|v| - \Theta_{j,-}^\nu)}{c^2 - v^2} \right)^{\frac{1}{2}}.$$

Then (29) and (30) imply that

$$I_j^{sv} \leq E_j^v(\sqrt{s} \psi, A) = sE_j^v(\psi, A) + \frac{1-s}{8\pi} \left( \|\nabla \otimes A\|_{L^2}^2 - \| \left( \frac{v}{c} \cdot \nabla \right) A \|_{L^2}^2 \right)$$

$$< sI_j^\nu + s\varepsilon + (1-s) \frac{k^\frac{3}{2} \hbar \sqrt{(c^2 - v^2)(\Theta_{j,+}^\nu - |v|)(|v| - \Theta_{j,-}^\nu)}}{3^\frac{3}{4} \pi K_S^3 Q^2 \sqrt{mv^2 v^2}}$$

proving that (27) indeed does hold true.

This enables us to prove (28), so let $\mu, \lambda \in \Lambda^v_j$ with $\mu < \lambda$ be given. If $\mu > \lambda - \mu$ is satisfied we can use (27) twice (with $(s, \nu) = \left(\frac{\lambda}{\mu}, \mu\right)$ respectively $(s, \nu) = \left(\frac{\mu}{\lambda - \mu}, \lambda - \mu\right)$) and obtain

$$I_j^\lambda = I_j^\mu < \frac{\lambda}{\mu} I_j^\mu = I_j^\mu + \frac{\lambda - \mu}{\mu} I_j^{\frac{\lambda}{\mu}(\lambda - \mu)} < I_j^\mu + I_j^{\lambda - \mu}$$
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and if on the other hand $\mu \leq \lambda - \mu$ we can likewise apply \(27\) to get

$$I_j^\lambda = I_j^\frac{\lambda - \mu}{\lambda - \mu} \leq \frac{\lambda}{\lambda - \mu} I_j^{\lambda - \mu} = \frac{\mu}{\lambda - \mu} I_j^{\lambda - \mu} + I_j^{\lambda - \mu} \leq I_j^\mu + I_j^{\lambda - \mu},$$

so \(28\) also holds true. \(\square\)

**Remark 8.** The strict subadditivity expressed in \(28\) implies that $\nu \mapsto I_j^\nu$ is strictly decreasing on $\Lambda_j^\nu$ since the term $I_j^{\lambda - \mu}$ is negative by Lemma 6.

As a consequence of Remark 8 the function $\nu \mapsto I_j^\nu$ has limits from the left as well as from the right in all points of $\Lambda_j^\nu$. In fact, we can show the following result.

**Lemma 9.** Given $j \in \{S, P\}$ and $v \in \mathbb{R}^3$ with $0 < |v| < c$ the mapping $\nu \mapsto I_j^\nu$ is continuous on $\Lambda_j^\nu$.

**Proof.** Let us begin by proving that $\nu \mapsto I_j^\nu$ is left continuous: Given $\nu \in \Lambda_j^\nu$, $\varepsilon > 0$ and $0 < s < 1$ we choose $(\psi, A) \in \mathcal{S}_\nu$ such that $\varepsilon_j^\nu(\psi, A) \leq I_j^\nu + \varepsilon$ and proceed just as in \(31\) to obtain

$$I_j^{\nu + \varepsilon} \leq sI_j^\nu + s\varepsilon + \frac{1 - s}{8\pi} \left( \| \nabla \otimes A \|_{L^2}^2 - \left\| \left( \frac{v}{c} \cdot \nabla \right) A \right\|_{L^2}^2 \right).$$

Letting $s \to 1^-$ therefore gives $\lim_{s \to 1^-} I_j^{\nu + \varepsilon} \leq I_j^\nu + \varepsilon$ and the fact that this holds true for any $\varepsilon > 0$ implies that $\lim_{s \to 1^-} I_j^{\nu + \varepsilon} \leq I_j^\nu$. Since $\nu \mapsto I_j^\nu$ is decreasing the opposite inequality also holds true, whereby

$$\lim_{s \to 1^-} I_j^{\nu + \varepsilon} = I_j^\nu.$$

To prove right continuity of $\nu \mapsto I_j^\nu$ we let $\nu \in \Lambda_j^\nu$, $\varepsilon > 0$ as well as $s > 1$ with $sv \in \Lambda_j^\nu$ be arbitrary and choose a pair $(\psi, A) \in \mathcal{S}_{sv}$ such that $\varepsilon_j^\nu(\psi, A) \leq I_j^{sv} + \varepsilon$. Then \(24\) and Lemma 6 give that

$$I_j^{sv + \varepsilon} + \varepsilon \geq s\varepsilon_j^\nu(\frac{v}{\sqrt{s}v}, A) + \frac{1 - s}{8\pi} \left( \| \nabla \otimes A \|_{L^2}^2 - \left\| \left( \frac{v}{c} \cdot \nabla \right) A \right\|_{L^2}^2 \right)
\geq sI_j^\nu + \frac{2c^2(1 - s)}{c^2 - v^2} \left( \varepsilon + \frac{(4\pi)^2 K_{Q4}^2 (sv)^3 v^4}{h^2(c^2 - v^2)(\Theta_{j+}^\nu - |v|)} \right),$$

whereby $\lim_{s \to 1^+} I_j^{sv + \varepsilon} \geq I_j^\nu$. By letting $\varepsilon \to 0^+$ we thus obtain the inequality $\lim_{s \to 1^+} I_j^{sv} \geq I_j^\nu$ and the opposite inequality follows immediately from \(27\), which leaves us in position to conclude that the identity

$$\lim_{s \to 1^+} I_j^{sv} = I_j^\nu$$

holds true. \(\square\)
We will now consider a strategy that is frequently used for approaching minimization problems such as ours – it is often called the direct method in the calculus of variations and was introduced by Zaremba and Hilbert around the year 1900. Here, one first considers a minimizing sequence for the functional at hand.

**Definition 10.** Let $j \in \{S, P\}$, $v \in \mathbb{R}^3$ with $0 < |v| < c$ and $\lambda \in \Lambda_v^j$ be given. By a minimizing sequence for $\delta_j^v$ we mean a sequence of points $(\psi_n, A_n) \in S_\lambda$ such that $(\delta_j^v(\psi_n, A_n))_{n \in \mathbb{N}}$ converges to $I_j^\lambda$ in $\mathbb{R}$.

The philosophy of the direct method in the calculus of variations is to first argue that a given minimizing sequence must have a subsequence converging weakly to some point $(\psi, A)$ and then as a second step one hopes to show lower semicontinuity properties of $\delta_j^v$ ensuring that the identity $\delta_j^v(\psi, A) = I_j^\lambda$ holds true. However, our specific functional $\delta_j^v$ is translation invariant – meaning that any translation $\tau_y : x \mapsto (x + y)$ in space gives rise to the identity $\delta_j^v(\psi \circ \tau_y, A \circ \tau_y) = \delta_j^v(\psi, A)$. Thus, even if $\delta_j^v$ indeed does have a minimizer, there will exist lots of minimizing sequences whose $\psi$-part converges weakly in $L^2$ to the zero function and the possible limit of (any subsequence of) such a minimizing sequence can clearly not serve as a minimizer for $\delta_j^v$. In other words, we have to break the translation invariance in some way and to do this we will prove a variant of the concentration-compactness principle by Pierre-Louis Lions (see [12, 13]). We can not just apply the result of Lions to our problem since this result concerns a sequence of $H^1$- (or $L^1$-) functions $\psi_n$ whereas we are dealing with a sequence of $S_\lambda$-pairs $(\psi_n, A_n)$. Let us begin by proving the following simple – but important – lemma that provides us with some control over any given minimizing sequence for $\delta_j^v$.

**Lemma 11.** Let $j \in \{S, P\}$, $v \in \mathbb{R}^3$ with $0 < |v| < c$ as well as $\lambda \in \Lambda_v^j$ be given and consider a minimizing sequence $((\psi_n, A_n))_{n \in \mathbb{N}} \subset S_\lambda$ for $\delta_j^v$. Then $(\psi_n)_{n \in \mathbb{N}}$ is bounded in $H^1$ and $(A_n)_{n \in \mathbb{N}}$ is bounded in $D^1$.

**Proof.** The sequence $((\delta_j^v(\psi_n, A_n))_{n \in \mathbb{N}}$ is bounded (because it is convergent) and therefore it follows from the estimates [24], [25] and [26] that $(\|\psi_n\|_{L^2})_{n \in \mathbb{N}}$ and $(\|\nabla A_n\|_{L^2})_{n \in \mathbb{N}}$ are also bounded. Moreover, the sequence $(\|\psi_n\|_{L^2})_{n \in \mathbb{N}}$ is constant so that remains to be shown is the boundedness of $(\|\nabla \psi_n\|_{L^2})_{n \in \mathbb{N}}$. For this we expand the kinetic energy in the expression [12] for $\delta_j^v(\psi, A)$, use the nonnegativity of $\frac{\hbar^2}{2mc^2}\|A_n\psi_n\|_{L^2}^2 + \frac{1}{8\pi} (\|\nabla \otimes A_n\|_{L^2}^2 - \|\psi_n \|^2_{L^2})$ and apply Hölder’s as well as Sobolev’s inequalities to get

$$\frac{\hbar^2}{2m}\|\nabla \psi_n\|_{L^2}^2 \leq |\delta_j^v(\psi_n, A_n)| + \frac{K_S h|Q|\lambda^2}{mc} \|\nabla \psi_n\|_{L^2} \|\nabla \otimes A_n\|_{L^2} \|\psi_n\|_{L^6}^{\frac{1}{2}} + \hbar \lambda^2 |v| \|\nabla \psi_n\|_{L^2} + 1_{\{P\}}(j) \frac{h|Q|\lambda^2}{2mc} \|\nabla \otimes A_n\|_{L^2} \|\psi_n\|_{L^6}^{\frac{3}{2}}. \quad (32)$$
Here, we can use Young’s inequality for products to absorb the $\|\nabla \psi_n\|_{L^2}$’s on the right hand side of (32) into the left hand side of (32) and obtain an upper bound on $\|\nabla \psi_n\|_{L^2}^2$. □

Remark 12. From now on we will consider some fixed minimizing sequence $(\psi_n, A_n)_{n \in \mathbb{N}}$ for $\mathcal{E}_v$. It follows from Lemma 11 that all of the terms appearing in the expressions (12) and (16) for $\mathcal{E}_v(\psi_n, A_n)$ define bounded sequences in $\mathbb{R}$. We will let $C$ denote a constant that majorizes each of the sequences $(\|\psi_n\|_{H^1})_{n \in \mathbb{N}}$, $(\|\nabla \otimes A_n\|_{L^2})_{n \in \mathbb{N}}$ and $(\|\nabla_j A_n + \frac{m}{\sqrt{v}} \psi_n\|_{L^2})_{n \in \mathbb{N}}$.

5.1 Breaking the Translation Invariance

We hope to find a sequence $(y_n)_{n \in \mathbb{N}}$ of points in $\mathbb{R}^3$ such that the direct method in the calculus of variations can be applied to the translated minimizing sequence $((\psi_n \circ \tau_{y_n}, A_n \circ \tau_{y_n}))_{n \in \mathbb{N}}$ for $\mathcal{E}_v$. As an essential tool in our search for such a sequence we introduce for each $n \in \mathbb{N}$ the nondecreasing concentration function $\mathcal{C}_n : (0, \infty) \to (0, \lambda]$ given by

$$\mathcal{C}_n(r) = \sup_{y \in \mathbb{R}^3} \int_{B(y, r)} |\psi_n(x)|^2 \, dx \quad \text{for} \quad r > 0. \quad (33)$$

Remember that we think of the $\psi$-variable as being a quantum particle’s wave function and so the physical interpretation of a large value of $\mathcal{C}_n(r)$ (compared to $\lambda$) is that the quantum particle is likely to be localized in some ball $\subset \mathbb{R}^3$ with radius $r$. In this sense $\mathcal{C}_n$ expresses how concentrated the wave function is (see Figure 3). We summarize the most important properties of the functions $\mathcal{C}_n$ in the following lemma.

![Figure 3: If $\mathcal{C}_n$ increases quickly to the value $\lambda$ then it means that the corresponding wave function $\psi_n$ is very concentrated around some point $y$ in space, i.e. the quantum particle is with high probability positioned in close vicinity of $y$. $\mathcal{C}_n$](image-url)
Lemma 13. Given $\lambda > 0$ let $\psi_n \in H^1$ satisfy $\|\psi_n\|_{L^2}^2 = \lambda$ and $\|\nabla \psi_n\|_{L^2} \leq C$ for all $n \in \mathbb{N}$ and define the function $\mathcal{E}_n : (0, \infty) \to [0, \lambda]$ by \((33)\). Then $\mathcal{E}_n$ is nondecreasing with the limits $\lim_{r \to 0^+} \mathcal{E}_n(r) = 0$ as well as $\lim_{r \to \infty} \mathcal{E}_n(r) = \lambda$ holding true and by passing to a subsequence $(\mathcal{E}_n)_{n \in \mathbb{N}}$ converges pointwise to some nondecreasing mapping $\mathcal{E} : (0, \infty) \to [0, \lambda]$ with $\lim_{r \to 0^+} \mathcal{E}(r) = 0$.

Proof. For an arbitrary $n \in \mathbb{N}$ the mapping $\mathcal{E}_n : (0, \infty) \to [0, \lambda]$ is obviously nondecreasing and the identity $\lim_{r \to 0^+} \mathcal{E}_n(r) = 0$ holds true since

$$\int_{B(0,r)} |\psi_n(x)|^2 \, dx \leq \left( \frac{4}{3} \pi r^3 K^3 C^3 \right)^{\frac{2}{3}}$$

for all $(r, y) \in (0, \infty) \times \mathbb{R}^3$ by Hölder’s and Sobolev’s inequalities. Moreover, we have $\lim_{r \to \infty} \mathcal{E}_n(r) = \lambda$ since Lebesgue’s theorem on dominated convergence gives that the difference

$$\lambda - \mathcal{E}_n(r) \leq \lambda - \int_{B(0,r)} |\psi_n(x)|^2 \, dx = \int_{\mathbb{R}^3 \setminus B(0,r)} |\psi_n(x)|^2 \, dx$$

can be made arbitrarily small by choosing $r$ sufficiently large. Helly’s selection principle [10, Theorem 10.5] ensures the existence of a subsequence of $(\mathcal{E}_n)_{n \in \mathbb{N}}$ converging pointwise to some function $\mathcal{E}$. The limit function $\mathcal{E}$ inherits the nondecreasingness from the $\mathcal{E}_n$’s and \((34)\) gives that $\lim_{r \to 0^+} \mathcal{E}(r) = 0$. \(\square\)

To simplify notation we will also denote the subsequence described in Lemma 13 by $(\mathcal{E}_n)_{n \in \mathbb{N}}$. It is apparent that $\mathcal{E}$ and the $\mathcal{E}_n$-functions have almost identical properties. But even though the lemma depicts $\lim_{r \to \infty} \mathcal{E}_n(r)$ as being equal to $\lambda$ it does not at all mention the value of the limit

$$\mu := \lim_{r \to \infty} \mathcal{E}(r),$$

which is obviously well defined and contained in the interval $[0, \lambda]$. To determine the value of $\mu$ we first turn to our physical intuition: Remember that the points $(\psi_n, A_n)$ form a minimizing sequence and we hope to show weak convergence (in some sense) of these points to a pair $(\psi, A)$ minimizing $\mathcal{E}_j^v$. For a moment let us focus on the $\psi$-variable: It can be fruitful to think of our quantum particle as being prepared in some initial state and as time evolves we receive snapshots (corresponding to the sequence elements $\psi_1, \psi_2, \psi_3, \ldots$) of the system’s intermediate states that steadily approach the limiting state $\psi$, which has the least possible energy. Of the three scenarios illustrated on Figure 4 the possibility $\mu = \lambda$ seems to be the most reasonable from a physical point of view and as we will see later the identity $\mu = \lambda$ does indeed hold true. We will basically prove this by ruling out the two other alternatives shown on Figure 4.
\( \mu = 0 \)
\( 0 < \mu < \lambda \)
\( \mu = \lambda \)

Figure 4: Examples of possible situations where \( \mu = 0 \), \( 0 < \mu < \lambda \) respectively \( \mu = \lambda \). Let us consider the behaviour of \( |\psi_n|^2 \) in each of these cases as \( n \) increases: In the (a)-case the wave function spreads out and diminishes, in the case (b) it splits up into lumps that move further and further away from each other whereas \( |\psi_n|^2 \) approaches a specific probability distribution in a way that conserves the total probability mass of the particle in the (c)-situation.

We begin by proving that it is impossible for \( \mu \) to be equal to 0. This will be done by first establishing the following lower bound on \( \mathcal{E}_j^v(\psi_n, A_n) \).

\[
\mathcal{E}_j^v(\psi_n, A_n) \geq -Q^2 \frac{v^2}{c^2 - v^2} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{|\psi_n(x)|^2 |\psi_n(y)|^2}{|x - y|} \, dx \, dy - \frac{mv^2}{2} \lambda. \tag{36}
\]

This means that we can control \( \mathcal{E}_j^v(\psi_n, A_n) \) by information on the wave functions \( \psi_n \) alone – we remember from Figure 4(a) that the case \( \mu = 0 \) would morally correspond to the eventual disappearance of these wave functions. So in that case we expect the first term on the right hand side of (36) to disappear in the large \( n \) limit. Our strategy will therefore be to show that the identity \( \mu = 0 \) would violate the inequality in Lemma 6 stating that \( I_{\lambda}^j \) is strictly less than \( -\frac{mv^2}{2} \).

**Lemma 14.** Let \( j \in \{S, P\} \), \( v \in \mathbb{R}^3 \) with \( 0 < |v| < c \) as well as \( \lambda \in \Lambda_j^v \) be given and consider a minimizing sequence \( (\psi_n, A_n) \) \( \in \mathbb{N} \) for \( \mathcal{E}_j^v \). Define for \( n \in \mathbb{N} \) the concentration function \( \mathcal{C}_n \) by (33) and let \( \mathcal{C} \) be the pointwise limit of (a subsequence of) \( (\mathcal{C}_n) \). Then \( \mu = \lim_{r \to \infty} \mathcal{C}(r) \) is different from 0.

**Proof.** The estimate (36) is actually quite rough because in the first step towards obtaining it we simply dispense with the kinetic energy term on the right hand side of (16), resulting in

\[
\mathcal{E}_j^v(\psi_n, A_n) \geq \mathcal{G}_n(A_n) - \frac{mv^2}{2} \lambda, \tag{37}
\]

where \( \mathcal{G}_n : D^1 \to \mathbb{R} \) is defined by

\[
\mathcal{G}_n(D) = \frac{1}{8\pi} \left( 1 - \frac{v^2}{c^2} \right) \| \nabla \otimes D \|^2_{L^2} - Q^2 \frac{v^2}{c} \int_{\mathbb{R}^3} D(x) |\psi_n(x)|^2 \, dx.
\]
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This functional is bounded from below since applying the Sobolev and Hölder inequalities as well as optimizing in each of the variables $\|D^1\|_{L^6}, \|D^2\|_{L^6}$ and $\|D^3\|_{L^6}$ gives that for any $D \in D^1$

$$\mathcal{G}_n(D) \geq \frac{1}{16\pi} \left(1 - \frac{v^2}{c^2}\right) \|\nabla \otimes \|D\|_{L^2}^2 - 4\pi K^3 Q^2 C \lambda^\frac{3}{2} \frac{v^2}{c^2 - v^2}$$

so it seems straightforward to meet our intention of obtaining a lower bound on $\mathcal{G}_n^\nu(\psi_n, A_n)$ only depending on $\psi_n$ – we can simply estimate the term $\mathcal{G}_n(A_n)$ appearing on the right hand side of (37) by $\inf_{D \in D^1} \mathcal{G}_n(D)$. Therefore it will be worthwhile for us to spend some time studying the properties of this infimum.

We first show the existence of a minimizer $D_n$ for $\mathcal{G}_n$. This will be done by the direct method in the calculus of variations so consider a minimizing sequence for $\mathcal{G}_n$, i.e. a sequence $(D_n^k)_{k \in \mathbb{N}}$ of $D^1$-functions such that $(\mathcal{G}_n(D_n^k))_{k \in \mathbb{N}}$ converges to $\inf_{D \in D^1} \mathcal{G}_n(D)$. Then (38) together with the Sobolev inequality gives that the sequence $(D_n^k)_{k \in \mathbb{N}}$ is bounded in the reflexive Banach space $L^6$ and in addition that $(\nabla \otimes D_n^k)_{k \in \mathbb{N}}$ is bounded in the Hilbert space $L^2$. Thereby the Banach-Alaoglu theorem guarantees the existence of a subsequence of $(D_n^k)_{k \in \mathbb{N}}$ converging weakly in $L^6$ to some $D_n$ and by passing to yet another subsequence, $(\nabla \otimes D_n^k)_{k \in \mathbb{N}}$ converges weakly in $L^2$ to some $D'_n$. But then we have $D_n^k \xrightarrow{k \to \infty} D_n$ and $\nabla \otimes D_n^k \xrightarrow{k \to \infty} D'_n$ in the distribution sense, whereby we must have $\nabla \otimes D_n = D'_n$. In other words, we have (after passing to a subsequence)

$$\begin{align*}
D_n^k & \xrightarrow{k \to \infty} D_n \text{ in } L^6 \quad \text{and} \quad \nabla \otimes D_n^k \xrightarrow{k \to \infty} \nabla \otimes D_n \text{ in } L^2. 
\end{align*}$$

That $|\psi_n|^2 \in L^6$ implies together with the first convergence in (39) that

$$\text{lim}_{k \to \infty} v \cdot \int_{\mathbb{R}^3} \nabla \otimes D_n^k(x) |\psi_n(x)|^2 \, dx$$

is equal to $v \cdot \int_{\mathbb{R}^3} D_n(x) |\psi_n(x)|^2 \, dx$ and the second convergence in (39) gives together with the weak lower semicontinuity [11] Theorem 2.11 of $\|\cdot\|_{L^2}$ that the quantity $\liminf_{k \to \infty} \|\nabla \otimes D_n^k\|_{L^2}^2$ is at least $\|\nabla \otimes D_n\|_{L^2}^2$. Thereby

$$\begin{align*}
\inf_{D \in D^1} \mathcal{G}_n(D) & = \frac{1}{8\pi} \left(1 - \frac{v^2}{c^2}\right) \liminf_{k \to \infty} \|\nabla \otimes D_n^k\|_{L^2}^2 - Q \frac{c v}{c^2 - v^2} \int_{\mathbb{R}^3} D_n(x) |\psi_n(x)|^2 \, dx \\
& \geq \mathcal{G}_n(D_n)
\end{align*}$$

and so we must have $\inf_{D \in D^1} \mathcal{G}_n(D) = \mathcal{G}_n(D_n)$. Then the functional derivative $\frac{\partial \mathcal{G}_n}{\partial D}$ must take the value 0 in the point $D_n$, which implies that $D_n$ satisfies the Poisson equation

$$-\Delta D_n = 4\pi Q \frac{c v}{c^2 - v^2} |\psi_n|^2$$

(40)
in the distribution sense. The function on the right hand side is contained in $L^1 \cap L^3$ and has gradient in $L^1 \cap L^5$ so according to Lemma 19 and Remark 20 we must have

$$D_n(x) = Q \frac{cv}{c^2} \int_{\mathbb{R}^3} \frac{|\psi_n(y)|^2}{|x - y|} \, dy$$

for almost every $x \in \mathbb{R}^3$. Consequently, we can continue the estimate (37) and get (36).

We now realize that for almost all $y \in \mathbb{R}^3$ and all choices of positive numbers $r$ and $R$ satisfying $r < R$ we have

$$\int_{\mathbb{R}^3} \frac{|\psi_n(x)|^2}{|x - y|} \, dx \leq \|\psi_n\|_{L^6}^2 \left( \frac{8\pi}{3} \frac{2}{3} K_S^2 C^2 r + \frac{1}{r} G_n(R) + \frac{1}{R} \lambda \right) + m v^2 \lambda.$$

this is seen by splitting the integral on the left hand side into contributions from $B(y, r)$, $B(y, R) \setminus B(y, r)$ and $\mathbb{R}^3 \setminus B(y, R)$. Combining this with (36) gives

$$\mathcal{E}_j^v(\psi_n, A_n) \geq -Q^2 \frac{v^2}{c^2} \lambda \left( \frac{8\pi}{3} \frac{2}{3} K_S^2 C^2 r + \frac{1}{r} G(R) + \frac{1}{R} \lambda \right) - \frac{m v^2}{2} \lambda,$$

so sending $n$ to infinity results in

$$I_j^\lambda \geq -Q^2 \frac{v^2}{c^2} \lambda \left( \frac{8\pi}{3} \frac{2}{3} K_S^2 C^2 r + \frac{1}{r} G(R) + \frac{1}{R} \lambda \right) - \frac{m v^2}{2} \lambda.$$

Under the assumption that $\mu = 0$ we can therefore let $R \to \infty$ and get

$$I_j^\lambda \geq -Q^2 \frac{v^2}{c^2} \lambda \left( \frac{8\pi}{3} \frac{2}{3} K_S^2 C^2 r - \frac{m v^2}{2} \lambda,$$

which sets us in position to take the limit $r \to 0^+$ and obtain the inequality

$$I_j^\lambda \geq -\frac{m v^2}{2} \lambda,$$

contradicting Lemma 6. □

We now turn to proving that $\mu \not\in (0, \lambda)$, which will again be done using the method of proof by contradiction. Remember from Figure 4(b) that if $\mu \in (0, \lambda)$ we expect the wave function to split up into lumps that move further and further away from each other as $n$ increases. It seems reasonable that these lumps will eventually be so far apart that the interaction between them is negligible, whereby we can practically consider them as independent systems. Given a term $(\psi_n, A_n)$ of the minimizing sequence our strategy will therefore be to construct a pair $(\psi_i^n, A_i^n)$ which is ‘almost’ an element of $S_{\lambda - \mu}$ and a pair $(\psi_o^n, A_o^n)$ ‘almost’ belonging to $S_{\lambda - \mu}$ such that $\mathcal{E}_j^v(\psi_i^n, A_i^n) + \mathcal{E}_j^v(\psi_o^n, A_o^n)$ is at most $\mathcal{E}_j^v(\psi_n, A_n)$ (up to a small error). A limiting argument will then
give a conclusion contradicting \[28\]. The splitting will of course be done by using cut-off functions, so let us first introduce some mappings \(\chi^i\) and \(\chi^o\) ('i' for 'inner' and 'o' for 'outer') with the following properties: The supports of \(\chi^i \in C^\infty_c (\mathbb{R}^3)\) and \(\chi^o \in C^\infty (\mathbb{R}^3)\) are disjoint and
\[
\chi^i(x)\begin{cases}
1 & \text{for } |x| \leq 1, \\
in [0, 1] & \text{for } 1 < |x| < 2, \\
0 & \text{for } |x| \geq 2,
\end{cases}
\]
\[
\chi^o(x)\begin{cases}
0 & \text{for } |x| \leq 1, \\
in [0, 1] & \text{for } 1 < |x| < 2, \\
1 & \text{for } |x| \geq 2.
\end{cases}
\]

\[\text{Figure 5: Possible choices for } \chi^i \text{ and } \chi^o.\]

**Lemma 15.** Consider \(j \in \{S, P\}, \mathbf{v} \in \mathbb{R}^3\) with \(0 < |\mathbf{v}| < c\) and \(\lambda \in \Lambda_j^v\). Let also \((\{\psi_n, A_n\})_{n \in \mathbb{N}} \subset S_\lambda\) be a minimizing sequence for \(\mathcal{E}_j^n\), define \(\mathcal{C}_n\) by (43) for \(n \in \mathbb{N}\) and consider the pointwise limit \(\mathcal{C}\) of (a subsequence of) \((\mathcal{C}_n)_{n \in \mathbb{N}}\). Then \(\mu = \lim_{r \to \infty} \mathcal{C}(r)\) is not contained in \((0, \lambda)\).

**Proof.** Suppose that \(\mu \in (0, \lambda)\). On the basis of \(\psi_n\) we want to construct a function \(\psi_n^1\) whose \(L^2\)-norm squared is close to \(\mu\), so to which region of space should we localize \(\psi_n\)? The answer is of course encoded in the concentration function of \(\psi_n\), so more precisely: Given
\[
0 < \varepsilon < \min \left\{ \frac{2^{53} C^6 K^6 \lambda Q^4}{mv^2 c^2 |v|^2}, 4mv^2 \mu, 4mv^2 (\lambda - \mu), \frac{2^{11} 3C^2 K^2 \lambda^2 |Qv|}{c} (\lambda - \mu)^2 \right\}
\]
we choose (by the definition of \(\mu\)) a number
\[
R > \max \left\{ \frac{2^{\frac{3}{2}} h_i \lambda}{\varepsilon m} \|\nabla \chi^\ell\|_{L^\infty}, \frac{16 Ch^\lambda}{\varepsilon m} \|\nabla \chi^\ell\|_{L^\infty}, \ell \in \{i, o\} \right\}
\]
\[
\vee \frac{2^{2} 3^4 K^6 \lambda^2 Q^2 |v|^2}{\varepsilon^2 \sqrt{\pi} c^2} \left( \max\{\|\nabla \chi^1\|_{L^{12}}, \|\nabla \chi^o\|_{L^3}\} \right)^2
\]
such that \(\mu - \frac{\varepsilon^4 c^4}{2^{11} 3^4 K^4 |Qv|^{4/3}} < \mathcal{C}(R)\). As a first step we will consider \(n\)’s so large that
\[
\mu - \frac{\varepsilon^4 c^4}{2^{11} 3^4 K^4 |Qv|^{4/3}} < \mathcal{C}_n(R) < \mu + \frac{\varepsilon^4 c^4}{2^{11} 3^4 K^4 |Qv|^{4/3}}.
\]
Here, the upper bound on $C_n(R)$ is strictly speaking redundant, since we will later obtain a better upper bound by considering even larger values of $n$ – but already at this point it is advantageous to think of $C_n(R)$ as being close to $\mu$. We should not just perceive $C_n(R)$ as being an abstract supremum – it is in fact the probability mass of the particle in the vicinity of some point in space. Because $\psi_n \in L^2$ the continuous function $y \mapsto \int_{B(y,R)} |\psi_n(x)|^2 \, dx$ will namely approach zero as $|y| \to \infty$, whereby we can choose a point $y_n \in \mathbb{R}^3$ such that

$$C_n(R) = \int_{B(y_n,R)} |\psi_n(x)|^2 \, dx. \quad (44)$$

So in the ball $B(y_n,R)$ we have found a $\psi_n$-lump whose probability mass is essentially $\mu$. The other lumps are expected to move away as $n$ increases, so for large $n$ there should be a large area around $B(y_n,R)$ where $\psi_n$ has essentially no probability mass. As a consequence we can construct the function $\psi_n^o$ by cutting away the values of $\psi_n$ on a ball centered at $y_n$ with quite a large radius. It turns out that we can in fact choose this radius on the form $2^{k_0} R$, where the sequence $(k_n)_{n \in \mathbb{N}}$ of integers satisfies

1. $k_n \to \infty$ for $n \to \infty$,
2. $C_n(2^{k_0} R) \leq \mu + \frac{e^{4/3} A^{4/3}}{2^{11/3} 3^{1/3} C^{2/3} K^{3/3} Q^1} R^{1/3}$ for all $n \in \mathbb{N}$.

One can namely easily verify that the sequence of numbers

$$k_n = \left\lfloor \log_2 \sup_n \frac{C_n^{-1}}{\left(0, \mu + \frac{e^{4/3} A^{4/3}}{2^{11/3} 3^{1/3} C^{2/3} K^{3/3} Q^1} R^{1/3}\right)} \right\rfloor$$

has the desired properties, where $\lfloor \cdot \rfloor$ denotes the floor function and $\log_2$ denotes the binary logarithm. Thus, we will construct $\psi_n^o$ and $\psi_n^i$ by multiplication with the cut-off functions given by

$$\chi_n^i \psi(x) = \chi_n^i \left(\frac{x - y_n}{R}\right) \quad \text{respectively} \quad \chi_n^o \psi(x) = \chi_n^o \left(\frac{x - y_n}{2^{k_0} R}\right)$$

for $x \in \mathbb{R}^3$. Let us emphasize that we use the superscript $\psi$ because these functions will be used to cut the wave function $\psi$ into the two pieces $\psi_n^i$ and $\psi_n^o$ – later we will define corresponding cut-off functions $\chi_n^i$ and $\chi_n^o$ to cut $A$ into two pieces $A_n^i$ and $A_n^o$.

Let us now do this splitting of the $A_n$-field into $A_n^i$- and $A_n^o$-fields. We will aim to make the cuts in the big gap between $B(y_n, 2R)$ and $\mathbb{R}^3 \setminus B(y_n, 2^{k_0 - 1} R)$, where the functions $\psi_n^i$ and $\psi_n^o$ are guaranteed to vanish. So we decompose space into the disjoint union $\mathbb{R}^3 = B(y_n, R) \cup \left( \bigcup_{m=1}^{\infty} A_n^m \right)$, where

$$A_n^m = \{ x \in \mathbb{R}^3 \mid 2^{m-1} R \leq |x - y_n| < 2^m R \}$$
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Figure 6: The two-dimensional analogues of the spherical shells $A_n^0, A_n^1, \ldots$.

for $m \in \mathbb{N}$ (see Figure 6). By point (I) from above we have $k_n \geq 4$ for $n$ sufficiently large and for such $n$’s there must exist a number $m_n$ in the set $\{2, \ldots, k_n-2\}$ such that $\|1_{A_n^{m_n}} A_n \|_{L^6} \leq (k_n-3)^{-1} \|1_{A_n^0 \cup \ldots \cup A_n^{k_n-2}} A_n \|_{L^6}$ holds true, whereby we have for $n$ sufficiently large that

$$\|1_{A_n^{m_n}} A_n \|_{L^6} \leq \min \left\{ \frac{1}{4\|\nabla \chi^\ell\|_{L^3}} \left( \sqrt{C^2 + \frac{\varepsilon \pi c^2}{c^2 + v^2} - C} \right), \frac{1}{2\|\nabla \chi^\ell\|_{L^3}} \sqrt{\frac{\varepsilon \pi c^2}{c^2 + v^2}} \right\} \| \ell \in \{i, o\} \right\}. (45)$$

In this way we can control $A_n$ on $A_n^{m_n}$, so we will define $A_n^i$ and $A_n^o$ using the cut-off functions

$\chi_n^{i,A}(x) = \chi^i \left( \frac{x - y_n}{2m_n-1 R} \right)$ and $\chi_n^{o,A}(x) = \chi^o \left( \frac{x - y_n}{2m_n-1 R} \right)$.

More precisely, we will for $\ell \in \{i, o\}$ introduce the mapping $u_{n,\ell} : \mathbb{R}^3 \rightarrow \mathbb{R}$ given by

$$u_{n,\ell}(x) = \frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{1}{|x - y|} \text{div} \left( \chi_n^{\ell,A}(y) \right) \text{dy} \text{ for almost every } x \in \mathbb{R}^3$$

$^2$The floor function is $x \mapsto \max \{m \in \mathbb{Z} \mid m \leq x\}$ and the binary logarithm is $x \mapsto \frac{\log(x)}{\log(2)}$, where $\log$ denotes the natural logarithm.

Figure 7: The distance to $y_n$ is measured along the first axis.
and define $\psi_n^d$, $\psi_n^o$, $A_n^1$ and $A_n^o$ by

$$\psi_n^d = e^{\frac{iQ}{2R}n\cdot\nabla\psi_n}$$

and $A_n^\ell = \chi_n A_n + \nabla u_n^\ell$.

We observe that $\text{div}(\chi_n^\ell A_n) = \nabla \chi_n^\ell A_n$ is contained in $H^1$ and has compact support so from Lemma 19 we obtain that $\psi_n^\ell \in H^1$, $A_n^\ell \in D^1$ with $\text{div}A_n^\ell = 0$ and

$$\nabla u_n^\ell(x) = -\frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{x - y}{|x - y|^3} \text{div}(\chi_n^\ell A_n)(y) \, dy$$

for almost every $x \in \mathbb{R}^3$.

Moreover, $\psi_n^d$ and $\psi_n^o$ satisfy

$$\max \left\{ \left| \mu - \int_{\mathbb{R}^3} |\psi_n^d(x)|^2 \, dx \right|, \left| \lambda - \mu - \int_{\mathbb{R}^3} |\psi_n^o(x)|^2 \, dx \right| \right\} < \frac{\varepsilon^{3/4} C^3}{2^{11/4} \pi^5 R^3}.$$

which follows from (43), (II) as well as the estimates

$$\mathcal{C}_n(R) \leq \int_{\mathbb{R}^3} |\psi_n^d(x)|^2 \, dx \leq \int_{B(y_n,2R)} |\psi_n(x)|^2 \, dx \leq \mathcal{C}_n(2R) \leq \mathcal{C}_n(4R)$$

and

$$\mathcal{C}_n(R) \leq \lambda - \int_{\mathbb{R}^3} |\psi_n^o(x)|^2 \, dx \leq \int_{B(y_n,2R)} |\psi_n(x)|^2 \, dx \leq \mathcal{C}_n(4R).$$

In the motivational remarks made above Lemma 15 we mentioned the desire to construct $\psi_n^\ell$ and $A_n^\ell$ in such a way that they ‘almost’ satisfy $(\psi_n^d, A_n^1) \in S_\mu$ and $(\psi_n^o, A_n^o) \in S_{\lambda - \mu}$. The precise meaning of this informal statement is that the pairs $(\psi_n^d, A_n^1) \in H^1 \times D^1$ have the properties $\text{div}A_n^1 = 0$ and (47).

The next step in our argument is to show that

$$\mathcal{E}_J^\psi(\psi_n, A_n) \geq \mathcal{E}_J^\psi(\psi_n^d, A_n^1) + \mathcal{E}_J^\psi(\psi_n^o, A_n^o) - \varepsilon.$$  (48)

We begin by estimating the $\frac{1}{2m} \|\nabla_j A_n^\ell + \frac{m}{c^2} v \psi_n^\ell\|_{L^2}^2$-term on the right hand side of (16). For this we observe that $\chi_n^\ell A_n^\ell = \chi_n^\ell \psi_n$, whereby we can rewrite

$$e^{-\frac{iQ}{2R}n\cdot\nabla_j \chi_n^\ell A_n^\ell + \frac{m}{c^2} v \psi_n^\ell} = \nabla_j \chi_n^\ell \psi_n + \chi_n^\ell \nabla_j A_n^\ell + \frac{m}{c^2} v \psi_n,$$

which allows us to apply (15), (42) and Remark 12 to obtain

$$\|\nabla_j A_n^\ell + \frac{m}{c^2} v \psi_n^\ell\|_{L^2}^2 \leq \frac{h^2}{R^2} \|\nabla_j \chi_n^\ell \psi_n^\ell\|_{L^2}^2 + \|\chi_n^\ell \nabla_j A_n^\ell + \frac{m}{c^2} v \psi_n^\ell\|_{L^2}^2 + \frac{2 Ch_\lambda^2}{R} \|\nabla \chi_n^\ell\|_{L^\infty} + \frac{\varepsilon m}{4}.$$
and consequently
\[
\frac{1}{2m} \left\| \nabla_j A_n + \frac{\omega_s}{\pi} \varphi \psi_n \right\|_{L^2}^2 \geq \frac{1}{2m} \sum_{\ell \in \{1, 0\}} \left\| \nabla_j A^\ell_n + \frac{\omega_s}{\pi} \varphi \psi^\ell_n \right\|_{L^2}^2 - \varepsilon\frac{c}{4}. \tag{49}
\]

To treat the term \(-\frac{Q}{c}(\psi_n, v \cdot A_n \psi_n)_{L^2}\) appearing on the right hand side of (16) we establish two auxiliary estimates: The first estimate follows from (47), Hölder’s and Sobolev’s inequalities. By choosing \(n\) large enough we previously made sure that \(k_n \geq 4\) and \(2 \leq m_n \leq k_n - 2\) whereby (46), the Hölder inequality and (42) yield the second auxiliary estimate

\[
\left| \int_{\mathbb{R}^3} v \cdot A_n (|\psi_n|^2 - |\psi^i_n|^2 - |\psi^o_n|^2) \, dx \right|
\leq \left| v \right| \left\| A_n \right\|_{L^6} \sqrt{1 - (\chi_n^1)^2 - (\chi_n^o)^2} \left\| \psi_n \right\|_{L^6} \left( \int_{\mathbb{R}^3} \left| \psi_n \right|^2 - |\psi^i_n|^2 - |\psi^o_n|^2 \right) dx \right|^\frac{3}{2}
\leq \frac{\varepsilon c}{12 |Q|}
\]

appears on the right hand side of (16). By choosing \(n\) large enough we previously made sure that \(k_n \geq 4\) and \(2 \leq m_n \leq k_n - 2\) whereby (46), the Hölder inequality and (42) yield the second auxiliary estimate

\[
\left| \int_{\mathbb{R}^3} v \cdot \nabla u^\ell_n |\psi^\ell_n|^2 \, dx \right|
\leq \left| v \right| \int_{\mathbb{R}^3} \left| \nabla \chi_n^i A(y) \right| \left| \nabla \chi_n^i A(y) \right| dy \left| \psi^\ell_n(x) \right|^2 \, dx
\leq \frac{1}{4\pi} \int_{\mathbb{R}^3} \left| \nabla \chi_n^i A(y) \right| \left| \nabla \chi_n^i A(y) \right| dy \left| \psi^\ell_n(x) \right|^2 \, dx
\leq \frac{3 \left| v \right| K_S C \lambda}{2 \pi^{\frac{1}{2}} R^2} \max \left\{ \left| \nabla \chi^i \right|_{L^2}, \left| \nabla \chi^o \right|_{L^2} \right\}
\leq \frac{\varepsilon c}{12 |Q|}
\]

By combining the two previous estimates with the identity \(\chi_n^i A_n \chi_n^o = \chi_n^o\) we obtain

\[
\left| (\psi_n, v \cdot A_n \psi_n)_{L^2} - (\psi^i_n, v \cdot A^i_n \psi^i_n)_{L^2} - (\psi^o_n, v \cdot A^o_n \psi^o_n)_{L^2} \right|
= \left| \int_{\mathbb{R}^3} v \cdot A_n (|\psi_n|^2 - |\psi^i_n|^2 - |\psi^o_n|^2) \, dx \right|
\leq \frac{\varepsilon c}{4 |Q|}.
\tag{50}
\]
Finally, we estimate the \( \frac{1}{8\pi} (\| \nabla \otimes A_n \|_{L^2}^2 - \| (\frac{v}{c} \cdot \nabla) A_n \|_{L^2}^2) \)-term on the right hand side of (16) by noting that
\[
\begin{align*}
\| \nabla \otimes A_n \|_{L^2}^2 &- \| (\frac{v}{c} \cdot \nabla) A_n \|_{L^2}^2 \\
\geq & \sum_{\ell \in \{1, \omega \}} \left( \| \chi_n^{\ell} \nabla \otimes A_n \|_{L^2}^2 - \| \chi_n^{\ell} \left( \frac{v}{c} \cdot \nabla \right) A_n \|_{L^2}^2 \right) \\
\geq & \sum_{\ell \in \{1, \omega \}} \left( \| \nabla \otimes A_n^\ell \|_{L^2}^2 - \| \left( \frac{v}{c} \cdot \nabla \right) A_n^\ell \|_{L^2}^2 \right) \\
& - 2 \left( 1 + \frac{v^2}{c^2} \right) \| \nabla \otimes A_n^\ell \|_{L^2} \left( \| \nabla \chi_n^{\ell} \otimes A_n \|_{L^2} + \| \nabla \otimes u_n^\ell \|_{L^2} \right) \\
& - 2 \left( 1 + \frac{v^2}{c^2} \right) \| \nabla \chi_n^{\ell} \otimes A_n \|_{L^2} \| \nabla \otimes u_n^\ell \|_{L^2},
\end{align*}
\]
where we at the second step use the identities
\[
\begin{align*}
\chi_n^{\ell} \nabla \otimes A_n & = \nabla \otimes A_n^\ell - (\nabla \chi_n^{\ell} \otimes A_n + \nabla \otimes u_n^\ell), \\
\chi_n^{\ell} \left( \frac{v}{c} \cdot \nabla \right) A_n & = \left( \frac{v}{c} \cdot \nabla \right) A_n^\ell - \left( \frac{v}{c} \cdot \nabla \right) \chi_n^{\ell} A_n + \left( \frac{v}{c} \cdot \nabla \right) \nabla u_n^\ell
\end{align*}
\]
and the nonnegativity of \( (1 - \frac{v^2}{c^2}) (\| \nabla \chi_n^{\ell} \otimes A_n \|_{L^2}^2 + \| \nabla \otimes u_n^\ell \|_{L^2}^2) \). As can be seen by approximating \( \nabla u_n^\ell \) in \( D^1 \) by \( C_0^\infty \)-functions, applying the Plancherel theorem and using the general vector identity \( |F|^2 |G|^2 = |F \cdot G|^2 + |F \times G|^2 \) we have \( \| \nabla \otimes u_n^\ell \|_{L^2} = \| \text{div} \nabla u_n^\ell \|_{L^2} + \| \nabla \times \nabla u_n^\ell \|_{L^2} = \| \nabla \chi_n^{\ell} \cdot A_n \|_{L^2}^2 \). Consequently, \( \| \nabla \otimes u_n^\ell \|_{L^2} \) and \( \| \nabla \chi_n^{\ell} \cdot A_n \|_{L^2} \) have the common upper bound \( \| \nabla \chi_n^{\ell} \|_{L^2} \| A_n \|_{L^6} \) that is small by (43). Moreover, \( \| \nabla \otimes A_n^\ell \|_{L^2} \) is according to (52) bounded from above by \( C + 2 \| \nabla \chi_n^{\ell} \|_{L^3} \| A_n \|_{L^6} \) and so we can use (45) to continue (51) and get
\[
\begin{align*}
\frac{1}{8\pi} \left( \| \nabla \otimes A_n \|_{L^2}^2 - \| (\frac{v}{c} \cdot \nabla) A_n \|_{L^2}^2 \right) \\
\geq & \frac{1}{8\pi} \sum_{\ell \in \{1, \omega \}} \left( \| \nabla \otimes A_n^\ell \|_{L^2}^2 - \| (\frac{v}{c} \cdot \nabla) A_n^\ell \|_{L^2}^2 \right) - \frac{\varepsilon}{4}.
\end{align*}
\]
Now, (48) is an immediate consequence of (49), (50), (53) and the inequality
\[
\max \left\{ \mu - \int_{\mathbb{R}^3} |\psi_n^j(x)|^2 \, dx, \lambda - \mu - \int_{\mathbb{R}^3} |\psi_n^j(x)|^2 \, dx \right\} < \frac{\varepsilon}{4mv^2}
\]
that follows from (11) and (47).

Finally, Remark 8 and (54) give
\[
\delta_j^v (\psi_n, A_n) \geq I_j \| \psi_n \|_{L^2}^2 + I_j \| u_n \|_{L^2}^2 - \varepsilon \geq I_j \mu^+ \frac{\varepsilon}{4mv^2} + I_j \lambda \mu^+ \frac{\varepsilon}{4mv^2} - \varepsilon,
\]
so letting $n$ diverge to infinity produces the estimate

$$I_j^\lambda \geq I_j^{\mu + \frac{r}{4n\nu^2}} + I_j^{\lambda - \mu + \frac{r}{4n\nu^2}} - \varepsilon.$$  

By Lemma 9 we can therefore take the limit $\varepsilon \to 0^+$ and obtain the inequality $I_j^\lambda \geq I_j^{\mu} + I_j^{\lambda - \mu}$ contradicting (28). \qed

Combining the Lemmas 14 and 15 allows us to reach the conclusion that $\lim_{r \to \infty} \mathcal{C}(r)$ is equal to $\lambda$. This is exactly what we need to break the translation invariance of our problem.

**Proposition 16.** Given $j \in \{S, P\}$, $\nu \in \mathbb{R}^3$ with $0 < |\nu| < c$ and $\lambda \in \Lambda_j^\nu$ consider a minimizing sequence $((\psi_n, A_n))_{n \in \mathbb{N}} \subset S_{\lambda}$ for $\delta_j^\nu$. Then there exists a sequence $(y_n)_{n \in \mathbb{N}}$ of points in $\mathbb{R}^3$ with the following property: For every $\varepsilon > 0$ there exists an $R > 0$ such that for all $n \in \mathbb{N}$

$$\|1_{B(y_n, R)} \psi_n\|_{L^2}^2 \geq \lambda - \varepsilon.$$  

This property is sometimes expressed by saying that the maps $x \mapsto |\psi_n(x+y_n)|^2$ are tight.

**Proof.** Given $\nu > 0$ we will first argue that it is possible to find an $r^\nu > 0$ such that

$$\mathcal{C}(r^\nu) > \lambda - \nu \quad \text{for all } n \in \mathbb{N}. \tag{55}$$  

By the identity $\lim_{r \to \infty} \mathcal{C}(r) = \lambda$ we can namely consider a $\rho > 0$ such that $\mathcal{C}(\rho) > \lambda - \nu$ and then we can choose an $N \in \mathbb{N}$ such that $\mathcal{C}(\rho) > \lambda - \nu$ for $n > N$, simply because $\lim_{r \to \infty} \mathcal{C}(\rho) = \mathcal{C}(\rho)$. Finally, we can use the fact that $\lim_{r \to \infty} \mathcal{C}_n(r) = \lambda$ for each of the finitely many $n$’s in the set $\{1, \ldots, N\}$ to find a $\rho_n > 0$ satisfying $\mathcal{C}_n(\rho_n) > \lambda - \nu$. Then because $\mathcal{C}_n$ is a nondecreasing function the inequality (55) holds true with $r^\nu = \max\{\rho, \rho_1, \ldots, \rho_N\}$.

Now, the definition of $\mathcal{C}_n(r^\nu)$ guarantees the existence of a sequence $(y_n)_{n \in \mathbb{N}}$ of points in $\mathbb{R}^3$ satisfying

$$\|1_{B(y_n, r^\nu)} \psi_n\|_{L^2}^2 \geq \lambda - \nu \quad \text{for all } n \in \mathbb{N}.$$  

Our aim will be to prove that by setting $y_n = \frac{y_n}{2}$ for $n \in \mathbb{N}$ we obtain a sequence $(y_n)_{n \in \mathbb{N}}$ with properties as stated in the proposition. To achieve this goal consider an arbitrary $\varepsilon$ in the interval $(0, \frac{\lambda}{2})$. Then for every $n \in \mathbb{N}$ both of the integrals $\int_{B(y_n, r^\nu/2)} |\psi_n(x)|^2 \, dx$ and $\int_{B(y_n, r^\nu)} |\psi_n(x)|^2 \, dx$ must be strictly larger than $\frac{\lambda}{2}$, which together with the fact that $\int_{\mathbb{R}^3} |\psi_n(x)|^2 \, dx = \lambda$ gives that the balls $B(y_n, r^\nu/2)$ and $B(y_n, r^\nu)$ have a nonempty intersection. This enables us to define $R = r^\nu + 2r^\nu$ and thereby obtain

$$\|1_{B(y_n, R)} \psi_n\|_{L^2}^2 \geq \|1_{B(y_n, r^\nu)} \psi_n\|_{L^2}^2 > \lambda - \varepsilon,$$

for any $n \in \mathbb{N}$, which is the desired result. \qed
Figure 8: By setting $R = r^\frac{3}{2} + 2r^\varepsilon$ we get that $B(y^\varepsilon_n, r^\varepsilon) \subset B(y_n, R)$ because the balls $B(y_n, r^\frac{3}{2})$ and $B(y^\varepsilon_n, r^\varepsilon)$ are guaranteed not to be disjoint.

5.2 THE LOWER SEMICONTINUITY ARGUMENT

We began by considering an arbitrary minimizing sequence $((\psi_n, A_n))_{n \in \mathbb{N}}$ for $\mathcal{E}_j^\nu$. As we will see below our efforts in the previous section enable us to apply the direct method in the calculus of variations to the sequence of translated pairs

$$(\psi'_n, A'_n) = (\psi_n \circ \tau_{y_n}, A_n \circ \tau_{y_n}),$$

where $(y_n)_{n \in \mathbb{N}}$ denotes the sequence whose existence is guaranteed in Proposition 16. Due to $\mathcal{E}_j^\nu$’s translation invariance $((\psi'_n, A'_n))_{n \in \mathbb{N}}$ will namely be a minimizing sequence for $\mathcal{E}_j^\nu$ and by Proposition 16 we have

$$\forall \varepsilon > 0 \exists R > 0 \forall n \in \mathbb{N}: \|1_{B(y_n, R)}\psi'_n\|_{L^2}^2 = \|1_{B(y_n, R)}\psi_n\|_{L^2}^2 \geq \lambda - \varepsilon. \quad (56)$$

This enables us to show the existence of a minimizer for $\mathcal{E}_j^\nu$ on $S_\lambda$.

**Theorem 17.** For every choice of $j \in \{S, P\}$, $v \in \mathbb{R}^3$ with $0 < |v| < c$ and $\lambda \in \Lambda^\nu_j$ there exists a pair $(\psi, A) \in S_\lambda$ such that $\mathcal{E}_j^\nu(\psi, A) = I^\lambda_j$.

**Proof.** According to Lemma 11 (together with the Sobolev inequality) the sequences $(\psi'_n)_{n \in \mathbb{N}}$, $(A'_n)_{n \in \mathbb{N}}$ and $(\nabla \otimes A'_n)_{n \in \mathbb{N}}$ are bounded in the reflexive Banach spaces $H^1$, $L^6$ respectively $L^2$. Thus, the Banach-Alaoglu theorem gives the existence of functions $\psi \in H^1$ and $A \in L^6$ with square integrable derivatives such that (passing to subsequences)

$$\psi'_n \rightharpoonup_n \psi \text{ in } H^1, \quad A'_n \rightharpoonup_n A \text{ in } L^6 \quad \text{and} \quad \partial_\ell A'_n \rightharpoonup_n \partial_\ell A \text{ in } L^2 \quad (57)$$

for $\ell \in \{1, 2, 3\}$. Observe that we can (after passing to yet another subsequence) assume that

$$\psi'_n \rightarrow_n \psi \text{ and } A'_n \rightarrow_n A \text{ pointwise almost everywhere in } \mathbb{R}^3 \quad (58)$$

27
as a consequence of (57) and the result [11] Corollary 8.7] about weak convergence implying a.e. convergence of a subsequence.

The pair \((\psi, A)\) is our candidate for a minimizer, so we begin by showing that \((\psi, A) \in S_\lambda\). In this context the only nontrivial condition to check is that the identity \(\|\psi\|_{L^2}^2 = \lambda\) holds true. The inequality \(\|\psi\|_{L^2}^2 \leq \lambda\) follows immediately from (57) and weak lower semicontinuity of the norm \(\|\cdot\|_{L^2}\) (as expressed in [11, Theorem 2.11]). To prove the opposite inequality we let \(\varepsilon > 0\) be given and use (56) to choose an \(R > 0\) such that

\[
\|\psi_n\|_{L^2}^2 \geq \lambda - \varepsilon \quad \text{for all} \quad n \in \mathbb{N}.
\]

By (57) and the Rellich-Kondrashov theorem [11, Theorem 8.6] the left hand side of (59) converges to \(\|\psi\|_{L^2}^2\) as \(n\) tends to infinity. Hence we have \(\|\psi\|_{L^2}^2 \geq \lambda - \varepsilon\) for any \(\varepsilon > 0\) and consequently \(\|\psi\|_{L^2}^2 \geq \lambda\). Besides giving the desired conclusion that \((\psi, A) \in S_\lambda\) this also enables us to deduce that

\[
\psi_n \xrightarrow{n \to \infty} \psi \quad \text{in} \quad L^2,
\]

simply because the recently gained knowledge that \(\|\psi\|_{L^2}^2 = \|\psi_n\|_{L^2}^2 = \lambda\) gives together with (57) that

\[
\|\psi - \psi_n\|_{L^2}^2 = \|\psi\|_{L^2}^2 + \|\psi_n\|_{L^2}^2 - 2\text{Re}(\psi, \psi_n)_{L^2} \xrightarrow{n \to \infty} 0.
\]

Finally, we observe that by (58) the sequence \(((A_n')^\ell i_n)_{n \in \mathbb{N}}\) converges pointwise almost everywhere to \(A^\ell \psi\) and by the Hölder inequality it is bounded by \(K_3^2 C_3^4 \lambda^4\) in \(L^2\) for each \(\ell \in \{1, 2, 3\}\). We now use that a bounded sequence of functions converging pointwise a.e. to some \(L^2\)-limit also converges weakly in \(L^2\) to the same limit – to prove the weak convergence it suffices namely to test against \(C_0^\infty\)-functions by [19, Theorem V.1.3] and thus the result follows from Egorov’s theorem [19, Section 0.3]. This yields

\[
(A_n')^\ell \psi_n \xrightarrow{n \to \infty} A^\ell \psi \quad \text{in} \quad L^2,
\]

which together with (57) implies that

\[
\nabla_j A_n' \psi_n \xrightarrow{n \to \infty} \nabla_j A \psi \quad \text{in} \quad L^2.
\]

The remaining task to overcome is proving that \(I^\delta_\lambda = \delta^\nu_\ell(\psi, A)\) – or rather that \(I^\delta_\lambda \geq \delta^\nu_\ell(\psi, A)\) since the opposite inequality is trivially true. By super-additivity of \(\lim\inf\) and (12) we get

\[
I^\delta_\lambda \geq \frac{1}{2m} \lim\inf_{n \to \infty} \|\nabla_j A_n' \psi_n\|_{L^2}^2 + \frac{\eta}{n} \lim\inf_{n \to \infty} (\psi_n', \nu' \cdot \nabla \psi_n')_{L^2} + \frac{1}{8\pi} \lim\inf_{n \to \infty} \left(\left\|\nabla A_n'\right\|_{L^2}^2 - \left\|\left(\frac{\nu'}{\nu \cdot \nabla}\right) A_n'\right\|_{L^2}^2\right),
\]

(62)
so we will have to estimate each of the terms on the right hand side of (62). That

\[
\liminf_{n \to \infty} \| \nabla_j A_n' \psi_n' \|^2_{L^2} \geq \| \nabla_j A \psi \|^2_{L^2}
\]  

(63)

follows immediately from (61) and the weak lower semicontinuity of \( \| \cdot \|_{L^2} \).

Using (60), (57) and Lemma 11 gives

\[
\left| \left( \psi_n', i \mathbf{v} \cdot \nabla \psi_n' \right)_L - \left( \psi, i \mathbf{v} \cdot \nabla \psi \right)_L \right|
\]

\[
\leq |\mathbf{v}| C \| \psi_n' - \psi \|_{L^2} + \sum_{\ell=1}^{3} |v^\ell| (\psi, \partial_\ell \psi_n' - \partial_\ell \psi)_{L^2}
\]

\[
\longrightarrow_{n \to \infty} 0
\]

and therefore

\[
\liminf_{n \to \infty} \left( \psi_n', i \mathbf{v} \cdot \nabla \psi_n' \right)_L = \left( \psi, i \mathbf{v} \cdot \nabla \psi \right)_L.
\]  

(64)

To treat the last term on the right hand side of (62) we imagine that \( \mathbf{v} \) points in the direction of the first axis, whereby the functional

\[
\mathcal{H} : D^1 \ni \mathbf{B} \mapsto \sqrt{\| \nabla \otimes \mathbf{B} \|^2_{L^2} - \left\| \left( \frac{\mathbf{v}}{c} \cdot \nabla \right) \mathbf{B} \right\|^2_{L^2}} \in \mathbb{R}
\]

simply reduces to

\[
\mathcal{H}(\mathbf{B}) = \left\| \left( \frac{\sqrt{1 - \frac{\mathbf{v}^2}{c^2}}}{\nabla} \right) \otimes \mathbf{B} \right\|_{L^2}.
\]

It is immediately apparent that \( \mathcal{H} \) is a convex functional (by the triangle inequality) and \( \mathcal{H} \) is continuous \( D^1 \to \mathbb{R} \) since \( \mathcal{H}(\mathbf{B}) \leq \| \nabla \otimes \mathbf{B} \|_{L^2} \) for all \( \mathbf{B} \in D^1 \). Therefore we get from Mazur’s theorem [4, Corollary 3.9] that \( \mathcal{H} \) is weakly lower semicontinuous, which together with (57) implies that

\[
\liminf_{n \to \infty} \left( \| \nabla \otimes A_n' \|^2_{L^2} - \left\| \left( \frac{\mathbf{v}}{c} \cdot \nabla \right) A_n' \right\|^2_{L^2} \right) \geq \| \nabla \otimes A \|^2_{L^2} - \left\| \left( \frac{\mathbf{v}}{c} \cdot \nabla \right) A \right\|^2_{L^2},
\]  

(65)

since weak convergence of a sequence \((f_n)_{n \in \mathbb{N}}\) to some function \( f \) in the Hilbert space \( D^1 \) by the Riesz representation theorem is characterized by the limit \( (\nabla f_n, \nabla g)_{L^2} \longrightarrow (\nabla f, \nabla g)_{L^2} \) holding true for every choice \( g \in D^1 \). Finally, combining (62), (63), (64) and (65) results in the inequality \( I_\lambda^j \geq \varepsilon^\psi_j(A, A) \). □
Combining Theorem $17$ with Lemma $3$ now gives the main result.

6 Behavior of the Energy for Small Velocities of the Particle

In this final section we estimate the energy of our travelling wave solutions. The next Theorem $18$ shows that to leading order for small $|\mathbf{v}|$ the energy behaves like $\frac{m\mathbf{v}^2}{2}\lambda$. We interpret this as saying that there is no change in effective mass due to the electromagnetic field.

**Theorem 18.** Let $j \in \{S, P\}$ and $\lambda > 0$ be given. Then there exist $\theta_j, \kappa_j > 0$ (only depending on $j, \lambda, \hbar, c, Q$ and $m$) such that

$$\left| E_j(\mathbf{v}, \psi, \mathbf{A}) - \frac{m\mathbf{v}^2}{2}\lambda \right| \leq \kappa_j |\mathbf{v}|^3$$

for any $\mathbf{v} \in \mathbb{R}^3$ with $0 < |\mathbf{v}| < \theta_j$ and any minimizer $(\psi, \mathbf{A})$ of $\mathcal{E}_j^n$ on $\mathcal{S}_\lambda$.

**Proof.** Let $j \in \{S, P\}$, $\lambda > 0$ as well as $\mathbf{v} \in \mathbb{R}^3$ with $0 < |\mathbf{v}| < \Theta^\lambda_{j,+}$ be given and consider an arbitrary minimizer $(\psi, \mathbf{A})$ of $\mathcal{E}_j^n$ on $\mathcal{S}_\lambda$. Then according to Lemma $6$ and $26$ the pair $(\psi, \mathbf{A})$ must satisfy $\textbf{(19)}$. Thereby $\textbf{(24)}$, $\textbf{(25)}$ and Lemma $6$ give that

$$\|\partial_j, \mathbf{A}\|_{L^2}^2 \leq \frac{2^{8\pi^3}K^6_SQ^4m^2\lambda^3}{\hbar^8} \frac{|\mathbf{v}|^4}{(\Theta^\lambda_{j,+} - |\mathbf{v}|)^2(\Theta^\lambda_{j,-})^2}$$

and

$$\|\nabla \otimes \mathbf{A}\|_{L^2}^2 \leq \frac{2^{8\pi^3}K^6_Sc^2Q^4m\lambda^3}{\hbar^2} \frac{|\mathbf{v}|^4}{(c^2 - \mathbf{v}^2)^2(\Theta^\lambda_{j,+} - |\mathbf{v}|)(\Theta^\lambda_{j,-})}.$$ 

Using these estimates together with $\textbf{(16)}, \textbf{Lemma 6}$ Hölder’s and Sobolev’s inequalities results in the inequality

$$\|\nabla_j, \mathbf{A} + \frac{\mathbf{v}}{c} \mathbf{v}\|_{L^2}^2 \leq \frac{2^{6\pi^2}K^6_SQ^4m^2\lambda^3}{\hbar^2} \frac{|\mathbf{v}|^4(c^2(1 + \sqrt{2}) + \mathbf{v}^2(1 - \sqrt{2}))}{(c^2 - \mathbf{v}^2)^2(\Theta^\lambda_{j,+} - |\mathbf{v}|)(\Theta^\lambda_{j,-})}$$

and so the desired result follows immediately from the identities

$$E_S(\mathbf{v}, \psi, \mathbf{A}) = \frac{1}{2m}\|\nabla_{S, \mathbf{A} + \frac{\mathbf{v}}{c} \mathbf{v}}\psi\|_{L^2}^2 + \frac{m\mathbf{v}^2}{2}\lambda - \langle \psi, \nabla_{S, \mathbf{A} + \frac{\mathbf{v}}{c} \mathbf{v}}\psi \rangle_{L^2}$$

$$+ \frac{1}{8\pi} \int_{\mathbb{R}^3} \left( \left| \left( \frac{\mathbf{v}}{c} \cdot \nabla \right) \mathbf{A} \right|^2 + \left| \nabla \times \mathbf{A} \right|^2 \right) \, d\mathbf{x}.$$ 

and

$$E_P(\mathbf{v}, \psi, \mathbf{A}) = \frac{1}{2m}\|\nabla_{P, \mathbf{A} + \frac{\mathbf{v}}{c} \mathbf{v}}\psi\|_{L^2}^2 + \frac{m\mathbf{v}^2}{2}\lambda - \text{Re}(\mathbf{\sigma} \cdot \mathbf{v}, \nabla_{P, \mathbf{A} + \frac{\mathbf{v}}{c} \mathbf{v}}\psi)_{L^2}$$

$$+ \frac{1}{8\pi} \int_{\mathbb{R}^3} \left( \left| \left( \frac{\mathbf{v}}{c} \cdot \nabla \right) \mathbf{A} \right|^2 + \left| \nabla \times \mathbf{A} \right|^2 \right) \, d\mathbf{x}. \quad \square$$
A The Poisson Equation

Given some function \( f \) the corresponding Poisson equation reads

\[
-\Delta u = f. \tag{66}
\]

Let us briefly recall the contents of [11, Theorem 6.21] and [11, Remark 6.21(2)]: If \( f \in L^1_{\text{loc}}(\mathbb{R}^3) \) and

\[
\int_{\mathbb{R}^3} \frac{|f(y)|}{1 + |y|} \, dy < \infty \tag{67}
\]

then defining \( u : \mathbb{R}^3 \to \mathbb{C} \) by

\[
u(x) = \frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{1}{|x-y|} f(y) \, dy \tag{68}
\]

for almost every \( x \in \mathbb{R}^3 \) results in a locally integrable solution of (66). Moreover, the distributional gradient \( \nabla u \) can be identified with the function given by

\[
\nabla u(x) = -\frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{x-y}{|x-y|^3} f(y) \, dy \tag{69}
\]

for almost every \( x \in \mathbb{R}^3 \). We will need the following result.

**Lemma 19.** If \( f \in L^1 \cap L^3 \) and \( \nabla f \in L^1 \cap L^{5/4} \) then \( u \) defined by (68) is a \( D^1 \)-function solving (66) in the distribution sense. Likewise, if \( f \in H^1 \) has compact support then \( u \) solves (66) and \( \nabla u \in D^1 \).

**Proof.** Verifying the condition (67) in each of the two scenarios outlined in the statement of the lemma is an easy task, which is left for the reader – in this context it is useful to note that \( y \mapsto \frac{1}{1 + |y|} \) is e.g. an \( L^3 \)-function. Thus, the function defined almost everywhere by (68) is indeed a solution of the Poisson equation in those two cases.

Suppose that \( f \in L^1 \cap L^3 \) and \( \nabla f \in L^1 \cap L^{5/4} \). Then we first show that \( u \) vanishes at infinity: For this let \( N \) denote the null set on which the identities (68) and (69) do not hold true. Then for each sequence \( (x_k) \in \mathbb{N} \) of elements in \( \mathbb{R}^3 \setminus N \) with \( |x_k| \xrightarrow{k \to \infty} \infty \) we have

\[
|u(x_k)| \leq \frac{1}{4\pi} \left\| 1_{B(x_k,1)} f \right\|_{L^3} \left\| \frac{1_{B(0,1)}}{|\cdot|} \right\|_{L^{3/2}} + \frac{1}{4\pi} \left\| \frac{(1_{\mathbb{R}^3 \setminus B(x_k,1)} f)(\cdot)}{|x_k - \cdot|} \right\|_{L^1} \xrightarrow{k \to \infty} 0,
\]

where we split the integral involved in the expression for \( u(x_k) \) into a contribution from \( B(x_k,1) \) as well as a contribution from \( \mathbb{R}^3 \setminus B(x_k,1) \) and treat
these by means of the Hörder inequality and Lebesgue’s dominated convergence theorem. In order to prove that $\nabla u$ is square integrable we use the Hörder inequality and Tonelli’s theorem to get

$$
\int_{\mathbb{R}^3} |\nabla u(x)|^2 \, dx \\
\leq \frac{1}{8\pi^2} \int_{\mathbb{R}^3} \left( \int_{B(x,1)} \frac{|f(y)|}{|x - y|^2} \, dy \right)^2 \, dx + \frac{1}{8\pi^2} \int_{\mathbb{R}^3} \left( \int_{\mathbb{R}^n \setminus B(x,1)} \frac{|f(y)|}{|x - y|^2} \, dy \right)^2 \, dx
$$

\[
\leq \frac{1}{8\pi^2} \int_{\mathbb{R}^3} \int_{B(x,1)} \frac{|f(y)|}{|x - y|^2} \, dy \, dx \left\| \frac{1}{|x|} \int_{B(0,1)} |f(y)| \, dy \right\|_{L^2}^2 + \frac{1}{8\pi^2} \int_{\mathbb{R}^3} \int_{\mathbb{R}^n \setminus B(x,1)} \frac{|f(y)|}{|x - y|^2} \, dy \, dx \left\| \frac{1}{|x|} \int_{B(0,1)} |f(y)| \, dy \right\|_{L^2}^2
\]

\[
+ \frac{1}{8\pi^2} \int_{\mathbb{R}^3} \int_{\mathbb{R}^n \setminus B(x,1)} \frac{|f(y)|}{|x - y|^2} \, dy \, dx \left\| \frac{1}{|x|} \int_{B(0,1)} |f(y)| \, dy \right\|_{L^2}^2 \leq \frac{1}{8\pi^2} \left\| \frac{1}{|x|} \int_{B(0,1)} |f(y)| \, dy \right\|_{L^2}^4 + \frac{1}{8\pi^2} \int_{\mathbb{R}^3} \int_{\mathbb{R}^n \setminus B(x,1)} \frac{|f(y)|}{|x - y|^2} \, dy \, dx \left\| \frac{1}{|x|} \int_{B(0,1)} |f(y)| \, dy \right\|_{L^2}^2
\]

and so we conclude that $u \in D^1$.

Assume now that $f \in H^1$ has support in some ball $B(0, r_f)$. Then for all $x \in \mathbb{R}^3 \setminus N$ with $|x| > r_f$ we have

$$
|\nabla u(x)| \leq \frac{1}{4\pi(|x| - r_f)^2} \left( \frac{4}{3\pi r_f^3} \right)^{\frac{1}{2}} \|f\|_{L^2}
$$

whereby we deduce that $\nabla u$ vanishes at infinity. Combining the change of variables $z = x - y$ with a naive differentiation under the integral sign in (69) suggests that

$$
\partial_j \partial_k u(x) = -\frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{x_k - y_k}{|x - y|^3} \partial_j f(y) \, dy
$$

(70)

for $j, k \in \{1, 2, 3\}$ and almost every $x \in \mathbb{R}^3$. Under the assumption that $f$ has square integrable first derivatives and compact support, the right hand side of (70) is indeed well defined almost everywhere in $\mathbb{R}^3$: The function $y \mapsto \frac{\partial_j f(y)}{|x - y|^2}$ (and thereby also $y \mapsto \frac{x_k - y_k}{|x - y|^3} \partial_j f(y)$) must namely be integrable for almost all $x \in B(0, 2r_f)$, since Tonelli’s theorem, the Cauchy-Schwarz inequality and the basic observation stated on Figure 9(a) give that

$$
\int_{B(0,2r_f)} \int_{B(0,r_f)} \frac{\partial_j f(y)}{|x - y|^2} \, dy \, dx \leq \frac{1}{3} \int_{B(0,3r_f)} \frac{1}{|x|} \left\| \partial_j f \right\|_{L^2}^2
$$

(71)

On the other hand $y \mapsto \frac{\partial_j f(y)}{|x - y|^2}$ is majorized by the integrable function $\frac{\partial_j f}{r_f^2}$ for all $x \in \mathbb{R}^3 \setminus B(0, 2r_f)$, as shown on Figure 9(b). Thus, it makes sense to consider the function given (a.e.) by the expression on the right hand side of (70) – the identification of this function with the distribution $\partial_j \partial_k u$ then
Figure 9: Estimates on the distance from \( x \) to any \( y \in \text{supp} f \subset B(0, r_f) \) in the cases \( x \in B(0, 2r_f) \) respectively \( x \in \mathbb{R}^3 \setminus B(0, 2r_f) \). Both estimates follow from the triangle inequality in \( \mathbb{R}^3 \).

follows from a standard argument utilizing Fubini’s theorem (which is outlined in the proof of \[11, \text{Theorem 6.21}\]). It just remains to be proven that the functions \( \partial_j \partial_k u \) are square integrable – we first verify this square integrability on the ball \( B(0, 2r_f) \). This is done by using the Hölder inequality, the Jensen inequality and the Hardy-Littlewood-Sobolev inequality:

\[
\int_{B(0, 2r_f)} |\partial_j \partial_k u(x)|^2 \, dx \\
\leq \frac{1}{16\pi^2} \int_{B(0, 2r_f)} \left( \int_{B(0, r_f)} \frac{|\partial_j f(y)|^{\frac{6}{5}}}{|x - y|^{\frac{9}{4}}} \, dy \right)^{\frac{10}{3}} \left( \int_{B(0, 3r_f)} (x - y) \frac{5}{27} |x - y|^{\frac{27}{10}} \, dy \right)^{\frac{10}{9}} \|\partial_j f\|_{L^2}^2 \, dx
\]

\[
\leq \left( \frac{4}{3} \pi r_f^3 \right)^{\frac{1}{3}} \frac{1}{8\pi^2} \left( \frac{1}{3} \pi \right)^{\frac{5}{6}} \left( \left( \frac{5}{3} \right)^{\frac{5}{6}} + \left( \frac{5}{2} \right)^{\frac{5}{6}} \left( \frac{4}{3} \pi (2r_f)^3 \right)^{\frac{1}{2}} \right) \left( \int_{B(0, 3r_f)} \frac{1}{|x - y|^{\frac{27}{10}}} \|\partial_j f\|_{L^2}^2 \, dy \right)^{\frac{10}{9}} \|\partial_j f\|_{L^2}^2.
\]

Finally, the Cauchy-Schwarz inequality, Tonelli’s theorem and the observation on Figure 9(b) give

\[
\int_{\mathbb{R}^3 \setminus B(0, 2r_f)} |\partial_j \partial_k u(x)|^2 \, dx \leq \frac{1}{16\pi^2} \left( \frac{4}{3} \pi r_f^3 \right)^{\frac{1}{3}} \left( \int_{\mathbb{R}^3 \setminus B(0, r_f)} \frac{1}{|x|^{\frac{27}{10}}} \|\partial_j f\|_{L^2}^2 \, dx \right)^{\frac{10}{9}} \|\partial_j f\|_{L^2}^2,
\]

whereby \( \partial_j \partial_k u \) is also square integrable on \( \mathbb{R}^3 \setminus B(0, 2r_f) \). Consequently, \( \nabla u \) is a \( D^1 \)-function.

**Remark 20.** Consider a locally integrable, harmonic function \( u \) with square integrable first derivatives. The harmonicity of \( \nabla u \) ensures the existence of vector fields \( p_m \) on \( \mathbb{R}^3 \) with homogeneous harmonic polynomials of degree \( m \) as coordinates such that

\[
\nabla u(x) = \sum_{m=0}^{\infty} p_m(x)
\]
for all $x \in \mathbb{R}^3$ (see [1, Corollary 5.34 and Proposition 1.30]). The series even converges absolutely and uniformly on compact subsets of $\mathbb{R}^3$ so for an arbitrary given $R > 0$ we have the series representation $\nabla u = \sum_{m=0}^{\infty} p_m$ in $[L^2(\mathcal{B}(0,R))]^3$. Integrating in polar coordinates and using the homogeneity of the functions $p_m$ as well as the spherical harmonic decomposition [1, Theorem 5.12] of $L^2(\partial \mathcal{B}(0,1))$ now gives

$$\|1_{\mathcal{B}(0,R)}\nabla u\|_{L^2}^2 = \sum_{m=0}^{\infty} \sum_{\ell=0}^{\infty} \int_0^R r^{m+\ell+2} dr \|p_m, p_\ell\|_{L^2(\partial \mathcal{B}(0,1))}^2 = \sum_{m=0}^{\infty} \frac{R^{2m+3}}{2m+3} \|p_m\|_{L^2(\partial \mathcal{B}(0,1))}^2. \quad (72)$$

By Lebesgue’s dominated convergence theorem the left hand side of (72) converges to $\|\nabla u\|_{L^2}^2$ as $R \to \infty$ so the same must be true for the right hand side. But the right hand side simply cannot converge as $R \to \infty$ unless $p_m \equiv 0$ for all $m \in \mathbb{N}_0$ – so we conclude that $\nabla u \equiv 0$. Therefore $u$ is a constant function – consequently, the Poisson equation can at most have one solution in the space $D^1$.
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