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Abstract  In this work we shall consider the initial value problem associated to the generalized derivative Schrödinger (gDNLS) equations
\[
\partial_t u = i\partial_x^2 u + \mu |u|^\alpha \partial_x u, \quad x, t \in \mathbb{R}, \quad 0 < \alpha \leq 1 \quad \text{and} \quad |\mu| = 1,
\]
and
\[
\partial_t u = i\partial_x^2 u + \mu \partial_x (|u|^\alpha u), \quad x, t \in \mathbb{R}, \quad 0 < \alpha \leq 1 \quad \text{and} \quad |\mu| = 1.
\]
Following the argument introduced by Cazenave and Naumkin we shall establish the local well-posedness for a class of small data in an appropriate weighted Sobolev space. The other main tools in the proof include the homogeneous and inhomogeneous versions of the Kato smoothing effect for the linear Schrödinger equation established by Kenig–Ponce–Vega.
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1 Introduction

We study the initial value problems (IVP) associated to the generalized nonlinear derivative Schrödinger equation,
\[
\begin{aligned}
\partial_t u &= i\partial_x^2 u + \mu |u|^\alpha \partial_x u, \quad x, t \in \mathbb{R}, \quad 0 < \alpha \leq 1, \\
u(x, 0) &= u_0(x),
\end{aligned}
\quad (1.1)
\]
and
\[
\begin{aligned}
\partial_t u &= i\partial_x^2 u + \mu \partial_x (|u|^{\alpha}u), \quad x, t \in \mathbb{R}, \quad 0 < \alpha \leq 1, \\
u(x, 0) &= u_0(x),
\end{aligned}
\]  
(1.2)
where \( u \) is a complex valued function, \( \mu \in \mathbb{C} \) with \( |\mu| = 1 \).

The equation in (1.2) generalized the well-known derivative nonlinear Schrödinger equation (DLNS),
\[
i\partial_t u + \partial_x^2 u + i\partial_x (|u|^2u) = 0, \quad x, t \in \mathbb{R},
\]  
(1.3)
which appears as a model in plasma physics and optics [28, 30, 31]. It is also an equation which is exactly solvable by the inverse scattering technique, see [20]. The gauge transformation
\[
v(x, t) = u(x, t) \exp\left( \frac{i}{2} \int_{-\infty}^{x} |u(y, t)|^2 dy \right)
\]  
(1.4)
allows to obtain the Hamiltonian form of the equation (1.3), i.e.
\[
i\partial_t v + \partial_x^2 v + |v|^2\partial_x v = 0, \quad x, t \in \mathbb{R}.
\]  
(1.5)
More precisely,
\[
\frac{dv(t)}{dt} = -iE'(v(t))
\]  
(1.6)
where \( E(v) \) is the energy of \( v \) defined by
\[
E(v)(t) = \frac{1}{2} \int |\partial_x v|^2 dx + \frac{1}{4} \text{Im} \int |v|^2 \bar{v}\partial_x v dx.
\]  
(1.7)

The IVP associated to (1.5) has been studied in several publications (see for instance [2, 5, 6, 13, 15, 16, 33, 36, 37]) where among other qualitative properties local and global well-posedness issues were investigated. In particular, a global sharp well-posedness result was obtained by Guo and Wu [11] in \( H^{1/2}(\mathbb{R}) \) for initial data satisfying
\[
\|u_0\|^2_2 < 4\pi,
\]  
(1.8)
or
\[
\|u_0\|^2_2 = 4\pi \quad \text{and} \quad P(u_0) < 0,
\]  
(1.9)
where \( P(\cdot) \) denotes the momentum which is conserved by the flow and is given by
\[
P(u) = \text{Re} \int i\partial_x u \bar{u} dx
\]  
(see also [41]).

Recently, via inverse scattering method Jenkins et al. [18] established global existence of solutions without any restriction on the size of the data in an appropriate weighted Sobolev space. For results concerning the initial-periodic-boundary value problem (IPBVP) we refer to [9], and [17].

Like the DNLS equation the gDNLS admits a two-parameter family of solitary wave solutions given explicitly by
\[
\psi_{\omega, c}(x, t) = \varphi_{\omega, c}(x - ct) \exp \left\{ \omega t + \frac{c}{2} (x - ct) - \frac{1}{\alpha + 2} \int_{-\infty}^{x - ct} \varphi_{\omega, c}^\alpha(y) dy \right\}, \quad \alpha > 0,
\]
where
\[
\varphi_{w,c}(x) = \begin{cases} 
\frac{(2 + \alpha)(4\omega - c^2)}{4\sqrt{\omega}\cosh\left(\frac{\omega}{4}\sqrt{4\omega - c^2x}\right) - 2c} \frac{1}{\omega}, & \text{if } \omega > \frac{c^2}{4}, \\
(\alpha + 2)^{\frac{1}{\alpha}} c^{\frac{1}{\alpha}} \left(\frac{\alpha^2}{4}(cx)^2 + 1\right)^{-\frac{1}{\alpha}}, & \text{if } \omega = \frac{c^2}{4} \text{ and } c > 0.
\end{cases}
\]

In [26] Liu, Simpson and Sulem obtained stability and instability results for these solitary wave solutions (see also [38] and references therein). Concerning stability matters, for the case \( \alpha = 2 \) the set of available results is significantly more complete (see [4, 10, 23, 24, 27] and references therein).

When \( \alpha > 0, \alpha \neq 2 \), very little is known regarding well-posedness results for the IVP (1.1). In [12] Hao proved local well-posedness in \( H^s(\mathbb{R}) \), for \( \alpha > 5 \) and \( s > \frac{1}{2} \). Ambrose and Simpson [1] for the IPBVP established existence and uniqueness of solutions \( u \in L^\infty([0,T]; H^1(\mathbb{R})) \). In [34] Santos showed the existence and uniqueness of solution \( u \in L^\infty((0,T); H^{3/2}(\mathbb{R})) \), \( (x)^{-1}u \in L^\infty((0,T); H^{1/2}(\mathbb{R})) \) for sufficient small initial data in the case \( 1 < \alpha < 2 \), and local well-posedness in \( H^{1/2}(\mathbb{R}) \) for small data when \( \alpha > 2 \). In [14] Hayashi and Ozawa considered the gDNLS equation in a bounded interval with a Dirichlet condition and established local results in \( H^2 \) for \( \alpha \geq 1 \) and \( H^1 \) for \( \alpha \geq 2 \). In [8] Fukaya, Hayashi and Inui showed global result for initial data in \( H^1(\mathbb{R}) \), for any \( \alpha \geq 2 \), with initial data satisfying some size restriction. Their approach is based in a variational method. No result for the case \( \alpha \in (0,1] \) has been available.

Our goal in this work is to give a positive answer to the local well-posedness for the IVP (1.1) in a class of initial data. To present our result we first describe our motivation and the ideas behind the proofs.

In [3] Cazenave and Naumkin studied the IVP associated to semi-linear Schrödinger equation,
\[
\begin{align*}
\partial_t u - i&\Delta u \pm |u|^\alpha u, \quad x \in \mathbb{R}^N, \ t \in \mathbb{R}, \ \alpha > 0, \\
u(x,0) &= u_0(x)
\end{align*}
\]  
(1.10)

with initial data \( u_0 \in H^s(\mathbb{R}^N) \). For every \( \alpha > 0 \) they constructed a class of initial data for which there exist unique local solutions for the IVP (1.10). Also, they obtained a class of initial data for \( \alpha > \frac{2}{N} \) for which there exist global solutions that scatter.

One of the ingredients in the proofs of their results, is the fact that solutions of the linear problem satisfy
\[
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m e^{it\Delta}u_0(x)| > 0,
\]  
(1.11)

for \( t \in [0,T] \) with \( T \) sufficiently small whenever the initial data satisfy
\[
\inf_{x \in \mathbb{R}^N} |\langle x \rangle^m u_0(x)| \geq \lambda > 0.
\]  
(1.12)

This is reached for \( m = m(\alpha) \) and \( u_0 \in H^s(\mathbb{R}^N) \) with \( s \) sufficiently large. To prove the inequality (1.11) the authors in [3] rely on Taylor’s power expansion to avoid applying the Sobolev embedding since the nonlinear \( |u|^\alpha u \) is not regular enough and it would restrict the argument to dimensions \( N \geq 4 \).
In the case on study in this paper, besides the term $|u|^{\alpha}$ being not regular enough (it is only $C^\alpha$ for $0 < \alpha < 1$), the presence of the derivative makes more difficult the analysis of the nonlinear term of the equation in (1.1).

Inspired in the results in [3] and using the smoothing effects of Kato type for the linear Schrödinger equation (homogeneous and inhomogeneous versions found in [21]) we establish a local well-posedness result for the IVP (1.1) for small data in a Sobolev weighted space with data satisfying (1.12). We achieve this via a contraction mapping principle applied to the integral equation equivalent form for the IVP (1.1),

$$u(t) = e^{it\partial^2_x} u_0 + \mu \int_0^t e^{i(t-t')\partial^2_x} (|u|^{\alpha} \partial_x u)(t') \, dt'$$

(1.13)

and

$$u(t) = e^{it\partial^2_x} u_0 + \mu \int_0^t e^{i(t-t')\partial^2_x} \partial_x (|u|^{\alpha} u)(t') \, dt'$$

(1.14)

for the IVP (1.2).

More precisely, our main result reads as follows.

**Theorem 1.1** Given $\alpha \in (0, 1]$ and $k \geq m + 3$, $k \in \mathbb{Z}^+$, with $m \equiv \lfloor \frac{2}{\alpha} + 1 \rfloor$ ($\lfloor x \rfloor$ the greatest integer less than or equal to $x$), there exists $\delta = \delta(\alpha; k) > 0$ such that if

$$u_0 \in H^s(\mathbb{R}), \quad s = k + \frac{1}{2},$$

(1.15)

and

$$\langle x \rangle^m u_0 \in L^\infty(\mathbb{R}), \quad \langle x \rangle^m \partial_x^j u_0 \in L^2(\mathbb{R}), \quad j = 0, 1, 2,$$

(1.16)

with

$$\|u_0\|_{s, 2} + \|\langle x \rangle^m u_0\|_{\infty} + \sum_{j=1}^3 \|\langle x \rangle^m \partial_x^j u_0\|_2 < \delta$$

(1.17)

and

$$\inf_x \langle x \rangle^m |u_0(x)| \geq \lambda > 0.$$  

(1.18)

Then the IVP (1.1) has a unique solution $u$ such that

$$u \in C([0, T] : H^s(\mathbb{R})), \quad (1.19)$$

$$\langle x \rangle^m u \in C([0, T] : C(\mathbb{R}) \cap L^\infty(\mathbb{R})), \quad (1.20)$$

$$\langle x \rangle^m \partial_x^j u \in C([0, T] : L^2(\mathbb{R})), \quad j = 0, 1, 2,$$

(1.21)

and

$$\partial_x^{k+1} u \in L^\infty(\mathbb{R} : L^2([0, T]))$$

(1.22)

with $T = T(\alpha; k; \delta; \lambda) > 0$. Moreover, the map data-solution

$$u_0 \mapsto u(\cdot, t)$$

from a neighborhood of the datum $u_0$ in $H^s(\mathbb{R})$ intersected with the set in (1.16) satisfying (1.17)–(1.18) into the class defined by (1.19)–(1.22) is smooth.
**Remark 1.2** In the case $0 < \alpha < 2$, $\mu \neq \pm 1$, the weighted condition on the data can be explained by the so-called Mizohata condition (simplified version) [29].

For the linear IVP

\[
\begin{cases}
\partial_t u + i\Delta u + \vec{b}(x) \cdot \nabla u, & x \in \mathbb{R}^n, \ t \in \mathbb{R}, \\
u(x, 0) = u_0(x),
\end{cases}
\]  

(1.23)

where $\vec{b} = (b_1, \ldots, b_n)$ with $b_j : \mathbb{R} \to \mathbb{C}$, $j = 1, \ldots, n$ smooth functions, the hypothesis

\[
\sup_{\xi \in S^{n-1}} \sup_{x \in \mathbb{R}^n} \left| \int_0^l \text{Im} b_j(x + r\xi) \hat{\xi}_j \, dr \right| < \infty
\]  

(1.24)

is a necessary condition for the $L^2$-well-posedness of (1.23).

**Remark 1.3**

(a) The choice $m = \lfloor 2/\alpha + 1 \rfloor$ can be replaced by $m > 1/\alpha \geq 1$. Notice that this hypothesis is consistent with Mizohata’s condition (1.24). However, by fixing $m = \lfloor 2/\alpha + 1 \rfloor$ one greatly shortens some technical details in the proof.

Here the constants $\delta = \delta(s; \alpha) > 0$ and $m = m(\alpha)$, and clearly $\lambda \ll \delta$. Typically the function $\varphi(x) = \frac{c_0}{\langle x \rangle^m}$ for appropriate $c_0$ satisfies the hypotheses.

(b) The condition $k > m$ is natural since the operator $\Gamma = x + 2it\partial_x$ commutes with $\partial_t - i\partial_x^2$.

(c) The hypothesis on $s$, $s - 1/2 = k \in \mathbb{Z}^+$ is not essential, but highly simplify the exposition around the use of the smoothing effect in [21], which in the inhomogenous case roughly speaking provides a gain of one derivative, see Lemma 2.1, estimate (2.2).

(d) From the assumptions (1.16) and (1.18) one has that

\[
\langle x \rangle^{m-1}u_0 \in L^2(\mathbb{R}), \quad \langle x \rangle^mu_0 \notin L^2(\mathbb{R})
\]

and by Sobolev embedding

\[
\langle x \rangle^m\partial_x u_0, \quad \langle x \rangle^m\partial_x^2 u_0 \in L^\infty(\mathbb{R}).
\]

Also, fixing $k = m + 3$ from the interpolation in Section 2 it follows from (1.17) that

\[
\| \langle x \rangle^{-r}\partial_x^{l+r} u_0 \|_2, \quad l = 0, 1, \quad r = 0, \ldots, m
\]

can be interpolated between

\[
\| \langle x \rangle^{l+r}\partial_x^{l+1+r} u_0 \|_2 \quad \text{and} \quad \| \partial_x^{l+1+r} u_0 \|_{m, 2} \quad l = 0, 1.
\]

Concerning the IVP (1.2) we obtain the following:

**Theorem 1.4** Under the same hypotheses, the conclusions of Theorem 1.1 extend to solutions of the IVP (1.2).

This paper is organized as follows. In Section 2, we list some estimates useful in the proof of Theorem 1.1. Section 3 contains the proof of our main result.

Before leaving this section we will introduce the notation used in this manuscript.

### 1.1 Notation

We denote $\langle x \rangle = (1 + x^2)^{1/2}$. The Fourier transform of a function $f$, and its inverse Fourier transform are denoted by $\hat{f}$ and $\check{f}$ respectively. For $s \in \mathbb{R}$, $J^s = (1 - \partial_x^2)^{s/2}$, and $D^s = (-\partial_x^2)^{s/2}$ stand for the Riesz and Bessel potentials of order $-s$, respectively. The functional
space $H^s(\mathbb{R}) = (1 - \partial_x^2)^{-s/2}(L^2(\mathbb{R}))$ denotes the Sobolev spaces of order $s$ endowed with the norm $\|f\|_{s,2} = \|J^s f\|_2$. $H^1(\mathbb{R} : dv)$, $l \in \mathbb{Z}^+$, denotes the weighted Sobolev space of functions $f : \mathbb{R} \to \mathbb{R}$ such that
\[
\|f\|^2_{H^1(\mathbb{R} : dv)} = \sum_{j=0}^l \int_{\mathbb{R}} ((\partial_x^j f)(x))^2 \, dv(x) < \infty.
\]

For two variable functions $f = f(x,t)$ with $(x,t) \in \mathbb{R} \times [0,T]$, we consider the mixed spaces $L^q([0,T];L^p(\mathbb{R}))$ and $L^p(\mathbb{R};L^q([0,T]))$ corresponding to the norms
\[
\|f\|_{L^q_T L^p_x} = \left( \int_0^T \left( \int_{\mathbb{R}} |f(x,t)|^q \, dx \right)^{1/q} \, dt \right)^{1/q}
\]
and
\[
\|f\|_{L^p_x L^q_T} = \left( \int_{\mathbb{R}} \left( \int_0^T |f(x,t)|^p \, dt \right)^{1/p} \, dx \right)^{1/p}.
\]

2 Preliminary Estimates

We shall use the following estimates concerning the inhomogeneous linear problem associated to the Schrödinger equation:

Lemma 2.1 ([21]) If $v$ is solution of
\[
\begin{align*}
\partial_t v &= i\partial_x^2 v + F(x,t), \quad x \in \mathbb{R}, t \in [0,T], \\
v(x,0) &= v_0(x),
\end{align*}
\]
then
\[
\|D_x^{1/2} v\|_{L^\infty_x L^q_T} + \|\partial_x v\|_{L^\infty_x L^q_T} \lesssim \|D_x^{1/2} v_0\|_2 + \|F\|_{L^1_T L^2_x}. \tag{2.2}
\]

Proof For the proof of (2.2) we refer to [21].

The result in Lemma 2.1 is the optimal one-dimensional (homogeneous and inhomogeneous) version of the smoothing effect in solutions of the Schrödinger equation. This type of effect, in his homogenous version, was first established by Kato [19] in solutions of the Korteweg–de Vries equation (see also [22]). In [7, 35] and [40] the corresponding homogeneous $n$-dimensional result was deduced (for further comments and discussion see [25]).

To end this section, we state the following useful interpolation results.

Lemma 2.2 For any $a, b > 0$ and $\gamma \in (0,1)$
\[
\|J^\gamma a(\langle x \rangle^{1-\gamma} b f)\|_2 \leq c \|\langle x \rangle^b f\|_2^{1-\gamma} \|J^a f\|_2^\gamma, \quad \gamma \in (0,1), \tag{2.3}
\]
and
\[
\|\langle x \rangle^\gamma a(\langle x \rangle^{1-\gamma} b f)\|_2 \leq c \|\langle x \rangle^b f\|_2^{1-\gamma} \|\langle x \rangle^a f\|_2^\gamma, \quad \gamma \in (0,1).
\]

For the proof which is based on the Three Lines Theorem we refer to [32].

By integration by parts, one also has:

Lemma 2.3 For any $j, k \in \mathbb{Z}^+$, $j, k \geq 1$ there exists $c = c(k;j) > 0$ such that
\[
\begin{align*}
\|\langle x \rangle^{k} \partial_x^j f\|_2^2 &\leq c \|\langle x \rangle^k \partial_x^{k+j+1} f\|_2 \|\langle x \rangle^{k} \partial_x^{j-1} f\|_2 + c \|\langle x \rangle^{k-1} \partial_x^{j-1} f\|_2^2, \\
\|\langle x \rangle^{k} \partial_x^j f\|_2^2 &\leq c \|\langle x \rangle^{k-1} \partial_x^{j+1} f\|_2 \|\langle x \rangle^{k} \partial_x^{j-1} f\|_2 + c \|\langle x \rangle^{k-1} \partial_x^{j-1} f\|_2^2, \\
\|\langle x \rangle^{k} \partial_x^j f\|_2^2 &\leq c \|\langle x \rangle^{k+1} \partial_x^{j+1} f\|_2 \|\langle x \rangle^{k} \partial_x^{j-1} f\|_2 + c \|\langle x \rangle^{k-1} \partial_x^{j-1} f\|_2^2. \tag{2.4}
\end{align*}
\]
3 Proof of the Main Result

Consider the IVP
\[
\begin{aligned}
\partial_t u &= i \partial_x^2 u + \mu |u|^{\alpha} \partial_x u, \quad x, t \in \mathbb{R}, \ 0 < \alpha \leq 1, \ |\mu| = 1, \\
u(x, 0) &= u_0(x)
\end{aligned}
\]  
(3.1)

and its integral equation version
\[
u(t) = e^{i t \partial_x^2} u_0 + \mu \int_0^t e^{i(t-t') \partial_x^2} (|u|^{\alpha} \partial_x u)(t') \, dt'.
\]  
(3.2)

Let us fix \( s = k + \frac{1}{2} \), with \( k \) to be determined below.

We shall establish the existence and uniqueness (in fact local well-posedness of (3.1)) by using the contraction principle of the operator
\[
\Phi(u)(t) = e^{i t \partial_x^2} u_0 + \mu \int_0^t e^{i(t-t') \partial_x^2} (|u|^{\alpha} \partial_x u)(t') \, dt',
\]  
(3.3)

with the data \( u_0 \) satisfying
\[
\|u_0\|_{s,2} + \|\langle x \rangle^m u_0\|_{\infty} + \sum_{j=0}^{2} \|\langle x \rangle^m \partial_x^{j+1} u_0\|_2 < \delta
\]  
(3.4)

for some \( \delta \sim 1 \) and for some \( m + 3 \leq k = s - 1/2, \ k \geq 4 \), there exists \( \lambda > 0 \) such that
\[
\inf_{x} \langle x \rangle^m |u_0(x)| \geq \lambda.
\]  
(3.5)

It will be shown that if
\[
X_T = \left\{ u \in C([0,T] : H^s(\mathbb{R})) : \right. \\
\sup_{[0,T]} \left( \|u(t)\|_{s,2} + \|\langle x \rangle^m u(t)\|_{\infty} + \sum_{j=1}^{3} \|\langle x \rangle^m \partial_x^j u(t)\|_2 \right) \\
+ \|\partial_x^{k+1} u\|_{L^\infty_T L^2_x} \equiv \|u\|_T \leq 2c\delta \\
\text{and} \inf_{(x,t) \in \mathbb{R} \times [0,T]} \langle x \rangle^m |u(x,t)| \geq \frac{\lambda}{4}\right\},
\]  
(3.6)

then \( \Phi \) maps \( X_T \) into itself and defines a contraction in the \( \|\cdot\|_T \)-norm for \( T \) sufficiently small.

We recall that
\[
\|f\|_{s,2} \simeq \|D_x^s f\|_2 + \|f\|_2.
\]  
(3.7)

Thus, from (2.2)
\[
\|D_x^s \Phi(u)\|_{L^\infty_T L^2_x} + \|\partial_x^{k+1} \Phi(u)\|_{L^\infty_T L^2_x} \leq c \delta + \sum_{j=0}^{k} c_j \|\partial_x^{j} (|u|^{\alpha}) \partial_x^{k+1-j} u\|_{L^1_T L^2_x} \\
\leq c \delta + \sum_{j=0}^{k} c_j A_j.
\]  
(3.8)

We observe that from (3.6) one has that
\[
\langle x \rangle^m \geq \frac{\lambda}{4} |u(x,t)|^{-1}, \ \forall (x,t) \in \mathbb{R} \times [0,T].
\]  
(3.9)
First consider the term $A_0$ in (3.8). Then for $\theta > 1$,
\[
A_0 \equiv c_0 \| \langle x \rangle^{-\theta} \langle x \rangle^\theta |u|^\alpha \partial_x^{k+1} u \|_{L_x^1 L_T^2}
\leq c \| \langle x \rangle^\theta |u|^\alpha \partial_x^{k+1} u \|_{L_x^\infty L_T^2}
\leq c \| \langle x \rangle^\theta |u|^\alpha \|_{L_x^\infty L_T^2} \| \partial_x^{k+1} u \|_{L_x^\infty L_T^2}
\leq c \| \langle x \rangle^m |u| \|_{L_x^\infty L_T^2} \| \partial_x^{k+1} u \|_{L_x^\infty L_T^2}
\]
with $m \geq \theta / \alpha$.

To simplify the exposition we fix
\[
\theta = 2, \quad m = \left[ \frac{2}{\alpha} + 1 \right] \quad \text{and} \quad k = m + 3.
\]

Next, we consider $A_1$ in (3.8). Thus
\[
A_1 \equiv \| \partial_x (|u|^\alpha) \partial_x^k u \|_{L_x^1 L_T^2}
\leq c \| \langle x \rangle \partial_x (|u|^\alpha) \partial_x^k u \|_{L_x^2 L_T^2}
\leq c \| \langle x \rangle |u|^{\alpha - 1} \partial_x u \|_{L_x^2 L_T^2} \| \partial_x^k u \|_{L_x^\infty L_T^2}
\leq c T^{1/2} \| \langle x \rangle \|_{L_x^\infty L_T^2} \| \partial_x^k u \|_{L_x^\infty L_T^2}
\leq c T^{1/2} \| \langle x \rangle^m \partial_x u \|_{L_x^\infty L_T^2} \| \partial_x^k u \|_{L_x^\infty L_T^2}
\]
by combining (3.9) and the fact that $m \alpha \geq 2$, with $c = c(\alpha; \alpha)$. Above we have used that
\[
\partial_x (|u|^\alpha) = \partial_x (u|u|^\alpha) = \frac{\alpha}{2} (u|u|^\alpha - |u|^\alpha (\partial_x u + u \partial_x |u|))
\leq \frac{\alpha}{2} |u|^{\alpha - 2} \partial_x u + u \partial_x |u|,
\]
and so
\[
|\partial_x |u|^\alpha| \leq c |u|^{\alpha - 1} |\partial_x u|.
\]

We now turn to the estimate of $A_2$ in (3.8)
\[
A_2 \equiv \| \partial_x^2 (|u|^\alpha) \partial_x^{k-1} u \|_{L_x^1 L_T^2}
\leq \| \langle x \rangle \partial_x^2 (|u|^\alpha) \partial_x^{k-1} u \|_{L_x^2 L_T^2}
\leq \| \langle x \rangle |u|^{\alpha - 1} \partial_x^2 u \|_{L_x^2 L_T^2} \| \partial_x^{k-1} u \|_{L_x^\infty L_T^2}
\leq A_{2,1} + A_{2,2},
\]
where from (3.9)
\[
A_{2,1} \leq c T^{1/2} \| \langle x \rangle^m |u|^\alpha \|_{L_x^\infty L_T^2} \| \partial_x^{k-1} u \|_{L_x^\infty L_T^2}
\leq c T^{1/2} \| \langle x \rangle^m \partial_x u \|_{L_x^\infty L_T^2} \| \partial_x^{k-1} u \|_{L_x^\infty L_T^\infty}
\]
and
\[
A_{2,2} \leq c T^{1/2} \| \langle x \rangle^m |u|^{\alpha - 1} \|_{L_x^\infty L_T^\infty} \| \partial_x^{k-1} u \|_{L_x^\infty L_T^2}
\leq c T^{1/2} \| \langle x \rangle^m \partial_x u \|_{L_x^\infty L_T^\infty} \| \partial_x^{k-1} u \|_{L_x^\infty L_T^2}.
\]

A familiar argument provides the estimates for $A_3, \ldots, A_{k-1}$, so we shall consider $A_k$.
\[
A_k \equiv \| \partial_x^k (|u|^\alpha) \partial_x u \|_{L_x^1 L_T^2}
\]
\[ \leq c\|\langle x \rangle \partial_x^k (|u|^a) \partial_x u \|_{L^2_x L^2_t} \]
\[ \leq c\|\langle x \rangle |u|^{\alpha-k} |\partial_x u|^{k} \partial_x u \|_{L^2_x L^2_t} + \cdots \]
\[ + c\|\langle x \rangle |u|^{\alpha-1} |\partial_x^k u| \partial_x u \|_{L^2_x L^2_t} \]
\[ = A_{k,k} + \cdots + A_{k,1}. \quad (3.17) \]

Notice that \( A_{k,1} \) was already estimated in (3.11). Roughly, the middle terms \( A_{k,k-1}, \ldots, A_{k,2} \) can be estimated by interpolation between the result for \( A_{k,k} \) and \( A_{k,1} \), so we shall just consider \( A_{k,k} \). Using (3.9) and Sobolev embedding

\[ A_{k,k} \leq c\|\langle x \rangle \langle x \rangle^{(k-\alpha)m} |\partial_x u|^k |\partial_x u| \|_{L^2_x L^2_t} \]
\[ \leq cT^{1/2}\|\langle x \rangle^{km-1} |\partial_x u|^{k+1} \|_{L^2_t L^2_x} \]
\[ \leq cT^{1/2}\|\langle x \rangle^m \partial_x u \|_{L^2_t L^2_x} \|\partial_x u \|_{L^2_t L^2_x} \]
\[ \leq cT^{1/2}\left( \sum_{j=1}^{3} \|\langle x \rangle^m \partial_x^j u \|_{L^2_t L^2_x} \right)^k \|\partial_x u \|_{L^2_t L^2_x} \quad (3.18) \]

with \( c = c(\lambda; \alpha) > 0 \).

Next, we bound \( \|\Phi u(t)\|_{L^\infty_t L^2_x} \) as

\[ \|\Phi u(t)\|_{L^\infty_t L^2_x} \leq \|u_0\|_2 + \int_0^t \|\langle x \rangle^\alpha \partial_x u \|_{L^2_x} dt' \]
\[ \leq \|u_0\|_2 + cT \|\langle x \rangle^\alpha \partial_x u \|_{L^2_t L^2_x} \]
\[ \leq \|u_0\|_2 + cT \|\langle x \rangle^\alpha \partial_x u \|_{L^2_t L^2_x} \quad (3.19) \]

The Sobolev embedding yields the result since \( k \geq 4 \). Next, using the identity

\[ x e^{it\partial_x^2} u_0 = e^{it\partial_x^2} xu_0 + 2it e^{it\partial_x^2} \partial_x u_0 = e^{it\partial_x^2} (x + 2it\partial_x) u_0 \]
\[ x^m e^{it\partial_x^2} u_0 = e^{it\partial_x^2} (x + 2it\partial_x)^m u_0. \quad (3.20) \]

We shall estimate

\[ \sum_{j=1}^{3} \|\langle x \rangle^m \partial_x^j \Phi(u) \|_{L^\infty_t L^2_x} \equiv \sum_{j=1}^{3} E_j. \quad (3.22) \]

Combining (3.21) and the interpolation inequalities in Section 2 it follows that

\[ \|\langle x \rangle^m e^{it\partial_x^2} u_0 \|_2 \leq c \| (1 + |x|^m) e^{it\partial_x^2} u_0 \|_2 \]
\[ \leq c \|e^{it\partial_x^2} u_0 \|_2 + c \|e^{it\partial_x^2} (x + 2it\partial_x)^m u_0 \|_2 \]
\[ \leq c \|u_0\|_2 + c \| (x + 2it\partial_x)^m u_0 \|_2 \]
\[ \leq c (\|\langle x \rangle^m u_0 \|_2 + \langle t \rangle^m (\|u_0\|_2 + \|\partial_x^m u_0\|_2)). \quad (3.23) \]

Thus, to estimate \( E_1, E_2 \) and \( E_3 \) in (3.22) we write

\[ \|\langle x \rangle^m \partial_x^j e^{it\partial_x^2} u_0 \|_2 = \|\langle x \rangle^m e^{it\partial_x^2} (\partial_x^j u_0) \|_2 \]
\[ \leq c (\|\langle x \rangle^m \partial_x^j u_0 \|_2 + \langle t \rangle^m (\|\partial_x^j u_0\|_2 + \|\partial_x^{m+j} u_0\|_2)), \quad j = 1, 2, 3. \quad (3.24) \]
For $E_3$ inserting (3.24) into (3.3) leads us to

$$
\| \langle x \rangle^m \partial_x^2 \Phi(u)(t) \|_2 \leq c(\| \langle x \rangle^m \partial_x^2 u_0 \|_2 + \| x^m (\| \partial_x^3 u_0 \|_2 + \| \partial_x^{m+3} u_0 \|_2) \\
+ c \int_0^t \| \langle x \rangle^m \partial_x^3 (|u|^\alpha \partial_x u) \|_2(t')dt'
+ c \int_0^t \langle t - t' \rangle^m (\| \partial_x^3 (|u|^\alpha \partial_x u) \|_2 + \| \partial_x^{m+3} (|u|^\alpha \partial_x u) \|_2)(t')dt'.
$$

(3.25)

The new terms in the right hand side of (3.25) are

$$
E_{3,1}(t) \equiv \int_0^t \| \langle x \rangle^m \partial_x^2 (|u|^\alpha \partial_x u) \|_2(t')dt'
$$

(3.26)

and

$$
E_{3,2}(t) \equiv \int_0^t \langle t - t' \rangle^m \| \partial_x^{m+3} (|u|^\alpha \partial_x u) \|_2(t')dt'.
$$

(3.27)

To estimate $E_{3,1}(t)$ we observe that

$$
\sup_{t \in [0, T]} E_{3,1}(t) \leq cT \| \langle x \rangle^m \partial_x^2 (|u|^\alpha \partial_x u) \|_{L_T^\infty L_x^2}
\leq cT \sum_{j=0}^3 \| \langle x \rangle^m \partial_x^j (|u|^\alpha) \partial_x^{4-j} u \|_{L_T^\infty L_x^2}
\equiv cT \sum_{j=0}^3 E_{3,1,j}.
$$

(3.28)

It will suffice to consider $E_{3,1,0}$ and $E_{3,1,3}$ in (3.28). Thus

$$
E_{3,1,0} \leq c \| \langle x \rangle^m |u| \|_{L_T^\infty L_x^\infty} \| \langle x \rangle^{m-\alpha} \partial_x^4 u \|_{L_T^\infty L_x^2}
\leq c \| \langle x \rangle^m |u| \|_{L_T^\infty L_x^\infty} \| \langle x \rangle^{m-2} \partial_x^4 u \|_{L_T^\infty L_x^2}.
$$

(3.29)

From the interpolation estimates in Section 2 one sees that the last term in (3.29) in fact

$$
\| \langle x \rangle^j \partial_x^{m+2-j} u \|_2, \quad j = 0, 1, \ldots, m
$$

can be interpolated between the cases: $j = 0$ and $j = m$, i.e.,

$$
\| \partial_x^2 u \|_{m, 2} \quad \text{and} \quad \| \langle x \rangle^m \partial_x^2 u \|_2,
$$

which provides the bound for the last term in (3.29). $E_{3,1,3}$ can be bounded as

$$
E_{3,1,3} \leq c \| \langle x \rangle^m \partial_x^3 (|u|^\alpha) \partial_x u \|_{L_T^\infty L_x^2}
\leq c \| \langle x \rangle^m |u|^{\alpha-3} (\partial_x u)^3 \partial_x u \|_{L_T^\infty L_x^2}
+ c \| \langle x \rangle^m |u|^{\alpha-2} \partial_x^2 u \partial_x u \|_{L_T^\infty L_x^2}
+ c \| \langle x \rangle^m |u|^{\alpha-1} \partial_x^3 u \partial_x u \|_{L_T^\infty L_x^2}
\equiv c \sum_{j=1}^3 E_{3,1,3,j}.
$$

(3.30)

Thus, from (3.9) it follows that

$$
E_{3,1,3,1} \leq c \| \langle x \rangle^{m+(3-\alpha)m} |\partial_x u|^4 \|_{L_T^\infty L_x^2}
$$
\[ \leq c \| \langle x \rangle^{4m-1} |\partial_x u|^4 \|_{L_x^\infty L_t^\infty} \]
\[ \leq c \| \langle x \rangle^m \partial_x u \|_{L_x^\infty L_t^\infty}^4, \]
\[ E_{3,1,3,2} \leq c \| \langle x \rangle^{m + (2-\alpha)m} |\partial_x u|^{2} \partial_x^2 u \|_{L_x^\infty L_t^2} \]
\[ \leq c \| \langle x \rangle^m \partial_x u \|_{L_x^\infty L_t^\infty}^2 \| \langle x \rangle^m \partial_x^2 u \|_{L_x^\infty L_t^2}, \]

and

\[ E_{3,1,2,3} \leq c \| \langle x \rangle^{m + (1-\alpha)m} \partial_x^3 u \partial_x u \|_{L_x^\infty L_t^2} \]
\[ \leq c \| \langle x \rangle^{2m-2} \partial_x^3 u \partial_x u \|_{L_x^\infty L_t^2} \]
\[ \leq c \| \langle x \rangle^m \partial_x u \|_{L_x^\infty L_t^\infty} \| \langle x \rangle^{m-2} \partial_x^3 u \|_{L_x^\infty L_t^2}, \]

which can be controlled by Sobolev embedding.

It remains to bound \( E_{3,2} \) in (3.27). Thus,

\[ \sup_{t \in [0,T]} E_{3,2}(t) = \sup_{t \in [0,T]} \int_0^t \langle t - t' \rangle^m \| \partial_x^{m+3} |u|^{\alpha} \partial_x u \|_{L_x^2 L_t^2} dt' \]
\[ \leq c T^{1/2} (1 + T^m)^{1/2} \| \partial_x^{m+3} |u|^{\alpha} \partial_x u \|_{L_x^2 L_t^2} \]
\[ \leq c T^{1/2} \sum_{j=0}^{m+3} \| \partial_x^j |u|^{\alpha} \partial_x^{m+4-j} u \|_{L_x^2 L_t^2} \]
\[ \equiv c T^{1/2} \sum_{j=0}^{m+3} E_{3,2,j}. \quad (3.31) \]

As before it will suffice to consider the terms \( E_{3,2,0} \) and \( E_{3,2,m+3} \) in (3.31). Thus, since \( s = k + 1/2 = m + 3 + 1/2 \) one has that \( s + 1/2 = m + 4 \) and

\[ E_{3,2,0} = \| |u|^{\alpha} \partial_x^{s+1/2} u \|_{L_x^2 L_t^2} \]
\[ \leq c \| |u|^{\alpha} \|_{L_x^2 L_t^\infty} \| \partial_x^{s+1/2} u \|_{L_x^\infty L_t^2} \]
\[ \leq c \| \langle x \rangle |u|^{\alpha} \|_{L_x^\infty L_t^\infty} \| \partial_x^{s+1/2} u \|_{L_x^\infty L_t^2} \]
\[ \leq c \| \langle x \rangle^{1/\alpha} |u| \|_{L_x^\infty L_t^\infty} \| \partial_x^{s+1/2} u \|_{L_x^\infty L_t^2} \]
\[ \leq c \| \langle x \rangle^m |u| \|_{L_x^\infty L_t^\infty} \| \partial_x^{s+1/2} u \|_{L_x^\infty L_t^2}. \quad (3.32) \]

Using the fact that \( 1/\alpha < m \) one gets the appropriate bound for the term \( E_{3,2,0} \) in (3.32).

Finally, we recall that \( k = m + 3 \) thus the bound of the term \( E_{3,2,m+3} \), which involves a \( L_x^2 L_t^2 \)-norm is similar, in fact simpler, that carried out in (3.17) for the term \( A_k \) involving an estimated in the \( L_x^1 L_t^2 \)-norm. This completes the estimate of the term \( E_3 \) in (3.22). The proof for the term \( E_1 \) in (3.22) is similar, in fact, simpler, hence it will be omitted.

Now we shall estimate

\[ \| \langle x \rangle^m \Phi(u) \|_{L_x^\infty L_t^\infty} \equiv E_0 \quad (3.33) \]

and show that

\[ \inf_{(x,t) \in \mathbb{R} \times [0,T]} \| \langle x \rangle^m \Phi(u)(x,t) \| \geq \frac{\lambda}{4} \]

for sufficiently small \( T > 0 \).
We recall that
\[ \Phi(u)(t) = e^{it\partial_x^2}u_0 + \mu \int_0^t e^{i(t-t')\partial_x^2}(|u|^{\alpha}\partial_x u)(t') \, dt'. \] (3.34)

First, we observe that for \( t \in [0,T] \) the Sobolev embedding yields the estimate
\[ \|e^{it\partial_x^2}u_0 - u_0\|_\infty = \left\| \int_0^t \frac{d}{dt} e^{i\tau \partial_x^2}u_0 \, d\tau \right\|_\infty = \left\| \int_0^t e^{i\tau \partial_x^2} \partial_x^2 u_0 \, d\tau \right\|_\infty. \] (3.35)

Thus, combining (3.35) and (3.23) it follows that
\[ \|x\|^m e^{it\partial_x^2}u_0 \leq \|x\|^m (e^{it\partial_x^2}u_0 - u_0)\|_\infty + \|x\|^m u_0 \|_\infty \]
\[ \leq c \|x\|^m \int_0^t \frac{d}{dt} e^{i\tau \partial_x^2}u_0 \, d\tau \|_\infty + c \|x\|^m u_0 \|_\infty \]
\[ \leq c\|x\|^m \int_0^t e^{i\tau \partial_x^2} \partial_x^2 u_0 \, d\tau \|_\infty + c \|x\|^m u_0 \|_\infty \]
\[ \leq ct \sup_{\tau \in [0,t]} \|x\|^m e^{i\tau \partial_x^2} \partial_x^2 u_0 \|_{1.2} + c \|x\|^m u_0 \|_\infty \]
\[ \leq ct \|x\|^m \partial_x^2 u_0 \|_{1.2} + (t)^m \|\partial_x^2 u_0\|_{m+1.2} + c \|x\|^m u_0 \|_\infty \]
\[ \leq cT t \delta, \] (3.36)

and
\[ \|x\|^m (e^{it\partial_x^2}u_0 - u_0)\|_\infty = \left\| \int_0^t \frac{d}{dt} (x)^m (e^{it\partial_x^2}u_0(x)) \, d\tau \right\|_\infty \]
\[ \leq t\|x\|^m \partial_x^2 u_0 \|_{1.2} + cT \|\partial_x^{m+2} u_0\|_2 \]
\[ \leq ct \delta, \] (3.37)

since \( s = k + 1/2 \) and \( k \geq m + 3 \). Hence, for any \( (x,t) \in \mathbb{R} \times [0,T] \),
\[ \|x\|^m e^{it\partial_x^2}u_0(x) \geq |\|x\|^m u_0(x)| - |(x)^m (e^{it\partial_x^2}u_0 - u_0)(x)| \]
\[ \geq \lambda - c T \delta \]
\[ \geq \lambda/2, \] (3.38)

for \( T \) sufficiently small. Finally, we need to estimate
\[ B_1 = \left\| (x)^m \int_0^t e^{i(t-t')\partial_x^2}(|u|^{\alpha}\partial_x u)(t') \, dt' \right\|_\infty \]
\[ \leq c \left\| (x)^m \int_0^t e^{i(t-t')\partial_x^2}(|u|^{\alpha}\partial_x u)(t') \, dt' \right\|_{1.2} \]
\[ \leq cT \|x\|^m \partial_x(|u|^{\alpha}\partial_x u)\|_{L^\infty L^2} + \|x\|^m |u|^{\alpha}\partial_x u\|_{L^\infty L^2} \]
\[ + cT \||u|^{\alpha}\partial_x u\|_{L^\infty L^2} + cT \|\partial_x^{m+1}(|u|^{\alpha}\partial_x u)\|_{L^\infty L^2}. \] (3.39)

But since \( m+3 = k \) all these terms in the right hand side of (3.39) have been already bounded. Hence using the factor \( T \) in the front we have that
\[ B_1 \leq cT ((c\delta)^\alpha c\delta + cT (\delta + \delta^k)c\delta). \] (3.40)

Therefore, combining (3.34)–(3.39) for \( T \) sufficiently small depending on \( \lambda \) and \( \delta \), we deduce that
\[ \inf_{(x,t) \in \mathbb{R} \times [0,T]} (x)^m |\Phi(u)(x,t)| \geq \frac{\lambda}{2} - cT ((c\delta)^\alpha c\delta + cT (\delta + \delta^k)c\delta) \geq \frac{\lambda}{4} \] (3.41)
Gathering the above information and recalling the notation
\[ \|v\|_T = \|v\|_{L^p_T H^s} + \|\partial_x^{k+1}v\|_{L^p_T L^2} + \|\langle x \rangle^m u\|_{L^p_T L^2} + \sum_{j=0}^3 \|\langle x \rangle^m \partial_x^{j+1} u\|_{L^p_T L^2}, \]  
(3.42)

one has
\[ \|\Phi(u)\|_T \leq c\delta + c\delta^\alpha(c\delta) + cT^{1/2}(1 + T^{1/2})(\delta^{1+\alpha} + \delta^k) \leq 2c\delta \]  
(3.43)

if
\[ c\delta^\alpha + cT^{1/2}(1 + T^{1/2})(\delta^\alpha + \delta^{k-1}) \ll 1. \]  
(3.44)

It remains to show that the operator \( \Phi(u) \) defined in (3.3) is a contraction in the \( \| \cdot \|_T \)-norm. We observe as before that
\[ \sup_{[0,T]} \|\Phi(u)(t) - \Phi(v)(t)\|_{s,2} \leq \|\Phi(u) - \Phi(v)\|_{L^p_T L^2} + \|D^s(\Phi(u) - \Phi(v))\|_{L^p_T L^2}. \]  
(3.45)

Using the smoothing effects (2.2) we have
\[ \|D^s(\Phi(u) - \Phi(v))\|_{L^p_T L^2} + \|\partial_x^{k+1}(\Phi(u) - \Phi(v))\|_{L^p_T L^2} \]
\[ \leq c\|\partial_x^k(|u|^\alpha \partial_x u - |v|^\alpha \partial_x v)\|_{L^1_t L^2_x} \]
\[ \leq c\||u|^\alpha \partial_x^{k+1}u - |v|^\alpha \partial_x^{k+1}v\|_{L^1_t L^2_x} + \||u|^{\alpha-k}(\partial_x u)^{k+1} - |v|^{\alpha-k}(\partial_x v)^{k+1}\|_{L^1_t L^2_x} \]
\[ + \sum_{j=1}^{k-1} c_j \|\partial_x^j(|u|^\alpha \partial_x^{k+1-j} u - \partial_x^j(|v|^\alpha \partial_x^{k+1-j} v)\|_{L^1_t L^2_x} + \sum_{j=1}^{k-1} \tilde{A}_{j,1}, \]  
(3.46)

where the terms \( \tilde{A}_{j,1} \) are the corresponding ones to \( A_{j,1} \) in (3.17) and which will be estimated using interpolation.

From (3.23) and (3.24) it follows that
\[ \sum_{j=1}^3 \|\langle x \rangle^m \partial_x^j(\Phi(u) - \Phi(v))\|_{L^p_T L^2_x} \leq \sum_{j=1}^3 \sup_{[0,T]} \bar{E}_j, \]  
(3.47)

where
\[ \bar{E}_j = \int_0^t \|\langle x \rangle^m \partial_x^j(|u|^{\alpha} \partial_x u - |v|^{\alpha} \partial_x v)\|_2(t') \, dt' \]
\[ + \int_0^t \langle t - t' \rangle^{m} \|\partial_x^j(|u|^{\alpha} \partial_x u - |v|^{\alpha} \partial_x v)\|_2(t') \, dt' \]
\[ + \int_0^t \langle t - t' \rangle^{m} \|\partial_x^{m+j}(|u|^{\alpha} \partial_x u - |v|^{\alpha} \partial_x v)\|_2(t') \, dt'. \]  
(3.48)

As in (3.22) we will only consider the most difficult terms to bound \( \bar{E}_3 \) above. More precisely,
\[ \bar{E}_{3,1,0} = \|\langle x \rangle^m(|u|^{\alpha} \partial_x^2 u - |v|^{\alpha} \partial_x^4 v)\|_{L^p_T L^2_x} \]  
(3.49)

and
\[ \bar{E}_{3,2,0} = \|\langle x \rangle^m(|u|^{\alpha} \partial_x^{m+4} u - |v|^{\alpha} \partial_x^{m+4} v)\|_{L^p_T L^2_x}. \]  
(3.50)

To estimate \( \|\langle x \rangle^m(\Phi(u) - \Phi(v))\|_{L^p_T L^\infty} \) we use the Sobolev embedding and (3.23) to obtain
\[ \|\langle x \rangle^m(\Phi(u) - \Phi(v))\|_{L^p_T L^\infty} \leq c\|\langle x \rangle^m(|u|^{\alpha} \partial_x u - |v|^{\alpha} \partial_x v)\|_{L^1_t L^2_x} \]
+ c\| (x)^m \partial_x (|u|^\alpha \partial_x u - |v|^\alpha \partial_x v) \|_{L_x^1 L_t^2} \\
+ cT (1 + T^m)||u|^\alpha \partial_x u - |v|^\alpha \partial_x v|_{L_x^\infty L_t^2} \\
+ cT^{1/2} (1 + T^m)||u|^\alpha \partial_x u - |v|^\alpha \partial_x v|_{L_x^2 L_t^2}. \quad (3.51)

Hence, with the exception of \|u|^\alpha \partial_x u - |v|^\alpha \partial_x v\|_{L_x^\infty L_t^2} in (3.51), to estimate (3.46), (3.47) and (3.51), we are reduce to consider the following terms

\[ F_1 = \|u|^\alpha \partial_x^{k+1} u - |v|^\alpha \partial_x^{k+1} v\|_{L_x^1 L_t^2}, \quad \text{(3.52)} \]
\[ F_2 = \|u|^\alpha - k (\partial_x u)^{k+1} - |v|^\alpha - k (\partial_x v)^{k+1}\|_{L_x^1 L_t^2}, \quad \text{(3.53)} \]

and

\[ F_3 = \| (x)^m (|u|^\alpha \partial_x u - |v|^\alpha \partial_x v) \|_{L_x^1 L_t^2}. \quad \text{(3.54)} \]

We shall use that if \( x, y > 0 \), then there exist \( \tilde{\theta} \in (0, 1) \) such that

\[ |x^\beta - y^\beta| = \beta |\tilde{\theta} x + (1 - \tilde{\theta}) y|^{\beta-1} |x - y|, \quad \beta \in \mathbb{R}. \]

In particular, if \( z, w \in \mathbb{C} \),

\[ ||z||^\beta - |w|^\beta| = \beta |\tilde{\theta} z + (1 - \tilde{\theta}) w|^{\beta-1} |z - w| \\
\leq \beta |\tilde{\theta} z| + (1 - \tilde{\theta}) |w|^\beta - |z - w|. \quad (3.55) \]

Then

\[ F_1 \leq \|u|^\alpha \partial_x^{k+1} (u - v)\|_{L_x^1 L_t^2} + \|(|u|^\alpha - |v|^\alpha) \partial_x^{k+1} v\|_{L_x^1 L_t^2} \\
= F_{1,1} + F_{1,2}. \quad (3.56) \]

The estimate for \( F_{1,1} \) is similar to that in (3.10).

Now

\[ F_{1,2} \leq \| (x)^2 (|u|^\alpha - |v|^\alpha)\|_{L_x^\infty L_t^2} \| \partial_x^{k+1} v\|_{L_x^\infty L_t^2} \\
\leq c_{\alpha} \| (x)^2 |\theta_{x,t}| u\| + (1 - \theta_{x,t}) |v|^\alpha - 1 |u - v|\|_{L_x^\infty L_t^2} \| \partial_x^{k+1} v\|_{L_x^\infty L_t^2} \\
= \tilde{F}_{1,2}. \quad (3.57) \]

Since

\[ \langle x \rangle^m |u(x,t)| \geq \lambda/4, \quad \langle x \rangle^m |v(x,t)| \geq \lambda/4 \quad (3.58) \]

for any \((x, t) \in \mathbb{R} \times [0, T]\), using (3.55) it follows that

\[ \tilde{F}_{1,2} \leq c_{\alpha} \| (x)^2 (|u|^\alpha - |v|^\alpha) u - v\|_{L_x^\infty L_t^2} \| \partial_x^{k+1} v\|_{L_x^\infty L_t^2} \\
\leq c_{\alpha, \lambda} \| (x)^m |u - v|\|_{L_x^\infty L_t^2} \| \partial_x^{k+1} v\|_{L_x^\infty L_t^2}, \quad (3.59) \]

which yields the desired estimate for \( F_1 \).

Next consider \( F_2 \) in (3.53),

\[ F_2 \leq \| |u|^\alpha - k (\partial_x u)^{k+1} - (\partial_x v)^{k+1}\|_{L_x^1 L_t^2} \\
+ \| (|u|^\alpha - k - |v|^\alpha - k) (\partial_x v)^{k+1}\|_{L_x^1 L_t^2} \\
= F_{2,1} + F_{2,2}, \quad (3.60) \]
where $F_{2,1}$ was basically estimated in (3.18). So we consider $F_{2,2}$. From (3.55)–(3.58)
\[
F_{2,2} = \| |u|^{\alpha-k} - |v|^{\alpha-k} (\partial_x v)^{k+1}\|_{L^1_T L^2_x} 
\leq \| \langle x \rangle (|u|^{\alpha-k} - |v|^{\alpha-k}) (\partial_x v)^{k+1}\|_{L^2_T L^2_x} 
\leq c_{\alpha, \lambda} \| \langle x \rangle (x)^{m(k+1-\alpha)} |u - v| (\partial_x v)^{k+1}\|_{L^2_T L^2_x} 
\leq c_{\alpha, \lambda} T^{1/2} \| \langle x \rangle^m \partial_x v \|_{L^T_x L^\infty} \| \partial_x v \|_{L^T_x L^2} \| \langle x \rangle^m |u - v| \|_{L^T_x L^\infty}. 
\]
Finally, we consider $F_3$ in (3.54),
\[
F_3 \leq \| \langle x \rangle^m |u|^{\alpha} \partial_x (u - v)\|_{L^1_T L^2_x} + \| \langle x \rangle^m (|u|^{\alpha} - |v|^{\alpha}) \partial_x v\|_{L^1_T L^2_x} 
= F_{3,1} + F_{3,2}. 
\]
Notice that
\[
\| \langle x \rangle^m |u|^{\alpha} \partial_x (u - v)\|_{L^1_T L^2_x} \leq c T \| u \|_{L^\infty_x L^\infty} \| \langle x \rangle^m \partial_x (u - v)\|_{L^T_x L^2_x}. 
\]
Thus using (3.55) one finds that
\[
F_{3,2} = \| \langle x \rangle^m (|u|^{\alpha} - |v|^{\alpha}) \partial_x v\|_{L^1_T L^2_x} 
\leq \| \langle x \rangle^m (x)^{m(1-\alpha)} |u - v| \partial_x v\|_{L^1_T L^2_x} 
\leq c_{\alpha, \lambda} T \| \langle x \rangle^m |u - v| \|_{L^T_x L^2_x} \| \partial_x v\|_{L^T_x L^2_x} 
\leq c_{\alpha, \lambda} T \| \langle x \rangle^m |u - v| \|_{L^T_x L^\infty} \| \partial_x v\|_{L^T_x L^2_x}. 
\]
To end the proof we need to estimate $\| (\Phi(u) - \Phi(v))(t)\|_{L^T_x L^2_x}$ in (3.45) and the third term on the right hand side of (3.51). Since the argument is similar we just prove the estimate for the first one. Thus using (3.55) it follows that
\[
\| (\Phi(u) - \Phi(v))(t)\|_{L^T_x L^2_x} \leq c T \| u \|^{\alpha} - |v|^{\alpha} \|_{L^\infty_x L^\infty} \| \partial_x u\|_{L^T_x L^2_x} + c T \| v \|^{\alpha} \|_{L^\infty_x L^\infty} \| \partial_x (u - v)\|_{L^T_x L^2_x} 
\leq c T \| \theta_{x,t} \| u + (1 - \theta_{x,t}) |v|^{\alpha-1} |u - v| \|_{L^\infty_x L^\infty} \| \partial_x u\|_{L^T_x L^2_x} 
\quad + c T \| v \|_{L^\infty_x L^\infty} \| \partial_x (u - v)\|_{L^T_x L^2_x} 
\leq c T \| \langle x \rangle^m (1-\alpha) |u - v| \|_{L^\infty_x L^\infty} \| \partial_x u\|_{L^T_x L^2_x} 
\quad + c T \| v \|_{L^\infty_x L^\infty} \| \partial_x (u - v)\|_{L^T_x L^2_x} 
\leq c T \| \langle x \rangle^m |u - v| \|_{L^\infty_x L^\infty} \| \partial_x u\|_{L^T_x L^2_x} 
\quad + c T \| v \|_{L^\infty_x L^\infty} \| \partial_x (u - v)\|_{L^T_x L^2_x}. 
\]
Using the notation (3.42) and the estimates above we obtain
\[
\| \Phi(u) - \Phi(v) \| \leq c T (\delta^\alpha + \delta^k + \delta) \| u - v \| \leq c \delta^\alpha \| u - v \|. 
\]
From (3.44), $c \delta^\alpha \ll 1$, then it follows that $\Phi$ defines a contraction. Thus we can conclude that there exists a unique fixed point solving our problem.

Since the remainder of the proof is standard we will omit it.
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