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ABSTRACT
In machine learning, classifiers are typically susceptible to noise in the training data. In this work, we aim at reducing intra-class noise with the help of graph filtering to improve the classification performance. Considered graphs are obtained by connecting samples of the training set that belong to the same class depending on the similarity of their representation in a latent space. We show that the proposed graph filtering methodology has the effect of asymptotically reducing intra-class variance, while maintaining the mean. While our approach applies to all classification problems in general, it is particularly useful in few-shot settings, where intra-class noise can have a huge impact due to the small sample selection. Using standardized benchmarks in the field of vision, we empirically demonstrate the ability of the proposed method to slightly improve state-of-the-art results in both cases of few-shot and standard classification.

Index Terms— graph filtering, image classification, few-shot, graph signal processing, deep learning

1. INTRODUCTION
Deep learning has experienced tremendous growth in recent years and is considered today of major relevance for computer vision tasks such as object detection [1] or image classification [2]. The achieved top performance is due to the sophistication of the training algorithms and of the trained models, the growing computing capability of the machines, and the availability of large datasets.

As depicted in Figure 1 a deep learning model can be interpreted as the concatenation of: a) a feature extractor, that generates high-level features from a processed input, and b) a classifier, that maps these features to a particular class. Both blocks are generally trained jointly, such that this vision of a deep learning model in two blocks is only useful for interpretation purposes.

Similarly to other classifiers, deep learning methods are susceptible to noise in the training data which can lead to reduced generalization abilities and lack of robustness. Trying to reduce this noise in the raw input domain of data is complicated and could result in overall poorer performance if performed too aggressively.

On the contrary, the latent representation of input samples, provided by the feature extractor, is a better representation for denoising, as it can be viewed as a decomposition of the raw data into more abstract features. For a fixed class, an efficient filtering procedure would therefore nullify individual specificities of labeled samples in that latent space, to improve the representation of the class more generally.

From a signal processing perspective, a sample’s own specificities can be seen as high frequencies in an underlying space modeling its class. The framework of Graph Signal Processing (GSP) [3] provides the exact tools we need to model such a domain through a graph representation, where vertices correspond to labeled samples of a given class, and features are seen as graph signals. In this work, we aim at constructing one graph for each class, using these graphs to filter not the raw input images of the considered class but instead high-level features typically obtained at a deep layer of a trained deep neural network, corresponding to the output of the previously introduced feature extractor.

We conduct this analysis to improve the accuracy of the considered classifier. We expect highest gains in the case of few-shot, where only few labeled samples are available for each class. It is worth to mention that in contrast with standard classification, in the few-shot setting the feature vectors that are extracted by a deep neural network are trained on a large dataset (base classes, \( D_{\text{base}} \)). These features are then specialized to a smaller and distinct dataset (novel classes, \( D_{\text{novel}} \)), generally through transfer-learning methods [4, 5].

The outline of the paper is as follows. In Section 2 we introduce the proposed methodology. In Section 3 we show on simplified settings that the filtering operation asymptotically reduces intra-class variance and preserves the mean. In Section 4 we perform experiments on standardized benchmarks, and show that the proposed methodology can improve the classification accuracy even in the case of state-of-the-art solutions. We consider both few-shot and classical settings. Finally, Section 5 is a conclusion.

Throughout this article, we use the following notations. Real values and functions are given in italic (e.g.,
m, h). Vectors are denoted in bold lowercase (e.g., x), with i-th entry as x_i, letters in bold uppercase (e.g., W) denote matrices, with i-th row as W_{i,:}, j-th column as W_{:j}, submatrix of k first columns as W_{:,k}, and entry at intersection of row i and column j as W_{i,j}. Finally, |·| is the cardinal of a set, and diag(·) builds a diagonal matrix from a given vector.

2. PROPOSED METHOD

In this work we consider a deep learning framework to address classification problems. Such a framework can be interpreted, as depicted in Figure 1, as the concatenation of: 1) a feature extractor \( \phi \) which is used to map inputs of raw images (matrix \( X \in \mathbb{R}^{a \times l} \), where \( a \) is the number of samples and \( l \) their dimensions) into high-level easily exploitable features (matrix \( F \in \mathbb{R}^{n \times d} \), where \( d \) is the dimension of the feature vectors), and 2) a classifier meant to treat feature vectors as inputs. The purpose of the proposed methodology is to insert an intra-class denoising procedure between these two steps after the training of the feature extractor. Once denoised feature vectors have been obtained, only the classifier is retrained for improved accuracy. In the case of few-shot learning, the feature extractor is typically trained on a generic dataset different from the one used to train the classifier. Before detailing the proposed denoising solution, let us first introduce some necessary notions and tools.

2.1. Graph signal processing and graph filters

The framework of GSP allows to manipulate signals defined on graph structures \([3, 7]\). It is then possible to design tools analogous to classical Fourier analysis. We are in particular interested in graph filtering. To introduce these tools, we first need to define graphs. A graph \( G = (\mathcal{V}, \mathcal{E}) \) is a tuple made of a countable set \( \mathcal{V} \), called vertices, and a set of pairs of vertices \( \mathcal{E} \), called edges. Such a graph is usually represented by its binary \((0,1)\) symmetric adjacency matrix \( W \) defined as \( W_{i,j} = 1 \) if and only if \((i,j) \in \mathcal{E} \). This matrix can be extended to represent weighted graphs \((W_{i,j} \in \mathbb{R})\).

The diagonal degree matrix \( D \) of \( G \) is defined as:

\[
D = \text{diag} \left( \sum_{j=1}^{\left|\mathcal{V}\right|} W_{i,j} \right)_{i \in \{1, \ldots, \left|\mathcal{V}\right|\}}.
\]  

If all vertices in \( G \) are connected to at least one other vertex, it is possible to define the normalized Laplacian of the graph as the matrix \( L \):

\[
L = I - D^{-1/2} W D^{-1/2}.
\]

Being symmetric and real-valued, \( L \) can be decomposed into a matrix of orthogonal eigenvectors \( U \), and corresponding nonnegative eigenvalues \( \lambda \), with \( \lambda_1 \leq \cdots \leq \lambda_{|\mathcal{V}|} \), such as \( L = U \text{diag}(\lambda) U^\top \).

In the field of GSP, we are interested in manipulating signals over \( G \). A signal is a vector \( x \in \mathbb{R}^{\left|\mathcal{V}\right|} \). The product \( x = U^\top x \) is called the Graph Fourier Transform (GFT) of \( x \). The inverse Graph Fourier Transform (iGFT) is then defined as \( x = U x \).

By analogy with classical Fourier analysis, values in \( \lambda \) are interpreted as frequencies and can thus be used to filter a signal. As such, a filter is usually defined by its spectral response: \( h : \lambda \mapsto h(\lambda) \), where \( \lambda \in \mathbb{R} \). By writing \( H = \text{diag}(h(\lambda)) \), the filtered signal \( x^\text{filter} \) is then defined as:

\[
x^\text{filter} = U H U^\top x.
\]

To remove high frequencies, a typical low-pass filter \( h \) would nullify large values of \( \lambda \).

2.2. Proposed methodology

In this work we propose as stated before to filter out the high frequencies within the feature representation of data to improve classification performance. To achieve this, we first infer graphs from labeled feature vectors within each class and then remove high frequencies using low-pass graph filters.

More precisely, we proceed as follows. Consider all labeled signals in \( F_{\text{base}} \) of class \( c \). We denote these signals as \( X \), and the associated features \( F = \phi(X) \) (see Figure 1). We first define a similarity matrix \( S \) between samples in the feature space as follows:

\[
S_{i,j} = s(F_{i,:}, F_{j,:}) \quad \text{if } i \neq j \text{ and 0 otherwise},
\]

where \( s \) is a similarity measure. In our work, we choose cosine similarity for \( s \).

Given a similarity matrix \( S \), we generate the adjacency matrix \( W \) of a graph \( G \) for each class using \( k \)-nearest neighbors selection: \( W_{i,j} = S_{i,j} \) if \( S_{i,j} \) is among the \( k \) largest entries of \( S_{i,:} \) or \( S_{j,:} \), and 0 otherwise.

The obtained graph is then used to define a low-pass filter \( H \) that we apply on \( F \) as follows:

\[
F^\text{filter} = U H U^\top F,
\]

where \( U \) are the eigenvectors of the Laplacian matrix built from \( W \). Finally, we substitute \( F \) with \( F^\text{filter} \) as an input for the classifier in the workflow in Figure 1.
3. EFFECT OF LOW-PASS GRAPH FILTERS ON CENTROIDS

We would like to show that graph filtering can have the benefits of both keeping the expectation of centroids of feature vectors invariant while reducing their covariance. As such, graph filtering has the effect of reducing intra-class noise when training the classifier. To this end, we consider a simplified case where data is drawn from a Gaussian model. This is not an undesirable model since many works hypothesize that the features from the same class are aligned with a such a specific distribution [6].

Let \( X \in \mathbb{R}^{m \times l} \) be the subset of labeled samples of class \( c \) in \( D_{\text{base}} \), and \( F = \phi(X) \) the associated features (\( F \in \mathbb{R}^{m \times d} \), see Figure 1). In the remainder of this section, we are interested in the distribution of the centroid \( \gamma \in \mathbb{R}^d \) obtained from features in \( F \). It is defined as:

\[
\gamma = \frac{1}{m} \sum_{i=1}^{m} F_{i,:}. 
\]

(6)

In the following lemma we provide analytical expressions for the mean and the covariance of the filtered centroid, and show their relations with those of the centroid of the original feature vectors.

**Lemma 1.** For all \( i \), suppose \( F_{i,:} \) are i.i.d such that \( F_{i,:} \sim \mathcal{N}(\mu, \sigma^2 I) \). Denote \( L \) the Laplacian of a graph obtained from \( F \) as described in Section 2.2, with eigenvectors \( U \) and eigenvalues \( \lambda \). Choose \( k \in \{1, \ldots, m\} \), and define filter \( H \) such that \( h(\lambda) = 1 \) if \( \lambda \leq \lambda_k \) and \( h(\lambda) = 0 \) otherwise (\( \lambda \in \lambda \)). The mean and the covariance of the filtered centroid \( \gamma_{\text{filter}} \) are given by:

\[
\mathbb{E}(\gamma_{\text{filter}}) = \frac{1}{m} \sum_{j=1}^{k} (1_{m}^{\top} U_{:,i})^2 \mathbb{E}(\gamma), \quad (7)
\]

\[
\text{Cov}(\gamma_{\text{filter}}) = \frac{1}{m} \left( \sum_{i=1}^{m} (U_{:,i} U_{:,i}^\top) \right)^2 \text{Cov}(\gamma), \quad (8)
\]

where \( 1_m \) is the all-one column vector of dimension \( m \).

**Proof.** See Section 7

Corollary 1. Assume that we build a complete graph (i.e., a simple undirected graph in which every pair of distinct vertices is connected by a unique edge) for each class, and under the assumption of Lemma 1, we have:

\[
\mathbb{E}(\gamma_{\text{filter}}) = \frac{1}{(1 - \frac{1}{m})} \mathbb{E}(\gamma), \quad (9)
\]

\[
\text{Cov}(\gamma_{\text{filter}}) = \frac{1}{m(1 - \frac{1}{m})^2} \text{Cov}(\gamma). \quad (10)
\]

In particular, by letting the number of labeled samples of that class \( m \to \infty \), we get:

\[
\mathbb{E}(\gamma_{\text{filter}}) = \mathbb{E}(\gamma), \quad (11)
\]

\[
\text{Cov}(\gamma_{\text{filter}}) = o(\text{Cov}(\gamma)). \quad (12)
\]

**Proof.** See Section 7

While this result holds only for the case of i.i.d feature vectors and a specific choice of a graph and a filter, we conjecture that it provides us with interesting insights for other cases as well, as shown experimentally. More specifically, the numerical results in the next section show that the proposed method improves the accuracy on real datasets and competitive classifiers.

4. NUMERICAL RESULTS

In this section we follow the framework described in Figure 1 to conduct our numerical analysis. We show that graph filtering improves the performance of different classification methods in the few-shot and standard settings. The filter we use for our experiments is defined as:

\[
H_{i,i} = \begin{cases} 
1 & \text{if } i \leq k_1, \\
0.6 & \text{if } k_1 < i \leq k_2, \\
0 & \text{otherwise,}
\end{cases} \quad (13)
\]

where \( (k_1, k_2) \in \{1, \ldots, m\} \) are fixed for each scenario. In our experiments we came with empirically chosen values for \( k_1 \) and \( k_2 \), as well as for the choice of the value 0.6. They are not necessarily optimal but gave consistent results across datasets. Finding the best design of a graph filter is a direction of research for future work.

4.1. Few-shot classification

In the few-shot scenario we first use a pre-trained DNN (backbone) on a bigger dataset of base classes. We then use the backbone to perform transfer learning to the novel classes. For our experiments and following the standard procedure in the field, at each test run 5 classes are drawn uniformly at random among the novel classes. For each class, \( m = 5 \) labeled samples and \( q = 15 \) unlabeled samples are uniformly drawn at random. We perform 100,000 iterations and report the mean accuracy and 95% confidence intervals for each test.
\subsection*{4.1.1. Feature extractors and Datasets}

We consider two feature extractors. The first one is a \textbf{Wide Residual Network} denoted \textit{WRN} \cite{zagoruyko2016wide} and \textbf{Dense Networks} denoted \textit{DNet121} \cite{huang2017densely}.

We perform our experiments on four benchmark datasets: \textit{MiniImageNet} \cite{vinyals2016matching} denoted \textit{MINet}, \textit{CUB} \cite{kumar2017cub}, \textit{CIFAR-FS} \cite{pham2017few} and \textit{TieredImageNet} \cite{ren2018meta} denoted \textit{TINet}. These datasets are split into two parts: the base classes that are chosen to train the feature extractor and novel classes.

\subsection*{4.1.2. Results}

To reduce noise on the labeled features, at each iteration we form 5 graphs, each of 5 nodes corresponding to the labeled features in each class. Then, we apply on them the low-pass filter described in \cite{shuman2013emerging}. In the few-shot scenario we have graphs with 5 nodes and we fix the value of ($k_1$, $k_2$) to (1, 4). The results in Table \ref{table1} show that the method brings gains on the performance of state-of-the-art classification method \cite{snchez2019pt} in the case of 5-shot, for both \textit{WRN} and \textit{DNet121} backbones and for all the considered datasets.

| Dataset | Backbone | No Filter (\%) | With Filter (\%) |
|---------|----------|----------------|-----------------|
| MINet   | WRN      | 88.82 ± 0.013   | 88.90 ± 0.011   |
|         | DNet121  | 86.82 ± 0.014   | 86.87 ± 0.014   |
| CUB     | WRN      | 93.99 ± 0.011   | 94.14 ± 0.009   |
| CIFAR   | WRN      | 90.68 ± 0.015   | 90.75 ± 0.015   |
| TINet   | DNet121  | 90.44 ± 0.014   | 90.62 ± 0.013   |

\renewcommand{arraystretch}{1.2}
\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|}
\hline
Method       | CIFAR-10 \small{\cite{Krizhevsky2009}} & CIFAR-10 \small{\cite{Krizhevsky2009}} & CIFAR-10 \small{\cite{Krizhevsky2009}} \\
\hline
original paper         | 95.82 \%   | 97.96 \%   | 98.56 \%   |
NCM                  | 85.81 \%   | 97.97 \%   | 98.52 \%   |
1-NN                 | 95.81 \%   | 97.95 \%   | 98.54 \%   |
1-NN + Filter        | 95.92 \%   | 97.97 \%   | 98.61 \%   |
\hline
\end{tabular}
\caption{Accuracy on the CIFAR-10 dataset.}
\end{table}

We proposed a graph-based method to improve the accuracy of classification methods. The method consists in using techniques from GSP to reduce the noise in the extracted feature vectors that may affect the networks performance. We showed the effectiveness of the method theoretically. In addition, we performed experiments on standardized vision datasets and we obtained gains in two different settings: few-shot classification and standard classification. A possible future work would be to have an automatic way of choosing the best filter parameters or even integrating them as parameters during the learning phase.

\section{CONCLUSION}

See https://github.com/yhu01/PT-MAP for more details.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig2.png}
\caption{Evolution of the accuracy on CUB (backbone: WRN) as a function of $m$.}
\end{figure}
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7. APPENDICES

Proof of Lemma

In this Appendix, we provide analytical expressions for the mean and the covariance of the filtered centroids as a function of the mean and covariance of the original centroids. By applying the chosen filter $H$ to $F$, we get:

$$\gamma_{\text{filter}} = \frac{1}{m} \sum_{i=1}^{m} (UH^TU^TF)_{i,:} \quad (14)$$

$$= \frac{1}{m} \sum_{i=1}^{m} (U_{:,k}U_{:,k}^TF)_{i,:} \quad (15)$$

Let us compute the expectancy of $\gamma_{\text{filter}}$:

$$E(\gamma_{\text{filter}}) = E\left(\frac{1}{m} \sum_{i=1}^{m} (U_{:,k}U_{:,k}^TF)_{i,:}\right) \quad (16)$$

$$= \frac{1}{m} E \left(\sum_{i=1}^{m} (U_{:,k}U_{:,k}^TF)_{i,:}\right) \quad (17)$$

$$\approx \frac{1}{m} 1_m^T U_{:,k} U_{:,k}^T 1_m E(\gamma) \quad (18)$$

$$= \frac{1}{m} \sum_{j=1}^{k} (1_m^T U_{:,j})^2 E(\gamma) \quad (19)$$

The last step follows because $1_m^T U_{:,k} U_{:,k}^T 1_m$ can be linked to the eigenvectors of $U_{:,k}$ as follows: $1_m^T U_{:,k} U_{:,k}^T 1_m =$
\((U^\top_{1:m}1_m)(U^\top_{1:k}1_m) = \sum_{j=1}^{k} (1^\top_m U_{:,j})^2\), where \(U_{:,j}\) denotes the \(j\)-th unit eigenvector (i.e., the \(j\)-th column of \(U_{1:k}\)) and \(1^\top_m U_{:,j}\) is the sum of the entries of \(U_{:,j}\).

Now, let us study the covariance of \(\gamma_{\text{filter}}\):

\[
\text{Cov}(\gamma_{\text{filter}}) = \text{Cov} \left( \frac{1}{m} \sum_{i=1}^{m} (U_{:,k}U^\top_{:,k} F_{i,:}) \right) \quad (20)
\]

\[
\overset{(a)}{\simeq} \frac{\sigma^2}{m^2} \text{diag} \left( \left( \sum_{i=1}^{m} (U_{:,k}U^\top_{:,k})_{i,:} \right)^2 \right)_{j \in \{1,\ldots,d\}} \quad (21)
\]

Steps \((a)\) follow from the i.i.d. Gaussian distribution assumption on the variables \(F_{i,:}\). \(\square\)

**Proof of Corollary**

In this Appendix, we quantify the weights we obtained in Lemma \(\Box\). We show that under some conditions \(\gamma_{\text{filter}}\) exhibits a lower covariance compared to \(\gamma\) while keeping the same expectation asymptotically.

In the case of complete graphs, the degree of each vertex is \(m - 1\). Let \(k = 1\) such that \(U_{1:k}\) will contain only the first eigenvector, i.e.:

\[
U_{1:k} = U_{:,1} = \begin{bmatrix} \frac{1}{\sqrt{m-1}} & \ldots & \frac{1}{\sqrt{m-1}} \end{bmatrix}^\top . \quad (22)
\]

We therefore have:

\[
U_{1:k}U^\top_{1:k} = \frac{1}{m-1}1_{m \times m} , \quad (23)
\]

where \(1_{m \times m}\) is the all-one matrix dimension \(m \times m\).

For this special case, we can show that the original and filtered centroids have the same mean, and that covariance of the filtered centroids decreases as the number of the labeled samples \(m\) grows, i.e.:

\[
\mathbb{E}(\gamma_{\text{filter}}) = \frac{1}{m} \sum_{j=1}^{k} (1^\top_m U_{:,j})^2 = \frac{1}{(1 - \frac{1}{m})} \mathbb{E}(\gamma) , \quad (24)
\]

\[
\text{Cov}(\gamma_{\text{filter}}) = \frac{1}{m} \sum_{i=1}^{m} (U_{1:k}U^\top_{1:k})_{i,:} \text{Cov}(\gamma) \quad (25)
\]

\[
= \frac{1}{m(1 - \frac{1}{m})^2} \text{Cov}(\gamma) . \quad (26)
\]

When \(m \to \infty\), the result follows. \(\square\)