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ABSTRACT

Just because some purely recurrent models suffer from being hard to optimize and inefficient on today’s hardware, they are not necessarily bad models of language. We demonstrate this by the extent to which these models can still be improved by a combination of a slightly better recurrent cell, architecture, objective, as well as optimization. In the process, we establish a new state of the art for language modelling on small datasets and on Enwik8 with dynamic evaluation.

1 INTRODUCTION

Reliable model comparison is crucial for continued innovation in language modelling. With so much attention on Transformers [Vaswani et al., 2017], the development of purely recurrent models has ebbed away. It might be tempting to claim that purely recurrent models are fundamentally worse models of language than attention-based ones, but they seem to have an edge on small datasets, while on larger datasets their lack of scalability on current hardware [Hooker, 2020] also plays an important role in their evaluation. Due to being unfashionable and slow, their fitness might be underestimated especially on all but the smallest datasets with the exception of S4 [Gu et al., 2021], a highly parallelizable, long-range model. The purpose of this work is simply to apply more resources to advancing and evaluating recurrent models – despite, and to compensate for, their computational inefficiency – to better represent their performance in future model comparisons.

Starting from the Mogrifier LSTM [Melis et al., 2019], a state-of-the-art recurrent language model, we introduce several small changes, which involve not only the design of the recurrent cell but the overall architecture, the training objective, and optimization. On all datasets, they combine to a significant, and in some cases large, effect.

2 REWIRED LSTM

We propose a novel recurrent cell, a slightly tweaked version of the LSTM [Hochreiter and Schmidhuber, 1997]. In an LSTM, the updated state $c$ and the output $h$ are computed as

$$
\begin{align*}
i &= \sigma(W^{ix}x + W^{ih}h_{prev} + b^i) \\
j &= \tanh(W^{ix}x + W^{ij}h_{prev} + b^j) \\
f &= \sigma(W^{if}x + W^{if}h_{prev} + b^f) \\
c &= f \odot c_{prev} + i \odot j \\
o &= \sigma(W^{ox}x + W^{oh}h_{prev} + b^o) \\
h &= o \odot \tanh(c),
\end{align*}
$$

where $\sigma$ is the logistic sigmoid function, $\odot$ is the elementwise product, $W^{*}$ and $b^*$ are weight matrices and biases. With $m$ and $n$ being the sizes of the input and the cell state, let the LSTM: $\mathbb{R}^m \times \mathbb{R}^n \rightarrow \mathbb{R}^n \times \mathbb{R}^n$ function refer to the cell computation given above: $\text{LSTM}(c_{prev}, h_{prev}, x) = (c, h)$. To accommodate the performance characteristics of parallel hardware, the activations of $i, j, f, o$ are in practice often computed by tiling the eight $W^{*}$ into one large matrix and multiplying it with the concatenated input and recurrent state $[x, h_{prev}]$.

Intuitively, in $c = f \odot c_{prev} + i \odot j$ the forget gate $f$ and the proposed update $i \odot j$ depend on each other, and computing them in parallel from the same inputs may be partially redundant. On the flipside, the parametrization of the proposed update as a product is more expressive than that of the forget gate, so the overall cell update may lose some of the extra expressivity. Hence, it makes sense to compute the forget gate from the proposed up-
where the changes from the LSTM are highlighted in red. Noted that this reduces the opportunities for parallelization and makes cell updates slower.

Further disregarding efficiency on today’s hardware, to reduce parameter count and to encourage storing more information in the cell state \( c \), we compute \( o \) from \( c \), dropping a potential bypass connection from \( x \) to \( h \). Finally, to make exploding gradients less likely, we cap \( i \) at \( 1 - f \) to ensure \( |c_u| \leq 1 \) for all memory units \( u \). The update of our Rewired LSTM (RLSTM) cell takes the form

\[
\begin{align*}
    i &= \sigma(W^{ix}x + W^{ih}h_{prev} + b^i) \\
    j &= \tanh(W^{jk}x + W^{jh}h_{prev} + b^j) \\
    f &= \sigma(W^{fi}i \circ j + W^{fh}h_{prev} + b^f) \\
    c &= f \odot c_{prev} + \min(i, 1 - f) \odot j \\
    o &= \sigma(W^{oc}c + b^o) \\
    h &= o \odot \tanh(c),
\end{align*}
\]

where the update of our Rewired LSTM (RLSTM) cell takes the form

\[
\begin{align*}
    i &= \sigma(W^{ix}x + W^{ih}h_{prev} + b^i) \\
    j &= \tanh(W^{jk}x + W^{jh}h_{prev} + b^j) \\
    f &= \sigma(W^{fi}i \circ j + W^{fh}h_{prev} + b^f) \\
    c &= f \odot c_{prev} + \min(i, 1 - f) \odot j \\
    o &= \sigma(W^{oc}c + b^o) \\
    h &= o \odot \tanh(c),
\end{align*}
\]

where the changes from the LSTM are highlighted in red. Based on this altered computation, we define the RLSTM function similarly to the LSTM above.

3 ARCHITECTURE

The way recurrent cells are combined can also be improved. Here, we opt to use residual connections, where previous works have used stacked LSTMs [Merity et al., 2017] or skip connections [Melis et al., 2019], which feed directly into the final output. Along with this change, we apply dropout [Hinton et al., 2012] to the cell output before it is added to the residual branch.

To describe the overall architecture more formally, let us denote the modification operation [Melis et al., 2019] with the following \( \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \times \mathbb{R}^m \) function:

\[
mogrify(h, x) = h^2 \| x \|, \quad x^2 \| (r+1) \| 2 - 1
\]

\[
x^{-1}, h^0 = x, h
\]

\[
x^i = 2\sigma(Q^ih^{-1}) \odot x^{i-2} \quad \text{for odd } i \in \{1...r\},
\]

\[
h^i = 2\sigma(Rx^{-1}) \odot h^{-2} \quad \text{for even } i \in \{1...r\},
\]

where the number of rounds \( r \) is a hyperparameter, and \( Q^i \in \mathbb{R}^{nxn}, R^i \in \mathbb{R}^{nxn} \) are (possibly low-rank factorized) weight matrices.

Denoting time steps with \( t \in \{1, 2, \ldots \} \) and layers \( l \in \{1...L\} \), from the vector of token indices \( \omega \) in a fixed vocabulary, the probability distribution of the next token \( p(\cdot | \omega_{<t}, M_l) \) is computed as

\[
c_0, h_0 = 0, 0
\]

\[
\hat{x}_t^0 = \text{onehot} (\omega_t) E^\text{in} \odot M^\text{in}_l
\]

\[
\hat{x}_l^i = h_l^i \odot M^\text{cell}_l \quad (l > 1)
\]

\[
\hat{h}_l^i = h_l^i \odot M^\text{state}_l
\]

\[
c_l^i, h_l^i = [\text{RLSTM}(c_{l-1}^i, \text{mogrify}(\hat{h}_{l-1}^i, \hat{x}_l^i))
\]

\[
c_l^i, h_l^i = [\text{RLSTM}(c_{l-1}^i, \text{mogrify}(\hat{h}_{l-1}^i, \sum_{i=1}^{l-1} \hat{x}_i^i))
\]

\[
p(. | \omega_{<t}, M_t) = \text{softmax} \left( \sum_{i=1}^{l} \hat{x}_l^i \odot M^\text{out}_l \right).
\]

In addition, when an RLSTM is used instead of an LSTM cell, we also apply the state dropout mask to \( c \) in the calculation of \( o = \sigma(W^o c \odot M^\text{state}_l + b^o) \).

4 OBJECTIVE

In the objective, we average model predictions over multiple dropout samples:

\[
\ln p(w_t | \omega_{<t}) = \ln \left( \frac{1}{D} \sum_{d=1}^{D} p(w_t | \omega_{<t}, M_t^d) \right),
\]

where \( D \) is the number of samples taken. As pointed out by Noh et al. [2017], when dropout is interpreted as optimizing a variational lower bound on the log likelihood [Gal and Ghahramani, 2016], this procedure is an instantiation of Importance Weighted Autoencoders [Burda et al., 2015], which provides a bound tighter than the single-sample ELBO.

5 OPTIMIZATION

To increase the stability of optimization and allow slightly higher learning rates, we use Rectified Adam [Liu et al., 2019]. If training diverges, we reset the weights and the optimization state to the previous best checkpoint and multiply the learning rate by 0.9.

Merity et al. [2017] switch to averaging weights at a late stage of optimization when the validation loss has
not decreased for a while. A similar procedure, called Stochastic Weight Averaging (SWA), was also proposed [Izmailov et al., 2018], and corresponding theory was developed in Jain et al. [2018] under the name of Tail Averaging. Here, we employ Two-Tailed Averaging [Melis, 2022], which has no hyperparameters and provides a good approximation to the optimal weight average at every step of optimization. Two-Tailed Averaging (2TA) thus requires no tuning and is a much better fit with early stopping, which is what we do on Enwik8 and Text8 [Hutter, 2012]. While easier to work with, 2TA does not improve the final results over well-tuned Tail Averaging, which is also used by our baseline, the Mogrifier LSTM.

Forget gates are initialized with Chrono init [Tallec and Ollivier, 2018] as \( b^f \sim \ln\mathcal{U}(1, T_{\text{max}} - 1) \), where \( T_{\text{max}} \) is a tuned hyperparameter. Finally, we just train models longer where it is beneficial.

6 DYNAMIC EVALUATION

Hinton and Plaut [1987] proposed fast weights, wherein parameters have a slow- and a fast-changing component. Much later, Ba et al. [2016] showed a form of attention to be an instantiation of fast weights. Similarly, some forms of meta learning, e.g. few-shot adaptation with gradient updates, can be interpreted as fast weights. To mimic this setting and gain a particularly general fast weights implementation, it would be desirable to allow the model weights to depend on the context as in \( p(x_i|\theta(x_{ci}), x_{ci}) \), where the fast weights \( \theta(x_{ci}) \) are computed with gradient-based updates to the slow weights \( \theta_0 \). However, due to the practical difficulties involved in training batches with per-example inner gradient updates, we eschew fast weights at training time but not when performing evaluation, thus we end up with what is called dynamic evaluation [Krause et al., 2017]. Here, we present dynamic evaluation results as a proxy for the gradient-based fast weights model.

As argued heuristically above, attention may be interpreted as a particular way of adapting the weights to the context (outer product memory), like the Mogrifier, which has an even more restricted form of update (scaling columns of weight matrices). Thus, it is not surprising that Melis et al. [2019] found that Transformers are better at adapting without changing their weights, leaving less in-context signal for dynamic evaluation to pick up.

7 EXPERIMENTAL SETUP

We follow the experimental setup of our baseline [Melis et al., 2019]. In the following, we list only the most pertinent choices in our experimental setup; everything else is the same as in the baseline. Note that the baseline’s and our LSTM implementation already includes the capped input gate (\( \min(1 - f, i) \)) of the R-LSTM. For the black-box hyperparameter tuner [Golovin et al., 2017], due to the switch to a residual architecture, the baseline’s \textit{inter-layer dropout} hyperparameter is replaced with \textit{cell output dropout} (see \( \mathbf{M}_{\text{cell}}^\ell \) in §3). In addition, the top of the Chrono init range \( T_{\text{max}} \) is a new hyperparameter from the \([e^2, e^5]\) range.

For word-level language modelling on Penn Treebank [Marcus et al., 1993] with preprocessing by [Mikolov et al., 2010], we trained 2-layer models for about 400 epochs with 8 dropout samples. Batch size was 128, and we trained with a BPTT [Werbos, 1990] window size of 70. Experiments on WikiText-2 [Merity et al., 2016] were conducted similarly, with the exception of training for 250 epochs and using 4 dropout samples.

For character-based language modelling on Penn Treebank, we trained 2-layer models for 100 epochs with 4 dropout samples, batch size 128, and a BPTT window size of 200. On Enwik8 and Text8 [Hutter, 2012], we trained 6-
Finally, we report results with and without dynamic evaluation for a given dataset and model size are in bold unless there is a smaller model with a better result.

Table 2: Bits per character on character-based datasets of near state-of-the-art models. Names for models with our new results are in bold. The best test results with and without dynamic evaluation for a given dataset and model size are in bold unless there is a smaller model with a better result.

| Model evaluation | No Dyneval | Dyneval | No Dyneval | Dyneval |
|------------------|------------|---------|------------|---------|
|                  | Val.  | Test  | Val.  | Test  |
| PTFB             |        |       |        |       |
| Mogrifier LSTM [Melis et al., 2019] | 24M   | 1.149 | 1.131 | 1.098 | 1.088 |
| Mogrifier LSTM   | 24M   | 1.127 | 1.109 | 1.085 | 1.074 |
| Mogrifier RLSTM  | 24M   | 1.115 | 1.096 | 1.073 | 1.061 |
| Transformer-XL (d2) [Dai et al., 2019] | 277M  | 0.993 | 0.940 |
| Longformer [Beltagy et al., 2020] | 277M  | 0.97  |
| Transformer-XL (d18) [Dai et al., 2019] | 88M   | 1.03  |
| Longformer [Beltagy et al., 2020] | 102M  | 0.99  |
| Mogrifier LSTM [Melis et al., 2019] | 96M   | 1.110 | 1.122 | 1.099 | 0.988 |
| Mogrifier LSTM   | 96M   | 1.057 | 1.072 | 0.963 | 0.946 |
| Mogrifier RLSTM  | 96M   | 1.028 | 1.042 | 0.952 | 0.935 |
| Transformer-XL (d12) [Dai et al., 2019] | 41M   | 1.06  | 1.01  |
| Longformer [Beltagy et al., 2020] | 41M   | 1.02  | 1.00  |
| Mogrifier LSTM [Melis et al., 2019] | 48M   | 1.135 | 1.146 | 1.035 | 1.012 |
| Mogrifier LSTM   | 48M   | 1.083 | 1.094 | 0.988 | 0.969 |
| Mogrifier RLSTM  | 48M   | 1.060 | 1.071 | 0.986 | 0.968 |
| Transformer-XL (d2z) [Dai et al., 2019] | 277M  | 1.08  | 1.038 |
| Longformer [Beltagy et al., 2020] |        |       |        |       |
| Mogrifier LSTM   | 96M   | 1.033 | 1.106 | 0.977 | 1.047 |
| Mogrifier LSTM   | 96M   | 1.022 | 1.096 | 0.975 | 1.044 |
| Mogrifier RLSTM  | 41M   | 1.04  | 1.10  |
| Longformer [Beltagy et al., 2020] | 48M   | 1.063 | 1.140 | 1.005 | 1.075 |
| Mogrifier LSTM   | 48M   | 1.044 | 1.119 | 0.998 | 1.068 |

layer models for 200 epochs, whereas the baseline model had 4 layers and was trained for only 29 epochs. Batch size was 128, and the BPTT window size was set to 256. Increasing the window size had no discernable effect in agreement with the findings of Khandelwal et al. [2018]. Due to the long time required to train these models, the best hyperparameters were selected from a random pool of 60 candidates. Since preliminary experiments indicated that the benefit of using multiple dropout samples was less than 0.01 bpc, we refrained from using more than one dropout sample to save time.

Model evaluation was performed with the standard, deterministic dropout; we refrained from using the more expensive Monte Carlo averaging [Gal and Ghahramani, 2016]. The optimal softmax temperature was selected at evaluation time to maximize the validation log-likelihood [Melis et al., 2018]. Finally, we report results with and without dynamic evaluation [Krause et al., 2017].

8 RESULTS

Due to the aforementioned loss of parallelization opportunities, we found that the RLSTM was about 10%–30% slower than the LSTM on NVIDIA p1000 GPUs. Still, the RLSTM retained a significant advantage over the LSTM even when trained for the same wall clock time.

On word-level language modelling (see Table 1), only training for half the epochs, our Mogrifier LSTM outperformed the same model in Melis et al. [2019], the baseline. This was mostly due to the quicker convergence with multiple dropout samples and, to a small degree, to the initialization of the forget gate. Note that on 2-layer models, which we used on this task, residual connections are identical to skip connections, which are employed by the baseline. On top of these improvements, the RLSTM outperformed the LSTM by a small margin, and we established a new state of the art on both datasets with and without dynamic evaluation.

Table 2 shows our results on character-based language modelling. On Penn Treebank, again only training for half the epochs, we significantly boosted the results of the state-of-the-art baseline model by using multiple dropout samples and to a smaller degree by tuning the forget gate initialization. Our results were then further improved by switching to the RLSTM.

Our results on Enwik8 and Text8 were boosted greatly. However, some corners were cut due the high computational cost, thus the results can likely be improved further.
e.g. with proper tuning (instead of random sampling), by training even longer, and by using multiple dropout samples. We heuristically estimate a 0.015–0.03 bpc sub-optimality due to these factors only.

Taking advantage of Two-Tailed Averaging’s (2TA) online estimates and the fact that hyperparameters were selected randomly, we can estimate the contribution of training longer (200 vs 29 epochs). For example, in the 48M parameter setting on Enwik8, we observed that training longer lowered the validation bpc by about 0.035, leaving another 0.016 bpc for the contributions of residual connections and the forget gate initialization. Finally, the RLSTM outperformed the LSTM by 0.022 bpc. Similar relative contributions were observed in all other settings on Enwik8 and Text8.

Some of the changes we made increased primarily the stability of training and the efficiency of hyperparameter tuning without discernible effect on the final results. Using Rectified Adam and restarting from a previous checkpoint on divergence greatly reduced the number of failed runs, and 2TA made tuning easier by removing a hyperparameter while opening the door for early stopping due to its online nature.

We found that in the early stages using $D$ dropout samples allowed optimization to make more progress per step but less than the progress with a single sample and $D$ times the number of steps. On datasets that are on the smaller side and where dropout rates are high, in the late stages of optimization, the multi-sample objective proved better in terms of validation perplexity. However, that was not the case on Enwik8 and Text8, possibly due to being bottlenecked by other issues such as the length of optimization.

9 CONCLUSIONS

We strengthened purely recurrent models’ language-modelling results on a varied collection of datasets using various techniques and a slightly novel recurrent cell. These new baselines better represent the models’ ability but do not necessarily allow for a fair comparison to previous results. In particular, while we cited and listed results of the best transformer-based models, we did not evaluate them ourselves using the same methodology. This is especially obvious where previous works did not report dynamic evaluation results. The comparisons we made to recurrent models were also rather targeted: we focussed solely on the state-of-the-art purely recurrent model, the Mogrifier LSTM, and ignored both the less performant models and those combined with attention [Merity, 2019, Lei, 2021]. Nevertheless, the combination of our strong results and little novelty highlight the extent to which minor details and computational efficiency on current hardware affect model comparisons.

With that in mind, the primary contribution of this work is to apply more resources to designing and evaluating recurrent models and to provide stronger baselines for model comparisons. Second, the set of improvements to models of the recurrent cell, overall architecture, training objective, and optimization that we employed or proposed might inform future practice and research. In addition, the fact that two quite different architectures (recurrent and attention-based) appear to perform similarly in terms of perplexity suggests that bigger changes are necessary to develop data-efficient language models.

REFERENCES

Jimmy Ba, Geoffrey Hinton, Volodymyr Mnih, Joel Z Leibo, and Catalin Ionescu. Using fast weights to attend to the recent past. Advances in neural information processing systems, 29, 2016.

Iz Beltagy, Matthew E Peters, and Arman Cohan. Longformer: The long-document transformer. arXiv preprint arXiv:2004.05150, 2020.

Yuri Burda, Roger Grosse, and Ruslan Salakhutdinov. Importance weighted autoencoders. arXiv preprint arXiv:1509.00519, 2015.

Zihang Dai, Zhilin Yang, Yiming Yang, William W Cohen, Jaime Carbonell, Quoc V Le, and Ruslan Salakhutdinov. Transformer-XL: Attentive language models beyond a fixed-length context. arXiv preprint arXiv:1901.02860, 2019.

Yarin Gal and Zoubin Ghahramani. A theoretically grounded application of dropout in recurrent neural networks. In Advances in Neural Information Processing Systems, pages 1019–1027, 2016.

Daniel Golovin, Benjamin Solnik, Subhodeep Moitra, Greg Kochanski, John Karro, and D Sculley. Google Vizier: A service for black-box optimization. In Proceedings of the 23rd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, pages 1487–1495. ACM, 2017.

Albert Gu, Karan Goel, and Christopher Ré. Efficiently modeling long sequences with structured state spaces. arXiv preprint arXiv:2111.00396, 2021.
Geoffrey E Hinton and David C Plaut. Using fast weights to deblur old memories. In Proceedings of the 9th annual conference of the cognitive science society, pages 177–186, 1987.

Geoffrey E Hinton, Nitish Srivastava, Alex Krizhevsky, Ilya Sutskever, and Ruslan R Salakhutdinov. Improving neural networks by preventing co-adaptation of feature detectors. arXiv preprint arXiv:1207.0580, 2012.

Sepp Hochreiter and Jürgen Schmidhuber. LSTM can solve hard long time lag problems. In Advances in neural information processing systems, pages 473–479, 1997.

Sara Hooker. The hardware lottery. CoRR, abs/2009.06489, 2020. URL https://arxiv.org/abs/2009.06489.

Marcus Hutter. The human knowledge compression contest. URL http://prize.hutter1.net, 6, 2012.

Pavel IzmailoV, Dmitrii Podoprikhin, Timur Garipov, Dmitry Vetrov, and Andrew Gordon Wilson. Averaging weights leads to wider optima and better generalization. arXiv preprint arXiv:1803.05407, 2018.

Prateek Jain, Sham Kakade, Rahul Kidambi, Praneeth Netrapalli, and Aaron Sidford. Parallelizing stochastic gradient descent for least squares regression: mini-batching, averaging, and model misspecification. Journal of Machine Learning Research, 18, 2018.

Urvashi Khandelwal, He He, Peng Qi, and Dan Jurafsky. Sharp nearby, fuzzy far away: How neural language models use context. arXiv preprint arXiv:1805.04623, 2018.

Ben Krause, Emmanuel Kahembwe, Iain Murray, and Steve Renals. Dynamic evaluation of neural sequence models. arXiv preprint arXiv:1709.07432, 2017.

Tao Lei. When attention meets fast recurrence: Training language models with reduced compute. CoRR, abs/2102.12459, 2021. URL https://arxiv.org/abs/2102.12459.

Liyuan Liu, Haoming Jiang, Pengcheng He, Weizhu Chen, Xiaodong Liu, Jianfeng Gao, and Jiawei Han. On the variance of the adaptive learning rate and beyond. arXiv preprint arXiv:1908.03265, 2019.

Mitchell P Marcus, Mary Ann Marcinkiewicz, and Beatrice Santorini. Building a large annotated corpus of English: The Penn treebank. Computational linguistics, 19(2):313–330, 1993.

Gábor Melis, Charles Blundell, Tomáš Kočiský, Karl Moritz Hermann, Chris Dyer, and Phil Blunsom. Pushing the bounds of dropout. arXiv preprint arXiv:1805.09208, 2018.

Gábor Melis, Tomáš Kočiský, and Phil Blunsom. Mogrifier LSTM. arXiv preprint arXiv:1909.01792, 2019.

Stephen Merity. Single headed attention rnn: Stop thinking with your head. arXiv preprint arXiv:1911.11423, 2019.

Stephen Merity, Caiming Xiong, James Bradbury, and Richard Socher. Pointer sentinel mixture models. CoRR, abs/1609.07843, 2016. URL http://arxiv.org/abs/1609.07843.

Stephen Merity, Nitish Shirish Keskar, and Richard Socher. Regularizing and optimizing LSTM language models. arXiv preprint arXiv:1708.02182, 2017.

Tomas Mikolov, Martin Karafiát, Lukas Burget, Jan Černocký, and Sanjeev Khudanpur. Recurrent neural network based language model. In Interspeech, volume 2, page 3, 2010.

Hyeonwoo Noh, Tackgeun You, Jonghwan Mun, and Bohyung Han. Regularizing deep neural networks by noise: Its interpretation and optimization. Advances in Neural Information Processing Systems, 30, 2017.

Ofir Press and Lior Wolf. Using the output embedding to improve language models. CoRR, abs/1608.05859, 2016. URL http://arxiv.org/abs/1608.05859.

Corentin Tallec and Yann Ollivier. Can recurrent neural networks warp time? arXiv preprint arXiv:1804.11188, 2018.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz Kais-
Attention is all you need. *Advances in neural information processing systems*, 30, 2017.

Paul J Werbos. Backpropagation through time: what it does and how to do it. *Proceedings of the IEEE*, 78(10): 1550–1560, 1990.

Zichao Yang, Zhiting Hu, Ruslan Salakhutdinov, and Taylor Berg-Kirkpatrick. Improved variational autoencoders for text modeling using dilated convolutions. In *International conference on machine learning*, pages 3881–3890. PMLR, 2017.

Barret Zoph and Quoc V. Le. Neural architecture search with reinforcement learning. *CoRR*, abs/1611.01578, 2016. URL http://arxiv.org/abs/1611.01578.