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Abstract

The Good Laboratory Practice guidelines (GLPs) of the US Food and Drug Administration are primarily a process of bookkeeping to ensure that agreed procedures have been followed and procedural documentation is true and accurate. It is the goal of the GLPs to ensure that any study can be re-created through the accurate and detailed description contained within the audited final study report. The GLPs require the designation of a Study Director (SD) for each nonclinical safety study. Under the administrative policy, a SD represents “the single fixed point of responsibility for overall conduct of each study” (21 CFR52 (172) 33770). The SD is charged with the technical conduct of the study including interpretation, analysis, documentation, and reporting of the results. As such, when an error or deviation is made on a study it is the SD, alone, that must ensure accurate and detailed description of the error, and initiation appropriate ‘due diligence’ to ensure that similar events on the study are minimized, and that the final report contains a clear and concise listing of all errors and guideline deviations, as well as a fair assessment of their potential impact on the overall quality and integrity of the data. Deviations happen on studies conducted in the best of laboratories, this review details a process of remediation that must take place to ensure that the study integrity is intact and need for repetition of the study is minimized.
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Introduction

Data generated during early nonclinical general toxicology and safety pharmacology studies are used to set a safe starting dose for first-in-human (FIH) clinical trials. A large majority of these data are generated in “for-hire” studies under contractual agreements with private or public research organizations (CROs). In early human clinical trials, the research subjects are typically healthy volunteers who have little to gain but much to lose if the drug is associated with unexpected, especially adverse, outcomes such as the TGN1412 (TeGenero®) or BIA 10-2474 (Bial®) incidents [1-3]. With that in mind, Good Laboratory Practice regulations (GLPs; 21 CFR, Ch. 13 §58.1) require a set of standardized nonclinical study procedures that are used to establish and document a process of data retention and produce a formalized report, including (anticipated and unanticipated) study-related events so that any single study can be thoroughly understood in the context in which it was conceived and executed, and reconstructed as needed. There is a subliminal, often unvoiced concern about the possibility that financial profits for contractual study data may contribute toward possible coercion or undue influence capable of distorting the judgment of members of the CROs who must balance their fiduciary responsibility to conduct valid and reliable research for submission to the FDA and the potential loss of a paying client as a result of program errors. The concept of undue influence from Sponsor-funded research is not trivial. Potential loss of a major client can lead to internal pressures to minimize the impact of study errors and the threat of regulatory oversight or audits following an adverse finding in subsequent clinical trials. In today’s economy there is often a question of whether or not there is something uniquely distorting about money and the threat of the disgruntled client leaving to pursue other laboratories provides even more pressure on the SD/researcher who is attempting to maintain neutral and assure study integrity. The GLPs do not guarantee study validity or reduce the likelihood of study errors being made. The GLP regulations merely provide an administrative policy to ensure a means to an end for the determination of a post hoc analysis of the true impact of deviations. The regulations require test facility management to assign a single point of control for each study – the Study Director (SD). Under the GLPs, the SD is not required to be a scientist, and the guidelines do not delineate any unique features required for SD status, except that they are selected by Test Facility Management based on their assessment of the SD’s background, education, and experience [4]. Deviations from SOPs, protocol, or GLPs occur on study. The vast majority are not intentional or malicious, and they generally don’t elicit a punitive response. There is no perfect study; it would seem fruitless to deny this fact knowing that there are so many “hands in the mix”. Human deviation has been defined by Rodriguez-Perez [5] as:

a departure from acceptable or desirable practices on the part of an individual resulting in unacceptable or undesirable result.

According to Rodriguez-Perez [5] these deviations and mistakes are the symptoms of causal (human) factors associated with root causes that we must discover prior to solving them.

Documentation errors or simple clerical errors occur in every organization and bureaucracy. Contributing to these is the well characterized speed and accuracy trade-off characteristic of human performance [6]. With increasing workload and limited resources.
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short-cuts and errors are going to happen. It is the responsibility of the Test Facility management to ensure adequate resources are available for each study undertaken at that particular site. Dr. James Reason [7] describes two approaches to the problem of human errors: the ‘person’ and the ‘system’ approaches. According to Reason [7] the “person approach” focuses on the errors of individuals, blaming them for forgetfulness, inattention, etc.; while the “system approach” concentrates on the environmental conditions under which individuals work and attempts to build “safety nets” to avert errors or mitigate their effects. Other organizations emphasize the philosophy that improvement is about learning. The reason deviations occur is often because something is misunderstood in the processes established by the organization. The pharmaceutical industry and drug regulators have attempted to “force-fit” corrective action plans (Lean Six Sigma, CAPA, etc.) that are useful to mitigate production errors in manufacturing processes to errors in human services or human processes of bench-top or animal laboratory research. One of the significant criticisms of such approaches is related to the insight that the mechanical steps of equipment assembly line production (e.g., as in GMP) may not be directly relevant to the dynamic properties of human behavior (e.g., as in GLP), particularly in complex and relatively more sophisticated non-manufacturing contexts. The conduct of human researchers performing preclinical safety assessments with whole animals (technicians, scientists, support staff, etc.) involves cognitive processes of attention, knowledge-based decision making, rule-based decision making, contextual orientation, and memory. Manufacturing production line errors either do not involve these processes, or do not engage requisite cognitive faculties to the same extent. Contract Research Organizations (CROs), even highly reliable ones, certainly experience and contribute to their share of mistakes and recognize that human variability in performance is a force to harness in averting errors. Under the GLP requirements “all hands” within the organization must be adequately trained for the jobs they perform. There are daily laboratory tasks that are so basic as to not require training, and others that require initial training with periodic and continual re-training. In the process of error analysis it may be discovered that ineffective training is a “cause” of errors in the study conduct. Human resources, time allocation, and equipment failures may also represent potential sources of error. Technicians may have insufficient practice-time or actual “hands-on” experience with a procedure that is infrequently employed. For example, specialized equipment or service offerings may be limited to a single therapeutic target that engages a dedicated study only every 2 to 3 years. How does a CRO maintain proficiency on these special assays in such circumstances? Despite the foregoing, it is worth remembering that just because an error has been made does not necessarily mean the critical study data on which pivotal decisions depend have been compromised. In spite of inevitable human errors, scientific integrity is not necessarily compromised. The SD is the centralized authority for study conduct. The SD is integral to study performance and is the single point of contact for all communications and events related to the performance and execution of the approved study protocol. In general, the SD is coordinating a relatively standardized set of protocols which are conducted repeatedly within the same institution for almost every new drug that is screened. For FDA to reject a study, it is necessary to find that there were deviations from the GLPs and that these deviations were of such a nature as to compromise the quality and integrity of the study covered by the agency inspection [8]. The term “reliability” refers to the inherent quality of a data parameter or set of parameters in a regulatory report submission relating to: 1) A clearly described experimental design to allow for the study to be reconstructed and repeated independently, if needed; 2) The methods intended for use on a study and those experimental procedures that were actually performed; and 3) The reporting of the results to provide evidence of the reproducibility and accuracy of the findings. A well-documented study from initiation to termination can serve as a testament to the scientific integrity of the data and their interpretation. The opinion of the SD as to the validity, reliability and integrity of the completed study data hinges on a decision based on the totality of evidence and personal experience. If the GLP process remains intact during the conduct of the study, the acceptance of the study data by the SD is not necessarily a problematic task and should be reasonably easy to defend under formal, post-hoc auditing by the regulatory agency and Sponsors. The purpose of this review is to illustrate a general process by which the full impact of human and experimental errors can be viewed and summarized, in order to establish grounds for acceptance or rejection of the study data without undue influence of the management or the paying Sponsor. Regulators have the statutory responsibility to make sound and verifiable decisions and judge the reliability of each study that is submitted for review in accordance with scientific principles regardless of whether they were conducted in accordance with the GLP’s and/or standardized methods [9]. Based on the totality of available evidence from the study data and documentation, the SD must ensure that the quality and integrity of a study will hold up to regulatory scrutiny when the regulatory documents for a drug are submitted for review and approval.

Due diligence

When an error occurs on a study it is imperative that the SD is informed with limited delay. The SD must be given a full and detailed analysis of what was supposed to occur on the specific phase of the study under examination, what did occur, and a sound reason why there is a difference. As the single point of control, the SD must utilize descriptive information provided by the technical/operations staff to determine the relative magnitude and importance of the error, identify the source of the error, and initiate a plan to reduce the future likelihood of similar errors. The SD must also demonstrate sufficient understanding of the scope, magnitude, and practical implications of the deviation on the quality and/or integrity of achieving the objectives of the study protocol. Contemporaneously with the deviation on study, the SD must determine if this unplanned event in the study conduct represents a potential threat to the validity, reliability and integrity of the study data that is intended for federal regulatory review in support of the Sponsor’s future request for conducting clinical trials or obtaining a marketing permit of this regulated product. At the time of data submission to the FDA the regulatory staff must evaluate the effects of all errors, deviations or incidences of GLP non-compliance and:

1) Determine that the error or non-compliance does not affect the validity of the study and accept it, or

2) Determine that the noncompliance may have affected the validity of the study and require that the study be validated by the Sponsor submitting it, or

3) Reject the study completely.

The key component in this regulatory submission is the documentation of SD’s due diligence in addressing the issue at the time of the noncompliance occurred (43 FR 59989-59990). In the worst-case scenario, even the most egregious unintentional error may be useful to the Sponsor. In the preamble of the GLP regulations, the FDA (41 FR 51215) acknowledged that valid data and information in an otherwise unacceptable study which demonstrates an adverse effect of the product, may serve as the basis of the final regulatory submission. By
the FDA’s own admission a technically bad study can never establish the absence of safety risk but may establish the presence of a previously unsuspected hazard (43 FR 59992). As described by Moerman et al. [9] the GLPs require that the protocol is fully documented, as are any deviations from the protocol, SOPs or GLPs and that all raw data are available. Coincident with the development of the GLPs was the development of standardized test guidelines, for instance, by the USEPA and OECD. These standard guidelines do not guarantee that the correct hypothesis, experimental design, or most appropriate species is tested. In addition, the established core battery of tests do not ensure that all relevant adverse responses for a given substance are tested [10] and they may be modified in protocol development to cover key issues specifically relevant to the test article and its therapeutic target [11–13]. However, results from non-standardized studies reported in peer-reviewed journals may, in some cases, contribute additional and important information to a risk assessment and should not necessarily be excluded from risk assessment simply because the study was not performed according to GLP and/or standardized guidelines. A peer-review study that followed nonstandard methods can be scientifically valid without GLP compliance; however, peer-review of these studies does not guarantee that the results are of sufficient quality [14,15]. The actions and documentation of the SD’s due diligence in response to study errors or noncompliance are critical in the regulatory agency’s decision-making process for marketing approval that may occur months to years from the actual calendar date of the individual study event in question. Administrative precedence has been established through collaborative and published risk assessment strategies from both industry and government regulatory agencies in both the US and Europe [11–18].

Establishing a data defense

For each deviation or incident of GLP noncompliance the SD must make a judgment as to the full impact of the event on the quality and integrity of the data from that day of the study. At the study report phase the SD must also review all deviations conducted on the study and make a global statement as to the overall impact of all incidences of study errors, deviations, and noncompliance. This can be accomplished by using a “data defense”. The first step in determining what information is needed to substantiate a data defense is to understand the meaning of the claim of data integrity and/or reliability and to clearly identify each implied and documented deviation on the study. Risk analysis should identify “critical tasks” required by the protocol. Critical tasks are study directed functions that, if performed incorrectly or not performed at all, would or could compromise the study outcome. An example of a critical task would be an incident of unintended paravenous leakage from an intravenous dose administration. Extravasation injury is defined as the damage caused by the efflux of solutions from a vessel into surrounding tissue spaces during intravenous infusion. An infusate leaking into the subcutaneous tissues may be painful to the animal but some experimentally-induced metabolic states, such as diabetes, increases the likelihood of such incidents. The damage can extend to involve nerves, tendons, and joints and can continue for months after the initial insult. These findings are not directly test-article related, but the secondary effects to the metabolic disorder being examined. Risk analysis should also identify the “intended target” and/or the “expected environment”. The dose group would be considered a significant intended target and the maintenance of room temperature, humidity, and light cycle would be considered the expected environmental conditions listed in the protocol that may have the potential of affecting the data collected on the study. According to documentation at FDA, the standard of competent and reliable scientific evidence has been

legally and administratively defined in federal case law of the Federal Trade Commission (FTC) as: [19] tests, analyses, research, studies, or other evidence based on the expertise of professionals in the relevant area, that has been conducted and evaluated in an objective manner by persons qualified to do so, using procedures generally accepted in the profession to yield accurate and reliable result. There is clearly no statutory or administratively established formula as to how many or what type of supportive evidence is needed to substantiate a claim of study data integrity. However, past history with regulatory reviewers has demonstrated that the agency will consider the “accepted norms” of the relevant research fields or disciplines of science and the documented consultations with experts from the various disciplines in rendering judgment. If there is an existing standard for substantiation developed by another government agency (i.e., CDC, EPA) or other authoritative body (i.e., Society of Toxicology [SOT], American College of Toxicology [ACT], etc.) the regulators generally will accord deference to those standards, as well. In determining whether the substantiation standard for data integrity have been met with competent and reliable scientific evidence, the SD should consider four issues in the assessment: The meaning of the claim that the quality and integrity of the data have not been compromised by the error or deviation:

1. The relationship of the evidence to the claim.
2. The quality of the evidence.
3. The totality of the evidence.

The first step in determining the “who, what, when, and where” of information that is needed to establish a data defense is whether the SD has an understanding of the relevance of the deviation to specific requirements of the protocol, a relevant SOP, or to specific sections of the GLPs. The SD must be able to identify each suspected and documented error or noncompliance event on the study. Initially, the SD should not limit the focus on individual deviations, but on what expected effect is being promoted when all of the statements being made over the full study are considered together. While it is important that the SD assesses each individual event (deviation or error), it is paramount to substantiate the overall “message” contained when the claims of data reliability are considered together. Included in the determination of data integrity, the SD must also consider whether the evidence has any relationship to the specific claim of compromised data being made or to the study interpretation itself. In determining if a single deviation has affected the quality and integrity of the data generated during that single event, the SD must consider if the overall scientific quality of the overall study has been compromised.

Scientific quality of a study is based on several criteria including:

- The sample size (power analysis)
- The study design, itself (are vehicle control cohorts present? Negative controls? Positive control?)
- Data collection methods (validated computer software system? Validated and calibrated instrumentation?)
- Statistical analysis? (will loss of animal subjects jeopardize power?)

The level of measurement for the dependent measures collected during the related deviation? – nominal, ratio, ordinal data? If the overall study adequately addresses all or most of these criteria, the study may be considered to retain its’ high quality standard, in spite of the errors or incidents of noncompliance. The regulatory determination of acceptability will be made contingent upon the numerous scientific and statistical principles used as evidence to substantiate the data.
defense. The Agency for Healthcare Research and Quality and Research (AHRQ) has defined "methodologic quality" as the extent to which all aspects of a study’s design and conduct can be shown to protect against systematic bias, non-systematic bias, and inferential error [20]. The regulatory agencies hold quality to be the extent to which a study’s design, conduct, and analysis have minimized selection, measurement, and any number of additional potentially confounding biases. These criteria should be the first to be assessed when trying to integrate the post hoc analysis into the data defense. What deviations conducted during a study can influence selection or measurement bias? As a general principle the SD should think about the type of evidence that would be sufficient to substantiate a claim in terms of what “experts in the field” would consider to be valid and reliable. Competent and reliable scientific evidence to support a claim should first rely on data derived primarily from similar toxicology/safety studies conducted in the laboratory. The strongest nonclinical evidence is based on data from studies in identical animal models, on data that have been reproduced in the research laboratory and other research laboratories and on data that gives statistically significant dose-response relationships. With respect to within- and between laboratory data comparisons, the AHRQ recommends consideration of the following domains:

1. Comparability of subjects.
2. Exposure or intervention.
3. Outcome measurement (validated computerized systems? Calibrated instruments, observational study parameters?).
4. Statistical analysis (i.e., power analysis as it relates to loss of sample size).

As before, these apply to systems that represent acceptable approaches for assessing the quality of observational studies. For example, in determining the full impact of a dosing error on a study, one might calculate the change in “total body burden” over the course of the study to make a claim that a single or multiple events on a study had a minimal impact on the actual delivered dose for the individual animal or the study design dosing group, as a whole (for example, some SOP-derived threshold, such as less than 10% for formulated solutions). The SD must maintain an industry “best practice” approach in determining the data defense procedure being sure to take into account the types of study under review. The SD is admonished that systems used to rate the quality of both observational (subjectively derived data collection) studies and objectively derived data collection studies (i.e. ECG, quantitative clinical pathology parameters)—what we refer to as "one size fits all” quality assessments—may prove to be difficult to use and, in the end, may measure study quality less precisely than desired. The data defense evaluation should also consider 3 other domains—quality, quantity, and consistency. These are considered well-established variables for characterizing how confidently we can conclude that a body of knowledge provides information on which regulatory policy makers can act. As described by the AHRQ:

Quality is defined as the aggregate of quality ratings for individual studies, predicated on the extent to which bias was minimized; Quantity refers to the magnitude of effect, numbers of comparative studies, and sample size, or power; and The Consistency for any given analysis refers to the extent to which similar findings are reported using similar and different study designs. The SD should apply significant weight in his/her analysis to determine “competent and reliable scientific evidence” to:

Historical control data from the laboratory
Contemporaneous vehicle control data (from study cohorts), and
Published data from similar age- and strain-matched cohorts derived from standard reference books, published studies from peer-reviewed scientific literature, and
The background, education, and experience of the SD himself (herself).

Totality of evidence

Regulatory decisions regarding the validity, reliability, and integrity of study data are based on the “totality of evidence”. The FDA has adopted the “weight of evidence” approach as the standard in the regulatory review process for regulatory submissions. The “additional clarity,” as the agency calls it, expands the value of direct and circumstantial evidence as part of the “totality of evidence” that the decision-makers objectively intend to use to accept or reject the full impact of study deviations and noncompliance events on the reliability and integrity of the data. As the body of evidence grows, additional studies (i.e., quantity) conducted in the same laboratory increase the likelihood of a large range of quality scores and heterogeneity with respect to outcomes measured, and results that can be used to make the final judgment on data defense. When dose- and time-dependent related factors are similar across studies, consistency (and thus, strength of evidence) is enhanced. Differences in derived data reflect a reduction in consistency, and the regulatory reviewers will assume a diminution in the overall strength of the evidence. In the final analysis, the SDs attempting to grade the strength of the evidence supporting the integrity of the data and quality and reliability of the study report should always rely on value of an independent scientific review of the final data set as part of standard institutional practices. In judging the strength of the body of evidence in a single study used to make a final decision on the status of the overall study, the agreement of a “legally competent authority” is invaluable to regulatory decision-makers. A legally competent authority (LCA) is judged on the specific task at hand. The determination of who is an expert in a discipline of science is generally based on:

The established reputation of the scientist within the relative discipline (membership in scientific organizations, societies, and/or guilds),
A documented publication history that demonstrates the capacities to reason and deliberate, hold appropriate values and goals of that scientific discipline,
A knowledge of the related regulatory agency’s administrative policies, and
Can appreciate the critical value of the circumstances, and understands the relevant information one is given and can communicate a learned opinion.

The broader agenda to be met by the laboratory review process is to apply a set of rating and grading schemes in ways that can be made transparent for the Sponsor and the FDA decision makers who use the audited study report for approval determinations for marketing licensure. By a full review and documentation of the decision making process used to judge the full impact of study deviations and noncompliance events related to the GLPs, it is the totality of evidence that should be conveyed in the report. As the single point of control on the study, the FDA must accept the SDs conclusion with “a reasonable scientific certainty” or to a “reasonable degree of certainty” of the
finalized study report data. The message should be conveyed with confidence. The intent of this review is to move the evidence-based practice field for this process ahead in ways that will bring benefit to the entire nonclinical safety assessment industry.
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