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Abstract. A typical information extraction pipeline consists of token- or span-level classification models coupled with a series of pre- and post-processing scripts. In a production pipeline, requirements often change, with classes being added and removed, which leads to nontrivial modifications to the source code and the possible introduction of bugs. In this work, we evaluate sequence-to-sequence models as an alternative to token-level classification methods for information extraction of legal and registration documents. We finetune models that jointly extract the information and generate the output already in a structured format. Post-processing steps are learned during training, thus eliminating the need for rule-based methods and simplifying the pipeline. Furthermore, we propose a novel method to align the output with the input text, thus facilitating system inspection and auditing. Our experiments on four real-world datasets show that the proposed method is an alternative to classical pipelines.

Keywords: Information Extraction · Sequence-to-sequence · Legal Texts.

1 Introduction

Current commercial information extraction (IE) systems consist of individual modules organized in a pipeline with multiple branches and merges controlled by manually defined rules. Most of such modules are responsible for extracting or converting a single piece of information from an input document. In production pipelines, the requirements and specifications often change, with new types of documents being added and more information being extracted. This leads to higher maintenance costs due to an ever larger number of individual components.

Although recent pretrained language models significantly improved the effectiveness of IE systems, modern pipelines are made of various of such models,
each responsible for extracting or processing a small portion of the document. Due to the large computational demands of these models, it can be challenging to deploy a low-latency low-cost IE pipeline.

In this work, we study the viability of a framework for information extraction based on a single sequence-to-sequence (seq2seq) model finetuned on a question answering (QA) task, for extracting and processing information from legal and registration documents. The main advantage of this framework is that a single model needs to be trained and maintained. Thus, it can be shared by multiple projects with different requirements and types of documents. Figure 1 depicts an illustration comparing a classical IE pipeline with the proposed one.

We validate this single-model framework on four datasets that represent demands from real customers. We summarize our contributions as follows:

- We show that a single seq2seq model is a competitive alternative to a classical pipeline made of multiple extraction and normalization modules (see Section 5.3 for an ablation study). Our model is trained end-to-end to generate the structured output in a single decoding pass.
- We evaluate different pretraining and intermediate finetuning strategies and show that target language tokenization and pretraining are by far the most important contributors to the final performance. Further pretraining on the legal domain and finetuning on a similar task have minor contributions.
- One of the limitations of generative models is that the location of extracted tokens in the input text can be ambiguous. We propose a novel method to address this problem (Section 3.3).

Fig. 1. a) A classical IE pipeline consisting of multiple extraction and normalization modules. b) Our proposed IE framework that converts the input document into structured data using a single seq2seq model.
2 Related Work

A go-to choice of methods for information extraction are token-level classification models, which predict a label for each element in the input sequence [11, 16, 18, 13, 5, 21, 10]. Seq2seq models are typically used to solve complex language tasks like machine translation, text summarization, and question answering [20, 25, 14, 30]. This special class of language models has shown excellent performance on tasks that are commonly tackled by token-level or span-level classification methods. For instance, T5 [22] is a seq2seq model that achieves the state of the art on various extractive question-answering and natural language inference tasks. Others have confirmed that this single model can replace multiple task-specific NLP models [15].

We are not the first to apply seq2seq models to IE tasks. Chen et al. [9] proposed a seq2seq model that can recognize previously unseen named entities. Athiwaratkun et al. [4] finetuned a T5 model to jointly learn multiple tasks such as named entity recognition (NER), slot labeling and intent classification. Hybrids of token-level classification and seq2seq models were also used to extract information from legal documents [1]. Others use a seq2seq model for nested and discontinuous NER tasks [27, 29]. Most of the datasets used in these works contain shorter input texts than the ones used here.

Although IE systems have a long history in the scientific literature, there are few studies that analyze their use in commercial NLP pipelines. There are legal NER datasets similar to the ones used in this work [3, 19, 17], but they rarely reflect the complexities of production pipelines, such as processing scanned documents with OCR errors and extracting nested and discontinuous entities.

3 Methodology

This section first describes input and output formats used by our models. Then, we present compound QAs, and introduce sentence IDs and answers in canonical (normalized) format. Figure 2 depicts one example of a Registry of Property, along with some human-annotated questions and answers.

3.1 Questions and Answers

Our method uses questions coupled with contexts as input and answers as output. In this section, we describe how we prepare QAs and contexts for extracting information from fields of different legal and registration documents.

We seek to format the answers by adding clues for each category of information. Clues are indispensable for designing compound answers (see Section 3.2). To maintain consistency and standardization, those clues are reused for related fields, regardless of the document type. We format the answers by preceding the core answer with the clue in square brackets followed by a colon.

Due to the quadratic cost with respect to the sequence length of transformer models, we have to divide long documents into windows (e.g., of 10 sentences) with a certain overlap and repeat the questions in each window. In some cases,
the model should not provide an answer because the necessary information is not present in the current window. Thus, we finetune it to output “N/A” (an abbreviation for not available) for those question and context pairs. At inference time, the extracted information is the one that achieves the highest probability among all windows, except for N/A responses. The extracted information is empty only if the model has generated “N/A” in all windows.

### 3.2 Compound QAs

Some subsets of fields are often closely related or even appear connected. The classical pipeline is cumbersome as it requires the model to analyze each document oftentimes for extracting information of the same scope. An example is the address field, whose extraction requires recovering, in general, seven individual subfields: street, number, complement, district, city, state, and zip code.

We propose a novel alternative for extracting all that information at once by using compound QAs. We represent compound answers by preceding each field response with the respective field indicator (clue) in square brackets, and concatenating them all in a fixed, pre-set order (e.g., value and unit, in sequence). We also replace the set of questions by a single, more generic question. Table 1 presents examples of compound QAs (column Comp marked).

Compound QAs can be valuable to extract discontinuous information (like nested NER) [27,29]. The user may request, for example, the complete list of heirs along with their respective registration numbers and the fraction. The use of compound QAs would be beneficial as it requires a single shot IE for each heir.
Table 1. Examples of different formats of contexts, questions and answers. When the column Sent is marked (✓), question and answer pairs use the “sent IDs” context. When not marked, the “original” context is used.

| Contexts | Questions and Answers | Comp Sent Raw |
|----------|-----------------------|---------------|
| Apartment type n° 32, located on the 10th floor of the Central Building, situated at 1208 Santos Dumont St., having a private covered built area of 64,020 square meters, a common covered built area of 44,509 square meters... | What is the value of the private area? | ✓ - - |
| [SENT1] Apartment type n° 32, [SENT2] located on the 10th floor of the Central Building, [SENT3] situated at 1208 Santos Dumont St., [SENT4] having a private covered built area of 64,020 square meters, [SENT5] a common covered built area of 44,509 square meters... | ✓ What is the private area? | ✓ ✓ - |
| ✓ What is the unit of the private area? | ✓ ✓ ✓ | ✓ ✓ ✓ |
| ✓ What is the private area? and how does it appear in text? | ✓ ✓ ✓ | ✓ ✓ ✓ |
| ✓ What is the unit of the private area and how does it appear in text? | ✓ ✓ ✓ | ✓ ✓ ✓ |
| ✓ What is the value of the private area and how does it appear in text? | ✓ ✓ ✓ | ✓ ✓ ✓ |
| ✓ ✓ ✓ | ✓ ✓ ✓ |

3.3 Sentence IDs and Canonical Format

Commercial IE systems are part of important decision making pipelines, and as such, they need to be constantly monitored and audited. One way to monitor the quality of predictions is to know the location in the input text from which the information was extracted. However, the location cannot be trivially inferred from the output of seq2seq models if the information appears more than once in the text. To address this limitation, we propose the use of sentinel tokens that represent sentence IDs and allow the generative model to reveal the location of its prediction in the original sequence. Table 1 shows examples of QAs with sentence IDs (column Sent marked).

The questions are not changed for requesting sentence IDs. The document text, however, must be split into sentences following some criterion (e.g., paragraph, form field, number of tokens, lines). Then, each sentence is preceded by its own sentinel token using the pattern [SENTx], in which x represents the
sentence ID, starting from 1 and increasing for each new sentence. The answers are preceded by the sentinel token of the sentence it came from. If the answer is compound, each component has its sentence ID preceding the clue and response.

Often, certain types of information appear in a document in a variety of formats. For example, a date may be expressed in a day-month-year format, such as “20 November 2021”, or abbreviated with some sort of separator like “20/11/2021” or “20-11-2021”. For a commercial system, it is required to extract those types of information in a standardized, canonical format to harmonize varied formats and ensure accuracy in all situations. Our IE system is able to directly extract those particular fields in the canonical format.

However, the canonical format might not match the span in the original text, and thus the use of sentence IDs may not be enough for locating the extracted information in the original document. To maintain this functionality, we complement the use of sentence IDs by extracting the raw format that the information appears in the document. For those varied-format fields, we include a complement to the question — “and how does it appear in the text?” — and change the answers to encompass the canonical-format response (with its respective clue) together with a reserved token “[text]” and the raw format of the response as a suffix. Table 1 depicts examples of QAs that use the raw format along with the canonical format (column Raw marked).

4 Experimental Setup

We evaluated the effectiveness of the models on four different datasets in Portuguese. Each dataset represents a specific type of document. We finetune each model (Section 4.1) on the four datasets (Section 4.2), instead of training individually one model for each type of document. We measure the effectiveness using exact matching (EM), which corresponds to the accuracy; and token-based F1.

4.1 Models

In this section we describe the pretrained and finetuned models used in this work. Some of those models were taken from the shelf, while for others we adapted to our particular task and domain.

**T5:** Encoder-decoder model that is a Transformer [28] with a combination of relevant insights from a systematic study [22]. T5 achieved state-of-the-art results in many NLP benchmarks. We work with texts in Portuguese, so this English model acts as a weak baseline.

**PTT5:** It consists of a T5 model, without changes in the architecture, pretrained on a large Brazilian Portuguese corpus [7]. We employ PTT5 Base which showed to be not only more efficient but also more effective than the PTT5 Large [7].

**PTT5-Legal:** To adapt PTT5 to in-domain text, we further pretrain it on a large corpus that comprises two out of the four document types we explore in this work: registries of property and legal publications. This corpus contains
approximately 50 million tokens, which is a fraction of 2.7 billion tokens used to pretrain PTT5.

PTT5-QA: We also intend to improve the ability of the model to extract information from diverse documents by question-answering, regardless of the domain of the data. For that, we finetune PTT5 on the SQuAD v1.1 dataset \cite{rajpurkar2016squad} before finetuning it on our datasets.

PTT5-Legal-QA: Finally, we investigate if the unsupervised in-domain pretraining followed by supervised task-aware finetuning provides effectiveness gains on the task of extracting relevant information from documents.

4.2 Datasets

We finetune and evaluate the models on four datasets that contain legal documents in Portuguese. Table 2 presents statistics of the datasets.

NM-Property: is composed by the opening section of property documents that discriminate a property or land, containing essential information for legal identification, such as location or qualification of the owners (if an individual or legal entity). The documents are scanned and susceptible to OCR errors due to poor image quality. The dataset has 3191 documents for training, 799 for validation and 242 for testing.

NM-Certificates: represents a set of documents issued by the competent agency of the tax office whose function is to prove that a person, organization or property has or does not have debts, that is, that there are no collection of actions in relation to this natural or legal person, nor in relation to real estate. The dataset has 760 documents for training, 191 for validation and 311 for testing.

NM-Publications: is comprised of documents issued by the Brazilian government gazette (Diario Oficial, similar to U.S. Federal Register). The documents contain legal notices that have been authorised or that are required by law to be published. The dataset has 1600 documents for training, 401 for validation and 500 for testing.

NM-Forms: consists of forms for opening a bank account filled with personal information. In general, most of the fields are filled. The scanned documents present common OCR errors, such as confusing vertical lines in text boxes as characters. The dataset has 240 documents for training, 60 for validation and 282 for testing.

4.3 Training and Inference

For input preprocessing, we prepare sliding windows with an overlap of 50%. Thus, each window — that can be interspersed by sentence ID tokens or not — concatenated with the question occupies a maximum of 512 tokens. Regarding the use of sentence IDs, we use line breaks as a criterion to divide the document text into sentences. We finetune the models using AdamW optimizer with

\[ \text{As the legal and registration documents are of private nature, the datasets cannot be made available.} \]
Table 2. Statistics of the datasets.

| Dataset       | Chars/doc | Fields | Train | Valid | Test |
|---------------|-----------|--------|-------|-------|------|
| NM-Property   | 3011.53   | 17     | 3191  | 799   | 242  |
| NM-Certificates | 4914.39   | 10     | 760   | 191   | 311  |
| NM-Publications | 1895.76   | 3      | 1600  | 401   | 500  |
| NM-Forms      | 1917.14   | 25     | 240   | 60    | 282  |
| Total         | -         | 55     | 5791  | 1451  | 1334 |

a constant learning rate of 1e-4 and weight decay of 5e-5. Training takes approximately 22,500 optimization steps with batches of 64 samples. The model we select for testing is the one with the highest EM over the validation set. At test time, the information is extracted using beam search with 5 beams. The maximum output length is set to 256 tokens, but none of our test examples reached this limit.

5 Results

The first set of experiments involves finetuning the pretrained models presented in Section 4.1 for information extraction using individual questions and answers as well as the original document text as context. Rows 1 to 6 in Table 3 present the results.

Table 3. Main results. “Pre-ft” means finetuning on the English SQuAD 1.1 dataset before finetuning on the target datasets.

| Dataset       | Pre-train | Pre-ft Comp | Sent | Raw |
|---------------|-----------|-------------|------|-----|
| Port          | ✓         | -           | -    | -   |
| Port+Legal    | ✓         | ✓           | -    | -   |
| Port+Legal    | ✓         | ✓           | ✓    | ✓   |

We experimented with distinct T5 Base models: the original T5 Base with English tokenizer (row 1), with further pretraining on Portuguese corpus [7] but
using the English tokenizer (row 2), and PTT5 Base (row 3). We notice that the adoption of a Portuguese tokenizer by PTT5 provided an error reduction in EM of 70.3% over the previous experiment that used the same pretraining dataset (rows 2 vs 3).

Afterward, we used the PTT5 model fine-tuned on the question-answering task, and further fine-tuned it on the four datasets (PTT5-QA) (row 4). We observe that adapting the model for QA on the SQuAD dataset did not provide improvements over the large-scale pretraining.

We then applied the PTT5 model pretrained over a corpus of legal documents (PTT5-Legal), and finetuned it on the four datasets. The unsupervised pretraining brought the best result over the NM-Properties dataset, and a minor improvement on the average of the four datasets (row 5). Finally, we explored the PTT5 model that incorporated the fine-tuning on question-answering after in-domain pretraining (PTT5-Legal-QA). This model achieved the best average EM and F1 (row 6).

5.1 Experiments for Compound QAs

In this section, we investigate whether the use of compound QAs, described in Section 3.2, brings benefits in effectiveness or at least reaches comparable performance to the use of individual QAs. We applied compound QAs for address, land area, private area and built area from NM-Property; and for address from NM-Forms. To compare results, we post-process the compound answers by splitting them into individual sub-responses, each one including the clue in square brackets and the extracted information.

As shown in row 7 of Table 3, compound QAs yields better results than using individual QAs, reaching superior performance on three datasets. We emphasize, however, that the average results are comparable. This confirms that the use of compound QAs brings efficiency and does not affect the model effectiveness.

However, the EM results for NM-Property decreased from 84.1% to 81.7%. Most errors occur for the address field, in scenarios in which the response is N/A (often not annotated), but the model outputs an answer. One of the reasons is that the NM-Property concentrates a large number of registries in rural or allotted areas, in which some information is missing. We noticed that the four most negatively impacted fields are from NM-Property’s address: complement, street, district and number. On the other hand, five out of seven address subfields of NM-Form had improvements.

5.2 Experiments for Sentence IDs and Canonical Format

Herein, we investigate whether exploring sentence IDs and using the raw format along with the canonical format text described in Section 3.3, provides comparable results to the previous set of experiments.

We employed canonical format extraction for areas, dates, ID numbers, states and certificate results. Specifically, we use it for 8 NM-Property fields, 4 NM-Certificate fields and 7 NM-Forms fields. To compare results, we post-process the
compound answers by splitting them into individual sub-responses. Each sub-response involves the clue in square brackets and the information, preceded by sentence ID in brackets, and succeeded by the text in raw format. Results in row 8 of Table 3 show that this method does not outperform the one without sentence IDs and raw-text extractions. Nonetheless, the model robustness for extracting information on varied legal and registration documents was not affected.

5.3 Comparison with BERT on a NER task

In this experiment, we compare the extraction capabilities of our proposed framework to a named entity recognition (NER) system, a common part of classical IE pipelines. We use the NER implementation of Souza et al. [26], which uses BERT and casts NER as a token-level classification task. Since NER models cannot predict nested or overlapping entities and requires all outputs to be tied to input tokens, we filter out all classification fields and commonly overlapping field classes from our dataset. We also remove entire documents if they contain overlapping entities of the remaining fields. The reduced dataset retains 38% of the documents and 42 of the 55 fields. We then finetune both the NER and the PTT5-Legal-QA models on the reduced training set and evaluate on the reduced test set.

Following CoNLL03 evaluation procedures, the evaluation is performed at entity-level using exact match. For a given entity, the prediction is marked as correct only if the system predicts the correct entity label and location (start and end offsets) in the input text. Thus, this experiment validates exclusively the performance of our output alignment method detailed in 5.2.

| Model            | Params | Precision | Recall | F1-score (micro) |
|------------------|--------|-----------|--------|------------------|
| BERT-Large       | 330M   | 90.2      | 92.9   | 91.5             |
| T5-base (ours)   | 220M   | 91.6      | 89.6   | 90.6             |

Table 4. NER ablation results.

Table 4 shows the results. Our seq2seq framework shows a slightly lower but competitive performance on the task, even though this ablation setup gives an edge to the NER system by removing impossible cases for NER, in which it would be penalized with false negatives. This task also does not evaluate answer post-processing, which is one of seq2seq’s strengths and would have to be done by an extra component.

6 Conclusion

We validated the use of a single seq2seq model for extracting information from four different types of legal and registration documents in Portuguese. The model is trained end-to-end to output structured text, thus replacing parts of rule-based normalization and post-processing steps of a classical pipeline. The compound QAs also replaces a relationship extraction step that is required when
fields are extracted independently in classical pipelines, such as by a named entity recognition model. We found that target language (Portuguese) pretraining and tokenization are the most important adaptations to increase effectiveness, while pretraining on in-domain (legal) texts and finetuning on a large question-answering dataset marginally improve results. Finally, we propose a method to align answers with the input text, thus allowing seq2seq models to be more easily monitored and audited in IE pipelines.

References

1. de Almeida, M., Samarawickrama, C., de Silva, N., Ratnayaka, G., Perera, A.S.: Legal party extraction from legal opinion text with sequence to sequence learning. In: 2020 20th International Conference on Advances in ICT for Emerging Regions (ICTer). pp. 143–148. IEEE (2020)
2. Angelidis, I., Chalkidis, I., Koubarakis, M.: Named entity recognition, linking and generation for greek legislation. Frontiers in Artificial Intelligence and Applications p. 1 (2018)
3. de Araujo, P.H.L., de Campos, T.E., de Oliveira, R.R., Stauffer, M., Couto, S., Bermejo, P.: LeNER-Br: a dataset for named entity recognition in brazilian legal text. In: International Conference on Computational Processing of the Portuguese Language. pp. 313–323. Springer (2018)
4. Athiwaratkun, B., dos Santos, C., Krone, J., Xiang, B.: Augmented natural language for generative sequence labeling. In: Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP). pp. 375–385 (2020)
5. Baevski, A., Edunov, S., Liu, Y., Zettlemoyer, L., Auli, M.: Cloze-driven pretraining of self-attention networks. In: Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP). pp. 5363–5372 (2019)
6. Bommarito II, M.J., Katz, D.M., Detterman, E.M.: LexNLP: Natural language processing and information extraction for legal and regulatory texts. In: Research Handbook on Big Data Law. Edward Elgar Publishing (2021)
7. Carmo, D., Piau, M., Campiotti, I., Nogueira, R., Lotufo, R.: PTT5: Pretraining and validating the T5 model on Brazilian Portuguese data. arXiv preprint arXiv:2008.09144 (2020)
8. Carreras, X., Marquez, L., Padro, L.: Learning a perceptron-based named entity chunker via online recognition feedback. In: Proceedings of the seventh conference on Natural language learning at HLT-NAACL 2003. pp. 156–159 (2003)
9. Chen, L., Moschitti, A.: Learning to progressively recognize new named entities with sequence to sequence models. In: Proceedings of the 27th International Conference on Computational Linguistics. pp. 2181–2191 (2018)
10. Chen, Q., Zhuo, Z., Wang, W.: Bert for joint intent classification and slot filling. arXiv preprint arXiv:1902.10909 (2019)
11. Chieu, H.L., Ng, H.T.: Named entity recognition with a maximum entropy approach. In: Proceedings of the seventh conference on Natural language learning at HLT-NAACL 2003. pp. 160–163 (2003)
12. Chieze, E., Farzindar, A., Lapalme, G.: An automatic system for summarization and information extraction of legal information. In: Semantic processing of legal texts, pp. 216–234. Springer (2010)
13. Chiu, J.P., Nichols, E.: Named entity recognition with bidirectional LSTM-CNNs. Transactions of the Association for Computational Linguistics 4, 357–370 (2016)
14. Dong, L., Yang, N., Wang, W., Wei, F., Liu, X., Wang, Y., Gao, J., Zhou, M., Hon, H.W.: Unified language model pre-training for natural language understanding and generation. Advances in Neural Information Processing Systems 32, 13063–13075 (2019)
15. Du, Z., Qian, Y., Liu, X., Ding, M., Qiu, J., Yang, Z., Tang, J.: All NLP tasks are generation tasks: A general pretraining framework. CoRR abs/2103.10360 (2021)
16. Florian, R., Ittycheriah, A., Jing, H., Zhang, T.: Named entity recognition through classifier combination. In: Proceedings of the seventh conference on Natural language learning at HLT-NAACL 2003. pp. 168–171 (2003)
17. Huang, W., Hu, D., Deng, Z., Nie, J.: Named entity recognition for chinese judgment documents based on bilstm and crf. EURASIP Journal on Image and Video Processing 2020(1), 1–14 (2020)
18. Lample, G., Ballesteros, M., Subramanian, S., Kawakami, K., Dyer, C.: Neural architectures for named entity recognition. In: Proceedings of the 2016 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies. pp. 260–270 (2016)
19. Leitner, E., Rehm, G., Schneider, J.M.: A dataset of german legal documents for named entity recognition. In: Proceedings of The 12th Language Resources and Evaluation Conference. pp. 4478–4485 (2020)
20. Lewis, M., Liu, Y., Goyal, N., Ghazvininejad, M., Mohamed, A., Levy, O., Stoyanov, V., Zettlemoyer, L.: Bart: Denoising sequence-to-sequence pre-training for natural language generation, translation, and comprehension. In: Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics. pp. 7871–7880 (2020)
21. Li, X., Sun, X., Meng, Y., Liang, J., Wu, F., Li, J.: Dice loss for data-imbalanced NLP tasks. In: Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics. pp. 465–476 (2020)
22. Raffel, C., Shazeer, N., Roberts, A., Lee, K., Narang, S., Matena, M., Zhou, Y., Li, W., Liu, P.J.: Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer. Journal of Machine Learning Research 21(140), 1–67 (2020), http://jmlr.org/papers/v21/20-074.html
23. Rajpurkar, P., Zhang, J., Lopyrev, K., Liang, P.: SQuAD: 100,000+ Questions for Machine Comprehension of Text. In: Proceedings of the 2016 Conference on Empirical Methods in Natural Language Processing. pp. 2383–2392. Association for Computational Linguistics, Austin, Texas (nov 2016). https://doi.org/10.18653/v1/D16-1264, https://aclanthology.org/D16-1264
24. Sarawagi, S.: Information extraction. Now Publishers Inc (2008)
25. Song, K., Tan, X., Qin, T., Lu, J., Liu, T.Y.: Mass: Masked sequence to sequence pre-training for language generation. In: International Conference on Machine Learning. pp. 5926–5936. PMLR (2019)
26. Souza, F., Nogueira, R., Lotufo, R.: BERTimbau: pretrained BERT models for Brazilian Portuguese. In: Cerri, R., Prati, R.C. (eds.) Intelligent Systems. pp. 403–417. Springer International Publishing (2020)
27. Straková, J., Straka, M., Hajic, J.: Neural architectures for nested NER through linearization. In: Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics. pp. 5326–5331. Association for Computational Linguistics, Florence, Italy (Jul 2019). https://doi.org/10.18653/v1/P19-1527, https://www.aclweb.org/anthology/P19-1527
28. Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A.N., Kaiser, L., Polosukhin, I.: Attention is all you need. In: Advances in neural information processing systems. pp. 5998–6008 (2017)

29. Yan, H., Gui, T., Dai, J., Guo, Q., Zhang, Z., Qiu, X.: A unified generative framework for various NER subtasks. In: Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language Processing (Volume 1: Long Papers). pp. 5808–5822. Association for Computational Linguistics (Aug 2021). https://doi.org/10.18653/v1/2021.acl-long.451

30. Zhang, J., Zhao, Y., Saleh, M., Liu, P.: Pegasus: Pre-training with extracted gap-sentences for abstractive summarization. In: International Conference on Machine Learning, pp. 11328–11339. PMLR (2020)