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Abstract

The aim of this paper is to present a simple generalization of bosonic string theory in the framework of the theory of fractional variational problems. Specifically, we present a fractional extension of the Polyakov action, for which we compute the general form of the equations of motion and discuss the connection between the new fractional action and a generalization the Nambu-Goto action. Consequently, we analyse the symmetries of the modified Polyakov action and try to fix the gauge, following the classical procedures. Then we solve the equations of motion in a simplified setting. Finally, we present an Hamiltonian description of the classical fractional bosonic string and introduce the fractional light-cone gauge. It is important to remark that, throughout the whole paper, we thoroughly discuss how to recover the known results as an “integer” limit of the presented model.
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I. INTRODUCTION

String theory is one of the very few frameworks that allows for a consistent unification of the gravitational interaction with gauge theories. This is one of the main reasons for which such a theory attracts a great deal of attention in the scientific community resulting to be, in the eyes of many physicists, the leading candidate for describing gravity at the quantum level. On this premise, it is natural to ask a simple question: Can we place all of this on a fractional framework?

Fractional calculus has been attracting an increasing interest in both the physical and mathematical community, reaching its peak mostly in the last decade. Indeed, this mathematical approach has been applied in various areas of physics and engineering, see e.g. [1–10]. In particular, a peculiar application of such formalism to variational problems [1, 11, 12] seems to have entered the spotlight. The aim of this section is to briefly review the notion of fractional integral, paying particular attention to its connection with the so called class of fractional variational problems.

From an historical viewpoint, the seed ideas of fractional calculus hides behind the Cauchy formula concerning repeated integrations [14, 15], that reads

$$aJ^n f(t) \equiv \int_a^t d\tau_n \int_a^{\tau_n} d\tau_{n-1} \cdots \int_a^{\tau_2} d\tau_1 f(\tau_1) = \frac{1}{(n-1)!} \int_a^t f(\tau) (t - \tau)^{n-1} d\tau,$$  \hspace{1cm} (1)

where $a \in \mathbb{R}$, $t > a$, $n \in \mathbb{N}$ and $f(t)$ is assumed to be, at least, locally absolutely integrable on $t > a$.

From a purely mathematical point of view, the expression of $aJ^n f(t)$, defined in (2), can be readily extended to $aJ^\alpha f(t)$ for $\alpha \in \mathbb{R}^+$. Indeed, Indeed, recalling that $(n - 1)! = \Gamma(n)$, $\Gamma(n)$ is the Euler gamma function, and introducing an arbitrary positive real number $\alpha$, one can define the so called **Riemann-Liouville (fractional) integral of order $\alpha > 0$**, \begin{equation}
    aJ^\alpha f(t) \equiv \frac{1}{\Gamma(\alpha)} \int_a^t f(\tau) (t - \tau)^{\alpha-1} d\tau,  \hspace{1cm} (2)
\end{equation}

for further details we invite the interested reader to refer to [2, 14, 15]. Starting from the classical fundamental theorem of calculus one can easily define the notion of fractional derivative as the left-inverse of the fractional integral. Clearly this condition is not enough to guarantee the uniqueness of the definition of such an non-local operator and therefore there exist a plethora of definitions of fractional derivatives. However, for what it might concern the present work we do not need to introduce any specific generalized notion of derivative
and, therefore, we invite the interested reader to refer to the classical textbooks on the subject, such as [15].

The aim of this is to introduce the concept of a fractional time-like parameter in the framework of classical bosonic string theory. The paper is therefore organized as follows:

First, in Section II, we briefly discuss some generalities of fractional variational problems.

In Section III, we start by fractionalizing the Polyakov action with respect to the time-like parameter on the worldsheet.

In Section IV we compute the equations of motion and we discuss the connection between the new Polyakov action and an extender version of the Nambu-Goto action.

In Section V and VI we discuss the symmetries of the modified Polyakov action and we try to fix the gauge, following the classical procedures used for the ordinary conformal gauge. After that we compute the equations of motion and we try to solve them in this new gauge. Always, checking the limit in which the fractional parameter \( \alpha \rightarrow 1 \), where we recover the usual classical bosonic string theory result.

Then, we briefly discuss, in Section VII, the Hamiltonian description of the classical fractional bosonic string and, after that, in Section VIII we provide some remarks on a fractional version of the light-cone gauge and we derive the classical mass for a fractional bosonic string.

Finally, in Section IX, we present some concluding remarks and some hints for future research.

II. FRACTIONAL CALCULUS AND VARIATIONAL PROBLEMS

As widely discussed by Calcagni in [16, 17] in order to encode the idea of dimensional flow in the mathematical description of physical systems, one could consider to substitute the Lebesgue measure with the so called Lebesgue-Stieltjes measure, with a peculiar scaling, in the action integral, \textit{i.e.}

\[
S = \int d^D x \mathcal{L} \quad \rightarrow \quad S^{(\alpha)} = \int d\mu_{\alpha}(x) \mathcal{L},
\]

where \( D \in \mathbb{N} \) is the topological dimension of the \( D \)-dimensional parameter space of the system, \( d\mu_{\alpha}(x) \) is such that \([\mu_{\alpha}] = -D \alpha\), in momentum units, and \( 0 < \alpha \leq 1 \). This choice is inspired by the fact that all the major quantum gravity theories predict an effective two-dimensional behaviour of physics at very short scales. Hence, physical systems that exhibit
an effective change of their dimensionality, as a function of the scale, are likely to show some fractional effects, at least at some level in the dynamical equations.

For sake of generality we will assume $\alpha = (\alpha_1, \ldots, \alpha_D)$, such that $0 \leq \alpha_i \leq 1$, with $i = 1, \ldots, D$.

A peculiar choice for the modified measure $d\mu_\alpha(x)$, considering an absolutely continuous framework, is given by

$$d\mu_\alpha(x) = d^D x v_\alpha(x),$$

for some scalar function $v_\alpha(x)$ (see [16]).

Now, let $\mathcal{M}$ be a $d$-dimensional smooth manifold, which will be referred to as configuration space. Denoting with $T\mathcal{M}$ the tangent bundle of $\mathcal{M}$, we can then define a function $\mathcal{L}$, the Lagrangian, such that $\mathcal{L} \in C^2(\Omega \times \mathcal{M} \times T\mathcal{M}; \mathbb{R})$, where $\Omega \subset \mathbb{R}^D$ for $n \in \mathbb{N}$. Moreover, let $\Phi \in C^2(\Omega; \mathcal{M})$ satisfying fixed Dirichlet boundary conditions on $\partial \Omega$, then the modified action, according to the measure (4), reads

$$S^{(\alpha)}[\Phi] = \int_\Omega d^D x v_\alpha(x) \mathcal{L}(x, \Phi, \partial \Phi).$$

The corresponding equations of motion can be easily computed and they read

$$\frac{\partial \mathcal{L}}{\partial \Phi_i(x)} - \partial_k \left( \frac{\partial \mathcal{L}}{\partial (\partial_k \Phi_i(x))} \right) = \frac{\partial_k v_\alpha(x)}{v_\alpha(x)} \frac{\partial \mathcal{L}}{\partial (\partial_k \Phi_i(x))},$$

where $\partial_k = \partial/\partial x_k$, with $k = 1, \ldots, D$, $\Phi_i$ is the $i$-th component of $\Phi(x)$, with $i = 1, \ldots, d$. Furthermore, in (6) we have taken profit of the Einstein’s summation convention for repeated indices.

It is now important to remark that the specific choice of the integration measure in (4) allows us to connect the modified action principle with the general formalism of fractional calculus. Indeed, as proposed in [13], we could introduce a specific choice of the function $v_\alpha(x)$, and of the parameter space $\Omega$. In particular, if we choose

$$a v_\alpha(\xi; x) = \prod_{k=1}^D \frac{(\xi_k - x_k)^{\alpha_k-1}}{\Gamma(\alpha_k)}, \quad \Omega_\xi = (a_1, \xi_1) \times \cdots \times (a_D, \xi_D),$$

where $\xi = (\xi_1, \ldots, \xi_D)$ and $a = (a_1, \ldots, a_D)$ are two constant real vectors, we have that the corresponding Fractional Action $S^{(\alpha)}[\Phi]$ is defined in terms of an integral of the convolution type that represents the $D$-dimensional generalization of the Riemann-Liouville
integral, \( i.e. \)

\[
S^{(a)}[\Phi] = \int_{\Omega} d^Dx \prod_{k=1}^{D} \frac{(\xi_k - x_k)^{\alpha_k - 1}}{\Gamma(\alpha_k)} \mathcal{L}(x, \Phi, \partial \Phi).
\]

(8)

Thus, given the latter action functional we have that (6) turns into

\[
\frac{\partial \mathcal{L}}{\partial \Phi_i(x)} - \partial_k \left( \frac{\partial \mathcal{L}}{\partial (\partial_k \Phi_i(x))} \right) = \frac{1 - \alpha_k}{\xi_k - x_k} \frac{\partial \mathcal{L}}{\partial (\partial_k \Phi_i(x))}.
\]

(9)

In the next sections we analyze the implications of the discussed formalism in the classical analysis of bosonic strings, and we will also provide some general comments on the problems arising in the quantization procedure for the resulting **Fractional Bosonic String theory**.

**III. STATEMENT OF THE PROBLEM**

The propagation of strings on the \( d \)-dimensional Minkowsky spacetime \( \mathbb{R}^{1,d-1} \), usually referred to as target space, generate a 2-dimensional surface \( \Sigma \) called worldsheet (WS) defined by the map

\[
X : \Omega \longrightarrow \mathbb{R}^{1,d-1}, \quad (\tau, \sigma) \mapsto X(\tau, \sigma) = \{X^\mu(\tau, \sigma), \quad \mu = 0, 1, \ldots, d-1\},
\]

(10)
called string map, where \( \Sigma = \{X^\mu(\Omega)\} \). Here, \( \Omega = \mathbb{R} \times [0, \ell] \), with \( \ell > 0 \) the length of the string. Now, the most convenient and simple way to describe the dynamics of propagating strings is through the use of the Polyakov action [18–22],

\[
S_P = -\frac{1}{4\pi \alpha'} \int_\Omega d\sigma d\tau \sqrt{-h} h^{ab}(\tau, \sigma) \partial_a X(\tau, \sigma) \cdot \partial_b X(\tau, \sigma),
\]

(11)

where \( a, b = \tau, \sigma, h_{ab}(\tau, \sigma) \) is called the intrinsic metric of the WS, \( h \equiv \det(h_{ab}) \), \( a \cdot b = \langle a, b \rangle_\eta \) with \( \langle , \rangle_\eta \) the Minkowsky’s bilinear form on \( \mathbb{R}^{1,d} \) and \( \alpha' \) is the Regge slope. It is now important to remark that the dynamical variables \( X(\tau, \sigma) \) are \( d \)-vectors from the view point of the target space but they are \( d \)-scalars from the WS theory. Furthermore, in general the WS has curvature and therefore it endorse a natural connection given by the Levi-Civita connection of \( h_{ab} \). It also endorse a signature \((- , +)\), which explain the minus sign in the square root of the determinant measure in (11) and the overall minus sign.

The scope of our work is to go a little be further and introduce a generalized version of the Polyakov action defined by

\[
S^{\alpha,\beta}[h, X] = -\frac{1}{4\pi \alpha'} \int_\Omega d\sigma d\tau v_{\alpha,\beta}(\tau, \sigma) \sqrt{-h} h^{ab}(\tau, \sigma) \partial_a X(\tau, \sigma) \cdot \partial_b X(\tau, \sigma),
\]

(12)
where $0 \leq \alpha, \beta \leq 1$.

In particular, for sake of simplicity we will focus on a specific realization of such a generalization. Specifically, we will discuss extensively the case in which

$$\Omega = \Omega_t = (-\infty, t) \times [0, \ell], \quad v_{\alpha,\beta}(x) = -\infty v_{\alpha,1}(t; \tau, \sigma) = \frac{(t - \tau)^{\alpha-1}}{\Gamma(\alpha)}, \quad (13)$$

where $0 < \alpha < 1$ and $t \in \mathbb{R}$.

Therefore, in our specific example the modified action reduces to a *time-fractional Polyakov action* given by

$$S_\alpha \equiv -\frac{1}{4\pi \alpha' \Gamma(\alpha)} \int_0^\ell d\sigma \int_{-\infty}^t (t - \tau)^{\alpha-1} d\tau \left[ \sqrt{-h} h^{ab}(\tau, \sigma) \partial_a X(\tau, \sigma) \cdot \partial_b X(\tau, \sigma) \right]. \quad (14)$$

As we can see in the latter equation, basically we have modified the Polyakov action by changing the integration over $\tau$ with a fractional integral of order $0 < \alpha < 1$ over the same parameter.

It is easy to infer that in the limit $\alpha \to 1$ and $t \to +\infty$ we recover the Polyakov action (11). It is clear that these limits do not commute, i.e. we cannot take the $\alpha$-limit after the $t$-limit, otherwise we encounter a divergence in the action.

### IV. EQUATIONS OF MOTION

Following the discussion presented in Section II we can easily compute the equations of motion for the general modified Polyakov action (12), and we get

$$\delta_X S^{\alpha,\beta} = 0 \implies \partial_a \left[ v_{\alpha,\beta}(\tau, \sigma) \sqrt{-h} h^{ab} \partial_b X \right] = 0, \quad (15)$$

$$\delta_h S^{\alpha,\beta} = 0 \implies \partial_a X \cdot \partial_b X - \frac{1}{2} h_{ab} h^{cd} \partial_c X \cdot \partial_d X = 0. \quad (16)$$

If we define the energy-momentum tensor of the world-sheet theory in the usual way, i.e.

$$T_{ab} \equiv -\frac{4\pi}{\sqrt{-h}} \frac{\delta S^{\alpha,\beta}[h, X]}{\delta h^{ab}} = \frac{1}{\alpha'} \left( \partial_a X \cdot \partial_b X - \frac{1}{2} h_{ab} h^{cd} \partial_c X \cdot \partial_d X \right), \quad (17)$$

and defining the improved d’Alembert operator $\square_v$ as

$$\square_v \phi \equiv \frac{1}{v_{\alpha,\beta}(\tau, \sigma) \sqrt{-h}} \partial_a \left[ v_{\alpha,\beta}(\tau, \sigma) \sqrt{-h} h^{ab} \partial_b \phi \right], \quad (18)$$

then Eq. (19) and (20) read,

$$T_{ab} = 0, \quad (19)$$

$$6$$
\[ □_v \mathbf{X} = 0 . \] (20)

It is worth remarking that the vanishing of the stress-energy tensor allows us to connect the modified Polyakov action with a generalized definition of the Nambu-Goto action. Indeed, it is easy to see that the corresponding generalized Nambu-Goto action is given by

\[ S_{NG}^{\alpha \beta}[\gamma] = -\frac{1}{2\pi\alpha'} \int_{\Omega} d\tau d\sigma v_{\alpha,\beta}(\tau, \sigma) \sqrt{-\gamma} , \] (21)

where \( \gamma \equiv \text{det}(\gamma_{ab}) \) and \( \gamma_{ab} \) is the induced metric on the WS. As suggested in [16, 17, 23], the latter equation tells us that a suitable choice of the measure function \( v_{\alpha,\beta}(\tau, \sigma) \), such as the fractional kernel (7), would lead to a geometrical structure of the parameter space \( \Omega \) that would resemble, in some sense, the one of a fractal.

Now, naively we have that the integration over \( \sigma \) in the “ordinary” bosonic string theory carries an heavy physical significance due to its connection with the fundamental length of the model, i.e. the string length. Our aim for this paper is to present a slightly modified description of the evolution of the bosonic string without affecting excessively the physical meaning associated to the fundamental parameter of the theory. Therefore, despite the fact that our model could be carried out in a more general fashion, we will focus our attention to the fractional action defined in (14). Hence, for the case of our concern the equations of motion reduce to

\[ T_{ab} = \partial_a \mathbf{X} \cdot \partial_b \mathbf{X} - \frac{1}{2} h_{ab} h^{cd} \partial_c \mathbf{X} \cdot \partial_d \mathbf{X} = 0 , \] (22)

\[ \partial_a \left[ (t - \tau)^{a-1} \sqrt{-h} h^{ab} \partial_b \mathbf{X} \right] = 0 . \] (23)

As we can see, these are highly non-linear partial differential equations but, due to the symmetries of the action (14), they can be simplified, as discussed in the following section.

\[ \text{V. SYMMETRIES} \]

First of all, we need to differentiate two different types of symmetries of the action: the target space symmetries and the WS symmetries.
**Target space symmetries**

It is clear from (14) that our action is completely Poincarè invariat, that is the action is invariant under the transformation

\[ X(\tau, \sigma) \rightarrow \tilde{X}(\tau, \sigma) = \Lambda X(\tau, \sigma) + a, \]

\[ h_{ab}(\tau, \sigma) \rightarrow \tilde{h}_{ab}(\tau, \sigma) = h_{ab}(\tau, \sigma), \]

where \( \Lambda \in SO(1, d - 1) \) and \( X \) is a constant \( d \)-vector.

**Worldsheet symmetries**

We have several symmetries acting on the WS:

First, we have the reparametrization invariance in the \( \sigma \)-direction, indeed performing the transformation

\[ (\tau, \sigma) \rightarrow (\tilde{\tau}, \tilde{\sigma}) = (\tau, \sigma - \zeta(\tau, \sigma)), \]

\[ X(\tau, \sigma) \rightarrow \tilde{X}(\tilde{\tau}, \tilde{\sigma}) = X(\tau, \sigma) - \zeta \partial_{\sigma}X(\tau, \sigma) \]

\[ h_{ab}(\tau, \sigma) \rightarrow \tilde{h}_{ab}(\tilde{\tau}, \tilde{\sigma}) = h_{ab}(\tau, \sigma) + \zeta \partial_{a}h_{ab} + (\partial_{a}\zeta)h_{ba} + (\partial_{b}\zeta)h_{aa}, \]

the fractional action (14) remains invariant.

Furthermore, we also have the so called Weyl Invariance, indeed the fractional action (14) is invariant under the transformation

\[ X(\tau, \sigma) \rightarrow \tilde{X}(\tilde{\tau}, \tilde{\sigma}) = X(\tau, \sigma), \]

\[ h_{ab}(\tau, \sigma) \rightarrow \tilde{h}_{ab}(\tilde{\tau}, \tilde{\sigma}) = e^{2\rho(\tau, \sigma)} h_{ab}(\tau, \sigma). \]

Taking profit of the WS symmetries we can reduce the degrees of freedom (d.o.f) of the intrinsic metric \( h_{ab} \). In 2 dimension the metric \( h_{ab} \) has 3 d.o.f, using the reparametrization in the \( \sigma \)-direction we can remove one of them and, by means of the Weyl invariance, we can also remove the other one. This leaves us with one d.o.f for the metric. Therefore, without loosing of generality we can write

\[ h_{ab} = \begin{pmatrix} -1 & 0 \\ 0 & [f^2(\tau, \sigma)]^{\alpha - 1} \end{pmatrix}, \]

with \( f(\tau, \sigma) \) an arbitrary function and in the limit \( \alpha \rightarrow 1 \), we recover the usual flat metric. Furthermore, we also need to respect the signature of the metric, thus \( h_{\sigma\sigma}(\tau, \sigma) > 0 \).
Clearly, if we were to fractionalize the action with respect to both $\tau$ and $\sigma$ we would lose the $\sigma$-reparametrization invariance as well and therefore we would be left with two d.o.f. for the intrinsic metric $h_{ab}$. Hence, we would have that $h_{ab} = \text{diag} [f(\tau, \sigma), g(\tau, \sigma)]$, with $f(\tau, \sigma)$ and $g(\tau, \sigma)$ two arbitrary functions of the WS parameters.

Now, using this metric (27) the equation of motion can be written as

$$
(\alpha - 1) f^{2\alpha - 2} \left[ \frac{\dot{f}}{f} - \frac{1}{t - \tau} \right] \ddot{X} + (\alpha - 1) \frac{f'}{f} X' - X'' + f^{2\alpha - 2} \dot{X} = 0, \quad (28)
$$

$$
||f^{\alpha - 1} \dot{X} \pm X'||^2 = 0, \quad (29)
$$

where the prime represents the derivative with respect to $\sigma$, the dot is understood as the derivative with respect to $\tau$ and $||a||^2 := a \cdot a$.

VI. SOLUTIONS OF THE EQUATIONS OF MOTION

The next step is try to solve these equations. Notice that Eq. (28), after the gauge fixing, is still a set of highly non-linear equations parametrised by a real function $f(\tau, \sigma)$. Clearly, it is not possible to find a solution in a closed form as a function of $f(\tau, \sigma)$, therefore we can try to simplify the discussion by studying the solutions of Eq. (28) for specific choices of this function.

Here, for sake of simplicity, we will focus only on the very simple case with $f(\tau, \sigma) = 1$, that allows us to diagonalise the intrinsic metric $h_{ab}$. Hence, Eq. (28) and (29) now read

$$
\ddot{X} - X'' = \frac{\alpha - 1}{t - \tau} \dot{X}, \quad (30)
$$

$$
||\dot{X} \pm X'||^2 = 0, \quad (31)
$$

which clearly shows that the introduction of the time-fractional Riemann-Liouville measure (13) leads to an extra term that resembles the contribution of fluid viscosity in classical fluid dynamics.

Moreover, to further simplify the discussion, in the following we will consider the case with $\ell = 2\pi$ together with periodic boundary conditions

$$
X(\tau, \sigma + 2\pi) = X(\tau, \sigma), \quad \forall \tau \in (-\infty, t),
$$
i.e. we consider the case of a closed string.

It is important to remark that the components of $X$ do not mix with one another in the system given in Eq. (30), therefore the problem of finding the solutions of this system of partial differential equations reduces to the problem of finding the solutions, compatible with the constraints and with the cyclic boundary conditions, for the following nonlinear partial differential equation

$$
\ddot{X} - X'' = \frac{\alpha - 1}{t - \tau} \dot{X}, \quad (32)
$$

with $X = X(\tau, \sigma)$ a real function on the WS.

If we tackle this problem by means of the method of separation of variables, i.e. assuming an ansaz of the form $X(\tau, \sigma) = T(\tau) \Sigma(\sigma)$, we get that Eq. (32) rewrites as

$$
\frac{\ddot{T}}{T} - \frac{\alpha - 1}{t - \tau} \frac{\dot{T}}{T} = \frac{\Sigma''}{\Sigma}. \quad (33)
$$

Since the right hand side depends only on $\sigma$ and the left hand side only on $\tau$, both sides are equal to some constant value $\lambda \in \mathbb{R}$. Thus,

$$
\Sigma'' = \lambda \Sigma, \quad (34)
$$

$$
\ddot{T} - \frac{\alpha - 1}{t - \tau} \dot{T} - \lambda T = 0 \quad (35)
$$

We shall now compute the solutions of these two ordinary differential equations as functions of $\lambda$. To do that we can actually distinguish three cases, namely: $\lambda < 0$, $\lambda = 0$ and $\lambda > 0$.

**Case $\lambda > 0$:**

It is trivial to see that (34) is solved by

$$
\Sigma(\sigma) = a_1 e^{\sqrt{\lambda} \sigma} + a_2 e^{-\sqrt{\lambda} \sigma}, \quad a_1, a_2 \in \mathbb{R}
$$

which is inconsistent with the periodic boundary conditions. Therefore, there are no solutions of (32) for $\lambda > 0$.

**Case $\lambda = 0$:**

In this case, Eq. (34) reads

$$
\Sigma'' = 0,
$$

whose fundamental solution is given by

$$
\Sigma(\sigma) = a \sigma + C, \quad a, C \in \mathbb{R}.
$$
If we now impose the periodic boundary conditions, we get

\[ \Sigma_{\lambda=0}(\sigma) = C, \quad C \in \mathbb{R}. \]  

(36)

Besides, Eq. (35) turns into

\[ \ddot{T} - \frac{\alpha - 1}{t - \tau} \dot{T} = 0. \]

Setting \( z = t - \tau \) (and recalling that \( \partial_{\tau} = -\partial_z \)), the latter can be rewritten as

\[ \frac{d^2 T}{dz^2} + \frac{\alpha - 1}{z} \frac{dT}{dz} = 0. \]

This equation is now trivially solved by

\[ T_{\lambda=0}(z) = \frac{f_1}{2 - \alpha} z^{2-\alpha} + f_0, \quad f_0, f_1 \in \mathbb{R}, \]  

(37)

or equivalently,

\[ T_{\lambda=0}(\tau) = \frac{f_1}{2 - \alpha} (t - \tau)^{2-\alpha} + f_0, \quad f_0, f_1 \in \mathbb{R}. \]  

(38)

Case \( \lambda < 0 \):

Setting \( \lambda = -m^2 \) we have that Eq. (34) now reads

\[ \Sigma'' + m^2 \Sigma = 0, \]

which is an harmonic oscillator of frequency \( m \) and whose solutions are given by

\[ \Sigma_m(\sigma) \equiv \Sigma_{\lambda=-m^2}(\sigma) = A_m e^{im\sigma} + B_m e^{-im\sigma}, \]  

(39)

with \( A_m, B_m \in \mathbb{R} \) and \( m \in \mathbb{N} \). Indeed, from the periodic boundary condition it is easy to infer that \( m \) must be a positive integer.

If we now consider the corresponding equation in the \( z = t - \tau \) auxiliary variable, \( i.e. \)

\[ \frac{d^2 T}{dz^2} + \frac{\alpha - 1}{z} \frac{dT}{dz} + m^2 T(z) = 0, \]

whose solutions are given by

\[ T_m(z) \equiv T_{\lambda=-m^2}(z) = z^\nu [C_m J_{-\nu}(mz) + D_m Y_{-\nu}(mz)], \quad \nu = \frac{2 - \alpha}{2}, \]  

(40)

where \( C_m, D_m \in \mathbb{R}, m \in \mathbb{N} \) and \( J \) is a Bessel function of the first kind and \( Y \) is a Bessel function of the second kind.
Now, putting everything together we have that (in terms of the auxiliary variable \(z\) for sake of clarity)

\[
X(z, \sigma) = T_0(z) \Sigma_0(\sigma) + \sum_{m=1}^{\infty} T_m(z) \Sigma_m(\sigma),
\]

(41)

that after some algebraic manipulation turns into

\[
X(z, \sigma) = C f_0 + C f_1 \frac{z^{2\nu}}{2\nu} + \sum_{m=1}^{\infty} z^\nu \left[ a_m J_{-\nu}(m z) e^{im\sigma} + b_m Y_{-\nu}(m z) e^{im\sigma} + c_m J_{-\nu}(m z) e^{-im\sigma} + d_m Y_{-\nu}(m z) e^{-im\sigma} \right].
\]

(42)

If we then recall the connection between the Bessel functions \(J\) and \(Y\) with the Hankel functions \(H^{(1)}\) and \(H^{(2)}\) [24], i.e.

\[
H^{(1)}_{\alpha}(x) = J_{\alpha}(x) + i Y_{\alpha}(x),
\]

(43)

\[
H^{(2)}_{\alpha}(x) = J_{\alpha}(x) - i Y_{\alpha}(x),
\]

(44)

and that

\[
[H_{-\nu}^{(1)}(x)]^* = H_{-\nu}^{(2)}(x), \quad [H_{-\nu}^{(2)}(x)]^* = H_{-\nu}^{(1)}(x)
\]

provided that \(x \in \mathbb{R}\) and \(1/2 < \nu < 1\), then imposing the reality condition, and with some simple manipulations of the expansion coefficients, we get

\[
X(z, \sigma) = X_0 - \sqrt{2} \frac{\alpha'}{2\nu} z^{2\nu} \alpha_0 - i \sqrt{\frac{\alpha' \pi}{4}} \frac{z^\nu}{\sqrt{m}} \left[ (\alpha_m e^{im\sigma} + \tilde{\alpha}_m e^{-im\sigma}) H^{(2)}_{-\nu}(mz) - (\alpha_m^* e^{-im\sigma} + \tilde{\alpha}_m^* e^{im\sigma}) H^{(1)}_{-\nu}(mz) \right],
\]

(45)

where \(*\) denotes the complex conjugate.

If we then introduce a function \(\mathcal{E}(\nu, m; z)\) such that

\[
\mathcal{E}(\nu, m; z) := \sqrt{\frac{\pi}{2}} z^\nu \times \begin{cases} \sqrt{-m} H^{(1)}_{-\nu}(-mz), & m \in \mathbb{Z}^-; \\ \sqrt{m} H^{(2)}_{-\nu}(mz), & m \in \mathbb{N}, \end{cases}
\]

(46)

then, (45) can be expressed in a more compact form, i.e.

\[
X(z, \sigma) = X_0 - \sqrt{2} \frac{\alpha'}{2\nu} z^{2\nu} \alpha_0 - i \sqrt{\frac{\alpha'}{2}} \sum_{m \neq 0} \left( \frac{\alpha_m}{m} e^{im\sigma} + \frac{\tilde{\alpha}_m}{m} e^{-im\sigma} \right) \mathcal{E}(\nu, m; z),
\]

(47)
where $\alpha_m$ and $\tilde{\alpha}_m$ are now being redefined in a way that preserves the reality condition, namely $\alpha^*_m = \alpha_{-m}$ and $\tilde{\alpha}^*_m = \tilde{\alpha}_{-m}$ for all $m \in \mathbb{Z}$.

The last expression appears to be particularly useful due to the fact that allows us to immediately read off the “ordinary limit” of our solution (i.e. $z \mapsto -\tau$ and $\alpha \to 1$), indeed recalling that

$$H^{(1)}(1)(\alpha)(x) = \frac{J_{-\alpha}(x) - e^{-\alpha \pi i} J_{\alpha}(x)}{i \sin(\alpha \pi)}, \quad (48)$$

$$H^{(2)}(1)(\alpha)(x) = \frac{J_{-\alpha}(x) - e^{\alpha \pi i} J_{\alpha}(x)}{-i \sin(\alpha \pi)}, \quad (49)$$

hence we get that

$$\mathcal{E}(\nu, m ; z) \mapsto \mathcal{E}(1/2, m ; \tau) = \begin{cases} e^{im \tau}, & m \in \mathbb{Z}^- , \\ e^{im \tau}, & m \in \mathbb{N} , \end{cases} \quad (50)$$

where we have taken advantage of the known relations

$$H^{(1)}_{-1/2}(z) = \sqrt{\frac{2}{\pi z}} e^{iz}, \quad H^{(2)}_{-1/2}(z) = \sqrt{\frac{2}{\pi z}} e^{-iz}.$$ 

Therefore, Eq. (47) turns into

$$X(z, \sigma) \mapsto X^{\alpha=1}(\tau, \sigma) = X_0 - \sqrt{2 \alpha^\prime} \tau \alpha_0 - i \sqrt{\frac{\alpha^\prime}{2}} \sum_{m \neq 0} \left( \frac{\alpha_m}{m} e^{im \sigma} + \frac{\tilde{\alpha}_m}{m} e^{-im \sigma} \right) e^{im \tau}, \quad (51)$$

which is typical normal modes expansion for bosonic strings.

Summarizing, the solution of Eq. (30) is given by

$$X(z, \sigma) = X_0 - \frac{\sqrt{2 \alpha^\prime}}{2\nu} z^{2\nu} \alpha_0 - i \sqrt{\frac{\alpha^\prime}{2}} \sum_{m \neq 0} \left( \frac{\alpha_m}{m} e^{im \sigma} + \frac{\tilde{\alpha}_m}{m} e^{-im \sigma} \right) \mathcal{E}(\nu, m ; z). \quad (52)$$

with $\alpha^*_m = \alpha_{-m}$ and $\tilde{\alpha}^*_m = \tilde{\alpha}_{-m}, \forall m \in \mathbb{Z}$.

Now, it is easy to see that the constraints in Eq. (31) can be easily recast into the two following equations

$$||\dot{X}||^2 + ||X'||^2 = 0, \quad \dot{X} \cdot X' = 0.$$

Computing the derivatives of (52) one gets

$$\dot{X} = -\frac{\partial X}{\partial z} = \sqrt{2 \alpha^\prime} z^{2\nu-1} \alpha_0$$

$$- i z \sqrt{\frac{\alpha^\prime}{2}} \sum_{m \neq 0} \text{sgn}(m) \left( \frac{\alpha_m}{m} e^{im \sigma} + \frac{\tilde{\alpha}_m}{m} e^{-im \sigma} \right) \mathcal{E}(\nu - 1, m ; z), \quad (53)$$
\[ X' = -\sqrt{\frac{\alpha'}{2}} \sum_{m \neq 0} (\alpha_m e^{im\sigma} - \bar{\alpha}_m e^{-im\sigma}) \mathcal{E}(\nu, m; z), \]  

(54)

with \( \text{Sgn}(m) \) is the sign function and where we have taken profit of

\[
\frac{\partial}{\partial z} \mathcal{E}(\nu, m; z) = -|m| z \mathcal{E}(\nu - 1, m; z).
\]  

(55)

Proof. It is easy to see that [24]

\[
\frac{\partial}{\partial z} \left[ z^{\nu} H^{(1)}_{-\nu}(-m z) \right] = m z^{\nu} H^{(1)}_{-(\nu-1)}(-m z),
\]

\[
\frac{\partial}{\partial z} \left[ z^{\nu} H^{(2)}_{-\nu}(m z) \right] = -m z^{\nu} H^{(2)}_{-(\nu-1)}(m z),
\]

therefore, from the definition in (46) one has that

\[
\frac{\partial}{\partial z} \mathcal{E}(\nu, m; z) = \sqrt{\frac{\pi}{2}} \frac{\partial}{\partial z} \left[ z^{\nu} \times \begin{cases} \sqrt{-m} H^{(1)}_{-\nu}(-m z), & m \in \mathbb{Z}^{-}, \\ \sqrt{m} H^{(2)}_{-\nu}(m z), & m \in \mathbb{N}, \end{cases} \right]
\]

\[
= \sqrt{\frac{\pi}{2}} z^{\nu} \times \begin{cases} m \sqrt{-m} H^{(1)}_{-(\nu-1)}(-m z), & m \in \mathbb{Z}^{-}, \\ -m \sqrt{m} H^{(2)}_{-(\nu-1)}(m z), & m \in \mathbb{N}, \end{cases}
\]

\[
= -|m| z \sqrt{\frac{\pi}{2}} z^{\nu-1} \times \begin{cases} \sqrt{-m} H^{(1)}_{-(\nu-1)}(-m z), & m \in \mathbb{Z}^{-}, \\ \sqrt{m} H^{(2)}_{-(\nu-1)}(m z), & m \in \mathbb{N}, \end{cases} =
\]

\[
= -|m| z \mathcal{E}(\nu - 1, m; z).
\]

Then, if we now consider the expressions for \( \dot{\mathbf{X}} \) and \( \mathbf{X}' \), computed above, it is easy to see that the constraint equations do not lead, for the general \( 0 < \alpha < 1 \), to the typical (ordinary) Virasoro constraints. Therefore, the study of the mass spectrum for the fractional bosonic string, at the quantum level, together with the formulation of a sort of generalized form of the of the classical Virasoro conditions appear to be more involved and they are, thus, left for future studies.

VII. HAMILTONIAN FOR \( f(\tau, \sigma) = 1 \)

If we perform the Legendre transform of the fractional Lagrangian density

\[
\mathcal{L}(\tau, \sigma) = \frac{(t - \tau)^{\alpha - 1}}{4\pi \alpha' \Gamma(\alpha)} \left[ ||\dot{\mathbf{X}}||^2 - ||\mathbf{X}'||^2 \right],
\]  

(56)
we get the Hamiltonian for the fractional bosonic string in the \textit{fractional conformal gauge}, i.e.

\[ H(\tau) = \int_0^{2\pi} d\sigma \left\{ \mathbf{\dot{X}} \cdot \mathbf{P}^\tau(\tau, \sigma) - \mathcal{L}(\tau, \sigma) \right\} \]

\[ = \frac{(t - \tau)^{\alpha - 1}}{4\pi \alpha' \Gamma(\alpha)} \int_0^{2\pi} d\sigma \left( |\mathbf{\dot{X}}|^2 + |\mathbf{X}'|^2 \right), \quad (57)\]

where

\[ \mathbf{P}^\tau(\tau, \sigma) = \frac{\partial \mathcal{L}(\tau, \sigma)}{\partial \mathbf{\dot{X}}} = \frac{(t - \tau)^{\alpha - 1}}{2\pi \alpha' \Gamma(\alpha)} \mathbf{\dot{X}}(\tau, \sigma). \quad (58)\]

Using the constraints it is easy to see that \( H = 0 \). It follows that the proper Hamiltonian is a given by

\[ H(\tau) = \int_0^{2\pi} d\sigma \left[ \lambda_1(\tau, \sigma) \mathbf{P}^\tau \cdot \mathbf{X}' + \lambda_2(\tau, \sigma) \left( |\mathbf{P}^\tau|^2 + \frac{(t - \tau)^{2\alpha - 2}}{4\pi^2 \alpha'^2 \Gamma^2(\alpha)} |\mathbf{X}'|^2 \right) \right], \quad (59)\]

with \( \lambda_1 \) and \( \lambda_2 \) arbitrary functions of \( z \) and \( \sigma \).

Using the Poison brackets

\[ \{ X^\mu(\tau, \sigma), X^\nu(\tau, \sigma') \}_{P.B.} = \{ \mathbf{P}^\mu(\tau, \sigma), \mathbf{P}^\nu(\tau, \sigma') \}_{P.B.} = 0; \quad (60)\]

\[ \{ X^\mu(\tau, \sigma), \mathbf{P}^\nu(\tau, \sigma') \}_{P.B.} = \eta^{\mu\nu} \delta(\sigma - \sigma'), \quad (61)\]

and the fact that

\[ \{ H(\tau, \sigma), \mathbf{P}^\mu(\tau, \sigma') \}_{P.B.} = -\mathbf{\dot{P}}^\mu(\tau, \sigma), \]

together with

\[ \{ H(\tau, \sigma), X^\mu(\tau, \sigma') \}_{P.B.} = -\mathbf{\dot{X}}^\mu(\tau, \sigma), \]

one can infer the relations

\[ \mathbf{\dot{X}}(\tau, \sigma) = \lambda_1(\tau, \sigma) \mathbf{X}'(\tau, \sigma) + 2 \lambda_2(\tau, \sigma) \mathbf{P}^\tau(\tau, \sigma), \quad (62)\]

\[ \mathbf{\dot{P}}^\tau(\tau, \sigma) = \partial_\sigma \left[ \lambda_1(\tau, \sigma) \mathbf{P}^\tau + 2 \lambda_2(\tau, \sigma) \mathbf{X}'(\tau, \sigma) \right]. \quad (63)\]

Now, if one sets

\[ \lambda_1(\tau, \sigma) = 0, \quad \lambda_2(\tau, \sigma) = \frac{\pi \alpha' \Gamma(\alpha)}{(t - \tau)^{\alpha - 1}}, \]

we recover the canonical momentum (58) and the equation of motion (30). Therefore, this specific choice of \( \lambda_1 \) and \( \lambda_2 \) defines our \textit{fractional conformal gauge}. 15
If we now take profit of the mode expansion (52) making \( \tau = t - z \) and \( \alpha = 2 - 2\nu \), the Hamiltonian takes the form

\[
H(z) = \frac{1}{\Gamma(2 - 2\nu)} \left[ L_0(\nu; z) + \tilde{L}_0(\nu; z) \right],
\]

with the generalized Virasoro coefficients

\[
L_0(\nu; z) \equiv \frac{1}{4} \sum_{m \in \mathbb{Z}} \left[ \alpha_m \cdot \alpha_{-m} S_1(\nu, m; z) + 2 \alpha_m \cdot \tilde{\alpha}_{-m} S_2(\nu, m; z) \right],
\]

\[
\tilde{L}_0(\nu; z) \equiv \frac{1}{4} \sum_{m \in \mathbb{Z}} \left[ \tilde{\alpha}_m \cdot \tilde{\alpha}_{-m} S_1(\nu, m; z) + 2 \tilde{\alpha}_m \cdot \alpha_{-m} S_2(\nu, m; z) \right].
\]

Here, we used the fact that \( \alpha_0 = \tilde{\alpha}_0 \), and we have also defined \( S_1(\nu, 0; z) = 2 \), \( S_2(\nu, 0; z) = 0 \), and for \( m \neq 0 \)

\[
S_1(\nu, m; z) \equiv z^{1-2\nu} \left[ z^2 \mathcal{E}(\nu - 1, m; z) \mathcal{E}(\nu - 1, -m; z) + \mathcal{E}(\nu, m; z) \mathcal{E}(\nu, -m; z) \right],
\]

\[
S_2(\nu, m; z) \equiv z^{1-2\nu} \left[ z^2 \mathcal{E}(\nu - 1, m; z) \mathcal{E}(\nu - 1, -m; z) - \mathcal{E}(\nu, m; z) \mathcal{E}(\nu, -m; z) \right].
\]

Now, it is easy to see that in the limit \( \nu \to 1/2 \), we get

\[
S_1(1/2, m; z) = 2, \quad S_2(1/2, m; z) = 0,
\]

that leads to the well known result

\[
H = L_0 + \tilde{L}_0, \quad H = \frac{1}{2} \sum_{m \in \mathbb{Z}} \left[ \alpha_m \cdot \alpha_{-m} + \tilde{\alpha}_m \cdot \tilde{\alpha}_{-m} \right].
\]

**VIII. FRACTIONAL LIGHT-CONE GAUGE**

In the usual formalism of the bosonic strings, the Virasoro constraints arise from residual symmetries of the system after fixing the conformal gauge (see e.g. [21, 22]). Here, we also have some variations of the same constraints. Therefore, it is natural to think that we might used those residual symmetries in order to set

\[
n_\mu X^\mu(\tau, \sigma) \propto g(\tau, \alpha)
\]

with \( n_\mu \) a constant vector and where \( g(\tau, \alpha) \) is such that in the limit \( \alpha \to 1 \) we have \( g(\tau, 1) \propto \tau \). Now, selecting the light-cone gauge consist in imposing (71) with a constant vector \( n_\mu \) that gives \( n_\mu X^\mu(\tau, \sigma) = X^+(\tau, \sigma) \), i.e. with \( n_\mu = \frac{1}{\sqrt{2}} (1, 0, \ldots, 0, 1) \).
In other terms, introducing the light-cone coordinates, \( i.e. \)
\[
X^\pm \equiv \frac{X^0 \pm X^{d-1}}{\sqrt{2}},
\]
that allows us to rewrite a vector in the Minkovsky space as \( \mathbf{X} = (X^+, X^-, X^1, \ldots, X^{d-2}) \), then a fractional version of light-cone gauge corresponds to \( X^+(\tau, \sigma) \propto g(\tau, \alpha) \).

Therefore, denoting with
\[
p = \int_0^{2\pi} d\sigma \mathcal{P}^\tau,
\]
then we can define the fractional light-cone gauge as
\[
X^+(z) = -\frac{\sqrt{2} \alpha'}{2\nu} \alpha_0^+ z^{2\nu}, \tag{72}
\]
where \( \alpha_0^+ = \sqrt{\frac{\alpha'}{2}} \Gamma(2 - 2\nu) p^+ \) with \( p^+ \neq 0 \). The main use of this gauge is usually related to the reduction of the constraints to a simpler mathematical form. Indeed, taking profit of the dependence on \( z \) of \( X^+ \), the constrains take the form
\[
||\dot{\mathbf{X}}||^2 + ||\mathbf{X}'||^2 = 0 \quad \Rightarrow \quad 2 \ddot{X}^+ \ddot{X}^- = \dot{X}^i \dot{X}^i + X^n X^n, \tag{73}
\]
\[
\dot{X} \cdot \mathbf{X}' = 0 \quad \Rightarrow \quad \dot{X}^+ \mathbf{X}' - \mathbf{X}^i \dot{X}^i, \tag{74}
\]
where the sum over repeated indices (in this case \( i = 1, \ldots, d-2 \)) is omitted, and we can write
\[
\dot{X}^- = \frac{\Gamma(2 - 2\nu) z^{1-2\nu}}{2 \alpha' p^+} \left[ \dot{X}^i \dot{X}^i + X^n X^n \right], \tag{75}
\]
\[
X'^- = \frac{\Gamma(2 - 2\nu) z^{1-2\nu}}{\alpha' p^+} \dot{X}^i X^n, \tag{76}
\]
Thus, one can see that \( X^- \) is completely determined by \( p^+ \) and the tranverse directions \( X^i \).

A. Hamiltonian and masses

We have already computed the Hamiltonian in (64), which in the fractional light-cone coordinates can be written as
\[
H(\tau) = \alpha' p^+ p^- (t - \tau)^{1-\alpha}
= \frac{1}{\Gamma(2 - 2\nu)} \left[ L_0(\nu; z) + \tilde{L}_0(\nu; z) \right], \tag{77}
\]
with $\alpha_m(\tilde{\alpha}_m)$ that ultimately reduce to $\alpha^i_m(\tilde{\alpha}^i_m)$, and

$$p^- = \int_0^{2\pi} d\sigma \, P^- = \frac{(t - \tau)^{2\alpha - 2}}{4 \pi \alpha'^2 p^+} \int_0^{2\pi} d\sigma \, [\dot{X}^i \dot{X}^i + X'^i X''^i].$$

(78)

Then, from the mass-shell condition we can define the mass of a fractional bosonic string, which is given by

$$M^2 = -||p||^2.$$  

(79)

Using the fractional light-cone gauge and the above equation, we obtain

$$M^2(\tau) = \frac{2(t - \tau)^{1-2\nu}}{\alpha'} H(\tau) - p^i p^i,$$  

(80)

that can be rewritten as

$$\frac{\alpha'}{2} M^2(\tau) = \frac{(t - \tau)^{1-2\nu}}{\Gamma(2 - 2\nu)} \left[ L_0(\nu; \tau) + \tilde{L}_0(\nu; \tau) \right] - \frac{\alpha'}{2} p^i p^i.$$  

(81)

Now, if we take the limit $\nu \to 1/2$ we recover the classical result

$$\frac{\alpha'}{2} M^2 = \frac{1}{2} \sum_{m \neq 0} [\alpha_m \cdot \alpha_{-m} + \tilde{\alpha}_m \cdot \tilde{\alpha}_{-m}].$$

(82)

IX. CONCLUSIONS

After reviewing some aspect of fractional variational problems we have presented a quite general fractional modification of the Polyakov action and we have discussed the corresponding equations of motion, together with the connection with an extended notion of Nambu-Goto action.

Then, we have simplified the problem by considering a fractionalization of the action with respect to the parameter $\tau$ alone. For this simplified action we have then computed the corresponding equations of motion and we have studied the underlying symmetries of the theory.

Unfortunately, due to the absence of the $\tau$-reparametrization invariance, we are still left with an extra degree of freedom that results in an extra functional dependence on the WS parametrization in the induced metric $h_{ab}$. This makes any attempt for a general solution of the equations of motion hopeless. In order to avoid this problem, we consider a very specific realization of the model by setting $f(\tau, \sigma) = 1$. 
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Then, we have computed the hamiltonian function for our model and we have also provide a characterization for the fractional conformal gauge.

Finally, we have discussed the notion of fractional light-cone gauge and we have derived the classical mass for a fractional bosonic string.

A precise study of the residual symmetries as well as the of the quantization of the fractional bosonic string, even in the simplified setting, appear to be some rather involved problems and are therefore left for future studies.
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