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Abstract

We theoretically study the generation of optical frequency combs and corresponding pulse trains in doubly resonant intracavity second-harmonic generation (SHG). We find that, despite the large temporal walk-off characteristic of realistic cavity systems, the nonlinear dynamics can be accurately and efficiently modelled using a pair of coupled mean-field equations. Through rigorous stability analysis of the system’s steady-state continuous wave solutions, we demonstrate that walk-off can give rise to a new, previously unexplored regime of temporal modulation instability (MI). Numerical simulations performed in this regime reveal rich dynamical behaviours, including the emergence of temporal patterns that correspond to coherent optical frequency combs. We also demonstrate that the two coupled equations that govern the doubly resonant cavity behaviour can, under typical conditions, be reduced to a single mean-field equation akin to that describing the dynamics of singly resonant cavity SHG [F. Leo et al., Phys. Rev. Lett. 116, 033901 (2016)]. This reduced approach allows us to derive a simple expression for the MI gain, thus permitting to acquire significant insight into the underlying physics. We anticipate that our work will have wide impact on the study of frequency combs in emerging doubly resonant cavity SHG platforms, including quadratically nonlinear microresonators.

I. INTRODUCTION

Continuously-driven Kerr microresonators have recently emerged as an attractive platform for the generation of optical frequency combs and corresponding high repetition rate pulse trains [1]. In these devices, comb formation proceeds via the third-order optical “Kerr” nonlinearity [2, 3]. Modulation instability (MI) driven by parametric four-wave mixing leads to the generation of signal and idler sidebands that subsequently interact so as to form an array of equidistant spectral components [4]. For suitable parameters, the phases of the comb lines can lock [5, 6], thus leading to the formation of stable pulse sequences that may correspond to periodic MI patterns [7] or localized temporal cavity solitons [8] [12]. Before their observation in microresonators, similar dynamics and temporal structures were discovered and investigated in macroscopic optical fibre cavities [13, 17]: analogous phenomena in spatial nonlinear optics are rooted into an even longer history [18, 22].

Whilst Kerr nonlinearity underpins the dynamics observed in all microresonator comb studies reported to date, recent experiments in bulk free-space cavities have remarkably demonstrated that frequency combs can also arise purely through second-order $\chi^{(2)}$ nonlinear effects [23, 24]. Motivated by these experimental findings, we recently introduced a general theoretical framework that allows for the temporal and spectral dynamics of light in such quadratically nonlinear resonators to be described, both analytically and numerically [25]. To facilitate comparison with experiments, in [26] we focussed on singly resonant, phase-matched cavity-enhanced second-harmonic generation (SHG), obtaining good agreement with the corresponding measurements [25]. Our theoretical analysis showed that the temporal walk-off between the fields at the fundamental and second-harmonic frequencies plays a key role in the frequency comb formation dynamics, underpinning the MI process and the subsequent formation of drifting pulse trains.

Although purely quadratic frequency combs have so far only been observed in bulk free-space cavities [23, 25], several platforms have recently emerged that may allow for similar sources to be implemented with integrated microresonators [27, 32]. In such devices, all interacting fields are likely to simultaneously resonate and exhibit low-losses, in stark contrast with the singly resonant system studied in [23, 26], where the second-harmonic field was fully extracted from the cavity after each round trip. Previous studies in spatially diffractive $\chi^{(2)}$ resonators have established that the build-up and evolution of the cavity fields may differ considerably depending on the number of resonating fields [34], prompting one to anticipate that the particular singly resonant mean-field equation derived in [26] will not be directly suitable for the modelling of doubly resonant microresonator SHG systems. Although the dynamics of doubly resonant cavity SHG has been extensively investigated in the past [35–39], the vast majority of studies have only considered a very limited number of spectral components (up to 4). Such an approach is unsuitable for the modelling of frequency combs with hundreds or even thousands of spectral components. In 1996, Trillo and Haelterman introduced a full time-domain model of cavity SHG [40], predicting the formation of pulse trains via MI. Their ap-
proach does not suffer from limitations on the number of frequency components; however, the analysis presented in [40] was restricted to negligible temporal walk-off, which is not a suitable condition for realistic quadratic materials [26]. Doubly resonant cavity-enhanced SHG has also been studied in the context of spatial pattern formation [41, 42], but those studies also offer limited insights into dispersive resonators because spatial systems do not have a counterpart for strong temporal walk-off. Given the growing interest in dispersive χ(2) microresonators [27–33], there is clearly a need for realistic models capable of predicting the associated nonlinear optical phenomena.

In this Article, we theoretically examine the full temporal and spectral dynamics of intracavity SHG when the fundamental and the second harmonic fields are both resonant, focussing in particular our attention on the previously unexplored role of temporal walk-off. Our main intent is to present model equations that allow for the simulation and analysis of such cavity systems, as well as to describe some general features and illustrative predictions derived from that model: a full analysis of the bifurcations and associated temporal dynamics is nevertheless left for future work. Our study shows that, even for a large temporal walk-off, doubly resonant cavity SHG can be efficiently and accurately modelled by using two coupled mean-field equations. Although the system’s general nonlinear behaviour differs considerably from the singly resonant configuration studied in [26], we find that, similarly to that configuration, the temporal walk-off between the fundamental and the second-harmonic fields plays a very significant role. Indeed, we find that the large walk-off values of realistic quadratic cavities can give rise to new MI bands that display completely different features with respect to those identified previously [40, 41] for negligible walk-off. Numerical simulations performed in this regime reveal very rich dynamical behaviours, including the formation of stable temporal patterns corresponding to coherent optical frequency combs. We also show that the two coupled equations that govern the dynamics of the doubly resonant system can be reduced, under realistic approximations, to a single mean-field equation that displays formal similarities with the corresponding equation that governs singly resonant cavity SHG. The significantly different dynamics that manifest themselves in the two types of cavities are simply captured by different nonlinear response functions. Analysis of the single reduced mean-field equation allows us to derive a simple expression for the system’s MI gain spectrum, thus enabling us to obtain considerable physical insights into the underlying mechanisms. We expect that our theoretical framework and results will be highly relevant in the study of frequency comb generation in emerging quadratically nonlinear cavities.

II. COUPLED MEAN-FIELD EQUATIONS

A schematic of the physical system under study is shown in Fig. 1. We consider slowly varying electric field envelopes A and B with carrier frequencies ω0 and 2ω0, respectively, circulating in a dispersive, quadratically nonlinear ring resonator that is driven with a continuous wave (cw) field A_in at the fundamental frequency ω0. We assume that diffraction can be neglected, and that the SHG process ω0 + ω0 = 2ω0 is the dominant nonlinear interaction (i.e., down-conversion to the vicinity of ω0/2 as well as nonlinearities beyond quadratic are assumed highly phase-mismatched or otherwise negligible). Furthermore, we assume that the resonator exhibits high finesse both at the fundamental and the second-harmonic frequencies, so that the slowly varying envelopes do not vary significantly over a single round trip. Analogously to the case of Kerr nonlinear resonators [13, 14], the infinite-dimensional map introduced in [26] (see also [43]) can undergo these conditions be reduced to two coupled mean-field equations (see Appendix A for full details). To facilitate comparison with earlier studies in spatially diffractive systems [11, 42], we write these equations in dimension-
less form (dimensional forms are given in Appendix A):

\[
\frac{\partial v_1}{\partial t} = \left[-1 - i\Delta_1 - in_1 \frac{\partial^2}{\partial \tau^2}\right] v_1 + ie^{-i\xi \text{sinc}(\xi)} v_2 v_1^* + S
\]

\[
\frac{\partial v_2}{\partial t} = \left[-\alpha - i\Delta_2 - d \frac{\partial}{\partial \tau} - in_2 \frac{\partial^2}{\partial \tau^2}\right] v_2 + ie^{i\xi \text{sinc}(\xi)} v_1^2.
\]

(1)

(2)

Here \(v_{1,2}(t, \tau)\) are the normalised slowly varying field envelopes at the fundamental and second-harmonic frequencies, respectively, \(t\) is a “slow time” variable that describes field evolution on the time scale of the cavity photon lifetime, and \(\tau\) is a “fast time” variable that allows for the temporal profiles of the fields to be described. Note that the periodic nature of the resonator imposes the condition \(v_{1,2}(t, \tau) = v_{1,2}(t, \tau + \tau_s)\), where \(\tau_s\) is the normalized cavity round-trip time (at the fundamental frequency). The first two terms on the right hand side of Eqs. (1) and (2) account for the cavity losses and the cavity phase detuning, respectively, while the second-order fast time (\(\tau\)) derivatives denote group-velocity dispersion (GVD). In addition, the terms proportional to \(\text{sinc}(\xi)\) describe the quadratic nonlinear coupling between the fundamental and the second-harmonic fields, with \(\xi = \Delta k L/2\), where \(L\) is the length of the nonlinear medium in the cavity and \(\Delta k = 2k(\omega_0) - k(2\omega_0)\) the wave-vector mismatch of the SHG process \(\omega_0 + \omega_0 = 2\omega_0\).

The third term in Eq. (2) describes temporal walk-off between the fundamental and the second-harmonic fields (\(d\) is a normalised walk-off parameter), that originates from the different group velocities at those frequencies (note that \(\tau\) is a delayed time, defined in a reference frame moving at the group velocity of light at the fundamental frequency). The last term in Eq. (1) accounts for the external coherent driving of the cavity at the fundamental frequency. Following the notation in [26] (see also Appendix A), the normalisation is such that \(t \rightarrow \alpha t/\tau_t\), \(\tau \rightarrow \tau_0(\alpha_0/|k_0''|L)^{1/2}\), \(v_1 = A_0 L/\alpha_0\), \(v_2 = B k_0 L/\alpha_0\), \(\Delta_1 = \delta_1/\alpha_0\), \(d = \Delta k'/\alpha_0^2, \eta_1 = \text{sgn}(k_0''), \eta_2 = k_0''/|k_0''|, \alpha = \alpha_0^2/\alpha_1, S = \sqrt{\theta_0} A_m k_0 L/\alpha_1, \tau_s = \tau_0^2 (2000\text{FSR})^{-1}\), the cavity round-trip time for pulses at \(\omega_0\), with FSR the corresponding free spectral range; \(\alpha_1, \alpha_2\) describe half of the total cavity power losses per round trip for light at \(\omega_0\) and \(2\omega_0\), respectively; \(k_0''\) are the GVD coefficients; \(\Delta k' = d k/\omega_0 - d k/\omega_0\) is the group-velocity mismatch; \(\kappa\) is an effective second-order nonlinearity coefficient, normalised such that the dimensional fields \(|A|^2, |B|^2, |A_m|^2\) are measured in watts [26]; \(\delta_1, \delta_2\) are the phase detunings of carrier waves at \(\omega_0\) and \(2\omega_0\) from the closest linear cavity resonances; and \(\theta_0\) is the power transmission coefficient of the coupler used to inject the driving field \(A_m\) into the cavity.

Equations (1) and (2) can be numerically propagated over the slow time \(t\) with a split-step Fourier type method that uses, e.g., a fourth-order Runge Kutta scheme to evaluate the nonlinear step (results that follow were obtained using that scheme). Note that, in addition to the variables explicitly contained in Eqs. (1) and (2), the cavity dynamics also depends on the (normalized) cavity round-trip time \(\tau_s\), as it does in Kerr microresonators [4] [18]. The round-trip time enters the model described by Eqs. (1) and (2) by imposing periodic boundaries on the fast time variable, such that \(\tau \in [-\tau_s/2, \tau_s/2]\). In this context, the \(\tau_s^{-1}\) spacing of the normalised Fourier frequency grid represents a single FSR. At this point we emphasise that, although Eqs. (1) and (2) account for the dominant physical processes at play in dispersive, doubly resonant cavity SHG, additional perturbative terms may be necessary to ensure the model’s validity under specific conditions. Rigorous analysis of spectrally broadband signals can, for example, require the inclusion of higher-order dispersion terms \((\propto \partial^n/\partial \tau^n)\). We also note that Eqs. (1) and (2) can lose validity when the combs around the fundamental and the SH frequencies start to overlap, or when other nonlinear processes such as third-harmonic generation, Kerr nonlinearity or down-conversion to around \(\omega_0/2\) compete with SHG. In these situations, it may be necessary to use a more complex approach based on a generalised nonlinear envelope equation [45] [46].

III. MODULATION INSTABILITY ANALYSIS

We are interested in the formation of optical frequency combs and corresponding temporal pulse trains in doubly resonant SHG cavities as described by Eqs. (1) and (2). Similarly to Kerr resonators [3] and singly resonant SHG configurations [24], MI of the cavity cw steady state is a key requirement for frequency comb emergence. Physically, MI in cavity-enhanced SHG arises from the down-conversion of the second-harmonic field, an effect which has been extensively investigated in the context of internally-pumped optical parametric oscillators [37–39]. In [40], Trillo and Haertterman studied equations formally identical to Eqs. (1) and (2), identifying the presence of temporal MI for the case of zero group-velocity mismatch \((d = 0)\). Analogous results (using formally similar equations with \(d = 0\)) were later reported in the context of spatially diffractive cavities [41]. However, whilst negligible spatial walk-off may be an appropriate approximation in the context of the pattern formation, for most dispersive systems one realistically finds that the temporal walk-off \(|d| \gg 1\). For example, parameters from the singly resonant configuration in [27, 28] would yield \(d \approx 2000\). At first glimpse, such a large walk-off value could be envisioned to prevent the applicability of the mean-field approach altogether. However, we have carefully compared results derived from Eqs. (1) and (2) with those obtained from the full infinite-dimensional cavity map, and we have systematically found the two approaches to be in excellent agreement. As we shall see below, this agreement likely stems from the nonlinearity cancelling the effects of linear walk-off, thus resulting in
slow field evolution that can be accurately captured by the mean-field equations.

To investigate MI in the presence of a nonzero walk-off, we examine the stability of the cavity’s mixed-mode cw stationary solutions $v_{10}$ and $v_{20}$ for a wide range of walk-off parameters. The mixed-mode solution can easily be found by setting all the derivatives in Eqs. (1) and (2) to zero \[41, 42\], yielding

$$v_{10} = \frac{(\alpha + i\Delta_2)S}{(\alpha + i\Delta_2)(1 + \Delta_1) + \sin^2(\xi)Y_1}$$

$$v_{20} = \frac{ie^i\sin(\xi)v_{10}^2}{(\alpha + i\Delta_2)}$$

where $Y_1 = |v_{10}|^2$ is a root of the cubic equation

$$\sin^4(\xi)Y_1^3 + 2(\alpha - \Delta_1\Delta_2)\sin^2(\xi)Y_1^2 + (1 + \Delta_1^2)(\alpha^2 + \Delta_2^2)Y_1 = (\alpha^2 + \Delta_2^2)|S|^2.$$  \(5\)

We then analyse the linear stability of the cw modes with respect to modulations at frequency $\Omega$ by introducing the ansatz $v_k = v_k + a_k \exp(\lambda t + i\theta) + b_k \exp(\lambda^* t - i\theta)$ with $k = 1, 2$, into Eqs. (1) and (2). By linearising with respect to $a_k$ and $b_k$, we obtain a $4 \times 4$ matrix equation whose eigenvalues obey the quartic equation

$$\lambda^4 + c_3(\Omega)\lambda^3 + c_2(\Omega)\lambda^2 + c_1(\Omega)\lambda + c_0(\Omega) = 0.$$  \(6\)

The coefficients $c_k$ with $k = 0, 1, 2, 3$ depend on the perturbation frequency $\Omega$ and the pump-resonator parameters as follows

$$c_0(\Omega) = 4I_1(I_1 + \pi - \Delta_1\Delta_2) + (1 + \Delta_1^2 - I_2)|\pi^2 + \Delta_2^2|,$$

$$c_1(\Omega) = 4I_1(1 + \pi) + 2\pi(1 + \Delta_1^2 + \pi) - 2I_2\pi,$$

$$c_2(\Omega) = 4I_1 - I_2 + 1 + \Delta_1^2 + \Delta_2^2 - 2\pi(4 + \pi),$$

$$c_3(\Omega) = 4(1 + \pi).$$  \(7\)

where $\pi = \rho + id\Omega$, $\Delta_1 = \Delta_1 - \eta_1\Omega^2$, $\Delta_2 = \Delta_2 - \eta_2\Omega^2$, $I_1 = \sin^2(\xi)|v_{10}|^2$ and $I_2 = \sin^2(\xi)|v_{20}|^2$.

By taking into account nonzero walk-off, Eqs. \(6\) and \(7\) generalize stability analyses presented in previous studies \[34, 40, 42\]. In general, the MI gain spectrum, i.e. Re$[\lambda(\Omega)]$, predicted by Eq. \(6\) exhibits complex dependence on the cavity detuning parameters $\Delta_{1,2}$ as well as on the phase-mismatch parameter $\xi$. Because we are first and foremost interested in the role of walk-off, we assume a resonator that is made entirely out of the nonlinear material (such as a monolithic microcavemator), and assume the SHG to be naturally phase-matched. In such a configuration, $\Delta k = \xi = 0$, and $\Delta_2 = 2\Delta_1$ (see Appendix [13]).

A typical example of the predicted gain spectrum as a function of frequency $\Omega$ and walk-off $d$ is shown in Fig. 2(a). To facilitate comparison with earlier studies of spatial cavities where walk-off was not considered \[41, 42\], we have adopted a similar set of parameters (listed in the caption; note that with these parameters the cw response is monostable). In agreement with those studies (but in contrast to the case of singly resonant SHG \[29\]), we see that MI can arise even when $d = 0$. As the walk-off $d$ increases, however, the gain quickly reduces and eventually disappears altogether: the cw mode becomes modulationally stable. Surprisingly, for sufficiently large walk-off values ($|d| \gg 1$) MI re-emerges, but at a very different spectral position (see Fig. 2(c)). It thus appears that, in addition to MI identified previously with $d = 0$ \[41, 42\], the cavity also supports another MI regime that manifests itself for $|d| \gg 1$. At this point, we emphasize that we have confirmed our mean-field-based MI analysis by comparing the results against those obtained from the full infinite-dimensional cavity map. Specifically, we derived the MI gain spectrum from the full cavity map by using an approach similar to that previously employed for Kerr resonators \[19, 49, 50\], and we found the results to be in almost exact agreement with those shown in Fig. 2. An example of the agreement is explicitly shown in Fig. 2(c), where we compare the MI gain spectra obtained from Eq. \(6\) (solid and dashed curves) and from the full cavity map (circles and diamonds) for two different walk-off values ($d = 0$ and $d = 150$).

MI leads to the amplification of spectral sidebands around $\omega_0$ and $2\omega_0$, which in the time domain manifests itself as the growth of periodic modulations on top of the cw fields. Similarly to the singly resonant case \[29\], the generated patterns are found to exhibit a temporal drift whose magnitude is much smaller than the walk-off $d$. As a matter of fact, the drift rate $\nu = d\tau_c/dt$, where $\tau_c(t)$ represents the fast time coordinate of a particular point along the sinusoidal perturbation emerging from MI, can be obtained from the imaginary part of the corresponding eigenvalue as $\nu = \text{Im}[\lambda]/\Omega$, with $\Omega$ being the frequency of the pattern \[51\]. In Fig. 2(b) we show the drift rate $\nu$ predicted at frequencies experiencing the maximum MI gain as a function of walk-off. For small $d$, the drift rate increases monotonously as $\nu \approx d/2$ (see inset) up until the point where MI disappears ($d \approx 4$). But interestingly, for walk-off values associated with the re-emergence of MI ($d > 35$), the sign of the drift changes and its magnitude remains almost constant, with $|\nu| \approx 2 \ll |d|$. This means that the nonlinearity compensates for the linear spectral phase induced by the walk-off, which is likely to explain why we systematically find that, even for very large $|d|$, the mean-field approach yields results that are in almost identical agreement with those obtained from the full map (see Appendix [A] for the full map equations). Indeed, the nonlinear cancellation of the linear walk-off ensures that the key condition behind the mean-field approximation is satisfied: the fields only evolve slowly, with no significant changes over a single round trip.
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IV. FREQUENCY COMB SIMULATIONS

After the initial stage of exponential sideband amplification, the modulation triggered by MI may reshape into complex temporal patterns and corresponding frequency combs. In fact, extensive simulations of the mean-field Eqs. (11) and (12) reveal several distinct dynamical regimes with a rich nonlinear behaviour. To
give an example of the diversity, we carried out a single
long simulation that mimics the experimental procedure of sweeping the driving laser across a cavity resonance [10, 52, 53]. Specifically, we use an initial condition consisting of white noise (amplitude \( 10^{-6} \)), start the
simulation far from resonance with \( \Delta_1 = -3.5 \) (natural phase-matching is assumed throughout, so that \( \xi = 0 \) and \( \Delta_2 = 2\Delta_1 \)), and we then slowly increase the detun-
ing up to \( \Delta_1 = 3.5 \) over a (normalised) slow time scale of \( t \approx 500000 \) (the precise dynamics may depend on the speed of the detuning ramp). In this simulation, we have set \( d = 450 \) and also assumed the group-velocity dispersion at the SH wavelength to be normal, \( \eta_2 = 2 \), which is a more realistic situation for temporal cavity dynamics (recall that the parameters in Fig. 2 were chosen so as to facilitate comparison with prior studies in spatial cavity systems). At this point we may remark, however, that for \( |d| \gg 1 \) we find the group velocity dispersion \( \eta_2 \) to have negligible impact. This can be understood by noting that the dispersion at the second-harmonic reads \( d\Omega + \eta_2\Omega^2 \), with \( \Omega \) and \( \eta_2 \) of the order of unity by normalization.

We first show, in Fig. 3(a), the cw cavity response [i.e.,

Y1 given by Eq. (5)] for the different detunings accessed during the simulation. Because \( \Delta_2 = 2\Delta_1 \), the cw res-

onance displays a complex double-peaked shape that is

symmetric around \( \Delta_1 = 0 \). (It is worth noting that for constant \( \Delta_2 \neq 0 \), the resonance would exhibit a tilt similar to the case of Kerr cavities [8].) The cw modes are stable (blue solid line) for large \( |\Delta_1| \), but also for detunings close to the peak on the positive detuning side. Portions of the resonance with a negative slope are unstable against cw perturbations (dotted red line), whilst the cw modes are modulationally unstable (dashed red line) dominantly for detunings in between the two resonance maxima.

FIG. 3. (a) Stable and unstable cw modes of the system for
different detunings. The parameters are \( d = 450 \), \( \eta_1 = -1 \),

\( \eta_2 = 2 \), \( \alpha = 0.5 \), \( \xi = 0 \), and \( S = 5 \). (b) Spectral dynamics

as the cavity detuning \( \Delta_1 \) is swept across a resonance (note

that \( \Delta_2 = 2\Delta_1 \) throughout the sweep). The width of the simulation time window \( \tau_s = 1000 \) implies an FSR of \( \Omega_{FSR} = 2\pi/\tau_s \approx 0.0063 \).
Figure 3(b) shows the simulated intracavity spectrum around the fundamental frequency as the detuning is slowly increased. For each detuning, we also highlight the regions that exhibit MI (areas within the dashed white boxes), as well as the critical point where the gain is the largest (solid white line). In agreement with the linear stability analysis, the cw solution becomes modulationally unstable around $\Delta_1 \approx -2.8$, at which point spectral sidebands grow at the frequency of maximum gain that is separated by multiple FSRs from the pump. (The normalized round-trip time is $\tau_s = 1000$, corresponding to an FSR of $\Omega_{FSR} = 2\pi/\tau_s \approx 0.0063$.) As $\Delta_1$ increases, the sidebands are seen to experience several abrupt frequency shifts towards the pump, with the sidebands’ frequency detunings following the maximum MI gain frequency (solid white line). In the time-domain, each abrupt frequency shift manifests itself as a reduction of the repetition rate of the temporal MI pattern. A detailed investigation is beyond the scope of our work, yet we note that this frequency transition is reminiscent of the so-called Eckhaus instability \[53, 55\]. In that process, a periodic pattern whose frequency is far from the critical point goes unstable, which leads to the elimination of that pattern and to the eventual formation of a new pattern closer to the critical point \[55\]. This is indeed similar to what occurs in the simulation shown in Fig. 3(b). Because the maximum MI gain frequency evolves with $\Delta_1$, a given sideband will eventually be too detuned from the critical frequency that the corresponding pattern goes unstable, thus resulting in the emergence of another pattern with frequency closer to the maximum MI gain.

Around $\Delta_1 \approx 0.25$, Fig. 3(b) shows that the system transitions to a very different regime, where the spectrum is dominantly composed of spectral lines spaced by a single FSR. This transition is in fact similar to the one observed in Kerr microresonators \[6\], when the field evolves from stable to chaotic MI patterns \[54, 55\]. Analogously, closer examination of results in Fig. 3(b) shows that, for $\Delta_1 > 0.25$, the intracavity field mostly consists of unstable temporal patterns that exhibit strong fluctuations. Yet, narrow regions of stability can also be identified. For example, for $\Delta_1 \approx 1.2$ we find stable frequency combs whose lines are spaced by multiple FSRs. In Fig. 4 we show temporal and spectral characteristics of this regime in more details. These results were obtained by running another simulation, where the detuning sweep was stopped at $\Delta_1 = 1.2$. It can be seen that the time-domain intracavity fields are composed of three, periodically-spaced temporal structures [Fig. 4(a, b)], corresponding to a frequency comb with $3 \times$ FSR spacing [Fig. 4(c, d)]. Simulations carried out over very long time scales reveal the combs and the patterns to be fully stable and coherent. Yet, similarly to the singly resonant case \[22\], the patterns exhibit a temporal drift whose magnitude is much smaller than the walk-off parameter $|d|$, in accordance with Fig. 2(b).

Interestingly, around $\Delta_1 \approx 2.5$ we have also found stable frequency combs whose lines are spaced by a single FSR. This suggests the existence of localised pulses — dissipative solitary waves — in the time domain. Figure 4 shows the temporal (a, b) and spectral (c, d) characteristics of the dissipative temporal structure that exists for $\Delta_1 = 2.53$. At the fundamental frequency [Fig. 4(a, c)], the structure consists of a complex temporal feature, localised to within $\tau \approx 50$ of the $\tau_s = 1000$ round-trip time, embedded on a cw background; at the second-harmonic, only a small step perturbs the cw [Fig. 4(b, d)]. Aside from a small temporal drift, also these fields are fully stable. Indeed, we have used long split-step simulations up to $t = 2 \times 10^5$ as well as a more rigorous Newton-Raphson technique \[6\] to verify that, with a trivial change of reference frame that cancels their drift \[17\], the fields shown in Fig. 4 and Fig. 5 correspond to stable steady-state solutions of Eqs. 11 and 2. Finally, we have confirmed that the solutions are not artifacts of the mean-field model: almost identical structures can be observed in simulations of the full cavity map.

Despite its stability and high-degree of localisation, the temporal structure shown in Fig. 4(a, b) does not correspond to an isolated soliton, akin to those manifesting themselves in, e.g., Kerr resonators \[10, 15, 17\]. Indeed, in contrast to such cavity solitons, the structure predicted here depends sensitively on the boundaries, i.e. the cavity round-trip time $\tau_s$. This can be qualitatively understood by noting that the SH field profile in Fig. 4(b) is not localized, but it instead exhibits variations across the whole fast time domain. To ensure that the physically-enforced periodic boundary conditions remain fulfilled, any change in $\tau_s$ must be met with a change in the SH profile, hence necessitating a different fundamental field. Although we find that reducing the round-trip time to, e.g., $\tau_s = 500$ yields a localized solution only somewhat different from that shown in Fig. 5, extending the boundaries to $\tau_s = 2000$ surprisingly gives rise to a periodic

FIG. 4. Temporal patterns in a doubly resonant SHG system with large walk-off. (a, b) Temporal profiles at the (a) fundamental and (b) second-harmonic wavelengths. Corresponding spectra are shown in (c) and (d), respectively.
pattern consisting of multiple temporal structures. This suggests that the solution in Fig. 5 corresponds to a single period of a pattern rather than an isolated soliton. Regardless, the numerical simulation results presented in this section clearly illustrate the feasibility of obtaining coherent optical frequency combs and corresponding temporal structures in doubly resonant SHG.

V. REDUCED MEAN-FIELD APPROXIMATION

The previous results were obtained using the coupled mean-field system described by Eqs. (1) and (2). Interestingly, we have also found that, for a wide excursion of parameters, Eqs. (1) and (2) can be further reduced into a single mean-field equation. This simplification is enabled by the observation that, similarly as for highly phase-mismatched single-pass SHG systems [52], the second-harmonic field $v_2(t, \tau)$ varies slowly with $t$, so that one can make the approximation that the term $\partial v_2 / \partial t$ can be neglected in Eq. (2). Under this assumption, the second-harmonic field is dynamically slaved to the fundamental field, and it can be explicitly solved from Eq. (2):

$$v_2(t, \tau) = ie^{i\xi} \text{sinc}(\xi) \left[ v_1^\ast(t, \tau) \otimes J(\tau) \right], \quad \text{(8)}$$

where $\otimes$ denotes convolution and $J(\tau) = \mathcal{F}^{-1}[\tilde{J}(\Omega)]$ is the inverse Fourier transform of the frequency-domain response function $\tilde{J}(\Omega)$, defined as

$$\tilde{J}(\Omega) = \frac{1}{\alpha + i\Delta_2 - i\Omega - i\eta_2 \Omega^2}. \quad \text{(9)}$$

Substituting Eq. (8) into Eq. (11), we obtain:

$$\frac{\partial v_1}{\partial t} = \left[ -1 - i\Delta_1 - i\eta_1 \frac{\partial^2}{\partial \tau^2} \right] v_1 - \rho v_1^* \left[ v_1^2 \otimes J \right] + \Sigma, \quad \text{(10)}$$

where $\rho = \text{sinc}^2(\xi)$. Equation (10) is formally equivalent to the mean-field equation derived in [24] for the description of singly resonant cavity SHG; it is only the nonlinear response function $J(\tau)$ that is different between the two equations. A detailed comparison of the response functions is beyond the scope of our present article, yet we note that they are substantially different, reflecting the distinct behaviour of singly- and doubly resonant cavities. For example, in contrast with the singly resonant case, the doubly resonant response function may give rise to instantaneous Kerr-like phase shifts even if the SHG process is phase-matched, provided that $\Delta_2 \neq 0$. As a matter of fact, this feature is illustrated in the tilted resonances shown in Fig. 3 under phase-matching, no such tilts occur in the singly resonant case. It is also interesting to note that, in the singly resonant case, the nonlinearity tends towards a pure Kerr-like response in the limit of large phase-mismatch ($\xi \gg 1$), whereas the doubly resonant response function does not depend on $\xi$ at all [see Eq. (9)]. Notwithstanding, it can be seen from Eq. (9) that pure Kerr-like nonlinearity can ensue for very large second-harmonic detunings, when $|\Delta_2| \gg d\Omega + \eta_2 \Omega^2$ and $|\Delta_2| \gg \alpha$. In this limit, Eq. (10) tends towards the AC-driven nonlinear Schrödinger equation (also known as the Lugato-Levée equation), which has been widely applied to the study of Kerr nonlinear cavities [9, 13, 20].

In spite of the approximation behind the mean-field Eq. (10), we have found through extensive simulations that, particularly for $|d| \gg 1$, Eqs. (9) and (10) are fully adequate for the modelling of doubly resonant cavity SHG, and they deliver predictions that are in almost identical agreement with those obtained from the more accurate system given by Eqs. (1) and (2). As an example, all the simulation results presented in Section IV can be almost exactly reproduced by using Eq. (10). Notably, although strictly speaking $\partial v_2 / \partial t = 0$ only for non-drifting steady-state solutions, Eq. (10) reproduces the drift of the solutions and even captures the initial dynamics with excellent accuracy.

In addition to simplifying numerical integration implementations, Eq. (10) also permits a more straightforward stability analysis of the intracavity fields. Indeed, following the linear stability analysis in [24], the potentially unstable eigenvalues that define the MI gain are found to read...
\[ \lambda_\pm(\Omega) = -\left(1 + \rho Y_1[\tilde{J}(\Omega) + \tilde{J}^*(\Omega)]\right) \pm \sqrt{\left[\tilde{J}(0)\rho^2Y^2_1 - \left(\Delta_1 - \eta_1\Omega^2 - i\rho Y_1[\tilde{J}(\Omega) - \tilde{J}^*(\Omega)]\right)\right]^2}. \] (11)

These eigenvalues can be directly compared with those derived from the stability analysis of the coupled mean-field equations [see Eq. (11)]. To this end, in Fig. (a) we show the MI gain predicted by Eq. (11), i.e. \( \text{Re}\{\lambda_\pm(\Omega)\} \), for the same parameters that were used in obtaining Fig. (a). Besides overestimation of MI gain for small walk-off parameters \( d \), the gain predicted by Eq. (11) shows excellent agreement with that obtained from the more general Eqs. (1) and (2) [see Fig. (a)].

Moreover, the reduced eigenvalue Eq. (11) enables a more straightforward assessment of the physics that underpins MI. In a manner similar to the case of singly resonant cavity SHG [26], the real part of the square root term describes the second-harmonic-pumped optical parametric oscillator gain experienced by sidebands at \( \omega_0 \pm \Omega \), whilst the terms outside the square root describe linear and nonlinear losses, with the latter arising from competing sum-frequency generation (SFG) processes of the form \( (\omega_0 + \Omega) + \omega_0 = 2\omega_0 + \Omega \) [25, 26]. In Figs. (b) and (c) we plot the total sideband loss \( 1 + \rho Y_1\text{Re}[\tilde{J}(\Omega) + \tilde{J}^*(\Omega)] \) and parametric gain [real part of the square root term in Eq. (11)] profiles, respectively, for a range of walk-off parameters \( d \). [Note that the net gain shown in Fig. (a) can be obtained simply by subtracting the losses shown in Fig. (b) from the parametric gain in Fig. (c)].

Several observations can be made. First, similarly with the singly resonant configuration [26], nonlinear losses are significantly impacted by walk-off [Fig. (b)]. But in contrast with that configuration, where the walk-off parameter as a function of frequency was found to follow a simple sinc\(^2\) shape linked to the SFG efficiency, we find that in the doubly resonant scheme it is the condition of resonance around the second harmonic that mostly defines the loss profile. Specifically, a sum-frequency component at \( 2\omega_0 + \Omega \) is on resonance when \( \Delta_2 - d\Omega_R - \eta_2\Omega_R^2 = 0 \), leading to enhanced SFG losses around \( \omega_0 + \Omega_R \). Closer inspection of data shown in Fig. (b) indeed reveals that (i) the loss bands have Lorentzian resonance profiles and (ii) one of them is always centered at \( \Omega_R \), with the second band at \( \approx -\Omega_R \) arising due to the coupling between sidebands at \( \omega_0 \pm \Omega \) [see \( \tilde{J}^*(-\Omega) \) terms in Eq. (11)]. In this context, it is worth pointing out that, because the SFG losses are proportional to \( \text{Re}[\tilde{J}(\Omega)] + \text{Re}[\tilde{J}^*(\Omega)] = \text{Re}[\tilde{J}(\Omega)] + \text{Re}[\tilde{J}^*(-\Omega)] \), the loss profile is simply governed by the real part of \( \tilde{J}(\Omega) \) [defined in Eq. (9)]. For \( |d| \gg 1 \), that profile assumes a Lorentzian shape [see also Fig. (a)].

In addition to affecting losses, walk-off also has a significant impact on the parametric gain profile [Figure (c)], which is in stark contrast with the singly resonant configuration [26]. We suspect this is because, in the doubly resonant scheme, the SFG process imparts a nonlinear phase shift for sidebands around \( \omega_0 \pm \Omega_R \), resulting in the disruption of the usual parametric phase-matching. This nonlinear phase shift is manifested in the last term inside the square root in Eq. (11). In contrast to the nonlinear losses, the square root term describing parametric gain is found to depend both on the real and the imaginary parts of \( \tilde{J}(\Omega) \). We also remark that the profile of the imaginary part of \( \tilde{J}(\Omega) \) is reminiscent of the real part of a resonant atomic susceptibility, as shown in Fig. (b), which is not particularly surprising given the resemblance between \( \tilde{J}(\Omega) \) and the frequency response of a damped and driven (with an impulse at \( t = 0 \)) harmonic oscillator.

The combined effect of the SFG-induced losses and phase shifts is to hinder the oscillation of the parametric sidebands, such that net MI gain only arises at frequencies far away from those associated with resonant SFG. This notion allows us to better understand the role of walk-off in facilitating MI. Specifically, Eq. (11) shows that the resonance is centred at \( \Omega_R \approx \Delta_2/d \) and has a linewidth of \( w \approx \alpha/d \). It is thus clear that for increasing values of the walk-off parameter \( d \), the resonance bands...
shift closer to the pump and decrease in width, thereby affecting a narrowing sliver of frequencies around $\Omega = 0$. We illustrate this behaviour in Figs. 7(a) and (b), where we respectively show the real and imaginary parts of $\hat{J}(\Omega)$ for two different walk-off parameters [other parameters as in Fig. 6]. Parametric gain capable of driving MI is obtained when the resonance-associated losses and phase shifts no longer affect frequency components that would exhibit gain in its absence [i.e., when neglecting the last term inside the square root in Eq. (11)]. In Fig. 6(c) we indeed see how, for sufficiently large walk-off, gain bands emerge beyond the narrow Lorentzian resonance features.

Of course, we emphasise that the precise gain features discussed above and illustrated in Figs. 2 and 6 depend on the particular parameters involved. Nevertheless, we have found that our general insights are capable of elucidating the MI characteristics over a wide range of conditions. As a matter of example, we note that changing the sign of the second-harmonic dispersion term $\eta_2$ in Figs. 2 and 6 leads to the disappearance of the MI bands around $d \approx 0$. This can be explained by noting that, when $\text{sgn}[\eta_2] \neq \text{sgn}[\Delta_2]$, the second-harmonic resonance condition can be fulfilled even for $d = 0$, leading to the disruption of sideband oscillation. Finally, we wish to stress that, although the analyses presented in this section agree very well with results derived from the more general coupled mean-field Eqs. (1) and (2), the simplified mean-field Eq. (10) as well as the associated MI gain Eq. (11) result from an approximation. Therefore all predictions of Eqs. (10) and (11) should be corroborated by carefully comparing the pertinent results against those obtained from Eqs. (1) and (2), as we have done here.

VI. DISCUSSION AND CONCLUSION

Let us briefly discuss the observability of frequency combs in doubly resonant intracavity SHG, considering the system in [22] as an illustrative example. This configuration can be made doubly resonant by replacing all of the cavity mirrors with ones that exhibit high reflectivity both at the fundamental wavelength of 1064 nm as well as at the second-harmonic of 532 nm. Moreover, independent control of the two detunings can be implemented by managing the intracavity dispersion, e.g. through an adjustable dispersive plate. It is reasonable to assume that the cavity losses at the fundamental and the SH wavelengths are approximately equal, such that $\alpha = \alpha_2/\alpha_1 = 1$. The $L = 15$ mm length of the lithium niobate crystal, combined with the linear dispersion coefficients of $k''_1 \approx 0.234 \text{ ps}^{-1}\text{m}^{-1}$, $k''_2 \approx 0.714 \text{ ps}^{-1}\text{m}^{-1}$, and $\Delta k' \approx 792 \text{ psm}^{-1}$, yield $\eta_1 = 1$, $\eta_2 = 3$ and $d \approx 2000$. The SHG interaction coefficient $\kappa \approx 11.4 \text{ W}^{-1/2}\text{m}^{-1}$ and cavity finesse $F_2 = \pi/\alpha_1 = 160$, such that for critical coupling ($\alpha_1 = \theta_1$), $S = 5$ corresponds to a driving power $P_{\text{in}} \approx 6.5 \text{ mW}$—much smaller than the power level used in [22]. For these attainable parameters, our calculations predict MI with a frequency shift as high as 1 THz.

In conclusion, we have theoretically examined the temporal and spectral dynamics of doubly resonant intracavity SHG. We have found that the system can be accurately modelled by using two coupled mean-field equations, provided that the walk-off between the fundamental and the second-harmonic fields is appropriately included in the analysis. Our work indeed shows that, similarly to the case of singly resonant cavity SHG [22], the walk-off plays a key role in the dynamics. For example, in addition to MI identified previously for the case of negligible walk-off, an instability with very different characteristics arises for large walk-off values that are typical of realistic systems. Numerical simulations carried out in this regime predict that cavity MI may lead to the formation of stable (and unstable) pulse trains and corresponding optical frequency combs. These predictions give examples of the rich nonlinear behaviour that can be anticipated, but we emphasize that a considerable body of future work is needed to fully explore the solutions and their bifurcations across different parameter planes. (For example we have found that the walk-off highly impacts the Hopf bifurcation reported in [11,12,22,23].) We have also derived, for the first time to our knowledge, a single reduced mean-field equation that captures the main dynamics in doubly resonant SHG. This framework has enabled us to obtain a simple expression for the system’s MI gain characteristics, allowing for deep insights into the underlying physics.

We expect that our work will have significant predictive impact on the emerging field of frequency comb generation in $\chi^{(2)}$ microresonators, where several fields are likely to resonate simultaneously. Moreover, while we have here restricted our attention to the case of doubly resonant cavity-enhanced SHG, the model equa-
tions can be straightforwardly adapted to describe a variety of other dispersive, quadratically nonlinear cavity processes. These include cavities where second- and third-order nonlinearities both contribute to the dynamics \cite{58, 59, 60}, sum-frequency generation in resonators \cite{61–63}, and we also note that quadratically nonlinear resonators have historically attracted significant interest in the field of nonlinear dynamics and pattern formation \cite{64–69}, and we expect that the novel dynamical regimes identified in our work will also stimulate substantial further research in that context.
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**Appendix A: Derivation of mean-field equations**

Here we derive the coupled mean-field equations \cite{11, 21}, starting from the infinite-dimensional cavity map discussed in \cite{26} (see also \cite{42}). Specifically, we consider slowly varying electric field envelopes $A(z, \tau)$ and $B(z, \tau)$ with carrier frequencies $\omega_0$ and $2\omega_0$, respectively, circulating in a dispersive, quadratically nonlinear ring resonator that is driven with a cw field $A_{in}$ at the fundamental frequency $\omega_0$. The intracavity fields $A_{m+1}(0, \tau)$ and $B_{m+1}(0, \tau)$ at the beginning of the $(m + 1)^{th}$ round trip can be related to the fields $A_m(L, \tau)$ and $B_m(L, \tau)$ at the end of the $m^{th}$ round trip as:

$$A_{m+1}(0, \tau) = \sqrt{1 - \theta_1 A_m(L, \tau)} e^{-i\delta_1} + \sqrt{\theta_1} A_{in} \quad (A1)$$

$$B_{m+1}(0, \tau) = \sqrt{1 - \theta_2 B_m(L, \tau)} e^{-i\delta_2} \quad (A2)$$

Here, $\theta_1$ and $\theta_2$ are the power transmission coefficients at $\omega_0$ and $2\omega_0$, respectively, of the coupler used to inject the cw field $A_{in}$ into the resonator, $L$ is the length of the nonlinear medium and $\delta_1$ ($\delta_2$) represents the phase detuning of the intracavity field $A$ ($B$) from the cavity resonance closest to $\omega_0$ ($2\omega_0$).

The evolution of the fields over a single pass through the nonlinear medium obeys the coupled equations \cite{12, 70, 71}:

$$\frac{\partial A_m}{\partial z} = \left[ -\frac{\alpha_{c1}}{2} - i \frac{k''}{2} \frac{\partial^2}{\partial \tau^2} \right] A_m + i \kappa B_m A_m^* e^{-i\Delta k z}, \quad (A3)$$

$$\frac{\partial B_m}{\partial z} = \left[ -\frac{\alpha_{c2}}{2} - \Delta k' \frac{\partial}{\partial \tau} - i \frac{k''}{2} \frac{\partial^2}{\partial \tau^2} \right] B_m + i \kappa A_m^2 e^{i\Delta k z}, \quad (A4)$$

where $\alpha_{c1,2}$ describe propagation losses, $\Delta k = 2k(\omega_0) - k(2\omega_0)$ is the wave-vector mismatch associated with the SHG process $\omega_0 + \omega_0 = 2\omega_0$, $\Delta k' = dk/d\omega|_{2\omega_0} - dk/d\omega|_{\omega_0}$ describes temporal walk-off arising from the corresponding group-velocity mismatch, and $k''_{c1,2} = d^2 k/d\omega^2|_{\omega_0, 2\omega_0}$ are the group-velocity dispersion coefficients. (Including dispersion effects beyond the second-order is straightforward, but omitted for simplicity.) The nonlinear coupling strength is described by $\kappa \propto \chi^{(2)}$, normalised such that $|A_{in}|^2$, $|B_m|^2$ and $|A_m|^2$ are all measured in watts (see \cite{26} for details). It is noteworthy that (A3) and (A4) are both written in a reference frame that is moving at the group velocity of light at the fundamental frequency $\omega_0$.

In contrast to the singly resonant system examined in \cite{26}, here we are interested in resonators that exhibit low losses around both the fundamental and the second-harmonic frequencies. Moreover, we assume that the combined effects of nonlinearity and dispersion are “weak”, such that the fields $A(z, \tau)$ and $B(z, \tau)$ remain approximately constant over one round trip. Under these conditions, the infinite dimensional map described by Eqs. (A1)–(A3) can be reduced to two coupled mean-field equations. Following usual techniques \cite{13}, we first integrate (A3) and (A4) from $z = 0$ to $z = L$, with $A(z, \tau)$ and $B(z, \tau)$ constant along $z$:

$$A_m(L, \tau) \approx A_m(0, \tau) + L \left[ -\frac{\alpha_{c1}}{2} - i \frac{k''}{2} \frac{\partial^2}{\partial \tau^2} \right] A_m(0, \tau) + i \kappa L B_m(0, \tau) A_m^*(0, \tau) e^{-i\xi \text{sinc}(\xi)}, \quad (A5)$$

$$B_m(L, \tau) \approx B_m(0, \tau) + L \left[ -\frac{\alpha_{c2}}{2} - \Delta k' \frac{\partial}{\partial \tau} - i \frac{k''}{2} \frac{\partial^2}{\partial \tau^2} \right] B_m(0, \tau) + i \kappa L A_m^2(0, \tau) e^{i\xi \text{sinc}(\xi)}, \quad (A6)$$

where $\xi = \Delta k L/2$. We then substitute (A5) into (A1) and (A6) into (A2). Considering the cavity detunings $\delta_{1,2}$, out-coupling coefficients $\theta_{1,2}$, and the nonlinear and dispersive terms in (A5) and (A6) as quantities of the first order and by neglecting higher-order terms, we obtain:

$$\frac{\partial A_m}{\partial z} = \left[ -\frac{\alpha_{c1}}{2} - i \frac{k''}{2} \frac{\partial^2}{\partial \tau^2} \right] A_m + i \kappa B_m A_m^* e^{-i\Delta k z}, \quad (A3)$$

$$\frac{\partial B_m}{\partial z} = \left[ -\frac{\alpha_{c2}}{2} - \Delta k' \frac{\partial}{\partial \tau} - i \frac{k''}{2} \frac{\partial^2}{\partial \tau^2} \right] B_m + i \kappa A_m^2 e^{i\Delta k z}, \quad (A4)$$
\[
A_{m+1}(0, \tau) - A_m(0, \tau) = \left[ -\alpha_1 - i\delta_1 - \frac{k_n^2 L}{2} \frac{\partial^2}{\partial \tau^2} \right] A_m(0, \tau) + i\kappa L B_m(0, \tau) A_m^*(0, \tau) e^{-i\xi \text{sinc}(\xi)} + \sqrt{\theta_1} A_{m+n}, \quad (A7)
\]

\[
B_{m+1}(0, \tau) - B_m(0, \tau) = \left[ -\alpha_2 - i\delta_2 - \Delta k' L \frac{\partial}{\partial \tau} - \frac{i k_n^2 L}{2} \frac{\partial^2}{\partial \tau^2} \right] B_m(0, \tau) + i\kappa L A_m^2(0, \tau) e^{i\xi \text{sinc}(\xi)}, \quad (A8)
\]

where \(\alpha_{1,2} = (\theta_{1,2} + \alpha_{e,1,2}^2 L) / 2\). We then introduce a continuous “slow time” variable \(t\) that describes the evolution of the fields after each pass at \(z = 0\). Defining \(A(t, \tau)\) and \(B(t, \tau)\) as the the cavity field envelopes at \(z = 0\), we are able to replace the round-trip index \(m\) with the slow time variable:

\[
A(t = mt_R, \tau) = A_m(z = 0, \tau), \quad m = 0, 1, 2, \ldots \quad (A9)
\]

\[
B(t = mt_R, \tau) = B_m(z = 0, \tau), \quad m = 0, 1, 2, \ldots \quad (A10)
\]

Here \(t_R\) corresponds to the cavity-round-trip time at the reference frame where (A3) and (A1) have been derived, i.e., at the fundamental frequency \(\omega_0\). Finally, approximating the finite-difference \([A_{m+1}(z = 0, \tau) - A_m(z = 0, \tau)] / t_R\) with the partial derivative \(\partial A / \partial t\) (and performing a similar approximation for the second-harmonic fields), we obtain from (A7) and (A8) the following coupled mean-field equations:

\[
t_R \frac{\partial A}{\partial t} = \left[ -\alpha_1 - i\delta_1 - \frac{k_n^2 L}{2} \frac{\partial^2}{\partial \tau^2} \right] A + i\kappa L B A^* e^{-i\xi \text{sinc}(\xi)} + \sqrt{\theta_1} A_{in}, \quad (A11)
\]

\[
t_R \frac{\partial B}{\partial t} = \left[ -\alpha_2 - i\delta_2 - \Delta k' L \frac{\partial}{\partial \tau} - \frac{i k_n^2 L}{2} \frac{\partial^2}{\partial \tau^2} \right] B + i\kappa L A^2 e^{i\xi \text{sinc}(\xi)}. \quad (A12)
\]

With the normalization described in Section II we recover Eqs. 1 and 2.

For completeness, we next present the derivation of the reduced mean-field Eq. (10) in dimensional form. By employing the second-harmonic field to evolve slowly, such that \(\partial B / \partial t \approx 0\), we obtain from (A12):

\[
\left[ \alpha_2 + i\delta_2 + \Delta k' L \frac{\partial}{\partial \tau} + \frac{i k_n^2 L}{2} \frac{\partial^2}{\partial \tau^2} \right] B = i\kappa L A^2 e^{i\xi \text{sinc}(\xi)}. \quad (A13)
\]

We can easily find a solution for \(B\) in the Fourier domain:

\[
\mathcal{F}[B] = \frac{i\kappa L}{\alpha_2 + i\delta_2 - i\Delta k' L \Omega - i\frac{k_n^2 L}{2} \Omega^2} e^{i\xi \text{sinc}(\xi)} \mathcal{F}[A^2] \hat{J}_d(\Omega), \quad (A14)
\]

\[
\hat{J}_d(\Omega) = \frac{1}{\alpha_2 + i\delta_2 - i\Delta k' L \Omega - i\frac{k_n^2 L}{2} \Omega^2}, \quad (A15)
\]

Substituting (A15) into (A11), we obtain

\[
t_R \frac{\partial A}{\partial t} = \left[ -\alpha_1 - i\delta_1 - \frac{k_n^2 L}{2} \frac{\partial^2}{\partial \tau^2} \right] A - (\kappa L)^2 \text{sinc}^2(\xi) A^* \left[ A^2 \otimes J_d \right] + \sqrt{\theta_1} A_{in}, \quad (A17)
\]

where \(J_d = \mathcal{F}^{-1}[\hat{J}_d]\). This dimensional equation is formally identical with the reduced mean-field equation presented and examined in section Y.

Appendix B: Cavity detunings in natural phase-matching

The cavity phase detunings \(\delta_{1,2}\) are formally defined through the equation \(\phi_{1,2} = 2\pi l_{1,2} - \delta_{1,2}\), where \(l_{1,2}\) is the order of the cavity resonance closest to \(\omega_0\) and \(2\omega_0\), respectively, and \(\phi_{1,2}\) is the propagation phase accumulated by the corresponding intra-cavity fields over one round trip. Assuming, as we do in section III and IV, a monolithic (micro)ring resonator that is made entirely out of the nonlinear medium, we have \(\phi_1 = k(\omega_0) L\) and \(\phi_2 = k(2\omega_0) L\). For natural phase matching, \(k(2\omega_0) = 2k(\omega_0)\), such that \(\phi_2 = 2k(\omega_0) L = 2(2\pi l_1 - \delta_1) = 4\pi l_1 - 2\delta_1\). Comparison with the formal definition of \(\phi_2\) makes clear that \(l_2 = 2l_1\) and that \(\delta_2 = 2\delta_1\). By applying the normalization \(\Delta_{1,2} = \delta_{1,2} / \alpha_1\), we thus obtain the relationship \(\Delta_2 = 2\Delta_1\) introduced in Section III.

Appendix C: Modulation instability analysis of the full cavity map

Here we outline the method that allows the linear stability of the infinite-dimensional map described by Eqs. (11)–(14) to be analysed. The general principle is similar to that used in the analysis of Kerr nonlinear cavities [19, 49, 50].

To simplify notation, we assume phase-matching, i.e., \(\Delta k = 0\). We start from the following ansatz:

\[
A(z) = A_0(z) + a_1(z) e^{i\Omega t} + b_1(z) e^{-i\Omega t} \quad (C1)
\]

\[
B(z) = B_0(z) + a_2(z) e^{i\Omega t} + b_2(z) e^{-i\Omega t}, \quad (C2)
\]

where \(A_0(z)\) and \(B_0(z)\) correspond to the mixed-mode cw (\(\partial / \partial \tau = 0\)) steady-state solutions of the system described by Eqs. (11)–(14). In general, the steady-state fields \(A_0(z)\) and \(B_0(z)\) evolve as they propagate over a single round trip, and their precise evolution profiles must be
obtained from numerical simulations of Eqs. [A1]–[A4]. By injecting the above ansatz into Eqs. [A3] and [A4], and by linearising the resulting set of equations with respect to $a_i, b_i$, we obtain the following system of ordinary differential equations [71]:

$$\frac{d\vec{a}(z)}{dz} = M(z)\vec{a}(z),$$

(C3)

where the vector $\vec{a} = (a_1, b_1^*, a_2, b_2^*)^T$ and the non-zero elements of the $4 \times 4$ matrix $M := (M_{i,k})$ are defined as

$$M_{1,1} = i k''_1 \Omega^2 - \frac{1}{2} \alpha_{c1}; \quad M_{1,2} = i \kappa B_0(z); \quad M_{1,3} = i k A_0^*(z); \quad M_{1,4} = -i \kappa A_0(z);$$

$$M_{2,1} = \frac{1}{2} k''_2 \Omega^2 - \frac{1}{2} \alpha_{c2}; \quad M_{2,2} = -i \Delta \kappa' \Omega + \frac{i}{2} k''_2 \Omega^2 - \frac{1}{2} \alpha_{c2};$$

$$M_{3,1} = 2i \kappa A_0(z); \quad M_{3,2} = -i \Delta \kappa' \Omega - \frac{i}{2} k''_2 \Omega^2 - \frac{1}{2} \alpha_{c2};$$

$$M_{4,2} = -2i \kappa A_0^*(z); \quad M_{4,4} = -i \Delta \kappa' \Omega - \frac{i}{2} k''_2 \Omega^2 - \frac{1}{2} \alpha_{c2}.$$

During the $m$th round trip in the cavity, the general solution of Eq. (C3) can be written as

$$\vec{a}^{(m)}(z) = \Phi(z)\vec{a}^{(m)}(0),$$

(C4)

where $\Phi(z)$ is the principal fundamental matrix solution of Eq. (C3), with $\Phi(0) = I_4$. Specifically, $\Phi(z) = \{\vec{w}_1(z), \vec{w}_2(z), \vec{w}_3(z), \vec{w}_4(z)\}$, where the column vectors $\vec{w}_i(z)$ are the linearly independent solutions of Eq. (C3) with initial conditions $\vec{w}_1(0) = (1, 0, 0, 0)^T, \vec{w}_2(0) = (0, 1, 0, 0)^T, \vec{w}_3(0) = (0, 0, 1, 0)^T$ and $\vec{w}_4(0) = (0, 0, 0, 1)^T$. They are obtained by numerically integrating Eq. (C3).

Equation (C3) only describes the evolution of the sideband perturbations over a single round trip. To gauge whether net growth (i.e., MI) occurs from round trip to round trip, also the cavity boundary conditions must be considered. To this end, we first write the boundary conditions given by Eq. [A1] and [A2] for the sideband perturbations as

$$\vec{a}^{(m+1)}(0) = K \vec{a}^{(m)}(L),$$

(C5)

where $K = \text{diag}(K_1, K_1^*, K_2, K_2^*)$ is a $4 \times 4$ diagonal matrix whose elements $K_{1,2} = \sqrt{1 - \theta_{1,2}}$ with $T_{1,2} = 1 - \theta_{1,2}$. By substituting $\vec{a}^{(m)}(L)$ from the general solution given by Eq. (C4), we obtain the system

$$\vec{a}^{(m+1)}(0) = K \Phi(L)\vec{a}^{(m)}(0),$$

$$= Q\vec{a}^{(m)}(0),$$

(C6)

where we introduced the matrix $Q = K \Phi(L)$. By expressing $\vec{a}^{(m)}(0)$ and $\vec{a}^{(m+1)}(0)$ as a linear superposition of the eigenvectors of $Q$, we see easily that MI is governed by the corresponding eigenvalues. Specifically, if any of the eigenvalues of $Q$ has a modulus larger than unity, then the sideband perturbation grows from round trip to round trip, indicating MI.

To quantitatively compare the MI gain predicted by the analysis above with that obtained from the mean-field approach, we first note that, for all the cases that we considered, only one of the eigenvalues of $Q$ has modulus larger than unity. In this case, it is easy to see that, for $m \gg 1$, one may approximate $\vec{a}^{(m)}(0) \approx \vec{v}$, where $\vec{v}$ is an eigenvector corresponding to the unstable eigenvalue. Substituting this approximation into Eq. (C6), we obtain

$$\vec{a}^{(m+1)}(0) = q \vec{a}^{(m)}(0),$$

(C7)

where $q$ is the (unstable) eigenvalue corresponding to the eigenvector $\vec{v}$. In the mean-field limit, the intra-cavity fields do not exhibit considerable evolution over a single round trip, implying $|q| \approx 1 + \epsilon$, with $\epsilon > 0$ small. Equation (C7) can then be written as

$$\vec{a}^{(m+1)}(0) \approx e^{i|q| - 1} e^{i\phi} \vec{a}^{(m)}(0),$$

(C8)

where $\phi = \arg(q)$. Referring to the dimensionless slow-time scale $t = \alpha_1 t_d/t_R$, where $t_d$ is its dimensional counterpart, we thus find that the amplitude gain $G(t) = \exp[(|q| - 1)t/\alpha_1]$. The expression $(|q| - 1)/\alpha_1$ can therefore be directly compared with the real part of the normalized eigenvalue $\lambda$ obtained from the mean-field approach in Section IIII (see ansatz $v_3$). By calculating the eigenvalue $q$ for dimensionless variables that correspond to the normalized quantities listed in the caption of Fig. 2, we find indeed that the expression $(|q| - 1)/\alpha_1$ gives almost identical results to those shown in Fig. 2(a). This agreement is explicitly illustrated in Fig. 2(c), where we compare the spectral MI gain profiles obtained from the two approaches for two different values of the walk-off parameters ($d = 0$ and $d = 150$). For completeness, we list the dimensionless variables used in the full map MI analysis: $\kappa = 2.5 \, \text{W}^{-1/2} \, \text{m}^{-1}$; $L = 30 \, \text{cm}$; $k''_1 = -20 \, \text{ps}^2 \, \text{km}^{-1}$; $k''_2 = -10 \, \text{ps}^2 \, \text{km}^{-1}$; $P_{in} = 45 \, \text{mW}$; $\theta_1 = 0.1$. Moreover, we assume critical coupling such that $\alpha_{c1} = \theta_1/L$. Finally, $\alpha_{c2} = \alpha_{c1}/2$ and $\theta_2 = \theta_1/2$, ensuring that $\alpha = 0.5$, as in Fig. 2(a).
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