Comparison of naive Bayes classifier and C4.5 algorithms in predicting student study period
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Abstract. This study aims to compare Naive Bayes Classifier algorithm with C4.5 in predicting the study period of student. The data for this study is collected from Department of Informatics UIN Sunan Gunung Djati Bandung. Software development method that used is Rational Unified Process (RUP). Comparison of both algorithms is the accuracy of predicting student study period and the speed of data processing. The attributes that used are student id, name, gender, GPA, entry point, tahfidz (cited the holy Quran as a special attribute on the case study), previous school, and extra activities during lecture. The result of this study shows that Naive Bayes Classifier and C4.5 algorithm can be applied to predict the study period of students well and accurate enough. The accuracy of Naive Bayes Classifier algorithm is around 88% better slightly than the C4.5 algorithm that has accuracy around 87%. However, the processing time of algorithm C4.5 is better than the algorithm Naive Bayes Classifier, C4.5 has processing time 0.003 nanosecond and the Naive Bayes Classifier has 12.7 nanosecond.

1. Introduction

The application of information technology in higher education can produce abundant data about students and the learning process [1]. One of the information technology tools that has been used to assist in the implementation of education is the IS (IS). IS is a combination of human activities and computerized technology that process the information [2], which is generally used to support the operational and management [3].

IS is a system that processes the data that organized well [4], which was designed based on user needs [5]. The IS has a high flexibility that allows it to be developed into a better system [6]. Moreover, IS is able to overcome the problem of data processing that has high complexity [1]. In many research before, IS has several advantages in terms of: data accessibility [7], time efficiently [8], accurate result [9], support the decision precisely [10], more economical [11], widely used [12], enhance the user understanding [13], enhance productivity [14], provide good data and information [15], and as data storage media [16].

Department of Informatics UIN Sunan Gunung Jati Bandung has an average on-time graduation presentation that is 13.5%. Whereas every year, in the beginning of the new school year the student quota received is increasing. From the information, it is known that not all students can graduate on time according to the study period taken, so that the number of students is increasing which also has an impact on increasing the amount of data. One of technique that can be used to optimize data in order to get insight of data and become information and knowledge is by data mining [15,17–20].
Data mining is a computer learning techniques to analyse and extract knowledge (insight knowledge) automatically [21]. Other definitions of data mining is the process of establishing the definitions of the common concept by observing specific examples of concepts that will be learned [22].

This study aims to compare the Naive Bayes Classifier algorithm with C4.5 based on the data of students from Department of Informatics UIN Sunan Gunung Djati Bandung. Similar studies have been conducted including: a machine learning approach for student assessment in e-learning using Quinlan's C4.5, Naive Bayes and Random Forest algorithms [23]; implementation of data mining to evaluate students' academic performance using the Naive Bayes Classifier algorithm [24]; the implementation of C4.5 algorithm that is based on ada boost for the prediction of heart disease [25]; implementation of C4.5 and Naive Bayes methods based on ada boost to predict creditworthiness [26]; and lung cancer survivability prediction based on performance using classification techniques of Support Vector Machines, C4.5 and Naive Bayes Algorithms for healthcare analytics [26]. This study uses and compares between the Naive Bayes Classifier algorithm and C4.5 algorithm to predict graduation, with the attributes that used are Student ID, name, gender, GPA, entry point, tahfidz (cited the Holy Quran), school origin, and extra activities during the lecture period. Where the criteria for students who are graduated on time are students who have studied for 4 years.

2. Methods
The software development method that used for this research is Rational Unified Process (RUP). RUP is a software engineering method or software development life cycle that collecting various best practices contained in the software development industry [27]. The main characteristic of this method is to use use-case driven and iterative approaches to the software development life cycle. RUP uses an object oriented concept, with activities that focus on developing models using the Unified Model Language (UML) [7]. Reliability of system that verified by an expert among others the logic, concept, and operational of the system [28].

3. Result and Discussion

3.1. Data Analysis
The research data is primary data, the parameters are taken from student graduation data and student main data which are perceived to affect student graduation. The research data was obtained from the graduation data and the main data if Informatics Department at UIN Sunan Gunung Djati Bandung. Graduation data were taken from 2011 and 2012 class students that have total 109 data, which included:

a. Student Main Data. In the student main data there are many attributes, but in this case is selected attributes that have an influence on the student's study period, among others:
   1) The university entrance way is used to determine the relationship between study students and the entrance way that taken by students.
   2) The origin of school is used to determine the relationship between the period of study of students with schools of origin at the high school level.
   3) Gender is used to find out the comparison between men and women who are influential in the study period.
   4) Activities are used as a comparison between students who are active in organizations, either in the department or faculty, and who are not active in the organizations.

b. Student Graduation Data, among others:
   1) GPA is used to determine the relationship between the level of academic achievement of the student study period.
   2) The graduation of the tahfidz exam that is used to find out the relationship between the student's study period in a timely or late manner in taking the tahfidz exam at the Faculty of Science and Technology. Indicators of students on time are the maximum to take the final exam one year after the tahfidz certificate comes out.
3.2. Data Transformation
Data transformation is the process of converting data into a suitable format for processing in data mining. This research has seven attributes, among others class or label, *tahfidz* status, GPA, activity status, the entrance way, origin school, and gender. There are 5 categories of graduation statement (on time and late); 2 categories for *tahfidz* status (on time and late); 3 categories of GPA (with compliments, very satisfactory, and satisfying); 3 categories of activity status (very active, active, and not active); 6 categories of entrance way (SBMPTN, SNMPTN, Written examination, SPMBTAIn, PPA, and SNU); 5 categories of origin school (natural science, social science, language, technique, and the others); and the last is 2 categories of gender (female (F) and male (M)).

3.3. Data Mining
Data mining is the process of automatically finding useful information in large data collections. Data mining techniques are used to examine large databases as a way to find new and useful patterns. Data mining techniques can be used to improve the ability of a system, such as for information retrieval [29], and the other technique, among others:

a. Decision Support System (DSS), DSS is a systematic approach for problem solving, gathering mature determinants of alternatives that produced and taking the most appropriate action or decision [30][31]. DSS is part of a IS including a knowledge-based system or knowledge management that is used to support decision making [32].

b. Classification, classification is a systematic approach to building a classification model from a set of input data. In the classification there is a target category. For example the classification of study periods on time can be separated into two categories, namely graduating on time and graduating late. Then to determine the study period of a student, used the method of classification in data mining [33].

c. Decision Tree (C4.5), the C4.5 algorithm is one of the algorithms that used to build decision trees. The C4.5 algorithm is the development of the ID3 algorithm [34]. Trees are built by dividing the data recursively until each part consists of data from the same class. [29]. The decision tree starts with a root node that is used by the user to take action. From this root node, the user breaks it according to the decision tree algorithm. The end result is a decision tree with each branch showing possible scenarios of the decisions taken. The decision tree method has several advantages then the other methods for large databases which have relatively fast processing time, can be converted into rules of classification easily and simply, and can use SQL queries to access the database [35]. The steps of C4.5 algorithm for building decision trees are among others [36]:

1) Select an attribute as root, the selection of attributes as root is based on the highest gain value of the existing attribute. To calculate the highest gain value, the equation (1) is used:

\[ \text{Gain}(S, A) = \text{Entropy}(S) - \sum_{i=1}^{n} \frac{|S_i|}{|S|} \]  (1)

Where:  
- \( S \) = set of cases  
- \( A \) = attribute  
- \( n \) = number of attribute \( A \) partition  
- \( |S_i| \) = number of cases on the \( i \) partition  
- \( |S| \) = number of cases in \( S \)

Entropy value can be calculated using equation (2):

\[ \text{Entropy}(S) = \sum_{i=1}^{n} - p_i * \log_2 p_i \]  (2)

Where:  
- \( S \) = set of cases  
- \( N \) = number of \( S \) partition  
- \( P_i \) = Proposition of \( S \), to \( S \)

2) Create a branch for each value.
3) Devide cases in the branch.
4) Repeat the process for each branch until all cases in the branch have the same class.
d. Naive Bayes Classifier (NBC), NBC uses a branch of mathematics known as probability theory to find the greatest opportunities for possible classification, by looking at the frequency of each classification in training data. NBC is a statistical classification method that can be used to predict the probability of class membership. The NBC has been proved have high accuracy and fast processing time when applied to a database with large data [37]. This method only requires a small amount of training data to determine the parameter estimates that required in the classification process. NBC often works much better in most complex real-world situations than the expected [38].

The general form of Bayes theorem can be seen in the (3) equation.

\[
P(H \mid X) = \frac{P(X \mid H)P(H)}{P(X)}
\]  

Where: 
- \(X\) = Data with unknown classes
- \(H\) = Data hypocryption \(X\) which is a specific class
- \(P(H \mid X)\) = The probability of \(H\) hypocryption based on the \(X\) condition (posteriori probability)
- \(P(H)\) = Probability of \(H\) hypocryption (prior probability)
- \(P(X \mid H)\) = Probability of \(X\) based on the \(H\) condition
- \(P(X)\) = Probability of \(X\)

3.4. Implementation

a. Naive Bayes Classifier

1) Calculate the number of classes from the graduation information column based on the classification that has been formed.
   a) \(C_1\) (graduation information class = "on time") = number of “on time” in the graduation information column = 31/109 = 0.2844
   b) \(C_2\) (graduation information class = "late") = number of “late” in the graduation information column = 78/109 = 0.7155

2) Calculate the same number of cases in each attribute from the graduation information based on testing data. The value of each attribute in the data is the same as the explanation in the 3.2 section, for the examples:
   a) \(P(\text{gender} = "M" \mid \text{graduation information class} = "on time") = 14/31 = 0.4516\)
   b) \(P(\text{gender} = "L" \mid \text{graduation information class} = "late") = 57/78 = 0.7307\)
   c) \(P(\text{GPA} = "Very satisfactory" \mid \text{graduation information class} = "on time") = 14/31 = 0.4516\)
   d) \(P(\text{GPA} = "Very satisfactory" \mid \text{graduation information class} = "late") = 73/78 = 0.9358\)
   e) \(P(\text{entrace way} = "SBMPTN" \mid \text{graduation information class} = "on time") = 12/31 = 0.387\)
   f) \(P(\text{entrace way} = "SBMPTN" \mid \text{graduation information class} = "late") = 7/78 = 0.089\)
   g) \(P(\text{tahfidz} = "on time" \mid \text{graduation information class} = "on time") = 31/31 = 1\)
   h) \(P(\text{tahfidz} = "on time" \mid \text{graduation information class} = "late") = 15/78 = 0.1923\)
   i) \(P(\text{basic in high school} = "natural sciences" \mid \text{graduation information class} = "on time") = 27/31 = 0.8709\)
   j) \(P(\text{basic in high school} = "natural sciences" \mid \text{graduation information class} = "late") = 61/78 = 0.782\)
   k) \(P(\text{activity status} = "active" \mid \text{graduation information class} = "on time") = 5/31 = 0.1612\)
   l) \(P(\text{activity status} = "active" \mid \text{graduation information class} = "late") = 8/78 = 0.1025\)

3) Multiply All Variable Results
   a) All attribute of graduation information class = “on time”
      \(P(\text{X} \mid \text{graduation information class} = "on time") = 0.4516 \times 0.4516 \times 0.387 \times 1 \times 0.8709 \times 0.1612 = 0.0110\)
   b) All attribute of graduation information class = “late”
      \(P(\text{X} \mid \text{graduation information class} = "late") = 0.7307 \times 0.9358 \times 0.089 \times 0.1923 \times 0.782 \times 0.1025 = 0.0009\)
   c) Prior probability multiplication is the same with all attribute of graduation information class = “on time”
P \left( C_i \right) | \text{graduation information class} = \text{"on time"} \times P \left( X \right | \text{graduation information class} = \text{"on time"}) = 0.0110 \times 0.2844 = 0.0031

d) Prior probability multiplication is the same with all attitude of graduation information class = \text{"late"} 
\[ P \left( C_i \right) | \text{graduation information class} = \text{"late"} \times P \left( X \right | \text{graduation information class} = \text{"late"}) = 0.0009 \times 0.7155 = 0.00067

4) Compare the result of each class 
b. Algorithm C4.5
1) Calculation of entropy value (described in Table 1):

| Class          | Frequency | \( Pl * log pi \) |
|----------------|-----------|--------------------|
| On time        | 31        | 0.515904848        |
| Late           | 78        | 0.345477103        |
| Entropy(S)     |           | 0.861381951        |

2) Calculation of entropy value and gain value from each attribute in node 1 (described in Table 2)

| Node          | Classification of each Node | Total | On time | Late | Entropy | Gain    |
|---------------|-----------------------------|-------|---------|------|---------|---------|
| Sex           | Male                        | 71    | 14      | 57   | 0.716258391 | 0.048996106 |
|               | Female                      | 38    | 17      | 21   | 0.991992403  |         |
| GPA           | With compliments            | 24    | 2       | 22   | 0.41381685    | 0.208189438 |
|               | Satisfying                  | 63    | 12      | 51   | 0.702466551   |         |
|               | Very Satisfactory           | 22    | 17      | 5    | 0.77322674    |         |
| Entrance Way  | SBMPTN                      | 19    | 12      | 7    | 0.949452015   | 0.103096145 |
|               | SNMPTN                      | 8     | 2       | 6    | 0.811278124   |         |
|               | Written Exam                | 48    | 8       | 40   | 0.650022422   |         |
|               | PPA                         | 28    | 8       | 20   | 0.863120569   |         |
|               | SPMBPTAIN                   | 3     | 1       | 2    | 0.918295834   |         |
|               | SNU                         | 2     | 0       | 2    | 0           |         |
| Tablids       | On time                     | 46    | 31      | 15   | 0.910878379   | 0.476974562 |
|               | Late                        | 63    | 0       | 63   | 0           |         |
| Senior high school | Natural Science      | 88    | 27      | 61   | 0.88946639    | 0.024193949 |
|               | Social Science              | 2     | 0       | 2    | 0           |         |
|               | Technique                   | 16    | 4       | 12   | 0.811278124   |         |
|               | Language                    | 1     | 0       | 1    | 0           |         |
|               | Others                      | 1     | 0       | 1    | 0           |         |
| Activity status | Not Active                | 82    | 17      | 65   | 0.736323027   | 0.072037295 |
|               | Active                      | 13    | 5       | 8    | 0.961236605   |         |
|               | Very Active                 | 14    | 9       | 5    | 0.940285959   |         |

3) Calculation of entropy value and gain value from each attribute in node 2 (described in Table 3)

| Node          | Classification of each Node | Total | On time | Late | Entropy | Gain    |
|---------------|-----------------------------|-------|---------|------|---------|---------|
| Sex           | Male                        | 24    | 14      | 10   | 0.979868757  | 0.489566933 |
|               | Female                      | 22    | 17      | 5    | 0.77322674    | 0.559086342 |
| GPA           | With compliments            | 6     | 2       | 4    | 0.918295834   | 0.514124609 |
|               | Satisfying                  | 22    | 12      | 10   | 0.994030211   |         |
|               | Very Satisfactory           | 18    | 17      | 1    | 0.309543429   |         |
| Entrance Way  | SBMPTN                      | 14    | 12      | 2    | 0.591672779   |         |
|               | SNMPTN                      | 3     | 2       | 1    | 0.918295834   |         |
|               | Written Exam                | 12    | 8       | 4    | 0.918295834   |         |
|               | PPA                         | 14    | 8       | 4    | 0.985228136   |         |
|               | SPMBPTAIN                   | 2     | 1       | 1    | 0           |         |
|               | SNU                         | 0     | 0       | 0    | 0           |         |
| Senior High School | Natural sciences   | 40    | 27      | 13   | 0.909736123   | 0.527533833 |
|               | Social sciences             | 1     | 0       | 1    | 0           |         |
|               | Technique                   | 4     | 4       | 0    | 0           |         |
|               | Language                    | 0     | 0       | 0    | 0           |         |
|               | Others                      | 0     | 0       | 0    | 0           |         |
| Activity status | Not Active                | 26    | 17      | 9    | 0.930586129   | 0.480042054 |
|               | Active                      | 8     | 5       | 3    | 0.954434003   |         |
4) Calculation of entropy value and gain value for each attribute in node is repeated until all of entropy and gain value are produced.

5) After all of entropy value and gain value are calculated, then create decision tree of C4.5 algorithm (shown in Figure 1).

![Decision Tree](image)

**Figure 1.** Decision Tree.

3.5. Comparison between NBC and C4.5 algorithm

Based on training and testing process using 109 sample data of students at Informatics Department UIN Sunan Gunung Djati Bandung, NBC algorithm has an accuracy value around 88.07%, it means that NBC can classify correctly 96 from 109 data. Whereas, C4.5 algorithm has an accuracy value around 87.15% which is meant C4.5 can classify correctly 95 from 109 data.

4. Conclusion

The Naive Bayes Classifier and C4.5 algorithms that are applied to predict the student study period are going well and quite accurately. Although not significant, NBC algorithm has a better accuracy compared to the C4.5 algorithm which is 88% and 87%. However, C4.5 algorithm has a better processing time than NBC, it is 0.003 nanosecond and NBC has 12.7 nanoseconds. For the further research, it can be more training and testing data so that the result of prediction can be accurate.
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