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ABSTRACT

Quantitatively predictive models of biomolecular circuits are important tools for the design of synthetic biology and molecular communication circuits. The information content of typical time-lapse single-cell data for the inference of kinetic parameters is not only limited by measurement uncertainty and intrinsic stochasticity, but also by the employed perturbations. Novel microfluidic devices enable the synthesis of temporal concentration profiles. The informativeness of a perturbation can be quantified based on mutual information. We propose an approximate method to perform optimal experimental design of such perturbation profiles. To estimate the mutual information we perform a multivariate log-normal approximation of the joint distribution over parameters and observations and scan the design space using Metropolis-Hastings sampling. The method is demonstrated by finding optimal perturbation sequences for synthetic case studies on a gene expression model with varying reporter characteristics.
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1 INTRODUCTION

Synthetic biology enables the programming of living cells on the molecular level and promises to be the basis of a range of new technologies. Quantitatively predictive models of the involved biomolecular processes facilitate the design of synthetic parts and molecular communications circuits. Assessment of the kinetic model parameters is often characterized by a large degree of uncertainty, not only due to measurement uncertainty but also inherent cell-heterogeneity and intrinsic stochasticity of the involved process [5]. Continuous-time Markov chains provide a reasonable approximation of the dynamics of stochastic reaction networks [16], such as biomolecular circuits.

The experimental process of perturbing and observing cells for the purpose of parameter inference is shown schematically in Fig. 1. Time-lapse fluorescence readouts \( y(t) \) of single-cells contain information about the temporal behaviour of biomolecular circuits upon some chemical perturbation \( u(t) \) [4, 21]. Bayesian inference can for example be employed to calibrate model parameters [27]. The information gained is not only limited by experimental constraints, measurement uncertainty and inherent heterogeneity within populations of clonal cells, but also by the dynamics of the perturbation.

In the past, technical constraints have limited the employed perturbations to a single step or pulse. Recent advances in microfluidics enable the generation of well defined temporal concentration profiles [1, 22]. In this study, we exploit this new capability and find approximately optimal perturbation profiles \( u(t) \) for the inference of biomolecular model parameters.
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Figure 1: Schematic of the time-lapse single-cell experiments upon which parameter inference for the biomolecular circuit models considered here is based.

Bayesian optimal experiment design for the inference of stochastic reaction networks was studied theoretically in [18] for the case of complete observations. These considerations were extended to incomplete and noisy observations in [25], where informativeness was quantified using the expected log-determinant of the posterior covariance matrix. A Monte Carlo gradient descent method was used to approximately solve the resulting optimization problem.
Other approaches focus on the Fisher information matrix as a measure of informativeness. In [9] the linear noise approximation is used to obtain a differential equation for the Fisher information matrix. The method proposed in [19, 20] combines a Gaussian approximation of the Fisher information with moment-based inference [26].

Here, we follow the Bayesian approach and use the mutual information as a measure of informativeness. In the context of cell biology, such an approach is discussed in [13]. Based on an ordinary differential equation model of the chemical kinetics, mutual information was estimated using Monte Carlo simulations.

### 1.1 Stochastic Chemical Reaction Kinetics

The observed behaviour of fluorescent reporter proteins stems from the interaction of various biomolecules in a system of chemical reactions. We consider the dynamics of such a system as a continuous-time Markov chain (CTMC) \( X(t) \) on the time interval \([0, T]\), assuming the system is well mixed.

The species \( X_1, \ldots, X_n \) interact in \( v \) reactions. Each reaction is associated with a stoichiometric change vector \( v_i \) encoding the net change of the molecule abundance and a propensity function \( h_i(x) = c_i q_i(x) \). Here, \( c_i \) is the kinetic rate constant and \( q_i(x) \) is a possibly nonlinear function of the state. In this study, we consider mass-action kinetics where \( q_i(x) \) essentially corresponds to the product of the involved reactant abundances. To simplify notation, we also introduce the vector of the rate constants \( c = (c_1, \ldots, c_v)^T \).

Intuitively, \( h_i(x) dt \) is the probability that reaction \( i \) fires in the infinitesimetal time interval \( dt \). Consequently, the combined propensity of any reaction occurring follows as \( h_0(x) = \sum_{i=1}^v h_i(x) \) and the waiting time between consecutive reaction events is exponentially distributed. In particular, if \( \tau_j \) denotes the time of the \( j \)-th reaction event, the waiting time is given by

\[
\tau_j \sim \text{Exp}(h_0(x)).
\]

The probability that the \( i \)-th reaction has caused the event at \( \tau_j \) is given by

\[
p(X(\tau_j) = x + v_i | X(\tau_{j-1}) = x, \tau_j - \tau_{j-1} = h_i(x) / h_0(x)).
\]

The above equations lie at the heart of the stochastic simulation algorithm that allows to generate statistically exact sample paths of the process [2]. More information on stochastic modelling of chemical reactions systems can be found in [24].

In practice, we cannot measure full sample paths. Instead, one typically obtains noisy readouts at the sample times \( t_1, \ldots, t_N \). The measurement \( Y(t_n) = y_n \) is connected to the latent state \( X(t_n) \) by the observation model \( p(y_n | x(t_n)) \). We combine all measurements into a vector \( y = (y_1, \ldots, y_N)^T \).

The central goal of model calibration is to infer the kinetic rate parameters \( c \) from the noisy measurements \( y \). We adopt a Bayesian approach and choose a prior distribution \( p(c) \) over the model parameters. This prior distribution reflects the uncertainty about the model parameters before the data \( y \) is obtained. Assuming that the measurements are independent given the latent path, the joint density over all quantities becomes

\[
p(c, x, y) = p(c)p(x | c) \prod_{n=1}^N p(y_n | x(t_n)).
\]

where \( p(c) \) refers to prior distribution over the parameters and \( x \) denotes the full latent sample path.

In Bayesian inference, the quantity of interest is the parameter posterior

\[
p(c | y) = \frac{\int p(c, x, y) dx}{p(y)}.
\]

This distribution is intractable because it requires the evaluation of infinite dimensional integrals with respect to the latent paths \( X \).

Several sampling-based approaches to approximate the above posterior have been developed recently [7, 27]. Since these approaches are computationally intensive, here we focus on an optimal design approach that circumvents the posterior altogether.

As a specific example that will also serve as the basis for several case studies, consider the following gene expression model

\[
G^{\text{off}} \xrightarrow{c_1 \mu(t)} G^{\text{on}} \xrightarrow{c_2} \text{mRNA} \xrightarrow{c_3} \text{mRNA} + P^0
\]

\[
G^{\text{on}} \xrightarrow{c_5} G^{\text{on}} + \text{mRNA} \xrightarrow{c_6} P^0 \xrightarrow{c_7} \text{mRNA} \xrightarrow{c_8} 0 \xrightarrow{c_9} 0.
\]

Here, transcription is regulated by a single gene \( G \) that can switch between on and off states. As is common in synthetic biology, the transition from the inactive to the active gene state is modulated by an external perturbation \( u(t) \). The input \( u(t) \) corresponds to the concentration of the inducer molecule in the cell.

The mRNA is transcribed from the gene and serves as a template to produce an inactive protein \( P^0 \). An additional conversion is necessary to obtain the active reporter protein \( P^1 \). This can, for example, reflect maturation or folding times and enables us to consider the properties of various reporter dynamics.

### 1.2 Optimal Perturbation Design

The outcome \( Y \) of an experiment depends on the unknown model parameters \( C \) and the perturbation \( u(t) \). We express this in terms of a probabilistic model \( p_u(y | y) \). As illustrated in Fig. 2, we consider the inference task as an abstract communication problem. In this picture, the probabilistic model \( p_u(y | y) \) corresponds to a noisy channel with input \( C \), where the unknown rate constant chosen by nature from the prior distribution \( p(c) \). The inference step corresponds to decoding in the communication picture.

From an information theoretic point of view, the mutual information \( I_u(C; Y) \) quantifies the average information about \( C \) contained in the noisy measurement \( Y \). Hence, a principled objective function for parameter inference is given by

\[
J(u) = I_u(C; Y) = \int p_u(c, y) \log \frac{p_u(c, y)}{p(c)p(y)} dy \tag{1}
\]

and the optimal design choice \( u^* \) is given by \( u^* = \arg \max_u J(u) \) [13]. The quantity \( J^* = \max_u I_u(C; Y_u) \) resembles the capacity of a noisy channel. However, to compute the channel capacity, one maximizes with respect to the input distribution for a fixed channel model, whereas in optimal design, the roles are reversed. In the
communication picture, we may see $J^*$ as the inference capacity of the experiment $p_u(y|c)$ and $u^*$ as the capacity achieving design. In the classical approach to Bayesian experimental design ([14]) the objective function $J(u)$ is given as

$$J(u) = \int p_u(y) \left[ \int p_u(c|y) \log \frac{p_u(c|y)}{p(c)} ight] dy$$

$$= \mathbb{E}_{p_u} \left[ D_{KL}(p_u(c|y) || p(c)) \right] ,$$

where the Kullback-Leibler divergence between posterior and prior distribution corresponds to the reduction in uncertainty (or gain in information) by the particular observation $Y = y$. Since the outcome $Y$ is unknown a priori, the expectation must be taken with respect to all possible outcomes. It is straightforward to show that Eqn. 2 and 1 are equivalent.

![Diagram](image)

Figure 2: Schematic depiction of the channel capacity approach to optimal experimental design.

2 METHODS

Approximations to optimal design are often based on Eqn. 2 and target the posterior $p(c|y)$ [23]. Here, we take an approach that focuses on Eqn. 1 and approximates the joint $p(c,y)$.

2.1 Multivariate Log-Normal Approximation

The idea behind this approximation is to choose a suitable parametric family $p_\phi(c,y)$ and find the closest representation of the joint distribution by minimizing Kullback-Leibler divergence with respect to the second argument

$$\hat{\phi} = \arg \min_\phi D_{KL}(p(c,y)||p_\phi(c,y)) .$$

This approach has favourable information theoretic properties in the context of belief approximation [12].

In the case of a stochastic chemical reaction system, a suitable choice of the prior over the rate constants is provided by a product Gamma distribution [27]. As an approximate model we choose a multivariate log-normal distribution. Let $z = (c,y)$ denote the joint vector of parameters and observations with $M = v + N$ components. Then, the log-normal model corresponds to the density function

$$p_{\mu, \Sigma}(z) = \frac{1}{(2\pi)^{\frac{M}{2}}} \left| \Sigma \right|^{-\frac{1}{2}} \exp \left[ -\frac{1}{2} (\log(z) - \mu)^T \Sigma^{-1} (\log(z) - \mu) \right]$$

where the logarithms act component-wise on the vector $z$. Here, $\mu \in \mathbb{R}^M$ and $\Sigma \in \mathbb{R}^{M \times M}$ is a positive semidefinite matrix.

The multivariate log-normal distribution has several desirable properties in the present context. First, it is restricted to positive values. Second it has heavier tails than the multivariate normal distribution. In contrast to a product Gamma distribution it also allows to model correlations between variables.

Setting $\phi = (\mu, \Sigma)$, a short calculation shows that the optimal parameters in the sense of Eqn. 3 are given by

$$\hat{\mu} = \mathbb{E} [\log z] ,$$

$$\hat{\Sigma} = \mathbb{E} \left[ (\log z - \hat{\mu}) (\log z - \hat{\mu})^T \right] .$$

Though the expectation with respect to the target distribution $p(c,y)$ cannot be evaluated analytically, it is straightforward to estimate the results using samples from the distribution $p(c,y)$.

Since the perturbation $u(t)$ modulates one of the rate constants, a stochastic simulation algorithm capable of dealing with time-dependent propensities has to be used [2]. Alternatively, one can introduce a dummy species with high firing rate ensuring regular updates of the propensity in segments where $u(t)$ is small. We follow the latter approach here.

The log-normal distribution permits a closed form solution of the mutual information [11]. In particular, if $p(c,y)$ is multivariate log-normal with parameters

$$\Sigma = \begin{pmatrix} \Sigma_{CC} & \Sigma_{CY} \\ \Sigma_{YC} & \Sigma_{YY} \end{pmatrix} ,$$

the mutual information is given by

$$I(C;Y) = \frac{1}{2} \log \left( \frac{\left| \Sigma_{CC} \right|}{\left| \Sigma_{C[Y]} \right|} \right) .$$

Since mutual information is invariant under one-to-one transformations [10], we would obtain the same result by first applying a log transformation on $C$ and $Y$ and then performing a Gaussian approximation in the log domain.

The mutual information above may be rewritten as

$$I(C;Y) = \frac{1}{2} \log \left( \frac{\left| \Sigma_{CC} \right|}{\left| \Sigma_{C[Y]} \right|} \right) .$$

where $\Sigma_{CY} = \Sigma_{CC} - \Sigma_{CY} \Sigma_{YY}^{-1} \Sigma_{YC}$. This implies that changes in the posterior variance are exponentially related to the mutual information.

Note, that since $\Sigma_{CC}$ is independent of $u$, the approximate objective function $J(u)$ is equivalent to the classical D-optimality criterion in the log domain [6].

2.2 Input Segment Discretization

In our setup, the input $u(t)$ modulates the activation rate of the gene. Experimentally, the perturbation $u(t)$ is created by varying the concentration of a chemical signal over time. In practice, the possible perturbations may be subject to various constraints due to technical limitations or toxicity to the cells.

In this study, perturbations are limited to piece-wise constant functions with fixed interval length and constant $\ell_1$-norm. The time interval of the experiment $[0, T]$ is divided into $K$ segments. We denote with $u_k$ the input level at the $k$-th sub-interval (Fig. 3). The design space is parametrized as

$$U = \left\{ (u_1, \ldots, u_K) \in \mathbb{R}^K : \sum_{k=1}^K u_k = E \right\}$$

where $E > 0$ is a constant reflecting the total dose of the input signal. We denote the discretized perturbation as a vector $u$. 
2.3 Sampling the Design Space

The restricted design space \( \mathcal{U} \) still contains uncountably many perturbations. To explore \( \mathcal{U} \), we propose a sampling algorithm based on the Metropolis-Hastings method.

We realize this by introducing an artificial probability density

\[
p(u) \propto \exp\left( \beta I_u(C, Y) \right)
\]

on the design space where \( \beta > 0 \) is a design parameter. The Metropolis-Hastings algorithm is a general method to obtain samples from distributions with unknown normalization constants [15]. Given the current design parameter \( u^{(t)} \), we generate a trial value \( u' \) from a suitable proposal distribution \( q(u' \mid u^{(t)}) \). The proposed move is accepted with probability \( \alpha \) given by

\[
\alpha = \min\left( 1, \frac{p(u') q(u^{(t)} \mid u')}{p(u^{(t)}) q(u' \mid u^{(t)})} \right).
\]

For a fixed number of input segments \( K \), the design space \( \mathcal{U} \) corresponds to the set of positive piece-wise constant functions with fixed step size and constant norm. This is equivalent to the standard \( K \)-dimensional probability simplex. A suitable proposal distribution on this space is given by a Dirichlet distribution ([8]) of the form

\[
q(u' \mid u^{(t)}) = \text{DIR}(u' \mid b u^{(t)})
\]

where \( b \) is a tuning constant controlling the variance of the proposal. With this proposal and \( p(u) \) as in Eqn. 5, the acceptance ratio \( \alpha \) can be evaluated analytically. The resulting formula is straightforward but lengthy and thus not presented here.

![Figure 4: Example run of the Metropolis-Hastings sampler with simulated annealing showing the convergence to an approximate optimum of the mutual information. The thick line indicates a moving average with window size 500.](image)

In an optimal design scenario, we are primarily interested in the modes of \( p(u) \) because by construction the maximum of \( p(u) \) coincides with the maximum of \( I_u \). Hence, simulated annealing ([15]) is employed by recursively increasing \( \beta \) (Eqn. 5) during the simulation to achieve the result shown in Fig. 4. The annealing shifts probability mass from flat regions near the tails towards the mode of the distribution until convergence to an approximate optimum.

3 RESULTS

We apply the proposed method to the gene expression model described in Section 1.1 with the parameter configuration in Table 1 (gene copy number of one). We consider not only the proposed best perturbation sequences, but also the worst, to gain some intuitive insight into how these come to be. First, the reference case results are presented, followed by the same model with a ‘faster’ reporter. The effect of the \( l_1 \)-norm on the approximately optimal input vectors \( u^* \) is analysed. Finally, we analyse the effect of changing the reporter kinetics for the characteristic best found perturbation sequences.

| Param. | \( c_1 \) | \( c_2 \) | \( c_3 \) | \( c_4 \) | \( c_5 \) | \( c_6 \) | \( c_7 \) |
|--------|--------|--------|--------|--------|--------|--------|--------|
| Mean/s\(^{-1}\) | 0.006 | 0.005 | 1 | 0.02 | 0.01 | 0.01 | 0.0004 |
| CV | \( 10^{-4} \) | 0.5 | 0.005 | 0.5 | 0.5 | 10^{-4} | 10^{-4} |

We assume prior knowledge of the rate constants for all simulations (for example from a previous inference experiment). The Gamma distributed prior is given by

\[
p(c) = \prod_{i=1}^{\nu} \Gamma(a_i, b_i)
\]

with \( a_i = CV_i^{-2} \) and \( b_i = c_i \cdot CV_i^2 \); \( c_i \) and the corresponding coefficient of variation \( CV_i \) from the parameter configuration given in Table 1 (unless otherwise stated).

The input is temporally discretized into \( K = 6 \) segments of constant input levels, each of 20 min duration. The \( l_1 \)-norm is held constant for each optimization scenario. Simulated measurements of the reporter abundance corrupted by independent log-normal observation noise are recorded at intervals of 10 min, in line with common experimental protocols (for example [21]). Input sequences are optimized with regard to the inference of parameters \( c_2 \) to \( c_5 \).

The joint log-normal model imposes strong assumptions on the distribution \( p(c, y) \) because it implicitly enforces a linear relationship in the log domain between the parameters and the measurement for a fixed perturbation \( u \).

Due to the complexity of the model, it is challenging to assess the quality of such an approximation rigorously. As a simple sanity check, we considered histograms of marginal measurement distribution \( p(y_i) \) at individual time-steps and scatter plots of the pairwise marginals \( p(c_i, y_i) \) of the joint distribution. These are deemed to follow the log-normal distribution well.

A more rigorous validation of the proposed method, for example by quantitative comparison with the earlier approaches, is left for future work, however, the characteristics of the optimal perturbations found with our method are in agreement with those reported in [25].
3.1 Input Optimization Results
We first consider optimizing the input for the reference model, with a reporter that matures somewhat more quickly than the fastest known fluorescent proteins \( (1/c_6 \leq 7_6, \text{expected maturation time } T_\text{m} \approx 5 \text{ min} [17]) \). For this case, the most and least optimal perturbations are depicted in Fig. 5 (left).

![Figure 5: Mean reporter abundance (top) for the optimized perturbation sequence \( u^* \) (bottom); reference (left) and (right) model with larger reporter maturation and decay rates \( (c_6 = 0.1 \text{s}^{-1}, c_7 = 0.004 \text{s}^{-2}) \).](image)

The best sequence is an early pulse, while a late pulse is found to coerce the least informative behaviour of the cells. The mean reporter trajectory in the optimal case exhibits dynamics that include both an accumulation and a decay phase, whereas the step perturbation and the least optimal variant merely capture reporter accumulation and omit the decay phase. These findings are in agreement with results reported in [25]. The characteristics of the optimal and least optimal perturbation sequences found are similar for slower reporters with maturation times of up to 45 min, corresponding to typical \textit{in-vivo} reporters in yeast.

'Faster' reporters are available, which follow a biomolecular systems dynamics without maturation delays. Translocation reporters shuttle mature fluorescent proteins between the nucleus and cytoplasm of a cell within 1 min [3]. We simulate their behaviour by increasing \( c_6 \) and \( c_7 \) associated with reporter maturation and decay.

The characteristic optimal and least optimal inputs for a faster reporter are shown in Fig. 5 (right) with the corresponding mean reporter trajectories. The faster reporter enables two accumulation-decay cycles to be observed within the allotted measurement duration. The optimal perturbation is a double pulse, with an early and a later pulse. The two reporter accumulation-decay cycles are positioned as far apart as possible such that the reporter nears extinction at the final measurement timepoint.

![Figure 6: Optimal input sequences and reporter trajectories with various \( t_1 \)-norms \((||u||_1/K = 1, 2 \text{ and } 5, \text{ A to C respectively}) \) for the reference model, and for the faster reporter model \( ||u||_1/K = 2 \) (D).](image)

In contrast to the result for the reference model, the least optimal perturbation for the faster reporter is not a late pulse but similar to the standard step perturbation with slight fluctuations. The protein traces for both the step and the late pulse perturbations achieve a steady state by the second measurement timepoint and remain throughout the experiment.

3.2 Variation of Mean Perturbation Strength
The effect of varying the \( t_1 \)-norm of the input sequence on the character of optimal and least optimal perturbations was investigated. The results are depicted in Fig. 6. No substantial effect was found for the standard reporter, beyond a widening of the early pulse (Fig. 6 A to C). At \( ||u||_1/K = 5 \) (Fig. 6 C) the least optimal perturbation is a series of pulses of increasing strength, with the majority of the input being contained in the final pulse at the latest timepoint.

The character of the optimal perturbation is also conserved for stronger stimulation of the faster reporter (between Fig. 5 (right) and Fig. 6 D). An early pulse is followed by a decay phase and a late, somewhat wider, pulse, which absorbs most of the additional input strength. The least optimal perturbation, however, is markedly different from the step found for \( ||u||_1/K = 1 \) (Fig. 5). Almost the complete weight of the perturbation is concentrated into a single pulse at the middle of the experiment. The resulting trajectories are near extinction apart from a short peak after the stimulation.

The least optimal perturbations are more dependent on the \( t_1 \)-norm for both models. In both cases the poor input sequences achieve higher peaks than the optimal ones. For high peaks in stimulation the gene is rarely turned off and therefore strong modulation of the gene-on rate \( c_1 \) becomes irrelevant as the propensity is zero in the gene-on state.

3.3 Analysis of Reporter Rates for Characteristic Best Input
The optimization of the input perturbations in the previous sections found two characteristic sequences: the 'early pulse' and the 'double pulse'. To gain an intuitive understanding of when to use which sequence and how experimental constraints imposed by the reporters influence the inference capacity, we now analyse the effect of reporter kinetics on the mutual information \( I(C, Y) \). The ratio of reporter maturation and decay rates \( (c_7/c_6 = \text{const}) \) is held constant. The reporters considered in the previous sections
We propose an approximate method to perform optimal experimental design of chemical perturbation profiles for the inference of biomolecular circuit parameters fields of synthetic biology and molecular communication. Our method scans the entire input parameter space, finding both the most and least optimal input sequences. This may be beneficial to gain deeper insights into what constitutes a good perturbation for the continuous-time Markov chains considered, as well as information on how intermediate profiles perform and how wide the optimal peaks are.

An advantage of our method is that it does not require an inference step. Forward simulation of the process suffices to determine the approximately optimal perturbation designs. Furthermore, the Markov chain Monte Carlo framework employed can easily be extended to other scenarios and optimize other experimental parameters such as the timing of measurements, for example.

While we are cautious with regard to interpreting the results due to the complexity of the system investigated, the results attained for two test cases showed two distinct characteristic perturbations. These were found to depend on the properties of the employed reporters (for a given system). Relatively fast reporters benefited from repeated stimulation, while slower reporters achieved the most informative results for a strong early perturbation. In the future, our tool may be employed to generalize the characteristics of ‘optimal’ perturbations as the basis for intuitive design rules.
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Figure 7: Mutual information $I(C, Y)$ of characteristic perturbations over the ratio of reporter production and maturation rates ($c_6/c_5$) for a constant ratio of maturation and decay rates; large ratio denote nominally ‘faster’ reporters and all perturbations satisfy $\|u\|_1 = 6$.

We have ratio of $c_6/c_5 = 1$ and $c_6/c_5 = 10$ respectively. The mutual information for the two characteristic perturbation profiles over various ratios of reporter production and maturation rates ($c_6/c_5$) are shown in Fig. 7. The results indicate that for slower reporters the early pulse is most informative. For faster reporters, however, the double pulse is the most informative.

At the extreme ends of the reporter speed scale, both very slow and very fast reporters were found to deliver lower information gains, seemingly regardless of perturbation strategy. The very slow reporters are hindered by the time constraint $T = 120$ min, while faster reporters tend to decay toward extinction quickly.

These results indicate that it may generally be beneficial to include as many reporter production-decay cycles into an experiment as possible. However, optimization of the input perturbations is expected to lead to the most informative experimental results. The proposed method for maximizing the information gain for can both determine whether to employ a single or a double pulse, or optimize the input perturbation for a given reporter.

4 CONCLUSION

We propose an approximate method to perform optimal experimental design of chemical perturbation profiles for the inference of biomolecular circuit parameters fields of synthetic biology and molecular communication. Our method scans the entire input parameter space, finding both the most and least optimal input sequences. This may be beneficial to gain deeper insights into what constitutes a good perturbation for the continuous-time Markov chains considered, as well as information on how intermediate profiles perform and how wide the optimal peaks are.

An advantage of our method is that it does not require an inference step. Forward simulation of the process suffices to determine the approximately optimal perturbation designs. Furthermore, the Markov chain Monte Carlo framework employed can easily be extended to other scenarios and optimize other experimental parameters such as the timing of measurements, for example.

While we are cautious with regard to interpreting the results due to the complexity of the system investigated, the results attained for two test cases showed two distinct characteristic perturbations. These were found to depend on the properties of the employed reporters (for a given system). Relatively fast reporters benefited from repeated stimulation, while slower reporters achieved the