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ABSTRACT Instead of only considering the radar estimation error in the traditional radar system (TRS), for the integrated radar and communication system (IRCS), we investigate the Cramer-Rao bound (CRB) of the localization estimation, which is influenced by both radar estimation error and communication transmission error. The functions of radar and communication are operated simultaneously by embedding the communication symbols into the multicarrier radar waveforms. Firstly, we derive the CRB of time/direction of arrival (TOA/DOA) estimation. To minimize the estimation error, we maximize the signal-to-interference-plus-noise ratio (SINR) of radar by iteratively optimizing the radar transmit and receive beamformers (with the constraint of available transmit power). Then, the CRB of localization estimation is derived using hybrid TOA/DOA measurement. The local CRBs from different IRCSs are fused according to the linear fusion rule at the fusion center (FC). Finally, numerical results demonstrate that the additional estimation errors for the IRCS are mainly determined by the channel conditions of communication and available transmit power; the estimation accuracy for both IRCS and TRS can be improved through the iterative transmit and receive beamforming (ITRB) technique.

INDEX TERMS Cramer-Rao bound, localization estimation, multicarrier waveform, beamforming, integrated radar and communication system.

I. INTRODUCTION Radar and communication systems have been widely studied as two independent entities [1]. In general, target localization [2]–[4] is one of the main functions of the traditional radar system (TRS) whereas the traditional communication system is used to share information with other derives [5]. However, considering the increasing strain on limited spectral resources and the demand for hardware unification, it is necessary to integrate radar system with the communication system and solve the problems of the generalization and rational use of the system resources [6]–[8]. Two research directions of co-existence are developed and summarized as follows.

• Spectral co-existence between radar and communication systems. The achievable performance bounds of co-existence are derived in [9]. The successive interference cancellation (SIC) technique is adopted to handle the mutual interference caused by each other. For the sake of minimizing the interference caused by the co-frequency signal, the null-space projection (NSP) technique is adopted in [10]. The authors in [11] investigate the joint design problem of the radar waveform and the communication encoding matrix. The adopted design criterion is the maximization of the compound rate with the constraint of radar signal-to-interference-plus-noise ratio (SINR). The problems of transceiver design and power allocation are jointly solved in [12]. A system-level interference cancellation algorithm is proposed in [13] to deal with the situation where radar estimation is unreliable. The authors in [14], [15] analyze the problem of power minimization-based radar waveform design considering the existence of a communication signal on the same band. In [16], spectrum sharing based on co-design transmitted waveform is studied to minimize the effective interference from each
knowledge, the CRB of localization estimation for the IRCS is not yet available in the open literature. This is indeed the main topic of this paper. Summing up, the contributions of this work are the following.

- Different from the work in [22], where only transmit beamforming (TB) technique is adopted to realize both functions simultaneously, in this work, we propose an iterative transmit and receive beamforming (ITRB) technique for two purposes: 1) synthesize transmit beamformers with different SLLs (each SLL is mapped to a unique communication symbol), which enables information streams towards the FC while keeping the radar main beam at a desired magnitude; 2) obtain a higher radar SINR gain with the constraint of available transmit power.

- We derive the CRBs of the TOA/DOA estimation for the IRCS, which are determined by the conditions of radar and communication channels simultaneously.

- We derive the CRB of localization estimation using hybrid TOA/DOA measurement. Combining local observations from different IRCSs, the fused CRB of localization estimation is derived at the fusion center (FC) by adopting linear fusion rule.

- Numerical results demonstrate that the additional estimation errors for the IRCSs are mainly determined by the channel conditions of communication and available transmit power; the estimation accuracies can be improved through the iterative transmit and receive beamforming technique.

This paper is organized as follows. The signal model is introduced in Section II. In Section III, the CRBs of TOA and DOA estimation for the IRCSs are derived. Section IV presents the CRB of localization estimation using hybrid TOA/DOA estimation and the local CRBs from different IRCSs are fused according to the linear fusion rule at the FC. Section V gives a numerical example, with conclusions drawn in Section VI.

**Notations:** Superscripts ($x^T$ and $x$) denote transpose and complex conjugate transpose of $x$, respectively; $C$ denotes the set complex number; $C^N$ and $C^{N \times N}$ denote the set of $N \times 1$ vectors and $N \times N$ matrices with complex entries, respectively; $E[x]$ denotes statistical expectation; $I_N$ is the $N \times N$ identity matrix; $|X|$ and $\|X\|$ represent the modulus and norm of $X$, respectively; $\det(X)$ and $tr(X)$ indicate the determinant and trace of the matrix $X$, respectively; $\text{diag}(x_1, \ldots, x_n)$ is the diagonal matrix with diagonal entries $x_1, \ldots, x_n$; $\text{blkdiag}(X_1, \ldots, X_n)$ is the block diagonal matrix with diagonal blocks $X_1, \ldots, X_n$; $\text{vec}[x_1, \ldots, x_n]$ is the vector obtained by stacking up $x_1, \ldots, x_n$.
communication receive array(s) consisting of $N_{R,c}$ antennas. Without loss of generality, we assume $N_{R,r} = N_{R,c} = N_R$ and all arrays are arranged in a linear shape with a half-wavelength separation between two adjacent array elements. During the $\ell$-th pulse, $\ell = 1, \ldots, L$, the functions of radar and communication are operated simultaneously: 1) Radar function. The OFDM-type multicarrier signals with $K$ subcarriers are transmitted to detect the position of the target $(x_T, y_T)$. Note the frequency spacing $\Delta f$ is assumed to be sufficiently large. 2) Communication function. The received signal during the $(\ell - 1)$-th pulse, which contains the target information $(x_T, y_T)$, is transmitted to the FC, where an estimation decision of the target information is made. Note that, motivated by the Amplify-and-Forward (AF) relay strategy [46], [47], the received signal is amplified firstly before transmission.

**A. RECEIVED RADAR SIGNAL**

Define $s_{k,j}, k = 1, \ldots, K$ as the transmitted waveform on the $k$-th subcarrier by the $j$-th IRCS, $j = 1, \ldots, J$; then, during the $\ell$-th pulse, $\ell = 1, \ldots, L$, the received signal on the $k$-th subcarrier can be modeled as

$$y_{r,k,j}(\ell) = \tilde{\alpha}_{r,k,j} A(\theta_{r,j}) u_{k,j} s_{k,j}(\ell) + \sum_{j=1, j \neq j}^{J-1} \tilde{\alpha}_{l,k,j} A(\phi_{l,j}, \theta_{l,j}) u_{k,j} s_{k,j}(\ell) + n_{r,k,j}(\ell),$$

where $\theta_{r,j}$ and $\phi_{l,j}$ denote the DOAs of the signals transmitted by the $j$-th and $l$-th IRCS ($j \neq l$), respectively; $A(\theta_{r,j}) = b(\theta_{r,j}) a^T(\theta_{r,j})$ with $a(\theta_{r,j}) \in C^{N_{R,c}}$ and $b(\theta_{r,j}) \in C^{N_R \times 1}$ are the transmit/receive array steering vectors, respectively; $A(\phi_{l,j}, \theta_{l,j}) = b(\phi_{l,j}) a^T(\theta_{l,j})$; $u_{k,j}$ denotes the transmit beamformer on the $k$-th subcarrier associated with the $j$-th IRCS; $\tilde{\alpha}$ denotes the target impulse response, which is assumed to be zero mean Gaussian random [48], [50], [51]; $\alpha'_{r,k,j}$ is the channel coefficient of the target associated with the $k$-th subcarrier; $\alpha'_{r,k,j}$ is the channel coefficient from the $j$-th IRCS to the target, to the $j$-th IRCS; $n_{r,k,j} \in C^{N_{R,c} \times 1}$ is additive white Gaussian noise (AWGN) vector with zero mean and covariance matrix $\Sigma_{n_{r,k,j} n_{r,k,j}}$.

The received signal $y_{r,k,j}(\ell)$ is filtered through the receive beamformer $v_{k,j} \in C^{N_{R,c} \times 1}$, which outputs [18], [52], [53]:

$$y_{r,k,j}(\ell) = \alpha_{r,k,j} v_{k,j}^H A(\theta_{r,j}) u_{k,j} s_{k,j}(\ell) + \sum_{j=1, j \neq j}^{J-1} \alpha_{l,k,j} v_{k,j}^H A(\phi_{l,j}, \theta_{l,j}) u_{k,j} s_{k,j}(\ell) + v_{k,j}^H n_{r,k,j}(\ell),$$

where $\alpha_{r,k,j}$ and $\alpha_{l,k,j}$ are the new parameters that integrate the target impulse response $\tilde{\alpha}$, the channel coefficient $\alpha'_{r,k,j}$ and $\alpha'_{l,k,j}$, respectively [18].

After collecting the signals received from the $K$ subcarriers into the vector $y_{r,j} = \left[ y_{r,1,j}, \ldots, y_{r,K,j} \right]^T$, we can write

$$y_{r,j}(\ell) = \alpha_{r,j} H_j(\ell) + \sum_{j=1, j \neq j}^{J-1} \alpha_{l,j} H_j(\ell) + V_j,$$

where

$$H_j(\ell) = diag \left\{ v_{1,j}^H A(\theta_{r,j}) u_{1,j} s_{1,j}(\ell), \ldots, v_{K,j}^H A(\theta_{r,j}) u_{K,j} s_{K,j}(\ell) \right\},$$

$$H_{j,j}(\ell) = diag \left\{ v_{1,j}^H A(\phi_{l,j}, \theta_{l,j}) u_{1,j} s_{1,j}(\ell), \ldots, v_{K,j}^H A(\phi_{l,j}, \theta_{l,j}) u_{K,j} s_{K,j}(\ell) \right\},$$

$$\alpha_{r,j} = \text{vec} \{ \alpha_{r,1,j}, \ldots, \alpha_{r,K,j} \},$$

$$\alpha_{l,j} = \text{vec} \{ \alpha_{l,1,j}, \ldots, \alpha_{l,K,j} \},$$

$$V_j = \text{vec} \{ v_{1,j}^H n_{1,j}, \ldots, v_{K,j}^H n_{K,j} \}.$$
where
\[
\eta_{k,j} (\ell - 1) = \left| v_{k,j}^\dagger A (\theta_{r,j}) u_{k,j} s_{k,j} (\ell - 1) \right|^2, \quad (7)
\]
\[
\tilde{\eta}_{k,j} (\ell - 1) = \sum_{j=1, j \neq j}^{J-1} \left| v_{k,j}^\dagger A (\varphi_{r,j}, \theta_{r,j}) u_{k,j} s_{k,j} (\ell - 1) \right|^2. \quad (8)
\]

During the $\ell$-th PRI, the quantized samples at the $j$-th IRCS is transmitted to the FC located at the direction $\theta_{r,j}$. Then, the received signal at the FC from the $j$-th IRCS, $y_{c,k} (t; \ell) \in \mathbb{C}^{N_R \times 1}$, can be written as
\[
y_{c,k} (t; \ell) = \alpha_{c,k,j} A (\theta_{c,j}) u_{k,j} G_{k,j} \tau_{r,k,j} (\ell - 1) + n_{c,k} (\ell) \quad (9)
\]
for $k = 1, \cdots, K$, and $j = 1, \cdots, J$, where $\alpha_{c,k,j}$ denotes the channel coefficient on the $k$-th subcarrier of the link between the $j$-th IRCS and the FC; $w_{1,j} \in \mathbb{C}^{N_R \times 1}$ is the communication receive beamformer on the $k$-th subcarrier; finally, $n_{c,k}$ is the AWGN on the $k$-th subcarrier with zero mean and covariance matrix $\sigma^2_{n,c,k} I_{N_R}$.

The received signal $y_{c,k} (t; \ell)$ filtered through the receive beamformer $w_{k} \in \mathbb{C}^{N_R \times 1}$ outputs [18], [52], [53]:
\[
y_{c,k} (t; \ell) = \alpha_{c,k,j} w_{k}^\dagger A (\theta_{c,j}) u_{k,j} G_{k,j} \tau_{r,k,j} (\ell - 1) + w_{k}^\dagger n_{c,k} (\ell). \quad (10)
\]

After collecting the signals received from the $K$ subcarriers into the vector $y_{c,j} = [y_{c,1,j}, \cdots, y_{c,K,j}]^T$, we can write
\[
y_{c,j} (\ell) = \alpha_{c,j} \Phi (\ell - 1) + W_{j}, \quad (11)
\]
where
\[
\Phi (\ell - 1) = \text{diag} \left\{ w_{1,j}^\dagger A (\theta_{c,j}) u_{1,j} \tau_{r,1,j} (\ell - 1), \cdots, w_{K,j}^\dagger A (\theta_{c,j}) u_{K,j} \tau_{r,K,j} (\ell - 1) \right\}. \quad (12a)
\]
\[
\alpha_{c,j} = \text{vec} \left\{ \alpha_{c,1,j}, \cdots, \alpha_{c,K,j} \right\}, \quad (12b)
\]
\[
G_{j} = \text{diag} \left\{ G_{1,j}, \cdots, G_{K,j} \right\}, \quad (12c)
\]
\[
W_{j} = \text{vec} \left\{ w_{1,j}^\dagger n_{1,j}, \cdots, w_{K,j}^\dagger n_{c,k} \right\}. \quad (12d)
\]

In the following, we model $\alpha_{c,j}$ as circularly-symmetric Gaussian random vectors with covariance matrix $\Sigma_{c,j}$. Also, the random vectors $\alpha_{c,j}$ and $n_{c,k}$ are mutually independent.

Without loss of generality, we assume that the received signals from all the $J$ IRCSs are mutually independent. Then, combining $\{y_{c,1,\ell}, \cdots, y_{c,K,\ell}\}$, a global estimation can be constructed:
\[
\tilde{z}_{c}^{\text{local}} (\ell) = f \left( y_{c,1,\ell}, \cdots, y_{c,K,\ell} (\ell) \right), \quad (13)
\]
where $f (\cdot)$ is an approach to fuse the received signals, which depends on the selection of fusion rule, and we will discuss it later in detail.

**Remark:** The amount of radar echoes data is related to the sampling interval, and scanning speed [54]. Meanwhile, the maximum data of the adopted technique is related to the number of subcarrier $K$, adopted waveform $M$ and allowable sidelobe levels $Q$. During each pulse, the maximum data is $KM \log_2 Q$ bit [26]. Data retention will happen if data rate cannot meet the requirement of data transmission, for instance, the samples at the $J$ IRCSs cannot be transmitted to the FC timely. As a consequence, the performance will degrade. The CRB of localization estimation for the IRCS network taking into account the data retention will be investigated in the future.

### III. CRBs OF TOA AND DOA ESTIMATION

In this section, we first derive the CRBs of TOA and DOA estimation for the IRCS. Then, we iteratively update the $u_{k,j}$ and $v_{k,j}$ to maximize the SINR of radar. Also, the closed-form of the optimal communication receive beamformer $w_{c,k,j}$ is derived.

#### A. CRBs OF TOA AND DOA ESTIMATION FOR IRCS

For the observed communication signal presented in (11), in view of the AWGN, the probability density function (pdf) of $y_{c,j} (\ell)$ conditioned on $\tau$ and $\theta$ is
\[
p \left( y_{c,j} (\ell) | \tau, \theta \right) = \frac{\exp \left( \frac{-1}{2} \left( y_{c,j} (\ell) \Phi (\ell - 1) + D_{j} \right)^\dagger \Sigma_{c,j} (\ell)^{-1} \left( y_{c,j} (\ell) \Phi (\ell - 1) + D_{j} \right) \right)}{\pi^K \det \Phi (\ell - 1) \Sigma_{c,j} (\ell)^{-1}}, \quad (14)
\]
where $D_{j} = W_{j} W_{j}^\dagger$.

Defining $\hat{\tau}_{j}$ and $\hat{\theta}_{j}$ as the TOA and DOA data measured by the $j$-th IRCS, the TOA/DOA maximum likelihood (ML) estimation can be found by jointly searching over $(\tau_{j}, \theta_{j})$ to maximize $p \left( y_{c,j} (\ell) | \tau, \theta \right)$. The joint ML estimator is unbiased and the CRB for $(\tau_{j}, \theta_{j})$ is a function of the signal-to-noise ratio (SNR) at the receiver [42]–[45]. Therefore, CRBs of TOA and DOA estimation, i.e., $C_{\tau,j,R+C}$ and $C_{\theta,j,R+C}$, can be given by
\[
C_{\tau,j,R+C} = \frac{6tr(D_{j}^{-1/2} \Phi_{j} \Sigma_{c,j} \Phi_{j}^\dagger D_{j}^{-1/2})^{-1}}{N_{R}(K \Delta f)^2} \quad (15)
\]
\[
C_{\theta,j,R+C} = \frac{3tr(D_{j}^{-1/2} \Phi_{j} \Sigma_{c,j} \Phi_{j}^\dagger D_{j}^{-1/2})^{-1}}{\pi^2 \sin^2 \theta_{j} N_{R} (N_{R} - 1) (N_{R} + 1)} \quad (16)
\]

In the case of sufficiently large frequency spacing $\Delta f$, we have
\[
\Sigma_{r,j} = \text{diag} \left\{ \sigma_{r,1,j}, \cdots, \sigma_{r,K,j}^2 \right\}, \quad (17)
\]
\[
\Sigma_{I,j} = \text{diag} \left\{ \sigma_{I,1,j}^2, \cdots, \sigma_{I,K,j}^2 \right\}, \quad (18)
\]
\[
\Sigma_{c,j} = \text{diag} \left\{ \sigma_{c,1,j}^2, \cdots, \sigma_{c,K,j}^2 \right\}. \quad (19)
\]

Then, the communication SNR on the $k$-th subcarrier, i.e., $\Gamma_{c,k,j}$, can be given by
\[
\Gamma_{c,k,j} = \frac{\sigma_{n,c,k}^2 \left| w_{k}^\dagger A (\theta_{c,j}) u_{k,j} s_{k,j} \right|^2}{\sigma_{n,c,k}^2 \left| w_{k}^\dagger \right|^2 \left| w_{k,j} \right|^2}, \quad (20)
\]
meanwhile, the radar SINR on the \( k \)-th subcarrier, i.e., \( \Gamma_{r,k,j} \), is written as
\[
\Gamma_{r,k,j} = \frac{\sigma^2_{a,r,k,j} |v_{k,j}^\dagger A(\theta_{r,j}) u_{k,j} s_{m,k,j}|^2}{\sigma^2_{I,k,j} F_j + \sigma^2_{n,r,k,j} |v_{k,j}|^2},
\]
(21)
where
\[
F_j = \sum_{j=1,j\neq j}^{J-1} |v_{k,j}^\dagger A(\theta_{r,j}) u_{k,j} s_{m,k,j}|^2.
\]
(22)
Therefore, \( C_{t,j,R+C} \) and \( C_{\theta,j,R+C} \) can be further given in the following Proposition.

**Proposition 1:** In the case of large frequency spacing, the CRBs of TOA and DOA estimation, i.e., \( C_{t,j,R+C} \) and \( C_{\theta,j,R+C} \), can be, respectively, given by
\[
C_{t,j,R+C} = \sum_{k=1}^{K} \frac{6 \left( \Gamma_{r,k,j}^{-1} + \Gamma_{r,k,j}^{-1}(1 + \Gamma_{c,k,j}^{-1}) \right)}{N_R (K \Delta_f)^2},
\]
(23)
\[
C_{\theta,j,R+C} = \sum_{k=1}^{K} \frac{3 \left( \Gamma_{r,k,j}^{-1} + \Gamma_{r,k,j}^{-1}(1 + \Gamma_{c,k,j}^{-1}) \right)}{\pi^2 \sin^2 \theta_{r,k,j} N_R (N_R - 1) (N_R + 1)}.
\]
(24)

**Proof:** See Appendix A.

Next, we introduce the method how to optimize the radar transmit/receive beamformer \( u_{k,j} \) and the communication receive beamformer \( w_{k,j} \).

**B. TRANSMIT/RECEIVE BEAMFORMER OPTIMIZATION**

1) **ITERATIVE \( u_{k,j} \) AND \( v_{k,j} \) OPTIMIZATION**

The ITRB technique iteratively optimizes \( u_k \) and \( v_k \) in \( \Gamma_{r,k,j} \) choosing the following two criteria: 1) Maximize \( \Gamma_{r,k,j} \) with the constraint of the available transmit power \( P_{\text{max}} \); 2) enable information streams toward the FC without affecting the performance of radar detection. This is equivalent to the following optimization problem:
\[
\max_{u_{k,j},v_{k,j}} \frac{|v_{k,j}^\dagger A(\theta_{r,j}) u_{k,j}|^2}{\sigma^2_{I,k,j} F_j + \sigma^2_{n,r,k,j} |v_{k,j}|^2},
\]
(25)
s.t. \( C_1 : \sum_{k=1}^{K} \|u_{k,j}\|^2 \leq P_{\text{max}}, \)
\( C_2 : |a^T(\theta) u_{k,j}| \leq \Delta_{\text{SLL}}, \quad \theta \in \Theta \)
\( C_3 : a^T(\phi_{c,j}) u_{k,j} = \Delta_q, \quad 1 \leq q \leq Q \)
where \( \Delta_{\text{SLL}} \) is the maximum power that can be radiated towards the sidelobe directions included in the set \( \Theta \); \( \Delta_q \) denotes the sidelobe level towards the FC direction \( \phi_{c,j} \) and we assume \( \Delta_q \leq \Delta_{\text{SLL}} \). Such sidelobe levels are chosen from a pre-assigned codebook containing \( Q \) codewords, say \( D = \{ \Delta_1, \cdots, \Delta_Q \} \). Each SLL of all the \( Q \) SLLs is mapped to a unique communication symbol, thereby enabling the FC receiver to receive the information message by determining which SLL was transmitted.

The joint \( u_{k,j} \) and \( v_{k,j} \) optimization problem in (25) is solved by a sequential optimization algorithm. That is, we first optimize \( v_{k,j} \) for a fixed \( u_{k,j} \) and then optimize \( u_{k,j} \) for a fixed \( v_{k,j} \). Specifically, choosing the maximization of \( \Gamma_{r,k,j} \) as optimization criterion, we obtain the optimal \( v_{k,j} \) (with fixed \( u_{k,j} \)) by solving
\[
\max_{v_{k,j}} \frac{|v_{k,j}^\dagger A(\theta_{r,j}) u_{k,j}|^2}{\sigma^2_{I,k,j} F_j v_{k,j} + \sigma^2_{n,r,k,j} |v_{k,j}|^2},
\]
(26)
where
\[
F_{u,j} = \sum_{j=1,j\neq j}^{J-1} \sigma^2_{I,k,j} |s_{m,k,j}|^2 A^\dagger(\theta_{r,j}, \theta_{r,j}) u_{k,j} v_{k,j}^\dagger A(\theta_{r,j}, \theta_{r,j}).
\]
(27)
The \( v_{k,j} \) optimization problem in (26) can be recast as the minimum variance distortionless response (MVDR) problem [49], namely
\[
\min_{v_{k,j}} \frac{|v_{k,j}^\dagger (F_{u,j} + \sum_{j=1,j\neq j}^{J-1} \sigma^2_{n,r,k,j} I_{N_R}) v_{k,j}|}{\sum_{j=1}^{J-1} \sigma^2_{n,r,k,j} I_{N_R} (F_{u,j} + \sum_{j=1,j\neq j}^{J-1} \sigma^2_{n,r,k,j} I_{N_R})^{-1} A(\theta_{r,j}) u_{k,j}}.
\]
(28)
It follows from problem (28) that
\[
v_{k,j} = \frac{(F_{u,j} + \sum_{j=1,j\neq j}^{J-1} \sigma^2_{n,r,k,j} I_{N_R})^{-1} A(\theta_{r,j}) u_{k,j}}{\sum_{j=1}^{J-1} \sigma^2_{n,r,k,j} I_{N_R} (F_{u,j} + \sum_{j=1,j\neq j}^{J-1} \sigma^2_{n,r,k,j} I_{N_R})^{-1} A(\theta_{r,j}) u_{k,j}}.
\]
(29)
Next, with fixed \( v_{k,j} \), the optimal transmit beamformer \( u_{k,j} \) is obtained by solving the following optimization problem:
\[
\max_{u_{k,j}} \frac{|v_{k,j}^\dagger A(\theta_{r,j}) u_{k,j}|^2}{\sigma^2_{I,k,j} F_j v_{k,j} + \sigma^2_{n,r,k,j} |v_{k,j}|^2},
\]
(25)
s.t. \( C_1 : \sum_{k=1}^{K} \|u_{k,j}\|^2 \leq P_{\text{max}}, \)
\( C_2 : |a^T(\theta) u_{k,j}| \leq \Delta_{\text{SLL}}, \quad \theta \in \Theta \)
\( C_3 : a^T(\phi_{c,j}) u_{k,j} = \Delta_q, \quad 1 \leq q \leq Q \)
where
\[
F_{r,j} = \sum_{j=1,j\neq j}^{J-1} \sigma^2_{I,k,j} |s_{m,k,j}|^2 A^\dagger(\theta_{r,j}, \theta_{r,j}) v_{k,j} v_{k,j}^\dagger A(\theta_{r,j}, \theta_{r,j}).
\]
(31)
Then, problem (30) can be recast as
\[
\min_{u_{k,j}} \frac{|v_{k,j}^\dagger F_{r,j} u_{k,j} + \sum_{j=1,j\neq j}^{J-1} \sigma^2_{n,r,k,j} v_{k,j}^\dagger v_{k,j}|}{\sigma^2_{I,k,j} F_j v_{k,j} + \sigma^2_{n,r,k,j} |v_{k,j}|^2},
\]
(25)
s.t. \( C_1 : \sum_{k=1}^{K} \|u_{k,j}\|^2 \leq P_{\text{max}}, \)
\( C_2 : |a^T(\theta) u_{k,j}| \leq \Delta_{\text{SLL}}, \quad \theta \in \Theta \)
\( C_3 : |a^T(\phi_{c,j}) u_{k,j}| = \Delta_q, \quad 1 \leq q \leq Q \)
(32)

The above optimization problem is convex and the convex optimization toolbox CVX [55] in MATLAB will be used. The \( u_{k,j} \) and \( v_{k,j} \) iteration process is stopped when the \( \Gamma_{r,k,j} \) improvement is no more than a pre-assigned number \( \delta \). It is obvious that the objective function is bounded and non-decreasing in each iteration, which ensures the convergence due to the monotone convergence theorem [56].
2) COMMUNICATION RECEIVE BEAMFORMER \( w_{c,k,j} \) OPTIMIZATION

Choosing the maximization of \( \Gamma_{c,k,j} \) as optimization criterion, the \( w_{k,j} \) can be optimized by solving the following optimization problem:

\[
\max_{w_{k,j}} \frac{w_{k,j}^T A \left( \theta_{c,j} \right) u_{k,j}}{w_{k,j}^T A \left( \theta_{c,j} \right) u_{k,j}} \quad (33)
\]

The above optimization problem can be recast as

\[
\min_{w_{k,j}} w_{k,j}^T w_{k,j} \quad \text{s.t.} \quad C1 : w_{k,j}^T A \left( \theta_{c,j} \right) u_{k,j} = 1. \quad (34)
\]

Similarly, the optimal \( w_{c,k,j} \) for (34) is given by

\[
w_{k,j} = \frac{A \left( \theta_{c,j} \right) u_{k,j}}{A \left( \theta_{c,j} \right) u_{k,j}}. \quad (35)
\]

IV. CRB OF LOCALIZATION ESTIMATION

In this section, the CRB of localization estimation is derived by using the hybrid TOA/DOA measurement. Then, the CRB of localization estimation fused from \( J \) IRCs is derived at the FC by adopting the linear fusion rule.

A. CRB OF LOCALIZATION ESTIMATION FOR INDIVIDUAL IRCS

For the \( j \)-th IRCs, let \( \tau_{r,j} \) and \( \theta_{r,j} \) denote the actual TOA and DOA, respectively; then, the estimated TOA and DOA can be, respectively, given by [43], [44], [57]

\[
\hat{\tau}_{r,j} = \tau_{r,j} + \Delta \tau_{r,j}, \quad (36)
\]
\[
\hat{\theta}_{r,j} = \theta_{r,j} + \Delta \theta_{r,j}, \quad (37)
\]

where \( \Delta \tau_{r,j} \) and \( \Delta \theta_{r,j} \) denote the estimation errors of \( \tau_{r,j} \) and \( \theta_{r,j} \), respectively. Thus, after defining \( p_j = (x_j, y_j) \) and \( P_T = (x_T, y_T) \) as the positions of the \( j \)-th IRCs and target, respectively, the localization estimation \( \hat{p}_T = (\hat{x}_T, \hat{y}_T) \) can be given as follows

\[
\hat{x}_T = x + c \hat{\tau}_{r,j} \cos \hat{\theta}_{r,j} = x + c \left( \tau_{r,j} + \Delta \tau_{r,j} \right) \cos \left( \theta_{r,j} + \Delta \theta_{r,j} \right), \quad (38)
\]
\[
\hat{y}_T = y + c \hat{\tau}_{r,j} \sin \hat{\theta}_{r,j} = y + c \left( \tau_{r,j} + \Delta \tau_{r,j} \right) \sin \left( \theta_{r,j} + \Delta \theta_{r,j} \right). \quad (39)
\]

where \( c \) denotes the speed of light. Using the following approximations: \( \Delta \theta_{r,j} \) and \( \Delta \tau_{r,j} \) are small enough such that \( \cos \Delta \theta_{r,j} \approx 1 \), \( \sin \Delta \theta_{r,j} \approx \Delta \theta_{r,j} \) and \( \Delta \tau_{r,j} \approx 0 \), we have

\[
\hat{x}_T - x_j \approx -d_{r,j} \Delta \tau_{r,j} \sin \theta_{r,j} + c \Delta \tau_{r,j} \cos \theta_{r,j}, \quad (40)
\]
\[
\hat{y}_T - y_j \approx d_{r,j} \Delta \tau_{r,j} \cos \theta_{r,j} + c \Delta \tau_{r,j} \sin \theta_{r,j}, \quad (41)
\]

where \( d_{r,j} = c \tau_{r,j} \) denotes the detection range. Then, the mean square error (MSE) of \( x_T \) estimation \( \psi_{x_T} \) can be given as follows

\[
\psi_{x_T} = E \left\{ \left( \hat{x}_T - x_T \right)^2 \right\} \approx d_{r,j}^2 \sin^2 \theta_{r,j} E \left\{ \left( \hat{\theta}_{r,j} - \theta_{r,j} \right)^2 \right\} + c^2 \cos^2 \theta_{r,j} E \left\{ \left( \hat{\tau}_{r,j} - \tau_{r,j} \right)^2 \right\}
\]
\[
\geq d_{r,j}^2 \sin^2 \theta_{r,j} C_{\theta,j,R+C} + c^2 \cos^2 \theta_{r,j} C_{\tau,j,R+C}, \quad (42)
\]

where \( C_{\tau,j,R+C} \) and \( C_{\theta,j,R+C} \) are given by Eqs. (23) and (24), respectively. Similarly, the MSE of \( y_T \) estimation \( \psi_{y_T} \) can be determined as follows

\[
\psi_{y_T} = E \left\{ \left( \hat{y}_T - y_T \right)^2 \right\} \geq d_{r,j}^2 \cos^2 \theta_{r,j} C_{\theta,j,R+C} + c^2 \sin^2 \theta_{r,j} C_{\tau,j,R+C}. \quad (43)
\]

Thus, after deriving the MSEE of \( x_T \) and \( y_T \) estimations, i.e., \( \psi_{x_T} \) and \( \psi_{y_T} \), the MSE of localization estimation \( \psi_{p_T} \) can be given by

\[
\psi_{p_T} = E \left\{ \left( \hat{p}_T - p_T \right)^2 \right\} = E \left\{ \left( \hat{x}_T - x_T \right)^2 + \left( \hat{y}_T - y_T \right)^2 \right\} = J_{x_T} + J_{y_T} \geq d_{r,j}^2 C_{\theta,j,R+C} + c^2 C_{\tau,j,R+C}. \quad (44)
\]

As a result, the CRB of localization estimation, which is the minimum MSE (MMSE), can be given by

\[
C_{p_T,j,R+C} = \min J_{\theta_T} = d_{r,j}^2 C_{\theta,j,R+C} + c^2 C_{\tau,j,R+C}. \quad (45)
\]

It can be seen that \( C_{p_T,j,R+C} \) is related to the distance between the IRCs and target and large \( d_{r,j} \) considerably magnifies the errors in position estimation. Meanwhile, form Eq. (16) we can see that the \( \theta_{r,j} \) has considerably impact on \( C_{p_T,j,R+C} \). Then, it’s clearly that the positioning accuracy is related to \( \theta_{r,j} \). The estimation is most accurate when \( \theta_{r,j} = 90^\circ \) because \( \sin(90^\circ) = 1 \) and least accurate in case \( \theta_{r,j} \) equals \( 0^\circ \) or \( 180^\circ \) because \( \sin(0^\circ) = 0 \) or \( \sin(180^\circ) = 0 \). Thus, even when the IRCs is very close to the target, the positioning estimation error would still be large.

B. FUSED CRB OF LOCALIZATION ESTIMATION

In this subsection, we consider the fusion technique for localization estimation problem. Adopting linear fusion rule [58], a global decision \( C_{\text{glob}}^{glo} \) is made combining all the J estimation results \( \left\{ C_{p_T,j,R+C} : \cdots, C_{p_T,J,R+C} \right\} \) (which are mutually independent). The linear fusion rule is to get the \( C_{\text{glob}}^{glo} \) by linearly combining all the J estimation results:

\[
C_{\text{glob}}^{glo} (\omega) = \sum_{j=1}^{J} \omega_j C_{p_T,j,R+C}, \quad (46)
\]

where \( \omega := (\omega_1, \omega_2, \cdots, \omega_J) \) are linear weights satisfying \( \sum_{j=1}^{J} \omega_j = 1 \), \( C_{p_T,j,R+C} \) is the CRB of localization estimation according to the received signal from \( j \)th IRCs, which has been derived in (45). For optimal linear fusion, the linear weights \( \omega \) are critical parameters for minimizing the fused CRB. Subject (46) to a normalization
respectively. The variances of radar and communication are 

\( \sigma^2 \)

the constraint 

\[ \sum_{j=1}^{J} \alpha_j = 1, \quad C_{P_j,R+C} \] to avoid trivial solutions, the fused CRB of localization estimation can be given by 

\[
C_{P_j,R+C}^{\text{blo}} = \min_{\omega} C_{P_j,R+C}(\omega) \\
= \left( \sum_{j=1}^{J} C_{P_j,R+C}^{-1} \right)^{-1} \\
= \left( \sum_{j=1}^{J} \left( d_j^2 C_{o,j,R+C} + c_j^2 C_{e,j,R+C} \right)^{-1} \right)^{-1},
\]

which corresponds to setting the optimal weights as \[ \alpha_j = \frac{1}{J} \sum_{j=1}^{J} C_{P_j,R+C}^{-1}, \quad j = 1, 2, \ldots, J. \]

\[
V. \text{ NUMERICAL EXAMPLES}
\]

In this section, we provide simulation results to quantify the estimation performances of the IRCS. Note that the estimation performance of the TRS is also studied as a contrast.\(^2\)

We assume a network consisting of \( J = 3 \) IRCSs and each IRCS equips with a uniform linear transmit array consisting of \( N = 15 \) antennas. Here, the number of subcarrier and subcarrier spacing are set to be \( K = 64 \) and \( \Delta f = 0.25 \) M, respectively. The variances of radar and communication are normalized as \( \sigma^2_{o,r} = \sigma^2_{n,c} = 1 \). The strength of the desired and interference signals, indicated by \( \sigma^2_{o,r} \) and \( \sigma^2_{i,j} \), are set as \( \sigma^2_{o,r} = \sigma^2_{i,j} = 0.1 \). The average performances are obtained by 100 trials of channel realization.

Transmit and receive beamformers of radar are designed to focus their individual mainbeams towards the direction \( \theta_r = 90^\circ \) in the presence of 2 interference signals locating in directions \( \varphi_{r,1} = 140^\circ \) and \( \varphi_{r,2} = 160^\circ \). For all other sidelobe directions, the SLLs are controlled by \( \delta_r = -15 \) dB, all relative to the mainbeam. We assume communication message of \( \log_2(Q) = \log_2(4) = 2 \) bits are delivered towards the FC direction located in the sidelobe region during each PRI. For the sidelobe directions, the SLLs are constrained by \( \Delta_{SLL} = -15 \) dB, relative to the mainbeam. Also, the communication receive beamformer is designed to focus mainbeam towards the direction \( \theta_r = 90^\circ \). In the simulation, 100 trials of channel realization are utilized to obtain average results.

Fig. 2 depicts the transmit power distribution versus spatial angle for all the \( Q = 4 \) transmit beampatterns which focus their mainbeams towards the radar operation direction \( \theta_r = 90^\circ \) and sidelobe towards the communication direction \( \psi_r = 120^\circ \) and interference resource directions \( \varphi_{r,1} = 140^\circ \) and \( \varphi_{r,2} = 160^\circ \). We can see that, as expected, the pattern within the mainbeam of the transmit beam patterns are almost the same, which implies that the performance of radar detection would not be affected. The SLLs of the transmit beampattern in the direction \( \psi_c = 120^\circ \) are constrained to \( \Delta_1 = -20 \) dB, \( \Delta_2 = -25 \) dB, \( \Delta_3 = -30 \) dB and \( \Delta_4 = -35 \) dB, all relative to the mainbeam. These \( Q = 4 \) different SLLs towards the direction of FC are separated from each other and enabling the FC to detect which transmit SLL was adopted and, in turn, determine the corresponding information message. As a result, communication symbols can be embedded in the transmit radar waveform without affecting the performance of the radar.

Fig. 3 depicts the power allocation results under \( P_{\text{max}} \) = 10 kW. As shown in Fig. 3(a), part of subcarriers, such as subcarriers 4, 5, 7, are bad for radar, then, these subcarriers are not used, i.e., the allocated power is zero, as shown in Fig. 3(b). That is, according to the conditions of radar subcarriers, the available transmit power is adaptively allocated to the \( K = 64 \) subcarriers to maximize the radar SINR.

Fig. 4 depicts the root-mean-square error (RMSE) of DOA estimation versus transmit power \( P_{\text{max}} \) under \( \sigma^2_{o,c} = 1 \). We can see that, as discussed in Section IV-A, spatial angle \( \theta_r \) has a considerably impact on the performance of DOA estimation. The estimation is the most accuracy when angle \( \theta_r = 90^\circ \). For all the three cases \( \theta_r = 90^\circ, 40^\circ, \) and \( 115^\circ \), the ITRB technique achieves a better estimation accuracy, i.e., smaller RMSE, compared with the TB technique adopted in [22]. This is because the ITRB technique iteratively updates the transmit and receive beamformers. We can also see that, as expected, the larger transmit power \( P_{\text{max}} \) is, the better accuracy of DOA estimation is.

Fig. 5 depicts the RMSE of TOA estimation versus transmit power \( P_{\text{max}} \). We can see that, as expected, the larger transmit power \( P_{\text{max}} \) is, the better accuracy of TOA estimation is. Comparing the cases of the IRCS and TRS, the RMSE for the IRCS is worse than that for the TRS, since the additional errors, i.e., the communication transmission error. We can also see that, with larger variance \( \sigma^2_{a,c} \) (which implies better communication channel condition), the accuracy of TOA estimation is better. Similar to the DOA estimation, the ITRB
technique achieves a better accuracy of TOA estimation compared with the TB technique.

Fig. 6 depicts the MMSE of localization estimation for different values of spatial angle $\theta_r$ and detection range $d_r$. Fig. 6(a) depicts the MMSE versus spatial angle under $P_{\text{max}} = 10$ kW and $d_r = 1$ kM. We can see that, as discussed in section IV, the localization estimation is most accurate when angle $\theta_r = 90^\circ$ and the estimation accuracy is getting worse if $\theta_r$ is closing to $0^\circ$ or $180^\circ$. Fig. 6(b) depicts the
MMSE versus detection range $d_r$ under $\sigma^2_{\alpha,c}$ under $P_{\text{max}} = 30 \text{ kW}$ and $\theta_r = 90^\circ$. We can see that, as expected, the larger detection range $d_r$ is, the worse estimation accuracy is.

For both Fig. 6(a) and Fig. 6(b), comparing the cases of the IRCS and TRS, the MMSE for the IRCS is worse than that for the TRS, since the additional errors, i.e., the communication transmission error. We can also see that, for both IRCS and TRS, the ITRB technique achieves a better estimation accuracy, i.e., smaller MMSE, compared with the TB technique. Also, with larger variance $\sigma^2_{\alpha,c}$ (which implies better communication channel condition), the estimation accuracy is closing to the case of the TRS. To offer further insight, we look into the effect of different values of $\sigma^2_{\alpha,c}$ on the MMSE next.

Under $P_{\text{max}} = 30 \text{ kW}$, $\theta_r = 90^\circ$ and $d_r = 1 \text{ kM}$, the MMSE of localization estimation versus variance $\sigma^2_{\alpha,c}$ for the TRS and IRCS are depicted in Fig. 7(a) and Fig. 7(b), respectively. In Fig. 7(a), we can see that, for the TRS, the estimation accuracy does not fluctuate with $\sigma^2_{\alpha,c}$, which is because only the radar estimation error is considered. The MMSE fused by $J = 3$ TRSs is much lower than the individual TRS, which means there is much benefit from linear fusion rule. In Fig. 7(b), we can see that, for the IRCS, the larger $\sigma^2_{\alpha,c}$ is, the better estimation accuracy is. The MMSE fused by $J = 3$ IRCSs is much lower than the individual IRCS. Further, the difference between the fused and individual MMSEs is getting smaller with larger $\sigma^2_{\alpha,c}$, which means there is much better fusion benefit for the larger $\sigma^2_{\alpha,c}$. Also, for the cases of both individual and fused MMSE depicted in Fig. 7(a) and Fig. 7(b), the ITRB technique achieves a better estimation accuracy compared with the TB technique.

Under $\theta_r = 90^\circ$, $\sigma^2_{\alpha,c} = 1$ and $d_r = 1 \text{ kM}$, the MMSEs of localization estimation versus the transmit power $P_{\text{max}}$ for
the TRS and IRCS are depicted in Fig. 8(a) and Fig. 8(b), respectively. We can see that, as expected, the (fused) MMSEs are smaller, i.e., better estimation accuracy, with larger transmit power $P_{\text{max}}$. The MMSE fused by $J = 3$ IRCSs (TRSs) is much lower than the individual IRCS (TRS). Further, the difference between the fused and individual MMSEs is getting smaller with larger $P_{\text{max}}$. Also, under a certain transmit power, the ITRB technique can improve the estimation accuracy for both TRS and IRCS. By comparing Fig. 8(a) and Fig. 8(b), it is seen that, under a certain transmit power $P_{\text{max}}$, the MMSE for the IRCS is worse than that for the TRS, since the additional errors, i.e., the communication transmission error.

VI. CONCLUSION
In this paper, exploiting multicarrier waveforms, the CRB of localization estimation for the IRCS network has been investigated. The functions of radar and communication are executed simultaneously by one multicarrier waveform. Firstly, the CRBs of TOA and DOA estimation have been derived for an individual IRCS. Under a certain transmit power, the transmit and receive beamformers of radar are iteratively optimized to maximize the radar SINR. Then, the CRB of localization estimation has been derived using hybrid TOA/DOA measurement. The local CRBs of the localization estimation from different IRCSs are fused according to the linear fusion rule at the FC. Finally, numerical results have demonstrated that the additional errors for the IRCS, i.e., the communication transmission error, are mainly determined by the channel conditions of communication and available transmit power; the estimation accuracy for both the IRCS and TRS can be improved through the ITRB technique.

A viable future work direction is to derive the stochastic CRB [39], [40] of localization estimation for the IRCS.

APPENDIX A
PROOF OF PROPOSITION 1
Define $\zeta_{\ell,1}, \cdots, \zeta_{\ell,K}$ as the eigenvalues of the positive semidefinite matrix $D_{\ell}^{1/2} \Phi_{\ell} \Sigma_{c,\ell} \Phi_{\ell}^{H} D_{\ell}^{1/2}$; then, for the case of large frequency spacing $\Delta f$, we have

$$
\zeta_{\ell,j} = \sigma_{a,c,\ell,j}^2 \eta_{\ell,j}^2 + \sigma_{n,c,\ell,j}^2 \eta_{\ell,j}^2 \\
\times \left[ \sigma_{n,c,\ell}^2 \eta_{\ell,j}^2 + \sigma_{a,r,\ell,j}^2 \eta_{\ell,j}^2 \right]^{-1} \\
\times \left[ \sigma_{n,c,\ell}^2 \eta_{\ell,j}^2 + \sigma_{a,r,\ell,j}^2 \eta_{\ell,j}^2 \right]^{-1} \\
\times \left[ \sigma_{n,c,\ell}^2 \eta_{\ell,j}^2 + \sigma_{a,r,\ell,j}^2 \eta_{\ell,j}^2 \right]^{-1} \\
\times \left[ \sigma_{n,c,\ell}^2 \eta_{\ell,j}^2 + \sigma_{a,r,\ell,j}^2 \eta_{\ell,j}^2 \right]^{-1}.
$$

where $\eta_{\ell,j}$ and $\tilde{\eta}_{\ell,j}$ are given in Eqs. (7) and (8), respectively. Combining Eqs. (20) and (21), $\xi_{\ell,j}$ can be further given by

$$
\xi_{\ell,j} = \gamma_{c,\ell,j}^2 \eta_{\ell,j}^2 \left[ \sigma_{a,r,\ell,j}^2 \eta_{\ell,j}^2 + \sigma_{n,r,\ell,j}^2 \eta_{\ell,j}^2 \right]^{-1} \\
+ \sigma_{a,r,\ell,j}^2 \eta_{\ell,j}^2 + \sigma_{n,r,\ell,j}^2 \eta_{\ell,j}^2 \left[ \sigma_{a,r,\ell,j}^2 \eta_{\ell,j}^2 + \sigma_{n,r,\ell,j}^2 \eta_{\ell,j}^2 \right]^{-1}.
$$

Similarly, substitute Eq. (50) into Eq. (15), the CRBs of TOA estimation, i.e., $C_{\ell,j,R+C}$, can be given by

$$
C_{\ell,j,R+C} = \frac{6 \sum_{k=1}^{K} \xi_{\ell,j}}{N_{R}(K \Delta f)^2} \\
= \frac{6 \sum_{k=1}^{K} \left( \frac{\gamma_{c,\ell,j}^2 \eta_{\ell,j}^2 \left[ \sigma_{a,r,\ell,j}^2 \eta_{\ell,j}^2 + \sigma_{n,r,\ell,j}^2 \eta_{\ell,j}^2 \right]^{-1}}{N_{R}(K \Delta f)^2} \right)}{N_{R}(K \Delta f)^2}.
$$

Similarly, substitute Eq. (50) into Eq. (16), the CRBs of TOA estimation, i.e., $C_{\ell,j,R+C}$, can be given by

$$
C_{\ell,j,R+C} = \frac{3 \sum_{k=1}^{K} \xi_{\ell,j}}{\pi^2 \sin^2 \theta_{\ell,j} N_{R} (N_{R} - 1) (N_{R} + 1)} \\
= \frac{3 \sum_{k=1}^{K} \left( \frac{\gamma_{c,\ell,j}^2 \eta_{\ell,j}^2 \left[ \sigma_{a,r,\ell,j}^2 \eta_{\ell,j}^2 + \sigma_{n,r,\ell,j}^2 \eta_{\ell,j}^2 \right]^{-1}}{N_{R} (N_{R} - 1) (N_{R} + 1)} \right)}{N_{R} (N_{R} - 1) (N_{R} + 1)}.
$$

APPENDIX B
ESTIMATION PERFORMANCE FOR TRS
Here, as a contrast, we present the estimation performance for the TRS. For the observed radar signal presented in (3), in view of the AWGN, the pdf of $y_{r,j}$ conditioned on $\tau$ and $\theta$ is

$$
p (y_{r,j} | \tau, \theta) = \frac{\exp \left( -y_{r,j}^H (H_{\ell} \Sigma_{r,j} H_{r,j}^H + C)^{-1} y_{r,j} \right)}{\pi^K \det (H_{\ell} \Sigma_{r,j} H_{r,j}^H + C)},
$$

where

$$
C = \sum_{j=1, j \neq \ell}^{J} H_{r,j} \Sigma_{r,j} H_{r,j}^H + V_{r} V_{r}^H
$$

is the interference-plus-noise covariance matrix. The TOA/DOA ML estimation can be found by jointly searching over $(\tau_{\ell}, \theta_{\ell})$ to maximize $p (y_{r,j} | \tau, \theta)$. The joint ML estimator is unbiased and the CRB for $(\tau_{\ell}, \theta_{\ell})$ is a function of the SNR [42]–[45]. Then, the CRBs of TOA and DOA estimation, i.e., $C_{\tau,j,R}$ and $C_{\theta,j,R}$ for the TRS can be given by [27]

$$
C_{\tau,j,R} = \frac{6 \mathrm{tr} (C^{-1/2} H_{c,j} \Sigma_{r,j} H_{r,j}^H C^{-1/2})}{N_{R}(K \Delta f)^2}.
$$
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Further, the fused CRB of localization estimation for the TRS, i.e., $C_{\theta,j,R}$, can be given by

$$C_{\theta,j,R} = \frac{3\text{tr} \left( C^{1/2} H_j \Sigma_{r,j} H_j^\dagger C^{1/2} \right)^{-1}}{\pi^2 \sum_{\tau} \int\int_{\xi_{r,j} N_R (N_R - 1)} \left( \xi_{r,j} N_R (N_R + 1) \right)}.$$  

(56)

respectively.

Define $\xi_{r,1,j}, \cdots, \xi_{r,K,j}$ as the eigenvalues of the positive semidefinite matrix $C^{1/2} H_j \Sigma_{r,j} H_j^\dagger C^{1/2}$. Since frequency spacing among the subcarriers is sufficiently large, $\xi_{r,k,j} = \Gamma_{r,k,j}$. Therefore, the CRBs of TOA and DOA estimation, i.e., $C_{\tau,j,R}$ and $C_{\theta,j,R}$, for the TRS can be, respectively, written as

$$C_{\tau,j,R} = \frac{6\sum_{k=1}^{K} \xi_{r,k,j}}{N_R (K \Delta f)^2} = \frac{6\sum_{k=1}^{K} \Gamma_{r,k,j}}{N_R (K \Delta f)^2},$$  

(57)

$$C_{\theta,j,R} = \frac{3 \sum_{k=1}^{K} \xi_{r,k,j}}{\pi^2 \sum_{\tau} \int\int_{\xi_{r,j} N_R (N_R - 1)} \left( \xi_{r,j} N_R (N_R + 1) \right)} = \frac{3 \sum_{k=1}^{K} \Gamma_{r,k,j}}{\pi^2 \sum_{\tau} \int\int_{\xi_{r,j} N_R (N_R - 1)} \left( \xi_{r,j} N_R (N_R + 1) \right)}.$$  

(58)

Similar to the way of deriving the CRB of localization estimation for the IRCs (which is depicted in Eq. (45)), the CRB of localization estimation for the TRS, i.e., $C_{\theta,j,R}$, can be given by

$$C_{\theta,j,R} = d^2_{\tau,j} C_{\theta,j,R} + c^2 C_{\tau,j,R}.$$  

(59)

Further, the fused CRB of localization estimation for the TRS, i.e., $C_{\theta,j,R}^{\text{fused}}$, can be given by

$$C_{\theta,j,R}^{\text{fused}} = \left( \sum_{j=1}^{J} \left( d^2_{\tau,j} C_{\theta,j,R} + c^2 C_{\tau,j,R} \right) \right)^{-1}.$$  

(60)
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