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Abstract—This research critically analyses blockchain scaling solutions based on their ability to realistically balance properties of the blockchain trilemma. We’ve concluded this research by outlining a gap in the current body of literature, and implementation of scalability solutions. An extended-UTXO transaction model is proposed to overcome challenges associated with implementing both layer-one and layer-two scaling solutions in a blockchain system. The examination of industry approaches is used to justify this direction, and puts forth a basis for future work.

I. INTRODUCTION

Blockchain technology was first introduced by Satoshi Nakamoto in the Bitcoin whitepaper, in which they proposed a distributed ledger of transactions stored across a peer-to-peer (p2p) network of nodes. Transactions facilitate the transmission of digital assets over the blockchain network and store a record of that transaction in blocks using cryptographic trust to verify data validity, circumventing the need for a trusted central authority. Each block can be visualised as a single page, while the entire blockchain would be a full book [1]. Blockchain use has been growing exponentially since Bitcoin’s rise in 2013, and Ethereum’s in 2017. Smart contract projects like Solana and Cardano are pushing the boundaries encompassed in Web2, shifting design away from centralised infrastructure, by providing disruptive solutions to business sectors globally. The magnitude of this shift in thinking has accelerated a domain of decentralized financial services, applications and industry solutions due to the inherent benefits blockchain technology has across various use cases. Despite significant advancements since the days of primitive input-output ledger systems like Bitcoin, the industry still struggles to correctly balance the coexistence of features fundamental to a comprehensive blockchain solution.

A. Blockchain Trillema

Three fundamental properties of blockchain technology: decentralisation, security and scalability are regularly observed in research to have a challenging relationship. Generally to achieve two properties in-full projects sacrifice the third in some form. Zhou et al exemplifies the trilemma by explaining that, an introduction of centralised coordination can increase transaction speed by reducing computation costs, resulting in the sacrifice of complete decentralisation [2].

B. Research Objectives

In this research, we will be exploring recent technological developments in scaling at different layers of the blockchain stack and perform a comparative analysis to review how effectively the blockchain trilemma can be balanced with these solutions.

Observations will be made throughout about the feasibility of certain scaling solutions occurring harmoniously with the layer-one transaction models implemented across an array of projects. The necessity and support for smart contracts will be demonstrated where appropriate, both in transactional model support and automated scalability requirements.

II. BACKGROUND

A. Ledger State

At a high level, blockchains can be seen as state machines, which are used to permanently and immutably record the change in the state of the ledger. A state machine is a mathematical model which represents a machine with exactly one state at any time, capable of transitioning to a new state based on external interactions and documenting previous states [3]. The two main models used to represent how the state is recorded are Unspent Transaction Outputs (UTXO) and Account-based The UTXO model performs local and deterministic state management through the set of all transaction outputs stored within a ledger and is most notably used by Bitcoin. Following a newly created transaction, UTXOs are generated from the output to represent the value transferred and are then assigned to the receiver’s public address. A user can use any UTXOs that are assigned to their private key for further transactions, but once the transaction is verified and stored in the ledger, the UTXO will be considered spent and is no longer usable. This model does not incorporate accounts at the protocol level but uses wallets to maintain balance by recording the sum of all UTXOs for an account [4]. The account-based model tracks the global shared state of asset balances for all accounts on the network, with the Ethereum blockchain following this state model. The two account types seen in this model are the private-key user accounts and global smart contract accounts, both of which contain executable
code, account balance and internal memory. When a transaction is sent and verified on the ledger, the sender’s balance is decreased and the receiving account balance is increased by the same value. After a transaction has occurred, the global state is updated to reflect any changes to account balance [5]. The UTXO model maintains simple and deterministic state in distributed and concurrency computing environments, but is limited in functionality to execute expressive scripts. In contrast, the account ledger is focused on completely expressive smart contracts on a global shared state. IOHK proposed the Extended UTXO model, which builds upon Bitcoin’s UTXO model to maintain the inherent semantic simplicity while supporting a more expressive form of smart contracts than UTXO allows [6].

B. Public Key Cryptography

Public key cryptography (PKC) is built on the cryptographic primitive of Trapdoor Functions, which is a mathematical function that can be solved simply in one direction but is almost impossible to reverse and is integral to every single transaction that occurs on the blockchain [7]. Public key cryptography is used to create an algorithmically linked public-private key pair, comparable to a username and password. The private key is used to authorise and sign transactions being sent from the user, creating digital signatures that enforce sender provenance [8]. The public key is used to encrypt a transaction before being broadcast to the entire network to enhance privacy and confidentiality assuring that only the intended private key owner can decrypt and view the data. The keys and public addresses are managed by a wallet, either an application or specialised hardware, that keeps track of private key balances [8].

C. Blockchain Transactions

In both the UTXO and account-model transaction systems, sending digital assets to another account on the network follows very similar principles of transaction [9]. Each transaction contains a message with confirmation of both Alice the sender and of Bob the receiver, as well as the value of the digital assets being transferred. Alice will then encrypt and sign the transaction with the relevant keys, and then broadcast the transaction along with a fee to the p2p blockchain network [10]. Validator nodes will select transactions to be validated and generally prefer to maximise revenue from transaction fees. After the block is broadcast, validator nodes will validate that the transaction is valid and accurate then package it into a block with other unconfirmed transactions. This is then broadcast to all other network participants to ensure that the transaction inputs are signed and have not been already spent. When other nodes agree on the validity of a block they will receive a small incentive and the block will be passed along and queued for inclusion in the ledger, eventually coming to a global consensus when enough validators have confirmed the block to be valid [11]. Once the block has been added to the blockchain and confirmed, Bob will then receive the digital asset sent by Alice.

D. Smart Contract

Smart contracts are pieces of coded logic stored within a blockchain network in the form of high-level contract-oriented languages to be executed by nodes either manually or when certain conditions are met. Smart contracts contain state storage, specialised logic, a balance and a public/private key address and are capable of receiving assets. Contracts have been integrated into many blockchain networks and serve as part of the core technology enabling transactions to occur in decentralised applications [8]. The implementation of contracts allows more complex transactions of valued assets to occur without censorship, downtime or any centralised third parties to oversee transactions [9] [12].

E. Consensus Mechanism

Consensus mechanisms ensure that nodes within a distributed network stay synchronised and follow a consistent set of rules on how to validate new blocks and achieve Byzantine Fault Tolerance (BFT). BFT is a property of distributed systems that enable the participating nodes to agree on a single strategy to achieve global consensus regardless of failed components or untrustworthy nodes. These mechanisms enable blockchain systems to act in a trustless and decentralised manner, especially when interacting with faulty or malicious nodes [13]. Consensus mechanisms enable large groups of validator nodes to vote upon which block of transactions should be validated in a process called minting [13]. After a block has been minted by a validator and confirmed to coincide with the copy of the ledger currently maintained by them, it is appended to their copy of the ledger and broadcast out, coming to a global consensus on the state of transactions. The weight of a validators vote is proportional to the quantity of resources contributed to the network, with proof-of-work requiring computational power and the proof-of-stake consensus relying on tokens pledged to the network.
The requirement of resources to achieve consensus is deemed essential, as a “one-node, one-vote” approach could result in many nodes being set up to spoof the network and receive an imbalance of voting power [14].

F. Blockchain Structure

Once consensus has been achieved and there have been enough confirmations validating the transactions within the block, the block will be appended to the ledger and broadcast to all nodes to ensure a consistent state. Each block contains a timestamp for when it was appended to the chain, a random nonce (number used once), a merkleized transaction root hash, transaction data, the hash of the previous block and the hash of the current block, which is generated by hashing everything else contained within the block [15]. The previous block’s hash is tethered using a hash pointer, linking each block together in an immutable chain, seen in figure 2. If anything in a previous block is altered it will invalidate the entire chain from that point forward [15].

G. Merkle Root Tree

One of the key cryptographic functions utilised in blockchain technology is the Merkle root hash, which is a hash that represents all transactions within a block. The hash values of each transaction are appended together and then further hashed together until a single root hash is formed, as seen in figure 3 [16] [17]. If a singular bit of transaction data is changed within the Merkle tree, the root hash would no longer be valid and the chain would break. This method ensures an immutable and integrity-focused system where any alteration in block data will lead to inconsistency when validating the ledger [11].

III. RELATED WORKS

This section examines the various approaches to blockchain scaling, at each level of the blockchain stack. Layer-one consists of on-chain solutions, which is where the transactional model, consensus mechanism and blockchain architecture sits. Layer-two consists of any off-chain solution used to support the operation of an underlying layer-one solution, this includes sidechains and off-chain processing.

A. Layer 1 - On-chain

Transaction throughput doesn’t scale alongside network growth due to processing occurring sequentially. To solve this, the layer 1 network can be divided into shards acting as singular entities processing transaction validation in parallel. This allows throughput to scale out as the network grows (see Fig. 4). The following explores how select challenges are approached in different projects and literature.

1) Network Sharding: The first challenge in sharding is securely segmenting the network into smaller groups. Each shard must maintain Byzantine fault tolerance, which is difficult as shards are exponentially smaller than an entire network. To ensure probabilistic Byzantine fault-tolerance, shard assignment must be unbiased and randomised. Elastico tackles this in their identity establishment and shard formation phase, at the start of each epoch [18]. This is where nodes each generate an identity based on a correct proof-of-work (PoW) solution. The PoW solution is a publicly verifiable hash and has the following values inserted into it: “epoch randomness”, “IP address”, “public key” and “nonce”. Nodes are assigned uniformly at random to shards based on specific bits in the output hash of the PoW function. For example, all nodes with hashes ending in “0010” are assigned to “shard 1” and all
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hashes ending in “0111” to “shard 2”. Elastico assures epoch randomness is generated by a designated “final shard” at the end of each epoch, for use in the identity establishment of the next. Final consensus is achieved by the “final shard”, which computes the merkelized value of blocks from all other shards. The result of this is broadcast across the entire network at the end of each epoch [18]. Instead of Elastico’s PoW based identity establishment, OmniLedger uses a verifiable random function (VRF) to generate a ticket used in the unbiased and unpredictable election of a temporary shard coordinator. The VRF is a keyed cryptographic hash generated using a node’s private key, that can be verified and accessed using their public key [19]. In the event the elected coordinator is deemed to be malicious, OmniLedger uses the RandHound protocol to generate an unbiased random string (URS) calculated from the previously created VRF of each node. The URS is computed by the temporary leader, but the output is completely dependent on the VRFs produced by each individual node [20].

2) Transaction Sharding: After shard assignment, the next challenge is determining how transactions will be allocated to individual shards to ensure that double-spending isn’t possible by transacting the same funds in multiple shards [21]. Transactions can instead be handled based on certain attributes such as their sending address [22]. An address’s subsequent transactions are therefore handled by the shard which stores the transaction originators current UTXO state. Zilliqa’s sharding protocol uses a single directory service shard (DSS), to assign transactions to processing shards based on attributes, which operates similar to Elastico’s “final shard”. The DSS is also used in block synchronisation at the end of each epoch and can be conceptualised as a coordinator similar to beacon/parent chains used in layer 2 approaches [22].

3) Cross-shard Transactions: Finally, cross-shard transactions are critical to ensure the validity of transactions complying with different changing UTXO states across different shards [21]. OmniLedger proposes an atomic commit protocol to manage the finalisation, or roll back transactions based on the consensus of multiple shards [20]. Atomic commit transactions occur in three phases: (i) initialization, (ii) lock and (iii) unlock [21]. In this protocol, the client (transaction originator) is leveraged as an atomic coordinator. In initialization, the transaction is sent to multiple shards where the UTXO state is locked. Shards individually achieve consensus, responding with a cryptographic proof-of-acceptance (PoA) or proof-of-rejection (PoR) hash to the client. To commit the transaction, the client sends all PoAs to a predefined shard, where the transaction is unlocked and committed. Similarly, if any PoR is received, the client sends this to shards maintaining the locked UTXO, where it’s unlocked and rolled back [20]. This process ensures the transaction is either committed to a block on one shard or unlocked and rolled back on all shards. If the client doesn’t respond the state will be unlocked and rolled back allowing the UTXO to be spent in another transaction [21].

B. Layer 2 - Off-chain

Off-chain solutions are used to simulate horizontal scaling found with layer 1 sharding techniques. Alternative to small network shards, sidechains are used to handle transactions, achieving similar parallelization to individual UTXO shards. Sidechains rely on different validators and mechanisms to process transactions easing on-chain congestion. Such chains use two-way pegs to provide interoperability between the mainchain being scaled and itself, allowing a multidirectional asset transfer. The mainchain adopts a parent role, dictating underlying security, approving off-chain processing, and arbitrating off-chain disputes. This is comparable to designated coordinators in some layer-one sharding protocols [23]. Generally, the UTXO model is used to easily represent whether a state has been spent or not, ensuring accurate state transitions of the main-chain while minimising mass-exit costs. In Fig. 5, the two-way peg is seen sitting between the parent and childchain. Tokens from the parent are locked, with the equivalent value being created/unlocked on the child for the transaction to be processed [24].

![Fig. 5: Sidechain two-way peg](image)

Sidechain networks can be created, with a tree-like recursive parent/child relationship, filtering transaction processing away from bottlenecks. This approach to parallelization is known as a nested-chain. Transactions are delegated to children, which in turn may have generations of chains under them. This circumstance requires a chain to act in both a child and parent role. This architecture is implemented in the Plasma network, to increase Ethereum’s scalability and is demonstrated in Fig. 6 [25].
ensures the integration of a byzantine-fault tolerant consensus mechanism to manage the trustless state of consensus on the layer 1 chain [26]. By securing rollups with blockchain security mechanisms and storing transaction data on-chain, the hybrid system allows anyone to process transactions locally to detect fraud, initiate withdrawals from the rollup and also start producing batches of transactions.

Each rollup stored on-chain maintains a Merkle root hash of the batched transactions for the current state of the contract, known as the state-root, which includes account balances and rollup code logic. This is vital when verifying the state of a batch to see if the previous state-root hash of the batch matches with the current root-state. If they do match, the proposed state-root will transition into a new rollup state-root [27].

Although the transaction data stored on-chain is secured through consensus mechanisms, the transactions being executed and the change of state within the rollup contract will not be validated by the main-chains consensus. Rollups require alternative mechanisms to prove that the state-root of the contract following batch transaction confirmation is accurate. This is needed as without batch verification, a malicious actor can submit a batch with a fraudulent Merkle-root and incur no consequences, then being capable of transferring all digital assets within the rollups to their own account. There are two completely different approaches to solve the issue of fraudulent states, which are optimistic rollups and zero-knowledge rollups [28].

1) Optimistic Rollups: Optimistic rollups follow an interactive approach to verify whether a submitted batch has a fraudulent post-state root. Each rollup contract tracks the historical state-roots and the hash of each transaction batch. Transaction batches are confirmed optimistically, but if users discover that one of the batches produces an incorrect post-state root, they can generate and publish a fraud-proof containing the transaction and part of the Merkle tree to the chain proving that the batch was processed incorrectly [29]. Rollup contracts verify whether the fraud-proof is legitimate, and if it is deemed to be, that batch and all consequent batches are rolled-back. Rollups benefit from the main-chain security but do offer a lower throughput than Plasma and ZK Rollups. The trade-off for the lower throughput is the ability to scale smart contracts with an optimistic model [26]. Optimistic rollup projects include Optimism and Arbitrum [30][31].

2) Zero-Knowledge Proofs: ZK-rollup solutions are based on the concept of zero-knowledge proofs and validity proofs, which are both cryptographic proofs that get included with every batch. The ZK rollup framework makes use of zero-knowledge proofs, which lets observers immediately prove the validity of an assertion by ensuring that the post-state recorded to the main chain is the accurate result hash from executing the batch. This can be verified very quickly on-chain, regardless of how big the computation is. However, the computation required to create a ZK proof is expensive and only suitable for transaction management and not complex smart contract execution [26]. There are projects which are attempting to explore ZK Rollups, including ZKSync which uses the SNARK implementation and StarkEX implementing STARK proofs [32][33].

---

On-chain is essential to maintain transactional security as it enables the integration of a byzantine-fault tolerant consensus mechanism to manage the trustless state of consensus on the layer 1 chain [26].
Once a user wishes to withdraw their funds from the child-chain back to the main-chain, the user balance is calculated using spent and unspent transaction outputs that occurred on the side-chain associated with the user’s private key. This value of the native tokens on the side-chain is then put into a lockbox and unlocked on the parent-chain. There is typically a validation period for confirmation of the spent and unspent transactions to ensure accuracy [34].

IV. COMPARATIVE ANALYSIS

This section examines the impact on each property of the blockchain trilemma when implementing layer-one and layer-two scaling solutions across UTXO and account-based transaction models. Comparable metrics are up-scale factors, transaction throughput and dispute resolution. Qualitative comparison will be used to express the strengths and limitations of decentralisation and security.

A. Layer-One Sharding

The works of Luu et al. in Elastico presented a decentralised scalable solution to sharding and parallelisation, proposing feasible approaches to shard assignment without central coordination [18]. Although scaling increases with network growth linearly, individual shard security is sacrificed. This culminates in an 8% average shard failure probability, having negative security implications and undermining scaling through failure bottlenecks [21]. Resilience to byzantine threats decreases consistently, as shards are added, meaning infinite scaling eventually completely sacrifices system integrity. This can be partly attributed to small shard sizes [20]. Kokris-Kogias et al address bottleneck and security issues native to Elastico scaling through their work on OmniLedger. By increasing shard size byzantine fault tolerance is more effectively managed in a decentralised setting. The implementation of an atomic commit protocol directly combats double spending, an issue imperfectly solved in industry approaches previous to OmniLedger. Cross-shard atomicity ensures UTXO funds aren’t indefinitely locked as pending in-cases of malicious coordination. This was achieved through rejection and acceptance proof, with resilient commit and rollback parameters [20]. Probabilistically, OmniLedger could survive for 230 years before complete shard failure undermines the blockchain. In contrast Elastico can survive 1 hour, under the same parameters [35].

Zilliqa utilises directory service shards to increase security and transaction efficiency through transaction coordination. This mitigates double-spending and is a scalable solution to transaction sharding. Transaction speeds don’t scale as highly compared to RapidChain or OmniLedger, however transaction assignment is more secure[36].

B. Layer-Two Scalability

Plasma follows a nested, parent/child chain architecture built on Ethereum [9]. Although Ethereum supports a high level of decentralisation, Plasma can centralise aspects of processing activities due to centric coordination on some sidechains [25]. Security challenges are found in consensus, weakening the overall byzantine fault tolerance of the network. For these reasons Plasma severely sacrifices security and decentralisation in the pursuit of scalability.

Compared to Plasma ZKSync achieves far greater decentralisation and security at scale. Despite significantly lower transaction speeds and latency, ZKSync manages all three attributes of the blockchain trilemma while achieving impactful scalability. The zero-knowledge nature of this solution is privacy preserving by default, increasing overall system security.

Fig. 7: On-chain sharding comparison

| Transaction Model | Transaction Speed | Linear Scaling | Security | Decentralisation | Scalability |
|-------------------|------------------|---------------|---------|-----------------|-------------|
| Elastico          | 40 Tc/S          | Yes           | High shard failure with potential for double spend | No trusted third parties. Weak shards represented distributed single points of failure. | < 33% |
| OmniLedger        | 3500 Tc/S        | Yes           | Robust shard structure and secure transaction. | No trusted third parties or single points of failure. | 33% |
| Zilliqa           | 2500 Tc/S        | Yes           | Transaction assignment assures security objectives. | No trusted third parties or single points of failure. | 33% |

Fig. 8: Off-chain scaling comparison

| Architecture     | Plasma | Arbitrum | ZKSync |
|------------------|--------|----------|--------|
| Nested parent/child-chains | Optimistic Rollup | ZKRollup |
| Transaction Speed | 1000+ Tc/S | 40,000 Tc/S | 300+ Tc/S |
| Scalability      | Child-chains perform work and results are relied on parent-chain. Enables higher transaction capacity. Batches of transactions are performed in a rollup contract. |
| Decentralisation | Child-chains are generally controlled by central groups. Uses a trusted centralized sequencers who control the ordering of transactions. Non-custodial validators, have no power over user assets and are not required to withdraw any. |
| Security         | Poor consensus mechanisms. Most consensus, generating a final proof takes typically a week. | Main consensus, cutting-edge cryptographic primitives. |
| Dispute Resolution| Proof of Transaction Spindability & Proof of Stake Transaction. Multi round approach, executing small L2 transaction chunks to find the frauded one. | Transaction is verified by smart contracts through verifying a block proof-of validity. |
C. State Transaction Models

The core UTXO account model used by Bitcoin was designed to handle transactions from one user to another private key address. The way the unspent transactions are generated and spent means that these transactions have a greater chance of being scaled by processing them in parallel. Although the UTXO model has minimal expressiveness in terms of on-chain logic, the UTXO model enables scalability and confidentiality, with much simpler transaction verification.

Vitalik introduced the Account-model into the Ethereum blockchain, which runs on a global virtual machine which maintains a record of all transactions, users and even smart contracts. Accounts are run by private keys or smart contracts and store user assets as account balance. Although storing account state within the global state makes things easier, it also limits scalability options at layer one and requires the introduction of layer 2 solutions such as Plasma.

More recently, Cardano’s IOHK developed the eUTXO model, which maintains the core aspect of the UTXO model with regards to how each transaction consumes unspent outputs in order to produce new unspent transactions that can be further spent. As Cardano intended to implement smart contract functionality, using the basic UTXO model that was designed to do little more than handle payments would be unsuitable. This is highlighted through the lack of expressive coded logic available on-chain to UTXO systems. The use of an Account model addresses the issue of limited expressiveness by developing specialised smart contract accounts, becoming far too complex.

To create an eUTXO, two core additional pieces of functionality are needed to build upon the base UTXO model. The model needed to ensure that smart contract state was maintained and also enforce that the same smart contract logic is used throughout the whole sequence of transactions. This eUTXO model enables native-assets and smart contracts to be used on the UTXO model for the first time.

![State Transaction Model Comparison](image)

### V. FINDINGS AND EVALUATION

Through this research we’ve observed the inability to successfully implement layer-one sharding on account-based transactional models. As demonstrated in section III, account-based systems implement layer-two scaling to emulate the parallelization of UTXO sharding. We also observe the inability for off-chain automation dependent solutions to exist on UTXO based systems due to smart contract incompatibility. The impact of this lack of solution interoperability between layer one and two presents a glass ceiling of scale out potential.

Layer two projects such as Plasma still rely on a heavily constrained main chain for coordination and dispute resolution, zero-knowledge and optimistic rollups all have similar dependencies on parent coordination. If sharding were implemented harmoniously underneath these architectures, bottlenecks would be avoided in main-chain coordination. This allows both scalability layers to scale-out by a factor of the other.

Imagine a scenario where a mainchain can handle 10,000 transactions-per-second through off-chain scaling and smart contract automation. The overall network architecture can continually scale on layer-two through nested parent/child relationships, however coordination and resolution cause a mainchain bottleneck. Resolving this with layer-one solutions, such as OmniLedgers linear scale-out sharding would increase potential speeds by a factor of n, where n is equal to mainchain parrelization.

To address this we propose the use of an Extended-UTXO model that allows for smart contract compatibility. This specification allows for off-chain automation in rollups, while maintaining the ability to shard UTXO states and transactions at layer-one.

A. Design Architecture

The eUTXO follows the same graph based approach that the UTXO model does, complementing the concurrent and distributed attributes of blockchains. The graph based model eliminates the need for a globally shared mutable state, which is known to cause highly complex problems when facing computations involving that shared state. The first account model blockchain, Ethereum, did solve how to run expressive smart contracts on a global state machine capable of execution on-chain. The eUTXO is an extension onto the UTXO ledger which notably increases the expressiveness of the model, while still utilizing the concurrent data flows of unspent transactions.

In creating a more extensible model, transactions can occur on more expressive state machines without needing to use an account model. Each individual transaction that occurs on a concurrent chain represents steps in state machine and to utilize a more expressive model, the state needs to be maintained and the same contract code is used along the whole sequence of transactions.

The eUTXO model maintains contract state by extending unspent transaction outputs from being a pair of validator and digital asset to a now being a treble containing a validator, the asset and a datum, where the datum contains arbitrary contract specific data. The eUTXO model implements local state machines which are capable of running smart contracts on them to produce new unspent transactions as well as maintain the new state to be maintained. This enables developers to build distributed applications on massively scalable platforms.

OmniLedger inspired sharding protocols will be adapted to the eUTXO model using verifiable random function (VRF) to accomplish network sharding at layer-one. We intend to use a temporary shard coordinator delegated through VRF.
eUTXO transactions will be assigned through the use of a randomly chosen directory service shard. This phase is based on Zilliqa’s approach to transaction sharding [22]. We intend to use the unbiased random string generated by the temporary epoch coordinator to delegate this directory service shard.

The directory shard will assign transactions to shards based on the sender’s address and smart contract state being interacted with. Smart contract states will be maintained in the eUTXO transactions respective shard. Contracts will be fully executed globally at the end of each epoch when the directory service coordinator synchronises the entire network state.

As the eUTXO model supports the use of smart contracts, further layer 2 solutions such as Zero-Knowledge and Optimistic Rollups could be implemented, and even create nested chains that communicate through smart contract two-way pegs which could increase throughput exponentially.

VI. CONCLUSION

This research paper explored multiple scalability solutions both at layer-one and layer-two of the stack. The topics explored looked at how different protocols intend to increase the transaction throughput for a blockchain network and a comparative examination of these solutions was performed. The analysis contextualised their feasibility in different use cases, and system implementations. Each scalability aspect explored was analysed regarding how they balanced security and decentralisation from the blockchain trilemma, while improving the horizontal scaling of systems.

We observed that there was a lack of scalability integrations across different layers that was attributed to horizontally scaling on both the layer-one with state sharding and layer-two with smart contract implementations such as rollups or nested-chains. Most research identified was surrounding account model scalability, and very minimal work was done to explore smart contracts can be ran in parallel with UTXO.

We outlined a solution using making use of an extended and more expressive UTXO model, supporting parallelized UTXO state sharding, and support for smart contract dependent scaling through Zero-Knowledge rollups and nested side-chains.

A. Future Works

We intend to implement a layer one test-chain using a eUTXO state transaction model, adapting OmniLedger inspired protocols to it. Smart contract integration and testing will occur once this is completed, and the viability of various approaches and architectures will assessed.
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