I. Introduction

Stress is a prevalent risk factor for multiple diseases; therefore, an accurate and efficient prediction of stress levels could provide a means for targeted prevention and intervention in the personal healthcare domain [1,2]. Therefore, to prevent the occurrence of stress related diseases, stress should be detected and managed early. In general, stress detection is assessed subjectively through surveys, and subjective health conditions tend to be evaluated higher than the actual personal health status of individuals [2]. Nonetheless, surveys are used to evaluate an individual’s stress condition with ease of measurement and requiring little time. So far, there have been several domestic studies on the relationship between stress, physical activity, and lifestyle; however, most studies have been limited to specific groups and variables [2-4]. This is also true for previous studies on stress assessment [5,6]. Therefore, there is a need to develop a method for evaluating stress of an unspecified majority of people using various variables.

Objectives: Stress management is related to public healthcare and quality of life; an accurate stress classification method is necessary for the design of stress monitoring systems. Therefore, the goal of this study was to design a novel stress classification model using a deep learning method. Methods: In this paper, we present a stress classification model using the dataset from the sixth Korea National Health and Nutrition Examination Survey conducted from 2013 to 2015 (KNHANES VI) to analyze stress-related health data. Statistical analysis was performed to identify the nine features of stress detection, and we evaluated the performance of the proposed stress classification by comparison with several stress detection models. The proposed model was also evaluated using Deep Belief Networks (DBN). Results: We designed profiles depending on the number of hidden layers, nodes, and hyper-parameters according to the loss function results. The experimental results showed that the proposed model achieved an accuracy and a specificity of 66.23% and 75.32%, respectively. The proposed DBN model performed better than other classification models, such as support vector machine, naive Bayesian classifier, and random forest. Conclusions: The proposed model in this study was demonstrated to be effective in classifying stress detection, and in particular, it is expected to be applicable for stress prediction in stress monitoring systems.
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Stress classification and prediction techniques using machine learning methods, such as support vector machine (SVM) and k-means clustering, have been researched to improve their classification or prediction results [7,8]. Xu et al. [7] suggested a novel cluster-based analysis method to measure perceived stress using physiological signals, which accounts for the inter subject differences with a k-means clustering process. This method shows better evaluation accuracy than traditional methods without clustering. Sani et al. [8] introduced a method to classify stress subjects based on electroencephalography signal using SVM with a classification rate of 83.33% using radial basis function kernel function. However, these techniques require complex and stochastic signal-processing of physiological signals, which are not appropriate for the construction of prediction models based on big data and the development of deep learning technology.

Recently, prediction models have been based on artificial intelligence, and many methods using machine learning and statistics have been proposed for data mining in the healthcare sector [9]. Prediction models using these cutting-edge techniques have been used in many fields, and their value in the healthcare industry is gradually increasing. Among machine learning methods, the Deep Belief Network (DBN) is an advanced learning method using artificial neural networks that involves a high level of technology and performs well [10]. The DBN was used for handwriting recognition [11,12], and image recognition [13,14]. It consists of several layers of controlling restricted Boltzmann machine (RBM) and uses supervised learning through back propagation after pre-training with uncoordinated learning techniques [15]. Specifically, it lies at the boundary between supervised learning (where both input and label (output) data are provided) and unsupervised learning (which learns only by input data). The technique available for both labeled and unlabeled training samples is called semi-supervised learning [16]. The DBN is used in various medical fields and is widely used in medical research because of its excellent performance [17-19].

In this paper, we propose a DBN-based stress classification model that uses stress-related physical activity and lifestyle data obtained from the 2013–2015 Korea National Health and Nutrition Examination Survey (KNHANES VI) database [20] and existing literature. First, we examined whether stress evaluation was possible by comparing the stress-related physical activity and lifestyle data of people under 19 years and 80 years of age according to those who usually felt stressed and those who did not. Second, the DBN-based stress classification model was implemented as a feature of the physical activity and lifestyle data that were judged to be meaningful in assessing stress.

The remainder of this paper is organized as follows. Section II presents the proposed system and data processing method. Section III describes the design and implementation of the proposed stress classification by a deep learning model using the KNHANES VI dataset. Section IV discusses the experimental results and provides conclusions.

II. Methods

The research structure of this work is presented in Figure 1. From the KNHANES VI dataset, we selected stress-related physical activity and lifestyle data, such as sleep time, systolic blood pressure, body mass index, drinking, and smoking. The selected data were statistically analyzed to extract the variables that were considered significant for stress assessment. Clustering, DBN modeling, and model performance evaluation were performed on the extracted variables.
Clustering was conducted to investigate the possibility of stress classification through unsupervised learning with the statistical analysis data. In the DBN modeling, the statistical analysis data was used as a feature, and it was observed that stress classification was possible based on DBN. Finally, to evaluate the performance of the DBN model, we compared the stress classification results obtained using the statistical analysis data by existing models and the DBN model.

1. Dataset
This study analyzed the records of adults aged from 19 to 80 years of age from the dataset obtained by the Health Questionnaire and Nutrition Survey conducted during the 2013–2015 KNHANES VI. In KNHANES VI (2013–2015), the questionnaire responses were classified into four categories of stress cognition. Of these, only the stress cognitive group (feeling a lot of stress and hardly feeling) was selected. The variables for classifying stress were extracted based on domestic studies on the relationship between stress, physical activity, and lifestyle. Input variables for learning included age, gender, sleeping time, pulse rate, systolic blood pressure (SBP), diastolic blood pressure (DBP), height, weight, and body mass index (BMI) as well as smoking and drinking behavior. Output variables included whether the subjects were stressed or not.

There was a total of 22,948 experimental records from KNHANES VI (2013–2015). Except for the uncertain (non-respondent, null value) respondents, there were 14,622 records. Of the 14,622 records, the number of people who felt strongly stressed was 647, and the number of people who did not feel stressed was 2,533. Therefore, the number of stressed people was absolutely insufficient. Thus, the group that did not feel stressed was referred to as low-stress; and the group that felt very stressed was referred to as high-stress. A sample of 7 out of the 647 people who were severely stressed was excluded. The reason for this is that only 80% of the final dataset is learned with data, and we anticipated that the factor of the final dataset should be a whole number. Therefore, a total of 640 samples were extracted from the 2013–2015 data for each group, and the final dataset comprised 1,280 records.

2. Statistical Analysis
A t-test was conducted between the low-stress and high-stress groups to compare the respective averages of age, sleep time, pulse rate, SBP, DBP, height, weight, and BMI. A chi-square test was conducted to analyze the relationship between gender, drinking and smoking variables, and stress.

IBM SPSS Statistics 24.0 (IBM, Armonk, NY, USA) was used for the statistical analysis. A significance level of $p < 0.05$ for both the t-test and chi-square test was used to determine the appropriate variables to classify stress.

A confusion matrix was used to compare classification ability. The confusion matrix was mainly used as a performance evaluation indicator of the model. Accuracy, sensitivity, and specificity were measured as shown in Figure 2. The matrix was composed of the stress (low stress, high stress) classification results of the test data set.

3. Deep Belief Network
A DBN is a deep layer neural network with multiple layers of RBM [22]. An RBM consists of one input layer into which data is input and one hidden layer where feature values are learned. All input layer and hidden layer nodes are connected to each other, but the nodes in the same layer are not connected at all. In an RBM, the nodes of the input layer learn feature values by determining how much the input data is delivered to the hidden layer according to a probability. After learning all the input values, it passes through the reconstruction process to transfer the hidden layer values to the nodes of the input layer. The result of the reconstruction process is an approximation of the input value, and learning of the RBM gradually reduces errors by repeating the above two processes. Thus, the hidden layer becomes a feature value representing the input layer [23].

A DBN is divided into two stages. The first stage is unsupervised pre-training that learns features only with input values without labels. The process is carried out as follows. The input value learns the first hidden layer $x$, which in turn, learns the second hidden layer. The second stage is tuning with an error back propagation algorithm using a label with supervised fine-tuning [24].
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An RBM is a generative stochastic neural network that can learn a probability distribution over its set of inputs. A joint configuration \((v, h)\) of the visible nodes \(h\) and hidden nodes \(h\) can be represented by the following energy function:

\[
E(v, h) = -\sum_{ij} v_i h_j w_{ij} - \sum_i b_i v_i - \sum_j b_j h_j
\]

where \(v_i\) is the binary state of visible node \(i\), \(h_j\) is the binary state of hidden node \(j\), \(w_{ij}\) is the weight between nodes \(i\) and \(j\), \(b_i\) is the bias term of visible node \(i\), and \(b_j\) is the bias term of hidden node \(j\).

4. Deep Learning Platform

In this study, DeepLearning4J (DL4J), a Java-based toolkit for building, training, and distributing neural networks, was used in the DBN. DL4J is a domain-specific language used to configure deep neural networks, which are made of multiple layers. In the DL4J platform, hyperparameters are variables that determine how a neural network learns with Java syntax [25,26]. For example, we can declare and build the configuration of visible and hidden layers through the Multilayer-Configuration object including optimal functions, such as sigmoid active function.

III. Results

1. Dataset Characteristics

The distribution of physical activity/lifestyle records, according to the 1,280 stresses recorded in the study, is shown in Table 1. The \(t\)-test was used for continuous variables and the chi-square test for categorical variables. The significance level of both tests was \(p < 0.05\). Variables with a \(p\)-value less than 0.05 were gender, age, sleep time, pulse rate, SBP, height, weight, drinking, and smoking, making a total of nine variables related to stress.

2. DBN Model Design

The performance of the model depends on the number of hidden layers, nodes, and hyperparameters. To design a proper DBN-based stress classification model, we varied the number of layers, nodes and hyperparameters.

Table 2 shows the accuracy of the stress classification model according to the number of layers, nodes, and hyperparameters. Here, ‘number of layers’ is the number of layers in the DBN model, and ‘number of nodes’ is the number of nodes per layer. Additionally, ‘batch size’ refers to the grouping of multiple input data; ‘epoch’ is the number of times when training data is exhausted in one unit as 1 epoch; ‘L2 regularization’ is a commonly used normalization technique to prevent overfitting, which is overly optimized for only one dataset; ‘learning rate’ indicates the amount to update the value of the parameter; and ‘momentum’ means that parameter updates can be accelerated or decelerated [27]. Figure 3 shows the loss function graph according to the profile in Table 2. The x-axis represents the epoch, and the y-axis represents the loss. The loss function is a function that defines the error between the actual output and the expected output.

| Physical activity and lifestyle | Low stress | High stress | \(p\)-value |
|--------------------------------|------------|-------------|-------------|
| Gender                        |            |             | 0.001       |
| Man                           | 293        | 233         |             |
| Woman                         | 347        | 407         |             |
| Avg. age (yr)                 | 58.33      | 48.17       | 0.000       |
| Avg. sleep time (hr)          | 6.80       | 6.31        | 0.000       |
| Avg. pulse rate (bpm)         | 69.80      | 71.69       | 0.000       |
| Avg. SBP (mmHg)               | 121.71     | 118.17      | 0.000       |
| Avg. DBP (mmHg)               | 74.58      | 75.35       | 0.189       |
| Avg. height (cm)              | 160.70     | 162.03      | 0.014       |
| Avg. weight (kg)              | 62.04      | 63.38       | 0.049       |
| Avg. BMI (kg/m\(^2\))         | 23.95      | 24.04       | 0.672       |

| Drinking                      |            |             | 0.004       |
| No                            | 344        | 293         |             |
| Yes                           | 296        | 347         |             |

| Smoking                       |            |             | 0.000       |
| No                            | 544        | 476         |             |
| Yes                           | 96         | 164         |             |

SBP: systolic blood pressure, DBP: diastolic blood pressure, BMI: body mass index.

Table 2. Performance comparison of Deep Belief Network model according to parameter variations

| Profile | Profile | Profile | Profile |
|---------|---------|---------|---------|
| Number of layers | 1 | 2 | 1 | 1 |
| Number of nodes   | 6 | [6, 4] | 6 | 6 |
| Batch size        | 1024 | 1024 | 768 | 768 |
| Epoch             | 100 | 100 | 150 | 150 |
| L2 regularization | 0.007 | 0.007 | 0.005 | 0.007 |
| Learning rate     | 0.0009 | 0.0009 | 0.0003 | 0.0002 |
| Momentum          | 0 | 0 | 0 | 0.1 |
| Sensitivity       | 0.625 | 0.446 | 0.597 | 0.571 |
| Specificity       | 0.677 | 0.602 | 0.688 | 0.753 |
| Accuracy (%)      | 64.88 | 51.71 | 64.29 | 66.23 |
Therefore, the closer the value of the loss is to zero, the more similar it is to the actual value [27]. To compare the four profiles, the graph of the loss function was equalized to the size of the epoch and the maximum and minimum losses. A comparison of the results shows that the loss value closest to 0 is that of profile 1, but considering the accuracy, sensitivity, and specificity, profile 4 is the optimal model.

3. DBN Model
The DBN has one hidden layer and seven input nodes (gender, age, sleep time, pulse rate, SBP, BMI, drinking, and smoking), six hidden nodes, and two output nodes (low-stress, high-stress). The hyperparameters, namely, batch size, epoch, L2 regularization, learning rate, and momentum were set to 768, 150, 0.007, 0.0002, and 0.1, respectively. The statistically analyzed dataset was divided into a training set (which comprised 80%) and a testing set (which comprised 20%). As shown in Figure 4, the measured accuracy of the stress classification model generated through learning was 66.23%.

4. Experiment Results
We compared the performance of the proposed DBN with various models, namely, naive Bayesian (NB), decision tree (DT) and SVM. The proposed statistical DBN (using seven
IV. Discussion

In this study, we classified stress based on DBN using physical activity and lifestyle data. Data were obtained from the KNHNES from the 2013–2015 period. Table 1 shows that statistically significant results were obtained from the data obtained with $p < 0.05$ for each item (physical activity and lifestyle). The input variables of gender, age, sleep time, pulse rate, SBP, height, weight, drinking and smoking showed a statistically significant relationship with stress-related physical activity and lifestyle data. In other words, stress can be classified with a DBN model consisting of these nine input variables and two output variables (low-stress, high-stress). Setting hyperparameters in DBN research requires iterative processes and a large number of steps. In addition, the fine adjustment of the hyperparameters leads to changes in the output values, such as sensitivity, specificity, and accuracy; however, the variation is not large, and the result, which is proportional to the set value, cannot be output. Therefore, in this study, we grouped the results of the output values together as profiles during the process of observing output values with various hyperparameter values. As a result, it was confirmed that profile 4, having the best accuracy and specificity achieved excellent results. The accuracy of profile 4 was 66.23%, which is similar to that of NB (65.23%), DT (63.28), and SVM (66.02%). As the results show, SVM is time consuming because it has an accuracy similar to the DBN model, but it requires the labelling of each piece of data (correct answer) through supervised learning techniques. On the other hand, the DBN model can save time because the semi-supervised learning technology allows the use of unlabeled training samples. Therefore, although the accuracy values of the SVM and DBN model are similar, the performance of DBN model is better considering human labeling time. However, the results of this study have the following limitations. The stress classification model implemented in this work cannot be used to investigate the degree of the two subdivided cases of stress. To design a more accurate stress classification method, the degree of stress must be studied in greater detail.

In this study, the goal was to design a novel stress classification model using a deep learning method. Therefore, we presented a stress classification model, which was evaluated by using a total of 14,622 experimental records of the KNHANES VI (2013–2015) dataset to analyze stress-related health data. The statistical analysis data was used as a feature, and it was observed that stress classification was possible
based on the proposed DBN model. We designed profiles based on the number of hidden layers, nodes, and hyperparameters according to the loss function results. The experimental results showed that the proposed model achieved an accuracy and a specificity of 66.23% and 75.32%, respectively. The proposed DBN model performed better than other classification models, namely, support vector machine, naive Bayesian classifier, and random forest. The model proposed in this paper was demonstrated to be effective in classifying stress detection, and it is expected to be applicable for stress prediction in stress monitoring systems.
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