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Abstract

Recurrent neural language models are the state-of-the-art models for language modeling. When the vocabulary size is large, the space taken to store the model parameters becomes the bottleneck for the use of recurrent neural language models. In this paper, we introduce a simple space compression method that randomly shares the structured parameters at both the input and output embedding layers of the recurrent neural language models to significantly reduce the size of model parameters, but still compactly represent the original input and output embedding layers. The method is easy to implement and tune. Experiments on several data sets show that the new method can get similar perplexity and BLEU score results while only using a very tiny fraction of parameters.

Introduction

Neural language models are currently the state of the art model for language modeling. These models encode words as vectors (word embeddings) and then feed them into the neural network (Bengio, Ducharme, and Vincent 2003). The word vectors are normally trained together with the model training process. In the output layer, the hidden states are projected to a vector with the same size as the vocabulary, and then a softmax function translates them into probabilities.

Training neural language models is time consuming, mainly because it requires estimating the softmax function at every time stamp. There have been many efforts that try to reduce the time complexity of the training algorithm, such as hierarchical softmax (Goodman 2001; Kim et al. 2016), importance sampling (Bengio and Sen´ecal 2008; Grave et al. (2016)), and noise contrastive estimation (NCE) (Mnih and Teh 2012). It is also desirable to train very compact language models for several reasons: 1. Smaller models are easier to use and deploy in real world systems. If the model is too large, it is possible that it will need multiple server nodes. 2. Mobile devices have limited memory and space, which makes it impossible to use large models without server access. 3. Smaller models also decrease the communication overhead of distributed training of the models.

It has been shown there is significant redundancy in the parametrization of deep learning models (Denil et al. 2013). Various pruning and parameter reduction methods have been proposed. In general, there are two types of neural network compression techniques. The first one involves retraining. First a full size model is trained, and its weights are pruned. Then the model is retrained (Han, Mao, and Dally 2016). The second one is to encode parameter sharing into the model and directly train the compressed model, such as HashNet (Chen et al. 2015) and LightRNN (Li et al. 2016). The approach proposed here belongs to the second type.

The input layer and output layer contain the largest portion of parameters in neural language models since the number is dependent on the vocabulary size. In this paper, we mainly focus on reducing the number of parameters in the embedding layers. The main contribution is introducing a simple space efficient model compression method that randomly shares structured parameters, and can be used in both the input layer and the output layer. The method is easy to implement and tune. It can also be viewed as a regularization that leads to improved performance on perplexity and BLEU scores in certain cases.

Related Work

There are many efforts that improve the space efficiency of neural language models. Kim et al. (2016) works with character level input, and combines convolutional neural networks (CNN) with highway networks to reduce the number of parameters. And later Jozefowicz et al. (2016) extends the CNN embedding idea to the output layer, comes up with a new CNN softmax layer, and also scales the method to a one billion word corpus (Chelba et al. 2013). Ling et al. (2015) introduces a model for constructing vector representations of words by composing characters using bidirectional LSTMs.

Although the above models use the character level information to reduce the model size of embedding layers, there have been many approaches that try to reduce the parameters without using this additional information. Mikolov et al. (2011) introduces the compression layer between the recurrent layer and the output layer, which not only reduces the number of parameters in the output layer, but also reduces the time complexity of training and inference. Grave et al. (2016) improves the hierarchical softmax by assigning word clusters with different sizes of embeddings; it tries to
utilize the power of GPU computation more efficiently, but also reduces the number of parameters significantly.

Chen et al. (2016) proposes to represent rare words by sparse linear combinations of common already learned ones. The sparse code and embedding for each word are precomputed and are fixed during the language model training process. The method we propose here is different in that the codes for each word are selected randomly and the embeddings are learned in the process of model training and the sub-vectors are concatenated together to form the final word embedding.

Li et al. (2016) uses 2-component shared embedding as the word representation in LightRNN. It uses parameter sharing to reduce the model size, which is similar to the method proposed here. But the two components for a word are fed into RNN in two different time stamps in LightRNN. The method proposed here is most similar to the model used in Suzuki and Nagata (2016), but their work is not about language modeling.

The model proposed here can be understood as introducing random weight sharing into the embedding layers for language models, which shares the same idea with HashNet (Chen et al. 2015), but uses a different sharing scheme.

**Random Parameter Sharing at Input and Output Embedding Layers**

We use deep Long short-term memory (LSTM) as our neural language model. In each time stamp \( t \), the word vector \( h_t^l \) is used as the input. We use subscripts to denote time stamps and superscripts to denote layers. Assume \( L \) is the number of layers in deep LSTM neural language model, then \( h_t^L \) is used to predict the next word. The dynamics of an LSTM cell, following (Zaremba, Sutskever, and Vinyals 2014), are:

\[
\begin{pmatrix}
    i \\
    f \\
    o \\
    g
\end{pmatrix} =
\begin{pmatrix}
    \text{sigm} \\
    \text{sigm} \\
    \text{sigm} \\
    \tanh
\end{pmatrix}
T_{2n,4n} \left( D(h_{t-1}^L) \right)
\]

\[
h_t^L = o \odot \tanh(c_t^L)
\]

\[
c_t^L = f \odot c_{t-1}^L + i \odot g
\]

In the formula, \( \odot \) is element-wise multiplication, \( T_{a,m} : \mathbb{R}^n \rightarrow \mathbb{R}^m \) is an affine transform, and \( D \) is the dropout operator that sets a random subset of its argument to zero.

Assuming the vocabulary size is \( V \), and both the word vector size and the number of hidden nodes in the recurrent hidden states are \( N \), then the total number of parameters in the embedding layer is \( N \times V \). The embedding layers of character level models (Kim et al. 2016; Ling et al. 2015) are related in that the word embeddings between different words are dependent on each other. Updating the word embedding for each word will affect the embeddings for other words. Dependent word embedding helps reduce the number of parameters tremendously. In this paper, we design a simple model compression method that allows the input word embedding layer and softmax output layer to share weights randomly to effectively reduce the model size and yet maintain the performance.

**Compressing Input Embedding Layer**

Assume we divide the input word embedding vector \( h_t^0 \in \mathbb{R}^N \) into \( K \) even parts, such that the input representation of the current word is the concatenation of the \( K \) parts \( h_t^0 = [a_1, ..., a_K] \), and each part is a sub-vector with \( \frac{N}{K} \) parameters. For a vocabulary of \( V \) words, the input word embedding matrix thus is divided into \( V \times K \) sub-vectors, and we map these sub-vectors into \( M \) sub-vectors randomly but as uniformly as possible in the following manner: we initialize a list \( L \) with \( K \times V \) elements, which contains \( \frac{N}{K} \) copies of the sequence \([1...M]\). Then the list is shuffled with the Fisher-Yates shuffle algorithm and the \( i \)th word’s vector is formed with \([a_{L(iK+1)}, a_{L(iK+2)}, ..., a_{L(iK+M)}]\). This helps to make sure that the numbers of times each sub-vector is used are nearly equal.

In this way, the total number of parameters in the input embedding layer is \( M \times \frac{N}{K} \) instead of \( V \times N \), which makes the number of parameters independent from the size of vocabulary. The \( K \) sub-vectors for each word are drawn randomly from the set of \( M \) sub-vectors.

For example, as shown in Fig 1, if in total there are four words in the corpus (\( V=4 \)), and each word vector is formed by two sub-vectors (\( K=2 \)), and therefore there are in total eight sub-vectors in the input embedding matrix, assume that these eight sub-vectors are mapped into three sub-vectors (\( M=3 \)), which are indexed as \( a_i, i \in \{1, 2, 3\} \). Then the word vectors can be assigned like this: \([a_1, a_2], [a_1, a_3], [a_2, a_3], [a_3, a_1]\). In this example, the compression ratio is \( 3/8 \), and the number of parameters in the new embedding layer size is only \( 37.5\% \) of the original one.

If the number of sub-vectors is large enough and none of the word vectors share sub-vectors, then the input embed-
Compressing Output Embedding Layer

The output matrix can be compressed in a similar way. In the output layer, the context vector \( h \) is projected to a vector with the same size as the vocabulary, such that for each word \( w \), we compute \( z_w = h^T e_w \), which is then normalized by a softmax non-linearity: \( p(w) = \frac{\exp(z_w)}{\sum_{w' \in V} \exp(z_{w'})} \). If we treat each \( e_w \) as a word embedding, we can then use a similar parameter sharing technique to the one used in the input layer, and let \( e_w = [a_{w1}, ..., a_{wK}] \) where \( a_i \) are sub-vectors.

The structured shared parameters in the output layer make it possible to speed up the computation during both training and inference. Let \( S \) be \( K \) sets of sub-vectors, \( S_1, S_2, ..., S_K \), such that \( S_i \cap S_j = \emptyset, \forall i \neq j \). The first sub-vector in each word’s embedding will be selected from \( S_1 \), the second from \( S_2 \), and so on. If we also divide the context vector into \( K \) even parts \( h = [h_1, ..., h_K] \), then \( z_w = \sum_{i=1}^{K} h_i^T a_{w_i} \). We can see that \( h_i \) will only be multiplied by the sub-vectors in \( S_i \). Because many words share the same sub-vectors, for each unique \( h_i a_{w_i} \), we just need to compute the partial dot product once. So in order to evaluate all \( z_w \), we need two steps with dynamic programming:

1) We first compute all the unique \( h_i a_{w_i} \) values. It is easy to see that the total number of unique dot product expressions will be the same as the total number of sub-vectors. The complexity of this step is \( O(M K) \), where \( M \) is the total number of sub-vectors. This step can be done with \( K \) dense matrix multiplications.

2) Each \( z_w \) is the sum of \( K \) partial dot products. Because the dot product results are already known from the first step, all we need to do is sum the \( K \) values for each word. The complexity of this step is \( O(V K) \).

In summary, the complexity of evaluating the new softmax layer will be \( O(M K + V K) \), instead of \( O(V H) \) for the original softmax layer. The inference algorithm is listed in Algorithm 1.

| Algorithm 1: Inference Algorithm |
|---|
| 1) Divide the hidden vector \( h \) into \( K \) even parts; |
| 2) Evaluate the partial dot products for each (hidden state sub-vector, embedding) pair and cache the results; |
| 3) Sum the result for each word according to the sub-vector mapping table; |

Connection to HashNet, LightRNN and Character Aware Language model

The most similar work to our method is the HashNet described in Chen et al. (2015). In HashNet, all elements in a parameter matrix are mapped into a vector through a hash function. However in our approach, we randomly share sub-vectors instead of single elements. There are three advantages in our approach, 1) Our method is more cache friendly: since the elements of the sub-vectors are adjacent, it is very likely that they will be in the same cache line, thus it accesses the memory more efficiently than HashNet, where the first step of the output layer computation is \( K \) dense matrix multiplications. 2) Our method actually decreases the memory usage during training. When training HashNet on GPUs, the parameter mapping is usually cached, thus saving no space. With our method, it’s possible to train models with 4096 hidden states on the BillionW dataset using one GPU, in which case the uncompressed output embedding is more than 12GB when each number uses 32 bits. 3) As shown in the previous section, it is possible to use dynamic programming to reduce the time complexity of the output layer with a simple modification. If the sub-vector’s size is equal to 1 (\( K=H \)), and the random shuffle is replaced with the hash function, then HashNet could be treated as a special case of our model.

Our approach differs from LightRNN (Li et al. 2016) in that our approach is able to control the compression ratio to any arbitrary value, while LightRNN can only compress at the rate of square or cube root of vocabulary size, which could be too harsh in practical applications.

The character-aware language model can be explained as a parameter sharing word-level language model, where each word shares the same character embedding vectors and a convolutional neural network (CNN). Conversely this model can also be explained as a simplified character-aware language model from Kim et al. (2016) and Jozefowicz et al. (2016). In the character-aware language model, each character in a word is first encoded as a character embedding, and then it uses a CNN to extract character n-gram features, and then these features are concatenated and fed through several layers of highway network to form the final word embedding. In this model, if we treat the sequence of sub-vector ids (virtual characters) as each word’s representation, the word embedding then can be treated as concatenated unigram character feature vectors. The advantage of using the real character representation is that it can deal with out-of-vocabulary words nicely, but the cost is that the model is more complicated and to speed up inference, it needs to precompute the word embeddings for the words, so it couldn’t stay in its compact form during inference. The model proposed here is much simpler, and easier to tune. And during inference, it uses much less space and can even decrease the complexity of inference. With the same space constraint, this will enable us to train language models with even larger number of hidden states.

Experiments

We test our method of compressing the embedding layers on various publicly available standard language model data sets ranging from the smallest corpus, PTB (Marcus, Marcinkiewicz, and Santorini 1993), to the largest, Google’s BillionW corpus (Chelba et al. 2013). 44M is the 44 million word subset of the English Gigaword corpus (Graff and
The description of the datasets is listed in Table 1.

The weights are initialized with uniform random values between -0.05 and 0.05. Mini-batch stochastic gradient descent (SGD) is used to train the models. For all the datasets except the 44M and BillionW corpora, all the non-recurrent layers except the word embedding layer to the LSTM layer use dropout. Adding dropout did not improve the results for 44M and BillionW, and so the no-dropout results are shown.

We use Torch to implement the models, and the code is based on the code open sourced from Kim et al. (2016). The models are trained on a single GPU. In the experiments, the dimension of the embeddings is the same as the number of hidden states in the LSTM model. Perplexity (PPL) is used to evaluate the model performance. Perplexity over the test set with length of $T$ is given by

$$
\text{PPL} = \exp\left(-\frac{1}{T} \sum_{i=1}^{T} \log(p(w_i|w_{<i}))\right).
$$

When counting the number of parameters, for convenience, we don’t include the mapping table that maps each word to its sub-vector ids. In all the experiments, the mapping table is fixed before the training process. For particularly large values of $K$, the mapping table’s size could be larger than the size of parameters in its embedding layer. It is possible to replace the mapping table with hash functions that are done in HashNet (Chen et al. 2015). We added end of sentence tokens to all the datasets with the exception of the experiments in table 4. Those experiments omit the end of sentence token for comparison with other baselines.

Similar to the work in Jozefowicz et al. (2016), compressing the output layers turns out to be more challenging. We first report the results when just compressing the input layer, and then report the results when both input layers and output layers are compressed. In the end, we do reranking experiments for machine translation and also compare the computation efficiency of these models.

### Experiments on Slim Embedding for Input Layer

For the input layer, we compare two cases. The first case is the one just using the original word embedding (NE), a second case is the one compressing the input embedding layer with different ratio (SE). The first case is the uncompressed model that uses the same number of hidden states and uses the same full softmax layer and has much larger number of parameters. We first report the results on Penn Treebank (PTB) dataset. For PTB, the vocabulary size is 10K, and has 1 million words.

Tables 2 and 3 show the experimental results on the PTB corpus when using 300 and 650 hidden nodes respectively. In both tables, the column Dropout denotes the dropout probability that is used from the input embedding layer to the LSTM layer; all other non-recurrent layers use dropout probability of 0.5 in both NE and SE. Size is the number of parameters in the compressed input word embedding layer relative to the original input word embedding. The experiment on the input layer shows the compression of the input layer has almost no influence on the performance of the model. The SE model with 650 hidden states manages to keep the PPL performance almost unchanged even when the input layer just uses 1% of trainable parameters. And when the input layer is trained with dropout, it gives better results than the baseline.

Fig 2 and Fig 3 are the results on 44M giga world sub-corpus where 512 hidden notes are used in the two layer LSTM model. Baseline denotes the result using the original LSTM model. Fig 2 shows the perplexity results on the test datasets, where we divide each word input embedding vector into eight sub-vectors ($K = 8$), and vary the number of new embedding sub-vectors, $M$, thus varying the computation efficiency of these models.
pressed model size, i.e., compression ratio, from 1 to 1/512.

We can see that the perplexity results remain almost the same and are quite robust and insensitive to the compression ratio: they decrease slightly to a minimum of 96.30 when the compression ratio is changing from 1 to 1/8, but increase slightly to 103.61 when the compression ratio reaches 1/512. Fig 3 shows the perplexity results where we divide each word input embedding vector into different numbers of sub-vectors from 1 to 512, and at the same time vary the number of sub-vectors, $M$, so as to keep the compression ratio constant, 1/8 in this case. We can see that the perplexity results remain almost the same, are quite robust and insensitive to the size of the sub-vector except in the case where each word contains only one sub-vector, i.e. $K = 1$. In this case, multiple words share identical input embeddings, which leads to worse perplexity results as we would expect. When the dimension of input embedding is the same as the number of sub-vectors each embedding has ($K = 512$), it can be seen as a HashNet model that uses a different hash function; the PPL is 95.73. When we use xxhash\(^1\) to generate the mapping table which is used in HashNet, the PPL is 97.35.

**Experiments on Slim Embedding for Both Input and Output Layers**

In this section we report experimental results when both input and output layers are compressed using our proposed approach.

Fig 4 and Fig 5 are the results on the 44M corpus where 512 hidden nodes are used in the two layers of the LSTM model. Uncompressed model denotes the result using the original LSTM model. Similarly Fig 4 shows the perplexity results where we divide each word input embedding vector into eight sub-vectors ($K = 8$), and vary the number of sub-vectors, $M$, thus varying the compression ratio, from 1 to 1/256. In Fig 4, we also show two other baselines, 1) Regular LSTM model but using smaller number of hidden states (SM), 2) Regular LSTM model with an additional projection layer (PM): before the embedding is fed into LSTM layer, embedding vectors are first projected to size 512. Unlike the case when only the input embedding layer is compressed, we can see that the perplexity results become monotonically worse when the compression ratio is changed from 1 to 1/256. When the compression rate is large, SE’s perplexity is lower.

Again similarly to the case of only compressing the input embedding layer, Figure 5 shows the perplexity results where we divide each word input embedding vector into different numbers of sub-vectors from 1 to 512, and at the same time vary the size of sub-vectors ($M$), thus keeping the compressing ratio constant, 1/8 in this case. We can see that the perplexity results almost remain the same, reach a minimum

\(^1\)https://code.google.com/archive/p/xxhash/
Table 4: PPL results in test set for various linguistic datasets on ACLW datasets. Note that all the SE models just use 300 hidden states. #P means the number of parameters.

| Method           | English/#P | Russian/#P | Spanish/#P | French/#P | Czech/#P | German/#P |
|------------------|------------|------------|------------|-----------|----------|-----------|
| HSM (Kim et al. 2016) | 236/25M    | 353/200M   | 186/61M    | 202/56M   | 701/83M  | 347/137M  |
| C-HSM (Kim et al. 2016) | 216/20M    | 313/152M   | 169/48M    | 190/44M   | 578/64M  | 305/104M  |
| LightRNN (Li et al. 2016) | 191/17M    | 288/19M    | 157/18M    | 176/17M   | 558/18M  | 281/18M   |
| SE               | 187/7M     | 274/19M    | 149/8M     | 162/12M   | 528/17M  | 261/17M   |

Figure 5: Test perplexities on 44M with 512 hidden nodes when embedding compressed to 1/8. The whole model size is less than 20% of the uncompressed model.

when $K = 4$, and are not sensitive to the size of the sub-vector except in the case where each word contains only one sub-vector. In that case, multiple words share identical input embeddings, which leads to expected bad perplexity results. When $K = 512$, the PPL is 111.0, and when using xxhash, the PPL is 110.4. The results are also very close to HashNet.

Good perplexity results on PTB corpus are reported when parameter tying is used at both input and output embedding layers (Press and Wolf 2017; Inan, Khosravi, and Socher 2016; Zilly et al. 2016). However we don’t observe further perplexity improvement when both parameter sharing and tying are used at both input and output embedding layers.

We next compare our model with LightRNN (Li et al. 2016), which also focuses on training very compact language models. We also report the best result we have got on the one billion word dataset. SE denotes the results using compressed input and output embedding layers. Table 4 shows the results of our model. Because these datasets have very different vocabulary sizes, we use different compression rates for the models in order to make the model smaller than LightRNN, yet still have better performance. In these experiments, we change to NCE training and tune the parameters with the Adagrad (Duchi, Hazan, and Singer 2011) algorithm. NCE helps reduce the memory usage during the training process and also speeds up the training process.

In the one billion word experiments, the total memory during training used on the GPU is about 7GB, and is smaller if a larger compression rate is used. We use a fixed smoothed unigram distribution (unigram distribution raised to 0.75) as the noise distribution. Table 5 shows our results on the one billion word dataset. For the two layer model, the compression rate for the input layer is 1/32 and the output layer is 1/8, and the total number of parameters is 322 million. For the three layer model, the compression rates for the input and output layer are 1/32 and 1/16, and the total number of parameters is 254 million. Both experiments using NCE take about seven days of training on a GTX 1080 GPU. Jozefowicz et al. (2016) suggests importance sampling (IS) could perform better than the NCE model, so we ran the experiment using IS and we used 4000 noise samples for each mini-batch. The PPL decreased to 38.3 after training for 8 days. As far as we know, the 3 layer model is the most compact recurrent neural language model that has a perplexity below 40 on this dataset. The LSTM-2048-512 shown in Table 5 uses projection layers; it has many more parameters and also a higher PPL.

Machine Translation Reranking Experiment

We want to see whether the compressed language model will affect the performance of machine translation reranking. In this experiment, we used the Moses toolkit (Koehn et al. 2007) to generate a 200-best list of candidate translations. Moses was configured to use the default features, with a 5-gram language model. Both the language and translation models were trained using the WMT12 data (Callison-Burch et al. 2012), with the Europarl v7 corpus for training, newstest2010 for validation, and newstest2011 for test, all lowercased. The scores used for reranking were linear combinations of the Moses features and the language models. ZMERT (Zaidan 2009) was used to determine the coefficients for the features.

We trained a two layer LSTM language model with 512 hidden states, and also a compressed language model that compresses the input layer to 1/8 and output layer to 1/4 using NCE. For the baseline, we rerank the n-best list using only the Moses feature scores, including a 5-gram model which has a perplexity of 251.7 over the test data, which yields a BLEU score of 25.69. When we add the normal LSTM language model, having a perplexity of 124 on test data, as another feature, the BLEU score changed to 26.11, and for the compressed language model, having a perplexity 134 on test data, the BLEU score changed to 26.25, which only has a small difference with the normal LSTM language model.
Table 5: Perplexity results for single models on BillionW. Bold number denotes results on a single GPU.

| Model                                                | Perplexity | #P[Billions] |
|-------------------------------------------------------|------------|--------------|
| Interpolated Kneser-Ney 5-gram (Chelba et al. 2013)  | 67.6       | 1.76         |
| 4-layer IRNN-512 (Le, Jaitly, and Hinton 2015)        | 69.4       |              |
| RNN-2048 + BlackOut sampling (Ji et al. 2015)        | **68.3**   |              |
| RNN-1024 + MaxEnt 9-gram (Chelba et al. 2013)        | 51.3       | 20           |
| LSTM-2048-512 (Grave et al. 2016)                    | 43.7       | 0.83         |
| LightRNN (Li et al. 2016)                            | 66.0       | 0.041        |
| LSTM-2048-512 (Jozefowicz et al. 2016)               | 43.7       | 0.83         |
| 2-layer LSTM-8192-1024 (Jozefowicz et al. 2016)      | 30.6       | 1.8          |
| 2-layer LSTM-8192-1024 + CNN inputs (Jozefowicz et al. 2016) | 30.0       | 1.04         |
| 2-layer LSTM-8192-1024 + CNN inputs + CNN softmax (Jozefowicz et al. 2016) | 39.8       | 0.29         |
| LSTM-2048 Adaptive Softmax (Grave et al. 2016)       | **43.9**   | >0.29        |
| 2-layer LSTM-2048 Adaptive Softmax (Grave et al. 2016) | **39.8**   |              |
| GCNN-13 (Dauphin et al. 2016)                        | **38.1**   |              |
| MOE (Shazeer et al. 2017)                            | 28.0       | >4.37        |

Table 6: Reranking Experiment

|               | Baseline | NE | SE |
|---------------|----------|----|----|
| PPL           | 251.7    | 124.1   | 134.8 |
| BLEU          | 25.69    | 26.11   | 26.25 |

Computational Efficiency

In this section we compare the computational efficiency between the HashNet and SE models. We compare the time spent on the output layer for each minibatch on Google’s BillionW corpus during inference. Each minibatch contains 20 words and the number of hidden nodes in LSTM layer is 2048.

We report the time used on both CPU and GPU. Table 7 shows the inference time usage. All the computations use 32 bit floating point numbers. On CPU, HashNet is slower than the normal uncompressed model, mainly because of two reasons: 1) The uncompressed model uses optimized matrix multiplication subroutines, 2) The hash function used in HashNet is cheap, but it still has overhead compared with the uncompressed model. The SE model runs faster mainly because it uses matrix multiplication subroutines and has lower time complexity with the help of dynamic programming.

Table 7: Time Usage Comparison

| Model       | CPU(seconds) | GPU (milliseconds) |
|-------------|--------------|--------------------|
| Uncompressed| 2.7          | 38                 |
| HashNet     | 80.6         | -                  |
| SE          | 0.7          | 25                 |

On GPU, SE’s time usage is smaller than the uncompressed model when K is small. SE’s inference has two steps, the first step is K matrix multiplications, and the second step is summing up the partial dot products. In the benchmark, the implementation uses Torch. A more optimized implementation is possible.

HashNet’s focus is mainly on reducing the space complexity. If we want to make it faster, we could just cache the full matrix from HashNet, whose speed is the same as the uncompressed model. There are many techniques that could be used to make the inference faster, such as using low-precision floating point calculations. Because the model stays in its compressed form, the memory usage of SE during inference is much lower than the baseline.

Conclusion

In this paper, we introduced a space efficient structured parameter sharing method to compress word embedding layers. Even through the sub-vectors are randomly assigned and fixed during training, experiments on several datasets show good results. A better data-driven approach could pretrain an embedding matrix using Skipgram (Mikolov et al. 2013) to get an estimate of sub-vectors, then use a clustering method to assign the sub-vectors, and finally run the training algorithm proposed in this paper. Embedding layers have been used in many tasks of natural language processing, such as sequence to sequence models for neural machine translation and dialog systems. It would be useful to explore the results of using this technique in these models.
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