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Path integrals are a ubiquitous tool in theoretical physics. However, their use is sometimes hindered by the lack of control on various manipulations—such as performing a change of the integration path—one would like to carry out in the light-hearted fashion that physicists enjoy. Similar issues arise in the field of stochastic calculus, which we review to prepare the ground for a proper construction of path integrals. At the level of path integration, and in arbitrary space dimension, we not only report on existing Riemannian geometry-based approaches that render path integrals amenable to the standard rules of calculus, but also bring forth new routes, based on a fully time-discretized approach, that achieve the same goal. We illustrate these various definitions of path integration on simple examples such as the diffusion of a particle on a sphere.
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1. An introduction to the difficulties of manipulating path integrals

The Markovian Langevin equation is successfully used to model stochastic phenomena, but its very definition comes with a quandary: it is a differential equation that describes the evolution of a non-differentiable process. Stochastic calculus was built not only to make sense of such seemingly ill-defined processes, but also to provide a set of rules that allow one to manipulate them (almost) as if they were differentiable functions. The implications of this well-established framework, such as the use of a (modified) chain rule when changing variables, are well known in theoretical physics; what is less known, however, is that the path-integral representation of the probability of such Langevin processes suffers from even deeper pitfalls, which the usual stochastic calculus cannot cure. This introduction aims at describing on simple illustrative examples the questions we address in this article, before reviewing and extending solutions that were proposed to solve them.

1.1. Langevin equations

Take a Langevin equation for a one-dimensional stochastic process \( x(t) \) with multiplicative noise, whose generic form is

\[
\frac{dx(t)}{dt} = f(x(t)) + g(x(t)) \eta(t)
\]  

(1)

where \( \eta \) is a Gaussian white noise with zero mean and correlations \( \langle \eta(t) \eta(t') \rangle = \delta(t-t') \). It is a well-known feature of this equation that it must be considered with great care as the process \( x(t) \) is not differentiable [1]. One way to endow Eq. (1) with a well-defined mathematical meaning is to interpret it as an equation for the infinitesimal increment of \( x \) between \( t \) and \( t + \Delta t \), for \( \Delta t \to 0 \),

\[
x(t + \Delta t) - x(t) = \Delta x = f(x(t) + \alpha \Delta x) \Delta t + g(x(t) + \alpha \Delta x) \Delta \eta
\]  

(2)

with \( 0 \leq \alpha \leq 1 \) and where \( \Delta \eta \) is a zero-mean Gaussian variable of variance \( \Delta t \). This is called the \( \alpha \)-discretization scheme and each value of \( \alpha \) generates a different process [2, 3]. The \( \alpha = 0 \) scheme is known as the Itô one, for \( \alpha = 1/2 \) one defines a Stratonovich process, and with \( \alpha = 1 \) the discretization is named after Hänggi–Klimontovich. Such an equation as Eq. (1) usually appears, in physics, after some coarse-graining procedure consisting in integrating out degrees of freedom of no direct interest [4] (see App. A). It also requires the existence of a separation of time scales between the degree of freedom of interest and the surrounding environment. The Markov approximation, according to which the relaxation of the environment occurs over time scales much shorter than that of the degree of freedom of interest \( x(t) \), is responsible for the noise \( \eta(t) \) to be \( \delta \)-correlated, and therefore for the process \( x(t) \) not to be differentiable. When the Markov limit is carefully taken in an equation of the form of Eq. (1) with a correlated noise, the increment of \( x \) between \( t \) and \( t + \Delta t \) is shown to be given by the Stratonovich \( \alpha = 1/2 \) scheme. Of course, a process expressed in one of the \( \alpha \)-discretized forms can always be expressed in terms of another \( \alpha \)-discretized one (see Sec. 2.1.3),

\[
\frac{dx}{dt} = f(x) + g(x) \eta \iff \frac{dx}{dt} = f(x) + (\alpha - \alpha') g'(x) g(x) + g(x) \eta
\]  

(3)
where the $\alpha$ symbol means that the continuous-time equation must be understood according to the $\alpha$-discretization of Eq. (2), and where, from now on, we do not make the time dependencies of the processes explicit.

Given a smooth function $U$, the process $u(t) = U(x(t))$ also evolves according to a Langevin equation (see Sec. 2.3). However, it is only when Eq. (1) is understood with the Stratonovich scheme that the usual chain rule of differential calculus holds and

$$\frac{dx}{dt} = f(x) + g(x)\eta \implies \frac{du}{dt} = F(u) + G(u)\eta$$

where $F(u)$ and $G(u)$ are the result of the compositions $F \circ U = U'f$ and $G \circ U = U'g$.

Instead, when Eq. (1) is understood in the Itô scheme, one has to use the celebrated Itô formula,

$$\frac{dx}{dt} = f(x) + g(x)\eta \implies \frac{du}{dt} = U_x \frac{dx}{dt} + \frac{1}{2} U''g^2.$$ (5)

While a discussion of the discretization scheme is irrelevant at the level of Eq. (1) whenever $g$ is a constant (namely for a process with additive noise), it becomes a requirement when studying the evolution of a non-linear function of $x$, as seen in Eqs. (4) and (5).

Physical approximations (coarse-graining and the Markov limit) need not be implemented at the level of the equations of motion. They can instead be applied to, say, a Liouville equation. In the Markov approximation, this results in a master equation, which, in the diffusive limit, is known as the Fokker–Planck (or as the Kolmogorov forward equation or the Smoluchowski equation). Instead of tracking individual fluctuating trajectories generated by Eq. (1) one focuses on the probability density $P(x,t)$ of the random process $x(t)$ and arrives at an equation of the form

$$\partial_t P(x,t) = -\partial_x (f(x)P(x,t)) + \frac{1}{2} \partial^2_x (g^2(x)P(x,t))$$

which describes the same process as the one evolving according to Eq. (1) understood in the Itô sense with $\alpha = 0$. (The Fokker–Planck equation for generic $\alpha$ is derived in App. B.) Within the framework of quantum mechanics in which randomness is intrinsic, i.e. not resulting from a loss of information, probability amplitudes are obtained from the Schrödinger equation. The latter, for a particle in a potential, also takes the form of a linear first-order in time, second-order in space, partial differential equation. This formal resemblance explains that tools developed in stochastic processes can be useful in quantum mechanics, and vice versa. Interestingly, there have even been attempts to cast quantum mechanics within the Langevin language [5].

This brings us to the topic of this work. There is a third description of random processes based on path integrals where the fundamental object is the probability distribution over random trajectories. Originally, Wiener [6,7] built them to analyze the properties of Brownian motion, but they became a central tool of theoretical physics after Feynman [8] reformulated quantum mechanics in terms of path integrals. Following the work of Onsager and Machlup [9,10], they also became a cornerstone in the study of classical irreversible processes. In much the same way as with Langevin equations, in path integrals one manipulates non-differentiable trajectories, and this comes
with its share of mathematical difficulties raised by Edwards and Gulyaev [11] in 1964 (see e.g. Refs. [12–18] for later discussions on such issues and [19] for a mathematical discussion of the subtleties of functional integration). These are the ones we would like to discuss now. We begin by illustrating one of them by an example. We assume the reader has already encountered path integrals before, say for the probability of a time realization of a Langevin process, and we will now use standard expressions – until we actually derive them in the later sections (see also Refs. [20–22] for reviews).

1.2. A Brownian particle

Consider a large particle of mass $m$ in water, whose motion is modeled by the Langevin equation

$$m \frac{dv}{dt} = -\gamma v + \sqrt{2\gamma T} \eta, \quad \langle \eta(t) \eta(t') \rangle = \delta(t-t'),$$

(7)

where $\gamma$ is the friction coefficient, $T$ is the temperature of the water bath and the Boltzmann constant is set to $k_B = 1$. The noise $\eta$ is again white, Gaussian and with zero mean. For simplicity, we restrict here to the one-dimensional case. Starting from an initial condition in which $v(0) = 0$, the probability of observing a velocity $v_f$ at time $t_f$ can be obtained from a summation over all velocity trajectories going from $v(0) = 0$ to $v(t_f) = v_f$:

$$P(v_f, t_f | 0, 0) = \int_{v(0)=0}^{v(t_f)=v_f} Dv \exp \left[ -\frac{1}{4\gamma T} \int_0^{t_f} dt \left( m \frac{dv}{dt} + \gamma v \right)^2 \right].$$

(8)

As for Langevin equations, expressions such as Eq. (8) acquire an unequivocal meaning when a discretization scheme is provided, see Sec. 3.1. Here we must understand Eq. (8) as the $N \to \infty$ limit of

$$\prod_{k=1}^{N-1} \left( \frac{m}{\sqrt{4\pi \gamma T \Delta t}} \right) dv_k \to Dv$$

(9)

with $\Delta t = t_f/N$ a small time interval and $k = 1, \ldots, N$ labelling discrete time steps along with

$$\Delta t \sum_{k=0}^{N-1} \left( m \frac{v_{k+1} - v_k}{\Delta t} + \gamma v_k \right)^2 \to \int_0^{t_f} dt \left( m \frac{dv}{dt} + \gamma v \right)^2,$$

(10)

$v_0 = 0$ and $v_N = v_f$. These discretized expressions are the direct analogs of the Itô discretized form of the Langevin equation. Similarly, other schemes could be used, such as the Stratonovich one, leading to

$$P(v_f, t_f | 0, 0) = \int_{v(0)=0}^{v(t_f)=v_f} Dv \exp \left[ -\frac{1}{4\gamma T} \int_0^{t_f} dt \left( m \frac{dv}{dt} + \gamma v \right)^2 + \frac{\gamma}{2m} t_f \right]$$

(11)
with the same measure $\mathcal{D}v$ as in Eq. (8), but now

$$
\Delta t \sum_{k=0}^{N-1} \left( m \frac{v_{k+1} - v_k}{\Delta t} + \frac{v_k + v_{k+1}}{2} \right)^2 \rightarrow \int_0^{t_f} dt \left( m \frac{dv}{dt} + \gamma v \right)^2. \quad (12)
$$

While discretization issues are irrelevant for Langevin processes with additive noise, they play a manifest role for the corresponding path-integral formulations, as can be seen from the difference between the writings of Eqs. (8) and (11).

We now ask about the statistics of the kinetic energy $K = \frac{m}{2} v^2$ of the particle. At the level of Langevin equations, the rules of stochastic calculus allow us to deduce multiplicative noise Langevin equations for $K$ in the Stratonovich discretizations:

$$
\frac{dK}{dt} = -\frac{2\gamma}{m} K + \sqrt{\frac{4\gamma TK}{m^2}} \eta. \quad (13)
$$

Regarding the corresponding path-integral formulation, the kinetic energy probability density at time $t_f$ knowing that $K = 0$ at time $t = 0$, which we denote $P(K_f, t_f | 0, 0)$, reads, in the Stratonovich scheme

$$
P(K_f, t_f | 0, 0) = \int_{K(0) = 0} \mathcal{D}K \exp \left\{ -\frac{m}{8\gamma T} \int_0^{t_f} dt \left[ \left( \frac{dK}{dt} + \frac{2\gamma}{m} K \right)^2 + \frac{2\gamma T dK}{m K} dt + \frac{\gamma^2 T^2}{m^2 K} \right] + \frac{\gamma t_f}{2m} \right\}, \quad (14)
$$

where

$$
\prod_{k=1}^{N-1} \sqrt{\frac{m}{4\pi\gamma T \Delta t (K_k + K_{k+1})}} \, dK_k \rightarrow \mathcal{D}K
$$

and

$$
\Delta t \sum_{k=0}^{N-1} \left[ \frac{2}{K_k + K_{k+1}} \left( \frac{K_{k+1} - K_k}{\Delta t} + \frac{\gamma}{m} (K_k + K_{k+1}) \right)^2 + \frac{4\gamma T}{m(K_k + K_{k+1})} \frac{K_{k+1} - K_k}{\Delta t} + \frac{2\gamma^2 T^2}{m^2(K_k + K_{k+1})} \right]

\rightarrow \int_0^{t_f} dt \left[ \frac{1}{K} \left( \frac{dK}{dt} + \frac{2\gamma}{m} K \right)^2 + \frac{2\gamma T dK}{m K} dt + \frac{\gamma^2 T^2}{m^2 K} \right]. \quad (15)
$$

At the Langevin level, the Stratonovich discretization is consistent with differential calculus and switching from $v$ to $K$ can be done as if these functions were differentiable. However, naively changing variables from $v$ to $K$ starting from the path-integral probability (11) for $v$ would not lead to the correct path-integral expression (14) for $K$ (the last two terms in the time integral would be absent). This is illustrated in Fig. 1.

This simple example allows us to phrase the questions of interest throughout this work. Starting from an action in the Itô (or Stratonovich, or any $\alpha$-discretized) form:
Figure 1. Schematic representation of the inapplicability of the standard chain rule in the path-integral representation of the propagator of Langevin processes, for the example studied in Sec. 1.2 — and this even though the Stratonovich discretization is applied (or any other linear $\alpha$-discretization scheme such as that of Eq. (2)).

(i) Can we extend the modified chain rule to path-integral calculus (without using Langevin equations as intermediate steps)?

(ii) Can one build a discretization scheme that allows one to deal with functions in path integrals as if these were differentiable (in the Stratonovich case) or as if the usual stochastic chain rule applies?

These are really the two sides of the same coin: either one sticks to a given discretization and then the rules of differential calculus have to be adapted, or one imposes differential calculus to hold, but this requires finding the appropriate discretization schemes. Such questions have already been addressed and partially answered in the past. We review the existing literature, and further bring to the fore alternative answers to these old questions.

1.3. Motivations and outline

We have just illustrated the core of the mathematical problem we want to address. These technical aspects of path integrals are of interest in a wide array of sciences. Indeed, stochastic processes are ubiquitous in mathematical descriptions of the physical world. In situations in which one focuses on a subset of degrees of freedom of a deterministic dynamics, information is lost, and this results in effective randomness. This applies to inflationary cosmology [23–25], climate dynamics [26], colloidal particles in solvents [27], Bose–Einstein condensates [28], to name but a few. Phenomena outside the realm of physics, whether option pricing [29] or myosin dynamics [30], are also described by similar tools. Going down in scale one meets the quantum description of matter which is intrinsically random. Common mathematical tools that pervade these areas of science are stochastic differential equations and their path-integral representation. It is thus of paramount importance to identify a sound mathematical framework that paves the way for their use.

In this article, we review in a self-contained manner the pitfalls presented by different path-integral representations of the probability distribution of a Langevin equation, and we explain the methods that allow one to properly manipulate the action and the measure upon a change of variables — stressing that the degree of care one has to demonstrate goes one order beyond that of the usual discretization issues for Langevin equations.
We start in Sec. 2 by reviewing such issues in one and more dimensions, detailing the specifics of the multidimensional case.

In Sec. 3, we describe a first version of the path-integral construction based on the usual linear time-discretization procedure also used to discretize the Langevin equation, and we show that it is not ‘covariant’, i.e. that a naive use of the chain rule in the action at the continuous-time level would lead to incorrect results (even caring about the possible changes induced in the measure). The source of such a conundrum lies in the correct handling of all terms of relevant order after a change of variables – as done when deriving Itô’s lemma for Langevin equations.

In Sec. 4, we show that, while Langevin equations feature a term $\frac{dx}{dt}$ that already requires special care, extra care is needed to manipulate the term $(\frac{dx}{dt})^2$ that appears in the exponential weight of a path. This observation is at the root of the mathematical difficulties that arise when changing variables in the action. We show that, in general, it is not possible to use the modified chain rule of $\alpha$-discretized stochastic differential calculus at the path-integral level – hence the failure of the usual chain rule in Stratonovich-discretized path integrals – and we give the proper transformation rule of the $\alpha$-discretized path-integral weight. This is one way of addressing the problem of changing variables. Special cases are the Itô and Hänggi–Klimontovich discretized path integrals: for suitably discretized path measures, the blind use of the modified chain rule does yield correct results [31], potentially up to boundary terms.

Historically, DeWitt [32] first proposed a covariant extension of Feynman’s path-integral formulation of quantum mechanics to curved spaces. A similar construction was then used by Graham [33,34] for classical diffusive processes. In their formulation, the propagator of the process between two infinitesimally close times is expressed by means of the continuous-time action evaluated at the least-action trajectory. This requires solving the classical equation of motion over an infinitesimal time window with boundary conditions at $x$ and $x + \Delta x$. We will henceforth refer to this discretization as being of implicit nature in the increment $\Delta x$. We review these approaches in Sec. 5.

Another solution to the lack of covariance consists in altering the discretization scheme of the path integral so as to make the continuous-time expression consistent with differential calculus. Indeed, the alternative construction that we propose in Secs. 6 and 7 is based on higher-order extensions of the Stratonovich discretization of Langevin equations, generalizing the 1D approach of [35] to the case of an arbitrary number of dimensions. The continuous-time expressions that we obtain are compatible with differential calculus, as already achieved by DeWitt and Graham, but this covariance property extends to the fully discretized level. Our scheme will appear more familiar in spirit to statistical physicists.

We close the paper with a concluding section. Four Appendices provide further details and the last one summarizes the most relevant mathematical expressions.

2. Stochastic calculus

This section reviews stochastic calculus at the level of the Langevin and Fokker–Planck equations without referring just yet to path integrals. The difficulties intrinsic to working in more than one space dimension are discussed.
2.1. **Linear discretization of stochastic differential equations**

As we shall review below, a stochastic differential equation involving a multiplicative noise (one in which the noise $\eta$ appears to be multiplied by a state-dependent function $g$, as in Eq. (16) below), acquires a well-defined mathematical meaning once endowed with a discretization rule. Such equations with multiplicative noise are by no means a rarity. For instance, the mobility of a Brownian colloid diffusing in the vicinity of a wall depends on its distance to the wall [36–40]. The description of rotational Brownian motion [41] (with applications to dielectrics [42], magnetism [43], and active matter [44]) also involves, in order to enforce a spherical constraint, a multiplicative noise. The evolution of the concentration of species, both in ecology and chemistry, involves a population noise that depends on the concentrations [45,46] (simply because the concentrations have to remain positive). Another celebrated example outside of the realm of physics is the Black and Scholes equation [47] proposed to model the evolution of some specific financial assets. Of course, any non-linear transformation of a stochastic variable evolving according to a Langevin equation with additive noise is governed by a Langevin equation with multiplicative noise, as illustrated by our opening example, Eqs. (7) and (13).

In the physical sciences, there are mostly two channels through which such Langevin first-order differential equations arise [48]. In the first one, a large physical system is described by dynamical equations that couple the degrees of freedom of interest, hereafter denoted by $x(t)$, to some other external degrees of freedom referred to as a bath or an environment. Integrating out the latter generically yields a dynamical equation for $x(t)$ which features both colored noise and colored friction [4]. It is then the Markov limit, in which the relaxation time of the external degrees of freedom is assumed to be much smaller than the typical timescale associated with the dynamics of $x(t)$, that defines the correct limiting stochastic differential equation and that specifies the associated discretization rule (in most cases, this is how the Stratonovich discretization emerges). In the second situation, physics is fundamentally described by master equations (derived e.g. from some Liouville equation). The correspondence between such a description with a stochastic differential equation also fixes the proper discretization scheme used to represent the stochastic process. Most of the discussion that follows can be found in classic textbooks such as Gardiner’s [2] or Van Kampen’s [3].

2.1.1. **The stochastic equation**

We now consider a dynamical variable $x(t)$, the evolution of which is assumed to be given by a stochastic differential equation with multiplicative noise

$$\frac{dx}{dt} = f(x) + g(x)\eta(t) \quad (16)$$

with $x = x(t)$ and where, for the sake of clarity, we wrote the time dependence of the noise $\eta$ explicitly. This noise is Gaussian and white with zero mean, that is

$$\langle \eta(t) \rangle = 0, \quad \langle \eta(t)\eta(t') \rangle = \delta(t - t'). \quad (17)$$

The label $\delta$ above the equal sign stands for a reminder that Eq. (16) comes hand-in-hand with an accompanying discretization scheme (Van Kampen [48] refers to Eq. (16) as a pre-equation). Concretely, Eq. (16) should be understood as the continuous-time limit, i.e. the limit in which the time step $\Delta t$ goes to zero, of the discrete companion
Figure 2. The discretization point, $\bar{x}$, is the point at which functions of $x$ are evaluated in continuous-time writings of the Langevin equation (or in the path-integral action). It is expressed as a function of $x(t)$ and $\Delta x = x(t + \Delta t) - x(t)$. Discrete-time notations are displayed in gray. The most standard discretization scheme is linear, see Eq. (22). In this paper, we also consider quadratic discretization schemes (see Eq. (54) in 1D and (89) in any dimension).

The discretization rule

$$\Delta x(t) = x(t + \Delta t) - x(t) = f(\bar{x})\Delta t + g(\bar{x})\Delta \eta(t),$$

where $\bar{x}$ is the discretization point (see Fig. 2), and the $\Delta \eta(t)$'s are independent and identically distributed Gaussian variables with zero mean and variance $\Delta t$:

$$\langle \Delta \eta(t) \rangle = 0, \quad \langle \Delta \eta(t) \Delta \eta(t') \rangle = \Delta t \delta_{tt'},$$

with $\delta_{tt'}$ denoting the Kronecker delta. Notation-wise, we shall also use the discrete sequence of steps $x_k = x(k\Delta t)$, with $k = 0, \ldots, N$ and $N = t_f/\Delta t$, in particular, to write sums of functions of the discrete values of the variable. The independent identically distributed Gaussian variables $\Delta \eta_k$ have variance $\Delta t$ and zero mean. Here, $[0, t_f]$ refers to the time window over which we sample the random process. In this notation, Eq. (18) becomes

$$\Delta x_k = x_{k+1} - x_k = f(\bar{x}_k)\Delta t + g(\bar{x}_k)\Delta \eta_k.$$  

In Eq. (18), $f$ and $g$ are evaluated at $\bar{x}$, a function of $x(t + \Delta t)$ and $x(t)$, the choice of which fully determines the discretization scheme. (In Eq. (20) $\bar{x}$ has been replaced by $\bar{x}_k$ where $x(t)$ and $x(t + \Delta t)$ have in turn been replaced by $x_k$ and $x_{k+1}$.) It is of paramount importance to notice that as a consequence of Eq. (18) and the statistical properties of the noise, the increment of the process scales as

$$\Delta x(t) = O(\sqrt{\Delta t})$$

as $\Delta t \to 0$. Therefore, the trajectories $x(t)$ obtained in the continuous-time limit $\Delta t \to 0$ are (almost surely) nowhere differentiable. This explains why, as we will see later, the discretization scheme of first-order stochastic differential equations matters while it does not in the $\Delta t \to 0$ limit when discretizing first-order ordinary differential equations.

**2.1.2. Linear discretization prescriptions**

A common discretization scheme [49] is the so-called $\alpha$-discretization prescription

$$\bar{x} = x(t) + \alpha \Delta x(t),$$

where $\alpha$ is a parameter determining the degree of discretization. For $\alpha = 0$, the $\alpha$-discretization reduces to the linear scheme. When $\alpha = 1$, the $\alpha$-discretization reduces to the quadratic scheme. The $\alpha$-discretization is a generalization of the linear scheme that allows for a more flexible discretization of the stochastic process. It is particularly useful when dealing with systems that exhibit non-linear behavior.
with $\alpha \in [0, 1]$, that is, a linear function of the increment $\Delta x$. The Itô or pre-point convention corresponds to $\alpha = 0$ for which Eq. (18) provides an explicit expression for the increment $\Delta x(t)$. It moreover guarantees the statistical independence of $x(t)$ with respect to $\Delta \eta(t)$. The $\alpha = 1/2$ case corresponds to the Stratonovich or midpoint convention. The Stratonovich scheme is time-symmetric and, as we shall see further down, it allows for the usual chain rule of differential calculus to hold (at the Langevin equation level). Finally, the $\alpha = 1$ discretization scheme is called the Hänggi–Klimontovich or the post-point one, and it has proved convenient in the study of relativistic Brownian motion [50]. In view of performing efficient numerical simulations, the question of finding the “best” discretization scheme is a very active one that goes well beyond the present discussion. We refer the interested reader to recent reviews in this area [51–55].

We emphasize that, contrary to what holds for ordinary differential equations, different $\alpha$-discretized companion processes sharing the same $f$ and $g$ functions lead to different stochastic processes in the $\Delta t \to 0$ limit, and are thus characterized by different distributions. This is simply proven by the calculation of the difference between the $\Delta x(t)$ generated with $\alpha \neq \alpha'$ with the help of Eq. (21):

$$\begin{align*}
[g(x(t) + \alpha \Delta x(t)) - g(x(t) + \alpha' \Delta x(t))] \Delta \eta(t) & = (\alpha - \alpha')g'(x(t)) \Delta x(t) \Delta \eta(t) + O(\Delta t^{3/2}) \\
& = O(\Delta t). \quad (23)
\end{align*}$$

Therefore, for two different $\alpha$-discretization schemes, the difference in the increments $\Delta x(t)$ is of order $O(\Delta t)$, as is the contribution to the increments of the deterministic term, and cannot be neglected in Eq. (18) in the $\Delta t \to 0$ limit. Note that, by contrast,

$$\begin{align*}
[f(x(t) + \alpha \Delta x(t)) - f(x(t) + \alpha' \Delta x(t))] \Delta t & = O(\Delta t^{3/2}), \quad (24)
\end{align*}$$

which expresses that the way in which the deterministic term is discretized does not bear any influence in the $\Delta t \to 0$ limit, in the Langevin equation.

The sensitivity to the discretization scheme also reflects on the Fokker–Planck equation associated to Eq. (16) (read in $\alpha$-discretization), which reads (App. B) [2,3,56,57]

$$\partial_t P(x, t) = -\partial_x [(f(x) + \alpha g(x) g'(x)) P(x, t)] + \frac{1}{2} \partial^2_x [g^2(x) P(x, t)]. \quad (25)$$

This is a deterministic partial differential equation and it is thus immune to any discretization issue. Once supplemented with an initial condition $P(x, 0)$, it describes the deterministic evolution of the probability density $P(x, t)$ of finding $x$ at time $t$. Equation (25) can be written in the form of a continuity equation $\partial_t P + \partial_x J = 0$ and its stationary solution with vanishing current, $J = 0$, is

$$P_{st}(x) = Z^{-1} [g(x)]^{2(\alpha-1)} \exp \left[ 2 \int^x dx' \frac{f(x')}{g^2(x')} \right]. \quad (26)$$

where $\int^x$ represents the indefinite integral over $x'$ and $Z$ is a normalization constant [2,3]. The approach to this asymptotic form can be proven with the construction of an $H$-function or with the mapping of the Fokker–Planck operator onto a Schrödinger operator and the analysis of its eigenvalue problem [58]. That $P_{st}$ depends
on $\alpha$ and $g$ explicitly shows that these ingredients affect the stationary properties of the system [59–61]. However, if we allow ourselves to consider the special “drift force” [62]

$$f(x) = -\frac{1}{2} g^2(x) \beta V'(x) + (1 - \alpha) g(x) g'(x),$$

(27)

$\alpha$ is eliminated from the Fokker–Planck equation,

$$\partial_t P(x, t) = \partial_x \left\{ g^2(x) \left[ \frac{1}{2} \beta V'(x) P(x, t) + \frac{1}{2} \partial_x P(x, t) \right] \right\},$$

(28)

and no observable depends on this parameter either. The asymptotic solution to this new equation reads

$$P_{st}(x) = Z^{-1} e^{-\beta V(x)} = P_{GB}(x),$$

(29)

which, independently of $\alpha$ and $g$, is the standard Gibbs–Boltzmann distribution in the canonical ensemble of a system with potential energy $V(x)$.

Therefore, in order to describe the equilibrium Langevin dynamics of a multiplicative white noise system that samples the standard Gibbs–Boltzmann distribution, one needs to work with the equation

$$\frac{dx}{dt} \equiv -\frac{1}{2} g^2(x) \beta V'(x) + (1 - \alpha) g(x) g'(x) + g(x) \eta,$$

(30)

using an $\alpha$-prescription. Note the presence of a non-trivial additional drift force even in the Stratonovich ($\alpha = 1/2$) scheme. It is only with a post-point (Hänggi–Klimontovich) discretization scheme $\alpha = 1$ [63–66] that this additional term vanishes.

### 2.1.3. Equivalence between differently discretized processes

While distinct discretizations of the same continuous-time expression lead to different processes, there are different yet equivalent ways to describe the same physical process using a Langevin equation. To be more explicit, we consider an $\alpha$-discretized stochastic differential equation of the form

$$\frac{dx}{dt} \equiv f(x) + g(x) \eta,$$

(31)

which yields in discrete time

$$\Delta x = f(x) \Delta t + g(x + \alpha \Delta x) \Delta \eta.$$

(32)

The latter evolution rule can be rewritten for any $\alpha' \in [0, 1]$ as

$$\Delta x = f(x) \Delta t + g(x + \alpha' \Delta x) \Delta \eta + (\alpha - \alpha') g'(x + \alpha' \Delta x) \Delta x \Delta \eta + O(\Delta t^{3/2})$$

$$= f(x) \Delta t + g(x + \alpha' \Delta x) \Delta \eta + (\alpha - \alpha') g'(x + \alpha' \Delta x) \Delta x \Delta \eta + O(\Delta t^{3/2})$$

$$= f(x) \Delta t + g(x + \alpha' \Delta x) \Delta \eta + (\alpha - \alpha') g(x) g'(x) \Delta \eta^2 + O(\Delta t^{3/2}),$$

(33)

and explicitly displays a $\Delta \eta^2$ contribution, at odds with the original dynamics in Eq. (32). However, when computing the continuous-time Fokker–Planck equation as-
sociated with the $\Delta t \rightarrow 0$ limit of Eq. (33), one realizes that the $\Delta \eta^2$ only contributes through its first moment $\langle \Delta \eta^2 \rangle = \Delta t$. One can thus rewrite

$$\Delta x = f(x) \Delta t + g(x + \alpha' \Delta x) \Delta \eta + (\alpha - \alpha')g(x)g'(x) \Delta t.$$  \hspace{1cm} (34)

The $\doteq$ sign does not mean there is a point-wise equality between Eq. (32) and Eq. (34) but rather that these two discrete-time evolution rules generate the same random process in the continuous-time limit. This is the first example of a substitution rule, a notion that we will shortly clarify. Therefore, in the continuous-time limit, we can assert that

$$\frac{dx}{dt} \doteq f(x) + g(x) \eta \doteq f(x) + (\alpha - \alpha')g(x)g'(x) + g(x) \eta,$$  \hspace{1cm} (35)

keeping in mind that these two Langevin equations are not equal point-by-point, but yield processes with the same distribution at all times.

This concludes our review of the most common linear schemes used to discretize Langevin equations and their main properties. We next investigate how the rules of calculus – integration and differentiation – are affected by the singular nature of the paths generated by Langevin equations with white noise.

### 2.2. Integration

We now consider a random process $x(t)$ which evolves according to the Langevin equation

$$\frac{dx}{dt} = f(x) + g(x) \eta,$$  \hspace{1cm} (36)

understood as $\alpha$-discretized. First, we focus on observables of the form

$$O_0 = \int_0^{t_f} dt \, h(x(t)),$$  \hspace{1cm} (37)

where $h$ is a (smooth enough) arbitrary function, which, when expressed in terms of the discrete-time companion process, reads

$$O_0 = \lim_{\Delta t \rightarrow 0} \sum_{k=0}^N \Delta t \, h(x_k).$$  \hspace{1cm} (38)

In the $\Delta t \rightarrow 0$ limit, one could have also written

$$O_0 = \lim_{\Delta t \rightarrow 0} \sum_{k=0}^N \Delta t \, h(x_k + \alpha' \Delta x_k),$$  \hspace{1cm} (39)

for any $\alpha' \in [0, 1]$ with $\Delta x_k = x_{k+1} - x_k$. In other words, in the continuous-time limit, the specific discretization scheme of the integral in Eq. (37) is irrelevant, as expected for such standard Riemann sums.
Other interesting observables that, for example, often arise in the field of stochastic thermodynamics \[67,68\] are of the form

\[ O_1 = \int_0^{t_f} dt \dot{x}(t) h(x(t)), \tag{40} \]

which in terms of the discrete-time companion process reads

\[ O_1 = \lim_{\Delta t \to 0} \sum_{k=0}^{N-1} \Delta t \frac{\Delta x_k}{\Delta t} h(x_k + \alpha' \Delta x_k). \tag{41} \]

The discretization scheme has been made explicit above the equality sign by the \(\alpha'\) label appearing in Eq. (40). Due to the scaling \(\Delta x_k = O(\sqrt{\Delta t})\), the discretization of the integral, namely the point at which the function \(h\) is evaluated, is relevant even in the \(\Delta t \to 0\) limit. This statement is very similar to the fact that one needs to specify the discretization of \(g\) in the discrete-time companion process of Eq. (36). Note that \(\alpha\) and \(\alpha'\) are not necessarily related: \(\alpha\) determines the evolution of the process \(x\) while \(\alpha'\) enters in the definition of the observable \(O_1\). Integrals of the form Eq. (40) with \(\alpha' = 0\) (respectively \(\alpha' = 1/2\)) are referred to as Itô integrals (respectively, Stratonovich integrals).

The analysis of the observable \(O_2\), defined by its discrete expression as

\[ O_2 = \lim_{\Delta t \to 0} \sum_{k=0}^{N-1} \Delta t \frac{\Delta x^2_k}{\Delta t} h(x_k), \tag{42} \]

which is finite in the \(\Delta t \to 0\) limit, will allow us to identify substitution relations. The discretization of \(h\) is irrelevant to define the continuous-time limit of \(O_2\) and this is the reason why we have not added a superscript to the equal sign in Eq. (42) and we simply evaluated \(h\) at \(x_k\). The finite character of \(O_2\) is proved by replacing \(\Delta x_k = f(x_k) \Delta t + g(x_k + \alpha \Delta x_k) \Delta \eta_k\) in (42):

\[ O_2 = \lim_{\Delta t \to 0} \sum_{k=0}^{N-1} \Delta t \left[ f(x_k) \Delta t + g(x_k + \alpha \Delta x_k) \Delta \eta_k \right]^2 h(x_k) \]

\[ = \lim_{\Delta t \to 0} \sum_{k=0}^{N-1} \Delta t \frac{\Delta \eta_k^2}{\Delta t} g^2(x_k + \alpha \Delta x_k) h(x_k) \]

\[ = \lim_{\Delta t \to 0} \sum_{k=0}^{N-1} \Delta t \frac{\Delta \eta_k^2}{\Delta t} g^2(x_k) h(x_k), \tag{43} \]

which is manifestly finite. Interestingly, in the \(L^2\)-norm sense, the statistical properties of \(O_2\) and \(O'_2\) defined by

\[ O'_2 = \lim_{\Delta t \to 0} \sum_{k=0}^{N-1} \Delta t g^2(x_k) h(x_k) \tag{44} \]
are the same, as can be checked by the following calculation:

\[
\lim_{\Delta t \to 0} \left\langle \left[ \sum_{k=0}^{N-1} \Delta t \, g^2(x_k) \, h(x_k) \left( 1 - \frac{\Delta \eta_k^2}{\Delta t} \right) \right]^2 \right\rangle = \lim_{\Delta t \to 0} \left\langle \sum_{k,k'=0}^{N-1} \Delta t^2 \, g^2(x_k) \, g^2(x_{k'}) \, h(x_k) \, h(x_{k'}) \left( 1 - \frac{\Delta \eta_k^2}{\Delta t} \right) \left( 1 - \frac{\Delta \eta_{k'}^2}{\Delta t} \right) \right\rangle = \lim_{\Delta t \to 0} \left\langle \sum_{k=0}^{N-1} \Delta t^2 \, g^4(x_k) \, h^2(x_k) \left( 1 - \frac{\Delta \eta_k^2}{\Delta t} \right)^2 \right\rangle = 0 .
\]  

(45)

In the second line, for \( k \neq k' \) we reordered \( k' \leq k \), averaged first over \( \Delta \eta_k \) (which is not correlated to \( x_k, x_{k'} \) or \( \Delta \eta_{k'} \)) and used that \( \langle \Delta t (1 - \Delta \eta_k^2 / \Delta t) \rangle = 0 \) (see Eqs. (B.8)-(B.13) in [18] for more details). This justifies the substitution relation

\[
\Delta x_k^2 \approx g^2(x_k) \Delta t
\]

or, equivalently,

\[
\Delta \eta_k^2 \approx \Delta t .
\]

(46)

(47)

Following the same line of reasoning one can show (see App. B in [18])

\[
\Delta x_k^4 \approx 3 g^4(x_k) \Delta t^2 ,
\]

and similar substitution relations for higher even powers of \( \Delta x_k \) with the factors and multiplicities complying with Wick’s rules. Such substitution rules have been discussed in the context of path integrals in curved space [12,69–72] and we will come back to them later. As will be detailed in Sec. 4.1.4 and further on, odd-order substitution rules require a special care (see also Ref. [18] in one dimension).

These substitution rules allow one to express \( \alpha' \)-discretized \( \mathcal{O}_1 \) observables in terms of \( \alpha'' \)-discretized ones. The relation works as follows:

\[
\mathcal{O}_1 = \int_0^{t_f} dt \, \dot{x}(t) \, h(x(t)) = \lim_{\Delta t \to 0} \sum_{k=0}^{N-1} \Delta t \frac{\Delta x_k}{\Delta t} \, h(x_k + \alpha' \Delta x_k) = \lim_{\Delta t \to 0} \sum_{k=0}^{N-1} \left\{ \Delta t \, \frac{\Delta x_k}{\Delta t} \left[ h(x_k + \alpha'' \Delta x_k) + (\alpha' - \alpha'') h'(x_k) \Delta x_k \right] + O(\Delta t^{3/2}) \right\} = \alpha'' \int_0^{t_f} dt \, \dot{x}(t) \, h(x(t)) + (\alpha' - \alpha'') \int_0^{t_f} dt \, g^2(x(t)) \, h'(x(t))
\]

(49)

where we used (46).

As a final comment, we stress that even though the point at which the function \( h \) is evaluated is irrelevant to determine the observable \( \mathcal{O}_2 \) in the \( \Delta t \to 0 \) limit, finite \( \Delta t \) corrections to \( \mathcal{O}_2 \), if needed (and they will be needed when we address path integration), do depend on the value at which \( h \) is evaluated. Equivalently, this issue
surfaces if we want to regularize integrals of the type

$$O_3 = \int_0^t \, dt \, \dot{x}^2(t) \, h(x(t)) .$$  \hfill (50)

Indeed, it is clear that any observable of the form

$$O_3 = \sum_{k=0}^{N-1} \Delta t \, \frac{\Delta x_k^2}{\Delta t^2} \, h(x_k)$$  \hfill (51)

only has infinite moments when $x_k$ is sampled from the companion process associated to Eq. (36) in the $\Delta t \to 0$ limit. Suppose, however, that our interest goes to the observable defined by

$$O'_3 = \sum_{k=0}^{N-1} \Delta t \, h(\bar{x}_k) \, \frac{\Delta x_k^2}{\Delta t^2} - \sum_{k=0}^{N-1} \Delta t \, h(x_k) \, \frac{\Delta x_k^2}{\Delta t^2} ,$$  \hfill (52)

where $\bar{x}_k$ is again a function of $x_k$ and $x_{k+1}$ and where the diverging part in the continuous limit has been subtracted. Owing to the scaling of $\Delta x_k$, namely,

$$\Delta x_k^2 \sim \Delta t ,$$  \hfill (53)

one needs to know $h(\bar{x}_k)$ up to order $O(\Delta t)$ in order to collect all finite terms in the continuous-time limit. This is in stark contrast with standard Itô or Stratonovich integrals (or any integral of the type $O_1$) in which the function $h$ needs to be known up to order $O(\sqrt{\Delta t})$ only. In particular, observables such as $O_3$ (that we will encounter when dealing with path integrals) are sensitive to higher-order terms in the discretization. To render this property more explicit, we introduce an $\alpha, \beta$ non-linear quadratic discretization scheme defined by

$$\bar{x}_k = x_k + \alpha \Delta x_k + \beta(x_k) \Delta x_k^2 ,$$  \hfill (54)

where the notation stresses that $\beta(x_k)$ may depend on $x_k$ and which yields

$$O'_3 = \sum_{k=0}^{N-1} \Delta t \left[ h(x_k + \alpha \Delta x_k + \beta(x_k) \Delta x_k^2) - h(x_k) \right] \frac{\Delta x_k^2}{\Delta t^2}$$

$$= \sum_{k=0}^{N-1} \Delta t \left[ \alpha \Delta x_k \, h'(x_k) + \left( \beta(x_k) h'(x_k) + \frac{\alpha^2}{2} h''(x_k) \right) \Delta x_k^2 \right] \frac{\Delta x_k^2}{\Delta t^2}$$

$$= \sum_{k=0}^{N-1} \alpha h'(x_k) \frac{\Delta x_k^3}{\Delta t} + \sum_{k=0}^{N-1} \left( \beta(x_k) h'(x_k) + \frac{\alpha^2}{2} h''(x_k) \right) \Delta x_k^4 \frac{\Delta x_k^2}{\Delta t}$$

$$= \sum_{k=0}^{N-1} \alpha h'(x_k) \frac{\Delta x_k^3}{\Delta t} + 3 \sum_{k=0}^{N-1} g^4(x_k) \left( \beta(x_k) h'(x_k) + \frac{\alpha^2}{2} h''(x_k) \right) \Delta t ,$$  \hfill (55)

after having used the substitution rule (48), valid in the $\Delta t \to 0$ limit, in the last line. The cubic term $\Delta x_k^3 / \Delta t$, which has no obvious continuous-time limit, will be dealt
with in Sec. 4.1.4 in the more general higher dimensional case. It is of order \( O(\Delta t^{1/2}) \) and thus cannot be discarded in Eq. (55) in the \( \Delta t \to 0 \) limit.

The goal of this subsection was to provide the reader with a review of stochastic integration. We have discussed four types of integral observables, \( O_0, O_1, O_2 \) and \( O_3 \) that will each appear in the exponential weight of path integrals. We now turn to the differentiation of a stochastic path.

### 2.3. Differentiation

The other operation that we wish to extend to stochastic paths is differentiation. Going back to our initial equation

\[
\frac{dx}{dt} + \alpha = f(x) + g(x)\eta, \tag{56}
\]

we now define the process \( u(t) = U(x(t)) \) where \( U \) is some smooth invertible function. Its distribution \( P_u \) is governed by a Fokker–Planck equation of the form (25) inferred from the distribution \( P_x \) of the process \( x \) and from the change of measure

\[
dx P_x(x,t) = du P_u(u,t) \tag{57}
\]

(where we temporarily made explicit, as an index, the process of interest). The statistics of \( u(t) \) can also be directly studied within the Langevin framework, as we now explain. To this end, we start with the discrete-time companion process \( x \) which evolves according to

\[
\Delta x = f(x)\Delta t + g(x + \alpha \Delta x)\Delta \eta. \tag{58}
\]

In discrete time, the evolution of the new variable \( u \) is therefore given by

\[
\Delta u = u(t + \Delta t) - u(t) = U(x + \Delta x) - U(x) \\
= U'(x)\Delta x + \frac{1}{2} U''(x)\Delta x^2 + O(\Delta t^{3/2}) \\
= U'(x) f(x)\Delta t + U'(x) g(x + \alpha \Delta x)\Delta \eta + \frac{1}{2} U''(x) g^2(x)\Delta \eta^2 + O(\Delta t^{3/2}) \\
= f(x) U'(x) \Delta t + g(x + \alpha \Delta x) U'(x + \alpha \Delta x) \Delta \eta + \left( \frac{1}{2} - \alpha \right) g^2(x) U''(x) \Delta \eta^2 + O(\Delta t^{3/2}). \tag{59}
\]

In these expression, we could also replace the functions evaluated in \( x = x(t) \) by the same functions evaluated in \( x + \alpha \Delta x \), since this would only add terms of order \( \Delta t^{3/2} \).

With the purpose of replacing the \( x \) dependence still present in the right-hand-side by \( u \) we use (see App. C for the analysis of the discretization of the inverse)

\[
x = U^{-1}(u), \tag{60}
\]

and

\[
x + \alpha \Delta x = U^{-1}(u + \alpha \Delta u) + O(\Delta t). \tag{61}
\]
Equation (59) thus becomes

\[
\Delta u = F(u) \Delta t + \left( \frac{1}{2} - \alpha \right) g^2(U^{-1}(u)) U''(U^{-1}(u)) \Delta \eta^2 + G(u + \alpha \Delta u) \Delta \eta + O(\Delta t^{3/2})
\]

\[
\approx F(u) \Delta t + \left( \frac{1}{2} - \alpha \right) g^2(U^{-1}(u)) U''(U^{-1}(u)) \Delta t + G(u + \alpha \Delta u) \Delta \eta, \quad (62)
\]

with

\[
F = (fU') \circ U^{-1}, \quad G = (gU') \circ U^{-1}, \quad (63)
\]

and where again the \( \approx \) notation expresses that the two discrete-time evolutions generate the same processes in the limit \( \Delta t \to 0 \) (this is not a point-wise equality). This can be established either by computing the Kramers–Moyal expansion of the process \( u \) and determining the Fokker–Planck equation associated with Eq. (62) in the continuous-time limit, or by resorting to the substitution rule Eq. (46). Again in Eq. (62) the functions of \( u \) can be evaluated in \( u + \alpha \Delta u \) since this would only add subdominant terms of order \( O(\Delta t^{3/2}) \). In the continuous-time limit, we thus arrive at an \( \alpha \)-discretized Langevin equation for \( u(t) \):

\[
\frac{du}{dt} \overset{\alpha}{=} U' \frac{dx}{dt} + \left( \frac{1}{2} - \alpha \right) g^2(U^{-1}(u)) U''(U^{-1}(u))
\]

\[
\overset{\alpha}{=} F(u) + \left( \frac{1}{2} - \alpha \right) g^2(U^{-1}(u)) U''(U^{-1}(u)) + G(u) \eta. \quad (64)
\]

The formula above is at the core of stochastic calculus as it explicitly shows how working with paths generated by Eq. (36) modifies the chain rule of ordinary differential calculus. For \( \alpha = 0 \), Eq. (64) is the celebrated Itô’s lemma. For \( \alpha = 1/2 \), the standard chain rule holds and this is one of the most important assets of Stratonovich-discretized stochastic differential equations.

An interesting consequence of formula (64) is that it is always possible (for a one-dimensional process) to perform a non-linear change of variables so as to turn a process with multiplicative noise into one with additive noise. This is indeed easily achieved if one starts from a Stratonovich-discretized process (from Eq. (35) we know that any \( \alpha \)-discretized stochastic differential equation can be turned into a Stratonovich-discretized one) of the form

\[
\frac{dx}{dt} \overset{\frac{1}{2}}{=} f(x) + g(x) \eta. \quad (65)
\]

Assuming now that \( g \) is a non vanishing function of \( x \), we choose \( U \) to be such that

\[
(gU') \circ U^{-1} = \text{Id}, \quad (66)
\]

namely

\[
U(x) = \exp \left\{ \int_{x_0}^{x} dx' \frac{1}{g(x')} \right\}, \quad (67)
\]
for some \( x_0 \). This immediately leads to

\[
\frac{du}{dt} = F(u) + \eta, \tag{68}
\]

for \( u(t) = U(x(t)) \), which has additive noise and where \( F \) is given in Eq. (63). The conversion of a multiplicative noise process into an additive noise one is a peculiarity of processes living on the real axis which does not extend to higher dimensions in general.

### 2.4. What changes in higher dimensions

We now introduce a \( d \)-dimensional stochastic process \( x(t) \) with components \( x^\mu(t) \) for \( \mu \in [1, d] \). Einstein summation convention is hereafter used throughout. The time evolution of the components of the stochastic vector \( x(t) \) is governed by

\[
\frac{dx^\mu}{dt} \triangleq f^\mu(x) + g^\mu_i(x) \eta^i, \tag{69}
\]

where the \( \triangleq \) accounts for the underlying discretization scheme and where the index \( i \) runs from 1 to \( n \) with \( n \geq d \) and the \( n \)-dimensional Gaussian white noise \( \eta(t) \) has mean and correlations

\[
\langle \eta_i(t) \rangle = 0, \quad \langle \eta_i(t) \eta_j(t') \rangle = \delta_{ij} \delta(t - t'). \tag{70}
\]

We shall later realize that the up or down position of the space index \( \mu \) corresponds to a contravariant or covariant vector with respect to a given metric tensor. However, the position of the internal noise index \( i \) bears no specific geometric meaning. In the \( \alpha \)-discretization scheme, we have

\[
\Delta x^\mu_k = x^\mu((k + 1)\Delta t) - x^\mu(k\Delta t) = f^\mu(x_k) + g^\mu_i(x_k + \alpha \Delta x_k) \Delta \eta_{i,k}, \tag{71}
\]

where the noise correlations are such that

\[
\langle \Delta \eta_{i,k} \rangle = 0, \quad \langle \Delta \eta_{i,k} \Delta \eta_{j,k'} \rangle = \Delta t \delta_{ij} \delta_{kk'}. \tag{72}
\]

We furthermore introduce the \( d \times d \) matrix with elements \( \omega^{\mu\nu}(x) \) defined by

\[
\omega^{\mu\nu}(x) = g^{\mu i}(x) g^{\nu j}(x) \delta_{ij}. \tag{73}
\]

The substitution rules Eq. (46)-(48) are generalized as follows \([12,69–72]\):

\[
\Delta x^\mu \Delta x^\nu \triangleq \omega^{\mu\nu}(x) \Delta t, \quad \Delta \eta_i \Delta \eta_j \triangleq \Delta t \delta_{ij}, \tag{74}
\]

and

\[
\Delta x^\mu \Delta x^\nu \Delta x^\rho \Delta x^\sigma \triangleq [\omega^{\mu\nu}(x) \omega^{\rho\sigma}(x) + \omega^{\mu\rho}(x) \omega^{\nu\sigma}(x) + \omega^{\mu\sigma}(x) \omega^{\nu\rho}(x)] \Delta t^2. \tag{75}
\]
2.4.1. Changing linear discretization scheme or variables

From the rules that we have just identified, it is possible to derive the relations between $\alpha$-discretized and $\alpha'$-discretized stochastic differential equations, which read

$$\frac{dx^\mu}{dt} = f^\mu + g^\mu_i \eta_i,$$

$$\alpha' = f^\mu + (\alpha - \alpha') g^\mu_i \partial_\nu g^{\mu i} + g^\mu_i \eta_i,$$  

(76)

with $\partial_\nu = \partial / \partial x^\nu$.

We now investigate the issue of differentiation and changes of variables. Let $U$ be a smooth invertible transformation between two open subsets of $\mathbb{R}^d$ and define the process $u(t) = U(x(t))$. Assuming that $x$ evolves according to Eq. (69) understood as $\alpha$-discretized, we obtain

$$\frac{du^\mu}{dt} = \left[ f^\rho \partial_\rho U^\mu \right] (U^{-1}(u)) + \left( \frac{1}{2} - \alpha \right) \left[ \omega^{\rho \sigma} \partial_\rho \partial_\sigma U^\mu \right] (U^{-1}(u))$$

$$+ \left[ g^{\rho i} \partial_\rho U^\mu \right] (U^{-1}(u)) \eta_i.$$  

(77)

Therefore, as for one-dimensional systems, the rules of differential calculus hold in the Stratonovich scheme, $\alpha = 1/2$. In such a discretization, Eq. (77) shows that under a change of coordinates (that is, a reparametrization of the variables describing the system), $f^\mu$ and $g^{\mu i}$ transform as contravariant vectors do in Riemannian geometry regarding their $\mu$ index. Accordingly, $\omega^{\mu \nu}$ transforms as a rank-2 contravariant tensor. We will therefore borrow some of the language of Riemannian geometry to efficiently study transformations under a reparametrization of coordinates (see e.g. [73]).

Let us start by exploring how the Fokker–Planck description of the stochastic process transforms under reparametrization of coordinates. The Fokker–Planck equation associated to Eq. (69) in the Stratonovich discretization is

$$\partial_t P = -\partial_\mu \left( f^\mu + \frac{1}{2} \sum_i g^{\mu i} \partial_\nu g^{\mu i} \right) P + \frac{1}{2} \partial_\mu \partial_\nu \left( \omega^{\mu \nu} P \right).$$  

(78)

It is clear that $P(x, t)$ is not invariant under a change of coordinates. Indeed, the simplest scalar invariant object one can construct is the infinitesimal probability of finding the system in a box of size $d^d x$ around $x$ at time $t$, that is written as $d^d x \ P(x, t)$ (more formally, the Jacobians of the changes of variable in the volume element and in the probability density compensate). In what follows, we construct a scalar invariant probability density along the footsteps of [33]. This construction renders the connection to Riemannian geometry more explicit and it will serve as our starting point for constructing covariant path-integral representations of stochastic differential equations. We first assume that $\omega^{\mu \nu}(x)$ is invertible. This requires, in particular, that $n \geq d$ (where $n$ is the dimension of the noise space). Following standard conventions, we denote by $\omega_{\mu \nu}(x)$ the inverse of $\omega^{\mu \nu}(x)$ ($\omega^{\mu \rho} \omega_{\rho \nu} = \delta^\mu_\nu$). The matrix $\omega_{\mu \nu}(x)$ is symmetric, positive-definite and transforms as a rank-2 covariant tensor under a change of coordinates. It can thus be promoted as the metric tensor of a $d$-dimensional Riemann space. Denoting by $\omega(x)$ the determinant of $\omega_{\mu \nu}(x)$,

$$\omega(x) = \det \omega_{\mu \nu}(x)$$  

(79)
we construct the invariant volume element
\[ d^d x \sqrt{\omega(x)} \] (80)
and we introduce
\[ K(x, t) = \frac{P(x, t)}{\sqrt{\omega(x)}}, \] (81)
which is invariant under a change of coordinates, as follows from
\[ d^d x P_x(x, t) = d^d u P_u(u, t), \] (82)
where the index refers to the process. It can be shown \[33\] that \(K(x, t)\) evolves according to the manifestly covariant equation
\[ \partial_t K = -\nabla_\mu (h^\mu K) + \frac{1}{2} \nabla_\mu \nabla_\nu (\omega^{\mu\nu} K), \] (83)
where \(\nabla_\mu\) is the covariant derivative associated with the metric \(\omega_{\mu\nu}\). While \(\nabla_\mu = \delta_\mu\)
when acting on a scalar, when applied to a contravariant vector \(A^\nu\), one has
\[ \nabla_\mu A^\nu = \partial_\mu A^\nu + \Gamma^\nu_{\mu\rho} A^\rho, \] (84)
and when applied to a contravariant rank-2 tensor \(T^{\rho\sigma}\):
\[ \nabla_\mu T^{\rho\sigma} = \partial_\mu T^{\rho\sigma} + \Gamma^\rho_{\mu\nu} T^{\nu\sigma} + \Gamma^\sigma_{\mu\nu} T^{\rho\nu}, \] (85)
where \(\Gamma^\mu_{\rho\sigma}\) is the corresponding Christoffel symbol,
\[ \Gamma^\mu_{\rho\sigma} = \frac{1}{2} \omega^{\mu\nu} (\partial_\rho \omega_{\nu\sigma} + \partial_\sigma \omega_{\nu\rho} - \partial_\nu \omega_{\rho\sigma}). \] (86)
In addition, the vector \(h^\mu\) appearing in Eq. (83) is defined by
\[ h^\mu = f^\mu - \frac{1}{2} \Gamma^\rho_{\nu\rho} \omega^{\mu\nu} - \frac{1}{2} \partial_\rho g^{\nu i} g^{\mu j} \delta_{ij}, \] (87)
which can be shown to transform as a contravariant vector under a change of coordinates. (In dimension one, \(h^\mu \mapsto f\). We also introduce, as it will prove useful in many parts of this work, the Ricci scalar curvature associated to the \(\omega_{\mu\nu}\) metric
\[ R = \omega^{\mu\nu} \left( \partial_\eta \Gamma^\eta_{\mu\nu} - \partial_\mu \Gamma^\eta_{\eta\nu} + \Gamma^\eta_{\mu\nu} \Gamma^\rho_{\eta\rho} - \Gamma^\eta_{\mu\rho} \Gamma^\rho_{\eta\nu} \right). \] (88)
In this language, the stochastic dynamics with additive noise are associated to a flat space and a null Ricci curvature. Therefore, quite unlike the one-dimensional case, a multidimensional stochastic process with a nonzero Ricci curvature cannot be mapped onto one with an additive form by a change of variables.
2.4.2. Higher-order discretization schemes

Nevertheless, similarly to the one-dimensional case, it is possible to generalize the
non-linear $\alpha, \beta$ discretization scheme of Eq. (54) to higher space dimensions. This is
done by introducing a three-index-quantity $B_{\rho\sigma}^{\mu}(x_k)$ in the definition of a quadratic
discretization rule

$$\tilde{x}_k^{\mu} = x_k^{\mu} + \alpha \Delta x_k^{\mu} + B_{\rho\sigma}^{\mu}(x_k) \Delta x_k^{\rho} \Delta x_k^{\sigma}. \quad (89)$$

The quantity $B_{\rho\sigma}^{\mu}$ is clearly symmetric with respect to the exchange of covariant indices
$\rho, \sigma$. The non-linear term in (89) boils down to $\beta(x_k) \Delta x^2$ in the one-dimensional case
of Eq. (54). Such discretization schemes, that go one order in $\Delta x$ beyond the usual
$\alpha$-discretization, will play an essential role in the discretized construction of the path-
integral trajectory probability presented in Sec. 6 and Sec. 7. Although quadratic terms
such as $\beta(x_k) \Delta x_k^2$ in one dimension or $B_{\rho\sigma}^{\mu}(x_k) \Delta x_k^{\rho} \Delta x_k^{\sigma}$ in arbitrary dimensions play
no role in the continuous-time limit of the Langevin equation, it will become clear that
a time-discretized interpretation of the path-integral action actually depends explicitly
on them. The stage is now set for investigating these additional subtleties that path
integrals conceal.

3. Path-integral representation of stochastic processes: conventional
construction

This section reviews the standard construction of path-integral representations for the
transition probability of stochastic differential equations with Gaussian white noise.
The simpler example of a one-dimensional process with additive noise is treated first.
In line with the points raised in Sec. 2.2 for stochastic integrals, we show that one
can resort to different discretizations to construct the path integral. We also recall
the connection between the subtleties in the discretization of stochastic path integrals
and the so-called operator ordering problem in quantum mechanics. We then turn to
the more involved case of multi-dimensional processes with multiplicative noise for
which we introduce the notion of covariant path-integral representation and construct
explicitly the path integral in the linear $\alpha$-discretization. At the end of this section,
we show that the rules of differential calculus, while known to hold at the level of
Stratonovich-discretized stochastic differential equations, are not adequate for chang-
ing variables at the level of $\alpha$-discretized continuous-time path integrals, including the
Stratonovich case $\alpha = 1/2$. Therefore, an improved construction is needed and this
will be the theme of sections 4 to 7.

3.1. The one-dimensional additive case

We start by implementing our program on the example of a one-dimensional stochastic
process with additive noise

$$\frac{dx}{dt} = f + \eta. \quad (90)$$

We recall our notation so as to make the presentation in this section as self-contained as
possible. We divide the interval $[t_0, t_f]$ into $N$ slices and we introduce the intermediate
times $t_k = t_0 + k\Delta t$ with $k = 0, \ldots, N$, $\Delta t = (t_f - t_0)/N$ and $t_N = t_f$. Clearly, the initial value is $x_0 = x(t_0)$ and the final one $x_N = x(t_N) = x(t_f)$. The discrete-time companion process with time step $\Delta t$ associated to Eq. (90) is

$$
\Delta x_k = f(x_k)\Delta t + \Delta \eta_k.
$$

(91)

### 3.1.1. The propagator in the Itô convention

Let $P(x_f, t_f | x_0, t_0)$ be the propagator associated to the Langevin Eq. (90), i.e. the probability to be at $x_f$ at time $t_f$ given that the motion starts from $x_0$ at time $t_0$, and $P_{\Delta t}(x_{k+1}, t_{k+1} | x_k, t_k)$ the one-step infinitesimal propagator associated to Eq. (91). Relying on the fact that the processes described here are Markovian, we use the Chapman–Kolmogorov equation over the intermediate time windows $[t_k, t_{k+1}]$ to state

$$
P(x_f, t_f | x_0, t_0) = \lim_{N \to +\infty} \int \prod_{k=1}^{N-1} dx_k \prod_{k=0}^{N-1} P_{\Delta t}(x_{k+1}, t_{k+1} | x_k, t_k).
$$

(92)

In Eq. (91), the $\Delta \eta_k$ are independent and identically distributed random variables with a normal probability density

$$
P(\Delta \eta_k) = \frac{1}{\sqrt{2\pi \Delta t}} e^{-\frac{\Delta \eta_k^2}{2\Delta t}},
$$

(93)

so that the one-step propagator reads

$$
P_{\Delta t}(x_{k+1}, t_{k+1} | x_k, t_k) = \frac{1}{\sqrt{2\pi \Delta t}} \exp \left[ -\frac{1}{2\Delta t} (\Delta x_k - f(x_k)\Delta t)^2 \right].
$$

(94)

Such writing corresponds to the Itô discretization of the argument of the exponential. This result leads us to write the finite-time propagator as

$$
P(x_f, t_f | x_0, t_0) = \lim_{N \to +\infty} \frac{1}{\sqrt{2\pi \Delta t}} \int \prod_{k=1}^{N-1} \left( \frac{dx_k}{\sqrt{2\pi \Delta t}} \right) \exp \left[ -\frac{\Delta t}{2} \sum_{k=0}^{N-1} \left( \frac{\Delta x_k}{\Delta t} - f(x_k) \right)^2 \right]
$$

$$
= \int_{x(t_0) = x_0}^{x(t_f) = x_f} \mathcal{D}x \ e^{-S[x(t)]}.
$$

(95)

The meaning of the formal continuous-time writing is inferred from the limiting discrete-time expression, in which the path measure is expressed as

$$
\mathcal{D}x = \lim_{N \to +\infty} \frac{1}{\sqrt{2\pi \Delta t}} \prod_{k=1}^{N-1} \left( \frac{dx_k}{\sqrt{2\pi \Delta t}} \right),
$$

(96)

and the action $S[x(t)]$ as

$$
S[x(t)] = \frac{1}{2} \int_{t_0}^{t_f} dt \left( \frac{dx}{dt} - f(x) \right)^2.
$$

(97)
The superscript 0 above the equal sign is meant to specify the underlying time discretization, which is the Itô one as read from (95). The boundary conditions appearing in the path-integral sign in Eq. (95) indicate that the sum is performed on continuous paths constrained to satisfy them.

3.1.2. Changing discretization

Exactly in the same way as any integral observable can be expressed using different discretizations, and can thus correspond to visually different continuous-time expressions (see e.g. Eq. (49)), we wish to rewrite the path-integral action associated with the process in Eq. (90) not only as the limit of an Itô discretized sum but as the limit of an \( \alpha \)-discretized one with \( \alpha \in [0, 1] \). This will concretely illustrate that the underlying discretization scheme must be prescribed to be able to work with path integrals in an unambiguous way (see [74] for a review of the handling of path integrals in different discretizations). We start from the expression of the propagator in Eq. (95) where we rewrite the kinetic term \( \int_{t_0}^{t_f} dt \dot{x}^2 \) so as to obtain

\[
P(x_f, t_f|x_0, t_0) = \left\langle \exp \left( -\frac{1}{2} \int_{t_0}^{t_f} dt f(x)^2 + \int_{t_0}^{t_f} dt \frac{dx}{dt} f(x) \right) \right\rangle, \tag{98}
\]

where the average is taken with respect to the free Brownian motion constrained to satisfy the boundary conditions \( x(t_0) = x_0 \) and \( x(t_f) = x_f \). The subscript \( \alpha = 0 \) in the integral sign means that it is an Itô one. Within the expectation value, we can use Eq. (49) (with \( g = 1 \) since the process is additive) to change discretization and replace the Itô integral by an \( \alpha \)-discretized one\(^1\):

\[
\int_{t_0}^{t_f} dt \frac{dx}{dt} f(x) = \int_{t_0}^{t_f} dt \frac{dx}{dt} f(x) - \alpha \int_{t_0}^{t_f} dt f'(x). \tag{99}
\]

Therefore, the action in Eq. (97) can be rewritten as

\[
S[x(t)] = \int_{t_0}^{t_f} dt \left[ \frac{1}{2} \left( \frac{dx}{dt} - f(x) \right)^2 + \alpha f'(x) \right], \tag{100}
\]

where the superscript \( \alpha \) in the continuous writing stands for \( \alpha \)-discretized integral. Compared to the Itô-discretized action (97), we have to include a contribution \( \alpha f'(x) \) in a generic \( \alpha \)-discretization. This illustrates the known fact that [49,56,75], even for an additive Langevin equation (the writing of which is independent of the discretization convention), the path-integral action depends explicitly on the discretization scheme chosen to write it.

3.1.3. Path integrals and operator ordering

For the sake of completeness, we present another derivation of the path-integral representation of the transition probability \( P(x_f, t_f|x_0, t_0) \). This approach, which uses the Fokker–Planck equation as its starting point, emphasizes the equivalence between the

---

\(^1\)Importantly, when writing the time-discretized version of the integrals [18], we see that the difference between the left- and right-hand-side of Eq. (99) is of order \( \sqrt{\Delta t} \), validating the use of Eq. (99) in the exponential of (98).

issue of the discretization of path integrals and the operator ordering problem in quantum mechanics.

Using the standard momentum operator \( \hat{p} = -i \frac{d}{dx} \) of quantum mechanics, we write the Fokker–Planck equation associated to Eq. (90) as

\[
\partial_t P = -\hat{H}_{\text{FP}} P \quad \text{with} \quad \hat{H}_{\text{FP}} = \frac{1}{2} \hat{p}^2 + i \hat{p} \hat{f} .
\]  

(101)

Introducing the usual position eigenstates \( |x\rangle \), the infinitesimal propagator can be expressed as

\[
\mathbb{P}_{\Delta t}(x + \Delta x, t + \Delta t|x, t) = \langle x + \Delta x| e^{-\frac{\Delta t}{2} \hat{p}^2 + i \hat{p} \hat{f}} |x\rangle \\
\simeq \langle x + \Delta x| e^{-\frac{\Delta t}{2} \hat{p}^2} e^{-i \Delta t \hat{p} \hat{f}} |x\rangle ,
\]  

(102)

where the last line is obtained using the Baker–Campbell–Hausdorff formula to first order, which is enough to correctly capture the continuous-time limit. We recall (and this is proven in Sec. 7) that for any function \( G \)

\[
\left[ \exp \left( f(x) \Delta t \frac{d}{dx} \right) G \right] (x) = G \left[ \exp \left( f(x) \Delta t \frac{d}{dx} \right) \right] (x) ,
\]  

(103)

which in the present case translates into

\[
\exp \left( -i \hat{p} \hat{f} \Delta t \right) |x\rangle = \left| \exp \left( f(x) \Delta t \frac{d}{dx} \right) x \right\rangle = |x + f(x) \Delta t + O(\Delta t^2)\rangle .
\]  

(104)

We therefore obtain

\[
\mathbb{P}_{\Delta t}(x + \Delta x, t + \Delta t|x, t) \simeq \langle x + \Delta x| e^{-\frac{\Delta t}{2} \hat{p}^2} |x + f(x) \Delta t + \ldots\rangle \\
\simeq \frac{1}{\sqrt{2\pi \Delta t}} \exp \left[ -\frac{\Delta t}{2} \left( \frac{\Delta x}{\Delta t} - f(x) \right)^2 \right] ,
\]  

(105)

where the last expression comes from the Fourier expansion of position eigenstates \( |x\rangle \) along the momentum eigenstates \( |p\rangle \). This expresses that a \( \hat{p} \hat{x} \) or normal ordering of the Hamiltonian naturally leads to an Itô discretized path integral (see Eq. (94)).

We could alternatively choose to order the operators differently, following for instance an \( \alpha \) ordering,

\[
\mathbb{P}_{\Delta t}(x + \Delta x, t + \Delta t|x, t) \\
= \langle x + \Delta x| \exp \left( -\frac{\hat{p}^2}{2} \Delta t - i \hat{p} \hat{f} \Delta t \right) |x\rangle \\
= \langle x + \Delta x| \exp \left[ -\frac{\hat{p}^2}{2} \Delta t - i \left( (1 - \alpha)\hat{p} \hat{f} + \alpha \hat{f} \hat{p} \right) \Delta t - \alpha \hat{f} \hat{p} \Delta t \right] |x\rangle .
\]
At this stage we can use the approximation

\[
P_{\Delta t}(x + \Delta x, t + \Delta t|x, t) \\
\simeq e^{-\alpha f'(x)\Delta t} (x + \Delta x)e^{-\frac{\alpha^2}{2} \Delta t} e^{-i(1-\alpha)\Delta tf/(x)} \\
= e^{-\alpha f'(x)\Delta t} (x + \Delta x - \alpha \Delta tf(x + \Delta x) + ... | e^{-\frac{\alpha^2}{2} \Delta t} | x + (1 - \alpha)\Delta tf(x) + ...) \\
= \frac{1}{\sqrt{2\pi \Delta t}} \exp \left[ -\alpha f'(x)\Delta t - \frac{\Delta t}{2} \left( \frac{\Delta x}{\Delta t} - f(x + \alpha \Delta x) \right)^2 \right].
\]

(106)

Thus, the \(\alpha\) ordering of the operator \(\hat{p} \hat{f}\) naturally leads to an \(\alpha\)-discretized path integral, see Eq. (97). In particular, the well known Weyl ordering corresponds to \(\alpha = 1/2\) and yields a Stratonovich-discretized path integral.

### 3.2. Multidimensional processes with multiplicative noise

We now turn to the more general multidimensional processes with multiplicative noise

\[
\frac{dx^\mu}{dt} = \frac{1}{2} f^\mu(x) + g^{\mu i}(x) \eta_i.
\]

(107)

Without loss of generality, Eq. (107) is understood as Stratonovich-discretized. Furthermore, the matrix with elements \(g^{\mu i}(x)\) is hereafter assumed to be invertible, with inverse \(g_{ij}(x)\). This imposes the necessary condition \(d = n\). In the same vein as the presentation above, we introduce the propagator \(P(x_f, t_f|x_0, t_0)\) of Eq. (107) and its discrete-time companion process defined with a time step of duration \(\Delta t = (t_f - t_0)/N\), \(N \in \mathbb{N}\). Accordingly, we introduce the scalar invariant propagators of the original process

\[
\mathbb{K}(x_f, t_f|x_0, t_0) = \frac{P(x_f, t_f|x_0, t_0)}{\sqrt{\omega(x_f)}},
\]

(108)

and of the infinitesimal discrete process

\[
\mathbb{K}_{\Delta t}(x_{k+1}, t_{k+1}|x_k, t_k) = \frac{P_{\Delta t}(x_{k+1}, t_{k+1}|x_k, t_k)}{\sqrt{\omega(x_{k+1})}}.
\]

(109)

Explicitly, the advantage of using such scalar invariant propagators is that, when changing variables as \(u(t) = U(x(t))\)

\[
\mathbb{P}_x(x_f, t_f|x_0, t_0) = \left| \det \frac{\partial U^\mu}{\partial x^\nu}(x_f) \right| \mathbb{P}_u(u_f, t_f|u_0, t_0)
\]

(110)

(we indicated with a subscript the variable of the probability density), the Jacobian prefactor of the change of probability is exactly compensated, for \(\mathbb{K}\), by the transformation of the prefactor \(1/\sqrt{\omega(x_f)}\) in Eq. (108).

---

2) Indeed, denoting \(G^{\mu i}\) and \(\sqrt{\Omega}\) the noise amplitude and the volume measure of the process \(u(t)\), we have \(G^{\mu i} = \frac{\partial U^\mu}{\partial x^\nu} g^{\nu i}\) and thus \(\sqrt{\omega(x_f)} = \left| \det \frac{\partial U^\mu}{\partial x^\nu}(x_f) \right| \sqrt{\Omega}(u_f)\).
We then write a time-sliced expression for the propagator $\mathbb{P}(x_f, t_f| x_0, t_0)$, just as in Eq. (92) but now extended to a vectorial process $x$. This implies

$$
\mathbb{K}(x_f, t_f| x_0, t_0) = \lim_{N \to +\infty} \int \prod_{k=1}^{N-1} \{ dx_k \sqrt{\omega(x_k)} \} \prod_{k=0}^{N-1} \left\{ \mathbb{P}_{\Delta t}(x_{k+1}, t_{k+1}| x_k, t_k) \right\}
$$

$$
= \lim_{N \to +\infty} \int \prod_{k=1}^{N-1} \{ dx_k \sqrt{\omega(x_k)} \} \prod_{k=0}^{N-1} K_{\Delta t}(x_{k+1}, t_{k+1}| x_k, t_k)
$$

$$
= \int_{x(t_0)=x_0}^{x(t_f)=x_f} \mathcal{D}x \ e^{-S[x(t)]}. \quad (111)
$$

The meaning of the formal continuous-time writing (111) is inferred from the limiting discrete-time expression with the path measure

$$
\mathcal{D}x = \lim_{N \to +\infty} \left( \frac{1}{\sqrt{2\pi \Delta t}} \right)^d \prod_{k=1}^{N-1} \left\{ \frac{dx_k \sqrt{\omega(x_k)}}{\sqrt{2\pi \Delta t}} \right\}, \quad (112)
$$

and the action

$$
e^{-S[x(t)]} = \lim_{N \to +\infty} \prod_{k=0}^{N-1} (2\pi \Delta t)^{\frac{d}{2}} K_{\Delta t}(x_{k+1}, t_{k+1}| x_k, t_k). \quad (113)
$$

Note that different definitions of $\mathcal{D}x$ and $S[x(t)]$ could give the same result in the $\Delta t \to 0$ limit, only the product $\mathcal{D}x \ e^{-S[x(t)]}$ being prescribed. It is thus not uncommon to find different discretizations of the path measure in the literature (see e.g. [76,77]). The precise definition of $\mathcal{D}x$ in Eq. (112), with the function $\omega$ being evaluated at $x_k$, is however the only one providing a scalar invariant path measure $\mathcal{D}x$ (up to a global constant factor). The convention (112) for $\mathcal{D}x$, which we adopt in this section, is very convenient since it allows one to focus solely on the transformation of the action when changing variables. In the previous section where the noise was additive, the discretization of the path measure $Dx$ in Eq. (96) was not an issue.

Different discretizations can be used to represent the same action functional $S[x(t)]$, as was illustrated by our study of the one-dimensional additive case in Sec. 3.1. For a given discretization $\mathfrak{d}$, we write the action as the $\mathfrak{d}$-discretized integral of a Lagrangian

$$
S[x(t)] \equiv \int_{t_0}^{t_f} dt \ L_{\mathfrak{d}}[x(t), \dot{x}(t)], \quad (114)
$$

where the $\mathfrak{d}$ subscript in $L_{\mathfrak{d}}$ accounts for the fact that the functional form of the Lagrangian depends on the underlying discretization. We stress that the value of the action in (114) is the same for every discretization scheme $\mathfrak{d}$, but that the continuous-time writing of $L_{\mathfrak{d}}$ as a function of $x$ and $\dot{x}$ will in general depend on the chosen scheme $\mathfrak{d}$.

---

3The prefactor $(2\pi \Delta t)^{\frac{d}{2}}$ in (113) allows one to eliminate a constant pre-exponential factor in $K_{\Delta t}$.
3.3. Covariant path-integral representation of stochastic processes

In this section we define a central concept, that of a covariant path-integral representation for multidimensional stochastic differential equations with multiplicative noise. Let $\mathbb{P}_x(x_t, t_1| x_0, t_0)$ be the transition probability density of being at $x_t$ at $t_1$ while being at $x_0$ at $t_0$. We consider time-discretized path-integral representations of this probability within a given discretization scheme $\delta$, written as

$$\mathbb{P}_x(x_t, t_1| x_0, t_0) \overset{\delta}{=} \sqrt{\omega(x_t)} \int_{x(t_0) = x_0}^x \mathcal{D}x \exp\left\{ - \int_{t_0}^{t_1} dt \mathcal{L}_\delta^x[x(t), \dot{x}(t)] \right\}$$

(115)

where the superscript $x$ stresses that this Lagrangian is associated to the variable $x$. We are free to reparametrize the phase space and define new variables $u$ through $u = U(x)$ where $U$ is a smooth invertible transformation between two open subsets of $\mathbb{R}^d$. Using this new parametrization, the transition probability can be constructed accordingly:

$$\mathbb{P}_u(u_t, t_1| u_0, t_0) \overset{\delta}{=} \sqrt{\Omega(u_t)} \int_{u(t_0) = u_0}^u \mathcal{D}u \exp\left\{ - \int_{t_0}^{t_1} dt \mathcal{L}_\delta^u[u(t), \dot{u}(t)] \right\}.$$  

(116)

A path-integral representation is said to be **covariant** if the following two conditions are fulfilled. Firstly, we must have

$$\mathcal{D}x = \mathcal{D}u,$$  

(117)

which expresses that the measure is a scalar invariant under changes of coordinates, consistently with our construction. Secondly, we require that

$$\mathcal{L}_\delta^x[x, \dot{x}] = \mathcal{L}_\delta^u[u, \dot{u}] = \mathcal{L}_\delta^u[U(x), (\partial U/\partial x) \cdot \dot{x}].$$  

(118)

which means that one is free to use the standard chain rule directly at the level of the continuous-time Lagrangian. Stated otherwise, a discretization $\delta$ of the path integral is covariant if and only if the associated Lagrangian $\mathcal{L}_\delta^x[x, \dot{x}]$ is manifestly covariant.

In the following section we will compute $\mathcal{L}_\delta^x[x, \dot{x}]$, the continuous-time $\alpha$-discretized Lagrangian for all $\alpha \in [0, 1]$. A rapid visual inspection will then show us that **none** of these linear $\alpha$-discretizations, not even the Stratonovich one (which is nevertheless adapted to the use of the chain rule at the level of stochastic differential equations), are covariant: changing variables by applying blindly the chain rule at the level of the continuous-time Lagrangian is not an option in these $\alpha$-discretizations. We will then show in Secs. 6 and 7 that well-chosen higher-order discretizations can cure this problem – which constitutes the main new result in this article.

---

4 In Eq. (115), the convention we use is to have a prefactor $\sqrt{\omega(x_t)}$ that encodes the fact that the propagator $K$ of Eq. (108) transforms like a scalar, and that both the measure $\mathcal{D}x$ and the action possess this same property, see Eqs. (117) and (118). Equivalently to (115), one can also write that the **probability** that $x_t$ belongs to a domain $X$ at time $t_1$ is

$$\text{Prob}(x_t \in X, t_1| x_0, t_0) \overset{\delta}{=} \int_{x(t_0) = x_0}^X \mathcal{D}x \exp\left\{ - \int_{t_0}^{t_1} dt \mathcal{L}_\delta^x[x(t), \dot{x}(t)] \right\}. $$
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3.4. The α-discretized path integral

3.4.1. Statement of the result

In this section, we construct the α-discretized path-integral representation of the transition probability of Eq. (107). Let us start by computing, in the limit \( \Delta t \to 0 \) and up to \( O(\Delta t) \) terms, the one-step scalar propagator \( K_{\Delta t}(x_k+1, t_k+1| x_k, t_k) \) associated to the Stratonovich-discretized equation:

\[
\Delta x_k^\mu = f^\mu(x_k)\Delta t + g^{\mu i}(x_k + \Delta x_k^i) \Delta \eta_{i,k}. \tag{119}
\]

The propagator is straightforwardly given by

\[
(2\pi \Delta t)^{\frac{d}{2}} K_{\Delta t}(x_{k+1}, t_{k+1}| x_k, t_k) = (2\pi \Delta t)^{\frac{d}{2}} \left| \det \left( \frac{\partial \Delta \eta_{i,k}}{\partial \Delta x_k^i} \right) \right| \frac{P[\Delta \eta_k]}{\sqrt{\omega(x_{k+1})}}, \tag{120}
\]

with \( P[\Delta \eta_k] \) the probability distribution of the noise increments

\[
P[\Delta \eta_k] = \left( \frac{1}{2\pi \Delta t} \right)^{\frac{d}{2}} \exp \left( -\frac{\Delta \eta_{i,k} \Delta \eta_{j,k} \delta_{ij}}{2\Delta t} \right), \tag{121}
\]

and where in (120) \( \Delta \eta_{i,k} \) is understood as expressed in terms of the \( x_k^\mu \)'s, as directly obtained from (119). The point at which we choose to evaluate the functions appearing in \( K_{\Delta t}(x_{k+1}, t_{k+1}| x_k, t_k) \) sets the discretization scheme of the action \( S[x(t)] \). As we will show next, we can infer from Eq. (120) the expression of the α-discretized Lagrangian for any \( \alpha \in [0,1] \). Using the notations introduced in Sec. 2.4, it reads

\[
L^\alpha_{x}[x, \dot{x}] = \frac{1}{2} \left[ \omega_{\mu\nu} \left( \frac{dx^\mu}{dt} - h^\mu \right) \left( \frac{dx^\nu}{dt} - h^\nu \right) + (1 - 2\alpha) \frac{dx^\mu}{dt} \left( \omega_{\mu\rho} \omega^{\rho\sigma} \Gamma^\nu_{\sigma} + 2\Gamma^\alpha_{\mu\alpha} \right) \right.
\]

\[
+2\alpha \nabla_\mu h^\mu - (1 - 2\alpha)\omega_{\mu\nu} \omega^{\rho\sigma} \Gamma^\nu_{\rho\sigma} h^\mu + \left( \alpha - \frac{1}{2} \right) \omega_{\mu\nu} \omega^{\rho\sigma} \omega^{\alpha\beta} \Gamma^\nu_{\rho\sigma} \Gamma^\rho_{\mu\beta} \]

\[
- \alpha(1 - \alpha) R + \alpha \left( 1 - \alpha \right) \omega^{\mu\nu} \Gamma^\beta_{\beta\mu} \Gamma^\nu_{\alpha} + (1 - 3\alpha(1 - \alpha)) \omega^{\mu\nu} \partial_\nu \Gamma^\alpha_{\mu\alpha} \right], \tag{122}
\]

with \( h^\mu \) defined in Eq. (87). For the sake of completeness, we explicitly write here the Itô-discretized Lagrangian,

\[
L^0_{x}[x, \dot{x}] = \frac{1}{2} \left[ \omega_{\mu\nu} \left( \frac{dx^\mu}{dt} - h^\mu \right) \left( \frac{dx^\nu}{dt} - h^\nu \right) + \frac{dx^\mu}{dt} \left( \omega_{\mu\rho} \omega^{\rho\sigma} \Gamma^\nu_{\sigma} + 2\Gamma^\alpha_{\mu\alpha} \right) \right.
\]

\[
- \omega_{\mu\nu} \omega^{\rho\sigma} \Gamma^\nu_{\rho\sigma} h^\mu + \frac{1}{4} \omega_{\mu\nu} \omega^{\rho\sigma} \omega^{\alpha\beta} \Gamma^\rho_{\mu\sigma} \Gamma^\nu_{\alpha\beta} + \omega^{\mu\nu} \partial_\nu \Gamma^\alpha_{\mu\alpha} \right], \tag{123}
\]
and the Stratonovich-discretized one,

\[
\mathcal{L}_{1/2}^{\alpha}[x, \dot{x}] = \frac{1}{2} \left[ \omega_{\mu\nu} \left( \frac{dx^\mu}{dt} - h^\mu \right) \left( \frac{dx^\nu}{dt} - h^\nu \right) + \nabla_\mu h^\mu - \frac{1}{4} R + \frac{1}{4} \omega^{\mu\nu} \Gamma^\alpha_{\beta\mu} \Gamma^\beta_{\alpha\nu} + \frac{1}{4} \omega^{\mu\nu} \partial_\nu \Gamma^\alpha_{\mu\alpha} \right].
\]

(124)

Before diving into the details of the computation of the Lagrangian in Eq. (122), note that there is no \( \alpha \) such that its expression is manifestly covariant. This confirms our earlier claim that the standard chain rule of differential calculus cannot be blindly used to change variables at the level of an \( \alpha \)-discretized continuous-time action, even if it is Stratonovich-discretized\(^5\).

To make contact with existing results in one dimension, note that in (122) the covariant derivative \( \nabla_\mu \) acts on the vector \( h_\mu \) (the covariant force defined in Eq. (87)), so that, for \( d = 1 \), \( \nabla_\mu h^\mu \mapsto f' - fg'/g \) (which, as expected, is equal to \( F' - FG'/G \) for parameters \( F \circ U = U'f \) and \( G \circ U = U'g \) of the process \( u(t) = U(x(t)) \)). One obtains:

\[
\mathcal{L}_{\alpha}^{\alpha}[x, \dot{x}] = \frac{1}{2} \frac{g(x)}{2} \left( \frac{dx}{dt} - f_{(\alpha)}(x) - (1 - 2\alpha)g(x)g'(x) \right)^2 + \alpha f'_{(\alpha)}(x) - (1 - \alpha) \left[ f_{(\alpha)}(x) - \alpha g(x)g'(x) \right] - \frac{1}{2} (1 - \alpha)^2 g(x)g'(x)
\]

where the result is expressed in terms of the force \( f_{(\alpha)}(x) = f(x) + \left( \frac{1}{2} - \alpha \right) g(x)g'(x) \) of the \( \alpha \)-discretized Langevin equation equivalent to the Stratonovich-discretized equation (107) (in one dimension).

3.4.2. Derivation of the \( \alpha \)-discretized Lagrangian

For a matter of convenience, in order to obtain a path-integral representation of Eq. (107) where all functions in the infinitesimal propagator are evaluated at \( x_k + \alpha \Delta x_k \), we start by expressing this process by the equivalent \( \alpha \)-discretized stochastic differential equation:

\[
\frac{dx^\mu}{dt} = f^\mu_{(\alpha)} + g^\mu_i \eta_i,
\]

(126)

with

\[
f^\mu_{(\alpha)} = f^\mu + \left( \frac{1}{2} - \alpha \right) g^{\mu i} \partial_\nu g^{\nu j} \delta_{ij}.
\]

(127)

In the discrete-time companion process of Eq. (126), we express the noise increments in terms of the displacement \( \Delta x \) by

\[
\Delta \eta_i = g_{\mu i}(x + \alpha \Delta x) \left( \Delta x^\nu - f^\nu_{(\alpha)}(x + \alpha \Delta x) \Delta t \right),
\]

(128)

\(^5\)Note that, as will be discussed at the end of Sec. 4.2, choosing a different convention for the discretization of the path-integral measure, one can arrive at a different expression of the Lagrangian in which applying the stochastic chain rule in the Itô and in the Hänggi–Klimontovich case leads to a correct computation, as recently shown in Ref. [31].
from where we can deduce the expression of the Jacobian of the change of variables when going from the noise to the position

\[
|\det \left( \frac{\partial \Delta \eta_i}{\partial \Delta x^\beta} \right) | = \\
\sqrt{\omega(x + \alpha \Delta x)} \left| \det \left( \delta^\nu_\beta - \alpha \partial_\beta f^\nu_\alpha \Delta t + \alpha g^\nu_\beta \partial_\beta g_\rho \left( \Delta x^\rho - f^\rho_\alpha \Delta t \right) \right) \right|.
\]  

(129)

In Eq. (129), and until the end of this section, functions are evaluated at \(x + \alpha \Delta x\) unless explicitly stated otherwise. Following Eq. (120), we first express \(\omega(x + \alpha \Delta x)\) in terms of \(\omega(x + \Delta x)\) up to terms \(O(\Delta t)\)

\[
\omega(x + \alpha \Delta x) = \omega(x + \Delta x) \exp \left( \ln(\omega(x + \alpha \Delta x) - \ln(\omega(x + \Delta x)) \right) \\
= \omega(x + \Delta x) \exp \left( -(1 - \alpha) \Delta x^\mu \partial_\mu \ln(\omega) - \frac{(1 - \alpha)^2}{2} \Delta x^\mu \Delta x^\nu \partial_\mu \partial_\nu \ln(\omega) \right) \\
= \omega(x + \Delta x) \exp \left( -(1 - \alpha) \Delta x^\mu \Gamma^\alpha_\mu_\alpha - (1 - \alpha)^2 \omega^\mu_\nu \partial_\nu \Gamma^\alpha_\mu_\alpha \Delta t \right),
\]  

(130)

where the last line was obtained after using the substitution relation Eq. (74) and the identity for the derivative of the determinant of the metric

\[
\partial_\mu \ln(\omega) = \omega^{\alpha_\beta} \partial_\mu \omega_{\alpha_\beta} = 2 \Gamma^\alpha_\mu_\alpha.
\]  

(131)

Using now the formula valid for any matrix \(\mathbb{H}\),

\[
|\det(1 + \epsilon \mathbb{H})| = \exp \left( \epsilon \text{Tr} \mathbb{H} - \frac{\epsilon^2}{2} \text{Tr} \mathbb{H}^2 \right) + O(\epsilon^3),
\]  

(132)

we can express the remaining determinant in Eq. (129) as

\[
|\det \left( \delta^\nu_\beta - \alpha \partial_\beta f^\nu_\alpha \Delta t + \alpha g^\nu_\beta \partial_\beta g_\rho \left( \Delta x^\rho - f^\rho_\alpha \Delta t \right) \right) | \\
= \exp \left[ -(1 - \alpha) \partial_\nu f^\nu_\alpha \Delta t + \alpha \partial_\nu f^\nu_\alpha \partial_\nu g_\rho \left( \Delta x^\rho - f^\rho_\alpha \Delta t \right) - \frac{\alpha^2}{2} \partial_\beta g^\nu_\beta \partial_\nu g_\beta_\delta \delta_\delta_\nu \Delta t \right].
\]  

(133)

Grouping all terms and taking the continuum limit, this eventually allows us to express the \(\alpha\)-discretized Lagrangian as

\[
\mathcal{L}^\alpha[x, \dot{x}] = \frac{\omega_{\mu_\nu}}{2} \left( \frac{dx^\mu}{dt} - f^\mu_\alpha(\alpha) \right) \left( \frac{dx^\nu}{dt} - f^\nu_\alpha(\alpha) \right) - \frac{dx^\mu}{dt} \left( \alpha g^\nu_\beta \partial_\nu g_\rho - (1 - \alpha) \Gamma^\alpha_\mu_\alpha \right) \\
+ \alpha \left( \partial_\nu f^\nu_\alpha + g^\nu_\beta \partial_\nu g_\rho f^\rho_\alpha \right) + \frac{(1 - \alpha)^2}{2} \omega_{\mu_\nu} \partial_\nu \Gamma^\alpha_\mu_\alpha + \frac{\alpha^2}{2} \partial_\beta g^\nu_\beta \partial_\nu g_\beta_\delta \delta_\delta_\nu \Delta t.
\]  

(134)
In order to go from Eq. (134) to Eq. (122), we substitute \( f^\mu_{(\alpha)} \) in Eq. (134) by its expression as a function of \( h^\mu \) inferred from Eq. (127) and Eq. (87),

\[
\begin{align*}
f^\mu_{(\alpha)} &= h^\mu + \frac{1}{2} \Gamma^\mu_{\rho\sigma} \omega^{\rho\sigma} + \frac{1}{2} \partial_\rho g^{\rho\sigma} g^{\mu j} \delta_{ij} + \left( \frac{1}{2} - \alpha \right) g^{\rho\sigma} \partial_\rho g^{\mu j} \delta_{ij} \\
&= h^\mu - \frac{1}{2} \Gamma^\mu_{\alpha\beta} \omega^{\alpha\beta} - \alpha g^{\rho\sigma} \partial_\rho g^{\mu j} \delta_{ij}.
\end{align*}
\]

(135)

The algebra is then tedious but straightforward to get to Eq. (122).

### 3.5. A free particle in the two-dimensional plane

Before delving in further mathematics, we illustrate the findings of this section with a simple example inspired from Edwards and Gulyaev’s paper [11]. We take a close look at a two-dimensional Brownian motion, when changing from Cartesian to polar coordinates, and we shed light on where the difficulties lie in the path-integral description of this specific example. We start from the equations of motion:

\[
\begin{align*}
\frac{dx}{dt} &= (2D)^{1/2} \eta_x, \\
\frac{dy}{dt} &= (2D)^{1/2} \eta_y,
\end{align*}
\]

(136)

where \( \eta_x \) and \( \eta_y \) are independent Gaussian white noises with correlations

\[
\langle \eta_x(t) \eta_x(t') \rangle = \langle \eta_y(t) \eta_y(t') \rangle = \delta(t - t')
\]

(137)

and \((2D)^{1/2}\) is a constant with dimensions of \([x]/[t]^{1/2}\), that is, \(D\) is a diffusion coefficient. The measure over trajectories, parametrized with Cartesian coordinates, simply reads

\[
Dx Dy e^{-\frac{1}{4D} \int_{t_0}^{t_1} dt \left( \dot{x}^2 + \dot{y}^2 \right)}.
\]

(138)

Because the process in Eq. (136) has additive noise and vanishing drift, in writing Eq. (138) there are no discretization issues to explicitly care about at this level.

Following the work of Edwards and Gulyaev [11] who pinpointed the difficulties that could arise in the functional formulation, we study this same problem using polar coordinates \( r \) and \( \phi \) with \( x = r \cos \phi \) and \( y = r \sin \phi \). In the notation used in the general presentation, we have

\[
u = (r, \phi) = (U^1(x), U^2(x)) = ((x^2 + y^2)^{1/2}, \arctan(y/x)).
\]

(139)

One can readily check that the coordinate transformation can be carried out at the level of the equations of motion. The resulting evolution of the radial and angular coordinates, \( r \) and \( \phi \), is governed by Langevin equations with multiplicative noise, which are sensitive to the discretization scheme. The equation for the higher-dimensional change of variables, Eq. (77), simplifies considerably thanks to \( f^\mu = 0 \), \( g^{\mu i} = (2D)^{1/2} \delta^{\mu i} \), and \( \omega^{\mu \nu} = 2D \delta^{\mu \nu} \). In the \( \alpha \) scheme one has

\[
\frac{du^\mu}{dt} = \alpha \frac{1}{2} \left( \frac{1}{2} - \alpha \right) 2D \delta^{\rho \sigma} \partial_\rho \partial_\sigma U^\mu \left( U^{-1}(u) \right) + (2D)^{1/2} \delta^{\rho \sigma} \partial_\rho U^\mu \left( U^{-1}(u) \right) \eta_i.
\]

(140)
and once the components are made explicit

$$\frac{dr}{dt} = \alpha \left( \frac{1}{2} - \alpha \right) \frac{2D}{r} + (2D)^{1/2} \left[ \cos \phi \eta_x + \sin \phi \eta_y \right],$$

$$\frac{d\phi}{dt} = \frac{(2D)^{1/2}}{r} \left[ - \sin \phi \eta_x + \cos \phi \eta_y \right].$$

(141)

The transformation is reversible and one can go back to the simpler Cartesian evolution by applying the change of variables backwards.

From Eqs. (141), one reads $G^{\mu i}$, with the index $\mu$ labeling the polar coordinates $(r, \phi)$ and the Latin index $i$ labeling the Cartesian coordinates $(x, y)$. Therefore, from $G^{\mu i}$ one derives the metric, Eq. (73), in polar coordinates $\Omega^{\mu \nu}$

$$G^{\mu i}(r, \phi) = (2D)^{1/2} \begin{pmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{pmatrix} \Rightarrow \Omega^{\mu \nu}(r, \phi) = 2D \begin{pmatrix} 1 & 0 \\ 0 & \frac{1}{r^2} \end{pmatrix}$$

(142)

which turns out to be Euclidean. Note that $G^{ri}$ and $G^{\phi i}$ have different dimensions, as well as $\Omega^{\nu \nu}$ and $\Omega^{\phi \nu}$. The determinant of $\Omega^{\mu \nu}$ is $\Omega = \left[ r/(2D) \right]^2$. The corresponding Ricci scalar curvature vanishes and the only nonzero Christoffel symbols are

$$\hat{\Gamma}^r_{\phi \phi} = -r, \quad \hat{\Gamma}^\phi_{r \phi} = \Gamma^\phi_{\phi r} = \frac{1}{r}.$$  

(143)

The vectorial drift $h^\mu$, defined in Eq. (87), vanishes in the polar coordinate system since it does in the Cartesian coordinate system. One can also check this statement by doing the explicit calculation.

Next, we discuss how to reexpress the path probability (138) in terms of the polar coordinates $r$ and $\phi$. Considering the Stratonovich scheme, if one (naively) assumes that the standard chain rule of calculus applies, one obtains the following expression for the probability measure of the $r, \phi$ paths

$$D r D \phi \ e^{-\frac{1}{4D} \int_{t_0}^{t_f} dt \left( r^2 + r^2 \phi^2 \right)},$$

(144)

with $D r D \phi$ the covariant volume element given from Eq. (112):

$$D r D \phi = \lim_{N \to +\infty} \frac{1}{2 \pi \Delta t} \prod_{k=1}^{N-1} \left\{ r_k \frac{dr_k d\phi_k}{4 \pi D \Delta t} \right\}.$$  

(145)

However, the continuous-time expression (144) differs from the ones that can be derived from the Langevin dynamics (141) in polar coordinates, using either the Itô discretization – which may not come as a surprise – or the Stratonovich discretization. The latter is perhaps more surprising given that, at the level of the Langevin equations, one can readily see that Eqs. (141) with $\alpha = 1/2$ are directly derived from the Cartesian-coordinate Langevin equations (136) using the standard chain rule of differential calculus.

Indeed, in this particular problem, we have already identified all the ingredients of the generic expressions of Sec. 3.4.1. Thus, from Eq. (123), the Itô Lagrangian in polar
coordinates reads

$$L_0[r, \dot{r}, \phi, \dot{\phi}] = \frac{1}{2} \left[ \frac{1}{2D} \left( \dot{r}^2 + r^2 \dot{\phi}^2 \right) + \frac{\dot{r}}{r} - \frac{3(2D)}{4r^2} \right],$$

(146)

and, from Eq. (124), the Stratonovich one

$$L_{1/2}[r, \dot{r}, \phi, \dot{\phi}] = \frac{1}{2} \left[ \frac{1}{2D} \left( \dot{r}^2 + r^2 \dot{\phi}^2 \right) - \frac{D}{r^2} \right].$$

(147)

None of the above matches the expression in Eq. (144) which was derived from the Cartesian functional measure after a (naive) change of variables to polar coordinates. This concretely illustrates that neither the Itô scheme nor the Stratonovich one (nor any \(\alpha\) scheme) are covariant discretization schemes of path-integral actions, in the sense that they are not amenable to a blind use of the standard chain rule.

In the pioneering work of Edwards and Gulyaev [11], it was proposed to add a term

$$-\frac{1}{24} D r^2 \dot{\phi}^4 d\tau^2$$

in the naive Lagrangian of Eq. (144), so as to correctly represent the path probability. Such an extra term does not present a well-defined continuous-time writing, but we understand from the substitution rule (75) that \(\Delta \phi^4 \approx 12D^2 \Delta t^2 / r^4\); hence, the extra term proposed by Edwards and Gulyaev effectively corresponds to the contribution

$$-\frac{1}{6} \frac{r^2 \dot{\phi}^4 d\tau^2}{r^4}$$

that is present in the Stratonovich Lagrangian (147).

In Sec. 5 and paragraphs 7.2-7.3, we present different and complementary constructions of path-integral covariant discretization schemes, that allow one to use the standard chain rule and thus to describe the 2D Brownian motion with a Lagrangian

$$\frac{1}{4D} (\dot{r}^2 + r^2 \dot{\phi}^2)$$

that possesses a proper meaning. We also discuss a different discretization scheme in Sec. 4.2, where the Lagrangian and the normalization prefactor take a different form, allowing one to apply the Itô modified chain rule, in the spirit of Ref. [31].

We also remark on this example (and this is true in general, as we discuss later) that if one is only interested in the small-noise asymptotics \(D \to 0\), the questions we are discussing are irrelevant at dominant order (since the main contribution to the Lagrangians (146)-(147) is of order \(1/D\) and the remaining one, sensitive to the discretization scheme, is of order \(D\)).

4. Extensions of Itô’s lemma for path-integral calculus

As we have extensively discussed in Sec. 3, the chain rule does not operate at the level of a continuous-time \(\alpha\)-discretized Lagrangian. Indeed, for a generic non-linear transformation \(u(t) = U(x(t))\), with \(U^{-1} = X\),

$$L^u_\alpha[u, \dot{u}] \neq L_\alpha^X \left[ X(u), \frac{\partial X^\mu}{\partial u^\nu} u^\nu \right].$$

(148)

In this section, we thoroughly investigate the transformation properties of the Lagrangian under a non-linear change of variables and compute the corrections that

\[6\] See Sec. 4 of Ref. [11] (in which \(D = \frac{1}{2}\), where due to typos, one reads \(-\frac{1}{12} r^4 \dot{\phi}^4 dt\) instead of the correct expression \(-\frac{r^2 \dot{\phi}^4 dt}{6}\).
need to be taken into account when applying blindly the modified chain rule

\[
\frac{\mathrm{d}u^\mu}{\mathrm{d}t} = \partial_\nu U^\nu \frac{\mathrm{d}x^\rho}{\mathrm{d}t} + \left(\frac{1}{2} - \alpha\right) \omega^{\rho\sigma} \partial_\nu U^\mu
\]

(149)

within the \(\alpha\)-discretized continuous-time Lagrangian. Thus, we shall construct an extension of Itô’s lemma for path-integral calculus, which is the main result of this section. Our derivation is presented in Sec. 4.1 and our findings summarized in Sec. 4.2.

Concretely, in the rest of this section, we focus on the \(\alpha\)-discretized infinitesimal propagator and on its transformation under the change of variable \(x(t) = X(u(t))\).

### 4.1. Transformation of variables at the path-integral level

Our starting point is the \(\alpha\)-discretized infinitesimal propagator for a diffusive process \(X(t)\). Up to corrections of order \(O(\Delta t^{3/2})\) in the exponential, it takes the general form

\[
\mathbb{P}(x + \Delta x, t + \Delta t|x, t) = \frac{\sqrt{\omega(x + \gamma \Delta x)}}{(2\pi \Delta t)^{d/2}} \exp \left(-\frac{1}{2} \omega_{\mu\nu}(x + \alpha \Delta x) \frac{\Delta x^\mu \Delta x^\nu}{\Delta t}\right) \exp \left(A^{(0)}(x) \Delta t + A^{(1)}(x + \alpha \Delta x) \Delta x^\mu\right). \tag{150}
\]

In Sec. 3, we provided the expression of the \(\alpha\)-discretized infinitesimal propagator in the specific case \(\gamma = 1\) which leads to a scalar invariant definition of the path measure \(\mathcal{D}x\) (see Eq. (112)). Most of the results presented in this section being insensitive to \(\gamma\), we however choose to keep it unspecified in the following. We now introduce a non-linear change of variables \(x(t) = X(u(t))\) and investigate the way in which the different terms in the exponential of Eq. (150) transform, and which form they take in terms of \(u\), while keeping all contributions up to order \(O(\Delta t)\).

#### 4.1.1. Elementary transformation rules

For this purpose, and recalling that \(\Delta x = O(\Delta t^{1/2})\), we need to

(i) express \(\Delta x^\alpha\) as a function of \(\Delta u^\mu\) up to order \(O(\Delta t^{3/2})\) and
(ii) get the transformation law for a generic function \(\varphi(x + \alpha \Delta x)\) in terms of \(\varphi(X(u + \alpha \Delta u))\) up to order \(O(\Delta t)\).

For item (i) we obtain\(^7\)

\[
\Delta x^\alpha = X^\alpha(u + \Delta u) - X^\alpha(u) = \partial_\nu X^\alpha(u + \alpha \Delta u) \Delta u^\nu + \frac{1 - 2\alpha}{2} \partial_\nu \partial_\rho X^\alpha(u + \alpha \Delta u) \Delta u^\rho \Delta u^\nu + \frac{1 - 3\alpha(1 - \alpha)}{6} \partial_\nu \partial_\rho \partial_\tau X^\alpha(u) \Delta u^\rho \Delta u^\nu \Delta u^\tau + O(\Delta u^4). \tag{151}
\]

The first two terms in the right-hand side of Eq. (151), from which one can infer Itô’s lemma, are sufficient to express \(\Delta x^\alpha\) up to order \(O(\Delta t)\), which is the desired precision

\(^7\)For a function \(X(u)\) of the variable \(u\), we denote by \(\partial_\rho X^\alpha\) the partial derivative with respect to \(u^\rho\), while we keep \(\partial_\mu U^\alpha\) for the derivative with respect to \(x^\mu\) of a function \(U(x)\). The notations \(\frac{\partial X^\alpha}{\partial u^\rho}\) and \(\frac{\partial U^\alpha}{\partial x^\mu}\) will also be used in some cases for readability purposes.
when working at the level of stochastic differential equations. The next higher-order term is however necessary to study transformation laws at the path-integral level. Next we turn to (ii)

\[ \varphi(x + \alpha \Delta x) = \varphi(X(u + \Delta u) + \alpha \Delta x) = \varphi(X(u + \Delta u)) + \frac{\alpha(1 - \alpha)}{2} \partial_{\alpha} X^\alpha(u) \partial_{\beta} \varphi(X(u)) \Delta u^\alpha \Delta u^\beta + O(\Delta t^{3/2}) , \]  

(152)

where we used (151) to replace \( \Delta x \) and we evaluated the factors in the second term at \( X(u) \) since we already have the desired second order in \( \Delta u \). Note that the correcting term in Eq. (152) is of order \( O(\Delta t) \) and was negligible when studying transformation properties of \( \alpha \)-discretized stochastic differential equations.

4.1.2. Itô’s lemma for zeroth and first-order terms in \( \Delta x \)

Using these last two equations, together with the second-order substitution rule \( \Delta u^\alpha \Delta u^\beta = \Omega_{\alpha\beta}(u) \Delta t \) where

\[ \Omega_{\alpha\beta}(u) = \omega_{\alpha\beta}(X(u)) \partial_{\mu} U^\alpha(X(u)) \partial_{\nu} U^\beta(X(u)) , \]  

(153)

we see that blindly applying the discretized version of Itô’s lemma, i.e. replacing

\[ \Delta x^\alpha \rightarrow \partial_{\alpha} X^\alpha(u + \alpha \Delta u) \Delta u^\mu + \frac{1 - 2\alpha}{2} \partial_{\alpha} \partial_{\mu} X^\alpha(u + \alpha \Delta u) \Omega_{\alpha\mu} \Delta t , \]  

(154)

yields the correct result for the transformation rule of the zeroth order term in \( \Delta x \), \( A^{(0)}(x) \Delta t \), and the first-order one, \( A^{(1)}(x + \alpha \Delta x) \Delta x^\mu \). Indeed,

\[ A^{(0)}(x) \Delta t = A^{(0)}(X(u)) \Delta t \]  

(155)

and

\[ A^{(1)}_{\mu}(x + \alpha \Delta x) \Delta x^\mu = A^{(1)}_{\mu}(X(u + \alpha \Delta u)) \left[ \partial_{\nu} X^\alpha(u + \alpha \Delta u) \Delta u^\nu \right] + O(\Delta t^{3/2}) . \]  

(156)

The next term is the tricky one, as we will show below.

4.1.3. Extension of Itô’s lemma for the quadratic term

Collecting all terms in the transformation of the quadratic term \( a \) priori requires to take into account systematic corrections to Itô’s lemma. We denote by MCR the results obtained by blindly applying the modified chain rule inferred from Itô’s lemma.
in Eq. (154), i.e.

\[ MCR = -\frac{1}{2\Delta t} \omega_{\mu \nu}(X(u + \alpha \Delta u)) \]

\[
\left[ \partial_{\nu} X^\mu(u + \alpha \Delta u) \Delta u^\rho + \frac{1 - 2\alpha}{2} \partial_{\nu} \partial_{\gamma} X^\mu(u + \alpha \Delta u)^{\Omega^{\rho \gamma}} \Delta t \right]
\]

\[
\left[ \partial_{\nu} X^\mu(u + \alpha \Delta u) \Delta u^\rho + \frac{1 - 2\alpha}{2} \partial_{\nu} \partial_{\gamma} X^\nu(u + \alpha \Delta u)^{\Omega^{\rho \gamma}} \Delta t \right] \quad \text{(157)}
\]

and we carefully collect deviations from it in the transformation of the quadratic term. After using the second and fourth order substitution rules we obtain

\[
-\frac{1}{2} \omega_{\mu \nu}(x + \alpha \Delta x) \frac{\Delta x^\mu \Delta x^\nu}{\Delta t} = MCR - \frac{1 - 2\alpha}{2} \omega_{\mu \nu} \left[ \frac{\partial X^\mu}{\partial u^\alpha} \frac{\partial X^\nu}{\partial u^\beta} \Omega^{\rho \gamma} \Omega^{\alpha \beta} \Delta t \right]
\]

\[
- \frac{1 - 3\alpha(1 - \alpha)}{2} \omega_{\mu \nu} \frac{\partial X^\mu}{\partial u^\alpha} \frac{\partial^2 X^\nu}{\partial u^\beta \partial u^\gamma} \Omega^{\rho \sigma} \Omega^{\beta \gamma} \Delta t
\]

\[
- \frac{(1 - 2\alpha)^2}{4} \omega_{\mu \nu} \frac{\partial^2 X^\mu}{\partial u^\alpha \partial u^\beta} \frac{\partial^2 X^\nu}{\partial u^\gamma \partial u^\rho} \Omega^{\alpha \beta} \Omega^{\gamma \sigma} \Delta t
\]

\[
- \frac{\alpha(1 - \alpha)}{4} \frac{\partial \omega_{\mu \nu}}{\partial x^\eta} \frac{\partial^2 x^\eta}{\partial u^\alpha \partial u^\beta} \frac{\partial X^\mu}{\partial u^\alpha} \frac{\partial X^\nu}{\partial u^\beta} \left( \Omega^{\alpha \beta} \Omega^{\rho \sigma} + 2\Omega^{\rho \sigma} \Omega^{\beta \gamma} \right) \Delta t
\]

\[ + O(\Delta t^{3/2}) \quad \text{(158)} \]

where all functions in the right-hand-side are evaluated at \( u + \alpha \Delta u \). Interestingly, this procedure naturally leads to the appearance of a third-order term \( \Delta u^\alpha \Delta u^\beta \Delta u^\gamma \) in the infinitesimal propagator. It can nevertheless be rewritten in terms of zeroth and first-order terms as shown in [18] in one dimension and as we prove below in the general \( d \geq 1 \) case. This substitution rule has a weaker meaning than the second and fourth order ones as it does not correspond to \( L^2 \) convergence but rather to a weaker convergence in distribution.

### 4.1.4. Third-order substitution rule

Let us start by considering an infinitesimal propagator with a cubic term of the form

\[
P(x + \Delta x, t + \Delta t | x, t) = \sqrt{\frac{\omega(x + \gamma \Delta x)}{(2\pi \Delta t)^{d/2}}} \exp \left( -\frac{1}{2} \omega_{\mu \nu}(x + \alpha \Delta x) \frac{\Delta x^\mu \Delta x^\nu}{\Delta t} \right)
\]

\[
\exp \left( A^{(0)}(x) \Delta t + A^{(1)}(x + \alpha \Delta x) \Delta x^\mu + A^{(3)}_{\mu \nu \rho}(x + \alpha \Delta x) \frac{\Delta x^\mu \Delta x^\nu \Delta x^\rho}{\Delta t} \right) \quad \text{(159)}
\]

Without loss of generality, we assume in the following that \( A^{(3)}_{\mu \nu \rho} \) is a fully symmetric tensor. To replace the cubic term, we look for \( \tilde{A}^{(0)} \) and \( \tilde{A}^{(1)} \) such that the new
infinitesimal propagator

$$\tilde{P}(x + \Delta x, t + \Delta t|x, t) = \sqrt{\frac{\omega(x + \gamma \Delta x)}{(2\pi \Delta t)^d/2}} \exp \left( -\frac{1}{2} \omega_{\mu\nu}(x + \alpha \Delta x) \frac{\Delta x^\mu \Delta x^\nu}{\Delta t} \right) \exp \left( \tilde{A}^{(0)}(x) \Delta t + \tilde{A}^{(1)}_{\mu}(x + \alpha \Delta x) \Delta x^\mu \right),$$

(160)

generates the same stochastic process. This requires that $\tilde{P}$ is well normalized and that both distributions have, up to corrections of order $O(\Delta t^{3/2})$, the same first and second moments. Both second moments coincide in a simple way as

$$\langle \Delta x^\mu \Delta x^\nu \rangle = \langle \Delta x^\mu \Delta x^\nu \rangle_{\sim} = \omega^\mu\nu(x) \Delta t + O(\Delta t^{3/2}).$$

(161)

where $\langle \ldots \rangle$ is the average using $P$ and $\langle \ldots \rangle_{\sim}$ is the average using $\tilde{P}$. Note that in the following, we omit the discretization point in places where it is irrelevant. For any function $f$ we next introduce the notation

$$f(\Delta x) = \int d\Delta x \frac{\sqrt{\omega(x + \gamma \Delta x)}}{(2\pi \Delta t)^{d/2}} \exp \left( -\frac{1}{2} \omega_{\mu\nu}(x + \alpha \Delta x) \frac{\Delta x^\mu \Delta x^\nu}{\Delta t} \right) f(\Delta x),$$

(162)

so that the first moments are obtained as

$$\langle \Delta x^\mu \rangle = \Delta x^\mu + \left( \tilde{A}^{(1)}_{\mu} + 3 \tilde{A}^{(3)}_{\mu\rho\sigma} \omega^{\rho\sigma} \right) \omega^\mu\nu \Delta t + O(\Delta t^{3/2})$$

(163)

$$\langle \Delta x^\mu \rangle_{\sim} = \Delta x^\mu + \tilde{A}^{(1)}_{\mu} \omega^\mu\nu \Delta t + O(\Delta t^{3/2}).$$

(164)

The equality of the last two right-hand-sides imposes

$$\tilde{A}^{(1)}_{\mu} = A^{(1)}_{\mu} + 3 A^{(3)}_{\mu\rho\sigma} \omega^{\rho\sigma}. \tag{165}$$

The normalization of the propagator $P$ yields

$$1 = \tilde{1} + A^{(0)} \Delta t + A^{(1)}_{\mu} (x + \alpha \Delta x) \Delta x^\mu + \frac{A^{(3)}_{\mu\nu\rho}(x + \alpha \Delta x) \Delta x^\mu \Delta x^\nu \Delta x^\rho}{\Delta t}$$

$$+ \frac{1}{2} A^{(1)}_{\mu} A^{(1)}_{\nu} \omega^\mu\nu \Delta t + \frac{1}{2} A^{(3)}_{\mu\nu\rho} A^{(3)}_{\alpha\beta\sigma} \left( 9 \omega^{\mu\nu} \omega^{\alpha\beta} \omega^{\rho\sigma} + 6 \omega^{\mu\alpha} \omega^{\nu\beta} \omega^{\rho\sigma} \right) \Delta t$$

$$+ 3 A^{(1)}_{\mu} A^{(3)}_{\nu\alpha\beta} \omega^{\mu\nu} \omega^{\alpha\beta} \Delta t + O(\Delta t^{3/2}),$$

(166)

while the one of $\tilde{P}$ reads accordingly

$$1 = \tilde{1} + \tilde{A}^{(0)} \Delta t + \tilde{A}^{(1)}_{\mu} (x + \alpha \Delta x) \Delta x^\mu + \frac{1}{2} \tilde{A}^{(1)}_{\mu} \tilde{A}^{(1)}_{\nu} \omega^\mu\nu \Delta t + O(\Delta t^{3/2}).$$

(167)

We furthermore note that

$$A^{(1)}_{\mu}(x + \alpha \Delta x) \Delta x^\mu = A^{(1)} \Delta x^\mu + \alpha \partial_{\nu} A^{(1)}_{\mu} \omega^\mu\nu \Delta t + O(\Delta t^{3/2}),$$

(168)
and

$$A^{(3)}_{\mu\nu\rho}(x + \alpha \Delta x) \frac{\Delta x^\mu \Delta x^\nu \Delta x^\rho}{\Delta t} = A^{(3)} \frac{\Delta x^\mu \Delta x^\nu \Delta x^\rho}{\Delta t} + 3\alpha \partial_\sigma A^{(3)}_{\mu\nu\rho} \omega^{\mu\nu\rho} \Delta t + O(\Delta t^3/2).$$

(169)

Altogether Eqs. (165)-(169) lead to

$$\tilde{A}^{(0)} = A^{(0)} + 3A^{(3)}_{\mu\nu\rho} A^{(3)}_{\alpha\beta\sigma} \omega^{\mu\alpha} \omega^{\nu\beta} \omega^{\rho\sigma} + A^{(3)} \frac{\Delta x^\mu \Delta x^\nu \Delta x^\rho}{\Delta t^2}$$

$$- 3\omega^{\mu\nu\rho} A^{(3)}_{\mu\nu\rho} \frac{\Delta x^\mu}{\Delta t} - 3\alpha A^{(3)}_{\mu\nu\rho} \omega^{\mu\nu} \partial_\sigma \omega^{\rho\sigma}.$$

(170)

We lastly evaluate $\Delta x^\mu$ and $\Delta x^\mu \Delta x^\nu \Delta x^\rho$. We first have, keeping all terms up to $O(1)$

$$\frac{\Delta x^\mu}{\Delta t} = \int d\Delta x \frac{\Delta x^\mu}{\Delta t} \frac{\sqrt{\omega(x + \gamma \Delta x)}}{(2\pi \Delta t)^{d/2}}$$

$$\exp \left( -\frac{1}{2} \omega_{\alpha\beta}(x + \alpha \Delta x) \frac{\Delta x^\alpha \Delta x^\beta}{\Delta t} \right)$$

$$= \int d\Delta x \frac{\Delta x^\mu}{\Delta t} \frac{\sqrt{\omega(x)}}{(2\pi \Delta t)^{d/2}} \frac{\sqrt{\omega(x + \gamma \Delta x)}}{\sqrt{\omega(x)}}$$

$$\exp \left( -\frac{1}{2} \omega_{\alpha\beta}(x) \frac{\Delta x^\alpha \Delta x^\beta}{\Delta t} - \frac{\alpha}{2} \partial_\gamma \omega_{\alpha\beta}(x) \frac{\Delta x^\gamma}{\Delta t} \right)$$

$$= \int d\Delta x \frac{\sqrt{\omega(x)}}{(2\pi \Delta t)^{d/2}} \exp \left( -\frac{1}{2} \omega_{\alpha\beta}(x) \frac{\Delta x^\alpha \Delta x^\beta}{\Delta t} \right)$$

$$\left( \frac{\gamma}{2} \partial_\gamma \ln \omega(x) \frac{\Delta x^\mu \Delta x^\nu \Delta x^\gamma}{\Delta t} - \frac{\alpha}{2} \partial_\gamma \omega_{\alpha\beta}(x) \frac{\Delta x^\mu \Delta x^\nu \Delta x^\beta \Delta x^\gamma}{\Delta t} \right)$$

$$= \frac{\gamma}{2} \omega^{\mu\nu\rho} \partial_\gamma \ln \omega - \frac{\alpha}{2} \partial_\gamma \omega_{\alpha\beta} \left( \omega^{\alpha\beta} \omega^{\mu\nu} + 2\omega^{\alpha\mu} \omega^{\beta\nu} \right).$$

(171)

Accordingly, when contracting against any fully symmetric tensor $T_{\mu\nu\gamma}$, we have

$$T_{\mu\nu\gamma} \frac{\Delta x^\mu \Delta x^\nu \Delta x^\gamma}{\Delta t^2} = T_{\mu\nu\gamma} \left[ \frac{3\gamma}{2} \omega^{\mu\nu} \partial_\rho \omega^{\gamma\rho} \right.$$

$$- \frac{\alpha}{2} \partial_\rho \omega_{\alpha\beta} \left( 3\omega^{\mu\nu} \omega^{\alpha\beta} \omega^{\gamma\rho} + 6\omega^{\mu\nu} \omega^{\alpha\gamma} \omega^{\beta\rho} + 6\omega^{\mu\rho} \omega^{\nu\alpha} \omega^{\gamma\beta} \right) \left].

(172)

Consequently, the condition in Eq. (170) reduces to

$$\tilde{A}^{(0)} = A^{(0)} + 3A^{(3)}_{\mu\nu\rho} A^{(3)}_{\alpha\beta\sigma} \omega^{\mu\alpha} \omega^{\nu\beta} \omega^{\rho\sigma}.$$

(173)

We are therefore free to proceed with the replacement

$$A^{(3)}_{\mu\nu\rho} \frac{\Delta x^\mu \Delta x^\nu \Delta x^\rho}{\Delta t} \equiv 3A^{(3)}_{\mu\nu\rho} \omega^{\mu\nu} \Delta x^\rho + 3A^{(3)}_{\mu\nu\rho} A^{(3)}_{\alpha\beta\sigma} \omega^{\mu\alpha} \omega^{\nu\beta} \omega^{\rho\sigma} \Delta t,$$

(174)
independently of the discretization parameters $\alpha$ and $\gamma$. We stress that the substitution rule (174) is only valid in the exponential of the propagator.\(^8\) In addition we note that, importantly, its right-hand-side depends quadratically on the coefficient of $\Delta x^\mu \Delta x^\nu \Delta x^\rho$ through its last term (which is subdominant in $\Delta t$ but of relevant order in the propagator). We note that in $d = 1$ this last term simplifies to $3(A^{(3)})^2 g^\rho \Delta t$ which is compatible with Eq. (74) in \([18]\) for $D = \frac{1}{2}$.

We are now in a position to proceed with the substitution of the cubic term appearing in Eq. (158). We first note that

\[
\omega_{\mu\nu} = \frac{\partial U^\alpha}{\partial x^\mu} \frac{\partial U^\beta}{\partial x^\nu} \Omega_{\alpha\beta}, 
\]

so that

\[
\begin{align*}
- \frac{1 - 2\alpha}{2} \omega_{\mu\nu} \frac{\partial X^\mu}{\partial u^\alpha} \frac{\partial^2 X^\nu}{\partial u^\beta \partial u^\gamma} \frac{\Delta u^\alpha \Delta u^\beta \Delta u^\gamma}{\Delta t} &= - \frac{1 - 2\alpha}{2} \Omega_{\alpha\sigma} \frac{\partial U^\sigma}{\partial x^\nu} \frac{\partial^2 X^\nu}{\partial u^\beta \partial u^\gamma} \frac{\Delta u^\alpha \Delta u^\beta \Delta u^\gamma}{\Delta t} \\
&= - \frac{1 - 2\alpha}{6} \left( \Omega_{\alpha\sigma} \frac{\partial U^\sigma}{\partial x^\nu} \frac{\partial^2 X^\nu}{\partial u^\beta \partial u^\gamma} + \Omega_{\beta\sigma} \frac{\partial U^\sigma}{\partial x^\nu} \frac{\partial^2 X^\nu}{\partial u^\alpha \partial u^\gamma} + \Omega_{\gamma\sigma} \frac{\partial U^\sigma}{\partial x^\nu} \frac{\partial^2 X^\nu}{\partial u^\alpha \partial u^\beta} \right) \Delta t \\
&= - \frac{1 - 2\alpha}{2} \Delta u^\gamma \left( 2 \frac{\partial U^\beta}{\partial x^\nu} \frac{\partial^2 X^\nu}{\partial u^\beta \partial u^\gamma} + \Omega_{\alpha\beta} \Omega_{\gamma\sigma} \frac{\partial U^\sigma}{\partial x^\nu} \frac{\partial^2 X^\nu}{\partial u^\alpha \partial x^\beta} \right) \\
&+ \frac{(1 - 2\alpha)^2}{4} \left( \Omega_{\alpha\sigma} \Omega_{\beta\psi} \Omega_{\gamma\phi} \frac{\partial U^\sigma}{\partial x^\nu} \frac{\partial^2 X^\nu}{\partial u^\beta \partial u^\gamma} \frac{\partial^2 X^\mu}{\partial x^\nu} \frac{\partial^2 X^\nu}{\partial u^\alpha \partial u^\beta} \right) \Delta t \quad (176)
\end{align*}
\]

(where we kept a fully explicit notation for the derivatives since we have a coexistence of partial derivatives with respect to $x^\mu$ and $u^\nu$). The last line proceeds by applying Eq. (174) with

\[
A^{(3)}_{\alpha\beta\gamma} = - \frac{1 - 2\alpha}{6} \left( \Omega_{\alpha\sigma} \frac{\partial U^\sigma}{\partial x^\nu} \frac{\partial^2 X^\nu}{\partial u^\beta \partial u^\gamma} + \Omega_{\beta\sigma} \frac{\partial U^\sigma}{\partial x^\nu} \frac{\partial^2 X^\nu}{\partial u^\alpha \partial u^\gamma} + \Omega_{\gamma\sigma} \frac{\partial U^\sigma}{\partial x^\nu} \frac{\partial^2 X^\nu}{\partial u^\alpha \partial u^\beta} \right),
\]

which is written in a fully symmetric form as requested for Eq. (174) to hold. Inserting

\(^8\)Note that in prefactor of the exponential of the propagator, the cubic substitution rule is independent of its prefactor and takes the general form $\Delta x^\mu \Delta x^\nu \Delta x^\rho = \omega^\mu \Delta x^\mu + \omega^\nu \Delta x^\nu + \omega^\rho \Delta x^\rho$ (in the spirit of Refs. [12,69]). The rule (174) can also be formally inferred by expanding the exponential of its l.h.s., using the above substitution rule (valid in prefactor) and re-exponentiating; but the complete justification of Eq. (174) is the one provided in the present section.

\(^9\)In Ref. [18] Eq. (74) has a typo and should read: $A^{(3)} \Delta x^3 \Delta t^{-1} = 3A^{(3)} \frac{1}{2} g(x)^2 \Delta x + 3[A^{(3)} \frac{1}{2} g(x)^2 \Delta x]^2$. 41
the above equation into Eq. (158), we obtain\(^\text{10}\)

\[
- \frac{1}{2} \omega_{\mu\nu}(x + \alpha \Delta x) \frac{\Delta x^\mu \Delta x^\nu}{\Delta t} \doteq MCR - (1 - 2\alpha) \Delta u^\gamma \partial U^\beta \partial^2 X^\nu \partial x^\nu \partial u^\beta \partial u^\gamma \\
+ \frac{(1 - 2\alpha)^2}{2} \Omega^{\gamma\rho} \partial U^\sigma \partial^2 X^\nu \partial U^\beta \partial^2 X^\mu \partial x^\nu \partial u^\beta \partial u^\gamma \Delta t \\
- \frac{1}{2} \frac{(1 - \alpha)}{3} \omega_{\mu\nu} \partial X^\mu \partial^2 X^\nu \Omega^\alpha\beta \Omega^\beta\gamma \Delta t \\
- \alpha \frac{(1 - \alpha)}{4} \left( \frac{1 - 2\alpha}{2} \Omega^\gamma\rho \partial^2 X^\nu \partial X^\mu \partial X^\rho \partial^2 \partial^2 \Omega^\rho\sigma \partial \partial^2 X^\nu \partial u^\beta \partial u^\sigma \partial^2 \partial^2 \Omega^\rho\sigma \partial \partial^2 X^\nu \partial u^\beta \partial u^\sigma \right) \Delta t \\
+ O(\Delta t^{3/2}).
\] (178)

The rest of the derivation consists in noting that

\[
\frac{\partial U^\beta}{\partial x^\nu} \frac{\partial^2 X^\nu}{\partial w^\beta \partial u^\gamma} = \frac{\partial}{\partial u^\gamma} \ln det \left( \frac{\partial X^\mu}{\partial u^\nu} \right),
\] (179)

so that the term \(O(\Delta t^{1/2})\) in Eq. (178) takes the form of a total derivative. Within the path integral, it will therefore generate a boundary term. Recall however that in Eq. (178) all functions are \(\alpha\)-discretized so we first need to rewrite it in the Stratonovich discretization to be able to use the normal chain rule. We obtain

\[
- (1 - 2\alpha) \Delta u^\gamma \frac{\partial}{\partial u^\gamma} \left( \ln det \left( \frac{\partial X^\mu}{\partial u^\nu} \right) \right) |_{u + \alpha \Delta u} \doteq \\
- (1 - 2\alpha) \Delta u^\gamma \frac{\partial}{\partial u^\gamma} \left( \ln det \left( \frac{\partial X^\mu}{\partial u^\nu} \right) \right) |_{u + \Delta u/2} \\
+ \frac{(1 - 2\alpha)^2}{2} \Omega^{\gamma\rho} \frac{\partial^2}{\partial u^\gamma \partial w^\rho} \ln det \left( \frac{\partial X^\mu}{\partial u^\nu} \right) \Delta t.
\] (180)

Once integrated over time between \(t_0\) and \(t_f\), the boundary term will bring in a contribution to the normalization prefactor equal to

\[
\left( \frac{\det \partial X^\mu/\partial u^\nu |_{u}}{\det \partial X^\mu/\partial u^\nu |_{u_0}} \right)^{-(1-2\alpha)}. \] (181)

Overall, we therefore obtain the generalization of Itô’s lemma for the transformation

\[^{10}\text{In dimension one, this becomes:}\]

\[
- \frac{1}{2} \left( \frac{g(x + \alpha \Delta x)^2 \Delta x^2}{\Delta t} \right) \doteq MCR - (1 - 2\alpha) \frac{X''(u)}{X'(u)} \Delta u + \frac{(1 - 2\alpha)^2}{2} \frac{G(u)^2 X''(u)^2}{X'(u)^2} \Delta t \\
- \frac{1}{2} \frac{3\alpha(1 - \alpha)}{2} \frac{G(u)^2 X''(u)}{X'(u)} \Delta t + \frac{3\alpha(1 - \alpha)}{2} \frac{G(u)X'(u) + G(u)X''(u)}{X'(u)^2} G(u)X''(u) \Delta t
\]

which corrects Eq. (88) of Ref. [18] which had a calculation mistake.
of the $\alpha$-discretized kinetic term of the path-integral Lagrangian

$$-\frac{1}{2} \omega_{\mu\nu}(x + \alpha \Delta x) \frac{\Delta x^\mu \Delta x^\nu}{\Delta t} = \text{MCR} + \text{BT}$$

$$-\frac{\alpha(1 - \alpha)}{2} \left[ \Omega^{\alpha\beta} \frac{\partial U^\rho}{\partial x^\mu} \frac{\partial^3 X^\nu}{\partial u^\alpha \partial u^\beta \partial u^\rho} + \frac{1}{2} \frac{\partial^2 X^\eta}{\partial u^\beta \partial u^\delta} \frac{\partial X^\mu}{\partial u^\eta} \frac{\partial X^\nu}{\partial u^\rho} \left( \Omega^{\alpha\beta} \Omega^{\rho\sigma} + 2 \Omega^{\alpha\rho} \Omega^{\beta\sigma} \right) \right] \Delta t$$

$$+ O(\Delta t^{3/2}),$$

where BT accounts for the boundary terms. Up to these boundary terms, corrections to the results inferred from a blind use of Itô’s lemma take the form of a universal term (in the sense that it does not depend on the $\alpha$-discretization scheme used to construct the path integral) with an amplitude proportional to $\alpha(1 - \alpha)$ that vanishes when $\alpha = 0$ and $\alpha = 1$.

### 4.2. Transformation rules for $\alpha$-discretized path integrals

We summarize here the above results to state how $\alpha$-discretized path integrals transform under changes of coordinates. We take as a starting point the $\alpha$-discretized scalar invariant propagator for a $d$-dimensional process $x(t)$

$$K_x(x_f, t_f | x_0, t_0) = \int_{x(t_0) = x_0}^{x(t_f) = x_f} Dx \ e^{-S[x(t)]},$$

with

$$Dx = \lim_{N \to +\infty} \left( \frac{1}{\sqrt{2\pi} \Delta t} \right)^d \prod_{k=1}^{N-1} \left\{ \frac{dx_k \sqrt{\omega(x_k)}}{\sqrt{2\pi} \Delta t^d} \right\},$$

discretized so as to be invariant under a change of variables and the action $S[x(t)]$ as an $\alpha$-discretized integral

$$S[x(t)] = \int_{t_0}^{t_f} dt \ L^x_\alpha[x(t), \dot{x}(t)].$$

Equation (182) then states that for a transformation $u(t) = U(x(t))$, the propagator reads

$$K_u(u_f, t_f | u_0, t_0) = \left( \frac{\det \partial X^\mu / \partial u^\nu |_{u_0}}{\det \partial X^\mu / \partial u^\nu |_{u_0}} \right)^{(-1 - 2\alpha)} \int_{u(t_0) = u_0}^{u(t_f) = u_f} Du \ e^{-S[u(t)]},$$

where the action writes as the $\alpha$-discretized integral of a Lagrangian $\tilde{L}^u_\alpha$,

$$\tilde{S}[u(t)] = \int_{t_0}^{t_f} dt \ \tilde{L}^u_\alpha[u(t), \dot{u}(t)],$$
which can be inferred from the original one \( \mathcal{L}_\alpha^x[x(t), \dot{x}(t)] \) as

\[
\mathcal{L}^x_\alpha[u, \dot{u}] = \mathcal{L}_\alpha^x \left[ X(u), \partial_\mu X^\alpha \dot{u}^\mu + \frac{1 - 2\alpha}{2} \Omega^\mu_{\nu\rho} \partial_\mu \partial_\nu X^\alpha \right] + \alpha(1 - \alpha) \delta \mathcal{L}[u]. \tag{188}
\]

The first term in the right-hand side of Eq. (188) is the one obtained by naively using the modified chain rule in the \( \alpha \)-discretized continuous-time Lagrangian \( \mathcal{L}_\alpha^x[x, \dot{x}] \). The second one quantifies the deviations from the modified chain rule. In Eq. (182), we have shown that

\[
\delta \mathcal{L}[u] = \frac{1}{2} \left[ \Omega^{\alpha\beta} \frac{\partial U^\rho}{\partial x^\nu} \frac{\partial X^\mu}{\partial u^\alpha} \frac{\partial X^\nu}{\partial u^\beta} \frac{\partial X^\rho}{\partial u^\sigma} \right] + \frac{1}{2} \left[ \partial_\omega \partial_\nu \partial_\rho \partial_\sigma \frac{\partial X^\mu}{\partial u^\alpha} \frac{\partial X^\nu}{\partial u^\beta} \frac{\partial X^\rho}{\partial u^\sigma} \right] \left( \Omega^{\alpha\beta} \Omega^{\rho\sigma} + 2\Omega^{\alpha\rho} \Omega^{\beta\sigma} \right). \tag{189}
\]

For \( \alpha \neq 0, 1 \), blindly applying the modified chain rule of stochastic calculus in the continuous-time Lagrangian therefore leads to incorrect results – and it is indeed not correct to use the usual chain rule for \( \alpha = 1/2 \). Remarkably, if \( \alpha = 0 \) or \( \alpha = 1 \), the correcting term vanishes and, up to boundary terms, the modified chain rule can be directly applied at the level of continuous-time path integrals, which is compatible with the results of [31].

An instructive illustration comes from the study of the free particle in the two-dimensional plane, see Sec. 3.5. In Cartesian coordinates, the action reads,

\[
S[x(t), y(t)] = \frac{1}{4D} \int_{t_0}^{t_f} dt \left( \dot{x}^2 + \dot{y}^2 \right). \tag{190}
\]

Furthermore, from Eq. (141), we have at the level of Itô discretized Langevin equations,

\[
\begin{pmatrix} \dot{x} \\ \dot{y} \end{pmatrix} = \begin{pmatrix} \cos \phi & -r \sin \phi \\ \sin \phi & r \cos \phi \end{pmatrix} \begin{pmatrix} \dot{r} - \frac{D}{r} \\ \frac{\dot{\phi}}{r} \end{pmatrix}. \tag{191}
\]

Hence, by blindly applying Itô’s lemma to the continuous-time action Eq. (190), and upon interpreting the result as an Itô integral, we would obtain

\[
S[r(t), \phi(t)] = \frac{1}{2} \int_{t_0}^{t_f} dt \left[ \frac{1}{2D} \left( \dot{r}^2 + r^2 \dot{\phi}^2 \right) - \frac{\dot{r}}{r} + \frac{2D}{4r^2} \right] = \frac{1}{2} \int_{t_0}^{t_f} dt \left[ \frac{1}{2D} \left( \dot{r}^2 + r^2 \dot{\phi}^2 \right) + \frac{\dot{r}}{r} - \frac{3(2D)}{4r^2} \right] - \int_{t_0}^{t_f} dt \left[ \frac{\dot{r}}{r} - \frac{D}{r^2} \right]. \tag{192}
\]

Furthermore, the Itô integral of \( \dot{r}/r \) can be rewritten as

\[
\int_{t_0}^{t_f} dt \frac{\dot{r}}{r} = \int_{t_0}^{t_f} dt \frac{\dot{r}}{r} + \int_{t_0}^{t_f} dt \frac{2D}{2r^2} = \ln \left( \frac{r_f}{r_0} \right) + \int_{t_0}^{t_f} dt \frac{D}{r^2}, \tag{193}
\]

so that

\[
S[r(t), \phi(t)] = \frac{1}{2} \int_{t_0}^{t_f} dt \left[ \frac{1}{2D} \left( \dot{r}^2 + r^2 \dot{\phi}^2 \right) + \frac{\dot{r}}{r} - \frac{3(2D)}{4r^2} \right] - \ln \left( \frac{r_f}{r_0} \right). \tag{194}
\]
which indeed matches the correct result of Eq. (146) up to a boundary term. Additionally, in the Itô case $\alpha = 0$, this boundary term can be absorbed by a redefinition of the path measure as follows [31]. For the stochastic process,

$$\frac{dx^\mu}{dt} = f^\mu(x) + g^\mu_i(x)\eta_i,$$

we can choose to write

$$\mathbb{K}(x_f, t_f| x_0, t_0) = \int_{x(t_f) = x_f}^{x(t_i) = x_i} \tilde{D}x \ e^{-S[x(t)]}$$

with the path measure now defined as

$$\tilde{D}x = \lim_{N \to +\infty} \left( \frac{1}{\sqrt{2\pi\Delta t}} \right)^d \int \prod_{k=1}^{N-1} \left\{ \frac{dx_k \sqrt{\omega(x_{k-1})}}{\sqrt{2\pi\Delta t}^d} \right\},$$

corresponding to $\gamma = 0$ in the language of Eq. (159), and the action reading

$$S[x(t)] = \frac{1}{2} \int_{t_0}^{t_f} dt \ \omega_{\mu\nu} \left( \frac{dx^\mu}{dt} - f^\mu \right) \left( \frac{dx^\nu}{dt} - f^\nu \right).$$

If such a convention is taken, the path measure is not invariant under changes of coordinate but transforms as

$$Dx = D\left( \frac{\det \partial X^\mu/\partial u^\nu}{\det \partial X^\mu/\partial u^\nu|_{u_0}} \right),$$

which exactly compensates the boundary term in Eq. (181). This result can be illustrated on our introductory example about the kinetic energy $K$ of a Brownian particle, see Sec.1.2. The kinetic energy obeys the Itô discretized stochastic differential equation

$$\frac{dK}{dt} = -\frac{2\gamma}{m} K + \gamma T m + \sqrt{4\gamma T K/m} \eta.$$

Regarding the corresponding path-integral formulation, the kinetic energy scalar invariant propagator reads, in the Itô scheme,

$$\mathbb{K}(K_i, t_f|K_0, 0) = \int_{K(0) = 0}^{K(t_f) = K_i} \mathcal{D}K \ exp \left[ -\frac{m}{8\gamma T} \int_{t_0}^{t_f} dt \ \frac{1}{K} \left( \frac{dK}{dt} + \frac{2\gamma}{m} K - \frac{\gamma T}{m} \right)^2 \right],$$

where

$$\frac{1}{\sqrt{2\pi\Delta t}} \prod_{k=1}^{t_f/\Delta t - 1} \left( \sqrt{\frac{m}{8\pi\gamma T \Delta t K_{k-1}}} \right) dK_k \to \mathcal{D}K.$$
is discretized according to Eq. (197) and
\[ \Delta t \sum_{k=0}^{t_f/\Delta t-1} \frac{1}{K_k} \left( \frac{K_{k+1} - K_k}{\Delta t} + \frac{2\gamma}{m} K_k - \frac{\gamma T}{m} \right)^2 \rightarrow \int_0^{t_f} \frac{dK}{K} \left( \frac{dK}{dt} + \frac{2\gamma}{m} K - \frac{\gamma T}{m} \right)^2. \] (203)

If we now consider the velocity \( v = \sqrt{2K/m} \), the path-integral weight
\[ - \frac{1}{4\gamma T} \int_0^{t_f} dt \left( m \frac{dv}{dt} + \gamma v \right)^2 \] (204)
of Eq. (8) can indeed be readily obtained from Eq. (201) by a blind use of Itô’s lemma,
\[ \frac{dK}{dt} = mv \frac{dv}{dt} + \gamma T. \] (205)

Such manipulations would not be valid for \( \alpha \neq 0,1 \) and in particular in the Stratonovich discretization.

4.3. An alternative discretization of the measure \( Dx \)

For the sake of generality, we introduce an alternative discretization of the path measure which extends Eq. (197) to any \( \alpha \) and is commonly found in the literature (see for instance [18,78–80]). We also present here the new corresponding action and its transformation rules under changes of variables. The resulting expressions will be used in Sec. 8 to construct a Martin–Siggia–Rose–Janssen–De Dominicis (MSRJD) path integral with manifestly covariant path measure over the physical and response fields.

We define the \( \alpha \) measure as
\[ D^{(\alpha)}x = \lim_{N \to +\infty} \left( \frac{1}{\sqrt{2\pi \Delta t}} \right)^d \int \prod_{k=1}^{N-1} \left\{ \frac{dx_k \sqrt{\omega(x_{k-1} + \alpha \Delta x_{k-1})}}{\sqrt{2\pi \Delta t}^d} \right\}. \] (206)

We note that the manifestly covariant path measure \( Dx \) of Eq. (112) corresponds to the case \( \alpha = 1 \). The \( \alpha \) measure can be re-expressed in terms of \( Dx \), up to negligible corrections in the continuous-time limit, as
\[ Dx = D^{(\alpha)}x \exp \left( -\delta S^{(\alpha)}[x(t)] \right) \] (207)
where
\[ \delta S^{(\alpha)}[x(t)] \equiv -(1 - \alpha) \int_{t_0}^{t_f} dt \dot{x}^\mu \Gamma_{\mu \alpha} - \frac{(1 - \alpha)^2}{2} \int_{t_0}^{t_f} dt \omega^{\mu \nu} \partial_\nu \Gamma_{\mu \alpha}. \] (208)

Therefore, the scalar invariant propagator can be written in different ways
\[ \mathbb{K}(x_f, t_f | x_0, t_0) = \int_{x(t_0)=x_0}^{x(t_f)=x_f} Dx e^{-S[x(t)]} = \int_{x(t_0)=x_0}^{x(t_f)=x_f} D^{(\alpha)}x e^{-S^{(\alpha)}[x(t)]}, \] (209)
with

\[ S^{(\alpha)}[x(t)] \equiv S[x(t)] + \delta S^{(\alpha)}[x(t)]. \]  

(210)

We stress that, because the definition of the measure depends explicitly on \( \alpha \), we have \( S^{(\alpha)}[x(t)] - S^{(\alpha')}[x(t)] \neq 0 \) in general. The new action can be written as the \( \alpha \)-discretized integral of a new Lagrangian \( \tilde{L}^{x}_{(\alpha)}[\dot{x}, x] \) which, from Eqs. (122) and (208), is given by

\[
\tilde{L}^{x}_{(\alpha)}[\dot{x}, x] = \frac{1}{2} \left[ \omega_{\mu\nu} \left( \frac{dx_\mu}{dt} - h_\mu \right) \left( \frac{dx_\nu}{dt} - h_\nu \right) + \frac{dx_\mu}{dt} \left( (1 - 2\alpha) \omega_{\mu\nu} \omega^\rho_{\nu\rho} \Gamma^\nu_{\rho\sigma} - 2\alpha \Gamma^\alpha_{\mu\alpha} \right) + 2\alpha \nabla_\mu h^\mu - (1 - 2\alpha) \omega_{\mu\nu} \omega^{\rho\sigma} \Gamma^\nu_{\rho\sigma} h^\mu + \left( \alpha - \frac{1}{2} \right) \omega_{\mu\nu} \omega^{\rho\sigma} \omega^{\alpha\beta} \Gamma^\rho_{\mu\sigma} \Gamma^\nu_{\alpha\beta} \right. \\
\left. - \alpha (1 - \alpha) R + \alpha (1 - \alpha) \omega^{\mu\nu} \Gamma^\beta_{\beta\mu} \Gamma^\nu_{\alpha\nu} + \alpha (2\alpha - 1) \omega^{\mu\nu} \partial_\rho \Gamma^\alpha_{\mu\alpha} \right].
\]

(211)

Under a non-linear change of variables, the transformation properties of the new Lagrangian \( \tilde{L}^{x}_{(\alpha)}[\dot{x}, x] \) are altered with respect to Eq. (188) as the non-invariance of the redefined path measure also needs to be taken into account. In order to investigate the transformation properties of the measure \( D^{(\alpha)}x \) we start by noticing that

\[
\delta S^{(\alpha)}[x(t)] = \frac{1}{2} (1 - \alpha) \int_{t_0}^{t_f} dt \partial_{\mu} \ln \omega - \frac{1}{2} \int_{t_0}^{t_f} dt \omega^{\mu\nu} \partial_{\rho} \Gamma^\alpha_{\mu\alpha} \\
= - \frac{1}{2} (1 - \alpha) \ln \left( \frac{\omega(x_f)}{\omega(x_0)} \right) - \frac{1}{2} \int_{t_0}^{t_f} dt \omega^{\mu\nu} \partial_{\rho} \Gamma^\alpha_{\mu\alpha}.
\]

(212)

Under a non-linear change of variables \( u(t) = U(x(t)) \), and upon introducing

\[
D^{(\alpha)}u = \lim_{N \rightarrow +\infty} \left( \frac{1}{\sqrt{2\pi \Delta t}} \right)^d \int \prod_{k=1}^{N-1} \left[ \frac{du_k \sqrt{\Omega(u_{k-1} + \alpha \Delta u_{k-1})}}{\sqrt{2\pi \Delta t}} \right],
\]

(213)

we thus obtain

\[
\frac{D^{(\alpha)}u}{D^{(\alpha)}x} = \left( \frac{\det \partial X^\mu / \partial u^\nu |_{u_k}}{\det \partial X^\mu / \partial u^\nu |_{u_0}} \right)^{(1-\alpha)} \exp \left[ - \frac{\alpha(1 - \alpha)}{2} \int_{t_0}^{t_f} dt \left( \Omega^{\mu\nu} \partial_{\mu} \Gamma^\alpha_{\nu\alpha} - \omega^{\mu\nu} \partial_{\rho} \Gamma^\alpha_{\mu\alpha} \right) \right].
\]

(214)

where \( \Gamma^\alpha_{\nu\beta} \) is the Christoffel symbol associated to the metric \( \Omega_{\mu\nu} \). Lastly, using the transformation properties of the Christoffel symbol, \( i.e. \)

\[
\Gamma^\alpha_{\nu\beta} = \frac{\partial U^\alpha}{\partial x^\rho} \frac{\partial X^\sigma}{\partial u^\nu} \frac{\partial X^\lambda}{\partial u^\beta} \Gamma^\rho_{\sigma\lambda} + \frac{\partial^2 X^\rho}{\partial u^\nu \partial u^\beta} \nonumber \frac{\partial U^\alpha}{\partial x^\rho},
\]

(215)
we deduce that
\[\Omega^{\mu\nu} \frac{\partial \Gamma_{\rho\sigma}^\alpha}{\partial x_\mu} - \omega^{\mu\nu} \frac{\partial \Gamma_{\rho\sigma}^\alpha}{\partial x_\mu} = \frac{1}{2} \Omega^{\alpha\beta} \omega^{\rho\sigma} \frac{\partial^2 x_\mu}{\partial u^\rho \partial u^\sigma} + \omega^{\alpha\beta} \frac{\partial U_{\nu}}{\partial x^\beta} \frac{\partial X^\mu}{\partial u^\nu} + \Omega^{\alpha\beta} \frac{\partial X^\mu}{\partial u^\alpha} \frac{\partial U_{\nu}}{\partial x^\beta} \frac{\partial U_{\nu}}{\partial x^\mu},\]
which we use to state the transformation properties of the Lagrangian as follows. We take as a starting point the \(\alpha\)-discretized scalar invariant propagator for a \(d\)-dimensional process \(x(t)\) with the new discretization of the path measure in Eq. (206),
\[\mathbb{K}_x(x_f, t_f|x_0, t_0) = \int_{x(t_0)=x_0}^{x(t_f)=x_f} D(x) e^{-S(x)}[x(t)],\]
where the action \(S(x(t))\) is the \(\alpha\)-discretized integral
\[S(x(t)) = \int_{t_0}^{t_f} dt \tilde{L}^\alpha_x[\dot{x}, x].\]
Equation (182) together with Eq. (214) then states that for a transformation \(u(t) = U(x(t))\), the propagator reads
\[\mathbb{K}_u(u_f, t_f|u_0, t_0) = \left(\frac{\det \frac{\partial X^\mu}{\partial u^\nu}|_{u_0}}{\det \frac{\partial X^\mu}{\partial u^\nu}|_{u_f}}\right)^\alpha \int_{u(t_0)=u_0}^{u(t_f)=u_f} D(u) e^{-S(u)}[u(t)],\]
where the action is the \(\alpha\)-discretized integral of a Lagrangian \(\tilde{L}^u_{(\alpha)}\),
\[S(u(t)) = \int_{t_0}^{t_f} dt \tilde{L}^u_{(\alpha)}[u(t), \dot{u}(t)],\]
which can be inferred from the original one \(\tilde{L}^x_{(\alpha)}[\dot{x}, x]\) as
\[\tilde{L}^u_{(\alpha)}[u, \dot{u}] = \tilde{L}^x_{(\alpha)}[X(u), \partial_{u^\alpha} X^\alpha \dot{u}^\mu + \frac{1 - 2\alpha}{2} \Omega^{\mu\nu} \partial_{u^\nu} \partial_{u^\rho} X^\alpha] + \alpha(1 - \alpha) \delta L[u].\]
The first term in the right-hand side of Eq. (188) is the one obtained by naively using the modified chain rule in the \(\alpha\)-discretized continuous-time Lagrangian \(L^\alpha_x[x, \dot{x}]\). The second one quantifies the deviations from the modified chain rule and now writes
\[\delta L[u] = \frac{1}{2} \frac{\partial \omega_{\mu\nu}}{\partial x^\eta} \frac{\partial^2 X^\eta}{\partial u^\mu \partial u^\nu} \frac{\partial X^\mu}{\partial u^\rho} \frac{\partial X^\nu}{\partial u^\sigma} \Omega^{\rho\sigma} - \frac{1}{2} \frac{\partial \omega_{\alpha\beta}}{\partial x^\beta} \frac{\partial^2 X^\mu}{\partial u^\alpha \partial u^\beta} \frac{\partial U_{\nu}}{\partial u^\rho} \frac{\partial U_{\nu}}{\partial u^\sigma} \frac{\partial^2 U_{\nu}}{\partial x^\alpha \partial x^\mu}.\]
This additional contribution comes both from the transformation properties of the quadratic term given in Eq. (182) which, importantly enough, are independent of the discretization of the path measure, and that of the path measure itself as shown in Eq. (214). In the Itô discretization, we recover the fact that the modified chain rule can be blindly used directly at the level of the continuous-time action without generating any additional boundary term. In the following sections we explain how to restore
covariance in the action (for the standard chain rule) in a general manner, either by DeWitt’s continuous-time path-integral representation, or by building explicit higher-order discretization schemes in a time-sliced approach.

5. Covariant path-integral representation à la DeWitt

In Sec. 3.4, we discussed the non covariance of the formal continuous-time Lagrangian associated to the $\alpha$-discretized path-integral representation of multidimensional stochastic equations. Designing constructions of path integrals that would be manifestly covariant in continuous time thus became a challenge for the theoretical physics community, especially for those attempting to apply Feynman’s path-integral methods to quantum mechanics on curved spaces.

In a seminal paper [32], later complemented by the work of [69], DeWitt came up with a first answer to this question. In DeWitt’s construction, which follows the spirit of path integrals as introduced by Feynman in quantum mechanics [8], the infinitesimal propagator is given, up to a proportionality constant, as the exponential of the manifestly covariant action of a classical massive particle in curved space evaluated at the infinitesimal classical path with appropriate boundary conditions. In [32], it is then shown that such a path integral indeed propagates the solution of a Schrödinger equation with Hamiltonian given, up to an additional potential term proportional to the Ricci curvature of the embedding space, by that of a classical particle quantized in such a way that it remains covariant at the quantum level.

DeWitt’s approach for defining the path integral was later transposed to the context of diffusion processes, similar to the ones we focus on in the present work, by Graham [34] and later Graham and Deininghaus [14] who used a similar construction for the definition of path integrals for multidimensional diffusion processes. Early approaches defining a covariant path-integral in dimension one include those of Stratonovich [81,82] and Horsthemke–Bach [83] (who resort to a change of variable to an additive process in order to define the path-integral measure). While in this section we mostly follow the lines of the derivation by Langouche et al. [84,85], we will comment on the difference with Graham’s approach [33] in the end.

Following DeWitt, we start by assuming that the process in Eq. (119) can be formally described by the following (scalar invariant) path-integral propagator

$$K(x, t | x_0, t_0) = \int_{x(t_0) = x_0}^{x(t) = x_t} Dx \exp \left[ -\int_{t_0}^{t_t} dt \left( \frac{1}{2} \omega_{\mu \nu} \dot{x}^{\mu} \dot{x}^{\nu} + a_{\mu} \dot{x}^{\mu} + b \right) \right], \quad (223)$$

where the path measure is defined in Eq. (112) and the infinitesimal scalar invariant propagator reads

$$K_{dW}^{\Delta t}(x + \Delta x, t + \Delta t | x, t) = \frac{1}{(2\pi \Delta t)^{\frac{D}{2}}} \exp \left[ -\int_{t}^{t+\Delta t} ds \left( \frac{1}{2} \omega_{\mu \nu} \dot{x}_{cl}^{\mu} \dot{x}_{cl}^{\nu} + a_{\mu} \dot{x}_{cl}^{\mu} + b \right) \right]. \quad (224)$$

In Eq. (224), $x_{cl}(s)$ is the infinitesimal minimal-action path such that $x_{cl}(t) = x$

---

11 We recall that the relation between the scalar invariant propagator $K$ and the actual propagator $P$ of the process is $K(x, t | x_0, t_0) = P(x, t | x_0, t_0) / \sqrt{\omega(x)}$, see Eq. (108).
Figure 3. Classical trajectory $x_{cl}(s)$ between the two infinitesimally separated points $x$ and $x + \Delta x$, which becomes dominant in the $\Delta t$ limit. It verifies the Euler–Lagrange equation (226).

and $x_{cl}(t + \Delta t) = x + \Delta x$. The vector field $a_\mu(x)$ and the function $b(x)$ are then set by requiring agreement between the formula in Eq. (224) and the already known Stratonovich-discretized infinitesimal propagator inferred from Eq. (124). In the following, we evaluate the integral in the exponential of Eq. (224) and write the result in a Stratonovich-discretized form amenable to immediate comparison. We write the classical trajectory (see Fig. 3) as

$$x_\mu^{cl}(s) = x_\mu + \delta x_\mu(s)$$

and, due to the boundary conditions, $\delta x_\mu(s) \sim O(\sqrt{\Delta t})$ and $\dot{x}_\mu^{cl}(s) \sim O(\Delta t^{-1/2})$. The minimal-action path satisfies the Euler–Lagrange equations (see e.g. Ref. [86]):

$$\ddot{x}_\mu^{cl} + \Gamma^\nu_{\alpha\beta} \dot{x}_\nu^{cl} \dot{x}_\mu^{cl} = \omega^{\nu\rho} \partial_\rho b + \omega^{\nu\rho}(\partial_\rho a_\mu - \partial_\mu a_\rho) \dot{x}_\nu^{cl}. $$

(226)

Hence, we have $\dot{x}_\mu^{cl}(s) \sim O(\Delta t^{-1})$ and recursively the $n^{th}$ time derivative scales as $x_\mu^{cl,(n)}(s) \sim O(\Delta t^{-n/2})$. Note that for $a_\mu = 0$ and $b = 0$, Eq. (226) is just a geodesic equation. From the above discussed scalings we have

$$\int_t^{t+\Delta t} ds b(x_{cl}(s)) = b(x) \Delta t + O(\Delta t^{3/2})$$

(227)

and furthermore

$$\int_t^{t+\Delta t} ds \ a_\mu(x_{cl}(s)) \dot{x}_\mu(s)$$

$$= \int_t^{t+\Delta t} ds \ [a_\mu(x) + \delta x_\nu \partial_\nu a_\mu(x)] \dot{x}_\mu(s) + O(\Delta t^{3/2})$$

(228)

which becomes

$$\int_t^{t+\Delta t} ds \ a_\mu(x_{cl}(s)) \dot{x}_\mu(s)$$

$$= a_\mu(x) \Delta x_\mu + \partial_\nu a_\mu(x) \int_t^{t+\Delta t} ds \ \delta x_\nu(s) \dot{x}_\mu(s) + O(\Delta t^{3/2}).$$

(229)
We now use the expansions
\[ \delta x^\mu(s) = (s - t) \dot{x}^\mu(t) + O(\Delta t), \]
\[ \dot{x}^\mu_{\text{cl}}(s) = \dot{x}^\mu_{\text{cl}}(t) + O(\Delta t^0), \] (230)

to conclude that to the desired order
\[ \int_t^{t+\Delta t} ds \, \delta x^\nu(s) \dot{x}^\mu(s) = \frac{1}{2} \Delta x^\mu \Delta x^\nu + O(\Delta t^{3/2}). \] (231)

Therefore the integral in Eq. (229) can be expressed as
\[ \int_t^{t+\Delta t} ds \, a_\mu(x_{\text{cl}}(s)) \dot{x}^\mu(s) = a_\mu(x + \Delta x/2) \Delta x^\mu + O(\Delta t^{3/2}). \] (232)

Finally, we want to integrate the kinetic term
\[ \int_t^{t+\Delta t} ds \, \omega_{\mu\nu}(x_{\text{cl}}(s)) \dot{x}^\mu_{\text{cl}}(s) \dot{x}^\nu_{\text{cl}}(s). \] (233)

First, note that the integrand, that would be strictly conserved over time along a geodesic, remains conserved in the presence of the fields \( a_\mu \) and \( b \) to the desired order in \( \Delta t \) since, from Eq. (226),
\[ \frac{d}{ds} (\omega_{\mu\nu} \dot{x}^\mu_{\text{cl}} \dot{x}^\nu_{\text{cl}}) = 2 \dot{x}^\mu \partial_\mu b, \] (234)

so that
\[ \omega_{\mu\nu}(x_{\text{cl}}(s)) \dot{x}^\mu_{\text{cl}}(s) \dot{x}^\nu_{\text{cl}}(s) = \omega_{\mu\nu}(x) \dot{x}^\mu_{\text{cl}}(t) \dot{x}^\nu_{\text{cl}}(t) + O(\sqrt{\Delta t}). \] (235)

Thus,
\[ \int_t^{t+\Delta t} ds \, \omega_{\mu\nu}(x_{\text{cl}}(s)) \dot{x}^\mu_{\text{cl}}(s) \dot{x}^\nu_{\text{cl}}(s) = \omega_{\mu\nu}(x) \dot{x}^\mu(t) \dot{x}^\nu(t) \Delta t + O(\Delta t^{3/2}). \] (236)

Next, we Taylor expand
\[ \Delta x^\mu = \dot{x}^\mu(t) \Delta t + \frac{1}{2} \ddot{x}^\mu(t) \Delta t^2 + \frac{1}{6} \dddot{x}^\mu(t) \Delta t^3 + \ldots \] (237)

and using Eqs. (226)-(230) we obtain
\[ \frac{1}{2} \int_t^{t+\Delta t} ds \, \omega_{\mu\nu}(x_{\text{cl}}(s)) \dot{x}^\mu_{\text{cl}}(s) \dot{x}^\nu_{\text{cl}}(s) \]
\[ = \frac{1}{2} \omega_{\mu\nu}(x) \frac{\Delta x^\mu \Delta x^\nu}{\Delta t} + \frac{1}{4 \Delta t} \partial_\alpha \omega_{\nu\beta}(x) \Delta x^\alpha \Delta x^\beta \Delta x^\nu + \frac{1}{4 \Delta t} \omega_{\nu\beta}(x) \omega_{\rho\sigma}(x) \Gamma_{\alpha\nu}^\rho(x) \Gamma_{\beta\sigma}^\rho(x) \Delta x^\alpha \Delta x^\beta \Delta x^\nu + O(\Delta t^{3/2}), \] (238)
where all functions are evaluated at $x$. The details of the computation can be found in [87]. Note that to the desired order in $\Delta t$, the result is independent of $a_\mu$ and $b$. This means that evaluating the integral in Eq. (224) along the minimal-action path or along the geodesic path with appropriate boundary conditions is completely equivalent. We can now expand all the functions around $x + \Delta x/2$ and use the substitution rules to compare this result to the Stratonovich Lagrangian (124) obtained in Sec. 3. Agreement between the two requires

$$a_\mu = -\omega_{\mu \nu} h^\nu,$$

$$b = \frac{1}{2} \omega_{\mu \nu} h^\mu h^\nu + \frac{1}{2} \nabla_\mu h^\mu + \frac{1}{6} R. \quad (239)$$

Thus, the continuous-time action that describes the stochastic process in Eq. (119), constructed following DeWitt’s approach (i.e. using Eq. (224)) takes, unsurprisingly as it was built using covariant notions, a manifestly covariant form and reads

$$S_{dW}[x(t)] = \int_{t_0}^{t_f} dt \left[ \frac{1}{2} \omega_{\mu \nu}(\dot{x}^\mu - h^\mu)(\dot{x}^\nu - h^\nu) + \frac{1}{2} \nabla_\mu h^\mu + \frac{1}{6} R \right]. \quad (241)$$

This way of constructing path integrals is therefore, in the continuous-time limit, compatible with the naive use of the chain rule for performing changes of variables. In his 1977 paper [34], Graham derived the following manifestly covariant continuous-time action,

$$S_G[x(t)] = \int_{t_0}^{t_f} dt \left[ \frac{1}{2} \omega_{\mu \nu}(\dot{x}^\mu - h^\mu)(\dot{x}^\nu - h^\nu) + \frac{1}{2} \nabla_\mu h^\mu + \frac{1}{12} R \right], \quad (242)$$

where the curvature contribution has a coefficient 1/12 instead of the 1/6 of Eq. (241). The reason for this is that in Graham’s construction, as was shown in [14], the infinitesimal propagator actually takes the WKB form

$$\mathbb{K}(x_1 = x + \Delta x, t + \Delta t|x_0 = x, t)$$

$$= (\Delta t)^{d/2} (\omega(x + \Delta x)\omega(x))^{-1/4} \sqrt{\det \left\{ - \frac{\partial^2 S_G[x_{cl}(t)]}{\partial x_0^\mu \partial x_1^\nu} \right\}} \exp\{-S_G[x_{cl}(t)]\}, \quad (243)$$

with the so-called Van Vleck–Pauli–Morette determinant [88] given by

$$(\Delta t)^{d/2} (\omega(x + \Delta x)\omega(x))^{-1/4} \sqrt{\det \left\{ - \frac{\partial^2 S_G[x_{cl}(t)]}{\partial x_0^\mu \partial x_1^\nu} \right\}}$$

$$= \exp \left\{ -\frac{1}{12} R \Delta t + O(\Delta t^{3/2}) \right\}. \quad (244)$$

The main difference between the two Lagrangians in Eqs. (241) and (242) thus lies in whether the WKB-type prefactor is incorporated or not within the action itself, which results in the $R/6$ or $R/12$ contributions. A contribution $R/8$ was obtained by Dekker [89] following a different discretization of the normalization prefactor. As we explain in the next Section, in a time-discretized approach, one can use discretization
schemes of the action that yield a Lagrangian with a generic contribution $-\frac{1}{2} \lambda R$ for any $\lambda \in \mathbb{R}$.

6. An explicitly covariant discretization scheme for path integrals

At odds with the DeWitt and Graham approaches, we now construct a covariant path integral using time-discretization schemes which involve explicit discretization points, in the spirit of the Itô or Stratonovich ones, but including a quadratic term in $\Delta x$ that goes one order higher in powers of $\sqrt{\Delta t}$ than the traditional linear schemes. The construction we propose in this section is new (and, in one dimension, the results become equivalent to those obtained in Ref. [35]). Early approaches in this spirit were provided by Dekker, who analyzed the discretization of the normalization prefactor in 1D [90]. Other analyses involving other time discretization can be found in Refs. [56,91].

6.1. Higher-order discretization

One way to proceed is to consider the mid-point discretized Lagrangian of Eq. (124)

$$L_{1/2}^x = \frac{1}{2} \left[ \omega_{\mu\nu} \left( \frac{dx^\mu}{dt} - h^\mu \right) \left( \frac{dx^\nu}{dt} - h^\nu \right) + \nabla_x h^\mu - \frac{1}{4} R 
+ \frac{1}{4} \omega^{\mu\nu} \Gamma_{\beta\mu}^\alpha \Gamma_{\alpha\nu}^\beta 
+ \frac{1}{4} \omega^{\mu\nu} \nabla_\mu \Gamma_{\alpha\nu}^\alpha \right] \right]$$

and to absorb the non-covariant terms by extending the Stratonovich discretization by one order in $\sqrt{\Delta t}$. To do so, we introduce a tensor $B_{\rho\sigma}$, see Eq. (89), so as to define the discretization point to be

$$\bar{x}^\alpha = x^\alpha + \frac{1}{2} \Delta x^\alpha + B_{\rho\sigma}^\alpha \Delta x^\rho \Delta x^\sigma . \tag{246}$$

This more refined scheme is relevant only in the $\omega_{\mu\nu} \Delta x^\mu \Delta x^\nu$ term of the time-discrete version of (245). We rewrite this kinetic term in the form

$$\omega_{\mu\nu} \left( x^\alpha + \frac{1}{2} \Delta x^\alpha \right) \Delta x^\mu \Delta x^\nu$$

$$= \omega_{\mu\nu} \left( x^\alpha + \frac{1}{2} \Delta x^\alpha + B_{\rho\sigma}^\alpha \Delta x^\rho \Delta x^\sigma - B_{\rho\sigma}^\alpha \Delta x^\rho \Delta x^\sigma \right) \Delta x^\mu \Delta x^\nu$$

$$= \omega_{\mu\nu} \left( x^\alpha + \frac{1}{2} \Delta x^\alpha + B_{\rho\sigma}^\alpha \Delta x^\rho \Delta x^\sigma \right) \Delta x^\mu \Delta x^\nu$$

$$- B_{\rho\sigma}^\alpha \partial_\alpha \omega_{\mu\nu} \Delta x^\rho \Delta x^\sigma \Delta x^\mu \Delta x^\nu + O(\Delta t^3) \tag{247}$$

and we then use the substitution rule (75) to derive

$$\omega_{\mu\nu} \left( x^\alpha + \frac{1}{2} \Delta x^\alpha \right) \Delta x^\mu \Delta x^\nu$$

$$= \omega_{\mu\nu} \left( x^\alpha + \frac{1}{2} \Delta x^\alpha + B_{\rho\sigma}^\alpha \Delta x^\rho \Delta x^\sigma \right) \Delta x^\mu \Delta x^\nu$$

$$- B_{\rho\sigma}^\alpha \partial_\alpha \omega_{\mu\nu} \left( \omega^{\rho\sigma} \omega^{\mu\nu} + \omega^{\rho\nu} \omega^{\mu\sigma} + \omega^{\mu\rho} \omega^{\nu\sigma} \right) + O(\Delta t^3) . \tag{248}$$
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Here, using the symmetry of $B^\alpha_\rho\sigma$ with respect to $\rho \leftrightarrow \sigma$, one can replace $\omega^{\rho\sigma}\omega^{\varepsilon\sigma} + \omega^{\mu\rho}\omega^{\varepsilon\mu}$ by $2\omega^{\mu\rho}\omega^{\sigma\varepsilon}$. One then rewrites the last line using Christoffel symbols as
\[ B^\alpha_\rho\sigma \partial_\alpha \omega_{\mu\nu} (\omega^{\mu\nu}\omega^{\rho\sigma} + 2\omega^{\mu\rho}\omega^{\sigma\nu}) = B^\alpha_\rho\sigma (2\omega^{\rho\sigma}\Gamma^\beta_{\alpha\beta} + 4\omega^{\rho\mu}\Gamma^\sigma_{\alpha\mu}), \]
to finally obtain
\[ \omega_{\mu\nu} \left( x^\alpha + \frac{1}{2} \Delta x^\alpha \right) \Delta x^\mu \Delta x^\nu \]
\[ \equiv \omega_{\mu\nu} \left( x^\alpha + \frac{1}{2} \Delta x^\alpha + B^\alpha_\rho\sigma \Delta x^\rho \Delta x^\sigma \right) \Delta x^\mu \Delta x^\nu \]
\[ - B^\alpha_\rho\sigma (2\omega^{\rho\sigma}\Gamma^\beta_{\alpha\beta} + 4\omega^{\rho\mu}\Gamma^\sigma_{\alpha\mu}) + O(\Delta t^3). \quad (249) \]

The goal is to absorb the non-covariant terms of the mid-point discretized Lagrangian (given by the last line of Eq. (245)) with the help of the terms generated by the change of discretization (given by the last line of (249)). This is possible provided that $B$ satisfies the condition
\[ B^\alpha_\rho\sigma (2\omega^{\rho\sigma}\Gamma^\beta_{\alpha\beta} + 4\omega^{\rho\mu}\Gamma^\sigma_{\alpha\mu}) - \frac{1}{4} \omega^{\mu\nu} \left( \partial_\beta \Gamma^\rho_{\mu\beta} + \Gamma^\rho_{\mu\sigma} \Gamma^\sigma_{\rho\nu} \right) + \left( \lambda - \frac{1}{4} \right) R \quad (250) \]

(which can be solved in general, as discussed below). The parameter $\lambda \in \mathbb{R}$ allows one to incorporate a portion of the Ricci curvature $R$ present in the Stratonovich-discretized Lagrangian (245) into the discretization scheme, so that the associated continuous-time Lagrangian then reads
\[ \mathcal{L}_B^x [\mathbf{x}, \dot{\mathbf{x}}] = \frac{1}{2} \left[ \omega_{\mu\nu} \left( \frac{d x^\mu}{d t} - h^\mu \right) \left( \frac{d x^\nu}{d t} - h^\nu \right) + \nabla_\mu h^\mu - \lambda R \right]. \quad (251) \]

Here the index $B$ indicates that every function of $\mathbf{x}$ on the r.h.s. is evaluated at the discretization point $\dot{\mathbf{x}}$ with components
\[ \dot{x}^\alpha = x^\alpha + \frac{1}{2} \Delta x^\alpha + B^\alpha_\rho\sigma \Delta x^\rho \Delta x^\sigma, \quad (252) \]

where we recall that $B$ depends on $\mathbf{x}$. Thus, we have just shown that it is possible to obtain a covariant quadratic discretization scheme (in the sense of Sec. 3.3) by requiring that the tensor $B$ solves Eq. (250) — since this condition ensures that the Lagrangian, written as (251), indeed transforms covariantly under a change of variables. We stress that the coefficients $B^\alpha_\rho\sigma$ defining the higher-order discretization scheme do not transform as the coordinates of a (1,2) tensor field: when changing variables from $\mathbf{x}(t)$ to $\mathbf{u}(t) = \mathbf{U}(\mathbf{x}(t))$, the new Lagrangian for the process $\mathbf{u}(t)$ is discretized with a tensor $B$ that solves Eq. (250) with the metric, Christoffel symbols and scalar curvature attached to the noise amplitude\footnote{We recall that $G^{\mu\nu} = \frac{\partial U^{\mu}}{\partial x^{\nu}} g^{\mu\nu}$ is read as $G^{\mu\nu}(\mathbf{u}) = \frac{\partial U^{\mu}}{\partial x^{\nu}} (\mathbf{U}^{-1}(\mathbf{u})) g^{\mu\nu}(\mathbf{U}^{-1}(\mathbf{u}))$, see e.g. Eq. (63) in one dimension.} $G^{\mu\nu}$ of the process $\mathbf{u}(t)$.

We now discuss the satisfiability of the condition (250) on $B$. On the one hand, $B^\alpha_\rho\sigma$ is symmetric in $\rho\sigma$ and possesses $|d(d - 1)/2 + d|d$ degrees of freedom. On the other hand, Eq. (250) specifies only one constraint on $B$, so that we expect a solution to exist in general. For instance, in $d = 1$ the equation fixes $B$ completely. Actually, the equation simplifies considerably since indices become superfluous, though one needs
to keep track of whether they were covariant or contravariant:

\[
\omega^{\mu\nu} \mapsto g^2, \quad \omega_{\mu\nu} \mapsto g^{-2},
\]

\[
\Gamma^\rho_{\mu\nu} \mapsto \Gamma = \frac{1}{2} g^2 \frac{dg^{-2}}{dx} = -g^{-1} \frac{dg}{dx},
\]

\[
\frac{d\Gamma^\rho_{\mu\nu}}{dx} \mapsto \frac{d\Gamma}{dx} = g^{-2} \left( \frac{dg}{dx} \right)^2 - g^{-1} \frac{d^2 g}{dx^2},
\]

and \( R = 0 \). Then Eq. (250) becomes \( 6B\Gamma = (d\Gamma/dx + \Gamma^2)/4 \) which, replacing the results above yields

\[
B = -\frac{1}{12} g' + \frac{1}{24} g'' \equiv \beta_g,
\]

with \( g' = dg/dx \) and \( g'' = d^2 g/dx^2 \). Here, \( \beta_g \) is the \( g \)-dependent value that the coefficient of the quadratic term in the discretization scheme for a one-dimensional process, see Eq. (54), should take for the covariance of the action to be ensured. As expected, we recover in Eq. (254) the result of [35] for the one-dimensional covariant quadratic discretization scheme – yet following a completely different route.

For \( d > 1 \) and any \( \lambda \in \mathbb{R} \), we generically expect Eq. (250) to have multiple solutions (see Secs. 6.2 and 6.3 for examples). Equation (250) is singular at points where the first derivatives of the metric vanish but the second ones do not. While it is always possible to define, for any point, a coordinate system such that this is the case we expect these points to be isolated. Hence, there is always a discretization scheme of the form (252) allowing to recover both Graham’s or DeWitt’s action in continuous time (or any other action of the form (251) with an arbitrary prefactor in front of the Ricci scalar curvature).

Let us now assume that \( \lambda = -1/3 \) so as to coincide with DeWitt’s action (241). DeWitt’s infinitesimal propagator reads (see Eqs. (224) and (239)-(240))

\[
\mathbb{P}_{\Delta t}^{_{\text{dW}}} (x + \Delta x, t + \Delta t | x, t) = (2\pi\Delta t)^{-d/2} \times \exp \left[ -\int_t^{t+\Delta t} ds \left( \frac{1}{2} \omega_{\mu\nu} \dot{x}^\mu \dot{x}^\nu - \omega_{\mu\nu} h^\mu \dot{x}^\nu + \frac{1}{2} \omega_{\mu\nu} h^\mu h^\nu + \frac{1}{2} \nabla_{\mu} h^\mu + \frac{1}{6} R \right) \right], \quad (255)
\]

where the previous equation is evaluated along the trajectory minimizing the continuous-time action, \( i.e. \) along the infinitesimal geodesic going from \((x, t)\) to \((x + \Delta x, t + \Delta t)\) at the desired order in \( \Delta t \). We thus obtain

\[
\mathbb{P}_{\Delta t}^{_{\text{dW}}} (x + \Delta x, t + \Delta t | x, t) = (2\pi\Delta t)^{-d/2} \times \exp \left[ -\frac{1}{2} \Delta t \left( -\omega_{\mu\nu} h^\mu \frac{\Delta x^\nu}{\Delta t} + \frac{1}{2} \omega_{\mu\nu} h^\mu h^\nu + \frac{1}{2} \nabla_{\mu} h^\mu + \frac{1}{6} R \right) \right]
\]

\[
-\frac{1}{2} \int_t^{t+\Delta t} ds \omega_{\mu\nu} \dot{x}^\mu \dot{x}^\nu \right]
\]

where the first terms we have integrated out are midpoint-evaluated. In the higher-
order discretization scheme (252), we therefore have
\[ \omega_{\mu\nu}\left(x^\alpha + \frac{1}{2}\Delta x^\alpha + B^\alpha_{\rho\sigma}\Delta x^\rho\Delta x^\sigma\right) \Delta x^\mu \Delta x^\nu = \Delta t \int_t^{t+\Delta t} ds \omega_{\mu\nu}(x) \dot{x}^\mu \dot{x}^\nu + O(\Delta t^{5/2}), \] (257)
provided \( B \) solves the condition (250). Along a geodesic, the squared velocity \( \omega_{\mu\nu}\dot{x}^\mu \dot{x}^\nu \) being constant to the desired order (see Eq. (234)), we obtain
\[ \omega_{\mu\nu}\left(x^\alpha + \frac{1}{2}\Delta x^\alpha + B^\alpha_{\rho\sigma}\Delta x^\rho\Delta x^\sigma\right) \Delta x^\mu \Delta x^\nu \Delta t = \omega_{\mu\nu}(x) \dot{x}^\mu \dot{x}^\nu + O(\Delta t^{1/2}). \] (258)
The right-hand side represents the squared velocity along the geodesic going from \((x, t)\) to \((x+\Delta x, t+\Delta t)\). The left-hand side is the norm of the squared velocity along a trajectory of constant speed vector \( \dot{x}^\mu/\Delta t \) (i.e. a straight line in the sense of \( \mathbb{R}^d \)) evaluated at the point \( x^\alpha + \frac{1}{2}\Delta x^\alpha + B^\alpha_{\rho\sigma}\Delta x^\rho\Delta x^\sigma \). This proves that for \( \lambda = -\frac{1}{3} \), the quadratic discretization scheme we have introduced ensures that \( \omega_{\mu\nu}\dot{x}^\mu \dot{x}^\nu \) evaluated along the considered infinitesimal geodesic, up to irrelevant terms of order \( O(\Delta t^{1/2}) \). This would not be true in general for other discretization schemes. From this, we see that Eq. (258) provides the bridge between DeWitt’s original description of path integrals and the time-discretized construction that we put forward.

Finally, we note that the precise discretization scheme that we have derived does not play a role when one is only interested in the small-noise asymptotics (as we already noticed in the example of Sec. 3.5). Indeed, if \( D \) denotes the noise amplitude (say, \( g^{\mu i} \sim \sqrt{D} \) in the Langevin equation (107)), comparing the Stratonovich Lagrangian (245) and the covariant one (251), we remark that the non-covariant terms of (245) scale as \( D \) while the dominant contribution scales as \( 1/D \) (since indeed \( \omega_{\mu\nu} \sim D, \omega_{\mu\nu} \sim 1/D \) and \( \Gamma_{\mu\rho\sigma} \sim D^0 \)).

6.2. Two-dimensional diffusion in polar coordinates
We consider again here the free stochastic motion of a particle in the two-dimensional plane, a problem which we already discussed in Sec. 3.5, and that we can now revisit with the help of the quadratic covariant discretization scheme. The equations of motion are
\[ \dot{x} = \eta_x, \quad \dot{y} = \eta_y, \] (259)
with \( \eta_x \) and \( \eta_y \) two independent zero-mean and Gaussian white noises with variance \( \langle \eta_i(t)\eta_j(t') \rangle = 2D\delta_{ij}\delta(t-t') \). In these Cartesian \( x \) coordinates, the continuous-time Lagrangian reads
\[ \mathcal{L}^x[x, y, \dot{x}, \dot{y}] = \frac{1}{4D} (\dot{x}^2 + \dot{y}^2). \] (260)
We then transform variables to \( u \), the polar coordinates \( r \) and \( \phi \) defined by \( x = r \cos \phi \) and \( y = r \sin \phi \). In any covariant discretization scheme, the polar coordinates
continuous-time Lagrangian must be
\[
\mathcal{L}^u[r, \phi, \dot{r}, \dot{\phi}] = \frac{1}{4D} \left( \dot{r}^2 + r^2 \dot{\phi}^2 \right).
\] (261)

The Lagrangian shown in Eq. (251) is of course compatible with the above expression. Indeed, the associated metric in polar coordinates is the one of flat space
\[
\Omega_{\mu\nu} = (2D)^{-1} \begin{pmatrix} 1 & 0 \\ 0 & r^2 \end{pmatrix}
\] (262)
that is \(2D \Omega_{rr} = 1\) and \(2D \Omega_{\phi\phi} = r^2\). The non-vanishing connections are \(\hat{\Gamma}_{r\phi}^\phi = \hat{\Gamma}_{\phi r}^\phi = r^{-1}\) and \(\hat{\Gamma}_{\phi\phi}^r = -r\), which yield vanishing curvature, \(R = 0\), and \(h^\mu = 0\) by covariance.

We would like to identify now the corresponding appropriate quadratic discretization, the one determined by the choice of \(B_{\alpha}^\rho_{\sigma}\). In polar coordinates, the constraint (250) that \(B_{\rho\sigma}^\alpha\) has to satisfy reads
\[
2 \frac{B_{rr}^r}{r} + 6 \frac{B_{\phi\phi}^\rho}{r^3} = -\frac{1}{2r^2}.
\] (263)
Among the many solutions to this equation, a simple one is
\[
B_{\phi\phi}^r = -\frac{r}{12},
\] (264)
and all other components of \(B\), including \(B_{rr}^r\), equal to zero.

The consequence is interesting: to write a time-discretized path-integral representation of Brownian motion in the two-dimensional plane using polar coordinates, one can follow two alternative routes:

(i) Take a Stratonovich-discretized Lagrangian with a “spurious” contribution \(\propto D/r^2\) (see Eq. (147)). It cannot be obtained by applying the standard chain rule to the Cartesian Lagrangian (260) but instead by using the rather complicated modified Itô lemma, Eq. (178) for \(\alpha = \frac{1}{2}\), which contains extra terms compared to the blind application of the chain rule.

(ii) Simply interpret the Lagrangian (261) in polar coordinates (obtained from (260) by applying the standard chain rule) as discretized with the quadratic scheme (252), where \(B\) is given by (264).

Both routes are equivalent, although the second one is simpler. They also bear the same content as DeWitt’s representation of Sec. 5; the advantage of route (ii) is that, to actually compute the weight of a path, one does not need to explicitly find the infinitesimal optimal path at every step – the quadratic contribution \(B_{\rho\sigma}^\alpha \Delta x^\rho \Delta x^\sigma\) to the discretization scheme (252) being explicit in the increments.

6.3. Diffusion on the \((d - 1)\)-dimensional unit sphere of \(\mathbb{R}^d\)

We now consider the diffusion of a particle on the \((d - 1)\)-dimensional unit sphere. In \(d\)-dimensional Cartesian coordinates, the equation of motion is
\[
\frac{dr}{dt} = -r \cdot \eta + r^2 \eta
\] (265)
with \( \eta \) a \( d \)-dimensional zero-mean Gaussian white noise with uncorrelated components and \( \langle \eta_i(t)\eta_j(t') \rangle = 2D\delta_{ij}\delta(t-t') \). The previous equation is written in the Stratonovich discretization and is thus norm-preserving. In Itô discretization, one has to add a drift term to ensure the proper normalization and the corresponding equation reads

\[
\frac{dr_t}{dt} = -D(d-1)r - r \cdot \eta + \sigma^2 \eta
\]  

(266)

from which one can easily deduce the associated Fokker–Planck equation

\[
\partial_t P(r,t) = D \nabla^2_{\mathbb{S}^d} P(r,t)
\]  

(267)

where \( \nabla^2_{\mathbb{S}^d} \) is the Laplacian on the \((d-1)\)-dimensional unit sphere. Focusing on \( d = 2 \), we parametrize the unit sphere by the two usual angles \( \theta \) and \( \phi \) of the spherical coordinates. The time-dependent probability density is then \( P(\theta, \phi, t) \) and its evolution is ruled by the equation

\[
\partial_t P(\theta, \phi, t) = D \left[ \frac{1}{\sin \theta} \partial_\theta \left( \sin \theta \partial_\theta P(\theta, \phi, t) \right) + \frac{1}{\sin^2 \theta} \partial_\phi^2 P(\theta, \phi, t) \right].
\]  

(268)

We now introduce the probability density \( \hat{P}(\theta, \phi, t) \) of the \( \theta \) and \( \phi \) variables defined by

\[
dx dy dz P(x, y, z, t) \delta(\sqrt{x^2 + y^2 + z^2} - 1) = d\theta d\phi \hat{P}(\theta, \phi, t)
\]  

(269)

yielding \( \hat{P}(\theta, \phi, t) = \sin \theta P(\theta, \phi, t) \) and hence

\[
\partial_t \hat{P}(\theta, \phi, t) = \left. \frac{d}{d\theta} \right|_{\sin \theta} \left( \sin \theta \partial_\theta \hat{P}(\theta, \phi, t) \right) = D \partial_\theta \left( \frac{\cos \theta}{\sin \theta} \hat{P}(\phi, t) \right) + D \left[ \partial_\theta^2 \hat{P}(\theta, \phi, t) + \frac{1}{\sin^2 \theta} \partial_\phi^2 \hat{P}(\theta, \phi, t) \right].
\]  

(270)

We have thus rewritten our constrained three-dimensional problem as a well defined two-dimensional Langevin process on the angles \( \theta \) and \( \phi \):

\[
\dot{\theta} = \frac{1}{2} \frac{\cos \theta}{\sin \theta} + (2D)^{1/2} \eta_{\theta}, \quad \dot{\phi} = \frac{1}{\sin \theta} (2D)^{1/2} \eta_{\phi},
\]  

(271)

in which the discretization scheme is irrelevant (since the increments of \( \theta \) are independent of \( \eta_\phi \)). The noises are Gaussian and uncorrelated with \( \langle \eta_\theta(t) \rangle = \langle \eta_\phi(t) \rangle = 0 \) and \( \langle \eta_\theta(t)\eta_\theta(t') \rangle = \langle \eta_\phi(t)\eta_\phi(t') \rangle = \delta(t-t') \). The associated metric is proportional to the one of the two-dimensional unit sphere

\[
\omega_{\mu\nu} = \frac{1}{2D} \begin{pmatrix} 1 & 0 \\ 0 & \sin^2 \theta \end{pmatrix},
\]  

(272)

\( 2D\omega_{\theta\theta} = 1 \) and \( 2D\omega_{\phi\phi} = \sin^2 \theta \). The non-vanishing connections are \( \Gamma^\theta_{\phi\phi} = -\sin \theta \cos \theta \), \( \Gamma^\phi_{\theta\phi} = \Gamma^\phi_{\phi\theta} = 1/\tan \theta \). The curvature is \( R = 4D \) (the scalar curvature is twice the Gaussian one on two-dimensional surfaces). Moreover, one can show that \( h^{\mu} = 0 \). This seems to reflect the fact that even though there is a drift in the equation of
motion for $\theta$, the vectorial drift $h^\mu$ remembers the absence of physical drift in the original three-dimensional problem. In the above defined covariant discretization, the continuous-time Lagrangian is

$$L[\theta, \phi, \dot{\theta}, \dot{\phi}] = \frac{1}{4D} \left( \dot{\theta}^2 + \sin^2 \theta \dot{\phi}^2 \right) - 2\lambda D. \quad (273)$$

For a generic value of $\lambda$, the associated discretization matrix satisfies, see Eq. (250):

$$2 \sin(2\theta) B_{\theta\theta}^\theta + 12 \frac{\cos \theta}{\sin \theta} B_{\phi\phi}^\theta = \left( 4\lambda - \frac{1}{2} \right) \sin^2(\theta) - 1. \quad (274)$$

Once again, there are many solutions to this equation. A simple one is given by

$$B_{\theta\theta}^\theta = \left( \lambda - \frac{1}{8} \right) \tan \theta, \quad B_{\phi\phi}^\theta = -\frac{1}{12} \tan \theta, \quad (275)$$

and other components equal to zero. The spherical-coordinate Lagrangian (273) for any $\lambda$ can be read in a time-discretized form with the quadratic discretization scheme (252), where the tensor $B$ has non-zero components given by Eq. (275). A Stratonovich-discretized Lagrangian would instead include “spurious” terms (that one cannot derive by applying the standard chain rule to the Cartesian-coordinate action), similarly to what we explained in the presentation of the polar coordinates bidimensional planar Brownian motion considered in the previous paragraph.

7. Covariant Langevin equation in discrete time – and an application to covariant path integrals

In [35], some of the present authors used a completely different route than the one presented in Sec. 6, based on a discretization of Langevin equations which is covariant in discrete time (for a finite time step), to build a covariant and explicit discretization scheme of the path integral valid for one-dimensional processes. While, as shown in Eq. (254), the approach of Sec. 6 leads to identical results when the dimension is set to 1, this is no longer true when $d > 1$. We extend in this section the results of [35] to the multidimensional case and show that this approach generically leads to devising a covariant discretization scheme which is indeed different from the one of Sec. 6.

7.1. Covariant Langevin equation in discrete time at finite $\Delta t$

Consider a discrete-time Stratonovich Langevin equation. As already discussed, this equation is covariant up to terms scaling as $O(\Delta t^{1/2})$. While this is enough to warrant the covariance of the Langevin equation in the limit $\Delta t \to 0$, we have seen that midpoint discretized infinitesimal propagators have a non-covariant formal continuous-time limit due to these $O(\Delta t^{1/2})$ corrections. In this section, we introduce an alternative discretization of Langevin equations that describes the same process as the Stratonovich-discretized one in the continuous-time limit and that has the remarkable property of being covariant in discrete time to all orders in $\Delta t$ in a way that will be made precise below. It extends the results previously obtained in [35] for one-dimensional systems to multidimensional ones. Lastly, we use this discretization as a
guide to construct a new path-integral representation of the continuous-time process.

We introduce the stochastic equation

\[ \Delta x^\alpha = T_{f,g} \left( f^\alpha \Delta t + g^{\alpha i} \Delta \eta_i \right) , \tag{276} \]

with \( \Delta \eta_i(t) \) the same zero-mean Gaussian noise used throughout this work and the linear operator \( T_{f,g} \) defined by its action on a generic function \( h(x) \):

\[ T_{f,g} h = \exp \left\{ \left( f^\mu \Delta t + g^{\mu i} \Delta \eta_i \right) \partial_\mu \right\} - 1 \left( f^\mu \Delta t + g^{\mu i} \Delta \eta_i \right) \partial_\mu h, \tag{277} \]

where, in the fraction, the functions \( f^\mu \) and \( g^{\mu i} \) and the partial derivatives are understood as operators.\(^{13}\) The direct expansion of Eq. (276) shows that this process and the Stratonovich-discretized one in Eq. (71) are equivalent in the limit \( \Delta t \to 0 \), since indeed from (277) one has \( (T_{f,g} h)(x) = h(x + \frac{1}{2} \Delta x) + O(\Delta t) \).

This discretization scheme, inspired by the field of calculus with Poisson point processes \(^{92}\), is transparent to the chain rule, non-perturbatively for any finite \( \Delta t \) (hence to all orders in small \( \Delta t \)), in the sense that the process \( u(t) = U(x(t)) \) evolves according to

\[ \Delta u^\sigma = T_{F,G} \left( F^\alpha \Delta t + G^{\alpha i} \Delta \eta_i \right) \tag{278} \]

with the right-hand-side a function of \( u \) written in terms of

\[ F^\alpha = f^\beta \partial_\beta U^\alpha , \quad G^{\alpha i} = g^{\beta i} \partial_\beta U^\alpha . \tag{279} \]

This statement is proven in the next section.

### 7.1.1. Proving the covariance of the discretization scheme

Let \( U \), be an invertible transformation of the initial coordinates \( x^\alpha \). We define the new process \( u(t) = U(x(t)) \). Let us first assume that the chain rule holds with the discretization rule (276) specified above. Then,

\[ \Delta u^\sigma = \left[ \exp \left\{ \partial_\alpha U f^\alpha \Delta t + \partial_\alpha U g^{\alpha i} \Delta \eta_i \right\} \partial_\sigma - 1 \right] \left( \partial_\beta U f^\beta \Delta t + \partial_\beta U g^{\beta j} \Delta \eta_j \right) \]

\[ = \left[ \exp \left\{ f^\alpha \Delta t + g^{\alpha i} \Delta \eta_i \right\} \partial_\alpha - 1 \right] \left( \partial_\beta U f^\beta \Delta t + \partial_\beta U g^{\beta j} \Delta \eta_j \right) \]

\[ = \left[ \exp \left\{ f^\alpha \Delta t + g^{\alpha i} \Delta \eta_i \right\} \partial_\alpha - 1 \right] U^\sigma , \tag{280} \]

Independently of the chain rule, we have

\[ \Delta u^\sigma = U^\sigma (x + \Delta x) - U^\sigma (x) , \tag{281} \]

\(^{13}\)For an operator \( O \), the fraction \( \frac{e^O - 1}{O} \) appearing e.g. in (277) is understood as a series \( \sum_{k \geq 1} \frac{1}{k!} O^{k-1} \).
with, moreover,

\[
\Delta x^\mu = \left[ \frac{\exp\left\{ f^\alpha \Delta t + g^{\alpha i} \Delta \eta_i \right\} \partial_\alpha - 1 }{ (f^\alpha \Delta t + g^{\alpha i} \Delta \eta_i) \partial_\alpha } \right] (f^\mu \Delta t + g^{\mu j} \Delta \eta_j) \\
= \left[ \frac{\exp\left\{ f^\alpha \Delta t + g^{\alpha i} \Delta \eta_i \right\} \partial_\alpha - 1 }{ (f^\alpha \Delta t + g^{\alpha i} \Delta \eta_i) \partial_\alpha } \right] \left( \frac{\partial x^\mu}{\partial x^\nu} f^\nu \Delta t + \frac{\partial x^\mu}{\partial x^\nu} g^{\nu j} \Delta \eta_j \right) \\
= \left[ \exp\left\{ f^\alpha \Delta t + g^{\alpha i} \Delta \eta_i \right\} \partial_\alpha - 1 \right] x^\mu.
\]

Therefore, proving the validity of the chain rule in this discretization scheme amounts to proving the functional identity (for any function \( V \)),

\[
V^\sigma \left[ \exp\left\{ f^\alpha \Delta t + g^{\alpha i} \Delta \eta_i \right\} \partial_{x^\alpha} \right] x = \left[ \exp\left\{ f^\alpha \Delta t + g^{\alpha i} \Delta \eta_i \right\} \partial_{x^\alpha} \right] V^\sigma (x),
\]

which generalizes Eq. (103). In order to prove the previous equation, we follow the route taken in the one-dimensional case [35] and we define

\[
\Psi(a, x) = \exp\left\{ a \left( f^\mu \Delta t + g^{\mu i} \Delta \eta_i \right) \partial_\mu \right\} \left[ V^\sigma (\chi(a, x)) \right],
\]

with

\[
\chi^\beta(a, x) = \exp\left\{ (1 - a) \left( f^\mu \Delta t + g^{\mu i} \Delta \eta_i \right) \partial_\mu \right\} x^\beta.
\]

We can then prove that \( \Psi'(a, x) \equiv d\Psi(a, x)/da = 0 \), a property that leads to

\[
\Psi(0, x) = \Psi(1, x),
\]

so that the functional equation established earlier is verified. Indeed,

\[
\Psi'(a, x) = \sum_{m \geq 1} \frac{a^{m-1}}{(m-1)!} \left[ (f^\mu \Delta t + g^{\mu i} \Delta \eta_i) \partial_\mu \right]^m \left[ V^\sigma (\chi(a, x)) \right] \\
+ \sum_{m \geq 0} \frac{a^m}{m!} \left[ (f^\mu \Delta t + g^{\mu i} \Delta \eta_i) \partial_\mu \right]^m \left[ \partial_\beta V^\sigma (\chi(a, x)) \frac{\partial \chi^\beta}{\partial a} \right] \\
= \sum_{m \geq 1} \frac{a^{m-1}}{(m-1)!} \left[ (f^\mu \Delta t + g^{\mu i} \Delta \eta_i) \partial_\mu \right]^m \left[ V^\sigma (\chi(a, x)) \right] \\
- \sum_{m \geq 0} \frac{a^m}{m!} \left[ (f^\mu \Delta t + g^{\mu i} \Delta \eta_i) \partial_\mu \right]^m \left[ \partial_\beta V^\sigma (\chi(a, x)) (f^\nu \Delta t + g^{\nu i} \Delta \eta_i) \frac{\partial \chi^\beta}{\partial x^\nu} \right] \\
= \sum_{m \geq 1} \frac{a^{m-1}}{(m-1)!} \left[ (f^\mu \Delta t + g^{\mu i} \Delta \eta_i) \partial_\mu \right]^m \left[ V^\sigma (\chi(a, x)) \right] \\
- \sum_{m \geq 0} \frac{a^m}{m!} \left[ (f^\mu \Delta t + g^{\mu i} \Delta \eta_i) \partial_\mu \right]^m \left[ (f^\nu \Delta t + g^{\nu i} \Delta \eta_i) \partial_\nu \left\{ V^\sigma (\chi(a, x)) \right\} \right] \\
= 0,
\]

which completes the proof.
7.1.2. Implicit discretization scheme of the Langevin equation

In order to use Eq. (276) as a guide for building covariant path-integral representations, we rewrite the latter in an implicit form closer to Eq. (71). We expand Eq. (276) neglecting terms of order $O(\Delta t^2)$ and obtain,

$$\Delta x^\mu = f^\mu \left( x + \frac{\Delta x}{2} \right) \Delta t + \left[ g^{\mu i} \left( x + \frac{\Delta x}{2} \right) + B^{\mu i}_{\alpha \beta} \Delta x^\alpha \Delta x^\beta \right] \Delta \eta_i + O(\Delta t^2), \quad (287)$$

with

$$B^{\mu i}_{\alpha \beta} = \frac{1}{24} \left( \partial_\alpha \partial_\beta g^{\mu i} - 2 g^{\beta j} \partial_\alpha g^{\gamma i} \partial_\gamma g^{j \mu} \right). \quad (288)$$

One can also write

$$B^{\mu i}_{\alpha \beta} = \partial_\nu g^{\mu i} B^{\nu \alpha \beta}, \quad (289)$$

where, in arbitrary dimension $d$, $B^{\nu \alpha \beta}$ is a priori different from the tensor introduced in Sec. 6. In the specific case of dimension one, one obtains $B^{\mu i}_{\alpha \beta} \rightarrow g''/24 - (g')^2/(12 g) = g''/g$ with $g''$ the coefficient of the quadratic discretization scheme: $x = x + \Delta x/2 + \beta g(\Delta x)^2$ of Eq. (54), with $\beta$ given by Eq. (254). This is the route initially taken in Ref. [35] to build a discretized covariant action in $d = 1$.

In the following, we introduce the notations

$$\bar{g}^{\mu i}(x, \Delta x) = g^{\mu i} \left( x + \frac{\Delta x}{2} \right) + B^{\mu i}_{\alpha \beta} \Delta x^\alpha \Delta x^\beta, \quad (290)$$

and

$$\bar{g}_{ij}(x, \Delta x) = g_{ij} \left( x + \frac{\Delta x}{2} \right) + T_{ij \alpha \beta}(x) \Delta x^\alpha \Delta x^\beta, \quad (291)$$

with

$$T_{ij \alpha \beta} = - g_{ij} g_{\nu \rho} B^{\nu \rho}_{\alpha \beta}, \quad (292)$$

so that

$$\bar{g}_{ij}(x, \Delta x) \bar{g}^{ij}(x, \Delta x) = \delta^i_j + O(\Delta t^3/2). \quad (293)$$

Inverting Eq. (287) thus yields

$$\Delta \eta_i = \bar{g}_{ij}(x, \Delta x) \left[ \Delta x^\mu - f^\mu \left( x + \frac{\Delta x}{2} \right) \Delta t \right] + O(\Delta t^2). \quad (294)$$

Furthermore, for any invertible and smooth transformation $u = U(x)$ of the original variables, Eq. (278) tells us that

$$\Delta \eta_i = \bar{G}_{ij}(u, \Delta u) \left[ \Delta u^\mu - F^\mu \left( u + \frac{\Delta u}{2} \right) \Delta t \right] + O(\Delta t^2), \quad (295)$$
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where the notations follow Eq. (279). All in all, this warrants that the accordingly
discretized kinetic term transforms formally as a scalar under changes of variables up
to corrections of order $O(\Delta t^{3/2})$. Indeed, by taking the squares of Eqs. (294) and (295)
and equating the results divided by $\Delta t^2$.

$$
\bar{G}_{ij}(u, \Delta u)\bar{G}_{j\nu}(u, \Delta u) \left[ \frac{\Delta u^\mu}{\Delta t} - F^\mu \left( u + \frac{\Delta u}{2} \right) \right] \left[ \frac{\Delta u^\nu}{\Delta t} - F^\nu \left( u + \frac{\Delta u}{2} \right) \right] \delta^{ij} \Delta t
$$

$$
= \bar{g}_{ij}(x, \Delta x)\bar{g}_{j\nu}(x, \Delta x) \left[ \frac{\Delta x^\mu}{\Delta t} - f^\mu \left( x + \frac{\Delta x}{2} \right) \right] \left[ \frac{\Delta x^\nu}{\Delta t} - f^\nu \left( x + \frac{\Delta x}{2} \right) \right] \delta^{ij} \Delta t
$$

$$
+ O(\Delta t^{3/2}).
$$

The realization that in this implicit discretization scheme the kinetic contribution to
the infinitesimal propagator transforms covariantly under the change of variables is at
the basis of our subsequent construction of manifestly covariant path integrals.

7.2. A discretization scheme for covariant path integrals

In order to obtain a covariant discretization scheme in continuous time, Eq. (296)
suggests to write the infinitesimal propagator under the following form

$$(2\pi \Delta t)^{-\frac{d}{2}} \mathbb{K}_{\Delta t}(x + \Delta x, t + \Delta t| x, t)$$

$$
= \exp \left\{ -\frac{1}{2} \left[ \bar{g}_{ij}(x, \Delta x)\bar{g}_{j\nu}(x, \Delta x) \delta^{ij} \frac{\left( \Delta x^\mu - h^\mu \left( x + \frac{\Delta x}{2} \right) \Delta t \right)}{\Delta t} \right. \\
\times \left. \left( \Delta x^\nu - h^\nu \left( x + \frac{\Delta x}{2} \right) \Delta t \right) \Delta t + b(x) \Delta t \right] \right\},
$$

where $b$ is yet to be determined. In order to find $b$, the simplest way to proceed is to
start from the already derived Stratonovich-discretized infinitesimal propagator (124)
and put by hand the discretization suggested in Eq. (297). This yields,

$$(2\pi \Delta t)^{-\frac{d}{2}} \mathbb{K}_{\Delta t}(x + \Delta x, t + \Delta t| x, t)$$

$$
= \exp \left\{ -\frac{1}{2} \left[ \bar{g}_{ij}(x, \Delta x) - T_{i\mu}\delta_{j\nu} \Delta x^\alpha \Delta x^\beta \right] \bar{g}_{j\nu}(x, \Delta x) - T_{j\nu}\Delta x^\mu \Delta x^\sigma \right) \\
\times \delta^{ij} \frac{\left( \Delta x^\mu - h^\mu \left( x + \frac{\Delta x}{2} \right) \Delta t \right)}{\Delta t} \frac{\left( \Delta x^\nu - h^\nu \left( x + \frac{\Delta x}{2} \right) \Delta t \right)}{\Delta t} \Delta t \\
-\frac{1}{2} \left[ \nabla_\mu h^\mu - \frac{1}{4} R + \frac{1}{4} \left( \omega^{\mu\nu\rho} \Gamma^\alpha_{\rho\mu} + \omega^{\mu\nu} \partial_\nu \Gamma^\alpha_{\mu} \right) \right] \Delta t \right\},
$$
which becomes

\[(2\pi\Delta t)^{-\frac{d}{2}} \mathbb{K}_\Delta t(x + \Delta x, t + \Delta t | x, t)\]

\[= \exp \left\{ -\frac{1}{2} \tilde{g}_i (x, \Delta x, t) \tilde{g}_{j\nu} (x, \Delta x) \delta^{ij} \right. \]

\[\times \left[ \frac{\Delta x^\mu}{\Delta t} - h^\mu \left(x + \frac{\Delta x}{2}\right) \right] \times \left[ \frac{\Delta x^\nu}{\Delta t} - h^\nu \left(x + \frac{\Delta x}{2}\right) \right] \Delta t\]

\[-\frac{1}{2} \left[ \nabla_\mu h^\mu - \frac{1}{4} R + \frac{1}{4} \left( \omega^\mu_\nu \Gamma_{\nu\mu}^\alpha \Gamma_{\alpha\nu}^\beta + \omega^\mu_\nu \partial_\nu \Gamma_{\mu\alpha}^\beta \right) + \Delta L \right] \Delta t \right\}^{(299)}\]

with

\[\Delta L = -2 T_{i\mu\alpha\beta} g_{j\nu} \delta^{ij} \frac{\Delta x^\mu \Delta x^\nu \Delta x^\alpha \Delta x^\beta}{\Delta t^2}\]

\[= 2 \omega_{\rho\mu} g_{k\nu} B_{\alpha\beta}^{pk} \frac{\Delta x^\mu \Delta x^\nu \Delta x^\alpha \Delta x^\beta}{\Delta t^2}\]

\[= 2 \omega_{\rho\mu} g_{k\nu} B_{\alpha\beta}^{pk} \left( \omega^\mu_\nu \omega^\alpha_\beta + \omega^\mu_\alpha \omega^\nu_\beta + \omega^\nu_\alpha \omega^\mu_\beta \right)^{(300)}\]

The coefficient \(b\) can then be deduced by setting Eq. (297) equal to Eq. (299) and reads

\[b = \nabla_\mu h^\mu - \frac{1}{4} R + \frac{1}{4} \left( \omega^\mu_\nu \Gamma_{\nu\mu}^\alpha \Gamma_{\alpha\nu}^\beta + \omega^\mu_\nu \partial_\nu \Gamma_{\mu\alpha}^\beta \right) + 2 \omega_{\rho\mu} g_{k\nu} B_{\alpha\beta}^{pk} \left( \omega^\mu_\nu \omega^\alpha_\beta + \omega^\mu_\alpha \omega^\nu_\beta + \omega^\nu_\alpha \omega^\mu_\beta \right)^{(301)}\]

Before using the particular form of \(B\) displayed in Eq. (288), let us pause for a second and remark that two discretizations of the form given in Eq. (297) together with Eq. (291) and characterized by two different \(T'_{i\mu\alpha\beta}\) and \(T''_{i\mu\alpha\beta}\) yield the same continuous-time Lagrangian provided that

\[\omega_{\rho\mu} g_{k\nu} B_{\alpha\beta}^{pk} \left( \omega^\mu_\nu \omega^\alpha_\beta + \omega^\mu_\alpha \omega^\nu_\beta + \omega^\nu_\alpha \omega^\mu_\beta \right) = \omega_{\rho\mu} g_{k\nu} B_{\alpha\beta}^{pk} \left( \omega^\mu_\nu \omega^\alpha_\beta + \omega^\mu_\alpha \omega^\nu_\beta + \omega^\nu_\alpha \omega^\mu_\beta \right)\]

where the relation between \(B'\) and \(T'\) (respectively \(B''\) and \(T''\)) can be read from Eq. (292). Remark that the relevant part of \(B_{\alpha\beta}^{pk}\) (only the symmetric part in the down indices interests us) has \(d^3(d + 1)/2\) degrees of freedom while Eq. (302) imposes only one constraint. Accordingly, as soon as \(d \geq 1\), there exists a degeneracy in the higher-order discretizations of the form Eq. (297) corresponding to a given continuous-time Lagrangian, similarly to the construction shown in Sec. 6.

Let us now specify the result for \(B\) given in Eq. (288). Inserting the latter in Eq. (300) yields,

\[\Delta L = \frac{1}{12} g_{\alpha \beta} \omega^\mu_\nu \partial_\mu \partial_\nu g^{\alpha \beta} + \frac{1}{6} g^{\alpha \beta} \partial_\mu \partial_\nu g^{\alpha \beta} \delta_{ij} + \frac{1}{6} \Gamma^\alpha_{\mu \alpha} g^{\mu \nu} \partial_\mu \partial_\nu g^{\alpha \beta} \delta_{ij} - \frac{1}{6} g_{\mu \nu} \partial_\mu \partial_\nu g^{\alpha \beta} \partial_\alpha \omega^\mu_{\nu}^{(303)}\]
and \( b \) becomes

\[
b = \nabla_\mu h^\mu - \frac{1}{4} R + \frac{1}{4} \left[ \omega^{\mu\nu} \Gamma_\alpha^\mu \Gamma_\beta^\nu + \omega^{\mu\nu} \partial_\nu g^{\alpha\beta} \right] + \frac{1}{12} g_{i\alpha} \omega^{\mu\nu} \partial_\mu \partial_\nu g^{\alpha\beta} \\
+ \frac{1}{6} g^{\mu\nu} \partial_\mu \partial_\nu g^{\alpha\beta} \delta_{ij} + \frac{1}{6} \Gamma_\mu^\alpha g^{\nu\beta} \partial_\nu g^{\mu\beta} \delta_{ij} - \frac{1}{6} g_{\mu\nu} \partial_\nu g^{\alpha\beta} \partial_\alpha \omega^{\mu\nu}.
\]

(304)

As expected, \( b \) can be put in a manifestly covariant form by noting that

\[
\Delta L = \frac{1}{12} g_{i\alpha} \omega^{\mu\nu} \nabla_\mu \nabla_\nu g^{\alpha\beta} + \frac{1}{6} g^{\mu\nu} \nabla_\mu \nabla_\nu g^{\alpha\beta} \delta_{ij} \\
- \left( \frac{1}{12} \omega^{\mu\nu} \partial_\mu \Gamma_\alpha^{\mu} + \frac{1}{6} \omega^{\mu\nu} \partial_\alpha \Gamma_\mu^{\alpha} + \frac{1}{12} \omega^{\mu\nu} \Gamma_\mu^\alpha \Gamma_\nu^\beta + \frac{1}{6} \omega^{\mu\nu} \Gamma_\alpha^\mu \Gamma_\beta^\nu \right),
\]

(305)

so that \( b \) reads

\[
b = \nabla_\mu h^\mu - \frac{5}{12} R + \frac{1}{12} g_{i\alpha} \omega^{\mu\nu} \nabla_\mu \nabla_\nu g^{\alpha\beta} + \frac{1}{12} g_{i\alpha} \omega^{\mu\nu} \nabla_\mu \nabla_\nu g^{\alpha\beta} + \frac{1}{6} g^{\mu\nu} \nabla_\mu \nabla_\nu g^{\alpha\beta} \delta_{ij}.
\]

(306)

Note that while the expression of \( b \) is manifestly covariant, the rotational symmetry in the space of matrix \( g^{\mu\nu} \) is not manifest in the continuous-time Lagrangian that we derived. This symmetry is indeed broken at the level of the discrete-time Langevin equation Eq. (276) to order \( O(\Delta t^3/2) \).

### 7.3. Higher-order discretization point

To provide an alternative time-discretized covariant path-integral (compared to the one of Sec. 6), the question we now ask is whether it is possible to cast the previous discretization into the form of a higher-order one as described in Eq. (54), i.e. we look for \( B^{\mu}_{\alpha\beta} \) such that discretizing the path integral at the point

\[
\ddot{x}^\mu = x^\mu + \frac{\Delta x^\mu}{2} + B^{\mu}_{\alpha\beta} \Delta x^\alpha \Delta x^\beta,
\]

(307)

gives the same continuous-time Lagrangian as the one inferred from Eqs. (297) and (306). In the notations of the previous section, this amounts to having

\[
T_{i\mu\alpha\beta} = B^{\nu}_{\alpha\beta} \partial_\nu g_{i\mu},
\]

(308)

or equivalently

\[
B^{\mu\nu}_{\alpha\beta} = B^{\nu}_{\alpha\beta} \partial_\nu g^{\mu\nu}.
\]

(309)

From Eq. (302) we thus require that

\[
\omega_{\rho\mu} g_{kv} \left( \omega^{\mu\nu} \omega^{\alpha\beta} + \omega^{\mu\alpha} \omega^{\nu\beta} + \omega^{\mu\beta} \omega^{\nu\alpha} \right) B^{\nu}_{\alpha\beta} \partial_\nu g^{pk} = \Delta L
\]

(310)
where $\Delta L$ is given in Eq. (300). This equation imposes only one constraint so that the solutions are in general degenerate. We look for a solution of the form

$$B_{\alpha\beta}^\sigma = \chi \Gamma_{\mu\nu} \omega^{\mu\nu} \omega_{\alpha\beta}. \quad (311)$$

Equation (310) thus becomes a scalar equation over the parameter $\chi$,

$$\chi = \frac{1}{\Gamma_{\rho\sigma} \Gamma_{\mu\nu} \omega^{\rho\sigma}} \left( \frac{\Delta L}{d+2} \right). \quad (312)$$

Equation (312) together with Eq. (311) extend the results of [35] to multidimensional processes. Note that in the case in which the Riemannian manifold defined from the metric $\omega_{\mu\nu}$ is locally flat around some point $x_0$, i.e. with vanishing first derivatives of the metric but non-vanishing second ones, then we expect Eq. (310) to be singular and $\chi$ defined in Eq. (312) to diverge. The points in space at which this can occur are however expected to be isolated. Indeed if the metric has locally vanishing first and second derivatives then Eq. (310) is automatically satisfied for any $B$ at that point.

We have therefore constructed a higher-order discretization scheme generalizing the one of [35] that allows us to blindly use the chain rule at the level of continuous-time path-integral weights. In this discretization, all function are evaluated at

$$\bar{x}^\mu = x^\mu + \frac{\Delta x^\mu}{2} + \frac{1}{\Gamma_{\rho\sigma} \Gamma_{\mu\nu} \omega^{\rho\sigma}} \left( \frac{\Delta L}{d+2} \right) \Gamma_{\eta\delta} \omega^{\eta\delta} \omega_{\alpha\beta} \Delta x^\alpha \Delta x^\beta, \quad (313)$$

and the associated continuous-time Lagrangian reads

$$\mathcal{L}^x[x, \dot{x}] = \frac{1}{2} \omega_{\mu\nu} \left( \frac{dx^\mu}{dt} - h^\mu \right) \left( \frac{dx^\nu}{dt} - h^\nu \right) + \frac{1}{2} \nabla_{\mu} h^\mu - \frac{5}{24} \bar{R} + \frac{1}{24} g_{\alpha\iota} \omega^{\mu\nu} \nabla_{\mu} g^{\iota\alpha} + \frac{1}{24} g_{\alpha\iota} \omega^{\mu\nu} \nabla_{\mu} \nabla_{\nu} g^{\iota\alpha} + \frac{1}{12} g^{\mu\nu} \nabla_{\mu} \nabla_{\nu} g^{\iota\jmath} \delta_{ij}. \quad (314)$$

These results bring new light on the mathematical subtleties associated to path integrals and the problems these can raise when manipulated improperly. The interest of formula (314) lies much more in its very existence, namely in the possibility of deriving such a covariant Lagrangian, than in its practical roll-out. While bringing answers to these questions for Onsager–Machlup path integrals in finite dimension, it certainly raises many questions for path integrals over fields where the internal dimension $d$ is somehow sent to infinity. The fate of covariant derivatives and curvature contributions deserves to be explored.

8. Martin–Siggia–Rose–Janssen–De Dominicis (MSRJD) formulation

Since the early path-integral formulation of quantum mechanics, there have been two equivalent expressions for the transition amplitudes. One involves only position operators. An alternative one includes additional conjugate momenta operators. The latter can be removed or included at will by Gaussian integration. A mirror image of the auxiliary momenta exists for stochastic dynamics: the alternative to the original
The Onsager–Machlup formulation that we have discussed at length is the Janssen–De Dominicis path-integral approach [93–96]. It adds so-called response variables or fields. The latter were first identified and introduced, in a (non-commuting) operator language, by Martin, Siggia and Rose [97] as an operator canonically conjugate to the field of interest.

In this Section, we first present the MSRJD path integral in its $\alpha$-discretized form and derive from the previously obtained results about Onsager–Machlup path integrals the transformation properties of such constructions under non-linear changes of variables. We next extend the covariant construction of the path integral to the MSRJD path integral. We adopt the language of stochastic dynamics, but our results equally apply to quantum mechanics. Firstly, we do it for the simpler one-dimensional case, both in continuous and discrete versions. This allows us to sketch a proof of the invariance under time-reversal that allows one to derive the fluctuation-dissipation theorems which relate linear responses to correlation functions in equilibrium and fluctuation theorems out of equilibrium. Lastly, we extend the construction to higher dimensions.

**8.1. The $\alpha$-discretized MSRJD path integral**

We present in this section the construction of the $\alpha$-discretized path MSRJD path integral. Our starting point is the $\alpha$-discretized path integral in the Onsager–Machlup formalism. An additional field, coined as the response field, is introduced through a Hubbard–Stratonovich transformation to linearize the kinetic term. We start with the expression of the scalar invariant propagator with the $\alpha$-discretized path measure given in Sec. 4.3:

$$K(x_f, t_f | x_0, t_0) = \lim_{N \to +\infty} \left( \frac{1}{2\pi \Delta t} \right)^d \int \prod_{k=1}^{N-1} dx_k \sqrt{\omega(x_{k-1} + \alpha \Delta x_k)} \left( \frac{1}{2\pi \Delta t} \right)^d \prod_{k=0}^{N-1} \exp \left[ -\frac{\Delta t}{2} \omega_{\mu\nu} \left( \frac{\Delta x_k}{\Delta t} - h^\mu \right) \left( \frac{\Delta x_k}{\Delta t} - h^\nu \right) - \Delta t \delta L_k \right],$$

where all functions are evaluated at $x_k + \alpha \Delta x_k$ and $\delta L_k$ can be read from Eq. (211) as

$$\delta L_k = \frac{1}{2} \left[ \frac{\Delta x_k}{\Delta t} \left( (1 - 2\alpha) \omega_{\mu\rho} \omega^{\rho\sigma} \Gamma^\nu_{\mu\alpha} - 2\alpha \Gamma^\alpha_{\mu\alpha} \right) + 2\alpha \nabla_\mu h^\mu \right. \left. - (1 - 2\alpha) \omega_{\mu\rho} \omega^{\rho\sigma} \Gamma^\nu_{\rho\sigma} h^\mu + \left( \alpha - \frac{1}{2} \right)^2 \omega_{\mu\rho} \omega^{\rho\sigma} \omega^{\alpha\beta} \Gamma^\mu_{\rho\sigma} \Gamma^\nu_{\alpha\beta} \right. \left. - \alpha (1 - \alpha) R + \alpha (1 - \alpha) \omega_{\mu\nu} \Gamma^\alpha_{\beta\mu} \Gamma^\beta_{\alpha\nu} + \alpha (2\alpha - 1) \omega_{\mu\nu} \partial_\nu \Gamma^\alpha_{\mu\alpha} \right].$$
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with all functions also evaluated at $x_k + \alpha \Delta x_k$. The scalar invariant propagator can then be rewritten as

$$K(x_f, t_f | x_0, t_0) = \lim_{N \to +\infty} \int_{-\infty}^{\infty} \int_{-i\infty}^{i\infty} \prod_{k=1}^{N-1} \frac{d\tilde{x}_k}{(2i\pi)^d} \int_{-\infty}^{i\infty} \frac{d\tilde{x}_N}{(2i\pi)^d} \frac{1}{\sqrt{\omega(x_f)}} \exp \left[ -\Delta t \sum_{k=1}^{N} \left( -\frac{1}{2} \dot{x}_{k,\mu} \dot{x}_{k,\nu} \omega_{\mu\nu} + \dot{x}_{k,\mu} \left( \frac{\Delta x_{k-1}^{\mu}}{\Delta t} - h^\mu \right) + \delta L_{k-1} \right) \right], \quad (317)$$

where all functions are now evaluated at $x_{k-1} + \alpha \Delta x_{k-1}$ and where the new field $\tilde{x}_{k,\mu}$ is integrated along the imaginary axis. In the continuous-time limit, we thus write

$$K(x_f, t_f | x_0, t_0) = \int \mathcal{D}x \mathcal{D}\dot{x} e^{-S[x, \dot{x}]}, \quad (318)$$

where the measure over the physical and the response fields is given by

$$\mathcal{D}x \mathcal{D}\dot{x} = \lim_{N \to +\infty} \prod_{k=1}^{N-1} \frac{dx_k}{(2i\pi)^d} \int_{-\infty}^{i\infty} \frac{d\tilde{x}_N}{(2i\pi)^d} \frac{1}{\sqrt{\omega(x_f)}}$$

and the continuous-time action writes

$$S[\dot{x}, x] = \int_{t_0}^{t_f} dt \left( -\frac{1}{2} \dot{x}_{\mu} \dot{x}_{\nu} \omega_{\mu\nu} + \dot{x}_{\mu} (\dot{x}^\mu - h^\mu) + \delta L[x, \dot{x}] \right), \quad (320)$$

with $\delta L[x, \dot{x}]$ immediately following from Eq. (316). We are now in a position to use Eqs. (219)-(221) to infer the transformation properties of the continuous-time action (320) under a non-linear change of variables. Upon introducing $u(t) = U(x(t))$, we get

$$K(u_f, t_f | u_0, t_0) = \left( \frac{\det \partial X/\partial u}{\det \partial X/\partial u'} \right)^\alpha \int \mathcal{D}u \mathcal{D}\dot{u} e^{-\hat{S}[u, \dot{u}]}, \quad (321)$$

where

$$\mathcal{D}u \mathcal{D}\dot{u} = \lim_{N \to +\infty} \prod_{k=1}^{N-1} \frac{du_k}{(2i\pi)^d} \int_{-\infty}^{i\infty} \frac{d\tilde{u}_N}{(2i\pi)^d} \frac{1}{\sqrt{\Omega(u_f)}}$$

and the action $\hat{S}[\dot{u}, u]$ is given as usual as the $\alpha$-discretized integral of a Lagrangian $\hat{L}_{(\alpha)}^u [\dot{u}, u, \dot{u}]$. The later can be inferred from the original one $\hat{L}_{(\alpha)}^{\dot{x}} [\dot{x}, x, \dot{x}]$ upon using the modified chain rule

$$\dot{x} \to X(u)$$

$$\dot{x}^\mu \to \partial_\mu X^\alpha \dot{u}^\alpha + \frac{1 - 2\alpha}{2} \Omega_{\mu\nu} \partial_\mu \partial_\nu X^\alpha, \quad (323)$$
together with the correspondence

\[ \dot{x}_\mu \rightarrow \frac{\partial U^\nu}{\partial x^\mu} \dot{u}_\nu, \]  

(324)

and taking into account the systematic corrections given in Eq. (221). Concretely,

\[ \tilde{L}^{(\alpha)}[\dot{u}, u, \dot{u}, \ddot{u}] = \tilde{L}^{x}_{(\alpha)} \left[ \frac{\partial U^\nu}{\partial x^\mu} \dot{u}_\nu, X(u), \partial_\mu X^\alpha \frac{\partial u^\mu}{\partial x^\alpha} + \frac{1}{2} \left( \frac{\partial^2 U^\nu}{\partial x^\beta \partial u^\nu} \right) \Omega^\rho_\mu \Omega^\beta_\sigma - \frac{1}{2} \frac{\partial^2 X^\mu}{\partial u^\beta \partial u^\sigma} \partial_\mu X^\alpha \partial_\sigma X^\beta \right] + \alpha (1 - \alpha) \delta L[u], \]  

(325)

where

\[ \delta L[u] = \frac{1}{2} \frac{\partial \omega^\mu_\nu}{\partial x^\alpha} \frac{\partial^2 X^\nu}{\partial u^\alpha \partial u^\beta} \frac{\partial X^\mu}{\partial u^\sigma} \Omega^\rho_\mu \Omega^\beta_\sigma - \frac{1}{2} \frac{\partial^2 U^\nu}{\partial x^\beta \partial u^\nu} \frac{\partial^2 X^\mu}{\partial u^\alpha \partial u^\mu} \frac{\partial^2 U^\phi}{\partial x^\alpha \partial x^\mu}. \]  

(326)

As already seen in Sec. 4 in the Onsager–Machlup formalism, the correcting term vanishes both for \( \alpha = 0 \) and \( \alpha = 1 \). Also, in dimension one, this term becomes \( \delta L[u] = - \frac{G(u)^2 X''(u)^2}{2X'(u)^2} - \frac{G(u)G'(u)X''(u)}{X'(u)} \) and corresponds to the last line of Eq. (E.22) in Ref. [98].

14The quantity \( \delta L \) of Eq. (326) corresponds, in the arXiv v1 Ref. [98], to the integrand of the last line of Eq. (E.22) multiplied by \( -D \) (with \( D = \frac{1}{2} \) in our settings), which gives \( -g^2 \left( u''/u' \right)^2 / 2 - gg'u''/u' \). This is the same result above but when changing variables from \( u \) to \( x \).

8.2. One-dimensional continuous-time covariant action

In the covariant discretization scheme, the MSRJD path probability measure \( \mathcal{D}x \mathcal{D}\dot{x} e^{-S[\dot{x}, x]} \) of a one-dimensional process

\[ \frac{dx}{dt} \dot{x} = f(x) + g(x)\eta(t), \]  

(327)

has an action [35]

\[ S[\dot{x}, x] \equiv \int_0^t dt \left\{ \dot{x} \left( \dot{x} - f(x) + \frac{1}{2} g(x)g'(x) \right) - \frac{1}{2} g(x)^2 \dot{x}^2 \right\} + \frac{1}{2} f'(x) - \frac{1}{8} g'(x)^2 - \frac{1}{2} g(x) \dot{x}. \]  

(328)

Or, up to a translation of the response field:

\[ S[\dot{x}, x] \equiv \int_0^t dt \left\{ \dot{x} \left( \dot{x} - f(x) \right) - \frac{1}{2} g(x)^2 \dot{x}^2 + \frac{1}{2} f'(x) - \frac{1}{2} \frac{f(x)g'(x)}{g(x)} \right\}. \]  

(329)
In the corresponding continuous-time path integral, one can change variables covariantly, by using the standard chain rule of calculus together with the correspondence

\[ \dot{x}(t) = U'(x(t)) \hat{u}(t) \]  

(330)

between response fields. (One notes that there is no Jacobian contribution.) In contrast, the historically derived MSRJD action in Stratonovich discretization misses the two last terms in (328) and the application of the chain rule leads to inconsistencies [17].

The next subsection discusses the justification of such a covariance property in the discrete time formulation, by providing the appropriate discretization of the response field along with the explicit expression of the integration measure.

### 8.3. One-dimensional discrete-time covariant action

The MSRJD representation is constructed rewriting the infinitesimal propagator for \( x(t) \) with the help of a Hubbard–Stratonovich transformation of the form

\[ e^{-\frac{1}{2} \frac{b^2}{a}} = \sqrt{\frac{a}{2\pi}} \int_{\mathbb{R}} d\bar{x} e^{\frac{1}{2} a \bar{x}^2 - b \hat{x}} \]  

(331)

at every time step, with the following choice of parameters \( a \) and \( b \)

\[ a = g(\bar{x}_k)^2 \Delta t, \quad b = \left[ \frac{\Delta x}{\Delta t} - f(\bar{x}_k) \right] \Delta t. \]  

(332)

With these transformations, we obtain, for the first time step, the infinitesimal scalar covariant propagator \( K_{\Delta t}(x_1, t_1 | x_0, t_0) = g(x_1) P(x_1, t_1 | x_0, t_0) \) which reads, in the \( \beta_g \)-discretization,

\[ K(x_1, t_1 | x_0, t_0) = g(\bar{x}_0) \int_{\mathbb{R}} \frac{d\bar{x}_0}{2\pi} e^{-\frac{1}{2} g(\bar{x}_0)^2 \hat{x}_0^2 - \frac{1}{2} g(\bar{x}_0) f(\bar{x}_0) \hat{x}_0} e^{-\delta S[\hat{x}_0, \bar{x}_0]} \]  

\[ \delta S[\hat{x}_0, \bar{x}_0] = \Delta t \left\{ \hat{x}_0 \left[ \frac{\Delta x}{\Delta t} - f(\bar{x}_0) \right] - \frac{1}{2} g(\bar{x}_0)^2 \hat{x}_0^2 + \frac{1}{2} f'(\bar{x}_0) - \frac{1}{2} g' \left( \frac{1}{2} g(\bar{x}_0)^2 \hat{x}_0 + \frac{1}{2} f'(\bar{x}_0) - \frac{1}{2} g' g(\bar{x}_0) f(\bar{x}_0) \right) \right\}. \]  

(333)

It completely encodes the continuous-time expression

\[ S[\hat{x}, x] = \int_0^{t_1} dt \left\{ \dot{\hat{x}} (\dot{x} - f(x)) - \frac{1}{2} g(x)^2 \hat{x}^2 + \frac{1}{2} f'(x) - \frac{1}{2} g'(x) f(x) \right\}, \]  

(334)

on condition that, when writing \( K(x_t, t_t | x_0, t_0) = \int_{x(t_0) = x_0} x_1(\hat{x}) D\hat{x} Dx e^{-S[\hat{x}, x]} \), the following path-integration measure is used

\[ D\hat{x} Dx = \prod_{k=1}^{N-1} \frac{dx_k}{g(x_k)} \prod_{k=0}^{N-1} \frac{d\hat{x}_k g(\bar{x}_k)}{2\pi} = g(x_0) \prod_{k=1}^{N-1} dx_k \prod_{k=0}^{N-1} g(\bar{x}_k) d\hat{x}_k \]  

(335)

70
Up to a translation of the field \( \hat{x}(t) \) by \( g'/2g \), one recovers the expression (328) of the action from Eq. (334). In Eq. (334), the symbol \( \beta_g \) over the equality sign means that functions of the variable \( x \) are \( \beta_g \)-discretized. A variable \( \hat{x}_k \) is introduced at each timestep \( t_k = k\Delta t \) and merely associated to \( \bar{x}_k \). In other words, at this stage there is no discretization issue with the response field which is evaluated at the beginning of the time-slice. The proof of the covariance presents more intricate passages than for the Onsager–Machlup action (notably because each response field \( \hat{x}_k \) scales as \( \Delta x/\Delta t \), i.e. \( \Delta t^{-1/2} \)), and is sketched in App. A.3 of Ref. [35].

8.4. The time-reversal symmetry for one-dimensional processes

We now follow similar steps to the ones in [17] to show the invariance of the propagator of equilibrium processes under time-reversal. We work in the covariant continuous time formulation interpreted in the \( \beta_g \) discretization scheme and as we have already shown, we are then allowed to use the usual rules of calculus.

The time-reversal operation on a generic time interval \([t_0, t_f]\) is

\[
t^R = t_f + t_0 - t
\]

and we define the time-reversed variables

\[
\begin{align*}
T x(t) &= x(t^R) \\
T \hat{x}(t) &= \hat{x}(t^R) + \frac{2}{(g(x(t^R)))^2} \frac{d}{dt} x(t^R).
\end{align*}
\]

The action (328) evaluated in these new variables reads

\[
S[T \hat{x}(t), T x(t)] = \int_{t_0}^{t_f} dt \left\{ \dot{\hat{x}}(t^R) + \frac{2}{(g(x(t^R)))^2} \frac{d}{dt} x(t^R) \right\} \left[ \frac{d}{dt} x(t^R) - f(x(t^R)) + \frac{1}{2} g(x(t^R)) g'(x(t^R)) \right] - \frac{1}{2} (g(x(t^R)))^2 \left[ \dot{\hat{x}}(t^R) + \frac{2}{(g(x(t^R)))^2} \frac{d}{dt} x(t^R) \right]^2 + \frac{1}{2} f'(x(t^R)) - \frac{1}{8} g'(x(t^R))^2 - \frac{1}{2} g(x(t^R)) \frac{d}{dt} x(t^R) \right\}.
\]

Changing now the time integration argument \( t \leftrightarrow t^R \), and not writing it explicitly,

\[
S[T \hat{x}(t), T x(t)]
\]

\[
= \int_{t_0}^{t_f} dt \left\{ \dot{x} - \frac{2}{g^2(x)} \frac{d}{dt} x \right\} \left[ \frac{d}{dt} x - f(x) + \frac{1}{2} g(x) g'(x) \right] - \frac{1}{2} g^2(x) \left[ \dot{x} - \frac{2}{g^2(x)} \frac{d}{dt} x \right]^2 + \frac{1}{2} f'(x) - \frac{1}{8} g'(x)^2 + \frac{1}{2} g(x) \frac{d}{dt} x \right\}.
\]

Several terms can already be identified as invariant under \( T \); others need some work.
After expanding the product and square, and performing some trivial cancellations

\[ S[T\dot{x}(t), Tx(t)] \beta = S[x(t), \dot{x}(t)] + 2 \int_{t_0}^{t_f} dt \frac{\dot{x}f}{gt^2}. \] (338)

Note that the above equation only holds because the higher-order discretization scheme of Eq. (252) that we proved to be manifestly covariant is also left invariant under time reversal, as is the Stratonovich one. In conservative cases, \( f \) obeys Eq. (27) with \( \alpha = 1/2 \), i.e. \( f = -\beta g^2 V'/2 + gg'/2 \), which guarantees that the steady state distribution is the Boltzmann distribution in a potential \( V \) at inverse temperature \( \beta^{-1} \). The last term of Eq. (338) is just the integral of a total derivative and yields

\[ 2 \int_{t_0}^{t_f} dt \frac{\dot{x}f}{gt^2} = -\beta [V(x(t_f)) - V(x(t_0))] + \ln \left( \frac{g(x(t_f))}{g(x(t_0))} \right). \] (339)

These terms, which look odd at this stage, are just what is needed to guarantee that detailed balance holds. We can indeed express the steady state probability density to be at \( x_0 \) at time \( t_0 \) and \( x_f \) at time \( t_f \) in terms of the scalar invariant propagator as,

\[ \mathbb{P}(x_f, t_f | x_0, t_0) = e^{-\beta V(x_0)} g(x_f) \mathbb{K}(x_f, t_f | x_0, t_0), \] (340)

and the steady state probability density to be at \( x_f \) at time \( t_0 \) and \( x_0 \) at time \( t_f \) as,

\[ \mathbb{P}(x_0, t_f | x_f, t_0) = e^{-\beta V(x_f)} g(x_0) \mathbb{K}(x_0, t_f | x_f, t_0). \] (341)

Furthermore, the two scalar invariant propagators are related by Eqs. (338)-(339),

\[ \mathbb{K}(x_0, t_f | x_f, t_0) = \mathbb{K}(x_f, t_f | x_0, t_0) \exp \left[ -\beta [V(x(t_f)) - V(x(t_0))] - \ln \left( \frac{g(x(t_f))}{g(x(t_0))} \right) \right], \] (342)

thus yielding the desired equality

\[ \mathbb{P}(x_f, t_f | x_0, t_0) = \mathbb{P}(x_0, t_f | x_f, t_0). \] (343)

The application of this symmetry to the calculation of correlation functions between the physical and the auxiliary variables provides simple proofs of the celebrated fluctuation-dissipation theorem linking linear response and correlation functions in equilibrium [99]. Moreover, it also allows one to derive the more recent fluctuation theorems valid out of equilibrium [67,100–106].

8.5. Higher dimensions

We now pick Eq. (251) as our starting point and we linearize the quadratic term by a Hubbard–Stratonovitch transformation. In the \( B \)-discretization of Eq. (252), the
MSRJD higher dimensional action is
\[
S[\hat{x}, x] = \frac{1}{2} \int_{t_0}^{t_f} dt \left\{ -\frac{1}{2} \dot{\hat{x}}^\mu \omega^{\mu\nu} \dot{x}_\nu + \left( \frac{dx^\mu}{dt} - h^\mu \right) \dot{x}_\mu + \nabla_\mu h^\mu - \lambda R \right\}. \tag{344}
\]

The path-integration measure, similarly to Eq. (335) in one dimension, takes the form
\[
D\hat{x} Dx = \frac{1}{\sqrt{\omega(x_0)}} \prod_{k=1}^{N-1} d^d x_k \prod_{k=0}^{N-1} \sqrt{\omega(x_k)} \frac{d^d \dot{x}_k}{(2\pi)^d} \tag{345}
\]
when writing
\[
\mathbb{K}(x_f, t_f | x_0, t_0) = \int_{x(t_0) = x_0}^{x(t_f) = x_f} D\hat{x} Dx e^{-S[\hat{x}, x]} \tag{346}
\]

The time-reversal symmetry of Sec. 8.4 generalizes to
\[
T x^\mu(t) = x^\mu(t_R) \quad T \dot{x}_\mu(t) = \dot{x}_\mu(t_R) + \omega_{\mu\nu} \frac{d}{dt} x^\nu(t_R). \tag{347}
\]

9. Conclusions and open questions

The quest for a path-integral formulation of stochastic and quantum mechanical problems amenable to such natural manipulations as the change of integration path is almost as old as path integrals themselves. This work has reviewed the progress achieved by DeWitt [32] and later by Graham [33,34], but it has also presented an alternative way to construct manifestly covariant path integrals for generic \(d\)-dimensional Langevin evolutions with Gaussian noises.

In DeWitt’s and Graham’s approaches, path integrals are constructed by means of an implicit discretization resulting from solving the least action principle on infinitesimally small time intervals, eventually stitched one after the other. What is implicit is the dependence of the paths on the discretization time step. However, the resulting action is indeed covariant upon a change of integration path, in the sense that one can manipulate the path as if it were differentiable (changing variables amounts to applying the usual chain rule in the Lagrangian). The action involves intrinsic properties of the underlying metric built from the noise correlation matrix, thereby endowing the path-integral construction with a clear geometrical interpretation in terms of geodesics on a well-defined manifold. Why then, after all, would there be any need for alternative formulations? The answer is quite simple: at least in the physics of stochastic processes, no one constructs path integrals based on a least-action principle. Instead, paths themselves are directly discretized, and the action evaluated at a given path is explicitly expressed in terms of a sequence of values taken by that path. The construction is, of course, much more straightforward, and its appeal lies in the fact that for a given trajectory measured at equally spaced time intervals, one could directly determine its probability of occurrence. None of the linear discretization schemes that are used at the level of stochastic differential equations is however compatible with a covariant change of path. The present work fills this gap by proposing two methods.
of achieving this goal (corresponding to the results of Secs. 6 and 7), which we have pictorially encapsulated in Fig. 4.

Alternatively to these covariant constructions, if path integrals are built using a linear $\alpha$-discretization, the usual rule of stochastic calculus for changing variables generically have to be abandoned. A notable exception are Itô-discretized path integrals provided that the path measure is itself Itô-discretized [31]. Beyond this case, this work also presents the non-trivial transformation properties of such $\alpha$-discretized path integrals in any dimension $d$ both in the Onsager–Machlup and the MSRJD formalisms. However, neither our review nor our new results have addressed other issues that may come to mind. The rest of this conclusion section briefly discusses some of these.

A first set of questions has to do with the MSRJD dynamical actions, dual to the Onsager–Machlup ones, that involve, on top of the expected trajectory field, a so-called response field. It is well-known [49] that the Itô discretization, because it makes causality explicit, is the most convenient one for perturbation expansions. Yet, for the study and identification of symmetries and invariances, especially under non-linear transformations (such as canonical ones [107]), one may also be after a covariant discretization scheme. We have presented in Sec. 8 a scheme that is covariant upon a transformation of the physical variable $x$ that is decoupled from the response variable $\hat{x}$. For a generic canonical transformations (such as the Cole–Hopf one), the added technical difficulty is that $x$ and $\hat{x}$ are not discretized according to the same scheme, and performing a change of fields will further scramble discretization issues. This brings us to a closely related question. While path integrals à la Onsager–Machlup cannot be written when the noise statistics is not Gaussian, the response-field formulation allows one to write the action for any process driven by a white possibly non-Gaussian noise (namely a Poisson point process), as long as the generating functional of the latter is known. For such processes, it is well-known [92] that stochastic calculus requires a discretization rule of infinite order. It is almost certain that the same requirement (working with an infinite order discretization rule) will hold at the path-integral level,
but again the interplay with the response field is yet to be understood.

The fate of the geometrical concepts that pervade the Gaussian noise case is also an open question. Furthermore, supersymmetries are known to hold for stochastic actions of equilibrium [108,109] and out-of-equilibrium [110] stochastic processes when the underlying Langevin process is additive. The extension to multiplicative noise remains an open problem, and is connected to the covariance of the path integral (since the discretization in the supersymmetric action is Stratonovich). Finally, interesting connections could be made to the recent approach of Ref. [111], based on the analysis of the probability tubes enclosing trajectories of the stochastic action and that converge to a smooth path as the diameter of the tube is sent to 0 (in the spirit of the approach of [112] in mathematics).

Path integrals are ubiquitous in statistical and quantum field theory. There, the fields are not simple functions of time. They may depend on time, but above all they depend on space variables, which can be discrete (for lattice field theories) or continuous. In the language of this review, field theory corresponds to working in infinitely many dimensions (a countable infinity on a lattice). Consider for the purpose of discussion a static field theory living in a one-dimensional continuous space, with action

\[ S[\phi] = \int dx (\partial_x \phi)^2. \]  

This corresponds, for instance, to the potential energy of a one-dimensional elastic medium. It is not hard to realize that a non-linear change of field will inevitably raise the same questions as those taken up in this work. It is possible, however, that the embedding space dimension plays an important role regarding the smoothness of the typical field fluctuations. A direct analogy between \( x(t) \) and \( \phi(x) \) tells us, that in dimension 1, the elastic field is not differentiable (its spatial gradient behaving as one over the root of the spatial discretization scale). The case of higher dimensions, \( S[\phi] = \int d^d x \left( \nabla \phi \right)^2 \) certainly deserves further attention since the divergence appears even more severe; indeed, from power counting, the scaling of the increment \( \Delta \phi \) of the field is \( \Delta x^{1-d/2} \), which is singular in dimensions \( d > 2 \).

In fact, difficulties occurring at the field theoretic level have been known for a while. A recent report of the failure of a (canonical) change of fields was presented in [113] (where the authors study the Bose–Hubbard model either in the phase-amplitude variables or using the coherent states of the creation and annihilation operators) and analyzed in [114,115]. For the purpose of our discussion, we present the issue in a somewhat different context (with an almost identical field-theoretic formulation). Consider a one-site pair annihilation process occurring at rate \( k \). The master equation for the probability of observing \( n \) particles at time \( t \) has an evolution operator that can be written [116–118] in terms of Hermitian conjugate operators \( a \) and \( a^\dagger \) with a bosonic commutation rule \( [a,a^\dagger] = 1 \) as

\[ \mathbb{W} = k(a^\dagger|^2 - 1)a^2 \]

which one could also express in terms of the two operators \( \rho \) and \( \rho^+ \) defined by \( \rho = a^\dagger a \) and \( a^\dagger = e^{\rho^+} \) that also verify \( [\rho,\rho^+] = 1 \) (without being Hermitian conjugate),

\[ \mathbb{W} = k(1 - e^{-2\rho^+})\rho(\rho - 1). \]
The corresponding Itô-discretized field theories (with fields $a, \bar{a}, \rho, \bar{\rho}$ corresponding to the operators $a, a^\dagger, \rho, \rho^\dagger$), based on a coherent state construction [119,120] or on the alternative approach of [121], read

$$S_1[\bar{a}, a] = \int dt \left[ \bar{a} \dot{a} + k(a^2 - 1)a^2 \right]$$
$$S_2[\bar{\rho}, \rho] = \int dt \left[ \bar{\rho} \dot{\rho} + k(e^{-2\bar{\rho}} - 1)\rho(\rho - 1) \right],$$

(351)

whereas a naive substitution of the fields $\bar{a}$ and $a$ in $S_1$ by $\bar{a} \rightarrow e^{\bar{\rho}}, a \rightarrow e^{-\rho}$ (as first introduced in [122], leads to an incorrect

$$S_3[\bar{\rho}, \rho] = \int dt \left[ \bar{\rho} \dot{\rho} + k(e^{-2\bar{\rho}} - 1)\rho^2 \right].$$

(352)

($S_3 \neq S_2$). Of course, in hindsight, the appearance of an exponential in the response field $\bar{\rho}$ expresses the strongly non-Gaussian nature of the noise acting on field $\rho$, and this brings us back to our questions on the extension of the MSRJD formalism to non-Gaussian noises. High energy physics, condensed matter, or stochastic processes, are areas of physics where field-theoretic methods are heavily relied on. Not all situations can be phrased back in terms of an effective Langevin equation. Learning how to deal with fields with confidence, regarding both their time and space discretizations, seems to us to be of prime importance in establishing path integrals on even more solid grounds.
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Appendix A. Bath oscillator models

Although it is conventional to write the Langevin equation in the form in Eq. (30), it can be illuminating to rewrite it as

\[ k^2(x) \frac{dx}{dt} = f(x) - 2D(1 - \alpha) \frac{d \ln |k(x)|}{dx} + k(x) \eta , \quad (A1) \]

where we re-parametrized \( g(x) \equiv 1/k(x) \). Equation (A1) is the one derived for the Markovian overdamped dynamics of a particle subject to a force \( f \) and interacting with a bath of oscillators via a non-linear coupling \( \sum_a q_a K(x) \) with \( K'(x) \equiv k(x) \) and \( q_a \) the coordinates of the oscillators labelled \( a \) [4,123]. The exact integration over the degrees of freedom of the bath gives rise to a viscous friction force, here in the l.h.s., as well as the multiplicative noise in the r.h.s. We can therefore re-interpret the time derivative, \( dx/dt \), in the l.h.s. of Eq. (30) as originating from the dissipative interaction with the same bath that is responsible for the time-dependent random noise \( \eta \).

Appendix B. Derivation of the Fokker–Planck equation

The Kramers or Fokker–Planck (FP) approach is useful to prove that a Langevin process takes the system to Gibbs–Boltzmann equilibrium at the working temperature. It is a deterministic partial differential equation on the probability distribution for the stochastic variable to take a given value, say \( y \), at the measuring time, \( t \).

In order to derive the FP equation, let us start from the Markov process identity

\[ P(y,t_{k+1}) = \int dx_0 \, P_{\Delta t}(y,t_{k+1}|x_0,t_k) \, P(x_0,t_k) , \quad (B1) \]

where \( P_{\Delta t}(y,t_{k+1}|x_0,t_k) \) is the conditional probability of finding \( y \) at the discretized time \( t_{k+1} \) provided the system was in the state \( x_0 \) at the previous instant \( t_k \) (note that \( x_0 \) is not necessarily the initial value here). The integral runs over all accessible values of \( x_0 \). This equation holds for any time increment but we focus on infinitesimal ones here. It is also-called the Chapman–Kolmogorov equation.

Focus now on the conditional probability for the Langevin process

\[ P_{\Delta t}(y,t_{k+1}|x_0,t_k) = \langle \delta(y - x_{k+1}) \rangle \quad (B2) \]

where the mean value is taken over the noise \( \{ \eta_k \} \), and \( x_{k+1} \) is determined by the Langevin equation with the “initial condition” \( x_k = x_0 \). Expanding Eq. (B2) in powers of \( \Delta x_k \equiv x_{k+1} - x_k = y - x_0 \) we immediately obtain

\[ P_{\Delta t}(y,t_{k+1}|x_0,t_k) = \delta(y - x_0) - \partial_y \delta(y - x_0) \langle \Delta x_k \rangle + \frac{1}{2} \partial_y^2 \delta(y - x_0) \langle \Delta x_k^2 \rangle + \ldots \quad (B3) \]

where the ellipsis indicate terms involving higher-order moments of \( \Delta x_k \). The idea is to compute the averages \( \langle \Delta x_k \rangle \) and \( \langle \Delta x_k^2 \rangle \) to leading order in \( \Delta t \) and then take the limit \( \Delta t \rightarrow 0 \). To do this, we need to use the Langevin equation and it is at this point that its discretized form plays a role.
Up to corrections $O(\Delta t^{3/2})$ that we neglect, the $\alpha$-discretized Langevin equation reads

$$\Delta x_k = f(x_k)\Delta t + g(x_k)\Delta \eta_k + g'(x_k) \alpha \Delta x_k \Delta \eta_k, \quad (B4)$$

where we have deliberately chosen to evaluate the functions $f$, $g$ and $g'$ at the pre-point $x_k$, and the $\eta_k$’s are zero-mean Gaussian variables with variance $\langle \Delta \eta_k \Delta \eta_k' \rangle = 2D\delta_{kk'}\Delta t$. Replacing $\Delta x_k$ in the last term by this very same equation and keeping all terms that contribute to a noise average up to $O(\Delta t)$ we get

$$\Delta x_k = f(x_k)\Delta t + g(x_k)\Delta \eta_k + \alpha g(x_k)g'(x_k)\Delta \eta_k^2. \quad (B5)$$

If we fix $x_k$ to take the value $x_0$ in the expansion for $P(y, t_{k+1} | x_0, t_k)$, $x_k$ is not correlated with the noise $\Delta \eta_k$. Therefore, under the noise average the second term in the r.h.s. vanishes. Using $\langle \Delta \eta_k^2 \rangle = 2D\Delta t$,

$$\langle \Delta x_k \rangle = f(x_k)\Delta t + 2D\alpha g(x_k)g'(x_k)\Delta t. \quad (B6)$$

The next case to consider, also to $O(\Delta t)$, is

$$\langle \Delta x_k^2 \rangle \simeq \langle [g(x_k)\Delta \eta_k]^2 \rangle = 2D g^2(x_k)\Delta t. \quad (B7)$$

Replacing now in Eq. (B3), and next in Eq. (B1),

$$P(y, t_{k+1}) = P(y, t_k) - \Delta t \partial_y \int dx_0 \left[ f(x_0) + 2D\alpha g(x_0)g'(x_0) \right] \delta(y - x_0) P(x_0, t_k)$$

$$+ D\Delta t \partial_y^2 \int dx_0 \delta(y - x_0) g^2(x_0) P(x_0, t_k), \quad (B8)$$

performing the integrals over $x_0$, and after some rearrangements, in the $\Delta t \to 0$ limit,

$$\partial_t P(y, t) = -\partial_y \{ [f(y) + 2D\alpha g(y)g'(y)] P(y, t) \} + D\partial_y^2 [g^2(y) P(y, t)]. \quad (B9)$$

For $g(x) = 1$ we recover the well-known FP equation for an additive Gaussian white noise process.

### Appendix C. Inverse function in dimension one

In the $\alpha$-discretization

$$\bar{x}_k = x_k + \alpha \Delta x_k = x_{k+1} + (\alpha - 1) \Delta x_k. \quad (C1)$$

Take the function $U$ such that $u_k = U(x_k), \forall k = 0, \ldots, N$. After Taylor expansion of $\bar{u}_k = \alpha U(x_{k+1}) + (1 - \alpha)U(x_k) = \alpha U(\bar{x}_k + (1 - \alpha)\Delta x_k) + (1 - \alpha)U(\bar{x}_k - \alpha \Delta x_k)$ around $\bar{x}_k$, and similarly for the inverse function $U^{-1} = X$,

$$\bar{u}_k = U(\bar{x}_k) + \frac{1}{2}U''(\bar{x}_k)\alpha(1 - \alpha)\Delta x_k^2 + \ldots$$

$$\bar{x}_k = X(\bar{u}_k) + \frac{1}{2}X''(\bar{u}_k)\alpha(1 - \alpha)\Delta u_k^2 + \ldots \quad (C2)$$
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and, due to $\Delta x_k^2 \approx \Delta x_k^2 \approx \Delta t$, the functional relation is translated from \{\(x_k, u_k\)\} to \{\(\bar{x}_k, \bar{u}_k\)\} up to $O(\Delta t)$ corrections:

$$\bar{u}_k = U(\bar{x}_k) + O(\Delta t), \quad \bar{x}_k = X(\bar{u}_k) + O(\Delta t). \quad \text{(C3)}$$

The $\Delta x_k^2$ correction to (C1) introduced in the $\alpha, \beta$ discretisation does not change this conclusion, since it brings other terms of order $O(\Delta t)$ or higher.

**Appendix D. Fixing the $\alpha = 1/2, \beta_g$ discretization in one dimension**

In this Appendix, we fix the parameter $\beta$ in the higher order discretization scheme of Eq. (54) of one dimensional processes by imposing that the increment $\Delta x_k$ of the discretized Langevin equation matches the one coming from the $T_{f,g}$-discretization discussed in Sec. 7 (which is covariant at all orders in $\Delta t$).

On the one hand, we expand $\Delta x_k$, as determined by the one-dimensional Langevin equation with the $\alpha, \beta$ discretization scheme of Eq. (54), keeping all terms up to $O(\Delta t^{3/2})$ and evaluating $f$, $g$ and $\beta$ at the pre-point $x_k$. We note that one does not have to worry about the argument in $\beta$ since it is always multiplied by $\Delta x_k^2 = O(\Delta t)$.

We then safely set it to $x_k$ and we derive

$$\Delta x_k = f(x_k + \alpha \Delta x_k + \beta(x_k) \Delta x_k^2) \Delta t + g(x_k + \alpha \Delta x_k + \beta(x_k) \Delta x_k^2) \eta_k \Delta t$$

$$= O(\Delta t^2) + f(x_k) \Delta t + f'(x_k) [\alpha \Delta x_k + \beta(x_k) \Delta x_k^2] \Delta t$$

$$+ \left\{ g(x_k) + g'(x_k) [\alpha \Delta x_k + \beta(x_k) \Delta x_k^2] + \frac{1}{2} g''(x_k) [\alpha \Delta x_k + \beta(x_k) \Delta x_k^2]^2 \right\} \eta_k \Delta t$$

$$= O(\Delta t^2) + f(x_k) \Delta t + \alpha f'(x_k) g(x_k) \eta_k \Delta t^2 + g(x_k) \eta_k \Delta t$$

$$+ \left\{ \alpha g'(x_k) \left[ f(\bar{x}_k) \Delta t + g(\bar{x}_k) \eta_k \Delta t \right] + g'(x_k) \beta(x_k) \Delta x_k^2 + \frac{1}{2} \alpha g''(x_k) \Delta x_k^2 \right\} \eta_k \Delta t$$

$$= O(\Delta t^2) + f(x_k) \Delta t + \alpha f'(x_k) g(x_k) \eta_k \Delta t^2 + g(x_k) \eta_k \Delta t + \alpha g'(x_k) f(x_k) \eta_k \Delta t^2$$

$$+ \alpha g'(x_k) g(x_k) \eta_k \Delta t^2 + \frac{1}{2} \alpha g''(x_k) g'(x_k) \eta_k^3 \Delta t^3$$

$$+ g'(x_k) \beta(x_k) g(x_k) \eta_k^3 \Delta t^3 + \frac{1}{2} g''(x_k) g(x_k)^2 \eta_k^3 \Delta t^3.$$

Now, we notice that these terms can be grouped differently if one focuses on their scaling with $\Delta t$. Indeed, using the substitution rules $\eta_k^2 \Delta t \mapsto 2D$ and $\eta_k^3 \Delta t \mapsto 6D \eta_k$,

$$\Delta x_k \approx O(\Delta t^2) + \left[ f(x_k) + 2D \alpha g'(x_k) g(x_k) \right] \Delta t + g(x_k) \eta_k \Delta t$$

$$\quad + \alpha \left[ f'(x_k) g(x_k) + g'(x_k) f(x_k) \right] \eta_k \Delta t^2$$

$$\quad + \left[ \alpha^2 g(x_k) g'(x_k) g'(x_k) + g'(x_k) \beta(x_k) g(x_k)^2 + \frac{\alpha^2}{2} g''(x_k) g(x_k)^2 \right] 6D \eta_k \Delta t^2. \quad \text{(D1)}$$

On the other hand, the expansion of the generic expression (276) in the $T_{f,g}$ discrete
Langevin equation up to order $\Delta t^{3/2}$ yields (in one dimension)

$$
\Delta x_k = O(\Delta t^2) + f(x_k)\Delta t + g(x_k)\eta_k \Delta t
+ \frac{1}{2} \left[ f(x_k)g'(x_k)\eta_k \Delta t^2 + g(x_k)f'(x_k)\eta_k \Delta t^2 + g(x_k)g'(x_k)\eta_k^2 \Delta t^2 \right]
+ \frac{1}{6} g(x_k) \left[ (g'(x_k))^2 + g(x_k)g''(x_k) \right] \eta_k^3 \Delta t^3
$$

where, in the second equality, we used the substitution rules and we regrouped terms according to their scaling with $\Delta t$. This expression assumes $\alpha = 1/2$.

The comparison of the terms proportional to $\eta_k \Delta t^2$ in Eqs. (D1) and (D2) implies

$$
6 \left[ \frac{1}{4}g(g')^2 + g'\beta g^2 + \frac{1}{8}g''g^2 \right] = g(g')^2 + g^2g''
$$

which yields that the parameter $\beta$ takes the value

$$
\beta_g = \frac{1}{gg'} \left[ -\frac{1}{12}(g')^2 + \frac{1}{24}gg'' \right].
$$

This is the same result as derived in Sec. 6 from Eq. (150) (see Eq. (254)), and as in Sec. 7 from the general expressions (288) and (309) when the dimension is set to $d = 1$ (see the remark after Eq. (289)).

### Appendix E. List of notations & results

In this Section we list the main definitions, notations and results in equation format.

#### E.1. White noise Langevin equations

#### E.1.1. One-dimensional processes

The one-dimensional stochastic equation in continuous-time notation reads

$$
\frac{dx}{dt} = \delta \left[ f(x) + g(x)\eta \right]
\langle \eta(t) \rangle = 0 , \quad \langle \eta(t)\eta(t') \rangle = \delta(t' - t) ,
$$

where the symbol $\delta$ denotes the discretization scheme. The discrete-time stochastic equation is

$$
\Delta x(t) = x(t + \Delta t) - x(t) = f(\bar{x})\Delta t + g(\bar{x})\Delta \eta(t)
\langle \Delta \eta(t) \rangle = 0 , \quad \langle \Delta \eta^2(t) \rangle = \Delta t .
$$
The quadratic $\alpha, \beta(x)$ discretization scheme is defined as

$$\bar{x} = x = \alpha \Delta x + \beta(x) \Delta x^2. \quad (E3)$$

The variable increments satisfy the following scalings with $\Delta t$:

$$\Delta \eta^2 \sim \Delta t, \quad \Delta x^2 \sim \Delta t, \quad \Delta x^{(\alpha)} - \Delta x^{(\alpha')} \sim \Delta t. \quad (E4)$$

A choice of $\alpha, \beta(x)$ which makes the difference between the discrete and the continuous Langevin processes equal up to order $\Delta t^{3/2}$ (and the path-integral construction covariant, see Eq. (E26)), is

$$\alpha = \frac{1}{2}, \quad \beta = \beta_g = -\frac{1}{12} \frac{g'}{g} + \frac{1}{24} \frac{g''}{g}. \quad (E5)$$

For other discretization schemes, the difference between the discrete and the continuous Langevin processes is of order $\Delta t^{1/2}$. The Fokker–Planck equation for Eq. (E1) in the $\alpha$-discretization reads

$$\partial_t P(x, t) = -\partial_x \left[ (f(x) + \alpha g(x)g'(x)) P(x, t) \right] + \frac{1}{2} \partial_x^2 \left[ g^2(x) P(x, t) \right] \quad (E6)$$

and, with the drift written as $f(x) = -\frac{1}{2} g^2(x) \beta V'(x) + (1 - \alpha) g(x)g'(x)$, it becomes

$$\partial_t P(x, t) = \partial_x \left\{ g^2(x) \left[ \frac{1}{2} \beta V'(x) P(x, t) + \frac{1}{2} \partial_x P(x, t) \right] \right\}. \quad (E7)$$

The quadratic contribution to the discretization plays no role at the level of the Fokker–Planck equation. The equivalence between $\alpha$ and $\alpha'$ processes is established through

$$\frac{dx}{dt} \overset{\alpha}{=} f(x) + g(x) \eta \overset{\alpha'}{=} f(x) + (\alpha - \alpha') g(x) g'(x) + g(x) \eta. \quad (E8)$$

The three lowest order substitution rules (valid in prefactor of the exponential of the propagator) are

$$\Delta x^2_k \equiv g^2(x_k) \Delta t, \quad \Delta x^3 \equiv 3 g^2(x_k) \Delta x \Delta t, \quad \Delta x^4_k \equiv 3 g^4(x_k) \Delta t^2. \quad (E9)$$

We stress that the cubic substitution rule has a very different meaning compared to the quadratic and quartic ones. While the latter hold in a $L^2$ sense at the level of integrated observables, see Eq. (45), the cubic one only represents a valid substitution rule within the infinitesimal propagator: an infinitesimal propagator with a cubic term (provided the cubic term is found outside the exponential) describes the same process in the continuous-time limit as an infinitesimal propagator where the cubic term is replaced according to the above equation. In the exponential of the propagator, the cubic one becomes (see Sec 3.3.1 in [18] and Eq. (174) in the present paper):

$$A^{(3)} \Delta x^3 \overset{A^{(3)}}{=} 3 A^{(3)} g^2(x_k) \Delta x \Delta t + 3 (A^{(3)})^2 g^6(x_k) \Delta t^2. \quad (E10)$$
After the change of variables \( u = U(x) \) and \( x = X(u) \) the Langevin equation becomes

\[
\frac{du}{dt} = F(u) + \left(1 - \alpha \right) g^2(X(u))U''(X(u)) + G(u + \alpha \Delta u) \eta \tag{E11}
\]

\[
F = (fU') \circ X, \quad G = (gU') \circ X.
\]

### E.1.2. Higher dimensional processes

Consider the generic \( d \)-dimensional contravariant vector \( x \) with components \( x^\mu \), with \( \mu = 1, \ldots, d \). The continuous-time stochastic equation reads

\[
\frac{dx^\mu}{dt} = f^\mu(x) + g^{\mu i}(x) \eta_i \tag{E12}
\]

\[
\langle \eta_i(t) \rangle = 0, \quad \langle \eta_i(t) \eta_j(t') \rangle = \delta_{ij} \delta(t - t')
\]

and its discrete-time version is

\[
\Delta x^\mu_k = x^\mu((k + 1) \Delta t) - x^\mu(k \Delta t) = f^\mu(x_k) + g^{\mu i}(x_k + \alpha \Delta x_k) \Delta \eta_i,k \tag{E13}
\]

\[
\langle \Delta \eta_i,k \rangle = 0, \quad \langle \Delta \eta_i,k \Delta \eta_j,k' \rangle = \Delta t \delta_{ij} \delta_{kk'} .
\]

A covariant Langevin equation to all orders in \( \Delta t \) is

\[
\Delta x^\alpha = T_{f,g} \left( f^\alpha \Delta t + g^{\alpha i} \Delta \eta_i(t) \right) \tag{E14}
\]

with the operator \( T_{f,g} \) defined by its action on a generic function \( h(x) \):

\[
T_{f,g} h = \exp \left\{ \left( f^\mu \Delta t + g^{\mu i} \Delta \eta_i(t) \right) \partial_{x^\mu} \right\} - 1 h . \tag{E15}
\]

The quadratic discretization is defined as

\[
\tilde{x}^\mu_k = x^\mu_k + \alpha \Delta x^\mu_k + B^{\mu \alpha}_{\alpha \beta}(x_k) \Delta x^\alpha_k \Delta x^\beta_k . \tag{E16}
\]

The discrete-time Langevin equation is covariant under a non-linear change of variables \( \mathbf{u}(t) = U(x(t)) \) up to order \( \Delta t^{3/2} \) if \( B^{\mu \alpha}_{\alpha \beta} \) is chosen to satisfy

\[
\partial_\nu g^{\mu i} B^{\nu \alpha}_{\alpha \beta} = \frac{1}{24} \left( \partial_\alpha \partial_\beta g^{\mu i} - 2 g_{\beta j} \partial_\alpha g^{\gamma j} \partial_\gamma g^{\mu i} \right)
\]

which boils down to (E5) for \( \beta_2 \) in \( d = 1 \). The \( d \times d \) matrix \( \mathbf{\omega} \) has elements

\[
\omega^{\mu \nu}(x) = g^{\mu i}(x) g^{\nu j}(x) \delta_{ij} . \tag{E18}
\]

The substitution rules (valid in prefactor of the propagator) are extended to

\[
\Delta x^\mu \Delta x^\nu \doteq \omega^{\mu \nu}(x) \Delta t, \quad \Delta \eta_i \Delta \eta_j \doteq \Delta t \delta_{ij} \tag{E17}
\]

\[
\Delta x^\mu \Delta x^\nu \Delta x^\rho \Delta x^\sigma \doteq \left[ \omega^{\mu \nu}(x) \omega^{\rho \sigma}(x) + \omega^{\mu \rho}(x) \omega^{\nu \sigma}(x) + \omega^{\mu \sigma}(x) \omega^{\nu \rho}(x) \right] \Delta t^2
\]

\[
\frac{\Delta x^\mu \Delta x^\nu \Delta x^\rho}{\Delta t} \doteq \omega^{\mu \nu} \Delta x^\rho + \omega^{\mu \rho} \Delta x^\nu + \omega^{\nu \rho} \Delta x^\mu . \tag{E19}
\]
In the exponential of the propagator, the substitution rule for the cubic term becomes dependent on its prefactor. Assuming a fully symmetric prefactor $A^{(3)}_{\mu\nu\rho}$ one has:

$$A^{(3)}_{\mu\nu\rho} \frac{\Delta x^\mu \Delta x^\nu \Delta x^\rho}{\Delta t} = 3 A^{(3)}_{\mu\nu\rho} + 3 A^{(3)}_{\mu\nu\rho} A^{(3)}_{\alpha\beta\gamma} \omega^{\mu\alpha} \omega^{\nu\beta} \omega^{\rho\gamma} \Delta t .$$

(E20)

The relation between $\alpha$ and $\alpha'$ discretized stochastic differential equations is

$$\frac{d x^\mu}{d t} = f^\mu + g^{\mu i} \eta_i \equiv f^\mu + (\alpha - \alpha') g^{\mu i} \partial_i g^{\mu i} + g^{\mu i} \eta_i .$$

(E21)

Under a change of variables, $u(t) = U(x(t))$ with $U : \mathbb{R}^d \to \mathbb{R}^d$ an invertible transformation, one has, denoting $X(u) = U^{-1}(u)$ the inverse function of $U(x)$

$$\frac{d u^\mu}{d t} = [f^\rho \partial_\rho U^\mu] \circ X(u) + \left( \frac{1}{2} - \alpha \right) [\omega^{\rho\sigma} \partial_\rho \partial_\sigma U^\mu] \circ X(u) + [g^{\rho i} \partial_\rho U^\mu] \circ X(u) \eta_i .$$

(E22)

The Fokker–Planck equation associated to Eq. (E12) in the $\alpha = 1/2$ discretization

$$\partial_t P = -\partial_\mu \left[ \left( f^\mu + \frac{1}{2} g^{\nu i} \partial_\nu g^{\mu i} \right) P \right] + \frac{1}{2} \partial_\mu \partial_\nu (\omega^{\mu\nu} P) .$$

(E23)

The notation for vectors, tensors and metric is the following

- $f^\mu$, $h^\mu$ & $g^\mu$ contravariant vectors
- $\omega^{\mu\nu}$ rank-2 contravariant metric tensor
- inverse $\omega_{\mu\nu}$ such that $\omega^{\mu\rho} \omega_{\rho\nu} = \delta^\mu_\nu$
- and of determinant $\omega = \det(\omega_{\mu\nu})$
- $d^d x \sqrt{\omega(x)}$ invariant volume element
- $\nabla_\mu$ covariant derivative:
  - $\nabla_\mu \phi = \partial_\mu \phi$
  - $\nabla_\mu A^\nu = \partial_\mu A^\nu + \Gamma^\nu_{\rho\mu} A^\rho$
  - $\nabla_\mu T^{\rho\sigma} = \partial_\mu T^{\rho\sigma} + \Gamma^\rho_{\rho\sigma} T^{\rho\tau} + \Gamma^\sigma_{\rho\tau} T^{\rho\nu}$
- $\Gamma^\mu_{\rho\sigma}$ Christoffel symbols
  - $= \frac{1}{2} \omega^{\mu\nu} \left( \partial_\rho \omega_{\nu\sigma} + \partial_\sigma \omega_{\rho\nu} - \partial_\nu \omega_{\rho\sigma} \right)$
- $R$ Ricci curvature
  - $= \omega^{\mu\nu} \left( \partial_\eta \Gamma^\eta_{\mu\nu} - \partial_\mu \Gamma^\eta_{\nu\eta} + \Gamma^\eta_{\mu\nu} \Gamma^\mu_{\rho\nu} - \Gamma^\eta_{\mu\rho} \Gamma^\mu_{\nu\eta} \right)$
In one dimension, one has
\[ g^\mu \mapsto g, \quad g_\mu \mapsto 1/g, \quad \omega^{\mu\nu} \mapsto g^2, \quad \omega_{\mu\nu} \mapsto g^{-2}, \quad \omega \mapsto g^{-2}, \]
\[ \Gamma^\mu_{\rho\sigma} \mapsto -g^2(g^{-3}g') = -g'/g, \quad R = 0, \quad h^\mu \mapsto f \]
with the caveat that, since \( h^\mu \) is a vector, \( \nabla_\mu h^\mu \mapsto f' - fg'/g \).

\section*{E.2. Path integrals}

\subsection*{E.2.1. Definition of covariance}
Two requirements are imposed
\[ D_x = D_u, \quad L_\alpha^x[u, \dot{x}] = L_0^u[u, \dot{u}] = L_0^u[U(x), (\partial U/\partial x) \cdot \dot{x}] . \]  
(E26)

\subsection*{E.2.2. One-dimensional processes}
The Chapman–Kolmogorov expression for the transition probability of a Markovian processes is
\[ P(x_f, t_f|x_0, t_0) = \lim_{N \to +\infty} \frac{1}{\sqrt{2\pi \Delta t}} \int \prod_{k=1}^{N-1} dx_k \prod_{k=0}^{N-1} P_{\Delta t}(x_{k+1}, t_{k+1}|x_k, t_k) P(x_0, t_0) . \]  
(E27)

with \( t_f = t_N \) and \( x_f = x_N \). The conservation of probability implies
\[ dx P_x(x, t) = du P_u(u, t) \quad \Rightarrow \quad P_x(x, t) = \frac{du}{dx} P_u(u, t) . \]  
(E28)

The transition probability of an additive noise process written in terms of a linear non-covariant \( \alpha \)-discretized path integral reads
\[ P(x_f, t_f|x_0, t_0) = \lim_{N \to +\infty} \frac{1}{\sqrt{2\pi \Delta t}} \int \prod_{k=1}^{N-1} \left( \frac{dx_k}{\sqrt{2\pi \Delta t}} \right) \exp \left\{ -\frac{\Delta t}{2} \sum_{k=0}^{N-1} \left[ \left( \frac{\Delta x_k}{\Delta t} - f(x_k + \alpha \Delta x_k) \right)^2 + 2\alpha f'(x_k) \right] \right\} \]
\[ = \int_{x(t_0)=x_0}^{x(t_f)=x_f} D\dot{x} \exp \left\{ -\int_{t_0}^{t_f} dt L_\alpha[x, \dot{x}] \right\} \]  
(E29)

with
\[ L_\alpha[x, \dot{x}] = \frac{1}{2} \left[ (\dot{x} - f(x))^2 + 2\alpha f'(x) \right] . \]  
(E30)

Covariance is achieved with the \( \beta_g \) discretization
\[ \alpha = \frac{1}{2}, \quad \beta_g = -\frac{1}{12} \frac{g'}{g} + \frac{1}{24} \frac{g''}{g'} . \]  
(E31)
The covariant Onsager–Machlup action is

$$S[x, \dot{x}] = \int_{t_0}^{t_f} dt \left[ \frac{1}{4Dg^2} (\dot{x} - f(x))^2 + \frac{1}{2} f'(x) - \frac{1}{2} \frac{fg'}{g} \right]$$

(E32)

and the Martin–Siggia–Rose–Janssen–De Dominicis one reads

$$S[\hat{x}, x] = \int_{t_0}^{t_f} dt \left\{ \hat{x}(\dot{x} - f(x)) - Dg(x) \hat{x}^2 + \frac{1}{2} f'(x) - \frac{1}{2} \frac{f(x)g'(x)}{g(x)} \right\}.$$  (E33)

### E.2.3. Higher dimensions

The Onsager–Machlup covariant continuous-time action reads

$$S[x, \dot{x}] = \int_{t_0}^{t_f} dt \left\{ \frac{1}{2} \left[ \omega_{\mu \nu} \left( \frac{dx^\mu}{dt} - h^\mu \right) \left( \frac{dx^\nu}{dt} - h^\nu \right) + \nabla_\mu h^\mu - \lambda R \right] \right\}$$

(E34)

and it should be interpreted in the discretization scheme

$$\hat{x}^\alpha = x^\alpha + \frac{1}{2} \Delta x^\alpha + B^\alpha_{\rho \sigma} \Delta x^\rho \Delta x^\sigma$$

(E35)

where the tensor $B$ verifies

$$B^\alpha_{\rho \sigma} \left( 2 \omega^\rho_\sigma \Gamma^\beta_{\alpha \beta} + 4 \omega^\rho_\mu \Gamma^\sigma_{\alpha \mu} \right) = \frac{1}{4} \omega^\mu \nu \left( \partial_\nu \Gamma^\rho_{\mu \rho} + \Gamma^\rho_{\mu \sigma} \Gamma^\sigma_{\nu \rho} \right) + \left( \lambda - \frac{1}{4} \right) R.$$  (E36)

The MSRJD version is

$$S[\hat{x}, x] = \int_{t_0}^{t_f} dt \left\{ - \frac{1}{2} \hat{x}_\mu \omega^\mu \nu \hat{x}_\nu + \left( \frac{dx^\mu}{dt} - h^\mu \right) \hat{x}_\mu + \nabla_\mu h^\mu - \lambda R \right\}.$$  (E37)

### E.2.4. Stochastic-quantum correspondence

**Discretization**  **Operator ordering**

\[ \text{Itô} \leftrightarrow \text{Normal} \]

\[ \text{Stratonovich} \leftrightarrow \text{Weyl} \]

\[ \text{Hänggi–Klimontovich} \leftrightarrow \text{Anti-normal} \]  (E38)
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