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Abstract. For the spatially homogeneous Boltzmann equation with hard potentials and Grad’s cutoff (e.g. hard spheres), we give quantitative estimates of exponential convergence to equilibrium, and we show that the rate of exponential decay is governed by the spectral gap for the linearized equation, on which we provide a lower bound. Our approach is based on establishing spectral gap-like estimates valid near the equilibrium, and then connecting the latter to the quantitative nonlinear theory. This leads us to an explicit study of the linearized Boltzmann collision operator in functional spaces larger than the usual linearization setting.
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1. Introduction

This paper is devoted to the study of the asymptotic behavior of solutions to the spatially homogeneous Boltzmann equation for hard potentials with cutoff. On one hand it was proved by Arkeryd [2] by non-constructive arguments that spatially homogeneous solutions (with finite mass and energy) of the Boltzmann equation for
hard spheres converge towards equilibrium with exponential rate, with no information on the rate of convergence and the constants (in fact the proof in this paper required some moment assumptions, but the latter can be relaxed with the results about appearance and propagation of moments, as can be found in [37]). On the other hand it was proved in [29] a quantitative convergence result with rate \( O(t^{-\infty}) \) for these solutions. The goal of this paper is to improve and fill the gap between these results by

- showing exponential convergence towards equilibrium by constructive arguments (with explicit rate and constants);
- showing that the spectrum of the linearized collision operator in the narrow space \( L^2(M^{-1}(v)dv) \) \((M \text{ is the equilibrium})\) dictates the asymptotic behavior of the solution in a much more general setting, as was conjectured in [15] on the basis of the study of the Maxwell case.

Before we explain our results and methods in more details let us introduce the problem in a precise way.

1.1. The problem and its motivation. The Boltzmann equation describes the behavior of a dilute gas when the only interactions taken into account are binary collisions, by means of an evolution equation on the time-dependent particle distribution function in the phase space. In the case where this distribution function is assumed to be independent of the position, we obtain the spatially homogeneous Boltzmann equation:

\[
\frac{\partial f}{\partial t} = Q(f, f), \quad v \in \mathbb{R}^N, \quad t \geq 0
\]

in dimension \( N \geq 2 \). In spite of the strong restriction that this assumption of spatial homogeneity constitutes, it has proven an interesting and inspiring case for studying qualitative properties of the Boltzmann equation. In equation (1.1), \( Q \) is the quadratic Boltzmann collision operator, defined by the bilinear form

\[
Q(g, f) = \int_{\mathbb{R}^N \times S^{N-1}} B(|v - v_*|, \cos \theta)(g_* f' - g f) \, dv_* \, d\sigma.
\]

Here we have used the shorthands \( f' = f(v') \), \( g_* = g(v_*) \) and \( g_*' = g(v_*') \), where

\[
v' = \frac{v + v_2}{2} + \frac{|v - v_*|}{2} \sigma, \quad v_*' = \frac{v + v_*}{2} - \frac{|v - v_*|}{2} \sigma
\]

stand for the pre-collisional velocities of particles which after collision have velocities \( v \) and \( v_* \). Moreover \( \theta \in [0, \pi] \) is the deviation angle between \( v' - v_*' \) and \( v - v_* \), and \( B \) is the Boltzmann collision kernel determined by physics (related to the cross-section \( \Sigma(v-v_*, \sigma) \) by the formula \( B = |v - v_*| \Sigma \)). On physical grounds, it is assumed that \( B \geq 0 \) and \( B \) is a function of \( |v - v_*| \) and \( \cos \theta \).
Boltzmann’s collision operator has the fundamental properties of conserving mass, momentum and energy

\[ \int_{\mathbb{R}^N} Q(f, f) \phi(v) \, dv = 0, \quad \phi(v) = 1, v, |v|^2 \]

and satisfying Boltzmann’s $H$ theorem, which can be formally written as

\[ D(f) := -\frac{d}{dt} \int_{\mathbb{R}^N} f \log f \, dv = -\int_{\mathbb{R}^N} Q(f, f) \log(f) \, dv \geq 0. \]

The $H$ functional $H(f) = \int f \log f$ is the opposite of the entropy of the solution. Boltzmann’s $H$ theorem implies that any equilibrium distribution function has the form of a Maxwellian distribution

\[ M(\rho, u, T)(v) = \frac{\rho}{(2\pi T)^{N/2}} \exp \left( -\frac{|u - v|^2}{2T} \right), \]

where $\rho, u, T$ are the density, mean velocity and temperature of the gas

\[ \rho = \int_{\mathbb{R}^N} f(v) \, dv, \quad u = \frac{1}{\rho} \int_{\mathbb{R}^N} vf(v) \, dv, \quad T = \frac{1}{N\rho} \int_{\mathbb{R}^N} |u - v|^2 f(v) \, dv, \]

which are determined by the mass, momentum and energy of the initial datum thanks to the conservation properties. As a result of the process of entropy production pushing towards local equilibrium combined with the constraints of conservation laws, solutions are thus expected to converge to a unique Maxwellian equilibrium. Up to a normalization we set without restriction $M(v) = e^{-|v|^2}$ as the Maxwellian equilibrium, or equivalently $\rho = \pi^{N/2}$, $u = 0$ and $T = 1/2$.

The relaxation to equilibrium is studied since the works of Boltzmann and it is at the core of the kinetic theory. The motivation is to provide an analytic basis for the second principle of thermodynamics for a statistical physics model of a gas out of equilibrium. Indeed Boltzmann’s famous $H$ theorem gives an analytic meaning to the entropy production process and identifies possible equilibrium states. In this context, proving convergence towards equilibrium is a fundamental step to justify Boltzmann model, but cannot be fully satisfactory as long as it remains based on non-constructive arguments. Indeed, as suggested implicitly by Boltzmann when answering critics of his theory based on Poincaré recurrence Theorem, the validity of the Boltzmann equation breaks for very large time (see [33, Chapter 1, Section 2.5] for a discussion). It is therefore crucial to obtain quantitative informations on the time scale of the convergence, in order to show that this time scale is much smaller than the time scale of validity of the model. Moreover constructive arguments often provide new qualitative insights into the model, for instance here they give a better understanding of the dependency of the rate of convergence according to the collision kernel and the initial datum.
1.2. Assumptions on the collision kernel. The main physical case of application of this paper is that of hard spheres in dimension \( N = 3 \), where (up to a normalization constant)
\[
B(|v - v_*|, \cos \theta) = |v - v_*|.
\]

More generally we shall make the following assumption on the collision kernel:

**A.** We assume that \( B \) takes the product form
\[
B(|v - v_*|, \cos \theta) = \Phi(|v - v_*|) b(\cos \theta),
\]
where \( \Phi \) and \( b \) are nonnegative functions not identically equal to 0. This decoupling assumption is made for the sake of simplicity and could probably be relaxed at the price of technical complications.

**B.** Concerning the kinetic part, we assume \( \Phi \) to be given by
\[
\Phi(z) = C_\Phi z^\gamma
\]
with \( \gamma \in (0, 1] \) and \( C_\Phi > 0 \). It is customary in physics and in mathematics to study the case when \( \Phi(v - v_*) \) behaves like a power law \(|v - v_*|^\gamma\), and one traditionally separates between hard potentials (\( \gamma > 0 \)), Maxwellian potentials (\( \gamma = 0 \)), and soft potentials (\( \gamma < 0 \)). We assume here that we deal with hard potentials.

**C.** Concerning the angular part, we assume the control from above
\[
\forall \theta \in [0, \pi], \quad b(\cos \theta) \leq C_b.
\]
This assumption is a strong version of Grad’s angular cutoff (see [20]). It is satisfied for the hard spheres model.

Moreover, in order to prove the appearance and propagation of exponential moments (see Lemma 4.7), we shall assume additionally that
\[
b \text{ is nondecreasing and convex on } (-1, 1).
\]
This technical assumption is satisfied for the hard spheres model, since in this case \( b \) is constant.

Finally, in order to be able to use tools from entropy methods we shall also need the lower bound
\[
\forall \theta \in [0, \pi], \quad b(\cos \theta) \geq c_b > 0.
\]
Again this assumption is trivially satisfied for the hard spheres model.

Under these assumptions on the collision kernel \( B \), equation (1.1) is well-posed in the space of nonnegative solutions with finite and non-increasing mass and energy [28]. In the sequel by “solution” of (1.1) we shall always denote these solutions.
Let us mention that under assumptions (1.3)-(1.4)-(1.5), for soft potentials ($\gamma < 0$), the linearized operator has no spectral gap and no exponential convergence is expected for (1.1) (see [10]). For Maxwellian potentials ($\gamma = 0$), exponential convergence is known to hold for (1.1) if and only if the initial datum has bounded moments of order $s > 2$ (see [14]), and, under additional moments and smoothness assumptions on the initial datum, the rate is known to be governed by the spectral gap of the linearized operator (see [15]).

1.3. Linearization. Under assumption (1.5), we can define

$$\ell_b := \|b\|_{L^1(S^{N-1})} := \left| S^{N-2} \right| \int_0^\pi b(\cos \theta) \sin^{N-2} \theta \, d\theta < +\infty.$$ 

Without loss of generality we set $\ell_b = 1$ in the sequel. Then one can split the collision operator in the following way

$$Q(g, f) = Q^+(g, f) - Q^-(g, f),$$

$$Q^+(g, f) = \int_{\mathbb{R}^N \times S^{N-1}} \Phi(|v - v_*|) b(\cos \theta) g'_* f' \, dv_* \, d\sigma,$n

$$Q^-(g, f) = \int_{\mathbb{R}^N \times S^{N-1}} \Phi(|v - v_*|) b(\cos \theta) g_* f \, dv_* \, d\sigma = (\Phi * g) f,$$

and introduce the so-called collision frequency

$$(1.8) \quad \nu(v) = \int_{\mathbb{R}^N \times S^{N-1}} \Phi(|v - v_*|) b(\cos \theta) M(v_*) \, dv_* \, d\sigma = (\Phi * M)(v).$$

We denote by $\nu_0 > 0$ the minimum value of $\nu$.

**Definition 1.1** (Linearized collision operator). Let $m = m(v)$ be a positive rapidly decaying function. We define the linearized collision operator $L_m$ associated with the rescaling $m$, by the formula

$$L_m(g) = m^{-1} \left[ Q(Mg, M) + Q(M, mg) \right].$$

The particular case when $m = M$ is just called the “linearized collision operator”, defined by

$$L(h) = M^{-1} \left[ Q(Mh, M) + Q(M, Mh) \right]$$

$$= \int_{\mathbb{R}^N \times S^{N-1}} \Phi(|v - v_*|) b(\cos \theta) M(v_*) \left[ h'_* + h' - h_* - h \right] \, dv_* \, d\sigma.$$

**Remark:** The linearized collision operator $L_m(g)$ corresponds to the linearization around $M$ with the scaling $f = M + mg$. Among all possible choices of $m$, the case $m = M$ is particular since $L$ enjoys a self-adjoint property on the space $g \in L^2(M(v)dv)$, which is why this is usually the only case considered. Note that this
space corresponds to \( f \in L^2(M^{-1}(v)dv) \) for the original solution. In this paper we shall need other scalings of linearization in order to connect the linearized theory to the nonlinear theory. We shall use for the scaling function \( m(v) \) a “stretched Maxwellian” of the form \( m(v) = \exp \left[-a|v|^s\right] \) with \( a > 0 \) and \( 0 < s < 2 \) to be chosen later.

The linear operators \( \mathcal{L}_m \) splits naturally between a multiplicative part \( \mathcal{L}_m^\nu \) and a non-local part \( \mathcal{L}_m^c \) (the “c” exponent stands for “compact” as we shall see) in the following way:

\[
\mathcal{L}_m(g) = \mathcal{L}_m^c(g) - \mathcal{L}_m^\nu(g) \quad \text{with} \quad \mathcal{L}_m^\nu(g) := \nu g
\]

where \( \nu \) is the collision frequency defined in (1.8), and \( \mathcal{L}_m \) splits between a “gain” part \( \mathcal{L}_m^+(g) \) (denoted so because it corresponds to the linearization of \( Q^+ \)) and a convolution part \( \mathcal{L}_m^*(g) \) as

\[
\mathcal{L}_m^+(g) := m^{-1} \int_{\mathbb{R}^N \times S^{N-1}} \Phi(|v - v_*|) b(\cos \theta) \left[(mg)^* M + M'(mg)^*\right] dv_* d\sigma.
\]

For \( L = \mathcal{L}_M \) we obtain as a particular case the decomposition

\[
L(h) = L^c(h) - L^\nu(h) \quad \text{with} \quad L^\nu(h) := \nu h
\]

and

\[
L^+(h) := \int_{\mathbb{R}^N \times S^{N-1}} \Phi(|v - v_*|) b(\cos \theta) \left[h + h_*\right] M dv_* d\sigma.
\]

1.4. Spectral theory. Let us consider a linear unbounded operator \( T : \mathcal{B} \to \mathcal{B} \) on the Banach space \( \mathcal{B} \), defined on a dense domain \( \text{Dom}(T) \subset \mathcal{B} \). Then we adopt the following notations and definitions:

- we denote by \( N(T) \subset \mathcal{B} \) the null space of \( T \);
- \( T \) is said to be closed if its graph is closed in \( \mathcal{B} \times \mathcal{B} \);

In the following definitions, \( T \) is assumed to be closed.

- the resolvent set of \( T \) denotes the set of complex numbers \( \xi \) such that \( T - \xi \) is bijective from \( \text{Dom}(T) \) to \( \mathcal{B} \) and the inverse linear operator \( (T - \xi)^{-1} \), defined on \( \mathcal{B} \), is bounded (see [23, Chapter 3, Section 5]);
- we denote by \( \Sigma(T) \subset \mathbb{C} \) the spectrum of \( T \), that is the complementary set of the resolvent set of \( T \) in \( \mathbb{C} \);
• an eigenvalue is a complex number $\xi \in \mathbb{C}$ such that $N(T - \xi)$ is not reduced to $\{0\}$;
• we denote $\Sigma_d(T) \subset \Sigma(T)$ the discrete spectrum of $T$, i.e. the set of discrete eigenvalues, that is the eigenvalues isolated in the spectrum and with finite multiplicity (i.e. such that the spectral projection associated with this eigenvalue has finite dimension, see [23, Chapter 3, Section 6]);
• for a given discrete eigenvalue $\xi$, we shall call the eigenspace of $\xi$ the range of the spectral projection associated with $\xi$;
• we denote $\Sigma_e(T) \subset \Sigma(T)$ the essential spectrum of $T$ defined by $\Sigma_e(T) = \Sigma(T) \setminus \Sigma_d(T)$;
• when $\Sigma(T) \subset \mathbb{R}_-$, we say that $T$ has a spectral gap when the distance between 0 and $\Sigma(T) \setminus \{0\}$ is positive, and the spectral gap denotes this distance.

It is well-known from the classical theory of the linearized operator (see [21] or [17] Chapter 7, Section 1) that

$$\langle h, Lh \rangle_{L^2(M)} = \int_{\mathbb{R}^N} \bar{h} Lh M \, dv =$$

$$- \frac{1}{4} \int_{\mathbb{R}^N \times \mathbb{R}^N \times S^{N-1}} \Phi(|v - v_*|) b(\cos \theta) \left| h_*' + h_* - h_* - h \right|^2 M \, M_\ast \, dv \, dv_\ast \, d\sigma \leq 0.$$

This implies that the spectrum of $L$ in $L^2(M(v)dv)$ is included in $\mathbb{R}_-$. Its null space is

$$(1.15) \quad N(L) = \text{Span} \{1, v_1, \ldots, v_N, |v|^2\}.$$

These two properties correspond to the linearization of Boltzmann’s $H$ theorem.

Let us denote by $D(h) = -\langle h, Lh \rangle_{L^2(M)}$ the Dirichlet form for $-L$. Since the operator is self-adjoint, the existence of a spectral gap $\lambda$ is equivalent to

$$\forall h \perp N(L), \quad -D(h) \geq \lambda \|h\|_{L^2(M)}^2.$$ 

Controls from below on the collision kernel are necessary so that there exists a spectral gap for the linearized operator. Concerning the bound from below on $\Phi$, the non-constructive proof of Grad suggests that, when the collision kernel satisfies Gad’s angular cutoff, $L$ has a spectral gap if and only if the collision frequency is bounded from below by a positive constant ($\nu_0 > 0$). Moreover, explicit estimates on the spectral gap are given in [3] under the assumption that $\Phi$ is bounded from below at infinity, i.e.

$$\exists R \geq 0, \ c_\Phi > 0 \ ; \ \forall r \geq R, \ \Phi(r) \geq c_\Phi.$$

This assumption holds for Maxwellian molecules and hard potentials, with or without angular cutoff.
Thus under our assumptions on $B$, $L$ has a spectral gap $\lambda \in (0, \nu_0]$ (indeed the proof of Grad shows that $\Sigma_e(L) = (\infty, -\nu_0]$ and the remaining part of the spectrum is composed of discrete eigenvalues in $(-\nu_0, 0]$ since $L$ is self-adjoint nonpositive). Moreover as discussed in [16, Chapter 4, Section 6], it was proved in [24] that $L$ has an infinite number of discrete negative eigenvalues in the interval $(-\nu_0, 0)$, which implies that

$$0 < \lambda < \nu_0.$$ 

In fact the proof in [24] was done for hard spheres, but the argument applies to any cutoff hard potential collision kernel as well.

1.5. Existing results and difficulties. On the basis of the $H$ theorem and suitable a priori estimates, various authors gave results of $L^1$ convergence to equilibrium by compactness arguments for the spatially homogeneous Boltzmann equation with hard potentials and angular cutoff (for instance Carleman [11], Arkeryd [14], etc.). These results provide no information at all on the rate of convergence.

In [21] Grad gave the first proof of the existence of a spectral gap for the linearized collision operator $L$ with hard potentials and angular cutoff. His proof was based on Weyl’s Theorem about compact perturbation and thus did not provide an explicit estimate on the spectral gap. Following Grad, a lot a works have been done by various authors to extend this spectral study to soft potentials (see [10], [19]), or to apply it to the perturbative solutions (see [31]) or to the hydrodynamical limit (see [18] for instance).

On the basis of these compactness results and linearization tools, Arkeryd gave in [2] the first (non-constructive) proof of exponential convergence in $L^1$ for the spatially homogeneous Boltzmann equation with hard potentials and angular cutoff. His result was generalized to $L^p$ spaces ($1 \leq p < +\infty$) by Wennberg [35].

At this point, several difficulties have still to be overcome in order to get a quantitative result of exponential convergence:

(i) The spectral gap in $f \in L^2(M^{-1}(v)dv)$ was obtained by non-constructive methods for hard potentials.

(ii) The spectral study was done in the space $f \in L^2(M^{-1}(v)dv)$ for which there is no known a priori estimate for the nonlinear problem. Matching results obtained in this space and the physical space $L^1((1+|v|^2)dv)$ is one the main difficulties, and was treated in [2] by a non-constructive argument.

(iii) Finally, any estimate deduced from a linearization argument is valid only in a neighborhood of the equilibrium, and the use of compactness arguments to deduce that the solution enters this neighborhood (as e.g. in [2]) would prevent any hope of obtaining explicit estimate.
First it should be said that in the Maxwellian case, all these difficulties have been solved. When the collision kernel is independent of the relative velocity, Wang-Chang and Uhlenbeck [34] and then Bobylev [4] were able to obtain a complete and explicit diagonalization of the linearized collision operator, with or without cutoff. Then specific metric well suited to the collision operator for Maxwell molecules allowed to achieve the goals sketched in the first paragraph of this introduction (under additional assumptions on the initial datum), see [15] and [14]. However it seems that the proofs of these results are strongly restricted to the Maxwellian case.

In order to solve point (iii), quantitative estimates in the large have been obtained recently, directly on the nonlinear equation, by relating the entropy production functional to the relative entropy: [12, 13, 30, 32, 29]. The latter paper states, for hard potentials with angular cutoff, quantitative convergence towards equilibrium with rate $O(t^{-\infty})$ for solutions in $L^1((1 + |v|^2)dv) \cap L^2$ (or only $L^1((1 + |v|^2)dv)$ in the case of hard spheres). However it was proved in [6] that one cannot establish in this functional space a linear inequality relating the entropy production functional and the relative entropy, which would yield exponential convergence directly on the nonlinear equation.

Point (i) was solved in [3], which gave explicit estimates on the spectral gap for hard potentials, with or without cutoff, by relating it explicitly to the one for Maxwell molecules.

In order to solve the remaining obstacle of point (ii), the strategy of this paper is to prove explicit linearized estimates of convergence to equilibrium in the space $L^1(\exp[-a|v|^s]dv)$ with $a > 0$ and $0 < s < \gamma/2$, on which we give explicit results of appearance and propagation of the norm, and thus which can be connected to the quantitative nonlinear results in [29]. It will lead us to study the linearized operator $L_m$ for $m = \exp[-a|v|^s]$ on $L^1$, which has no hilbertian self-adjointness structure.

1.6. **Notation.** In the sequel we shall denote $\langle \cdot \rangle = \sqrt{1 + |\cdot|^2}$. For any Borel function $w : \mathbb{R}^N \rightarrow \mathbb{R}_+$, we define the weighted Lebesgue space $L^p(w)$ on $\mathbb{R}^N$ ($p \in [1, +\infty]$), by the norm

$$
\|f\|_{L^p(w)} = \left(\int_{\mathbb{R}^N} |f(v)|^p w(v) dv\right)^{1/p}
$$

if $p < +\infty$ and

$$
\|f\|_{L^\infty(w)} = \sup_{v \in \mathbb{R}^N} |f(v)| w(v)
$$
when \( p = +\infty \). The weighted Sobolev spaces \( W^{k,p}(w) \) (\( p \in [1, +\infty] \) and \( k \in \mathbb{N} \)) are defined by the norm

\[
\| f \|_{W^{k,p}(w)} = \left[ \sum_{|s| \leq k} \| \partial^s f \|_{L^p(w)}^p \right]^{1/p}
\]

with the notation \( H^k(w) = W^{k,2}(w) \). In the sequel we shall denote by \( \| \cdot \| \) indifferently the norm of an element of a Banach space or the usual operator norm on this Banach space, and we shall denote by \( C \) various positive constants independent of the collision kernel.

1.7. **Statement of the results.** Our main result of exponential convergence to equilibrium is

**Theorem 1.2.** Let \( B \) be a collision kernel satisfying assumptions (1.3), (1.4), (1.5), (1.6), (1.7). Let \( \lambda \in (0, \nu_0) \) be the spectral gap of the linearized operator \( \mathcal{L}_m \). Let \( f_0 \) be a nonnegative initial datum in \( L^1(\langle v \rangle^2) \cap L^2 \). Then the solution \( f(t, \cdot) \) to the spatially homogeneous Boltzmann equation (1.1) with initial datum \( f_0 \) satisfies: for any \( 0 < \mu \leq \lambda \), there is a constant \( C > 0 \), which depends explicitly on \( B \), the mass, energy and \( L^2 \) norm of \( f_0 \), on \( \mu \) and on a lower bound on \( \nu_0 - \mu \), such that

\[
\| f(t, \cdot) - M \|_{L^1} \leq C e^{-\mu t}.
\]

In the important case of hard spheres (1.2), the assumption “\( f_0 \in L^1(\langle v \rangle^2) \cap L^2 \)” can be relaxed into just “\( f_0 \in L^1(\langle v \rangle^2) \)” and the same result holds with the constant \( C \) in (1.16) depending explicitly on \( B \), the mass and energy of \( f_0 \), on \( \mu \) and on a lower bound on \( \nu_0 - \mu \).

Remarks:

1. Note that the optimal rate \( \mu = \lambda \) is allowed in the theorem, which can be related to the fact that the eigenspace of \( \mathcal{L}_m \) associated with the first non-zero eigenvalue \(-\lambda\) is not degenerate. It seems to be the first time this optimal rate is reached, since both the quantitative study in [15] for Maxwell molecules and the non-constructive results of [2] for hard spheres only prove a convergence like \( O(e^{-\mu t}) \) for any \( \mu < \lambda \), where \( \lambda \) is the corresponding spectral gap.

2. From [3], one deduces the following estimate on \( \lambda \): when \( b \) satisfies the control from below

\[
\frac{1}{|S^{N-1}|} \inf_{\sigma_1, \sigma_2 \in S^{N-1}} \int_{\sigma_3 \in S^{N-1}} \min\{b(\sigma_1 \cdot \sigma_3), b(\sigma_2 \cdot \sigma_3)\} \, d\sigma_3 \geq c_0 > 0
\]
which is true for all physical cases, and implied by (1.14), then
\[ \lambda \geq c_b C_\Phi \frac{(\gamma/8)^{\gamma/2} e^{-\gamma/2} \pi}{24}. \]

In particular, for hard spheres collision kernels one can compute
\[ \lambda \geq \pi/(48\sqrt{2}e) \approx 0.03. \]

We also state the functional analysis result on the spectrum of \( \mathcal{L}_m \) used in the proof of Theorem 1.2 and which has interest in itself. We consider the unbounded operator \( \mathcal{L}_m \) on \( L^1 \) with domain \( \text{Dom}(\mathcal{L}_m) = L^1(\langle v \rangle^\gamma) \) and the unbounded operator \( L \) on \( L^2(M) \) with domain \( \text{Dom}(L) = L^2(\langle v \rangle^{2\gamma} M) \). These operators are shown to be closed in Proposition 2.5 and Proposition 2.6 and we have

**Theorem 1.3.** Let \( B \) be a collision kernel satisfying assumptions (1.3), (1.4) and (1.5). Then the spectrum \( \Sigma(\mathcal{L}_m) \) of \( \mathcal{L}_m \) is equal to the spectrum \( \Sigma(L) \) of \( L \). Moreover the eigenvectors of \( \mathcal{L}_m \) associated with any discrete eigenvalue are given by those of \( L \) associated with the same eigenvalue, multiplied by \( m^{-1} M \).

**Remarks:**

1. This theorem essentially means that enlarging the functional space from \( f \in L^2(M^{-1}) \) to \( f \in L^1(m^{-1}) \) (for the original solution) does not yield new eigenvectors (or additional essential spectrum) for the linearized collision operator.

2. It implies in particular that \( \mathcal{L}_m \) only has non-degenerate eigenspaces associated with its discrete eigenvalues, since this is true for the self-adjoint operator \( L \). This is related to the fact that the optimal convergence rate is exactly \( C e^{-M} \) and not \( C t^k e^{-\lambda} \) for some \( k > 0 \). It also yields a simple form of the first term in the asymptotic development (see Section 1).

3. Our study shows that, for hard potentials with cutoff, the linear part of the collision operator \( f \mapsto Q(M, f) + Q(f, M) \) “has a spectral gap” in \( L^1(m^{-1}) \), in the sense that it satisfies exponential decay estimates on its evolution semi-group in this space, with the rate given by the spectral gap of \( L \). We use this linear feature of the collision process to compensate for the fact that the functional inequality (Cercignani’s conjecture)

\[ (1.17) \quad D(f) \geq K [H(f) - H(M)], \quad K > 0, \]

is not true for \( f \in L^1(\langle v \rangle^2) \). It also supports the fact that (1.17) could be true for solutions \( f \) of (1.1) satisfying some exponential decay at infinity (as was questioned in Chapter 3, Section 4.2], in the sense \( f \in L^1(m^{-1}) \).
1.8. **Method of proof.** The idea of the proof is to establish quantitative estimates of exponential decay on the evolution semi-group of \( \mathcal{L}_m \). They are used to estimate the rate of convergence when the solution is close to equilibrium (where the linear part of the collision operator is dominant), whereas the existing nonlinear entropy method, combined with some \textit{a priori} estimates in \( L^1(m^{-1}) \), are used to estimate the rate of convergence for solutions far from equilibrium. The proof splits into several steps.

I. The first step is to prove that \( \mathcal{L}_m \) and \( L \) have the same spectrum. We use the following strategy: first we localize the essential spectrum of \( \mathcal{L}_m \) with the perturbation arguments Grad used for \( L \), with additional technical difficulties due to the fact that the operator \( \mathcal{L}_m \) has no hilbertian self-adjointness structure (Proposition 3.4). It is shown to have the same essential spectrum as \( L \), which is the range of the collision frequency. The main tool is the proof of the fact that the non-local part of \( \mathcal{L}_m \) is relatively compact with respect to its local part (Lemma 3.3). Then, in order to localize the discrete spectrum, we show some decay estimates on the eigenvectors of \( \mathcal{L}_m \) associated to discrete eigenvalues. The operators \( \mathcal{L}_m \) and \( L \) are related by

\[
\mathcal{L}_m(g) = m^{-1} M L (mM^{-1} g),
\]

and our decay estimates show that any such eigenvector \( g \) of \( \mathcal{L}_m \) satisfies \( mM^{-1} g \in L^2(\langle v \rangle^{2\gamma} M) = \text{Dom}(L) \). We deduce that \( \mathcal{L}_m \) and \( L \) have the same discrete spectrum (Proposition 3.5). The key tool of the proof is the fact that the gain part of \( \mathcal{L}_m \) (as well as the one of \( L \)) can be approximated by some truncation whose range is composed of functions with compact support (Propositions 2.1 and 2.3). This is where we need the weight \( m \) to have exponential decay (some polynomial decay would not be sufficient here).

II. The second step is to prove explicit exponential decay estimates on the evolution semi-group of \( \mathcal{L}_m \) with optimal rate, \textit{i.e.} the first non-zero eigenvalue of \( \mathcal{L}_m \) and \( L \). To that purpose we show sectoriality estimates on \( \mathcal{L}_m \) (Theorem 4.2 and Lemma 4.3). This requires estimates on the norm of the resolvent of \( \mathcal{L}_m \), which are obtained by showing that this norm can be related to the norm of the resolvent of \( L \) (Proposition 4.1). Again the key tool is the approximation of the gain parts of \( \mathcal{L}_m \) and \( L \) by some truncation whose range is composed of functions with compact support.

III. The third step is the application of these linear estimates to the nonlinear problem. A Gronwall argument is used to obtain the exponential convergence in an \( L^1(m^{-1}) \)-neighborhood of the equilibrium for the nonlinear problem (Lemma 4.5). Moments estimates are used to give a new result of appearance and propagation of this exponentially weighted norm (Lemma 4.7), and the nonlinear entropy method
(in the form of [29, Theorems 6.2 and 7.2]) is used to estimate the time required to enter this neighborhood (Lemma 4.8).

1.9. Plan of the paper. Sections 2 and 3 remain at the functional analysis level. In Section 2 we introduce suitable approximations of the non-local parts of $L_m$ and $L$, and state and prove various technical estimates on these linearized operators useful for the sequel. In Section 3 we determine the spectrum of $L_m$ and show that it is equal to the one of $L$. Then in Section 4 we handle solutions of the Boltzmann equation: we prove Theorem 1.2 by translating the previous spectral study into explicit estimates on the evolution semi-group, and then connecting the latter to the nonlinear theory.

2. Properties of the linearized collision operator

In the sequel we fix $m(v) = \exp [-a |v|^s]$ with $a > 0$ and $0 < s < 2$. The exact values of $a$ and $s$ will be chosen later. With no risk of confusion we shall no more write the subscript “$m$” on the operator $L$. We assume in this section that the collision kernel $B$ satisfies (1.3), (1.4), (1.5).

2.1. Introduction of an approximate operator. Let $1_E$ denote the usual indicator function of the set $E$. Roughly speaking we shall truncate smoothly $v$, remove grazing and frontal collisions and mollify the angular part of the collision kernel. More precisely, let $\Theta : \mathbb{R} \to \mathbb{R}_+$ be an even $C^\infty$ function with mass 1 and support included in $[-1, 1]$ and $\tilde{\Theta} : \mathbb{R}^N \to \mathbb{R}_+$ a radial $C^\infty$ function with mass 1 and support included in $B(0, 1)$. We define the following mollification functions ($\epsilon > 0$):

$$
\Theta_\epsilon(x) = \epsilon^{-1} \Theta(\epsilon^{-1} x), \quad (x \in \mathbb{R})
$$

$$
\tilde{\Theta}_\epsilon(x) = \epsilon^{-N} \tilde{\Theta}(\epsilon^{-1} x), \quad (x \in \mathbb{R}^N).
$$

Then for any $\delta \in (0, 1)$ we set

$$
\mathcal{L}_\delta^+(g) = \mathcal{I}_\delta(v) m^{-1} \int_{\mathbb{R}^N \times S^{N-1}} \Phi(|v - v_*|) b_\delta(\cos \theta) \left[(mg)' M'_* + M'(mg)'_* \right] dv_* d\sigma,
$$

where

$$
\mathcal{I}_\delta = \tilde{\Theta}_\delta * 1_{\{|.| \leq \delta^{-1}\}},
$$

and

$$
b_\delta(z) = \left(\Theta_{\delta^2} * 1_{\{-1 + 2\delta^2 \leq z \leq 1 - 2\delta^2\}}\right) b(z).
$$

We check that

$$
\text{supp}(b_\delta) \subset \{-1 + \delta^2 \leq \cos \theta \leq 1 - \delta^2\}.
$$

The approximation induces $\mathcal{L}_\delta = \mathcal{L}_\delta^+ - \mathcal{L}^* - \mathcal{L}^\nu$, following the decomposition (1.9, 1.10).
We define similarly the approximate operator
\[
L_\delta^+(h) = \mathcal{I}_\delta(v) \int_{\mathbb{R}^N \times \mathbb{S}^{N-1}} b_\delta(\cos \theta) \Phi(|v - v_*|) \left[h + h_*\right] M_* \, dv_* \, d\sigma,
\]
which induces \( L_\delta = L_\delta^+ - L^* - L^\prime \), following the decomposition (2.3).

2.2. Convergence of the approximation. First for \( \mathcal{L} \) we have

**Proposition 2.1.** For any \( g \in L^1(\langle v \rangle^\gamma) \), we have
\[
\| (L^+ - \mathcal{L}_\delta^+) (g) \|_{L^1} \leq C_1(\delta) \| g \|_{L^1(\langle v \rangle^\gamma)}
\]
where \( C_1(\delta) > 0 \) is an explicit constant depending on the collision kernel and going to 0 as \( \delta \) goes to 0.

Before going into the proof of Proposition 2.1, let us enounce as a lemma a simple estimate we shall use several times in the sequel:

**Lemma 2.2.** For all \( v \in \mathbb{R}^N \),
\[
(mM_*(m')^{-1}), (mM_*(m_*)^{-1}) \leq \exp \left[ a |v|^s - |v_*|^2 \right].
\]

**Proof of Lemma 2.2.** Indeed
\[
(mM_*(m')^{-1}) = \exp \left[ a |v'|^s - a |v|^s - |v_*|^2 \right]
\]
and we have (using the conservation of energy and the fact that \( s/2 < \gamma/4 \leq 1 \))
\[
|v'|^s = (|v'|^2)^{s/2} \leq (|v|^2 + |v_*|^2)^{s/2} \leq |v|^s + |v_*|^s.
\]
This implies immediately (2.5) (for the other term \( (mM_*(m_*)^{-1}) \), the proof is similar). \( \square \)

**Proof of Proposition 2.1.** Let us pick \( \varepsilon > 0 \). Using the pre-postcollisional change of variable (33, Chapter 1, Section 4.5] and the unitary change of variable \( (v, v_*, \sigma) \to (v_*, v, -\sigma) \), we can write
\[
\| (L^+ - \mathcal{L}_\delta^+) (g) \|_{L^1} \leq \int_{\mathbb{R}^N \times \mathbb{R}^N \times \mathbb{S}^{N-1}} |b - b_\delta| |g| \langle v \rangle^\gamma M_* \langle v_* \rangle^\gamma m \left[ (m')^{-1} + (m_*')^{-1} \right] \, dv \, dv_* \, d\sigma
\]
\[
+ \int_{\mathbb{R}^N \times \mathbb{R}^N \times \mathbb{S}^{N-1}} b |g| \langle v \rangle^\gamma M_* \langle v_* \rangle^\gamma m \left[ (m')^{-1} C_\delta(\gamma) + (m_*')^{-1} C_\delta(\gamma) \right] \, dv \, dv_* \, d\sigma
\]
\[
=: I_1^\delta + I_2^\delta,
\]
where we have denoted \( C_\delta(v) = \text{Id} - \mathcal{I}_\delta(v) \), and \( \mathcal{I}_\delta \) was introduced in (2.2).

The goal is to prove that
\[
I_1^\delta + I_2^\delta \leq \varepsilon \| g \|_{L^1(\langle v \rangle^\gamma)}
\]

for $\delta$ small enough.

By Lemma 2.2,

$$I_1^\delta \leq 2 \int_{\mathbb{R}^N \times \mathbb{R}^N \times S^{N-1}} |b - b_0| |g| \langle v \rangle^{\gamma} \langle v_* \rangle^{\gamma} \exp \left[ a |v_*|^{s} - |v_*|^2 \right] dv \, dv_* \, d\sigma$$

$$\leq 2 \|b - b_0\|_{L^1(S^{N-1})} \|g\|_{L^1(\langle v \rangle^{\gamma})} \left( \int_{\mathbb{R}^N} \langle v_* \rangle^{\gamma} \exp \left[ a |v_*|^{s} - |v_*|^2 \right] dv_* \right).$$

Since $s < \gamma/2 < 2$, we have

$$\left( \int_{\mathbb{R}^N} \langle v_* \rangle^{\gamma} \exp \left[ a |v_*|^{s} - |v_*|^2 \right] dv_* \right) < +\infty$$

and thus

$$I_1^\delta \leq C \|b - b_0\|_{L^1(S^{N-1})} \|g\|_{L^1(\langle v \rangle^{\gamma})}.$$

Now as $\|b - b_0\|_{L^1(S^{N-1})} \to 0$ as $\delta$ goes to 0 we deduce that there exists $\delta_0$ such that for $\delta < \delta_0$

$$I_1^\delta \leq (\varepsilon/4) \|g\|_{L^1(\langle v \rangle^{\gamma})}.$$

For $I_2^\delta$, let us denote

$$\phi_1^\delta(v) := \int_{\mathbb{R}^N \times S^{N-1}} b \, M_* \langle v_* \rangle^{\gamma} \rho (m')^{-1} \delta(v') \, dv_* \, d\sigma$$

$$\phi_2^\delta(v) := \int_{\mathbb{R}^N \times S^{N-1}} b \, M_* \langle v_* \rangle^{\gamma} \rho (m'_* )^{-1} \delta(v'_*) \, dv_* \, d\sigma.$$

We have

$$I_2^\delta = \int_{\mathbb{R}^N} |g| \langle v \rangle^{\gamma} \left[ \phi_1^\delta(v) + \phi_2^\delta(v) \right] dv.$$

Let us show that $\phi_1^\delta$ and $\phi_2^\delta$ converge to 0 in $L^\infty$. We write the proof for $\phi_1^\delta$, the argument for $\phi_2^\delta$ is symmetric. First let us pick $\eta > 0$ and introduce the truncation $\delta (\cos \theta) = 1_{\{1-\eta \leq \cos \theta \leq 1-\eta \}} b (\cos \theta)$. Then we have

$$\int_{\mathbb{R}^N \times S^{N-1}} |b - \bar{b}| \, M_* \langle v_* \rangle^{\gamma} \rho (m'_*)^{-1} \delta(v'_*) \, dv_* \, d\sigma$$

$$\leq \|b - \bar{b}\|_{L^1(S^{N-1})} \left( \int_{\mathbb{R}^N} \langle v_* \rangle^{\gamma} \exp \left[ a |v_*|^{s} - |v_*|^2 \right] dv_* \right) \eta \to 0$$

and we can choose $\eta$ small enough such that for any $\delta \in (0, 1)$

$$\left| \phi_1^\delta(v) - \int_{\mathbb{R}^N \times S^{N-1}} \bar{b} \, M_* \langle v_* \rangle^{\gamma} \rho (m')^{-1} \delta(v') \, d\sigma \, dv_* \right| \leq \varepsilon/8.$$
Second let us pick $R > 0$. As

$$
\int_{\{|v_*| \geq R\} \times S^{N-1}} \bar{b} \, M_* \langle v_* \rangle^\gamma \, m \, (m')^{-1} C_\delta(v') \, d\sigma \, dv_* \\
\leq \|b\|_{L^1(S^{N-1})} \left( \int_{\{|v_*| \geq R\}} \langle v_* \rangle^\gamma \exp \left[a|v_*|^s - |v_*|^2 \right] \, dv_* \right) \xrightarrow{R \to +\infty} 0
$$

we can choose $R$ large enough such that for any $\delta \in (0, 1)

$$
\int_{\{|v_*| \geq R\} \times S^{N-1}} \bar{b} \, M_* \langle v_* \rangle^\gamma \, m \, (m')^{-1} C_\delta(v') \, d\sigma \leq \varepsilon.
$$

Thus we get for any $\delta \in (0, 1)

$$
\left| \phi_\delta(v) - \int_{\{|v_*| \leq R\} \times S^{N-1}} \bar{b} \, M_* \langle v_* \rangle^\gamma \, m \, (m')^{-1} C_\delta(v') \, d\sigma \right| \leq \frac{\varepsilon}{4},
$$

and it remains to estimate

$$
J_\delta (v) = \int_{\{|v_*| \leq R\} \times S^{N-1}} \bar{b} \, M_* \langle v_* \rangle^\gamma \, m \, (m')^{-1} C_\delta(v') \, d\sigma.
$$

We use the following bound: on the set of angles determined by $\{ -1 + \eta \leq \cos \theta \leq 1 - \eta \}$, we have

$$
|v_* - v'| \leq \cos \theta/2 |v - v_*| \leq \sqrt{1 - \eta/2} |v - v_*|.
$$

Thus when $|v_*| \leq R$ we obtain

(2.7) \quad $|v'| \leq R + |v_* - v'| \leq R + \sqrt{1 - \eta/2} |v - v_*| \leq 2R + \sqrt{1 - \eta/2} |v|.

Moreover if we impose $\delta \leq (\sqrt{2}R)^{-1}$ (which amounts to take a smaller $\delta_0$), we get that if $|v| < \delta^{-1}/\sqrt{2}$ then

$$
|v'| < \sqrt{R^2 + \delta^{-2}/2} \leq \delta^{-1},
$$

and thus $J_\delta (v) = 0$. So let us assume that $|v| \geq \delta^{-1}/\sqrt{2}$. For these values of $v$ we have (using (2.7))

$$
J_\delta (v) \leq \exp \left[a(2R + \sqrt{1 - \eta/2} |v|)^s - a|v|^s \right] \|b\|_{L^1(S^{N-1})} \left( \int_{\mathbb{R}^N} M_* \langle v_* \rangle^\gamma \, dv_* \right).
$$

To conclude we observe that

$$
\exp \left[a(2R + \sqrt{1 - \eta/2} |v|)^s - a|v|^s \right] \xrightarrow{|v| \to +\infty} 0
$$

since $s > 0$. So, by taking $\delta_0$ small enough, we obtain

$$
J_\delta (v) \leq \frac{\varepsilon}{8}.$$
since it is true for $|v| \geq \delta^{-1}/\sqrt{2}$ with $\delta$ small enough and it is equal to 0 elsewhere.

This concludes the proof: we have $\|\phi_2\|_{L^\infty} \leq 3\varepsilon/8$ for $\delta \leq \delta_0$. By exactly the same proof we get $\|\phi_2\|_{L^\infty} \leq 3\varepsilon/8$, and thus $I_2^\delta \leq (3\varepsilon/4) \|g\|_{L^1(v,v^\gamma)}$. As we had also $I_1^\delta \leq (\varepsilon/4) \|g\|_{L^1(v,v^\gamma)}$, the proof of (2.6) is complete. \[\square\]

Remark: One can see from this proof that we use the fact that the weight function $m = m(v)$ satisfies

$$m(v) \rightarrow 0 \quad m(\eta v) \rightarrow 0$$

for any given $\eta \in [0, 1)$. This explains why we do not use a polynomial function, but an exponential one.

For $L^+$ we can use classical estimates from Grad [21] to obtain a stronger result: the operator $L^+$ is bounded on the space $L^2(M)$, and the convergence holds in the sense of operator norm.

**Proposition 2.3.** For any $h \in L^2(M)$, we have

$$\| (L^+ - L_0^\delta) (h) \|_{L^2(M)} \leq C_2(\delta) \|h\|_{L^2(M)}$$

where $C_2(\delta) > 0$ is an explicit constant going to 0 as $\delta$ goes to 0.

**Proof of Proposition 2.3.** Under assumptions (1.4) and (1.5), the collision kernel $\tilde{B}$ in $\omega$-representation [33] Chapter 1, Section 4.6] satisfies

$$\tilde{B}(v - v^*, \cos \theta) \leq 2^{N-2} C_b C_\Phi |v - v^*|^{\gamma} \sin^{N-2} \theta / 2 \leq 2^{N-2} C_b C_\Phi (|v - v^*| \sin \theta / 2)^\gamma$$

since $N - 2 \geq 1 \geq \gamma$. Hence

$$\tilde{B}(v - v^*, \cos \theta) \leq 2^{N-2} C_b C_\Phi |v - v'|^{\gamma}.$$

Then similar computations as in [17 Chapter 7, Section 2] show that $L^+$ writes

$$L^+(h)(v) = M^{-1/2}(v) \int_{u \in \mathbb{R}^N} k(u, v) \left( h(u) M^{1/2}(u) \right) \, du$$

with a kernel $k$ satisfying

$$k(u, v) \leq C |u - v|^{1+\gamma-N} \exp \left[ -\frac{|u - v|^2}{4} - \frac{(|u|^2 - |v|^2)^2}{4|u - v|^2} \right].$$

First we see that this kernel is controlled from above by

$$k(u, v) \leq \tilde{k}(u - v) := C |u - v|^{1+\gamma-N} \exp \left[ -\frac{|u - v|^2}{4} \right].$$

Since $\tilde{k}$ is integrable on $\mathbb{R}^N$, we deduce that $L^+$ is bounded by Young’s inequality:

$$\|L^+\|_{L^2(M)} \leq \|\tilde{k}\|_{L^1}.$$

(2.8)
Moreover the computations by Grad \cite[Section 4]{Grad} (see also \cite[Chapter 7, Theorem 7.2.3]{Lions}) show that for any \( r \geq 0, \)
\[
\int_{\mathbb{R}^N} k(u, v) \langle u \rangle^{-r} du \leq C \langle v \rangle^{-r-1}
\]
for an explicit constant \( C_r > 0. \) Thus if we denote again \( C_\delta(v) = \text{Id} - \mathcal{I}_\delta(v) \) (\( \mathcal{I}_\delta \) is defined in \cite{Grad}), we have for \( \| h \|_{L^2(M)} \leq 1: \)
\[
\left\| C_\delta(v) L_\delta^+(h) \right\|_{L^2(M)}^2 \leq C \int_{\mathbb{R}^N} C_\delta(v)^2 \left[ \int_{\mathbb{R}^N} k(u, v) M^{1/2}(u) h(u) du \right]^2 dv
\]
\[
\leq C \int_{\mathbb{R}^N} C_\delta(v)^2 \left[ \int_{\mathbb{R}^N} k(u, v) du \right] \left[ \int_{\mathbb{R}^N} k(u, v) M(u) h(u)^2 du \right] dv
\]
\[
\leq C \int_{\mathbb{R}^N} C_\delta(v)^2 \langle v \rangle^{-1} \left[ \int_{\mathbb{R}^N} k(u, v) M(u) h(u)^2 du \right] dv
\]
\[
\leq C \langle \delta^{-1} \rangle^{-1} \int_{\mathbb{R}^N} \left[ \int_{\mathbb{R}^N} k(u, v) M(u) h(u)^2 du \right] dv
\]
\[
\leq C \langle \delta^{-1} \rangle^{-1} \int_{\mathbb{R}^N} \left( \int_{\mathbb{R}^N} k(u, v) dv \right) M(u) h(u)^2 du
\]
\[
\leq C \langle \delta^{-1} \rangle^{-1} \left[ \int_{\mathbb{R}^N} M(u) h(u)^2 du \right] \leq C \langle \delta^{-1} \rangle^{-1}
\]
using finally the \( L^1 \) bound
\[
\int_{\mathbb{R}^N} k(u, v) dv \leq \int_{\mathbb{R}^N} \bar{k}(u - v) dv \leq \| \bar{k} \|_{L^1} < +\infty
\]
independent of \( u. \) This shows that
\[
(2.9) \quad \left\| C_\delta(v) L_\delta^+ \right\|_{L^2(M)} = O(\delta^{1/2})
\]
and thus \( C_\delta(v) L_\delta^+ \) goes to 0 as \( \delta \) goes to 0 in the sense of operator norm, with explicit rate.

Let us again pick \( h \) with \( \| h \|_{L^2(M)} \leq 1, \) then
\[
(2.10) \quad \left\| (L_\delta^+ - L_\delta^+)(h) \right\|_{L^2(M)} \leq \left\| C_\delta(v) L_\delta^+(h) \right\|_{L^2(M)} + \left\| \mathcal{I}_\delta(v) L_\delta^+(h) \right\|_{L^2(M)}
\]
where the notation $L^+_{|b-b_\delta|}$ stands for the linearized collision operator $L^+$ with the collision kernel $\Phi_{|b-b_\delta|}$ instead of $\Phi_{b}$. We have

\[
\left\| I_\delta(v) L^+_{|b-b_\delta|}(h) \right\|_{L^2(M)}^2 \leq C \int_{\mathbb{R}^N} I_\delta(v) \langle v \rangle^{2\gamma} \left( \int_{\mathbb{R}^N \times \mathbb{S}^{N-1}} M_s |b-b_\delta| \langle v_s \rangle^\gamma (h'+h'_s) \, dv_s \, d\sigma \right)^2 M(v) \, dv.
\]

We use the truncation of $v$ to control $\langle v \rangle^\gamma$ and the Cauchy-Schwarz inequality together with the bound

\[
\int_{\mathbb{R}^N} M(v_s) \langle v_s \rangle^{2\gamma} \, dv_s < +\infty.
\]

This yields

\[
\left\| I_\delta(v) L^+_{|b-b_\delta|}(h) \right\|_{L^2(M)}^2 \leq C \langle \delta^{-1} \rangle^{2\gamma} \|b-b_\delta\|_{L^1(\mathbb{S}^{N-1})} \int_{\mathbb{R}^N \times \mathbb{R}^N \times \mathbb{S}^{N-1}} |b-b_\delta| \left[ (h')^2 + (h'_s)^2 \right] M_s \, dv \, dv_s \, d\sigma.
\]

Then using the pre-postcollisional change of variable we get

\[
\left\| I_\delta(v) L^+_{|b-b_\delta|}(h) \right\|_{L^2(M)}^2 \leq C \langle \delta^{-1} \rangle^{2\gamma} \|b-b_\delta\|_{L^1(\mathbb{S}^{N-1})}^2 \int_{\mathbb{R}^N \times \mathbb{R}^N \times \mathbb{S}^{N-1}} |b-b_\delta| \left[ h^2 + (h'_s)^2 \right] M_s \, dv \, dv_s \, d\sigma.
\]

Finally by (2.3) we have

\[
\|b-b_\delta\|_{L^1(\mathbb{S}^{N-1})}^2 \leq C \delta^4
\]

and we deduce

\[
\left\| I_\delta(v) L^+_{|b-b_\delta|}(h) \right\|_{L^2(M)}^2 \leq C \langle \delta^{-1} \rangle^{2\gamma} \delta^4.
\]

Since $\gamma \leq 1$ and we have

\[
\left\| I_\delta(v) L^+_{|b-b_\delta|} \right\|_{L^2(M)} = O(\delta^{2-\gamma}),
\]

we deduce that $I_\delta(v) L^+_{|b-b_\delta|}$ goes to 0 as $\delta$ goes to 0 in the sense of operator norm, with explicit rate. Together with (2.9) and (2.10), this concludes the proof. \qed
2.3. Estimates on $L$.

**Proposition 2.4.** For any $\delta \in (0, 1)$, we have the following properties.

(i) There exists an explicit constant $C_3 > 0$ depending only on the collision kernel such that

\[
\begin{aligned}
\|L^\pm(g)\|_{L^1} & \leq C_3 \|g\|_{L^1(\langle v \rangle^\gamma)} \\
\|L^\pm_\delta(g)\|_{L^1} & \leq C_3 \|g\|_{L^1(\langle v \rangle^\gamma)}.
\end{aligned}
\]

(ii) There exists an explicit constant $C_4(\delta) > 0$ depending on $\delta$ (and going to infinity as $\delta$ goes to 0) such that

\[
\forall v \in \mathbb{R}^N, \quad |L^\pm_\delta(g)(v)| \leq C_4(\delta) \mathcal{I}_\delta(v) \|g\|_{L^1}.
\]

(iii) There is an explicit constant $C_5(\delta) > 0$ depending on $\delta$ (and possibly going to infinity as $\delta$ goes to 0) such that for all $\delta \in (0, 1)$

\[
\|L^\pm_\delta(g)\|_{W^{1,1}} \leq C_5(\delta) \|g\|_{L^1}.
\]

(iv) There is an explicit constant $C_6 > 0$ such that

\[
\forall v \in \mathbb{R}^N, \quad |L^\ast(g)(v)| \leq C_6 \|g\|_{L^1} m^{-1} \langle v \rangle^\gamma M(v).
\]

(v) There exists an explicit constant $C_7 > 0$ such that

\[
\|L^\ast(g)\|_{W^{1,1}} \leq C_7 \|g\|_{L^1}.
\]

(vi) There are some explicit constants $n_0, n_1 > 0$ such that

\[
\forall v \in \mathbb{R}^N, \quad n_0 \langle v \rangle^\gamma \leq \nu(v) \leq n_1 \langle v \rangle^\gamma.
\]

**Remark:** The regularity property (2.13) is proved here by direct analytic computations on the kernel but is reminiscent of the regularity property on $Q^+$ of the form

\[
\|Q^+(g, f)\|_{H^s} \leq C \|g\|_{L^2} \|f\|_{L^2}
\]

with $s > 0$ (see [25, 36, 17, 24, 29]), proved with the help of tools from harmonic analysis to handle integral over moving hypersurfaces. Here we do not need such tools since the function integrated on the moving hyperplan is just a gaussian. Note that, using the arguments from point (iii), one could easily prove that $L^\pm_\delta$ is bounded from $L^2(M)$ into $H^1(M)$. Since $L^\pm_\delta$ converges to $L^+$, this would provide a proof for the compactness of $L^+$, alternative to the one of Grad (which is based on the Hilbert-Schmidt theory). But in fact most of the key estimates of the proof of Grad were used in the proof of Proposition 2.3. Nevertheless it underlines the fact that the compactness property of $L^+$ can be linked to the same kind of regularity effect that we observe for the nonlinear operator $Q^+$.
Proof of Proposition 2.4. Point (i) follows directly from convolution-like estimates in \[29\] Section 2 together with inequality (2.5). Point (ii) is a direct consequence of the estimates

\[
Q^+: L^\infty(\langle v \rangle^\gamma) \times L^1(\langle v \rangle^\gamma) \to L^\infty \\
Q^+: L^1(\langle v \rangle^\gamma) \times L^\infty(\langle v \rangle^\gamma) \to L^\infty
\]

valid when grazing and frontal collisions are removed (see \[29\] Section 2 again) and thus valid for the quantity

\[
m^{-1} \int_{\mathbb{R}^N \times S^{N-1}} \Phi(|v - v_*|) b_\delta(\cos \theta) [(mg)'M'_s + M'(mg)'_s] dv_* d\sigma
\]

appearing in the formula of \(L^+_\delta\). Point (iv) is trivial and point (vi) is well-known. It remains to prove the regularity estimates.

For the regularity of \(L^+_\delta\) (point (iii)), we first derive a representation in the spirit of the computations of Grad (it is also related to the Carleman representation, see \[33\] Chapter 1, Section 4.6]). Write the collision integral with the “\(\omega\)-representation” again)

\[
(2.17) \quad L^+_\delta(g) = \mathcal{I}(v) m^{-1} \int_{\mathbb{R}^N \times S^{N-1}} \Phi(|v - v_*|) \tilde{b}_\delta (\omega \cdot \frac{v - v_*}{|v - v_*|}) \left( (mg)'M'_s + M'(mg)'_s \right) dv_* d\omega.
\]

In this new parametrization of the collision, the velocities before and after collision are related by

\[
v' = v + ((v_* - v) \cdot \omega) \omega, \quad v'_* = v_* - ((v_* - v) \cdot \omega) \omega
\]

and the angular collision kernel is given by

\[
\tilde{b}_\delta(u) = 2^{N-1} u^{N-2} b_\delta(1 - 2u^2).
\]

Modulo replacing \(\tilde{b}_\delta\) by a symmetrized version \(\tilde{b}_\delta^h(\theta) = \tilde{b}_\delta(\theta) + \tilde{b}_\delta(\pi/2 - \theta)\), we can combine terms appearing in (2.17) into just one:

\[
L^+_\delta(g) = \mathcal{I}(v) m^{-1} \int_{\mathbb{R}^N \times S^{N-1}} \tilde{b}_\delta^h (\omega \cdot \frac{v - v_*}{|v - v_*|}) \Phi(|v - v_*|) (mg)'M'_s dv_* d\omega.
\]

Then, keeping \(\omega\) unchanged, we make the translation change of variable \(v_* \to V = v_* - v\),

\[
L^+_\delta(g)(v) = \mathcal{I}(v) m^{-1} \int_{\mathbb{R}^N \times S^{N-1}} \tilde{b}_\delta^h (\omega \cdot \frac{V}{|V|}) \Phi(|V|) (mg)(v + (V \cdot \omega)\omega) M(v + V + (V \cdot \omega)\omega) dV d\omega.
\]
Then, still keeping $\omega$ unchanged, we write the orthogonal decomposition $V = V_1 \omega + V_2$ with $V_1 \in \mathbb{R}$ and $V_2 \in \omega^\perp$ (the latter set can be identified with $\mathbb{R}^{N-1}$)

\[
\mathcal{L}_\delta^+(g)(v) = \mathcal{I}(v) m^{-1} \int_{S^{N-1} \times \mathbb{R} \times \omega^\perp} \tilde{b}_\delta^s \left( \frac{V_1}{\sqrt{|V_1|^2 + |V_2|^2}} \right) \\
\quad \times \Phi \left( \sqrt{|V_1|^2 + |V_2|^2} \right) (mg)(v + V_1 \omega) M(v + V_2) d\omega dV_1 dV_2.
\]

Finally we reconstruct the polar variable $W = V_1 \omega$

\[
\mathcal{L}_\delta^+(g)(v) = \mathcal{I}(v) m^{-1} \int_{\mathbb{R}^N \times W^\perp} |W|^{-(N-1)} \tilde{b}_\delta^s \left( \frac{|W|}{\sqrt{|W|^2 + |V_2|^2}} \right) \\
\quad \times \Phi \left( \sqrt{|W|^2 + |V_2|^2} \right) (mg)(v + W) M(v + V_2) dW dV_2.
\]

This finally leads to the following representation of $\mathcal{L}_\delta^+$:

\[
(2.18) \quad \mathcal{L}_\delta^+(g)(v) = \mathcal{I}(v) m^{-1} \int_{\mathbb{R}^N} (mg)(v + W) \times \\
\quad \left( \int_{W^\perp} |W|^{-(N-1)} \tilde{b}_\delta^s \left( \frac{|W|}{\sqrt{|W|^2 + |V_2|^2}} \right) \Phi \left( \sqrt{|W|^2 + |V_2|^2} \right) M(v + V_2) dV_2 \right) dW.
\]

Then we compute a derivative along some coordinate $v_i$. By integration by parts,

\[
\partial_{v_i} \mathcal{L}_\delta^+(g)(v) = -\mathcal{I}(v) m^{-1} \int_{\mathbb{R}^N} (mg)(v + W) \times \\
\partial_{v_i} \left[ \int_{W^\perp} |W|^{-(N-1)} \tilde{b}_\delta^s \left( \frac{|W|}{\sqrt{|W|^2 + |V_2|^2}} \right) \Phi \left( \sqrt{|W|^2 + |V_2|^2} \right) M(v + V_2) dV_2 \right] dW
\]

\[
+ \mathcal{I}(v) m^{-1} \int_{\mathbb{R}^N} (mg)(v + W) \times \\
\left[ \int_{W^\perp} |W|^{-(N-1)} \tilde{b}_\delta^s \left( \frac{|W|}{\sqrt{|W|^2 + |V_2|^2}} \right) \Phi \left( \sqrt{|W|^2 + |V_2|^2} \right) \partial_{v_i} M(v + V_2) dV_2 \right] dW
\]

\[
+ \partial_{v_i} (\mathcal{I}(v)m^{-1}) \int_{\mathbb{R}^N} (mg)(v + W) \times \\
\left[ \int_{W^\perp} |W|^{-(N-1)} \tilde{b}_\delta^s \left( \frac{|W|}{\sqrt{|W|^2 + |V_2|^2}} \right) \Phi \left( \sqrt{|W|^2 + |V_2|^2} \right) M(v + V_2) dV_2 \right] dW
\]

\[
=: I_1 + I_2 + I_3.
\]
The functions $I_\delta m^{-1}$ and $\partial_{v_i} (I_\delta(v) m^{-1})$ are bounded in the domain of truncation. Concerning the term $I_2$ we have immediately

$$|\partial_v M| \leq CM^{1/2}$$

and thus straightforwardly

$$\int_{\mathbb{R}^N} I_2 \, dv, \quad \int_{\mathbb{R}^N} I_3 \, dv \leq C(\delta) \|mg\|_{L^1(I_{\delta}(v))} \leq C(\delta) \|g\|_{L^1}.$$  

For the term $I_1$, we use the fact that, in the domain of the angular truncation $b_\delta$, we have

$$(2.19) \quad \alpha_\delta |V_2| \leq |W| \leq \beta_\delta |V_2|$$

for some constants $\alpha_\delta > 0$ and $\beta_\delta > 0$ depending on $\delta$. In order not to deal with a moving domain of integration we shall write the integral as follows. Since the integral is even with respect to $W$, we can restrict the study to the set of $W$ such that the first coordinate $W_1$ is nonnegative. We denote $e_1$ the first unit vector of the corresponding orthonormal basis. Then we define the following orthogonal linear transformation of $\mathbb{R}^N$, for some $\omega \in \mathbb{S}^{N-1}$:

$$\forall X \in \mathbb{R}^N, \quad R(\omega, X) = 2 \left( e_1 + \omega \right) \cdot \frac{X}{|e_1 + \omega|^2} (e_1 + \omega) - X.$$  

Geometrically $R(\omega, \cdot)$ is the axial symmetry with respect to the line defined by the vector $e_1 + \omega$. It is straightforward that $R(\omega, \cdot)$ is a unitary diffeomorphism from $\{X, X_1 = 0\}$ onto $\omega^\perp$. We deduce that

$$\int_{W^\perp} |W|^{-(N-1)} \tilde{b}_\delta (\frac{|W|}{\sqrt{|W|^2 + |V_2|^2}}) \Phi(\sqrt{|W|^2 + |V_2|^2}) M(v + V_2) \, dV_2$$

$$= \int_{\mathbb{R}^{N-1}} |W|^{-(N-1)} \tilde{b}_\delta (\frac{|W|}{\sqrt{|W|^2 + |U|^2}}) \Phi(\sqrt{|W|^2 + |U|^2}) M \left[ v + R \left( \frac{W}{|W|}, (0, U) \right) \right] \, dU.$$
Thus we compute by differentiating each term

\[
\partial_{W_i} \left[ |W|^{-(N-1)} \tilde{b}_s^\gamma \left( \frac{|W|}{\sqrt{|W|^2 + |U|^2}} \right) \Phi \left( \sqrt{|W|^2 + |U|^2} M \right) \left[ v + R \left( \frac{W}{|W|}, (0, U) \right) \right] \right]
\]

\[=
\left[ -(N-1) |W|^{-N} \frac{W_i}{|W|} \tilde{b}_s^\gamma \Phi M \right]
\]

\[+ \left[ |W|^{-(N-1)} \frac{W_i |U|^2}{|W| (|W|^2 + |U|^2)^{3/2}} (\tilde{b}_s^\gamma)' \Phi M \right]
\]

\[+ \left[ |W|^{-(N-1)} \frac{W_i}{\sqrt{|W|^2 + |U|^2}} \tilde{b}_s^\gamma \Phi \right]
\]

\[+ \left[ -|W|^{-(N-1)} \partial_{W_i} \left| v + R \left( \frac{W}{|W|}, (0, U) \right) \right|^2 \right] M \tilde{b}_s^\gamma \Phi \]

\[= I_{1,1} + I_{1,2} + I_{1,3} + I_{1,4}.
\]

Then we use the fact that \( \tilde{b}_s^\gamma \) and \( (\tilde{b}_s^\gamma)' \) are bounded in \( L^\infty \) by some constant depending on \( \delta \), and

\[\Phi(z) \leq C \Phi z^\gamma, \quad |\Phi'(z)| \leq C \Phi z^{\gamma-1}.
\]

We write the previous expression according to \( |W| \) only thanks to (2.19) (using that \( |U| = |V_2| \)). The three first terms are controlled as follows

\[I_{1,1}, I_{1,2} \leq C(\delta) |W|^{-N} \Phi \left( \sqrt{|W|^2 + |U|^2} \right) M \leq C(\delta) |W|^{-N+\gamma} M
\]

\[I_{1,3} \leq |W|^{-N+1} |\Phi' \left( \sqrt{|W|^2 + |U|^2} \right)| M \leq C(\delta) |W|^{-N+\gamma} M,
\]

for some constant \( C(\delta) \) depending on \( \delta \). Finally for the fourth term, easy computations give

\[\partial_{W_i} \left| v + R \left( \frac{W}{|W|}, (0, U) \right) \right|^2 \leq C \left( \frac{1 + |v|^2 + |U|^2}{|W|} \right)
\]

and thus using the controls (2.19) we deduce that on the domain of truncation for \( v \) we have

\[I_{1,4} \leq C(\delta) \left( |W|^{-N+\gamma} + |W|^{-N+1+\gamma} \right) M.
\]
Thus $I_1$ is controlled by

$$I_1 \leq C(\delta) \mathcal{I}_\delta(v) m^{-1}(v) \int_{\mathbb{R}^N} (m|g|)(v + W) \left( |W|^{-N+\gamma} + |W|^{-N+1+\gamma} \right)$$

$$\left[ \int_{\mathbb{R}^{N-1}} M \left( v + R \left( \frac{W}{|W|}, (0,U) \right) \right) dU \right] dW$$

$$= C(\delta) \mathcal{I}_\delta(v) m^{-1}(v) \int_{\mathbb{R}^N} (m|g|)(v+W) \left( |W|^{-N+\gamma} + |W|^{-N+1+\gamma} \right) M(v, W/|W|) dW$$

for some new constant $C(\delta)$. Hence, using that $|\cdot|^{-N+\gamma}$ and $|\cdot|^{-N+1+\gamma}$ are integrable near 0 in $\mathbb{R}^N$ (as $\gamma > 0$) and a translation change of variable $u = v + W$, we obtain

$$\int_{\mathbb{R}^N} I_1 dv$$

$$\leq C(\delta) \int_{\mathbb{R}^N \times \mathbb{R}^N} \mathcal{I}_\delta(v) m^{-1}(v) (m|g|) (v+W) \left( |W|^{-N+\gamma} + |W|^{-N+1+\gamma} \right) M(v, W/|W|) dv dW$$

$$\leq C(\delta) \int_{\mathbb{R}^N} (m|g|)(u) \left[ \int_{\mathbb{R}^N} \mathcal{I}_\delta(u - W) m^{-1}(u - W) \left( |W|^{-N+\gamma} + |W|^{-N+1+\gamma} \right) dW \right] du$$

$$\leq C(\delta) \|g\|_{L^1}$$

for some new constant $C(\delta)$ (for the last inequality we use the fact that the truncation $\mathcal{I}_\delta$ reduces the integration over $W$ to a bounded domain). We deduce that

$$\int_{\mathbb{R}^N} I_1 dv \leq C(\delta) \|g\|_{L^1}.$$

Gathering the estimates for $I_1, I_2, I_3$, we obtain

$$\|\partial_v \mathcal{L}_\delta^*(g)\|_{L^1} \leq C(\delta) \|g\|_{L^1}.$$

The proof of inequality (2.13) is completed by writing this estimate on each derivative and using the bound (2.12) on $\|\mathcal{L}_\delta^*\|_{L^1}$.

Finally point (v) is simpler since $\mathcal{L}_\delta^*$ has a more classical convolution structure. We compute a derivative along some coordinate $v_i$:

$$\partial_{v_i} \mathcal{L}_\delta^*(g)(v) = \left( \int_{\mathbb{R}^N} \partial_{v_i} \Phi(v - v_*)(mg)(v_*) dv_* \right) m^{-1}(v) M(v)$$

$$+ \left( \int_{\mathbb{R}^N} \Phi(v - v_*)(mg)(v_*) dv_* \right) \partial_{v_i} \left( m^{-1}(v) M(v) \right)$$

and it is straightforward to control the $L^1$ norm of these two terms according to the $L^1$ norm of $g$. \qed
Now we can deduce some convenient properties in order to handle the operator \( \mathcal{L} \) with the tools from the spectral theory. We give properties for each part of the decomposition as well as for the global operator.

**Proposition 2.5.**

(i) For all \( \delta \in (0, 1) \), the operator \( \mathcal{L}_\delta^+ \) is bounded on \( L^1 \) (with explicit bound \( C_\delta(\delta) \)). The operator \( \mathcal{L}^+ \), with domain \( L^1(\langle \nu \rangle^\gamma) \), is closable on \( L^1 \).

(ii) The operator \( \mathcal{L}^\nu \) is bounded on \( L^1 \) (with explicit bound \( C_\gamma \)).

(iii) The operator \( \mathcal{L}^\nu_\gamma \), with domain \( L^1(\langle \nu \rangle^\gamma) \), is closed on \( L^1 \).

(iv) The operator \( \mathcal{L}_\gamma \), with domain \( L^1(\langle \nu \rangle^\gamma) \), is closed on \( L^1 \).

**Proof of Proposition 2.5.** For point (i), the boundedness of \( \mathcal{L}_\delta^+ \) is already proved in (2.13) and \( \mathcal{L}^+ \) is well-defined on \( L^1(\langle \nu \rangle^\gamma) \) from (2.11). Let us prove that \( \mathcal{L}^+ \) is closable when defined on \( L^1 \) with domain \( L^1(\langle \nu \rangle^\gamma) \). It means that for any sequence \( (g_n)_{n \geq 0} \) in \( L^1(\langle \nu \rangle^\gamma) \), going to 0 in \( L^1 \), and such that \( \mathcal{L}^+(g_n) \) converges to \( G \) in \( L^1 \), we have \( G \equiv 0 \). We can write

\[
\mathcal{L}^+(g_n) = m^{-1} \mathcal{L}^+(g_n)
\]

where

\[
\mathcal{L}^+(g_n) = Q^+(M, mg_n) + Q^+(mg_n, M).
\]

It is straightforward to see from the proof of (2.11) (using [29] Theorem 2.1) that \( \mathcal{L}^+ \) is bounded in \( L^1 \). So \( g_n \to 0 \) in \( L^1 \) implies that \( \mathcal{L}^+(g_n) \to 0 \) in \( L^1 \), which implies that \( \mathcal{L}^+(g_n) \) goes to 0 almost everywhere, up to an extraction. After multiplication by \( m^{-1} \), we deduce that, up to an extraction, \( \mathcal{L}^+(g_n) \) goes to 0 almost everywhere. This implies that \( G \equiv 0 \) and concludes the proof.

Point (ii) is already proved in (2.15). For point (iii), \( \mathcal{L}^\nu_\gamma \) is well-defined on \( L^1(\langle \nu \rangle^\gamma) \) from (2.16) and the closure property is immediate: for any sequence \( (g_n)_{n \geq 0} \) in \( L^1(\langle \nu \rangle^\gamma) \) such that \( g_n \to g \) in \( L^1 \) and \( \mathcal{L}^\nu_\gamma(g_n) \to G \) in \( L^1 \), we have, up to an extraction, that \( g_n \) goes to \( g \) almost everywhere and \( \nu g_n \) goes to \( G \) almost everywhere. So \( G = \nu g = \mathcal{L}^\nu_\gamma(g) \) almost everywhere, and moreover as \( G \in L^1 \), we deduce from (2.16) that \( g \in L^1(\langle \nu \rangle^\gamma) = \text{Dom}(\mathcal{L}^\nu_\gamma) \).

For point (iv), first we remark that \( \mathcal{L}_\delta \) is trivially closed since it is the sum of a closed operator plus a bounded operator (see [23] Chapter 3, Section 5.2)). In order to prove that \( \mathcal{L} \) is closed we shall prove on \( \mathcal{L}^c \) a quantitative relative compactness estimate with respect to \( \nu \).

By Proposition 2.1 we have

\[
\| \mathcal{L}^+(g) \|_{L^1} \leq \| \mathcal{L}_\delta^+(g) \|_{L^1} + \frac{n_0}{2} \| g \|_{L^1(\langle \nu \rangle^\gamma)}
\]

if we choose \( \delta > 0 \) such that \( C_1(\delta) \leq n_0/2 \) (\( n_0 > 0 \) is defined in (2.16)). Hence

\[
(2.20) \quad \| \mathcal{L}^+(g) \|_{L^1} \leq C_4(\delta) \| g \|_{L^1} + \frac{n_0}{2} \| g \|_{L^1(\langle \nu \rangle^\gamma)}
\]
and thus for the whole non-local part
\[
\|L^c(g)\|_{L^1} \leq [C_4(\delta) + C_5] \|g\|_{L^1} + \frac{n_0}{2} \|g\|_{L^1((v)\gamma)} = C \|g\|_{L^1} + \frac{n_0}{2} \|g\|_{L^1((v)\gamma)}.
\]
Then by triangular inequality
\[
\|L(g)\|_{L^1} \geq \|L^\nu(g)\|_{L^1} - \|L^c(g)\|_{L^1} \geq \frac{n_0}{2} \|g\|_{L^1((v)\gamma)} - C \|g\|_{L^1}
\]
which implies that
\[
(2.21) \quad \|g\|_{L^1((v)\gamma)} \leq \frac{2}{n_0} \left( \frac{\|L(g)\|_{L^1}}{C} + \frac{\|g\|_{L^1}}{C} \right).
\]
If \((g_n)_{n \geq 0}\) is a sequence in \(L^1((v)\gamma)\) such that \(g_n \to g\) and \(L(g_n) \to G\) in \(L^1\), then \(g \in L^1((v)\gamma)\) and \(g_n \to g\) in \(L^1((v)\gamma)\) by (2.21). Then by (2.11), (2.14), (2.16) we deduce that \(L(g_n) \to L(g)\) in \(L^1\), which implies \(G \equiv L(g)\). □

2.4. Estimates on \(L\). We recall here some classical properties of \(L\).

Proposition 2.6. (i) The operators \(L^+\) and \(L^*\) are bounded on \(L^2(M)\).
(ii) The operator \(L^\nu\), with domain \(L^2((v)^2M)\), is closed on \(L^2(M)\).
(iii) The operator \(L\), with domain \(L^2((v)^2M)\), is closed on \(L^2(M)\).

Proof of proposition 2.6. Point (i) was proved in (2.8) (see also [21, Section 4] or [17, Chapter 7, Section 7.2]). Point (ii) is exactly similar to point (iii) in Proposition 2.5. Point (iii) is a consequence of the fact that a bounded perturbation of a closed operator is closed (see [23, Chapter 3, Section 5.2]). □

3. Localization of the Spectrum

In this section we determine the spectrum of \(L\). As we do not have a hilbertian structure anymore, new technical difficulties arise with respect to the study of \(L\). Nevertheless the localization of the essential spectrum is based on a similar argument as for \(L\), namely the use of a variant of Weyl’s Theorem for relatively compact perturbation. We assume in this section that the collision kernel \(B\) satisfies (1.3), (1.4), (1.5).

3.1. Spectrum of \(L\). Before going into the study of the spectrum of \(L\) we state well-known properties on the spectrum of \(L\). We recall that the discrete spectrum is defined as the set of eigenvalues isolated in the spectrum and with finite multiplicity, while the essential spectrum is defined as the complementary set in the spectrum of the discrete spectrum.

Proposition 3.1. The spectrum of \(L\) is composed of an essential spectrum part, which is \(-\nu(\mathbb{R}^N) = (-\infty, -\nu_0]\), plus discrete eigenvalues on \((-\nu_0, 0]\), that can only accumulate at \(-\nu_0\).
Proof of Proposition 3.1. The operator $L^c = L^+ - L^*$ is compact on the Hilbert space $L^2(M)$ (see below). Thus Weyl’s Theorem for self-adjoint operators (cf. [23, Chapter 4, Section 5]) implies that

$$\Sigma_e(L) = \Sigma_e(L^\nu) = (-\infty, -\nu_0].$$

Since the operator is self-adjoint, the remaining part of the spectrum (that is the discrete spectrum) is included in $\mathbb{R} \cap (\mathbb{C} \setminus \Sigma_e(L)) = (-\nu_0, +\infty)$. Finally since the Dirichlet form is nonpositive, the discrete spectrum is also included in $\mathbb{R}_-$, which concludes the proof.

Concerning the proof of the compactness of $L^c$, we shall briefly recall the arguments. The original proof is due to Grad [21, Section 4] (in dimension 3 for cutoff hard potentials). It was partly simplified in [17, Chapter 7, Section 2, Theorem 7.2.4] (in dimension 3 for hard spheres). It relies on the Hilbert-Schmidt theory for integral operators (see [23, Chapter 5, Section 2.4]). We give here a version valid for cutoff hard potentials (under our assumptions (1.3), (1.4), (1.5)), in any dimension $N \geq 2$.

Let us first consider the compactness of $L^+$. First it was proved within Proposition 2.3 the convergence

$$\left\|1_{\{|\cdot| \leq R\}}L^+ - L^+\right\|_{L^2(M)} \xrightarrow{R \to +\infty} 0.$$

Hence it is enough to prove the compactness of $1_{\{|\cdot| \leq R\}}L^+$ for any $R > 0$. Second if one defines

$$L^+_\varepsilon(h) := \int_{\mathbb{R}^N \times S^{N-1}} 1_{\{|v-v'| \geq \varepsilon\}} \Phi(|v-v'|) b(\cos \theta) \left[ h' + h'_s \right] M_s dv_s d\sigma,$$

the same computations of the kernel as in Proposition 2.3 show that

$$L^+_\varepsilon(h)(v) = M^{-1/2}(v) \int_{u \in \mathbb{R}^N} k_\varepsilon(u, v) \left( h(u) M^{1/2}(u) \right) du$$

where $k_\varepsilon$ satisfies

$$k_\varepsilon(u, v) \leq C 1_{\{|u-v| \geq \varepsilon\}} |u-v|^{1+\gamma-N} \exp \left[ -\frac{|u-v|^2}{4} \right].$$

By Young’s inequality we deduce that

$$\left\|L^+_\varepsilon - L^+\right\|_{L^2(M)} \leq C \left\|1_{\{|\cdot| \leq \varepsilon\}} |\cdot|^{1+\gamma-N} \exp \left[ -\frac{|\cdot|^2}{4} \right]\right\|_{L^1} \xrightarrow{\varepsilon \to 0} 0.$$
since the function $|\cdot|^{1+\gamma-N} \exp \left[ -\frac{|\cdot|^2}{4} \right]$ is integrable at 0. Hence it is enough to prove the compactness of $1_{\{|v| \leq R\}} L_\varepsilon^+$ for any $R, \varepsilon > 0$. But as

$$
\int_{\mathbb{R}^N \times \mathbb{R}^N} 1_{\{|v| \leq R\}} 1_{\{|u-v| \geq \varepsilon\}} \left( |u-v|^{1+\gamma-N} \exp \left[ -\frac{|u-v|^2}{4} \right] \right)^2 du dv < +\infty,
$$

it is a Hilbert-Schmidt operator. This concludes the proof for $L^+$. For $L^*$, straightforward computations show that

$$
L^*(h)(v) = M^{-1/2}(v) \int_{u \in \mathbb{R}^N} k^*(u, v) \left( h(u) M^{1/2}(u) \right) du
$$

with a kernel $k^*$ satisfying

$$
k^*(u, v) \leq C |u-v|^\gamma \exp \left[ -\frac{|u|^2 + |v|^2}{2} \right].
$$

This shows by inspection that $L^*$ is a Hilbert-Schmidt operator. □

3.2. Essential spectrum of $\mathcal{L}$. Now let us turn to $\mathcal{L}$. We prove that the operator $\mathcal{L}^\varepsilon$ is relatively compact with respect to $\mathcal{L}^\nu$. The main ingredients are the regularity estimates (2.13) and (2.15), related to the “almost convolution” structure of the non-local term. We first deal with the approximate operator.

**Lemma 3.2.** For all $\delta \in (0, 1)$, the operator $\mathcal{L}^\varepsilon_\delta$ is compact on $L^1$.

**Proof of Lemma 3.2.** We fix $\delta \in (0, 1)$. We have to prove that for any sequence $(g_n)_{n \geq 0}$ bounded in $L^1$, the sequence $(\mathcal{L}^\varepsilon_\delta(g_n))_{n \geq 0}$ has a cluster point in $L^1$. The regularity estimates (2.13) and (2.15) on $\mathcal{L}^\varepsilon_\delta$ and $\mathcal{L}^\nu_\delta$ imply that the sequence $(\mathcal{L}^\varepsilon_\delta(g_n))_{n \geq 0}$ is bounded in $W^{1,1}(\mathbb{R}^N)$. Then we can apply the Rellich-Kondrachov Theorem (see [9, Chapter 9, Section 3]) on any open ball $B(0, K) \subset \mathbb{R}^N$ for $K \in \mathbb{N}^*$. It implies that the restriction of the sequence $(\mathcal{L}^\varepsilon_\delta(g_n))_{n \geq 0}$ to this ball is relatively compact in $L^1$. By a diagonal process with respect to the parameter $K \in \mathbb{N}^*$, we can thus extract a subsequence converging in $L^1_{\text{loc}}(\mathbb{R}^N)$. The decay estimates (2.12) and (2.14) then ensure a tightness control (uniform with respect to $n$), which implies that the convergence holds in $L^1$. This ends the proof.

Then by closeness of the relative compactness property, we deduce for $\mathcal{L}^\varepsilon$

**Lemma 3.3.** The operator $\mathcal{L}^\varepsilon$ is relatively compact with respect to $\mathcal{L}^\nu$.

**Proof of Lemma 3.3.** Thanks to the estimate (2.16), it is equivalent to prove that for any sequence $(g_n)_{n \geq 0}$ bounded in $L^1(\langle v \rangle^\gamma)$, the sequence $(\mathcal{L}^\varepsilon(g_n))_{n \geq 0}$ has a cluster point in $L^1$. As $L^1$ is a Banach space it is enough to prove that a subsequence of $(\mathcal{L}^\varepsilon(g_n))_{n \geq 0}$ has the Cauchy property. Let us choose a sequence $\delta_k \in (0, 1)$ decreasing
to 0. Thanks to the previous lemma and a diagonal process, we can find an extraction \( \varphi \) such that for all \( k \geq 0 \) the sequence \( (\mathcal{L}^c_{\delta_k}(g_{\varphi(n)}))_{n \geq 0} \) converges in \( L^1 \). Then for a given \( \varepsilon > 0 \), we first choose \( k \in \mathbb{N} \) such that
\[
\forall n \geq 0, \quad \|\mathcal{L}^c_{\delta_k}(g_n) - \mathcal{L}^c_{\delta_k}(g_{\varphi(n)})\|_{L^1} \leq \varepsilon/4
\]
which is possible thanks to Proposition 2.1 and the uniform bound on the \( L^1(\langle v \rangle^\gamma) \) norm of the sequence \( (g_n)_{n \geq 0} \). Then we choose \( n_{k,\varepsilon} \) such that
\[
\forall m, n \geq n_{k,\varepsilon}, \quad \|\mathcal{L}^c_{\delta_k}(g_{\varphi(m)}) - \mathcal{L}^c_{\delta_k}(g_{\varphi(n)})\| \leq \varepsilon/2
\]
since the sequence \( (\mathcal{L}^c_{\delta_k}(g_{\varphi(n)}))_{n \geq 0} \) converges in \( L^1 \). Then by triangular inequality, we get
\[
\forall m, n \geq n_{k,\varepsilon}, \quad \|\mathcal{L}^c(g_{\varphi(m)}) - \mathcal{L}^c(g_{\varphi(n)})\| \leq \varepsilon,
\]
which concludes the proof. \( \square \)

The next step is the use of a variant of Weyl’s Theorem.

**Proposition 3.4.** The essential spectrum of the operator \( \mathcal{L} \) is \( -\nu(\mathbb{R}^N) = (-\infty, -\nu_0] \).

**Proof of Proposition 3.4.** We shall use here the classification of the spectrum by the Fredholm theory. Indeed in the case of non hilbertian operators, Weyl’s Theorem does not imply directly the stability of the essential spectrum under relatively compact perturbation, but only the stability of a smaller set, namely the complement in the spectrum of the Fredholm set (see below). We refer for the objects and results to [23, Chapter 4, Section 5.6].

Given an operator \( T \) on a Banach space \( B \) and a complex number \( \xi \), we define \( \text{nul}(\xi) \) as the dimension of the null space of \( T - \xi \), and \( \text{def}(\xi) \) as the codimension of the range of \( T - \xi \). These numbers belong to \( \mathbb{N} \cup \{ +\infty \} \). A complex number \( \xi \) belongs to the resolvent set if and only if \( \text{nul}(\xi) = \text{def}(\xi) = 0 \). Let \( \Delta_F(T) \) be the set of all complex numbers such that \( T - \xi \) is Fredholm (i.e. \( \text{nul}(\xi) < +\infty \) and \( \text{def}(\xi) < +\infty \)). This set includes the resolvent set. Let \( E_F(T) \) be the complementary set of \( \Delta_F(T) \) in \( \mathbb{C} \), in short the set of complex numbers \( \xi \) such that \( T - \xi \) is not Fredholm. From [23] Chapter 4, Section 5.6, Theorem 5.35 and footnote], the set \( E_F \) is preserved under relatively compact perturbation.

We apply this result to the perturbation of \( -\mathcal{L}^\nu \) by \( \mathcal{L}^c \), which is relatively compact by Lemma 3.3. As \( E_F(\mathcal{L}^c) = -\nu(\mathbb{R}^N) = (-\infty, \nu_0] \), we deduce that \( E_F(\mathcal{L}) = (-\infty, -\nu_0] \) and so \( \Delta_F(\mathcal{L}) = \mathbb{C} \setminus (-\infty, -\nu_0] \).

Thus it remains to prove that the Fredholm set of \( \mathcal{L} \) contains only the discrete spectrum plus the resolvent set. By [23] Chapter 4, Section 5.6], the Fredholm set \( \Delta_F \) is the union of a countable number of components \( \Delta_n \) (connected open sets) on which \( \text{nul}(\xi) \) and \( \text{def}(\xi) \) are constant, except for a (countable) set of isolated values of \( \xi \). Moreover the boundary \( \partial \Delta_F \) of the set \( \Delta_F \) as well as the boundaries \( \partial \Delta_n \).
of the components $\Delta_n$ all belong to the set $E_F$. As in our case the Fredholm set $\Delta_F(\mathcal{L}) = \mathbb{C} \setminus (-\infty, -\nu_0]$ is connected, it has only one component. It means that $\text{nul}(\xi)$ and $\text{def}(\xi)$ are constant on $\mathbb{C} \setminus (-\infty, -\nu_0]$, except for a (countable) set of isolated values of $\xi$.

Let us prove now that these constant values are $\text{nul}(\xi) = \text{def}(\xi) = 0$. It will imply the result, since a complex number $\xi$ such that $\text{nul}(\xi) = \text{def}(\xi) = 0$ belongs to the resolvent set, and a complex number $\xi$, isolated in the spectrum, that belongs to the Fredholm set, satisfies $\text{nul}(\xi) < +\infty$ and $\text{def}(\xi) < +\infty$, and is exactly a discrete eigenvalue with finite multiplicity.

As the numbers $\text{nul}(\xi)$ and $\text{def}(\xi)$ are constant in $\Delta_F(\mathcal{L}) = \mathbb{C} \setminus ((-\infty, \nu_0] \cup \mathcal{V})\)$ (where $\mathcal{V}$ denotes a (countable) set of isolated complex numbers), it is enough to prove that there is an uncountable set of complex numbers in $\mathbb{C} \setminus (-\infty, \nu_0]$ such that $\text{nul}(\xi) = \text{def}(\xi) = 0$.

By using (2.20) and (2.14) we have

$$
(3.1) \quad \forall g \in L^1((\nu)\gamma), \quad \|\mathcal{L}^c(g)\|_{L^1} \leq C\|g\|_{L^1} + \frac{n_0}{2}\|g\|_{L^1((\nu)\gamma)} \leq C\|g\|_{L^1} + \frac{1}{2}\|\nu g\|_{L^1}
$$

for some explicit constant $C$. Now we choose $r_0 \in \mathbb{R}_+$ big enough such that

$$
\forall r \geq r_0, \quad \frac{C}{\nu_0 + r} + \frac{1}{2} < 1.
$$

The multiplication operator $-(\nu + r)$ is bijective from $L^1((\nu)\gamma)$ to $L^1$ (since $\nu + r > \nu_0 > 0$). The inverse linear operator is the multiplication operator $-(\nu + r)^{-1}$, it is defined on $L^1$ and bounded by $\|-(\nu + r)^{-1}\|_{L^\infty} = (\nu_0 + r)^{-1}$. Its range is $L^1((\nu)\gamma)$.

Hence the linear operator $\mathcal{L}^c(-(\nu + r)^{-1})$ is well-defined, and, thanks to (3.1) it is bounded with a norm controlled by $C/(\nu_0 + r) + 1/2$, which is strictly less than 1 for $r \geq r_0$. Thus for $r \geq r_0$, the operator $\text{Id} + \mathcal{L}^c(-(\nu + r)^{-1})$ is invertible with bounded inverse, and as the operator $-(\nu + r)$ is also invertible with bounded inverse for $r \geq 0$, by composition we deduce that

$$
\left(\text{Id} + \mathcal{L}^c(-(\nu + r)^{-1})\right) \circ (-(\nu + r)) = \mathcal{L}^c - (\nu + r)
$$

is invertible with bounded inverse. It means that $[r_0, +\infty)$ belongs to the resolvent set, i.e. $\text{nul}(r) = \text{def}(r) = 0$ for all $r \geq r_0$, which concludes the proof.

3.3. **Discrete spectrum of $\mathcal{L}$**. In order to localize the discrete eigenvalues, we will prove that the eigenvectors associated with these eigenvalues decay fast enough at infinity to be in fact multiple of the eigenvectors of $L$. This implies that these eigenvalues belong to the discrete spectrum of $L$ and gives new geometrical informations on them: they lie in the intervalle $(-\nu_0, 0]$ with the only possible cluster point being $-\nu_0$. Moreover, explicit estimates on the spectral gap of $\mathcal{L}$ follow by [3].
Proposition 3.5. The operators $\mathcal{L}$ and $L$ have the same discrete eigenvalues with the same multiplicities. Moreover the eigenvectors of $\mathcal{L}$ associated with these eigenvalues are given by those of $L$ associated with the same eigenvalues, multiplied by $m^{-1}M$.

Remarks: This result implies in particular that the (finite dimensional) algebraic eigenspaces of the discrete eigenvalues of $\mathcal{L}$ do not contain any Jordan block (i.e. their algebraic multiplicity equals their geometric multiplicity, see the definitions in [23 Chapter 3, Section 6]) as it is the case for the self-adjoint operator $L$.

Proof of Proposition 3.5. Let us pick $\lambda$ a discrete eigenvalue of $\mathcal{L}$. The associated eigenspace has finite dimension since the eigenvalue is discrete. Let us consider a Jordan block of $\mathcal{L}$ on this eigenspace, spanned in the canonical form by the basis $(g_1, g_2, \ldots, g_n)$. It means that

$$\mathcal{L}(g_1) = \lambda g_1$$

and for all $2 \leq i \leq n$

$$\mathcal{L}(g_i) = \lambda g_i + g_{i-1}.$$

As $\lambda$ does not belong to the essential spectrum of $\mathcal{L}$, we know from Proposition 3.4 that $\lambda \notin (-\infty, -\nu_0]$. Let us call $d_\lambda > 0$ the distance between $\lambda$ and $(-\infty, -\nu_0]$. It is straightforward that

$$\forall v \in \mathbb{R}^N, \quad |\nu(v) + \lambda| \geq d_\lambda$$

and by (2.16) there is $d'_\lambda > 0$ such that

$$\forall v \in \mathbb{R}^N, \quad |\nu(v) + \lambda| \geq d'_\lambda \langle v \rangle^\gamma.$$

Let us prove by finite induction that for all $1 \leq i \leq n$ we have $mM^{-1}g_i \in L^2(\langle v \rangle^{2\gamma}M)$. We write

$$\mathcal{L} - \lambda = (\mathcal{L}_\delta^+ - \mathcal{L}^+) - (\nu + \lambda - \mathcal{L}_\delta^+ + \mathcal{L}_\delta^+) =: A_\delta - B_\delta.$$

Both part $A_\delta$ and $B_\delta$ of this decomposition are well-defined on $L^1(\langle v \rangle^\gamma)$. Moreover we shall prove that when $\delta$ is small enough, $B_\delta$ is bijective from $L^1(\langle v \rangle^\gamma)$ to $L^1$ with bounded inverse, and also that its restriction $(B_\delta)|$ to $L^2(\langle v \rangle^{2\gamma}m^2M^{-1}) \subset L^1$ is bijective from $L^2(\langle v \rangle^{2\gamma}m^2M^{-1})$ to $L^2(m^2M^{-1})$ with bounded inverse.

We pick $\delta > 0$ such that

$$\forall v \in \mathbb{R}^N, \quad C_1(\delta) \leq \frac{d'_\lambda}{2}, \quad \text{and} \quad C_2(\delta) \leq \frac{d_\lambda}{2},$$

where $C_1(\delta)$ and $C_2(\delta)$ are defined in Propositions 2.1 and 2.3. Then we write

$$B_\delta = \left( \text{Id} - (\mathcal{L}^+ - \mathcal{L}_\delta^+)((\nu + \lambda)^{-1}.)) \circ ((\nu + \lambda).) \right).$$
As \((L^+ - L^+_\delta)((\nu + \lambda)^{-1} \cdot)\) is bounded in \(L^1\) with norm less than \(1/2\) thanks to \ref{e:Est2}, we have that \(\text{Id} - (L^+ - L^+_\delta)((\nu + \lambda)^{-1} \cdot)\) is bijective from \(L^1\) to \(L^1\) (with bounded inverse). As \((\nu + \lambda)\cdot\) is bijective from \(L^1((v)^\gamma)\) to \(L^1\) (with bounded inverse), we deduce that \(B_\delta\) is bijective from \(L^1((v)^\gamma)\) to \(L^1\) (with bounded inverse).

Then we remark that
\[
\|(L^+ - L^+_\delta)\|_{L^2(m^2M^{-1})} = \|L^+ - L^+_\delta\|_{L^2(M)}
\]
thanks to the formula \ref{e:Est1}, \ref{e:Est2}, \ref{e:Est3}, \ref{e:Est4} for \(L^+, L^+\), \(L^+_\delta\) and \(L^+_\delta\). Hence \((L^+ - L^+_\delta)((\nu + \lambda)^{-1} \cdot)\) is bounded in \(L^2(m^2M^{-1})\) with norm less than \(1/2\) thanks to \ref{e:Est2}, and we deduce that \((\text{Id} - (L^+ - L^+_\delta)((\nu + \lambda)^{-1} \cdot))\) is bijective from \(L^2(m^2M^{-1})\) to \(L^2(m^2M^{-1})\) (with bounded inverse). As the multiplication operator \(\nu + \lambda\) is bijective from \(L^2((v)^{2\gamma} m^2M^{-1})\) to \(L^2(m^2M^{-1})\) (with bounded inverse), we deduce that \((B_\delta)\) is bijective from \(L^2((v)^{2\gamma} m^2M^{-1})\) to \(L^2(m^2M^{-1})\) (with bounded inverse).

For the initialization, we write the eigenvalue equation on \(g_1\) in the form
\[
(3.3) \quad B_\delta(g_1) = A_\delta(g_1).
\]
Thanks to the decay estimates \ref{e:Est2} and \ref{e:Est4}, \(A_\delta(g_1)\) belongs to \(L^2(m^2M^{-1}) \subset L^1\), and thus it implies that the unique pre-image of \(A_\delta(g_1)\) by \(B_\delta\) in \(L^1\) belongs to \(L^2((v)^{2\gamma} m^2M^{-1})\), thanks to the invertibilities of \(B_\delta\) and \((B_\delta)\) proved above. Hence \(g_1 \in L^2((v)^{2\gamma} m^2M^{-1})\).

Now let us consider the other vectors of the Jordan block: we pick \(2 \leq i \leq n\) and we suppose the result to be true for \(g_{i-1}\). Then \(g_i\) satisfies
\[
B_\delta(g_i) = A_\delta(g_i) - g_{i-1}
\]
and with the same argument as above together with the fact that \(g_{i-1} \in L^2((v)^{2\gamma} m^2M^{-1})\), one concludes straightforwardly.

As a consequence, for any \(1 \leq i \leq n\), \(g_i\) belongs to \(L^2((v)^{2\gamma} m^2M^{-1})\) and thus \(mM^{-1} g_i\) belong to the space \(L^2((v)^{2\gamma} M)\), i.e. the domain of \(L\). Hence \(\lambda\) is necessarily an eigenvalue of \(L\), and the eigenspace associated with \(\lambda\) of the operator \(L\) is included in the one of \(L\) multiplied by \(m^{-1}M\). As the converse inclusion is trivially true, this ends the proof.

To conclude this section, we give in Figure 4 the complete picture of the spectrum of \(L\) in \(L^1\), which is the same as the spectrum of \(L\) in \(L^2(M)\) (using Proposition \ref{prop:es} and Proposition \ref{prop:es2}).

4. Trend to equilibrium

This section is devoted to the proof of the main Theorem \ref{thm:Trend}. We consider \(f\) a solution (in \(L^1((v)^2)\)) of the Boltzmann equation \ref{eq:Boltzmann}. The equation satisfied by
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the perturbation of equilibrium $g = m^{-1}(f - M)$ is

$$\frac{\partial g}{\partial t} = \mathcal{L}(g) + \Gamma(g, g)$$

with

$$\Gamma(g, g) = m^{-1} Q(mg, mg).$$

The null space of $\mathcal{L}$ is given by the one of $L$ multiplied by $m^{-1} M$ (cf. Proposition 3.3), i.e. the following $(N + 2)$-dimensional vector space:

$$N(\mathcal{L}) = \text{Span}\left\{m^{-1} M, m^{-1} M v_1, \ldots, m^{-1} M v_N, m^{-1} M |v|^2\right\}.$$

Let us introduce the following complementary set of $N(\mathcal{L})$ in $L^1$:

$$\mathcal{S} = \left\{ g \in L^1, \int_{\mathbb{R}^N} m g \phi \, dv = 0, \phi(v) = 1, v_1, \ldots, v_N, |v|^2 \right\}.$$

Since

$$\int_{\mathbb{R}^N} \mathcal{L}(g) m \phi \, dv = \int_{\mathbb{R}^N \times \mathbb{R}^N \times S^{N-1}} \Phi b m g M_* \left[ \phi' + \phi'_* - \phi - \phi_* \right] \, dv \, dv_* \, d\sigma,$$

$$\int_{\mathbb{R}^N} \Gamma(g, g) m \phi \, dv = \int_{\mathbb{R}^N \times \mathbb{R}^N \times S^{N-1}} \Phi b m g m_* g_* \left[ \phi' + \phi'_* - \phi - \phi_* \right] \, dv \, dv_* \, d\sigma,$$

we see that

$$\mathcal{L}(L^1(\langle v \rangle^\gamma)) \subset \mathcal{S}, \quad \Gamma(L^1(\langle v \rangle^\gamma), L^1(\langle v \rangle^\gamma)) \subset \mathcal{S}.$$

As $g_0 \in \mathcal{S}$ since $f$ and $M$ have the same mass, momentum and energy, we can restrict the evolution equation to $\mathcal{S}$ and thus we shall consider in the sequel the operator $\mathcal{L}$ restricted on $\mathcal{S}$, which we denote by $\tilde{\mathcal{L}}$. The spectrum of $\tilde{\mathcal{L}}$ is given by the one of $\mathcal{L}$ minus the 0 eigenvalue.
Similarly we define in $L^2(M)$ the following stable complementary set of the kernel $N(L)$ of $L$ ($N(L)$ was defined in (1.15))
\[
S = \left\{ h \in L^2(M), \int_{\mathbb{R}^N} h \phi M \, dv = 0, \ \phi(v) = 1, v_1, \ldots, v_N, |v|^2 \right\}
\]
which is formally related to $S$ by $S = m M^{-1} S$. We define the restriction $\tilde{L}$ of $L$ on the stable set $S$, whose spectrum is given by the one of $L$ minus the 0 eigenvalue.

4.1. Decay estimates on the evolution semi-group. Compared to the classical strategy to obtain decay estimates on the evolution semi-group of $L$, here the estimate on the Dirichlet form will be replaced by an estimate on the norm of the resolvent and the self-adjointness property will replaced by the sectorial property.

We denote $\Sigma = \Sigma(L) = \Sigma(N)$ and $\Sigma_e = \Sigma_e(L) = \Sigma_e(N)$. For $\xi \not\in \Sigma$, we denote $\mathcal{R}(\xi) = (L - \xi)^{-1}$ the resolvent of $L$ at $\xi \in \mathbb{C}$, and $R(\xi) = (L - \xi)^{-1}$ the resolvent of $L$ at $\xi \in \mathbb{C}$. $\mathcal{R}(\xi)$ is a bounded operator on $L^1$, $R(\xi)$ is a bounded operator on $L^2(M)$. We have the following estimate on the norm of $\mathcal{R}(\xi)$:

**Proposition 4.1.** There are explicit constants $C_8$, $C_9 > 0$ depending only on the collision kernel and on a lower bound on $\text{dist}(\xi, \Sigma_e)$ such that
\[
\forall \xi \not\in \Sigma, \quad \| \mathcal{R}(\xi) \|_{L^1} \leq C_8 + C_9 \| R(\xi) \|_{L^2(M)}.
\]

**Proof of Proposition 4.1.** Let us introduce a right inverse of the operator $(L - \xi)$: let us pick $\delta > 0$ such that
\[
\forall v \in \mathbb{R}^N, \quad C_1(\delta) = \| \mathcal{R}(\xi)(v) \|_{L^1} \leq \frac{\| \mathcal{R}(\xi)(v) \|_{L^2(M)}}{\| R(\xi) \|_{L^1}}.
\]

(note that this choice only depends on the collision kernel and a lower bound on $\text{dist}(\xi, \Sigma_e)$). Then we shall use the same argument as in the proof of Proposition 3.6 to prove that the operator
\[
B_\delta(\xi) = \mathcal{L}^\nu + \xi - (\mathcal{L}^+ - \mathcal{L}^\delta_+)
\]
is bijective from $L^1(\langle v \rangle^\gamma)$ to $L^1$ and its inverse has its norm bounded by
\[
\| B_\delta(\xi)^{-1} \|_{L^1} \leq \frac{2}{\text{dist}(\xi, \Sigma_e)}.
\]

Indeed once the invertibility is known, the bound on the inverse is given by
\[
\forall g \in L^1(\langle v \rangle^\gamma), \quad \| B_\delta(\xi)(g) \|_{L^1} \geq \| (\nu + \xi) g \|_{L^1} - \| (\mathcal{L}^+ - \mathcal{L}^\delta_+)(g) \|_{L^1} \geq \frac{\text{dist}(\xi, \Sigma_e)}{2} \| g \|_{L^1}.
\]
where we have used Proposition 2.1 and the bound (4.2) on $C_1(\delta)$. To prove the invertibility, we write

$$B_\delta(\xi) = \left( \text{Id} + (\mathcal{L}^+ - \mathcal{L}_\delta^+)(-(\nu + \xi)^{-1}) \right) \circ (-(\nu + \xi)\cdot).$$

Since $(\mathcal{L}^+ - \mathcal{L}_\delta^+)(-(\nu + \xi)^{-1})$ is well-defined and bounded on $L^1$ with norm less than $1/2$ thanks to (4.2), we have that $\text{Id} + (\mathcal{L}^+ - \mathcal{L}_\delta^+)(-(\nu + \xi)^{-1})$ is bijective from $L^1$ to $L^1$ (with bounded inverse), and as $-(\nu + \xi)$ is bijective from $L^1((\nu)^\gamma)$ to $L^1$ (with bounded inverse), we deduce the result.

Now we denote

$$A_\delta = \mathcal{L}_\delta^+ - \mathcal{L}^*.$$ 

This operator is bounded on $L^1$ and satisfies, thanks to the estimates (2.12) and (2.14),

$$\forall \, v \in \mathbb{R}^N, \quad |A_\delta(g)(v)| \leq C \|g\|_{L^1} \, M^\theta$$

for any $\theta \in [0, 1)$ and some explicit constant $C$ depending on the choice of $\delta$ above, on the collision kernel, and on $\theta$.

The operator $\mathcal{L} - \xi$ writes

$$\mathcal{L} - \xi = A_\delta - B_\delta(\xi)$$

and we define the following operator

$$I(\xi) = -B_\delta(\xi)^{-1} + (m^{-1}M) \, R(\xi) \left[ (mM^{-1}) \, A_\delta \, B_\delta(\xi)^{-1} \right]$$

(note that here $R$ is the resolvent of $L$). Let us first check that this operator is well-defined and bounded on $L^1$: for $g \in L^1$, we have $B_\delta(\xi)^{-1}(g) \in L^1$ and as (choosing $\theta = 3/4$ for instance)

$$|A_\delta(B_\delta(\xi)^{-1}(g))(v)| \leq C \|B_\delta(\xi)^{-1}(g)\|_{L^1} \, M^{3/4},$$

we have

$$\|(mM^{-1}) \, A_\delta(B_\delta(\xi)^{-1}(g))\|_{L^2(M)}^2 \leq C^2 \|B_\delta(\xi)^{-1}(g)\|_{L^1}^2 \left( \int_{\mathbb{R}^N} m^2 \, M^{1/2} \, dv \right).$$

Thus

$$R(\xi) \left[ (mM^{-1}) \, A_\delta \, B_\delta(\xi)^{-1}(g) \right]$$

is well-defined and belongs to $L^2(M)$. Since by Cauchy-Schwarz

$$\|m^{-1}M \, h\|_{L^1} \leq \|m^{-1}M^{1/2}\|_{L^2} \, \|h\|_{L^2(M)},$$

we deduce finally that $I(\xi)(g)$ is well-defined and belongs to $L^1$. Moreover, from the computations above we deduce

$$\|I(\xi)(g)\|_{L^1} \leq \|B_\delta(\xi)^{-1}\| \left( 1 + C \|R(\xi)\|_{L^2(M)} \, \|m^{-1}M^{1/2}\|_{L^2} \, \|mM^{1/4}\|_{L^2} \right) \|g\|_{L^1}.$$
Now let us check that \( I(\xi) \) is a right inverse of \( (\mathcal{L} - \xi) \):

\[
(\mathcal{L} - \xi) \circ I(\xi)(g) = (\mathcal{L} - \xi) \circ \left( - B_\delta(\xi)^{-1} + (m^{-1}M) R(\xi) \left[(m^{-1}M) A_\delta B_\delta(\xi)^{-1}\right]\right)(g)
\]

\[
= \left( - A_\delta + B_\delta(\xi) \right) \circ B_\delta(\xi)^{-1}(g) + (\mathcal{L} - \xi) \circ \left( (m^{-1}M) R(\xi) \left[(m^{-1}M) A_\delta B_\delta(\xi)^{-1}\right]\right)(g)
\]

\[
= g - A_\delta B_\delta(\xi)^{-1}(g) + (\mathcal{L} - \xi) \circ \left( (m^{-1}M) R(\xi) \left[(m^{-1}M) A_\delta B_\delta(\xi)^{-1}\right]\right)(g).
\]

Now as

\[
(m^{-1}M) R(\xi) \left[(m^{-1}M) A_\delta B_\delta(\xi)^{-1}\right] \in L^2(m^2 M^{-1})
\]

we deduce that

\[
(\mathcal{L} - \xi) \circ \left( (m^{-1}M) R(\xi) \left[(m^{-1}M) A_\delta B_\delta(\xi)^{-1}\right]\right)(g)
\]

\[
= m^{-1} M (L - \xi) \circ R(\xi) \left[(m^{-1}M) A_\delta B_\delta(\xi)^{-1}\right](g)
\]

\[
= m^{-1} M \left[(m^{-1}M) A_\delta B_\delta(\xi)^{-1}\right] = A_\delta B_\delta(\xi)^{-1}(g).
\]

Collecting every term we deduce

\[
\forall g \in L^1, \quad (\mathcal{L} - \xi) \circ I(\xi)(g) = g.
\]

Let us conclude the proof: whenever \( \xi \notin \Sigma \), \( (\mathcal{L} - \xi) \) is bijective from \( L^1(\langle v \rangle^\gamma) \) to \( L^1 \) with bounded inverse \( R(\xi) \), and we deduce that \( R(\xi) = I(\xi) \) and thus

\[
\| R(\xi) \|_{L^1} \leq \| B_\delta(\xi)^{-1} \| \left[ 1 + C \| R(\xi) \|_{L^2(M)} \| m^{-1} M^{1/2} \|_{L^2} \| m M^{1/4} \|_{L^2} \right].
\]

As we have

\[
\| B_\delta(\xi)^{-1} \| \leq \frac{2}{\text{dist}(\xi, \Sigma_c)}
\]

and the choice of \( \delta \) (determining the constant \( C \)) depends only on the collision kernel and a lower bound on \( \text{dist}(\xi, \Sigma_c) \), this ends the proof.

Now we use this estimate in order to obtain some decay estimate on the evolution semi-group. We recall that \( \lambda \in (0, \nu_0) \) denotes the spectral gap of \( \mathcal{L} \) and \( L \).

**Theorem 4.2.** The evolution semi-group of the operator \( \hat{\mathcal{L}} \) is well-defined on \( L^1 \), and for any \( 0 < \mu \leq \lambda \), it satisfies the decay estimate

\[
(4.3) \quad \forall t \geq 0, \quad \| e^{t\hat{\mathcal{L}}} \|_{L^1} \leq C_{10} e^{-\mu t}
\]

for some explicit constant \( C_{10} > 0 \) depending only on the collision kernel, on \( \mu \), and a lower bound on \( \nu_0 - \mu \).
Proof of Theorem 4.2. Let us pick $\mu \in (0, \lambda]$. We define in the complex plane the set
$$A_\mu = \left\{ \xi \in \mathbb{C}, \ \arg(\xi - \mu) \in \left[ -\frac{3\pi}{4}, \frac{3\pi}{4} \right] \text{ and } \text{Re}(\xi) \leq -\frac{\mu}{2} \right\}.$$ We shall prove the following lemma

Lemma 4.3. There are explicit constants $a, b > 0$ depending on the collision kernel, on $\mu$, and on a lower bound on $\nu_0 - \mu$, such that
$$\forall \xi \in A_\mu, \quad \|R(\xi)\|_{L^1} \leq a + b \frac{|\xi - \mu|}{\text{dist}(\xi, \Sigma)}.$$ 

Proof of Lemma 4.3. We shall use Proposition 4.1. In the Hilbert space $L^2(M)$, $L$ is self-adjoint and thus we have (see [23, Chapter 5, Section 3.5])
$$\|R(\xi)\|_{L^2(M)} = \frac{1}{\text{dist}(\xi, \Sigma)}.$$ Hence Proposition 4.1 yields
$$\forall \xi \in A_\mu, \quad \|R(\xi)\|_{L^1} \leq C_8 + \frac{C_9}{\text{dist}(\xi, \Sigma)}$$ with $C_8$ and $C_9$ depending on a lower bound on $\text{dist}(\xi, \Sigma_e)$. Then in the set $A_\mu$, the lower bound on $\text{dist}(\xi, \Sigma_e)$ is straightforwardly controlled by a lower bound on $\nu_0 - \mu$, and we have immediately
$$\text{dist}(\xi, \Sigma \setminus \{0\}) \geq \frac{|\xi - \mu|}{\sqrt{2}}$$ and $\text{dist}(\xi, \{0\}) = |\xi|$. Since for $\xi \in A_\mu$, we have $|\xi - \mu| \leq |\xi|$, we deduce that
$$\forall \xi \in A_\mu, \quad \|R(\xi)\|_{L^1} \leq C_8 + C_9 \max \left\{ \frac{\sqrt{2}}{|\xi - \mu|}, \frac{1}{|\xi|} \right\} \leq a + b \frac{1}{|\xi - \mu|},$$ which concludes the proof. \hfill \square

Now let us conclude the proof of the theorem. Let $t > 0$ and $\eta \in (0, \pi/4)$. Let us consider $\Gamma$ a curve running, within $A_\mu$, from infinity with $\arg(\xi) = \pi/2 + \eta$ to infinity with $\arg(\xi) = -\pi/2 - \eta$, and the complex integral
$$\frac{-1}{2\pi i} \int_{\Gamma} e^{t\xi} R(\xi) \, d\xi.$$ Thanks to the bound of Lemma 4.3, the integral is absolutely convergent. As the curve encloses the spectrum of $\mathcal{L}$ minus 0, i.e. the spectrum of $\tilde{\mathcal{L}}$, classical results from spectral analysis (see [22] Chapter 1, Section 3 and [23] Chapter 9, Section 1.6) show that this integral defines the evolution semi-group $e^{t\mathcal{L}}$ of $\tilde{\mathcal{L}}$. Now we apply a
classical strategy to obtain a decay estimate on the semi-group: we perform the change of variable $\xi = z/t - \mu$. Then $z$ describes a new path $\Gamma_t = \mu + t \Gamma$, depending on $t$, in the resolvent set of $\tilde{L}$, and the integral becomes

$$e^{t\tilde{L}} = -\frac{e^{-\mu t}}{2\pi i} \int_{\Gamma_t} e^z \mathcal{R} \left( \frac{z}{t} - \mu \right) \frac{dz}{t}.$$ 

By the Cauchy theorem, we deform $\Gamma_t$ into some fixed $\Gamma'$, independent of $t$, running from infinity with $\arg(\xi) = \pi/2 + \eta$ to infinity with $\arg(\xi) = -\pi/2 - \eta$ in the set

$$\left\{ \xi \in \mathbb{C}, \quad \arg(\xi) \in \left[ -\frac{3\pi}{4}, \frac{3\pi}{4} \right] \quad \text{and} \quad \Re(\xi) \leq \frac{\mu}{2} \right\},$$

and the formula for the semi-group becomes

$$e^{t\tilde{L}} = -\frac{e^{-\mu t}}{2\pi i} \int_{\Gamma'} e^z \mathcal{R} \left( \frac{z}{t} - \mu \right) \frac{dz}{t}.$$ 

Then for any $t \geq 1$, $\Gamma'/t - \mu \subset A_\mu$ and thus we can apply the estimate of Lemma 4.3 to get

$$\| e^{t\tilde{L}} \|_{L^1} = \left\| -\frac{e^{-\mu t}}{2\pi i} \int_{\Gamma'} e^z \mathcal{R} \left( \frac{z}{t} - \mu \right) \frac{dz}{t} \right\|_{L^1} \leq \frac{e^{-\mu t}}{2\pi} \left[ a \int_{\Gamma'} |e^z| |dz| + b \int_{\Gamma'} |e^z| \frac{|dz|}{|z|} \right],$$

which concludes the proof. \(\square\)

**Remarks:**

1. This proof shows in fact that $\tilde{L}$ is a sectorial operator, which implies that its evolution semi-group is analytic in $t$ (see [23, Chapter 1, Section 3]).

2. With the same method one can also prove that $L$ is sectorial, and define its analytic semi-group $e^{tL}$ on $L^1$ which satisfies

$$\forall t \geq 0, \quad \| e^{tL} \|_{L^1} \leq C$$

for some explicit constant $C$ depending only the collision kernel. More precisely if $\Pi_0$ denotes the spectral projection associated with the 0 eigenvalue (for the definition of the spectral projection we refer to [23, Chapter 3, Section 6, Theorem 6.17]), then we have the following relation:

$$\forall t \geq 0, \quad e^{tL} = \Pi_0 + e^{t\tilde{L}} (\text{Id} - \Pi_0).$$
4.2. **Proof of the convergence.** In this subsection we shall complete the proof of Theorem 1.2. We decompose the argument into several lemmas. The first technical lemma deals with the bilinear term $\Gamma$.

**Lemma 4.4.** Let $B$ be a collision kernel satisfying assumptions (1.3), (1.4), (1.5). Then there is an explicit constant $C_{11} > 0$ depending on the collision kernel such that the bilinear operator $\Gamma$ satisfies

$$\|\Gamma(g, g)\|_{L^1} \leq C_{11} \|g\|_{L^1}^{3/2} \|g\|_{L^1(m^{-1})}^{1/2}.$$ 

**Proof of Lemma 4.4.** Estimates in $L^1$ of the collision operator (for instance see [29, Section 2]), plus the obvious control

$$(m^{-1}m'm_*)', \ (m^{-1}mm_*) \leq 1,$$

yield

$$\|\Gamma(g, g)\|_{L^1} \leq C \|g\|_{L^1} \|g\|_{L^1((v)\gamma)}.$$ 

Then by Hölder’s inequality

$$\|g\|_{L^1((v)\gamma)} \leq C \|g\|_{L^1}^{1/2} \|g\|_{L^1(m^{-1})}^{1/2}.$$ 

□

In a second technical lemma we state a precise form of the Gronwall estimate (for which we do not search for an optimal statement).

**Lemma 4.5.** Let $y = y(t)$ be a nonnegative continuous function on $\mathbb{R}_+$ such that for some constants $a$, $b$, $\theta$, $\mu > 0$,

$$y(t) \leq a e^{-\mu t} y(0) + b \left( \int_0^t e^{-\mu(t-s)} y(s)^{1+\theta} \, ds \right).$$ \hfill (4.4) 

Then if $y(0)$ and $b$ are small enough, we have

$$y(t) \leq C_{12} y(0) e^{-\mu t}.$$

for some explicit constant $C_{12} > 0$.

**Proof of Lemma 4.5.** As $y$ is continuous on $\mathbb{R}_+$, the right hand side in (4.4) is continuous with respect to $t$. If we assume that $y(0) < 1$, this remains true on a small time interval $[0, t_0]$, on which we have

$$y(t) \leq a e^{-\mu t} y(0) + b \left( \int_0^t e^{-\mu(t-s)} y(s) \, ds \right),$$

which implies

$$y(t) \leq a y(0) e^{-(\mu-b)t}.$$ \hfill (4.5)
So if we choose $y(0)$ small enough such that $a \cdot y(0) < 1$ and $b$ small enough such that $\mu - b \geq 0$, we get for all time that $y(t) < 1$ with the bound (4.5). Now to obtain the rate of decay $\mu$, we assume, by taking $b$ small enough, that

$$\mu - b \geq \frac{\mu + \eta}{1 + \theta}$$

for some $\eta > 0$. We deduce that

$$e^{\mu t} y(t) \leq a \cdot y(0) + b \cdot (a \cdot y(0))^{1+\theta} \left( \int_0^t e^{-\eta s} \, ds \right) \leq C y(0),$$

which concludes the proof. \qed

Now we state the result of convergence to equilibrium assuming a uniform smallness estimate on the $L^1(m^{-1})$ norm of $g$ (i.e. the $L^1(m^{-2})$ of $f - M$).

**Lemma 4.6.** Let $B$ be a collision kernel satisfying assumptions (1.3), (1.4), (1.5), and $\lambda$ be the associated spectral gap. Let $0 < \mu \leq \lambda$. Then there are some explicit constants $\varepsilon, C_{13} > 0$ depending on the collision kernel, on $\mu$ and on a lower bound on $\nu_0 - \mu$, such that if $f \geq 0$ is a solution to the Boltzmann equation such that

$$\forall \, t \geq 0, \quad \| f_t - M \|_{L^1(m^{-2})} \leq \varepsilon,$$

then

$$\forall \, t \geq 0, \quad \| f_t - M \|_{L^1(m^{-1})} \leq C_{13} \| f_0 - M \|_{L^1(m^{-1})} e^{-\mu t}. $$

**Proof of Lemma 4.6** We write a Duhamel representation of $g_t$:

$$g_t = e^{t \tilde{L}} g_0 + \int_0^t e^{(t-s) \tilde{L}} \Gamma(g_s, g_s) \, ds.$$

Using Theorem 4.2 and Lemma 4.4 we get

$$\| g_t \|_{L^1} \leq C_{10} e^{-\mu t} \| g_0 \|_{L^1} + C_{10} C_{11} \varepsilon^{1/2} \int_0^t e^{-\mu (t-s)} \| g_s \|_{L^1}^{3/2} \, ds.$$

Thus if $\varepsilon$ is small enough, we can apply Lemma 4.5 with $y(t) = \| g_t \|_{L^1}$ and $\theta = 1/2$ to get

$$\| g_t \|_{L^1} \leq C_{13} \| g_0 \|_{L^1} e^{-\mu t}.$$ 

This concludes the proof since

$$\| g_t \|_{L^1} = \| f_t - M \|_{L^1(m^{-1})}. $$

\qed

Finally we need a result on the appearance and propagation of the $L^1(m^{-1})$ norm. This lemma is a variant of results in [5] and [8], and it is a particular case of more general results in [27].
Lemma 4.7. Let $B$ be a collision kernel satisfying assumptions (1.3), (1.4), (1.5), (1.6). Let $f_0$ be a nonnegative initial datum in $L^1((v)^2) \cap L^2$. Then the corresponding solution $f = f(t,v)$ of the Boltzmann equation (1.1) in $L^1((v)^2)$ satisfies: for any $0 < s < \gamma/2$ and $\tau > 0$, there are explicit constants $a, C > 0$, depending on the collision kernel, $s, \tau$, and the mass and energy and $L^2$ norm of $f_0$, such that

\begin{equation}
\forall t \geq \tau, \quad \int_{\mathbb{R}^N} f(t,v) \exp [a|v|^s] \, dv \leq C.
\end{equation}

In the important case of hard spheres (1.2), the assumption “$f_0 \in L^1((v)^2) \cap L^2$” can be relaxed into just “$f_0 \in L^1((v)^2)$”, and the same result (4.6) holds with explicit constant $a, C > 0$ depending only on the collision kernel, $s, \tau$, and the mass and energy of $f_0$.

Proof of Lemma 4.7. Note that the assumption $f_0 \in L^2$ implies in particular that $f_0$ has finite entropy, i.e.

\begin{equation}
\int_{\mathbb{R}^N} f_0(v) \log f_0(v) \, dv \leq H_0 < +\infty
\end{equation}

which ensures by the $H$ theorem that

\begin{equation}
\forall t \geq 0, \quad \int_{\mathbb{R}^N} f(t,v) \log f(t,v) \, dv \leq H_0.
\end{equation}

We assume, up to a normalization, that $f$ satisfies

\begin{equation}
\forall t \geq 0, \quad \int_{\mathbb{R}^N} f(t,v) v \, dv = 0.
\end{equation}

Let us fix $0 < s < \gamma/2$. We define for any $p \in \mathbb{R}_+$

$$m_p(t) := \int_{\mathbb{R}^N} f(t,v) |v|^p \, dv.$$

The evolution equation on the distribution $f$ yields

\begin{equation}
\frac{dm_p}{dt} = \int_{\mathbb{R}^N} Q(f,f) |v|^p \, dv = \int_{\mathbb{R}^N} f f_\ast \Phi(|v-v_\ast|) K_p(v,v_\ast) \, dv \, dv_\ast,
\end{equation}

where

\begin{equation}
K_p(v,v_\ast) := \frac{1}{2} \int_{S^{N-1}} (|v'|^p + |v'_\ast|^p - |v|^p - |v_\ast|^p) b(\cos \theta) \, d\sigma.
\end{equation}

From [8] Lemma 1, Corollary 3, we have

\begin{equation}
K_p(v,v_\ast) \leq \alpha_p (|v|^2 + |v_\ast|^2)^{sp/2} - |v|^p - |v_\ast|^p
\end{equation}

where

\begin{equation}
\alpha_p := \alpha_p (|v|^2 + |v_\ast|^2)^{sp/2} - |v|^p - |v_\ast|^p
\end{equation}
where \((\alpha_p)_{p \in \mathbb{N}/2}\) is a strictly decreasing sequence such that

\[
0 < \alpha_p < \min \left\{ 1, \frac{C}{sp/2 + 1} \right\}.
\]

for some constant \(C\) depending on \(C_b\), defined in (1.5). Notice that the assumptions \([8, (2.11)-(2.12)-(2.13)]\) are satisfied under our assumptions \((1.3), (1.4), (1.5), (1.6)\) on the collision kernel (see \([8, Remark~3]\) for some possible ways of relaxing the assumption \((1.6)\) in the elastic case).

Then we use the classical estimate

\[
\int_{\mathbb{R}^N} \Phi(|v - v_s|) f(t, v_s) dv_s = C_\Phi \int_{\mathbb{R}^N} |v - v_s|^\gamma f(t, v_s) dv_s \geq K|v|^\gamma
\]

for some constant \(K\) depending on \(C_\Phi\) (defined in (1.4)) and the mass, energy and entropy \(H_0\) of \(f_0\) (or only the mass of \(f_0\) in the case \(\gamma = 1\)). This estimate is obtained by a classical non-concentration argument when \(\gamma \in (0,1)\) (using the bound (4.7)), as can be found in [1] for instance, or just by convexity when \(\gamma = 1\), using the assumption \((1.8)\) that the distribution has zero mean (see for instance [27, Lemma 2.3]). We combine this with \([8, Lemma 2 and Lemma 3]\) to get

\[
\int_{\mathbb{R}^N} Q(f, f) |v|^{sp} dv \leq \alpha_p Q_p - K (1 - \alpha_p) m_{p+\gamma/s}
\]

with

\[
Q_p := \int_{\mathbb{R}^N \times \mathbb{R}^N} f f_s \left[ (|v|^2 + |v_s|^2)^{sp/2} - |v|^{sp} - |v_s|^{sp} \right] \Phi(|v - v_s|) dv dv_s,
\]

and \([8, Lemma 2 and Lemma 3]\) shows that, for \(ps/2 > 1\), we have

\[
Q_p \leq S_p = C_\Phi \sum_{k=1}^{k_p} \binom{sp/2}{k} \left( m_{(2k+\gamma)/s} m_{p-2k/s} + m_{2k/s} m_{p-2k/s+\gamma/s} \right),
\]

where \(k_p := \lfloor sp/4 + 1/2 \rfloor\) is the integer part of \((sp/4 + 1/2)\) and \(\binom{sp/2}{k}\) denotes the generalized binomial coefficient. Gathering (4.9), (4.13) and (4.14), we get

\[
\frac{dm_p}{dt} \leq \alpha_p S_p - K (1 - \alpha_p) m_{p+\gamma/s}.
\]

By Hölder’s inequality, we have

\[
m_{p+\gamma/s} \geq \beta m_p \frac{1}{sp}
\]

for some constant \(\beta > 0\) depending on the mass of the distribution. By \([8, Lemma 4]\), there exists \(A > 0\) such that

\[
S_p \leq A \Gamma(p + 1 + \gamma/s) Z_p
\]
with
\[ Z_p := \max_{k=1, \ldots, k_p} \{ z(2k+\gamma)/s \cdot z_{p-2k}/s, z_{2k}/s \cdot z_{p-2k+\gamma}/s \}, \quad \text{and} \quad z_p := \frac{m_p}{\Gamma(p+1/2)}. \]

Thus we may rewrite (4.15) as
\[
\frac{dz_p}{dt} \leq A \alpha_p \frac{\Gamma(p+1+\gamma/s)}{\Gamma(p+1/2)} Z_p - K' (1 - \alpha_p) \frac{\Gamma(p+1/2)}{\Gamma(p)} z_p^{1+\frac{\gamma}{sp}}
\]
with \( K' = \beta K \). On the one hand, from the definition of the sequence \((\alpha_p)_{p \geq 0}\), there exists \( A' \) such that
\[
(4.17) \quad A \alpha_p \frac{\Gamma(p+1+\gamma/s)}{\Gamma(p+1/2)} \leq A' p^{\gamma/s-1/2}.
\]
On the other hand, thanks to Stirling’s formula
\[
n! \sim n! e^{-n} \sqrt{2\pi n},
\]
there is \( A'' > 0 \) such that
\[
(4.18) \quad (1 - \alpha_p) \frac{\Gamma(p+1/2)}{\Gamma(p+1/2)} \geq A'' p^{\gamma/s}.
\]
Gathering (4.16), (4.17) and (4.18), we deduce
\[
(4.19) \quad \frac{dz_p}{dt} \leq A' p^{\gamma/s-1/2} Z_p - A'' K' p^{\gamma/s} z_p^{1+\frac{\gamma}{sp}}.
\]
Note that in this differential inequality, for \( p \) big enough, \( Z_p \) depends only on terms \( z_q \) for \( q \leq p-1 \), (but not necessarily with \( q \) an integer), which allows to get bounds on the moments by induction.

At this stage, we prove by induction on \( p \geq p_0 \) integer \((p_0 \geq 1)\) the following property
\[
\forall t \geq t_p, \ \forall q \in [p_0, p] \quad z_q \leq x^q
\]
for some \( x \in (1, +\infty) \) large enough and some increasing sequence of times \((t_p)_{p \geq p_0}\) with \( t_{p_0} \) fixed as small as wanted. The goal is to prove this induction for a convergent sequence of times \((t_p)_{p \geq p_0}\). The initialization for \( p = p_0 \), with \( p_0 \) as big as wanted and \( t_0 \) as small as wanted, is straightforward by the classical theorems about the immediate appearance and uniform propagation of algebraic moments (see [37] for instance), and taking \( x \) big enough. Now as \( s < \gamma/2 \), if \( p_0 \) is large enough, we have for \( p \geq p_0 \)
\[
 p^{\gamma/s} \geq 2 A' A'' K' p^{\gamma/s-1/2}, \quad p^{\gamma/s} \geq p^{2+\varepsilon} \quad \text{and} \quad p \geq \left( \frac{A'}{A'' K'} \right)^2
\]
for some \( \varepsilon > 0 \). So let us assume the induction property satisfied for all steps \( p_0 \leq q \leq p-1 \), and let us consider \( z_p \). Assume that \( z_p(t_{p-1}) \leq x^p \). Then from [14], for any \( t \) such that \( z_p(t) \leq x^p \) we have

\[
\frac{dz_p}{dt} \leq A' p^{\gamma/s-1/2} Z_p - A'' K' p^{\gamma/s} z_p^{1+\frac{\gamma}{sp}}
\]

\[
\leq A' p^{\gamma/s-1/2} \left[ (x^p)^{1+\frac{\gamma}{sp}} - A'' K' p^{1/2} z_p^{1+\frac{\gamma}{sp}} \right]
\]

\[
\leq A' p^{\gamma/s-1/2} \left[ (x^p)^{1+\frac{\gamma}{sp}} - z_p^{1+\frac{\gamma}{sp}} \right].
\]

We deduce by maximum principle that this bound is propagated uniformly for all times \( t \geq t_{p-1} \). If on the other hand \( z_p(t_{p-1}) \in (x^p, +\infty) \), as long as \( z_p(t) > x^p \) we have

\[
\frac{dz_p}{dt} \leq A' p^{\gamma/s-1/2} Z_p - A'' K' p^{\gamma/s} z_p^{1+\frac{\gamma}{sp}}
\]

\[
\leq A' p^{\gamma/s-1/2} (x^p)^{1+\frac{\gamma}{sp}} - A'' K' p^{\gamma/s} z_p^{1+\frac{\gamma}{sp}}
\]

\[
\leq \left[ A' p^{\gamma/s-1/2} - A'' K' p^{\gamma/s} \right] z_p^{1+\frac{\gamma}{sp}}
\]

\[
\leq -\frac{A'' K'}{2} p^{\gamma/s} z_p^{1+\frac{\gamma}{sp}} \leq -C p^{2+\varepsilon} z_p^{1+\theta}.
\]

with \( C = (A'' K')/2 \) and \( \theta = \gamma/(sp) \). Then classical arguments of comparison to a differential equation show that \( z_p \) is finite for any \( t > t_{p-1} \), and satisfies the following bound independent of the initial datum:

\[
z_p(t_{p-1} + t) \leq \left[ \frac{1}{C \theta p^{2+\varepsilon} t} \right]^{1/\theta} \leq \left[ \frac{s}{C \gamma p^{1+\varepsilon} t} \right]^{\frac{sp}{\gamma}}.
\]

Thus if we set

\[
\Delta_p := \frac{s}{C \gamma p^{1+\varepsilon} x^{\gamma/s}},
\]

we have

\[
\forall t \geq \Delta_p, \quad z_p(t_{p-1} + t) \leq x^p.
\]

By Hölder interpolation with the bounds on \( z_{p-1} \) provided by the induction assumption, we deduce immediately

\[
\forall t \geq \Delta_p, \quad \forall q \in [p, p + 1], \quad z_q(t_{p-1} + t) \leq x^q,
\]

which proves the step \( p \) of the induction with \( t_p = t_{p-1} + \Delta_p \). So we have proved that if we set

\[
\tau = \lim_{p \to +\infty} t_p = t_{p_0} + \sum_{p \geq p_0 + 1} \Delta_p = t_0 + \frac{s}{C \gamma x^{\gamma/s}} \left( \sum_{p=p_0+1}^{+\infty} \frac{1}{p^{1+\varepsilon}} \right) < +\infty,
\]
we have
\[ \forall t \geq \tau, \forall p \geq p_0, \quad z_p(t) \leq x^p. \]
Moreover \( \tau \) can be taken as small as wanted by taking \( t_0 \) small enough and \( x \) large enough.

So we conclude that there are explicit constants \( R \) and \( \tau \) such that
\[ \forall t \geq \tau, \forall p \geq 0, \quad z_p(t) \leq R^{-p}. \]

We deduce explicit bounds
\[
\sup_{t \geq \tau} \int_{\mathbb{R}^N} f(t, v) \exp [a|v|^s] \, dv \leq C < +\infty
\]
for any \( a < R \) since
\[
\int_{\mathbb{R}^N} f(t, v) \exp [a|v|^s] \, dv = \sum_{p=0}^{\infty} \int_{\mathbb{R}^N} f(t, v) a^p \frac{|v|^{sp}}{p!} \, dv = \sum_{p=0}^{\infty} a^p \frac{m_p}{p!} \]
\[
= \sum_{p=0}^{\infty} a^p \frac{z_p \Gamma(p + 1/2)}{p!} \leq \sum_{p=0}^{\infty} \left( \frac{a}{R} \right)^p \frac{\Gamma(p + 1/2)}{p!} \leq C \sum_{p=0}^{\infty} \left( \frac{a}{R} \right)^p p^{1/2} < +\infty.
\]

Now we state a result of convergence to equilibrium for non smooth solutions deduced from [29, Theorems 6.2 and 7.2] combined with the previous lemma.

**Lemma 4.8.** Let \( B \) be a collision kernel satisfying assumptions (1.3), (1.4), (1.5), (1.6), (1.7). Let \( f_0 \) be a nonnegative initial datum in \( L^1(\langle v \rangle^2) \cap L^2 \). Then the corresponding solution \( f \geq 0 \) of the Boltzmann equation (1.1) in \( L^1(\langle v \rangle^2) \) satisfies: for any \( \tau > 0, 0 < s < \gamma/2 \), there are explicit constants \( C_{14} > 0 \) and \( a > 0 \) depending on the collision kernel, \( \tau \), \( s \) and the mass, energy and \( L^2 \) norm of \( f_0 \), such that
\[
\forall t \geq \tau, \| f_t - M \|_{L^1(m^{-1})} \leq C_{14} t^{-1}
\]
with \( m(v) = \exp [-a|v|^s] \). In the important case of hard spheres (1.2), the assumption "\( f_0 \in L^1(\langle v \rangle^2) \cap L^2 \)" can be relaxed into just "\( f_0 \in L^1(\langle v \rangle^2) \)”, and the same result (1.20) holds with explicit constant \( a, C_{14} > 0 \) depending only on the collision kernel, \( s \), \( \tau \), and the mass and energy of \( f_0 \).

**Proof of Lemma 4.8** It is straightforward that the assumptions (1.3), (1.4), (1.5), (1.7) implies the assumptions [29, equations (1.2) to (1.7)]. Hence by [29, Theorem 6.2] we deduce that for an initial datum in \( L^1(\langle v \rangle^2) \cap L^2 \), the solution satisfies for any \( \alpha > 0 \)
\[
\forall t \geq 0, \| f_t - M \|_{L^1} \leq C_\alpha t^{-\alpha}
\]
for some explicit constant $C_\alpha$ depending on $\alpha$, the collision kernel and the mass, energy and $L^2$ norm of the initial datum. We apply this result with $\alpha = 2$ and we interpolate by Hölder’s inequality with the norm $L^1(\exp [2a|v|^s])$ for $0 < s < \gamma/2$ which is bounded uniformly for $t \geq \tau > 0$ by Lemma 4.7 to deduce that

$$\forall t \geq \tau, \quad \|f_t - M\|_{L^1(m^{-1})} \leq C_{14} t^{-1}$$

with $m(v) = \exp [-a|v|^s]$.

In the case of hard spheres we use [29, Theorem 7.2] instead of [29, Theorem 6.2], which yields the same result (4.21), but under the sole assumption on the initial datum that $f_0 \in L^1$. □

Now we can conclude the proof of Theorem 1.2:

**Proof of Theorem 1.2.** Using Lemmas 4.7 and 4.8, we pick $t_0 > 0$ and $m(v) = \exp [-a|v|^s]$ with $0 < s < \gamma/2$ such that

$$\forall t \geq t_0, \quad \|f_t - M\|_{L^1(m^{-2})} \leq \varepsilon$$

where $\varepsilon$ is chosen as in Lemma 4.6. Then for $0 < \mu \leq \lambda$, we apply Lemma 4.6 starting from $t = t_0$:

$$\forall t \geq t_0, \quad \|f_t - M\|_{L^1(m^{-1})} \leq C_{13} \|f_{t_0} - M\|_{L^1(m^{-1})} e^{-\mu t} \leq C e^{-\mu t}.$$ 

This concludes the proof. □

**4.3. A remark on the asymptotic behavior of the solution.** Theorem 1.2 thus yields the asymptotic expansion

$$f = M + mg$$

with $g$ going to 0 in $L^1$ with rate $Ce^{-\lambda t}$. If we denote by $\Pi_1$ the spectral projection associated with the $-\lambda$ eigenvalue (for the definition of the spectral projection see [23, Chapter 3, Section 6, Theorem 6.17]) and $\Pi_1^\perp = \text{Id} - \Pi_1$, then the evolution equation on $\Pi_1^\perp(g)$ writes (using the fact that $\mathcal{L}$ commutes with $\Pi_1$)

$$\partial_t \Pi_1^\perp(g) = \mathcal{L}(\Pi_1^\perp(g)) + \Pi_1^\perp(\Gamma(g, g)).$$

By exactly the same analysis as above, one could prove that the semi-group of $\mathcal{L}$ restricted to $\Pi_1^\perp(L^1)$ decays with rate $C e^{-\lambda_2 t}$ where $\lambda_2 > \lambda$ is the modulus of the second non-zero eigenvalue. Thus by the Duhamel formula one gets

$$\|\Pi_1^\perp(g_t)\|_{L^1} \leq C e^{-\lambda_2 t} \|\Pi_1^\perp(g_0)\|_{L^1} + C \int_0^t e^{-\lambda_2(t-s)} \|\Pi_1^\perp(\Gamma(g_s, g_s))\|_{L^1} ds.$$

Then using that

$$\|\Pi_1^\perp(\Gamma(g_s, g_s))\|_{L^1} \leq C \|\Gamma(g_s, g_s)\|_{L^1} \leq C \|g_s\|_{L^1}^{3/2} \leq C e^{-(3/2)\lambda t}$$
we deduce that
\[ \| \Pi_1^\perp(g_t) \|_{L^1} \leq C e^{-\tilde{\lambda} t} \]
with \( \lambda < \tilde{\lambda} < \min\{\lambda_2, (3/2)\lambda\} \). Hence, setting \( \varphi_1 = m \Pi_1(g_t) \) and \( R = m \Pi_1^\perp(g_t) \), we obtain the asymptotic expansion
\[ f = M + \varphi_1 + R \]
with \( \varphi_1 = \varphi_1(t, v) \) going to 0 in \( L^1 \) with rate \( e^{-\lambda t} \) and \( R = R(t, v) \) going to 0 in \( L^1 \) with rate \( e^{-(\lambda + \varepsilon) t} \) for some \( \varepsilon > 0 \). Thus \( \varphi_1 \) is asymptotically the dominant term of \( f - M \), and as \( m^{-1} \varphi_1 \) belongs to the eigenspace of \( \mathcal{L} \) associated with \( \lambda \), we know by the study of the decay of the eigenvectors that
\[ \forall t \geq 0, \quad \varphi_1 \in L^2(M^{-1}). \]
Moreover \( \varphi_1 \) is the projection of the solution on the eigenspace of the first non-zero eigenvalue. It can be seen as the first order correction to the equilibrium regime, and the asymptotic profil of this first order correction is given by the eigenvectors associated to the \( -\lambda \) eigenvalue.

**Acknowledgments.** The idea of searching for some decay property on the eigenvectors imposed by the eigenvalue equation in order to prove that the eigenvectors belong to a smaller space of linearization originated from fruitful discussions with Thierry Gallay, under the impulsion of Cédric Villani. Both are gratefully acknowledged. We also thank Stéphane Mischler for useful remarks on the preprint version of this work. Support by the European network HYKE, funded by the EC as contract HPRN-CT-2002-00282, is acknowledged.

**References**

[1] **Arkeryd, L.** On the Boltzmann equation. *Arch. Rational Mech. Anal.* 45 (1972), 1–34.

[2] **Arkeryd, L.** Stability in \( L^1 \) for the spatially homogeneous Boltzmann equation. *Arch. Rational Mech. Anal.* 103 (1988), 151–167.

[3] **Baranger, C. and Mouhot, C.** Explicit spectral gap estimates for the linearized Boltzmann and Landau operators with hard potentials. Accepted for publication in *Rev. Mat. Iberoamericana*.

[4] **Bobylev, A. V.** The theory of the nonlinear spatially uniform Boltzmann equation for Maxwell molecules. *Mathematical physics reviews, Vol. 7* (1988), Soviet Sci. Rev. Sect. C Math. Phys. Rev., 111–233.

[5] **Bobylev, A. V.** Moment inequalities for the Boltzmann equation and applications to spatially homogeneous problems. *J. Statist. Phys.* 88 (1997), 1183–1214.

[6] **Bobylev, A. V. and Cercignani, C.** On the rate of entropy production for the Boltzmann equation. *J. Statist. Phys.* 94 (1999), 603–618.

[7] **Bouchut, F. and Desvillettes, L.** A proof of the smoothing property of the positive part of Boltzmann’s kernel. *Rev. Math. Iberoam.* 14 (1998), 47–61.
[8] Bobylev, A. V. and Gamba, I. M. and Panferov, V. A. Moment inequalities and high-energy tails for the Boltzmann equations with inelastic interactions. *J. Statist. Phys.* 116 (2004), 1651–1682.

[9] Brezis, H. Analyse fonctionnelle. Théorie et applications. Masson, Paris, 1983.

[10] Caflisch, R. E. The Boltzmann equation with a soft potential. I. Linear, spatially-homogeneous. *Comm. Math. Phys.* 74 (1980), 71–95.

[11] Carleman, T. Sur le théorie de l’équation intégrali différentielle de Boltzmann. *Acta Math.* 60 (1932), 369–424.

[12] Carlen, E. A. and Carvalho, M. C. Strict entropy production bounds and stability of the rate of convergence to equilibrium for the Boltzmann equation. *J. Statist. Phys.* 67 (1992), 575–608.

[13] Carlen, E. A. and Carvalho, M. C. Entropy production estimates for Boltzmann equations with physically realistic collision kernels. *J. Statist. Phys.* 74 (1994), 743–782.

[14] Carlen, E. A. and Lu, X. Fast and slow convergence to equilibrium for Maxwellian molecules via Wild sums. *J. Statist. Phys.* 112 (2003), 59–134.

[15] Carlen, E. A. and Gabetta, E. and Toscani, G. Propagation of smoothness and the rate of exponential convergence to equilibrium for a spatially homogeneous Maxwellian gas. *Comm. Math. Phys.* 199 (1999), 521–546.

[16] Cercignani, C. The Boltzmann equation and its applications. Applied Mathematical Sciences, 67. Springer-Verlag, New York, 1988.

[17] Cercignani, C. and Illner, R. and Pulvirenti, M. The mathematical theory of dilute gases. Springer-Verlag, New York, 1994.

[18] Ellis, R. S. and Pinsky, M. A. The first and second fluid approximations to the linearized Boltzmann equation. *J. Math. Pures Appl. (9)* 54 (1975), 125–156.

[19] Golse, F. and Poupaud, F. Un résultat de compacité pour l’équation de Boltzmann avec potentiel mou. Application au problème de demi-espace. *C. R. Acad. Sci. Paris Sér. I Math.* 303 (1986), 585–586.

[20] Grad, H. Principles of the kinetic theory of gases. In *Flügge’s Handbuch des Physik*, vol. XII, Springer-Verlag (1958), pp. 205–294.

[21] Grad, H. Asymptotic theory of the Boltzmann equation. II. Rarefied Gas Dynamics (Proc. 3rd Internat. Sympos., Palais de l’UNESCO, Paris, 1962), Vol. I (1963), pp. 26–59.

[22] Henry, D. Geometric theory of semilinear parabolic equations. Springer-Verlag, Berlin-New York, 1981.

[23] Kato, T. Perturbation theory for linear operators. Springer-Verlag, Berlin, 1995.

[24] Kuščer, I. and Williams, M. M. R. *Phys. Fluids* 10 (1967).

[25] Lions, P.-L. Compactness in Boltzmann’s equation via Fourier integral operators and applications I,II,III. *J. Math. Kyoto Univ.* 34 (1994), 391–427, 429–461, 539–584.

[26] Lu, X. A direct method for the regularity of the gain term in the Boltzmann equation. *J. Math. Anal. Appl.* 228 (1998), 409–435.

[27] Mischler, S., Mouhot, C., Rodriguez Ricard, M. Cooling process for inelastic Boltzmann equations for hard spheres, Part I: The Cauchy problem. Preprint 2004.

[28] Mischler, S. and Wennberg, B. On the spatially homogeneous Boltzmann equation. *Ann. Inst. H. Poincaré Anal. Non Linéaire* 16 (1999), 467–501.

[29] Mouhot, C. and Villani, C. Regularity theory for the spatially homogeneous Boltzmann equation with cut-off. *Arch. Rational Mech. Anal.* 173 (2004), 169-212.
[30] TOSCANI, G. AND VILLANI, C. Sharp entropy dissipation bounds and explicit rate of trend to equilibrium for the spatially homogeneous Boltzmann equation. *Comm. Math. Phys.* 203 (1999), 667–706.

[31] UKAI, S. On the existence of global solutions of a mixed problem for the nonlinear Boltzmann equation. *Proc. Japan Acad.* 50 (1974), 179–184.

[32] VILLANI, C. Cercignani’s conjecture is sometimes true and always almost true. *Comm. Math. Phys.* 243 (2003), 455–490.

[33] VILLANI, C. A review of mathematical topics in collisional kinetic theory. *Handbook of mathematical fluid dynamics, Vol. I*, 71–305, North-Holland, Amsterdam, 2002.

[34] WANG CHANG, C. S. AND UHLENBECK, G. E. AND DE BOER, J. Studies in Statistical Mechanics, Vol. V. North-Holland, Amsterdam, 1970.

[35] WENNBERG, B. Stability and exponential convergence in $L^p$ for the spatially homogeneous Boltzmann equation. *Nonlinear Anal.* 20, 8 (1993), 935–964.

[36] WENNBERG, B. Regularity in the Boltzmann equation and the Radon transform. *Comm. Partial Diff. Equations* 19 (1994), 2057–2074.

[37] WENNBERG, B. Entropy dissipation and moment production for the Boltzmann equation. *J. Statist. Phys.* 86 (1997), 1053–1066.

C. MOUHOT

UMPA, ÉNS LYON
46 ALLÉE D’ITALIE
69364 LYON CEDEX 07
FRANCE

E-MAIL: cmouhot@umpa.ens-lyon.fr