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When a luminous source is extended, its distortions by weak gravitational lensing are richer than a mere combination of magnification and shear. In a recent work, we proposed an elegant formalism based on complex analysis to describe and calculate such distortions. The present article further elaborates this finite-beam approach, and applies it to a realistic cosmological model. In particular, the cosmic correlations of image distortions beyond shear are predicted for the first time. These constitute new weak-lensing observables, sensitive to very-small-scale features of the distribution of matter in the Universe. While the major part of the analysis is performed in the approximation of circular sources, a general method for extending it to noncircular sources is presented, and applied to the astrophysically relevant case of elliptic sources.
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I. INTRODUCTION

The standard theory of weak gravitational lensing is built upon a relativistic formalism whereby light beams, and hence their sources, are infinitesimal [1,2]. In this context, gravitation acts on photon beams via tidal forces, which by essence can only produce three classes of effects: convergence, shear, and rotation. In particular, shear, which is a change in the apparent ellipticity of an image, is the only distortion that infinitesimal sources can undergo. The weak shear field and its statistical properties currently represents a key observable in cosmology.

In a previous article, Ref. [3], hereafter FLU17, we argued that the infinitesimal-beam approximation is conceptually incorrect when light propagates through matter, whose distribution always vary on scales that are eventually shorter than the beam’s cross-sectional diameter, provided one adopts a sufficient resolution. We addressed this problem by designing a finite-beam formalism for weak lensing, which allowed us, in particular, to solve the so-called Ricci-Weyl dichotomy [4–9]. The results of FLU17 also suggested that cosmic shear observations could be plagued with nonnegligible finite-beam corrections. This was further investigated in a companion paper [10], hereafter FLU18a; it turns out that finite-beam corrections were overestimated in FLU17, due to simplistic assumptions on the distribution of matter in the Universe.

Unlike infinitesimal sources, extended sources can exhibit more complex distortions than a mere shear. The notion of flexion [11,12], for example, which characterizes the arckness of an image, has already been thoroughly investigated in the literature. In the present article, we propose a simple unified mathematical description of weak lensing beyond shear, thereby generalizing the theory of flexion, and apply it to a realistic cosmological model. Furthermore, while the analysis of FLU17 was limited to circular sources only, we show how our finite-beam formalism can be generalized to noncircular sources.

The article is organized as follows: in Sec. II, we summarize the general context, approximations, and equations of the finite-beam formalism; in Sec. III, we show how the notion of shear can be extended to higher-order moments of an image; we compute these higher moments in a cosmological context in Sec. IV as well as their two-point correlations, in the case of circular sources; finally, we show how to tackle noncircular sources in Sec. V and conclude in Sec. VI.

We adopt units in which the speed of light is unity. Two-dimensional vectors are denoted with bold symbols (β, θ, λ, . . . ) while underlined quantities (β̂, ̂θ, ̂λ, . . . ) are their complex representation: if θ = (θx, θy), then ̂θ ≡ θx + iθy.

II. FORMALISM

This section briefly exposes our finite-beam formalism; further details about its construction, including physical motivations, can be found in FLU18a. We consider a statistically homogeneous and isotropic Universe, filled with non-compact, spherical, non-rotating, and slowly moving massive objects (apart from their cosmic recession). The geometry of the resulting spacetime can be modeled by the FLRW metric with scalar perturbations,

\[ ds^2 = a^2(\eta) \left\{ - (1 + 2\Phi) d\eta^2 + (1 - 2\Phi) \left[ d\chi^2 + f_K(\chi) d\Omega^2 \right] \right\}, \]

where \( a \) denotes the scale factor quantifying cosmic expansion, \( K \) is the background spatial curvature parameter, \( f_K(\chi) \equiv \sin(\sqrt{K} \chi)/\sqrt{K} \), \( \Phi \) is the gravitational potential generated by
the massive objects, and \( \eta, \chi \) are respectively the background conformal time and comoving radial coordinate.

Let an extended source be made of points which, in the absence of lensing, i.e. in a strictly homogeneous Universe, are observed in directions \( \beta \), as depicted in Fig. 1. Although \( \beta \) represents an angular difference between two positions on the observer’s celestial sphere, we will assume that this angle is small enough for \( \beta \) to be well approximated by a vector in a plane. In other words, the source is extended, but small, so that paraxial optics (flat-sky approximation) is valid. Let us call \( S \) the unlensed contour of the source. If point-lenses are placed at various positions \( \lambda_k \), then the image \( \theta \) of a point-source at \( \beta \) satisfies the lens equation

\[
\beta \equiv \theta - \sum_k \varepsilon_k^2 \frac{\theta - \lambda_k}{|\theta - \lambda_k|^2},
\]

where \( \varepsilon_k \) denotes the Einstein radius of the lens \( k \). The Einstein radius of a lens quantifies its capacity to distort images.

Because we only consider the main image of each point, the contour \( S \) of the extended source is lensed into a slightly distorted contour \( \hat{I} \), as shown in Fig. 1.

The Einstein radius of the lens \( k \) reads

\[
\varepsilon_k^2 \equiv \frac{4Gm_k D_{OS}}{DO_k D_{OS}} = \frac{4Gm_k (1 + \varepsilon_k)}{f_k(\chi_S - \chi_k)} ,
\]

where \( m_k \) is the mass of the lens, while \( D_{OS}, DO_k, \) and \( D_{OS} \) are the angular-distance distances, respectively, of the source seen from the lens \( k \), of the lens \( k \) seen from the observer, and of the source seen from the observer; \( \varepsilon_k \) denotes the observed redshift of the lens.

Quite importantly, because we have chosen the background spacetime to be FLRW, which corresponds to a Universe homogeneously filled with matter, the mass of the lenses \( m_k \) and the corresponding squared Einstein radius, \( \varepsilon_k^2 \), are allowed to be negative. This is due to the fact that \( \Phi \), which drives light deflection with respect to this background, satisfies a Poisson equation of the form \( \Delta \Phi = 4\pi G a^2 (\rho - \bar{\rho}) \), where \( \bar{\rho} \) is the mean energy density. Introducing negative masses is a trick to account for the presence of \( -\bar{\rho} \) in this equation. For that reason, when going from a discrete to a continuous description of the matter distribution in Subsec. IV.A, the masses \( m_k \) of the lenses will be replaced by \( \delta \rho \equiv \rho - \bar{\rho} \), instead of simply \( \rho \).

It is convenient to adopt a complex representation \( \beta, \theta, \lambda_k \) of the two-dimensional vectors \( \beta, \theta, \lambda_k \). If \( (e_x, e_y) \) denotes an arbitrary orthonormal basis of the flat sky, then

\[
\theta = \theta_x e_x + \theta_y e_y \mapsto \hat{\theta} = \theta_x + i\theta_y .
\]

With this notation, the lensing displacement \( \delta \theta \) becomes

\[
\delta \theta \equiv \theta - \beta = \sum_k \varepsilon_k^2 \frac{\beta - \lambda_k}{|\beta - \lambda_k|^2}.
\]

where a star denotes complex conjugation.

The complex notation is particularly useful for describing the distortions of an image. Its most straightforward application is the calculation of the convergence \( \kappa = (\Omega - \Omega_3)/(2\Omega_S) \), where \( \Omega, \Omega_3 \) respectively denote the angular area of the image and the source. From

\[
\Omega = \int_{\text{int}} d^2 \theta = \frac{1}{2\pi} \oint_{\hat{I}} \theta^* d\theta,
\]

one can substitute the complex lens equation, apply the residue theorem, and find [FLU17]

\[
\kappa = \sum_{k=\text{int}S} \frac{\pi \varepsilon_k^2}{\Omega_S} ,
\]

at lowest order in the lensing displacement \( \delta \theta \). This result shows in particular that, at this order of approximation, only the lenses enclosed by the light beam—interior lenses—contribute to its focusing. The case of shear is comprehensively investigated in FLU18a, showing the respective roles of interior and exterior lenses. In the present article, we generalize the analysis of FLU18a by showing how the complex formalism allows one to elegantly calculate all the moments of an image, thereby characterizing their shape with precision.
III. MOMENTS OF AN IMAGE

Measurements of the weak gravitational shear are historically based on the image quadrupole (or second moment),

\[ Q_{ab} = \frac{\int W[I(\theta)] \theta_a \theta_b \, d^2 \theta}{\int W[I(\theta)] \, d^2 \theta}, \tag{9} \]

where \( I(\theta) \) is the image surface brightness in the direction \( \theta \), and \( W \) is a weighting function. The quadrupole matrix \( Q \) is then used to define the ellipticity \( \epsilon \) of the image as \[\epsilon = \frac{2Q_{(11)} + iQ_{(12)}}{\text{tr}Q}, \tag{10}\]

where angular brackets \( Q_{(ab)} \) denotes the traceless part of \( Q \). In this section, we propose a generalization of \( Q \) and \( E \), in order to characterize distortions of the shape of extended sources beyond shear.

A. Generalizing the image quadrupole

For any \( n > 0 \), we define the image moments as

\[ M_{a_1 \ldots a_n} = \frac{\int W[I(\theta)] \theta_{a_1} \ldots \theta_{a_n} \, d^2 \theta}{\int W[I(\theta)] \, d^2 \theta}. \tag{11}\]

While the second moment (quadrupole) characterizes the ellipticity of the image, the third one (octupole) quantifies its triangularity, the fourth one (hexadecapole) its squarity, and so on. In Ref. [13], moments beyond the quadrupole were dubbed HOLICs, for Higher-Order Lensing Image’s Characteristics. In Eq. (11), we have set the origin of image positions \( \theta \) at the \( W \)-center of the image, that is

\[ \int W[I(\theta)] \theta \, d^2 \theta = 0, \tag{12}\]

which implies that the first moment (dipole) \( M_a \) is zero.

Following FLU17, we assume for simplicity that \( W \) is a top-hat function with an arbitrary brightness threshold, so that \( W = 1 \) within the image, and \( W = 0 \) otherwise. The denominator of Eq. (11) then becomes the angular area \( \Omega \) of the image, while the numerator can be turned into a one-dimensional integral over the contour \( I \) of the image:

\[ M_{a_1 \ldots a_n} = \frac{1}{\Omega} \int_{\text{int}I} \theta_{a_1} \ldots \theta_{a_n} \, d^2 \theta \tag{13}\]

\[ = \frac{1}{(n+2)\Omega} \int_{I} \frac{\partial(\theta_{a_1} \ldots \theta_{a_n} \delta)}{\partial \theta_0} \, d^2 \theta \tag{14}\]

\[ = \frac{1}{(n+2)\Omega} \int_{I} \theta_{a_1} \ldots \theta_{a_n} \, \text{det}(\theta, d\theta) \tag{15}\]

\[ = \frac{1}{(n+2)\Omega} \frac{2\pi}{\Omega} \hat{\theta}_{a_1} \ldots \hat{\theta}_{a_n} \theta^{n+2} \, d\psi, \tag{16}\]

where we used Stokes’ theorem to go from Eq. (14) to Eq. (15), and in the last line we introduced the norm \( \theta \) of \( \theta \), and the unit vector \( \theta = \theta / ||\theta|| \) with components \( \theta = (\cos \psi, \sin \psi) \).

The fully symmetric tensor \( M \) has in general \( n + 1 \) independent components, but this number drops to 2 if we only consider its trace-free part, \( M_{(a_1 \ldots a_n)} \), whose contraction of any pair of indices vanishes:

\[ \forall i \neq j \quad \delta^{a_i a_j} M_{(a_1 \ldots a_n)} = 0. \tag{17}\]

Since the left-hand side of Eq. (17) is a symmetric tensor with \( n - 2 \) indices, the above represents \( n - 1 \) independent constraints, whence the fact that \( M_{(a_1 \ldots a_n)} \) has only two independent components. These can be chosen as \( M_{(1 \ldots 11)} \) and \( M_{(1 \ldots 12)} \). Indeed, any other component will have pairs of indices with the value 2, which can thus be converted into pairs of 1 by the trace-free condition, and reshuffled in order to get either of the two aforementioned components. From these two independent components, we define the complex moment

\[ M_n \equiv M_{(1 \ldots 11)} + i M_{(1 \ldots 12)}, \tag{18}\]

which is a direct generalization of the numerator of the complex ellipticity [10] of an image.

The final step consists in using that

\[ \hat{\theta}(1 \ldots \hat{\theta}(1) = \frac{\cos n \psi}{2^{n-1}}, \tag{19}\]

\[ \hat{\theta}(1 \ldots \hat{\theta}(2) = \frac{\sin n \psi}{2^{n-1}}, \tag{20}\]

where it is understood that the left-hand sides contain \( n \) factors.

These relations are relatively well known in the framework of symmetric-trace-free tensors; they can proved by induction. The complex representation \( \hat{\theta} \) of \( \theta \) then naturally arises into the expression of \( M_n \),

\[ M_n = \frac{1}{2^{n-1}(n+2)\Omega} \int_0^{2\pi} \theta^{n+2} e^{i n \psi} \, d\psi \tag{21}\]

\[ = \frac{1}{2^{n-1}(n+2)\Omega} \int_0^{2\pi} \theta^{n+2} e^{i n \psi} \, d\psi. \tag{22}\]

Why only considering trace-free moments? In fact, this is only justified in the case of circular sources. Consider a circular source with constant radius \( \beta \), and write \( \theta = \beta + \delta \theta \), for each point \( \beta = \beta \hat{\beta} \) of this circle. Then the \( n \)th moment reads

\[ M_{a_1 \ldots a_n} = \frac{\beta^{n+2}}{(n+2)\Omega} \int_0^{2\pi} \hat{\theta}_{a_1} \ldots \hat{\theta}_{a_n} \, d\psi \]

\[ + \frac{\beta^{n+1}}{2\Omega} \int_0^{2\pi} (\hat{\beta} \cdot \delta \theta) \hat{\theta}_{a_1} \ldots \hat{\theta}_{a_n} \, d\psi + O(\delta \theta^2). \tag{23}\]

Since \( \delta^{a_i a_j} \hat{\theta}_{a_i} \hat{\theta}_{a_j} = 1 \), any trace of the \( n \)th moment \( M_{a_1 \ldots a_n} \) is related to the \((n-2)\)th moment, whence our interest in the trace-free part. This rationale, however, does not hold if the source is not circular, and thus we lose information by focusing on the trace-free moments in general.

\* The usual notation for this ellipticity is \( \chi \), we chose to call it \( E \) in order to avoid confusions with the comoving radial coordinate.
The complex ellipticity $\hat{\boldsymbol{\psi}}$ is a normalized version of $M_2$, using $i\hat{\theta}_\phi$ to eliminate the direct dependency in the area of the image. Similarly, we choose to normalize $M_n$ with 

$$N_n = \frac{n+1}{2^{n+2}} \int_0^{\pi} \theta^n d\theta = \frac{1}{2^{n+2}} \int_0^{2\pi} \theta^n d\theta = \frac{2}{n+2} \left( \frac{\theta^n}{\theta} \right) d\theta,$$  

thereby defining the reduced $n$th moment of the image:

$$\mu_n = \frac{M_n}{N_n} = \frac{2}{n+2} \left( \frac{\theta^n}{\theta} \right) d\theta.$$  

(24)

Recall that $n > 0$, and that by construction $\mu_1 = 0$. The first reduced moment containing information is thus $\mu_2$, which corresponds to the complex ellipticity, $E = 2\mu_2$. As will be further discussed in Subsec. III E, $\mu_3$ is related to the so-called $\hat{G}$-type flexion [12]. To our knowledge, the moments $n \geq 4$ have never been considered in the weak-lensing literature.

### B. Expression of the reduced moments in weak lensing

Let us now relate the reduced moments $\mu_n$ to the properties of the source $S$ and of the lenses which turn it into the image $I$. Our goal is to derive an expression of the form $\mu_n = \mu_n^S + \delta \mu_n$, where $\mu_n^S$ is the intrinsic reduced moment of the source, and $\delta \mu_n$ its observed correction due to lensing. We start with the complex expression of the lens equation

$$\hat{\theta} = \beta + i\hat{\theta}_\phi,$$

(26)

and expand the integrals of Eq. (25) at first order in $\delta \hat{\theta}$, starting with the numerator. On the one hand, the integrand reads

$$\theta^n \hat{\theta}_\phi^2 = \beta^n \hat{\theta}_\phi^2 + \beta^n \left[ (n+1) \beta^2 \delta \theta + \beta \delta \hat{\theta}_\phi \right].$$  

(27)

On the other hand, we must be careful of the fact that integration is performed over the polar angle $\phi$ of the image points $\hat{\theta} = \theta e^{i\phi}$, which differs from the polar angle $\varphi$ of the corresponding source points $\beta = \beta e^{i\varphi}$. Defining $\tilde{\theta}_\phi = \theta - \varphi$, and writing that, at first order in $\delta \phi$, $\tilde{\theta} = \theta e^{i\varphi}(1 + i\delta \phi) = \beta + i\delta \tilde{\theta}_\phi$, we find

$$\delta \phi = \text{Im} \left( \beta^{-1} \delta \tilde{\theta}_\phi \right).$$

(28)

The integral of $M_n$ thus reads, at first order,

$$\int_0^{2\pi} \theta^n \hat{\theta}_\phi^2 d\phi = \int_0^{2\pi} \beta^n \hat{\theta}_\phi^2 \left[ 1 + \frac{\delta \tilde{\theta}_\phi}{\text{d} \phi} \right] d\phi$$

$$+ \int_0^{2\pi} \beta^n \left[ (n+1) \beta^2 \delta \theta + \beta \delta \hat{\theta}_\phi \right] \frac{\text{d} \phi}{\text{d} \theta} d\phi.$$  

(29)

Integrating the first term by parts, replacing $\delta \phi$ by its expression, and re-arranging the various terms, we get

$$\int_0^{2\pi} \theta^n \hat{\theta}_\phi^2 d\phi = \int_0^{2\pi} \beta^n \hat{\theta}_\phi^2 d\phi$$

$$+ \frac{n+2}{2\pi} \int_0^{2\pi} \delta \phi \beta^n \left( \frac{\text{d} \beta}{\text{d} \psi} + i\beta \right) e^{i\phi} d\phi$$

$$- \frac{n+2}{2\pi} \int_0^{2\pi} \delta \phi \beta^n \left( \frac{\text{d} \beta}{\text{d} \psi} - i\beta \right) e^{-i\phi} d\phi.$$  

(30)

The final step consists in recognizing, in the last two terms of Eq. (30), the differential $d\beta = (\text{d} \beta / \text{d} \psi + i\beta) e^{i\phi} d\phi$ and its complex conjugate. In other words, we have

$$\int_0^{2\pi} \theta^n \hat{\theta}_\phi^2 d\phi = \frac{n+2}{2\pi} \int_0^{2\pi} \beta^n \hat{\theta}_\phi^2 d\psi$$

$$+ \frac{n+2}{2\pi} \int_S \delta \theta \beta^n d\beta + \frac{n+2}{2\pi} \int_S \delta \hat{\theta}_\phi (\beta^n) \beta^n d\beta.$$  

(31)

The calculation of the denominator of Eq. (25), corresponding to the normalization $N_n$, follows similar lines, and yields

$$\int_0^{2\pi} \theta^n + 2 d\phi = \int_0^{2\pi} \beta^n + 2 + 2 Re \left[ \frac{n+2}{2\pi} \int_S \delta \hat{\theta}_\phi \beta^n d\beta \right].$$  

(32)

Gathering Eqs. (31), (32), we obtain

$$\mu_n = \left[ 1 - \frac{(n+2) Re \left[ \frac{1}{2\pi} \int_S \delta \theta \beta^n d\beta \right]}{\frac{1}{\pi} \int_0^{2\pi} \beta^n + 2 d\phi} \right] \mu_n^S$$

$$+ \frac{1}{\pi} \int_S \delta \hat{\theta}_\phi \beta^n d\beta + \frac{1}{\pi} \int_S \delta \hat{\theta}_\phi (\beta^n) \beta^n d\beta,$$  

(33)

which shows how weak lensing affects the reduced multipole of an image at lowest order in light deflection. The advantage of this expression is that all the lensing effects are expressed in terms of complex integrals of $\beta^n$. By virtue of the lens equation, this quantity reads, still at lowest order,

$$\delta \hat{\theta}_\phi = \sum_{k>0} \frac{\epsilon_k^2}{\beta - \lambda_k}.$$  

(34)

Therefore, $\mu_n$ takes the form

$$\mu_n = \left[ 1 - \frac{n+2}{D_n} \sum_k \epsilon_k^2 \text{Re} \left[ C_n(A_k) \right] \right] \mu_n^S$$

$$+ \frac{1}{D_n} \left[ \sum_k \epsilon_k^2 A_n(A_k) + \sum_k \epsilon_k^2 B_n(A_k) \right],$$  

(35)

with the four integrals

$$A_n(A) = \frac{1}{2\pi} \int_S \frac{\beta^n d\beta}{\beta - \lambda},$$  

(36)

$$B_n(A) = \frac{1}{2\pi} \int_S \frac{(\beta^n) d\beta}{\beta - \lambda},$$  

(37)

$$C_n(A) = \frac{1}{2\pi} \int_S \frac{\beta^n d\beta}{\beta - \lambda},$$  

(38)

$$D_n = \frac{1}{2\pi} \int_0^{2\pi} \beta^{n+2} d\phi.$$  

(39)

Determining $\mu_n$ for a given source $S$ thus consists in computing the integrals $A_n, B_n, C_n, D_n$. While $A_n$ is directly integrated
via the residue theorem, the last two are more challenging in general. We will see in Sec. [V] how to handle them, and focus on circular sources for the remainder of this section.

C. Circular sources

The results which have been obtained so far are fully general with respect to the shape \( S \) of the source. However, they greatly simplify, and are more easily interpreted, in the case of circular sources. Thus, from now on and until Sec. [V] we restrict the analysis to circular sources, i.e., \( \beta = \beta e^{i\varphi} \) where \( \beta \) does not depend on \( \varphi \). It is easy to see that all the intrinsic moments of a circular source vanish, \( \mu_k^n = 0 \) for any \( n > 1 \). The moments of the image are then all due to lensing, and read

\[
\mu_n = \frac{1}{\beta^{n+2}} \sum_k \left\{ A_n(\lambda_k) + [B_n(\lambda_k)]^* \right\} . \tag{40}
\]

The residue theorem immediately yields, for the first integral,

\[
A_n(\lambda_k) \equiv \frac{1}{2\pi i} \oint_S \frac{p^n \, dp}{\beta - \lambda_k} = \left\{ \begin{array}{ll} \lambda_k^n & \text{if } \lambda_k \in \text{int} S \\ 0 & \text{if } \lambda_k \in \text{ext} S \end{array} \right. , \tag{41}
\]

so that only the lenses enclosed by the source contribute to this part of \( \mu_n \) (this also holds for noncircular sources).

The \( B_n \)-integral is less immediately calculated, because its integrand is not obviously \( C \)-differentiable: it depends on both \( \beta \) and \( \beta' \). However, since \( S \) is a circle, for any \( \beta \in S \) we can write \( \beta'^2 = \beta^2/\beta \), where \( \beta^2 \) is a constant which can be taken out of the integral,

\[
B_n(\lambda_k) \equiv \frac{1}{2\pi i} \oint_S \frac{\beta'^n \, dp}{\beta - \lambda_k} = \frac{\lambda_k^{2n}}{2\pi i} \oint_S \frac{dp}{\beta^n (\beta - \lambda_k)} . \tag{42}
\]

The residue theorem can now be applied, either directly, allowing for the fact that the integrand generally has two poles (at \( \lambda_k \) and \( \lambda_* \)), or after changing the variable to \( w = \beta/\beta' \) which brings one back to Eq. (41). The result is

\[
\frac{1}{2\pi i} \oint_S \frac{dp}{\beta^n (\beta - \lambda_k)} = \left\{ \begin{array}{ll} 0 & \text{if } \lambda_k \in \text{int} S \\ -\lambda_k^{-n} & \text{if } \lambda_k \in \text{ext} S \end{array} \right. , \tag{43}
\]

hence this second contribution only depends on the lenses located outside the source.

Summarizing, the reduced moments of the image of a weakly lensed circular source read

\[
\mu_n = \sum_{k \in \text{int} S} \left( \frac{\lambda_k}{\beta} \right)^2 \lambda_k^n - \sum_{k \in \text{ext} S} \left( \frac{\lambda_k}{\beta} \right)^2 \lambda_k^{-n} \tag{44}
\]

\[
\mu_{\text{int}}^n \quad \quad \mu_{\text{ext}}^n
\]

This generalizes the case of shear, \( \gamma = \mu_2 \), obtained in FLU18a. The closer a lens to the contour of the source, the greater its impact on the image moments. This behavior is enhanced as \( n \) is larger, so that large moments are only sourced by lenses which are very close to the source.

D. Relation between reduced moments and Fourier modes

The geometric meaning of the reduced moments is clearer when re-interpreted as a combination of Fourier modes. Consider again a circular source, and let us parameterize the displacement \( \delta \theta = \theta - \beta \) of its contour with the polar angle \( \varphi \) of the associated point source \( \beta = \beta e^{i\varphi} \). Since \( S \) is a closed curve, the complex function \( \varphi \mapsto \delta \theta(\varphi) \) is \( 2\pi \)-periodic, and thus can be expanded in Fourier series as

\[
\delta \theta(\varphi) = \sum_{p \in \mathbb{Z}} \delta \theta_p e^{i(p+1)\varphi} , \tag{45}
\]

\[
\delta \theta_p = \frac{1}{2\pi} \int_0^{2\pi} \delta \theta e^{-ip\varphi} \, d\varphi . \tag{46}
\]

Comparing the definition of \( \delta \theta_p \) with the expression (40), one immediately sees that, for any \( n > 1 \),

\[
\mu_n^{\text{int}} = \frac{\delta \theta_p^n}{\beta} , \quad \text{and} \quad \mu_n^{\text{ext}} = \frac{\delta \theta_p^n}{\beta} . \tag{47}
\]

This shows that, as far as circular sources are concerned, interior lenses (i.e., lenses enclosed by the source) only generate positive Fourier modes of distortion, while exterior lenses only generate negative Fourier modes, as already noticed in FLU17. Note however that those modes are not individually observable, because the polar angle \( \varphi \) itself is not observable. In other words, measuring a slightly triangular image shape (\( \mu_3 \)) does not tell one whether it is due to an interior lens \((\mu_3^{\text{int}} = \delta \theta_p^3 / \beta)\) or an exterior lens \((\mu_3^{\text{ext}} = \delta \theta_p^3 / \beta)\). The other moments can be used to break this degeneracy, because the dependence of \( \mu_n^{\text{ext}} \) in the position of interior lenses is different from the dependence of \( \mu_n^{\text{int}} \) in the position of exterior lenses.

Despite the fact that the Fourier modes \( \delta \theta_p \) are not individually observable, they are convenient for visualizing the respective effect of interior and exterior lenses on a circular source. Indeed, the contour of the image

\[
\theta(\varphi) = \beta e^{i\varphi} + \sum_{p \in \mathbb{Z}} \delta \theta_p e^{i(p+1)\varphi} \tag{48}
\]

can be viewed as a curve drawn by a fictitious device made of successive wheels with different sizes and spinning with different angular velocities. Suppose, for example, that there is only a single non-vanishing mode \( \delta \theta_p \). Now consider a wheel with radius \( \beta \); on the surface of this first wheel, fix the center of second wheel with radius \( |\delta \theta_p| \), and on the surface of this second wheel, attach a pen at angular position \( \text{Arg}(\delta \theta_p) \). Then \( \delta \theta_p \) is the curve drawn by the pen if the first wheel rotates with angular velocity \( \omega \), thereby dragging the center of the second wheel spinning with angular velocity \((p+1) \times \omega \). The effect of the first four positive and negative modes is depicted in Fig. [2].

The relation (47) between reduced moments \( \mu_n \) and Fourier modes \( \delta \theta_p \) also provides an alternative way to compute \( \mu_n \) for circular sources. Indeed, the displacement field \( \delta \theta(\varphi) \) is
Figure 2. Fourier decomposition of the image (black line) of a circular source (gray line) by a couple of lenses (black dots), whose Einstein radii are indicated with dotted lines. We chose here to go far beyond the weak-lensing regime, |β| \ll r_{\text{Ein}} = 2\theta/3, in order to visually enhance the effect. On the right-hand side, each black line shows the effect of a single Fourier mode \( p \), i.e. \( \varphi \rightarrow \beta e^{i\varphi} + \partial_\varphi e^{i(p+1)\varphi} \). By virtue of Eq. (47), for any \( n > 0 \), the \( n \)th reduced complex moment is given by the combination of the Fourier modes \( n \) and \(-n\), \( \mu_n = (\delta_{\varphi,n} + \delta_{\varphi,-n})/2 \).

nothing but a geometric series

\[
\begin{align*}
\delta\vartheta &= \sum_k \frac{\epsilon_k^2}{\beta - A_k} \\
&= \sum_{k \in \text{int}S} \frac{\epsilon_k^2}{\beta} \frac{1}{1 - A_k/\beta} - \sum_{k \in \text{ext}S} \frac{\epsilon_k^2}{A_k} \frac{1}{1 - \beta/A_k} \\
&= \sum_{p=0}^{\infty} \left[ \sum_{k \in \text{int}S} \frac{\epsilon_k^2}{\beta} \left( \frac{\beta}{A_k} \right)^p \right] e^{i(p+1)\varphi} \\
&\quad - \sum_{p=-\infty}^{-1} \left[ \sum_{k \in \text{ext}S} \frac{\epsilon_k^2}{A_k} \left( \frac{A_k}{\beta} \right)^p \right] e^{i(p+1)\varphi},
\end{align*}
\]

(49)

(50)

(51)

where the Fourier modes \( \delta_{\varphi \geq 0}, \delta_{\varphi < 0} \), and hence \( \mu_n^{\text{int}}, \mu_n^{\text{ext}} \), can directly be read.

E. Relation with flexion and Clarkson’s roulettes

Weak lensing beyond shear has already been investigated in the literature, notably through the notion of flexion. The first type of flexion, denoted \( F \) was first introduced by Goldberg & Bacon in Ref. [11], and the second type, denoted \( G \), by Bacon et al. in Ref. [12]. The \( F \)-type flexion is a spin-1 quantity, and is related to the displacement of the centroid of an image with respect to its contour. The \( G \)-type flexion has spin 3, and can be seen as the triangularity, or arckiness, of the image. While the initial proposition for flexion measurements relied on shapelets [16] [17], another method, based on the image moments (HOLICs), was developed in Refs. [15] [18] [19], thereby extending a first analysis by other authors [20]. See Ref. [21] for a comparison of the relative merits of shapelets and moments for flexion measurements.

In its standard formalism, flexion derives from shear. If \( \gamma(\alpha) \) is the shear observed in a direction \( \alpha \), then

\[
F = -2 \frac{\partial \gamma}{\partial \alpha}, \quad G = -2 \frac{\partial \gamma}{\partial \alpha^2}.
\]

(52)

These quantities are easily computed with our formalism: reintroducing the dependence in the observation direction \( \alpha \) (center of the image) in Eq. (44), and applying it to \( n = 2 \) (shear), we indeed have

\[
\gamma(\alpha) = \sum_{k \in \text{int}S} \frac{\epsilon_k^2 (\lambda_k - \alpha)^2}{\beta^3} - \sum_{k \in \text{ext}S} \frac{\epsilon_k^2 (\lambda_k^* - \alpha^*)^3}{\beta}.
\]

(53)

and hence

\[
F = \sum_{k \in \text{int}S} 4 \frac{\epsilon_k^2 (\lambda_k - \alpha)}{\beta^3} = 4 \mu_1^{\text{int}}/\beta, \quad G = \sum_{k \in \text{ext}S} 4 \frac{\epsilon_k^2 (\lambda_k^* - \alpha^*)^3}{\beta}.
\]

(54)

(55)

\footnote{Differences with the original expressions of Ref. [12] come from (i) a different convention for shear; (ii) the fact that in this reference the complex derivative is defined in an unusual way:}

\[
\partial = \frac{\partial}{\partial \alpha_1} + i \frac{\partial}{\partial \alpha_2} = 2 \frac{\partial}{\partial \alpha_3}.
\]
We thus recover the spin-1 and spin-3 properties of the two flexions, as well as their geometrical interpretation (see Fig. 2). The \( F \)-type flexion being only due to interior lenses, we recover the known fact that, outside of any form of matter, \( F = 0 \). Since \( \mu_1 = 0 \) by definition, we conclude that the \( F \)-type flexion is not observable in our framework. This apparent contradiction with the literature, notably Refs. [13 21], is due to our restriction to a top-hat weighting function when calculating the moments \( M_{\mu} \), and hence \( \mu_n \). This choice allowed us to turn the two-dimensional problem of the image analysis to a one-dimensional problem: the analysis of its contour. Albiet mathematically convenient, this restriction removes a part of the information contained in the image, notably the position of its centroid, which is precisely what \( F \) acts on. Furthermore, in our framework, \( G \propto \mu_3^{m_{\text{int}}} \) cannot be observed independently from its complementary term \( \mu_3^{m_{\text{ext}}} \), just like shear picks up contributions from interior lenses. We stress that, by construction, the standard flexion theory cannot allow for \( \mu_3^{m_{\text{int}}} \), which thus represents an entirely new component.

Let us close this section by discussing the connections between our approach and the recent work of Clarkson [22 23]—the so-called roulettes. The roulette formalism somehow takes a path which is opposite to ours: while we use the strong-lensing formalism to describe weak-lensing beyond infinitesimal beams (see Sec. II), Clarkson extended the weak-lensing formalism to describe strong lensing. We thus expect both approaches to meet midway. In the roulette approach, the lensing displacement field \( \delta \theta \) is computed via a nonlinear generalization of the geodesic deviation equation; the result takes the form (notations are adapted)

\[
\delta \theta^a = \sum_{m=1}^{\infty} \frac{1}{m!} A_{b_1...b_m}^a \theta^{b_1}...\theta^{b_m},
\]

where \( A_{b_1...b_m}^a \) is given by an integral of the transverse derivatives of the Riemann tensor. From the symmetric-trace-free part of \( A_{ab_1...b_m} \), one then defines normal modes which appear to be very similar to the Fourier modes \( \delta \theta_m \) introduced in Subsec. III C and depicted in Fig. 2. This similarity can be schematically explained as follows: in the weak lensing regime, the \( \theta_s \) in the right-hand side of Eq. (56) can be replaced by \( \beta_s \); then, modulo resummation, the traces of \( A_{ab_1...b_m} \) can be absorbed in the terms \( m = 2, m = 4, \) etc. Calling \( B_{a(b_1...b_m)}^a \), the symmetric-trace-free tensors obtained after resummation,

\[
\delta \theta^a = \sum_{m=0}^{\infty} \frac{1}{m!} B_{(b_1...b_m)}^a \beta^{(b_1}...\beta^{b_m)} = \sum_{m=0}^{\infty} \frac{1}{m!} B_{(1...11)}^a \cos m \varphi + B_{(1...12)}^a \sin m \varphi.
\]

Thus, there are combinations \( \hat{B}_m \) of the components of the above tensors such that

\[
\delta \theta = \sum_{m=2}^{\infty} \hat{B}_m \omega^{m \varphi},
\]

whence the correspondence between the Fourier modes \( \delta \theta_m \) and the normal modes of the roulette formalism.

IV. COSMIC WEAK LENSING BEYOND SHEAR

Just like their apparent ellipticity, the other reduced moments \( \mu_n \) of images of galaxies are observable quantities, whose lensing contribution depends on the underlying distribution of matter in the Universe. This section generalizes what is currently the main observable of weak lensing—the shear two-point correlation function—to higher-order moments. For simplicity, the analysis is here restricted to circular sources, so that the results of Subsec. III C can be applied. Corrections due to noncircularity will be discussed in Sec. V.

A. From discrete lenses to a continuous matter distribution

In the previous section, we calculated the effect of a set of discrete lenses on an image’s reduced moments. The first step towards cosmology consists in translating those results in terms of a continuous distribution of matter, described by a density field \( \rho \), rather than a list of masses and positions. This first step is identical to the cases of convergence and shear, and is extensively discussed in FLU18a. The presentation will thus be slightly more laconic here.

Equation (53) expresses the reduced moments \( \mu_n \) as sums of terms proportional to the lenses’ squared Einstein radii \( \sigma^2 \propto m_k \). Going from discrete to continuous model consists in turning sums into integrals, as

\[
\sum_{m_k} m_k (\ldots) \rightarrow \int d^3 m (\ldots) = \int \delta \rho d^3 V (\ldots),
\]

where \( \delta \rho \equiv \rho - \bar{\rho} \) is the density relative to the FLRW background. Remember that the masses \( m_k \) of the lenses were allowed to be negative, which explains why their continuous counterpart is \( \delta \rho \) rather than \( \rho \). See appendix A of FLU18a for further details. Assuming that matter (which excludes dark energy) is nonrelativistic, we can write \( \delta \rho \propto V = \bar{\rho}_0 \delta d^3 V_0 \), where \( \delta \) denotes the density contrast, and a zero subscript indicates the value of a quantity today.

The philosophy of the continuous description is that, instead of summing over individual lenses with mass \( m_k \), comoving distance \( \chi_k \), and transverse (angular) position \( \lambda_k \), we sum over positions \( \chi, \lambda \) and count the mass comprised in an infinitesimal domain \( d^3 V_0 \) about it. Introducing the polar angle \( \phi \) such that \( \lambda = \lambda (\cos \phi, \sin \phi) \), the volume element reads

\[
d^3 V_0 = d \chi \times f_k (\chi) d \lambda \times f_k (\chi) d \phi,
\]

in the flat-sky approximation (sign \( \lambda \approx \lambda \)). Therefore, if \( \alpha \) denotes the direction of the center of the source, we have

\[
\mu_n (\chi_S, \alpha) = 4 \pi G \bar{\rho}_0 \int_0^{\chi_S} d \chi (1 + z) \frac{f_k (\chi_S - \chi) f_k (\chi)}{f_k (\chi_S)} \times (K_n * \delta)(\eta_0 - \chi, \chi, \alpha),
\]

which involves in the second line the convolution product

\[
(K_n * \delta)(\eta, \chi, \alpha) = \int_{\mathbb{R}^2} \frac{d^2 \lambda}{\Omega_S} K_n (\lambda) \delta (\eta, \chi, \alpha + \lambda),
\]
with the weighting function
\[ q(\beta, \chi) \equiv \int_0^{H_0 t} \frac{dT}{d\chi} p(\beta, \chi) \frac{f_{K}(\chi) - \chi}{f_{K}(\chi)} , \]
which generalizes to any moment the results that were obtained in FLU18a for convergence and shear.

### C. Two-point correlations

We now turn to the heart of this section, that is the definition and calculation of the two-point correlation functions of the image moments. Let \( \alpha_1 \) and \( \alpha_2 \) be two arbitrary directions in the sky, and suppose that we want to correlate the \( n \)th moment of an image observed at \( \alpha_1 \) with the \( n \)th moment of an image at \( \alpha_2 \). Just like for shear, two different correlation functions can be constructed. Call \( \phi_0 \) the polar angle of the separation vector \( \alpha \equiv \alpha_1 - \alpha_2 \) between the two lines of sight; then consider a rotated version of the effective moments, \( \bar{\mu}_n \equiv \mu_n^{\text{eff}} e^{-i\phi_0} \).

We define the two correlation functions as
\[ \xi_{n,n_2}(\alpha) \equiv \left\langle \bar{\mu}_n(\alpha_1) \bar{\mu}_n^*(\alpha_2) \right\rangle , \]
and
\[ \bar{\xi}_{n,n_2}(\alpha) \equiv \left\langle \bar{\mu}_n(\alpha_1) \bar{\mu}_n^*(\alpha_2) \right\rangle , \]
where \( \left\langle \ldots \right\rangle \) denotes ensemble averaging. The names \( \xi_{n,n_2} \) have been chosen by analogy with cosmic shear: for \( n_1 = n_2 = 2 \), we indeed recover the standard correlation functions \( \xi_+ \) and \( \xi_- \) of weak lensing.

The detailed calculation of \( \xi_{n,n_2} \) is given in appendix A, but the main steps can be summarized as follows. First insert the expression (62) of \( \mu_n^{\text{eff}} \) in Eqs. (73), (75); in Limber’s approximation, the main quantities to be calculated are then
\[ \left\langle (K_{n_1} \ast \delta)(\eta, \chi, \alpha_1) \times (K_{n_2} \ast \delta)(\eta, \chi, \alpha_2) \right\rangle , \]
\[ \left\langle (K_{n_1} \ast \delta)(\eta, \chi, \alpha_1) \times (K_{n_2} \ast \delta)(\eta, \chi, \alpha_2) \right\rangle . \]
Second, introduce the Fourier transform of \( \delta \) and the associated matter power spectrum
\[ \langle \delta(\eta, k_1) \delta(\eta, k_2) \rangle = (2\pi)^3 \delta_D(k_1 + k_2) P_\delta(\eta, k_1) , \]
where \( \delta_D \) denotes the Dirac distribution. Third, integrate over \( \alpha_1, \alpha_2 \), as included in the convolution products, which yields Bessel functions \( J_{n_1, n_2} \). Finally, integrate over the azimuthal angle of \( k \), which generates another Bessel function \( J_{n_1+n_2} \). The final result is
\[ \xi_{n_1,n_2}(\alpha) = \frac{1}{2\pi} \int_0^\infty J_{n_1+n_2}(\ell) P_{n_1,n_2}(\ell) \ell \, d\ell , \]
\[ \xi_{n_1,n_2}(\alpha) = \frac{(-1)^{n_1}}{2\pi} \int_0^\infty J_{n_1+n_2}(\ell) P_{n_1,n_2}(\ell) \ell \, d\ell , \]
where the power spectra \( P_{n_1,n_2} \) are defined by
\[ P_{n_1,n_2}(\ell) = \left\langle \int_0^{H_0 t} \frac{dT}{d\chi} \chi^2 \left( \frac{f_{K}(\chi) - \chi}{f_{K}(\chi)} \right)^2 \delta_\alpha(\ell) \delta_\alpha(\ell) P_\delta \eta_0 - \chi, \ell \right\rangle , \]
with
\[ \bar{\xi}_n \equiv \int_0^\infty d\beta \frac{4J_n(\ell\beta)}{\ell\beta} \int_0^{H_0 t} \frac{dT}{d\chi} p(\beta, \chi) f_{K}(\chi) - \chi \right\rangle , \]
For $n_1 = n_2 = 2$, these results are consistent with what is obtained for shear in FLU18a. Note also that, even though the original definition of the reduced moments $\mu_n$ is only valid for $n \geq 1$, if we compare Eq. (81) with the results of FLU18a for convergence, we find
\[
\xi_\ell(x) = \frac{\xi_{00}(\ell)}{4}, \quad P_\ell(x) = \frac{P_{00}(\ell)}{4},
\] (83)
using that $J_0(x) = -J_1(x)$.

An instructive special case is when all the sources are identical, and located at the same distance from the observer. Then $p(\beta, \chi) = \delta_D(\beta - \beta')\delta_D(\chi - \chi')$, and
\[
P_{n_1, n_2}(\ell) = \frac{4J_n'(\ell\beta)}{\ell\beta} \frac{4J_n'(\ell\beta)}{\ell\beta} P_{00}^\ell(\ell),
\] (84)
where $P_{00}^\ell(\ell)$ is the standard convergence power spectrum of convergence with infinitesimal sources. Figure 3 illustrates the behavior of $P_{n_1, n_2}(\ell)/P_{00}^\ell(\ell)$ for the first $n_1, n_2$. The key piece of information contained this figure is that, apart from the auto-correlation of shear ($n_1 = n_2 = 2$), all the power spectra vanish when $\beta \rightarrow 0$, and peak for $\ell \sim (a few)/\beta$. The former fact is not surprising; $\beta \rightarrow 0$ corresponds to the infinitesimal-source case, which can only be focused and sheared; in other words, $\mu_{n_2} = 0$ in that case, so that the corresponding correlations obviously vanish.

Now consider a more general case where sources distributed in redshift and apparent radius. For that purpose, we follow the exact same setting as in FLU18a where the reader can find further details. We consider Milky-Way-like galaxies, modeled as perfect disks with physical radius $R = 10$ kpc, and randomly oriented. For simplicity, we still proceed as if these sources were circular, but we allow for their inclination $i$ with respect to the line of sight by giving them an apparent radius $r$ such that $\pi r^2 = \pi R^2 \cos i$. The redshift distribution is taken to the one of the Kilo-Degree Survey (KiDS) (e.g. Ref. [24]), in which sources are observed for $z \in [0, 0.9]$. Besides, we generate the matter power spectrum $P_\delta(\eta, k)$ with CAMB and HALOFIT for nonlinear scales. Cosmological parameters correspond to the Planck 2015 results [25].

The resulting power spectra $P_{n_1, n_2}(\ell)$, for $n_1, n_2 = 2, 3, 4$ are depicted in Fig. 4, together with $P_0^\ell$ for comparison. As was already suspected from the simple case of Fig. 3 we see that the power is more localized towards $\ell \sim \beta^{-1}$ as $n_1, n_2$ increase. The amplitude of the correlations of moments beyond shear only become important when the extended-source corrections to shear ($P_{22}$ compared with $P_0^\ell$) become significant. This was expected because both effects have the same physical origin, and involved the same characteristic scale—the typical apparent radius of the sources. This scale is extremely small: the typical angular radius of a galaxy at $z \approx 0.5$ is $\beta \sim 1$ arcsec. This essentially corresponds to the maximal angular resolution of an ideal lensing survey—i.e. limited by the number of galaxies that can be observed in the Universe. This resolution remains far beyond the reach of current surveys [24][26], for which $\alpha_{\min}$ is on the order of a few arcmin, corresponding to a maximum $\ell$ of a few thousands. Note finally that the common behavior of all spectra of Fig. 4 at large $\ell$ corresponds to the common asymptotics of the Bessel functions,
\[
J_n(x) \approx \frac{\pi \cos(x - \pi/4)}{4\sqrt{x}} \quad \text{for } x \gg 1.
\] (85)

Figure 3. Ratio $P_{n_1, n_2}/P_0^\ell$ between the power spectra of the first reduced moments $\mu_{n_1}, \mu_{n_2}$ and the standard convergence power spectrum $P_0^\ell$ (with infinitesimal sources), for identical circular sources with unlensed radius $R$ located at the same redshift. The top panel shows auto-correlations ($n_1 = n_2$); $P_{22}/P_0^\ell = P_2/\ell P_0^\ell$ approaches 1 for $\ell \beta \ll 1$. The bottom panel shows cross-correlations ($n_1 \neq n_2$).

Figure 4. Realistic power spectra $P_{n_1, n_2}(\ell)$ of the first image moments for a KiDS-like survey, with the standard convergence power spectrum $P_0^\ell$ for comparison. Auto-correlation spectra are indicated by solid lines, and cross-correlation spectra are indicated by dashed lines; otherwise the order of the curves follows the order of the legend.

[http://kids.strw.leidenuniv.nl/cosmicshear2016.php](http://kids.strw.leidenuniv.nl/cosmicshear2016.php)
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V. NONCIRCULAR SOURCES

Let us now relax the assumption of circularity of the sources, and investigate how it may change the observed moments of their images. Calculations turn out to be much more challenging, hence, after discussing the most general case in Subsec. V A we focus on the case of elliptical sources in Subsec. V B and in particular how it affects shear measurements in Subsec. V C We also propose a perturbative approach in Subsec. V D.

A. General case

Let us go back to the expression (123) of the reduced moments $\mu_n$, and to a discrete description of lenses. As already mentioned at the end of Subsec. [III B] the difficulty consists in calculating the four integrals $A_n, B_n, C_n, D_n$, and in particular the first three

$$A_n(\lambda) \equiv \frac{1}{2\pi i} \int_S \frac{\beta^n d\beta}{\beta - \lambda}, \quad (86)$$

$$B_n(\lambda) \equiv \frac{1}{2\pi i} \int_S \frac{(\beta^n)' d\beta}{\beta - \lambda}, \quad (87)$$

$$C_n(\lambda) \equiv \frac{1}{2\pi i} \int_S \frac{\beta^n d\beta}{\beta - \lambda}. \quad (88)$$

From the residue theorem, $A_n(\lambda) = n! \delta_\lambda$ if $\lambda \in \text{int} S$ and 0 otherwise, regardless of the shape of the source, but such a direct integration is impossible for $B_n, C_n$, whose integrands are generally not $\mathbb{C}$-differentiable; this is due to the presence of $\beta^n$ in both of them.

In the case of circular sources, this issue was circumvented using that, for any $\beta$ on a circle, $\beta^* \propto \beta^{-1}$. For noncircular sources, however, this trick cannot be applied any more. Nevertheless, it is still theoretically possible to map this general problem back to the circular case. The Riemann mapping theorem [27] states that, whatever the shape of $S$, there exists a biholomorphic\footnote{A biholomorphic function is a one-to-one and onto holomorphic function whose inverse function $f^{-1}$ is also holomorphic.} function

$$f : \text{int} \mathcal{E}_1 \mapsto \text{ext} S$$

(89)

which maps the interior of the unit circle $\mathcal{E}_1$ to the interior of the source $S$. Consider such a map $f$, and assume without loss of generality that it preserves the orientation of the contours; then we can use it to change variables in $B_n, C_n$; for instance, $B_n$ becomes

$$B_n = \frac{1}{2\pi i} \int_{\mathcal{E}_1} \frac{[f(w)]^n f'(w)}{f(w) - \lambda} dw. \quad (90)$$

Since $f$ is holomorphic, it admits the series expansion

$$f(w) = \sum_{p=0}^{\infty} f_p w^p. \quad (91)$$

From $\mu_n$, of generality that it preserves the orientation of the contours; the source, however, this trick cannot be applied any more. Nevertheless, regardless of the shape of the source, but such a direct integration is impossible for $B_n, C_n$, whose integrands are generally not $\mathbb{C}$-differentiable; this is due to the presence of $\beta^n$ in both of them.

In the case of circular sources, this issue was circumvented using that, for any $\beta$ on a circle, $\beta^* \propto \beta^{-1}$. For noncircular sources, however, this trick cannot be applied any more. Nevertheless, it is still theoretically possible to map this general problem back to the circular case. The Riemann mapping theorem [27] states that, whatever the shape of $S$, there exists a biholomorphic\footnote{A biholomorphic function is a one-to-one and onto holomorphic function whose inverse function $f^{-1}$ is also holomorphic.} function

$$f : \text{int} \mathcal{E}_1 \mapsto \text{ext} S$$

(89)

which maps the interior of the unit circle $\mathcal{E}_1$ to the interior of the source $S$. Consider such a map $f$, and assume without loss of generality that it preserves the orientation of the contours; then we can use it to change variables in $B_n, C_n$; for instance, $B_n$ becomes

$$B_n = \frac{1}{2\pi i} \int_{\mathcal{E}_1} \frac{[f(w)]^n f'(w)}{f(w) - \lambda} dw. \quad (90)$$

Since $f$ is holomorphic, it admits the series expansion

$$f(w) = \sum_{p=0}^{\infty} f_p w^p. \quad (91)$$

Let us call $f^*$ the function whose coefficients of the Taylor expansion are $f_p^*$. Then, since $w \in \mathcal{E}_1$, we can use $w^* = 1/w$ and the integrals $B_n, C_n$ finally become

$$B_n = \frac{1}{2\pi i} \int_{\mathcal{E}_1} \frac{[f^*(1/w)]^n f'(w)}{f(w) - \lambda} dw, \quad (92)$$

$$C_n = \frac{1}{2\pi i} \int_{\mathcal{E}_1} \frac{[f^*(1/w)]^n [f(w)]^n f'(w)}{f(w) - \lambda} dw. \quad (93)$$

The integrands of Eqs. (92), (93) are now explicitly $\mathbb{C}$-differentiable, and the residue theorem can be applied. Of course, the real difficulty consists in finding the map $f$, whose construction is not specified by the Riemann mapping theorem. In practice, a possible strategy can consist in experimenting the other way around: starting from known biholomorphic functions $f$, and generating sources from them.

B. Elliptical sources

Most sources used in weak-lensing surveys are elliptical, it is thus relevant to specify the rest of the analysis to ellipses. An example of Riemann map $f$ from the unit disk to an ellipse can be found in Ref. [28], but it involves elliptical functions which are not quite easy to handle. A convenient alternative is

$$w \mapsto \beta = \frac{1}{2} \beta_0 e^{i\theta} \left( \frac{w + e^\xi}{w - e^-\xi} \right) \quad (94)$$

which maps the interior of the unit disk to the exterior of the ellipse with semi-major axis $a = \beta_0 \cosh \xi$, inclined with an angle $\theta$ with respect to the real axis, and semi-minor axis $b = \beta_0 \sinh \xi$ (see Fig. 5). This source has complex ellipticity

$$E_S = \frac{a^2 - b^2}{a^2 + b^2} e^{2i\theta} = \frac{e^{2i\theta}}{\cosh 2\xi}, \quad (95)$$

and area

$$\Omega_S = \pi ab = \frac{\pi}{2} \beta_0^2 \sinh 2\xi. \quad (96)$$

The circular limit is obtained for $\xi \to \infty$, $\beta_0 \to 0$, while $\beta_0 e^{i\theta} \to \beta_c$, where $\beta_c$ is the radius of the limit circle. It is convenient to introduce the notation

$$\beta_c \equiv \beta_0 e^{i\theta}. \quad (97)$$

Note that, since $\sqrt{a^2 - b^2} = \beta_0$, the complex numbers $\pm \beta_c$ represent the positions of the ellipse’s two foci.

The function $f : \text{int} \mathcal{E}_1 \mapsto \text{ext} S$ is one-to-one and onto. It maps the unit circle to the contour of the source, $f(\mathcal{E}_1) = S$, but flipping orientation: if $w$ runs clockwise around $\mathcal{E}_1$, then $f(w)$ runs anticlockwise around $S$. The inverse of $f$ is

$$f^{-1}(\beta) = w = e^{i\xi} \frac{\beta}{\beta_c} \left[ 1 - \sqrt{1 - \left( \frac{\beta_0}{\beta} \right)^2} \right]. \quad (98)$$
Substituting \( f \) in Eqs. (92) and (93) yields
\[
B_n = \frac{1}{2\pi i} \oint_{\gamma_1} b_n(w) \, dw, \quad C_n = \frac{1}{2\pi i} \oint_{\gamma_1} c_n(w) \, dw, \quad (99)
\]
with
\[
b_n(w) = \left( \frac{\beta_0}{2} \right)^n \frac{(e^{-\xi} w^{-1} + e^{\xi} w)^n}{e^{-\xi} w + e^{\xi} w^{-1} - 2/\beta_0} \times \frac{(e^{-\xi} w - e^{\xi} w^{-1})^2}{w}, \quad (100)
\]
and
\[
c_n(w) = \left( \frac{\beta_0}{2} \right)^n \frac{[(e^{-\xi} w^{-1} + e^{\xi} w)(e^{-\xi} w + e^{\xi} w^{-1})]^2}{e^{-\xi} w + e^{\xi} w^{-1} - 2/\beta_0} \times \frac{e^{-\xi} w - e^{\xi} w^{-1}}{w}. \quad (101)
\]
Both integrands \( b_n, c_n \) have a pole of order \( n + 1 \) at \( w = 0 \). They also have poles for the solutions of \( e^{-\xi} w + e^{\xi} w^{-1} - 2/\beta_0 = 0 \), i.e. for \( f(w) = \lambda \). Since the only relevant residues are associated to poles located inside \( \gamma_1 \), we are interested in solutions of the equation \( f(w) = \lambda \) for \( w \in \text{int} \gamma_1 \). Two cases must be considered:

1. \( \lambda \in \text{ext} S \). In this case, since \( f : \text{int} \gamma_1 \rightarrow \text{ext} S \) is one to one and onto, there is one and only one solution to this equation: \( w_\lambda = f^{-1}(\lambda) \).

2. \( \lambda \in \text{int} S \setminus S \). In that case, there is no solution to \( f(w) = \lambda \) within \( \text{int} \gamma_1 \), because \( \lambda \notin f(\text{int} \gamma_1) \).

Therefore,
\[
B_n(\lambda) = \begin{cases} 
-\text{res}_{0} b_n & \text{if } \lambda \in \text{int} S, \\
-\text{res}_{0} b_n + \text{res}_{w_\lambda} b_n & \text{if } \lambda \notin \text{int} S,
\end{cases} \quad (102)
\]
and similarly for \( C_n(\lambda) \); the minus sign before the residues comes from the clockwise orientation of the integration.

The residues at \( w_\lambda \) are quite easily calculated. Consider for instance the case of \( b_n(w) \); as \( w \) approaches \( w_\lambda \), we have
\[
b_n(w) = \frac{f'(1/w) f'(w)}{f(w) - \lambda} \sim \frac{f'(1/w_\lambda)}{w - w_\lambda}, \quad (103)
\]
since \( f^* \) is generically regular at \( w_\lambda \); whence \( \text{res}_{w_\lambda} b_n = [f'(1/w_\lambda)]^n \). With a similar reasoning we find \( \text{res}_{w_\lambda} c_n = [f(w_\lambda)]^{-1} [f'(1/w_\lambda)]^2 \). Replacing \( w_\lambda \) by its expression,
\[
\text{res}_{w_\lambda} b_n = e^{-2\pi i n} \left( \frac{1}{\lambda} \cosh 2\xi - \sqrt{1 - \beta_0^2 \sinh 2\xi} \right)^n, \quad (104)
\]
\[
\text{res}_{w_\lambda} c_n = \lambda^{2} e^{-2\pi i n} \left( \frac{1}{\lambda} \cosh 2\xi - \sqrt{1 - \beta_0^2 \sinh 2\xi} \right)^{\frac{1}{2}}. \quad (105)
\]

As for the pole at \( w = 0 \), since its order is \( n + 1 \), the corresponding residue can be computed with the formula
\[
\text{res}_0 b_n = \frac{1}{n!} \frac{d^n}{dw^n} \left[ w^{n+1} b_n(w) \right] \bigg|_{w=0}, \quad (106)
\]
and similarly for \( c_n \). Although \( b_n, c_n \) are rational functions, we do not believe that there exists any simple formula for this derivative for an arbitrary \( n \). Nevertheless, it is straightforward to compute it once \( n \) has been specified.

C. Corrections to shear

In the remainder of this section, we focus on the important case of the complex ellipticity \( E = 2\mu_2 \). With \( n = 2 \), we can explicitly calculate the last residues, and we get
\[
\text{res}_0 b_2 = \beta_0^2 e^{-2\xi} \left[ \sinh 2\xi + e^{-2\xi} \left( \frac{1}{\beta_0} \right)^2 \right], \quad (107)
\]
\[
\text{res}_0 c_2 = \beta_0^2 \left[ \frac{1}{2} \sinh 2\xi + e^{-2\xi} \left( \frac{1}{\beta_0} \right)^2 \right]. \quad (108)
\]

This ends the computation of the complex integrals involved in the expression (13) of \( \mu_2 \). The last ingredient is the denominator
\[
D_2 = \frac{1}{2\pi} \int_0^{2\pi} \beta^4(\varphi) \, d\varphi = \frac{\pi}{4} \beta_0^2 \sinh 4\xi = \frac{2}{\pi} \frac{\Omega_4^2}{\sqrt{1 - |E_4|^2}}, \quad (109)
\]
which only depends on the shape of the source.

Putting everything together, we find that the ellipticity of the image \( E = 2\mu_2 \) is related to the ellipticity of the source \( E_4 \) by
\[
E = \Omega_4 \left[ 1 - 2\text{Re}(\gamma E_4^*) \right] + 2\gamma \quad (110)
\]
which, surprisingly enough, has exactly the same form as in the case of infinitesimal sources—see e.g. Ref. [14]. What changes is the actual expression of the observed shear \( \gamma \). Like for circular sources, \( \gamma \) can be decomposed into a part due to
exterior lenses and a contribution of interior lenses:

\[ \gamma = \gamma_{\text{int}} + \gamma_{\text{ext}}, \]

where, on the one hand,

\[ \gamma_{\text{ext}} = -\sum_{k \in \text{ext}\, S} \left( \frac{\varepsilon_k}{\Delta_k} \right)^2 F \left( \frac{\beta}{\Delta_k} \right), \]

with \( F(z) \equiv \frac{8}{z^4} \left( 1 - \frac{z^2}{2} - \sqrt{1 - z^2} \right), \)

and on the other hand

\[ \gamma_{\text{int}} = \sum_{k \in \text{int}\, S} \left( \frac{\pi \varepsilon_k \Delta_k}{\Omega_S} \right)^2, \]

The circular case is recovered for \( |E_S| \to 0, \xi \to \infty, \) and \( \beta_0 = 0. \) In that regime, we find

\[ \gamma_{\text{ext}} \to -\sum_{k \in \text{ext}\, S} \left( \frac{\varepsilon_k}{\Delta_k} \right)^2, \]

\[ \gamma_{\text{int}} \to \sum_{k \in \text{int}\, S} \left( \frac{\pi \varepsilon_k \Delta_k}{\Omega_S} \right)^2, \]

where we used \( F(z) \to 1 \) for \( z \to 0, \) which indeed matches the expression \( 4z^4 \) of \( \mu_n \) for \( n = 2. \) Corrections due to the ellipticity of the source can only be important for a sufficiently extended source. This is obvious for \( \gamma_{\text{int}}, \) which only exists if the source is extended, while for \( \gamma_{\text{ext}} \) it is due to the fact that corrections are controlled by \( \beta_0. \)

Figure 6 shows the absolute value \(|\gamma|\) of the shear due to a single lens, depending on the position \( J \) of the lens. As expected, \(|\gamma|\) is larger if the lens is closer to the source’s contour. Note that \( \gamma = 0 \) on two symmetric points \( J = \pm \beta_0 \sqrt{\varepsilon} \) on the major axis of \( S. \) This is where the orientation of \( \gamma \) flips: close to the center, an interior lens tends to \textit{reduce} the ellipticity of the source, as seen from the first term \( -\varepsilon \) of \( \gamma_{\text{int}}, \) this is an important difference with the circular case, and it is due to the fact that a lens stronger repels the points which are located closer to it. On the contrary, lenses located closer to the foci tend to \textit{enhance} the ellipticity of the source.

For an exterior lens, the first correction with respect to the circular case can be obtained by expanding the function \( F \) around zero,

\[ F(z) = 1 + \frac{z^2}{2} + \mathcal{O}(z^4), \]

thus, if \( \gamma_{\text{ext}}^0 \) denotes the shear due to a lens at \( J = \lambda \varepsilon^{\phi} \) acting on a circular source, then

\[ \frac{\gamma_{\text{ext}} - \gamma_{\text{ext}}^0}{\gamma_{\text{ext}}} = \left( \frac{\beta_0}{\lambda} \right)^2 \cos 2(\phi - \theta) + \ldots \]

so that shear is enhanced if the exterior lens is mostly aligned with the major axis of the source, and reduced if it is mostly aligned with its minor axis. This is due to the fact that tidal forces increase as the distance separating two points within the light beam.

![Figure 6. Absolute value of the shear |γ| of an elliptical source caused by a single lens, depending on the position of the lens with respect to the source (black line). The color scale indicates the value of |γ| in units of the squared Einstein radius $\varepsilon^2$ of the lens.](image)

In a cosmological context, the coupling between shear and intrinsic ellipticity affects the shear power spectrum by changing the expression of the kernel \( K_2(\lambda) \) involved in Eq. (109). Its new expression reads \( K_2 = K_{2\text{int}} + K_{2\text{ext}}, \) with

\[ K_{2\text{int}}(\lambda) = -2e^{-2\xi+2i\phi} \]

\[ + \frac{\pi^2 \lambda^2}{\Omega_S} \sqrt{1 - |E_S|^2} \cos(\phi - \theta), \]

if \( \lambda \) lies inside the ellipse \( S, \) and zero otherwise, whereas

\[ K_{2\text{ext}}(\lambda) = -\frac{\Omega_S e^{2i\phi}}{\pi \lambda^2} F \left[ \frac{\beta_0}{\lambda} e^{i(\phi - \theta)} \right], \]

if \( \lambda \) lies outside the ellipse \( S, \) and zero otherwise. These new kernels, combined with the fact that integration must be performed inside and outside an ellipse, instead of inside and outside a circle, makes the calculation of the shear correlation functions more involved.

### D. Quasicircular sources

Another way to characterize the effect of noncircularity, which also highlights the entanglement between the intrinsic shape of a source with its lensing distortions, consists in performing a perturbative expansion about the circular case. Let us consider

\[ \beta(\varphi) = \bar{\beta} \left[ 1 + \Delta(\varphi) \right], \]

where \( \bar{\beta} \) represents the mean radius of the source, and \( |\Delta| \ll 1 \) is a real function, with

\[ \int_0^{2\pi} \Delta(\varphi) \, d\varphi = 0. \]
Recall the general expression (123) of the reduced moments in weak lensing,
\[
\mu_n = \left\{ \begin{array}{ll}
1 - \frac{n + 2}{D_n} \sum_k e_k^2 \Re \left[ C_n(\Delta_k) \right] \mu_n^S \\
\frac{1}{D_n} \left\{ \sum_k e_k^2 A_n(\Delta_k) + \sum_k e_k^2 \left[ B_n(\Delta_k) \right]^* \right\},
\end{array} \right.
\]
where the integrals \( A_n, B_n, C_n, D_n \) are given by Eqs. (36). Since \( \Delta \) has zero mean,
\[
D_n = \beta^{n+2} + O(\Delta^2),
\]
\[
\mu_n^S = \frac{2}{\beta} \int_0^{2\pi} \Delta(\varphi) e^{\imath n \varphi} d\varphi + O(\Delta^2).
\]

In what follows, we choose to work at first order in \( \Delta \), but keeping cross terms \( O(\Delta \times \delta \theta) \). It implies that \( C_n \) only needs to be computed at zeroth order in \( \Delta \), i.e. as if the source were circular with radius \( \beta \),
\[
C_n^{(0)}(\Delta) = \frac{1}{2\pi i} \int_\mathcal{S} \frac{d\Delta}{\Delta - \beta} = \begin{cases} \beta^n & \text{if } \Delta \in \text{int}\mathcal{S}, \\ 0 & \text{otherwise}. \end{cases}
\]

As already emphasized, \( A_n \) is given by (41) whatever the shape of the source. What remains to be determined is thus the expansion of \( B_n \) at first order in \( \Delta \), \( B_n = B_n^{(0)} + B_n^{(1)} \). The zeroth order corresponds to the circular case, given by Eq. (123); the first order reads
\[
B_n^{(1)}(\Delta) = \frac{1}{2\pi i} \int_0^{2\pi} \left| \frac{d\Delta}{\Delta - \beta} + i(n + 1)\Delta(\varphi) \right| e^{\imath(n+1)\varphi} \left( \frac{e^{\imath \varphi} - \Delta/\beta}{(e^{\imath \varphi} - \Delta/\beta)^2} \right) d\varphi,
\]
\[
\mu_n^S = \frac{2}{\beta} \int_0^{2\pi} \Delta(\varphi) e^{\imath n \varphi} d\varphi + O(\Delta^2).
\]

To proceed further, we decompose \( \Delta \) in Fourier series as
\[
\Delta(\varphi) = \sum_{p=1}^{\infty} \Delta_p e^{\imath p \varphi},
\]
with \( \Delta_p = \Delta_p^* \), since \( \Delta \) is a real function. This allows us to compute the integrals of Eq. (127) and obtain
\[
B_n^{(1)}(\Delta) = \begin{cases}
\sum_{p=0}^{\infty} \left( p + 1 \right) \Delta_p \left( \frac{\Delta}{\beta} \right)^{p-n} & \text{if } \Delta \in \text{int}\mathcal{S}, \\
\sum_{p=-\infty}^{-n-1} \left( p + 1 \right) \Delta_p \left( \frac{\Delta}{\beta} \right)^{p-n} & \text{if } \Delta \in \text{ext}\mathcal{S}.
\end{cases}
\]

Gathering all the terms, we conclude that, at first order in \( \Delta, \delta \theta \),
\[
\mu_n = (1 - \kappa) \mu_n^S + \mu_n^\epsilon,
\]
where \( \mu_n^\epsilon \) corresponds to the reduced moments in the circular case, and is given by Eq. (44). In the above equation, the first term is just the magnification of the intrinsic reduced moment; the second term is the reduced moment generated by lensing on a circular source; the last two terms arise from the coupling between the intrinsic and lensing moments.

VI. CONCLUSION

In this article, we have seen how the weak lensing distortions of an extended source can be described by successive moments beyond shear (see Fig. 2). We developed a simple and elegant formalism, based on complex analysis, to calculate those moments, and applied it to a realistic cosmological model. As a rule of thumb, for circular sources, the power spectrum of the angular correlation function between the moments of order \( n_1, n_2 > 1 \) reads
\[
P_{n_1,n_2}(\ell) \approx \frac{4J_{n_1}(\ell \beta)}{\ell \beta} \frac{4J_{n_2}(\ell \beta)}{\ell \beta} P_{\text{ext}}^{\beta}(\ell),
\]
where \( J_p \) are Bessel functions, and \( \beta \) is the typical angular radius of the sources, while \( P_{\text{ext}}^{\beta} \) denotes the convergence power spectrum in the infinitesimal-source limit. Higher-order Bessel functions tend to be more peaked, so that \( P_{n_1,n_2}(\ell) \) gets more and more peaked at \( \ell \sim \beta^{-1} \) as \( n_1, n_2 \) increase. Correlations between high-order moments thus only occur on scales comparable to the source’s size. Although the correlation of higher-order distortion modes may seem far from what is currently achievable in astronomy, new type of sources, such as Einstein rings themselves (29), could make such features observables in the future.

We also have shown that our formalism can be applied to noncircular sources, thanks to the Riemann mapping theorem, and we illustrated this method to the astrophysically relevant case of elliptic sources. An important conclusion is the entanglement between lensing moments and intrinsic moments; contrary to what happens with infinitesimal sources, where the shear is independent from the intrinsic ellipticity of the source, for extended sources this intrinsic ellipticity directly affects the value of shear, and of the other distortion modes. This is reminiscent of the results of Ref. (30) about the impact of image ellipticities on flexion measurements. The entanglement grows with the size of the source, and hence become significant precisely when other extended-source corrections become important as well. Therefore, noncircularity does not change whether finite-beam effects are significant or not, but it affects their behavior when they are.

This latter conclusion naturally calls for an extension of the analysis of Sec. IV to elliptical sources. Indeed, since the correlations of image moments are increasingly sensitive to scales comparable to the beam’s size as the order of the moment increases, we expect corrections due to the source’s ellipticity to strongly affect high-order moment power spectra. If intrinsic ellipticities are randomly oriented, we expect to recover results close to the circular case one average. However, intrinsic alignments (31, 32) might affect this expectation.
An important restriction of the analysis of this article resides in our choice of top-hat weighting function $W[|f(\theta)|]$ in the definition of the image moments. This choice is mathematically very convenient, since it allowed us to convert an initially two-dimensional problem into a one-dimensional problem—the analysis of the image contour. However, as discussed in Subsec. IIIE it removes part of the information contained in the image; in particular, it makes the $\mathcal{F}$-type flexion unobservable. Generalizing the present approach to any weighting function would thus be of great value-add to the understanding of weak gravitational lensing beyond shear.
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Appendix A: Calculation of the two-point correlation functions of the image moments

We consider here the distortions of circular sources. Let $\alpha_1, \alpha_2$ be two directions in the (flat) sky, and $\alpha \equiv \alpha_1 - \alpha_2 = \alpha(\cos \phi_\alpha, \sin \phi_\alpha)$ their separation. The two correlation functions of the $n_1$th and $n_2$th image moments were defined in Sec. IV C as

\[
\xi_{n_1n_2}^+(\alpha) \equiv e^{-i(n_1-n_2)\delta_{\alpha}} \left\langle \mu_{n_1}^{\text{eff}}(\alpha_1) \mu_{n_2}^{\text{eff}}(\alpha_2) \right\rangle ,
\]

\[
\xi_{n_1n_2}^-(\alpha) \equiv e^{-i(n_1+n_2)\delta_{\alpha}} \left\langle \mu_{n_1}^{\text{eff}}(\alpha_1) \mu_{n_2}^{\text{eff}}(\alpha_2) \right\rangle .
\]

1. Introducing the matter power spectrum and Limber’s approximation

Let us first consider $\xi_{n_1n_2}^-$, the calculation of $\xi_{n_1n_2}^+$ following essentially the same lines. We start by substituting the definition of the effective reduced moments:

\[
\left\langle \mu_{n_1}^{\text{eff}}(\alpha_1) \mu_{n_2}^{\text{eff}}(\alpha_2) \right\rangle = (4\pi G \rho_0)^2 \int_0^\infty d\beta_1 d\beta_2 \int_0^{\chi_1} d\chi_1 d\chi_2 (1 + z_1) f_k(\chi_1) q(\beta_1, \chi_1)(1 + z_2) f_k(\chi_2) q(\beta_2, \chi_2)
\]

\[
\times \left\langle (\mathcal{K}_{n_1} + \delta)(\eta_1, \chi_1, \alpha_1)(\mathcal{K}_{n_2} + \delta)(\eta_2, \chi_2, \alpha_2) \right\rangle \]

(A3)

where it is understood that $\eta_1 = \eta_0 - \chi_1$ and $\eta_2 = \eta_0 - \chi_2$, since the density contrast is evaluated on the (background) lightcone of the observer. By making the convolution products explicit, and inserting the Fourier transform of the density contrast, we have

\[
\left\langle (\mathcal{K}_{n_1} + \delta)(\mathcal{K}_{n_2} + \delta) \right\rangle = \int \frac{d^2 A_1}{\pi \beta_1^2} \frac{d^2 A_2}{\pi \beta_2^2} \mathcal{K}_{n_1}(A_1) \mathcal{K}_{n_2}(A_2) \langle \delta(\eta_1, \chi_1, \alpha_1 + \lambda_1) \delta(\eta_2, \chi_2, \alpha_2 + \lambda_2) \rangle
\]

(A4)

\[
= \int \frac{d^2 A_1}{\pi \beta_1^2} \frac{d^2 A_2}{\pi \beta_2^2} \frac{d^3 k_1}{(2\pi)^3} \frac{d^3 k_2}{(2\pi)^3} e^{i k \cdot (x_1, x_2)} \mathcal{K}_{n_1}(A_1) \mathcal{K}_{n_2}(A_2) \langle \delta(\eta_1, k_1) \delta(\eta_2, k_2) \rangle
\]

(A5)

\[
= \int \frac{d^2 A_1}{\pi \beta_1^2} \frac{d^2 A_2}{\pi \beta_2^2} \frac{d^3 k}{(2\pi)^3} e^{i k \cdot (x_1, x_2)} \mathcal{K}_{n_1}(A_1) \mathcal{K}_{n_2}(A_2) P_\delta(\eta_1, \eta_2, k) ,
\]

(A6)

where $x_1$ is the spatial position corresponding to $\chi_1, \alpha_1 + \lambda_1$, and similarly for $x_2$. In the last line, we introduced the power spectrum $P_\delta$ with

\[
\langle \delta(\eta_1, k_1) \delta(\eta_2, k_2) \rangle = (2\pi)^2 \delta_3(k_1 + k_2) P_\delta(\eta_1, \eta_2, k_1) ,
\]

(A7)

we also integrated over $k_2$, and changed the name of $k_1$ to $k$. Then we apply Limber’s approximation: First split the phase of the complex exponential into a longitudinal part and a transverse part,

\[
k \cdot (x_1 - x_2) = k_{||}(\chi_1 - \chi_2) + k_{\perp} \cdot \left[ f_k(\chi_1)(\alpha_1 + \theta_1) - f_k(\chi_2)(\alpha_2 + \theta_2) \right] .
\]

(A8)

Since the configuration for which most correlations occur is $|\chi_1 - \chi_2| \ll \chi_1, \chi_2$ (small angles), the major contribution to the integral is such that $k_{||} \ll k_{\perp}$; thus, we can approximate $k \approx k_{\perp}$ in the matter power spectrum, and integrate over $k_{||}$ to get
\[ \frac{\delta\rho(1 - \chi_2)}{f_k(\chi_1)} = \frac{\delta\rho(1 - \chi_2)}{f_k(\chi_1)} \int \frac{d^2\lambda}{\pi\beta_1^2} \frac{d^2\ell}{\pi\beta_2^2} e^{i\ell(1 - \chi_2) + i\ell(\chi_1 - \chi_2)} \mathcal{K}_n(\lambda) \mathcal{K}_n(\lambda) \eta_0, \quad \frac{\ell}{f_k(\chi_1)} \]  \quad \text{(A9)}

Inserting the above into the definition of \( \xi_{n2}^* \), and noticing that the same calculation applies to \( \xi_{n2}^* \), we can put both correlation functions under the form

\[
\xi_{n2}^+(\alpha) = (4\pi G\rho_0)^2 \int_{S^2} \frac{d^2\ell}{(2\pi)^2} e^{i\ell(1 - \chi_2)} \int_0^{\chi_1} d\chi (1 + z)^2 g_n(\chi, \ell, \alpha) g_n(\chi, \ell, \alpha) \eta_0, \quad \frac{\ell}{f_k(\chi_1)},
\]

\[
\xi_{n2}^-(\alpha) = (4\pi G\rho_0)^2 \int_{S^2} \frac{d^2\ell}{(2\pi)^2} e^{i\ell(1 - \chi_2)} \int_0^{\chi_1} d\chi (1 + z)^2 g_n(\chi, \ell, \alpha) g_n(\chi, \ell, -\alpha) \eta_0, \quad \frac{\ell}{f_k(\chi_1)},
\]

with

\[
g_n(\chi, \ell, \alpha) \equiv \int_0^\infty d\beta q(\beta, \chi) \int_{S^2} \frac{d^2\lambda}{\pi\beta^2} e^{i\ell(1 - n\phi_\alpha)} \mathcal{K}_n(\lambda).
\]

### 2. Calculation of \( g_n \)

The next step of the calculation consists in performing the integration over \( \lambda \) in order to get the explicit expression of \( g_n(\chi, \ell) \). Replacing the kernel \( \mathcal{K}_n = \mathcal{K}^\text{int}_n + \mathcal{K}^\text{wm}_n \) by its expression, and using polar coordinates for both \( \ell \) and \( \lambda \), with \( \lambda = \lambda(\cos\phi, \sin\phi) \) and \( \ell = \ell(\cos\phi, \sin\phi) \), we have

\[
\int_{S^2} \frac{d^2\lambda}{\pi\beta^2} e^{i\ell(1 - n\phi_\alpha)} \mathcal{K}_n(\lambda) = \int_0^\beta \frac{\lambda d\lambda}{\pi\beta^2} \left( \frac{\lambda}{\beta} \right)^n \int_0^\pi \frac{d\phi}{\pi} e^{i\ell(1 - n\phi_\alpha)} = \int_0^\beta \frac{\lambda d\lambda}{\pi\beta^2} \left( \frac{\lambda}{\beta} \right)^n \int_0^\pi \frac{d\phi}{\pi} e^{i\ell(1 - n\phi_\alpha)} + \int_0^\beta \frac{\lambda d\lambda}{\pi\beta^2} \left( \frac{\lambda}{\beta} \right)^n \int_0^\pi \frac{d\phi}{\pi} e^{i\ell(1 - n\phi_\alpha)}
\]

\[
\equiv e^{i\ell(\phi_\alpha - \phi_\beta)} \left[ \int_0^1 dx x^{1+n} - \int_0^\infty dx x^{1-n} \right] \int_0^{2\pi} \frac{d\phi}{\pi} e^{i\ell(1 - n\phi_\beta + \phi_\alpha - \phi)}
\]

where we introduced \( x \equiv \lambda/\beta \) and \( \psi \equiv \phi - \phi_\ell \). The angular integral yields a Bessel function as

\[
\int_0^{2\pi} \frac{d\phi}{\pi} e^{i\ell(1 - n\phi_\beta + \phi_\alpha - \phi)} = e^{i\pi/2} \int_0^{2\pi} \frac{d\phi}{\pi} e^{-i\phi_\beta + i\phi_\alpha} = 2i^n J_n(\ell\beta).
\]

We then use that for any strictly positive \( n \),

\[
\int_0^1 dx x^{1+n} J_n(xy) = \frac{J_{n+1}(y)}{y}
\]

\[
\int_0^\infty dx x^{1-n} J_n(xy) = \frac{J_{n-1}(y)}{y}
\]

to get

\[
\int_{S^2} \frac{d^2\lambda}{\pi\beta^2} e^{i\ell(1 - n\phi_\alpha)} \mathcal{K}_n(\lambda) = 2i^n e^{i\phi_\beta - i\phi_\alpha} \left[ \frac{J_{n+1}(\ell\beta) - J_{n-1}(\ell\beta)}{\ell\beta} \right],
\]

and finally we use that \( J_{n+1}(x) - J_{n-1}(x) = -2J_n(x) \) to conclude that

\[
g_n(\chi, \ell, \alpha) = -2i^n e^{i\phi_\beta - i\phi_\alpha} \int_0^\beta \frac{d\beta}{\beta} q(\beta, \chi) \frac{J_n(\ell\beta)}{\ell\beta}.
\]

### 3. Final result

The last step of the calculation consists in integrating over the angular part of \( \ell \) in the expressions (A10), (A11) of \( \xi_{n2}^+ \) and \( \xi_{n2}^- \). Substituting the expression (A12) of \( g_n \), we can put both correlation functions under the form

\[
\xi_{n2}^+(\alpha) = \frac{1}{2\pi} \int_0^\infty J_n(\alpha, \ell) P_{n2}(\ell) \ell \, d\ell,
\]  \quad \text{(A20)}
where
\[ P_{n_1n_2}(\ell) = (4\pi G\tilde{\rho}_0)^2 \int_0^{\infty} d\chi (1+z)^2 \tilde{q}_{n_1}(\ell, \chi) \tilde{q}_{n_2}(\ell, \chi) P_S \left( \eta_0 - \chi, \frac{\ell}{f_\chi(\chi)} \right), \]
(A21)
with \( \tilde{q}_{n} \equiv \int_0^{\infty} d\beta \frac{4J_n^2(\ell\beta)}{\ell\beta} q(\beta, \chi), \)
(A22)
and
\[ J_+(\ell, \alpha) = (\nu_1)^2 n_1 n_2 \int_0^{2\pi} d\phi_\alpha e^{i(\alpha - \phi_\alpha)} = \int_0^{2\pi} d\phi_\alpha e^{-i(n_2-n_1)\psi - i\alpha \sin \phi} = J_{n_2-n_1}(\ell, \alpha), \]
(A23)
\[ J_-(\ell, \alpha) = (-1)^n_2 \nu_1 n_2 \int_0^{2\pi} d\phi_\alpha e^{i(\alpha - \phi_\alpha)} = (-1)^n_2 \int_0^{2\pi} d\phi_\alpha e^{-i(n_2-n_1)\psi - i\alpha \sin \phi} = (-1)^n_1 J_{n_1+n_2}(\ell, \alpha), \]
(A24)
where in the last equality we used \( J_{-n}(\chi) = (-1)^n J_n(\chi). \) This ends the derivation of the correlation functions of the image reduced moments.
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