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ABSTRACT
The X-ray Baldwin effect is the inverse correlation between the equivalent width (EW) of the narrow component of the iron Kα line and the X-ray luminosity of active galactic nuclei (AGN). A similar trend has also been observed between Fe Kα EW and the Eddington ratio ($\lambda_{\text{Edd}}$). Using Chandra/HEG results of Shu et al. (2010) and bolometric corrections we study the relation between EW and $\lambda_{\text{Edd}}$, and find that log $EW = (-0.13 \pm 0.03) \log \lambda_{\text{Edd}} + 1.47$. We explore the role of the known positive correlation between the photon index of the primary X-ray continuum $\Gamma$ and $\lambda_{\text{Edd}}$ on the X-ray Baldwin effect. We simulate the iron Kα line emitted by populations of unabsorbed AGN considering 3 different geometries of the reflecting material: toroidal, spherical-toroidal and slab. We find that the $\Gamma - \lambda_{\text{Edd}}$ correlation cannot account for the whole X-ray Baldwin effect, unless a strong dependence of $\Gamma$ on $\lambda_{\text{Edd}}$, such as the one recently found by Risaliti et al. (2009) and Jin et al. (2012), is assumed. No clear correlation is found between EW and $\Gamma$. We conclude that a good understanding of the slope of the $\Gamma - \lambda_{\text{Edd}}$ relation is critical to assess whether the trend plays a leading or rather a marginal role in the X-ray Baldwin effect.
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1 INTRODUCTION
The first evidence of the existence of a relation between the luminosity and the equivalent width (EW) of a line in active galactic nuclei (AGN) was found by Baldwin (1977) for the broad C IV emission line. This trend is usually called the Baldwin effect, and it has been found for several other optical, UV and IR lines (see Shields 2007 for a review). A possible explanation for the Baldwin effect of the lines produced in the broad line region (BLR) is that it is related to a luminosity-dependent spectral energy distribution (SED): if more luminous objects have a softer UV/X-ray spectra, then ionisation and photoelectric heating of the gas in the BLR would be reduced (e.g., Korista et al. 1998). An anticorrelation between the EW and the luminosity was found for the iron Kα line in the X-ray band by Iwasawa & Taniguchi (1993) $EW \propto L^{-0.20}$, and it is usually dubbed the X-ray Baldwin effect or the Iwasawa-Taniguchi effect. Recent studies performed with the highest available spectral energy resolution of Chandra/HEG have shown that the X-ray Baldwin effect is mostly related to the narrow component of the Fe Kα line, peaking at 6.4 keV (e.g., Shu et al. 2010). This component is thought to arise in the molecular torus, although a contribution from the BLR (e.g., Bianchi et al. 2008) or from the outer part of the disk (e.g., Petrucci et al. 2002) cannot be completely ruled out. The X-ray Baldwin effect has been often explained as being due to the decrease of the covering factor of the torus with the luminosity (e.g., Page et al. 2004, Bianchi et al. 2007), in the frame of the so-called luminosity-dependent unification models (e.g., Ueda et al. 2003). In a recent paper (Ricci et al. 2013) we have shown that a luminosity-dependent covering factor of the torus is able to explain the slope of the X-ray Baldwin effect for equatorial column density of the torus $N_H \gtrsim 10^{23.1}$ cm$^{-2}$. Other possible explanations proposed are the delayed response of the reprocessing material with respect to the variability of the primary continuum (Jiang et al. 2006, Shi et al. 2012), or a change in the ionisation state of the iron-emitting material with the luminosity (Nandra et al. 1997, Nayakshin 2000).

Studying a large sample of unabsorbed AGN, Bianchi et al. (2007) found a highly significant anti-correlation also between the Fe Kα EW and the Eddington ratio ($\lambda_{\text{Edd}} = L_{\text{bol}}/L_{\text{Edd}}$, where $L_{\text{Edd}} = 1.2 \times 10^{38}(M_{\text{BH}}/M_\odot)$ erg s$^{-1}$). Bianchi et al. (2007) found $EW \propto \lambda_{\text{Edd}}^{-0.19}$, i.e. an index similar to that obtained considering the X-ray luminosity, which leaves open the possibility that the Eddington ratio could play a significant role in the X-ray Baldwin effect. Winter et al. (2009) found that the Fe Kα EW is more strongly correlated to $\lambda_{\text{Edd}}$ than to the luminosity. However, in their work they used both unabsorbed and absorbed AGN, which might add confusion to the relation, as the EW of significantly obscured ($N_H > 10^{23}$ cm$^{-2}$) AGN is enhanced by the depletion of the con-
of the photon index \( \Gamma \) and the full width half-maximum (FWHM) of the \( H\beta \) line was found in the 0.1–2.4 keV energy band by Boller et al. (1996) studying a sample of narrow-line Seyfert 1s with ROSAT. This trend was later confirmed using ASCA observations at higher energies (e.g., Brandt et al. 1997, Reeves & Turner 2000, and Brandt & Boller 1998) hypothesised that it might be related to the dependence of both FWHM(\( H\beta \)) and \( \Gamma \) on \( \lambda_{\text{edd}} \). A significant positive correlation between \( \Gamma \) and \( \lambda_{\text{edd}} \) was later found by several works performed using ASCA, ROSAT, Swift and XMM-Newton (e.g., Wang et al. 2004, Grupe 2004, Porquet et al. 2004b, Bian 2005). The degeneracy between the dependence of \( \Gamma \) on FWHM(\( H\beta \)) and on \( \lambda_{\text{edd}} \) was broken by Shemmer et al. (2004, 2008), who found that \( \lambda_{\text{edd}} \) seems to be the main driver of the correlation (Shemmer et al. 2008), using estimates of \( M_{\text{BH}} \) obtained using \( H\beta \), found that the relation between \( \Gamma \) and \( \lambda_{\text{edd}} \) can be approximated by

\[
\Gamma \approx 0.31 \log \lambda_{\text{edd}} + 2.11,
\]

consistently with what was obtained by Wang et al. (2004) and by Kelly et al. (2007). A steeper relation between \( \Gamma \) and \( \lambda_{\text{edd}} \) (\( \Gamma \approx 0.60 \log \lambda_{\text{edd}} \)) has been found by Risaliti et al. (2009) and Jin et al. (2013). The relation between \( \Gamma \) and \( \lambda_{\text{edd}} \) implies the existence of a strong link between the properties of the accretion flow and those of the warm corona. The fact that objects with higher values of \( \lambda_{\text{edd}} \) show steeper photon indices has been explained by several authors as being due to a more efficient cooling of the corona caused by the larger optical/UV flux emitted by the accreting disk (e.g., Shemmer et al. 2008). This behaviour of \( \Gamma \) is similar to what has been observed in stellar mass black holes (Remillard & McClintock 2006), in agreement with the unification of accretion onto black holes across the mass scale.

The positive \( \Gamma - \lambda_{\text{edd}} \) correlation might play a role on the X-ray Baldwin effect. Objects with lower values of \( \lambda_{\text{edd}} \) have a flatter continuum, which implies that the amount of photons that can produce the fluorescent Fe K\( \alpha \) emission is larger, which would produce a larger EW. The opposite would happen for objects at high Eddington ratios, which would create an anti-correlation between EW and \( \lambda_{\text{edd}} \). If the EW of the iron K\( \alpha \) line is mainly correlated to \( \lambda_{\text{edd}} \), the relation between \( \Gamma \) and \( \lambda_{\text{edd}} \) could also be, at least in part, responsible for the observed trend. In this work we aim at constraining the effect of the \( \Gamma - \lambda_{\text{edd}} \) correlation on the EW of the iron K\( \alpha \) line for different geometries. We simulate the spectra of unabsorbed populations of AGN considering three different geometries for the reflecting material (spherical-toroidal, toroidal, and slab), and we study the relation between the EW of the iron K\( \alpha \) line and the Eddington ratio. We consider only unabsorbed AGN to compare our results to the most reliable studies of the X-ray Baldwin effect.

The paper is organised as follows. In Sect.2 we study the relation between EW and \( \lambda_{\text{edd}} \) using the \textit{Chandra}/HEG data of Shu et al. 2010 and the bolometric corrections obtained from studies of the AGN spectral energy distribution. In Sect.3 we present our simulations for a toroidal geometry, a spherical toroidal geometry, and a slab geometry, we discuss the influence of scatter and of the underlying \( \lambda_{\text{edd}} \) distribution. In Sect.4 we study the relation between the narrow Fe K\( \alpha \) EW and the photon index using the \textit{Chandra} sample of Shu et al. 2010 and the Suzaku sample of Fukazawa et al. 2011. In Sect.5 we discuss our results, and in Sect.6 we present our conclusions.
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Table 2. The table reports (1) the equivalent width of the narrow component of the iron Kα line, (2) the 2–10 keV luminosity, (3) the black hole mass, (4) the method used for calculating the black hole mass, (5) the 2–10 keV average bolometric correction, (6) the bolometric luminosity, and (7) the Eddington ratio for the objects in the sample of [Shu et al. 2010]. The values of (1) and (2) were taken from [Shu et al. 2011] averaging when possible different observations. For the objects for which no value of the 2–10 keV bolometric correction was available we fixed $\kappa = 20$.

| Source | EW [eV] | $L_{2-10}$ [$10^{42}$ erg s$^{-1}$] | log(MBH/M$_{\odot}$) | Method | $\kappa$ | log $L_{\text{bol}}$ [$10^{42}$ erg s$^{-1}$] | $\lambda_{\text{Edd}}$ |
|--------|--------|-------------------------------|-----------------|--------|--------|-----------------|------------------|
| Fairall 9 | 47±27 | 11.6 | 8.41 ± 0.09$^a$ | RM | 8.9 ± 0.7 | 45.0 | 0.033 |
| NGC 526a | 28±20 | 2.4 | 7.9 ± 0.1$^b$ | KB | 13.1 ± 0.9 | 44.5 | 0.031 |
| Mrk 980 | 79±18 | 1.3 | 7.68 ± 0.08$^a$ | RM | 18.6 ± 1.1 | 44.4 | 0.042 |
| NGC 985 | 57±34 | 4.4 | 8.4 ± 0.1$^b$ | KB | 24.1 ± 1.3 | 45.0 | 0.039 |
| ESO 198–G24 | 71±43 | 3.1 | 8.5 ± 0.5$^c$ | ER | 20$^\circ$ | 44.8 | 0.017 |
| 3C 120 | 47±20 | 11.7 | 7.7 ± 0.2$^a$ | RM | 12.6 ± 0.4 | 45.2 | 0.22 |
| NGC 2110 | 75±12 | 0.51 | 8.3 ± 0.3$^d$ | VD | 10.3 ± 0.7 | 43.7 | 0.0022 |
| PG 0844+349 | 52±23 | 5.4 | 8.0 ± 0.2$^a$ | RM | 72 ± 8 | 45.6 | 0.35 |
| Mrk 705 | 26±26 | 2.6 | 7.0 ± 0.1$^c$ | ER | 20$^\circ$ | 44.7 | 0.49 |
| MCG −5–23–16 | 50±10 | 1.6 | 7.9 ± 0.4$^c$ | VD | 20$^\circ$ | 44.5 | 0.032 |
| NGC 3227 | 32±29 | 0.08 | 7.6 ± 0.2$^a$ | RM | 12.0 ± 0.5 | 43.0 | 0.0019 |
| NGC 3516 | 55±4 | 0.70 | 7.6 ± 0.1$^a$ | RM | 14.1 ± 1.6 | 44.0 | 0.019 |
| NGC 3783 | 60±5 | 1.4 | 7.47 ± 0.09$^a$ | RM | 19.8 ± 0.9 | 44.4 | 0.078 |
| NGC 4051 | 94±14 | 0.02 | 6.3 ± 0.2$^a$ | RM | 26.4 ± 1.1 | 42.7 | 0.023 |
| NGC 4151 | 65±5 | 0.36 | 7.1 ± 0.1$^a$ | RM | 18 ± 2 | 43.8 | 0.042 |
| Mrk 766 | 37±23 | 0.86 | 6.3 ± 0.4$^a$ | RM | 45 ± 3 | 44.6 | 1.92 |
| 3C 273 | 7±4 | 654 | 8.95 ± 0.07$^a$ | RM | 15 ± 3 | 47.0 | 0.90 |
| NGC 4593 | 59±19 | 0.81 | 6.7 ± 0.6$^a$ | RM | 9.0 ± 0.5 | 43.9 | 0.11 |
| MCG −6–30–15 | 18±5 | 0.59 | 6.7 ± 0.2$^d$ | VD | 22.0 ± 1.0 | 44.1 | 0.22 |
| IRAS 13349+2438 | 40±22 | 10.7 | 7.7 ± 0.5$^c$ | ER | 20$^\circ$ | 45.3 | 0.36 |
| IC 4329A | 19±4 | 10.1 | 7.0 ± 0.8$^a$ | RM | 15.0 ± 1.0 | 45.2 | 1.26 |
| Mrk 279 | 66±22 | 2.9 | 7.5 ± 0.1$^a$ | RM | 15.5 ± 0.3 | 44.7 | 0.11 |
| NGC 5506 | 66±14 | 0.55 | 6.6 ± 0.5$^f$ | VD | 16.8 ± 1.2 | 44.0 | 0.19 |
| NGC 5548 | 56±14 | 1.9 | 7.83 ± 0.03$^a$ | RM | 13.1 ± 1.5 | 44.4 | 0.031 |
| Mrk 290 | 27±16 | 3.2 | 7.39 ± 0.07$^d$ | RM | 13.5 ± 0.9 | 44.6 | 0.15 |
| PDS 456 | 43±22 | 37.3 | 8.9 ± 0.5$^b$ | ER | 20$^\circ$ | 45.9 | 0.08 |
| E1821+643 | 26±12 | 362.5 | 9.4 ± 0.5$^b$ | ER | 20$^\circ$ | 46.9 | 0.26 |
| 3C 382 | 14±9 | 40.6 | 8.8 ± 0.5$^b$ | ER | 10.1 ± 0.6 | 45.6 | 0.049 |
| IRAS 18325−5926 | 5±5 | 2.3 | – | – | 20$^\circ$ | 44.7 | – |
| 4C +74.26 | 28±14 | 66.2 | 9.6 ± 0.5$^d$ | ER | 20$^\circ$ | 46.1 | 0.028 |
| Mrk 509 | 34±16 | 15.6 | 8.16 ± 0.03$^a$ | RM | 13.6 ± 0.6 | 45.3 | 0.12 |
| NGC 7213 | 86±22 | 0.18 | 8.0 ± 0.3$^i$ | VD | 20.3 ± 1.6 | 43.6 | 0.0031 |
| NGC 7314 | 41±22 | 0.17 | 6.1 ± 0.1$^b$ | KB | 3.9 ± 0.4 | 42.8 | 0.040 |
| Ark 564 | 25±16 | 3.7 | 6.3 ± 0.5$^c$ | ER | 9.2 ± 3.7 | 44.5 | 1.42 |
| MR 2251−178 | 22±13 | 25.3 | 8.8$^i$ | KB | 22.0 ± 0.3 | 45.8 | 0.081 |
| NGC 7469 | 72±20 | 1.5 | 7.09 ± 0.05$^a$ | RM | 32.2 ± 1.3 | 44.7 | 0.33 |

**Notes.** The values of the $M_{\text{BH}}$ were taken from: $^a$ Peterson et al. (2004), $^b$ Vasudevan et al. (2010), $^c$ De Marco et al. (2013), $^d$ Beckmann et al. (2009), $^e$ Vestergaard (2002), $^f$ Middleton et al. (2008), $^g$ Denney et al. (2010), $^h$ Wang et al. (2009), $^i$ Woo & Urry (2002), $^j$ Winter et al. (2009). The methods used for the mass calculation are: reverberation mapping (RM), K-band host bulge luminosity (KB), empirical $L(5100\AA)$ vs $R_{\text{BLR}}$ relation (ER), and stellar velocity dispersion (VD).
Figure 2. Schematic representation of the toroidal (left panel), spherical-toroidal (central panel) and slab (right panel) geometries. In all cases \( \theta_i \) is the inclination angle of the observer. In the toroidal geometry the half-opening angle \( \theta_{OA} \) is set to 60°, while in the spherical-toroidal geometry it varies between 10° and 70°. In both the toroidal and spherical-toroidal geometry the equatorial column density of the torus \( N_H^T \) spans between \( 10^{22.5} \) and \( 10^{25} \) cm\(^{-2}\).

2 THE \( EW - \lambda_{Edd} \) RELATION

The studies of the \( EW - \lambda_{Edd} \) relation performed so far have used either constant (e.g., Shu et al. 2010, Bianchi et al. 2007) or luminosity-dependent (e.g., Marconi et al. 2004; Bianchi et al. 2007) 2–10 keV bolometric corrections (\( \kappa_s \), where \( L_{bol} = \kappa_s \cdot L_{2-10} \)). It has been shown however that the value of \( \kappa_s \) does not have a clear dependence on the bolometric luminosity (e.g., Vasudevan & Fabian 2007, Marchese et al. 2012), while it appears to be connected to the Eddington ratio (Vasudevan & Fabian 2007).

In order to better constrain the slope of the \( EW - \lambda_{Edd} \) relation we used the per source values of \( EW \) and \( L_{2-10} \) reported by the Chandra/HEG study of Shu et al. (2010) (where the line width was fixed to \( \sigma = 1 \) eV to consider only the narrow component), together with the best estimates of the black-hole masses and \( \sigma \) reported in the literature. For 18 sources values of \( M_{BH} \) obtained by reverberation mapping were available (e.g., Peterson et al. 2004), while for the rest of the sources we used values obtained by i) the K-band host bulge luminosity-\( M_{BH} \) relation (e.g., Vasudevan et al. 2010), ii) the empirical \( L(5100\AA) \) vs \( R_{BLR} \) relation (e.g., Vestergaard 2002), iii) the stellar velocity dispersion (e.g., Woo & Urry 2002). We took the values of \( \kappa_s \) obtained directly from studies of the bolometric AGN emission performed by Vasudevan & Fabian (2007), Vasudevan et al. (2009), Vasudevan & Fabian (2009), and Vasudevan et al. (2010), averaging the values when several were available. For the eight sources of the sample for which no value of \( \kappa_s \) was available we fixed \( \kappa_s = 20 \) (Vasudevan & Fabian 2009). The values of \( \lambda_{Edd} \) for the Chandra/HEG sample are reported in Table 2. We fitted the data using

\[
\log EW = A + B \log \lambda_{Edd}.
\]

The scatter plot of \( EW \) versus \( \lambda_{Edd} \) and the fit to the data are shown in Fig. 1. We found that using the measured bolometric correction the slope of \( EW - \lambda_{Edd} \) is consistent (\( B = -0.13 \pm 0.03 \)) with the value obtained using constant values of \( \kappa_s \) (see Table 1). Using the ftestxy procedure (Press et al. 1992), which allows to take into account also the uncertainties of \( \lambda_{Edd} \), we obtained a steeper slope (\( B = -0.18 \pm 0.05 \)). The correlation yields a null-hypothesis probability of \( P_B \sim 1\% \) and the Spearman’s rank correlation coefficient is \( \rho = -0.44 \). Interestingly, the decrease of the \( EW \) with the X-ray luminosity is more significant (\( P_B \sim 0.03\%\), \( \rho = -0.64 \)). Considering only the objects for which it was possible to estimate \( \kappa_s \) does not increase the significance of the correlation.

3 SIMULATIONS

In order to simulate the \( EW - \lambda_{Edd} \) relation produced by the dependence of \( \Gamma \) on \( \lambda_{Edd} \), we followed what we have done in Ricci et al. (2013) to study the influence of the decrease of the covering factor of the torus with the luminosity on the X-ray Baldwin effect. We initially considered an uniform distribution of Eddington ratios, with \( \lambda_{Edd} \) spanning between 0.01 and 1, with a binning of \( \Delta \lambda_{Edd} = 0.01 \). For each value of \( \lambda_{Edd} \) we determined the photon index using the relation of Shemmer et al. (2008, Eq. 1), and simulated in XSPEC 12.7.1 (Arnaud 1996) a large number of spectra, using Monte Carlo simulations of reflected X-ray radiation. These simulations were carried out to examine the shape of the reflected emission for a given X-ray continuum, and assume three different geometries of the reprocessing material (Fig. 2), toroidal (Sect. 3.1), spherical-toroidal (Sect. 3.2) and slab (Sect. 3.3). For each geometry we explored the parameter space and created synthetic unabsorbed populations. In XSPEC we measured the value \( EW \) of the simulated spectra, using for the continuum the same models as those used for the simulations and a Gaussian line for the iron K\( \alpha \) line. We then studied the relation of \( EW \) with the Eddington ratio fitting the values of the synthetic populations with Eq. 2 using the weighted least-square method. The weights used are \( w = \sin \theta_i \), where \( \theta_i \) is the inclination angle of the observer. This is done to take into account the non-uniform probability of randomly observing the AGN within a certain solid angle from the polar axis. In Sect. 3.4 we study the influence of scatter in the \( \Gamma - \lambda_{Edd} \) relation, and in Sect. 3.5 we assume more realistic \( \lambda_{Edd} \) distributions. In Sect. 5 we discuss the impact of a steeper \( \Gamma - \lambda_{Edd} \) trend, as that found by Risaliti et al. (2009), on our simulations. Throughout the paper we assume solar metallicities.

3.1 Toroidal geometry

Murphy & Yaqoob (2009) carried out Monte-Carlo calculations of Green’s functions to study the reprocessed features originated in a toroidal geometry (see left panel of Fig. 2). These simulations are part of a X-ray spectral fitting model (MYTorus\(^1\)), which can be implemented in XSPEC as a combination of three table models. These table models include the zeroth-order continuum, the scattered continuum and a component which contains the fluorescent lines. The main parameters of MYTorus are the photon index \( \Gamma \), the equatorial column density of the torus \( N_H^T \) and the inclination angle

\(^1\) http://www.mytorus.com/
of the observer \( \theta \). In MYTorus the half-opening angle of the torus \( \theta_{\text{OA}} \) is fixed to 60\(^\circ\), while \( \theta \) can vary between 0\(^\circ\) and 90\(^\circ\), and \( N_H^T \) between 10\(^{22}\) cm\(^{-2}\) and 10\(^{25}\) cm\(^{-2}\). The fluorescent emission lines in MYTorus are convolved with a Gaussian function (gsmooth in XSPEC) to take into account the velocity broadening. The width of the Gaussian broadening is

\[
\sigma_E = \sigma_L \left( \frac{E}{6 \text{ keV}} \right)^\alpha,
\]

where

\[
\sigma_L = 0.850 \left( \frac{V_{\text{FWHM}}}{100 \text{ km s}^{-1}} \right) \text{ eV}.
\]

We used FWHM = 2000 km s\(^{-1}\), as obtained by recent Chandra/HEG observations of unobscured AGN (Shu et al. 2010), which is equivalent to \( \sigma_L = 17 \text{ eV} \), and \( \alpha = 1 \). MYTorus does not allow a cut-off power law, but considers a termination energy \( E_T \). As the choice of \( E_T \) does not affect significantly the values of the EW of the iron K\( \alpha \) line, we arbitrarily chose \( E_T = 500 \text{ keV} \). We used a model which includes the three components implemented in MYTorus\(^4\) and fixed the value of the normalisation of the scattered continuum (which includes the Compton hump) and of the fluorescent-line model to that of the zeroth-order continuum.

We considered 26 values of equatorial column densities between \( \log N_H^T = 22.5 \) and \( \log N_H^T = 25 \), with a binning of \( \Delta \log N_H^T = 0.1 \). For each value of \( N_H^T \) we simulated a population of unabsorbed AGN, with \( 0^\circ \leq \theta \leq \theta_{\text{OA}} \), with a binning of \( \Delta \theta = 3^\circ \), and with \( \Gamma \) following Eq.\( ^4 \).

After extracting the values of EW we fitted the obtained \( EW(\Delta \theta) \) trend with Eq.\( ^4 \) for each synthetic population, and obtained values of the slope that vary between \( B \approx -0.05 \) (for \( \log N_H^T = 22.5 \)) and \( B \approx -0.075 \) (for \( \log N_H^T = 25 \)). The variation of \( B \) with \( N_H^T \) is shown in the left panel of Fig.\( ^3 \).

### 3.2 Spherical-toroidal geometry

Monte-Carlo simulations of the reprodiffused radiation considering a spherical-toroidal geometry have been presented by Ikeda et al.\(^2\) (2009). These simulations are also stored in tables, so that they can be used for spectral fitting as in the case of MYTorus. The angles in this model are the same as those of the toroidal geometry (see central panel of Fig.\( ^2 \) or Fig.\( ^1 \) in Ricci et al. 2013). The model of Ikeda et al. (2009) has the advantage, with respect to MYTorus, of having a variable half-opening angle of the torus \( \theta_{\text{OA}} \). The other parameters of this model are \( \Gamma \), \( \Gamma \) and \( N_H^T \) similarly to MYTorus, although the values of \( \theta \) allowed are in a slightly different range (1\(^\circ\) – 89\(^\circ\)). In the model the energy of the cutoff is fixed to \( E_T = 360 \text{ keV} \). We simulated an unabsorbed population of AGN for each value of \( \theta_{\text{OA}} \) and logarithmic \( N_H^T \), using values of \( \theta_{\text{OA}} \) between 1\(^\circ\) and 70\(^\circ\) with a binning of \( \Delta \theta = 10^\circ \), and 26 values of \( N_H^T \), from \( \log N_H^T = 25 \) to \( \log N_H^T = 22.5 \), with \( \log N_H^T = 25 \). The values of \( B \) obtained with Eq.\( ^4 \) the synthetic populations are shown in the right panel of Fig.\( ^3 \) and vary between \( B \approx -0.003 \) (for \( \theta_{\text{OA}} = 70^\circ \) and \( \log N_H^T = 22.6 \)) and \( B \approx -0.037 \) (for \( \theta_{\text{OA}} = 10^\circ \) and \( \log N_H^T = 24.5 \)).

### 3.3 Slab geometry

For the sake of completeness we investigated also the impact of the \( \Gamma - \lambda_{\text{Edd}} \) relation on the Fe K\( \alpha \) line EW using a slab geometry (right panel of Fig.\( ^2 \)), commonly used to reproduce the reflection of the X-ray continuum on the accretion disk. We used the pexmon model (Nandra 2004), which is based on the spectral model for reflection on a semi-infinite slab of neutral material of Magdziarz & Zdziarski (1995, pexrav), linking to the reflection fraction \( R \) the EW of the iron K\( \alpha \) line. The parameter \( R \) is defined as the strength of the reflection component relative to that expected from a slab subtending 2\( \pi \) solid angle \( (R = 2\pi \Omega) \). The strength of the Fe K\( \alpha \) line in pexmon is determined using the Monte-Carlo calculations of George & Fabian (1991). In the model the relation between EW and \( \Gamma \) is parametrised as

\[
EW = 9.66 \ E_{W_0} (\Gamma^{-2.8} - 0.56),
\]

where \( E_{W_0} = 144 \text{ eV} \) is the equivalent width for a face-on slab \( (\theta_i = 0^\circ) \), considering \( \Gamma = 1.9 \) and iron abundance relative to hydrogen of 3.31\( \times \)10\(^{-5} \) (Anders & Ebihara 1982). We simulated populations of unabsorbed AGN for five different values of the reflection parameter \( (R = 0.2, 0.4, 0.6, 0.8, 1) \), using the same \( \theta_i \) distribu-
tion we have used for YITorus ($\theta_i < 60^\circ$). The energy of the cutoff does not play a significant role on the EW of the Fe K$\alpha$ line, and it was fixed to $E_C = 500\text{ keV}$. In the slab model the value of $N_H$ of the reflecting material is fixed to infinite, so that we cannot vary it.

Fitting the simulated data we obtain that the value of the slope does not vary significantly for different values of $R$, and is $B \approx -0.058$.

### 3.4 The effects of scatter in the $\Gamma - \lambda_{\text{Edd}}$ relation

The values of the slopes obtained in the previous sections for different geometries of the reflector have been calculated neglecting the significant scatter found in the $\Gamma - \lambda_{\text{Edd}}$ relation ($\Delta \Gamma \sim 0.1 \Gamma$). In order to account for this scatter, for each of the three geometries, and considering the set of parameters for which slope was the steepest, we carried out 1,000 Monte-Carlo simulations. In these simulations, for each value of $\lambda_{\text{Edd}}$ the photon index had a random scatter within $\Delta \Gamma \sim 0.1 \Gamma$. The inclination angle was randomly selected, in order to simulate unabsorbed AGN, between $0^\circ$ and $\theta_{\text{OA}}$ for the spherical-toroidal geometry, and between $0^\circ$ and $60^\circ$ for the remaining two geometries. For each simulation we calculated the value of $B$ using Eq. (3) as described in Sect. 3.3.

For the toroidal geometry ($\theta_{\text{OA}} = 60^\circ$, $N_H^T = 10^{20}\text{ cm}^{-2}$) the average slope is $B \approx -0.074$ and the standard deviation $\sigma_B = 0.008$ (left panel of Fig. 4), for the spherical-toroidal geometry ($\theta_{\text{OA}} = 10^\circ$, $N_H^T = 10^{23.2}\text{ cm}^{-2}$) the average slope is $B \approx -0.043$ and the standard deviation $\sigma_B = 0.011$ (central panel of Fig. 4), while for the slab geometry the average slope we obtained is $B \approx -0.064$ and the standard deviation $\sigma_B = 0.013$. None of the Monte-Carlo runs produce values of $B$ consistent with the slope of the X-ray Baldwin effect we found in Sect. 3.3 (see also Table 4).

### 3.5 Assuming a realistic $\lambda_{\text{Edd}}$ distribution

The simulations discussed so far have been carried out assuming an unrealistic uniform $\lambda_{\text{Edd}}$ distribution for the synthetic AGN populations. In order to account for a realistic distribution of $\lambda_{\text{Edd}}$ we used the 9-months Swift/BAT AGN sample. We took the values of the $2-10\text{ keV}$ luminosity and of $M_{BH}$ reported in the X-ray study of Winter et al. (2009). We assumed a constant $2-10\text{ keV}$ bolometric correction of $\kappa_b = 20$, and took into account the 52 objects with $\log \lambda_{\text{Edd}} > -2$. For each geometry we used the set of parameters for which the steepest slope $B$ was obtained (see Sect. 3.3), and ran 1,000 Monte-Carlo simulations using Eq. (1) to obtain $\Gamma$, and assuming a random inclination angle between $0^\circ$ and $\theta_{\text{OA}}$ for the spherical-toroidal geometry, and between $0^\circ$ and $60^\circ$ for the remaining two geometries. We obtained an average value of $B = -0.080$ with a standard deviation of $\sigma_B = 0.005$ for the toroidal geometry, while $B = -0.048$ with $\sigma_B = 0.015$ for the spherical-toroidal geometry, and $B = -0.051$ with $\sigma_B = 0.016$ for the slab geometry.

To account for the possible error introduced by using constant bolometric corrections we considered the results reported by Vasudevan et al. (2010) for the 9-months Swift/BAT AGN sample. In their work they calculated the values of $\kappa_b$ using the Swift/BAT and IRAS fluxes together with the AGN nuclear SED templates of Silva et al. (2004). We considered only the 28 unabsorbed AGN for which the values of $\kappa_b$ were available, in order to have a sample consistent with those usually used for studies of the X-ray Baldwin effect. Following what we did for the sample of Winter et al. (2009), we obtained from our simulations an average value of $B = -0.084$ with a standard deviation of $\sigma_B = 0.009$ for the toroidal geometry, $B = -0.037$ with $\sigma_B = 0.032$ for the spherical-toroidal geometry, and $B = -0.050$ with $\sigma_B = 0.033$ for the slab geometry. The larger dispersion associated with these simulations with respect to those performed using the sample of Winter et al. (2009) is likely related to the lower number of objects we used. Due to the larger scatter obtained, for the toroidal geometry $\sim 3\%$ of the of the Monte-Carlo runs produces values of $B$ consistent within $1\sigma$ with Chandra/HEG observations, $\sim 2\%$ for the spherical-toroidal geometry and $\sim 7\%$ for the slab geometry.

As a last test we used the Eddington ratio distribution obtained from the Hamburg/ESO survey of type-I low-redshift ($z < 0.3$) AGN by Schulze & Wisotzki (2010). In their work they found that, after correcting for observational biases, the intrinsic $\lambda_{\text{Edd}}$ distribution of unabsorbed AGN can be well represented by a log-normal distribution with a mean of $\log \lambda_{\text{Edd}} = -1.83$ and a standard deviation of $\sigma_{\text{Edd}} = 0.49$. Generating random values of $\lambda_{\text{Edd}}$ distributed with a log-normal distribution (for $\log \lambda_{\text{Edd}} > -2$) with the parameters found by Schulze & Wisotzki (2010), we created a dummy AGN population of 100 sources. We used this population to perform 1,000 Monte-Carlo simulations following what we did for the samples of Winter et al. (2009) and Vasudevan et al. (2010). We obtained an average value of $B = -0.090$ with a standard deviation of $\sigma_B = 0.008$ for the toroidal geometry, $B = -0.041$ with $\sigma_B = 0.028$ for the spherical-toroidal geometry, and $B = -0.040$ for the slab geometry.
with $\sigma_B = 0.030$ for the slab geometry. For the toroidal geometry $\sim 12\%$ of the simulations produce values of $B$ consistent with the observations, while lower percentages are obtained for the spherical-toroidal ($\sim 3\%$) and slab ($\sim 2\%$) geometries.

4 THE RELATION BETWEEN THE IRON Kα EW AND $\Gamma$

So far we have discussed the influence of the dependence of $\Gamma$ on $\lambda_{\text{Edd}}$ on the X-ray Baldwin effect. In this section we investigate the relation between the narrow component of the Fe Kα EW and the photon index. A clear trend between these two quantities might in fact suggest that the $\Gamma - \lambda_{\text{Edd}}$ correlation plays an important role in the observed $EW - \lambda_{\text{Edd}}$ relation. Using ASCA observations of 25 unabsorbed AGN [Lubinski & Zdziarski (2001)] found evidence of a possible positive trend between the iron Kα EW and $\Gamma$. A weak positive correlation was also found by [Perola et al. (2002)] studying BeppoSAX bright AGN observations. A more complex relationship between these two quantities was found by the RXTE study of [Mattson et al. (2003)]. In their study they analysed 350 time-resolved spectra of 12 type-I AGN, and found that the EW of the iron line is positively correlated with the photon index up to $\Gamma \approx 2$, where the trend turns over and the two parameters become anti-correlated. However, in all these studies the EW might also include the contribution of a broad component.

4.1 The Chandra/HEG sample

In order to study the relation between the narrow component of the iron Kα line and the photon index we used the EW obtained by Chandra/HEG observations of a sample of 36 type-1/1.5 AGN (fixing $\sigma = 1$ eV) and reported in [Shu et al. (2010)]. To reduce the effects of variability of the primary continuum, we used the values of EW averaged, when possible, over several observations. We collected the values of $\Gamma$ from XMM-Newton, Chandra and Suzaku studies of the sources performed in the last ten years (see Appendix A), and used the average of all the observations, in order to reduce the impact of photon-index variability. The material responsible for the narrow component of the Fe Kα line is in fact thought to be located at several light years from the central engine, so that the response of the line to changes of $\Gamma$ is not simultaneous. The scatter plot of the EW of the narrow component of the iron Kα line versus the photon index is shown in Fig. 5. From the figure one can see that the data are dominated by scatter, and do not appear to be neither linearly correlated nor constant, with the Spearman's rank correlation coefficient being $\rho = -0.01$. Excluding the upper limits and fitting the data with a constant, one obtains $\chi^2 = 73$ for 32 degrees of freedom. Using the $\chi^2$ procedure to fit the data with

$$\log EW = \alpha + \beta \Gamma,$$

we obtained $\alpha = 1.8 \pm 0.2$ and $\beta = -0.05 \pm 0.12$.

To compare the data to the expected $EW - \Gamma$ trend, we investigated the relation obtained by the three different geometries. This was done simulating, similarly to what was done in Sect. 3 several unabsorbed populations of AGN, with a uniform distribution of $\Gamma$ between 1.5 and 2.5. We fitted the simulated data with Eq. 6 using the weighted least-square method, with the same weights we used for Eq. 2. In the case of the toroidal geometry $\beta$ varies between $-0.16$ (for $\log N_{\alpha} = 22.5$) and $-0.23$ (for $\log N_{\alpha} = 25$). For the spherical toroidal geometry the values of $\beta$ vary between $-0.09$ (for $\theta_{\alpha c} = 70^\circ$ and $\log N_{\alpha} = 22.6$) and $-0.15$ (for $\theta_{\alpha c} = 10^\circ$ and $\log N_{\alpha} = 24.5$), while for the slab geometry we obtained $\beta = -0.28$ (for $R = 1$). The expected trends are plotted in Fig. 5. Given the heterogeneous sampling of the values of $\Gamma$ and the large scatter in the data, we cannot conclude whether the photon index plays a dominant role or not.

In Fig. 6 we plot the rebinned scatter plot of the photon index versus the Eddington ratio for the Chandra/HEG type-I AGN sample of [Shu et al. (2010)]. The dashed line represents the best fit to the data ($\Gamma \propto 0.12 \log \lambda_{\text{Edd}}$).
ated by the fact that we considered values of $\Gamma$ which were averaged over the last $\sim 10$ years, while the values of the Eddington ratio were obtained using only Chandra/HEG observations. The photon index is in fact expected to react on short time scales to changes of $\lambda_{\text{Edd}}$, so that our treatment is likely to introduce additional scatter to the correlation.

4.2 Reducing the effects of variability using Suzaku and Swift/BAT

In order to reduce the possible effects of variability we expanded our study using the Suzaku sample of [Fukazawa et al. 2011] and the results of the 58-months 14–195 keV Swift/BAT catalog [Baumgartner et al. 2010]. The flux of the continuum is more variable than that of the Fe Kα line, and using the 58-months averaged 14–195 keV Swift/BAT flux ($F_{\text{BAT}}$) allows us to smooth out the effects of continuum variability. To have a proxy of the Fe Kα EW less sensitive to variability we divided the flux of the iron Kα line ($F_{\text{Kα}}$) obtained by Suzaku by $F_{\text{BAT}}$, and studied the relation of $F_{\text{Kα}}/F_{\text{BAT}}$ with the Swift/BAT photon index. Of the 87 AGN reported in the work of [Fukazawa et al. 2011] we excluded the 13 Compton-thick Seyfert 2s because their BAT flux is likely to be significantly attenuated, the seven objects for which no iron Kα line was detected by Suzaku and the four sources not detected by Swift/BAT. The final sample we used contained 63 AGN, of which 30 Seyfert 1s, 31 Seyfert 2s and 2 LINERs. For the 11 objects for which several Suzaku observations were reported we used the average values of the iron Kα flux. In Fig. 7 the scatter plot of $F_{\text{Kα}}/F_{\text{BAT}}$ versus the Swift/BAT photon index is shown. Only a moderately significant positive correlation between the two quantities is found ($\rho = 0.3$, $P_\nu \sim 2\%$). We fitted the data with a linear relationship of the type $\log(F_{\text{Kα}}/F_{\text{BAT}}) = \xi + \gamma \log(\Gamma)$. Using the fitexy procedure we obtained a slope of $\gamma = 0.58 \pm 0.13$. A positive correlation is at odds with what would be expected if EW and $\Gamma$ were strongly related. However, the sample we used includes both type-I and type-II AGN; considering only type-I objects, consistently to what is usually done for the X-ray Baldwin effect, the correlation is not significant anymore ($P_\nu = 54\%$).

5 DISCUSSION

In the last years several works have found a clear correlation between the X-ray photon index and the Eddington ratio (e.g., Shemmer et al. 2008, Fanali et al. 2013). Discordant results have been obtained when looking for a correlation between the X-ray luminosity and the photon index. While some works found an anti-correlation (e.g., Green et al. 2009, Young et al. 2009, Corral et al. 2011), others found a positive correlation (e.g., Dai et al. 2004, Saez et al. 2008), and many did not find any trend between the two parameters (e.g., Nandra & Pounds 1994, George et al. 2000, Reeves & Turner 2001, Page et al. 2005, Vignali et al. 2005, Shemmer et al. 2005, Just et al. 2007, Risaliti et al. 2009). For individual AGN several works found a tight correlation between $\Gamma$ and $L_{\text{2-10}}$ (e.g., Maedziarz et al. 1998, Zdziarski et al. 2003, Sobolewska & Papadakis 2009), which also points towards $\lambda_{\text{Edd}}$ being the main driver of the observed trend. Changes in luminosity for individual objects are in fact directly related to changes

![Figure 7. Ratio between the iron Kα line flux measured by Suzaku (Fukazawa et al. 2011) and the 14–195 keV Swift/BAT flux versus the Swift/BAT photon index. The dashed line represents the linear fit to the data obtained using the fitexy procedure.](image-url)

Recently the $\Gamma - \lambda_{\text{Edd}}$ correlation has been confirmed by the study of [Risaliti et al. 2009] on a large sample of $\sim 400$ Sloan Digital Sky Survey quasars with available XMM-Newton X-ray spectra. In their work [Risaliti et al. 2009] found a trend consistent with that observed by [Shemmer et al. 2008] when studying objects with black hole masses estimates obtained using Hβ, Mg II and C IV. When considering only the $\sim 80$ objects with values of $M_{\text{BH}}$ obtained with Hβ the correlation becomes stronger ($\Gamma \propto 0.58 \log(\lambda_{\text{Edd}})$), while it is weaker or absent using only objects with Mg II and C IV measurements, respectively. The existence of differences between these trends has been interpreted by [Risaliti et al. 2009] as being due to the different uncertainties on $M_{\text{BH}}$ obtained from the three lines. While C IV is believed to be a poor estimator of the mass of the supermassive black hole (e.g., Netzer et al. 2007), both Hβ and Mg II are thought to be produced in virialised gas and thus expected to be good mass indicators. However Mg II is a doublet and can be affected by contamination of Fe II, so that Hβ is likely to be the best mass indicator. If, as argued by [Risaliti et al. 2009], the $\Gamma - \lambda_{\text{Edd}}$ trend obtained using black-hole mass estimates from Hβ is the most reliable, then the influence on the X-ray Baldwin effect should be more important. A result consistent with that of [Risaliti et al. 2009] has been obtained by [Jin et al. 2012] using black-hole mass estimates obtained from Hz and Hβ, while [Brightman et al. 2013] using Hz and Mg II found a flatter slope ($0.32 \pm 0.05$). Performing the same simulations of Sect. 5.1, using the $\Gamma - \lambda_{\text{Edd}}$ correlation found by [Risaliti et al. 2009] using Hβ, we obtained values of $B$ between $-0.093$ (for $\log N_{\text{H}}^\beta = 22.5$) and $-0.14$ (for $\log N_{\text{H}}^\beta = 25$) for the toroidal geometry, between $-0.008$ (for $\theta_{\text{obs}} = 90^\circ$ and $\log N_{\text{H}}^\beta = 22.6$) and $-0.07$ (for $\theta_{\text{obs}} = 10^\circ$ and $\log N_{\text{H}}^\beta = 24.5$) for the spherical-toroidal geometry, and of $-0.11$ ($\text{for } R = 1$) for the slab geometry. Repeating the Monte-Carlo simulations of Sect. 5.5, adopting the $\lambda_{\text{Edd}}$ distribu-

\(^3\) In the work of [Fukazawa et al. 2011] a total of 88 AGN are reported, but NGC 1142 and Swift J0255.2–0011 are the same source.
tion of Vasudevan et al. (2011) and using the results of Risaliti et al. (2009) we found an average value of $B \approx -0.147$ ($\sigma = 0.009$) for the toroidal geometry, $B \approx -0.09$ ($\sigma = 0.04$) for the spherical-toroidal geometry, and of $B \approx -0.09$ ($\sigma = 0.03$) for the slab geometry. Thus for all the geometries, assuming this steeper $\Gamma - \lambda_{\text{Edd}}$ relation one obtains slopes consistent within 1 $\sigma$ with the time-averaged (i.e. fits per source) $EW - \lambda_{\text{Edd}}$ trend.

Gu & Cao (2009), studying a sample of low luminosity AGN (LLAGN), which included low-ionisation nuclear emission line regions (LINERs) and local Seyfert galaxies with $\lambda_{\text{Edd}} \leq -2$, found that, contrarily to what has been observed at higher values of Eddington ratios, for these objects the photon index appears to be anti-correlated to $\lambda_{\text{Edd}}$. They found that $\Gamma \propto (0.09 \pm 0.03) \log \lambda_{\text{Edd}}$, and argued that, as the anti-correlation is consistent with that found for X-ray binaries (XRB) in a low/hard state (e.g. Yamaoka et al. 2005). LLAGN and XRB in low/hard state might have a similar accretion mechanism, possibly an advection-dominated accretion flow (ADAF; see also Qiao & Liu 2012). A stronger anti-correlation has been found by Younes et al. (2011) studying asam- 

In this work we have studied the influence of the $\Gamma - \lambda_{\text{Edd}}$ relation for different geometries (LINERs) and local Seyfert galaxies with log $\lambda_{\text{Edd}} \leq -2$, found that, contrarily to what has been observed at higher values of Eddington ratios, for these objects the photon index appears to be anti-correlated to $\lambda_{\text{Edd}}$. They found that $\Gamma \propto (0.09 \pm 0.03) \log \lambda_{\text{Edd}}$, and argued that, as the anti-correlation is consistent with that found for X-ray binaries (XRB) in a low/hard state (e.g. Yamaoka et al. 2005). LLAGN and XRB in low/hard state might have a similar accretion mechanism, possibly an advection-dominated accretion flow (ADAF; see also Qiao & Liu 2012). A stronger anti-correlation has been found by Younes et al. (2011) studying a sample of 13 LINERs ($\Gamma \propto -0.31 \log \lambda_{\text{Edd}}$). These results might be used to constrain the importance of the $\Gamma - \lambda_{\text{Edd}}$ correlation on the X-ray Baldwin effect. The detection of a significant flattening or of a positive correlation between $EW$ and $\lambda_{\text{Edd}}$ for $\log \lambda_{\text{Edd}} \leq -2$ would in fact point towards an important impact on the observed $EW - \lambda_{\text{Edd}}$ relation.

In order to understand which is the mechanism responsible for the X-ray Baldwin effect it is fundamental to assess whether its main driver is the luminosity or rather the Eddington ratio. Our analysis of the Chandra/HEG sample of Shu et al. (2010) seems to indicate that the correlation of $EW$ with the X-ray luminosity is stronger than that with the Eddington ratio. This would point towards a marginal role of the $\Gamma - \lambda_{\text{Edd}}$ trend on the decline of the iron $K\alpha$ EW with the luminosity, which, as recently shown in Ricci et al. (2013), can straightforwardly explain the observed decline of the iron $K\alpha$ EW with the luminosity.

### APPENDIX A: $\Gamma - EW$ DATA

In Table A1 the values of the average photon index of the Chandra/HEG sample of Shu et al. (2010) are listed, together with their references.
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