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Abstract

Dark matter axions may cause transitions between atomic states that differ in energy by an amount equal to the axion mass. Such energy differences are conveniently tuned using the Zeeman effect. It is proposed to search for dark matter axions by cooling a kilogram-sized sample to milli-Kelvin temperatures and count axion induced transitions using laser techniques. This appears an appropriate approach to axion dark matter detection in the $10^{-4}$ eV mass range.

PACS numbers: 95.35.+d

Axions provide a solution to the strong CP problem of the Standard Model of elementary particles [1] and are a candidate for the dark matter of the universe [2]. Moreover it has been argued recently that axions are the dark matter, at least in part, because they form a rethermalizing Bose-Einstein condensate [3] and this explains the occurrence of caustic rings of dark matter in galactic halos [4]. The evidence for caustic rings is summarized in ref.[5]. More recently, axion Bose-Einstein condensation was shown to provide a solution to the galactic angular momentum problem [6]. In supersymmetric extensions of the Standard Model, the dark matter may be a mixture of axions and supersymmetric dark matter candidates [7].

There is excellent motivation then to try and detect axion dark matter. The cavity technique has been used for many years and has placed significant limits in the frequency range 0.46 to 0.86 GHz. [Frequency for many years and has placed significant limits in the axion dark matter. The cavity technique has been used the Standard Model, the dark matter may be a mixture was shown to provide a solution to the galactic angular occurrence of caustic rings of dark matter in galactic ha-]

The axion coupling to fermions has the general form

$$L_{af} = -\frac{g_f}{2f_a} \partial_\mu a \tilde{f}(x) \gamma^\mu \gamma_5 f(x)$$

(2)

where $a(x)$ is the axion field and $f(x)$ is a fermion field. Of interest here are the couplings to the electron ($f = e$) and to the nucleons ($f = p, n$). Eq. (2) ignores small CP violating effects that are unimportant for our purposes. Formulas for the $g_f$ are given in refs. [17, 18]. Generically the $g_f$ are model-dependent numbers of order one. However the electron coupling $g_e$ can readily be set equal to zero at tree level. This is true for example in the KSVZ model [19]. In that case, $g_e \sim 10^{-3}$ due to a one loop effect [18]. On the other hand, it is unlikely that $g_p$ or $g_n$ is much less than one because the axion mixes with the neutral pion and therefore its coupling to the nucleons receives a contribution from the pion-nucleon coupling. $g_p$ or $g_n$ may be much less than one only due to a fortuitous cancellation. It is especially unlikely that both $g_p$ and $g_n$ are much less than one.

The properties of the axion are mainly determined by the axion decay constant $f_a$, which is of order the vacuum expectation value that breaks the $U_{PQ}(1)$ symmetry of Peccei and Quinn. In particular the axion mass

$$m_a \simeq 0.6 \cdot 10^{-4} \text{eV} \left(\frac{11 \text{ GeV}}{f_a}\right)$$

(1)
The couplings under consideration are also constrained by laboratory searches. Limits on \( g_{\text{acc}} \) have been obtained [25] by searching for solar axions using the axioelectric effect in a laboratory target [26]. A limit on the product \( g_{\gamma\gamma} g_{\text{acc}} \), where \( g_{\gamma\gamma} \) is the coupling of the axion to photons, was obtained [27] by searching for the conversion of solar axions to x-rays in a laboratory magnetic field [8].

In the non-relativistic limit, Eq. (2) implies the interaction energy

\[
H_{\alpha ff} = + \frac{g_{\text{f}}}{2m_f} \left( \vec{\nabla} a \cdot \vec{\sigma} + \partial_t \vec{a} \cdot \vec{p} \cdot \vec{S} \right)
\]

where \( m_f \) is the mass of fermion \( f \), \( \vec{p} \) its momentum and \( \vec{S} = \frac{1}{2} \vec{\sigma} \) its spin. The first term on the RHS of Eq. (3) is similar to the coupling of the magnetic field to spin, with \( \vec{\nabla} a \) playing the role of the magnetic field. That interaction causes magnetic dipole (M1) transitions in atoms. The second term causes \( \Delta \mathcal{J}_f = 0, \Delta \mathcal{L} = 1 \), parity changing transitions. As usual, \( l \) is the quantum number giving the magnitude of orbital angular momentum, and \( j \) that of total angular momentum. We will not use the second term because, starting from the ground state \( (l = 0) \), it causes transitions only if the energy absorbed is much larger than the axion mass. If \( f = e \), the required energy is of order eV. If \( f = p, n \), the required energy is of order MeV.

The ground state of most atoms is accompanied by several other states related to it by flipping the spin of one or more valence electrons, or by changing the \( z \)-component \( I_z \) of the nuclear spin. The energy differences between these states can be conveniently tuned by the Zeeman effect. The interaction of the axion with a nuclear spin \( \vec{I} \) may be written

\[
H_{aNN} = \frac{g_N}{f_a} \vec{\nabla} a \cdot \vec{I}
\]

where the \( g_N \) are dimensionless couplings of order one that are determined by nuclear physics in terms of \( g_p \) and \( g_n \). Relevant calculations are presented in ref. [28].

The transition rate by axion absorption from an atomic ground state \( |0| \) to a nearby excited state \(|i| \) is

\[
R_i = \frac{2}{m_f f_a^2} \min(t, t_1, t_a) \cdot \int d^3p \frac{d^3n}{dp^3} \left| \langle i|(g_e \vec{S} + g_N \vec{I}) \cdot \vec{p}|0 \rangle \right|^2
\]

on resonance. Here and henceforth \( \vec{S} \) is electron spin. \( t \) is the measurement integration time, \( t_1 \) is the lifetime of the excited state, and \( t_a \) is the coherence time of the signal. The latter is set by the energy dispersion \( \delta E = m_a(1 + \frac{v^2}{c^2}) \) of dark matter axions, where \( v^2 \) is their average velocity squared. The frequency spread of the axion signal is \( B_a = t_a^{-1} = \frac{\delta E}{c m_a} \). The resonance condition is \( m_a = E_i - E_0 \) where \( E_i \) and \( E_0 \) are the energies of the two states. The detector bandwidth, i.e. the frequency spread over which resonant transitions occur, is \( B = 1/\min(t, t_1) \). \( \frac{d^3n}{dp^3}(\vec{p}) \) is the local axion momentum distribution. The local axion energy density is

\[
\rho_a = m_a \int d^3p \frac{d^3n}{dp^3}(\vec{p}) .
\]

Let us define \( g_i \) by

\[
g_i v^2 m_a \rho_a = \int d^3p \frac{d^3n}{dp^3}(\vec{p}) \left| i|(g_e \vec{S} + g_N \vec{I}) \cdot \vec{p}|0 \rangle \right|^2 .
\]

\( g_i \) is a number of order one giving the coupling strength of the target atom. It depends on the atomic transition used, the direction of polarization of the atom, and the momentum distribution of the axions. It varies with time of day and of year since the momentum distribution changes on those time scales due to the motion of the Earth.

For a mole of target atoms, the transition rate on resonance is

\[
N_A R_i = g_i^2 N_A \frac{2 \rho_a}{f_a^2} \min(t, t_1, t_a) \cdot \frac{2.13 \cdot 10^3}{\sec} \left( \frac{\rho_a}{\text{GeV/cm}^3} \right) \left( \frac{10^{11} \text{ GeV}}{f_a} \right)^2 .
\]

\[
\cdot g_i^2 \left( \frac{v^2}{10^{-6}} \right) \frac{\left( \min(t, t_1, t_a) \right)}{\text{sec}}
\]

where \( N_A \) is Avogadro’s number. There is an (almost) equal transition rate for the inverse process, \( |i| \rightarrow |0| \) with emission of an axion. It is proposed to allow axion absorptions only by cooling the target to a temperature \( T \) such that there are no atoms in the excited state. The requirement \( N_A e^{-T f_a} < 0.1 \) implies

\[
T = 12 \text{ mK} \left( \frac{10^{11} \text{ GeV}}{f_a} \right) .
\]

The transitions are detected by shining a tunable laser on the target. The laser’s frequency is set so that it causes transitions from state \(|i| \rightarrow |0| \) to a highly excited state (with energy of order eV above the ground state) but does not cause such transitions from the ground state or any other low-lying state. When the atom de-excites, the associated photon is counted. The efficiency of this technique for counting atomic transitions is between 50% and 100%.

Consider a sweep in which the frequency is shifted by the bandwidth \( B \) per measurement integration time \( t \). The number of events per tune on resonance is \( t N_A R_i \).

If \( B_a < B \), events occur only during one tune, whereas events occur during \( B_a/B \) successive tunes if \( B_a > B \). Thus the total number of events per mole during a sweep
through the axion frequency $\nu_a = m_a / 2\pi$ is
\[ \frac{\text{#events}}{\text{mole}} = t N_A R_i \frac{\min(t,t_1)}{\min(t,t_1,t_a)} \cdot \left( \frac{1}{t} \right). \] (10)

To proceed at a reasonably fast pace, the search should cover a frequency range of order $\nu_a$ per year. Assuming a 30% duty cycle, one needs
\[ B = \frac{1}{t} \frac{\nu_a}{\min(t,t_1)} = 0.3 \text{ year} = \frac{1.5 \text{ kHz}}{\text{sec}} \left( \frac{10^{11} \text{ GeV}}{f_a} \right). \] (11)

The expected number of events per sweep through the axion frequency is then
\[ \frac{\text{#events}}{\text{mole}} = 1.4 g_i^2 \left( \frac{\nu_i^2}{10^{-6}} \right) \cdot \left( \frac{\rho_a}{\text{GeV/cm}^3} \right) \left( \frac{10^{11} \text{ GeV}}{f_a} \right). \] (12)

Note that, when the constraint of Eq. (11) is satisfied, the number of events per sweep through the axion frequency is independent of $t, t_1$ and $t_a$.

The actual number of events has a Poisson probability distribution whose average is given by Eq. (12). Let $\epsilon$ be the efficiency for counting an actual event. We assume that each counted event is checked to see whether it is due to axions or to something else, by staying at the same tune for a while and verifying whether additional events occur and what is their cause. If $N$ is the expected number of events, and the events are Poisson distributed, the probability to have at least one event counted is $1 - e^{-\epsilon N}$. To obtain a 95% confidence level (CL) upper limit, one needs therefore $N > 3/\epsilon$. Hence Eq. (12) implies that, in the absence of an axion detection, the 95% CL upper limit from a sweep through the axion frequency is
\[ g_i < 1.5 \sqrt{\left( \frac{1}{\epsilon} \right) \left( \frac{A \text{ gr}}{M} \right) \left( \frac{10^{-6}}{\nu_i^2} \right)} \cdot \left( \frac{\text{GeV/cm}^3}{\rho_a} \right) \left( \frac{f_a}{10^{11} \text{ GeV}} \right). \] (13)

where $M$ is the total mass of target material and $A$ its atomic number per target atom.

A suitable target material may be found among the numerous salts of transition group ions that have been studied extensively using electron paramagnetic resonance techniques [29, 30]. The low energy states of such ions time-evolve according to a Hamiltonian of the general type:
\[ H(\vec{S}, \vec{I}) = -\gamma S \cdot \vec{H} - \gamma N \vec{I} \cdot \vec{H} + U \vec{S} \cdot \vec{I} + P \left[ I_x^2 - \frac{1}{2} (I_x^2 + I_y^2) \right] \] (14)

where $\vec{H}$ is the magnetic field. The term with coefficient $U$ is responsible for hyper-fine structure. ($U$ is commonly spelled out in the text.)
called $A$ in the literature but we already use $A$ to mean atomic number). The term with coefficient $P$ results from the interaction of the nuclear electric quadrupole moment with the crystalline field. We assumed cubic symmetry for simplicity and ignored possible terms that are non-linear in $S$. Let us first discuss searches for a coupling of axion dark matter to electron spin. The first term on the RHS of Eq. (14), involving the electron gyromagnetic ratio $\gamma \approx \mu_B \approx (2\pi)14.0$ GHz/T, allows such a search up to frequencies of order 280 GHz assuming that the maximum $\mathcal{H}$ is 20 T. To estimate the search sensitivity, it is necessary to make assumptions. We assume $\rho_a = 1 \text{ GeV/cm}^3$ and $\epsilon^2 = 10^{-6}$, based on the halo model of ref. [5]. We assume further that a suitable material is found with $A = 150$ or smaller, that the mass of such material that can be cooled to temperature $T$ is $M = 1 \text{kg} \left(\frac{\text{cm}}{\text{GM}}\right)$, and that the detection efficiency $\epsilon = 0.6$. Eq. (13) implies then $g_i < 0.2 \left(\frac{\text{cm}}{\text{G}}\right)$. Furthermore, we assume $I = 0$ and that the axion momentum is randomly oriented relative to the direction of polarization of the target. Eq. (7) implies then $g_i = \frac{2}{3} \sqrt{6} g_e$. The dark grey area in Fig. (1) shows the 95% CL upper limit on $g_{ax} = \frac{2}{3} g_e$ that would be obtained under these assumptions. The search may be extended to higher frequencies by using resonant transitions in anti-ferromagnetic materials. The resonant frequencies are high (e.g. 1.58 THz in the case of FeF$_2$) due to the high effective magnetic fields at the location of the electron spin in the crystal. The resonant frequency can be tuned over some range by applying an external magnetic field. Assuming suitable target materials can be found, the search for a coupling of dark matter axions to electron spin can be extended upwards in frequency as indicated by the light shaded area in Fig. 1.

Next let us discuss a search for the coupling of dark matter axions to nuclear spin. The second term in Eq. (14), involving the nuclear gyromagnetic ratio $\gamma_N$, allows only a small tuning range, of order 150 MHz, since the nuclear magneton $\mu_N \approx (2\pi) 7.62 \text{ MHz/T}$. However, a large tuning range can be obtained by exploiting the penultimate term in Eq. (14) since, for some salts of rare earth ions, $U$ is of order $2\pi$ (GHz) to $2\pi$ (10 GHz). The diagonalization of $\hat{H}(\hat{S}, \hat{I})$ is straightforward and discussed in textbooks. It is also straightforward to calculate the matrix elements between the energy eigenstates for the absorption of an axion. From the groundstate, the selection rules for axion-induced transitions allow transitions to three different excited states if $I > 1/2$, two if $I = 1/2$. Transitions are always possible to the highest energy eigenstate, the one in which $S_z = 1/2$ and $I_z = I$ in case $\hat{\mathcal{H}} = \mathcal{H} \hat{z}$ and $U > 0$, as we assume henceforth. As it provides the largest tuning range, we focus on that particular transition. For the sake of simplicity, we set $\gamma_N = P = 0$. The corrections from finite $\gamma_N$ and $P$, as well as from other terms that may be present on the RHS of Eq. (14), are readily included but they do not change the qualitative picture. The resonant frequency for the stated transition is $E_i - E_0 = \frac{1}{\gamma}(\gamma H + (I + \frac{1}{2})U) + \sqrt{\frac{1}{4}(\gamma H + (I - \frac{1}{2})U)^2 + \frac{1}{4}U^2 I^2}$. For the sake of estimating the sensitivity, we set $g_e = 0$. If a signal is found it is possible to measure $g_i$ and $g_N$ separately by using a variety of target atoms and by exploiting the fact that there are two or three transitions per target atom. The relevant matrix element squared is then

$$|<i \mathcal{I} \cdot \mathcal{P} | 0>|^2 = \frac{1}{2} I (p_x^2 + p_y^2) \frac{\beta}{1 + 2 \beta + \sqrt{1 + 2 \beta}} \quad (15)$$

where $\beta = I \left(\frac{\gamma H + (I - 1/2)U}{U}\right)^2$. $g_i \in O(1)$ over a tuning range of order $U$. The largest available range appears to be afforded by the $^{165}H_{3}$ nucleus which has $I = 7/2$ and $U = 2\pi(10.5)$ GHz in diluted trichloride salts [30]. Assuming these values and $A = 10^3$, and keeping all other assumptions the same as for the $g_{ax} \bar{N}$ sensitivity curve, results in the $g_a \bar{N}N \equiv \frac{\bar{p}_a}{\bar{f}_a}$ sensitivity curve shown in Fig. 2.
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