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Abstract—Head-related transfer function (HRTF) plays an important role in the construction of 3D auditory display. This paper presents an individual HRTF modeling method using deep neural networks based on spatial principal component analysis. The HRTFs are represented by a small set of spatial principal components combined with frequency and individual-dependent weights. By estimating the spatial principal components using deep neural networks and mapping the corresponding weights to a quantity of anthropometric parameters, we predict individual HRTFs in arbitrary spatial directions. The objective and subjective experiments evaluate the HRTFs generated by the proposed method, the principal component analysis (PCA) method, and the generic method. The results show that the HRTFs generated by the proposed method and PCA method perform better than the generic method. For most frequencies the spectral distortion of the proposed method is significantly smaller than the PCA method in the high frequencies but significantly larger in the low frequencies. The evaluation of the localization model shows the PCA method is better than the proposed method. The subjective localization experiments show that the PCA and the proposed methods have similar performances in most conditions. Both the objective and subjective experiments show that the proposed method can predict HRTFs in arbitrary spatial directions.
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I. INTRODUCTION

THE head-related transfer function (HRTF) describes the acoustic transmission of sound waves from a sound source to a listener’s binaural ears. It assumes the head exists in a free field. In time domain, HRTF is called head-related impulse response (HRIR) [1]. HRTF has been widely used in virtual sound technology, room acoustics simulation, multimedia, and virtual reality. Measuring the high spatial resolution HRTFs for each potential user is difficult, so scholars basically use non-individual HRTFs. However, using non-individual HRTFs may lead to some perception errors such as in-head localization, front-back confusion, and a breakdown of elevation discrimination ability [2], [3]. Thus, attaining individual HRTFs is very important and urgent in virtual auditory scene synthesis.

At present, experimental measuring is an accurate method to obtain individual HRTFs. In the past two decades, a number of research groups have performed HRTF measurements and established HRTF databases [4], [5]. However, experimental measuring of individual HRTFs requires rigorous experimental conditions and complicated equipment and keeps the subjects not moving during the measuring procedure, which make this method hard to implement.

With the development of computer technology, numerical calculation can be used to obtain HRTFs. Common numerical calculation methods include the boundary element method (BEM) [6], the finite element method (FEM) [7] and the finite difference method (FDM) [8]. However, numerical calculation methods are computationally expensive and depend on the availability of precise 3D geometry. For example, magnetic resonance imaging (MRI) is used to obtain individual morphology. This method requires a non-trivial acquisition process and complicated calculation.

In recent years, many researchers have concentrated on modeling individual HRTFs. Brown et al. [9] separated the effects of different physiological structures on HRTFs, and each effect was modeled with a low-order sub-filter. The combination of all sub-filters represents an HRTF. Middlebrooks [10] used the frequency scaling method, assuming that the HRTF spectral characteristics of diverse individuals are similar, but the corresponding frequencies of spectral characteristics are different. Through the frequency scaling method, a new subject’s HRTF can be obtained. Zotkin et al. [11] selected the HRTF data of the subject whose anthropometric parameters were closest to the new subject. Jin et al. [12] applied the principal component analysis (PCA) to the HRTF amplitude spectrum and anthropometric parameters separately and then constructed a linear mapping from the PCA weights of the anthropometric parameters to the PCA weights of HRTFs. Hu et al. [13] used back-propagation artificial neural networks to map the PCA weights of HRTFs to the selected anthropometric parameters. However, this approach required separately training neural networks for each spatial direction. To predict high spatial resolution HRTFs, this method had to measure a large HRTF database and train thousands of neural
network models.

As the subjective perception of spatialization is the ultimate goal, the individual HRTFs can also be obtained based on the listeners feedback [13]. Fink et al. [15] let subjects tune the PCA weights from average HRTFs to obtain individual HRTFs. This tuning procedure can reduce localization errors; however, obtaining a customized HRTF for a subject is very time-consuming. The subjects need a lot of time to finish the tuning part. Luo et al. [16] also used the tuning method to obtain individual HRTFs and first introduced deep learning autoencoders to HRTF. The autoencoder was used to perform feature reduction and obtained a better result than PCA.

The aim of this paper is to realize the modeling of individual HRTFs and to predict the HRTFs in arbitrary spatial directions. Spatial principal component analysis (SPCA) [17] or spherical harmonics (SHs) basis functions [18] can be used to spatially decompose HRTFs. In this study, we use SPCA to decompose HRTF into a weighted combination of spatial principal components (SPCs). Through the deep neural network (DNN) training, the SPCs in arbitrary spatial directions are estimated. A small quantity of anthropometric parameters were selected and mapped to the SPC weights using neural networks. Then, we combined the predicted SPCs and the SPC weights for each individual to reconstruct the HRTFs in arbitrary spatial directions.

The rest of the paper is organized as follows. In Section II, the data preprocessing and SPCA are performed. In Section III, modeling individual HRTFs based on SPCA using DNN is described. In Section IV, the objective experiments are conducted and the objective error is analyzed. In Section V, the subjective evaluation of the proposed approach is described. In Section VI, the conclusion is presented.

II. SPCA AND DATA PREPROCESSING

A. CIPIC Database

The HRIRs used in this paper are derived from the CIPIC database [4], which is measured by U. C. Davis CIPIC Interface Laboratory. In this database, a blocked ear technique is performed for 45 subjects (27 males, 16 females, 2 KEMARs), and 1250 directions of HRTF data were measured for each subject. Sound source directions are in interaural-polar coordinate. The database also contains up to 27 anthropometric parameters for each subject.

B. Data Preprocessing

We first transform the raw HRIRs in CIPIC database into the frequency domain. Fourier transformation is applied to the HRIRs to calculate the HRTFs. Then we transform the HRTFs into a logarithmic scale. Because a logarithmic scale is much closer to our auditory perception [19], Therefore, the base 10 log-magnitude responses of HRTFs are computed.

\[ \mu(f) = \frac{1}{S \times D} \sum_{s} \sum_{\theta} \sum_{\varphi} HRTF_{log}(\theta, \varphi, f, s), \]  

After removing the mean logarithmic HRTFs, we obtain the log-magnitude function, which is called \( HRTF_{log\Delta} \).

\[ HRTF_{log\Delta}(\theta, \varphi, f, s) = HRTF_{log}(\theta, \varphi, f, s) - \mu(f). \]  

C. SPCA

PCA is mathematically defined as an orthogonal linear transformation that transforms the data to a new coordinate system, such that the greatest variance by some projection of the data comes to lie on the first coordinate (called the first principal component), the second greatest variance on the second coordinate, and so forth [20].

The traditional PCA method is generally used in the time or frequency domain of HRTFs [21], [22]. In contrast to traditional PCA models, SPCA is applied to the spatial domain. The high spatial resolution HRTFs can be represented as the weighted combination of orthonormal SPCs [17]. The SPCA applied to a \( HRTF_{log\Delta} \) is shown below.

\[ HRTF_{log\Delta}(\theta, \varphi, f, s) = \sum_{q=1}^{D} d_q(f, s) W_q(\theta, \varphi) + H_w(\theta, \varphi), \]  

where \( q \) is the identification of the SPC, \( W_q \) is the SPC that depends only on the source direction, \( \varphi \) is the elevation angle, and \( \theta \) is the azimuth angle. \( D \) is the number of spatial directions. \( d_q(f, s) \) is the SPCA weight which varies as function of frequency \( f \) and individual \( s \), \( H_w \) is the mean \( HRTF_{log\Delta} \) magnitude across the frequencies and subjects and can be calculated as follows:

\[ H_w(\theta, \varphi) = \frac{1}{N \times S} \sum_{s} \sum_{f} HRTF_{log\Delta}(\theta, \varphi, f, s), \]  

where \( N \) and \( S \) are the total number of frequencies and subjects respectively.

To calculate the SPCs and SPCA weights, we combine \( HRTF_{log\Delta} \) of all the frequencies, directions and subjects into an \((NS) \times D\) matrix \( H \). Each column of \( H \) corresponds to a spatial direction, and each row of \( H \) represents the HRTF of an individual at a discrete frequency. We subtract the mean value from \( H \) to obtain \( H_{\Delta} \). Then we calculate the covariance matrix \( R \):

\[ R = H_{\Delta}^TH_{\Delta}, \]  

where \( R \) is a \( D \times D \) matrix. Its eigenvectors are extracted and arranged as the eigenvalue reduced-order. Then the first \( Q \) eigenvectors are taken as the base vectors, i.e. the SPCs which represent the values of basis functions at \( D \) discrete directions, and form a \( Q \times D \) matrix \( W \):

\[ W = [W_q(0), W_q(1), ..., W_q(D-1)]. \]  

Each row of \( W \) corresponds to a SPC, and each column of \( W \) represents the values of SPCs at a spatial direction. We name the column of \( W \) as direction vector of SPCs (DV-SPCs).
Since all the SPCs are orthogonal to one another, by the use of these SPCs, we can obtain the SPCA weights:

\[ d = H_\Delta W^T, \]

where \( d \) is a \((NS) \times Q\) matrix composed of the SPCA weights for all the individuals and frequencies, \( W^T \) is the transpose of \( W \). Finally, we can predict all the HRTFs as

\[ H = dW + H_{AV}, \]

where \( H_{AV} \) is an \((NS) \times D\) matrix. Each row of \( H_{AV} \) corresponds to the \( H_{av} \) in \( D \) directions, and all of the rows are identical.

If the number of the SPCs is chosen to be equal to the number of spatial directions, i.e. \( Q = D \), then the HRTFs can be fully represented without loss, as shown in Eq. (8). If \( Q < D \) is selected, then only an approximate representation of the original HRTF magnitude can be obtained. The principal component variances are the eigenvalues of the covariance matrix \( R \). The cumulative percentage of variance in reconstructed HRTF is calculated as

\[ \text{Var} = \frac{\sum_{q=1}^{Q} \lambda_q}{\sum_{q=1}^{D} \lambda_q} \times 100\%, \]

where \( \lambda_q \) is an eigenvalue, and \( \text{Var} \) is the cumulative percentage of variance. \( \text{Var} \) is increased with the selection of \( Q \), as shown in Table I. We can restore more than 70% of the total variability by selecting the first 20 SPCs. We can recover more than 80% of the total variability by selecting the first 60 SPCs. Prior studies reported that more than 90% of the total variability is enough to recover the HRTF magnitudes when applying PCA in frequency domain [13, 22]. Therefore, we select the first 200 SPCs to recover more than 90% of the total variability when applying PCA in spatial domain.

D. Key Anthropometric Parameters Selection

There are 27 anthropometric parameters in the CIPIC database. Measuring all the anthropometric parameters for each individual is a time-consuming and difficult process. In addition, not all of these anthropometric parameters are strongly related to HRTFs. Therefore, it is necessary to select a small set of anthropometric parameters which are most strongly related to the variations in the HRTFs of different individuals [13, 22]. We process the HRIRs and the anthropometric parameters in CIPIC database as follows.

First, Fourier transformation is applied to the HRIRs in the CIPIC database, and the mean of the obtained HRTF data is subtracted. For each sampled direction in the CIPIC database, we apply the traditional PCA to the HRTF data of all the subjects,

\[ \text{HRTF}(f, s) = \sum_{q=1}^{N} d_q(s)W_q(f) + H_{av}(f), \]

where \( W_q \) is the PC. Note that the traditional PCA needs to model HRTFs in each measured spatial direction, which means we apply PCA 1250 times in total. The resultant PCs and \( H_{av} \) depend only on the frequency, whereas the SPCs and \( H_{av} \) obtained by SPCA depend only on spatial directions. \( d_q(s) \) is the PCA weight which varies as function of individual \( s \).

Second, multiple linear regression analysis is used to analyze the relationship between the PCA weights and the anthropometric parameters.

\[ d_q = s\gamma + e, \]

where \( \gamma \) is the regression coefficient, and \( e \) is the error. Then we use \( t \) statistics to identify which parameters have a significant effect on the PCA weights.

Third, Pearson correlation coefficient analysis is introduced to measure the strength of dependence between each of the two anthropometric parameters,

\[ r_{ij} = \frac{\sum (s_i - \bar{s}_i)(s_j - \bar{s}_j)}{\sqrt{\sum (s_i - \bar{s}_i)^2\sum (s_j - \bar{s}_j)^2}}, \]

where \( s \) is a vector that comprises 27 anthropometric parameters, \( i, j = 1, 2, ..., 27 \) and \( i \neq j \). \( r_{ij} \) is the degree of correlation between two anthropometric parameters \( s_i \) and \( s_j \). This procedure is used to reduce the number of parameters to make the measurement more feasible. A stronger correlation indicates that one parameter could be represented by another [23].

Finally, based on the correlation between the anthropometric parameters as well as the analysis of the PCA weights and anthropometric parameters, we balance the principle of simpleness, completeness and feasibility in practice to reduce parameters. Anthropometric parameters with large correlation are reduced while considering the theoretical and practical influence of them on HRTFs to determine which to be remained. Eight anthropometric parameters that have a significant effect on the PCA weights are finally selected. The quantities of selected anthropometric parameters are the same as [13, 22].
As shown in Table II, the eight anthropometric parameters are head width, head depth, shoulder width, cavum concha height, cavum concha width, fossa height, pinna height and pinna width, corresponding to \( x_1, x_3, x_{12}, d_1, d_3, d_4, d_5 \) and \( d_6 \) in the CIPIC database. Note that the head height parameter \( x_2 \) is only used in the prediction of ITDs. The first four anthropometric parameters are head and torso parameters, which can be measured by a caliber rule or taking pictures. The last five anthropometric parameters are pinna parameters, which can be obtained by photograph annotation as shown in Fig. 1.

### III. Modeling of Individual HRTFs

#### A. Outline

In this paper, the magnitude spectra of HRTFs are modeled based on SPCA using neural networks. The phase of HRTFs is calculated by minimum-phase reconstruction [21].

Fig. 2 depicts the framework of individual HRTF modeling. First we model the SPCA weights, the SPCs, the \( H_{av} \) and the ITDs, respectively. The SPCA weights can be obtained by modeling the individual’s morphology, for the SPCA weights vary as functions of anthropometric parameters and frequency. A quantity of key anthropometric parameters is selected in Section II-D to represent the human morphology, therefore, the SPCA weights for any individual outside the database can be estimated from a small set of anthropometric measurements. DNNs are used to predict the SPCs, the \( H_{av} \) and the ITDs in arbitrary spatial directions. Accordingly, HRTFs with high directional resolution can be recovered by solving the Eq. (4) using the predicted SPCs, SPCA weights and \( H_{av} \). Then the minimum-phase reconstruction method is used to generate mono HRIRs [21]. Finally, binaural HRIRs are obtained using estimated ITDs and the corresponding left and right mono HRIRs.

Due to the symmetry between front and rear HRTFs, we model the front and rear HRTFs separately. Because HRTF dissimilarity increases with their angular difference, however, the low dissimilarity may occur for large angular difference. For instance, if the two HRTFs taken from two locations are symmetric with respect to the interaural axis, the two HRTFs will be very similar despite the large angular difference. Thus, it is preferred to consider the front and rear HRTFs separately in order to keep a confident link between the HRTF dissimilarity and the angular difference [24]. Additionally, there exists some differences between an individual’s two ears; we therefore consider one individual as containing two observations which should be modeled separately to obtain different SPCA weights. When modeling the SPCs, the \( H_{av} \) and the ITDs, which are related to spatial directions, we split the data of these parameters into two parts, the front and rear parts. In the CIPIC database, the azimuth angles composed a vector \( azi = [-80, -65, -55, -45 : 5 : 45, 55, 65, 80] \), and the elevation angles make up a vector \( elev = -45 + 5\cdot{625}\times[0 : 49] \). The front part contains \( elev \leq 90 \) in all of the azimuth angles, and the remaining angles belong to the rear part. Thus, each part contains a total of 1250 sets of data, including 625 sets of data for two ears. For the three parameters, the SPCs, the \( H_{av} \) and the ITDs, we train two DNNs for each parameter in order to obtain a desirable prediction result.

To sum up, through securing a quantity of anthropometric parameters, we can reconstruct the individual’s binaural HRIRs in arbitrary spatial directions.

#### B. Prediction of SPCA Weights for an Individual

Given that the SPCA weights are a function of frequency and an individual’s morphology, we model the SPCA weights and eight key anthropometric parameters based on neural networks. After securing eight anthropometric parameters of an individual, we can estimate the SPCA weights for the individual in all of the frequency points using neural network models.

A total of 37 subjects \( s_m (m = 1, 2, ..., 37) \) in the CIPIC database contain all of the eight anthropometric parameters. As aforementioned in Section II-A, one individual’s two ears are modeled separately to obtain different SPCA weights. Thus, we have 74 sets of anthropometric parameters; considering the total number of frequency points is \( N = 200 \), we have 14800 sets of the SPCA weights.

For each frequency point \( f_k (k = 1, 2, ..., N) \), we build a model for the eight anthropometric parameters and the corresponding SPCA weights. The specific architecture of the neural network model is shown in Fig. 3. The inputs are the eight anthropometric parameters, and the ground truth are SPCA weights in one frequency point. So in total we build 101 neural network models because of the symmetry property of the Fourier transformation.

30 subjects’ binaural data are carefully selected to guarantee that the data sets for each anthropometric parameter are widely distributed. That is to say, most of the test data are within the
corresponding training data ranges \([13]\). These data, which comprise a total of 60 sets, are used in the training phase, and 10 of them are used as the validation set to prevent over-fitting. The remaining 14 sets of data are used to test the average error of the neural network model. The mean and variance of the test set and validation set are normalized using the training set statistics to have zero mean and unit variance. All the neural network models comprise a single hidden layer, a hyperbolic tangent activation function and a hyperbolic tangent output function, and they are feedforward backpropagation neural networks with a learning rate of 0.001.

For network models of all frequencies, each network takes about 500 epochs to converge averagely. After training all the neural networks, we obtain a system for predicting the SPCA weights. The mean square error (MSE) is used to test the neural network model. The mean and variance of the test set and validation set are normalized using the training set statistics to have zero mean and unit variance. All the neural network models comprise a single hidden layer, a hyperbolic tangent activation function and a hyperbolic tangent output function, and they are feedforward backpropagation neural networks with a learning rate of 0.001.

For network models of all frequencies, each network takes about 500 epochs to converge averagely. After training all the neural networks, we obtain a system for predicting the SPCA weights. The mean square error (MSE) is used to test the system:

\[
e_d = \frac{1}{Q \times N \times S} \sum_q \sum_k \sum_m (\hat{d}_q(f_k, s_m) - d_q(f_k, s_m))^2,
\]

where \(\hat{d}_q\) is estimated by neural network model, and \(e_d\) is the reconstruction error of the SPCA weights. The MSE of the overall prediction, including all the SPCA weights for all the individuals and frequencies, is 9.25.

We randomly select a subject 033 in the CIPIC database and plot the comparison of the estimated value and real value of its left ear’s first 50 orders of SPCA weights, as shown in Fig. 3.

As previously discussed in Section II, the first 50 SPCs can reconstruct about 80% of the total variability, and the first 200 SPCs can reconstruct above 90% of the total variability. Therefore, when the range of the \(q\) is from 51 to 200, the total amount of variability is around 10%. Moreover, we observe that the SPCA weights are approximately equal to 0 when \(q\) is larger than 50. Thus, we only plot the curves where \(q\) is less than 50 to make comparisons between the estimated SPCA weights and the real ones. Fig. 5 shows the prediction error, which is the mean of the absolute errors across all directions, of SPCA weights for subject 033 and the average prediction error. The figure shows that the difference between the real value and the estimated value of the SPCA weights increases when frequency increases. The SPCA weights in high frequency are more unstable than the lower ones.

### C. Modeling of SPCs

As discussed in Section II \(W\) is a \(Q \times D\) matrix composed of the first \(Q\) SPCs. Each row of \(W\) corresponds to an SPC, and each column of \(W\) represents the values of SPCs at a spatial direction. The DV-SPCs are a function of spatial directions and represented by the column of \(W\). We model the first \(Q\) SPCs by predicting DV-SPCs in all sampled \(D\) spatial directions, then recombining \(W\).

\[
W = \begin{bmatrix}
W_1(0), & W_1(1) & \ldots & W_1(D - 1) \\
W_2(0), & W_2(1) & \ldots & W_2(D - 1) \\
\vdots & \vdots & \ddots & \vdots \\
W_Q(0), & W_Q(1) & \ldots & W_Q(D - 1)
\end{bmatrix}.
\]

The DV-SPCs are modeled with DNNs. We set the angles of directly ahead \((\varphi = 0^\circ, \theta = 0^\circ)\) and the directly behind \((\varphi = 180^\circ, \theta = 0^\circ)\) as the reference direction for the front and rear data sets, respectively. The inputs of DNN are the DV-SPCs in the reference direction, the target azimuth \(\theta_d\) and the target elevation \(\varphi_d\) in degrees. We set the ground truth as the DV-SPCs in the target direction. The specific architecture of the DNN for predicting the DV-SPCs is shown in Fig. 6. Inputting the DV-SPCs in the reference direction reduces the complexity of learning process. The main task of the DNN becomes learning the difference between the DV-SPCs in the reference direction and target direction. This can effectively improve the task result.
To guarantee the variability of the test data, we index the 1250 sets of data and select the test data every four indexes. The extra directions of data are then re-indexed and we choose the validation data every five indexes. The remaining directions of data are used as training data. Thus, we uniformly distribute the training set, validation set and test set in the space. The validation set is used to control the training phase and prevent over-fitting, and the test set is used to estimate the generalization error of the modeling. The mean and variance of the test set and validation set were normalized using the training set statistics to have zero mean and unit variance. The DNNs were implemented by MATLAB’s DeepLearnToolbox-master [25]. Each DNN is fully connected and has three hidden layers. Three hidden layers are chosen because it has a better performance than using only one or two hidden layers; if more than three hidden layers are used, the performance does not have a greater improvement, and the neural network is also easy to overfit. Both the activation function and the output function are set hyperbolic tangent, and the learning rate is 0.001. The architecture and the parameters are determined through the results of many experiments.

It takes about 5000 epochs for the DNN models to converge. By training the DNN models, the DV-SPCs in arbitrary spatial directions can be predicted. We combine the DV-SPCs in all the D sampled directions to obtain the $Q \times D$ matrix $W$. MSE is used to calculate the reconstruction error:

$$e_W = \frac{1}{D} \sum_{\theta} \sum_{\phi} (\hat{W}_q(\theta, \phi) - W_q(\theta, \phi))^2,$$

where $\hat{W}_q$ is estimated by the DNN model and $e_W$ is the reconstruction error whose value is $1.97 \times 10^{-2}$.

Fig. 7 illustrates the comparison of the first, the second, the third and the fourth SPCs’ real values and estimated values. The predicted SPCs are close to the real SPCs. As discussed in Section II, the first 5 SPCs can restore more than 50% of the total variability, and our algorithm performs well. With an increment of $q$, the corresponding SPC gradually becomes unstable, and the difference between the predicted SPC and the real SPC widens.

### D. Modeling of $H_{av}$

The modeling of the $H_{av}$ is similar to the prediction of the DV-SPCs. This model is also based on DNN. The input of DNN is the $H_{av}$ in the reference direction, the target azimuth and the target elevation in degrees. The ground truth is the $H_{av}$ in the target direction. The reference directions in addition to the selection of training set, validation set and test set are the same as in Section III-C. The mean and variance of the test set and validation set are normalized using the training set statistics to have zero mean and unit variance. Both of the modeled DNNs are fully connected and have three hidden layers. The activation function and the output function are set hyperbolic tangent, and the learning rate is 0.001. The architecture and the parameters are determined through the results of many experiments.

It takes about 700 epochs for the DNN models to converge. After training the DNNs, we can obtain a system to predict the $H_{av}$ in arbitrary spatial directions. All the $D$ directions in the CIPIC database are used as the target directions to predict the corresponding $H_{av}$. The predicted results are shown in Fig. 8.

The MSE is used to calculate the reconstruction error of the $H_{av}$:

$$e_H = \frac{1}{D} \sum_{\theta} \sum_{\phi} (\hat{H}_{av}(\theta, \phi) - H_{av}(\theta, \phi))^2,$$
where $\hat{H}_{av}$ is estimated by the DNN model and $e_H$ is the reconstruction error whose value is 0.195.

### E. Modeling of ITDs

As ITD not only relates to spatial directions, but also varies with different individuals, we use the anthropometric parameters and spatial directions to model it. The inputs of DNN include head width $x_1$, head height $x_2$, as well as head depth $x_3$ of an individual, target azimuth and target elevation in degrees. The individual’s ITD in the target direction is taken as the ground truth, as shown in Fig. 9 $x_1$, $x_2$ and $x_3$ are chosen by many experiments. The three parameters together show the best results, and adding other parameters does not yield an improvement. This indicates the strong correlation between the ITDs and the head size [26].

Similar to Section III-C, 625 directions of ITD data for an individual are indexed and the test data are selected every four indexes. The extra directions of data are then re-indexed and we choose the validation data every five indexes. The remaining directions of data are used as training data. In the end, the training data of the 30 subjects, selected in Section III-B, are combined as the training set. The validation data of the 30 subjects and the test data of the remaining 7 subjects are integrated as the validation set and the test set, respectively.

The mean and variance of the test set and validation set are normalized using the training set statistics to have zero mean and unit variance. Each DNN is fully connected and has three hidden layers to yield a better result. Both the activation function and the output function are set hyperbolic tangents and the learning rate is 0.001. It takes about 5500 epochs for the DNN models to converge.

Fig. 10 describes the results of ITD prediction. A total of 1250 spatial directions for a subject’s ITDs are plotted compared with its real value.

The mean absolute error (MAE) is used to evaluate the reconstruction error of ITDs.

$$e_T = \frac{1}{S \times D} \sum_s \sum_{\theta} \sum_{\phi} |\hat{T}(\theta, \phi, s_m) - T(\theta, \phi, s_m)|,$$ (18)

where $\hat{T}$ is the estimated ITD and $T$ is the real ITD. $e_T$ is the reconstruction error of the ITDs, and its value is $2.22 \times 10^{-2}$ ms.

### F. Recovery of Individual HRIRs

To reconstruct an individual’s HRIRs, we first model the SPCA weights using the eight key anthropometric parameters. Then DNN is used to model SPCs, $H_{av}$ and ITDs respectively. The azimuth angle and elevation angle are introduced into the input layer of the DNN models, the DV-SPC, $H_{av}$ and ITD in arbitrary spatial directions can then be predicted.

The HRTF magnitude of a new subject $s_m$ in azimuth angle $\theta_d$ and elevation angle $\varphi_d$ can be reconstructed by solving the Eq. (2). The SPCA weights for the new subject can be combined into a matrix.

$$d = \begin{bmatrix} d_1(f_1, s_m) & d_2(f_1, s_m) & \cdots & d_Q(f_1, s_m) \\ d_1(f_2, s_m) & d_2(f_2, s_m) & \cdots & d_Q(f_2, s_m) \\ \vdots & \vdots & \ddots & \vdots \\ d_1(f_N, s_m) & d_2(f_N, s_m) & \cdots & d_Q(f_N, s_m) \end{bmatrix},$$ (19)

the DV-SPCs in $\theta_d$ and $\varphi_d$ is

$$W = [W_1(\theta_d, \varphi_d), W_2(\theta_d, \varphi_d), \ldots, W_Q(\theta_d, \varphi_d)]^T,$$ (20)

the $H_{av}$ in $\theta_d$ and $\varphi_d$ is a vector of length $N$:

$$H_{av} = [H_{av}(\theta_d, \varphi_d), H_{av}(\theta_d, \varphi_d), \ldots, H_{av}(\theta_d, \varphi_d)]^T,$$ (21)

then the HRTF magnitude in $\theta_d$ and $\varphi_d$ of the new subject can be restored.

The minimum phase reconstruction method is then employed to the HRTF magnitudes to generate the mono HRIRs [21]. The ITDs obtained in Section III-E are used to calculate the binaural HRIRs. The individual’s HRIRs in arbitrary spatial directions can then be obtained.

### IV. Objective Experiments

### A. Evaluation using spectral distortion

To evaluate the effectiveness of our proposed approach, we carried out a set of objective experiments for the proposed SPCA method, the PCA method and the generic method. The generic method used the HRTFs of the CIPIC KEMAR with small ears. The PCA method applied traditional PCA to HRTFs in each sampled spatial direction, which is described
The Spatial Frequency Response Surfaces (SFRSs) [27], a spatial-domain visualization tool for HRTFs, is used to evaluate the three methods. Each frequency bin in the HRTF left or right magnitude responses constructs one SFRS, where magnitude is plotted against azimuth and elevation. Fig. 11 shows the SFRS of the real value (1st column), the generic method (2nd column), the PCA method (3rd column) and the SPCA method (4th column) at frequency of 12.35 kHz of subject 163.

Then a frequency dependent spectral distortion (SD) [28] is used as an evaluation metric between the real and the test HRTF data.

$$SD(f, s) = \frac{1}{D} \sum_{\theta} \sum_{\phi} |H(\theta, \phi, f, s) - \hat{H}(\theta, \phi, f, s)|,$$  \hspace{1cm} (22)

where $H$ is the magnitude response (dB) of the measured HRTF from the CIPIC database, and $\hat{H}$ is the magnitude response (dB) of the test HRTF.

Fig. 13 shows how the SD varies with frequency of the three method. Slight translations were performed in frequency axis in order to avoid overlapping of symbols for different methods. As a result, the proposed method has the lowest SD for most frequencies compared to the other two methods. The average SD of the proposed model in all the sampled directions is 5.54 dB, which is 1.13 dB lower than that of the generic method and 0.29 dB lower than that of the PCA method. T-test applied on the 12 frequency bins in Fig. 13 shows that SPCA method has significant smaller SD ($p < 0.001$) than PCA method above the frequency of 6 kHz but has significant larger SD ($p < 0.001$) than PCA method blow the frequency of 6 kHz, except for 3 frequency bins, 3526 Hz ($p = 0.052$), 10584 Hz ($p = 0.157$) and 21168 Hz ($p = 0.073$) with no significant difference. The results indicate that our proposed SPCA method predicted the HRTFs in the test set well. Since the test sets in the modeling of DV-SPCs, $H_{av}$ and ITDs are different from the training spatial directions, our proposed model will definitely predict the HRTFs in unmeasured spatial directions.
TABLE III
THE AVERAGE RESULTS OF THE OBJECTIVE EVALUATION ON MEDIAN PLANE LOCALIZATION EXPERIMENT.

| Method | Confusion rate (%) | Angle of error (Deg) | PE (Deg) |
|--------|--------------------|----------------------|----------|
| Generic | 11.05              | 16.32                | 17.71 ± 2.47 | 26.84  |
| PCA     | 7.81               | 11.22                | 13.93 ± 2.21 | 21.63  |
| SPCA    | 12.62              | 14.51                | 15.91 ± 2.53 | 24.89  |

B. Evaluation using the localization model

For further evaluation, an auditory based localization model [29], [30] was used to evaluate the localization performance of the generic, the PCA and SPCA calculated HRIRs. The BAUMGARTNER2014 function in the AMT tool box [31] was used in our experiment. The BAUMGARTNER2014 function is a sagittal plane localization model. As a template-based comparison model, it can be used to evaluate the performance of HRTF individualization methods. The DTFs [32] were extracted from HRTFs [30] as the inputs of the auditory model. We apply an listener-specific sensitivity threshold of 1 and set the differential order of the spectral gradient extraction to be 0 to acquire a reasonable prediction error. Other settings of the function were set as default.

We applied the localization model on the median plane to test the performance of the generic method, the PCA method and the SPCA method. For each method, the HRIRs of all the 37 individuals used in our paper were tested. For each elevation angle, 2 runs were conducted to reduce probable prediction errors. Namely, for each elevation angle of the median plane, there were 74 predicted elevation angles of the target HRIRs in total.

Fig. 14 shows the localization performance of the generic method, the PCA method and the SPCA method of the median plane. Table III shows the statistical analysis of the experiment results. Four indices, including the up-down confusion rate, the front-back confusion rate, the angle of errors with standard deviations and the polar RMS (root-mean square) error (PE), were used to evaluate the localization performance. For the angle of errors of the median plane, the repeated-measures ANOVA was used to verify the significance of the mean difference. According to the Shapiro-Wilk test, the data of each group obey the normal distribution (p > 0.05). After the Mauchly’s spherical hypothesis test, the variance covariance matrix of the dependent variable is not equal (χ²(2) = 6.279, p = 0.043 < 0.05). The data are corrected by Huynh-Feldt Method (ε = 0.898). The mean errors of the three methods have significant difference (F(1.80, 64.65) = 34.37, p < 0.001). Bonferroni post-hoc test shows that the SPCA and PCA methods are significantly better than the generic method (both p < 0.001). Further more, the PCA method is better than the SPCA method (p < 0.001).

V. SUBJECTIVE EXPERIMENTS

In this section, the azimuth localization experiments and the elevation localization experiments were conducted to evaluate the performance of the proposed method. In the experiments, three methods were used to generate the HRTFs according to subjects’ anthropometric parameters listed in Table II. These parameters were measured before the experiments. The 4 variables listed in the 1st column were measured using a ruler with an accuracy of 2 mm. The 5 variables listed in the 3rd column were measured through photographing and manually demarcating them as shown in Fig. 14. The ruler was used to obtain the scale between the picture and real objects. All parameters were measured three times then averaged to reduce the measurement errors. The impulse responses from the headphone, used in the experiments, to the entrances of the blocked ear canals of subjects were measured using the BK Type 4101-A binaural in-ear microphone. During the experiments, headphone equalization was performed [33].

A. Azimuth Localization Experiments

The aim of this experiment is to compare the azimuth localization performance of the HRTFs generated by the generic method, the PCA method and the SPCA method. For the PCA method, the phases of the HRTFs are obtained by the minimum phase reconstruction method, and the ITDs are yielded using the modeling method of Section III-D.

The stimulus in this experiment was a train of eight 250-ms bursts of Gaussian noise (20-ms cosine-squared onset-offset ramps), with 300 ms of silence between the bursts. The HRIRs of twelve azimuth angles, 0, 30, 55, 80, 125, 150, 180, 210, 235, 280, 305 and 330 degrees, in three elevation angles, 0, 22.5 and 45 degrees, are generated by the generic method, the PCA method and the SPCA method respectively. Note that the HRIRs of the four azimuth angles, 55, 150, 210 and 305 degrees, in the three elevation angles are not in the training set and the validation set of each DNN model, i.e. Section III-C, Section III-D and Section III-E. Then, the stimulus is filtered by the HRIRs produced by the three methods to create three kinds of sounds.

A total of three azimuth localization experiments are performed, and each experiment includes three tests. The three experiments correspond to three elevation angles, 0, 22.5 and 45 degrees, respectively. Each test is a kind of sound generated by one method, and the order of the three tests is arranged by latin square design across every three subjects. Before each test, the subject is trained using the test sound of the other eight azimuth angles, 0, 45, 90, 135, 180, 225, 270 and 315 degrees. Through listening to these sounds, the subject can build up the spatial perception for this kind of virtual sound.
After that, thirty-six binaural sounds are randomly played to the subject by a Sennheiser HD 650 headphone through a Sound Blaster sound card. The thirty-six sounds contain twelve directions’ sounds, and each direction appears three times. The subject can listen to one sound many times until he/she can identify the exact perceived direction. The subject gave the exact direction of each sound he/she perceived during the test through an interface on a computer, which is shown in Fig. 15 (a). The blue dashed line in the interface is moved with the mouse cursor and indicates the exact angle. After each experiment, there were five minutes for a break.

Eighteen subjects (11 males, 7 females, age from 21 to 27) with normal hearing took part in the experiments. All of the experiments were performed in a sound booth (Background noise level: 20.9 dBA), with no light during each test.

Fig. 16 shows the results of the localization experiments of all eighteen subjects in three elevation angles respectively. The judgments are plotted as a function of the coordinates of the targets. The left column, the middle column and the right column depict the judgments using the generic method, the PCA method and the SPCA method respectively. There are 648 judgments shown in each panel, corresponding to the 54 judgments made for each of the twelve binaural sounds.

Note that the localization performance of the directions in the test set of DNN modeling is as good as the directions in the training set. The localization performances of the PCA method and the SPCA method are better than that of the generic method. More judgments fall upon the diagonal line in the PCA and the SPCA method, which indicates a higher precision of localization. The reconstruction error of ITD is larger than the just noticeable differences (JNDs) for some specific directions. For example, a few subjects perceived that azimuth of 0 degrees is not directly ahead.

The front-back confusion rate and error of angle with their standard deviations of the azimuth localization experiments are shown in Table IV. Angle of error is the angle difference between the target angle and the judgement angle. Front-back confusion is corrected before calculating the difference. The repeated-measures ANOVA was used to compare the localization performance (confusion rate and error of angle) of the three methods (generic, PCA and SPCA) for three elevations (0, 22.5 and 45 degrees). According to the Shaprio-Wilk test, all groups of data obey the normal distribution ($P > 0.05$). Through the Mauchly’s spherical hypothesis test, the variance covariance matrix of the dependent variable is dominantly equal ($p > 0.05$) except for the condition of error of angle in 22.5 degrees, $\chi^2(2) = 7.97, p < 0.05$). The data, which doesn’t satisfy spherical assumption, are corrected by Greenhouse-geisser Method ($\epsilon = 0.718$). For confusion rate, there is no significant difference for three methods in elevation of 0 and 45 degrees ($F(2, 34) = 2.41, p = 0.11$ and $F(2, 34) = 2.10, p = 0.14$), but a significant difference in elevation of 22.5 degrees ($F(2, 34) = 8.71, p < 0.005$). Bonferroni post-hoc test for elevation of 22.5 degrees shows that the PCA method has significantly smaller confusion rate than the SPCA and generic methods ($p < 0.05$ and $p < 0.005$); the confusion rates of the SPCA method and the generic method have no significant difference ($p = 0.92$). For error of angle, there are significant differences for all three elevations ($F(2, 34) = 13.23, p < 0.001$, $F(1.436, 24.42) = 17.38, p < 0.001$ and $F(2, 34) = 16.25, p < 0.001$): the generic method has significantly larger errors than the PCA and SPCA methods ($p < 0.005$ and $p < 0.005$ for all three elevations); the PCA method and SPCA method have no significant difference ($p = 1.0$ for all three elevations).

### B. Elevation Localization Experiments

The purpose of this experiment is to compare the elevation localization performance of the HRIRs generated by the generic method, the PCA method and the SPCA method.

In the CIPIC database, the azimuth angle and the elevation angle are measured in a head-centered interaural-polar coordinate system shown in Fig. 17 (a). However, the elevation angle in a spherical coordinate system is much closer to our auditory perception. Therefore, the azimuth angle and the elevation angle in the CIPIC database are represented in the
head-related spherical coordinate system plotted in Fig. 17(b). The transformation formulas are as follows:

\[
\sin(\theta') = \sin(\theta) \cos(\varphi), \\
\tan(\varphi') = \tan(\varphi) / \cos(\theta),
\]

where \(\theta\) and \(\varphi\) refer to the azimuth angle and the elevation angle in the head-related spherical coordinate system respectively, and \(\theta'\) and \(\varphi'\) are the azimuth angle and the elevation angle in the interaural-polar coordinate system respectively.

In the elevation localization experiments, we use the same stimulus in the Section V-A. The HRIRs of seven elevation angles, 90, 70, 47, 19, 0, -19 and -42 degrees, in two azimuth angles, nearly 30 and 150 degrees, are generated by the generic method, the PCA method and the SPCA method respectively. Then, the stimulus is filtered by the HRIRs produced by the three methods to create three kinds of sounds.

A total of two elevation localization experiments are performed, and each experiment includes three tests. The two experiments correspond to two azimuth angles, 30 and 150 degrees, respectively. The order of the two experiments is balanced. Each test is a kind of sound generated by one method, and the order of the three tests is arranged by latin square design across every three subjects. Before each test, the subject is trained using the test sound of five elevation angles, 90, 70, 47, 19, 0 degrees, respectively. The order of the two experiments is 30 and 150 degrees. According to the Shapiro-Wilk test, all groups of data obey the normal distribution (\(p > 0.05\)). Through the Mauchly’s spherical hypothesis test, the covariance matrix of the dependent variable is dominantly equal (\(p > 0.05\) except for the condition of error of angle in 30 degrees, \(\chi^2(2) = 9.11, p < 0.05\)). The data, which doesn’t satisfy spherical assumption, are corrected by Greenhouse-Geisser Method (\(\epsilon = 0.697\)). For confusion rates, there is no significant difference for three methods in two azimuths \(F(2, 34) = 0.70, p = 0.51\) and \(F(2, 34) = 0.08, p = 0.92\). For error of angle, there are significant differences for three methods in two azimuths \(F(2, 34) = 3.92, p < 0.05\) and \(F(2, 34) = 4.76, p < 0.05\). With Bonferroni post-hoc test, the generic method has significantly larger errors than the SPCA.

The judgments are plotted as a function of the coordinates of the targets. The left column, the middle column and the right column depict the judgments made to each of the seven binaural sounds. The up-down confusion rate and error of angle with their standard deviations of the elevation localization experiments are shown in Table V. Angle of error is the angle difference between the target angle and the judgement angle. Up-down confusion is corrected before calculating the difference. The repeated-measures ANOVA was used to compare the localization performance (confusion rate and error of angle) of the three methods (generic, PCA and SPCA) for two azimuths (30 and 150 degrees). According to the Shapiro-Wilk test, all groups of data obey the normal distribution (\(p > 0.05\)). Through the Mauchly’s spherical hypothesis test, the variance covariance matrix of the dependent variable is dominantly equal (\(p > 0.05\) except for the condition of error of angle in 30 degrees, \(\chi^2(2) = 9.11, p < 0.05\)). The data, which doesn’t satisfy spherical assumption, are corrected by Greenhouse-Geisser Method (\(\epsilon = 0.697\)). For confusion rates, there is no significant difference for three methods in two azimuths \(F(2, 34) = 0.70, p = 0.51\) and \(F(2, 34) = 0.08, p = 0.92\). For error of angle, there are significant differences for three methods in two azimuths \(F(2, 34) = 3.92, p < 0.05\) and \(F(2, 34) = 4.76, p < 0.05\). With Bonferroni post-hoc test, the generic method has significantly larger errors than the SPCA.

The judgments are plotted as a function of the coordinates of the targets. The left column, the middle column and the right column depict the judgments made to each of the seven binaural sounds. The up-down confusion rate and error of angle with their standard deviations of the elevation localization experiments are shown in Table V. Angle of error is the angle difference between the target angle and the judgement angle. Up-down confusion is corrected before calculating the difference. The repeated-measures ANOVA was used to compare the localization performance (confusion rate and error of angle) of the three methods (generic, PCA and SPCA) for two azimuths (30 and 150 degrees). According to the Shapiro-Wilk test, all groups of data obey the normal distribution (\(p > 0.05\)). Through the Mauchly’s spherical hypothesis test, the variance covariance matrix of the dependent variable is dominantly equal (\(p > 0.05\) except for the condition of error of angle in 30 degrees, \(\chi^2(2) = 9.11, p < 0.05\)). The data, which doesn’t satisfy spherical assumption, are corrected by Greenhouse-Geisser Method (\(\epsilon = 0.697\)). For confusion rates, there is no significant difference for three methods in two azimuths \(F(2, 34) = 0.70, p = 0.51\) and \(F(2, 34) = 0.08, p = 0.92\). For error of angle, there are significant differences for three methods in two azimuths \(F(2, 34) = 3.92, p < 0.05\) and \(F(2, 34) = 4.76, p < 0.05\). With Bonferroni post-hoc test, the generic method has significantly larger errors than the SPCA.
method ($p < 0.05$ for two azimuths); there is no significant difference between the PCA method and the generic and SPCA methods for two azimuths (PCA VS generic: $p = 0.73$ and $p = 0.15$; PCA VS SPCA: $p = 0.45$ and $p = 1.0$).

Based on both azimuth and elevation localization experiments, we conclude that both the SPCA and PCA methods are superior than the generic method. For most of the localization experiments, the SPCA method and the PCA method have similar performances, except for the confusion rate in the elevation of 22.5 degrees, where PCA method has significantly smaller confusion rate than the SPCA method. However, the proposed SPCA method predicts the HRTFs outside the training data well, which indicates that the SPCA method can predict the HRTFs in unmeasured spatial directions.

VI. CONCLUSION

This paper proposed the individual HRTFs modeling method using DNN based on SPCA. By modeling the SPCs, the SPCA weights, the $H_{ae}$ and the ITDs respectively, we reconstruct the individual HRIRs in arbitrary spatial directions. The objective and subjective experiments are performed to evaluate the individual HRTFs generated by the proposed method, the PCA method, and the generic method. Both the objective and subjective experiments’ results show that the proposed SPCA method and PCA method are superior than the generic method. The spectral distortion of the SPCA method is significantly smaller than PCA method in high frequencies but significantly larger in low frequencies, except for few frequencies with no significant difference. The evaluation using the localization model shows that the PCA method is better than the SPCA method. The subjective experiments show the SPCA method and the PCA method have similar performances, except for the confusion rate in the elevation of 22.5 degrees, where PCA method has a better performance than the SPCA method. Nevertheless, the results indicate that our proposed SPCA method could predict the HRTFs in arbitrary spatial directions well. For the future work, we will use more HRTF data to implement the individual HRTF models for better performance.
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