DEEP: A dual EEG pipeline for developmental hyperscanning studies
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ABSTRACT

Cutting-edge hyperscanning methods led to a paradigm shift in social neuroscience. It allowed researchers to measure dynamic mutual alignment of neural processes between two or more individuals in naturalistic contexts. The ever-growing interest in hyperscanning research calls for the development of transparent and validated data analysis methods to further advance the field. We have developed and tested a dual electroencephalography (EEG) analysis pipeline, namely DEEP. Following the preprocessing of the data, DEEP allows users to calculate Phase Locking Values (PLVs) and cross-frequency PLVs as indices of inter-brain phase alignment of dyads as well as time-frequency responses and EEG power for each participant. The pipeline also includes scripts to control for spurious correlations. Our goal is to contribute to open and reproducible science practices by making DEEP publicly available together with an example mother-infant EEG hyperscanning dataset.

1. Background

The standard neuroscientific approach studies social information processing from an observer’s viewpoint detached from the social context (Hoehl and Markova, 2018). Experimental designs assessing social processes often consist of paradigms in which participants interact with stimuli presented on a computer screen. Although these experiments have contributed greatly to our understanding of social perception and cognition, they fall short of capturing several crucial aspects of social interaction, such as its bi-directionality and dynamic nature. The second-person neuroscience perspective argues that social cognition in an interactive context may differ fundamentally from situations in which social stimuli are merely passively observed (King-Casas et al., 2005; Schilbach et al., 2013). Interaction partners represent social exchange as a reciprocal process and act in a ‘we-mode’ as compared to acting individually (Gallotti and Frith, 2013). Based on these theoretical accounts, social neuroscience research faces the need to examine interactional phenomena in more naturalistic, ecologically valid contexts. This paradigm shift has paved the way for the emergence of hyperscanning: a technique that allows for the simultaneous recording of neural activity from two or more individuals. Using this new technique, researchers can measure the dynamic mutual alignment of neural processes between interaction partners in naturalistic settings.

As the building blocks of social cognition emerge early on in human development, hyperscanning has gained momentum among developmental researchers in recent years. Hyperscanning studies involving developmental populations have addressed a variety of social exchanges including interactions between infants and adults using EEG (Leong et al., 2017, 2019; Perone et al., 2020; Santamaria et al., 2020; Wass et al., 2018) and functional near-infrared spectroscopy (fNIRS; Nguyen et al., 2020, 2021; Piazza et al., 2020); interactions between children and adults using EEG (Bevilacqua et al., 2019), magnetoencephalography (MEG; Hasegawa et al., 2016; Hirata et al., 2014) and fNIRS (Azhari et al., 2019; Hoyniak et al., 2021; Kruppa et al., 2021; Miller et al., 2019; Quinones-Camacho et al., 2020; Reindl et al., 2018, 2021); and interactions between child and adolescent peers using EEG (Dikker et al., 2017, 2021) and fNIRS (Piazza et al., 2021).

Measures of quantifying the amount of EEG connectivity between...
individuals (i.e., inter-brain connectivity) are largely similar to methods that have been applied to examine EEG connectivity within individual brains (i.e., intra-brain connectivity). The most popularly used methods include (i) covariance in amplitude or power (i.e., amplitude envelope correlation, power correlation, projected power correlation [PPC]); (ii) phase synchrony, captured by the Phase Locking Value (PLV) (Duvas et al., 2010; Lachaux et al., 1999) or circular correlation (CCorr); and (iii) coherence-based metrics measuring the similarity of both power and phase such as Partial Directed Coherence (PDC) (Leong et al., 2017), wavelet coherence and imaginary coherence (Ayrrolles et al., 2021; Burgess, 2013). In this article, we concentrate on phase synchrony. A full discussion of the other available methods is included in the paper by Marriott Haesrign and colleagues, in this special issue.

Hyperscanning research is at a turning point: the development of transparent and validated data analysis tools is urgently required to ensure the reproducibility of findings. Despite the ever-growing interest in hyperscanning methods, there have been very few attempts to validate analysis techniques across studies (Ayrrolles et al., 2021; Burgess, 2013; Nastase et al., 2019). A recent endeavor in this direction was undertaken by Ayrrolles and colleagues (2021) who published a data analysis pipeline, namely HyPyP, to perform brain-to-brain connectivity analysis for M/EEG hyperscanning data. HyPyP includes tools for automated data preprocessing and documentation for various inter-brain connectivity measures. Such comprehensive, open-source hyperscanning analysis pipelines are valuable to advance the field. Despite being an important first step, HyPyP does not directly address the challenges of developmental hyperscanning studies, which is what we aim to cover with DEEP. Moreover, while the HyPyP toolbox is integrated with MNE-Python (Gramfort et al., 2013), DEEP offers an alternative solution based on the FieldTrip toolbox operated in MATLAB, which is widely used for neural data analysis.

Hyperscanning methods are also increasingly used alongside naturalistic paradigms in which adults, for example caregivers, are instructed to play with their children as they would do outside of the lab (e.g., Noreika et al., 2020; Wass et al., 2018). Analyzing data acquired under naturalistic paradigms poses several methodological challenges such as shorter recording sessions due to long study preparation times and movement artifacts inherent in naturalistic interactions. The problem of shorter recording sessions and higher rates of data loss due to artifacts (often 25–75%) also means that generally fewer and shorter segments of usable data can be recorded from infants and children (Debnath et al., 2020; Georgiev et al., 2020; Hoehl and Wahl, 2012). This is particularly a problem for dual (or group) EEG studies because the calculation of inter-brain phase alignment measures between two (or more) individuals requires clean data segments from all participants recorded at the same time.

Another important challenge faced by researchers analyzing dual EEG data from developmental populations is that adults and infants inherently have different EEG signal decomposition (Saby and Marshall, 2012). For example, the equivalent of the alpha frequency band, which is widely examined in the 8–12 Hz range in adults, is observed at slower frequencies such as 6–9 Hz in infants (Marshall et al., 2002). We acknowledge the theoretical challenge to explain how perceptual and cognitive processing change as a function of frequency across development, which is beyond the scope of this paper. Here, we address the unique methodological challenge when calculating phase alignment between EEG signals obtained from adult and child participants by incorporating a cross-frequency PLV module of DEEP. The cross-frequency PLV method allows for computing phase-alignment across datasets with differing peak frequencies such as adult and infant EEG data. This is an important step forward to establishing transparent and robust data processing approaches and standardized data analysis practices for hyperscanning studies with developmental populations.

Standardized and automated EEG processing pipelines were developed in recent years to analyze infant EEG data (Debnath et al., 2020; Gabard-Durnam et al., 2018). To our knowledge, however, there have been no attempts to establish standardized and automated preprocessing pipelines to analyze dual EEG data of adults and children or infants. Here, we present and test a dual EEG pipeline, in short DEEP, which aims to address this gap. The pipeline provides users with a step by step command line interface with graphical elements, which we will refer to as graphical user interface (GUI) in the remainder of the paper, to analyze adult-infant/child and adult-adult EEG hyperscanning datasets. As illustrated in Fig. 1, the current version of the pipeline consists of nine data processing steps including: filtering, artifact identification, artifact correction and rejection, interpolation of noisy channels, Hilbert transformation and calculation of inter-brain phase alignment measures such as PLV and cross-frequency PLV.

We focus here on applying phase synchronization methods as they are flexible (i.e., they can be computed over time or trials), easy to implement, and they are grounded within a large body of literature using them to look at both intra- and inter-brain phase synchrony (Liu et al., 2018). We aim to keep up with the continual development of new and existing methods for computing EEG connectivity that can be applied to dual EEG data and integrate these into the current toolbox.

In addition to dual EEG data, DEEP allows users to analyze individual EEG data using time-frequency responses and/or Welch’s method. Unlike other hyperscanning pipelines, DEEP allows users to run control analyses with surrogate data to account for differences in the level of phase alignment that would be observed in the data by chance (Nguyen et al., 2020; Reindl et al., 2018; see also Burgess, 2013).

Following the overview of the pipeline, we will test the pipeline using a dataset recorded from mothers and their 8-month-old infants using dual EEG, including resting state and free play conditions. By making a ready-to-use, open-access toolbox and a complete mother-infant dual EEG dataset publicly available, we aim to facilitate open science practices in developmental research.

The scripts used in the current version of the pipeline are available at https://github.com/dmatthes1982/MPI_CBS-DEEP including code descriptions. The anonymized data used in this study is publicly available. In Supplementary Materials, among other documentation, we include a tutorial on how to operate the pipeline with snapshots of the GUI so that users can easily navigate the analysis workflow (see Supplementary Materials S1).

2. Overview of the pipeline

Below, we will describe each processing step in the pipeline in detail. We also provide a document in Supplementary Materials S3, in which we list the parameters and settings used for the preprocessing of the dataset in this paper. Please note that listed passband values were used in cross-frequency PLV calculations. For PLV estimations, we used infant passband values to process both the infant and the mother data.

2.1. Step-1: Data import

In the current version of the pipeline, only data recorded with Brain Vision Recorder software (Brain Products GmbH, Germany) can be analyzed. For every new session, first, the data needs to be imported. The raw data consist of an.".vhdr header file including information about the recorded electrodes and the sampling rate, and a.".vmrk file including the trigger information. The files should be named as specified in the pipeline (e.g., Study_name_Dyadnumber). In Supplementary Materials S1, we include a code to convert data recorded by other EEG systems (e.g., BioSemi) to use the pipeline.

The user can import all of the channels or exclude certain channels from the processing by manually typing the channel names. The reason behind this implementation is that channels in the periphery are known to be particularly affected by muscle and movement artifacts rendering them potentially unusuitable for analysis in many adult-infant
hyperscanning studies (Georgieva et al., 2020; Wass et al., 2018). The electrooculocular (EOG) electrodes are omitted from exclusion in order to avoid accidental removal of these electrodes because they are necessary for Independent Component Analysis (ICA; for more information, see steps 3 and 4).

2.2. Step-2: Detection of channels to be interpolated and filtering data

In the second step, the user can select channels that will be interpolated later. To help the user to decide which channels should be interpolated, the noisiest channels are first identified. All available data of each participant are concatenated and the total power of each channel is calculated from 3 Hz onwards using the “DEEP_estNoisyChan” function. Based on a common definition of outliers, if values for a particular channel are above $1.5 \times \text{IQR} + Q3$ or below $Q1 - 1.5 \times \text{IQR}$, the channel is considered noisy. Users should keep in mind that these graphs only highlight the channels that are noisier as compared to the other channels. We recommend users to double check their decision on which channels to interpolate by running the preprocessing steps 1–5 without any intervention on the channels and inform their decision using artifact...
values at step-5. In its current version, the pipeline requires some level of experience with EEG processing to make a decision on which channels to interpolate.

First, the adult data is examined. In the GUI, two figures and a window appear. The first figure depicts the total power of all channels including the bad channels that are marked in red. Using the FieldTrip data browser function (i.e., ft.databrowser), the second figure plots raw data for each channel across time. The user can scroll through the unfiltered data and zoom in and out to inspect the data. The figures together help the user to decide on the channels to interpolate at later steps.

In the ‘select bad channels’ window, the user can choose the channels to interpolate at step 4. If the user selects neighboring channels for interpolation, the pipeline will continue to operate. However, bad channels will be excluded from the repairment of a likewise bad neighbor. If one channel has no good neighboring channels left, the values of this channel will be set to zero. If a bad channel has only one good neighbor, the interpolated channel will be a duplicate of the neighboring good channel (for more information, see step-4). The GUI will display a warning message if a channel that will be used for re-referencing (e.g., TP10 for the linked mastoids method) is selected for interpolation.

Once bad channels for the adult data are selected, the same process starts for the infant data. Afterwards, the pipeline filters the data using a 1–48 Hz bandpass filter suppressing electrical line noise. To process the current dataset, we have used the default parameters and settings of DEEP, which can be found in DEEP_main_2 script (see https://github.com/dmatthes1982/MPI_CBS-DEEP/blob/master/DEEP_main_2.m).

Users can change the settings in the code. In Supplementary Materials S1, we present a schematic of the customized channel configuration used in the current study.

2.3. Step-3: Cleaning prior to ICA

To plan the processing time, the user can either continue with the ICA decomposition step for all of the dyads (i.e., default) or select certain dyads. In this step, the preprocessed EEG data segments are again concatenated to continuous data. Next, transient artifacts in all channels are detected and rejected applying the criterion that within a 200 ms segment with a 50% overlap (i.e., 100 ms): the difference between the maximum and the minimum voltage cannot be more than 200 μV. This ensures that large artifacts will not influence the ICA process. The remaining clean segments are concatenated to a continuous data stream followed by the ICA decomposition using the default method “runica” (for more information on specifications, see https://www.fieldtriptoolbox.org/reference/ft_componentanalysis/). This step only involves the ICA decomposition. The selection of the ICA components takes place in the next step.

2.4. Step-4: Selection of ICA components, interpolation of bad channels and re-referencing the data

2.4.1. Selection of ICA components

At this step, if EEG data are available, the pipeline first detects the eye movement artifacts for subsequent correction based on the criterion that the detected eye movement components show a minimum of 80% correlation with the horizontal and vertical eye electrodes (i.e., calculation of the horizontal vertical EOG signal components [EOGH, EOGV] using channels P9, F10 and V1, V2 in the current layout, respectively). This default threshold can be reduced by the user manually. Using the ft.icabrowser function (https://www.fieldtriptoolbox.org/reference/ft_icabrowser/), the GUI displays a window in which the topography of the detected components over the entire scalp are shown and highlighted with a “ Reject” label. Additionally, the power spectrum density graphs as a function of frequency are illustrated together with graphs that show the variance of power over time to help the user better evaluate the detected components.

If eye electrodes are missing, no correlations can be found, thus, the pipeline does not generate automatic suggestions. In that case, the users can inspect the ICA components and mark certain components as eye artifacts manually. Whereas the ICA algorithms work well with adult data, careful visual inspection of the components might be needed for verifying eye movement components in the infant data. In that case, users are expected to have some experience with identifying eye movement artifacts. Following the verification of the eye movement components, which are done separately for the data of infants and adults, eye movement artifacts are corrected.

2.4.2. Interpolation of bad channels

Next, the noisy channels that are selected at step-2 are interpolated by using the default FieldTrip channel repair method, namely the weighted neighbor approach. The weighted neighbor approach replaces signals from bad channels with the average signal of all neighboring channels. This method inherently requires good signal from surrounding channels, thus, it does not work optimally if several noisy channels need to be interpolated that are located close to each other (for more information, see https://www.fieldtriptoolbox.org/reference/ft_channelsrepair/). DEEP, by default, uses an interpolation quota by only allowing 10% of the total number of channels to be interpolated. The deactivation of this function is possible but not recommended, as it is common across developmental EEG studies to interpolate a maximum of 10% of the overall number of channels to obtain meaningful results (Debnath et al., 2020).

2.4.3. Re-referencing the data

In developmental EEG studies, researchers commonly use vertex/Cz or the left or right mastoid channels as the recording reference (Hoehl and Wahl, 2012). In the recording of the current dataset, we referenced all electrodes to the left mastoid (i.e., TP9) online. However, in principle, the data can be re-referenced offline to any other electrode (e.g., right mastoid) or the average of a group of electrodes (e.g., common average re-referencing). Depending on the recorded number of channels and data quality, the pipeline allows the user to choose from the following re-referencing methods: 1) common average re-referencing; 2) linked mastoids re-referencing; 3) robust average re-referencing. The linked mastoids offline re-referencing method uses the average of two electrodes at left and right mastoids (i.e., TP9 and TP10, respectively), whereas the common average offline re-reference method takes into account all of the electrodes.

Here, we added a third offline re-referencing method, namely robust average re-referencing, which was used in the preprocessing of the example dataset. The robust average re-referencing method is similar to the common average re-referencing approach with one main difference. Instead of taking the average of all electrodes, the robust average re-referencing method uses a group of clean channels (as identified in step-2) and calculates the average of these channels to become the reference channel for re-referencing (Bigdely-Shamlo et al., 2015). We think this method is particularly useful when recording EEG data from developmental populations using naturalistic paradigms, since motion contamination results in fewer channels with sufficient data quality compared to EEG recordings from adults. DEEP uses all electrodes that were not marked as bad at step-2 in robust average re-referencing. In other words, all electrodes that are not chosen for interpolation are the ones that are included in robust average re-referencing. In Supplementary Materials S3, we provide the list of interpolated channels with which users can infer which channels were used in robust average re-referencing for each participant.

2.5. Step-5: Automatic and manual artifact detection

We acknowledge the fact that developmental labs vary in their approach to artifact detection and removal. Accordingly, in the fifth
DEEP allows the user to choose between one of four different algorithms for performing an automatic artifact detection to clean the data further. The four options are as follows: (1) minimum-maximum step, which sets a minimum and maximum value within the segment and checks whether the difference between these values exceeds a default value of 75 μV, which was used for processing the data presented in this paper. The user can also adjust this default threshold value by selecting a value from a range of 50–200 μV. If the voltage values exceed the upper and lower thresholds, the segment will be marked as an artifact. This approach was successfully applied in infant EEG studies before (e.g., Wahl et al., 2012). (2) Range threshold within 200 ms, sliding window: in a sliding window of 200 ms, the algorithm checks whether the difference between the minimum and maximum value within the segment exceeds a certain threshold. If it is true, the segment will be marked as an artifact. This criterion was also used in infant EEG studies (e.g., Michel, 2017). (3) Standard deviation threshold within 200 ms, sliding window: in a 200 ms sliding window, the algorithm checks whether the standard deviation is larger than a certain threshold. If it is true, the segment will be marked as an artifact. This criterion was used for infant data in previous studies (e.g., Hoehl et al., 2008). (4) Multiple of median absolute deviation, sliding window. Thresholds and channels can be chosen for adults and infants separately.

At this step, the pipeline generates two graphs that illustrate the artifact maps for each condition. Each artifact map illustrates the artifacts in each channel over time. On the left side of the graph, the user can also view the number of artifacts for each channel in numeric form. Artifact-free segments are depicted in green whereas the segments which exceed the artifact threshold are marked in red (see Supplementary Materials S1). In addition to automatic artifact detection, artifacts can be selected manually in the data browser window. After the completion of step-5, the user can select further processing options such as processing individual EEG data (i.e., step-6 followed by step-8) or running interbrain phase alignment analyses (i.e., step-6 followed by step-7). It should be noted that the artifacts are identified at this step; however, the removal of the artifacts takes place at step-7 or step-8 depending on the analysis of interest.

2.6. Step-6: Narrow-band filtering and Hilbert transformation

The GUI asks the user to choose either the same default passband settings to be used in subsequent processing steps or separate passbands for the adult and the infant data. The default settings include the following passbands for the adult data: 1) theta [4–7 Hz] 2) alpha [8–12 Hz] 3) beta [13–30 Hz] 4) gamma [31–48 Hz]. Because of the differences in frequency bands between adult and infant data, the following settings are used for the infant data: 1) theta [3–5 Hz] 2) alpha [6–9 Hz] and 3) beta [13–30 Hz] 4) gamma [31–48 Hz]. In this paper, we examine theta and alpha frequencies, as they are most commonly used in developmental studies (e.g., Leong et al., 2017; Wass et al., 2018). We would like to note that the pipeline also allows the users to specify passband ranges manually and analyze frequency ranges such as beta and gamma. At this step, the pipeline also estimates the Hilbert phase in each of the passbands.

2.7. Step-7: Calculation of phase locking values (PLVs) and cross-frequency PLVs

PLV is the main metric used to estimate phase-locking between two signals. It measures the extent to which phase angles are similar between two signals over time or trials. PLV is calculated as follows:

\[
PLV = \frac{1}{\text{N}} \sum_{k=1}^{\text{N}} e^{i(\phi(k) - \psi(k))},
\]

Where \(N\) is the number of observations, \(\phi(k)\) is the phase on observation \(k\), at time \(t\), in channel \(\phi\) and \(\psi(t, k)\) at channel \(\psi\). If the phase angles from the two signals fluctuate over time with a consistent difference, this will lead to PLVs close to 1. If the phase angles fluctuate over time with little consistency between each of the two signals, PLVs will be close to 0. Phase locking measures connectivity between signals with a zero lag. It is worth noting that, as phase synchrony (or phase locking) is a measure of the consistency of phase angles between two signals, where these two cycles are in relation to each other is less important than how they co-vary.

Cross-frequency phase entrainment or cross-frequency PLV shares the same underlying assumption with PLV. Cross-frequency phase entrainment or PLV \(mn\) is calculated similarly to PLV as follows:

\[
PLV_{mn} = \frac{1}{\text{N}} \sum_{k=1}^{\text{N}} e^{i(\Delta \phi(f_m, f_n, t, k))},
\]

\(N\) is the number of trials and \(\Delta \phi_f (f_m, f_n, t, k)\) is calculated as follows:

\[
\Delta \phi_f(f_m, f_n, t, k) = \frac{m + n}{2m} \phi_f(f_m, t, k) - \frac{m + n}{2n} \psi_f(f_n, t, k).
\]

Where \(n\) and \(m\) are the center frequencies of the two signals, which should be integer values satisfying the equation \(m \cdot t_n = n \cdot t_m\), and \(\phi_f(t, k)\) is the phase angle at channel \(\phi\), at time \(t\), on trial \(k\), and channel \(\psi\). Similar to PLV, cross-frequency PLV can be applied over trials or in a time window within a trial (see Marriott Haresign et al. paper, in this special issue for more information).

DEEP applies the following steps to calculate PLVs or cross-frequency PLVs. The pipeline first segments all of the data into epochs of 1 or 5 s duration. The epoch durations can be adjusted by the user. The pipeline then rejects all of the segments which contain artifacts that were defined at step-5 (i.e., automatic and manual artifact detection). For each good epoch, it estimates one PLV or cross-frequency PLV. Following this, all estimated PLVs or cross-frequency PLVs are averaged for each condition for all of the passbands. In the current dataset, we will examine PLVs and cross-frequency PLVs at theta and alpha frequency bands. Here, we segmented the data into 1 s epochs both for theta and alpha frequencies (cf. Leong et al., 2017), as we obtained cleaner data with shorter epoch durations.

2.8. Step-8: Time-frequency responses and power spectral densities using Welch’s method

DEEP also allows users to analyze individual EEG data. In this step, users can calculate either time-frequency responses (TFRs) or power spectral densities (PSDs), separately for each participant (e.g., for infants and adults). TFRs are calculated using the FieldTrip function ft_freqanalysis (for more information on default settings, see https://www.fieldtriptoolbox.org/reference/ft_freqanalysis/). As default, the response is calculated with wavelet time-frequency transformation using Morlet wavelets, applying a Hanning window in the frequency range of 2–50 Hz in steps of 1 Hz and a time stamp of 500 ms on which the analysis is centered. These settings can manually be changed in the functions DEEP_main_8.m and in the sub-function DEEP_timeFreqanalysis.m.

At a next step, the power spectrum can be analyzed with the FieldTrip function ft_freqanalysis using the multitaper frequency transformation (“mtmfft”) method on a Hanning window with the default settings of a 1000 ms window length with 75% overlap for the frequency range of 1–50 Hz in steps of 1 Hz. The calculation of the power spectrum of the entire condition is a median operation, which allows the user to suppress the influence of outliers in the data across long periods that are common in naturalistic paradigms. These settings can manually be changed in the functions DEEP_main_8.m and in the sub-function DEEP_pWelch.m.
8.17 days) and their mothers (infants and their mothers together watched an experimenter blowing bubbles). Burgess (2013) suggested that increases in power can lower error in a condition, the mothers were instructed to play with their infants as they would do at home, without using toys. The mothers did not receive further instructions.

Previous studies (e.g., Muthukumaraswamy and Singh, 2011; Burgess, 2013) suggested that increases in power can lower error in phase estimation and give the appearance of increased phase locking. Though this has been primarily examined as an event-locked phenomenon, we were curious if this might also be a feature of continuous EEG recordings, which are common within developmental social neuroscience. Accordingly, we first examined whether systematic relationships could be observed between average theta and alpha power across the whole testing session (considered in the infant and adult separately) and averaged infant-adult theta and alpha cross-frequency PLVs. For comparison, we ran the same analyses with PLVs.

We found a significant relationship between infant-adult theta cross-frequency PLVs and infant theta power in the free play condition (rho = 0.42, p < 0.01), but not in the resting state condition (rho = 0.04, p = 0.82), indicating a positive association between infant theta power and infant-adult theta cross-frequency PLVs during free play. The relationships between infant-adult alpha cross-frequency PLVs and infant alpha power were not significant in any of the conditions. No consistent relationships between infant-adult cross-frequency PLVs and adult power were observed in either theta or alpha frequency bands. Similar to cross-frequency PLV findings, we observed a marginally significant relationship between infant theta power and infant-adult PLVs in the free play condition (rho = 0.31, p = 0.07) but not in the resting state condition (rho = 0.24, p = 0.17). This increases confidence that, when considering averaged values across the whole testing session, obtained phase alignment values are largely independent of power (see Supplementary Materials S4-S5, Fig. 1a to d). However, one explanation for stronger power and phase locking associations for the free play condition compared with resting state condition may be that free play condition showed more rapid transient fluctuations in power, which could affect phase entrainment via the mechanisms suggested by Burgess (2013).

Next, we examined the relationships between cross-frequency PLVs and PLVs in the resting state and free play conditions at alpha and theta frequencies separately. Whereas we observed a marginally significant relationship between cross-frequency PLVs and PLVs in the resting state condition at alpha frequency (rho = 0.32, p = 0.06), no other correlation reached significance (all p > 0.14). These findings are illustrated in Fig. 2a and b. As an exploratory analysis, we examined the consistency in alpha and theta cross-frequency PLVs between the resting state and free play conditions. As shown in Fig. 3a and b, we observed a strong correlation between cross-frequency PLVs in free play and resting state conditions in the alpha band (rho = 0.50, p < 0.01), but not in the theta band (rho = 0.25, p = 0.14). Similarly, there was a significant relationship between PLVs in free play and resting state conditions in the alpha band (rho = 0.37, p = 0.03) but not in theta band (rho = −0.11, p = 0.53).

Also as an exploratory analysis, we examined the relationship between alpha cross-frequency PLVs and theta cross-frequency PLVs across conditions (see Fig. 4a and b). Here, we observed negative relationships for both the free play (rho = −0.27, p = 0.12) and resting state conditions, although only the latter relationship was significant (rho = −0.46, p < 0.01), such that stronger alpha cross-frequency PLVs were associated with lower theta cross-frequency PLVs. Regarding PLVs, we observed a relationship in the opposite direction (stronger alpha PLVs associated with increased theta PLVs), which was again only significant for the resting state condition (rho = 0.49, p < 0.01).

4. Discussion

Recent shifts towards studying social perception and cognition using naturalistic paradigms pave the way for cutting-edge data recording techniques such as hyperscanning. These methods allow social neuroscientists to study dynamic interactions between two or more individuals in real-life settings. However, EEG hyperscanning results have not always replicated well (Konvalinka and Roepstorff, 2012). The root cause of this is unknown, however what is clear is the field’s need for transparent and standardized data analysis methods to aid the replicability of findings. To our knowledge, there is only one pipeline, namely HyPyP, which aims to fulfill this urgent need in the field of dual EEG research (Ayrolles et al., 2021). However, there has been no attempt to develop and test data analysis pipelines that particularly address developmental EEG hyperscanning studies. Here, we present DEEP, which allows the analysis of dual EEG data obtained from development populations. By giving flexibility to users in selecting different parameters and settings for the adult and the infant data, DEEP optimizes the analysis of hyperscanning data recorded from participants at different age groups. Users can preprocess the data of two individuals followed by the calculations of inter-brain phase alignment indices such as PLVs or cross-frequency PLVs. DEEP also runs control analyses on randomly generated data to validate the results. To our knowledge, this is the first dual EEG pipeline that incorporates surrogate analysis steps. In addition to analyzing data concurrently obtained from infants/children and adults, DEEP can also be used to analyze EEG data simultaneously recorded from two adults or participants at similar ages.

We tested the pipeline with an infant-adult EEG hyperscanning dataset that included a resting state and a free play condition. One interesting observation was that inter-brain phase alignment values, as quantified by the cross-frequency PLVs in theta and alpha frequencies, were negatively associated, particularly in the resting state condition in which the mother and the infant jointly watched the experimenter blowing bubbles. Although more research is needed to understand what theta synchronization and alpha desynchronization represent in terms of inter-brain synchrony, this disjunction between theta and alpha frequencies is commonly observed in intra-individual measurements of attention and learning, where alpha power suppression (i.e., desynchronization) often goes along with theta power increases (i.e., synchronization) (e.g., Köster et al., 2019). Because this paper aims to introduce DEEP, we will examine these findings more in detail in separate papers.

As this is the first version of DEEP, there are still open issues that we aim to address in future versions. To start with, at the moment, DEEP only allows users to analyze EEG datasets acquired by the Brain Products EEG recording system. We will adjust the pipeline such that several EEG recording systems can be read into the pipeline. In the meantime, we provide users with a data conversion method for BioSemi data, which can be found in Supplementary Materials S1. Moreover, the current version of the pipeline only processes dual EEG datasets such as the ones from infant/child and adult dyads or two adults. We strive to extend the pipeline such that data from three or more individuals could be examined, which would be particularly helpful in studies that are conducted
Fig. 2. Scatterplots illustrating Spearman’s correlation results showing the associations between cross-frequency PLVs and PLVs. a) associations between cross-frequency PLVs and PLVs at alpha frequency in resting state and free play conditions. b) associations between cross-frequency PLVs and PLVs at theta frequency in resting state and free play conditions. Blue and red colors represent resting state and free play conditions, respectively. Lines indicate the direction of the relationship. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 3. Scatterplots illustrating Spearman’s correlation results showing the associations between different conditions. a) cross-frequency PLVs in resting state and free play conditions in the alpha and theta bands. b) PLVs in resting state and free play conditions in the alpha and theta bands. Red and blue colors represent alpha and theta frequencies, respectively. Lines indicate the direction of the relationship. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 4. Scatterplots illustrating Spearman’s correlation results showing the associations between different frequency bands. a) alpha cross-frequency PLVs and theta cross-frequency PLVs in resting state and free play conditions. b) alpha PLVs and theta PLVs in resting state and free play conditions. Blue and red colors represent resting state and free play conditions, respectively. Lines indicate the direction of the relationship.
Although the data of the infant and the adult are processed one by one with different parameters and settings defined by the user, roughly the same basic preprocessing steps are applied to both of the datasets. In future versions, we aim to modify the pipeline to enable separate preprocessing steps for the infant and adult data. For example, given that the channels in the outer ring of electrodes are particularly noisy for the infant data (Debnath et al., 2020), one can choose to remove the electrodes in the periphery for the infant data but not for the adult data, which could be particularly useful when running intra-brain analyses (e.g., see step-8). Similarly, given the differences in the efficacy of ICA methods to correct for eye movement artifacts in the adult and infant data, it would be useful to apply separate ICA processes. Moreover, it would be highly interesting to extend the pipeline by including inter-personal synchrony measures that address the directionality between the two signals (i.e., one predicts the other) such as Partial Directed Coherence (PDC; Baccalà and Sameshima, 2001), which has been previously used in developmental studies (e.g., Leong et al., 2017). Finally, in the future versions of the pipeline, we hope to implement further surrogate analyses methods such as the phase randomization approach to examine whether using different surrogate methods affects the results.

A common practice in infant EEG data analysis for reducing artifacts is to reject contaminated EEG epochs manually or automatically (Hoehl et al., 2012). Since automatic methods are optimized for adult EEG data (Bigdely-Shamlo et al., 2015; da Cruz et al., 2018; Pedroni et al., 2019), they often fail to detect artifacts exceeding rejection thresholds in the infant EEG data. Therefore, manual procedures such as artifact rejection based on visual inspection were widely used by developmental researchers. However, this approach decreases the replicability of the methodology and the results (Debnath et al., 2020). Another important step in advancing the pipeline would be to integrate automatic ICA classification and detection algorithms that are specifically established and tested for developmental populations. For example, recently Mariott Haresign et al. (2021) adapted the widely used MARA system (for ICA classification of adult data) to address the characteristics of developmental EEG data recorded using naturalistic paradigms. The retrained “IMARA” classifier was shown to discriminate artifactual ICA components from neural ICA components with a 75% accuracy rate in infant EEG data. Integrating such algorithms will further expand the pipeline by enabling the automatic identification and removal of artifactual ICA components in the infant data.

5. Conclusions

Developmental labs vary in their approach to processing EEG data. Although it remains a challenge to use automated processing tools for developmental data due to high interindividual differences, there has been some recent progress in establishing standardized tools to analyze developmental EEG data. In this paper, we present DEEP, a pipeline which allows researchers to analyze dual EEG data obtained from infant/child-adult dyads or two adults. DEEP promotes standardized and transparent data analyses approaches while accommodating a variety of data handling approaches remediating replication issues in the field. The pipeline includes several preprocessing steps followed by the calculation of PLVs and cross-frequency PLVs as indices of inter-brain phase alignment. DEEP also allows researchers to validate their findings by running control analysis for spurious hyper-correlations. We plan to expand DEEP further in the future. The most up-to-date version of the pipeline can be accessed at https://github.com/dmatthes1982/MPI-CBS-DEEP together with the code and descriptions. We also publish an example hyperscanning dataset from infants and adults. With DEEP, we aim to provide developmental social neuroscientists with an accessible tool to analyze EEG hyperscanning datasets. By making the codes publicly available together with an example dataset, we are committed to move the field one step further in the process of making science open and reproducible.
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