Clock model and parafermions in Rashba nanowires

Flavio Ronetti,1 Daniel Loss,1 and Jelena Klinovaja1

1Department of Physics, University of Basel, Klingelbergstrasse 82, CH-4056 Basel, Switzerland

We consider a semiconducting nanowire with Rashba spin-orbit interaction subjected to a magnetic field and in the presence of strong electron-electron interactions. When the ratio between Fermi and Rashba momenta is tuned to 1/2, two competing resonant multi-particle scattering processes are present simultaneously and the interplay between them brings the system into a gapless critical parafermion phase. This critical phase is described by a self-dual sine-Gordon model, which we are able to map explicitly onto the low-energy sector of the $\mathbb{Z}_4$ parafermion clock chain model. Finally, we show that by alternating regions in which only one of these two processes is present one can generate localized zero-energy parafermion bound states.

Introduction. Spin-orbit interaction (SOI) plays a prominent role in a wide range of spectacular phenomena in condensed matter physics [1, 2]. Extensive investigations in this direction have been carried out, also due to its fundamental role in the implementation of spin-based quantum information platforms [3–9]. Among the numerous phenomena governed by SOI in condensed matter physics, one of the most fascinating outcomes is the realization of helical liquids at edges of topological insulators [10–12] or in semiconducting nanowires (NWs) [13–16]. Besides their high potential for spintronics applications, helical liquids attract a lot of attention because, in presence of proximity-induced superconductivity, they can be used to engineer $p$-wave superconductors [17] hosting Majorana bound states at their boundaries [18–34].

If Rashba SOI is combined with strong electron-electron interactions, even more fascinating states of matter can emerge, notably fractional topological insulators [35–43] or fractional helical liquids in Rashba NWs [44]. The most striking experimental signature of these systems is a fractional charge conductance, which signals the presence of fractionally charged excitations [45–50]. When coupled to superconductors, fractional helical liquids become fully gapped and they host zero-energy parafermion bound states [44, 48, 51–57], similar to Majorana bound states but obeying a richer braiding statistics [58–67].

In Rashba nanowires, the main focus so far has been on odd denominator filling factors. In this work, we uncover a minimal setup of high experimental relevance with parafermion phases which requires only the intrinsic ingredients of a Rashba NW, namely SOI and electron-electron interactions; in particular, no superconductivity and no exotic quantum Hall phases are involved [68, 69]. At the simplest possible even-denominator filling factor $\nu = 1/2$, we find the striking result that two non-commuting processes are simultaneously generated by multi-particle interactions such that, instead of opening a gap, they leave the system in a gapless phase hosting parafermion excitations, see Fig. 1. Using bosonization techniques, we analyze the nature of this gapless phase and show that it is described by a $\mathbb{Z}_4$ self-dual sine-Gordon model. We identify the obtained model with the low-energy limit of the $\mathbb{Z}_4$ parafermion clock chain model [58, 70–72]. Remarkably, the $\mathbb{Z}_4$ parafermions emerge in our setup due to purely intrinsic ingredients: spin-orbit and electron-electron interactions of an isolated Rashba NW. Finally, an additional magnetic field applied parallel to the SOI vector breaks the balance between two non-commuting processes, leaving only one of them in resonance. Localized $\mathbb{Z}_4$ zero-energy parafermion bound states can then emerge at the interfaces between two different dominant processes. The remaining gapless fermion modes can be easily gapped out by a spatially oscillating magnetic field, generated e.g. by nanomagnets [73–76].

Model. We consider a one-dimensional Rashba NW, orientated along $x$ direction, in the presence of strong electron-electron interactions, see Fig. 1. The Rashba SOI, assumed to be uniform, is characterized by the SOI vector $\alpha_R$ aligned along $y$ direction. An external magnetic field $B$ is applied perpendicular to $\alpha_R$, i.e. along the $z$ axis to open a partial Zeeman gap $2\Delta_z$ in the spectrum at zero momentum. (b) Spectrum of a one-dimensional NW with strong Rashba SOI and Zeeman gap. The chemical potential is tuned to $\mu_{1/2}$ such that $k_F/k_{so} = 1/2$, where $k_{so}$ is the Rashba and $k_F$ the Fermi momentum. Due to electron-electron interactions, there are two competing momentum-conserving resonant scattering processes (red and black arrows), which lead to a gapless $\mathbb{Z}_4$ parafermion phase.

Figure 1. (a) NW aligned along $x$ direction with uniform Rashba SOI vector $\alpha_R$ pointing along $y$ direction. A magnetic field $B$ is applied perpendicular to $\alpha_R$, i.e. along the $z$ axis to open a partial Zeeman gap $2\Delta_z$ in the spectrum at zero momentum. (b) Spectrum of a one-dimensional NW with strong Rashba SOI and Zeeman gap. The chemical potential is tuned to $\mu_{1/2}$ such that $k_F/k_{so} = 1/2$, where $k_{so}$ is the Rashba and $k_F$ the Fermi momentum. Due to electron-electron interactions, there are two competing momentum-conserving resonant scattering processes (red and black arrows), which lead to a gapless $\mathbb{Z}_4$ parafermion phase.
sity $\mathcal{H}$ reads (we set $\hbar = 1$):

$$
\mathcal{H} = -\frac{\partial^2}{2m} - \mu + i\alpha R \partial_x \sigma_y + \Delta z \sigma_z,
$$

(1)

where the Pauli matrices $\sigma_i$ act on the electron spin. Here, $\mu$ is the chemical potential, $m$ the effective mass and $\Delta_z = g\mu_B B$, where $g$ is the $g$-factor and $\mu_B$ the Bohr magneton. In addition, we define the SOI momentum (energy) $k_{so} = m\alpha R$ ($E_{so} = k_{so}^2/2m$). In order to deal with electron-electron interactions, it is convenient to linearize the spectrum around the Fermi points. The corresponding expanded fermion operators are $\Psi_r(x) = R_{\sigma} e^{ik_{so} x} + L_{\sigma} e^{ik_{so} x}$, where $k_{\sigma\sigma} = rk_F - \sigma k_{so}$ with the Fermi momentum $k_F$ being calculated from $k_{so}$.

Electron-electron interaction can be divided into two types of terms corresponding to small and large momentum contributions. The first type of interaction can be taken into account in a Hamiltonian that is quadratic in fermion densities and whose form is assumed in accordance with the standard Luttinger liquid description [77]. Large momentum interaction terms can be built from a product of single-electron operators as $O_g = R^\dagger_{\sigma} R_{\tilde{\sigma}} L_{\sigma} L_{\tilde{\sigma}}$, where $s_\sigma$ are integers, while $R_{2\sigma\sigma}^\dagger = (R_{\sigma})^{s_\sigma s_{\tilde{\sigma}}}$ and $L_{2\sigma\sigma}^\dagger = (L_{\sigma})^{s_\sigma s_{\tilde{\sigma}}}$, when $s_\sigma < 0$. These multi-particle scattering processes must obey charge and momentum conservation. In general, momentum is conserved only at certain values of filling $\nu = k_F/k_{so}$ [48, 78]. From now on, we fix the chemical potential to $\mu = \mu_1/2$ such that the filling factor is $\nu = 1/2$. In this case, only the two following multi-particle scattering processes conserve momentum (see Fig. 1):

$$
H_{\text{int}} = \Lambda_1 \int dx \ L_{\sigma}^\dagger(x) R_{\tilde{\sigma}}(x) L_{\tilde{\sigma}}^\dagger(x) R_{\sigma}(x) + \Lambda_2 \int dx \ L_{\sigma}^\dagger(x) R_{\tilde{\sigma}}(x) L_{\tilde{\sigma}}^\dagger(x) R_{\sigma}(x) + \text{h.c.}
$$

(2)

These perturbations are generated at first order in interaction strength and the two coefficients are given by $\Lambda_{1,2} \propto \Delta z U_{2k_F}/\mu_1/2$, where $U_{2k_F}$ is the interaction potential. As a result, the two amplitudes $\Lambda_1$ and $\Lambda_2$ are identical by construction.

Interestingly, one can show that these two perturbations do not commute with each other. The simultaneous presence of two non-commuting back-scattering processes at this even denominator filling factor is quite intriguing, given the fact that, for odd denominator fillings, only a single cosine perturbation after bosonization is induced, resulting in the opening of a partial gap [44, 47]. In contrast, in our case, as long as the degeneracy between these two processes is preserved, two competing cosine terms are present (see below) such that the system remains gapless and critical properties emerge.

**Bosonization and renormalization group (RG) flow.** To analyze $H_{\text{int}}$ defined in Eq. (2), it is convenient to use the standard bosonization representation of fermion fields [77, 79]:

$$
|r_{\sigma}| = \frac{1}{\sqrt{2\pi a^2}} e^{i r [\phi_{\rho}(x) + \sigma \phi_\sigma(x) - \theta_\rho(x) - \sigma \theta_\sigma(x)]},
$$

(3)

where $a$ is a short-length cut-off, and where we introduced four boson fields $\phi_\rho$, $\phi_\sigma$, $\theta_\rho$, and $\theta_\sigma$.

In this bosonic basis, the Hamiltonian involving kinetic and small-momentum interaction terms becomes diagonal and reads

$$
H_0 = \sum_{\mu=\rho,\sigma} \frac{u_\mu K_\mu}{2\pi} \int dx \ [\partial_x \phi_\mu(x)]^2 + \frac{u_\mu}{2\pi K_\mu} \int dx \ [\partial_x \theta_\mu(x)]^2,
$$

(4)

where $u_\rho$ and $u_\sigma$ are the renormalized charge and spin velocities resp., and $K_\rho,\sigma$ the Luttinger liquid (LL) parameters, which characterize the strength of interaction in the NW. In case of repulsive interactions, $K_\rho \leq 1$ and $K_\sigma \geq 1$. The bosonized form of the interaction term $H_{\text{int}}$ turns into two cosine terms,

$$
H_{\text{int}} = -\frac{\Lambda_1}{4\pi^2 a^2} \int dx \ \cos \left(\sqrt{2} (2\phi_\rho - \theta_\sigma + \phi_\sigma)\right) + \frac{\Lambda_2}{4\pi^2 a^2} \int dx \ \cos \left(\sqrt{2} (2\phi_\rho - \theta_\rho - \phi_\sigma)\right).
$$

(5)

To reproduce the correct commutation relations, obtained from the fermion picture for these two cosine perturbations, we introduce an alternative bosonization procedure with generalized boson commutation relations [80].

Next, it is crucial to establish the range of the interaction parameters $K_\rho$ and $K_\sigma$ for which the cosine perturbations are relevant in the RG sense. The RG equations
for the coupling constants $\Lambda_i$ and $K_{\rho,\sigma}$ are derived in a standard way, see SM S1. The resulting phase diagram is shown in Fig. 2. Let us start by commenting on a typical parameter regime for which $K_\sigma \sim 1$: in this case, both perturbations are relevant in the regime of strong interactions for $K_\rho < 1/2$. When the value of $K_\sigma$ increases, the range of $K_\rho$ for which the perturbations are relevant is slightly reduced, meaning that stronger interactions are required. When the interaction is not strong enough to make the perturbations relevant, the system stays in the spinful Luttinger liquid (SLL) phase described by $H_0$ in Eq. (4). When the perturbations are relevant, the initial values of $K_\rho$ and $K_\sigma$ flow under the RG to the renormalized values $K_\rho^* = 0$ and $K_\sigma^* = 1$. The RG flow of $K_{\rho,\sigma}$ will be crucial to determine the final expression for the Hamiltonian describing the emerging gapless phase.

**Double sine-Gordon (DSG) model.** We focus now on the regime in which both cosine terms are relevant. It is convenient to rotate the boson fields to a new basis

$$
\begin{pmatrix}
\eta_1 \\
\eta_2 \\
\eta_3
\end{pmatrix} = \frac{1}{2\sqrt{2}} \begin{pmatrix}
0 & -2 & 1 & -1 \\
0 & -2 & 1 & 1 \\
0 & 1 & 0 & 0 \\
\frac{1}{2} & 0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
\theta_\rho \\
\varphi_\rho \\
\theta_\sigma \\
\varphi_\sigma
\end{pmatrix},
$$

(6)

This choice is motivated by the fact that the arguments of the cosines now contain only a single boson field $\eta_1$ and $\eta_2$, respectively. In order to focus on the effects induced by the multi-particle processes, it is useful to integrate out the fields $\eta_3$ and $\eta_4$, which do not appear in the cosine arguments. We note that, although velocities and final form of the Hamiltonian can be simplified by taking $\theta_\rho$ and $\theta_\sigma$ acquire a complicated expression in terms of $K_\rho$ and $K_\sigma$, the final form of the Hamiltonian can be simplified by taking into account that the Luttinger liquid parameters flow to $K_\rho = K_\rho^*$ and $K_\sigma = K_\sigma^*$. As a result, the effective Hamiltonian becomes

$$
H_{\text{DSG}} = \sum_{i=1,2} \int dx \left[ \frac{v}{2\pi} (\partial_x \eta_i)^2 + \Lambda_i \frac{4\pi^2 a^2}{\alpha} \cos (k_\eta(x)) \right],
$$

(7)

where $k = 4$ and $v = 4a_\sigma$ (see SM S1 for more details). We emphasize that the boson fields appearing in the cosines do not commute and obey the commutation relations $[\eta_1(x), \eta_2(x')] = i\frac{\pi}{k} \text{sign}(x-x')$. Due to the presence of two non-commuting cosines, $H_{\text{DSG}}$ DSG model [81, 82]. We note that the duality transformations $\Lambda_1 \leftrightarrow \Lambda_2$ and $\eta_1 \leftrightarrow \eta_2$ leave $H_{\text{DSG}}$ invariant. Thus, the case $\Lambda_1 = \Lambda_2$ implies self-duality and, therefore, the emergence of critical properties resulting in exotic gapless modes inside the NW. In our case, the two amplitudes $\Lambda_1 = \Lambda_2$ are enforced to be the same by symmetry. In addition, it is interesting to note that $H_{\text{DSG}}$ [see Eq. (7)] satisfies the global symmetry $\mathbb{Z}_4$: $\eta_1 \rightarrow \eta_1 + \frac{\pi}{4\pi}$, $\eta_2 \rightarrow \eta_2$ and its dual symmetry $\mathbb{Z}_4^{\text{dual}}$: $\eta_1 \rightarrow \eta_1$, $\eta_2 \rightarrow \eta_2 + \frac{\pi}{4\pi}$. For the special case $\Lambda_1 = \Lambda_2$, $H_{\text{DSG}}$ is known as $\mathbb{Z}_4$ self-dual sine-Gordon model [83].

For later purpose, we point out that the resonance between the two cosine perturbations can be detuned by adding a magnetic field parallel to the SOI direction accompanied by a corresponding readjustment of the chemical potential. As a consequence, only one perturbation would conserve momentum, thus resulting in either $\Lambda_1 = 0$ or $\Lambda_2 = 0$. In this case, a partial gap is opened and the system enters a fractional helical liquid phase with fractional conductance $G = 2e^2/h$, which we obtain by standard methods [47].

**Mapping to the $\mathbb{Z}_4$ parafermion clock model.** In the following we construct parafermion operators from the boson fields $\eta_1$ and $\eta_2$ and show that $H_{\text{DSG}}$, Eq. (7), can be identified as the continuum limit of the $\mathbb{Z}_4$ clock model [58, 70–72]. We show that this mapping holds for general $k > 1$ [84], starting from the $\mathbb{Z}_k$ clock model in parafermion representation [52, 58]:

$$
H_{\text{cl}} = -\sum_{j=1}^{k-1} (-1)^\alpha \left[ J_{1,\alpha} \left( \frac{\pi}{k} \chi_{2,j,1,j+1}^{\dagger} \right)^\alpha + J_{2,\alpha} \left( \frac{\pi}{k} \chi_{2,j,1,j}^{\dagger} \right)^\alpha \right],
$$

(8)

where $J_{1,\alpha} = J_{i,k-\alpha}$ and $\chi_{p,j} = 1$, $p, j = 1, 2$, obey $\mathbb{Z}_k$ parafermion statistics (see SM S2),

$$
\chi_{p,j} = \chi_{1,j} = 1, \chi_{p,j}^{\dagger} = \chi_{p,j}^{\dagger}, \chi_{i,j_1} \chi_{i,j_2} = \omega \chi_{i,j_1} \chi_{i,j_2},
$$

(9)

$$
\chi_{p,i} \chi_{p,j} = \omega \chi_{p,j} \chi_{p,i}, i < m.
$$

(10)

Next, we introduce a bosonic representation for the parafermion operators: $\chi_{1,j} = \sigma_{1,j} = \prod_{l=1}^{j-1} \sigma_{2,l+1}^{\dagger} \sigma_{2,l+1}$ and $\chi_{2,j} = \alpha^{\frac{j}{k}}(i)^{k-1} \sigma_{2,j} \sigma_{2,j+1}$, where

$$
\sigma_{p,j} = A_k e^{i\eta_p(x_i)} + B_k e^{-i(k-1)\eta_p(x_i)},
$$

(11)

with $x_j = ja$. The $k$-dependent coefficients $A_k$ and $B_k$ are real and obey the relations $A_k^2 + B_k^2 = 1$ and $kA_k^{-1}B_k = 1$. For $k = 4$, $A_4 = B_4 = 1/\sqrt{2}$. The boson fields $\eta_p$ satisfy $\{\eta_p(x), \eta_q(x')\} = i\frac{\pi}{k} \delta_{p,q} \text{sign}(x-x')$. Importantly, due to this non-trivial commutation relation, one can show that this bosonic representation indeed satisfies the $\mathbb{Z}_k$ parafermion statistics in Eqs. (9) and (10) (see SM S2). Using then Eq. (11), we obtain the long-wavelength expansions $e^{2\pi i (\delta_d \eta_p(x) + \delta_{ds} \chi_{2,i} \chi_{1,i}^{\dagger})} \approx (-1)^{n+1} (f_k^{(\alpha)}(\sqrt{k}) \eta_p(x)) + a^2 d_k^{(\alpha)}(\partial_x \eta_p(x))^2$, where

$$
d_k^{(\alpha)} = \alpha \left[ A_k^2 + (k-1)B_k^2 \right],
$$

(12)

$$
f_k^{(\alpha)} = -2 \sum_{n \text{ odd} > 0} \left( A_k B_k \right)^n \frac{\alpha}{n} \left( \frac{n+1}{2} \right)^2,
$$

(13)

with $d_k^{(\alpha)} = d_k^{(k-\alpha)}$ and $f_k^{(\alpha)} = f_k^{(k-\alpha)}$. This eventually allows us to map the clock model Eq. (8) in the continuum limit to the $\mathbb{Z}_k$ DSG model Eq. (7), with the identification $\Lambda_1 / (4\pi^2 a) = \sum_{\alpha=1}^{k-1} f_k^{(\alpha)} J_{1,\alpha}$ and $v/(2\pi a) = \sum_{\alpha=1}^{k-1} d_k^{(\alpha)} J_{1,\alpha}$. For our special case $k = 4$, we find $f_4^{(\alpha)} = -\alpha$ and $d_4^{(\alpha)} = \alpha (\alpha + 9)/2$. 
This demonstrates that a Rashba NW at filling factor $\nu = 1/2$ is brought into a gapless phase hosting $\mathbb{Z}_4$ parafermion modes [83]. Intriguingly, the emergence of these exotic states is the result of a competition between intrinsic backscattering processes induced by strong electron-electron interactions due to the interplay between SOI and magnetic fields in a single-band NW.

Parafermion bound states. Since the self-dual DSG model describes a gapless phase, parafermion modes are propagating. Nevertheless, a partial gap hosting bound states can emerge if the balance between the two competing backscattering processes is broken by a magnetic field $B_y$ applied parallel to the SOI direction. If, say, the corresponding Zeeman energy $\Delta_Z^{(y)} > 0$, the phase with $A_2 = 0$ ($\Lambda_1 = 0$) can only be resonant when the chemical potential is tuned to a value $\mu_1 > \mu_{1/2}$ ($\mu_2 < \mu_{1/2}$), where $\mu_{1(2)} = \mu_{1/2} \pm \Delta_Z^{(y)}/2$. In this way, two distinct partially gapped regions can be engineered. In both phases, the remaining propagating modes can be gapped by applying an additional magnetic field pointing perpendicular to the SOI vector and having a substantial Fourier component of period $2\pi/4k_{so}$ [44, 85]. We also note that there is no need for SOI if a spatially periodic magnetic field has non-equal magnitudes of Zeeman terms along the, say, $x$ and $y$ axes. In this case, the period is determined by the Fermi wavevector $k_F$ and is given by $2\pi/4k_F$. For instance, such magnetic textures can be implemented by arrays of nanomagnets [18, 85–90] with alternating magnetization and separated by a distance $l_{NM} = \pi/4k_{so}$. A possible scheme to localize parafermion bound states is sketched in Fig. 3. If the chemical potential alternates between $\mu_1$ and $\mu_2$ in consecutive domains, the two gapped phases are also alternating. Let us index with $j$ the pairs of neighbouring domains formed by a $\Lambda_1$-dominated and a $\Lambda_2$-dominated phase. The fields are pinned to the values $\eta_1 = \frac{m_j + 1}{4}\pi$, for $\Lambda_2 = 0$, and $\eta_2 = \frac{2m_j + 1}{4}\pi$, for $\Lambda_1 = 0$, while the field $\eta_3$ is pinned uniformly throughout the system. Here, the integer-valued operators $n_j$ and $m_j$ satisfy $[n_j, m_j] = \frac{i}{2}\text{sign}(j - p - \epsilon)$, with $\epsilon$ being a vanishingly small positive quantity. Following standard methods [59, 91], one can introduce the following operators at the interfaces

$$
\alpha_{2j-1} = e^{i\pi(n_j + 1)/2}, \quad \alpha_{2j} = e^{i\pi(n_j + n_j + 1)/2},
$$

which are zero-energy modes and obey $\mathbb{Z}_4$ parafermion statistics [see Eqs. (9) and (10)]. However, we note that there could be fluctuations in the chemical potential or in the strength of the SOI energy. As a result, parafermion bound states appearing in the middle of the gap at each interface could be at different energies, thus resulting in an additional phase difference between them. Let us also note that the obtained phase can be stabilized at values of the chemical potential close to $\mu_{1/2}$. Large deviations from these values are detrimental, especially, if they become larger than the gap opened by $\Lambda_{1,2}$ terms.

Like other schemes of parafermions in one-dimensional systems [44, 48, 59], our bound states could be sensitive to disorder as described above. However, as was shown numerically in recent studies, the degeneracy still can be stabilized in the regime of strong electron-electron interactions [71]. Nevertheless, our setup is very promising for demonstrating the existence of parafermions due to its relative simplicity as it requires only intrinsic ingredients such as spin-orbit and electron-electron interactions and weak external magnetic fields but no superconductivity nor exotic quantum Hall states. Candidate materials to test our predictions are semiconducting NWs such as InAs or InSb [34, 92, 93], or, in particular, Ge/Si [94] as well as ballistic one-dimensional channels in LaAlO$_3$/SrTiO$_3$ [95–97] or in GaAs [98]. A first experimental signature of the new phase would be the fractional conductance $G = 2e^2/3h$. The localized parafermion bound states (see Fig. 3) would then show up as zero-bias conductance peaks or they could be detected in Aharonov-Bohm setups [99].

Conclusions. We have investigated an interacting Rashba NW at filling factor $\nu = 1/2$. We have shown that interactions stabilize two resonant multi-particle processes. The competition between these two processes brings the system into a gapless paraffermion phase, described by the $\mathbb{Z}_4$ self-dual sine-Gordon model. We provided a mapping between parafermion operators and bosonic fields and showed that the $\mathbb{Z}_k$ DSG is the low-energy limit of the $\mathbb{Z}_k$ parafermion clock chain model. Finally, we proposed a scheme to generate zero-energy parafermion bound states.
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In the case $k = 2$ (Majorana fermions), the mapping requires in addition that velocity $v$ is equal to amplitude $A$. 
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Supplemental Material: Clock model and parafermions in Rashba nanowires
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S1. Renormalization group and effective action

In this Section, we present renormalization group (RG) equations for the cosine perturbations appearing in the main text and we provide details for the calculation of the effective action for the Hamiltonian $H_{DSG}$ defined in Eq. (7) of the main text.

In order to derive the RG equations, one has to specify the form of the small-momentum interaction matrix $N$ appearing in the Hamiltonian $H_0$,

$$H_0 = \sum_{\sigma, \sigma', \tau, \tau'} \int dx \, n_{\tau \sigma}(x) N_{\tau \sigma \sigma', \tau' \tau'} n_{\tau' \tau'}(x), \quad (S1)$$

where $n_{\tau \sigma}(x) = R^\dagger_{\sigma}(x) R_{\tau}(x)$ and $n_{L \sigma}(x) = L^\dagger_{\sigma}(x) L_{\sigma}(x)$ are the electronic densities for each channel. The $4 \times 4$-matrix $N$ is given by

$$N = \begin{pmatrix} v + g_\parallel & g_\perp & g_\parallel & g_\perp \\ g_\perp & v + g_\parallel & g_\parallel & g_\perp \\ g_\parallel & g_\perp & v + g_\parallel & g_\perp \\ g_\perp & g_\parallel & g_\perp & v + g_\parallel \end{pmatrix}, \quad (S2)$$

where $v = 2\mu_{1/2}/k_F$ is the velocity and $g_\parallel (g_\perp)$ the coupling constants for density-density interaction between electrons with the same (opposite) spins, respectively. It is useful to express the Hamiltonian in the basis in which $H_0$ is diagonal, which is given by the following bosonic fields:

$$\begin{pmatrix} \theta_\rho(x) \\ \phi_\rho(x) \\ \theta_\sigma(x) \\ \phi_\sigma(x) \end{pmatrix} = \frac{1}{2\sqrt{2}} \begin{pmatrix} 1 & 1 & 1 & -1 \\ 1 & -1 & 1 & -1 \\ 1 & 1 & -1 & 1 \\ 1 & -1 & -1 & 1 \end{pmatrix} \begin{pmatrix} \phi_L^\dagger(x) \\ \phi_R^\dagger(x) \\ \phi_L^\dagger(x) \\ \phi_R^\dagger(x) \end{pmatrix}. \quad (S3)$$

In order to reproduce the correct commutation relations among the two perturbations in the original fermionic representation [see Eq. (2) in the main text], the bosonic fields have to satisfy the following commutation relations:

$$[\phi_\rho(x), \theta_\rho(x')] = i\pi \text{sign}(x-x'), \quad (S4)$$
$$[\phi_\sigma(x), \phi_\sigma(x')] = -i\pi \text{sign}(x-x'), \quad (S5)$$
$$[\theta_\sigma(x), \theta_\sigma(x')] = i\pi \text{sign}(x-x'). \quad (S6)$$

The commutators between right/left mover fields are given by $[\phi_{r\sigma}(x), \phi_{l\sigma'}(x')] = i\pi M_{r\sigma, r'\sigma'} \text{sign}(x-x')$. Here, the $4 \times 4$-matrix $M$ can be expressed in the basis $(\phi_{R^\dagger}, \phi_{R^\dagger}, \phi_{L^\dagger}, \phi_{L^\dagger})$ as

$$M = \begin{pmatrix} 1 & 1 & 1 & -1 \\ 1 & 1 & -1 & 1 \\ 1 & -1 & 1 & -1 \\ 1 & -1 & -1 & 1 \end{pmatrix}. \quad (S7)$$

The Hamiltonian becomes

$$H = H_0 + \frac{\Lambda_1}{4\pi^2 a^2} \int dx \, \cos \left[ \sqrt{2} (2\phi_\rho - \theta_\sigma + \phi_\sigma) \right] + \frac{\Lambda_2}{4\pi^2 a^2} \int dx \, \cos \left[ \sqrt{2} (2\phi_\rho - \theta_\sigma - \phi_\sigma) \right], \quad (S8)$$

where

$$H_0 = \frac{1}{2\pi} \sum_{\mu = \rho, \sigma} \int dx \left[ u_\mu K_\mu [\partial_x \theta_\mu(x)]^2 + \frac{u_\mu}{K_\mu} [\partial_x \phi_\mu(x)]^2 \right]. \quad (S9)$$
The commutators between the bosonic fields are given by
\[
\frac{d}{dl} \{ \lambda(l) \} = \left[2 - 2\tilde{K}_\rho(l) - \frac{1}{2} \left(\tilde{K}_\sigma(l) + \tilde{K}_\sigma^{-1}(l)\right)\right] \lambda(l)
\]  
(S10)
\[
\frac{d}{dl} \tilde{K}_\rho(l) = -4\tilde{K}_\rho^2(l) \lambda^2(l),
\]  
(S11)
\[
\frac{d}{dl} \tilde{K}_\sigma(l) = \left[1 - \tilde{K}_\sigma^2(l)\right] \lambda^2(l).
\]  
(S12)

Here, we introduce \( \Lambda \equiv \Lambda_1 = \Lambda_2 \) and use the rescaled amplitude \( \tilde{\Lambda} = \Lambda/v \). These equations have been used to derive the phase diagram shown in Fig. 2 of the main text. Importantly, we note that the Luttinger liquid parameters \( K_\rho \) and \( K_\sigma \) are flowing under the RG and, according to the above equations, they flow to the values
\[
K_\rho \to 0,
\]  
(S13)
\[
K_\sigma \to 1.
\]  
(S14)

In order to derive the effective action, we change the basis as follows:
\[
\begin{pmatrix}
\eta_1 \\
\eta_2 \\
\eta_3 \\
\eta_4
\end{pmatrix}
= \frac{1}{2\sqrt{2}}
\begin{pmatrix}
0 & -2 & 1 & -1 \\
0 & -2 & 1 & 1 \\
0 & 1 & 0 & 0 \\
\frac{1}{2} & 0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
\phi_\rho \\
\phi_\rho \\
\phi_\sigma \\
\phi_\sigma
\end{pmatrix},
\]  
(S15)

The Hamiltonian becomes
\[
H = \frac{1}{2\pi} \int dx \frac{1}{\alpha} \partial_x \eta^T(x) \tilde{N} \partial_x \eta(x) + \frac{\Lambda_1}{4\pi^2 v^2} \int dx \cos[4\eta_1(x)] + \frac{\Lambda_2}{4\pi^2 v^2} \int dx \cos[4\eta_2(x)],
\]  
(S16)

where
\[
\tilde{N} = \begin{pmatrix}
v_1 & g_{12} & g_{13} & g_{14} \\
g_{12} & v_2 & g_{23} & g_{24} \\
g_{13} & g_{14} & v_3 & g_{34} \\
g_{14} & g_{24} & g_{34} & v_4
\end{pmatrix}
\]  
(S17)

and
\[
v_1 = v_2 = \frac{2K_\sigma^2 u_\sigma + 8u_\rho K_\rho K_\sigma + 2u_\sigma}{K_\sigma},
\]  
(S18)
\[
g_{12} = \frac{2K_\sigma^2 u_\sigma + 8u_\rho K_\rho K_\sigma - 2u_\sigma}{K_\sigma},
\]  
(S19)
\[
g_{13} = g_{23} = 8K_\sigma u_\sigma + 32K_\rho u_\rho,
\]  
(S20)
\[
g_{14} = g_{24} = -16K_\rho u_\rho,
\]  
(S21)
\[
v_3 = 128K_\rho u_\rho + 32K_\sigma u_\sigma + 8\frac{u_\rho}{K_\rho},
\]  
(S22)
\[
v_4 = 32K_\rho u_\rho,
\]  
(S23)
\[
g_{34} = -64K_\rho u_\rho.
\]  
(S24)

The commutators between the bosonic fields are given by
\[
[\eta_1(x), \eta_2(x')] = i \frac{\pi}{4} \text{sign}(x - x'),
\]  
(S25)
\[
[\eta_3(x), \eta_4(x')] = i \frac{\pi}{16} \text{sign}(x - x'),
\]  
(S26)
\[
[\eta_4(x), \eta_4(x')] = i \frac{\pi}{8} \text{sign}(x - x'),
\]  
(S27)
\[
[\eta_1(x), \eta_1(x')] = [\eta_2(x), \eta_2(x')] = [\eta_3(x), \eta_3(x')] = [\eta_4(x), \eta_4(x')] = 0.
\]  
(S28)

The total action can be divided into four contributions,
\[
S = S_{12} + S_{34} + S_{\text{int}} + S_{\text{cos}},
\]  
(S29)
where
\[ S_{12} = \frac{1}{2\pi} \int dq \, d\omega \left( \eta_1(q, \omega), \eta_2(q, \omega) \right) \left( -v_1 q^2 + i\frac{q}{2} \omega \begin{pmatrix} -v_1 q^2 & g_{12} q^2 + i\frac{q}{2} \omega \\ g_{12} q^2 + i\frac{q}{2} \omega & -v_2 q^2 \end{pmatrix} \right) \left( \eta_1(-q, \omega), \eta_2(-q, \omega) \right)^T, \] (S30)
\[ S_{34} = \frac{1}{2\pi} \int dq \, d\omega \left( \eta_3(q, \omega), \eta_4(q, \omega) \right) \left( -v_3 q^2 + i\frac{q}{2} \omega \begin{pmatrix} -v_3 q^2 & g_{34} q^2 + i\frac{q}{2} \omega \\ g_{34} q^2 + i\frac{q}{2} \omega & -v_2 q^2 \end{pmatrix} \right) \left( \eta_3(-q, \omega), \eta_4(-q, \omega) \right)^T, \] (S31)
\[ S_{\text{int}} = \frac{1}{2\pi} \int dq \, d\omega \sum_{i,k} g_{ik} \eta_i(q, \omega) \eta_k(-q, \omega), \] (S32)
\[ S_{\text{cos}} = \frac{1}{4\pi^2 a^2} \int dx \, d\tau \left[ \Lambda_1 \cos(4\eta_1(x, \tau)) + \Lambda_2 \cos(4\eta_2(x, \tau)) \right]. \] (S33)

Then, by using the following relation,
\[ \prod_k \left( \int \frac{du_k du_k^*}{2\pi i} \right) e^{-\sum_{ij} u_i^* A_{ij} u_j + \sum_i h_i^* u_i + \sum_i u_i^* h_i} = \frac{e^{\sum_{ij} h_i^* (A^{-1})_{ij} h_j}}{\text{Det} A}, \] (S34)
we can integrate out the bosonic fields \( \eta_3 \) and \( \eta_4 \), thus obtaining the following effective action
\[ S_{\text{eff}} = S_{12} + \tilde{S} + S_{\text{cos}}, \] (S35)
where
\[ \tilde{S} = \frac{1}{2\pi} \int dq \, d\omega \left( g_{13} \eta_1(q, \omega) + g_{23} \eta_2(q, \omega), g_1 v_1 \eta_1(q, \omega) + g_{24} \eta_2(q, \omega) \right) q^2 \]
\[ \times \begin{pmatrix} 64q^4 + 4q^2 q^2 + i\omega & 256 + 16i(q^2 + 1) \omega \\ 256 + 16i(q^2 + 1) \omega & 256q^4 + 16i(q^2 + 1) \omega \end{pmatrix} \begin{pmatrix} 64q^4 + 4q^2 q^2 + i\omega & 256 + 16i(q^2 + 1) \omega \\ 256 + 16i(q^2 + 1) \omega & 256q^4 + 16i(q^2 + 1) \omega \end{pmatrix} \]
\[ \times \begin{pmatrix} g_{13} \eta_1(-q, \omega) + g_{23} \eta_2(-q, \omega), g_1 v_1 \eta_1(-q, \omega) + g_{24} \eta_2(-q, \omega) \end{pmatrix}^T. \] (S36)

We note that, since the Luttinger liquid parameters flow as \( K_\rho \to 0, K_\sigma \to 1 \), the coefficients in Eqs. (S20)-(S24) become such that \( \tilde{S} \to 0 \). Moreover, one also finds that \( g_{12} \to 0 \) and \( v_1 = v_2 = 4u_\sigma \equiv v \). As a result, the effective action becomes
\[ S_{\text{eff}} = S_{12} + S_{\text{cos}}, \] (S37)
with
\[ S_{12} = \frac{1}{2\pi} \int dq \, d\omega \left( \eta_1(q, \omega), \eta_2(q, \omega) \right) \left( -v q^2 + i\frac{q}{2} \omega \begin{pmatrix} -v q^2 & g_{12} q^2 + i\frac{q}{2} \omega \\ g_{12} q^2 + i\frac{q}{2} \omega & -v q^2 \end{pmatrix} \right) \left( \eta_1(-q, \omega), \eta_2(-q, \omega) \right)^T, \] (S38)
which corresponds to the Hamiltonian \( H_{\text{DSG}} \) defined in Eq. (7) of the main text.

**S2. Low-energy limit of the \( \mathbb{Z}_k \) clock model**

In this Section, the bosonized forms of the operators \( \sigma_{p,i} \) (\( p = 1, 2 \)), given in Eq (11) of the main text, are used to prove that the DSG Hamiltonian \( H_{\text{DSG}} \), defined in Eq. (7) of the main text, is also describing the low-energy limit of the \( \mathbb{Z}_4 \) parafermion clock chain model. Since this low-energy correspondence is valid for the general case of \( \mathbb{Z}_k \) symmetry, we provide the mapping for an arbitrary value of \( k > 1 \). The complete mapping proceeds in two steps. First, we remind the reader of the well-known mapping from the \( \mathbb{Z}_k \) clock model to the \( \mathbb{Z}_k \) parafermion chain [1]. We emphasize that, since in this step no assumption is necessary, these two models, the \( \mathbb{Z}_k \) parafermion chain and the \( \mathbb{Z}_k \) clock model, are entirely equivalent: for this reason, we denote both of the corresponding Hamiltonians with the same symbol \( H_{\text{cl}} \). In a second step, we introduce a representation of \( \sigma_{1,i} \) and \( \sigma_{2,i} \) in terms of the bosonic fields \( \eta_1 \) and \( \eta_2 \) introduced in the main text. We prove that this bosonic representation implements the correct commutation relations for \( \sigma_{1,i} \) and \( \sigma_{2,i} \). Then, we exploit them to prove that the \( \mathbb{Z}_k \) self-dual sine-Gordon model, \( H_{\text{DSG}} \), is the low-energy limit of the clock model and, therefore, of its parafermion representation.
A. From $\mathbb{Z}_k$ clock model to $\mathbb{Z}_k$ parafermion chain

The one-dimensional lattice Hamiltonian for the $\mathbb{Z}_k$ clock model reads [1, 2]

$$H_{\text{cl}} = -\sum_{\alpha=1}^{k-1} \sum_{i=1}^{n-1} J_{1,\alpha} \left( \sigma_i \sigma_{i+1} \right)^\alpha + \sum_{i=1}^{n} J_{2,\alpha} \left( \tau_i \right)^\alpha,$$

(S39)

where $n = L/a$, with $a$ being the lattice constant, and $k > 1$. The operators $\sigma_i$ and $\tau_i$ satisfy the following set of relations:

$$\sigma_i^k = 1, \quad \sigma_i^{k-1} = \sigma_i^\dagger, \quad \tau_i^k = 1, \quad \tau_i^{k-1} = \tau_i^\dagger$$

(S40)

$$\sigma_i \tau_i = \omega \tau_i \sigma_i,$$

(S41)

where $\omega = e^{2\pi i/k}$ and the local operators $\sigma_i$ and $\tau_i$ commute at different sites $i \neq j$. In order for the Hamiltonian $H_{\text{cl}}$ in Eq. (S39) to be hermitian, the coefficients must satisfy the following relations: $J_{1,\alpha}^* = J_{1,k-\alpha}$ and $J_{2,\alpha}^* = J_{2,k-\alpha}$. Next, $H_{\text{cl}}$ expressed in terms of the clock operators $\sigma_i$ and $\tau_i$ can be mapped onto a parafermion representation with the help of the operators $\chi_{p,i}$ defined as

$$\chi_{1,i} = \sigma_i \prod_{l<i} \tau_l, \quad \chi_{2,i} = \omega^{(k-1)/2} \chi_{1,i} \tau_i.$$

(S42)

The operators $\chi_{p,i}$ (for $p = 1, 2$) obey $\mathbb{Z}_k$ parafermion statistics,

$$\chi_{p,i}^k = 1, \quad \chi_{p,i}^{k-1} = \chi_{p,i}^\dagger,$$

(S43)

$$\chi_{p,i} \chi_{p',m} = \omega \chi_{p',m} \chi_{p,i}, \quad i < m, \quad \text{and} \quad \chi_{1,i} \chi_{2,i} = \omega \chi_{2,i} \chi_{1,i}.$$

(S44)

Using these relations we can map the clock model defined in Eq. (S39) onto the parafermion chain [3]

$$H_{\text{cl}} = -\sum_{\alpha=1}^{k-1} \sum_{i=1}^{n-1} J_{1,\alpha} \left( \omega^{-(k-1)/2} \chi_{2,i} \chi_{1,i+1} \right)^\alpha + \sum_{i=1}^{n} J_{2,\alpha} \left( \omega^{(k-1)/2} \chi_{1,i} \chi_{2,i} \right)^\alpha.$$

(S45)

This Hamiltonian can be rewritten as

$$H_{\text{cl}} = -\sum_{\alpha=1}^{k-1} \sum_{i=1}^{n-1} J_{1,\alpha} \left( \omega^{-(k-1)/2} \chi_{2,i} \chi_{1,i+1} \right)^\alpha + \sum_{j=1}^{n} J_{2,\alpha} \left( \omega^{(k-1)/2} \chi_{2,i} \chi_{1,j} \right)^\alpha$$

$$= -\sum_{\alpha=1}^{k-1} (-1)^\alpha \left[ \sum_{j=1}^{n-1} J_{1,\alpha} \left( e^{i\pi/k} \chi_{2,j} \chi_{1,j+1} \right)^\alpha + \sum_{j=1}^{n} J_{2,\alpha} \left( e^{-i\pi/k} \chi_{2,i} \chi_{1,j} \right)^\alpha \right],$$

(S46)

where [with respect to Eq. (S45)] we rewrote the second term using the hermitian conjugate of the same term in Eq. (S45), thus obtaining the form given in the main text [see Eq. (8)].

B. $\mathbb{Z}_k$ double sine-Gordon model (DSGM)

As preparation for the mapping of the clock model Eq. (S39) onto the DSGM in the continuum limit $a/L \ll 1$, we recall some of the essential properties of the DSGM given by

$$H_{\text{DSG}} = \int_0^L dx \left[ \frac{uK}{2\pi} \left( \partial_x \theta(x) \right)^2 + \frac{u}{2\pi K} \left( \partial_x \phi(x) \right)^2 + \frac{\Lambda_1}{4\pi^2 a^2} \cos \left( \sqrt{2k} \phi(x) \right) + \frac{\Lambda_2}{4\pi^2 a^2} \cos \left( \sqrt{2k} \theta(x) \right) \right],$$

(S47)

where we fix $K \leq 1$ and where the dual bosonic fields $\phi$ and $\theta$ satisfy the commutation relation

$$[\phi(x), \theta(x')] = \frac{i\pi}{2} \text{sign}(x - x').$$

(S48)
and are related to the $\eta_p$ fields as

$$
\eta_1(x) = \sqrt{\frac{2}{k}} \phi(x),
\eta_2(x) = \sqrt{\frac{2}{k}} \theta(x).
$$

The $\mathbb{Z}_k$ DSGM in terms of $\eta_p$ reads

$$
H_{DSG} = \int_0^L dx \left[ \frac{vK}{2\pi} (\partial_x \eta_2(x))^2 + \frac{v}{2\pi K} (\partial_x \eta_1(x))^2 + \frac{\Lambda_1}{4\pi^2 a^2} \cos (k_1 \eta_1(x)) + \frac{\Lambda_2}{4\pi^2 a^2} \cos (k_2 \eta_2(x)) \right],
$$

where $v = 2u/k$.

Next, we list some useful relations for bosonic operators needed in the following derivation [4, 5]. If $A$ and $B$ are bosonic operators that are linear functions of bosonic creation and annihilation operators, we have

$$
e^A e^B = e^{A+B} e^{\frac{1}{2} [A^2+2AB+B^2]},
$$

where $A, B, \ldots$ stands for normal ordering and $\langle \ldots \rangle$ denotes the bosonic ground state expectation value [4]. Further we will make use of the relations [4, 5]:

$$
\langle [\phi(x, \tau) - \phi(0, 0)]^2 \rangle = K \ln \frac{\sqrt{x^2 + u^2} - a}{a},
\langle [\theta(x, \tau) - \theta(0, 0)]^2 \rangle = \frac{1}{K} \ln \frac{\sqrt{x^2 + u^2} + a}{a},
\langle \phi^2(0, 0) \rangle = -\frac{K}{2} \ln \frac{2\pi a}{L},
\langle \theta^2(0, 0) \rangle = -\frac{1}{2K} \ln \frac{2\pi a}{L},
$$

where, again, $a$ is the lattice spacing and the expectation values and time evolution (in imaginary time $\tau$), $\phi(x, \tau)$ and $\theta(x, \tau)$, are governed by the kinetic term of Eq. (S47). These relations can be expressed in terms of the bosonic fields $\eta_p$ as

$$
\langle \eta_1(x, \tau) - \eta_1(0, 0) \rangle^2 = \frac{2K}{k} \ln \frac{\sqrt{x^2 + u^2} - a}{a},
\langle \eta_2(x, \tau) - \eta_2(0, 0) \rangle^2 = \frac{2K}{k} \ln \frac{\sqrt{x^2 + u^2} + a}{a},
\langle \eta_1^2(0, 0) \rangle = -\frac{K}{k} \ln \frac{2\pi a}{L},
\langle \eta_2^2(0, 0) \rangle = -\frac{1}{kK} \ln \frac{2\pi a}{L}.
$$

In the following, we will be interested in the case $\tau = 0$ and suppress the $\tau$-argument. Note that above relations are valid for translationally invariant systems, e.g. satisfied for periodic boundary conditions. Thus, our mapping is strictly speaking restricted to this case. However, it is straightforward to describe boundary effects in the continuum theory by allowing for domain walls [see main text and section S2]. By using these relations, we obtain

$$
e^{-\frac{1}{2}\varepsilon^2 \langle [\eta_1(0, 0)]^2 \rangle} = \left( \frac{2\pi a}{L} \right)^{Kc^2/(2k)},
$$

$$
e^{-\frac{1}{2}\varepsilon^2 \langle [\eta_2(0, 0)]^2 \rangle} = \left( \frac{2\pi a}{L} \right)^{c^2/(2kK)},
$$

where $c$ is some real constant. Using Eq. (S52) for $A = ic_1 \eta_p(x_j)$ and $B = ic_2 \eta_p(x_j)$, we find

$$
e^{ic_1 \eta_1(x_j)} e^{ic_2 \eta_2(x_j)} = e^{i(c_1+c_2) \eta_1(x_j)} \left( \frac{2\pi a}{L} \right)^{Kc_1c_2/(2k)},
\quad e^{ic_1 \eta_1(x_j)} e^{ic_2 \eta_2(x_j)} = e^{i(c_1+c_2) \eta_2(x_j)} \left( \frac{2\pi a}{L} \right)^{c_1c_2/(2kK)},
$$

while for $A = -ic_1 \eta_p(x_j)$ and $B = ic_2 \eta_p(x_{j+1})$ we get

$$
e^{-ic_1 \eta_1(x_j)} e^{ic_2 \eta_1(x_{j+1})} = e^{-ic_1 \eta_1(x_j) - \eta_1(x_{j+1})} : e^{-\varepsilon^2 \frac{K}{k} \ln \frac{\sqrt{a}}{\sqrt{a}}} = e^{iac \partial_j \eta_1(x_j)} : \ldots,
\quad e^{-ic_2 \eta_2(x_j)} e^{ic_2 \eta_2(x_{j+1})} = e^{-ic_2 \eta_2(x_j) - \eta_2(x_{j+1})} : e^{-\varepsilon^2 \frac{1}{k} \ln \frac{\sqrt{a}}{\sqrt{a}}} = e^{iac \partial_j \eta_2(x_j)} : \ldots
$$

where $\partial_j \equiv \partial_{x_j}$. The last step, where the derivative is introduced, is valid only in the continuum limit $\frac{a}{L} \to 0$; the dots $\ldots$ stand for the subleading terms that we drop by taking this limit.
For the following calculations, it is important to comment about the $Z_k$ DSGM when the cosine terms are normal ordered. In this case, the Hamiltonian is rewritten as

$$H_{DSG} = \int_0^L \! dx \left[ \frac{vK}{2\pi} (\partial_x \eta_2(x))^2 + \frac{v}{2\pi K} (\partial_x \eta_1(x))^2 + \frac{\Lambda_1}{4\pi^2 L^2} \left( \frac{2\pi a}{L} \right)^\frac{kK-2}{\pi} \cos (k\eta_1(x)) : + \frac{\Lambda_2}{4\pi^2 L^2} \left( \frac{2\pi a}{L} \right)^\frac{kK-2}{\pi} \cos (k\eta_2(x)) : \right].$$  

(S62)

In this representation, the cosine terms seem to be of higher-order in $\frac{2}{\pi}$ compared to the kinetic term and one might argue of dropping them. However, this argument corresponds only to a tree-level RG analysis. For large enough values of $\Lambda$, one has to consider also the effect of the higher-order corrections to the RG flow. It has been shown that, for the $Z_k$ DSGM, according to the third-order RG equations, these cosine terms are relevant and that the system flows to multicritical fixed points, separating the $\Lambda$-dominated and the $\Lambda_2$-dominated phases [6–8]. We also note that, when $K \neq 1$, the system flows to the phase dominated by that cosine term with the largest scaling dimension (i.e. only a single cosine term remains in the Hamiltonian). In conclusion, in order to show consistently that the continuum limit of the $Z_k$ clock model is indeed given by the $Z_k$ DSGM, one has to keep the lowest order cosine terms in $\frac{2}{\pi}$ in the expansion of the clock model Hamiltonian, even though they might be of higher order compared to other terms in this expansion.

C. Introducing new operators

For later purposes, it is convenient to rewrite Eq. (S39) as

$$H_{c1} = -\sum_{\alpha=1}^{k-1} \sum_{i=1}^{n-1} J_{1,\alpha} \left( \sigma^\dagger_{1,i} \sigma_{1,i+1} \right)^\alpha + \sum_{i=1}^{n} J_{2,\alpha} \left( \sigma^\dagger_{2,i} \sigma_{2,i+1} \right)^\alpha,$$  

(S63)

where we define $\sigma_{1,i} \equiv \sigma_i$ and $\sigma_{2,i}$ is related to $\tau_i$ as $\tau_i = \sigma^\dagger_{2,i} \sigma_{2,i+1}$ and is assumed to possess the following properties:

$$\sigma_{2,j}^k = 1, \quad \sigma_{2,j}^{k-1} = \sigma_{2,j}^1,$$

(S64)

$$\sigma_{1,m} \sigma_{2,j}^+ = e^{i\pi \text{sign}(m-j+\epsilon)} k \sigma_{2,j}^1 \sigma_{1,m},$$

(S65)

$$\sigma_{1,m} \sigma_{2,j} = e^{-i\pi \text{sign}(m-j+\epsilon)} k \sigma_{2,j}^1 \sigma_{1,m},$$

(S66)

where this expression is assumed in the limit $\epsilon \to 0^+$. With these properties, the commutation relations between $\sigma_{p,i}$, $p = 1, 2$, indeed implements the correct commutation relations between $\sigma_{1,m}$ and $\tau_j$, as we can easily verify:

$$\sigma_{1,m} \tau_j = \sigma_{1,m} \sigma_{2,j}^+ \sigma_{2,j+1} = e^{i\pi \text{sign}(m-j+\epsilon)} k \sigma_{2,j}^1 \sigma_{1,m} \sigma_{2,j+1}$$

$$= e^{i\pi \text{sign}(m-j+\epsilon)} k e^{-i\pi \text{sign}(m-j-1+\epsilon)/k} \sigma_{1,m}^1 \sigma_{2,j+1}^1 \sigma_{2,j} \sigma_{1,m},$$

$$= e^{i\pi \text{sign}(m-j+\epsilon)} \text{sign}(m-j-1+\epsilon)/k \tau_j \sigma_{1,m},$$

(S67)

where we used the fact that, when $m$ and $j$ are integers, the following relation holds true:

$$\lim_{\epsilon \to 0^+} \left[ \text{sign}(m-j+\epsilon) - \text{sign}(m-j-1+\epsilon) \right] = 2\delta_{m,j}.$$  

(S68)

By using Eqs. (64)-(66), we see that the desired properties of $\tau_i$ [see Eqs. (40) and (41)] are also satisfied:

$$\tau_j^k = \left( \sigma_{2,j}^+ \right)^k \sigma_{2,j+1}^k = 1,$$  

(S69)

and

$$\tau_j^{k-1} = \left( \sigma_{2,j}^+ \right)^{k-1} \sigma_{2,j+1}^{k-1} = \sigma_{2,j+1}^k \sigma_{2,j}^1 = \sigma_{2,j}^1 \sigma_{2,j+1} = \tau_j^1.$$  

(S70)

It is instructive to note that the parafermion operators $\chi_{p,j}$ can be expressed in a simplified form in terms of the operators $\sigma_{p,j}$ by using the property that $\sigma_{p,j}^\dagger \sigma_{p,j} = 1$. We find then

$$\chi_{1,j} = \sigma_{1,j} \prod_{l<j} \sigma_{2,l}^\dagger \sigma_{2,l+1}^1 = \sigma_{1,j} \sigma_{2,1}^1 \sigma_{2,2}^1 \sigma_{2,3}^1 \sigma_{2,4}^1 \cdots \sigma_{2,j-2}^1 \sigma_{2,j-1}^1 \sigma_{2,j}^1 \sigma_{2,j+1}^1 \sigma_{2,j+2}^1 \sigma_{2,j}^1 \sigma_{2,j+1}^1 \sigma_{2,j}^1 = \sigma_{1,j} \sigma_{2,1} \sigma_{2,j},$$  

(S71)
and
\[ \chi_{2,j} = \omega^{(k-1)/2} \chi_{1,j} \sigma_{2,j}^\dagger \sigma_{2,j+1} = \omega^{(k-1)/2} \sigma_{1,j} \sigma_{2,j}^\dagger \sigma_{2,j+1} = \omega^{(k-1)/2} \sigma_{1,j} \sigma_{2,j}^\dagger \sigma_{2,j+1}. \]  

(S72)

D. Bosonic mapping and continuum limit

Next, we introduce a bosonic representation for \( \sigma_{p,j} \) in terms of \( \eta_p(x_j) \):
\[ \sigma_{p,j} = A_k e^{i \eta_p(x_j)} + B_k e^{-i(k-1) \eta_p(x_j)}, \quad p = 1, 2, \]  

(S73)
where \( A_k \) and \( B_k \) are real coefficients which depend on \( k \) (but not on \( a \)); below we will specify the constraints they must satisfy. The fields \( \eta_p \) satisfy the following commutation relations [see Eq. (S48)]:
\[ [\eta_p(x_m), \eta_p(x_j)] = 0, \]  

(S74)
\[ [\eta_1(x_m), \eta_2(x_j)] = i \frac{\pi}{k} \text{sgn}(x_m - x_j). \]  

(S75)

We recall that the \( \mathbb{Z}_k \) DSMG obeys the global symmetry \( \mathbb{Z}_k \): \( \eta_1 \to \eta_1 + \frac{2\pi}{k}, \eta_2 \to \eta_2 \) and its dual symmetry \( \mathbb{Z}_k^\text{dual} \): \( \eta_1 \to \eta_1, \eta_2 \to \eta_2 + \frac{2\pi}{k} \). Under these transformations, it follows from Eq. (S73) that the \( \sigma_{p,j} \) fields behave as
\[ \mathbb{Z}_k : \sigma_{1,j} \to \omega \sigma_{1,j}, \quad \sigma_{2,j} \to \omega \sigma_{2,j}, \]  

(S76)
\[ \mathbb{Z}_k^\text{dual} : \sigma_{1,j} \to \sigma_{1,j}, \quad \sigma_{2,j} \to \omega \sigma_{2,j}, \]  

(S77)
as expected for clock model operators [1].

Next we prove that \( \sigma_{p,j} \) in the bosonic representation, Eq. (S73), indeed satisfies the commutation relations given in Eqs. (S40), (S41), (S64), (S65), and (S66). First we consider the property
\[ \sigma_{p,j}^\dagger = \sigma_{p,j}^{-1}, \]  

(S78)
or equivalently
\[ \sigma_{p,j}^\dagger \sigma_{p,j} = 1. \]  

(S79)
By using the bosonic representation of these operators and making use of Eqs. (S57) - (S60), we find
\[ \sigma_{1,j}^\dagger \sigma_{1,j} = \left[ A_k e^{-i \eta_1(x_j)} + B_k e^{i(k-1) \eta_1(x_j)} \right] \left[ A_k e^{i \eta_1(x_j)} + B_k e^{-i(k-1) \eta_1(x_j)} \right] = A_k^2 + B_k^2 + \ldots, \]  

(S80)
\[ \sigma_{2,j}^\dagger \sigma_{2,j} = \left[ A_k e^{-i \eta_2(x_j)} + B_k e^{i(k-1) \eta_2(x_j)} \right] \left[ A_k e^{i \eta_2(x_j)} + B_k e^{-i(k-1) \eta_2(x_j)} \right] = A_k^2 + B_k^2 + \ldots, \]  

(S81)
where the dots stand for terms proportional to positive powers of \( \frac{2\pi}{k} \), which we will drop in the continuum limit \( \frac{2\pi}{k} \to 0 \). By imposing that \( A_k^2 + B_k^2 = 1 \), we arrive in the continuum limit at
\[ \sigma_{p,j}^\dagger \sigma_{p,j} = 1, \]  

(S82)
which indeed proves \( \sigma_{p,j}^\dagger = \sigma_{p,j}^{-1} \). As a second relation, we show that
\[ \sigma_{p,j}^k = 1. \]  

(S83)
In this case, we find similarly
\[ \sigma_{1,j}^k = k A_k^{k-1} B_k + A_k \left( \frac{2\pi a}{L} \right)^{kK/2} : e^{i k \eta_1(x_j)} : + \sum_{q=2}^k \binom{k}{q} A_k^{k-q} B_k^q : e^{i(k-1-q) \eta_1(x_j)} : \left( \frac{2\pi a}{L} \right)^{(1-q)2kK/2} = k A_k^{k-1} B_k + \ldots, \]  

(S84)
\[ \sigma_{2,j}^k = k A_k^{k-1} B_k + A_k \left( \frac{2\pi a}{L} \right)^{k/2K} : e^{i k \eta_2(x_j)} : + \sum_{q=2}^k \binom{k}{q} A_k^{k-q} B_k^q : e^{i(k-1-q) \eta_2(x_j)} : \left( \frac{2\pi a}{L} \right)^{(1-q)2k/2K} = k A_k^{k-1} B_k + \ldots \]  

(S85)
Imposing a further condition $kA^k_{pk^{-1}}B_k = 1$, we see that the relation $\sigma^k_{p,j} = 1$ is also satisfied. By putting these results together, we have shown that

$$\sigma^1_{p,j} = \sigma^{-1}_{p,j}, \quad (S86)$$
$$\sigma^k_{p,j} = 1, \quad (S87)$$

provided the coefficients $A_k$ and $B_k$ satisfy both conditions $A^2_k + B^2_k = 1$ and $kA^k_{pk^{-1}}B_k = 1$. This eventually proves the validity of the relations given in Eqs. (S40) in the bosonic representation and in the continuum limit.

The two relations in Eqs. (S86) and (S87) together give

$$\sigma^{k-1}_{p,j} = \sigma^1_{p,j}. \quad (S88)$$

As a final step, we show that, in the bosonic representation, the correct commutation relations between $\sigma_{1,j}$ and $\tau_j$, Eq. (S67), are satisfied. We have

$$\begin{align*}
\tau_j &= \sigma^1_{2,j} \sigma_{2,j+1} = \left[ A_k e^{-i \eta_2(x_j)} + B_k e^{i (k-1) \eta_2(x_j)} \right] \left[ A_k e^{i \eta_2(x_{j+1})} + B_k e^{-i (k-1) \eta_2(x_{j+1})} \right] \\
&= A^2_k : e^{-i \eta_2(x_j) - \eta_2(x_{j+1})} : + B^2_k : e^{i (k-1) \eta_2(x_j) - (k-1) \eta_2(x_{j+1})} : \\
&+ A_k B_k e^{-i \eta_2(x_j - k \pi \delta_m / k)} e^{i \eta_2(x_{j+1})} + A_k B_k e^{i (k-1) \eta_2(x_j - k \pi \delta_m / k)} e^{-i (k-1) \eta_2(x_{j+1})} \\
&= A^2_k : e^{i a \eta_j \eta_2(x_j) :} + B^2_k : e^{ia(k-1) \eta_j \eta_2(x_j)} : \\
&+ \left( \frac{2 \pi a}{\lambda} \right)^{k/2K} \left[ A_k B_k : e^{ia \eta_j \eta_2(x_j) :} : e^{ik \eta_2(x_j)} : + A_k B_k : e^{-ia(k-1) \eta_j \eta_2(x_j)} : e^{-ik \eta_2(x_j)} : \right] \\
&= A^2_k : e^{i a \eta_j \eta_2(x_j) :} + B^2_k : e^{-ia(k-1) \eta_j \eta_2(x_j)} : + \ldots . \quad (S89)
\end{align*}$$

Next, we make use of the Baker-Hausdorff-Campbell relation for two operators $A$ and $B$ whose commutator is a c-number:

$$e^A e^B = e^B e^A e^{[A,B]}. \quad (S90)$$

Using the commutator

$$[\eta_1(x_m), \partial_j \eta_2(x_j)] = -\frac{i 2 \pi}{ka} \delta_{m,j}, \quad (S91)$$

which is obtained by taking the derivative with respect to $x_j$ of Eq. (S75), we then obtain with Eq. (S90)

$$e^{i c_1 \eta_1(x_m)} e^{i c_2 a \partial_j \eta_2(x_j)} = e^{i c_2 a \partial_j \eta_2(x_j)} e^{i c_1 \eta_1(x_m)} e^{i c_1 c_2 2 \pi \delta_{m,j} / k}. \quad (S92)$$

For the expression $\sigma_{1,m} \tau_j$, one has three different possible values of $c_1 c_2$, which gives the same exponential factor

$$\begin{align*}
\sigma_{1,m} \tau_j &= A^3_k e^{i \eta_1(x_m)} + B_k e^{-(k-1) \eta_1(x_m)} \left[ A^2_k : e^{i a \eta_j \eta_2(x_j) :} + B^2_k : e^{ia(k-1) \eta_j \eta_2(x_j)} : + \ldots \right] \\
&= A^3_k e^{i \eta_1(x_m)} : e^{ia \eta_j \eta_2(x_j)} : + A_k B_k e^{i \eta_1(x_m)} : e^{-ia(k-1) \eta_j \eta_2(x_j)} : + \ldots \\
&+ B_k A^2_k e^{-i (k-1) \eta_1(x_m)} : e^{ia \eta_j \eta_2(x_j)} : + B^2_k e^{-i (k-1) \eta_1(x_m)} : e^{-ia(k-1) \eta_j \eta_2(x_j)} : + \ldots . \quad (S96)
\end{align*}$$

By using the definition of $\sigma_{1,m}$ (see Eq. (S73) for $p = 1$) and the expansion in Eq. (S89) for $\tau_j$, one obtains

$$\begin{align*}
\sigma_{1,m} \tau_j &= A^3_k e^{2 \pi \delta_{m,j} / k} : e^{ia \partial_j \eta_2(x_j)} : e^{i \eta_1(x_j)} + A_k B_k e^{2 \pi \delta_{m,j} / k} \left[ e^{-ia(k-1) \partial_j \eta_2(x_j)} : e^{i \eta_1(x_j)} + \ldots \right] \\
&+ B_k A^2_k e^{2 \pi \delta_{m,j} / k} : e^{i \partial_j \eta_2(x_j)} : e^{-i (k-1) \eta_1(x_j)} + B^2_k e^{2 \pi \delta_{m,j} / k} \left[ e^{-ia(k-1) \partial_j \eta_2(x_j)} : e^{-i (k-1) \eta_1(x_j)} + \ldots \right].
\end{align*}$$

Then, in the second line of the previous equation, we can apply Eq. (S93) to the first term, Eq. (S94) to the second and third terms, and Eq. (S95) to the last term to commute the exponentials with $\eta_1$ past the exponentials with $\eta_2$, thus obtaining

$$\begin{align*}
\sigma_{1,m} \tau_j &= A^3_k e^{2 \pi \delta_{m,j} / k} : e^{ia \partial_j \eta_2(x_j)} : e^{i \eta_1(x_j)} + A_k B_k e^{2 \pi \delta_{m,j} / k} \left[ e^{-ia(k-1) \partial_j \eta_2(x_j)} : e^{i \eta_1(x_j)} + \ldots \right] \\
&+ B_k A^2_k e^{2 \pi \delta_{m,j} / k} : e^{i \partial_j \eta_2(x_j)} : e^{-i (k-1) \eta_1(x_j)} + B^2_k e^{2 \pi \delta_{m,j} / k} \left[ e^{-ia(k-1) \partial_j \eta_2(x_j)} : e^{-i (k-1) \eta_1(x_j)} + \ldots \right].
\end{align*}$$
From this, we find the following commutation relation for the bosonic representations of $\sigma_{1,m}$ and $\tau_j$ in the limit $a/L \to 0$

$$\sigma_{1,m} \tau_j = e^{i2\pi \delta_{m,j}/k} \tau_j \sigma_{1,m} + \ldots$$

(S97)

This eventually proves that Eq. (S67) is satisfied in the bosonic representation in the continuum limit.

Next, by using these operators, we derive now the DSGM as the low-energy limit of the clock Hamiltonian. For this, we expand $\sigma_{p,j}^{\dagger} \sigma_{p,j+1}$ in powers of $\frac{a}{L}$,

$$\sigma_{p,j}^{\dagger} \sigma_{p,j+1} = \left[ Ak e^{-i\eta_p(x_j)} + B_k e^{i(k-1)\eta_p(x_j)} \right] \left[ Ak e^{i\eta_p(x_{j+1})} + B_k e^{-i(k-1)\eta_p(x_{j+1})} \right]$$

$$= A_k^2 : e^{i\alpha \eta_p(x_j)} + B_k^2 : e^{-i\alpha \eta_p(x_j)} + 2A_k B_k \cos(k \eta_p(x_j)) + \ldots$$

= $1 + 2A_k B_k \cos(k \eta_p(x_j)) + [A_k^2 - (k-1)B_k^2] i \alpha \eta_p(x_j) - [A_k^2 + (k-1)B_k^2] \frac{a^2}{L} \left[ \partial_j \eta_p(x_j) \right]^2 : + \ldots$

= $1 + 2A_k B_k \cos(k \eta_p(x_j)) + [A_k^2 - (k-1)B_k^2] i \frac{a}{L} \partial_j \eta_p(x_j) - [A_k^2 + (k-1)B_k^2] \left( \frac{a}{L} \right)^2 \left[ \partial_j \eta_p(x_j) \right]^2 : + \ldots$

(S98)

where we introduced the dimensionless variable $\tilde{x}_j = \frac{x_j}{a}$ and the corresponding derivative $\tilde{\partial}_j = L \partial_j$ and, in contrast with the similar derivation in Eq. (S89), we kept the lowest order cosine term in $\frac{a}{L}$, in accordance with the discussion below Eq. (S47). This rescaling is possible because the variable $x_j$ appears in the fields $\eta_p$ as $\frac{x_j}{a}$. Since for $k > 3$, the Hamiltonian in Eq. (S63) includes also powers of $\sigma_{p,j}^{\dagger} \sigma_{p,j+1}$, the low-energy mapping is complete only when also the powers $(\sigma_{p,j}^{\dagger} \sigma_{p,j+1})^\alpha$ are provided. In order to obtain these expansions, we use the following expression

$$\left\{ 1 + \frac{a}{L} C_1 + \left( \frac{a}{L} \right)^2 C_2 + 2A_k B_k \cos(k \eta_p(x_j)) + \ldots \right\}^\alpha = \alpha \frac{a}{L} C_1 + \alpha \frac{a}{2 L} \left( C_1^2 (\alpha - 1) + 2C_2 \right) + \left\{ 1 + 2A_k B_k \cos(k \eta_p(x_j)) \right\}^\alpha + \ldots$$

(S99)

where $C_1$ and $C_2$ stands for the operators contributing at first order and second order in $\frac{a}{L}$ in $\sigma_{p,j}^{\dagger} \sigma_{p,j+1}$ and where we kept the lowest order cosine term in $\frac{a}{L}$, in accordance with the discussion below Eq. (S47). Let us consider the cosine term for $p = 1$:

$$\left\{ 1 + 2A_k B_k \cos(k \eta_1(x_j)) \right\}^\alpha = \left[ 1 + \sum_{n=1}^\infty \left( \frac{2A_k B_k}{2} \right)^n \left( \frac{a}{n} \right) \left( e^{i \alpha \eta_1(x_j)} + e^{-i \alpha \eta_1(x_j)} \right)^n \right]$$

$$= 1 + \sum_{n=1}^\infty \left( A_k B_k \right)^n \left( \frac{a}{n} \right) \sum_{\beta=0}^n \binom{n}{\beta} e^{i(n-2\beta)k \eta_1(x_j)} \left( \frac{2\pi a}{L} \right)^{\frac{k}{2}(n-2\beta)^2}$$

$$= 1 + \sum_{n=1}^\infty \left( A_k B_k \right)^n \left( \frac{a}{n} \right) \sum_{\beta=0}^n \binom{n}{\beta} \frac{1}{2} \left[ e^{i(n-2\beta)k \eta_1(x_j)} + e^{-i(n-2\beta)k \eta_1(x_j)} \right] \left( \frac{2\pi a}{L} \right)^{\frac{k}{2}(n-2\beta)^2}$$

$$= 1 + \frac{(2\pi a)^{\frac{k}{2}}}{2 \left( \frac{2\pi a}{L} \right)^{\frac{k}{2}}} \left[ e^{i \alpha \eta_1(x_j)} + e^{-i \alpha \eta_1(x_j)} \right] \sum_{n=1, \text{odd}}^\infty \left( A_k B_k \right)^n \left( \frac{a}{n} \right) \left( \frac{n-1}{2} \right) + \left( \frac{n+1}{2} \right) + \ldots$$

$$= 1 + 2 \cos(k \eta_1(x_j)) \sum_{n=1, \text{odd}}^\infty \left( A_k B_k \right)^n \left( \frac{a}{n} \right) \left( \frac{n+1}{2} \right) + \ldots$$

(S100)

where the sum over $n$ is performed only for odd integers and we kept the lowest order cosine term in $\frac{a}{L}$. In the case $p = 2$, one has to replace $K \to \frac{1}{L}$ in the intermediate steps, but the final result is unchanged.

In conclusion, we have

$$\left( \sigma_{p,j}^{\dagger} \sigma_{p,j+1} \right)^\alpha = \left\{ 1 + 2A_k B_k \cos(k \eta_p(x_j)) + [A_k^2 - (k-1)B_k^2] i \frac{a}{L} \partial_j \eta_p(x_j) - [A_k^2 + (k-1)B_k^2] \left( \frac{a}{L} \right)^2 \left[ \partial_j \eta_p(x_j) \right]^2 : + \ldots \right\}^\alpha$$

$$= 2 \cos(k \eta_p(x_j)) \sum_{n=1, \text{odd}}^\infty \left( A_k B_k \right)^n \left( \frac{a}{n} \right) \left( \frac{n+1}{2} \right)$$

$$+ \alpha \left[ A_k^2 - (k-1)B_k^2 \right] i \frac{a}{L} \partial_j \eta_p(x_j) + \frac{\alpha(\alpha-1)}{2} \left\{ [A_k^2 - (k-1)B_k^2] i \frac{a}{L} \partial_j \eta_p(x_j) \right\}^2$$

$$- \alpha \left[ A_k^2 + (k-1)B_k^2 \right] \left( \frac{a}{L} \right)^2 \left[ \partial_j \eta_p(x_j) \right]^2 : + \ldots$$

(S101)
where the dots \( \ldots \) stand for higher powers of \( \frac{\sigma}{L} \) and constant terms. One can write the expansion in Eq. (S101) in a more compact form as

\[
\left( \sigma_{p,j} \sigma_{p,j+1} \right)^{\alpha} = -f^{(\alpha)}_k \cos \left[ k \eta_p(x_j) \right] + \alpha \left[ A_k^2 - (k-1)B_k^2 \right] \frac{a}{L} \partial_j \eta_p(x_j) - d^{(\alpha)}_k \left( \frac{a}{L} \right)^2 : \left[ \partial_j \eta_p(x_j) \right]^2 : + \ldots \tag{S102}
\]

where the term \( \left\{ i \frac{a}{L} \partial_j \eta_p(x_j) \right\}^2 \) has been written in normal ordered form as \(- \left( \frac{a}{L} \right)^2 : \left[ \partial_j \eta_p(x_j) \right]^2 : \) by adding some unimportant constants absorbed in the remainder \( \ldots \) Here,

\[
d^{(\alpha)}_k = \frac{\alpha}{2} \left\{ 2 \left( A_k^2 + (k-1)B_k^2 \right) + \left( A_k^2 - (k-1)B_k^2 \right)^2 (\alpha - 1) \right\}, \tag{S103}
\]

\[
f^{(\alpha)}_k = -2 \sum_{n=1, \text{odd}}^{\infty} (A_kB_k)^{n} \left( \frac{\alpha}{n} \right) \left( \frac{n+1}{2} \right), \tag{S104}
\]

with \( d^{(\alpha)}_k = d^{(k-\alpha)}_k \) and \( f^{(\alpha)}_k = f^{(k-\alpha)}_k \), since, due to the properties \( \sigma^{k-1}_{p,i} = \sigma^{i}_{p,i} \), one has that \( \left( \sigma^{i}_{p,j} \sigma^{\alpha}_{p,j+1} \right)^{\alpha} = \left( \sigma^{i}_{p,j} \sigma^{\alpha}_{p,j+1} \right)^{k-\alpha} \). Then, taking the continuum limit of Eq. (S39) (with \( \sum_j \rightarrow \int \frac{dx}{\alpha} \)), we find

\[
H_k = \int_0^L dx \left\{ \frac{v_1}{2\pi} : \left[ \partial_x \eta_1(x) \right]^2 : + \frac{v_2}{2\pi} : \left[ \partial_x \eta_2(x) \right]^2 : \right\} + \frac{A_1}{4\pi^2 a^2} \int_0^L dx \cos \left[ k \eta_1(x) \right] + \frac{A_2}{4\pi^2 a^2} \int_0^L dx \cos \left[ k \eta_2(x) \right]. \tag{S105}
\]

We note that the integral \( \int_0^L dx \) gives zero for the term proportional to \( \partial_j \eta_p(x_j) \). Here,

\[
v_1/(2\pi a) = \sum_{\alpha=1}^{k-1} d^{(\alpha)}_k J_{1,\alpha}, \quad v_2/(2\pi a) = \sum_{\alpha=1}^{k-1} d^{(\alpha)}_k J_{2,\alpha}, \tag{S106}
\]

\[
A_1/(4\pi^2 a) = \sum_{\alpha=1}^{k-1} f^{(\alpha)}_k J_{1,\alpha}, \quad A_2/(4\pi^2 a) = \sum_{\alpha=1}^{k-1} f^{(\alpha)}_k J_{2,\alpha}. \tag{S107}
\]

Starting from \( v_1 \) and \( v_2 \) one can also find \( K \) and \( v \) as \( K = \sqrt{v_2/v_1} \) and \( v = \sqrt{v_1v_2} \). We note that in our case we have \( K = 1 \) and \( A_1 = A_2 \).

It is instructive to write down a few special cases for \( k \). For \( k = 2 \), we find

\[
v_1/(2\pi a) = J_{1,1}, \quad v_2/(2\pi a) = J_{2,1}, \tag{S108}
\]

\[
A_1/(4\pi^2 a) = -J_{1,1}, \quad A_2/(4\pi^2 a) = -J_{2,1}. \tag{S109}
\]

For \( k = 3 \) we find two solutions for \( A_k, B_k \). First, we get \( A_3 = \sqrt{\frac{1}{3} \left( 1 + 2 \cos \left( \frac{2\pi}{9} \right) \right)} \) and \( B_3 = \sqrt{\frac{2 \sin \left( \frac{\pi}{3} \right)}{\sqrt{3}}} \), and

\[
v_1/(2\pi a) = \frac{2}{3} \left( 1 + 8 \sqrt{3} \sin \left( \frac{\pi}{9} \right) \right) \cos \left( \frac{2\pi}{9} \right) \Re \left[ J_{1,1} \right], \quad v_2/(2\pi a) = \frac{2}{3} \left( 1 + 8 \sqrt{3} \sin \left( \frac{\pi}{9} \right) \right) \cos \left( \frac{2\pi}{9} \right) \Re \left[ J_{2,1} \right], \tag{S110}
\]

\[
A_1/(4\pi^2 a) = -2 \sqrt{\frac{2 \sin \left( \frac{\pi}{3} \right) \left( 1 + 2 \cos \left( \frac{2\pi}{9} \right) \right)}{3^{3/4}}} \Re \left[ J_{1,1} \right], \quad A_2/(4\pi^2 a) = -2 \sqrt{\frac{2 \sin \left( \frac{\pi}{3} \right) \left( 1 + 2 \cos \left( \frac{2\pi}{9} \right) \right)}{3^{3/4}}} \Re \left[ J_{2,1} \right]. \tag{S111}
\]

Second, we get \( A_3 = \frac{1}{2} \sqrt{\frac{1}{3} \left( 4 + 4 \sqrt{3} \sin \left( \frac{2\pi}{9} \right) - 4 \cos \left( \frac{2\pi}{9} \right) \right)} \) and \( B_3 = \sqrt{1 + \frac{1}{12} \left( -4 - 4 \sqrt{3} \sin \left( \frac{2\pi}{9} \right) + 4 \cos \left( \frac{2\pi}{9} \right) \right)} \),

\[
v_1/(2\pi a) = \left[ 3 - \sqrt{3} \sin \left( \frac{2\pi}{9} \right) \right] \cos \left( \frac{2\pi}{9} \right) \Re \left[ J_{1,1} \right], \quad v_2/(2\pi a) = \left[ 3 - \sqrt{3} \sin \left( \frac{2\pi}{9} \right) \right] \cos \left( \frac{2\pi}{9} \right) \Re \left[ J_{2,1} \right], \tag{S112}
\]

\[
A_1/(4\pi^2 a) = -\sqrt{\frac{- \sin \left( \frac{\pi}{9} \right) + \sin \left( \frac{2\pi}{9} \right) + \cos \left( \frac{\pi}{18} \right)}{3^{3/4}}} \Re \left[ J_{1,1} \right], \quad A_2/(4\pi^2 a) = \sqrt{\frac{- \sin \left( \frac{\pi}{9} \right) + \sin \left( \frac{2\pi}{9} \right) + \cos \left( \frac{\pi}{18} \right)}{3^{3/4}}} \Re \left[ J_{2,1} \right]. \tag{S113}
\]
For $k = 4$, we find again two solutions. First, $A_4 = B_4 = \frac{1}{\sqrt{2}}$, and
\[ v_1/(2\pi a) = 10\text{Re} [J_{1,1}] + 11J_{1,2}, \quad v_2/a = 10\text{Re} [J_{2,1}] + 11J_{2,2}, \]
\[ \Lambda_1/(4\pi^2 a) = -\text{Re} [J_{1,1}] - 2J_{1,2}, \quad \Lambda_2/(4\pi^2 a) = -\text{Re} [J_{2,1}] - 2J_{2,2}. \] (S114)

Second, we get $A_4 = \frac{1}{\sqrt{1+\sqrt{19-3\sqrt{33} - 3\sqrt{19+3\sqrt{33}}}}}$ and $B_4 = \sqrt{1 + \frac{1}{6} (-1 - \sqrt{19 - 3\sqrt{33} - \sqrt{19 + 3\sqrt{33}}})}$, and
\[ v_1/(2\pi a) = \left[ \frac{1}{3} \left( 23 - 4\sqrt{19 - 3\sqrt{33} - 4\sqrt{19 + 3\sqrt{33}}} \right) \right. \text{Re} [J_{1,1}] + \]
\[ + \left. \frac{1}{9} \left( 219 - 52\sqrt{19 - 3\sqrt{33} + 4(19 - 3\sqrt{33})^{2/3}} - 52\sqrt{19 + 3\sqrt{33} + 4(19 + 3\sqrt{33})^{2/3}} \right) \right] J_{1,2}, \] (S116)
\[ v_2/(2\pi a) = \left[ \frac{1}{3} \left( 23 - 4\sqrt{19 - 3\sqrt{33} - 4\sqrt{19 + 3\sqrt{33}}} \right) \right. \text{Re} [J_{2,1}] + \]
\[ + \left. \frac{1}{9} \left( 219 - 52\sqrt{19 - 3\sqrt{33} + 4(19 - 3\sqrt{33})^{2/3}} - 52\sqrt{19 + 3\sqrt{33} + 4(19 + 3\sqrt{33})^{2/3}} \right) \right] J_{2,2}, \] (S117)

\[ \Lambda_1/(4\pi^2 a) = -\frac{1}{3} \sqrt{-3 + 4\sqrt{19 - 3\sqrt{33} - (19 - 3\sqrt{33})^{2/3}} + 4\sqrt{19 + 3\sqrt{33} - (19 + 3\sqrt{33})^{2/3}}} \{ \text{Re} [J_{1,1}] + 2J_{1,2} \}, \] (S118)
\[ \Lambda_2/(4\pi^2 a) = -\frac{1}{3} \sqrt{-3 + 4\sqrt{19 - 3\sqrt{33} - (19 - 3\sqrt{33})^{2/3}} + 4\sqrt{19 + 3\sqrt{33} - (19 + 3\sqrt{33})^{2/3}}} \{ \text{Re} [J_{2,1}] + 2J_{2,2} \}. \] (S119)