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Abstract—Natural language BERTs are trained with language corpus in a self-supervised manner. Unlike natural language BERTs, vision language BERTs need paired data to train, which restricts the scale of VL-BERT pretraining. We propose a self-training approach that allows training VL-BERTs from unlabeled image data. The proposed method starts with our unified conditional model—a vision language BERT model that can perform zero-shot conditional generation. Given different conditions, the unified conditional model can generate captions, dense captions, and even questions. We use the labeled image data to train a teacher model and use the trained model to generate pseudo captions on unlabeled image data. We then combine the labeled data and pseudo labeled data to train a student model. The process is iterated by putting the student model as a new teacher. By using the proposed self-training approach and only 300k unlabeled extra data, we are able to get competitive or even better performances compared to the models of similar model size trained with 3 million extra image data.

Index Terms—Pattern recognition, semi-supervised learning.

I. INTRODUCTION

LARGE scale pretraining has become the dominating approach in various natural language processing tasks. The success of large scale pretraining is due to a large amount of language training data available everywhere and the self-training algorithm. Unlike language pretraining, vision language pretraining requires paired image and language data, which restricts the scale of vision language BERTs’ pretraining. In this paper, we propose a self-training approach that allows to pretrain VL-BERTs using unlabeled image data.

Self-training is usually done by iterating the following three steps: 1) training with labeled data, 2) generating pseudo labels for unlabeled data, 3) mixing the labeled data and unlabeled data with pseudo labels to retrain the network. However, the self-training of vision language BERTs is nontrivial due to the following reasons. First, although auto-encoding models (e.g., BERTs [1], [2]) perform well on the natural language understanding and image language understanding tasks, they cannot be directly applied to the generation task without finetuning [3]. In practice, it is difficult to generate pseudo labels for unlabeled data using pretrained BERT’s in the zero-shot setting. Although these models can be finetuned to perform generation tasks, the zero-shot generation of pseudo labels is important since it saves the time of extra finetuning and avoids adding additional bias from the finetuning datasets. Second, current common practice in vision language BERT training uses various image descriptions to train, such as image captions, dense captions and questions. Those image descriptions have significant differences, making it difficult for an unconditional model to learn to generate adequate pseudo captions for unlabeled images. Hence, although self-training has shown its effectiveness in various tasks [4], [5], how to use it effectively in training vision language BERTs is not yet studied.

To this end, we propose the Unified Conditional Model (UCM) and a set of vision language BERT self-training methods to tackle the above issues. Compared with previous methods, our model has the following advantages: First, our method combines auto-encoding training [1], [2] and auto-regressive training [6] in a unified framework, which enables our method to perform well on natural language understanding tasks and at the same time effectively generate pseudo labels. Second, we propose a novel conditional training method that enables our model to conditional generate various types of captions, including COCO style captions, VG style dense captions and questions.

A. Unified Conditional Model (UCM)

Compared with traditional vision language BERTs, our proposed UCM has two unique properties. First, the model is able to generate different contents based on a condition flag input, such as image captions, dense captions, and questions. Second, the condition flag can be used as an identifier to help down-stream finetuning. The proposed UCM shares similar model structures with existing 2-stream vision language BERT models [2], [7]. Specifically, it contains one image encoder, two language encoders with shared weights, and several layers of cross attention layers. In training, different data types are
assigned to their condition signals. The model is trained with both bi-directional prediction masks and one-directional prediction masks in parallel. For bi-directional prediction masks, the model performs conditional masked language modeling prediction, masked object prediction, image-text matching, and an auxiliary question answering loss. For one-directional prediction masks, the model performs one-directional masked conditional language modeling and masked object prediction tasks. When the model is used to generate pseudo labels for unlabeled images, the model will run forward propagation with one-directional prediction masks only. The condition signal enables the model to generate diverse descriptions for pictures. Fig. 1 shows an example of generated image descriptions using different condition flags. When the model is used for finetuning image language understanding tasks, only the bi-directional mask is used. During finetuning, we use the condition flag as prior knowledge for finetuning. For example, when finetuning VQA tasks, the input is given an additional condition flag to show the input is a question. Results show that the presence of condition flags improves down-stream finetuning performance.

**B. Vision Language BERT Self-Training**

The self-training method is used in the pretraining stage to further enlarge the scale of data that can be used in pretraining. Our self-training approach follows the self-training pipeline with extra optimization for vision language BERTs. Generally, the self-training process is done in three steps. First, we use the labeled image data to train a teacher model and then use the trained model to generate pseudo labels on unlabeled image data. We then combine the labeled data and pseudo labeled data to train a student model. Finally, the process is iterated by putting the student model as a new teacher. In our task, the pseudo labels are generated COCO style image captions and VG style dense captions using the UCM. In order to generate high quality and diverse pseudo labels, we propose three methods. First, we randomly mask object regions when generating captions. This method makes sure the model can focus on different visual areas when describing the images. Second, we randomly sample a word from the top-K predictions in each prediction step, such that even for the same image, the model could generate various outputs. Finally, we use the condition flag to control the contents generated. We show both qualitative and quantitative comparisons in experiments section.

Experimental-wise, besides the commonly used COCO and VG datasets, we train our model with only 300k extra unlabeled data from Conceptual Caption [8] by removing the provided captions. The original Conceptual Caption dataset provides machine-generated captions. They are noisy [9] and often used as out-of-domain training data [10]. The model could out-perform the model trained with the whole three million extra data in various down-stream finetuning tasks. Also, we provide comprehensive ablation studies of the training settings. To summarize our contributions:

- We propose the first Unified Conditional BERT model that could perform zero-shot conditional image-based language generation. Traditional bi-directional vision language models are unable to be used to generate languages directly and they are not conditional, such that the users can’t control the generation styles.

- We propose a self-training method for using unlabeled images in vision language pretraining. To the best of our knowledge, this is the first work using self-training in vision language pretraining.

- With only 300k extra image data, we achieve competitive or better performances within models with similar model size trained with 3 million extra data.
Fig. 2. Detailed illustration of proposed UCM. During training, given image regional features and language embeddings, we process the language embeddings through the bi-directional language encoder and the one-directional language encoder. The two language encoders share the same weights. The bi-direction and one-directional branches are conditioned by using a normal mask and a triangular mask. The images are processed by the image encoder. Finally, the cross-attention layers merge visual features with the outputs from both language encoders. We use a rectangle mask for one-directional prediction in cross-attention layers, such that only the positions before [MASK] token could see visual features.

Although BERT is a form of language model, same as natural language BERTs [1], [3], the above vision language BERTs can not be used directly to generate languages. The most straightforward reason is that BERT learns bidirectional contexts, while generation is one-directional. VLP [27] proposes to train vision language models with both bi-directional and one-directional masks, such that the model can be used for both VQA and image captioning. Compared to previous work, our model has two unique properties: First, it is able to perform conditional generation, namely generating specific contents based on a condition signal. Second, we use the pretrained model to perform zero-shot language generation, without extra finetuning.

B. Self-Training

Self-training methods [4], [28] first use labeled data to train a teacher model, then use the teacher model to generate pseudo labels for unlabeled data and finally use the labeled data and pseudo labeled data to jointly train a student model. [4] identifies the importance of add noise in self-training of image classification tasks. Self-training also improves object detection and semantic segmentation results compared with pre-training [5]. In machine translation [29], [30], [31], self-trainings show their effectiveness on various datasets.

We provide a set of self-training algorithms and give detailed ablation studies.

III. METHOD

In this section, we describe our method in two folds: our proposed unified conditional model and the self-training algorithms. For the unified conditional model subsection, we first introduce the model overview including model structures and important tokens. Then we introduce the training tasks and training losses. For the self-training algorithms subsection, we introduce the technical details of our proposed self-training algorithms for vision language models.

A. Unified Conditional Model (UCM)

1) Model Overview: The overall structure of our model is illustrated in Figure 2. For the base network, we briefly follow the 2-stream model as used in [7] and extend it to our unified conditional model. Specifically, the model contains 9 layers of language transformers, 5 layers of object region transformers, and 5 layers of cross transformers. Given a sentence description, we tokenize it into WordPiece tokens, pad them with Classification [CLS] and Separation [SEP] tokens and randomly mask them with Mask [MASK] tokens. We add a condition token [CND] after the [CLS] token. The masked tokens are then passed to an embedding layer. We process the language embeddings through the bi-directional language encoder and the one-directional language encoder, same as previous works [27], [32]. The two language encoders share the same weights. The bi-direction and one-directional branches are distinguished by using an empty mask (bi-directional mask) and a triangular mask (one-directional mask) [33]. Given a one-directional mask, the tokens can only observe the tokens before themselves in the attention modules, which makes the module more capable of doing generation tasks. Given a bi-directional mask, the tokens can observe both the tokens after and before themselves. Experiments in BERT [1] prove that this design works better on understanding tasks, for example VQA tasks. The images are processed by the image encoder. After that, the bi-directional output and one-directional output are merged with image output through cross-attention layers [2], [7]. For the cross-attention layer, we use a rectangle mask for the one-directional prediction branch, such that only the position before [MASK] could attend to image features. During inference, our model is identical to traditional
2-stream vision language BERT models without any extra computational cost. When doing image-language understanding tasks, for example finetuning visual question answering, the model runs forward propagate using the bi-directional mask only. When performing image-language generation tasks, for example generating pseudo labeling for unannotated images, the model runs forward propagate using the one-directional mask only.

2) Training Tasks: Conditional Masked Language Modeling (CMLM) The CMLM task is for both bi-directional prediction and one-directional prediction. Given the image regional features \(v = \{v_1, \ldots, v_K\}\), the language words \(w = \{w_1, \ldots, w_T\}\) and the condition \(c\), for bi-directional prediction task, we randomly mask the language words at a ratio of 0.15. Once the position is masked, for 80%, similar to BERT [1], we change the position to [MASK] token and for 10% of chance, we change to position to random word and keep the original content. The loss of bi-directional CMLM is defined as the negative log-likelihood of predicting the masked words given conditions and all other words except the mask words:

\[
L_{CMLM-Bi}(\theta) = -E_{(w, v)} \log P_{\theta}(w_{m} | w_{/m}, v, c).
\]  

(1)

For one-directional CMLM task, we randomly mask 1 word from each sentence. The masked word could also be the period symbol. The prediction of masked word is based on the words before the current position:

\[
L_{CMLM-One}(\theta) = -E_{(w, v)} \log P_{\theta}(w_{m} | w_{/m}, v, c),
\]  

(2)

where \(\theta\)s in the above two equations represent the model parameters. Symbol \(<\) represent all words before position \(m\). The Bi-directional CMLM and the one-directional CMLM share the same model parameters.

Image-Text Matching The matching task is only done for the bi-directional prediction branch. At 50% possibility, we assign a fake sentence to the image. The fake sentence is generated by randomly sampling a caption from other images. Specifically, we use the final feature at position [CLS] to represent the summary of current visual and language input. We use this feature to classify whether the current input text and image are matched.

Auxiliary Question Answering The QA task is only done for the bi-directional prediction branch. If the sampled text is a question, we use the feature at position [CLS] and a QA header to generate its answer and calculate its loss based on classification.

Masked Object and Attributes Modeling (MOAM) The MOAM task is for both bi-directional prediction branch and one-directional prediction branch. The object features are always bidirectional visible for both branches. We randomly mask the visual regions at a ratio of 0.15. Once the region is masked, for 80%, we change the feature to zero and for 10% of chance, we change the feature to a random feature sampled from the dataset or keep the original feature. The loss of MOAM is defined as the negative log-likelihood of predicting the masked regions’ class and attributes given all words except the masked position:

\[
L_{MOAM}(\theta) = -E_{(v, w)} \log P_{\theta}(v_{m} | v_{/m}, w).
\]  

(3)

Here, the ground-truth regional classes and attribute classes are hard labels generated by Faster-RCNN [11] prediction. The MOAM losses from the two prediction branches are averaged when calculating gradients.

Masked Feature Regression (MFR) For each masked region, besides predicting the labels and attributes of that region, we also perform masked feature regression to recover its original visual feature:

\[
L_{MFR}(\theta) = \|v_{m} - \hat{v}_{m}\|_2^2,
\]  

(4)

where \(\hat{v}\) are the groundtruth regional features.

B. Self-Training Algorithms for Vision Language BERTs

In this section, we talk about the self-training algorithm. Figure 3 illustrates the training process of our algorithm. We first train a UCM model with the human labeled data from COCO and VG datasets. Then we repeat two steps: generating pseudo labeling on Conceptual Caption unlabeled data and retraining the UCM model with mixed data from COCO, VG, and Conceptual Caption.

1) Train UCM With Labeled Data: We first train UCM using captioning annotations in MSCOCO, dense captioning annotations in Visual Genome and questions in VQA [34] and GQA dataset [35]. The trained UCM is able to generate the above three different styles of content.

2) Annotate Unlabeled Data With Trained UCM: We then use the trained UCM to generate pseudo labels on images from Conceptual Captions dataset. Conceptual Caption dataset provides one caption for each image by default, while the default captions are machine-generated, not of good quality [9] and are often used as out-of-domain training data [10]. Therefore, we remove the original captions and use the data as unlabeled image data. To boost the performance of self-training, the generated captions need to be diverse. We introduce 3 methods to generate diverse image captions for each image. First, we perform image-level augmentations. We randomly mask object regions when generating captions. Empirically, each image regional feature is masked with a ratio of 0.5. This method makes sure the model can focus on different visual areas when generating outputs. Second, we perform augmentations when sampling language words. We randomly sample a word from the top-K predictions in each prediction step.
such that even for the same image input, the model could generate different captioning outputs. We choose $K = 5$ based on the common design choice of Image Captioning [11]. This is especially useful when generating dense captions. The result shows that the generated dense captions usually focus on one region object. Given one fixed image, the generated dense captions will always be the same without sampling. Compared with beam-search method, the top-K sampling method is faster but may potentially generate noisier captions. In experiments, we observe the performance differences between the two methods are negligible according to finetuning accuracy. One possible reason is that the generated captions are only used as pseudo labels and pseudo labels are noisy labels by default. Some works [4] even purposely add noise to the generation process of pseudo labels. Therefore, we use top-K sampling method to speed up the generation process. We discard the generated questions because they usually contain less information than the captions. Finally, we use the condition flag to control the contents generated. For each image, we generate 5 captions with MSCOCO flag and 10 captions with VG Dense caption flag. The condition flag conditions the style of the generated contents.

3) Train New Model by Mixing Labeled and Unlabeled Data: After pseudo labels are generated for unlabeled images, we mix the pseudo labeled data and original labeled data to train a new model. Unlike self-training methods in image classification [4], which train new models from scratch, we propose to initialize the model with the last pretrained weight. The design choice is based on 2 considerations. First, vision language BERT pretraining takes a long time. Loading pretrained weight can help to reduce the training time of new models. Second, for image classification tasks, if we directly use soft classification labels to describe the unlabeled image and load previously trained weights, the loss will be zero on pseudo labeled data because the labels are exactly from the model itself. Compared with soft classification labels, generated captions are generated from sampling and do not directly describe the output distribution of previous models. This property reduces the risk that loading the previous model will result in zero loss on pseudo labeled data. This design choice also shares the same spirit as previous self-training works [36], [37], where the teacher models' weights are derived from the student models.

4) Iterating the Previous Steps: Following the common practice of self-training, we iterate the “Annotate unlabeled data with trained UCM” and “Train new model by mixing labeled and unlabeled data” steps a few times to get better performance. A detailed ablation study is shown in Section IV.

IV. EXPERIMENTS

In this section, we describe the pretraining details, ablation experiments, visualizations, and experimental results on downstream datasets.

A. Data Input

We first use pretrained Faster R-CNN [11], [38] to extract regional visual features. The spatial information of each regional object is represented by its relative position, height, and weight. The spatial embedding is then calculated with an embedding layer. The final representation of each object is represented by adding the spatial embedding and visual features. For languages, we follow BERT [1] and tokenize the input sentences into WordPiece tokens. After tokenizing, we pad them with [CLS] and [SEP] tokens. Unlike original BERT, here we use [CLS] token to denote both start of sentence and classification position and we use [SEP] to denote end of sentence. Finally, we add the condition flag [CND] after [CLS] token. The condition flag [CND] represents a set of certain flags. In this work, the [CND] flag has three types: COCO type caption [39], visual genome [40] type dense caption and questions.

B. Pretrain Details

1) Pretraining Datasets: Our pretraining dataset contains labeled data and unlabeled image data. For labeled data, we follow the same setting as in [7]. The labeled data is collected from MSCOCO [39], Visual Genome [40], VQA [34] and GQA datasets [35], which contain around 180k images in total. Although the VG dataset contains more than 5 million image-text pairs, most of them are dense captions and some of them are repeated entries. In experiments, we remove the repeated dense captions, and sample 10 dense captions for each image. For unlabeled images, we use the first 300k images from Conceptual Caption dataset and remove the original captions. Within the 300k unlabeled images, we further filter the data by object detection results. We remove the images with the top 36 objects’ average confidence below 0.3. Thus only 280k unlabeled images are left and we use them in self-training. The total numbers of pretraining images are illustrated in Table I. Compared with LXMERT [7] who uses 9 million image language pairs, we use a total amount of 7 million pairs.

2) Self Training Setting: In experiments, we iterate the self-training process 2 times. When training UCM, we use the same parameter settings. We use AdamW optimizer with learning rate 5e-5 and batch size 256. Each time we train the model for 10 epochs. We use warm-up for the first 10% of iterations. We also use fp16 mix precision to speed up training.

C. Finetuning Settings

We present our finetuning settings for VQAv2 [34], GQA [35], NLVR2 [42] and COCO Caption [39].

1) VQAv2: VQAv2 dataset [34] is to answer questions given an image. The answering process is usually formatted as a classification task within all possible answers. In our experiments, the VQA questions are appended with the question condition flag before input to the model. We use the final features at position [CLS] to answer the question. We add a two-layer MLP to the final output of [CLS] and use the feature to perform classification. In ablation experiments,
TABLE II

Comparison With Other Vision-Language Pre-Training Models on VQAv2, GQA, NLVR2 and COCO Caption. Our Model Could Achieve Competitive or Better Performance Among All Models Given Fewer Training Images. Evaluation Metrics: For VQA, GQA, NLVR2, Results Are Presented Based on the Accuracy. For COCO Caption, We Follow the Common Standards to Compare the BLEU (B@4), METEOR (R), CIDEr (C) and SPICE (S) Scores.

| Tasks     | ViLBert [2] | LXMERT [7] | UNITER-base [10] | ERNIE-VIL-base [41] | VLP [27] | UCM (Ours) |
|-----------|-------------|------------|-------------------|---------------------|---------|------------|
|           | Pretrain Images | 3m | 180k | 4.2m | 4.2m | 3m | 480k |
| VQA       | test-dev     | 70.55 | 72.42 | 72.70 | 72.62 | 70.5 | 72.9 |
|           | test-std     | 70.92 | 72.5 | 72.91 | 72.85 | 70.7 | 72.9 |
| GQA       | test-dev     | - | 60.00 | - | - | - | 61.3 |
|           | test-std     | - | 60.30 | - | - | - | 61.5 |
| NLVR2     | dev          | - | 74.9 | 75.85 (77.18) | - | - | 75.6 |
|           | test-P       | - | 74.5 | 75.80 (77.85) | - | - | 75.5 |
| COCO Caption | B@4       | - | - | - | - | 36.5 | 37.4 |
|            | M            | - | - | - | - | 28.4 | 28.8 |
|            | C            | - | - | - | - | 117.7 | 119.4 |
|            | S            | - | - | - | - | 21.3 | 21.2 |
| COCO Caption | (CIDEr Optimization) | B@4 | - | - | - | 39.5 | 39.0 |
|            | M            | - | - | - | - | 29.3 | 28.8 |
|            | C            | - | - | - | - | 129.3 | 130.1 |
|            | S            | - | - | - | - | 23.2 | 22.7 |

TABLE III

Ablation Experiments of Our Proposed Method on VQAv2, GQA and NLVR2.

| Method                                               | VQAv2 | GQA | NLVR2 |
|------------------------------------------------------|-------|-----|-------|
| Baseline                                             | 72.4  | 60.0| 74.9  |
| Baseline + Conceptual Caption 300k                    | 72.4  | 59.9| 75.3  |
| UCM with only labeled data                           | 72.6  | 60.3| 74.8  |
| UCM with LXMERT Pseudo Caption                       | 68.7  | 57.3| 70.1  |
| UCM with VLP Pseudo Caption                          | 72.6  | 60.0| 74.5  |
| UCM w/o condition flag                               | 72.4  | 59.8| 74.8  |
| UCM + self training step 1                           | 72.8  | 60.6| 75.6  |
| UCM + self training step 2                           | 72.7  | 60.5| 75.6  |

we only use default provided data. In the final experiments, following [10], we use extra QA data from Visual Genome for data augmentation.

2) GQA: Similar to VQAv2, for GQA dataset [35], we format the problem as a classification task and use the output feature at position [CLS] to answer the questions. Same as VQA, the GQA questions are appended with the question condition flag before input to the model. In ablation experiments, we only use GQA balanced dataset for training. To further help the model adapt to GQA style of questions, in the final experiment, we follow other works [26] to pretrain the model using GQA full set first and then finetune on GQA balanced dataset.

3) NLVR2: The natural language for visual reasoning for real dataset [42] is to answer if the description is correct given two images. The UCM model processes 1 image and 1 language by default. Therefore, we separate the two images into two question and image pairs and process each pair using our proposed model. After getting the [CLS] features for both of the pairs, we simply concatenate the 2 features and use the concatenated feature to perform a binary classification. We noted that in [10], a different finetuning process is proposed. For a fair comparison, we compare the results with the same finetuning setting. In NLVR2 experiments, no condition flag is assigned to the sentence as the NLVR2 data does not belong to any type of the pretrained conditions.

4) COCO Caption: We also finetune our model on generation tasks i.e. COCO caption [39] on Karpathy’s split. During finetuning, we use one-directional mask only to train the model. During the generation process, the start token is set to [CLS] and [CND] of COCO captioning type. We first use cross-entropy loss to train the captioning model and then apply CIDEr optimization [43] to further improve performance.

D. Ablation Experiments

1) Step by Step Ablation Studies: In this section, we provide step by step ablation studies of our proposed system. The ablation experiments are done on VQAv2, GQA, NLVR2 test-dev set. The results are shown in Table III. We start by training a baseline model with the same network architecture by only using bi-directional pretraining masks and bi-directional training tasks. We then add 300k images and their original annotations from Conceptual Caption to training data. Results show that simply adding 300k extra image data pairs is unable to improve down-stream finetuning performance much. Moreover, we also try to use LXMERT [7] to generate pseudo labels. As pointed out in previous sections and Fig 4, the generation quality of LXMERT is not good. Therefore,
we observe a huge performance drop when using pseudo labels generated by LXMERT. Furthermore, we perform experiments using UCM with both labeled data and pseudo data generated by the generative model VLP without self-training. Compared with the results only using labeled data, we observe that there is almost no performance improvement. One reason is that the generative model VLP can only generate COCO style captions, therefore the diversity of training data is still limited. Compared with our self-training results, we observe that the self-training method can improve the performance further. After that, we train our proposed UCM model with labeled data only and finetune using the question flag. The result shows simply using UCM and condition flag could improve down-stream finetuning performance. Also, we do one more experiment by removing the condition flag during finetuning. The results drop a little bit if the condition flag is not used.

We then move to ablation studies of self-training algorithm. We iterate the self-training process by 1 iteration and 2 iterations. We found that based on down-stream finetuning performance, 1 iteration is good enough. Performing 2 iterations is unable to improve performance much.

2) Ablation Experiments on Generation Tasks: The ablation experiments on generation tasks are shown in Table IV. The generation process is to predict the next word given the words before and can be formatted as applying a one-directional mask on the sentence tokens. The baseline model gives low performance on COCO captioning task because the model is only trained with bi-directional tasks and is not suitable for generation. We also witness slow convergence speed and training instability. Compared with the baseline model, the UCM model trained with only labeled data can outperform the baseline by a large margin due to the existence of one-directional mask during pretraining. The model also converges faster during experiments. Our UCM model can be finetuned within 40 GPU hours with Nvidia-2080ti GPUs on COCO Caption task. However, the baseline model requires 3 times more finetuning GPU hours. Following the results in previous section, we use self-training step 1 model as the best model. The self-training process also proves its effectiveness in captioning experiments. Compared with the model trained with only labeled data, the self-training model achieves higher accuracy with or without CIDEr optimization.

3) Conditional Vs Unconditional: The experiments in the last section show the effectiveness of the conditional model in finetuning downstream tasks. In this section, we further study how the condition flag affects the generation performance. Results are shown in Figure 4. To study this problem, we start by using an online available pretrained vision language BERT model to generate captions. Following [3], we format the generation problem as a sampling problem from Markov Random Field and try to generate languages based on this setting. We found that the generation results are extremely bad using a bi-directional pretrained model. The results are simply repeating several high-frequency words. We then proceed to train a UCM model without using the condition components. We found that the generation results bias to dense captioning styles. This is probably because the training data has much more dense captions than COCO style captions. Finally, we present the results of our UCM model. To further validate the results, we calculate the average generated sentence length. A model trained without condition flag generates sentences with an average length of 4.8 words. Our proposed UCM model can generate diverse image descriptions given different condition flags. When given a condition flag dense caption, the model generates sentences with an average length of 4.7 words. Given a condition flag COCO style caption, our model can generate long sentences with an average length of 10.2 words.
E. Comparison With Other Methods

We compare our best UCM model (Self-Training Step1) on VQAv2, GQA, NLVR2 and COCO Caption with other methods. The results are summarised in Table II. We compare our model with similar-sized models (based on BERT base). Our model could achieve competitive or better performance among all models given fewer training images. The VLP model achieves margin advantages compared with our method in COCO Caption (CIDEr Optimization) based on 3 evaluation metrics. The reason is that the model is only pretrained with COCO style captions and VQA datasets, and no other noisy pseudo captions are included in the pretraining. When the model is used on understanding tasks like VQA, our method prevails with large margins. It proves that our model generalizes better on both generation tasks and understanding tasks.

F. Visualization

In this section, we give visualizations of the attention map of special tokens and show how the data is generated.

1) Understanding the Condition Token: We visualize the attention map at condition tokens. As shown in Figure 5, we plot the attention weight attending to [CND] position. We plot both the bi-directional branch and the one-directional branch and both a dense captioning style caption and a question. The darker the color, the higher the attention weight. Based on the weights, we could have the following conclusions:

[CND] mainly affects the one-directional branch. We compare the bi-directional weights and one-directional weights (top vs bottom). Although the [CND] flag is used for both branches, the one-directional branch learns to assign higher weights. One reason is that the generation process is more sensitive to the condition flag than the language understanding process. As illustrated in previous sections, our method can generate sentences of different lengths given different condition flags. For the understanding tasks, intuitively the model should focus more on the sentences as a whole.

[CND] affects deeper layers more. Compared with shallower layers (language attention layer 9), the deeper layers tend to assign higher weights to [CND] position. This is because the deeper layers are more directly related to producing results, thus they rely more on the [CND] flag to control the generation style.

[CND] has similar effects on questions and non-questions. We compare the visualization of captions and questions (left vs right). No obvious difference can be observed. This implies that the condition flags work in similar ways for caption style sentences and question style sentences.

2) Visualization of Generation Process: In Figure 6, we show how different visual masks affect the language generation. We could have a more obvious observation when
generating dense captions. Therefore, for each generated dense caption, we show which feature region is masked. Visualization results show that by masking some parts of the image regions, the UCM model could successfully focus on different image areas and finally produce diverse dense captioning results. For example, in the first image, when nothing is masked out, the model focuses on the window. When part of the window is masked out, the model will focus on the bath mat and the tile. For COCO style captions, our model also benefits from applying visual masks. Although COCO style captions summarize the whole image, applying visual masks helps the model to look at different areas.

V. CONCLUSION AND FUTURE WORKS

The requirement of paired training data restricts the scale of VL-BERT pretraining. We propose a self-training approach that allows to train VL-BERTs from unlabeled image data. First, we propose UCM -- a vision language BERT that can perform conditional generate directly. Given different condition flags, the unified conditional model can generate dense caption, caption, and even questions. Then we introduce a set of self-training methods for vision language BERT pretraining, including how to generate diverse image descriptions and the self-training pipeline. We also visualize the generation process and the effectiveness of the condition flag.

For performance, by using the proposed self-training approach and only 300k unlabeled extra data, we are able to get competitive performance within all models with similar model size trained with 3 million extra image data.

**Future Works.** The use of the conditional model is not restricted to self-training. Future works can be done by exploring more use-cases of the proposed UCM. For example, given an image, our method could be used to generate kid stories, generate advertisement and generate copyright documents with a single pretrained model.

Further extension of training scales could also be explored. Our proposed methods enable training vision language BERTs with unlimited data. One may perform a larger scale of pre-training with more data collected from the Internet.
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