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This paper extends the structural credit model with underlying stochastic volatility to a multidimensional framework. The model combines the Black/Cox framework with the Heston model interpreting the equity of a company as a down-and-out barrier call option on the company’s assets. This implies a combination of local and stochastic volatility on the equity as well as other stylized features. In this paper, we allow for a correlation between the asset processes of different companies to incorporate dependency structures. An estimator for the correlation parameter is derived and tested in a recovery framework. With the help of this model, we examine the default risk of the two mortgage lenders Fannie Mae and Freddie Mac before their actual placement into federal conservatorship and show that their default risk severely increased during the financial crisis.

1. Introduction

In this paper we combine a structural credit model with the Heston model of stochastic volatility in a multidimensional framework. In [1] the value of the equity of a company is modeled as a down-and-out barrier call option on the company’s assets with its liabilities as strike price, following the motivation of structural credit models, for example, by [2] or [3]. As markets have shown, in particular during the financial crisis, volatility is not constant over time. This is why we enhanced the classical structural credit model by providing the asset process with a stochastic volatility such as in the Heston model (see [4]). This simple assumption implies that the volatility of the log-equity is a function of the equity itself (a local volatility feature) as well as the stochastic volatility component of the asset process. The correlation between the volatility of the equity and the equity is also nonzero and negative allowing for the leverage effect reported in the literature.

In [1] the default risk of Merrill Lynch was examined utilizing the structural credit model with stochastic volatility. As recent events have shown defaults are unlikely to incur independently. This is why we extend this model to multidimensions by assuming correlation between the asset processes of the companies involved. This dependence structure implies the same level of correlation on the companies’ equity while keeping a rich marginal process for the equities.

This paper derives an estimator for the correlation parameter of the assets based on the method of moments which, together with estimators already presented in [1] for the volatility parameters, allows for a full set of closed-form estimators of the model parameters. These estimators are consistent and quick to be found numerically as shown in this paper which is highly beneficial to practitioners in part due to the negligent literature on consistent estimators for continuous time process with stochastic covariance. With this setup we scrutinize another core event of the financial crisis: the downfall of the two mortgage lenders Fannie Mae and Freddie Mac. The joint probabilities as well as conditional probabilities of defaults are highlighted providing some explanation to their behavior during the 2008 financial crisis.

This paper is organized as follows. Section 2 presents the multidimensional stochastic covariance processes for the
assets as well as the implied process for the equity within a Black-Cox structural framework. Properties of the implied multivariate equity process are also provided. Section 3 focuses on the calibration method of the multivariate process of the assets and the volatilities based on observing the equity series and their debt. The recovery of the parameters is also shown in Section 3.1. Section 4 studies in detail the cases of Fannie Mae and Freddie Mac. Section 5 concludes the paper.

2. The Multidimensional Stochastic Volatility Model

In [1] a stochastic volatility model is presented to describe the process of a company’s assets and the equity of that company is modeled as a barrier call option on its assets. This model will now be generalized to a multi-dimensional framework allowing for correlation between the asset processes of different companies. We restrict ourselves to presenting the two-dimensional model which of course can be expanded to as many dimensions as desired.

Let \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{Q})\) be a filtered probability space with filtration \(\mathbb{F} = \{\mathcal{F}_t\}_{t \geq 0}\). \(\mathbb{Q}\) stands for the risk-neutral measure. The underlying asset process \(A_j\) of company \(j\) and the according variance \(v_j\) can be expressed through the following SDEs:

\[
dA_j(t) = rA_j(t)dt + \sqrt{v_j(t)}A_j(t)dz_j(t) \quad j \in \{1, 2\}, \tag{1}
\]

\[
dv_j(t) = \kappa_{v,j}(v_{co,j} - v_j(t))dt + \varepsilon_{v,j}\sqrt{v_j(t)}dz'_j(t) \quad j \in \{1, 2\}, \tag{2}
\]

\[
dz_1(t)dz_2(t) = \rho dt, \tag{3}
\]

\[
dz'_1(t)dz'_2(t) = 0, \tag{4}
\]

\[
dz_j(t)dz'_j(t) = 0 \quad i, j \in \{1, 2\}, \tag{5}
\]

where \(A_j\) is underlying asset process, \(v_j\) is variance of asset process, where the volatility \(\sigma_{A_j} = \sqrt{v_j}\), \(\mu_j = \text{drift of the assets, } Z_j, Z'_j\) are two independent Wiener processes in the probability space \((\Omega, \mathcal{F}, \mathbb{Q})\), \(v_{co,j}\) is long-term value of variance, \(\varepsilon_{v,j}\) is volatility of the variance process, \(\kappa_{v,j}\) is mean-reversion speed of the variance process, and \(\rho\) is correlation between the Wiener processes \(Z_1(t)\) and \(Z_2(t)\).

In order to guarantee that the process of the variance is always greater than zero, the parameters \(\varepsilon_{v,j}\), \(\kappa_{v,j}\), and \(\varepsilon_j\) have to fulfill the so-called Feller condition (see [5]):

\[
\kappa_{v,j}\varepsilon_{v,j} \geq \frac{1}{2} \varepsilon_j^2, \tag{6}
\]

\[
\kappa_{v,j} > 0. \tag{7}
\]

We further assume the liabilities \(D_j\) of company \(j\) to grow exponentially with the risk-free rate \(r\) as

\[
D_j(t) = D_j(0) \cdot e^{\int_0^t rds} = D_j(T) \cdot e^{-\int_0^T rds}. \tag{8}
\]

The model defined by (1) and (2) is a so-called stochastic volatility model and also referred to as “Heston Model” due to the fact that it had been introduced by [4]. This model setup is further examined in the one-dimensional case in [1]. The variance process was first used by [6] to model interest rates.

Technically, the two asset processes \(1\) and \(2\) are correlated by modeling their Wiener processes \(Z_1(t)\) and \(Z_2(t)\) with a correlation \(\rho\). This means that, when considering companies, not the actual stock prices are modeled with a correlation, but their underlying asset. This is a realistic assumption, because companies operate on correlated markets depending on their field of business, and it is rather the assets where a correlation can be suggested economically. However, this does not necessarily determine their equity to have exactly the same covariance, due to different organizational structures, operating models, or leverage ratios, and so forth.

The equity value of company \(j\) is now modeled as a down-and-out call option on the company’s assets with its liabilities as strike price. The down-and-out call option has the feature that the option expires worthless, if the value of the assets falls below the barrier at any point in time. The value of the barrier option with strike and barrier \(D(T)\) on the company’s assets \(A\) is

\[
C(t, A) = \mathbb{E}_{\mathbb{Q}}\left[ e^{-\iint_{\tau} t} \cdot \max \{A(T) - D(T), 0\} \cdot 1_{\{\tau > T\}} \mid \mathcal{F}_t \right]. \tag{9}
\]

where \(C(t, A)\) is the option price of the barrier option with underlying \(A\) at time \(t\), and \(\tau = \text{time of default of the option, that is, the first time the asset process } A \text{ crosses the barrier } D\).

\(\tau\) is modeled as a stopping time on the interval \((0, T^*)\) as

\[
\tau = \inf\left\{ t' \in (0, T^*) : A(t') < D(t') \right\}. \tag{10}
\]

The symbol \(\mathbb{E}_{\mathbb{Q}}\) denotes the expected value under the arbitrage-free measure \(\mathbb{Q}\).

The payoff of the option described by (10) is zero if the assets are below the liabilities at maturity or at any time before maturity. Thus, the stopping time \(\tau\) can be interpreted as the time of default of the company. The value of this option, that is, the value of the company at time \(t\), has already been derived in [1] by the means of optional sampling (see [7]) as

\[
C(t, A) = (A(t) - D(t)) \cdot 1_{\{\tau > t\}}. \tag{11}
\]

This result can alternatively be gained by simplifying the formula derived in the more general framework in [8], in which the barrier and strike price are allowed to attain different values.

Next we provide several properties of the joint process for the equities which match stylized facts described in the literature like stochastic volatility and leverage effect. The first set of results focuses on the instantaneous properties of the joint process.

**Proposition 1.** Assume a two-dimensional equity vector \((C_i(t, A_i), C_j(t, A_j))\) where each equity process is defined as in (10).
Then the quadratic variation of the equity, the covariation between the log-equities, and the correlation between the log-equity and its volatility are

\[
\langle d \ln C(t) \rangle = \nu_{\ln C} \cdot 1_{[\tau > t]}, \tag{11}
\]

\[
\nu_{\ln C} = \nu(t) \cdot g(t), \tag{12}
\]

\[
\langle d \ln C_i(t), d \ln C_j(t) \rangle = \sqrt{ \nu_i(t) \nu_j(t) g_i(t) g_j(t) } \cdot 1_{[\tau > t]} \cdot 1_{[\tau > t]} \rho \cdot dt, \tag{13}
\]

\[
\frac{\langle d \ln C(t), d \nu_{\ln C} \rangle}{\sqrt{\langle d \ln C(t) \rangle \langle d \nu_{\ln C} \rangle}} = - \frac{2 \nu(t) \cdot (D(t)/C(t))}{\sqrt{4 \nu^2 (t) (D(t)/C(t))^2 + \varepsilon_\nu^2}} \cdot 1_{[\tau > t]}, \tag{14}
\]

where \( g(t) = (1 + D(t)/C(t))^2 = (A(t)/C(t))^2 \).

For a proof see Appendix A.

Equation (11) shows the quadratic variation for the log-equity with (12) being the volatility of the log-equity process. The quadratic covariation is given in (13), while the correlation between the log-equity and its variation is given in (15). This last equation is evidence that the leverage effect is not only negative as described in the literature (see [9]) but also stochastic. Figure 1 shows the correlation between the equity and its variance for several values of leverage (\( D/C \)) and asset’s volatility. This confirms the leverage effect implied by the model. The parameters for this figure are chosen as follows: \( \varepsilon_\nu = 0.025, \nu \in [0.00001, 0.01], D(t)/C(t) \in [0, 20] \), (no other parameters necessary here). Another important stylized fact related to the joint behaviour is the correlation between the equities. It is not difficult to see that our model implies a constant instantaneous correlation \( \rho \) between the equities. Still the advantage of the model lies on the term structure of conditional correlations (correlation versus time to maturity; see [10]), which is indeed affected by the level of the debt and the volatility of the underlying company leading to a richer dependence structure than that of a standard lognormal process. The term structure of conditional correlations is important for derivatives on the equity. While lognormal processes imply a constant term structure, reality shows that the longer the horizon the lower the probability of comovements (see implied correlation findings in [II]). Our model implies a decreasing conditional correlation with time to maturity. The following proposition focuses on these issues.

**Proposition 2.** Assume a two-dimensional equity vector \( (C_i(t), C_j(t)) \) where each equity process is defined as in (10). Then the instantaneous correlation \( \rho(t, dt) \) and the conditional correlation \( \rho(t, T) \) between the log-equity processes are

\[
\rho(t, dt) = \frac{\langle d \ln C_i(t), d \ln C_j(t) \rangle}{\sqrt{\langle d \ln C_i(t) \rangle \langle d \ln C_j(t) \rangle}} = \rho \cdot 1_{[\tau > t]} \cdot 1_{[\tau > t]}, \tag{15}
\]

\[
\rho(t, T) = \frac{\mathbb{E} \left[ \rho \int_t^T (1 + D_i(s)/C_i(s)) (1 + D_j(s)/C_j(s)) \sqrt{v_i(s) v_j(s)} ds \right]}{\mathbb{E} \left[ \int_t^T (1 + D_i(s)/C_i(s))^2 v_i(s) ds \cdot \int_t^T (1 + D_j(s)/C_j(s))^2 v_j(s) ds \right]}^{1/2} \cdot 1_{[\tau > T]} \cdot 1_{[\tau > T]}. \tag{16}
\]

Note that if the debt is zero in (16) and volatility is constant (or independent) then the conditional correlation \( \rho(t, T) = \rho \) as in the case of a lognormal processes. So there are two separate sources for this nonconstant correlation structure, the presence of debt and of a stochastic equity volatility. Figure 2 shows the conditional correlation at a given \( t \), as a function of \( T-t \) and the leverage. The parameters used in this simulation are given next: \( r = 0.03, \nu(0) = \nu_{\infty} = 0.0009, \sigma(0) = 0.03, \kappa = 1.5, \varepsilon_\nu = 0.025, \rho = 0.5, \) \( T-t \in [0.5, 5], D(t)/C(t) \in [0, 20] \).

These conditional correlations are computed conditioning on no default from either one of the underlyings. The correlation slightly decreases with time to maturity starting on the instantaneous correlation. The leverage has also an impact on the correlation as the higher the leverage the smaller the conditional correlation. This last observation does not contradict the notion that companies with high leverage have higher probabilities of defaulting (increased contagion effect) as we are computing the conditional correlations given no default. Note that volatilities were assumed uncorrelated, and based on simulations, they have little impact on the conditional correlation behavior, (17). The decreasing (in maturity time) conditional correlation on the equities together with the constant (and higher) conditional correlation of the assets implied by our model shows the importance for practitioners to know not only the equity values but also the true level of leverage of a company in order to assess the right dependence structure between the companies.

### 3. Calibrating the Model in the Multidimensional Case

What we observe on the market are time series for the value of a company, that is, its equity price, or in terms of the model,
the value of the barrier option. The option pricing formula (10) allows for a straightforward inverse to calculate the value of the company’s assets if its equity price and level of debt are known. In order to calibrate the model parameters \( \Theta_j = (\mu_j, \nu_{\infty,j}, \kappa_{\infty,j}, \epsilon_{\infty,j}) \) for two companies’ asset processes and the correlation parameter \( \rho \), we need to derive estimators.

The estimators to gain the parameters \( \Theta_j \) for the single processes are already shown in [1]. We also follow along these lines when deriving the estimator for the correlation parameter \( \rho \).

First, define \( Y_j = \log A_j \). Then, according to Itô’s Lemma,

\[
dY_j(t) = \left( \mu_j - \frac{\nu_j(t)}{2} \right) dt + \sqrt{\nu_j(t)} dZ_j(t). \tag{17}
\]

With the partition \( \{t_i\}_{i=1}^n \) of the time interval \([0, t]\) where \( t_i = i\Delta, \) and

\[
R_j(i) = \left( \mu_j - \frac{\nu_j(i)}{2} \right) \cdot \frac{1}{\sqrt{\Delta}} + \frac{1}{\sqrt{\Delta}} \int_{[t_{i-1}\Delta, t_i\Delta]} \sqrt{\nu_j(s)} dZ_j(s),
\]

\[
\nu_j(i) = \int_{[t_{i-1}\Delta, t_i\Delta]} \nu_j(s) \, ds,
\]

it holds that

\[
R_j(i) = \frac{Y_j(i\Delta) - Y_j((i - 1)\Delta)}{\sqrt{\Delta}}. \tag{18}
\]

**Proposition 3.** For the process \( R(i) \in \{R_1(i), R_2(i)\} \) with corresponding \( \nabla(i) \in \{\nabla_1(i), \nabla_2(i)\} \), defined by (19), there exist the following estimators:

\[
\frac{1}{n} \sum_{i=0}^{n-1} R(i+1) \xrightarrow{a.s.} \sqrt{\Delta} \mu - \frac{\sqrt{\Delta}}{2} E \left[ \nabla(1) \right],
\]

\[
\frac{1}{n-1} \sum_{i=0}^{n-2} R(i+1) R(i+2) \xrightarrow{a.s.} \Delta \mu^2 - \Delta \mu E \left[ \nabla(1) \right] + \frac{\Delta}{4} E \left[ \nabla^2(1) \right],
\]

\[
\frac{1}{n} \sum_{i=0}^{n-1} R^2(i+1) \xrightarrow{a.s.} \Delta \mu^2 - (\Delta \mu - 1) E \left[ \nabla(1) \right] + \frac{\Delta}{4} E \left[ \nabla^2(1) \right],
\]

\[
\frac{1}{n-1} \sum_{i=0}^{n-2} R^2(i+1) R(i+2) \xrightarrow{a.s.} \left( \Delta \mu^2 - (\Delta \mu - 1) E \left[ \nabla(1) \right] + \frac{\Delta}{4} E \left[ \nabla^2(1) \right] \right) \cdot \left( \sqrt{\Delta} \mu - \frac{\sqrt{\Delta}}{2} E \left[ \nabla(1) \right] \right),
\]

\[
\frac{1}{n} \sum_{i=0}^{n-1} R^4(i+1) \xrightarrow{a.s.} \Delta^2 \mu^4 + (6 \Delta \mu^2 - 2 \Delta^2 \mu^3) E \left[ \nabla(1) \right] + \left( \frac{3}{2} \Delta^2 \mu^2 - 6 \Delta \mu + 3 \right) E \left[ \nabla^2(1) \right]. \tag{20}
\]

Those estimators can be applied to each process separately. And for gaining the pairwise correlation parameter between any two processes 1 and 2, it holds that

\[
\frac{1}{n} \sum_{i=0}^{n-1} R_1(i+1) R_2(i+1) \xrightarrow{a.s.} \rho \cdot E \left[ \nabla_1^{1/2}(1) \right] E \left[ \nabla_2^{1/2}(1) \right] + \left( \sqrt{\Delta} \mu_1 - \frac{\sqrt{\Delta}}{2} E \left[ \nabla_1(1) \right] \right).
\]
\[
\left( \sqrt{\Delta \mu^2} - \sqrt{\Delta} E[V_2(1)] \right)
\]
\[
\text{for } \Delta \to 0,
\]
\[(21)\]

where

\[
E[V(1)] = V_\infty,
\]
\[
E[V^2(1)] = \cdots
\]

For \( \Delta \to 0 \), the asset process parameters hardly seem to have an effect on the quality of estimating the correlation parameter \( \hat{\rho} \).

In order to test the validity of the presented fitting method, a recovery test is conducted. For such a test, we assume a given set of parameters \( (\Theta_1, \Theta_2, \rho) \), simulate a set of time series according to the model described by (1) and (2), and calculate the equity time series applying the option pricing formula (10). These equity time series are the input for the fitting method which then yields the estimated parameters \( (\hat{\Theta}_1, \hat{\Theta}_2, \hat{\rho}) \). We do this for \( N = 10000 \) simulated time series and then compare the estimated parameter sets to the initial parameter set.

The test is set up as follows. We first assume the two asset processes to have the same parameters \( \Theta_1 = \Theta_2 = (\mu, V_\infty, \kappa, \epsilon_\nu) = (0.05, 0.01, 0.75, 0.1) := \Theta^{(1)} \) and choose the correlation parameter \( \rho \in \{-0.5, -0.25, 0.0, 0.25, 0.5, 0.75\} \).

For each \( \rho \) we then simulate \( N = 10000 \) correlated daily asset paths for both asset series over 100 years. Furthermore, we set the following parameters: \( D_1(0) = 4, D_2(0) = 4, \) and \( r = 0.03 \).

As we assume the equity process to start with \( C(0) = 1 \) w.l.o.g., this corresponds to a leverage ratio (defined as the ratio between debt and equity capital) of 4. The parameter which might be hardest to find is the time to maturity for the debt. However, we found that the sensitivity towards \( T \) is very small and does not influence the estimation compared to the other parameters substantially. Thus, we assumed that \( T = 5 \) which seems to be a fair proxy for the financing horizon of a company. However, the parameters \( (\Theta_1, \Theta_2, \rho) \) are not directly observable on the market and have to be estimated. It is important to mention that we only consider those time series which did not default over time; that is, for all simulated days \( i \in [1, n] \) the assets do not fall below the liabilities \( A(i) \geq D(i) \). This naturally already implies a "survivorship bias" in the results, which will also be discussed later on.

Table 1 summarizes the outcomes of this test. The upper half aggregates the estimators for the parameters \( \hat{\Theta}_1 \) and \( \hat{\Theta}_2 \) for all different correlation parameters; that is, these statistics are based on a sample size of 60,000. From top to bottom, the table gives information on the true parameters \( \mu, V_\infty, \kappa, \) and \( \epsilon_\nu \), the mean of the estimated parameters, and the parametric standard deviation. Further information on the parametric distribution is provided in the last three lines stating the 5% quantile, the median, and the 95% quantile. The fitted parameters are close to the initial parameters, yet there seems to be a deviation in a certain direction which, however, can be explained by the survivorship bias, as only those time series were calibrated which did not default. Thus, it comes as no surprise that the mean of the drift is slightly higher than the initial \( \mu \) because those time series with a lower drift are more likely to default. If we had assumed a lower leverage ratio this would, of course, have decreased the likelihood of defaults and thus the influence of the survivorship bias on the fitted parameters, but at the same time it would have created a less realistic test setting. The same obviously holds for the slight underestimation of the long-term variance \( V_\infty \); as higher variance increases the likelihood of a default. Though not that straight forward, the deviations for \( \kappa, \) can also be explained.

A higher \( \kappa \) means that the volatility of the variance is not as high as for a low mean-reversion speed and decreases the probability of extreme events caused by (momentarily) high variance, and thus the probability for defaults. Same as in [8], the parametric standard deviation indicates that the parameters \( \mu \) and \( V_\infty \) can be captured with a higher precision than \( \kappa \) and \( \epsilon_\nu \), which are describing the unobservable variance process and thus are harder to grasp.

The second part of the table presents the results for the different examined correlation parameters \( \rho \) and gives the same statistics as aforementioned. The outcomes for the correlation parameters are very satisfying. For each of the values for the initial correlation the means of the fitted parameters \( \hat{\rho} \) are very close to the true values, and at the same time the parametric standard deviation is quite low promising a high accuracy when capturing the correlation.

A second test is done in the same manner, but with different parameters for the asset processes. Table 2 presents the results of a test where the asset processes have been simulated with the initial parameters \( \Theta_1 = \Theta_2 = (\mu, V_\infty, \kappa, \epsilon_\nu) = (0.075, 0.04, 1.5, 0.25) := \Theta^{(2)} \). For this parameter set, the drift is higher than before, yet at the same time the variance is much higher, and so is the volatility of the variance process. Thus, comparing the results for \( \Theta \) of this table to the ones in Table 1, we can see that the "survivorship bias" effect is even more visible for the new set of initial parameters. This is the case, in particular, for the drift, as the drift of course has most influence on whether a company defaults or not. The correlation parameter \( \rho \) again could nicely be recovered. Comparing the statistics of fitted \( \hat{\rho} \) for the two different sets of initial asset process parameters, the asset process parameters hardly seem to have an effect on the quality of estimating the correlation parameter \( \hat{\rho} \).
Finally, we also want to examine whether it makes a difference for the estimation of the correlation parameter if the two asset processes are not the same (as for the previous two tests) but have different initial parameters. For this purpose, we simulated the asset time series of the first company with Θ(1) and the second with Θ(2). Table 3 gives the results for the estimated correlation parameters ̂ρ. The outcomes for the asset process parameters ̂Θ₁ and ̂Θ₂ are in line with the results in Tables 1 and 2. When examining these correlation parameters, we can reject the hypothesis that the estimation quality suffers if the two assets processes are simulated with two different parameter sets, this is due to the fact that the true parameter lies in the 95% confidence interval based on the estimator. The means are still very close to the true values, and the empirical distribution does not change when comparing the values of Table 3 to those of Tables 1 and 2.

### 4. Case Study: Fannie Mae and Freddie Mac

In this section, we are applying the two-dimensional stochastic volatility model to a real-world case examining the financial situation and the risks of Fannie Mae and Freddie Mac. The history of Fannie Mae has always been largely influenced by crises. In 1938, Fannie Mae was founded as part of President Roosevelt’s “New Deal” under the name “Federal National Mortgage Association.” Its purpose was to
Table 3: Recovering the parameters with different values for $\rho$.

| True parameter | $-0.5000$ | $-0.2500$ | $0.0000$ | $0.2500$ | $0.5000$ | $0.7500$ |
|----------------|-----------|-----------|----------|----------|----------|----------|
| Mean           | $-0.4945$ | $-0.2470$ | $0.0004$ | $0.2481$ | $0.4956$ | $0.7431$ |
| std.           | $0.0181$  | $0.0135$  | $0.0118$ | $0.0138$ | $0.0186$ | $0.0249$ |
| 5% quantile    | $-0.5243$ | $-0.2697$ | $-0.0196$ | $0.2261$ | $0.4674$ | $0.7046$ |
| Median         | $-0.4944$ | $-0.2467$ | $0.0006$ | $0.2476$ | $0.4951$ | $0.7424$ |
| 95 quantile    | $-0.4654$ | $-0.2251$ | $0.0199$ | $0.2716$ | $0.5271$ | $0.7854$ |

In order to study the situation of the two mortgage lenders, the input for the method presented in the previous sections is the time series of their equity, that is, their stock prices. Until 1999, their performance was characterized by a very low volatility and a positive drift. Since then, the volatility increased while the positive drift ceased, as shown in Figure 3. In mid-2007, the fatal decline began which destroyed approximately 70 billion dollars of the shareholders’ equity capital. In the following, we will compare the situation of both companies at two points in time: before the decline and shortly after the outbreak of the crisis. The data this study is based on are the six years from July 2001 until June 2007 in the first and July 2002 until June 2008 in the second part. As Fannie Mae and Freddie Mac have a similar business model and operate on the same market, it is standing to reason that the assets of both corporations, and thus also their stock price, do not develop independently from each other. The two-dimensional stochastic volatility model accounts for such a dependence structure by correlating the underlying asset processes.

The first point in time we analyze is July 2007 based on the stock performance between July 2001 and June 2007. Before estimating the parameters $(\Theta_1, \Theta_2, \rho)$, we need to assess the exogenous parameters. In order to get an appropriate risk-free rate, we take the average 5-year US treasury rate over the considered time horizon, corresponding to the maturity of 5 years which has been discussed earlier. From the daily data drawn from the webpage of the US Treasury, we get $r = 3.89\%$. The leverage ratio $D(0)$ is taken from the annual reports of Fannie Mae and Freddie Mac: $D_{FNM}(0) = 32.2$ and $D_{FRE}(0) = 26.6$.

The estimated parameters resulting from the fitting method are

$$
\text{Est. parameters for Fannie Mae:} \quad \hat{\mu} = 0.03703, \quad \hat{\nu}_{FNM} = 7.796, \quad \hat{\kappa}_v = 0.01314
$$

$$
\text{Est. parameters for Freddie Mac:} \quad \hat{\mu} = 0.03714, \quad \hat{\nu}_{FRE} = 7.151, \quad \hat{\kappa}_v = 0.02346
$$

The correlation parameter is $\rho = 0.7026$.

Comparing the parameters for the two companies indicates that the variance of Freddie Mac is higher than the variance of Fannie Mae, and Freddie Mac’s variance process has a higher volatility $\nu_{FRE}$ itself. At the same time, Freddie Mac also has a slightly higher expected return of 3.714% compared to 3.703%. It has to be mentioned that the long-term variances $\nu_{FNM}$ and $\nu_{FRE}$ seem to be very low, corresponding to asset price volatilities of 0.64% and 0.68%.
respectively. However, these values can be explained taking into account the model assumptions and the setting of this problem. The model has one important assumption which is that the debt is deterministic; that is, it has no stochastic component and does not allow for a volatility of the returns of the debt. Thus, only the volatility of the equity can influence the volatility of the assets and vice versa. And the higher the leverage ratio of the companies the smaller the influence of the volatility of the equity process on the volatility of the asset process. However, later on, we use the same model to gain equity processes again (by simulating asset processes) which then have similar characteristics as the original equity time series. The estimated correlation of the asset process of 0.7026 already is a strong indicator for the similarity of the business models of both mortgage lenders.

For examining the default risk, 10,000 paths (each) are simulated daily over 100 years for Fannie Mae and Freddie Mac. The simulation of the time series starts in July 2007. For assessing the time of default the assets are compared to the debt. If the value of the debt exceeds the value of the assets the company defaults. The events of default are visualized in Figure 4. The bars show in how many of the 10,000 simulated paths the companies default in one particular year. In all cases, both companies survive the first year (i.e., from July 2007 until June 2008). In the second year, Fannie Mae would have to declare insolvency in 52 cases and Freddie Mac in 12. In only 15 cases Fannie Mae survives over the simulated 100 years. Freddie Mac survives 100 years in 53 scenarios (those are the last two bars in Figure 4). The graph shows that Fannie Mae faces a higher default risk than Freddie Mac. The probability of default is higher for Fannie Mae in the first years. The peak when most time series default is also different. The maximum number (674) of Fannie Mae defaults occurs in year 6, and the peak for Freddie Mac is two years later with 480 defaults in year 8. Considering the total number of simulated time series of 10,000 for each corporation, these numbers can also be regarded as probabilities. For example, the probability to default within the first five years corresponds to the sum of the defaults assigned to the first five bars. For Fannie Mae, this probability equals 12.97%, and for Freddie Mac it is 5.61%. This corresponds to the probability of a default between July 2007 and June 2012. Figure 5 displays the probabilities to survive a respective number of years which is plotted on the x-axis. In general, it can be stated that the default probability is higher for Fannie Mae than for Freddie Mac, which is also due to the higher leverage of Fannie Mae—despite Freddie Mac having a higher volatility as discussed earlier. It is, furthermore, interesting to observe that in almost no case the companies are likely to survive in the long run (as opposed to, e.g., estimated for Merrill Lynch in [1] to survive 100 years with a probability of 41%).

We can also find evidence for the dependence structure in the simulated paths. Assuming that the events of a default occurred independently, the probability that both companies default would be equal to the product of the probabilities that each company defaults

\[ Q(DF_t (FNM, FRE)) = Q(DF_t (FNM)) \cdot Q(DF_t (FRE)), \]

where\(Q(DF_t (FNM))\) denotes the probability that Fannie Mae has defaulted until \(t\). The event of a default can occur any time before \(t\). \(Q(DF_t (FRE))\) and \(Q(DF_t (FNM, FRE))\) denote the default probabilities for Freddie Mac and both companies, respectively.

For example, when considering \(t = 5\) (years), the probabilities for a default of Fannie Mae and Freddie Mac are the following:

\[ Q(DF_5 (FNM)) = 12.97\%, \]

\[ Q(DF_5 (FRE)) = 5.61\%, \]

and the probability that both companies default until \(t = 5\) is

\[ Q(DF_5 (FNM, FRE)) = 3.03\%. \]

However, according to (4), the joint probability is \(Q(DF_5 (FNM)) \cdot Q(DF_5 (FRE)) = 0.73\%\) which is distinctly
lower than the actual 3.03%, hinting at a high correlation between the defaults of the two mortgage banks. In other words, defaults are more likely to occur together. This allows to calculate so-called conditional probabilities. For example,

\[ Q(DF_2 | DF_1(FNM)) = Q(DF_2(FNM)) \cdot Q(DF_1(FRE) | DF_1(FNM)), \]

(27)

where \(Q(DF_2(FRE) | DF_1(FNM))\) denotes the probability that Freddie Mac defaults within the first five years under the condition that Fannie Mae also defaults within the first five years. Applying (27), the following two conditional probabilities can be calculated:

\[ Q(DF_5(FNM) | DF_5(FRE)) = 54.01\%, \]
\[ Q(DF_5(FRE) | DF_5(FNM)) = 23.36\%. \]

(28)

In other words, the probability of default for Fannie Mae in the first five years under the condition that Freddie Mac defaults is 54.01%, as well as 23.36% for Freddie Mac given that Fannie Mae defaults. These probabilities are approximately four times as high as the unconditional probabilities of 12.97% and 5.61%, respectively, which would be observable if the events of default occurred independently.

Considering the simulated time series, in 6,698 out of the 10,000 cases, Fannie Mae has been the first company to default; in 3,287 cases Freddie Mac went bankrupt first. In 2 cases, neither of the two companies defaulted, and in 13 cases both of them defaulted exactly the same day. The dependence structure becomes also visible when we look at Figure 6. Figure 6 plots the difference between the first and second defaults. For example, the graph shows that the probability that the defaults of both mortgage banks take place within 365 days amounting to 15.63%. In other words, with a probability of 15.63% the second company defaults no later than one year after the first company has defaulted. However, note that there is a bias in that graph because only 100 years are simulated.

Yet, the number of cases where one company does not default over the considered 100 years is very small. So far, the study concentrated on the condition of Fannie Mae and Freddie Mac right before the outbreak of the crisis analyzing their situation in July 2007. The following question arises: how the default probability and the situation of both mortgage banks changed before they were placed into federal conservatorship (summer of 2008). The data of July 2002 until June 2008 is used to examine Fannie Mae and Freddie Mac and their default risks starting on July, 2008. The risk-free rate \( r \) is 3.77% and their debt ratios changed to \( DF_{FNM}(0) = 28.1 \) and \( DF_{FRE}(0) = 26.7 \).

The correlation parameter is \( \rho = 0.9476 \).

Comparing these parameters to the previous ones, they first of all differ in the drift which has decreased for both companies (by more than the risk-free rate has decreased). The long-term variance has increased, in particular for Freddie Mac, which results in higher risk for the asset time series to fall below the debt, and therefore the risk for the company to default. Furthermore, the correlation between the Wiener processes of the assets has significantly increased from 0.7026 to 0.9476.

As before, 10,000 pairs of time series are simulated with those parameters over a time horizon of 100 years. Figure 7 visualizes the distribution of the time of default of Fannie Mae and Freddie Mac. What can be noticed at first sight is the fact that Fannie Mae and Freddie Mac default much earlier than before. Furthermore, now Freddie Mac seems to default earlier than Fannie Mae which is due to the lower drift and a higher variance compared to Fannie Mae and the fact that, furthermore, the difference of their leverage
ratios is not as large as before. Now, in 2,917 of the 10,000 simulated cases, Fannie Mae defaults before Freddie Mac. In 6,995 cases, Freddie Mac is the first to default. In none of the cases, both companies survive 100 years, and in 88 cases, they default exactly the same day. Figure 8 examines the difference between the times when they default. With a probability of 36.47%, both companies default in the same year; that is, the second company defaults no later than 365 days after the first company has gone bankrupt.

Figure 9 compares the survival probabilities of Fannie Mae and Freddie Mac for the two examined time periods, starting in July 2007 and July 2008. The graph truly speaks for itself. Whereas the probability to survive the next five years has been 87.03% for Fannie Mae and 94.39% for Freddie Mac in July 2007, this probability decreases to 80.97% and 65.27%, respectively. This corresponds to probabilities to default within the first five years of

\[ Q(DF_5 (FNM)) = 19.03\%, \]
\[ Q(DF_5 (FRE)) = 34.73\%. \]  

As the joint probability for both mortgage banks to default is

\[ Q(DF_5 (FNM, FRE)) = 16.25\%, \]  

the conditional probabilities are

\[ Q(DF_5 (FNM) \mid DF_5 (FRE)) = 46.79\%, \]
\[ Q(DF_5 (FRE) \mid DF_5 (FNM)) = 85.39\%. \]  

These conditional probabilities exemplify the even increased dependence of the events of default of Fannie Mae and Freddie Mac.

5. Conclusion

In this paper, we extended the structural credit model under stochastic volatility in [1] to a multi-dimensional model. We allow the underlying asset processes of the companies to develop with a correlation to incorporate dependence structures among them. This joint model allows for many of the stylized facts known in the literature for equity series like stochastic volatility and leverage effect. In addition to the estimators with the help of which we can gain the parameters for the single processes, we derived an estimator for the correlation parameter. In a recovery test, this estimator proved to capture the real correlation with high precision. With the help of the presented model, the situation of the two mortgage banks Fannie Mae and Freddie Mac was scrutinized. Their default risk was examined at two points in time: mid-2007 and mid 2008. It showed that the already severe situation of Fannie Mae and Freddie Mac before the crisis is compared to the situation in July 2008, when a near end of the two GSEs was already foreseeable, considering the dramatic increase in the default probabilities. For example, their probabilities to survive the next five years decreased from 87.03% to 80.95% for Fannie Mae and from 94.39% to 65.27% for Freddie Mac. What can also be observed from the case of Fannie Mae and Freddie Mac is that the events of a default are more likely to coincide than to occur independently, which goes in line with the positive correlation of their asset processes. Also the correlation increases between 2007 and 2008 from 0.70 to 0.95. The probability for one company to default given that the other one also goes bankrupt is severely higher than under the assumption of independence. For example, the unconditional probabilities for Fannie Mae and Freddie Mac in July 2008 to default within the next five years amounted to 19.03% and 34.73%. Given that one company defaults, the other would default with a higher probability of 46.79% (Fannie Mae) or 85.39% (Freddie Mac). This confirms the importance of considering dependence structures when evaluating default probabilities of a portfolio.
Appendix

A. Proofs

A.1. Proof of Proposition 1. Note that in the theorem and in the proof, \( \nu_X \) denotes the variance of the process \( X(t) \) and \( \sigma_X \) its respective standard deviation. \( \nu(t) \) without index denotes, as defined, the variance of the asset process \( A(t) \). Accordingly, \( \mu_X \) denotes the drift term with respect to \( X \). In the following, we always assume that no default has occurred, that is, that \( 1_{\{\tau > t\}} = 1 \). We first derive the dynamics of \( \ln(C(t)) \) applying Itô Calculus as

\[
d \ln(C(t)) = \mu_{nc} \, dt + \sqrt{\nu(t)} \, g(t) \, dZ(t). \tag{A.1}
\]

Thus, we have

\[
\langle d \ln(C(t)) \rangle = \nu_{lnC(t)} \cdot 1_{\{\tau > t\}} \quad \text{with} \quad \nu_{lnC(t)} = \nu(t) \cdot g(t),
\]

\[
\langle d \ln(C_i(t)), d \ln(C_j(t)) \rangle = \sqrt{\nu_i(t)} \, \nu_j(t) \, g_i(t) \, g_j(t) \cdot 1_{\{\tau > t\}} \cdot 1_{\{\tau > t\}} \cdot \rho \, dt. \tag{A.2}
\]

The product rule gives us the dynamics of \( \nu_{lnC(t)} \) as

\[
d\nu_{lnC(t)} = \mu_{nc} \, dt - 2 \nu^{3/2}(t) \, g(t) \cdot \frac{D(t)}{C(t)} \, dZ(t)
\]

\[
+ \varepsilon_\nu \sqrt{\nu(t)} \, g(t) \, dZ'(t). \tag{A.3}
\]

For the correlation we need \( \langle d \ln(C(t)) \rangle \langle d \nu_{lnC(t)} \rangle \) and \( \sqrt{\langle d \ln(C(t)) \rangle \langle d \nu_{lnC(t)} \rangle} \) which together give us the result

\[
\frac{\langle d \ln(C(t)) \rangle \langle d \nu_{lnC(t)} \rangle}{\sqrt{\langle d \ln(C(t)) \rangle \langle d \nu_{lnC(t)} \rangle}} = - \frac{2 \nu^{3/2}(t) \cdot (D(t)/C(t)) \cdot \varepsilon_\nu}{\sqrt{4 \nu^2(t) \cdot (D(t)/C(t))^2 + \varepsilon_\nu^2}}. \tag{A.4}
\]

This result can also be written as

\[
- \frac{\nu(t)}{\sqrt{\nu^2(t) + ((1/2) \varepsilon_\nu \cdot (C(t)/D(t)))^2}}. \tag{A.5}
\]

A.2. Proof of Proposition 3. The estimators expressed in (20) have already been proved in [1]. Similarly, we can also apply the limit theorem which is stated in [1] here as

\[
\frac{1}{n} \sum_{i=0}^{n-1} R_1(i+1) R_2(i+1) \quad \xrightarrow{a.s.} \quad E[R_1(1)R_2(1)]. \tag{A.6}
\]

Now, the expected value is calculated as

\[
E[R_1(1)R_2(1)]
\]

\[
= E\left[ E \left[ R_1(1) R_2(1) \mid (\overline{V}_1, \overline{V}_2) \right] \right]
\]

\[
= E \left[ \text{Cov} \left( R_1(1), R_2(1) \mid (\overline{V}_1, \overline{V}_2) \right) \right]
\]

\[
+ E \left[ R_1(1) \mid \overline{V}_1 \right] \cdot E \left[ R_2(1) \mid \overline{V}_2 \right]
\]

\[
= E \left[ \rho \sqrt{\overline{V}_1} \cdot \overline{V}_2 + \left( \sqrt{\Delta \mu_1 - 1} \cdot \frac{1}{2} \sqrt{\Delta V_1} \right) \right]
\]

\[
\times \left( \sqrt{\Delta \mu_2 - 1} \cdot \frac{1}{2} \sqrt{\Delta V_2} \right) \tag{A.7}
\]

\[
= \rho \cdot E \left[ \overline{V}_1^{1/2} \right] \cdot E \left[ \overline{V}_2^{1/2} \right]
\]

\[
+ \left( \frac{\sqrt{\Delta \mu_1} - \frac{\sqrt{\Delta}}{2} \cdot E \left[ \overline{V}_1 \right] \right)
\]

\[
\cdot \left( \frac{\sqrt{\Delta \mu_2} - \frac{\sqrt{\Delta}}{2} \cdot E \left[ \overline{V}_2 \right] \right)
\]

(by Cauchy-Schwarz Inequality we have \( \leq \) but for small \( \Delta \) it works well as an approximation). Therefore, (21) holds.

From [12] the stationary distribution of the variance \( \nu \) is known to be a Gamma distribution with parameters \( 2 \nu_\nu \kappa_\nu / \epsilon_\nu^2 \) and \( 2 \kappa_\nu / \epsilon_\nu^2 \). Furthermore, the moment of order \( p \) of the stationary distribution is according to [12] as

\[
m(p) = \frac{\Gamma \left( \frac{2 \nu_\nu \kappa_\nu / \epsilon_\nu^2 + p}{2 \kappa_\nu / \epsilon_\nu} \right)}{\Gamma \left( \frac{2 \nu_\nu \kappa_\nu / \epsilon_\nu^2}{2 \kappa_\nu / \epsilon_\nu} \right)} \cdot \frac{\epsilon_\nu}{\sqrt{2 \kappa_\nu}}. \tag{A.8}
\]

Assuming that \( \Delta \to 0 \) and applying Appendix A.2 with \( p = 1/2 \) gives

\[
E \left[ \overline{V}_1^{1/2} \right] \Delta \to 0 \quad \frac{\Gamma \left( \frac{2 \nu_\nu \kappa_\nu / \epsilon_\nu^2 + 0.5}{2 \kappa_\nu / \epsilon_\nu} \right)}{\Gamma \left( \frac{2 \nu_\nu \kappa_\nu / \epsilon_\nu^2}{2 \kappa_\nu / \epsilon_\nu} \right)} \cdot \frac{\epsilon_\nu}{\sqrt{2 \kappa_\nu}}. \tag{A.9}
\]
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