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**Abstract**—Visual place recognition (VPR) is a key issue for robotics and autonomous systems. For the trade-off between time and performance, most of methods use the coarse-to-fine hierarchical architecture, which consists of retrieving top-N candidates using global features, and re-ranking top-N with local features. However, since the two types of features are usually processed independently, re-ranking may harm global retrieval, termed re-ranking confusion. Moreover, re-ranking is limited by global retrieval. In this paper, we propose a tightly coupled learning (TCL) strategy to train triplet models. Different from original triplet learning (OTL) strategy, it combines global and local descriptors for joint optimization. In addition, a bidirectional search dynamic time warping (BS-DTW) algorithm is also proposed to mine locally spatial information tailored to VPR in re-ranking. The experimental results on public benchmarks show that the models using TCL outperform the models using OTL, and TCL can be used as a general strategy to improve performance for weakly supervised ranking tasks. Further, our lightweight unified model is better than several state-of-the-art methods and has over an order of magnitude of computational efficiency to meet the real-time requirements of robots.
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**I. INTRODUCTION**

To quickly and accurately recognize the location of a given image (i.e. for a robot), a task called visual place recognition (VPR), is essential for full simultaneous localization and mapping (SLAM) systems. However, VPR still faces key issues: 1) Appearance, illumination and viewpoint of a place may vary greatly over time. 2) Different locations may look similar, called perceptual aliasing [1].

VPR is typically regarded as an image retrieval task [2], which searches for the most similar image to the query in a geo-tagged database. The common way to represent a single image is to use local or global descriptors. Local descriptors [3]–[6] are generated separately for key-points (or regions), and then are used for cross matching [7]. Global descriptor-based methods [9], [10] transform an image into a compact vector. Local descriptors are viewpoint invariant, but encoding and matching require a lot of computational memory and time. Conversely, global descriptors are compact and appearance invariant but suffer from viewpoint changes.

Considering the complementary advantages of local and global descriptors, a widely used architecture is to rank the database by global features, and then re-rank the top candidates using local features, as shown in Fig. 1. Many studies proved that re-ranking could improve the performance [2], [8], [11], [12]. For example, Patch-NetVLAD [12] derived patch-features from global features for local matching. However, the fact is that the improvement of re-ranking is limited by global retrieval results, and bad re-ranking may harm ranking results, called re-ranking confusion. This is mainly because the original triplet learning (OTL) strategy separates global and local descriptors, even in a holistic system.

The goal of this paper is to tightly couple global and local descriptors so that they can reinforce each other to improve the global perception capability and enrich the local details, and improve their consistency. To achieve this goal, we make the following contributions: 1) From the perspective of coupling them in the learning process, we propose a tightly coupled learning (TCL) strategy of triplet networks, and present the re-ranking loss and adapted ranking loss for weakly unsupervised scenario to achieve joint optimization. 2) We deploy TCL on different backbones to train lightweight unified models that combine superior performance with improved computational efficiency, which are also suitable for real-time scenarios. 3) To improve the accuracy of re-ranking, we propose bidirectional search dynamic time warping (BS-DTW) algorithm, with the
reasonable path assumptions, to mine more spatial information designed for VPR.

We evaluate the effectiveness of our model and compare with several state-of-the-art methods on well-known datasets (i.e. Mapillary Street Level Sequences (MSLS), Pittsburgh, Nordland and Gardens Point Walking (GPW) [14–17]). Ours outperforms speed-focused Patch-NetVLAD and the global feature-based methods across all test sets. Ours performance is better than best-performing Patch-NetVLAD and DELG-local in some datasets while worse in others, but our computational cost is lower (at least 200 times faster). We also carry out experiments to prove our model is suitable for real-time scenarios, New College [18] and City Centre [19]. Furthermore, ablation studies are carried out to showcase the effectiveness of TCL and BS-DTW, particularly the potential of TCL to provide more powerful representations that are tailored to the ranking tasks.

II. RELATED WORK

Global Descriptors. Global descriptors can provide a compact representation by aggregating local descriptors or directly processing the whole image. BoW [20], Fisher Vectors [21], and VLAD [22] have been used to aggregate hand-crafted local features through a visual codebook, and then have been incorporated into CNN-based architectures [10]. Other CNN-based works mainly focused on designing specific pooling layers on top of convolutional trunks [23], [24]. There have also been some methods using graph-based strategies [25], [26] to combine semantic and geometric information.

Local Descriptors. The hand-crafted local features such as SIFT [3], SURF [4] and ORB [5], and more recent CNN-based features including SuperPoint [27] and D2Net [28], have been extensively used in VPR and SLAM systems [2], [12], [19], [29], [30]. In addition to local aggregation to obtain global image descriptors, local descriptors are often used to re-rank initial candidates produced by a global approach through cross-matching between image pairs [7], [8], [31]. Distinct from existing methods, we propose TCL to combine global and local descriptors in learning process to achieve their additional joint optimization. Most related to our BS-DTW, a non-learning re-ranking algorithm, STA-VPR [8] proposed an adaptive DTW algorithm to align local features from the spatial domain. However, the assumptions about start and end points are not reasonable enough for VPR.

III. PROPOSED METHOD

As illustrated in Fig. 2, global and local features are extracted from the unified backbone. TCL strategy makes improvements in tuples mining strategy and loss function definition (Sec. III-B). Triplet tuples are selected for the next step of training through the global-local matcher, and adapted ranking loss and additional re-ranking loss are introduced for joint optimization. In Sec. III-C a bidirectional search DTW algorithm is designed for image spatial alignment in re-ranking to provide the local distance.

A. Place Representation

This section introduces the feature extractor and some symbols used in the subsequent description. As illustrated in Fig. 2 global and local features are extracted from a unified model by adding specific pooling layers on a lightweight backbone. The unified model further reduces calculation time and requires no additional or learned local feature extractor.

Backbone Network. Considering that cascaded self-attention modules in vision transformer (ViT) can capture long-distance feature dependencies, lightweight pretrained ViT models [22] are used as backbones. They are used to compare with SOTA methods and illustrate the effectiveness and portability of the TCL strategy in ablation studies.

Pooling Layer. Given an image \( I \), the output consists of \( M+1 \) vectors corresponding to \( M \) input patches and a [class] token. Following the spirit of ViT [33], we view normalized [class] as a global descriptor, \( G(I) \).

Reshaping the feature map as a \( CHW \)-dimensional (channel by height by width) tensor, we split it vertically into \( N \) separate matrices and apply Generalized Mean (GeM) pooling on each matrix. In this way, an image can be represented as a sequence of \( C \)-dimensional normalized local features, \( \{L_1(I), ..., L_k(I), ..., L_N(I)\} \).

Distances. Global distance is denoted as \( d_G \) and used for ranking. Local distance is denoted as \( d_L \) and used for re-ranking, with details in Sec. III-C.

B. Tightly Coupled Learning Strategy

This section introduces the improvements of TCL strategy from two aspects: mining training tuples that are more effective for training speed and model performance, and defining additional loss function.

Training Tuples Mining Strategy. For Google Street View data, each query image \( q \) have a set of potential positives \( \{p_i^q\} \) and a set of definite negatives \( \{n_j^q\} \). The potential positives mean that there is at least one positive image that’s co-visible with \( q \), but it’s not clear which one it is. To address this problem in the training process, previous mining strategy [10] chose the best matching positive image for each \( q \), \( \{p_i^q\}, \{n_j^q\} \) as

\[
p_i^q = \arg\min_{p_i} d_G(q, p_i),
\]

where \( d_G \) is the global distance in the current learning phase, \( d_G(q, p) = ||G(q) - G(p)|| \).

In order to address the separation of global and local descriptors in learning, we present the global-local matcher in our strategy. As shown in Fig. 3 it chooses the best matching
positive image $p^i(\ast)$ in two steps, different from $p^q_j$ above. First, global features are used to select top-$T$ nearest images $\{p^q_{\ast}\}_T$ from potential positives as Eq. (1). Second, local feature-based algorithm is used to re-rank them and obtain top-1 as

$$p^q(\ast) = \arg\min_{p^q_i} d_L(q, \{p^q_{\ast}\}_T).$$

Subsequently, negatives of hard and semi-hard, $J_q$, are chosen by global matcher, which satisfy

$$d_G(q, p^q(\ast)) + m > d_G(q, n^q_j), \quad j \in J_q,$$

where $m$ is a constant parameter giving the margin. Note that we first randomly select a subset of negative samples and then rank them only using global features. This is because after measuring the spent time and the gained performance, we find it’s not worth re-ranking negative samples. In other words, the main difference from other strategies lies in the selection of positives.

Adapted Weakly Supervised Ranking Loss. In [10], triplet ranking loss for $(q, \{p^q_{\ast}\}, \{n^q_j\})$ is defined as

$$L_q = \sum_{j \in J_q} h \left( \min_i d_G(q, p^q_i) + m - d_G(q, n^q_j) \right),$$

and we adapt Eq. (4) to our strategy as

$$L_q = \sum_{j \in J_q} h \left( d_G(q, p^q(\ast)) + m - d_G(q, n^q_j) \right),$$

where $h$ is the hinge loss: $h(x) = \max(x, 0)$ and $p^q(\ast)$ is chosen by global-local matcher in Fig. 3.

Weakly Supervised Re-Ranking Loss. To strengthen the coupling between the ranking and re-ranking in learning, an additional loss is defined to constrain optimization space, namely weakly supervised re-ranking loss, as shown below:

$$L_r = \sum_{j \in J_q} h \left( d_L(q, p^q(\ast)) - d_L(q, n^q_j) \right).$$

This loss is proposed from the point of view of recall in testing to improve the accuracy of re-ranking, so only hard negatives for local distance obtain non-zero losses. It is worth noting that the negative samples in Eq. (6) are still from Eq. (3), which ensures the consistency with the hierarchical retrieval structure Fig. 1.

Finally, the total loss is

$$L = w_2 L_g + w_1 L_r,$$

where $w_2$ and $w_1$ are weights. $L_1$ accelerates the learning process, and makes the parameter space constrained to simultaneously pull out the global and local distances between positives and negatives, thus improving their consistency. We believe that joint optimization leads to better features that are tailored to the ranking tasks.

C. Re-Ranking via BS-DTW

In order to mine spatial alignment information in cross-matching, DTW algorithm has been applied [8]. In this section, we present bidirectional search DTW (BS-DTW) algorithm, which is designed for local features alignment in image retrieval. It can yield alignment paths and local distances $d_L$ between image pairs.

As illustrated in Fig. 2, each image is represented as a sequence of $N$ local features ($N = 7$ in this paper) in the horizontal dimension, as in STA-VPR [8]. As mentioned in Sec. III-A, the distance matrix $D_{NN}$ can be established by the distances between pairwise features in two sequences and an optimal path can be obtained:

$$P = \{p_1, p_2, \ldots, p_k, \ldots, p_K\},$$

where $N < K < 2N-1$ and the path $P$ represents the alignment between two images, $Q$ and $R$.

The path needs to satisfy three characteristics: boundary, continuity and monotonicity. The presentation of the real world in different images satisfies the homogeneity, so it is easy to understand that monotonicity and continuity are satisfied in image spatial alignment.
We focus on analyzing the boundary constraint in spatial alignment. Previous DTW algorithms require exact start and end points, e.g., \( p_1 = (1,1) \) and \( p_K = (N,N) \) in [8]. However, through analyzing the matched images from the perspective of co-vision, we find that some segmentation in an image contains something that does not exist in another image.

To alleviate such a limitation, we design a loose boundary constraint for VPR: at least one element in \( \{Q1, R1\} \) must have corresponding contents in another image (the same is true for \( \{Q7, R7\} \)), called “edge-touching principle”. The three constraints can be expressed mathematically as follows:

- **Boundary:** The start point \( p_1 \) is on the leftmost column or uppermost row, that is, \( p_1 = (1, I_1) \) or \( (I_1, 1) \), where \( I_1, J_1 \in [1,N] \). Similarly, the end point \( p_K = (N, J_N) \) or \( (I_N, N) \), where \( I_N \in [I_1,J_1] \) and \( J_N \in [J_1,N] \).
- **Continuity:** If \( p_k = (i,j) \) and \( p_{k+1} = (i',j') \), then \( i' \leq i+1 \) and \( j' \leq j +1 \).
- **Monotonicity:** If \( p_k = (i,j) \) and \( p_{k+1} = (i',j') \), then \( i \leq i' \) and \( j \leq j' \).

Without the need for exact start and end points, BS-DTW more reasonably assumes that the path needs to contain the position with the highest local similarity, theoretically corresponding to the minimum value in \( D_{NN} \). The computation is summarized as follows:

1. Given \( D_{NN} \) between two images, find the minimum value and the corresponding index \((i^*,j^*)\). To reduce the risk of extreme incorrect selection, we add additional judgement that more than two of 8-neighborhood are included. For every \( p_i \), the optimal path to \((i^*,j^*)\) and the normalized distance are obtained by Eq. (9) and (10).

2. Taking \( P_{ul} \) as an example, potential start point satisfies \( p'_i \in S_1 \), where \( S_1 = \{(1,j),(i,1)\} \) and \( i \in [1,i^*], j \in [1,j^*] \). For every \( p'_i \), the optimal path to \((i^*,j^*)\) and the normalized distance are obtained by Eq. (9) and (10).

3. Select the point with the shortest normalized distance in \( S_1 \) as the start point \( p_1 \) in \( P \).

4. Repeat step 2-3) for \( P_{lr} \) and obtain the end point \( p_K \), and path \( P \) is shown in Fig. 4(d).

5. Compute the normalized distance of \( P \) as the local distance, \( d_L \).

Note that the above distance is calculated by the standard DTW methods [34], and the distance \( s_{i,j} \) of the optimal path from \((1,1)\) to \((i,j)\) is shown in this formula, referring to the expression of Eq.(3) in [8]:

\[
s_{i,j} = \min\left(\begin{array}{l}
s_{i+1,j} + d_{i,j} \\
\min\left\{ s_{i,j-1} + d_{i,j} \right\}
\end{array}\right)
\]

where \( d_{i,j} \) is the Euclidean distance between local features, \( L_i(Q) \) and \( L_j(R) \). The normalized local distance between two images is

\[
d_L = \frac{S_{NN}}{l_P},
\]

where \( l_P \) is the length of the optimal path. In our algorithm, the loose boundary constraints make the top-left and bottom-right vertices not mandatory to be included in the path, which is more in line with the practical situations.

**IV. EXPERIMENTS**

In this section we first describe the datasets and evaluation metrics, and details about our implementation. We then evaluate TCL strategy and BS-DTW via detailed ablation studies, and compare our trained lightweight unified model with state-of-the-art place recognition methods. Finally, we show the results of our model in real-time SLAM scenarios.

**A. Datasets and Evaluation**

We test models on several benchmark datasets and one synthetic dataset, using their recommended configuration and public partition of validation/test sets. A summary of datasets is shown in Table 1. Here we introduce the usage of datasets to facilitate an informed assessment of the results.

**Mapillary Street Level Sequences (MSLS)** [14] contains over 1.6 million images recorded in urban and suburban areas over 7 years. We evaluate models on the validation set. **Pittsburgh (Pitts30k)** [15] contains 30k database images and 24k queries, which are geographically divided into train/validation/test sets [10]. We evaluate models on the test set. **Nordland** [35] is divided into train and test set [16], and down-sampled images (224x224) of test set in summer (reference) and winter (query) are used. **Synth-Nord** is synthesized by cropping the right 30% of databases and the left 10% of queries as [8]. **Gardens Point Walking (GPW)** [17] captures two traverses during the
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Recall (\%) finetune model, how to finetune, and whether to add re-ranking

C. Ablation Studies

w are close, negatives. Considering that global distances and local distances hardest negatives are chosen from 1000 randomly sampled T within 10 meters, and definite negatives mean images further the top-10 and top-100 images are respectively re-ranked in training on MSLS with two cards. The finetuned model with weight decay of 0°

\[ t \text{immm library} \]

unified models. The pre-trained weights on ImageNet \[36\] are transformer-based models as backbones to build lightweight ping, and then randomly cropped to \((256 \times 224)\) following the standard data augmentation methods, each image is resized to \((256, 256)\) with random horizontal flipping, and then randomly cropped to \((224, 224)\). We use two transformer-based models as backbones to build lightweight unified models. The pre-trained weights on ImageNet \[36\] are from the public implementation\[1\] of DeiT \[32\] built on the timm library\[2\]. Our models are finetuned with triplet network using single parameter configuration with the margin \(m = 0.1\) and Adam optimizer using a learning rate of 0.000005, a weight decay of 0.0001 and a batch size of 2. All experiments are run on an NVIDIA GeForce RTX 2080 Ti, except for training on MSLS with two cards. The finetuned model with the best recall@5 on the val set is used to test datasets, and the top-10 and top-100 images are respectively re-ranked in our experiments, termed -R10 and -R100.

For Sec. III-B potential positives mean the database images within 10 meters, and definite negatives mean images further away than 25 meters. \(T = 5\) in global-local matcher and 10 hardest negatives are chosen from 1000 randomly sampled negatives. Considering that global distances and local distances are close, \(w_g = w_l = 0.5\).
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Learning strategy. From three perspectives of whether to finetune model, how to finetune, and whether to add re-ranking

as backend in testing, we design ablated variants of weakly supervised strategies on two base architectures:

- NL: No learning strategy.
- OTL: Original triplet learning strategy \[10\].
- OTL-R: OTL with Re-Ranking.
- TCL: Tightly coupled learning strategy (ours).
- TCL-R: TCL with Re-Ranking.

Table II shows the comparison results with above variations in terms of training and testing performance. TCL reduces the training time by a relative 75% over OTL. That is because our learning strategy focuses on selecting more accurate positives during weakly supervised training, and then gradients will be in a more accurate direction to accelerate the convergence with less epochs. Note that the training of TCL-R is same as TCL.

The following numeric analysis on performance are based on R@1 – generally applicable to R@5 and R@10. The percentage of Recall is plotted for different values of N in Fig. 5 DeiT-S trained on Pitts30k performs a little better than DeiT-B, while DeiT-B trained on MSLS is better. That’s because the model representation ability should match the size of training dataset to achieve the model generalization ability. The performance of ranking and re-ranking increases significantly on Pitts30k and GPW, while on Nordland is not obvious. This shows that our strategy has more advantages in datasets with viewpoint changes.

Through analyzing the data, we can draw the following conclusions. First, TCL provides more powerful global image representation than OTL for ranking task, thus raising the upper limit of final performance. Second, the gap between TCL to TCL-R and OTL to OTL-R shows that TCL also improves the perception ability of local features and alleviates re-ranking confusion. Last, since the above two points are both valid on different backbones, TCL can be used as a general strategy for weakly supervised ranking tasks.

Re-Ranking Method. We conduct experiments to compare BS-DTW with adaptive DTW of STA-VPR \[8\]. Extended on the same backbone (DeiT-B/S), the two methods are used as a stand-alone spatial alignment backend, differing only in the way of re-ranking. The results of using adaptive DTW of STA-VPR are shown as OTL-R† in Table II. The results show that our algorithm results in better re-ranking performance (average relative increase of 80%), especially on Pitts30k and GPW which have viewpoint changes. This indicates that BS-DTW yields a more accurate alignment path when there is a large viewpoint change. It’s worth noting again that the limited improvement of re-ranking is due to the confusion.

day and night. The day-left (query) and night-right (reference) traverses are used. City Centre \[19\] and New College \[18\] are used for testing real-time SLAM in Sec. IV-B.

Evaluation Metrics. We evaluate the recognition performance mainly based on Recall@N, whereby query is regarded to be correctly localized if at least one of the top N retrieved database images is within the ground truth tolerance. In addition, we evaluate the performance of SLAM by precision-recall scores. Follow the recommended evaluation of datasets, ground truth matches are obtained by given binary matrix from authors for New College \[18\] and City Centre \[19\], 25m translation error for Pitts30k \[18\], \[12\], 25m translation and 40° orientation error for MSLS \[14\], and 5 closest corresponding frames (i.e. ±2) for two-path-form datasets, i.e. Nordland \[16\] and GPW \[17\].
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Through analyzing the data, we can draw the following conclusions. First, TCL provides more powerful global image representation than OTL for ranking task, thus raising the upper limit of final performance. Second, the gap between TCL to TCL-R and OTL to OTL-R shows that TCL also improves the perception ability of local features and alleviates re-ranking confusion. Last, since the above two points are both valid on different backbones, TCL can be used as a general strategy for weakly supervised ranking tasks.
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Fig. 5: Comparisons of DeiT-S on the Pitts30k-test dataset. We show the Recall@N performance of TCL in red and OTL in blue.
problem mentioned above and the limitation of global retrieval accuracy.

In Fig. 6, a co-vision image pair with large viewpoint and scale changes is shown on the left. Q1 – Q4 contains contents that does not exist in R, violating the assumption that p₁ and pₖ are fixed in paths. The optimal path of two methods on the right highlights the rationality and flexibility of BS-DTW at the start and end points.

### D. Comparisons with State-of-the-Art Methods

We compare with several retrieval-based localization solutions on image-to-image task: methods with re-ranking (DELG [11] and Patch-NetVLAD [12]) and methods without re-ranking (NetVLAD [10], GCL [13] and DELG-global).

For results not presented in the original paper of baselines, we test their publicly available models (e.g., GCL (ResNet152-GeM-PCA) and Patch-NetVLAD (speed-focused/best-performing, denoted as -s/p)), and follow their optimal testing configuration, such as PatchNetVLAD use models of different training sets to test datasets (mapillary/pittsburgh_WPCA) and ours (DeiT-B-MLSL and DeiT-S-Pitts). Re-Ranking is performed on top-100 candidates.

Table III contains quantitative comparisons with the baseline methods from the perspective of performance and computational efficiency. The accumulated time includes both feature encoding time and feature matching time.

![Fig. 6: Qualitative example of warping paths. The red box and arrows indicate ours and the black ones indicate the path by adaptive DTW of STA-VPR [8].](image)

![Fig. 7: The accumulated time required to process one query image is shown on the x-axis (log), with the R@1 shown on the y-axis, for MSLS-val.](image)

Our method (ours-R100) outperforms all global feature methods, NetVLAD, GCL, DELG-global and Patch-NetVLAD-s on datasets on average by 23.2%, 14.5%, 6.9% and 3.5% (absolute improvement for R@1). Even ours-R10 yielded better results than these global methods, especially on Pitts30k and GPW.

Compared with systems which utilize local feature re-ranking, our method has competitive performance. Our method yields considerably higher performance on the urban imagery with distinctive structures, i.e. Pitts30k and GPW. Patch-NetVLAD and DELG achieves better performance on MSLS because of their more complex network structures. But they also comes at a high computational cost on memory and time, and are not suitable for real-time applications. As shown in Table III our computation is about 8, 200 and 1900 times faster than Patch-NetVLAD-s, Patch-NetVLAD-p and DELG-local. Fig. 7 gives an intuitive result that our algorithm achieves a good balance of accuracy and time.

Let’s analyze why our strategy works. First, more accurate tuple mining strategy and fine optimization constraints in weakly supervised training will help the network learn more accurate information. Second, TCL strategy effectively separates positive and negative samples in the feature space. As shown in Fig. 8 compared with NL and OTL, TCL reduces the overlap in positive and negative histogram distribution.

In Fig. 10 we show some matching examples retrieved by our method and SOTA methods.

### TABLE II: Results of different strategies on Pitts30k, Nordland, and GPW. All models use our BS-DTW to re-rank top-100 unless marked with †, which indicates the use of adaptive DTW of STA-VPR [8]. All models are finetuned on Pitts30k for Pitts30k and GPW, marked with *, and MSLS for Nordland marked with **. Training time refers to the time taken for the best R@5 on Pitts30k val. set.

| Backbone | #Dim | #Params | Strategies | Training Time | Pittsburgh30k test* | Gardens Point Walking* | Nordland test** |
|----------|------|---------|------------|---------------|---------------------|------------------------|---------------|
| DeiT-B   | 768  | 86M     | NL / OTL / OTL-R / TCL / TCL-R | 35.92/77.88/79.85/82.51/86.67 | 35.92/77.88/79.85/82.51/86.67 | 54.50/81.50/93.21/75.50/45.61 | 81.57/93.82/96.23/54.50/79.00 |
| DeiT-S   | 384  | 22M     | NL / OTL / OTL-R / TCL / TCL-R | 39.22/80.50/81.57/90.51/81.57 | 39.22/80.50/81.57/90.51/81.57 | 54.50/81.50/93.21/75.50/45.61 | 81.57/93.82/96.23/54.50/79.00 |

3Matching time means the time taken to find the final R@1 in the database and is proportional to the size of database, which is 10,000 in our testing.
TABLE III: Comparison of the quantitative results. ‡ indicates models trained on the Pitts250k. The average accumulated time required for each query on Pitts30k-test dataset is obtained on an NVIDIA GeForce RTX 2080 Ti.

| Method       | Dim  | Img Size | Time(s) | Pittsburgh 30k test | synth-Nord | Gardens Point Walking | MSLS val |
|--------------|------|----------|---------|----------------------|------------|-----------------------|----------|
|              |      |          | R@1     | R@5                 | R@10       | R@1                  | R@5      |
|               |      |          | R@1     | R@5                 | R@10       | R@1                  | R@5      |
| NetVLAD‡      | 32768| original | 0.028   | 81.9                 | 91.2       | 93.7                 | 12.4     |
| GCL [13]     | 2048 | (640,480)| 0.15    | 75.6                 | 91.5       | 92.6                 | 18.7     |
| DELG global [1] | 128 | (256,256)| -       | 80.4                 | 90.0       | 93.4                 | 36.1     |
| Patch-NetVLAD-s [12] | 512 | (640,480)| 0.85    | 87.1                 | 94.0       | 95.6                 | 38.2     |
| Patch-NetVLAD-p [12] | 4996 | (640,480)| 24.01   | 80.7                 | 94.5       | 95.9                 | 39.2     |
| DELG local [1] | 128 | (256,256)| 209     | 90.0                 | 95.7       | 97.0                 | 45.9     |
| Ours-R10     | 384  | (224,224)| 0.012   | 90.1                 | 95.4       | 97.0                 | 38.3     |
| Ours-R100    | 384  | (224,224)| 0.0103  | 90.5                 | 95.9       | 97.5                 | 42.3     |

TABLE IV: Performance on the New College and City Centre datasets. We compare several SOTA algorithms with relatively high real-time performance.

| Method       | New College | City Centre |
|--------------|-------------|-------------|
|              | Recall(%)   | Time(ms)    | Recall(%)   | Time(ms)    |
| NetVLAD      | 75.1        | 17.2        | 66.7        | 16.9        |
| GCL          | 82.0        | 33.6        | 53.0        | 33.2        |
| Patch-NetVLAD-s | 91.2 | 272.2       | 84.0        | 289.0       |
| ours         | 89.2        | 3.6         | 85.6        | 3.5         |

E. Applications on Robots

In order to prove that our model can be applied to robotics, whether it is loop closure detection or re-localization, we carry out experiments on two challenging datasets, i.e. New College [18] and City Centre [12]. Note that only the left camera image stream is used for evaluation.

We select the top10 retrieval results for each query for PR analysis. The maximum recall at 100% precision and average execution time of our method (DeiT-S-R10) are shown in Table IV. It illustrates that our model can provide accurate and real-time results with appropriate threshold. In Fig. 9, we show the detected matches.

More results can be viewed in the attached video.

F. Discussion

We found that no single model performed well on all datasets, as was the case with GCL and Patch-NetVLAD, due to the lack of training on one dataset covering the variation of viewpoint, environment and appearance. Moreover, significant perceptual aliasing and extreme viewpoint variations in testing make image-to-image VPR difficult, even for humans.

We consider that training generalization on different datasets is acceptable with some prior knowledge of the test dataset. For extremely challenging cases, we believe that adding semantic or sequential information might be helpful.

V. CONCLUSIONS

In this paper, we propose a tightly coupled learning strategy for weakly supervised hierarchical place recognition. In order to solve the separation between global and local features in hierarchical architecture, we tightly couple the two-style features in learning - (i) selecting the training tuples and (ii) defining the loss function - to obtain the features tailored to the ranking tasks beyond the place recognition task. Further, we also propose a bidirectional search DTW algorithm for spatial alignment in re-ranking. Detailed ablation studies validate the portability and effectiveness of the proposed learning strategy and spatial alignment algorithm. Further experimental results show that our lightweight unified model trained using the proposed strategy outperforms several state-of-the-art methods on standard benchmarks and is much more suitable for the actual SLAM scenarios.
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