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Abstract—Sudden cardiac death is an unexpected death of a person with or without knowing cardiac causes are often occurring in less than an hour after the incidence of symptoms. The purpose of this paper is to examine different methods for predicting sudden cardiac death using the ECG signals from 1998 to recent years.

In this paper, studies using various methods to detection sudden cardiac death that has applied the data from the Physionet and MIT-BIH databases with a sampling frequency of 256 samples per second are reviewed. In the field of SCD prediction, various studies have addressed the processing of the ECG signal as well as the HRV signal in different domains, including time, time-frequency, and nonlinear domain.

To evaluate the results of the proposed methods, each of the researchers analyzed the a-few-minute intervals before the SCD. Different classification methods are available to identify the efficiency of the proposed algorithm. The use of features introduced in different domains and different classifiers has led to the observation of different horizons of prediction in various studies. Accordingly, the most prominent of these evaluations is the mixture expert methodology in which the best feature extraction methods are used in a new method for selecting the optimal feature space locally. This method makes it possible to select different features every minute before the event by choosing the optimal features for each one-minute interval of the signal as an episode which increases the prediction time from 4 minutes before the death to 12 minutes and allows the interpretation of clinical symptoms in terms of multiplication of the presence of the features per minute.

The analysis of various studies shows that by approaching the time of death, linear features (time and frequency) can be predictive of death according to the sensible behavior and variations in patients' signal.
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1 Introduction

Sudden cardiac death (SCD) is an unexpected event that occurs in the short term, even in people without heart disease. One of the classes which are subject to this risk is the athletes. The most common causes of sudden cardiac death in athletes are hypertrophic cardiomyopathy, anomaly coronary artery [1-3]. In general, this is the most common symptom of cardiovascular disease. Although the underlying cause of SCD is not known, ventricular fibrillation (VF) is considered in 20% of the SCD mechanism which disables the heart unable to pump in blood, resulting in the loss of consciousness and takes the life of the patient within a few minutes. Therefore, the initial prediction of this unexpected risk is very important for people with Ventricular Fibrillation (VF) for timely treatment and increased survival [4-5].

In recent years, extensive studies have been conducted on SCD diagnosis based on the electrocardiogram (ECG) signal or the heart rate variability (HRV), which has been done by feature extraction in linear, nonlinear, time, and time-frequency processing areas and then Individuals are categorized through categories based on the list of extracting features [6-10]. Researchers around the world are testing the heart rate variability and electrocardiogram signal features to identify and select unique features by which they can predict the risk of SCD [11].

Bioelectric signals represent the activities of various organs of the human body. The ECG is one of the most important signals among the bioelectric signals indicating the electrical activity of the heart. The ECG signal contains important information on the heart function and condition, and therefore it serves as an essential tool in the early diagnosis of any disease or heart failure used by doctors [12].

The HRV is variations in the consecutive time intervals of the heart, in other words, it is the time between two R waves in two consecutive heart cycles in the electrocardiogram signal that the variations in HRV time series can be considered as a sign of risk for death after a heart attack [13].

Also, various algorithms such as Wavelet transform, Fourier transform, fundamental component analysis, and artificial neural network are used to analyze and categorize the extracted ECG signal features in the linear, nonlinear, and frequency domain to predict SCD that the studies conducted in this field are discussed below. Voss et al. (1998) extracted the amplitude and frequency parameters from the signal of 26 heart patients in high-risk and low-risk groups. The researchers, using a combination of nonlinear methods and normalized entropy and stepwise discriminant function, divided the patient into two groups.

Similarly, another study was conducted on 325 individuals aged 65 and older who had a history of the disease in 2001 by Huikari et al. [43]. In this study, patients were examined round the clock under the holter. The extracted fractal features and heart rate (HR) were analyzed. During these 10 years follow up, 164 people died, and 71 of them died for cardiac reasons that using the fractal analysis, 95% of cases were predicted, and indicated that short-term fractal changes and HRV reflect the risk of SCD.

Maria Teresa La Rovera et al. (2003) used the data of 202 consecutive patients between 1991 and 1995 with chronic heart infarction (CHF) [42]. These researchers ex-
tracted the HRV parameters of the time and frequency domains of the eight ECGs recorded during respiration control. In these specimens, they measured the low-frequency power (LFP) and the end-diastolic diameter in the validation sample they found that when the LFP reaches 83 milliseconds during the repertory control of 11 ms and the end-diastolic diameter reaches 83 milliseconds, the premature ventricular contraction occurs and accordingly, the SCD can be predicted.

Shen et al., (2007) [14] proposed a method to predict SCD using the violet analysis with LabView software. In this study, in addition to the violet analysis of the artificial neural network, an ECG signal was used.

By Ma'ida Bahrami (2012) [15] conducted a study titled “Predicting SCD with intelligent hybrid systems.” Using hybrid methods for feature extraction and combining multiple neural networks to classify data, the system’s performance has increased greatly. In this method using the Wavelet transform the extracted non-linear features and HRV signal time-frequency are combined with the features obtained by two non-linear Poincaré and detrended fluctuation analyses and after applying the dimensionality reduction method for increasing the analysis speed of the network the vector of reduced features has been applied to the MLP for classifying the data.

Manis et al. (2013) [44] using the machine learning technique as a powerful tool for classifying the risk of arrhythmia discriminated two groups of high and low-risk patients. Then the HRV was calculated and considered as two inputs in the SVM, and RF categorization and the results showed that the automatic classification of the two groups is possible.

The nonlinear features were extracted from the ECG signal and the use of discrete wavelet transform in Acharya et al. (2014) [9]. In this research, the main focus of the authors was on the classification of the extracted nonlinear signal features by a k-nearest neighbor, support vector machine, and the decision tree that is using their combination with discrete wavelet transform they predicted within 4 minutes before its occurrence.

These other researchers presented another study titled predicting SCD using a heart rate signal. In the previous method, they suggested SCDI (sudden cardiac death index) that could predict the SCD within four minutes before the onset of the event, which was done using the ECG signal, but in the new method, SCD is studied by HRV signal [16]. Similarly, another study was conducted by these researchers in 2017 [17]. In this paper, they addressed automatic SCD prediction using the recurrent quantification analysis (RQA), and using Kolmogorov parameters, and they studied the HRV signal feature. They classified these features by t-test, k-nearest neighbor, decision tree (DT), and the SVM. The performance of this proposed system has been improved by adding more features and stronger classifications.

Jennifer Sheila et al (2014) from the Chennai Lopula Institute of Technology in their research titled “prediction of SCD by SVM” showed that by extracting the HRV features in the time and frequency domain from the ECG signal using the SVM classification and the kernel function the healthy people can be discriminated from the SCD patients [28].

Elias Ebrahimzadeh and Mohammad Pouyan (2011), in their recent study titled “prediction of SCD using electrocardiogram signal processing,” have predicted this incident [7-10]. To do this, after producing the HRV signal from the ECG signal, they extracted
the time-frequency domain and nonlinear features. In the next step, to create the most distinction between the two classes, the best feature is chosen and then by applying the principal component analysis (PCA) on the hybrid feature vector, the dimensions of the feature are reduced and eventually the healthy people and the people at risk are classified by MLP.

To evaluate the ability of each analytical method to discriminate individuals, they are compared separately and in combination. On the other hand, these other researchers presented another study titled “prediction of SCD using mixture experts” in 2017 [18].

Due to the existence of different features in different domains, the mixture expert classifier is suggested as a new method for selecting the optimal feature space locally. In this method, each one-minute interval of the signal, different features are selected every minute before the event. This increases the prediction time for SCD from 4 minutes to 12 minutes and allows understanding the clinical signs about the multiplication of features.

Hooshyarifar et al. (2014) studied ECG signal classification in the nonlinear domain [19]. By Poincaré feature extraction plot and mapping HRV signal inspection, they predicted SCD 5 minutes before with an accuracy greater than 92%. At this stage, they extracted four features of the inspection chart and three features of the Poincare plot as the rate of inspection, the algebra, entropy, and the mean length of the diagonal line and standard deviation. In the next step, they reduced these features into one by linear discrimination analysis and finally classified the HRV signal using the KNN and SVM. Mororapan et al. (2015), in their study titled “SCD prediction using the machine learning algorithm from Prince University of Malaysia,” showed that by extracting the time-domain feature extraction, one could predict the SCD [20]. In this way, a set of features was extracted in the time domain, and the KNN and fuzzy algorithms were used to classify these data that the maximum mean classification of fuzzy classification and KNN showed that the HRV time-domain features are more efficient to predict SCD at five minutes before its onset. The researchers also presented another article in 2014 [41]. The researchers predicted SCD two minutes before its onset using the discrete wavelet transform method. First, they studied the HRV signal before processing in the time and frequency and nonlinear domain and extracted a total of 34 features from each sample. Finally, they used SVM and PNN for the prediction that their prediction accuracy was 96.36% and 64.93%, respectively. Another paper on SCD linear and nonlinear domain is presented by Reeta Devi et al. In this paper, two groups of SCD and normal patients have been included. The first group and the second group of SCD patients are studied and analyzed by ANOVA method of extracted features one and two hours before the incidence, respectively. Then the data were collected using KNN and SVM classifiers, and the results were analyzed [21].

Mir Hosseini et al. (2016) attempted to improve the accuracy of the early diagnosis of SCD using DT and SVM. In this paper, 22 features are obtained by TreeBagger algorithm and used as inputs to the SVM neural network, and ultimately highly accurate results were obtained. The accuracy of an SVM without significant features was 70.9%, but the SVM accuracy with important features reached 83.24%. [22].

Annmarie G. Raka et al. (2017) predicted SCD using electrocardiogram markers. In this method, features such as heart rate and RR intervals were extracted and classified
using linear discriminant analysis (LDA) and SVM analysis, and then the ideal time interval for SCD was determined [23].

The rest of the paper is structured as follows. The second section describes the database used in articles related to SCD, along with suggested methods in this area. In the third section, all classification systems that have been used in MATLAB software so far are presented, and in Section IV, the summary, accuracy, and validity of all proposed methods will be presented from 1998 to recent years.

2 Materials and Methods

2.1 Database

Most of the papers presented in the SCD prediction have used the data in the Physionet and MIT-BIH database, which has a sampling frequency of 256 samples per second. Data of both genders have normal and abnormal sampling label and the data recording time varies between several seconds to several minutes. In this database, the electrocardiogram signal is taken from twelve men and eleven women within the age of 17-89 who have a type of heart disease [24, 25].

2.2 Proposed method

In the field of SCD prediction, various studies addressed the processing of the ECG and HRV signals in different time-frequency and nonlinear domains. Similarly, they first initiated signal pre-processing, extraction of classical features, and selection of appropriate features. In the time domain process, in general, the statistical features of the time signal, such as the mean and standard deviation of heart rate, the standard deviation of RR intervals, and Root Mean Square of the Successive Differences (RSSD) are used. Also, in the frequency domain using the power spectral density (PSD) method, the signal energy is analyzed in very low frequency, low frequency and, high-frequency bands. Similarly, in the nonlinear domain, features of the Poincare plot, Detrended fluctuation analysis (DFA), common entropy, wavelet transform coefficients, and the features of the recursive graph including Lmax, Lmean, correlation dimension, etc. are used. In all of the proposed algorithms so far, researchers have been trying to alert SCD in a larger interval than the time of death by discriminating the signals into different time periods. Table 1 shows lists of the various features that have been extracted by researchers to achieve a proper result in time, frequency, linear, and nonlinear domains.
Table 1. Feature extraction in different domains

| Feature Domain | Data type    | Extracted features                                      | Abbreviated features |
|----------------|--------------|---------------------------------------------------------|----------------------|
| Time           | HRV Signal   | Standard deviation                                      | SDNN                 |
|                |              | RR means of differences                                  | MNN                  |
|                |              | Root Mean Square of the Successive Differences           | RMSSD                |
|                |              | Standard Deviation of Successive Differences             | SDSD                 |
|                |              | Percentage of RR Differences                            | PNN                  |
| Frequency      | HRV signal   | Estimation of the spectrum, low frequency, very low     | PSD,LF,VLF,HF        |
|                |              | frequency, and high-frequency bands                     |                      |
| Non-Linear     | HRV signal   | Discrete wavelet transform, Point dimension, Detrended    | DWT,PD,DFA,POINC     |
|                |              | fluctuation analysis, Poincare, Hurst, Fractal dimension,| ARE,H,FD,CD,SampEnt,
|                |              | Correlation dimension, Sample Entropy, Approximate       | ApproxEnt            |
| Linear         | HRV signal   | Geometric method, Statistical methods, Time-frequency    | Geometric method,    |
|                |              | methods                                                  | Statistical methods,  |
|                |              |                                                         | Time-frequency       |

2.3 Signal preprocessing

This section discusses a common pre-processing method that has been reported in many articles. The ECG signal is discriminated at 1-minute intervals before the event. Fig. 1 has presented the electrocardiogram signal of a 42-year-old man who was exposed to sudden cardiac death from two minutes before the moment of cardiac death until some moments after it. The apparent shape of the signal in a pre-incident condition for a person with SCD is not significantly different from that of a healthy person. Similarly, the ECG signals of a healthy person and the one who have been affected by the incident are extracted in a minute before the incident and then it is used to remove noise from the city's electricity by Notch filter and low-frequency disturbances caused by breathing will also be eliminated using the moving average filter. In the following steps, the wave R is obtained by the Pan and Tompkins algorithm [26], and then by putting the spaces of the R wave together, the HRV signal is formed, and these pre-processed signals are used to extract features.
Fig. 1. The individual’s ECG signal at the onset of SCD from 2 minutes before the event to some moments after the event [1]

In many cases, the ECG signals of the healthy person and the patient do not differ greatly. This is the case when the HRV signals of these two groups are different, as shown in Fig. 2.

![ECG Signal](image1)

**Fig. 2.** Reducing the Feature Dimensions

Feature selection is one of the important issues in identifying healthy people and patients. Among the features extracted from the signal, the optimal selection of features so that they can achieve better results in the field of detection is very challenging. On the other hand, the removal of features that are not so important or have shared information with other features can reduce the feature vector dimensions, which can help reduce the complexity of computing and speed up the system to achieve the desired response [27]. Generally, feature dimension reduction algorithms are classified into two transformative and selective groups. In the transformative method, mathematical and mapping, methods are used to select the best combination of features. In the selective
method, the best features of a feature vector that had the best performance in the ranking are used to identify the domain [28]. Because the best features are not always useful for correct diagnosis and classification of a disease, the features must be determined in such a way that the combination of features can achieve the desired result. Experience has shown that sometimes, the combination of features with low and high data yields better results than the features that contain more information. Among the well-known transformative methods in the domain of feature, the selection includes the principal component analysis (PCA) and independent component analysis. In these papers, the PCA method is used to select the desired feature vector.

2.4 Feature extraction

The researchers analyzed HRV and ECG signals to discriminate the patients and normal people. In the signal of these people, the time, time-frequency, linear, and nonlinear domain features are used after pre-processing that all features that have been extracted in papers so far are reported in Table 2.

| No | Feature | Abbreviation | Formula |
|----|---------|--------------|---------|
| 1  | Mean RR-intervals | MNN | $MNNR = \frac{1}{2} \sum RR_i$ |
| 2  | Standard Deviation | SDNN | $\sqrt{\frac{1}{N} \sum (RR_i - RR_m)^2}$ |
| 3  | Root Mean Square of the Successive Differences | RMSSD | $\sqrt{\frac{1}{N} \sum (RR_i + 1 - RR_i)^2}$ |
| 4  | Standard Deviation of Successive Differences | SDSD | $\sqrt{\frac{1}{N} \sum (RD_i - RD'_i)^2}$ |
| 5  | The percentage of RR differences in each signal section whose difference is more than 50 ms | PNN50 | $\frac{\text{[(}RR_i + 1 - RR_i\text{)] > 50ms\text{]}}{\text{total } (RD_i)}$ |
| 6  | Fractal dimension | FD | $FD = \frac{\log D}{\log r}$ |
| 7  | Correlation dimension | CD | $\frac{1}{N^2} \sum g(R - \Delta R)$ |
| 8  | Approximate Entropy | AppEntropy | $Cim(r) = \frac{m^m}{N^m}$ |
|     |          |           | $\text{AppEntropy}(N,m,r) = \frac{m^m}{\text{sum } r}$ |
| 9  | Sample Entropy | SampEnt | $\text{SampEnt}(k,r,N) = -\ln(a(k)) / b(k-1))$ |
|     |          |           | $k = 0,1,\ldots,m-1$ for $N$ |
| 10 | Return rate | Recurrence Rate | $RR = \frac{1}{m^2} \sum_{i,j} R_{ij}$ |

$r$ defines the similarity criterion. $m$ specifies the length of the pattern.

http://www.i-joe.org
### 3 Classification Systems

All researchers have used the MLP, KNN, SVM, DT, and mixture expert (ME) techniques to diagnose the ECGs of normal people and the one who is at risk of SCD. The main purpose of the classification is to select the best features of the ECG signal in the classification to find results with high accuracy to predict sudden cardiac death. Then performance measurements are examined based on the test results. A summary of each of the classification methods has been reported below.

#### 3.1 Support vector machine

In these papers to discriminate healthy individuals from at-risk people, the support vector machine is used due to the good generalizability, the recognition of input patterns, the selection of the optimal pattern, and learning ability (identifying the optimal structure for the training data set). This algorithm is among the supervised and parametric learning methods. The SVM includes several hyperplanes in a large space. These hyperplanes perform classification and divide the training data into two parts. Since the nonlinear signals cannot be easily discriminated, using kernel functions, they are transmitted to higher-dimensional feature space, and their separation will be much easier. As shown in Fig. 3, using the yellow page the input samples are mapped to a new space where the samples are linearly separable.

![Data transfer from the input space to the feature space](image-url)
Today, this approach is frequently applied due to ease of training, the lack of local minima, and the ability to work with high-dimensional, preventing overfitting and compression of information (using SV instead of the entire data) [28, 29].

3.2 Perceptron neural network

Multilayer perceptron neural network is a set of neurons that are sequentially placed in a hidden layer. Input values after the multiplication with the weights in the inter-layer paths and being summed up and after passing through the corresponding function of the network form the output of the neurons. Finally, the obtained output is compared with the desired output, and the error is used to modify the network weights, and this process is called neural network training. The MLP is used to categorize data and discriminate ECG signals of a healthy person from an individual at risk of SCD. In this method, the MLP neural networks are composed of an input layer, one or more hidden layers and an output layer. The number of neurons in the input layer is equal to the dimensions of the feature vector, the number of output layer neurons equal with output classification classes and the number of hidden layers and hidden layers do not follow a particular rule, and optimal values are calculated by trial and error experimentally [24].

Similarly, the backpropagation principle is used for multi-layer perceptron learning, which is a learning algorithm consisting of two forward and return paths. In the forward path, the input vector is applied to the neural network, and its effect is propagated through the middle layers to the output layer. In this path, the network parameters remain constant, and the output values are calculated by the network [30].

![Propagation of the initial error signals in MLP](http://www.i-joe.org)

In the return path after the generation of output at the forward stage, the difference between the desired output and output calculated by the network is determined. Error signals in the return path of the output layer are redistributed over the entire network, and the network parameters are reset. The above dual process is repeated frequently.
until approaching the output of the network to the optimal output. The process of education stops when the error is less than the permissible threshold [30]. Figure 4 shows an example of the initial backpropagation rule of the error signals in the MLP.

3.3 K-Nearest neighbor method

This classifier calculates the minimum distance between test and teaching data, which selects the most common class among the k-nearest neighbor as the desired class.

On the unknown sets given by the k-nearest neighbor, the algorithm is used, and the test sample is chosen among the training samples based on the distance criterion, i.e., Euclidean distance on which the test sample class label is attached. But normalization must be done before selection so that one feature would not dominate the other. Due to the low speed of this classifier in analyzing the test set, the contraction method is used. In this method, the distance between the test set and the database sets in all features or indices is not tested, and it is just applied in some of them. If the distance in this situation is greater than one threshold, the algorithm does its calculation on another set; otherwise, other indicators participate in the distance calculation [32].

3.4 Decision tree method

This classifier creates a tree of educational data using the selected feature [33]. This tree provides rules for classifying and determining the test data classes. The constituent components are the decision node, the branch, and the leaves.

The function of this classification depends on how well the tree is designed. The decision trees sort the samples by sorting them in the tree from the root node to the leaf nodes. Each inner node in the tree tests an attribute of the sample, and each branch removed from the node corresponds to a possible value for that attribute. Also, a category is assigned to each leaf node. Each sample is classified by starting from the root node of the tree and testing the specified attribute by this node and moving in the branch corresponding to the given attribute in the sample. It is possible to extract the set of rules from the decision tree that does not require any knowledge domain or parametric setup, so it is suitable for exploring the basic knowledge that can explore data with a high dimension [34]. Figure 5 shows an example of a decision tree in predicting credit risk.
3.5 Mixture expert method

Mixture expert is a new method that selects the feature space locally and due to the presence of different features from different domains, allows choosing varying features every minute before the event by the optimal selection of features in each one-minute interval of the signal as an episode [37]. This not only enhances the prediction time but also allows interpreting the clinical symptoms based on the plurality of features present in each minute. On the other hand, the existence of mixture expert network will lead to a more appropriate decision as to the output for the processing of different domains because the result is the outcome of different decisions from the perspective of different scenarios about this phenomenon and eventually the unanimous outcome is reported [37]. Then to apply the mixture expert method, the linear features are extracted after extracting the HRV signal from the ECG and separating the signal into one-minute intervals according to studies conducted by Elias Ebrahimzade et al. [7]. Then the time-frequency domain feature is extracted, and finally, the nonlinear features are obtained [6-10]. In the next step, the best combination of features based on the highest discrimination between the two classes is selected through the local feature selection method for each one-minute interval. Then the healthy and people at risk of SCD are grouped through mixture experts [45].

Most of the studies that have taken place in the past use the global feature selection, which is not optimal. It means that the features selected in the minute before the event are not necessarily proper features for 1 hour before the event and discriminating people. Therefore, in the mixture expert (ME) method with the purpose of localizing feature selection method, a set of selected features is presented for each one-minute interval that not only increases the prediction time and improves the accuracy of ranking but also presents the type of dominant features at each time interval. To this end, various methods have been evaluated to provide an optimal method for reducing dimension reduction in local structure. Various strategies have been proposed for searching in the vast space of possible subsets of features. Usually, a comprehensive search [35-36] is
not practical because the number of subsets of features grows exponentially with the increasing number of features. On the other hand, the greedy search such as forward selection, backward elimination and, search space restriction provides an approximate response at low-time, but the problem with these methods is being trapped in local extremes. In this research, after proposing a local method, a randomized forward and backward search has been used for feature selection. On the other hand, for searching among the various subsets of the features, it is necessary to define the objective function for optimization. The main criterion for feature selection is to reduce the classification error. There are two evaluation criteria that are theoretically optimal. In other words, the subset of the features that optimizes these criteria minimizes the classification error of an ideal ranking. The first criterion is the Bayesian error rate where the rating error is directly calculated by the ideal ranking based on the formula (1).

\[ BER = 1 - \max_y f(x, y) \, dx \] (1)

Where \( y \) id the label and \( x \) is the input vector with corresponding features. The \( f \) is the probability density function. The second criterion is mutual information and is calculated according to formula (2).

\[ (i) = \iint (x,y) \log \frac{f(x,y)}{f(x)f(y)} \, dx \, dy \] (2)

So the third suggestion in the feature selection section is to use a Bayesian error rate as the target function for optimization; therefore, the best feature is selected based on the Bayesian error. Then, the combination of the best feature selected on the basis of the lby examined with other features to achieve the lowest binary error. Accordingly, this process continues to the point that adding a feature improves the Bayesian error over the previous state. In fact, in this method, the goal is to obtain the least number of features with the least error.

4 Results

To evaluate the results of the proposed methods, each of the researchers analyzed the time intervals before the occurrence of SCD. Different classification methods are available to identify the efficiency of the proposed algorithm, such as a support vector machine, multilayer perceptron neural network, radial base function neural network, k-nearest neighbor, and mixture expert. The use of features introduced in different domains and different classifications has led to the observation of different prediction horizons in various studies. The results of these predictions are often free from the interpretations of clinical symptoms, and their maximum presented time reaches 4 minutes before the event with acceptable validity, which is not an acceptable time for people who have heart attacks outside the hospital. Accordingly, the most prominent of these evaluations is the mixture expert that is using the best feature extraction method a new method is used for optimal feature space selection locally. This method allows choosing varying features every minute before the event by the optimal selection of features in each one-minute interval of the signal as an episode, which increases the prediction
time from 4 minutes before the death to 12 minutes. It also allows the interpretation of clinical symptoms regarding the multiplication of the presence of the features per minute. The accuracy of classifications according to the proposed method, is shown in Fig. 6 in comparison with other methods presented so far [18]. Similarly, in Figure 7, the share of each feature from different processing areas is shown about the initial number of extracted per minute. Here a summary of studies that have been performed to predict sudden cardiac death using ECG signal analysis has been presented in Comparative Tables 3 and 4.

Fig. 6. Comparison of the mixture expert and methods presented in other articles based on the predicted accuracy percentage of SCD and the prediction time (min) [18].

Fig. 7. The share of each selected feature group for each minute relative to the number of features extracted in that domain [18].
Table 3. Summary of studies in the prediction of sudden cardiac death using ECG signal analysis

| Author and year of publication | Type of data | Number of data | Method | Classification | Results and findings |
|-------------------------------|--------------|----------------|--------|----------------|----------------------|
| Shen et al. (2007)           | HRV          | 20 healthy people 30 patients | Wavelet analysis and analysis of heart rate variation using Fourier transform Total number of extracted features = 4 | Leak Square Error, Multi-layer Perceptron Neural Network | By wavelet method: Accuracy = 87.5% With Heart Rate Analysis: Accuracy = 67.44% |
| Voss et al. (1996)           | HRV          | 35 healthy people 26 patients with ventricular fibrillation | Linear analysis and non-linear analysis Total number of extracted features = 23 | Stepwise discriminant function | Accuracy = 96% |
| George et al.                | HRV          | 40 patients with ischemic heart disease | Linear analysis and non-linear analysis | SVM | Accuracy of the SVM = 87.5% |
| Elias et al. (2011)          | HRV          | 25 healthy people 35 patients with a sudden heart attack | The linear analysis in the time and frequency domain and using the Wigner-Veyl transform function Total number of extracted features = 25 | SVM and KNN | Accuracy 2 minutes before event = 96.59% Accuracy 3 minutes before event = 90.36% |
| Elias et al. (2014)          | HRV          | 25 healthy people 35 patients with a sudden heart attack | The linear analysis in the time and frequency domain and use the conversion function and KNN | MLP and KNN | Accuracy 2 minutes before event = 96.59% Accuracy 3 minutes before event = 90.36% |
| Acharya et al. (2015)        | Electrocardiogram | 18 healthy people 20 people with SCD | Nonlinear features and sudden cardiac death indicators | SVM and decision tree | Accuracy 1 minute before event = 92.11% |
Table 4. Comparison of different studies in the SCD detection using ECG and HRV

| Author and year | Data | No of data | Method | Features | Classification | Results | Future works |
|----------------|------|------------|--------|----------|----------------|---------|--------------|
| Elis et al., 2011 | HRV  | 25 healthy people + 25 patients with a sudden heart attack | The linear analysis in the time and frequency domain and using the Wigner-Veyl transform function | Time features: sdNN, sdaNN1, pNN110, pNN30 Frequency features: ULF, VLF, LF, LP/HF, HP/S | MLP and KNN | Accuracy 2 minutes before = 91.22% (MLP) (KNN) = 89.27% | Not mentioned |
| Acharya et al., 2015 | ECG  | 18 healthy people + 20 patients with a sudden heart attack | Nonlinear features and sudden cardiac death indicators | Fractal estimation detrended fluctuation analyses Sample entropy | Support vector machine, decision tree, and k-nearest neighbor | Accuracy in 4 minutes before = 92.11% | Improved windows for high accuracy detection in a short time |
| Acharya et al., 2015 | HRV  | 18 healthy people + 20 patients with a sudden heart attack | Non-linear features | Fuzzy Kolmogorov entropy Energy features of discrete wavelet transform coefficients | Support vector machine, decision tree, and k-nearest neighbor | Accuracy in 4 minutes before = 94.7% | The possibility of faster sudden cardiac death prediction |
Due to the nonlinear nature of the HRV signal and the similarity of the ECG signal over many periods of time, the use of the HRV signal is more popular among the researchers. The analysis of various studies shows that by approaching the time of death, linear features (time and frequency) can be predictive of death according to the behavior and evident variations in the signal of patients. Instead, by taking distance from the death range, the chaotic and nonlinear features are more effective. Therefore, a more precise selection of features in this area can be useful for increasing the horizon of prediction of death.

Also, compared with the research conducted on the HRV signal, nonlinear features significantly predict the risk of SCD earlier [16]. By combining the nonlinear method of the discrete wavelet transform with correlation dimension (CD), DFA, FD, and Samp ENT, one can record in the signals of people with SCD and healthy people and predict SCD with a high percentage based on feature selection.

Similarly, Muragappan et al. using the machine learning algorithm and the use of the two KNN and Fuzzy classifications were able to predict the SCD within 5 minutes before it [20]. Validation of extracted features was performed by the ANOVA method which showed that the F values in sdHR had high classification features in comparison with other values. In these results, the KNN has a classification rate of 93.72%, and the results of fuzzy classification are 86.67%. It had a good performance in the diagnosis of SCD and NC with the accuracy of 96.36% by these researchers in 2014 compared with the previous approach [41]. In KNN, the values of k vary from 1 to 10, and the best result is obtained at K = 5. Standard deviation at RR distances provides results with a sensitivity of 92.22% and a positive predictive value of 95.40%. By comparing this method with other colleagues, it can be said that VOSS et al. predicted the SCD 2 minutes before its occurrence with an accuracy of 67.44% using frequency domain and time domain features.

Similarly, Ebrehimzadeh et al. predicted SCD with a precision of 91.23% and 83.93% in 1 and 3 minutes before its onset using frequency-time and nonlinear domain method [9, 10].
Also, Obayya et al. using their proposed method was able to predict SCD with 96.36% accuracy, and they increased it into 98.18% by combining the features [40]. Similarly, Fujita et al. predicted SCD within 4 minutes before the event, with an accuracy of 94.7%. This method allows physicians to predict SCD with an alarm mounted on monitoring [16].

Hooshyarifar et al. using their proposed algorithm and SVM and KNN classifiers predicted SCD 4 and 5 minutes before the occurrence with 92.14% (SVM) and 94.10% (KNN) accuracy [19].

Acharya et al. using the P-test and t-test compared the results of all of their selected features, and the results showed that appEnt and sampEnt values had a high ranking. Similarly, they are used as KNN, DT, and SVM inputs that the results of the classification accuracy at the first, second, third, and fourth times are 92.11%, 98.68%, 93.42%, and 92.11% respectively [8]. In another article using the RQA, the researchers predicted the SCD using the KNN and PNN with an accuracy of 86.8%. As shown in the Recurrent plot (RP) in the article, in SCD individuals, diagonal lines and small squares are observed indicating a higher uniformity in the signal and in the normal HRV signal of normal people the points are concentrated in several places in the section, and they seem periodic and rhythmic in some places and diagonal lines do not appear on the normal human plot [17].

Ma’ida Bahrami et al. extracted proper features in time-frequency domains and their composition with nonlinear features [15]. Using extraction of nonlinear time-frequency features with the help of wavelet transform and the extraction of two nonlinear features with detrended fluctuation analysis and Poincaré analysis and combining these two, they provided the proper set of features for network training with MLP. An important advantage of this combined method with other methods is that due to the use of the combination of both wavelet and MLP networks, the weights of the MLP network are corrected, and the weight of the wavelet network is adjusted automatically, and this improves system efficiency compared to other methods. The average discrimination of the linear, time-frequency, nonlinear, and combined methods is 67%, 76%, 83%, and 95%, respectively.
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