Data Mining Approaches for Landslide Susceptibility Mapping in Umyeonsan, Seoul, South Korea

Sunmin Lee 1,2, Moung-Jin Lee 2,* and Hyung-Sup Jung 1,*

1 Department of Geoinformatics, University of Seoul, 163 Seoulsiripdaero, Dongdaemun-gu, Seoul 02504, Korea; smlee@kei.re.kr
2 Center for Environmental Assessment Monitoring, Environmental Assessment Group, Korea Environment Institute (KEI), Sejong-si 30147, Korea
* Correspondence: leemj@kei.re.kr (M.-J.L.); hsjung@uos.ac.kr (H.-S.J.);
Tel.: +82-44-415-7314 (M.-J.L); +82-2-6490-2892 (H.-S.J.)

Abstract: The application of data mining models has become increasingly popular in recent years in assessments of a variety of natural hazards such as landslides and floods. Data mining techniques are useful for understanding the relationships between events and their influencing variables. Because landslides are influenced by a combination of factors including geomorphological and meteorological factors, data mining techniques are helpful in elucidating the mechanisms by which these complex factors affect landslide events. In this study, spatial data mining approaches based on data on landslide locations in the geographic information system environment were investigated. The topographical factors of slope, aspect, curvature, topographic wetness index, stream power index, slope length factor, standardized height, valley depth, and downslope distance gradient were determined using topographical maps. Additional soil and forest variables using information obtained from national soil and forest maps were also investigated. A total of 17 variables affecting the frequency of landslide occurrence were selected to construct a spatial database, and support vector machine (SVM) and artificial neural network (ANN) models were applied to predict landslide susceptibility from the selected factors. In the SVM model, linear, polynomial, radial base function, and sigmoid kernels were applied in sequence; the model yielded 72.41%, 72.83%, 77.17% and 72.79% accuracy, respectively. The ANN model yielded a validity accuracy of 78.41%. The results of this study are useful in guiding effective strategies for the prevention and management of landslides in urban areas.
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1. Introduction

The rapid growth in data due to the development of information and communication technology (ICT) has spurred the demand for data mining, which is generally considered to be the most useful analytical tool in the analysis of large data sets. Data mining has been defined in various ways previously, and is commonly referred to as an exploratory analysis tool for large amounts of data [1]. Therefore, data mining is a process of finding useful information that is not easily exposed in a large amount of data, most recently known as “big data”.

With the rapid growth of ICT since the 1980s, countries and corporations have made significant efforts to build databases to store and manage vast amounts of data. Rational and rapid decision-making is necessary to increase the utilization of large-scale databases. In this environment, it has become important to find meaningful new information that can support optimal decision-making. In this process, an efficient methodology for data mining that extracts not only known information from...
previously established databases but also information that was not previously known has gained popularity. Therefore, the data mining methodology makes it possible to effectively analyze large amounts of data in a database and the relationships between parameters.

In recent years, storms bringing localized heavy rains have been reported worldwide, and precipitation in the mid-latitude regions has increased since the 20th century [2]. In addition, rapid climate change and abnormal climate conditions have led to extreme weather phenomena, which provide the appropriate conditions for the creation of landslides, and the frequency of landslides has increased accordingly [3]. A landslide is the movement of soil down a slope when the stress exceeds the strength of the soil material due to rapid changes in the natural environment such as heavy rains or earthquakes [4]. Landslides are caused by various factors, such as topography, geology, soil characteristics, forest conditions, and climate variables [5–8]. The main purpose of this study was to generate and validate a landslide susceptibility map using data mining models for Umyeonsan, South Korea. Therefore, data mining techniques should be used appropriately for the analysis of the relationships between landslides and impact factors on landslides in landslide susceptibility analyses. Additionally, given that the data mining models derive their results from the database, the input data represent a key part in the model. Thus, the database should be constructed using reliable data, such as nationally distributed government data. Remote sensing data is one of the main sources to be used to generate the reliable data [9–11].

Due to the complex factors influencing landslides, it is important to perform an appropriate assessment of the potential for landslide susceptibility using data mining techniques. A susceptibility analysis based on data on previous damage should be performed to define landslide susceptibility in areas where landslides are anticipated so that the damage can be predicted in advance and appropriate mitigation measurements adopted. Over the past several decades, a number of data mining approaches have been developed for mapping landslide susceptibility [12,13]. The most commonly used methods are soft computing or statistical techniques such as artificial neural network (ANN) models [14,15], fuzzy logic methods [16,17] or logistic regression models [18,19]. Landslides are caused by multiple interactions between various factors, including geometry, geology, soil characteristics, and vegetation conditions [20,21], and are highly dependent on terrain features [22,23].

As geological hazards, landslides can limit the sustainable development of urban areas, causing environmental damage, serious casualties, and loss of property [24,25]. An appropriate assessment of the susceptibility for landslide damage is required to minimize the complex array of losses. In South Korea, according to an analysis of the scale of landslides by the Korea Forest Service (KFS), the average annual area affected by landslides increased markedly from 231 ha in the 1980s, to 349 ha in the 1990s, and 713 ha in 2000 [26]. Typhoons accompanied by intense storms caused by local climatic conditions often cause significant damage; and landslides are concentrated in the rainy season every summer. Because much of South Korea is mountainous, most studies on landslides in the country have focused on mountainous areas [27–29]; e.g., in Jangheung [23] or Yongjin [6,30]. Furthermore, due to the frequency of landslides in mountainous areas, most of the studies in Southeast Asia have been performed in non-urban areas [31–33]. Assessment of landslide susceptibility in urban areas could provide an important contribution to minimizing additional damage from these natural disasters; it could be also used to planning and multi hazard assessment [34–37].

Seoul, the capital of South Korea, also has urban areas occupying mountainous land. Unlike landslides that occur in sparsely populated mountainous areas, landslides that occur in mountainous areas in cities result in significant casualties/fatalities and structural damage. For example, landslides in Umyeonsan located in central Seoul in July 2011 caused unprecedented damage to the city. Following the 2011 Umyeonsan landslide, the downtown area, which had previously been considered safe, was no longer regarded as a landslide-safe zone. Various aspects of Korea’s landslide policy have been re-evaluated and are expected to be revised in the near future. Landslides are more dangerous in urban areas than non-urban mountainous areas. Policies have shifted to preventative and resident-oriented
initiatives, with a focus on minimizing injuries to citizens and restoration of their properties after landslides. Therefore, it is important to analyze potential landslide hazards in urban areas.

To apply the model for this type of data mining analysis, a spatial database should first be constructed containing information on the area of landslide damage. Because landslides are difficult to access, the collection of field survey data to build a landslide spatial database is costly and time-consuming. An effective alternative is to build a database using aerial photography and geographic information systems (GISs). Landslides leave traces that last for months or years; hence, aerial imagery can be used to extract data on areas damaged by landslides after the event. Using these data, the susceptibility for landslides can be analyzed by data mining modeling techniques.

2. Study Area

Seoul is the largest city in South Korea and is located in the center of the Korean Peninsula. The total urban area covered by Seoul (approximately 605 km\(^2\)) is less than 1% of the total land area of South Korea. However, Seoul is one of the most heavily populated cities in the world; over 10 million citizens were recorded in 2011. Thus, the city has a dense and complex transportation system. Natural disasters, including landslides, have the potential to cause serious damage in the city [2]. The study area, Umyeonsan, is an urbanized mountain rising 321.6 m above sea level in the southern sub-central area of Seoul (Figure 1). Due to the fact that it is not very high or steep, the mountain is a popular site for Seoul residents and it has a large transient population.

![Figure 1. Map showing the location of the study area of Umyeonsan: (a) South Korea; (b) Seoul; and (c) Umyeonsan.](image)

Umyeonsan is comprised of a low mountainous area with a slope of approximately 30° near the top of the mountain. The area is mainly comprised of gneissic rock formed by geomorphological movement and weathering. The composition of biotite gneiss, which is prone to weathering and fault formation, increases its susceptibility to landslides. The foliation structure of the gneiss is sparsely generated due to multiple flexures. The main soil type distributed in the study area is brown forest soil formed from the base materials of biotite gneiss and granite gneiss, which are metamorphic rocks, and the soil texture is sandy loam to loam, which has good drainage. Deep soils and high organic content brown forest soil is distributed in some valley areas in the study area, where the soil texture is silt loam in silt and sand. Due to the soil textures present, the Umyeonsan area is prone to severe weathering, causing the unstable condition of outcrops.
The main forest type in Umyeonsan is temperate deciduous broad-leaved forest. Broad-leaved forest, pine forest, poplar forest, and broad-leaved plantation forest are all present in the study area. The principal species in the forests are similar to those in the central Korean Peninsula: *Quercus mongolica, Robinia pseudoacacia, Quercus variabilis*, oak trees and *Asian black birch*.

On 27 July 2011, heavy rains occurred in central Korea and a large landslide occurred in Umyeonsan. The heavy rainfall lasted from 26–28 July. The cumulative precipitation in the Seoul metropolitan area was 587.5 mm, which is the largest three-day cumulative precipitation recorded since precipitation monitoring began in Seoul. Based on data from Seocho automatic weather system, the maximum precipitation per hour at the time of the landslide was 85.5 mm [38]. The landslide from the heavy rains affected an area of 73.23 ha. Sixteen people were killed, including 6 residents from the village of Namaeryeong and 7 residents from the southern area of the southern ring roads; 2 people remained missing, and approximately 400 people were evacuated [39]. The water supply was cut off. Thousands of apartments near Gangnam and Umyeonsan were damaged; and over 20,000 households experienced water problems. Therefore, we chose this landslide to obtain data for our study (Figure 2d,e). The study area was determined by the road and river boundaries in the Umyeonsan area (Figure 2).

3. Data

Given that data mining models are a data-driven methodology, accurate data are essential to build a suitable database. Accurate data on the state of the earth’s surface can be obtained rapidly using aerial photographs, which also effectively capture complicated urban structures. Moreover, despite the high cost of aerial photographs, it is cost-effective to acquire the images of and continuously monitor urban areas due to their dense nature. To acquire accurate data on the landslide occurrence, aerial photographs from before and after the Umyeonsan landslides were used (Figure 2a,b). Location data for the Umyeonsan landslide area were acquired through comparative analysis, as traces of landslides are visible for several years after the events.

In addition, a digital topographic map (1:5000) generated by the National Geographic Information Institute (NGII) was obtained, and geometric correction was performed. Overlay and comparative analysis of the aerial photographs and the 1:5000 digital topographic map indicated the landslide occurrence area (Figure 2c). The mapped landslide occurrence data were finally confirmed by comparison with data surveyed in the field by the Seoul metropolitan government [39].
Slopes are established by erosion and sedimentation of terrain surfaces and have a key effect on landslide occurrence as they affect the flow of water and the soil characteristics [42]. Therefore, among the factors influencing landslides, topographic factors were preferentially considered and were used as input data to identify the relationships with landslide occurrence (Figure 3). Prior to calculation of the topographic factors, a triangulated irregular network (TIN) was produced from a pre-generated topographic map, and a digital elevation model (DEM) was created using ArcGIS 10.1 (ESRI, Redlands, LA, USA).

All topographic factors were calculated from the DEM using ArcGIS software (ESRI, Redlands, LA, USA). The slope, indicated as the angle to the horizontal plane or the ratio of the vertical height to the horizontal distance as a percentage, was calculated using the SLOPE tool. The ASPECT tool was used to calculate the aspect, the compass direction of the slope faces. The curvature values of the terrain surface were calculated using the CURVATURE tool. The curvature represents the morphological characteristics of the study area; an upwardly convex surface possesses a positive value, while an upwardly concave surface possesses a negative value.
Figure 3. Topographical factors related to landslides used to construct a spatial database: (a) slope gradient; (b) slope aspect; (c) curvature; (d) topographic wetness index (TWI); (e) stream power index (SPI); (f) slope length factor (SLF); (g) standardized height; (h) valley depth; (i) downslope distance gradient.
The topographic wetness index (TWI) is defined for a steady state. The index is commonly used for hydrological processes to quantify the disposition of water flow and the impact on the topography [43]. The TWI is calculated by the run-off model as follows, which reflects the accumulation of water at a specific point in the catchment area and the force of gravity on the water in the area [43].

\[
TWI = \ln \left( \frac{a}{\tan \beta} \right)
\]

where \(a\) is the cumulative upslope area drained per unit contour length in a cell, and \(\beta\) is the local slope angle of the cell.

The stream power index (SPI) estimates the erosion power of a stream, which affects the stability of the area. Therefore, it is generally used to determine the locations for performing soil conservation measures to reduce the erosive effects of concentrated surface runoff. SPI can be calculated as follows [44]:

\[
SPI = As \times \tan(\beta)
\]

where \(As\) is the area of the target point of the study area, and \(\beta\) is the slope angle.

After calculating the slope, the slope length factor (SLF) for average erosion is calculated using the Revised Universal Soil Loss Equation (RUSLE) [45]. The SLF for slope of length \(\lambda\) is represented as:

\[
SLF = \left( \frac{\lambda}{72.6} \right)^m
\]

where the constant value 72.6 of the RUSLE is in feet, and the variable, \(m\), is the slope-length exponent calculated from the local slope angle \(\beta\) [45]. The SLF is influenced by the ratio of rill erosion to interrill erosion, \(\beta\). Rill erosion is caused by flow, while interrill erosion is caused by the effects from rainfall.

System for Automated Geoscientific Analyses (SAGA) GIS were used to calculate additional topographic factors [46]. The standardized height is the absolute height multiplied by the normalized height of the study area; normalized height is the normalization of the height of the study area between 0 and 1. The standardized height was calculated using linear regression to yield the suitable parameters for prediction of the soil attributes by simplifying the complex terrain states [47]. The valley depth is the vertical distance of the specific point from the base level of the channel network [46]. The elevation of the channel network base level is interpolated, and the valley depth is calculated by subtracting the base level of the channel network from the DEM [46]. The downslope distance gradient is a quantitative estimation of the hydraulic gradient. The downslope distance gradient is obtained by calculating the downhill distance when water loses a determined quantity of energy from precipitation [48]. \(\tan a_d\) identifies the downslope distance gradient:

\[
\tan a_d = \frac{d}{L_d}
\]

where \(d\) and \(L_d\) are the elevation and the horizontal distance to the reference point, respectively.

The type and composition of the soil influence the occurrence of landslides as they determine the degree of erosion and saturation [49]. The slope stability can be strengthened by the roots of vegetation and the degree of strengthening depends on the specific attributes of the vegetation; hence, the impact of heavy rainfall on the slope can be mitigated by vegetation [50]. The vegetation map was provided by the Korea Forest Research Institute and was in polygon format with a scale of 1:25,000 (Figure 4). The attributes of timber diameter, type, density, and age were extracted from the vegetation map. In addition to the vegetation variables, the soil type and condition also influence the occurrence of landslides. The soil maps used in this study were provided by the National Academy of Agricultural Science (RDA) in polygon format with a scale of 1:25,000. Soil depth, drainage, topography, and texture were derived from the soil maps (Figure 5).
The attributes of timber diameter, type, density, and age were extracted from the vegetation map. In addition to the vegetation variables, the soil type and condition also influence the occurrence of landslides. The soil maps used in this study were provided by the National Academy of Agricultural Science (RDA) in polygon format with a scale of 1:25,000. Soil depth, drainage, topography, and texture were derived from the soil maps (Figure 5).

Figure 4. Landslide-related factors obtained from the vegetation map: (a) timber type; (b) timber diameter; (c) timber density; (d) timber age.

Figure 5. Landslide-related factors obtained from the soil map: (a) soil depth; (b) soil drainage; (c) soil topography; (d) soil texture.
All variables used in this study were resampled into a grid format of 5-m spatial resolution to create a spatial database. The total size of the spatial database was 1015 × 874, and the study area contained 457,133 cells. The 103 landslide occurrence locations in point format were also converted into the 5-m grid format to be included in the data in the spatial database. Half of the 103 landslide location data points (51 points) were used as training data, and the other half were used as validation data. All of the collected data were prepared in ASCII format from the grid. Finally, a spatial database was established to apply the model to (Table 1).

Table 1. Landslide-related factors used to construct spatial database.

| Original Data | Factors | Data Type | Scale |
|---------------|---------|-----------|-------|
| Aerial photograph | Landslide location | Point | 1:1000 |
| | Slope gradient [°] | | |
| | Slope aspect | | |
| | Curvature | | |
| | Topographic Wetness Index (TWI) | | |
| Topographical map | Stream Power Index (SPI) | GRID | 1:1000 |
| | Slope Length Factor (SLF) | | |
| | Standardized height [m] | | |
| | Valley depth [m] | | |
| | Downslope distance gradient [rad] | | |
| | Timber diameter | | |
| Forest map | Timber type | Polygon | 1:25,000 |
| | Timber density | | |
| | Timber age | | |
| | Soil depth | | |
| Soil map | Soil drainage | Polygon | 1:25,000 |
| | Soil Topography | | |
| | Soil texture | | |

* Topographical factors were extracted from digital topographic map by National Geographic Information Institute; b The forest map produced by Korea Forest Service; c The detailed soil map produced by Rural Development Administration

4. Methodology

Landslides are affected by various factors and each element is simplified as input data in modeling studies. Given that natural phenomena such as landslides are composite events of each element, they should be analyzed using a modeling technique based on the relationships between data in a vast dataset such as a data mining model. Using data mining models, the relationships among all of the predisposing factors and the effects of all of the landslide-related factors on the model results can be analyzed. Therefore, in this study, the factors related to landslide susceptibility were used as the input data of the data mining models. The input variables were stored in a spatial database; 17 landslide-related variables were chosen from the spatial database, including half of the randomly selected landslide locations used as training data. Landslide susceptibility maps were created using two data mining models, specifically support vector machine (SVM) (Boulder, CO, USA) and ANN models, which are based on linear classifiers. Additionally, the weight of each factor was calculated in the data mining modeling process, and a validation was performed (Figure 6). A detailed description of the data mining models used in this study is given below.
4.1. Support Vector Machine

4.1.1. Basic Principles of SVM

The SVM method is a training algorithm based on nonlinear transformations that uses a classification based on the principle of structural risk minimization, which has performed well in the test phase [51]. When training data are represented in multidimensional space, several hyperplanes can be used to distinguish the data into two classes; however, there is only one optimum linear separating hyperplane [52]. This optimal hyperplane should maximize the distance between the data closest to the hyperplane. Thus, the objective of the SVM method is to determine a multi-dimensional hyperplane that differentiates the two classes with the maximum margin. The SVM model performs this process according to three main concepts: margin, support vector, and kernel.

The margin is the distance between a specific data point and the hyperplane that separates the data patterns. It is the shortest distance from the data vector of each class to the given hyperplane. The larger the margin, the more accurately the SVM model performs the classification; hence, the optimal hyperplane maximizes the margin when $\omega$ is the normal vector of the hyperplane, and is the norm of the normal of the hyperplane. $||\omega||$ is the norm of the normal of the hyperplane.

$$\text{margin} = \frac{2}{||\omega||} \quad (5)$$

The hyperplane, which defines the two classes that maximize the margins when the data are linearly separable, can be defined by Equation (6). Under these conditions, the training data on these two hyperplanes constitute the support vector. Therefore, the support vector maintains the shortest distance to the hyperplane. The support vectors are dependable on the boundary of the hyperplane and they are time-efficient when a new dataset is tested with a support vector. The dataset of linear separable training vectors $x_i \ (i = 1, 2, \ldots, n)$ and the training vectors consisting of two classes are represented by $y_i$ as the value of $\pm 1$ [53,54].

$$y_i \left(\omega \cdot x_i + b\right) - 1 \geq 0 \quad (6)$$

where $b$ is the scalar base, and the scalar product operation is denoted by $(\cdot)$. 

---

**Figure 6.** Flowchart of the spatial prediction of landslide susceptibility.
In addition, because the two hyperplanes must maximize the margin between them, the optimization of objective Equation (7) with the constraints of Equation (6) yields the planes of the two classes:

\[
\min \frac{1}{2} \| \omega \|^2
\]  

(7)

However, most cases do not satisfy the constraint as the data are not linearly separable. A formula including the slack variable \( \xi_i \) indicates the distance from the hyperplane to the data located on the wrong side [52]; the penalty term C introduced to account for misclassification [55,56] was developed to address this problem.

\[
y_i \left( \omega \cdot x_i + b \right) \geq 1 - \xi_i
\]  

(8)

\[
\min \left( \frac{1}{2} \| \omega \|^2 + C \sum_{i=1}^{n} \xi_i \right)
\]  

(9)

4.1.2. SVM for Nonlinear Classification

In the preceding case of nonlinear boundary data, the SVM model is unable to generate an appropriate hyperplane. Therefore, the data can be classified into a linear problem as a hyperplane by mapping them to a high-dimensional space value from the low-dimensional data that cannot be linearly separated. To solve Equations (8) and (9) when the dataset is linearly separable, the training data are expressed as a vector inner product in the optimization process. This enables the inner product in the training algorithm to be expressed by the inner product of a function in a feature space when nonlinear data in the input space are mapped to a high-dimensional feature space by a specific function.

The hyperplane of the data with nonlinear data patterns can be derived by transforming the data space, but \( x \) cannot be computed directly; an arbitrary kernel function should be used to satisfy \( x \) [53]. The kernel functions, \( K(x_i, x_j) \), convert the original data into linearly separable data in high-dimensional feature space [52]. The kernel function should satisfy Mercer’s condition. The following four functions are the main kernel functions used in the SVM model:

- **Linear**: \( K(x_i, y_i) = x_i^T \cdot x_j \)  
  (10)

- **Polynomial**: \( K(x_i, y_i) = \left( \gamma (x_i^T \cdot x_j) + r \right)^d, \gamma > 0 \)  
  (11)

where \( \gamma \) and \( d \) are parameters of the kernel functions.

- **Radial basis function**: \( K(x_i, y_i) = e^{-\gamma ||x_i - x_j||^2}, \gamma > 0 \)  
  (12)

- **Sigmoid**: \( K(x_i, y_i) = \tanh(\gamma \cdot x_i^T \cdot x_j + r) \)  
  (13)

In radial basis function (RBF) kernel, \( ||x_i - x_j|| \) is the squared Euclidean distance between the vectors, and \( \gamma \) is defined as follows:

\[
\gamma = \frac{1}{2\sigma^2}
\]  

(14)

where \( \sigma \) is a freely adjustable parameter that controls the performance of the kernel, and \( r \) is a parameter of the sigmoid kernel.

In this study, the Environment for Visualizing Images (ENVI 5.0, Exelis Visual Information Solutions, Boulder, CO, USA) software program was used for the application of the SVM model (Boulder, CO, USA). The software provides four types of kernels in the SVM classifier as mentioned above: linear, polynomial, RBF, and sigmoid. Each kernel function has its own parameters, which should be adjusted appropriately according to the characteristics of the purpose. The default kernel of
the ENVI software is the RBF kernel, which is known to provide more accurate prediction results in most classifications, particularly in nonlinear problems. After applying the kernel and classifying each input factor, the SVM model results were mapped using the process of overlapping and summation.

\[ SVM_{all} = \sum_{i=1}^{n} SVM_i \quad (n = \text{number of input factors}) \]  

(15)

\( SVM_{all} \) is the sum of all classification results by the SVM model for all variables, and \( SVM_i \) is the single result of a given variable; in this study, the total number of input factors, \( n \), was 17. The results were mapped and validated using the landslide locations not used for training.

### 4.2. Artificial Neural Network

An ANN is a statistical learning algorithm that describes a neuronal signaling system. The human brain regulates the connection strength of synapses between neurons and determines whether signals are delivered or not; the ANN learns to derive the results with minimum error by adjusting the weight between input data and output data. The unit of the ANN is the perceptron, which is divided into an input layer and an output layer. The input layers are represented by nodes, which are linked to an edge having the weight of each node [57]. The model outputs 1 when the sum of the values of each layer multiplied by the weight is greater than or equal to the threshold; otherwise, the output is \(-1\). This type of perceptron can only be applied to a linear classification and is not applicable in most cases.

In this study, multi-layered perceptrons allowing classification of nonlinear data were used with a hidden layer between the input and output layers. A feed-forward network was used for the map learning. The learning of neural networks progressed via a backpropagation algorithm that propagates the errors generated in the output layer to each layer and corrects the weights. In other words, the backpropagation algorithm learns the neural network by inverting the step, and the result most similar to the output layer value is derived based on the input layer. The process can be simplified as a combination of nodes and edges [58]. The backpropagation algorithm can be expressed by the following equation:

\[ \omega_k^{up} = \omega_k - \eta \frac{\partial E_{\text{total}}}{\partial \omega_k} \]  

(16)

where \( \omega_k \) is the updated weight for connection \( k \) and \( \eta \) is the learning rate. The initial value of weight \( \omega_0 \) is given randomly. \( E_{\text{total}} \) is the error of the final output result when the expected output value is assumed to be \( T \), according to the input data [59].

\[ E_{\text{total}} = \frac{1}{2} \sum_{j} \left( T_j - \text{out}_j \right)^2 \]  

(17)

where \( j \) is the number assigned to the node in each layer, and \( n \) is the number of output layers. Because the backpropagation algorithm updates the weights while propagating the error generated from the output to the input direction, it updates the weights starting from the portion from the output. \( E_{\text{total}} \) is calculated repeatedly using the updated weight so as to be minimized; the differentiation of \( E_{\text{total}} \) is fundamental. Therefore, when the calculated value is passed to the next layer or is expected to be the final result, an activation function is used to convert it to a range of values. In this study, a unipolar sigmoid function was used. The equation of the unipolar sigmoid function is as follows:

\[ f(x) = \frac{1}{1 + e^{-x}} \]  

(18)

Using the activation function, the output value of each layer is adjusted from 0 to 1.

In this study, the ANN model was processed using MATLAB R2015a software (MathWorks, Massachusetts, MA, USA). Areas where the slope data were 0 were set as areas not prone to landslide occurrence and used for training data; landslide occurrence point data were also allocated to the
The spatial distribution of the landslide locations was concentrated in high-susceptibility areas. The comparative analysis between the results and existing landslide occurrence areas showed a similar pattern and represented the influence of the input factors of Figures 4 and 5. Areas with high susceptibility were located in the northeast direction from the center of the study area. Areas with high susceptibility were located easier by representing the landslide susceptibility with the five categories. For intuitive and efficient analysis, the results for the landslide susceptible areas were classified into five groups of approximately the same size: very high, high, medium, low, and very low susceptibility. The highest average weight of 0.09615 for the standardized height was normalized because they are heavily eroded; landslides occur in areas of high soil drainage.

5. Results

Figure 7a–d shows the landslide susceptibility maps produced by applying the SVM models with four kernels; and Figure 7e shows the map of the results from the ANN models. The values of the landslide susceptibility results were sorted in descending order and categorized into five classes for easy visual interpretation. For intuitive and efficient analysis, the results for the landslide susceptible areas were classified into five groups of approximately the same size: very high, high, medium, low, and very low susceptibility. The comparative analysis between the results and existing landslide occurrence locations was also made easier by representing the landslide susceptibility with the five categories. The spatial distribution of the landslide locations was concentrated in high-susceptibility areas.

In Figure 7, the results map of the linear, polynomial, and sigmoid kernels of the SVM models showed a similar pattern and represented the influence of the input factors of Figures 4 and 5. In addition, the RBF kernel showed a similar pattern to the ANN map in that the center of the map had relatively higher susceptibility. In general, highly susceptible areas were principally distributed in the northeast direction from the center of the study area. Areas with high susceptibility were located in dense forest areas of broadleaved forest, above-average soil depth, and steep slopes. The dominant rocks constituting the Umyeonsan area are gneissic rocks, which have high landslide susceptibility because they are heavily eroded; landslides occur in areas of high soil drainage.

Figure 7. Cont.
were divided by the weight of the timber age and were normalized with respect to the average weight of the timbers. The highest average weight of 0.09615 for the standardized height was normalized to 0.04828. For the comparison analysis of the relativeness of the weights, the values were calculated from the SVM models, the RBF kernel accounted for a slightly higher percentage (20.03%) of the areas with a very high index compared with the linear, polynomial, and sigmoid kernels. The areas with a very high index in the ANN model covered 3.9262 km², which had the highest percentage (34.35%). In contrast, the areas with high index accounted for only a small percentage (8.65%). The area with a very low index accounted for similar percentages of 20.00, 20.00, 20.00 and 19.99% for the linear, polynomial, and sigmoid kernels, and ANN, respectively, while the RBF accounted for a lower percentage of 19.89%.

In Table 2, the area of each class is represented by percentage. The areas with very high indices in the SVM model were 2.2599, 2.2599, 2.2889 and 2.28369 km² for the linear, polynomial, RBF, and sigmoid kernels, respectively. Among the results from the SVM models, the RBF kernel accounted for a slightly higher percentage (20.03%) of the areas with a very high index compared with the linear, polynomial, and sigmoid kernels. The areas with a very high index in the ANN model covered 3.9262 km², which had the highest percentage (34.35%). In contrast, the areas with high index accounted for only a small proportion (8.65%). The area with a very low index accounted for similar percentages of 20.00, 20.00, 20.00 and 19.99% for the linear, polynomial, and sigmoid kernels, and ANN, respectively, while the RBF accounted for a lower percentage of 19.89%.

Table 3 shows the relative weights per variable, which were calculated from randomly selected training data for 20 epochs of 200 cycles. The weights between layers represent the contribution of each variable to the prediction of the landslide susceptibility. Timber age showed the lowest average value of weight, 0.04828. For the comparison analysis of the relativeness of the weights, the values were divided by the weight of the timber age and were normalized with respect to the average weight of the timber age. The highest average weight of 0.09615 for the standardized height was normalized to 2.00164, which was approximately twice the value of the weight of the timber age. The second major variable contributing to landslides was timber diameter (1.46886), followed by curvature (1.28335), soil depth (1.27746), and aspect (1.25804). The standard deviation ranged from 0.00022 to 0.01132.

To investigate the reliability of the proposed landslide susceptibility map using the previously described SVM and ANN data mining models, we performed a validation. The 2011 landslide occurrence data not used for the training were used for validation. After 51 points of training data had been extracted using random sampling from the landslide occurrence data from the 2011 Umyeonsan landslide and applied to the models, 52 points were used for the validation. Because the predicted landslide susceptibility map was an indicator of the potential possibility of landslides in the future, the data obtained after the occurrence of the landslides were a suitable choice for the validation data. However, an erosion control project implemented after the 2011 event has significantly reduced the possibility of landslides. Therefore, it is important to obtain information on landslide susceptibility in areas where landslides have not occurred. In addition, implementation of precautionary measures to prevent landslides from occurring in the future is necessary. Thus, half of the landslide occurrence points were used as training data, and the remaining points were used as validation data.

Figure 7. Landslide susceptibility maps generated using data mining models: Using an (a) support vector machine (SVM) model with linear kernel; (b) SVM model with polynomial kernel; (c) SVM model with radial basis function kernel; (d) SVM model with sigmoid kernel; (e) and the artificial neural network (ANN) model.
### Table 2. Area and percentage of each category.

| Landslide Susceptibility Index | Linear (km²) | Percentage (%) | SVM | Linear (km²) | Percentage (%) | SVM | Linear (km²) | Percentage (%) | SVM | Linear (km²) | Percentage (%) | SVM | Linear (km²) | Percentage (%) | SVM |
|-------------------------------|--------------|----------------|-----|--------------|----------------|-----|--------------|----------------|-----|--------------|----------------|-----|--------------|----------------|-----|
| Very high                    | 2.2599       | 19.77%         | 2.2599 | 19.77%       | 2.2889 | 20.03%       | 2.2836 | 19.98%       | 3.9262 | 34.35%       |
| High                          | 2.3081       | 20.20%         | 2.3081 | 20.20%       | 2.1835 | 19.11%       | 2.2866 | 20.01%       | 0.9881 | 8.65%        |
| Moderate                      | 2.2878       | 20.02%         | 2.2878 | 20.02%       | 2.2359 | 19.56%       | 2.2863 | 20.01%       | 1.9451 | 17.02%       |
| Low                           | 2.2866       | 20.01%         | 2.2866 | 20.01%       | 2.4474 | 21.41%       | 2.2859 | 20.00%       | 2.2849 | 19.99%       |
| Very low                      | 2.2858       | 20.00%         | 2.2858 | 20.00%       | 2.2727 | 19.89%       | 2.2859 | 20.00%       | 2.2841 | 19.99%       |
| Total                         | 11.4283      | 100.00%        | 11.4283 | 100.00%      | 11.4283 | 100.00%      | 11.4283 | 100.00%      | 11.4283 | 100.00%      |

### Table 3. Neural network weight between landslide and related factors.

| 200 Cycles for 1 epoch | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | 10   | Average | Standard Deviation | Normalized Weight with Respect to Timber Age |
|------------------------|------|------|------|------|------|------|------|------|------|------|---------|---------------------|---------------------------------------------|
| Slope gradient         | 0.0555 | 0.0548 | 0.0546 | 0.0546 | 0.0549 | 0.0552 | 0.0557 | 0.0557 | 0.0564 | 0.0567 | 0.05545 | 0.00072 | 1.14851 |
| Slope aspect           | 0.0616 | 0.0611 | 0.0608 | 0.0607 | 0.0607 | 0.0606 | 0.0606 | 0.0603 | 0.0604 | 0.0603 | 0.06073 | 0.00036 | 1.25787 |
| Curvature              | 0.0623 | 0.0615 | 0.0614 | 0.0615 | 0.0616 | 0.0618 | 0.0620 | 0.0623 | 0.0625 | 0.0629 | 0.06198 | 0.00048 | 1.28376 |
| TWI                    | 0.0512 | 0.0520 | 0.0512 | 0.0506 | 0.0500 | 0.0495 | 0.0490 | 0.0485 | 0.0480 | 0.0476 | 0.04976 | 0.00141 | 1.03065 |
| SPI                    | 0.0531 | 0.0520 | 0.0518 | 0.0517 | 0.0517 | 0.0517 | 0.0517 | 0.0517 | 0.0516 | 0.0516 | 0.05166 | 0.00043 | 1.07415 |
| SLF                    | 0.0579 | 0.0594 | 0.0590 | 0.0584 | 0.0578 | 0.0572 | 0.0567 | 0.0564 | 0.0561 | 0.0559 | 0.05748 | 0.00116 | 1.19056 |
| Standardized height    | 0.0699 | 0.0883 | 0.0909 | 0.0955 | 0.0987 | 0.1014 | 0.1036 | 0.1052 | 0.1063 | 0.1070 | 0.09615 | 0.01132 | 1.99151 |
| Valley depth           | 0.0521 | 0.0517 | 0.0514 | 0.0512 | 0.0510 | 0.0509 | 0.0509 | 0.0508 | 0.0508 | 0.0509 | 0.05117 | 0.00042 | 1.05986 |
| Slope aspect           | 0.0626 | 0.0579 | 0.0559 | 0.0551 | 0.0547 | 0.0546 | 0.0548 | 0.0552 | 0.0557 | 0.0563 | 0.05628 | 0.00231 | 1.16570 |
| Timber diameter        | 0.0727 | 0.0717 | 0.0712 | 0.0710 | 0.0708 | 0.0706 | 0.0706 | 0.0704 | 0.0704 | 0.0703 | 0.07090 | 0.00055 | 1.46852 |
| Timber type            | 0.0546 | 0.0515 | 0.0514 | 0.0513 | 0.0512 | 0.0512 | 0.0513 | 0.0513 | 0.0512 | 0.0512 | 0.05162 | 0.00100 | 1.06918 |
| Timber density         | 0.0607 | 0.0582 | 0.0577 | 0.0577 | 0.0579 | 0.0581 | 0.0583 | 0.0584 | 0.0584 | 0.0583 | 0.05837 | 0.00082 | 1.20899 |
| Timber age             | 0.0489 | 0.0484 | 0.0482 | 0.0482 | 0.0482 | 0.0482 | 0.0482 | 0.0482 | 0.0482 | 0.0482 | 0.04828 | 0.00422 | 1.00000 |
| Soil depth             | 0.0682 | 0.0686 | 0.0666 | 0.0646 | 0.0626 | 0.0606 | 0.0586 | 0.0566 | 0.0553 | 0.0543 | 0.06160 | 0.00506 | 1.27589 |
| Soil drainage          | 0.0546 | 0.0544 | 0.0547 | 0.0554 | 0.0557 | 0.0560 | 0.0561 | 0.0562 | 0.0563 | 0.0564 | 0.05598 | 0.00072 | 1.15120 |
| Soil Topography        | 0.0606 | 0.0607 | 0.0603 | 0.0600 | 0.0598 | 0.0597 | 0.0597 | 0.0596 | 0.0595 | 0.0594 | 0.05993 | 0.00043 | 1.24130 |
| Soil texture           | 0.0542 | 0.0531 | 0.0529 | 0.0527 | 0.0526 | 0.0526 | 0.0526 | 0.0527 | 0.0528 | 0.0530 | 0.05292 | 0.00046 | 1.09611 |
The AUC of the receiver operating characteristic (ROC) curve was used for the validation of the models. The ROC consists of specificity, the x-axis, which shows the percentage of the areas where landslides are expected to occur but have not occurred, and sensitivity, the y-axis, which represents the predicted landslide areas according to training data of landslide occurrences. The ROC graph was drawn using the following procedure. To show the rank relative to the predicted results, the values of the results of landslide susceptibility from the models were sorted in descending order. The ranked results were represented in ROC curves using 100 classes; a single class comprised an area that was approximately 1% of the total study area. Figure 8a shows the AUC of the landslide susceptibility map for the SVM model; the linear, polynomial, RBF, and sigmoid kernel had 72.41 (0.7241), 72.83 (0.7283), 77.17 (0.7717) and 72.79% (0.7279) accuracy versus 78.41% (0.7841) accuracy in the ANN model (Figure 8b).
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**Figure 8.** Validation results using data mining models: (a) SVM model; (b) ANN model.

A higher AUC value indicates better model performance, but it is important to perform additional empirical analyses based on input and ground truth data. Our validation results indicated that the five landslide sensitivity assessments performed well; the AUC values were all greater than 0.7 [60]. In the SVM model, the AUC value using the RBF kernel was 0.7717, which was superior to the other three kernels in the study area. The ANN model yielded an AUC value of 0.7841, which was approximately 6% higher than that of the SVM model with the linear kernel, and 0.7% higher than with the RBF kernel. The graphs of the validation results are depicted in Figure 8; in all of the models, 60% of the study area incorporated all of the landslide locations.

6. Discussion

In this study, two types of data mining models were used to create landslide susceptibility maps. Because the results of data mining models are derived from their data, the reliability of the input data is fundamental. Landslide location data were acquired from aerial photographs to provide accurate training datasets. The data mining models are suitable for observing the rapid changes in an urban area with its compactness and complex characteristics. In addition, other topographical-, forest-, and soil-related variables were obtained, and topographic-related factors were calculated from the topographical map produced from the aerial photographs.

The results from each model in Figure 7 were not statistically different in the spatial pattern of the landslide susceptibility area. This can be interpreted that all of the four prediction results from the SVM model were based on the same input factors, and all landslide predisposing factors were regarded as having equal importance so that the same weight was assigned to each predisposing factor. However, for the results from the RBF kernel, which had the highest accuracy among the SVM
models, the susceptibility on the west, southwest, and southeast slopes was lower than that from the other kernels, which was similar to the trend for the ANN model. In general, the northern area of the mountain showed high susceptibility, and had the same pattern as the existing damaged area of the southern ring roads.

The percentages of the classes of five indices were also calculated. The linear, polynomial, and sigmoid kernels were distributed fairly evenly, while the RBF kernel showed a slightly higher percentage in the very high index class, and a lower percentage in the very low index class. This suggests that a high percentage in the high susceptibility index yields good validation results. Figure 8a shows that the RBF kernel had a percentage of 77.71%, which was approximately 5% higher than that of the other kernels. Similarly, the results from the ANN model yielded a high percentage (more than 30% of the total) in the very high class, which represented high risk areas, and this also led to a high validation percentage for the ANN model, 78.41%. In addition, the ANN model results in Table 3 show that the standardized height contributed most to landslide susceptibility with a normalized weight of greater than 2. This can be seen in Figure 7e, which shows the effect of standardized height with the high relative weight of the ANN model. Standardized height was the most important factor among all of the landslide-related factors. The factors related to landslide susceptibility should be managed based on their relative weight.

Because this study investigated the susceptibility of landslides in urban areas, the study area was fairly small, with an area of approximately 11.4 km$^2$ and a spatial resolution of 5 m along road and river boundaries rather than a rectangular boundary. It should be noted that the ROC was characterized using a percentage of the landslide susceptibility rates. Thus, in this study, the validation rate was relatively low compared with most previous studies, which were based on rectangles. Moreover, we could use the slope unit instead of common raster unit, which is closely correlated to the topography, for the further steps; the slope unit is defined as the unit between the valleys and ridges. Most of the mountains in the city are managed in the framework of city parks in which the various economic and social aspects of Umyeonsan are also considered, rather than the area being covered solely by forests that are more resistant to landslides. Given that landslide damage in urban areas can lead to human casualties, it is important to investigate the soil and topographical characteristics of the areas where landslides are likely to occur. Furthermore, landslide risk should be incorporated in city-level policies.

7. Conclusions

In this study, we applied a spatial data mining approach to identify areas where landslides are likely to occur using aerial photographs and GIS. Landslide-prone locations were determined using the interpretation of aerial photographs and field survey results to construct spatial datasets. The topographical predisposing factors were extracted from a digital topographical map constructed from aerial photographs, and the soil and forest predisposing factors were extracted from publicly available maps. A spatial database was constructed using the extracted and calculated factors including randomly extracted training data for the landslide area, and landslide susceptibility was mapped using SVM and ANN models. Finally, the results map was validated using the half of the landslide location data not used for training.

In urban areas such as Seoul, landslides have previously not been considered a serious concern, compared with floods and storms. Seoul has undergone rapid urbanization that has taken place with little consideration of natural disasters. In large cities such as Seoul, global warming, rapid urbanization, extreme precipitation, and population pressures could potentially lead to complex events, including landslides occurring in the city, which could have serious consequences. Therefore, it is important to create a scientifically valid landslide susceptibility map for urban areas such as Seoul.

The predicted rate of landslides was high on the steep mountain tops and similar to the general landslide pattern on the ridges. The map created in this study showed that susceptibility to landslides decreased with slope gradient. Because landslides are caused by differences in gravity due to terrain shape, it is logical that their occurrence is affected by the geographical structure of the area.
The relationship between landslide occurrence and forested land cover showed that broadleaved forests had a high susceptibility, and this type of forest occupied the largest proportion of the study area. In addition, large trunk-size, high-density forests, and middle-aged forests had a high risk of landslides. Among the soil factors, red and yellow soils had higher landslide susceptibility, as well as areas with large soil depth; the occurrence rate was higher in areas with good soil drainage. The performance of the SVM and ANN models was validated using AUC analysis. The SVM model yielded 72.41%, 72.83%, 77.17% and 72.79% accuracy for the linear, polynomial, RBF, and sigmoid kernels, respectively; while the ANN model had 78.41% accuracy. The results of this study are expected to support spatial decision-making from relevant agencies to formulate policies related to landslide disaster risk reduction in urban areas.
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