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Abstract

Representing entities and relations in an embedding space is a well-studied approach for machine learning on relational data. Existing approaches, however, primarily focus on simple link structure between a finite set of entities, ignoring the variety of data types that are often used in knowledge bases, such as text, images, and numerical values. In this paper, we propose multimodal knowledge base embeddings (MKBE) that use different neural encoders for this variety of observed data, and combine them with existing relational models to learn embeddings of the entities and multimodal data. Further, using these learned embeddings and different neural decoders, we introduce a novel multimodal imputation model to generate missing multimodal values, like text and images, from information in the knowledge base. We demonstrate that our models utilize this additional information effectively to provide more accurate link prediction, achieving state-of-the-art results with a considerable gap of 5-7% over existing methods. Further, we evaluate the quality of our generated multimodal values via a user study. We have release the datasets and the open-source implementation of our models at https://github.com/pouyapez/mkbe.

1 Introduction

Knowledge bases (KB) are an essential part of many computational systems with applications in search, structured data management, recommendations, question answering, and information retrieval. However, KBs often suffer from incompleteness, noise in their entries, and inefficient inference under uncertainty. To address these issues, learning relational knowledge representations has been a focus of active research (Bordes et al., 2011, 2013; Yang et al., 2015; Nickel et al., 2016; Trouillon et al., 2016; Dettmers et al., 2018). These approaches represent relational triples, that consist of a subject entity, relation, and an object entity, by learning fixed, low-dimensional representations for each entity and relation from observations, encoding the uncertainty and inferring missing facts accurately and efficiently. The subject and the object entities come from a fixed, enumerable set of entities that appear in the knowledge base.

Knowledge bases in the real world, however, contain a wide variety of data types beyond these direct links. Apart from relations to a fixed set of entities, KBs often not only include numerical attributes (such as ages, dates, financial, and geoinformation), but also textual attributes (such as names, descriptions, and titles/designations) and images (profile photos, flags, posters, etc.). These different types of data can play a crucial role as extra pieces of evidence for knowledge base completion. For example the textual descriptions and images might provide evidence for a person’s age, profession, and designation. In the multimodal KB shown in Figure 1 for example, the image can be helpful in predicting of Carles Puyol’s occupation, while the description contains his nationality. Incorporating this information into existing approaches as entities, unfortunately, is challenging as they assign each entity a distinct vector and predict missing links (or attributes) by enumerating over the possible values, both of which are only possible if the entities come from a small, enumerable set. There is thus a crucial need for relational modeling that goes beyond just the link-based view of KB completion, by not only utilizing multimodal information for better link prediction between existing entities, but also being able to generate missing multimodal values.

In this paper, we introduce multimodal knowl-
Carles Puyol Saforcada (born 13 April 1978) is a Spanish retired professional footballer. He was regarded as one of the best defenders of his generation. "Carles_Puyol
Year: 1978
FC_Barcelona
playsFor
hasDescription
hasImage
wasBornOn
male
hasGender

We provide an evaluation of our proposed approach on two relational KBs. Since we are introducing the multimodal KB completion setting, we provide two benchmarks, created by extending the existing YAGO-10 and MovieLens-100k datasets to include additional relations such as textual descriptions, numerical attributes, and images of the entities. We demonstrate that MKBE utilizes the additional information effectively to provide gains in link-prediction accuracy, achieving state-of-the-art results on these datasets for both the DistMult and the ConvE scoring functions. We evaluate the quality of multimodal attributes generated by the decoders via user studies that demonstrate their realism and information content, along with presenting examples of such generated text and images.

2 Multimodal KB Completion

As described earlier, KBs often contain different types of information about entities including links, textual descriptions, categorical attributes, numerical values, and images. In this section, we briefly introduce existing relational embedding approaches that focus on modeling the linked data using distinct, dense vectors. We then describe MKBE that extends these approaches to the multimodal setting, i.e., modeling the KB using all the different information to predict the missing links and impute the missing attributes.

2.1 Background on Link Prediction

Factual statements in a knowledge base are represented using a triple of subject, relation, and object, \( \langle s, r, o \rangle \), where \( s, o \in \xi \) is a set of entities, and \( r \in R \), a set of relations. Respectively, we consider two goals for relational modeling, (1) to train a machine learning model that can score the truth value of any factual statement, and (2) to predict missing links between the entities. In existing approaches, a scoring function \( \psi : \xi \times R \times \xi \rightarrow \mathbb{R} \) (or sometimes, \([0, 1]\)) is learned to evaluate whether any given fact is true, as per the model. For predicting links between the entities, since the set \( \xi \) is small enough to be enumerated, missing links of the form \( \langle s, r, ? \rangle \) are identified by enumerating all the objects and scoring the triples using \( \psi \) (i.e., assume the resulting entity comes from a known set). For example, in Figure 1, the goal is to predict that Carles Puyol plays for Barcelona.

Many of the recent advances in link prediction use an embedding-based approach; each entity in \( \xi \) and relation in \( R \) are assigned distinct, dense vectors, which are then used by \( \psi \) to compute the score. In DistMult (Yang et al., 2015), for example, each entity \( i \) is mapped to a \( d \)-dimensional dense vector.
(e_i ∈ R^d) and each relation r to a diagonal matrix R_r ∈ R^{d×d}, and consequently, the score for any triple ⟨s, r, o⟩ is computed as ψ(s, r, o) = e_r^T R_r e_o. Along similar lines, ConvE (Dettmers et al., 2018) uses vectors to represent the entities and the relations, e_s, e_o, r_r ∈ R^{d×1}, then, after applying a CNN layer on e_s and r_r, combines it with e_o to score a triplet, i.e. the scoring function ψ(s, r, o) is f(ReLU(e_r^T W_o e_o)). Other relational embedding approaches primarily vary in their design of the scoring function (Bordes et al., 2013; Yang et al., 2015; Nickel et al., 2016; Trouillon et al., 2016), but share the shortcoming of assigning distinct vectors to every entity, and assuming that the possible object entities can be enumerated. In this work we focus on DistMult because of its simplicity, popularity, and high accuracy, and ConvE because of its state-of-the-art results.

### 2.2 Problem Setup

When faced with additional triples in form of multimodal data, the setup of link prediction is slightly different. Consider a set of all potential multimodal objects, M, i.e. possible images, text, numerical, and categorical values, and multimodal evidence triples, ⟨s, r, o⟩, where s ∈ ξ, r ∈ R, and o ∈ M. Our goals with incorporating multimodal information into KB remain the same: we want to be able to score the truth of any triple ⟨s, r, o⟩, where o is from ξ (link data) or from M (multimodal data), and to be able to predict missing value ⟨s, r, ?⟩ that may be from ξ or M (depending on r). For the example in Figure 1, in addition to predicting that Carles Puyol plays for Barcelona from multimodal evidence, we are also interested in generating an image for Carles Puyol, if it is missing.

Existing approaches to this problem assume that the subjects and the objects are from a fixed set of entities ξ, and thus are treated as indices into that set, which fails for the multimodal setting primarily for two reasons. First, learning distinct vectors for each object entity does not apply to multimodal values as they will ignore the actual content of the multimodal attribute. For example, there will be no way to generalize vectors learned during training to unseen values that might appear in the test; this is not a problem for the standard setup due to the assumption that all entities have been observed during training. Second, in order to predict a missing multimodal value, ⟨s, r, ?⟩, enumeration is not possible as the search space is potentially infinite (or at least intractable to search).

### 2.3 Multimodal KB Embeddings (MKBE)

To incorporate such multimodal objects into the existing relational models like DistMult and ConvE, we propose to learn embeddings for these types of data as well. We utilize recent advances in deep learning to construct encoders for these objects to represent them, essentially providing an embedding e_o for any object value.

The overall goal remains the same: the model needs to utilize all of the observed subjects, objects, and relations, across different data types, in order to estimate whether any fact ⟨s, r, o⟩ holds. We present an example of an instantiation of MKBE for a knowledge base containing YAGO entities in Figure 2a. For any triple ⟨s, r, o⟩, we embed the subject (Carles Puyol) and the relation (such as playsFor, wasBornOn, or playsFor) using a direct lookup. For the object, depending on the domain (indexed, string, numerical, or image, respectively), we use appropriate encoders to compute its embedding e_o. As in DistMult and ConvE, these embeddings are used to compute the score of the triple.

Via these neural encoders, the model can use the information content of multimodal objects to predict missing links where the objects are from ξ, however, learning embeddings for objects in M is not sufficient to generate missing multimodal values, i.e. ⟨s, r, ?⟩ where the object is in M. Consequently, we introduce a set of neural decoders D : ξ × R → M that use entity embeddings to generate multimodal values. An outline of our model for imputing missing values is depicted in Figure 2b. We will describe these decoders in Section 2.5.

### 2.4 Encoding Multimodal Data

Here we describe the encoders we use for multimodal objects. A simple example of MKBE is provided in Figure 2a. As it shows, we use different encoder to embed each specific data type.

**Structured Knowledge** Consider a triplet of information in the form of ⟨s, r, o⟩. To represent the subject entity s and the relation r as independent embedding vectors (as in previous work), we pass their one-hot encoding through a dense layer. Furthermore, for the case that the object entity is categorical, we embed it through a dense layer with a recently introduced selu activation (Klambauer et al., 2017), with the same number of nodes as the
Multimodal KB Embeddings (MKBE): (a) Proposed architecture that, given any entity and its relations, uses domain-specific encoders to embed each object. The embeddings of entities, and the relation are then used to score the truth value of the triple by the Scorer. (b) Architecture of the proposed work for multimodal attributes recovery. Given an entity, we use its learned embeddings from (a) as the context for attribute-specific decoders to generate the missing values.

- **embedding space dimension.**

**Numerical** Objects in the form of real numbers can provide a useful source of information and are often quite readily available. We use a feed forward layer, after standardizing the input, in order to embed the numbers (in fact, we are projecting them to a higher-dimensional space, from $\mathbb{R} \rightarrow \mathbb{R}^d$). It is worth noting that existing methods treat numbers as distinct entities, e.g., learn independent vectors for numbers 39 and 40, relying on data to learn that these values are similar to each other.

**Text** Since text can be used to store a wide variety of different types of information, for example names versus paragraph-long descriptions, we create different encoders depending on the lengths of the strings involved. For attributes that are fairly short, such as names and titles, we use character-based stacked, bidirectional GRUs to code them, similar to Verga et al. (2016), using the final output of the top layer as the representation of the string. For strings that are much longer, such as detailed descriptions of entities consisting of multiple sentences, we treat them as a sequence of words, and use a CNN over the word embeddings, similar to Francis-Landau et al. (2016), in order to learn the embedding of such values. These two encoders provide a fixed length encoding that has been shown to be an accurate semantic representation of strings for multiple tasks (Dos Santos and Gatti, 2014).

**Images** Images can also provide useful evidence for modeling entities. For example, we can extract person’s details such as gender, age, job, etc., from image of the person (Levi and Hassner, 2015), or location information such as its approximate coordinates, neighboring locations, and size from map images (Weyand et al., 2016). A variety of models have been used to compactly represent the semantic information in the images, and have been successfully applied to tasks such as image classification, captioning (Karpathy and Fei-Fei, 2015), and question-answering (Yang et al., 2016). To embed images such that the encoding represents such semantic information, we use the last hidden layer of VGG pretrained network on Imagenet (Simonyan and Zisserman, 2015), followed by compact bilinear pooling (Gao et al., 2016), to obtain the embedding of the images.

**Training** We follow the setup from Dettmers et al. (2018) that consists of binary cross-entropy loss without negative sampling for both ConvE and DisMult scoring. In particular, for a given subject-relation pair $(s, r)$, we use a binary label vector $t_{s,r}$ over all entities, indicating whether $(s, r, o)$ is observed during training. Further, we denote the model’s probability of truth for any triple $(s, r, o)$ by $p_{s,r}^o$, computed using a sigmoid over $\psi(s, r, o)$. The binary cross-entropy loss is thus defined as:

$$\sum_{(s,r)} \sum_o t_{s,r}^o \log(p_{s,r}^o) + (1 - t_{s,r}^o) \log(1 - p_{s,r}^o).$$

We use the same loss for multimodal triples as well, except that the summation is restricted to the objects of the same modality, i.e. for an entity $s$
and its text description, \( t^{s\tau} \) is a one-hot vector over all descriptions observed during training.

### 2.5 Decoding Multimodal Data

Here we describe the decoders we use to generate multimodal values for entities from their embeddings. The multimodal imputing model is shown in Figure 2b, which uses different neural decoders to generate missing attributes (more details are provided in supplementary materials).

#### Numerical and Categorical data

To recover the missing numerical and categorical data such as dates, gender, and occupation, we use a simple feed-forward network on the entity embedding to predict the missing attributes. In other words, we are asking the model, if the actual birth date of an entity is not in the KB, what will be the most likely date, given the rest of the relational information. These decoders are trained with embeddings from Section 2.4, with appropriate losses (RMSE for numerical and cross-entropy for categories).

#### Text

A number of methods have considered generative adversarial networks (GANs) to generate grammatical and linguistically coherent sentences (Yu et al., 2017; Rajeswar et al., 2017; Guo et al., 2017). In this work, we use the adversarially regularized autoencoder (ARAE) (Zhao et al., 2017) to train generators that decodes text from continuous codes, however, instead of using the random noise vector \( z \), we condition the generator on the entity embeddings.

#### Images

Similar to text recovery, to find the missing images we use conditional GAN structure. Specifically, we combine the BE-GAN (Berthelot et al., 2017) structure with pix2pix-GAN (Isola et al., 2017) model to generate high-quality images, conditioning the generator on the entity embeddings in the knowledge base representation.

### 3 Related Work

There is a rich literature on modeling knowledge bases using low-dimensional representations, differing in the operator used to score the triples. In particular, they use matrix and tensor multiplication (Nickel et al., 2011; Yang et al., 2015; Socher et al., 2013), Euclidean distance (Bordes et al., 2013; Wang et al., 2014; Lin et al., 2015), circular correlation (Nickel et al., 2016), or the Hermitian dot product (Trouillon et al., 2016) as scoring function. However, the objects for all of these approaches are a fixed set of entities, i.e., they only embed the structured links between the entities. Here, we use different types of information (text, numerical values, images, etc.) in the encoding component by treating them as relational triples.

A number of methods utilize an extra type of information as the observed features for entities, by either merging, concatenating, or averaging the entity and its features to compute its embeddings, such as numerical values (Garcia-Duran and Niepert, 2017) (we use KBLN from this work to compare it with our approach using only numerical as extra attributes), images (Xie et al., 2017; Oñoro-Rubio et al., 2017) (we use IKRL from the first work to compare it with our approach using only images as extra attributes), text (McAuley and Leskovec, 2013; Zhong et al., 2015; Toutanova et al., 2015, 2016; Xie et al., 2016; Tu et al., 2017), and a combination of text and image (Sergieh et al., 2018). Further, Verga et al. (2016) address the multilingual relation extraction task to attain a universal schema by considering raw text with no annotation as extra feature and using matrix factorization to jointly embed KB and textual relations (Riedel et al., 2013). In addition to treating the extra information as features, graph embedding approaches (Schlichtkrull et al., 2017; Kipf and Welling, 2016) consider observed attributes while encoding to achieve more accurate embeddings.

The difference between MKBE and these mentioned approaches is three-fold: (1) we are the first to use different types of information in a unified model, (2) we treat these different types of information (numerical, text, image) as relational triples of structured knowledge instead of predetermined features, i.e., first-class citizens of the KB, and not auxiliary features, and (3) our model represents uncertainty in them, supporting the missing values and facilitating recovery of missing values.

### Table 1: Data Statistics

|         | MovieLens | YAGO-10 |
|---------|-----------|---------|
| #Link Types | 13        | 45      |
| #Entities  | 2,625     | 123,182 |
| #Link Triples | 100,000   | 1,079,040 |
| #Numerical Attributes | 2,625    | 111,406 |
| #Image Attributes  | 1,651     | 61,246  |
| #Text Attributes   | 1,682     | 107,326 |

The numbers in bold are our contributions to the datasets.
Table 2: Rating Prediction in MovieLens. Results for models that use: rating information (R), movie-attribute (M), user-attribute (U), movies’ title text (T), and poster images (P).

| Models          | MRR    | Hits@1 | Hits@2 | RMSE |
|-----------------|--------|--------|--------|------|
| Ratings Only, R | 0.62   | 0.40   | 0.69   | 1.48 |
| R+M+U           | 0.646  | 0.423  | 0.708  | 1.37 |
| R+M+U+T         | 0.650  | 0.424  | 0.73   | 1.23 |
| R+M+U+P         | 0.652  | 0.413  | 0.712  | 1.27 |
| R+M+U+T+P       | 0.644  | 0.42   | 0.72   | 1.3  |

Table 3: Link Prediction in YAGO-10. Results shown for models using: structured information (S), textual description of the entities (D), dates as numerical information (N), and images (I). Published refers to Dettmers et al. (2018).

| Models          | MRR    | Hits@1 | Hits@3 | Hits@10 |
|-----------------|--------|--------|--------|---------|
| DistMult        |        |        |        |         |
| Published       | 0.337  | 0.237  | 0.379  | 0.54    |
| Links only, S   | 0.326  | 0.221  | 0.375  | 0.538   |
| S+D             | 0.36   | 0.262  | 0.395  | 0.571   |
| S+N             | 0.325  | 0.213  | 0.382  | 0.517   |
| S+I             | 0.342  | 0.235  | 0.352  | 0.618   |
| S+D+N           | 0.359  | 0.243  | 0.401  | 0.679   |
| S+D+N+I         | 0.372  | 0.268  | 0.418  | 0.792   |

| ConvE           |        |        |        |         |
|-----------------|--------|--------|--------|---------|
| Published       | 0.523  | 0.448  | 0.564  | 0.658   |
| Links only, S   | 0.482  | 0.372  | 0.519  | 0.634   |
| S+D             | 0.564  | 0.478  | 0.595  | 0.713   |
| S+N             | 0.549  | 0.462  | 0.587  | 0.701   |
| S+I             | 0.566  | 0.471  | 0.597  | 0.72    |
| S+D+N           | 0.588  | 0.517  | 0.603  | 0.722   |
| S+D+N+I         | 0.584  | 0.52   | 0.604  | 0.698   |

5 Experiment Results

In this section, we first evaluate the ability of MKBE to utilize the multimodal information by comparing to DistMult and ConvE through a variety of tasks. Then, by considering the recovery of missing multimodal values (text, images, and numerical) as the motivation, we examine the capability of our models in generation. Details of the hyperparameters and model configurations is provided in the supplementary material, and the source code and the datasets to reproduce the results is available at https://github.com/pouyapez/mkbe.

5.1 Link Prediction

In this section, we evaluate the capability of MKBE in the link prediction task. The goal is to calculate MRR and Hits@ metric (ranking evaluations) of recovering the missing entities from triples in the test dataset, performed by ranking all the entities and computing the rank of the correct entity. Similar to previous work, here we focus on providing the results in a filtered setting, that is we only rank triples in the test data against the ones that never appear in either train or test datasets.

MovieLens-100k We train the model using Rating as the relation between users and movies. We use a character-level GRU for the movie titles, a separate feed-forward network for age, zip code, and release date, and finally, we use a VGG network on the posters (for every other relation we use a dense
Table 4: **Per-Relation Breakdown** showing performance of each model on different relations.

| Relation            | Links Only | +Numbers | +Description | +Images |
|---------------------|------------|----------|--------------|---------|
|                     | MRR        | Hits@1   | MRR          | Hits@1  | MRR        | Hits@1   | MRR        | Hits@1  |
| isAffiliatedTo      | 0.524      | 0.401    | 0.551        | 0.467   | 0.572      | 0.481    | 0.569      | 0.478   |
| playsFor            | 0.528      | 0.413    | 0.554        | 0.471   | 0.574      | 0.486    | 0.566      | 0.476   |
| hasGender           | 0.798      | 0.596    | 0.799        | 0.599   | 0.813      | 0.627    | 0.842      | 0.683   |
| isConnectedTo       | 0.482      | 0.367    | 0.497        | 0.379   | 0.492      | 0.384    | 0.484      | 0.372   |
| isMarriedTo         | 0.365      | 0.207    | 0.387        | 0.221   | 0.404      | 0.296    | 0.413      | 0.326   |

YAGO-10 The result of link prediction on our YAGO dataset is provided in Table 3. We label models using structured information as S, entity-description as D, numerical information as N, and entity-image as I. We see that the model that encodes all type of information consistently performs better than other models, indicating that the model is effective in utilizing the extra information. On the other hand, the model that uses only text performs the second best, suggesting the entity descriptions contain more information than others. It is notable that model S is outperformed by all other models, demonstrating the importance of using different data types for attaining higher accuracy. This observation is consistent across both DistMult and ConvE, and the results obtained on ConvE are the new state-of-art for this dataset (as compared to Dettmers et al. (2018)).

5.2 Imputing Multimodal Attributes

Here we present an evaluation on imputing multimodal attributes (text, image and numerical).

**Numerical and Categorical** Table 5a shows performance of predicting missing numerical attributes in the data, evaluated via holding out 10% of the data. We only consider numerical values (dates) that are more recent than 1000 AD to focus on more relevant entities. In addition to the neural decoder, we train a search-based decoder as well by considering all 1017 choices in the interval [1000, 2017], and for each triple in the test data, finding the number that the model scores the highest; we use this value to compute the RMSE. As we can see, all info outperform other methods on both datasets, demonstrating MKBE is able to utilize different multimodal values for modeling numerical information. Further, the neural decoder performs better than the search-based one, showing the importance of proper decoder, even for finite, enumerable sets. Along the same line, Table 5b

Table 5: **Predicting Numbers and Categories** for YAGO (dates) and MovieLens (genres), using models with access with different information.

| Models    | Accuracy |
|-----------|----------|
| R+M       | 71.82    |
| R+M+U     | 71.98    |
| R+M+U+T   | 73.01    |
| R+M+U+P   | 73.77    |
| All Info  | 75.89    |

(a) RMSE (years) in YAGO  
(b) Genres in MovieLens

ConvE method. Table 4 compares our models on some of the most frequent relations. As shown, the model that includes textual description significantly benefits isAffiliatedTo, and playsFor relations, as this information often appears in text. Moreover, images are useful for hasGender and isMarriedTo, while for the relation isConnectedTo, numerical (dates) are more effective than images.
Table 6: **Evaluating Generated Titles** for MovieLens using movies embeddings conditioned on just the ratings (R) and all the information. We present the accuracy of the users in guessing whether the generated title for a movie was real (yes/no), and genre of the movie (4 choices).

| Models       | Real vs Fake | Genre |
|--------------|--------------|-------|
| R            | 63           | 27.2  |
| R+M+U+T+P   | 73           | 41.6  |
| Reference    | 90           | 68    |

Table 7: **Evaluating Generated Text and Images** for YAGO using entity embeddings conditioned on just the links (S) or all information. We present the accuracy of the users in guessing whether the generated text/image for a person was real (yes/no), gender of the person, age (<35, or ≥35), and occupation (3 choices).

| Models       | Real | Gender | Age     | Occup. |
|--------------|------|--------|---------|--------|
| S            | 57.1 | 72.1   | 59      | 71.4   |
| S+N+D+I     | 59.2 | 77.2   | 63.4    | 78.6   |
| Reference    | 67.8 | 83.2   | 69.5    | 90.4   |

| Models       | Images | Real | Gender | Age     | Occup. |
|--------------|--------|------|--------|---------|--------|
| S            | 60     | 67   | 53     | 43      |
| S+N+D+I     | 67     | 77   | 53     | 52      |
| Reference    | 96     | 1.0  | 83     | 82      |

genus is most appropriate for the given title. We consider 30 movies each as reference titles, fake titles generated from only ratings as conditional data, and fake titles conditioned on all the information. Further, each question was asked for 3 participants, and the results computed over the majority choice are shown in Table 6. Fake titles generated with all the information are more similar to reference movie titles, demonstrating that the embeddings that have access to more information effectively generate higher-quality titles.

**MovieLens Titles** For generating movie titles, we randomly consider 200 of them as test, 100 as validation, and the remaining ones as training data. The goal here is to generate titles for movies in the test data using the previously mentioned GAN structure. To evaluate our results we conduct a human experiment on Amazon Mechanical Turk (AMT) asking participant two questions: (1) whether they find the movie title real, and (2) which of the four genres is most appropriate for the given title. We consider 30 movies each as reference titles, fake titles generated from only ratings as conditional data, and fake titles conditioned on all the information. Further, each question was asked for 3 participants, and the results computed over the majority choice are shown in Table 6. Fake titles generated with all the information are more similar to reference movie titles, demonstrating that the embeddings that have access to more information effectively generate higher-quality titles.

**YAGO Descriptions** The goal here is to generate descriptive text for entities from their embeddings. Since the original descriptions can be quite long, we consider first sentences that are less than 30 tokens, resulting in 96, 405 sentences. We randomly consider 3000 of them as test, 3000 as validation, and the remaining as training data for the decoder. To evaluate the quality of the generated descriptions, and whether they are appropriate for the entity, we conduct a user study asking participants if they can guess the realness of sentences and the occupation (entertainer, sportsman, or politician), gender, and age (above or below 35) of the subject entity from the description. We provide 30 examples for each model asking each question from 3 participants and calculate the accuracy of the majority vote. The results presented in Table 7 show that the models are fairly competent in informing the users of the entity information, and further,
descriptions generated from embeddings that had access to more information outperforms the model with only structured data. Examples of generated descriptions are provided in Table 8 (in addition to screenshots of user study, more examples of generated descriptions, and MovieLens titles are provided in supplementary materials).

**YAGO Images** Here, we evaluate the quality of images generated from entity embeddings by humans (31, 520, split into train/text). Similar to descriptions, we conduct a study asking users to guess the realness of images and the occupation, gender, and age of the subject. We provide 30 examples for each model asking each question from 3 participants, and use the majority choice.

The results in Table 7 indicate that the images generated with embeddings based on all the information are more accurate for gender and occupation. Guessing age from the images is difficult since the image on DBpedia may not correspond to the age of the person, i.e. some of the older celebrities had photos from their youth. Examples of generated images are shown in Table 9.

### 6 Discussion and Limitations

An important concern regarding KB embedding approaches is their scalability. While large KBs are a problem for all embedding-based link prediction techniques, MKBE is not significantly worse than existing ones because we treat multimodal information as additional triples. Specifically, although multimodal encoders/decoders are more expensive to train than existing relational models, the cost is still additive as we are effectively increasing the size of the training dataset.

In addition to scalability, there are few other challenges when working with multimodal attributes. Although multimodal evidence provides more information, it is not at all obvious which parts of this additional data are informative for predicting the relational structure of the KB, and the models are prone to overfitting. MKBE builds upon the design of neural encoders and decoders that have been effective for specific modalities, and the results demonstrate that it is able to utilize the information effectively. However, there is still a need to further study models that capture multimodal attributes in a more efficient and accurate manner.

Since our imputing multimodal attributes model is based on GAN structure and the embeddings learned from KB representation, the generated attributes are directly limited by the power of GAN models and the amount of information in the embedding vectors. Although our generated attributes convey several aspects of corresponding entities, their quality is far from ideal due to the size of our datasets (both of our image and text datasets are order of magnitude smaller than common datasets in the existing text/image generation literature) and the amount of information captured by embedding vectors (the knowledge graphs are sparse). In future, we would like to (1) expand multimodal datasets to have more attributes (use many more entities from YAGO), and (2) instead of using learned embeddings to generate missing attributes, utilize the knowledge graph directly for generation.

### 7 Conclusion

Motivated by the need to utilize multiple sources of information, such as text and images, to achieve more accurate link prediction, we present a novel neural approach to multimodal relational learning. We introduce MKBE, a link prediction model that consists of (1) a compositional encoding component to jointly learn the entity and multimodal embeddings to encode the information available for each entity, and (2) adversarially trained decoding component that use these entity embeddings to impute missing multimodal values. We enrich two existing datasets, YAGO-10 and MovieLens-100k, with multimodal information to introduce benchmarks. We show that MKBE, in comparison to existing link predictors DistMult and ConvE, can achieve higher accuracy on link prediction by utilizing the multimodal evidence. Further, we show that MKBE effectively incorporates relational information to generate high-quality multimodal attributes like images and text. We have release the datasets and the open-source implementation of our models at https://github.com/pouyapez/mkbe.
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