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Abstract. We study the dependence of entropy [per lattice site] of six-vertex model on boundary conditions. We start with lattices of finite size and then proceed to thermodynamic limit. We argue that the six-vertex model with periodic, anti-periodic and mixed boundary conditions produce the same free-energy in the thermodynamic limit. We have found fixed boundary conditions such that the entropy varies continuously from zero to its value for periodic boundary condition. We have also shown that the physical quantities of the six-vertex model at the isotropic point does not change in the case of singular toroidal boundary.
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1. Introduction

The six-vertex model has been extensively studied over the years [1,2]. It was firstly solved under the assumption of periodic boundary conditions [3]. Later on, the equivalence of the six-vertex model with periodic and free boundary conditions was proven by means of the weak-graph expansion [4].

Nevertheless, it was also noted in [4] that the free-energy of the six-vertex model cannot be independent of boundary conditions. Moreover the six-vertex model was again studied in the thermodynamic limit with special free boundaries [5], anti-periodic boundaries [6], domain wall boundary [7, 8] and recently the case of domain wall and reflecting end boundary conditions was also considered [9]. On the latter cases of fixed boundary conditions, the free-energy and therefore the entropy was found to differ from the case of periodic boundary condition.

In order to further investigate the dependence of the physical quantities, e.g. entropy, of the six-vertex model constrained by different boundary conditions, we started investigating the relation among free boundary, periodic, anti-periodic and mixture of periodic and anti-periodic. Besides that, we have also considered the case of fixed boundary conditions. Our goal is to argue that the entropy of all mixture of periodic and anti-periodic boundaries agrees with the periodic case and that there are different instances of fixed boundary in which the infinite temperature entropy might agree and disagree with the periodic or domain wall boundary conditions.

In particular, we introduce what we called Neél boundary conditions. This case does not seem to be exactly solvable due to the boundary conditions, however we obtained some results which show that the entropy is the same as the case of periodic boundary condition. We have also found that this boundary condition is connected with some recent generalization of alternating sign matrix [10].

The outline of the article is as follows. In section 2, we describe the six-vertex model and its boundary conditions. In section 3, we discuss the case of periodic, anti-periodic and mixed boundary conditions. The case of fixed boundary conditions is treated in sections 4 and 5. In section 6, we have also addressed to the case of singular boundary conditions at the isotropic point. In appendix A, we provide some results for the eight-vertex model for completeness. In appendix B, we discuss the Bethe ansatz solution for $\Delta > 1$ and in the appendix C we discuss the case of separated inversions. Our conclusions are given in section 7.

2. The six-vertex model

In this section, we introduce the six-vertex model and its partition function with general free boundary conditions.

The partition function of the statistical model is a sum of all configurations $(\varepsilon)$,

$$Z = \sum_{(\varepsilon)} \prod_{i=1}^{N} \prod_{j=1}^{L} \omega_{\varepsilon}^{(i,j)},$$

(1)
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\[ R(\lambda) = \begin{pmatrix} a(\lambda) & 0 & 0 & 0 \\ 0 & c(\lambda) & b(\lambda) & 0 \\ 0 & b(\lambda) & c(\lambda) & 0 \\ 0 & 0 & 0 & a(\lambda) \end{pmatrix} \]  

which defines a complicated combinatorial problem. The weight \( \omega^{(i,j)} \) can assume the values \( a(\lambda), b(\lambda) \) and \( c(\lambda) \), which are associated to the different vertices configurations of the six-vertex model (see figure 1).

These Boltzmann weights are the matrix elements of the so called \( R \)-matrix [1, 2], which reads

\[ R(\lambda - \mu) = (T^A(\lambda) \otimes T^A(\lambda)) T^A(\lambda - \mu), \]  

which constraints the Boltzmann weights of the six-vertex such that,

\[ \Delta = \frac{a^2 + b^2 - c^2}{2ab}, \]  

for any value of the spectral parameter. On the one hand this imposes several constraints on the problem, on the other hand it allows for exact results for certain boundary conditions.

The associativity of Yang–Baxter equation gives rise to the Yang–Baxter algebra [11], such that

\[ [R(\lambda - \mu), G \otimes G] = 0. \]  

For general values of \( \Delta (\Delta \neq 1) \), this condition implies that the matrix \( G \) is diagonal or anti-diagonal matrix [12], which reads

\[ G^{(0)} = \begin{pmatrix} 1 \\ 0 \\ 0 \\ \alpha_1 \end{pmatrix}, \quad G^{(1)} = \begin{pmatrix} 0 \\ 1 \\ \alpha_2 \\ 0 \end{pmatrix}, \]  

where we are going to restrict ourselves to the case \( \alpha_1 = \alpha_2 = 1 \), which gives us the relevant matrices to study the free boundary case. The case \( \Delta = 1 \) has \( SU(2) \) symmetry, which implies that \( G \) can be any \( 2 \times 2 \) matrix [12].

The equations (5) and (6) provide the commutativity property of the transfer matrices

\[ T^{(i)}(\lambda) = \text{Tr}_A \left[ G^{(i)}_A T^A(\lambda) \right], \]  

\[ [T^{(i)}(\lambda), T^{(i)}(\mu)] = 0, \quad \forall \lambda, \mu \]  

However, it is worth to note that \( T^{(0)}(\lambda) \) does not commute with \( T^{(1)}(\lambda) \).
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After a convenient representation of the monodromy matrix
\[ T_A(\lambda) = \begin{pmatrix} A(\lambda) & B(\lambda) \\ C(\lambda) & D(\lambda) \end{pmatrix}, \tag{9} \]
we clearly see that the transfer matrix are simply given by
\[ T^{(0)}(\lambda) = A(\lambda) + D(\lambda), \tag{10} \]
\[ T^{(1)}(\lambda) = B(\lambda) + C(\lambda), \tag{11} \]
where these are the transfer matrices with periodic and anti-periodic boundary conditions respectively.

The transfer matrices \( T^{(i)}(\lambda) \), when multiplied successively, builds up the partition function of a \( N \times L \) bidimensional classical vertex model with some boundary conditions.

In the case of free boundary condition, we have that the partition function (1) can be written as
\[ Z_{\text{free}} = \sum_{\phi_k,\theta_j = 0,1} \text{Tr}_V \left( \bigotimes_{k=1}^L G_{V_k}^{(\phi_k)} \prod_{j=1}^N T^{(\theta_j)}(\lambda_j) \right), \tag{12} \]
where in each external bond one could have all possible configurations of incoming and outgoing arrows. The matrix \( G_{V_k}^{(\phi)} \) is taken from (7) and it stands for the periodic or anti-periodic boundary on the vertical direction \( V \). Its product \( \bigotimes_{k=1}^L G_{V_k}^{(\phi_k)} \) produce all possible configurations of incoming and outgoing arrows along the vertical direction, where \( \phi_k = 0, 1 \) for \( k = 1, \ldots, L \). On the other hand, the product of transfer matrices for \( \theta_j = 0, 1 \) for \( j = 1, \ldots, N \) produce all possible products of \( T^{(0)}(\lambda) \) and \( T^{(1)}(\lambda) \) and therefore all possible configurations of incoming and outgoing arrows along the horizontal direction.

3. The six-vertex model with mixed boundary conditions

In the homogeneous case \( (\lambda_j = \lambda, \mu_k = \mu = 0) \) the expression (12) is simply given by
\[ Z_{\text{free}} = \text{Tr}_V \left( \bigotimes_{k=1}^L \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} (A(\lambda) + D(\lambda) + B(\lambda) + C(\lambda))^N \right). \tag{13} \]
Naturally, the case of free boundary can be viewed as a sum of a large number of more constrained boundary conditions. The case of periodic boundary condition (P) along both directions consist of the term \( \phi_k = \theta_j = 0, \forall j, k \) in (12). This term can be simply written in the homogeneous case as
\[ Z_{\text{PP}} = \text{Tr}_V [(T^{(0)}(\lambda))^N] = \text{Tr}_V [(A(\lambda) + D(\lambda))^N], \tag{14} \]
and was studied in [3]. On the other hand, the case of anti-periodic (A) boundary along the horizontal and periodic along the vertical direction \( (\theta_j = 1, \phi_k = 0, \forall j, k) \) can be written in the homogeneous case as,
\[ Z_{\text{AP}} = \text{Tr}_V [(T^{(1)}(\lambda))^N] = \text{Tr}_V [(B(\lambda) + C(\lambda))^N]. \tag{15} \]
This case was considered in [6] in the anti-ferroelectric regime \( (\Delta < -1) \).
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Besides the immediate cases of periodic and anti-periodic boundary \( Z_{PA} \) as well the anti-periodic boundary in both direction \( Z_{AA} \), one has a number of additional non-trivial mixed boundaries. One can organize this in matrix such that,

\[
M_{N,L} = \begin{pmatrix}
Z_{1,1} & Z_{1,2} & \cdots & Z_{1,2^L} \\
Z_{2,1} & Z_{2,2} & \cdots & Z_{2,2^L} \\
\vdots & \vdots & \ddots & \vdots \\
Z_{2^N,1} & Z_{2^N,2} & \cdots & Z_{2^N,2^L}
\end{pmatrix}, \quad Z_{\text{free}} = \sum_{j=1}^{2^N} \sum_{k=1}^{2^L} Z_{j,k}. \tag{16}
\]

We have that \( Z_{j,k} \) is the partition function of lattice \( N \times L \) with \((j - 1)_0 = \{\theta_N, \ldots, \theta_1\}_2\) and \((k - 1)_0 = \{\phi_L, \ldots, \phi_1\}_2\) defining local periodic or anti-periodic closing along the horizontal and vertical directions, respectively. It is to be understood in the above notation that the binary representation of \( j - 1 \) gives us the vector \( \{\phi_L, \ldots, \phi_1\} \) and similarly for \( k - 1 \) and \( \{\theta_N, \ldots, \theta_1\} \). More explicitly, for the integers \( j \) and \( k \) we have that \( j - 1 = \theta_1 2^0 + \theta_2 2^1 + \ldots + \theta_{N} 2^{N-1} \) and \( k - 1 = \phi_1 2^0 + \phi_2 2^1 + \ldots + \phi_{L} 2^{L-1} \); hence

\[
Z_{j,k} = \text{Tr}_V \left[ \bigotimes_{m=1}^{L} G_{V_m}^{(\phi_m)} \prod_{n=1}^{N} T^{(\theta_n)}(\lambda) \right], \quad j = 1, \ldots, 2^N, \quad k = 1, \ldots, 2^L, \tag{17}
\]

where for a given \( j \) and \( k \) on the left hand side we have a set of \( \phi_m \) and \( \theta_n \) on the right hand side. We also have that \( Z_{1,1} = Z_{PP} \), \( Z_{2^N,1} = Z_{AP} \), \( Z_{1,2^L} = Z_{PA} \) and \( Z_{2^N,2^L} = Z_{AA} \).

In order to illustrate, let us consider the instance of \( L = N = 2 \). On the one hand, the first column \((k = 1)\) of the matrix (16), which means \((0)_0 = \{\phi_2 = 0, \phi_1 = 0\}_2\), represents the case of periodic boundary conditions along the vertical direction. This is because \( G_{V_m}^{(0)} \) is the identity matrix (7). On the other hand, we have the following cases along the horizontal direction:

(i) periodic boundary at \( j = 1 \) which again implies \( \theta_n = 0 \) for \( n = 1, 2 \) and therefore

\[
Z_{1,1} = \text{Tr}_V \left[ (T^{(0)}(\lambda))^2 \right];
\]

(ii) periodic and anti-periodic at \( j = 2 \) \((1)_0 = \{\theta_2 = 0, \theta_1 = 1\}_2\)

\[
Z_{2,1} = \text{Tr}_V \left[ T^{(0)}(\lambda) T^{(1)}(\lambda) \right];
\]

(iii) anti-periodic and periodic at \( j = 3 \) \((2)_0 = \{\theta_2 = 1, \theta_1 = 0\}_2\)

\[
Z_{3,1} = \text{Tr}_V \left[ T^{(1)}(\lambda) T^{(0)}(\lambda) \right];
\]

(iv) finally the anti-periodic case at \( j = 4 \) \((3)_0 = \{\theta_2 = 1, \theta_1 = 1\}_2\)

\[
Z_{4,1} = \text{Tr}_V \left[ (T^{(1)}(\lambda))^2 \right].
\]

For more general matrix elements, one should also take in account the \( G_{V}^{(\phi)} \) boundary matrices \((k > 1)\) which will reverse or not the edge configurations along the vertical direction depending on \( k \) value. Although we have explicitly given \( Z_{2,1} \) and \( Z_{3,1} \) in the above example, in this case they are actually vanishing due to the property of the arrow flux along the boundary.

More specifically, we have trivial cases which results in a vanishing partition function. In general, the non-trivial cases should fulfill the following rule: Let \( \Phi = \sum_{m=1}^{L} \phi_m \) be
the number of vertical anti-periodic closings and similarly \( \Theta = \sum_{n=1}^{N} \theta_n \) the number of horizontal anti-periodic closings, then \( \text{mod} [\Phi - \Theta, 2] \) must be zero. This condition comes from the parity of the flux of arrow on the boundary.

In addition to that, the partition functions \( Z_{j,k} \) is related under \( \pi/2 \) rotation of the lattice with \( Z_{k,j} \), which reads

\[
Z_{j,k} := Z_{j,k}^{N \times L} = Z_{k,j}^{L \times N}.
\] (18)

All the above features can be seen at the infinite temperature point. By tuning the Boltzmann weights such that \( a = b = c = 1 (\Delta = 1/2) \), we are dealing with the infinite temperature case. Therefore, the partition function is just counting the number of equally likely physical states \( Z = \Omega \). We have obtained the number of physical states (\( \Omega \)) for small sizes (up to \( N = L = 5 \)). The cases \( N = L = 2, 3 \) are given below,

\[
M_{2,2} = \begin{pmatrix}
18 & 0 & 0 & 8 \\
0 & 10 & 10 & 0 \\
0 & 10 & 10 & 0 \\
8 & 0 & 0 & 8
\end{pmatrix},
M_{3,3} = \begin{pmatrix}
148 & 0 & 0 & 84 & 0 & 84 & 84 & 0 \\
0 & 94 & 84 & 0 & 94 & 0 & 0 & 72 \\
0 & 84 & 80 & 0 & 84 & 0 & 0 & 72 \\
84 & 0 & 0 & 74 & 0 & 72 & 74 & 0 \\
0 & 94 & 84 & 0 & 94 & 0 & 0 & 72 \\
84 & 0 & 0 & 72 & 0 & 76 & 72 & 0 \\
84 & 0 & 0 & 74 & 0 & 72 & 74 & 0 \\
0 & 72 & 72 & 0 & 72 & 0 & 0 & 68
\end{pmatrix}.
\] (19)

One can see that the case of periodic boundary along both directions allows for the largest number of configurations. As a result, we can show that the entropy of six-vertex model at infinite temperature with periodic boundary is equal to the case of free boundary. This is done by noting that the number of configurations of free boundary (\( \Omega_{\text{free}} \)), which is equal to the sum of all matrix elements of \( M_{N,L} \) at \( \Delta = 1/2 \), is larger than the number of configurations of the periodic case \( \Omega_{\text{PP}} = Z_{1,1} \). Besides that, we estimate an upper bound for \( \Omega_{\text{free}} \) assuming that all the \( 2^{L+N-1} \) non-trivial boundaries (the non-vanishing matrix elements of \( M_{N,L} \)) are equal to the maximal value \( \Omega_{\text{PP}} \). This implies that,

\[
\Omega_{\text{PP}} \leq \Omega_{\text{free}} \leq 2^{L+N-1} \Omega_{\text{PP}}.
\] (20)

In order to take the thermodynamic limit, we raise (20) to the power \( 1/(NL) \), take the logarithm and at last take the infinite size limit. This shows that the infinite temperature entropy of the free boundary case is equal to the entropy of the boundary which allows for the largest number of configurations, therefore periodic boundary conditions (\( S_{\text{PBC}} = S_{\text{free}} \)).

It is worth to note that this relation among six-vertex model with periodic and free boundary conditions at arbitrary temperatures was proven for even lattice sizes by means of the weak-graph expansion [4]. Although our reasoning is limited to infinite temperatures at this point, there is no restriction on the lattice sizes. In the next section, we are going to extend this result to different temperatures.

Besides that, the above imbalance in the number of states among the different mixed boundary (19) is due to the ice-rule. In the case of the eight-vertex model (see appendix A), this imbalance does not exist due to the additional allowed vertex configurations.
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3.1. Homogeneous boundary conditions

The cases $Z_{PP}$, $Z_{AP}$, $Z_{PA}$ and $Z_{AA}$ are build up by the product of $T^{(0)}(\lambda)$ or $T^{(1)}(\lambda)$ only. This implies that we have products of commuting operators, which by its turn are integrable transfer matrices. Therefore, the analysis of these cases are much simpler than the more general cases $Z_{j,k}$.

In order to analyze all the above cases, we will exploit some discrete symmetries of the transfer matrices $T^{(i)}(\lambda)$.

We can define the reflection operator as $\Pi^x = \bigotimes_{m=1}^{L} \sigma^x_m$ and the parity operator as $\Pi^z = \bigotimes_{m=1}^{L} \sigma^z_m$, where $\sigma^{x,y,z}$ denotes the usual Pauli matrices. These are special cases of the discrete symmetries (7), which implies the following commutation relations

$$[T^{(0)}(\lambda), \Pi^x] = [T^{(0)}(\lambda), \Pi^z] = 0,$$  \hspace{1cm} (21)

$$[T^{(1)}(\lambda), \Pi^x] = [T^{(1)}(\lambda), \Pi^z] = 0,$$  \hspace{1cm} (22)

$$\Pi^x \Pi^z = (-1)^L \Pi^z \Pi^x,$$  \hspace{1cm} (23)

which comes from the invariance (6) and the last relation is a direct byproduct of algebraic properties of the Pauli matrices.

3.1.1. Completely periodic boundary condition. The case of periodic boundary conditions $Z_{PP}$ was completely solved long ago by standard Bethe ansatz [3]. The partition function $Z_{PP}$ can be written as

$$Z_{PP} = \sum_{j=1}^{2^L} (\Lambda^{(0)}_j(\lambda))^N,$$  \hspace{1cm} (24)

where $\Lambda^{(0)}_j(\lambda)$ are the transfer matrix eigenvalues [3]. Therefore it is immediate that only the largest eigenvalue $\Lambda^{(0)}_{\text{max}}(\lambda)$ contributes for the free-energy in the thermodynamic limit, such that

$$F_{PP} = -\frac{1}{\beta} \lim_{L,N \to \infty} \frac{1}{LN} \ln (\Lambda^{(0)}_{\text{max}}(\lambda))^N,$$  \hspace{1cm} (25)

where $\beta$ is the inverse of temperature. By its turn, the largest eigenvalue of $T^{(0)}(\lambda)$ and therefore the free-energy in the thermodynamic limit is known for all values of $\Delta$ [1,3]. The entropy at infinite temperature was given as [3]

$$S_{\text{PBC}} = \frac{1}{2} \ln \left( \frac{4}{3} \right)^3 \approx 0.431523.$$  \hspace{1cm} (26)

3.1.2. Anti-periodic boundary along the horizontal direction. On the other hand, as the case $Z_{AP}$ lacks the arrow conservation flux from row to row, it was solved much later by means of the $T−Q$ approach [6]. It was shown in [6] for even $L$ and $\Delta < -1$ that the partition function $Z_{AP}$ produce the same free-energy as the case of periodic boundary condition [3].

In order to better understand this result, it is convenient to exploit the anti-commutation rule between $\Pi^x$ and $T^{(1)}(\lambda)$. In doing so, we obtain that in the case that $|\Psi\rangle$ is an eigenvector of $T^{(1)}(\lambda)$ with eigenvalue $\Lambda^{(1)}(\lambda)$, one also has that $\Pi^x |\Psi\rangle$ is an
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eigenvector with eigenvalue \(-\Lambda^{(1)}(\lambda)\). In other words, all the eigenvalues of \(T^{(1)}(\lambda)\) are at least double-degenerate in modulus and we may write,

\[
T^{(1)}(\lambda) = \sum_{j=1}^{2L-1} \Lambda^{(1)}_j(\lambda) \left| \Psi_j^{(1)} \rightangle \left\langle \Psi_j^{(1)} \right| - \Lambda^{(1)}(\lambda) \Pi^z \left| \Psi_j^{(1)} \rightangle \left\langle \Psi_j^{(1)} \right| \Pi^z,
\]

where we can make any choice of the first \(2^{L-1}\) states by selecting one state between each pair \(\{\Lambda^{(1)}_j(\lambda), -\Lambda^{(1)}_j(\lambda)\}\).

Therefore the partition function results in,

\[
Z_{\text{AP}} = \text{Tr}_V \left[ (T^{(1)}(\lambda))^N \right] = \begin{cases} 0 & \text{odd } N, \\ 2 \sum_{j=1}^{2L-1} (\Lambda^{(1)}_j(\lambda))^N & \text{even } N, \end{cases}
\]

which again implies that only the largest eigenvalue \(\Lambda^{(1)}_{\text{max}}(\lambda)\) contributes for the free-energy in the thermodynamic limit,

\[
F_{\text{AP}} = \frac{1}{\beta L N} \lim_{L \to \infty} \ln \left( \Lambda^{(1)}_{\text{max}}(\lambda) \right)^N.
\]

The fact that \(F_{\text{AP}} = F_{\text{PP}}\) establishes the following relation between the maximal transfer matrix eigenvalues,

\[
\lim_{L \to \infty} \frac{1}{L} \ln \Lambda^{(1)}_{\text{max}}(\lambda) = \lim_{L \to \infty} \frac{1}{L} \ln \Lambda^{(0)}_{\text{max}}(\lambda),
\]

at least for \(\Delta < -1\) thanks to the result in [6].

### 3.1.3. Completely anti-periodic boundary condition.

Let us now address to the case of anti-periodic boundary conditions along both directions \(Z_{\text{AA}}\). In this case, due to the relation (23), we have to distinguish between odd and even values of \(L\).

For \(L\) odd, the anti-commutation between \(\Pi^x\) and \(\Pi^z\) also implies that the \(\Pi^x\) eigenvalues for \(|\Psi\rangle\) and \(\Pi^z |\Psi\rangle\) are opposite. In this case, we choose the first \(2^{L-1}\) states to have \(\Pi^x\) eigenvalues +1, which results in

\[
\Pi^x (T^{(1)}(\lambda))^N = \sum_{j=1}^{2L-1} \left( \Lambda^{(1)}_j(\lambda) \right)^N \left[ \left| \Psi_j^{(1)} \right\rangle \left\langle \Psi_j^{(1)} \right| - (-1)^N \Pi^z \left| \Psi_j^{(1)} \right\rangle \left\langle \Psi_j^{(1)} \right| \Pi^z \right].
\]

Taking the trace along the vertical direction, we obtain

\[
Z_{\text{AA}} = Z_{2N,2L} = \text{Tr}_V \left[ \Pi^x (T^{(1)}(\lambda))^N \right] = \begin{cases} 2 \sum_{j=1}^{2L-1} (\Lambda^{(1)}_j(\lambda))^N & \text{for } N \text{ odd}, \\ 0 & \text{for } N \text{ even}, \end{cases}
\]

which is equal to the matrix element values \(Z_{2N,2L}\) of (16), as verified for \(N, L \leq 5, L\) odd.

On the other hand, the operators \(\Pi^x\) and \(\Pi^z\) do commute for \(L\) even, which implies the eigenvectors \(|\Psi\rangle\) and \(\Pi^x |\Psi\rangle\) have simultaneously the same \(\Pi^x\) eigenvalues. For this reason, we choose an ordering such that the first \(2^{L-1}\) eigenvectors alternates between \(\Pi^x\) eigenvalues +1 and −1. Therefore

\[
\Pi^x (T^{(1)}(\lambda))^N = \sum_{j=1}^{2L-1} (-1)^{j-1} (\Lambda^{(1)}_j(\lambda))^N \left[ \left| \Psi_j^{(1)} \right\rangle \left\langle \Psi_j^{(1)} \right| - (-1)^N \Pi^z \left| \Psi_j^{(1)} \right\rangle \left\langle \Psi_j^{(1)} \right| \Pi^z \right],
\]
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Table 1. Largest element of $M_{N,L}$ for $\Delta < -1$.

| $L$ even, $N$ even | $Z_{PP}$ |
|--------------------|---------|
| $L$ even, $N$ odd  | $Z_{PA}$ |
| $L$ odd, $N$ even  | $Z_{AP}$ |
| $L$ odd, $N$ odd  | $Z_{AA}$ |

which implies

$$Z_{AA} = \text{Tr}_V \left[ \Pi^2 (T^{(1)}(\lambda))^N \right] = \begin{cases} 
0 & \text{for } N \text{ odd}, \\
2 \sum_{j=1}^{2L-1} (-1)^{j-1}(\Lambda_j^{(1)}(\lambda))^N & \text{for } N \text{ even}.
\end{cases} \quad (34)$$

This again is equal to matrix element $Z_{2N,2L}$ of (16). The selection rule $\text{Mod } [\Phi - \Theta, 2] = 0$ is naturally fulfilled by the relations (32) and (34).

These results imply again that only the largest eigenvalue $\Lambda^{(1)}_{\text{max}}(\lambda)$ contributes for the free-energy in the thermodynamic limit,

$$F_{AA} = -\frac{1}{\beta} \lim_{L,N\to\infty} \frac{1}{LN} \ln (\Lambda^{(1)}_{\text{max}}(\lambda))^N, \quad (35)$$

which due to (30) is equal to the periodic case at least for $\Delta < -1$.

3.1.4. Anti-periodic boundary along the vertical direction. The case $Z_{PA}$ is related to $Z_{AP}$ due to the rotational symmetry (18) and therefore it should be related to the periodic case. In the next section we will further comment on this case.

3.1.5. Largest partition function. Based on the direct computation of the partition function and on the above results, we can extend our previous reasoning about the agreement between the free-energy for free and periodic boundary conditions at infinite temperature to arbitrary temperatures.

In fact, the free-energy of these boundary conditions also agree for every set of positive Boltzmann weights $a$, $b$, $c$, which holds true for every temperature value. This can be seen by noting that $Z_{PP}, Z_{AP}, Z_{PA}$ and $Z_{AA}$ are the only matrix elements of (16) that can become the dominant term as $a$, $b$, $c$ change.

More specifically, we have that $Z_{PP}$ has the largest value for $\Delta \geq -1$. However, the situation changes when $\Delta < -1$. In the anti-ferroelectric phase, the largest term changes according to the parity of the lattice size $L$ and $N$. In this regime we have that $c > a + b$, therefore the dominant configuration is the one with the largest number of $\omega_5$ and $\omega_6$ vertices. The parity of $L$ and $N$ define if the state with largest number of $\omega_5$ and $\omega_6$ vertices are periodic or anti-periodic along the vertical and/or horizontal direction. This scenario is shown on the table 1, based on the direct computation of the partition functions (16) evaluated at different numerical values of $a$, $b$, $c$.

This implies that the largest term $Z_{\text{max}} = \max \{Z_{PP}, Z_{PA}, Z_{AP}, Z_{AA}\}$, which should satisfy

$$Z_{\text{max}} \leq Z_{\text{free}} \leq 2^L N^{-1} Z_{\text{max}}, \quad (36)$$

is the one whose free-energy $F_{\text{max}}$ is equal to the free boundary case. Therefore, whenever $Z_{AP}, Z_{PA}$ or $Z_{AA}$ is maximal, we have that $F_{AP} = F_{\text{free}}, F_{PA} = F_{\text{free}}$ or $F_{AA} = F_{\text{free}}$. On the
top of that, the equality (30) imply that all of them should be equal $F_{AP} = F_{PA} = F_{AA} = F_{PP} = F_{\text{free}}$ for $\Delta < -1$ and provided that they are allowed by selection rule. Therefore, even in the case where $Z_{PP}$ is not the largest term, we still have $F_{PP} = F_{\text{free}}$.

### 3.2. Mixed boundary terms

Now we want to address to the case of mixed boundary terms $Z_{j,k}$. These are generically a mixed product of the transfer matrices $T^{(0)}(\lambda)$ and $T^{(1)}(\lambda)$. As these transfer matrices do not commute, we lose the integrability of the statistical model. Although we still can diagonalize the transfer matrices exactly, we have now to deal with the projection of one set of eigenvectors onto another. We want to argue whether or not these mixed boundary partition function will lead to the same free-energy as the periodic case. We show that even in this non-integrable case, we can still extract some information about the thermodynamic limit.

#### 3.2.1. First row

Although the first and last rows of (16) seems to be of mixed type, they are actually a product of transfer matrix of the same kind which still preserves the integrability. However, we are going to look at the first row case $Z_{1,j}$ in order to better understand the structure of the remaining mixed terms.

Therefore, we address to the case of totally periodic boundary condition on the horizontal direction ($\Theta = 0$) but quite general combination of periodicity and anti-periodicity on the vertical direction ($\Phi \neq 0$). The equation (17) simplifies to

$$Z_{1,j} = \text{Tr}_V \left[ \bigotimes_{m=1}^{L} g_{\lambda_{m}}^{(0)} (T^{(0)}(\lambda))^N \right] = \sum_{g=1}^{2^L} (\Lambda_g^{(0)}(\lambda))^N f_{L,g}^{(\phi_m)},$$

where $g^{(0)}$ stands for the $g$th eigenvector of $T^{(0)}(\lambda)$ and the function $f_{L,g}^{(\phi_m)} = \langle g^{(0)} | \prod_{m=1}^{L} g_{\lambda_{m}}^{(\phi_m)} | g^{(0)} \rangle$.

We can order these eigenvectors $|g^{(0)}\rangle$ and consequently the eigenvalues $\Lambda_g^{(0)}(\lambda)$ by the eigenvalues of total spin-$z$ component, since $T^{(0)}(\lambda)$ commutes with the total spin operator $S_z$. The eigenvalues of $T^{(0)}(\lambda)$ labeled by the spin-$z$ component are given by means of Bethe ansatz [1],

$$\Lambda_n^{(0)}(\lambda) = (a(\lambda))^L \prod_{i=1}^{n} a(\lambda_i - \lambda) b(\lambda_i - \lambda) + (b(\lambda))^L \prod_{i=1}^{n} a(\lambda - \lambda_i) b(\lambda - \lambda_i), \quad n = 0, \ldots, L$$

in terms of the solution of the Bethe ansatz equation

$$\left[ a(\lambda_i) \right]^L = \prod_{j=1, j \neq i}^{n} a(\lambda_i - \lambda_j) b(\lambda_i - \lambda_j), \quad i = 1, \ldots, n,$$

where the sectors $n = 0$ and $n = L$ correspond to the up and down ferromagnetic state and the intermediate value $n = L/2$ ($L$ even) corresponds to the sector with zero total spin.

For the case $\Delta < 1$ and $L$ is even, the largest eigenvalue $\Lambda_{\text{max}}^{(0)}(\lambda)$ is non-degenerate and it is found in sector $n = L/2$. On the other hand, for the odd $L$ case, the largest eigenvalue is doubly degenerate. In this case, it has one eigenvalue in sector $n = \frac{L-1}{2}$ and other in sector $n = \frac{L+1}{2}$.
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Nevertheless in both cases, the eigenvectors of the largest eigenvalues are complicated linear combinations of all canonical basis vectors belonging to that sector. The coefficients of this linear combination are all positive by virtue of Perron–Frobenius theorem, therefore the expectation value in (37) is also positive. As a result, the action of $\prod_{m=1}^{L} G_{V_{m}}^{(\phi_{m})}$ over the eigenvector always generates a vector with at least one positive component in the canonical basis element of that sector whenever $\text{Mod}[\Phi, 2] = 0$. Hence the coefficient $f_{L,g}^{(\phi_{m})}$ is an unknown function of $L$, but most importantly it is independent of $N$. This implies that this coefficient simply does not contribute to the free-energy in the thermodynamic limit,

$$F_{1,j} = -\frac{1}{\beta} \lim_{L,N \to \infty} \frac{1}{NL} \ln \left[ (\Lambda_{\text{max}}^{(0)}(\lambda))^{N} f_{L,g}^{(\phi_{m})} \right] = -\lim_{L \to \infty} \frac{1}{L} \ln \Lambda_{\text{max}}^{(0)}(\lambda). \quad (40)$$

Here we assume that $f_{L,g}^{(\phi_{m})} > \exp(-\delta L)$ for large $L$ and any $\delta > 0$, which was verified for finite lattices.

The case $\Delta > 1$ is more subtle. In this case, the leading term of the expression (37) changes with the number of inversions $\Phi$, although the largest eigenvalue of the transfer matrix is always in the sectors $n = 0$ and $n = L$. This is due to the fact that the coefficient $f_{L,g}^{(\phi_{m})}$ is non-vanishing in the sectors $n = 0$ and $n = L$ only at $\Phi = 0$, which is the periodic boundary condition. In order to write that, we write both $G^{(0)}$ and $G^{(1)}$ in terms of eigenvectors of $G^{(1)}$, such that

$$G^{(\phi)} = \sum_{s=0,1} (-1)^{s} \langle s | \langle s | \rangle = \frac{1}{\sqrt{2}} (|\uparrow\rangle + (-1)^{s} |\downarrow\rangle). \quad (41)$$

This implies that

$$\prod_{m=1}^{L} G_{V_{m}}^{(\phi_{m})} = \sum_{\langle s \rangle} \exp \left( \pi i \sum_{j=1}^{L} s_{j} \phi_{j} \right) |s_{1}, \ldots, s_{L}\rangle \langle s_{1}, \ldots, s_{L}|, \quad (42)$$

and since we know exactly the eigenvectors in sectors $n = 0, L$, we can easily represent them in basis generated by $|s_{1}, \ldots, s_{L}\rangle$, $|\uparrow, \ldots, \uparrow\rangle = \frac{1}{2^{L}} \sum_{\langle s \rangle} |s_{1}, \ldots, s_{L}\rangle$, $|\downarrow, \ldots, \downarrow\rangle = \frac{1}{2^{L}} \sum_{\langle s \rangle} \exp \left( \pi i \sum_{m=1}^{L} s_{m} \right) |s_{1}, \ldots, s_{L}\rangle$, $|\uparrow, \ldots, \downarrow\rangle = \frac{1}{\sqrt{2}} \sum_{\langle s \rangle} (-1)^{s} |s_{1}, \ldots, s_{L}\rangle$, and therefore we find

$$Z_{1,j} = (\Lambda_{\text{max},n=0}^{(0)}(\lambda))^{N} \frac{1}{2^{L-1}} \prod_{k=1}^{L} \left( 1 + (-1)^{\phi_{k}} \right) + \text{terms from other sectors}. \quad (45)$$

One can see that this expression is reduced to the case of periodic boundary condition when $j = 1$ ($\phi_{k} = 0$).

The other terms in (45) occurs for $j > 1$ ($\Phi > 0$). According to the selection rule $\text{Mod}[\Phi, 2] = 0$, the coefficient $f_{L,g}^{(\phi_{m})}$ vanishes for $\Phi = 1$. Therefore, the simplest non-trivial case is $\Phi = 2$. In this case, as the coefficient of the largest eigenvalues in the sectors $n = 0, L$ still vanishes, we need to proceed to the sectors $n = 1, L - 1$, which contain the next leading eigenvalue. Once again, we know the eigenvectors exactly because $T^{(0)}(\lambda)$
commutes with translation operator. The eigenvectors of sectors \( n = 1, L - 1 \) can be written as

\[
\left| \Psi_{m,n=1}^{(0)} \right\rangle = \sum_{k=1}^{L} \frac{e^{-\frac{2\pi i}{L} (k-1)(m-1)}}{\sqrt{L}} \left| \downarrow k \right\rangle ,
\]

(46)

\[
\left| \Psi_{m,n=L-1}^{(0)} \right\rangle = \sum_{k=1}^{L} \frac{e^{-\frac{2\pi i}{L} (k-1)(m-1)}}{\sqrt{L}} \left| \uparrow k \right\rangle , \quad m = 1, \ldots, L,
\]

(47)

whose leading term eigenvector occurs for \( m = 1 \). Therefore, we have

\[
Z_{1,j} = \frac{4}{L} \left( \Lambda_{\text{max},n=1}^{(0)}(\lambda) \right)^N + \text{negligible terms in the thermodynamic limit},
\]

(48)

hence

\[
F_{1,j} = -\frac{1}{\beta} \lim_{L \to \infty} \frac{1}{L} \ln \left( \Lambda_{\text{max},n=1}^{(0)}(\lambda) \right) = -\frac{1}{\beta} \lim_{L \to \infty} \frac{1}{L} \ln \left( \Lambda_{\text{max},n=0}^{(0)}(\lambda) \right) = F_{\text{PP}},
\]

(49)

whenever \( j \) contains exactly two inversions. The equality from the above limits comes from the fact that the ratio between the two eigenvalues tends to a non-zero constant when \( L \) goes to infinity, and this is sufficient to give the same limit.

Quite generally we have the following results for \( \Delta > 1 \). The partition function \( Z_{1,j} \) is zero for \( \Phi = 2k - 1 \). For \( \Phi = 2k \), the partition function per site in thermodynamic limit can be computed from the largest eigenvalue in sector \( k \), such that

\[
F_{1,j} = -\frac{1}{\beta} \lim_{L \to \infty} \frac{1}{L} \ln \left( \Lambda_{\text{max},n=k}^{(0)}(\lambda) \right).
\]

(50)

This is a consequence of the zero expectation value of \( \prod_{m=1}^{L} G_{\theta_m}(\phi_m) \) for eigenvectors in sectors \( n \) such that \( n < k \) or \( n > L - k \). Specifically when \( \Phi = L \), for \( L \) even, we have

\[
F_{\text{PA}} = -\frac{1}{\beta} \lim_{L \to \infty} \frac{1}{L} \ln \left( \Lambda_{\text{max},n=\frac{L}{2}}^{(0)}(\lambda) \right).
\]

(51)

This result seems to differ from the case of periodic boundary conditions (25) since for \( \Delta > 1 \) the largest eigenvalue is given \( \Lambda_{\text{max}}^{(0)}(\lambda) = \Lambda_{n=0}^{(0)}(\lambda) \) and here the leading contribution comes from the largest eigenvalue in the sector \( n = L/2 \Lambda_{\text{max},n=\frac{L}{2}}^{(0)}(\lambda) \). However, as noted before the ratio of these eigenvalues goes to a constant value for large \( L \). This confirms that the \( F_{\text{PA}} = F_{\text{PP}} \). This can also be proved by means of the analysis of the Bethe ansatz solution for the eigenvalue \( \Lambda_{\text{max},n=\frac{L}{2}}^{(0)}(\lambda) \), as described in the appendix B.

3.2.2. First column. Due to the symmetry (18), the first column and the first row should produce the same results. However, their explicit expression are quite different in view of representation (17). Nevertheless, it is still interesting to look at \( Z_{j,1} \) in order to understand another piece of the structure of the general terms \( Z_{j,k} \).

The partition function with periodic boundary condition on the vertical direction and mixed boundary conditions along the horizontal can be written as,

\[
Z_{j,1} = \text{Tr} \left[ \prod_{m=1}^{N} T^{(\theta_m)}(\lambda) \right],
\]

(52)

where the first and last terms \( Z_{\text{PP}} \) and \( Z_{\text{AP}} \) were already discussed in the previous sections.
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In view of symmetry property (18), the result (40) for $\Delta < 1$, the result (51) for $\Delta > 1$, we can extend (30) as

$$
\lim_{L \to \infty} \frac{1}{L} \ln \Lambda_{\text{max}}^{(0)}(\lambda) = \lim_{L \to \infty} \frac{1}{L} \ln \Lambda_{\text{max}}^{(1)}(\lambda),
$$

for all values of $\Delta$. Note that the limit here is not taken over the maximal eigenvalue of $T^{(0)}(\lambda)$, because for $\Delta > 1$ the maximal eigenvalue of $T^{(0)}(\lambda)$ is not in sector $n = \frac{L}{2}$. We have restricted at this point to the case of square lattices $L = N$ with even number of sites.

It is interesting to understand what mechanism gives rise to the selection rule in the case (52). The product of transfer matrices in (52) can be written as

$$
\prod_{m=1}^{N} T^{(\theta_m)} = (T^{(0)})^{k_1} (T^{(1)})^{k_2} \cdots (T^{(0)})^{k_{N-1}} (T^{(1)})^{k_N} (T^{(0)})^{k_{N+1}},
$$

where given $j$, or equivalently $\{\theta_1, \ldots, \theta_N\}$, there exists a set of non negative integers $k_j$ with $\sum_{j=1}^{N+1} k_j = N$ so that (54) is true. Hence

$$
\prod_{m=1}^{N} T^{(\theta_m)} = \sum_{\langle g_j \rangle} (\Lambda_{g_1}^{(0)})^{k_1} (\Lambda_{g_2}^{(1)})^{k_2} \cdots (\Lambda_{g_{N-1}}^{(0)})^{k_{N-1}} (\Lambda_{g_N}^{(1)})^{k_N} (\Lambda_{g_{N+1}}^{(0)})^{k_{N+1}}
$$

$$
\times \langle g_1 \rangle \langle g_1 \mid g_2 \rangle \cdots \langle g_{N-1} \rangle \langle g_{N-1} \mid g_{N} \rangle \langle g_{N} \rangle \langle g_{N+1} \mid g_{N+1} \rangle \langle g_{N+1} \rangle,
$$

and therefore

$$
Z_{j,1} = \sum_{\langle g_j \rangle} (\Lambda_{g_1}^{(0)})^{k_1} (\Lambda_{g_2}^{(1)})^{k_2} \cdots (\Lambda_{g_{N-1}}^{(0)})^{k_{N-1}} (\Lambda_{g_N}^{(1)})^{k_N} (\Lambda_{g_{N+1}}^{(0)})^{k_{N+1}}
$$

$$
\times \langle g_1 \rangle \langle g_1 \mid g_2 \rangle \cdots \langle g_{N-1} \rangle \langle g_{N-1} \mid g_{N} \rangle \langle g_{N} \rangle \langle g_{N+1} \mid g_{N+1} \rangle \langle g_{N+1} \rangle.
$$

For $\Theta = 1$, which does not satisfy the selection rule, we may take $k_1 = k - 1$, $k_2 = 1$ and $k_3 = N - k$. The summation over all eigenvectors of $T^{(1)}(\lambda)$ can be written by grouping together the contribution of pairs $\Lambda_{g_2}^{(1)}(\lambda)$ and $-\Lambda_{g_2}^{(1)}(\lambda)$. This gives us

$$
Z_{j,1} = \sum_{\langle g_1, g_2 \rangle} \Lambda_{g_2}^{(1)} \langle g_1 \rangle \left[ \left\langle g_2 \right\rangle \left\langle g_2 \mid g_1 \right\rangle - \Pi^2 \left\langle g_2 \right\rangle \left\langle g_2 \mid \Pi^2 \right\rangle \right] \langle g_1 \rangle,
$$

choosing the eigenvectors of $T^{(0)}(\lambda)$ to have definite quantum number of parity, we see that $Z_{j,1}$ vanishes.

In order to study the free-energy in the thermodynamic limit, we choose the states $\left| g_j^{(0)} \right\rangle$ to have definite projection of total spin-z and also $\left| g_j^{(1)} \right\rangle$ to have definite quantum number of inversion operator. We also restrict ourselves to the case of $N$ even and $L$ odd for simplicity, however the final results for different parity of $N$ and $L$ are similar to the one discussed below.

Generally, the partition function (56) can be written as

$$
Z_{j,1} = \sum_{\langle g_{\text{odd}}, g_{\text{even}} \rangle} (\Lambda_{g_1}^{(0)})^{k_1} (\Lambda_{g_2}^{(1)})^{k_2} \cdots (\Lambda_{g_{N-1}}^{(0)})^{k_{N-1}} (\Lambda_{g_N}^{(1)})^{k_N} (\Lambda_{g_{N+1}}^{(0)})^{k_{N+1}}
$$

$$
\times \langle g_1 \rangle \langle g_1 \mid g_2 \rangle \cdots \langle g_{N-1} \rangle \langle g_{N-1} \mid g_{N} \rangle \langle g_{N} \rangle \langle g_{N+1} \mid g_{N+1} \rangle \langle g_{N+1} \rangle
$$

$$
\times \left[ 1 + (-1)^{k_2 + \alpha \sigma_1 + \alpha \sigma_3} \right] \left[ 1 + (-1)^{k_3 + \alpha \sigma_2 + \alpha \sigma_3} \right] \cdots \left[ 1 + (-1)^{k_{N-1} + \alpha \sigma_{N-1} + \alpha \sigma_{N+1}} \right],
$$
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where the numbers \( \alpha_j = 0,1 \) depending on the parity of the eigenstate \( |g_j^{(0)}\rangle \).

For the case \( \Theta = 2 \), we have two distinct cases. The one we called consecutive inversions, is the case where there is a consecutive product of two \( T^{(1)}(\lambda) \) matrices in between the product of \( T^{(0)}(\lambda) \) matrices, which implies \( k_1 = m - 2, \ k_2 = 2, \ k_3 = N - m \). In the other case, we could have separated inversions, where the two \( T^{(1)}(\lambda) \) matrices representing the inversions are apart. This means that \( k_1 = m_1 - 1, \ k_2 = 1, \ k_3 = m_2 - m_1 - 1, \ k_4 = 1, \ k_5 = N - m_2, m_2 - m_1 \geq 2 \), and the remaining \( k_j \) are all zero.

In order to illustrate, we discuss the case of consecutive inversions and we leave the case of separate inversions for the appendix C.

The consecutive inversions in (58) can be shortly written as,

\[
Z_{j,1} = \sum_{g_1, g_2} 2 (A^{(0)}_{g_1})^{N-2} (A^{(1)}_{g_2})^2 \left( \langle g_1^{(0)} | g_2^{(1)} \rangle \right)^2,
\]

where the prime means summation over half of the states chosen between every pair \( |g^{(1)}\rangle \) and \( \Pi^\dagger |g^{(1)}\rangle \). This case is similar to \( \Theta = 1 \) but for a sign change due to \( k_2 = 2 \) instead of \( k_2 = 1 \).

Provided we have for large \( L \)

\[
\left| \left\langle g_{\text{max},n=L/2}^{(0)} | g_{\text{max}}^{(1)} \right\rangle \right| > \exp(-\delta L) \quad \forall \delta > 0 \quad \Delta \leq 1,
\]

\[
\sum_{n=0}^L \left| \left\langle g_{\text{max},n}^{(0)} | g_{\text{max}}^{(1)} \right\rangle \right| > \exp(-\delta L) \quad \forall \delta > 0 \quad \Delta > 1,
\]

as verified for finite lattices. This implies that

\[
F_{j,1} = \lim_{L,N \to \infty} -\frac{1}{\beta L N} \ln \left( 2 \sum_{n=0}^L (A^{(0)}_{\text{max},n})^{N-2} (A^{(1)}_{\text{max}})^2 \left| \left\langle g_{\text{max},n}^{(0)} | g_{\text{max}}^{(1)} \right\rangle \right|^2 \right) = F_{\text{PP}},
\]

where the condition (60) assures that the projection factor \( \left| \left\langle g_{\text{max},n}^{(0)} | g_{\text{max}}^{(1)} \right\rangle \right| \) does not affect free-energy in the thermodynamic limit.

As a final example of the first column \( Z_{j,1} \), we would like to address the case where we have maximal alternation of \( T^{(0)}(\lambda) \) and \( T^{(1)}(\lambda) \). In this case we have \( k_1 = k_2 = \ldots k_n = 1 \) and \( k_{N+1} = 0 \). This is equivalent to have \( j = j_0 = \frac{2}{3}(2^N - 1) \) for even \( N \). Therefore, we have

\[
Z_{j_0,1} = \sum_{g_1, g_2, \ldots, g_{N/2}, g_{N/2}'} \prod_{m=1}^{N/2} A^{(0)}_{g_{2m-1}} A^{(1)}_{g_{2m}} \left( \langle g_{2m-1}^{(0)} | g_{2m}^{(1)} \rangle \langle g_{2m}^{(0)} | g_{2m+1}^{(1)} \rangle - \langle g_{2m}^{(0)} | g_{2m+1}^{(1)} \rangle \langle g_{2m-1}^{(0)} | g_{2m}^{(1)} \rangle (1 + (-1)^{1+\alpha_{g_{2m-1}}+\alpha_{g_{2m+1}}}) \right),
\]

where \( \alpha_{g_{N+1}} = \alpha_{g_1} \). The non-zero contributions are those where \( \alpha_{g_1} = 1 - \alpha_{g_3} = \alpha_{g_5} = \ldots = 1 - \alpha_{g_{N-1}} \). This is only possible when \( \Theta = \frac{N}{2} \) is even, otherwise every term in \( Z_{j_0,1} \) is zero. Therefore, we have that

\[
F_{j_0,1} = \lim_{L,N \to \infty} -\frac{1}{\beta NL} \ln \left( \sum_{n=0}^L 2 (A^{(0)}_{\text{max},n})^{N/2} \left| \left\langle g_{\text{max},n}^{(0)} | g_{\text{max}}^{(1)} \right\rangle \right|^2 \right)^{\frac{N}{2}}.
\]
Now the number of times that the projection $\langle g_{\text{max},n}^{(0)}|g_{\text{max}}^{(1)} \rangle$ appears is comparable to $N$. The same assumption (60) tell us that the corrections are negligible and that the above free-energy equals the periodic case $F_{j_0,1} = F_{\text{PP}}$.

### 3.2.3. General term. By collecting all the results above, we see that the partition function is the product of the eigenvalues $\Lambda^{(0)}(\lambda)$ and $\Lambda^{(1)}(\lambda)$ and the projection of their eigenvectors $\langle g_{j}^{(0)}|g_{k}^{(1)} \rangle$ raised to certain powers. As the leading term eigenvalues agree in the thermodynamic limit and the projection of one eigenvectors onto another does not contribute in the thermodynamic limit, we assert that $F_{j,k}$ for all values of $\Delta$ is given in the thermodynamic limit by

$$F_{j,k} = -\frac{1}{\beta} \lim_{L \to \infty} \frac{\ln \left( \Lambda_{\text{max},n=\frac{L}{4}}^{(0)}(\lambda) \right)}{L} = F_{\text{PP}},$$

whenever $j, k$ satisfies the selection rule.

Finally, this implies that the free-energy of the all mixed boundary condition is equal to the free-energy for periodic boundary conditions. In this context, the chance for a dependence of the entropy of the six-vertex model on the boundary conditions is the case of fixed boundary conditions, which we are going to discuss in the next section.

### 4. The six-vertex model with fixed boundary conditions

The situation changes drastically when we consider fixed boundary conditions. In this case, the boundary choices was proven to produce different results for the free-energy and entropy in the thermodynamic limit. For convenience, we consider the case of square lattices $L = N$ throughout this section.

#### 4.1. Ferroelectric boundary condition

The simplest case is the ferroelectric (FE) boundary condition (see figure 2). This boundary condition results in only one allowed physical state for any finite system size,

$$Z_{\text{FE}} = 1,$$  \hspace{1cm} (65)

for any values of the physical parameters. This is a direct consequence of the ice rule and it was already noted in [4].

In fact, there are four of such boundaries associated to the four possible vertices $\omega_i$ for $i = 1, \ldots, 4$. One can obtain one from another by means of rotations of the lattice. However, for all the four case, one has that the entropy is zero ($S_{\text{FE}} = 0$).

#### 4.2. Domain wall boundary condition

The first non-trivial instance appeared in the context of scalar products of the Bethe states. This is the case of the partition function with the domain wall (DWBC) boundary condition [14] (see figure 3),

$$Z_{N \text{DWBC}}^{\text{DWBC}}(\{\lambda\}, \{\mu\}) = \langle \downarrow | B(\lambda_N) \cdots B(\lambda_2)B(\lambda_1) | \uparrow \rangle.$$  \hspace{1cm} (66)
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Figure 2. The partition function $Z_{\text{FE}}^N$ for $N = 4$ of the six-vertex model with ferroelectric boundary condition (FE).

Figure 3. The partition function $Z_{\text{DWBC}}^N$ for $N = 5$ of the six-vertex model with domain wall boundary condition.

The above partition function can be written in a determinant form [15, 16], which was useful to the understanding of the thermodynamic limit of the six-vertex model with DWBC. The results for the free-energy and entropy were surprisingly different in comparison with the periodic boundary [7, 8]. These results and its finite size corrections were rigorously proven [17].

The partition function $Z_{\text{DWBC}}^N$ is one of the fixed boundary conditions that one has inside the case of boundary $Z_{\text{AA}}$. Actually, there are two equivalent domain wall partition function inside the double anti-periodic boundary case, which are trivially related by rotation of the lattice.

The entropy at infinite temperature $S_{\text{DWBC}} = \frac{1}{2} \ln \left( \frac{n^2}{\pi^2} \right) \approx 0.261624$ is smaller than the periodic case.

One could raise the question if are there other boundary conditions which result in an entropy different from periodic case.
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In order to address to the question about the existence of other special fixed boundaries, we extensively investigated the number of configurations of other boundary conditions. Although the complete classification of the boundary in groups of similar pattern has eluded so far, we have found some interesting cases. Surprisingly, we found that there is a family of boundary conditions which share exactly the same number of configurations as the domain wall boundary. This equivalence of the number of configurations occurs at infinite temperature. We call these boundaries as descendants of the domain wall boundary condition (dDWBC). In figure 4, we give an example for $N = 5$.

The dDWBC that we have been able to classify and know to persist for larger $N$ can be treated by integrability tools. We use the algebraic Bethe ansatz to derive a recurrence relation for the $Z_{N}^{\text{dDWBC}}$, which establish a relation with the conventional domain wall partition function $Z_{N-1}^{\text{DWBC}}$ of a smaller lattice. This is done along the same lines as [13], but here we obtain a relation between different partition functions $Z_{N}^{\text{dDWBC}}$ and $Z_{N-1}^{\text{DWBC}}$.

The partition function $Z_{N}^{\text{dDWBC}}$ (see figure 4) can be written as,

$$Z_{N}^{\text{dDWBC}}(\{\lambda\}, \{\mu\})$$

$$= \langle \bar{s}_{3} \downarrow_{N-2} s_{4} | (T_{A}(\lambda_{N}))_{s_{3},s_{4}} B(\lambda_{N-1}) \cdots B(\lambda_{2})(T_{A}(\lambda_{1}))_{s_{1},s_{2}} | s_{1} \uparrow_{N-2} \bar{s}_{2} \rangle,$$

where $s_{i} = \uparrow, \downarrow$ or $\rightarrow, \leftarrow$ and $\bar{s}_{i}$ is its reverse.

In order to illustrate this, we shall take $s_{1} = s_{2} = s_{4} = \downarrow$, and $s_{3} = \uparrow$ as in

$$Z_{N}(\{\lambda\}, \{\mu\}) = \langle \downarrow_{N} \downarrow B(\lambda_{N}) \cdots B(\lambda_{2}) D(\lambda_{1}) \uparrow_{N-1} \uparrow \rangle.$$  

Using the two-site model decomposition, where the monodromy matrix is decomposed into two parts,

$$T_{A}(\lambda) = \begin{pmatrix} A_{N-1}(\lambda) & B_{N-1}(\lambda) \\ C_{N-1}(\lambda) & D_{N-1}(\lambda) \end{pmatrix} \begin{pmatrix} A_{1}(\lambda) & B_{1}(\lambda) \\ C_{1}(\lambda) & D_{1}(\lambda) \end{pmatrix},$$

where $s_{i} = \uparrow, \downarrow$ or $\rightarrow, \leftarrow$ and $\bar{s}_{i}$ is its reverse.
we can derive the following relation,

$$
Z_N(\{\lambda\}, \{\mu\}) = \sum_{j=1}^{N} r_j \langle \Psi_{N-1} | \prod_{k=j+1}^{\hat{N}} B_{N-1}(\lambda_k) D_{N-1}(\lambda_j) \prod_{k=1}^{j-1} B_{N-1}(\lambda_k) | \uparrow_{N-1} \rangle ,
$$

(70)

where

$$
r_1 = a(\lambda_1 - \mu_1) \prod_{m=2}^{N} b(\lambda_m - \mu_1),
$$

$$
r_2 = \frac{c(\lambda_1 - \mu_1) c(\lambda_2 - \mu_1)}{a(\lambda_1 - \mu_1) b(\lambda_2 - \mu_1)} r_1,
$$

$$
r_j = \frac{a(\lambda_j - \mu_1) c(\lambda_j - \mu_1)}{c(\lambda_j - \mu_1) b(\lambda_j - \mu_1)} r_{j-1},
$$

(71)

From now on in this section, we drop for convenience the indices $N - 1$ of the operators $B(\lambda)$ and $D(\lambda)$, which acts in space $\prod_{m=2}^{N} V_m$. We use the Yang–Baxter algebra (5) to move the $D(\lambda)$ operators to the right. In order to do so, we need the commutativity properties of the $B(\lambda)$ and the relation

$$
D(\lambda_j) \prod_{m=1}^{j-1} B(\lambda_m) = \sum_{k=1}^{j} \beta_{jk} \prod_{m=1}^{k} B(\lambda_m) D(\lambda_k),
$$

(72)

where

$$
\beta_{jk} = \begin{cases} 
\frac{-c(\lambda_j - \lambda_k) \prod_{i=1}^{j-1} a(\lambda_i - \lambda_{i+1})}{\prod_{i=1}^{j-1} b(\lambda_i - \lambda_{i+1})}, & k \neq j, \\
\prod_{i=1}^{j-1} a(\lambda_i - \lambda_1), & k = j.
\end{cases}
$$

(73)

As the state $| \uparrow \rangle$ is an eigenstate of operator $D(\lambda)$, we are left with the following ‘recursion’ relation,

$$
Z_N(\{\lambda\}, \{\mu\}) = \sum_{k=1}^{N} Z_{N-1}^{DWBC}(\{\lambda\} \setminus \lambda_k, \{\mu\} \setminus \mu_1) \left[ (b(\lambda_k))^{N-1} \sum_{j=k}^{N} r_j \beta_{jk} \right].
$$

(74)

It is possible to obtain a concise expression for the partition function in terms of a determinant formula. In doing so, we replace the determinant formula for the domain wall partition function [15,16] given by,

$$
Z_N^{DWBC}(\{\lambda\}, \{\mu\}) = f_N(\{\lambda\}, \{\mu\}) \det [\rho(\lambda_i, \mu_j)]_{i=1,...,N}^{j=1,...,N},
$$

(75)

in the relation (74). We finally obtain that

$$
Z_N(\{\lambda\}, \{\mu\}) = \left| \begin{array}{cccccccc}
\delta_1 & \rho(\lambda_1, \mu_2) & \rho(\lambda_1, \mu_3) & \cdots & \rho(\lambda_1, \mu_N) \\
\delta_2 & \rho(\lambda_2, \mu_2) & \rho(\lambda_2, \mu_3) & \cdots & \rho(\lambda_2, \mu_N) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\delta_N & \rho(\lambda_N, \mu_2) & \rho(\lambda_N, \mu_3) & \cdots & \rho(\lambda_N, \mu_N) \\
\end{array} \right|,
$$

(76)

where $\delta_k, \rho(\lambda, \mu)$ and $f_N(\{\lambda\}, \{\mu\})$ are given by

$$
\delta_k = (-1)^{1+k} f_{N-1}(\{\lambda\} \setminus \lambda_k, \{\mu\} \setminus \mu_1) b^{N-1}(\lambda_k) \sum_{j=k}^{N} r_j \beta_{jk},
$$

(77)

$$
\rho(\lambda, \mu) = \frac{c(\lambda - \mu)}{a(\lambda - \mu) b(\lambda - \mu)}.
$$

(78)
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\[ f_N(\{\lambda\}, \{\mu\}) = \prod_{1 \leq i < j}^N \frac{(c_{ij}a_{ij}b_{ij}+c_{ji}a_{ji}b_{ji})(c_{ij}a_{ij}b_{ij}+c_{ji}a_{ji}b_{ji})}{\rho_i\rho_j(c_{ij}a_{ij}b_{ij}+c_{ji}a_{ji}b_{ji})-\rho_i\rho_j(c_{ij}a_{ij}b_{ij}+c_{ji}a_{ji}b_{ji})}, \]

and we have denoted \( a_{ij} = a(\lambda_i - \mu_j) \) and so on. Interesting enough, the representation of the partition function with domain wall boundary condition given in the expression (75) with (78) and (79) holds true for all physical regimes, which means all values of \( \Delta \).

Taking the homogeneous limit and setting all Boltzmann weights to unity (the ice-point), we obtain as expected the number of alternating sign matrices [18]. Therefore, this boundary produce the same entropy as the domain wall boundary at infinite temperature [7].

The reversal of corner arrows which defines the partition function (67) corresponds to exchange Boltzmann weight pairs \( \{\omega_1, \omega_5\} \) or \( \{\omega_2, \omega_6\} \) for up-left corner, \( \{\omega_1, \omega_6\} \) or \( \{\omega_2, \omega_5\} \) for down-right corner, \( \{\omega_3, \omega_6\} \) or \( \{\omega_4, \omega_5\} \) for up-right corner and \( \{\omega_3, \omega_5\} \) or \( \{\omega_4, \omega_6\} \) for down-left corner. Therefore, whatever configuration of compatible internal arrows is chosen, the new partition function is readily obtained by making the appropriate exchange of the Boltzmann weights of the corners.

It is worth to note that this invariance by the exchange of the corner arrows is not restricted to domain wall boundaries. We can also find similar invariance in any other fixed boundary.

4.4. Merge of DWBC and FE boundary

We have also discovered another class of boundary conditions which are related to the domain wall boundary conditions. However, in this case the number of physical states and therefore the entropy is smaller than the domain wall boundary.

These boundaries are actually a mixture or a merge of domain wall and ferroelectric boundary conditions. We choose an integer number \( n \) between 0 and \( N \). Starting from the upper-left corner, we fill the first \( n \) boundary row and column edges with arrows in the same way we would fill the domain wall boundary of type \( \omega_5 \), see figure 5. The opposite edges of these are also filled with the respective arrows of the opposite edges of the domain wall boundary condition. So far, we have used the arrows configuration of a domain wall boundary with lattice size \( n \) to fill our boundary of lattice size \( N \). The remaining arrows are filled in the same way, but using boundary arrows of the ferroelectric boundary condition of type \( \omega_4 \).

Considering this boundary, we have partially frozen the arrow configurations of the lattice in a similar way as the ferroelectric boundary. The only difference is due to the \( n \times n \) sublattice at the upper-left corner. This implies we are left with a domain wall partition function of size \( n \), which means \( Z_n^{DWBC} = \prod_{ij \in n \times n} b(\lambda_i - \mu_j) \times Z_n^{DWBC} \). Therefore, we see that the entropy at infinity temperature is given by

\[ S_{DWBC} = \lim_{N \to \infty} \left( \frac{n}{N} \right)^2 S_{DWBC}. \]

For a suitably chosen sequence \( n(N) \), one can obtain any value of entropy \( S \), such that \( S_{FE} \leq S \leq S_{DWBC} \).

Similarly, we can construct another kind of boundary intimately related to domain wall boundary condition. This is obtained by filling the first \( n \) arrows using domain wall boundary condition of type \( \omega_5 \) as described before. Additionally, we fill the remaining
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**Figure 5.** The partition function $Z^{fDWBC}_N$ for $N = 5$ of the six-vertex model whose boundary are a mixture of the domain wall boundary condition and ferroelectric boundary (fDWBC).

**Figure 6.** The partition function $Z^{f2DWBC}_N$ for $N = 5$ of the six-vertex model whose boundary are a merge of two domain wall boundary condition (f2DWBC).

arrows with the domain wall boundary condition of type $\omega_6$, as described in the figure 6. This boundary condition obtained by the merge of two domain wall boundary has its counterpart in the context of the generalization of alternating sign matrices [10].

As a result we obtain a lattice with frozen configurations, except for two square sublattices of sizes $n$ and $N - n$. In this case, the partition function $Z^{f2DWBC}_N$ is a product of two domain wall partition functions of size $n$ and $N - n$ and the weights $a(\lambda_i - \mu_j)$.
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$$Z_{f^{2D}}^{\text{WBC}} = \prod_{i=1,...,n} a(\lambda_i - \mu_j) a(\lambda_j - \mu_i) = Z_{n}^{\text{DWBC}}(\{\lambda\}^n_1, \{\mu\}^n_1) Z_{N-n}^{\text{DWBC}}(\{\lambda\}^{N-n}_n, \{\mu\}^{N-n}_n).$$  \hspace{1cm} (81)

Therefore, we see that the entropy at infinite temperature is given by

$$S_{f^{2D}}^{\text{WBC}} = \lim_{N \to \infty} \left(1 - \frac{2n}{N} \left(1 - \frac{n}{N}\right)\right) S_{\text{DWBC}},$$

whose minimum value is given by the sequence $n(N) = \lceil \frac{N}{2} \rceil$

$$S_{f^{2D}}^{(\text{min})} = \frac{1}{2} S_{\text{DWBC}},$$

which is the case where we have the merge of two domain wall boundary conditions. This again produces entropies smaller than the usual domain wall boundary condition.

4.5. Néel boundary condition

The last case we are considering is what we called the Néel boundary condition or anti-ferroelectric boundary. This is the case where we have the alternation of the arrows along the boundaries, see figure 7. We can find this pattern of fixed boundary inside the case periodic boundary condition along both direction $Z_{PP}$ for even lattices. There is an analogue state for odd $N$, which is one of the states of the anti-periodic boundary case $Z_{AA}$.

In contrast with the case of the ferroelectric boundary condition which allows for only one possible state, the Néel boundary is the one which allows for the largest number of configurations. This is due to the ice rule, which restricts the arrow reversal along rows and columns through the vertices $\omega_5$ and $\omega_6$. The reversal of arrows along the lines implies in an arrow reversal along the column and vice-versa. As a consequence of the arrow alternation in the boundary, the Néel boundary allows the largest number of arrow reversals along the boundary and this propagates to the bulk.

We computed the number of states of all possible boundaries for lattices up to $N = 6$ and the Néel boundary has the largest number of physical states among all fixed boundary conditions.
conditions. Naturally, one has that the number of configuration of the Néel boundary $\Omega_{\text{NE}}$ is smaller than the periodic boundary case $\Omega_{\text{PP}}$. Nevertheless, we can also estimate an upper bound value for $\Omega_{\text{PP}}$ assuming that all possible combination $2^N$ of arrows on the boundary produce the same number of configuration $\Omega_{\text{NE}}$. This provides the following relation,

$$\Omega_{\text{NE}} \leq \Omega_{\text{PP}} \leq 2^N \Omega_{\text{NE}},$$

which implies that their entropies coincide $S_{\text{NE}} = S_{\text{PBC}}$ at infinite temperature. Alternatively, one can express the partition function in terms of the monodromy matrix elements, which holds for all temperature,

$$Z_N^{\text{NE}}(\{\lambda\}, \{\mu\}) = \langle \uparrow \downarrow \cdots \uparrow \downarrow | D(\lambda_N)A(\lambda_{N-1}) \cdots D(\lambda_2)A(\lambda_1) | \uparrow \downarrow \cdots \uparrow \downarrow \rangle,$$

however, it should be noted that the operators $A(\lambda)$, $D(\lambda)$ and $D(\lambda)A(\lambda)$ are not orthogonal, except in the ice-point where the product $D(\lambda)A(\lambda)$ becomes orthogonal. Furthermore, the partition function $Z_N^{\text{NE}}$ is not a symmetric function of the spectral parameters due to the fact that these operators do not commute. Therefore, we do not have a simple determinant formula for the partition function. Even though the $D(\lambda)A(\lambda)$ still commutes with total spin-$z$ operator, we also could not obtain its eigenvalues by analytical means.

Nevertheless, we can compute the number of configurations for the Néel boundary for finite lattices. We have done that for lattices up to $N = 20$. The number of configurations are given in the table 2.

While the case of domain wall boundary is well known to have a product formula for the number of states involving factorials, it seems that there is no such formula for the

| $N$ | Number of states |
|-----|------------------|
| 1   | 1                |
| 2   | 2                |
| 3   | 7                |
| 4   | 64               |
| 5   | 1322             |
| 6   | 64914            |
| 7   | 7474305          |
| 8   | 2033739170       |
| 9   | 1305583070738    |
| 10  | 1981880443295788 |
| 11  | 71116570262320662 |
| 12  | 60382974032926242 |
| 13  | 121303965324189907 |
| 14  | 57687270950680153 |
| 15  | 64942092106962114 |
| 16  | 1731204438495421321 |
| 17  | 109282900103470428450 |
| 18  | 1633892840599915791908254 |
| 19  | 5785898354977820698935460290 |
| 20  | 48534629094275880189653389798729712740901732087151544103619504415896 |
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Figure 8. Entropy as a function of the lattice size $N$ for the Néel boundary in comparison with the entropy for periodic boundary condition in the thermodynamic limit (26).

The first four numbers of states for the Néel boundary condition given in the table 2 has also recently appeared in the context of generalized alternating sign matrices [10]. In fact, there is a correspondence between number of physical configurations of the six-vertex model and the generalized alternating sign matrices. The Néel boundary condition ($N$ even) address the problem of counting the number of matrices of the following type: each nonzero entry can be either $+1$ or $-1$; the odd rows or columns, if they have any nonzero entry, then the nonzero entries must start with $+1$ and end with $-1$ as we fill the row(column) in crescent direction of indices; the even rows or columns, if they have any nonzero entry, then the nonzero entries must start with $-1$ and end with $+1$. This is to be contrasted with the case of alternating sign matrices, where the nonzero entries should always start with $+1$ and also end with $+1$ [19].

It was shown in [10] the sufficient and necessary conditions for existence of generalized alternating sign matrices of specific types. In the context of vertex models, this should correspond to the determination of the non-trivial fixed boundary conditions of the six-vertex model. The fact that the number of states for lattices up to $N = 3$ coincides with the number of alternating sign matrices raised the possibility for the agreement between the number of states of the DWBC and the Néel boundary, which was soon dismissed by looking at $N = 4$ [10]. Whereas in the context of vertex models discussed here, it is clear that the DWBC has fewer configurations than the Néel boundary condition.
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$Z_{\text{DW} - \text{free}}^N$ for $N = 7$ of the six-vertex model with the mixture of domain wall boundary conditions and free boundary conditions along $n = 3$ central edges, where $s_i, \hat{s}_i = \uparrow, \downarrow$ and $r_i, \hat{r}_i = \rightarrow, \leftarrow$.

5. Merge of DWBC and free or Néel boundaries

In order to address to cases where the entropy varies from $S_{\text{DWBC}}$ to $S_{\text{PBC}}$, we propose the merge of the domain wall boundary conditions with other boundary conditions which provides a large number of additional configurations. This is the case of the Néel boundary or free boundary condition. Therefore, it appears natural to propose that the merge of domain wall boundary with free boundary condition, e.g. along $n$ central edges (see figure 9). This implies that the entropy may vary from its value for domain wall boundary $S_{\text{DWBC}}$ to the free boundary value $S_{\text{free}} = S_{\text{PBC}}$. Likewise, one could merge the domain wall and the Néel boundary, which again would produce entropies in the interval $S_{\text{DWBC}} < S < S_{\text{NE}} = S_{\text{PBC}}$.

Although the conception of such examples is quite natural, the precise computation of the entropy for these examples has eluded us so far.

6. The six-vertex at $\Delta = 1$ with singular toroidal boundary condition

In the isotropic point ($\Delta = 1$) the symmetry increases, which implies that the $\mathcal{G}$ matrix could be any $2 \times 2$ matrix

$$\mathcal{G} = \begin{pmatrix} g_{11} & g_{12} \\ g_{21} & g_{22} \end{pmatrix}. \quad \text{(86)}$$

This bigger symmetry at the isotropic point was used to study general toroidal boundary conditions [20, 21]. It was noted in [20] that the transfer matrix becomes defective when the boundary matrix $\mathcal{G}$ becomes singular. This implies that the transfer matrix has fewer than $2^N$ eigenvectors. Actually, it has $N + 1$ eigenvectors [20],

$$|\phi^{(n)}\rangle = \bigotimes_{i=1}^{N} \left( \frac{-g_{22}}{g_{11}} \right)_{i}^{\otimes_{i=n+1}} \left( \frac{g_{11}}{g_{21}} \right)_{i}^{\otimes_{i=n+1}}, \quad n = 0, 1, \ldots, N. \quad \text{(87)}$$
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and its eigenvalues are given by

$$\Lambda^{(n)}(\lambda) = (g_{11} + g_{22})[a(\lambda)]^{N-n}[b(\lambda)]^n,$$

(88)

whose degeneracy is $$d_n = \frac{N!}{(N-n)!n!}$$. Therefore, the effect of tuning the boundary parameter such that $$G$$ becomes singular has dramatically changed the Hilbert space and the transfer matrix has the following Jordan decomposition

$$T(\lambda) = \text{diag}(J_0, J_1, \cdots, J_N)$$

(89)

where $$J_n$$ is the $$d_n \times d_n$$ Jordan matrix given by [20],

$$J_n = \begin{pmatrix} 
\Lambda^{(n)}(\lambda) & 1 & 0 & \cdots & 0 \\
0 & \Lambda^{(n)}(\lambda) & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \Lambda^{(n)}(\lambda)
\end{pmatrix}_{d_n \times d_n}$$

(90)

We could ask if the thermodynamic properties of the partition function would remain unchanged even in the case of singular boundary. In order to address this point, we have to build up the partition with the full matrix $$G$$. This is obtained by the successive multiplication of the transfer matrix $$T(\lambda) = \text{Tr}_{A}[G_{A}A_{\lambda} \cdots A_{\lambda}]$$,

$$Z = \text{Tr}_V [(T(\lambda))^N] = \sum_{n=0}^{N} d_n \left(\Lambda^{(n)}(\lambda)\right)^N,$$

(91)

$$= (g_{11} + g_{22})^N[a(\lambda)^N + b(\lambda)^N]^N,$$

(92)

where we have explicitly used the expressions (88) and (89). Taking the thermodynamic limit $$F = -\frac{1}{\beta} \lim_{N \to \infty} \frac{1}{N^2} \ln Z$$, we obtain that the free-energy

$$e^{-\beta F} = \max(a, b),$$

(93)

which is equal to the case of periodic boundary condition [1]. Therefore, even in the situation where the boundary matrix becomes singular the physical quantities remain the same.

7. Conclusion

In this paper we have studied the dependence of physical quantities, like free-energy and entropy, of the six-vertex model on boundary conditions.

We analyzed the case of free, periodic, anti-periodic and the mixture of periodic and anti-periodic boundary conditions for finite system sizes and in the thermodynamic limit. We have argued that all these boundary conditions produce the same results as the periodic boundary conditions.

We have also addressed the case of fixed boundary conditions and a variety of cases arise:

1. We found a family of boundary conditions for which the entropy coincides with its domain wall boundary conditions value at the ice-point. We called this boundary a descendent of the domain boundary conditions, since it has the same number of states as the domain wall boundary conditions and is simply related. We have provided a
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determinant solution for its partition function, whose homogeneous limit at the ice-point produce the same number of states and therefore the same entropy.

2. We have also found boundary conditions which are a mixture of domain wall and ferroelectric boundary conditions. This is obtained by the merge of the domain wall and the ferroelectric boundary conditions. There is also an additional possibility of the merge of two domain wall boundary conditions.

3. Besides that, we introduce what we called the Néel boundary condition. Due to the direct computation of the number of states, we argued that its entropy is the same as the periodic boundary conditions.

4. The entropy per lattice site of the six-vertex model assumes the values $S_{\text{FE}} = 0$ for ferroelectric boundary conditions and $S_{\text{PBC}} = \frac{1}{2} \ln \left( \frac{4}{3} \right)^3$ for periodic boundary conditions. Besides, the entropy $S_{\text{DWBC}} = \frac{1}{2} \ln \left( \frac{3^3}{2} \right)$ for the domain wall boundary condition is in between these two values. We have showed, for the case of the merge of domain wall and ferroelectric boundary condition, that the entropy vary from its values for the ferroelectric case to the domain wall boundary case. In addition, we propose that the merge of the domain wall boundary with Néel or free boundary could result in entropy values in the interval between $S_{\text{DWBC}}$ and $S_{\text{PBC}}$. Nevertheless, the explicit computation of the entropy in these cases is still missing. However, it is clear here that the entropy varies continuously from $S_{\text{FE}}$ to $S_{\text{PBC}}$.

In addition to that, we have shown that the free-energy of the six-vertex model at the isotropic point does not change even in the case that the transfer matrix becomes defective. In the case of singular toroidal boundary, the transfer matrix has fewer eigenstates than expected, however the free-energy in the thermodynamic limit remains the same.

Although we have found additional interesting fixed boundary conditions which produce entropies different from the periodic case, the complete classification of the boundary conditions in groups of similar pattern is still missing. Another interesting question would be if there exist other vertex models which depend on the boundary conditions. In addition, it could be interesting to classify the boundary conditions of rectangular lattices ($N \neq L$) [24, 25] and $L$-shape domains [26]. We hope to address to these problems in the future.
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Appendix A. The eight-vertex model

Here we summarize the results for the eight-vertex model.

The matrix elements of (16) for the eight-vertex model at the infinite temperature point \((a = b = c = d = 1)\) result in the number of states for all mixed boundary conditions. These numbers of physical states \((\Omega)\) for the cases \(N = L = 2, 3\) are given below,

\[
\begin{aligned}
M_{2,2} &= 2^5 \begin{pmatrix}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1
\end{pmatrix}, & M_{3,3} &= 2^{10} \begin{pmatrix}
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 1
\end{pmatrix}.
\end{aligned}
\]  

(A.1)

where the non-zero elements satisfies the selection rule \(\text{mod } [\Phi - \Theta, 2]\). In the general case, one has that \(\Omega_N = 2^{N^2+1}\) for periodic, anti-periodic and mixed boundary conditions. The cases of fixed boundary conditions, e.g. the Néel boundary and domain wall boundary condition have the same number of states \(\Omega_{N\text{WB}} = \Omega_{N\text{E}} = 2(N-1)^2\) states. In any case, the entropy is in the thermodynamic limit \(S = S_{\text{WB}} = S_{\text{E}} = \ln 2\). This confirm the independence of the eight-vertex model with the boundary condition [4].

Appendix B. Bethe ansatz solution for the leading contribution

In order to show that the largest eigenvalue of different spin-\(z\) components produce the same free-energy in the thermodynamic limit, we analyze the solution of the Bethe ansatz equation (39). We can assume \(a > b + c\) in the ferroelectric phase. A possible parametrization for \(\Delta > 1\) is

\[
\begin{aligned}
a(\lambda) &= \varrho \sinh(\lambda + \gamma), \\
b(\lambda) &= \varrho \sinh(\lambda), \quad \Rightarrow \quad \Delta = \cosh(\gamma), \\
c(\lambda) &= \varrho \sinh(\gamma),
\end{aligned}
\]  

(B.1)

where \(\varrho\) is scale factor and \(\gamma\) the anisotropy parameter.

We replace the above Boltzmann weights in the Bethe ansatz equations (39) and its eigenvalue expression, where we also perform the shifts \(\lambda \to \lambda - \gamma/2\) and \(\lambda_i \to \lambda_i - \gamma/2\) for convenience. Given \(a, b, c\) in the region \(a > b+c\), one can always obtain the corresponding \(\gamma, \varrho, \lambda\). We checked the Bethe ansatz solution against the direct diagonalization in sector \(n = L/2\) in order to identify the Bethe root structure leading to the largest eigenvalue of this sector. We have done this for \(L\) up to 10. We list the Bethe ansatz roots in the table B1, where we have chosen \(a = 2.1, b = 0.7, c = 0.62\). This choice for the Boltzmann weights corresponds to \(\gamma \approx 0.93881\). Hence the above root structure resembles that of a \(n = L/2\) string centered at \(-i\pi/2\) and lying along an axis parallel to the real axis [22,23].

In the present case, this comes from the fact that whenever \(\lambda_i\) in the left hand side of
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Table B1. Bethe ansatz roots for $a = 2.1, b = 0.7, c = 0.62$.

| $L$ | $\Lambda^{(0)}$ | Bethe roots |
|-----|----------------|-------------|
| 2   | 3.3244         | $\lambda_1 = 0. - 1.5708i$ |
|     |                | $\lambda_2 = -0.755792 + 1.5708i$ |
| 4   | 7.15616        | $\lambda_1 = 1.24738 - 1.5708i$ |
|     |                | $\lambda_2 = 0. - 1.5708i$ |
|     |                | $\lambda_3 = -1.24738 - 1.5708i$ |
| 6   | 18.9897        | $\lambda_1 = 0.755792 - 1.5708i$ |
|     |                | $\lambda_2 = 0. - 1.5708i$ |
|     |                | $\lambda_3 = -1.24738 - 1.5708i$ |
| 8   | 59.0169        | $\lambda_1 = 1.67202 - 1.5708i$ |
|     |                | $\lambda_2 = 0.513821 - 1.5708i$ |
|     |                | $\lambda_3 = -0.513821 - 1.5708i$ |
|     |                | $\lambda_4 = -1.67202 - 1.5708i$ |
| 10  | 214.268        | $\lambda_1 = 2.11256 - 1.5708i$ |
|     |                | $\lambda_2 = 0.998365 - 1.5708i$ |
|     |                | $\lambda_3 = -0.998365 - 1.5708i$ |
|     |                | $\lambda_4 = -2.11256 - 1.5708i$ |

Figure B1. Distribution of Bethe roots leading to the largest eigenvalue in sector $L/2$ for $L = 26$. There is small deviation from the $L/2$ string pattern.

(39) has some non-zero real part, then the ratio $a(\lambda_i - \gamma/2)/b(\lambda_i - \gamma/2)$ becomes either less than unity or greater than unity. Hence for large $L$ the left hand side tends to be zero or infinity. In order to have the same on the right hand side of (39), one should have $\lambda_j - \lambda_i \rightarrow \pm \gamma$ for some $i$.

In fact, the solution for the Bethe equations for $L = 26$ has very small deviation from this $L/2$-string pattern, see figure B1.

Assuming that the exact string is given by

$$\lambda_j = -i \frac{\pi}{2} + \gamma \left( \frac{L/2 - 1}{2} - (j - 1) \right), \quad j = 1, \ldots, L/2,$$

(B.2)
relations (21) and (23), for each eigenvector \( \Pi \) under assumption of (60).

For large \( L \) we obtain a reasonable approximation for \( \Lambda_{n=L/2}^{(0)} \) as follows,

\[
\frac{\Lambda_{\text{max},n=L/2}^{(0)}(\lambda)}{q^L} \approx \sinh^L(\lambda + \gamma/2) \prod_{q=-L/4+1/2}^{L/4-1/2} \frac{\cosh(\lambda + q\gamma - \gamma)}{\cosh(\lambda + q\gamma)} + \sinh^L(\lambda - \gamma/2) \prod_{q=-L/4+1/2}^{L/4-1/2} \frac{\cosh(\lambda + q\gamma + \gamma)}{\cosh(\lambda + q\gamma)},
\]

\[
= \sinh^L(\lambda + \gamma/2) \frac{\cosh(\gamma(L/4 - 1/2)\gamma - \lambda)}{\cosh(\gamma(L/4 - 1/2) + \lambda)} + \sinh^L(\lambda - \gamma/2) \frac{\cosh(\gamma(L/4 - 1/2) + \gamma + \lambda)}{\cosh(\gamma(L/4 - 1/2) - \lambda)},
\]

\[
\approx \sinh^L(\lambda + \gamma/2)e^{\gamma-2\lambda} + \sinh^L(\lambda - \gamma/2)e^{\gamma+2\lambda}.
\]

Taking the thermodynamic limit we find

\[
e^{-\beta F_{\text{PP}}} = \lim_{L \to \infty} \left( \Lambda_{\text{max},n=L/2}^{(0)}(\lambda) \right)^{1/2} = a(\lambda).
\]

This is the same free-energy as the case of periodic boundary in the ferroelectric regime for \( a > b \) [1].

**Appendix C. Separated inversions**

In the case of separated inversions we have

\[
Z_{j,1} = \sum_{g_1,g_2,g_3,g_4} (A_{g_1}^{(0)})^{N-m_2+m_1-1} (A_{g_2}^{(1)}) (A_{g_3}^{(0)}) (A_{g_4}^{(1)})
\]

\[
\times \langle g_1^{(0)} | g_2^{(1)} \rangle \langle g_2^{(1)} | g_3^{(0)} \rangle \langle g_3^{(0)} | g_4^{(1)} \rangle \langle g_4^{(1)} | g_4^{(0)} \rangle \left[ 1 + (1)^{1+\alpha_{g_1} + \alpha_{g_3}} \right]^2,
\]

therefore \( \alpha_{g_1} \) and \( \alpha_{g_3} \) must be different for nonzero contributions. Hence in the above summation we should restrict \( \{g_1, g_3\} \) to the sequences where \( \alpha_{g_1} = 1 \) or \( \alpha_{g_1} = 3 \).

For \( L \) odd, sectors \( n \) and \( L-n \) have different parities. Besides, as we can read from relations (21) and (23), for each eigenvector \( |g\rangle \) in sector \( n \) we have another eigenvector \( \Pi^* |g\rangle \) in sector \( L-n \) with the same eigenvalue. Therefore, for \( L \) odd we obtain

\[
F_{j,1} = \lim_{L,N \to \infty} -\frac{1}{\beta NL} \ln \left( 4 \sum_{n=0}^{L} (A_{\text{max},n}^{(0)})^{N-2} (A_{\text{max},n}^{(1)})^2 \langle g_{\text{max},n}^{(0)} | g_{\text{max},n}^{(1)} \rangle^4 \right) = F_{\text{PP}},
\]

under assumption of (60).

For \( L \) even the sectors \( n \) and \( L-n \) have the same parity. In this case, a possible approximation is to retain the maximum eigenvector in sector \( n \) for \( g_1 \) and use the maximum eigenvector in sectors \( n \pm 1 \) and \( L-n \pm 1 \) for \( g_3 \). Therefore we find

\[
F_{j,1} = \lim_{L,N \to \infty} -\frac{1}{\beta NL} \ln \left( 8 \sum_{n=0}^{L} \sum_{|m-n|=1} (A_{\text{max},n}^{(0)})^{N-m_2+m_1-1} (A_{\text{max},m}^{(0)})^{m_2-m_1-1}
\]

\[
\times (A_{\text{max},n}^{(1)})^2 \langle g_{\text{max},n}^{(0)} | g_{\text{max},n}^{(1)} \rangle \langle g_{\text{max},m}^{(0)} | g_{\text{max},m}^{(1)} \rangle^2 \right) \right) = F_{\text{PP}},
\]
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where we are making use of hypothesis (60) and also the following:

$$\lim_{L \to \infty} \left( \Lambda_{\text{max}, n}^{(0)} \right)^{\frac{1}{L}} = \lim_{L \to \infty} \left( \Lambda_{\text{max}, n+1}^{(0)} \right)^{\frac{1}{L}}. \quad (C.4)$$
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