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Efficient representations of the Hamiltonian such as double factorization drastically reduce circuit depth or number of repetitions in error corrected and noisy intermediate scale quantum (NISQ) algorithms for chemistry. We report a Lagrangian-based approach for evaluating relaxed one- and two-particle reduced density matrices from double factorized Hamiltonians, unlocking efficiency improvements in computing the nuclear gradient and related derivative properties. We demonstrate the accuracy and feasibility of our Lagrangian-based approach to recover all off-diagonal density matrix elements in classically-simulated examples with up to 327 quantum and 18470 total atoms in QM/MM simulations, with modest-sized quantum active spaces. We show this in the context of the variational quantum eigensolver (VQE) in case studies such as transition state optimization, ab initio molecular dynamics simulation and energy minimization of large molecular systems.

I. Introduction

Analytic derivatives of the energy are essential for efficient evaluation of chemical observables [1–4]. Geometry optimization and reaction pathway simulation are routine tasks in computational chemistry which require the repeated evaluation of nuclear derivatives. Other molecular properties such as the dipole and polarizability can be formulated as derivatives of the energy with respect to electric field perturbations. Mixed derivatives of nuclear and electric (or magnetic) perturbations define common spectroscopic observables [5]. While numerical techniques for the nuclear derivatives are often straightforward, they are inefficient and inexact – the compute time scales linearly with the number of perturbations, which would be three times the total number of atoms in the case of the nuclear gradient. Only the availability of reasonably well scaling analytic derivatives makes realistic chemical simulations across large length and/or time scales practical and thus they also need to be developed for quantum algorithms for chemistry.

The key to making analytic derivative methods practical is to reduce the complexity of the derivative to be within a multiplicative prefactor of the energy computation [6]. For first derivatives, this appears to be possible for all classical electronic structure methods where the derivative is a well-defined quantity. The challenge in formulating the gradient is in dealing with the nested series of procedures that defines the final energy. As this pertains to noisy intermediate-scale quantum (NISQ) era quantum computing, the standard implementation of the variational quantum eigensolver (VQE) [7–9] involves the use of an atom-centered Gaussian orbital basis set, the construction of a set of molecular orbitals, and finally the optimization of the VQE wavefunction. To evaluate the derivative of the VQE energy, the response of the VQE wavefunction parameters, the molecular orbitals and the underlying basis functions to the perturbation must be considered [10]. This can be handled elegantly and with a minimal amount of computational effort within a Lagrangian formulation [11]. A Lagrangian is constructed that contains undetermined multipliers that are used to make the energy stationary with respect to the non-variational wavefunction parameters. In most electronic structure methods, the linear equations defining the Lagrange multipliers need to be solved only once and an arbitrary number of nuclear or electric field perturbations can then be evaluated. This removes the dependence of the scaling of the derivative on the number of perturbations, which constitutes the main computational advantage of analytic derivatives over numerical derivatives.

A major challenge for NISQ and FTQC quantum algorithms for chemistry is the complexity of the electron repulsion integral (ERI) contributions to the Hamiltonian, which manifests itself in large circuit depths and/or large numbers of distinct measurement bases and experimental repetitions (shots). Efficient algorithms for quantum chemistry [12–15] work around this problem by means of factorization techniques, which however add additional layers of complexity to the formulation of derivative properties. The case we consider here is the explicit double factorization (X-DF) of the Hamiltonian [12–16]. This factorization offers several advantages for quantum algorithms in the NISQ era and beyond. Perhaps most importantly, the diagonal density matrices necessary to compute the expectation value of the energy can be evaluated with a series of simultaneous measurements in each of these bases [14]. By reducing the number of measurements, the number of times the wavefunction must be constructed is immediately reduced. Additionally, in a finite and limited shot budget setup, shot budgetization is just as important as reducing the number of terms. X-DF proves to be very reliable in this respect providing a small variance in the distribution of the expectation values [14].
Similar low-rank factorizations are ubiquitous in classical quantum chemistry. The most closely related to X-DF are the density fitting (or resolution of the identity) [17, 18] and Cholesky decomposition approximations [19–21]. It is the second transformation in X-DF that is omitted in standard algorithms because it is not clear that this would offer any practical advantage on classical hardware. Other factorizations such as the pseudospectral method [22–24], chain-of-spheres [25] and tensor hypercontraction (THC) [26–28] provide a more flexible decomposition of the ERI tensor, but bear fewer similarities to X-DF. It should be noted that superficially the THC factorization appears the most similar to X-DF, however, X-DF offers less algebraic flexibility and, thus, cannot reduce the scaling of exchange-like contractions. Of these integral factorizations, density fitting is probably the most widely applied in chemical simulations. In large part, this is because potential energy surfaces generated by density-fitted methods are continuous and it is straightforward to develop analytic expressions for their derivatives [29–31]. Other methods, such as Cholesky decompositions do not yield continuous potential surfaces in general. Additional restrictions must be placed on the formation of the Cholesky decomposition to obtain continuous potential surfaces and analytic derivatives thereof [32–34]. An advantage of X-DF is that it both defines continuous potential surfaces and its formulation makes it possible to define analytic derivatives.

The focus of our present work is on the development of analytic derivatives of the energy for hybrid quantum classical methods that leverage X-DF Hamiltonians. There are two particular challenges to the formulation of these derivatives. First, the factorization and approximation of the ERI tensor introduces new non-variational parameters whose response to perturbations must be considered. Second, the reduction in the number of measurements to compute the energy afforded by X-DF comes with a catch. Namely, the off-diagonal elements of the density matrices are not needed to compute the energy, but their effective inclusion is required to evaluate the gradient. To measure these off-diagonal matrix elements (e.g., by measurement of Pauli strings in the Jordan-Wigner representation) would negate some of the computational advantage offered by X-DF. Moreover, if X-DF is to be deployed on fermionic quantum simulator hardware, it may be formally impossible to directly measure these off-diagonal matrix elements (e.g., if Pauli gates to directly measure off-diagonal matrix elements in are inadmissible). Clearly, an alternative must be developed. To circumvent this limitation, we take a Lagrangian-based approach to the analytic derivative and introduce undetermined multipliers to account for all of the non-variational parameters that appear in the energy expressions of hybrid quantum classical methods that leverage X-DF Hamiltonians. Our formulation allows the exact derivative of the energy to be evaluated while retaining the advantages of the X-DF Hamiltonian. Importantly, the Lagrangian formulation allows us to avoid solving for the response of the energy to each perturbation individually.

II. Theory

The active space electronic Hamiltonian of a molecular system acting on the fermionic Fock space over some spin adapted orbital basis can be written as

\[ \hat{H} = E_c + \sum_{pq} \langle p|\hat{h}_c|q\rangle \hat{E}_{pq} + \frac{1}{2} \sum_{pqrs} \langle pq|r\rangle \left( \hat{E}_{pq} \hat{E}_{rs} - \delta_{qr} \hat{E}_{ps} \right) , \]

where \( \hat{E}_{pq} = \hat{p}^\dagger \hat{q} + \hat{p}^\dagger \hat{q} \) are the singlet excitation operators and \( \hat{p}^\dagger \) is the alpha/spin up (beta/spin down) fermionic creation operator in orbital \( p \), with the annihilation operator counterpart \( \hat{p} \). \( E_c \) is the frozen core energy, combining the coulomb energy of the nuclei and the frozen core electrons, \( \langle p|\hat{h}_c|q\rangle \) are the active space one-body integrals including contribution from the interaction with the frozen core and \( \langle pq|r\rangle \) are the two-body integrals.

Double factorization yields a compressed representation [12, 14–16] of such Hamiltonian from which energy expectation values for any many-body state \( |\Psi\rangle \) can be computed (or estimated from finite shot estimated expectation values) by means of

\[ E \equiv \langle \Psi|\hat{H}|\Psi\rangle \equiv \mathcal{E} + \sum_k \mathcal{F}_k^\omega \omega_k^\omega + \sum_{kl} \sum_{t=1}^{n_t} Z_{kl}^t \omega_k^t, \]

where we refer to the terms in the last equation as t-leaves for \( t \in \{\emptyset, 1, \ldots, n_t\} \) and call

\[ \omega_k^\omega \equiv \frac{1}{2} \langle \Psi(\emptyset)|\hat{Z}_k + \hat{Z}_k^\dagger|\Psi(\emptyset)\rangle \]

\[ \omega_k^t \equiv \frac{1}{8} \langle \Psi(t)|\hat{Z}_k \hat{Z}_t - \hat{Z}_k^\dagger \hat{Z}_t^\dagger + \hat{Z}_k^\dagger \hat{Z}_t + \hat{Z}_k \hat{Z}_t - \hat{I} \delta_{kl} - \hat{I} \delta_{kl}^\dagger|\Psi(t)\rangle \]

the double factorized eigenbasis one- and two-body reduced density matrices and the states \( |\Psi(t)\rangle \) are obtained by Jordan Wigner mapping \( |\Psi\rangle \) to qubits and rotating the state with a unitary \( U^t \) that implements an orthogonal rotation of the spatial orbitals. Furthermore, \( \hat{Z} \) is a Pauli-Z operator whose subscript \( k \) (\( k \)) indicates that it acts on the qubit corresponding to the alpha (beta) spin orbital corresponding to spatial orbital \( k \). \( \mathcal{E} \) is a constant energy offset containing the core energy \( E_c \).

The \( U^t \) as well as the vector \( \mathcal{F}_k^\omega \) and the tensor \( Z^t_{kl} \) depend on the integrals \( \langle p|\hat{h}_c|q\rangle \) and \( \langle pq|r\rangle \), and in X-DF, they are determined by means of (nested) diagonalizations of these quantities. The resulting representation is exact for the case \( n_t = N(N + 1)/2 \) where \( N \) is the number of active spatial orbitals. The representation can
be arbitrarily truncated, which can be meaningful if the t-leaves of the factorization are ordered appropriately. If quantities are to be measured by computing expectation values from finitely many shots a better approach can be to importance-sample the leaves according to their contribution to the overall variance of the estimator. Compressed double factorization (C-DF) produces representations of the same form but with $U^t$ and $Z_{kl}^t$ determined via a more elaborate optimization procedure and typically yields a better approximation for the same number of t-leaves [16]. For more details see supplemental material Section I.A.

The $U^t$ can be efficiently implemented on a quantum computer in linear circuit depth even with only linear nearest neighbor connectivity [12, 35–37] by means of a fabric of Givens rotations $\hat{G}_g$ with angles $\theta_g^t$ chosen such that

$$\prod_g \hat{G}_g(\theta_g^t) = U^t,$$

(5)

and the angles $\theta_g^t$ can be efficiently computed from $U^t$.

The double factorized eigenbasis one- and two-body reduced density matrices $\omega_p^2$, $\omega_p^t$, and $\omega_{kl}^t$ are sufficient to compute the energy but they are insufficient to reconstruct the standard full one- and two-body fermionic reduced density matrices (RDMs),

$$\gamma_{pq} \equiv \frac{dE}{dp|h\rangle\langle q|} = \langle \Psi|\hat{E}_{pq}|\Psi \rangle$$

(6)

and

$$\Gamma_{pqrst} \equiv \frac{dE}{dp|h\rangle\langle q|r|s\rangle\langle t|} = \frac{1}{2} \langle \Psi|\hat{E}_{pq}\hat{E}_{rs} - \delta_{qr}\hat{E}_{ps}|\Psi \rangle.$$  

(7)

The first advantage of using equation (2) to compute or estimate the energy is that the number of distinct bases in which measurements need to be performed is bounded by $n_t + 1$ where $n_t \leq n(n + 1)/2$. The circuit depth only increases linearly to accommodate the necessary transformation to the orbital basis. At the same time X-DF reduces variance and thereby shows improved error rates with greatly reduced shot counts [14].

Key to the efficient evaluation of the analytic gradient is avoiding the explicit computation of perturbation dependent response. One approach to obtaining the derivative of the energy is to simply apply the chain rule and evaluate all the partial derivatives that appear. While this will certainly lead to a correct result, it also leads to an amount of unnecessary work that scales linearly with the number of perturbations. For example, one would need to solve for $\frac{d\delta^t}{d\theta^t}$ and $\frac{d\delta^t}{d\xi}$ in order to account for the derivatives of the implicit parameters introduced in the X-DF two-electron operator. This is a well-known problem in electronic structure theory and can be avoided by using a Lagrangian formulation of the derivative [11].

These issues are avoided by use of the Lagrangian formalism. The idea behind the Lagrangian approach to analytic derivatives is to construct a Lagrangian whose value is equal to the energy (the quantity we wish to differentiate). To that, an undetermined multiplier is added corresponding to every non-variational, implicitly-defined quantity that contributes to the energy expression. These multiply a constraint chosen from the implicit definition of the parameters. We can then solve a linear system to make the Lagrangian stationary with respect to variation in the implicitly-defined parameters.

The X-DF Lagrangian takes the form

$$\mathcal{L}_{\text{X-DF}} = \mathcal{E} + \sum_k \mathcal{F}_{kk}^g \omega_k^2 + \sum_t \sum_{kl} Z_{kl}^t \omega_{kl}^t + \sum_{p>k} \eta_{pk}^{g} \left( \left( \prod_g \hat{G}_g(\theta_g^t) \right) - U_{pk}^t \right) + \sum_{t>k'} \mu_{kk'}^t \mathcal{F}_{kk'}^t + \sum_{t>t'} \nu_{tt'} \mathcal{F}_{tt'}^2,$$

(8)

where $\mathcal{F}_{kk}^t = \sum_{pq} U_{pk}^t \mathcal{F}_{pq}^t \mathcal{F}_{qk}^t$ with

$$\mathcal{F}_{pq}^t = \langle p|\hat{h}_t|q \rangle + \sum_r \langle pq|r|rr\rangle - \frac{1}{2} \sum_r \langle pr|qr \rangle,$$

(9)

and $Z_{kl}^t$, $\lambda_{kk'}^t$, and $g_{tt'}^t$ are defined in a similar way in terms of nested orthogonal transformations of $(pq|rs)$. $\eta_{pk}^t$, $\mu_{kk'}^t$, and $\nu_{tt'}^t$ are Lagrange multipliers. The Lagrangian is designed such that it is stationary with respect to the $U_{pk}^t$, $\theta_g^t$, $\lambda_{kk'}^t$, and $g_{tt'}^t$ resulting from the X-DF procedure and the construction of the Givens fabrics and for those $U_{pk}^t$, e.g., the $\mathcal{F}_{kk'}^t$ are diagonal.

The $\eta_{pk}^t$ multipliers ensure that the Givens fabrics actually implement the corresponding orbital rotation $U^t$. The $\mu_{kk'}^t$ make the Lagrangian stationary with respect to variations in the $U_{pk}^t$. The $\nu_{tt'}^t$ multipliers depend on derivatives of the two-body contribution to the energy as well as the $\mu_{kk'}^t$ multipliers. These multipliers couple the t-leaves together and, in the case of truncated X-DF they account for rotations between t-leaves included in the definition of the Hamiltonian and those that were excluded. These multipliers make the Lagrangian stationary with respect to variation in the eigenvectors of the two-electron integrals.

The full Lagrangian of any orbital based active space method will contain further contributions from orbital response, but those will depend on details of and can be taken care of on the level of the method that was used to construct the orbitals. A complete description of each term appearing in the Lagrangian can be found in the Supporting Information in addition to a detailed
derivation of the equations that must be solved to reach stationarity in all of the nonvariational parameters.

There is an interesting interplay between the \( \eta \) multipliers used to make the Lagrangian stationary with respect to variations in the parameterization of the Givens operators and the \( \mu \) and \( \nu \) multipliers corresponding to the X-DF matrix elements. The quantities that appear in the \( \eta \) constraint terms carry no explicit dependence on the perturbation, therefore they have no direct contribution to the analytic derivative. However, the \( \eta \) multipliers form the right-hand side of the linear system that defines the \( \mu \) multipliers. In the case of \( \mu' \), this term does carry explicit dependence on the perturbation through the one-body Hamiltonian matrix elements. In the case of \( \mu \), it again carries no explicit dependence on the perturbation, but forms a portion of the right-hand side of the linear system defining \( \nu \). The \( \nu \) terms carry explicit dependence on the perturbation through the ERIs. The nested \( \eta' \) and \( \mu' \) multipliers recover the off-diagonal one-body density matrix elements, while the series of \( \eta \), \( \mu \) and \( \nu \) allow the full two-body density matrix to be recovered. In this way, we are able to recover the information content of the full density matrices through a Lagrangian-based approach without ever needing to measure the full density matrices directly.

We demonstrate how this can be done for the one body density matrix \( \gamma_{pq} \) and leave further details to the SI. We will define the one-body density matrix as the derivative of the Lagrangian (which has been made stationary with respect to all the X-DF non-variational parameters: \( \theta^\varphi_g \), \( \theta^\varphi_t \), \( U^\varphi_{pq} \), \( U^t_{pq} \), \( V^t_{pq} \) with respect to the frozen core operator, \( \langle p|h_c|q \rangle \). We denote this Lagrangian (which omits the \( z_{pq} \) and \( x_{pq} \) multipliers) as \( L_{X-DF} \). Then with the Kronecker delta \( \delta_{pq} \)

\[
\frac{\partial L_{X-DF}}{\partial \langle p|h_c|q \rangle} = \gamma_{pq} - \delta_{pq} + \sum_k U^\varphi_{pk} \varphi_k^q + \sum_{kk'} U^\varphi_{pq} \varphi_{kk'} U^\varphi_{tk'}. \tag{10}
\]

The \( \varphi_k^q \) were already measured to determine the energy, the \( U^\varphi_{pq} \) are a result of the factorization, and it remains to determine the \( \mu_{kk'} \). To this end, one starts from

\[
\frac{dL_{X-DF}}{d\mu_{kk'}} = 0 \quad \text{and arrives at}
\]

\[
\mu_{kk'} = \frac{\eta_{kk'} - \eta_{kk'}'}{F_{kk'} - F_{kk'}'} \tag{11}
\]

The \( \eta_{kk'} \) multipliers are in turn defined via the linear system of equations

\[
\sum_{p>k} \left[ \eta_{pk}^g \frac{dC}{d\theta_g^g} \prod_g G_g(\theta_g^g) \right]_{pk} = -\frac{dE}{d\theta_g^g}, \tag{12}
\]

which can be solved by inverting the square \( N(N-1)/2 \) matrix \( A_{g',pk}^g \) and contracting the result against \( \frac{dE}{d\theta_g^g} \), which is just the derivative of the energy with respect to the Givens angles and can be measured by means of the parameter shift rule.

An important consideration is the stability of this procedure and the potential presence of singularities in the linear equations defining the Lagrange multipliers. Singularities in Lagrange multipliers defined by (11) (or similar equations) can appear if eigenvalues of the underlying operator are degenerate due to symmetry. In this case, the numerator of the Lagrange multiplier should be zero by symmetry as well and, therefore, these blocks of the Lagrange multipliers should be zero by L'Hôpital’s rule. Removal of these singularities can be accomplished through adaptation of the Lagrangian for molecular symmetry. The matrix \( A_{g,(pk}^{g'} \) (and related matrices) may also be singular. To avoid these issues, we solve the linear system in equation (12) by pseudoinversion of this matrix; negligible eigenvalues are set to zero. In the practical application of the analytic derivatives that follows, we did not encounter any numerical issues related to singularities in the linear equations defining the Lagrange multipliers. Should instabilities issues arise they can be worked around in the following way: the energy (Equation (2)) is a linear function of \( \langle p|h_c|q \rangle \) and \( \langle pq|rs \rangle \), so it does not matter at what position the derivatives in (6) and (7) are evaluated. That is, the reduced density matrices are a function of the state only and do not depend on \( \langle p|h_c|q \rangle \) or \( \langle pq|rs \rangle \). For the purpose of computation of the reduced density matrices one is free to substitute other tensors that minimize the variance of the final quantity one is interested in computing (i.e., by contraction with the density matrices). For example, Equation (11) suggests to choose a substitute for \( \langle p|h_c|q \rangle \) with in equally spaced eigenvalues (these eigenvalues replace \( F_{ll'} \) and an eigenbasis that makes \( A_{g',pk}^{g} \) well conditioned. Investigating to which extent this allows to further reduce the influence of shot noise will be left to a future investigation.

### III. Computational Details

We have implemented the analytic derivatives of VQE energies with X-DF Hamiltonians within an in-house C++/Python quantum circuit simulator code. Hamiltonian matrix elements, molecular orbitals and molecular orbital response are handled by the Lightspeed + TeraChem [38] code stack. Molecular mechanics computations are performed with OpenMM [39] interfaced through Lightspeed. VQE wave functions were constructed with quantum-number-preserving (QNP) gate fabrics [40] to create VQE wavefunctions similar to k-UpCCGSD [41, 42]. Molecular orbitals are obtained with Hartree-Fock (HF) and fractional occupation number Hartree-Fock (FON-HF) [43, 44]. Further details on
the systems we simulate are provided as needed in the remainder of the manuscript and Supporting Information.

IV. Results

To validate the correctness of our formulation and implementation of the derivatives of the X-DF Hamiltonian, we compare the analytic derivatives to numerical derivatives obtained from finite difference computations. For this test, we use the X-DF Hamiltonian to construct VQE wavefunctions for butadiene with a 4 electron in 4 orbital (4e, 4o) active space and a 6-31G** basis set. There are four cases we will consider to determine the correctness of the analytic derivative. First, there is the case where the X-DF is exact (i.e., the eigenbasis of the two-electron operator is not truncated) and the VQE parameterization is sufficiently flexible to recover the exact ground state energy. In the second case, the X-DF of the Hamiltonian is approximate, but the VQE is still converged to the exact ground state of that approximate Hamiltonian. In the third case, the X-DF is exact, but the VQE solution is approximate. Finally, we consider the case where both the X-DF and the VQE wavefunctions are approximate.

Our Lagrangian formulation of the analytic derivative accounts for truncation of the t-leaves thus accounting for both exact and approximate X-DF Hamiltonians. The analytic derivatives of exact and approximate VQE energies do not require additional effort due to the variational nature of the method.

The complete results of the comparison between our analytic and numerical derivatives can be found in the Supporting Information. In all of the cases described above, we obtain agreement within $10^{-6} E_h/a_0$ indicating the correctness of our formulation and implementation of the analytic derivatives. Importantly, we “stress test” our response equations by using a severe truncation of the X-DF Hamiltonian. In the two cases where the X-DF Hamiltonian is approximate, we neglect all eigenvalues below $10^{-2} E_h$ resulting in only 4 of 10 t-leaves being retained. The agreement between the analytic and numerical derivatives is comparable with both the truncated and untruncated X-DF Hamiltonians, indicating that our formulation of the analytic derivative correctly handles these additional response contributions. While these numerical tests give us confidence in the correctness of derivation and implementation, they do not speak directly to the robustness of the approach, i.e., how stable the implementation is across larger regions of the potential energy surface.

One important application of analytic derivatives is in force evolution during ab initio molecular dynamics (AIMD) simulations. These simulations also provide a numerical check for the consistency of the energy and its derivative. In order to perform conservative dynamics simulations within the microcanonical ensemble (i.e., the NVE ensemble), the forces must be obtained from the exact derivative of the potential: $F = -\frac{\partial E}{\partial r}$. If this is the case, it is possible to perform energy-conserving AIMD simulations.

We again use butadiene as a test of our analytic derivatives (using the same level of theory as described previously). This time, we perform a 1 ps AIMD simulation using velocity Verlet integration [45] with a 0.5 fs time step. In this case, we use the fluctuations (and possible drift) of the total energy as a check for the correctness of the analytic derivatives of the energy. In addition, this tests the stability of the implementation across the regions of the potential energy surface explored by the AIMD trajectory. Discontinuities on the potential surface or instabilities in the response equations will lead to a loss of energy conservation. As before, we test the four cases of exactness and approximation in X-DF and VQE. The results of these simulations are shown in Figure 1. In each case, the AIMD simulations conserve energy indicating that the response equations needed to evaluate the analytic derivatives remain stable throughout. One should note that when the X-DF Hamiltonian is approximate, the potential energy surface only remains continuous if the two-electron operator eigenvalues at the truncation boundary do not become degenerate. That is, the “diabatic” character of the t-leaves must not change.
What is remarkable about this is that setting these energy as well as those using the exact analytic derivatives). With these errors introduced clearly does not conserve energy conservation (although the AIMD simulation contributions to the gradient does not have an outsized impact zero. Remarkably, the neglect of these response corrections to the analytic derivative – particularly the responses originating in the factorization of the two-electron operator.

To test the importance of the response contributions to the analytic gradient expressions, this is equivalent to Figure 1(b). (b) The $\eta^o$ and $\mu^\phi$ multipliers were set to zero during the evaluation of the analytic gradient. (c) The $\eta^t$ and $\mu^t$ multipliers were set to zero during the evaluation of the analytic gradient. (d) The $\nu^t$ multipliers were set to zero during the evaluation of the analytic gradient.

Discontinuously with geometry. These eigenvalues define surfaces (in analogy to the Born-Oppenheimer potential energy surface) and those eigensurfaces may have conical intersections between them. In the event that such intersections occur, it must be the case that either both intersecting eigenvalues are retained or omitted in the X-DF Hamiltonian to maintain continuity of the potential energy surface.

To test the importance of the response contributions to the analytic derivative, we intentionally introduce errors in to the derivative expression by artificially setting some of the Lagrange multipliers to zero. Using these approximate derivatives, we perform AIMD simulations as before and test the energy conservation. The results of these simulations are shown in Figure 2. The response of the one-electron terms in the X-DF Hamiltonian can be removed by setting either the $\eta^\phi$ or the $\mu^\phi$ multipliers to zero. Remarkably, the neglect of these response contributions to the gradient does not have an outsized impact on energy conservation (although the AIMD simulation with these errors introduced clearly does not conserve energy as well as those using the exact analytic derivatives). What is remarkable about this is that setting these multipliers to zero effectively negates the off-diagonal matrix elements of the one-body density matrix; one might have expected this to have a more deleterious effect on the dynamics of the system. In the third case, the $\eta^t$ or, equivalently, the $\mu^t$ multipliers are set to zero. This removes significant contributions to the two-body density matrix and greatly affects the energy conservation. In this case, fluctuations in the total energy are nearly as large as the fluctuations in kinetic and potential energy. Despite this, the butadiene molecule remains intact throughout the 1 ps simulation. In the final case, the $\nu^t$ multipliers are set to zero (this also removes contributions from $\eta^t$ and $\mu^t$). With these errors introduced to the derivative, it is no longer possible to perform the AIMD simulation for the full 1 ps. This indicates the importance of the response contributions to the analytic derivative – particularly the responses originating in the factorization of the two-electron operator.

Another important application of analytic derivatives of the energy is in the location and characterization of stationary points on the potential energy surface. As a representative example of this, we examine the isomerization reaction of propylene oxide to allyl alcohol (Figure 3) [46]. The potential energy surface is obtained by VQE with a $(4e, 3o)$ active space and a 6-31G** basis set –
the VQE parameterization is sufficient to obtain the exact ground state energy. At this level of theory, we optimize the geometries of the reactant (propylene oxide), product (allyl alcohol) and the transition state connecting them. The optimizations were converged tightly with the maximum absolute value of any component of the derivative being less than $10^{-6} E_h/a_0$. To characterize the transition state, the nuclear Hessian was evaluated by finite differences of the analytic derivatives; from that Hessian, the harmonic vibrational frequencies could be determined. These optimizations were performed using exact and approximate X-DF Hamiltonians. Since the active space is relatively small, the exact X-DF Hamiltonian contains only 6 $t$-leaves. As a result, truncation of this expansion has a significant impact on the potential energy surface. We were only able to obtain optimized geometries when at least 4 $t$-leaves were retained in the factorization.

It has been well established in other methods leveraging approximate factorizations of the two-electron operator that relative energies can be obtained more accurately than absolute energies. This is particularly important to applications in chemistry where the absolute energy of a molecule is rarely – if ever – of practical importance. Case in point, the reaction energy and reaction barrier we obtain for the propylene oxide to allyl alcohol isomerization are relative energies that are chemically relevant. We find that the reaction barrier is slightly underestimated (by 1.5 kcal mol$^{-1}$) when 5 $t$-leaves are retained and slightly overestimated (by 0.8 kcal mol$^{-1}$) when 4 $t$-leaves are retained. Similar results are obtained for the reaction energy. The magnitude of the reaction energy is underestimated by 1.4 kcal mol$^{-1}$ when 5 $t$-leaves are retained and overestimated by 3.1 kcal mol$^{-1}$ when 4 $t$-leaves are retained. The imaginary frequency of the transition state is well reproduced with 5 $t$-leaves; an error on the order of 1 cm$^{-1}$ is introduced in that case. With 4 $t$-leaves, the error increases to 150 cm$^{-1}$. In all cases, the geometries of these stationary points are in good agreement. This indicates that not only can X-DF be used in the characterization of chemical reactions, but also that truncated X-DF can be applied.

For an implementation of analytic gradients to be practical, it should be able to be applied to molecular systems with many nuclear degrees of freedom without a significant increase in the computational cost relative to the underlying energy evaluation. An example where this is particularly important is in hybrid quantum mechanics molecular mechanics (QM/MM) computations [48]. Here, the number of total nuclear degrees of freedom may be many orders of magnitude larger than what is contained in the quantum mechanical region alone. A representative example is shown in Figure 4. Here a QM region containing 50 atoms is coupled to an MM region containing 18470 atoms. The electronic Hamiltonian of the QM system contains the point charges associated with the nuclei in the QM region as well as all of the MM atoms. In the context of analytic derivatives, this means that there are 55410 nuclear perturbations that must be considered. A formulation of the gradient requiring explicit evaluation of perturbation-dependent response would be intractable. Our Lagrangian-based approach, however, allows QM/MM computations to be performed at the expense of evaluating the additional one-electron integrals (and their derivatives) and their subsequent contraction with the appropriate density matrices and Lagrange multipliers.

To demonstrate the ability to treat extended molecular systems, we optimized the geometry of a flavin mononucleotide-containing protein [47] in the presence of explicit solvent (Figure 4). We report the first 400 steps of an limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) optimization performed in Cartesian coordinates. The chromophore (containing 50 atoms) comprised the QM region and all 55410 nuclear degrees of freedom were relaxed during the optimization. Consistent progress was made in minimizing both the energy and gradient. This indicates the suitability of our approach for simulations of large molecular systems.

Another important consideration for implementations of analytic gradients is whether or not they scale ap-

FIG. 4: QM/MM optimization of a flavin-binding light, oxygen or voltage (LOV) domain from the phototropin module of Adiantum phy3 in its dark state [47]. The QM region contains the flavin mononucleotide chromophore (50 atoms), while the remaining atoms are treated at the MM level. This chromophore is noncovalently bound to the protein. Including solvent molecules, this system contain 18470 atoms. The QM region is described by VQE using a (4e, 4o) active space, an X-DF Hamiltonian without truncation and a 6-31G basis set; molecular orbitals were obtained from HF computation. The total energy of the system as well as the maximum absolute component of the gradient are reported for each iteration of an L-BFGS optimization performed in Cartesian coordinates.
FIG. 5: Optimization of the anionic HBDI chromophore solvated by 100 water molecules including an extra proton. The entire system is treated with VQE using a $(4e, 3\sigma)$ active space, an X-DF Hamiltonian without truncation and a 6-31G** basis set; orbitals were generated with FON-HF using Gaussian broadening of the orbital energy levels and temperature parameter of 0.2 a.u. The optimization is started from a minimum energy conical intersection between the ground and first excited state of the chromophore. The total energy of the system as well as the maximum absolute component of the gradient are reported for each iteration of an L-BFGS optimization performed in Cartesian coordinates.

propriately with the size of the molecular system. It has been established that the matrix elements for active space methods such as VQE can be generated using the same algorithms used for Fock matrix construction in Hartree-Fock (HF) or Kohn-Sham density functional theory (KS-DFT) \[49\]. This means that – provided the size of the active space is constant – the VQE method should scale like HF or KS-DFT as the system size is increased. This also applies to analytic derivatives of active space methods; the analytic derivative can be cast in terms of derivatives of Fock-like quantities \[49, 50\]. All of this is to say that an implementation of VQE gradients should be able to be performed on large molecular systems. An example of such a system is shown in Figure 5. Here, the HBDI (4-hydroxybenzylidene-1,2-dimethylimidazolinone) chromophore of the green fluorescent protein (GFP) is solvated by 100 water molecules \[51\]. The starting structures were obtained from minimum energy conical intersection optimization using floating occupation molecular orbital complete active space configuration interaction (FOMO-CASCI) \[52\]. Since these optimizations were possible with classical electronic structure methods, it is essential that they are also possible using VQE with an X-DF Hamiltonian.

The optimizations shown in Figure 5 highlight a few important aspects of our analytic gradient formulation. First, and perhaps most obvious, is that it was possible to perform many optimization cycles for a molecular system containing over 300 atoms and 2800 basis functions. This is because our implementation scales appropriately with the size of the overall system as well as the size of the active space. This optimization intentionally used a starting structure near a conical intersection to emphasize the ability of methods like VQE for describing electronic structure in the presence of strong correlation. The optimization proceeded smoothly despite starting at such a structure. Finally, the starting structure we chose was for an anionic HBDI chromophore that had previously dissociated a proton (bonded to two neighboring water molecules). Over the course of the first 50 optimization cycles, the proton transfers back to the HBDI chromophore that is now relaxing on its ground electronic state. By using explicit solvent molecules treated quantum mechanically, it is possible to observe such proton transfer reactions during optimization or molecular dynamics simulations. During the final 200 optimization cycles, the HBDI chromophore returns from the twisted geometry that minimizes the energy of the conical intersection to a planar geometry that minimizes the energy of the ground state.

V. Conclusions

We have presented a framework for evaluating analytic derivatives from X-DF Hamiltonians. The increased efficiency in quantum computation offered by X-DF is preserved in our derivative formulation. One of the principle advantages of X-DF is that it reduces the number of measurements required by evaluating the energy with density matrices expressed in the bases \(t\)-leaves) determined by X-DF. While the information contained in these density matrices is sufficient to determine the energy, it is not sufficient to determine derivatives of the energy. Our Lagrangian formulation of the derivative recovers the missing information without the need to explicitly measure the missing off-diagonal contributions to the density matrices (and thereby limiting the computational advantage offered by X-DF). Importantly, our formulation of the analytic derivative does not require perturbation-dependent response, i.e., the quantum computing effort scales with the number of orbitals treated on the quantum computer only and not with the total number of atoms. This is an essential characteristic of a method that is intended to have practical applications in chemistry.

Our initial tests of the analytic derivatives used VQE wavefunctions, however, our Lagrangian framework can be extended to other quantum algorithms. For example, it would be straightforward to extend this to derivatives of multistate contracted VQE (MC-VQE) energies \[53\] where the VQE parameters are not variationally optimized for a single state. One would simply need to include additional Lagrange multipliers to make the
state-specific MC-VQE energies stationary with respect to their wavefunction parameters [54]. Further, this general approach can be extended to other factorizations of the Hamiltonian such as the compressed double factorization (C-DF) [16]. Finally, our work also opens the door to exploiting the advantages of compressed representations of the Hamiltonian when computing quantities beyond energy in an error corrected setting. This is a necessary step towards making quantum computation more broadly applicable in chemical simulation.
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Supporting Information

I. Problem Statement

In this section, we describe the scope of the work presented in this paper. We focus on the case of analytic nuclear gradients of variational energies determined from the explicit double factorization of the Hamiltonian but it will be apparent how the methods outlined here can be used to compute full relaxed active space one and two body reduced density matrices that can serve as input parameters for the computation of other quantities in the same way as is can be done in other active space methods.

A. Hamiltonian Factorization

The electronic Hamiltonian can be normal-ordered with respect to some closed-shell Slater determinant representing the frozen core electrons and written as:

\[
\hat{H} = E_c + \sum_{pq} (p|\hat{h}_c|q) \hat{E}_{pq} + \frac{1}{2} \sum_{pqrs} (pq|rs) \left( \hat{E}_{pq} \hat{E}_{rs} - \delta_{qr} \hat{E}_{ps} \right),
\]

where \( \hat{E}_{pq} \) are the usual singlet excitation operators, \( E_c \) is the energy of the frozen core determinant, and \( (p|\hat{h}_c|q) \) are the matrix elements of the so-called frozen core operator,

\[
(p|\hat{h}_c|q) = (p|\hat{h}|q) + \sum_i^{\text{core}} [2(pq|ii) - (pq|qi)].
\]

Explicit double factorization of the Hamiltonian yields an exact or approximate and compressed representation of such Hamiltonian by means of diagonalization of the integral tensors. First, consider the modified one-electron integrals

\[
(p|\hat{\kappa}|q) = (p|\hat{h}_c|q) - \frac{1}{2} \sum_r (pr|qr).
\]

These can be trivially eigendecomposed as

\[
(p|\hat{\kappa}|q) = \sum_k U_{pk}^\varnothing f_k^\varnothing U_{qk}^\varnothing.
\]

The two-electron integrals can be factorized first by eigendecomposing the integral tensor

\[
(pq|rs) = \sum_t V_{pq}^t g_t^rs V_{rs}^t.
\]

Subsequently, the eigenvectors can be decomposed for each “eigenleaf” (term in the above sum), which will be referred to as a t-leaf throughout the remainder of this work,

\[
V_{pq}^t = \sum_k U_{pk}^t \lambda_k^t U_{qk}^t.
\]

Combining these nested decompositions, we arrive at the double factorized form of the two-electron integrals.

\[
(pq|rs) = \sum_{ikt} U_{pk}^t U_{qk}^t \lambda_k^t \lambda_{it} \overline{U}_{il} U_{lq}^t Z_{ki}^t.
\]

The approach outlined above defines the explicit double factorization (X-DF) method. Other approaches of obtaining double factorized two-electron integral \( (19) \) have been developed, but we will concentrate on X-DF in the present work. X-DF can be either exact or approximate; this depends on whether or not all the t-leaves are retained or those with small eigenvalues \( (17) \) have been removed. Now, we can write the Hamiltonian in terms of these factorized one- and two-electron integrals as

\[
\hat{H} = E_c + \sum_k f_k^\varnothing \hat{E}_{kk}(\varnothing) + \frac{1}{2} \sum_{tkl} Z_{ki}^t \hat{E}_{kk}(t) \hat{E}_{ll}(t).
\]

Notice that the dependence of \( \hat{E}_{kk}(t) \) on the t-leaf specifies that these operators are applied in a rotated orbital basis defined by the eigendecompositions shown above.

In the present work, we make a few additional modifications to the Hamiltonian. If we consider the form of the \( \hat{E}_{kk} \) operators within the Jordan-Wigner mapping,

\[
\hat{E}_{kk} = \hat{I} - \frac{1}{2} \left( \hat{Z}_k + \hat{\bar{Z}}_k \right),
\]

then we can define new zero- and one-body terms that include effective contributions from the one- and two-body terms in \( (20) \),

\[
\mathcal{E} = E_c + \sum_p (p|\hat{h}_c|p) + \frac{1}{2} \sum_{pq} (pp|qq) - \frac{1}{4} \sum_{pq} (pq|pq),
\]

\[
\mathcal{F}_{pq} = (p|\hat{h}_c|q) + \sum_r (pq|rr) - \frac{1}{2} \sum_r (pr|qr).
\]

As before, the effective one-electron operator can be eigendecomposed as

\[
\mathcal{F}_{pq}^\varnothing = \sum_k U_{pk}^\varnothing f_k^\varnothing U_{qk}^\varnothing.
\]

Now, the Hamiltonian can be written as

\[
\hat{H} = \mathcal{E} - \frac{1}{2} \sum_k \mathcal{F}_{pq}^\varnothing \left( \hat{Z}_k + \hat{\bar{Z}}_k \right) + \frac{1}{8} \sum_{tkl} Z_{ki}^t \left( \hat{Z}_k \hat{Z}_l - \hat{I} \delta_{kl} + \hat{Z}_k \hat{\bar{Z}}_l + \hat{\bar{Z}}_k \hat{Z}_l - \hat{I} \delta_{kl} \right).
\]
Here, we suppress the dependence of the $Z_k$ operators on the orbital basis of the particular $t$-leaf on which they are acting in the presentation of the equation, but it remains as in (20). Throughout this work, we will use the Hamiltonian in the form presented in (25).

B. Electronic Wavefunction

In the present work, we will consider only wavefunctions that variationally minimize the energy such as those obtained from the variational quantum eigensolver (VQE). In this approach, the wavefunction is defined by a parameterized unitary operator acting on some reference state

$$\ket{\Psi_{\text{VQE}}} = \hat{U}(\vec{\phi})\ket{\Psi_0}. \quad (26)$$

As the name of the method implies, the parameters, $\vec{\phi}$ are obtained by variationally minimizing the expectation value of the energy

$$E = \min_{\vec{\phi}} \bra{\Psi_0} \hat{U}(\vec{\phi})^\dagger \hat{H} \hat{U}(\vec{\phi}) \ket{\Psi_0}. \quad (27)$$

The key to our subsequent development of analytic derivatives of the energy is that the VQE energy is stationary with respect to its parameters,

$$\frac{\partial E}{\partial \vec{\phi}} = 0. \quad (28)$$

Therefore, we do not need to consider the response of the VQE wavefunction to the perturbation under consideration. We note that – although we do not consider such cases in the present work – the analytic derivatives we formulate could apply to other, non-variational methods provided that Lagrange multipliers can be added to make the energy stationary with respect to changes in its parameters, as was done in [54] for the case of multi state contracted VQE.

C. X-DF/VQE

The use of the double factorized Hamiltonian imparts a particular structure on the VQE density matrices. First, consider the usual molecular orbitals,

$$\phi_p(r) = \sum_{\mu} C_{\mu p} \phi_\mu(r). \quad (29)$$

Here, some set of atomic orbitals ($\{|\phi_\mu\rangle\}$) are transformed by the molecular orbital coefficient matrix, $C_{\mu p}$. The double factorized Hamiltonian introduces additional orbital bases – one for each $t$-leaf,

$$\phi^t_k(r) = \sum_p U^t_{pk} \phi_p(r). \quad (30)$$

The application of the Hamiltonian requires a series of transformations between these new orbital bases. These transformations are performed by a parameterized “Givens” operator, $\hat{G}(\{\theta^g\})$. Any unitary matrix (of rank $N$) can be represented as a product of $N(N-1)/2$ Givens rotations. This can be done in a number of different ways, resulting in different circuit layouts and depths. This fact is used to determine the set of angles, $\{\theta^g\}$, that define each Givens operator. The angles are chosen such that there is a unique Givens operator for each $t$-leaf,

$$\left[ \prod_g \hat{G}_g(\theta^g) \right]^t_{pk} = U^t_{pk}. \quad (31)$$

The classical matrix elements of the X-DF Hamiltonian can be obtained from transformations using the $U^t_{pk}$ matrices, while transformations of the state vector on the quantum computer require the Givens operator to be applied as a series of Givens circuits. Now we can write the Hamiltonian in its complete form,

$$\hat{H} = \mathcal{E} - \frac{1}{2} \sum_k J_k^G \hat{G}(\theta^g_k) \left( \hat{Z}_k + \hat{\bar{Z}}_k \right) \hat{G}(\theta^g_k) + \frac{1}{8} \sum_{tkl} Z^t_{kl} \times \hat{G}(\theta^g_k) \hat{Z}_k \hat{Z}_l - i \delta_{tkl} + \hat{Z}_k \hat{Z}_l + \hat{Z}_k \hat{Z}_l - i \delta_{tkl} \right) \hat{G}(\theta^g_k). \quad (32)$$

where the transformations to the orbital eigenbases of each $t$-leaf have been made explicit.

In methods based on the usual electronic Hamiltonian, the energy can be obtained from the one- and two-body density matrices in the molecular orbital basis,

$$E = E_c + \sum_{pq} \langle p| \hat{h}_c |q \rangle \gamma_{pq} + \sum_{pqrs} (pq|rs) \Gamma_{pqrs}. \quad (33)$$

Here, the molecular orbital-based density matrices have their usual definition,

$$\gamma_{pq} = \langle \Psi | \hat{E}_{pq} | \Psi \rangle \quad (34)$$

$$\Gamma_{pqrs} = 1 \langle \Psi | \hat{E}_{pq} \hat{E}_{rs} - \delta_{qr} \hat{E}_{ps} | \Psi \rangle. \quad (35)$$

While it is certainly possible to form the molecular orbital density matrices from the X-DF Hamiltonian, it is more advantageous to work in the natural eigenbasis representation of each $t$-leaf,

$$E = \mathcal{E} + \sum_k J_k^G \omega^g_k + \sum_{tkl} Z^t_{kl} \omega^t_{kl}. \quad (36)$$

Here, the density matrices are defined as

$$\omega^g_k = -\frac{1}{2} \langle \Psi | \hat{G}^t(\{\theta^g\}) \left( \hat{Z}_k + \hat{\bar{Z}}_k \right) \hat{G}(\{\theta^g\}) | \Psi \rangle. \quad (37)$$
and
\[\omega_{kl}^t = \frac{1}{8} \langle \Psi | G^t (\{ \theta'_p \}) (\hat{Z}_k \hat{Z}_l - \hat{I} \delta_{kl} + \hat{Z}_k \hat{Z}_l) + \hat{Z}_k \hat{Z}_l \rangle \langle \{ \theta'_p \} | \Psi \rangle.\]

In the remainder of this work, we will work exclusively in terms of these eigenbasis density matrices.

D. Nuclear Gradients

The main focus of this work is the evaluation of analytic derivatives of the energy with respect to the Cartesian positions of the nuclei. The derivation is specialized for the case of atom-centered Gaussian basis functions. This means that the position of the basis functions is tied to the position of the nuclei. As a result, derivatives of integrals over operators with no dependence on the nuclei (electronic kinetic or overlap operators, for example) will still have dependence on the nuclear positions. Derivatives of the overlap integrals in the atomic orbital basis provide a representative example,
\[\frac{d}{dR} \mu|\nu\rangle = \left( \frac{d}{dR} \mu | \nu \rangle + (\mu | \frac{d}{dR} \nu) \right).\]

As a consequence of these derivatives surviving, straightforward application of the Hellmann-Feynman theorem is impossible within Gaussian orbital formulations of electronic structure theory unless a complete (i.e., infinite) basis is applied.

E. Fractional Occupation Number Hartree-Fock

In this work, we obtain the molecular orbitals that underly the X-DF/VQE energies from fractional occupation number Hartree-Fock (FON-HF) [43, 44], which includes standard HF as a special case. This method introduces temperature dependent fractional occupations of the orbitals. Commonly, a Fermi-Dirac distribution is used to obtain the fractional occupations,
\[n_i = \frac{2}{1 + \exp[(\epsilon_i - \epsilon_f)/kT]}\]
where \(\epsilon_i\) and \(n_i\) are the orbital energy and fraction occupation of orbital \(i\), respectively. The Fermi energy, \(\epsilon_f\), is chosen such that the fractional occupations conserve the total number of electrons,
\[N = \sum_i n_i.\]

It is also possible to obtain the fractional occupations from a Gaussian broadening of the orbital energy levels or other distributions.

The motivation for using FON-HF orbitals is that they often provide a good approximation to variationally optimized orbitals while being nearly identical in computational cost to Hartree-Fock (HF) orbitals. Canonical HF orbitals are a poor choice for strongly correlated systems, because they suffer from bias towards the single determinant for which they are optimized. In extreme cases, HF orbitals can artificially break degeneracies that exist in the system (for example, exact degeneracies between the highest occupied and lowest unoccupied orbital cannot be described). FON-HF, by contrast, does not suffer from these issues; in the case of exact degeneracies, FON-HF will simply place equal fractional occupations in each of the degenerate orbitals. A final note is that although we focus on the choice of FON-HF orbitals in this work, the analytic derivative expressions we provide can be trivially extended to most other definitions of molecular orbitals, provided they are fully decoupled from the VQE energy.

II. Inapplicability of the Hellmann-Feynman Theorem

At first glance, analytic derivatives of the energy appear trivial to evaluate in light of the Hellmann-Feynman theorem, which states that the derivative of the energy is simply the expectation value of the derivative Hamiltonian,
\[\frac{dE}{dR} = \langle \Psi | \frac{dH}{dR} | \Psi \rangle.\]

However, upon closer examination, it becomes clear that the Hellmann-Feynman theorem rarely has practical relevance. First, the Hellmann-Feynman derivative does not include all contributions from atom-centered Gaussian functions, in particular, the derivatives of the basis function overlap that are necessary to maintain orthonormality in the molecular orbitals. Second, the Hellmann-Feynman theorem assumes a fully variational wavefunction (i.e., one in which the energy is minimized with respect to all parameters). In the present work, we consider fully variational VQE ansätze, but do not minimize the VQE energy with respect to the molecular orbitals. As a result it is essential to include the response of the molecular orbitals to the perturbation in the analytic derivative. Here, we obtain the molecular orbitals from FON-HF, which minimize the Mermin free energy – not the VQE energy. As a result, orbital response contributions to the analytic gradient beyond the Hellmann-Feynman theorem must be considered. We should note that these considerations are common to many electronic structure methods and are in no way unique to X-DF/VQE.

A more interesting point is that the Hellmann-Feynman theorem does not apply for X-DF/VQE in places where it usually would be exact. Take, for example, a case where the VQE ansatz covers all available variational free parameters. Consider also a perturbation that does not change the underlying Gaussian basis functions – perhaps an electric field perturbation. In that case, the Hellmann-Feynman theorem would hold and the derivative of the energy is equivalent to the one-particle density matrix traced against the one-body electric field.
derivative integrals (i.e., dipole integrals). Here, for a perturbation in the \(x\) direction,

\[
\frac{dE}{dx} = \sum_{pq} \gamma_{pq} (p|\hat{\mu}_x|q).
\]  
(43)

However, in the X-DF/VQE case, we do not assume that the full density matrices are available, only the eigenbasis density matrices. As a result, application of the Hellmann-Feynman in the case analogous to what is shown above is no longer exact,

\[
\frac{dE}{dx} \neq \frac{dE}{dx} + \sum_k \frac{dF}{dx} \omega_k^g.
\]  
(44)

The loss of exactness can be traced to the representation of the density matrix in the eigenbasis. This representation of the density is a projection of the full density to the minimal amount required to recover the energy. This representation of the density alone is insufficient in general for obtaining properties other than the energy.

To illustrate how the projection of the density affects property computations, consider a general example, where \(o\) and \(\mathbf{A}\) are property parameters to the perturbation in an efficient manner is essential to the development of a formulation of the analytic derivative that can be applied to practical chemical problems. From the chain rule, it appears that the response of all of these free parameters to the perturbation is required to evaluate the derivative of the energy,

\[
\frac{dE}{dC} = \frac{\partial E}{\partial C} + \sum_{\mu} \frac{\partial E}{\partial \theta_\mu} \frac{dC_\mu}{dR} + \sum_{\mu} \frac{\partial E}{\partial \theta_\mu} \frac{dC_\mu}{dR} + \sum_{\mu} \frac{\partial E}{\partial \theta_\mu} \frac{dC_\mu}{dR}.
\]  
(51)

While direct evaluation of this equation will produce the desired result, the computational cost will scale with the number of perturbations. There are several approaches to simplifying such equations to remove the explicit perturbation dependence that go by several names. Perhaps the most systematic approach to removing perturbation dependence is to construct a Lagrangian. The value of the Lagrangian is equal to the energy (the quantity we wish to differentiate) and it contains undetermined multipliers which allow partial derivatives with respect to the non-variational parameters to be set to zero. That is, we enforce

\[
\mathcal{L} = E, \quad \frac{\partial \mathcal{L}}{\partial U_{pk}^g} = 0, \quad \frac{\partial \mathcal{L}}{\partial U_{pk}^r} = 0, \quad \frac{\partial \mathcal{L}}{\partial V_{pq}^g} = 0, \quad \frac{\partial \mathcal{L}}{\partial V_{pq}^r} = 0, \quad \frac{\partial \mathcal{L}}{\partial \theta_\mu} = 0, \quad \frac{\partial \mathcal{L}}{\partial \theta_\mu} = 0, \quad \frac{\partial \mathcal{L}}{\partial C_\mu} = 0.
\]  
(51)
Such a Lagrangian can be constructed by adding constraints that are satisfied by the definition of each of these non-variational quantities. The complete Lagrangian we will use to define the analytic gradient is

$$\mathcal{L} = \mathcal{E} + \sum_k \mathcal{F}_k^\varphi \omega_k^\varphi + \sum_t \sum_{kl} \mathcal{Z}_{kl}^t \omega_{kl}^t$$

$$+ \sum_{p>k} \eta_{pk}^\varphi \left[ \prod_g \hat{G}_g(\theta_g^\varphi) - U_{pk}^\varphi \right]$$

$$+ \sum_t \sum_{p>k} \eta_{pk}^t \left[ \prod_g \hat{G}_g(\theta_g^t) - U_{pk}^t \right]$$

$$+ \sum_{k>k'} \nu_{kk'}^\varphi \mathcal{F}_{kk'}^\varphi + \sum_t \sum_{k>k'} \nu_{kk'}^t \lambda_{kk'}^t + \sum_{t>t'} \nu_{tt'}^\varphi G_{tt'}^\varphi$$

$$+ \sum_{p>q} z_{pq} f_{pq} + \sum_{p<q} x_{pq}[\delta_{pq} - (p|q)]. \tag{52}$$

Here, we have introduced seven sets of undetermined multipliers. The $\eta$ multipliers use the definition of the Givens operators (31) to constrain the values of $\{\theta\}$. The $\mu$ multipliers use the representation of off-diagonal elements of $\mathcal{F}^\varphi$ and $\lambda^t$ in their eigenbases to constrain $U_{pk}^\varphi$ and $U_{pk}^t$ to be the eigenvectors of these matrices. We use the $\nu$ multipliers to constrain $V$ to be the eigenvectors of the two-electron integrals, by using the off-diagonal elements of the two-electron integrals in its eigenbasis as a constraint. Here, we use $T$ to denote where the factorization of the two-electron integrals has been truncated. The final two multipliers, $z$ and $x$, constrain the convergence condition and orthonormality of the underlying molecular orbitals. Here, our constraint is that the Fock matrix, $f_{pq}$, is diagonal and that the overlap of the molecular orbitals, $(p|q)$, is an identity matrix. These constraints and equations defining the undetermined multipliers will be discussed in later sections of this document.

### A. Constraints on the Givens Operator

Let us say we have an antisymmetric matrix of size $N$,

$$X_{rs} = -X_{sr} \quad \forall \ s, \ r. \tag{53}$$

Through the exponential map, this generates a special orthogonal matrix,

$$O_{pq} \equiv \left[ \exp(\hat{X}) \right]_{pq} \in SO(N). \tag{54}$$

Through a Givens decomposition, we can define the special orthogonal matrix $U_{pk}$. The pivot structure of the Givens matrices, e.g., rectangle [55], diamond [12], or otherwise, can be chosen freely and is considered to be fixed,

$$O_{pq}[\{\theta_g\}] \equiv \left[ \prod_g \hat{G}_g(\theta_g) \right]_{pq} \in SO(N) \tag{55}$$

Note that here $\hat{G}_g(\theta_g)$ is the one-body image of the $g$-th Givens operator.

We are able to use this to construct Givens decompositions that represent $U_{pk}^\varphi$ and $U_{pk}^t$:

$$\left[ \prod_g \hat{G}_g(\theta_g^\varphi) \right]_{pq} = U_{pk}^\varphi \tag{56}$$

$$\left[ \prod_g \hat{G}_g(\theta_g^t) \right]_{pq} = U_{pk}^t \tag{57}$$

These equalities form the basis of the constraints that enter the X-DF/VQE Lagrangian (52). To solve for the undetermined $\eta$ multipliers, we set the partial derivatives of the Lagrangian with respect to $\theta$ to zero. That is, the equations for $\eta_{pk}^\varphi$ are defined by $\partial\mathcal{L}/\partial \theta_g^\varphi = 0$ and the equations for $\eta_{pk}^t$ are defined by $\partial\mathcal{L}/\partial \theta_g^t = 0$.

In the Lagrangian, only the energy (36) and the constraint terms themselves carry explicit dependence on $\theta_g^\varphi$ and $\theta_g^t$. Therefore, solving for the $\eta_{pk}^\varphi$ and $\eta_{pk}^t$ undetermined multipliers is the first step in making the Lagrangian stationary. Equations for the Lagrange multipliers are determined by,

$$\sum_{p>k} \eta_{pk}^\varphi \frac{d\mathcal{O}}{d\theta_{g'}} \left[ \prod_g \hat{G}_g(\theta_g) \right]_{pk} = -\frac{dE}{d\theta_{g'}} \tag{58}$$

and

$$\sum_{p>k} \eta_{pk}^t \frac{d\mathcal{O}}{d\theta_{g'}} \left[ \prod_g \hat{G}_g(\theta_g^t) \right]_{pk} = -\frac{dE}{d\theta_{g'}} \tag{59}$$

The matrices $A_{g,pk}^\varphi$ and $A_{g,pk}^t$ are square of dimension $N(N-1)/2$ and can be inverted to obtain $\eta_{pk}^\varphi$ and $\eta_{pk}^t$. Note that we treat each $t$-leaf separately, thus treating $A_{g,pk}^t$ as a stack of matrices rather than a third-order tensor. In practice, we find that these equations can be accurately solved by pseudoinverting the $A$ matrices as they may become singular in cases with high symmetry depending on orbital ordering and the pivot structure of the givens decomposition.

### B. Constraints on the X-DF Eigenbases

In the X-DF/VQE Lagrangian (52), the transformations to the eigenbases of the one- and two-body operators (i.e., the $U$ matrices) can be constrained by using the definition of the matrices they diagonalize. That is, $U_{pk}$ contains the eigenvectors of $\mathcal{F}_{pq}$. Therefore, we can
use the fact that, when transformed to its eigenbasis, the off-diagonal matrix elements of this matrix are zero (viz. $\mathcal{F}_{kk'} = 0 \forall k \neq k'$). Similarly, this holds for each $t$-leaf of the two-body operator. In this case, $U_{t}^{pk}$ are the eigenvectors of $V_{pq}^{t}$ with eigenvalues $\lambda^{t}_{k}$. If we define a new quantity,

$$\lambda^{t}_{kk'} = \sum_{pq} U_{pk}^{t} V_{pq}^{t} U_{qk'}^{t},$$

(60)

trivially, we can see that $\lambda^{t}_{kk'} = \lambda^{t}_{k} \delta_{kk'}$. However, this eigenbasis representation of $V_{pq}^{t}$ is useful to define the constraint on $U_{pk}^{t}$. We use the $\mu^{t}_{kk'}$ and $\mu^{t}_{kk'}$ undetermined multipliers to set the partial derivatives of the Lagrangian with respect to $U_{pk}^{t}$ and $U_{pk}^{t}$, respectively, to zero. Here, one should note that the energy, the $\eta$ constraint terms and the $\mu$ constraint terms carry explicit dependence on the $U$ matrices. Therefore, solving for the $\mu$ undetermined multipliers is the next step after the $\eta$ multipliers have been formed.

We will begin by deriving programmable equations for $\mu^{t}_{kk'}$ that make the Lagrangian stationary with respect to variation in $U_{pk}^{t}$. To accomplish this, we will set partial derivatives of the Lagrangian with respect to $U_{pk}^{t}$ to zero and transformed the resulting derivative by $U_{pk}^{t}$ to produce a result that is fully in the eigenbasis of $\mathcal{F}_{pq}^{t}$. The transformation by $U_{pk}^{t}$ is not formally required, but will simplify the resulting equations.

$$0 = \sum_{r} U_{rl}^{t} \frac{\partial L}{\partial U_{rl}^{t}} + \sum_{r} U_{rl}^{t} \frac{\partial L}{\partial U_{rl}^{t}} \sum_{k} \mathcal{F}_{k}^{t} \omega_{k}^{t}$$

$$+ \sum_{r} U_{rl}^{t} \frac{\partial L}{\partial U_{rl}^{t}} \sum_{p>k} \eta_{pk}^{t} \left( \prod_{g} \hat{G}^{t}(\theta_{g}^{t}) \right)_{pk} - U_{pk}^{t}$$

$$+ \sum_{r} U_{rl}^{t} \frac{\partial L}{\partial U_{rl}^{t}} \sum_{k>k'} \mu_{k}^{t} \mathcal{F}_{kk'}^{t}$$

(61)

Now, we can rewrite the Lagrangian to expose the dependence on $U_{pk}^{t}$:

$$0 = \sum_{r} U_{rl}^{t} \frac{\partial L}{\partial U_{rl}^{t}} \sum_{k} \sum_{pq} U_{pk}^{t} U_{qk}^{t} \mathcal{F}_{pq}^{t} \omega_{k}^{t}$$

$$+ \sum_{r} U_{rl}^{t} \frac{\partial L}{\partial U_{rl}^{t}} \sum_{p>k} \eta_{pk}^{t} \left( \prod_{g} \hat{G}^{t}(\theta_{g}^{t}) \right)_{pk} - U_{pk}^{t}$$

$$+ \sum_{r} U_{rl}^{t} \frac{\partial L}{\partial U_{rl}^{t}} \sum_{k>k'} \mu_{k}^{t} U_{pk}^{t} \mathcal{F}_{pq}^{t}$$

(62)

Taking the derivatives and transforming, to the eigenbasis we get:

$$0 = 2 \delta_{ll'} \mathcal{F}_{l}^{t} \omega_{l}^{t} - \eta_{ll'}^{t}$$

$$+ \left\{ \begin{array}{ll} \mu_{ll'}^{t} \mathcal{F}_{l}^{t} & \text{if } l > t' \\ \mu_{ll'}^{t} \mathcal{F}_{l}^{t} & \text{if } l' > l \end{array} \right.$$

(63)

We have transformed the molecular orbital index of the $\eta_{pk}^{t}$ multipliers to the eigenbasis.

$$\eta_{kk'}^{t} = \sum_{p} U_{pk}^{t} \eta_{pk}^{t}$$

(64)

Here, we have treated $\eta_{pk}^{t}$ as a square matrix containing the values of the multipliers defined by Eqn. 58 in the lower triangle and zeros elsewhere. Notice that we have a full matrix representing the derivatives of the Lagrangian, while we only have a lower triangular matrix of undetermined multipliers. We can define the multipliers, $\mu_{ll'}^{t}$, by equating the upper and lower triangles of the Lagrangian derivatives – both of which must equal zero.

$$2 \delta_{ll'} \mathcal{F}_{l}^{t} \omega_{l}^{t} - \eta_{ll'}^{t} + \mu_{ll'}^{t} \mathcal{F}_{l}^{t} = 0$$

(65)

When we solve for the multipliers, the contributions from the eigenbasis density matrix cancel and only the $\eta_{ll'}^{t}$ contribute to the right-hand side of the system of linear equations defining $\mu_{ll'}^{t}$.

$$\mu_{ll'}^{t} = \frac{\eta_{ll'}^{t} - \eta_{ll'}^{t}}{\mathcal{F}_{l}^{t} - \mathcal{F}_{l}^{t}}$$

(66)

With the $\mu_{ll'}^{t}$ multipliers defined, the Lagrangian is stationary with respect to variation in $U_{pk}^{t}$.

Following along similar lines, we can derive an expression for $\mu_{kk'}^{t}$ to make the Lagrangian stationary with respect to variation in $U_{pk}^{t}$. Again, we start by setting derivatives of the Lagrangian with respect to $U_{pk}^{t}$ to zero.

$$0 = \sum_{r} U_{rm}^{t} \frac{\partial L}{\partial U_{rm}^{t}} = \sum_{r} U_{rm}^{t} \frac{\partial L}{\partial U_{rm}^{t}} \sum_{i} \sum_{kl} Z_{kl}^{t} \omega_{kl}^{t}$$

$$+ \sum_{r} U_{rm}^{t} \frac{\partial L}{\partial U_{rm}^{t}} \sum_{l>p} \eta_{lk}^{t} \left( \prod_{g} \hat{G}^{t}(\theta_{g}^{t}) \right)_{lk} - U_{lk}^{t}$$

$$+ \sum_{r} U_{rm}^{t} \frac{\partial L}{\partial U_{rm}^{t}} \sum_{l>k} \mu_{lk}^{t} U_{lk}^{t} \mathcal{F}_{pq}^{t}$$

(67)

Expanding to show explicitly the dependence on $U_{pk}^{t}$, we get:

$$0 = \sum_{r} U_{rm}^{t} \frac{\partial L}{\partial U_{rm}^{t}} \left( \sum_{i} \sum_{kl} U_{lk}^{t} \mathcal{F}_{lk}^{t} \omega_{kl}^{t} \\
+ \sum_{l>p} \eta_{lk}^{t} \left( \prod_{g} \hat{G}^{t}(\theta_{g}^{t}) \right)_{lk} - U_{lk}^{t} \right)$$

$$+ \sum_{l>k} \mu_{lk}^{t} U_{lk}^{t} \mathcal{F}_{pq}^{t}$$

(68)
At this point, an important observation to make is that we only need to take derivatives corresponding to $\mathbf{U}^t_{pk}$ with $t \leq T$; derivatives with respect to $\mathbf{U}^t_{pk}$ with $t > T$ are trivially zero. Now, we can take the partial derivatives and transform the result back to the eigenbasis.

$$0 = 4\delta_{mm'} \sum_k Z_{km}' \omega_{km}' - \eta_{mm}' + \left\{ \begin{array}{ll} \mu_{mm'}^{t'} \lambda_m^t & \text{if } m > m' \\ \mu_{mm'}^{t'} \lambda_{m'}^t & \text{if } m' > m \end{array} \right. \tag{69}$$

As we did previously, we will transform the $\eta_{pk'}$ multipliers into the eigenbasis.

$$\eta_{pk}^t = \sum_p U_{pk}^t \eta_{pk'}^t \tag{70}$$

Again, the $\mu_{mm'}^{t'}$ multipliers are defined by a system of linear equations.

$$4\delta_{ll'} \sum_k Z_{kl}' \omega_{kl}' - \eta_{ll'}^t + \mu_{ll'}^{t'} \lambda_l^t = 0 \tag{71}$$

These linear equations have a simple analytic solution.

$$\mu_{ll'}^{t'} = \frac{\eta_{ll'}^t - \eta_{ll'}^t \lambda_l^t - \lambda_l^t}{\lambda_l^t - \lambda_l^t} \tag{72}$$

Solving for these multipliers makes the Lagrangian stationary with respect to variation in $\mathbf{U}^t_{pk}$. In both cases ($\mathbf{U}^t_{pk}$ and $\mathbf{U}^t_{pk}$), the multipliers are defined separately for each $t$-leaf.

### C. Constraints on the Two-Electron Integral Eigendecomposition

The $\nu''$ multipliers depend on derivatives of the two-body contribution to the energy as well as the $\mu_{pk}$ multipliers. These multipliers couple the $t$-leaves together and, in the case of truncated X-DF they account for rotations between $t$-leaves included in the definition of the Hamiltonian and those that were excluded. These multipliers make the Lagrangian stationary with respect to variation in the eigenvectors of the two-electron integrals, $\mathbf{V}_{pq}$. To begin, we will set the derivatives of the Lagrangian with respect to $\mathbf{V}_{pq}$ to zero.

$$0 = \sum_{rr'} \mathbf{V}_{rr'} \frac{\partial \mathcal{L}}{\partial \mathbf{V}_{rr'}} = \sum_{rr'} \mathbf{V}_{rr'} \frac{\partial \mathcal{L}}{\partial \mathbf{V}_{rr'}} \tag{73}$$

$$0 = \sum_t \sum_{kl} Z_{kl}' \omega_{kl}' + \sum_t \sum_{k>k'} \mu_{kk'} \lambda_{kk'} + \sum_t \nu'' \mathbf{g}^t \tag{74}$$

We must fully expand these terms to expose the explicit dependence on $\mathbf{V}_{pq}$. Consider $\lambda_{kk'}$

$$\lambda_{kk'} = \sum_{pp'} \mathbf{U}_{pp}^t \mathbf{V}_{pp'}^t \mathbf{U}_{pp'}^t \tag{74}$$

and $\mathbf{g}^t$

$$\mathbf{g}^t = \sum_{pp'qq'} \mathbf{V}_{pp'}^t (pp') \mathbf{V}_{qq'}^t \tag{75}$$

Some useful partial derivatives are:

$$\sum_{rr'} \mathbf{V}_{rr'} \frac{\partial \mathcal{L}}{\partial \mathbf{V}_{rr'}} = \delta_{tu} \sum_{rr'} \mathbf{V}_{rr'} \mathbf{U}_{rk}^t \mathbf{U}_{rt}^t \tag{76}$$

$$\sum_{rr'} \mathbf{V}_{rr'} \frac{\partial \mathcal{L}}{\partial \mathbf{V}_{rr'}} = 2\delta_{tu} \mathbf{g}^t \mathbf{v}_{tu}^t \tag{77}$$

These are combined in the definition of $\mathbf{Z}_{kl}'$

$$\mathbf{Z}_{kl}' = \sum_{pp'qq'} \sum_{rr's's'} \mathbf{U}_{pp}^t \mathbf{V}_{pp'}^t \mathbf{U}_{pp'}^t \mathbf{V}_{qq'}^t \mathbf{U}_{qq'}^t \mathbf{U}_{kl}^t \tag{78}$$

and its partial derivatives.

$$\sum_{rr'} \mathbf{V}_{rr'} \frac{\partial \mathcal{L}}{\partial \mathbf{V}_{rr'}} = 2\delta_{tu} \lambda_{kk'} \mathbf{g}^t \mathbf{v}_{tu}^t \tag{79}$$

Now, we can define a useful intermediate.

$$\mathbf{R}^u = \sum_{rr'} \mathbf{V}_{rr'} \frac{\partial \mathcal{L}}{\partial \mathbf{V}_{rr'}} \sum_{t} \sum_{kl} \mathbf{Z}_{kl}' \omega_{kl}' + \sum_{k>k'} \mu_{kk'} \lambda_{kk'} \tag{80}$$

$$\mathbf{R}^u = 0 \quad \forall \quad u \leq T \tag{81}$$

From here, the $\nu''$ multipliers are defined by the eigenvector response of $\mathbf{V}_{pq}^t$ (as was the case for the $\mathbf{g}^t$ and $\lambda_{kk'}$ multipliers). As a result, the $\nu''$ multipliers have a simple analytic form.

$$\nu'' = \frac{\mathbf{R}_{uu}^t - \mathbf{R}_{uu}^t}{\mathbf{g}^t - \mathbf{g}^t} \tag{82}$$

Once these multipliers are determined, the Lagrangian has been made stationary with respect to $\mathbf{V}_{pq}$. At this point, the Lagrangian is stationary with respect to variation in any of the quantities defining the X-DF.
D. Constraints on the Molecular Orbitals

The final step before the derivative of the energy can be evaluated is to make the Lagrangian stationary with respect to variation in the underlying molecular orbitals (in this case, those determined from FON-HF). Techniques to evaluate the derivative of configuration interaction (CI) energies constructed from FON-HF orbitals are well-known [50] and we will not repeat the derivation here. The key to leveraging these existing approaches in the context of X-DF/VQE is to construct relaxed one- and two-body reduced density matrices within the active space. These matrices are analogous to those obtained from, for example, a complete active space CI wavefunction. These density matrices are used to define the right-hand side of the coupled-perturbed FON-HF (CP-FON-HF) equations (i.e., those that define the \( z_{pq} \) multipliers). Subsequently, a combination of the density matrices and the \( z_{pq} \) multipliers are used to define the \( x_{pq} \) multipliers. Once these multipliers are determined, the Lagrangian has been made stationary with respect to all non-variational parameters, and the derivative of the energy can be evaluated.

An operational definition of the one- and two-body density matrices can be obtained by differentiating the stationary Lagrangian with respect to the one- and two-body integral matrices. In what follows, it is convenient to define an identity matrix with a rank equal to the number of active orbitals,

\[
I_{pq} = \delta_{pq}. \tag{83}
\]

We will define the one-body density matrix as the derivative of the Lagrangian (which has been made stationary with respect to all the X-DF non-variational parameters: \( \theta^g, \theta^t, U^g_k, U^t_k, \lambda^t_k \)) with respect to the frozen core operator, \( \langle p| h_c |q \rangle \). We denote this Lagrangian (which omits the \( z_{pq} \) and \( x_{pq} \) multipliers) as \( \mathcal{L}_{X,DF} \).

\[
\frac{\partial \mathcal{L}_{X,DF}}{\partial (pq|rs)} = \gamma_{pq} = I_{pq} + \sum_k U^\otimes_{pk} \omega^\otimes_k U^\otimes_{qk} + \sum_{kk'} U^\otimes_{pk} \mu^\otimes_{kk'} U^\otimes_{qk}, \tag{84}
\]

Here, the identity matrix appears as derivatives of \( \mathcal{E} \). In the eigenbasis, the density matrix \( \omega^\otimes \) accounts for the diagonal contributions. Interestingly, we can see that the Lagrange multipliers, \( \mu^\otimes_{kk'} \), account, exactly, for the off-diagonal density matrix elements in the eigenbasis. This illustrates how a series of nested Lagrange multipliers – first solving for \( \eta^\otimes_{pk} \) and then for \( \mu^\otimes_{kk'} \) – can be used to indirectly recover the full one-body density (that is, without evaluating \( \gamma_{pq} = \langle \Psi | \hat{E}_{pq} | \Psi \rangle \) as would be done in a classical electronic structure program).

The two-body density matrix can be defined in a similar manner.

\[
\frac{\partial \mathcal{L}_{X,DF}}{\partial (pq|rs)} = \Gamma_{pqrs} = \frac{1}{2} I_{pq} I_{rs} - \frac{1}{8} I_{pr} I_{qs} - \frac{1}{8} I_{ps} I_{qr} + \tilde{\gamma}_{pq} I_{rs} - \frac{1}{4} \tilde{\gamma}_{p} I_{qs} - \frac{1}{4} \tilde{\gamma}_{p} I_{qr} + \sum_{t} V^t_{pq} V^t_{rs} + \sum_{tu} V^t_{pq} V^t_{rs} \tag{85}
\]

Here, we define \( \gamma_{pq} = I_{pq} + \tilde{\gamma}_{pq} \); this allows the two-electron contributions from the effective one-body operator, \( \mathcal{F}_{pq} \), to be incorporated into the two-body density matrix. The remainder of the contributions to the two-body density matrix come from the eigenbasis density, \( \omega^\otimes_{kl} \), and the Lagrange multipliers, \( \nu^\otimes_{kl} \).

As defined above, the density matrices have less symmetry than may have been expected. However, in the subsequent steps involving derivatives with respect to the molecular orbital coefficients, these density matrices will be multiplied by and contracted with one- and two-body integral tensors that possess the usual 2-fold and 8-fold symmetries. As a result, we can symmetrize the density matrices to exhibit the same 2-fold and 8-fold symmetry.

\[
\tilde{\gamma}_{pq} = \frac{1}{2} (\gamma_{pq} + \gamma_{q,p}) \tag{86}
\]

\[
\tilde{\Gamma}_{pqrs} = \frac{1}{8} \left( \Gamma_{pqrs} + \Gamma_{pqs} + \Gamma_{qpr} + \Gamma_{qps} + \Gamma_{rqs} + \Gamma_{rqp} + \Gamma_{psq} + \Gamma_{sqr} \right) \tag{87}
\]

These symmetrized density matrices can be used directly in existing formulation of the CP-FON-HF response equations to evaluate the \( z_{pq} \) and \( x_{pq} \) multipliers.

E. Evaluation of the Gradient

Once all of the Lagrange multipliers have been determined and the Lagrangian is fully stationary with respect to all non-variational parameters, the derivative of the energy can be evaluated by taking the derivative of the Lagrangian with respect to the perturbation of interest, \( \xi \).

\[
\frac{dE}{d\xi} = \frac{d\mathcal{E}}{d\xi} = \sum_{pq} \tilde{\gamma}_{pq} \langle \hat{h} | p \rangle \langle p | q \rangle \xi + \sum_{pqrs} \tilde{\Gamma}_{pqrs} \langle pq | rs \rangle \xi + \sum_{p>q} z_{pq} f_{pq} \xi - \sum_{p\leq q} x_{pq} \langle p | q \rangle \xi \tag{88}
\]

We denote the derivative integrals with superscript \( \xi \), that is:

\[
\langle pq \rangle \xi = \frac{d}{d\xi} \langle pq \rangle = \left( \frac{d}{d\xi} \langle p | q \rangle + \langle p | \frac{d}{d\xi} q \rangle \right) \tag{89}
\]
Here, we have absorbed contributions from the frozen core determinant (i.e., \( E_z \) and \( \langle p|\hat{h}_\alpha|q \rangle \)) into the \( \hat{\Gamma}_{pq} \) and \( \hat{\Gamma}_{prq} \) density matrices. In many cases, it is possible to absorb the \( z_{pq} \) multipliers into these density matrices as well. For generality, we contract the \( z_{pq} \) multipliers against the derivative Fock matrix elements instead. This allows one to switch between molecular orbitals obtained from Hartree-Fock (which is the case where the \( z_{pq} \) multipliers can be absorbed into the one- and two-body density matrices) or those from Kohn-Sham density functional theory (KS-DFT) or even those obtained from semiempirical theories. All that matters is that the coupledperturbed response equations used to define \( z_{pq} \) and \( x_{pq} \) are consistent with the self-consistent field method used to determine the molecular orbitals and that the derivative Fock matrix is also consistent with that method.

F. Parameter-shift rules of parameter-locked gate ensembles

Calculating gradients of quantum operations on chip has always been a key part for variational quantum algorithms. Finite difference as a method of evaluating these is flawed due to imperfections and limited precision of measurement on these devices, so parameter shift rules [56–60] were proposed as a way of obtaining the gradient of a generative gate by evaluating the gate at specific angles and using the knowledge one has over the respective objective function. This has been extended and generalized to gates with arbitrary generators and used to not only to calculate the local derivative but extract the entire local objective function for optimisation purposes [60]. Here we want to briefly discuss the case where one gate is composed of multiple of these gates that are parameter-locked to each other and act on distinct qubits/subspaces, as this applies to our spin-adapted orbital rotation gate that is a composition of two Givens rotation gates acting on the alpha and beta qubits respectively.

Using the general shift-rules, one finds an 8-shift rule for the gradient of the device which seems not-optimal as it is comprised of two 2-shift gates. We can recover a 4-shift rule by unlocking the parameters for the calculation of the gradient and using the fact that the individual derivatives of the gates decouple. To see this, quickly reminder of the derivative of the single Givens rotation:

\[
E(\theta) = \langle \Psi | G \hat{O} (\theta) | \Psi \rangle \tag{90}
\]

\[
\partial_\theta E(\theta) = \langle \Psi | G \hat{O} (\theta) \hat{O} \partial_\theta G | \Psi \rangle + \text{h.c.} \tag{91}
\]

We absorbed every gate before the gate of interest into the \( \langle \psi \rangle \) and every gate after it into the observable \( \hat{O} \) enforce each sub-gate to act on distinct subspaces over the commutation rules. This can be evaluated by a two shift parameter rule. A look at the orbital rotation gate with the same premises:

\[
F(\theta) = \langle \Psi | G_2 (\theta) G_1 (\theta) \hat{O} G_1 (\theta) G_2 (\theta) | \Psi \rangle \tag{92}
\]

Evaluating the partial derivative via the product rule gives us

\[
\partial_\theta F(\theta) = \langle \Psi | G_2 (\theta) G_1 (\theta) \hat{O} G_1 (\theta) \partial_\theta G_2 (\theta') | \Psi \rangle + \langle \Psi | G_2 (\theta) G_1 (\theta) \hat{O} \partial_\theta G_1 (\theta') G_2 (\theta) | \Psi \rangle + \text{h.c.} \tag{93}
\]

One can now recover the two individual shift rules by rearranging and lifting the parameter-lock between the two Givens rotations to evaluate the two shift rules.

One can now see that each of these terms can now be evaluated with the parameter-shift rule of the individual gate. This leaves us with the following 4-shift rule:

\[
F_{ul}(\theta, \theta') = \langle \Psi | G_2 (\theta') G_1 (\theta) \hat{O} G_1 (\theta) G_2 (\theta') | \Psi \rangle \tag{94}
\]

\[
\partial_\theta F(\theta) = \frac{1}{2} [F_{ul}(\theta + \frac{\pi}{2}, \theta) - F_{ul}(\theta - \frac{\pi}{2}, \theta)] + F_{ul}(\theta, \theta + \frac{\pi}{2}) - F_{ul}(\theta, \theta - \frac{\pi}{2}) \tag{95}
\]

On a sidenote, this decoupling does not allow for the construction of the local function and only recovers the local derivative at the given angle.

IV. Numerical Demonstration

To test the correctness of the above derivation, we compute the analytic derivative of the ground state energy of butadiene. We use an active space containing 4 electrons in the 4 \( \pi \) and \( \pi^* \) orbitals. The molecular orbitals were obtained from FON-HF/6-31G** using Gaussian broadening of the orbital energy levels with a temperature parameter of 0.3 a.u. We have chosen a geometry of butadiene that is near equilibrium, but slightly distorted to break symmetry. The Cartesian coordinates of the nuclei are given below in Ångströms:

|  | 25.72300 | 29.68500 | 26.90100 |
|---|---|---|---|
| C | 25.51000 | 29.88900 | 25.49000 |
| C | 26.07700 | 30.59500 | 27.82800 |
| C | 25.16300 | 28.92900 | 24.60000 |
| H | 26.51300 | 28.64500 | 27.18200 |
| H | 25.33300 | 30.87700 | 25.08600 |
| H | 26.26500 | 30.17800 | 28.85200 |
| H | 26.32100 | 31.69500 | 27.63100 |
| H | 24.81000 | 29.04000 | 23.56900 |
| H | 25.10400 | 27.88700 | 24.94600 |

There are four cases of particular interest that we consider below. The VQE wavefunction can be converged to
the exact result or it can be truncated. The X-DF can be exact (i.e., all t-leaves are retained) or t-leaves with small eigenvalues can be neglected. This leads to four cases where we will demonstrate the correctness of our analytic gradient formulation.

A. Exact X-DF and Converged VQE

The easiest case to test the correctness of our analytic gradients is where the X-DF is exact and the VQE wavefunction has been converged to the exact ground state energy. This allows direct comparison between classical complete active space configuration interaction (CASCI) analytic gradients and the X-DF/VQE analytic gradient. The numerical results are shown below in units of Hartree/Bohr.

CASCI gradient:

| C  | 0.0087640 | 0.0338484 | -0.0230318 |
| C  | 0.0338931 | -0.0447006 | 0.0585443 |
| C  | -0.0228010 | -0.0204001 | -0.0339556 |
| C  | 0.0201028 | 0.0442291 | -0.0012467 |
| H  | -0.0159444 | -0.0116912 | 0.0023734 |
| H  | -0.0281456 | 0.0116623 | -0.0161052 |
| H  | -0.0091125 | -0.0101414 | -0.0188318 |
| H  | -0.0087443 | -0.0116847 | 0.0071869 |

X-DF/VQE gradient:

| C  | 0.0087640 | 0.0338484 | -0.0230317 |
| C  | 0.0338931 | -0.0447006 | 0.0585443 |
| C  | -0.0228010 | -0.0204001 | -0.0339556 |
| C  | 0.0201028 | 0.0442291 | -0.0012467 |
| H  | -0.0159444 | -0.0116912 | 0.0023734 |
| H  | -0.0281456 | 0.0116623 | -0.0161052 |
| H  | -0.0091125 | -0.0101414 | -0.0188318 |
| H  | -0.0087443 | -0.0116847 | 0.0071869 |

In this case, we achieve agreement of $10^{-7}$ Hartree/Bohr or better in all of the nuclear degrees of freedom. This result indicates that many of the terms in our Lagrangian are correct, but it does not fully test the formulation because the X-DF has not been truncated – all 10 of the t-leaves are included in the factorization.

B. Truncated X-DF and Converged VQE

It is essential that the analytic gradients be correct when the X-DF is truncated. Here, we discard all eigenvalues of the electron repulsion integral matrix that are below $10^{-1}$ a.u. This results in only 4 of 10 t-leaves being retained. In this case, we do not have the analogous classical implementation of the gradient available, so we compare against numerical differentiation of the X-DF/VQE energy. We use a 5-point central difference formula with a step size of $10^{-3}$ Bohr to obtain the numerical derivative.

Numerical X-DF/VQE gradient:

| C  | 0.0024931 | 0.0253168 | -0.0298848 |
| C  | 0.0351976 | -0.0349578 | 0.0654167 |
| C  | -0.0138414 | -0.0122360 | 0.0250024 |
| C  | 0.0158476 | 0.0359590 | -0.0099373 |
| H  | -0.0148655 | -0.0104737 | 0.0006804 |
| H  | -0.0264798 | 0.0026624 | -0.0136967 |
| H  | 0.0100783 | -0.0265528 | 0.0300495 |
| H  | 0.0085186 | 0.0421931 | 0.0055591 |
| H  | -0.0074004 | -0.0105833 | 0.0194204 |
| H  | -0.0095482 | -0.0113273 | 0.0073544 |

Here, we achieve agreement of $10^{-6}$ Hartree/Bohr or better between analytical and numerical gradients. This indicates that our formulation of the X-DF/VQE gradient is correct when the X-DF is truncated. Had there been errors in the gradient formulation, the aggressive truncation we applied should have made them readily apparent.

C. Exact X-DF and Approximate VQE

Another case where our analytic gradient formulation should be correct is when an approximate (i.e., not converged to the exact ground state) VQE wavefunction is used. Our assumption is only that the wavefunction has been variationally optimized, not that it produces the exact energy. In this case, we again compare our analytic gradients against numerical gradients (using the same recipe as above). Note that due to the presence of many local minima in the VQE parameter space, we locate a minimum in the parameter space and use those parameters to seed the calculations at displaced geometries to avoid finding different minima at every geometry.

Numerical X-DF/VQE gradient:

| C  | -0.0018739 | 0.0152072 | -0.0156463 |
| C  | 0.0351976 | -0.0349578 | 0.0654167 |
| C  | -0.0138414 | -0.0122360 | 0.0250024 |
| C  | 0.0158476 | 0.0359590 | -0.0099373 |
| H  | -0.0148655 | -0.0104737 | 0.0006804 |
| H  | -0.0264798 | 0.0026624 | -0.0136967 |
| H  | 0.0100783 | -0.0265528 | 0.0300495 |
| H  | 0.0085186 | 0.0421931 | 0.0055591 |
| H  | -0.0074003 | -0.0105833 | 0.0194203 |
| H  | -0.0095482 | -0.0113273 | 0.0073544 |

Here, we achieve agreement of $10^{-6}$ Hartree/Bohr or better between analytical and numerical gradients. This indicates that our formulation of the X-DF/VQE gradient is correct when the X-DF is truncated. Had there been errors in the gradient formulation, the aggressive truncation we applied should have made them readily apparent.
|   | C   | C   | H   | H   | H   | H   | H   | H   | H   | H   |
|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| H  | 0.0203369 | -0.0023167 | -0.0109582 |
| H  | 0.0086448 | -0.0252825 | 0.0288439 |
| H  | 0.0125202 | 0.0424496 | -0.0070197 |
| H  | -0.0112387 | -0.0112398 | -0.0170473 |
| H  | -0.0067050 | -0.0117621 | 0.0055379 |

Analytical X-DF/VQE gradient:

|   | C   | C   | H   | H   | H   | H   | H   | H   | H   | H   |
|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| C  | -0.0018740 | 0.0152069 | -0.0156461 |
| C  | 0.0340339 | -0.0220895 | 0.0421281 |
| C  | -0.0193956 | -0.0108778 | -0.0176750 |
| C  | 0.0124085 | 0.0339845 | -0.0071090 |
| H  | -0.0080573 | -0.0080723 | -0.0010544 |
| H  | -0.0203368 | -0.0023169 | -0.0109584 |
| H  | 0.0086447 | -0.0252825 | 0.0288439 |
| H  | 0.0125203 | 0.0424496 | -0.0070198 |
| H  | -0.0112387 | -0.0112398 | -0.0170473 |
| H  | -0.0067050 | -0.0117621 | 0.0055379 |

Once again we achieve agreement of better than $10^{-6}$ Hartree/Bohr between analytical and numerical gradients indicating the correctness of our gradient formulation.

**D. Truncated X-DF and Approximate VQE**

A final test is that the analytic gradients are correct in cases where both the X-DF is truncated and the VQE energy is an approximation of the exact ground state energy. For this test, we retain 4 of 10 $t$-leaves in the X-DF.

Numerical X-DF/VQE gradient:

|   | C   | C   | H   | H   | H   | H   | H   | H   | H   | H   |
|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| C  | -0.0088850 | 0.0045834 | -0.0160591 |
| C  | 0.0339181 | -0.0123153 | 0.0518398 |
| C  | -0.0095220 | -0.0020111 | -0.0103695 |
| C  | 0.0077376 | 0.0243913 | -0.0198183 |
| H  | -0.0054178 | -0.0065542 | -0.0049439 |
| H  | -0.0184659 | -0.0055151 | -0.0092365 |
| H  | 0.0070285 | -0.0221339 | 0.0254742 |
| H  | 0.0105200 | 0.0415747 | -0.0049236 |
| H  | -0.0087623 | -0.0114716 | -0.0180051 |
| H  | -0.0081513 | -0.0105478 | 0.0060424 |

Analytical X-DF/VQE gradient:

|   | C   | C   | H   | H   | H   | H   | H   | H   | H   | H   |
|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| C  | -0.0088851 | 0.0045831 | -0.0160591 |
| C  | 0.0339182 | -0.0123156 | 0.0518400 |
| C  | -0.0095219 | -0.0020110 | -0.0103695 |
| C  | 0.0077377 | 0.0243915 | -0.0198184 |
| H  | -0.0054177 | -0.0065542 | -0.0049441 |
| H  | -0.0184658 | -0.0055153 | -0.0092367 |
| H  | 0.0070284 | -0.0221340 | 0.0254742 |
| H  | 0.0105200 | 0.0415748 | -0.0049237 |
| H  | -0.0087623 | -0.0114715 | -0.0180051 |
| H  | -0.0081513 | -0.0105478 | 0.0060424 |

This test shows a similar level of agreement between analytical and numerical gradients.